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1 Einleitung
Nach dem US-amerikanischen Population Reference Bureau (PRB) wächst
die Weltbevölkerung pro Sekunde um 2.6 Menschen. Pro Tag steigt die An-
zahl der Menschen um 227 252 Menschen, aufgerechnet auf ein Jahr sind das
82 947 000 Menschen. (vgl. [34])
Die Vereinten Nationen legten symbolisch das Datum für das Überschreiten
der sieben Milliarden Grenzen auf den 31. Oktober 2011. Die Weltbevölke-
rung wächst und wächst und bereits um das Jahr 2030 könnten Engpässe bei
der Nahrungsmittel-, Wasser- und Energieversorgung auftreten. Die Zukunft
des Planeten Erde ist ungewiss und es können lediglich Prognosen mit gewis-
sen Unsicherheitsfaktoren erstellt werden. Das Wachstum der Bevölkerung
hat sich in den letzten Jahren wieder verlangsamt, wobei der zahlenmäßige
Höhepunkt an Menschen noch nicht erreicht ist. Bereits vor mehr als 200
Jahren wurde unbegrenztes exponentielles Wachstum der Weltbevölkerung
von Thomas Robert Malthus als problematisch angesehen. Seine Theorie
beruht vereinfacht gesagt darauf, dass ein Gleichgewicht zwischen der Anzahl
der Menschen und der Ressourcen durch Hungersnöte, Seuchen und Kriege
wiederhergestellt wird, falls es zu einer Verknappung der Ressourcen bzw. zu
einem zu starken Anstieg der Bevölkerung kommt. (vgl. [30])
Doch wie kommt es zur Überbevölkerung der Erde? Dieser Frage wird nun
in der vorliegenden Diplomarbeit nachgegangen, wobei sie nicht in einem
bevölkerungsgeographischen, sondern in einem mathematischen Kontext be-
handelt wird.
Zu Beginn der Arbeit werden historische Populationsmodelle präsentiert, ehe
die Grundzüge der Bevölkerungsstrukur vorgestellt werden. Weiters werden
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Maßzahlen zum Bevölkerungswachstum deﬁniert, um mit Hilfe dieser Zah-
len Aussagen über das Wachstum zu treﬀen. Schwerpunkt dieser Arbeit sind
populationsdynamische Modelle. Neben den klassischen Modellen, dem be-
kannten LotkaVolterraModell und dem LeslieModell werden auch
einige, sehr einfache Funktionen nach gewissen Kriterien untersucht, um de-
mographische Aussagen formulieren bwz. ihre Sinnhaftigkeit in diesem Kon-
text überprüfen zu können. In einem abschließenden Kapitel wird ein Aus-
blick auf das 21. Jahrhundert gegeben und versucht, mögliche Trends bzw.
zukünftige Entwicklungen zu beschreiben. Weiters wird ein Modell mit Mi-
gration vorgestellt, welches die Statistik Austria für Prognosenberechnungen
verwendet. Ältere mathematische Populationsmodelle basieren auf geschlos-
senen Gesellschaften, d.h. Migration wird nicht berücksichtigt. Mittlerweile
gibt es eine Vielzahl an Modellen mit Migration, wobei nur eines der Statistik
Austria präsentiert wird.
Die mathematischen Inhalte dieser Arbeit werden mit Graﬁken und Dia-
grammen veranschaulicht, welche von mir selbst mit Hilfe von GeoGebra 4
bzw. mit Wolfram Mathematica 6 erstellt wurden.
2 Geschichte der
Bevölkerungslehre
Lange bevor die Demographie als wissenschaftliche Disziplin existierte, wur-
den bereits Bevölkerungsschätzungen wie zum Beispiel im römischen Reich
von Kaiser Augustus durchgeführt. (siehe [27] S. 3) Die älteste Überlieferung
einer Sammlung von demographischen Daten stammt aus China. Bereits 2255
v. Chr. fand dort nach einer Überschwemmungskatastrophe eine Volkszäh-
lung statt, um einen Überblick über die Bevölkerung zu gewinnen. Zählungen
im moderneren Sinn fanden erst im 17. Jahrhundert in Französisch-Kanada
statt. (vgl. [18])
Eine Wissenschaft zu deﬁnieren, erweist sich immer als schwierig, doch
ist es zu Beginn dieser Arbeit sinnvoll, den Begriﬀ Demographie zu klä-
ren. Das Wort stammt aus dem Griechischen und setzt sich aus demos,
dem Volk, und grafe, der Schrift, zusammen. Die Demographie beschäftigt
sich also mit der menschlichen Bevölkerung und eine ihrer Aufgaben liegt
darin, sie nach bestimmten Merkmalen zu klassiﬁzieren. In [8] S. 3 ﬁndet
man folgende Deﬁnition: Die Demographie untersucht die Zahl der Bevölke-
rung und deren Verteilung bezüglich gewisser relevanter Merkmale sowie die
Veränderung von Umfang und Struktur aufgrund von Geburten, Sterbefällen,
Wanderungen u.a. demographische Prozesse.
Grenzen zu benachbarten Disziplinen wie Ökonomie, Soziologie, Geographie
oder Geschichte sind nicht eindeutig zu ziehen und die Demographie selbst
ist eine formale Wissenschaft, in der mit Hilfe der Bevölkerungsmathema-
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tik logische Beziehungen, Modelle, etc. entwickelt werden können. Die Daten
bezieht die Demographie aus Beobachtungen, Dokumentationen und Regis-
trierungen, nicht jedoch aus Laborexperimenten mit kontrollierbaren Bedin-
gungen. (vgl. [8])
Bereits im 17. Jahrhundert wurden von den sogenannten politischen
Arithmetikern in England und in Deutschland Verfahren entwickelt, um
Bevölkerungsdaten statistisch aufzuarbeiten. Ältere Vorstellungen und Mei-
nungen werden hier nun außer Acht gelassen, da sie für die Gegenwart keine
Bedeutung mehr haben. Die Verfahren der politischen Arithmetiker dienen
als Basis für demographische Analysen und können somit als Wegbereiter
der Demographie interpretiert werden. (vgl. [27] und [29]) Die Geschichte
der Bevölkerungslehre bzw. einer systematischen Bevölkerungsmathematik
geht über 250 Jahre zurück und soll nun in groben Zügen skizziert werden.
2.1 Die politischen Arithmetiker
Die ersten ernstzunehmenden Versuche einer wissenschaftlichen Auseinan-
dersetzung mit den Vorgängen in der Bevölkerung ﬁndet man im 17. Jahr-
hundert in England. Als das historisch älteste Modell der demographischen
Analyse können Sterbetafeln angesehen werden, auf deren Konzept beru-
hend die Lebenserwartung eines Neugeborenen ermittelt werden kann. Im
Jahr 1662 wurde die Bills of Mortality (siehe Abb. 2.1) von John Graunt
veröﬀentlicht, die, wie die für die Stadt Breslau von dem englischen Astronom
Edmond Halley im Jahr 1693 entwickelte Sterbetafel, in die Geschichte der
Bevölkerungslehre einging. Diese Verfahren zur Berechung von Sterbetafeln
wurden im Laufe der Jahrhunderte verfeinert und sind im Einzelnen recht
kompliziert, wobei diese später genauer analysiert werden. (vgl. [4]) Die Ster-
betafeln wurden etwa für den Abschluss von Lebensversicherungen erstellt.
(vgl. [23]) Neben Graunt war auch Sir William Petty in England tätig
und gemeinsam entwickelten sie Statistik- und Zensusmethoden, die der mo-
dernen Demographie als Basis dienen.
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Abbildung 2.1: Bills of Mortality (1662), Quelle: [47]
In Deutschland zählten Kasper Neumann und Johann Peter Süssmilch,
ein evangelischer Oberkonsistorialrat, zum Kreis der politischen Arithme-
tiker. Süssmilch, der oftmals als Begründer der Bevölkerungswissenschaft
bezeichnet wird, widmete sich in seinem dreibändigen Werk Die göttliche
Ordnung in den Veränderungen des menschlichen Geschlechts, aus der Ge-
burt, dem Tode und der Fortpﬂanzung desselben erwiesen (siehe Abb. 2.2)
vielen zentralen Thematiken der Bevölkerungslehre, wie etwa der Geburten-
intensität, Wahrscheinlichkeit von Zwillingsgeburten, Heiratsalter, Sterbein-
tensität, Kapazität der Welt, usw. (vgl. [46]) Süssmilch schätzte die ma-
ximale Bevölkerungszahl auf sieben Milliarden Menschen und sorgte durch
diese riesige Zahl für großes Aufsehen.(vgl. [13]) Die Besonderheit der neuen
Entdeckungen der politischen Arithmetiker liegt darin, dass sie bestimmte
Gesetzmäßigkeiten bei den Geburten und beim Sterben feststellten. Für die
damalige christliche Weltanschauung galten diese Vorgänge als eine göttliche
Vorsehung bzw. Domäne, d.h. diese Ereignisse waren nur göttlichen Geset-
zen unterstellt. Trotz der erkannten Gesetzmäßigkeiten wurde die göttliche
Weltordnung noch nicht in Frage gestellt.
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Abbildung 2.2: Die göttliche Ordnung (1775), Quelle: [21]
2.2 Malthusianische Bevölkerungen
Vor dem Hintergrund der beginnenden Industrialisierung in England begann,
im späten 18. Jahrhundert und frühen 19. Jahrundert, die wissenschaftliche
Auseinandersetzung mit Fragen der Bevölkerungsentwicklung bzw. wurde
versucht, die generativen Vorgänge aller Völker und Zeiten in einer einzi-
gen Formel darzustellen. Nicht die erste, aber für die Folgezeit die bedeu-
tenste Theorie stammt von Thomas Robert Malthus, ein anglikanischer
Geistlicher und späterer Ökonom. Malthus wurde am 13. Februar 1766
in England geboren, wuchs in einem intellektuellen Familienmilieu rund um
Jean-Jacques Rosseau und David Hume auf und studierte Mathematik. Ab
1788 warMalthus anglikanischer Pfarrer und erhielt im Jahr 1805 die erste
Professur für Politische Ökonomie am College der East India Company in
Haileybury, die er bis zu seinem Tod im Jahr 1834 inne hatte. (vgl. [41])
Im Jahr 1798 pubilizierte Malthus  An Essay on the Principle of Popu-
lation, as it Aﬀects the Future Improvement of Society with Remarks on the
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Speculations of Mr. Godwin, M. Condorcet, and other Writers. Er hat damit
ein Werk geschaﬀen, über das seit der Publikation lange und viel diskutiert
wurde. Zum Beispiel wandte Darwin die Lehre auf die gesamte Tier- und
Pﬂanzenwelt an, Marx distanzierte sich hingegen von dieser Lehre, die er
als Sünde gegen die Wissenschaft bezeichnete. (vgl. [20])
Zusammengefasst postulierte Malthus in seinem Essay ein Gesetz, das den
natürlichen Zusammenhang zwischen der Entwicklung der Bevölkerungs-
zahl und den zur Verfügung stehenden Unterhaltsmitteln beschreibt. In sei-
nem zuerst anonym veröﬀentlichten Essay schrieb Malthus, in Anlehnung
an William Godwin und andere Autoren, über die neuen sozialen und poli-
tischen Utopien, die von der Französischen Revolution geprägt waren. Mal-
thus unterstützte die Armutsbekämpfung nicht, denn seiner Meinung nach
würden die bedürftigeren Menschen durch zusätzliche Hilfen mehr Kinder
bekommen, als sie selbst ernähren könnten und somit würde die Verelen-
dung zunehmen. Das Bevölkerungsgesetz (siehe Abb. 2.3), das zu einer wich-
tigen Basis für die gesamte Bevölkerungswissenschaft wurde, war Schwer-
punkt seines Essays und beinhaltet, dass der Welt eine Überbevölkerung
drohe, denn die Vermehrungskraft der Bevölkerung [ist] unbegrenzt größer
als die Kraft der Erde, Unterhaltsmittel für den Menschen hevorzubringen.
Weiters schriebMalthus: Die Bevölkerung wächst, wenn keine Hindernisse
auftreten, in geometrischer Reihe. Die Unterhaltsmittel nehmen nur in arith-
metischer Reihe zu. (siehe [4] S. 230)
Malthus beschäftigte sich nicht mit der maximalen Bevölkerungszahl, er woll-
te nur vor dieser drohenden Überbevölkerung warnen, denn er fürchtete
durch das rapide Wachstum der ärmeren Menschen eine Zunahme an Armut
und eine allgemeine Absenkung des Lebenstandards.
Für eine mathematische Formulierung fehlten ihm die statistischen Umfra-
gen, obwohl er auf Reisen viele Erfahrungen sammelte. In seiner zweiten und
dritten Auﬂage des Essays entkräftigte er sein Bevölkerungsgesetz, denn es
sei im politischen und historischen Kontext entstanden und darin zu verste-
hen. (vgl. [4]) Die Grundlage für die Angaben waren einerseits die Daten von
Adam Smith, der die Bevölkerung der englischen Kolonien in Nordamerika
analysierte und erkannte, dass sich innerhalb von 20 bis 25 Jahren die Anzahl
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Abbildung 2.3: Graphische Darstellung des Malthusschen Bevölkerungsgeset-
zes
der Menschen ohne Einwanderung verdoppelte. Andererseits stützte er sich
auf das Gesetz des abnehmenden Bodenertrags von seinem Zeitgenossen
David Ricardo (1772-1823). Dieses beinhaltet, dass ab einem bestimmten
Punkt jeder Mehraufwand an Produktionsmitteln zu keiner Produktionsstei-
gerung führt, sondern zu einem proportional geringeren Ertragszuwachs. Ist
der Nahrungsspielraum wie etwa in Neuländern unbegrenzt, dann führt
konstantes Fortpﬂanzungsverhalten, d.h. die Fertilität entspricht der Morta-
lität, zu einem Wachstum der Bevölkerung und zwar wird sich die Anzahl
innerhalb bestimmter und gleichbleibender Zeiträume potenzieren. Wird der
Zeitraum, in dem sich die Bevölkerung verdoppelt, auf 25 Jahre angesetzt,
so bildet sich folgende Reihe, wie in der Tabelle 2.1 gezeigt wird.
Stand im Jahre
0 25 50 75 usw.
Bevölkerung 1 2 4 8 usw.
Nahrungsspielraum 1 2 3 4 usw.
Tabelle 2.1: Schematische Darstellung des Malthusschen Bevölkerungsgeset-
zes (Verdoppelungszeit 25 Jahre)
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Das Bevölkerungswachstum nach Malthus entspricht im Wesentlichen
einem exponentiellen Wachstum, wobei nach seinen Angaben eine Bevölke-
rungsexplosion drohe. Sei P (t) die Anzahl der Personen in einem Staat im
Zeitpunkt t, dann gilt für ein passendes a > 0 (für die folgende Diﬀerential-
gleichung und ihre Lösung könnte man auch beliebige a ∈ R zulassen)
P˙ = aP.
Um diese Diﬀerentialgleichung zu lösen, formen wir sie durch Trennung der
Variablen zu P˙
P
= a um, und erhalten durch Integrieren lnP = at+ b. Indem
wir die Exponentialfunktion darauf anwenden, erhalten wir
P (t) = ceat = P (0)eat. (2.1)
Da sich die Bevölkerung nicht über die Grenzen ihres Nahrungsmittel-
spielraums hinaus vermehren kann, führte Malthus Korrekturfaktoren, so-
genannte checks, ein, die das Gleichgewicht zwischen den beiden dyna-
mischen Wachstumsreihen herstellen sollen. Die checks können entweder
präventiv, also vorbeugend etwa durch Spätehe, Enthaltsamkeit oder Ge-
burtenbeschränkungen, oder repressiv wirken. Repressive checks kommen
infolge von erhöhter Sterblichkeit wie etwa durch Kriege, Seuchen, Hunger,
etc. zustande. Obwohl es sich so nicht aus dem obigen Modell ergibt, wur-
de es von Malthus auf diese Art und Weise interpretiert, dass die Armut
selbstverschuldet ist und das Elend eine absolut unausweichliche Folge wäre.
Finanzielle Unterstützung der Armen würden das Wachstum weiter antrei-
ben und sei seiner Ansicht nach sinnlos. Die Ansichten von Malthus sind
konträr zu den aufklärerischen Gedanken einzuordnen, denn sein Gesetz wi-
derspricht einer Existenz einer Gesellschaft, in der alle im Wohlstand und
Glück leben. (vgl. [18] und [29]) Die Problemstellung von Malthus war
bahnbrechend, dennoch sind seine Schlussfolgerungen für dieses Modell sehr
gewagt. Stark beeinﬂusst wurde Charles Darwin vonMalthus. Er hat viele
Aspekte seiner Theorie für die Entwicklung der Evolutionstheorie übernom-
men. Karl Marx distanzierte sich hingegen von diesem Modell und hat die
Schlussfolgerungen von Malthus völlig zurecht kritisiert.
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2.2.1 Vorläufermodelle
Oftmals wird Malthus als der Erﬁnder des Bevölkerungswachstumsmo-
dells mit geometrischer Progression bezeichnet. Eine Bevölkerung besitzt in
diesem Modell eine konstante Wachstumsrate, dh. in der Gesellschaft gibt es
konstante Mortalitäts- und Fertilitätsraten und sie ist geschlossen gegenüber
Migration. Die Idee dieses Modells existierte allerdings schon vor Malthus.
Zu Beginn des 18. Jahrhunderts stützte sich etwa Süssmilch in seinen Ar-
beiten darauf, dass eine konstante Steigerungsrate für das Wachstum der
Menschen charakteristisch sei. Ebenso hatte der große Schweizer Mathema-
tiker Leonhard Euler (1707-1783) im Jahr 1760 aus den beiden Annahmen,
konstante Mortalität und geometrisches Wachstum der Geburtenzahl, eine
stabile Bevölkerung gewonnen. (vgl. [19])
Die Annahme, die  neben konstanter Mortalität und Geschlossenheit ge-
genüber Migration  auf eine stabile Bevölkerung führt, ist die exponen-
tielle Geburtentrajektorie, die sich durch Lösen einer Diﬀerentialgleichung
ergibt. Damit hat sich Alfred James Lotka (1880-1949), ein österreichisch-
amerikanischer Demograph, beschäftigt, indem er die Gedanken von Euler
150 Jahre später unabhängig weiterentwickelte. Er wurde besonders durch
seine mathematischen Formulierungen von Populationsdynamikgesetzen be-
kannt, zum Beispiel durch das Räuber-Beute-Modell, wobei die Ideen von
Lotka, dem Schöpfer der modernen, formalen Demographie, später genauer
erläutert werden. (vgl. [8])
Wenn die jährliche Bevölkerungszunahme r beträgt, also
P (t+ 1)− P (t) = rP (t)
gilt, dann wird die Bevölkerung im Sinne der bekannten Formel für die Zin-
seszinsrechnung wachsen
P (t) = P (0)(1 + r)t, (2.2)
wobei t die Anzahl der Jahre seit dem Zeitpunkt 0 angibt. Wird mit r die
augenblickliche Steigerungsrate mit r = P
′(t)
P (t)
etwa dargestellt, dann wird die
Gleichung 2.2 durch Gleichung 2.3, die ein exponentielles Wachstum darstellt,
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ersetzt, die wie folgt lautet
P (t) = P (0)ert. (2.3)
Der numerische Unterschied zwischen der geometrischen Steigerung (2.2) und
dem exponentiellen Wachstum (2.3) kann für r-Werte, die für die menschli-
che Bevölkerung zutreﬀen können, vernachlässigt werden. Keine menschliche
Bevölkerung kann auf Dauer ein exponentielles Wachstum durchhalten und
wird sich in der Praxis auch keiner stabilen Bevölkerung annähern. Geeigne-
tere Modelle werden in den folgenden Kapiteln aufgezeigt. (vgl. [19])
2.3 Weitere Beispiele für historische Bevölke-
rungslehren
Mit der Malthus'schen Bevölkerungstheorie hat R.Malthus einen entschei-
denden Anstoß für weitere Diskussionen gegeben. In der Folgezeit kristalli-
sierten sich Anhänger und Gegner dieser Lehre heraus, die viele Auseinander-
setzungen bezüglich des ungleichen Wachstums von Bevölkerungen hatten.
Anfänglich wurde nicht über die maximale Tragfähigkeit der Erde bzw. die
maximale Anzahl an Menschen diskutiert, denn dazu fehlten die statistischen
Daten etwa über Bevölkerungszahlen der diversen Länder.Mackenroth be-
schäftigt sich in [29] mit diversen anderen Bevölkerungstheorien wie etwa mit
dem Neomalthusianismus, mit biologisitschen Ansätzen, mit sozialistischen
Konzepten oder auch mit soziologischen Theorien, die sich im Anschluss an
Malthus entwickelt haben. Diese Konzepte werden in dieser Arbeit aller-
dings nicht genauer analysiert.
Erwähnenswert sei noch ein Wachstumsmodell, welches man zu den Anfän-
gen der Bevölkerungslehre zählen kann. Da keine Bevölkerung auf Dauer
exponentiell wachsen kann, wird als eine Möglichkeit zur Verbesserung des
Wachstumsmodells ein limitierender Faktor für die Population eingeführt
und man erhält die sogenannte logistische Funktion. Das logistische Modell
geht auf den belgischen Mathematiker Pierre-François Verhulst (1804 -
1849) zurück und verbindet das Modell des exponentiellen Wachstums mit
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dem des beschränkten Wachstums. Bei dieser Funktion wird angenommen,
dass die Wachstumsrate der Bevölkerung allmählich im Verhältnis zur Größe
der Bevölkerung abnimmt, und zwar so, wie die Bevölkerung wächst. Nach
Verhulst wird angenommen, dass
P˙ = a(P − bP 2), (2.4)
wobei a, b > 0 Konstanten sind. Die Auﬂösung der Gleichung 2.4 folgt durch
Lösen der Diﬀerentialgleichung, etwa mit Trennung der Variable, und man
bekommt
P (t) =
1
b+ de−at
, (2.5)
wobei d eine weitere Konstante darstellt.
Die Gleichung 2.5 entspricht nun einer s-förmigen Kurve und nach unten ist
sie durch t = 0 beschränkt, woraus sich P (0) = 1
b+d
ergibt. Abhängig von
t ändert sich der Verlauf der Kurve. Wir gehen von einem kleinen Start-
wert P (0) aus. Für sehr kleine t verläuft die Wachstumsrate P (t) ähnlich
wie die exponentielle Wachstumskurve, für sehr große t verlangsamt sich das
Wachstum. Nach oben hin ist die Wachstumskurve durch die Asymptote
P (t) = 1
b
beschränkt. Eine genauere Analyse dieses Wachstumsmodells bzw.
eine durchgeführte Rechnung wird in Kapitel 5.2 gegeben.(vgl. [11] und [19])
Gegen Ende des 19. Jahrhunderts wurden Versuche unternommen, Aus-
sagen über die Bevölkerungskapazität der gesamten Erdoberﬂäche zu treﬀen,
die im Hinblick auf das wachsende statistische Material bzw. durch die begin-
nenden, regelmäßigen Volkszählungen einfacher getroﬀen werden konnten.
Die Malthussche Bevölkerungslehre kann als Wurzel eines ganzen Stammbau-
mes an Theorien gesehen werden; eine der neueren und bekannteren ist das
Weltmodell des Club of Rome. Die Theorien entstehen immer im politi-
schen und historischen Kontext und können sich durch neuere Innovationen,
Produktionsmöglichkeiten o.ä. sehr bald als falsch erweisen. Wissenschaft-
lerInnen sind bis heute mit dieser Thematik beschäftigt und seit einigen Jah-
ren gewinnen diese Überlegungen wieder mehr an Bedeutung, denn neben
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dem Ernährungsproblem folgen auch Probleme der Energieversorgung, der
Umweltbelastung, etc. Eine Unzahl an Schriften über Bevölkerungswachs-
tum und eine teilweise unübersichtliche Diversität an Theorien liegen uns
heute vor, dennoch lässt sich erkennen, dass bisher keine befriedigende Lö-
sung gefunden wurde. (vgl.[18] und [23])
3 Grundzüge der
Bevölkerungsstruktur
Die Bevölkerung im Sinne der Bevölkerungsmathematik zu analysieren, stell-
te sich in der Vergangenheit als schwieriges Unterfangen heraus. Erst durch
regelmäßige Volkszählungen seit Ende des 19. Jahrhunderts können bevöl-
kerungsgeographische Untersuchungen leichter durchgeführt werden. Es wer-
den Aussagen über Bevölkerungszahlen, über mögliche Entwicklungen, über
räumliche Verteilungen der Bevölkerung und auch über eine Reihe von Merk-
malen der Bevölkerung wie etwa Alter, Geschlecht, etc. getroﬀen. In Öster-
reich fanden etwa ab 1869 in 10 Jahresabständen Volkszählungen statt(1880,
1890, 1900, 1910), wobei es in der Zwischen- und Nachkriegszeit zu Unre-
gelmäßigkeiten kam (1923, 1934, 1939), ehe dann ab 1951 wieder Zählungen
im gewohnten 10-Jahres-Rythmus durchgeführt wurden. 2001 fand die letzte
Volkszählung im klassischen Sinne statt; am 31.10.2011 wurde erstmals die
neue Registerzählung durchgeführt. (vgl. [40])
Volkszählungen fanden in der Vergangenheit nicht weltweit statt und wenn,
dann meistens nicht zur selben Zeit. Wenn sie durchgeführt wurden, dann wie
etwa in Österreich in sehr großen Zeitabständen, da sie mit einem ernormen
Aufwand verbunden sind. Ein Zensus hält den momentanen Zustand einer
Bevölkerung fest und Entwicklungen lassen sich oft nur durch Vergleiche mit
früheren Zählungen erkennen. (vgl. [23])
Die gesamte Bevölkerung wird von der Bevölkerungsstatistik nach natür-
lichen und sozialen Merkmalen gegliedert und für Vergleiche in Subpopula-
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tionen unterteilt. Die demographisch wichtigsten natürlichen Merkmale sind
Geschlecht und Alter, das demographisch wichtigste soziale Merkmal ist der
Familienstand. Beruf, soziale Stellung und Haushaltszugehörigkeit spielen bei
soziologischen Zusammenhängen eine Rolle. (vgl. [18] und [29])
In [4] ﬁndet man für die Charakterisierung der Bevölkerungsstruktur folgende
Einteilung:
• demographische Merkmale (Alter, Geschlecht, Familienstand und Haus-
haltsstruktur)
• wirtschaftliche und soziale Merkmale (Erwerbsstruktur, Sozialstruktur)
• ethnisch-rassische und kulturelle Merkmale.
Die Geschlechterverteilung zählt neben dem Alter zum wichtigsten de-
mographischen Merkmal einer Bevölkerung. Diese wird erstens durch das
Verhältnis der Geschlechter bei Neugeborenen, zweitens durch unterschied-
liche Absterbeordnung beider Geschlechter und drittens durch unterschied-
liche Beteiligungen beider Geschlechter an Wanderungen bestimmt. In der
Literatur stehen einige Maße zur Verfügung, wobei die Verwendung des Maß-
es der Sexualproportion am geläuﬁgsten ist. Die Geschlechterproportion ist
durch
M
F
· 100
deﬁniert. Als Bezugswert der variablen Zahl der Männer wird das weibliche
Geschlecht genommen, da für konventionelle Messungen der Fruchtbarkeit
die Rolle des weiblichen Geschlechts mehr Bedeutung hat. In der Statistik
werden in der Regel Beziehungen hergestellt, wie etwa Zahl der Frauen auf
1000 Männer, etc. (vgl. [29] und [30])
3.1 Lexis-Diagramm
Aus mathematischer Sicht lassen sich diese bevölkerungskundlichen Grund-
fragen sehr gut mit Hilfe des Lexis-Diagramms beantworten, wobei dieses
Diagramm als graphische Darstellung der Lebensgeschichte eines Menschen
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interpretiert werden kann. Wilhelm Lexis(1837-1914), ein deutscher Ma-
thematiker, Statistiker und Nationalökonom, entwickelte dieses Diagramm
(siehe Abb. 3.1), wobei sich auf der horizontalen t-Achse, also der Kalen-
derzeitachse, irgendwo der Zeitpunkt tB der Geburt der betrachteten Person
beﬁndet. Die Lebenszeitspanne reicht von tB bis tD, also von der Geburt
bis zum Todeszeitpunkt, und die Länge tD − tB entspricht dem Lebensal-
ter. Jedem Zeitpunkt im Intervall (tB, tD) kann das entsprechende Alter der
Person durch eine Ordinate zugeordnet werden, wobei der Endpunkt dieser
Strecke auf der Lebenslinie liegt. Aus diesem Diagramm können diverse de-
mographsiche, wirtschaﬂiche, soziale und kulturelle Merkmale wie etwa Alter,
Familienstand, Sozialstruktur, etc. abgelesen werden.
Abbildung 3.1: Lexis-Diagramm für eine Person
Das Lexis-Diagramm für eine einzelne Person ist allerdings für die De-
mographie nicht so interessant wie etwa ein Diagramm für die ganze Bevöl-
kerung. Dazu sollen zuerst noch unterschiedliche Betrachtungsweisen demo-
graphischer Ereignisse geklärt werden. (vgl. [46])
3.1.1 Periode - Alter - Kohorte
Demographische Ereignisse wie etwa Geburt, Tod, Heirat,. . . können auf drei
unterschiedliche Arten zeitlich eingeordnet werden.
3.2. Altersgliederung 21
• Kalenderzeit: in einer bestimmten Periode, wie etwa einem Kalen-
derjahr, ﬁndet ein bestimmtes Ereignis statt.
• Alter: entspricht der Zeitspanne zwischen dem Datum der Geburt des
Individuums und dem Ereignisdatum.
• Kohorte: alle Individuen, die sich ein bestimmtes Startereignis wie
etwa Geburt, Eheschließung in einem selben Zeitraum teilen. Anders
ausgedrückt: Eine Geburtskohorte entspricht einem Geburtsjahrgang,
also umfasst alle, die in demselben Kalenderjahr geboren sind.
Periode, Alter und Kohorte sind miteinander verbunden, vereinfacht kann
man diesen Zusammenhang darstellen: Alter = Periode - Kohorte. Mit Hil-
fe des Lexis-Diagramms lässt sich dieser Zusammenhang graphisch sehr gut
veranschaulichen. (vgl. Abb. 3.2) Bei der Kohortenbetrachtung werden demo-
graphische Ereignisse prospektiv oder retrospektiv auf die jeweilige Kohorte
bezogen, wodurch ein Nachteil entsteht, denn inhaltlich interpretierbare Aus-
sagen können erst mit großer zeitlicher Verzögerung getroﬀen werden. Die tat-
sächliche durchschnittliche Lebensdauer der 2011 geborenen Mädchen kann
frühestens 2111 berechnet werden. Andererseits liefert diese Betrachtungs-
weise inhaltlich korrekte und von Periodeneﬀekten unbeeinﬂusste Informa-
tionen über demographische Sachverhalte. Werden einzelne Perioden vergli-
chen, bekommt man immer aktuelle Informationen, da Maßzahlen auf Basis
der demographischen Ereignisse und der durchschnittlichen Bevölkerungszahl
in einem Kalenderjahr berechnet werden, allerdings werden implizit Annah-
men über zukünftige Ereignisse, die von möglichen Periodeneﬀekten gestört
werden können, getroﬀen. (vgl. [24])
3.2 Altersgliederung
Das Alter ist die wichtigste Variable in der Bevölkerungsmathematik. Aus-
sagen über die Größe einer Bevölkerung sind ohne Angaben über den Al-
tersaufbau wenig wert, denn dieser ist neben der Geschlechtergliederung die
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Abbildung 3.2: Lexis-Diagramm mit Periode - Alter - Kohorte
wichtigste Gefügeeigenschaft einer Bevölkerung. Wirtschaftliche Leistungsfä-
higkeit, Konsumkraft oder etwa Fortpﬂanzungsfähigkeit des Menschen sind
an gewisse Altersjahre gebunden, wodurch eben die Angaben des Alters von
großer Bedeutung sind. Üblicherweise entspricht das Alter einer Person der
Anzahl der seit ihrem Geburtstag verstrichenen Jahre. Meist wird die Bevöl-
kerung in Altersklassen eingeteilt, geläuﬁg sind je nach Fragestellung etwa
1-Jahresklassen oder 5-Jahresklasse. Bei kleinen Kindern sind Diﬀerenzie-
rungen nach Monaten, Wochen und Tagen sinnvoll. (vgl. [29] und [30])
Um die Altersstruktur einer Bevölkerung beurteilen zu können, reicht es meist
nicht, sich auf das mittlere Alter oder auf den Median zu beziehen. Daher
ist es international gebräuchlich, die Gesellschaft wie folgt zu unterteilen:
Kinder und Jugendliche (0-14 oder 0-19 Jahre), Erwachsene bzw. Personen
im erwerbsfähigem Alter (20-60) und alte Menschen (meist 60 bzw. 65 und
älter). (vgl. [4])
Die Altersgliederung einer Bevölkerung an einem bestimmten Stichtag t0,
etwa einer Volkszählung, lässt sich gut am Lexis-Diagramm (Abb. 3.2) er-
klären:
Zeichnet man auf der Kalenderachse in t0 eine senkrechte Gerade, dann
schneidet diese die Lebenslinie all der Personen, die zum Stichtag leben. Die
Anzahl dieser Schnittpunkte entspricht der Gesamtzahl P (t0) aller lebenden
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Individuen zum Zeitpunkt t0. Weiters gleicht die Anzahl aller Schnittpunk-
te von Lebenslinien mit der Stichtagssenkrechten im Bereich des Intervalls
[A,B) der Anzahl P (t0, x) der Personen, die zum Stichtag t0 schon x Jahre,
aber noch nicht x + 1 Jahre alt sind, kurz: die x-jährigen Personen werden
erfasst.
Abbildung 3.3: Vom Lexis-Diagramm zur Alterspyramide
Falls keine Missverständnisse auftreten, wird der Stichtag-Index t0 wegge-
lassen. P (x) ist der Bestand der x-jährigen, die absolute Häuﬁgkeit, mit der
in der betrachteten Gesellschaft das Altersmerkmal x bis unter x + 1 Jahre
auftritt. Die Gesamtanzahl an Menschen beträgt dann
P = P (0) + . . .+ P (ω) =
ω∑
x=0
P (x),
wobei ω das maximale Alter ist.
P (x)
P
entspricht der relativen Häuﬁgkeit der Merkmalsausprägung x bis unter x+1
Jahre. Drückt man nun für alle Altersklassen P (x) oder P (x)
P
durch Flächenin-
halte (gleichbreiter) Rechteckte aus, so erhält man die Alterspyramide dieser
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Bevölkerung. Wählt man P (x)
P
, so entsteht ein stehendes Histogramm der
Altersverteilung. Die Summe der Flächeninhalte der Rechtecke ergibt natür-
lich 1. In der Literatur ﬁndet man oft zweigeteilte Histogramme, in denen
noch nach dem Geschlecht unterschieden wird.
Eine andere Art, die Altersstruktur einer Gesellschaft zu analysieren, wä-
re etwa, sich eine stetige Altersverteilung modellhaft zu bilden. Sei F eine
Funktion mit
x ∈ R+0 7→ F (x),
F (0) = 0, F (ω) = 1,
d. h. F (x) ordnet jedem Alter x die Anzahl F (x) der lebenden Personen vom
Alter ≤ x zu. Ist F noch diﬀerenzierbar, dann erhält man für F ′ = f die
Dichtefunktion der Altersverteilug und∫ b
a
f(t) dt = F (b)− F (a)
entspricht dem Anteil der Personen vom Alter a bis b. ∆F (x) = f(x) · ∆x
ist näherungsweise der Anteil der Personen vom Alter x bis x + ∆x, wobei
∆x klein ist. (vgl. [46])
3.2.1 Alterspyramiden
Die Alterspyramide ist die wohl bekannteste graphische Darstellung eines de-
mographischen Sachverhaltes. Wie in Kapitel 3.2 bereits erwähnt, werden bei
dieser Darstellung die Gliederung einer Bevölkerung nach dem Alter und nach
dem Geschlecht kombiniert. Diese Pyramide entspricht einem modiﬁziertem
Häuﬁgkeitsdiagramm, wobei die Häuﬁgkeiten nicht wie normalerweise auf
der y-Achse, sondern auf der x-Achse aufgetragen werden. Das Häuﬁgkeits-
polygon baut sich so auf, dass jeder Altersjahrgang mit seiner Besetzung am
Stichtag der Zählung in Form eines liegenden Rechtecks dargestellt wird, und
zwar von einer Mittellinie für männliche Personen nach links, für weibliche
nach rechts. Die einzelnen Blöcke übereinandergelegt ergeben unter gewis-
sen Umständen eben eine Pyramide. Bleiben die Zahl der Geburten und die
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Sterbewahrscheinlichkeiten in den einzelnen Altersklassen gleich, dann stellt
diese kombinierte Alters- und Geschlechtsgliederung einer Bevölkerung ge-
nau diese Pyramide dar.
Aus der allgemeinen Form der Pyramide lassen sich wichtige Informatio-
nen über die Struktur und Dynamik einer Gesellschaft gewinnen. Für jeden
Altersjahrgang lassen sich absolute Zahlen und auch relative Häuﬁgkeiten
ermitteln, die dann in das Diagramm meist in 5-Jahres-Klassen zusammen-
gefasst, eingetragen werden. Die Form der Pyramide ergibt sich durch die
realtiven Geburten-, Sterbe- und Wanderungszahlen in den einzelnen Alters-
klassen im Verlauf der Jahre. Das Häuﬁgkeitsdiagramm kann im Wesentli-
chen drei Grundformen annehmen: die Pyramidenform, die Glocken- oder
Bienenkorbform und die Urnen- oder Zwiebelform (siehe Abb. 3.4). Am un-
terschiedlichen Aufbau der Pyramide lassen sich die Bevölkerungsdynamik
der Gesellschaft und deren Ursachen sehr gut ablesen. Werden Wanderungen
nicht berücksichtigt, dann kann die Fertiliät als eine entscheidende Bestim-
mungsgröße der Altersstruktur gelten. Die demographische Alterung kann
als Ergebnis eines Geburtenrückgangs interpretiert werden. Mortalität beein-
ﬂusst den Aufbau der Pyramide ebenfalls, jedoch nicht in dem Ausmaß wie
die Fertilität.
Abbildung 3.4: Die drei Grundformen des Altersaufbaus, Quelle: [18]
Die Pyramidenform wird in Ländern bzw. Gesellschaften mit hohen und
über lange Zeit hinweg konstanten Geburten- und Sterberaten erreicht. Die-
se wachsen sehr langsam, obwohl die Anzahl der Geburten ständig zunimmt.
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Die Zuspitzung zu einer Pyramide beruht einerseits darin, dass sich mit fort-
schreitendem Alter die Sterblichkeit vergrößert und andererseits die ältere
Bevölkerung aus einer kleineren Ausgangsbevölkerung hervorgegangen ist.
Gibt es allerdings niedrige Geburten- und Sterberaten in einer Gesellschaft,
dann nähert sich die Pyramide einer Bienenkorbform. Die absoluten Zah-
len an Geburten bleiben zwar gleich, doch die Sterblichkeit nimmt erst im
hohen Alter zu, wodurch die Zuspitzung sehr spät einsetzt. Nähert sich die
Bevölkerung dieser Darstellungsform, so spricht man von einer stationären
Bevölkerung. Die dritte Grundform, die Urnenform, wird dann erreicht, wenn
die Bevölkerung schrumpft, d.h. die Geburtenzahlen verringern sich laufend.
(vgl. [4], [23], [29] und [30]). Abb. 3.5 zeigt die in Österreich momentane
Altersstrukur. Die Form des Häuﬁgkeitsdiagramms gleicht am ehesten der
Urnenform.
Abbildung 3.5: Österreichische Bevölkerung 2011, Quelle: Statistik Austria
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3.3 Bevölkerungsveränderung
In Kapitel 3.2.1 wurde darauf aufmerksam gemacht, dass eine Veränderung
der Geburtenbilanz maßgeblichen Einﬂuss auf die Altersstruktur einer Be-
völkerung hat. Veränderungen werden so festgestellt, dass  ohne den genau-
en Verlauf der Entwicklung der Bevölkerung zu kennen  die zahlenmäßige
Diﬀerenz zwischen Ausgangs- und Endbevölkerung analyisiert wird. Bevöl-
kerungszustände zweier Zeitpunkte werden verglichen und positive oder ne-
gative Veränderungen werden wahrgenommen. Im Vergleich dazu versteht
man unter dem Begriﬀ Bevölkerungsentwicklung eine über einen längeren
Zeitraum hinweg genaue Analyse eines Ablaufs der Veränderung der Bevöl-
kerungszahl, welcher in Form einer Zeitreihe betrachtet wird.
Die relative Bevölkerungsänderung vt,t+n zwischen zwei Zeitpunkten t und
t+ n lassen sich in Prozent der Ausgangsbevölkerung Pt
vt,t+n =
(
Pt+n
Pt
− 1
)
· 100 =
(
Pt+n − Pt
Pt
· 100
)
feststellen. Ist man an der durchschnittlichen jährlichen relativen Bevölke-
rungsveränderung zwischen zwei Zeitpunkten t und t + n interessiert, so
erhält man die Rate der durchschnittlichen jährlichen Bevölkerungsverände-
rung rt,t+n in Prozent mit folgender Formel, wobei Pt der Bevölkerungsanzahl
zum Ausgangszeitpunkt, Pt+n der Bevölkerungszahl zum Endzeitpunkt des
Beobachtungszeitraums entspricht:
rt,t+n =
(
n
√
Pt+n
Pt
− 1
)
· 100. (3.1)
Dem Beobachtungszeitraum gleicht t, t+n und n ist die Diﬀferenz in Jahren
zwischen Ausgangs- und Endzeitpunkt.
Auf Basis der Gleichung 3.1 kann man sich durch Interpolation eine unbe-
kannte Beölkerungsanzahl für einen Zeitpunkt t+y zwischen zwei bekannten
Zeitpunkten t und t + n berechnen, wobei angenommen wird, dass inner-
halb dieses Zeitraums eine konstante Rate vorliegt. Dabei entspricht y der
Diﬀerenz in Jahren zwischen dem Ausgangszeitpunkt t und dem Interpo-
lationszeitpunkt t + y, wobei y < n vorausgesetzt wird. Die Formel lautet
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dann
Pt+y = Pt ·
(
1 +
rt,t+n
100
)y
.
Einfache Vorausberechnungen für zukünftige Zeitpunkte t + x mit x > n
können, wenn angenommen wird, dass die Rate rt,t+n auch bis zum Zeitpunkt
t+x konstant bleibt, ebenfalls auf Basis der Gleichung 3.1 berechnet werden.
Die Variable x steht nun für die Diﬀerenz zwischen dem Ausganszeitpunkt t
und dem Vorausberechnungszeitpunkt t+ x:
Pt+x = Pt ·
(
1 +
rt,t+n
100
)x
. (3.2)
Die Gleichung 3.2 beschreibt ein exponentielles Wachstumsmodell einer Be-
völkerung auf Basis einer konstanten durchschnittlichen jährlichen Wachs-
tumsrate und ist bereits aus Kapitel 2.2 bekannt. (vgl. [18])
Was bedeutet nun eine Wachstumsrate von 3 Prozent jährlich? Deutet das
auf ein rasches oder eher ein geringes Wachstum hin? Die in Prozent ange-
gebene durchschnittliche jährliche Wachstumsrate einer Bevölkerung erweist
sich für Laien auf diesem Fachgebiet als schwer interpretierbare Maßzahl.
Um die Wachstumsdynamik einer Bevölkerung anschaulicher zu gestalten,
kann man die sogenannte Doubling Time, also die Verdoppelungsperiode,
berechnen. Die Doubling Time wird als eine Zeitdauer deﬁniert, in der sich
eine gegebene Bevölkerungszahl verdoppeln würde. Allerdings wird angenom-
men, dass sich die durchschnittliche jährliche Wachstumsrate, die zum Be-
rechnungszeitpunkt gegeben ist, auch in Zukunft konstant bleibt. Analogien
kann man hier zur Halbwertszeit beim radioaktiven Zerfall ziehen, denn die
Halbwertszeit entspricht ja der Zeit, in der sich ein exponentiell mit der Zeit
abnehmender Wert halbiert.
Die exponentielle Funktion P (t) = P (0) · ert, wobei eben r die durchschnitt-
liche jährliche Wachstumsrate beschreibt, wird durch einen konstanten Zeit-
raum gekennzeichnet, in dem sich die Bevölkerung verdoppelt. Um sich für
ein gegebenens r die Verdoppelungsperiode zu berechnen, setzen wir P (t)
P (0)
= 2.
Durch Einsetzen in die Gleichung, Kürzen, Anwendung des Logarithmus und
passendem Umformen lässt sich für die Doubling Time mit der Wachstums-
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rate r folgende Formel herleiten:
P (0) · ert
P (0)
= 2,
ert = 2
r · t = ln(2)
DT = t =
ln(2)
r
.
Aus dieser Formel für die Doubling Time lässt sich folgende Tabelle 3.1 er-
stellen, wodurch die durchschnittliche jährliche Wachstumsrate in Prozent
einfacher interpretierbar ist.
r in Prozent Doubling Time
0.5 139 Jahre
1.0 69 Jahre
2.0 35 Jahre
3.0 23 Jahre
Tabelle 3.1: Doubling Time
Einer rasche, approximative Berechnungsmöglichkeit für die Doubling Ti-
me ist die sogenannte Siebziger-Regel (engl. Rule of 70). Diese Faustregel
besagt, dass annähernd die Verdoppelungsperiode berechnet werden kann,
wenn 70 durch die Wachstumsrate R in Prozent dividiert wird, also
DTapp =
70
R
.
Die Begründung der Formel erfolgt folgendermaßen. Sei R die Wachstums-
rate in Prozent. Dann ist r = R
100
und wegen dt = ln 2
r
ergibt sich daraus
dt = 100 ln 2
R
. Nun ist 100 ln 2 ≈ 69.314718056 ≈ 70.
Eine Bevölkerung mit einer konstanten durchschnittlichen jährlichen Wachs-
tumsrate von einem Prozent würde sich etwa innerhalb von 70 Jahren verdop-
peln, wie man aus Tabelle 3.1 ablesen kann. Nimmt man für die momentane
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Wachstumsrate der Bevölkerung (2000-2008) 1.2 Prozent1 an, dann würde
Folgendes für die Doubling Time bzw. für die Siebziger-Regel gelten
DT =
ln(2)
0.012
= 57.76 Jahre, bzw.
DTapp =
70
1.2
= 58.33 Jahre.
Man sieht, dass die zwei Werte annähernd gleich sind.
1Quelle: Der Fischer Weltalmanach 2011, Zahlen, Daten, Fakten; Fischer Ta-
schenbuch Verlag, Frankfurt am Main, 2010.
4 Maßzahlen zum
Bevölkerungswachstum
In jedem von uns Menschen bewohnten Raum unserer Erde vollzieht sich
eine stetige Veränderung des Bevölkerungsstandes. Täglich werden Kinder
geboren; alte, aber auch junge Menschen sterben und Menschen wandern zu
oder ab. Dadurch wird einerseits die Entwicklung der Bevölkerungszahl be-
einﬂusst, andererseits die Zusammensetzung und Verteilung der Bevölkerung.
Wie sich nun die Bevölkerungszahl verändert, hängt vom Zusammenwirken
zweier Größen ab:
• Erneuerung der Generationen durch Geburten- und Sterbefälle
• Zu- und Abwanderungen über die Gebietsgrenzen.
Diese Veränderung lässt sich mit der demographischen Grundgleichung dar-
stellen, mit der die wesentlichen Inhalte aller Beölkerungsstudien erklärt wer-
den können:
Pt+n = Pt +Bt,t+n −Dt,t+n + It,t+n − Et,t+n, (4.1)
wobei Pt die Bevölkerung zum Zeitpunkt t, Pt+n die Bevölkerung zum Zeit-
punkt t + n, Bt,t+n die Zahl der Geburten zwischen t und t + n, Dt,t+n die
Zahl der Sterbefälle zwischen t und t+ n, It,t+n die Zuwanderung zwischen t
und t+ n und Et,t+n die Abwanderung zwischen t und t+ n entspricht.
Die Gleichung 4.1 ermöglicht, dass die Bevölkerungszahl für den Zeitpunkt
t+n bei gegebenem Bevölkerungsstand zum beliebigen Zeitpunkt t aus dem
Zuwachs durch Geburten und Zuwanderung bzw. durch Sterbefälle und Ab-
wanderungen berechnet werden kann.
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In unserer heutigen Zeit ist besonders das Wachstum der gesamten Erd-
bevölkerung interessant. Veränderungen der Gesamtzahl, der Neugeborenen,
der Sterbefälle, usw. können mit Hilfe statistischer Kennzahlen festgestellt
werden und werden über Jahre verfolgt, um Prognosen erstellen zu können.
Wir betrachten nun eine Funktion P : (t, x) 7→ P (t, x) mit P (t, x) =Anzahl
der x bis unter x+ 1-jährigen zur Kalenderzeit t. Untersucht man die Größe
der Gesamtbevölkerung zur Zeit t, erhält man die Funktion
P : t 7→ P (t),
wobei P (t) die Größe der Gesamtbevölkerung zur Zeit t entspricht. Die Funk-
tion P beschreibt die Veränderung einer Population als Gesamtheit im Laufe
der Zeit t und kann somit als Wachstumsfunktion interpretiert werden. Um
Aussagen über die Bevölkerung zu treﬀen, kann man P nach dem Monoto-
nieverhalten untersuchen, also liegt eine streng wachsende, eine stagnierende
oder doch eine schrumpfende Bevölkerung vor. Weiters ist die Änderungsrate
zu einem Zeitpunkt t, ergo die Wachstumsgeschwindigkeit, mit
P (t+ ∆t)− P (t)
∆t
und vor allem Wachstumsintensität, auch genannt Wachstumssatz, mit
P (t+ ∆t)− P (t)
∆t · P (t)
interessant. (vgl. [46])
Untersucht man das Wachstumsverhalten der Gesamtbevölkerung der Er-
de, reicht es, die natürliche Bevölkerungsbewegung, also Fertilität und Morta-
lität zu betrachten. Die Bevölkerungsveränderung durch Geburten- und Ster-
befälle werden als natürliche Bevölkerungsbewegung bezeichnet, denn durch
die Geburt tritt ein Mensch in eine Bevölkerung ein, mit dem Tod aus. Für
die zwei Teilprozesse werden die Begriﬀe Fruchtbarkeit (Fertitlität) und Sterb-
lichkeit (Mortalität) verwendet, wobei in der Literatur  besonders im Falle
der Fruchtbarkeit  die Sprachregelung nicht einheitlich ist. Der Oberbegriﬀ
Natalität wird von manchen Autoren benutzt und es wird weiter zwischen
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Geburten- (Erfassung von Lebendgeborenen) und Fertilitätsstatistiken (Er-
fassung und Beurteilung der Reproduktionsleistung) diﬀerenziert. (vgl. [4])
Bei der Untersuchung der Bevölkerungsveränderung eines Landes oder eines
bestimmten Gebietes der Erde, müsste man zusätzlich noch die Migration,
die die räumliche Wanderbewegung beschreibt, betrachten. In prähistorischer
Zeit spielte Migration eine ganz bedeutende Rolle, denn so wurde die ganze
Erde besiedelt. Dennoch basieren die meisten historischen Wachstumsmodel-
le ohne Einbeziehung der Migration. Vorerst wird daher Migration weggelas-
sen, im Kapitel 6 wird ein Modell mit Migration analysiert.
Bei der statistischen Untersuchung der natürlichen Bevölkerungsbewegung ist
es aus didaktisch-methodischen Gründen sinnvoll, sich entgegen der natürli-
chen Reihenfolge zuerst mit den Maßzahlen der Mortalität zu beschäftigen.
Mackenroth schreibt in [29], dass das Sterben ein in jedem Leben mit Si-
cherheit eintretendes Ereignis sei, während nicht jede Frau Kinder zu Welt
bringt. Weiters argumentiert Mackenroth, dass jeder nur einmal sterben
kann, eine gebährfähige Frau kann allerdings mehrere Kinder bekommen.
Diese Argumentation ist in dieser Form allerdings sehr seltsam, denn je-
der kann nur einmal sterben, aber auch nur einmal geboren werden. Dass
eine Frau mehrere Kinder bekommen kann, passt eher zu dem ersten Ar-
gument, weil nicht jede Frau ein Kind bekommen muss. Weiters würde ein
Eine Frau=ein Kind-Modell zum Aussterben führen, denn  gehen wir vom
Modell gleich viele Männer wie Frauen aus (jedes andere Verhältnis würde
ganz analog funktionieren  und selbst bei keinem ﬁxen Verhältnis könnte
man zeigen, dass die Bevölkerung ausstirbt)  in der nächsten Generation ist
die Bevölkerungszahl gleich der Anzahl der Frauen der Vorgängergeneration,
also die Hälfte der Bevölkerungszahl der Vorgängergeneration. Nach n Ge-
nerationen ist dann die Bevölkerungszahl auf
(
1
2
)n
der Anfangsbevölkerung
gesunken, und somit geht die Bevölkerungszahl gegen 0.
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4.1 Mortalität
Die Sterblichkeit bildet die negative Komponente in der Entwicklung einer
Gesellschaft. Als Folge des Rückgangs der Sterblichkeit infolge medizinischer
Fortschritte, besserer ökonomischen Bedingungen und ein langsamerer Rück-
gang der Fertilität herrscht heute weltweit ein Ungleichgewicht zwischen Ge-
burten und Todesfällen. Die absolute Zahl der jährlichen Todesfälle ist viel-
leicht für den ersten Einblick in das Sterblichkeitsniveau einer Bevölkerung
interessant, allerdings für raumzeitliche Vergleiche ungeeignet, da sie von der
Größe der jeweiligen Bevölkerung abhängt.
Die rohe Todesrate d(t) bezieht die Anzahl D(t) der Sterbefälle im Jahr
t auf den Bevölkerungsstand P (t+ 0.5) zur Mitte des Jahres t. Somit ergibt
sich für d(t) folgende Gleichung:
d(t) :=
D(t)
P (t+ 0.5)
. (4.2)
Wird die Gleichung 4.2 mit 1000 multipliziert, so erhält man die rohe To-
desrate pro 1000 Personen. Die allgemeine (rohe) Sterbeziﬀer bzw. Todesrate
(englisch: crude death rate) wird wie folgt berechnet und in der Literatur oft
durch die englische Abkürzung CDR angegeben:
CDR =
D(t)
P (t+ 0.5)
· 1000.
Wenn eine Gesellschaft einen größeren Anteil an alten Menschen hat, dann
werden mehr Menschen einem größeren Todesrisiko ausgesetzt, da diese ei-
nem höheren Sterblichkeitsriskio ausgesetzt sind als etwa Jugendliche. Die
rohe Todesrate ist also stark vom Altersaufbau abhängig. Um diese Abhän-
gigkeit zu verhindern, betrachtet man altersspeziﬁsche Todes- bzw. Sterbera-
ten. (englisch: age-speciﬁc death rates ; ASDR) Durch
mx = m(t, x) :=
D(t, x)
P (t+ 0.5, x)
, bzw. mx =
D(t, x)
P (t+ 0.5, x)
· 1000, (4.3)
deﬁniert man die Sterberate der x-ten Altersklasse mx, wobei D(t, x) die An-
zahl der Gestorbenen vom Alter x im Jahr t und P (t+ 0.5) die Anzahl der
Personen des Alters x in der Jahresmitte von t beschreibt. In ein oder fünf
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Jahrgängen werden die Altersklassen angegeben. Die altersspeziﬁsche Sterb-
lichkeitsrate oder kurz ASDR zeigen einen typischen Verlauf in Abhängigkeit
vom Alter  eine idealisierte U-Form, der in allen Bevölkerungen zu ﬁnden
ist. (vgl. [9])
Weitere Maßzahlen zur Mortalität wären die standardisierte Sterberate
(englisch: standardized death rate; SDR), die sich ergibt, wenn man die beob-
achteten altersspeziﬁschen Sterberaten auf den Altersaufbau der Standard-
bevölkerung (z.B. des Gesamtstaates) bezieht und die Säuglingssterblichkeit
(englisch: infant mortality rate; IMR). Bei der Berechnung dieser Rate wird
die Zahl der in einem Kalenderjahr gestorbenen Säuglinge D0 bezogen auf
1000 der im gleichen Kalenderjahr Lebendgeborenen B∗.
IMR :=
D0
B∗
· 1000
In der Literatur ﬁndet man noch feinere Diﬀerenzierungen bei der Säuglings-
sterblichkeit, die in dieser Arbeit aber nicht erwähnt werden. (vgl. [18])
4.1.1 Sterbetafeln
Eine weitere Maßzahl für die Sterblichkeit einer Bevölkerung ist die Lebens-
erwartung bei der Geburt, wobei für die Konstruktion dieser Maßzahl auf das
historisch älteste Modell der demographischen Analyse  auf Sterbetafeln 
zurückgegriﬀen wird. Die Verfahren zur Berechnung der Sterbetafeln haben
sich im Laufe der Zeit sehr verfeinert und sind im Allgemeinen recht kompli-
ziert. Prinzipiell kann man zwischen zwei Arten von Sterbetafeln diﬀerenzie-
ren. Einerseits gibt es Generationen- oder Kohortensterbetafeln, andererseits
Periodensterbetafeln. Die zwei möglichen Zugänge präsentieren ihre Ergeb-
nisse identisch, denn sie dokumentieren beide, wie sich eine Bevölkerung mit
einem fest vorgegebenen Bestand Neugeborener mit fortschreitender Zeit re-
duziert. Die Datengrundlage der Kohorten- und Periodenanalyse ist jedoch
wie der jeweilige zeitliche Bezugsrahmen, aus dem die Informationen für die
Erstellung der Sterbetafeln gewonnen werden, verschieden.
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Kohortenanalyse ist die eigentlich logisch richtige Methode, da diese auf
Sterblichkeitsverhältnisse einer einzelnen Generation oder Geburtenjahrgangs-
gruppe während ihres gesamten Lebensablaufs beruht. Daher handelt es sich
hier um eine Längsschnittanalyse, da die betrachtete Bevölkerung in ihrer
vollständigen Entwicklung entlang der Kalenderzeit beobachtet wird. Die
Kohortensterbetafel beschreibt folglich die tatsächlichen Überlebensverhält-
nisse, welchen eine einst real existierende Generation im Lauf ihres gesam-
ten Lebens ausgesetzt war. Probleme entstehen bei der Konstruktion dieser
Kohortensterbetafeln, denn Individuen einer gegebenen Kohorte können un-
registriert versterben oder etwa durch Abwanderung verloren gehen. Weiters
kann eine solche Tafel erst dann vollständig erstellt werden, wenn alle Mitglie-
der der betrachteten Generation verstorben sind. Kohortensterbetafeln sind
für gegenwartsnahe Beschreibungen der Sterblichkeitsverhältnisse ungeeig-
net. In der historischen Demographie sowie in der Versicherungsmathematik
ﬁnden Kohortensterbetafeln allerdings ihre Verwendung.
Auf Grund dieser Probleme werden meist Periodensterbetafeln konstruiert,
wobei diese einen Querschnittblick auf die Mortalitätsverhältnisse einer Be-
völkerung während eines Kalenderjahres oder einer mehrjährigen Periode
wirft. Mit Hilfe dieser Tafeln wird der Absterbeprozess einer imaginären
Kohorte unter den altersspeziﬁschen Sterberisiken eines relativ kurzen Be-
obachtungszeitraums (13 Jahre) betrachtet. Solche Tafeln werden getrennt
für die männliche und weibliche Bevölkerung ausgehend von 100.000 Per-
sonen berechnet. Sie bringen zum Ausdruck, in welcher Weise gleichzeitig
Geborene im Laufe ihrer Lebensjahre allmählich absterben, wenn sie in
den einzelnen Altersjahren den Sterblichkeitsverhältnissen unterlegen sind,
wie sie zum Zeitpunkt des Erstellens der Tafel gegeben sind. Anders ausge-
drückt, es kann durch die Periodensterbetafel veranschaulicht werden, welche
Konsequenzen die in einem bestimmten Zeitabschnitt beobachtete Sterblich-
keit auf die ﬁktive Bevölkerung hat. Diese Bevölkerung besteht allerdings aus
völlig homogenen Mitgliedern und ist frei von jeglichen zusätzlichen Eﬀekten
(z.B. Bevölkerngsgröße, -strukur, äußere Einﬂüsse). (vgl. [4], [28] und [30])
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Sterbetafeln spielen für die Konstruktion von Bevölkerungsmodellen und
für Vorausschätzungen eine entscheidende Rolle und Fragen wie etwa Wie
kann die Wahrscheinlichkeit abgeschätzt werden, ausgehend von irgendeinem
Alter, mindestens ein höheres Alter zu erreichen?, Wie groß ist die Wahr-
scheinlichkeit einer k-jährigen Person, innerhalb des nächsten Altersjahres zu
sterben?, Wie viele Jahre kann eine k-jährige Person erwarten, durchschnitt-
lich noch am Leben zu sein? oder etwa Wie groß ist die durchschnittliche
Lebenserwartung eines Neugeborenen?. (vgl. [18])
Die aus Sterbetafeln gewonnenen Mortalitätsmaße können nicht nur für raum-
zeitliche Vergleiche zwischen verschiedenen Ländern oder anderen räumli-
chen Einheiten verwendet werden, sondern auch zur Beurteilung der Sterb-
lichkeitsunterschiede zwischen einzelnen Bevölkerungsgruppen (z.B. rassisch-
ethnische Gruppierungen). (vgl. [4] und [30])
Interessant ist nun, wie man Sterbetafeln mathematisch berechnen bzw.
erstellen kann. Ausgangspunkt zur Berechung sind die altersspeziﬁschen Ster-
beraten (ein- oder fünfjährig) und sie werden getrennt für Männer und für
Frauen erstellt. Die altersspeziﬁschen Sterbeziﬀern basierend auf einer ﬁkti-
ven Bevölkerung von 100.000 Personen bestimmen die Zahl der Sterbefälle
pro Altersklasse und damit die bis zu einem bestimmten Altersjahr überle-
benden Personen. Die Sterbetafel besteht aus den in Tabelle 4.1 gegebenen
Spalten.
x (Alter) q(x) l(x) d(x) L(x) T (x) e(x)
Tabelle 4.1: Spalten einer Sterbetafel
Die folgende Herleitung für die Erstellung einer Sterbetafel orientiert sich
an [8]: Für die Berechnung der Mortalität einer Kohorte von l(0) eines Ge-
schlechts (z.B. der Frauen) gehen wir nach John Graunt von der Existenz
einer Funktion l(x) aus, welche angibt, wie viele von l(0) ursprünglich vor-
handenen Personen im Alter x noch am Leben sind. Die stetige Variable x
gibt das exakte Lebensalter an und eigentlich könnte die Überlebensfunkti-
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on l(x)  interpretiert als Personenzahl  nur ganzzahlige Werte annehmen.
Falls l(x) groß ist, dann erhält man durch
l(y)
l(x)
einen Schätzwert für die Wahrscheinlichkeit vom Alter x (mindestens) bis
zum Alter y zu überleben, wobei x ≤ y gilt. Am Ausgangspunkt der Analyse
stehen die Überlebenswahrscheinlichkeiten und daher normieren wir l(0) mit
eins. Die Überlebensfunktion l(x) gibt dann die Wahrscheinlichkeit an, dass
ein Neugeborenes das Alter x erreicht. In den folgenden Überlegungen wird
vorausgesetzt, dass die monoton fallende Funktion l(x) diﬀerenzierbar ist.
Sei ∆ eine beliebige Zeitspanne. Wenn ∆ unbeschränkt kleiner wird, dann
wird die Anzahl der Todesfälle im Altersintervall (x, x+∆), also l(x)−l(x+∆)
verschwindend klein. Daher eignet sich für kleine ∆ die Größe
1− l(x+ ∆)
l(x)
nicht zur Messung der Sterbeneigung, da sie gegen Null strebt. Um das
Mortalitätsrisiko zu berechnen, betrachtet man nicht nur die Sterbefälle in
(x, x+ ∆) auf l(x), sondern auch die Länge des zugrundegelegten Intervalls.
Anders ausgedrückt untersucht man die Todesfälle pro Kopf und pro Zeit-
einheit. Aus der altersspeziﬁschen Sterberate (vgl. Gleichung 4.3) kann man
sich die Sterbeintensität µ(x) durch folgende Grenzwertbildung berechnen:
µ(x) = lim
∆→0
l(x)− l(x+ ∆)
l(x)∆
= − 1
l(x)
d l(x)
∆x
= −d ln l(x)
∆x
. (4.4)
Da die beiden Funktionen µ(x) und l(x) in Abhängigkeit voneinander stehen,
können sie wechselseitig voneinander berechnet werden, wobei wegen l(0) = 1
gilt
l(x) = e−
∫ x
0 µ(t) dt.
Im Intervall I = (x, x+ dx) kommt es nach der Gleichung 4.4 zu l(x) ·µ(x) dx
Todesfällen und es gilt pi(x) = l(x) · µ(x), wobei pi(x) als die Anzahl der
Ereignisse, die pro Person des Ausgangsbestandes in I passieren, interpretiert
werden kann. Da für das maximale Lebensalter ω l(ω) = 0 gelten muss und
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wegen Gleichung 4.4 folgt, dass die Intensität P gleich Eins sein muss. Die
Intensität P gibt an, wieviele Ereignisse pro Kopf eintreten. Es gilt also
P =
∫ ω
0
l(x) · µ(x)dx = −
∫ ω
0
dl(x) = l(0)− l(w) = 1− 0 = 1.
Für die Lebenserwartung eines Neugeborenens e(0) ist das durchschnittliche
Sterbealter
e(0) =
∫ ω
0
x · l(x) · µ(x) dx =
∫ ω
0
l(x) dx (4.5)
bzw. entspricht e(0) der durchschnittlichen Lebensdauer eines Neugeborenen.
Diese Gleichung 4.5 beweist man, indem man die angegebene Beziehung l(x)·
µ(x) dx = −d l(x), die sich aus Gleichung 4.4 ergibt, betrachtet und mittels
partieller Integration löst. Die Anzahl der im Intervall (x, x + 1) verlebten
Personenjahre beträgt
L(x) =
∫ 1
0
l(x+ t) dt, (4.6)
wobei angenommen wird, dass die Todesfälle im Altersintervall (x, x + 1)
gleichverteilt sind. Die Spalte T (x) aus Tabelle 4.1 gibt die Summe der von
den Überlebenden im Alter x ingesamt noch zu durchlebenden Personenjahre
an und für T (x) gilt
T (x) =
∫ ω
x
l(y) dy. (4.7)
Die fernere Lebenserwartung e(x) einer x-jährigen ist die mittlere Anzahl an
Jahren, welche ein überlebendes Individuum im Alter x noch zu erleben hat
und ergibt sich als:
e(x) =
T (x)
l(x)
=
1
l(x)
∫ ω−x
0
t · l(x+ t) · µ(x+ t) dt, (4.8)
wobei diese Formel mittels Teilintegration bewiesen wird.
Bei der Erstellung der Sterbetafeln werden in der Praxis die Überlebens-
funktion l(x) und die daraus entstehenden Sterbetafelfunktionen angepasst.
Wie oben schon erwähnt, basiert die Rechnung auf einer ﬁktiven Kohorte
mit l(0) = 100000 Personen eines Geschlechts, die etwa in einem gleichen
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Kalenderjahr geboren wurden. Das Alter wird in vollendeten Jahren gemes-
sen, also x = 0, 1, 2, . . . , w, wobei der maximal erreichbare Geburtstag w die
nächstkleinere Zahl von ω ist.
Die Zahl d(x) entspricht der Anzahl der im Altersintervall (x, x+ 1) auf-
tretenden Sterbefälle. Die Überlebenden im Alter x, also l(x), gruppieren sich
in die Todesfälle x und in jene, die noch in x+ 1 am Leben sind. Daher gilt
l(x+ 1) = l(x)− d(x), x = 0, 1, . . . , w. (4.9)
Da alle Menschen sterblich sind, gilt l(w + 1) = 0 bzw.
l(x) =
w∑
y=x
d(y).
q(x) ist die Sterbewahrscheinlichkeit einer x-jährigen im Altersintervall
(x, x+ 1) und kann einerseits durch
q(x) =
d(x)
l(x)
,
andererseits durch
q(x) =
Dx
Px +
Dx
2
berechnet werden, wobei die zweite Formel wie die altersspeziﬁsche Sterbera-
te (4.3) berechnet wird; zur Bevölkerung P wird die Hälfte der Gestorbenen
D dazugezählt. (vgl. [8] und [30])
Zusammenfassend kann die Berechnung einer Sterbetafel kurz so beschrie-
ben werden: die drei Spalten x, l(x) und q(x) sind vorgegeben, wobei
l(0) = 100000 angenommen wird. Die Gestorbenen d(x) im Altersintervall
(x, x+1) ergeben sich aus dem Produkt l(x)·q(x); die Überlebenden im Alter
1 kann man dann durch 100000 − d(0) = l(1) berechnen; usw. Da L(x) die
Anzahl der von x-jährigen im Altersintervall (x, x + 1) verlebten Personen-
jahre bezeichnet, gibt T (x) die Summe der von den Überlebenden im Alter
x insgesamt noch zu durchlebenden Personenjahre an, also
T (x) =
w∑
y=x
L(y).
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q(x) und d(x) sind (diskrete) Ereignisse, l(x) ist hingegen ein Zustandsmaß.
Diese drei Funktionen zählen zu den elementaren Funktionen einer Sterbeta-
fel und daraus lassen sich die drei weiteren Tafelfunktionen L(x), T (x) und
e(x) ableiten. Zu beachten ist, dass die Altersklassen exakte Altersklassen,
d.h. von Geburtstag zu Geburtstag sind und nicht Kalenderjahre darstellen.
(vgl. [30])
In der Demographie wird die in der Sterbetafel dargestellte ﬁktive Bevöl-
kerung als stationäre Bevölkerung bezeichnet und bedeutet, dass sie statio-
när, also unveränderlich ist. Die Sterbetafel wird ausgehend von 100 000 Neu-
geborenen, die alle in den nächsten (meist 100) Jahren in unterschiedlichem
Alter sterben, konstruiert. In der Sterbetafelbevölkerung stehen dann den
100 000 Geburten auch 100 000 Sterbefälle gegenüber, also es sterben eben-
soviele Personen wie geboren werden. Ein Wachstum ist nicht möglich, da die
Geburtenanzahl l(0) Jahr für Jahr genau der Zahl der Sterbefälle
∑
d(x) ent-
spricht. Durch die stationäre Bevölkerung wird ein demographisches Modell
dargestellt, dessen Aufgabe darin besteht, eine exakte Sterblichkeitsmessung
zu ermöglichen. Die Sterbeziﬀer für eine stationäre Bevölkerung Sstat lautet
dann:
Sstat =
Zahl der Sterbefälle
Bevölkerungszahl
=
∑
d∑
l(x)
=
1
e(0)
.
(vgl. [42])
In der Abbildung 4.1 ist ein kleiner Ausschnitt aus der Sterbetafel von
2010, erstellt von Statistik Austria, zu sehen. Die Sterbetafel wurde noch
bis zum 95. Geburtstag erstellt, aus Platzgründen wird sie aber nicht voll-
ständig gezeigt.
4.2 Fertilität
Bereits im Kapitel 4.1.1 wurde mit Hilfe der Sterbetafel die Lebenserwar-
tung eines Neugeborenen berechnet. Folglich ist interessant, wie groß die
Wahrscheinlichkeit ist, dass überhaupt ein Kind geboren wird. Fertilität 
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Abbildung 4.1: Sterbetafel 2010, Quelle: Statistik Austria
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der zweite Bestandteil der natürlichen Bevölkerungsbewegung  lässt sich
wie alle demographischen Prozesse aus Perioden- und Kohortenperspektive
betrachten. Periodenmaße beschreiben wieder eine Querschnittsanalyse und
geben an, wie viele Kinder Frauen im Durchschnitt zur Welt bringen wür-
den, wenn im Laufe ihres Lebens  also im Zeitraum bis zum Ende ihrer
Reproduktionsfähigkeit  dieselben altersspeziﬁschen Fertilitätsverhältnisse
herrschen würden wie in dem betreﬀenden Untersuchungsjahr in den ver-
schiedenen Altersgruppen der Frauen. Die Kinderzahlen sind hypothetisch;
trotzdem sind die meisten Maßzahlen Periodenmaßzahlen.
Kohortenmaße diﬀerenzieren sich hingegen nach dem Geburtsjahrgang der
Mütter und dienen für die Längsschnittanalyse. Kohortenfertilitätsraten kön-
nen als die tatsächliche durchschnittliche Kinderzahl einer real existierenden
Geburtskohorte interpretiert werden. (vgl. [18])
Eine weit verbreitete Maßzahl zur Messung der Fruchtbarkeit ist die rohe
Geburtenrate (englisch: crude birth rate; CBR). Die Kennzahl CBR gibt die
Zahl der in einem Kalenderjahr t Lebendgeborenen B(t) bezogen auf 1000
Personen des Bevölkerungstandes P (t + 0.5) zur Jahresmitte an und kann
daher deﬁniert werden als
CBR = b(t) :=
B(t)
P (t+ 0.5)
· 1000.
Aufgrund der Multiplikation mit 1000 erfolgen die Angaben der Rate in Pro-
mille. Diese Kennzahl ist sehr einfach zu berechnen und ist daher weit verbrei-
tet, allerdings wird der Anteil der Frauen, die sich im reproduktionsfähigen
Alter beﬁnden, nicht berücksichtigt und es ist somit schwierig auf das gene-
rative Verhalten einer Bevölkerung zu schließen. Weiters wird zwischen der
weiblichen rohen Geburtenrate, also der Anzahl der weiblichen Lebendgebo-
renen eines Kalenderjahres bezogen auf den Frauenbestand zur Jahresmitte,
und der rohen Geburtenrate oftmals nicht diﬀerenziert. (vgl. [9] und [25])
Um die Beeinﬂussung des Geschlechterverhältnisses und der Altersstruk-
tur auszuschalten, schränkt sich die folgende Maßzahl auf die potentiellen
Mütter ein. Die allgemeine Fruchtbarkeitsrate (englisch: general fertility rate;
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GFR) bezieht die Anzahl der Geborenen im Jahr t, also B(t), auf 1000 Frau-
en P fk im gebährfähigen Alter k zur Mitte des Jahres t. Die Abgrenzung des
gebährfähigen Alters ist sehr unterschiedlich. In älteren Werken wird das Re-
produktionsalter zwischen 15 und 44 Jahren festgesetzt, für UNO-Statistiken
wird üblicherweise die Zeitspanne von 15 bis 49 Jahren verwendet, Statistik
Austria verwendet die Zeitspanne 15-50. Für die allgemeine Fruchtbarkeits-
rate ergibt sich also
GFR = F (t) :=
B(t)
P fk (t+ 0.5)
· 1000,
wobei die Angaben wieder in Promille sind. (vgl. [18] und [46])
Die altersspeziﬁsche Feritlitätsrate fk (englisch: age-speciﬁc fertility rate;
ASFRk) wird durch
ASFRk = fk :=
B(t, k)
P fk (t+ 0.5, k)
deﬁniert, wobei B(t, k) die Anzahl der in einem Kalenderjahr t von Frauen
der k-ten Altersklasse lebendgeborener Personen ist. Mit P fk wird die Anzahl
der Frauen beschrieben, die sich zur Jahresmitte in der k-ten Altersklasse
beﬁnden. Oft wird fk auf 1000 Frauen bezogen, so dass
fk =
B(k)
P fk
· 1000
gilt. Man gibt fk in Promille an und häuﬁg werden für die Berechnung von
fk fünfjährige Altersklassen verwendet. Einen typischen Verlauf weist fk der
Kurve auf. Die Funktion gleicht einer rechtsschiefen Kurve mit scharfem An-
stieg vom 15. bis etwa zum 22. Lebensjahr und erreicht ihren Maximalwert
zwischen dem 22. und dem 28. Lebensjahr. Bis zum Ende der Reprodukti-
onsperiode zeigt fk einen ﬂachen Abfall. Die Form ist für alle Bevölkerungen
ziemlich ähnlich, die Höhe und die Lage des Gipfels unterscheidet sich al-
lerdings gravierend im internationalen, regionalen und zeitlichen Vergleich.
(vgl. [8], [9] und [18])
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Für die Berechnung der totalen Fertilitätsrate(englisch: total fertility rate;
TFR) müssen die altersspeziﬁschen Fertilitätsraten fk für einjährige Alters-
klassen einer Bevölkerung gegeben sein. TFR folgt durch Summation aller fk
und kann deﬁniert werden als
TFR :=
∑
k
fk =
N∑
k=1
B(k)
P fk
,
wobei k = 1, . . . , N die Zahl der Altersklassen darstellt. Die TFR ist wie die
ASFRk eine Periodenmaßzahl und kann als kumulatives Fertilitätsmaß in-
terpretiert werden, denn sie gibt die Zahl der Lebendgeborenen an, die eine
hypothetische Kohorte von 1000 Frauen von ihrer Geburt an bis zum Ab-
schluss der Reproduktionstätigkeit ohne änderndes Fertilitätsverhältnis im
Durchschnitt auf die Welt bringt. Vereinfacht ausgedrückt gibt die TFR die
durschnittliche Kinderzahl, die 1000 Frauen einer ﬁktiven Kohorte nach Ab-
schluss der Reprodutionstätigkeit aufweisen, an. Die Sterblichkeit der 1000
Frauen wird nicht berücksichtigt. (vgl. [9] und [18])
Die Bruttoreproduktionsrate (englisch: gross reproduction rate; GRR), die
der durchschnittlichen Anzahl an weiblich Geborenen pro Frau bzw. pro 1000
Frauen einer hypothetischen Kohorte im Verlaufe ihres Lebens entspricht, ist
eine weitere Kennzahl der Fertilität. Von der Sterblichkeit der Frauen der
Kohorte wird abgesehen und angenommen, dass die gegenwärtigen Fertili-
tätsverhältnisse konstant bleiben. Die GRR ist die Summe aller einjährigen
altersspeziﬁschen Fruchtbarkeitsraten für Mädchen
GRR :=
N∑
k=1
Bfk
P fk
,
wobei Bfk die Gesamtanzahl der in einem Kalenderjahr von Frauen der k-ten
Altersklasse lebendgeborenen Mädchen entspricht.
Wird zusätzlich die Sterblichkeit der Frauen berücksichtigt, kann man
die Nettoreproduktionsrate (englisch: net reproduction rate; NRR) wie folgt
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deﬁnieren
NRR :=
N∑
k=1
Bfk
P fk
· wk,
wobei wk die Überlebenswahrscheinlichkeit einer Frau vom Zeitpunkt ihrer
Geburt bis in die Mitte der Altersklasse k ausdrückt. Die NRR ist die zentrale
Maßzahl für die Reproduktionskraft einer Bevölkerung und misst die Anzahl
an Töchtern, durch die eine Frau ersetzt würde, wenn die unterstellten alter-
sspeziﬁschen Fertilitäts- und Sterblichkeitsverhältnisse konstant blieben. Je
nachdem ob die altersspeziﬁschen Fertilitätsraten pro 1000 Frauen oder pro
Frau gemessen werden, erhält man auch die NRR pro 1000 Frauen bzw. pro
Frau. Wenn man von Wanderungen absieht, dann gilt für NRR, dass
• eine wachsende Bevölkerung für NRR > 1 bzw. NRR > 1000,
• eine gleichbleibende Bevölkerung für NRR = 1 bzw. NRR = 1000 bzw.
• eine schrumpfende Bevölkerung für NRR < 1 bzw. NRR < 1000
vorliegt.
Die natürliche Wachstumsrate r der Bevölkerung bzw. die Geburtenüber-
schussrate erhält man aus der Diﬀerenz der rohen Geburten- und der rohen
Sterberate
r(t) = b(t)− d(t) = B(t)−D(t)
P (t+ 0.5)
.
Also bezieht r das natürliche Bevölkerungswachstum durch Fertilität und
Mortalität eines Jahres auf den Bevölkerungsbestand der Jahresmitte und
falls r > 0 wächst eine Bevölkerung für eine längere Zeit, für r < 0 schrumpft
sie und für r = 0 stagniert sie. Die Zuwachsrate r kann positiv sein, obwohl
die NRR kleiner als 1000 ist und somit auf lange Sicht auf ein Schrumpfen
der Bevölkerung deutet. Dieses Paradoxon lässt sich dadurch begründen, da
die NRR nicht vom Altersaufbau abhängt, sondern von den altersspeziﬁschen
Fertilitäts- und Sterblichkeitsverhältnissen! (vgl. [9])
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Es gibt viele weitere Möglichkeiten für die Berechnung von Fertilitätsra-
ten, etwa werden mit Hilfe der eben deﬁnierten Kennzahlen neue gebildet, es
kann berücksichtigt werden, ob die Mutter verheiratet ist, welche Staatsbür-
gerschaft Mutter bzw. Vater besitzen usw..
4.2.1 Stabile Bevölkerung
Das statistische Modell der stationären Bevölkerung ist durch Unveränder-
lichkeit, also gleichbleibende jährliche Geburtenzahlen und gleich große An-
zahl an Sterbefällen, gekennzeichnet. Die Bevölkerungsgröße ist konstant und
jegliches Entwicklungsmoment fehlt. Es lässt sich allerdings auch ein sta-
tistisches Modell bilden, in dem die Fruchtbarkeitswerte unabhängig varia-
bel sind, wobei zusätzliche Annahmen über bestimmte Sterbewerte gemacht
werden müssen. Eine solche Bevölkerung nennt man stabile Bevölkerung. Je
nachdem wie sich die Fruchtbarkeits- und Sterbewerte zueinander verhalten,
kann eine stabile Bevölkerung wachsen oder schrumpfen. In der Realität wür-
de dieser Modelltyp einer Population entsprechen, die in ihrem Aufbau nur
vom Geburtenvorgang mit den immer konstanten Fertilitätswerten und mit
der Absterbeordnung mit gleichbleibenden Sterbewerten beeinﬂusst würde;
Wanderungen, Kriege oder Fruchtbarkeit- bzw. Sterblichkeitsmaße aus frü-
heren Zeiten spielen hingegen keine Rolle. (vgl. [29])
Der Unterschied zwischen einer stationären und einer stabilen Bevölkerung
lässt sich mit der folgenden Tabelle 4.2 verdeutlichen. Bei einer stationären
Alter Stationäre Bevölkerung Stabile Bevölkerung
0 l(0) l(0)
1 l(1) l(1) · [ek]1
...
...
...
x l(x) l(x) · [ek]x
...
...
...
100 l(100) l(100) · [ek]100
Tabelle 4.2: Altersaufbau der stabilen und stationären Bevölkerung
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Bevölkerung folgen die Lebenden in den einzelnen Altersjahren aus den je-
weils gleich großen Geburtsjahrgängen und unterscheiden sich lediglich durch
das Einwirken der Sterblichkeit voneinander, also l(x) > l(x+1). Im Vergleich
dazu kommt bei der stabilen Bevölkerung zur Diﬀerenzierung der Lebenden
der Faktor ek ins Spiel, der Ausdruck für die jährliche Entwicklung der Gebo-
renenzahl, also für die unterschiedlich großen Geburtsjahrgänge, aus denen
die Lebenden der einzelnen Altersjahre entstammen. Diese beiden Modelle
repräsentieren zwei Populationen mit verschiedenem Altersaufbau.
Der Faktor ek bildet nicht nur den Wachstumsfaktor der Geborenen von
Jahr zu Jahr, sondern  mit umgekehrten Vorzeichen der Potenzzahl  den
Wachstumsfaktor der stabilen Bevölkerung. Die stabile Bevölkerung ist daher
Grundlage für die Bevölkerungsreproduktion, wobei die Nettoreproduktions-
ziﬀer eine wesentliche Rolle für diese Analyse einnimmt. Das Modell dient der
methodischen Grundlage für die Untersuchung abgelaufener und gegenwär-
tiger sich vollziehender Prozesse der Bevölkerungsreproduktion. (vgl. [42])
5 Dynamik einer Population
Sieben Milliarden Menschen - so viele Menschen lebten noch nie auf dieser
Erde. Die Vereinten Nationen determinierten für den 31. Oktober 2011 das
symbolische Datum, an dem jene Grenze überschritten wurde. Die Weltbevöl-
kerung wächst momentan um rund 80 Millionen Menschen pro Jahr, doch das
Wachstum schwächt sich ab und zwar seit Jahrzehnten. Ab Mitte des Jahr-
hunderts wird das zu einem Bevölkerungsrückgang führen. Nur zwölf Jahre
hat es von der sechsten bis zu siebten Milliarde gedauert; die Bevölkerung
benötigt wahrscheinlich 18 Jahre von der achten auf die neunte Milliarde. Der
Höhepunkt des Wachstums lag in den sechziger Jahren des 20. Jahrhunderts
mit einer Wachstumsrate um zwei Prozent. Die weltweite Geburtenrate lag
bei über fünf Kindern pro Frau, heute entspricht b(t) = 2.45 und wird weiter
sinken; wahrscheinlich bis zu jener magischen Grenze von 2.1 Kindern pro
Frau, bei der sich eine Spezies nicht mehr vermehrt. Wissenschaftler glau-
ben sogar, dass sich die Geburtenrate zwischen 1.5 und 2.0 einpendelt. Die
sinkende Fertilitätsrate hat einerseits mit dem Faktor der höheren Bildung
zu tun, andererseits mit der Theorie des demographischen Übergangs. Alle
Populationen werden früher oder später diesen Prozess durchlaufen und es
geht im Wesentlichen darum, dass in einer entwickelten Gesellschaft zuerst
die Lebenserwartung steigt und die Sterberate sinkt. In einer ersten Phase
führt dies zu einem Bevölkerungswachstum; ein Geburtenrückgang folgt, da
die Elterngeneration davon ausgeht, dass mehr ihrer Kinder überleben und
sie daher weniger auf die Welt bringen müssen, um ihre Altersversorgung
zu sichern. Viele Erwerbstätige stehen wenigen Versorgungspﬂichtigen ge-
genüber, wodurch die Bevölkerung schrumpft und überaltert. In Österreich
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fand dieser Prozess in Zeiten des Wirtschaftswunders statt, also gegen Ende
des 19. Jahrhunderts und Anfang des 20. Jahrhunderts. Der demographische
Übergang ist in Asien bereits weit fortgeschritten, Afrika beﬁndet sich mitten
im Prozess. (vgl. [31])
5.1 Modellfunktionen für unbeschränktes Be-
völkerungswachstum
In den Medien ﬁndet man immer wieder Prognosen über das zukünftige
Wachstum der Weltbevölkerung. Doch wie lassen sich solche Prognosen er-
stellen? Die Diﬀerenz zwischen Geburten und Todesfällen, also die natürliche
Wachstumsrate r(t) = b(t) − d(t), ist ausschlaggebend dafür, wie stark sich
eine Population ändert. Migration spielt zwar auch eine Rolle, doch wir be-
trachten nur eine Bevölkerung, in der es weder Ab- noch Einwanderung gibt.
In der Demographie wird so eine Bevölkerung als geschlossen bezeichnet. Die
Zahl der Geburten variert in den einzelnen Ländern und hängt von der in der
Gesellschaft herrschenden Fortpﬂanzungspräferenz ab. Die Zahl der Todes-
fälle ist einerseits von der Altersstruktur einer Bevölkerung und andererseits
von der Gesamtmortalität in Folge von Krankheiten und anderen Ursachen
abhängig. Für die Entwicklung einer Bevölkerung sind folglich Geburten,
Todesfälle und Wanderungsbewegungen kombiniert mit der Altersstrukutur
verantwortlich. (vgl. [14])
Das US Census Bureau1 hat Daten bezüglich der auf der Erde lebenden Men-
schen veröﬀentlicht, wobei die Daten vor 1940 auf Schätzungen beruhen, die
ab 1950 dann auf Zählungen basieren. Ausgehend von diesen Zahlen lässt sich
die Graﬁk 5.1 erstellen, die die Dynamik der Weltbevölkerung zeigt. Wie sich
erkennen lässt, ist das Bevölkerungswachstum anfänglich sehr langsam, ehe
das Wachstum rasant zunimmt.
1
www.census.gov
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Abbildung 5.1: Entwicklung der Weltbevölkerung 1650-2010
Wir suchen nun eine mindestens zweimal stetig diﬀerenzierbare Funktion
w(t) : R+0 → R+0 ,
mit der das Wachstum der Weltbevölkerung während eines Zeitabschnitts
modelliert werden kann. Damit wir die Funktion demographisch deuten kön-
nen, müssen einige elementare Überlegungen zur Modellierung des Wachs-
tums getroﬀen werden.
Unsere Funktion w(t) gibt die Größe der Weltbevölkerung zum Zeitpunkt t
an und folgende Gleichung lässt sich damit aufstellen
w(t+ ∆t) = w(t) +B(t, t+ ∆t)−D(t, t+ ∆) = w(t) + Z(t, t+ ∆t), (5.1)
wobei t ein beliebiger Zeitpunkt ist, ∆t > 0 eine Zeispanne, B(t, t+ ∆t) die
Anzahl der Geburten und D(t, t+ ∆) die Anzahl der Sterbefälle im Intervall
[t, t+ ∆t]. Für das Wachstum kommt es auf die Diﬀerenz
B(t, t+ ∆t)−D(t, t+ ∆) =: Z(t, t+ ∆t),
also den Überschuss der Geburten über die Sterbefälle an. Z(t, t+ ∆t) kann
mit der natürlichen Wachstumsrate r(t) = b(t) − d(t) gleichgesetzt werden
und daher auch negativ sein. Wir deﬁnieren weiters die durchschnittliche Ge-
schwindigkeit, mit der die Weltbevölkerung im Zeitintervall [t, t+ ∆t] wächst
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durch
w(t+ ∆t)− w(t)
∆t
=
Z(t, t+ ∆t)
∆t
.
Der Grenzübergang ∆t → 0 liefert die erste Ableitung w˙(t) von w(t) und
diese kann als Momentangeschwindigkeit interpretiert werden, mit der die
Weltbevölkerung zum Zeitpunkt t wächst:
w˙(t) = lim
∆t→0
w(t+ ∆t)− w(t)
∆t
= lim
∆t→0
Z(t, t+ ∆t)
∆t
=: z(t).
Diese Gleichung kann nun so verstanden werden, dass auf der rechten Seite
die durch Geburten und Sterbefälle induzierte Wirkung steht, auf der linken
Seite sieht man den Eﬀekt, den sie auf das Wachstum der Population hat.
Analog kann nun die Wachstumsbeschleunigung w¨(t) deﬁniert werden:
w¨(t) = lim
∆t→0
w˙(t+ ∆t)− w˙(t)
∆t
.
Der momentane Wachstumsumsatz gibt die durchschnittliche momentane
Änderungsrate pro Individuum an und ist die wichtigste Größe von Wachs-
tumsvorgängen. Der Wachstumsumsatz kann durch
s(t) =
w˙(t)
w(t)
deﬁniert werden. Für die Verdoppelungszeit tv gilt
w(t+ tv) = 2w(t).
(vgl. [13] und [33])
5.1.1 Lineare Wachstumsfunktion
Die erste und einfachste Funktion, die wir betrachten, ist die lineare Wachs-
tumsfunktion w(t) = at + b mit a, b > 0. Bildet man die erste Ableitung,
erkennt man, dass die Wachstumsgeschwindigkeit konstant ist
w(t) = at+ b
w˙(t) = a = z,
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anders ausgedrückt kann gesagt werden, dass der Zuwachs heute derselbe ist
wie gestern und auch der gleiche ist wie morgen. Die Wachstumsbeschleu-
nigung ist folglich w¨(t) = 0. Der Wachstumssatz s(t) lässt sich für diese
Funktion sehr leicht berechnen; er ist indirekt proportional zur Zeit und kon-
vergiert für t→∞ gegen 0. Er lautet dann
s(t) =
w˙(t)
w(t)
s(t) =
a
at+ b
.
Untersucht man noch die Verdoppelungszeit tv, dann erhält man
w(t+ tv) = 2w(t)
a(t+ tv) + b = 2 · (at+ b)
at+ atv + b = 2at+ 2b
atv = 2at+ 2b− at− b = at+ b
tv = t+
b
a
,
und erkennt, dass tv proportional zur Zeit ist. Die lineare Wachstumsfunktion
ist für längere Zeitintervalle nicht geeignet, denn die konstante Wachstums-
geschwindigkeit würde auf lange Sicht bedeuten, dass die Hinzugekommenen
nicht zur Vermehrung beitragen würden. Der Zuwachs wäre unabhängig von
der Gesamtpopulation. Dieses Modell kann höchstens für sehr kleine Zeit-
spannen an das Wachstum approximiert werden. (vgl. [13] und [33])
5.1.2 Exponentielles Wachstum
Eine weitere mögliche Modellfunktion für das Bevölkerungswachstum ist die
Exponentialfunktion w(t) = abt mit a > 0 und b > 1. Für die Wachstumsge-
schwindigkeit w˙(t) erhält man
w˙(t) = abt · ln b,
w˙(t) = w(t) · ln b.
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w˙(t) ist proportional zu ihrem Bestand und daher lässt sich feststellen, dass
w˙(t) auch exponentiell wächst. Die Wachstumsbeschleunigung w¨(t) ergibt
sich durch erneutes Ableiten von w˙(t)
w¨(t) = abt · ln b · ln b,
w¨(t) = w(t) · ln2(b),
und sie ist auch proportional zum Bestand und verläuft ebenfalls exponenti-
ell. Die Verdoppelungszeit tv kann man durch Einsetzten in die Formel schnell
berechnen:
w(t+ tv) = 2w(t)
abt+tv = 2 · (abt)
abt · btv = 2abt
btv = 2
tv =
ln(2)
ln(b)
.
Die Verdoppelungszeit tv ist also konstant. Bei der Exponentialfunktion ist
der Wachstumssatz s(t) ebenfalls konstant, denn
s(t) =
w˙(t)
w(t)
= ln(b).
Ausgehend von diesen Ergebnissen kann man sagen, dass sich diese Funktion
für die Approximation des Bevölkerungswachstums eignet. Es wäre möglich,
dass im Mittel alle Menschen gleichermaßen zur Fortpﬂanzung beitragen, d.h.
dass jeder Mensch zu jeder Zeit dieselbe Wachstumsintensität bzw. denselben
Wachstumssatz hat. Diese Idee basiert auf Thomas R. Malthus und wur-
de mit Gleichung 2.1 im Kapitel 2.2 bereits gezeigt. Mit der Annahme, dass
die durchschnittliche jährliche Wachstumsrate r konstant ist, ist das Wachs-
tumsmodell der Exponentialfunktion mit der Gleichung 2.3, P (t) = P (0)·ert,
angemessen, allerdings wird diese unabhängig von Umwelteinﬂüssen entwi-
ckelt. Es ist daher logisch, dass eine Bevölkerung nicht durchwegs exponentiell
wachsen kann, denn dies würde schnell zu einer Überfüllung der Erde füh-
ren. Begrenzungsfaktoren wie Krankheiten, Nahrungsmangel, etc. verhindern
unbegrenztes exponentielles Wachstum. (vgl. [33])
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5.1.3 Hyperbelfunktion
Als weitere Funktion betrachten wir die Hyperbelfunktion w(t) = a
b−t mit
a, b > 0. Um die Wachstumsgeschwindigkeit w˙(t) zu berechnen, diﬀerenzieren
wir w(t) nach t mit Hilfe der Kettenregel:
w(t) =
a
b− t = a · (b− t)
−1
w˙(t) = −a · (b− t)−2 · (−1)
w˙(t) =
a
(b− t)2 =
1
a
(w(t))2.
Die Wachstumsgeschwindigkeit nimmt folglich mit dem Quadrat des Bestan-
des zu und für die Wachstumsbeschleunigung w¨(t) erhält man
w¨(t) =
2a
(b− t)3
w¨(t) =
2
a2
· (w(t))3,
und diese nimmt kubisch mit dem Bestand zu. Für den Wachstumssatz s(t)
folgt
s(t) =
a
(b−t)2
a
b−t
=
a · (b− t)
a · (b− t)2 =
w(t)
a
,
wobei dieser proportional zum Bestand ist. Für die Verdoppelungszeit gilt
w(t+ tv) = 2w(t)
a
b− (t+ tv) = 2
a
b− t
a · (b− t) = (b− t− tv) · 2a
b− t
2
= b− t− tv
tv = −b− t
2
+ b− t = −b− t
2
+
2(b− t)
2
=
b− t
2
.
Die Hyperbelfunktion kann nun mit den berechneten Kenngrößen für das
Bevölkerungswachstum demographisch interpretiert werden. Auﬀallend ist,
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dass sie ein extremes, überexponentielles Wachstum beschreibt. Die Wachs-
tumsgeschwindigkeit, die Beschleunigung und der Wachstumssatz sind pro-
portional zu Potenzen ihres Bestandes. Bei dieser Funktion ist die Wachs-
tumsrate nicht konstant, sondern sie ist linear abhängig. Diese Eigenschaft
kann so gedeutet werden, dass einerseits die Partnerﬁndung bei größerer Sied-
lungsdichte leichter wird, andererseits sinkt die Sterblichkeit durch bessere
medizinische Versorgung bzw. durch höheren Zivilisationsgrad. Mit Hilfe der
Hyperbelfunktion könnte somit die Bildung von Megastädten erklärt werden.
Für zukünftige Prognosen eignet sich dieses Modell allerdings nicht, da ähn-
lich wie bei der Exponentialfunktion die Bevölkerung in endlicher Zeit nicht
ins Unendliche wachsen wird und kann. (vgl. [13])
5.1.4 Potenzfunktion
Mit der Potenzfunktion w(t) = atb mit a, b > 0 versuchen wir erneut eine
Approximation an das Bevölkerungswachstum zu bilden. Die erste Ableitung,
also die Wachstumsgeschwindigkeit, erhalten wir durch Diﬀerenzieren:
w˙(t) = a · b · tb−1 = a · b · tb · t−1 = b
t
w(t).
Die Wachstumsgeschwindigkeit wird durch den Faktor 1
t
mit wachsendem t
immer langsamer als w(t). Die Wachstumsbeschleunigung w¨(t) liefert Fol-
gendes:
w¨(t) = a · b · (b− 1) · tb−2 = b(b− 1)
t2
· w(t);
in Worten ausgedrückt deutet das für b > 1 auf ein beschleunigtes, für b < 1
auf ein verzögertes Wachstum hin. Der Wachstumssatz s(t) lautet
s(t) =
b
t
· w(t)
w(t)
=
b
t
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und ist indirekt proportional zur Zeit, außerdem konvergiert er für t → ∞
gegen 0. Für die letzte Kenngröße, die Verdoppelungszeit, ergibt sich dann
w(t+ tv) = 2w(t)
a(t+ tv)
b = 2atb
(t+ tv)
b = 2tb
tv =
b
√
2tb − t = b
√
2 · t− t = ( b
√
2− 1)t,
d.h. tv wächst linear mit dem Steigungsfaktor
b
√
2− 1. Demographisch inter-
pretiert eignet sich die Potenzfunktion nicht für eine Approximation, denn bis
jetzt wurden weder sinkende Wachstumsgeschwindigkeiten noch wachsende
Verdoppelungszeiten in den bisherigen statistischen Daten beobachtet. (vgl.
[13])
5.1.5 Logarithmusfunktion
Die letzte unbeschränkte Funktion, die wir als Modellfunktion untersuchen,
ist die Logarithmusfunktion mit w(t) = a · ln(t + b). Zu Beginn werden die
erste und die zweite Ableitung gebildet
w˙(t) =
a
t+ b
w¨(t) =
−a
(t+ b)2
;
die Wachstumsgeschwindigkeit w˙(t) ist monoton abnehmend. Für denWachs-
tumssatz s(t) folgt
s(t) =
a
t+b
a · ln(t+ b) =
1
(t+ b) · ln(t+ b)
und er strebt für wachsende t sehr schnell gegen Null. Die Verdoppelungszeit
tv ergibt sich durch
w(t+ tv) = 2w(t)
a · ln((t+ tv) + b) = 2 · a · ln(t+ b)
ln((t+ tv) + b) = ln(t+ b)
2
t+ tv + b = (t+ b)
2
tv = t
2 + 2bt+ b2 − t− b = t2 + (2b− 1)t− b+ b2,
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dass sie quadratisch mit der Zeit wächst und erreicht ihren minimalen Wert
für tv = 12 − b. Die Logarithmusfunktion ist aus demselben Argument wie die
Potenzfunktion nicht für eine Modellfunktion geeignet. (vgl. [13])
5.1.6 Lineare Approximaton der Wachstumsrate
Bisher haben wir noch keine geeignete unbeschränkte Funktion gefunden,
die die Dynamik der Weltbevölkerung auf lange Sicht hin gut modelliert.
Um eine bessere Annäherung an das Wachstum zu ﬁnden, nehmen wir an,
dass die Wachstumsrate nicht wie etwa bei der Exponentialfunktion konstant,
sondern von der Zeit abhängig ist und deﬁnieren sie durch α(t). Wir gehen
nun also von folgender Diﬀerentialgleichung aus:
w˙(t) = α(t) · w(t). (5.2)
Um die Diﬀerentialgleichung zu lösen, wenden wir die Methode der Trennung
der Variablen an. Dazu formen wir die Diﬀerentialgleichung um und erhalten
dann
α(t) =
w˙(t)
w(t)
, (5.3)
wobei wir w˙(t) schreiben können als dw
dt
. Somit ergibt sich
α(t)dt =
dw
w(t)
. (5.4)
Integrieren wir nun beide Seiten der Gleichung 5.4, dann erhalten wir, bezo-
gen auf einen Referenzzeitpunkt t0 und eine Anfangsbedingung w(t0) = w0,
folgende Lösung
β(t) :=
∫ t
t0
α(s)ds = lnw(t)− lnw0; (5.5)
nach einigen Umformungen kommen wir zur eindeutig bestimmten Lösung
der Diﬀerentialgleichhung 5.2 mit Anfangsbedingung w(t0) = w0
lnw(t) = β(t) + lnw0
w(t) = eβ(t)+lnw0
w(t) = w0 · eβ(t).
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Der Sonderfall α(t) = α, also eine konstante Wachstumsrate, führt mit
β(t) = α·(t−t0) zum exponentiellen Wachstumsmodell mit w(t) = w0eα(t−t0).
Ist man nun an der tatsächlichen Entwicklung der Wachstumsrate interes-
siert, dann erkennt man, dass β(t) bis auf eine additive Konstante mit lnw(t)
übereinstimmt. Auch für α(t) können Näherungen bestimmt werden und zwar
so, dass in Gleichung 5.3 der Diﬀerentialquotient durch den Diﬀerenzenquo-
tienten ersetzt wird. Somit ergibt sich
α
(
ti + ti+1
2
)
≈ lnw(ti+1)− lnw(ti)
ti+1 − ti .
Diese Formel erhält man ebenso, indem man in jedem Intervall (ti, ti+1) die
Wachstumsrate α(t) = αi als konstant festsetzt, sodass
w(ti+1) = w(ti)e
αi(ti+1−ti)
gilt bzw. folgt dann für t ∈ (ti, ti+1)
α(t) = αi =
lnw(ti+1)− lnw(ti)
ti+1 − ti .
Da in unserem Fall angenommen wird, dass die Wachstumsrate α(t) nicht
konstant ist, werden nun für α(t) und β(t) andere Ansätze als den des ex-
ponentiellen Wachstums gemacht. Es soll α(t) soll eine lineare und β(t) eine
quadratische Funktion der Zeit sein. Diese Annahme ist zwar willkürlich und
nur damit zu rechtfertigen, dass sie die nächst einfache Annahme ist, nach-
dem das Modell des exponentiellen Wachstums verworfen wurde. Nun können
α(t) und β(t) durch zwei verschiedene Methoden berechnet werden. Einer-
seits kann α(t) aus den Daten und β(t) durch Integration von α(t) gewonnen
werden. Andereseits kann β(t) aus den Daten und α(t) durch Diﬀerentiation
von β(t) gewonnen werden. Diese zwei Möglichkeiten führen allerdings zu
unterschiedlichen Ergebnissen.
Verwendet man nun die erste genannte Option, dann sei α(t) = c + dt eine
lineare Funktion und mit Hilfe der Methode der kleinsten Quadrate, also der
Minimierung des Ausdrucks∑
i
(
α
(
ti + ti+1
2
)
− lnw(ti+1)− lnw(ti)
ti+1 − ti
)2
,
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kann man α(t) berechnen. Dann erhält man β(t), indem man
∫ t
t0
α(s)ds in-
tegriert.
Bei der zweiten Methode deﬁniert man β(t) = b+ct+dt2 als eine in t quadra-
tische Funktion und durch die Methode der kleinsten Quadrate, also durch
Minimierung des Ausdrucks∑
i
(
β(ti)− ln(w(ti)) + ln(w(t0))
)2
können α(t) und β(t) berechnet werden.
Setzt man in beide Modelle Zahlenwerte ein, dann erkennt man, dass
die Ergebnisse leicht voneinander abweichen. Trotzdem erreicht man mit den
zwei Methoden eine bessere Approximation des Wachstums der Weltbevöl-
kerung als durch ein Modell mit einer konstanten Wachstumsrate. Die histo-
rische Entwicklung der Weltbevölkerung lässt sich somit durch
w(t) = w(t0)e
at2+bt+c
sehr gut beschreiben und kann leicht durch Einsetzen der Weltbevölkerungs-
zahlen des US Census Bureau nachgeprüft werden. Wir haben allerdings da-
durch nur ein deskriptives Modell erstellt. Durch diese gefundene Funktion
wurde die historische Entwicklung der Weltbevölkerung mit Hilfe von drei
Parametern zufriedenstellend beschrieben, aber keine Aussagen darüber ge-
troﬀen, wie es zu diesen Daten, also z.B. Bevölkerunszuwachs, kam. Fraglich
ist somit, ob aufbauend auf die historischen Zahlen eine richtige Prognose er-
stellt werden kann. Nichtsdestotrotz werden die meisten Prognosen auf Basis
eines deskriptiven Modells entwickelt. (vgl. [33])
5.2 Beschränktes Wachstum
Mit dem Titel The Limits to Growth, also die Grenzen des Wachstums,
wurde im Jahr 1972 eine Studie über die Weiterentwicklung der Bevölkerung
vom Club of Rome veröﬀentlicht. Dieser Bericht löste weltweit kontroversielle
Debatten aus und erstmals entstand ein öﬀentlicher Diskurs über die Zukunft
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der Menschen bzw. über die Begrenztheit des Planeten Erde. (vgl. [43])
Wie viel Platz ist auf unserer Erde? Dauerhaftes Bevölkerungswachstum
führt zu schwerwiegenden Problemen, denn auf unserem Planeten gibt es
begrenzte Land- und Wasservorkommen, endliche Rohstoﬀreserven, etc. Die
genaue Anzahl, wie viele Menschen tatsächlich gleichzeitig leben können, ist
nicht exakt bestimmbar; sicher ist allerdings, dass das Bevölkerungswachs-
tum nach oben hin limitiert ist. Mathematisch kann die Endlichkeit der Erde
so modelliert werden, dass ein limitierender Faktor K für die Bevölkerug
angenommen wird. Weiters ist die schrittweise Zunahme proportional zum
derzeitigen BestandN(t) und zum noch vorhandenen FreiraumK−N(t). Das
Wachstum der Bevölkerung wird rückläuﬁg sein, falls die Größe der Populati-
on N(t) über K hinaus geht; andererseits wächst sie, falls N(t) < K. Dieser
mathematische Sachverhalt wird mit dem Modell des logistischen Wachs-
tums beschrieben. 1837 wurde erstmals von dem belgischen Mathematiker
Pierre-François Verhulst die logistische Gleichung formuliert, die das Mo-
dell des exponentiellen und des begrenzten Wachstums verbindet. Von man-
chen wird diese Gleichung als Beginn der mathematischen Chaostheorie be-
zeichnet. (vgl. [1] und [13]) Das ist allerdings aus mehreren Gründen nicht
ganz richtig. Einerseits war nicht ein einzelnes Modell der Ausgangspunkt
für die Behandlung von Chaos, neben dem angesprochenen logistischen Mo-
dell spielten auch die (voneinander unabhängigen) Arbeiten von Fatou und
Julia über rationale Funktionen, sowie das von Lorenz behandelte meteo-
rologische Modell eine entscheidende Rolle. Andererseits waren solche Eﬀekte
bereits früher bekannt.
Die aus dem logistischen Wachstum resultierende Diﬀerenzengleichung lautet
Nt+1 = Nt + r ·Nt · (K −Nt).
Man betrachtet nun aber die logistische Diﬀerentialgleichung, denn diese lie-
fert im Gegensatz zur Diﬀerenzengleichung eine explizite Lösung, die in ein-
facher Form angegeben werden kann. Weiters lässt sich der Grenzwert für t
gegen +∞, unabhängig von der Anfangsbedingung, bestimmen und das ist
bei der Diﬀerenzengleichung nicht immer möglich. Für die logistische Diﬀe-
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rentialgleichung gilt dann
N˙(t) = r ·N(t) · (K −N(t)), (5.6)
mit r,K > 0 und konstant. Die Variable r beschreibt in dieser Gleichung
die Wachstumsrate und K entspricht der Kapazitätsgrenze. Die Diﬀerenti-
algleichung kann mit Hilfe der Methode der Trennung der Variablen gelöst
werden. Zuerst ersetzen wir N˙(t) durch dN
dt
und multiplizieren auf der linken
Seite N mit der Klammer:
dN
dt
= r · (NK −N2).
Im nächsten Schritt werden die Variablen getrennt und dazu dividieren wir
die linke Seite durch (NK − N2) und formal multiplizieren wir die rechte
Seite mit dt. Es folgt also
dN
(NK −N2) = rdt.
Weiters werden beide Seiten integriert∫
dN
(NK −N2) =
∫
rdt, (5.7)
wobei das Integral auf der linken Seite mittels Partialbruchzerlegung gelöst
werden muss. Die Nullstellen des Nenners lassen sich mit dem Produktnull-
satz leicht ablesen und es folgt für NK − N2 = N(K − N) = 0, dass die
Nullstellen N1 = 0 und N2 = K sind. Als Ansatz für die Partialbruchzerle-
gung erhält man folglich
1
NK −N2 =
A
N −K +
B
N
. (5.8)
Mulitpliziert man die Gleichung mit dem gemeinsamen Nenner N(K − N),
so ergibt sich daraus
1 = A · (−N) +B · (K −N) = −AN +BK −BN.
Die unbekannten Variablen A und B werden mittels Koeﬃzientenvergleich
ermittelt und folgendes Gleichungssystem lässt sich daher bilden
0 = −A−B (I)
1 = BK, (II)
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wobei man für A = − 1
K
und für B = 1
K
erhält. Setzt man die ermittel-
ten Koeﬃzienten in Gleichung 5.8 ein, dann lässt sich die Gleichung 5.7 so
darstellen ∫ − 1
K
N −KdN +
∫ 1
K
N
dN =
∫
rdt.
Bevor man integriert, hebt man auf der linken Seite noch den Faktor 1
K
heraus. Zu beachten ist, dass man die Integrationskonstante c˜ hinzufügt.
1
K
(∫ −1
N −KdN +
∫
1
N
dN
)
=
∫
rdt
1
K
(− ln |N −K|+ ln |N |) = rt+ c˜.
Die Gleichung kann mit dem Faktor K multipliziert werden und nach den
Rechenregeln des Logarithmus folgt dann
ln
∣∣∣∣ NN −K
∣∣∣∣ = Krt+Kc˜,
woraus sich zunächst ∣∣∣∣ NN −K
∣∣∣∣ = eKrt+Kc˜
ergibt, und man durch Setzen von c := eKc˜ sgn
(
N
N−K
)
die Gleichung
N
N −K = c · e
Krt
erhält. Mit Hilfe der Anfangsbedingung N(0) = N0 kann die Integrations-
konstante c berechnet werden und c ist dann
N0
N0 −K = c · e
0 = c.
Setzt man die ermittelte Konstante c ein, so erhält man
N
N −K = e
Krt · N0
N0 −K .
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Zu Beginn der Äquivalenzumformungen wird der linke Bruch durch den Fak-
tor N dividiert und die Gleichung mit dem neuen Nenner multipliziert:
N
N −K = e
Krt · N0
N0 −K
1
1− K
N
= eKrt · N0
N0 −K
1 = eKrt · N0
N0 −K ·
(
1− K
N
)
.
Im Folgenden werden die restlichen Umformungen notiert, ehe die exakte
Lösung der logistischen Diﬀerentialgleichung angegeben werden kann:
1 = eKrt · N0
N0 −K ·
(
1− K
N
)
1 =
eKrt ·N0
N0 −K −
eKrt ·KN0
N(N0 −K)
eKrt ·KN0
N(N0 −K) =
eKrtN0 −N0 +K
N0 −K
1
N
=
eKrtN0 −N0 +K
N0 −K ·
N0 −K
KN0eKrt
.
Um nun noch N explizit ausdrücken zu können, bildet man den Kehrwert
und wir erhalten die gesuchte Lösung der Diﬀerentialgleichung durch
N(t) =
KN0e
Krt
K −N0 +N0eKrt . (5.9)
Ist die Wachstumsrate r > 0, dann können wir drei mögliche Fälle für die
Gleichung 5.9 betrachten:
1. Fall: N > K, dN
dt
< 0:
Ist die Gesamtgröße der PopulationN größer als die mögliche Kapazität
K, dann minimiert sich ihre Größe.
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2. Fall: N = K, dN
dt
= 0:
Entspricht die Populationsgröße der Kapatzitätsgrenze, dann bleibt N
langfristig konstant.
3. Fall: N < K, dN
dt
> 0:
Ist die Gesamtgröße der Bevölkerung kleiner als die mögliche Kapazität,
dann wächst die Bevölkerung.
Der Grenzwert der Gleichung 5.9 lässt sich sehr einfach berechnen, indem
man zuerst die Gleichung ein wenig umformt und dann t gegen Unendlich
laufen lässt:
N(t) =
KN0e
Krt
K −N0 +N0eKrt =
KeKrt
K
N
− 1 + eKrt =
=
K
K
N
· e−Krt − e−Krt + 1 =
K
1 + K−N
N
· e−Krt .
Der Grenzwert der logistischen Funktion ist somit
lim
t→∞
N(t) = K,
d.h. die Population nähert sich ihrer Kapazitätsgrenze, wobei dies bereits
durch die obige Fallunterscheidung deutlich gemacht wurde.
Das Modell des logistischen Wachstums könnte nun noch nach den Merkma-
len für die demographische Deutung untersucht werden und man erkennt,
dass dadurch die Entwicklung der Bevölkerung recht gut beschrieben wer-
den könnte. Allerdings ist dieses Modell für Prognosen unbrauchbar, denn
die Parameter können willkürlich gewählt werden. Die Kapazitätsgrenze ist
etwa eine unbekannte Größe. (vgl. [2] und [13])
5.3 Klassische Modelle der Populationsdynamik
Ist man an einer zukünftigen Entwicklung der Bevölkerung interessiert, so
muss man die dynamische Entwicklung von Bevölkerungsstrukturen unter
der Einwirkung von Fertilität und Mortalität untersuchen. Bei realistischen
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Modellen der Bevölkerungsdynamik müsste auch der Einﬂuss der Migration
berücksichtigt werden, doch der wird in den klassischen Modellen der Popu-
lationsdynamik, also im Leslie und im LotkaModell vernachläsigt. Die
Theorie der stabilen Bevölkerung hat sich dennoch für viele demographische
Problemstellungen als sehr nützlich erwiesen. (vgl. [9])
Der Ergodensatz von Lotka über asymptotische Stabilität (ab 1911), auch
als 1. Fundamentalsatz der Populationsdynamik bezeichnet, gilt als zentrales
Ergebnis der beiden Modelle und der Satz lässt eine bemerkenswerte Verall-
gemeinerung auf zeitabhängige Vitalitätsraten zu.
Satz 1 (Ergodensatz von Lotka). Eine Bevölkerung, welche zeitlich kon-
stanten altersspeziﬁschen Sterblichkeits- und Fruchtbarkeitsverhältnissen px
bzw. mx unterworfen ist, nähert sich unter sehr allgemeinen, in der Praxis
stets erfüllten Bedingungen asymptotisch einem stabilen Altersaufbau u, der
nur von diesen Vitalitätsverhältnissen abhängig ist. Die stabile Bevölkerung
ist unabhängig vom ursprünglich vorherrschenden Altersaufbau n0.
Die Bedeutung der stabilen Bevölkerung liegt darin, dass sie die Struktur re-
präsentiert, die eine Bevölkerung schließlich erreichen würde, falls die gerade
beobachteten Vitalitätsraten fortwährend herrschen würden.
Wie im folgenden Modell noch genauer erklärt wird, wird durch u eine sta-
bile Altersverteilung festgelegt, wobei u ein Eigenvektor der LeslieMatrix
ist.
5.3.1 Das LeslieModell
Ab den späten 30-iger Jahren beschäftigte sich der Mathematiker Patrick H.
Leslie mit demographischen Themen. Er befasste sich mit Sterbetafeln und
den Altersstrukturen in der Bevölkerung. Dafür verwendete er Methoden der
Matrixalgebra und setzte somit die Arbeit von Lotka fort. Die nach ihm
benannte LeslieMatrix ist eines der bekanntesten mathematischen Modelle
zur Analyse des Bevölkerungswachstums. Die Bevölkerung wird in diesem
Modell in zwei oder mehrere gleich breite Altersklassen unterteilt. Will man
sich etwa den nächsten Generationenbestand ausrechnen, multipliziert man
die LeslieMatrix mit einem Vektor, der die Startpopulation beschreibt.
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Wir betrachten nun den weiblichen Teil der Bevölkerung, der in einjährige
Altersklassen x = (x, x+1) gegliedert ist. Die Altersvariable x läuft von 0 bis
w, wobei w das maximal erreichbare Alter darstellt und somit gibt es w + 1
Altersklassen. Die Zeitskala t nimmt die Werte t = 0, 1, 2, . . . an. Um die
Matrix aufstellen zu können, müssen über eine Population gewisse Informa-
tionen vorhanden sein. Es sei px die Wahrscheinlichkeit, dass eine x-jährige
Frau mindestens x + 1 Jahre alt wird. Weiters sei mx die durchschnittliche
Anzahl an Mädchen, welche von einer zur Zeit t a-jährigen Frau im Zeit-
raum (t, t+ 1) zur Welt gebracht werden und welche im Zeitpunkt t+ 1 noch
leben. Die Zählvariable nx,t bezeichnet die Zahl der Frauen zum Zeitpunkt t
in der Altersklasse x. Wir setzen qx = 1− px als den Anteil der im Zeitraum
(x, x + 1) Sterbenden fest. Die Sterberate qx und die Fruchtbarkeitsrate mx
werden also unabhängig von der Zeit t angenommen, die Altersabhängigkeit
ist allerdings zugelassen. Implizit wird vorausgesetzt, dass das Geburten- und
Sterblichkeitsgeschehen einer jeden Frau von übrigen Entwicklungen unbe-
einﬂusst verlaufen soll.
Es gelten nun aufgrund der gegebenen Deﬁnitionen folgende Beziehungen,
die die altersgegliederten Bestände einer geschlossenen Bevölkerung zu zwei
aufeinander folgenden Zeitpunkten verknüpfen:
n0,t+1 =
w∑
x=0
mx · nx,t
n1,t+1 = p0 · n0,t
n2,t+1 = p1 · n1,t
...
nw,t+1 = pw−1 · nw−1,t.
Sowohl mit Hilfe des LexisDiagramms als auch in Matrizenform können
diese linearen Beziehungen dargestellt werden.
Für die Matrizenschreibweise werden die Vitalitätsraten mx und px in eine
quadratische Matrix L der Ordnung w + 1, in der alle Elemente gleich Null
sind mit Ausnahme der ersten Zeile und der Subdiagonalen, geschrieben.
Zwischen 0 und 1 sollen die px liegen; über die Matrixelemente mx, die aus
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Abbildung 5.2: Beziehung im LexisDiagramm
der Sterbetafel entnommen sind, kann zunächst nur gesagt werden, dass sie
nicht negativ sein sollen.

n0,t+1
n1,t+1
n2,t+1
...
nw,t+1

=

m0 m1 m2 . . . mw−1 mw
p0 0 0 . . . 0 0
0 p1 0 . . .
... 0 p2 . . .
...
...
. . .
0 . . . pw−1 0

·

n0,t
n1,t
n2,t
...
nw,t

.
Weiters können die linearen Beziehungen in abgekürzter Schreibweise
durch
nt+1 = L · nt (5.10)
dargestellt werden. Durch wiederholte Anwendung von (5.10) ergibt sich
nt = L
t · n0. (5.11)
Die Entwicklung einer Population wird durch die Gleichung 5.10 beschrie-
ben, insbesondere das Fertilitäts- und Mortalitätsverhältnis durch die Les-
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lieMatrix L. Wächst bzw. schrumpft eine Bevölkerung mit einem konstan-
ten Faktor von einem Zeitpunkt zum darauﬀolgenden und ändert sich der
Anteil der einzelnen Altersklassen an der Gesamtbevölkerung nicht, dann
wird eine Bevölkerung als stabil bezeichnet. (Wachstum kann hier auch ne-
gativ sein, die Bevölkerung schrumpft also.) Liegt eine stabile Bevölkerung
vor, dann gilt eben die Gleichung 5.10 auch nt+1 = λ1nt, wobei λ1 der kon-
stante Faktor ist. Die Multiplikation mit der Matrix L hat den gleichen Eﬀekt
wie die Mulitplikation mit λ1. Der Bestandsvektor nt+1 muss ein Eigenvektor
der Matrix L sein und λ1 der dazugehörige Eigenwert, damit eine Bevölke-
rung stabil wächst.
Um die Dynamik einer Population bestimmen zu können, betrachtet man
also die Eigenvektoren und zugehörigen Eigenwerte der LeslieMatrix. Das
Langzeit-Wachstumsverhalten sowie die, in der Regel stabile, Altersvertei-
lung ergeben sich aus dem komplexen Betrag des größten Eigenwertes bzw.
als dessen Eigenvektor. Um das Eigenwertproblem lösen zu können, brauchen
wir einige Resultate aus der Matrizentheorie.
Zuerst wird die LeslieMatrix L durch eine Aufspaltung nach der (b+1)-
ten Zeile und Spalte in vier Submatrizen zerlegt in
L =
[
A 0
B C
]
,
wobei A, B, C folgende Gestalt haben
A =

m0 m1 . . . mb
p0 0 . . . 0
0 p1
. . . 0
0 pb−1

,B =

0 . . . 0 pb
0 . . . 0
...
...
0 . . . 0

,C =

0 . . . 0 0
pb+1 0 . . . 0
0 pb+2
...
...
. . .
0 pw−1 0

.
Die MatrixA hat Dimension (b+1)×(b+1), die Matrix B hat (w−b)×(b+1)
und die Matrix C (w − b) × (w − b). Weiters ist 0 eine Nullmatrix mit
Dimension (b+ 1)× (w − b).
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Deﬁnition 1 (nichtnegativ). Eine Matrix A heißt nichtnegativ bzw. postiv,
wenn alle Einträge nichtnegativ bzw. postiv sind.
Deﬁnition 2 (positiv regulär). Eine quadratische, nichtnegative Matrix A
heißt positiv regulär, falls eine positive natürliche Zahl N existisiert, sodass
AN positiv ist.
Positiv reguläre Matrizen sind jene nichtnegativen unzerlegbaren Matri-
zen, die zusätzliche Eigenschaften der Primitivität besitzen. Für solche Ma-
trizen gilt der folgende Satz von Frobenius, der allerdings hier nicht bewiesen
wird und weiters werden die Begriﬀe der Zerlegbarkeit und der Primitivität
einer Matrix nicht näher erläutert.
Satz 2 (Frobenius). Eine positiv reguläre Matrix A besitzt einen positiven
Eigenwert λ1 von der algebraischen Vielfachheit Eins, der dem Absolutbetrag
nach jeden andern Eigenwert echt übertriﬀt. Einen Eigenwert mit diesen Ei-
genschaften wollen wir dominant nennen. Die zu λ1 gehörigen rechten und
linken Eigenvektoren besitzen ausschließlich postive Komponenten.
Ferner gilt für beliebige quadratische Matrizen mit einem dominanten
Eigenwert der folgende Satz.
Satz 3 (Pollard). Es sei L eine quadratische Matrix mit der Ordnung
w + 1 und einem dominaten Eigenwert λ1. Die durch λ1 bekanntlich nur bis
auf skalare Vielfache bestimmten rechten und linken Eigenvektoren u und v'
können normiert werden, wenn man für ihr Skalarprodukt
v'u = 1
fordert. (Der Strich deutet die Transponierung zu einem Zeilenvektor an.)
Die Matrix uv' ist dann dadurch eindeutig bestimmt, und es gilt für große
Werte von t
L
t = λt1uv' + 0(t
w−1|λ2|t),
wobei λ2 jener Eigenwert von L ist, der nach λ1 den zweitgrößten Absolutbe-
trag besitzt.
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Unter gewissen, in der Praxis stets erfüllten, Voraussetzungen ist die lin-
ke obere Submatrix A positiv regulär. Eine hinreichende Bedingung für die
positive Regularität von A ist, dass mindestens zwei aufeinanderfolgende Al-
tersklassen positive Fruchtbarkeitsraten haben müssen. Da es sich hier um
ein demographisches Modell handelt, ist diese hinreichende Bedingung er-
füllt.
Nach dem Satz von Frobenius und aus den obigen Überlegungen folgt nun,
dass die linke obere Submatrix A der LeslieMatrix einen dominanten po-
sitiven Eigenwert λ1 besitzt. Die gesamte LeslieMatrix hat ebenfalls λ1 als
dominanten Eigenwert. Dies folgt aus folgenden Überlegungen: zum Berech-
nen möglicher weiterer Eigenwerte bildet man die charakteristische Gleichung
der LeslieMatrix mit
|L− λIw+1| =
∣∣∣∣∣A− λIb+1 0B C− λIw−b
∣∣∣∣∣ = 0.
Nach dem Laplace'schen Determinatensatz folgt dann
|A− λIb+1||C− λIw−b| = 0.
Wegen der speziellen Gestalt der Submatrix C gilt
|C− λIw−b| = (−λ)w−b
und die Matrix C besitzt nur den Eigenwert 0. Wir wissen bereits, dass λ1
dominanter Eigenwert der Submatrix A ist und somit folgt nun, dass λ1 auch
dominanter Eigenwert der ganzen LeslieMatrix ist.
Für die Ermittlung der Eigenvektoren der LeslieMatrix brauchen wir nun
den Satz von Pollard. Es seien u und v′ die normierten rechten und linken
Eigenvektoren mit v'u = 1. Aus dem Satz folgt dann
Lt = λt1uv' + 0(λ
t
1). (5.12)
Die zum dominanten Eigenwert λ1 gehörenden rechten und linken Eigenvek-
toren von A seien ub und v′b und es gilt v
′
bub = 1. Für den Rechtseigenvektor
ub gilt bzw. für den Linkseigenvektor v′b
Aub = λ1ub bzw. v
′
bA = λ1v
′
b.
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Weiters gilt
[v′b,0]
[
A 0
B C
]
= [v′bA,0] = λ1[v
′
b,0] (5.13)
und [
A 0
B C
][
ub
u∗
]
=
[
Aub
Bub + Cu
∗
]
= λ1
[
ub
u∗
]
, (5.14)
wobei u∗ = (λ1Iw−b − C)(−1)Bub ist. Folglich sind die Vektoren v′ = [v′b, 0]
und u = [ub,u∗] linker bzw. rechter Eigenvektor zum Eigenwert λ1 von L
mit der Eigenschaft
v'u = [v′b,0]
[
ub
u∗
]
= v′bub = 1.
Um die Eigenvektoren von der Submatrix A zu berechnen, setzt man die
Vektoren
ub = [u0, u1, . . . , ub], vb = [v0, v1, . . . , vb].
Sei u0 = 1 und wir erhalten durch Auﬂösen des Gleichungssystem 5.14
ui = P0iλ
−i
1 , i = 0, 1, 2, . . . , b, (5.15)
wobei die Überlebenswahrscheinlichkeit Pij deﬁniert ist durch
Pij =
{
1 für i = j∏j−1
k=i pk für i < j
(und Pi,i+1 = pi gilt). Da wir u0 = 1 gesetzt haben, folgt aus Gleichung 5.14
b∑
i=0
miui = λ1. (5.16)
Den rechten Eigenvektor vb kann man eindeutig bestimmen durch die Nor-
mierungsbedingung und die Wahl u0 = 1. Aus der Gleichung 5.13 folgt daher
vi =
∑b
j=imjuj
ui
∑b
j=o(j + 1)mjuj
, i = 0, 1, 2, . . . , b. (5.17)
Die Eigenvektoren von der LeslieMatrix müssen nun noch dimensions-
mäßig angepasst werden, wobei einige Rechnungen dahinterstecken, die hier
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allerdings nicht genauer ausgeführt werden. Der rechte Eigenvektor
u = {u0, u1, u2, . . . , uw} von L lautet dann
ui = P0iλ
−1
1 , i = 0, 1, . . . , w; (5.18)
für den linken Eigenvektor v gilt dann
vi =
 0 für i = b+ 1, b+ 2, . . . , w∑bj=imjuj
ui
∑b
j=o(j+1)mjuj
für 0 ≤ i ≤ b.
Somit haben wir den stabilen Bestandsvektor u und den stabilen Zu-
wachsfaktor λ1 in Abhängigkeit von der LeslieMatrix L ermittelt. Jede
LeslieMatrix L beschreibt also eine stabile Bevölkerungsstruktur und einen
Zuwachsfaktor. Die Bedeutung der stabilen Bevölkerung beruht auf Lotka
und dessen Satz, denn falls die in der LeslieMatrix L stehenden alters-
speziﬁschen Fertilitäts-und Mortalitätsraten unverändert bleiben, so ensteht
auf lange Sicht eine stabile Bevölkerung. Anders gesagt, der Bestandsvek-
tor nt wächst asymptotisch exponentiell mit dem Zuwachsfaktor λ1 und die
stabile Altersstruktur ist von der ursprünglichen Struktur unabhängig. Die-
se Struktur ist weiters durch den rechten Eigenvektor u der Matrix L, der
zum dominanten Eigenwert λ1 gehört, bestimmt. Die Ausgangsbevölkerung
n0 wirkt sich also nicht auf die Struktur aus, sondern nur auf die absoluten
Bestände. Formal lautet das Ergebnis von Lotka dann:
lim
t→∞
nt
λt1
= (v′n0)u.
Die im Kapitel 4.2 deﬁnierte natürliche Zuwachsrate r einer Bevölkerung wur-
de als Diﬀerenz zwischen Geburten- und Todesfällen im Zeitraum (t, t + 1)
bezogen auf den Durchschnittsbestand im selben Zeitraum festgesetzt. Sinn-
voll ist es nun, die Bevölkerungsveränderung zwischen zwei aufeinanderfol-
genden Zeitpunkten t und t + 1 auf den Ausgangsbestand zu beziehen, da
wir dann für das Leslie-Modell ebenfalls Aussagen treﬀen können. Sei nun
Nt der Bestand zum Zeitpunkt t, dann kann man die natürliche Zuwachsrate
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wie folgt deﬁnieren:
r =
natürlicher Zuwachs
Ausgangsbestand
=
Nt+1 −Nt
Nt
.
Der Unterschied zwischen den beiden eingeführten natürlichen Zuwachsraten
ist numerisch sehr gering und sie wird daher mit dem gleichen Buchstaben
eingeführt. Für das LeslieModell gilt dann
r =
∑w
x=0 nx,t+1 −
∑w
x=0 nx,t∑w
x=0 nx,t
=
(λ1 − 1)
∑w
x=0 nx,t∑w
x=0 nx,t
= λ1 − 1;
d.h. λ1 = r + 1.
Bei einer stationären Bevölkerung, also im Fall λ1 = 1, ist die Zuwachsrate
gleich Null. Ist der Eigenwert λ1 der LeslieMatrix L verschieden von 1,
dann wächst bzw. schrumpft die Bevölkerung mit dem Faktor λ1 > 1 bzw.
λ1 < 1. Die Zuwachsrate beträgt dann r = λ1 − 1 > 0 bzw. r = λ1 − 1 < 0.
Die absoluten Besetzungszahlen der einzelnen Altersklassen ändern sich hier
im Vergleich zum stationären Modell um den Faktor λ1. Interpretiert man die
Eigenvektoren von L, dann benötigt man einige Überlegungen von vorhin.
Wir wissen, dass L einen dominanten Eigenwert λ1 besitzt. Somit können
wir den Satz von Pollard anwenden und nach den Gleichungen 5.11 und
5.12 gilt
nt = L
tn0 = λ
t
1(uv
′)n0 + 0(λt1) =
= λt1(v'n0)u + 0(λ
t
1) =
= λt1
w∑
i=0
viNi,0u + 0(λ
t
1)
(5.19)
bzw.
lim
t→∞
nt
λt1
= (v'n0)u =
w∑
i=0
viNi,0u. (5.20)
In dieser Form ist durch den Spaltenvektor n0 = {Ni,0}wi=0 der altersgeglie-
derte Ausgangsbestand gegeben. Der Altersaufbau einer Bevölkerung strebt
nach (5.20) gegen ein konstantes Vielfaches des Eigenvektors u der Les-
lieMatrix L. Durch u ist somit die stabile Altersverteilung festgelegt. Aus
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Gleichung 5.19 folgt wegen u0 = 1
N0,t ≈ λt1
b∑
i=0
viNi,0. (5.21)
Durch diese Approximation sieht man, dass die Geburtenentwicklung und da-
mit das gesamte Bevölkerungswachstum im Wesentlichen als Produkt zweier
Eﬀekte aufgefasst werden kann. Der erste Faktor λt1 beschreibt den natürli-
chen exponentiellen Bevölkerungszuwachs, während sich im totalen reproduk-
tiven Wert v'n0 =
∑b
i=0 viNi,0 der Einﬂuss der ursprünglichen Bevölkerungs-
struktur niederschlägt. Durch diesenWert wird das Niveau des exponentiellen
Wachstums erst festgelegt. (vgl. [9] und [10])
5.3.2 Das LotkaVolterraModell
Stetige Modelle sind für analytische Zwecke brauchbarer und daher soll als
nächstes Modell das LotkaVolterraModell vorgestellt werden. Alfred
James Lotka (1880-1949), ein österreichisch-amerikanischer Demograph,
Chemiker und Versicherungsstatistiker wurde bekannt durch seine mathe-
matische Formulierung von Populationsdynamikgesetzen. Unabhängig von
seinen Ergebnissen stieß Vito Volterra (1860-1940), ein römischer Mathe-
matiker und Physiker, auf die selben Diﬀerentialgleichungen und formulierte
gleiche Gesetze der Populationsdynamik. Die von ihnen entdeckten Geset-
ze können in einer idealisierten Räuber-Beute-Beziehung, die anzahlmässige
Entwicklung der beiden Arten berechnen und voraussagen.
Bevor dieses Modell nun vorgestellt werden kann, wird ein theoretischer Über-
blick über Fixpunkte gegeben, denn diese spielen in dynamischen Systemen
eine wichtige Rolle. Besonders wenn man ein dynamisches System auf lange
Sicht betrachtet, weisen Fixpunkte ein besonderes Verhalten auf, das nun
zuerst geklärt werden soll, ehe die Stabilitätsanalyse dynamischer Systeme
konkret auf das LotkaVolterraModell angewendet wird.
In diskreten dynamischen Systemen wird die Existenz und die Eindeutig-
keit von Fixpunkten mit Hilfe des Banach'schen Fixpunktsatzes bewiesen.
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Bevor dieser Satz formuliert und bewiesen werden kann, werden einige wich-
tige Deﬁnitionen angeführt.
Deﬁnition 3 (Metrik). Sei M die Menge, M 6= ∅ und d : M ×M → R eine
Funktion. (M,d) heißt metrischer Raum, falls d folgende Eigenschaften für
alle x, y, z ∈M
1. d(x, y) ≥ 0 ∀x, y ∈M,
2. d(x, y) = 0 ⇔ x = y,
3. d(x, y) = d(y, x)∀x, y ∈M,
4. d(x, y) ≤ d(x, z) + d(z, y) ∀x, y, z ∈M
erfüllt. Die Funktion d wird Metrik auf M genannt.
Diese Deﬁnition ﬁndet man etwa in [37] S. 34, die nachstehende in [36] S.
227.
Deﬁnition 4 (Häufungspunkt). Sei (M,d) ein metrischer Raum und A ⊆M
eine Menge. Ein Punkt x ∈M heißt Häufungspunkt von A, falls in jeder Um-
gebung von x Punkte aus A liegen, die von x verschieden sind, also ∀ > 0
∃y ∈ A mit y 6= x und d(y, x) < .
Deﬁnition 5 (Fixpunkt). Sei T : M → M eine Funktion. Dann heißt x
Fixpunkt, falls T (x) = x gilt. Der Punkt x wird auf sich selbst abgebildet.
Die Deﬁnition eines Fixpunktes besagt also, dass sich der Wert von x
bei der Anwendung einer Funktion nicht ändert und weiters bleibt das dy-
namische System, falls man in diesem Fixpunkt gestartet ist, stets auf dem
Fixpunkt.
Deﬁnition 6 (Periodischer Punkt). Ein Punkt x ∈ X heißt periodischer
Punkt, falls es ein n ∈ N gibt mit T n(x) = x.
Die Deﬁnition eines periodischen Punktes kann bei [45] S. 211 nachgelesen
werden.
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Deﬁnition 7 (Periode). Die Periode von x wird durch das kleinste n mit
obiger Eigenschaft, also n = min
{
k ∈ N : T k(x) = x} beschrieben. Dabei
heißt x Punkt der Periode n. Ein Fixpunkt ist ein Punkt der Periode 1.
Deﬁnition 8 (LipschitzStetigkeit). Sei M ⊆ R eine nicht leere Menge und
T : M → R eine Funktion. Dann heißt T Lipschitzstetig auf M , falls eine
LipschitzKonstante K existiert (∃K ∈ R), sodass |T (x)− T (y)| ≤ K|x− y|
∀x, y ∈M .
Die folgende Deﬁnition der Kontraktion, etwa nach [37] S. 257, entspricht
der eben deﬁnierten Lipschitz-Stetigkeit, wobei für die Lipschitz-Konstante
K < 1 gilt.
Deﬁnition 9 (Kontraktion). Eine Abbildung einer Menge M in sich selbst,
T : M → M , heißt Kontraktion, falls es ein q < 1 gibt, sodass für alle
x, y ∈M gilt
d(T (x), T (y)) ≤ qd(x, y).
Die Menge M wird bei mehrfacher Anwendung der Kontraktion in sich kon-
trahiert.
Nach diesen zahlreichen Deﬁnitionen kann nun der Banach'sche Fix-
punktsatz formuliert und bewiesen werden. Dieser Satz ist nach dem polni-
schen Mathematiker Stefan Banach (1892-1945) benannt und gibt Auskunft
über die Existenz und Eindeutigkeit von Fixpunkten in diskreten Systemen.
Der nachfolgende Beweis ist ein Standardbeweis, den man zum Beispiel bei
Heuser (vgl. [16]) nachlesen kann. In diesem Beweis werden einige Behaup-
tungen aufgestellt, die anschließend bewiesen werden.
Satz 4 (Banach'scher Fixpunktsatz). Sei (M,d) ein vollständiger metrischer
Raum und T : M → M eine Kontraktion. Dann besitzt T einen eindeutig
bestimmten Fixpunkt x0. Weiters gilt für alle x ∈M , dass
lim
n→∞
T n(x) = x0
die Näherung an den Fixpunkt beschreibt. Zusätzlich gibt die Fehlerabschät-
zung
∀x ∈M ∀n ∈ N : d(T n(x), x0) ≤ q
n
1− qd(T (x), x)
die Entfernung vom Fixpunkt an.
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Beweis.
Behauptung: Falls es einen Fixpunkt gibt, ist dieser eindeutig bestimmt.
Beweis der Behauptung: Betrachte Fixpunkte x0 und y0. Wegen T (x0) = x0
und Ty0 = y0 ist
d(x0, y0) = d(T (x0), T (y0)) ≤ qd(x0, y0).
Da q < 1 ist, muss d(x0, y0) = 0 und daher x0 = y0 gelten. ♦
Behauptung: Für jedes x ∈M konvergiert die Folge (T n(x))n∈N.
Beweis der Behauptung: Sei  > 0. Dann gilt
∃N : ∀n ≥ N : q
n
1− qd(T (x), x) < . (5.22)
Seien n,m ≥ N . Ohne Beschränkung der Allgemeinheit können wir anneh-
men, dass n < m. Wir wenden die Dreiecksungleichung an und erhalten
daher
d(T n(x), Tm(x)) ≤ d(T n(x), T n+1(x)) + d(T n+1(x), T n+2(x))+
. . .+ d(Tm−1(x), Tm(x)).
(5.23)
Für den zweiten Summanden ergibt sich durch Anwenden der Kontraktions-
eigenschaft
d(T n+1(x), T n+2(x)) = d(T ◦ T n(x), T ◦ T n+1(x)) ≤ qd(T n(x), T n+1(x)),
für den dritten Summanden
d(T n+2(x), T n+3(x)) ≤ qd(T n+1(x), T n+2(x)) ≤ q2d(T n(x), T n+1(x))
usw. für den letzten Summanden
d(Tm−1(x), Tm(x)) ≤ qm−n−1d(T n(x), T n+1(x)).
Wir heben den Ausdruck d(T n(x), T n+1(x)) heraus und es ergibt sich daher
für die Gleichung 5.23
. . . ≤ d(T n(x), T n+1(x))(1 + q + q2 + q3 + . . .+ qm−n−1) = . . . .
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Der verbleibende Ausdruck ist eine endliche geometrische Reihe. Daher folgt
. . . = d(T n(x), T n+1(x))
1− qm−n
1− q ≤ d(T
n(x), T n+1(x))
1
1− q .
Weiters gilt
1
1− qd(T
n(x), T n+1(x)) ≤ 1
1− q qd(T
n−1(x), T n(x)) ≤
≤ 1
1− q q
2d(T n−2(x), T n−1(x)) ≤ . . . ≤ 1
1− q q
nd(T (x), x).
Laut Gleichung 5.22 gilt
qn
1− qd(T (x), x) < .
Somit ist (T nx) eine Cauchyfolge in M . Nachdem M vollständig ist, konver-
giert (T nx). ♦
Zusatz: Es gilt d(T n(x), limk→∞ T k(x)) ≤ qn1−qd(T (x), x).
Beweis des Zusatzes: Deﬁniere y := limn→∞ T n(x). Sei  > 0. Es gibt ein N
mit ∀k ≥ N : d(T k(x), y) < . Wähle k > max {N, n}. Es ist
d(T n(x), y) ≤ d(T n(x), T k(x)) + d(T k(x), y).
Weiters ist d(T n(x), T k(x)) ≤ qn
1−qd(T (x), x) und d(T
k(x), y) < . Somit folgt
d(T n(x), y) ≤ qn
1−qd(T (x), x). ♦
Behauptung: Es sei x ∈ M . Dann ist limn→∞ T nx ein Fixpunkt von T, also
gilt T (limn→∞ T nx) = limn→∞ T nx.
Beweis der Behauptung: Wir setzen y := limn→∞ T nx. Wähle ein beliebiges
 > 0. Wegen y := limn→∞ T nx gibt es ein N , sodass d(T nx, y) < 2 für alle
n ≥ N gilt. Fixiere ein n ≥ N . Dann ist auch n+ 1 ≥ N und es gilt
d(Ty, y) ≤ d(Ty, T n+1x) + d(T n+1x, y).
Da d(Ty, T n+1y) ≤ qd(y, T nx) < 
2
und d(T n+1x, y) < 
2
ist, ergibt sich
d(Ty, y) ≤ d(Ty, T n+1x) + d(T n+1x, y) < 2 
2
= .
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Weil  > 0 beliebig war, muss d(Ty, y) = 0 sein und somit Ty = y gelten. ♦
Es wurde also gezeigt, dass T n(x) konvergiert und x0 := limn→∞ T nx.
Weiters wurde gezeigt, dass x0 ein Fixpunkt ist. Da zu Beginn des Beweises
gezeigt wurde, dass der Fixpunkt eindeutig ist, ergibt sich, dass T n(x) für
alle x ∈M gegen x0 konvergiert. 
Der Banach'sche Fixpunktsatz sagt auch, dass x0 ein stabiler Fixpunkt
ist.
Sei nun T unsere Funktion, die wir nach Fixpunkten untersucht haben. In
einem weiteren Schritt kann die Stabilität der Fixpunkte analysiert werden.
Dazu brauchen wir erneut ein paar Deﬁnitionen.
Deﬁnition 10 (hyperbolisch). Sei x ein Punkt der Periode n. Wenn
|(T n)′(x)| 6= 1
ist, dann heißt der Punkt x hyperbolischer Punkt.
Deﬁnition 11 (Attraktor/Repellor). Der Punkt x wird anziehender peri-
odischer Punkt oder Attraktor genannt, falls x ein hyperbolischer Punkt der
Periode n ist und |(T n)′(x)| < 1. Der Punkt x wird abstoßender periodischer
Punkt oder Repellor genannt, falls x ein hyperbolischer Punkt der Periode n
ist und |(T n)′(x)| > 1.
Die obigen für eindimensionale dynamische Systeme gültigen Deﬁnitionen
ﬁndet man etwa in [7] S. 2426. Jetzt wollen wir uns ähnlichen Deﬁnitionen
für mehrdimensionale dynamische Systeme zuwenden. Man ﬁndet die nach-
stehende Deﬁnition in [35] S. 3,8.
Deﬁnition 12 (JacobiMatrix). Sei T : Rn → Rn diﬀerenzierbar. Dann ist
die JacobiMatrix J(x) an der Stelle x gegeben durch
J(x) =

∂T1
∂x1
(x) ∂T1
∂x2
(x) · · · ∂T1
∂xn
(x)
...
...
. . .
...
∂Tn
∂x1
(x) ∂Tn
∂x2
(x) · · · ∂Tn
∂xn
(x)
 .
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Man nennt einen Fixpunkt x hyperbolisch, falls alle Eigenwerte der Jacobi
Matrix an der Stelle x Betrag ungleich 1 haben. Die Stabilität von Fixpunkten
in diskreten Systemen kann etwa so nach [35] S. 10 klassiﬁziert werden.
Deﬁnition 13. Je nach Lage der Eigenwerte λj mit j ∈ {1, 2, 3, . . . , n} der
JacobiMatrix eines Fixpunktes einer diﬀerenzierbaren Abbildung
T : Rn → Rn können Fixpunkte wie folgt unterschieden werden.
• Der Fixpunkt ist stabil und wird Senke oder Attraktor genannt, wenn
für alle Eigenwerte |λj| < 1 gilt. In der Gauß'schen Zahlenebene be-
deutet das, dass alle Eigenwerte im Inneren des Einheitskreises liegen.
• Der Fixpunkt ist instabil und wird Quelle oder Repellor genannt, wenn
alle Eigenwerte außerhalb des Einheitskreises liegen, also |λj| > 1 für
alle Eigenwerte gilt.
• Ein Fixpunkt ist instabil und wird Sattelpunkt genannt, wenn mindes-
tens ein Eigenwert außerhalb und mindestens ein Eigenwert innerhalb
des Einheitskreises liegt. Es ist somit |λj| > 1 für j = 1, 2, . . . ,m < n
und |λk| < 1 für k = m+ 1, . . . , n.
• Falls für einen Eigenwert |λj| = 1 ist, dann kann mit dieser Linearisie-
rungsmethode keine Aussage getroﬀen werden.
Die bisherigen Deﬁnitionen gelten für diskrete dynamische Systeme, doch
wir sind auch an kontinuierlichen Systemen interessiert. Hat man etwa ein
nichtlineares Diﬀerentialgleichungssystem gegeben, so kann man Lösungswer-
te oft nur durch numerische Verfahren ermitteln, denn es gibt keine einfa-
chen Lösungsverfahren. Reicht es allerdings aus, das Lösungsverhalten des
Systems zu kennen, so kann dies anhand einer qualitativen Analyse erfolgen.
(vgl. [15]).
Deﬁnition 14 (Autonome Diﬀerentialgleichung). Eine Diﬀerentialgleichung
der Form x˙ = T (x), die nicht von t abhängt, wird autonome Diﬀerentialglei-
chung genannt.
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Diese Deﬁntion ﬁndet man in [45] S. 7, die nachstehende, die nur der
zweidimensionale Spezialfall der obigen Deﬁnition ist, in [3] S. 117f.
Deﬁnition 15. Seien x˙1 = T (x1, x2) und x˙2 = F (x1, x2) jeweils autonome
Diﬀerentialgleichungen. Dann wird
x˙1 = T (x1, x2)
x˙2 = F (x1, x2)
ein System autonomer Diﬀerentialgleichungen erster Ordnung genannt.
In kontinuierlichen Systemen werden Fixpunkte wie folgt deﬁniert. (vgl.
[45] S. 11)
Deﬁnition 16 (Fixpunkt). Ein Punkt x0 heißt Fixpunkt von x˙ = T (x), falls
T (x0) = 0 ist.
Proposition 1. Der Punkt x0 ist genau dann ein Fixpunkt von x˙ = T (x),
wenn x(t) = x0∀t eine Lösung von x˙ = T (x) ist.
Beweis.
(⇒) Man betrachte x(t) = x0. Dann gilt x˙(t) = 0 = T (x0) = T (x(t)).
(⇐) T (x0) = T (x(t)) = x˙(t) = 0. 
In der Literatur ﬁndet man für die Bezeichnung Fixpunkt x0 auch kriti-
scher Punkt, stationärer Punkt, singulärer Punkt, Ruhelage oder Gleichge-
wichtspunkt. Die Lösung x˙(t) = T (x) wird als stationäre Lösung bezeichnet.
Um Aussagen über die Stabilität von Fixpunkten zu machen, wendet man
die Theorie von linearen Gleichungen bei der Untersuchung von Systemen
nichtlinearer Diﬀerentialgleichungen an.
Deﬁnition 17 (Systemmatrix). Ein linearer Operator im n-dimensionalen
Raum Rn sei durch A : Rn → Rn gegeben, wobei A die Systemmatrix ge-
nannt wird. Dann wird durch die sogenannte Linearisierung x˙ = Ax ein
System von n linearen homogenen gewöhnlichen Diﬀerenzialgleichungen ers-
ter Ordnung mit konstanten Koeﬃzienten beschrieben.
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Diese Deﬁnition ist nach [3] S. 157f. und [12].
Die Diﬀerenzialgleichung x˙ = ax hat als Lösung x(t) = ceat. Grob gesagt
muss man also, um von der Diﬀerenzialgleichung zur Lösung zu gelangen, die
Exponentialfunktion anwenden.Es entspricht daher einem Eigenwert λ der
Matrix der Diﬀerenzialgleichung der Eigenwert eλ der Matrix der Lösung.
Wie wir oben im diskreten Fall besprochen haben, kommt es bei der Lösung
darauf an, ob der Betrag des Eigenwerts gleich 1, kleiner 1 oder größer 1.
Da |ea+bi| = |ea||ebi|, ea > 0 und |ebi| = 1 gelten, ist |ea+bi| = ea. Somit ist
für eine komplexe Zahl z die Eigenschaft |ez| < 1 genau dann gültig, wenn
Re(z) < 0, |ez| > 1 ist äquivalent zu Re(z) > 0 und |ez| = 1 ist äquivalent
zu Re(z) = 0. Das motiviert die folgende Deﬁnition, die auch bei [17] S. 66
nachzulesen ist.
Deﬁnition 18 (hyperbolisch). Ist der Realteil aller Eigenwerte einer Ma-
trix A ungleich Null, also liegt kein Eigenwert auf der imaginären Achse, so
wird die Matrix hyperbolisch genannt. Ein System von Diﬀerentialgleichun-
gen heißt genau dann hyperbolisch, wenn die Matrix A des linearisierten
Systems x˙ = Ax hyperbolisch ist.
Ist man am Verhalten in der Nähe eines Fixpunktes interessiert, dann
muss man die JacobiMatrix des Systems ermitteln. Das Lösungsverhalten
wird durch die Eigenwerte der entsprechenden JacobiMatrix am Fixpunkt
bestimmt.
Die Diﬀerentialgleichung x˙(t) = T (x(t)) lautet in Komponentenschreibweise
x˙1(t)
x˙2(t)
...
x˙n(t)
 =

T1(x1(t), x2(t), . . . , xn(t))
T2(x1(t), x2(t), . . . , xn(t))
...
Tn(x1(t), x2(t), . . . , xn(t))
 .
Es sei x0 ein Fixpunkt. Die JacobiMatrix von T an der Stelle x0 ist
J(x0) =

∂
∂x1
T1(x0)
∂
∂x2
T1(x0) · · · ∂∂xnT1(x0)
∂
∂x1
T2(x0)
∂
∂x2
T2(x0) · · · ∂∂xnT2(x0)
...
...
. . .
...
∂
∂x1
Tn(x0)
∂
∂x2
Tn(x0) · · · ∂∂xnTn(x0)
 .
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Durch die Diﬀerenzialgleichung x˙ = J(x0)x ist das linearisierte System bei x0
gegeben.
Als nächstes soll der Satz von Hartman und Grobman formuliert werden,
den ich nicht beweisen werde. Dieser Satz sagt im Wesentlichen aus, dass
sich die Lösungen der autonomen Diﬀerentialgleichungen in der Nähe des
Fixpunktes wie die des linearisierten Systems verhalten.
Satz 5 (Satz von Hartman und Grobman). Sei x˙ = T (x) ein autono-
mes System nichtlinearer Diﬀerentialgleichungen und x0 ein hyperbolischer
Fixpunkt von x˙ = T (x). Dann ist in einer Umgebung des Fixpunktes das
nichtlineare System x˙ = T (x) und seine Linearisierung x˙ = Ax lokal topo-
logisch konjugiert. Dies bedeutet, dass es lokal eine umkehrbare, eindeutige,
stetige Abbildung mit stetiger Inversen, also einen lokalen Homöomorphismus
gibt.
Qualitativ hängt das langfristige Verhalten der Lösungen eines autono-
men, homogenen linearen Systems x˙ = Ax vom Vorzeichen der Realteile der
relevanten Eigenwerte der Martrix A ab. Entsprechende Eigenräume ES und
EU können nach dem qualitativen Langzeitverhalten der in ihnen enthaltenen
Lösungen zusammengefasst werden. Folgender Satz kann daher, etwa nach
[12] S. 93, formuliert werden.
Satz 6 (Stabilitätskriterium). Es sei A eine relle n×n Matrix und x˙ = Ax.
Die Eigenwerte der Matrix A werden mit λj bezeichnet. Dann gibt es stabile
Unterräume ES und instabile Unterräume EU von Rn mit den Eigenschaften:
1. Für x0 ∈ ES\ {0} erfüllt die Lösung x von x˙ = Ax, x(0) = x0, dass
limt→+∞ x(t) = 0 und lim supt→−∞ |x(t)| = +∞ ist.
2. Für x0 ∈ EU\ {0} erfüllt die Lösung x von x˙ = Ax, x(0) = x0, dass
lim supt→+∞ |x(t)| = +∞ und limt→−∞ x(t) = 0 ist.
Die Dimension von ES ist die Anzahl (mit algebraischer Vielfachheit) der Ei-
genwerte mit negativem Realteil, also Re(λj) < 0. Das qualitative Verhalten
der in dem Unterraum ES enthaltenen Lösungen ist stabil. Im Unterraum
EU sind jene Lösungen enthalten, deren qualitatives Verhalten instabil ist.
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Die Dimension dieses Teilraums ist die Anzahl (mit algebraischer Vielfach-
heit) der Eigenwerte mit positivem Realteil Re(λj) > 0. Ist der Realteil genau
Null, so kann mit Hilfe dieses Satzes keine Aussage getroﬀen werden.
Nach [35] S. 45 können hyperbolische Fixpunkte dynamischer System wie
folgt klassiﬁziert werden. In Abbildung 5.3 werden hyperbolische Fixpunkte
graphisch dargestellt.
Abbildung 5.3: Hyperbolische Fixpunkte
Deﬁnition 19 (Attraktor/Repellor/Sattelpunkt). Sei x0 ein hyperbolischer
Fixpunkt eines dynamischen Systems.
• Sind die Realteile aller Eigenwerte negativ, so ist der Fixpunkt stabil
und wird Senke oder Attraktor genannt.
• Sind die Realteile aller Eigenwerte positiv, so ist der Fixpunkt instabil
und wird Quelle oder Repellor genannt.
• Hat ein Teil der Eigenwerte positive Realteile und ein Teil negative, so
ist der hyperbolische Fixpunkt instabil und wird Sattelpunkt genannt.
Bei dem Teil der Eigenwerte mit positiven Realteil herrscht Instabili-
tät. Die Phasenkurven werden vom Fixpunkt abgestoßen. Andererseits
herrscht bei dem Teil der Eigenwerte mit negativem Realteil Stabilität.
Die Phasenkurven werden vom Fixpunkt angezogen.
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Die soeben beschriebene Klassiﬁzierung zur Untersuchung der Stabili-
tät kann nicht angewendet werden, falls die Realteile der Eigenwerte Null
sind, denn dann handelt es sich um kein hyperbolisches System. Für diesen
Fall wird die LyapunovFunktion deﬁniert, etwa nach [15] S. 547. Diese
Funktion, die nach dem russischen Mathematiker Alexander M. Lyapunov
(1857-1918) benannt ist, dient dazu, die Stabilität eines Fixpunkts in einem
dynamischen System zu beschreiben.
Deﬁnition 20 (LyapunovFunktion). Sei x˙ = T (x) ein autonomes Sys-
tem und x0 sei ein Fixpunkt dieses Systems. Dann heißt eine Funktion L(x)
LyapunovFunktion, falls sie in einer oﬀenen Umgebung U von x0 folgende
Eigenschaften besitzt:
1. L ist stetig diﬀerenzierbar,
2. L verschwindet im Fixpunkt und ist außerhalb des Fixpunkts positiv
und
3.
∑n
j=1 Tj
∂L
∂xj
verschwindet im Fixpunkt und ist außerhalb des Fixpunkts
≤ 0.
Proposition 2. Sei x˙ = T (x) eine autonome Diﬀerentialgleichung, T stetig
diﬀerenzierbar. Falls L eine LyapunovFunktion ist und x eine Lösung von
x˙ = T (x), dann ist t 7−→ L(x(t)) monoton fallend.
Beweis.
Betrachte g(t) := L(x(t)). Dann ist wegen der (mehrdimensionalen) Ketten-
regel
g˙(t) =
n∑
j=1
∂L
∂xj
(x(t)) · x˙j(t) =
n∑
j=1
( ∂L
∂xj
· Tj
)
(x(t)) ≤ 0,
also ist g monoton fallend. 
Nach diesem theoretischen Exkurs können wir uns dem LotkaVolterra
Modell widmen, bei dem wir auf ein nichtlineares System stoßen. Dieses
Modell beschreibt die Wechselwirkung zweier Populationen, wobei die einen
Prädatoren (Räuber) R, die anderen Beutetiere B sind. Weiters wird davon
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ausgegangen, dass sich die Raubtiere ausschließlich von diesen Beutetieren
ernähren und dass diese Beutetiere nur von dieser einen Räuberspezies gefres-
sen werden. Die Größe der jeweiligen Populationen ist von der Zeit abhängig,
wodurch R(t) und B(t) folglich gilt.
Dieses einfache LotkaVolterraModell spiegelt die Wirklichkeit auf
Grund der Konstruktion dieses Modelles nur sehr vereinfacht wider. Es wer-
den unrealistische Annahmen getroﬀen, etwa dass die gesamte Nahrung der
Räuber die Beutepopulation ist oder dass die Beutepopulation unbeschränk-
te Nahrungsressourcen hat. Wären also keine Räuber vorhanden, so könnten
sich die Beutetiere ohne Hindernisse vermehren. Dies könnte man durch das
Modell des exponentiellen Wachstums beschreiben. Sei nun a die Reproduk-
tionsrate der Beutetiere. Dann kann man die Diﬀerentialgleichung
B˙ = aB
mit a > 0 aufstellen, wobei diese Gleichung die Geschwindigkeit der Vermeh-
rung beschreibt. Die Größe der Beutepopulation zu einem Zeitpunkt t lässt
sich dann durch B(t) = B0eat berechnen, falls die Räuberpopulation gleich
Null ist. Existieren allerdings Räuber, dann entspricht das Produkt RB der
Anzahl der Begegnungen zwischen den Räubern und den Beutetieren. Der
Bestand der Beutetiere nimmt dann in Abhängigkeit von der Anzahl der
Zusammentreﬀen ab und dies wird durch cBR mit c > 0 im Modell dar-
gestellt. Die neue Diﬀerenzialgleichung für die Beutepopulation, welche die
Änderungsrate der Anzahl der Beutetiere beschreibt, lautet somit
B˙ = aB − cBR.
Bei Abwesenheit der Beutetiere würde hingegen die Anzahl der Räuber ex-
ponentiell zurückgehen und daher lässt sich folgende Diﬀerentialgleichung
aufstellen
R˙ = −sR,
wobei s > 0 der Sterberate der Prädatorenpopulation entspricht. Für die
Größe der Population folgt dann R(t) = R0e−st und bei langfristiger Be-
trachtung stirbt diese Population aus. Können sich die Räuber ernähren,
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also falls Beutetiere existieren, dann nimmt die Population je nach Anzahl
der Zusammentreﬀen zu. Die Zuwachsrate der Räuber wird durch pBR mit
p > 0 beschrieben. Die neue Diﬀerentialgleichung, die die Geschwindigkeit
der Vermehrung beschreibt, lautet dann
R˙ = −sR + pBR.
(vgl. [1], [3], [12] und [17])
Sind die Größen der beiden Populationen R,B ≥ 0 und a, c, p, s > 0, so
lässt sich die Wechselwirkung zwischen diesen beiden Populationen durch
das RäuberBeuteModell in Form eines autonomen Systems von zwei nicht
linearen Diﬀerentialgleichungen erster Ordnung
B˙ =
∂B
∂t
= aB − cBR = B(a− cR)
R˙ =
∂R
∂t
= −sR + pBR = R(−s+ pB)
(5.24)
beschreiben. Dieses System von Diﬀerentialgleichungen ist nicht geschlossen
lösbar und daher wird eine qualitative Analyse durchgeführt. Um die Fix-
punkte des Diﬀerentialgleichungssystems berechnen zu können, werden B˙
und R˙ jeweils Null gesetzt. Wir erhalten folgendes Gleichungssystem
B(a− cR) = 0
R(−s+ pB) = 0
und lösen diese mit Fallunterscheidung. Wir bekommen zwei Fixpunkte, der
eine liegt im Ursprung mit (B,R)1 = (0, 0), der andere hat die Koordinaten
(B,R)2 = (
s
p
, a
c
). Wir sind nun an der Stabilität der Fixpunkte interessiert
und dazu brauchen wir das linearisierte System der Diﬀerenzialgleichungen.
Dies lautet
x˙ =
(
a− cR −cB
pR −s+ pB
)
x
Wir bilden nun die JacobiMatrix wie folgt
J(B,R) =
(
a− cR −cB
pR −s+ pB
)
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und setzen den ersten Fixpunkt (B,R)1 = (0, 0) in die JacobiMatrix ein.
Folglich erhalten wir
J(0, 0) =
(
a 0
0 −s
)
.
Die Eigenwerte können von dieser Matrix direkt abgelesen werden, da es
sich hier um eine Dreiecksmatrix handelt. Die Elemente der Hauptdiagonale
entsprechen den Eigenwerten, also sind die Eigenwerte λ1 = a und λ2 = −s.
Der Realteil von λ1 ist postiv, der von λ2 negativ. Nach dem Satz über das
Stabilitätskriterium gilt dimES = 1 und dimEU = 1. Somit ist der erste
Fixpunkt ein Sattelpunkt, der hyperbolisch instabil ist.
Als nächsten Schritt setzen wir den zweiten Fixpunkt (B,R)2 = ( sp ,
a
c
) in die
JacobiMatrix ein und erhalten
J(B,R) =
(
0 − cs
p
ap
c
0
)
.
Die Eigenwerte können hier nicht direkt abgelesen werden und wir müssen
zum Bestimmen der Eigenwerte das charakteristische Polynom Null setzen,
wobei wir dieses durch die Berechnung der Determinante |J − λI| erhalten.
Wir stoßen auf die quadratische Gleichung λ2 = −as und bekommen somit
rein imaginäre Eigenwerte λ1 = i
√
as und λ2 = −i
√
as. Über die Stabilität
dieses Fixpunktes kann nach den oben genannten Sätzen keine Aussage ge-
troﬀen werden.
Daher betrachten wir den Verlauf der Lösungskurven, wobei wir dazu eine
neue Deﬁntion, die man in [5] S. 194 ﬁndet, einführen.
Deﬁnition 21 (Phasenportrait). Sei x˙ = T (x) ein autonomes System von
zwei Diﬀerentialgleichungen erster Ordnung. Alle Lösungskurven im Phasen-
raum, die durch die Zuordnung t→ (x1(t), x2(t)) entstehen, werden Phasen-
portrait des Systems genannt. Die Phasenkurven heißen Trajektorien oder
Orbits.
Auskunft über den Verlauf der Lösungskurven geben vor allem Isoklinen,
also Kurven gleicher Steigung k = T (x) der Diﬀerentialgleichung x˙ = T (x).
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Die erste Isokline R = a
c
erhalten wir aus der Lösung von B˙ = aB−cBR = 0,
die zweite B = s
p
aus R˙ = −sR + pBR = 0. Der Schnittpunkt der beiden
Isoklinen entspricht genau dem zweiten Fixpunkt (B,R)2 = ( sp ,
a
c
). Wie die
Lösungskurven tatsächlich aussehen, kann jetzt noch nicht bestimmt wer-
den. Durch die berechneten Isoklinen wird der Deﬁnitionsbereich B,R ≥ 0
in vier Bereiche unterteilt, wie in Abbildung 5.4 gezeigt wird. Verfolgt man
Abbildung 5.4: Analyse der Lösungskurven im LotkaVolterraModell
den Verlauf der Pfeile, dann sieht man, wie sich die Beute- bzw. die Räu-
berpopulation entwickelt, also ob sie wächst, schrumpft oder konstant bleibt.
(vgl. [3], [15], [17] und [22])
Um den Verlauf der Trajektorien näher bestimmen zu können, wird die
LyapunovFunktion mit der Methode der Trennung der Variablen ermit-
telt. Sei L(B,R) die LyapunovFunktion, so gilt dann
L˙(B,R) =
∂L(B,R)
∂t
=
∂L(B,R)
∂B
∂B
∂t
+
∂L(B,R)
∂R
∂R
∂t
. (5.25)
Statt ∂B
∂t
und ∂R
∂t
kann man die Gleichungen von 5.24 einsetzen und erhält
L˙(B,R) =
∂L(B,R)
∂B
B(a− cR) + ∂L(B,R)
∂R
R(−s+ pB).
Wir setzen nun L˙ = 0, dann erkennt man, dass
∂L(B,R)
∂B
B
−s+ pB =
∂L(B,R)
∂R
R
−a+ cR
konstant ist. Setzt man diese Konstante gleich 1, so folgen die zwei Gleichun-
gen
∂L(B,R)
∂B
=
−s+ pB
B
=
−s
B
+ p = p− s
B
, (5.26)
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∂L(B,R)
∂R
=
−a+ cR
R
=
−a
R
+ c = c− a
R
. (5.27)
Setzt man die beiden Gleichungen 5.26 und 5.27 in die LyapunovFunktion
(5.25) ein, dann erhält man
L˙(B,R) =
(
p− s
B
)∂B
∂t
+
(
c− a
R
)∂R
∂t
=
= p
∂B
∂t
− s
B
∂B
∂t
+ c
∂R
∂t
− a
R
∂R
∂t
und integriert dann, so erhält man für die LyapunovFunktion
L(B,R) = pB − s lnB + cR− a lnR
mit B,R > 0. Um nun eine Aussage über den zweiten Fixpunkt zu treﬀen,
führen wir nun eine Deﬁnition für den Begriﬀ stabil ein, der von der bereits
eingeführten Bezeichnung abweicht, aber sehr gebräuchlich ist. Nachzulesen
etwa bei [15] S. 547.
Deﬁnition 22 (Lyapunov-stabil). Sei
x˙1 = T (x1, x2)
x˙2 = F (x1, x2)
ein autonomes System mit dem Fixpunkt x0. Man nennt den Fixpunkt x0
Lyapunov-stabil (d.h. eine Lösung, die nahe bei x0 startet, bewegt sich nicht
zu weit von x0 weg), falls es eine LyapunovFunktion L gibt. Der Fixpunkt
x0 heißt Lyapunov-asymptotisch stabil, falls es eine strikte Lyapunov
Funktion L gibt.
Nach dieser Deﬁnition ist also der Fixpunkt (B,R)2 = ( sp ,
a
c
) Lyapunov-
stabil.
Die Entwicklung der beiden Populationen kann nun noch graphisch in ei-
nem Phasen- und in einem Zeitdiagramm dargestellt werden. Die konstante
LyapunovFunktion
L(B,R) = pB − s lnB + cR− a lnR
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Abbildung 5.5: Phasendiagramm des LotkaVolterraModells, Quelle: [26]
beschreibt die Phasenkurven. Die Lösungskurven bewegen sich um den zwei-
ten Fixpunkt (B,R)2 = ( sp ,
a
c
), der somit die durchschnittliche Größe der bei-
den Populationen bestimmt wie in Abbildung 5.5 dargestellt ist. Unabhängig
von der Größe der Ausgangspopulation kommt es weder zum Aussterben
noch zu einem unbeschränkten Wachstum einer Spezies. Die beiden Popula-
tionen schwanken zyklisch und zeitlich versetzt.
Die beiden Populationen unterliegen periodischen Änderungen und es kommt
zu einer ungedämpften Schwingung, einer Oszillation. Im Zeitdiagramm 5.6
erkennt man die Entwicklung der Räuber bzw. der Beutetiere in Abhängig-
keit der Zeit t. (vgl. [17])
Abbildung 5.6: Zeitdiagramm des LotkaVolterraModells, Quelle: [26]
5.3. Klassische Modelle der Populationsdynamik 93
Dieses einfache LotkaVolterraModell kann durch das logistischeWachs-
tum erweitert werden, denn in dem beschriebenen Modell fehlen etwa Einﬂüs-
se von intraspeziﬁscher Konkurrenz. Im erweiterten Modell ist das Wachstum
innerhalb der beiden Populationen selbst nach oben begrenzt. Dieses Modell
spiegelt die Wirklichkeit besser wider. In dieser Arbeit wird es allerdings
nicht näher erläutert. Nachzulesen ist darüber etwas in [44] oder vielen an-
deren Werken.
6 Entwicklungstrends und
Aussichten für das 21.
Jahrhundert
Die Menschheit ist im letzten Jahrhundert so stark gewachsen wie noch nie in
der Geschichte. Die Einwohnerzahl hat sich zwischen 1900 und 2000 vervier-
facht und es gab deutlich mehr Geburten als Sterbefälle. Das 21. Jahrhundert
steht allerdings vor anderen Herausforderungen. Das Bevölkerungswachstum
verlangsamt sich wieder, doch die Menschen werden immer älter. Die Gesell-
schaft beﬁndet sich mitten in einem Veränderungsprozess. (vgl. [32])
Die Entwicklung der Bevölkerungsanzahl kann mit Hilfe von Modellrechnun-
gen abgeschätzt werden. Bevölkerungsvorausberechnungen sagen demnach
aus, wie sich der Bevölkerungsstand und die Struktur in Zukunft verändert.
Diese Berechnugen werden unter bestimmten Annahmen zur Geburtenhäu-
ﬁgkeit, zur Sterblichkeit und zum Wanderungsverhalten durchgeführt, wobei
die Entwicklungen nach Geschlecht und Alter unterteilt vorausberechnet wer-
den. Weitere Unterteilungen nach Familienstand, Staatsangehörigkeit oder
nach ethnischer Zugehörigkeit können ebenfalls getroﬀen werden. Ist man an
einer zukünftigen Entwicklung interessiert, so können nur wahrscheinliche
Aussagen getroﬀen werden, daher wird von Bevölkerungsprognosen gespro-
chen. Allerdings werden diese meist nur für eine Zeitspanne von 10-15 Jahren
erstellt, da mit zunehmender zeitlicher Distanz große Unsicherheiten auftre-
ten.
Ein mögliches Modell zur Bevölkerungsvorausberechnung ist die Kohorten-
Überlebensmethode, die auf einem Makromodell basiert. Bei Makromodellen
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wird der Bevölkerungsstand und die Struktur durch Anwendung von Über-
gangswahrscheinlichkeiten wie etwa altersspeziﬁsche Geburtenraten, Sterbe-
wahrscheinlichkeiten oder durch Vorgaben von absoluten Größen von Jahr zu
Jahr summarisch fortgeschrieben. Bei der Kohorten-Überlebensmethode oder
auch cohort survival method geht man von einzelnen Geburtenjahrgängen,
die Jahr für Jahr durch Anwendung der Überlebenswahrscheinlichkeit fort-
geschrieben und gleichzeitig nach Maßgabe altersspeziﬁscher Geburtenraten
um jeweils einen Jahrgang ergänzt werden, aus. Die früheste Formulierung
eines Projektionsmodells geht auf Sharpe und Lotka (1911) zurück. Als
Ergebnisse von Geburten frührerer Jahre von Frauen im Alter α bis β werden
die Geburten B(t) der Periode t interpretiert (z.B. 15-50 Jahre). Die Neuge-
borenen früherer Jahre B(t− a) haben die Wahrscheinlichkeit l(a), bis zum
nächsten Jahr zu überleben. Für diejenigen, die überleben, gilt, dass sie mit
Wahrscheinlichkeit m(a) · da im Zeitintervall a bis a+ da ein Kind zur Welt
bringen. Die Zahl der Geburten im Zeitpunkt t ergibt sich dann durch
B(t) =
∫ β
α
B(t− a) · l(a) ·m(a) · da.
Allgemein wird der Ausdruck l(a) ·m(a) als die Mutterschaftsfunktion oder
maternity function bezeichnet. Durch l(a) ·m(a) ist die Wahrscheinlichkeit
für ein neugeborenes Kind gegeben, ein weiteres Kind in der Alterszeitspanne
a+ da zu bekommen.
Das heute allgemein gebräuchliche Projektionsmodell wurde von Leslie in
den Jahren 1945 und 1948 entwickelt und wurde in Kapitel 5.3.1 bereits be-
schrieben. In diesem Modell überlebt die Bevölkerung entlang von Kohor-
tenlinien. Leslie als auch Lotka haben jeweils Modelle für ein Geschlecht
(Frauen) entwickelt und nach dem Alter gegliedert. Auch heute werden Vor-
ausberechnungen meist nur für Frauen durchgeführt und für die Männer dann
entsprechend einer relativ konstanten Sexualproportion geschätzt. Modelle
dieser Art werden in der Literatur als Modelle mit weiblicher Dominanz
bezeichnet. (vgl. [6])
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6.1 Das Modell der Statistik Austria
Um Bevölkerungsprognosen erstellen zu können, verwendet Statistik Aus-
tria genau die klassische Kohorten-Komponentenmethode, bei der die einzel-
nen Altersjahrgänge (Geburtskohorten) mit Hilfe der Komponenten Fertili-
tät (zur Ermittlung der künftigen Geburtsjahrgänge), Mortalität (Sterbefäl-
le) und Migration (Zu- und Abwanderung) in die Zukunft fortgeschrieben
werden. Die Prognoseannahmen werden in regelmäßigen Abständen, meist
alle drei Jahre, neu diskutiert und falls nötig revidiert. Dazwischen wird eine
Neudurchrechnung auf Basis der aktuellen Bevölkerungsentwicklung durchge-
führt. Der Bevölkerungsstand zum 1. Jänner eines Basisjahres (im aktuellen
Fall 1.1.2007), der nach einjährigem Alter (0 bis 99+ Jahre) und nach dem
Geschlecht gegliedert ist, ist Basis dieser Bevölkerungsprognose. Die Aus-
gangsbevölkerung wird dann pro Prognosejahr um ein Jahr gealtert. (vgl.
[39])
Die Bevölkerung eines bestimmten Altersjahres zum Ende eines bestimmten
Kalenderjahres lässt sich wie folgt errechnen
Ba,j = pa−1,j−1Ba−1,j−1 +
1
2
(1 + pa−1,j−1)Wa,j
mit Ba,j als männliche bzw. weibliche Bevölkerung mit vollendetem Lebensal-
ter a am 31.12. des Jahres j, mit pa,j als Überlebenswahrscheinlichkeit für die
männliche bzw. weibliche Bevölkerung vom Alter a bis a + 1 im Jahr j und
Wa,j geben die Wandernden (männlich bzw. weiblich) im Alter von a Jah-
ren im Jahr j an. Beschreibt man die Formel verbal, dann wird die jeweilige
Bevölkerung Ba−1,j−1 des Vorjahres mit der zutreﬀenden Überlebenswahr-
scheinlichkeit pa−1,j−1 des Vorjahres multipliziert und um den Wanderungs-
saldo erhöht bzw. reduziert. Bei den Wanderungen wird unterstellt, dass sie
sich gleichförmig auf das Kalenderjahr verteilen. Daher wird die Sterbewahr-
scheinlichkeit qa−1 des Altersjahrgangs a − 1 nur zur Hälfte in den Ansatz
gebracht und es ergibt sich die Überlebenswahrscheinlichkeit der Wanderer
1− qa−1,j−1
2
= 1− 1− pa−1,j−1
2
=
1
2
(1 + pa−1,j−1).
(vgl. [6]) Die jährlichen Geburtenzahlen werden mit altersspeziﬁschen Ferti-
litätsraten berechnet, die mit den entsprechenden Frauenzahlen im gebärfä-
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higen Alter verknüpft werden. Diese Raten werden entsprechend angepasst
bzw. verändert, um steigende bzw. sinkende Fertilitätsraten bzw. ein sich
veränderndes Fertilitätsalter zu berücksichtigen. Mit Hilfe von alters- und ge-
schlechtsspeziﬁschen Sterbewahrscheinlichkeiten werden die jährlichen Ster-
befälle subtrahiert. Diese Sterbewahrscheinlichkeiten leiten sich aus vorausge-
schätzten Sterbtafeln ab. Die dritte Komponente der Bevölkerungsprognose
sind die Zu- und Abwanderungen, bzw. bei einer regionalisierten Prognose
auch die Binnenwanderungsströme. Bei Wanderungsdaten ist es im Vergleich
zur Fertilität und Mortalität allerdings nicht möglich, Änderungsfaktoren ge-
genüber dem Ausgangsjahr anzuwenden. Abwanderungsströme werden wie
bei der Mortalität mit Hilfe von alters- und geschlechtsspeziﬁschen Raten
berechnet. Wird die Binnenwanderung berücksichtigt, dann werden alters-,
geschlechts- und richtungsspeziﬁsche Abwanderungsraten benötigt. Die inter-
nationale Zuwanderung wird in Form von nach Alter, Geschlecht und Region
diﬀerenzierten Absolutzahlen vorgegeben.
Die Zahl der Wandernden Wa,j (männlich und weiblich) in der l-ten Alters-
gruppe im Jahr j lässt sich durch die Matrix
Wl,j =
vl,k∑L
i=1 vi,k
Sj
berechnen, wobei vl,k der Anteil der Altersgruppe l am Gesamtsaldo im Ka-
lenderjahr k ist und Sj die Matrix mit den jährlichen Wanderungssalden
für das Simulationsjahr j darstellt. Ist man an der Zahl der Wandernden je
Altersjahrgang interessiert, dann erhält man diese durch
Wa,j =
Wl,j
al+1,k − al,k .
(vgl. [6] und [39])
Aus der in Abbildung 6.1 dargestellten aktuellen Prognose aus dem Jahr
2007 wird die Bevölkerungszahl Österreichs bis 2050 auf 9.5 Millionen Men-
schen ansteigen. Erstellt man ein geschlossenes Modell, also ohne Migration,
dann würde die Anzahl der Menschen auf 7.3 Millionen sinken. Bei verstärk-
ter Zuwanderung, steigender Fertilität und stark zunehmender Lebenserwar-
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Abbildung 6.1: Prognose für die Bevölkerung in Österreich
tung wächst die Population in Österreich bis ins Jahr 2050 auf 11.3 Millionen
an. Diese Annahme stellt ein Wachstumsszenario dar. (vgl. [39])
6.2 Entwicklungstrends
Was wird uns die Zukunft bringen? Wie viele Menschen werden wohl 2100
auf dem Planeten Erde leben? Wie viele haben überhaupt Platz? Gerhard
Heilig, UN-Bevölkerungsexperte sagte dazu in einem Interview: Wir gehen
davon aus, dass im Jahr 2100 zehn Milliarden Menschen auf der Welt leben
und die Zahl ab diesem Zeitpunkt leicht zurückgeht. Dieser voraussichtliche
Höhepunkt von zehn Milliarden Menschen setzt aber voraus, dass die Fertili-
tätsrate in Afrika und Asien dramatisch zurückgeht. Wenn die Geburtenraten
auf dem heutigen Level bleiben  wovon man nicht ausgehen kann , dann
haben wir im Jahr 2100 etwa 27 Milliarden Menschen. (siehe [31] S. 60)
In einigen Entwicklungsländern sinkt die Feritilitätsrate bereits, bei vielen
anderen Ländern der Dritten Welt ist allerdings dieser Trend noch nicht ab-
sehbar. Einerseits erklärt sich der Rückgang der Fertilität durch den sich
verbreitenden Zugang zur Bildung, der allmählich auch in den Entwicklungs-
ländern spürbar ist, andererseits durch die Theorie des demographischen
Übergangs. Im Iran sank etwa die Geburtenrate seit 1984 von sieben Kin-
dern pro Frau auf 1.9 Kinder im Jahr 2006. (vgl. [31])
Können überhaupt auf Grundlage der heute vorliegenden Daten und Erkennt-
nisse Aussagen über zukünftige Entwicklungen der Weltbevölkerung getroﬀen
werden? Wahrscheinlich bleiben in Europa und Nordamerika die Geburten-
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zahlen sehr niedrig, in den Entwicklungsländern wird sich das Bevölkerungs-
wachstum allerdings fortsetzen. Die Anzahl der Migranten wird weiterhin
steigen. Solange die wirtschaftliche Lage im eigenen Land katastrophal ist
bzw. bleibt und Industrieländer mit einem besseren Leben werben, wird
sich dieser Trend nicht ändern. Steigende Migration führt allerdings auch
dazu, dass über die Einwanderungspolitik in vielen Ländern debattiert wird.
Großer Unsicherheitsfaktor ist die Krankheit Aids, denn in der jüngeren Ge-
schichte konnte keine andere Krankheit die Bevölkerungsentwicklung so stark
beeinﬂussen bzw. gefährden. Können rechtzeitig geeignete Medikamente ge-
funden und Maßnahmen zur Bekämpfung dieser Epidemie getroﬀen werden?
(vgl. [14])
Die Frage nach der Begrenztheit der Erde bzw. wie sich die Population entwi-
ckelt, kann mit Hilfe der heutigen Ergebnisse aus der Demographie bzw. Be-
völkerungsstatistik nicht eindeutig beantwortet werden. Mögliche Prognosen
mit Unsicherheitsfaktoren können erstellt werden, doch Probleme wie Kli-
mawandel, Ressourcenknappheit, Umweltzerstörung, usw. werden wesentlich
größere Herausforderungen für die Menschheit in den kommenden Jahrzehn-
ten darstellen.
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Kurzzusammenfassung
Überbevölkerung, Bevölkerungsexplosion, Ressourcenknappheit, Klimawan-
del usw. sind Schlagwörter, die heute ständig in den Medien kursieren. Wie
sich die Anzahl der Bevölkerung in den nächsten Jahrzehnten wirklich ent-
wickeln wird, bleibt ungewiss.
Bereits im 17. Jahrhundert beschäftigten sich die ersten Wissenschaftler
mit den Veränderungen der Bevölkerung und bis heute wird an diesem The-
ma geforscht. In dieser Arbeit wird zuerst ein historischer Überblick über
die Anfänge der Bevölkerungslehre gegeben. Weiters werden die Grundzüge
der Bevölkerungsstruktur beschrieben und um das Bevölkerungswachstum
zu bestimmen, werden statistische Maßzahlen eingeführt. Der Schwerpunkt
der Arbeit basiert auf der Dynamik der Bevölkerung. Kann das Bevölke-
rungswachstum mit Hilfe von Funktionen bzw. von Modellen beschrieben
werden? Einige Funktionen werden daher nach bestimmten Kriterien ana-
lysiert und anschließend demographisch gedeutet. Ferner werden zwei sehr
bekannte Modelle, das LotkaVolterraModell und das LeslieModell
vorgestellt. Am Abschluss der Arbeit wird ein neueres Modell für Prognosen-
berechnung vorgestellt, das auch Migration berücksichtigt und sehr allgemein
werden Entwicklungstrends formuliert.
Ziel dieser Arbeit ist es, Begriﬀe wie Überbevölkerung, Bevölkerungsexplo-
sion, usw. in einen mathematischen Kontext zu stellen und in diesem zu
beantworten. Wie sich die Bevölkerung nun wirklich entwickelt, kann nicht
genau abgeschätzt werden. Weiters wird das Wachstum der Bevölkerung von
vielen äußeren Faktoren wie etwa Kriege, Krankheiten, Klimawandel, etc.
beeinﬂusst, sodass Entwicklungstrends ebenfalls sehr unsicher sind.
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Abstract
How many people can live on our planet? When do we reach overpopula-
tion? Climate change, depletability of resources, population boom, etc. are
just some words but the consequences of these terms are quite vague. In the
seventeenth century people already tried to understand demographic change
and did reserach on that topic. A historical review about the beginnings of
demography can be found about in this diploma thesis. Furthermore the ba-
sics of demographic structure are characterized and if you are interested in
population growth, you have to know something about important statistical
indexes. That's why many statistical numbers are deﬁned. The focus of the
diploma project is on functions and models and they are used to describe po-
pulation growth but can you describe population growth with functions? To
ﬁnd an answer, the functions are analysed and the results are interpreted de-
mographically. Moreover two classic models, the LotkaVolterramodel
and the Lesliemodel, are presented. Finally a new model which considers
migration is introduced and development trends are phrased.
The aim of this thesis is to express terms like overpopulation, population
boom and population growth in a mathematical way. Since future trends of
population growth are highly uncertain it is very diﬃcult to create prognoses.
Many other reasons like wars, climate change, diseases, etc. have also eﬀects
on population growth and development, so all statements are rather vague.
108
Lebenslauf
Persönliche Daten
Name: Alexandra Maria Keplinger
Geburtstdatum: 30.09.1988
Geburtsort: Linz
Staatsbürgerschaft: Österreich
Familienstand: ledig
Religion: römisch-katholisch
Eltern: OStR. Mag. Hermann und Claudia Keplinger
Geschwister: DI Dr. Christoph Keplinger
Ausbildung
1994 - 1995: Vorschule Wilhering
1995 - 1999: Volksschule Wilhering
1999 - 2007: Stiftsgymnasium Wilhering
WS 2007 - SS 2012: Studium Lehramt Mathematik und Ge-
schichte, Sozialkunde und Poltische Bildung,
Universität Wien
Berufserfahrung
SS 2011: Tutorin an der Fakultät für Mathematik der
Universität Wien
WS 2011: Tutorin an der Fakultät für Mathematik der
Universität Wien
Tutorin am Institut für Mathematik der Uni-
versität für Bodenkultur
SS 2012: Tutorin an der Fakultät für Mathematik der
Universität Wien
Tutorin am Institut für Geschichte der Uni-
versität Wien
