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Analyticity of the Dirichlet-to-Neumann semigroup
on continuous functions
A.F.M. ter Elst1 and E.M. Ouhabaz2
Abstract
Let Ω be a bounded open subset with C1+κ-boundary for some κ > 0.
Consider the Dirichlet-to-Neumann operator associated to the elliptic
operator −
∑
∂l(ckl ∂k) + V , where the ckl = clk are Ho¨lder contin-
uous and V ∈ L∞(Ω) are real valued. We prove that the Dirichlet-
to-Neumann operator generates a C0-semigroup on the space C(∂Ω)
which is in addition holomorphic with angle pi
2
. We also show that the
kernel of the semigroup has Poisson bounds on the complex right half-
plane. As a consequence we obtain an optimal holomorphic functional
calculus and maximal regularity on Lp(Γ) for all p ∈ (1,∞).
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1 Introduction
The Dirichlet-to-Neumann operator N is a self-adjoint operator in L2(Γ), where Γ is the
boundary of a bounded set Ω ⊂ Rd with Lipschitz boundary. It is defined with respect
to a symmetric differential operator on Ω. The Dirichlet-to-Neumann operator occurs in
inverse problems (the Caldero´n problem) and attracted recently a lot of analytic interest
[Esc], [Eng], [AM], [BE], [AE1], [GG], [EO1], [EO2] and the references therein. Under
some conditions on the boundary regularity of Ω and on the coefficients of the symmetric
differential operator on Ω it follows that the semigroup S generated by −N extends con-
sistently to a C0-semigroup on Lp for all p ∈ [1,∞). In this paper we show that if Ω is a
C1+κ-domain and if the coefficients of the symmetric differential operator on Ω are Ho¨lder
continuous, then the semigroup S leaves C(Γ) invariant and the restriction of S to C(Γ)
is a C0-semigroup on C(Γ). We prove in addition that this semigroup is holomorphic with
the optimal angle pi
2
.
For the precise statement of the theorem we need to introduce some notation. Let
Ω ⊂ Rd be a bounded open set with Lipschitz boundary. Write Γ = ∂Ω. Further, for all
k, l ∈ {1, . . . , d} let ckl: Ω → R be a bounded measurable function such that ckl = clk for
all k, l ∈ {1, . . . , d}. We assume ellipticity, that is there exists a µ > 0 such that
d∑
k,l=1
ckl(x) ξk ξl ≥ µ |ξ|
2
for all ξ ∈ Cd and x ∈ Ω. Let AD = −
∑d
k,l=1 ∂l(ckl ∂k) subject to Dirichlet boundary
conditions. Let V : Ω→ R be a bounded measurable function. We always assume that the
operator AD + V is invertible.
If u ∈ W 1,2(Ω) and ψ ∈ L2(Γ), then we say that u has weak conormal derivative ψ
if
d∑
k,l=1
∫
Ω
ckl (∂ku) ∂lv +
∫
Ω
V u v =
∫
Γ
ψTr v
for all v ∈ W 1,2(Ω). In that case we write ∂νu = ψ. Formally,
∂νu =
d∑
k,l=1
nl ckl ∂lu,
where (n1, . . . , nd) is the outer normal vector to Ω.
We define briefly the Dirichlet-to-Neumann operator NV . Let ϕ ∈ H
1/2(Γ). Since the
operator AD + V is invertible we can uniquely solve the Dirichlet problem
−
d∑
k,l=1
∂l
(
ckl∂k u
)
+ V u = 0 weakly on Ω,
Tr u = ϕ
with u ∈ W 1,2(Ω). If u has a weak conormal derivative, then ϕ ∈ D(NV ) and NVϕ = ∂νu.
The operator NV is a lower-bounded self-adjoint operator on L2(Γ). For more details see
2
[EO1] Section 2 or [EO2] Section 2. Let SV be the C0-semigroup on L2(Γ) generated by
−NV . Obviously the semigroup S
V is holomorphic on L2(Γ) with angle
pi
2
. Our contribution
in this paper is threefold.
1. We prove that SV extends consistently to a holomorphic C0-semigroup on Lp(Γ) with
angle pi
2
for all p ∈ [1,∞).
2. If p ∈ (1,∞) and λ > 0 is large enough, then NV + λ I has a bounded H∞(Σ(θ))-
functional calculus on Lp(Γ) for all θ ∈ (0,
pi
2
). Moreover, NV has maximal Lr-
regularity on Lp(Γ) for all r ∈ (1,∞).
3. The central point of this paper is to prove existence and holomorphy of the semigroup
on the space of continuous functions C(Γ).
The following is our main theorem.
Theorem 1.1. Adopt the above assumptions and definitions. Suppose that there exists a
κ > 0 such that Ω has a C1+κ-boundary. Further suppose that the ckl are Ho¨lder continuous.
Then SV leaves the space C(Γ) invariant. Moreover, (SVt |C(Γ))t>0 is a C0-semigroup on
C(Γ) which is holomorphic with angle pi
2
.
This theorem has been proved by Engel [Eng], Theorem 2.1 for the classical Dirichlet-
to-Neumann operator, that is if ckl = δkl and V = 0 and if Ω has a C
∞-boundary. In this
case, N is the perturbation of the square root of the Laplace–Beltrami operator on ∂Ω
by a pseudo-differential operator of order zero. Hence generation and analyticity of the
semigroup can be treated by perturbation arguments.
In case Ω has a C∞-boundary and both the coefficients ckl and potential V are C
∞-
functions, then Escher [Esc] states that (SVt |C(Γ))t>0 is a C0-semigroup on C(Γ) which
is holomorphic on a sector with some positive angle. Note, however, that a positivity
condition is missing in [Esc], see the discussion before Theorem 6.3 in [DGK].
If Ω is a ball in R2, one considers the Laplacian ckl = δkl and V is constant, with 0 6∈
σ(AD + V ), then Daners–Glu¨ck–Kennedy [DGK], Theorem 6.3, proved that (S
V
t |C(Γ))t>0
is a C0-semigroup on C(Γ). No holomorphy is proved there.
If Ω has a C1,1-boundary (in Rd), one considers again the Laplacian ckl = δkl and
V ∈ L∞(Ω,R), with 0 6∈ σ(AD + V ), then Arendt–ter Elst [AE3], Theorem 5.3(b) showed
that (SVt |C(Γ))t>0 is a C0-semigroup on C(Γ). No holomorphy is proved in that paper.
If the ckl are Lipschitz continuous, V ≥ 0 and Ω merely has a Lipschitz boundary, then
Arendt–ter Elst [AE3], Theorem 5.3(a) showed that SV leaves the space C(Γ) invariant
and that (SVt |C(Γ))t>0 is a C0-semigroup on C(Γ). Actually, V is allowed to be slightly
negative and the condition in Theorem 5.3(c) of that paper is that the operator AD + V is
positive. There is no holomorphy obtained for the semigroup in [AE3].
In this paper the condition on the boundary is stronger than in [AE3], Theorem 5.3(c),
since we require a C1+κ-boundary instead of a Lipschitz boundary. On the other hand,
the condition of the principal coefficients is weaker, that is Ho¨lder continuity instead of
Lipschitz continuity. Moreover, V is allowed to be (very) negative, we only require that V
3
is real measurable bounded and 0 6∈ σ(AD + V ). In addition we prove analyticity of the
semigroup with optimal angle equal to pi
2
.
Under the conditions of Theorem 1.1 the semigroup SV has a kernel satisfying Poisson
bounds for positive time, see [EO2], Theorem 1.1. We rely heavily on this result. In
Section 2 we state the Poisson bounds and use them to prove that the restriction of SV
to C(Γ) is a C0-semigroup. The fact that S
V leaves C(Γ) invariant follows from elliptic
regularity. In Section 3 we use iteration to deduce that the Poisson bounds extend to any
sector in the complex with angle strictly less than pi
2
. Then the analyticity on the open right
half-plane follows. Our approach gives that the semigroup SV extends consistently to a
holomorphic semigroup on Lp(Γ) with angle
pi
2
for all p ∈ [1,∞). We also take advantage of
the Poisson bounds in the complex half-plane to obtain a holomorphic functional calculus,
bounded imaginary powers and maximal regularity on Lp(Γ) for all p ∈ (1,∞).
2 C0-semigroup on C(Γ)
In this section we prove a part of the main theorem. It concerns the fact that the operator
−NV generates a strongly continuous semigroup on C(Γ). One of the main ingredients in
the proof is the following Poisson bound proved recently in [EO2]. The assumptions here
are the same as in Theorem 1.1.
Theorem 2.1. Suppose Ω ⊂ Rd is bounded connected with a C1+κ-boundary Γ for some
κ ∈ (0, 1). Suppose also each ckl = clk is real valued and Ho¨lder continuous on Ω. Let
V ∈ L∞(Ω,R) and suppose that 0 /∈ σ(AD+V ). Denote by NV the corresponding Dirichlet-
to-Neumann operator. Then the semigroup SV = (SVt )t≥0 generated by −NV on L2(Γ) has
a kernel KV and there exists a c > 0 such that
|KVt (w1, w2)| ≤
c (t ∧ 1)−(d−1) e−λ1t(
1 +
|w1 − w2|
t
)d
for all w1, w2 ∈ Γ and t > 0, where λ1 is the first eigenvalue of the operator NV .
It follows from the Poisson bounds that SV extends consistently to an exponentially
bounded semigroup on Lp(Γ) for all p ∈ [1,∞], which is a C0-semigroup if p ∈ [1,∞).
With abuse of notation we denote this semigroup on Lp(Γ) also by S
V .
The first, and essential part for the proof of the semigroup on C(Γ) is that the semigroup
SV leaves C(Γ) invariant.
Lemma 2.2. If t > 0, then SVt (L∞(Γ)) ⊂ C(Γ). In particular, S
V
t (C(Γ)) ⊂ C(Γ) for all
t > 0.
Proof. The operator NV is self-adjoint on L2(Γ) and has compact resolvent. Therefore
there exists an orthonormal basis (ϕn)n∈N of L2(Γ) such that ϕn is an eigenfunction of
NV with corresponding eigenvalue λn for all n ∈ N. Let n ∈ N. By the definition of N
4
there exists a function un ∈ W 1,2(Ω), harmonic in Ω and such that Tr un = ϕn. Clearly
ϕn ∈ L∞(Γ) and ∫
Ω
d∑
k,l=1
ckl(∂kun) ∂lv +
∫
Ω
V un v = λn
∫
Γ
ϕn Tr v
for every v ∈ W 1,2(Ω). Then from Theorem 3.14 ii) in [Nit] it follows that un is Ho¨lder
continuous on Ω. In particular, ϕn ∈ C(Γ) for every n ∈ N.
The heat kernel KV of N can be written as
KVt (w1, w2) =
∞∑
n=1
e−λntϕn(w1)ϕn(w2). (1)
For each t > 0, the sum converges uniformly in C(Γ)×C(Γ). In order to see this we argue
as in [AE2], Theorem 2.7. Since e−λn
t
3ϕn = S t
3
ϕn one obtain from the L2–L∞ estimate of
St (or from the Poisson bound) that
‖ϕn‖L∞(Γ) ≤ c e
δt t−(d−1)/2 eλn
t
3
for some constants c, δ > 0 independent of n and t. Therefore
∞∑
n=1
|e−λnt ϕn(w1)ϕn(w2)| ≤ c
2 e2δt t−(d−1)
∞∑
n=1
e−λn
t
3
for all ω1, ω2 ∈ Γ. The sum on the RHS is convergent since it coincides with the trace of
the operator S t
3
. Hence the sum on the RHS of (1) is uniformly convergent in Γ× Γ.
It follows now that KVt is continuous on Γ × Γ. Therefore S
V
t ϕ ∈ C(Γ) for every
ϕ ∈ L∞(Γ).
We may define T Vt to be the restriction of S
V
t to C(Γ) for all t > 0. The family
T V := (T Vt )t>0 is clearly a semigroup on C(Γ).
Proposition 2.3. The semigroup T V is strongly continuous on C(Γ).
Proof. First, we observe that by the Poisson bound of Theorem 2.1 there exists a constant
M > 0 such that
‖T Vt ‖C(Γ)→C(Γ) ≤M
for all t ∈ (0, 1]. Hence in order to prove strong continuity it is enough to prove that
lim
t→0
T Vt (P|Γ) = P|Γ (2)
for every polynomial P , where the limit is taken in the C(Γ)-sense. We proceed in two
steps.
Assume first that V = 0 and set T = T 0. Since 1 ∈ D(N ) with N (1) = 0 it follows
that ∫
Γ
Kt(w1, w2) dw2 = 1
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for every t > 0 and w1 ∈ Γ. Therefore
(
Tt(P|Γ)− P|Γ
)
(w1) =
∫
Γ
Kt(w1, w2) (P (w2)− P (w1)) dw2.
Now we use the Poisson bound for t ∈ (0, 1] and obtain that there are constants c, c′, c′′ > 0
such that
|(Tt(P|Γ)− P|Γ)(w1)| ≤ c t
−(d−1)
∫
Γ
(
1 +
|w1 − w2|
t
)−d
|w1 − w2|
1
2 dw2
≤ c′ t
1
2 t−(d−1)
∫
Γ
(
1 +
|w1 − w2|
t
)−(d− 1
2
)
dw2
≤ c′′ t
1
2
uniformly for all w1 ∈ Γ and t ∈ (0, 1]. This shows (2) in the C(Γ)-sense.
For a general V ∈ L∞(Ω) we proceed by perturbation. It follows from [EO2], Corol-
lary 5.6 that
NV = N +Q = N + γ
∗
0MV γV ,
where γV is the harmonic lifting associated with −
∑d
k,l=1 ∂k(ckl ∂l)+V , γ0 is the harmonic
lifting associated with −
∑d
k,l=1 ∂k(ckl ∂l) and MV is the multiplication operator by V .
By [EO2], Proposition 5.5(d) the operator γV is bounded from C(Γ) to L∞(Ω) and a
combination of Lemma 5.4 and Propositions 4.3 and 5.3 shows that γ∗0 is bounded from
L∞(Ω) to C(Γ). Therefore the operator Q is bounded on C(Γ). Since the part of −N on
C(Γ) generates a C0-semigroup, the same result holds for the part of −NV by bounded
perturbation.
3 Holomorphy and Poisson bounds
We have proved in the previous section that the semigroup T V generated by the part
of −NV on C(Γ) is strongly continuous on C(Γ). Here we prove that this semigroup is
holomorphic with angle pi
2
.
Let us denote by Σ(θ) = {z ∈ C : z 6= 0 and | arg(z)| < θ} the open sector of the right
half-plane with angle θ ∈ (0, pi
2
). We start with proving Poisson bounds.
Lemma 3.1. Let z0 ∈ Σ(
pi
2d
) with |z0| = 1. Then the heat kernel of the semigroup (SVtz0)t>0
satisfies Poisson bounds.
Proof. First, let ε ∈ (0, 1
d
) be such that | arg z0| < ε. By the Poisson bound of Theorem 2.1
it follows from Proposition 3.3 in [DR] (see also Theorem 1 in [YZ]) that there exist c, δ > 0
such that the kernel KVz of S
V
z satisfies
|KVz (w1, w2)| ≤ c (1 ∧ Re z)
−(d−1) eδRe z
(
1 +
|w1 − w2|
|z|
)d(1−ε)
(3)
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for all z ∈ Σ(εpi
2
) and w1, w2 ∈ Γ. Note that d(1 − ε) > d − 1 and hence there exists a
c′ > 0 such that
max
(
sup
w2∈Γ
∫
Γ
|KVtz0(w1, w2)| dw1, sup
w1∈Γ
∫
Γ
|KVtz0(w1, w2)| dw2
)
≤ c′ etδRe z0
for all t > 0. Therefore
‖SVtz0‖p→p ≤ c
′ etδ Re z0
for all p ∈ [1,∞] and t > 0. Moreover, (3) implies that
‖T Vtz0‖1→∞ ≤ c (Re z0)
−(d−1) (1 ∧ t)−(d−1)etδRe z0
for all t > 0. Hence by interpolation, we obtain Lp–Lq estimates for all p, q ∈ [1,∞] with
p ≤ q.
Write Λ0 := z0NV . Then −Λ0 is the generator of the semigroup (SVtz0)t>0.
Secondly, for any Lipschitz function g on Γ, the commutator of Λ0 with Mg (the mul-
tiplication operator with g) satisfies
[Λ0,Mg] = z0 [NV ,Mg].
By [EO2], Theorem 7.3 there exists a c > 0 such that
‖[NV ,Mg]‖p→p ≤ cLipΓ(g)
for all g ∈ C0,1(Γ). Here LipΓ(g) := supw1,w2∈Γ,w1 6=w2
|g(w1)−g(w2)|
|w1−w2|
. Therefore
‖[Λ0,Mg]‖p→p ≤ cLipΓ(g)
for all g ∈ C0,1(Γ).
Thirdly, the Schwartz kernel of Λ0 is z0KNV , where KNV is the Schwartz kernel of NV .
It is proved in [EO2], Proposition 6.5 that there is a c > 0 such that
|KNV (w1, w2)| ≤
c
|w1 − w2|d
for all w1, w2 ∈ Γ. The same estimate is obviously satisfied by the Schwartz kernel of Λ0.
Combining these three observations we can repeat the arguments of [EO2], Section 8
and obtain a Poisson bound for the heat kernel associated with the operator Λ0.
The alluded Poisson bounds on the complex right half-plane are as follows.
Theorem 3.2. Suppose Ω ⊂ Rd is bounded connected with a C1+κ-boundary Γ for some
κ ∈ (0, 1). Suppose also that each ckl = clk is real valued and Ho¨lder continuous on Ω. Let
V ∈ L∞(Ω,R) and suppose that 0 /∈ σ(AD + V ). Let θ ∈ (0,
pi
2
). Then there exists a c > 0
such that
|KVz (w1, w2)| ≤
c (1 ∧ Re z)−(d−1) e−λ1 Re z(
1 +
|w1 − w2|
|z|
)d
for all z ∈ Σ(θ) and w1, w2 ∈ Γ, where λ1 is the first eigenvalue of the operator NV .
7
Proof. Define the sequence (θn)n∈N in (0,
pi
2
) by θ1 =
pi
2d
and θn+1 = θn +
1
d
(pi
2
− θn) for
all n ∈ N. We shall prove that for all n ∈ N and z0 ∈ Σ(θn) with |z0| = 1 the semigroup
(SVtz0)t>0 satisfies Poisson bounds. The proof is by induction.
The case n = 1 is proved in Lemma 3.1. Let n ∈ N and suppose that the semigroup
(SVtz0)t>0 satisfies Poisson bounds for all z0 ∈ Σ(θn) with |z0| = 1. Let z0 ∈ Σ(θn+1)
with |z0| = 1. There exist z1 ∈ Σ(θn) and z2 ∈ Σ(
1
d
(pi
2
− θn)) such that |z1| = |z2| = 1
and z0 = z1 z2. Then the C0-semigroup (S
V
tz1)t>0 satisfies Poisson bounds by the induction
hypothesis and it extends to a holomorphic semigroup on L2(Γ) with angle
pi
2
−θn. Arguing
as in the proof of Lemma 3.1, starting with the Poisson bounds for (SVtz1)t>0, it follows that
the semigroup (SVtz1z2)t>0 satisfies Poisson bounds. Then by induction the claim follows.
Clearly (θn)n∈N is an increasing sequence and its limit is
pi
2
. In particular there exists
an n ∈ N such that θ < θn. So we need to use the above induction step only a finite
number of times to cover Σ(θ). Therefore there exist c, δ > 0 such that
|KVz (w1, w2)| ≤
c (1 ∧ Re z)−(d−1) eδRe z(
1 +
|w1 − w2|
|z|
)d
for all z ∈ Σ(θ) and w1, w2 ∈ Γ. If t >
1
2
, then
‖SVt ‖2→∞ = ‖S
V
1
2
SV
t− 1
2
‖2→∞ ≤ ‖S
V
1
2
‖2→∞‖S
V
t− 1
2
‖2→2.
Hence there exists a c > 0 such that
‖SVt ‖2→∞ ≤ ce
−λ1t
for all t > 0. Consequently for all z = t+ is ∈ Σ(pi
2
) with t = Re z > 1 we obtain from the
identity SVz = S
V
t
2
SVis S
V
t
2
that
‖SVz ‖1→∞ ≤ ‖S
V
t
2
‖2→∞‖S
V
t
2
‖1→2‖S
V
is‖2→2 ≤ c
2 e−λ1 Re z.
This implies
|KVz (w1, w2)| ≤ c
2e−λ1 Re z
for all w1, w2 ∈ Γ. The desired estimate for Re z > 1 follows from this latter estimate since
(
1 +
|w1 − w2|
|z|
)d
is bounded uniformly in z and (w1, w2), since the set Γ is bounded.
Proposition 3.3. The semigroup T V is holomorphic on C(Γ) with angle pi
2
. For all p ∈
[1,∞) semigroup SV is holomorphic on Lp(Γ) with angle
pi
2
.
Proof. Let θ ∈ (0, pi
2
). By Theorem 3.2 there are c, δ > 0 such that ‖SVz ‖p→p ≤ c e
δRe z
for all p ∈ [1,∞] and z ∈ Σ(θ). Given z ∈ Σ(θ) we find a t > 0 small enough such that
z − t ∈ Σ(θ). By the semigroup property we can write SVz = S
V
t S
V
z−t. Then Lemma 2.2
gives SVz (L∞(Γ)) ⊂ C(Γ). The restriction T
V
z of S
V
z is a bounded operator on C(Γ).
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In order to see that z 7→ T Vz is holomorphic from Σ(θ) with values in L(C(Γ)) it is
enough to prove that z 7→ SVz is holomorphic from Σ(θ) with values in L(L∞(Γ)). This
follows from the holomorphy of the semigroup SV on L2(Γ) (recall that NV is a self-adjoint
operator) and [ABHN], Proposition A.3 by choosing there
N = {f ∈ L1(Γ) ∩ L2(Γ) : ‖f‖2 ≤ 1}.
Finally, the fact that z 7→ T Vz is strongly continuous on C(Γ) follows as at the end of
the proof of Theorem 2.4 in [Ouh]. The holomorphy of SV on Lp(Γ) follows then by duality
and interpolation, or, alternatively, by using [Kat] Theorem IX.1.23.
Proof of Theorem 1.1. This is a combination of Propositions 2.3 and 3.3.
As a corollary of Theorem 3.2 one obtains a holomorphic H∞-functional calculus on Lp
with optimal angle.
Corollary 3.4. Suppose Ω ⊂ Rd is bounded connected with a C1+κ-boundary Γ for some
κ ∈ (0, 1). Suppose also that each ckl = clk is real valued and Ho¨lder continuous on Ω. Let
V ∈ L∞(Ω,R) and suppose that 0 /∈ σ(AD + V ). Let λ > min σ(AD + V ) and θ ∈ (0,
pi
2
).
Then the operator NV + λ I has a bounded H∞(Σ(θ))-functional calculus on Lp(Γ) for all
p ∈ (1,∞).
Proof. This follows from Theorem 3.2 and [DR] Theorem 3.1.
Consequently, the operator NV + λ I has bounded imaginary powers.
Corollary 3.5. Adopt the notation and assumptions of Corollary 3.4. Let ν > 0 and
p ∈ (1,∞). Then there exists a c > 0 such that
‖(NV + λ I)
is‖Lp(Γ)→Lp(Γ) ≤ c e
ν|s|
for all s ∈ R.
An interesting application of the imaginary powers of the previous corollary is maximal
regularity for the parabolic problem

∂ϕ(t, ·)
∂t
+NVϕ(t, ·) = f(t) (t ∈ (0, τ ])
ϕ(0) = ϕ0
(4)
for any τ > 0 and ϕ0 ∈ (Lp(Γ), D(NV ))1− 1
p
,p, where (Lp(Γ), D(NV ))1− 1
p
,p is the real inter-
polation space.
Corollary 3.6. Adopt the notation and assumptions of Corollary 3.4. Then the operator
NV has maximal Lr-regularity on Lp(Γ) for all p, r ∈ (1,∞). More precisely, for every
p, r ∈ (1,∞) and τ > 0 there exists a c > 0 such that for all f ∈ Lr(0, τ, Lp(Γ)) and
ϕ0 ∈ (Lp(Γ), D(NV ))1− 1
p
,p there exists a unique solution ϕ to the problem (4) with ϕ ∈
W 1,r(0, τ, Lp(Γ)) ∩ Lr(0, τ, D(NV )) and
‖ϕ‖W 1,r(0,τ,Lp(Γ)) + ‖ϕ‖Lr(0,τ,D(NV )) ≤ c
(
‖ϕ0‖(Lp(Γ),D(NV ))
1−
1
p ,p
+ ‖f‖Lr(0,τ,Lp(Γ))
)
.
Proof. This is an application of the Dore–Venni theorem [DV] Theorem 3.3 and [Lun]
Proposition 1.2.10.
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