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Summary
Decision-making problems with complicated and/or partially unknown underlying
generative process and limited data has been quite pervasive in several research
areas including robotics, automatic control, operations research, artificial intelli-
gence, economics, medicine etc. In such areas, we can take great advantage from
algorithms that learn from data and aid decision making. Over years, Reinforce-
ment learning (RL) has been emerged as a general computational framework to
the goal-directed experience-based learning for sequential decision making under
uncertainty. However, with no task-specific knowledge, it often lacks efficiency in
terms of the number of required samples. This lack of sample efficiency makes RL
inapplicable to many real world problems. Thus, a central challenge in RL is how
to extract more information from available experience to facilitate fast learning
with little data.
The contribution of this dissertation are:
• Proposal of (online) sequential (or non-episodic) reinforcement learning frame-
work for modeling a variety of single agent problems and algorithms.
• Systematic treatment of model bias for sample efficiency by using Gaussian
processes for model learning and using the uncertainty information for long
term prediction in the planning algorithms.
• Empirical evaluation of the results for the swing-up control of simple pen-
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As a joint field of computational statistics and artificial intelligence, machine learn-
ing is concerned with the design and development of methods, algorithms and
techniques that allow computers to learn structure from data and extract relevant
information in automated fashion.
As a branch of machine learning, reinforcement learning (RL) is a computa-
tional approach to learning from interactions with the surrounding world. The
reinforcement learning problem is the challenge of AI in a microcosm; how can we
build an agent that can perceive, plan, learn and act in a complex world? The
task is that of an autonomous learning agent interacting with its world to achieve
a high level goal. Usually, there is no available sophisticated prior knowledge and
all required information has to be obtained through direct interaction with the
environment. It is based on the fundamental psychological idea that if an action
is followed by a satisfactory state of affairs, then the tendency to produce that
action is strengthened, i.e. reinforced.
Figure 1.1 shows a general framework which has emerged to solve this kind of
problems. An agent perceives sensory inputs, revealing information about the state
of the world and interacts with the environment by executing some action, which
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Figure 1.1: Reinforcement Learning (pictorial) setup
is followed by a receive of reward/penalty signal that provides partial feedback
about the quality of the chosen action. The agent’s experience consists of the
history of actions and perceived information gathered from its interaction with
the world. The agent’s objective in RL is to find a sequence of actions, a strategy,
that minimizes/maximizes an expected long-term cost/reward [Kaelbling et al.,
1996].
Reinforcement learning has been applied to a variety of diverse problems in-
cluding helicopters maneuvering [Abbeel et al., 2007], extreme car driving [Kolter
et al., 2010], drug treatment in a medical application [Ernst et al., 2006], truck-
load scheduling [Simao et al., 2009], playing games such as backgammon [Tesauro,
1994] or simulating agent based artificial markets [Lozano et al., 2007].
In automatic control, RL, in principle can solve nonlinear and stochastic opti-
mal control problems without requiring a model [Sutton et al., 1992]. RL is closely
related to the theory of classical optimal control as well as dynamic programming,
stochastic programming, simulation-optimization, stochastic search, and optimal
stopping [Powell, 2012]. In control literature, the world is generally represented
by the dynamic system, while the decision-making algorithm within the agent cor-
responds to the controller and the actions correspond to control signals. Optimal
control is also concerned with problem of sequential decision making to minimize
an expected long-term cost. But in optimal control, known dynamic system is
typically assumed. So, finding a good strategy essentially boils down to an opti-
mization problem [Bertsekas et al., 1995]. Since, the knowledge of the dynamic
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system is a requisite, it can be used for internal simulations without the need for
direct interaction with the environment. Unlike optimal control, RL does not re-
quire intricate prior understanding of the underlying dynamical system. Instead,
in order to gather information about the environment, the RL agent has to si-
multaneously learn the environment, along with the execution of the actions and
should improve upon its action as more information is revealed. One of the ma-
jor limitation of RL is its requirement of many interactions with the surrounding
world to find a good strategy, which might not be feasible for many real-world
applications.
One can increase the data efficiency in RL, either by embedding more task-
specific prior knowledge or by extracting more information from available data.
This task-specific knowledge is often very hard to provide. So, in this thesis, we
assume that any expert knowledge (e.g., in terms of expert demonstrations, real-
istic simulators, or explicit differential equations for the dynamics) is unavailable.
Instead, we would see how can we carefully extract more information from the
observed samples.
Generally, model-based methods, i.e. methods which learn an explicit dynamic
model of the environment are more promising to efficiently extract valuable in-
formation from available data [Atkeson and Santamaria, 1997] than model-free
methods, such as classical Q-learning or TD-learning [Sutton and Barto, 1998].
The main reason why model-based methods are not widely used in RL is that
they can suffer severely from model errors, i.e. they inherently assume that the
learned model resembles the real environment sufficiently accurately, which might
not be the case with little observed data.
The model of the world is often described by a transition function that maps
state-action pairs to successor states. However, if there are only few samples
available [Figure 1.2a], many transition functions can be used for its description
[Figure 1.2b]. If we only use a single function, given the collected experience
[Figure 1.2c] to learn a good strategy, we implicitly believe that this function
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describes the dynamics of the world sufficiently accurately. This is rather a strong
assumption since our decision on this function was based on little data and a
strategy based on a model that does not describe dynamically relevant regions of
the world sufficiently well can have disastrous effects in the world [Figure 1.2d]. We
would be more confident if we could select multiple plausible transition functions
[Figure 1.2e] and learn a strategy based on a weighted average [Figure 1.2f] over
these plausible models.
(a) Few observed samples
(b) Multiple plausible function approxi-
mators
(c) A single function approximator
(d) Single predicted value (might cause
model error)
(e) Multiple predicted values
(f) Distribution over all plausible func-
tions
Figure 1.2: Illustration of model bias problem
Gaussian processes (GPs) is a (non-parametric) Bayesian machine learning
technique which provides a tractable way for representing distribution over func-
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tions [Rasmussen, 2006]. By using a GP distribution on transition functions, we
can incorporate all plausible functions into the decision making process by averag-
ing according to the GP distribution. This allows us to reason about things we do
not know. Thus, GP’s provide a practical, probabilistic tool to reduce the problem
of model bias [Figure 1.2], which frequently occurs when deterministic models are
used [Schaal et al., 1997; Atkeson et al., 1997; Atkeson and Santamaria, 1997].
This thesis presents a principled and practical Bayesian framework for efficient
RL in continuous-valued domains by carefully modeling the collected experience.
We used Bayesian inference with GP’s to explicitly incorporate our model uncer-
tainty into long term planning and decision making and hence reduce the model
bias in a principled manner. Our framework assumes a fully observable world
and is applicable to sequential tasks with dynamic (non-stationary) environments.
Hence, our approach combines ideas from optimal control with the generality of
reinforcement learning and narrows the gap between planning, control and learn-
ing.
A logical extension of the proposed RL framework is to consider the case where
the world is no longer fully observable, that is, only noisy or partial measurements
of the state of the world are available. We do not fully address the extension of our
RL framework to partially observable Markov decision processes, but our proposed
algorithm works well with the noisy (Gaussian distributed) measurement.
1.2 Contributions
In this thesis, we have:
• Proposed an online model-based RL framework and algorithms for modeling
the sequential learning problems, where the model is explicitly learned by
direct interaction with the environment using Gaussian Processes, and for
each time step, the best action is computed by tree search in receding horizon
manner. Currently, our proposed algorithm can handle learning problem
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with continuous state space and discretized action space.
• Showed the success of the algorithm, to learn the swing-up control for simple
pendulum. Swing-up task is generally consider hard in the control literature
and requires a non-linear controller. Here, the continuous action space has
been discretized to appropriate values. We successfully solved the problem
and have compared our results.
• Demonstrated the efficacy of the algorithm on more complex domain for
medical application, by designing the structured treatment interruption (STI)
strategies for HIV infected patient, which finds suitable policy that main-
tains the lower viral load of the patient even without the continuous usage
of drug.
We propose the online extension of well-known PILCO[Deisenroth et al., 2013]
method to overcome its shortcoming to handle the sequential (non-episodic) do-
main tasks. Our algorithm is also well suited for dynamic environment, where the
parameters of system can slowly change over time. In our work, the controller di-
rectly interacts with the environment and continuously incorporate newly gained
experience, so it can adapt to these changes.
1.3 Organization
Based on well-established ideas from machine learning and Bayesian statistics,
this dissertation touches upon the problems of reinforcement learning, optimal
control, system identification, adaptive control, approximate Bayesian inference,
regression, and robust control.
The rest of the thesis is organized as follows:
• In Chapter 2, we have described the relevant background needed to under-
stand our proposed technique along with suitable related work.
• In Chapter 3, we explain the proposed framework, both conceptually and
mathematically, in detail, and have described two planners: one which takes
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the model uncertainty into long term planning and the other which do not.
• In Chapter 4, we have presented our results to learn the swing-up control for
simple pendulum and designing the STI strategies for HIV infected patient,
followed by the comparison between the proposed algorithms.
• In chapter 5, we provide the conclusion, research gaps and relevant directions




Background and related work
2.1 Background
We provide a brief overview and background on Gaussian processes and sequential
decision making under uncertainty, the two central elements of this thesis. For
more details on Gaussian Processes in the context of Machine Learning, we refer
the reader to [Rasmussen, 2006; Bishop et al., 2006; MacKay, 1998], while for more
information on sequential decision making, we refer to [Sutton and Barto, 1998;
Puterman, 2009; Bertsekas et al., 1995].
2.1.1 Gaussian Process 1
The Gaussian process (GP) is a simple, tractable and general class of probability
distributions on functions. The concept of GP is quite old and has been studied
over centuries under different names, for instance, the famous Wiener process, a
particular type of Gaussian process [Hitsuda et al., 1968] was discovered in 1920’s.
In this thesis, we will use the GP for more specific task of prediction. Here,
we consider the problem of regression, i.e. prediction of a continuous quantity,
dependent on a set of continuous inputs, from noisy measurements.
In a regression task, we have a data set D consisting of N input vectors
1This section has been largely shaped from [Snelson, 2007]
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x1, x2, ..., xN (each of dimensionm) and corresponding continuous outputs y1, y2, ..., yN .
The outputs are assumed to be noisily observed from the underlying functional
mapping f(x), i.e.,
yi = f(xi) + i (2.1)
where, i ∼ N (0, σ) is typically the zero-mean white noise. The objective of
the regression task is to estimate/learn this (true underlying) functional mapping,
f(x) from the observed data, D.
Regression problems frequently arise in the context of reinforcement learning,
system identification and control applications. For example, the transitions in a
dynamic system are typically described by a stochastic or deterministic function
f .
xt+1 = f(xt, ut) +N (0, σ) (2.2)
The estimate of the function f , is uncertain due to the presence of noise and
finite number of measurements yi. For this reason, we really do not want a sin-
gle estimate of f(x), but rather a probability distribution over likely functions. A
Gaussian process regression model is a fully probabilistic non-parametric Bayesian
model, which allows us to do this in tractable fashion. This is in direct contrast
to many other commonly used regression techniques (for example, support vec-
tor regression, artificial neural networks, etc.), which only provide a single best
estimate of f(x).
A Gaussian process defines a probability distribution on functions, p(f). This
can be used as a Bayesian prior for the regression, and Bayesian inference can be
used to define the posterior over functions after observing the data, given by,




A Gaussian process is a type of continuous stochastic process, defining a proba-
bility distribution over infinitely long vectors or functions. It can also be thought
of, a collection of random variables, any finite number of which have (consistent)
Gaussian distributions.
Suppose, we choose a particular finite subset of these random function vari-
ables f = f1, f2, ..., fN , with corresponding inputs X = x1, x2, ..., xN , where
f1 = f(x1), f2 = f(x2), ..., fN = f(xN). In a GP, any such set of random function
variables are multivariate Gaussian distributed,
p(f |X) = N (µ,K), (2.4)
where, N (µ,K) denotes a multivariate Gaussian distribution with mean vector,
µ and covariance matrix, K. These Gaussian distributions are consistent and






p(f1|f2) = p(f1, f2)
p(f2)
(2.6)
A Gaussian process is fully specified by a mean function m(x) and covariance
function k(x, x′):
f(x) ∼ GP (m(x), k(x, x′)) (2.7)
Covariance function
To specify a particular GP prior, we need to define the mean function m(x) and
covariance function k(x, x′) in the above equation. In this thesis, we will assume
the GP’s having zero mean priors. In practice, this is not restrictive and can be
easily generalized by subtracting out proper offsets before modeling for non-zero
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prior mean. However, it is worth noting that the posterior GP p(f |D) that arises
from the regression is not a zero mean process.
The covariance function is used to construct the covariance matrix K,
Kij = k(xi, xj) (2.8)
This function characterizes the correlations between different points in the process
by,
k(xi, xj) = E[f(xi)f(xj)], (2.9)
where, E denotes expectation. We can choose any form of covariance function,
as long as the produced covariance matrices are always symmetric and positive
semi-definite.
The particular choice of covariance function determines the properties of sam-
ple functions drawn from the GP prior (e.g. smoothness, length-scales, amplitude
etc). Therefore, it is an important part of GP modeling to select an appropriate
covariance function for a particular problem. For our purpose of applications, we
will be restricting ourselves to the squared exponential (SE) covariance functions.
(a) High lengthscale and amplitude (b) Low lengthscale and amplitude
Figure 2.1: GP function with SE covariance








The properties of sample functions are governed by the two hyper-parameters2,
σf and l . σf controls the typical amplitude and l controls the typical length-scale
of variation [Figure 2.1].
For ease of reference, we will gather all hyper-parameters of covariance function
collectively in the vector θ.
Gaussian process regression
In this thesis, our main task is to do Bayesian regression using GP’s. For this,
we use the GP to express our prior belief about the underlying function (which
we want to model from observed data). We define a noise model linking the
observed data to the function, and then regression can be done from the principles
of Bayesian inference.
We start with the zero mean GP prior on the function variables,
p(f) = N (0, K) (2.11)
We assume that the observed data y is generated with Gaussian white noise around
the underlying function f , and is given by,
y = f + 
E[, ′] = σ2δxx′
(2.12)
where σ2 is the variance of the noise, and δ is the Kronecker delta. Equivalently,
2a hyperparameter is a parameter of a prior distribution; the term is used to distinguish them
from parameters of the model for the underlying system under analysis
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the noise model, or likelihood can be written as,
p(y|f) = N (f, σ2I) (2.13)
where I is the identity matrix. Integrating over the unobserved function variables




= N (0, K + σ2I)
(2.14)
Hyperparameter learning
One of the major advantages of GP’s over other methods is the ability to select
hyper-parameters from the training data directly, rather than using schemes such
as cross-validation or hand-tuning3. Since GP is a full probabilistic model, there-
fore, we can infer these hyper-parameters from the data. Ideally, we would like to
place a prior and compute a Bayesian posterior p(θ|y) on hyper-parameters. How-
ever, in general, this is not analytically tractable. Instead, we can optimize the
marginal likelihood as an appropriate cost function and find the point estimates
of our hyper-parameters. More specifically, we minimize the negative log marginal
likelihood L with respect to the hyper-parameters θ (which also includes σ2 ) to
get the maximum likelihood hyper-parameter estimate,















3This might require a lot of expertise and knowledge about the problem at hand and is
generally very hard
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The minimization of the negative log marginal likelihood is a non-linear opti-
mization task. So, we cannot find the global minima tractably. However, gradients
are easily obtained and therefore, standard gradient optimizer can be used, such
as conjugate gradient techniques or quasi-Newton methods which often gives sat-
isfactory results. Alternatively, general gradient-free non-linear optimizers such as
Nelder-Mead Simplex method etc. can also be used.
Local minima can be a problem, particularly when there is a small amount
of data. In this situation, local minima can correspond to alternative credible
explanations for the data (such as low noise level and short length-scale vs. high
noise level and long length-scale). For this reason, it is often worth performing
several optimization from random starting points and analyzing the minima point.
Automatic relevance determination
One can make an anisotropic version of the SE covariance by allowing an inde-
pendent length-scale hyper-parameter, ld for each input dimension,











This covariance is said to implement automatic relevance determination [Neal,
1995], i.e. if a particular input dimension d has no relevance for the regression,
then the appropriate length-scale ld will increase to essentially filter that feature
out. This is because the evidence will suggest that the underlying function is very
slowly varying in the direction of that feature. This means that alternative adhoc
feature selection methods are not necessary.
We will use this ARD version of the SE covariance throughout the thesis to
illustrate our examples and in experiments.
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Prediction
The main focus of this thesis lies on how to use GP models for prediction. In the
following, we assume a GP posterior, i.e. we gathered training data and already
learned the hyper-parameters via negative log marginal likelihood minimization.
The posterior GP can be used to compute the posterior predictive distribution of
f(x∗) for any test input x∗. Here, we will discuss the predictions at deterministic
as well as random test inputs.
• At deterministic inputs : From the definition of the GP, the function
values for test inputs and training inputs are jointly Gaussian, i.e.,













After marginalization, we get,
p(f∗|f) = N (k∗TK−1y, k∗∗ − k∗TK−1k∗) (2.19)
and the predicted output y∗ (linking the noise model) is given by,
p(y∗|f∗) = N (k∗T (K + σ2I)−1y, k∗∗ − k∗T (K + σ2I)−1k∗) (2.20)
with predicted mean µ∗ and variance σ∗2 as,
µ∗ = k∗
T (K + σ
2I)−1y
σ∗2 = k∗∗ − k∗T (K + σ2I)−1k∗
(2.21)
The major computational bottleneck for calculating the predicted mean and
variance is the inversion of the covariance matrix K. So, the overall com-
putational complexity of prediction at deterministic input is O(N3). The
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computational requirement grows cubically with the increase in the input
data.
• At uncertain inputs : Consider the problem of predicting the function
value f∗ at uncertain test input x∗ ∼ N (µ,Σ), where f ∼ GP as shown in
Figure 2.2. The lower panel shows the blue Gaussian distribution as random
test input, while the upper panel shows the posterior GP represented by the
posterior mean function in black, along with two standard deviations in gray.
Figure 2.2: Gaussian Process Posterior and uncertain test input
Generally, if the Gaussian input x∗ ∼ N (µ,Σ) is mapped through a non-





as shown in [Figure 2.3a] and cannot be computed analytically. And, one
may have to resolve through computationally expensive Monte Carlo simula-
tions for better approximate distribution. However, for the SE-ARD kernel,
we can compute the first and second moments, i.e. mean µ∗ and variance
σ∗2 of p(f∗|µ,Σ) in closed form.
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(a) Monte Carlo approximated predicted
distribution
(b) Gaussian approximated predicted dis-
tribution via moment matching
Figure 2.3: Prediction at uncertain input: Monte Carlo approximated and Gaussian
approximated predicted distribution
The mean µ∗ of p(f∗|µ,Σ) is




mf (x∗)N (x∗, µ,Σ)dx∗
= ((K + σ
2I)−1y)T l
(2.23)







|ΣΛ−1 + I| 12 × exp(−
1
2
(xi − µ)(Σ + Λ)−1(xi − µ))
(2.24)
The predicted mean explicitly depends on the mean and covariance of the input
distribution x∗.
The variance σ∗2 of p(f∗|µ,Σ) is
σ∗2 = Ex∗ [mf (x∗)
2|µ,Σ] + Ex∗ [σf 2(x∗)|µ,Σ]− Ex∗ [mf (x∗)|µ,Σ]2
= ((K + σ
2I)−1y)T L˜((K + σ2I)−1y) + σf 2 − tr((K + σ2I)−1L˜)− µ∗2 + σ2
(2.25)
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where, tr(·) is the trace, and
L˜ij =
k(xi, µ)k(xj, µ)









After careful analysis, the overall computational complexity of prediction at
uncertain input also comes out to be O(N3). But, the constant factor for pre-
diction at uncertain input is much higher than that of prediction at deterministic
input. Therefore, although being of same complexity, prediction at uncertain input
takes couple of order more time than prediction at deterministic input.
We approximate the predictive distribution p(f∗|µ,Σ) by a Gaussian distribu-
tion N (µ∗, σ∗2) that exactly matches the predictive mean and variance as shown
in [Figure 2.3b]. For detailed discussion on prediction at uncertain inputs, please
refer to [Girard et al., 2003] and chapter 2 of [Deisenroth, 2010]
2.1.2 Sequential Decision Making under uncertainty
Decision making under uncertainty, a key area of artificial intelligence, is widely
used to model decision making problems in the real world. Planning and reasoning
serve as the core module for many intelligent agents and real- world applications.
Many real-world applications require the agent to take sequence of decisions, in-
stead of one-shot decision.
Sequential decision making under uncertainty can generally be expressed as
the problem of controlling a dynamical system. In a dynamical system, an agent
interacts with its environment by taking actions and receiving observations. Such
an agent is often interested in predicting the distribution of future observations,
given a history of past actions and observations. For example, in reinforcement
learning, one observation is a reward signal, which the agent attempts to maximize
by taking appropriate actions. In order to accomplish this, the agent must be able
to predict something about the future: if the agent is a stock-broker, it must be
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able to predict future price trends to decide whether to buy or sell. If the agent is
a baseball player, it must be able to predict the trajectory of the baseball in order
to hit it. If the agent is a chess player, it must be able to predict his opponent’s
future moves in order to outmaneuver him. In this thesis, we assume that the
decisions are to be made by a single agent at discrete time steps. The action
that an agent takes now will influence the distribution of future observations,
so an agent would like to predict them as accurately as possible in order to act
optimally. Models of dynamical systems allow an agent to predict the distribution
of future observations. These models are generally hand built (which could be
quite tricky or impossible in some scenarios), or they can be learned from data
[Figure 2.4].
Figure 2.4: Sequential Decision Making: Agent and Environment
Dynamical systems can be categorized according to a few standard properties:
• Episodic versus Sequential (non-episodic) domain: In an episodic
domain, the agent is repeatedly reset to a known initial configuration, or
faces the same task again and again. In a sequential domain, the agent
simply lives forever, with no apriori bound on how long the agent can expect
to interact with the environment. We consider sequential domains, although
many of the concepts directly apply to episodic domains.
• Deterministic versus Stochastic dynamics: If the next state of the
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system/environment is completely determined by the current state and the
action selected by the agents, then we can say that the environment is deter-
ministic. If the next state is uncertain, then we say environment is stochastic.
We consider both deterministic and stochastic dynamics in our work.
• Fully versus Partially observable: If it is possible to determine the
complete state of the environment at each time point from the percepts,
then it is fully observable, otherwise it is partially observable. Here, we
generally consider full observability.
• Discrete/Finite versus Continuous action: If the agent has finite num-
ber of choices to deliberate upon, then we have discrete action space, other-
wise we have continuous action space. Currently, our work can only handle
discrete actions and if required, the continuous action can be and has been
discretized to appropriate values.
• Discrete/Finite versus Continuous observation: If there are a limited
number of distinct, clearly defined, observations of the environment, the
environment is discrete, otherwise it is continuous. We consider continuous
observation case.
• Stationary versus Non-stationary: If the environment only changes as
a result of the agent’s actions, then it is static or stationary. Otherwise, if
the environment can change by itself, then it is dynamic or non-stationary.
In our work, we are considering online planning agent, which are well suited
for stationary as well as changing environments.
There are many mathematical models which can be used for the formulation
of sequential decision making problems. But, the most common, useful, and ex-
tensively studied are:
Markov Decision Process (MDP)
One of the simplest and widely studied class of dynamic model is Markov decision
process (MDP) [Puterman, 2009] which assumes fully observable environments. It
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is defined by four components:
• S : A set of states, with s0 being the initial state.
• A : A set of actions.
• T (s, a, s′) : A transition model that determines the probability of reaching
state s′ if action a is applied to state s.
• R(s, a) : A reward function.
Overall decisions are modeled as sequence of (state,action) pairs, in which each
next state s′ is decided by a probability distribution which depends on the current
state s and the chosen action a. A policy pi is a mapping from states to actions,
specifying which action will be chosen from each state in S. The aim is to find a
policy pi∗ that yields the highest expected cumulative (long term) rewards.









When S and A are continuous, an important special case of MDP which can be
solved efficiently with provably optimal guarantee is Linear Quadratic Regulator
(LQR) [Kalman, 1960]. In LQR, the transitions are assumed to be linear with
added white noise, i.e. for any state xt and action ut at time t,
xt+1 = Axt +But +N (0,Σ) (2.28)
Additionally, the costs (or rewards) are also assumed to be quadratic,
C(x, u) = xTQx+ uTRu (2.29)
where, Q is a positive semi-definite matrix and R is a positive definite matrix.
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Partially Observable Markov Decision Process (POMDP)
Partially-observable MDPs (POMDPs) [Smallwood and Sondik, 1973] bring more
flexibility in modeling problems by adding a layer of uncertainty in knowing the
exact state of the agent, which it is currently in. Rather, it maintains a belief over
all possible states where the agent can be. Due to its generality, almost all single-
agent, real-world problems can be modeled as a POMDP, but this generality comes
from the additional computational costs. This is a more complex formulation and
requires the addition of two more components over MDP model:
• Z : The set of all possible observations that can be made by the system.
• O(o, s) : An observation model that specifies the probability of perceiving
observation o in state s.
Linear Quadratic Gaussian
In the context of continuous control problems such as LQR presented above, an
important special case of POMDP that can be solved efficiently, is that of Linear
Quadratic Gaussian (LQG). In this case, the observations are assumed to be a
linear function of the current state xt and action ut at time t with additional
white gaussian noise, i.e.,
yt = Cxt +Dut +N (0,Σ′) (2.30)
In this case, the distribution over states is Gaussian and can be efficiently up-
dated via a Kalman Filter [Kalman, 1960]. The optimal policy simply consists in
applying the same LQR controller as discussed above to the expected state of the
Kalman Filter.
2.2 Related work
In RL, we distinguish between direct and indirect learning algorithms. Direct
(model-free) reinforcement learning algorithms include Q-learning [Watkins and
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Dayan, 1992], TD-learning , or SARSA [Barto, 1998], which were originally not de-
signed for continuous-valued state spaces. Extensions of model-free RL algorithms
to continuous-valued state spaces are for instance the Neural Fitted Q-iteration
[Riedmiller, 2005] and, in a slightly more general form, the Fitted Q-iteration
[Ernst et al., 2005]. A drawback of model-free methods is that they typically re-
quire many interactions with the system/world to find a solution to the considered
RL problem. In real-world problems, hundreds of thousands or millions of inter-
actions with the system are often infeasible due to physical, time, and/or cost
constraints. Unlike model-free methods, indirect (model-based) approaches can
make more efficient use of limited interactions [Atkeson and Santamaria, 1997].
The experience from these interactions is used to learn a model of the system,
which can be used to generate arbitrarily much simulated experience. One early
example of such method could be DYNA architecture [Sutton, 1990]. However,
model-based methods may suffer if the model employed is not a sufficiently good
approximation to the real world. The problem becomes more pervasive especially
when only few real world samples are observed.
Controlling systems under parameter (or model) uncertainty has also been in-
vestigated for decades in robust and adaptive control [McFarlane and Glover, 1990;
Astrom and Wittenmark, 2008]. Approaches to design controllers that explicitly
take uncertainty about the model parameters into account are stochastic adaptive
control [Astrom and Wittenmark, 2008] and dual control [Feldbaum, 1960]. Dual
control aims to reduce parameter uncertainty by explicit probing, which is closely
related to the exploration problem in RL. [Duff, 2003] designed the optimal probe
for unknown MDP optimally by formulating the problem in a completely Bayesian
framework. Robust, adaptive, and dual control are most often applied to linear
systems [Wittenmark, 1995] and the nonlinear extension exists only in special cases
[Fabri and Kadirkamanathan, 1998]. The specification of parametric models for
a particular control problem is often challenging and requires intricate knowledge
about the system. Sometimes, a rough model estimate with uncertain parame-
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ters is sufficient to solve challenging control problems. For instance, in [Abbeel
et al., 2006], this approach was applied together with locally optimal controllers
and temporal bias terms for handling model errors. The key idea was to ground
policy evaluations using real-life trials, but not the approximate model. All above
mentioned approaches to finding controllers require more or less accurate paramet-
ric models. These models are problem specific and have to be manually specified
which might not be possible for many real systems. Non-parametric regression
methods however are promising to automatically extract the important features
of the latent dynamics from data. In [Schneider, 1997], locally weighted Bayesian
regression was used to learn the models. In [Schneider, 1997], model uncertainty
was treated as noise and the approach to control learning was based on stochastic
dynamic programming in discretized spaces (Value iteration and Policy iteration
methods), where the model errors at each time step were assumed independent.
In our work, we are also treating the model uncertainties as noise. Another
instance which is very close to our work is that of PILCO [Deisenroth et al.,
2013], which also builds upon the idea of treating model uncertainty as noise
[Schneider, 1997]. However, unlike [Schneider, 1997], PILCO is a policy search
method and does not require state space discretization. Our work also does not
require state space discretization. Moreover, in our work, closed form Bayesian
averaging over infinitely many plausible dynamics models is possible by using non-
parametric GP’s. Non-parametric GP dynamics models in RL were previously
proposed in [Deisenroth et al., 2009; Ko et al., 2007; Rasmussen et al., 2003]. But
unlike PILCO and our work, these approaches model global value functions to
derive policies, requiring accurate value function models. To reduce the effect of
model errors in the value functions, many data points are necessary, rendering
value function based methods in high-dimensional state spaces often impractical.
Therefore, [Deisenroth et al., 2009; Engel et al., 2003; Wilson et al., 2010] propose
to learn GP value function models to address the issue of model errors in the
value function. However, these methods can only be applied to low dimensional
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RL problems. Unlike value function based methods, PILCO is currently limited
to episodic domains. Moreover, being a policy search method, it is mostly suitable
for static environment.
In this thesis, we propose the online extension of PILCO to handle the sequen-
tial domain tasks. Our algorithm is also well suited for dynamic environment,
where the parameters of system can slowly change over time. In our work, the
controller directly interacts with the environment and continuously incorporate
newly gained experience, so it will adapt to these changes. Like PILCO, our al-
gorithm do not make any linearity assumptions on the transition dynamics and
works well for highly non-linear systems, but we do not provide any theoretical
guarantees.
Another field of work which can be casted as a problem of sequential desicion
making is that of active sensing/learning. Here, the main objective is to de-
rive an optimal sequential policy that plans the most informative locations to be
observed to minimize the predictive uncertainty of the unobserved areas of a spa-
tially varying environmental phenomenon. The lower is the uncertainty about the
parameters, the lesser will be the potential gain by using an active learning strat-
egy. This relationship bears a striking resemblance to the exploration–exploitation
tradeoff in Reinforcement Learning. If the model parameters are known, we can
exploit the model by finding a near-optimal policy for sampling using the mutual
information criterion [Caselton and Zidek, 1984; Guestrin et al., 2005]. And, if the
parameters are unknown, there are several exploration strategies for efficiently de-
creasing the uncertainty about the model, each of which has a unique advantage.
Most approaches for active sampling of GPs have been myopic in nature in select-
ing the observations (for e.g. the points that decreases the predictive uncertainty
the most), while some are non-myopic [Krause and Guestrin, 2007]. However,
our framework is more general in the sense that it can gather information ac-
tively along with finding suitable long-term control strategies to do the task. Like
PILCO, our algorithm embed natural exploration property as a result of Bayesian
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averaging for saturating cost/reward function (the one used for swing-up control
of pendulum, refer section 4.1). However, it is also possible to explicitly encourage
additional exploration in the UCB sense by incorporating the standard deviation










In chapter 1, we motivated ourselves that model based reinforcement learning is
more sample efficient and discussed how can we encounter the prevalent problem
of model bias associated with it. In chapter 2, we presented the Markov Deci-
sion Processes as the principled mathematical framework for solving sequential
decision making problems. In model based reinforcement learning, a model of the
environment is unknown in advance and learned from the experience. The learned
model can then be used to find a good policy by the agent. Since, the model
of the world is getting refined at each time step with interaction with the world,
it would make more sense to only compute the best action for the current state,
instead of computing the policy over the entire state space. This way, we can
also overcome the high computational complexity for solving the continuous state
MDP by avoiding computing a policy for each possible state.
So, the agent can perceive current state of the world, run its simulation to
decide on a sequence of actions on the learned model that would transform the
world from its current state to a goal state, and can execute only the first of the
actions in the sequence. It would then repeat this sense-plan-act cycle [Figure 3.1]
until the goal is reached. So, in this scenario, although whole sequence of actions
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are being investigated, only the first action in the sequence is being executed for
real.
Figure 3.1: (Online) Sense-Plan-Act cycle
In general, the objective of planning is to find a sequence of actions that maps
the initial state to the goal state while optimizing some performance measure.
A sequence of inputs or actions produced without using information about the
system’s actual behavior while executing the actions, i.e. without feedback is called
an open-loop control policy. Open-loop control works well when the following
requirements are satisfied [Barto et al., 1995]:
• the model used to determine the control policy is completely accurate model
of the physical system,
• the physical system’s initial state can be exactly determined,
• the physical system is deterministic, and
• there are no unmodeled disturbances.
But, for most realistic control problems, these conditions are not true. Any
uncertainty, either in the behavior of the physical system or in the process of
modeling the system, implies that open-loop control cannot produce better per-
formance because of its inability to anticipate the uncertainty in its current state.
Therefore, we resolve to closed-loop control policy which specifies the action as
a function of current (and possibly past) information about the behavior of the
controlled system.
In the absence of uncertainty, closed-loop control is, in principle, not more com-
petent than open-loop control. For a deterministic system with no disturbances,
given any closed-loop policy and an initial state, there exists an open-loop policy
that produces exactly the same system behavior. But, this is false for stochas-
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tic systems or with unmodeled disturbances because of the inability of open-loop
policy to anticipate the outcome of random and unmodeled events. Since,the
agent should make use of the information of the environment’s disturbance in de-
termining its next action, therefore, closed-loop control is generally better than
open-loop control for problems involving uncertainty. Open-loop control only be-
comes a practical alternative when closed-loop control is expensive or impossible
to monitor the controlled system’s behavior with sufficient details. In control
theory, most methods addresses the problem of designing adequate closed-loop
policies oﬄine under the assumption of known accurate model of the system. The
oﬄine design procedure typically yields a computationally efficient method for de-
termining each action as a function of the observed system state. If it is possible
to design a complete closed-loop policy oﬄine, then it is not necessary to per-
form any additional re-design for problem instances differing only in initial state.
On the other hand, systems with changing control objectives or unknown dynam-
ics or with non-stationary environment often does require policy re-design. We
can design closed-loop policies online through repeated online design of open-loop
policies. This approach has been extensively studied among both control and AI
researchers, and called receding horizon control [Mayne and Michalska, 1990] or
Model Predictive control [Maciejowski, 2002] in the control literature, and online
(search) planning in the AI literature.
The online planning approach is very different from the standard methods for
solving MDP’s considered in dynamic programming and reinforcement learning.
The latter methods usually seek a global solution, whereas online planning finds
actions on demand locally for each state where they are needed. Online planning
is therefore much less dependent on the state space size. It generally interleaves
between two steps: small policy construction or planning and policy execution.
This is in direct contrast to standard oﬄine planning methods in which, we first
have (slower) computationally extensive policy computation step and then (faster)
policy execution step [Figure 3.2].
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Figure 3.2: Comparison between oﬄine and online planning approaches
In receding horizon control or online planning, for each current state, an open-
loop policy is designed with the current state playing the role of the initial state.
The design procedure must terminate within the time constraints imposed by
online operation. This can be done by designing a finite-horizon open-loop policy,
for example, by using a (learned) model searching for a fixed depth from the
current state. After applying the first action specified by the resulting policy, the
remainder of the policy is discarded and the design process is repeated for the
next observed state [Figure 3.3].
Figure 3.3: Online search with receding horizon
Therefore, receding horizon control produces a control policy reactive to each
current system state, i.e. a closed-loop policy. Each planning phase has to com-
plete in a fixed amount of time to retain the system’s reactivity to the observed
system states. In contrast to methods that design closed-loop policies oﬄine, re-
32
ceding horizon control can react to changes in control objectives or changes in
(unknown) dynamics online.
In Figure 3.4, the root node of the tree represents the current state of the
system, xt, the edges represents the possible finite actions that can be taken from
that state, and the leaf nodes represents the subsequent new state of the agent
after executing that particular action in the current state. At each discrete time
step, the algorithm maximizes the predicted value of planning policies from the
current state and apply the first action of the best policy found from the search
tree,








where, R(xt, at) is the state-action dependent reward function, and Q denotes the
action-value function, i.e. the long term receding horizon reward to go function.
Figure 3.4: (Deterministic) Search tree for fixed (say, 3) planning horizon
For complex MDP’s, performing a multi-step look-ahead search to compute
the optimal action for the current state might be difficult, in particular when
the number of possible successors of a state (i.e. the branching factor in terms
of search tree) is huge. The complexity for computing the action-value function
increases exponentially with increasing planning horizon.
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3.1 Conceptual framework
In this section, we propose a general modeling framework for the sequential learn-
ing problems, which can be solved by model-based reinforcement learning methods.
At an abstract level of this framework [Figure 3.5], we get the current observation
y from our physical system or process plant, and probe our planner for the current
observation to compute the suitable action u to be executed. The planner makes
use of the model and the user defined goal/reward function in order to accomplish
the task. Model is also getting updated online by observing the effect of current
action for the current observation on the system.
Figure 3.5: General sequential learning framework for single-agent system
The four main components of the framework are described as follows:
• Process Plant or Physical system: The portion of the system which is
to be controlled or regulated is called the Plant or the Process. It can either
be mechanical and robotics control system, biological and chemical process
control or medical processes.
• Model Learning or System identification: Model learning is the ma-
chine learning counterpart to classical system identification. However, the
classical approaches heavily rely on the structure of physically-based models
and hand-tuned approximations of unknown non-linearity. Model learning
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approaches avoid many of these labor-intensive steps and allows the entire
process of identification to be easily automated. Forward models predict
the behavior of the system based either on the current state or the history
of preceding observations. They can be viewed as learned simulators that
may be used for optimizing a policy or for predicting future information.
Most forward models can directly be learned either by local or global regres-
sion techniques such as locally weighted linear regression, Gaussian process
regression, support vector regression etc.
• Planner or Controller or Agent: An agent is something that acts in
an environment or controls and regulates a system. It’s actions depend on
the information it receives from its sensors. These sensors may or may not
reflect what is true in the world, and can be noisy, unreliable or broken.
Although, when sensors are reliable there is an ambiguity about the world
based on sensor readings. Agents act in the world through their actuators,
which can also be noisy, unreliable, slow or broken. An agent controls the
system by sending the action signal to its actuators, which is based on its
prior knowledge or information obtained from its sensors.
• Reward function or Cost function: In most control/planning problems,
our final goal is to find a good policy, i.e. a prescription that tells us a good
action to take for every possible state of the system. It is often easier to
specify a reward or cost function than to directly specify the optimal policy.
This reward could be a function of current state, action and next state. It
is a very crucial component and is often problem specific.
Finding a good policy for the dynamic system requires successful interplay of
the cost function, the dynamics model and the learning/planning algorithm.
3.1.1 Learning the (auto-regressive) transition model
We propose learning the transition dynamics f by using probabilistic Gaussian
process models. The GP model can describe all plausible transition functions (ac-
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cording to the training data) by maintaining a distribution over them (as discussed
in chapter 2).
Figure 3.6: GP posterior over distribution of transition functions. The x-axis represents
the state-action pair (xi, ui) while the y-axis represents the successor state f(xi, ui).
The shaded area gives the 95% confidence interval bounds on the posterior mean (or
the model uncertainty)
In Figure 3.6, the black cross represents the set of observed successor (next)
states f(xi, ui) for a finite number of state-action pairs (xi, ui). The GP model
trained on this data set is represented by the posterior mean function in black
while the uncertainty in model’s posterior is shown by the shaded area.
The predicted successor state f(x∗, u∗) would be fairly certain for the new test
state-action pairs (x∗, u∗) that are close to (observed) state-action pairs in the
training set. If we move away from the observed data, the model uncertainty
increases, which is shown by the increase in shaded area between the observed
data points.
The increase in uncertainty is reasonable since the model cannot be certain
about the function values for a test input (x∗, u∗) that is not close to the training
set (xi, ui). The GP model captures all transition functions that plausibly could
have generated the observed (training) values represented by the black crosses.
With increasing experience, the probabilistic GP model becomes more confident
about its own accuracy and eventually converges to the true function (if the true
function is in the class of smooth functions).
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For a D-dimensional state space, we use D separate GPs, one for each state di-
mension. The GP dynamics model takes the state-action pairs (xi, ui), i = 1, ..., n
as inputs while, the corresponding training targets for the dth target dimension is
∆xid = fd(xi, ui)− xid, d = 1, ..., D, (3.2)
where fd maps the input to the dth dimension of the successor state. The GP
targets ∆xid are the differences between the dth dimension of a state xi and the
dth dimension of successor state f(xi, ui) of an input (xi, ui). It would be beneficial
to learn the differences as opposed to learning the function values directly, since
they vary less than the original function. Learning differences ∆xid approximately
corresponds to learning the gradient of the function (a smooth function). The
mean and the variance of the Gaussian successor state distribution p(fd(x∗, u∗))
for a deterministically given state-action pair (x∗, u∗) are given by
Ef [fd(x∗, u∗)|x∗, u∗] = x∗d + Ef [∆x∗d|x∗, u∗]
varf [fd(x∗, u∗)|x∗, u∗] = varf [∆x∗d|x∗, u∗]
(3.3)
respectively, d = 1, ..., D.
3.2 Proposed algorithm
Based on varied choices for the different components of the framework, there are
several possibilities for different algorithms. In this thesis, we will discuss the case
when the model is learned by Gaussian Process regression and the planning is
done by building and searching a forward tree.
In Chapter 2, we have already discussed about the importance of properly
tuned hyper-parameters for better prediction quality of Gaussian Process regres-
sion. Hand-tuning these parameters could be very difficult and might require a
lot of domain expertise and intuition. So, we suggest a pre-processing step, in
which the sample data is collected by randomly exciting the system or using the
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available historical data-sets to infer/learn the hyper-parameters by maximizing
the marginal likelihood (evidence) in batch (oﬄine) mode. After training, we can
throw the data away and initialize our model with these inferred hyper-parameters.
The general steps of the overall process are described in Algorithm 3.1, which
puts everything into concrete perspective.
Algorithm 3.1 General algorithm
1: Pre-processing: Collect data by either applying random control signals
2: or using historical data-sets.
3: Infer the hyper-parameters of the GP model.
4: Throw the data away.
5: Initialize the GPR model with these hyper-parameters.
6: repeat
7: Obsvn ← Plant.getObservation()
8: action ← Planner.computeAction(Obsvn, Model, horizon)
9: Plant.applyAction(action)
10: nextObsvn ← Plant.getObservation()
11: Model.update({Obsvn, action},{nextObsvn})
12: until end of world
3.2.1 Computational Complexity
From the Algorithm 3.1, we observe that with every time step, one new input
data is getting added to our (non-parametric GP) model. Let A be the branching
factor (representing finite possible actions) of the search tree [Figure 3.4] and N
be the number of input data added so far. The computational cost of:
• prediction at either deterministic or uncertain input (see Chapter 2) isO(N3)
• one-step look-ahead planning is O(A ∗N3)
• two-step look-ahead planning is O(A2 ∗N3)
• H-step look-ahead planning is O(AH ∗N3)
Therefore, the computational requirements grows cubically with increasing in-
put data, and exponentially with increasing planning horizon. Since, the compu-
tational requirements for longer horizon would be very costly and currently, we
do not have ideas to do this in tractable form, therefore, in this thesis, we will
only consider cases with short planning horizon. Even with the short planning
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horizon, it would later become infeasible to compute the action within real time
constraints as the agent spend more time interacting with its surrounding world
(N might become very large for all practical computations). One way to tackle
this problem is to selectively add only the informative data points to the model
and reject the non-informative one. There could be several measuring criteria for
determining the information content (usefulness) of the new data point. One of
them could be the statistical distance (eg., Bhattacharya distance, Mahalanobis
distance, etc.) between the new sample point and its predicted value from previ-
ously added sample points. But this approach might still end up adding a lot of
input samples to the model and be computationally inefficient for prediction.
Alternatively, it can be argued that the smoothness of the dynamics is often
local. So, we do not have to use all the stored data points for prediction. Instead,
we can reason sufficiently well about the dynamics by doing the inference at local
level rather than global level. Moreover, it could be possible that we might get
better prediction results at local level rather than at global level. Therefore, we
propose to use only few local or nearest data points for prediction.
3.2.2 Nearest neighbor search
Nearest neighbor search (NNS), also known as closest point search, proximity
search, or similarity search, is an optimization problem for finding closest (or most
similar) points. Closeness is typically expressed in terms of a dissimilarity function:
the less similar are the objects, the larger are the function values. Formally,
the nearest-neighbor (NN) search problem is defined as follows: given a set S of
points in a space M and a query point q ∈ M , find the closest point in S to
q. A direct generalization of this problem is a k-NN search, where we need to
find the k closest points. Most commonly M is a metric space and dissimilarity
is expressed as a distance metric, which is symmetric and satisfies the triangle
inequality. Even more common, M is taken to be the d-dimensional vector space
where dissimilarity is measured using the Euclidean distance. In our work, we use
39
a variant of the Euclidean distance, known as weighted Euclidean distance, which
significantly improves the results over standard euclidean distance metric. The
distance between two point x1 and x2 is given by,
d(x1, x2) = (x1 − x2)TW−1(x1 − x2), (3.4)
where, W is a diagonal matrix containing the weights for each dimension.
When observed carefully, this distance metric is having the similar form of the
exponential part of SE-ARD kernel, which we described in chapter 2. We propose
to use the same hyper-parameter length-scales which has been trained from the
pre-processing step as the weights for our distance metric. It will take O(NlogN)
time to sort and search for the k-nearest neighbors for a given query.
This approach is generally criticised in the sparse Gaussain process literature
since it does not utilize all the data for prediction. But, making full utilization of
data to find small subset of pseudo-inputs formulated as non-linear optimization
problem and requires solution for kD variables [Snelson and Ghahramani, 2006],
where k is the number of pseudo-inputs and D being the dimensionality of the
input space. Therefore, it would be infeasible to compute these k pseudo-input
points (for high-dimensional spaces) at every time step after the model update
within real time constraints.
3.2.3 Revised algorithm
In this section, we re-visit the proposed algorithm after incorporating the k-nearest
neighbor trick. The updated version (with minor modification) is shown in Algo-
rithm 3.2.
The computational cost of the revised algorithm would then be as follows,
• searching the k-neighbors and doing prediction at either deterministic or
uncertain input using these k-neighbors is O(k3) +O(NlogN)
• one-step look-ahead planning is O(A ∗ (k3 +NlogN))
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Algorithm 3.2 General algorithm (revised)
1: Pre-processing: Collect data by either applying random control signals
2: or using historical data-sets.
3: Infer the hyper-parameters of the GP model.
4: Throw the data away.
5: Initialize the GPR model with these hyper-parameters.
6: repeat
7: Obsvn ← Plant.getObservation()
8: action ← Planner.computeAction(Obsvn, Model, horizon, k-
neighbors)
9: Plant.applyAction(action)
10: nextObsvn ← Plant.getObservation()
11: Model.update({Obsvn, action},{nextObsvn})
12: until end of world
• two-step look-ahead planning is O(A2 ∗ (k3 +NlogN))
• H-step look-ahead planning is O(AH ∗ (k3 +NlogN))
Based on how we compute action for current state (Planner.computeAction(•)),
i.e. whether we incorporate the model uncertainty into long term planning or not,
we can have two different planners, namely Bayesian (or robust) planner and non-
Bayesian (or non-robust) planner as described below.
Non-Bayesian planner
In this planning method, we do not explicitly incorporate the model uncertainty
into long term planning and base the long-term prediction on the most likely state
of the predicted state distribution. Figure 3.7 shows the build search tree. The
next state distribution can easily be computed by using the GP for prediction at
deterministic input as discussed in chapter 2,
p(xt+1|xt, a) = N (µt+1, σ2t+1)
xt+1 = µt+1
(3.5)
p(xt+2|xt+1, a) = N (µt+2, σ2t+2)
The overall algorithm of computing the action is described in Algorithm 3.3. In
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Figure 3.7: Non-Bayesian planner search tree
Algorithm 3.3 Non-Bayesian planner
1: procedure Planner.computeAction (Obsvn, Model, horizon, k-
neighbors)
2: currentState ← Obsvn
3: for all a ∈ A do
4: Q(currentState, a) ← getQValues(currentState, a, Model, horizon, k-
neighbors)




1: procedure getQValues(state, action, model, horizon, k-
neighbors)
2: if (horizon == 0) then
3: return 0
4: nextStateDistribution ← Model.predictDeterministicInput(state, action,
k-neighbors) . a Gaussian distribution, N (µ, σ2)
5: expectedReward ← getExpectedReward(nextStateDistribution)
6: nextState ← µ
7: for all a ∈ A do
8: Q(nextState, a) ← getQValues(nextState, a, model, horizon-1, k-
neighbors)
9: Q(state, action)← expectedReward + max
a
Q(nextState, a)
10: return Q(state, action)
this planner, we are performing open-loop planning which is closed by re-planning




In this planning method, we are explicitly incorporating the model uncertainty
into long term planning and the long-term predictions are based on the entire
predicted probability distribution instead of most likely state [Figure 3.8].
Figure 3.8: Bayesian planner search tree
The next state distribution is described by:






p(xt+2|xt+1, a)N (µt+1, σ2t+1)dxt+1
(3.6)
which is the GP prediction at normal distributed uncertain input, as discussed in
Chapter 2, can be approximated to a Gaussian distribution (via exact moment
matching) given by,
p(xt+2|p(xt+1), a) ≈ N (µt+2, σ2t+2) (3.7)
The overall algorithm for computing the action at the current observation is
described in Algorithm 3.4. Like non-Bayesian planner, this is also an open-loop
planner which is closed by re-planning at every time step. We can make this plan-
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ner closed-loop by sampling the predicted distribution and then considering the
actions for every state separately. However, this would become more computation-
ally intensive1, therefore, we stick to our analytic open-loop planning approach.
Algorithm 3.4 Bayesian planner
1: procedure Planner.computeAction (Obsvn, Model, horizon, k-
neighbors)
2: currentState ← Obsvn
3: currentStateDistribution ← N (currentState, δI)
4: . dummy peaked normal distribution with very low variance
5: for all a ∈ A do
6: Q(currentStateDistribution, a) ← getQValues( currentStateDistribu-
tion, a, Model, horizon, k-neighbors)




1: procedure getQValues(stateDistribution, action, model, hori-
zon, k-neighbors)
2: if (horizon == 0) then
3: return 0
4: nextStateDistribution←Model.predictUncertainInput(stateDistribution,
action, k-neighbors) . an approximated Gaussian distribution via
5: moment matching, N (µ, σ2)
6: expectedReward ← getExpectedReward(nextStateDistribution)
7: for all a ∈ A do
8: Q(nextStateDistribution, a) ← getQValues(nextStateDistribution, a,
model, horizon-1, k-neighbors)




10: return Q(stateDistribution, action)
1It will be exponential in the number of sampled particles. Suppose we sample δ (say 50
or 100) samples from the Gaussian distribution for long-term planning, then the computational





In this chapter, we describe two diverse problems and compare the results of our
Bayesian and non-Bayesian planner as discussed in the last chapter. One of the
problems is from control theory literature, which serves as the benchmark for
testing control algorithms while other comes from the medical domain:
• Swing up control of simple pendulum
• Design of structured treatment interruption (STI) drug strategies for HIV
infected patients
4.1 Learning swing up control of under-actuated
pendulum
Under-actuated mechanical systems having fewer controls than configuration vari-
ables have been widely studied in diverse fields such as robotics, marine engineer-
ing, aerospace engineering etc. Inverted pendulums have been classic tools in the
control laboratories since the 1950’s. Despite being a simple system, the nonlin-
ear nature of pendulums have maintained their usefulness and they are used to
illustrate many of the ideas emerging in the field of nonlinear control.
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We applied our algorithms to learn the model and appropriately plan the ac-
tions for the swinging up and balancing task of a pivoted pole [Figure 4.1].
Figure 4.1: Simple pendulum
The state x of the system is given by the angular position θ and the angular
velocity θ˙ of the pole. The angle is measured anti-clockwise from equilibrium
position as shown in the figure. During learning and planning, the angle is mapped
to its sine and cosine to cope up with the angle wrap around effect (i.e. θ = θ+2pi).
Therefore, the state is represented as,
xoriginal = [θ, θ˙] ∈ R2
xaugmented = [sinθ, cosθ, θ˙] ∈ R3
(4.1)
Now with this augmented state representation, we can naturally exploit the pe-
riodicity of the angle, but as a downside, the dimensionality of the state space is
increased by one. Initially, the system is in its stable equilibrium point, i.e. [0, 0],
and the objective is to swing the pendulum up and balance it in the inverted
position at its unstable equilibrium point, i.e. [pi, 0] as shown in Figure 4.2 by
applying a suitable torque at the pivoted position.
Note that a local linear controller can only be successful to balance the pole in
its inverted position and a global linear controller is not capable to swing the pen-
dulum up and balance it. This is because of the non-linear dynamics of the pendu-
lum which can only be locally linearized around the inversion position. Therefore,
we truly need a non-linear controller in order to solve this task.
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(a) Initial position (b) Final position
Figure 4.2: Swing-up control of simple pendulum
Reward function
One of the crucial component for planning is the choice of proper reward function.
In RL, we generally provide the 0/1 reward, i.e. only put some positive reward
on the final goal position and zero elsewhere, and let the agent figure out how to
accomplish the task. But, with this approach the agent might need to plan for a
longer planning horizon to receive some rewards and discover a good policy. As
already mentioned in the previous chapter that searching for the best action is
exponential in planning horizon, and therefore, computationally difficult to afford
the 0/1 reward. Hence, instead, we propose to do some shaping of reward function
[Ng et al., 1999]. Instead of highly peaked value (i.e. 1), we assume the reward is
given by (smooth) Gaussian distribution,
R(x) = N (g, T ), (4.2)
where g and T are the appropriate mean (positioned on goal state) and covariance
as shown in Figure 4.3. Red dot represents the initial position, i.e. (0, 0), while
the green dot represents the final position, i.e. (pi, 0).
The purpose of choosing Gaussian reward is two fold. Firstly, they are intuitive
for goal-directed learning, and secondly for Gaussian rewards, we can analytically
compute the expected rewards taken over the predicted state distribution required
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(a) 0/1 reward (b) Gaussian reward (contour plot)
Figure 4.3: 0/1 reward versus (shaped) Gaussian distributed reward
by our planning algorithm. Let p(x1) = N (µ,Σ) represents the probability distri-







N (g, T )N (µ,Σ)dx1
= |I + ΣT−1|− 12 exp(−1
2
(µ− g)T (Σ + T )−1(µ− g))
(4.3)
Conceptual framework
Now, we have all the components of our framework as discussed in Chapter 3,
Figure 4.4: Sequential learning framework for simple pendulum
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therefore, lets formulate the above described problem as the sequential learning
problem. Figure 4.4 shows the learning framework, where the dynamics of the
pendulum is learned simultaneously while performing the task of swinging and
balancing.
4.1.1 Experimental results
We have performed our experiments for the three variants of the pendulum system
based on the assumption of sensor and actuator noise. The aim is to control the
pendulum in the inverted position. There is one continuous action i.e. the torque
applied at the pivoted position which has been discretized to appropriate values.
The problem is represented by a two-dimensional nonlinear continuous state space
model with discretized action space. For more information about the equations of
motion of the pendulum and its derivation, refer to Appendix A. The system is
controlled with a sampling time of 0.1 seconds, allowing to execute the control at
10 Hz, which is fast enough for this problem.
We consider the following notation for the rest of this section: xt denotes the
underlying state, yt be the sensor observation, at be the (discretized) action, σ1
is the actuator noise and σ2 is the sensor noise.
Pre-processing step: We have collected 300-500 samples by applying ran-
dom excitation to the system, from which we train the hyper-parameters of the
Gaussian process using Nelder-mead simplex method with several random restarts.
Deterministic and fully observable pendulum (deterministic pendulum)
In this case, we assume that the pendulum system is free from any sensor and
actuator noise. The dynamics of the system is therefore deterministic and fully
observable, and is simply given by,




We have performed the experiments with varying planning horizon lengths and
k-nearest neighbors to study their effect on the task. Figure 4.5 shows the average
time steps for which the pendulum is in the inverted position along with the 95%
confidence interval bar (on the sample mean) for the Bayesian as well as the non-
Bayesian planner. The entire duration of time allotted for the experiment is 160
time steps. The dotted red line shows the (near) optimal number of time steps1
for which the pendulum could be in inverted position assuming noiseless scenario
and known model. We will be using this as an upper bound to compare the results
of our learning algorithms throughout our experiments.
(a) Planning horizon = 2
(b) Planning horizon = 3 (c) Planning horizon = 4
Figure 4.5: Deterministic pendulum: Average time steps with 95% confidence interval
bounds
From this figure, we observe that, for two step look-ahead, the planner is not
able to perform the task well, which is quite evident from the substantial difference
1Optimal time steps = 126 (Found by online search planning with known and deterministic
model for a horizon of length 7)
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of average time steps from the optimal case as well as compared to other planning
horizons. With increasing horizon, the performance of planner increases, so do
the cost of required computations. The task is fairly done (and is close to the
optimal value) for four step look-ahead but due to the high computational cost,
it might not be feasible to execute it within real time constraints2. On the other
hand, three step look-ahead planner provides us a good trade-off between task
performance and computational cost.
To ensure real time control, the other important factor is the choice of ap-
propriate k. We observe from the figure that the performance of the planner
first improves and then (might) degrade with increasing k. This is rather quite
counter-intuitive. The reason for this might be attributed to the fact that the
smoothness of dynamics is generally local and can be reasoned well by looking at
a small local neighborhood. If k is large, some disturbed or even wrongly corre-
lated training points will be selected for each test point which might degrade the
predictive performance.
We also observe that the performance of the Bayesian planner is much better
and consistent than the non-Bayesian planner.
Table 4.1 show the average time steps for which the pendulum was in inverted
position along with the standard error bar on the mean value, which is given by,
standard error = σ/
√
N (4.5)
where σ is the standard deviation of the time steps and N is the performed number
of trails. These values are reported for 100 trails.
Therefore, we propose to use 15-20 nearest neighbors along with the planning
horizon of 3 in order to solve the task of swing up within real time constraints3.
2But given more computational power/cores, the method can easily be parallelized and the
action can be computed in real time for longer horizon
3Currently, it is has been implemented in Python and takes about 2 seconds for the compu-
tation. But, we strongly believes that for any compiled language it will take time within 0.1
seconds. The time complexity analysis roughly follows: O(A3k3) ≈ 103203 ≈ 107, which can
easily be computed on a 3 GHz desktop machine within given time constraints
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Generally, this problem requires a long planning horizon but the fact that we can
solve this problem with a smaller horizon is because of the properly tuned reward
function.
horizon k-nearest neighbors Bayesian planner non-Bayesian planner
2
5 25.7 ± 3.76 34.56 ± 5.01
10 30.43 ± 3.84 19.18 ± 3.08
20 44.03 ± 2.96 20.02 ± 2.96
30 33.5 ± 4.54 9.42 ± 2.09
40 34.48 ± 4.6 3.74 ± 1.95
3
5 72.29 ± 6.15 72.72 ± 3.44
10 99.21 ± 1.08 83.58 ± 1.75
20 99.01 ± 0.32 73.44 ± 6.03
30 99.74 ± 0.28 74.89 ± 7.31
40 99.23 ± 0.32 82.9 ± 3.96
4
5 100.65 ± 1.69 53.18 ± 7.36
10 103.58 ± 0.43 95.43 ± 4.62
20 85.14 ± 7.1 58.73 ± 10.12
30 76.88 ± 8.57 80.08 ± 7.77
40 80.88 ± 8.26 52.81 ± 9.47
Table 4.1: Deterministic pendulum: Average time steps ± 1.96×standard error for
different planning horizon and nearest neighbors
Figure 4.6 shows the difference between the two methods for planning horizon
of 3. We can observe from the figure that the Bayesian planner did the task of
swing-up much faster taking lesser time than other method.
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(a) Non-Bayesian planner: State space (b) Bayesian planner: State space
(c) Non-Bayesian planner: Rewards and
actions
(d) Bayesian planner: Rewards and ac-
tions
(e) Non-Bayesian planner: Phase plane (f) Bayesian planner: Phase plane
Figure 4.6: Result of Non-Bayesian versus Bayesian planner for deterministic pendulum
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Stochastic and fully observable pendulum (stochastic pendulum)
For this section of experiments, we assume that the actuator is noisy while we can
still fully observe the state. The dynamics of the system is therefore stochastic
and fully observable, and is given by,
xt+1 = f(xt, at) +N (0, σ1)
yt = xt,
(4.6)
(a) Planning horizon = 2
(b) Planning horizon = 3 (c) Planning horizon = 4
Figure 4.7: Stochastic pendulum: Average time steps with 95% confidence interval
bounds
Figure 4.7 shows the average time steps results for different planning horizons
and nearest neighbors. We observe that the results for the Bayesian planner
are better than the non-Bayesian planner as expected and consistent with the
observations we made for the deterministic pendulum with the exception that the
result for planning horizon of 2 and 4 are even better for stochastic pendulum than
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determinsitic pendulum (Figure 4.5, 4.7). The degraded result for deterministic
pendulum might be due to the numerical jitter added4 to the covariance matrix
for stable matrix inversion operation.
Table 4.2 show the average time steps along with the 95% confidence interval
bar on the mean value.
horizon k-nearest neighbors Bayesian planner non-Bayesian planner
2
5 51.13 ± 7.08 52.45 ± 6.91
10 50.25 ± 4.9 32.56 ± 5.04
20 39.6 ± 4.12 15.86 ± 3.55
30 39.4 ± 4.44 20.6 ± 3.71
40 36.61 ± 3.86 9.42 ± 3.47
3
5 83.22 ± 6.82 58.4 ± 9.78
10 90.8 ± 5.38 82.75 ± 6.66
20 93.65 ± 4.69 72.48 ± 7.67
30 92.36 ± 5.2 73.61 ± 6.84
40 88.25 ± 6.23 67.78 ± 8.27
4
5 90.83 ± 6.28 67.12 ± 9.31
10 113.97 ± 2.21 73.89 ± 9.95
20 104.53 ± 5.66 91.78 ± 6.34
30 106.78 ± 4.87 94.19 ± 6.11
40 101.5 ± 6.42 92.91 ± 6.74
Table 4.2: Stochastic pendulum: Average time steps ± 1.96×standard error for different
planning horizon and nearest neighbors
4Being noiseless in nature, the σn
2 (noise variance of the kernel function) was coming of the
order of 10−15. So, we have to add small term to the diagonal of the matrix to make it positive
definite for numerical stability
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Stochastic and partially observable pendulum (partially observable pen-
dulum)
Here, we assume that the actuator is noisy in nature and the states are also
noisily observed. The dynamics of the system is therefore, stochastic and partially
observable and is given by,
xt+1 = f(xt, at) +N (0, σ1)
yt = xt +N (0, σ2),
(4.7)
Figure 4.8 shows that the results for the Bayesian planner are more or less
comparable to the non-Bayesian planner in contrast to the above scenarios. There
is no significant improvement for the Bayesian planning. While, the other findings
hold true as for the previous two experiments.
(a) Planning horizon = 2
(b) Planning horizon = 3 (c) Planning horizon = 4
Figure 4.8: Partially observable pendulum: Average time steps with 95% confidence
interval bounds
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Table 4.3 show the average number of time steps along with the 95% confidence
interval value.
horizon k-nearest neighbors Bayesian planner non-Bayesian planner
2
5 61.37 ± 8.9 62.71 ± 8.17
10 77.48 ± 7.23 69.87 ± 7.09
20 83.47 ± 5.98 72.13 ± 6.8
30 73.53 ± 6.1 70.5 ± 6.18
40 74.03 ± 6.03 68.97 ± 6.14
3
5 85.01 ± 7.02 79.63 ± 6.88
10 95.73 ± 6.65 79.63 ± 6.88
20 71.68 ± 8.93 90.44 ± 6.73
30 71.13 ± 9.24 77.62 ± 8.66
40 74.75 ± 8.93 77.94 ± 8.45
4
5 91.52 ± 5.76 89.91 ± 5.12
10 95.88 ± 6.08 102.7 ± 5.84
20 109.51 ± 4.77 98.55 ± 8.13
30 109.38 ± 4.94 106.52 ± 6.15
40 97.69 ± 7.93 104.1 ± 6.49
Table 4.3: Partially-observable pendulum: Average time steps ± 1.96×standard error
for different planning horizon and nearest neighbors
4.1.2 Comparison with Q-learning method
One of the major advantage of our method is its sample efficiency. Unlike model-
free methods, it requires fairly few samples for training. In order to highlight this
point, we have performed the experiments with Q-learning algorithm (celebrated
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model-free reinforcement learning method with provable near optimal guarantees)
[Watkins and Dayan, 1992] to learn the swing up control for deterministic pendu-
lum. The state-action values are updated according to equation,
Qt+1(st, at) = Qt(st, at) + αt(Rt+1 + γ max
a
Qt(st+1)−Qt(st, at)) (4.8)
where, αt is the learning rate factor and γ is the discount factor.
(a) (b)
Figure 4.9: Empirical evaluation of Q-learning method for learning swing-up control of
simple pendulum
We have applied Q-learning by suitably discretizing the state and action space
with a changing (slowly diminishing) learning rate factor 5. Figure 4.9 shows the
effect of increasing the number of samples on the quality of swing-up policy. The x-
axis indicated the number of samples used for updating/learning the Q-values. The
y-axis is the amount of time for which the agent was able to maintain the inverted
position of the pendulum. The experiments indicates the major disadvantage of Q-
learning method is its requirement of huge number of samples even for computing
a moderately average policy. It is evident from the figure that it requires samples
of the order of hundred of thoudsands before it manages to find an average policy
to moderately accomplish the task (inverted for approx. 100 steps). However, the
agent was able to find (near) optimal policy at the cost of the order of million





(a) Q-learning agent policy trained with 5
million samples
(b) Our method policy for planning hori-
zon of 4
Figure 4.10: Policy comparison of our method and Q-learning agent
Figure 4.10 shows that a subsantial (non-zero) amount of torque is required
by the agent (making the policy non-smooth in nature) to maintain the pen-
dulum in the inverted position while in our method the torque requirement is
almost negligible (a smooth policy). Moreover, it would be infeasible to provide
such huge number of samples for any real-world system. On the other hand, our
proposed method was trained by merely using 400-500 samples for learning the
hyper-parameters in the pre-processing step.
4.2 Learning STI drug strategies for HIV in-
fected patients
Human Immuno-deficiency Virus (HIV) is a retrovirus that disrupts the immune
system and might leads to the Acquired Immune Deficiency Syndrome (AIDS).
After initial contact and inclusion of the HIV particle into a cell of the immune
system, there is a cascade of intracellular events leading to the production of
massive numbers of new viral particles, the death of infected cells and ultimately
the devastation of the immune system [Ernst et al., 2006]. Significant progress
has been made in the treatment of HIV infected patients, which has resulted in
improved quality of life and greater longevity.
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Current anti-HIV drugs can be roughly grouped into two main categories:
Reverse Transcriptase Inhibitors (RTI) and Protease Inhibitors (PI). The action
of RTI’s is to prevent HIV RNA from being converted into DNA, thereby blocking
the virus replication process initiated in the infected cell. While, the protease
inhibitors work at the final stage of viral replication and attempt to prevent HIV
from making new copies of itself by interfering with the HIV protease enzyme. As
a result, the new copies of HIV are not able to infect new cells.
Due to advances in available drug treatments and their combination in “drug
cocktails” (where patients are given two or more drugs), many patients success-
fully maintain low viral load and high immune cell counts for months or even
years. Generally, these drug cocktails consist of one or more RTI’s in combination
with a PI. Despite the great success of these drug cocktails in reducing and main-
taining viral loads below the detection limit, their long-term use yields substantial
complications. Furthermore, the HIV mutates into new viral strains that become
resistant, with time, to current drugs, resulting in the need to change drugs or
even in the inability to find appropriate medical treatments.
Therefore, this issue for long term use of drugs has brought attention for the
need of efficient drug-scheduling strategies. Idealistically, a drug-scheduling strat-
egy should bring the immune system into a state that allows it to be independently
maintain immune control over virus, without any drug usage. One such strategy,
currently receiving a lot of attention, is structured treatment interruption (STI),
in which patients are cycled on and off drug therapy [Bonhoeffer et al., 2000; Lori
et al., 2000]. In some remarkable cases, it has been reported that repeated STI
stimulations have enabled patients to maintain immune control over the virus even
in the absence of treatment [Lisziewicz et al., 1999].
Several authors have addressed the problem of designing STI treatments by
exploiting mathematical models of HIV infection dynamics [Adams et al., 2004;
Bajaria et al., 2004]. These models are usually represented by a set of Ordinary
Differential Equations (ODEs), and deduction of STI strategies from them is done
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by using methods from control theory.
But modeling the HIV infection dynamics is however a complex task. Not
only does one have to select the right parametric system of ODEs (which might
be specific to every individual patient), but one must also fit their parameters
to reflect quantitatively biological observations. Therefore, [Ernst et al., 2006]
suggested the use of RL to determine these STI strategies from (simulated) clin-
ical data, i.e., without relying on the identification of an accurate model of the
HIV infection dynamics. The main limitation of [Ernst et al., 2006], was that
of requirement of large number of samples, nearly 60000 samples, of the clinical
data, which might not be feasible to provide in the real world. In contrast, our
proposed approach uses far fewer number of samples (around 1000-1500 samples)
and is sample efficient.
Like [Ernst et al., 2006], in order to obtain data which mimic real-life clinical
data, we are using the time-domain simulations of the non-linear ODE model
described in [Adams et al., 2004], which was validated and identified from the
real-life clinical data. For more information about the model and its parameters,
please refer to Appendix A.
The dynamics model has six state variables that represent the number of
healthy CD4+ T-lymphocytes(T1), the number of healthy macrophages(T2), the
number of infected CD4+ T-lymphocytes (T ∗1 ), the number of infected macrophages
(T ∗2 ), the number of free virus particles (V ) and the number of HIV-specific cy-
totoxic T-cells (E) respectively. Note that these variables are assumed to be
measured every five days, in order to select the drug combination for the next
five days. For more information regarding the dynamic system, please refer to the
original paper [Adams et al., 2004], from where we have taken this model.
As shown in [Ernst et al., 2006; Adams et al., 2004], in the absence of treatment
(i.e. 1 = 2 = 0), the system of ordinary differential equations exhibits three
physical equilibrium points. These equilibrium points are:
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2 , V, E) = (10
6, 3198, 0, 0, 0, 10) (4.9)
Even a small perturbation of the uninfected steady-state by adding as less
as one single particle of virus per ml of blood plasma leads to asymptotic
convergence towards the non-healthy steady-state.
• a healthy locally stable equilibrium point: This corresponds to a small






2 , V, E) = (967839, 621, 76, 6, 415, 353108), (4.10)
• a unhealthy locally stable equilibrium point: Here, at this state, the





2 , V, E) = (163573, 3, 11845, 46, 63919, 24), (4.11)
Numerical simulations show that the basin of attraction of the healthy steady-
state is relatively small in comparison with the one of the non-healthy steady-state
[Adams et al., 2004].
Figure 4.11: E1(q): unhealthy locally asymptotically stable equilibrium point with its
domain of attraction N1(q); E2(q): healthy locally asymptotically stable equilibrium
point with its domain of attraction N2(q); (- - -) uncontrolled trajectory; (—) controlled
trajectory
Our overall task is design a suitable drug policy which can bring the patient
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from the unhealthy equilibrium point, E1(q) (or from the state of early infection)
to the healthy equilibrium point, E2(q), where q is the patient dependent unique
parameters [Figure 4.11].
Cost function
We seek the STI strategies, for which the instantaneous cost is defined as,
c(xt) = QVt − SEt, (4.12)
where the parameters Q and S are weight constants for virus and immune effectors
respectively. Here, we want to lower the viral load level and increase the immune
response. This weight constants of cost function are carefully designed and has
been taken from [Adams et al., 2004], where it was formulated as the objective
function for optimal control problem. The expected cost over the predicted state






[QVt − SEt]N (µ,Σ)dx1
= QE[Vt]− SE[Et]
= QµVt − SµEt
(4.13)
It is to be noted that, here we are only using the mean information of the state
for calculating the expected cost function in contrast to the Gaussian reward
function (in Pendulum) where we were also using the variance information of the
state.
Conceptual framework
We have the problem to control the infection dynamics of a patient. Figure 4.4
shows the learning framework, where the infection dynamics for individual patient
is learned by GP model while giving the drug to the patient to move from the virus
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dominant state to immune dominant state.
Figure 4.12: Sequential learning framework for HIV infected patient
4.2.1 Experimental results
We now consider a more challenging problem than the swing-up task of pendulum.
The aim is to control the treatment of a simulated HIV infection. As discussed,
prevalent HIV treatment strategies involve two types of drugs that will generically
be called here “drug RTI” and “drug PI”. The negative side effects of these drugs
in the long term motivate the investigation of STI strategies for their use. The
problem is represented by a six-dimensional nonlinear continuous space model and
has four discrete actions: “no drugs”, “drug RTI”, “drug PI”, “both drugs”. The
system is controlled with a sampling time of 5 days and we seek for a suitable
strategy over a horizon of a few months. Therefore, the drugs are changed/altered
every 5 days. So, there is no issue of real time constraints as was in the case of
pendulum problem.
For more information about the equations of HIV infection model, refer to
Appendix A. There are 20 patient specific/dependent parameters in this model
whose mean values have been given in [Adams et al., 2004].
Pre-processing step: We have collected 1000-1200 samples by random exci-
tation of the (simulated) HIV patient dynamics system, where each patient specific
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parameter was sampled from the 20 dimensional multivariate normal distribution
assuming that the parameters can only vary within 5 percent from the mean val-
ues. The data was then used to tune the hyper-parameters using the Nelder-Mead
simplex algorithm with several random restarts.
HIV patient within 5% sampled parameters
We have again performed the experiments with varying planning horizon lengths
and k-nearest neighbors to study their effect on the task.
(a) Planning horizon = 2
(b) Planning horizon = 3 (c) Planning horizon = 4
Figure 4.13: HIV infected patients: Average treated patients with 95% confidence in-
terval bounds
Figure 4.13 shows the average number of patients treated, i.e. for which the
planner was able to stabilize the patient in the healthy state without requiring
the drug, along with the 95% confidence interval bar for the Bayesian as well
as the non-Bayesian planner for 500 patients. The dotted red line shows the
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(near) optimal number of treated patients6 assuming noiseless scenario and known
model.From the figure, we observe that there is no statistically significant differ-
ence between the two planners and both are equally good to find the suitable STI
strategy for a variety of patients. The maximum percentage of patients which
we can cure is around 50%, which is quite good as compared to the optimal 59%
value.
Figure 4.14 shows one of the successful instance of such policy which was found
by our proposed planning algorithm. The STI strategy is able to move the patient
from the unhealthy state to the healthy state by the interrupted usage of the
drugs.
4.3 Discussion
In this chapter, we have presented the results for both Bayesian and non-Bayesian
planner in two diverse applications. For the pendulum problem we find that the
performance of Bayesian planner was better than the non-Bayesian planner and
it was able to hold the pendulum in the inverted position for longer duration of
time. While for the designing of STI strategy problem, we find that the Bayesian
planning is having no advantage over the non-Bayesian planning and the difference
between both the results is statistically insignificant. This might be due to the
choice of the cost function in which we are only using the mean information of
the predicted state and not the variance information which might have helped in
taking better exploratory actions.
6Optimal patients treated ≈ (59.2 ± 3)% (computed by online search assuming known model,
averaged over 1000 patients for horizon length of 4)
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2 , V, E)
(b) Immediate cost function and drug given at each
time step
(c) Phase plane for virus versus immune effectors
with initially at unhealthy (red) states
Figure 4.14: STI strategy: The strategy is able to maintain a higher immune response




Conclusion and future work
5.1 Conclusion
The main purpose of this thesis is to make systems more efficient in terms of the
number of interactions required to learn a task with no available task-specific ex-
pert knowledge. In our work, we have proposed a simple conceptual online learning
and planning (model based RL) framework. This framework is quite general and
can model a variety of problem and algorithms irrespective of specifics proposed in
this thesis. Based on well established ideas from Bayesian statistics, learning and
planning, we proposed algorithms that are general for efficient autonomous learn-
ing in Markov decision processes. To apply our methods to arbitrary tasks, one
simply needs to specify the immediate cost/reward and a handful of parameters
that are not very difficult to set and can be trained from the simulated or the his-
torical data-sets. Our method is applicable to problems where expert knowledge
is either expensive or simply not available, for example, control of complicated
robotic systems as well as control of biological and/or chemical processes. We
provided experimental evidence that a coherent treatment of uncertainty could be
crucial for better performance. We employed Gaussian processes to learn the tran-
sition dynamics and describe the model uncertainty in a fully Bayesian tractable
manner. The uncertainty in predicted states and/or actions has been represented
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by the multivariate Gaussian distributions.
We also showed the empirical results for two diverse problems. We did a sys-
tematic study for simple pendulum (toy) problem showing the effects of different
parameters (mainly planning horizon and nearest neighbors). With few data, the
algorithms were sufficient to learn both the dynamics of the system and a sin-
gle nonlinear controller that solved the problem. Here, we empirically observe
that the Bayesian planner outperforms the non-Bayesian planner. For the more
challenging task to learn to design the structured treatment interruption (STI)
strategies for HIV infected patient, the algorithms finds suitable policy that main-
tains the lower viral load of the patient even without the continuous usage of
drug. Here, the difference between the non-Bayesian and Bayesian planner was
not significant and both the planners were equally good in solving the task. Our
methods finds the solution automatically and without an intricate understanding
of the corresponding tasks.
5.2 Future work
Currently, our work is insufficient to handle the following cases and it could be
intellectually stimulating as well as worth-while to explore any or all of these
issues/ideas:
• Planning for longer horizons: We have assumed that we are dealing with
problems having a finite and not too large action space. However, many in-
teresting problems have very large or even continuous action spaces for which
it is not possible for look-ahead tree policies to develop a node so that it
has successors for every possible action. One way to extend our approach to
such a setting would be to use a set of candidate tree-exploration algorithms
that do not only point to the nodes that should be preferably developed
but also to a subset of control actions that should be used to expand these
nodes. While in our work, we have considered a fully observable setting, re-
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lated types of policies have also been proposed in the literature for stochastic
and/or partially observable settings many of them belonging to the class of
Monte-Carlo tree search techniques. A key issue for these techniques to work
well is to have good tree-exploration strategies. One of the very popular and
good heuristics is Upper confidence bound (UCB), which happens to work
well for the game of Go, which had a large branching factor. Investigating
whether the systematic approach proposed here for designing such strategies
could be used in such settings would be very relevant.
• Online optimization of hyper-parameters: We have assumed that the
hyper-parameters of the GP model are trained oﬄine in batch mode from
the historical data-sets or by random excitation of the system. But, instead
of using a pre-processing step, it would be more relevant that the algorithm
should adapt/tune the hyper-parameters of the GP model while interacting
with the environment in some online (non-convex) optimization setting.
• Extension to POMDP by learning the observation model: Unlike the
transition model, the Observation model would be much more challenging
to learn and would employ techniques from unsupervised learning. We can
learn the underlying state space model directly using latent variable methods
or manifold learning combined with dynamics. [Wang et al., 2008; Lawrence
et al., 2011] could provide a starting point to explore and extend further.
• Extension from discrete actions to continuous actions: We can use
some probabilistic inference techniques for finding the actions in the contin-







Equations of Dynamical system
A.1 Simple pendulum
The pendulum shown in Figure A.1 is of mass m, length l, and the pendulum angle
θ is measured anti-clockwise from hanging down. We assume that the pendulum
is thin and the only source of actuation is the torque τ which can be applied at
the pivoted point.
Figure A.1: Pivoted Pendulum (pictorial representation)
We derive the equations of motion via system Lagrangian L, which is the
difference between kinetic energy K and potential energy V , and is given by









where g is the acceleration due to gravity and I = 1
12
ml2 is the moment of inertia
of the pendulum about its midpoint.
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and the squared velocity of the midpoint is














In the system Lagrangian, the equations of motion can generally be derived



























ml2 + I) +
1
2
mlgsinθ = τ − bθ˙, (A.7)
with b as the friction coefficient. After collecting both variables, x = [x1, x2] =










The parameter values which have been selected for the experiments are : m =
1 kg, l = 1 m, b = 0.01 and g = 9.81 m/s2.
A.2 HIV infected patient
In this section, we introduce the mathematical model we have used to artificially
generate the data needed by the learning algorithm. This mathematical model has
been taken from the Appendix section of [Ernst et al., 2006] and [Adams et al.,
2004] to which we refer the reader for further information. This mathematical
model is described by the following set of ordinary differential equations:
T˙1 = λ1 − d1T1 − (1− 1)k1V T1
T˙2 = λ2 − d2T2 − (1− f2)k2V T2
T˙ ∗1 = (1− 1)k1V T1 − δT ∗1 −m1ET ∗1
T˙ ∗2 = (1− f1)k2V T2 − δT ∗2 −m2ET ∗2
V˙ = (1− 2)NT δ(T˙ ∗1 + T˙ ∗2 )− cV − [(1− 1)ρ1k1T1 + (1− f1ρ2k2T2]V
E˙ = λE +
bE(T˙ ∗1 + T˙
∗
2 )













where T1 and T
∗
1 denotes the number of non-infected and infected CD4+ T-
lymphocytes (in cells/ml), T2 and T
∗
2 denotes the number of non-infected and
infected macrophages (in cells/ml), V the number of free viruses (in copies/ml)
and E the number of cytotoxic T-lymphocytes (in cells/ml). The drug 1 and
2 represent the values of the control actions corresponding to the reverse tran-
scriptase inhibitor and the protease inhibitor respectively. In each period during
which the RTI and the PI is administrated to the patient, 1 and 2 is set equal
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to 0.7 and 0.3 respectively, and if not administered set to 0.0. The mean values
of the different parameters of the model are taken from [Adams et al., 2004] :
λ1 = 10, 000, d1 = 0.01, k1 = 8.0 ∗ 10−7, λ2 = 31.98, d2 = 0.01, f = 0.34, k2 =
1.0 ∗ 10−4, λ = 0.7, m1 = 1.0 ∗ 10−5, m2 = 1 ∗ 10−5, NT = 100, c = 13, ρ1 =
1, ρ2 = 1, λE = 1, bE = 0.3, Kb = 100, dE = 0.25, Kd = 500, δE = 0.1. We





The action τ ∈ (−1.4, 1.4) N-m has been discritized (uniformly) to 9 values. The
angular velocity is upper bounded to ±12 m/s while generating the data. A small
jitter was added to the diagonal elements of covariance matrix to keep it positive
definite at every step.
The hyper-parameters were trained in the batch mode using the GPy library1
in python.
B.2 HIV infected patient
The initial data collected for the pre-processing step for tuning the hyper-parameters
was positively skewed. Therefore, we have introduced a transformation step and
have done our training and planning in the log(1+x) domain, where x denotes our
state variable. We found reasonably good results for this transformation.
The new patient or patient dependent parameters pi are sampled from pi ∼
N (µ, (0.05µ)2) where µ is the mean values of the parameters given in Appendix
A.
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