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ABSTRACT 
Let a monic polynomial Pn(x) :=  X n -  a l  xn -1  . . . . .  a,, aj ~ C, j = 
1, 2 . . . . .  n, be given. Bounds for the eigenvalues and the computation of the singular 
values of some special companion matrices give bounds for the zeros of the polyno- 
mial P, which improve classical and recently found ones. Also some new bounds for 
the zeros are given. © 1998 Elsevier Science Inc. 
1. INTRODUCTION 
Let 
Pn :=xn-a lx  "-1 . . . . .  a n, a j~C, j= l ,2  . . . . .  n, a .~O,  (1) 
be a monic polynomial of  degree n I> 1. Throughout the paper we let 
x 1, xz . . . . .  x, denote the zeros of P, enumerated as Ix l l /> Ix21 >/ "'" >t Ix.I. 
In this paper we give some estimates for the zeros of pn. 
Bounds for the zeros of  polynomials were needed in several numerical 
methods. In many cases the estimate 
Ixl < 2 max lak{ 1/k 
k=l,..,,n 
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for the zeros of Pn has been found to be sufficient (see [7; 18; 25, p. 11; 30]). 
But this bound can also be improved in many cases. 
Determining bounds for the zeros of polynomials i a classical problem to 
which many authors have given contributions beginning with Cauchy (see [20, 
p. 122]). In many cases there have been given elegant proofs with the aid of 
the Frobenius companion matrix. The Frobenius companion matrix also is 
often the basis of numerical methods for the computation of the zeros of the 
given polynomial from good methods for the numerical computation of the 
eigenvalues of a matrix (together with balancing); see [6, 29]. But recently 
other types of companion matrices were proposed for this purpose (see [2, 5, 
8, 17-19, 26]). 
In this paper we use two types of (generalized) companion matrices, 
which are based on special multiplicative decompositions of the coefficients 
of the polynomial, to obtain estimates for the zeros of the polynomial Pn 
mainly by the application of Gersgorin's theorem to the companion matrices 
or by computing the singular values of the companion matrices and using 
majorization relations of H. Weyl between the eigenvalues and singular values 
of a matrix. The latter method was recently described in [14] in the case of 
the Frobenius companion matrix. These types of companion matrices are 
used in [15, 16, 21] to prove spectral properties in the case of operator 
polynomials. We propose several special choices of the decomposition coeffi- 
cients and obtain bounds for the zeros of polynomials which improve classical 
and recently found ones; also some new bounds are given. 
2. THE FIRST COMPANION MATRIX 
In this section we consider a companion matrix of Pn which can be 
obtained by a similarity transformation of the Frobenius companion matrix 
of e,. 
PROPOSITION 1. Let Pn be the monic polynomial of  degree n >1 1 given 
by (1). Let there exist complex numbers c 1, c 2 . . . . .  c, ~ C, 0 :/: 
b 1, b 2 . . . . .  b,_  1 ~ C such that 
a l  :=  c1, 
a 2 :---- C2b l ,  
(2) 
a, :=  cnbn_  1 . "  b~b x. 
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Let  A be the n-by-n matr ix 
A :~__ 
0 bn-  1 
. 
°°° 
Cn Cn - 1 
°°• 0 
° 
• " 0 b 1 
. . .  C 2 C 1 
(3) 
Then 
det( - A) = eo( x),  
where  E n is the n-by-n identity matrix.  
Proof• The proof follows immediately by induction on n. 
I f  n /> 3, then a short computation shows that A is normal if and only if 
C1, C 2 . . . . .  Cn_ 1 = 0 (and thus al, a 2 . . . . .  an_ 1 = 0) and ICnl = Ibll = Ib21 = 
. . . .  I b . - l l .  Thus A is normal if and only if Pn(x)= x n -  a , ,  where 
a n = cnbn_ 1 ... b 1 with Ic, l = Ibll = Ib21 . . . . .  Ib,_ll. Furthermore, A is 
unitary if and only if Pn(x) = x n - a n wi th  lanl = 1, where a n = cnbn_ l  "" 
b I with Ic.l = Ibll = Ib21 . . . . .  Ib ._ l l .  I f  n = 2, then A is normal if and 
only if Ibll = Ic21 and bl~ 1 = cl~z; furthermore A is unitary if and only if 
c~ = a~ = 0, la21 = 1, and Ibll = Icel• If  n -= 1, then A is normal; A is 
unitary if and only if latl = 1• 
Decompositions of the type (2) of the coefficients of Pn are always 
possible. The simplest one is c k := a k, k = 1 . . . . .  n, b I . . . . .  bn_ 1 := 1. 
In this case (3) is the Frobenius companion matrix. We propose here three 
different special choices for the decompositions (3)• But we do not formulate 
explicitly all special formulas and estimates which can be obtained by using 
these special choices; only in some simpler cases do we do so: 
Special choice I: 
C 1 := al, b I := max lakl x/k, 
k=2 . . . .  ,n  
:= max l aJ l l / ( J -k  + x) ' 
bk j=k+l  ..... n b ib  2 ... bk_ 1 
ak+ 1 
k=l  . . . . .  n -1 .  
ck+l := bib2 ... bk ,  
k=2, . . . ,n -1 ,  
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Special choice II: 
bl . . . . . . .  bn-1 =: b := max lakl x/k, 
k=2, . . . ,n  
ak 
ck := bk_ 1, k= 1 ,2 , . . . ,n .  
Special choice III: Let a k ~ 0, k = 1 , . . . ,  n. Then 
b 1 :=  c 1 :-.~- a l ,  
ak 
bk :=Ck : = -  , k=2 . . . . .  n - l ,  
ak-  1 
a n 
C n 1~ - -  
an-  1 
The application of Gersgorin's theorem to the matrix A gives estimates 
for the zeros of  Pn, since the eigenvalues of  A are equal to the zeros of pn. 
For convenience we state this important heorem (see [11, Section 6.1]). 
THEOREM G. Let M := (mjk)j, k= 1 ...... be an n-by-n (complex) matrix. 
(a) All the eigenvalues of M are located in the union of n discs 
o( n l G' (M)= x~C:lx-mzl< ~l%kl • 
(b) All the eigenvalues of M are located in the union of n discs 
C"(M)-'-- 
k=l  
x ~ C : lx  - mkkl ~< mjk • 
j~k  
(c) All the eigenvalues of M are located in 
C'(M) n C"(M). 
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Now the proof of the following proposition follows from the application of 
Theorem G(c) to the matrix A from Proposition 1. 
PROPOSITION 2. Let P, satisfy the assumptions of Proposition 1. Let 
G' := {x ~ C:lxl  ~< max{Ibal . . . . .  Ibn-ll} 
U(x~C:lx-a~,<~ ,cj,). (4) 
j~2 
G" := {x ~ C:lxl  ~< max{Iczl + Ib21 . . . . .  ICn-ll + Ibn-ll. ICnl} 
U{X ~ C: Ix - a~l ~< Ibll }. (5) 
Then all the zeros of P~ lie in G' N G". 
For example, from this proposition and special choice III a bound from 
Kojima (see [20, pp. 137, 138; 22, p. 249]) follows. Now we extend a result of 
[3] (see also [27]) to polynomials of the type considered in Proposition 1. 
PROPOSITION 3. Let P, satisfy the assumptions of Proposition 1. Let 
k ~ {0, 1 . . . . .  n - 1}, and let C k, M k be such that 
Ic._jl ~ Ck. 
Ibjl ~< Mk. 
j=k+l ,k+2 . . . . .  n - l ,  
j=  1,2 . . . . .  n -  (k +2) .  
Furthermore let r k denote the unique positive zero of 
gk( x ) := M~-(k + l)x k + l -- la,_klx k . . . . .  la, I. 
Then 
Ixxl ~ max{rk, Ck + Mk}. 
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Since 
Proof. We have 
n-1 
IP.(x)l >~lxl = - E lan-jllxl j 
j=0 
= Ixl n - M~-¢k+l~lx l  k+l + gk( Ix l )  - 
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n-1 
lan-jllxl j. 
j=k+l  
Jan_j[ ~< CkM~ -(j+ l), j=k+l  . . . . .  n - l ,  
thus we have for each x ~ C with Ixl > max{r k, C k + M k} 
I Pn(x ) l  >/ Ix l  n - Mf f -¢k+l~lx l  k+l  -4- gk( Ix l )  -- 
n-1 
CkM~-(J+'~lxlJ 
j=k+l  
Ixl n - M~-¢k+l ) lx l  k+ l  
= Ixt n -- M~- (k+X) lx l  k+ l  + gk( Ix l )  -- Ck I x l -  M k 
( Ix l -  Ck - Mk) ( lx l  n - -  M~-¢k+ l)lxl k+ ~) 
Ixl--M k 
+ gk( Ix l )  
>0.  
From this the assertion follows. 
Using Proposition 2, we can give an estimate for r k, and thus we obtain a 
more practical bound for the zeros of Pn. 
COROLLARY 4. Let k ~ {1 . . . . .  n - 1}. We have 
Ix l l  ~< max Ibn-k l  . . . . .  Ibn-~l,  ~ lcn_jl, Ck + Mk • 
j=0 
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Proof. Since 
l an -k l  
Mkn_tk+l~ ~< Icn-kl, 
l an - (k -1 ) l  
Mff-(k+l)  ~< Icn_~k_l~l Ibn-kl, 
lanl 
M~_(k+l  ) < Ic=l Ib=_ll "'" Ib._kl, 
the unique positive zero r~ of the polynomial 
hk( x ) := x k+ l - Ic=_klx k . . . . .  Ic.I Ibn_xL"" Ibn_kl 
satisfies r' k >1 r k. Applying Proposition 2 to h k gives the estimate for r~. • 
We now consider for 0 ~ a ~ C the polynomial 
p~(  x)  := ( x - ot )V, (  x ) ,  
which has the same zeros as Pn and additionally the zero a. If P, satisfies the 
assumptions of Proposition 1, we have 
Q~(x)  = x "+1 - (c  I + o l )x  n - c 2 - ol b l  xn - I  . . . .  
(c1) 
- -  C n --  ab-- ~ bn-1  . . .  b lX  + CnOtbn_ 1 . . .  b 1. 
n - i  
The corresponding companion matrix A~ of type (2) has the form 
A~ := 
0 - t r  0 "" 0 
0 0 bn-  1 
",  ".  0 
0 0 ... 0 b 1 
Cn- I Cl 
. . . .  C 2 --  O l - -  C 1 + Q C n C n ° tbn_ l  bl 
(6) 
By a suitable choice of a the application of Gersgorin's theorem [see 
Theorem G(c)] to the companion matrix A~ can give better bounds on the 
zeros of Pn than the ones given by Proposition 2. 
48 
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0--/: a E C. Let 
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Let P, satisfy the assumptions of  Proposition 1, and let 
[ 
:= /x ~ c :  Ixl < max{lal, Ibll . . . . .  Ibn_l]} 
u xeC:lx-(al+ )l< E cj- "~-Ien[' 
j=2 
( (oc.  G~:= xeC: lx l<max cj +lbjl, j=2  . . . . .  n; 
Cn Cn-1 ] ICnl}} - ab--~- 7 + lal, 
U{x ~ ( ; : Ix  -- (a 1 + a) l  ~< Ibll}. 
Then all the zeros of  Pn lie in G'~ (3 G:. 
We use a special A s to give an extension of a result of [4] with a different 
proof (see [4, Theorem 1]), which is an improvement of the classical 
EnestrSm-Kakeya theorem (see also [9; 22, Section 3.3.3]). Additionally we 
extend a further esult of [4] (see [4, Theorem 3]) concerning the numbers of 
zeros of Pn in a certain set. 
PROPOSITION 6. Let Pn satisfy the assumptions of Proposition 1, where 
c I . . . . .  c n ~ R andb I =b  2 . . . . .  b,_l  ="b. 
(aXi) Let 
cl <<- c2 <~ "'" <<" Cn-1 <<" Cn" 
Then all the zeros of  Pn lie in 
{x ~ C:lxl < Ibl} u {x ~ C : lx -  (cl + b)l < Ic.I + e. - cl}, 
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and the number o f  zeros of  P. in {x • C: Ixl < Ibl/2} does not exceed 
1 Ibl + Icl + bl + Ic.I + c .  - cl 
log2 log Ic,,I 
(ii) Let natural numbers k 1 . . . . .  k m be given with 1 <~ m < n and 1 < 
k 1 < k 2 < ... < k m < n, such that 
c 1 <~"" <~ckl_ 1 <~ckl >~ckl+l >1"'" >~ck_ l >~ck 2<~ck2+l <~"" <~ (>i) c n. 
Then all the zeros o f  P. lie in 
{x • C: lx l  ~ Ibl} 
(X -- -- -- ~ ( - - i ) J+lck j}  u •C: lx  (c~+b)l<lc.l+( 1)mcn C1+2 
j= l  
and the number of  zeros of  P n in {x • C: Ixl < Ibl/2} does not exceed 
Ibl + Ic~ + bl + Ic.I + (--1)mCn -- Cl + 2 ~ ( -1 ) J+ lck j  
1 j=l  
log 2 log I Cn I 
(bXi) Let 
cl t>c2 t> "'" >lcn-1 >lcn. 
Then all the zeros of  Pn lie in 
{x ~ ¢ :  Ixl -< Ibl} u {x e c :  Ix - (c,  + b)l  < ICnl -- e. + c,}, 
and the number of  zeros of  P. in {x • C:lxl  ~< Ibl/2} does not exceed 
1 Ibl + Icl + bl + Ic.I - e. + cl 
log 2 log I c. I 
(ii) Let natural numbers k 1 . . . . .  k m be given with 1 <. m < n and 1 < 
k a <k  z < ... <km <n,  such that 
C 1 >~ ... ~ Ckl- 1 >~ Cki <~ Ckl+l <~ ... ~ Ck2- 1 <~ Ck~ ~ Ck~+l >~ ... 
(>~)c .  
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Then all the zeros of P, lie in 
{x ~ C: lx l  ~< Ibl} 
( m ) 
L) x~C: lx - (C l  +b)l<~lc.l+(-1)m+~c. +c~ + 2E(-1) Jck j  , 
j= l  
and the number of zeros of P, in {x ~ C: Ixl ~ ]bl/2} does not exceed 
1 
log2 log Ic, I 
Ibl + Icx + bl + Ic.I + ( -  1) "*+ lC n Jr" C 1 + 2 ~ ( -  1)Jckj 
j= l  
Proof• (a): Since the proof of (i) is a simpler variant of the proof of (ii), 
we prove only (ii): With a .'= b, the companion matrix A~ given by (6) has 
the form 
0 
0 
0 
C n 
-b  0 ... 0 
0 b . 
0 
0 -.. 0 b 
C n - -  C . _  1 "'" C2 -- Cl Cl + b 
(7) 
Applying Theorem G(a) to A,, implies the first part of the assertion, since 
ICnl + ~ [C, -- C,_ll 
i=2 
k] m-1  kj+ l 
=lcnl+ 21c,-c, ll+ 2 2 Ic,-c, ll+ Ic,-c, ll 
i=2 j=l  i=k j+ l  i=km+l  
= Icnl + ( - -1 )mcn -- C 1 -I- 2 ~ ( -1 ) J+ lck j .  
j= l  
For the proof of the second part of the assertion we use a result of [28, p. 
171] (used also in [4] in the proof of Theorem 3), that if f is regular with 
If(x)l -<< M in Ixl -<< R, f(0) ¢ 0, then the number of zeros o f f  in Ixl -<< R/2 
does not exceed log[M/If(O)l]/log2• We have for Ixl ~< Ibl for the polyno- 
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mial Qb(x) := (x - b)P.(x) 
=lbl"(Ibl+lcl +bl+lcnl+(-1)mc. - l + 2 ~ (-1)J+lckj). 
j= l  
Since Qb(0) = c.b ~, the assertion follows from the cited result• 
The proof of (b) is similar• 
Similar methods yield lower bounds for the absolute values of the zeros of 
P.. We consider the inverse A-1 of A given by 
A- l= 
Cn - 1 Cn - 2 
Cn bn - 1 
1 
b._ 1 
Cn bn - 2 
0 
1 
bn-- 2 
c 1 1 
cnb  1 e n 
1 
bl 
0 
0 
The eigenvalues of A-1 are the reciprocals of the zeros of Pn" Thus we can 
apply Gersgorin's theorem [see Theorem G(a), (b)] to A-1 and A~ 1 [where 
A~ is given by (7)] to obtain lower bounds for the absolute values of the zeros 
of Pn.  
PROPOSITION 7. 
(a) Let Pn satisfy the assumptions of Proposition 1. Then 
Ic.I ) 
Ix.I >/min Ibll, Ibn-ll, 1 + Ek~llckl/Ibkl 
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Ib,[ Ibn_ll } 
Ixnl >i Icnlmin 1, icn] + Icll . . . . .  Ic.I + Icn_~l " 
(b)(i) Let Pn satisfy the assumptions of Proposition 6(a)(i). Then 
I c ) 
Ixnl >/IbLmin 1, Ibl + cn - c~ + Ic l  + b l  " 
(ii) Let Pn satisfy the assumptions of Proposition 6(aXii). Then 
I 'Cn' ) 
IXnl >1 Iblmin 1, Ibl + Ic I + bl + ( - 1)mCn -- C] + 2Ej=l(m -- 1)J+lGkj " 
(c)(i) Let P, satisfy the assumptions of Proposition 6(b)(i). Then 
( c I Ix.I >~ ]blmin 1, Ibl - cn + c~ + ]c t + bl " 
(iii) Let Pn satisfy the assumptions of Proposition 6(b)(ii). Then 
( c I Ixnl t> ]blmin 1, Ib] + Ic 1 + bl + ( -1 )  c n -t- e I Jr 2E}ml(--1)3Ckj 1 m+l  
Extending Proposition 7(b), (c), lower bounds for the absolute values of 
the zeros of P, can be obtained by the application of Gersgorin's theorem 
(see Theorem G) to the inverse of A~. 
Now we use majorization relations of Weyl (see [10, pp. 35-41] or [12, 
Chapter 3]) between the eigenvalues and the singular values of a matrix to get 
some more bounds for the zeros of Pn- This method was applied in [14] to the 
Frobenius companion matrix. For convenience we formulate these important 
inequalities between the eigenvalues and singular values of a matrix. 
Let M :=  (mij)i,j= 1 ...... be an n-by-n (complex) matrix. Let 
AI(M), )t2(M) . . . . .  A,(M) denote the eigenvalues of M enumerated as 
IAI(M)I >/IA2(M)I >t ... >t IAn(M)I, where multiplicity is counted, and let 
sl(M), s2(M) . . . . .  s,(M) denote the singular values [these are the eigenval- 
ups of the positive semidefinite matrix (M 'M)  1/2] of M enumerated as 
sl(M) >I s~(M) ~ ... >>, s,(M), where multiplicity is also counted. 
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THEOREM W. Let M := (mi j ) i , j=  1 . . . . . .  be an n-by-n matrix. 
(a) Then we have 
k k 
1-IIx~(M)l-<< 1-[s~(i) for k = 1,2 . . . . .  n, (8) 
j= l  j= l  
with equality for k = n, and 
.j=k Ixj( M)I ~> = sj(M) for k = 1,2 . . . . .  n, (9) 
with equality for k = 1. In particular we have 
s,,(M) <~IXj(M)I<s~(M ) for j= l ,2  . . . . .  n. (lO) 
Equality holds simultaneously in all the relations (8) or (9) if and only if M is 
norlTlal. 
(b) I f  r is a positive real number, then 
k k 
ElXj(M)lr< ~,s;(M) for k : l ,2  . . . . .  n. (11) 
j= l  j= l  
When k = n, equality in (11) holds if and only if M is normal. 
(c) I f  M is invertible and r is a nonzero real number, then 
~: [Xj(M)Ir < ~: sir(M). (12) 
j= l  j= l  
Equality in (12) holds if and only if M is normal. 
(d) I f  r is a positive real number, then 
k k 
YI (1 + r l* j (M) l )  < ~ [1 + rsj( M)] 
j= l  '= 
for k= 1,2 . . . . .  n. (13) 
When k = n, equality in (13) holds if and only if M is normal. 
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In the following we need information about the singular values of A. 
From results in [31] on bordered diagonal matrices the next proposition 
contains assertions on the singular values of A. An analogous result is of 
course valid for the singular values of A-1. 
PROPOSITION 8. Let P. satisfy the assumptions of Proposition 1 with 
n >i 2. Let •. - '={1,2 . . . . .  n}, and let N n := I  1 u I  2, where 11 f3I 2 =0.  
Furthermore, for k ~ 11 let a k ~ O, and for k ~ 12 let a k = O. Suppose that 
there are only t distinct values among the Ibkl, k ~ I 1 \ {n}, which we denote 
by Ibkl, k = 1 . . . . .  t, in decreasing order, and that these are of multiplicities 
~k, k 1, t, such that t ^ = . . . ,  Ek= xrk = Illl - 1. Then the n singular values of 
A given by (3) fall into three sets: 
(i) The singular values Ibkl, k E 12. 
(ii) I l l l -  t -  1 singular values consisting of ~ k - 1 values equal to Ibkl, 
k=l  . . . . .  t. 
(iii) t + 1 singular values (r k, which satisfy the relations 
0 < Oft+ 1 < [bt[ < °'t < Ib t - l l  < "'" < Ig~l < ~.  
Proof. The matrix AA* is given by 
AA • 
/ Ib._ll 2 bn_l~._l 
• . " 
Ibxl z blE 1 
I~n_ lCn_  1 . . .  ~91C 1 ~"~nk= llckl 2 
Applying results from [31] (see [31, Chapter 2, Paragraph 39]) to the matrix 
AA* gives the assertions. • 
It follows that the I bkl separate the singular values of A at least in the 
weak sense. In general it is not possible to compute the singular values of the 
matrix A or A -1. But we can give estimates for them, which give us 
estimates for the zeros of P.. 
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PROPOSITION 9. 
n~>2. 
(a) Then 
Let P. satisfy the assumptions of Proposition 1 with 
Icnl 
1 
Ic.I 2 n-1 Ickl 2 t 
+ mink=l . . . . . .  - l l bk l  2 q- k=lE ]--b-~kl2 ] 
1/2 
Ix.I ~ Ixll < max Ibkl 2 + Ickl 2 
k=l ..... n -1  
1/2 
(b) Then 
Icnl 
[ / c .  . . . . .  n a n 
".,xn ..... n I 
Proof. (a): The proof is analogous to the proof of Carmichael and 
Mason's bound in [11, Problem 28, p. 317], applied to A, A -1, respectively, 
and is therefore omitted. 
(b): We first prove the upper bound for Ixll. We write AA* in the form 
: /b  ~ ~) AA* diag I n-ll . . . . .  Ibll z, Ickl z 
k=l 
+ 
(-bn - lCn -- 1 "" b lc1  
bn- 1Cn - 1 
0 
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Then the eigenvalues of the first matrix are the elements in the diagonal, and 
the eigenvalues of the second matrix are 
0 with multiplicity n - 2, 
n-1 )1/2 
-+ ~ Ibkl~lckl 2 . 
k=l 
Applying Weyl's inequality for the largest eigenvalues of a sum of Hermitian 
matrices (see [11, Theorem 4.3.7; 13]) to the matrix AA* gives the assertion. 
An analogous proof applied to the matrix A-1 gives the lower bound 
for Ixnl. • 
If Pn satisfies the assumptions of Proposition 1, and if b 1 --- b 2 . . . . .  
bn- 1 = b, we are able to compute the singular values of A. 
PROPOSITION 10. Let P~ satisfy the assumptions of Proposition 1 with 
n >~ 2, where b 1 = b z . . . . .  bn-1 =: b. Then the singular values of A 
given by (3) are 
Ibl with multiplicity n - 2, 
, ibl2 + ~ ickl2 +_ ibl2 + ~lck l~ _ 41br21col~ (14) 
k=l 
Proof. The proof is analogous to a corresponding proof in [14] for the 
Frobenius companion matrix and is therefore omitted. • 
The majorization relations of H. Weft [see Theorem W(a)] between the 
eigenvalues and the singular values of a matrix imply two corollaries. 
COROLLARY 11. Let P. satisfy the assumptions of Proposition 10. Then 
all zeros of Pn lie in the annulus given by 
[( n 11j2 )lJ 
4,b,2,cn,  1 / .<,x, 
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~< 
(1/ 
Ibl 2 -4- ~ Ic~l 2 
k=l  
Ibl 2 k~11c~12 11/2~ + + -41b121cnt21 l )  = sI(A)" (15) 
Furthermore we have 
k 
l--I Ixjl ~< Iblk-lsx(A), 
j= l  
k=l  . . . . .  n- l ,  
and 
| l l x j l>~lb ln -ksn(A) ,  k=2 . . . . .  n, 
j=k 
( i f  n >1 3, then equality holds simultaneously in all these relations i f  and only 
i f  P . (x)  = x n - a n with a n = cnb n-1 and Icnl = Ibl), and 
I~I Ixjl = Ibln-2s~( A)Sn(A) = lanl. 
j= l  
Corollary 11 is a recently proved result of  Kittaneh (see [14, Theorem 1]; 
see also [24, p. 131]) if we choose b .'= 1, c k := ak, k = 1 . . . . .  n. 
COROLLARY 12. Let P. satisfy the assumptions of  Proposition 10. Then 
all zeros of  Pn lie in the annulus given by 
l { ib l  2 + Icnl 2 + 
n-1  
Ick+~ - ckl ~ + I~ + bl ~ 
k=l  
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[( n, 
- Ibl ~ + Ic.I 2 + ]~ Ick+~ - ckl 2 + ICl + bl 2 
k=l 
462c I J2)) ,/2 
(1( n l 
.< Ixl < Ibl 2 + Ic.I ~ + ~ Ick+~ - c~l 2 + Icl + bl 2 
k=l 
+[(b n-1 )2 + Ic.I 2 + ]~ Ick+l - ckl ~ + Icl + bl 2 
k=l 
4b cn2]/))lJ 
I f  a 1 = c I ~ O, the choice b .'= - c  1 is possible and gives the upper bound 
(and a corresponding lower bound for Ix.I) 
/71 ia.i 2 .-liak+ +alaki 2 
Ixll < , lall ~ + lall zn--------''~ + ~ i 
k=l  lall 2k 
+ 
[ (  la.I 2 n-1 lak+ 1 + alakl~) ~ 
lall ~ + la112._-------- ~ + k=l lall 2k 
Ill2)) 
lall~,,-4 
l i2 
(16) 
Proof. A proof analogous to that of Proposition 10 applied to the matrix 
A~ defined in (7) gives the assertion. • 
Corollary 12 (the second inequality) improves a classical estimate of 
Williams (see [20, p. 126; 22, p. 247]) if we choose b .'= 1, c k := a k, 
k= l , . . . ,n .  
If some of the coefficients of P, are equal to 0, the following extension of 
Proposition 10 and Corollary 11 can be proved similarly. 
PROPOSITION 10'. With the notation of Proposition 8, let P, satisfy the 
assumptions of Proposition 1 with n >1 2. I f  b k =." b for each k ~ 11 \ {n}, 
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then all zeros of Pn lie in the annulus given by 
[(,~,~ S,c,,~) ~ -,~'~1~'~ 
+ Ibl 2+ ~lck l  
-'lbl~lcnl~] )1 l" 
We have a further corollary of Proposition 10. 
COROLLARY 13. 
(a) Let P, satisfy the assumptions of Proposition 10. 
(i) I f  r is a positive real number, then 
k 
I xy  ~< (k - 1)[bl r + Sl(A)  r, 
j=l  
I f  r is a nonzero real number, then 
Ixjl r <<. (n  - 2)lbl r + sl(A) r + s~( A)r; 
j=l  
k--  1 , . . . ,n -  1. 
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/ fn >I 3, then equality holds in this inequality if  and only if Pn(X) = X n - -  a n 
with  a n = cnb" -1  and Ibl = Icnl. 
(ii) I f  r is a positive real number, then 
k 
1--I (1 + rlxjO <~ (1 + rlbl)k-l[1 + rsl(A)] , 
j= l  
k=l , . . . ,n -1 ,  
and 
f i (1  + rlXyl) < (1 + rlbl)"-2[1 + rsl(A)][1 + rsn(A) ]  ; 
j= l  
/f n i> 3, then equality holds in the preceding inequality if  and only if 
Pn(x) = x n - a n with a,~ = cnb n-1 and Ibt = ICnl. 
(b)(i) Let Pn satisfy the assumptions of Proposition 1. Then 
n-1  
Ixkl 2< ~tckl  2+ Elbkl  2- 
k=l  k=l  k=l  
I f  n >~ 3, then equality holds in this inequality if  and only if Pn(x) = x n - -  an, 
where a, = cnbn_ 1" ... b I with ICnl = Ibll = Ib21 . . . . .  Ibn_ll. 
(ii) Let a k -¢ O, k = 1 . . . . .  n. Then 
n-1  a 2 an 2. 
Ixkl 2 << 21all z + 2 ~ ~k + 
k=l  k=2 ak -1  an-1  
Proof. (a)(i) follows from Theorem W(b),(c); (a)(ii) follows from Theo- 
rem W(d). The assertion of (b) follows from the fact that the sum of the 
squares of the singular values of a matrix is equal to the sum of the squares of 
the absolute values of the elements of the matrix (see [11, p. 421; 12, p. 156]), 
Theorem W(b) and with special choice III. • 
The formulas of Corollary 13(a) are recently proved results of Kittaneh 
(see [14, Theorems 2, 3, 4]) if we choose b .'= 1, c k .'= a k, k = 1 . . . . .  n. 
Now we use the results of Proposition 10 to give more estimates for the 
singular values of A and thus for the zeros of Pn in the general case of the 
assumptions of Proposition 1. These estimates extend the results of Proposi- 
tion 9(b). 
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THEOREM 14. With the notation of Proposition 8 let Pn satisfy the 
assumptions of Proposition 1 with n >1 2. Let j ~ {1 . . . . .  t}, and let Ij .'= 
(i ~ 11: Ib, I = Ibjl). Then 
max 
j= l  . . . . .  t 
max{lbk1-2, k ~ 12; IDk1-2, k = 1 . . . . .  t ,  k ~ j ;  
) tk~',{ n} Ibkl 2 + 1 
+ 
,ck,  
t k~,,,(.} Ibkl ----~ + 1 
4( c ))x J l} 
IDsfflc-ff k~x,,,(#jo{.I)Ibk I~  + 1 
+1c.1-1( 
I~k12 )1/~] -1/2 
kEI1N(ijU(n} ) Ibkl 4 
~< Ix.I ~< Ix~l 
~< min 
j= l  . . . . .  t 
k ~ I2; IDkl 2, k = 1 . . . . .  t, k :/:j; 
1( 
IDjl 2+ E Ickl 2 
k~I i  
-4- + ~2 Ickl2) 2- 
k~I1 I 
1'"// 
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1/2] 112 
Proof .  We first prove the upper bound for Ixll. Let j ~ {1 . . . . .  t}. By a 
suitable choice of a permutation matrix P we may derive a matrix Y such 
that 
y = PrAA*P  = 
^ u 
~r~ 
Ek~rllckl 2 
where the stars on the diagonal are values Ibkl 2, k ~ 12, and values I~kl 2, 
k = 1 . . . . .  t, k ~ j ,  according to their multiplicities, the stars in the last 
column are corresponding products b k ck, and the stars in the last row are the 
complex conjugate of these^values. Furthermore, cl . . . . .  cr are values cj 
corresponding to the value Ibjl. We decompose this matrix according to 
y = 
+ 
"Z  -~ 
~ "'" ~1 ~:~,,Ic~l 2 
¢¢ 
g :  °°•  
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The eigenvalues of the first matrix are the elements on the diagonal, that is, 
Ibkl 2, k ~ 12, IGkl 2, k = 1 . . . . .  t, k ~:j, and the eigenvalues of the block 
matrix in the right lower comer, which can be computed, according to 
Proposition 10, to I~jl 2 with multiplicity ~j - 2 and 
+ kElckl  2-+ + E Ickl 2 -4]~j l  2 E Ickl 2 • 
kEI1 k~l l \ l  j
The eigenvalues of the second matrix are 0 with multiplicity n - 2, and 
) 1/2 
+ y" Ibkl21ckl 2 . 
k ~ I i \ (  Ij tO {n}) 
Applying Weyrs inequality for the largest eigenvalues of a sum of Hermitian 
matrices (see [11, Theorem 4.3.7; 13]) to the matrix Y gives the assertion. 
An analogous proof applied to the matrix A-1 gives the lower bound 
for IXn]. • 
3. THE SECOND (GENERALIZED) COMPANION MATRIX 
In this section we consider a generalized companion matrix of the 
polynomial P, in the sense that the characteristic polynomial of this matrix 
has the same zeros as P, and additionally the zero 0 with a certain multiplic- 
ity. This type of matrix has been used in [16, 21] in the case of operator 
polynomials for proving spectral properties. The elements of the matrix are 
based on multiplicative decompositions of the coefficients of the polynomial, 
where in contrast o the decomposition (2) there is no dependence between 
the coefficients. The application of the Gersgorin theorem to this matrix 
together with several different special choices of the decompositions gives us 
known and new bounds for the zeros of P~. Furthermore, since we are able 
to compute the singular values of this matrix, further bounds are obtained. 
These bounds coincide in a few cases with bounds derived in Section 2, but 
in most cases they differ. 
PROPOSITION 15. Let P, be the monic polynomial of degree n >t 1 given 
by (1). Let there exist complex numbers a~ 1), ~2~(1),~2~(2), . . . ,  a~ ), "n'(2),'" ., a(,) 
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C such that 
a 1 :=  a~ 1), 
a 2 := a(1)a(2) 
2 ~2 , 
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( i t )  
Let  A be the h-by-h matrix 
A = 
(0 (2) a(nn). a n := a n an ... 
0 a~ ) 0 ... 0 0 . . . . . . . . .  0 0 
: . .  0 
• • . .  a ( . -  1) 0 . . . . . . . . .  0 0 
0 . . . . . . . . .  0 0 . . . . . . . . .  0 a~n '0 
a O) 0 . . . . . .  0 
where ~ := 1 + n(n  - 1)/2. Then 
0 a~ ) 0 0 
0 0 0 a~ )
0 0 0 a~ )
a~ ) 0 a~ ) [a~ ~) 
l 
, ( i s )  
det(xE a - A) = x (" - iX"-  2)/2Pn(x),  
where  Ea is the h-by-h identity matrix. 
Proof. The proof follows by induction on n. • 
If n 1> 3, then a short computation shows that A is normal if and only if 
a~ j) = 0 for j = 1, 2 . . . . .  k, k = 1, 2 , . . . ,  n - 1 (and thus al, a 2 . . . . .  an-  1 = 
0), and la(n:)l = la~)l . . . . .  la($)l. Thus A is normal if and only if P , (x )  = 
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x n -an ,  with a~J ~=0 fo r j  = 1,2 . . . . .  k, k = 1,2 . . . . .  n -  1, and la~l= 
la~l . . . . .  laCnn~l. I f  n = 2 or n = 1, then the same conditions for normal- 
ity as in the case of the matrix A given by (3) are valid. 
Decompositions of  the type (17) of the coefficients of Pn are always 
possible. The simplest one is if we choose a~ 1~ := ak, k = 1, 2 . . . . .  n, a~ j~ := 1, 
j = 2 . . . . .  k, k = 2 . . . . .  n. In this case the matrix ¢~ is a (generalized) 
Frobenius companion matrix. But also the decomposition (2) is a special case 
of the decomposition (17). In this case a decomposition of the type (2) 
generates many different decompositions (17) and thus many different matri- 
ces A. Furthermore, special choices I - I I I  are applicable here. But also we 
propose some further special choices of the decomposition coefficients in 
(17), which give special estimates for the zeros of P~. Many other useful 
decompositions are possible: 
Special choice/V: Let P, satisfy the assumptions of Proposition 1. Let 
a~ 1~ -'= c k , k = 1 . . . . .  n, 
a~ k~ := bk-1, k = 2 . . . . .  n, 
a~J~:=bj_l, j=2  . . . . .  k - i ,  k=3 . . . . .  n. 
I f  Pn satisfies the assumptions of Proposition 10, as special cases the 
additional special choices a~ 1~ := c k, k = 1 . . . . .  n, a~ j~ .'= b, j = 2 . . . . .  k, 
k = 2 . . . . .  n, and further c k := ak, k = 1 . . . . .  n, b .'= 1 (generalized Frobe- 
nius companion matrix) are used subsequently. 
Special choice V: Let ot be a positive real number. Then 
a (1) := a 1 , 
{ lakl ) l /z  
a~ l~ := [ ~ exp(i arg a k), k=2, . . . ,n ,  
{ lakl )1/2, 
:=  k = 2 , . . . ,n ,  
a~J):=ot, j=2  . . . . .  k - l ,  k=3 . . . . .  n. 
The additional special choices a := 1 and a .'= maxk= 2...... lakl x/k are 
useful and used subsequently. 
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Special choice VI: 
a i  D :=  a I , 
a~ 1) := [ak[ 1/k exp(i arg ak), k = 2 . . . . .  n, 
atJ) :=  ]ak] l/k, j = 2 , . . . ,  k, k = 2 . . . . .  n. 
We note that in this case the matrix A is balanced (see [23]) in each norm 
II- lip, 1 ~< p ~ ~. 
The application of Gersgorin's theorem to the matrix ,~ gives estimates 
for the zeros of Pn since the eigenvalues of /~ (except he eigenvalue 0) are 
equal to the zeros of Pn. 
PROPOSITION 16. 
(a) Let Pn satisfy the assumptions of Proposition 15. Let 
6 '  .'= {x ~ C : lx l  ~ max{la~J) l : j=2 . . . . .  k, k =2 . . . . .  n}} 
t_; x~C: lx -a l l<~ ] 1)1 , 
j= 
6" := {x~C: lx l~max{ la~J ' l : j=  1. . . . .  k -  1, k=2 . . . . .  n}} 
( u x~C: lx-axl<~ I J)l . 
j=  
Then all the zeros of Pn lie in G' tq G". 
(b) Let P~ satisfy the assumptions of Proposition 1. Let k ~ {1 . . . . .  n}. 
Then all the zeros of  Pn lie in 
{x ~ C:[x] ~< max{lbj], j = 1 . . . . .  n - 1, j ~ k; Icj], j = 2 . . . . .  n}} 
u xeC: lx-a~l<<.(n-k) lbk l+ Ibjl • 
j= 
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Proof. (a) follows from the application of Theorem G(c) to the matrix /(. 
To prove (b) we choose 
a~ l ) :=c  i, j = 1 . . . . .  n, 
a~J~ := bj_ l, j=2  . . . . .  k, a~J~ := bk , j = k + 1 . . . . .  n, 
a~t~:=bl_l, l=2  . . . . .  j - l ,  j=3  . . . . .  k+ l ,  
a~ l~'=bl-1,  1=2 . . . . .  k, j=k  . . . . .  n, 
a~t~:=bl, =k  + l . . . . .  j - l ,  j=k+2 . . . . .  n. 
Then the assertion of (b) follows from Theorem G(b). • 
Proposition 16(b) complements Proposition 2, (5) for the case k = n. The 
following corollary is valid using special choices I I I -VI in Proposition 16(a), 
where in the case of special choice III we use the assignment of special 
choice IV, and in the case of special choice IV we use the assignment of the 
generalized Frobenius companion matrix: 
COROLLARY 17. Let P, be the monic polynomial of degree n >1 1 given 
by (1). 
(a) Let a k 4= O, k = 1 . . . . .  n. All the zeros of P~ lie in 
((  ( laa~-~ )} x ~ C : lx l~< max lall; , k=2 . . . . .  n -1  
u{ x ~c : lx  -axl <~ k=2 ~ ak-1 ak ) I) 
({ {I )} n x~C: lx l~<max ~ , k=2 . . . . .  n ak- 1 
{ n-11 aa-~_k I}) U x~C:lx-axl<~lall+ ~ 
k=2 
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(b) All the zeros of Pn lie in 
{x ~ C: Ixl <<. max{l; lakl, k = 2 . . . .  , n}} 
u x~C: lx -a l l<~min  n - l ,  [a k] . 
(c) Let a be a positive real number. All the zeros of Pn lie in 
( I II x~C Ixl<max a; ~a--~--~_2] ,k=2 .. . .  ,n 
u x~C: lx -a l l<~ 
k=2 
Here the maximum is attained by a if and only if a >~ maxk= 2...... lakl 1/k. 
(d) All the zeros of Pn lie in 
(x ~ C:[x[~< max{[a~[ 1//~ }} : k=2, . . . ,n  
Corollary 17(d) implies a classical estimate of Walsh (see [20, p. 126; 22, 
p. 251]). 
For the matrix 2~ we can compute the singular values. 
PROPOSITION 18. Let A be given by (18), where n >t 2. Then the 
singular values of A are 
0 with multiplicity n - 2, 
la~J)l, j=2  . . . . .  k -  1, k---3 . . . . .  n, 
1 n n 
( - - [  ~ la(kl)le + Ye 'a(kk)12 
[( n )2 n 11/2~  1/2 
± k=l ~ [a(kl)[2-- k--~2 la~k~12 +4[a~l)12k~21a(kk)la] l /  " (19) 
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I f  a 0) = a 1 = O, the last two expressions reduce to 
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n ~1/2~ 
k =~z la~k)12) / '  
n ~ 1 /2 ]  
Proof• To compute the singular values of A we consider A%,~ given by 
la~)l = 0 ... 0 ... ~(1),~(1) 0 ~(1)n(1) ~(1)~(1) 
n ~3 ~n ~2 t~n t~l 
0 la~)l 2 " 0 0 0 0 
• • 0 • 
0 ... 0 la(, "-*)1 z 0 0 0 0 
•(•)a o) 0 ... 0 
3 n 
0 0 0 
a(1)a (1)  0 0 
2 n 
~(a),,(1) 0 . . .  0 I ~n  
la(1) 2 
3 
0 
~(D,,O) 
2 '*3 
• •. ~(1).,(1) 
~I ~3 
0 ~(1)*r (1)  ~(1)n(1) 
~3 ~2 "3  ~I  
la(2)l 2 0 0 
0 
0 ~(1)n(1 ) y~n i a(kk)l 2 ] ~2  k=l  
This formula shows that the numbers 
la(kJ)l ~, j = 2 . . . . .  k - 1, k = 3 . . . . .  n, 
^ ^ 
are eigenvalues of A*A of multiplicity at least 1. For each k = 3 . . . . .  n, rows 
^ ^ 
n(n  - 1) /2  and 1 + [n(n  -1 )  Z k (k  - 1)]/2 of A*A are linearly depen- 
dent. Therefore the rank of A*A is at most 1 + n(n  - 1) /2  - (n - 2), and 
thus 0 is an eigenvalue of multiplicity at least n - 2. Counting all these 
eigenvalues, there remain to compute two eigenvalues, which we denote by 
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A 0,/z o. Since 
A o + /z o + 
~ k-1 
~][a~J'[ 2 t rA*A= ~[a~ k'l 2+ ~ k-1 = E la~)le, 
k=3 j=2 k=l k=2 j=l  
we have 
A o +/z  0 = ~ la~k)12+ ~ [a~l)[ z. (20) 
k=l k=2 
Now we use the fact that also the second symmetric function S 2 of the 
eigenvalues of .4"/~ is equal to the sum E 2 of the 2-by-2 principal minors of 
A*A (see [11, p. 42, Theorem 1.2.12]). Since 
S2 (A0 + ]-$0) ~ k-1 m-1 la~J)12 + A0 tz0 + ~ k-1 = E [a~J'l ~ ~ E [a(m/'12 
k=3 j=2 k=3 j=2 m=3 /=2 
k+j<m+l 
and 
~k-1  (~ kn__~2 ) E~ = ~] la~J)12 la?)l 2 + la~l)12 
k=3j=2 k=l 
+ ~ [a~k)l ~~ la~l)l 2
k=2 k=2 
+ 
k-1 m-1 
E la(~)12 ~ E la(m/)l ~,
k=3j=2 m=3 /=2 
k+j<m+l 
from these formulas together with (20) it follows that A 0 and/~0 are the roots 
of the quadratic equation 
x ~ - la(k~)l ~ + la~X)l z x 
k=l = 
+ la  't la  'l -- O. 
k=2 k=2 
Now the assertion follows by a short computation. • 
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Using the majorization relations between the eigenvalues and singular 
values of A (see Theorem W), we get an estimate for the zeros of P, and 
some other estimates. 
THEOREM 19. 
(a) Let Pn satisfy the assumptions of Proposition 15, where n >1 2. Then 
Ixd < max{la(kJ)l, 
[:-( 
< max{labial, 
I f  a(11~ = a 1 = O, the estimate is 
Ixll < max{la~;)l, 
j=2  . . . . .  k - l , k=3 . . . . .  n, 
labial 2 + ~ la~k)l 2
k=l k=2 
[( n ). 
+ ~la~l)l'--k~=21a~k)lg k=l 
j=2  . . . .  , k - l , k=3 . . . . .  n, 
j=2  . . . . .  k - l , k=3 . . . . .  n, 
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(b)(i) Let P, satisfy the assumptions of Proposition 1, where n >~ 2. Then 
2(  ~ n-1 Ixll ~< Ickl 2 + ~ Ibkl ~ 
k=l k=l 
+ Ickl 2 - Ibkl 2 
k=l k=l 
n-1 )1/2 
Ickl 2 + ~ Ibkl 2 . 
k=l k=l 
n- ,  ]1/2~ } 
+ 41a112 ~] Ibkl2] / k= 1 
1/2 
(21) 
l f  a I = O, the estimate is 
(ii) Let Pn satisfy the assumptions of Proposition 10. Then 
txll ~< 
~< 
(l{Eic~12 + Ibl2(n - 1) 
k=l 
+ Ic~l 2 - Ib l2 (n  - 1) 
k=l 
+41aflbl~(n- 1)] tJ 
) 1/2 
Ickl 2 + Pbl2(n - 1 )  . 
k=l 
(22) 
I f  a I --- O, the estimate is 
(e3) 
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(iii) Let P, satisfy the assumptions of Proposition 10. Then 
1{ n--1 
[Xl[< ~ [c l+b[  2+ ~[ck+x 
k=l 
-- ckl 2 + IGI 2 + nlbl 2 
+ 
( n- I  
Ic I + bl 2 + ~ ICk+l 
k=l 
- ck[ 2 + ]Cnl 2 - nlbl2) 2 
• 4n'b' 'cl 
1/2 
~< 
n--1 
Icl + bl ~ + E tck+l 
k=l 
- ckl ~ + [cnl 2 + nlbl2) i/2. 
I f  a 1 --# O, the choice b := -c  i = -a  1 gives the estimate 
'an'  
kk=i lail 2~ + ~ " lall 2"-2 
(24) 
Proof. (a) follows immediately from Proposition 18 and Theorem W(a), 
especially (10). To prove (b)(i) we choose special choice IV. Then the 
assertion of (b)(i) follows .from (a). (b)(ii) follows from (b)(i) if we choose 
b := b I = b 2 . . . . .  b,_ 1- (b)(iii) follows from the application of (b)(ii) to 
the polynomial Q~, whose companion matrix A~ is defined by (7). • 
The bounds in Theorem 19(b)(ii) can be better than the corresponding 
bound in Corollary 11, especially (15), but also the contrary is true, as 
examples how. But if a 1 = 0 and the maximum in (23) is attained by the 
second term, then this bound is always better than the bound in (15). In 
particular, this is valid for the special choice b := 1, c k := ak, k = 1, 2 . . . . .  n, 
that is, for the bound obtained in [14] from the usual Frobenius companion 
matrix. I f  in (24) the maximum is attained by the second term, then this 
estimate is better than the estimate in (16). Special choices III (with the 
assignment of IV), V, VI imply the following corollary: 
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COaOLLhRY 20. Let P. be the monic polynomial of degree n >1 2 given 
by (1). 
(a) Let a k q~ O, k = 1 . . . . .  n. For the zeros of P. we have 
n-ll ak 2 1 aa_~_l 2 Ixll~< lall z+ ~ + 
k=2 ak-1 
q-( lal'4 +'all2n~lk=2 aa--~-kl 2 + 1 a~_i ) j a n  4 1/2] 1/2 
[ ,~) I/2 n- 1 a 2 an 
~< 2lall 2+2 ~ ~'k + 
k=2 ak- 1 ~ " 
(25) 
(b) Let ~ be a positive real number. For the zeros of Pn we have 
1 n lakl 
Ixll ~< max or, ~ lall 2 + 2 otk_ ~ + lall lall 2 + 4 
= k=2 
~<max o~, lall~+2~k=2 ~----~-'2-2] " /" (26) 
I f  a 1 = 0, the estimate is 
x 3 
k = 2 ---"~-'Z~_ 2 
I f  ot = maxk= 2 ...... takl l/k, the maxima are attained by the second terms 
respectively. 
(c) For the zeros of P. we have 
IXll<~ (llal12+2~lak12/k+lal(lal12+4~lak12/k)l/]l/2k=2 k=2 
( )l j2 
<~ all 2 + 2 akl 2/~ (27) 
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I f  a I = O, the estimate is 
Ix1[-<< ak[ 2/k 
1/2 
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The last bound in Corollary 20(b) with a = max k = 2 ...... ]a k i1/k coincides 
for a 1 = 0 with the recently found bound in [1]. 
In the followin~ we denote the two singular values of 2~ ~iven by (19) by 
~(A),  ff2(A), and by ~W(A), sx(A), s~(A)  [the explicit formulas are given by 
(21), (26), (27), respectively] and g~v(A"), s~(A~), s'~2(A") [the explicit formulas 
are given by (21), (26), (27), respectively, with a minus sign before the inner 
square root], respectively, in the cases of special choices IV, V, VI. Then we 
have two corollaries to Proposition 18, where in the proof of the first corollary 
additionally Theorem W(b) is used, and in the proof of the second corollary 
Theorem W(d) is used. 
COROLLARY 21. Let Pn be the rmmic polynomial of degree n >~ 2 given 
by (1). 
(a) Let Pn satisfy the assumptions of Proposition 15. I f  r is a positive real 
number, then 
n k -1  ^ r 
Ixkl ~ ~< ~ E ]a(kJ)] r + sl("2~) r -~- $2(A) . 
k=l  k=3j=2 
I f  n >~ 3, then equality holds in this inequality if and only if Pn(x) = x n - 
a n with a~ j) = 0 for j  = 1, 2 . . . . .  k, k = 1, 2 . . . . .  n - 1 and la~)[ = la~)l = 
. . . .  la~n)]. Let P, satisfy the assumptions of Proposition 1. Then 
n- -2  ^ r 
]Xk It ~ E (n - k - 1) lbk l  r + slY(z~) r "~- SglV(A)  . 
k= l  k=l  
(b) I f  r is a positive real number, then 
la l r r [xk [  r <~ (n - 2) la l l  r q- E (n  - k - 1)  - -  h- f f~ I I (A )  
k=l  k~2 ak ' l  
-]- ffIII[ A' I  r 
2 ~. J , 
where  S~II(A~) is given by the right side of (25), and ff~n(A~) is given by the 
right side of (25) with a minus sign before the inner square root (if 
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a k #0,  k = ! . . . . .  n); and 
Ixk[ r ~ }~r(n  - 2)(n - 1) + s~(A) r + ~(A~) r, 
k=l 
[xk[ r ~ ~ (k - 2)[ak[ r/k + ~VllI (A) r -[- S~q(A) r 
k=l k=3 
( i f  n ~ 3, then equality holds in the preceding inequality if and only if 
Pn(x)  = X n --  an) .  
COROLLARY 22. Let Pn be the monic polynomial of degree n >~ 2 given 
by (1). 
(a) Let P. satisfy the assumptions of Proposition 15. I f  r is a positive real 
number, then 
f i  ( i  + rlxk[ ) ~< f i  kill (1 + rla(kJ)[)[1 + rffl( A)][1 + rff2( A)]. 
k=l k=3j=2 
I f  n >>. 3, then equality holds in this inequality if and only if Pn(X) = X" -- a. 
with a(k j) = 0 for j = 1, 2 . . . . .  k, k = 1, 2 . . . . .  n - 1 and la(~l>l = la~)l . . . .  
= ta($)l. Let Pn satisfy the assumptions of Proposition 1. Then 
n-2  
f i  (1 + rlxk[ ) ~< I-I (1 + r[bkl)"-k-l[1 + rs~V(A)][1 + rs~V(A)]. 
k=l k=l 
(b) I f  r is a positive real number, then 
/ f i ( l+r ]xk[  ) ~<(1 +r[al[) "-2 I - I  l+r  ak 
k=l k=2 ak-1 } 
X[ I  -~ rs~II( i )111 -]- rsIII( i ) ]  
n-k - I  
( i fa k q:0, k = 1 . . . . .  n), 
f i  (1 + r[xk[ ) ~< (1 + ra)(n-2Xn-1)/2[1 + r~(A)][1 + r~(A)l, 
k=l 
f i  (1 + r[x~[) ~< f i  (1 + r[ak[1/k)k-~[1 + r~llI( i ) ] [1 -[- ~s-~I( i ) ]  
k=l k=3 
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(if n >>. 3, then equality holds in the last inequality if and only i f  P,(x) = 
X n - -  an). 
For simplicity we have used all nonzero singular values of A to establish 
the bounds in the last two corollaries. These bounds can be improved if we 
use only the k largest ones, 1 <~ k <~ n, which in fact are the only ones 
needed. But the corresponding formulations would include many special 
cases and thus considerable ffort. Therefore we consider these improved 
bounds only in two cases which are easier to handle. 
COROLLARY 23. 
n>~3. 
(a) Let 
Let e. satisfy the assumptions of Proposition 10 with 
1 21a112 + iblZ • ~ ic~le. 
n- -  k=2 
Then we have 
VI Ix; I  ~ Ibl k-2 (n  - 1) Ickl 2~/z, 
j= l  k=2 
k =2, . . . ,n .  
I f  r is a positive real number, then 
k 
E txjl r ~ (k - 2)lbl r + 81(z~) r "~- ~2(z~) r, 
j= l  
and 
k=2 . . . . .  n, 
k 
I-I (1 + rl xjl) ~ (1 + rib])k-211 + r~( A)][1 + rs2(/~)], 
j= l  
k =2, . . . ,n ,  
where ~1( A~) is given by the right side of (22), and ~2( A~) is given by the right 
side of (22) with a minus sign before the inner square root. 
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(b) Let 
1 
n- -2  
- - l a l l  2+lbl 2> ~lekl 2. 
k=2 
Then we have 
k 
171xjl ~< tat 1~1(z~ ) , 
j= l  
k = 1 , . . . ,n .  
I f  r is a positive real number, then 
k 
Ixjl r <~ (k - 1)[bl r + ~I(A) r, 
j= l  
k = 1 , . . . ,n ,  
and 
k 
I-I (1 + rlxj[) <~ (1 + rlbl)k-l[1 + rs l (A)] ,  
j= l  
k = 1 , . . . ,n .  
Proof. The proof of (a) follows from the fact that for the matrix A with 
the special choice of Theorem 19(b)(ii) and under the assumptions of (a) the 
singular values are given by Sl( A ~) with multiplicity 1, sz(A') with multiplicity 
1, Ibl with multiplicity i + n(n - 3)/2, and 0 with multiplicity n - 2, where 
sl(A ~) 1> s2(A') >/Ibl. Application of Theorem W now gives the assertion. 
Since under the assumptions of (b) we have s1(14 ~) >/IbL > s2(A~), the 
proof of (b) is analogous to the proof of (a). • 
In the case of special choice V with a := maxk= 2...... lakl 1/k we have a 
similar corollary. 
COROLLARY 24. Let P. satisfy the assumptions of Proposition 1 with 
n >/ 3. Let a := maxk= 2...... lakl 1/k. 
(a) Let 
lakl 
a + Jail ~ ak_  1 . 
k=2 
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Then we have 
k 
VIIxjl ~< ~ lajla k-j, 
j=l j=2 
k =2, . . . ,n .  
I f  r is a positive real number, then 
k 
E Ixjl r ~< (k - 2)o/r + 8~(X) r "1- ~(z~) r, 
j= l  
k = 2 , . . . ,n ,  
and 
k 
VI (1 + r]xjl) <~ (1 + rot)k-2[1 + r~(A) l [1  + r~( .4 ) ] ,  
j= l  
k=2 . . . . .  n 
(b) Let 
lakl 
a + lall > ak_  x.  
k=2 
Then we have 
k 
I-Ilxjl ~ ak-ls~(A), 
j= l  
k= 1 , . . . ,n .  
I f  r is a positive real number, then 
k 
E Ixjl r <~ (k - 1)a r + ~I(A) r, 
j= l  
k= l  . . . . .  n ,  
and 
k 
VI (1 + rlxj[) <~ (1 + ra )k - l [1  + r~( ,4 ) ] ,  
j= l  
k = 1 , . . . ,n .  
Proof. The proof of (a) follows from the fact that for the matrix A with 
special choice V, where a := max k = z ...... l a k i l/k, and under the assumptions 
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of (a) the singular values are given by ~(A  ~) with multiplicity 1, s~(A") with 
multiplicity 1, a with multiplicity 1 + n(n - 3)/2, and 0 with multiplicity 
n - 2, where ~(A") >/~(A*j/> a. Application of Theorem W now gives the 
assertion. 
Since under the assumptions of (b) we have ~(A  ~) >/ a > s~(A'), the 
proof of (b) is analogous to the proof of (a). • 
Since the sum of the squares of the singular values of a matrix is equal to 
the sum of the squares of the absolute values of the elements of the matrix, 
we have some further estimates. 
PROPOSITION 25. 
(a) Let Pn satisfy the assumptions of Proposition 15. Then 
k 
[xk[2~ < ~ ~[a(J)[ 2. 
k=l  k=l j= l  
I f  n >i 3, then equality holds in this inequality if and only if Pn(x) = x n - a n 
with a~ j) = O, j = 1, 2 . . . . .  k, k = 1, 2 . . . . .  n - 1, and la~)l = la~)l . . . . .  
la(~n)l. Let P,, satisfy the assumptions of Proposition 1. Then 
n-1  
Ixkl m ~< 
k=l  k=l  
[ (n  - k)lbkl 2 + Ickl 2] + len[ 2. 
In particular, if Pn satisfies the assumptions of Proposition 10, then 
Ibl2n(n - 1) ~lxkl2~< + / lek l  2. 
k=l  2 k= 1 
(b) Let Pn be the monic polynomial of degree n >i 1 given by (1). Then 
2 n n 
a k 
Ixkl 2 < nlall 2 + ~ (n - k + 1) 
k=l  k=2 ak-1  
( / fa k =~ 0, k = 1 . . . . .  n). I f  a is a positive real number, then 
k~ [akl a(n  - 2 ) (n  - 1) 
k=X [Xk[2 "~< [all2 -]- 2 = ~-2  + 2 ' 
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furthermore, 
n 
Ixkl 2 ~ lall z + ~ kla~l 2/k 
k=l k=2 
(if n >1 3, then equality holds in the last inequality if and only if Pn(x) = 
x n _ an). 
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