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Fluorescence microscopy and spectroscopy have proven crucial to biological 
investigations because of their superior contrast, molecular specificity, gentle nature 
and diverse information content. However, despite these key advantages, the 
technologies are continually evolving to address limitations in spatiotemporal 
resolution, imaging depth, quantification, multiplexing and other areas. This thesis 
describes wide-ranging efforts to understand the capabilities of fluorescence-based 
methods and to push the boundaries of biophysical measurement through new 
instrumentation and analysis strategies. 
 We begin with an investigation into the depth limit of two-photon microscopy 
and its dependence on tissue scattering. A customized sample cell and two-detector 
measurement chamber are used to study the influence of fundamental objective lens 
parameters on fluorescence excitation and emission in turbid media. The results 
advocate the use of large field-of-view objectives with low excitation numerical 
aperture (NA) and high collection NA, encouraging the development of novel 
detection geometries and objective lens designs that decouple these latter two 
parameters. 
  The advent of super-resolution imaging has inspired a surge of innovation 
aimed at combatting longstanding problems in the field of microscopy. One especially 
challenging goal has been to develop methods with molecular-scale precision in the 
axial dimension. While interferometric approaches such as scanning angle interference 
microscopy (SAIM) have yielded the necessary precision, their ability to capture live-
cell dynamics has remained limited. A second project details an azimuthal scanning 
platform that boosts SAIM temporal resolution by an order of magnitude without 
compromising on spatial information. Furthermore, our scanning instrumentation 
serves as versatile platform for general-purpose quantitative biological imaging. 
 A major caveat of single molecule imaging is the in vitro nature of many 
experiments. A third set of experiments aims to bridge the gap between traditional 
single molecule work and a biological relevant setting. We develop a new strategy to 
assemble protein complexes at physiological concentrations and dilute them to single 
molecule levels without any exogenous chemical agents. Fluorescence correlation 
spectroscopy and stepwise photobleaching are then used to study the oligomeric 
character of individual complexes without removing them from their native 
environment. Although we demonstrate the utility of our approach through subunit 
stoichiometry measurements, it represents a generalizable strategy to extend single 
molecule imaging to the cellular mileu. 
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CHAPTER 1 
BEYOND THE DIFFRACTION LIMIT: ADVANCES IN SINGLE-
MOLECULE AND SUPER-RESOLUTION IMAGING 
 
Fluorescence imaging and spectroscopy have had a profound impact on 
investigations of biological structure and mechanisms across many length scales. As 
the frontier of microscopy advances—with new developments to push limits on depth, 
speed, resolution and phototoxicity combined with new image processing and 
analytical tools–we are increasingly able to watch complex biological processes 
unfold before our eyes and to understand their functional relevance. This thesis 
describes efforts to understand and evolve these boundaries on many fronts, including 
deep-tissue nonlinear imaging, super-resolution microscopy and single-molecule 
fluorescence imaging. In this chapter, I present a history of super-resolution and 
single-molecule imaging, reviewing technical developments as well as applications to 
cell biology. Over the past decade, these sub-fields have radically altered our 
perspective on the fundamental capabilities of microscopy and unearthed new modes 
of analysis by which imaging can contribute to biological inquiry. 
 
INTRODUCTION 
The ability to directly watch complex processes unfold and to understand their 
mechanisms with minimal reliance on biochemical interpretations is invaluable. 
Toward this end, fluorescence microscopy has played a central role due to its ease of 
use, molecular specificity, contrast, and the feasibility of multi-color and live-cell 
modalities. However, optical imaging has one key limitation: the blurring of light by 
diffraction greatly hinders our ability to resolve features much smaller than a 
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wavelength [1]. Since most biomolecules are two orders of magnitude smaller, 
conventional light microscopy fails to provide much information about conformational 
changes, macromolecular assemblies and organelle ultrastructure. 
While the 20th century produced large advances in fluorescence microscopy 
and spectroscopy—including methods for optical sectioning [2], diffusion 
measurements [3], orientation mapping and lifetime imaging [4]—most measurements 
were averaged over large numbers of biomolecules. The past two decades have 
marked a swift change in approach, with an emphasis on single molecule technologies 
and efforts to image structures below the diffraction limit. Pioneering work by 
multiple groups to bring single molecule fluorescence to the forefront of bio-imaging 
was rewarded with the 2014 Nobel Prize in Chemistry. 
Much of this progress has come on the heels of improvements in underlying 
technologies. The development of sensitive detectors, such as electron multiplying 
charge-couple devices (EMCCDs) and scientific complementary metal oxide 
semiconductor (sCMOS) cameras has made shot-noise limited imaging of single 
fluorophores a routine process. New probes and labeling strategies have made it easier 
to tag specific targets within cells with high contrast and specificity while expanding 
opportunities for multiplexing. Meanwhile, continual advances in computing power 
and data storage have facilitated computationally intensive analyses of large data sets 
and real-time reconstruction of meaningful images.  
Here, I aim to review recent advances in super-resolution and single-molecule 
technologies in the context of cell biology. I highlight specific methods, with an 
emphasis on developments in the past decade, and applications demonstrating their 
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utility, giving particular attention to studies of nuclear and membrane proteins. As 
these and other biophysical tools are adopted more broadly, our understanding of 
biological mechanisms will benefit greatly from the ability to probe intermolecular 
forces, population distributions and single molecule kinetics quantitatively at high 
spatiotemporal resolution. 
 
SINGLE-MOLECULE METHODS 
Single particle tracking 
Single particle tracking has long been used to track clusters of fluorescent 
molecules with sub-resolution accuracy [5,6], owing to the general principle that the 
position of a signal can be localized with much higher precision than the signal 
width [7] (Figure 1.1a). A longstanding goal to bring imaging to the molecular regime 
led to the first images of single chromophores via absorption spectroscopy in 1989 [8] 
and fluorescence in 1990 [9], using cryogenics to exploit the fact that absorption cross 
sections are much higher at low temperatures and to mitigate photobleaching. 
Advances in optics and detector technology permitted the first room temperature 
images of single molecules by Near-Field Optical Scanning Microscopy 
(NSOM) [10,11], followed by the first aqueous experiments using Total Internal 
Reflection Fluorescence (TIRF) microscopy. [12] The latter opened the door for true 
biological investigations and tracking of single molecules soon followed [13], as did 
tracking of fluorescent proteins in solution [14]. The first live-cell single-molecule 
experiments visualized labeled EGF ligands binding to EGFR and used FRET to 
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discern receptor dimerization [15]. Today, single particle tracking (SPT) is readily 
accomplished in either point-scanning or widefield geometries. 
Because SPT offers insights into molecular diffusion, association/dissociation 
rates and target search kinetics, efforts have been made to improve precision, optimize 
multi-color applications and extend tracking to three dimensions. Yildiz and 
colleagues pushed the resolving power by combining bead labels with back-thinned 
frame-transfer CCDs to resolve single myosin steps with 1.5 nm precision [16]. Using 
STED microscopy, nitrogen vacancy centers have been localized with Angstrom 
precision [17]. Ultimately, the limits on spatiotemporal resolution are determined by 
photon fluxes and signal-to-noise ratio, with the boundaries being pushed continually 
by the development of faster, more sensitive detectors and brighter, more resilient 
probes. 
Accurate co-registration across multiple spectral channels is needed for 
interfluorophore distances to be meaningful. For point-scanning microscopies with a 
single excitation wavelength, the channels are intrinsically aligned and distances 
measurements with sub-10 nm have been achieved with nanoparticle probes [22,23]; 
more recently, sub-nanometer errors were reported by suppressing  quantum dot 
blinking and using confocal microscopy with a stage scanner [24]. For many 
applications, imaging detectors are preferred for their parallelized readout and higher 
frame rates over large fields of view. Today, EMCCDs and sCMOS cameras are the 
detectors of choice due to their sensitivity, speed and low noise characteristics. 
However, cameras introduce additional difficulties, as chromatic aberrations in the 
imaging pathway and pixel non-uniformities distort the relationship between 
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Figure 1.1 Single molecule fluorescence. (a) Image of a single Cy3 immobilized on 
glass. Fluorophore position can be estimated with significantly greater precision than 
the size of the emission point spread function. (b) Images of single rhodamine dyes 
immobilized on a substrate and their corresponding theoretical dipole emitter point 
spread functions. (c) Example single molecule FRET time traces and corresponding 
FRET calculation, showing discrete states. (d) Stepwise photobleaching of GFP-
tagged membrane receptors. Figures adapted from  [18–21]. 
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different color channels. This co-registration error is independent from localization 
error associated with one-color SPT. Single-molecule high-resolution colocalization 
(SHREC) uses local mappings between color channels to achieve sub-5 nm co-
registration across the field-of-view [25]. In a newer report, active feedback was used 
to position dye centroids onto a single pixel to minimize pixel non-uniformity effects, 
allowing Cy3-Cy5 molecules to be co-registered with subnanometer accuracy [26]. 
In order to track particles in three dimensions, z-scanning is simplest, but 
comes at the cost of temporal resolution. If particle movement is constrained to a few 
microns axially, there are a handful of methods that can map z-position instantly 
without sample movement. Biplane imaging collects two focal planes of data and uses 
PSF shape and intensity information in each image to determine z-location [27,28]. 
This idea was extended to more focal planes in multifocus microscopy (not to be 
confused with parallelized multifocal multiphoton or confocal microscopy) by using a 
diffractive grating and dispersion-compensating prism to image 9-25 planes onto a 
single camera [29,30]. Alternatively, weak cylindrical optics may be used in the 
detection path to introduce purposeful astigmatism [31,32]; in this case, the orientation 
of an oblong point spread function shape encodes molecular height information. 
Pavani et al. have used a spatial light modulator to create a double-helical point spread 
function (DH-PSF) for 3-D tracking with 10-20 nm precision [33–36]. Orbital tracking 
microscopy scans a focused laser spot around a moving particle. As the particle 
deviates from the orbit center, the fluorescence readout is modulated and the scan 
pattern may be adjusted on-the-fly to maintain orbit. 3D orbital tracking uses two 
pinholes to create image planes above and below the moving particle and a piezo stage 
7 
to clamp position [37,38]. With the advent of localization microscopy, many of these 
methods have found utility in extending super-resolution imaging to the third 
dimension.  
Dye orientation can provide insight into molecular interactions and is also a 
key determinant of photophysical phenomena such as FRET. For molecules 
undergoing hindered or free diffusing in solution, single molecule anisotropy 
measurement can help determine rotational degrees of freedom and rotational 
timescales [39]. Although orientation can be inferred from ratiometric measurements 
of the same molecule with different excitation and emission polarization 
states [11,39,40], the angular distribution of fluorescence in a single molecule image 
also contains orientation information. The first NSOM images of single molecules also 
showed characteristic dipole emission patterns [11]. Early methods of imaging dipole 
orientation used slight defocus or introduced aberrations in the optical system to 
spread information over more pixels to better resolve different angles within the 
imaging plane [41–43]. More recently, Mortensen et al. have shown that complete 
orientation information can be retrieved from in-focus emitters [20] (Figure 1.1b). 
 
Single-molecule FRET 
Resonance energy transfer was one of the earliest optical methods for probing 
distances below the Rayleigh limit. Due to its 1/R6 dependence on intermolecular 
separation, energy transfer is negligible for distances over 10 nm. Since the first 
smFRET measurements of DNA hybrids dried on glass [44], the technique has 
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flourished as a method for measuring conformational changes and binding kinetics 
(Figure 1.1c).  
smFRET measurements are typically performed on molecules freely diffusing 
in solution or immobilized on a substrate. Confocal or multiphoton geometries are 
used to minimize out-of-focus background in the former case while TIRF is 
advantageous for the latter. Bright, photostable dyes such as Cy3 and Cy5 are used to 
achieve long-term, high-SNR imaging. Furthermore, buffer properties may be tuned to 
reduce soluble oxygen and minimize time spent in the triplet state to improve 
photophysical characteristics [45,46]. Alternating laser schemes have been used to 
measure spectral bleedthrough and improve FRET quantification [47–49].  Multicolor 
FRET allows simultaneous measurement of multiple biomolecular distances, but 
comes with additional complications. The various dyes must be spectrally resolved, 
yet still have enough overlap for energy transfer to occur. Despite these challenges, 
three and four-color FRET have been realized and used to map complex multi-state 
dynamics [50–54]. 
For immobilization experiments, biomolecules may be tethered to a passivated 
surface or confined within nanocontainers. Surface passivation is the simpler 
approach, with polyethylene glycol being a popular choice due to its inertness. A 
newer dichlorodimethylsilane-Tween 20 surface has been reported to achieve even 
lower background binding [55]. For membrane proteins, lipid bilayers provide a 
biologically relevant passivation layer [56]. In certain cases, high concentrations of 
labelled molecules are needed to mirror the situation in vivo. To alleviate background 
fluorescence, nanocontainers may be used to maintain these concentrations locally 
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while the overall fluorophore density is kept low. Zero-mode waveguides are tiny 
apertures within an aluminum film deposited on a glass substrate that prevent any 
optical modes from propagating into the aqueous medium above. By using ZMWs and 
TIRF, background is substantially limited and excitation is confined to attoliter 
nanowells [57]. If long-term imaging of the same molecule is desirable, small 
unilamellar vesicles tethered to a supported lipid bilayer may be used as nanoscale 
reaction volumes. This approach has the added benefit of minimizing interactions with 
the substrate. Pores may be engineered into vesicles to allow small molecules 
exchange, either by exploiting leakiness near the lipid melting temperature or by 
incorporating pore proteins. 
smFRET experiments are often used to probe transitions between various 
discrete states of molecular conformations or interactions. For relatively simple 
systems, such as those occupying two or three possible states, state transitions may be 
marked manually or automated by using thresholding algorithms [58]. For more 
complex systems, probabilistic algorithms such as those based on Hidden Markov 
Models [59] or Maximum Likelihood Estimation have been used [60]. A Markov 
chain is a random progression of a system between discrete states, with state-to-state 
transitions following exponential decay kinetics. smFRET trajectories are classified as 
hidden because noise clouds our observations of which state the system is in at any 
given time. HMMs use an emission probability function (the probably of measuring a 
particular FRET value given that the system is in a particular state) and a transition 
probability matrix (the probably of the system transitioning from one state to another) 
to calculate the relative probabilities of different possible trajectories [59]. Since the 
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transition probabilities and emission probabilities are also unknowns, multi-
dimensional optimization routines are used to determine these functions 
simultaneously. Maximum likelihood approaches are appealing because they require 
no a priori knowledge about which states are accessible, but have been known to 
introduce errors due to overfitting.  
 
Stoichiometry determination 
Single molecule fluorescence traces contain information about molecular 
movements as well as photophysical transitions. In cases where photobleaching is the 
predominant cause for intensity changes, the number of discrete steps in the time trace 
provides a direct readout of labelled biomolecules present and may be used to extract 
stoichiometry information (Figure 1.1d). This method has previously been used to 
determine the subunit stoichiometry of membrane protein oligomers expressed in frog 
oocytes (Xenopus laevis) [21]. In this case, protein expression was limited by 
microinjecting small amounts of mRNA into individual cells. In some cases, 
artificially low expression can bias oligomerization states. To avoid potential artifacts, 
a single-molecule pulldown approach has been developed to allow physiological 
expression followed by cell lysate preparation and dilution for single molecule 
observation in a PEG-passivated flow cell [61,62]. Because detergents can 
significantly perturb interactions between proteins, I present an alternative method to 
dilute proteins in situ for stepwise photobleaching analysis in Chapter 4.  
As with FRET traces, photobleaching steps may be coded manually or by a 
computer. Automation relies on filters to denoise the data trace and aid in step 
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detection. The Chung-Kennedy filter is a popular choice due to its edge-preserving 
characteristics [63,64], but other methods have also been applied and compared 
quantitatively [65,66]. Step detection becomes difficult as the time between steps gets 
shorter, but automated methods have been able to detect up to 20 steps in bleach 
traces [64,67]. 
 
SUPER-RESOLUTION METHODS 
Traditional approaches 
The earliest methods for optical super-resolution circumnavigated the 
diffraction limit by using near-field imaging. Near-field optical scanning microscopy 
achieved sub-100 nm resolution by scanning a tiny probe in close proximity to the 
sample [68]. However, near-field imaging is impractical for most biological 
applications. The potential for super-resolution with confocal microscopy has long 
been known, with 2x resolution enhancement if a small detection pinhole is used along 
with computational deconvolution  [69]. However, such a geometry is highly photon-
inefficient and generally not advantageous. More recently, Zeiss has introduced an 
AiryScan module based on the same principle but using virtual pinholes to achieve 
1.7x super-resolution without sacrificing overall light-collection.  
Another class of techniques relies on a second objective lens to extend 
microscope resolution. Standing wave microscopy uses opposing objectives or a 
single-objective and mirror to generate a standing wave in the illumination pattern, 
which can be swept across structures of interest [70,71]. By acquiring multiple images 
with different phases of the excitation pattern, sub-100 nm axial resolution can be 
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realized. When applied to thin samples and combined with localization, precision can 
exceed one nanometer [72]. Successive dual-objective methods came in either point-
scanning (4Pi microscopy) or imaging (image interference microscopy, InM) 
flavors [73–75]. The simplest of each, 4Pi(B) confocal and I2M, relies on interference 
of fluorescence captured by the two objectives to capture high-resolution axial 
information which was absent in the corresponding single-lens microscopies. 4Pi(A) 
and I3M used opposed objectives to create an axially patterned excitation field, while 
4Pi(C) and I5M combined patterned excitation with image interference for the best 
resolution gains. While all of these methods pushed the diffraction limit, the resolution 
gains were fairly moderate and the increased complexity of dual-objective modalities 
often outweighed the benefits. 
 
Structured illumination 
Structured illumination was first used as means of optical sectioning [76]. 
Imaging with a striped illumination pattern has high contrast only in the vicinity of the 
objective focus. By acquiring three images at different phases of the pattern and 
applying a simple image processing formula, one can obtain optically sectioning 
images on par with confocal microscopy without any light loss. 
The concept of resolution enhancement by structured illumination was put 
forth and demonstrated by Heintzmann and Cremer in 1998 [77] and fully developed 
by Gustaffson in 2000 [78]. The principle hinges on the fact that the microscope point 
spread function, a measure of resolution, maps to an optical transfer function (OTF) in 
Fourier space and can support a limited subset of k-space vectors (Figure 1.2a). The 
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Rayleigh limit is the outer edge of this disk in x-y. When a sample is illuminated with 
modulated excitation, the fluorescence generated is a product of the illumination 
pattern and the local concentration of fluorophores. This real-space product projects to 
a convolution in k-space of the analogous quantities. As a result, sample information is 
shifted in k-space by an amount determined by the frequencies in the patterned light, 
allowing previously inaccessible sample information to now fall under the support of 
the OTF. Moire fringes present a strong visual of the same phenomenon. When two 
fine striped patterns are superimposed, a new pattern with lower spatial frequencies 
appears. By choosing a diffraction-limited modulation frequency, the resolution of the 
microscope can be doubled in one direction by acquiring images at 3 different phases. 
For 2-D or 3-D resolution doubling,  9 or 15 images are required [78,79]. Harmonic 
Excitation Microscopy achieves similar results using a mesh excitation pattern [80].  
SIM is usually implemented by rotating or translating a diffraction grating to 
acquire images at different phases and directions. Electro-optic components, such as 
spatial light modulators, may also be used for faster pattern switching. For 2-D SIM, 
light from the -1 and +1 orders is retained to generate laterally modulated excitation; 
all other orders are blocked by a mask. For 3-D SIM, the -1, 0 and +1 orders are used 
to produce a pattern modulated both laterally and axially (Figure 1.2b). Additional 
efforts have been made to introduce spatial incoherence to the beam to avoid stray 
interference due to dust particles, for example by introducing a rotating diffuser into 
the light path and coupling lasers through a multimode fiber. After acquisition of 
sufficient images (3 or 5 different phases for 2-D and 3-D, respectively, for each of 3 
different pattern orientations), raw data is background subtracted and drift-corrected.  
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Figure 1.2 Structured Illumination Microscopy. (a) Top: Moire fringes seen in two 
superimposed line patterns, representing the product between a sinusoidal illumination 
pattern and arbitrary sample. Fringes shift high spatial frequency information to lower 
spatial frequencies Bottom: In Fourier space, the spatial frequencies resolved by the 
microscope fill a disk, called the microscope optical transfer function (OTF). 
Sequential imaging with a sinusoidal pattern at three phases and reconstruction can 
double the extent of the OTF in one direction. By acquiring sufficient images at 
different phases and orientations of the pattern, resolution can be doubled in all 
directions (b) Schematic of a typical SIM apparatus. Illumination is coupled through a 
fiber to eliminate spatial coherence, then collimated and projected onto a grating. 
Light from the -1, 0 and +1 orders is focused onto the objective back aperture to 
generate a 3-D sinusoidal intensity pattern in the sample; 2-D SIM uses only the -1 
and +1 orders. The grating is shifted and rotated to acquire different phases and 
orientations.  (c) Nonlinear SIM based on fluorescent protein photoswitching is 
capable of achieving higher resolution than traditional SIM by detecting higher 
harmonics in the SIM images and uses significantly lower illumination intensities than 
saturated SIM. The degree of nonlinearity, and the number of detectable harmonics, is 
determined by the saturation level of photoswitching. (d) SIM images of actin 
demonstrate the difference between conventional widefield, linear SIM and nonlinear 
SIM using Dronpa. Figures adapted from  [78,79,81,82]. 
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After Fourier transformation of each raw image, grating period, phase and orientation 
are estimated. Once these are known, Fourier components for the sample data are 
determined by cross-correlation and shifted back to their true positions in k-space. 
Here, they’re combined using a weighted average (typically a specialized Weiner 
filter) and then shifted back to real-space. SIM images typically take a few seconds to 
record and minutes-hours to analyze, depending on how many z-slices were acquired. 
Multicolor imaging is readily achieved by SIM due to its compatibility with all 
probes [83]; in contrast, STED and localization microscopy require careful selection 
of fluorophores. Video-rate 2D imaging was achieved by using spatial light modulator 
to generate and switch the illumination pattern. An SLM can achieve submillisecond 
switching of its pixels, compared to 1 second rotations and 10 ms translations of a 
diffraction grating [84]. 3-D imaging of live-cell dynamics was performed by using an 
SLM to generate 3-D excitation patterns, acquiring whole-cell stacks in 5 
seconds [85].  
While traditional SIM achieves ~100 nm resolution by shifting the information 
in k-space by one order, more significant resolution gains can be realized by 
exploiting nonlinear mechanisms and higher-order shifts (Figure 1.2c,d). Saturated 
structured illumination microscopy uses the nonlinearity associated with fluorescence 
saturation to generate higher-order frequencies in the excitation pattern [81,86,87]. 
These frequencies shift information further in k-space and bring even smaller features 
into the OTF support. One major drawback of this approach is that the high intensities 
needed may lead to substantial photodamage and photobleaching of the sample. A 
gentler nonlinear approach employs photoswitching as a nonlinearity mechanism [82]. 
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Photoswitching between dark and bright states is also saturable and is accomplished at 
much lower light intensities than excitation saturation. Sub-50 nm resolution was 
achieved using the reversibly photoswitchable fluorescent protein Dronpa and 2 higher 
order peaks in the excitation pattern (63 raw images per 2D reconstruction). A recent 
publication combines saturable photoactivation with TIRF and an improved rsFP to 
achieve fast high-resolution imaging of cellular dynamics [88]. 
Structured illumination has been combined with other methods to increase 
functionality. TIRF-SIM confines excitation within 100 nm of the coverslip and uses 
similar instrumentation and analysis methodology to 2D-SIM [84,89–91]. SIM can be 
combined with image interference microscopy to achieve nearly isotropic 
resolution [92,93]. Sparse patterns of activation, such as scanned lines or spots, allow 
for rejection of out-of-focus light and are useful for thicker samples [94,95]; using the 
same principles, a spinning disk confocal may be modified for super-resolution 
imaging [96]. For the multifocal approach, an all-optical analog called instant SIM has 
recently been introduced to greatly speed up acquisition and process images on the 
fly [97]. Two photon excitation can be used to further extend the imaging depth of 
multifocal and instant SIM [98,99]. 
Although resolution gains from linear structured illumination are fairly modest, 
they are realized with minimal tradeoffs compared to widefield imaging. Aside from a 
roughly ten-fold reduction in frame rate, SIM performs much like a conventional 
fluorescence microscope, using much lower powers than other super-resolution 
methods and retaining compatibility with all probe types. Furthermore, imaging speed 
with multifocal and instant SIM can approach 100 fps which is hardly a limitation for 
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most applications. If reversibly switchable proteins are suitable, nonlinear SIM 
provides all the same advantages with higher resolution, although the currently 
available rsFPs limit utility to one spectral channel. As newer FPs are developed, 
nonlinear SIM remains a leading candidate for live-cell imaging of cellular 
ultrastructure with minimal light perturbations. 
 
Stimulated emission depletion  
Stimulated emission depletion microscopy is part of a class of methods that 
aim to shape the illumination point spread function by exploiting the nonlinearity 
associated with Reversible Saturable Optical Fluorescence Transitions (RESOLFT). 
Although microscope optics cannot create illumination structures with features smaller 
than the Rayleigh limit, nonlinear photophysical processes can generate responses 
with higher spatial resolution. Stimulated emission is one such nonlinear process. For 
a group of molecules in the excited state, incident photons with a wavelength 
matching the energy difference between that state and a ground state can cause 
stimulated emission—driving the molecules back to the ground state with the emission 
of a photon of the same energy and direction as the incident photon. In this case, 
fluorescence (spontaneous emission) is no longer possible. For low incident energies, 
the rate of stimulated emission is linear with power. However, as the incident power is 
increased, the dependence becomes nonlinear and eventually saturates; at very high 
powers, all molecules are driven back to the ground state. Stefan Hall proposed the 
idea of using stimulated emission as a means of achieving far field optical super 
resolution in 1994, theorizing that by offsetting the STED beams relative to the 
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excitation beam, sub-resolution features could be created in the spontaneous emission 
profile [100]. In 2000, the first STED microscope was reported and demonstrated two-
fold improvement in lateral resolution with six-fold improvement in axial 
resolution [101] (Figure 1.3a). 
Typically, STED uses pulsed lasers for excitation and stimulated emission 
because it is advantageous to temporally separate those processes [100]. Excitation 
pulses are generally very short (sub-picosecond) while stimulated emission pulses are 
stretched to more efficiently deplete the excited state. For one-photon excitation, the 
STED wavelength is redder than the illumination and stimulated emission may be 
spectrally isolated from fluorescence by appropriate choice of filters. Illumination is 
often provided by using ultrafast lasers along with nonlinear optical devices, such as 
optical parametric oscillators, optical parametric amplifiers and regenerative 
amplifiers to generate specific frequencies or redistribute energy in laser pulses. 
Excitation and STED beams may be provided by a single laser source and using 
nonlinear optics to tune the frequency of some fraction or by using multiple oscillators 
operated in a slave-master configuration. 
Various phase patterns have been used to engineer the STED beam, but the 
most common choices are a vortex phase ramp that produces a STED donut in the 
focal plane [102] or an annular phase mask [101] to produce a 3D confined volume 
(Figure 1.3b). Recordings are usually achieved in laser-scanning mode, with much of 
the same instrumentation as a confocal microscope and super-resolution images may 
be acquired with little to no processing required. STED and related techniques have 
been successfully applied for imaging with antibodies [103], fluorescent proteins [104] 
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or nanoparticle probes [17,105] in samples ranging from live cells [106–108]at to 
cultured tissue [109] and live animals [110,111]. Multicolor imaging has also been 
realized, both with organic fluorophores and fluorescent proteins [112–116]. 
Early STED imaging achieved fairly modest resolution gains with very high powers, 
which led to excessive photobleaching and photodamage. Efforts were made to 
engineer better point spread functions and reduce light exposure by using smarter 
illumination strategies or different photophysical mechanisms to achieve smaller 
excitation spots (Figure 1.3c). A major breakthrough was the development of 
aberration-resistant donut modes for the depletion beam [117–119], which led to sub-
30 nm lateral resolution [102]. Simultaneous xyz resolution improvements have been 
realized by using two STED beams, one for lateral and one for the axial 
gains [124,125]; this may be implemented in a dual-objective setup to achieve even 
better resolution due to coherent addition of the depletion beam wavefronts [124]. 
While early methods to create donut modes used spatial light modulators, the 
development of vortex phase plates led to better intensity minima at the focus [113].  
Bleaching and phototoxicity were a significant concern in early STED 
implementations, due to the elevated powers needed for fluorescence depletion and the 
nonlinear dependence of bleaching on light intensity. In this way, photobleaching 
severely limited the resolutions attainable by STED. Since higher order triplet states 
have been theorized to produce accelerated bleaching, triplet-state relaxation (T-Rex) 
was proposed as a means of mitigating photobleaching [102]. T-Rex was implemented 
by using low rep-rate (0.25-1 MHz) pulsed lasers rather than the traditional 40-80 
MHz lasers to allow the typical triplet state (lifetime τT ~1 μs) to relax back to  
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Figure 1.3 Stimulated Emission Depletion Microscopy. (a) Schematic of a typical 
STED microscope. Lasers for excitation and stimulated emission are combined while 
the latter is shaped by a phase modulator (phase plate or SLM) to generate an intensity 
minimum at the focal spot. STED resolution is determined by the intensity of the 
STED beam and follows a simple mathematical formula (inset). (b) Annular/Vortex 
phase plates are the most popular designs for point spread function engineering and 
generate 3D/2D super-resolved spots, respectively.  (c) STED imaging of 
mitochondria clearly resolves the presence of Tom20 in the outer membrane, whereas 
confocal microscopy cannot discern any ultrastructural information. Figures adapted 
from  [102,120–123]. 
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the singlet ground state. Reduced bleaching by T-Rex was also shown to greatly 
improve fluorescence yields, boosting outputs 5-25 fold for both one-photon and two-
photon excitation [126]. Cycling of molecules between the ground and excited states 
when no fluorescence feature is located at the focal spot was also deemed 
unnecessary. Based on an earlier method applied to confocal microscopy, REduction 
of State transition Cycles (RESCue)-STED blanks both the excitation and STED 
beams if insufficient fluorescence is recorded during a decision time less than the pixel 
dwell time [123]. Blanking may also be implemented if the fluorescence reaches an 
upper limit, with pixel values being scaled by the actual dwell time.  
Photodamage may also be reduced by using a different RESOLFT mechanism 
to achieve subdiffractive focal spots. Ground state depletion microscopy shelves 
molecules in the triplet state and other long-lived dark states and was one of the 
earliest mechanisms proposed [127]. Compared to the GW/cm2 intensities needed for 
STED, GSD requires a meager kW/cm2. However, due to the involvement of triplet 
states in bleaching pathways, GSD microscopy was not realized until over a decade 
later, using photophysically favorable environmental conditions [128]. Reversible 
photoswitching of fluorescent proteins can also produce subdiffractive spots with 
kW/cm2 intensities. In this case, molecules are switched to a dark state at the periphery 
of the focal spot via light-induced conformational changes in order to boost resolution. 
One drawback of the GSD and rsFP approaches is a significantly longer acquisition 
time due to the slow optical transitions being used, with pixel dwell times being on the 
order of ~50 ms and single frames taking an hour to record. The recent development 
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of a fast switching GFP variant has reduced pixel times over 100-fold and enabled fast 
RESOLFT imaging [129].  
Another means of improving spatial resolution relies on the temporal aspects 
of STED. Fluorescence recorded before the STED beam has a chance to completely 
deplete excited states does not yield optimal resolution because the focal spot has not 
yet reached its minimum size [130,131]. Gated detection, accomplished by post-
processing of time-correlated single photon counting data or by implementation of a 
fast electronic gate, can solve this problem. One drawback of this approach is that 
useful photons—originating from fluorophores within the final subdiffraction spot, but 
emitted early after the excitation pulse—are also discarded. This effect can be 
mitigated by using a short gate, which can still improve resolution without reducing 
signal too much (~50%).  
Improvements in temporal resolution have also been critical. STED and 
RESOLFT imaging suffer from increased recording times compared to confocal due to 
the lower number of emitting fluorophores per focal volume and the increased number 
of pixels needed to satisfy the Nyquist sampling criterion. Video-rate imaging has 
been realized by using a resonant scanner over a small field-of-view, but compromises 
were made between spatial and temporal resolution [106]. More robust approaches 
involve parallelization of acquisition, either by scanning multiple spots [115,132,133] 
or lines [134]. Recently, a novel approach based on kilohertz accumulation of multiple 
frames using a fast electro-optic scanner has been reported [135]. Nanosecond dwell 
times cause each molecule to experience ~1 excitation cycle per pixel, resulting in 
stochastic emission. Consecutive frames may be binned either on-line or during post-
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processing to balance spatial and temporal resolution but, compared to earlier STED 
approaches, fast scanning has the benefit of minimizing exposure to molecules while 
in the triplet state. This allows them to relax back to ground state, minimizing 
photobleaching and improving fluorescence yield. 
As a point-scanning approach, STED benefits from many of the same 
extensions as confocal microscopy. It may be combined with correlation 
spectroscopy [107,136] or fluorescence recovery after photobleaching [137] for 
measurement of dynamic behavior. Two photon excitation [138,139] or adaptive 
optics [140] may be used to improve depth penetration in thick, scattering samples. 
Time-correlated single-photon counting may be used to discern between spectrally 
similar species with dissimilar kinetics [116]. 
Significant effort has gone into making STED and RESOLFT more accessible 
to the public and user-friendly. While early implementations required high-end 
equipment and expertise in ultrafast optics, the advent of cheap, turn-key pulsed 
supercontinuum sources has made STED cheaper and easier to set up [125,141]. 
STED imaging has also been performed with continuous wave lasers [142], 
eliminating the need for temporal alignment, and fast beam scanning may be used to 
reduce triplet build-up, as with pulsed T-Rex STED [143]. Further simplifications are 
afforded by novel phase masks, such as a dispersive dual-wedge phase plate that 
eliminates one beam path by focusing the excitation light to a small spot while 
creating a donut mode with the STED wavelengths [122]. Another means to the same 
end is to use a birefringent waveplate with chromatic dependence to achieve beam 
shaping, with the added benefit that it can be placed immediately next to the objective 
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lens [144]; this easySTED segmented waveplate can transform a scanning confocal 
microscope to a STED for approximately $5000. 
Although STED is inherently an ensemble technique, single molecule 
sensitivity can be achieved with sufficiently high resolution or sparsely-labeled 
samples. As with conventional microscopy, reducing and oxidizing systems (ROXS) 
can substantially reduce photobleaching and improve photon yields for STED.  ROXS 
buffers have been used to visualize single oligonucleotides immobilized on a 
substrate [145]. Another approach relies on the fact that a single molecule can emit 
only one photon at a time. By using pulsed lasers with a photon anti-bunching model, 
laser-scanning microscopy was used to estimate the number of emitters within the 
focal volume [146]. Single-molecule behavior such as stepwise photobleaching was 
observed and up to 20 emitters could be detected per diffraction-limited volume. 
Furthermore, it was argued that the method is more robust for molecular mapping than 
stepwise photobleaching, where multiple bleach steps close in time may not be 
resolved. Another application of STED to mapping single chromophores is the 
imaging of nitrogen vacancies in diamond [17]. Because these defects are invulnerable 
to photobleaching, STED can image their positions with nanometer resolution and 
localize their centers with Angstrom precision. 
PSF-engineering approaches such as STED and RESOLFT have many of the 
benefits of a confocal microscope with higher resolution. From a user perspective, 
image acquisition is intuitive and super-resolution is achieved in real-time, without a 
requirement for post-processing. Additionally, like confocal, STED and RESOLFT 
may be combined with two-photon absorption, FRAP, FCS or TCSPC to improve the 
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imaging capabilities or access new forms of information. One of the primary 
drawbacks of STED—the extremely high powers needed for efficient depletion–is 
alleviated in RESOLFT, enhancing compatibility with live specimen. Furthermore, 
parallelization can eliminate speed limitations present in earlier iterations. For these 
reasons, STED has carved out a niche in the super-resolution arena, especially for 
visualizing thicker samples where point-scanning is better-suited than imaging-based 
approaches. 
 
Localization microscopy 
Of the existing super-resolution methods, localization microscopy is the only 
one which is intrinsically a single-molecule technique. Although the notion of fitting 
the image of an emitter to determine its location has been around for decades, this 
alone did not achieve super-resolution. In order to resolve multiple close emitters via 
localization, methods to keep emitters in dark states were needed. This was first 
accomplished using activator-emitter dye pairs, caged dyes and photoactivatable 
fluorescent proteins in Stochastitic Optical Reconstruction Microscopy 
(STORM) [147], Photo-Activated Localization Microscopy (PALM) [148] and 
Fluorescence Photo-Activated Localization Microscopy (FPALM) [149] (Figure 
1.4a,d). Since then, the number of acronyms has grown uncontrollably, with 
photoswitching mechanisms based on ground-state 
depletion(dSTORM/GSDIM) [150–153], binding of fluorogenic probes [154], binding 
of diffusing probes [155,156] and fluorescence complementation [157,158], among 
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others [159]. Among these, dSTORM and PALM have risen to the forefront for ease-
of-use and maximum compatibility with live cells, respectively. 
Methods based on ground state depletion such as direct STORM (dSTORM) and 
ground state depletion followed by individual molecule return (GSDIM) rely on the 
finite probability of intersystem crossing as a means of keeping some fluorophores 
dark. However, triplet relaxation usually occurs within a few microseconds—slower 
than fluorescence emission but usually not slow enough to achieve the emitter 
densities needed for localization. Fortunately, the triplet is an intermediate in pathways 
to longer-lived dark states. To increase the rates of those transitions, high 
concentrations of thiols are often included in the imaging buffer. Thiols can react with 
the triplet to generate long-lived radical anions, with lifetimes on the order of 
milliseconds to seconds. Both the triplet and the radical states are efficiently quenched 
by molecular oxygen to replenish the ground state. In order to increase dark state 
lifetimes and facilitate transitions to the longer-lived states, soluble oxygen is depleted 
using enzymatic scavengers, nitrogen purging or polymer embedding. Compared to 
other photoswitching mechanisms, dSTORM is advantageous because it can be 
implemented with a single narrowband source. At low illumination intensities, triplet 
transitions are rare and imaging is diffraction-limited. However, as the excitation 
power is increased, molecules are driven to the triplet and associated dark states. Most 
chromophores are turned off and fluorescent spots appear as molecules stochastically 
return to the singlet system. In addition to optical simplicity, dSTORM is 
advantageous because it can be realized with conventional immunostaining. However, 
if live-cell experiments are being conducted, care must be taken to ensure that the high 
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powers needed for singlet depletion do not affect the biological processes being 
studied. 
The realization that most fluorescent proteins have multiple absorption peaks quickly 
led to another means of photoconversion. Photocontrollable proteins come in three 
varieties. Photoactivatable fluorescent proteins (PAFPs) are irreversibly activated from 
a dark state, usually by UV illumination, to a bright state. Photoswitchable proteins 
(PSFPs) irreversibly shift from one spectral range to another e.g. green to red. 
Reversibly switchable fluorescent proteins (rsFPs) reversibly switch between two 
states, either bright-dark or different colors. By using low light intensities for 
activation/switching, molecules can be stochastically turned on for imaging and 
localization. These modalities require significantly lower powers than dSTORM and 
are compatible with physiological buffers, making FPs more suitable for live-cell 
experiments. Low light intensities can also be used to spread signal over multiple 
camera frames for particle tracking applications. Furthermore, because FPs are 
genetically encodable, labeling efficiency and specificity are less of a concern than 
with affinity or enzyme-based labeling methods. The main drawback of FPs, 
compared to organic fluorophores, is their reduced photon output; still, 20-40 nm 
lateral resolution is readily achieved. 
Caged fluorophores are initially dark due to a photolabile caging group which 
prevents the chromophore from assuming its fluorescent state. Illumination with UV 
light releases the cage, shifting the absorbance peak to the visible regime. Because 
sparse activation is readily achieved at low powers and readout is decoupled from 
activation, low-intensity excitation of uncaged fluorophores can produce tremendously  
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Figure 1.4 Localization microscopy. (a) Localization microscopy is predicated on 
the principle that single fluorescent molecules can be localized with significantly 
higher precision than the Rayleigh limit. By stochastically activating, imaging and 
turning off single emitters over many cycles and maintaining a sparse distribution of 
emitters in any given camera frame, a super-resolution image can be built up in a 
pointillistic fashion. (b) Popular methods for determining the axial position of an 
emitter by using astigmatism (left), biplane imaging (middle) or a double-helix point 
spread function (right) (c) Single-particle tracking PALM can map trajectories of 
labelled biomolecules at high density. (d) Two-color STORM image of microtubules 
and clathrin-coated pits, clearly resolving CCPs are hollow spheres. Of the various 
super-resolution methods, localization microscopy routinely achieves the best overall 
resolution in biological samples. Figures adapted from  [36,160–166]. 
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high photon yields [167]. Although the catalog of caged fluorophores is significantly 
smaller than conventional probes, there are commercially available options spanning 
the visible spectrum. Furthermore, a recent method for reductively uncaging 
conventional probes using sodium borohydride allows most conventional dyes to be 
caged [167]. 
Dual-labeling with activator and emitter dyes was the initial labeling strategy 
for STORM. Thiol in solution was found to mediate transitions of the emitter to a 
long-lived dark state, but the presence of a nearby activator dye (bluer in the spectrum 
and located < 1 nm) away was found to enhance rates of recovery by a non-FRET 
mechanism [168,169]. Dyes were paired by co-labeling oligonucleotides/antibodies or 
by chemical synthesis. This strategy has largely fallen out of favor because of the 
additional complexity (need for multiple dyes, multiple lasers and lack of commercial 
options) compared to dSTORM, but is still used occasionally for multiplexing 
applications.  
Methods to extend localization microscopy to 3-D parallel the approaches used 
for particle tracking, with biplane imaging [170] and astigmatic detection [165,171] 
being adopted early on (Figure 1.4b). Another strategy places the sample on a tilted 
mirror and exploits the fact that axial structures in the real sample are converted to 
lateral structures in the virtual image [172]. More recently, a self-bending point spread 
function has been used to map z-coordinates of single molecules in STORM [173]. An 
SLM was used to convert the emission into an Airy beam, which undergoes a lateral 
displacement that depends on the distance of propagation, thus encoding z-position. 
Dual-objective collection with interferometric detection has also been used, yielding 
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the highest z-precision reported thus far, albeit with a complicated apparatus requiring 
two-objectives, three cameras and a custom three-way beamsplitter [174]. A simpler 
method using TIRF illumination and supercritical angle detection was able to achieve 
20 nm z-resolution with two channels—one collecting the total signal from 
fluorophores and the other rejecting supercritical angles—and straightforward image 
processing [175].  
Although localization microscopy achieves its best results near the substrate, 
where TIRF excitation may be used to reduce background, it has also been used to 
image structures further into cells [171]. Imaging depth may be increased by axially 
confining photoactivation. One strategy uses nonlinear photo-activation, implemented 
either via conventional two photon microscopy [176] or temporal focusing [177,178]; 
in this case, line-scanned temporally focusing has been shown to achieve the best 
combination of speed and axial confinement. Alternatively, selective plane 
illumination may be used for both photoactivation and readout and has imaged over 
100 μm into multicellular structures [179]. 
One of the primary drawbacks of localization microscopy is the large number 
of frames needed for a single reconstruction, which can severely limit observation of 
dynamics. Furthermore, thiol-based imaging buffers can have deleterious effects on 
cell health. Although PALM was readily adapted for live-cell imaging without many 
alterations to the original protocol [180,181], STORM buffers have been modified to 
mitigate toxicity [182]. Fast localization imaging is possible by using high powers and 
small camera subframes to enhance switching and readout speeds. In these cases, 40-
60 nm Nyquist-limited resolution has been achieved in sub-minute intervals with 
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PALM and 30 nm resolution has been realized with STORM in as little as 1-2 
seconds. 
Of the various super-resolution techniques, localization microscopy has been 
the most widely adopted because of its ease of implementation. Most TIRF setups 
with sufficiently high-powered lasers are capable of dSTORM or PALM and multiple 
software packages for localization are freely available [183,184]. Strategies for 
localization fall into three broad classes: fit-free methods, model-based fitting of 
single emitters and multi-emitter algorithms. Fit-free methods are capable of localizing 
single molecules without a model for the point spread function, relying instead on 
centroid measurement [185] [186], Fourier transformation and phase estimation [187], 
radial symmetry [188]or triangulation [189,190]. Fitting methods rely on a model for 
the point-spread function, often assuming a radially symmetric PSF such as Gaussian 
or a more complicated model for dipole emitters and determining optimal model 
parameters by least-squares fitting or maximum likelihood estimation. Among the 
two, iterative fitting yields better results in a wide range of scenarios. Single-pass fit-
free methods may be used if computation time is a priority, with the knowledge that 
precision is sacrificed and localization bias may also be an issue. Often during 
acquisition, multiple emitters are activated within a single diffraction-limited region. 
Single-emitter algorithms reject these cases, on the basis of image ellipticity or 
brightness, in order to remain faithful to their a priori assumptions. Multi-emitter 
algorithms are capable of discerning these events and determining the positions of 
multiple fluorophores, facilitating faster imaging and more efficient data collection. 
Algorithms based on least-squares fitting [191], maximum likelihood estimation [192], 
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Bayesian information criterion [193,194], Richardson-Lucy deconvolution [195] or 
compressed sensing [196]. Compared to model-free methods, fitting retrieves 
parameters more accurately and is less prone to bias. Aside from precision and 
accuracy, computing time is an important parameter to consider. Analysis may be 
accelerated via implementation on a graphics processing unit [192,194] or field-
programmable gate array [197] and achieve reconstruction in less than a minute. 
Rigorous comparisons of allow users to understand the various tradeoffs involved 
between resolution and computing time [183,184]. 
Because localization microscopy is inherently a single molecule technique, 
additional information can be extracted from the emission pattern, spectral signature 
or molecular trajectory. Localization microscopy combined with anisotropy imaging 
can map molecular orientations at high resolution [198]. By using a dual-objective 
setup and a dispersive element in one detection path, spectral information can be co-
registered with high-resolution spatial information in the other channel [199]; this can 
be used to discern between spectrally overlapping probes to extend multiplexing 
capabilities. The use of low excitation intensities with photoactivable probes extends 
fluorophore emissions over multiple camera frames and permits the observation of 
molecular trajectories at much higher densities than traditional particle tracking [163] 
(Figure 1.4c). Probing at the single-molecule level, this approach is more sensitive to 
population heterogeneities than bulk methods such as correlation spectroscopy or 
photobleaching recovery. 
The molecular nature of localization microscopy is its strongest selling point. 
Although it requires significantly longer acquisition times compared to other imaging 
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methods, perhaps a better comparison is to the many low-throughput single-molecule 
experiments it can potentially replace. sptPALM and pair-correlation PALM provide a 
direct look at heterogeneities in protein kinetics and spatial organization. With regard 
to imaging resolution, localization-based methods lead the pack and should only get 
better as brighter fluorescent proteins and dyes are introduced. One particular focus of 
future endeavors will surely be the development of improved dark-to-bright 
photoactivatable proteins in the green and red spectral classes. Currently, these 
proteins lag behind the photoconvertible proteins (mEos3.2, Dendra2, mMaple2) in 
photon output while the latter severely hinder multicolor imaging. Fortunately, the 
burgeoning interest in localization microscopy has greatly stimulated fluorescent 
protein research and these limitations should soon disappear. 
 
Interference-based approaches for axial super-resolution 
Because of its subwavength dependence on distance, interferometry can probe 
structures at super-resolution. Standing wave-fluorescence microscopy 
(SWFM) [70,72], 4Pi microscopy [75], image interference microscopy and 
interferometric PALM (iPALM) [174] have all used interference of laser illumination 
or detected photons to boost axial resolution. In particular, SWFM has achieved sub-
nanometer localization when applied to thin single-layer samples. Another technique, 
fluorescence interference contrast (FLIC) microscopy, maps the height of dye 
molecules above a silicon substrate by using standing waves generated by laser light 
with nonzero incidence angle [200]. An improvement to this strategy is to use variable 
incidence angles (VIA-FLIC) to measure angle-intensity profiles for a dye layer and 
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determine height absolutely, without periodicity artifacts associated with a single-
angle standing wave [201]. Scanning angle interference microscopy (SAIM) adapts 
this variable incidence angle approach for convenient implementation on a standard 
TIRF microscope [202] (Figure 1.5a-d).  SAIM readily achieves multicolor imaging of 
live-cell dynamics at molecular axial resolution.  
In collaboration with the Paszek lab, I have developed a next-generation SAIM 
microscope. One problem with traditional SAIM is that stray fringing, due to laser 
scatter from dust or other surfaces, can corrupt the data. To combat this, I combine 
SAIM with our galvanometer-based TIRF, which allows azimuthal rotation of the 
laser beam for spatial averaging of stray fringes. Chapter 3 discusses azimuthally-
scanned TIRF and SAIM along with potential applications to single molecule imaging. 
 
NEW TECHNOLOGIES 
Detectors 
Single-molecule imaging has been assisted by the development of sensitive 
detectors with low noise characteristics. Today, electron-multiplying CCDs and 
scientific CMOS cameras are the preferred detectors for imaging, while 
photomultiplier tubes and avalanche photodiodes are used for point-scanning 
applications. While all optical measurements must deal with the Poisson noise in 
photon arrival, detectors introduce additional noise stemming from thermal currents or 
electron readout. EMCCDs are popular because of their high quantum efficiency (QE 
> 90%) and negligible dark current if cooled. Furthermore, although their intrinsic   
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Figure 1.5 Scanning Angle Interference Microscopy. (a) Coherent excitation light 
reflected from a mirrored surface generates a standing wave pattern with fringe 
spacing determined by illumination wavelength and the angle of incidence. 
Fluorophore emission is modulated by the local field intensity and, for axially thin 
samples, can be used to determine height from the substrate with high precision. (b) 
Signal is measured as a function of the angle-of-illumination and compared to 
theoretical models to determine height. Fluorescent beads differing by only 12 nm in 
radius are clearly resolved. (c) SAIM of DiO-labeled cell membranes shows 
topographic features corresponding to sites of focal adhesions and variations in 
glycocalyx thickness. (d) SAIM clearly resolves protein strata in focal adhesions and 
can be used to measure dynamics as cells adhere to substrates and migrate. Figures 
adapted from  [203,202]. 
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read noise is fairly high (~10s of e- per pixel), electron multiplication amplifies the 
signal relative to this and the effective read noise may be much less than 1 electron.  
However, electron multiplication does come with a cost as the impact 
ionization process also doubles the variance of the signal and diminishing the signal-
to-noise ratio. This can be interpreted as an effective reduction of QE to ~40-50%. 
Scientific CMOS cameras are another attractive option, because they have low readout 
noise (<1-2 e- per pixel) and require no EM gain, thus achieving real QEs of 50-70%. 
sCMOS cameras are also capable of operating at high speeds (>100 fps at full frame) 
because there are multiple readout registers (two per column with dual-amplifiers to 
increase dynamic range). They also benefit from having smaller pixels (4-6 μm 
compared to 12-24 μm for EMCCDs), allowing for larger fields of view or 
oversampling if desired. One sometimes confusing aspect of sCMOS technology is the 
presence two types of exposure and readout modes: global and rolling shutter. In a 
global shutter exposure, the entire pixelated array is records charge at the same time 
and electrons are transferred from all pixels simultaneously for readout. In rolling 
shutter mode, rows are exposed and read out sequentially, with exposure and charge 
transfer for pixels in one row occurring ~10 μs earlier than the row below. This 
modality is known to generate motion artifacts, especially for large objects moving 
quickly transverse to the readout wave. However, it is also capable of operating at 
twice the frame rate of global shutter with lower read noise, due to the correlated 
double-sampling mechanism of sCMOS readout. For these reasons, rolling shutter is 
often preferable for most applications. 
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Both EMCCDs and sCMOS detectors are sufficiently sensitive for most single 
molecule imaging situations, but EMCCDs are generally preferred when light fluxes 
are particularly low. sCMOS cameras are used when sensitivity is not the utmost 
concern, since they can provide a larger field-of-view or spread the signal from single 
fluorophores over more pixels. In addition, they’re generally the cheaper option, 
currently priced ~$20k while EMCCDs are in the $30-40k range. The SNR crossover 
point for EMCCD and sCMOS technologies has been estimated to be around 40-60 
photons/pixel (Andor white papers), signifying the level where the drawbacks of EM 
multiplication noise begin to outweigh the benefits of read noise reduction. Single-
molecule imaging and localization microscopy are typically the only scenarios where 
pixels experience light fluxes below this level. While EMCCDs are still generally 
preferred for these applications, sCMOS detectors have proven to be capable as 
well [204].  
For quantitative imaging, the photoresponse and noise characteristics of the 
detector must be carefully considered. For example, localization microscopy requires 
conversion of signals to photon units in order for theoretical precision formulas to 
apply. Furthermore, photon units are system-independent and important for 
comparisons between different microscopes or researchers. Although various methods 
have been used for photon conversion, including manufacturer formulas and pixel 
histograms [21,205], I find a photon transfer method from astronomy to work best and 
have verified it by digital photon counting [206–208] (Appendix B).  
details the noise characteristics for EMCCDs and a simple method for photon transfer 
measurements. 
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Probes 
Rapid developments in probe technology, spanning fluorescent proteins, 
organic fluorophores and nanoparticles, have expanded the possibilities for single-
molecule fluorescence experiments (Figure 1.6a). Mutagenesis of native FPs from 
Aequorea victoria, Discosoma striata and other species have yielded a palette of 
chromophores covering the visible spectrum  [212,213]. FP brightness, maturation 
efficiency and kinetics, photostability and oligomerization state must be considered 
when choosing the optimal label. Furthermore, for single molecule applications, 
photon yields and dark state transitions must be characterized as a function of light 
intensity and buffer conditions [214]. I generally prefer mNeongreen and mCherry 
within the green and red spectral classes for their superior photophysical properties 
and monomeric behavior. Localization microscopy has spurred progress in the field of 
photocontrollable proteins. Building off the knowledge that wildtype GFP can 
reversibly access dark states [215], mutagenesis approaches have engineered a host of 
photoactivatable FPs which can be switched on from an initially dark state (Figure 
1.6b). PAGFP and PAmCherry were early entrants into this class, based on 
mutagenesis of GFP and mCherry [216,217]. Photoconvertible proteins which 
irreversibly switch from one color to another have also found applications in 
localization microscopy and, owing to their superior photon yields, are generally the 
FPs of choice, with mEos3.2 being a current favorite [218]. Reversibly switchable 
proteins have gained a foothold in RESOLFT and nonlinear SIM microscopies and 
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Figure 1.6 Probes for single molecule imaging (a) While most fluorophores exist in 
two general states, active and bleached, photocontrollable fluorophores have 
additional states and enable new modes of imaging. Photoactivtable fluorophores are  
inactive by default, but activated by illumination at a certain wavelength (usually UV). 
Photoswitchable fluorophores have multiple spectrally distinct active states and can be 
switched from one form to another by specific wavelengths. Switching may be 
unidirectional or reversible, depending on the fluorophore and mechanism of 
photoconversion. (b) Representative chromophores of fluorescent proteins, showing 
photoactivation by decarboxylation (top), photoconversion by backbone cleavage 
(middle) and reversible photoswitching by cis-trans isomerization (bottom) (c) 
Jablonski diagram depicting the photophysics of dSTORM/GSDIM. Molecules 
undergoing single transitions can stochastically cross over from 1F1 into the triplet 
state 3F. Under normal conditions, they would eventually relax back to the ground 
state 1F0, often due to collisional quenching with molecular oxygen. dSTORM buffers 
include oxygen scavengers to inhibit this process as well as high concentrations of 
thiols to increase transitions to longer-lived dark states. (d) Triplet state quenchers 
limit fluorophore blinking and enhance photon yields by aiding molecules in their 
return to the singlet pathway. TSQs are often including in single-molecule imaging 
buffer, but have recently been conjugated directly to create “self-healing dyes” with 
improved photophysical properties. Figures adapted from  [153,209–211]. 
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 progress has been made in improving their switching kinetics and increasing the 
number of switching cycles before permanent photobleaching. Dronpa was an early 
variant in this class and is still used today [219], while rsEGFP and Skylan-NS have 
shown improved characteristics [88,129,220].  
The superior brightness of organic dyes has proven invaluable for single 
molecule imaging and localization microscopy, often generating photon yields 4-
1000x more than those of FPs [167,214]. Cy3 and Cy5 have traditionally been go-to 
dyes in the red and far-red regimes, but there are countless others, primarily in the 
cyanine, rhodamine and oxazine classes with favorable properties [221]. Lavis and 
colleagues found that azetidinylation of many dyes improved brightness and 
photostability [222].The Zhuang lab at Harvard has performed a useful comparison of 
these fluorophores for dSTORM microscopy [223], delineating probes in the green, 
red, far-red and IR classes which provide acceptable blinking characteristics (Figure 
1.6c). Aside from dye choice, buffer conditions can be modified to tune photophysical 
properties [214]. Oxygen scavengers such as the glucose oxidase/catalase or 
protocatechuic acid/protocatechuate-3,4-dioxygenase systems [224] are routinely 
added because oxygen can quickly quench the dye triplet state, generating harmful 
superoxide which may accelerate photobleaching. One problem with these systems is 
that they have been shown to acidify buffers over time. A recent system based on 
pyranose oxidase lacks this quality and is useful for long-term imaging 
applications [225]. In order to diminish blinking and improve photon yields, protective 
agents such as Trolox [45], Nitrobenzyl alcohol, cyclooctatetraene [226] are often 
added to buffers. These redox chemicals stabilize fluorophores in ways which are still 
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not completely understood, though triplet quenching is believed to be one 
mechanism [227,228]. Recently, covalent attachment of these small molecules to 
organic dyes has been shown to generate “self-healing dyes” with even better 
photophysical properties [229–231] (Figure 1.6d). In other cases, such as localization 
microscopy, blinking is actually the preferred outcome. Thiol additives such as beta-
mercaptoethanol, mercaptoethanolamine and glutathione can increase transitions from 
the triplet state to longer-lived dark states to facilitate dSTORM [232]. Improvements 
in dye chemistry and understanding of photophysics should yield brighter probes with 
tunable properties for a wide array of applications. 
Fluorescent nanoparticles are the brightest, most resilient probe family and are 
useful when tracking single particles for long time periods. The gold standard in this 
area are semiconductor nanocrystals or quantum dots, typically made from cadmium 
selenide or zinc sulfide [233]. These nanocrystals generate a bound electron-hole pair 
when excited by light and fluoresce by a process of radiative recombination. 
Absorption is broad-band, with higher cross-sections at shorter wavelengths, and 
emission follows a Gaussian spectral profile with color determined by QD size and 
composition. QDs are renowned for their excellent photostability and may be tracked 
for hours. However, millisecond-second blinking of quantum dots has been 
problematic. One hypothesis is that excitons get trapped surface defects where they 
cannot undergo radiative recombination. Shell layers have been shown to reduce the 
frequency of defects, reduce blinking and increase quantum efficiency overall. Thiols 
in solution can donate electrons to quench surface traps and nearly eliminate 
blinking [234]. Although quantum dots are not terrible large on their only, typically 2-
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7 nm, they are often encapsulated with passivation layers such as polymer coats, 
dendrimers or micelles to improve biocompatibility. These additional layers can drive 
nanoparticle size above 20 nm, which can severely hinder the mobility of tagged 
biomolecules or sterically limit diffusion. The synthesis of small QDs with thinner 
passivation layers has been a longstanding goal, but stability has been a key hurdle. 
The recent development of small stable QDs promises to open doors for more 
applications [235,236]. Another concern with QD labeling is the multi-valency of 
attached molecules e.g. biotin, streptavidin, antibodies, etc. The use of steric exclusion 
to limit access to binding sites has been used to create monovalent quantum dots for 
stoichiometric labeling [237]. Silica or polymer encapsulated dyes are another class of 
nanoparticle probe. Encapsulation can improve quantum yield by reducing 
nonradiative energy dissipation and can protect fluorophores from photodegradation. 
Single-atom defects in carbon are another promising nanoparticle probe, particularly 
nitrogen-vacancy centers [238]. These defects absorb broadly in the 500-625 nm and 
have a large Stokes shift, with peak emission around 700 nm. Although single 
vacancies have fairly low absorption cross-sections (typically 10-100x lower than 
those of organic dyes or QDs), multiple vacancies may be present in a 10 nm 
nanodiamond. The most appealing quality of NV-centers is their resistance to 
photobleaching, making them a viable alternative to quantum dots for long-term 
imaging. 
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Labeling strategies 
Affinity-based labeling is a good starting point for many experiments because 
it requires the least time investment and can be used to study endogenous proteins. 
However, once the optical resolution approaches the macromolecular regime, linkage 
error between the structure-of-interest and probe must be considered. For this reason, 
smaller probes such as antibody fragments, nanobodies [236,239] or aptamers [240] 
have found use. A recently developed strategy fuses multiple copies of a short peptide 
epitope to the protein of interest. This SunTag may be labeled with exogenous 
antibodies or FP-labelled Fab fragments to significantly boost single molecule signals 
within cells [241]. 
Fluorescent protein labeling is advantageous for its efficiency and specificity. 
Degree-of-labeling is mostly determined by the protein maturation efficiency and 
kinetics in its host. Since many FPs are known to multimerize, care must be taken to 
verify that observed protein-protein interactions are real and not an artifact of the 
labeling. There are also numerous enzymatic approaches for covalent attachment of 
organic probes to a target [242–248]. These are attractive due to the superior 
brightness and small size of organic dyes compared to FPs, but labeling efficiency is 
usually lower with higher background labeling. Most tags have commercially 
available dye counterparts, but specific analogs may be synthesized by fairly simple 
reactions and purification. Non-natural amino acids are another promising strategy for 
efficient site-specific labeling of proteins for in vitro studies [249].  
Probe delivery is an important consideration for exogenous labels, particularly 
when working with living cells. Ideally, labels are cell permeable or modified to 
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facilitate passage across the cell membrane. If this is not the case, microinjection or 
electroporation can aid in delivery [182]. Newer approaches based on cell-penetrating 
peptides [250,251], silicon nanowires [252], carbon nanoparticles [253] and laser-
induced cavitation [254] have also been used. For all of these strategies, labeling 
efficiency and specificity (especially when wash steps are not possible) and effects of 
the delivery method on cell viability must be weighed carefully.  
 
APPLICATIONS 
From a physical perspective, super resolution imaging is fascinating because it 
took new perspectives on what a microscope is and what it can be in order to topple 
the longstanding diffraction limit. However, practically speaking, these tools are only 
as good as the science they enable. Fortunately, single molecule and super resolution 
techniques have helped push our understanding of cell biology in a wide array of 
subfields and we can only expect this trend to accelerate as the broader community 
gains a better appreciation for the methods and their utility. Here, I highlight a few of 
the arenas where these methods have made an impact. 
 
Plasma membrane 
Membranes are a key interfacial material in biology, forming the barrier between cell 
interior and exterior while also compartmentalizing the cell into discrete organelles 
that perform specific functions. The composition and arrangement of lipids, proteins, 
sterols and other biomolecules in the plasma membrane has long been studied due to 
their roles in controlling transport, mediating cell attachment and initiation of 
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signaling, among other things. However, proposed units of spatial organization such as 
lipid rafts are small and highly dynamic, thus evading detection by conventional 
microscopy. While correlation spectroscopy has been used to study lipid diffusion for 
decades, the reduced spot size in STED has greatly enhanced the sensitivity of the 
technique. STED-FCS has clearly resolved mobility differences between 
phosphoethanolamine and sphingomyelin in the plasma membrane of living 
cells [107] (Figure 1.7a). While the former always makes quick transits (~1 ms) thru 
the STED focal volume (~30 nm laterally), the latter can spend anywhere between 1 
and 50 ms, potentially due to transient interactions with cholesterol-enriched 
nanodomains. Cholesterol depletion was shown to eliminate slow transits and any 
mobility differences between PE and SM. A later study also found sphingolipid 
analogs to interact strongly with transient cholesterol nanodomains and actin-based 
assemblies [255]. 
The protein component of the plasma membrane has a direct role in its rich 
array of functions. Oligomerization and formation of larger spatial clusters is critical 
to the mechanisms of many membrane proteins. Stepwise photobleaching has been a 
key tool in elucidating the subunit stoichiometry of numerous membrane 
proteins [21,256], including the Hv1 voltage gated channel [262] and the calcium-
release-activated calcium (CRAC) channel [263]. Localization microscopy has 
resolved higher-order clustering of membrane-bound proteins, with improved 
quantification tools enabling molecular counting. sptPALM of FcεRI recectors in mast 
cells showed receptor immobilization soon after antigen stimulation, followed by 
receptor clustering measured by pair correlation analysis [264,265]. These  
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Figure 1.7 Biological applications of super resolution microscopy. (a)STED-FCS 
of membrane lipids clearly resolves non-interacting lipids (polyethanolamine, PE) 
from lipids which interact with cholesterol-enriched nanodomains (sphingomyelin, 
SM). Cholesterol depletion by COase eliminates these interactions, causing SM to 
exhibit a PE-like transit through the focal spot. (b) Interferometric PALM 
distinguishes between protein strata in focal adhesions and yields a model of focal 
adhesion coupling to the extracellular matrix and actin meshwork. (c) Perioidic lattices 
of spectrin, actin and associated proteins were discovered by STORM in dissociated 
hippocampal neurons cultured in vitro. Lattice development starts proximal to the cell 
body and propagates distally over several days. (d) Particle tracking of Sox2 
transcription factors measures their movements through the nucleus and can be used to 
determine kinetics of bound states and free diffusion. A Sox2M variant with mutations 
in the DNA-binding domain takes longer to find its final target and spends more time 
diffusing on average. (e) DNA curtains can be used to investigate DNA-protein 
interactions in a high-throughput manner. Imaging of Cas9 with a λ2 guide RNA 
reveals on-target and off-target interaction with λ-DNA. Histograms of Cas9 
occupancy provide a measure of specificity. (f) Multiplexed error-robust fluorescence 
in situ hybridization (MERFISH) imaging of 1001 RNAs can be used to map 
transcriptional activity and probe regulatory circuits at the single-cell level.  Figures 
adapted from  [107,257–261]. 
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approaches will be essential for understanding the timecourse of signaling and how 
extracellular cues reshape the cell periphery. 
 
Mechanobiology 
Although forces are ubiquitous in biology, their roles in molecular mechanisms 
are still widely uncharacterized. At the cellular level, forces play a role in 
morphogenesis, cell migration and cell adhesion. Adhesion structures at the plasma 
membrane help cells sense their environment while the cytoskeleton provides integrity 
and may compartmentalize diffusion of membrane proteins. Meanwhile, the role of the 
glycocalyx in shaping protein organization at the cell surface is just starting to be 
understood.  
Focal adhesions are large multiprotein assemblies that form a mechanical link 
between the actin cytoskeleton and the extracellular matrix, communicating forces and 
regulatory signals in both directions. Direct imaging of focal adhesion proteins by 
interferometric PALM revealed the discrete strata of their organization [258] (Figure 
1.7b). The lowest layer is composed of integrins, paxillin and focal adhesion kinase, 
which together form an integrin signaling layer. Upon integrin binding to the ECM, 
FAK is activated and phosphorylates paxillin to stabilize its interactions with other 
proteins. The middle layer contains vinculin and talin, adapter proteins that mediate 
force transduction. The topmost layer of zyxin, VASP and α-actinin makes direct 
contact with actin and may regulate its remodeling. sptPALM of focal adhesion 
proteins demonstrated that integrins undergo multiple free-diffusion and 
immobilization cycles in the membrane, with integrin activation promoting 
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immobilization [266]. In contrast, talin is recruited directly from the cytosol and does 
not find its target sites by diffusion in the membrane. Furthermore, immobilized β1 
integrin and talin showed rearward flow within FA structures, suggesting links with 
retrograde actin flow.  
The role of the glycocalyx in sensing forces and signaling through contacts 
with the plasma membrane is largely unstudied. Scanning angle interference 
microscopy has shown that the bulky glycoprotein MUC1 spatially excludes integrins 
and is compressed or bent near focal adhesions [203]. Furthermore, sptPALM 
demonstrated that MUC1 overexpression significantly reduced immobilization of 
integrins, especially outside of FA structures. Unlike membrane proteins, cell surface 
glycans labeled by click chemistry show a homogeneous distribution and lack any 
clustering on the plasma membrane [267]. Improvements in glycan-specific labeling 
coupled with high-resolution imaging may begin to shed light on the complexity of the 
cell’s outer coat and its role in communicating environmental messages. 
Cytoskeletal structures give cells their shape and aid in force transduction, both 
inward and outward. Recent STORM experiments discovered a new lattice structure 
of actin, spectrin and adducin (an actin capping protein) in the axons of cultured 
hippocampal neurons [260,268] (Figure 1.7c). The βII spectrin lattice appears first, 
starting proximal to the cell body and propagating distally, followed by the other 
lattices several days later. sptPALM was used to show that these lattices are very 
stable, with little protein exchange. Discoveries like this highlight the remarkable 
architecture which has remained hidden due to decades of imaging through a blurry 
lens. 
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Nucleus 
The compaction of DNA inside the nucleus is facilitated by numerous layers of 
organization, starting from nucleosomes to higher-order structures such as 30-nm 
fibers and eventually chromosomes. Chromatin structure is highly dynamic, with 
regulatory elements interacting over long distances, transcription factors relaying 
extracellular cues and chromatin decondensation accompanying gene activation. 
Imaging these events is difficult because the nucleus is such a dense structure in three 
dimensions, with no landmarks for orientation. Nonetheless, single molecule 
techniques have started to provide some insight into these complex processes. 
sptPALM of c-myc and PTEF-b showed that the former is a global explorer of the 
nucleus while PTEF-b diffusion is directed, likely due to interactions with nuclear 
structures [269]. Lattice light sheet particle tracking of enhanceosome members 
revealed that Sox2 undergoes multiple cycles of 3D diffusion and transient binding/1D 
search until it binds stably to its final target [270,271] (Figure 1.7d). Furthermore, 
Sox2 precedes Oct4 in enhanceosome assembly and is excluded from 
heterochromatin. Localization microscopy of Pol II inside the nucleus has produced 
contradictory results, with one study finding that most Pol II foci are single molecules, 
contradicting the notion of transcription factories [272], while a time-correlated 
analysis observed transient Pol II clusters that increased in size and frequency with 
serum stimulation [273]. While many of these studies were conducted as averages 
over the entire nucleus, new strategies to visualize specific endogenous loci via 
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CRISPR/TALE-guided fluorescent proteins should facilitate more targeted 
experiments [274–276]. 
The crowded nature of the nucleus impedes the observation of single fibers and 
mapping of adjacent loci. For this reason, methods of chromatin extraction and in vitro 
reconstitution of genomic interactions have played a major role in elucidating nuclear 
mechanisms. Localization microscopy of chromatin extracts from HeLa cells showed 
that Pol II was surrounded by gap structures in the YOYO stain, believed to represent 
decondensed chromatin [277]. Serum response factor was also enriched in these gaps 
and gap frequency was reduced when cells were serum-starved. Arrays of substrate 
immobilized DNA molecules have been used to reconstitute protein-DNA interactions 
in a high-throughput manner and observe molecular dynamics. One such approach, 
DNA curtains, attaches DNA to a supported lipid bilayer and uses a diffusion barrier 
to constrain its movement. Under hydrodynamic force, DNA molecules diffuse up the 
barrier and stretch out for observation, allowing base pair differences to be mapped 
onto physical distances. DNA curtains have been used to test in silico models of 
nucleosome occupancy and found that Scm3 aids CenH3-containing nucleosomes in 
binding A-T rich regions which they otherwise avoided [278]. Imaging of Cas9 on 
DNA curtains showed that binding and cleavage were PAM-dependent and that DNA-
RNA duplex formation followed a Brownian ratchet mechanism [279] (Figure 1.7e). 
The combination of highly parallelized methods for DNA interrogation and high-
resolution in vivo imaging serve as a valuable complement to sequencing-based 
approaches in unraveling the energy landscapes of DNA binding proteins and 3D 
architecture of chromatin. 
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RNA imaging 
While transcriptome analysis has primarily fallen under the purview of 
microarray and sequencing approaches, imaging-based methods capture spatial and 
temporal information directly, both within cells and populations. Single-molecule 
fluorescence in situ hybridization (smFISH) labels native RNAs with multiple labeled 
oligos for detection in fixed samples and has been used to show that some genes 
display transcriptional bursting, the synthesis of multiple RNAs in a short period 
followed by long periods of inactivity [280].  GFP-labeled phage proteins that bind the 
short RNA hairpins MS2 and PP7 have been used to track mRNA synthesis in living 
cells, with two-color imaging permitting the measurement of Pol II elongation 
rates [281] and observation of the first round of translation [282]. While most MS2 
experiments introduce an exogenous transgene, a recent study tagged all endogenous 
β-actin mRNAs in a mouse with hairpin repeats and observed activity-dependent 
production of mRNA-protein complexes in isolated neurons [283].  
Traditional multicolor FISH typically permits visualization of up to four 
different RNAs simultaneously, limited by the number of spectrally discernable 
channels on the microscope. Newer methods, combining localization microscopy with 
spatial or spectral barcoding, have increased that number by an order of 
magnitude [284,285], permitting single-cell observations of gene regulatory circuits. A 
method combining sequential hybridization of oligonucleotide probes with error-
robust encoding schemes can detect thousands of RNAs in single cells, further 
expanding the networks which may be studied [261] (Figure 1.7f). Spatially-resolved 
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transcriptomics will play an important role in understanding variations in gene 
expression, particularly in multicellular conglomerates such as tissue and biofilms. 
 
CONCLUSION 
As super-resolution technology has matured, we have come to understand the 
advantages and limitations of the various techniques. Importantly, there is no one 
“ultimate microscope” but rather a Swiss army knife of methods best suited for 
specific applications. When deciding a strategy, it is important to remember the 
fundamental tradeoffs between spatial resolution, temporal resolution and 
phototoxicity, even after excitation confinement is used to minimize exposure to non-
imaged regions [286]. The development of brighter probes with specialized properties 
coupled with improved strategies for mitigating photobleaching and photodamage will 
push these boundaries further. As these tools continue to be commercialized and fall 
into the hands of researchers, we can expect rich new insights into molecular 
interactions and dynamics that underlie cell biology.  
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CHAPTER 2 
COMPARISON OF OBJECTIVE LENSES FOR MULTIPHOTON 
MICROSCOPY IN TURBID SAMPLES1 
 
Even after two decades, nonlinear microscopies remain the preferred methods 
for deep-tissue fluorescence imaging in live animals. Despite their prominence, 
scattering of excitation and emission photons continue to limit the depth limit to <1 
mm, even in mildly scattering tissue such as brain. Although neuroscience has 
benefited greatly from new tissue-clearing approaches that permit sample clearing 
and whole-brain connectomics imaging in fixed samples, microscopy in living samples 
remains an essential strategy for understanding the dynamics of behaviorial 
responses. This chapter investigates the effects of scattering on two-photon excitation 
and epifluorescence detection and models their dependence on fundamental objective 
lens parameters. I also provide guiding principles for lens choice and design of the 
fluorescence collection pathway.  
 
ABSTRACT 
Optimization of illumination and detection optics is pivotal for multiphoton 
imaging in highly scattering tissue and the objective lens is the central component in 
both of these pathways. To better understand how basic lens parameters (NA, 
magnification, field number) affect fluorescence collection and image quality, a two-
detector setup was used with a specialized sample cell to separate measurement of 
                                                 
1 This chapter was previously published as: Singh, A., McMullen, J. D., Doris, E. A., & Zipfel, W. R. 
(2015). Comparison of objective lenses for multiphoton microscopy in turbid samples. Biomedical 
optics express, 6(8), 3113-3127. 
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total excitation from epifluorescence collection. Our data corroborate earlier findings 
that low-mag lenses can be superior at collecting scattered photons, and we compare a 
set of commonly used multiphoton objective lenses in terms of their ability to collect 
scattered fluorescence, providing guidance for the design of multiphoton imaging 
systems. For example, our measurements of epi-fluorescence beam divergence in the 
presence of scattering reveal minimal beam broadening, indicating that often-
advocated over-sized collection optics are not as advantageous as previously thought. 
These experiments also provide a framework for choosing objective lenses for 
multiphoton imaging by relating the results of our measurements to various design 
parameters of the objectives lenses used. 
 
INTRODUCTION 
Over the past 25 years, deep optical sectioning ability has made multiphoton 
microscopy the method-of-choice for fluorescence-based in vivo imaging [1,2]. 
Although confocal microscopy has long been able to achieve optical sectioning by 
using a pinhole to reject out-of-focus fluorescence, this method also rejects in-focus 
fluorescence that is scattered on its path to the detector. Nonlinear microscopies based 
on multiphoton absorption and harmonic generation achieve optical sectioning in a 
fundamentally different way. By employing the nonlinear intensity dependence of 
two-photon or higher order absorption to create a 3D localized observation volume, 
these methods are free to collect scattered fluorescence, resulting in increased signal at 
larger focal depths. For these reasons, multiphoton microscopies may image to depths 
of ~1mm while confocal microscopy is typically limited to a few hundred μm.  
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  While two-photon excited fluorescence is usually confined to the objective 
lens focus when the laser power is sufficiently low, the loss of ballistic excitation 
photons by tissue scattering requires that the excitation intensity be increased to 
maintain constant signal as the focal plane is moved deeper into tissue. At higher laser 
powers, substantial out-of-focus background fluorescence may be generated, 
particularly near the sample surface. As the focal depth increases, the signal-to-
background ratio (S/B) diminishes and image quality is degraded [3].  Several groups 
have used high rep-rate regenerative amplifier systems to redistribute energy into 
fewer, but much higher energy pulses. Using these systems, imaging depths of up to 1 
mm in brain tissue have been achieved [4]. Analytical models indicate that shorter 
pulses produce a higher S/B ratio in scattering samples and that the effect is 
particularly strong for durations less than 50 fs [3].  However, since photobleaching 
and photodamage increase dramatically with excitation dose [5,6], higher energy 
approaches to increasing the imaging depth have significant drawbacks.   
 Excitation losses due to tissue scattering are greatly reduced at longer 
wavelengths. In addition, longer wavelengths allow for the use of redder fluorophores 
with emissions that are less scattered and absorbed by the sample. As new red dyes 
and fluorescent proteins become available, as well as ultrafast lasers that operate at 
wavelengths greater than 1000 nm, this strategy holds the most promise for deeper 
multiphoton imaging.  Imaging depths beyond 1 mm in brain tissue have been 
demonstrated by moving to two-photon imaging at 1280 nm [7] and three-photon at 
1700 nm [8].   
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 While the strategies described above address ways of maintaining sufficient 
nonlinear excitation deep in tissue, optimizing signal collection is equally important.  
Two-photon microscopes typically employ whole-field non-descanned detection rather 
than a confocal pinhole approach since fluorescence photons originating from the 
focal volume are too precious to reject, regardless of whether they have been scattered.  
The collection efficiency of the microscope objective and the optical path to the 
detector is a key factor that determines the signal-to-noise ratio.  Epifluorescence 
collection through the objective lens can be supplemented by a detector below the 
specimen to collect transmitted fluorescence, but this is not practical when dealing 
with thick specimens or live animals. While the fraction of ballistic photons detected 
is primarily determined by the objective numerical aperture (NA) and transmittance, 
scattered light collection is affected by additional parameters such as field-of-view 
(FOV) [9,10]. In highly scattering specimens, light collection depends on both the 
spatial and angular distribution of photons incident on the objective front aperture 
(OFA) [11].   
 Over the past decade microscope manufacturers have produced new dipping 
objectives optimized for MPM and in vivo imaging,  the first being the Olympus 
XLUMPlanFl 20x/0.95 water immersion objective, which became a preferred MPM 
objective lens due to its high NA, large field-of-view (low magnification) and 
improved collection of scattered fluorescence.  More recently, Olympus and other 
vendors have manufactured lenses that are even more promising for deep-tissue 
multiphoton microscopy.  In this study, we compare some of these newer dipping 
objectives to the older generation and experimentally verify theoretical predictions 
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about multiphoton excitation and epifluorescence collection in turbid samples. Given 
the relatively high cost of the new optics, our comparisons are useful for assessing the 
value of currently available multiphoton objectives for use in scattering specimen. 
 
THEORY 
In a typical multiphoton microscope, scanning mirrors steer a collimated beam 
from a mode-locked laser to the objective back aperture (OBA) and the objective lens 
focuses this light down to a small diffraction-limited volume in its focal plane. If 
illumination enters the OBA parallel to the optic axis, the focus is located along the 
same axis at a distance wd (the working distance of the objective) from the objective 
front aperture (OFA) or front lens. When scanning, the beam enters the OBA at an 
angle (θf) and the focal spot is displaced laterally in the focal plane up to a distance rf, 
which defines the objective’s field-of-view radius for the given laser-scanning design. 
For beam delivery angles greater than the corresponding θf, illumination is not 
transmitted through the lens. Ideally, MPM objectives have high transmittance in both 
the visible and near-IR (with typical excitation wavelengths from Ti:Sapphire 
oscillators being in the 700-1000 nm range, and newer femtosecond lasers now tuning 
to 1300 nm or higher).  
 
Two-photon fluorescence losses due to scattering of excitation.  
As illumination photons propagate toward the objective focus, they can 
undergo scattering and absorption processes related to the optical properties and 
geometry of the sample.  Since the precise distribution of refractive index 
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inhomogeneities is generally unknown, tissue scattering is often modeled using a few 
parameters that summarize the average behavior of the sample [9–11]. The scattering 
mean free path ℓs indicates the average distance traveled before a scattering event and 
increases with wavelength in accordance with Mie theory; for this reason, near-IR 
illumination photons undergo roughly half as much scattering as visible light photons. 
The degree of randomization of photon direction by scattering processes is embodied 
by the scattering anisotropy factor g = <cos θ>. It is also conventional to define a 
transport mean free path lt = ls /(1 - g) which characterizes the average length over 
which a photon maintains its direction of propagation. In addition to scattering, 
photons may be absorbed by either intrinsic molecules or exogenous labels. Typically, 
intrinsic one-photon absorption cross-sections are fairly small at NIR illumination 
wavelengths, but non-negligible for fluorescence emission.  Although two-photon 
absorption is usually confined to the focal volume at low illumination levels,  imaging 
in scattering media necessitates higher powers that yield out-of-focus excitation both 
at the specimen surface, where ballistic intensity is high, and in the space between the 
surface and perifocal region, where scattered photons can interact with ballistic 
ones [3]. The amount of background generated depends on the staining inhomogeneity 
and can be greatly reduced by using specific labels that localize only to structures of 
interest. Several reviews include comprehensive summaries of scattering and 
absorption parameters in various types of tissue [12,13]. Typical values for mouse 
cortex at a λ = 500 nm are ls = 100 μm and g = 0.9, while skin, for example, can be 
considerably more turbid with values on the order of ls = 40 μm and g = 0.75 [13].  
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Figure 2.1. Scattered light collection in two-photon microscopy. (a) Diagram of 
illumination photons propagating from the Objective Front Aperture (OFA) to the 
objective focus.  The flux through a ring of radius R(θ) at the OFA propagates a total 
distance of wd / cos θ, of which L(θ) = z0 / cos θ is below the specimen surface, where 
θ ranges from 0 to θNA. (b) Schematic of the fluorescence beam exiting the Objective 
Back Aperture (OBA), showing a relatively collimated beam when imaging in a clear 
specimen and a more divergent beam when imaging in turbid samples. 
  
When imaging at depths much less than one scattering length of the excitation 
wavelength, sufficient ballistic photons reach the objective focus that the illumination 
intensity can be kept relatively low. In these scenarios, out-of-focus two-photon 
absorption is negligible and excitation is confined to a small ~Gaussian ellipsoid 
volume with 1/e radii of ωx,y and ωz in the lateral and axial directions, respectively [2]. 
The rate of in-focus fluorescence emission is given by:  
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In the generalized form for the generation of two photon fluorescence (first equation 
above), C(r) is the position-dependent fluorophore concentration, σ2P is the two-
photon absorption cross-section, ϕF is the fluorescence quantum yield, and <I2(r,t)> 
the time-averaged instantaneous intensity squared. The integral is over the bounds of 
the 3D focal volume, which converges due to the quadratic dependence on intensity, 
and is well-approximated as a 3D Gaussian volume.  <I2(r,t)> can be shown to be 
equal to  gp<I>
2/Rτ where <I> is the time-averaged intensity, R the laser repetition 
rate, τ is the pulse duration and gP is a dimensionless factor that depends on the pulse 
shape (typically ~0.6).  The second expression above is a working formulation that is 
more closely related to measurable system parameters.  Pλ/hc is the average power 
passing through the z = 0 plane converted to photons per second, which is normalized 
by the area of the PSF at z = 0.  PSF(x,y,z)2 is the volume defined by the squared point 
spread function (i.e. the two photon PSF) and Cave is the average concentration of 
fluorophore.  A 3D Gaussian volume estimate of PSF(x,y,z)2 is readily calculable 
based on NA and refractive index using the equations given in [2].   
When imaging deeper into scattering specimen, scattered illumination photons 
may miss the objective focus and fail to be recorded as in-focus fluorescence.  In order 
to maintain signal, the laser intensity must be increased to compensate for lost ballistic 
photons.  An approximation of the fraction of ballistic photons lost as a function of 
NA and scattering length can be derived by assuming a uniform intensity distribution 
across the objective front aperture and calculating the ratio (γ) of the irradiance that 
reaches the focus in the scattering and non-scattering cases: 
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Here, 2πRI0dR represents the photon flux through an infinitesimal ring located at a 
radius R on the OFA (Figure 2.1a). The exponential term in the numerator represents 
the fraction of these photons that remain ballistic during propagation to the focus.  L is 
the path length for these ballistic photons within the scattering medium and ls(λexc) is 
the mean free path between scattering events at the excitation wavelength.  We can 
rewrite the above integral in terms of θ using L(θ) = z0/(cos θ) and R(θ) = z0 tan θ, 
where z0 is the depth of the focus below the specimen surface and θ is the angle 
between the optical axis and line segment connecting the ring at radius R with the 
focal point.  Solving the ratio of the two integrals integrated from θ = 0 to θNA (i.e. 
arcsin (NA/n)) yields:  
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For a given z0 and ls(λexc), γ decreases with increasing NA because peripheral photons 
travel longer paths to the focus and thus have a higher probability of scattering. This 
equation quantifies the known reduction of effective NA in an absorbing-scattering 
sample [4], which increases significantly at higher NAs.  Using the above derived 
parameter γ, we can modify our two-photon fluorescence relation to take the excitation 
scattering losses into account: 
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Two photon fluorescence losses due to emission collection.  
Epifluorescence collection through the objective lens is also best understood 
by considering the non-scattering and scattering scenarios separately. In each case, a 
fraction of the light is captured by the OFA. If the sample is non-scattering, this 
fraction is equal to the fractional solid angle collected by the objective NA: 
 
 
2
1 1
,
2
NA
n
f NA n
 
    (eq.5) 
The transmission of fluorescence photons back through the objective lens depends 
upon the transmittance of the lens, as well as the optical design (lens elements, 
positions of apertures and baffles, etc.). The emission beam exiting the OBA is 
typically picked off by a dichroic mirror and directed to collection optics that guide 
photons to a photodetector.  If the specimen scatters fluorescence from a point emitter 
located at the objective focus, we have to consider the various photon trajectories to 
evaluate the fraction of light collected by the objective lens. Trajectories are generally 
grouped into three classes: ballistic, snake-like and diffuse. The ballistic fraction 
decays exponentially with focal depth and is negligible when the depth is much greater 
than ls(λem). Snake-like trajectories undergo a few scattering events but still maintain 
some memory of their original direction.  Meanwhile, diffuse photons have scattered 
so many times that their directions are essentially randomized. Snake-like trajectories 
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are dominant when the focal depth is small compared to the transport mean length 
lt(λem), while the range z0 >>  lt(λem) is referred to as the diffuse limit. Although 
analytical equations for the collected fraction are difficult to obtain, Monte Carlo 
simulations have been used to estimate the spatial and angular distributions of photons 
at the specimen surface for various sets of scattering parameters [3,9].  In the diffuse 
limit, photons at the specimen surface fall into a distribution that has a lateral FWHM 
of 1.53 z0, irrespective of the scattering mean free path, and a Lambertian angular 
distribution [11]. In order to collect as many photons as possible, objective lenses with 
a large spatioangular acceptance range are preferred, i.e. lenses with a large field of 
view and numerical aperture.   In addition, the increase in skew rays incident on the 
OFA is thought to result in a divergent beam exiting the OBA (Figure 2.1b), and many 
groups advocate large post-objective lens collection optics so that the emission beam 
does not suffer vignetting [9].  One goal of this work was to measure the emission 
beam divergence under realistic scattering conditions to determine how to best 
optimize the collection pathway.  
METHODS AND RESULTS 
Objective lenses for multiphoton microscopy. 
As mentioned earlier, the Olympus XLUMPlanFl 20x/0.95W (now 20x/1.0W) 
∞/0 objective is the lens-of-choice for many multiphoton imaging applications. 
Olympus also released the first lens specifically designed and optimized for 
multiphoton microscopy: the XLPlan N 25x/1.05 W MP ∞/0-0.23/FN18. This 
objective combines a high NA with high transmittance through the visible and IR to 
improve light collection. In addition, it has a correction collar that can be used to 
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minimize spherical aberration. Olympus also offers the XLUMPlanFl 10x/0.60 W, 
which provides a larger field-of-view. Zeiss and other vendors provide similar high-
NA objectives with improved NIR coatings; for example, the Zeiss Plan-Apochromat 
20x/1.0 Vis-IR ∞/0 objective is also an excellent choice for multiphoton use.  For 
comparison, we also examined an older high-magnification objective that has been 
commonly used for multiphoton imaging, the Olympus LUMPlanFl 60x/0.90 W ∞/0.  
Key properties of these objectives are summarized in Table 1. 
 
New optical coatings provide greater transmission in the IR than older lenses. 
Objective lens transmittance was measured using illumination from a white light 
source directed through a 150 μm diameter pinhole to create a light source much 
smaller than the OFA.  The objective was mounted in the entrance port of an 
integrating sphere and output was connected to a spectrometer (Ocean Optics QE 
65000) via an optical fiber to record spectra with and without the objective in place 
(Figure 2.2a). As expected, the newer objectives have substantially improved 
transmission through the visible and IR, particularly in comparison to the older 
Olympus 20x lens (Figure 2.2b). Our values matched manufacturer data within ~5-
10%. 
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Table 2.1: Summary of objective lens properties. 
 
Objective Abbrev. 
NA 
θNA 
WD 
(mm) 
 
FN 
(mm) 
 
OBA 
(mm) 
 
OFA 
(mm) 
 
OBA 
OFA 
%T(800nm) 
%T(521nm) 
Olympus XLUMPlanFl 
10x/0.60 W ∞/0 
Oly. 10x 
0.60 
26.8° 
3 28 21.6 3.0 7.1 
75.4% 
81.9% 
Olympus LUMPlanFl 
60x/0.90 W ∞/0 IR 
Oly. 60x 
 
0.90 
42.6° 
2 26.5 5.4 3.7 1.5 
75.4% 
83.4% 
Olympus XLUMPlanFl 
20x/0.95 W ∞/0 
Oly. 20x 
0.95 
45.6° 
2 22 17.1 4.0 4.2 
62.5% 
72.9% 
Zeiss W Plan-
Apochromat 20x/1.0 DIC 
Vis-IR ∞/0 
Zeiss 20x 
1.00 
48.8° 
2.4 20 16.5 5.5 3.0 
81.3% 
84.8% 
Olympus XLPlan N 
25x/1.05 W MP ∞/0-
0.23/FN18 
Oly. 25x 
1.05 
52.1° 
2 18 15.1 5.1 2.9 
86.1% 
86.7% 
 
Objective Back Aperture (OBA) and Objective Front Aperture (OFA) diameters were 
calculated as:   
  
 
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2 2
1
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Mag NAn
n
   
Other abbreviations: wd = working distance; FN = field number; %T = transmittance 
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Figure 2.2. Measurement of objective lens transmittance using a broadband 
source. (a) Experimental apparatus used to measure lens transmittance. A small 
pinhole was used to create a thin “beam” of white light which was incident on the 
OFA of an objective lens. Light transmitted through the objective was collected by an 
integrating sphere and relayed to a spectrometer using an optical fiber.  (b) 
Transmittance curves were generated by taking a ratio of the spectrometer counts at 
each wavelength when the objective was in place and removed from the apparatus. 
Newer lenses show substantially better transmission than the earliest version of the 
Olympus 20x/0.95W we used in these measurements. 
 
 
MPE in turbid media 
During in vivo multiphoton imaging, tissue scattering diminishes the number 
of ballistic excitation photons that reach the objective focus and creates a spread in the 
fluorescence distribution at the sample surface, reducing the objective’s ability to 
collect emitted photons. To study these phenomena, we built a two-channel 
measurement chamber for photon-counting of both the transmitted and epi-detected 
fluorescence signals (Figure 2.3a). Mode-locked illumination at 800 nm (Spectra 
Physics Mai Tai) was intensity controlled using a Pockels cell and coupled through a 
beam expander to overfill the back aperture of each objective. Focused light was 
incident on a fluorophore-scatterer sample cell consisting of a layer of 100 μM 
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fluorescein (λem = 520 nm) below a layer of immersion medium. The layers were 
separated by a thin (~40 micron) plastic sheet of fluorinated ethylene propylene which 
has a refractive index similar to water (FEP, Welch Fluorocarbons, n = 1.338). 
Scattering properties of the immersion medium were set by controlling the 
concentration of 1 μm polystyrene microspheres (Polysciences). Scattering parameters 
were calculated using the online Mie scattering calculator 
(http://omlc.org/calc/mie_calc.html).  
A measurement using two detection channels as described above provides a 
means to measure the epifluorescence collection efficiency of an objective lens under 
various scattering conditions. The ratio of the epi-signal to the transmitted signal is 
proportional to the fraction of fluorescence passing through the objective lens, since 
photons detected in the transmitted channel experience no scattering.  A confocal 
pinhole was used in the transmission path to ensure that any fluorescence 
backscattered by the turbid layer was not collected by the transmission detector.   The 
lower channel serves as a constant collection pathway that provides a measure of the 
total fluorescence generated at the focus.  The fluorescence collected back through the 
objective lens was reflected by a 50 mm diameter dichroic mirror through a focusing 
lens onto a photomultiplier tube.  The dichroic was 50 mm from the OBA for all 
objective lenses. A 50 mm adjustable iris was placed before a large area (30 mm 
photocathode) PMT, and was adjusted to controllably vignette the beam in order to 
measure the fluorescence beam divergence. The distance from the iris to the OBA was 
100 mm. The output of the two PMTs were collected using a two-channel photon 
counter (SR400, Stanford Research Systems) and laser intensity was controlled to 
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keep the total counts in either channel less than ~8 x 105 s-1 to avoid pulse pileup.  A 
micrometer stage was used to position our sample cell so that the objective focus was 
always at a depth of 50 μm within the fluorescein layer.  By varying the laser power 
and recording counts in the lower (transmission) channel, P2 curves were generated 
using water and various concentrations of polystyrene microspheres as the immersion 
media.   
In these experiments we characterized the amount of scattering as a 
dimensionless parameter zs, defined as the ratio of the imaging depth through the 
scattering solution (wd – 50 μm denoted as zo) and ls, the mean free path. Therefore zs 
is the number of scattering mean free paths between the OFA and the focal plane.  zs’ 
denotes the ratio in which the transport mean free path (ls /(1 - g)) is used in place of ls 
for certain calculations.  
We note that there are some differences between our experimental geometry 
and an actual in vivo two-photon microscopy imaging scenario, in which the focus 
might be 0.8 mm into the sample with 1.2 mm of water between the OFA and sample 
surface.  In our arrangement, there is no non-scattering, transparent layer of immersion 
medium directly after the OFA, but rather a continuous layer of non-fluorescent 
scattering beads.  The separation of fluorophore and scattering microspheres into 
distinct layers was necessary so that the transmission channel could serve as a 
reference unaffected by the scattering properties of the sample, and in this way 
separate the measurement of multiphoton excitation from fluorescence detection.  
During a deep-tissue multiphoton imaging session in a typical sample, one also might 
expect some surface-level background [3], but our sample geometry precludes this 
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effect since no fluorophores are present within the scattering layer.  The setup we 
employ allows us to understand specifically how scattering affects in-focus 
fluorescence and to study excitation in turbid samples without the complication of out-
of-focus surface fluorescence. Finally, others have reported that fluorescence photons 
whose trajectories are initially directed away from the OFA (i.e. downward) have 
some finite probability of being back-scattered into the acceptance range of the 
objective [9]. Although a minor effect, the lack of scattering particles below the focal 
plane in our experimental setup means that we do not observe this phenomenon.    
To measure the fractional loss of ballistic nonlinear excitation photons, the 
number of counts detected in the transmission channel was plotted against power 
delivered through the objective lens and fit to the equation Ftrans= ηγ2P2 where η is the 
fraction of emission collected by the lower channel times the excitation related 
parameters (eq. 4), and P is the laser power out of the objective lens.  η is independent 
of the sample scattering properties and a constant for each objective lens. η can be 
obtained from the P2 curve collected in the absence of scattering (γ2=1).  The 
transmission path P2 curves also showed that the Olympus 10x/0.6 NA lens generated 
fluorescence more efficiently than the other lenses (Figure 2.3b), demonstrating that 
the dogma that two-photon fluorescence is independent of NA (for example, ref [14]) 
is not quite true.  Assuming a uniform fluorophore concentration, the two-photon 
excitation potential from the focal volume as a function of numerical aperture is 
proportional to (see equation 1): 
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For a diffraction limited focus at high NA, the PSF is sufficiently complex and the 
conventional NA-1 and NA-2 formulas for radial and axial widths fail as 
approximations.  The rate of two-photon excitation is not independent of NA and is 
less than one would expect based on paraxial approximations.  In addition to the 
empirical measurements presented here, the NA dependence of nonlinear excitation is 
evident by applying more accurate approximations for intensity PSF dimensions at 
high NA [2,15], or by numerical integration of equation 6.  The relatively large 
difference we found in the amount of 2P fluorescence generated between NA’s of 0.6 
and ~1.0 led us to detailed calculations in order to better understand our measured 
result.  Using the method of Richards and Wolf  [16], we calculated the two photon 
excitation potential (eq. 6) as a function of numerical aperture at different ratios of 
aperture diameter to 1/e beam diameter (a parameter we call β). As the paraxial limit is 
approached (β→∞), the rate of two photon excitation becomes independent of NA as 
expected (Figure 2.3c).  However, for the diffraction limited case (β = 0), the non-
linear excitation potential decreases with higher NA, reflecting our experimental 
observation that the focus of the 0.6 NA objective lens produced more fluorescence 
than the other four objectives used which have numerical apertures between 0.9 and 
1.05.  The inset graph in Figure 2.3c illustrates the net effect of decreasing 2P 
excitation as NA increases, coupled the expected NA-dependent increase in 
fluorescence collection (i.e. the product of the fractional solid angle (eq. 5) and the 2P 
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excitation potential (eq. 6)).  In the diffraction-limited case, the net difference in 
collected two-photon generated epifluorescence as a function of NA is not as large as 
one might expect based on paraxial optical approximations.   
The data shown in Figure 2.3b provides a means to extract γ2 (defined in eq. 3) 
from P2 curves measured at various levels of scattering.  Since 1 μm beads mostly 
scatter in the forward direction (g = 0.93, similar to tissue), we expect that γ2 would 
fall somewhere between calculations made using scattering mean free path (ℓs) and 
those made using the reduced or transport mean free path (ℓs /(1 - g)), which represents 
the upper and lower limits expected for two-photon excitation loss due to scattering of 
the excitation beam.  This allows us to estimate the degree to which slightly forward 
scattered photons can still generate two-photon fluorescence.  We found that γ2 lies 
much closer to calculations made using the non-reduced mean free path (ℓs, dotted line 
in Figure 2.3d), indicating that even small angular deviations in photon path have a 
significant effect on the nonlinear excitation potential.  In actual samples, the reality is 
probably even closer to the non-reduced case, since a pool of dye gives scattered 
photons the highest opportunity to generate background fluorescence. 
 
Epifluorescence collection from turbid media 
In a non-scattering sample that is refractive index matched to the particular 
objective lens (1.33 for water, in our case), an objective lens collects a solid angle 
fraction (f) of the total fluorescence emitted at its focus (eq. 5).  The collection 
efficiency is further influenced by the transmittance of the lens at the emission 
wavelength (Figure 2.2b), and the net collection is the product of fractional solid angle 
103 
times the lens transmission.   Sample turbidity further influences the amount of light 
collected by the lens, as well as the divergence of the light delivered to the detector 
due to generation of skew rays from the scattering process.  Using our objective lens 
testing setup, we measured the epi-collection efficiency and the divergence of the 
fluorescence beam exiting the objective lens as a function of sample scattering for five 
objective lenses commonly used in multiphoton microscopy.  Figure 2.4a shows the 
ratio of epi-counts to transmitted (non-scattered) counts; Figure 2.4b normalizes these 
data for each lens by dividing by its collection efficiency in water. The reported 
quantity is a direct measure of the epi-collection efficiency of each objective under 
scattering conditions which is independent from scattering caused excitation losses.  
These values (uncorrected for differences in transmission) increase with NA more or 
less as expected based on their solid angle of collection.   By fitting the decay of epi-
signal as a function of the scattering parameter zs, we obtained decay lengths that 
could be correlated with objective lens parameters such as the ratio of the objective 
back and front aperture diameters (OBA/OFA – Figure 2.4c) and the field number 
(Figure 2.4d).   Although efficient epi-collection of scattered signal by objectives has 
been correlated with increasing field number (FN) of the objective [9], we found only 
a weak correlation.  However, our data shows a much stronger correlation between the 
OBA/OFA ratio.   This ratio can be expressed in terms of basic objective lens 
parameters (equation 7) to show the relationship between resolution (NA), field of 
view (Magnification) and working distance, with epi-collection efficiency in turbid 
samples. Depending on the particular multiphoton imaging scenario and objective 
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lenses available, these parameters can be selected based on the required resolution, 
imaging depth and field of view in order to achieve optimal performance.    
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Previous measurements with an infinite-plane diffuse light source indicated 
that there may be a substantial angular spread in the beam exiting the OBA  [9] and 
based on this, many advocate the use of large (50 mm or larger) collection optics 
positioned close to the OBA.  However, this can be difficult in implement within the 
confines of a microscope body, and further knowledge of the beam divergence in more 
realistic scenarios (below the diffuse limit) is useful to design optimal MPM systems.  
To this end, we used a calibrated iris to vignette the beam and calculate the emission 
beam divergence as a function of zs.  Assuming a Gaussian beam exiting the OBA, we 
expect the fraction of the emission beam clipped at iris radius r to be given by 1-exp(-
2r2/ σ2), to which we fit our data to obtain the 1/e2 radius σ.  Figure 2.4e shows these 
measurements for the five objective lenses we tested. In a non-scattering sample, σ 
measured at 100 mm from the OBA was slightly less than the radius of the OBA, in 
accordance with our expectation of a parallel emission beam.  One exception was the 
Olympus 60x/0.9 objective which had a slight divergence in our setup even without 
scattering. The 1/e2 radius σ increases with zs and approaches a limiting value for each 
objective.  The amount of emission beam divergence in the presence of scattering 
decreased with increasing OBA/OFA (Figure 2.4f) and increasing field number 
(Figure 2.4g), further indicating that large OBA/OFA and field numbers are beneficial 
for imaging in scattering samples. We note however, that in our experimental 
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measurements based on a real 2P excitation volume located below a scattering layer, 
we never found divergence on the order of what has been previously reported (> 10 
degrees) which was based on observation of white light from full-field uniformly 
diffusing surface [9] or from Monte Carlo simulations of scattered light passing 
through a 20x/0.95 Olympus objective lens model [17].   Even at zs = 5, which would 
represent a highly scattering sample (equivalent, for example, to imaging ~500 μm 
deep into mouse brain), the change in divergence was typically less than two degrees.  
Based on these measurements, we believe need for extremely large optics in the post-
objective lens collection path is unwarranted.  As the schematic in Figure 2.4h 
illustrates, even at high scattering, 25 to 30 mm aperture optics are sufficient.  Most 
high angle skew rays entering the objective are simply lost in the barrel of the lens and 
never pass through the OBA.  
Finally, we examined the combined effects of scattering on illumination and 
fluorescence collection by measuring the power needed to achieve a given number of 
counts in solutions with increasing zs (Figure 2.5a).  At low scattering (zs <3), the 
various objective lenses performed approximately the same, while at higher scattering 
(zs >4), the Olympus 10x/0.6 lens  showed a significant difference in this test, 
presumably due to its more efficient nonlinear excitation and larger field of view.  
To assess the various objective lenses in an imaging scenario, a low 
concentration of fluorescent microspheres was embedded in an agarose gel. The 
objective was focused 50 μm below the agarose surface and data was recorded using 
water and calibrated concentrations of polystyrene microspheres in the immersion 
media. The laser intensity was kept constant for each objective and set so that the bead 
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Figure 2.3. Two-photon excitation in turbid media (a) Experimental setup for two-
channel detection of epi-collected and transmitted fluorescence. Laser illumination 
was focused through a scattering medium into a solution of fluorescein.  Emissions 
were collected in both epifluorescence and transmission channels. A confocal pinhole 
in the lower path was used to reject any back-scattered light from the bead layer.  An 
iris in the upper channel was adjusted to controllably vignette the beam in order to 
measure the emission beam divergence.  (b) Plot of fluorescence detected in the 
transmitted light channel as a function of power out of the objective lens without 
added scatterer.    All data (with and without scatterer) fit well to F = aP2, where a = 
ηγ2.  η is the fraction of emission collected by the lower channel times excitation-
related parameters (eq. 4) and γ is the fraction of ballistic photons lost (squared for 
two-photon excitation).  For the data in 3b without added scatterer, γ = 1.  (c) 
Calculated two-photon excitation potential within the focal volume as a function of 
NA for diffraction limited and under-filled back apertures demonstrating the NA-
dependence of nonlinear excitation for a diffraction limited focal volume.  The 
intensity PSF was calculated using the method of Richards and Wolf [16] modified to 
take OBA under-filling into account.  The 3D intensity PSF was then squared, 
integrated and divided by the focal plane beam area (eq. 6).  Data is normalized to the 
diffraction-limited (β = 0) case for lowest NA used in the calculation (0.25).  β = 3 
approaches the expected paraxial limit under which the two-photon excitation is 
independent of NA.  Inset: Predicted relative net epifluorescence collection for the 
diffraction-limited (black line) and paraxial (blue line) cases, calculated as the 
fractional solid angle x two-photon excitation potential as a function of NA.  (d) 
Comparison of experimental values for the ballistic fraction of illumination squared 
(γ2) for two different values of zs and zs’ to the theory presented in equation 3.  Black 
lines and symbols (X’s) are calculations and measurements, respectively, made with 
scattering conditions of zs = 1.6 (dotted line) and zs’ = 0.16 (g = 0.9, solid line) at 800 
nm.  Blue lines and symbols are for scattering conditions of zs = 2.7 (dotted line) and 
zs’ = 0.27 (solid line) at 800 nm.  
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Figure 2.4. Epifluorescence collection characteristics in scattering media.  (a) 
Ratios of counts in the epifluorescence channel to counts in the transmission channel 
for each lens at zs = 0 (water), 3 and 5, showing the decrease in epi-collection 
efficiencies as a function of sample scattering.  (b) Normalized ratios (relative to zs = 0 
value for each lens) with data taken over a larger number of zs values. Error bars are 
SEM (n=4). (c and d) Correlation between the scattering dependent epi-collected 
signal decay with objective lens OBA/OFA ratios (c) and objective field number (d).  
Signal decay lengths for each objective lens were obtained from fits of the data in (b) 
to a single exponential decay model: y0 + exp(-(zs-zs,0)/ε) to parametrize the scattering 
loses through each lens.  Each lens is colored coded as indicated by the key in (b).  (e) 
Measured epi-collected fluorescence emission beam 1/e2 radius 100 mm from the 
OBA as a function of solution scattering (zs = 0, 3, and 5) and objective lens.  The 
corresponding angular divergence values are noted at top of each bar.  (f and g) 
Correlation between the measured emission divergence angle and the OBA/OFA ratio 
(f) and field number (g). (h) Diagram illustrating the effect of the divergence for each 
lens measured at zs = 5 (worst case scenario) 200 mm from the OBA (where a detector 
might typically be placed).   
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Figure 2.5 Objective lens performance in scattering media. (a) Excitation power 
needed to achieve 500,000 counts/second in the epifluorescence channel as a function 
of zs. (b)  Drop-off in integrated bead intensity (n = 3) when imaging fluorescent beads 
embedded in agarose with added polystyrene microspheres to vary zs. 
 
intensity was equal at zs = 0 for each lens tested.  In-focus emitters at 50 μm depth 
were selected and their average integrated density plotted vs zs (Figure 2.5b). In 
agreement with our previous two-channel measurements, the Olympus 10x suffered 
the least degradation in pixel intensity while the Olympus 60x fared the worst. The 
other objectives (20x and 25x Olympus and Zeiss 20x) performed similarly. 
 
CONCLUSION 
Working with a new generation of high NA, water immersion dipping 
objective lenses now commonly used for multiphoton imaging in turbid media, we 
report that they are vastly superior to the older series of dipping objectives (e.g., 
60x/0.9 LUMPlanFl).  Within the set of newer objectives we examined, we found that 
the newest versions, such as the Olympus 25x/1.05 and Zeiss 20x/1.0 lenses also have 
improved collection characteristics compared to the earlier versions of the same types 
of objectives, such as the Olympus XLUMPlanFl 20x/0.95 due primarily to improved 
transmission.  We note that the particular lens we tested was one of the first 
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XLUMPlanFl 20x/0.95 objectives made available, and Olympus now produces an 
upgraded version of their XLUMPlanFl workhorse lens, which has improved 
transmission characteristics and higher NA (1.0).   If the lower resolution of a 0.6 NA 
lens can be tolerated, the Olympus 10x/0.6 objective further aids in the collection of 
scattered fluorescence.  We also note that the diffraction-limited focus of the lower 
NA 10x/0.6 lens excites two-photon fluorescence more efficiently than the higher NA 
objectives used in our measurements, which may be particularly useful when imaging 
is power-limited. Others have also previously suggested that low-NA lenses may be 
advantageous for power-efficient two-photon imaging [18]. Related to epi-collection 
in a scattering medium, we noticed a strong correlation between the decay length of 
scattered light collection signal and the OBA/OFA ratio. This suggests that, for a 
given NA, one should seek a low-magnification objective to maximize collection. 
Furthermore, it helps to avoid using a lens with a working distance much longer than 
necessary, since this decreases the OBA/OFA ratio. We also find that the divergence 
of the fluorescence beam exiting the OBA is much less than previously reported. In 
general, 25 or 30 mm optics are sufficient for the detection pathway, provided they are 
situated relatively close to the objective. This finding is also conducive to the 
miniaturization of two-photon microscopes, which is a key consideration for 
commercial applications or custom multiphoton instruments designed for experiments 
with unusual spatial constraints. 
The objective lens is a primary determinant of the epifluorescence collection 
efficiency and therefore plays a critical role in image quality (e.g. S/N) and in 
controlling photodamage and photobleaching.  Although the mechanisms are still not 
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completely understood,  photodamage during two-photon microscopy within the focal 
plane has been shown to be highly nonlinear, with multiple reports indicating that 
damage scales as Pμ where μ is typically greater than 2 [5,6].  Thermal damage due to 
one-photon absorption by water has been deemed largely inconsequential at 
wavelengths available from a typical Ti:S laser (700 – 1000 nm) [19], but as the use of 
longer wavelength lasers in the 1200 to 1700 nm range becomes more common, 
heating is once again becoming a concern due to strong water absorption in this 
wavelength range.  For these reasons, efficient detection schemes are critical to 
minimize bleaching, phototoxicity and excess sample heating by reducing the 
excitation intensity required to collect a sufficient fluorescence signal for imaging.  
Because two-photon excitation is largely confined to a diffraction-limited 
volume, all fluorescence may be collected as signal and, accordingly, several groups 
have published designs that decouple the illumination and detection pathways to 
improve collection. Vučinić et al. suggest constructing a reflective shroud around the 
refractive lens components and predict that collection efficiency may be improved two 
to four-fold [20]. Combs et al. take this idea one step further by implementing a 
parabolic reflector and second detector to achieve three times higher signal-to-noise 
than a standard 0.75 NA lens [21]. While these methods are promising, they rely on 
nonstandard components and restrict possible sample geometries. Others have 
proposed augmenting standard epifluorescence collection by surrounding the objective 
by a collar of waveguides [22] or light guides [23] and have profoundly increased 
detection efficiency. In particular, when the latter is used with a 4x 0.28 NA objective, 
the lens-light guide combination achieves an effective collection NA of 0.55 and 0.80-
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0.90 in non-scattering and scattering specimens, respectively. These improvements 
have immediate implications for cell tracking, calcium imaging in neuronal networks, 
and other applications where large FOV is a priority and micron resolution is 
sufficient. Seeking to address these same niches for multiphoton microscopy, we have 
also designed a de novo multiphoton water-immersion objective with an incorporated 
dichroic beam splitter that achieves a collection NA of 0.98 while maintaining an 
excitation NA of 0.35 [24]. By placing an emphasis on photon-efficient collection for 
in vivo multiphoton microscopy, image quality (S/N) can be improved while specimen 
perturbation is minimized. 
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CHAPTER 3 
A VERSATILE AZIMUTHAL SCANNING PLATFORM FOR TIRF AND 
SCANNING ANGLE INTERFERENCE MICROSCOPY 
 
Homebuilt TIRF systems have become a staple instrument in labs conducting 
single-molecule or super-resolution fluorescence experiments. This chapter describes 
an azimuthal scanning platform that eliminates commonplace fringing artifacts while 
also providing push-button control of angle-of-incidence. Due to their simplicity and 
versatility, the CircleScan optoelectronics are expected to be of widespread interest to 
the microscopy community and have already been adopted by others at Cornell. The 
chapter also discusses a combination of CircleScan with Scanning Angle Interference 
Microscopy, demonstrating the robustness of the platform to improve other methods. 
 
ABSTRACT 
Recent developments in super-resolution microscopy have revolutionized our 
perspective of cellular architecture and nanoscale dynamics. Despite significant 
progress, tools for imaging in the axial dimension have consistently provided poorer 
localization precision than their lateral counterparts. For such applications, scanning 
angle localization microscopy (SAIM) has proven advantageous, offering molecular-
scale axial precision in living cells with fairly simple data acquisition and image 
processing. Here, we present a new azimuthal scanning platform that boosts SAIM 
acquisition rates by an order of magnitude and also reduces fringing artifacts for TIRF. 
We demonstrate the utility of our CircleScan platform through various single-
molecule and cellular applications and also develop a new TIRF-activation scheme 
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that improves SAIM contrast by minimizing contributions from freely diffusing 
fluorescent proteins. CircleScan is a versatile, inexpensive and simply-implemented 
routine that improves the performance of standard TIRF and SAIM microscopes. 
 
INTRODUCTION 
Nanoscale investigations of cellular architecture have been greatly bolstered by 
several recently developed imaging modalities that surpass the diffraction limit. 
Methods relying on fluorophore localization [1–3], stimulated emission [4,5] and 
patterned excitation [6] have revealed sub-resolution details about protein organization 
and movements that were previously obscured by diffraction, yielding new 
perspectives on organelle ultrastructure [7], supramolecular assemblies [8,9], 
cytoskeletal structures [10] and membrane topography [11]. Despite these advances, 
tools that provide sub-resolution optical precision in the axial dimension have lagged 
behind their lateral counterparts. New methods that are capable of resolving fine axial 
movements at second or better frames rates would notably benefit studies of cell 
motility, endocytosis and viral budding. 
 Because of their exceptional ability to measure small distances, interferometric 
approaches have been the primary direction for improvements in axial nanoscopy. 
Within this repertoire, scanning angle interference microscopy (SAIM) allows 
dynamic, multi-color imaging with sub-10 nm axial precision using standard, 
commercial TIRF instrumentation [12].  As currently implemented, cells are cultured 
onto a mirror substrate, which is then inverted above the microscope objective. 
Interference of the incident and reflected wavefronts generates axially-structured 
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excitation with the position of intensity minima and maxima (i.e. the anti-nodes) being 
determined by the angle of incidence (AOI) of illumination. A series of images is 
collected at different AOIs and individual pixels are then fit to a theoretical model to 
extract height information for axially thin samples. Dynamic mapping of topographic 
features with high precision using SAIM has proven useful for understanding focal 
adhesion dynamics during cell migration as well as glycocalyx dysregulation in cancer 
cells [11]. 
 Although SAIM provides molecular-scale axial precision in live specimen, the 
initial implementation on a commercial TIRF microscope was somewhat limited in its 
frame rate.  Improved temporal resolution would be advantageous for numerous 
applications, including mechanistic studies of receptor endocytosis, where axial 
positions of clathrin-coated pits can change on sub-second timescales [13], or the 
assembly and disassembly of actin waves, which transition between different  states 
during their short lifetime (~7 minutes) [14].  Other super-resolution techniques, such 
as stimulated emission depletion (STED) microscopy and localization microscopy, 
permit sub-resolution imaging but fall short of SAIM’s combination of axial precision 
and time resolution [5,8,15]. Recently, a new method for dynamic axial imaging based 
on variation in penetration depth at different wavelengths was shown to yield ~20 nm 
axial precision in real time [13]. However, Simultaneous Two-Wavelength Axial 
Ratiometry (STAR) requires dual-labeling of proteins-of-interest, complicating 
experimental design and reducing potential for multi-color imaging, while also being 
restricted to features near the glass-water interface. Conventional SAIM also suffers 
from fringing artifacts similar to those observed in TIRF microscopy.  However, while 
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stray fringes largely affect only the signal intensity across the field of view in TIRF, 
reducing the quantitative nature of the data, fringes in SAIM interfere with the height 
reconstructions by introducing intensity fluctuations not predicted by the SAIM 
model. 
Here, we present a second-generation scanning angle interference microscope 
platform that utilizes the fast azimuthal scanning of incident laser light described 
above to boost speed and eliminate fringing artifacts in SAIM. This concept has 
previously been used to improve illumination in TIRF and Highly Inclined Laminated 
Optical (HILO) sheet microscopy  [16–18]. Our CircleScan platform with galvo-based 
angular deflection accelerates SAIM data acquisition by an order of magnitude while 
polarization complications from azimuthal rotation are not prohibitive to molecular-
scale topographic imaging. Furthermore, the microscope hardware and firmware are 
incredibly versatile, allowing push-button control of AOI for widefield applications 
and facile interfacing with other optoelectronic components (Figure 3.1a, b). Two-
color azimuthally-rotated SAIM was validated with focal adhesions (FAs), where it 
accurately resolves the stratification of distinct protein constituents. Furthermore, a 
TIRF activation scheme was developed to improve SAIM contrast for FAs situated in 
the cell interior, where background from freely diffusing labeled proteins has typically 
precluded SAIM imaging. 
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THEORY 
Polarization effects on SAIM contrast 
In SAIM, interference of incident and reflected beams produces an axial 
standing wave, with the positions of fringe extrema being determined by the 
wavelength of illumination, angle-of-incidence and indices of refraction of the silicon, 
oxide and water layers. A complete description of the electromagnetic fields is 
attained by Fresnel theory and has been detailed elsewhere [12,19]. Here, we 
reproduce only the main results. The intensity I(H, θ) of the electric field at a given 
height H is given by: 
ITE/TM = A|1 + rTE/TMe
iφ(H)|
2
+ B 
Where A is an amplitude coefficient proportional to the laser intensity and B is a term 
that encapsulates various sources of background (out-of-focus fluorescence, stray 
light, detector noise, etc.). Intensity modulation results from the dependence of the 
phase term φ and the reflection coefficient on height and angle-of-incidence. The 
phase term is: 
φ(H) =
4πn2
λ
Hcosθ2 
While the formulation of the reflection coefficient rTE/TM(H, θ) depends on the 
polarization of the incident light. For TE and TM cases, these coefficients are given 
by: 
rTE =  
(m11
TE +m12
TEp0)p2-(m21
TE +m22
TEp0)
(m11
TE +m12
TEp0)p2 + (m21
TE +m22
TEp0)
 
rTM =  
(m11
TM +m12
TMq0)q2-(m21
TM +m22
TMq0)
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Where the coefficients pi, q, mij
TE/TM
 are described as follows:  
pi = nicos θi            qi =
ni
cos θi
   i = 0,  1,  2 
MTE =
(
 
cos⁡(
2πn1
λ
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i
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sin⁡(
2πn1
λ
Hcos⁡(θ1))
-ip1cos⁡(
2πn1
λ
Hcos⁡(θ1)) cos⁡(
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Hcos⁡(θ1)) )
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Hcos⁡(θ1))
-iq1cos⁡(
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Hcos⁡(θ1)) cos⁡(
2πn1
λ
Hcos⁡(θ1)) )
  
Adaptation of the original for SAIM theory for azimuthal scanning is straightforward 
as a beam incident from any direction can be decomposed into TE and TM 
components. For cases where the incident light undergoes an integer number of 
complete rotations, the resultant intensity is given simply by:  
ICScan =
1
2
(ITE + ITM) 
Using the above relations, angle-intensity profiles can be explicitly calculated for any 
given set of parameters (object height, illumination wavelength and corresponding 
refractive indices). Figure 3.1c depicts such profiles for λ = 561 nm and H = 100 nm. 
It is immediately evident that interference contrast is optimal when light is TE-
polarized, with TM light suffering from reduced modulation depth at higher angles of 
incidence. CircleScan illumination has substantial contrast at all angles (Figure 3.1c, 
d), being the average of the TE and TM states, and real performance is ultimately 
determined by the signal-to-noise of individual data points and the number of frames 
collected.  
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Figure 3.1 Azimuthally scanned modes of excitation. (a) Schematic of azimuthally 
scanned excitation at the objective back aperture (OBA). The laser spot is focused at 
discrete points at the OBA, tracing out a circle. The circle radius determines the angle-
of-incidence, which can be varied to achieve widefield, HILO or TIRF imaging.(b) 
Cartoon depicting instantaneous laser propagation incident on a cellular sample. 
Widefield illumination traverses the full depth of each cell, while HILO and TIRF 
minimize background by limiting out-of-focus excitation. (c) Angle-intensity profiles 
showing the effects of polarization and feature distance from the reflective substrate. 
All curves are generated using a model of N-type silicon with a 1.9 μm silicon oxider 
spacer. For samples proximal to the mirror, SAIM contrast is lost at high angles when 
imaging with TM light. For features farther from the mirror, intensity profiles are 
squeezed in angular space, alleviating polarization effects. (d) Heatmaps depicting the 
effects of angle and feature height on SAIM intensity as well as contrast reduction at 
high angles for TM and CircleScan illumination. Heatmaps also demonstrate semi-
periodicity in height, which can result in ambiguity when fitting to determine height in 
the presence of noise. (e) Angle vs. intensity profiles depicting the effects of feature 
size on SAIM data. For features smaller than 20 nm, the intensity distribution matches 
that of an infinitely thin feature while the positions of intensity minima/maxima are 
maintained even as features approach 200 nm in size. (f) Plot of extracted fluorophore 
height vs. actual height for various thicknesses of oxide. The SAIM model for height 
determination assumes 1.9 μm of SiO2. Despite absolute errors when the true oxide 
thickness does not match the presumed thickness, relative heights are maintained in all 
cases. 
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Relationship between object height and angular spacing of SAIM fringe extrema 
So far, most SAIM applications have focused on mapping topographic features 
proximal to the SiO2-water interface. However, there is no fundamental restriction that 
limits SAIM to working in this range. One slight complication is that angle-intensity 
profiles are semi-periodic, but other methods may be used to resolve height ambiguity 
at this coarser scale, with SAIM providing finer axial precision for topographic 
mapping. Another consideration when applying SAIM far from the oxide layer is that 
the angular spacing of fringes is much finer at larger heights. Typically, two inversions 
of this angular pattern are sufficient for SAIM reconstruction and thus, a smaller 
angular range needs to be scanned for more distal objects (Figure 3.1c). This has two 
primary benefits. First, azimuthal scanning at smaller angles can achieve higher 
angular frequencies than at larger angles since the galvanometers are displaced less 
per rotation. Second, the polarization effects described above are much less 
pronounced at shallower angles and interference contrast is close to optimal.  
In addition to providing access to features buried within the cell, the 
application of SAIM far from the reflective substrate can have additional benefits. 
Routine cell culture methods developed for coverslips or glass-bottom dishes may be 
used rather to specialized techniques for silicon oxide. Furthermore, TIR-activation of 
features near the coverslip can be used to mitigate effects due to background 
fluorophores. Although these benefits highly encourage the use of SAIM in this non-
traditional modality, there are limitations that must be considered. As the angular 
spacing of fringes becomes closer, the small divergence of laser light out of the 
objective becomes non-negligible and renders an upper limit on object heights that can 
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be measured. Moreover, methods for discerning between semi-periodic heights 
typically require additional instrumentation or sample complexity which must be 
weighed against the simplicity of a traditional SAIM experiment. 
 
Structure thickness effects 
Although SAIM ideally operates under the assumption of a thin sample, 
realistic cellular features will always have a finite thickness. SAIM contrast is clearly 
lost once labeled features exceed the axial distance between fringes, but many 
macromolecular complexes fall into 10-200 nm range—thicker than the single 
proteins but still below the inter-fringe spacing. To further investigate the upper size 
limit SAIM breaks down, we built a model of discretely spaced emitters and compared 
the resulting angle-intensity plots to the case for a thin sample (Figure 3.1e). For 
objects thinner than 20 nm, the resulting emission profile essentially matches the 
profile for a single emitter located at the center of fluorophore stack. As objects 
increase in size, contrast is continually lost, though the angular positions of fringe 
extrema remain unchanged for features as large as 200 nm.  
 
Oxide thickness effects 
The SAIM model assumes an accurate knowledge of the thickness of silicon 
dioxide deposited on the silicon wafer, but true oxide thickness can vary significantly 
over the chip (typically ~5%) and is impractical to characterize for each experiment. 
The effects of this mismatch between the true and putative oxide layers on SAIM 
reconstructions has not previously been studied. To address this, we simulated 
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intensity vs. angle profiles for fluorophores at various heights from a known thickness 
of oxide deposited on silicon. The true oxide thickness was allowed to vary by 5% 
from the desired value (1.9 μm), which was used in the model for fitting. In the case of 
oxide thickness mismatch (between the true and model values), extracted heights were 
found to vary from the actual distance between fluorophore and oxide but were merely 
offset by a constant value (Figure 3.1f). Thus, an inaccurate knowledge of oxide 
thickness prohibits absolute height measurements but does not preclude precise 
imaging of axial topography. 
 
Future considerations 
Although the basic SAIM theory has been put forward and corroborated with 
experimental data, further development of the model is necessary for a more complete 
understanding of the technique’s performance. First, a detailed derivation of the 
fundamental equations from thin film electromagnetic theory would be instructive. 
Second, a comprehensive analysis of the effects of various noise sources (photon 
noise, out-of-focus fluorescence, etc.) on axial precision is essential and will help to 
understand where semi-periodicity becomes problematic. Third, the influence of other 
practical parameters such as angular spread of illumination and mirror tilt can be built 
into the model. Together, these future studies will improve our knowledge concerning 
SAIM feasibility under different scenarios and guide better quantification of SAIM 
data. 
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MATERIALS AND METHODS 
CircleScan optics  
An overview of the galvanometer-based TIRF/SAIM system is shown in Figure 
3.2a.   Laser lines were combined using a series of dichroic filters (Chroma Technology) 
and routed into a laser scanner consisting of two 6215H galvanometers mounted in a 
two-axis mount and driven by a MicroMax 678 dual-axis galvanometer driver (both 
from Cambridge Technology). The beam scanning is controlled by a lab-built scan 
controller which creates the circular scanning pattern.  A 4f-system after the galvos 
serves as a beam expander (reducing the angular scan by the same factor) while a 
focusing lens prior to the objective back aperture cooperates with the objective lens to 
form a second 4f system.  The galvo mirror center point is imaged to the sample plane 
to maintain a constant field-of-view over different scan angles. The relationship between 
angle-of-incidence and the scancard DAC values were measured using a screen and 
application of Snell’s law (Figure 3.2c). The detection pathway consists of a tube lens 
and Andor TuCam system to chromatically separate emissions over two electron-
multiplying CCDs (Andor Technology). The TuCam optical path is routinely aligned to 
achieve sub-pixel co-registration across channels. 
 
Scan controller hardware  
The scan controller card is a modified version of the raster-scan controller cards 
designed and built in the lab for confocal and multiphoton imaging (Figure 3.2b).  The 
heart of the controller consists of a 16 bit microcontroller (PIC24FJ256GB206, 
Microchip Inc) that communicates with the PC used for image acquisition via the HID 
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(Human Interface Device) USB protocol.  The PC calculates the desired scan pattern 
and sends it to the PIC microcontroller on the scan controller card which is interfaced 
with a high speed 16-bit dual parallel interface multiplying DAC (DAC8822, Texas 
Instruments) to produce the two analog signals that position X and Y galvos.   For circle 
scanned TIRF and SAIM we designed two different versions to better facilitate the two 
different types of cameras used in single molecule imaging.  The first version is a 
designed to work with frame transfer EMCCD cameras that do not require any 
specialized synchronization – we drive the galvos circularly at ~1KHz and even the 
fastest frame rates (~10 ms) are averaged over many scans.  The second board is for 
sCMOS cameras with a rolling shutter and it uses interrupt driven firmware to optimize 
the timing to provide uniform exposure during the stepwise readout.   At the PC level, 
the scan controller card communications is through a 64 bit Windows program written 
in C/C++ (Microsoft Visual Studio 2015).  
 
Substrate preparation 
N-type silicon wafers coated with 1.9 μm of silicon oxide (Addison 
Engineering) was cut into square pieces approximately 1 cm in size and cleaned by 
sonication in 1 M KOH for 30 minutes and rinsed with water. Clean substrates were 
silanized by immersion in (3-mercaptopropyl)trimethoxy-silane (MPTS, 4% v/v in 
ethanol) for 30 minutes, rinsed with ethanol, and functionalized with N-γ-
maleimidobutyryl-oxysuccinimide ester (GMBS, 4 mM in ethanol) for 30 minutes to 
facilitate protein attachment. GMBS-functionalized substrates were thoroughly rinsed 
with ethanol, rinsed with PBS and incubated with 5 μg/mL fibronectin for 2 hours at 
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room temperature. Fibronectin-coated reflective substrates were rinsed with PBS and 
stored at 4°C until use (up to several weeks). 
 
Plasmid construction 
Plasmids for mNeonGreen-tagged focal adhesion proteins (paxillin, VASP and 
zyxin) were obtained from Allele Biotechnology. The coding regions from each were 
excised and transferred into a lentiviral plasmid (pCDH puro, System Biosciences). A 
tetracycline-inducible mCherry-paxillin plasmid was a gift from Matt Paszek. 
 
Cell culture and stable cell line generation 
LLC-PK1 pig kidney epithelial cells were cultured in Media 199 with 3% FBS. 
A stable EGFP-tubulin cell line was generated by transient transfection with 
pIRESneo-EGFP-α-tubulin (Addgene #12298) and G418 selection (0.5 mg/mL). 
U2OS human osteosarcoma cells were cultured in Dulbecco’s Modified 
Eagle’s Medium supplemented with 10% FBS. Cell lines stably expressing 
fluorescently-tagged focal adhesion constituents were produced using standard 
lentiviral protocols, using HEK293 cells to generate viral particles and polybrene to 
enhance infectivity. Stably infected cells were selected using the appropriate 
antibiotics (50 μg/mL hygromycin or 2 μg/mL puromycin). 
 
Optical characterization and conventional imaging 
A thorough mapping between arbitrary DAC units and angle-of-incidence was 
determined by placing a screen (black box) above the objective lens and noting the 
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beam position as a function of DAC value; AOIs were calculated using Snell’s law 
and stored in a calibration file. The effects of azimuthal scanning on laser fringing 
artifacts were investigated by imaging a pool of fluorescein dye (15 μM in 0.1 NaOH). 
LLC-PK1 cells stably expressing EGFP-tubulin were used to demonstrate the ability 
to image in a HILO modality while RBL cells labeled with 3 μM cholera toxin-
Alexa647 were used to validate TIRF imaging; free cholera toxin was retained in the 
imaging media to assess TIRF quality. 
 
Tubulin polymerization assay 
Single tubulin polymers were assembled using previously detailed 
protocols [20,21]. In short, microtubule seeds were generated by mixing tubulin (10 
μM unlabeled, 5 μM biotin-tubulin and 5 μM rhodamine-tubulin) and GMP-CPP in 
BRB80 (80 mM PIPES, 1 mM EGTA, 1 mM MgCl2, pH 6.8) and incubating at 37C 
for 30 minutes to allow polymerization. Unpolymerized tubulin was removed by 
ultracentrifugation at 55,000 rpm for 5 minutes at room temperature and removal of 
the supernatant. The pellet was resuspended in BRB80 (same concentration as above) 
and incubated on ice to depolymerize microtubules. For a second cycle of 
polymerization, GMP-CPP was added (10 mM) and the reaction was held at 37C for 
30 minutes, followed by ultracentrifugation to remove unincorporated tubulin.  
For imaging, standard polyethylene glycol-based single molecule flow 
chambers were assembled [22]. Flow chambers were washed with assay buffer (1x 
PIPES with 85 mM KCl, 85 mM KOAc, 0.2% Brij-35, 4 mM MgCl2 and 1 mM 
EGTA, pH 6.8) and then passivated using a blocking mix (1% pluronic F-127, 50 
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μg/mL K-casein in assay buffer). Surfaces were activated with 50 μg/mL Neutravidin 
in assay buffer prior to incubation with seeds (diluted ~100-500x in assay buffer to 
achieve suitable concentration per imaging field). 10 μM tubulin (with 7.5% 
rhodamine-labeled tubulin, diluted in assay buffer supplemented with 1 mM GTP, 2 
mM Trolox, 1% glucose, 0.5 mg/mL glucose oxidase and 40 μg/mL catalase, pH 8.5 ) 
was introduced into the imaging chamber and polymerization was observed at 37C. 
 
Localization microscopy 
For super-resolution imaging by dSTORM, LLC-PK1 pig kidney epithelial 
cells were cultured on glass-bottom dishes (Mat-Tek Corporation). Cells were fixed 
with 3% paraformaldehyde and 0.1% glutaraldehyde for 10 minutes, rinsed with PBS, 
permeabilized with 0.1% Triton X-100 for 10 minutes and rinsed with PBS. A 
blocking solution of 5% Normal Goat Serum (NGS) was then applied for 30 minutes 
to minimize nonspecific adsorption of antibodies, followed by incubation with ~5 
ug/mL primary antibody (mouse anti-tubulin) in 5% NGS for one hour, rinsing with 
0.1% Tween-20 and incubation with ~5 ug/mL secondary antibody (goat anti-mouse 
Alexa 647) for one hour. After labeling, cells were rinsed with 0.1% Tween-20 
followed by PBS and stored in PBS at 4°C until imaging. 
Immediately prior to imaging, PBS was exchanged for imaging buffer (0.5 
mg/mL glucose oxidase, 40 μg/mL catalase, 5% glucose w/v and 1% β-
mercaptoethanol in 200 mM Tris-HCl, pH 8.5). Candidate cells were located on the 
microscope using low 640 nm laser intensities (~30 W/cm2). Laser power was 
increased to ~3-4 kW/cm2 to drive molecules to the triplet and associated dark states 
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Scanning angle interference microscopy 
U2OS cells expressing labeled focal adhesion proteins were sparsely plated 
onto fibronectin-coated reflective substrates and allowed to attach overnight. The next 
day, cells were washed with PBS, fixed with 4% paraformaldehyde for 10 minutes, 
rinsed with PBS, permeabilized with 0.1% Triton X-100 (to reduce background from 
soluble fluorescent protein fusions), washed with PBS and stored in PBS at 4°C. 
Substrates bearing fixed cells were inverted atop a glass-bottom dish (In Vitro 
Scientific) and immersed in PBS; a 10g weight was loaded onto the non-reflective side 
to minimize sample drift. 
Samples were imaged using a 60x/1.2 NA water-immersion objective 
(Olympus). Custom SAIM software was used to automatically scan through 18 
incidence angles spanning 0 to 40 degrees. For each angle-of-incidence, a focused spot 
was rapidly scanned around the periphery of the objective lens at a fixed radius to 
minimize laser fringing artifacts. For two-color imaging, data was collected 
sequentially with 561 nm excitation for mCherry-labeled proteins followed by 488 nm 
excitation for mNeonGreen fusions. Typically, the 18-angle scan was repeated ten 
times to increase signal-to-noise while mitigating the effects of photobleaching. 
For TIRF-activated SAIM experiments, cells were cultured on glass-bottom 
dishes coated with a silicone elastomer gel (QGel 910, Quantum Silicones, n = 1.49). 
Silicones were cured at 60C overnight followed by activation by plasma cleaning, 
silane treatement and functionalization with fibronection for cell attachment. MCF10A 
cells stably expressing paxillin-PAmCherry or paxillin-mEos3.2 were plated on the 
dishes and allowed to adhere overnight before imaging with a 100x/1.49 NA oil-
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immersion objective (Olympus). SAIM acquisition software was used to scan an 
angular range of 0 to 8 degrees after a brief 405 nm activation pulse in TIRF mode. 
 
SAIM analysis routine 
Custom MATLAB scripts were used to analyze SAIM data. Image series were 
imported and averaged vertically across frames corresponding to the same angle-of-
incidence. Individual pixels were then subject to a user-defined contrast threshold (the 
difference between the maximum and minimum values across all angles) and groups 
of pixels were culled through a size threshold to identify focal adhesion structures. 
Pixels passing through both thresholds were fit to the theoretical model for 
azimuthally-scanned SAIM intensity variation, extracting amplitude, background and 
height parameters. Topographic reconstructions of feature height were generated and 
displayed as colormaps. 
 
RESULTS 
Conventional imaging with azimuthally scanned excitation 
Previous methods for azimuthally scanning TIRF excitation have used wedges, 
galvanometers or AOMs to rapidly deflect the laser beam for stray fringe 
elimination [16,17,23]. Of these, the latter two permit flexible change of angle-of-
incidence which is useful for varying between different illumination modes (widefield, 
HILO or TIRF) or adjusting the penetration depth for TIRF imaging. Our galvo-based 
CircleScan platform can scan a circle in 1-2 ms, resulting in frame rates that are 
camera- or sample brightness-limited. For brightly labeled samples, good signal-to-
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noise is attainable with exposure times of 10-30 ms, meaning that full SAIM series can 
be readily acquired in sub-second intervals. 
To characterize the effect on laser fringing artifacts, we examined a pool of 
fluorescein dye. Fringing was readily apparent in unidirectional HILO and TIRF 
images and was markedly reduced by azimuthal scanning (Figure 3.2d). Various other 
optical geometries produced similar fringe elimination without good TIRF quality—a 
design criterion that has not been prioritized or measured in prior azimuthal scanning 
work. Published designs also have not optimized the illumination field-of-view, which 
is important for gathering quantitative data across the camera (Figure 3.2e). Larger 
fields required a larger angle of rays to be focused into the objective back aperture, 
which also increases the probability of generating non-TIR rays that diminish TIRF 
quality. This quality was assessed by imaging fluorescent beads in a pool of dye. 
Beads were not discernable from background fluorescence until the incidence angle 
exceeded the critical angle, at which the signal-to-background ratio rose considerably 
(Figure 3.2f). 
To validate the imaging setup and electronics with realistic samples, we 
performed HILO and TIRF imaging of mammalian cells (Figure 3.3a). HILO 
microscopy of LLC-PK1 cells expressing EGFP-labeled tubulin generated images 
similar to published results [24], with the large field-of-illumination allowing multiple 
cells to be captured per camera frame. RBL cells labeled with cholera toxin showed 
high background levels when imaged in widefield, but substantial contrast 
improvement in TIRF without any fringing artifacts. Live-cell imaging of antigen-
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stimulated cells recorded membrane ruffling events with minimal photobleaching or 
phototoxicity over 5 minutes (Figure 3.3b).    
 
Super-resolution and single-molecule imaging 
Single molecule imaging is a powerful approach for learning about molecular 
heterogeneity in enzyme kinetics, conformational changes and oligomerization 
dynamics. Often, background suppression by TIRF or HILO is necessary to achieve 
sufficient sensitivity to detect single molecules labeled with as little as one dye. We 
tested the applicability of our azimuthal scanning system for these classes of 
experiments by performing a microtubule polymerization assay in which the rates of 
microtubule assembly and disassembly may be monitored on a single molecule basis 
(Figure 3.3c). This particularly application serves as a rigorous test because soluble 
tubulin must be available at substantial concentrations (10-20 μM) for assembly to 
occur. With our optimized optical geometry, polymerization dynamics were readily 
observed even in the presence of high levels of background tubulin. By comparison, 
other optical arrangements or widefield imaging were prohibitive to imaging. 
As an extension of single-molecule imaging, localization microscopies such as 
STORM and PALM provide the ability to perform hundreds of thousands or millions 
of single molecule measurements in a single experiment. Most TIRF microscopes are 
capable of localization-based super resolution imaging without any instrument  
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Figure 3.2 CircleScan Optical Characterization. (a) Schematic of CircleScan 
optical path. The center point between the galvo mirrors is imaged to the specimen 
plane using a pair of beam telescopes. The first telescope (L1 and L2) magnifies the 
beam to overfill the focusing lens (L3), which forms a second telescope in conjunction 
with the objective lens. Typical values for f1, f2, f3 are 30 mm, 250 mm and 300 mm 
but the design may be varied to optimize for specific parameters (field uniformity, 
illumination intensity, TIRF quality). (b) Block diagram of CircleScan electronics. (c) 
Angle calibration between arbitrary DAC units and the angle-of-incidence for 100x 
TIRF objective and the optical arrangement described above. (d)  Illumination profiles 
of a fluorescein pool, showing the advantages of azimuthal scanning for stray fringe 
reduction (e) Line profile of fluorescein intensity, showing the large field-of-view 
achieved under CircleScan illumination. (f) Assessment of TIRF quality by imaging 
small fluorescent beads in a pool of fluorescein (15 μM). Beads are barely visible in 
HILO (59°) with contrast significantly increased in TIRF (65°). At sub-HILO angles, 
beads are not discernable due to the strong background signal.  
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modification, besides the need for sufficiently powerful lasers. Instead, the burden is 
placed on the sample prep, where photoactivatable fluorophores must be used for 
labeling and special imaging buffers are used to bias molecular photophysics to 
favorable modes of operation. To demonstrate that azimuthal scanning doesn’t 
diminish these capabilities, we performed direct STORM (dSTORM) [25] on  
 
 
Figure 3.3 Conventional, Single Molecule and Super-Resolution Imaging with 
CircleScan. (a) Left two panels are widefield and TIRF images of RBL cells labeled 
with Alexa647-labeled cholera toxin, demonstrating advantages of TIRF to eliminate 
background from soluble dye. Right-most panel shows HILO image of LLC-PK1 cells 
expressing EGFP-tubulin with multiple cells visible due to the large field-of-view of 
CircleScan. (b) Live-cell imaging with CircleScan TIRF can be used to watch dynamic 
events, such as membrane ruffles after antigen stimulation of RBL cells. (c) 
CircleScan TIRF quality is sufficient for single-molecule microtubule polymerization 
assays, even in the presence of significant free labeled tubulin. (d) STORM 
reconstruction of microtubules labeled with Alexa647 by indirect 
immunofluorescence. Although individual frames show slight intensity variation due 
to fast frame rates (comparable to CircleScan period), STORM reconstructions seem 
to be unaffected. 
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antibody-labeled microtubules in LLC-PK1 cells (Figure 3.3d). Although 
asynchronous scanning combined with fast frame rates led to slight intensity variations 
across the camera frame, these did not seem to affect the final STORM reconstruction. 
 
Scanning angle interference microscopy 
The ability to scan complicated patterns with galvanometer-based deflection 
has advantages beyond fringe elimination. Here, we used azimuthal scanning to 
enhance scanning angle interference microscopy—a method of achieving molecular-
scale axial resolution by collecting a series of images at various angles of incidence. 
Compared to its implementation with a commercial TIRF microscope, galvo-based 
deflection can greatly increase series acquisition speed since the time lag between 
collecting different angles is negligible compared to detector exposure time. In this 
case, time resolution is limited only by sample photophysical properties. CircleScan-
SAIM was implemented by scanning a focused spot at the objective back aperture in a 
circular pattern. Individual camera frames in the series were acquired at different radii 
to vary the angle of incidence. We first validated the technique by imaging paxillin, a 
focal adhesion protein that has been previously studied using interferometric 
fluorescence microscopy [8,9]. Using CircleScan-SAIM, we recorded ten replicates of 
an 18-angle scan in 18 seconds (Figure 3.4a, b). Repetition of the scan pattern 
demonstrated that photobleaching of mNeonGreen-paxillin was not significant at the 
intensities required for SAIM. Frames corresponding to the same angle of incidence 
were averaged and thresholded to identify pixels corresponding to focal adhesions, 
which were then fit to a theoretical model for SAIM intensity variation under 
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CircleScan illumination (Figure 3.4c). Typically, good agreement was observed 
between raw data and fits. 
Next, we used two-color CircleScan-SAIM to investigate the relative axial 
positions of different focal adhesion constituents. mCherry- and mNeonGreen- labeled 
proteins were imaged sequentially to minimize cross-talk between channels. Each 
channel was then analyzed in the same manner as above, rendering topographic maps 
of each protein (Figure 3.4d). Axial height distributions for each protein were tightly 
confined, generally showing a FWHM of < 10 nm, which is a convolution of the 
technique resolution with the physical variation of protein heights (Figure 3.4e). 
Different proteins also showed minimal overlap and their stratification agreed with 
previous measurements by interferometric PALM. [9] 
Background from out-of-focus fluorophores is a key limitation for many SAIM 
experiments as it reduces the measured intensity contrast as interference fringes are 
swept across features-of-interest. Photoconversion is a proven method of increasing 
feature contrast in fluorescence microscopy and may be implemented in both point-
scanning and widefield modes. In order to benefit from TIRF photoactivation of 
membrane-delimited structures-of-interest, we cultured cells on glass-bottom dishes 
and inverted a reflective substrate above for SAIM imaging. Although previous SAIM 
experiments have always used cells cultured directly on reflective substrates [11,12], it 
has largely been for analytical convenience rather than an experimental requirement. 
Photoconversion of mEos3.2-tagged paxillin followed by imaging in the red channel 
greatly enhances the signal-to-background ratio of focal adhesion structures compared 
to imaging in the green channel (Figure 3.4f), which also collects emissions from   
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Figure 3.4 Scanning Angle Interference Microscopy with Azimuthally Scanned 
Excitation. (a) Single frame from a SAIM acquisition, showing distinct focal adhesion 
structures labeled with mNeonGreen-VASP. (b) Intensity variation as angle-of-
incidence is scanned over 18 distinct angles ranging from 0 to 40 degrees (repeated 10 
times), showing negligible photobleaching for intensities used in SAIM. Top graph 
shows the intensity profile for a single focal adhesion, while the bottom graph shows 
single-pixel intensity profile, with additional noise due to Poisson photon statistics. (c) 
Nonlinear least squares fit of data from (b) shows good agreement with CircleScan 
SAIM model for mixed polarization states. (d) Two-color SAIM reconstruction of 
mNG-VASP and mCherry-paxillin in focal adhesions. Protein organization is color-
coded by height on a pixel-by-pixel basis following SAIM analysis. (e) VASP and 
paxillin show organization into distinct strata with minimal overlap in the axial 
direction. (f) Comparison of conventional and TIRF-activated SAIM. Focal adhesions 
located in the interior of cells are buried in background due to soluble labeled paxillin, 
which is higher in thicker parts of the cell. TIRF activation improves contrast by 
restricting the photoconverted pool of paxillin to molecules located near the coverslip 
during the activation period, allowing topographic reconstruction throughout the cell. 
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soluble paxillin within the cytoplasm. Reconstruction of SAIM topography maps was 
largely successful, with many focal adhesion proteins falling within a tight 
distribution. However, some pixels displayed aberrant behavior owing to the semi-  
periodicity of the SAIM fit function. This could be resolved by increasing the number 
of images gathered, at the cost of speed, or by introducing complementary sources of 
information such as low-res measurements of z-position (e.g. by confocal microscopy 
z-scan). 
 
DISCUSSION 
Methods for tracking fast motions in live cells are necessary for understanding 
complex phenomena that underlie processes such as cell migration, viral infection and 
cell signaling. Although there has been a push to develop whole-cell techniques with 
high temporal resolution and minimal phototoxicity, precision in the axial dimension 
has always lagged the lateral dimensions. Scanning angle interference microscopy 
provides molecular-scale axial precision in living cells with low illumination 
intensities. Our CircleScan implementation boosts SAIM temporal resolution by an 
order of magnitude without adversely affecting precision. Furthermore, azimuthal 
scanning eliminates stray fringes that result from optical imperfections and is 
inexpensive to add onto existing TIRF instrumentation. Our well-documented 
hardware and software also make CircleScan simple to adopt. 
Photoconversion is another modular addition that enhances SAIM 
performance. Because SAIM ideally localizes axially thin sample features, 
background fluorescence from out-of-focus fluorophores can diminish fit precision or 
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bias results. For cells cultured on glass coverslips, TIRF-based photoactivation may be 
used to isolate features near the plasma membrane; such a geometry remains 
compatible with scanning angle interference microscopy. Point-scanned 
photoconversion represents a more generalized approach to highlighting arbitrary 
cellular features, but requires an additional light path to be introduced.  
Combinatorial applications of SAIM alongside other techniques are an exciting 
avenue of future developments. Extension of SAIM to the realm of single molecule 
measurements may provide a means of tracking single particles in three dimensions 
with higher precision than existing techniques. A confounding variable for these 
applications is variations in dark state occupancy across different camera frames. 
However, this may be alleviated by special redox buffers that minimize dark state 
transitions [26] or by use of novel “self-healing” dyes [27,28]. Clearing these hurdles 
may also open doors to combining SAIM with PSF localization techniques for 3D 
super-resolution microscopy (SRM) with unsurpassed axial resolution. A less 
challenging approach for coupling SAIM with SRM could be realized through 
combination with structured illumination microscopy [6,29,30]. 
Fast, sensitive fluorescence imaging modalities with minimal phototoxicity are 
critical to elucidating dynamics at the nanoscale. Azimuthally scanned SAIM provides 
the best combination of axial precision and temporal resolution amongst current 
localization techniques and is well-poised to help unravel mysteries in cell migration, 
viral infection and glycobiology. 
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CHAPTER 4 
STOICHIOMETRIC ANALYSIS OF PROTEIN COMPLEXES BY CELL 
FUSION AND SINGLE MOLECULE IMAGING 
 
One of the key problems when trying to perform single molecule experiments 
inside cells is reconciling the high native concentrations of proteins with the low 
concentrations needed for single molecule experiments. For this reason, most single 
molecule imaging has been performed in dilute aqueous suspensions or with 
molecules immobilized on glass substrates, missing out on physiological details of the 
cellular environment out of experimental necessity. This chapter describes a new 
means of diluting proteins for single molecule observation after physiological 
expression. Although much of the work presented is aimed toward studying the subunit 
stoichiometry of cellular protein complexes, the method is generalizable for extending 
a number of single molecule methods to the cellular milieu. 
 
ABSTRACT 
The composition and stoichiometry of supramolecular protein complexes are 
critically intertwined with their biological functions and are of the utmost interest 
when aiming to understand their molecular mechanisms. Unfortunately, existing 
techniques to probe subunit stoichiometry at the single molecule level significantly 
bias expression levels or perturb the cellular state in order to attain suitable 
concentrations for single molecule imaging. Here, we present an alternative approach 
wherein protein complexes may be assembled at physiological concentrations and 
subsequently diluted for single-molecule observation while preserving them in a semi-
native environment. Coupling this dilution strategy with fluorescence correlation 
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spectroscopy permits quantitative assessment of cytoplasmic oligomerization while 
stepwise photobleaching during total internal reflection microscopy may be used to 
study the subunit stoichiometry of membrane receptors. Single Protein Recovery After 
Dilution (SPReAD) is a simple and versatile means of extending the concentration 
range of single molecule measurements into the cellular regime. 
 
INTRODUCTION 
Dynamic networks of protein interactions underlie most of cell biology. A key 
goal of biomedical science is to understand the nature of these interactions and how 
they change in response to various extracellular cues. Screening methods such as 
yeast-two hybrid analysis or phage display are useful for identifying potential binding 
partners in a high-throughput manner, but generally ignore the biological context of 
these interactions [1]. Targeted approaches relying on co-immunoprecipitation or 
fluorescence spectroscopy more accurately capture interactions within the cellular 
environment and may be used to examine changes that occur in response to external 
stimuli [1,2]. However, bulk measurements yield little information about the 
stoichiometry of subunits within complexes and suffer from ensemble averaging. In 
contrast, single molecule methods have the sensitivity to probe single protein 
complexes and quantitatively report on their individual architectures. 
Early uses of single-molecule fluorescence for subunit counting relied on 
artificially low expression to resolve individual protein complexes [3]. While 
effective, non-physiological concentrations can shift binding equilibria and alter the 
composition of assemblies in a biologically irrelevant manner. More recently, a single-
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molecule pulldown (SiMPull) approach has been developed so that complexes can be 
assembled at native expression levels, extracted into a cell lysate and then captured on 
an antibody-coated slide for single-molecule imaging [4]. Antibody concentrations 
and lysate dilutions can be tuned to maintain single-molecule resolution without 
compromising on cellular conditions. Although SiMPull has successfully measured 
the subunit stoichiometry of membrane receptors, mitochondrial proteins and 
signaling complexes, the use of detergents and wash steps may affect the integrity of 
assemblies [5]. 
Here, we introduce a simple wash-free method to examine single protein 
complexes in semi-native environments. Two cell populations—one containing a 
protein complex of interest and the other lacking it—are plated on a coverslip and 
fused into large syncytia. Diffusion within these syncytia results in a net dilution of 
labelled complexes, permitting their examination at reduced concentrations. Dilution 
factors are controllable by varying the plating ratio and can be made sufficiently high 
to resolve single protein complexes in TIRF or to aid in fluorescence fluctuation 
spectroscopy. Stepwise photobleaching and brightness analysis may then be used to 
study stoichiometry of a single component while colocalization analysis or cross-
correlation spectroscopy can probe heteromeric interactions. We call our approach 
Single Protein Recovery After Dilution (SPReAD) as it yields concentrations suitable 
for single molecule imaging after physiological oligomer assembly.  
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METHODS 
Cloning of inducible VSVG and labeled proteins 
To avoid the deleterious effects of long-term VSVG expression, the coding 
sequence for VSVG (Addgene #8454) was cloned into the BamHI and EcoRI sites of 
the lentiviral pLV Puro Tet vector for doxycycline-inducible expression. A 
constitutively expressed mNeonGreen lentiviral plasmid was also produced by 
excising mNeonGreen from mNeonGreen-N1 (Allele Biotech) using NheI and NotI 
and subcloning into pCDH-puro (System Biosciences). 
Synthetic dimers of fluorescent proteins were produced by placing a helical 
linker A(EAAAK)5A after the mNG sequence in mNG-C1 (between the BspEI and 
BglII sites). mNG or mCh2 were then PCR amplified and placed after this linker 
(between NotI and SpeI sites) to generate mNG-mNG or mNG-mCh2, respectively. 
pCDH-puro and mNG-C1 were both digested with NheI and BamHI to excise the 
fluorescent protein and place it into the pCDH lentiviral plasmid to generate pCDH-
puro-mNG, which was used to produce a stable mNG cell line. 
mNG-tagged ADRβ2 and EGFR were generating by cloning into the pSNAPf-
ADRβ2 backbone (New England Biolabs). mNG was PCRed from mNG-C1 and 
placed between the EcoRI and SbfI sites of pSNAPf-ADRβ2 (replacing the SNAP tag) 
to yield mNG-ADRβ2. Site-directed mutagenesis was used to remove a ClaI site from 
wildtype EGFR. This mutated EGFR was then PCR amplified and placed between the 
SbfI and XhoI sites of the pSNAPf-ADRβ2 plasmid, replacing ADRβ2. The EGFR 
signal sequence was purchased as a gBlock (Integrated DNA Technologies) and 
placed between the ClaI and BmtI sites to generate mNG-EGFR. Lentiviral versions of 
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mNG-ADRβ2 and mNG-EGFR were produced by cutting each plasmid with XbaI and 
NotI to place the fusion protein after the promoter in pCDH-puro. To make Orai1-
mNG, Orai1-YFP (Addgene #19756) and mNG-N1 were both digested with AgeI and 
NotI to remove YFP and replace it with mNG. 
 
Cell culture and generation of stable cell lines 
U2OS human osteosarcoma cells were cultured in DMEM without phenol red, 
supplemented with 10% FBS, sodium pyruvate, 1x Glutamax and 1x antibiotic-
antimycotic; all cell culture media and supplements were purchased from Life 
Technologies. For stable expression of VSVG under tetracycline control, U2OS cells 
were first stably transduced with the rtTA NeoR plasmid for the reverse tetracycline-
controlled transactivator (rtTA) protein. Lentiviral particles were generated in 
HEK293 cells and used to transduce U2OS cells as previously described [6]. Stably 
transduced cells were selected using 700 μg/mL G418. U2OS rtTA cells were then 
transduced with pLV puro Tet-VSVG and selected using 2 μg/mL puromycin. 
Doxycycline was withheld from cell culture media until 24 hours prior to cell fusion.  
Stable mNeonGreen cell lines was produced by transducing U2OS Tet-VSVG cells 
with pCDH-puro-mNG-C1, pCDH-puro-mNG-ADRβ2 and pCDH-puro-mNG-EGFR 
and selecting with 2 μg/mL puromycin. 
 
Fusion assay 
U2OS Tet-VSVG cells were plated onto collagen coated glass-bottom dishes. 
After reaching confluence, fresh media with 2 μg/mL doxycyline was added and cells 
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were returned to a CO2 incubator for 24 hours. Cells were then fused by removing 
culture media, washing with PBS and incubating in fusion buffer (PBS with 25 mM 
MES, pH 5.5) for 5 minutes. Cells were washed with PBS and culture media was 
restored before returning cells to the CO2 incubator. Cell membranes and nuclei were 
labelled at various timepoints by incubating with 5 μg/mL Wheat Germ Agglutinin 
Alexa 647 (Life Technologies) and 5 μg/mL Hoechst in Hank’s balanced salt solution 
for 10 minutes prior to fixation with 4% paraformaldehyde. Fixed cells were imaged 
on a spinning disk confocal microscope (Olympus) with air objectives (40x/0.9, 
20x/0.7 and 10x/0.4) and examined for syncytia formation. 
 
Long-term time-lapse imaging 
A home-built brightfield microscope housed in a CO2 incubator was used to 
examine the time-course of cell fusion. The microscope consists of an x-y stage 
(Applied Scientific Instrumentation), ring illuminator and camera (Chameleon, Point 
Grey Research). Custom software allows for autofocus and tiling of the culture dish. 
U2OS Tet-VSVG cells were plated and induced with doxycycline for 24h as 
described earlier. Cells were fused by a brief 30 second incubation in fusion buffer, 
washed with PBS and restored to normal culture media. Immediately, the dish was 
loaded into the incubator microscope and imaged for ~30 hours. 
 
Confocal microscopy and fluorescence correlation spectroscopy 
U2OS Tet-VSVG cells were transfected with FP control plasmids or FP-tagged 
PKA-subunits using Lipofectamine 3000; for cytoplasmic mNG measurements, stable 
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U2OS mNG cells were used to accurately control the number of expressing cells. 
Serum-free Fluorobrite DMEM (Life Technologies) was used to minimize cellular 
autofluoresence, which was particularly important for FCS measurements.  Cells were 
harvested 8h after transfection and counted, as were nontransfected Tet-VSVG cells. 
The two were mixed at a various ratios and 5x105 cells were plated in the well of a 
14mm diameter glass-bottom dish (collagen/fibronectin-coated) using doxycyline-
supplemented media (2 ug/mL); additional media was added 2-12 hours after plating, 
after cells were visibly attached and spread. 
Cells were imaged on a confocal microscope (Zeiss LSM 880). Fluorescence 
correlation spectroscopy was performed on the same instrument using a 32-channel 
GaAsP detector in photon counting mode. Data was fit to a one-component diffusion 
with triplet model: 
G(τ) = G(0) ∙ (1-FT + FT⁡e
-
τ
τT) ∙ [(
1
1 +
τ
τd
) ∙ √
1
1 +
τ
S ∙ τd
] 
where τT and FT are the triplet time and fraction, respectively, τd is the diffusion time, 
S is the structure factor for the focal volume and G(0) is the correlation at τ = 0. The 
structure factor was set to 10 for all fits. For Protein Kinase A experiments, PKA-
transfected U2OS cells were mixed 1:10 with non-expressing VSVG cells and 
incubated in doxycycline-supplemented Fluorobrite DMEM for 24h. Cells were then 
fused by a 5 minute incubation in fusion buffer and FCS was performed in syncytia 
one hour later. In order to maintain the same syncytial position for post-stimulation 
measurements, 2x cAMP-stim buffer (50 μM forskolin, 200 μM IBMX in Fluorobrite 
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DMEM) was added directly to the imaging dish in equal volume to the residual media 
and a second FCS recording was initiated 5 minutes later. 
 
Timecourse imaging of cell fusion dynamics 
The kinetics of cell fusion and subsequent protein diffusion were thoroughly 
investigated to guide the timing of single molecule experiments. These dynamics will 
vary for each protein of interest and thus, similar experiments ought to be conducted 
prior to FCS or stepwise photobleaching measurements. As an example of cytoplasmic 
proteins, U2OS cells expressing mNG were co-plated with non-expressing VSVG 
cells at a ratio of 1:10 or 1:100. Cells were fused using a quick 30 second incubation 
in fusion buffer and then returned to imaging media (Fluorobrite DMEM). The 
imaging dish was loaded onto a confocal microscope (Zeiss LSM 880) and a time-
series was started 2 minutes after fusion was initiated. Both the 1:10 and 1:100 co-
plating ratios were imaged at room temperature (23C), while the former was also 
imaged at 37C to examine the effects of temperature on protein diffusion. 
Diffusion of mNG-ADRβ2 was investigated by fixing syncytia at various 
timepoints after cell fusion. Fusion was accomplished by a 30 second incubation in 
fusion buffer and cells were then returned to imaging media (Fluorobrite DMEM) at 
37C. Cells were fixed with 4% PFA for 3 hours and then washed with PBS and 
imaged in PBS on a commercial TIRF microscope (Zeiss Elyra). 
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Single-molecule imaging after cell fusion 
U2OS Tet-VSVG cells were transfected with FP-tagged receptor constructs 
and plated onto glass-bottom dishes with non-transfected cells at a ratio of 100:1 (non-
transfected:transfected), as described above. After 24h of doxycycline induction, cells 
were fused and imaged live (1-2 hours after fusion) or fixed for 
stoichiometry/colocalization analysis. Cells were fixed with 4% paraformaldehyde for 
3 hours in the dark at room temperature to eliminate residual mobility of membrane 
proteins after short fixation [7]. For mNG-EGFR experiments, the syncytia was 
stimulated with 200 ng/mL EGF 75 minutes after cell fusion was initiated and fixed 5 
minutes later or fixed without EGF treatment. 
 
TIRF microscopy 
A home-built azimuthal-scanning objective-TIRF microscope was used for 
single molecule imaging (See Supp Fig).  488 nm and 561 nm illumination were used 
to excite mNeonGreen and mCherry, respectively, and were directed to the sample 
using a quad polychroic (ZT405/488/561/640rpc, Chroma Technology) housed in the 
filter wheel. A 100x/1.49 NA lens was used. A TuCam unit with band pass filters 
(ET525/50 for mNeonGreen and ET605/52m for tdTomato) was used to split 
emissions onto two EMCCDs (Andor iXon). Image coregistration was accomplished 
by acquiring brightfield images of a calibration objective (Zeiss) prior to each imaging 
experiment and ensuring that the images were coregistered to better than 1 pixel over 
the camera field-of-view through alignment of the detection pathway. Live-cell data 
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was acquired at 37C using an objective heater (Bioptechs), while fixed cell 
experiments were performed at room temperature. 
Coverslips were scanning for regions with a suitable density of molecules for 
single molecule analysis; regions with unfused fluorescent cells or too few/too many 
molecules were avoided. For bleach step analysis, 2000 frames were recorded at 10-30 
Hz; laser intensity was kept low to mitigate blinking artifacts. For colocalization 
analysis, 20 frames were acquired and averaged during postprocessing.  
 
Single molecule data analysis 
Photobleaching movies were recorded and analyzed using custom software 
written in C (available upon request). Spots were automatically found by thresholding 
a summed projection of the stack. For each molecule, the data in each frame was fit to 
a Gaussian and an ROI was centered around the molecular coordinates. The ROI 
center was allowed to move at most 1 pixel per frame to avoid blinking-induced 
artifacts. Fluorescence traces were generated by plotting ROI summed intensity 
against time. The number of steps in each trace was manually determined (example 
traces in Supplementary figures); traces without discernable bleach steps were 
discarded. At least 300 molecules were analyzed for each sample.  
For colocalization analysis, data from two EMCCDs were analyzed to find 
spots in both the green and red channels using a custom MATLAB script. PSFs were 
fit to a Gaussian model to determine center locations and a colocalization fraction was 
calculated to be the fraction of mNeonGreen spots with an mCherry spot less than 1 
pixel away. 
160 
Substrate preparation 
To minimize glass autofluorescence and maximize cell attachment, plain glass-
bottom dishes were cleaned and coated with fibronectin. Dishes were etched with 1 M 
KOH for 20 minutes, followed by a water rinse. For fibronectin coating, dishes were 
incubated in 4% (3-Mercaptopropyl)trimethoxysilane (Sigma-Aldrich) in ethanol for 
30 minutes, rinsed with ethanol, incubated with (N-γ-maleimidobutyryl-
oxysuccinimide ester) crosslinker (4 mM in ethanol, Thermo Scientific), rinsed with 
ethanol and dried thoroughly in a sterile biosafety cabinet. Dishes were then incubated 
with 5 μg/mL fibronectin for 2 hours at room temperature, followed by overnight at 
4C, then rinsed with PBS and stored in PBS at 4C until use (up to several weeks). 
 
RESULTS 
Formation of large syncytia using an inducible VSVG 
Controlled cell fusion was achieved by stably infecting human osteosarcoma 
cells with vesicular stomatitis virus G protein (VSVG), a well-characterized fusogen 
which can be reversibly activated by a pH drop [8]. In order to dilute protein 
complexes for stoichiometry analysis, a sufficient ratio of non-expressing to 
expressing cells must be fused to bridge the gap between physiological expression 
levels and concentrations viable for single molecule experiments (Figure 4.1a). After 
activating VSVG in a confluent monolayer of cells, we observed rapid formation (<1 
h) formation of massive syncytia whereas cells expressing an inactive VSVG 
displayed a normal phenotype (data not shown). Qualitatively, all cells in contact were 
fused into a single syncytium, estimated to contain hundreds of thousands of cells 
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(Figure 4.1b). At longer timeframes, nuclei migrated away from the syncytium 
periphery and formed a clustered arrangement, as previously reported [9,10]. 
Together, these results suggest that substantial dilution factors may be attained in a 
time interval comparable to handling times for cell lysate preparation, implying that 
the two approaches have similar bounds on detecting transient oligomerization. 
 
 
 
 
Figure 4.1 Single Protein Recovery After Dilution. (a) Cartoon depicting the 
SPReAD concept. Cells expressing a labeled protein-of-interest (green) are co-plated 
with unlabeled cells (pink) which express VSVG on their cell membrane. A brief 
incubation in low-pH (5.5-6.0) buffer is sufficient to initiate massive fusion, upon 
which mobile protein complexes may diffuse out of their parent cells into the larger 
syncytium; with appropriate co-plating ratios, final concentrations suitable for single 
molecule observation are attainable irrespective of the initial labeled protein 
concentration.c(b) Cell fusion assayed by nuclear (blue) and membrane (red) staining 
after pH drop. Unfused cells display a normal phenotype, with each nucleus bounded 
by a contiguous cell membrane. After pH drop, cells form massive syncytia that seem 
to only be limited by the number of cells in the imaging dish (typically hundreds of 
thousands). (c) Dilution of a cytoplasmic fluorescent protein by VSVG-mediated cell 
fusion. Initially, cells display heterogeneous fluorescence levels with the brightest 
cells surpassing micromolar fluorophore concentrations. After fusion, fluorescence is 
homogeneous and greatly reduced compared to the levels in unfused transfected cells. 
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Continuous darkfield imaging was used to better visualize the dynamics of cell 
fusion and long term viability of syncytia (Figure 4.2). Fusion was accompanied by a 
loss of cell boundaries approximately 40 minutes after pH drop. For the next ~4-5 
hours, the syncytium remained bound to the coverslip and displayed few 
morphological changes. Thereafter, adhesion was slowly lost over the course of 12  
hours and, at 20 hours, concerted cell death was observed. All in all, this suggests that 
we have a 4-5 hour window during which cells are fused, but otherwise minimally 
perturbed. Cells may be imaged live during this window or fixed for later observation. 
Large scale fusion was also possible in other mammalian cell lines due to the broad 
tropism of VSVG, signifying another means of experimental control by which 
cofactors can be included or excluded by choice of cell type. The formation of 
syncytia is a key step in the development of various mammalian tissues, including 
bone, muscle and placenta [11]. In these cases, cell fusion is well-regulated and part of 
the normal developmental program. Cell fusion can also play a role in the progression 
of disease. Many enveloped viruses are able to trigger fusion between an infected cell 
and its neighbors, resulting in new and abnormal hybrids. Accidental cell fusion, both 
due to viral infection and otherwise, has also been implicated in cancer, where 
polyploid cells display high levels of chromosomal instability and may acquire 
tumorogenic phenotypes [12]. These natural examples of cell fusion suggest that large 
syncytia represent a minimally perturbative system in which to study protein 
oligomerization wherein the biophysical environments of membrane and cytosolic 
protein complexes are largely preserved, albeit under the umbrella of large-scale 
phenotypic changes.  
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Figure 4.2 Dark-field imaging of cell fusion dynamics. Images of cell fusion 
process acquired using a custom microscope housed in an incubator. Prior to fusion, 
each cell’s bounding membranes are clearly discernable but this normal morphology 
disappears within 30 minutes. Cells remain in this state for 4-6 hours, at which point 
they begin to detach from the substrate. By 16 hours, cells are largely detached and 
begin to undergo massive cell death. 
 
Dilution of labeled cytosolic proteins by cell fusion 
For cell fusion to function as a dilution strategy, protein complexes must be 
sufficiently mobile to diffuse out of their parent cells into the larger syncytium. 
Proteins confined to specific organelles or stably tethered to cytoskeletal components 
will generally fail to satisfy this criterion. However, many transcription factors and 
signaling complexes have mobile cytoplasmic fractions and are candidates for 
dilution. Furthermore, most membrane proteins are freely mobile in two dimensions, 
unless tethered to intracellular actin, and are of significant interest to biomedical 
research, representing 20-30% of all ORFs in the human genome and being the target 
of 50% of pharmaceutical drugs. As a proof-of-principle of dilution, VSVG-
expressing cells were transfected with a cytoplasmic fluorescent protein, 
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mNeonGreen, and fused (Figure 4.3c). Unfused cells exhibited great heterogeneity in 
fluorescence levels, owing to transfection efficiency and varying plasmid copy 
numbers. Upon fusion, signal was homogenized across the glass-bottom dish with the 
only exceptions being due to unfused cells showing up as bright (transfected) or dark 
(non-transfected) blemishes in a sea of uniform fluorescence. 
In order to test the range of dilutions possible, non-fluorescent VSVG-expressing cells were 
mixed with cells stably expressing mNeonGreen at various ratios and plated onto a glass-
bottom dish (Figure 4.3a,b). After fusion, fluorescence signal was seen to drop in accordance 
with the plating ratio. Absolute numbers for syncytial concentrations were obtained by 
correlation spectroscopy and followed a similar trend, deviating only at the higher 
concentrations where FCS-based quantification is unreliable. Fusion-based dilution proved 
capable of adjusting cytoplasmic levels of mNeonGreen over two orders of magnitude 
and is likely extensible to larger dilutions, limited only by the number of cells that will 
fit onto the cell culture vessel. Importantly, larger dilutions brought cytosolic levels 
down from the low-micromolar range to sub-50 nM, where correlation spectroscopy 
functions best. 
The kinetics of syncytium formation and protein mobility determine the ideal 
timeframes for imaging and fixation after fusion is initiated. Time-lapse imaging 
revealed that membrane fusion was immediate and synchronized across the imaging 
vessel, with cytosolic proteins beginning to escape their parent cells within 2 minutes 
of pH drop (Figure 4.4a-d). The initially heterogeneous fluorescence distribution was  
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Figure 4.3 SPReAD-FCS observations of cytosolic protein complexes. The 
equilibrium concentration of labeled proteins in syncytia is controllable by adjusting 
the co-plating ratio. Here, we show that it may be varied over two orders of magnitude 
but the upper limit is constrained only by the number of cells in the culture vessel and 
the diffusion time of labeled protein complexes compared to syncytium lifetime.(b) 
Quantification of the data shown in (a), using confocal pixel values (red) and 
fluorescence correlation spectroscopy (blue). Absolute concentrations, calculated from 
the FCS data, are given above. (c) High intracellular concentrations of labeled proteins 
prohibit fluorescence correlation spectroscopy due the comparably low fluorescence 
fluctuations relative to the average signal (solid red circles). SPReAD removes 
concentration limits on FCS and diffusive properties in syncytia (solid blue circles) 
mirror those in unfused cells (hollow red circles). (d) Brightness analysis may be used 
to discriminate between monomeric and dimeric species in the cytoplasm of large 
syncytia and is useful for studying the stoichiometry of a single oligomer component. 
(e) Cross-correlation spectroscopy is useful for studying heteromeric interactions. 
Here, mNeonGreen and mCherry produce an appreciable cross-correlation (black line) 
when covalently joined (right) but not when co-transfected (left). In both cases, auto-
correlations for each protein are clearly discernable (green and red lines). (f) FCS in 
massive syncytia may be used to study functional differences in protein 
oligomerization. Protein Kinase A regulatory and catalytic subunits form complexes in 
the baseline state, indicating repressed activity. Stimulation of adenylyl cyclase 
generated cAMP, causing complex dissociation and increased activity. 
166 
 
 
 
Figure 4.4 Dynamics of cell fusion and protein complex diffusion. (a) Image of 
U2OS VSVG-expressing cells (mixture of mNG and unlabeled cells) immediately 
after pH drop. mNeonGreen has already begun to diffuse out of its parent cells into the 
larger syncytium, but is still very heterogeneous across the imaging dish. (b) Image of 
the same cells as (a) at 42 minutes after pH drop. Fluorescence is now homogenously 
distributed throughout the syncytium. (c) Kinetics of mNeonGreen diffusion in the 
VSVG-induced syncytium, as measured by the signal variance across the image. 
Equilibrium is reached within 30-60 minutes for all conditions (different co-plating 
ratios and temperatures). (d) Exponential decay times for image variance in syncytia. 
Equilibration takes longer for higher co-plating ratios and lower temperatures, as 
expected for 3D diffusion of macromolecules. 
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 continually reshaped by diffusion until reaching a uniform steady-state level after ~30 
minutes. Due to its diffusive underpinnings, this equilibration time will depend on the 
size of protein complexes being studied, their interactions with static cellular 
components, experimental conditions (e.g. temperature) and the ratio of expressing 
and non-expressing cells. Overall, the kinetics of cell fusion and protein redistribution 
suggest two possible modes of measurement. Measurements made in the non-
equilibrium stage will most accurately report on stoichiometry of complexes because 
assemblies are given minimal time to disassemble before recording. However, 
concentration measurements during this stage are unreliable due to the heterogeneity 
across the imaging dish. In contrast, equilibrium stage measurements can be used to 
estimate cellular concentrations, with a known plating ratio, but may perturb 
complexes with fast dissociation rates. This flexibility renders SPReAD a versatile 
method for quantification of oligomeric state and cellular expression levels. 
Fluorescence correlation spectroscopy in mega-syncytia 
Since its inception in the 1970s, fluorescence correlation spectroscopy has 
become a valuable tool for investigation of molecular transport and interactions [13–
15]. Autocorrelation analysis readily provides information about per-particle 
brightness and local concentrations while two-color cross-correlation can probe 
molecular associations. While both FCS and FCCS are regularly used inside cells, a 
number of complications present themselves in these cases. Many cellular proteins fall 
outside the ideal concentration range of FCS studies, limiting the accuracy of these 
measurements or rendering them inaccessible. Furthermore, most fitting models 
assume an infinite pool of diffusive species such that molecular motions are 
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unconstrained and photobleaching is inconsequential. However, this is hardly the case 
within the cellular environment and is known to lead to artifacts. Cell fusion is a 
promising means to address both of these limitations as concentrations can be 
arbitrarily adjusted to fall inside the FCS range and the relatively large size of the 
syncytium, compared to a single cell, can serve to alleviate the effects of constrained 
motion or bleaching. 
To demonstrate these benefits, we compared FCS curves obtained in unfused 
cells with those in syncytia (Figure 4.4c). In cells, transient mNeonGreen expression 
from a CMV promoter often failed to produce satisfactory autocorrelation curves, 
owing to the high cytosolic concentration of labeled protein following transient 
transfection. FCS tended to fail when the fluorophore levels exceeded ~1 μM, which is 
within the range of normal protein abundance [16]. Cells with lower mNeonGreen 
concentrations produced correlations with an average residence time of 2.2 ± 1.3 ms 
and corresponding diffusion coefficient of 10 ± 5.8 μm2/s, which is comparable to 
reported values for GFP in mammalian cells. Syncytial FCS curves yielded similar 
times and diffusion coefficients (1.2 ± 0.1 ms; 13 ± 1.1 μm2/s), implying that cell 
fusion does not significantly perturb the intracellular environment. Furthermore, 
cellular measurements suffered from bleaching, manifested as a change in G(0) over 
time, and higher variation in measured diffusing times, likely due to the poorer data 
quality (lower correlation values) and altered mobility near bounding membranes. By 
comparison, syncytial data was far more stable due to the larger pool of diffusing 
fluorophores and increased homogeneity.  
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Brightness analysis and cross-correlation spectroscopy are two valuable modes 
of investigation of protein-protein interactions within the cellular environment [17,18]. 
In order to evaluate these modes in conjunction with cell fusion, we compared 
measurements made with covalent dimers of fluorescent proteins to the corresponding 
monomeric proteins. mNG dimers were 1.7 times brighter than monomers; assuming 
negligible quenching, this suggests a maturation efficiency of 85% for mNG, which is 
on par with that of other green/yellow fluorescent proteins (Figure 4.4d).  FCCS of an 
mNeonGreen-mCherry2 covalent dimer yielded a 58% dimer population while a 
cotransfection of the monomeric proteins showed negligible cross-correlation 
amplitude (Figure 4.4e). In addition to brightness and cross-correlation analyses, 
photon counting histograms, dwell time distributions, photon anti-bunching and 
single-molecule FRET have been used to examine oligomerization states could be 
used in conjunction with SPReAD sample preparation. 
Next, we used syncytial FCS to study the oligomerization of protein kinase A 
(PKA), a Ser/Thr kinase that functions in the cAMP-dependent pathway of GPCR 
signaling (Figure 4.3e). Upon GPCR activation, adenylyl cyclase catalyzes the 
conversion of ATP into cAMP, causing PKA regulatory subunits to dissociate from 
catalytic subunits, which are then free to phosphorylate downstream targets. Syncytial 
FCS of YFP-tagged catalytic subunits and mCherry-tagged regulatory subunits 
revealed a significant cross-correlation, indicating functional repression in the baseline 
state. Upon stimulation with the adenylyl cyclase activator forskolin and the 
phosphodiesterase inhibitor IBMX, cross-correlation amplitude decreased, reflecting 
cAMP-induced dissociation of subunits and mirroring previous results obtained by 
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FCS [19]. By extending the concentration range of FCS and mitigating unwanted 
effects due to confined cellular volumes, SPReAD holds promise for understanding 
functional differences in oligomerization. 
 
Single molecule imaging of membrane protein complexes 
The biomedical significance of membrane receptors has motivated comprehensive 
investigation of their basic structures and mechanisms of action. Oligomerization is 
known to play a role in the function of all major receptor types (metabotropic, 
ionotropic and tyrosine kinases) and thus, considerable effort has been made to 
elucidate their interaction profiles. From a single-molecule perspective, subunit 
counting in oocytes has been the widely used approach, with many receptors being 
studied after controlled mRNA injection to control receptor levels [20]. However, the 
concentration-dependence of oligomerization has always been at odds with the sub-
physiological expression employed in this technique. We aimed to explore whether 
cell fusion combined with single molecule imaging could lift this restriction to allow 
single molecule imaging after physiological assembly of receptor complexes. 
To test whether cell fusion could dilute membrane receptors from their initial 
levels, we expressed an mNG-tagged derivative of the beta-2 adrenergic receptor in a 
subpopulation of cells, which were co-plated with VSVG-expressing neighbors. 
ADRβ2 is a prototypical G protein coupled receptor and is known to form both 
homodimers as well as heterodimers with other members of the GPCR family. 
Unfused mNG-ADRβ2 cells generally showed diffuse fluorescence due to overlap of 
receptor point spread functions on the detector. After cell fusion and incubation at 37C 
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Figure 4.5 SPReAD Imaging of Membrane Protein Oligomers. (a) Total internal 
reflection fluorescence image of a cell expressing mNG-ADRβ2 (left) and single 
mNG-ADRβ2 puncta after cell fusion (right). Unfused cells show fluorescence haze 
characteristic of membrane proteins in TIRF, due to overlap of emitter point spread 
functions on the camera. Meanwhile, single receptor complexes are clearly discernable 
in syncytia. (b) Fluorescence time traces for single mNG-ADRβ2 puncta showing one-
step and two-step photobleaching and the corresponding histogram of bleach steps. (c) 
Green, red and overlay images of mNG-ADRβ2 and mCherry-ADRβ1 revealing 
substantial colocalization of adrenergic receptors after cell fusion. (d) Stepwise 
photobleaching for the calcium-release activated channel Orai1 showing character 
ranging from monomer to tetramer. 
 
 
for 1 hour, individual receptor complexes were clearly discernible and mobile within 
the plasma membrane (Figure 4.5a). Immobile receptors were occasionally observed, 
with the disparity in receptor mobility perhaps mirroring the heterogeneity in actin 
structures observed within the syncytium. Receptor concentration across the imaging 
dish was also fairly uneven, even 2-3 hours after fusion, likely due to the much slower 
diffusion rate for proteins in the membrane compared to the cytoplasm. Although this 
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precludes equilibrium stage measurements for concentration estimation, stoichiometry 
measurements remain accessible by cell fusion and single molecule imaging. 
Syncytia were fixed with paraformaldehyde to immobilize receptor complexes 
and facilitate stoichiometry determination by stepwise photobleaching. ADRβ2 puncta 
showed distinct bleach steps, with mNeonGreen proving to be an excellent 
fluorophore for single molecule imaging (Figure 4.5b). Analysis of the receptor 
population revealed that ADRβ2 was fairly evenly distributed between monomeric and 
dimeric and dimeric states, with 37% of photobleaching traces showing two bleach 
steps, signifying a 47% dimer population after accounting for mNG’s maturation 
efficiency. We also examined the subunit stoichiometry of Orai1, a calcium-selective 
ion channel which forms the central pore of the calcium release-activated channel. 
Most Orai1 puncta bleached in 1-4 steps, as expected for the putative tetramer (Figure 
4.5d). However, the distribution was significantly sub-tetrameric compared to 
previous measurements in oocytes, perhaps due to the presence of endogenous 
unlabeled Orai1 in mammalian cells or interactions with other cellular 
proteins [21,22]. Targeted knockdown of endogenous proteins or careful choice of cell 
lines may be used to refine understanding of physiologically-relevant oligomerization 
in specific tissue types. 
To demonstrate the ability the probe heteromeric association with cell fusion 
and single molecule imaging, we expressed mNG-ADRβ2 with mCherry-ADRβ1 in a 
subset of cells. After fusion, the respective color channels showed a high degree of 
colocalization with 37% of green spots overlapping with red spots, agreeing well with 
published SiMPull results (Figure 4.5c). Unfortunately the poor photophysics and 
173 
relatively low maturation efficiency of mCherry prohibit accurate stepwise 
photobleaching in the red channel. However, thorough investigation of the 
stoichiometric character of multi-component complexes has been achieved by multiple 
complementary experiments [23]. Alternatively, enzymatic labeling methods may be 
used for high-efficiency orthogonal labeling with bright organic dyes in multiple 
spectral channels, but nonspecific binding of excess label remains problematic. Future 
developments in fluorescent protein technology, specifically targeted toward 
improving single-molecule photophysics, will facilitate stoichiometry measurements.  
 
Ligand-dependent oligomerization of epidermal growth factor receptor 
One of the primary evolutionary advantages conferred by oligomerization is 
new modes of regulatory control over protein activity. Allosteric oligomerization is 
known to play a role in the mechanisms of both metabotropic receptors and receptor 
tyrosine kinases, with extracellular ligands modulating the formation of dimers or 
higher order structures. Monomer-oligomer transitions can prime receptors for 
downstream signaling events, such as posttranslational modifications or the 
recruitment of adapter proteins. As an example of ligand-dependent multimerization, 
we looked at epidermal growth factor receptor—a member of the receptor tyrosine 
kinase family whose abnormal regulation has been implicated in a number of human 
cancers  [24]. The canonical model for receptor activation asserts that EGFR is 
monomeric in the plasma membrane prior to stimulation, whereupon it is driven to 
dimerize upon binding of its cognate ligands, resulting in autophosphorylation of  
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Figure 4.6 Ligand-induced oligomerization of EGFR (a) Cartoon of the canonical 
model for epidermal growth factor receptor activation. Growth factor binding 
stimulates EGFR dimerization and autophosphorylation of tyrosine residues on 
EGFR’s cytoplasmic tail, leading to recruitment of downstream signaling proteins. (b) 
Histograms of EGFR oligomerization before (left) and after (right) EGF stimulation. 
Although EGFR is largely monomeric prior to growth factor addition, there is a 
substantial dimer fraction as well. After stimulation, this dimer component increases in 
abundance and higher-order oligomers are also formed. 
 
tyrosine residues on its cytoplasmic tail and recruitment of specific effector proteins 
(Figure 4.6a). 
Although the EGFR pathway has been extensively studied using both bulk and 
single molecule approaches, there are still open questions about receptor 
oligomerization. There is increasing evidence that pre-formed dimers of EGFR exist 
on the cell surface prior to ligand stimulation and that EGFR is capable of forming 
higher-order oligomers that may function in receptor activation. To examine each of 
these possibilities, we expressed an mNeonGreen-tagged EGFR on the cell surface 
and performed stepwise photobleaching measurements in large syncytia. Even in its 
baseline state, EGFR was found to be significantly dimeric, with 29% of traces 
bleaching in two steps. Upon stimulation with EGF, this dimer fraction increased 
substantially and higher-order oligomers (trimers and tetramers) were also observed 
(Figure 4.5b). Together, these results support a model where at least some EGFR 
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signaling is accomplished by conformational changes in pre-formed dimers and trans-
activation by higher-order oligomers. The use of SPReAD to study ligand-dependent 
oligomerization of EGFR validates its potential for studying transient interactions. 
Future studies may aim to visualize the recruitment of specific factors such as GRB2 
or PLCγ1, which relay extracellular signals to downstream effectors, or the impact of 
pharmacological agents or EGFR mutations on oligomerization propensity. 
 
DISCUSSION 
By achieving detergent-free dilution of protein complexes after physiological 
assembly, SPReAD facilitates minimally perturbative measurements of subunit 
stoichiometry for both cytosolic and membrane-bound oligomers. Furthermore, the 
use of VSVG as a means of accomplishing cell fusion is highly efficient, nontoxic and 
requires only a simple buffer exchange. In contrast, existing methods for probing 
oligomerization are significantly more complex or disruptive. Use of stimulated 
emission depletion to reduce excitation volumes by >100-fold can extend the upper 
limit on FCS measurements but requires complicated optics and enhances 
photobleaching. As mentioned earlier, single molecule pulldown approaches can probe 
molecular heterogeneity in oligomerization but extract protein complexes from their 
native environment [4,25]. Meanwhile, efforts to apply conventional imaging or 
localization microscopy to stoichiometry analysis rely on a priori assumptions about 
protein distribution or fluorophore blinking [26,27]. Considered amongst these other 
methods, SPReAD holds a unique place, affording single molecule sensitivity for 
oligomerization studies while maintaining a more physiologically relevant setting. 
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Although the use of cell fusion for dilution is both simple and rapid, the 
dynamics of various intracellular processes need to be considered when interpreting 
results. Syncytia form almost instantly after pH drop, but protein redistribution is 
diffusion-limited and thus, much slower for membrane-bound proteins undergoing 2D 
diffusion compared to cytosolic proteins moving much more rapidly in 3D. This yields 
two possible modes of analysis: an equilibrium mode, where the final concentration of 
labeled protein complexes is uniform and proportional to the initial concentration 
(divided by the co-plating ratio), and a non-equilibrium mode, where concentrations 
across the imaging dish are non-uniform. The latter mode is most conducive to 
measuring subunit stoichiometry as it minimizes time during which protein complexes 
can dissociate and was typically in the range of 10-45 minutes for all proteins studied 
here. Beyond diffusion times, syncytia appeared to be morphologically stable for 5-6 
hours but it is still largely unclear how the intracellular environment is reshaped 
during the fusion process. Future work will aim to understand how the syncytium 
transition affects major signaling pathways. 
A number of strategies may be used to augment the SPReAD technique and 
build upon its versatility. The non-equilibrium mode of measurement lends itself to 
single-cell analysis and is readily accomplished by using large co-plating ratios and 
limiting the time from fusion to measurement/fixation such that proteins from 
neighboring labeled cells do not mix. For true measurement of physiologically 
relevant interactions, endogenous proteins can be labeled using prevalent genome 
editing techniques [28] or, ideally, primary cells can be extracted from genetically-
modified organisms to understand tissue-specific phenotypic variation. Future work 
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may also extend SPReAD applications beyond the cytoplasm and plasma membrane 
by making using of membrane contact sites between organelles, examining proteins 
which exchange between the cytoplasm and other compartments or by retargeting of 
proteins through signal sequence engineering. 
By removing limits on expression levels compatible with single molecule 
experiments without requiring chemical agents for dilution, SPReAD permits 
minimally perturbative measurements in a variety of cell lines. Aside from the FCS- 
and stepwise photobleaching-based analyses of subunit stoichiometry highlighted 
here, we expect SPReAD to enhance other methods traditionally limited to working at 
low concentrations such as smFRET, single-particle tracking and single molecule 
spectroscopy, thus providing a powerful addition to the single molecule toolkit. 
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CHAPTER 5 
CONCLUSIONS AND FUTURE DIRECTIONS 
 
SUMMARY 
Fluorescence microscopy and spectroscopy have long held a unique place 
amongst modes of analysis for biological systems. The ability to highlight specific 
biomolecules and report on a wide variety of quantifiable parameters—such as 
expression levels, molecular organization and dynamics—both in vitro or in situ has 
been invaluable to understanding complexity at scales ranging from single molecules 
to whole tissues and has served a complementary role to information derived from 
bulk biochemistry, electron microscopy and structural biology. The work described in 
this thesis encompasses a broad set of efforts to extend the capabilities of fluorescence 
approaches and to apply cutting-edge methods to relevant problems in molecular 
biology.  
 The breadth of technological development comprised in this dissertation 
reflects the tremendous progress in fluorescence microscopy over the past decade. 
Nonlinear microscopies and new tissue clearing approaches have laid the groundwork 
for dynamic functional imaging of the brain and mapping of neuronal connectomes in 
an unprecedented manner. Single molecule and super resolution imaging have enjoyed 
an especially prosperous period, with a surge in new techniques to surpass the 
diffraction limit and to image single molecules in three dimensions with high speed 
and sensitivity. Furthermore, there has been a push to develop methods that more 
accurately measure the physiological state and to minimize perturbations introduced 
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by sample preparation or imaging. These underlying themes have motivated much of 
the work here and have enabled new imaging-based modes of inquiry throughout 
biology. 
 
DEEP-TISSUE NONLINEAR IMAGING  
 Nonlinear microscopies based on multiphoton excitation or harmonic 
generation have gained a foothold in deep-tissue imaging because of their ability to 
collect all emissions without a need to spatially filter background and their use of 
longer wavelengths for excitation [1,2]. Although these modalities have been around 
for over two decades, fundamental processes governing excitation and emission in 
turbid media are still not completely understood due to the complexity of interactions 
between light and the sample. Chapter 2 presents a simplified system to decouple 
excitation and emission losses in two-photon microscopy, permitting a thorough 
analysis of how these effects depend on fundamental parameters in the optical 
pathway [3]. Application of this system to studying two-photon excitation uncovered 
an NA-dependence that was previously unknown and yielded data on effective 
excitation NAs for each lens as a function of sample scattering length. The latter 
phenomena was modeled as a γ2 factor that modifies the traditional F ∝ P2 relation for 
two-photon microscopy. Measurements of epifluorescence collection reinforced 
previous notions about the superiority of low-magnification objective lenses for 
detecting scattered photons while also revealing a crucial OBA/OFA parameter that 
scales with both the decay length of detection as well as beam divergence. 
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Furthermore, our data comparing the performance of a new class of multiphoton-
optimized objective lenses serves as a valuable resource for the microscopy 
community. As more and more labs seek to image deeper into brain and other types of 
tissue using a combination of higher-order nonlinear processes, new laser sources and 
optical clearing methods, a fundamental understanding of the tissue scattering and its 
effects on multiphoton excitation and fluorescence detection are essential.   
 
HIGH-SPEED IMAGING OF FINE AXIAL TOPOGRAPHY 
 The breaking of the diffraction limit on optical fluorescence imaging was one 
of the largest scientific developments over the past decade. Although there remains 
skepticism about the genuine utility of these approaches for understanding biology, 
given the added experimental complexity they introduce and potential for artifacts, it 
is easy to forget that they overcame a fundamental limit in microscopy that had stood 
for over a century. That reason alone may have been enough to warrant their 
recognition by the Nobel Committee in 2014 and, as the techniques have become more 
engrained in the biophysical toolbox, we have witnessed a number of applications that 
have benefited from their combination of nanoscale resolution with molecular 
specificity. Because these breakthroughs required novel perspectives on image 
formation and some outside-the-box thinking [4–7], today’s microscopes are 
significantly different from their predecessors and typically require a certain level of 
expertise to understand the workflow spanning sample preparation to image analysis. 
Furthermore, while the earliest iterations strove to push the spatial resolution limit as 
far as possible—often ignoring the thresholds for light doses that healthy cells can 
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tolerate—there is an increasing emphasis on developing whole-cell or whole-organism 
volumetric imaging methods that faithfully capture physiologically relevant biological 
processes [8,9]. In pursuit of these goals, the field of microscopy has expanded the 
boundaries of the metaphorical pyramid of tradeoffs (spatial resolution, temporal 
resolution, signal-to-noise and sample health) and created a new Swiss army knife of 
instruments for the coming years. 
 Amongst the broader set of challenges facing the super-resolution community, 
precise imaging in the axial dimension has been particularly difficult. The asymmetric 
nature of the point spread function for most widefield and point-scanning 
microscopies has disproportionately smeared features in the longitudinal direction and 
prohibited molecular-scale resolution, even with many advanced imaging techniques. 
To address these limitations, interferometric approaches have proven 
advantageous [10,11]. In particular, scanning angle interferometric microscopy 
(SAIM) permits axial topographic mapping with sub-10 nm precision in living cells. 
Chapter 3 describes a new galvo-based azimuthal scanning platform (CircleScan) that 
accelerates SAIM acquisitions by an order of magnitude and also improves data 
quality in traditional TIRF or widefield microscopy. CircleScan SAIM performs 
similarly to conventional SAIM with regard to providing molecular-scale precision, 
despite polarization complications. Furthermore, TIRF-activation of features prior to 
SAIM improves contrast and enables SAIM even in the presence of substantial 
background fluorescence. These advances have yielded a new imaging modality with 
the best combination of axial precision and temporal resolution in the super-resolution 
toolbox. 
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 Although SAIM is already a quite powerful approach for topographic imaging, 
the technique is still in its infancy. A thorough characterization of various noise 
sources (Poisson noise, out-of-focus fluorescence, etc.) and their effects on axial 
precision is critically needed for data assessment. The contributions of practical 
experimental factors such as beam divergence, mirror tilt and substrate roughness is 
also important. Furthermore, current SAIM fitting routines are fairly computationally 
intensive, requiring tens of minutes for a single reconstruction. Faster approaches 
based on simpler fits or calculations and GPU implementations may enable SAIM 
with real-time data processing for on-the-fly topographic rendering. Photoactivation 
has proven itself to be a useful addition to SAIM imaging by greatly enhancing feature 
contrast. Non-TIR activation modes based on point-scanning are essential to extend 
SAIM imaging beyond membrane-associated features into the rest of the cell. For 
applications where cells are cultured on coverslips, particularly for TIR-activation 
SAIM, methods are still needed to resolve height ambiguity between semi-periodic 
intensity profiles. Finally, one of the most exciting areas of future development for 
SAIM relies on combinatorial applications with other super-resolution and single-
molecule imaging methods. Methods for lateral resolution enhancement based on 
structured illumination or localization microscopy will enable precise imaging in all 
three dimensions while improvements in sensitivity will enable direct measurement of 
single molecule axial movements. As SAIM technology progresses, it promises new 
modes to analyze cell motility, membrane topography in disease states, mechanisms of 
endocytosis and fine 3D localization of intracellular features. 
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IN SITU SINGLE MOLECULE IMAGING 
As fluorescence microscopy and spectroscopy move forward, there is an 
increasing emphasis on accurate quantification and measurements that reflect 
physiological states. One regime where this has been especially challenging is in the 
assessment of protein complex stoichiometry. Previous approaches relying on sub-
physiological expression or detergent-based dilution come with a host of potential 
complications that can misrepresent the biologically relevant oligomerization 
state [12,13]. Chapter 4 presents a new method for single-molecule stoichiometry 
determination that relies on virus-mediated cell fusion to achieve protein complex 
dilution after physiological assembly. We demonstrate the fusion is rapid and that 
mobile protein complexes remain in a semi-native environment where they are diluted 
by spreading into adjacent spaces devoid of fluorescently labeled oligomers. After 
dilution, subunit stoichiometry may be probed by correlation spectroscopy or stepwise 
photobleaching for cytosolic or membrane protein complexes, respectively. From a 
broader perspective, our method represents a general strategy to extend single 
molecule imaging into the cellular milieu without relying on inefficient labeling or 
subphysiological expression. 
There are already many applications where accurate subunit stoichiometry 
determination would provide important mechanistic details about cell signaling. 
Having looked at the oligomerization dynamics of epidermal growth factor receptor, it 
would be interesting to examine how assembly is perturbed in the presence of known 
oncogenic mutations or in the presence of other HER2 partners. Furthermore, the 
recruitment of downstream effectors remains an intriguing area of inquiry, particularly 
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for understanding the temporal dynamics of EGFR signaling. Besides EGFR, there are 
countless other membrane receptors where the SPReAD technique would be useful for 
analyzing oligomerization. There are also opportunities to expand upon the basic 
technology to facilitate a broader set of applications. New CRISPR-based tools for 
fluorescent tagging of endogenous proteins will enable true physiological expression 
levels in native tissue rather than the heterologous expression systems used in the 
initial SPReAD proof-of-principle. Currently, SPReAD imaging is limited to studying 
cytosolic and membrane protein complexes but this may be extended to other 
organelles by exploiting membrane-ER contacts or by isolating organelles and fusing 
with supported lipid bilayers. Extension of the SPReAD technique to other eukaryotic 
cell lines such as plant cells or yeast would also be an exciting area of development, 
but would require new protocols to deal with their bounding cell walls. Finally, 
although our method has been validated with a number of known oligomers, thorough 
assessment of fusion effects on various cell signaling pathways remains an important 
control for understanding biologically relevant oligomerization states. 
 
OUTLOOK 
From its infancy nearly three decades ago, single molecule imaging has come a 
long way. The last decade has been especially fruitful, with the boom in super-
resolution imaging recruiting an army of researchers to drive technology development 
and biological applications. The scanning angle interference microscopy and single 
molecule stoichiometry work described in this dissertation fall in line with broader 
goals to extract meaningful information from previously inaccessible regimes using 
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minimally perturbative methods. Other approaches to achieve dynamic high-resolution 
imaging with low phototoxicity or to probe single-molecule heterogeneity inside live 
cells promise new perspectives on oligomerization, cytoskeletal dynamics, neural 
development, gene expression, transcription factor binding and a wide variety of other 
important phenomena. These and other functional applications of exotic microscopy 
tools signify a giant leap forward in the longstanding dream to watch biology unfold at 
the nanoscale and herald a new age where imaging can begin to shed light on 
phenomena typically relegated to biochemical investigation. 
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APPENDIX A 
FRET STUDIES OF THE LARGE G-PROTEIN ATLASTIN-11
 
 
INTRODUCTION 
Hereditary Spastic Paraplegia (HSP) is progressive neurodegenerative disease 
whose main symptoms are stiffness and spasticity in the lower extremities due to 
deterioration of axons in corticospinal motor neurons at their distal ends [1,2]. 
Although HSP cases are rare, affecting 2-7.4 in 100,000 people [1,3–5], most are 
caused by mutations in just three loci: spastin-1, REEP-1 and atlastin-1 [5,6]. These 
proteins are often found as part of co-complexes in neurons at the cis-Golgi, 
endoplasmic reticulum (ER) and in axon growth cones [7–10]. Atlastins, in particular, 
are involved in maintaining the tubular ER network, promoting homotypic fusion of 
membranes and the formation of three-way junctions [9–13].  
Evolutionarily, atlastins are part of the dynamin superfamily, which also 
includes dynamin, MxA, Guanylate-Binding Protein (GBP) and mitofusin [14]. All 
members of this family have an N-terminal globular G domain followed by an α-
helical middle-domain and are involved in membrane fusion or fission. Most dynamin 
superfamily members also contain a GTPase effector domain (GED) that forms a 
three-helix bundle called a bundle signaling element (BSE) in conjunction with the C-
terminus of the G domain. Atlastin, however, lacks a GED but has two transmembrane 
                                                 
1 This appendix is adapted from: Byrnes, L. J., Singh, A., Szeto, K., Benvin, N. M., O'Donnell, J. P., 
Zipfel, W. R., & Sondermann, H. (2013). Structural basis for conformational switching and GTP 
loading of the large G protein atlastin. The EMBO journal,32(3), 369-384. 
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helices and a C-terminal domain in addition to its G and middle domains. The 
prototypical family member, dynamin, catalyzes membrane fission via a mechanism in 
which GTP hydrolysis is coupled to conformational changes that alter the position of 
dynamin’s BSE relative to the G domain dimer [15–17]. Higher-order oligomerization 
can further stimulate dynamin activity [18,19]. Such oligomerization-dependent 
activation of GTPase activity is a trait shared by several dynamin family 
members [13,20–22]. 
Previously, the Sondermann lab produced the first crystal structures of atlastin-
1’s N-terminal cytoplasmic module with bound GDP, discovering two dimeric 
assemblies with variable positioning of the middle domain relative to the G 
domain [23]. In the form 1 structure, the middle domain is disengaged from the G 
domain in a “relaxed-parallel” arrangement. In contrast, atlastin displays an 
“extended” conformation in the form 2 structure, with middle domains engaging their 
respective G domains. These states are hypothesized to represent pre- and post-fusion 
forms of atlastin, respectively. Although this earlier study proposed a mechanism by 
which GTP binding and hydrolysis triggered conformational changes that tethered two 
opposing membranes via G domain dimerization, the crystals structures depicted only 
GDP-bound state; the form of atlastin in the presence of GTP and the exact catalytic 
mechanism was still unknown. 
More recently, the Sondermann lab crystallized atlastin’s cytoplasmic module  
in the presence of GTP analogs (GppNHp and GDP•AlF4-), discovering a “tight-
parallel” arrangement which resembles the form 1 structure aside from a 18 degree 
rotation of the middle domain with respect to the G domain [24] (Figure A.1a-d). This 
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change also yielded a more extensive dimerization interface, with interfacial area 
increasing from 2797 Å2 in the form 1 structure to 3852 Å2 in the new form 3 
structure. Furthermore, switch regions in the G domain which had previously adopted 
an open conformation with respect to the nucleotide binding pocket in the GDP-bound 
structures now folded over the phosphate and AlF4
- moieties. This conformational 
change also positioned an arginine residue (R77) such that it could interact with the α 
and γ phosphates of the bound nucleotide. In the GDP-bound structures, R77 was 
surface exposed and formed a salt bridge with an adjacent G domain. The Sondermann 
lab used R77 mutants to probe the role of this key arginine in dimerization and 
catalysis. A charge reversal mutant R77E was found to destabilize atlastin dimerization 
in the presence of GppNHp and GDP•AlF4-. Furthermore, this mutant bound 
nucleotide poorly and lacked enzymatic activity. A less severe mutation where the side 
chain was simply removed (R77A) had little effect on dimerization but eliminated 
GTPase activity, suggesting a critical role for R77 in GTP hydrolysis. 
Work presented in this appendix is part of a published collaboration with the 
Sondermann lab to study the catalytic mechanism of atlastin-1. Fluorescence methods 
were used to ascertain whether the aforementioned crystal structures represent viable 
states in solution. Furthermore, the crystals guided the interpretation of fluorescence 
results to build an understanding of atlastin’s catalytic cycle. Equilibrium FRET 
measurements were used to measure the conformational state of atlastin in the 
presence of various nucleotides and non-hydrolyzable analogs. In order to study 
atlastin-1 kinetics, we used a stopped flow fluorimeter with sub-millisecond mixing 
dead time to measure FRET changes. 
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Figure A.1 Crystal structures of atlastin-1 cytoplasmic module. (a) Schematic of 
atlastin-1 domain structure. The N-terminal cytoplasmic domain consists of a globular 
G domain (orange) and stalk-like middle domain (blue), connected by a short linker 
(green). Following the middle domain, atlastin-1 has two transmembrane helices 
(black) and a C-terminal amphipathic helix which interacts with the membrane. (b) 
Protomer structure of crystal forms 1 and 2, with G domains aligned. Variable 
positioning of middle domains is apparent. (c) Protomer structure of crystal form 3 
superimposed on crystal form 1 (grey), showing an 18 degree rotation of middle 
domain. (d) Dimeric structures of forms 1 (“extended” geometry), 2 (“relaxed-
parallel”) and 3 (“tight-parallel”) (e) Crystal form 3 dimer interface with interfacial 
residues colors according to their position in the G domain, middle domain or linker 
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MATERIALS AND METHODS 
Protein purification 
ECFP- and EYFP-fusion proteins (atlastin-1 residues 1-446 followed by 
GSTSTG and ECFP/EYFP) were cloned into a modified pET28a bacterial expression 
plasmid (Novagen) with an N-terminal 6xHis-SUMO tag. Proteins were expressed in 
BL21 (DE3) E. coli (Novagen) and purified by standard NiNTA chromatography and 
size-exclusion chromatography. SUMO and 6xHis tags were removed using the yeast 
protease Ulp-1 at 4°C overnight. 
 
Dye-labeling of atlastin-1 G domain 
For dye labeling of atlastin G domains, atlastin-1 1-446 was mutated to remove 
the sole cysteine residue in its middle domain (C375A) and a new cysteine was 
introduced in the G domain at a solvent-exposed residue (K295C). Based on the crystal 
structures, labeling at this position would support FRET in all three forms of atlastin. 
Cysteine mutants were labeled with maleimide-modified Alexa dyes (Alexa 488 C5 
maleimide and Alexa647 C2 maleimide) according to manufacturer protocols. 
Unconjugated dye was removed using dialysis-based spin concentrators (Millipore 30 
kDa MWCO). All reactions used for these measurements achieved a degree-of-
labelling of 0.9-1.1, as measured by UV-Vis spectrophotometry.  
 
Equilibrium FRET 
FRET measurements were made with either ECFP/EYFP-labelled atlastin to 
study middle domain conformations or Alexa488/Alexa647-labelled proteins to study 
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atlastin G domains. 1 μM of donor-labeled and 20 μM of acceptor-labeled protein 
were mixed in assay buffer (25 mM Tris-HCl pH 7.4, 100 mM NaCl and 4 mM 
MgCl2) with or without 2 mM GDP, GTP or GppNHp. Measurements with 
GDP•AlF4-were made in GDP•AlF4- buffer (25 mM Tris-HCl pH 7.4, 100 mM NaCl, 
4 mM MgCl2, 2 mM EGTA, 2 mM AlCl2 and 2 mM NaF) with or without 2 mM 
GDP. Data was acquired using a spectrofluorometer (PTI Quantamaster 40) with the 
excitation monochromator set to 445 nm (ECFP) or 493 nm (Alexa488) and scanning 
emission spectra from 455 to 650 nm (ECFP/EYFP) or 505 to 850 nm 
(Alexa488/647). FRET efficiencies were calculated by comparing the donor intensity 
(FDA) at the emission peak (λem= 473 nm for ECFP and λem = 516 nm for Alexa488) in 
the presence of nucleotide to the donor intensity in the absence of any nucleotide (FD); 
the latter was used as a no-FRET control since atlastin has been shown to be 
monomeric in its apo state. FRET efficiency E was calculated using the standard 
formula: 
Interfluorophore distances were calculated using: 
E =
R0
6
R0
6 + r6
 
where r is the distance to be calculated and R0 is the Forster distance for each dye pair 
(47 Å for ECFP/EYFP and 56 Å for Alexa 488/647). 
 
Stopped-Flow FRET of atlastin-1 conformational changes 
Kinetics of atlastin conformational changes were measured using a stopped-
flow fluorometer with submillisecond mixing dead time (Kintek SF-2004). A mixture 
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of donor- and acceptor-labelled atlastin were mixed in assay buffer at 1 μM each and 
loaded into one of the drive syringes of the stopped-flow instrument. The other syringe 
was loaded with either assay buffer alone or buffer supplemented with 2 mM GDP, 
GTP, GppNHp or GTPγS. Measurements with GDP•AlF4- used proteins diluted in 
GDP•AlF4- buffer and the drive syringe was loaded with 2 mM GDP in GDP•AlF4-  
buffer. Solutions were mixed 1:1 at 8 mL/s in a 30 uL sample cell. A monochromator 
was used to select a narrow excitation band (centered around 445 nm for ECFP/YFP 
and 493 nm for Alexa 488/647) from a xenon arc lamp. Time-dependent fluorescence 
signal was collected from two photomultiplier tubes using appropriate filters (B460-
490 and D535/25 for ECFP/EYFP; D525/50 and HQ645/75 for Alexa488/647). 
 
N-Methylanthraniloyl (Mant)-nucleotide binding assay 
Mant-labelled nucleotides were used to measure nucleotide binding and 
dissociation rates to various atlastin constructs. Mant fluorescence is sensitive to the 
fluorophore environment and changes upon nucleotide binding. 2.5 μM of Mant-
nucleotide (-GDP, -GTP, -GppNHp) were loaded into one of the syringes of the 
stopped-flow instrument and 10-50 μM of atlastin-1 was loaded into the other drive 
syringe. Mant was excited at λ = 366 nm and fluorescence was collected using a 
bandpass filter (HQ460/40m, Chroma). The first 500 ms of data was fit to a single 
exponential and used to extract a rate constant for nucleotide association at each 
protein concentration. Observed rate constants were plotted against atlastin 
concentration and fit to a linear model to determine kon (slope) and koff (y-intercept). 
Koff was also independently measured by loading atlastin pre-mixed with mant-
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labelled nucleotide into one syringe and a high concentration of unlabeled GDP into 
the other syringe. The first 500 ms of the resulting data was fit to a single exponential 
to directly measure koff. 
 
RESULTS 
Nucleotide-binding kinetics 
Since nucleotide binding is a prerequisite for dimerization, association and 
dissociation rates were measured using mant-modified versions of GDP, GTP and 
GppNHp. All nucleotides showed similar on-rates for the full-length wildtype atlastin 
and, surprisingly, similar rates for the R77A mutant form.  
Based on the atlastin crystal structures, the Sondermann lab also identified a 
central helix (residues 184-204) in the linker region and docking site of the middle 
domain on the G domain which differs in the form 2 and form 3 structures. In 
particular, the helix is bent in form 2, cradling the middle domain, but straight in form 
3 and occluding the middle domain docking site. They hypothesized that this could 
signify a regulatory role and perhaps influence nucleotide binding. Measurements with 
mant-nucleotides showed that the isolated G domain (atlastin-1 1-339) binds GDP at a 
similar rate to wildtype atlastin, but fails to bind GTP, suggesting that the middle 
domain may be necessary for GTP loading. As a follow-up, the isolated middle 
domains (atlastin-1 340-446) were added in trans and found to rescue mant-GTP binding, 
albeit with a lower affinity than the intact cytoplasmic unit (atlastin-1 1-446). Another 
mutant with a truncated middle domain (atlastin-1 1-366) achieved similar results. 
Additional data from the Sondermann lab showed that co-incubation with the middle 
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domain could also rescue GTPase activity which is absent for the isolated G domain 
and that a similar result is observed with the middle domain truncation (atlastin-11-366). 
 
Equilibrium FRET of atlastin-1 middle domain  
In order to determine the role of the new form 3 structure and to investigate the 
role of GTP hydrolysis in atlastin’s catalytic cycle, we developed a FRET assay to 
measure conformational changes (Figure A.2a). Assuming that atlastin can occupy one 
of the three proposed dimeric arrangements, we expected no FRET from fluorophores 
fused to atlastins middle domains when they adopted the form 2 configuration. In 
contrast, forms 1 and 3 would bring the fluorophores into close proximity and be 
FRET-permissive. Middle domain conformations were probed by fusing ECFP/EYFP 
to atlastin-1 1-446 using a short linker and the fusion proteins showed similar 
dimerization propensity and GTPase rates to wildtype atlastin.  
In the presence of GDP, no FRET was observed relative to the apo state—as 
expected, since atlastin-1 is known to monomeric in both cases. In the presence of 
GppNHp or GDP•AlF4-, donor and acceptor fluorescence changes indicated strong 
FRET (E = 30% for GppNHp and 22% for GDP•AlF4-) (Figure A.2d,e). These FRET 
efficiencies were used to calculate interfluorophore separations of 54 Å and 57 Å for 
GppNHp and GDP•AlF4-, respectively. 
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Figure A.2 Equilibrium FRET of atlastin middle domains. (a) Cartoon depicting 
fluorescent-protein (FP) labelled atlastin-1 and its geometry in form 2 (non-FRET) and 
form 1/3 (FRET-competent) dimeric assemblies. Distance estimates are based on 
crystallographic data. (b) Nucleotide-dependent dimerization of unlabeled atlastin and 
atlastin-FP fusions in the presence of nucleotide analogs measured by size exclusion 
chromatography multi-angle light scattering (SEC-MALS). (c) GTPase activity of 
atlastin variants measured by production of inorganic phosphate. (d) Raw fluorescence 
data for equilibrium FRET assay, with 1 μM ECFP-labelled atlastin-1 and 20 μM 
EYFP-labelled atlastin-1 in the apo state or in the presence of nucleotide. (e) 
Calculated FRET efficiencies for wildtype atlastin-1 and the R77A mutant in the 
presence of nucleotide. (f) FRET efficiency change over time in the presence of GTP. 
Wildtype atlastin-1 FRET decreases gradually over time due the GTP hydrolysis, but 
can be recovered by spiking in additional GTP (t = 30 min). The catalytically-inactive 
R77A mutant shows no such decrease. 
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When GTP was added, a much lower FRET efficiency was observed.  This is 
explained by the fact that atlastin-1 efficiently hydrolyzes and depletes the GTP pool, 
resulting in a build-up of GDP which does not support dimerization and thus FRET 
(Figure A.2f). This was further supported by noticing that the FRET efficiency 
continually decreased as GTP was hydrolyzed, but could be recovered by spiking in 
additional GTP at a later time point. Still, the maximum value never approached that 
of the non-hydrolyzable GTP analogs, suggesting that perhaps atlastin-1 occupies 
multiple or different conformations in the presence of GTP. Notably, the GTP-bound 
catalytically inactive R77A mutant form of atlastin achieved similar FRET efficiencies 
to wildtype atlastin in the presence of GTP analogs. Overall, these results suggest that 
the FRET-competent state may be transient due to atlastin’s fast rate of GTP 
hydrolysis. 
 
Middle domain kinetics 
The equilibrium FRET data in the presence of GTP indicate that atlastin-1 may 
occupy several different conformations during its catalytic cycle. In order to probe the 
kinetics of this conformational switching, stopped-flow fluorometry was used to 
synchronize the reaction events upon mixing with nucleotide. Equimolar 
concentrations of ECFP and EYFP-labeled atlastin were loaded into one drive syringe 
of a stopped-flow instrument while another syringe was loaded with excess nucleotide. 
Submillisecond mixing dead time ensured that we could observe FRET changes with 
minimal lag time. 
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Figure A.3 Stopped-flow kinetics of atlastin middle domain conformational 
changes. (a) FRET donor (ECFP) and acceptor (EYFP) traces for atlastin-1 middle 
domain conformational changes in the apo state or in the presence of nucleotide. No 
FRET is observed in the case of GDP, while GTP analogs (GppNHp and GDP•AlF4-) 
cause a steady increase in FRET over 10 minutes. When GTP is present, wildtype 
atlastin-1 middle domains quickly achieve a maximal FRET state (2 seconds after 
mixing), which soon decays to an intermediate value before slowly decaying. The 
catalytically-inactive R77A mutant shows a slow-but-steady increase in FRET, much 
like in the case of non-hydrolyzable analogs with wildtype atlastin. (b) Simulations of 
three-state kinetics and two-state kinetics used to model nucleotide-dependent 
conformational changes resemble the observed FRET data.  
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As with equilibrium FRET, mixing with GDP yielded no FRET changes for 
either wildtype atlastin or the catalytically inactive mutant (Figure A.3a). Meanwhile, 
in the presence of GppNHp, GDP•AlF4- or GTPγS, donor fluorescence decayed 
gradually with a concomitant increase in acceptor signal over the course of 10 
minutes. When GTP was added to wildtype atlastin, FRET peaked after only 2 
seconds followed by an intermediate FRET state and an eventual decay after several 
minutes as the GTP pool was depleted. By comparison, when GTP was mixed with the 
catalytically inactive R77A mutant, FRET efficiency increased slowly over 10 minutes, 
much like for wildtype atlastin in the presence of GTP analogs. Together, these results 
suggest a model where the GTP hydrolysis reaction is initially synchronized, leading 
the dimer to adopt a very close conformation (possibly the form 3 “tight parallel” 
structure) followed by relaxation to an intermediate value (perhaps the “relaxed 
parallel” form 1) (Figure A.3b). Furthermore, the significant difference in timescale 
between FRET in the case of GTP versus GTP analogs warrants attention. Although 
all nucleotides have similar on-rates, the faster conformational change for GTP 
signifies that hydrolysis may drive dimerization and adoption of a FRET-competent 
state (e.g. form 3). 
 
G and middle domain kinetics 
While the first set of kinetic data showed that nucleotide hydrolysis may drive 
middle domain dimerization, it remained unknown whether G domain dimerization 
occurred previously or at a similar timescale. Further measurements were made using 
cysteine-mutant forms of atlastin labelled with Alexa 488/Alexa 647 at a solvent-  
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Figure A.4 Equilibrium FRET of atlastin G domains. (a) Cartoon depicting 
Alexa488 (green) / Alexa647 (red)-labelled atlastin G domains. All crystal forms (1-3) 
support FRET in their respective dimeric assemblies. Distance estimates are based on 
crystallography data. (b)SDS-PAGE gel of labelled atlastin cysteine mutants. 
Coomassie absorbance shows presence of protein bands and a fluorescence gel 
scanner was used to detect Alexa488 labeling. (c) Nucleotide-dependent dimerization 
of Alexa-labeled atlastin mixtures measured by SEC-MALS. (d) GTPase activity of 
Alexa-labeled atlastin measured by production of inorganic phosphate (e) Raw 
fluorescence data for G domain equilibrium FRET assay, using 1 μM donor 
(Alexa488)-labeled atlastin and 20 μM donor (Alexa647)-labeled atlastin. Decrease in 
donor fluorescence in the presence of GTP analogs (e.g. GppNHP) was accompanied 
by a concomitant rise in acceptor fluorescence. (f) Calculated FRET efficiencies for 
atlastin cysteine mutant without and with the additional R77A mutation which renders 
atlastin catalytically-inactive. (g) Middle domain FRET for the catalytically active 
variant decreases gradually over time as GTP is hydrolyzed, but can be recovered by 
spiking in additional nucleotide at a later time point. The catalytically-inactive variant 
achieves a stable FRET value 
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Figure A.5 Stopped-flow kinetics of atlastin G domain conformational changes. 
Donor (Alexa 488) and acceptor (Alexa 647)-labeled G domains were pre-mixed 1:1 
and mixed with buffer (apo) or various nucleotides. Fluorescence traces were recorded 
over time using appropriate filters. No FRET was observed in the presence of GDP or 
the apo state, while GTP analogs showed a steady increase in FRET. In the case of 
GTP, the catalytically active cysteine mutant reached a maximal FRET value after 2 
seconds before decaying to an intermediate value. In contrast, the catalytically inactive 
R77A mutant showed a steady rise in FRET over time, much like the data for non-
hydrolyzable analogs. 
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exposed position on the G domains (K295C) (Figure A.4a,b). Mutants showed similar 
dimerization characteristics and GTPase activity as wildtype atlastin (Figure A.4d). As 
before, GDP-bound atlastin showed no equilibrium FRET while GTP analogs showed 
considerable FRET efficiency (51% for GppNHp and 56% for GDP•AlF4-) (Figure 
A.4e,f). As with middle domain FRET, GTP caused a fast increase in FRET efficiency 
followed by a steady decay, presumably due to nucleotide hydrolysis (Figure A.4g). 
However, unlike for the middle domains, FRET for wildltype atlastin G domains in 
the presence of GTP achieved a similar efficiency as for GTP analogs and the 
catalytically inactive R77A mutant. This suggests that perhaps the middle domains 
populate a mixture of states upon GTP hydrolysis (with differing FRET efficiencies) 
while the G domains adopt a single stable state. G domain dimerization rates were 
measured using stopped-flow FRET and found to follow similar kinetics as middle 
domain dimerization (Figure A.5). Together, these data suggest that G and middle 
domain dimerization occurs concomitantly following GTP hydrolysis. With regard to 
atlastin’s role in membrane fusion, this means that the entire cytoplasmic module acts 
as a tethering unit to bring together opposing membranes in a single step. 
 
DISCUSSION 
Based on our results, we were able to build a model for atlastin’s role in membrane 
fusion (Figure A.6): 
1. Initially, atlastin-1 resides as monomers on opposing membranes. G domains 
are engaged with their respective middle domains and ready to bind GTP. 
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2. Upon GTP binding, G domains begin to slowly disengage from their respective 
middle domains. Simultaneously, atlastin-1 protomers from each membrane 
begin to slowly dimerize with each other. 
3. GTP hydrolysis drives this disengagement, leading to fast dimerization. 
4. Dimerization induces curvature in the two opposing membranes, due to stress 
caused by atlastin’s transmembrane domains and C-terminal amphipathic 
helix. 
5. Membrane fusion occurs to minimize stress from curvature. 
6. Phosphate release and dimer disassembly follow. 
 
FUTURE DIRECTIONS 
As all of the data gathered so far used the cytoplasmic module of atlastin-1 in 
solution, it remains a goal to study the catalytic cycle in membranes, ideally with full-
length atlastin. Furthermore, there have been recent studies showing links between a 
different atlastin isoform, atlastin-3, and oncogenesis. Preliminary studies by the 
Sondermann show that this form of atlastin is localized to ER 3-way junctions and has 
diminished GTPase activity relative to atlastin-1, whose distribution in the ER is also 
more ubiquitous. FRET-based Studies of atlastin-3’s catalytic cycle should provide 
insight into the reasons for its diminished activity. Furthermore, the Sondermann lab 
hypothesizes that atlastin-3’s reduced activity is responsible for its distinct 
localization. This may be tested by studying the distribution of mutant forms of 
atlastin-1 and atlastin-3 with slower and faster activity, respectively. A few potential 
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Figure A.6 Proposed model for atlastin-1 catalytic cycle. Atlastin initially resides it 
its monomeric state, with middle and G domains engaged (much like the form 2 
structure). GTP binding triggers a slow release of the G domain from the middle 
domain and concomitant dimerization, which is accelerated upon GTP hydrolysis. Fast 
dimerization upon GTP hydrolysis tethers the two membranes to each other and the 
resulting high-curvature state is energetically unfavorable, causing spontaneous 
membrane fusion. Inorganic phosphate release and dimer disassembly complete 
atlastin’s catalytic cycle. 
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experiments are outlined below: 
1. Comparison of ATL1 and ATL3 kinetics by stopped flow fluorometry 
As a straightforward extension of the work in our EMBO paper, stopped-flow 
FRET of atlastin-3 dimerization and conformational changes would provide 
insight into its molecular mechanism. These studies may be supplemented by 
incorporating atlastin isoforms into into proteoliposomes to restrict molecular 
geometries. In this case, a subset of proteoliposomes may contain donor-
labelled atlastin while another subset has acceptor-labelled atlastin to isolate 
trans-interacting molecules (molecules on different membranes). Alternatively, 
both donor- and acceptor-labelled molecules may be incorporated into the 
same vesicle to observe cis-interactions (molecules on the same membrane). 
While previous experiments examined only intermolecular FRET between 
atlastin G and middle domains, we can also use site-specific labeling 
strategies(maleimide-dye conjugates, unnatural amino acids, small tags such as 
ybbR or S6) for dual-labeling to probe intramolecular conformational changes. 
Furthermore, it would be interesting to see if atlastin partners (e.g. REEP-1) 
affect the kinetic cycle. 
2. Bulk FRET on supported lipid bilayers 
A recent study by the Rapaport lab used a supported lipid bilayer system to 
examine competition between cis and trans atlastin interactions [25]. In this 
case, cis interactions were between atlastin molecules in the bilayer while trans 
interactions were with atlastin molecules in solution. They conclude that 
atlastin undergoes multiple GTP hydrolysis cycles to break associations with 
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cis-molecules before successfully achieving trans-membrane fusion. It would 
be interesting to compare the behavior for atlastin-1 and atlastin-3 to see if the 
less active isoform 3 behaves similarly.  
3. smFRET of soluble atlastin in porous encapsulated vesicles 
While bulk FRET has given us much insight into atlastin’s catalytic cycle, the 
data may be obfuscated by ensemble averaging of multiple populations. Single 
molecule FRET (smFRET) experiments provide a means to probe this 
heterogeneity, but atlastin protomers fail to dimerize at the low concentrations 
needed for single molecule observation. To overcome this limitation, we can 
use small nanocontainers to maintain high local concentrations but low overall 
concentrations, permitting simultaneous dimer assembly and single-molecule 
data acquisition. For vesicles of ~50 nm diameter, even a single molecule 
constitutes a concentration of ~10 μM. Protein pores or leaky membranes may 
be used to facilitate exchange of GTP and analogs. As alternative strategies, 
zero-mode waveguides may be used to create attoliter volumes for single-
molecule observation. In all of these cases, single-molecule time trajectories 
should provide information about the entire atlastin catalytic cycle and provide 
insight and better resolve some of the features expected from the bulk data.  
4. smFRET of atlastin in membranes 
smFRET may also be used to examine intramolecular conformational changes 
by incorporating a dual-labeled atlastin catalytic core into a lipid bilayer at a 
low concentration with excess unlabeled atlastin in the solution phase for 
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dimerization. The cytoplasmic core may be properly oriented in the membrane 
by using Ni-NTA lipids and a 6xHis tag on the atlastin molecule. 
5. Dimerization state of atlastin measured by Spatial Intensity Distribution 
Analysis (SpIDA) 
The distinct cellular localizations of atlastin-1 and atlastin-3 raise questions as 
to whether regional subpopulations of atlastins are in discrete catalytic and 
oligomeric states. Spatial Intensity Distribution Analysis provides a means of 
measuring these oligomeric states through well-calibrated fluorescent protein 
oligomer controls. We can try applying this method to compare atlastin 
oligomerization at three-way junctions to other locations in the ER. The 
AiryScan module on the Zeiss 880 may be used to boost spatial resolution.
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APPENDIX B 
ACCURATE EMCCD PHOTOELECTRON CALIBRATION USING PHOTON 
TRANSFER TECHNIQUES 
 
INTRODUCTION 
Super-resolution and single molecule imaging approaches have yielded a new 
perspective on cell biology, extracting information about molecular localization, 
dynamics and conformational distributions which were previously inaccessible to 
ensemble methods. These measurements have been enabled by sensitive detectors that 
permit high signal-to-noise imaging in low light scenarios. In particular, electron-
multiplying charge coupled devices (EMCCDs) and scientific complementary metal 
oxide semiconductor (sCMOS) have become the cameras-of-choice due to their low 
(effective) read noises and high quantum efficiencies in the visible and near-infrared.  
Furthermore, the respective technologies have advanced rapidly, with larger format 
sensors and higher frame rates expanding the possibilities for single molecule science.  
Quantitative comparisons of fluorescence microscopy data are often 
challenging due to the range of instrumentation, acquisition parameters and image 
processing used by researchers. This often confounds attempts to reproduce or 
understand datasets produced by other labs, especially when judging new tools such as 
fluorescent proteins or image processing methods. Scientific cameras introduce their 
own source of variability as data is often reported in arbitrary units (“counts”) which 
depend on the gain settings and analog-to-digital conversion on the chip. While 
photoelectrons are the natural unit for fluorescence data, a variety of methods [1–3] 
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have been used for photoelectron calibration with little quantitative evaluation of their 
performance. Furthermore, camera manufacturers have provided formulas for 
conversion that many researchers have used without scrutiny. Many of these 
theoretical expressions rely on factory-measured camera parameters which change 
over time as the camera ages. 
Here, we present a simple application of a photon transfer method for EMCCD 
photoelectron calibration. Photon transfer methods isolate the different noise sources 
present in camera data and present relevant detector parameters (e.g. gain, read noise, 
dark noise, full-well capacity, linearity and offset) in absolute terms. Although the 
method here is applied to EMCCDs, it is generalizable to sCMOS cameras or any 
other detector system. Photon transfer methods have also been used to evaluate both of 
these detectors for localization microscopy [4–6]. This appendix provides a theoretical 
description of the method and corroboration with a photon-counting approach. A 
simple protocol for data acquisition and analysis is also presented, along with 
guidelines for optimal camera usage. 
 
THEORY 
A typical frame-transfer EMCCD chip consists of a charge collection or 
imaging region along with a storage region and readout registers (Figure B.1a). The 
charge collection area is an array of silicon photodiodes, or pixels, which are sensitive 
to incident photons. The EMCCD spectral response is determined by the chip quantum 
efficiency, which can often surpass 90% in the visible for back-thinned EMCCDs. 
Each imaging pixel has a corresponding pixel in the storage array, which is masked to 
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protect it from incident light. Between imaging cycles, charge is rapidly transferred 
from the imaging array to the storage array to reset the imaging sensor for the next 
round of incident photons. The storage sensor is then read out row-by-row while new 
photoelectrons are accumulated on the imaging sensor. Pixel readout requires a series 
of charge transfer steps where clocking voltages are used to move electrons through 
gates connecting vertical pixels. Once pixels reach the edge of the storage array, they 
are shifted into the readout register which precedes an electron multiplication register 
and an output amplifier. Here, clocking voltages shift charges serially through the 
registers and into the amplifier. Electron multiplication is achieved by using 
particularly high voltages for clocking in the EM register, giving rise to secondary 
electrons by a process called impact ionization. After undergoing multiple rounds of 
amplification, typically 536 for the most common chip (manufactured by e2v 
Technologies), charge is converted to a voltage by the camera output amplifier and 
then digitized for data storage. 
The aforementioned processes rescale the photoelectron data into new units 
(“counts”) while also introducing new noise sources, in addition to the Poisson noise 
inherent to the signal [7] (Figure B.1b). Thermal energy in the silicon creates 
spontaneous electron-hole pairs during each acquisition cycle. Statistical variation in 
this dark current yields dark noise, which may be mitigated by cooling the sensor. 
Often, dark current is negligible at the frame rates used for single molecule imaging 
(with a cooled EMCCD) but must be considered for very long exposures (many 
seconds). Non-uniformity in the response of individual pixels to photons can yield 
fixed pattern noise which is evident when illuminating the sensor uniformly. As 
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electrons are shifted through the array for eventual readout, even the fairly low 
clocking voltages can create secondary electrons termed clock-induced charge (CIC) 
via impact ionization, much like the deliberate process in the electron-multiplication 
register. This is also a fairly small effect, noticeable only when signals are low, and 
fast vertical shift speeds may be used to further minimize CIC. A more significant 
noise is introduced during the readout process, as electrons are converted into voltages 
by the output amplifier. This read noise can easily exceed 50 e-/pixel for an EMCCD. 
However, the key feature of EMCCDs, electron multiplication, amplifies the electron 
signal relative to this noise so that the effective read noise is sub-electron. This 
electron multiplication does not come without a cost as the probabilistic nature of 
impact ionization introduces an additional multiplication noise factor to the signal. 
The net effect of electron multiplication is to practically eliminate the read noise, 
while effectively reducing the sensor quantum efficiency by this noise factor (~2). 
Finally, in addition to electron multiplication and newly introduced noise, electron 
values are scaled by a pre-amplifier gain and a constant offset is often added to keep 
count values positive. 
Overall, the signal to noise of the EMCCD is summarized by the simple 
formula: 
SNREMCCD =⁡
Nsignal
√F2(Nsignal + Ndark +NCIC) + (
Nread
G )
2
 
Where Nsignal is the number of signal photoelectrons, Ndark is the average number of 
thermally generated electrons, NCIC is the average number of clock-induced electrons, 
Nread is the average number of read noise electrons, G is the overall gain (product of 
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EM gain and pre-amplifier gain) and F2 is the noise factor from electron 
multiplication. Photon transfer methods isolate each of these noise sources to 
determine their relative contributions. Once the relevant parameters are measured, 
signals may be converted to electron units using: 
#⁡electrons =
(counts-offset)
gain
 
In order to isolate the different noise components, a series of images is 
acquired under uniform illumination at varying light intensities. Next, these images are 
processed to generate a series of difference-frame images which has the net effect of 
removing fixed-pattern noise from the image, but doubling all other noise. Thus 
σdiff
2 = 2(σshot
2 + σread
2 ⁡+ σdark
2 + σCIC
2 ⁡) 
Since dark current and CIC are negligible, we simplify this to: 
σdiff
2 = 2(σshot
2 + σread
2 ) 
The noise in the raw images may be expressed: 
σtotal
2 = σshot
2 + σread
2 + σFPN
2  
With zero incident light, the read noise may be measured directly. 
σtotal
2 (signal = 0⁡) = σread
2  
Once the read noise is known, it can be subtracted from the difference noise (σ2diff) to 
isolate the shot noise term. Since the shot noise term may be rewritten as: 
σshot
2 = F2G2N 
And the signal may be rewritten as: 
Counts = GN + offset 
 226 
The slope of the shot-noise line equals GF2. The gain may be further analyzed by 
measuring the slope of the var_diff curve at zero EM gain, for which F2 = 1 and  
σshot
2 (no⁡EM⁡gain) = G2N = A2N 
Where A is defined as the preamp gain (total gain at zero EM gain) and the total gain 
G = MA where M is the EM gain. The EM gain may be isolated by measuring the 
camera counts at a given light intensity under different gain settings 
Mi =
counts⁡(M = Mi)
counts⁡(M = 1)
2
 
 
 
Figure B.1 EMCCD Architecture and Noise Characteristics. (a) Schematic of 
EMCCD architecture, depicting image sensor pixels (blue), storage pixels of frame 
transfer array (grey) and readout registers (yellow). (b) Block diagram of EMCCD 
function. Incident photons generate photoelectrons at a rate determined by the photon 
flux and quantum efficiency of the sensor. In frame transfer mode, charge is rapidly 
transferred to the storage array in the brief interval between camera frames, from 
where it is read out simultaneously as new charge is accumulated on the imaging 
array. Readout involves a series of vertical charge transfers to move rows of data to 
the readout register, where charges are then moved horizontally. Impact ionization due 
to high clocking voltages in the EM register serves to amplify the signal but not the 
readout noise from the output amplifier. With sufficiently high EM gain, EMCCDs 
can boost single photon signals above the read noise.  
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Using this method, the noise factor can be empirically measured 
F2(M ≠ 1) =
1
G2
∆σshot
2
∆counts
 
 
METHODS 
Photoelectron calibration by digital photon counting 
As a straightforward method for camera calibration, light from an LED array 
was spectrally filtered (541/5 bandpass filter) and projected onto a 1 μm pinhole 
(Figure B.2a). The LED was connected to a tunable current supply to control 
illumination power and a reference photodiode was incorporated into the illumination 
pathway to measure relative light intensities. The pinhole was imaged onto different 
detectors using an objective (Olympus UPlanSApo 4x/0.16) and tube lens, mounted in 
an Olympus IX-81 inverted microscope. To obtain a “ground truth” measurement, a 
photomultiplier tube was used in the detection path in conjunction with a photon 
counter (SR400, Stanford Research Systems). Photon counts and reference photodiode 
measurements were acquired simultaneously for a range of illumination intensities. 
Next, the PMT was replaced with an EMCCD and image series were recorded at 
different LED intensities while photodiode measurements were taken as a reference. 
Both the EMCCD and PMT responses were found to be linear with photodiode 
intensity (Figure B.1c). Furthermore, EMCCD response was fairly uniform over 
different pixels (<2% variation). Using these two datasets, the total gain could be 
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Figure B.2 Photon Counting Based EMCCD Calibration. (a) Schematic of the 
apparatus used for EMCCD calibration by photon counting. An LED array was 
projected through a narrow-band filter (541/5 bandpass) and onto a 1 micron pinhole. 
The pinhole was imaged onto a detector (PMT or EMCCD) using a low-magnification 
(4x) objective and tube lens. LED intensity was controlled using a tunable power 
supply and monitored using a reference photodiode built into the LED housing. (b) 
Detector Quantum Efficiency curves for the EMCCD (iXon DCS-BV) and bialkali 
PMT (HC125). QE values at 541 nm were used in the final CCF calculation. (c) 
EMCCD response was linear with LED intensity and very linear (<2% difference) 
over different pixels on the chip. (d) Photomultipler tube response was also very linear 
in this range (well below rates where pulse pile-up occurs during photon counting). 
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 calculated via the simple formula (Figure B.1d): 
Total⁡Gain = ⁡
∆CountsEMCCD
∆Voltsdiode
∆Voltsdiode
∆PhotonsPMT
TPMT
TEMCCD
QEPMT
QEEMCCD
 
 
Photoelectron calibration by photon transfer curves 
Uniform illumination was generated by projecting light from an LED through 
two pieces of opal glass (Figure 3). Image series (500 frames each) were recorded at 
different light intensities for a 64x64 sensor subregion over which the light was 
sufficiently uniform (<1% non-uniformity). Difference frames were calculated and 
noise was analyzed according to methods detailed in the “Theory” section. Frame 
differencing dramatically removed fixed pattern noise present at higher light levels 
(most apparent at low gains and high illumination intensities) (Figure B.3a-c). FPN 
renders traditional mean-variance methods of gain measurement ineffective for CCDs 
and EMCCDs due to its N2 dependence on the number photons. We also recovered a 
measurement of the noise factor F2 which resembles published results [8] (Figure 
B.3d). 
 
DISCUSSION 
Both the photon counting and photon transfer methods agreed fairly well on 
two different EMCCDs that we tested, with measured gains differing by less than 
~10%. A newer camera feature, called Andor Count Convert achieved remarkable 
similarity to the photon transfer-based calibration and is easily enabled in Andor’s 
camera software. In contrast, an Andor-supplied formula for calibration disagreed  
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Figure B.3 Photon Transfer Curves for Photoelectron Calibration. (a) Pixels of 
EMCCD data under uniform illumination at no EM gain, showing significant fixed 
pattern noise which is removed by subtraction of consecutive frames. Blue and red 
plots show intensity profiles across the same row in the raw and processed data. (b) 
Photon transfer curves acquired at Gain 25 with the iXon 897 Ultra. PTC Analysis 
separates different noise components and permits measurement of fundamental camera 
quantities. DN = digital numbers (counts). (c) Black and red points show mean-
variance data before and after difference-frame processing. Although it has been used 
in the literature, mean-variance analysis is not strictly applicable for raw EMCCD data 
due to the presence of non-Poissonian noise sources. However, this effect is mitigated 
at higher gains (and lower light intensities). (d) Excess noise factor due to 
multiplicative noise as a function of EM gain, as measured from mean-variance plots 
of difference-frame data (in conjunction with extracted gain values from constant-light 
measurements). The overall shape of the noise factor curve resembles that in previous 
publications and plateaus near the widely-accepted approximation of 2. (e) 
Comparison of camera calibration results using the PTC method (uniform 
illumination), Andor Count Convert and photon counting approaches using an Andor 
897 Ultra EMCCD. All methods agree reasonably well (within 10-20%). (f) 
Comparison of camera calibration results for an Andor iXon 860. Note that the 
measured gain is highly nonlinear with respect to the software gain setting. Both 
photon counting and photon transfer recover similar gain values, but an Andor-
provided formula disagrees significantly with the measured gains (overshooting at low 
software values and undershooting at higher values). 
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significantly with the measured calibrations, likely due to misapplied semiconductor 
theory (Supplementary Note) and significant gain ageing for the older iXon 860 
EMCCD (Figure B.3e,f). Unfortunately, numerous labs have cited this formula in their 
quantification of single molecule data. While it is promising that newer cameras can 
achieve a more accurate photoelectron conversion, through features such as Count 
Convert, it is important to remember that such features still rely on factory-measured 
camera properties which may change over the timecourse of user operation. Andor 
offers a user-initiated gain recalibration (EM Cal) on some of its models which can 
compensate for gain ageing, but users must remain vigilant for accurate quantification. 
The described photon transfer method is a simple operation which can measure 
camera properties with inexpensive optics and a few hours of measurement and 
analysis.  
We conclude with a few tips about EMCCD use: 
1. EM Gain: EMCCD gain is useful for elimination of read noise (typically 50-
60 e- per pixel at the highest readout rates used). However, too much gain will 
also accelerate gain ageing and negatively impact the lifetime of the camera. 
We recommend using as low a gain as possible to overcome read noise and 
achieve high signal-to-noise imaging. Typically, a gain of 100 is more than 
sufficient because it will drop the read noise below 1 e- rms while gains above 
200 only age the camera without improving image quality. 
2. Vertical Shift Speed: Using faster vertical shift speeds can help minimize 
clock-induced charge. 
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3. Readout Rate: Using the slowest acceptable readout rate for a given frame 
rate will minimize the readout noise and improve SNR. For an Andor 897 
EMCCD, the camera is capable of 17 MHz readout which permits 19 ms 
frames at full frame (512x512). However, if you aim to image at a much 
slower speed, operating at a lower readout rate will improve image quality or 
permit the use of lower gains. The 17, 10, 5 and 1 MHz settings on the Ultra 
achieve frame transfer rates of 19, 31, 59 and 287 ms with read noise of 91, 67,  
37 and 15 electrons rms, respectively (at pre-amp setting 3). 
4. Frame rates and binning/cropping: Sensor frame rates can be improved 
considerably by cropping. While the 897 Ultra operates at a max speed of 47 
Hz in full-frame mode, this can be increased to 197 Hz for a 64x64 subregion. 
Further boosts are possible by moving the imaging area to the region adjacent 
to the readout register. 
 
SUPPLEMENTARY NOTE ON ANDOR FORMULA 
Andor provided us with the following formula for count conversion: 
eV = 3.65
counts
EM⁡gain
electrons⁡perA/D⁡count
QE
⁡ 
where 3.65 is a constant for photoelectron production in silicon. This is intended to aid 
back-calculation of the number of photons incident on the silicon. However, it misuses 
a principle which applies in the X-ray regime, where a single photon can generate 
multiple photoelectrons. Instead, we used the simpler formula 
#electrons =
counts
EM⁡gain
electrons⁡perA/D⁡count 
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which still failed to match the measured camera properties, likely due to camera gain 
ageing, which was particularly bad for the older 860 model. 
.
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