Abstract. Since the accuracy of finite element solutions of partial differential equations is generally mesh dependent, especially when solutions have singularities and discontinuities, a proper mesh generation is often important and sometimes crucial for an accurate numerical approximation of such problems. In this paper, the mesh transformation method is applied to the boundary value problems of elliptic partial differential equations, and it is proved that the method leads to the optimal finite element solutions.
Introduction
Consider the problem of minimizing an energy functional It is well known that, when the energy density W (x, u, v) satisfies certain general conditions on regularity, growth and coerciveness, and if W (x, u, ·) is convex, then the problem is solvable [1] and the solutions can be approximated by the finite element method [2] .
Since the accuracy of finite element solutions is generally mesh dependent, especially when solutions have singularities and discontinuities, a proper mesh generation is often important and sometimes crucial for an accurate numerical approximation of such problems. To reduce the mesh dependent of the finite element approximations, it is natural to involve the mesh distribution into the minimization procedure. The mesh transformation method was first introduced to compute microstructures in non-convex problems [3, 4, 5] . The idea of the mesh transformation method, which is to minimize the energy functional on all admissible finite element function spaces obtained by mesh distribution transformation, leads to the following discrete problem
where D is the computation domain,
with T h (D) being regular triangulations of D with mesh size h [2] and
and where the functional F (·, ·; D) is defined by
By setting
it is easily seen that
Compared with the standard finite element method which works on a finite element function space defined on a fixed finite element mesh, the mesh transformation method is actually trying to minimize the energy among finite element functions defined on all admissible finite element mesh distributions. In other words, the solution given by the mesh transformation method attains the lowest energy level among all admissible finite element function spaces defined by (1.5) and (1.6), and it is in such a sense that the solution is said to be the optimal finite element approximation. In fact, it is shown in section 2 that, for conforming finite element approximations of standard elliptic boundary value problems, the lowest energy is equivalent to the least error in the energy norm.
In section 3, the implementation of the mesh transformation method by the conjugate gradient method is discussed, where a mesh quality control term F q (ū, g; D), which takes into consideration of conformity (or isotropy) and uniformity (or equi-distribution) [6, 7] of the mesh distribution as well as a penalty term on the relative element volume det(∇g) tending to either zero or infinity, is added to the energy functional F (ū, g; D) to regularize the mesh transformation procedure [8] . More sophisticated applications of the mesh transformation method, such as to work on an initial mesh created by the mesh adaption or moving mesh method, will not be discussed in this paper. Numerical examples are given in section 4 to show the efficiency of the method.
Optimal finite element solution
Let V be a Hilbert space. Let a(·, ·) be a symmetric bilinear functional defined on V × V satisfying
where M ≥ α > 0 are constants, and · V is the norm of V . By (2.1), a(u, u) defines on V an equivalent norm of u, which we call the energy norm as it is in many applications. Let f (·) be a bounded linear functional defined on V . Define
Then, we have
Proof. Since u is a minimizer of
Thus, we have
This proves the theorem.
Then, u h is the optimal finite element approximation with the least error in energy norm, more precisely
where
is the set of finite element functions defined on all admissible finite element function spaces defined by (1.5) and (1.6).
Proof. The conclusion of the theorem follows directly from Theorem 2.1 and relation (1.9).
Remark 2.1. We point out here that the inequalities in (2.1) are not used in the proofs of theorems 2.1 and 2.2.
Implementation of the method
The discrete problem (1.3) can be solved by applying the conjugate gradient method. In general, local minimizers can be found in this way. However, noticing that the set T h (D) is not closed because of the constraint det ∇g > 0, a.e. in D (see (1.6)) and there is no guarantee that a minimizing sequence will not go to the boundary of T h (D), so we can not prove the existence of solutions for the discrete problem (MTM) (see (1.3)) [4, 5] . In fact, numerical experiments show that without mesh quality control the mesh can sometimes become increasingly irregular in the process of minimization and thus severely deteriorate the convergence behavior of the algorithm. The mesh quality can be brought under control by adding the following term into the energy functional F (ū, g; D) (see [8] for details)
where, denoting the monitor matrix by B ≡ ∇g(x)
which is the metric matrix of the deformed body defined on the computational domain,
is the conformity (or isotropy) control term [6, 7] ,
is the uniformity (or equi-distribution) control term [6, 7] , and
is the regularity control term, where p, s ∈ (1, ∞) are given constants, and α 1 ∈ [0, 1], α 0 > 0, α 2 > 0 are parameters to control the contributions of the mesh quality control terms.
, we obtain the regularized mesh transformation method
Obviously, larger α 0 implies stronger requirement on the mesh quality, and the mesh transformation method corresponds to α 0 = 0.
It is worth noticing that the mesh quality control is used here to guarantee the existence of a solution and to improve the convergence behavior of the minimizing procedure. The purpose of mesh transformation is to lower the energy as much as possible by mesh re-distribution, and this is the key issue that differs the mesh transformation method from the moving mesh method (see [6, 7] among many others) where the mesh is redistributed according to the so called equi-distribution principle for the numerical solution obtained. In application, the parameter α 0 is set initially to a value so that the value of F q (ū 
for all u ∈ U(u 0 ; Ω) and for some constants
, C 2 > 0 and p > 1. Then, the discrete problem of the regularized mesh transformation method (3.6) has at least one solution for any given parameter
Proof. Noticing that for a given regular triangulation T h (D) the element volumes are bounded both from below and above by a positive number, thus by the property of the relative element volume control term F q,r , we conclude that det ∇g h and (det ∇g h ) −1 are bounded for a minimizing sequence. On the other hand, by the inequality (3.7), a minimizing sequence of
Thus, the conclusion of the theorem follows from the standard compactness argument and the continuity of F α which is a consequence of W (·, ·, ·) being continuous. 
.
Since ε > 0 is arbitrary and F q is non-negative, the inequality (3.10) implies the equation (3.8) .
By the definition of F α and the fact that F q is non-negative, Theorem 3.2 implies that the solutions (u α h , g α h ) of (RMT) is a minimizing set and hence is also a bounded set in
is of finite dimension, we have, by extracting subsequences, that (u α h , g α h ) converge to finite element solutions of (MTM). This together with the approximation property of the mesh transformation method [4, 5] show the convergence of the regularized mesh transformation method.
Numerical examples
Let Ω = D = (−1, 1) 
Let the energy functional F (u; Ω) be given by
and the admissible function space U(u 0 ; Ω) be given by
Our numerical experiments showed that the numerical results are not very sensitive to the choice of α 1 and α 2 , however, a better choice can more efficiently bring the mesh quality under control and at the same time leave enough room for the mesh to be transformed. In the following numerical experiments, we set the initial value of α 0 to 10
and set α 1 = 0.5, α 2 = 10 3 in the mesh quality control term F q (ū h , g h ; α 0 , α 1 , α 2 ), and we take p = 2 and s = 4 in (3.4), and since the function f varies rapidly in Ω, we use a ten point quadrature rule on each element to compute the integral Ω f u dx to limit the inference of the quadrature error. Even though the conjugate gradient method usually leads only to a local optimal mesh distribution, numerical experiments show that the error can often be significantly reduced.
Example 1. Let k > 0 and a > 0 be given constants. Let u 0 = 0 and ), that is the energy norm of the error is proportional to the inverse of the square root of the total number of nodes in the mesh. Figure 4 shows the convergence behavior of finite element solutions for Example 2, where we see again that the energy norm of the error is proportional to the inverse of the square root of the total number of nodes in the mesh. We can also see in Figure 4 that, as the parameter a increases, that is as the solutions having sharper variants, the accuracy of the numerical results obtained on the uniform meshes becomes poorer and poorer, while the accuracy of the numerical results obtained by the regularized mesh transformation method is essentially independent of the parameter a. Remark 4.1. To reduce the error caused by the numerical quadrature, the size of the elements where f and u vary rapidly should not be allowed to become too large, the regularity control term F q,r (g) plays an important role here. Remark 4.2. How to find the global optimal mesh is an open problem. However, in applications, it is not really necessary to find the global optimal mesh, a local optimal mesh can usually reduce the error efficiently, as is shown in Figure 1 and Figure 4 . Remark 4.3. As we see in the numerical results that the mesh transformation can generate triangles with large angles, however, this will not lead to inconsistent approximation as might happen in general if such triangles are not properly oriented, since the mesh is optimized, at least locally, to reduce the approximation error, which guarantees the approximation error in gradients are small. 
