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Abstract
Minimalistic Peptide-Based Supramolecular Systems
Relevant to the Chemical Origin of Life
by
Daniela Kroiss

Advisor:

Prof. Rein Ulijn

Co-advisor: Prof. Tell Tuttle

All forms of life are based on biopolymers, which are made up of a selection of simple
building blocks, such as amino acids, nucleotides, fatty acids and sugars. Their
individual properties govern their interactions, giving rise to complex supramolecular
structures with highly specialized functionality, including ligand recognition, catalysis
and compartmentalization. In this thesis, we aim to answer the question whether short
peptides could have acted as precursors of modern proteins during prebiotic evolution.
Using a combination of experimental and computational techniques, we screened a
large molecular search space for peptide sequences that are capable of forming
supramolecular complexes with adenosine triphosphate (ATP), life’s ubiquitous energy
currency, and uridine triphosphate (UTP). Our results demonstrate that peptides as short
as heptamers can form dynamic supramolecular complexes, adapt their structure to a
ligand upon binding, undergo phase-separation into spatially confined compartments
and catalyze nucleotide-hydrolysis.
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Preface
My love for science is rooted in my childhood, when I was fascinated by astronomy and
space crafts, dreaming of becoming an astronaut one day. Besides my passion for
astronautics, another topic that was of particular interest to me was how life originated
on Earth and how evolution gave rise to the specific set of organisms that are found on
our planet today. To my disappointment, I often had to realize that there were no
satisfying answers to all my questions.
While my professional goals changed over time, my enthusiasm for science persisted
and I decided to study Biotechnology at BOKU in Vienna. For my Master’s thesis, I joined
a research group in the Department of Biochemistry, where I discovered how much I
enjoyed working in the lab and hence decided to pursue a Ph.D. A few weeks after
graduating from the Master’s program, I went on a trip to New York, where the energy
and diversity of the city and its residents impressed me deeply. Upon my return to
Austria, my former advisor coincidently told me about his collaboration with a researcher
at CUNY and the Biochemistry Ph.D. program at the Graduate Center. I instantly decided
to apply and arrived in New York ten months later to start the program.
Following a few detours, I learned about Rein Ulijn’s group at the ASRC and started
working in his lab as a rotation student. He challenged me with the question of how I
would approach the search for short peptide sequence that is capable of interacting with
adenosine triphosphate (ATP). The ultimate goal of the proposed project was to design
minimalistic peptide-based materials that use ATP as an energy source to sustain an
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active, out-of-equilibrium state. I realized that this work was strongly related to some of
the questions regarding the origin of life, such as the search for simple compounds with
specific functions and the challenge to harvest energy from a fuel source. Moreover, I
started to work in collaboration with Tell Tuttle’s group at the University of Strathclyde
in Glasgow, which enabled me to learn how to perform molecular dynamics simulations
to study the properties and interactions of short peptides and small ligands in silico.
Thus, this project allowed me to connect state-of-the-art nanotechnology with the study
of some of the fundamental questions of prebiotic chemistry.
During my third year in the program, I was able to attend a Winter School in Japan that
brought together researchers from different disciplines, including chemists, biologists,
geologists, physicists and astronomers. This experience has strongly influenced my
understanding of how the origin of life was governed by the environmental conditions
present on Earth at that time.
Three years of research on this project have resulted in the discovery of novel short
peptides that are able to perform, in a simplistic way, some of the core functions that are
fundamental to all forms of life as we know it. The present thesis aims to put these
findings in context with the environmental constraints that are thought to have existed
at this point in time. Our conclusions add weight to the proposal that simple peptides
could have served as precursors of today’s highly evolved molecular machines during
the early stages of prebiotic chemistry.
While we may never know in detail how life originated on Earth, I am confident that by
applying the tools that modern Nanotechnology offers us, we will be able to design
systems that display the defining features of life in the near future.
x

Everything must be made as simple as possible, but not simpler.

Albert Einstein
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1. Introduction

1

1.1. Thermodynamic principles underlying life on Earth

One of the biggest obstacles in trying to understand the origin of life on Earth is the lack
of a clear definition of what life is. A priori, life is absent from any physical or chemical
description, meaning that neither of them provide conclusive information on whether
something is alive. In biology, the term ‘life’ is associated with function, behavior,
survival, reproduction and heredity. From a physical perspective, some characteristics
of life can be described in terms of location, time, energy, temperature and number of
particles.1 While there is no physical property that is only present in living systems, there
are several properties that are distinctive of life (albeit not unique to life). These include
the ability to self-replicate, to store information, to take up energy, and to respond to
signals from the environment. One of the key characteristics of all forms of life is that
they sustain a steady state that is far from the thermodynamic equilibrium.2,3

1.1.1 The laws of thermodynamics
Thermodynamics is the study of work and energy of a system in its thermal, chemical,
electrical and mechanical form. The four laws of thermodynamics describe the
macroscopic properties of systems that are near thermodynamic equilibrium. Statistical
mechanics are required to describe the properties of individual components of a
thermodynamic system.4
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The first law of thermodynamics states that the internal energy 𝑈 of an isolated system
is constant. It describes how kinetic and potential energy can be dissipated as heat 𝑄,
or may be used to perform work 𝑊, on a system (Equation 1.1). It is therefore an
expression of the principle of energy conservation.5
∆𝑈 = 𝑄 − 𝑊
Equation 1.1

The second law of thermodynamics introduces the concept of entropy. It states that, in
an isolated system, differences in temperature, pressure, and chemical potential average
out over time. the term entropy is used to describe how far this process has progressed
(Equation 1.2). At equilibrium, the entropy of the system reaches its maximum. In other
words, entropy can be interpreted as a measure for the number of possible degrees of
freedom in a system, which is commonly referred to as disorder.
An important consequence of the second law of thermodynamics is that the entropy of
a system is constant when it undergoes a reversible process (Equation 1.3), but must
increase when involved in an irreversible process (Equation 1.4).6 Hence, the ratio of two
chemical reactions (forward and backward) is controlled by their difference in enthalpy 𝐻,
which corresponds to the amount of heat 𝑄 that is exchanged with the environment in
the process. This heat exchange divided by temperature 𝑇 provides the change in
entropy 𝑆 in the environment. Consequently, the irreversibility of a reaction can be
quantified by the change in entropy.
∆𝐺 = ∆𝐻 − 𝑇∆𝑆
Equation 1.2

3

𝑑𝑆 =

-.
/

Equation 1.3

𝑑𝑆 >

-.
/

Equation 1.4

The third law of thermodynamics provides an absolute definition of entropy, stating that
the entropy of a system reaches its minimum at a (only theoretically possible)
temperature of zero Kelvin. At this temperature, the entropy of a pure perfect crystal
would be zero. Most practical applications in which this law comes into effect concern
ultra-low temperature systems. Nevertheless, it provides an important mathematical
reference point.
The zeroth law of thermodynamics describes the thermal equilibrium and provides the
large-scale definition for temperature. A system that does not receive any input of energy
will progress towards thermal equilibrium with the environment which it is in contact with
by transferring energy in form of heat. Hence, two systems that are at thermodynamic
equilibrium will have the same temperature.4

1.1.2 Life operates far from chemical equilibrium
It is important to note that the laws of thermodynamics are time-symmetric, meaning
that all processes described are reversible. While the energetics of living organisms can
generally be described by the laws of thermodynamics, all forms of life violate the
principle of time-reversal symmetry, as they perform a myriad of reactions that are not
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reversible. The reason for that is that time-reversal symmetry requires a balance at
thermal and chemical equilibrium. A system at chemical equilibrium cannot undergo
reactions that are energetically uphill. Living organisms, however, are not at thermal or
chemical equilibrium because they are not in stationary states, but sustain a steady-state
far from equilibrium that requires a continuous flux of matter and energy in order to be
maintained.3
Many chemical reactions that occur in living organisms are energetically unfavorable.
This is made possible by coupling endergonic reactions with favorable, spontaneous
reactions through a shared intermediate. One example is the phosphorylation of glucose
in the first step of glycolysis, which is required to prevent the sugar from diffusing out of
the cell.7 The reaction of substrate level phosphorylation is energetically unfavorable
(ΔG0=14 kJ/mol), yet by coupling it to the hydrolysis of ATP to ADP and PO43- (ΔG0=-28
kJ/mol), the overall reaction becomes thermodynamically favorable with a net ΔG0=-14
kJ/mol. Since the spontaneous rate of this reaction is very low, it needs to be enhanced
by a catalyst, the enzyme hexokinase.8
In addition to the ability to sustain an out of equilibrium state, another important
characteristic of life is that there is a relationship between structure and function. Hence,
the mere chemical composition is not sufficient to describe the system. As per the
second law of thermodynamics, an increase in entropy is energetically favorable and
therefore highly ordered states are disfavored. Remarkably, living organisms feature a
high degree of organization, taking on a very limited subset of possible arrangements
that would be theoretically available to the constituents of which they are made.

5

The physical explanation for this is provided by the Arrhenius equation and the MaxwellBoltzmann distribution. The Arrhenius equation describes the dependence of the rate of
chemical reaction 𝑘 on the absolute temperature 𝑇 (Equation 1.5). The MaxwellBoltzmann distribution provides a direct relationship between the dissipation of energy
in a reaction and the likelihood of a state (Equation 1.6).
𝑘 = 𝐴𝑒

456
78 /

Equation 1.5
Where 𝑘 is the rate constant, 𝐴 is the frequency of collisions in the right direction (specific for a
chemical reaction), 𝐸: is the activation energy of the reaction, 𝑇 the absolute temperature and
𝑘; is the Boltzmann constant.

𝐹∝𝑒

>?@AB
@8 C

Equation 1.6
Where 𝐹 is the probability of a state, 𝐸7DE is the kinetic energy, 𝑇 is the absolute temperature
and 𝑘; is the Boltzmann constant.

Consequently, it can be energetically favorable for a system to take on a highly ordered
state if this high degree of organization allows for dissipation of energy. This
interpretation is supported by recent theoretical studies which suggest that under certain
conditions atoms will spontaneously arrange into ordered structures.9 This effect is
called dissipation-driven adaptation and it is thermodynamically favorable due to the
release of energy in form of heat, which causes a net rise in entropy in the environment.
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1.1.3 Life as the fourth geosphere
As described above, one of the most important characteristics of living systems is that
they operate far from equilibrium and require continuous input of energy. This is achieved
by a cycle of biochemical reactions referred to as metabolism, which converts energy
stored in biomolecules into a form of energy that can be used by the organism to sustain
cellular processes and synthesize new biomass. In biology, metabolism is considered
the underlying requirement to sustain life. However, there are insights that suggest that
the opposite is the case, that metabolism is an inevitable consequence of the properties
of our planet and life is simply a way to sustain this metabolism.8

Figure 1.1: Evolutionary timeline from the origin of Earth to the diversification of life. After
the Earth formed approximately 4.5 billion years (Ga) ago, it took several hundred million years
for a solid planetary surface to form. As a result of the geothermal activity, plate tectonics
developed, providing the energy to develop the first forms of life (last universal common ancestor
LUCA) and sustain life on Earth until today. Adapted with permission from Fani et al. Evo: Edu
Outreach, 2012, 5, 367-381. Copyright (2012) Springer US.

7

Earth is made up of four distinct, yet interconnected spheres, the atmosphere, the
hydrosphere, the lithosphere and the biosphere. To understand the origin of life on our
planet, it is important to recognize that the biosphere is strongly connected to the other
three geospheres. The history of Earth began approximately 4.54 billion years ago, when
it formed by accretion from the solar nebula (Figure 1.1).
During planetary accretion, Earth captured radioactive elements, the most abundant of
which are uranium-238, uranium-235, thorium-232 and potassium-40. These elements
decay over time into other, more stable components through nuclear fission, dissipating
energy in form of heat in the process. In addition, for the first 100 million years, a period
known as the early Hadean Eon, impacts from extraterrestrial bodies released high
amounts of heat, such that the surface of the newly formed planet was molten. As Earth
cooled down, its surface organized into a rocky lithosphere and a liquid hydrosphere
surrounded by an anoxic atmosphere.8,10,11
Today, the energy released from continuous radioactive decay and gravitational forces
in the planet’s core causes thermal convection in the molten mantle of the Earth and
sustains the geothermal activity of the planet.10 As shown in Figure 1.2, the lithosphere
makes up the outer most layer of the planet, comprising the upper mantle and crust and
it is broken into several plates. The thermal convection in the mantle and the geological
properties of the lithosphere gave rise to modern plate tectonics 3.6 – 3.2 billion years
ago.12 This marked the beginning of the movement of the continental plates over the
surface of the Earth, which is still going on today and brings about a number of geological
phenomena.13

8

Whenever two continental plates move towards each other, a convergent boundary is
formed, leading to subduction of the denser plate and the uplift of rocky material to form
mountains (Figure 1.3A). The enormous forces that are at work in the process cause
earthquakes and volcanic eruptions in that region.

Figure 1.2: Geological composition of the Earth. Earth consists of the inner core, outer core
and mantle. The most outward layer of the mantle is the lithosphere. Reproduced from National
Geographic

Encyclopedia,

Copyright

(2015)

U.S.

Geological

Survey.

Available

at

https://www.nationalgeographic.org/encyclopedia/lithosphere (accessed June 28th 2019).

Since the total surface of the lithosphere is constant, the subduction of a plate in a
convergence zone leads to the formation of new crust in a divergent boundary through
the rise of basaltic magma from the upper mantle.14
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This phenomenon, when taking place in the ocean, is known as seafloor-spreading and
involves magma chambers that discharge molten rock onto the ocean floor (Figure
1.3B). The uprising magma leads to the formation of hydrothermal vents. Together, these
processes are described by the theory of plate tectonics, which was only widely
accepted in the early 1960s.15

Figure 1.3: Plate tectonics cause subduction zones and seafloor spreading. (A) Illustration
of subduction zones over ocean crust (top) and continental crust (bottom). (B) Schematic profile
across the plate boundary at a mid-ocean ridge. Adapted with permission from Frisch et al. Plate
Tectonics, 2011. Copyright (2011) Springer, Berlin, Heidelberg.

A special kind of hydrothermal vents are the so-called black smokers, which emit hot,
acidic water that is rich in transition metals, CO2, H2S, H2 and CH4, all of which are
dissolved from the magma chamber that is typically located 1-3 km beneath the ocean
floor (Figure 1.4).16,17 More recently, a different type of vent system was discovered in
the Lost City Hydrothermal Field, which is located several kilometers away from the
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spreading zone and emits alkaline water at moderate temperatures.18 At that site,
hydrogen gas is formed during a geochemical reaction called serpentinization, which is
the oxidation of ultramafic rock by water. The resulting H2 gas reduces carbonates and
sulfates to form CH4 and H2S.19 Both those vent systems harbor rich ecosystems that
use the energy from thermal and chemical gradients as well as the dissolved elements
and gases and have therefore been considered as the place where the first metabolic
reactions on Earth might have originated.17,19–21

Figure 1.4: Black smoker. Hydrothermal vent at 2980 m depth in the Mid-Atlantic Ridge.
Reproduced from Rogers et al. European Marine Board, 2015. Copyright (2015) EMB. Available
at: http://www.marineboard.eu/publication/delving-deeper-policy-brief (accessed 29th June
2019).
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The earliest evidence of life on Earth dates back to approximately 3.5 billion years ago
and stem from stromatolites that were found in sand stone in Western Australia.22 Fossil
records from this period of Earth’s history are scarce because sedimentary rocks from
the Early Archean are only known to have survived in few locations, including the Pilbara
craton of Western Australia and the Barberton Greenstone belt of South Africa. At both
sites, scientists have found stromatolites and microscopic fossils (Figure 1.5).23–25

Figure 1.5: Oldest traces of life on Earth. (A) Stromatolitic mats from the 3.25 Ga Fig Tree
Group of South Africa. Adapted with permission from Byerly et al. Nature 1986, 319, 489-491.
Copyright (1986) Springer Nature. (B) Microbial filament from the 3.32 Ga Kromberg Formation
of South Africa. Adapted with permission from Buick et al. Alcheringa 1981, 5, 161-181.
Copyright (1981) Taylor & Francis. (C) Stratiform stromatolites from the 3.50 Ga Dresser
Formation in Western Australia. Adapted with permission from Schopf et al. Precambrian
Research 2007, 158, 141-155. Copyright (2007) Elsevier.

In summary, this data suggests that life emerged on Earth relatively early and at around
the same time as plate tectonics. Interestingly, Earth is the only planet we know of so far
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that has this geological feature. Generally, the surface of Earth today is very different
from that of any other planet in our solar system, in a sense that it is much more complex.
From what we know today, it is plausible to assume that life depends on the geothermal
activity of Earth and is therefore an inherent property of our planet, rather than a feature
that was started by a serendipitous event. The three geospheres of the young Earth
imposed selection rules and eventually led to an ordered hierarchy of structures that
emerged into complex functions.

1.1.4 The core metabolism of life on Earth
The three non-living geospheres received continuous input of energy from solar photons
and the geothermal activity of the mantle and core of the early Earth. It is assumed that
this energy flow led to the formation of simple reaction networks that gave rise to
prebiotic molecules and, eventually, the first protocell. At the time of emergence of the
first metabolism on Earth, the atmosphere was anoxic and consisted mainly of nitrogen
and variable amounts of hydrogen gas (H2) und carbon dioxide (CO2) that were produced
by the geothermal activity of the young planet. In order for life to persist, it must be
integrated into the planet’s chemical reactions to ensure continuous supply of energy,
otherwise it would quickly vanish.8,10
Modern organisms can be categorized according to their preferred energy source and
metabolic pathways. Autotrophs (from Greek autos and trophe, meaning ‘self-feeding’)
are on the primary level of the food chain, as they are capable of synthesizing all
molecules essential to their metabolism from one-carbon compounds such as carbon
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dioxide and methane. Thus, they do not require any organic compounds from their
environment. Modern autotrophs include algae, plants and some bacteria.
In contrast, heterotrophs rely on the uptake of organic carbon from their environment.
Moreover, heterotrophs can be distinguished further, based on their metabolism, as
either oxidative or reductive. It is important to keep in mind that the oxygen that is
consumed by oxidative heterotrophs today was not always present. The oxygenic
atmosphere of Earth is a product of the metabolism of reductive autotrophs that carried
out photosynthesis, which lead to the first Great Oxidation Event 2.1 billion years ago.26
The question of whether the first living organisms on Earth were autotrophs or
heterotrophs has caused controversy within the scientific community for many years. In
his famous paper from 1936,27 Oparin presented his ‘prebiotic soup’ theory, proposing
that organic molecules formed spontaneously on the prebiotic Earth and subsequently
enabled the emergence of heterotrophic organisms that consumed these compounds.28
One important argument in favor of the heterotrophic origin of life is the fact that there
are known chemical mechanisms that could have led to the spontaneous formation of
organic molecules, independent from any metabolism (see Section 1.2. for details). It
remains unclear, however, how these primitive organisms could have developed a robust
metabolism that enabled the evolution of more complex forms of life.
An alternative hypothesis was introduced by Wächtershäuser 50 years later, in which he
suggested that the first living organism were autotrophs that were able to fixate carbon
at liquid-solid interfaces in a sulfide-rich environment.29 This ‘metabolism-first’ model
states that a set of fundamental biochemical reactions existed and sustained some kind
of ancient metabolism before the first biopolymers were formed.
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It is based on the assumption that life started from CO2, which was reduced by the first
living organisms using H2, as an electron donor, to form organic compounds.30
In this regard, the Acetyl-CoA-pathway is particularly interesting because it provides a
source of carbon (through CO2 fixation) as well as a source of ATP (through
chemiosmotic coupling) simultaneously. It reduces two molecules of CO2 to form an
acetyl-group, which reacts with a third molecule of CO2 and two electrons to produce
pyruvate.31,32
Recently, it was demonstrated that native transition metals such as Fe0, Ni0 and Co0 can
selectively reduce carbon dioxide to acetate and pyruvate independent from enzymes
and complex cofactors in aqueous medium under ambient conditions (Figure 1.6).33
Moreover, phylogenetic studies suggest that the Acetyl-CoA pathway dates back all the
way to the beginning of the genetic code, making it the most ancient metabolic pathway.
Thus, it is reasonable that it served as the link between abiotic chemical reactions and
the first protometabolism.34

Figure 1.6: Non-enzymatic formation of acetyl-CoA and pyruvate. Carbon dioxide is reduced
to acetyl-CoA and pyruvate in the presence of metal ions. Organic and metallic cofactors are
depicted as horizontal line. Reproduced with permission from Varma et al. Nat. Ecol. Evol. 2018,
2, 1019-1024. Copyright (2018) Springer Nature.
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Another ancient metabolic pathway that allows for the fixation of CO2 is the reductive
(reverse) Krebs cycle. It can use hydrogen, sulfide and thiosulfate as electron donors35
and six out of its eleven steps are catalyzed non-enzymatically by metal ions (Zn2+, Cr3+)
under acidic conditions.36 Importantly, the reductive amination of intermediate ketoacids
to form amino acids was also observed. Moreover, several steps of the cycle have been
found to be promoted via photochemistry on the surface of minerals.37 It should be noted
that the last step of the Acetyl-CoA pathway, the reductive carboxylation of acetyl-CoA
to pyruvate, is also the first step in the reductive Krebs cycle.33 Indeed, it has been
proposed that there may have been a prebiotic reaction network containing both the
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Acetyl-CoA pathway and (at least parts of) the reverse Krebs cycle (Figure 1.7).
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for synthesis of 3, showing the role of its intermediates as universal biosynthetic precursors19,20. The steps of the cycle are labelled alphabetically. Variants
with an incomplete rTCA cycle that stops after step F have also been proposed6,21. ATP, adenosine triphosphate.

Acetyl-CoA pathway and the reductive Krebs cycle. Carbon dioxide is reduced to acetyl-CoA,
reduction and (de)hydration steps of the rTCA cycle under the
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Results and discussion

As discussed above, the atmosphere of the early Earth contained high concentrations of
CO2. Around 20 million years ago, however, carbon dioxide made up only 0.03 % of the
atmosphere and it remained at that concentration until the industrial revolution.38 The
reduction of CO2 content in the atmosphere was a direct consequence of life on Earth,
as living organisms reduce CO2 to produce organic compounds. A significant percentage
of the carbon that used to be in the atmosphere now exists in the form of carbonate
minerals, which are the remains of living organisms.39
It is worth looking at this process from a thermodynamic point of view. Hydrogen can
donate electrons to carbon or oxygen, producing methane (CH4) and water. The
products of this reaction are in a lower energy state compared to the reactants, however
the activation energy for the respective chemical reactions is so high that they do not
take place spontaneously in lifeless environments. However, living organisms are
remarkably good at catalyzing these reactions. Thus, the reduction of CO2 by living
organisms leads to an overall lower energy state. Moreover, it has been proposed that
the first metabolic pathways emerged spontaneously to dissipate geochemical redox
gradients that were formed between the reduced iron-core of Earth and its comparably
oxidized surface.40 Consequently, it can be claimed that the emergence of the Krebs
cycle was inevitable under the present geological conditions.8
The reduction of CO2 to methane and water is not a one-step reaction, but requires
several intermediate steps that produce a set of eleven different molecules along the
way. From an energetical perspective, these molecules make up the Krebs cycle and
serve as building blocks for the 250-300 biomolecules (including proteins, sugars,
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nucleotides, fatty acids and cofactors) that comprise the core metabolism found in all
forms of life.7,41
Remarkably, there are organisms alive on Earth today that use the Krebs cycle as their
only metabolic pathway. These archaea are completely self-contained and are found
close to black smokers in the deep sea. From a genetic point of view, they are closely
related to the hypothesized last universal common ancestor (LUCA), representing the
organisms that are closest to the first branch of the phylogenetic tree (Figure 1.8).
Moreover, results from a recent genetic study42 analyzing more than 6 million proteinencoding genes suggested that LUCA was an anaerobic thermophilic organism that
used the Acetyl-CoA pathway for carbon-fixation and likely inhabited an environment
rich in H2, CO2 and iron.
In summary, this data supports the hypothesis that the first organisms were autotrophs
that emerged in a hydrothermal, acidic, metal-rich environment, such as black smokers.

Figure 1.8: Illustration of a phylogenetic tree. Simplified representation of a phylogenetic tree
depicting the split of bacteria from archaea and eukaryote and the subsequent development of
archaea as a separated branch of life.
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1.1.5 The energy-carriers sustaining life
Despite the versatility of biochemical reactions found throughout metabolic pathways
today, all known organisms utilize the same source of energy, the ubiquitous fuel of life,
adenosine triphosphate (ATP). Hydrolysis of the nucleotide produces adenosine
diphosphate (ADP) and inorganic phosphate and releases approximately 28 kJ/mol free
energy that drives essential molecular processes to support the dynamic structures and
functions of the cell.7,41 The principal activity of metabolism is to recycle phosphatecompounds using redox energy to enable cellular fluxes such as carbon fixation and
primary biosynthesis. Moreover, phosphate esters and anhydrides are crucial building
blocks for the synthesis of coenzymes and biopolymers (such as DNA and RNA) and
play an important role in cell signaling. Phosphates also take on a special role due to the
unique capability of the phosphodiester bond to catalyze dehydration reactions in
aqueous media.43
The biochemical reactions making up all metabolic pathways are sustained by three
primary energy-carrying subsystems (Figure 1.9), namely transferable electrons in redox
couples,

phosphoryl

groups

and

membrane-exchangeable

protons.44

Oxidation/reduction couples are used to transfer electrons, either by changing the
electric charge of a metal center or an ionic reactant or by transferring a partial charge
through bond rearrangement. Phosphoryl groups perform two main functions, they
transfer energy to other leaving groups and drive polymerization reactions. Both energy
carriers, the reductants and the phosphates, supply energy to important synthetic
reaction pathways via a variety of cofactors such as NAD, FAD, quinones (reductants)
and nucleoside di- and triphosphates.
19

Figure 1.9: The three major energy-carrying systems of life. Redox couples, protons and
phosphoryl-groups drive all biochemical reactions. The free energy is transduced between each
pair of sub-system via quinones, thioesters and ATP-synthase proteins.

Substrate-level phosphorylation is the biochemical pathway that connects the energy
from redox and phosphate systems directly through modification of chemical bonds.
Compared to electron or proton transfer, substrate level phosphorylation is more
complicated because the atoms in the transferred group retain their internal bonding
configurations.
Thioester bonds are most commonly used in substrate-level phosphorylation, where
they are substituted for a phosphate bond. The reasons for this are two-fold. Firstly,
thiols and phosphates are both good leaving groups from a carbonyl, hence their
substitution does not require a high energy of activation. Secondly, thioesters can be
reduced to aldehydes by coupling the reaction to the oxidation of NADH or NADPH.
Consequently, thioesters act as a bidirectional linker to connect redox reactions with
dehydration reactions of phosphoryl groups. In heterotrophic organisms, the EmbdenMeyerhof-Parnas pathway of glycolysis provides a direct source of ATP.
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There is no organism known today that relies exclusively on substrate-level
phosphorylation. This might be due to the fact that the number of reactions that connect
redox with phosphate systems is remarkably low. To link them together efficiently, an
additional energy-carrier system is required, the proton-motive force. It is based on
proton gradients separated by a membrane and uses the chemical energy from electrontransport chains to drive the process of oxidative phosphorylation, which leads to ATPsynthesis through the mechanical work of the protein ATPase.
The dominant energy-carrying system in most organisms today is a combination of
electron transport and proton pumping at membranes. Even though ATPases are highly
conserved proteins throughout all forms of life found on Earth today, one cannot ignore
that their structure requires translation on another sophisticated molecular machine, the
ribosome. Moreover, its function depends on the existence of electrochemical gradients
that build up across membranes. However, it has been shown for bacteria and archaea
that the mechanism of chemiosmotic energy harnessing is more conserved than that of
producing proton gradients. This suggests that the earliest organisms could have used
reduced C1-compounds and proton gradients that occur at alkaline hydrothermal vents
to conserve energy in form of ATP.45–47
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1.2 The building blocks of the chemical origin of life

1.2.1 Amino acids and nucleotides at the chemical origin of life
Life on Earth is based on several classes of biopolymers, including proteins, nucleic
acids and saccharides. In modern organisms, proteins are synthesized by a complex
supramolecular machinery, which translates the genetic information stored in DNA. The
resulting products subsequently regulate the biosynthesis of additional constituents of
the cell. The machinery consists of highly complex molecules that need to be
synthesized de novo by the cell itself. This constitutes a classical ‘chicken and egg’
dilemma, where it seems impossible to resolve which came first.
It is extremely unlikely that such a sophisticated system, as present in today’s organisms,
could have formed spontaneously. Rather, is has been proposed that the prevailing
structures evolved from much simpler precursors that were able to perform the same
basic functions. While it remains unclear, which class of biomolecules arose first,
significant progress has been made in recent years to elucidate possible prebiotic
reactions that produce the simplest building blocks from which most essential
biomolecules can be synthesized, namely amino acids, pentose sugars, pyrimidines and
purines.
The most famous experiment concerning prebiotic chemistry was conducted in 1952 by
Stanley Miller and Harold Urey.48,49 They combined water, methane, ammonia and
hydrogen into a glass flask and exposed the mixture to water vapor and electrical sparks.
The resulting reducing gas mixture was thought to be representative of the primitive
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atmosphere. After one week, the reaction was stopped and its products were analyzed
by paper chromatography.
In the original work, five amino acids were identified, namely glycine, a- and b-alanine,
aspartate and a-aminobutyric acid. In 2007, preserved samples of an original experiment
from the 1950s, conducted in presence of H2S and CO2, were re-analyzed using high
performance liquid chromatography (HPLC) and time-of-flight mass spectrometry (TOFMS). Racemic mixtures of 23 different amino acids and four amines were detected,
including valine, leucine, isoleucine, methionine, glutamate, threonine, serine and
ethanolamine.50 It has been proposed that these amino acids are formed from organic
precursors, such as hydrogen cyanide, ethylene and acetylene, that are readily
synthesized in a H2S-containing atmosphere, as it is present, e.g., in volcanic plumes.51
Besides electric sparks, other types of energy source such as UV52, X-ray53 and proton
irradiation54 have been used successfully to synthesize amino acids from organic
precursors. Importantly, the results of these experiments revealed, that from all the
theoretically possible products, only a small number of compounds, including a-amino
acids, are produced. The underlying mechanism is a variation of the Strecker reaction,55
which starts with the formation of cyanide and aldehyde in the gas phase and produces
a-aminonitriles via condensation with ammonia. Subsequent hydrolysis of the nitrile
group to a carboxylate yields a-amino acids. The structure of the amino acid is
determined by the structure of the aldehyde precursor. The simplest reactions include
the formation of Gly from formaldehyde and of Ala from acetaldehyde.56 Importantly,
these amino acids were observed in the original Miller-Urey experiment in high yields.
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While the pathways discussed above presume that the first amino acids were
synthesized on the surface of the Earth, submarine hydrothermal systems have also
been proposed as possible site of prebiotic synthesis.17 If ammonia, cyanide and
formaldehyde were prevalent there in high concentrations, they could serve as building
blocks for amino acid synthesis via the Strecker reaction.57 However, experiments have
shown that the stability of these compounds is drastically decreased with increasing
temperatures.58 Thus, amino acid formation in hydrothermal systems would have
required a mechanism by which precursor molecules were stabilized and concentrated.59
Another possible scenario is the extraterrestrial origin of amino acids. To date, over 80
different amino acids have been identified in chondrites, including several canonical
ones.60,61 Importantly, meteoritic amino acids show enantiomeric excess of the L-form.61
Thus, they could have contributed to the homochirality that occurs in all forms of life on
Earth today.
Besides amino acids, sugars are important building blocks of biological structures. The
discovery of the Formose reaction was another milestone in the search for prebiotic
chemical reactions that produce basic building blocks of biology.62 It describes the
formation of sugars from formaldehyde through a five-step reaction cycle catalyzed by
a base and divalent cation (Figure 1.10).63 In the first step, glycolaldehyde (1) is formed
via dimerization of two molecules of formaldehyde. In the second step, a third molecule
of formaldehyde is added to form glyceraldehyde (2), which undergoes isomerization to
yield dihydroxyacetone (3). The latter can further react with a molecule of glycolaldehyde
to form ribulose, which can be converted into ribose via isomerization. Alternatively,
dihydroxyacetone can react with another molecule of formaldehyde to produce tetrulose
24

(4), which undergoes isomerization to aldotetrose (5) and finally yields two molecules of
the initial reagent, glycolaldehyde, via a retro-aldol reaction.
It should be noted that, while the rate of the first reaction step is low, the cycle is
autocatalytic. Consequently, the number of glycolaldehyde is increased by the factor of
one billion after only 30 cycles. Thus, the Formose reaction cycle constitutes an
important pathway for the prebiotic synthesis of ribose, a building block that occurs in
nucleotides, metabolic cofactors (e.g. NADH), secondary messengers (e.g. cGMP) and
energy carriers (e.g. ATP).

Figure 1.10: Five-step autocatalytic Formose reaction cycle. Formaldehyde dimerizes to
glycolaldehyde (1), addition of another formaldehyde molecule produces glyceraldehyde (2)
which isomerizes to dihydroxyacetone (3). From 3, ribose, a building block of nucleotides, can
be formed. Upon addition of another molecule of formaldehyde, tetrulose (4) is formed, which
isomerizes to aldotetrose (5). A retro-aldol reaction produces two molecules of 1 from 5.
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The Miller-Urey experiment and the Formose reaction cycle offer plausible pathways for
the prebiotic synthesis of amino acids and ribose from simple inorganic compounds.
Another fundamental class of compounds are nucleobases, which are the building
blocks of DNA and RNA. In contrast to the formation of amino acids, synthesis of
nucleobases requires rather complex reaction pathways. Nevertheless, several plausible
reactions that produce purine or pyrimidine bases have been discovered in recent years.
Sutherland et al. demonstrated that activated pyrimidine ribonucleotides can be formed
from simple starting materials such as cyanamide, glyceraldehyde and inorganic
phosphate and that the reaction can occur under conditions that could have prevailed
on the early Earth.64 Carell et al. reported the synthesis of stereoselective purine
nucleosides in high yields from small organic molecules such as cyanide, ammonia and
formic acid derivates.65 Moreover, it has been demonstrated that condensation of ribose
with the purine nucleobase adenine produces the corresponding ribonucleoside
adenosine.66
Besides their crucial function in conservation and propagation of genetic information,
nucleobases are essential components of metabolism in the form of nucleoside
phosphates, which act as cofactors and/or the source of chemical energy. The
nucleotide adenosine triphosphate is used by all forms of life, from ancient archaea that
evolved more than 2.7 billion years ago67–69 up to modern organisms. It has been shown
experimentally that ultraviolet irradiation catalyzes the production of ATP from a dilute
aqueous solution containing adenine, ribose and ethyl metaphosphate.70
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Interestingly, several coenzymes of metabolism (e.g., FAD, CoA, DPN) are also
nucleoside phosphates and have strong absorption maxima in the ultraviolet range. It
has thus been proposed that UV-radiation provided the bond energy to form nucleoside
phosphates from nucleobases and phosphates.
In summary, experimental studies have led to a reasonable understanding of the
prebiotic chemical reactions that gave rise to the most important compounds of
metabolism and the main building blocks of modern cells from simple inorganic
compounds.59 There is a big gap in our knowledge, however, regarding how these
molecules interacted with each other and developed complex properties and functions.

1.2.2 Molecular properties of peptides
Nature uses several classes of biomolecules to make up all living matter. The three main
categories are proteins, carbohydrates and lipids.71 Proteins are large molecules
consisting of the 20 canonical amino acids, which are depicted in Figure 1.11. The
naturally abundant enantiomer of amino acids that gets incorporated into proteins by the
ribosome machinery is the

L-form.

However, the

D-form

is found in some post-

translational modifications and the peptidoglycan of some bacterial cells.72
Individual amino acids can undergo a condensation reaction in which a peptide bond is
formed between the amino-group of one amino acid and the carboxyl-group of a second
one (Figure 1.12). Consequently, repetition of this reaction leads to the formation of
linear chains of amino acids. According to the FDA, these are called peptides up to a
length of 50 residues. Above this chain length, these molecules are referred to as
proteins.
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The amino acid sequence of peptides and proteins is commonly described as their
primary structure. Making use of the versatile side-chains of the twenty proteinogenic
amino acids, a myriad of peptides and proteins with different properties and functions
can be formed.
Amino acids can be organized into five categories, namely aromatic, acidic, basic, polar
and aliphatic, depending on the properties of their side chains. Aromatic amino acids
include tryptophan (W), tyrosine (Y), phenylalanine (F) and histidine (H). Within proteins,
they are preferably found in the hydrophobic core and their delocalized p-rings enables
them to engage in p-p and cation-p interactions (see Section 1.2.4 for details). Aromatic
residues can be exploited for protein and peptide quantification using UV/Vis
spectroscopy due to their large molar extinction coefficient in the ultraviolet range.73
Aspartic acid (D) and glutamic acid (E) constitute acidic amino acids. The pKA of their
side chain carboxylic acid moiety is 3.9 for Asp and 4.1 for Glu, hence these residues
are negatively charged at neutral pH. The basic amino acids are lysine (K), arginine (R)
and histidine (H). While the side chain amine of the first two have a pKA of 10.5 and 12.4,
respectively, the pKA of the imidazole ring of His is 6.0. Thus, Lys and Arg are protonated
and consequently positively charged at neutral pH. In contrast, His is charge neutral at
pH 7, but positively charged at pH below 6.0. Due to its side chain ring structure, His
can also engage in stacked arrangements with aromatic residues. Acidic and basic
residues can engage in salt bridges and hydrogen bonding. Threonine (T), serine (S),
glutamine (Q), asparagine (N) and cysteine (C) are polar amino acids and readily engage
in hydrogen bonding.
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The thiol group of Cys enables it to form stable disulfide bonds, which have important
functions in protein structure and metabolic redox reactions.74 Aliphatic residues include
leucine (L), isoleucine (I), valine (V), alanine (A) and methionine (M). Ala is often used for
mutation studies, due to its simple structure, in which residues of interested are replaced
by Ala to investigate whether the point mutation results in a loss of function.75 The two
remaining amino acids, glycine (G) and proline (P), have special properties because of
their particular side chains. Gly constitutes the smallest of the twenty amino acids, with
a single hydrogen as its side chain.

Figure 1.11: Chemical structures of the side chains of the 20 canonical amino acids. Amino
acids are categorized according to their properties into aromatic (purple), basic (blue), aliphatic
polar (green), aliphatic apolar (orange), acidic (red) and special (black) residues. His is shown in
a lighter shade of purple to represent its aromatic and basic properties. Gly is the only non-chiral
amino acid. The cyclic structure of Pro gives it conformational rigidity that affects secondary
structure in peptides. Reproduced with permission from Lampel et al. Chem. Soc. Rev. 2018,
47, 3737-3758. Copyright (2018) Royal Society of Chemistry.
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As a result, Gly frequently acts to induce a hinge in secondary structures, especially in
a-helical domains of proteins and peptides. Pro represents the only canonical amino
acids that contains a secondary amine, since the a-amino group is covalently linked to
the a-carbon of the main chain. Like Gly, it is commonly found in turns. Moreover, Pro
is considered to stabilize secondary structure elements in proteins and peptides.76
It has been proposed that at the beginning of the chemical origin of life, additional amino
acids were available, e.g., ornithine, homocysteine, selenocysteine and b-hydroxy
aspartic acid, as demonstrated by volcanic spark discharge77 and H2S-rich spark
discharge50 experiments.

Figure 1.12: Formation of a peptide bond. A peptide bond is formed when the amino-group of
one amino acid undergoes a condensation reaction with the carboxyl-group of a second amino
acid.

1.2.3 Molecular properties of nucleotides
Nucleotides are comprised of three moieties, a nucleobase, a pentose and one or more
phosphate groups (Figure 1.13A). Five of the nucleobases that occur in biology are
considered canonical, namely adenine, thymine, cytosine, guanine and uracil, and
constitute the building blocks of DNA and RNA (Figure 1.13B,C).71 Cytosine, thymine
and uracil are derived from the diazine compound pyrimidine.
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While cytosine carries an amino group attached to C4 instead of a ketone, uracil differs
from thymine only by the lack of a methyl-group. The structure of the purine bases
adenine and guanine is derived from the heterocyclic compound purine and contains a
pyrimidine ring fused to an imidazole ring.78
The pentose incorporated into DNA is deoxyribose, whereas RNA contains ribose.
Moreover, in RNA the nucleobase uracil is utilized instead of thymine.
In addition to the five canonical nucleobases, modified bases such as hypoxanthine, 7methylguanine, 5-methylcytosine and 5,6-dihydrouracil are of biological relevance. In
biopolymers, such as DNA and RNA, purines form base pairs with pyrimidines through
non-covalent interactions.

Figure 1.13: Structural components of nucleotides. (A) A nucleoside consists of a base-moiety
which is connected to a pentose via a glycosydic bond. Up to three phosphate-groups (red) can
be connected to the nucleoside, thereby forming a nucleotide. (B) Structures of the two purine
bases adenine and guanine. (C) Structures of the three pyrimidine bases cytosine, thymine and
uracil.
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1.2.4 Spontaneous polymerization of simple building blocks
With the essential building blocks at hand, the next step towards the origin of life is the
formation of functional polymers from these simple compounds. Several examples of
spontaneous, non-enzymatic polymerization of amino acids and nucleotides into short
oligomers have been reported. The formation of peptides from single amino acids has
been shown in presence of high-salt and copper cations.79
Moreover, Ghadiri et al. showed that carbonyl sulfide, a gas present in volcanic plumes,
acts as a condensing agent in the formation of peptides from single amino acids.80 The
reaction occurs in aqueous media within a few hours at room temperature and yields are
up to 80 %.
Besides volcanic gases, mineral surfaces have been proposed as alternatives to
biological catalysts on the pre-biological Earth.81 A recent study by Fraser et al.
investigated the potential of layered precipitate minerals, which are abundant at alkaline
hydrothermal vents, to promote the formation of peptides from surface-bound amino
acids when exposed to repeated wet-dry cycles. Their results revealed that layered
minerals with inclusion of copper show the highest yield of dipeptides.82 Computational
modeling studies of mixtures containing several amino acids (Ala, Asp, Leu, Lys, His and
Tyr) and similar layered minerals revealed that these clays can concentrate and align
amino acids and act as templates for polymerization, thus promoting peptide bond
formation during wet-dry cycles.83
Mineral surfaces have also been suggested to play a role in prebiotic synthesis of RNA.
It has been shown that montmorillonite clay minerals catalyze polymerization of activated
mononucleotides and even facilitate homochiral selection.84,85
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Addition of salt, preferably monovalent ions, enhances the chain lengths of obtained
polynucleotides. Thus, experimental data suggests that short peptides and
polynucleotides could have formed spontaneously under prebiotic conditions in the
presence of mineral surfaces, volcanic plumes and salt.
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1.3 Energy-dissipating supramolecular systems

1.3.1 Non-covalent interactions in biomolecules
Non-covalent interactions are the basis of myriad of biological processes, enabling
complex functions within highly organized systems.86 Most supramolecular systems are
governed by a combination of several interactions, which can be classified into four main
categories. These include ionic bonds, hydrogen bonds, van der Waals forces and
hydrophobic

forces

(including

p-stacking)

(Figure

1.14).

The

properties

of

supramolecular systems based on peptides are, in addition to the primary sequence,
greatly affected by these forces. Importantly, while the biological function of most
proteins relies on their secondary and tertiary folding motifs, short peptides with less
than 8-10 amino acids are too short to take on any stable secondary structure by
themselves. Nevertheless, they can take on dynamic three-dimensional conformations
and engage in intermolecular interactions with other biomolecules, thus forming
supramolecular complexes, a process also described using the term binding.
The overall binding energy in supramolecular complexes is described by the relationship
given in Equation 1.7, where 𝐺 is the Gibbs free energy, 𝐻 is the enthalpy, 𝑇 is the
temperature and 𝑆 is the entropy.78 In isolation, the formation of a supramolecular
complex is entropically unfavorable due to a decrease in degrees of freedom. This is
compensated by a decrease in enthalpy upon supramolecular interaction.
∆𝐺 = ∆𝐻 − 𝑇∆𝑆
Equation 1.7
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Figure 1.14: Non-covalent interactions governing supramolecular systems. (A) Ionic
interactions are formed between charged groups, such as side chains of acidic and basic
residues. (B) Hydrogen bonds are formed between polar residues. (C) van der Waals interactions
occur between transiently induced dipoles. (D) p-stacking interactions occur among aromatic
residues in a planar (left) and displaced (center) orientation and between charges and p-rings
(right).

Ionic interactions arise from opposite charges of two molecules and play a major role in
aqueous media as well as apolar solvents (Figure 1.14A). Supramolecular complexes of
peptides and nucleotides often rely to a large extent on ion pairs formed between
negatively charged carboxyl- or phosphate-groups and positively charged amines. In
contrast to covalent bonds, electrons are not shared in ionic interactions, but remain
close to the atom with higher electronegativity. Nevertheless, ionic interactions can be
comparable in strength to covalent bond, depending on the magnitude of charges and
their distance.87 Ionic interactions between charged amino acids have energies of
approximately 5 kJ/mol for opposite charges of magnitude 1 e that are 4 Å apart from
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each other.88 Since the electrostatic field around charged groups is uniform in all
directions, ionic interactions do not have a fixed geometric orientation. The energy of an
ionic interaction (𝐸DFEDG ) is determined by the charges 𝑄H and 𝑄I of the atoms involved
and their distance 𝑅, as described in Equation 1.8, where 𝑘 is Coulomb’s constant.
𝐸DFEDG =

𝑘𝑄H 𝑄I
𝑅
Equation 1.8

Hydrogen bonds are a special case of dipole-dipole interactions and arise primarily from
electrostatics as well as partial covalent character due to partial charges on atoms.89
They are formed between hydrogen atoms which are bound to atoms with higher
electronegativity, such as oxygen or nitrogen, and another electronegative atom that has
a lone pair of electrons (Figure 1.14B). Hydrogen bonds have pronounced directionality,
thus not only the bond length but also bond angle is important. This property is crucial
to achieve selectivity in supramolecular recognition and is consequently an important
consideration for the design of novel receptors. The energy of a hydrogen bond depends
on the properties of the atoms involved and ranges from 8 to 160 kJ/mol for a H-N…O
and a H-F…F bond, respectively.89 Strong hydrogen bonds, like the latter, possess
increasing covalent character, giving them a directionality, while weaker hydrogen bonds
are dominated by electrostatics.
Moreover, salt bridges, a combination of ionic bonds and hydrogen bonds, play an
important role in biology. Within proteins, they commonly arise between the charged
side chain groups of residues arginine, lysine, histidine, aspartate and glutamate.
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Van der Waals forces are based on induced dipoles and occur in polar and apolar
molecules. The permanent dipole of polar molecules induces a dipole in a neighboring
molecule (Figure 1.14C).78
However, even apolar molecules are subject to van der Waals forces due to transient
dipoles that arise from random fluctuations in the electrons of an atom. If two apolar
molecules are close together, the transient dipole of one molecule will perturb the
electron distribution of the neighboring molecule, thereby inducing a dipole in the second
molecule. The distance within which an atom is affected by the dipole of another
molecule is described as the van der Waals radius, which is dependent on the element.
The energy of van der Waals forces can be approximated using the Lennard-Jones
potential 𝑉LM given in Equation 1.9 and ranges from 2-5 kJ/mol.90
𝑉LM = 𝜀 OP

𝑟R HI
𝑟R U
S − 2P S V
𝑟
𝑟
Equation 1.9

Where 𝜀 is the depth of the potential well, 𝑟R is the distance at which the potential

reaches its minimum and 𝑟 is the distance between the particles.

Atoms that come too close together will be subject to the repulsive force of their
negatively charged electron shells. Within an internuclear distance that corresponds
approximately to the sum of the van der Waals radii of two atoms, they are subject to an
attractive force, which rapidly decreases with increasing distance.
Aromatic p-p interactions arise from p-conjugated systems that possess regions of high
and low electron density and are observed for the four aromatic residues His, Phe, Tyr
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and Trp. Their aromatic rings can interact in different orientations, including parallel
stacked and parallel displaced (Figure 1.14D). the latter is the most stable one, since
the positively charged edge of one ring interacts with the negatively charged core of
another ring.
The binding energy ranges from 1-50 kJ/mol and the distance between two adjacent
aromatic rings is typically 3.5 Å.90 Other important non-covalent interactions that should
be noted are cation-p interactions and anion-p interactions. Both are abundant in
biological systems and are based on interaction of a charged group with an electronrich (cation-p) or electron-poor (anion-p) group, respectively. It should be noted,
however, that stacking interactions can also be partially due to electrostatic forces that
arise from changes in the electron-density distribution within aromatic compounds.91
The most common cation-p interactions in proteins and peptides are formed between
the basic side chain groups of the amino acids arginine and lysine with the aromatic
residues of tyrosine, tryptophan and phenylalanine.92
Anion-p interactions on the other hand are most commonly formed between acidic
amino acids glutamate and aspartate (in their deprotonated state) and the aromatic
residues mentioned above.
In addition to the noncovalent interactions described above, the hydrophobic effect is
an important driving force of supramolecular assembly. In aqueous media, water
molecules form a strong network of hydrogen bonds that causes hydrophobic groups to
cluster together in order to minimize their contact surface with polar groups. In biology,
this behavior causes the hydrophobic collapse that occurs as the first step in protein
folding and governs membrane architecture and formation of vesicles.
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1.3.2 Principles of supramolecular assembly
The spontaneous formation of simple building blocks is not sufficient to give rise to
complex functions. In order to obtain functional entities, large numbers of simple
molecules need to assemble into supramolecular structures.93,94
The building blocks can be monomers of the same kind or groups of different molecules
that interact through noncovalent forces. There are two different types of self-assembly,
static and dynamic. While static self-assembled systems under the influence of thermal
energy reach their thermodynamic minimum (provided that energy barriers can be
overcome) and remain there, dynamic self-assembled systems can respond to stimuli
from their environment, as long as a source of energy is available to them to maintain
their out-of-equilibrium state (Figure 1.15).
In most man-made systems, self-assembly is driven by thermodynamics, leading to the
formation of an equilibrium-structure that persists in its minimal free energy state. This
is useful for many applications, such as formation of stable polymers95 and lightharvesting devices.96 Alternatively, structures may become trapped in local energy
minima and only convert to the equilibrium state slowly over time or in response to an
activating stimulus that introduces energy, such as heating or sonication.97 Meijer et al.
reported on a polymer that self-assembled to form right-handed helices initially, but
undergoes structural inversion over time, yielding left-handed structures as the final
stable product.98 Static self-assembly is also widely used by nature to create complex
structures of great diversity from simple biomolecules, e.g., formation of DNA double
helices through base pairing, assembly of lipids into membranes and organization of
multiple proteins into complexes that catalyze transcription and translation.7
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While the preceding examples are governed by equilibrium thermodynamics and occur
spontaneously, other processes crucial to the functionality of biological systems operate
in a steady-state and require continuous input of chemical fuels.
Important examples thereof are actin filaments and microtubules, which are transient
structures formed via co-assembly of proteins with single nucleotides (ATP for actin,
GTP for tubulin). The proteins possess catalytic activity to hydrolyze the nucleotide, thus
inducing a conformational change that leads to the disassembly of the supramolecular
structure. The existence of these structures can therefore be controlled by regulating the
availability of the fuel sources ATP and GTP.7
Thus, the design of a nanomaterial that resembles the function of adaptive biological
materials requires dynamical control of the system, both spatially and temporally.
Detailed examples of such energy-dissipating supramolecular systems will be provided
in Sections 1.3.4 and 1.3.5.

Figure 1.15: Static versus dynamic self-assembly. (A) Static self-assembly systems are driven
by thermodynamics and remain in their lowest-energy state once they have reached it. (B)
Dynamic self-assembly systems consume an energy source to maintain their out-of-equilibrium
state.
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1.3.3 Emergent properties through supramolecular assembly
For the origin of life to happen, there must have been a mechanism by which polymers
with specific properties were selected from a large pool of sequences, subsequently
amplified and ultimately subjected to evolution.

Figure 1.16: Emergence of active supramolecular materials. Minimalistic building blocks give
rise

to

supramolecular

materials

with

complex

properties

via

self-assembly

and

compartmentalization.

This process does not occur for individual molecules in isolation, it is a consequence of
interactions among numerous compounds within complex mixtures through the
formation of supramolecular structures and spatially confined compartments. Efforts
have been made to study synthetic systems in which simple precursors interact and
react to form novel, more complex (supra-) molecules, leading to structures and
functions that are not observed in the components, referred to as emergent properties
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(Figure 1.16). Autonomous selection of structures that connect building blocks in ways
that leads to overall thermodynamic stabilization can be observed in such systems.
Joyce et al. have shown that mixtures of short RNA fragments can undergo spontaneous
self-assembly into self-replicating catalytic structures that subsequently form reaction
networks.99 However, since these RNA fragments were isolated from prevailing
ribozymes, their results do not provide any insights on how these sequences were
selected initially.
Cronin et al. recently demonstrated the step-wise condensation of amino acids and other
organic precursors in presence of various inorganic salts and minerals through repeated
hydration/dehydration cycles.100 Depending on the chemical makeup and mixing order
these reactions lead to the formation of ensembles of polymeric structures. While their
final composition was complex, and no individual sequences were identified, there were
hints of sequence enrichment within these mixtures.
Otto et al. applied a dynamic combinatorial library, based on a hybrid molecule
consisting of an amino acid and a nucleobase subunit, to identify macrocycles that form
via dynamic covalent bonds and subsequently fold into three-dimensional structures.101
It was observed that residues which are not close in the primary sequence of the polymer
interact with each other in the folded structure, thus mimicking key features of protein
folding.
Importantly, these dynamic library-based approaches are receptive to changes in the
environmental conditions during this process, thus allowing the control of the selection
of different sequences and nanoscale morphologies through environmental pressures.
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These examples demonstrate that combinatorial libraries are powerful tools to identify
novel folding motifs, sequence enrichment and supramolecular structures. A current
drawback of these systems is, however, that they are typically driven by thermodynamics
and thus reach a low-energy state.
Consequently, there is a need for systems that are more adaptive and explore a
shallower free energy landscape, including ways to access out-of-equilibrium structures,
by exploring library responses under continues energy input.
In contrast to conventional chemistry, chemistry-of-life processes are spatially
heterogeneous and involve compartments to enable multiple reactions to occur in
concert, but without direct interference. In biology, noncovalent interactions between
fatty acids form membranes, while biopolymer mixtures containing, for example,
proteins and RNA, govern the formation of membrane-less compartments.
The molecular principles governing the latter as liquid coacervates are currently a
significant focus of investigation given their importance in biology and in relation to the
chemical origins of life. Thus, a number of synthetic systems have been designed to
study the recruitment, concentration, and activation of biomolecules within phaseseparated compartments.
Recently, it has been shown that the activity of a hammerhead ribozyme inside fatty acid
vesicles can be controlled through compartmentalization.102 Vesicles containing the
ribozyme and small amounts of a phospholipid grow at the expense of phospholipidfree vesicles. This can be exploited to overcome the inhibiting effect of polynucleotide
sequences that bind to the ribozyme inside these vesicles. Thus, the specific activity of
the ribozyme is maintained at a constant level, thereby mimicking homeostatic behavior.
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Another study that has applied this approach of compartmentalization uses the
formation of complex coacervates (formed in dynamic equilibrium through competing
kinase and phosphatase activities) between cationic peptides and poly-U RNA.103
These results demonstrate that compartmentalization can be achieved using simple
building blocks and when combined with catalytic formation or breakdown of structural
components provides an effective and dynamic approach to concentrate biomolecules
and control their activity. Moreover, these examples show that kinetics, not just
thermodynamics, can be exploited to design adaptive systems comprised of dynamic
structures whose formation and break-down can be controlled. This interplay of kinetics
and thermodynamics in heterogeneous systems poses significant challenges for
theoretical treatment.
Besides continuously adapting to their environment, a key process in living systems that
ensures fitness and survival is the ability to pass on information to offspring, which allows
for the evolution of increasingly complex and specialized species. Hence, the emergence
of a simple mechanism by which functional biopolymers could replicate is considered a
crucial step in the origin of life.
Mimicking these processes using minimalistic components is challenging, nevertheless
the design of adaptive and self-replicating systems has been an area of extensive
research. In pioneering work, von Kiedrowski and co-workers reported on the surfacepromoted replication and amplification of DNA analogues.104 In addition, Ghadiri et al.
demonstrated the ability of a 32-residue a-helical peptide to catalyze its own synthesis
from shorter peptide fragments via thioester-promoted amide bond formation.105
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A recent example demonstrated the template-directed replication of macrocycles that
are formed from simple building blocks upon oxidation.106 Initially, two compounds, both
consisting of an aromatic core, two thiol groups, and a peptide chain are mixed. This
results in the formation of two distinct sets of replicators that compete for the remaining
building blocks. Each replicator set has a preference for one of two supplied building
blocks, which is comparable to a system with different ‘food niches’. Remarkably, one
replicator is found to be a descendant of the other. Consequently, the product of the
reaction is not only dependent on the availability of precursor molecules, but also on the
history of the sample. Template-assisted replication has also been studied by
investigating the evolution of a network that originates from b-sheet peptides.107 Two
precursor-peptides were ligated to form the main building block. Spontaneous
epimerization and non-canonical connectivity during this process gave rise to structural
isomers that differed from the original peptide in their hydrophobicity and self-assembly
propensity. Initially, reaction networks that were seeded with isomers of the peptideprecursors showed only slow amplification of the native peptide, however over time, its
amplification progressed in a non-linear fashion, suggesting the presence of an error
correction mechanism. Consequently, this artificial system is capable of sustaining the
concentration of the native peptide in a complex mixture, a characteristic that was crucial
in the origin of life to select and subsequently amplify functional molecules.
The future progress of this research will require the integration of several of these
functions. As an important first step in this direction, the design of a chemical reaction
network that can direct a phase change and control chemical reactions in a microfluidic
reactor has recently been reported.108
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The chemical system is based on the biocatalytic activation of inhibitors, thus creating
feedback loops. Specifically, the enzyme trypsin was applied to establish a positive
feedback loop through cleavage of its precursor trypsinogen. Concurrently, trypsin
activated a trypsin-inhibitor via a two-step reaction, thereby introducing a time delay in
the system, which is crucial for stable oscillation.

1.3.4 Non-biological energy-dissipating systems
While the examples provided in Section 1.3.3 illustrate that significant progress has been
made towards mimicking individual features of life, there is still a big gap in knowledge
in understanding how the chemically simple, passive parts become the functioning,
dynamic whole that is observed in biology today. As explained in Section 1.3.2, a
fundamental requirement for a dynamic system is its ability to maintain an out-ofequilibrium state, which requires the continuous consumption of an energy source,
which is usually light or a chemical fuel.
Light-driven systems have the advantage that they remain functional over many reaction
cycles, in contrast to chemically fueled systems that are compromised due to the
accumulation of waste. On the other hand, a chemical fuel source can act as an energybuffer that ensures continuous formation of active building blocks until it has been used
up, whereas the reaction in light-dependent systems is terminated immediately after the
irradiation has stopped. Hence, the choice of energy source has implications for the
lifetime of the obtained structures.109 An elegant example of a light-driven dissipative
supramolecular system was developed by Sleiman et al.110 Using UV-light they
demonstrated control over the morphology of supramolecular structures based on
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azobenzenes. The monomeric building block is prone to formation of linear tapes in its
trans-isoform. Upon irradiation, the precursors isomerize to the cis-form, which
assembles into cyclic structures via hydrogen bonding, that further stack into larger
aggregates. Once the irradiation has stopped, the molecules relax to the trans-form,
leading to the formation of linear tapes, which can revert to the activated, cyclic stacked
structure upon re-irradiation.
Importantly, however, energy-dissipating self-assembly in biology is often fueled by a
chemical source of energy, rather than light. Hence, efforts have been made in recent
years to develop supramolecular systems that mimic this behavior.
Two different kinds of dissipating systems based on chemical fuel sources can be
distinguished.111 The first kind describes a situation in which the conversion of fuel to
waste is catalyzed neither by the individual building blocks nor by the self-assembled
structure. Prins et al. provided an example of such a system by using adenosine
triphosphate (ATP) to achieve self-assembly of a surfactant into vesicles (Figure
1.17A).112 The bilayer of these vesicles serve as nanoreactors to catalyze a chemical
reaction that cannot occur in the aqueous bulk media. Hydrolysis of ATP is mediated by
the enzyme potato apyrase and leads to the disassembly of the vesicles. Thus, the
lifetime of the supramolecular structures and whether the chemical reaction takes place
can be controlled by adjusting the concentrations of ATP and enzyme. It has to be noted,
however, that neither the surfactant monomers nor the assembled vesicles are involved
in fuel consumption.
In the second case, the self-assembling molecules themselves mediate dissipation of
energy. A chemical fuel activates the monomers, which assemble into a supramolecular
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structure. Subsequently, the reaction occurs backwards, leading to disassembly into the
original monomers and release of waste. An example of this kind of behavior was shown
by van Esch et al. using building blocks including a free carboxylate-group (Figure
1.17B).113,114 They applied a simple organic building block that contains a carboxyl-group
and remains in its monomeric state due to electrostatic repulsion until it is activated.
Dimethyl sulfate was used as a chemical fuel to convert the free carboxylate into an ester
via an alkylation reaction, thereby removing the negative charge from the monomer and
enabling it to assemble into nanofibers. Spontaneous hydrolysis of the ester in water
recovers the free carboxylate, leading to disassembly of the fibers. In addition, an alcohol
is produced as waste product. The reaction rates of the alkylation and ester hydrolysis
determine the lifetime of the system and fibers were observed to grow and shrink in a
non-linear fashion, resembling the dynamics of microtubule.

Figure 1.17: Types of energy-dissipating supramolecular systems. (A) Formation of vesicular
nanoreactors from a surfactant and ATP. Consumption of the fuel source is mediated by an
enzyme. (modified from Prins et al. Nat. Chem). (B) Transient assembly of building blocks into
nanofibers upon activation with dimethyl sulfate as a chemical fuel. Reproduced with permission
from Boekhoven et al. Science, 2015, 349, 1075-1079. Copyright (2015) The American
Association for the Advancement of Science.
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George et al. recently reported the design of supramolecular polymers with multiple
transient states fueled by ATP.115 A naphthalene diimide derivative of zincdipicolylethlyenediamine (NDPA) was used as building block to form one-dimensional
fibers with distinct chirality, depending on the adenosine phosphate fuel that was used
for co-assembly. When NDPA was co-assembled with ATP, enzyme-mediated
hydrolysis led to the formation of AMP and inorganic phosphate and changed the
chirality of the helical structures from right- to left-handed. Subsequent hydrolysis to
inorganic phosphate caused the helices to disassemble.
Thus, by controlling the concentrations of adenosine phosphate fuels and reaction rates,
it was possible to temporally control the reorganization of transient self-assembled
structures.

1.3.5 Towards biological energy-dissipating systems
Even though the studies described in Section 1.3.4 constitute exceptional examples of
transient supramolecular structures, they are far from the complexity that is observed in
biological systems. A first important step towards biomimetic energy-dissipating
systems is the use of biological compounds as building blocks for self-assembled
structures.
Ulijn et al. have reported the use of short peptide-derivatives to form biocatalytic
transient hydrogels.116 The enzyme a-chymotrypsin was applied to catalyze the
formation of amide-bonds from methyl-ester precursors, producing high concentrations
of a gelator. However, a-chymotrypsin catalyzes the reverse reaction as well, causing
transacylation to compete with hydrolysis until the fuel source has been consumed.
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Hydrolysis of the gelator upon fuel depletion results in the formation of nanofibers. By
changing the pH of the solution and concentration of enzyme, the lifetime of the hydrogel
could be tuned.
As discussed above, an important characteristic of non-equilibrium systems maintained
by chemical fuels is the production and subsequent accumulation of waste products,
which have inhibitory effect on the reaction, causing it to stop after only a few cycles.
Recently, Hermans et al. used a membrane reactor to keep a supramolecular polymer in
an activated, energy dissipating state by continuously adding ATP and removing waste
products.117

The

naphthalene-based

dye

3,4,9,10-perylenediimide

(PDI)

was

functionalized with the hexapeptide Lys-Arg-Arg-Ala-Ser-Leu on both ends, yielding a
basic building block with a +4 charge. Polymerization is achieved by kinase-mediated
phosphorylation of the Ser-residues of the peptides, thereby introducing negative
charges, which allow the monomers to assemble into chiral fibers via p-p stacking and
electrostatic interactions. Enzyme-mediated dephosphorylation re-establishes the
strong positive charge of the individual building blocks, causing disassembly. The
conversion

between

the

phosphorylated,

assembled

and

dephosphorylated

disassembled states are dictated by the relative rates of the two competing enzymes.
Under batch conditions, the reaction stops after only two cycles due to poisoning of the
phosphatase enzyme with inorganic phosphate. This limitation could be overcome by
using a membrane reactor that enables the continuous addition of ATP and removal of
waste, keeping the cycle active as long as the fuel source is supplied.
While the studies described above are remarkable examples of a simple dynamic-selfassembled systems based on modified biomolecules, they depend on the activity of
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added enzymes, as the building blocks themselves do not have any catalytic activity. A
crucial next step for the development of biomimetic dissipative systems is thus the
design of minimalistic compounds that are capable of hydrolyzing chemical fuel sources,
such as ATP, which has been an unattainable challenge so far.
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1.4 Computational methods to study peptide binding and assembly

One of the most important objectives of biochemistry, in general, and the supramolecular
chemistry of biomolecules specifically, is to understand how the chemical properties of
individual building blocks govern the properties and functions of complex systems.
There has been substantial progress in developing techniques that enable scientists to
study supramolecular structures experimentally. Nevertheless, it is often not possible to
elucidate the connection between chemical structure and systems behavior on a
molecular level. Moreover, experimental studies often require material that is expensive
and difficult to synthesize, making large scale experimental screening unpractical.
Computational simulations are a powerful tool to study the properties of a wide range of
biomolecules and obtain information that is not accessible experimentally. Thus,
combining theoretical and experimental tools allows scientists to systematically study
how specific chemical compositions and selective sets of interactions within a complex
system gives rise to function.
Computational models apply basic physical principles to describe the interactions and
motions of defined particles.118,119 Using this information, the behavior of a system that
consists of numerous such particles can be predicted. The fundamental basis of
molecular dynamics (MD) simulations are Newton’s equations of motion. In these
simulations, the change in atomic configuration of the system is calculated by solving
Equation 1.10 in regular time steps. From these calculations, a trajectory of the system
over time is obtained, thereby establishing a relationship between structure and energy.
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Using the principles of statistical mechanics, information on structure, dynamics and the
free energy of the system can be extracted, and used to predict the thermodynamically
most stable state of the modeled system.
𝐹 =𝑚∗𝑎
Equation 1.10

The interactions between defined particles are described by a potential energy function,
also called a force field. The exact potential energy function varies within different MD
programs, however in all of them the first derivative of the function is used to determine
the atomic forces. The potential energy of a given system as the sum of individual terms
that account for both bonded and non-bonded contributions as shown in Figure 1.18
and described in Equation 1.11.118,120

𝑈ZFZ:[ = 𝑈\FE]^ + 𝑈:E`[a^ + 𝑈]Dba]c:[^ + 𝑈DRdcFdac + 𝑈e:E]acf::[^ + 𝑈a[aGZcF^Z:ZDG^

Equation 1.11

Bonded terms include bonds, valence angles and improper angles and are described by
a harmonic function. Dihedral angles are an internal property too, but are described by
a sinusoidal function. Equation 1.12 describes the variation in bond length through bond
stretching using a harmonic approximation.
𝑣(𝑏) k 𝐾\ (𝑏 − 𝑏m )I
\FE]^

Equation 1.12
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𝐾\ =

bond stretching constant

𝑏=

bond length

𝑏m =

bond length at equilibrium

Figure 1.18: Bonded and non-bonded terms contribute to the potential energy of a system.
Adapted with permission from Karayiannis et al. Computer Aided Chemical Engineering 2006.
Copyright (2006) Elsevier.

The variations in bond angles through angle bending are described by Equation 1.13
𝑣(θ) k 𝐾o (𝜃 − 𝜃m )I
:E`[a^

Equation 1.13
𝐾o = angle bending constant
𝜃=

angle

𝜃m =

angle at equilibrium
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Dihedral angles between four atoms are described by Equation 1.14 and are used to
consider the energy profile that arises from steric effects.
𝑣(𝜔)

k
]Dba]c:[^

1
𝑉 [ 1 + cos(𝜂𝜔 − 𝛾)
2 E
Equation 1.14

𝑉E =

barrier height

𝜂=

multiplicity

𝜔=

dihedral angle

𝛾 =

phase factor

Improper torsions are the changes in dihedral angles within planar molecules and are
defined in Equation 1.15. They are applied to describe, for example, aromatic rings that
contain conjugated electrons.
𝑣(𝜑)

k

𝐾z (𝜑 − 𝜑m )I

DRdcFdac

Equation 1.15
𝐾z =

improper angle constant

𝜑=

improper angle

𝜑m =

improper angle at equilibrium

Non-bonded interactions include interactions between point charges, van der Waals
dispersion forces and core-core repulsion. They are described by the Lennard-Jones

55

(LJ) 6-12 potential and Coulombic interactions. Most of the computational time is spent
on calculating these non-bonded interactions.
Van der Waals interactions are expressed using the Lennard-Jones (LJ) potential
(Equation 1.16), because it is both accurate and computationally efficient. These
interactions describe the deviation in the behavior of atoms that do not have a dipole
moment from the behavior of ideal gases and is thus important for non-polar uncharged
molecules.
The first term of Equation 1.16 describes the repulsive van der Waals force, which is
defined by the Pauli principle. It states that no two electrons can have the same quantum
numbers. This prevents molecules from coming too close to each other, since they
contain electrons that have the same four quantum numbers.
Attractive van der Waals forces are induced by London forces, represented in the second
term in Equation 1.16, which appear due to induced dipoles that occur from fluctuations
in the electron clouds. This fluctuation then induces an instantaneous dipole in a
neighboring molecule, causing an overall attractive force between the two.
HI

𝑣(𝑟)

k
e:E ]ac f::[^

𝜀D{

𝑅RDE,D{
|}
•
𝑟DM

U

𝑅RDE,D{
−2 }
• €
𝑟D{
Equation 1.16

𝑅RDE,D{ = Distance of LJ minimum
𝑟DM =

Lennard-Jones well depth
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To account for differences in electronegativity of different atoms within the system, point
charges are used to ascribe partial charges to each atom, the interaction of which can
be described by the Coulomb law (Equation 1.17).
𝑣(𝑞)

k
a[aGZcF^Z:ZDG^

𝑞D 𝑞{
4 𝜋 𝜀m 𝑟D{
Equation 1.17

𝑞=

partial charge on atom

𝜀m =

dielectric constant

𝑟=

distance between 𝑖 and 𝑗

By combining Equations 1.12 – 1.17, the potential energy function U of a given system
can be calculated (Equation 1.18).
U(r) =

k 𝐾\ (𝑏 − 𝑏m )I
\FE]^

+

k 𝐾o (𝜃 − 𝜃m )I
:E`[a^

+

k
]Dba]c:[^

+
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𝑉 [ 1 + cos(𝜂𝜔 − 𝛾)
2 E
𝐾z (𝜑 − 𝜑m )I
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Equation 1.18
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1.4.1 Atomistic modeling
All-atom (atomistic) molecular dynamics simulations are a powerful tool to predict the
dynamic properties of a small set of molecules on an atomistic level. They provide
femtosecond time resolution and allow the study of the resulting structure on the subnanometer scale. The most commonly used force fields for proteins include GROMOS
(Groningen Molecular Simulation), AMBER (Assisted Model Building and Energy
Refinement) and CHARMM (Chemistry at Harvard Molecular Mechanics). The GROMOS
force field was extensively reparametrized in 2004 and is now based on reproducing free
enthalpies of hydration and apolar solvation.
Hence, this force field is especially suitable for simulations of protein folding, membrane
formation and transport across membranes, as these processes are driven by the
difference in free enthalpy of solvation between polar and apolar environments.121
AMBER is another force field commonly used for simulations of biomolecules. The
original version was based on experimental parameters that were refined using
molecular mechanical studies of model compounds.122 The CHARMM force field can be
applied for molecular dynamics simulations of systems containing proteins, DNA, RNA,
lipids and explicit solvent. The atomic charges were derived from quantum chemical
calculations of model compounds interacting with water.123
While there are significant differences among different force fields, studies have shown
that simulations of processes such as protein folding are robust with respect to the
different force field parametrizations and yield comparable results.124,125
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2. Unbiased Discovery of Dynamic Peptide-ATP
Complexes

* This work was published in part as:
D. Kroiss, J. Aramini, S. McPhee, T. Tuttle and R. V. Ulijn;
Unbiased Discovery of Dynamic Peptide-ATP Complexes;
ChemSystemsChem, 2019, 1
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2.1 Introduction
Adenosine triphosphate (ATP) is utilized by all living organisms to drive a myriad of
chemical reactions including intracellular signaling, cell division, metabolic reactions and
chemotaxis, all of which are crucial to the survival of any cell.71 Since the metabolism of
all forms of life on Earth, including ancient Archaea, is ultimately used to synthesize ATP,
it is believed that the nucleotide was the ubiquitous energy source of life from its very
beginning.126 The chemical energy of ATP is stored in the phosphoanhydride bond
between the b- and g-phosphates of the nucleotide and its hydrolysis releases
approximately 28 kJ/mol of energy. It is estimated that every human metabolizes their
body weight in ATP every day.127
Modern day organisms make use of a complex set of biochemical reactions to build up
proton gradients across a membrane, which are then used to drive sophisticated
proteins, so called ATP-synthases, which are able to synthesize ATP from adenosine
diphosphate (ADP) and inorganic phosphate (PO43-) (Equation 2.1).

4

𝐴𝑇𝑃 + 𝐻I 𝑂 + 𝐻Š (𝑖𝑛) ⇌ 𝐴𝐷𝑃 + 𝑃𝑂Ž• + 𝐻Š (𝑜𝑢𝑡)
Equation 2.1

Hydrolysis of ATP is catalyzed by ATPases, a class of enzymes that, depending on the
species, consist of one or two separate entities that can be further divided into subunits.
The human F1Fo ATPase is comprised of two domains that make up a 500 kDa complex.
The ATP-binding F1 domain consists of three a-, three b- and one g-subunit and it
contains two conserved ATP-binding motifs, the Walker A (P-loop) and Walker B
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motifs.128 The P-loop consists of eight residues of the sequence GXXGXGK(S/T) with X
reflecting any amino acid, while the Walker B motif consists of five residues (hhhhD), four
of which are hydrophobic amino acids (h). The side chain of the Lys-residue together
with backbone amino groups in the Walker A motif are interacting directly with the
phosphate moiety of the nucleotide. The conserved Asp-residue of the Walker B motif
coordinates divalent metal ions, such as Mg2+ or Ca2+, which also have strong affinity for
the phosphate moiety of the nucleotide. Thus, the acidic residue is crucial for ATPhydrolysis via nucleophilic attack.
Other classes of ATPases can make use of the energy harvested from ATP-hydrolysis to
drive the reaction described in Equation 2.1 in the reverse direction to build up
electrochemical gradients or transport small molecules across a lipid bilayer. One
important class of ATP-hydrolyzing proteins are ATP-binding cassette transporters (ABC
transporters), which utilize the energy released by ATP-hydrolysis to translocate
substrates across a membrane.
ABC transporters are considered one of the oldest gene families and have been used
extensively to study the structural and functional principles of ATP binding and
hydrolysis.129,130 The ATP-binding domain of these proteins occur as dimers, each
consisting of up to 250 amino acids that are organized into two subunits that contain
highly conserved ATP-binding motifs. In addition to the Walker A and B motifs, these
proteins contain an additional conserved sequence, the Signature motif, which is
comprised of the pentamer LSGGQ. The Signature motif is located on one subunit
whereas the Walker A (P-loop) and Walker B motifs are located on the other (Figure 2.1).
The Walker A- and Signature motifs both form a-helices that are facing each other.
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Upon binding of ATP to the Signature motif, its residues undergo a conformational
change that brings them closer to the Walker A motif. This enables the nucleotide to
form a H-bond between the oxygens of the phosphate-moiety and the Lys-residue of
the Walker A motif. Hence, the Signature and Walker A motif are crucial for ATP-binding
and affinities have been observed to be in the micromolar range (e.g. KD =10 μM for the
ABC protein T4 Rad50).131 The Walker B motif is located up to 100 residues away from
the Walker A motif and is required for ATP-hydrolysis. It contains a conserved Aspresidue, which facilitates a nucleophilic attack on the nucleotide.

Figure 2.1: Structure of an ABC subunit. PDB structure generated in Pymol and adapted with
permission from D. Rees et al. Nat. Rev. Mol. Cell Biol. 2009, 10, 218-227. Copyright (2009)
Springer Nature. (A) Linear representation of the conserved motifs of ABC transporters. (B) The
dimeric ABC subunit of protein BtuD (PDB code 2ONJ) showing the P-loop (red) and Walker B
motif (orange) within subunit 1 (blue) and the Signature motif (purple) within subunit 2 (green).
The ATP-analog AMP-PNP is shown in pink (space-filling model).
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It is apparent that these proteins are highly developed molecular machines that must
have evolved over billions of years. Thus, it is unlikely that such sophisticated molecules
were present in the most primitive organisms at the beginning of life on Earth, not least
because the molecular machines that are required to synthesize modern ATPases are
dependent on ATP-hydrolysis catalyzed by ATPases themselves. Despite recent
progress, there is still a significant knowledge gap regarding the evolutionary origin of
ATP-utilizing proteins; and the molecular principles of ATP-binding remain unclear.
Previous work has focused on investigating peptide sequences that were derived from
ATP-binding domains of prevailing proteins. Mildvan and coworkers identified the
peptide PP-50132, a domain found in the beta-subunit of mitochondrial F1-ATPase and a
45-residue peptide derived from rabbit muscle adenylate kinase.133 Both bind ATP with
micro molar affinity and contain the P-loop motif GXXGXGK(S/T). Moreover, cDNA
display has been used to select a 137-residue protein that binds ATP with 0.3 µM affinity
from a reduced pool of amino acids.134
The shortest ATP-binding peptide reported so far is a dodecamer135 that forms a bhairpin to bind ATP with 0.2 mM affinity. It contains a tryptophan pair that forms a
hydrophobic pocket in which the adenine ring of ATP is intercalated and was designed
based on b-hairpin motifs in proteins, however it does not resemble any of the biological,
conserved nucleotide-binding motifs.136 Surprisingly, the affinity of the above mentioned
conserved nucleotide-binding motifs has not yet been studied in their isolated form.
While the results obtained from studying these peptides provide valuable insight into
modes of nucleotide binding, they are derived from the working principles of prevailing
proteins.
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Consequently, there is an inherent bias towards compositional and structural patterns
that are present in complex proteins, which may not lead to the discovery of minimalistic
binders. The latter are of great interest however as they would allow for detailed
investigation of the molecular principles underlying nucleotide-binding through
systematic point mutants and they may be used in designed systems and materials that
rely on ATP binding. To overcome this obstacle, it was our goal to find new, unbiased
ways to identify short peptides that bind to ATP under aqueous conditions.
The main objective of this work was to develop a method that allows for the unbiased
selection of short peptides that form complexes with ATP. The following aims will be
delivered:

i.

Selection of ATP-complexing heptapeptides using phage display.

ii.

Quantification of binding affinities of selected peptides for ATP.

iii.

Experimental and computational characterization of peptide-ATP complexes.
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2.2 Identification of novel ATP-binding peptides using phage display

2.2.1 Screening a large library of heptapeptides for ATP-binders
It was our goal to identify short peptides that form a complex with ATP under aqueous
and pH neutral conditions. In order to access an extensive spectrum of possible peptide
interactions, but in a minimalistic way, phage display137–139 was used to search a large
pool of peptides for sequences that interact with ATP. The basic principle of this in vitro
screening method is to establish a physical link between genotype and phenotype. In
order to achieve this, a library of DNA sequences encoding random heptapeptides is
fused to a coat protein gene of a bacteriophage. Thereby a randomized DNA sequence
is created on the C-terminus of that surface protein (Figure 2.2). This DNA sequence is
translated into a peptide by the host bacteria and subsequently displayed on the surface
of the phage.
Phage display is a powerful in vitro method that has been applied previously to search
for simple catalysts140 and peptides that bind to antibodies, cell surface proteins,
carbohydrate antigens,141 metal surfaces142 and nanoparticles,143–145 but not single
nucleotides or small molecules. We decided to perform our screening on a library of
heptamers since peptides of this length are too short to take on significant secondary
structure, yet their theoretical sequence space is comprised of 1.28*109 molecules. It
should be noted that studies by Makowski et al. found the actual sequence diversity of
heptapeptide libraries to be roughly 8 % of the theoretical available sequence space.146

65

In this work, a commercial library of M13 phages that display 5 copies of a heptapeptide
on their surface was applied. M13 belongs to the species of enterobacteria phages and
replicate using Escherichia coli as their host. One of the advantages of using M13 is that
it is able to amplify within its host without causing cell lysis. The Ph.D.TM-7 Phage Display
Peptide Library was used because heptamers are the shortest sequences in terms of
number of residues for which a commercial library was available.
For panning of the phage library, the target was composed of agarose beads that were
covalently functionalized with 20 µmol/mL g-aminophenyl-ATP (Figure 2.2A). These
hydrogel particles, in contrast to solid surfaces, provide a flexible and highly hydrated
environment, which is expected to facilitate binding. Using this approach, we were able
to screen for, and isolate ATP-binding heptapeptides from a pool of approximately 100
million sequences. Incubation of the phage library with a target molecule allows for
isolation of binding phages, which can be amplified for subsequent rounds of selection,
making it possible to select high-affinity binders from a large pool of available sequences
(Figure 2.2C,D). After three rounds of panning and negative selection, the peptide
sequence ADARYKS was identified as the lead sequence. Additional sequences isolated
are displayed in Table 2.1.
The screening was repeated with magnetic streptavidin agarose beads and N6-(6Aminohexyl)-dATP-Biotin (Figure 2.2B, see Section 2.6.1 for details). After three rounds
of panning against the target and negative selection using agarose-biotin, the sequences
listed in Table 2.1 were identified. The second screening resulted in a larger number of
sequences and a consensus sequence could not be identified. Nonetheless, the
sequence that was selected in the first screening, ADARYKS, was found again.
66

Figure 2.2: Screening for ATP-binding heptapeptides using phage display. (A) Illustration of
the structure of g-aminophenyl-ATP agarose-beads used as target in phage display. (B)
Illustration of the structure of N6-(6-Aminohexyl)-dATP-Biotin used as target in the second
screening. (C) Morphology of a M13 phage carrying five copies each of a heptapeptide attached
to its coat protein. (D) Working scheme of screening the heptapeptide sequence space for
binders of ATP. Adapted with permission from Kroiss et al. ChemSystemsChem. 2019, 1.
Copyright (2019) John Wiley and Sons.
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Table 2.1. Heptapeptide sequences identified by Phage Display. After three rounds of
panning using aminophenyl-ATP agarose and magnetic N6-(6-Aminohexyl)-dATP-Biotin beads
18 heptapeptide sequences were identified.

2.2.2 Discussion
As noted above, it is important to recognize, that phage display libraries do not cover
the entire theoretically available sequence space for peptides of a defined length.
Studies by Makowski and others have shown that the sequence diversity in the Ph.D.TM7 Phage Display Peptide Library from New England Biolabs™ covers only 8 % of all
possible sequences.146,147 Similar results were observed for other commercially available
libraries. Some amino acids, such as proline, threonine and histidine, are overabundant,
whereas other residues, specifically cysteine, glycine and arginine, are selected against.
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This is mostly due to an inherent bias of this biological system caused by codon
degeneracy and preferred sequences for efficient translocation after synthesis. It has
been shown that positively charged residues inhibit the assembly and extrusion of phage
particles.148 Moreover, a position-dependent sequence bias was observed for proline,
which is overrepresented at position 3 and 4, but rarely found at position 1. This is
because proline in the +1 position relative to the processing site acts as an inhibitor of
signal peptidases.149
Nevertheless, phage display is a powerful method to screen, within a short period of
time, a large pool of sequences for molecular recognition of a target molecule.
Considering a sequence coverage of 8 % of the theoretical heptapeptide sequence
space (1.28x109) this means that selection of ATP-binding peptides was performed on a
library containing approximately 100 million different sequences. By choosing the
panning conditions, one is able to select compounds that recognize a target under
certain conditions, e.g., defined ionic strength, temperature or pH.
It is worth pointing out that the sequence ADARYKS was selected in both screenings,
using two different linkers and types of agarose beads as well as ATP and dATP. The
larger diversity of sequences in the second phage display screening (using N6-(6Aminohexyl)-dATP-Biotin) indicates that selection was not completed after three rounds
of panning. It can be noted that several sequences contain similar amino acid patterns,
e.g., histidine in position 2 or 3, proline in position 5 or 6 and serine in position 7.
Some of these sequences might have been selected due to biases towards certain
residues rather than due to their affinity for the target. Another possible reason is that
this target was less suitable to select high-affinity binders of ATP, most likely due to
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unfavorable electrostatic interactions induced by the 2’-deoxidation or steric hindrance
caused by the attachment of the linker to the N6-group.
While it would be interesting to investigate these sequences in more detail, the
identification of a consensus sequence was an appropriate end point of the screening
for the purpose of this work. However, in some cases phage display screening may not
result in a clear lead candidate. In that case, an integrated approach of experimental
screening and computational refinement can be used to investigate, compare and
contrast a number of selected sequences, as we will demonstrate in Chapter 3.
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2.3 Characterization of peptide-nucleotide association by NMRSpectroscopy
2.3.1 Binding studies by 1H-Nuclear Magnetic Resonance Spectroscopy
The peptide ADARYKS (Figure 2.3A) was chemically synthesized by microwave-assisted
solid-phase synthesis purified by preparative High-Pressure Liquid Chromatography
(HPLC). In order to quantify the binding affinity of ADARYKS for ATP, titrations were
performed and followed by 1H NMR spectroscopy (Figure 2.3B). The changes in the
chemical shift perturbation of the Y5-Hd were selected for analysis due to their isolated
position in the NMR-spectrum. They revealed a dissociation constant of 6.97 ± 0.21 mM
(Figure 2.3C and Table 2.2). Analyzing the shift perturbations of the R4-Hb gave a similar
result with 4.12 ± 0.17 mM (Figure 2.3D), showing that association of the nucleotide
induces a global conformational perturbation.
To directly detect the effect of complex formation on the nucleotide,
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P-NMR was

applied to follow a titration of ATP with ADARYKS. Increasing concentrations of peptide
caused a broadening of the g- and b-phosphate peaks, indicative of interactions with
amino groups150 (Figure 2.4). Analysis of the change in chemical shift perturbation of the
g-phosphate revealed a KD of 3.56 mM (Figure 2.5). This is in good agreement with the
result obtained by titrating the peptide with ATP followed by 1H-NMR.
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Figure 2.3: Binding of ADARYKS to ATP. (A) Primary structure of the most prevalent
heptapeptide, ADARYKS, isolated by phage display screening. (B) Changes in chemical shift
perturbation in the Y5-Hd residue of ADARYKS titrated with ATP monitored by 1H NMR. Fitting
the change in chemical shift perturbation in the Y5-Hd residue (C) and R4-Hb-residue (D) revealed
a KD of 6.97 ± 0.21 mM and 4.12 ± 0.17 mM, respectively. Error bars represent standard errors
of three independent measurements.

Further investigation by 2D ROESY NMR experiments on samples containing peptide
and ATP in 1:0, 1:1 and 1:10 molar ratios revealed an upfield shift of the H8 and H1' of
ATP with increasing concentrations of the nucleotide (Figure 2.6). These results indicate
that the peptide interacts with ATP via the charged phosphate-moiety as well as the
aromatic ring of adenine.
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Figure 2.4: Titration of 1 mM ATP with peptide ADARYKS by 31P-NMR. (A) 31P-NMR spectra
of 1 mM ATP in 50 mM HEPES buffer pH 7.4. (B) The change in chemical shift perturbation of
the g-phosphate of ATP was followed upon addition of 0 mM, 0.1 mM, 0.5 mM, 1 mM, 4 mM and
10 mM of heptapeptide ADARYKS (bottom to top). (B) The data was fit in Origin 8.6 and revealed
a KD of 3.56 mM.

Figure 2.5: Analysis of 1 mM ATP titrated with peptide ADARYKS. Changes in the chemical
shift perturbation of the g-phosphate of 1 mM ATP in 50 mM HEPES buffer pH 7.4 was followed
by 31P NMR upon addition of 0 mM, 0.1 mM, 0.2 mM, 0.5 mM, 1 mM, 2 mM, 4 mM, 8 mM and
10 mM of peptide ADARYKS. The data was fit in Origin 8.6 and revealed a KD of 3.56 mM.
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Figure 2.6: Characterization of adaptive peptide-ATP complexes by 2D ROESY NMR.
Overlay of 2D ROESY NMR spectra of peptide + ATP in 1:1 (blue) and 1:10 molar ratio (red)
shows an upfield shift of ATP-H8 (A) and ATP-H1' (B). Adapted with permission from Kroiss et
al. ChemSystemsChem. 2019, 1. Copyright (2019) John Wiley and Sons.

Furthermore, a number of intramolecular peptide side chain cross peaks were shifted
upfield upon increasing the ATP concentration. Shifts in the backbone cross peaks were
significantly smaller, demonstrating that complex formation with the nucleotide is
mediated through the side chain residues of the peptide (Figure 2.7). The absence of
stable ATP-peptide cross-peaks suggests that the interaction between the two
molecules is highly dynamic.
To investigate whether there is selectivity towards ATP, we determined the binding affinity
of ADARYKS for adenosine diphosphate (ADP) and adenosine monophosphate (AMP)
(Figure 2.8). The obtained dissociation constants (KD=13.40 mM for ADP and 30.17 mM
for AMP) are significantly lower compared to that for ATP.
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Since the affinity is decreased approximately by a factor of two with every phosphate
that is removed, we conclude that binding of ADARYKS to nucleotides is governed
primarily by electrostatic interactions.

Figure 2.7: 2D ROESY NMR shows sequence-specific complex formation. (A) 2D ROESY
NMR experiments were performed on samples containing 5 mM peptide only (cyan), 5 mM
peptide and ATP in 1:1 (blue) and 1:10 molar ratio (red). The protons of residues D2, R4, Y5, K6
and S7 are shifted upfield with increasing ATP concentration. (B) The change in chemical shift
perturbation upon addition of one (grey) and ten (black) molar equivalent of ATP to peptide was
analyzed. The largest shift was observed for intramolecular side chain to side chain cross peaks,
indicating that formation of a peptide/ATP complex is sequence specific rather than mediated
through backbone atoms. Interactions that were also observed in molecular dynamics
simulations of the complex are in bold font. Adapted with permission from Kroiss et al.
ChemSystemsChem. 2019, 1. Copyright (2019) John Wiley and Sons.
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To further characterize the contribution of each amino acid of the heptapeptide to the
affinity for ATP, we introduced systematic alanine mutations and determine their binding
affinity by 1H NMR (Table 2.2 and Figure 2.9). Replacing the sole negatively charged
residue aspartate with alanine results in a slightly lower KD of 2.41 mM. This improved
binder was not selected during phage display, which can be explained by the fact that
the applied phage library covers only a fraction of the theoretically possible sequence
space of heptapeptides.146 Moreover, the presentation of the peptide in context of the
protein surface on the phage tip might affect its binding efficiency.

Figure 2.8: Titration of ADARYKS with ADP and AMP stock solution. (A) Change in chemical
shift perturbation of the Y5-Hd of 0.5 mM peptide in 10 mM HEPES buffer pH 7.4 was followed
by 1H NMR upon addition of 100 mM ADP (B) and AMP (C) stock solution. The data was fit in
Origin 8.6 and revealed a KD of 13.40 mM (B) and 30.17 mM (C). Error bars represent standard
errors of three independent measurements.
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To further test whether the observed enhanced binding is caused by the increased
positive net charge of the peptide rather than direct interaction with the additional alanine
residue, C-terminally amidated versions of ADARYKS and its D2A mutant were
synthesized and investigated (Figure 2.10).

Figure 2.9: Titration of Ala-mutant peptides with ATP stock solution. Change in chemical
shift perturbation of the Y5-Hd of 0.5 mM peptide in 10 mM HEPES buffer pH 7.4 was followed
by 1H NMR upon addition of 100 mM ATP stock solution. Fitting the data in Origin 8.6 revealed
dissociation constants of 2.41 mM (A), 47.45 mM (B), 9.19 mM (C), 36.58 mM (D) and 6.46 mM
(E). Error bars represent standard errors of three independent measurements.

The peptides ADARYKS-NH2 and AAARYKS-NH2 displayed dissociation constants of
2.45 mM and 1.03 mM, respectively. The affinities of both peptides increased by a factor
of approximately 2.5, suggesting that the peptide D2A forms a stronger complex with
ATP due to a more positive net charge.
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The binding affinity of the S7A mutant is comparable to that of ADARYKS with a KD of
6.46 mM. In the computational simulation of ADARYKS, residue S7 interacts with ATP
mainly via the C-terminal carboxyl-group. Consequently, the S7A substitution is not
expected to affect the affinity. All other mutants showed a weaker binding affinity than
ADARYKS, with KD ranging from 9.19 mM (Y5A) and 36.58 mM (K6A) to 47.45 mM (R4A).
Substituting the sole aromatic residue, Y5, was only minimally reflected in the affinity of
the resulting peptide. These observations illustrate that the association mode of
ADARYKS is different from the one observed in the hairpin dodecamer designed by
Waters et al.135, which is dominated by hydrophobic interactions of two rigid aromatic
residues with the nucleotide.

Figure 2.10: Titration of C-terminal amidated with ATP stock solution. Change in chemical
shift perturbation of the Y5-Hd of 0.5 mM peptides AAARYKS-NH2 (A) and ADARYKS-NH2 (B) in
10 mM HEPES buffer pH 7.4 was followed by 1H NMR upon addition of 100 mM ATP stock
solution. The data was fit in Origin 8.6 and revealed a KD of 1.03 mM (A) and 2.45 mM (B). Error
bars represent standard errors of three independent measurements.
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Table 2.2: Quantification of ATP-binding peptides. The binding affinity of various
heptapeptides for ATP, ADP and AMP was investigated by 1H NMR.

Moreover, our results demonstrate that both positively charged residues, arginine and
lysine, are equally crucial for complex formation, since replacing either of them with
alanine results in a significantly weaker binding affinity. This result is consistent with
results obtained from studying C-terminally amidated peptides and less charged
nucleotides (ADP and AMP).

2.3.2 Characterization of an intramolecular salt bridge by 2D NMR and FTIR
A H(CBCA)CO NMR experiment on ADARYKS with

13

C-labeled aspartic acid was

performed to determine the pKA of residue D2 of the free peptide in solution.151 Analyzing
the resulting titration curve revealed a pKA of 3.26 (Figure 2.11) which, compared to a
pKA of 4.0152 of free aspartic acid, suggests that residue D2 is engaged in a salt bridge.
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Further characterization by FTIR at various temperatures revealed peaks at 1560 cm-1
and 1540 cm-1 above 55°C, corresponding to free carboxyl groups (Figure 2.12).153 This
further suggests the presence of an intramolecular salt bridge, which is broken at
temperatures above 55°C, revealing the spectral characteristics of free carboxylic acid.
Therefore, the shift of pKA observed in ADARYKS indicates the presence of an
intramolecular salt bridge, which is most likely formed between residues D2 and R4.
Interestingly, modern ATPases contain a conserved Asp/Glu-Arg salt bridge, which is
crucial to their catalytic activity.154–156 This will be discussed in detail in Chapter 4.

Figure 2.11: Detection of intramolecular salt bridge by NMR. (A) The changes in chemical
shift perturbation of the side chain carboxyl-group of 13C-labeled Asp in ADARYKS were followed
via direct carbon detection by H(CBCA)CO NMR. (B) Fitting the obtained change in chemical
shift perturbation in Origin 8.6 reveals a pKA of 3.26 for the side chain carboxyl-group of residue
D2, indicating the presence of an intramolecular salt bridge.
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Figure 2.12: Detection of intramolecular salt bridge by FTIR. FTIR on ADARYKS at various
temperatures shows breaking of an intramolecular salt bridge above 55°C, further suggesting
the presence of an intramolecular salt bridge involving residue D2.

81

2.4 Investigation of peptide-nucleotide binding using atomistic
modeling

2.4.1 Computational analysis of peptide-nucleotide binding
Atomistic molecular dynamics simulations are a powerful tool to elucidate the
mechanism by which two molecules interact with each other. To gain insight into the
mechanism by which the heptapeptide ADARYKS interacts with ATP, atomistic molecular
dynamics simulations were performed using the CHARMM force field.118,157 The presence
of electrostatic H-bonds was analyzed in VMD with a cut-off distance of 3.2 Å and a cutoff angle of 30º, which is considered a medium-strong bond.158 Charge-p interactions
were analyzed in VMD with a cut-off distance of 4.5 Å, corresponding to the detection
limit of NOE NMR spectroscopy.159
After an equilibration phase of about 4 ns, the peptide bound to the nucleotide through
electrostatic, p-p and charge-p interactions (Figures 2.13-2.15) and remained bound 71
% of the simulation time. Detailed analysis of individual interactions occurring throughout
the simulation revealed that the nucleotide associates through H-bonds158 formed
predominantly by residues R4, K6 and S7 to the phosphate- and ribose moiety of the
nucleotide. In addition, charge-p and p-p interactions were observed between the
adenine ring and residues R4/Y5 (Figure 2.13). Thus, the computational results agree
with the experimentally detected changes in chemical shift perturbations of the gphosphate as well as the ribose- and base moiety of the nucleotide.

82

Figure 2.13: Representation of heptapeptide ADARYKS associated with ATP. (A) The side
chain of residue R4 forms a H-bond to the g-phosphate of ATP. p-p stacking is observed between
residue Y5 and the adenine moiety. (B) The side chain of residue R4 forms a H-bond to the H2'
of ribose and the b- and g-phosphates of ATP. Cation-p stacking is observed between residue
R4 and the adenine moiety, as well as intramolecularly between the side chains of residues Y5
and K6. Adapted with permission from Kroiss et al. ChemSystemsChem. 2019, 1. Copyright
(2019) John Wiley and Sons.

Except for A3, all residues of ADARYKS interacted directly with ATP in the simulation
(Figure 2.14). Importantly, throughout the simulation, the peptide takes on several
different conformations, indicating an ensemble of nucleotide-binding conformations
rather than one stable structure. Further analysis of the simulation revealed the presence
of several intramolecular interactions in the peptide that were also detected by 2D
ROESY NMR. In particular, charge-p interactions between residues R4-Y5, D2-Y5 and
Y5-K6 were observed (Figure 2.13B, 2.15A, 2.16). Moreover, hydrogen bonds between
residues D2-A3 and D2-R4 were detected computationally. This is consistent with the
observed salt bridge in the H(CBCA)CO NMR and FTIR experiments.
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Figure 2.14: Quantification of peptide-ATP interactions by atomistic simulations.
Interaction of individual peptide residues of ADARYKS with ATP was determined from atomistic
molecular dynamics simulations. Residues R4, K6 and S7 interact most strongly with the
nucleotide. Except for residue A3 all residues of the peptide interact directly with the nucleotide.

The lack of stable ATP-peptide cross peaks in the 2D NMR experiment is consistent with
the computational observation of different peptide conformations that interchange
dynamically. Binding of the Ala-mutant peptides was also investigated by atomistic
molecular dynamics simulations. The results (Fig. 2.17 and table 2.3) show that the D2A
mutant peptide ADARYAS interacts with ATP mainly through H-bonds formed between
the arginine-residue and the phosphate-moiety of ATP. The peptide interacts with ATP
62 % of the simulation time. For the majority of the time two intermolecular hydrogenbonds are observed. Thus, the computational results for this peptide indicate that it
forms stable complexes with ATP, which agrees with the experimental results that
revealed a binding affinity of D2A for ATP that is slightly higher as that of ADARYKS. The
Y5A and S7A mutants (ADARAKS and ADARYKA) form stable H-bonds to ATP via their
A1 and K6 or A1 and R4 residues. Peptide Y5A interacts with ATP 75 % of the simulation
time, mostly through two intermolecular H-bonds.
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The S7A mutant peptide forms a complex with ATP 84 % of the time, also through two
intermolecular H-bonds. This is in good agreement with the binding affinity of these
peptides for ATP, which is comparable to that of ADARYKS as determined by 1H-NMR.
However, it has to be mentioned that the H-bond formed by residue A1 to ATP is
mediated by the N-terminus and is thus not sequence specific.

Figure 2.15: Representation of heptapeptide ADARYKS associated with ATP. (A) Residue
R4 is engaged in an intramolecular salt bridge with residue D2 while concurrently forming Hbonds with the phosphate moiety of the nucleotide. (B) ADARYKS interacts with ATP via several
residues that form H-bonds with the nucleotide. Residue R4 forms a H-bond to the g-phosphate
of ATP, residue Y5 interacts with the adenine moiety and residue S7 forms a H-bond with the H2'
of ribose. (C) Residues R4 and K6 of the peptide ADARYKS interact with the phosphate moiety
of ATP through hydrogen bonding. The C-terminal carboxyl-group of S7 forms a H-bond to the
H2' of ribose.
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Figure 2.16: Characterization of peptide-ATP complexes. Quantification of H-bonds (A) and
charge-p interactions (B) observed in computational simulations of the peptide in its ATP-bound
(black) and free (grey) state. Adapted with permission from Kroiss et al. ChemSystemsChem.
2019, 1. Copyright (2019) John Wiley and Sons.

The heat map of peptide mutant R4 (ADAAYKS) illustrates that this molecule shows only
weak interactions with ATP, mediated mainly by the N-terminus and the remaining
charged residue K6. The peptide interacted with ATP only 30 % of the simulation time
after equilibration, forming only one intermolecular H-bond to the nucleotide at a time.
This decrease in interactions agrees with the significantly weaker binding affinity for the
nucleotide observed in the NMR studies. The K6A peptide ADARYAS did not show any
binding to ATP in the first 50 ns of simulation time. The simulation was then restarted
and interaction of the peptide with ATP was observed after 1 ns of equilibration time.
Binding is observed 77 % of the simulation time via one intermolecular H-bond. While
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the heat map shows multiple contacts between the peptide and ATP it has to be noticed
that, in comparison to peptide variants AAARYKS, ADARAKS and ADARYKA, no
dominant interaction is observed. The peptide/ATP complex is formed through either the
N-terminus or residue R4 forming a H-bond to the phosphate-moiety of ATP. During the
simulation, only one intermolecular H-bond is observed at one given time point. This is
similar to peptide variant R4A and agrees with the experimental results, which showed
a binding affinity in the same range as the R4A mutant, which is reduced compared to
the wt peptide.

Table 2.3: Computational study of Ala-mutants forming complexes with ATP.
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Figure 2.17: Computational study of Ala-mutants forming complexes with ATP. Interaction
of individual residues of selected heptapeptides with the phosphate (P)-, ribose R) and adenine
(A)-moiety of ATP through H-bonds was determined from atomistic molecular dynamics
simulations. Cut-off distance was set to 3.2 Å, corresponding to a medium strong H-bond158.
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2.5 Conclusions
Using the in vitro screening method phage display, the heptapeptide ADARYKS was
found, representing the first example of a short peptide that associates with ATP and
was identified through de novo selection. Remarkably, its sequence is not related to any
known nucleotide-binding motif. While modern nucleotide-utilizing proteins have a
conserved binding pocket, the identified peptide is highly dynamic and takes on an
ensemble of ATP-binding conformations.
Nuclear magnetic resonance spectroscopy was applied to study the binding affinity of
the heptapeptide ADARYKS for ATP and their mode of interaction. Titration experiments
revealed that the peptide binds to the nucleotide with low millimolar affinity. While
prevailing nucleotide binding proteins show significantly higher affinities (e.g. ABC
protein T4 Rad50160 has an affinity of 10 µM), the molecular mechanism of binding
depends on a defined binding pocket that arises from secondary and tertiary structure
within the protein. The shortest ATP-binding peptide that has been reported previously
is a b-hairpin dodecamer135 that shows a KD of 0.2 mM for ATP in water.
Binding studies of ADARYKS with ADP and AMP revealed that the dissociation constant
is increased approximately by a factor of two with every phosphate that is removed from
adenosine, likely due to reduced electrostatic interactions. Moreover, substitution
studies with alanine-containing heptapeptides demonstrate that the positively charged
residues arginine and lysine are crucial for ATP-binding of ADARYKS. Replacing the sole
acidic residue, aspartate, with alanine resulted in a slightly increased binding affinity.
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It is worth noting that exchanging the sole aromatic residue, Y5, was only minimally
reflected in the affinity of the resulting peptide. This illustrates that the binding mode of
ADARYKS is different from the one observed in the designed hairpin dodecamer,135
which is dominated by hydrophobic interactions of two aromatic residues with the
nucleotide.
Atomistic molecular dynamics simulations using the CHARMM force field suggest that
the heptapeptide ADARYKS binds to ATP predominantly via electrostatic interactions
between the basic residues arginine and lysine and the phosphate moiety of the
nucleotide. Nevertheless, our results indicate that six of the seven residues ADARYKS
contribute to binding of ATP, by directly forming H-bonds to the nucleotide or engaging
in p-p and cation-p interactions. Several intramolecular interactions were observed in
the peptide, which were also detected in the 2D ROESY NMR experiment.
Importantly, an ensemble of conformational distinct peptide-ATP complexes is observed
in the simulation, indicating that the associated structures are highly dynamic. This
agrees with the lack of stable ATP-peptide cross-peaks in the 2D ROESY NMR spectra.
Atomistic simulations of the Ala-variants of ADARYKS further suggest that electrostatic
interactions are crucial for peptide-ATP complex formation. The two heptapeptides that
have no net charge (R4A- and K6A-mutants) show fewer and weaker interactions with
the nucleotide throughout the simulation. Thus, the computational observations are
consistent with results obtained from experimental work and lead to the conclusion that
the heptapeptide ADARYKS forms dynamic complexes with ATP predominantly through
electrostatic interactions.
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Our results demonstrate that phage display can be applied for unbiased discovery of
short peptides that form complexes with small metabolites such as ATP. While other
methods such as SELEX have been used successfully to screen for RNA-based
structures that recognize small molecules,161–163 peptides provide greater functional
versatility due to the availability of twenty different building blocks.
Nature chose proteins comprised of the 20 canonical amino acids for nucleotide
recognition and binding. By identifying a heptapeptide sequence that associates with
ATP with millimolar affinity to form adaptive complexes, we have shown that it is plausible
that the first biological molecules capable of interacting with nucleotides were small
peptides.164,165 This further strengthens the hypothesis that short peptides acted as
precursors of modern proteins during early evolution of prebiotic chemistry.166,167 In future
applications these simple building blocks could be used as components of active bioinspired materials that are fueled by nucleotides.112,113,168
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2.6. Materials and Methods

2.6.1 Phage display screening
Using non-magnetic beads: The Ph.D.™-7 Phage Display Peptide Library Kit from New
England Biolabs™ was used. Microfuge tubes were blocked with 3 % BSA in TBS for 1
h at 37°C. 10 μL phage library were mixed with 100 μL γ-aminophenyl-adenosine
triphosphate immobilized on agarose (Jena Bioscience GmbH) and 90 μL TBST (TBS
buffer containing 0.1 % [v/v] Tween-20) and incubated for 2 h at 37°C on the shaker. The
agarose-beads were pelleted by centrifugation (5 min at 15 000 rpm) and the supernatant
was discarded. The pellet was washed 5 x with 1 mL TBST and bound phage were eluted
by adding 100 μL Glycine-HCl buffer (100 mM, pH 2.2). Following incubation for 10 min
at room temperature the eluate was transferred into a fresh tube containing 15 μL
Tris.HCl (1M, pH 9.1). The eluted phage was titered onto LB-IPTG-X-Gal plates and the
remaining elute was amplified for negative selection and further panning rounds using
Escherichia coli K12 ER 2738 in LB-media. For negative selection, phage from panning
round 1 were mixed with 100 μL sephadex-beads (dissolved in TBST) and incubated for
2 h at 37°C on the shaker. The sephadex-beads were pelleted by centrifugation (5 min
at 15 000 rpm) and the phage-containing supernatant was transferred into a fresh tube
and used for panning rounds 2 and 3. The concentration of Tween-20 in TBST buffer
was raised to 0.3 % in panning round 2 (5 washes) and 0.5 % in panning round 3 (8
washes). The output phage was titered onto LB-IPTG-X-Gal plates and selected phage
plaques were sent to Genewiz Inc. for Sanger sequencing using the -96gIII primer 5 ́-
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HO CCCTCATAGTTAGCGTAACG –3 .́ Sequences were analyzed using the software
SnapGeneViewer.
Using magnetic beads: The Ph.D.™-7 Phage Display Peptide Library Kit from New
England Biolabs™ was used. Microfuge tubes were blocked with 3 % BSA in TBS for 1
h at 37°C. 10 μL phage library were mixed with 10 μL of N6-(6-Aminohexyl)-dATP-Biotin
(1:100 dilution in TBST from 1 mM stock solution), from Jena Bioscience GmbH) and 180
μL TBST (TBS with 0.1 % [v/v] Tween-20) and incubated for 45 min at 37°C on the
shaker. In the meantime, 100 μL magnetic streptavidin magnetic beads (New England
Biolabs, particle size 1 μm) were mixed with 1 mL TBST, pelleted using the magnet, resuspended in 1 mL blocking buffer (3 % BSA in TBS) and incubated at 4°C for 1h. The
beads were then washed 3x with 1 mL TBST. The biotin-ATP-phage mixture was added
and the reaction was incubated at room temperature for 15 min. The beads were pelleted
using the magnet and the supernatant was removed. The pellet was subsequently
washed 2x with 1 mL TBST. Elution of the bound phage was performed by adding 100
μL Glycine-HCl buffer (100 mM, pH 2.2) and incubation at room temperature for 10 min.
The supernatant was then transferred into a tube containing 15 μL Tris.HCl (1M, pH 9.1).
The eluted phage was titered onto LB-IPTG-X-Gal plates and the remaining elute was
amplified for negative selection and further panning rounds using Escherichia coli K12
ER 2738 in LB-media. For negative selection, 2.5 μL amplified phage from panning round
1 was mixed with 20 μL biotin (10 μM) and 177.5 μL TBST and incubated at room
temperature for 30 min on the shaker. In the meantime, 100 μL streptavidin magnetic
beads were mixed with 1 mL TBST, pelleted using the magnet, re-suspended in 1 mL
blocking buffer (3 % BSA in TBS) and incubated at 4°C for 1h. The beads were then
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washed 3x with 1 mL TBST. The biotin-phage mixture was added and the reaction was
incubated at room temperature for 15 min on the shaker. For panning round 2, the beads
were pelleted using the magnet and the supernatant was transferred into a fresh tube
containing 10 μL of N6-(6-Aminohexyl)-dATP-Biotin (10 μM). The mixture was incubated
for 30 min at room temperature on the shaker. Following incubation, the mixture was
added to a tube containing washed and BSA-blocked streptavidin magnetic beads (100
μL) and incubated at room temperature for 15 min. The beads were subsequently
washed 10x with TBST. Elution was performed as described above. The output phage
was titered and amplified. Panning round 3 was performed as panning round 2, but with
increased concentration of Tween-20 (0.5 %) in the TBST-buffer. The output phage was
titered onto LB-IPTG-X-Gal plates and selected phage plaques were sent to Genewiz
Inc.

for

Sanger

sequencing

using

the

-96gIII

primer

5 ́-

HO

CCCTCATAGTTAGCGTAACG –3 .́ Sequences were analyzed using the software
SnapGeneViewer.
Titration of phage: A culture of E. coli K12 ER 2738 was inoculated by transferring a
single bacterial colony from a LB-agar plate (25 g LB and 15 g agar per liter) into 10 mL
LB-medium (25 g LB per liter) in a 50 mL Falcon-tube. The culture is incubated at 37°C
on the shaker (220 rpm) until OD600=0.5. 3 mL portions of top-agar (25 g LB and 7 g agar
per liter) were pipetted into sterile 15 mL Falcon-tubes and kept in a water bath at 50°C
until used. One LB/IPTG/X-Gal plate (25 g LB and 15 g agar per liter, mixed with 0.1 mM
IPTG and 40 mg X-Gal) per dilution was pre-warmed at 37˚C for 1 h. Dilutions of phage
eluate were prepared in LB-media to a final volume of 1 mL. 200 μL of E. coli K12 ER
2738 culture (OD600=0.5) were dispensed into microfuge tubes (one for each dilution),
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10 μL of the respective phage dilution were added and the reaction was mixed and
incubate at room temperature for 5 min. The infected cells were transferred into a tube
with 3 mL top agar, mixed and poured onto a pre-warmed LB/IPTG/X-Gal plate. After 10
min, the plates were inverted and incubated over night at 37˚C.
Amplification of phage: A culture of E. coli K12 ER 2738 was inoculated by transferring
a single bacterial colony from a LB-agar plate (25 g LB and 15 g agar per liter) into 20
mL LB-medium (25 g LB per liter) in a sterile 250 mL glass flask. The culture is incubated
at 37°C on the shaker (220 rpm) until OD600=0.01-0.05. The phage eluate obtained from
negative selection or panning rounds 1-3 was added to the bacterial culture and the
mixture was incubated for 4.5 h at 37°C on the shaker (220 rpm). The culture was then
transferred into a 50 mL Falcon tube and centrifuged for 10 min at 12 000 rpm and 4°C.
the supernatant was transferred into a fresh tube and centrifuged again for 1 min. The
upper 80 % of the supernatant were then transferred into a fresh tube containing 1/6 of
the supernatant’s volume of 20 % PEG in 2.5 M NaCl. The mixture was kept at 4°C
overnight to precipitate the phage. The following day, the mixture was centrifuged for 15
min at 12 000 rpm and 4°C. The supernatant was discarded, the obtained pellet
resuspended in 1 mL TBS and transferred into a microcentrifuge tube. Re-precipitation
was performed by adding 150 μL of 20 % PEG in 2.5 M NaCl and the mixture was
incubated in ice for 1 h. After centrifugation (15 min at 14 000 rpm) the supernatant was
discarded and the pellet was washed with 200 μL TBS, centrifuged again and finally
resuspended in 200 μL TBS. 10 μL of the obtained phage solution were used for titering
(see above). The rest was stored at 4°C until used in subsequent selection rounds.
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2.6.2 Peptide synthesis
Peptide synthesis was performed using the microwave-assisted solid-phase peptide
synthesizer Liberty Blue HT (CEM). Fmoc-Wang resin (Novabiochem) with the
immobilized C-terminal amino acid was dissolved in 10 mL transfer solvent (50 %
dimethylformamide (DMF) and 50 % dichloromethane (DCM)). The required amounts of
Fmoc-amino acids (Novabiochem) were dissolved in 10 mL DMF. 20 % piperazine in
DMF was used as de-protecting agent, Oxyma as acid and a 1:1 mixture of DIC and
DMF as base. After synthesis, the peptides were transferred into small filter tips and
washed with DCM. Trifluoroacetic acid (TFA) was mixed with 2.5 % [v/v] of each
triisopropylsilane (TIS), 2,2ʹ-(Ethylenedioxy) diethanethiol (DODT) and RO-H2O and 2 mL
of this mixture were added to each peptide. After incubation for 2h the liquid phase was
collected and TFA was evaporated. Ice-cold diethyl ether was added, and the peptides
were precipitated by centrifugation. The supernatant was removed, and the pellet was
washed in DEE twice. The sample was dissolved in ultrapure water and lyophilized.
Synthesized peptides were purified by HPLC using a Macherey-Nagel C18 column of
250 mm length, 4.6 mm internal diameter and 3 μm particle size on Dionex P780 HPLC
system. The peptide was dissolved in 5 % (v/v) ACN + 0.1% TFA and injected using a
Hamilton syringe. The starting concentration of acetonitrile was 5 % (v/v) ACN, which
was kept constant for 5 min after which the concentration was increased to 15 % (v/v)
ACN following a linear gradient over 15 min. The acetonitrile concentration was further
increased to 95 % (v/v) ACN over 5 min and held constant for 7 min before it was finally
set to 5 % (v/v) ACN. Flow rate was 8 mL/min. Identity and purity of all peptides was
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confirmed by LC-ESI using Bruker’s maXis-II ETD ESI-QqTOF instrument equipped with
the Dionex Ulti-mate-3000 LC system.

2.6.3 Nuclear Magnetic Resonance Spectroscopy
1

H NMR was performed on the Bruker AVANCE III HD 700 MHz NMR spectrometer

equipped with a 5-mm QCI-F CryoProbe. 500 µM peptide prepared in 10 mM HEPES
buffer pH 7.4 were titrated with a 100 mM ATP stock solution (made from ATP-disodium
salt, pH adjusted to 7.0 using 1 M NaOH) containing 500 µM peptide. The pH of the
sample was checked before each measurement and adjusted to 7.4 using 0.1 M NaOH
or 0.1 M HCl if required. The sample contained 5 % (v/v) D2O and 0.1 % 4,4-dimethyl-4silapentane-1-sulfonic acid (DSS). Change in chemical shift perturbations of the Y5-Hd
(all peptides except ADARAKS) and A3-Hb (for ADARAKS) were measured at 278 K in 5
mm non-Shigemi tubes. Origin 8.6 was used to fit the data and determine the apparent
KD values.
One-dimensional (1D) 31P NMR spectra were acquired on a Bruker AVANCE III HD 600
MHz NMR spectrometer equipped with a room temperature 5-mm TXI probe, using the
following acquisition parameters: a 60-degree excitation pulse, 40 ppm sweep width,
0.84 sec acquisition time, and a 1-sec relaxation delay. Spectra were processed with 5
Hz exponential line broadening and were referenced to external 85% H3PO4. 1 mM ATP
(prepared from ATP-disodium salt) in 50 mM HEPES buffer pH 7.4 containing 5 % (v/v)
D2O were titrated with a 30 mM peptide stock solution (in 50 mM HEPES, pH adjusted
to 7.0) containing 1 mM ATP. The pH of the sample was checked before each
measurement and adjusted to 7.4 using 0.1 M NaOH or 0.1 M HCl if required. Change
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in chemical shift perturbations of the g-phosphate of ATP were measured at 278 K in 5
mm non-Shigemi tubes. Origin 8.6 was used to fit the data and determine the apparent
KD values.
Two-dimensional (2D) 1H-1H ROESY spectra on a Bruker AVANCE III HD 800 MHz NMR
spectrometer equipped with a 5-mm TCI CryoProbe, using the following acquisition
parameters: 10 ppm sweep width in both dimensions, 2k x 512 complex points in F2
and F1 respectively, acquisition times of 127.8 and 31.9 ms in F2 and F1 respectively,
64 scans per increment, a relaxation delay of 1.7 sec, 500 ms mixing time, and
referenced to 4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS). Stock solutions of
peptide ADARYKS (20 mM) and ATP (100 mM, prepared from ATP-disodium salt) were
prepared in 10 mM Tris-HCl buffer pH 7.4. Samples with a final peptide concentration of
5 mM and ATP concentrations of 0 mM (1:0), 5 mM (1:1 molar ratio) or 50 mM (1:10
molar ratio) were prepared and the pH was adjusted to pH 7.4 using 0.5 M NaOH. All
samples contained 5 % (v/v) D2O and 0.1 % 4,4-dimethyl-4-silapentane-1-sulfonic acid
(DSS). Changes in chemical shift perturbations of detected peaks were analyzed using
the software Sparky.
Side chain carboxylate pKA’s were measured on a Bruker AVANCE III HD 800 MHz NMR
spectrometer equipped with a 5-mm room TCI CryoProbe using 2D

13

C-detect IPAP-

H(CBCA)CO experiments acquired as a function of pH151. 500 µM peptide were prepared
in 10 mM HEPES buffer pH 7.4 and the pH of the sample was stepwise adjusted using
0.1 M HCl. The sample contained 5 % (v/v) D2O and 0.1 % 4,4-dimethyl-4-silapentane1-sulfonic acid (DSS). The following acquisition parameters were used in each 21 min
H(CBCA)CO experiment: 512 (13C) x 64 (1H) complex points, 12 ppm sweep width in the
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direct dimension (13C), 0.106 sec acquisition time (13C), and a 1.0 sec relaxation delay.
All 2D data were processed and analyzed using TopSpin 3.5.

2.6.4 Fourier transformed infrared spectroscopy (FTIR)
The heptapeptide ADARYKS was dissolved in HPLC-grade water to a final concentration
of 15 mM and the pH of the sample was adjusted to 7.2 using 0.1 M NaOH. FTIR spectra
were acquired using a Bruker Vertex spectrometer with a spectral resolution of 4 cm-1.
The sample was contained between two CaF2 windows (thickness 2 mm) separated by
a 12 µm polytetrafluoroethylene spacer and mounted into a temperature-controlled flow
cell (Harrick Scientific). The measurements were performed at 25°C, 45°C, 55°C, 65°C
and 75°C. All spectra were corrected for H2O and CO2 using the software OPUS and
plotted in Origin 8.6.

2.6.5 Atomistic Molecular Dynamics simulations
Coordinate files for the peptide and nucleotide were created using the software
Avogadro.169 The respective molecules were placed in a water box in VMD170 and charges
were neutralized with NaCl. All systems were minimized for 500 steps, subsequently
heated to 298 K and equilibrated to 1 atm and simulations were run in NAMD120 for 50
ns using the CHARMM118,157 force field. The temperature and pressure were kept
constant using Langevin dynamics. A 2 fs time step was used to integrate Newton’s
equation of motion. The Particle Mesh Ewald (PME) method was used for electrostatics
and a 12 Å cut-off and a switch-distance of 10 Å was applied for non-bonded
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interactions. Periodic boundary conditions were applied in the three spatial coordinates.
The presence of hydrogen bonds was analyzed in VMD with a cut-off distance of 3.2 A
and a cut-off angle of 30º.158
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3. Short Peptides with Nucleotide-Induced Structure

* This work will be published in part as:
D. Kroiss, J. M. Aramini, S. Ragoonath, R. V. Ulijn and T. Tuttle;
Integration of Phage Display and Computational Refinement reveals Short
Peptides with Nucleotide Complexation-Induced Structure;
Under review, 2019
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3.1 Introduction
The induction of conformational change upon ligand binding is an ubiquitous feature in
proteins that was first proposed by Emil Fischer 125 years ago.171 Subsequently, it has
been shown that many protein-ligand interactions are initially weak, but increase in
strength upon structural rearrangement of the receptor that favors complexation,
commonly referred to as ‘induced fit’.172,173 Thus, the ability of proteins to adapt to their
ligands is crucial to control a myriad of biochemical reactions.
The design of novel proteins with tailored folds and functions is of great interest to the
areas of protein engineering and adaptive supramolecular materials due to their
enormous potential for future applications in biotechnology and biomedicine.174
Integration of computational and experimental design, selection and screening has
proven to be a powerful route to achieve new target functions. Indeed, significant
progress has also been made by in vitro evolution,175–177 demonstrating that experimental
screening combined with computational refinement (or vice versa) is a suitable tool for
the discovery of proteins and peptides with well-ordered structural motifs. For example,
Arnold et al. applied directed evolution to engineer a heme-containing enzyme to
catalyze the stereoselective synthesis of carbocycles178 and modified a hemoprotein179
to

achieve

enantioselective

amino-hydroxylation

of

olefins.

DeGrado

et

al.

computationally designed a four-helix bundle that selectively transports Zn2+ across a
membrane, as demonstrated experimentally.180 Baker et al. reported on the
computational design of constrained 18-47 residue peptides that were found to be highly
stable to thermal and chemical denaturation.181 The formation of a functional
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transmembrane pore was achieved via self-assembly of a-helical peptides that were
derived from a bacterial transporter by Woolfson and coworkers based on sequence
alignment in BLAST.182 Moreover, artificial intelligence and machine learning have been
used to identify antimicrobial peptides,183 as well as to direct evolution within a
combinatorial library184 of proteins.
Besides protein folds with specific functions, there is tremendous interest in
identification of biomolecules specifically for supramolecular recognition. The molecular
principles that underlie supramolecular recognition, however, are still poorly understood
and therefore, compared to the above examples on functional proteins, identification of
new candidates is less focused on design, and more on screening of large chemical
search spaces rather than rational design.
In vitro selection methods such as SELEX,161,162 phage137,185 and yeast display,186
CoPhMoRe187 and dynamic combinatorial libraries188,189 offer approaches to identify
novel sequences with specific functions from a large search space. In addition, phage
display of short peptides has been effective to find peptides that bind to antibodies, cell
surface proteins, carbohydrate antigens,141 metal surfaces,142 nanoparticles,143–145
polymers190 and macrocycles,191 as well as for sequences that form dynamically
interchanging complexes with ATP192 and peptide catalysts.140 Molecular dynamics
simulations have been used to predict the interaction of thereby identified sequences
with gold193 and silica194,195 surfaces but have not yet been fully integrated with the search
approaches.
While short peptides may inherently not be able to match the performance of proteins,
it is increasingly recognized that, their simplicity and robustness makes them attractive
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candidates. In particular, they can be useful components for incorporation in synthetic
materials with life-like functions.196–200 In addition, peptides are more amenable for the
systematic investigation of the fundamentals underlying supramolecular recognition and
induced structure formation. These peptides do not have an inherently stable structure
due to their simplicity, but move along a shallow energy landscape, which may make
them especially suited to establishing minimalistic induced-fit mechanisms that require
navigation of shallow energy landscapes. Thus, we reasoned that, building on successes
in integrated protein design and screening, phage display would benefit from a more
seamless integration of experimental and computational methods. The general concept
of directed discovery of peptides by integrating computation and experiment has been
applied in other instances201 to select peptides with specific functions.
The objective of the present work was thus to integrate experimental screening with
computational chemistry to rationally direct the discovery of functional peptides that
bind to small molecules (exemplified here by UTP) from a random library containing
approximately 100 million sequences (Figure 3.1). The following aims will be delivered:

i.

Selection of short peptides that recognize UTP using phage display.

ii.

Computational evaluation and refinement of identified peptide sequences.

iii.

Experimental and computational characterization of selected heptapeptides
that take on a stable structure upon complexation with UTP.
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3.2 Experimental screening and computational selection of novel
peptides

3.2.1 Screening a large library of heptamers by phage display
A commercial library of M13 phages that display 5 copies of a heptapeptide on their
surface was mixed with UTP that was covalently modified with biotin via a linker (Figure
3.1A). Biotin was selected as a target since it is a prebiotically relevant molecule and also
constitutes the building block that distinguishes DNA from RNA. Following incubation of
phages with the target, streptavidin-functionalized paramagnetic agarose beads were
added to the mixture. Binding of biotin to streptavidin establishes a stable link between
the target compound and the bead. The biotin-streptavidin decorated beads were
separated into a pellet, thereby isolating phages that have bound to the target.
The use of paramagnetic beads together with a magnetic rack facilitates thorough
washing of the bead-phage pellet compared to the traditional approach140,202, which is
based on centrifugation. Hence, the risk of losing functional sequences due to
suspension of beads in the supernatant is reduced and non-binding sequences can be
removed effectively. After four rounds of panning and negative selection against
streptavidin-agarose beads and soluble biotin, a total of 18 heptapeptide sequences
were identified by DNA sequencing (Table 3.1).

105

Figure 3.1: Integration of experimental and computational tools. (A) Phage display was
applied to select UTP-binding peptides from a library containing 100 million sequences using
UTP-Biotin that was captured using magnetic streptavidin-agarose beads. (B) Atomistic
molecular dynamics simulations were subsequently applied to refine experimental results and
identify lead candidates that take on a stable loop structure upon complexation of the nucleotide.

3.2.2 Selection of lead candidates using atomistic simulations
Atomistic molecular dynamics simulations were applied to investigate the interaction
between heptapeptides identified by experimental screening for their propensity to
interact with UTP (Figure 3.1B). The identified 18 heptapeptide sequences (with free Cterminus) were simulated with UTP in a water box using the CHARMM force field. The
presence of electrostatic H-bonds was analyzed in VMD with a cut-off distance of 3.2 Å
(see Section 3.6.6 for details). The results (Table 3.1) show that five of the tested
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sequences did not interact with UTP during the 50 ns simulation time. Eight sequences
interacted with UTP only via a single hydrogen bond (often through the sequenceindependent N-terminus interacting with the phosphates) and were therefore considered
poor and non-selective binders. Consequently, these 12 peptide sequences were
disregarded, leaving five peptide sequences for experimental investigation.

Table 3.1: Computational evaluation of identified peptides. Atomistic simulations of peptides
identified by phage display after three rounds of panning and negative selection were used to
predict interactions with UTP. Sequences in bold were selected for further experimental and
computational characterization.

* Calculated using Equation 3.1 **Calculated using Equation 3.2

107

3.3 Experimental evaluation of selected peptide candidates

3.3.1 Binding studies by 1H-Nuclear Magnetic Resonance Spectroscopy
Solid-phase synthesis was used to produce the five selected peptide sequences in their
C-terminally amidated form. The terminal amide modification was used to mimic the
peptide presentation during phage display screening and to favor electrostatic
interactions with the negatively charged nucleotide. Following synthesis, all peptides
were purified by preparative HPLC and extra care was taken to remove any residual
trifluoroacetate following a salt-switch protocol using 10 mM HCl (see Section 3.6.3 for
details). This is important because of the propensity of trifluoroacetate to form stable
adducts with positively charged amino-groups, thereby impeding supramolecular
interactions.

19

F-NMR was performed to confirm that peptides were free from TFA for

further characterization (Figure 3.2).
Subsequently, 1H-NMR was applied to follow titrations of the five peptides with UTP and
the changes in chemical shift perturbations of amino acid side chains were analyzed to
calculate dissociation constants (Table 3.2). The heptapeptide KAIHPMR showed the
lowest dissociation constant with a KD of 0.74 mM (Figure 3.3A). The affinity of the
sequence ITLKGLT was two-fold lower, with a KD of 1.8 mM (Figure 3.3B). The peptides
SMRDGAV and FPVVTRN show similar affinities, with KD of 3.31 mM and 3.65 mM,
respectively (Figure 3.3C,D). The lowest affinity was observed for the sequence
TSAVSLR, which showed a KD of 10.8 mM (Figure 3.3E), which is almost 15-times
weaker than the best sequence KAIHPMR.
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Figure 3.2: Quantification of TFA using 19F-NMR.

19

F-NMR was performed to quantify the

amount of trifluoroacetate in synthesized peptides. After 3 washes with 10 mM HCl
following the protocol described in the method section, 1.2 µM TFA were detected in a
sample containing 0.5 mM peptide, corresponding to a TFA-content of 0.24 %. After 4
washes, no residual TFA was detected.
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Figure 3.3: Determining binding affinity of selected heptapeptides for UTP by 1H-NMR. The
peptide KAIHPMR (A) showed the highest affinity for UTP with a KD of 0.74 mM, followed by
peptide ITLKGLT (B) with a KD of 1.78 mM. The peptides SMRDGAV (C) and FPVVTRN (D)
revealed KDs of 3.31 mM and 3.65 mM. The peptide TSAVSLR (E) showed the lowest affinity with
a KD of 10.80 mM. Error bars represent standard errors of three independent experiments.
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Table 3.2: Quantification of binding affinities of selected heptapeptides for UTP.
Heptapeptides were titrated against UTP and KD-values were calculated from changes in
chemical shift perturbations observed by 1H-NMR.

3.3.2 Characterization of peptide-UTP complexes by CD Spectroscopy
To further characterize the interaction between the peptide KAIHPMR and UTP, circular
dichroism spectroscopy (CD) was applied (Figure 3.4) As expected from preliminary
computational simulations, the peptide by itself shows the signature signal of a random
coil. The nucleotide by itself shows two distinct peaks, one at 275 nm, corresponding to
a n à p* transition in the uracil-ring and one at 197 nm, corresponding to a p à p*
transition in the carbonyl-groups of the base. Upon addition of 0.5 mM peptide to UTP,
the peak at lower wavelength is shifted from 197 nm to 190 nm and decreases in
intensity. This observation suggests that binding of the peptide induces the formation of
a new structure with reduced absorbance of the C=O bonds. Moreover, addition of 0.5
mM peptide to 1 mM UTP induces a signal increase in the peak at 275 nm.
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Figure 3.4: Characterization of KAIHPMR binding to UTP using CD spectroscopy. Circular
dichroism spectroscopy of 0.5 mM peptide KAIHPMR in presence of (A) 2.5 mM UTP and (B) 5
mM UTP showed that binding of the nucleotide to the peptide induces a new structure (green)
with a maximum absorbance at 190-195 nm that is different from the theoretical sum of peptide
+ UTP (grey).

3.3.3 Discussion
1

H-NMR was applied to investigate the affinity of identified peptides for UTP in aqueous

solution. As expected, the peptide with the highest net positive charge, KAIHPMR, was
found to be the best binder of UTP. Interestingly, further characterization by circular
dichroism spectroscopy revealed that the formation of peptide-UTP complexes gives
rise to a novel, chiral structure with an absorbance maximum in the UV region. This
suggests, that binding of the nucleotide induces a stable structure in the previously
unstructured peptide.
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3.4 Investigation of underlying principles by molecular modeling

3.4.1 Computational simulations of selected peptide-variants
In order to more directly compare the obtained experimental results with computational
observations, molecular dynamics simulations were performed on the selected peptides
with their C-terminus amidated. Simulations were run in triplicate for 50 ns after the first
peptide-UTP interaction was observed and the stability of the formed complexes was
analyzed (Table 3.3). The results showed the same trend as previously observed for the
peptides with free C-terminus. The best performing sequence, heptapeptide KAIHPMR,
remains bound to UTP 82 % of the simulation time after initial contact. As expected, the
net charge of +3 of this sequence favors electrostatic interactions with the nucleotide.
The peptide ITLKGLT was observed in complex with UTP on average 65 % of the time.
The peptides SMRDGAV and FPVVTRN were found to remain bound during 69 % and
67 % of the time, respectively. The peptide TSAVSLR formed a complex with the
nucleotide during 75 % of the time. This decrease in contact time of the latter four
peptides compared to KAIHPMR can be attributed to the reduced overall positive charge
of these molecules.
The lead sequence KAIHPMR was subsequently investigated in more detail. As
expected, further analysis of atomistic molecular dynamics simulations revealed that the
peptide interacts with UTP mainly via its Lys- and Arg-side chains as well as the Nterminal amino group (Figure 3.5A).
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Table 3.3: Characterization of amidated heptapeptides. Peptides identified by phage display
and selected by initial computational evaluation were further investigated using 1H-NMR
spectroscopy and additional atomistic molecular dynamics simulations.

[a] Calculated using Equation 3.1 [b] Calculated using Equation 3.2

Remarkably, however, the peptide forms a stable loop-structure upon complexation of
the nucleotide (Figure 3.5B). After 4.3 ns of equilibration, the Lys-residue forms the first
contact to UTP via a stable hydrogen-bond to the phosphate-moiety of the nucleotide
(Figure 3.5C). Subsequently, the Arg-residue engages in hydrogen-bonding with UTP as
well, thereby inducing the loop structure (Figure 3.5D). Analysis of the distance between
the Lys- and Arg- side chains shows that the loop, once formed, is stable over the course
of the simulation (Figure 3.5E). To quantitatively analyze the stability of this induced
structure, the simulation was extended further to yield 50 ns of simulation time after the
initial peptide-UTP interaction. The results revealed that the loop-structure is retained
during 91.7 % of a 50 ns simulation after it was formed.
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Figure 3.5: Characterization of heptapeptide KAIHPMR. (A) Quantitative analysis of H-bonds
observed between the peptide and UTP during a 50 ns simulation. (B) Representation of
KAIHPMR bound to UTP via H-bonds formed between residues K1 and R7. Quantitative analysis
of H-bonds formed between residue K1 and UTP R7 (C) and UTP (D) and distance between side
chains of these residues (E). Residue K1 binds to UTP first, upon binding of residue R7 the
peptide takes on the loop-structure shown in (B).

While no intermolecular H-bonds were observed between residue H4 and UTP,
intramolecular H-bonds were detected between the side chains of residue H4 and R7
(18 % of the time) and also between the backbone of these residues during (23 % of the
time) after the loop has formed.
Importantly, molecular dynamics simulations of the peptide KAIHPMR in absence of UTP
revealed that the free peptide remains in an extended conformation, even though it
samples the loop-like structure twice during a 50 ns simulation (Figure 3.6).
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Figure

3.6:
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(A)

Representation of heptapeptide KAIHPMR in absence of UTP. The peptide remains in an
extended conformation (b) Quantitative analysis of the distance between K1- and R7side chains shows that the peptide samples the hairpin structure (red arrows), but does
not maintain it.

This demonstrates that the formation of the loop is induced by binding to the nucleotide
and, while it is a sampled conformation in the free peptide, it is not stable in the absence
of UTP. Interaction with the nucleotide leads to a stabilization of the peptide structure,
whereas the free peptide in solution remains dynamic throughout the simulation.
In order to reveal the contribution of individual residues of KAIHPMR to the formation of
a stable UTP-complexing structure, selected sequence variants were investigated using
molecular dynamics simulations. Unexpectedly, the results revealed that not Pro, but His
is important for stable binding induced loop formation. The loop structure is observed
for the His-mutant KAIAPMR only during 45.4 % of a 50 ns simulation after it was formed
initially. Hence, the stability of the loop is decreased compared to the original peptide
KAIHPMR (Figure 3.7A,B).
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Figure 3.7: Histidine contributes to the formation of a stable loop-structure.

Representation of His-mutant KAIAPMR (A) and Pro-mutant KAIHAMR (D) bound to UTP.
Quantitative analysis of the distance between K1 and R7 side chains of these peptides
reveal that the loop is destabilized for KAIAPMR (B), but not affected by the replacement
of Pro with Ala (E). Quantitative analysis of H-bonds observed between KAIAPMR (C)
and KAIHAMR (F) to UTP during a 50 ns simulation.

The side chain of residue K1 interacts with the phosphate moiety of the nucleotide 58 %
of the simulation time after initial contact. The side chain of residue R7, in contrast, forms
a H-bond to UTP only 23 % of the time (Figure 3.7C), the majority of which (20 %) are
with the phosphate-moiety. Experimental characterization of the peptide KAIAPMR
binding to UTP by 1H-NMR revealed a dissociation constant of 3.45 mM (Table 3.3 and
Figure 3.8A).
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Figure 3.8: Determining the affinity of sequence variants of KAIHPMR by 1H-NMR. The His-

mutant KAIAPMR (A) revealed a KD of 3.75 mM. The Pro-mutant KAIHAMR (B) showed
an affinity similar to that of the original sequence KAIHPMR, with a KD of 0.83 mM. Error
bars represent standard errors of three independent experiments.

Surprisingly, replacing the Pro-residue by Ala in peptide KAIHAMR does not affect the
stability of the loop, as it is observed during 91.5 % of a 50 ns simulation after it was
formed initially. H-bonds between residue H4 and the nucleotide are observed only 1 %
of the time, however intramolecular H-bonds between residue H4 and the N-terminus
are observed 10 % of the time and thus are likely to contribute to the formation of the
stable structure (Figure 3.7D,E). Experimental characterization of the peptide KAIHAMR
binding to UTP by 1H-NMR revealed a dissociation constant of 0.83 mM (Table 3.3 and
Figure 3.8B), which is comparable to that of the original sequence KAIHPMR. This
confirms our hypothesis that the role of the H4-residue is to stabilize the intramolecular
structure of the peptide and suggests that replacing it for residues that can perform that
function too should give similar results.
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Figure 3.9: Computational investigation of peptide KAIQPMR in presence of UTP. Peptide

KAIQPMR first interacted with UTP after 4.3 ns. (A) Quantitative analysis of H-bonds
formed between K1 of peptide KAIQPMR and UTP. (B) Quantitative analysis of H-bonds
formed between R7 side chain of peptides KAIQPMR and UTP (C) Quantitative analysis
of the distance between side chains of residues K1 and R7 of peptide KAIQPMR shows
that a loop structure is formed, but not stable over time.

This was tested by performing additional molecular dynamics simulation on peptides
KAIQPMR and KAIYPMR in presence of UTP. The analysis of these simulations revealed
that KAIQPMR is unable to form a stable H-bond to R7, consequently, the loop structure
was not formed (Figure 3.9). In contrast, the formation of a stable H-bond between
residues Y4 and R7 was observed for KAIYPMR upon interaction with UTP (Figure 3.10).
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It is important to note that no H-bonds are formed between the residue in position 4 and
the nucleotide. Thus, computational simulations confirmed that the stability of the
induced loop depends on the ability of the residue in position 4 to engage in
intramolecular hydrogen bonding with residue R7.

Figure 3.10: Computational investigation of peptide KAIYPMR in presence of UTP. (A)
Quantitative analysis of distance between K1 and R7 side chains of peptide KAIYPMR revealed
that a stable loop is formed. (B) Quantitative analysis of distance between K1 side chain and
UTP revealed that the first contact between peptide KAIYPMR and nucleotide UTP occurs after
33.5 ns. (C) Quantitative analysis of the distance between R7 side chain of peptide KAIYPMR
and UTP revealed that this residue forms stable H-bonds to UTP after 42 ns. (D) Quantitative
analysis of the distance between Y4 and R7 side chains of peptide KAIYPMR revealed that the
formation of a stable loop structure (A) and the onset of R7-UTP H-bonding (C) coincides with
the formation of a stable intermolecular interaction between residues Y4 and R7.
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3.4.2 Discussion
Atomistic molecular dynamics simulations were applied to investigate the underlying
principles of interaction of selected heptapeptides with UTP. The computational results
were found to be in good agreement with the experimental observations (Figure 3.11).
The peptide with the highest experimental affinity, KAIHPMR, was also found to form the
most stable complex with UTP in the simulations. The Pro-mutant of this peptide,
KAIHAMR, was also found to form a stable complex with the nucleotide, which is
consistent with its experimental KD for UTP, which is comparable to that of the original
peptide. A decrease in complex-stability was observed for the His-mutant, KAIAPMR,
which is in line with the weaker experimental affinity. The peptides ITLKGLT, SMRDGAV
and FPVVTRN revealed similar results in the computational simulations, reflecting the
comparable affinities determined in the titration experiments.
The only peptide for which the computational results did not match the experimental
data was TSAVSLR, which showed the weakest affinity for UTP in the titrations, was
observed to form H-bonds to the nucleotide during 75 % of the time. More detailed
analysis of the simulation revealed, that the peptide interacts with UTP solely through
the C-terminal arginine side chain, which forms a H-bond to the phosphate moiety of the
nucleotide. Moreover, the peptide remains in an extended, dynamic conformation.
In contrast, simulations of the sequences that showed the highest affinities in the NMR
experiments (KAIHPMR and KAIHAMR) revealed, that these peptides form stable
complexes with UTP, governed by multiple intermolecular interactions that are mediated
by several side chain residues.
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Figure 3.11: Comparison of experimental results and computational prediction. Normalized
fraction of peptide bound to 1 mM UTP determined using titrations followed by 1H-NMR (red)
and normalized stability of peptide-UTP complex (blue) during a 50 ns simulation after initial
interaction. Error bars show standard error of three independent titrations/simulations.
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3.5. Conclusions
In this work, we demonstrate that the integrated use of experimental screening and
computational refinement is a powerful tool to efficiently identify novel minimalistic
peptide sequences that take on a stable structure upon complexation with a single
nucleotide. Atomistic simulations enable selection of the most promising candidates
from a pool of identified peptides, which showed quantitative agreement with
experimentally determined binding constants. Moreover, molecular modeling allows for
the rationalization of the interactions of selected sequences with the target. It should be
noted that, despite its drawbacks, phage display is the only method currently available
to screen a search space containing approximately 100 million sequences within a few
days. While future progress in computational power might allow for the theoretical
screening of comparable numbers of sequences, currently this would require
approximately 20 million years of CPU time for 108 sequences. Thus, for now the
combination of experimental and computational techniques constitutes a powerful
strategy to quickly and reliably discover functional peptides.
Our results constitute the first example of an ‘induced fit’ mechanism in a heptapeptide
identified through unbiased selection and is therefore a minimalistic model of structural
adaptation upon interaction with a ligand, a phenomenon which is widely observed in
complex proteins. Thus, the findings from this work contribute to our understanding of
how the primary amino acid sequence affects supramolecular recognition and structure
formation in minimalistic peptides, which is of enormous interest for the future design of
peptide-based materials for applications in biomedicine and material science.
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3.6. Materials and Methods

3.6.1 Phage display screening
Phage display screening was performed using the Ph.D.™-7 Phage Display Peptide
Library Kit from New England Biolabsâ was used. Microfuge tubes were blocked with 3
% BSA in TBS for 1 h at 37°C. 10 µL phage library were mixed with Biotin-X-5Aminoallyl-uridine-5'-triphosphate triethylammonium salt (Jena Bioscience GmbH) and
TBST (TBS with 0.1 % [v/v] Tween-20) and incubated for 2 h at 37°C on the shaker. The
reaction was then incubated with streptavidin-agarose beads for 10 min at room
temperature. The agarose-beads were pelleted using a magnet and the supernatant was
removed using a pipette. The pellet was washed with TBST and bound phage were
eluted with Glycine-HCl buffer. For negative selection, phage from panning round 1 were
mixed with biotin-streptavidin-agarose beads and TBST and incubated for 2 h at 37°C
on the shaker.
The beads were pelleted using a magnet and the phage-containing supernatant was
transferred into a fresh tube and used for panning rounds 2 and 3 as described in Section
2.6.1. Selected phage plaques were sent to Genewiz Inc. on LB-agar plates for Sanger
sequencing using the -96gIII primer 5´- HO CCCTCATAGTTAGCGTAACG –3´.
Sequences were analyzed using the software SnapGeneViewer.

3.6.2 Peptide synthesis
Peptide synthesis was performed as described in Section 2.6.2.
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3.6.3 Salt switch to remove TFA
After purification, peptides were lyophilized and re-dissolved in 10 mM HCl to a final
peptide concentration of 1 mM. The solution was incubated at room temperature for 10
minutes and vortexed several times before it was frozen using liquid nitrogen. The
peptide was lyophilized and the procedure was repeated twice more, until no TFA was
detected in a 1 mM peptide solution in water by 19F-NMR anymore.

3.6.4 Nuclear Magnetic Resonance Spectroscopy
1

H NMR was performed on the Bruker AVANCE III HD 700 MHz NMR spectrometer

equipped with a 5-mm QCI-F CryoProbe. 500 µM peptide prepared in 10 mM HEPES
buffer pH 7.4 were titrated with a 100 mM UTP stock solution containing 500 µM peptide.
The sample contained 5 % (v/v) D2O and 0.1 % 4,4-dimethyl-4-silapentane-1-sulfonic
acid (DSS). Change in chemical shift perturbations were measured at 278 K in 5 mm
non-Shigemi tubes. Origin 8.6 was used to fit the data and determine the apparent KD
values.
19

F-NMR experiments were performed on a Bruker AVANCE HD III 700 MHz

spectrometer equipped with a 5-mm QCI-F cryoprobe at a frequency of 658.79 MHz.
All

19

F spectra were acquired locked and at 25 °C. Typical 1D

19

F-NMR acquisition

parameters were as follows: 8.0 µs pulse length (60° flip angle), 100 ppm sweep width
(65,789 Hz) centered at -80 ppm, 0.50 sec acquisition time, 2 sec relaxation delay time,
and 256 scans (11 min). 1D 19F-NMR spectra were processed with 5 Hz exponential line
broadening and visualized using TopSpin 3.5.
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3.6.5 Circular dichroism spectroscopy
25 mL of each sample were pipetted into a 0.1 mM demountable quartz cuvette and
spectra were measured on a JASCO J-1500 spectrometer with 2 s integration, a step
size of 1 nm and a triple acquisition with a slit width of 1 nm. The temperature was
maintained at 20ºC for all measurements.

3.6.6 Atomistic Molecular Dynamics simulations
Coordinate files for the peptide and nucleotide were created using the software
Avogadro.169 The respective molecules were placed in a water box in VMD170 and charges
were neutralized with NaCl. All systems were minimized for 500 steps, subsequently
heated to 298 K and equilibrated to 1 atm and simulations were run in NAMD120 using
the CHARMM118,157 force field. The temperature and pressure were kept constant using
Langevin dynamics. A 2 fs time step was used to integrate Newton’s equation of motion.
The Particle Mesh Ewald (PME) method was used for electrostatics and a 12 Å cut-off
and a switch-distance of 10 Å was applied for non-bonded interactions. Periodic
boundary conditions were applied in the three spatial coordinates.
The presence of hydrogen bonds was analyzed in VMD with a cut-off distance of 3.2 A
and a cut-off angle of 30º.158 To analyze the stability of the loop-structure, the distance
between the Lys- and Arg-side chains was analyzed (cut-off 10 Å).
All simulations were initially run for 50 ns. From these results, the time to first peptideUTP interaction (tinitial) was calculated (Equation 3.1) by determining the fraction of the
simulation that was required to form the complex.
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Subsequently, all simulations were extended appropriately to obtain a 50 ns simulation
after the first peptide-UTP interaction and the fraction of simulation frames, during which
peptide-UTP H-bonds were observed, was calculated (Equation 3.2).
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Equation 3.1

With Nfirst being the number of the simulation step in which the first peptide-UTP
interaction was observed and Ntotal being the total number of simulation steps performed
(usually 1250 for a 50 ns simulation).
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Equation 3.2

With Nbound being the number of the simulation step in which H-bonds with a distance of
≤ 3.2 Å between peptide and UTP were observed and Ntotal being the total number of
simulation steps performed after the peptide-UTP complex had first formed (usually
1250 for a 50 ns simulation).
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4. Minimalistic ATP-hydrolyzing Peptide Coacervates
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4.1 Introduction
As previously discussed in Chapter 1.1, an important hallmark of life is the ability to
constantly adapt in response to chemical and physical signals from the environment,
causing a myriad of chemical events to take place concurrently inside living cells. In
order to achieve control over these processes, reactants are separated into spatially
confined compartments, which form and dissolve dynamically.203,204 These functions
require continuous input of energy, which is accomplished by turnover of ATP, releasing
28 kJ/mol free energy.7
Recently, there has been great interest in the design of minimalistic, synthetic materials
fueled by natural energy sources, such as ATP, due to their potential to be integrated
with living systems in the future.196 In Chapter 2, a first important step towards this goal,
the identification of novel peptides that recruit ATP and form dynamic complexes with it,
was demonstrated. The next step is to develop strategies that enable hydrolysis of the
nucleotide in situ. A range of functionalities have been reported for short peptides,
including supramolecular recognition,137,138,205 self-assembly,206–208 catalysis167,209,210 and
even the formation of peptide-nucleotide coacervates.165,211 In this study, the discovery
of a system where these features are concurrently present is reported.
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4.1.1 Peptide-mediated catalysis
It is increasingly recognized that short peptides are attractive candidates for the
development of minimalistic, biology-inspired catalysts. Stupp et al. reported on the
design of a peptide-based cylindrical nanostructure that contains a His-residue on the
surface and catalyzes ester hydrolysis.212 Korendovych and coworkers applied amyloidforming heptapeptides to achieve metal-mediated ester hydrolysis.167 Recently, our
group developed a switchable hydrolase based on a pH-responsive peptide with an Nterminal His-residue as the catalytically active residue.213 These peptides mediate
substrate-hydrolysis with kinetic constants in the range of kcat ~

10-2 s-1 (Table 4.1).

Phosphoester hydrolysis has been achieved using the tripeptide KWK, which is able to
cleave DNA selectively at apuric and apurinic sites.209 The tryptophan side-chain of the
peptide interacts with double stranded DNA via ring stacking. The catalytic activity of the
tripeptide KYK was reported to be similar to that of KWK, whereas the sequence KGK
did not show significant activity, demonstrating the importance of the aromatic residue.
Table 4.1: Overview over catalytic activity of short peptides.
Cofactor

kcat / s-1

/

1.67 x 10-2

Zn2+

4.2 x 10-2

Ester hydrolysis (Ulijn et al.)213

/

7.0 x 10-2

Ester hydrolysis (Matsui et al.)140

/

3.5 x 10-3

Cu2+

8.0 x 10-5

/

2.8 x 10-6

Catalyzed reaction
Ester hydrolysis (Stupp et al.)212
Ester hydrolysis (Korendovych et al.)167

Phosphoester hydrolysis (Korendovych et al.)214
Phosphoester hydrolysis (Brack et al.)210
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After incubation at 37ºC for 1 h, approximately 32 % of relaxed DNA containing two
apurinic sites were found to have at least one single-strand break.209 In contrast, only 3
% of DNA lacking apurinic sites was cleaved under the same conditions. The kinetics of
this reactions, however, were not systematically studied. Furthermore, hydrolysis of
polyribonucleotides has been demonstrated using polycationic peptides.210 The
sequence poly(Leu-Lys) showed the highest activity, followed by poly(Arg-Leu), whereas
poly(His) surprisingly did not show any hydrolytic activity. Interestingly, the formation of
a gel was observed upon mixing oligonucleotides with cationic peptides in water,
suggesting cooperative assembly involving both catalyst and substrate.
Moreover, copper-binding peptide amyloids have been shown to efficiently catalyze
hydrolysis of phosphoesters.214 The heptapeptide Ac-IHIHIYI-NH2, which is the R6Y
mutant of a previously reported ester-hydrolyzing peptide, was found to accelerate
hydrolysis of paraoxon, a widely used pesticide, by more than three orders of magnitude.
Most of the currently available catalytic peptides were obtained via rational design or
through simplification of sequences that are found in proteins. Since this approach is
inherently biased towards sequences that are prevalent in nature, there is an argument
to be made for the development of novel unbiased screening methods to identify
peptides with catalytic activity.
A proof-of concept was provided by our group, wherein phage display was applied to
select peptides that hydrolyze amide and ester bonds in an unbiased fashion.140 The
screening was performed using precursor molecules that form a gel upon catalytic
action. Thus, incubation of a phage library with these precursors allows for the
identification of peptide sequences that show the desired catalytic activity, as they cause
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the formation of self-assembled aggregates on the surface of the phage. Using pnitrophenyl acetate as a substrate, the best performing sequence showed esterase
activity that was approximately 2.5-fold above background. Interestingly, this sequence
does not contain His, but two Cys-residues and one Arg-moiety.

4.1.2 Control through compartmentalization
The ability to regulate the myriad of chemical processes through compartmentalization
is an important characteristic of living cells. Non-covalent interactions between
phospholipids form membranes, while biopolymer mixtures containing unstructured
proteins and polynucleotides, govern the formation of membrane-less compartments.
Essential cellular processes, including transient sequestration of metabolites and
catalysis, rely on the distinct conditions that are present in these condensed coacervate
phases.203,215,216 Brangwynne et al. reported that germline P granules are in fact liquid
droplets that dynamically form and dissolve in germ cells of C. elegans, constituting a
mechanism for spatial organization within the cytoplasm.203
The molecular principles governing these liquid-liquid phase separation processes are
still under investigation. A number of simpler synthetic systems have been designed to
study the recruitment, concentration and activation of biomolecules within these phaseseparated compartments. Related systems have been known in colloid science for
almost a century.217
Polyelectrolytes of opposite charge can associate to form spatially confined phases that
are rich in polymers, referred to as complex coacervates.218 Such systems are governed
by polymer concentration and environmental conditions such as temperature, pH and
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salt and can be described by a phase diagram. Recently, a restricted primitive model
has been applied to predict coacervation for a series of poly(Lys-Gly) repeats with
poly(Glu). While the net charge was the same for all polycations, their charge periodicity
t varied from t=2 for (KG)25 to t=16 for (GK8G8K)3. The results revealed that polymers with
longer charged and neutral patches (t≥8) form coacervates over a wider range of
conditions than polymer with t=2 or 4. This can be attributed to the fact that the entropic
confinement of counterions bound along the backbone of the polymers in the dilute
phase changes with the distribution of charges along monomers. Thus, complex
coacervation is dominated by entropic, not enthalpic forces.219
Studies of minimalistic systems comprised of low-complexity RNA (polyuridylic acid) and
short polyamines, such as spermine revealed that they can sequester small molecules
such as oligonucleotides and short peptides.220 Moreover, it has been shown that the
activity of a hammerhead ribozyme inside fatty acid vesicles can be controlled through
compartmentalization. Vesicles containing the ribozyme and small amounts of a
phospholipid grow at the expense of phospholipid-free vesicles. This can be exploited
to overcome the inhibiting effect of polynucleotide sequences that bind to the ribozyme
inside these vesicles. Thus, the specific activity of the ribozyme is maintained at a
constant level, thereby mimicking homeostatic behavior, another feature of living cells.102
In addition, it was demonstrated that phase-separated compartments control templatedirected RNA polymerization and enhance ribozyme catalysis. Different diffusion rates
of RNA were detected for different coacervates, suggesting that the molecular structure
of the building blocks yields a distinct biophysical environment inside these structures.221
Complex coacervates have also been of interest for the encapsulation of functional
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biomolecules, such as proteins and drugs. Encapsulation of bovine serum albumin has
been achieved using a complex coacervate system based on poly-Lys and poly-Glu.
Phase separation was controlled by pH and sequestering of the protein was efficient,
with a maximum loading of one protein per poly-peptide pair.222 Koga et al. reported on
microdroplets based on poly-Lys and single nucleotides that spontaneously form in
aqueous media and adapt their size in response to changes in pH.165 Biologically relevant
molecules such as porphyrins and the enzyme hexokinase were successfully
sequestered in these droplets to achieve the formation of ordered light-harvesting
supramolecular structures and enhance rates of glucose phosphorylation. Thus, the
organization of biomolecules into confined compartments is an effective strategy to
control their function spatially and temporally.

4.1.3 Objectives of this work
In our previous work (described in Chapter 2), the in vitro screening method phage
display was applied to screen for binders of g-aminophenyl-ATP and the heptapeptide
sequence ADARYKS was identified. Here, we report on the spontaneous formation of
complex heptapeptide-ATP coacervates wherein the nucleotide is hydrolyzed over time,
first to adenosine diphosphate (ADP) and subsequently to adenosine monophosphate
(AMP).
The main objective of this study was to investigate the mechanism by which short
peptides, such as the previously identified ATP-binding heptapeptide ADARYKS,
catalyze ATP-hydrolysis in aqueous solution and to reveal the underlying supramolecular
principles.
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The following aims will be delivered:

i.

Quantification of peptide-mediated ATP-hydrolysis over time.

ii.

Investigation of influence of pH, temperature, TFA and divalent metal ions on
catalytic activity of short peptides.

iii.

Characterization of catalytic peptide-ATP co-assembled phase separated
structures.
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4.2 Investigation of peptide-mediated catalysis

4.2.1 Quantification of catalytic activity using 31P-NMR and colorimetric assay
Preliminary results obtained by

31P-NMR

on samples containing 0.5 mM peptide

(containing residual TFA) and 1 mM ATP indicated that the heptapeptide ADARYKS,
which was introduced in Chapter 2, hydrolyzes ATP after several days (Figure 4.1). After
incubation at 37ºC for 72 h, the emergence of an additional peak at the chemical shift
corresponding to inorganic phosphate was detected, suggesting hydrolysis of ATP to
ADP and inorganic phosphate. Further analysis revealed that ADP is subsequently
hydrolyzed to AMP and inorganic phosphate. After 12 days of incubation, no residual ATP
or ADP are detected in the reaction. Importantly, a control sample containing 1 mM ATP,
but no peptide, showed only 7 % of auto-hydrolysis under the same conditions.

Figure 4.1: Peptide-mediated hydrolysis of ATP followed by 31P-NMR. (A) Hydrolysis of ATP
by ADARYKS was monitored by 31P-NMR for 12 days. A 48-h lag phase was observed, during
which no ATP is converted. After 72 h, inorganic phosphate and ADP is detected in the mixture
and after 120 h, AMP is detected in addition to ADP. (B) Integration of peak areas obtained by
31

P-NMR shows that the decrease in ATP is mirrored by the increase in inorganic phosphate.

ATP and ADP are completely hydrolyzed within 12 days.
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Remarkably, no ATP hydrolysis was detectable during the first 48 h of incubation (see
results described in Chapter 2). Addition of 5 % v/v of a 6-days old reaction to a fresh
mixture significantly reduced this lag-phase and ATP hydrolysis was detected after 24 h
of incubation (Figure 4.2A). Shorter lag phases were not observed when 5% v/v of 0.1
mM ADP or 0.1 mM sodium phosphate or a mixture of 0.1 mM of both were used (Figure
4.2B,C,D). This indicates that the addition of a ‘seed structure’ to a fresh reaction mixture
causes the decrease in lag-time of catalytic activity, suggesting that a complexation or
self-assembly event plays a role in the catalytic activity.

Figure 4.2: 31P-NMR on ADARYKS doped with ADP, Pi and 6-days old sample. (A) Addition
of 5 % v/v of a 6-days old sample reduces the lag-phase of ATP hydrolysis, after 48 h of
incubation, inorganic phosphate and ADP are detected in the sample. Addition of inorganic
phosphate (B) or ADP (C) do not reduce the lag phase, indicating that it is not a positive feedback
through product formation that accelerates onset of catalysis. The traces of inorganic phosphate
in (B) and ADP in (C) come from addition of Pi and ADP at t=0h. A sample without additives (D)
was analyzed as control.
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Interestingly, mutants of the peptide in which the Asp- and Arg-residues were replaced
by Ala showed decreased catalytic activity (Figure 4.3). As expected due to its lower
affinity for ATP, the R4A mutant showed reduced catalytic activity. Surprisingly, however,
the catalytic ability was also decreased for the D2A mutant, despite its higher electrostatic
affinity for ATP (Chapter 2, Figure 2.8 and Table 2.1). These data suggest that the Aspresidue is involved in the catalytic mechanism.

Figure 4.3: Investigation of catalytic activity of selected sequence-variants. (C) The lagphase of catalytic activity of ADARYKS is reduced when the sample is mixed with 5 % v/v of a
6-day old sample at t=0h. (D) Hydrolysis of ATP by ADARYKS and the D2A and R4A mutants
was investigated by detecting inorganic phosphate in the mixtures after 120 h of incubation. The
D2A mutant shows 34 % and the R4A mutant 69 % of the catalytic activity of ADARYKS. A
Malachite Green Assay was used to quantify ATP-hydrolysis. Error bars represent standard
deviations of three independent measurements.
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4.2.2 Influence of temperature, pH, divalent metals and counter ions

4.2.2.1 Effect of counter-ions on ATP-hydrolysis
Given some encountered problems with reproducibility of key results and the fact that
trifluoroacetate is known to form stable salts with basic residues, such as Arg and Lys,
the effect of the peptide-counterion on ATP-hydrolysis was investigated.
For this, samples were prepared using two different peptide batches, one containing
trifluoroacetate (TFA) as counterion, the other containing HCl. Reaction mixtures
containing 0.5 mM of the heptapeptide ADARYKS and 1 mM ATP were incubated for 96
h at 25°C and 37°C and nucleotide hydrolysis was monitored using a Malachite Green
Assay, which is based on the formation of a complex between Malachite Green,
molybdate and orthophosphate, which absorbs light at 620 nm. The obtained results
were corrected for autohydrolysis of ATP under the same conditions.
When incubated at 25°C, the HCl-salt of the peptide showed low catalytic activity
compared to background hydrolysis of ATP, while the TFA-containing peptide did not
show any ATP-hydrolysis activity within 72 h (Figure 4.4A). Upon incubation at 37°C,
low catalytic activity was observed for the TFA-salt of ADARYKS after 42 h. After 72 h of
incubation, the TFA-containing peptide showed significant catalytic activity and the
amount of inorganic phosphate detected in the reaction was approximately 70 % of the
amount detected in the reaction containing the HCl-salt of the peptide at the same time
point (Figure 4.4B).
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Thus, samples containing TFA as the counterion of the peptide ADARYKS displayed
significantly longer lag-phases and overall reduced catalytic activity compared to the
HCl-salt.
These results indicate that a supramolecular assembling process underlies the catalytic
mechanism, which is impeded by the presence of TFA. This is most likely due to the
interaction of the basic residues Arg and Lys with trifluoroacetate, which inhibits binding
of the peptide to ATP. We suggest that increasing the temperature to 37°C facilitates the
displacement of TFA, and favoring complexation with the nucleotide, enabling the
formation of a co-assembled structure that is catalytically active.

Figure 4.4: Presence of TFA prolongs lag-phase and reduces catalytic activity. (A) TFAcontaining peptide ADARYKS does not show significant catalytic activity within 72 h when
incubated at 25°C. The HCl-salt of the peptide (free from TFA) shows activity after 24 h when
incubated under the same conditions. (B) TFA-containing peptide shows catalytic activity after
42 h when incubated at 37°C. TFA-free peptide incubated under the same conditions shows
activity after 24 h. The activity of the peptide in its HCl-salt from is still higher after 72 h of
incubation compared to the TFA-salt.
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4.2.2.1 Effect of pH and temperature on ATP-hydrolysis
To optimize the experimental conditions and achieve maximum peptide-mediated rate
enhancement, the stability of 1 mM ATP was tested in 50 mM HEPES buffer at pH
ranging from 6-8 and incubation temperatures of 25, 50 and 70°C.

Figure 4.5: Stability of ATP as a function of pH and temperature. Autohydrolysis of 1 mM
ATP (at 25°C) is lowest at slightly acidic pH (A) and incubation at low temperatures (B) (at pH 6)
after 96 h of incubation.

The results obtained show that ATP is most stable at low temperatures and slightly acidic
pH (Figure 4.5). The latter can be explained by the pKA of the g-phosphate of the
nucleotide, which is 6.5 and more stable upon protonation due to reduced electrostatic
repulsion.
Given the number of variables involved in the catalytic process, factorial Design of
Experiments (DOE)223 was applied, using the software JMP®,224 to choose a set of
representative experiments in which pH, temperature and presence of the chelating
agent EDTA are varied simultaneously in order to find the optimal conditions for ATPhydrolysis.
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The heptapeptide ADARYKS (HCl salt and free of TFA as determined by 19F-NMR) and
ATP were mixed and nucleotide hydrolysis was monitored using a Malachite Green
Assay. The amount of hydrolyzed ATP was quantified using a Malachite Green Assay
after 96 h of incubation and corrected for autohydrolysis of ATP under the same
conditions (Table 4.2).
The results show that the best rate enhancement (kcat/kuncat) was observed at a
temperature of 25-37°C and slightly acidic pH of 6-6.5 (Figure 4.6A, B and Table 4.2).
This can be explained, at least in part, by the reduced autohydrolysis of ATP under these
conditions, that yield a higher rate enhancement. Importantly, presence of EDTA almost
completely abolished the catalytic activity (Fig. 4.6C), suggesting a role for metal ions.

Table 4.2: Experimental conditions screened by Design of Experiment.
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The results from the screening experiment using DOE show that the presence of the
chelating agent EDTA almost completely abolished the catalytic activity of the peptide.
This strongly suggests that a metal ion is involved in the reaction mechanism.

Figure 4.6: Applying DOE to optimize conditions for ATP-hydrolysis. (A) The highest rate
enhancement of ATP-hydrolysis at 25 °C after 96 h is observed at slightly acidic pH. (B) The
optimal incubation temperature was determined to be 25-37°C for mixtures at pH 6 after 96 h.
(C) Presence of EDTA almost completely abolished catalytic activity, suggesting a metaldependent mechanism.

In order to identify the metal present in these previous samples, metal-free reaction
mixtures were prepared using ultrapure water for buffers and purifying stock solutions
of ATP and peptide on a chelating column (HiTrapTM 1mL from GE). As expected, a
reaction mixture containing 0.4 mM metal-free peptide and 1 mM ATP that was
incubated at 37°C and pH 6 did not show any catalytic activity after 96 h (Figure 4.7A).
Subsequently, 0.1 mM of metal solutions (MgCl2, CaCl2, ZnCl2, CuCl2, MnCl2 and CoCl2)
were added and ATP hydrolysis was investigated using a Malachite Green Assay every
24 h. Addition of CuCl2 and, to a lesser extent, ZnCl2 and NiCl2, rescued the catalytic
activity of the peptide (Figure 4.7B).
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Importantly, addition of the metal ions to a control sample containing 1 mM ATP but no
peptide did not increase autohydrolysis of the nucleotide. This suggests that the reaction
catalyzed by the peptide follows an associative mechanism, which requires a divalent
metal ion, rather than the dissociative mechanism of autohydrolysis that is observed for
ATP in aqueous media.225
Furthermore, the effect of different concentrations of CuCl2 on ATP hydrolysis was
studied and revealed that equimolar ratios of peptide and divalent metal ions result in
the highest catalytic activity (Figure 4.7C). However, increasing the concentration above
the optimal concentration has a detrimental effect on catalysis, presumably by stabilizing
the nucleotide and preventing it from assembling with the peptide.
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Figure 4.7: Effect of metal ions on peptide-mediated ATP-hydrolysis. (A) Purification of the
peptide ADARYKS through a metal-chelating column abolishes its hydrolytic activity. (B) ATPhydrolysis activity is regained upon addition of CuCl2, ZnCl2 and NiCl2 to purified peptide (C)
Investigation of the stoichiometric ratio of peptide (0.2 mM) and CuCl2 revealed that excess of
metal reduces the catalytic activity.
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4.2.3 Discussion
Peptide-catalyzed hydrolysis of ATP was found to be mediated by divalent metal ions,
preferably Cu2+ and to a lesser extent, Zn2+ and Ni2+. These results are in line with
previously reported, associative catalytic mechanisms observed for nucleotidehydrolyzing proteins. Williams et al. reported on enzymes that catalyze phosphoester
hydrolysis mediated by Co2+, with the amino acid residues Asp, His and Tyr bridging the
metal with the nucleotide.226 Recently, an ATPase was reported that relies on two different
metal ions, Zn2+ in the active pocket of the enzyme as well as trace amounts of Ca2+ for
nucleotide hydrolysis.227
As demonstrated by these examples, in biological systems, different enzymes use
different metal ions to catalyze similar reactions. Nevertheless, Cu2+ and Zn2+ stand out
due to their strong Lewis acidity and ability to exchange ligands rapidly. Thereby, they
can activate phosphodiester bonds via charge neutralization that allow for nucleophilic
attack while concurrently lowering the pKA of coordinated water to form metal-hydroxide
complexes at neutral pH.228 By investigating the effect of single amino-acid substitutions
on the catalytic activity of the peptide ADARYKS, it was found that the Asp- and Argmutants display reduced activity compared to the original peptide. It has been proposed
for F1 ATPases that a glutamate residue, stabilized via a salt bridge to an arginine
residue, abstracts a proton from a molecule of water, thereby activating it for nucleophilic
attack of the γ-phosphate of ATP.154
Similar arrangements are present in transducin-α155 and EG5 kinesin,156 suggesting it as
a general mechanistic feature. Thus, it is plausible that the salt bridge that was detected
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in the peptide ADARYKS by H(CBCA)CO NMR and FT-IR (see Section 2.3.2 for details)
contributes to ATP-hydrolysis.
Initial experiments investigating the ability of the heptapeptide ADARYKS to hydrolyze
ATP suggested that the catalytic activity is dependent on the formation of a
supramolecular structure. This hypothesis was further supported (indirectly) by the
observation that residual trifluoroacetate, which is known to from a stable salt with cationic
groups, reduces the catalytic activity of the peptide, especially at low incubation
temperatures, presumably related to a reduced ability to self-assemble.
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4.3 Characterization of peptide-nucleotide assemblies

4.3.1 Characterization of supramolecular structures by DLS
In order to investigate the potential presence of supramolecular structures in peptideATP mixtures, dynamic light scattering (DLS) measurements were undertaken. A reaction
mixture containing 1 mM ATP and 0.5 mM peptide ADARYKS (HCl-salt, free of TFA) was
investigated and spherical structures with a diameter ranging from 350 nm to 1 µM were
detected (Figure 4.8A). No structures were detected in a control sample containing 1
mM ATP, in the absence of peptide.

Figure 4.8: Characterization of peptide-ATP co-assembled structures by DLS. (A) Spherical
structures with an average diameter of 650 nm were detected in a sample containing 0.5 mM
peptide and 1 mM ATP, but not in a control sample containing just ATP. (B) Mixtures containing
1 mM ATP, 0.5 mM peptide and 0.5 mM of a divalent metal contain supramolecular structures
of similar size as detected in (A). No structures were observed in reactions containing 1 mM
peptide and 0.5 mM metal, but no peptide.
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Subsequently, samples containing ATP, peptide and selected divalent metal ions (Cu2+,
Mn2+ and Ca2+) were analyzed to investigate whether the presence of these metals has
an effect on the formation of the supramolecular structure. The formation of sub-micron
sized particles was observed in all samples, regardless of the metal ion, however, only
the reaction mixture containing Cu2+ showed catalytic activity. This suggests that the
metal ion is not involved in supramolecular structure formation, but plays a direct role in
the catalytic mechanism (Figure 4.8B). No structures were detected in control samples
containing ATP and metal ions but no peptide.

4.3.2 Imaging of peptide-nucleotide coacervates by microscopy
Peptide-ATP solutions (note that these contained the TFA-salt of ADARYKS as this work
was performed prior to gaining insights into the importance of residual TFA in these
systems) were monitored over time with differential interference contrast (DIC)
microscopy as well as fluorescence microscopy for samples containing trace amounts
of fluorescent ATP (0.1% BODIPY FL ATP) (Figure 4.9A).
The formation of spherical higher order peptide-ATP assemblies was observed after 72
h of incubation at 37ºC, coinciding with onset of ATP-hydrolysis in the

31

P-NMR

experiments. Fluorescence recovery after photobleaching (FRAP) experiments
demonstrate that molecules inside the coacervates are subject to rapid diffusion.
Fluorescence recovery in a bleached area was observed within one to two minutes,
consistent with the liquid-like properties of biomolecular condensates (Figure 4.9B).
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Figure 4.9: Imaging of peptide-ATP coacervates by fluorescence microscopy. (A) The
formation of coacervates was observed in samples containing peptide (TFA-salt), ATP and 0.1
% BODIPY FL ATP after 72 h of incubation. (B) FRAP experiments revealed that the bleached
area inside a droplet is recovered within one minute.

Additional characterization was done by atomic force microscopy on reaction mixtures
after 4 days of incubation (Figure 4.10). The presence of micrometer-size spherical
structures was observed in mixtures containing peptide (HCl salt) and ATP, but not in
control samples that contained only ATP.
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Figure 4.10: Imaging of peptide-ATP complex coacervates by AFM. Reaction mixtures
containing 0.5 mM peptide and 1 mM ATP were applied onto a Mica surface after 4 days of
incubation and imaged by AFM (imaging by Dr. Vishal Narang).

4.3.3 Discussion
Based on the obtained results, it is proposed that the investigated heptapeptide
ADARYKS hydrolyzes ATP through a metal-dependent associative mechanism. The
formation of macroscopic peptide-ATP assemblies, which are detectable by DLS, AFM
and fluorescence microscopy, occurs only after a significant lag-phase, at approximately
24 hours after incubation in the absence of TFA.
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This coincides with the onset point of ATP hydrolysis and thus confirms that the catalytic
activity depends on the formation of a supramolecular structure, as suggested by
previous seeding-experiments with aged reactions.

Figure 4.11: Proposed mechanism of peptide-catalyzed ATP-hydrolysis. Complexation of
ATP by heptapeptides induced the formation of spatially confined, liquid compartments. In
presence of divalent metal ions, ATP is hydrolyzed to first ADP and subsequently AMP and
inorganic phosphate.
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4.4 Conclusions
In conclusion, this work has shown that concentrating ATP and heptapeptides in a
spontaneously formed supramolecular structure induces catalytic activity in the form of
nucleotide hydrolysis, when in the presence of divalent cations.
Interestingly, the ADARYKS sequence is characterized by many features shared by the
low complexity sequences present in intrinsically disordered proteins (IDPs) that are
often found in intracellular condensates.229 These proteins are enriched in polar amino
acids, including serine, glycine, arginine, lysine and glutamic acid that are interspersed
with tyrosine or phenylalanine.230–232 Several of these amino acids occur in the peptide
ADARYKS, indicating that its electrostatic properties favor phase separation.
The ability of heptapeptides to spontaneously form micrometer size, spherical
structures, presumably complex coacervates, that catalyze ATP-hydrolysis adds weight
to the proposal that unstructured sequences can have function. Furthermore, our results
are of relevance to the proposal that membrane-less compartments may have acted as
protocellular reactive environments,203,233 enabling chemical events that led to the
formation of the first biological structures and the emergence of the first forms of life.
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4.5 Materials and Methods

4.5.1. Peptide synthesis
Peptide synthesis was performed as described in Section 2.6.2.

4.5.2 Malachite Green Assay
The Malachite Green Phosphatase Assay Kit from Sigma-Aldrich was used. A standard
curve was measured using 0 – 40 µM phosphate standards. Samples containing 0.5 mM
peptide and 1 mM ATP in 50 mM HEPES buffer pH 7.4 were incubated at 37 ºC and
aliquots were diluted 1:20 in ultrapure water every 24 h. A solution containing 1 mM ATP
in buffer was used as a control and to correct for autohydrolysis. 80 µL of diluted test
samples were mixed with 20 µL of working reagent and incubated in a 96-well plate for
30 min at room temperature. The absorbance was measured at 620 nm using a
SpectraMax i3 plate reader.

4.5.3 Dynamic light scattering
Dynamic light scattering measurements were made on an Anton Paar Litesizer 500
Particle Analyzer. 50 µL of sample were transferred into a Univette low-volume quartz
cuvette and the sample was incubated for 2 minutes for temperature equilibration. All
measurements were performed in triplicate at 25ºC.
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4.5.4 Fluorescence and differential interference contrast (DIC) microscopy
Formation of coacervates was observed by fluorescence and DIC microscopy on a Zeiss
LSM 880 Airyscan Fast Life Cell confocal microscope set to 37ºC. Samples were
prepared by mixing 0.5 mM peptide with 1 mM ATP in 50 mM HEPES buffer 7.4. For
fluorescence microscopy, 10 µM BODIPY FL ATP were added. The mixture was
transferred into custom-made chambers consisting of a glass slide with parafilm and a
cover slip on top. The slides were sealed using the thermo polymer CrystalbondTM and
incubated at 37 ºC until imaging. Images were taken using the 20 x air objective and data
was collected in the range from 495 – 578 nm using the Airyscan detector with 16-bit
resolution.

4.5.5 Atomic force microscopy
Samples were prepared by pipetting 20 µL sample onto a freshly cleaved mica sheet
(G250–2 Mica sheets 1″ × 1 ″ × 0.006″ (Agar Scientific Ltd)) attached to an AFM support
stub. Samples were left to air dry for several days in a dust-free environment prior to
imaging. The images were obtained by scanning the mica surface in air under ambient
conditions using a Multimode 8 and a FastScan Microscope (Bruker) operated in tapping
mode. The AFM scans were taken at a resolution of 512 × 512 pixels. The images were
analyzed using NanoScope Analysis software Version 1.40.

4.5.6 Nuclear magnetic resonance spectroscopy
13P

NMR was performed on the Bruker AVANCE III HD 600 MHz NMR spectrometer

equipped with an Oxford Actively Shielded 14.1 Tesla standard bore magnet using the
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TXI 31P-solution state probe head. 500 µM peptide prepared in 50 mM HEPES buffer pH
7.4 were mixed with 1 mM ATP and 5 % (v/v) D2O. The sample was incubated at 310 K
and changes in chemical shift perturbations were measured every 24 h in 5 mm nonShigemi tubes. A solution containing 1 mM ATP in buffer was used as a control.
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