Abstract The evolution of fault strength during the seismic cycle plays a key role in the mode of fault slip, nature of earthquake stress drop, and earthquake nucleation. Laboratory-based rate-and statedependent friction (RSF) laws can describe changes in fault strength during slip, but the connections between fault strength and the mechanisms that dictate the mode of failure, from aseismic creep to earthquake rupture, remain poorly understood. The empirical nature of RSF laws remains a drawback to their application in nature. Here we analyze an extensive data set of friction constitutive parameters with the goal of illuminating the microphysical processes controlling RSF. We document robust relationships between: (1) the initial value of sliding (or kinetic) friction, (2) RSF parameters, and (3) the time rates of frictional strengthening (aging). We derive a microphysical model based on asperity contact mechanics and show that these relationships are dictated by: (1) an activation energy that controls the rate of asperity growth by plastic creep, and (2) an inverse relationship between material hardness and the activation volume of plastic deformation. Collectively, our results illuminate the physics expressed by the RSF parameters, and which describe the absolute value of frictional strength and its dependence on time and slip rate. Moreover, we demonstrate that seismogenic fault behavior may be dictated by the interplay between grain properties and ambient conditions controlling the local shear strength of grain-scale asperity contacts.
Introduction
The evolution of fault strength during the seismic cycle plays a central role in determining earthquake source properties and the mode of fault slip. In the context of the seismic cycle, a simple requirement is that fault strength must recover during the interseismic period by an amount roughly equal to the earthquake stress drop. However, the underlying processes of fault restrengthening and frictional aging are poorly understood. Laboratory-based rate-and state-dependent friction (RSF) laws can describe fault restrengthening (aging) after stick-slip failure, but the empirical nature of those laws hinders their application to earthquake faulting. Moreover, RSF laws describe only the changes in friction in response to changing slip rate and do not address the absolute value of frictional strength or possible relationships between fault strength and stability of sliding.
In laboratory friction experiments designed to simulate fault slip and the seismic cycle, two types of tests are typically employed. In velocity-step tests, the shear strength of fault material is measured in response to sudden changes in the imposed shear displacement rate. These are most relevant to the earthquake nucleation process because a strength reduction upon an increase in slip rate is a requirement for frictional instability and dynamic earthquake rupture propagation [Dieterich, 1978 [Dieterich, , 1979 [Dieterich, , 1981 [Dieterich, , 1992 Ruina, 1983; Rice and Ruina, 1983; Gu et al., 1984; Marone, 1998a; Scholz, 2002] . Slide-hold-slide (SHS) tests measure the rate of frictional strengthening (aging), which is often called the rate of frictional healing in cases of strength recovery. These tests typically involve shearing at a constant rate, and then holding the driving rate stationary for a period of time before shear is resumed [e.g., Dieterich, 1972; Beeler et al., 1994; Karner et al., 1997; Marone, 1998b; Karner and Marone, 2001; Scholz, 2004a, 2004b; Marone and Saffer, 2015] . SHS tests are an approximate analogue for the seismic cycle in the sense that fault slip is followed by a period when the fault is locked or partially locked and creeping, during which elastic strain energy accumulates. A tectonic fault that experiences repeated earthquake rupture must exhibit two types of behavior: (1) slip or velocity weakening friction, such that instability can occur, and (2) the ability to regain shear strength after failure.
The prevailing constitutive laws used to describe velocity-and time-dependent variations of fault strength in the laboratory are known as rate-and state-friction (RSF) laws. The popularity of these laws is based not only on their ability to describe laboratory data, but also to simulate a wide range of fault behavior, including earthquake nucleation and rupture [e.g., Tse and Rice, 1986; Cao and Aki, 1986; Tullis, 1988; Okubo, 1989; Dieterich, 1992; Rubin and Ampuero, 2005; Bizzarri, 2011] , afterslip [e.g., Marone et al., 1991; Avouac, 2004, 2007] , and slow slip events [e.g., Liu and Rice, 2005; Shibazaki and Shimamoto, 2007; Rubin, 2008 Rubin, , 2011 Skarbek et al., 2012] . The full utility of these laws, however, depends on their ability to represent geologic processes operating on natural faults at an appropriate range of slip rates, time scales and length scales. Moreover, these laws are derived from empirical laboratory observations [Dieterich, 1972 [Dieterich, , 1978 [Dieterich, , 1979 [Dieterich, , 1981 Ruina, 1983] , and the underlying physicochemical processes and deformation mechanisms are not well understood. This is one reason why extrapolation of laboratory results to in-situ conditions and tectonic environments is difficult.
Numerous studies have sought to better connect the RSF parameters with process-based models and geologic mechanisms [e.g., Brechet and Estrin, 1994; Estrin and Br echet, 1996; Rice et al., 2001; Sleep, 2005 Sleep, , 2006 Spiers, 2006, 2007; Baumberger and Caroli, 2006; Boettcher et al., 2007; Beeler et al., 2007; Li et al., 2011; King and Marone, 2012; den Hartog and Spiers, 2013, 2014; Bar-Sinai et al., 2014] . Of particular interest is the relationship between macroscopic fault strength (here quantified as a base value, steadystate friction coefficient) and its dependence on time and slip rate described by RSF. The latter dictate fault slip stability, while the former determines heat production and the energy budget of faulting. The basic theory of earthquake mechanics suggests that fault stability and stress drop are independent of fault strength [Brace and Byerlee, 1966; Byerlee, 1970; Tullis, 1988] . However, this has been called into question by recent works [Beeler, 2007; Ikari et al., 2011a] , and earlier laboratory studies have suggested that weak materials tend to suppress frictional instability [e.g., Brace, 1972; Shimamoto and Logan, 1981] , which would suggest a relationship between base friction and RSF properties.
The purpose of this paper is twofold. First, we analyze the results of frictional shearing experiments described in Carpenter et al. [2016] . In addition, we use those data, and existing studies, to investigate the relationships between base friction and RSF parameters. We derive a micromechanical model and strive to illuminate the physical basis for RSF laws and unstable fault slip. Carpenter et al. [2016] describe measurements of time-dependent frictional strengthening from SHS tests to investigate fault strength recovery and frictional aging. By integrating the results of these tests with measurements of RSF parameters from velocity-step tests, we explore the underlying microphysical mechanisms that determine friction, focusing on the relationship between velocity dependence, time dependence, and the role of the absolute value of fault strength for a wide range of fault materials including natural fault gouge and synthetic gouges derived from mineral standards.
Constitutive Framework for Laboratory Friction Measurements

Experimental Methods
We analyze here results of laboratory friction experiments first reported in Carpenter et al. [2016] , for which two groups of fault gouges were tested: (1) natural fault gouges from subduction, strike-slip, and normal fault zone settings, and (2) synthetic gouges, either ground from commonly occurring rocks or obtained as commercial powders (Table 1) . During these experiments both slide-hold-slide and velocity step tests were conducted ( Figure 1) ; results of the SHS tests are described in Carpenter et al. [2016] , while results of velocity step tests are reported here. The experiments were conducted in a biaxial testing apparatus using the double-direct shear geometry. Ambient relative humidity (100%), temperature (278C), and normal stress (20 MPa during measurements) were maintained constant in all experiments. Samples were sheared at a constant velocity of 11 mm/s until a shear strain of 15, after which residual steady state shear stress was measured. This experimentally measured shear strength s depends on the coefficient of friction l, the applied normal stress r n , and the cohesive strength c [Handin, 1969] :
In this paper we use l to quantify fault strength, rather than the shear strength s which is in most cases highly dependent on normal stress, and thus depth. Although it has been demonstrated that cohesive strength can exist during sliding when clays are present [Ikari and Kopf, 2011] , it is common in many friction studies to neglect c and compute l 5 s/r n , where l is now the coefficient of sliding friction. We follow this convention, because our disaggregated samples, and the low pressure and temperature conditions employed, make these experiments directly applicable to brittle-frictional deformation of incohesive fault gouge [e.g., Sibson, 1977; Woodcock and Mort, 2008] . Therefore, we assume that our gouges deform purely Figure 1a overlain by a RSF model with parameters as given. A two state variable friction response is seen. by frictional mechanisms so that all changes in shear strength are due to changes in friction, l. However, we note that this may not be the case in systems under hydrothermal conditions and higher temperature regimes, which are not addressed by these experiments.
2.2. Rate-and State-Friction Velocity-stepping tests are a standard approach to determining RSF parameters, where the frictional response to a velocity step is described by the RSF relations:
where a, b 1 and b 2 are dimensionless parameters, h 1 and h 2 are state variables (units of time), and D c1 and D c2 are critical slip distances over which friction evolves to a new steady state value [Dieterich, 1979 [Dieterich, , 1981 Ruina, 1983] . The second term on the right hand side of equation (2) is known as the ''direct effect'', and the subsequent terms define the ''evolution effect.'' Although we nominally employ the two-state variable law, we define b 5 b 1 1 b 2 and h 5 h 1 1 h 2 ; according to the convention that if data are well described by a single state variable then D c1 5 D c2 and we take b 2 5 0. Equation (3) describes the evolution of the state variable h and is known as the ''Dieterich'' or ''slowness'' law, which has the property that friction can change as a function of time even in the limiting case of zero slip velocity [Dieterich, 1981; Beeler et al., 1994] . Recent work shows that an alternative law [Ruina, 1983] better describes frictional state evolution in some cases [Bayart et al., 2006; Bhattacharya et al., 2015] , however other studies show that the value of a2b is unaffected by the choice of evolution law [e.g., Rathbun and Marone, 2010] and we use here results of the Dieterich law interpretation.
For steady state frictional sliding, equations (2) and (3) reduce to:
where Dl ss is the new steady state friction value following the velocity step. The velocity-dependent friction parameter a2b is critical for evaluating the seismogenic potential of faults [e.g., Rice and Ruina, 1983] because the nucleation of unstable slip and earthquake rupture requires velocity-weakening friction (a2b < 0), as well as certain elastic conditions in the fault surroundings [e.g., Gu et al., 1984] . Although a2b may be calculated by directly measuring the change in friction after the velocity step (equation (4)), the individual RSF parameters a, b 1 , b 2 , D c1 and D c2 must be determined by accounting for elastic interaction with the testing machine [e.g., Tullis and Weeks, 1986; Reinen and Weeks, 1993; Marone, 1998a] . This requires an expression for the system stiffness k (units of friction/displacement):
where (V lp 2V) is the difference between fault slip velocity V and the remotely recorded load point velocity V lp , and k is the stiffness of the testing machine, which includes the forcing blocks and support structure, and the fault zone of finite width. In the laboratory, system stiffness k includes the combined effects of the apparatus and sample [e.g., Leeman et al., 2015] , although in our tests this is mostly due to apparatus stiffness. Inversion of friction data to obtain the RSF parameters involves solving equations (2), (3), and (5) simultaneously using an iterative, least-squares method [e.g., Reinen and Weeks, 1993; Blanpied et al., 1998 ]. Figure 1c shows an example of a comparison between the experimental data and the model. Our modeling procedure also allows the removal of long-term slip-dependent friction trends, in order to avoid biasing and more accurately determine the friction velocity dependence [e.g., Blanpied et al., 1998 ]. Standard deviations for the modeled parameters are also calculated, and are shown as error bars in Figure 2 (see also supporting information). Carpenter et al. [2016] report results from slide-hold-slide (SHS) tests, during which samples are sheared at a given velocity and slip distance (typical values are 10 mm/s and 500 mm) and then loading is paused for a Geochemistry, Geophysics, Geosystems
Frictional Healing
10.1002/2016GC006286
duration t h (the ''hold time'') from 1 to 1000 s ( Figure 1 ). During the ''hold'' portion of the SHS test, the driving velocity of the apparatus is held at V lp 5 0, and ''static'' friction increases (Dl) as a function of hold time are measured as the difference between the steady-state friction value immediately preceding the hold, and the peak in friction following reshear [e.g., Rabinowicz, 1956; Dieterich, 1972; Beeler et al., 1994; Marone and Saffer, 2015] . The time rate of frictional strengthening b (decade 21 ) is described as:
Dl5bD log t h (6) [Dieterich, 1972; Marone, 1998b] . Also sometimes referred to as the frictional healing rate, b can be used as a proxy for interseismic strength recovery.
Empirical Relationships Between Friction Parameters
In a previous study, Ikari et al. [2011a] showed that a2b has an inverse relationship with the steady-state coefficient of sliding friction l o . We expand their database by adding results from experiments performed by, but not presented in, Carpenter et al. [2016] . Negative values of a2b occur primarily for materials with l o > 0.55 (Figure 2 ). These results are consistent with those of Ikari et al.
[2011a], who showed that velocity Geochemistry, Geophysics, Geosystems
strengthening occurs for a wide range of fault gouges with l < 0.5, and with an earlier model by Beeler [2007a] . The data of Figure 2 provide a clear, more precise view of the dependence of a2b on sliding friction. This is because the earlier data [Ikari et al., 2011a] include measurements conducted over a wide range of shear strain (up to c 5 100), whereas the data of Carpenter et al. [2016] were collected for a narrow range of shear strains near c 5 15 to eliminate the commonly observed variation of RSF parameters with net displacement [Dieterich, 1981; Beeler et al., 1996; Scruggs and Tullis, 1998; Mair and Marone, 1999; Richardson and Marone, 1999; Ikari et al., 2011a] .
Our data also show that both friction parameters a and b vary systematically with the coefficient of sliding friction l o (Figure 2 ). RSF parameter b increases more strongly with l o than does a, which results in the negative dependence of a2b on l o . In some cases negative values of b are observed, which guarantees velocity-strengthening behavior [Saffer and Marone, 2003; Ikari et al., 2009 Ikari et al., , 2011b Carpenter et al., 2012] . The observations of negative b are robust, and not an artifact of testing apparatus stiffness [Sone et al., 2012] , however the exact cause of negative values of b is still debated.
We find that the parameters b and b lie near the 1:1 line (Figure 2 ). This confirms expectations from early experimental work on frictional aging [e.g., Dieterich, 1972 Dieterich, , 1978 Dieterich, , 1979 Dieterich, , 1981 and predictions of RSF laws (for a recent summary, see Marone and Saffer [2015] ). This can be understood by noting that for a SHS test where the pre and posthold velocities are equal, the healing parameter Dl is measured when V 5 V o ; hence, the second term on the right hand side of equation (2) is zero and Dl 5 bln(V o h/D c ), where b, h, and D c indicate the parameters for one or two state variables as necessary. As V approaches zero, dh/dt approaches 1 (equation (3)) and the state variable h can be replaced by t h . Thus, Dl bln(t h ), so that b describes a logarithmic dependence of friction on time which is functionally equivalent to the healing rate b determined from SHS tests (but note that b scales a natural logarithm in time, whereas b scales a log 10 dependence in time) [Beeler et al., 1994; Marone, 1998b] . The correlation we observe between b and b shows that the healing rate b also depends positively on l o , and furthermore that a2b has an inverse relationship with b (Figure 2 ).
Microphysical Model for Fault Gouge Friction
Most existing analyses of fault gouge friction with RSF assume that the coefficient of sliding friction l o is independent of the rate parameters a and b. This is implicit in the form of the RSF law, which is written in terms of a reference friction value with separate terms for the direct effect and evolution effect [e.g., Dieterich, 1979 Dieterich, , 1981 Ruina, 1983; Tullis, 1988] . Early studies of RSF properties of fault gouge showed that friction rate dependence, a2b, varied with dilatancy rate [Marone et al., 1990] , and recent process-based friction models have incorporated that relationship [e.g., Niemeijer and Spiers, 2007] . Beeler [2007a] reviewed a number of studies and suggested that the stability of frictional slip is related to dilatancy, with stronger materials tending to be more dilatant, thus providing a direct link between fault strength and stability. However, those data sets are sparse for weak materials. In a study considering data from several fault gouges, spanning a wide range of sliding friction values, Ikari et al. [2011a] found that velocity-weakening behavior was absent for gouges weaker than l 5 0.5, in support of Beeler's [2007] argument.
A number of studies indicate that deformation of asperity contacts determines the frictional properties of rock [e.g., Engelder and Scholz, 1976; Dieterich and Conrad, 1984; Logan and Teufel, 1986; Wang and Scholz, 1994; Goldsby et al., 2004] . Early tribology works also showed that the size and quality of frictional contact junctions dictate the evolution of shear strength with contact time and slip Tabor, 1939, 1966; Rabinowicz, 1951 Rabinowicz, , 1956 Brockley and Davis, 1968] . Additional work shows that the size of ''real areas of contact'' defined by individual asperities increases via plastic creep, as indicated by direct observation of contact area growth in quartz, calcite, glass, and acrylic Kilgore, 1994, 1996] and from indentation tests Friedman and Higgs, 1981; Evans, 1984; Masuda et al., 2000; Goldsby et al., 2004; Zhang and Spiers, 2005] . These studies show that creep at highly stressed contact junctions is significant, even at room temperature.
We use the laboratory results of Carpenter et al. [2016] to inform a microphysical model of plastic deformation at grain-scale asperity contacts based on previous results by several researchers [e.g., Brechet and Estrin, 1994; Heslot et al., 1994; Estrin and Br echet, 1996; Rice et al., 2001; Sleep, 2005 From Amonton's Law, the coefficient of friction can be defined as the ratio of the shear traction F S required for slip and the normal force F N . For a nominal contact area A, these forces define the macroscopic shear (s) and normal (r n ) stresses, which are the sum of local stresses on real areas of contact A c :
where s c and r c are the local shear and normal stress at the contacts. Fully plastic deformation at contact junctions occurs when the local normal stress approaches a limit defined by the material hardness H, (i.e., when r c H) [Bowden and Tabor, 1966; Dieterich and Kilgore, 1994; Nakatani and Scholz, 2004b] . At this point the macroscopic frictional strength is controlled by fluctuations in A c , which for many materials grows logarithmically with contact time [e.g., Kilgore, 1994, 1996] :
where A c,o is the elastic real area of contact at the onset of plastic deformation, B is the timedependent rate of increase in A c , and t o is a ''cutoff time,'' or minimum amount of time necessary for nonnegligible increase in A c . From experiments on quartz, t o has been estimated to be 1 s [e.g., Marone, 1998b; Nakatani and Scholz, 2004a] , but for gouges with a significant component of clay minerals it may be closer to 3-10 s [Ikari et al., 2012] . The parameter B in equation (8) is calculated in a similar manner to b, but measures time-dependent changes in area rather than friction [Dieterich and Kilgore, 1994; Bar-Sinai et al., 2014] .
Replacing the local normal contact stress r c in equation (7) with the material hardness H, the initial contact area at the onset of plastic deformation becomes:
and the time-dependent growth in contact area A c is:
Following Rice et al. [2001] , the slip rate during sliding at contact junctions is described by an Arrhenius relationship:
where j is the Boltzmann constant and T is the temperature, and E can be further decomposed to:
where E o is the activation energy and O is the activation volume for the plastic strain accommodation mechanism. Combining equations (11) and (12) yields an expression for the local asperity contact shear strength s c :
The macroscopic shear force is the sum of the shear forces on the real areas of contact so that sA 5 s c A c (equation (7)); therefore equations (10) and (13) can be combined to yield an expression for s:
If we then incorporate the relations s 5 lr n , t 5 h, t o 5 D c /V o , consider constant normal force so that r n A 5 HA c , and convert the base 10 logarithm to natural log, we have:
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This can be recognized as the empirical RSF equation (equation (2)) with:
and:
Using the relation for a (equation (17)), the evolution parameter b (equation (18)) can be written as:
The contribution to b from the second term can be evaluated by comparing values of aln(V/V o ) to E o /HO by substituting equation (16) into equation (19) and using our experimentally measured values of a and l o . Doing so, we find that the second term on the right side of equation (19) represents < 5% of the total value of b and can therefore be neglected.
Substituting equation (16) into equation (17) and the simplified equation (19) reveals:
which is confirmed by our experimental data showing that both a and b depend positively on the base friction coefficient (Figure 2 ). Frictional slip instability requires a2b < 0, which requires b/a > 1, therefore we evaluate the ratio b/a by dividing equation (21) by equation (20):
Equation (22) indicates that at constant temperature, the rate dependence of friction (here given as b/a) can be described in terms of two parameters: the activation energy E o and the rate of contact area growth B/A c .
Evaluation of Model Predictions
Comparison With Previous Data
Using this model formulation, we find that the values of E o range from 1.8 to 5.2 3 10 219 J and B/A c ranges from 20.024 to 0.037. These E o values are consistent with previous works which report E o of 0.5 to 3.7 3 10 219 J for a range of materials including quartz, quartzite, calcite, granite, dolerite, halite, shale, muscovite and biotite [Atkinson, 1984; Wawersik and Zeuch, 1986; Lockner, 1993; Kronenberg et al., 1990; Ibanez and Kronenberg, 1993; Mares and Kronenberg, 1993; Hirth et al., 2001] . Fewer results have been reported for B/A c . We note that the values determined from equation (21) match those of Goldsby et al. [2004] who report B/A c 0.03 for quartz, but are somewhat lower than the 0.06 for glass reported by Dieterich and Kilgore [1994] . We observe some negative values of B/A c , which are a consequence of negative measured values of b; nominally this suggests that contact area is decreasing with hold time, which may be explained by degradation of the contact quality [e.g., Tullis, 1988; Li et al., 2011] or creep driven by shear rather than normal traction [Sleep, 2005] . However, due to the uncertainty surrounding the physical origin of negative values of b, full investigation of the origin of this phenomenon is beyond the scope of the present work.
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The model predicts specific relationships between RSF parameters, base friction, and plastic deformation parameters. In particular, with known values of temperature and the Boltzmann constant, equations (17), (20), and (21) predict that, respectively, a correlates inversely with E o , and b correlates directly with B/A c . We test these predicted relationships using our data and existing studies where friction parameters were determined for known temperatures. These data cover a wide range of conditions, with pressures up to 400 MPa and temperatures up to 10008C. The materials include quartz [Chester, 1994] , olivine [Boettcher et al., 2007] , biotite [Lu and He, 2014] , serpentine [Reinen et al., 1994] , dolomite [Weeks and Tullis, 1985] , Rochester shale [den Hartog et al., 2012] , the Alhama de Murcia fault, Spain [Niemeijer and Vissers, 2014] , the Zuccale fault, Italy [Niemeijer and Collettini, 2014] , and Westerly granite [Blanpied et al., 1998 ].
There is a clear inverse (logarithmic) relationship between a and E o and a direct (linear) relationship between b and B/A c , as predicted by the theory (Figure 3 ). Data from our study match the trend of b as a function of B/A c defined by existing studies and appear to also match the trend of a as a function of E o , although there is quite a bit of scatter. Our room temperature data best match the low a and low E o data, suggesting that higher temperatures are associated with both higher a and higher E o . A positive correlation between b/a with E o , as indicated by equation (22), is obscured by data scatter, although our data do show a positive trend (Figure 4 ). However, a positive trend between b/a and B/A c is quite clear for both our data and literature-derived values. Moreover, most data appear to follow a consistent trend. Two exceptions are data for dolomite [Weeks and Tullis, 1985] , and Westerly granite [Blanpied et al., 1998 ], but we note that the granite data also exhibit a positive relationship between b/a and B/A c , with a lower slope.
As an additional consideration, the velocity-dependence of friction may also be controlled by the hardness H and the activation volume O. This can be seen by using equation (16) to substitute for E o :
This indicates that the ratio b/a should be positively related to the hardness H and the activation volume O.
Although the material hardness appears as a common feature of micromechanical tribology models, previous studies have not addressed a functional relationship between the measured frictional parameters and hardness (or activation volume) [Brechet and Estrin, 1994; Heslot et al., 1994; Estrin and Br echet, 1996; Baumberger, 1997; Baumberger et al., 1999; Persson, 1999; Rice et al., 2001; Nakatani and Scholz, 2004b; Sleep, 2005; Baumberger and Caroli, 2006] . These studies, whose model derivations are similar to ours, rather considered individual materials and thus used known values for hardness as constants, or estimated hardness values from known values of activation energy as an order-of-magnitude test of model viability. [Weeks and Tullis, 1985; Chester, 1994; Reinen et al., 1994; Blanpied et al., 1998; Boettcher et al., 2007; den Hartog et al., 2012; Lu and He, 2014; Niemeijer and Collettini, 2014; Niemeijer and Vissers, 2014] . Note that the data define a clear negative correlation between E o and a ( Figure 3a ) and a clear positive correlation between the ratio B/A c and the parameter b.
In this current study, we use our wide-ranging suite of gouge materials to specifically investigate relationships between measureable friction parameters and the hardness H and activation volume O, where we consider H and O as separate parameters and evaluate them individually. We use previously published indentation hardness values for selected materials, which range from H 5 42 MPa to 13 GPa. These values were obtained from data on talc [Taylor, 1949] , the illite-smectite mixed-layer clay rectorite [Zhang et al., 2009] , kaolinite ''macrocrystals'' [Mikowski et al., 2007] , shale [Bobko and Ulm, 2008] , mica schist [Beste and Jacobson, 2003; Zhang et al., 2009] , granite [Beste and Jacobson, 2003] , orthoclase [Taylor, 1949] , quartz [Taylor, 1949; Westbrook, 1958; Oliver and Pharr, 1992; Beste and Jacobson, 2003] , and calcite [Taylor, 1949; Beste and Jacobson, 2003 ] (see Table 2 ). We use an average value if a range is given and assign these hardness values to the most compositionally similar gouges in our study (talc, montmorillonite, kaolinite, Rochester shale, biotite, Westerly granite, andesine, quartz, and the Scheggia gouge as calcite). We then calculate the activation volume O using these hardness values and our measured values of a for the selected samples according to equation (17).
We observe a general decrease in O with increasing a, as predicted from equation (17) ( Figure 5) ; however note that this means that a is positively correlated with H, in contrast to the theory. This can be explained by the observation that H and O are strongly anti-correlated. Given the strong anti-correlation between H with O, the effect of O may overwhelm the relationship between a and H predicted by equation (17). We also observe that, with some scatter, lower values of b/a tend to occur in materials with large activation volumes and low hardness ( Figure 5 ). Two materials tend to be outliers from the observed general trends: kaolinite, due to a very low hardness (reported by Mikowski et al. [2007] ) and gouge from the Scheggia Thrust, which is composed mostly of calcite. Considering that data from dolomite are also outliers (Figure 4) , it may be that calcite-rich materials have unusual properties causing a deviation from the theoretical framework. In general, the plastic activation Geochemistry, Geophysics, Geosystems
volume apparently plays a major role in controlling rate-and state-dependent friction; however the exceedingly small values (0.05-20 nm 3 ) present some difficulty in associating it with macroscopic characteristics of fault gouge. We speculate that O scales with the number of individual bonds being rearranged, perhaps by dislocation glide, at a given time during plastic deformation of asperity contacts [e.g., Griggs, 1967; Blacic and Christie, 1984; Mares and Kronenberg, 1993; Chen et al., 2006; Beeler et al., 2007b] .
Finally, although our data were obtained at constant temperature, we observe from equations (22) and (23) that b/a should depend inversely on temperature. However, we note that aside from the Boltzmann constant, all other variables should also be dependent on T and therefore the true dependence on T is the result of complicated interdependencies. We cannot rule out the possibility that the observed scaling between RSF parameters a, b, and l o is an artifact of other interdependence, for example between H, O and E o. However, we feel that the broad range of material types studied and the consistency between the observed correlations and the theory based on thermally activated processes provides strong support for our proposed explanations.
How Grain Properties Control Friction
Several experimental studies have shown that the frictional behavior of fault zone materials is strongly controlled by mineral assemblage; specifically, gouges rich in phyllosilicate minerals tend to be weaker and frictionally stable [e.g., . Activation volume O as a function of (a) the rate-dependent friction parameter a, and (B) hardness H for similar materials from previous data [Taylor, 1949; Westbrook, 1958; Oliver and Pharr, 1992; Beste and Jacobson, 2003; Mikowski et al., 2007; Bobko and Ulm, 2008; Zhang et al., 2009] . (b) Inset shows the same data on logarithmic scales. Velocity-dependence of friction presented as the ratio b/a is shown as a function of (c) the activation volume O, and (d) hardness H. Outliers to these trends are data for kaolinite (K) and fault gouge from the calcite-rich Scheggia Thrust (ST), as noted.
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10.1002/2016GC006286 Carpenter et al., 2012 Carpenter et al., , 2016 . Because we observe that the healing rate b correlates with l o , we expect that weaker gouges should exhibit lower rates of healing, and in fact this is observed (Figure 6 ). Therefore, the strong positive correlation between b/a and B/A c (Figure 4) can be explained by the idea that stronger minerals (higher l o , e.g., quartz or feldspar) exhibit higher healing rates than weaker minerals such as phyllosilicates. This is consistent with the expectation that particles of stronger material can have greater angularity, resulting in low A c (originating from low A c,o ) which facilitates higher driving force for contact strengthening via contact area growth. In the case of phyllosilicate minerals, their platy habit means that the initial real area of contact is large, so the local normal stress r c will be correspondingly lower. In cases of very large A c , r c may be significantly lower than H and thus the driving force for contact area growth would be low.
It may seem counterintuitive that the real area of contact is low for high-friction gouges, but high for gouges with low sliding friction. In the adhesion theory of friction, the frictional strength is directly proportional to the real area of contact [Bowden and Tabor, 1939 , 1942 , 1966 , explaining generally how friction increases with time. However, while this relation may well describe changes in friction with contact area for an individual material, we propose that an assumption of proportionality between friction and real area of contact cannot be uniformly applied over a range of different materials having different grain surface properties.
One reason that frictional strength may not correlated with real area of contact over a range of materials is because in addition to net contact area, the quality of contact junctions is a crucial factor determining friction [Bowden and Tabor, 1939 , 1942 , 1966 . In these cases, chemical effects at contact junctions may be important [e.g., Bureau et al., 2002; Renard et al., 2012] . We focus here on a key difference between clays and other minerals such as quartz, feldspar, or calcite, which is that clay minerals have a net negative surface charge resulting from ionic substitutions in their atomic structure [Sposito et al., 1999; Marry et al., 2008] . Much of this charge is balanced by hydrogen bonding of water molecules to the mineral surface [Marry et al., 2008] . Such attractive forces between grains may trap water within contact junctions, producing heterogeneous contacts having areas of true atomic contact separated by regions of trapped water with lower strength. For the data of Carpenter et al. [2016] , which were collected at relative humidity of 100%, a significant amount of water is bound to the surfaces of clays (Table 1) . Several studies [Morrow et al., 2000; Moore and Lockner, 2004; Ikari et al., 2007; Behnsen and Faulkner, 2012] have shown that the presence of water significantly reduces the frictional strength of phyllosilicate gouges. For clay-poor materials this weakening effect is smaller, for example in friction studies using quartz sand [Frye and Marone, 2002] , bare granite surfaces [Dieterich and Conrad, 1984] , and soda-lime glass beads [Scuderi et al., 2014] but also some higher-grade phyllosilicate minerals such as mica and talc [Morrow et al., 2000] which are hydrophobic [Giese et al., 1996] . However, the importance of water for these materials is highlighted in experiments under truly dry conditions, which show that the absence of water eliminates healing in quartz, bare granite and glass beads. This supports the inference that waterassisted creep is the likely mechanism of fault healing [e.g., Dieterich and Conrad, 1984; Frye and Marone, 2002; Scuderi et al., 2014] .
We compare RSF parameters from two subsaturated clay-rich samples with samples sheared under fluid-saturated conditions at controlled pore pressure. Geochemistry, Geophysics, Geosystems 10.1002/2016GC006286 a natural gouge from the plate boundary d ecollement in the Nankai Trough subduction zone [Ikari and Saffer, 2011] . Note that these two gouges exhibit nearly identical frictional strength. It is evident that the water saturation lowers the friction coefficient and also increases a2b. Elevated a2b values in water-saturated samples can be attributed to lower values of b (e.g., for Nankai), as expected.
The data of Figure 7 also highlight an interesting feature of the friction direct effect: the parameter a is larger in wet samples (e.g., Rochester shale). The mechanics controlling a are not well understood [e.g., Beeler et al., 2007b; King and Marone, 2012; Behnsen and Faulkner, 2012] , but equation (17) suggests that an increase in a is associated with a reduction in hardness and/or the activation volume. Lower hardness can be explained by hydrolytic weakening: a reduction in activation volume may be due to bond rearrangement being restricted to mineral-mineral portions of the asperity contact and inhibited where water molecules are trapped. In terms of friction, H and/or O also control the minimum activation energy E o (equation (16)), therefore an increase in a would be driven by a large reduction in E o compared to l o (equation (20)). This is consistent with the idea of lubrication by trapped water molecules, requiring less force for displacement at asperity contacts [e.g., Israelachvili et al., 1988; Morrow et al., 2000] .
Implications for Slip Instability in the Upper Crust
Our analysis suggests that an increasing tendency for seismogenesis with depth, from Earth's surface to the base of the seismogenic zone, should be associated with an increase in the rate of shear strength increase (the frictional aging rate) at grain-scale asperities. Two factors appear to be particularly important for dictating the contact area growth rate: (1) the absolute value of the contact area, which is highly dependent on grain properties (e.g., phyllosilicates vs. framework minerals), and (2) a competition between the material hardness and the activation volume of plastic deformation. Although our experiments were conducted under brittle faulting conditions, we explore how a model employing asperity contact mechanics also may apply to faults at higher pressure and temperature conditions.
To first order, an increase in normal force with increasing depth would result in larger local normal stresses driving contact area growth [e.g., Logan and Teufel, 1986] . This supports a correlation between normal force and seismic coupling in subduction zones inferred from geodetic measurements [Scholz and Campos, 1995, 2012] . Increasing temperature with depth should also drive higher time-dependent strengthening rates if asperity contact shear strength follows an Arrhenius relationship as assumed here, by favoring large activation volumes. However, parameter interdependence makes the true depth-dependent effect of temperature complicated. For example, H is expected to decrease with T as observed for quartz [Westbrook, 1958; Evans, 1984] , but B and O may increase with T, and l o may increase or decrease depending on the temperature range and material composition [Stesky, 1978; Blanpied et al., 1991 Blanpied et al., , 1998 Moore and Lockner, 2008; Van Diggelen et al., 2009; den Hartog et al., 2012; King and Marone, 2012; Saffer et al., 2012] .
Increasing pressure and temperature drives specific mechanisms that result in time-dependent strengthening. One important mechanism is pressure solution, or mineral dissolution followed by rapid local precipitation is a mechanism that would result in rapid increases in both contact area but also cohesion [Rutter, 1983; Schutjens, 1991; Spiers, 2001, 2002; Niemeijer and Spiers, 2002; Beeler and Hickman, 2004; Niemeijer et al., 2008] . Cohesive strengthening by grain welding or suturing becomes important at seismogenic conditions by increasing contact quality, primarily for quartz or calcite which function 
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as cements [Towe, 1962; Sample, 1990; Bernab e et al., 1992] ; which has been demonstrated experimentally [Tenthorey and Cox, 2006] . For phyllosilicates, a mechanism for strengthening would be an inhibition of the tendency for water molecules to bond to mineral surfaces. Temperature-dependent clay dehydration [Bird, 1984; Pytte and Reynolds, 1989; Ikari et al., 2007] , transformation of hydrophilic clay minerals to hydrophobic micas [ Arkai, 2002; van de Kamp, 2008] and/or an increase in charge-neutral quartz content, via silica release from clay transformation reactions [Towe, 1962; van de Kamp, 2008] , may drive this effect.
At higher temperatures and pressures consistent with the downdip limit of seismogenesis, creep deformation may become so rapid that the real area of frictional contact reaches a limit controlled by the integrity of the mineral crystal structure, and would saturate. This would cause the contact area growth rate to drop to zero. In this case, the RSF parameter b would become zero or negative, which would yield velocitystrengthening frictional behavior. This scenario is consistent with laboratory results for temperatures high enough to induce crystal plasticity in quartz [Chester and Higgs, 1992; Karner et al., 1997; Blanpied et al., 1998 ]. Chester and Higgs [1992] also noted that the experiments in which b 0 exhibited nearly complete porosity loss, indicating complete saturation of contact area. If the entire fault zone is deforming plastically, the activation volume may also saturate while the hardness and friction decline, favoring stable creep. Phyllosilicate minerals at elevated pressures and temperatures are expected to occur as strongly foliated mica or chlorite schists. Previous experiments in which this foliation has been preserved have shown that mica schists are also consistently velocity-strengthening with low to negative values of b [Ikari et al., 2011b] , thus their time-dependent strengthening rates will likely be correspondingly low at depths greater than the seismogenic zone.
Conclusions
We use laboratory data to demonstrate relationships between the rate-and state-friction parameters a and b, the reference coefficient of sliding friction l o , and the rate of frictional strengthening b. We demonstrate that for a wide range of natural and analogue fault gouges, the combined results of slide-hold-slide and velocity-step tests suggest that high rates of frictional healing, which cause high rates of interseismic fault strengthening, also result in high values of the friction evolution parameter b, and therefore low, negative, values of a2b. We present a microphysical model, which demonstrates that under low pressure and temperature conditions, these parameters also correlate with the absolute values of friction, such that strong fault gouges are likely to be supported by relatively smaller real areas of contact compared to materials with lower friction and thus experience high rates of contact area growth. The rate of frictional strengthening depends on material hardness and the activation volume of plastic deformation. Furthermore, we suggest that materials with low friction readily collapse into a state of high overall contact area that does not easily increase with time. Contact stresses may also be lowered by the presence of water bound to mineral surfaces. With increasing depth in the upper crust, seismicity is enhanced by increasing normal force and contact area growth rate facilitated by a combination of decreasing hardness and increasing activation volume with temperature. Our results suggest that at the downdip limit of the seismogenic zone, velocitystrengthening frictional behavior is expected because contact area approaches saturation so that the rate of contact area growth becomes negligible. Collectively, our results demonstrate that RSF laws can explain frictional strength evolution at all scales, including time and velocity dependence, and that the micromechanics controlling frictional strength can explain macroscopic fault slip behavior in the crust. commenting on an early version of this manuscript, and two anonymous reviewers for helpful suggestions. This work was supported by NSF grants EAR-054570, EAR-0746192, and OCE-0648331 to CM. All data used in this article are available by contacting the corresponding author.
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