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1. Введение
В данной работе рассматривается следующая модель наблюдаемых данных:
𝑌𝑖 = (𝐾𝑓)𝑖 + 𝑧𝑖, (1)
где 𝑖 – номер отсчета измеряемого сигнала, 𝑓 – искомая функция, 𝑧𝑖 – коррелиро-
ванный гауссовский шум с нулевым математическим ожиданием, 𝐾 – однородный
линейный оператор в L2 с показателем однородности 𝛽 > 0 [1], то есть для любого
𝑥0 и 𝑎 > 0
𝐾[𝑓(𝑎(𝑥− 𝑥0))] = 𝑎−𝛽(𝐾𝑓)[𝑎(𝑥− 𝑥0)].
Этим свойством обладает, например, оператор интегрирования, преобразования
Абеля и некоторые другие виды операторов свертки [2].
Моделью (1) описываются такие прикладные задачи, в которых данные наблю-
даются не напрямую и содержат шум, например, анализ телекоммуникационного
трафика, физика плазмы, компьютерная томография. Пороговая обработка ко-
эффициентов вейвлет-вейглет разложения наблюдаемых данных в таких задачах
позволяет «очистить» целевую функцию от шума, наличие которого приводит к
*Работа выполнена при финансовой поддержке РФФИ (проект №11-01-00515).
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погрешностям. Свойства оценки таких погрешностей (риска) при различных усло-
виях измерения сигнала исследовались в работах [1, 3–16]. В работах [15–16] рас-
сматриваются модели со стационарным коррелированным шумом при использо-
вании вейвлет-вейглет [17] и вейглет-вейвлет[18] разложений сигнала. Показано,
что при определенных условиях оценки риска обладают свойствами асимптоти-
ческой нормальности. Следствием полученных результатов является состоятель-
ность оценок риска при указанных ограничениях. Однако, эти ограничения можно
значительно ослабить.
В данной работе будет показано, что обе оценки риска при пороговой обработке
коэффициентов вейвлет-вейглет и вейглет-вейвлет разложений сигнала в модели
со стационарным коррелированным шумом обладают свойством состоятельности
при более слабых ограничениях на измеряемый сигнал.
2. Вейвлет-вейглет разложение и восстановление функции




< 𝑓,𝜓𝑗𝑘 > 𝜓𝑗𝑘, (2)
где 𝜓𝑗𝑘(𝑡) = 2
𝑗/2𝜓(2𝑗𝑡− 𝑘), а 𝜓(𝑡) – некоторая материнская вейвлет-функция (се-
мейство {𝜓𝑗𝑘}𝑗𝑘∈𝑍 образует ортонормированный базис в 𝐿2(R)). Индекс 𝑗 в (2)
называется масштабом, а индекс 𝑘 – сдвигом. Функция 𝜓 должна удовлетворять
определенным требованиям, однако ее можно выбрать таким образом, чтобы она
обладала некоторыми полезными свойствами, например, была дифференцируемой
нужное число раз и имела заданное число 𝑀 нулевых моментов [2], то есть
∞∫︁
−∞
𝑡𝑘𝜓(𝑡)𝑑𝑡 = 0, 𝑘 = 0, . . . ,𝑀 − 1.
В дальнейшем будут рассматриваться функции сигнала 𝑓 ∈ 𝐿2(R) на конечном
отрезке [𝑎, 𝑏], равномерно регулярные по Липшицу с некоторым параметром 𝛾 > 0.
Для таких функций известно [19], что если вейвлет-функция 𝑀 раз непрерывно
дифференцируема (𝑀 > 𝛾), имеет 𝑀 нулевых моментов и достаточно быстро
убывает на бесконечности, то есть существует такая константа 𝐶𝐴 > 0, что
∞∫︁
−∞
(1 + |𝑡|𝛾) |𝜓(𝑡)| 𝑑𝑡 6 𝐶𝐴,
то найдется такая константа 𝐴 > 0, что
|⟨𝑓, 𝜓𝑗𝑘⟩| 6 𝐴
2𝑗(𝛾+1/2)
. (3)
На практике функции сигнала всегда заданы в дискретных отсчетах на ко-
нечном отрезке. Не ограничивая общности, будем считать, что это отрезок [0, 1]
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вейвлет-преобразование представляет собой умножение вектора значений функ-
ции 𝑓 (обозначим его через 𝑓) на ортогональную матрицу 𝑊 , определяемую
вейвлет-функцией 𝜓: 𝑓
𝑊
= 𝑊𝑓 [19]. При этом дискретные вейвлет-коэффициенты
связаны с непрерывными следующим образом: 𝑓𝑊𝑗𝑘 ≈ 2𝐽/2⟨𝑓, 𝜓𝑗𝑘⟩. Это приближе-
ние тем точнее, чем больше 𝐽 . Мы не будем учитывать краевые эффекты, связан-
ные с использованием вейвлет-разложения на конечном отрезке. Методы борьбы
с такими эффектами обсуждаются, например, в [20].
Поскольку оператор 𝐾 линеен и однороден, существуют такие функции (вей-
глеты [17]), что [𝐾𝑓, 𝜉𝑗𝑘] =< 𝑓, 𝜓𝑗𝑘 >, где вейглеты 𝜉𝑗𝑘 – это «вейвлетоподобные»
функции, которые также представляют собой сдвиги и растяжения некоторой ма-
теринской функции 𝜉.




. Для однородного оператора















Также существуют такие функции 𝑢𝑗𝑘, что ⟨𝑓, 𝑢𝑗𝑘⟩ = ⟨𝐾𝑓,𝜓𝑗𝑘⟩. Заметим, что
если преобразование 𝐾 однородно с показателем 𝛽, то 𝐾−1 однородно с пока-




, тогда можно показать, что 𝜆𝑗𝑘 = 2
𝛽𝑗𝜆00.





где 𝑢𝑗𝑘 = 𝐾
−1𝜓𝑗𝑘/𝜆𝑗𝑘 (по аналогии с предыдущим методом функции 𝑢𝑗𝑘 называ-
ются «вейглетами»).
Последовательность {𝑢𝑗𝑘} в обоих разложениях не образует ортонормирован-
ную систему, однако, если выполнены некоторые условия гладкости на𝐾*𝜓,𝐾−1𝜓
и (𝐾*)−1𝜓 [21], то последовательность {𝑢𝑗𝑘} образует устойчивый базис.
3. Модели данных
Пусть {𝑧𝑖, 𝑖 ∈ Z} — стационарный гауссовский процесс с нулевым математиче-
ским ожиданием, единичной дисперсией и ковариационной последовательностью
𝑟𝑘 = cov(𝑧𝑖, 𝑧𝑖+𝑘). Модель выборки длины 𝑛 = 2𝐽 со стационарными ошибками
имеет вид:
𝑌𝑖 = 𝐾𝑓(𝑖/𝑛) + 𝑧𝑖, 𝑖 = 1, . . . , 2
𝐽 . (5)
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Далее, повторяя рассуждения, описанные в работах [15-16]: определяем на-
блюдаемый «суммарный» процесс, переходим к предельному процессу, используя
лемму Такку [21], применяем вейглет- или вейвлет-преобразование и аппроксими-
руем его, соответственно, дискретным вейглет- или вейвлет-преобразованием, и
получаем модели дискретных вейглет- или вейвлет-коэффициентов.
Для вейвлет-вейглет преобразования:
𝑋𝑗𝑘 = 𝜇𝑗𝑘 + 2
𝐽(1−𝛼)/2𝑤𝑗𝑘, (6)
где 𝜇𝑗𝑘 ≈ 2𝐽/2[𝐾𝐹, 𝜉𝑗𝑘] и 𝑤𝑗𝑘 = [𝑊, 𝜉𝑗𝑘] =
∫︀
𝜉𝑗𝑘𝑑B𝐻 . Шумовые переменные 𝑤𝑗𝑘
имеют нормальное распределение с нулевым средним и не являются независимы-
ми. Дисперсии коэффициентов 𝑋𝑗𝑘 не зависят от 𝑘 и равны [14]
𝜎2𝑗 = 𝐶𝛼𝛽2
(𝐽−𝑗)(1−𝛼)22𝛽𝑗 , (7)
где 𝐶𝛼𝛽 — константа, зависящая от параметров 𝛼 и 𝛽.
Замечание 1. Далее будем рассматривать вейвлет-вейглет и вейглет-вейвлет раз-
ложение на основе вейвлетов Мейера [19], удовлетворяющих перечисленным вы-
ше требованиям. Для вейвлетов Мейера и любого 𝑀0 > 0 справедливо: | ̂︀𝜓(𝑤)| 6
𝐶 ′𝑀0 |𝑤|𝑀01𝑤∈𝑠𝑢𝑝𝑝(𝜓) [22, 23]. Также потребуем выполнения аналогичного неравен-
ства для вейглет-функций: |?ˆ?(𝑤)| 6 𝐶𝑀1 |𝑤|𝑀11𝑤∈𝑠𝑢𝑝𝑝(?^?) с некоторой константой
𝑀1 > 0. Данное неравенство справедливо для многих линейных однородных опе-
раторов, например, для оператора Рисса, оператора интегрирования, преобразова-
ния Абеля и преобразования Гильберта. Помимо этого, выбирая соответствующие
вейвлеты Мейера, можно добиться, чтобы функция ?ˆ?(𝑤) |𝜔| была дифференциру-
ема нужное число раз.
Если 𝑀1 > 1 − 𝛼, 𝑀1 > 𝛽 и функция ?ˆ?(𝑤)|𝑧|𝑀1−(1−𝛼) была 𝑀 раз дифферен-




𝐽(1−𝛼)−Δ2 −𝑖(1−𝛼)2(2𝑖+Δ)𝛽2−Δ𝑀1 1|𝑘2−Δ−𝑙|𝑀 , |𝑘2−Δ − 𝑙| > 1;
𝐶2𝐽(1−𝛼)−
Δ
2 −𝑖(1−𝛼)2(2𝑖+Δ)𝛽2−Δ𝑀1 , |𝑘2−Δ − 𝑙| 6 1,
(8)
где 𝐶 – некоторая положительная константа.
Модель вейглет-вейвлет коэффициентов имеет вид:
𝑋𝑗𝑘 = 𝜇𝑗𝑘 + 2
(𝐽−𝑗)(1−𝛼)
2 𝑧𝑗𝑘, (9)
где 𝜇𝑗𝑘 ≈ 2𝐽/2⟨𝐾𝑓,𝜓𝑗𝑘⟩ и 𝑧𝑗𝑘 = 2 𝑗(1−𝛼)2
∫︀
𝜓𝑗𝑘𝑑B𝐻 . Шумовые переменные 𝑧𝑗𝑘 также
имеют стандартное нормальное распределение, но не являются независимыми.




𝐽(1−𝛼)−Δ2 −𝑖(1−𝛼)2−Δ𝑀0 1|𝑘2−Δ−𝑙|𝑀 , |𝑘2−Δ − 𝑙| > 1;
𝐶𝑀𝑒2
𝐽(1−𝛼)−Δ2 −𝑖(1−𝛼)2−Δ𝑀0 , |𝑘2−Δ − 𝑙| 6 1, (10)
где 𝐶𝑀𝑒 – некоторая положительная константа.
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4. Пороговая обработка и оценка риска
Смысл пороговой обработки коэффициентов вейвлет-вейглет и вейглет-вейвлет
разложений заключается в удалении достаточно маленьких коэффициентов, ко-
торые считаются шумом. Мы будем рассматривать так называемую мягкую поро-
говую обработку с порогом 𝑇𝑗 , зависящим от уровня 𝑗. К каждому коэффициенту
применяется функция 𝜌𝑇𝑗 (𝑥) = sgn(𝑥) (|𝑥| − 𝑇𝑗)+, то есть при такой пороговой
обработке коэффициенты, которые по модулю меньше порога 𝑇𝑗 , обнуляются, а
абсолютные величины остальных коэффициентов уменьшаются на величину поро-
га. Погрешность (или риск) мягкой пороговой обработки определяется следующим










𝜇𝑗𝑘 − 𝜌𝑇𝑗 (𝑋𝑗𝑘)
)︀2
. (11)
В [3–4] предложено использовать порог 𝑇𝑗 =
√
2 ln 2𝑗𝜎𝑗 , названный «универ-
сальным». В дальнейшем будет использоваться именно такой вид порога. В выра-
жении (11) присутствуют неизвестные величины 𝜇𝑗𝑘, поэтому вычислить значение
𝑅𝐽(𝑓) нельзя. Однако его можно оценить. В качестве оценки риска используется
следующая величина [1]:




𝐹 [𝑋2𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ], (12)
где 𝐹 [𝑥, 𝑇, 𝜎] = (𝑥− 𝜎2)1{|𝑥|6𝑇 2} + (𝜎2 + 𝑇 2)1{|𝑥|>𝑇 2}.




















𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ]. (14)
Величины ̂︀𝑅[𝑊 ]𝐽 (𝑓) и ̂︀𝑅[𝑉 ]𝐽 (𝑓) являются несмещенными оценкыми для (11) и
(13)[16]. В работах [3–12] исследовались асимптотические свойства этих оценок
(12) и (14) в модели с независимым шумом. Было показано, что при определенных
условиях гладкости они являются состоятельными и асимптотически нормальны-
ми. Далее будет исследована состоятельность оценок (12) и (14) в моделях (6) и
(9), соответственно.
5. Дисперсия риска






Оценки риска (12) и (14) для некоторой константы 𝑝′′ ∈ (0, 1): 𝑝′′𝐽 ∈ Z можно
разбить на две суммы:










𝐹 [𝑋2𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ] ≡ ̂︀𝑅[𝑊 ]1 + ̂︀𝑅[𝑊 ]2 ,
и














𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ] ≡ ̂︀𝑅[𝑉 ]1 + ̂︀𝑅[𝑉 ]2 .
При определенных условиях на 𝑝′′ можно добиться убывания коэффициентов
вейвлет-вейглет и вейглет-вейвлет разложения в слагаемых ̂︀𝑅[𝑊 ]2 и ̂︀𝑅[𝑉 ]2 . Далее
в леммах 1 и 2 приведены оценки сверху для дисперсий D ̂︀𝑅[𝑊 ]2 и D ̂︀𝑅[𝑉 ]2 .
Лемма 1. Пусть 𝛼 + 2𝛽 > 0 и 𝛾 > 0, тогда для модели (6), полученной в ре-
зультате вейвлет-вейглет преобразования исходного сигнала, справидлива оцен-
ка дисперсии риска:
D ̂︀𝑅[𝑊 ]2 6
⎧⎪⎨⎪⎩
𝐶2𝐽(1+4𝛽) , если 𝛼 + 2𝛽 > 0.5;
𝐶𝐽22𝐽(1−𝛼) , если 𝛼 + 2𝛽 = 0.5;
𝐶22𝐽((1−𝛼)−
𝑝′′
2 (1−2(𝛼+2𝛽))) , если 𝛼 + 2𝛽 < 0.5;
(15)
где константа 𝐶 зависит от 𝛼 и 𝛽, но не зависит от функции сигнала 𝑓 .
Доказательство. Рассморим модель вейвлет-вейглет коэффициентов (6). Из
условий леммы можем выбрать 𝑝′′ такое, что 𝑝′′ > (2𝛾 + 1)−1 и 𝑝′′𝐽 – целое число.
Тогда в силу (3) 𝜇𝑗𝑘 → 0 для всех 𝑗 : 𝑝′′𝐽 6 𝑗 < 𝐽 при 𝐽 →∞. Далее,














cov(𝐹 [𝑋2𝑖𝑙, 𝑇𝑖, 𝜎𝑖]
2, 𝐹 [𝑋2𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ]
2). (16)





































22(𝛼+2𝛽)−2 , если 𝛼 + 2𝛽 > 0.5;
𝐶0(𝐽 − 𝑝′′𝐽 − 1)22𝐽(1−𝛼) , если 𝛼 + 2𝛽 = 0.5;
𝐶02
2𝐽(1−𝛼) 2𝑝′′𝐽(2(𝛼+2𝛽)−1)2
(2−22(𝛼+2𝛽)) , если 𝛼 + 2𝛽 < 0.5
≃




𝐽(1+4𝛽), 𝛼 + 2𝛽 > 0.5;
𝐶1𝐽2
2𝐽(1−𝛼), 𝛼 + 2𝛽 = 0.5;
𝐶12
2𝐽((1−𝛼)− 𝑝′′2 (1−2(𝛼+2𝛽))), 𝛼 + 2𝛽 < 0.5;
(17)
где 𝐶 ′, 𝐶𝛼𝛽 , 𝐶0, 𝐶1 – положительные константы.
Рассмотрим теперь вторую сумму в (16). Известно, что если вектор (𝑋,𝑌 )
имеет двумерное нормальное распределение, то
cov(𝑋2, 𝑌 2) = 4E𝑋E𝑌 cov(𝑋,𝑌 ) + 2cov2(𝑋,𝑌 ). (18)



















𝐽(1+4𝛽), если 𝛼 + 2𝛽 > 0.5;
𝐻2𝐽2
2𝐽(1−𝛼), если 𝛼 + 2𝛽 = 0.5;
𝐻22
2𝐽((1−𝛼)− 𝑝′′2 (1−2(𝛼+2𝛽))), если 𝛼 + 2𝛽 < 0.5;
(19)














𝐽(1+4𝛽), если 𝛼 + 2𝛽 > 0.5;
𝐻𝛼𝛽𝐽2
2𝐽(1−𝛼), если 𝛼 + 2𝛽 = 0.5;
𝐻𝛼𝛽2
2𝐽((1−𝛼)− 𝑝′′2 (1−2(𝛼+2𝛽))), если 𝛼 + 2𝛽 < 0.5;
(20)
где 𝐻𝛼𝛽 – константа, зависящая от 𝛼 и 𝛽. Объединяя (17), (19) и (20), получаем
утверждение леммы.
Лемма 2. Пусть 𝛼 + 2𝛽 > 0 и 𝛾 > 0, тогда для модели (9), полученной в ре-
зультате вейглет-вейвлет преобразования исходного сигнала, справидлива оцен-
ка дисперсии риска:
D ̂︀𝑅[𝑉 ]2 6
⎧⎪⎨⎪⎩
𝐶 ′2𝐽(1+4𝛽) , если 𝛼 + 2𝛽 > 0.5;
𝐶 ′𝐽22𝐽(1−𝛼) , если 𝛼 + 2𝛽 = 0.5;
𝐶 ′22𝐽((1−𝛼)−
𝑝′′
2 (1−2(𝛼+2𝛽))) , если 𝛼 + 2𝛽 < 0.5;
(21)
где константа 𝐶 зависит от 𝛼 и 𝛽, но не зависит от функции сигнала 𝑓 .
Доказательство. Как в лемме 1 можем выбрать 𝑝′′ такое, что 𝑝′′ > (2𝛾 + 1)−1 и
𝑝′′𝐽 – целое число, чтобы 𝜇𝑗𝑘 → 0 для всех 𝑗 : 𝑝′′𝐽 6 𝑗 < 𝐽 при 𝐽 →∞.
По аналогии с леммой 1, учитывая оценку ковариации (10) и убывание ко-
эффициентов (4) для модели (9) имеем такие же как в случае вейвлет-вейглет
коэффициентов (с точностью до константы) оценки для суммы дисперсии (17) и
сумм ковариаций (19)–(20). А значит, лемма доказана.
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6. Основные теоремы
Докажем теоремы о состоятельности оценки риска, справедливые при более
слабых ограничениях на 𝛼 и 𝛾, чем те, которые используются для доказательств
асимптотической нормальности в [15] и [16].
Теорема 1. Пусть 0 < 𝛼 < 1 и 0 < 𝛽, функция 𝑓 регулярна с параметром
𝛾 > 0. Тогда при пороговой обработке коэффициентов вейвлет-вейглет разложе-
ния с «универсальным» порогом и 𝑏 > max(1 − 𝛼 + 𝛼+2𝛽2𝛾+1 , (2𝛽 + 0.5)1{𝛼+2𝛽>0.5})
выполняется ̂︀𝑅[𝑊 ]𝐽 (𝑓)−𝑅[𝑊 ]𝐽 (𝑓)
2𝑏𝐽
P−→ 0, 𝐽 →∞. (22)
Доказательство. Условия теоремы позволяют выбрать 𝑝′′ таким, что (2𝛾+1)−1 <
< 𝑝′′ < min( 𝑏+𝛼−1𝛼+2𝛽 , 1). Разобьем выражение в числителе (22) на две суммы:











(𝐹 [𝑋2𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ]− E𝐹 [𝑋2𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ]) ≡ 𝑅[𝑊 ]1 + 𝑅[𝑊 ]2 .
Так как существует такая константа 𝐶𝐹 > 0, что 𝐹 [𝑋
2
𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ] 6
𝐶𝐹 𝑗2










𝑗2(𝐽−𝑗)(1−𝛼)22𝛽𝑗 6 𝐶 ′𝐹𝐽2𝐽(1−𝛼+(𝛼+2𝛽)𝑝
′′) (23)
с некоторой константой 𝐶 ′𝐹 > 0. Получаем, что |𝑅[𝑊 ]1 | 6 𝐶1𝐽2𝐽(1−𝛼+(𝛼+2𝛽)𝑝
′′) с









𝐶2𝐽(1+4𝛽) , если 𝛼 + 2𝛽 > 0.5;
𝐶𝐽22𝐽(1−𝛼) , если 𝛼 + 2𝛽 = 0.5;
𝐶22𝐽((1−𝛼)−
𝑝′′
2 (1−2(𝛼+2𝛽))) , если 𝛼 + 2𝛽 < 0.5.
Используя неравенство Чебышева, имеем при любом 𝛿 > 0
P








При 𝛼 + 2𝛽 > 0.5 правая часть (24) стремится к нулю при 𝑏 > 2𝛽 + 0.5. А при
𝛼+2𝛽 < 0.5 правая часть (24) стремится к нулю при 𝑏 > (1−𝛼)− 𝑝′′2 (1−2(𝛼+2𝛽)),
а учитывая, что 𝑝′′ > (2𝛾 + 1)−1, получаем, что 𝑏 > (1 − 𝛼) − 1−2(𝛼+2𝛽)2(2𝛾+1) . Теорема
доказана.
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Теорема 2. Пусть 0 < 𝛼 < 1 и 0 < 𝛽, функция 𝑓 регулярна с параметром
𝛾 > 0. Тогда при пороговой обработке коэффициентов вейглет-вейвлет разложе-
ния с «универсальным» порогом и 𝑏 > max(1 − 𝛼 + 𝛼+2𝛽2𝛾+1 , (2𝛽 + 0.5)1{𝛼+2𝛽>0.5})
выполняется
̂︀𝑅[𝑉 ]𝐽 (𝑓)−𝑅[𝑉 ]𝐽 (𝑓)
2𝑏𝐽
P−→ 0, 𝐽 →∞. (25)
Доказательство. Также как в теореме 1 можем выбрать 𝑝′′ таким, что (2𝛾+1)−1 <
𝑝′′ < min( 𝑏+𝛼−1𝛼+2𝛽 , 1). Разобьем выражение в числителе (25) на две суммы:















𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ]− E𝐹 [𝑋2𝑗𝑘, 𝑇𝑗 , 𝜎𝑗 ]) ≡ 𝑅[𝑉 ]1 + 𝑅[𝑉 ]2 .
Из леммы 2 следует, что оценка для 𝑅
[𝑉 ]
2 будет равна оценке, которая использу-
ется в теореме 1, с точностью до константы. Тогда, следуя теореме 1, применим
неравенство Чебышева и получим утверждение теоремы.
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In the present paper we consider the problem of estimating function after
applying linear homogeneous operator in the model of data with correlated
noise. We study asymptotical properties of risk estimates of thresholding
methods for wavelet-vaguelette and vaguelette- wavelet decompositions of
a signal. We give the conditions under which the unbiased risk estimates
are consistent.
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