Data-efficient Gaussian process regression for accurate visible light positioning by Knudde, Nicolas et al.
IEEE COMMUNICATIONS LETTERS, VOL. 24, NO. 8, AUGUST 2020 1705
Data-Efficient Gaussian Process Regression for Accurate
Visible Light Positioning
Nicolas Knudde , Willem Raes , Jorik De Bruycker, Tom Dhaene , and Nobby Stevens
Abstract— In the field of indoor localization systems, Received
Signal Strength (RSS) based Visible Light Positioning (VLP) has
gained increased attention due to the dual functionality of lighting
and localization. Previously geometrical models have been used
to determine the position of a mobile entity, however these are
unsuited when dealing with tilted surfaces and non-Lambertian
sources. For this reason, machine learning techniques like Multi
Layer Perceptrons (MLPs) have been considered recently. In this
work, Gaussian Processes (GPs) are introduced in the context of
RSS-based VLP, since they have proven to work well when using
small, noisy datasets for different applications. Their perfor-
mance is evaluated using both simulated data with a small trans-
mitter tilt tolerance and measurements. It is demonstrated that
the GP model outperforms both the multilateration approach and
the MLP approach for the simulations and measurements data.
Index Terms— Visible light positioning, gaussian process,
machine learning.
I. INTRODUCTION
THE development of reliable and robust Indoor PositioningSystems (IPS) has been subjected to a considerable
research effort. The rationale for the development of these
new localization systems is found in the absence of sufficient
GPS coverage and thus accuracy in indoor environments.
Multiple indoor localization technologies have already been
proposed and demonstrated [1]. Indoor positioning technolo-
gies have a plethora of possible use cases and applications
range from asset tracking in warehouse logistics to patient
tracking in hospitals and navigation inside large facilities.
A very promising technology uses modulated artificial light
and is generally known as Visible Light Positioning (VLP).
There exist several methodologies to obtain the indoor coor-
dinates based on VLP [2], [3]. The most prevalent ones are
based on Angle of Arrival, Time Difference of Arrival, Phase
Difference of Arrival and Received Signal Strength (RSS).
In general, multiple light emitting diodes (LEDs) are used
as transmitters and a single photodiode (PD), an array of
photodiodes or a camera [4] as receiving element in the VLP
system. Classical VLP strategies already perform well in terms
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of positioning precision, but there is still a lot of potential for
increasing the accuracy and the robustness of VLP, needed
for e.g., highly accurate and low latency applications such
as the navigation of autonomous vehicles in warehouses.
A recent approach to further improve the performance of
RSS-based VLP schemes is the use of Machine Learning (ML)
techniques. An important property of ML algorithms is that
there is no need to have any prior knowledge on the physical
model. This information is actually embedded in the training
set. For example in an RSS-based setting, exact insight of
the transmitter radiation pattern and transmitter tilt angles
are required to obtain accurate localization results with an
analytical method [5], [6]. ML algorithms are perfectly suited
for addressing these particular problems. Research on ML
techniques for VLP has recently appeared in the literature
and employs Multi Layer Perceptrons (MLP) to make posi-
tion estimations [7], [8]. In these papers, it is shown that
MLPs are capable of making accurate position estimations
in a VLP setup. However, other ML techniques have not
yet been investigated in detail in a RSS-based VLP context.
One important practical requirement for making a supervised
learning technique feasible for implementation of RSS-based
VLP is that the training set is sparse and acquired efficiently
while maintaining accurate localization results.
In this work, an RSS-based VLP approach with multiple
LEDs as transmitters and a single PD as receiver is used to
estimate the location of a mobile node. It focuses on the use
of Gaussian Process (GP) regression [9] for attaining accurate
2D localization in an experimental setup. Gaussian Processes
generally perform very well when only a limited amount of
training data is available and are thus suited for fulfilling
the important practical requirement of having a limited set
of training points while delivering accurate localization. The
results of the GP regression are then compared with the results
of a MLP and with a multilateration [10] approach.
The paper is structured as follows. In Sect. II, a descrip-
tion of Gaussian Processes is presented. Next, in Sect. III,
the simulation setup and experimental setup with correspond-
ing parameters are described. Subsequently, the results of
the executed simulations and measurements conducted in
the experimental setup are discussed in Sect. IV. Finally,
in the concluding Sect. V the main findings of the work are
summarized.
II. GAUSSIAN PROCESSES
There are a wide variety of regression models that
exist in the ML community. The most important ones are
MLPs [11], Kriging [12], [13], GPs [9] and Support Vec-
tor Machines (SVM) [14]. The latter three models are
kernel-based regression methods, for which the prediction is a
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Algorithm 1 Training procedure of a Gaussian Process
Data: {xi, fi}Ni=1
Result: θˆ, Kxx
Initialize θ;
while not converged do
Construct Kxx and its gradients w.r.t. θ;
Calculate the log MLE (log p(f |θ)) and its gradient
w.r.t. θ ;
θ ← Optimizer(log MLE, ∇θ log MLE);
end
θˆ ← θ
linear combination of kernel evaluations between the test and
data points.
In data-efficient ML, the most frequently used model is
the GP [15]. This model automatically guards against over-
fitting [9], is analytically tractable and provides a predictive
distribution for any given input. More formally, GPs are a
powerful non-parametric Bayesian model which represents a
distribution over functions f : X → R. In the case of VLP f
is one of the coordinates (xˆ, yˆ) and x is a vector of features
which here are the received powers of each LED. A Gaussian
process is completely defined by a mean function ρ : X → R
and a covariance function k : X × X → R in the sense that
every finite set of function values [f(x1), f(x2), . . . , f(xN )]
is distributed according to a multivariate Gaussian with mean
ρ and covariance Kxx, where ρi = ρ(xi) and (Kxx)ij =
k(xi,xj). We write this as f ∼ GP(ρ, k). In this work,
a mean function which is zero everywhere is used. The
hyperparameters θ of the GP are determined by maxi-
mization using the Maximum Likelihood Estimation (MLE)
using a gradient optimizer (L-BFGS), as summarized in
Algorithm 1:
θˆ = argmax
θ
log p(f |θ), (1)
= argmax
θ
−1
2
(
log |2πKxx|+ fT K−1xx f
)
. (2)
In it’s most general form, the MLE can be calculated with
complexity O(N3) [9], while in a neural network the com-
plexity is linear in the amount of weights [16]. However in this
work, small datasets are used resulting in negligible training
times.
When considering the prediction of the model for new test
points X = [x1, . . . ,xN ] some notational conventions for
the kernel matrices will be used:
(Kxx)ij = k(xi,xj), (3)
(Kx)ij = k(xi,xj), (4)
(K)ij = k(xi,xj). (5)
Once the optimal hyperparameters have been determined,
the predictive distribution for new testing inputs X can
be calculated and becomes a Gaussian distribution with the
following moments [9], as summarized in Algorithm 2:
μ(X) = E(f|X,Dn) = KxK−1xxyn, (6)
σ2(X) = Var(f|X,Dn) = K −KxK−1xxKTx. (7)
Algorithm 2 Testing procedure of a Gaussian Process
Data: {xi, fi}Ni=1,Kxx, test point x
Result: μ(x), σ(x)
Construct Kx and K;
Calculate μ(x) and σ(x) using equations (6) and (7);
All the kernels in this work are Squared Exponential (SE)
also known as Radial Basis Function (RBF) kernels, which
are of the following form:
k(x,x′) = σ2k exp
(
−
D∑
p=1
(xp − x′p)2
22p
)
. (8)
This is the Automatic Relevance Detection (ARD) [9] version
of the kernel, which means there is a separate lengthscale for
every dimension. It is used to eliminate irrelevant input fea-
tures, as the lengthscales increase for irrelevant dimensions [9].
When considering noisy data, as is often the case for real-life
measurements, a constant diagonal matrix σ2δij is added to
the kernel matrix, which makes it well suited to handle noisy,
low-data problems. The hyperparameters representing the GP
are then θ = {{p}Dp=1, σ, σk}.
III. SYSTEM DESCRIPTION
To evaluate the performance of the GPs and MLPs in an
RSS-based VLP context, several simulations are executed and
an experimental setup is constructed. Firstly, the simulations
consider a setup where the transmitters are given a random
and unknown tilt angle and the effect on the localization
accuracy of GPs, MLPs and multilateration is investigated. The
simulation framework allows us to generate a large number of
transmitter tilt constellations to obtain representative results,
as is further explained in Sect. IV. The effect of transmitter
tilt on the channel model is elaborately explained in [6].
Secondly, an experimental setup is built as shown in Fig. 1.
In this setup an individual Chip On Board (COB) LED1
transmits a power switched signal sq(t) as described by (9)
where the index q  {0, 1, 2, 3} is in accordance with the total
number of LEDs used in the setup
sq(t) =
Pt
2
[1 + sgn (sin (2πf02qt + φq))] . (9)
In (9), Pt is the transmitted optical power, f0 is the base
frequency and φq is a random phase offset, thus covering
the non-synchronized nature of the transmitting LEDs. The
mobile node consists of a single photodiode2 based custom
receiver for data acquisition and a Single Board Computer3
(SBC) for localization and data logging. The analog signal
processing and analog-to-digital conversion is implemented
on a Programmable System On Chip4 (PSOC) integrated
component. A reliable ground truth is obtained by using a
highly accurate acoustic localization system.5 The data points
1Bridgelux BXRE-C3001-D24
2FDS100 Thorlabs
3Raspberry Pi 2B
4Cypress Semiconductor PSOC 5lp
5Super-NIA-3D Marvelmind Robotics
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Fig. 1. Photo of the experimental setup with the four transmitting LEDs,
in the bottom left corner, a beacon of the ground truth system is visible
and in the bottom right corner, a close-up of the custom photodiode based
receiver (top) and ground truth mobile node (bottom).
Fig. 2. A top view of the setup with four LEDs at a height h. For the
simulations, the training and validation data are chosen to be on an equidistant
meshed grid. The much denser validation data is shown in the separate 6x
magnified frame. The measured data from the experimental setup is sampled
randomly in the receiver plane.
were sampled by randomly moving in the setup and cover area
both in and outside the rectangle composed by the LEDs in
the receiver plane. The setup is depicted in Fig. 2. The signal
intensity r(t) at the receiver is given by (10) [17],
r(t) =
3∑
q=0
αqRpsq(t) + β + n(t), (10)
where Rp is the responsivity of the photodiode, sq(t) is the
transmitted signal of a single LED, β is the signal contribution
of DC ambient light sources, n(t) is a noise component which
is modelled as white Gaussian noise [18]. αq is the channel
attenuation and is given by (11) [18],
αq =
Ar
d2q
Gq (θq, ψq) cos γq. (11)
In (11), Ar is the effective area of the PD, γq is the angle of
incidence at the PD and dq is the Euclidean distance between
a transmitter q and the PD. Gq (θq, ψq) describes the angular
distribution of radiant output power of each LED q, where θq is
the inclination angle and ψq the azimuthal angle. Gq (θq, ψq)
is in most cases approximated as a generalized Lambertian
radiation pattern. In practice though, the radiation pattern is
typically non-Lambertian due to the presence of rotational
asymmetry [5]. At the receiver side, the different channel
attenuations can easily be retrieved by considering the spectral
content [19]. This is obtained by evaluating the modulus of
the Fourier series of r(t) over a signal period T0 = 1f0 in the
frequency bins corresponding to the fundamental frequencies
(f02q) described in (9). The result of this operation provides
a set of scalars [r0, r1, r2, r3]T denoted as r that describes the
received optical power from each transmitting LED q. The set
r is used as input for the multilateration algorithm and ML
models to obtain a location estimate (xˆ, yˆ). To compare the
performance of the different localization methods, the P50 and
P95 values of the cumulative distribution function of the
localization error are tabulated. The metric that is used to
evaluate the localization accuracy is the Euclidean distance
error Ep of the prediction with respect to the measured ground
truth. The error function is given by (12),
Ep =
√
(xˆ− x)2 + (yˆ − y)2. (12)
In (12), (xˆ, yˆ) are the coordinates of the estimated location
and (x, y) are the coordinates of the ground truth.
IV. RESULTS AND DISCUSSION
To test the ML strategies, two scenarios will be evaluated.
In the first scenario, simulated data is considered where the
transmitting LEDs are given a random and unknown tilt,
emulating a non-ideal installation of the LEDs. Furthermore,
the angular distribution of radiant output power Gq (θq, ψq)
from (11) is modeled as a perfect Lambertian as in (13),
Gq (θq) =
m + 1
2π
cosm θq. (13)
In (13) there is only an elevation angle dependency because
of the perfect rotational symmetry of the Lambertian radiation
pattern (azimuth invariance). The multilateration algorithm is
dependent on distance ranging between the LEDs and the PD
to obtain the position of the mobile node. Due to the fact
that the transmitter tilt is unknown, its effect on the received
intensity is not included in the expression of the distance
estimation. In the case of a Lambertian radiator and assuming
no tilt, the distance estimation dq between a single LED q
and the PD is given by (14) after substituting (13) into (11)
and taking into account that cos(θq) = cos(γq) = hdq where h
denotes the height of the LEDs above the receiver plane,
dq =
(
(m + 1)Arhm+1
2παq
) 1
m+3
. (14)
The distances dq obtained by evaluating (14) are used to obtain
a position estimation by circular lateration [10]. In the second
scenario, real measurements are considered. In both cases,
the accuracy of the GP approach is compared with a MLP
and the multilateration approach.
The features that are used as input for training the ML
models are the four received light intensities expressed in dB
derived from a set r, which are scaled to the interval [0, 1]
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Fig. 3. Simulations: Comparison between a Gaussian Process, Multi Layer
Perceptron and multilateration (analytic) method for the simulated data.
TABLE I
50 AND 95 PERCENTILE OF THE ERROR FOR THE
MULTILATERATION METHOD (UNIT CM)
and the training coordinates are scaled to have mean 0 and
standard deviation 1. The MLP is chosen to have two hidden
layers of 6 and 3 nodes respectively.
A. Simulations
In this section, a setting is simulated where four LEDs are
spaced in correspondence with the geometry in the experi-
mental setup and have a random tilt, corresponding with a
normal distribution with standard deviation σ = 1° or σ = 2°.
The training data is spaced on a grid with different sizes
N = {25, 36, 49, 64} and the test set is spaced on a densely
sampled grid of size 101×101. The models are constructed and
evaluated for 50 repetitions with different randomly sampled
tilts. A Gaussian noise component of −30dB, reasonable for
conventional VLP systems [20] is added to the intensities. The
results are shown in Fig. 3 and Tables I and II. When looking at
the multilateration method it can be seen that when increasing
the random tilt, the error increases. This is expected because
that influence is not compensated for in the physical model,
especially when looking at the 95 percentile.
When looking at the GP and MLP results only, it can be seen
that the tail of the error distribution of the GP is smaller, espe-
cially in cases where there is not much training data (N = 25),
which is expected. As the amount of training data increases the
results of the GP and the MLP reach approximately the same
accuracy. Contrary to the multilateration model, the accuracy
does not change considerably with a different tilt, since there
is no underlying physical model and only the data itself is
used, which is an advantageous asset of using ML methods.
TABLE II
50 AND 95 PERCENTILE OF THE ERROR FOR THE
MACHINE LEARNING METHODS (UNIT CM)
Fig. 4. Measurements: comparison between a Gaussian process, multi-layer
perceptron and multilateration (analytic) method for the measured data.
B. Measurements
The measured data6 consists of 158 datapoints which are
randomly spread across space. To evaluate the ML methods,
training data of size N = {25, 36, 49, 64} is randomly chosen,
where the remaining data is used as a test set. This is repeated
10 times to obtain statistically relevant results.
In this scenario, the unknown tilt of the transmitters is fixed
and determined by installation imprecision. The parameters
that determine the localization accuracy are the measurement
noise, transmitter tilt and the non-perfect Lambertian radiation
pattern. The accuracy of RSS-based VLP is typically not domi-
nantly limited by the noise on light intensity measurements due
to a high Signal-to-Noise Ratio (SNR). The tilt and aberrant
radiation pattern are hard to compensate for in the multilatera-
tion method, which is clearly demonstrated when considering
the 95 percentile. The ML approaches, however, are naturally
suited to handle these non-ideal conditions because they fit a
model based on the observed measurements. Indeed, in Fig. 4
it can be seen that for N = 64, the machine learning methods
statistically have a considerably higher accuracy than the
multilateration method. Again, in the regime of a sparse set of
training data, the GP scores better than the MLP, as expected.
V. CONCLUSION
A novel Gaussian Process approach for RSS-based visible
light positioning systems has been introduced. This technique
6http://dx.doi.org/10.21227/f28n-6292
Authorized licensed use limited to: University of Gent. Downloaded on September 03,2020 at 11:14:19 UTC from IEEE Xplore.  Restrictions apply. 
KNUDDE et al.: DATA-EFFICIENT GAUSSIAN PROCESS REGRESSION FOR ACCURATE VISIBLE LIGHT POSITIONING 1709
has been compared to Multi Layer Perceptrons and a multilat-
eration method on both simulated data with random transmitter
tilt as on measurements. The machine learning techniques
show a considerable improvement over multilateration when
there is a random transmitter tilt or an aberrant radiation
pattern. As can be seen from the measurements, the Gaussian
Process clearly outperforms the Multi Layer Perceptron in
a setting where only a limited amount of training data is
available. The GP thus is practically very data-efficient for
implementing accurate RSS-based VLP.
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