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ABSTRACT
We report on the results of evaluating the competency of
a first-order ontology for its use with automated theorem
provers (ATPs). The evaluation follows the adaptation of
the methodology based on competency questions (CQs) [4]
to the framework of first-order logic, which is presented in
[2], and is applied to Adimen-SUMO [1]. The set of CQs
used for this evaluation has been automatically generated
from a small set of semantic patterns and the mapping of
WordNet to SUMO. Analysing the results, we can conclude
that it is feasible to use ATPs for working with Adimen-
SUMO v2.4, enabling the resolution of goals by means of
performing non-trivial inferences.
Categories and Subject Descriptors
I.2.4 [Artificial Intelligence]: Knowledge Representation
Formalisms and Methods
General Terms
Experimentation
1. INTRODUCTION
Ontologies can be evaluated by considering their use in an
application when performing correct predictions on inferenc-
ing [8]. In order to enable better reasoning capabilities, the
inferencing process should be able to deduce from the on-
tology as much correct implicit knowledge as possible. In
[4], the authors propose to use a set of competency ques-
tions (CQs) to evaluate an ontology, which are goals that
the ontology is expected to answer. Once the set of CQs
is defined, the evaluation consists in checking whether the
CQs are entailed by the ontology or not.
State-of-the-art automatic theorem provers (ATP) for first-
order logic (FOL) like Vampire [9] or E [10] are highly sophis-
ticated systems that have been proved to provide advanced
reasoning support to expressive ontologies. Consequently,
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Table 1: Some figures about Adimen-SUMO
Unit clauses General clauses
Meta-knowledge 0 8
Top level of SUMO 2,034 650
Mid level of SUMO 2,601 975
FO transformation 0 1,152
Total 4,635 2,785
these tools can be used to automatize the evaluation of first-
order (FO) ontologies as proposed in [4]. More concretely,
the authors of [2] adapt the above method for evaluating
FO ontologies using FOL ATPs, and they also obtain semi-
automatically a set of CQs from the mapping from WordNet
(WN) to SUMO [6].
In this paper, we successfully apply the method described
in [2] for evaluating Adimen-SUMO v2.4, which is a FO on-
tology obtained by transforming SUMO, using the proposed
set of CQs. Our results prove that it is feasible to work with
FO ontologies and FOL ATPs to perform non-trivial infer-
ences that could be very useful for a wide range of knowledge
intensive applications. For instance, to help validating the
consistency of associated semantic resources like WordNet,
or to derive new explicit knowledge from them.
In the next two sections, we introduce Adimen-SUMO and
the method used in Section 4 to evaluate the ontology. In
the last section, we provide some concluding remarks.
2. Adimen-SUMO
SUMO1 [5] has its origins in the nineties, when a group of
engineers from the IEEE Standard Upper Ontology Work-
ing Group pushed for a formal ontology standard. Their
goal was to develop a standard upper ontology to promote
data interoperability, information search and retrieval, au-
tomated inference and natural language processing.
SUMO is expressed in SUO-KIF (Standard Upper On-
tology Knowledge Interchange Format [7]), which is a di-
alect of KIF (Knowledge Interchange Format [3]). Both
KIF and SUO-KIF can be used to write FOL formulas, but
its syntax goes beyond FOL. Consequently, SUMO cannot
be directly used by FOL ATPs without a suitable trans-
formation. Adimen-SUMO is the result of transforming
around %88 of axioms from the top and the middle levels of
SUMO into FOL formulas [1]. The translation is based on a
small set of axioms, which provide the axiomatization of the
1http://www.ontologyportal.org
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Figure 1: Number of solved goals
meta-predicates that are required to define the knowledge of
SUMO as FOL formulas. Some of these meta-predicates are
instance, subclass, disjoint and partition, whose axiomatiza-
tion cannot be directly inherited from SUMO. The trans-
formation also adds new axioms for a suitable characteri-
zation of SUMO types, variable-arity relations and holdsk
predicates, which simulate the use of variable-predicates in
FOL formulas. In Table 1, we provide some figures about
the content of Adimen-SUMO.More specifically, the number
of atomic formulas (unit clauses) and non-atomic formulas
(general clauses) that is used in each part of Adimen-SUMO.
Roughly speaking, atomic formulas (or simply atoms) make
the explicit knowledge of the ontology, whereas non-atomic
formulas (which contain connectives and/or quantifiers) de-
fine the implicit knowledge. It is worth to note that the ax-
iomatization of meta-predicates (meta-knowledge) and the
axioms required for the transformation into FOL formulas
(FO transformation) do not include any atomic formula. To
sum up, we provide 4,635 unit clauses and 2,785 general
clauses plus a conjecture as source to the ATP for each CQ.
3. EVALUATION METHOD
In [4], the authors propose to evaluate the expressiveness
of an ontology by proving completeness theorems w.r.t. a
set of CQs. The proof of completeness theorems requires
to check whether a given CQ is entailed by the ontology or
not. In [2], the authors adapt the above method to use FOL
ATPs as a tool for automatically checking whether a CQ is
entailed or not. In particular, this adaptation is based on
the use of FOL ATPs that work by refutation within a given
execution-time limit. Following this proposal, the set of CQs
is partitioned into two classes: truth-tests and falsity-tests,
depending on whether we expect the conjecture to be en-
tailed by the ontology or not. If the ATP is able to find
a prove for a given conjecture, then we know for sure that
the corresponding CQ is entailed by the ontology. How-
ever, if the ATP cannot find a proof, we do not know if the
conjecture is not entailed by the ontology or although the
conjecture is entailed, the ATP has not been able to find
the proof within the provided execution-time limit. Conse-
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Figure 2: Number of different axioms used in proofs
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Figure 3: Average number of axioms used in proofs
quently, and according to the proposal in [2], a truth-test is
classified as (i) passing if the ATP finds a proof, since the
conjecture is expected to be entailed, whereas a falsity-tests
is classified as (ii) non-passing if a proof is found, because
the conjecture is expected not to be entailed. Otherwise,
if no proof is found, both truth-tests and falsity tests are
classified as (iii) unknown. This classification provides an
effective method to evaluate an ontology w.r.t. a given set
of CQs. It is worth to remark that the evaluation results
strongly depend on the execution-time limit of the ATP,
since a CQ classified as unknown within a given execution-
time limit may be classified as passing/non-passing within
a longer execution-time limit.
In order to provide a complete evaluation framework, in
[2] the authors also propose a set of CQs as benchmark.
The proposed CQs are semi-automatically obtained from the
mapping from WordNet to SUMO [6] and the information
in the morphosemantic database,2 which contains semantic
2Available at http://wordnetcode.princeton.edu/standoff-files/morphosemantic-links.xls.
60 120 300 600
0
100
200
300
400
500
Execution-time limit (seconds)
N
u
m
b
er
o
f
a
x
io
m
s
(b
y
ty
p
e)
Top level
UC GC (All tests)
UC GC (Truth-tests)
UC GC (Falsity-tests)
60 120 300 600
0
100
200
300
Execution-time limit (seconds)
N
u
m
b
er
o
f
a
x
io
m
s
(b
y
ty
p
e)
Middle level
UC GC (All tests)
UC GC (Truth-tests)
UC GC (Falsity-tests)
Figure 4: Number of axioms from the top and middle levels
relations between morphologically related nouns and verbs.
More concretely, the authors generate 3,556 truth-tests that
are obtained from 5 patterns defined on the basis on the
information about antonyms and process. By negating the
conjectures in the resulting truth-tests, the authors also pro-
pose 3,556 falsity tests. Consequently, the proposed bench-
mark consists of 7,112 CQs. This benchmark is used to
evaluate Adimen-SUMO v2.4, and the results are described
in the next section.
4. EVALUATION RESULTS
In this section, we report the results of the evaluation of
Adimen-SUMO v2.4 using the framework introduced in the
previous section. For this evaluation, we have used the ATP
Vampire 3.03 [9] in a standard 64-bit Intel R© CoreTM i7-2600
CPU @ 3.40GHz desktop machine with 16GB of RAM. We
have considered 4 different execution-time limits: 60, 120,
300 and 600 seconds. The ontology Adimen-SUMO v2.4, the
set of CQs and the execution reports are freely available.4
In Figure 1, we sum up the number of solved goals within
different execution-time limits. It is worth to mention that
these solved goals include both passing truth-tests and non-
passing falsity-tests. As expected, the ATP solves more
problems within an execution time-limit of 600 seconds: 1,281
proofs (%18 of 7,112 CQs), from which 894 proofs corre-
spond to passing truth-tests (%25 of 3,556 truth-tests) and
487 proofs corresponds to non-passing falsity-tests (%14 of
3,556 falsity-tests). The number of problems solved within
60 seconds, 120 seconds and 300 seconds are 960, 964 and 968
respectively. However, the most outstanding result is that
the number of solved goals that correspond to falsity-tests
(that is, non-passing falsity-tests) does not significantly in-
crease with the execution-time limit: 482, 482, 484 and 487
non-passing falsity-tests within 60, 120, 300 and 600 sec-
onds respectively. This implies that the ATP solves more
and more complex truth-tests as the execution-time limit
3http://www.vprover.org
4http://adimen.si.ehu.es/web/AdimenSUMO
becomes longer, whereas the proofs of non-passing falsity-
tests are very simple and can be detected within really short
execution-time limit. This conclusion is confirmed by the re-
sults reported in Figures 2 and 3 regarding the number of
used axioms: in Figure 2, we sum up the number of differ-
ent axioms used in all the proofs (excluding the conjectures)
and, in Figure 3, we sum up the average number of differ-
ent axioms (excluding the conjecture) used in proofs. As
before, the number of different axioms used in non-passing
falsity-tests within 60, 120, 300 and 600 seconds is similar:
374, 371, 380 and 401 different axioms respectively. By con-
trast, 831 different axioms are used in passing truth-tests
within 600 seconds, whereas 365, 374 and 377 different ax-
ioms are used within 60, 120 and 300 seconds respectively. In
the same way, more than 14 different axioms (excluding the
conjecture) is used in the proof of each passing truth-tests
within 600 seconds, whereas around 3 different axioms (ex-
cluding the conjecture) are used in all the remaining cases.
To sum up, it seems that solving the goals corresponding to
non-passing falsity-tests requires less knowledge than solving
the goals corresponding passing truth-tests: the number of
proved truth-tests increases along the execution time-limit,
whereas the number of proved falsity-tests does not. Thus, it
is clear that Adimen-SUMO v2.4 provides the knowledge for
solving the goals corresponding to complex truth-tests, but
state-of-the-art ATPs require longer execution time-limit.
On the contrary, it may happen that either (a) the goals of
the remaining falsity-tests are not provable, (b) the ontol-
ogy does not contain the knowledge for solving additional
falsity-test goals, or (c) state-of-the-art ATPs require much
longer execution time-limit for solving falsity-test goals.
Regarding the type of axioms and the knowledge used in
proofs, in Figure 4 we sum up the number of axioms from
the top level and the middle of SUMO used in proofs, dis-
tinguishing between atomic formulas —unit clauses (UC)—
and non-atomic formulas —general clauses (GC)—. Around
240 unit clauses (%12 of 2,034 unit clauses) and 15 gen-
eral clauses (%2 of 650 general clauses) from the top level
of SUMO are used in the proofs of the non-passing falsity-
tests within all the considered execution-time limits, whereas
438 unit clauses (%21 of 2,034 unit clauses) and 65 gen-
eral clauses (%10 of 650 general clauses) are used in the
894 passing truth-tests within an execution-time limit of 600
seconds. Regarding the middle level of SUMO, around 110
unit clauses (%4 of 2,601 unit clauses) and 8 general clauses
(%1 of 975 general clauses) are used in the proofs of non-
passing falsity-tests within all the considered execution-time
limits, and 228 unit clauses (%9 of 2,601 unit clauses) and
65 general clauses (%7 of 975 general clauses) are used in
the 894 passing truth-tests within an execution-time limit
of 600 seconds. To sum up, 503 top level axioms (%19 of
2,654 axioms) and 293 middle level axioms (%8 of 3,576
axioms) are already used in the proofs of the 894 passing
truth-tests. Since the CQs have been semi-automatically
constructed, we consider that the ratio between the number
of used axioms and the number of proofs corresponding to
passing truth-tests is really high.
Clearly, the number of different top level axioms used in
proofs is higher than the number of different middle level
axioms. But the difference is even bigger when considering
the average number of different axioms from the top and
middle levels used in the proof of each passing truth-tests:
around 8 unit clauses and 1 general clause from the top level,
and 0.5 unit clauses and 0.15 general clauses from the middle
level. This result is not surprising since the knowledge in
the middle level of SUMO is defined on the basis of the
knowledge in the top level.
5. CONCLUDING REMARKS
Our experimental results prove that the application of the
methodology proposed in [4] to FO ontologies can be suc-
cessfully automatized by using FOL ATPs. In particular, it
is encouraging that state-of-the-art FOL ATPs are able to
construct complex proofs for solving CQs within relatively
small execution-time limits.
Additionally, these results also enable to evaluate the use-
fulness of axioms by checking its use when solving CQs. Re-
garding the proofs obtained within an execution time-limit
of 600 seconds, 971 different axioms have been used (%13
of 7,420 axioms), from which 785 are unit clauses (%17 of
4,635 unit clauses) and 186 are general clauses (%7 of 2,785
general clauses). Consequently, 6,449 axioms (%87 of the
total) have not been used in any proof. Among the axioms
that have been used in some proofs, 154 axioms (%16 of 971
axioms) have been used in 10 or more proofs and 127 axioms
(%13 of 971 axioms) have been used in the proof of 10 or
more goals corresponding to truth-tests. This implies that
these set of 127 axioms is really useful for passing truth-
tests and seems to be correct. Further, since the remaining
817 axioms (%84 of 971 axioms) are used in less than 10
proofs, we can also conclude that the quality of proposed
set of CQs in [2] is high because the proofs involve different
sets of axioms.
In future work, we plan to improve the coverage of the set
of CQs to the knowledge of the ontology, in particular to the
knowledge in the middle level of SUMO, by developing new
methods of obtaining CQs in a semi-automatic way.
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