We study the existence of periodic solutions of the non-autonomous periodic Lyness' recurrence u n+2 = (a n + u n+1 )/u n , where {a n } n is a cycle with positive values a,b and with positive initial conditions. It is known that for a = b = 1 all the sequences generated by this recurrence are 5-periodic. We prove that for each pair (a, b) = (1, 1) there are infinitely many initial conditions giving rise to periodic sequences, and that the family of recurrences have almost all the even periods. If a = b, then any odd period, except 1, appears.
Introduction and main results
The study of periodic orbits in periodic non-autonomous discrete dynamical systems is a classical topic that, mainly driven by some conjectures in mathematical biology, has attracted again the researcher's interest in the last years. This is because these ones are good models for describing the dynamics of biological systems under periodic fluctuations whether due to external disturbances or effects of seasonality (see [4, 9, 10, 12, 13, 23] for instance and references therein). On the other hand, the existence of discrete integrable systems with periodic coefficients is currently being the focus of some mathematical physics research both on those systems belonging to the celebrated QRT family of maps ( [11] ), or on other families as the HKY one (see [17, 22] and [16] , respectively). Our work is in the interface of these two streams, since the main goal of the paper is to characterize the global periodic structure of a particular family of QRT maps: the one associated to the 2-periodic Lyness equations.
Nowadays, the dynamics of the autonomous Lyness' difference equation
u n with a > 0, and u 1 , u 2 > 0.
is completely understood after the research done in [1, 3] and [26] (see also [15] ). In summary, the dynamics of equation (1) can be studied through the dynamics of the map F a (x, y) = (y, (a + y)/x). This map has a first integral V a such that their level sets in Q + := {(x, y) ∈ R 2 : x > 0, y > 0}, except the one corresponding to the unique fixed point, are the ovals of some elliptic curves of the form {V a (x, y) = h} = {(x + 1)(y + 1)(x + y + a) − hxy = 0}.
The action of the map on each of the above curves can be described in terms of the group law of them: in fact, the Lyness' one is a particular case of the well known family of QRT maps, [11] . In particular all possible periods of the recurrences generated by (1) are known, and for any a / ∈ {0, 1} infinitely many different prime periods appear (the cases a = 0 and 1 are globally periodic with periods 6 and 5 respectively).
Recently, there has been some progress concerning the study of the non-autonomous periodic Lyness' equations u n+2 = a n + u n+1 u n ,
when {a n } n is a k-periodic sequence taking positive values, and the initial conditions u 1 , u 2 are, as well, positive (see [6, 7, 8, 18, 21] , and also [17, 22] ). These works focus on some qualitative aspects of the dynamics like persistence, stability, as well as some integrability issues. In this paper we will focus on the characterization of periodic solutions of the 2-periodic case given by a n = a for n = 2 + 1,
where ∈ N and a > 0, b > 0.
The solutions of equation (3) can be studied through the dynamics given by the composition map 
since the relation between the terms of recurrence (3)- (4) and the iterates of the composition map is given by (u 2n+1 , u 2n+2 ) = F b,a (u 2n−1 , u 2n ), and (u 2n+2 , u 2n+3 ) = F a,b (u 2n , u 2n+1 ),
where (u 1 , u 2 ) ∈ Q + and n ≥ 1.
The map F b,a is integrable in the sense that it has a first integral, [18] . Here we use the following one:
V b,a (x, y) = (bx + a)(ay + b)(ax + by + ab) xy .
This means that each map F b,a preserves a foliation of the plane given by cubic curves which are, generically, elliptic. The composition maps F b,a associated to the 2-periodic Lyness'
equations are also particular cases of QRT maps. It is interesting, however, to notice that the 2-periodic case is one of the few rationally integrable or even meromorphically integrable k-periodic Lyness' equations (see [7, 8] ). The maps F b,a are also a generalization of the map considered in [14] .
It is known that a map F b,a has a unique fixed point (x c , y c ) ∈ Q + given by the solution of the system x 2 = a + y,
which corresponds to the unique global minimum of V b,a in Q + . Furthermore, setting h c := {V b,a (x c , y c )}, the level sets C + h := {{V b,a = h} ∩ Q + for h > h c } are closed curves and the dynamics of F b,a restricted to these sets is conjugate to a rotation on the unit circle with associated rotation number θ b,a (h), [6] . In Section 2 we give an alternative proof of this fact (see Corollary 6) . In this paper we study some properties of the rotation number in order to characterize the possible periods that can appear in the family of recurrences (3).
The main results of the paper are the following. 
For any fixed a, b > 0, and any value θ ∈ I(a, b), there exist at least an oval of the form C + h such that the map F b,a restricted to the this oval is conjugate to a rotation, with a rotation number θ b,a (h) = θ.
Notice that F 1,1 is the doubling of the well-known globally autonomous Lyness' map F 1 which is globally 5-periodic and whose rotation number function takes the constant value 1/5 * , and therefore I(1, 1) = {2/5}. Notice also, that there are other values of a and b for which I(a, b) = {2/5}, as can be seen in Proposition 18.
Theorem 2. Consider the family of maps F b,a given in (5) for a, b > 0.
there exist at least a continuum of initial conditions in Q + (an oval C + h ) giving rise to p-periodic orbits of F b,a . Moreover, when σ(a, b) = 2/5 the number p 0 (a, b) is computable.
(ii) For each number θ in (1/3, 1/2) there exists some a > 0 and b > 0 and at least an oval C + h , such that the action of F b,a restricted to this oval is conjugate to a rotation with rotation number θ b,a (h) = θ. In particular, for all the irreducible rational numbers q/p ∈ (1/3, 1/2), there exist periodic orbits of F b,a of prime period p.
(iii) The set of periods arising in the family {F b,a , a > 0, b > 0} restricted to Q + contains all prime periods except 2, 3, 4, 6 and 10.
In fact, as we will see in Section 4, the prime periods 2 and 3 do not appear for any a and b in the whole domain of definition of the dynamical system defined by F b,a , but periods 4, 6, and 10 appear for some a, b > 0 and some initial conditions in G \ Q + .
Corollary 3. Consider the 2-periodic Lyness' recurrence (3)-(4) for a > 0, b > 0 and positive initial conditions u 1 and u 2 . * Here we adopt the notation in [1] and [26] concerning the determination of the rotation number. Notice that in [6] it is adopted the determination given by 1 − θ b,a (h). Observe that Theorem 2 characterizes all the prime periods that can appear for the iterations of the maps F b,a in Q + . In fact it characterizes the set of periods of any planar system of first order difference equations associated to any map conjugate to F b,a , like the two families of first order systems of difference equations
and
for some choices of a, b, α, β > 0, and u 1 > 0, v 1 > 0. The second one is associated to the map G, defined in (11) below.
The paper is structured as follows. In Section 2 we see that on the level sets C + h , the action of the map F b,a can be seen as a linear action of a birational map on an elliptic curve, and thus we reobtain that on these level sets it is conjugate to a rotation (these also follows from the fact of being a QRT map, but the notation and elements introduced here will be useful in our further analysis of the rotation number function). The main part of this section is devoted to proof the elliptic nature of the invariant curves on R 2 , C h := {V b,a = h}, as well as to derive a Weierstrass normal form representation of both the invariant curves and the map. This one, will be a key step in our approach to the asymptotic behavior of the rotation number function when h tends to infinity. This is done in Section 3, which is devoted to study the limit of the rotation function. In particular, we obtain that the asymptotic behavior of this function at the energy level corresponding to the fixed point and at the infinity do not coincide. It is worth noticing that further tools to study the rotation intervals have to be developed to face the problem of finding the set of periods when these limits coincide. The main results, as well as some other ones concerning periodic orbits are proved in Section 4.
2 F b,a as a linear action in terms of the group law of a cubic 2.1 An overview from an algebraic geometric viewpoint
In this section we will see F b,a as a linear action in terms of the group law of the cubic. The level sets {V b,a = h} are given by the cubic curves in R 2 :
These curves C h , in homogeneous coordinates [x : y : t] ∈ CP 2 , write as
Observe that there are three infinite points at infinity which are common to all the above Notice that none of these points is an inflection point.
The map F b,a extends naturally to CP 2 as
and leaves the curves C h invariant.
Notice that only a finite number curves C h are singular, and thus correspond to nonelliptic curves C h , since the discriminant is a polynomial in h (see Section 2.2.3). In particular, we will prove that for all the energy levels h > h c , the curves C h are non-singular.
Proposition 4. If a > 0 and b > 0, and for all h > h c , the curves C h are elliptic.
The above result will be a direct consequence of Proposition 9 (proved in Section 2.2), and it implies that in Q + \ {(x c , y c )} the map F b,a is a birational transformation on an elliptic curve, and therefore it can be expressed as a linear action in terms of the group law of the curve ( [19, Theorem 3] ). Indeed, for those cases such that C h is elliptic, if we consider Proposition 5. For each value of h such that C h is an elliptic curve,
where + is the addition of the group law of C h taking the infinite point V as the zero element.
So we have the following immediate corollary Corollary 6. On each level set C + h the map F b,a is conjugate to a rotation.
Remark 7.
Notice that the zero element V of the group law is not an inflection point of the cubic. So the relation of collinearity for three points A, B, C does not mean that
The above results are a consequence of the ones proved in the next section. Now we are able to give a first result about admissible periodic orbits of F b,a . this condition, we obtain that the energy level of corresponding to this curve must be a zero of a polynomial P 2n (h), so it has a finite number of solutions.
Suppose that C h is filled by periodic orbits of period p = 2n + 1, then
which is again an algebraic relation on h giving rise to a finite number of solutions.
Proof of the ellipticity of the curves C h for h > h c and a Weierstrass normal form representation for F b,a
In this section we prove Proposition 4. In order to simplify the computations we introduce a preliminary change of variables and parameters. It is easy to check from (7) that the integral V b,a admits the following form
This means that taking the new variables
the first integral is now given by
the map F b,a becomes
and the curves C h are brought into
where 
The level L c = h c /(a 2 b 2 ) corresponds to the level of the global minimum of the invariant W in Q + . Proposition 4 is, then, a direct consequence of the following result, that will be proved in Subsection 2.2.3:
Reasoning as in the case of F b,a we obtain the following result.
+ is the addition of the group law of D L taking the infinite point V as the zero element † .
As a consequence of the Propositions 9 and 10 we obtain that the action of G on each
In order to prove Proposition 9 as well as to significatively simplify some of the proofs of the results concerning the behavior of θ b,a (h) done in Section 3, we first present a new conjugation between the linear action of G on D L (and therefore for F b,a on C h ) and a linear action on a standard Weierstrass normal form of the invariant curves. We prove: † Notice that, again, the zero element V of the group law is not an inflection point of the cubic (see given by
where
and denotes the sum operation of the cubic E L , taking the infinity point V = [0 : 1 : 0]
as the zero of the group law.
In the next subsections we give the proof of the above result.
Computing the Weierstrass normal form of D L
In this section we explicit the transformations which pass D L into their Weierstrass normal form. Although it is a standard calculation, we prefer to include it because in the proof of , so we will take the reference x = 0 to be the tangent line at R. Finally y = 0 will be the Y axis. The new coordinates x, y, t are, then, obtained via
and the equation of the cubic becomes
Second transformation: We multiply both members of (16) by x, and we take the new variables (denoted again X, Y, T ):
obtaining the new equation
Third transformation: Removing the factor T in (19) and taking the new variables x, y, t
we obtain the new equation
The last two transformations Let X, Y and T be the new variables given by
In these new variables the curve writes as
Finally, with the last change
the curve is written in the Weierstrass' normal form
Proof of Proposition 11
Proof of Proposition 11. (i) The expression of the equation (12) comes from the transformations leading D L to its Weierstrass form given in Section 2.2.1. In particular the expressions of the coefficients of g 2 and g 3 in terms of α, β and L come from formulae (17), (21) and (24). 
The leading term of y ± (x) when x → +∞ is ± √ a 3 x (observe that these two numbers are imaginary, because a 3 = −1/L 2 ). So we have two complex points of the cubic [x :
where y ± = ± √ a 3 x + O(1):
which tends to V 1 = [1 : 0 : 0] when x tends to +∞.
But if we take the images of these two complex points, in their first form, by the transformation (18), we obtain (15), (18), (20), (22) and (23).
Proof of the ellipticity of the curves
In this section we prove Proposition 9, but first we notice the following facts:
The curves D L have no singular points at the infinity of CP 2 . Indeed, setting
so an straightforward computation shows that on the line T = 0 the only singular point must satisfy X = 0 and Y = 0, thus not in CP 2 . 
So for L > L c , the other possible singular point of a curve D L is one of the point intersection of the two parabolas P 1 := {X 2 = α(1 + Y )} and P 2 := {Y 2 = β(1 + X)}.
Fact 3. The equilibrium point P = (p, q) which is in the positive quadrant, is one of the (at most) four real points on P 1 ∩ P 2 , and it is on D L and singular in this curve only for L = L c (in this case, it is a real isolated point).
Now we introduce the some new parameters (p, q) which correspond to the coordinates of the fixed point in Q + , thus given by
With these new parameters it is easy to obtain an explicit form for L c :
In fact this explicit expression allows to obtain an straightforward proof that L c > 1
Furthermore, after some computations (skipped here) it is possible to prove that
This implies that the above one is the sharpest lower bound for L c . the conjugate point is also singular and different, and so the (real) line which support these two points is in the curve, which splits in a right line and a conic. It is easy to see that, after the identification of the coefficients the equation of the cubic must be written as
The point [0 : −1 : 1] is on the cubic, hence −L (−α + αβ/(1 − L)) = 0, which is impossible because the above number is positive, since we have just seen that L > L c > 1.
Taking into account all the above information, to prove Proposition 9, we only need to
Proof. Using the Weierstrass form given by (12) and the expressions of g 2 and g 3 given by from formulae (17), (21) and (24) . We obtain that the discriminant of D L is given by
and being
Obviously L = 0 gives a singular curve (a union of three lines). To see that all the real roots of ∆ 1 are lower than L c , we take into account the explicit expression of L c given by (27), we use the change
and also the translation given by L = L + L c , obtaining that ∆ 1 (L; α, β) = 0 if and only if the numerator of ∆ 1 ( L + L c ; p 2 /(1 + q), q 2 /(1 + p)) vanishes, which happens if and only if Since ∆ 1 is a polynomial with positive coefficients, its real roots are negative or zero, and thus, the real roots of ∆ 1 are less or equal than L c .
Behavior of θ b,a (h).
To prove Theorem 1, as well as to study the periods appearing in the family 
it holds that
To prove the statements (i) and (ii) of Proposition 13, it will be helpful to use the conjugation of F b,a given by the map G defined in (13), for which its invariant level sets are described by the Weierstrass normal form E L defined in (12) , and then to apply a similar machinery as in [1] . First, we recall that given the elliptic curve E L , for L > L c , there exist two positive numbers ω 1 and ω 2 depending on α, β and L and a lattice in C Λ = {2nω 1 + 2m iω 2 such that (n, m) ∈ Z 2 } ⊂ C, such that the Weierstrass ℘ function relative to Λ
gives a parametrization of E L . This is because the map
is an holomorphic homeomorphism, and therefore
(see [20, Lemma 5.17] and [24, Proposition 3.6] ). Another interesting property of the parametrization of E L given by φ is that it is injective for the real interval (0, ω 1 ) onto the real unbounded branch of E L whose points have negative y-coordinates, and that φ(ω 1 ) =
[e 1 , 0, 1] or, in other words:
(see again [20, 24] ). Finally, observe that φ(0) = φ(2ω 1 ) = V , and lim 
Proof of Proposition 13 (i).
Observe that equation (12) can be written as
where e 1 + e 2 + e 3 = 0, e 1 e 2 + e 2 e 3 + e 3 e 1 = −g 2 /4, e 1 e 2 e 3 = g 3 /4, and e 3 < e 2 < e 1 . Then, equation (34) writes:
and from the above relation and equation (33) we get:
From Proposition 11, the action of G on each level E L , with L > L c is conjugate to a rotation of angle 2πΘ(L), where Θ is the rotation number associated to G |E L . On the other hand from the expression of H given in (14) we know that its y-coordinate is negative, so from the above considerations on the parametrization φ we know that there exists u ∈ (0, ω 1 )
such that it has the following representation
, and since H is the image of V under the transformation G |E L , it is given by φ(2ω 1 Θ(L)), and therefore
where X(L) is the abscissa of point H given in (14) . Applying (35) we obtain that
By using the change of variables s = e 1 + 1/r 2 and r √ e 1 − e 3 = u, it can be proved that
where ν = X(L) − e 1 , and ε = (e 1 − e 2 )/(e 1 − e 3 ).
The analyticity of Θ(L) in (L c , +∞) can be derived now from expression (37), by taking into account that when L > L c , e 1 , e 2 , e 3 are different, and that from the geometry of the problem we have e 3 < e 2 < e 1 < X(L), so all the elements in the left hand side of (37) are holomorphic in a neighborhood of (L c , +∞). Hence Θ(L) is analytic on (L c , +∞).
Observe that lim Solving the cubic equation 4 s 3 − g 2 s − g 3 = 0 by leaving the solutions in terms of g 2 and g 3 ; using the expressions of these coefficients in terms of α, β and L given by Proposition 11;
and after some computations done with a symbolic algebra system (Maple 12), we obtain that
when L tends to infinity, and
Setting ε = (e 1 − e 2 )/(e 1 − e 3 ), we obtain ε ∼ 16 αβ/L 5/2 (when L tends to infinity), so
(when ε tends to zero). From the expression of H given in (14) we have
and therefore, using (38), we get
where A = 2 3/5 (αβ) −1/(10) . So from equation (37), and Lemma 14 we finally obtain It is well known (see [2] for instance, and also [5, 26] ) that under some regularity conditions the rotation number function of a differentiable planar map F near an elliptic fixed point, can be extended continuously to the fixed point. In this sense, the proof of statement Lemma 15. Let U be an open set of R 2 and a C 1 map F : U → U . Suppose that F has a unique elliptic fixed point P in U (that is DF (P ) has two distinct non real eigenvalues with modulus 1). Suppose that F has a first integral V in U , attaining a strict minimum h p := V (P ) at the point P , and such that (i) For h > h p , the invariant level sets {V = h} (except the level set {V (P ) = h P }) are closed curves, surrounding P .
(ii) For h > h p , the sets Int ({V = h}) are starlike with respect to P , and each half line from P cuts {V = h} ∩ U exactly in one point.
(iii) On each curve {V = h} for h > h p , the map F |{V =h} is conjugate to a rotation of angle 2πθ(h).
Then,
Proof of Proposition 13 (iii). As a direct consequence of Lemma 15, the continuous extension
Then, the expressions (29-30) are then easily derived from (8) after some easy manipulations.
Periodic solutions 4.1 The rotation interval I(a, b). Proof of Theorem 1
In this Section we prove Theorem 1, and we give a more precise characterization of the rotation number interval I(a, b).
Proof of Theorem 1. In proposition 13, it is proved that θ b,a (h) is an analytic function on (
. Therefore, when b is sufficiently large σ(b 2 , b) > 2/5, and then
. Therefore, when b is small enough σ(b 2 , b) < 2/5, and then
As a first direct consequence of the above result, we have Proposition 17. It holds that
J(a, b).
Proof of Lemma 16. 
which is true, since a, b and x c are positive.
(ii) From equation (8) Proof. Observe that using expression (29), the condition σ(a, b) ≤ 2/5 gives
,
where φ = (1 + √ 5)/2. By using (8) this last inequality turns to
Using again φ − 1 = 1/φ, we obtain that φy c − bx c − a ≥ 0.
In order to obtain a characterization of the condition σ(a, b) = 2/5 in terms of the parameters a and b instead of x c and y c , we isolate a and b from the equations (8) 
It is easy to check that this curve cuts the axes at the points (0, σ * ) and (σ * , 0) where
2.2300, and it splits the parameter space into two connected components. By using Lemma 16 (ii) and (iii), it is easy to obtain that one of them corresponds to the set {σ(a, b) < 2/5} and the other to {σ(a, b) > 2/5}, and that they have the geometry depicted in Figure 1 . Proof. Observe that the orbits of the dynamical system defined by the iterations of F b,a are also given by the planar first order system of difference equations given by
If the above system has a periodic solution of prime period 2, then we have that u n+1 u n is constant, so it also must be a + v n , and therefore v n and u n are constant.
If there is a periodic solution of prime period 3 of the above system we have
where c is a constant; and also we have
where d is a constant. Hence
Using equation ( 
The last of the above condition means that there exist a 2n periodic orbit if and only if R belongs to the tangent line to D L in nH. In the following we will see that for periods 4, 6 and 10 this condition implies L < L c , thus proving that these periods do not appear in Q + . 
or equivalently, after some manipulations, if and only if
To see that L 4 < L c , we consider again the parameters p and q given by the coordinates of the fixed point in Q + , given by (26) , that is, we use the change
obtaining that
The last inequality can be obtained by subtraction of the numerators, for instance.
Period 6. A computation shows that
Proceeding as in the period 4 case, we compute the tangent line to D L at 3H, and we impose condition (41), obtaining that there exists a continuum of periodic orbits characterized by the energy level L if and only if either L = 0 < L c or if L is a root of
Using the change (42) and the translation L = L + L c we obtain that P 6 (L) = 0 if and only if L is not a root of
Observe that all the coefficients of P 6 ( L) are positive when p and q are positive, so all its real roots are negative. Therefore, all the real roots of P 6 are less than L c .
Period 10. A computation done with the aid of a computer algebra system gives 5H := [A :
B : C], where
We compute the tangent line to D L at 5H and we impose condition ( p 4 (α, β) = 5α 2 β 2 − 5α 2 β − 5αβ 2 + 12αβ − 4α − 4β + 1, p 3 (α, β) = 10α 3 β 3 − 20α 3 β 2 − 20α 2 β 3 + 10α 3 β + 56α 2 β 2 + 10αβ 3 − 41α 2 β − 41αβ 2 +6α 2 + 35αβ + 6β 2 − 6α − 6β + 1, p 2 (α, β) = (β − 1) (α − 1) 10α 3 β 3 − 20α 3 β 2 − 20α 2 β 3 + 10α 3 β + 55α 2 β 2 + 10αβ 3 −37α 2 β − 37αβ 2 + 4α 2 + 30αβ + 4β 2 − 5α − 5β + 1 , p 1 (α, β) = (β (α − 1) − 1) 4 5α 3 β 3 − 10α 3 β 2 − 10α 2 β 3 + 5α 3 β + 25α 2 β 2 + 5αβ 3 −15α 2 β − 15αβ 2 + α 2 + 12αβ + β 2 − 2α − 2β + 1 , p 0 (α, β) = αβ (β − 1)
It is easy to check, using the expression of 5H given above, that when αβ − 1 = 0 the value of L corresponding to the root of P 10,a give 5H = V , thus characterizing orbits of prime period 5, and so 10 is not a prime period for the orbits in this level set. If αβ − 1 = 0, then P 10,a does not depends on L, and it is zero only if α = β = 1, which corresponds to the well-known globally 10 periodic case a = b = 1.
Observe that, by using (42), the root of P 10,b is L = α(1 − β) = p 2 (1 + p − q 2 ) (p + 1)(q + 1) , which is obviously less than L c .
To prove that the real zeros of P 10,c are lower than L c , we proceed as in the period 6 case, by using the change (42) and the translation L = L + L c , obtaining that P 10,c (L) = 0 if and only if the degree 5 polynomial P 10,c ( L) obtained when considering the equation P 10,c ( L + L c ) = 0 with parameters p and q, vanishes. Once again it is easy to check that this polynomial has positive coefficients when p and q are positive, so its real roots are all negative, and therefore the roots of P 10,c are all lower than L c .
Possible periods. Proof of Theorem 2
In order to prove both Theorem 2 and Corollary 3 we need the following auxiliary result. Proof. Suppose that for u 1 > 0,u 2 > 0 the sequence {u n } is a periodic solution with period p = 2k + 1. Then, by using the relations in (6), we have that
But on the other hand, from (6) and (43) we have:
Hence F a (u 1 , u 2 ) = F b (u 1 , u 2 ), which implies that a = b.
Also to prove Theorem 2, we need the following auxiliary result which allow us to characterize, constructively, which periods arise when the rotation number takes values in a given interval. • Let p m+1 be the smallest prime number satisfying that p m+1 > max(3/(d − c), 2),
• Given any prime number p n , 1 ≤ n ≤ m, let s n be the smallest natural number such that p sn n > 4/(d − c).
• Set p := p Then, for any r > p there exists an irreducible fraction q/r such that q/r ∈ (c, d).
Finally, observe that any p-periodic orbit of F b,a with initial conditions (u 1 , u 2 ) will give rise to a 2p-periodic solution of the recurrence (3). Now, both statements (i) and (ii) follow as a straightforward application of Theorem 2.
