Probability densities that are not uniquely determined by their moments are said to be "momentindeterminate," or "M-indeterminate." Determining whether or not a density is M-indeterminate, or how to generate an M-indeterminate density, is a challenging problem with a long history. Quantum mechanics is inherently probabilistic, yet the way in which probability densities are obtained is unique and foreign to the methods of classical probability theory. We show that the quantum mechanics procedure to obtain densities gives a simple method to generate an infinite number of M-indeterminate densities.
Introduction
Probability densities that are not uniquely determined by their moments are said to be "moment-indeterminate," or "M-indeterminate." The idea first arose with an example by Stieltjes but the best known one is the log-normal density [1] ,
which has moments
x n = ∞ 0 x n P LN (x)dx = e n 2 /2 (2) However, the densities given by P (x) = P LN (x) [1 + β sin(2π ln x)] , −1 ≤ β ≤ 1
have the same moments as P LN (x). Thus, the log-normal is M-indeterminate. Determining whether or not a given density is M-indeterminate, or how to generate an M-indeterminate density, is a challenging problem with a long history in classical probability theory [2, 3, 4, 5, 6] . Quantum mechanics is inherently probabilistic, yet the mathematics underlying it are different from classic probability theory. Nevertheless, the probability densities arising in quantum mechanics are proper in a classical sense. The aim of this paper is to show that the procedure by which densities are obtained in quantum mechanics leads to a simple method to readily generate M-indeterminate densities.
Quantum mechanical densities
To set forth our notation and because of its distinction from classical probability theory, we briefly review how probability densities are obtained in quantum mechanics. Although the methods are unusual from a classical point of view, we emphasize that the resulting densities are proper, in that they are nonnegative and properly normalized.
Starting with a "wave function" ψ(x) in the x representation, the probability density of x is
and the normalization is such that P (x)dx = |ψ(x)| 2 dx = 1 (5) The unique aspect of quantum mechanics is how densities of other variables are obtained, which is what we exploit here to generate an unlimited number of M-indeterminate densities. Given ψ(x), one obtains densities in other variables by solving an eigenvalue problem, 1
where A is a self-adjoint operator that represents a physical observable (e.g., momentum), and the r's are the eigenvalues, which are the random variables. The u's are the corresponding eigenfunctions, which are complete and orthogonal,
Accordingly, any function can be expanded as
where
The function F (r) may be called the r-transform of ψ(x) and may be considered as the representation of the function in the r-domain. Then, the probability density of r is
Note that |F (r)| 2 is a proper density, in that is is nonnegative, and properly normalized since |ψ(x)| 2 was normalized,
Also, the average value of r, defined by
can be calculated in the x domain directly by way of
More generally, for a function g(r), its average value is given by
M-indeterminate densities
To obtain an unlimited number of M-indeterminate densities, we start with a function of the form
where β is real and ψ 1 (x) and ψ 2 (x) are each normalized wave functions,
Moreover, and critical to the generation of M-indeterminate densities, we take ψ 1 (x) and ψ 2 (x) to be of finite extent and non-overlapping in x, such that ψ 1 (x)ψ 2 (x) = 0. 2 Consequently, the probability density of x is independent of β,
We shall call ψ(x) as defined above the "seed function" since, from it, one can obtain an unlimited number of M-indeterminate densities, as we show here. Specifically, the densities
By design, the density P (x) is independent of the phase factor β because ψ 1 (x)ψ 2 (x) = 0. In contrast, the densities P (r) generally depend on the phase factor because for many operators A, the product F 1 (r)F 2 (r) is not identically zero. However, perhaps surprisingly, for an unlimited number of operators A and non-overlapping wave functions ψ 1,2 (x), the moments of P (r) are independent of the phase factor and hence the densities P (r) are M-indeterminate.
To see this, we calculate the moments by way of the identity given in Eq. (15), r n = r n P (r) dr = r n |F (r)| 2 dr (22)
where the expectations
are independent of β. Hence, it follows that in order for the moments r n to be independent of β, for which P (r) is therefore M-indeterminate, we must have
This condition is satisfied by many operators and wave functions. In particular, because ψ 1 (x) and ψ 2 (x) are non-overlapping (hence ψ 2 (x)ψ 1 (x) = 0), it follows that if A n ψ 1 (x) has the same support as ψ 1 (x), (that is, it is zero outside the same interval as is ψ 1 (x)), then the integral will be zero because ψ * 2 (x)A n ψ 1 (x) = 0. For example, any finite-order differential operator A n = n k=0 b k d dx k or polynomial operator A n = n k=0 c k x k , or combinations thereof, will satisfy Eq. (28). Therefore, there is an unlimited number of M-indeterminate probability densities P (r) that can be readily generated by the procedure above.
Examples
We now consider various operators and non-overlapping wave functions ψ 1 (x) and ψ 2 (x) and the corresponding M-indeterminate r−densities. As prescribed, we start with the normalized wave function of Eq. (16). For simplicity but with sufficient generality, let ψ 1 (x) = 0 for x < 0 or x > a, and let ψ 2 (x) = ψ 1 (x − D), with D > a so that ψ 1 (x)ψ 2 (x) = 0 as required. Because of the generality in choosing ψ 1 (x), we obtain an unlimited number of M-indeterminate densities P (r) for each operator.
Example 1
Consider the operator
which in quantum mechanics is the momentum operator (with Plancks constant taken to be one here). Also, we note that this operator arises in the shifting of a function via,
Solving the eigenvalue problem for A yields the eigenfunctions
Therefore, we have
Accordingly, the probability density is
which is M-indeterminate for D > a. Specifically, although the density depends on β, the moments r n do not and are given by
But, since D > a and ψ 1 (x) = 0 for x < 0 or x > a, it follows that
Hence, the moments are
and therefore P (r) is M-indeterminate, as has been shown previously [9, 10] .
Example 2
For the operator we take [11]
where c is a real number. The eigenfunctions are
Hence, the "r-transform" here is given by [11] 
We also note that
For ψ(x) as defined by Eq. (16), we thus have
and
Hence,
While the densities P (r) depend on β, the moments do not by virtue of Eq. (28), and hence these densities are M-indeterminate. (Also note that this case reduces to the previous case, Eq. (40), for c = 0.)
Example 3
The operator
arises in the compression or dilation of functions, namely [12] e irA f (x) = e r/2 f (e r x)
which are complete and orthogonal. Hence, for one sided ψ(x) (as is the case here), we have
which we note is a Mellin transform with argument −ir + 1/2. Now for our problem
The probability density is given by
As before the probability density depends on β, however the moments do not. While it is straightforward to show this using the mathematics of quantum mechanics, namely Eq. (15), it is of interest to calculate the moments directly in the usual way. Consider r n = r n |F (r)| 2 dr
Upon expanding we have
The first two terms are independent of β. We now show that the third term is zero. For convenience, let
It is staighford to show that I is real,
Now consider
Taking the complex conjugate we have
which shows that
Together with Eq. (74), this shows that
and therefore I is independent of β, and hence so, too, are the moments.
Example 4
As mentioned in footnote 1, the eigenvalue problem can be solved in any representation. In this example, we start with a non-overlapping wave function in momentum space, ϕ(p), and then transform to obtain the M-indeterminate density, which we will denote by F (E) here. The constant force Hamiltonian in momentum space is
where f is the constant force to the right. The eigenvalue problem is
where E are the energy eigenvalues. The eigenfunctions, normalized to a delta function, are
Hence, in general, the momentum wave function can be expanded as
Now for our problem, let ϕ(p) consist of two non-overlapping wave functions in momentum space,
where ϕ 1 (p) = 0 for p < 0 or p > a, and ϕ 2 (p) = ϕ 1 (p − D), with D > a so that ϕ 1 (p)ϕ 2 (p) = 0. Then, it follows that
Now, while ϕ 1 (p)ϕ 2 (p) = 0, in general F 1 (E)F 2 (E) = 0 and therefore the density depends on β,
The moments E n are given by
The first two terms are clearly independent of β; however, so is the last term, by virtue of the fact that F * 1 (E) E n F 2 (E) dE = ϕ * 1 (p) H n ϕ 2 (p) dp = 0 (95) which follows from Eq. (15) . Accordingly, the density P (E) is M-indeterminate.
Discrete Case
The generation of M-indeterminate densities that are discrete follows readily from the previous considerations.
We write the eigenvalue problem as Au n (x) = r n u n (x)
The eigenfunctions u n (x) are complete and orthogonal,
Any function can be expanded as
where the coefficients c n are given by
The normalization is such that
The eigenvalues are the discrete random variables and their probability is given by
Furthermore g(r) is given by
For the wave function given by Eq. (16) , we have
where P 1 (r n ) = c (1) 
n is not identically zero, in which case the probability density will depend on β.
Now consider the moments,
where r n 1 and r n 2 are the expectation values
Hence, analogous to the continuous case, for M-indeterminate probability densities, we must have ψ * 2 (x)A n ψ 1 (x)dx = 0 (114) which will be the case if A n ψ 1 (x) has the same support as ψ 1 (x); that is, if A n ψ 1 (x) is zero over the same interval as is ψ 1 (x), then ψ * 2 (x)A n ψ 1 (x) = 0, and hence the densities P (r n ) will be M-indeterminate.
Conclusion
M-indeterminate densities are those that are not uniquely determined by their moments. Constructing such densities and/or determining whether or not a density is M-determinate has historically been a challenging problem, although many such densities and tests have been discovered since the issue was first considered by Stieltjes. From a quantum perspective, the issue first arose with the consideration of two non-overlapping wave functions in position space as given by Eq. (16) . The magnitude-square of this wavefunction yields the probability density in position space. Transforming the wavefunction to momentum space yields the momentum probability density. Aharonov et al. showed that the moments of both the position density and of the momentum density are independent of the parameter β [7, 8, 9] . This latter result renders the momentum density M-indeterminate, since the density itself does depend on β [9] . The analogous case of non-overlapping momentum wave functions has also been considered [13] . Similar considerations appear in the field of time-frequency analysis [14, 15] .
We have shown that the mathematics of quantum mechanics and the unique way in which probability densities are obtained gives rise to a simple procedure for constructing M-indeterminate densities. Namely, we start with a complete and orthogonal set of functions that are solutions of the eigenvalue problem for a self-adjoint operator A, Au(r, x) = ru(r, x)
Then for any function ψ(x) one forms the transform F (r) = ψ(x)u * (r, x) dx (116)
Normalizing such that |ψ(x)| 2 dx = 1, it follows that the density P (r) = |F (r)| 2 is a proper probability density.
Then, the density P (r) will be M-indeterminate when the following conditions hold:
1. The wave function is of the form ψ(x) = 1 √ 2 ψ 1 (x) + e iβ ψ 2 (x) , where ψ 1 (x) and ψ 2 (x) are each normalized to one and, crucially, non-overlapping: ψ 1 (x)ψ 2 (x) = 0 (117) 2. It follows that the wave function in the r-domain is F (r) = 1 √ 2 F 1 (r) + e iβ F 2 (r) . However, while the wave functions do not overlap in the x-domain, they do overlap in the r-domain: F 1 (r)F 2 (r) = 0 (118) 3. Aψ 1,2 (x) has the same support in x as does ψ 1,2 (x), which will be the case for (finite order) differential or polynomial operators, or combinations thereof. Hence: ψ 1 (x)Aψ 2 (x) = ψ 2 (x)Aψ 1 (x) = 0 Condition 2 means that the density P (r) will depend on the parameter, β. However, Condition 3 renders its moments r n independent of β, which follows readily from the operator-procedure for calculating moments in quantum mechanics, namely Eq. (15), which we re-state specifically in terms of moments g(r) = r n , r n = r n |F (r)| 2 dr = ψ * (x)A n ψ(x) dx (119)
One can also readily show that F * 1 (r)r n F 2 (r) dr = ψ * 1 (x)A n ψ 2 (x) dx (120) by which it becomes clear, via Condition 3, that the moments are independent of β and hence P (r) is Mindeterminate.
