Abstract-In this paper, we propose a parallel iterative method for calculating the extreme eigenpair (the largest or smallest eigenvalue and corresponding eigenvector) of a large symmetric tridiagonal matrix. It is based upon a divide and repeated, rank-one modification technique. The rank-one modification with a parameter only changes one diagonal element of each submatrix. We present a basic theory for subdividing the extremal eigenpair problem and then prove several convergence theorems that show the convergence of the iteration scheme for any positive initial modification parameter and the asymptotical quadratic convergence rate. Some numerical experiments are given, which show the efficiency of the parallel algorithm.
INTRODUCTION
The symmetric eigenvalue problem has been discussed sufficiently. Many reliable methods have been obtained for solving the problem. The standard method is first to reduce a symmetric matrix A into tridiagonal form T by using a sequence of Householder transformations, and then to solve the corresponding eigenproblem of T. Two kinds of methods are usually used for solving the symmetric tridiagonal eigenvalue problem on an uniprocessor. One is the combination of bisection and inverse iteration for the partial eigenvalue problem. Another method is the QR (or QL) algorithm which is more effective [l] . With the appearance and development, of parallel computers, some algorithms for multiprocessors have been designed to solve the symmetric eigenproblem. One such is the full parallel algorithm proposed by Dongarra and Sorensen [2] . This algorithm is based upon a divide and conquer scheme suggested by Cuppen [3] for solving the symmetric tridiagonal eigensystem. Lo, Philippe and Sameh [4] provided a multiprocessor algorithm for finding few or all eigenvalues and the corresponding eigenvectors of a symmetric tridiagonal matrix using isolation, extraction-inverse iteration and partial orthogonalization techniques. However, these parallel algorithms may be not economical for computing only one eigenpair. This paper deals with determining the extreme eigenpair (the largest or smallest eigenvalue and corresponding eigenvector) of a large symmetric tridiagonal matrix. We will propose a parallel iterative method to solve the extreme eigenpair problem. The new method is based upon a divide and repeated rank-one modification technique and the rank-one modification with a parameter only changes one diagonal element of each submatrix. This iteration is always convergent for any initial positive parameter and has asymptotically quadratic convergence rate. 
ZHANG
An extreme property of symmetric tridiagonal matrices dealing with the iterative method is considered in Section 2. We establish, in Section 3, our basic theory for subdividing the extreme eigenpair problem, i.e., dividing the large eigenproblem into two independent subproblems of smaller tridiagonal matrices, each of which is rank-one modification of the relative submatrix of the original matrix. It is shown that if the extreme eigenpairs for each modified submatrix with a certain parameter are equal, then they are the extreme eigenvalue of the large matrix, and the eigenvector of the large matrix is a simple combination of the eigenvectors of the submatrices. We prove the existence and uniqueness of this parameter which is positive. An iterative technique for determining the parameter is developed in Section 4. The iteration produces a positive, parameter sequence using the first and second derivatives of the extreme eigenvalues of each modified submatrix with known parameters. The convergence analyses about the iterative scheme are given in Section 5. We prove that the iterative scheme converges for any positive initial value and has asymptotically quadratic convergence rate. As is well known, a good initial value is important for an iteration. In Section 6, we offer a suggestion based upon the Gershgorin disk about choosing the initial value. The parallel algorithm presented in this paper needs the extreme eigenpairs of the submatrices with initial modifications. One can use the parallel scheme to determine the initial eigenpairs. In Section 7, we will present implementation details and give some numerical examples that demonstrate the efficiency of the algorithm.
EXTREME PROPERTY
Symmetric tridiagonal matrices have many extreme properties, most of which can be found in [5] . In this section, we consider only one property dealing with the extreme eigenpair.
Let T be an n x n symmetric tridiagonal matrix. It is well-known that there exists an orthogonal diagonal matrix D such that all the subdiagonal elements of the matrix DADT are positive. We can choose a sufficiently large real number (T such that the matrix T = DADT + aI is a positive definite nonnegative matrix. So if X is the largest eigenvalue of T and z is the corresponding eigenvector, then X + (T is the spectral radius and the largest eigenvalue of T, and Dz is the corresponding eigenvector. By the well known Perron-F'robenius Theorem about nonnegative matrices [6] , the components of Dz have the same sign. With this the following theorem can be easily proven. (ii) X is the smallest eigenvalue of T if and only if
We always assume that T is an irreducible symmetric tridiagonal matrix of order n.
DIVIDE THEORY
The crux of the method is to divide a given problem into two smaller subproblems. To do this, we partition T as PROOF. The existence proof is simple. We have shown that if Z* is partitioned as z* = (z*T, y*T)T and take a* = ,0$/c*, then a* > 0 and (X', x*) and (X', y*) are the eigenvalues of Tl(a*) and Tz(a*), respectively.
With Theorem 2.1, it is easy to prove that X* is the largest eigenvalue of Tl(a*) and of Tz(a*) and (ii) is true.
To prove uniqueness, let us denote (x(a), x(a)) and (p(a), y(a)) as the largest eigenpairs of Tl (a) and of Tz (a), respectively.
We only need to prove that the positive solutions of the following equation
are unique.
It easily follows that A(s) and p(a) are strictly monotone increasing and strictly monotone decreasing in a E (0, +oo), respectively (see Lemma 4.1). By Gerschgorin's theorem [7] , we have that ,lyoX(a) = A, ,&yop(a) = +oo.
Thus, there exists an unique scalar a = a* such that (3.2) holds. I
Now we face a problem: how do we determine the positive parameter a*? Theorem 3.1 indicates that a* is the unique positive solution of the equation (3.2) . In the next section, we will propose an iterative method to solve this problem.
BASIC PARALLEL METHOD
We have pointed out that the largest eigenvalue of T is the intersection point of the two curves X(a) and p(a) in the right half-plane. Therefore, it is reasonable to expect that if we have a positive approximate value ae of a*, we may find a better approximate value using some interpolation method. For example, one can design such a scheme using the tangent lines of A(a) and ~(a). This is the Newton iterative method.
However, Newton iteration needs a good initial value. Some numerical examples have shown that the Newton iterative algorithm with a positive initial value for solving the equation (3.2) did not converge to a*.
To propose an effective iterative method to solve equation (3.2), we first characterize the functions X(a) and ~(a).
LEMMA 4.1. The functions A(a) and ~(a) have the following differentiable properties: PROOF. Obviously, TI(u) and Tz(a) are irreducible for any nonzero parameter a. So A(a) and ~(a) are analytic whenever a # 0 [7] . Differentiating the equation
Hence,
So X"(a) is nonnegative. Now we only need to show Here, the function f(a) is defined by
with 6(u) = u(p(u) -X(u)). G enerally, the following iterative scheme
produces a positive sequence {uj} if the initial value a0 is positive. We will prove that the sequence {uj} converges to the positive solution u* of (3.2).
Here, we present, the basic parallel iterative method for finding the largest eigenpair of T. 
CONVERGENCE THEOREM
In this section, we consider the convergence of the iteration (4.2). Generally, the iterative sequence {aj} is not monotone and the operator f(u) -a* has no contraction. However, the solution a* " attracts" the iteration terms aj in some sense. In fact, for any a > 0 Our convergence theorem is as follows.
THEOREM 5.1. The sequence {aj} defined by (4.2) converges to a* for any positive initial value ao.
PROOF. The proof combines with three parts below. First, we prove that {Xj(aj+l)} is convergent. As we have shown in Lemma 4.1, the functions x(a) and p(a) are strictly lower convex. Hence for j = 0, 1,2,. . . It is reasonable to measure the convergence by p(aj) -X(aj) + 0. We shall take the speed of p(aj) -X(aj) tending towards zero as the convergence rate of (4.2). For simplicity, we denote X(aj) and p(aj) by Xj and ,aj, respectively. Hence, d^ = 0(d2) holds at least. This proves the quadratic convergence.
INITIAL VALUE I
As is well known, the convergence behavior of an iterative algorithm is affected by the initial value. A good initial value is beneficial to saving operations.
In this section, we propose a suggestion for choosing the initial value ue of the scheme (4.2).
Let us denote the largest diagonal element, the largest right extreme value of all the Gershgorin disks and the largest midpoint value of the disks of the matrix t by z(T), s(T), and r(T), respectively: is easy to see that such an a0 is existent and positive. numerical examples about the choice of ue are listed in Table 6 .1, where the matrices taken as and k = 2. 
IMPLEMENTATION AND NUMERICAL EXPERIMENTS
As we have pointed out, Algorithm 4.2 is only a basic method. Some details are worth discussing further. We shall begin by describing the partitioning phase. 
for Tl(uo). So does it for
Tz(ac). The process above can be applied recursively till the matrix T is partitioned as a block matrix with low order submatrices in problems of the smallest submatrices are computed parallelly by using the QL and inverse iteration.
Thus, the phase mentioned above amounts to constructing a binary tree. Each node of the tree represents a partition. A tree of height three represents a dividing of the original problem into eight smaller extreme eigenpair subproblems. The leaves of a node each define independently extreme subproblems with repeated rank-one modification, These subproblems are solved using the subdivide technique for the initial parameter, a0 at first level, be or cc at second level and so on, and the QL algorithm and inverse iteration for other parameters in the same level. The results from upper submatrix and lower submatrix are used to obtain a new modification parameter value. As soon as the extreme eigenvalues of the two submatrices are equal, the results of the two subproblems are ready to be joined to form the extreme eigenpair of a larger problem with its initial rank-one modification.
In the rest of this paper, we present some numerical experiments to show the efficiency of our algorithm for the largest eigenpair problem. All computations are done on ALR-80486 in double precision. Table 7 .1 shows that the iteration numbers of the parallel algorithm are small. 
I
We compare the time of the parallel algorithm (PISEP) with the time needed by the combination of QL algorithm with Newton's shift and the inverse iteration (QLNII). In Table 7 .2, we give total run-times of PISEP or QLNII. It shows that PISEP is faster than QLNII even as a sequential algorithm in some times.
In Table 7 . G=/zsin&; i=l,...,n. 

