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Kurzfassung
Die vorliegende Arbeit beschäftigt sich mit der Energieeffizienz der Datenübertragung
in Funknetzwerken mit geringer Datenrate (=Sensornetzwerke). Die Netzknoten solcher
Netzwerke sind zumeist batteriebetrieben und sollen Betriebsdauern von Monaten bis
Jahren erreichen. Daher ist Energieeffizienz ein wichtiges Designmerkmal sowohl beim
Hardwareentwurf als auch bei der physikalischen Übertragung, im Protokolldesign usw.
Um den energetischen Beschränkungen gerecht zu werden, sollen nicht Einzelparameter
optimiert werden, sondern das System insgesamt.
In dieser Arbeit wird zunächst ein Analysemodell zur Berechnung des Energiever-
brauchs bei der Datenübertragung entwickelt, welches diesen Forderungen gerecht wird.
Dieses basiert auf einem komplexen Zustandsdiagramm, welches mit der Mason’schen Re-
gel ausgewertet wird. Dieses Modell nutzend, kann der Einfluss von Einzelparametern
auf den Energieverbrauch unter Berücksichtigung der Interferenzen anderer Netzknoten
berechnet werden. Als Einzelparameter werden exemplarisch Detektionsverfahren, Modu-
lation, Fehlerschutzkodierung und Kanalzugriff untersucht. Die Grunderkenntnis dieser
Betrachtungenen ist, dass höhere Sendeleistungen zu geringerem Energieverbrauch füh-
ren, wenn dadurch die Zeit des Netzknotens im energieintensiven Aktiv-Mode verkürzt
wird.
Ultra-Wideband-Verfahren (UWB) mittels kurzen Pulsen (IR-UWB) befinden sich
noch in einer frühen Entwickungsstufe. Das Potential liegt in einem sehr einfachen Sen-
deraufbau, der sehr leistungseffiziente Sender ermöglicht. Aufgrund der kurzen Pulse ist
zudem die Übertragungszeit sehr gering. Diese beiden Gegebenheiten lassen auf einen ge-
ringen Energieverbrauch hoffen. Allerdings ist die Leistungsfähigkeit von einfachen Emp-
fängern insbesondere in Mehrwegekanälen sehr gering. Desweiteren gibt es noch intensiven
Forschungsbedarf für leistungsfähige Synchronisationsalgorithmen.
Sensornetzwerke verfügen im Allgemeinen über Multi-Hop-Funktionalität. Energetisch
betrachtet, ist deren Einsatz aber nur in starken Blockschwundkanälen sinnvoll. Wird die
Sendeleistung aller Netzknoten als konstant angenommen, muss die Sendeleistung auf
die schwächste Verbindung dimensioniert werden. Bei kooperativen Vermittlungsverfah-
ren kann dadurch unter bestimmten Bedingungen der räumliche Diversitätsgewinn nicht
genutzt werden.
Abstract
The work in hand considers energy efficiency of data transmission in wireless networks
with low data rate (=sensor networks). Often the network nodes are battery operated
thus calling for node lifetimes of months or even years. Thus, energy efficiency becomes
an important optimisation criteria when designing hardware as well as for the physical
transmission, protocol design etc. In order to meet the tight energy constraints, it is ne-
cessary to optimise the system as a whole, not just single parameters.
This work first shows a derived analysis model for calculating the energy consump-
tion during data transmission. This model is based on a complex state diagram which
is evaluated using Mason rules. Using this model the impact of individual parameters
on the energy consumption can be computed. Herein the interference of other nodes is
included as well. The individual parameters investigated include detection method, mo-
dulation scheme, error correction and channel access. The main conclusion is, that higher
transmit power can yield decreased energy consumption if the time, which nodes spend
in the energy intense active mode, is reduced.
Ultra-Wideband-transmission (UWB) using short pulses (Impulse Radio-IR) is current-
ly developing. The potential of this technology is a very simple power-efficient transmitter.
Moreover, due to the short pulses, transmission time is short. These two facts promise an
energy efficient operation in transmit mode. Nevertheless, performance of simple receivers
is still quite low, especially in multi-path environments. Moreover there is the need of
powerful synchronisation algorithms.
Sensor networks usually possess multi-hop functionality. However, only in severe (block)
fading channels multi-hop is more energy efficient than direct transmission. Supposed the
transmit power is the same for all nodes, then the transmit power has to be dimensioned
for the weakest link. Then, under certain conditions, cooperative relaying schemes can not
capitalize the spatial diversity gain.
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am Lehrstuhl ermöglichte. Seine fachlichen Anregungen und Ideen gaben den Ausschlag
für die Entstehung der Arbeit. Die offenene Arbeitsatmosphäre ließ mir viel Freiraum für
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ich Herrn Frank Schäfer für die Initiative in diesem Projekt und die produktive Zusam-
menarbeit. An dieser Stelle danke ich auch allen beteiligten Studenten, die dieses Projekt
maßgeblich mitgestalteten, namentlich Herrn Konrad Seidel, Karsten Stork und Jörg Trä-
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Kapitel 1
Einleitung
Klein, billig, batteriebetrieben, das sind die Forderungen, die an die Module der zukünfti-
gen sogenannten drahtlosen Sensornetzwerke gestellt werden.
Neben der öffentlich interessiert wahrgenommenen Entwicklung der mobilen Telefonie
und Datenkommunikation vollzieht sich parallel die Entwicklung von drahtlosen Sensor-
netzwerken. Während bei ersterem die Mensch-Mensch bzw. Mensch-Maschine Kommu-
nikation im Vordergrund steht, dienen Sensornetzwerke primär der Maschine-Maschine
Kommunikation. Die anvisierten Einsatzmöglichkeiten von Sensornetzwerken sind vielfäl-
tig. Sie können überall dort eingesetzt werden, wo Daten verschiedenster Art (Tempera-
tur, Feuchtigkeit, Helligkeit, Zählerstände, Vibration etc.) von Sensoren generiert werden
und an eine Auswertestelle gesendet werden müssen. Sensornetzwerke können Daten zur
Steuerung einer Klimaanlage liefern oder die Bodenfeuchtigkeit in der Landwirtschaft
überwachen, Klimadaten im Urwald sammeln oder Daten für die Erdbebenvorhersage lie-
fern [Sch04].
Durch den Einsatz der Funktechnik entfällt die aufwändige Verdrahtung und Wartung,
was zum einen Nachrüstungen erleichtert, zum anderen den Einsatz in schwer zugängli-
chen Gebieten ermöglicht.
Bei traditionellen Mobilfunknetzen wie GSM/UMTS (engl: Global System for Mobile
Communication/Universal Mobile Telecommunication System) oder auch WLAN (engl.:
Wireless Local Area Network) und Bluetooth kennzeichnen steigende Datenraten und ho-
her QoS (engl.: Quality of Service) die Entwicklung. Das Hauptaugenmerk beim Design
liegt auf effizienter Ausnutzung des zugewiesenen Spektrums bei moderaten Sendeleistun-
gen. Die Netzwerkstrukturen sind zumeist recht einfach und basieren auf einer vorhande-
nen Infrastruktur, namentlich Basisstationen oder temporären Netzwerkkoordinatoren.
Sensornetzwerke dagegen sind echte selbstorganisierende (ad-hoc) Netze. Zumeist bat-
teriebetrieben, liegt der Schwerpunkt beim Design der Netzknoten auf Energieeffizienz.
Da die Netzknoten nur selten Daten erzeugen, ist die Sendehäufigkeit (duty cycle) ge-
ring. Gleichzeitig werden nur geringe Datenmengen pro Netzknoten generiert. Aus diesen
Gründen spielt Bandbreiteneffizienz bei Sensornetzwerken nur eine untergeordnete Rolle.
Desweiteren besitzen Sensornetzwerke im Allgemeinen Multi-Hop-Funktionalität. Unter
Multi-Hop wird die Möglichkeit verstanden, Daten von einer Quelle zu einer Senke nicht
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Abbildung 1.1: Der Gesamtleistungsverbrauch eines Knotens in einem Funksystem beinhaltet
einen Grundverbrauch und einen sendeleistungsabhängigen dynamischen Ve-
brauch (nach Vortrag [RDdH+05])
notwendigerweise direkt zu übertragen, sondern gegebenenfalls andere Knoten als Router
zu nutzen. Prinzipiell kann jeder Knoten im Netzwerk als Router fungieren.
Sensornetzwerke operieren mit geringen Sendeleistungen. Zum einen sind die zu über-
brückenden Reichweiten gering, zum anderen arbeiten sie in sendeleistungsbegrenzten
ISM-Bändern (engl.: Industrial-Scientific-Medical). Wie in Abbildung 1.1 dargestellt, teilt
sich der Leistungsverbrauch eines Funksystems in einen Grundverbrauch und einen dyna-
mischen Verbrauch auf. Der Grundverbrauch beinhaltet u.a. Komponenten zur Signalver-
arbeitung, Analog-Digital-Wandler, Verstärker und Mischer. Der dynamische Verbrauch
wird wesentlich von der Sendeleistung und damit vom Leistungsverstärker bestimmt. In
den traditionellen Funksystemen dominiert der dynamische Verbrauch den Gesamtlei-
stungsverbrauch. Soll hier der Gesamtleistungsverbrauch reduziert werden, muss letztlich
die Sendeleistung gesenkt werden.
Anders stellt sich die Situation in Sensornetzen dar. Wie in der Arbeit gezeigt werden
wird, bestimmt hier der Grundverbrauch wesentlich den Gesamtleistungsverbrauch. Eine
Erhöhung der Sendeleistung führt nur zu einem geringem relativen Anstieg des Leistungs-
verbrauches. Damit ist eine wesentliche Reduktion des Gesamtleistungsverbrauches nicht
über eine Sendeleistungsreduktion realisierbar. Vielmehr müssen die Verweilzeiten der
Knoten im leistungsintensiven Aktiv-Modus minimiert werden, so dass die Verweilzeit
im leistungssparenden Ruhezustand (sleep mode) maximiert wird. Diese Forderung greift
sowohl in den Entwurf der Funkübertragung als auch in die darüberliegenden Protokol-
le ein. Weiterhin muss der Grundverbrauch der Netzknoten minimiert werden, was eine
sehr einfache Hardware zur Folge hat. So verfügen Sensornetzknoten heutzutage nur über
geringe Speicherkapazitäten und geringe Rechenleistung.
Die extremen Anforderungen an die Energieeffizienz von Sensornetzwerken führte zu
einem neuen Paradigma der Optimierung, dem sogenannten Cross-Layer Design [SHM03],
[GW02]. Im Gegensatz zum OSI-Referenzmodell (engl.: Open System Interconnection) er-
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folgt das Design einzelner Kommunikationsschichten beim Cross-Layer-Design nicht mehr
separat. Vielmehr lässt sich hohe Energieeffizienz nur erreichen, wenn die Wechselwirkun-
gen zwischen den Schichten berücksichtigt werden.
1.1 Geschichte, Gegenwart, Ausblick
Der Start der Forschungsaktivitäten zu Sensornetzwerken erfolgte in den 80er Jahren
in den USA, zunächst mit starkem militärischen Fokus (battlefield scenarios). Die For-
schungen in Europa starteten dann einige Jahre später, hier allerdings mit futuristisch
anmutenden zivilen Szenarien. Visionen von Netzwerken mit tausenden Sensoren, u.U. so
klein, dass Wandfarbe solche Sensoren integrieren würde, versprachen ungeahnte Möglich-
keiten in der Gebäudeüberwachung, Maschinensteuerung, Überwachung der Umwelt usw.
Mittlerweile sind die Szenarien etwas realistischer geworden, nicht zuletzt durch das Inter-
esse der Industrie, die die Forschung in eine anwendungsorientierte Richtung leitet, z.B.
[KR04]. Damit werden langsam die Lücken zwischen den hochkomplexen Szenarien der
Forschungsgemeinde und den Anforderungen in der realen Welt geschlossen. Dies betrifft
u.a. die Anzahl von Netzknoten, Netztopologien, die Anforderungen an Rechenleistung
und Speicher, die Komplexität von Routing- und Schedulingalgorithmen, Fehlerschutzal-
gorithmen, Kanalzugriff und Sicherheitsmechanismen.
Ende der 90er Jahre wurden die ersten Versuchssysteme aufgebaut. Diese beinhalteten
zunächst nur das Design der Netzknoten an sich. Später folgten Versuchssysteme, die sich
mit echten Anwendungsproblemen beschäftigten. Im Folgenden seien einige exemplarisch
genannt:
  Smart-Dust-Projekt der Universität Berkeley [Sma]. Ziel: Netzknoten mit einem
Volumen nicht größer als 1 mm3 zu entwickeln.
  PicoRadio der Universität Berkeley [RAdSJ+00], [Pic]. Ziel: Entwicklung eines ultra-
leistungseffizienten Netzknotens.
  Crossbow [Xbo]: erster kommerzieller Hersteller von Sensornetzknoten, Vertreiber
der oft genutzten Mica Nodes.
  BT-Nodes der ETH Zürich [BTn]: Bluetooth basiertes Sensornetzwerk
  Scatterweb [Sca]: Deutscher kommerzieller Vertreiber einer Sensornetzwerkplatt-
form. Ausgründung der FU-Berlin.
  SPIDER-NET [SSSF04], [Sei03]: Ein am Vodafone-Lehrstuhl der TU-Dresden ent-
wickeltes Sensornetzwerk unter Mitarbeit der Autorin.
Realitätsnahe Anwendungen komplexer Sensornetzwerke stehen erst am Anfang. Häu-
fig kommen dabei die Mica Nodes zum Einsatz. Zumeist erfolgen die Untersuchungen in
Zusammenarbeit mit Wissenschafltern anderer Bereiche, z.B. der Biologie, Umweltüber-
wachung und Landwirtschaft.
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Der wegweisende Artikel von Akyildiz [ASSC02] fasste erstmalig sensornetzwerk-spezi-
fische Designkriterien zusammen. Darin werden u.a. Hardware-Design, Fehlerschutz, Ka-
nalzugriff, Routing und Scheduling betrachtet. Ziel ist die Minimierung des Energiever-
brauchs. Weitere Übersichtsartikel zur Problematik der drahtlosen Sensornetzwerke sind
in [RSPS02] und [Eph02] zu finden, um nur einige zu nennen.
Richtungsweisend für die Entwicklung des Kanalzugriffsverfahrens war die Entwicklung
des S-MAC (engl.: Sensor-Medium Access Control) [YHE02]. Dieses beschreibt eine Mög-
lichkeit, Sensoren häufig in den Ruhezustand zu versetzen, gleichzeitig aber die für Multi-
Hop-Verfahren nötige Kommunikation zwischen den Knoten zu gewährleisten.
Im Bereich der Optimierung der Hardware seien exemplarisch die Arbeiten von Min
[Min03], [MBC+02] und Chandrakasan [CMB+02] genannt. Vorschläge zur Optimierung
der Basisbandverarbeitung sind u.a. in [CGB04b] und [CGB04a] zu finden.
Mittlerweile sind auch die ersten Bücher über Sensornetzwerke auf dem Markt, die einen
Querschnitt über die Problematik der Sensornetzwerke geben, z.B. [KW05], [ZG04]. Die-
se Bücher behandeln die Probleme sowohl der verschiedenen OSI-Schichten als auch von
Lokalisierung und Synchronisation und geben damit eine gute Einführung in das Cross-
Layer-Design.
1.2 Zielstellung der Arbeit
Obwohl die Idee des Cross-Layer-Designs allgemein anerkannt ist, erweist sich die kon-
krete Anwendung als schwierig. Die Modellierung der Einflüsse verschiedener Schichten
ist sehr komplex. Abbildung 1.2 enthält eine Übersicht über wichtige Parameter, die den
Energieverbrauch eines Netzknotens beeinflussen. Die fettgedruckten Parameter beschrei-
ben diejenigen, die in der Arbeit Berücksichtigung finden.
Ein weiteres Problem der Cross-Layer-Optimierung ist, dass die OSI-Schichten von Wis-
senschaftlern verschiedener Bereiche abgedeckt werden. Manche Erklärungen in dieser Ar-
beit mögen für den Nachrichtentechniker/Informatiker selbstverständlich sein, sind aber
nötig, um dem Informatiker/Nachrichtentechniker das Verständnis zu erleichtern.
In dieser Arbeit wird angenommen, dass die Netzknoten batteriebetrieben sind. Daher
interessiert primär der Energieverbrauch eines Knotens, nicht dessen Leistungsver-
brauch .
Folgende Ziele werden in der Arbeit angestrebt:
Ziel 1: Zunächst ist es notwendig, eine Analysemethode zu entwickeln, welches wesent-
liche Parameter der Hardware, der Bitübertragungsschicht (Schicht 1 des OSI-Modells),
der Sicherungsschicht (Schicht 2) und des Netzwerkes schichtenübergreifend modelliert.
Damit lassen sich theoretische Modelle, wie z.B. Bitfehlerraten bei gegebenem Modulati-
onsverfahren, mit Gegebenheiten von realen Bauelementen verbinden und auswerten.
Ziel 2: Der Einfluss eines Parameters auf den isolierten Netzknoten lässt sich im Allge-
meinen gut berechnen. Mit Hilfe der geschaffenen Analysemethode lässt sich nun auch der
Einfluss dieses Parameters auf den Netzknoten im Netzwerk berechnen. Als Vergleichskri-
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Abbildung 1.2: Ausgewählte Parameter der Hardware und der OSI-Schichten 1-3, die den Ener-
gieverbrauch eines Netzknotens bestimmen. Die fettgedruckten Parameter werden
in dieser Arbeit betrachtet.
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terium wird der Energieverbrauch eines Netzknotens bei gegebener Übertragungszuver-
lässigkeit eines Datenpaketes definiert. Typische Fragestellungen, die beantwortet werden,
sind z.B.:
  Wie ändert sich der Energieverbrauch eines Netzknotens, wenn das Modulationsver-
fahren geändert wird?
  Welche minimale Paketfehlerrate kann erreicht werden? Welche Paketfehlerrate ist
energetisch sinnvoll?
  Wie ist die Energieverteilung in den Betriebszuständen Senden, Empfangen und im
Ruhezustand?
  Welche Kanalzugriffsverfahren sind energieeffizient?
  Wie ändert sich der Energieverbrauch in Schwundkanälen im Vergleich zu AWGN-
Kanälen?
Ziel 3: Großes Interesse ruft momentan die Funkübertragung mittels kurzen Pulsen, das
sogenannte Impuls-Radio Ultra-Wideband-Verfahren (IR-UWB) hervor. Das Potential,
aber auch die Herausforderungen bei der Entwicklung energieeffizienter Systeme mit ge-
ringen Datenraten werden in dieser Arbeit vorgestellt.
Ziel 4: Aufgrund der begrenzten Sendeleistung der Knoten sind ausgedehnte räumliche
Netzwerke nur mit Multi-Hop Verfahren realisierbar. Es ist allerdings ungeklärt, welchen
Einfluss Multi-Hop Verfahren auf den Energieverbrauch haben. Die Arbeit verfolgt zwei
Ansätze, die dieser Frage nachgehen. Sie werden in Kapitel 5 behandelt.
Natürlich gibt es eine Reihe weiterer interessanter und wichtiger Fragestellungen, die
aber nicht Gegenstand dieser Arbeit sind. So ist z.B. die Latenzzeit der Übertragung von
Sensordaten insbesondere bei Anwendungen im Sicherheitsbereich wichtig. Weitere offene
Probleme sind u.a. energieeffiziente Kanalzugriffsmechanismen, Routingverfahren, Positi-
onsbestimmung der Knoten und Sicherheitsmechanismen.
Aus den Zielen ergibt sich folgende Gliederung:
Kapitel 2 beschreibt zunächst das angewandte Systemmodell, welches der Analyse zu-
grunde gelegt wird. Dies beinhaltet auch einen kurzen Abschnitt über das Kanalmodell,
welches basierend auf Messungen der Autorin entwickelt wurde. Es folgt die Vorstellung
der Analysemethode. Diese beruht auf der Entwicklung eines Zustandsdiagrammes, wel-
ches mit Hilfe der Mason’schen Regel ausgewertet wird.
Kapitel 3 beschäftigt sich mit dem Energieverbrauch der Netzknoten bei der direkten
Übertragung (Single-Hop), wenn schmalbandige Modulationsverfahren eingesetzt werden.
Insbesondere werden die Einflüsse der Bitübertragungsschicht und der Sicherungsschicht
analysiert. Zunächst werden dabei die Einflüsse der Einzelparameter isoliert betrachtet.
Anschließend wird mit Hilfe der entwickelten Analysemethode die Frage geklärt, wie sich
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eine Änderung eines Parameters auf den Gesamtenergieverbrauch der Netzknoten aus-
wirkt. Im letzten Abschnitt wird untersucht, wieviel Energie jeweils beim Senden und
Empfangen sowie im Ruhezustand verbraucht wird.
Kapitel 4 hat einen Tutorial-artigen Charakter. Es soll aufzeigen, welche Möglichkeiten
die IR-UWB Übertragung für Sensornetzwerke bietet und welche Probleme noch zu lösen
sind, um wirkliche Konkurrenz zu den bereits entwickelten Schmalbandsystemen darzu-
stellen. Es wird sowohl auf UWB-spezifische Kanalmodelle als auch auf Modulationsver-
fahren, Empfängerentwurf und Mehrnutzerzugriff eingegangen. Verschiedene Empfänger
werden in ihrer Leistungsfähigkeit gegenübergestellt.
Kapitel 5 geht der Frage nach, ob Multi-Hop Verfahren energieeffizienter sein können
als die direkte Übertragung. Zwei Herangehensweisen unterstützen die Untersuchungen.
Zunächst werden Sendeleistungsgewinne verschiedenener Multi-Hop Protokolle mit Hil-
fe der Informationstheorie ausgewertet. Diese werden mittels realer Schaltkreiskenndaten
in einen Energieverbrauch überführt und mit dem Energieverbrauch der direkten Über-
tragung verglichen. Die zweite Möglichkeit besteht darin, das in Kapitel 2 entwickelte
Analysemodell auf den Multi-Hop Fall zu erweitern und diese Ergebnisse mit denen der
direkten Übertragung zu vergleichen. Aus beiden Methoden lassen sich Aussagen darüber
ableiten, wie weit Quelle und Senke mindestens voneinander entfernt sein müssen, damit
Multi-Hop Protokolle einen geringeren Energieverbrauch der Netzknoten verursachen als
direkte Übertragung.
Kapitel 6 fasst die Ergebnisse der Arbeit zusammen.
1.3 Begriffsdefinitionen
Einige in dieser Arbeit genutzten Begriffe sind englischen Ursprungs und wurden nicht
ins Deutsche übersetzt, da dies die Lesbarkeit der Arbeit erschweren würde. Für ande-
re Begriffe existieren deutsche Fachwörter, so dass sie übersetzt wurden, wie z.B. Re-
lay=Vermittlungsknoten.
Nachfolgend werden wichtige Begriffe überblicksartig und alphabetisch geordnet aufge-
führt.
Ad-Hoc Netzwerk: Selbstorganisierendes Netzwerk. Aufbau des Netzes erfolgt ohne einen
vorher von außen festgelegten Koordinator.
Aktiv-Modus: Normaler Operationsmodus eines Netzknotens. In diesem Zustand befin-
det sich der Netknoten, wenn Daten gesendet, empfangen oder verarbeitet werden.
Basisstation: Zentrale eines Sensornetzwerkes. Alle Daten im Netzwerk werden an die
Basisstation gesendet. Die Basisstation ist in der Regel an eine Stromversorung ange-
schlossen.
Duty-Cycle: Sendehäufigkeit eines Knotens.
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HF-(Hochfrequenz) Teil: Der Transceiver (Sender und Empfänger). Bei den hier be-
trachteten niederbitratigen Systemen sind in den Transceiver-Schaltkreisen sowohl klassi-
sche HF-Funktionalität als auch Basisbandverarbeitung integriert.
Hidden Terminal: Abgeschatteter Netzknoten im Netzwerk bei CSMA-Kanalzugriff. Netz-
knoten, der keinen Funkempfang zu einem Referenzknoten hat.
Hop: Übertragung zwischen zwei benachbarten Knoten (direkte Übertragung).
IR-UWB=Impulse Radio-Ultra-Wideband Übertragungsverfahren, bei dem die In-
formation auf sehr kurze Pulse moduliert wird.
Link-Budget: Leistungsbilanz der Übertragungsstrecke. Zusammenhang zwischen Sende-
und Empfangsleistung bei gegebener Übertragungsqualität, z.B. bei einer gewünschten
Fehlerrate. Berücksichtigt sowohl den Kanal, als auch hardware-spezifische Kenngrößen,
z.B. Antennengewinne, Rauschzahlen.
Multi-Hop: Bezeichnet die Übertragung von einer Quelle zu einer Senke über einen oder
mehrere Vermittlungsknoten. Wird auch als vermittlungsbasierte Übertragung bezeichnet.
Protokoll-Overhead: Zusätzliche Datenpakete, die zur Bereitstellung von Diensten hö-
herer Schichten ausgetauscht werden.
Quelle/Senke: Die Quelle ist der Ursprung der Information, die Senke das Ziel der In-
formation. Bei Single-Hop Übertragung von Daten ist die Quelle ein Netzknoten und die
Senke die Basisstation.
Ruhezustand (engl.: sleep mode): Energiesparender Zustand in den ein Schaltkreis/-
Netzknoten versetzt werden kann, wenn keine Übertragung stattfindet.
Sensor: Ein Netzknoten im Sensornetzwerk. Ein Sensor misst Umgebungsdaten und über-
trägt diese über die Funkschnittstelle entweder direkt an eine zentrale Basisstation oder
an einen benachbarten Sensor. Sensoren werden in dieser Arbeit als batteriebetrieben
betrachtet.
Sensornetzwerk=niederbitratiges Netzwerk: Netzwerk, bestehend aus Netzknoten
und einer Basisstation, in dem die Übertragung mit geringen Datenraten, d.h. im kbps-
Bereich mit geringem Duty-Cycle erfolgt. Die Kommunikation im Netzwerk erfolgt per
Funk.
Single-Hop: Bezeichnet die direkte Übertragung zwischen Quelle und Senke.
”
Der Standard“: IEEE 802.15.4 [IEE03], [GNC+01]: Standard für die energieeffiziente
Übertragung von Daten über geringe Reichweiten (einige Meter) mit geringen Datenraten
in WPANs (engl.: Wireless Personal Area Network). Definiert die Bitübertragungsschicht
und die Sicherungsschicht von ZigBee.
Start-up Energie: Energie, die beim Übergang vom Ruhezustand in den Aktiv-Modus
für Einschwingvorgänge verbraucht wird.
Vermittlungsknoten (engl.: Relay, Router): Erfolgt die Übertragung eines Paketes
nicht direkt von einer Quelle zu einer Senke, sondern über andere Netzknoten, werden die
Netzknoten auch Vermittlungsknoten genannt.
Kapitel 2
Systembeschreibung und
Analyseverfahren
2.1 Systembeschreibung
2.1.1 Übertragungssystem
Zunächst soll das Systemmodell für die direkte Übertragung beschrieben werden. Die
Beschränkung auf nur einen Hop stellt dabei keinen Widerspruch zur Natur der Sensor-
netzwerke dar, die im Allgemeinen multi-hop Funktionalität besitzen. Vielmehr erlaubt die
Analyse der direkten Übertragung, Einflüsse und Parameter der Bitübertragungsschicht
auf den Gesamtenergieverbrauch zu isolieren und auszuwerten.
Abbildung 2.1 zeigt das Systemmodell der direkten Übertragung. Ein Netzknoten
(
”
Sensor“) besteht, wie in Abbildung 2.2 vereinfachend dargestellt, aus einem Hochfre-
quenz (HF)-Teil (
”
Analogteil“), einem µController (
”
Digitalteil“), dem eigentlichen Sen-
sor sowie verschiedenen Schnittstellen. Die Energieversorgung wird im Allgemeinen durch
eine Batterie sichergestellt.
Ein Netzknoten sendet Daten an einen Empfangsknoten, der entweder auch ein Netz-
knoten ist oder die Basistation sein kann. Durch den Einfluss anderer aktiver Netzkno-
ten kann es zu Kollisionen im Netzwerk kommen. Die Häufigkeit solcher Kollisionen
hängt vom gewählten Kanalzugriffsverfahren und dem Verkehrsaufkommen ab. In Ab-
schnitt 3.3.1 werden verschiedene Kanalzugriffsverfahren untersucht und zwar orthogona-
Kanal ECCDemod.
Netzknoten
S
en
d
er Signal-
Empfangsknoten
Kollisionen
+
detektion
Abbildung 2.1: Analysiertes Modell des Übertragungssystems
10 Systembeschreibung und Analyseverfahren
Sensor Batterie
HF-TeilµC
Abbildung 2.2: Aufbau eines Netzknotens
Sync Daten (128 bit unkodiert)
Abbildung 2.3: Aufbau eines Datenpakets im Systemmodell
le, (un)/slotted ALOHA und CSMA (engl.: Carrier Sense Multiple Access).
Der Empfangsprozeß ist 3-stufig. In der ersten Stufe wird das Datenpaket mittels einer be-
kannten Ms bit langen Synchronisationssequenz detektiert. Nach erfolgreicher Detektion
wird das Paket entsprechend des gewählten Modulationsverfahren in der zweiten Stufe de-
moduliert. Durch die im Kanal aufgetretenen Verzerrungen kann das Signal Symbolfehler
enthalten, die in der dritten Stufe durch einen Vorwärtsfehlerschutzkode (engl.: Forward
Error Correction Code - FEC Code) detektiert und gegebenenfalls korrigiert werden. Das
Kanalmodell wird in Abschnitt 2.1.2 vorgestellt.
Der korrekte Empfang von Daten wird mittels Acknowledgment vom Empfänger quittiert.
Ein ausbleibendes Acknowledgment wird vom Sender als verlorengegangenes Datenpaket
interpretiert. Entsprechend greift in diesem Falle die Rückwartsfehlerkorrektur (engl.: Au-
tomatic Repeat Request - ARQ). Schlägt die Übertragung auch nach L Wiederholungen
fehl, gilt die Übertragung endgültig als missglückt und geht entsprechend in die Paket-
fehlerrate (engl.: Packet Error Rate - PER) ein. Da Kollisionen von Acknowledgments
durch Wahl geeigneter Protokolle vermieden werden können und die Basisstation über
ausreichend Energie, und damit Sendeleistung, verfügt, wird bei der Analyse davon aus-
gegangen, dass Acknowledgments immer am Netzknoten ankommen. Ist die Übertragung
abgeschlossen, schaltet der Knoten in den energiesparenden Ruhezustand (engl.: sleep
mode) um. In diesem verbleibt er, bis die nächste Übertragung beginnt.
Datenpakete bestehen aus einer Synchronisationssequenz und dem Datenteil. In der
hier genutzten Notation bezeichnet der Datenteil sowohl den Header, der Netzknoten-ID,
Netzwerk-ID etc. enthält, als auch den eigentlichen Datenteil, wie in Abbildung 2.3 ge-
zeigt. Basierend auf [NSKF03] wird im Weiteren für den unkodierten Datenteil eine Länge
von 128 bit angenommen.
Im Systemmodell wird davon ausgegangen, dass sich N Netzknoten im Netzwerk be-
finden. Diese unterliegen alle den gleichen Übertragungsbedingungen, d.h. sie haben den
gleichen Abstand zur Basisstation, senden mit der gleichen Datenrate, Modulationsver-
fahren usw. Im Fall des Kanalzugriffs mittels CSMA sind alle Knoten in der Lage, Pakete
anderer Knoten zu detektieren. Abbildung 2.4 zeigt die untersuchte Topologie, die im
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Abbildung 2.4: Netzwerk-Topologie im Systemmodell: Alle Knoten haben denselben Abstand zur
Basisstation. Die einzelnen Kanäle sind i.i.d.
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Abbildung 2.5: Stromverbrauch des CC1000 bei verschiedenen Sendeleistungen gemäß Datenblatt
Folgenden Sterntopologie genannt werden soll. Obwohl dieses Szenario nur ein eher
theoretisches darstellt, können damit doch die Einflüsse verschiedener Systemparameter
auf die Energiebilanz einzelner Knoten ermittelt werden.
In den für Sensornetzwerke entwickelten Transceiver-Schaltkreisen sind sowohl Basis-
bandverarbeitung als auch HF-Funktionalität, also u.a. der Verstärker, integriert. Das
bedeutet, dass im Sendemodus an den Eingangspins des Transceivers die Bits aus dem
Digitalteil anliegen und an den Ausgangspins dann das modulierte und verstärkte Si-
gnal anliegt, welches direkt auf die Antenne gegeben wird. Im Empfangsmodus wird das
Antennensignal verstärkt und demoduliert, so dass die Bits in das Digitalteil zur Weiter-
verarbeitung gespeist werden.
Um den Leistungsverbrauch des Transceivers als Funktion der Sendeleistung zu mo-
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dellieren, wird im Weiteren der CC1000 [Chi01] der Firma Chipcon herangezogen. Wie
in Abbildung 2.5 zu sehen ist, steigt der Stromverbrauch mit der verwendeten Träger-
frequenz. Bei geringen Ausgangsleistungen kann der Stromverbrauch im Empfangsmodus
höher sein, als im Sendemodus. Wie aus der Abbildung zu entnehmen ist, folgt der Strom-
verbrauch in etwa dem eines PA (engl.: Power Amplifier) mit der Effizienz von 0.2.
In Systemen mit hohen Datenraten bestimmt der Leistungsverstärker den Stromverbrauch
des HF-Schaltkreises. Wie der Abbildung 2.5 zu entnehmen ist, stimmt diese Aussage bei
niederbitratigen Systemen nicht mehr. Insbesondere bei geringen Sendeleistungen wird der
Stromverbrauch nicht vom Leistungsverstärker bestimmt, sondern von Mischern, Filtern
usw. So steigt beim CC1000 bei einer Sendeleistungserhöhung von -20 dBm auf 0 dBm
der Stromverbrauch nur um ca. das Doppelte. Dies hat weitreichende Konsequenzen für
die Optimierung des Energieverbrauches eines Netzknotens, da nun nicht mehr die Sen-
deleistung, sondern die Zeit im Aktiv-Mode den Energieverbrauch wesentlich beeinflusst.
Als Digitalteil wird der MSP430F149 [Tex01] zur Analyse herangezogen. Dies ist ein µC
(engl.: Micro Controller) der Firma Texas Instruments, der sich durch geringen Energie-
verbrauch auszeichnet. Seine Rechenleistung ist ausreichend, um einfache Protokolle zu
realisieren. Er ist immer aktiv, wenn sich der Transceiver im aktiven Zustand befindet.
Sowohl der CC1000 als auch der MSP430F149 kommen im am Lehrstuhl entwickelten
Sensornetzwerk SPIDER-NET [SSSF04], [Sei03] zum Einsatz.
Für die Analyse wird eine Vielzahl von Parametern benötigt. Wir definieren an dieser
Stelle das Szenario I. Dieses nutzt die in Tabelle 2.1 angenommenen Systemparameter.
Die Werte für den Stromverbrauch sind den Datenblättern des CC1000 bzw. MSP430F149
entnommen. Andere Parameter wie Datenrate und Trägerfrequenz sind an den Standard
IEEE 802.15.4, im Weiteren als
”
der Standard“ bezeichnet, angelehnt. In der Analy-
se werden nun einzelne Parameter, beispielsweise Modulationsverfahren und Kodierung,
verändert und somit deren Einfluss auf den Gesamtenergieverbrauch untersucht. Solche
Änderungen werden dann entsprechend erwähnt werden. Des Weiteren wird angenommen,
dass im Szenario I eine Sterntopologie vorliegt.
Es wird davon ausgegangen, dass alle Netzknoten miteinander grob synchronisiert
sind. Das bedeutet, dass der Basisstation bekannt ist, wann Datenpakete von Netzknoten
zu erwarten sind. Die dazu benötigte Signalisierungsinformation wird nicht in die Berech-
nungen einbezogen, d.h., es wird keine Energie für z.B. Handshaking-Verfahren berechnet
. Rahmenerkennung und Symbolsynchronisation werden mittels der bekannten Synchro-
nisationssequenz durchgeführt.
2.1.2 Kanalmodellierung für Sensornetzwerke
In diesem Abschnitt wird das im Weiteren verwendete Kanalmodell für Sensornetzwerke
vorgestellt. Obwohl bereits Kanalmodelle für Mobilfunkanwendungen1 vorliegen, müssen
neue Modelle gefunden werden, da sich Sensornetzwerke von klassischen Mobilfunknetzen
1Eine ausführliche Übersicht mit vielen Literaturverweisen findet sich in [Has93].
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Parameter Wert
Datenrate Rb 20 kbit/s
Trägerfrequenz fc 900 MHz
Modulationsverfahren 2-FSK (Kohärente Detektion)
max. Fehlalarmwahrscheinlichkeit pfa 10
−12
Stromverbrauch Digitalteil
Aktiv-Modus 2.3 mA
Standby-Modus 1.6 µA
Off-Modus 0.1 µA
Stromverbrauch Transceiver
Sende-Modus@0dBm/Empfangsmodus ITX/IRX 16.5 mA/ 9.6 mA
Ruhezustand 0.2 µA
Betriebsspannung 3 V
Wiederholungen L (ARQ) 3
Länge der Synchronisationsequenz 16 bit
Datenlänge (unkodiert) 128 bit
Kodierung gekürzter BCH(152, 128, 7)
Entscheidung hart
Datenlänge (kodiert) 152 bit
Länge des Acknowledgments 40 bit
Kanalzugriffsverfahren slotted ALOHA
Kanalmodell AWGN
Entfernung Sender/Empfänger d 30 m
Zusätzliche Pfadverluste Ladd 50 dB
Pfadverlustindex α 2
Rauschzahl NF 6 dB
Antennengewinn 0 dBi
Anzahl der Netzknoten N 200
Sendehäufigkeit 288 Pakete/Tag
Tabelle 2.1: Analyse-Systemparameter von Szenario I: Die Parameter lehnen sich an den Stan-
dard 801.15.4 an, der Stromverbrauch basiert auf realen Schaltkreisen
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unterscheiden. Zum einen liegen die angestrebten Datenraten Rb weit unter denen anderer
Kurzstreckenfunknetze. So sind im Standard IEEE 802.15.4 Datenraten von 20, 40 und
250 kbit/s spezifiert, während z.B. Bluetooth [Haa00] Raten über 1 Mbit/s und WLAN
(engl.: Wireless Local Area Network) (IEEE 802.11.a) bis 54 Mbit/s unterstützen. Pro-
prietäre Sensorsysteme arbeiten oft mit weit geringeren Raten als im Standard spezifiziert.
Zum anderen sind die Netzknoten sowie die Basisstation im Allgemeinen fest installiert,
so dass Dopplerverzerrungen nur durch bewegte Streuer hervorgerufen werden können.
Da die Lebensdauer der Netzwerke mehrere Jahre betragen soll, muss mit Änderungen
der räumlichen Ausbreitungsbedingungen in dieser Zeitspanne gerechnet werden. Außer-
dem können Netzknoten, die die gleiche Entfernung zur Basisstation besitzen, durchaus
unterschiedlichen Bedingungen unterliegen, wie bereits in [ZHKS04] festgestellt wurde.
Der Mobilfunkkanal ist wesentlich durch zwei Phänomene charakterisiert: Der Mehrwe-
geausbreitung und dem Dopplereffekt. Im Folgenden sollen nun folgende Fragestellungen
beantwortet werden:
  Müssen Mehrwegeeffekte in der Kanalmodellierung berücksichtigt werden?
  Spielen Dopplereffekte eine Rolle?
  Wie können zeitliche Veränderungen des Kanals über einen großen Zeitraum model-
liert werden?
  Wie können die räumlichen Schwankungen modelliert werden?
Mehrwegeausbreitung
Aufgrund mehrfacher Reflektion, Beugung und Streuung des Sendesignals an Hindernis-
sen, werden am Empfänger zeitlich verzögerte Kopien des Sendesignals mit unterschied-
lichen Amplituden überlagert. Es kann zur sogenannten Intersymbolinterferenz-ISI kom-
men. Im Frequenzbereich wird diese Erscheinung Frequenzselektivität genannt: Je nach
Phasenlage der ankommenden Wellen können gewisse Frequenzanteile des Signals durch
destruktive Überlagerung geschwächt oder sogar ausgelöscht werden. Andere Frequenzan-
teile können durch konstruktive Überlagerung verstärkt werden.
Die Mehrwegeausbreitung kann durch die Mehrwegeverbreiterung charakterisiert werden.
Es bezeichne Ts die Symboldauer und τmax die Laufzeitdifferenz des längsten Pfades zum
ersten Pfad. Dann wird ein Kanal als frequenzflach bezeichnet, verursacht also keine In-
tersymbolinterferenz, wenn folgende Beziehung gilt [Skl01]:
TS  τmax. (2.1)
Viele Anwendungen von Sensornetzwerken liegen im Bereich der Gebäudeinnenüber-
wachung, z.B. in Großraumbüros. Daher sollen die folgendenden Abschätzungen auf Mess-
werten aus diesem Bereich beruhen. In [Has93] wird die mittlere Mehrwegespreizung mit
wenigen zehn Nanosekunden für kleine (Büro)Gebäude und bis etwa 200 ns für große
Industriehallen angegeben. Für eine Datenrate von 250 kbit/s ergibt sich bei 2-wertiger
Modulation etwa eine Symboldauer von 4 µs. Selbst im 2.4 GHz-Band, wo der Standard
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eine Chiprate von 2 Mchips/s und damit eine Chiplänge von 500 ns vorsieht, kann noch
auf aufwändige Entzerrer verzichtet werden, da der Kanal als frequenzflach angesehen
werden kann.
Dopplereffekt
Da sich besonders in Büroräumen ständig Personal bewegt, soll im Folgenden untersucht
werden, welchen Einfluß der Dopplereffekt hat. Bewegungen mit der Geschwindigkeit v
im Mobilfunkkanal bewirken eine zeitliche Änderung der Impulsantwort des Kanals. Der
Dopplereffekt bewirkt eine Frequenzverschiebung um fd der ankommenden Welle:
fd =
v
c
fc · cos(Φ), (2.2)
wobei fc die Trägerfrequenz, c die Lichtgeschwindigkeit und Φ den Winkel zwischen Wel-
lenfront und Bewegungsrichtung bezeichnen. Für Φ = {0, π} ergibt sich die maximale
Dopplerverschiebung fd max. Fallen Wellenfronten aus verschiedenen Richtungen an der
Empfangsantenne ein, unterliegen sie verschiedenen Dopplerverschiebungen. Das resultie-
rende Empfangssignal zeichnet sich damit durch ein verbreitertes Spektrum aus.
Die Kohärenzzeit TC des Kanals definiert die Zeit, in der der Kanal als konstant betrachtet
werden kann. Sie kann als Funktion der Dopplerverschiebung dargestellt werden [Skl01]:
TC ≈
1
2 fd max
. (2.3)
Der Kanal wird als stationär bezeichnet, wenn gilt:
TS  TC . (2.4)
Geht man von davon aus, dass eine Schrittgeschwindigkeit von 5 km/h nicht überschrit-
ten wird, ergibt sich eine maximale Dopplerverschiebung von 2 Hz bzw. 11 Hz für eine
Trägerfrequenz von 433 MHz bzw. 2.4 GHz, was Kohärenzzeiten von etwa 250 ms bzw.
45 ms entspricht. Damit kann selbst bei geringen Datenraten, z.B. von 2.4 kbit/s, d.h.
einer Symboldauer von 0.417 ms, ein stationärer Kanal während der Übertragung eines
Datenpakets vorausgesetzt werden.
Durchgeführte Kanalmessungen
Obwohl während der Übertragung eines einzelnen Datenpakets der Kanal als stationär
angenommen werden kann, muss der Kanal als zeitvariant betrachtet werden. Das be-
deutet, dass ein einzelnes Paket einen AWGN-Kanal
”
sieht“, verschiedene Datenpakete
eines Senders aber verschiedene Kanäle vorfinden. Dieses Phänomen bezeichnet man als
Blockschwund(engl.: block fading). Um die statistischen Eigenschaften, namentlich Vertei-
lungsdichtefunktion und deren Parameter, dieses Blockschwunds näher zu untersuchen,
wurden von der Autorin umfangreiche Kanalmessungen im Innenbereich durchgeführt
[NSKF02]. Das rechte Diagramm in Abbildung 2.6 zeigt exemplarisch Rohdaten von Ka-
nalmessungen, in denen der zeitliche Verlauf der Empfangsleistung dargestellt ist. Dabei
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Abbildung 2.6: Rohdaten von räumlichen und zeitlichen Kanalmessungen: links die gemessene
Empfangsfeldstärke, wenn die Messpunkte auf einem Kreis mit konstantem Ra-
dius verteilt sind; rechts bei stationärem Sender und Empfänger über einen Zeit-
raum von ca. 3 Stunden unter Einfluss von bewegten Streuern, die einzelnen
Kurven repräsentieren Messungen an verschiedenen Tagen/zu verschiedenen Ta-
geszeiten
wurde ein unmodulierter 433 MHz-Träger mit definierter Sendeleistung (10 dBm) ausge-
sendet und mit einem Spektrumanalyser die Empfangsleistung aufgezeichnet. Sender und
Empfänger waren dabei durch 2 Wände abgeschattet, so dass keine Sichtverbindung be-
stand. Die Aufzeichnungen erfolgten am Tage über knapp 3 Stunden, so dass erheblicher
Einfluss von sich bewegenden Personen bestand.
Das linke Diagramm in Abbildung 2.6 zeigt Daten, in denen die räumliche Verteilung der
Empfangsleistung untersucht wurde. Dabei wurde der Empfänger auf einem konstanten
Radius um den Sender bewegt, so dass die Entfernung zwischen Sender und Empfänger
konstant blieb. Meist bestand dabei keine Sichtverbindung.
Um die statistische Verteilungsdichtefunktion und deren Parameter zu ermitteln, wur-
den die Messdaten Parameterschätzverfahren unterzogen und anschließend Konfidenztests
durchgeführt. Als Parameterschätzverfahren kamen dabei sowohl die Momentenmethode
als auch die Maximum-Likelihood-Methode [BHPT91] zum Einsatz. Es wurden folgende
Verteilungen in Betracht gezogen: zentrale χ2-Verteilung, nicht-zentrale χ2-Verteilung 2-
ter Ordnung und Nakagami-Verteilung. Nach der Parameterschätzung wurden Konfidenz-
tests nach dem Pearson-Verfahren [BHPT91] durchgeführt. Die Idee dabei ist, die aufge-
tretenen relativen Häufigkeiten mit den theoretischen zu erwartenden Werten der entspre-
chenden Wahrscheinlichkeitsdichtefunktion zu vergleichen. Der Konfidenztest mit einem
Konfidenzniveau von 90% ergab, dass die Empfangsleistungen der räumlichen Messun-
gen einer nicht-zentralen χ2-Verteilung mit Rice-Faktor < 1 unterlagen. Dies entspricht
einer Rice-Verteilung der Amplituden und kann aufgrund des sehr kleinen Rice-Faktors
auch mit der Rayleigh-Verteilung approximiert werden. Der Konfidenztest versagte bei
der Ermittlung einer Verteilung für die zeitliche Variation des Kanals. Nichtsdestotrotz
wurden die geringsten Abweichungen für eine nicht-zentrale χ2-Verteilung der Leistung
ermittelt. Ähnliche Ergebnisse werden in [ARY95] beschrieben: Für stationäre Sender und
Empfänger in Kanälen, die durch bewegte Streuer definiert werden, wurden nicht-zentrale
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χ2-Verteilungen mit Rice-Faktoren von 10 dB ermittelt. Möglicherweise sind aber andere
Kanalmodelle, z.B. das Gilbert-Elliot-Kanalmodell [Gil60], [Ell63] besser geeignet, zeitli-
che Schwankungen zu modellieren. Mehr Messergebnisse mit ausführlicher Beschreibung
der Parameterschätzverfahren und Konfidenztests sind in [NSKF02] zu finden.
Damit ist ein Kanalmodell für niederbitratige Netzwerke gefunden. Dieses impliziert,
dass weder Dopplereffekte noch Intersymbolinterferenz auftreten. Räumliche und zeitliche
Schwankungen werden als Blockschwund-Kanäle mit Rayleigh- bzw. Rice-Charakteristik
modelliert.
Im Folgenden werden alle Analysen zunächst für den einfachen AWGN-Kanal (engl.:
Additive White Gaussian Noise) durchgeführt. Im Abschnitt 3.2.4 wird dann der Ener-
gieverbrauch in Rayleigh- und Rice-Kanälen, die zeitlichen Blockschwund und räum-
liche Charakteristika modellieren, detailliert untersucht. Mehrwegekanäle, die schnellen
Schwund1 verursachen, werden in dieser Arbeit nicht betrachtet.
2.2 Analyse des Systemmodells
Nachdem nun das Systemmodell definiert wurde, wird ein Werkzeug benötigt, um das Sys-
tem hinsichtlich des Energieverbrauches und der Paketfehlerwahrscheinlichkeit quantita-
tiv auswerten zu können. Klassischerweise ist die Signalflussgraphenanalyse dazu geeignet.
Die Auswertung solcher Graphen geht auf Mason [Mas53] zurück. Huggins erweitert in
[Hug57] dieses Analyseverfahren auf zufällige Signale und beschreibt eine Methodik, die
nunmehr entstehende stochastische Übertragungsfunktion (im Bildbereich) und die Mo-
mente der dazugehörigen Dichtefunktion (im Originalbereich) zu berechnen. Die Methode
kann bei einer Vielzahl von Problemen angewandt werden. So wird sie z.B. in [Zoc04]
benutzt, um mehrstufige Akquise- und Synchronisationsvorgänge zu optimieren.
Obwohl die Leistungsfähigkeit von Netzwerken zunehmend mit informationstheoretischen
Methoden abgeschätzt wird, kann damit nur eine theoretisch mögliche Grenze ermit-
telt werden. Praktische Randbedingungen, wie z.B. in unserem Falle die Charakteristik
des Leistungsverstärkers, werden im Allgemeinen nicht berücksichtigt, so dass die reale
Leistungsfähigkeit eines Systems weit von der informationstheoretisch ermittelten abwei-
chen kann. In dieser Arbeit wird zunächst die Signalflussgraphenanalyse genutzt, um den
Single-Hop Fall zu untersuchen. Im Abschnitt 5.3 werden dann informationstheoretische
Betrachtungen auf Netzwerkebene angestellt, um den Energieverbrauch von Multi-Hop-
Netzwerken mit dem in Single-Hop-Netzwerken zu vergleichen.
Im Folgenden wird gezeigt, wie der mittlere Energieverbrauch eines Sendeknotens aus
dem Zustandsdiagramm berechnet werden kann Dazu wird zunächst aus dem Zustands-
diagramm der Signalflussgraph (SFG) abgeleitet. Anschließend wird mit Hilfe der Ma-
son’schen Regel die Übergangswahrscheinlichkeit für die Energie des gesamten Graphens
1Ein Kanal, der seine Statistik während der Übertragungsdauer eines Pakets ändert, wird in diesem
Zusammenhang als Kanal mit schnellem Schwund bezeichnet.
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im Bildbereich ermittelt. Aus dieser Übergangswahrscheinlichkeit lassen sich durch Ab-
leitung die Momente der gesuchten stochastischen Dichtefunktion (im Originalbereich)
berechnen.
Das hier gezeigte Beispiel lässt sich auch intuitiv erschließen. Die angewandte Methodik
lässt sich jedoch auf komplexere Sachverhalte erweitern, so z.B. auf die Verkehrsberech-
nung im CSMA-Fall, vgl. Abschnitt 3.3. Für diesen Fall ist die Auswertung eines Zu-
standsdiagrammes mittels Signalflussgraphenanalyse sehr hilfreich.
Betrachtet wird zunächst der zu erwartende mittlere Energieverbrauch eines Sende-
knotens, der für die vollständige Übertragung eines Datenpaketes benötigt wird. Dabei
wird das in 2.1.1 vorgestellte Modell mit 3-stufigem Empfangsprozess zugrunde gelegt.
Abbildung 2.7 zeigt das zugehörige Zustandsdiagramm.
Ausgangspunkt ist der Startzustand. Zunächst wird das Datenpaket übertragen (Zu-
stand MTi, i = 0...L). Dabei muss vom Sendeknoten die Energie Etn1 (engl.: energy of
transmitting node during 1 transmission attempt) aufgebracht werden. Diese beinhaltet
sowohl die Sendeenergie für die Daten als auch die Empfangsenergie für das dazugehöri-
ge Acknowledgment, welches vom Empfangsknoten gesendet wird. Etn1 wird als diskretes
Energiequant aufgefasst, welches bei einmaligem Übertragungsversuch aufgebracht werden
muss. Mit Wahrscheinlichkeit p1 kollidiert das Paket nicht mit Paketen anderer Netzkno-
ten, und damit wird der Zustand MNCi erreicht. Mit der Wahrscheinlichkeit p2 kann nun
das Paket am Empfangsnetzknoten detektiert werden. Kann mit Hilfe der Vorwärtsfeh-
lerschutzkodierung das Paket korrekt dekodiert werden, wird der Zustand MAi erreicht.
Damit ist das Paket erfolgreich übertragen worden. Kann einer der genannten Zustände
nicht erreicht werden, wird dies durch das Ausbleiben eines Acknowledgments am Sende-
knoten bemerkt. Dann wird erneut eine Übertragung initiert, was in den Zustand MTi+1
führt. Die Anzahl der maximalen Übertragungswiederholungen ist gegeben und wird hier
mit L bezeichnet. Kann das Paket auch nach L Wiederholungen nicht erfolgreich deko-
diert werden, wird die Übertragung abgebrochen. Daher enthält das Zustandsdiagramm 2
Endzustände: für die erfolgreiche Übertragung Endes und für die fehlgegangene Übertra-
gung Enden. Für gezeigtes Beispiel wird angenommen, dass das Acknowledgment immer
sicher übertragen wird.
Zunächst wird der Vektor [pi, Etn1] in eine gewichtete Übergangswahrscheinlichkeit
umgewandelt. Diese gibt den Beitrag eines Zweiges zur Wahrscheinlichkeitsdichtefunktion
(engl.: probability density function - pdf) des Gesamtenergieverbrauches an:
[pi, Etn1] ⇒ pi δ(etn1 − Etn1). (2.5)
Werden die Kanten im Zustandsgraphen durch die gewichteten Übergangswahrscheinlich-
keiten ersetzt, ergibt sich der Signalflussgraph, exemplarisch für eine Kante dargestellt in
Abbildung 2.8(b).
Übergangswahrscheinlichkeiten zwischen nicht benachbarten Knoten können nun durch
die Faltungsoperation berechnet werden. Einfacher gestaltet sich die Berechnung im Bild-
bereich, wobei hier die Z-Transformation [Por97] bemüht werden soll, da es sich um dis-
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Abbildung 2.7: Zustandsdiagramm des Systemmodells: Nach dem Start beginnt der erste Über-
tragungsversuch des Sendeknotens (Zustand MT0). Ein Datenpaket wird versen-
det, wozu die Energie Etn1 aufgebracht werden muss. Mit Wahrscheinlichkeit p1
kollidiert das Paket nicht mit Paketen anderer Netzknoten und erreicht Zustand
MNC0. Wird das Paket erfolgreich detektiert, wird Zustand MD0 erreicht. Ist
die Anzahl aufgetretener Symbolfehler geringer als die Korrekturfähigkeit des
FEC, wird Zustand MA0 erreicht und die Übertragung war im ersten Versuch
erfolgreich.
MNC0MT0
p1 δ(etn1 − Etn1)
MNC0MT0 MNC0
p1 z
Etn1
MT0
[p1, Etn1]
(a) Zustandsdiagramm (c) SFG im Bildbereich(b) SFG im Originalbereich
Abbildung 2.8: Vom Zustandsdiagramm zum transformierten Signalflussgraphen
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krete Zufallsgrößen handelt. Damit kann die aufwändige Faltungsoperation als Produkt
der transformierten gewichteten Übergangswahrscheinlichkeiten dargestellt werden. Der
SFG im Originalbereich wird zum SFG im Bildbereich transformiert:
Z{pi δ(etn1 − Etn1)} = pi z−Etn1 , (2.6)
wie in Abbildung 2.8(b) dargestellt ist.
Unter Anwendung der Mason’schen Regel ergibt sich nun für die transformierten Über-
gangswahrscheinlichkeiten von Start → Endes PS(z) bzw. von Start → Enden Pn(z):
Ps(z) = p1 p2 p3
L+1∑
l=1
(1 − p1 p2 p3)l−1 z−Etn1l (2.7)
Pn(z) = (1 − p1 p2 p3)L+1z−Etn1(L+1) . (2.8)
Daraus lässt sich die charakteristische Funktion Φetn(u) für den Gesamtenergieverbrauch
eines Sendeknotens gewinnen:
Φetn(u) = E[e
juEtn] = [Ps(z) + Pn(z)]|z=exp(ju) . (2.9)
Die Momente der Zufallsvariablen Energie lassen sich nun durch (mehrfache) Ableitun-
gen der charakteristischen Funktion berechnen [GS92]. Insbesondere interessiert hier der
Erwartungswert, also die mittlere aufgewendete Energie pro Übertragung bei (L + 1)
möglichen Übertragungsversuchen:
E[Etn] = Etn(L+1) =
d Φetn(u)
−j du |u=0
= Etn1
1 − (1 − p1 p2 p3)L+1
p1 p2 p3
. (2.10)
Etn1 bezeichnet dabei die aufgewendetes Energie des Sendeknotens während eines einma-
ligen Übertragungsversuches.
Natürlich kann das beschriebene Verfahren auch auf andere stochastische Parameter
angewendet werden. Insbesondere sind dabei
  die mittlere Anzahl von Übertragungsversuchen
  die mittlere Anzahl von carrier-sense-Versuchen im Fall von CSMA-Kanalzugriff
  der Gesamtverkehr im Netzwerk relevant.
Wird in den Gleichungen (2.7) und (2.8) z = 1 gesetzt, lassen sich entsprechend des
Grenzwertsatzes der Z-Transformation die Ankunftwahrscheinlichkeit eines Datenpakets
psD bzw. die dazu komplementäre PER berechnen:
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psD = lim
z→1
Ps(z) = 1 − (1 − p1 p2 p3)L+1 = 1 − PER. (2.11)
Dieses Ergebnis ist intuitiv erklärbar: Pakete erreichen genau dann den Empfänger,
wenn die Übertragung nicht (L + 1)-mal fehlgeschlagen ist. Die Berechnung der Einzel-
wahrscheinlichkeiten p1, p2, p3 wird im Abschnitt 3.2 erläutert.
Die vom Sendeknoten aufgebrachte Energie Etn1 setzt sich zusammen aus EtxS/D, der
Energie zum Senden der Synchronisationssequenz sowie der Daten im Sinne der Definition
in Abschnitt 2.1.1. In jedem Fall wartet der Sendeknoten auf die Synchronisationssequenz
des Acknowledgments, wozu er die Energie ErxS benötigt. Wurde das Datenpacket vom
Empfangsknoten korrekt demoduliert, sendet der Empfangsknoten das Acknowledgment,
so dass der Sendeknoten zusätzlich die Energie ErxA zu dessem Empfang benötigt. Wird
die Synchronisationssequenz des Acknowledgements nicht erkannt, wird der Sendeknoten
in den Ruhezustand versetzt oder die Übertragung erneut initiiert. Die im Ruhezustand
verbrauchte Energie wird zunächst nicht betrachtet, da diese bei geringem Duty-Cycle
nur einen Offset darstellt.
Etn1 = EtxS + EtxD + ErxS + p1 p2 p3 ErxA (2.12)
Die mittlere Anzahl von benötigten Übertragungen beträgt:
Lu =
Etn(L+1)
Etn1
=
psD
p1 p2 p3
(2.13)
Bisher wurde nur die Energie des Sendeknotens betrachtet. Analog verbraucht der
Empfangsknoten die Energie Ern1 zum Empfangen der Synchronisationssequenz ErxS so-
wie, wenn die Detektion erfolgreich war und keine Kollisionen auftraten, zum Empfangen
der Daten ErxD. Sind die Daten erfolgreich empfangen wurden, muss er zum Senden des
Acknowledgments die Energie EtxS + EtxA aufwenden. Damit ergibt sich für den Energie-
verbrauch des Empfangsknotens, Ern1 für eine Übertragung:
Ern1 = ErxS + p1 p2 ErxD + p1 p2 p3(EtxS + EtxA). (2.14)
Bei L möglichen Wiederholungen ergibt sich damit der mittlere Gesamtenergieverbrauch
für den Empfangsknoten:
Ern(L+1) = Ern1
1 − (1 − p1 p2 p3)L+1
p1 p2 p3
= Lu Ern1. (2.15)
Damit ergibt sich der Gesamtenergieverbrauch für die Übertragung eines einzelnen
Datenpaketes aus den Aufwendungen des Sendeknotens und des Empfangsknotens bei
L-möglichen Wiederholungen: Etn(L+1) + Ern(L+1). Diese wiederum ergeben sich aus ge-
wichteten Energieanteilen für einmalige Aufwendungen zum Senden und Empfangen.
Kapitel 3
Energieverbrauch von
Schmalbandverfahren bei der
direkten Übertragung
Minimaler Energieverbrauch bei gegebener Paketfehlerrate ist ein wichtiges Designkriteri-
um in Sensornetzwerken. Batterien, die die Netzknoten speisen, müssen eine Lebensdauer
von Monaten bis Jahren aufweisen. Allerdings verdoppeln sich die bei der Herstellung er-
reichbaren Energiedichten von Primärquellen, also Batterien, je nach Elektrolyt, nur alle
5-20 Jahre [Min03]. Da die Sensoren im Allgemeinen vorgegebene Maße einhalten müssen,
dürfen die Batterien gegebene Volumina nicht überschreiten. Damit ist die Energiedichte
ein wichtiger Faktor, der bei gegebenen Maßen der Batterie deren Kapazität bestimmt.
Abhilfe könnten sekundäre Energiequellen, d.h. sich erneuernden Quellen, schaffen, die in
[RSF+04] umfassend dargestellt sind. Trotz vielfältiger Forschungsaktivitäten reichen die
erreichten Leistungsdichten1 allerdings noch nicht aus. Außerdem müssen zumeist noch
leistungshungrige Zusatzschaltungenen gespeist werden, die die zur Verfügung stehende
Leistung zusätzlich schmälern. So benötigen z.B. Elemente, die Vibrationen in elektrische
Energie umwandeln Spannungsstabilisatoren, da die Amplitude der Vibration erheblich
schwanken kann. Solarzellen speisen meist wiederaufladbare Batterien, deren Lebensdauer
durch Schaltungen erhöht werden kann, die ein geeignetes Ladeprofil garantieren. Um eine
zweckmäßige Energiequelle auszuwählen, muss somit der zu erwartende Energieverbrauch
bei Übertragung eines einzelnen Datenpakets bekannt sein.
In diesem Kapitel wird zunächst der physikalisch minimal mögliche Energie- und Lei-
stungsverbrauch abgeschätzt. Es folgen Untersuchungen des Einflusses von Kenngrößen
der Bitübertragungsschicht und Sicherungsschicht. Am Ende wird der Energieverbrauch
in den einzelnen Modi Senden, Empfangen und Ruhezustand ermittelt.
1Laut [RSF+04] spricht man im Zusammenhang von Sekundärquellen nicht von Energiedichten. Viel-
mehr interessiert, welche mittlere Leistung sie liefern können. Die zur Verfügung stehende Energie ergibt
sich dann aus der Lebenszeit der Sekundärquelle und der mittleren erzeugten Leistung.
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3.1 Physikalische Grenzen des Energieverbrauchs
Im Folgenden soll abgeschätzt werden, wo die theoretisch minimale Grenze des Energie-
verbrauches liegt, d.h. wieviel Energie für die Übertragung eines Bits über eine gegebene
Entfernung benötigt wird. Dabei soll angenommen werden, dass Leistungs(vor)verstärker
einen Wirkungsgrad von 100% besitzen, der Aufwand für Steuerung und Basisbandver-
arbeitung vernachlässigt wird und keine Kodierung vorgenommen wird. Dies bedeutet,
dass die gesamte aufgewendete Leistung von der Antenne abgestrahlt wird. Dazu wird ein
einfaches Link-Budget für einen AWGN-Kanal aufgestellt.
Das Signal-Rauschleistungsverhältniss SNR in Dezibel am Empfänger ergibt sich aus
dem Signalempfangsleistungspegel LRX , dem Rauschleistungspegel LN und der Rausch-
zahl des Empfängers NF . Da für Sensornetze im Allgemeinen omnidirektionale Antennen
eingesetzt werden, ergibt sich der Antennengewinn zu 0 dBi. Desweiteren werden unge-
spreizte Modulationsverfahren angenommen.
SNR [dB] = LRX − LN − NF. (3.1)
Der Pegel am Empfänger ergibt sich aus dem Sendeleistungspegel LTX und dem Pfad-
verlust LPath, wobei sich letzterer aus einem entfernungsabhängigem Term und einem
konstanten Term Ladd, der zusätzliche Pfadverluste durch Hindernisse wie z.B. Wände
modelliert, zusammensetzt. Dabei bezeichnen d die Übertragungsreichweite, α den Pfad-
verlustindex, sowie P0 die Bezugsleistung in Entfernung d0 von der Sendeantenne:
LRX = LTX − LPath = LTX − 10 lg
(
P0
(
d
d0
)α)
− Ladd. (3.2)
Der Rauschleistungspegel lässt sich aus der Rauschtemperatur ϑ1, der Filterbandbreite
B, ableitbar aus der Übertragungsrate, und der Boltzmannkonstante κ bestimmen. P0 ist
abhängig von der Trägerfrequenz fc:
LN = 10 lg (κϑB) (3.3)
P0 =
(
40π
3
fc/[GHz]
)2
(3.4)
Nimmt man ein SNR von 10 dB (dies entspricht einer Bitfehlerrate von ≈ 3.9 · 10−6
für unkodierte BPSK-modulierte Signale, die kohärent demoduliert werden), Ladd zu
50 dB2 und eine Rauschzahl von 10 dB an, ergeben sich die in Abbildung 3.1 darge-
stellten Sendeleistungs- und Energieverbrauchskurven als Funktion der Entfernung zwi-
schen Netzknoten und Basisstation. Dabei wurden die in IEEE 802.15.4 standardisierten
1Da die betrachteten Trägerfrequenzen bei mehreren hundert MHz liegen, kann die Rauschtemperatur
mit der Umgebungstemperatur, also 293 K, gleichgesetzt werden.
2Dies entspricht etwa der Dämpfung zwischen 2 Etagen und einer Betonwand. Dieser Wert kann aber
auch andere Verluste, z.B. durch nicht perfekt angepasste Antennen modellieren.
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Abbildung 3.1: Theoretische Grenzen des Sendeleistungs- und Energieverbrauches für die Über-
tragung eines einzelnen Bits. Sowohl Leistungs- als auch Energieverbrauch als
Funktion der Entfernung zwischen Sender und Empfänger verlaufen linear im
doppelt-logarithmischen Maßstab.
Frequenzbänder 868 MHz, gültig für den europäischen Raum, 915 MHz, gültig im ame-
rikanischen Raum, sowie 2.4 GHz, gültig weltweit, und außerdem ein Szenario aus dem
433 MHz-Band untersucht. Die in diesen Bändern zu verwendenden Datenraten sind in
Tabelle 3.1 zu finden. Weiterhin sind in der Tabelle die maximal erreichbaren Reichweiten
dargestellt. Hierzu wurden die von der Regulierungsbehörde Telekommunikation (RegTP)
festgelegten maximalen Sendeleistungen im entsprechenden ISM-Band (engl.: Industrial-
Scientific-Medical) sowie die Datenraten des Standards zugrunde gelegt. Die Vorgaben
für das 433 MHz-Band orientieren sich an einem Sensorfunknetz, welches von der Fir-
ma Asahi-Kasei in Zusammenarbeit mit dem Lehrstuhl für Mobile Nachrichtensysteme
der TU-Dresden unter Mitarbeit der Autorin entwickelt wurde [NSKF02]. Aus den Glei-
chungen für das Link-Budget bzw. direkt aus der Abbildung 3.1 kann festgestellt werden,
dass:
  sowohl Leistungs- als auch Energiebedarf im doppelt-logarithmischen Maßstab linear
mit der Entfernung steigen, wobei der Anstieg durch den Pfadverlustindex bestimmt
wird
  theoretisch nur wenige pJ bzw. nJ Energie für geringe Reichweiten (<10 m) benötigt
werden
  bei Reichweiten kleiner als 10 m im Freiraumszenario (α = 2) Sendeleistungen von
0 dBm ausreichend sind
  die benötigte Sendeleistung abhängig von der Übertragungsrate ist
  die benötigte Energie theoretisch nicht von der Übertragungsrate abhängig ist; für
reale Systeme wird in Abschnitt 3.2 allerdings gezeigt werden, dass diese Annahme
in Sensornetzwerken im Allgemeinen nicht zutrifft
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  Kanäle mit hohem Pfadverlustindex verzeichnen einen starken Abfall der Reichwei-
te bei gegebener Sendeleistung; damit können zuverlässige Verbindungen zu allen
Netzknoten nur garantiert werden, wenn Multi-Hop-Protokolle zum Einsatz kom-
men.
Frequenzbereich max. erlaubte Sendeleistung Datenrate max. Reichweite [m]
GHz [mW] [kbit/s] α = 2 α = 4
0.433 10 2.4 560 23
0.868 25 20 153 12.5
2.4 100 250 31.5 5.6
Tabelle 3.1: Maximale Reichweiten bei vorgeschriebener max. Sendeleistungen unter Nutzung des
vorgestellten Link-Budgets. Die Datenrate bei 433 MHz entspricht dem Vorschlag in
[NSKF02], bei 868 MHz und 2.4 GHz dem Standard. Die Sendeleistungsbegrenzung
entspricht den Vorgaben der RegTP.
Wie in Abschnitt 3.2 gezeigt werden wird, ist der Energieverbrauch in realen Netzwer-
ken wesentlich höher als in Abbildung 3.1 gezeigt. Ursachen dafür sind insbesondere in
den Verlusten des Ausgangsverstärkers, der benötigten Energie für das Umschalten in den
Aktiv-Modus, dem Energieverbrauch des Digitalteils, zeitlichen Änderungen des Kanals
sowie in Kollisionen von Paketen verschiedener Netzknoten zu finden.
3.2 Einfluss der Bitübertragungsschicht
In vorangegangenen Abschnitt wurde gezeigt, dass es theoretisch bei der direkten Über-
tragung egal ist, ob mit hoher Sendeleistung und hoher Datenrate oder mit niedriger
Sendeleistung und niedriger Datenrate gesendet wird. Begründet wurde dies damit, dass
eine längere Verweildauer im Aktiv-Modus bei geringen Datenraten mit geringer benötig-
ter Sendeleistung kompensiert wird. Dies gilt aber nur unter idealen Bedingungen, also
ohne die Berücksichtigung von Kollisionen, bei vernachlässigbarem Energieaufwand für
Steuerung, idealen PAs etc.
In diesem Abschnitt soll untersucht werden, welchen Einfluss die Parameter der Bitüber-
tragungsschicht auf den Energieverbrauch des einzelnen Netzknotens in realen Systemen
haben. Es wird untersucht, wie Veränderungen verschiedener Parameter, z.B. Modula-
tionsverfahren oder Datenrate, den Energieverbrauch beeinflussen. Im Einzelnen sollen
dabei das Detektionsverfahren, das Modulationsverfahren und das benutzte Frequenz-
band, welches laut Standard eine bestimmte Datenrate vorschreibt, betrachtet werden.
Außerdem werden die Auswirkungen von Blockschwund-Kanälen untersucht. Dieses Ka-
pitel orientiert sich an [SNF04] und [SKF05].
3.2.1 Nutzung verschiedener Frequenzbänder
Da von den nationalen Regulierungsbehörden für niederbitratige Systeme kein exklusives
Spektrum zur Verfügung gestellt wird, müssen derartige Netzwerke in den ISM-Bändern
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betrieben werden. Der Standard sieht das 869 MHz-Band für den europäischen Raum und
das 915 MHz-Band für den amerikanischen Raum sowie das weltweit offene 2.4 GHz-Band
vor. Die dabei vorgeschriebenen Datenraten betragen 20 kbps, 40 kbps bzw. 250 kbps.
Moduliert wird mit BPSK (engl.: Binary Phase Shift Keying) bzw. 16-wertiger O-QPSK.
Allerdings werden von den Halbleiterherstellern viele nicht-standardkonforme Transceiver
angeboten, so z.B. von Chipcon (CCx), RFM (TRx) und Infineon (TDA 5250). Zur Zeit
der Recherche waren lediglich drei IEEE 802.15.4-standardkonforme Transceiver auf dem
Markt bzw. deren Datenblätter verfügbar: der ZMD 44101, der AT 86RF210 von ATMEL
sowie der CC2420 von Chipcon. Da die Sendeleistung beim AT 86RF210 nicht program-
mierbar ist, und somit die Stromaufnahme bei gegebener Sendeleistung nicht bekannt ist,
wird die Effizienz des Verstärkers mit 0.4 angenommen. Dies entspricht einer etwas gerin-
geren Effizienz, als sie A-Verstärker aufweisen. Tabelle 3.2 zeigt eine Auswahl verfügbarer
Schaltkreise in der Übersicht. Dabei ist zu beachten, dass als Modulationsverfahren oft-
mals 2-FSK (engl: Frequency Shift Keying) zum Einsatz kommt, obwohl der Standard
BPSK bzw. 16-wertige O-QPSK vorschreibt. Für den Protokollentwurf ist zu beachten,
dass der Leistungsverbrauch im Empfangsmodus höher liegen kann als im Sendemodus.
Schaltkreis Hersteller fc Rate Modulation ITX@1 mW IRX ISleep
[MHz] [kbps] [mA] [mA] [µA]
AT86RF210 ATMEL 868/915 20/40 BPSK <60 14.5 1
CC2420 Chipcon 2400 250 16-0-QPSK 17.4 19.7 20 (1)
ZMD44101 ZMD 868/915 20/40 BPSK 15 17 10
CC1000 Chipcon 433 bis 76.8 FSK 10.4 7.4 0.2
CC1000 Chipcon 868/915 bis 76.8 FSK 16.5 9.6 0.2
CC2400 Chipcon 2400 bis 1000 (G)FSK 19 23 1.5
TDA5250 Infineon 868 bis 64 ASK/FSK ≈ 6 8.6/9 0.005
TR3100 RFM 433 bis 576 ASK 10 ≈ 6.5 0.7
TR1001 RFM 868 bis 115.2 OOK/ASK ≈ 10 3.8 0.7
TRF6903 TI 315-915 64/10 FSK/OOK 35 26 4
Tabelle 3.2: Merkmale einiger HF-Schaltkreise für leistungseffiziente, niederbitratige Übertra-
gung (die oberen 3 Schaltkreise entsprechen den Spezifikationen des Standards)
Prinzipiell stellt sich die Frage, welchen Einfluss Trägerfrequenz, Datenrate und damit
Rauschbandbreite auf den Energiebedarf einer Übertragung haben. Weiterhin interessiert,
welchen Einfluss die Spezifikationen des Standards auf den Energieverbrauch haben. In
den Abbildungen 3.2 und 3.3 ist der Energieverbrauch pro gesendetem Nutzbit über
das Eb/N0 (Signalenergie/Rauschleistungsdichte) dargestellt. Dabei wurden, soweit nicht
anders gekennzeichnet, die Parameter aus Tabelle 2.1 unter Annahme einer Sterntopolo-
gie (d.h. Szenario I) genutzt. Die Kurven wurden mit der in Abschnitt 2.2 vorgestellten
Methodik ermittelt. Der prinzipielle Verlauf dieser Kurven ist immer der Gleiche. Bei
geringem Eb/N0 ist der Kanal so schlecht, dass alle Pakete mehr Bitfehler aufweisen als
korrigiert werden können. Damit wird die volle Anzahl an zugelassenen Paketwiederho-
lungen ausgeschöpft. Die Normierung des Energieverbrauchs erfolgt auf die Übertragung
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Abbildung 3.2: Energieverbrauch eines Sendeknoten bei Übertragung mit verschiedenen Daten-
raten (links) und bei unterschiedlichen Trägerfrequenzen (rechts) unter Nutzung
der Parameter aus Tabelle 2.1, Entfernung Sender-Empfänger=30 m
eines gesendetes Nutzbits unter Einbezeihung der Koderate und der Länge der Synchro-
nisationssequenz. Damit kann der Energieverbrauch bei geringen Eb/N0 näherungsweise
berechnet werden aus:
  dem Energieverbrauch im Sendeknoten, der sich aus dem Grundverbrauch (d.h. ohne
PA) zum Senden eines Datenpakets bei (L + 1) Übertragungen und die benötigte
Energie zum versuchten Empfangen des Acknowledgments ergibt und
  dem Energieverbrauch im Empfangsknoten zum versuchten Empfang des Datenpa-
kets.
Mit steigender Sendeleistung und damit steigendem Eb/N0 sinkt die Anzahl der Bit-
fehler und damit der Wiederholungen, damit sinkt der Energiebedarf. Ist der Kanal so
gut, dass (fast) keine Bitfehler mehr auftreten, wird die Ankunftswahrscheinlichkeit ei-
nes Paketes von der Kollisionswahrscheinlichkeit im Netzwerk bestimmt. Dass die Kurven
mit steigendem Eb/N0 nur geringe Anstiege im Energieverbrauch verzeichnen, liegt an
dem geringen Anteil, den die Sendeleistung am Gesamtenergieverbrauch hat, sprich die
Grundkosten (Verbrauch Digitalteil, Grundverbrauch HF, Energie zum Empfangen des
Acknowledgments) sind höher als die Leistung, die der Verstärker zur Erzeugung der
Ausgangsleistung benötigt. Wie schon in Abbildung 2.5 zu sehen ist, gilt dies insbesonde-
re für geringe Ausgangsleistungen, wie sie bei Übertragungen über kurze Strecken nötig
sind.
Das linke Diagramm in Abbildung 3.2 zeigt den Energieverbauch bei Einsatz des
TR 3100 für verschiedene Datenraten. Im Datenblatt des TR3100 ist der Empfangsstrom-
verbrauch für Datenraten von 230, 460 bzw. 576 kbps mit 5.8, 6.5 bzw. 7.0 mA angegeben.
Für den Verstärker wurde aufgrund fehlender Angaben eine Effizienz von 0.4 angenom-
men. Bei kurzen Acknowledgments (hier: 40 bit vs. 152 bit Daten) fällt diese Erhöhung
kaum ins Gewicht. Die Abbildung zeigt, dass es sich trotz zunehmendem Stromverbrauch
3.2 Einfluss der Bitübertragungsschicht 29
                         
 
 
0 2015105
2
1
2
3
4
Eb/N0 [dB]
AT86RF
CC2420
5
×10−5
ZMD44101
E
n
er
gi
ev
er
b
ra
u
ch
/b
it
[J
]
Abbildung 3.3: Energieverbrauch eines Sendeknotens für standard-konforme Schaltkreise unter
Einhaltung der Rahmendaten (Datenraten, Frequenzband) des Standards
und erhöhter Rauschbandbreite lohnt, bei hohen Datenraten zu senden. Ursache hierfür
ist die geringere Zeit, in der sich das System im leistungsintensiven Aktiv-Modus befin-
det. Eine Erhöhung der Rate um das Doppelte bewirkt eine Verkürzung des Aktiv-Modus
auf die Hälfte bei gleichzeitig etwas höherem Leistungsaufwand. Im gewählten Beispiel
führt die Ratenerhöhung bei einem Eb/N0 =10 dB zu einer Energieersparnis von ca. 45%.
Weiterhin wird die Kollisionswahrscheinlichkeit bei höheren Raten und damit zeitlich kür-
zeren Paketen geringer, wodurch die Anzahl der benötigten Wiederholungen sinkt.
Die rechte Abbildung in 3.2 zeigt den Energiebedarf bei einer Übertragung mit dem
CC1000 unter gleichen Bedingungen, aber bei unterschiedlichen Trägerfrequenzen. Bei
868 MHz liegt die Empfangsleistung aufgrund des höheren Pfadverlustes gemäß (3.4) et-
wa 6 dB unter der Empfangsleistung bei 433 MHz. Außerdem ist die Stromaufnahme
des CC1000 Schaltkreises bei z.B. 0 dBm Ausgangsleistung aufgrund erhöhter Hardware-
Komplexität im 868 MHz Bereich um 6.1 mA (ca. 58%) höher als bei Operation im
433 MHz-Band. Trotzdem skaliert sich der Energieverbrauch im 868 MHz gegenüber dem
im 433 MHz-Band nur etwa um den Faktor 1.4 bei Eb/N0 >10 dB.
Natürlich steigen die erreichbaren Antennengewinne mit steigenden Trägerfrequenzen.
Dies interessiert bei Sensornetzwerken aber nur bedingt, da der Aufwand des Ausrichtens
eines einzelnen Knoten zu hoch wäre und damit immer omni-direktionale Antennen ein-
gesetzt werden müssen.
Nun beleuchten wir die im Standard vorgesehenen Bänder 868 MHz und 2.4 GHz
etwas genauer. Dazu wird analysiert, welcher Energiebedarf bei Einsatz der 3 standard-
konformen Schaltkreise besteht. Dabei ist zu beachten, dass sowohl die Datenrate, als
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auch Trägerfrequenz und Modulation und damit Hardware-Aufwand unterschiedlich sind.
Die unterschiedlichen Trägerfrequenzen führen theoretisch zu um etwa 9 dB erhöhtem P0
(vgl. (3.4)) im 2.4 GHz-Band bei Nutzung des CC2420 gegenüber der Übertragung im
868 MHz-Band. Die erhöhte Datenrate im 2.4 GHz-Band führt zu etwa 10 dB höherer
Rauschbandbreite. Trotzdem ist der Energieverbrauch im 2.4 GHz-Band wesentlich gerin-
ger, wie in Abbildung 3.3 zu sehen ist. Dieses Phänomen ist wieder mit der verkürzten Zeit
im Aktiv-Modus bei hoher Datenrate bei gleichzeitig geringem Einfluss des Verstärkers
erklärbar. Desweiteren ist interessant, dass auch bei hohem Eb/N0 der Energiebedarf nur
noch geringfügig steigt. Auch dies ist auf den Verstärker zurückzuführen. Allerdings gilt
diese Aussage nur bei geringen Pfadverlusten, und damit geringen Entfernungen. Kommt
der Verstärker an seine maximale Sendeleistung, kann der Energiebedarf durchaus mit
steigendem Eb/N0 zunehmen, wie in Abbildung 3.2 zu sehen ist. Ansonsten ist das Sen-
den mit hohen Eb/N0 sinnvoll. Nicht berücksichtigt in der Analyse sind die Einflüsse von
Störern, die in demselben Band arbeiten.
3.2.2 Detektion
Klassischerweise lässt sich die Synchronisation in Akquise und Tracking untergliedern. Da,
wie in Abschnitt 2.1.2 gezeigt, der Übertragungskanal in Sensornetzwerken als zeitinvari-
ant während der Übertragung eines Paketes betrachtet wird, kann das Tracking entfallen.
Die Akquise lässt sich wiederum unterteilen in:
  Rahmenerkennung
  Frequenzoffsetkompensation
  Bit-/Symbolsynchronisation
  Phasensynchronisation der Träger.
Die lokalen Oszillatoren im Sender und Empfänger unterliegen aufgrund verschiedener
Anfangsbedingungen, Temperaturschwankungen, Alterungsverläufe etc. unterschiedlichen
Abweichungen. Somit müssen aus den Oszillatoren abgeleitet Zeit- und Frequenzreferen-
zen in Sender und Empfänger bei jeder Übertragung erneut abgeglichen werden. In den
verfügbaren Transceiverschaltkreisen, wie dem CC1000, sind die letzteren drei Akquise-
Funktionalitäten bereits implementiert. Da sich der Nutzer lediglich um die Rahmener-
kennung1 kümmern muss, soll nur diese im Folgenden untersucht werden.
Dimensionierung des Synchronisationszyklus
Da aufgrund der Minimierung des Energieverbrauchs die Netzknoten lange im Schlaf-
Modus verharren, müssen sie sich bedingt durch die Abweichungen der Quarztaktfre-
quenzen bei jeder Übertragung neu synchronisieren. Insbesondere ist die zeitliche Syn-
chronisation in Multi-Hop Netzwerken erforderlich [SY04]. Gut synchronisierte Knoten
1Rahmenerkennung und Detektion werden im Folgenden synonym verwendet.
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Abbildung 3.4: Abtausch zwischen wiederholter Synchronisation und langen Toleranzzeiten als
Funktion der Datensendehäufigkeit (10 dBm Sendeleistung)
können die Zeit im Aktiv-Modus signifikant verkürzen, da unnötiges Abhören des Kanals
(engl.: idle listening) entfällt. Um gut synchronisiert zu sein, müssen sich die Knoten je-
doch regelmäßig abgleichen, was wiederum Energie kostet. Dieser Abtausch muss in der
Energiebilanz beachtet werden.
So kann sich z.B. bei SPIDERNET [Sei03], dem am Lehrstuhl entwickelten Sensornetz-
werk, bei einer Abweichung von 50 ppm des dort im Energiesparmodus genutzten Niedrig-
frequenzoszillators bei 5-minütigen Sendeintervallen ein Offset von ttol = 15 ms ergeben.
Um trotzdem eine zuverlässige Kommunikation zwischen 2 Knoten zu garantieren, müssen
die Knoten um die Toleranzzeit ttol1 eher aufwachen, was zu einem erhöhten Energiebedarf
führt.
Exemplarisch soll dieser Abtausch von langen Toleranzzeiten und periodischer Syn-
chronisation am Beispiel des Sensornetzwerkes SPIDERNET untersucht werden. Ange-
nommen, reguläre 152 bit lange Datenpakete werden bei gegebener Datenübertragungs-
häufigkeit mit 10 dBm Sendeleistung ausgesandt. Bei SPIDERNET agieren alle Knoten
(also auch die Basisstation) periodisch als Master, wobei während dieser Phase eine 40 bit
lange bekannte Sequenz (
”
Bake“) ausgesandt wird. Angenommen, andere Knoten, hören
diese Sequenz in einem gegebenen Synchronisationszyklus ab. Ein Zyklus von 10 bedeutet
dabei, dass 10 mal zwischen zwei Datenübertragungen synchronisiert wird. Für Daten-
übertragung und regelmässiges Abhören der Bake und die nun verkürzte Zeit ttol2 wird die
Energie Et2 benötigt. Diese wird nun verglichen mit der Energie Et1, die ohne wiederholte
Synchronisation, aber auf Kosten einer früheren Aufwachzeit und damit längeren Zeit im
Aktiv-Modus benötigt wird. Kapitel A skizziert die Herleitung der Untersuchung.
Abbildung 3.4 zeigt das Ergebniss für Datenraten von 2 und 20 kbps. Dabei ist das Gebiet,
in welchem wiederholte Synchronisation weniger Energie verbraucht als lange Toleranz-
zeiten, schwarz markiert. Weiss markierte Gebiete kennzeichen entsprechend Gebiete, in
denen es energieeffizienter ist, keine Synchronisationsinformation zwischen der Übertra-
gung zweier Datenpakete auszutauschen.
Offensichtlich lohnt sich wiederholte Synchronisation nur, wenn Daten sehr selten, hier
in etwa ein mal in 1000 s, also ca. seltener als 16 min übertragen werden. Bei 20 kbps
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Abbildung 3.5: Prinzip der kohärenten (links) und inkohärenten (rechts) Detektion
lohnt es sich, Synchronisationsintervalle einzufügen, wenn Daten seltener als etwa 2 min
ausgetauscht werden. Somit ist es bei häufigerem Datenaustausch energetisch sinnvoller,
um ttol1 vor der eigentlichen beabsichtigten Datenübertagung aufzuwachen, und den Ka-
nal nach der Bake zu scannen.
Bei Sendeleistungen von 0 dBm ergeben sich nur marginal verschiedene Ergebnisse.
Vergleich von inkohärenter und kohärenter Detektion
Im Folgenden soll nun untersucht werden, inwieweit die Art der Detektion, kohärent oder
nichtkohärent, und die Länge Ms der Synchronisationssequenz die Leistungsfähigkeit des
Systems beeinflusst.
Die demodulierten Symbole werden einem signalangepassten Filter (engl.: matched filter)
zugeführt. Die Sequenz gilt als erkannt, wenn am Ausgang des Filters ein bestimmter
Schwellwert td überschritten wird. Die Dimensionierung dieses Schwellwertes ist ein Kom-
promiss: Wird er zu niedrig eingestellt, werden fälschlicherweise Signale als Synchronisa-
tionssequenzen interpretiert, was zum sogenannten Fehlalarm (engl. false alarm) führt.
Wird dagegen der Schwellwert zu hoch eingestellt, werden möglicherweise einige Pakete
nicht erkannt. Im Folgenden wird davon ausgegangen, dass Frequenz- und Phasenoffset
bereits eliminiert wurden, und dass perfekte Symbolsynchronisation vorliegt. Dazu wur-
den in [NSKF01] Verfahren vorgeschlagen. Die vorliegende Analyse beschäftigt sich mit
der Rahmenerkennung.
Kohärente Detektion
Bei der kohärenten Detektion werden die demodulierten komplexen Ms (Soft-)bits ge-
trennt aufsummiert, quadriert und dann I (Inphasenkomponent) und Q (Quadraturphase)
aufaddiert. Dies wird auf der linken Seite der Abbildung 3.5 dargestellt. Die Einzelsymbole
der I- und Q-Zweige Ii und Qi sind jeweils mit weißem Gaussschen Rauschkomponenten
nIi bzw. nQi behaftet. Damit ergibt sich für eine Synchronisationssequenz folgendes nor-
miertes Empfangssignal r:
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r =
(
1
Ms
Ms∑
i=1
(Ii + nI,i)
)2
+
(
1
Ms
Ms∑
i=1
(Qi + nQ,i)
)2
=
(
1
Ms
Ms∑
i=1
X1i
)2
+
(
1
Ms
Ms∑
i=1
X2i
)2
= I2Ms + Q
2
Ms. (3.5)
Es bezeichne Pi die Leistung eines Symbols. Die Rauschleistung σ
2
i sei auf eins nor-
miert. Dann sind X1i, X2i normalverteilt N (µi =
√
Pi/2, σ
2
i = Pi/SNR := 1). Daher
sind auch IMs , QMs normalverteilt N (µM =
√
Pi/2, σ
2
M = Pi/SNR/Ms = 1/Ms). Somit
unterliegt r einer nicht-zentralen χ2-Verteilung mit 2 Freiheitsgraden und Nichtzentra-
litätsparameter s2R = Pi und σ
2 = 1/Ms [Pro01]. Eine Synchronisationssequenz soll als
Solche erkannt werden, wenn r den Schwellwert td übersteigt. Die Dimensionierung von
td erfolgt über eine gegebene Fehlalarmwahrscheinlichkeit. Ist nur Rauschen präsent, soll
die Fehlalarmwahrscheinlichkeit pfa nicht überschritten werden:
PR(R ≥ td) ≤ pfa
1 − PR(R < td) ≤ pfa
1 −
(
1 − Q1
(
0,
√
td
σ
))
≤ pfa
⇒ td ≥
(
Q1
−1(pfa)
)2
/Ms, (3.6)
wobei Q1 die allgemeine Marcum-Q Funktion darstellt [Pro01]. Damit ergibt sich die
Detektionswahrscheinlichkeit p2, schon bekannt aus Abbildung 2.7 und (2.11), zu:
p2 = PR(r ≥ td) = 1 − FR(R < td)
= 1 − (1 − Q1(
sR
σ
,
√
td
σ
))
= Q1(
√
Ms · SNR, M
√
td Ms). (3.7)
Inkohärente Detektion
Analog lässt sich auch die Leistungsfähigkeit der nicht-kohärenten Rahmendetektion be-
rechnen. In diesem Fall werden die quadrierten Amplituden der I- und Q-Komponenten
symbolweise summiert und anschliessend über Ms Symbole aufaddiert, siehe rechte Ab-
bildung in 3.5. Dieser Vorgang findet praktisch bei der Ausgabe des RSSI-(engl.: Received
Signal Strength Indicator) Signales statt: Hier wird die Energie einer elektromagnetischen
Welle an der Antenne bzw. auf der Zwischenfrequenz gemessen. Oft wird dieser Wert
beim CSMA-(engl: Carrier Sense Multiple Access) Verfahren als Indikator für einen frei-
en/benutzten Kanal hinzugezogen, so z.B. im Standard.
Ähnlich wie in (3.5) kann das Empfangssignal folgendermaßen beschrieben werden:
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0 10.2 0.4 0.6 0.8
0
1
0.2
0.4
0.6
0.8
Fehlalarmwahrscheinlichkeit
D
et
ek
ti
on
sw
ah
rs
ch
ei
n
li
ch
ke
it
p
2
unkoh., SNR=5 dB
unkoh., SNR=0 dB
unkoh., SNR=-5 dB
koh., SNR=5 dB
koh., SNR=0 dB
koh., SNR=-5 dB
Abbildung 3.6: Receiver Operating Characteristics der Detektionswahrscheinlichkeit
r =
1
M2s
Ms∑
i=1
[
(Ii + nI,i)
2 + (Qi + nQ,i)
2
]
=
1
M2s
Ms∑
i=1
[
X21 + X
2
2
]
=
2Ms∑
i=1
(
X
Ms
)2
wobei X1, X2 N (µX =
√
Pi/2, σ
2
X = Pi/SNR)
=
2Ms∑
i=1
Y 2, (3.8)
wobei Y normalverteilt N (µY = µX/Ms, σ2Y = σ2X/M2s := 1) ist. Daraus folgt, dass r nicht-
zentral χ2-verteilt mit 2Ms Freiheitsgraden, Nichtzentralitätsparameter s
2
R =
∑2Ms
i=1 µ
2
Y =
Pi/Ms und σ
2
Y ist.
Der gewünschte Schwellwert ergibt sich zu:
td ≥
(
Q1
−1(pfa)
)2
/M2s . (3.9)
Die Detektionswahrscheinlichkeit p2 kann dann analog zu (3.7) erhalten werden:
p2 = QMs(
√
MsSNR, Ms
√
td). (3.10)
Wie schon oben erwähnt wurde, gibt es einen Abtausch zwischen zwischen der Fehl-
alarmwahrscheinlichkeit und der Detektionswahrscheinlichkeit. Um diesen Abtausch zu
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Abbildung 3.7: Einfluss der Länge der Synchronisationsequenz und Fehlalarmwahrscheinlichkeit
auf die Detektionswahrscheinlichkeit
charakterisieren, wird häufig die sogenannte ROC (engl.: Receiver Operating Characte-
ristics) herangezogen [Kay98]. Damit kann die ROC als Metrik für die Güte des Detek-
tionsvermögens eines Neyman-Pearson-Detektors herangezogen werden. Abbildung 3.6
zeigt die ROC des Detektors für kohärente und inkohärenter Detektion bei verschiedenen
SNR. Offensichtlich arbeitet der inkohärente Detektor bei einem SNR von -5 dB noch sehr
schlecht. Bei SNR=5 dB arbeiten dagegen beide Detektoren schon nahezu ideal.
Einfluss der Länge der Synchronisationsequenz und Fehlalarmwahrscheinlich-
keit auf p2
Der Einfluss der Synchronisationslänge auf die Fehldetektionswahrscheinlichkeit p2 ist im
linken Diagramm von Abbildung 3.7 illustriert. Es ist intuitiv einsehbar, dass eine Ver-
dopplung der Synchronisationssequenzlänge für kohärente Detektion einen Gewinn von
3 dB SNR verursacht, da der Rauscheinfluss durch die Korrelation jeweils halbiert wird.
Jedoch ist das Eb/N0 für beide Längen bei gleicher Performance das gleiche. Für die nicht-
kohärente Detektion ergibt sich ein etwas geringerer Gewinn von ca. 2 dB@p2 = 10
−4.
Interessanter als die Betrachtung der Fehldetektionswahrscheinlichkeit bei verschiede-
nen Ms ist die Frage, wie sich p2 als Funktion des SNR verhält, wenn die Fehlalarmwahr-
scheinlichkeit pfa variiert wird. Dies ist auf der rechten Seite von Abbildung 3.7 zu sehen.
Bei p2 = 10
−4 bewirkt eine Senkung von pfa um 3 Größenordnungen eine Erhöhung des
benötigten SNR um 1-2 dB bei kohärenter Detektion. Bei nichtkohärenter Detektion be-
trägt diese Erhöhung nur etwa 0.5-1 dB.
Einfluss der Detektion auf den Energieverbrauch des Netzknotens
Aufschlussreicher als die Leistungsbilanz ist die Betrachtung des Gesamtenergieverbrauchs
eines Sensorknotens für unterschiedliche Synchronisationswortlängen und unterschiedliche
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Abbildung 3.8: Energieverbrauch bei Einsatz verschiedener Detektionssequenzen
Fehlalarmwahrscheinlichkeiten bei kohärenter und nichtkohärenter Detektion. Abbildung
3.8 zeigt den Energieverbrauch pro bit als Funktion von Eb/N0 . Offensichtlich skaliert
sich die Energie in wesentlich geringeren Größenordnungen als die Leistungen (vgl. Abbil-
dung 3.7). Wie in Abbildung 3.7 zu sehen ist, benötigt kohärente Detektion ein etwa 2 dB
geringeres SNR als inkohärente Detektion bei gleicher Detektionswahrscheinlichkeit. Der
Energieverbrauch eines Sendeknotens (Abbildung 3.8) ist aber ab einem Eb/N0 =10 dB
nicht mehr vom Detektionsverfahren abhängig. Lediglich die Länge der Synchronisati-
onssequenz hat einen Einfluss auf den Energieverbrauch: Lange Sequenzen erhöhen den
Energieverbrauch eines Netzknotens verglichen mit kurzen Sequenzen, obwohl kurze Se-
quenzen höhere SNR bei gleicher Detektionswahrscheinlichkeit benötigen. Das kann damit
erklärt werden, dass das höhere benötigte SNR bei 16 bit mit verringerter Zeit im Aktiv-
Modus kompensiert wird.
Obwohl der Energieverbrauch pro gesendetem Bit versus Eb/N0 ein gängiges Vergleichs-
kriterium darstellt, ist letztlich jedoch der Energieverbrauch bei gegebener Ankunftswahr-
scheinlichkeit, bzw. die dazu komplementäre Paketfehlerwahrscheinlichkeit PER ein aus-
sagekräftigeres Kriterium. Sie ist in Abbildung 3.9 für verschiedene Synchronisationsse-
quenzlängen dargestellt. Der generelle Verlauf der Energieverbrauch-Eb/N0 -Charakteristik
bleibt auch bei noch folgenden Parameteränderungen gleich, vgl. z.B. Abbildungen 3.12,
3.13, 3.16, 3.19. Er lässt sich von rechts nach links wie folgt erklären:
  Bereich I: Ein hohes PER stellt sich bei einem geringen Eb/N0 ein, da ein Datenpa-
ket aufgrund des schlechten Kanals immer verworfen werden muss. Auch steigende
Sendeleistung schafft keine Abhilfe (vgl. Abbildung 3.8 zwischen Eb/N0 =0...5 dB).
3.2 Einfluss der Bitübertragungsschicht 37
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Abbildung 3.9: Paketfehlerraten bei Einsatz verschiedener Detektionssequenzen
  Bereich II: Bei steigendem Eb/N0 kann der FEC einige Symbolfehler korrigieren.
Damit sinkt die Anzahl benötigter Übertragungswiederholungen und damit die Ge-
samtenergie. Damit sinkt die Paketfehlerrate bei gleichzeitig sinkendem Energiever-
brauch.
  Bereich III: Es treten fast keine Bitfehler auf. Die Paketfehlerrate wird nicht mehr
vom Kanal, sondern lediglich von den Kollisionen mit Paketen anderer Nutzer be-
stimmt. Steigende Sendeleistung führt nur noch zur Erhöhung des Gesamtenergie-
verbrauchs, aber nicht mehr zur Verringerung der PER.
Man sieht, dass sowohl Fehlalarmwahrscheinlichkeit als auch die Unterscheidung zwi-
schen kohärenter/nicht-kohärenter Detektion nur minimale Unterschiede im Energiever-
brauch hervorrufen. Lediglich die Detektionswortlänge ist entscheidend. Damit ist noch-
mals gezeigt, dass nicht die Sendeleistung, sondern die Zeit des HF-Teils im Aktiv-Modus
den Energieverbrauch eines Sendeknotens bestimmt.
3.2.3 Modulationsverfahren
In diesem Abschnitt soll der Einfluss verschiedener Modulationsverfahren untersucht wer-
den. Dazu können verschiedene Vergleichskriterien herangezogen werden:
  Bandbreiteneffizienz
  Leistungseffizienz
  Verzögerungsanforderungen (engl.: latency)
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  Sender-/Empfängerhardwareaufwand, Komplexität der Basisbandalgorithmen
  Störanfälligkeit gegen Nutzer gleicherartiger/anderer Dienste
  Leistungsfähigkeit in Kanälen mit Schwund.
Für die in diesem Kapitel betrachteten Schmalbandverfahren spielt Bandbreiteneffi-
zienz kaum eine Rolle, da die benötigten Bandbreiten aufgrund der geringen Datenraten
klein sind. Vielmehr sollte die Optimierung darauf ausgerichtet werden, die benötigte
Energie zu minimieren. Dies bedeutet zum einen, dass leistungseffiziente Modulationsver-
fahren den bandbreiteneffizienten vorgezogen werden sollten. Zum anderen muss aber auf
jeden Fall der Hardwareaufwand berücksichtigt werden. Die Verzögerungsanforderungen
sind im Allgemeinen, von sicherheitsrelevanten Anwendungen abgesehen, gering. Der Ein-
fluss von Blockschwund ist bei direkter Übertragung zu beachten, verliert aber in Multi-
Hop Netzwerken an Relevanz, da andere Netzknoten genutzt werden können, um schlechte
Verbindungen zu umgehen.Wir beschränken uns im Folgenden auf die Betrachtung der
Leistungseffizienz und die Auswirkungen des Modulationsverfahrens auf den Gesamtener-
gieverbrauch.
Im Prinzip können drei Technologien von Modulationsverfahren unterschieden werden
[Won04]:
  Schmalbandverfahren
  Spreizspektrum- (SS)/Mehrträgerverfahren
  UWB (engl.: Ultra-Wideband) Verfahren.
Spreizspektrumverfahren haben gegenüber Schmalbandverfahren den Vorteil, dass sie
robuster gegen schmalbandige Störer sind. Nachteilig sind erhöhter Bandbreitenbedarf
und die notwendige Berücksichtung von Mehrwegeeffekten. Zur Kompensation von Mehr-
wegeeffekten müssen komplexe Empfänger implementiert werden, die wiederum den Ener-
giebedarf erhöhen. Nichtsdestotrotz sind SS-Verfahren im Standard vorgeschrieben.
UWB-Verfahren werden momentan von der Arbeitsgruppe IEEE 802.15.4a auf ihre Lei-
stungsfähigkeit untersucht. Der Vorteil ist eine noch bessere Störfestigkeit gegen Schmal-
bandstörer und eine höhere zeitliche Auflösung, die präzise Ortung ermöglicht. Für den
Spezialfall des IR (engl.: Impulse Radio) wird zudem von geringer Hardwarekomplexität
und damit geringem Leistungsverbrauch ausgegangen, da es ein trägerloses Verfahren dar-
stellt und somit ohne Mischer auskommen kann. Bandbreiteneffizienz wäre nicht wichtig,
da für UWB unbegrenzt Spektrum genutzt werden kann, solange die spezifizierten Sende-
leistungsdichten eingehalten werden1. UWB wird in Kapitel 4 nochmal beleuchtet werden.
1Praktisch wird aber das 3.1-10.6 GHz-Band für UWB-Systeme favorisiert. In diesem Band sind die
erlaubten Sendeleistungsdichten am größten.
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Herleitung der Paketempfangswahrscheinlichkeit
Zunächst soll an dieser Stelle die Herleitung der Paketempfangswahrscheinlichkeit p3 aus
(2.11) gezeigt werden. Die Bitfehlerraten (engl.: Bit Error Rate - BER) pb binärer Modu-
lationsverfahren als Funktion des Eb/N0 sind im Folgenden aufgelistet [Skl01]:
  orthogonale Signalisierung mit kohärentem Empfang, z.B. 2-FSK (engl.: Frequency
Shift Keying):
pb = Q
(√
Eb
N0
)
(3.11)
  antipodale Signalisierung mit kohärentem Empfang, z.B. BPSK (engl.: Binary Phase
Shift Keying):
pb = Q
(√
2
Eb
N0
)
(3.12)
  orthogonale Signalisierung mit nicht-kohärentem Empfang, z.B. FSK:
pb =
1
2
e
− 1
2
Eb
N0 (3.13)
  differentielle Verfahren, z.B.: DPSK (engl.: Differential PSK)
pb =
1
2
e
− Eb
N0 . (3.14)
Q bezeichnet dabei die Q-Funktion: Q = 1√
π
∫∞
x
e−t
2/2dt.
Bei m-wertigen Verfahren werden k = log2 m Bits zu einem Symbol vereint, welches
moduliert wird. Bleibt die Symbolrate konstant, verringert sich die Übertragungszeit pro
Bit. Soll die BER konstant bleiben, geschieht dies auf Kosten erhöhter Bandbreite, wenn
leistungseffiziente Modulationsverfahren eingesetzt werden oder mittels erhöhter Sende-
leistung bei bandbreiteneffizienter Übertragung. Dieser Abtausch wird durch folgende Be-
ziehung deutlich:
Eb
N0
= SNR
B
Rb
= SNR
1
Rs
, (3.15)
wobei B die Signalbandbreite, Rb = 1/Tb die Bitdatenrate und Rs die spektrale Effizienz
bezeichnen. Nachfolgend werden die BER verschiedener mehrwertiger Verfahren betrach-
tet [Pro01]:
  QPSK (engl.: Quaternary PSK) hat dieselbe BER wie BPSK bei gleichem Eb/N0 ,
wenn Gray-Kodierung angewendet wird.
  m-PSK (außer QPSK)
pb =
2
k
Q
(
2k
Eb
N0
sin
( π
m
))
(3.16)
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Abbildung 3.10: Bitfehlerraten von Modulationsverfahren
  m-QAM (engl.: Quadrature Amplitude Modulation)
pb ≈
1
k
(
1 −
(
1 − 2
(
1 − 1√
m
q
))2
)
(3.17)
mit q = Q
(√
3kEb
(m − 1)N0
)
Bei m = 4 erhält man diesselbe BER wie bei BPSK/QPSK.
  mFSK: In diesem Falle hängt die BER von der Art ab, wie die Symbole auf der
Frequenzachse verteilt werden. Solange die Frequenzen weiterhin orthogonal zu-
einander sind, bleibt die Symbolfehlerrate ps dieselbe wie für 2-FSK. Dies kann
dadurch erreicht werden, dass der Modulationsindex zwischen 2 benachbarten Trä-
gern konstant bleibt und somit die Gesamtbandbreite erhöht wird. Ansonsten kann
der Modulationsindex auf minimal 0.5 verringert werden, ohne die Orthogonalität
zu verlieren und damit Leistungsfähigkeit einzubüßen. Bei Gray-kodierten Signalen
kann die BER aus der Symbolfehlerrate ps annähernd berechnet werden [Pro01]:
pb = ps/k. Da Bandbreite in Sensornetzwerken im Allgemeinen nicht kritisch ist,
sollte die mehrwertige FSK mit erhöhter Bandbreite implementiert werden.
Die Bitfehlerraten ausgewählter Modulationsverfahren sind in Abbildung 3.10 dar-
gestellt. Bei BER<10−2 hat 8-FSK offensichtlich die niedrigste Bitfehlerrate. 8-PSK und
16-QAM haben dagegen einen etwa 4-5 dB höheren Energiebedarf, da sie die gleiche Band-
breite wie 2-wertige Verfahren belegen, aber aufgrund ihrer höheren spektralen Effizienz
ein höheres SNR benötigen und damit höhere Sendeleistung beanspruchen, um die gleiche
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Störfestigkeit zu garantieren. Da in den ISM-Bändern genügend Bandbreite vorhanden ist,
sind höherwertige FSK-Verfahren auf jeden Fall attraktiv [WCSC01]. Bei den 2-wertigen
Verfahren dominiert BPSK. Im nächsten Abschnitt wird die Frage beantwortet werden,
wie sich diese Ergebnisse bezüglich des Energieaufwandes im Netzknoten skalieren.
Eine rein theoretische Betrachtung im Basisband ist an dieser Stelle nicht ausreichend.
Vielmehr muss auch der Hardwareaufwand des HF-Teils berücksichtigt werden. Kommen
digitale Modulationsverfahren zum Einsatz, wird zumeist ein I/Q-Demodulator wie in
Abbildung 3.111 angewendet (z.B. in Chipcons CC1020). Dabei wird das Empfangssignal
in das Basisband (oder auf eine niedrige Zwischenfrequenz) gemischt und analog-digital
gewandelt. Synchronisation, Demodulation etc. werden dann digital realisiert. Damit ist
der Aufbau des Transceiver nicht mehr vom Modulationsverfahren abhängig, lediglich die
Anzahl der Operationen des Digitalteils wird von der Modulation bestimmt. Im Weiteren
wird davon ausgegangen, dass das Digitalteil die Demodulation eines Symbols in Echt-
zeit abarbeitet und daher solange im Aktiv-Modus verweilt, wie die Übertragung dauert.
Damit ergeben sich keine Unterschiede im Hardware-Aufwand für verschiedene Modulati-
onsverfahren, wenn die Anforderungen z.B. an die Linearität des Verstärkers, AD-Wandler
nicht berücksichtigt werden.
Prinzipiell sind natürlich auch analoge Modulationsverfahren einsetzbar. Allerdings er-
weist sich eine Abschätzung bezüglich Leistungsfähigkeit und Hardwareaufwand als schwie-
rig. Der Hardwareaufwand ist von der entsprechenden schaltungstechnischen Realisierung
abhängig. Die Leistungsfähigkeit (also Fehlerrate) hängt wiederum von den implementier-
ten Schaltungen und der Güte der verwendeten Bauelemente (z.B. Linearität der Verstär-
ker) ab. Daher werden analoge Modulationsverfahren in dieser Arbeit nicht betrachtet.
Einfluss des Modulationsverfahrens auf den Energieverbrauch des Netzkno-
tens
Abbildung 3.12 zeigt den Energieverbrauch eines Netzknotens vs. Eb/N0 (oben) und PER
(unten) bei verschiedenen Modulationsverfahren unter Annahme von Szenario I. Offen-
sichtlich haben alle 2-wertigen Verfahren einen signifikant höheren Energieverbrauch als
1Das nach dem Mischer dargestellte Filter wird im Fall einer Mischung auf eine niedrige Zwischenfre-
quenz (engl: low-IF-receiver) als Bandpass, bei Mischung in das Basisband als Tiefpass implementiert.
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Abbildung 3.12: Energieverbrauch eines Knotens bei Einsatz verschiedener Modulationsverfah-
ren: Bei Eb/N0 >10 dB wird der Energieverbrauch eines Sendeknotens offen-
sichtlich von der Modulationsordnung und damit von der zeitlichen Paketlänge
bestimmt. Parameter gemäß Szenario I.
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mehrwertige. Dies liegt daran, dass mit steigender Modulationsordnung die Übertragungs-
zeit eines Bits verkürzt wird. Da der Stromverbrauch des Verstärkers nur einen Bruchteil
der Kosten ausmacht, geht die erhöhte Sendeleistung nur gering in die Bilanz ein. Daraus
folgt, dass bei konstantem Transceiveraufwand höherwertige Verfahren bei geringen Sen-
deleistungen energieeffizienter sind.
Bei mittlerem Eb/N0 , zwischen 5 und 10 dB, hat BPSK bei den 2-wertigen Verfahren
den geringsten Energiebedarf, da weniger Bitfehler auftreten und damit Wiederholungen
durch fehlerhafte Pakete seltener vorkommen. Da bei hohem Eb/N0 kaum noch Bitfehler
auftreten, haben dort alle Verfahren denselben Energieverbrauch. In dem hier betrach-
teten Szenario können aufgrund der flach verlaufenden Kurven hohe Eb/N0 als Arbeits-
punkt gewählt werden. Dies liegt an der geringen benötigten Sendeleistung, die zwischen
-22 dBm und 1.7 dBm liegt. Müssen größere Entfernungen überbrückt werden, steigt der
Pfadverlust und damit die benötigte Sendeleistung. Das bedeutet, dass sich der Arbeits-
punkt des Transceivers gemäß Abbildung 2.5 nach rechts verschiebt und sich damit der
Anstieg mit steigendem Eb/N0 in Abbildung 3.12 verschärft. Damit wird ein eindeutiges
Energieminimum hervortreten. Dieses Minimum muss allerdings nicht mit der minima-
len PER zusammenfallen. Der Energiebedarf bei gegebenem PER unterscheidet sich bei
gleicher Wertigkeit der Modulation nur geringfügig. Damit ist es egal, welches m-wertige
Modulationsverfahren zur Anwendung kommt.
Sehr schön ist zu erkennen, dass der geringere Energieverbrauch höherwertiger Verfahren
nicht nur durch verkürztes Verweilen im Aktiv-Modus zustande kommt. Vielmehr verursa-
chen kürzere Datenpakete weniger Kollisionen. So liegt die Kollisionsrate bei betrachtetem
Szenario für 2-wertige Verfahren etwa um den Faktor 3 höher als für 8-PSK bzw. 8-FSK
und sogar um den Faktor 4 höher als bei 16-QAM. Damit sinkt die minimale PER bei
8-wertiger Modulation um fast 2 Größenordnungen gegenüber 2-wertiger Modulation.
Die Start-up Energie bezeichnet die Energie, die beim Übergang vom Ruhezustand in
den Aktiv-Modus für Einschwingvorgänge verbraucht wird. Wird in die Energiebetrach-
tungen die Start-up Energie einbezogen, dann wird man feststellen, dass diese Energie
einen erheblichen Anteil darstellt. Die Energieeinsparungen bei höherwertiger Modulati-
on werden immer geringer, da die Start-up Energie einen immer größer werdenden Anteil
einnimmt [WCSC01]. Bei bandbreiteneffizienten Modulationsverfahren gibt es eine opti-
male Modulationsordnung, da die geringeren Übertragungszeiten nicht mehr den höheren
Energiebedarf durch höhere Sendeleistungen ausgleichen können [RSPS02].
3.2.4 Verhalten in Blockschwund-Kanälen
Wie schon in 2.1.2 festgestellt wurde, kann der Kanal durch bewegte Streuer oder auch
Umbauten in Gebäuden zeitlichen Schwankungen unterliegen. Um außerdem Unterschie-
de der räumlichen Gegebenheiten zu modellieren, werden im Folgenden die Auswirkungen
von Blockschwund-Kanälen auf den Energieverbrauch untersucht. Das bedeutet, dass das
instantane Eb/N0 während der Übertragung eines Paketes konstant γb beträgt, bei auf-
einanderfolgenden unabhängigen Paketen die Amplituden aber gemäß einer Rice- bzw.
Rayleigh-Charakteristik schwanken.
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Das äquivalente Tiefpass-Empfangssignal rl(t) kann innerhalb eines Übertragungsin-
tervalls folgendermassen dargestellt werden [Pro01]:
rl(t) = cl(t) sl(t) + n(t) mit cl(t) = αl(t)e
−jΦ(t), (3.18)
worin cl(t) die momentane Kanalimpulsantwort im Übertragungsintervall, sl(t) das äqui-
valente Tiefpass-Sendesignal und n(t) komplexes weißes Gaussches Rauschen darstellen.
In AWGN-Kanälen ist cl(t) = 1 und damit αl(t) = 1, allgemein soll aber αl(t) als Rayleigh-
bzw. Rice-verteilt angenommen werden und Φ als gleichverteilt in (−π, π). Sei Eb/N0 das
Verhältnis zwischen Bitenergie und Rauschleistungsdichte im AWGN-Kanal. Das instan-
tane Eb/N0 , γb(t), für den Blockschwund-Kanal ist dann:
γb(t) = α
2
l (t)
Eb
N0
(3.19)
Die Verteilungsfunktion des instantanen Eb/N0 , Γb, ist dann:
FΓb(γb) = P (Γb ≤ γb) = P
(
α2l
Eb
N0
≤ γb
)
. (3.20)
Rayleigh-Blockschwund
Ist Al Rayleigh-verteilt, dann ist A
2
l zentral-χ
2-verteilt mit Freiheitsgrad 2:
pA2l (α
2
l ) =
1
2σ2
e−
α2l
2σ2 , (3.21)
wobei σ2 die Varianz der unabhängigen Quadraturkomponenten des komplexen weißen
Rauschprozesses darstellt. Damit ergibt sich für FΓb :
FΓb(γb) = P
(
α2l
Eb
N0
≤ γb
)
= 1 − e−
γb
2σ2Eb/N0 . (3.22)
Nun muss noch die Varianz σ2 gefunden werden. Der Erwartungswert E[Γb] des in-
stantanen Eb/N0 , Γb, muss Eb/N0 sein, damit der Kanal im Mittel weder dämpft noch
verstärkt:
E
[
α2l
Eb
N0
]
!
=
Eb
N0
⇒ 2σ2 = 1. (3.23)
Daraus ergibt sich die Dichtefunktion pΓb(γb):
pΓb(γb) =
dFΓb(γb)
dγb
=
1
(Eb/N0)
e
− γb
Eb/N0 . (3.24)
Die durchschnittliche Energie ERayl(Eb/N0), die für die Übertragung eines Paketes in
einem Rayleigh-Kanal mit durchschnittlichem Eb/N0 benötigt wird, berechnet sich zu:
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ERayl(Eb/N0) =
∫ ∞
0
pΓb(γb)EAWGN(γb)dγb, (3.25)
wobei EAWGN den Sende- bzw. Empfangsenergien Etn(L+1) bzw. Ern(L+1) gemäß (2.10)
und (2.15) entsprechen. Analog ergibt sich die Paketfehlerrate:
PERRayl(Eb/N0) =
∫ ∞
0
pΓb(γb)PERAWGN(γb)dγb, (3.26)
mit PERAWGN wie in (2.11).
Rice-Blockschwund
Wenn Al Rice-verteilt ist, dann unterliegt A
2
l einer nicht-zentralen χ
2-Verteilung:
pA2l (α
2
l ) =
1
2σ2
e−
s2+α2l
2σ2 I0(
αls
σ2
). (3.27)
Unter Nutzung der Transformationsregel für pdf’s [GS92] pCX(c x) = 1/|c|pX(x), c =
konst. ergibt sich damit für die Dichtefunktion pΓb(γb) (vergleiche (3.19)):
pΓb(γb) =
1
2σ2Eb/N0
e−
s2+γb/(Eb/N0)
2σ2 I0
(√
γb/(Eb/N0) s
σ2
)
(3.28)
σ2 wird analog zu (3.23) berechnet:
E
[
α2l
]
= 2σ2 + s2 = 2σ2(1 + RF )
!
= 1 (3.29)
und RF =
s2
2σ2
(3.30)
⇒ 2σ2 = 1
1 + RF
(3.31)
I0 bezeichnet die modifizierte Besselfunktion erster Art, 0-ter Ordnung, s
2 ist der Nicht-
zentralitätsparameter und RF der Rice-Faktor, der sich aus dem Verhältnis der Leistungen
der Sichtlinienkomponente (engl.: Line-of-Sight LOS) und der Nichtsichtlinienkomponen-
ten (engl: Non-Line-of-Sight NLOS) ergibt.
Die Energie ERice(Eb/N0) und die Paketfehlerrate PERRice(Eb/N0) lassen sich analog zu
(3.25) und (3.26) durch Wichtung mit der pdf der Rice-Verteilung ermitteln.
Wie in Abbildung 3.13 zu sehen ist, besteht bei mittleren Eb/N0 um 10 dB ein et-
was erhöhter Energiebedarf gegenüber AWGN-Kanälen, da Kanäle mit hohem Schwund
durch höhere Sendeleistungen und vermehrte Wiederholungen ausgeglichen werden müs-
sen. Dramatisch hingegen ist der Anstieg der Paketfehlerrate. So liegt die minimale PER
bei Rayleigh-Schwund etwa 7 Größenordnungen über der im AWGN-Fall und fällt nicht
unter 10−2. Werden höhere Zuverlässigkeiten benötigt, können aufgrund begrenzter Sen-
deleistungen in den ISM-Bändern nur Multi-Hop-Verfahren Abhilfe schaffen.
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Abbildung 3.13: Energieverbrauch in Blockschwundkanälen. Parameter gemäß Szenario I.
3.3 Einfluss der Sicherungsschicht
In diesem Abschnitt sollen zunächst Auswirkungen der grundlegenden Kanalzugriffsver-
fahren auf den Energieverbrauch und die Paketfehlerrate untersucht werden. Da reale
Sensornetzwerkprotokolle wesentlich komplexer sind, können sie nur simulativ bezüglich
Energieverbrauch, Latenzzeiten, Komplexität, Synchronisierungsaufwand etc. abgeschätzt
werden. Der interessierte Leser sei hierzu auf die Arbeiten insbesondere von Langendoen
verwiesen [LH05], der bestehende MAC-(engl.: Medium Access Control) Protokolle sorg-
fältig untersucht hat. Dennoch lassen sich grundlegende Designkriterien durch analytische
Betrachtungen, die in Abschnitt 2.2 vorgestellt wurden, ableiten.
Desweiteren wird der Frage nachgegangen, ob der Einsatz von Fehlerschutzverfahren in
Sensornetzwerken sinnvoll ist. Dabei werden sowohl Vorwärts- als auch Rückwärtskorrek-
turverfahren betrachtet.
3.3.1 Einfluss des Kanalzugriffsverfahrens
Bisher wurde lediglich slotted ALOHA als Kanalzugriffsverfahren für die Berechnungen
betrachtet. Dieses Verfahren benötigt zeitliche Synchronisation zwischen allen Netzkno-
ten. Da sich dadurch ein nicht unbeträchtlicher Protokollmehraufwand ergibt, ist dieses
Verfahren nicht unbedingt für Sensornetzwerke geeignet. Da es schwierig ist, diesen Mehr-
aufwand zu quantifizieren, wird er in der Analyse vernachlässigt. Zudem ist dieser Mehr-
aufwand von der entsprechenden Anwendung, duty cycle, Paketlänge usw. abhängig.
Es werden folgende Klassen von Zugriffsprotokollen untersucht:
  Kollisionsfreie Verfahren: Bei diesem Protokoll werden jedem Nutzer orthogonale
Kanäle zugewiesen. Dies kann mittels TDMA/FDMA/CDMA (engl.: Time/ Fre-
quency/ Code Division Multiple Access) geschehen. Dabei sind während der Auf-
bauphase des Netzwerkes Signalisierungspakete zu versenden, um die entsprechen-
den Ressourcen jedem Nutzer zuzuteilen. Dieser Aufwand ist nur in sich langsam
verändernden Netzwerken vertretbar.
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  unslotted ALOHA: Dieses Verfahren geht auf Abramson [Abr70] zurück und garan-
tiert minimale Verzögerungszeiten, da Pakete sofort nach Anforderung/Generation
von Daten abgesendet werden. Treten Kollisionen auf, werden die Pakete nach einer
zufällig gewählten Zeitspanne wiederholt übertragen. Ist die Kollisionswahrschein-
lichkeit im Netzwerk gering, sollte unslotted ALOHA angewandt werden, da kein
Signalisierungsmehraufwand entsteht. Allerdings muss der Empfangsknoten immer
den Kanal nach Paketen scannen, so dass im Empfänger ein erheblicher Energie-
mehraufwand entsteht. Ist der Empfänger eine nicht-batteriebetriebende Basissta-
tion stellt dies aber kein Problem dar.
  slotted ALOHA: Der Unterschied zu unslotted ALOHA besteht darin, dass hier ein
Zeitraster vorgegeben ist und damit Synchronisation im Netzwerk erforderlich ist.
Durch die Synchronisation weist aber slotted ALOHA eine geringere Kollisions-
wahrscheinlichkeit als unslotted ALOHA auf. Daten werden im ersten möglichen
Zeitschlitz nach ihrer Generierung übertragen.
  CSMA: Dieses Verfahren geht auf Kleinrock und Tobagi zurück [KT75]. Vor Beginn
einer Übertragung wird mittels Carrier Sense (CS) überprüft, ob bereits andere Nut-
zer den Kanal belegen. Wird der Kanal als frei erkannt, beginnt die Übertragung,
ansonsten wird die Übertragung zurückgestellt. Im drahtgebundenen Verkehr kön-
nen Kollisionen auftreten, wenn bereits eine Übertragung läuft, ein anderer Knoten
diese aber aufgrund der Ausbreitungsverzögerung (engl: propagation delay) noch
nicht detektieren kann. Im Gegensatz zur drahtgebundenen Übertragung liegt diese
Verzögerungszeit im drahtlosen Medium bei geringen Entfernungen nur bei wenigen
µs (3.3 µs bei 1000 m). Das Hauptproblem von CSMA in der Funkübertragung ist,
dass Kollisionen zwischen Knoten, die gegeneinander abgeschattet sind (engl.: hid-
den terminal) nicht durch das Abhören des Kanals vermieden werden können. Dies
ist nicht Gegenstand der Untersuchung, muss aber beim Konfigurieren von Netzen
beachtet werden.
Wie schon erwähnt, sind praktisch implementierte Protokolle wesentich komplexer als
die hier vorgestellten MAC-Protokolle. Diese stellen meist Kombinationen der vorgestell-
ten Grundtypen dar. Häufig werden Handshaking-Verfahren zum Aufbau von Verbindun-
gen genutzt.
Bei S-MAC [YHE02], entwickelt von Ye et al., wechseln die Knoten periodisch zwischen
Ruhezustand und Kanalabhören. Gleichzeitig werden Cluster zwischen benachbarten Kno-
ten gebildet. WiseMAC [EHDER03], entwickelt von El-Hoiydi et al., kombiniert CSMA
mit ALOHA, um die idle listening Zeiten zu minimieren. B-MAC [PC03] verfeinert dieses
Verfahren weiter, indem die Präamble-Länge zusätzlich von höheren Schichten optimiert
werden kann. Weitere Protokolle und Referenzen sind in [LH05] zu finden.
Herleitung der Kollisionswahrscheinlichkeit p1
Nun soll die Kollisionswahrscheinlichkeit (1−p1) aus (2.11) hergeleitet werden. In [PNK04]
wird gezeigt, dass es viele Prozesse gibt, in denen sich die Ankunftswahrscheinlichkeit von
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Sensordaten als Poisson-Prozess modellieren lässt. Die pdf einer Poisson-Verteilung wird
beschrieben durch [BG92]:
p(x = X) =
ax
x!
exp(−a), (3.32)
wobei a die durchschnittliche Anzahl von Ereignissen des Poisson-Prozesses darstellt.
Es bezeichnen TP die Paketdauer, λnet den Gesamtverkehr im Netzwerk und TP die Länge
eines Zeitintervalls. Dann ergibt sich die Wahrscheinlichkeit, dass Na Knoten gleichzeitig
senden wollen, im slotted ALOHA-System zu:
p(Na) =
(λnet TP )
Na
Na!
exp(−λnetTP ). (3.33)
Somit treten keine Kollisionen auf, wenn keine weiteren Knoten übertragen wollen
(Na = 0). Im Falle von unslotted ALOHA ist die kritische Zeitspanne, in der Kollisionen
auftreten können, doppelt so lang wie bei slotted ALOHA. Damit ergeben sich für p1:
p1 =



1 für kollisionsfrei
exp(−2λnet TP ) für unslotted ALOHA
exp(−λnet TP ) für slotted ALOHA.
(3.34)
Der Gesamtverkehr im Netzwerk λnet ergibt sich aus der Originalnetzwerklast λ und
der Last, die sich durch wiederholte Sendungen ergeben:
λnet = λ
L∑
l=0
(1 − p1 p2 p3)l = λ
1 − (1 − p1 p2 p3)L+1
p1 p2 p3
. (3.35)
Im CSMA-Fall ist die Analyse etwas schwieriger, da die Carrier Sense-Phase be-
rücksichtigt werden muss. Zusätzlich zu den Wahrscheinlichkeiten p1-keine Kollision, p2-
erfolgreiche Detektion, p3-erfolgreiche Dekodierung, wird die Wahrscheinlichkeit einer er-
folgreichen CS-Phase, p4, eingeführt. Außerdem muss die Berechung von p1 zu p1 CSMA
verändert werden, da sich der Gesamtverkehr im CSMA-Netzwerk im Vergleich zum
ALOHA-Netzwerk verändert. Daher modfiziert sich die Ankunftswahrscheinlichkeit eines
Datenpaketes (vgl. (2.11)) zu:
psD CSMA = 1 − (1 − p1 CSMA p2 p3 p4)L+1. (3.36)
Im Folgenden bezeichnen t0 den Beginn und τCS die Länge des CS-Intervalls. Die
Länge von τCS wird entsprechend der Ausbreitungs- und Detektionsverzögerung der Daten
gewählt. Gemäß Abbildung 3.14 kann Sensor 1 ein Paket eines anderen Knotens genau
dann in der CS-Phase detektieren, wenn es zwischen ts und t0 übertragen wird. Beginnt die
Übertragung bei ts kann gerade das Ende des Paketes detektiert werden, beginnt sie bei t0
genau der Anfang. Damit wird der Kanal als frei erkannt, wenn während der Zeitspanne
(TP + τCS) keine Daten im Netzwerk übertragen werden. Die Wahrscheinlichkeit eines
freien Kanals bei einmaligem CS wird mit pf bezeichnet. Es sollen aber (K+1) CS-Phasen
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τCS
frühestmöglicher Beginn der Übertragung,
so dass Sensor 1 das Paket detektieren kann
beginnt in dieser Zeitspanne
eine Übertragung, kann sie von
Sensor 1 detektiert werd
t0 Zeit
TP + τCS
spätester Zeitpunkt des Beginns
der Übertragung
ts
CS-Phase Sensor 1 beginnt
CS-Phase Sensor 1 endet
Abbildung 3.14: Zur Ermittlung des kritischen Zeitintervalls für p4
τCS τCS
Übertragung von Sensor 1 kann
von anderen Sensoren erkannt werden
beginnt in dieser Zeitspanne
Sensor 2 mit CS, dann
kommt es zu Kollisionen
der Daten von Sensor 1 und 2
Sensor1 findet freien Kanal vor
und startet Übertragung
t0
Sensor 1 startet CS-Phase
Bedingung: τCS=Ausbreitungsverzögerung
Zeit
Abbildung 3.15: Zur Ermittlung des kritischen Zeitintervalls für die Kollisionswahrscheinlichkeit
zugelassen werden. Ist der Kanal (K+1)-CS-Perioden besetzt, wird dies als ein erfolgloser
Versuch der Übertragung gewertet. Damit ergeben sich p4, die Wahrscheinlichkeit eines als
frei erkannten Kanals bei maximal (K + 1) CS-Versuchen, und pf bei einem CS-Versuch:
p4 = 1 − (1 − pf )K+1 mit pf = exp(−λnet CSMA(TP + τCS)). (3.37)
Wie in Abbildung 3.15 gezeigt, treten Kollisionen nur auf, wenn eine Übertragung
während der Dauer τcs beginnt. Damit wird die Kollisionswahrscheinlichkeit aus (3.34)
modifiziert zu:
p1 CSMA = exp(−λnet CSMA τcs). (3.38)
Da im Netzwerk nur nach erfolgreichem CS Verkehr generiert wird, ergibt sich die
Netzwerklast im CSMA-Fall zu:
λnet CSMA = λ
1
p1 CSMA p2 p3
(
1 − (1 − p1 CSMA p2 p3 p4)L+1
)
. (3.39)
50 Energieverbrauch von Schmalbandverfahren bei der direkten Übertragung
Damit muss zur Ermittlung der Kollisionswahrscheinlichkeit ein nichtlineares Glei-
chungssystem bestehend aus (3.34) und (3.35) bzw. im CSMA-Fall aus (3.37) und (3.39)
gelöst werden, z.B. mittels numerischer Verfahren.
Der Energieverbrauch der Sende- und Empfangsknoten während eines Übertragungs-
versuches lässt sich analog zu (2.12) bzw. (2.14) herleiten. Allerdings ist dazu ein modifi-
ziertes Zustandsdiagramm nötig, welches um die Zustände der CS-Phase erweitert werden
muss. Das Ergebniss ergibt sich unter Einbeziehung von Ecs, der Energie für CS, zu:
Etn1 CSMA = Ecs + p4(EtxS + EtxD + ErxS + p1 CSMA p2 p3 ErxA) (3.40)
Ern1 CSMA = ErxS + p1 CSMA p2 p4 ErxD + p1 CSMA p2 p3 p4(EtxS + EtxA), (3.41)
Das Ergebniss lässt sich intuitiv erklären. Vergleicht man (2.12) bzw. (2.14) mit (3.40)
bzw. (3.41) so muss zunächst p1 durch p1 CSMA ersetzt werden, da sich der Gesamtver-
kehr im Netzwerk im CSMA-Fall verringert. Zusätzlicher Energieaufwand am Sendeknoten
entsteht durch die CS-Phase. Energie zum Senden des Datenpakets, zum Empfang der
Synchronisationssequenz etc. muss allerdings nur aufgebracht werden, wenn das CS er-
folgreich war (Wahrscheinlichkeit p4). Analog muss der Empfangsknoten nur Energie zum
Empfangen der Daten und zum Senden des Acknowledgments aufbringen, wenn das CS
beim Senden erfolgreich war (Erweiterung des entsprechenden Terme um p4 gegenüber
(2.14)). Da im definierten Netzwerkmodell für das Acknowledgment Ressourcen direkt
nach Erhalt der Daten reserviert sind, muss keine CS-Energie vom Empfangsknoten auf-
gebracht werden.
Die Energie für das CS ergibt sich aus der Energie für einmaliges CS, Ecs1, und der ma-
ximalen Häufigkeit des CS (K + 1). Sie ist abhängig davon, ob CS erfolgreich war (Ecs s)
oder nicht (Ecs ns)
Ecs = Ecs s + Ecs ns (3.42)
= Ecs1 pf
K∑
k=0
(k + 1)(1 − pf )k + Ecs1(K + 1)(1 − pf)K+1 (3.43)
= Ecs1
1 − (1 − pf)K+1
pf
(3.44)
Einfluss des Kanalzugriffsverfahrens auf den Energieverbrauch des Netzkno-
tens
In Abbildung 3.16 ist der Energieverbrauch der Kanalzugriffsverfahren bei geringer Netz-
werklast (200 Sensoren, 288 Pakete/Sensor/Tag) für Szenario I dargestellt. Dabei gelten
τcs = 0.5 ms und K = 5. Offensichtlich verbraucht CSMA etwas mehr Energie als die
anderen Verfahren. Genauere Untersuchungen zeigen, dass die Kollisionswahrscheinlich-
keiten bei dieser Last sehr gering sind. Somit kann der Vorteil von CSMA, nämlich das
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Abbildung 3.16: Einfluss des Kanalzugriffs (Szenario I), 200 Sensoren, tCS = 0.5 ms, K = 5
-5 250 5 15 2010
6
18
12
6
18
12
Eb/N0 [dB] PER
E
n
er
gi
ev
er
b
ra
u
ch
/b
it
[J
ou
le
]
×10−6
E
n
er
gi
ev
er
b
ra
u
ch
/b
it
[J
ou
le
]
×10−6
10010−15 10−510−10
CSMA
keine Koll.
unslotted ALOHA
slotted ALOHA
CSMA
keine Koll.
unslotted ALOHA
slotted ALOHA
Abbildung 3.17: Einfluss des Kanalzugriffs (Szenario I), 10000 Sensoren, tCS = 0.5 ms, K = 1
Nicht-Senden von Paketen bei momentanem Zugriff eines anderen Nutzers und der da-
mit verbundenen Energieeinsparung, nicht zur Geltung kommen. Vielmehr erfordert CS
zusätzlich Energie für das Abhören des Kanals.
Ein anderes Bild zeigt sich bei hohen Lasten (10000 Sensoren, 288 Pakete/Sensor/Tag),
wo die Vorteile von CSMA klar zutage treten. Bei schlechtem Eb/N0 wird weniger Ener-
gie verbraucht, da Pakete bei hoher momentaner Netzwerklast erst gar nicht übertragen
werden, und somit nur die Energie für CS anfällt. Ist der Kanal gut (hohes Eb/N0 ), liegt
der Energieverbrauch für CSMA nur geringfügig über dem orthogonaler Verfahren.
In jedem Fall verringert CSMA die Kollisionswahrscheinlichkeit im Netzwerk. Dies ist
in den jeweiligen PER-Diagrammen ablesbar und soll nochmals mit der Darstellung der
Kollisionswahrscheinlichkeiten in Abbildung 3.18 unterstrichen werden.
Generell können im drahtloses Medium die CS-Zeiten und die erlaubten Wiederho-
lungen , K, des CS sehr gering gewählt werden. Allerdings ist zu beachten, dass Sende-
und Empfangsknoten trotzdem quasi-synchronisiert sein müssen, da der Empfangsknoten
die Sendezeiten kennen muss, um in den Aktiv-Modus zu wechseln, vgl. auch 3.2.2. Dies
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Abbildung 3.18: Kollisionswahrscheinlichkeiten: 200 Sensoren (links), 10000 Sensoren (rechts)
erfordert den regelmäßigen Austausch von Signalisierungspaketen.
3.3.2 Fehlerschutzverfahren
In diesem Abschnitt soll nun untersucht, ob und welche Fehlerschutzverfahren in nieder-
bitratigen Netzwerken sinnvollerweise eingesetzt werden sollten. Dabei steht die Frage
nach der optimalen Koderate, im Sinne des Energieverbrauchs, der Paketfehlerrate und
des ARQ im Vordergrund.
Prinzipiell lassen sich Fehlerschutzverfahren in 2 Kategorien unterteilen [LMZG97]:
  Vorwärtsfehlerkorrektur (engl.: Forward Error Correction - FEC): dabei wird dem
Datenpaket Redundanz in Form von zusätzlichen Bits zugefügt, so dass Fehler im
Empfänger erkannt und gegebenenfalls korrigiert werden können. In dieser Arbeit
werden ausschliesslich Blockkodes, wie in [NSKF01] vorgeschlagen, betrachtet. Die
Wahrscheinlichkeit des korrekten Empfangs eines Paketes bei Einsatz von harten
Entscheidungen (engl.: hard decision) p3 kann mittels (3.45) ermittelt werden. Be-
zeichnen t die maximale Anzahl korrigierbarer Fehler in einem Wort der Länge Mc
und pb die bereits in Abschnitt 3.2.3 eingeführte Bitfehlerrate, dann ergibt sich p3
zu:
p3 =
t∑
i=0
pib(1 − pb)Mc−i
(
Mc
i
)
. (3.45)
Ob der Einsatz von Faltungskodes oder Turbo-Kodes sinnvoll ist, hängt nicht zuletzt
von der Komplexität der Koder/Dekoder ab.
  Rückwärtsfehlerkorrektur (ARQ): Werden mehr Fehler im Empfänger detektiert als
korrigiert werden können, kann eine wiederholte Übertragung des Datenpakets in-
itiiert werden. Das Problem dieses Verfahrens ist die erhöhte Verzögerung. In dieser
Arbeit wird das sogenannte Stop-and-Wait ARQ betrachtet, bei der erst dann ein
neues Paket gesendet wird, wenn das alte erfolgreich übertragen wurde.
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Bisher wurden alle Untersuchungen mit einem BCH(152, 128, 7)-Kode [Fri96] und
einem ARQ von L = 3 Wiederholungen durchgeführt. Um die zu gewinnenden Aussagen
nicht von einem speziellen Kode abhängig zu machen, werden im Folgenden die Schranken
für die Minimaldistanz linearer Blockkodes bemüht. Singleton-, Hamming- und Plotkin-
Schranke stellen obere Schranken der Leistungsfähigkeit eines linearen Blockkodes dar.
Die Existenz eines Kodes mit dieser Leistungsfähigkeit kann aber nicht garantiert werden
[Fri96]. Eine worst-case Abschätzung kann mit der Gilbert-Varshamov (GV)-Schranke
vorgenommen werden. Da sich die Ergebnisse der verschiedenen Schranken nur geringfügig
auf den Energieverbrauch und die Paketfehlerrate auswirken, kommen im Folgenden nur
die Hamming- und GV-Schranke zur Anwendung.
Hamming- und Gilbert-Varshamov-Schranke
Bei einem (Mc, Md, dmin)q-Blockkode
1 werden Md Informationssymbole durch Hinzufügen
von Redundanz in ein Mc langes Kodewort überführt. Dabei beträgt die Minimaldistanz,
d.h. der minimale Abstand zweier Kodewörter, dmin. Es bezeichne q die Wertigkeit der
Symbole. Die Koderate Rc ist das Verhältnis von Md und Mc:
Rc =
Md
Mc
(3.46)
Ein (Mc, Md, dmin)q-Blockkode kann t = b(dmin − 1)/2c Fehler korrigieren [Fri96],
wobei bxc die größte ganze Zahl ≤ x darstellt. Die einzelnen Schranken geben nun Ab-
schätzungen der Minimaldistanz bzw. der Anzahl korrigierbarer Fehler, als Funktion der
Informations- und Codewortlänge an.
Die Hamming-Schranke ist gegeben durch [Fri96]:
Mc − Md ≥ logq
[
t∑
i=0
(
Mc
i
)
(q − 1)i
]
(3.47)
und die Gilbert-Varshamov-Schranke durch [Fri96]:
dmin−1∑
i=0
(
Mc − 1
i
)
(q − 1)i < qMc−Md (3.48)
Bei gegebener Koderate lässt sich nun mittels (3.47) bzw. (3.48) die maximale Anzahl
korrigierbarer Fehler ermitteln, die in die Berechnung der Wahrscheinlichkeit für eine
erfolgreiche Dekodierung in (3.45) eingehen.
Einfluss der Kodierung auf den Energieverbrauch des Netzknotens
Abbildung 3.19 zeigt den Energieverbrauch bei Koderaten von 0.3 und 1 sowie maximalen
ARQs von 0 und 3 bei Paketlängen von 128 bit und 127 byte=1016 bit, letzteres entspricht
1In der Literatur findet man häufig die Notation (n, k, dmin)q . Um aber der in dieser Arbeit genutzten
Notation zu folgen, wird von dieser Schreibweise abgewichen.
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Abbildung 3.19: Energieverbrauch als Funktion von Eb/N0 (oben) und PER (unten) für verschie-
dene ARQ und Koderaten bei Anwendung der Hamming-Schranke
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der maximalen Länge des Datenpakets im Standard. Offensichtlich ist der Energiever-
brauch pro Nutzbit bei langen Paketen, trotz reduziertem relativem Overheads, höher.
Dies resultiert aus der erhöhten Kollisionswahrscheinlichkeit durch erhöhte Verkehrslast.
Lässt es die erlaubte Latenzzeit zu, kann es trotzdem sinnvoll sein, mehrere kurze Pakete
zu einem langen Paket zusammenzufassen, wie in [Min03] gezeigt wurde. Dann muss zwar
für eine gegebenes PER eine niedrigere Koderate angwendet werden. Gleichzeitig sinkt
aber der Overhead und die relative Energie, die beim Umschalten in den Aktiv-Modus
benötigt wird.
ARQ verbessert die Paketankunftsrate. Bei geringen Verkehrslasten wirkt sich dies kaum
auf den Energieverbrauch auf. Steigt dagegen die Verkehrslast, wie im Falle von Rc = 0.3
und Md = 1016 bit, ist aufgrund erhöhter Kollisionen auch mit einem erhöhten Energie-
verbrauch zu rechnen. Bei hohem Eb/N0 ist Kodierung kontraproduktiv. Der Vorteil einer
geringeren Sendeleistung steht die nunmehr verlängerte Verweilzeit des Transceivers im
Aktiv-Modus gegenüber. Da aufgrund der PA-Charakteristik eine Sendeleistungsverrin-
gerung nur marginal den Stromverbrauch im HF-Teil reduziert, wird der Gesamtenergie-
verbrauch hauptsächlich von der Zeit im Aktiv-Modus beeinflusst. Nichtsdestotrotz gibt
es einen Eb/N0 -Bereich, in dem Kodierung optimale Ergebnisse im Sinne des Energiever-
brauchs und der PER erzielt.
Abbildung 3.20 zeigt die zu wählende optimale Koderate über Eb/N0 bei Anwen-
dung der Hamming-Schranke (oben) bzw. der GV-Schranke (unten). Als optimale Ko-
derate wird diejenige bezeichnet, die bei gegebenem Eb/N0 minimalen Energieverbrauch
(→ Eopt) oder die minimale PER (→ PERopt) aufweist. Die optimale Koderate bezüglich
des Energieverbrauchs liegt sowohl bei geringen wie bei hohem Eb/N0 bei Rc = 1. Nur
bei ca. 5-10 dB ist leichte Kodierung sinnvoll, da die Anzahl der Bitfehler im Bereich
der Korrigierfähigkeit des Kodes liegt. Bei ca. 5 dB greift der Kode, so dass Wiederho-
lungen vermieden werden können. Bei geringem Eb/N0 Bitfehlern treten schlicht zuviele
Fehler auf, so dass das ARQ voll ausgeschöpft wird. Bei hohem Eb/N0 ist ein guter Kode
überflüssig. Wird als Optimierungskriterium die PER gewählt, dann steigt die optimale
Koderate monoton mit Eb/N0 an. Aber auch hier erweist sich bei Eb/N0 >15 dB eine
Koderate von 1 als optimal. Nichtsdestotrotz sollte natürlich immer ein Kode eingesetzt
werden, der Fehler sicher erkennen kann.
Die Art der gewählten Schranken beeinflusst das Ergebniss nur marginal.
3.4 Energieverteilung
Am Ende des Kapitels soll noch geklärt werden, wie sich die Energie auf die Modi Senden,
Empfangen und im Ruhezustand verteilt. Diese Analyse gibt wichtige Hinweise sowohl für
den HF-Designer als auch für den Protokollentwickler. Die Energieverteilung verdeutlicht,
in welchem Modus die meiste Energie verbraucht wird und somit, wo das HF-Design anset-
zen muss, um energieeffizientere Schaltkreise zu entwerfen. Um Kommunikationsabläufe
effizient zu planen, muss bekannt sein, wie das Verhältnis von Empfangs- zu Sendeenergie
ist.
Abbildung 3.21 zeigt die Verteilung des Energieverbrauchs pro Informationsbit in den
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Abbildung 3.20: Optimale Koderate für Hamming-Schranke (oben) und GV-Schranke (unten)
für verschiedene ARQ und Paketlängen, Optimierungskriterium ist entweder die
Energie (Eopt) oder die PER (PERopt)
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Abbildung 3.21: Energieverteilung in TX/RX/Sparmodus
einzelnen Modi bei Ankunftswahrscheinlichkeiten von 0.9 und 0.99 sowie bei Datenraten
von 2.4 und 20 kbps. Offensichtlich gibt es keine generelle Aussage, welcher Modus den
höchsten Energieverbrauch aufweist. Aufgrund der langen Verweildauer im Energiespar-
modus, wird trotz sehr geringer sleep-Leistung viel Energie verbraucht. Damit muss nicht
nur der PA optimiert werden, sondern auch die im Ruhezustand noch aktiven Kompo-
nenten. Für den Fall geringer Datenraten (hier: 2.4 kbps) ist die Bilanz zwischen den
Modi ausgeglichen. Insbesondere ist bemerkenswert, dass die Energien für Senden und
Empfangen in der gleichen Größenordnung liegen. Damit ist die für Breitbandsysteme
gültige Aussage, dass der Sendevorgang die meiste Energie verbraucht, für Sensornetz-
werke widerlegt. Tatsächlich kann bei geringen Ausgangsleistung der Empfangsprozess
mehr Energie benötigen. Dies hat weitreichende Konsequenzen für den Protokollentwurf.
So kann es energieeffizienter sein, ein Paket ohne Handshaking-Verfahren und Kanalzu-
weisung zu senden. Im seltenen Falle einer Kollision kann dann mittels ARQ das Paket
wiederholt übertragen werden.
3.5 Zusammenfassung
In diesem Kapitel wurde gezeigt, dass Energie und Leistungsverbrauch nicht in der glei-
chen Größenordnung skalieren. Vielmehr bedingt ein nur geringer Einfluß des PA, dass
hohe Sendeleistungen in Kauf genommen werden können, wenn dadurch die Zeit des
Transceivers im Aktiv-Modus verkürzt wird. Daraus resultieren Phänomene, die konträr
zum allgemeinen Verständnis in der Breitbandübertragung sind. So ist die Übertragung
mittels mehrwertiger Modulationsverfahren durchaus sinnvoll. Dagegen ist FEC energe-
tisch eher negativ zu bewerten, da die Reduzierung der Sendeleistung mit längeren Aktiv-
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Zeiten einhergeht.
Blockschwundkanäle verschlechtern die Zuverlässigkeit der Übertragung signifikant. Multi-
Hop Protokolle können hier Abhilfe schaffen.
Bei geringen Verkehrsraten im Netzwerk ist es theoretisch egal, welches Kanalzugriffs-
verfahren verwendet wird. Praktisch muss die Entscheidung dahingehend getroffen wer-
den, welches Verfahren den geringsten Protokoll-Mehraufwand zur Organisation der Kno-
ten benötigt. Bei hohen Lasten stellt CSMA ein attraktives Verfahren dar, solange die
Wahrscheinlichkeit von abgeschatteten Knoten gering und der Empfänger eine nicht-
batteriebetriebene Basisstation ist.
Bei Betrachtung der Energieverteilung auf die einzelnen Modi Senden/Empfangen/Ruhe-
zustand ist festzustellen, dass insbesondere bei geringen Sendezyklen alle Modi einen signi-
fikanten Energieverbrauch aufweisen. Damit besteht hardwareseitig für alle Modi Optimie-
rungspotential. Beim Protokollentwurf ist darauf zu achten, dass Senden und Empfangen
in der gleichen Größenordnung Energie verbrauchen. Daher sind lange Verweildauern im
Empfangsmodus zu vermeiden.
Kapitel 4
Einsatz von UWB bei der direkten
Übertragung
4.1 Motivation
Gemäß FCC-Definition (engl.: Federal Communications Commission) [FCC02] werden
unter Ultra-Wideband (UWB) Systeme verstanden, die eine Bandbreite größer 500 MHz
belegen oder deren relative Bandbreite1 größer als 0.2 ist. Ihre Attraktivität resultiert
unter anderem daraus, dass sie lizenzfrei operieren können, wenn die vorgegebenen Sen-
deleistungsbestimmungen2 eingehalten werden.
Die Idee der UWB-Übertragung ist nicht neu. Die Radartechnik ist ein klassisches Beispiel
dieser Technologie. Die theoretischen Grundlagen der UWB-Übertragung wurden bereits
in den 40-er Jahren erarbeitet, allerdings wurden diese erst in den 60-er Jahren für mili-
tärische Zwecke praktisch umgesetzt [Bar00]. In den 70-er Jahren bestand grundlegendes
Verständis über Sender- und Empfängerentwurf, Antennen- und Systemdesign. In dieser
Zeit wurden auch erste zivile Anwendungen, so z.B. für Bodenradare, forciert. Nicht ver-
gessen werden soll an dieser Stelle die Arbeit von Harmuth. Er beschäftigte sich sowohl mit
theoretischen Fragen, wie der Ausbreitung von
”
nichtsinusförmigen elektromagnetischen
Wellen“ [Har86] als auch mit praktischen Implementationsproblemen wie dem Empfän-
gerentwurf [Har81]. Zudem war er der Erfinder der Hochstromantennen. Mitte der 90-er
begann sich die Forschung, insbesondere in den USA, erneut für UWB zu interessieren.
Abseits der etablierten Radartechnik soll UWB nun in leistungseffizienten Funksystemen
Anwendung finden. In den USA wurden durch die FCC bereits entsprechende Leistungs-
dichtemasken spezifiziert und damit die Grundlagen geschaffen, um industrielle Forschung
und Produktentwicklung voranzutreiben. Insbesondere Synchronisation, Empfängerent-
wurf, das Design breitbandiger Antennen und die Koexistenz von UWB-Systemen mit
etablierten Schmalbandanwendungen sind anhaltende Forschungsthemen weltweit.
Ursprünglich wurden unter UWB-Signalen kurze Pulse, z.B. mit Pulsdauern < 1 ns, ver-
1Die relative Bandbreite Brel ist definiert als Brel = Signalbandbreite/Mittenfrequenz
2Um bestehende Funksysteme nicht zu beeinträchtigen, sind die Sendeleistungsdichten vom Frequenz-
band abhängig. Bei Innenanwendungen beträgt die von der FCC maximal erlaubte Sendeleistungsdichte
-41.3 dBm/MHz in einem Frequenzbereich von 3.1-10.6 GHz.
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standen. Diese Art wird heute als Impulsradio (IR, engl.: impulse radio) oder auch trä-
gerlose Übertragung bezeichnet. Heutzutage zählen aber auch Spreizspektrumverfahren,
Mehrträgerverfahren oder Multi-Band-Signale (z.B. Multi-Band OFDM) zu den UWB-
Signalen, solange sie die UWB-Definition gemäß FCC einhalten [STR+04].
Aufgrund der hohen Bandbreite von UWB-Signalen und des damit verbundenen hohen
zeitlichen Auflösevermögens eignen sich UWB-Systeme für die hochgenaue Positionsbe-
stimmung. Außerdem können Mehrwege sehr präzise aufgelöst werden. Dies ist vorteilhaft,
da nichtkonstruktive Überlagerungen, die zum Schwund führen, weitestgehend vermieden
werden. Allerdings muss der Empfänger in der Lage sein, die einzelnen Pfadenergien auch
entsprechend auszuwerten, was zu einer hohen Empfängerkomplexität führen kann.
Durch die geringe Leistungsdichte sind UWB-Signale rauschähnliche Signale. Erste Un-
tersuchungen deuten an, dass bei Einhaltung der FCC-Frequenzmasken kaum Beeinträch-
tigungen von traditionellen Schmalbandsystemen durch UWB-Systeme zu erwarten sind
[QALG05].
IR ist für energieeffiziente Übertragung besonders interessant, da die ultra-kurzen Pulse
sehr geringe Aktiv-Zeiten des Transceivers zulassen. Desweiteren wird ein geringer Hard-
wareaufwand prognostiziert, da auf die Mischer verzichtet werden kann [OLR+04]. IR ist
eine Alternative zur Schmalbandübertragung in IEEE 802.15.4. Sie wird von der Arbeits-
gruppe IEEE 802.15.4a untersucht. Die folgenden Ausführungen beziehen sich ausschließ-
lich auf IR.
Momentan erscheinen die ersten Bücher, die sich mit dem Einsatz von UWB-Systemen
in der Nachrichtentechnik beschäftigen. Im Gegensatz zu früheren Büchern steht hier der
Einsatz von UWB-Systemen in der Kommunikationstechnik, und nicht in der Radartech-
nik, im Vordergrund. Als Einführung seien hier [GMK04] und [OHI04] empfohlen.
Theoretische Analysen wurden vor allem von Scholtz, Win und Ramirez-Mireless durch-
geführt, z.B. [SW97], [WS98], [RM01]. Aber auch die Arbeiten von Kohno, z.B. [Koh04],
[EHTK02] und Oppermann, z.B. [OLR+04], [STR+04] sollen an dieser Stelle würdigend
genannt werden.
Die im Rahmen dieses Kapitels erzeugten Ergebnisse wurden mit Hilfe des Simulators
uwbsim erzeugt. Dieser wurde freundlicherweise vom Lehrstuhl für Theoretische Nach-
richtentechnik der TU Dresden zur Verfügung gestellt. uwbsim ist ein in der Program-
miersprache C/C++ erstelltes Programm, welches UWB-Systeme mit mehreren Sendern
und derzeit einem Empfänger simuliert. Über Parameter sind verschiedene Pulsformen,
Modulationsarten, Kodierer, Kanäle und Empfangsalgorithmen einstellbar. Im Anhang D
wird beispielhaft eine Konfigurationsdatei dargestellt.
4.2 Grundlagen der UWB Kommunikation
Prinzipiell werden, wie in Abbilung 4.1 gezeigt, bei der IR-UWB-Übertragung schmale
Pulse der Breite τw im mittleren Abstand der Rahmendauer Tf übertragen. Im einfach-
4.2 Grundlagen der UWB Kommunikation 61
τW
Tf
s(t)
t
Abbildung 4.1: Äquidistante Pulsfolge (nach [Mül00])
sten Fall entspricht dabei ein Puls einem Symbol. Dann beträgt die Datenrate 1/Tf [Sym-
bole/s]. Ein Rahmen kann wiederum in Zeitschlitze (
”
Chips“) der Länge Tc untergliedert
werden. Verschiedenen Nutzern im System können dann unterschiedliche Zeitschlitze zu-
gewiesen werden. In energieeffizienten, niederbitratigen Systemen wird ein Zeitschlitz so
dimensioniert, dass keine Interferenzen durch Mehrwege zwischen verschiedenen Nutzern
auftreten können. Damit kann auf aufwändige Mehrnutzertrennungsverfahren verzichtet
werden, die durch Interpulsinterferenzen zwischen verschiedenen Nutzern auftreten wür-
den. Die Anzahl möglicher Nutzer kann dann mittels der Beziehung Tf/Tc ermittelt wer-
den.
Werden Mc Symbole übertragen und sei wg(t) die erzeugte Pulsform, so ergibt sich das
Sendesignal s(t) vor der Antenne zu:
s(t) =
Mc−1∑
i=0
wg(t − iTf ) (4.1)
Als Pulse kommen Signale mit einem Spektrum in Frage, die die FCC-Bedingungen
bzgl. der Leistungsdichte einhalten. Die von der FCC spezifizierte Frequenzmaske für An-
wendungen im Innenbereich ist in Abbildung 4.2 dargestellt.
Ein häufig analysierter und auch praktisch eingesetzter Puls ist der sogenannte Gauss
Puls. Er kann näherungsweise durch die Ladung/Entladung eines Kondensators erzeugt
werden, der parallel zu einem spannungsgesteuerten Schalter, z.B. einem Transistor, ge-
schaltet ist [Mül00]. Auch die Klasse der modifizierten hermitischen Signale können als
Pulsform genutzt werden. Dabei werden die hermitischen Polynome mit einem Korrek-
turterm multipliziert, so dass orthogonale Folgen entstehen [GMK04]. Der generierte Puls
wird über die Sendeantenne abgestrahlt. Die Antenne kann dabei als Hochpass modelliert
werden, so dass im Zeitbereich eine Differentiation des Pulses erfolgt [RM01]. Gleiches
geschieht an der Empfangsantenne.
Im Folgenden werden nur Pulsformen aus der Klasse der Gausspulse betrachtet. Aus der
generierten Pulsform wg(t) entsteht nach der Sendeantenne der sogenannte Gauss’sche
Monopuls wTX(t). Am Empfänger entsteht dann das sogenannte Gauss’sche Doublet
wRX(t).
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Abbildung 4.2: Frequenzmaske für Anwendungen im Innenbereich nach [FCC02]. Besonders re-
striktiv sind die Sendeleistungsbeschränkungen im GPS-Band. Das 3.1-10.6 GHz-
Band wird für UWB-Anwendungen forciert, da hier die höchsten Sendeleistungs-
dichten erlaubt sind.
wg(t) = c1 · exp−(t/τw)2 (4.2)
wTX(t) =
d(wg(t))
dt
= c2 · t exp−(t/τw)2 (4.3)
wRX(t) =
d(wTX(t))
dt
= c3(c3t
2 − 1) exp−(t/τw)2 (4.4)
Abbildung 4.3 zeigt den Gauss-Puls und seine Ableitungen im Zeit- und Frequenz-
bereich. Offensichtlich bewirkt jede Ableitung eine Erhöhung der Medianfrequenzen1.
Gleichzeitig sinkt die Bandbreite des Signals. Der Impuls wird gleichstromfrei, und die
Impulsflanken versteilern sich.
4.3 UWB Kanalmodelle
Aufgrund der hohen Bandbreite der UWB-Signale können sehr viele Mehrwege aufge-
löst werden. Es verringert sich die Wahrscheinlichkeit, dass sich Pfade gleicher Verzöge-
rungszeit überlagern. Damit sind die Schwundeinbrüche im Frequenzbereich von UWB-
Signalen nicht mehr so groß wie bei Schmalbandsystemen. Die für Schmalbandsysteme
1Die Medianfrequenz bezeichnet die Frequenz, an der die Flächen links und rechts dieser Frequenz
gleich groß sind
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Abbildung 4.3: Pulsformen für IR-UWB-Übertragung. Jede Antenne kann als Hochpass model-
liert werden. Wird ein Gauss Puls erzeugt, dann liegt hinter der Sendeantenne die
erste Ableitung des Gauss Pulses an, der sogenannte Gauss’sche Monopuls. Hinter
der Empfangsantenne liegt dann das Gauss’sche Doublet an. Die Normierung im
rechten Bild erfolgt auf die jeweilige Leistung des Pulses an der Medianfrequenz.
entwickelten Kanalmodelle, die im Allgemeinen Rayleigh- oder Rice-verteilte Amplitu-
denschwankungen annehmen, müssen modifiziert werden. Dieser Fakt und die vielfäl-
tigen Anwendungen mit unterschiedlichen Anforderungen förderte die Entwicklung vie-
ler, auf UWB-Systeme zugeschnittener, Kanalmodelle. In Abhängigkeit von der UWB-
Technologie (Pulsverfahren, Mehrbandverfahren) werden unterschiedliche Kanalmodelle
angewendet. Zudem hängt das Kanalmodell von der forcierten Anwendung (Nutzung im
Innen-/Außenbereich, Datenrate) ab. Trotz der Vielzahl von Ansätzen bildet das Saleh-
Valenzuela-Kanalmodell (SV-Modell) [SV87] immer noch die Grundlage vieler Modelle.
Daher soll dieses Modell für die weiteren Untersuchungen genutzt werden.
Das SV-Modell beruht auf Messungen im Innenbereich. Es wird davon ausgegangen, dass
in Gebäuden Reflexionen an Clustern auftreten, z.B. an einer Möbelgruppe, und dass vie-
le solcher Cluster zu finden sind. Die Ankunftszeiten von Echos innerhalb eines Clusters
werden mit einem Poisson-Prozess der Rate λc beschrieben. Die Ankunftszeiten des ersten
Echos der verschiedenen Cluster werden mit der Rate Λc modelliert. Damit gilt, dass die
Zwischenankunftszeit Tl zwischen dem ersten Echo des (l − 1)−ten und dem ersten Echo
des l−ten Clusters exponentiell verteilt ist. Ebenso ist die Zwischenankunftszeit τkl des
(k − 1)−ten und k−ten Echos im l−ten Cluster exponentiell verteilt [SV87]:
p(Tl | Tl−1) = Λc exp [−Λc(Tl − Tl−1)] , l > 0 (4.5)
p(τkl | τ(k−1)l) = λc exp
[
−λc(τkl − τ(k−1)l)
]
, k > 0. (4.6)
Die Kanalimpulsantwort h(t) ergibt sich zu:
h(t) =
∞∑
l=0
∞∑
k=0
βkl exp(jΦkl)δ(t − Tl − τkl), (4.7)
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Abbildung 4.4: Saleh-Valenzuela-Modell (nach [SV87]). Innerhalb eines Clusters sinkt die mitt-
lere Leistung der Echos exponentiell mit Parameter 1/γc. Zwischen den ersten
Echos aufeinanderfolgender Echos sinkt die mittlere Leistung exponentiell mit
Parameter 1/Γc.
wobei die Phasen Φkl statistisch unabhängige Zufallsvariablen in [0, 2π) darstellen. Die
mittlere Leistung eines Clusters folgt einem exponentiellen Abfall in Richtung größeren
Verzögerungszeiten, wobei die einzelnen Kanalkoeffizienten βkl zusätzlich einer Rayleigh-
Verteilung unterliegen.
Abbildung 4.4 zeigt exemplarisch den Verlauf der mittleren Kanalleistung als Funktion
der Zeit, wobei der Abfall innerhalb eines Cluster durch die Leistungs-Verzögerungskonstante
γc und zwischen den Clustern durch Γc dargestellt werden.
Im Weiteren werden einige weiterführende Kanalmodelle kurz benannt. Das Kunisch-
Pamp-Modell [KP02] ist geeignet für WPAN-Anwendungen im Innenbereich. Kunisch und
Pamp beobachteten in ihren Messungen eine Häufung von Echos innerhalb eines Clusters
nahe des ersten Echos eines Clusters. Dieses sogenannte
”
spiky behavior“ wird in ihrem
Modell berücksichtigt.
Das Förster-Modell [FL03] passt die Parameter des SV-Modell entsprechend an die eige-
nen Messungen an. Desweiteren wird im Gegensatz zum SV-Modell der Schwund anstelle
einer Rayleigh-Verteilung mit einer lognormal-Verteilung beschrieben. Die Ankunftszeiten
werden nicht mehr mit einer Poisson-Verteilung modelliert, sondern mittels eines modifi-
zierten Poisson-Prozesses (∆ − K-Modell). Dieser wurde von Turin [TCJ+72] entwickelt
und später von Suzuki [Suz77] erweitert [Has93].
Alvarez et al. [AVL+03] entwickelt ein völlig neuartiges Modell. So wird die Kanalim-
pulsantwort nicht mehr komplexwertig im Basisband aufgestellt, sondern reellwertig im
Bandpassbereich. Dies ist gerechtfertigt, da IR ein trägerloses Verfahren darstellt und da-
mit IR-UWB-Signale a priori Tiefpass-Signale sind. Die Verteilungsdichtefunktion der Lei-
stung des Schwund-Prozesses wird als Weibull-Verteilung angenommen. Außerdem werden
frequenzabhängige Dämpfungsverläufe in die Modellierung einbezogen.
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LOS NLOS
Λc 0.025 ns
−1 0.4 ns−1
λc 0.045 ns
−1 5.5 ns−1
Γc 14.5 ns 14 ns
γc 8 ns 7.5 ns
Tabelle 4.1: Parameter des Saleh-Valenzuela-Mehrwegekanals, die in den Simulationen genutzt
werden, vergleiche auch Abbildung 4.4
Interpulsinterferenzen im LOS- und NLOS Saleh-Valenzuela-Kanal
Die folgenden Simulationsergebnisse sollen aufzeigen, bei welchen Datenraten Interpulsin-
terferenzen auftreten. Dabei wird Pulse Position Modulation (PPM) angewendet, welche
im Abschnitt 4.4 erläutert wird. Als Empfänger kommt ein kanalangepasstes Filter (chan-
nel matched filter-channel MF ) zum Einsatz. Da der Aufwand für einen solchen Empfänger
im realen leistungseffizienten System zu groß wäre, stellen die gezeigten Kurven eine un-
tere Fehlerschranke dar.
Es wird ein SV-Modell zugrunde gelegt, wobei sowohl LOS als auch NLOS-Szenarien
untersucht werden. Die Parameter des Kanals sind in Tabelle 4.1 aufgelistet, die exem-
plarisch für ein Bürogebäude gelten. Diese Spezifikationen gehen auf die Empfehlungen
von Förster&Li [FL03] zurück und stellen ein modifiziertes SV-Modell dar. Gemäß dem
Vorschlag von Förster wird die von Saleh-Valenzuela vorgeschlagene Rayleigh-Verteilung
der Mehrwegeamplitude durch eine lognormal-Verteilung ersetzt.
Bei der Simulation wurde das Einzelnutzerverhalten bei unkodierter PPM-Modulation
und Pulslängen von 1 ns untersucht. Die zeitliche Synchronisation wurde als perfekt an-
genommen.
Abbildung 4.5 zeigt die Bitfehlerraten bei Übertragung im Saleh-Valenzuela-Kanal bei
Datenraten zwischen 1 Mbps und 1 Gbps. Die linke Abbildung zeigt das Verhalten unter
LOS-Bedingungen, die rechte unter NLOS-Bedingungen. Offensichtlich ist bei einer Rate
von 1 Gbps keine Übertragung mehr möglich, da jede Nanonsekunde ein Bit übertragen
werden muss, damit ist die Entscheidung über die Position und damit über das Bit nicht
mehr möglich. Der SV-Kanal verursacht Interpulsinterferenzen (IPI). Diese ist natürlich
umso stärker, je dichter die Pulse zusammenliegen, d.h. je größer die Datenrate ist. Bei
Raten kleiner 1 Mbps hat IPI fast keinen Einfluss mehr, die BER gleicht sich der für den
Einnutzer Fall im AWGN-Kanal an.
Interessanterweise erreichen LOS- und NLOS-Kanäle etwa diesselben Bitfehlerraten. Bei
hohen Eb/N0 ist die BER im NLOS-Kanal sogar leicht geringer als im LOS-Kanal. Eine
mögliche Erklärung ist, dass die IPI-Störungen im NLOS-Kanal eher einer Gaussverteilung
folgen, da die Mehrwege länger sind und somit mehr Störeinfluss von mehreren Pulsen
besteht.
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Abbildung 4.5: Einfluss der Datenrate auf die BER im SV-Kanal, links: LOS-Kanal, rechts:
NLOS-Kanal
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Abbildung 4.6: UWB-Modulationsverfahren: PPM und PAM
4.4 Modulation
Die am häufigsten angewandten Modulationsverfahren bei IR-UWB sind PAM (engl.:
Pulse Amplitude Modulation) und PPM (engl: Pulse Position Modulation). Beide Ver-
fahren sind in Abbildung 4.6 dargestellt. Eher von theoretischem Interesse sind dagegen
PSM (engl.: Pulse Shape Modulation) und bi-orthogonale Verfahren. Bei ersterem be-
stimmt die Pulsform die übertragenen Daten, z.B. durch Inversion eines Template-Pulses
[GMK04] (für den 2-wertigen Fall auch als BPSK bezeichnet). Bi-orthogonale Verfahren
können z.B. durch die Kombination von PPM und antipodaler PAM generiert werden.
Bei der PAM lässt sich das generierte Signal darstellen als s(t) = σiwtx(t) mit σi ≥ 0,
wobei der Fall σi = {0, 1} als OOK bezeichnet wird. Zuweilen findet sich in der Literatur
auch für Folgen von {−σi, σi} die Bezeichnung PAM, obwohl man sie auch als Bi-Phasen
Signale interpretieren könnte.
Bei PPM wird das Symbol anhand der zeitlichen Position des Pulses identifiziert: s(t) =
wtx(t− τi), wobei τi den Modulationsindex bezeichnet. Anschaulich kann dies als eine Art
FSK im Zeitbereich interpretiert werden. Werden die Pulse als zeitlich begrenzt betrach-
tet, dann lassen sich wie bei m-wertiger FSK die PPM-Signale mittels m orthogonaler
Basisvektoren beschreiben. Sind die Positionen der Pulse disjunkt, dann ist die BER von
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Abbildung 4.7: Aufbau eines Rake-Empfänger: Die einzelnen Pfade bezeichnen die Finger des
Rake.
PPM die gleiche wie bei anderen orthogonalen Modulationsverfahren (vgl. (3.11)). Wer-
den die Pulse dagegen als unendlich zeitlich ausgedehnt betrachtet, kann die BER wie in
[RM01] berechnet werden. Um mehr Pulse innerhalb der Rahmendauer Tf unterzubrin-
gen, können die Pulsverschiebungen τi so gewählt werden, dass sich die Pulse teilweise
überlappen (engl.: overlapping PPM - OPPM) [BDK84]. Dies führt zu höheren BER.
Natürlich existieren auch mehrwertige Varianten der Modulationsverfahren. Da aber wei-
terhin der Schwerpunkt auf Transceivern mit geringer Komplexität liegt, soll im Folgenden
nur die disjunkte Form der PPM untersucht werden.
4.5 Empfängerentwurf für IR-UWB
Der optimale Empfänger bezüglich des SNR ist das kanalangepasste Filter. Ein Beispiel
für einen solchen Empfänger ist der Rake-Empfänger, der soviele Finger wie auflösbare
Mehrwege besitzt. Da allerdings die Komplexität eines solchen Empfängers für die hier
betrachteten energieeffizienten Systeme viel zu hoch ist, wird im Folgenden die Leistungs-
fähigkeit von suboptimalen Empfangsmethoden betrachtet, namentlich Rake-Empfänger
mit begrenzter Anzahl von Finger, Energiedetektion und Auto-Korrelationsempfänger
(auto-correlating receivers - ACR).
Ist die Anzahl der Mehrwege gering, eignet sich ein Rake-Empfänger [Pro01], der in
Abbildung 4.7 dargestellt ist. Dabei werden, je nach Anzahl der vorhandenen Zweige Nr (=
”
Finger“), die Signale der einzelnen, um jeweils τi verzögerten Pfade akkumuliert. Der De-
tektor schätzt schließlich das gesendete Symbol di. Als Akkumulationsalgorithmus können
prinzipiell alle bekannten Combining-Verfahren angewandt werden (maximum ratio com-
bining, selection combining, equal gain combining). Im Folgenden wird nur maximum ratio
combining betrachtet. Auch für die Auswahl der Finger existieren verschiedene Ansätze.
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Abbildung 4.8: Aufbau eines Energiedetektors. Bei dieser Art des Empfangs wird die Empfangs-
leistung über eine Symboldauer akkumuliert.
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Abbildung 4.9: Auto-Korrelationsempfänger (nach [PJ04]): Vor dem informationstragende Puls
wird ein Template-Puls übertragen. Am Empfänger werden beide Signale korre-
liert.
So können z.B. nur die Mehrwegekomponenten mit den höchsten Leistungen berücksich-
tigt werden. Dieses Verfahren wird Generalized Selection Combining genannt [SA02]. Oder
es wird der stärkste Pfad ermittelt und die anderen werden blind äquidistant plaziert.
Energiedetektion [STR+04] besticht durch seinen einfachen Empfängeraufbau, wie aus
Abbildung 4.8 ersehen werden kann. Daher wurde dieses Verfahren auch bereits in ersten
Testsystemen implementiert [OLR+04]. Die Synchronisation kann mittels mehrerer paral-
leler Zweige realisiert werden, die zeitversetzt arbeiten. Die Anzahl der Zweige bestimmt
die mögliche Synchronisationsgenauigkeit. Der Zweig mit dem maximalen Ausgangssignal
wird dann als Synchronisationsreferenz definiert.
Der Empfang nach dem Auto-Korrelations-Prinzip [PJ04] ist in Abbildung 4.9 darge-
stellt. Dabei wird vorausgesetzt, dass vor der aktuellen Datenübertragung ein Template-
Puls gesendet wird. Der informationstragende Puls wird um die Zeit τs nach dem Template-
Puls übertragen. Am Empfänger werden beide Pulse korreliert. Der Template-Puls dient
dazu, das für den ACR-Empfang notwendige Referenzsignal bereit zu stellen [CS02].
Muss das Template für jeden Puls gesendet werden, ist außerdem schon a priori eine um
3 dB geringere Leistungsfähigkeit bezüglich des Eb/N0 als bei Verfahren ohne Template-
Übertragung zu erwarten, wenn das Template mit dergleichen Sendeleistung wie das infor-
mationstragende Signal übertragen wird. Eine weitere Verschlechterung der Bitfehlerrate
ergibt sich dadurch, dass das Template verrauscht ist.
Eine sehr leistungseffiziente Variante wäre, die Signale analog zu korrelieren. Allerdings
ist es schwierig, das Template entsprechend exakt zu verzögern, da erstens entsprechen-
de Verzögerungsleitungen sehr lang sein müssten und zweitens zusätzliche Verzerrungen
durch die Leitungen aufträten. Möglicherweise können charge-coupled devices-CCDs als
Verzögerungsleitungen eingesetzt werden [Nus]. Eine weitere Möglichkeit wäre der Einsatz
eines Oberflächenwellenfilters (engl.: Surface Acoustic Wave-SAW). Abgriffe an verschie-
denen Stellen des Filters könnten verschiedene Verzögerungen realisieren. Allerdings ist
die Entwicklung eines solchen Filters teuer [Nah].
Die folgenden Simulationsergebnisse wurden unter Annahme von unkodierter PPM-
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Abbildung 4.10: Simulierte Bitfehlerrate im AWGN-Kanal verschiedener UWB-Empfänger, zum
Vergleich sind auch die Bitfehlerraten der schmalbandigen 2-FSK mit kohären-
ter und nichtkohärenter Demodulation dargestellt; Übertragungsrate 100 kbps
unkodiert
Modulation und einer Datenrate von 100 kbps erzielt. Wie in Abbildung 4.5 gezeigt wurde,
tritt bei Datenraten kleiner als 1 Mbps und damit bei 100 kbps keine Interpulsinterferenz
auf.
Abbildung 4.10 zeigt simulierte Bitfehlerkurven der vorgestellten Empfänger im AWGN-
Kanal. Wie zu erwarten, hat das Kanal-MF diesselbe BER wie ein kohärent demoduliertes
orthogonales Schmalbandmodulationsverfahren. Energiedetektion hat dieselbe Leistungs-
fähigkeit wie ein nichtkohärent demoduliertes orthogonales Modulationsverfahren. ACR
benötigt ein mehr als 3 dB höheres Eb/N0 als ein Kanal-MF. Genau 3 dB Unterschied
entstehen dadurch, dass zwei Signale übertragen werden: das Template und das Informa-
tionssignal. Bei gegebener Sendeenergie können damit Template und Informationssignal
nur jeweils mit der halben Sendeleistung übertragen werden. Die verbleibende Differenz
resultiert daraus, dass das Template rauschbehaftet ist.
Der betrachtete ACR kann verbessert werden, indem anstelle des Template-Pulses der vor-
herige gesendete Puls als Template genutzt wird. Dieses Verfahren wurde in [HSjFR02]
vorgeschlagen und kann als differentieller ACR bezeichnet werden. Dann führt nur das
verrauschte Referenzsignal zu einer Verschlechterung der BER-Kurve im Vergleich zur
kohärenten Demodulation.
Abbildung 4.11 zeigt die Bitfehlerraten der Empfänger bei Übertragung über einen
Saleh-Valenzuela-Kanal mit Sichtverbindung (oben) und ohne Sichtverbindung (unten).
Im LOS-Kanal ist der direkte Pfad sehr stark, so dass ein Rake-Empfänger mit nur einem
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Abbildung 4.11: Simulierte Bitfehlerrate verschiedener UWB-Empfänger im Saleh-Valenzuela-
LOS-Kanal (oben) und im Saleh-Valenzuela-NLOS-Kanal (unten), zum Ver-
gleich sind auch die Bitfehlerraten der schmalbandigen BPSK und der 2-FSK
mit nichtkohärenter Demodulation dargestellt, Übertragungsrate: 100 kbps un-
kodiert
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Finger schon die Leistungsfähigkeit eines Auto-Korrelationsempfängers erreicht. Bei 10
Fingern wird die theoretische AWGN-Leistungsfähigkeit des kohärenten Empfanges er-
reicht. Energiedetektion zeigt bei einem Eb/N0 von 13 dB immer noch eine BER von ca.
10−2. Ein wichtiger Parameter bei der Energiedetektion ist die Fenstergröße. Diese be-
zeichnet die Zeitdauer, über die die Leistung integriert wird. Ist die Fenstergröße zu klein
gewählt, werden nur wenige Mehrwegekomponenten in die Integration einbezogen. Aller-
dings steigt mit der Fenstergröße auch die Rauschleistungsdichte. Wird die Fenstergröße
zu groß dimensioniert, verschlechtert sich das Eb/N0 . Hier gilt es ein Optimum zu finden.
Bei den gezeigten Simulationen erwiesen sich Fensterlängen im Bereich der Pulsdauer als
günstig im Sinne der Bitfehlerrate.
Aus eben genannten Gründen, verschlechtert sich die Leistungsfähigkeit der Energiede-
tektion im NLOS-Kanal noch mehr. Die Leistung der einzelnen Pfade nimmt ab, während
die Rauschleistung konstant bleibt. Bei einem Eb/N0 =16 dB liegt die BER noch bei 10
−1.
Rake-Empfänger haben aufgrund der Aufteilung der Pulsleistung in sehr viele auflösbare
Pfade erst bei einer großen Anzahl von Fingern (einige zehn bis hundert) eine brauchbare
Leistungsfähigkeit. Praktisch ist aber ein Rake-Empfängern mit so vielen Fingern insbe-
sondere in energieeffizienten Systemen nicht umsetzbar.
ACR hat zwar bei einem Eb/N0 =16 dB noch eine Bitfehlerrate von 3.2×10−2, weist aber
einen starken Abfall der BER bei steigendem Eb/N0 auf. So liegt die unkodierte Bitfeh-
lerrate bei Eb/N0 =20 dB nur noch bei 1.7×10−4. Die gezeigten Ergebnisse wurden unter
Annahme bekannter Verschiebung zwischen Template und Informationssignal gewonnen.
In praktischen Systemen wird die Leistungsfähigkeit von ACR davon abhängen, ob die
zeitliche Verschiebung τs (vgl. Abbildung 4.9) genügend genau realisierbar ist.
Die Simulationen mit verschiedenen Empfängern zeigen, dass ACR durchaus eine Al-
ternative zu den komplexen Rake-Empfängern darstellen kann. Der Einsatz von Rake-
Empfängern erscheint wegen der hohen Fingeranzahl insbesondere in NLOS-Kanälen für
die benötigten einfachen Empfänger nicht geeignet. Energiedetektion hat nur in AWGN-
Kanälen eine ausreichende Leistungsfähigkeit. Der Empfang bei kodierter Übertragung
bleibt ein zukünftiges Forschungsgebiet.
In [HSjFR02] werden ACR und Rake-Empfänger in einem NLOS-Kanal verglichen. Die
Ergebnisse sind ähnlich den hier vorgestellten: Die Anzahl benötigter Rake-Finger=12 ist
zu hoch für einen Empfänger mit geringer Komplexität. Die Leistungsfähigkeit von ACR
entspricht etwa der eines 1-Finger-Rakes bei geringen Eb/N0, sinkt aber ab ca. 13 dB stär-
ker ab. Die Autoren weisen aber darauf hin, dass insbesondere die Verschiebung zwischen
Template und Informationssignal genau realisiert werden muss. Weitere Ergebnisse sind
in [PJ04] und [CS02] zu finden.
4.6 Mehrnutzerzugriff
Um mehrere Nutzer in einem UWB-System unterzubringen, wird üblicherweise jedem
Nutzer eine Sequenz von Zeitschlitzen zugewiesen, in denen er senden darf. Sei die ge-
wählte Modulationsart PPM, dann ergibt sich das Sendesignal des u−ten Nutzers zu:
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Abbildung 4.12: Time-Hopping-Prinzip bei PPM-Modulation: Der betrachtete Nutzer belegt zu-
nächst Zeitschlitz 1, das nächste Symbol belegt dann Zeitschlitz 3
sutx(t) =
Md−1∑
i=0
wtx(t
u − iTf − cui Tc − τi). (4.8)
Die dynamische Zuweisung der Zeitschlitze (engl.: Time Hopping - TH) erfolgt mittels
der TH-Sequenz {cui }. Sie beschreibt die Position des i−ten Sendesymbols relativ zum
Rahmenanfang. Im Allgemeinen werden PN (engl.: Pseudo Noise)-Folgen eingesetzt. Diese
Folgen haben zusätzlich die Eigenschaft, dass sie in der Lage sind, das Frequenzspektrum
so zu formen, dass spektrale Spitzen vermieden werden, was für die Einhaltung der FCC-
Forderungen bzgl. der Leistungsdichte wichtig ist.
Ergebnisse in [Thu04] mit drei Sendern und einem Empfänger zeigen, dass bei geringen
Datenraten von 100 kbps kaum Mehrnutzerinterferenzen auftreten. Geringe Datenraten
bedingen lange Rahmendauern und damit eine große Anzahl verfügbarer Zeitschlitze. Die
Wahrscheinlichkeit, dass zwei Nutzer denselben Zeitschlitz beanspruchen, ist damit in
niederbitratigen Systemen mit geringem Sendezyklus gering.
Ein Überblick über Kanalzugriffsverfahren, die in IR-UWB-Systemen eingesetzt werden
können, wird in [NB03] gegeben.
4.7 Vergleich der Kapazitäten von UWB und Schmal-
bandverfahren
Bisher standen in diesem Kapitel die Funktionsweise und Leistungsfähigkeit von UWB-
Verfahren im Vordergrund. Als Maß für die Leistungsfähigkeit wurde dabei die Bitfeh-
lerrate als Funktion des Eb/N0 herangezogen. Wünschenswert wäre an dieser Stelle eine
Überführung der Ergebnisse in den Energieverbrauch für die Übertragung eines Datenpa-
kets, ähnlich der Analyse für Schmalbandverfahren in Kapitel 3. Zur Zeit des Rechereche
standen allerdings noch keine Datenblätter von IR-Transceivern zur Verfügung. Somit
konnte die Überführung von Sendeleistung in Sendestromverbrauch und damit ein ab-
schliessender Vergleich zwischen dem Energieverbrauch bei UWB und Schmalbandüber-
tragung nicht durchgeführt werden. Um zumindest einen abschätzenden Vergleich zwi-
schen Schmalbandverfahren und UWB zu vollziehen, soll im Folgenden die Kapazität als
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Abbildung 4.13: Kapazitätsvergleich von UWB und Schmalbandverfahren
Funktion der Entfernung beider Verfahren verglichen werden.
Dazu wird ein einfaches Link-Budget herangezogen, mit dem das benötigte SNR bei ge-
gebener Entfernung gemäß (3.1) und (3.2) berechnet wird. Aus dem SNR und der Ka-
nalbandbreite B kann dann mittels der Shannon-Formel [Sha48] die Kanalkapazität C
ermittelt werden:
C = B ld(1 + SNR) [bit/s]. (4.9)
Die angegebene Kanalkapazität gilt nur für AWGN-Kanäle. Obwohl diese Annahme
in den breitbandigen UWB-Kanälen aufgrund der auflösbaren Mehrwege nicht gilt, soll
sie als Abschätzung herangezogen werden.
Abbildung 4.13 zeigt den Vergleich der Kapazitäten zwischen UWB-Übertragung im
3.1-10.6 GHz-Band mit den Schmalbandverfahren des IEEE 802.15.4-Standards. Dabei
wurden die in Tabelle 2.1 angegebenen Parameter herangezogen. Offensichtlich ist die
Kanalkapazität von UWB bei geringen Reichweiten von wenigen Metern wesentlich höher
als von Schmalbandverfahren. Sie sinkt aber bei höheren Entfernungen unter die Kapazität
der Schmalbandverfahren. Das lässt darauf schliessen, dass UWB insbesondere in der
Kurzstreckenübertragung eine sinnvolle Alternative zu Schmalbandverfahren darstellt.
4.8 Zusammenfassung
In diesem Kapitel wurden Potentiale und Herausforderungen der IR-UWB-Technologie
beim Einsatz in Sensornetzwerken untersucht. Folgende Gründe sprechen für die Impuls-
Radio-Technologie:
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  Da die übertragenen Pulse sehr kurz sind, ist die Verweilzeit der HF-Schaltkreise im
leistungsintensiven Aktiv-Zustand sehr kurz. Das gilt selbst dann, wenn es energe-
tisch nicht sinnvoll ist, den Transceiver zwischen zwei Pulsen auszuschalten, z.B. auf-
grund von langen Einschwingvorgängen. Dann entspricht die Zeit im Aktiv-Modus
pro Symbol ohne TH etwa dem längsten Mehrweg. Förster [FL03] gibt dabei für
große Räume im Innenbereich etwa 250 ns an. Wird dagegen bei einer Schmalband-
übertragung mit z.B. einer Rate von 250 kbps übertragen, dann ist die Symbollänge
und damit die Zeit im Aktiv-Modus 4 µs.
  Da IR-UWB ein trägerloses Verfahren darstellt, kann in den HF-Schaltkreisen auf
Mischer verzichtet werden. Dies senkt den Leistungsverbrauch.
  Die Erzeugung der Pulse kann mit sehr einfachen Schaltungen realisiert werden.
Die Realisierung eines einfachen Empfängers bedarf noch intensiver Forschungen. Die
Leistungsfähigkeit ist stark vom vorliegenden Kanal abhängig. In Kapitel 3 wurde fest-
gestellt, dass sich in Schmalbandsystemen Unterschiede der Sendeleistung von 3 dB nur
marginal auf den Energieverbrauch des Sendeknotens auswirken. Damit wird der Energie-
verbrauch des Knotens im AWGN-Kanal wesentlich von der Komplexität der Transceiver-
Schaltungen bestimmt sein.
In Schwundkanälen ist die Leistungsfähigkeit der vorgestellten einfachen Empfänger durch-
weg sehr schlecht. Energiedetektion zeigt auch bei hohen Eb/N0 noch hohe Bitfehlerraten.
ACR hat eine bessere Leistungsfähigkeit als Energiedetektion. Es wird sich aber zeigen
müssen, ob die Synchronisation zwischen Template-Pulse und informationstragendem Puls
ausreichend genau realisierbar ist. Rake-Empfänger benötigen aufgrund der hohen Auflö-
sung von Mehrwegen bei UWB-Übertragung sehr viele Finger. Dieser Hardwareaufwand
ist in einfachen Sensorknoten nicht realisierbar.
Die zu erwartende Mehrnutzerinterferenz in Sensornetzwerken ist gering. Dies liegt
zum einen an den geringen Pulsdauern und zum anderen an den sehr geringen Sendezy-
klen.
Die UWB-Übertragung mittels Pulsen birgt noch großes Forschungspotential. Es gibt
eine Vielzahl offener Fragen, unter anderem folgende:
  Welche Empfänger können bei geringem Hardwareaufwand noch eine akzeptale Lei-
stungsfähigkeit erreichen?
  Wie erfolgt die Synchronisation auf die kurzen Pulse?
  Wie erfolgt eine einfache Pulsformung, so dass die von den Regulierungsbehörden
vorgegebenen Sendeleistungsdichten optimal ausgenutzt werden können?
  Welche Leistungsfähigkeit erbringen praktische Systeme, und wie verhält sich der
Gesamtenergieverbrauch eines Netzknotens mit UWB-Technologie im Vergleich zu
einem Netzknoten mit Schmalbandmodulation?
Kapitel 5
Multi-Hop Übertragung in
Sensornetzwerken
5.1 Motivation
Bisher stand die direkte Übertragung, auch Single-Hop genannt, im Vordergrund der
Untersuchungen. Es wurde geklärt, welchen Einfluss die Parameter der Bitübertragungs-
schicht auf den Leistungs- und Energieverbrauch unter Einfluss von Interferenzen (→ Kol-
lisionen mit anderen Netzknoten) haben. Da Sensornetzwerke in sendeleistungsbegrenzten
ISM-Bändern arbeiten, ist die Reichweite sehr begrenzt. Z.B. beträgt die maximale Sen-
deleistung im 433 MHz-Band lediglich 10 dBm. Für die Übertragung gemäß Standard
im 2.4 GHz-ISM-Band wurde in Tabelle 3.1 eine maximale Übertragungsreichweite von
31.5 m angegeben. Wie in Abschnitt 3.2.4 gezeigt wurde, verschlechtert sich die Verbin-
dungsqualität in zeitlichen Schwundkanälen erheblich. Diese Schwundkanäle wurden in
Abschnitt 3.2.4 als Blockschwundkanäle modelliert.
Um flächenmäßig große Sendegebiete abdecken zu können (engl.: coverage), um die Ver-
bindungsqualität erhöhen zu können und um die Anzahl der Verbindungen zwischen den
Knoten zu erhöhen (engl.: connectivity), ist der Einsatz von Multi-Hop Protokollen un-
vermeidlich. Dabei wird ein Paket nicht direkt an die BS gesendet, sondern über soge-
nannte Vermittlungsknoten (engl: relay) geleitet. Mittels Multi-Hop-Verfahren lässt sich
die Reichweite eines Sensornetzwerkes theoretisch unendlich weit ausdehnen.
In diesem Kapitel soll geklärt werden, wie sich der Energieverbrauch von Netzknoten bei
Einsatz von Multi-Hop Verfahren im Vergleich zur direkten Übertragung verhält. Insbe-
sondere steht dabei die Frage im Vordergrund, ab welchem Abstand zwischen Sendeknoten
und BS Multi-Hop-Verfahren energieeffizienter als direkte Übertragung sind.
Welche Fakten sprechen also für eine Multi-Hop-Übertragung? Zunächst ist aus (3.2)
ersichtlich, dass der Pfadverlust Pp nichtlinear mit der Entfernung d steigt:
Pp ∼ dα. (5.1)
Hierin bezeichnet α den Pfadverlustindex. Bei Nutzung von Mr Vermittlungsknoten und
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Abbildung 5.1: Multi-Hop Übertragung mittels kooperativer Vermittlung
damit Mh = Mr + 1 Hops gilt dann für den Pfadverlust Ppv zwischen zwei Knoten:
Ppv ∼
(
d
Mh
)α
. (5.2)
Daraus folgt, dass die benötigte Sendeleistung eines Knotens um 10α lg(Mh) dB gegenüber
direkter Übertragung aufgrund verringerter Pfadverluste sinkt. Durch die netzwerkweite
Verringerung der Sendeleistung der Knoten verringert sich zudem u. U. die Interferenz
zwischen den Knoten.
In Mehrwegekanälen können Blockschwunderscheinungen durch Ausnutzen von Diversi-
tät reduziert werden [Pro01]. Dabei werden redundante Signale über unabhängige Pfade
übertragen. Bei Einsatz von Zeitdiversität müssen die Knoten länger im Aktiv-Modus ver-
weilen. Frequenzdiversität kann über gleichzeitiges Senden über parallele Sender realisiert
werden, was aber die Hardwarekomplexität wesentlich erhöht. Räumliche Diversität kann
mittels Mehrantennensystemen erreicht werden. Allerdings ist der Einsatz von mehreren
Antennen in einem einfach aufgebauten Sensornetzknoten bezüglich des Hardwareaufwan-
des und der digitalen Signalverarbeitung nicht gerechtfertigt. Zudem sind längere Präam-
beln für die Synchronisation nötig. Da aber im drahtlosen Medium alle Netzknoten ein
mehr oder weniger starkes Signal einer Quelle empfangen können, kann der Einsatz von
sogenannten kooperativen Protokollen Abhilfe schaffen. Kooperative Vermittlung wurde
von Sendonaris [SEA98] erstmals eingeführt. Quelle und Vermittlungsknoten bilden da-
bei ein virtuelles Antennenarray, wie in Abbildung 5.1 dargestellt wird. Im 2-Hop Fall
kombiniert die BS das weitergeleitete Paket des Vermittlungsknotens aus der zweiten
Übertragungsphase mit dem (schwächeren) Signal des Sendeknotens aus der ersten Pha-
se. Zum einen ergibt sich dadurch ein Empfangsleistungsgewinn (engl. array gain). Zum
anderen ergibt sich ein Empfangsdiversitätsgewinn. Sind beide Pfade unkorreliert, kann
der maximale Diversitätsgewinn erreicht werden.
Gegen den Einsatz von Multi-Hop Protokollen spricht, dass der Vermittlungsknoten
zusätzlich Energie zum Empfangen, gegebenenfalls Bearbeiten und zum Weiterleiten des
Paketes aufbringen muss. Außerdem sind zusätzliche Signalisierungspakete zu übertra-
gen, die garantieren, dass dem Vermittlungsknoten die Sendezeiten des Quellenknotens
bekannt sind. Der Vermittlungsknoten kann somit rechtzeitig vom Ruhezustand in den
Aktiv-Modus wechseln.
Zur effizienten Vermittlung von Daten müssen die Routingpfade im Netzwerk bekannt
sein. In mobilen Netzwerken führt dies zu erheblichem Datenaustausch, da sich die Netz-
topologie und damit die Routingpfade häufig ändern. Der Mehraufwand für Signalisierung
und Routing soll in dieser Arbeit vernachlässigt werden. Daher werden die zu ermittelnden
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Entfernungen, in denen Multi-Hop der direkten Übertragung energetisch zu bevorzugen
ist, untere Schranken darstellen.
Außerdem muss die sogenannte Orthogonalitätsbedingung beachtet werden. Diese resul-
tiert daraus, dass der Transceiver nicht gleichzeitig Senden und Empfangen kann1. Be-
trachtet man den Spezialfall der 2-Hop Übertragung, dann wird ein Datenpaket zunächst
von der Quelle zum Vermittlungsknoten und dann vom Vermittlungsknoten zur BS über-
tragen. Für einen fairen Vergleich der Ressourcen Übertragungszeit und Bandbreite, muss
die spektrale Effizienz einer Übertragungsstrecke im 2-Hop Fall, Rs2h, doppelt so hoch wie
die spektralen Effizienz der direkten Übertragung, Rs1h, sein. Die spektrale Effizienz wur-
de bereits in (3.15) als Quotient aus Übertragungsrate Rb und der Signalbandbreite B
definiert:
Rs2h =
Rb2h
B2h
= 2 Rs1h = 2
Rb1h
B1h
[bit/s/Hz]. (5.3)
Eine Erhöhung der spektralen Effizienz kann mittels mehrwertiger Modulation reali-
siert werden. Aus (5.3) ergeben sich zwei Möglichkeiten für diese Erhöhung:
B2h =
B1h
2
oder (5.4)
Rb2h = 2 R1h. (5.5)
Der erste Fall, d.h. (5.4) entspricht dem einer leistungseffizienten Übertragung, der
zweite, d.h. (5.5), dem einer bandbreiteneffizienten Übertragung. Wir betrachten im Fol-
genden Time Division Multiplex, d.h. den Fall der bandbreiteneffizienten Übertragung.
Damit erfolgt die Übertragung im Multi-Hop-Fall pro Hop Mr-fach schneller als bei Single-
Hop-Verfahren.
Mit der Modulationsordnung steigt die Hardwarekomplexität, da Ressourcen für die Verar-
beitung eines Datenpakets im Vermittlungsknoten zur Verfügung gestellt werden müssen.
Zudem muss der Paketspeicher größer als bei der direkten Übertragung dimensioniert wer-
den. Der Hardware-Mehraufwand bei steigender Modulationsordnung wird im Weiteren
nicht betrachtet. Würde er einbezogen, würde die Entfernungen, ab welchen sich Multi-
Hop-Verfahren energetisch lohnen, größer.
In diesem Kapitel werden zunächst einfache Multi-Hop Protokolle, die für den Einsatz
in Sensornetzwerken geeignet erscheinen, vorgestellt. Anschließend wird mittels informati-
onstheoretischen Berechnungen die benötigte Sendeleistung eines Knotens bestimmt. Um
die Gesamtenergie einer Übertragung zu berechnen, muss zunächst der Zusammenhang
von Sendeleistung und der Sendeenergie eines Knotens gefunden werden. Anschließend
muss aus Sendeenergie und Empfangsenergie eines Knotens der Gesamtenergieverbrauch
aller Knoten im Netzwerk für die Übertragung eines Paketes ermittelt werden. Die Model-
lierung der Sende- und Empfangsenergie eines Knotens geschieht auf Grundlage des bisher
genutzten Chipcon Transceivers CC1000. Damit ist eine Verbindung zwischen Informati-
onstheorie und realen Netzwerken geschaffen, so dass sowohl der Leistungsverbrauch für
1Der Autorin ist bewusst, dass insbesondere in der drahtgebundenen Übertragung Verfahren zum
gleichzeitigen Senden und Empfangen üblich sind. Für einfache Funkübertragungssysteme befinden sich
die Forschungen aber erst im Anfangsstadium.
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die betrachteten Protokolle als auch der Energieverbrauch der Knoten bestimmt und ver-
glichen werden kann.
Abschließend wird das bei der direkten Übertragung in Kapitel 3 entwickelte Netzwerk-
modell auf Multi-Hop Übertragung ausgeweitet. Die Ergebnisse dieses Modells werden
dann mit den informationstheoretisch erlangten verglichen.
Als Abschluss des Einführungsabschnittes soll noch ein kurzer Literaturüberblick über
den Stand der informationstheoretischen Betrachtungen von drahtlosen ad-hoc Netzwer-
ken und von Multi-Hop Netzwerken gegeben werden.
Seit Shannons [Sha48] wegweisendem Theorem über die Kapazität in AWGN-Kanälen,
entwickelte sich die Informationstheorie als eigenständige Disziplin der Informationstech-
nik, die die theoretische Leistungsfähigkeit von nachrichtentechnischen System zu ergrün-
den versucht. Meilensteine, die insbesondere drahtlose ad-hoc Netzwerke betreffen, stellen
dabei die Arbeiten von Cover et al. [CT91], [CG79], Slepian und Wolf [SW73], Gastpar
und Vetterli [GV02] und von Kumar [GK00] dar, um nur einige zu nennen.
Cover legt die Grundlagen über die Kommunikation mittels Vermittlungsknoten [CG79].
Dabei berechnet er die Kapazität von 2-Hop-Systemen und von Systemen mit Feedback
ohne Rauscheinfluss. Kumar untersucht die Kapazität drahtloser ad-hoc Netzwerke un-
ter Annahme eines
”
allwissenden“ Netzwerkes, d.h. alle Knoten kennen die momentane
Konfiguration des Netzwerkes, so dass der Overhead für das Routing, Kanalzugriff etc. ver-
nachlässigt werden kann. Er führt als Einheit für die Kapazität in ad-hoc Netzwerken, bei
Betrachtungen von Punkt-zu-Punkt Verbindungen, [bit·m/s] ein. Gastpar et al. erweitert
die Ergebnisse von Cover und Kumar auf vermittlungsbasierte Übertragungen mit belie-
big komplexer Kodierung und Dekodierung (Mehrnutzerinterferenzunterdrückung etc.).
Während sich die bisher genannten Autoren mit der Netzwerkkapazität beschäftigen, un-
tersuchten Slepian und Wolf die Rate, mit der zwei korrelierte Quellen Daten senden kön-
nen. Offensichtlich kann die Gesamtübertragungsrate aus der Verbundentropie bestimmt
werden, wenn die Quellen gegenseitig Informationen über ihre Daten austauschen. Die
Autoren zeigen nun, dass dies auch dann gilt, wenn die einzelnen Quellen keine Infor-
mation austauschen. Das heißt, dass die Daten in den Quellen auch dann komprimiert
werden können, wenn sie nur statistisches Wissen über die anderen Quellen haben. Diese
Idee wird in [CBLV04] aufgegriffen und für die Energieoptimierung in Sensornetzwerken
weiter ausgebaut.
Laneman [LTW04] nutzt informationstheoretische Ansätze, um die Leistungseffizienz und
spektrale Effizienz kooperativer Vermittlungsverfahren zu untersuchen. Viele Ansätze in
der vorliegenden Arbeit, die ähnlich auch in [SF05] vorgestellt wurden, sind jenem Artikel
entnommen worden. Abweichend von Laneman leitet die Autorin in dieser Arbeit aber
die benötigten Sendeleistungen ab, wenn alle Knoten diesselbe Sendeleistung haben. Aus-
serdem werden auch herkömmliche Vermittlungsverfahren untersucht.
Praktische Ansätze zur Untersuchung der Energieeffizienz von Multi-Hop Netzwerken
im Vergleich zu Single-Hop Netzwerken werden z.B. in [CMB+02] vorgenommen. In die-
sem Artikel werden die Gewinne durch verringerte Sendeleistungen im Multi-Hop-Fall den
zusätzlichen Ressourcen für das Empfangen und Weiterleiten der Daten durch die Ver-
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mittlungsknoten gegenübergestellt.
Vergleiche zur Energieeffizienz von SISO-Systemen (engl.:Single Input-Single-Output)
und MIMO-Systemen (engl.: Multiple-Input-Multiple-Output) mit Alamouti-Kodierung
werden in [CGB04b] vorgenommen.
5.2 Multi-Hop Protokolle
In diesem Abschnitt werden die im Weiteren zu untersuchenden Multi-Hop Protokol-
le in ihrer Wirkungsweise vorgestellt. Dabei wird angenommen, dass der Routingpfad,
Scheduling und Kanalzugriff bereits bekannt sind. Verfahren, die diese Aufgaben in ad-
hoc Netzwerken lösen, werden in [Per01] vorgestellt. Obwohl der Signalisierungsaufwand
dafür erheblich sein kann, soll er in dieser Arbeit nicht betrachtet werden, da der Über-
tragungsprozess der Daten als solcher im Vordergrund steht.
Im Weiteren werden die in [LTW04] und [Her05] beschriebenen Protokolle als Grundlage
herangezogen. Dabei werden nur die Basisprotokolle verglichen, namentlich herkömmliche
und kooperative Vermittlung. Desweiteren wird die Funktionalität des Vermittlungskno-
tens unterschieden in reine Verstärkung und Weiterleitung (engl: Amplify&Forward) sowie
in Dekodierung und Weiterleitung (engl: Decode&Forward). Als Referenz wird der trivia-
le Fall der direkten Übertragung herangezogen. Dieses und die zwei anderen genannten
Vermittlungsverfahren sind in Abbildung 5.2 in ihrer Wirkungsweise dargestellt.
Mehrantennensysteme [Ste02] können eingesetzt werden, um die Leistungsfähigkeit von
Mobilfunksystemen zu erhöhen. Durch mehrere Antennen am Sender kann Sendediversität
erzeugt werden, mehrere Antennen am Empfänger nutzen Empfangsdiversität aus. Gegen
den Einsatz von Mehrantennensystemen in Sensornetzwerken sprechen folgende Gründe:
  Hardwarekomplexität: Der Einbau mehrerer unkorrelierter Antennen ist schwie-
rig, da die Sensoren möglichst klein sein sollen.
  Digitale Signalverarbeitung: Die Komplexität von Sende- und Empfangsalgo-
rithmen steigt mit der Anzahl der Antennen. Dem stehen, zumindest heutzutage,
nur geringe Rechen- und Speicherressourcen von Sensornetzknoten gegenüber. In
der Zukunft könnten aber, aufgrund der zunehmenden Miniaturisierung der Schal-
tungen, auch Mehrantennenverfahren eine interessante Option darstellen.
  Synchronisation: Mehrantennensystem mit Sendediversität benötigen im Allge-
meinen längere Präambeln als SISO-Systeme bei gegebener Synchronisationsgenau-
igkeit, da die Sendeleistungen auf alle Antennen aufgeteilt wird. In Kapitel 3 wurde
aber festgestellt, dass die Übertragungszeit eines Paketes möglichst kurz gehalten
werden sollte.
5.2.1 Vermittlungsverfahren
Herkömmliche Vermittlung
Bei der herkömmlichen Vermittlung überträgt die Quelle in einer ersten Phase die Daten
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zu einem Vermittlungsknoten. In einer zweiten Phase werden die Daten dann an die Senke
weitergeleitet, siehe Abbildung 5.3 (da bei dem unten vorzustellenden Decode&Forward
nicht in jedem Fall der Vermittlungsknoten das Paket weiterleitet, ist diese Übertragung
nur gestrichelt dargestellt). Der Empfangsknoten wertet nur die Information des Vermitt-
lungsknotens aus. Dieses Verfahren profitiert allein von der verringerten Sendeleistung
aufgrund der verminderten Entfernung zwischen Quelle und Vermittlungsknoten sowie
Vermittlungsknoten und Senke. Allerdings muss der Vermittlungsknoten zusätzliche Ener-
gie für das Empfangen und Weiterleiten eines Pakets aufwenden.
Kooperative Vermittlung
Bei der kooperativen Vermittlung sendet die Quelle wie bei der herkömmlichen Vermitt-
lung in einer ersten Phase das Datenpaket aus, vgl. Abbildung 5.4. Allerdings wird bei der
kooperativen Vermittlung die inhärente Eigenschaft des drahtlosen Mediums ausgenutzt,
dass alle Netzknoten die Daten empfangen können. Das Datenpaket wird daher sowohl
im Vermittlungsknoten als auch in der Senke empfangen. In Phase 2 leitet dann ersterer
das Paket an die Senke weiter. Diese akkumuliert die Empfangssignale von Vermittlungs-
knoten und Quelle und trifft daraus die Entscheidung über die gesendeten Symbole. Als
Akkumulationsverfahren wird maximum ratio combining - MRC angenommen.
Bei diesem Verfahren wird nicht nur Gewinn aus der Sendeleistungsverringerung durch
geringere Pfadverluste und die Einbeziehung zusätzlicher Empfangsleistung aus der ersten
Phase gezogen. Vielmehr ergibt sich zusätzlich ein Empfangsdiversitätsgewinn, da das Si-
gnal durch zwei unkorrelierte Kanäle, Quelle-Senke und Quelle-Vermittlungsknoten-Senke,
übertragen wird. Dies ist in Schwundkanälen bedeutsam. Nachteil ist wiederum der Ener-
gieeinsatz des Vermittlungsknotens für das Empfangen, Bearbeiten und Weitersenden des
S
V
Q S
V
Q
Phase 1 Phase 2
Abbildung 5.4: Phasen der kooperativen Vermittlung
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Pakets.
Sollen genannte Vermittlungsverfahren mit der direkten Übertragung verglichen wer-
den, müssen faire Vergleichsbedingungen gefunden werden. In Systemen mit hohen Da-
tenraten wird dazu häufig die spektrale Effizienz herangezogen, die die Anzahl der über-
tragenen bits/s/Hz angibt. Da die Übertragung bei Vermittlungsverfahren in Mh Phasen
erfolgt, muss die spektrale Effizienz gegenüber direkter Übertragung um Mh vervielfacht
werden. Damit muss z.B. die Übertragungsrate bei Vermittlungsverfahren für den 2-Hop
Fall verdoppelt werden, wenn die spektrale Effizienz gleich bleiben soll. Dies ist eine direkte
Folge der Eigenschaft, dass Vermittlungsknoten nicht gleichzeitig Senden und Empfangen
können. Eine faire spektrale Effizienz soll im Folgenden als Randbedingung vorausgesetzt
werden.
5.2.2 Arbeitsweise des Vermittlungsknotens
Im Folgenden wird nun die Tätigkeit des Vermittlungsknotens erläutert. Die Verfahren
können sowohl für herkömmliche als auch für kooperative Vermittlung angewendet werden.
Amplify&Forward (AF)
Dieser Vorgang entspricht der aus der analogen Übertragungstechnik bekannten einfa-
chen Zwischenverstärkung. Dabei wird das um den Pfadverlust verminderte, und durch
das Empfängerrauschen beeinträchtigte Signal um βl verstärkt und erneut übertragen.
Im Empfänger überlagert wiederum das Empfängerrauschen das vom Vermittlungskno-
ten verstärkte Signal.
Da Senden und Empfangen nicht gleichzeitig möglich sind, muss das Signal bis zum voll-
ständigen Empfang eines Pakets am Vermittlungsknoten zwischengespeichert oder intern
verzögert werden. Dies stellt hardwareseitig eine große Herausforderung dar.
Decode&Forward (DF)
DF wurde in seiner Grundversion von [LTW04] eingeführt. Es existieren verschiedene
Erweiterungen:
1. Grundversion, auch als fixed DF bezeichnet: Der Vermittlungsknoten demoduliert
lediglich das Signal. Die erhaltenen Symbole werden neu moduliert und erneut ver-
sendet. Da keine Dekodierung vorgenommen wird, können Übertragungsfehler am
Vermittlungsknoten nicht erkannt werden. Das mit Fehlern behaftete Datenpaket
wird somit erneut moduliert und versendet. In [LTW04] wurde gezeigt, dass die Lei-
stungsfähigkeit dieses Verfahrens durch die Fehlerweiterleitung durch den Vermitt-
lungsknoten beschränkt ist und somit der Diversitätsgewinn nicht voll ausgenutzt
werden kann. Allerdings besticht dieses Verfahren durch seine Einfachheit, was in
Sensorknoten mit geringen Rechenkapazitäten attraktiv ist.
2. Der Vermittlungsknoten demoduliert und dekodiert das Signal. Er erkennt aufge-
tretene Fehler und korrigiert sie, wenn der Kode dies ermöglicht. Enthält das Da-
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tenpaket mehr Symbolfehler als korrigiert werden können, wird bei dem in [HZF04]
vorgeschlagenenen Verfahren simple Adaptive Decode-and-Forward keine Weiterlei-
tung des Pakets initiiert. In diesem Fall muss die Senke allein das Paket der Quelle
aus Phase 1 zur Demodulation und Dekodierung heranziehen.
Dieses Verfahren nutzt die Diversität besser aus als Verfahren 1. Allerdings muss
der Vermittlungsknoten über ausreichende Rechenressourcen verfügen, um die De-
kodierung und erneute Kodierung durchführen zu können.
Die folgenden Analysen von DF-Verfahren basieren auf simple Adaptive Decode-and-
Forward, da dieses den Diversitätsgewinn bei moderater Komplexität besser als die
Grundversion ausnutzen kann.
5.3 Informationstheoretische Betrachtung der Vermitt-
lungsprotokolle
In diesem Abschnitt wird geklärt, unter welchen Bedingungen Multi-Hop-Verfahren ener-
gieeffizienter als direkte Übertragung sind. Es kommen die in Abschnitt 5.2 eingeführten
Protokolle zur Anwendung. Entgegen den Ausführungen in [LTW04] und [Her05] wird da-
bei davon ausgegangen, dass alle Netzknoten die gleiche Sendeleistung aufbringen. Dies ist
eine realistische Annahme in Sensornetzwerken, da der Aufwand zur Kanalschätzung und
zur Bestimmung der Entfernung des Vermittlungsknotens bei Übertragung von sehr klei-
nen Datenpaketen nicht gerechtfertigt ist. Weiterhin wird davon ausgegangen, dass keine
Acknowledgments gesendet werden, d.h. der Energieverbrauch zum Senden/Empfangen
von Acknowledgments wird nicht betrachtet. Wir beschränken uns im Folgenden auf die
Übertragung über einen Vermittlungsknoten (2-Hop System). Für die hier untersuchten
Fälle stellt der 2-Hop-Fall eine unter Grenze für die minimale Entfernung dar, ab wel-
cher Multi-Hop Verfahren energieeffizienter als Single-Hop Verfahren sind. Dies wird in
Abschnitt 5.4 gezeigt.
5.3.1 Informationstheoretische Grundlagen
Zunächst sollen einige informationstheoretische Grundbegriffe eingeführt werden.
Gegeben seien 2 diskrete Zufallsvariablen X und Y mit zugehörigen Dichtefunktionen
p(x) und p(y).
Die Transinformation (engl.: mutual information) bezeichnet die
”
im Mittel je Kanal-
symbol übertragene Information“ [Fin97]. Dabei müssen die Quellenentropie und die Ka-
nalstatistik bekannt sein. Die Entropie wiederum ist ein
”
Maß der Unsicherheit einer
Zufallsvariable“ [CT91] und bezeichnet den
”
mittleren Informationsgehalt einer Quelle“
[Fin97].
Die Transinformation It(X; Y ) lässt sich aus den Entropien H(X) und H(X|Y ) (= Entro-
pie von X unter der Bedingung Y ) bestimmen:
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It(X; Y ) = H(X) − H(X|Y ) [bit/Symbol] (5.6)
mit H(X) = −
∑
x∈X
p(x) ld p(x) und H(X|Y ) = −
∑
x∈X
∑
y∈Y
p(xi, yi) ld
1
p(xi|yi)
. (5.7)
Die Kapazität bezeichnet die maximale Rate, mit der Information übertragen werden
kann, so dass die Fehlerrate am Ausgang des Kanals beliebig klein wird.
Die Kapazität eines diskreten, gedächtnisfreien Kanals C ergibt sich aus der Transinfor-
mation It von X und Y , bzw. ist das Maximum aller erreichbaren Übertragungsraten Rb
bei beliebig kleiner Bitfehlerrate [CT91]:
C = max
p(x)
{It(X, Y )} = max{Rb} = Rb max. (5.8)
Liegt ein AWGN-Kanal vor, in dem das Verhältnis zwischen Signalleistung und Rausch-
leistung SNR beträgt und B die zur Verfügung stehende Bandbreite ist, dann kann
die Kanalkapazität bei Übertragung komplexwertiger Sendesymbole laut der berühmten
Shannon-Formel [Sha48] wie folgt berechnet werden1:
CAWGN = B ld (1 + SNR) [bit/s]. (5.9)
Allerdings ist diese nur bei unendlich langen Kodewortblöcken und bei gaußverteilten Si-
gnalen erreichbar.
In Blockschwund-Kanälen bleibt das instantane SNR, γb, innerhalb eines Blockes kon-
stant, verändert sich aber von Block zu Block nach einer vorgegebenen Wahrscheinlich-
keitsdichte. Überträgt der Sender mit konstanter Leistung, liegt am Eingang des Empfän-
gers ein vom Schwundkoeffizient aqs (engl: fading coefficient) zwischen Quelle und Senke
abhängiges instantanes SNR an. Die Verteilung von aqs ist durch den Schwundprozess
charakterisiert. Damit ergibt sich die Kapazität Cs von gedächtnisfreien Schwundkanälen:
Cs = B ld(1 + |aqs|2SNR). (5.10)
Angenommen, die Sendeleistung ist so eingestellt, dass sich bei |aqs|2 = 1 am Emp-
fänger ein Signal-Rauschverhältnis SNR einstellt. Die maximale Übertragungsrate Rb,
mit der Daten fehlerfrei im AWGN-Kanal übertragen werden können, beträgt dann also
Rb = B ld (1 + SNR). Wird mit dieser Rate im Blockschwund-Kanal übertragen, können
Daten nicht mehr korrekt dekodiert werden, wenn |aqs|2 < 1. Die Wahrscheinlichkeit für
dieses Ereignis wird als Outage-Wahrscheinlichkeit pout bezeichnet. Sie kann als Paketfeh-
lerrate interpretiert werden [Nab05].
1Unter ld(·) wird im Folgenden log2(·) verstanden. Damit ergibt sich als Einheit für die Kapazität
[bit/s] bzw. [bit/Kanalbenutzung].
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pout = p(Cs < C = Rb max) (5.11)
= p(ld(1 + |aqs|2 SNR) < Rs) (5.12)
= p
(
|aqs|2 <
2Rs − 1
SNR
)
, (5.13)
unter Ausnutzung der in (3.15) eingeführten spektralen Effizienz1 Rs = Rb max/B.
Für AWGN-Kanäle gilt dann analog:
pout =
{
0 Rs ≤ ld(1 + SNR)
1 Rs > ld(1 + SNR).
(5.14)
Das bedeutet, dass im AWGN-Kanal das SNR entweder groß genug ist, so dass al-
le Daten sicher übertragen werden können oder zu klein, so dass alle Daten fehlerhaft
übertragen werden.
5.3.2 Benötigte Sendeleistung bei Übertragung im AWGN-Kanal
Im Folgenden sei eine spektrale Effizienz Rs dir für die direkte Übertragung gegeben. Es
soll zunächst hergeleitet werden, wie groß das benötigte SNR sein muss, damit eine zu-
verlässige Übertragung stattfinden kann, d.h. die Outage-Wahrscheinlichkeit 0 beträgt.
Die Entfernung zwischen Quelle und Senke beträgt dqs. Bei den Vermittlungsverfahren
spielt die Lage des Vermittlungsknotens eine große Rolle. Wie in [Her05] gezeigt wur-
de, liegt er bei optimaler Leistungsverteilung der Knoten in der Mitte zwischen Quelle
und Senke. Um aber auch andere Positionen modellieren zu können, wird der Faktor
fe, 0 < fe < 1 eingeführt, der das Verhältnis zwischen der Entfernung zwischen Quelle
und Vermittlungsknoten, dqv, und dqs darstellt. Damit gilt für die Entfernung zwischen
Quelle und Vermittlungsknoten dqv = fedqs bzw. zwischen Vermittlungsknoten und Senke
dvs = (1 − fe)dqs.
Es werden die Sendeleistungen, die bei herkömmlicher/kooperativer Vermittlung mit Am-
plify&Forward/Decode&Forward benötigt werden, berechnet. Dabei wird davon ausge-
gangen, dass alle Netzknoten die gleiche Sendeleistung PTX nutzen. Dies ist zwar nicht
optimal im Sinne der Gesamtsendeleistung, vermeidet aber den Austausch zusätzlicher
Signalisierungsinformation zur Ermittlung des momentanen Kanals und der momentanen
Lage der Netzknoten.
Bei der Herleitung der Sendeleistung wird mit normierten, und damit einheitenlosen, Grö-
ßen gearbeitet. Die Rauschleistung PN wird an allen Empfängern/Vermittlungsknoten als
gleich angenommen, da der Aufbau der Netzknoten identisch ist. Im Folgenden bezeichne
SNRij das normierte SNR, welches am Empfänger j anliegt, wenn das Signal von i gesen-
det wurde. Im Anhang B wird gezeigt, dass SNRij aus der normierten Sendeleistung P
′
TX
und dem entfernungsabhängigen Pfadverlust dαij berechnet werden kann:
1Der Leser beachte im Folgenden, dass Rb eine Datenrate in [bit/s] darstellt, während Rs eine spektrale
Effizienz in [bit/s/Hz] bezeichnet.
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SNRij = konst. ·
PTX
dαij
=
P ′TX
dαij
. (5.15)
Damit kann P ′TX als eine auf die Konstante normierte Sendeleistung betrachtet werden.
Diese Konstante beinhaltet Antennengewinne, zusätzliche Pfadverluste, Rauschzahlen etc.
Sie wird bei der Bestimmung der Energie berücksichtigt, vgl. Abschnitt 5.3.4.
Direkte Übertragung
Die direkte Übertragung erfolgt über eine Entfernung dqs zwischen Quelle und Senke.
Unter Nutzung von (5.14) und (5.15) ergibt sich für die benötigte Sendeleistung1 PA D
Rs dir =
CA D
B
≤ ld(1 + SNR) = ld(1 + P
′
TX
dαqs
) (5.16)
⇒ P ′TX = PA D ≥
(
2Rs dir − 1
)
dαqs (5.17)
Herkömmliche Vermittlung mit Amplify&Forward
Im Folgenden bezeichnen Rs dir die spektrale Effizienz bei der direkten Übertragung
und Rs ver die spektrale Effizienz bei der vermittlungsbasierten Übertragung. Bei Ein-
haltung der Orthogonalitätsbedingung muss dann für die 2-Hop Übertragung gelten:
Rs ver = 2Rs dir, d.h. die spektrale Effizienz muss verdoppelt werden. Dies kann durch
doppelt so schnelle Übertragung oder durch Übertragung über die halbe Bandbreite pro
Hop realisiert werden. Höherwertige Modulationsverfahren können diese Forderung prak-
tisch umsetzen. Dies ist, wie in (5.23) am Term (2Rs ver − 1) zu sehen, mit erhöhtem
Sendeleistungsbedarf verbunden. Da Sensornetzwerke aber nur geringe Duty-Cycle und
Datenraten aufweisen, wäre es prinzipiell möglich, die Daten über beide Übertragungs-
strecken mit spektraler Effizienz Rs dir zu senden.
Bei AF wird dem Nutzsignal sowohl am Vermittlungsknoten als auch am Empfänger
Rauschen überlagert. Wie in [LTW04] gezeigt wird, ergibt sich für kooperative Vermittlung
in Rayleigh-Blockschwund-Kanälen die maximal mögliche spektrale Effizienz Rs ver als
Funktion f des SNRs beider Übertragungsstrecken:
Rs ver ≤ ld
(
1 + |a|2 SNRqs + f(|a|2 SNRqv, |a|2 SNRvs)
)
(5.18)
mit f(x, y) =
xy
x + y + 1
(5.19)
Wird der Schwundkoeffizient |a|2 = 1 gesetzt, ergibt sich die spektrale Effizienz der
kooperativen Übertragung mit AF im AWGN-Kanal:
1Im Folgenden haben die Indices bei Sendeleistung und Kapazität folgende Bedeutung: Der erste
Index steht für den betrachteten Kanal (A-AWGN, R-Rayleigh-Blockschwund) und der zweite für die
Art der Übertragung (D-direkt, HA-Herkömmliche Vermittlung mit AF, HD-Herkömmliche Vermittlung
mit DF , KA-Kooperative Vermittlung mit AF, KD-Kooperative Vermittlung mit DF.
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Rs ver ≤ ld (1 + SNRqs + f(SNRqv, SNRvs)) . (5.20)
Bei herkömmlicher Übertragung im AWGN-Kanal entfällt zusätzlich der die Über-
tragung Quelle-Senke berücksichtigende Term SNRqs. Daraus ergibt sich die mögliche
spektrale Effizienz bei herkömmlicher Übertragung mit AF im AWGN-Kanal:
Rs ver ≤ ld (1 + f(SNRqv, SNRvs)) (5.21)
= ld
(
1 + f
(
P ′TX
dαqv
,
P ′TX
dαvs
))
(5.22)
SNR  1 ⇒ P ′TX = PA HA ≥ (2Rs ver − 1)
(
dαqv + d
α
vs
)
(5.23)
Herkömmliche Vermittlung mit Decode&Forward
Eine erfolgreiche Übertragung findet nur statt, wenn die Kapazität auf der schwäche-
ren der 2 Übertragungsstrecken nicht überschritten wird. Daraus folgt für die maximal
mögliche spektrale Effizienz:
Rs ver ≤ min {ld (1 + SNRqv) , ld (1 + SNRvs)} (5.24)
= min
{
ld
(
1 +
P ′TX
dαqv
)
, ld
(
1 +
P ′TX
dαvs
)}
(5.25)
⇒ P ′TX = PA HD ≥
{(
2Rs ver − 1
)
dαqv, wenn fe ≥ 0.5
(
2Rs ver − 1
)
dαvs, wenn fe < 0.5.
(5.26)
Das bedeutet, dass die Sendeleistung abhängig von der Position des Vermittlungskno-
tens gewählt werden muss: Steht der Knoten weiter von der Quelle entfernt als von der
Senke, muss die Sendeleistung auf die Verbindung zwischen Quelle und Vermittlungskno-
ten dimensioniert werden, damit der Vermittlungsknoten dekodieren kann. Ist dagegen
fe < 0.5, ist der kritische Pfad der zwischen Vermittlungsknoten und Senke.
Kooperative Vermittlung mit Amplify&Forward
Im Gegensatz zur herkömmlichen Vermittlung wird bei der kooperativen Vermittlung
zusätzlich Information aus der direkten Übertragung Quelle-Senke akkumuliert. Damit
kann die spektrale Effizienz wie in (5.20) berechnet werden. Die Funktion f(x, y) wird wie
in (5.19) ermittelt.
Rs ver ≤ ld (1 + SNRqs + f(SNRqv, SNRvs)) (5.27)
= ld
(
1 +
P ′TX
dαqs
+ f
(
P ′TX
(dqsfe)α
,
P ′TX
(dqs(1 − fe))α
))
(5.28)
SNR  1 ⇒ P ′TX = PA KA ≥
(
2Rs ver − 1
) dαqs(d
α
qv + d
α
vs)
dαqs + d
α
qv + d
α
vs
(5.29)
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Abbildung 5.5: Einfluss des Pfadverlustindices und der Position des Vermittlungsknotens fe auf
die Dimensionierung der Sendeleistung bei kooperativer Vermittlung mit DF im
AWGN-Kanal
Kooperative Vermittlung mit Decode&Forward
In diesem Fall müssen sowohl der Vermittlungsknoten als auch die Senke das Paket deko-
dieren können.
Rs ver ≤ min {ld (1 + SNRqv) , ld (1 + SNRqs + SNRvs)} (5.30)
= min
{
ld
(
1 +
P ′TX
dαqv
)
, ld
(
1 +
P ′TX
dαqs
+
P ′TX
dαvs
)}
(5.31)
⇒ P ′TX = PA KD ≥
{(
2Rs ver − 1
)
dαqv, wenn
1
fαe
< 1 + 1
(1−fe)α(
2Rs ver − 1
) dαqs d
α
vs
dαqs+d
α
vs
, sonst.
(5.32)
Abbildung 5.5 veranschaulicht die Bedingungen für die Dimensionierung der benö-
tigten Sendeleistung der Knoten gemäß Gleichung (5.32). Die Kurve gibt die Position
des Vermittlungsknotens an, ab welcher die Sendeleistung bzgl. der Verbindung Quelle-
Vermittlungsknoten dimensioniert werden muss. Bei einem Pfadverlustindex α = 2 muss
z.B. die Sendeleistung für fe > 0.469 auf die Übertragung zwischen Quelle und Ver-
mittlungsknoten dimensioniert werden. Die Senke kann dann das Paket aus den Signalen
von Quelle und Vermittlungsknoten dekodieren. Bei fe ≤ 0.469 stellt die Übertragung
zwischen Vermittlungsknoten und Senke die kritische Verbindung dar, nach welcher die
Sendeleistung dimensioniert werden muss. Folgt die Position des Vermittlungsknotens ge-
nau der Kurve, dann ist die Sendeleistungsdimensionierung optimal, da alle Knoten die
gleiche Sendeleistung aufbringen.
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5.3.3 Übertragung über Rayleigh-Blockschwundkanäle
Wie aus (5.14) ersichtlich, nimmt im AWGN-Kanal die Verteilungsdichtefunktion der
Outage-Wahrscheinlichkeit nur 2 Werte an, entweder 0 oder 1. Liegt dagegen ein Block-
schwundkanal vor, so ist die Outage-Wahrscheinlichkeit kontinuierlich. Daher ist das be-
nötigte SNR nicht nur von Rs dir bzw. Rs ver abhängig, sondern auch von der Outage-
Wahrscheinlichkeit. Dieses Kapitel folgt in der Argumentationskette [Gol04], die Formeln
sind überwiegend [LTW04]1, entnommen. Im Unterschied zu [LTW04] wird in diesem
Kapitel neben direkter und kooperativer Vermittlung auch herkömmliche Vermittlung
analysiert.
Aufgrund des Schwundprozesses kann die Empfangsleistung des Nutzsignals am Vermitt-
lungsknoten bzw. an der Senke variieren. Wird die Sendeleistung P ′TX konstant gehalten,
so schwankt das instantane SNR je nach aktuellem Schwund-Koeffizienten aij = a zwi-
schen Knoten i und Knoten j. Gesucht ist nunmehr der Wert P ′TX für die einzelnen
Vermittlungsverfahren, so dass die Wahrscheinlichkeit, dass ein Paket aufgrund von zu
geringem instantanen SNR an der Senke verworfen werden muss, pout nicht übersteigt.
Da für den Blockschwund eine Rayleigh-Verteilung angenommen wird, unterliegt |a|2 einer
zentralen χ2-Verteilung. Im Spezialfall der hier vorliegenden χ2-Verteilung 2-ter Ordnung
entspricht dies einer Exponentialverteilung:
pdf: p|A|2(|a|2) =
1
2σ2
e−
|a|2
2σ2 (5.33)
cdf: p
(
|a|2 < A
)
= 1 − e− A2σ2 . (5.34)
Die Normierung erfolgt so, dass im Mittel der Kanal weder verstärkt noch dämpft,
d.h. σ2 = 0.5.
Direkte Übertragung
Die instantane Kapazität beträgt:
CR D = B ld
(
1 + |a|2SNRqs
)
= B ld
(
1 + |a|2P
′
TX
dαqs
)
(5.35)
Damit lässt sich die Outage-Wahrscheinlichkeit gemäß (5.13) und (5.34) unter Nutzung
der Beziehung 1 − e−x ≈ x für x  1 ermitteln:
1Im Gegensatz zum Vorgehen von Laneman wird die Normierung auf die Entfernung nicht über den
Schwundkoeffizienten vorgenommen, sondern über das SNR bzw. die Sendeleistung.
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pout = p
(
ld
(
1 + |a|2P
′
TX
dαqs
)
< Rs dir
)
(5.36)
pout = p
(
|a|2 <
(
2Rs dir − 1
) dαqs
P ′TX
)
(5.37)
= 1 − e−
2Rs dir−1
P ′
TX
dαqs
für kleine Exponenten (5.38)
⇒ P ′TX = PR D '
2Rs dir − 1
pout
dαqs. (5.39)
Herkömmliche Übertragung mit Amplify&Forward
Ähnlich (5.21) kann nun unter Berücksichtigung der Schwundkoeffizienten aqv, avs und
der in (5.19) eingeführten Beziehung f(x, y) = xy/(x + y + 1) die Kapazität berechnet
werden:
CR HA = B ld
(
1 + f
(
|aqv|2SNRqv, |avs|2SNRvs
))
. (5.40)
Da die unabhängigen Schwundkoeffizienten aqv und avs die gleichen statistischen Eigen-
schaften aufweisen, wird im Folgenden der Schwundkoeffizient a zur Beschreibung aller
Schwundprozesse eingeführt.
Im Anhang C.2 wird die benötigte Sendeleistung hergeleitet:
P ′TX = PR HA '
2Rs ver − 1
pout
(
dαqv + d
α
vs
)
. (5.41)
Herkömmliche Übertragung mit Decode&Forward
Die Kapazität wird von dem schwächeren der zwei Links bestimmt. Daher beträgt die
Kapazität CR HD dieser Übertragung:
CR HA = B min
{
ld
(
1 + |a|2SNRqv
)
, ld
(
1 + |a|2SNRvs
)}
. (5.42)
Damit folgt für die benötigte Sendeleistung bei gegebener Outage-Wahrscheinlichkeit,
Herleitung siehe Anhang C.3:
P ′TX = PR HD '
{
2Rs ver−1
pout
dαqv wenn fe ≥ 0.5
2Rs ver−1
pout
dαvs sonst.
(5.43)
Wie schon bei der Übertragung im AWGN-Kanal, ist die Sendeleistung von der Positi-
on des Vermittlungsknotens abhängig. Die ist ursächlich wiederum darin begründet, dass
das SNR so groß sein muss, dass sowohl Vermittlungsknoten als auch Senke das Paket
dekodieren können.
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Kooperative Vermittlung mit Amplify&Forward
Laut [LTW04] beträgt die Kapazität CR HA in Rayleigh-Kanälen für kooperative Über-
tragung mit AF:
CR HA = B ld
(
1 + |a|2SNRqs + f(|a|2SNRqv, |a|2SNRvs)
)
, (5.44)
wobei f(x, y) = xy/(x + y + 1), wie schon in (5.19) eingeführt. Der Term |a|2 SNRqs
modelliert einen unabhängigen Kanal zu der Übertragung Quelle-Vermittlungsknoten-
Senke. Er ist Ursache für den räumlichen Diversitätsgewinn.
Unter Nutzung von Satz 2 in C.1.2 wird im Anhang C.4 die benötigte Sendeleistung
hergeleitet:
P ′TX = PR KA '
(
2Rs ver − 1
)
√
dαqs
(
dαqv + d
α
vs
)
2pout
. (5.45)
Kooperative Vermittlung mit Decode&Forward
Hierbei gibt es zwei Möglichkeiten, dass das Outage Ereignis auftritt:
Fall 1: Der Vermittlungsknoten kann das Paket nicht dekodieren. Dann schlägt die Über-
tragung fehl, wenn die instantane spektrale Effizienz der Übertragung von der
Quelle zur Senke kleiner als Rs ver ist:
pout1 = ld
(
1 + |a|2SNRqs < Rs ver
)
. (5.46)
Die Wahrscheinlichkeit (1 − pv), dass der Vermittlungsknoten das Paket nicht
dekodieren kann, beträgt:
1 − pv = p
[
ld
(
1 + |a|2SNRqv
)
< Rs ver
]
. (5.47)
Fall 2: Der Vermittlungsknoten kann das Paket dekodieren (Wahrscheinlichkeit pv). Ist
die instantane spektrale Effizienz der kombinierten Übertragung von Quelle zu
Senke und von Vermittlungsknoten zu Senke zu gering, dann tritt das Outage
Ereignis ein. Die Outage-Wahrscheinlichkeit beträgt:
pout2 = p
[
ld
(
1 + |a|2SNRqs + |a|2SNRvs
)
< Rs ver
]
. (5.48)
Die Outage-Wahrscheinlichkeit pout der gesamten Übertragung beträgt:
pout = pout1 · (1 − pv) + pout2 · pv. (5.49)
Wie muss nun pv dimensioniert werden?
Ein Diversitätsgewinn ergibt sich nur, wenn Fall 2 eintritt. Dann soll die Outage-Wahr-
scheinlichkeit pout2 sehr gering sein: pout2 → 0. Wird die Sendeleistung auf Fall 2 dimen-
sioniert, dann ist die Outage-Wahrscheinlichkeit für die direkte Übertragung hoch. Es gilt
5.3 Informationstheoretische Betrachtung der Vermittlungsprotokolle 91
näherungsweise: pout1 → 1. Für dieWahrscheinlichkeit pv, dass der Vermittlungsknoten
dekodieren kann, folgt dann aus (5.49):
pv ≈ 1 − pout. (5.50)
Aus (5.47) und (5.50) ergibt sich die benötigte Sendeleistung PTX1, damit der Ver-
mittlungsknoten dekodieren kann. Aus (5.48) wird im Anhang C.5 die Sendeleistung PTX2
hergeleitet:
PTX1 '
2Rs ver − 1
1 − pv
dαqv (5.51)
PTX2 '
(
2Rs ver − 1
)
√
dαqsd
α
vs
2 pout
. (5.52)
Die benötigte Sendeleistung ergibt sich aus dem Maximum von PTX1 und PTX2:
P ′TX = PR KD = max {PTX1, PTX2}
' max



(
2Rs ver − 1
)
√
dαqsd
α
vs
2 pout
,
2Rs ver − 1
1 − pout
dαqv



. (5.53)
Die Lage dieses Maximums ist lediglich von pout, fe und α abhängig, nicht jedoch von
dqs. Wird die Sendeleistung auf die 2. Phase dimensioniert (1. Term), dann kann der volle
Diversitätsgewinn ausgeschöpft werden. Das bedeutet aber, dass der Vermittlungsknoten
sehr nah an der Quelle positioniert ist. Andernfalls, muss die Sendeleistung auf die 1. Pha-
se dimensioniert werden. Aufgrund gleicher Sendeleistung aller Knoten, ist damit aber die
2. Phase überdimensioniert.
Die graphische Auswertung der in diesem Abschnitt hergeleiteten Sendeleistungen er-
folgt in Abschnitt 5.3.5 zusammen mit dem Vergleich des Energieverbrauchs der vorge-
stellten Protokolle.
5.3.4 Energiemodell
Bislang haben wir die benötigte Sendeleistung eines Knotens bei Einsatz eines bestimm-
ten Protokolls und gegebener Outage-Wahrscheinlichkeit bestimmt. Wir benötigen nun ein
Modell, welches diese Leistung in die am Sender benötigte Energie umrechnet. Dazu wird
wiederum der schon aus Abschnitt 2.1.1 bekannte Transceiver-Chip CC1000 von Chip-
con herangezogen. Das Datenblatt des CC1000 [Chi01] gibt den Stromverbrauch ITX im
900 MHz-Band bei einer Sendeleistung PTX=-20 dBm mit 8.6 mA an und bei PTX=5 dBm
mit 25.4 mA an. Die Stromverbrauch im Empfangsmodus beträgt 9.6 mA.
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Abbildung 5.7: Energieverbrauch der Netzknoten bei 2-Hop-Übertragung
Wir entwickeln nun den Zusammenhang zwischen einer normierten Sendeleistung und
dem Stromverbrauch. Dazu berechnen wir mittels der in Abschnitt 3.1 gezeigten Lei-
stungsbilanz der Übertragungsstrecke die benötigte Sendeleistung bei einer Entfernung
zwischen Quelle und Senke von 1 m unter Nutzung der in Tabelle 2.1 angegebenen
Parameter. Mittels des Datenblattes wird nun der benötigte Stromverbrauch zu dieser
Sendeleistung ermittelt. Diese Werte dienen im Folgenden als Normierungsfaktoren. Der
Stromverbrauch bei maximaler Sendeleistung beträgt etwa 6 mal soviel wie bei minimaler
Sendeleistung. Damit kann der Stromverbrauch als Funktion der Sendeleistung g(PTX),
wie in Abbildung 5.6 dargestellt, approximiert werden. Dieser weist natürlich einen ähn-
lichen Verlauf wie die Kurve in Abbildung 2.5 auf. Des Weiteren wird für das Verhältnis
von Empfangsstromverbrauch zu minimalem Sendestromverbrauch ein Faktor fp = 1.5
eingeführt, der zwar etwas höher liegt, als beim CC1000 angegeben, aber die generelle
Tendenz ähnlicher Transceiver gut modelliert.
Um den Energieverbrauch zu berechnen, müssen zusätzlich die Versorgungsspannung
und die Übertragungsdauer betrachtet werden. Da die Spannung U lediglich einen kon-
stanten Faktor darstellt, kann sie zu 1 normiert werden. Damit gilt P ′TX = ITX · U =
ITX ·1V. Die Übertragungsdauer kann über die spektrale Effizienz einbezogen werden. Ge-
mäß Orthogonalitätsbedingung übertragen die Netzknoten bei Übertragung mit 2-Hops
doppelt so schnell wie bei der Single-Hop Übertragung. Der Energieverbrauch Eges 2h aller
beteiligten Netzknoten ergibt sich aus der Sendeenergie der Quelle ETX , der Empfangs-
energie des Vermittlungsknotens ERX und der Sendeenenergie des Vermittlungsknotens
zum Weiterleiten des Pakets, wie in Abbilung 5.7 dargestellt wird. Ist die Senke eine
an der Energieversorgung angeschlossene Basisstation, muss die Empfangsenergie an der
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Senke nicht berücksichtigt werden. Die Sendeenergie ist eine Funktion der Sendeleistung
P ′TX , wie oben beschrieben wurde. Damit ergibt sich für den Energieverbrauch Eges 2h der
2-Hop Übertragung:
Eges 2h = 2ETX + ERX = (2 g(P
′
TX) + PRX) Tver BS ist Empfänger, (5.54)
wobei Tver die Paketdauer bei der Übertragung mit Multi-Hop ist.
Erhöhte Hardwarekomplexität, die durch höhere spektrale Effizienzen u.U. nötig ist, wird
vernachlässigt. Ebenso wird erhöhter Overhead für die Synchronisation nicht in die Be-
rechnungen einbezogen.
Bezeichne Tdir die Paketdauer bei der direkten Übertragung, dann gilt für den Energie-
verbrauch Eges sh bei der Single-Hop-Übertragung:
Eges sh = ETX = g(P
′
TX) Tdir. (5.55)
Wegen der Orthogognalitätsbedingung gilt für den 2-Hop Fall: Tdir/Tver = 2.
5.3.5 Vergleich der Multi-Hop Protokolle
Aufbauend auf den theoretischen Herleitungen der benötigten Sendeleistungen im AWGN-
und Rayleigh-Blockschwundkanal werden nun die Multi-Hop Protokolle der direkten Über-
tragung gegenübergestellt. Um die vorgestellten Protokolle in ihrer Wirkungsweise zu ver-
stehen, werden zunächst die benötigten Sendeleistungen, die in den Abschnitten 5.3.2 und
5.3.3 hergeleitet wurden, miteinander verglichen. Anschließend wird der Energieverbrauch
aller batteriebetriebener Netzknoten bei der Übertragung eines Datenpaketes als Funkti-
on der Entfernung dargestellt. Damit lassen sich Aussagen darüber treffen, wie groß die
Entfernung zwischen Quelle und Senke mindestens sein muss, damit die Netzknoten bei
Einsatz von Multi-Hop Protokollen weniger Energie verbrauchen als bei direkter Übertra-
gung.
Der Leistungsverbrauch ist eine Funktion der Lage des Vermittlungsknotens fe und der
Outage-Wahrscheinlichkeit pout. Es werden die Auswirkungen beider Parameter auf den
Leistungs- und Energieverbrauch ausgewertet. Den Abschluss des Abschnitts bilden Un-
tersuchungen zum Einfluss der Empfangsleistung auf den Energieverbrauch.
Leistungs- und Energieverbrauch als Funktion der Entfernung
Betrachtet man die minimal benötige Sendeleistung eines Netzknoten, dann sprechen zwei
Gründe gegen die Multi-Hop Übertragung: die erhöhte benötigte Sendeleistung durch dop-
pelte spektrale Effizienz und bei AF der zusätzliche Rauscheinfluss des Vermittlungskno-
tens. Für den Einsatz von Multi-Hop spricht der verringerte Pfadverlust und bei koope-
rativen Verfahren der Empfangsleistungs- und räumliche Empfangsdiversitätsgewinn.
Bei der Betrachtung des Energieverbrauchs spielen zusätzlich drei Faktoren eine Rolle:
  die unterschiedliche Skalierung von Leistung und Energie, die bereits Thema des
Kapitels 3 war
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Merkmal Single-Hop Multi-Hop Anmerkung
Pfadverlust ↓ ↑
Empfangsleistungs-
gewinn
- ↑ nur bei kooperativer Vermittlung
Empfangs-
diversitäts-
gewinn
- ↑ nur in Schwundkanälen nur bei koope-
rativer Vermittlung
Orthogonalitäts-
bedingung
- ↔ erhöhte Sendeleistung vs. kürzere Ver-
weildauer der Knoten im Aktiv-Modus
zusätzliche
Energie am Ver-
mittlungsknoten
- ↓ für Empfangen, Verarbeiten und Wei-
terleiten eine Datenpakets
zusätzliches
Rauschen
- ↓ nur bei Amplify&Forward
Weitere - ↓ Latenzzeit, Datensicherheit, Kanalzu-
griff, Hardwarekomplexität (Speicher,
Verarbeitung der Daten am Vermitt-
lungsknoten), Energieverbrauch eines
Einzelknotens im Vergleich zum mitt-
leren Energieverbrauch aller Knoten
Tabelle 5.1: Wichtige Parameter, von denen die Leistungs-/Energieeffizienz von Multi-Hop-
Verfahren abhängt. Erläuterungen: ↑: leistungs-/energieeffizient, ↓: nicht leistungs-
/energieeffizient, ↔ Leistungs-/Energieefizienz von weiteren Bedingungen abhängig,
-: Merkmal nicht vorhanden
  die zusätzlich am Vermittlungsknoten aufgebrachte Energie für Empfang und Wei-
terleitung der Daten
  die durch die erhöhte spektrale Effizienz bei Multi-Hop verursachte geringere Über-
tragungszeit pro Hop.
Eine Zusammenstellung wichtiger Parameter, die den Leistungs- und Energieverbrauch
der Netzknoten bestimmen, ist in Tabelle 5.1 zu finden.
Parameter Wert Anmerkung
fe 0.5 mittig zwischen Quelle und Senke
α 2 Freiraumausbreitung, starkes LOS
Rs dir = 1 1 geringe spektrale Effizienz wie bei Sensornetzwerken favorisiert
Rs ver 2 · Rs dir Orthogonalitätsbedingung
pout 0.01 akzeptable Paketfehlerrate
Tabelle 5.2: Analyse-Systemparameter: Die Parameter lehnen sich an den Standard an, der
Stromverbrauch basiert auf realen Schaltkreisen
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Abbildung 5.8: Leistungsgewinne gegenüber direkter Übertragung im AWGN-Kanal (links) und
im Rayleigh-Blockschwund-Kanal
Soweit nicht anders angegeben, werden im Folgenden die in Tabelle 5.2 angegebenen
Parameter genutzt.
Abbildung 5.8 zeigt den normierten Sendeleistungsgewinn der Multi-Hop Protokolle
im AWGN- und Rayleigh-Blockschwundkanal, wenn sich der Vermittlungsknoten in der
Mitte zwischen Quelle und Senke befindet. Dabei wurden die Werte jeweils auf die Sen-
deleistung der direkten Übertragung des jeweiligen Kanals normiert. Das Verhältnis der
Sendeleistungen im AWGN-Kanal zum Rayleigh-Blockschwundkanal beträgt bei der di-
rekten Übertragung immer 1/pout. Dies ist unmittelbar aus den Gleichungen (5.17) und
(5.39) ableitbar. Wie aus den Formeln zur Ermittlung der Sendeleistungen ersichtlich,
ist das Verhältnis der Leistungen nicht von der Entfernung zwischen Quelle und Senke
abhängig.
Herkömmliche Vermittlung mit AF hat bei den gegebenen Parametern einen höheren
Sendeleistungsbedarf als die direkte Übertragung. Erhöhte Sendeleistungen, die durch
die Orthogonalitätsbedingung und durch das zusätzliche Rauschen am Vermittlungskno-
ten verursacht werden, können von den Gewinnen durch geringeren Pfadverlust nicht
kompensiert werden. Der Sendeleistungsverlust gegenüber direkter Übertragung ist im
Rayleigh-Kanal etwas geringer, da die Pfadverluste insgesamt höher sind und somit durch
Multi-Hop wesentlich verringert werden können. Bei Pfadverlustindices>2.585, ist dieses
Vermittlungsverfahren aber immer leistungseffizienter als die direkte Übertragung.
Bei der herkömmlichen Übertragung mit DF wird am Vermittlungsknoten kein zusätz-
liches Rauschen verursacht. Damit schneidet es 3 dB ab als herkömmliche Übertragung
mit AF. Somit ist es immer leistungseffizienter als direkte Übertragung.
Kooperative Vermittlung mit AF kann gegenüber herkömmlicher Vermittlung mit AF
durch den nun genutzten Anteil der Übertragung von Quelle-Senke leistungseffizienter
sein. Im AWGN-Kanal ist dieses Verfahren damit genauso gut wie direkte Übertragung.
Im Rayleigh-Kanal sorgt der Diversitätsgewinn um eine Verbesserung von gut 8 dB ge-
genüber direkter Übertragung.
Kooperative Vermitttlung ist das leistungseffizienteste Verfahren, wenn die Sendeleistung
optimal für jeden Knoten einzeln dimensioniert wird. Bei der Voraussetzung gleicher Sen-
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Abbildung 5.9: Energieverbrauch im AWGN-Kanal (links) und im Rayleigh-Kanal (rechts), DF-
Verfahren überlappend
deleistung für alle Knoten, muss aber die Sendeleistung so dimensioniert werden, dass der
Vermittlungsknoten mit der Wahrscheinlichkeit (1 − pout) dekodieren kann. Damit kann
die kooperative Vermittlung mit DF den Diversitätsgewinn nicht ausnutzen. Für fe = 0.5
wird damit der erste Hop zum Vermittlungsknoten die zu dimensionierende Verbindung,
da dann im 2. Hop unter Nutzung der Kooperation erst recht dekodiert werden kann.
Damit ist aber kooperative Vermittlung mit DF nicht leistungseffizienter als herkömmli-
che Übertragung mit DF. Lediglich der Gewinn durch verringerten Pfadverlust macht die
Übertragung leistungseffizienter als die direkte Übertragung.
Ein Blick auf den Energieverbrauch in Abbildung 5.9 zeigt sofort, dass das Verhält-
nis des Energieverbrauchs der verschiedenen Protokolle, im Gegensatz zum Leistungs-
verbrauch von der Entfernung zwischen Quelle und Senke abhängt. Ursache ist die Ver-
schiebung des Arbeitspunktes des Transceivers bei unterschiedlichen Sendeleistungen. Die
Normierung erfolgt hierbei, abweichend von den Leistungsbetrachtungen in Abbildung
5.8, auf den Energieverbrauch der direkten Übertragung über 1 m. Während im AWGN-
Kanal (linke Abbildung) Multi-Hop-Verfahren nur bei sehr großen Entfernungen (>350 m)
energieeffizienter als direkte Übertragung sind, lohnt sich der Einsatz der kooperativen
Vermittlungsverfahren mit AF im Rayleigh-Kanal bereits bei weniger als 20 m.
Diese Ergebnisse wurden unter Annahme fairer spektraler Effizienzen gewonnen, also
Rs ver = 2Rs dir. Dies ist für den Energieverbrauch der Multi-Hop Übertragung gegenüber
der direkten Übertragung vorteilhaft, da dadurch die Zeit im Aktiv-Modus halbiert wird.
Ob die Übertragung mittels Multi-Hop oder Single-Hop energetisch günstiger ist, hängt
also davon ab, wie sich Pfadverlust, benötige Sendeleistung, Aufwand im Vermittlungskno-
ten und von der Verweilzeit im Aktiv-Modus zueinander verhalten. Würde Rs ver = Rs dir
gewählt werden, würden die benötigte Sendeleistung im Multi-Hop-Fall geringer werden,
dafür würde sich aber die Zeit im Aktiv-Modus verlängern.
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Abbildung 5.10: Leistungsgewinne gegenüber direkter Übertragung im AWGN-Kanal (oben) und
im Rayleigh-Kanal unten als Funktion der Position des Vermittlungsknotens
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Einfluss der Position des Vermittlungsknotens
Als Nächstes wird die Frage geklärt, welchen Einfluss die Position des Vermittlungskno-
ten fe auf Leistungs- und Energiebilanz hat. Liegt der Vermittlungsknoten nicht genau in
der Mitte zwischen Quelle und Senke, verringert sich der Leistungsgewinn. Im längeren
Pfad steigt die Sendeleistung. Die geringere Sendeleistung im kürzeren Pfad kann aber
diese Steigerung nicht kompensieren. Dies ist eine direkte Konsequenz des nichtlinearen
Zusammenhangs zwischen Sendeleistung und Entfernung gemäß (5.1).
Abbildung 5.10 zeigt die auf die direkte Übertragung normierten Leistungen als Funkti-
on von fe. Im AWGN-Kanal (oben) ist die Übertragung mittels Multi-Hop entweder gar
nicht leistungseffizienter (herk./koop. Übertragung AF) oder nur, wenn der Vermittlungs-
knoten nicht sehr weit von der Mitte entfernt steht. Desweiteren ist interessant, dass für
kooperative Vermittlung mit DF die optimale Position bei ca. fe = 0.45 liegt. Dies ist eine
direkte Konsequenz der Forderung gleicher Sendeleistung für alle Knoten, die den ersten
Hop zum Vermittlungsknoten zur kritischen Verbindung macht.
Im Rayleigh-Kanal, Abbildung 5.10 unten, sorgt der Diversitätsgewinn dafür, dass koope-
rative Vermittlung mit AF auch bei ungünstigen Positionen des Vermittlungsknotens lei-
stungseffizienter als direkte Übertragung ist. Nahe der mittleren Position (0.4 < fe < 0.6)
ist auch herkömmliche Vermittlung mit DF der direkten Übertragung vorzuziehen. In-
teressant ist der Verlauf der Kurve der kooperativen Übertragung mit DF. Offensichtlich
folgt diese Kurve bis ca. fe ≈ 0.2 der der kooperativen Vermittlung mit AF. Dies ist genau
dann der Fall, wenn der schwache Link der zweite Hop ist. Ist der Vermittlungsknoten
zu weit von der Quelle weg, muss die Übertragung gemäß dem ersten Hop dimensioniert
werden. Damit kann der Diversitätsgewinn nicht ausgenutzt werden, wie auch schon aus
(5.53) erkannt werden kann. Die Kurve hat dann ab fe = 0.5 denselben Verlauf wie die
herkömmliche Vermittlung mit DF.
Wie schon gezeigt, ist die Leistungseffizienz nicht von der Entfernung zwischen Quelle
und Senke dqs abhängig, sehr wohl aber die Energieeffizienz. Abbildung 5.11 zeigt, bei
welchen dqs weniger Energie für die Multi-Hop Übertragung benötigt wird, als für die
direkte Übertragung (Pfeilrichtung), bei gegebenen Pfadverlustindices α = {2, 3, 4}. Da-
bei bezeichnen die
”
konvexen“ Flächen, die von den Kurven eingeschlossen werden, die
Gebiete, in denen Multi-Hop energieeffizienter als direkte Übertragung ist. Es werden
kooperative Vermittlung mit DF (AWGN-Kanal) und kooperative Vermittlung mit AF
(Rayleigh-Kanal) herangezogen. Wie gezeigt, haben diese beiden Verfahren den größten
Leistungsgewinn gegenüber der direkten Übertragung. Da die Sendeenergie monoton mit
der Sendeleistung steigt, werden diese beide Verfahren den geringsten Energieverbrauch
der vermittlungsbasierten Verfahren haben.
Offensichtlich müssen im AWGN-Kanal bei α = 2 Entfernungen von über 300 m über-
brückt werden, damit sich Multi-Hop lohnt. Die Position des Vermittlungsknoten spielt
dabei eine große Rolle. Bei hohen Pfadverlustindices sinkt diese kritische Entfernung ra-
pide (bei α = 3 unter 50 m). Außerdem spielt dann die Position des Vermittlungsknoten
nicht mehr eine so große Rolle wie bei α = 2, was an dem flachen Verlauf zwischen
0.2 < fe < 0.7 erkennbar ist.
Im Rayleigh-Kanal ist Multi-Hop schon bei sehr geringen dqs energieeffizienter als direkte
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Abbildung 5.11: Vergleich der Energieeffizienz von Multi-Hop und direkter Übertragung im
AWGN-Kanal (links) und im Rayleigh-Kanal (rechts) bei verschiedenen fe. Im
AWGN-Kanal ist z.B. bei α = 2 und einem Vermittlungsknoten in der Mitte zwi-
schen Quelle und Senke Multi-Hop-Übertragung erst ab Entfernung dqs >300 m
energieeffizienter als direkte Übertragung. Bei α = 3 dagegen lohnt sich Multi-
Hop bereits ab ca. 40 m.
Übertragung (bei α = 2 weniger als 20 m). Interessanterweise ist der Verlauf der Kur-
ve sehr flach, d.h. die Position des Vermittlungsknotens spielt kaum eine Rolle bei dem
Vergleich.
Einfluss der Outage-Wahrscheinlichkeit
Wir betrachten nun den Leistungsverbrauch als Funktion der Outage-Wahrscheinlichkeit
im Rayleigh-Kanal (linke Abbildung1 5.12). Wird die Outage-Wahrscheinlichkeit um eine
Größenordnung gesenkt, steigt der Leistungsverbrauch bei kooperativer Vermittlung mit
AF um 5 dB, während es bei allen anderen Verfahren 10 dB sind. Ursache ist der räum-
liche Diversitätsgewinn der kooperativen Vermittlung mit AF.
Betrachtet man die Energieeffizienz von direkter Übertragung verglichen mit kooperativer
Vermittlung mit AF dann stellt man fest, dass die Entfernung dqs, ab welcher sich Multi-
Hop energetisch lohnt, linear im doppeltlogarithmischen Maßstab mit steigendem pout
steigt. Der Anstieg ist dann proportional zu 1/α. Praktisch bedeutet dies, dass bei gerin-
gen Outage-Wahrscheinlichkeiten die vermittlungsbasierte Übertragung bei Entfernungen
(viel) kleiner als 10 m zu bevorzugen ist.
Einfluss der Empfangsenergie
Zukünftige Fortschritte im Schaltungsentwurf werden möglicherweise das Verhältnis von
minimaler Sende- zu Empfangsleistung fp ändern. Daher wird im Folgenden der Einfluss
von fp näher untersucht. Abbildung 5.13 zeigt dabei, ab welchen Entfernungen Multi-Hop
1Obwohl normalerweise die Outage-Wahrscheinlichkeit an der Ordinate aufgetragen wird, ist
hier die Auftragung an der Abzisse sinnvoll, da der Leistungsverbrauch als Funktion der Outage-
Wahrscheinlichkeit betrachtet wird.
100 Multi-Hop Übertragung in Sensornetzwerken
10−4 10−3 10−2 10−1
Outage-Wahrscheinlichkeit
10−4 10−3 10−2 10−1
Outage-Wahrscheinlichkeit
Multi-hop
energieeffizienter
Rs ver = 2Rs dir = 2
α = 2
fe = 0.5
lg
(E
n
tf
er
n
u
n
g/
m
)
5
45
15
25
35
1
0
2
fe = 0.5
Rs ver = 2Rs dir = 2L
ei
st
u
n
gs
ve
rb
ra
u
ch
[d
B
]
Herk. Verm. AF
Herk. Verm. DF
Koop. Verm. AF
Koop. Verm. DF
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Abbildung 5.13: Vergleich der Energieeffizienz von Multi-Hop und direkter Übertragung im
AWGN-Kanal (links) und im Rayleigh-Kanal (rechts) bei verschiedenen fp
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Abbildung 5.14: Multi-Hop Übertragung im realen Netzwerk
energieeffizienter als direkte Übertragung ist, wenn fp variiert wird. Insbesondere hat die
Empfangsenergie einen großen Einfluss bei Freiraumausbreitung (α = 2). So sinkt im
AWGN-Kanal die Entfernung, ab welcher sich Multi-Hop energieeffizienter ist, von ca.
350 m bei fp = 1.5 auf ca. 200 m bei fp = 0.5. Bei höheren Pfadverlustindices deuten
die flach verlaufenden Kurven darauf hin, dass der Einfluss der Empfangsleistung des
Vermittlungsknotens gering ist. Der Energieverbrauch wird vom Sendeenergieverbrauch
dominiert.
5.4 Multi-Hop Übertragung in realen Netzwerken
5.4.1 Systemmodell
Wir erweitern nun das aus Kapitel 2 bekannte Systemmodell der direkten Übertragung
auf Multi-Hop-Übertragung. Es soll geklärt werden, inwieweit die theoretischen Ergeb-
nisse aus Abschnitt 5.3 mit dem praxisnahen Systemmodell übereinstimmen. Damit kann
die Zuverlässigkeit beider Modelle verifiziert werden. Neben der schon bekannten Frage,
ab welchen Entfernungen zwischen Quelle und Senke der Einsatz von 2-Hop-Protokollen
lohnt, werden nun auch 3 und 4 Hops betrachtet.
Die Analyse basiert weiterhin auf den Parametern in Tabelle 2.1. Die Netzknoten wer-
den weiterhin als zeitlich synchronisiert und
”
allwissend“ betrachtet, d.h. Routing-Pfade
und Scheduling sind benachbarten Knoten bekannt. Anders als in 5.3 wird die Übertra-
gungsrate im Multi-Hop-Fall nicht verdoppelt, sondern wird immer mit 20 kbps ange-
nommen. Dies ist auch sinnvoll, da im Allgemeinen die Datenrate der Netzknoten fest
programmiert ist. Damit stehen bei Vergleich von Single-Hop mit Multi-Hop verringerte
Sendeleistungen durch geringere Reichweite im Multi-Hop Fall dem Mehraufwand in den
Vermittlungsknoten für das Empfangen und Weiterleiten der Daten gegenüber. Zudem
wird nun die Kollisionswahrscheinlichkeit in die Betrachtungen einbezogen. Im Multi-Hop
Netzwerk interferieren aufgrund geringerer Sendeleistung weniger Knoten als im Single-
Hop Netzwerk. Allerdings steigt die Grundnetzwerkverkehr aufgrund der erhöhten Anzahl
von Hops. Wie sich diese Einflüsse verhalten, hängt von der jeweiligen Netzwerktopologie
ab und soll hier nicht Gegenstand der Untersuchungen sein.
Abbildung 5.14 zeigt das genutzte Modell. Es wird nun zusätzlich zur Datenübertra-
gung die Übertragung der Acknowledgments berücksichtigt. Als Vermittlungsverfahren
wird herkömmliche Übertragung mit DF betrachtet, da sich dies einfach analysieren lässt.
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5.4.2 Herkömmliche Übertragung mit Decode&Forward
Das in Kapitel 2 hergeleitete Modell der direkten Übertragung soll nun auch zur Be-
rechnung von Multi-Hop-Verfahren herangezogen werden. Bezeichne Mh die Anzahl der
genutzten Hops, dann setzt sich die Wahrscheinlichkeit einer erfolgreichen Übertragung
zwischen Quelle und Senke, psD mh, aus dem Produkt der Einzelwahrscheinlichkeiten er-
folgreicher Übertragungen auf den einzelnen Hops psD i zusammen. Diese Einzelwahr-
scheinlichkeiten sind bereits aus (2.11) bekannt. Bei maximal L möglichen Übertragungs-
wiederholungen ergibt sich für psD mh:
psD mh =
Mh∏
i=1
psD i. (5.56)
Die Gesamtenergie Emh, die zur Übertragung von den Netzknoten aufgebracht werden
muss, setzt sich aus aus den mit den Wahrscheinlichkeiten eines erfolgreichen Hops ge-
wichteten Energieanteilen, die zum Senden, Etn(L+1), und Empfangen, Ern(L+1), benötigt
werden, zusammen. Diese Anteile wurden bereits in (2.12) bzw. (2.15) berechnet.
Emh =
Mh∑
i=1
pi−1sD i Etn(L+1) +
Mh−1∑
i=1
pi−1sD i Ern(L+1) (5.57)
=
pMhsD i − 1
psD i − 1
Etn(L+1) +
pMhsD i − psD i
psD i − 1
Ern(L+1). (5.58)
Formel (5.57) ist allgemein gültig, Formel (5.58) gilt nur unter der Annahme, dass alle
Hops die gleiche Paketfehlerwahrscheinlichkeit aufweisen und damit der Abstand zwischen
den Knoten derselbe ist.
Dabei muss beachtet werden, dass die in die Sendeleistung eingehende Entfernung zwi-
schen Quelle und Senke im Multi-Hop Fall um den Faktor 1/Mαh reduziert wird.
Abbildung 5.15 zeigt den Energieverbrauch eines 2-Hop-Systems im Vergleich zur di-
rekten Übertragung bei Pfadverlustindices von 2,3,4. Es wird auf die Energie, die für die
direkte Übertragung im Freiraum bei 5 m bzw. 1 m benötigt wird (AWGN bzw. Rayleigh),
normiert. Offensichtlich erweist sich im Freiraum, AWGN-Kanal, Multi-Hop erst bei sehr
großen Entfernungen (ca. 300 m) energieeffizienter als direkte Übertragung. Für α = 3
sinkt diese Schwellen auf ca. 40 m, bei α = 4 gar auf ca. 15 m.
Im Rayleigh Kanal (untere Abbildung) sinken diese Schwellen erheblich, wie auch schon
im vorigen Abschnitt festgestellt wurde. Bei α = 3 wird Multi-Hop schon ab ca. 12 m
energieeffizienter, bei α = 4 schon ab 5 m.
Abbildung 5.16 zeigt die Entwicklung des Energieverbrauches, wenn mehr als 2, 3 und
4 Hops genutzt werden. Im AWGN-Kanal (linke Abbildung) ist ein 2-Hop System energie-
effizienter als direkte Übertragung bei einer Entfernung zwischen Quelle und Senke größer
als ca. 40 m. 3 Hops sind erst ab ca. 50 m besser als Single-Hop.
Im Rayleigh-Kanal (rechte Abbildung) rücken die Grenzen zwischen den Verfahren näher
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Abbildung 5.15: Energieverbrauch von direkter Übertragung und 2-Hop-herkömmlicher Übertra-
gung mit DF bei verschiedenen Pfadverlustindices im AWGN-Kanal (oben) und
im Rayleigh-Blockschwundkanal (unten)
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Abbildung 5.16: Energieverbrauch bei Einsatz mehrerer Hops (links AWGN-Kanal, rechts
Rayleigh-Kanal
zusammen. 2 Hops sind hier schon bei ca. 12 m Entfernung energieefizienter, 3 Hops ab
13 m. Die Sendeleistung wird weniger von dqs als vom Schwundkoeffizienten bestimmt.
AWGN Blockschwund
Reales Netzwerk 40 m 12 m
Theoret.: Koop. AF 42 m 7 m
Theoret.: Koop. DF 35 m 8 m
Tabelle 5.3: Entfernungen, ab welchen Multi-Hop energieeffizienter als Single-Hop ist, α = 3
Inwieweit stimmen nun die theoretisch ermittelten Ergebnisse mit den Ergebnissen
des modellierten realen Netzwerkes überein? Ein Blick auf Tabelle 5.3 zeigt, bei welchen
Entfernungen dqs Multi-Hop energieeffizienter als Single-Hop ist (α = 3). Offensichtlich va-
riieren die Ergebnisse der einzelnen Methoden nur gering, die Größenordnung der Abschät-
zung stimmt überein. Nicht zuletzt ist dies auf die gleiche verwendete PA-Charakteristik
zurückzuführen.
5.5 Zusammenfassung
Da die Reichweiten aufgrund der geringen Sendeleistungen in Sensornetzwerken ohnehin
sehr gering sind, ist der Einsatz von Multi-Hop Verfahren in AWGN-Kanälen aus ener-
getischen Gründen weniger sinnvoll. Multi-Hop muss aber in ausgedehnten Netzwerken
vorgesehen werden, um gute Verbindungen von allen Netzknoten zu einer zentralen Ba-
sisstation zu gewährleisten.
In starken Blockschwund-Kanälen, wie sie im Innenbereich auftreten, ist Multi-Hop dage-
gen energetisch durchaus sinnvoll. Schon bei geringen Entfernungen zwischen zwei Knoten
von 12 m erweist sich ein 2-Hop System als besser. Ursache für die höhere Energieeffizienz
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von Multi-Hop gegenüber Single-Hop Systemen sind zum einen die wesentlich höheren
Pfadverluste im Blockschwundkanal, die durch Multi-Hop reduziert werden können. Zum
anderen kann der räumliche Diversitätsgewinn ausgenutzt werden.
Der Unterschied zwischen 2-Hop-Systemen und höheren Hop-Systemen ist dagegen eher
gering, so dass ein Innenbereichsnetzwerk mit wenigen Hops auskommen dürfte.
Beide Aussagen gelten auch dann, wenn der Vermittlungsknoten nicht ideal, d.h. in der
Mitte zwischen Quelle und Senke, positioniert ist. Aufgrund des hohen räumlichen Diver-
sitätsgewinns ist die Lage insbesondere in Blockschwundkanälen nahezu egal.
In Systemen mit optimaler Sendeleistungsverteilung unter den Knoten erzielt koope-
rative Übertragung den größten Sendeleistungsgewinn. Dies gilt jedoch nicht unter der
Forderung gleicher Sendeleistung für alle Knoten, wie sie in Sensornetzwerken sinnvoll ist.
Bei dieser Forderung muss die Sendeleistung nach der schwächsten Verbindung dimen-
sioniert werden. Liegt diese in der Verbindung zwischen Quelle und Vermittlungsknoten,
dann kann der räumliche Diversitätsgewinn für Decode&Forward nicht ausgenutzt werden.
Amplify&Forward ist trotz zusätzlichem Rauschen am Vermittlungsknoten energieeffizi-
enter als die anderen betrachteten Protokolle. Ein weiterer Vorteil von AF ist, dass keine
Ressourcen für die Dekodierung und Neukodierung der Daten benötigt werden.
Kapitel 6
Zusammenfassung und Ausblick
Die vorliegende Arbeit beschäftigte sich mit dem Einfluss verschiedener Parameter auf die
Energieeffizienz der Übertragung in Netzwerken mit geringer Datenrate. Das Ziel bestand
darin, den Einfluss der Parameter der Bitübertragungsschicht und der Sicherungsschicht
auf den Energieverbrauch eines Netzknotens zu bestimmen und daraus Schlüsse auf die
Optimierung dieser Parameter zu ziehen. Weiterführende Fragestellungen beinhalteten
das Potenzial von Impulse-Radio-UWB-Übertragung für Sensornetzwerke und die Ener-
gieeffizienz von Multi-Hop-Übertragung.
Zunächst musste dabei eine Analysemethode geschaffen werden, welche es erlaubt, die
Parameter mit großem Einfluss auf den Energieverbrauch von den eher untergeordneten
Parametern zu isolieren. Dazu wurde die Signalflussgraphenanalyse unter Anwendung der
Mason’schen Formel herangezogen. Mit der Analysemethode konnten dann die für den
Gesamtenergieverbrauch wichtigen Parameter der Schichten gefunden werden.
Die Umrechnung zwischen Sendeleistung und Energieverbrauch eines Netzknotens erfolg-
te exemplarisch anhand des Transceiver-Schaltkreises CC1000 von Chipcon. Die in der
Arbeit getroffenen Aussagen sind dennoch qualitativ allgemeingültig, da die Schaltkreise
anderer Hersteller ähnliche Charakteristiken wie der CC1000 aufweisen.
Es wurden verschiedene Multi-Hop Protokolle untersucht: herkömmliche Übertragung und
kooperative Übertragung. Außerdem wurde in der Funktionalität des Vermittlungskno-
tens zwischen Amplitude&Forward und Decode&Forward unterschieden.
Wichtige Erkenntnisse, die in dieser Arbeit gewonnen wurden, sind:
  Bei niederratigen Systemen mit geringen Reichweiten wird der Gesamtenergiever-
brauch eines Netzknotens durch den Grundverbrauch, und nicht durch den Lei-
stungsverstärker, bestimmt. Daraus resultiert, dass der Energieverbrauch eines Netz-
knotens wesentlich durch seine Zeit im Aktiv-Modus beeinflusst wird. Lediglich bei
Sendeleistungen nahe der maximalen Sendeleistung des Schaltkreises kann es sinn-
voll sein, die Verweilzeit im Aktiv-Modus zugunsten einer geringeren Sendeleistung
zu verlängern.
  Aus eben genannten Gründen ist ein Vorwärtsfehlerschutz mit hoher Korrekturfä-
higkeit in Sensornetzen nicht sinnvoll. Rückwärtsfehlerschutz (ARQ) kann jedoch
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die Paketfehlerrate erheblich senken, ohne den Energieverbrauch signifikant zu er-
höhen. Ursache ist, dass bei ARQ nur zusätzliche Energie aufgewendet wird, wenn
ein Paket tatsächlich verloren gegangen ist. Beim Vorwärtsfehlerschutz dagegegen
müssen Redundanzsymbole bei jeder Übertragung übertragen werden.
  Bei geringer Netzwerklast ist die Übertragung eines langen Pakets der Übertragung
mehrerer kurzer Pakete vorzuziehen. Damit muss die relativ lange Synchronisations-
sequenz sowie die Start-up Energie nur einmal aufgebracht werden.
  Der Leistungsverbrauch eines isolierten Netzknotens skaliert anders als der Gesamt-
energieverbrauch eines Netzknotens. Z.B. unterscheiden sich bei gegebener Bitfehler-
rate 2-wertige Schmalbandmodulationsverfahren bis zu 4 dB im benötigten Eb/N0 .
Im untersuchten Netzwerk unterscheidet sich aber der Energieverbrauch eines Netz-
knotens nur marginal bei Anwendung verschiedener Modulationsverfahren gleicher
Wertigkeit.
  In Systemen mit hohen Datenraten steigt der Energieverbrauch eines Netzknotens
mit steigendem Eb/N0 und damit sinkendem BER bzw. PER sehr stark, da der
Energieverbrauch im Wesentlichen durch den Leistungsverstärker bestimmt wird.
In Netzwerken mit geringer Datenrate und direkter Übertragung im AWGN-Kanal
kann dagegen bei geringen PER gearbeitet werden, ohne dass sich der Gesamtener-
gieverbrauch wesentlich erhöht. Vielmehr verhindert eine geringe PER mehrfache
Übertragungen eines Paketes im Falle einer erfolglosen Übertragung.
  Solange die Hardwarekomplexität nicht übermäßig steigt, sind mehrwertige Modu-
lationsverfahren energieeffizienter als 2-wertige, weil sie die Verweilzeit der Knoten
im Aktiv-Modus verkürzen.
  Die minimale Paketfehlerwahrscheinlichkeit wird in Single-Hop-Systemen von der
Kollisionswahrscheinlichkeit im Netzwerk bestimmt.
  Bei geringer Netzwerklast hat das Kanalzugriffsverfahren kaum Einfluss auf den
Energieverbrauch. Letztlich ist der benötigte Protokolloverhead entscheidend für
den Energieverbrauch. Bei hohen Netzwerklasten ist dagegen CSMA sinnvoll, wenn
die Wahrscheinlichkeit von abgeschatteten Netzknoten gering ist.
  IR-UWB Verfahren besitzen großes Potenzial für den Einsatz in energieeffizienten
Systemen mit geringen Übertragungsraten. Kurze Verweildauern im Aktiv-Modus
und geringer Leistungsverbrauch [RDdH+05] lassen auf einen sehr geringen Ener-
giebedarf hoffen. Hinzu kommt die hohe Auflösegenauigkeit, welche sehr präzise
Lokalisierung zulässt. Dies wiederum erlaubt die Entwicklung völlig neuer, positions-
basierter Routingverfahren. Nicht zuletzt lassen die Aktivitäten der Arbeitsgruppe
IEEE 802.15.4a baldige Fortschritte in der Standardisierung niederbitratiger Kurz-
streckenfunksysteme mittels IR-UWB erwarten.
  Multi-Hop Verfahren sind in Schwundkanälen und in räumlich ausgedehnten Netz-
werken unumgänglich, um eine akzeptable Übertragungsqualität zu gewährleisten.
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  Herkömmliche informationstheoretische Untersuchungen von Vermittlungsprotokol-
len für Multi-Hop vergleichen lediglich Sendeleistungsunterschiede der Netzknoten.
In dieser Arbeit wird ein Modell vorgestellt, diese Unterschiede auf den Gesamt-
energieverbrauch eines Netzknotens abzubilden.
  Da die Netzknoten möglichst wenig Zeit im Aktiv-Modus verbringen sollen, lohnt
sich der Aufwand von Kanalschätzverfahren mittels Piloten nicht. Die Sendeleistung
sollte nach der schwächsten Verbindung für alle Knoten festgelegt werden. Bei ko-
operativer Vermittlung hat dies weitreichende Konsequenzen. Bei Decode&Forward
Verfahren muss die Sendeleistung auf die Übertragung zwischen Quelle und Vermitt-
lungsknoten dimensioniert werden, damit der Vermittlungsknoten dekodieren kann.
Damit kann aber der Diversitätsgewinn, der bei optimaler Sendeleistungsverteilung
bei kooperativen Verfahren auftritt, nicht ausgenutzt werden.
  In starken Blockschwund-Kanälen ist Multi-Hop Übertragung schon bei geringen
Entfernungen (<10 m) energieeffizienter als direkte Übertragung. Zudem lassen die
Sendeleistungsbeschränkungen in den ISM-Bändern keine direkte Übertragung über
große Entfernungen zu.
Eine Vielzahl offener Probleme konnte in dieser Arbeit nicht angesprochen werden. Ins-
besondere fehlen umfangreiche realitätsnahe Experimente mit Sensornetzwerken, die die
praktischen Probleme bei der Installation und im Betrieb offen legen. Dies ist aber nötig,
um der Forschung die nötigen Anhaltspunkte darüber zu geben, wo weiterer Forschungs-
bedarf besteht. Desweiteren könnten solche Experimente Auskunft darüber geben, wie die
Lebensdauer des gesamten Netzwerkes, nicht nur eines Knotens, maximiert werden kann.
Interessant ist auch die Fragestellung, ob analoge (De)Modulatoren leistungseffizienter
operieren können, als digitale (De)Modulatoren. Dies würde dem Trend in breitbandigen
Systemen klar widersprechen.
Noch mehr Forschungsbedarf besteht bei den IR-UWB Systemen. Insbesondere Fragen
der Synchronisation, des Antennendesigns, des Transceiverdesigns, aber auch der theore-
tischen Beschreibung sind noch ungeklärt. Weiterhin müssen praktische Erfahrungen mit
realen Testplattformen gewonnen werden.
Anhang A
Herleitung des Abtausches zwischen
wiederholter Synchronisation und
langen Toleranzzeiten
Dieser Abschnitt leitet die in Abschnitt 3.2.2 gezeigten Ergebnisse zum Abtausch zwischen
wiederholter Synchronisation und Toleranzzeiten her.
Im Folgenden bezeichnen:
E1 − Energieverbrauch ohne periodische Austausch von Synchroni-
sationsinformation
E2 − Energieverbrauch mit periodischem Austausch von Synchroni-
sationsinformation
ttol1/2 − Zeit, um die ein Empfangsknoten vor der eigentlichen Übertra-
gung aufwachen muss, damit er sicher die Synchronisationsse-
quenz des Sendeknotens empfangen kann (
”
Toleranzzeit“)
Et1/2 − Energieverbrauch während der Toleranzzeit ohne/mit periodi-
schem Austausch von Synchronisationsinformation
Esleep1/2 − Energie, die ein Knoten im Ruhezustand benötigt
ERX sync − Energie, die zum Empfangen der Synchronisationssequenz(en)
benötigt wird
Es gilt:
E1 = Etol1 + Esleep1
E2 = Etol2 + Esleep2 + ERX sync.
Die Toleranzzeiten, und damit Etol1/2, ergeben sich aus den maximal möglichen Ab-
weichungen des Quarzes und den Verweilzeiten im Ruhezustand. Die Zeit im Ruhezustand
verkürzt sich im Falle regelmäßiger Synchronisation mittels einer Bake entsprechend des
Synchronisationszyklusses.
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Der schwarze Bereich in Abbildung 3.4 kennzeichnet nun den Bereich, in dem gilt:
E2 < E1,
d.h., die Energie, die bei regelmäßiger Synchronisation aufgebracht werden muss, ist ge-
ringer als die Energie, die benötigt wird, um um die Toleranzzeit eher aufzuwachen.
Bei den Untersuchungen wurden folgende Annahmen zugrunde gelegt:
  die Bake wird immer erfolgreich übertragen
  die Baken werden von der Basisstation ausgesandt, d.h. den Netzknoten entstehen
keine zusätzlichen Kosten für das Senden der Bake.
Weiterhin wurde nicht berücksichtigt, dass die Kollisionswahrscheinlichkeit im Netzwerk
durch die zusätzlichen Baken eerhöht wird.
Anhang B
Herleitung des normierten SNR
(Gleichung (5.15))
In Abschnitt 5.3.2 wurde das Signal-Rauschverhältnis SNRij an einem Knoten j, welches
bei der Übertragung von Knoten i zu Knoten j anliegt, als Funktion der normierten
Sendeleistung P ′TX angegeben:
SNRij = konst. ·
PTX
dαij
=
P ′TX
dαij
. (B.1)
Im Folgenden soll die Konstante mittels des Link-Budgets der Übertragung hergeleitet
werden. Die Berechungen beruhen auf [FPW04].
Es seien
EIRP− Equivalent Isotropic Radiated Power
EISL− Equivalent Isotropic Sensitivity Level.
Die Einführung des EISL geht auf Fischer, Pivit, Wiesbeck [FPW04] zurück. Das EISL
beschreibt die effektive Empfindlichkeit des Empfängers an der Luftschnittstelle.
Weiterhin bezeichnen:
dij − Entfernung zwischen Sender und Empfänger
B − Rauschbandbreite
GRX − Antennengewinn der Empfangsantenne
GTX − Antennengewinn der Sendeantenne
G/T − Gütefaktor des Empfängers (figure of merit)
Pi − Leistung von i
Ppath − Pfadverlust
α − Pfadverlustindex
κ − Boltzmannkonstannte
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PTX
PEIRP PEISLPpath
SNRij
}G/TGTX GRX
Empfängerrauschen
Sender Empfänger
Abbildung B.1: Link-Budget-Analyse (nach [FPW04]): Am Sender beträgt die abgestrahlte
PEIRP , die sich aus der Sendeleistung, den Antennengewinnen und den Verlusten
der Antennenzuleitung ergibt. Entsprechend ergibt sich die Empfangsleistung aus
der Leistung an der Antenne PEISL, dem Antennengewinn und dem Gütefaktor.
Der Gütefaktor ist ein Maß für die HF-Leistungsfähigkeit am Empfänger. Er wird u.a.
aus der Rauschzahl, der äquivalenten Antennentemperatur und der Umgebungstempera-
tur berechnet.
Abbildung B.1 verdeutlicht den Zusammenhang zwischen Sendeleistung und SNR am
Empfänger. Damit ergeben sich:
SNRij =
G
T
· PEISL
k B
(B.2)
PEISL =
PEIRP
Ppath
=
PEIRP
P0
(
dij
d0
)α (vgl (3.2)) (B.3)
mit P0 =
(
40 π
3
fc/[GHz]
)2
gemäß (3.4) (B.4)
PEIRP = PTX GTX . (B.5)
Damit ergibt sich:
SNRij =
G
T
︸︷︷︸
Gütefaktor
· 1
κ B
· GTX ·
dα0
P0
· PTX
dαij
(B.6)
= konst. · PTX
dαij
=
P ′TX
dαij
. (B.7)
Anhang C
Informationstheoretische
Herleitungen
C.1 Wichtige Sätze
C.1.1 Satz 1
Dieser Satz entspricht
”
Lemma 1“ in [LTW04] und wird dort auch bewiesen.
Lemma: Es seien δ eine positive Zahl und rδ
4
= δf(v/δ, w/δ), wobei v und w unabhän-
gige exponentiell verteilte Zufallsvariablen mit den Parametern λv und λw sind. Weiterhin
sei h(δ) > 0 kontinuierlich mit h(δ) → 0 und δ/h(δ) → d < ∞, wenn δ → 0. Dann gilt
für die Wahrscheinlichkeit p [rδ < δ]:
lim
δ→0
1
h(δ)
p [rδ < h(δ)] = λv + λw. (C.1)
C.1.2 Satz 2
Dieser Satz ist [LTW04] (
”
Claim 1“) entnommen und wird dort auch bewiesen.
Satz: Es seien u, v und w exponentiell verteilte Zufallsgrößen mit den Parametern λu, λv
und λw. Weiterhin sei f(x, y) = xy/(x + y + 1). Mit ε sei eine positive Zahl bezeichnet,
und es gelte, dass g(ε) > 0 stetig sei mit g(ε) → 0 und ε/g(ε) → c < ∞, wenn ε → 0.
Dann gilt:
lim
ε→0
1
g2(ε)
p [u + εf(v/ε, w/ε) < g(ε)] =
λu (λv + λw)
2
. (C.2)
C.1.3 Satz 3
Dieser Satz entspricht Fact 2 in [LTW04].
Satz : Es sei w = u + v, wobei u und v unabhängige exponentiell verteilte Zufallsva-
riablen mit den Parametern λu und λv seien. Dann ergibt sich die Verteilungsfunktion
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PW (w) zu:
PW (w) =
{
1 −
[(
λv
λv−λu
)
e−λuw +
(
λu
λu−λv
)
e−λvw
]
λu 6= λv
1 − (1 + λw)e−λw λu = λv = λ
(C.3)
und es gilt:
lim
ε→0
=
1
ε2
PW (ε) =
λuλv
2
. (C.4)
C.2 Herleitung der Outage-Wahrscheinlichkeit für den
Rayleigh-Kanal und herkömmliche Übertragung
mit Amplify&Forward
Ausgehend von
CR HA = B ld
(
1 + f
(
|a|2SNRqv, |a|2SNRvs
))
und f(x, y) =
xy
x + y + 1
, (C.5)
ergibt sich die Outage-Wahrscheinlichkeit:
pout = p
[
ld
(
1 + f
(
|a|2P
′
TX
dαqv
, |a|2P
′
TX
dαvs
))
< Rs ver
]
(C.6)
pout = p
[
f
(
|a|2P
′
TX
dαqv
, |a|2P
′
TX
dαvs
)
< 2Rs ver − 1
]
(C.7)
Unter Anwendung von Satz 1 mit
δ = 1/P ′TX , h(δ) = (2
Rs ver − 1)/P ′TX , (C.8)
λu = d
α
qv, λw = d
α
vs (C.9)
rδ =
1
P ′TX
f
(
|a|2P
′
TX
dαqv
, |a|2P
′
TX
dαvs
)
(C.10)
folgt für große P ′TX (d.h. große SNR)
pout '
2Rs ver − 1
P ′TX
(
dαqv + d
α
vs
)
. (C.11)
C.3 Herleitung der Outage-Wahrscheinlichkeit für den
Rayleigh-Kanal und herkömmliche Übertragung
mit Decode&Forward
Die Kapazität beträgt:
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CR HA = B min
{
ld
(
1 + |a|2SNRqv
)
, ld
(
1 + |a|2SNRvs
)}
. (C.12)
Daraus folgt das Outage-Ereignis:
CR HA
B
= min
{
ld
(
1 + |a|2P
′
TX
dαqv
)
, ld
(
1 + |a|2P
′
TX
dαvs
)}
< Rs ver (C.13)
Liegt der Vermittlungsknoten hinter der Mitte zwischen Quelle und Senke, dann ist
die Verbindung zwischen Quelle und Vermittlung der schwächste Link, ansonsten ist die
Verbindung zwischen Vermittlung und Senke der schwächste Link:
pout =



p
[
ld
(
1 + |a|2 P ′TX
dαqv
)
< Rs ver
]
wenn fe ≥ 0.5
p
[
ld
(
1 + |a|2 P ′TX
dαvs
)
< Rs ver
]
sonst.
(C.14)
Da |a|2 exponentiell verteilt ist, kann für große SNR die Outage-Wahrscheinlichkeit
mittels 1 − e−x ≈ x ermittelt werden:
pout '
{
2R ver−1
P ′TX
dαqv wenn fe ≥ 0.5
2R ver−1
P ′TX
dαvs wenn fe < 0.5.
(C.15)
C.4 Herleitung der Outage-Wahrscheinlichkeit für den
Rayleigh-Kanal und kooperative Vermittlung mit
Amplify&Forward
Ausgehend von der Kapazität
CR HA = B ld
(
1 + |a|2SNRqs + f(|a|2SNRqv, |a|2SNRvs)
)
und f(x, y) =
xy
x + y + 1
,
(C.16)
lässt sich die Outage-Wahrscheinlichkeit bestimmen:
pout = p
[
ld
(
1 + |a|2P
′
TX
dαqs
+ f
(
|a|2P
′
TX
dαqv
, |a|2P
′
TX
dαvs
))
< Rs ver
]
(C.17)
Mit ε = 1/P ′TX , g(ε) = (2
Rs ver − 1)/P ′TX, λu = dαqs, λv = dαqv und λw = dαvs und mit
Hilfe von Satz 2 (C.2) folgt unter Annahme großer P ′TX (SNR):
pout '
dαqs(d
α
qv + d
α
vs)
2
(
2Rs ver − 1
P ′TX
)2
. (C.18)
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C.5 Herleitung der Outage-Wahrscheinlichkeit für den
Rayleigh-Kanal und kooperative Vermittlung mit
Decode&Forward
Die erreichbare Kapazität hängt davon ab, ob der Vermittlungsknoten V das empfangene
Paket dekodieren kann oder nicht:
CR KD =
{
B ld(1 + |a|2SNRqs) Fall 1: V kann nicht dekodieren
B ld(1 + |a|2SNRqs + |a|2SNRvs) Fall 2: V kann dekodieren
(C.19)
Wenn |a|2 ist exponentiell-verteilt ist, ergibt sich die Outage-Wahrscheinlichkeit zu:
pout =



p
[
ld(1 + |a|2 P ′TX
dαqs
) < Rs ver
]
Fall 1
p
[
ld(1 + |a|2 P ′TX
dαqs
+ |a|2 P ′TX
dαvs
) < Rs ver
]
Fall 2
(C.20)
Fall 1 kann mittels für große SNR einfach mittels der Näherung 1− e−x ≈ x berechnet
werden. Fall 2 kann mittels Satz 3, der die Addition zweier exponentiell verteilter Zufalls-
variablen behandelt, berechnet werden. Mit ε = 2Rs ver−1/P ′TX , λu = d
α
qs, λv = d
α
vs, ergibt
sich für die Outage-Wahrscheinlichkeit
pout '



2Rs ver−1
P ′TX
dαqs Fall 1
(
2Rs ver−1
P ′TX
)2 dαqs d
α
vs
2
Fall 2
(C.21)
Für PTX2 interessiert aber nur Fall 2. Daher ergibt sich für die gesuchte Outage-
Wahrscheinlichkeit:
pout '
(
2Rs ver − 1
P ′TX
)2 dαqs d
α
vs
2
. (C.22)
Anhang D
Beispielkonfigurationsdatei des
UWB-Simulators uwbsim
Mit Hilfe der hier gezeigten Konfigurationsdatei lässt sich eine UWB-Übertragungsstrecke
mit einem LOS-Saleh-Valenzuela-Kanalmodell simulieren. Als Modulationsverfahren kommt
dabei unkodierte Pulse-Positions-Modulation zum Einsatz. Am Empfänger wird Energie-
detektion angewendet.
userName = svlos_djppm_energydetYc2_2
#** **************************************************(unsigned long)*
numTxSystems = 1
#** **************************************************(unsigned long)*
numRxSystems = 1
#** **************************************************(unsigned long)*
systemConnections = 1
#** **************************************************(unsigned long)*
samplesPerChip = 2
#** duration of a single chip in units of [s] ***************(double)*
chipDuration = 1.0e-9
# configuration data for transmitter 1
[TxSystemBlock1]
#** number of chips within a single frame **************(unsigned long)*
chipsPerFrame = 10000
# originally 100
#** controls if forward error correction is applied or not ******(bool)*
applyFec = no
#** number of chips per symbol *************************(unsigned long)*
TxBlock/chipsPerSymbol = 1
#** type of modulator to be used ******************************(string)*
TxBlock/modulatorType = DJPPM_MODULATOR_XA
#** name of file including the pulse samples used for simulation **(string)*
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TxBlock/DjppmModXaBlock/chipDataFile =
pulses/dat/uwbsim_pulse_d2gauss_2djppm_8192.dat
#** valence of DJPPM, must be a power of 2 ********** *(unsigned long)*
TxBlock/DjppmModXaBlock/valence = 2
#** pulse shift for DJPPM, in units of [chip] from nominal *(unsigned long)*
TxBlock/DjppmModXaBlock/pulseShift = 1, 2
#** controls if time hopping is applied or not ******************(bool)*
applyTimeHopping = no
#** the unit of which pulses may vary in position [CHIP, SAMPLE] **(string)*
TxBlock/timeHoppingUnit = CHIP
#** type of coder used for time hopping ***********************(string)*
TxBlock/timeHoppingCoderType = UDN_CODER
#** initial state of the data soure coder **************(unsigned long)*
TxBlock/UdnCoderBlock/seed = 9872397
#** x10 + x8 + x3 + x2 + 1 = 10100001101 = 1293 **(unsigned long)*
TxBlock/LfsrCoderBlock/polynomial = 1293
#** initial state of the time hopping coder *********(unsigned long)*
TxBlock/LfsrCoderBlock/state = 98
#** controls if pulse position jitter is applied or not ******(bool)*
applyJitter = no
#** type of channel to be simulated ************************(string)*
+channelType = NX_PATH_CHANNEL
#+channelType = KUNISCH_PAMP_CHANNEL
channelType = SALEH_VALENZUELA_CHANNEL
#** applying a channel reset ... ********************************(bool)*
applyChannelReset = no
#** ... or reset of symbol source ... ***************************(bool)*
applySourceReset = no
#** ... after ? symbols ********************************(unsigned long)*
numOfSymbols = 100000
#** mean target energy of channel output (relative) ***********(double)*
NxPathChnlBlock/MeanEnergyCtrlBlock/targetEnergy = 1.0
#** mean energy control filter size ********************(unsigned long)*
NxPathChnlBlock/MeanEnergyCtrlBlock/filterSize = 1
#** threshold value in units of [dB] **************************(double)*
NxPathChnlBlock/threshold = -20.0
#** vector of path gains in units of [dB] *********************(double)*
NxPathChnlBlock/pathGains = 0.0
#** vector of path lengths in units of [m] ********************(double)*
NxPathChnlBlock/pathLengths = 0.1
#** mean target energy of channel output (relative) ***********(double)*
SalehValenzuelaChnlBlock/MeanEnergyCtrlBlock/targetEnergy = 1.0
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#** mean energy control filter size ********************(unsigned long)*
SalehValenzuelaChnlBlock/MeanEnergyCtrlBlock/filterSize = 1
#** threshold value in units of [dB] **************************(double)*
SalehValenzuelaChnlBlock/threshold = -20.0
#** is this an NLOS channel ? ***********************************(bool)*
SalehValenzuelaChnlBlock/nlos = no
#** cluster arrival rate (LAMBDA) *****************************(double)*
SalehValenzuelaChnlBlock/clusterRate = 0.025
#** ray arrival rate (lambda) *********************************(double)*
SalehValenzuelaChnlBlock/rayRate = 0.045
#** cluster decay factor (GAMMA) ******************************(double)*
SalehValenzuelaChnlBlock/clusterDecay = 14.5
#** ray decay factor (gamma) **********************************(double)*
SalehValenzuelaChnlBlock/rayDecay = 8.0
#** standard deviation of log-normal variable (sigma) *********(double)*
SalehValenzuelaChnlBlock/deviationLN = 1.6164
#** seed values for random generators, set values > 0 **(unsigned long)*
SalehValenzuelaChnlBlock/WgnBlock/seed = 17
SalehValenzuelaChnlBlock/UdnBlock/seed = 4711
# configuration data for receiver 1
[RxSystemBlock1]
#** *****************************************************(unsigned long)*
chipsPerFrame = 10000
#** **************************************************************(bool)*
applySync = no
#** number of chips per symbol **************************(unsigned long)*
RxBlock/chipsPerSymbol = 1
#** controls if AWGN is applied or not ***************************(bool)*
applyAwgn = yes
#** reset AWGN seed value for each EbN0 value ********************(bool)*
applyAwgnReset = no
#** reset symbol source for each EbN0 value **********************(bool)*
applySourceReset = no
#** random seed value ***********************************(unsigned long)*
RxBlock/AwgnBlock/seed = 947635727
#** Eb/N0 in units of [dB] *********************************(double)*
RxBlock/AwgnBlock/ebnoValues = {4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 11.0, 12.0,
13.0, 14.0, 15.0, 16.0}
#** type of demodulation procedure used ************************(string)*
RxBlock/demodulatorType = DJPPM_DEMODULATOR_XA_ENERGY_YC
RxBlock/DjppmDemodXaEnergyYcBlock/valence = 2
RxBlock/DjppmDemodXaEnergyYcBlock/chipDataFile =
pulses/dat/uwbsim_pulse_d2gauss_2djppm_8192.dat
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RxBlock/DjppmDemodXaEnergyYcBlock/pulseShift = 1 ,2
RxBlock/DjppmDemodXaEnergyYcBlock/windowSize = 2
RxBlock/DjppmDemodXaEnergyYcBlock/applyQuantisation = no
#** controls if time hopping is applied or not *****************(bool)*
applyTimeHopping = no
#** the unit of which pulses may vary in position [CHIP, SAMPLE] *(string)*
RxBlock/timeHoppingUnit = CHIP
#** type of coder used for time hopping **********************(string)*
RxBlock/timeHoppingCoderType = UDN_CODER
#** initial state of the data soure coder *************(unsigned long)*
RxBlock/UdnCoderBlock/seed = 9872397
#** x10 + x8 + x3 + x2 + 1 = 10100001101 = 1293 ****(unsigned long)*
#RxBlock/LfsrCoderBlock/polynomial = 1293
#** initial state of the time hopping coder *************(unsigned long)*
#RxBlock/LfsrCoderBlock/state = 98
#** controls if forward error correction is applied or not ***(bool)*
applyFec = no
#** type of simulation to be run **************************(string)*
SinkBlock/simulationType = BIT_ERROR_RATE_SIMULATION
#** ************************************************(unsigned long)*
SinkBlock/maxNumberOfUnits = 100000
#** **************************************************(unsigned long)*
SinkBlock/maxNumberOfErrors = 200
#** framesize [bit] ********************************(unsigned long)*
SinkBlock/packetSize = 1
#** type of coder used as data source ************************(string)*
SinkBlock/symbolSourceType = UDN_CODER
SinkBlock/UdnCoderBlock/seed = 9872397
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