The key finding of an influential paper that received the International Association for Energy Economists' Best Paper Award (2004) is that utilities have been overstating electricity savings and underestimating costs associated with energy efficiency demand side management (DSM) programs. This claim is based on point estimates of average DSM-related savings and costs implied by an econometric model of residential electricity demand. In this response we first argue that the choice of test statistics, by not weighting estimated savings and costs by utility electricity sales and DSM expenditures respectively, biases results in favor of rejecting the null hypothesis that utility-reported electricity savings reflect true values. We also note that utility estimates of average program savings and costs are rejected based on point estimates alone; no attempt is made to evaluate the uncertainty surrounding these estimates. We use the same data and econometric model to estimate the appropriate test statistics. We then construct nonparametric bootstrap confidence intervals. We fail to reject the average electricity savings and DSM program costs reported by utilities using both the weighted and unweighted test statistics. Our results suggest that the evidence for rejecting utility estimates of DSM savings and costs should be re-interpreted.
Introduction
As public concerns about climate change and air quality escalate, there is increasing political pressure to find ways to reduce the environmental impacts of energy use. One approach currently being pursued by policymakers involves increasing support for "demand-side management" (DSM) programs. Since the 1970s, utilities in the US have been implementing DSM programs designed to reduce residential and commercial electricity demand through information dissemination programs, subsidies, free installation of more efficient technologies, and other conservation related activities.
Whereas program evaluations routinely find that these utility-sponsored DSM programs are highly cost effective (EPRI, 1984; Eto et al.,1995; Fickett et al., 1990; Jordan and Nadel, 1993; Nadel, 1992; Nadel and Geller, 1996) , in the past some economists have viewed these results with skepticism (Joskow and Marron, 1992; Nichols, 1995) . 1 A more recent paper by Loughran and Kulick (2004) has refueled this debate.
The stated objective of the Loughran and Kulick (LK) paper is "to test whether DSM expenditures during the 1990s succeeded in increasing the electricity efficiency of the U.S. economy" (pp 21). LK fail to reject this hypothesis, however they do conclude that "DSM (has) had a much smaller effect on retail electricity sales than estimates reported by utilities themselves" (p. 19).
This claim has attracted considerable attention. In the two years since its publication, this paper has been cited in a wide range of contexts, including utility revenue requirement hearings (B.C.
Commission, 2005), academic papers (Gillingham et al., 2006; Metcalf, 2006) , policy briefs (Geller and Attali, 2005) , and partisan position papers (Crane and Boaz, 2005) .
Several authors have pointed out shortcomings of methods used to calculate DSM savings and costs, including the potential for free riding, unmeasured positive spillovers, and moral hazard issues. 2 LK derive their result from a novel approach to the problem of free riders (that is, beneficiaries of a utility program who would still have saved energy even if there were no program). While questions could be raised about LK's approach, we do not examine such questions here. Instead, we use a simple hypothesis testing framework to show that DSM savings estimates reported by utilities to the EIA cannot be rejected even when the data and estimation approach used by LK 1 are taken at face value.
This response proceeds as follows: Section 2 restates the question addressed by LK in terms of a hypothesis test; Section 3 uses the data and econometric models used by LK to estimate the appropriate test statistics; Section 4 reports the results of hypotheses testing; Section 5 concludes.
Formulating the null hypothesis
In the past, studies demonstrating the cost effectiveness of DSM programs have relied heavily on cost and savings estimates that the utilities are required to report annually to the Energy Information Administration (EIA). Each year, utilities are not only required to report their annual DSM expenditures (denoted EE) and electricity sales (kW h), but also to estimate the annual savings (s). LK use these data from 324 utilities over the period 1989-1999 to estimate several models of DSM electricity savings. 3 The first aspect of the LK paper we take issue with is their choice of test statistic to test the stated null hypothesis. In order to test whether DSM expenditure increased the energy efficiency of the US economy, one needs to consider the percent change in aggregate US electricity consumption due to aggregate expenditure on energy efficiency DSM. LK, however, use the average percent change in electricity consumption due to energy efficiency DSM expenditures across utilities and years as their indicator. As we will show below, this interpretation of the null hypothesis will lead to an underestimation of percent savings and an overestimation of costs if one cares about economy wide savings and costs.
A simple example may illustrate this point. Envision utility A, which spends $1 on DSM and saves 50 kW h, producing 950 kW h instead of 1,000 kW h in the counterfactual. Now consider utility B, which spends $10 on DSM and saves 400 kW h, producing 3,600 kW h instead of 4,000 kW h in the counterfactual. Utility A saves 5% at 2 cents per kW h and utility B saves 10% at 2.5 cents per kW h.
In order to obtain average savings, LK use the average of the (econometrically estimated) percentage savings across utilities, 7.5% to test their stated hypothesis. We argue that the appropriate savings are 450kW h/5,000kW h = 9%. One special case where the two statistics would be the same is in world of identical utilities with constant returns to scale in percent reductions due to DSM expenditures, which is not supported given the data. LK use their estimate of savings to calculate average costs. For this example, using their approach one would arrive at an average cost of ($1+$10) 7.5%·(1000kW h+4000kW h) = 2.93 cents per kW h saved, while we argue that the appropriate number is ($1+$10) (50kW h+400kW h) = 2.44 cents per kW h saved.
Some additional notation helps to make these concepts more precise. Let n index utilities: n = 1...N . Let t index years. The n th utility reports electricity sales, DSM related expenditures and savings in t = 1...T n years. 4 The level of electricity consumption reported by utility n in year t after spending EE nt on DSM programs is kW h (1) The LK approach to summarizing costs and savings is to take unweighted averages across observations. Let S 1 represent the true, unweighted average of percentage savings across all utilities and years. Let C 1 represent the true, unweighted average cost. Utility reported savings percentages and costs can be used to construct estimates of these two population parameters:
In calculations ofŜ 1 andĈ 1 , savings and costs reported by utilities who spend relatively small amounts on DSM are weighted the same as savings and costs reported by utilities with very large DSM programs. Utilities who spend more on DSM programs report significantly larger percentage savings on average. If we are interested in the average returns per dollar spent on DSM programs, these measures will be misleading.
Alternative measures of average savings and costs weight observations by electricity sales and program expenditures, respectively. Let S 2 represent total savings attributable to DSM programs divided by total electricity sales in the absence of DSM programs. Let C 2 represent the total DSM expenditures divided by total electricity savings. Utility reported data can be used to construct the following estimates of these two population parameters:
These measures are more informative summaries of the overall average returns per dollar spent on DSM programs, and the average cost per kWh saved. Using utility reported savings, consumption and DSM expenditures, we construct estimates of these two sets of population parameters using the complete dataset and the five subsets of the data analyzed by LK. These summary statistics are reported in Estimates ofĈ 1 are substantially larger than estimates ofĈ 2 . There are two reasons for this.
The first has to do with the positive relationship between DSM expenditures and percentage savings.
Observations associated with smaller DSM expenditures (and thus higher per kW h costs on average) are weighted relatively more heavily in calculations ofĈ 1 . The second reason has to do with outliers in the reported savings data. There are 1,459 utility-year observations in which utilities report both expenditures and savings, which makes it possible to calculate $/kWh saved. In a small number of cases, very small reported savings imply extremely high costs (i.e., above $100/kWh in five cases).
A closer look at the data reveals that these unusually small savings (relative to expenditures) are typically associated with the first year of reporting by utilities overseeing relatively small DSM programs. 5 These outliers are discussed in more detail in the following section.
In summarizing these data and formulating a null hypothesis, LK report that average utility- 
Energy efficiency DSM expenditures enter as the current, single and double lag. The vector Z nt contains, depending on the specification, a combination of the change in the number of customers, gross state product (GSP), price of electricity and substitutes, climate, share of electricity sold to different users as well as year fixed effects, state-year fixed effects or a state-specific quadratic time trend. Using results from a least squares regression of equation (5), the difference in log transformed electricity sales attributable to contemporaneous and lagged DSM expenditures 6 The difference in a log transformed kW hnt is approximately equal to the percentage change in kW hnt, provided this percentage is small.
is estimated as follows:ŝ
The five different specifications control for variation in different sets of the observed utility characteristics, state characteristics, year effects, and energy prices. The specifications also differ in their susceptibility to the influence of DSM program cost outliers. Table 2 reports the number of utility-year observations associated with reported costs that exceed $10/kWh and $100/kWh, respectively. The subset of the data used to estimate Model 4 contains the fewest outliers. It is also the specification that controls for the most confounding factors (including energy prices and GSP). Subsequent analysis will emphasize the sample and specification used for model 4.
Estimated regression coefficients, together with reported DSM expenditures, are used to generate estimates of electricity savings attributable to DSM expenditures. LK use these utilityyear specific estimates of percentage electricity savingsŝ nt to generate an estimate of the population parameter S 1 . For each regression model, LK report the average percent savings across utilities:
This econometrically estimated average is used to compute an estimate of average costs per kW h saved at the mean of the data, which usesŜ 1 above to obtain the predicted kW h saved for the cost calculation:
Tn t=1
The second and fourth columns of Table 3 present the estimates of S 1 and C 1 that LK report in the paper.
We have argued that the weighted averages S 2 and C 2 are the preferred test statistics, since they more closely reflect the stated null hypothesis. We construct estimates of these parameters using LK's econometric estimates ofŝ nt . The point estimates of S 2 and C 2 are reported in the third and fifth column of Table 3 respectively.
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The sales-weighted savings implied by the econometric estimates are consistently larger than the unweighted averageŜ 1 . Figure 1 This raises our second criticism of the LK paper. In order to formally reject a null hypothesis, it is not sufficient to establish that the point estimate of a test statistic is not equal to the value of the statistic under the null hypothesis. A null hypothesis can only be rejected if we are sufficiently certain that the observed value of the test statistic would not occur if the null hypothesis were true. In this section, we estimate confidence intervals around the point estimates of average savings and costs in order to explicitly account for the variance of the estimated regression coefficients.
Hypothesis Testing
In the simplest of cases, the standard error of an estimate of a population parameter can be calculated analytically based on standard assumptions about the distribution of the observed data in the population. In this context, however, analytical approaches to constructing confidence intervals are very complex because the predicted savings (i.e., theŝ nt ) are not independent within utilities. We thus use a nonparametric residual bootstrap. We first estimate Model (4) and record residuals for each utility. 8 We resample from the residuals by utility and with replacement. The model is then re-estimated with 100,000 bootstrap replications. For each replication, the unweighted averageŜ 1 and the weighted averageŜ 2 are estimated and recorded for the entire sample and for the subsample that accounts for 90% of total DSM expenditures 9 . Figure Quantiles of these bootstrap distributions can be used to construct percentile confidence intervals when the underlying distributions of the test statistics are symmetric, as is roughly the case for the savings distributions. If the underlying distributions are asymmetric, as is the case for the average costs distribution, these percentile intervals can perform poorly. Hansen (2007) suggests an alternative approach to constructing confidence intervals that have proper coverage probability when test statistic distributions are not symmetric. These two types of 90% and 95%
confidence intervals are constructed for the point estimates of S 1 , S 2 , C 1 and C 2 . Results are reported in Table 4 . To check for robustness of our findings, we also report the savings confidence intervals from two alternate specifications (models 3 and 5 in the LK paper) using the same sample as in model 4.
Based on their point estimates of S 1 , LK conclude that the true average electricity savings attributable to DSM are less than 1.8%. As Table 4 shows, the 90% and 95% confidence intervals based on model 4 include savings of 1.8% for both statistics and sets of utilities considered. For the statistic preferred by us, the 90% confidence interval includes savings up to 2.57% for the full set of utility years and up to 2.83% for the top DSM spenders. This finding is also robust for S 2 for both alternate specifications.
Similarly, LK note that their estimates of costs per saved kW h are higher than the average costs reported by utilities ($0.02-$0.03/kWh). Due to the asymmetry of the cost distribution, the appropriate confidence interval is given by Hansen (2007) and we cannot reject costs per saved kW h of 2.3 cents and greater for C 1 and 1.8 cents for our preferred statistic C 2 .
Conclusions
DSM programs have the potential to play an important role in mitigating the environmental impacts associated with meeting increasing demand for electricity end-uses. Past program evaluations and utility-reported data have indicated that these programs are highly cost effective. In some respects, This analysis, which uses the same data and the same econometric models used by these authors, implies that utility-reported savings and costs can not be rejected on the basis of these econometric results. The estimates of average savings and costs implied by the regression coefficient estimates are consistent with the average effects reported by the utilities themselves over the same 9 study period. 
