It is common for debuggers to implement breakpoints by a combination of planting traps and single stepping. 
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Introduction
A debugger runs as a coroutine with its target program. A breakpoint at target instruction 1 transfers control from the target to the debugger whenever control reaches 1. When the debugger gets control, it may take such actions as evaluating a condition, incrementing a counter, or simply asking the user for instructions.
Eventually the debugger returns control to the target, which resumes execution at 1. At that time, 1 must be executed once, but subsequent attempts to execute I must return control to the debugger.
Implementors can choose how to manage the transfers of control.
To get control at an instruction 1, a debugger can overwrite I with a trap instruction, then handle the resulting trap (Caswell and Black 1990), or Permission to COPV without fee all or part of this matarial is granted provided that tha copies are not mada or distributed for direct commercial advantage, the ACM copyright notica and tha title of tha publication and its data appaar, and notice ie given that copying is by permission of tho Association for Computing Machinery.
To copy ctherwiee, or to republish, requires a fbO andor specific permission. it can overwrite I with an instruction that branches to debugging code (Digital 1975) .
To resume execution, there are more choices. A debugger can return the overwritten instruction to memory, execute it by single stepping the target machine, and re-plant the breakpoint (Caswell and Black 1990) . Single stepping can be avoided by transforming the overwritten instruction so that it can be correctly executed out of line (Digital 1975) , (Kessler 1990) . Finally, some machines have special hardware that supports resumption after a break instruction (Bruegge 1985) .
This paper exposes a potential pitfall in the implementation of breakpoints based on trapping and singlestepping.
Single stepping means arranging that the target machine will trap again immediately after executing 1, On some machines it can be implemented only by planting traps at instructions that might be executed immediately after 1; these instructions are 1's follow set. If these traps are planted at the wrong time, and if the target has more than one thread of control, the debugger could miss a breakpoint. Figure 1 (time flows from top to bottom). A practical breakpoint implementation cannot rely on executing a simple sequence of (a) remove trap, (b) single step, (c) replace trap; it must be prepared for other events to be inserted into the sequence, and it must create handlers that respond appropriately to those events.
Two handlers are relevant to the breakpoint implementation.
One handles the trap that indicates a thread's attempt to execute instruction I, and the other handles the notification that the execution of I (the single step) has completed successfully. These handlers appear in Figure 1 as the first and third actions of the debugger. The second action is that of a handler responding to the invalid-address event; it is not part of the breakpoint implementation.
Before letting the target execute 1, the first handler must arrange for an event to occur when 1's execution completes. The usual choice is a trap event, which can be arranged either by setting a trace bit in the target processor (if available) or by planting traps at 1's follow set. Once the bit is set or the traps are planted, the execution of the target thread can be resumed. The second handler, when it sees the trap at the completion of I, undoes the trace bit or the traps at the follow set and rewrites a trap over 1.
This implementation is incorrect in the presence of multiple threads of execution. Figure 2 shows an execution involving a debugger and two target threads in which both threads go through the breakpoint, but only one is detected. As shown in the next section, the problem arises because both threads are permitted to execute after 1 is restored. The solution is to prevent the execution of other threads while the thread that trapped executes I.
The problem can arise in practice even in a singlethreaded debugger. When the thread traps at I, the debugger may evaluate an expression before resuming execution. If a procedure call is needed to evaluate the expression, the debugger must, in effect, create a second target thread to call the procedure. If this second thread hits the breakpoint at I, it will not be detected. An early version of the author's debugger ldb demonstrated this problem (Ramsey 1992b Syntactically, PROMELA models resemble C programs. They use ! and? operators tosend andreceive messages over "channels, " d la CSP (Hoare 1978) . Although PROMELA permits models in which messages are passed asynchronously using buffered channels, the model presented here uses only unbuffered channels;
every send and receive is a synchronization point, as in CSP.
Thk paper does not just describe the model; it contains the model. The noweb system (Ramsey 1992a) for "literate programming" (Knuth 1984) 
Processes of the model
Five processes are used to model the interaction of debugger, target, and breakpoint implementation. Two processes model threads of control in the target, one models the debugger, and one the breakpoint implementation.
The fifth process models the CPU, which advances the program counter, notifies the breakpoint implementation when it hits a trap, and notifies the active target thread when it successfully executes an instruction.
The processes and communications between them are shown in Figure 3 . Using only two threads keeps the state space small; a single bit suffices to identify a thread. A small state space is necessary for exhaustive search to be practical. This code is used in chunk 29.
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Figure 3: Processes used in the model
The labels on the arcs in Figure 3 [01 is the size of the buffer associated with the channel; these channels have buffers of length zero and are therefore synchronous. Outs ide, used in chunks 7, 9, and 12.
The ability to plant traps is modeled by the array trapped, which records whether a trap instruction has been stored at a particular location:
Defines: trapped, used in chunks 6, 17, and 19-21.
1resume and the cent and execute channels are used only for synchronization, but PROMELA does not permit a message without data, so these channels carry the one-bit value x, which is always ignored.
3. (declarations 1)+= bit x; /* sent/received on synch channels */
The CPU repeats the following steps.
1.
2.
3.
4.
Wait for a thread to attempt to execute the instruction at p,c.
If the instruction is a trap, notify the breakpoint implementation. When the CPU is told to resume, pc is unchanged.
If the instruction is not a trap, advance pc.
Ask the thread to continue executing.
There is only one debugger, but there are multiple threads, and each one has its own pc and its own communication with the CPU. When the CPU notifies the debugger of a trap, it identifies the trapping thread. This code is used in chunks 24 and 25.
It is necessary to keep track of the state of each thread with respect to the breakpoint. Athreadis "in the breakpoint" ifit has trapped at Break, andit does not "leave the breakpoint" until it traps at Threads are initially outside the breakpoint. Follow.
The incorrect implementation described in the introduction keeps track of the various states and delivers a breakpoint event at the right time:
24. This implementation works correctly with one thread, but with two threads it permits the erroneous execution sequence shown in Figure2.
To prevent such an occurrence, the processor must not be permitted to change contexts when a thread is in the middle of a breakpoint.
If While the memory at I holds the original instruction and not a trap, only the thread that trapped at I may be permitted to execute.
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Related work Caswell and Black (1990) describe the implementation of a multithreaded debugger. They mention that they use a breakpoint implementation based on trapping and single-stepping, but they do not identify the pitfall. Redell (1989) alludes to the problem, indicating that careful design is necessary in the debugger's treatment of threads and events. Elsewhere, I have described in detail a breakpoint implementation based on the model presented here (Ramsey 1992b ).
Much of the work on breakpoints haa focused on performance, Kessler (1990) In a parallel environment, debugging work can be offloaded onto a second processor (Aral, Gertner, and Schaffer 1989) . Alternatively, monitoring and logging can be done by a special-purpose coprocessor (Gorlick 1991 6 Discussion Breakpoints may be implemented either in the operating system or in the debugger itsel~the choice does not afFect the model used here, Although they use similar breakpoint implementations, the Topaz teledebugger puts the breakpoint implementation in the operating system (Redell 1989) ; ldb, the author's Unix teledebugger, puts it in the debugger (Ramsey 1992b) , The model assumes it can plant trap instructions in the instruction stream of the target program, and that it will be notified when the target program encounters a trap.
The model also suits a machine with a "trace mode"
that causes a trap after the execution of every instruction.
The trap-based implementation of breakpoints is usually explained in terms of instruction-level single stepping. This explanation misleadingly suggests that breakpoints can be implemented using simple, sequential code. In fact, the implementation must be written in a kind of continuation-passing style, using event handlers to match continuations with events. Thinking in terms of traps at follow sets makes it easier to understand the real implementation.
It also clarifies the relationship between an implementation that uses only traps and one that uses a hardware trace mode; planting or suspending traps in a follow set is equivalent to setting or clearing a trace bit in a program status word.
The model forbids context switching when a thread is in the middle of a breakpoint.
On a uniprocessor switched among several threads, the obvious interpretation is to prevent switchhg.
On a uniprocessor running only a single thread, the interpretation is that the debugger must not use the thread's stack to call a procedure (e.g., during expression evaluation) while context switching is forbidden. On a shared-memory multiprocessor, only the processor running the thread that hit the breakpoint may be permitted to run; all the other processors must be stopped before the breakpointing thread executes instruction 1.
The "debugger" in the model presented here is really monitoring, not debugging, because the breakpoint implementation always resumes execution immediately after encountering the breakpoint. A richer model would let the debugger decide when to resume execution, but it would not change the result.
A real debugger must enable users to evaluate expressions when the target is stopped at a breakpoint.
Such expressions include calls to procedures, which may themselves hit or "re-enter" the same breakpoint. To permit context switching from primary code to expression-evaluation code, the debugger must delay restoration of 1 until a suspended evaluation (or the original code) is ready to resume at 1. When this delay is correctly implemented, a debugger can build up an arbitrary number of suspended evaluations, all of which have hit the breakpoint at 1.
The PROMELA formalism and tools were designed to help validate network protocols, but they can be usefully employed on a wider range of problems. Designers and implementors of programming-environment tools should consider using PROMELA (or similar tools) to model interactions in their systems.
