Target planning is done by our military. The purpose of this article is to describe a possible methodology based upon military parameters to measure the adequacy of a set of potential targets. The goal is to select targets that do not cause any unacceptable military escalation. A hybrid analytical hierarchy process-technique for order of preference by similarity to ideal solution (AHP-TOPSIS) approach is used to obtain target priorities and target values. The target values become one of the independent variables in the binary logistics regression model. Using sample unclassified baseline data, a binary logistics regression model is built and analyzed as a predictive tool. The model is used as a predictive tool with future target data to measure the probability of an escalation. Sensitivity and specificity are used to determine appropriate probability values for red line analysis.
Introduction
Often it is difficult to match exactly what the sponsor desires in a research effort with the results of that research. In this article, we discuss our methodology for targeting analysis for a minimal response that was built for elements of the Department of Defense (DOD). We begin by discussing the DOD research objectives. Then we discuss our approach, results, a proof of principle model, and model conclusions.
What is a red line? In some ways, it used to be called the line in the sand, a line that if crossed brought an action or reaction. Several recent articles have addressed red lines in Syria and Iran dealing with interests of the United States. For example, the use of chemical weapons by Syria was a red line of US involvement that eventually became a missile strike, or Iran's misuse of oil in their region.
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Interests, intensity, and red lines model (I2R) J5 desires
According to the action officer of the J5, the I2R model is designed to answer an intuitive question, ''What are their red lines?'' by analyzing two competitors who seek to pursue and defend their own interests but avoid escalations with each other. In the model, responses are based on how each side perceives the other's action affects its interests, which is a function of additional variables, such as: target significance, location or psychological significance, and the intensity of the original action. The significance variables chosen define a player's interest and form the twodimensional base of the model. Simply put, we assume that actions taken close to or within a homeland or against a national leader would be interpreted as more threatening to a player's interests than actions taken outside a player's area of interest or against an unrelated individual or institution. The third variable, intensity, measures actions on a scale from mild criticisms to nuclear weapons. Taken together, the variables could generate a three dimensional red surface that assesses where, against whom, and what kind of actions will generate a response, thereby allowing strategy and planning teams to better approximate the opposing side's response. Although the I2R model was inspired by state to state international relations, analysts can use it to evaluate relations between any two players including people or organizations like businesses, political parties, countries, or terrorist groups. We will therefore present the model under a generic contest between two competitors, A and B, but will commonly refer to international relations. For naming convention, A will always initiate action against B, which must then decide whether or not to respond. To explain the model desired, we will: (a) provide definitions and explain each of the variables separately; (b) address the model's assumptions; (c) describe the model as a whole; and (d) use the model to analyze behavior.
Red line modeling approach
Initially many possible modeling approaches were considered. These included discrete dynamical system models, system dynamics models, and game theory models. Although portions of these type of models might be used in future additions, we finally decided to use a logistics regression modeling approach and provide the ability to use multi-attribute decision making (MADM) to obtain values of targets, if many targets may be similar in nomenclature. Our approach is a multi-layered approach. Since many targets tend to have the same nomenclature, we decided to use our AHP-TOPSIS hybrid modeling approach to obtain ranked values for targets. This was based upon their weighted criticality, accessibility, recuperability, vulnerability, effect, and recognizability (CARVER) criteria using decision maker's inputs. After these values are obtained they become an independent variable in the binary logistics regression model where the dependent variable y is a binary value indicating escalation or no-escalation. Other independent variables of interest for each target are used as well as the ability for interaction terms. These variables are at the discretion of the model users' but can include real distance, intensity of event, target significance, importance factor or psychological significance, or other critical factors. We will describe our approach in more detail. We note that we have built an Excel workbook with multiple worksheets to assist the users in building and obtaining the model as well as obtaining a predictive model application for future missions as a function of the independent variables used. 
Definition of variables

Assumptions
Modeling assumptions are essential. They form the basis of the mathematical modeling approach used. Step 2. Using experts or military staff members, perform a pairwise comparison among the criteria's list under CARVER factors. 8 Step 2.1. Prioritize these variables as to their importance in the mission.
Step 2.2. Fill in the pairwise comparison worksheet, comparing each pairwise criterion in column A to column B, and indicate intensity values on Saaty's 1-9 scale.
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Step 2.3. Insure the consistency ratio (CR) value is less than 0.1. If not, then some of the values in step 2.2 were inconsistent. 12, 1, 3, 14 This means that it violates the transitivity property. This can be fixed quickly by trial and error within the worksheet.
Step 3. Reorder the current target CARVER matrix so that the columns match the prioritized order used in
Step 2. This could be ACVERR, for example.
Step 4. TOPSIS computes the TOPSIS values and completes the ranking of the targets and these values may be used as the target variable x 1 in the red line model, [13] [14] [15] [16] [17] if other real data is not available. For those not familiar with the TOPSIS methodology, we present the methodology steps.
Step 4.1. Create an evaluation matrix consisting of m alternatives and n criteria, with the intersection of each alternative and criterion given as x ij , giving us a matrix (X ij ) m x n : Step 4.2. The matrix shown as D above is then normalized to form the matrix R = (R ij ) m x n as shown using the normalization method:
Step 4.3. Calculate the weighted normalized decision matrix. First we need the weights. Weights can come from either the decision maker or by computation.
Step 4.3a. Use either the decision maker's weights for the attributes x 1 , x 2 , ..., x n or compute the weights through the use of Saaty's (1980) AHP decision maker weights method to obtain the weights as the eigenvector to the attributes versus attribute pairwise comparison matrix as follows:
The sum of the weights over all attributes must equal 1 regardless of the method used.
Step 4.3b. Multiply the weights to each of the column entries in the matrix from Step 2 to obtain the matrix, T as follows:
Step 4.4. Determine the worst alternative (A w ) and the best alternative (A b ): Examine each attribute's column and select the largest and smallest values appropriately. If the values imply larger is better (profit), then the best alternatives are the largest values, and if the values imply smaller is better (such as cost), then the best alternative is the smallest value:
Where J + = fj = 1, 2, . . . njj) is associated with the criteria having a positive impact, and J À = fj = 1, 2, . . . njj) is associated with the criteria having a negative impact. We suggest that if possible make all entry values in terms of positive impacts.
Step 4.5. Calculate the L2-distance between the target alternative i and the worst condition A w :
and then calculate the distance between the alternative i and the best condition A b :
where d iw and d ib are L2-norm distances from the target alternative i to the worst and the best conditions, respectively.
Step 4.6. Calculate the similarity to the worst condition:
Here S iw = 1 if and only if the alternative solution has the worst condition; and S iw = 0 if and only if the alternative solution has the best condition.
Step 4.7. Rank the alternatives according to their value from S iw (i =1, 2,., m).
Part 2. Red line analysis
Step 1. Obtain the data for the independent variables and binary dependent variables. Choose either the appropriate logistics regression model template for as many variables as desired or use the add-in for binary logistics regression with RealStatsÓ for a specific case.
Step 2. The variable x 1 can be automatically populated into the logistics model to be used unless otherwise directed by the user. We note that two columns are initially available in the worksheet for x 1 , but only one of these columns that include either the TOPSIS values or user inputs will be used.
Step 3. Enter in the remaining columns of data of intensity, significance, etc., within the appropriate worksheet.
Step 4. Enter the binary y i variable where 1 implies unacceptable military escalation and 0 implies no unacceptable military escalation.
Step 5. As directed in the Excel template, use the Excel Solver as described in the template. [16] [17] [18] [19] [20] [21] [22] The template worksheet is updated automatically. The user must examine the output for significance. Alternatively, the user might use RealStatsÓ RegBinary Logistics Regression by opening that dialog box and filling in the required cells.
Step 6. If using only the two independent variable worksheet template you may view the 3-dimensional red line plot, otherwise with 3 or more independent variables there is no plot available. However, if you hold one variable constant, such as x 3 , then for each of these constant values of x 3 , we can obtain a surface to view.
Step 7. You can now enter your predictive analysis portion, where for each possible real target you enter the data for x 1 , x 2 , x 3 .
Step 7.1. We note that you may need to run TOPSIS again for the values of x 1 in the prediction model with CARVER criteria to obtain the values of x 1 for your target list.
Step 7.2. Using the slider bar select the probability level for the Red Line, r, 0 < r < 1.
Step 7.3. The model compares the predicted probability with your slider value. Any values greater than the redline value is indicated as above the red line.
Step 8. Interpret all results.
Step 9. Perform sensitivity and specificity analysis.
Step 10. Use the model as a predictive model for future red line analysis.
Discussion of binary logistics regression
Binary logistics regression has often been used in research when the dependent variable is binary (0,1) and ordinary least squares (OSL) is inadequate. 23 This is another case where OSL is inadequate and a binary regression model is required .
In data analysis, logistic regression (sometimes called the logistic model or logit model) is a type of regression analysis used for predicting the outcome of a binary dependent variable (a variable which can take only two possible outcomes, e.g., ''yes'' versus ''no'', ''success'' versus ''failure'', or ''escalation'' versus ''no escalation'') based on one or more predictor variables. Logistic regression attempts to model the probability of a ''yes/success'' outcome using a linear function of the predictors. Specifically, the log-odds of success (the logit of the probability) are fit to the predictors using linear regression. Logistic regression is one type of discrete choice model, which in general predict categorical dependent variables. For our needs we use binary.
Like other forms of regression analysis, logistic regression makes use of one or more predictor variables that may be either continuous or categorical. Also, like other linear regression models, the expected value (average value) of the response variable is fit to the predictors where the expected value of a Bernoulli distribution is simply the probability of success. Unlike ordinary linear regression, however, logistic regression is used for predicting binary outcomes (Bernoulli trials) rather than continuous outcomes, and models a transformation of the expected value as a linear function of the predictors, rather than the expected value itself.
For example, logistic regression might be used to predict whether a patient has a given disease (e.g., diabetes), based on observed characteristics of the patient (age, gender, body mass index, results of various blood tests, etc.). Another example might be to predict whether a voter will vote Democratic or Republican, based on age, income, gender, race, state of residence, votes in previous elections, etc.. Logistic regression is used extensively in numerous disciplines: the medical and social sciences fields, natural language processing, marketing applications such as prediction of a customer's propensity to purchase a product or cease a subscription, etc.. Even in the military and DOD a logistic regression has utility as we will see.
The model for just one predictor is shown in Equation (1) as follows:
where the error terms are independent and identically distributed (iid) as normal random variables with constant variance.
For more than one predictor we use the model form shown in Equation (2) as follows:
Logistic Regression calculates the probability of the event occurring, such as the escalation caused by an event or the purchase of a product. In general, the object being predicted in a regression equation is represented by the dependent variable or output variable and is usually labeled as the Y variable in the regression equation. In the case of logistic regression, this ''Y'' variable is binary. In other words, the output or dependent variable can only take the values of 1 or 0. The predicted event either occurs or it doesn't occur-your target's destruction either causes escalation or does not cause escalation.
To meet the request of the sponsor, when available we produce either the ''S'' curve with one predictor or the S surface when we have two predictors. We provide an example of the surface in Figure 1 .
In order to evaluate how good or how adequate our model is we require all the relevant statistics including the following:
Estimates of the coefficients, their standard errors, t* statistics, P-values, and some analysis of fit between the full model and a not-full model that includes the Akaike's Information Criteria (AIC) of -2*, ln likelihood, and chi-squared tests, and if two or fewer independent variables, a plot of the regression model as either an S curve or a S surface. 24 Before we accept this model, we require a minimum of a few diagnostics. We want to: (a) examine the We use pattern recognition and a simplification step to better see what is happening here and we let
We can more easily write the Hessian matrix for n terms and its inverse as follows: 
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The Hessian is the Variance-Covariance matrix and we take the square root of the entries on the main diagonal as our estimates of the standard error (se) for {b 0 ,b 1 ,.,b n ). 16 In our modeling example, we compute the Hessian, H, and its inverse, H -1 . We compute H using the sums of the columns in the matrix H. In an escalation of conflict problem, we would not want the odds of y to increase.
Simple illustrative example with discussion
We start by discussing the decision criteria portion of the model using the CARVER decision variables as defined in FM 34-36. 4.1.1 Decision Criteria.
Step 1. Prioritize decision criteria in CARVER. The decision maker or his/her staff must initially prioritize these factors: criticality, accessibility, recuperability, vulnerability, effect, and recognizability factors. Step 2. Using Saaty's 9-point scale whose meaning are shown in Table 1 , compare the criteria in a pairwise fashion.
When a criterion is compared to itself, it gets a 1. We need only fill in the upper portion of the triangle with the integer values from 1-9. We point out that a Delphi method might alternatively be used to obtain weights. For example:
We enter letters for criteria in our priority order in the first column and the first row. In the upper portion fill in the values using the intensity scale in Table 1 . Doing this makes the use of the decision criteria worksheet of the template easier. We provide an example by including our pairwise values between 1-9.
Given that we have 31 historical or survey inspired targets, t 1 , t 2 ,., t 31 . We gather information on the target type as x 1 which was suggest using TOPSIS to generate these values. Variables x 2 and x 3 might be any measurable component of the target such as distance, the ratio of importance to each side or any other measurable variables. For each target with its associated attributes in x 2 and x 3 , determine if escalation is possible (1) or no escalation (0). This might be highly subjective unless historical information or data is assessable.
Before we enter the data, we obtain a priority of the CARVER elements. In our example, our military experts prioritized these as CERRAV.
We enter this list, in this order, into our model. Let us assume that our matrix looks like this:
We input this information into the worksheet page titled weights that we developed for our model use that allows the pairwise comparison and values to be input by the user. We developed templates to aid the user to enter the criteria in priority order. Then the user employs Saaty's 9-point pairwise comparison. The computation yields the two critical results shown in Figure 2 : (a) the consistency ratio; and (b) the criterion weights. We must check the CR value on the worksheet to insure that it is less than 0.10. Having a CR value less than 0.10 insures our transitivity is acceptable.
In our example, we find the CR value is 0.012 which is less than 0.10 so we are consistent and we can use the weights for the criteria. Since we prioritized the CARVER criteria our weights are presented in numerical order displayed in Figure 2 .
Next, we take our targets' CARVER data for our 31 targets and reorganize the columns to match our prioritized criteria order from above CERRAV ( Table 2) .
We input these into our TOPSIS template. The outputs are the TOPSIS values that rank the targets from 1 to 31 in order of strategic or tactical importance based upon the criteria used.
The ranks are listed under the column titled Rank. The model uses the value column in its building of the logistics regression model. We also input the attributes of each target, the other independent variables and the binary y value under the appropriate heading in the logistics worksheet. This is displayed in Figure 3 . Currently, the values of x 1 are from the TOPSIS worksheet, Table 3 .
The user tells the worksheet the number of data points, and the number of variables used, as well as whether or not to use the TOPSIS results as x 1 . Next, we need to run a binary logistics regression where y is binary (0,1) and the other x variables beyond x 1 are related to the targets listed in x 1 . As discussed earlier these could be location, psychological measures, or any important variable of interest.
Part 2 Discussion to obtain predictive red line model. In this portion of the model we only have information on x 1 , x 2 for our mission specific targets. As a matter of fact, we suggest using the TOPSIS_PRED and DecisionWeight_PRED to generate the target list values. These worksheets are available. You do not need the same weights as before in the original data sets analysis although it might be helpful.
For the sake of illustration, we change a value from a 5 to a 6.
The CR is 0.012 and the weights are as shown in Figure 2 .
We then compute the TOPSIS ranks after we input our CARVER data in the order of CERRVA into the model and using these weights.
The TOPSIS values then feed into our Predictive_Model sheet. We enter the corresponding x 2 data with our calculated x 1 values for our targets. We also must use the slider bar to set the probability levels of acceptance.
We already have obtained our model from the baseline data and binary logistics regression model. In Figure 4 , we show a screen shot of the predictive model and red line analysis. Our model found is shown as Equation (3) This is the model used in the predictive analysis.
In the example the probability of being a 1 versus a 0 (above the red line) is set equal to 0.57. Additionally, if we set the probability equal to 0.75, we find no change in our predictions. Looking at the values if we set our probability equal to 0.95 then no target would be above the red line. When we discuss sensitivity analysis and specificity, we suggest values for this probability.
Cases studies and analysis
One of two conditions can exist for analysis. First, we might have ''real'' data for targets that can be used or second, we might have to use our MADM methods with TOPSIS to give us values to use for the targets in both the baseline and predictive models. We illustrate both cases as examples below.
Case 1. One predictor model
Assume we have the following data to use for x 1 and y. The data for the 22 targets has x 1 which comes from intelligence sources and represents the psychological factor [0, 100] for the targets according to the enemy, Table 4 . The y-variable represents whether or not escalation occurred (1) or no escalation (0).
From our binary logistics regression template we obtain the model, Equation (4) 
We examine the statistics for the coefficients and find that the psychological influence is significant (p = 0.041) while the constant is not significant (p = 0.059). We decide to keep them both since the model is significant (p = 0.014) and Hosmer (p = 0.585 > 0.05.) The model itself, is significant with a p-value of 0.005481. We plot the model since there is only one predictor. We obtain a plot of the model in Figure 5 . Next, we assume we have target data for which we need to predict y.
The y values found for our x inputs are shown in Table 5   Table 2 . CARVER data for 31 targets with columns reorganized to match prioritized criteria order from CERRAV. 8  5  2  5  4  5  8  4  2  5  5  5  4  8  5  7  7  6  4  7  5  6  8  7  1  6  6  9  5  8  1  5  6  8  6  9  7  7  6  7  5  5  7  5  6  5  7  7  2  9  3  9  5  4  2  5  3  4  9  9  4  5  2  8  7  4  4  7  2  4  5  8  8  3  1  5  7  9  8  7  1  9  3  5  3  5  1  8  8  9  3  8  1  9  5  8  3  9  6  6  8  6  3  8  6  6  9  6  5  6  7  8  1  6  5  1  7  6  6  8   Table 3 . Logistics worksheet containing attributes of each target, the other independent variables and the binary y value. Next we need to determine the minimum value of probability that will be considered a one (1) in our analysis. For this calculation, we will do a sensitivity and specificity analysis. We provide a plot, see Figure 6 , and an interpolated approximation.
We interpret this value to be approximately 78%. Therefore, any prediction value greater than or equal to 78% will be excluded from our target set for the mission because of their great potential to cause escalation. Thus, the target with x 1 = 72 and 93 should be excluded because they are predicted to cause a red line escalation. Our mission should be able to safely use targets with psychological factors of 50 and 63.
Case 2. Two predictor model with surface plot we use data for x 1 from using TOPSIS and CARVER doctrine. We assume we have the following data, Table 6 .
We use the RealStatsÓ binary regression, to obtain the model shown in Equation (5) 
We find the coefficients b 0 and b 1 are significant (p b0 = 0.039, p b1 = 0.047) and the p-value for b 2 is not significant (p = 0.209). Since the model in its complete form is significant (p = 0.040) we will keep all terms and variables. The surface plot is shown in Figure 7 and is created inside the template. Now, that we have a baseline model to use we can address the real issue of possible targets. We have accessed the x 1 and x 2 variable values in the same way we did the baseline variables. Our goal is to predict the y, the probability of escalation for these targets. Then based upon the value of probability between [0, 1] that we select to call escalation, we can eliminate targets due to their potential to cause escalation.
Our targets and their variables are shown in Table 7 . We use Equation (5) to obtain the predictions as shown in Table 8 . Figure 6 . Sensitivity versus Specificity plot for example 1. 2 , or x 3 as a constant value and obtain a surface for the remaining variables. This is the same as taking a slice through the surface. 2. We added an additional independent variable to the logistics process and thus require an additional b coefficient to the b i coefficients.
We only provide the screenshots of the model here. Entering the data: x 1 is the target type and can be entered directly into the worksheet labeled x1 or accepted from the TOPSIS output (Table 10 ). The coefficients are found by engaging the Solver twice as directed in the worksheet, or by using the RealStatsÓ 22 binary regression.
The model for this three variable case is shown as Equation (6) Again, TOPSIS or direct input is used to create the prediction input data for x 1 and we assume we have good data for x 2 , and x 3 that correspond with each x 1 . The scroll bar is initially set at 0.57 for this run of the model. Again, we can adjust the scroll bar. If set at 0.70 then in this example all targets are below the Red Line.
So what probability value is better to use? We suggest using sensitivity and specificity for obtaining a better probability value.
Sensitivity and Specificity
Sensitivity and specificity can be used to access discriminatory performance (DP) of a binary logistics model. According to Kleinbaum and Klein, 25 the say that a good DP is obtained if the covariates in the model help to predict which inputs will develop the Y=1 or Y=0. A receiver operating characteristic curve (ROC) can be used to plot sensitivity (Se) versus specificity (Sp). The intersection of the two curves provides a cut-off value for the probability.
We see from our previous Figure 8 that the point of intersection of the two curves appears to be the probability value of 0.60. This value will discriminate nicely. Thus, for our possible targets only bulk electric power at model prediction value of 0.6400 exceeds this probability criteria of p=0.60 for the red line. Our model suggests excluding the bulk electric power from the target selection set since it mathematically appears to cause a crossing of a red line for military escalation.
Conclusion
Although the model has a lot of subjectivity woven into the methodology especially if the user employs TOPSIS, the results are promising for use by the DOD according to members of the Joint Staff and SOCCENT operations research analysts who recently expressed interest in the model. More realistic and, most likely classified, data from intelligence analysts need to be incorporated into the model to more accurately obtain a clearer vision of the possible targets and mission situation as well as their relationship to a red line. Sensitivity analysis and modeling are important elements in any good analysis. [26] [27] [28] 
Employing the model
In the most basic sense, we believe that there is value in using the model as a concept to help guide strategic decision making simply by understanding how both a competitor and oneself construct response functions. Once understood, the model not only provides more clarity in a competitive bilateral relationship, it can guide and unify efforts across an organization by providing a common frame of reference for multiple relationships.
Specifically, if A is able to gather enough intelligence or information about B, A can employ the model to: (a) design operations that do not inadvertently trip B's red lines; (b) conduct preparation activities that lower B's perception of significance or intensity; (c) more accurately understand their own red lines; (d) understand how B may interpret actions taken outside of the A-B model; and (e) finally, use the model to examine a sphere of influence to a level of detail that would allow A to manipulate the sphere in its favor. Mastering the sphere would not only help A issue and defend realistic red lines; A could also advance its own interests while simultaneously limiting B's ability or willingness to respond.
Summary
Again, we emphasize that the data and examples used in these models are unclassified. We provided useful data and examples from one to five independent variables for the sponsor, so that they could see the range of results that could be provided. We acknowledge that further real testing is required but with classified data. 
