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NORM INFLATION FOR THE GENERALIZED BOUSSINESQ
AND KAWAHARA EQUATIONS
MAMORU OKAMOTO
Abstract. We consider ill-posedness of the Cauchy problem for the gener-
alized Boussinesq and Kawahara equations. We prove norm inflation with
general initial data, an improvement over the ill-posedness results by Geba et
al., Nonlinear Anal. 95 (2014), 404-413 for the generalized Boussinesq equa-
tions and by Kato, Adv. Differential Equations 16 (2011), no. 3-4, 257-287 for
the Kawahara equation.
1. Introduction
We consider the Cauchy problem for the generalized Boussinesq equation
(1.1)
∂2t u−∆u+∆2u+∆(N(u)) = 0,
u(0, x) = u0(x), ∂tu(0, x) = u1(x)
where u = u(t, x) : R × Rd → R is an unknown function, and u0 and u1 are given
functions. Falk et al. [7] derived this equation for d = 1 with N(u) = 4u3 − 6u5
in a study of shape-memory alloys. For N(u) = u2, this is the “good” Boussinesq
equation, which arises as a model for nonlinear strings ([27]).
In the sequel, we consider (1.1) with N(u) = up. If we ignore ∆u, (1.1) is
invariant under the scaling transformation u 7→ λ 2p−1u(λ2t, λx). From
‖uλ(0, ·)‖H˙s = λs−
d
2+
2
p−1 ‖u0‖H˙s ,
we call the index sc :=
d
2− 2p−1 scaling-critical, although the generalized Boussinesq
equation does not have the exact scaling invariance.
Well-posedness of (1.1) has been studied intensively for d = 1 (see [2, 19, 8, 9, 18,
16] and references therein). Farah [8] proved that (1.1) with d = 1 and N(u) = up
is well-posed in Hs(R) ×Hs−2(R) if d = 1, p > 1, and s ≥ max(sc, 0). Kishimoto
[16] showed that (1.1) with d = 1 and N(u) = u2 is well-posed in Hs(R)×Hs−2(R)
if s ≥ − 12 . He also proved that this result is sharp in the sense that the flow map
(u0, u1) ∈ Hs(R)×Hs−2(R) 7→ u(t) ∈ Hs(R) of (1.1) fails to be continuous at zero
if s < − 12 .
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Geba et al. [10] proved that the flow map (u0, u1) ∈ Hs(R)×Hs−2(R) 7→ u(t) ∈
Hs(R) of (1.1) fails to be p-times differentiable at zero if
s <
{
− 2
p
, for p odd,
− 1
p
, for p even.
It is known that the flow map is smooth if we obtain well-posedness through an
iteration argument ([1]). Hence, they showed that the standard iteration argument
fails to work for (1.1). However, as well-posedness involves the continuity of the
flow map, there is a gap between ill-posedness and the presence of an irregular flow
map. In this paper, we prove ill-posedness of (1.1) by observing norm inflation.
Theorem 1.1. Let d ∈ N, p ∈ Z≥2, and N(u) = up. Assume that one of the
following holds:
• d = 1, p = 3, s ≤ − 12 .
• d ∈ N, p = 2, s < − 12 .• d ∈ N, p ≥ 3, s < min(sc, 0).
For any (u0, u1) ∈ Hs(Rd) ×Hs−2(Rd), and any ε > 0, there exists a solution uε
to (1.1) and tε ∈ (0, ε) such that
‖uε(0)− u0‖Hs + ‖∂tuε(0)− u1‖Hs−2 < ε, ‖uε(tε)‖Hs > ε−1.
In particular, the flow map of (1.1) is discontinuous everywhere in Hs(Rd) ×
Hs−2(Rd).
Theorem 1.1 is an improvement of the result by Geba et al. in terms of the
property of the flow map and the range of s.
We set v := u− i(1−∆)−1∂tu. Since u is real valued, (1.1) is equivalent to
(1.2)
i∂tv −∆v = −1
2
(v − v) + 1
2p
ω(
√−∆)(v + v)p,
v(0, x) = v0(x),
where ω(ξ) = |ξ|
2
1+|ξ|2 and v0 = u0 − i(1 − ∆)−1u1. The restriction to real-valued
functions is not essential, but assumed here for simplicity. When u is complex-
valued, (1.1) is reduced to a system of nonlinear Schro¨dinger equations, and the
same ill-posedness result holds (see Remark 3.1).
Since ω(−√∆) is bounded in L2(Rd), we can neglect it and reduce (1.2) to the
Schro¨dinger equation with the power type nonlinearity. Hence, the same calculation
as the nonlinear Schro¨dinger equation yields well-posedness of (1.1). In contrast,
from ω(ξ) ∼ |ξ| for |ξ| < 1, (1.1) with d = 1 and p = 2 is well-posed in H− 12 (R),
although Kishimoto and Tsugawa [18] proved that well-posedness in Hs(R) for the
nonlinear Schro¨dinger equation with |u|2 holds if and only if s ≥ − 14 .
Iwabuchi and Ogawa [12] developed a method for proving ill-posedness of evolu-
tion equations using the modulation space. This method is a refinement of previous
work by Bejenaru and Tao [1]. Recently, many authors have used this method to
prove ill-posedness for nonlinear Schro¨dinger equations [17, 13, 24, 23], nonlinear
Dirac equations [20, 21, 22, 11], and nonlinear half wave equations [6].
Norm inflation at general initial data was first studied by Xia [26] in the context
of the nonlinear wave equations on T3, which is based on the ODE approach. Using
the Fourier analytic approach, Oh [23] proved norm inflation with general initial
data for the cubic nonlinear Schro¨dinger equation. Following this approach, we show
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ill-posedness of (1.1). Using well-posedness in the modulation space M02,1(R
d) or
L2(Rd)∩FL1(Rd), we expand the solution u to the series of the recurrence sequence
{In[u0]} (see (2.3) below). Furthermore, we can estimate the Sobolev norm of each
In[u0]. To obtain norm inflation with general initial data, Oh [23] instead defined
In[u0] directly via the power series expansion indexed by trees. In contrast, using
the well-posedness inM02,1(R
d) or L2(Rd)∩FL1(Rd), we observe that norm inflation
with general initial data follows from that with zero initial data. As a corollary, we
show that Bejenaru and Tao’s argument implies that the flow map is discontinuous
everywhere in a neighborhood of zero. Since some arguments do not need to restrict
the Boussinesq equation, we consider a more general setting in §2.
We also consider the Cauchy problem for the Kawahara equation
(1.3) ∂tu− ∂5xu+ b∂3xu+ ∂x(u2) = 0, u(0, x) = u0(x),
where b = −1, 0, or 1. This equation arises in modeling capillary-gravity waves on
a shallow layer and magneto-sound propagation in plasmas ([15]). Many authors
have studied well-posedness of (1.3) (see [4, 25, 3, 5, 14] and references therein).
Kato [14] proved that (1.3) is well-posed in Hs(R) with s ≥ −2 and ill-posed in
Hs(R) with s < −2. The ill-posedness means that the flow map is discontinuous
at zero. We observe discontinuity everywhere in Hs(R) with s < −2 for the flow
map.
Theorem 1.2. The flow map of the Cauchy problem (1.3) is discontinuous every-
where in Hs(R) with s < −2. More precisely, we obtain norm inflation with general
initial data.
We point out that Iwabuchi and Ogawa’s argument is applicable even if a non-
linear component has a derivative. Since ω(−√∆) is bounded in L2(Rd), we can
reduce (1.2) to the Schro¨dinger equation with a power-type nonlinearity. Hence,
well-posedness in M02,1(R
d) or L2(Rd) ∩ FL1(Rd) follows easily from the fact that
they are a Banach algebra. However, it is difficult to obtain well-posedness in
M02,1(R
d) or L2(Rd) ∩ FL1(Rd) of (1.3) using only the product estimates in these
spaces because of the presence of derivative. To avoid discussing well-posedness,
we can estimate each In[u0] with specific initial data, which ensures the expansion.
As a result of the expansion, we obtain norm inflation with general initial data.
Remark 1.3. For the periodic setting, through minor modifications (for example, we
replace the Fourier transform by the Fourier coefficient), the proof remains valid.
Namely, under the same assumption in Theorem 1.1 (or Theorem 4), we obtain
norm inflation with general initial data in Hs(Td) × Hs−2(Td) (or Hs(T)) with
T := R/Z for (1.1) (or (1.3), respectively).
The remainder of this paper is organized as follows. In §2, we observe the
norm inflation with general initial data follows from that with zero initial data.
Furthermore, we show ill-posedness for a dispersive equation in Hs(Rd). In §3, we
prove Theorem 1.1 using the argument in §2. In §4, we prove norm inflation with
general initial data for the Kawahara equation.
At the end of this section, we summarize the notations used throughout this
paper. For 1 ≤ p ≤ ∞, a Banach space D, and T > 0, we denote by LpTD
the D-valued Lp space on [0, T ] with the norm ‖f‖Lp
T
D := ‖‖f‖D‖Lp([0,T ]). Let
S(Rd) be the rapidly decaying function space on Rd. We define by F [f ] or f̂ the
Fourier transform of f . We use the inhomogeneous Sobolev spaces Hs(Rd) with the
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norm ‖f‖Hs := ‖〈·〉sf̂‖L2 , where 〈ξ〉 := (1 + |ξ|2) 12 . For 1 ≤ p ≤ ∞, we denote by
FLp(Rd) the Banach space {F [f ] : f ∈ Lp(Rd)} with the norm ‖f‖FLp := ‖Ff‖Lp.
We also use 1A to stand for the characteristic function of a set A ⊂ Rd. We use
the shorthand X . Y to denote the estimate X ≤ CY with some constant C > 0,
and X ≪ Y to denote the estimate X ≤ C−1Y for some large constant C > 0. The
notation X ∼ Y stands for X . Y and Y . X .
2. Abstract ill-posedness theory
In this section, we deduce norm inflation with general initial data from that with
zero initial data. Since this argument does not require restriction of the Boussinesq
equation, we consider the abstract (integral) equation with a p-linear nonlinearity
for some integer p ≥ 2:
u = L(f) +Np(u, . . . , u).(2.1)
We also consider the abstract equation with a mass (and more generally bounded)
component.
(2.2) v = L(g) +M(v) +Np(v, . . . , v).
Here, the initial data f , g take values in some data space D, while the solutions
u, v take values in some solution space S. The linear operators L : D → S and
M : S → S, and the p-linear operator Np : S× · · ·×S → S are all densely defined.
For example, the nonlinear Schro¨dinger equation i∂tu−∆u = up is written as
u(t) = e−it∆u0 − i
∫ t
0
e−i(t−t
′)∆(up)(t′)dt′.
In this case,
L(u0)(t) = e−it∆u0, Np(u1, . . . , up)(t) = −i
∫ t
0
e−i(t−t
′)∆(u1 · · ·up)(t′)dt′.
To insure the local in time well-posedness in D of (2.1) or (2.2), we assume the
following condition (A):
• Let D and B be Banach spaces with S(Rd) ⊂ D ⊂ B ⊂ S ′(Rd).
• There exist a suitable function space ST ⊂ C([0, T ];D), δ ∈ (0, 1], and
some positive constant C∗ > 1 satisfying
‖L(f)‖ST ≤ C∗‖f‖D, ‖L(f)‖L∞T B ≤ C∗‖f‖B,
‖M(u)‖ST ≤ C∗T δ‖u‖ST , ‖M(u)‖L∞T B ≤ C∗T δ‖u‖B,
‖Np(u1, . . . , up)‖ST ≤ C∗T δ
p∏
k=1
‖uk‖ST
for 0 < T < 1.
Under this assumption, well-posedness of (2.1) or (2.2) follows from the standard
contraction mapping argument. For example, we can find a solution v in {v ∈ ST :
‖v‖ST ≤ 2C∗‖g‖D} to (2.2) provided that
T <
{
p2pCp∗ (‖g‖p−1D + 1)
}− 1
δ
.
NORM INFLATION FOR BOUSSINESQ AND KAWAHARA EQS. 5
Definition 2.1. We say that norm inflation of (2.2) with general initial data occurs
if for any ε > 0 and any φ ∈ B, there exist a solution vε to (2.2) with initial data
vε(0) ∈ S(Rd) and a time tε ∈ R such that
‖vε(0)− φ‖B < ε, 0 < tε < ε, ‖vε(tε)‖B > ε−1.
We note that the norm inflation of (2.2) with general initial data follows from
the norm inflation of (2.1) at zero.
Proposition 2.2. Assume (A) and that for any k ∈ N, there exists a solution uk
to (2.1) with initial data uk(0) ∈ S(Rd) and tk ∈ R such that
10pCp∗ t
δ
k‖uk(0)‖p−1D < 1, ‖uk(0)‖B <
1
k
, ‖uk(tk)‖B > k.
Norm inflation of (2.2) with general initial data occurs.
Proof. For any ϕ ∈ S(Rd), we take vk(0) = uk(0) + ϕ ∈ S(Rd). For simplicity, we
set u0,k := uk(0) and v0,k := uk(0) + ϕ. By the well-posedness of (2.1) in D, we
have
k < ‖uk(tk)‖B ≤ ‖uk‖L∞tkD ≤ 2C∗‖u0,k‖D.
Since ϕ is independent of k, we have ‖v0,k‖D ≤ 2‖u0,k‖D for sufficiently large k.
Therefore, by the assumption, (2.2) is well-posed in C([0, tk];D). Furthermore, we
get
‖uk‖Stk ≤ 2C∗‖u0,k‖D, ‖vk‖Stk ≤ 2C∗‖u0,k‖D, tk < (5pC∗kp−1)−
1
δ .
The difference vk − uk satisfies
vk − uk = L(ϕ) +M(vk) +Np(vk, . . . , vk)−Np(uk, . . . , uk).
Therefore,
‖vk − uk‖L∞tkB
≤ ‖L(ϕ)‖Stk + ‖M(vk)‖L∞tkB + ‖Np(vk, . . . , vk)−Np(uk, . . . , uk)‖Stk
≤ C∗‖ϕ‖D + C∗tδk‖vk‖L∞tkB + pC∗t
δ
k(‖vk‖Stk + ‖uk‖Stk )p−1‖vk − uk‖Stk
≤ C∗‖ϕ‖D + 1
2
‖vk‖L∞tkB + pC∗t
δ
k(4C∗‖u0,k‖D)p−1‖vk − uk‖Stk
≤ C∗‖ϕ‖D + 1
2
‖vk‖L∞tkB +
1
2
‖vk − uk‖Stk ,
and thus,
‖vk − uk‖L∞tkB ≤ 2C∗‖ϕ‖D + ‖vk‖L∞tkB.
From the triangle inequality
‖vk − uk‖L∞tkB ≥ ‖uk‖L∞tkB − ‖vk‖L∞tkB,
it follows that
‖vk‖L∞tkB ≥
1
2
‖uk‖L∞tkB − C∗‖ϕ‖D >
k
4
.
for sufficiently large k. Thus, we can find t′k ∈ (0, tk] satisfying
‖vk(t′k)‖B >
k
8
.
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For completeness, we deduce norm inflation of (2.2) with general initial data
from the above argument. Let φ ∈ B. For any k ∈ N, there exists ϕk ∈ S(Rd) such
that
‖φ− ϕk‖B < 1
k
.
By the above argument, there exists a solution vk to (2.2) such that
‖vk(0)− ϕk‖B < 1
k
, ‖vk(t′k)‖B >
k
8
for sufficiently large k. Hence, for given ε > 0, taking vε = vk and tε = t
′
k for some
k > max{8ε−1, (5pC∗εδ)− 1p−1 }, we obtain
‖vε(0)− φ‖B ≤ 2
k
< ε, 0 < tε < (5
pC∗k
p−1)−
1
δ < ε, ‖vε(tε)‖B > k
8
> ε−1,
concluding the proof. 
As a corollary, we get that the flow map is discontinuous everywhere in a neigh-
borhood of zero if that is discontinuous at zero.
Corollary 2.3. Assume (A) and that for any k ∈ N, there exist C > 0 and a
solution uk to (2.1) with initial data uk(0) ∈ S(Rd) such that
10pCp∗‖uk(0)‖p−1D < 1, ‖uk(0)‖B <
1
k
, ‖uk‖L∞
T
B > C
for 0 < T ≪ 1. Then, the flow map of (2.2) is discontinuous everywhere in
{u0 ∈ B : ‖u0‖B < C2C∗ }.
The assumption of this corollary is satisfied if ill-posedness is proved by Bejenaru
and Tao’s argument. For example, by [14] and this corollary, we obtain that the flow
map of the Kawahara equation (1.3) is discontinuous everywhere in a neighborhood
of zero in Hs(R) with s < −2. Here, we take ST and D as the modified Fourier
restriction norm space defined in [14] and H−2(R), respectively. In fact, we also
obtain norm inflation with general initial data for the Kawahara equation (see §4
below).
We present an application of Proposition 2.2. Note that assumption (A) implies
that the solution u to (2.1) is expanded as follows (see [1]).
u =
∞∑
n=1
In[f ] in ST
where
(2.3) I1[f ] := L(f), In[f ] :=
∑
n1,...,np∈N
n1+···+np=n
Np(In1 [f ], . . . , Inp [f ]) for n ∈ Z≥2.
Here, In[f ] becomes zero unless n = l(p − 1) + 1 for l ∈ N ∪ {0}. To show that
well-posedness by the iteration argument breaks down, we usually prove failure of
the bound
‖Ip[f ]‖L∞
T
B ≤ C‖f‖pB.
This implies that the flow map of (2.1) fails to be p-times differentiable. Thus, if
Ip[f ] is a leading term in the expansion, then
‖u‖L∞
T
B ≥ ‖Ip[f ]‖L∞
T
B − ‖I1[f ]‖L∞
T
B −
∞∑
n=2p−1
‖In[f ]‖L∞
T
B ∼ ‖Ip[f ]‖L∞
T
B,
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implying the discontinuity of the flow map. This intuitive argument is valid in some
cases, as shown below in a specific setting.
To demonstrate this phenomenon, we specify the problem. Let ϕ ∈ C∞(0,∞)
be a real valued function satisfying ϕ′ > 0 and |ϕ(r)| ∼ rα for any r > 1 and
some α > 0. We abbreviate ϕ(|ξ|) to ϕ(ξ) for ξ ∈ Rd. We consider the dispersive
equation, namely,
L(u0) = eitϕ(−i∇)u0, Np(u1, . . . , up) =
∫ t
0
ei(t−t
′)ϕ(−∇)Np(u1, . . . , up)(t
′)dt′,
where Np is a monomial with respect to u1, u1, . . . , up, up. Taking D = L
2(Rd) ∩
FL1(Rd) and ST = L∞T D as in [23], we have
‖L(u0)‖ST = ‖u0‖D, ‖Np(u1, . . . , up)‖ST ≤ T
p∏
j=1
‖uj‖ST .
Therefore, the condition (A) holds with δ = 1 and B = Hs(Rd) if s < 0. We can
also take D as the modulation space M02,1(R
d) as in [12, 17].
Remark 2.4. Since FL1(Rd) is a Banach algebra and D ⊂ FL1(Rd), from the
persistence, the solution u in {u ∈ ST : ‖u‖ST ≤ 2C∗‖u0‖D} to (2.2) exists provided
that
T <
{
p2p(‖u0‖p−1FL1 + 1)
}−1
.
Accordingly, we can replace 10pCp∗ t
δ
k‖uk(0)‖p−1D < 1 in Proposition 2.2 by
10ptk(‖uk(0)‖p−1FL1 + k) < 1.
The condition 10ptkk < 1 is required because we are not certain whether ‖uk(0)‖FL1 ≥
1 holds or not.
Since Np is a monomial with respect to u1, u1, . . . , up, up, we can write
Np(u, . . . , u) ∼ umup−m
for some integer m ∈ {0, 1, . . . , p}. We thus focus on the Cauchy problem
(2.4) ∂tu− iϕ(−∇)u = aup−mum, u(0) = u0,
where a ∈ C with |a| = 1.
Proposition 2.5. Let d ∈ N, α > 0, p ∈ Z≥2, and m ∈ {0, 1 . . . , p}. Then, the
flow map of (2.4) is discontinuous everywhere in Hs(Rd) if one of the following
conditions holds:
• p > 1 + α
d
, s < 0, and s < d2 − αp−1 .
• p = 1 + α
d
and s ≤ − d2 .
• p < 1 + α
d
and s < d2 − d+αp .
More precisely, norm inflation with general initial data occurs.
If ϕ(r) = rα, then (2.4) is invariant under the scale transformation
u 7→ u(λ)(t, x) := λ αp−1 u(λαt, λx),
implying that the scaling-critical Sobolev index is d2 − αp−1 . The index d2 − d+αp =
d(12 − 1p )− αp appears for a technical reason. Roughly speaking, this is a reflection
of the modulation estimate (see (2.6) below) and the embedding Hd(
1
2−
1
p
)(Rd) →֒
8 M. OKAMOTO
Lp(Rd), which ensures well-definedness of the nonlinearity in the distribution sense.
We note that latter is bigger than the former provided that p < 1+ α
d
. Furthermore,
they are equal if p = 1 + α
d
, which leads to ill-posedness in H−
d
2 (Rd).
Before proving this proposition, we apply it to ill-posedness for the quadratic
nonlinear Schro¨dinger equation
i∂tu−∆u = u2 or i∂tu−∆u = u2.
We obtain norm inflation with general initial data in Hs(Rd) if one of the following
holds:
• d = 1 and s < −1.
• d = 2 and s ≤ −1.
• d ≥ 3, s < 0, and s < d2 − 2.
For norm inflation with zero initial data, see [1, 12].
We estimate each In[u0], as shown in the modulation spaces by Kishimoto [17]
(see also [23]).
Lemma 2.6. There exists C1 > 1 depending only on d and p such that
‖In[u0](t)‖FL1 ≤ (C1t
1
p−1 ‖u0‖FL1)n−1‖u0‖FL1,
‖In[u0](t)‖L2 ≤ (C1t
1
p−1 ‖u0‖FL1)n−1‖u0‖L2
for t > 0 and u0 ∈ L2(Rd) ∩ FL1(Rd).
The proof is essentially reduced to the following bound.
Lemma 2.7 (Kishimoto [17]). Let {an} be a sequence of nonnegative real numbers
such that
an ≤ C
∑
n1,...,np∈N
n1+···+np=n
an1 . . . anp
for some p ∈ Z≥2 and C > 0. Then,
an ≤ a1Cn−10
with
C0 :=
π2
6
(Cp2)
1
p−1 a1.
Proof of Lemma 2.6. Let {an} be the sequence defined by
a1 = 1, an =
p− 1
n− 1
∑
n1,...,np∈N
n1+···+np=n
an1 . . . anp
for n ≥ 2. Owing to Lemma 2.7, it suffices to show that
‖In[u0](t)‖FL1 ≤ an(t
1
p−1 ‖u0‖FL1)n−1‖u0‖FL1,
‖In[u0](t)‖L2 ≤ an(t
1
p−1 ‖u0‖FL1)n−1‖u0‖L2.(2.5)
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We use induction. Since n = 1 is trivial, we assume that this estimate holds up to
n− 1. Then, from the induction hypothesis, we have
‖In[u0](t)‖FL1 ≤
∑
n1,...,np∈N
n1+···+np=n
∫ t
0
∥∥∥∥Np(In1 [u0](t′), . . . , Inp [u0](t′))∥∥∥∥
FL1
dt′
≤
∑
n1,...,np∈N
n1+···+np=n
∫ t
0
p∏
j=1
∥∥∥∥Inj [u0](t′)∥∥∥∥
FL1
dt′
≤
∑
n1,...,np∈N
n1+···+np=n
∫ t
0
p∏
j=1
{
aj(t
′ 1
p−1 ‖u0‖FL1)nj−1‖u0‖FL1
}
dt′
= an(t
1
p−1 ‖u0‖FL1)n−1‖u0‖FL1.
The estimate (2.5) is obtained in the same manner. 
To show estimates in the Sobolev spaces, we specify an initial datum. We denote
by Qr(q) the cube with length 2r centered at (q, 0, . . . , 0), i.e.,
Qr(q) := [q − r, q + r]×
d∏
j=2
[−r, r].
Put Q˜r(q) := Qr(q) ∪ Qr(−q). For positive numbers N, A with N ≥ max(2A, 2),
we take the initial datum
u0 = (logN)
− 116N−sA−
d
2F−1[1
Q˜A(N)
+ 1
Q˜A(2N)
].
Then,
‖u0‖Hs ∼ (logN)− 116 , ‖u0‖FL1 ∼ (logN)− 116N−sA d2 .
Here, we recall the following simple estimate.
Lemma 2.8. For any q1, q2 ∈ Rd, and r > 0, there exist constants c1 > 0 and
c2 > 0 depending only on d such that
c1r
d1Qr(q1+q2) ≤ 1Qr(q1) ∗ 1Qr(q2) ≤ c2rd1Q2r(q1+q2).
Lemma 2.7 yields estimates in the Sobolev space. We remark that similar esti-
mates are proved in [17, 23].
Lemma 2.9. For any s < 0, there exists C depending only on d, p, s such that for
n ≥ 2, we have
‖In[u0](t)‖Hs ≤ Cnt
n−1
p−1 ‖u0‖n−2FL1‖u0‖2L2Fs(A),
where
Fs(A) :=

As+
d
2 , if − d2 < s < 0, A ≥ 1,
(log〈A〉) 12 , if s = − 12 , A ≥ 1,
1, if s < − d2 , A ≥ 1,
A
d
2 , if A ≤ 1.
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Proof. Lemma 2.8 implies that the support of F [In[u0]] consists of at most 4n cubes
of volume (2nA)d. Hence, there exists C2 > 0 depending only on d such that
| suppF [In[u0]]| ≤ 4n(2nA)d = nd22n+dAd < Cn2 Ad.
From s < 0 and A ≤ N2 , we get
‖〈·〉s‖L2
ξ
(suppF [In[u0]]) ≤ 4n‖〈·〉s‖L2ξ(QnA(0)) ≤ C
n
3 Fs(A),
where C3 = C3(d, s) > 0.
By Young’ inequality and Lemma 2.6,
‖In[f ](t)‖FL∞
≤
∑
n1,...,np∈N
n1+···+np=n
∫ t
0
∥∥∥∥Np(In1 [u0](t′), . . . , Inp [u0](t′))∥∥∥∥
FL∞
dt′
≤
∑
n1,...,np∈N
n1+···+np=n
∫ t
0
‖In1 [f ](t′)‖L2‖In2 [f ](t′)‖L2
p∏
j=3
‖Inj [f ](t′)‖FL1dt′
≤
∑
n1,...,np∈N
n1+···+np=n
∫ t
0
(C1t
′ 1
p−1 ‖u0‖FL1)n1−1‖u0‖L2(C1t′
1
p−1 ‖u0‖FL1)n2−1‖u0‖L2
×
p∏
j=3
(C1t
′ 1
p−1 ‖u0‖FL1)nj−1‖u0‖FL1dt′
≤ npCn−p1 t
n−1
p−1 ‖u0‖n−2FL1‖u0‖2L2 .
Combining the estimates above with
‖In[u0]‖Hs ≤ ‖〈·〉s‖L2
ξ
(suppF [In[u0]])‖In[u0]‖FL∞ ,
we obtain the desired bound. 
Proof of Proposition 2.5. A direct calculation yields
F [Ip[u0]](t, ξ)
= a
∫ t
0
ei(t−t
′)ϕ(ξ)
∫
ξ1+···+ξp=ξ
 m∏
j=1
eit
′ϕ(ξj)û0(ξj)
( p∏
l=m+1
eit′ϕ(ξl)û0(ξl)
)
dt′
= aeitϕ(ξ)
∫
∗
∫ t
0
e−it
′M(ξ1,...,ξp)dt′
p∏
j=1
û0(ξj),
where∫
∗
=
∫
ξ1+···+ξp=ξ
, M(ξ1, . . . , ξp) = ϕ
 p∑
j=1
ξl
− m∑
j=1
ϕ(ξj) +
p∑
l=m+1
ϕ(ξl).
Since ξj ∈ Q˜A(N) ∪ Q˜A(2N), we have
(2.6) |M(ξ1, . . . , ξp)| . |ϕ(N)| ∼ Nα
NORM INFLATION FOR BOUSSINESQ AND KAWAHARA EQS. 11
for |ξ| ≤ A. Hence, taking 0 < t≪ N−α, we have
ℜ
∫ t
0
e−it
′M(ξ1,...,ξp)dt′ >
t
2
.
Therefore, by Lemma 2.8,
‖Ip[u0](t)‖Hs ≥ ‖〈·〉sF [Ip[u0]](t)‖L2(QA(0))
& t(logN)−
p
16 (N−sA−
d
2 )pA(p−1)dFs(A)
∼ t(logN)− p16 (N−sA d2 )p−2N−2sFs(A)
∼ t‖u0‖p−2FL1‖u0‖2L2Fs(A).
Hence, it suffices to choose t = t(N) > 0 and A = A(N) ∈ [1, N ] satisfying
t‖u0‖p−1FL1 ≪ 1, t≪ N−α, t‖u0‖p−2FL1‖u0‖2L2Fs(A) & (logN)
1
8 .
Indeed, by the triangle inequality and Lemma 2.9, we obtain
‖u(t)‖Hs ≥ ‖Ip[u0](t)‖Hs − ‖I1[u0](t)‖Hs −
∞∑
n=2p−1
‖In[u0](t)‖Hs
& t‖u0‖p−2FL1‖u0‖2L2Fs(A) − ‖u0‖Hs − t‖u0‖p−2FL1‖u0‖2L2Fs(A)× t‖u0‖p−1FL1
& (logN)
1
8 .
From Proposition 2.2 and Remark 2.4, we obtain norm inflation with general initial
data.
It remains to verify the above three conditions. We take
t ∼ (logN)− 18 min(‖u0‖−(p−1)D , N−α).
Then, the first and second conditions are fulfilled. The third inequality is reduced
to
(2.7) min
{
(logN)−
3
16N−sA−
d
2 , (logN)−
p+2
16 N−ps−αA
d(p−2)
2
}
Fs(A) & (logN)
1
8 .
Here,
N−sA−
d
2Fs(A) =

(
N
A
)−s
, if − d2 < s < 0,(
N
A
) d
2 (logA)
1
2 , if s = − d2 ,
N−sA−
d
2 , if s < − d2 ,
N−ps−αA
d(p−2)
2 Fs(A) =

N−ps−αAs+
d(p−1)
2 , if − d2 < s < 0,
N
dp
2 −αA
d(p−2)
2 (logA)
1
2 , if s = − d2 ,
N−ps−αA
d(p−2)
2 , if s < − d2 .
From the assumption, we can take a real number θ satisfying
max
(
2(ps+α)
2s+d(p−1) , 0
)
< θ < 1, if − d2 < s < 0,
max
(
2(ps+α)
d(p−2) , 0
)
< θ < 1, if s ≤ − d2 , p > 2,
0, if s < − d2 , p = 2.
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We note that s = − d2 and p = 2 imply d ≥ α. In fact, if d < α, then p = 2 < 1+ αd .
Hence, the assumption is reduced to s < −α2 , which contradicts to s = − d2 and
d < α. Therefore, setting
A =
{
(logN)−1N, if s = − d2 , p = 2,
Nθ, otherwise,
by the assumption, we obtain (2.7) for sufficiently large N ∈ 2N. 
The condition ϕ(r) ∼ rα for r > 1 is used only in the lower bound of ‖Ip[u0]‖Hs ,
more precisely the modulation bound (2.6). Hence, we obtain ill-posedness in
Hs(Rd) with s larger if (2.6) is improved.
Let
Q(1)r (q) := [q − r, q + r]×
d∏
j=2
[−1, 1]
for r > 0 and q ∈ R. Put Q˜(1)r (q) := Q(1)r (q) ∪ Q(1)r (−q). If there exists β ∈ (0, α]
such that
(2.8) |M(ξ1, . . . , ξp)| . Nα−βAβ + 1
for any ξj ∈ Q˜(1)A (N) with ξ1 + . . . ξp ∈ Q(1)A (0), then we obtain the following.
Corollary 2.10. In addition to the assumption in Proposition 2.5, we assume
that (2.8) holds. Then, the flow map of the Cauchy problem (2.4) is discontinuous
everywhere in Hs(Rd) if s < α−β2β
(
1
p
− 1
)
. More precisely, norm inflation with
general initial data occurs.
Proof. Let
u0 = (logN)
− 116N−sA−
1
2F−1[1
Q˜
(1)
A
(N)
]
for A ≤ 1 < N . Then,
‖u0‖Hs ∼ (logN)− 116 , ‖u0‖FL1 ∼ (logN)− 116N−sA 12 .
As in Lemma 2.9, for any s < 0, there exists C depending only on d, p, s such that
for n ≥ 2, we have
‖In[u0](t)‖Hs ≤ Cnt
n−1
p−1 ‖u0‖n−2FL1‖u0‖2L2A
1
2 .
Since ∣∣∣∣∫ t
0
e−it
′M(ξ1,...,ξp)dt′
∣∣∣∣ & t
for 0 < t ≪ 〈Nα−βAβ〉−1, as in Proposision 2.5, it suffices to choose t = t(N) > 0
and A = A(N) ≤ 1 satisfying
t‖u0‖p−1FL1 ≪ 1, t〈Nα−βAβ〉 ≪ 1, t‖u0‖p−2FL1‖u0‖2L2A
1
2 & (logN)
1
8 .
We take
t ∼ (logN)− 18 min(‖u0‖−(p−1)FL1 , 〈Nα−βAβ〉−1), A = N−
α−β
β .
Then, the first and second conditions are fulfilled. The third inequality is reduced
to
min
{
(logN)−
3
16N−s, (logN)−
p+2
16 N−ps−
α−β
2β (p−1)
}
& (logN)
1
8 .
This is fulfilled provided that s < α−β2β (
1
p
− 1). 
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For example, the flow map of the Cauchy problem for the quadratic nonlinear
Schro¨dinger equation
i∂tu−∆u = |u|2, u(0, x) = u0(x)
is discontinuous everywhere in Hs(Rd) if s < − 14 . The discontinuity at zero is
proved in [18] when d = 1 (see also [13]). From
|M(ξ1, ξ2)| = ||ξ1 − ξ2|2 − |ξ1|2 + |ξ2|2| = ||ξ1 − ξ2|2 − (ξ1 − ξ2) · (ξ1 + ξ2)|
we can apply Corollary 2.10 with ϕ(r) = r2, p = 2, m = 1, α = 2, β = 1.
Zheng [28] showed that the Cauchy problem for the quadratic nonlinear fourth
order Schro¨dinger equation
(2.9) i∂tu+∆
2u = |u|2, u(0, x) = u0(x)
is well-posed in Hs(R) with s > − 34 . We get that this is almost optimal. Indeed,
from
|M(ξ1, ξ2)| = ||ξ1 − ξ2|4 − |ξ1|4 + |ξ2|4|
= |4(ξ1 − ξ2) · ξ2(ξ1 · ξ2) + 2|ξ1 − ξ2|2(2ξ1 − ξ2) · ξ2|,
we can apply Corollary 2.10 with ϕ(r) = r4, p = 2, m = 1, α = 4, β = 1, which
yields that ill-posedness of (2.9) in Hs(Rd) with s < − 34 .
3. Proof of Theorem 1.1
First, we note that (1.2) is equivalent to the following integral equation.
v = e−it∆v0 +
i
2
∫ t
0
e−i(t−t
′)∆(v(t′)− v(t′))dt′
− i
2p
∫ t
0
e−i(t−t
′)∆ω(
√−∆)(v(t′) + v(t′))pdt′.
Hence, setting
L(v0) = e−it∆v0, M(v) = i
2
∫ t
0
e−i(t−t
′)∆(v(t′)− v(t′))dt′,
Np(v1, . . . , vp) = − i
2p
∫ t
0
e−i(t−t
′)∆ω(
√−∆)
p∏
j=1
(vj(t
′) + vj(t
′))dt′
we have
v = L(v0) +M(v) +Np(v, . . . , v).
Let D := L2(Rd) ∩ F−1L1(Rd) and ST := L∞T D. Since D is a Banach algebra, we
have
‖L(v0)‖ST = ‖v0‖D, ‖M(v)‖ST ≤ T ‖v‖ST , ‖Np(v, . . . , v)‖ST ≤ T ‖v‖pST .
Hence, the condition (A) holds with C∗ = 1, δ = 1, and B = H
s(Rd) (s < 0).
From Proposition 2.2, we can ignore M . Let
v0 = (logN)
− 116N−sA−
d
2F−1[1
Q˜A(N)
+ 1
Q˜A(2N)
]
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for 1 ≤ A ≤ N , which is the same initial data in the previous section. Note that
Ip[v0] = − i
2p
∫ t
0
e−i(t−t
′)∆ω(
√−∆)
(
e−it
′∆v0 + e
it′∆v0
)p
dt′
= −i
∫ t
0
e−i(t−t
′)∆ω(
√−∆) (cos(t′∆)v0)p dt′
because v0 is real valued. A direct calculation yields
|F [Ip[v0]](t, ξ)| = |ξ|
2
1 + |ξ|2
∣∣∣∣∣∣
∫
∗
∫ t
0
ei(t−t
′)|ξ|2
p∏
j=1
cos(t′|ξj |2)v̂0(ξj)dt′
∣∣∣∣∣∣
& t1QA(0)\Q1(0)
∫
∗
p∏
j=1
v̂0(ξj)
for 0 < t ≪ N−2 and A ∈ [1, N ]. Hence, we can apply the same argument as in
Proposition 2.5 with ϕ(r) = r2 and α = 2. Accordingly, we obtain (1.1) is ill-posed
in Hs(Rd) if (d = 1, p = 3, and s ≤ − 12 ) or (d ∈ N and s < min(sc, 0)).
When d = 1, 2, p = 2, and sc ≤ s < − 12 , we set
u0 = (logN)
− 116N−sA−
1
2F−1[1
Q˜
(1)
A
(N)
]
for A ≤ 1 ≤ N . Since
||ξ1|2 − |ξ2|2| = |(ξ1 + ξ2) · (ξ1 − ξ2)| . 〈NA〉
for ξ1, ξ2 ∈ Q˜A(N) with ξ1 + ξ2 ∈ QA(0), we have
|F [I2[v0]](t, ξ)|
= ω(ξ)
∣∣∣∣∣∣
∫
ξ1+ξ2=ξ
∫ t
0
ei(t−t
′)|ξ|2
2∏
j=1
cos(t′|ξj |2)v̂0(ξj)dt′
∣∣∣∣∣∣
≥ ω(ξ)
2
1
Q
(1)
A
(0)
(ξ)
∣∣∣∣ ∫
ξ1+ξ2=ξ
∫ t
0
ei(t−t
′)|ξ|2(cos(t′(|ξ1|2 + |ξ2|2))
+ cos(t′(ξ21 − ξ22)))v̂0(ξ1)v̂0(ξ2)dt′
∣∣∣∣
≥ ω(ξ)
2
1
Q
(1)
A (0)
(ξ)
∫
ξ1+ξ2=ξ
{∫ t
0
cos((t− t′)|ξ|2) cos(t′(|ξ1|2 − |ξ2|2))dt′
−
∣∣∣∣∫ t
0
cos((t− t′)|ξ|2) cos(t′(|ξ1|2 + |ξ2|2))dt′
∣∣∣∣ }v̂0(ξ1)v̂0(ξ2)
&
(
t− 1
N2
)
ω(ξ)1
Q
(1)
A (0)
(ξ)F [v20 ](ξ)
for N−2 . t≪ 〈NA〉−1. Hence,
‖I2[v0](t)‖Hs & t(logN)− 18N−2s‖ξ2‖L2(Q(1)A (0)) & t(logN)
− 18N−2sA
5
2 .
As in Corollary 2.10, it suffices to choose t = t(N) > 0 and A = A(N) ≤ 1 satisfying
tN−sA
1
2 ≤ (logN)− 18 , 2N−2 ≤ t ≤ 〈NA〉−1(logN)− 18 ,
t(logN)−
1
8N−2sA
5
2 > (logN)
1
8 .
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For sc ≤ s < − 12 , taking max{ s2 , 23 (2s+ 1)} < θ < 0, we set
t = (logN)−
1
8 min(NsA−
1
2 , N−1A−1), A = Nθ.
Then,
t(logN)−
1
8N−2sA
5
2 = (logN)−
1
4 min(N−s+2θ, N−2s−1+
3θ
2 )≫ (logN) 18 ,
which concludes the proof.
Remark 3.1. If u is a complex valued function, setting
v = u− i(1−∆)−1∂tu, w = u+ i(1−∆)−1∂tu,
we rewrite (1.1) as
(i∂t −∆)v = −v − w
2
+
1
2p
ω(
√−∆)(v + w)p,
(i∂t −∆)w = v − w
2
+
1
2p
ω(
√−∆)(v + w)p.
From Proposition 2.2, we may ignore the parts − v−w2 and v−w2 . Owing to well-
posedness in L2(Rd) ∩ FL1(Rd), we have
v =
∞∑
n=1
J 1n [v0, w0], w =
∞∑
n=1
J 2n [v0, w0].
Putting v(0, x) = w(0, x) = v0(x) as above, we have
J 1p [v0, v0] = J 2p [v0, v0] = Ip[v0].
Hence, the same argument as above is applicable.
4. Norm inflation with general initial data for the Kawahara
equation
First, we show norm inflation at zero. We set
u0 = (logN)
−1N−sF−1[1[N−1,N+1]∪[−N−1,−N+1]].
We define In as in (2.3). Namely,
I1[u0](t) := et(∂5x−b∂3x)u0,
In[u0](t) := −
∑
n1,n2∈N
n1+n2=n
∫ t
0
e(t−t
′)(∂5x−b∂
3
x)∂x(In1 [u0]In2 [u0])(t′)dt′
for n ≥ 2.
Lemma 4.1. There exists C1 > 1 such that
‖In[u0](t)‖FL1 ≤ (C1Nt‖u0‖FL1)n−1‖u0‖FL1,
‖In[u0](t)‖L2 ≤ (C1Nt‖u0‖FL1)n−1‖u0‖L2
for t > 0.
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Proof. Let {an} be the sequence defined by
a1 = 1, an =
2n
n− 1
∑
n1,n2∈N
n1+n2=n
an1an2
for n ≥ 2. Owing to Lemma 2.7, it suffices to show that
‖In[u0](t)‖FL1 ≤ an(Nt‖u0‖FL1)n−1‖u0‖FL1,
‖In[u0](t)‖L2 ≤ an(Nt‖u0‖FL1)n−1‖u0‖L2.(4.1)
Since n = 1 is trivial, we assume that these estimates hold up to n− 1. Then, from
the induction hypothesis and suppF [In[u0](t)] ⊂ [−2nN, 2nN ], we have
‖In[u0](t)‖FL1 ≤ 2nN
∑
n1,n2∈N
n1+n2=n
∫ t
0
∥∥∥∥In1 [u0](t′)In2 [u0](t′)∥∥∥∥
FL1
dt′
≤ 2nN
∑
n1,n2∈N
n1+n2=n
∫ t
0
2∏
j=1
∥∥∥∥Inj [u0](t′)∥∥∥∥
FL1
dt′
≤ 2nN
∑
n1,n2∈N
n1+n2=n
∫ t
0
2∏
j=1
{
aj(Nt
′‖u0‖FL1)nj−1‖u0‖FL1
}
dt′
= an(Nt‖u0‖FL1)n−1‖u0‖FL1.
The estimate (2.5) is obtained in the same manner. 
The same argument as in Lemma 2.9 yields
(4.2) ‖In[u0](t)‖Hs ≤ Cn(Nt)n−1‖u0‖n−2FL1‖u0‖2L2
for n ≥ 2 and s < − 12 . Hence, the power series
∑∞
n=1 In[u0] converges to u in
C([0, T ];Hs(R)) provided that
(4.3) TN‖u0‖FL1 ∼ T (logN)−1N−s+1 ≪ 1.
Moreover, the limit u solves (1.3). In contrast, as in [14],
|F [I2[u0]](t, ξ)|
=
∣∣∣∣ξ ∫ t
0
ei(t−t
′)(ξ5+bξ3)
∫
ξ1+ξ2=ξ
eit
′(ξ51+bξ
3
1)û0(ξ1)e
it′(ξ52+bξ
3
2)û0(ξ2)dt
′
∣∣∣∣
= |ξ|
∣∣∣∣ ∫
ξ1+ξ2=ξ
û0(ξ1)û0(ξ2)
∫ t
0
e−t
′M(ξ1,ξ2)dt′
∣∣∣∣,
where
M(ξ1, ξ2) = (ξ1 + ξ2)
5 + b(ξ1 + ξ2)
3 − ξ51 − bξ31 − ξ52 − bξ32 .
By ξ51 + ξ
5
2 = (ξ1 + ξ2)(ξ
4
1 − ξ31ξ2 + ξ21ξ22 − ξ1ξ32 + ξ42), we have
|M(ξ1, ξ2)| . N4
for ξ1, ξ2 ∈ [N − 1, N +1]∪ [−N − 1,−N +1] with ξ1 + ξ2 ∈ [−1, 1]. Therefore, we
obtain
|F [I2[u0]](t, ξ)| & |ξ|t(logN)−2N−2s1[−1,1](ξ)
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provided that t = Ns−2 with s < −2, which satisfies (4.3). Accordingly,
‖I2[u0](t)‖Hs & t(logN)−2N−2s‖|ξ|‖L2([−1,1]) ∼ (logN)−2N−s−2.
Hence, by the triangle inequality and (4.2),
‖u(t)‖Hs ≥ ‖I2[u0]‖Hs − ‖I1[u0]‖Hs −
∞∑
n=3
‖In[u0]‖Hs
& (logN)−2N−s−2 − (logN)−1 − (Nt)2(logN)−3N−3s
∼ (logN)−2N−s−2,
which proves norm inflation at zero.
Remark 4.2. Here, since we do not relay on well-posedness in L2(R) ∩FL1(R), we
have to confirm that I2[u0] is a leading part of the expansion. From ‖I2[u0]‖Hs &
t‖u0‖2L2 and
∞∑
n=3
‖In[u0]‖Hs . ‖I3[u0]‖Hs . (Nt)2‖u0‖FL1‖u0‖2L2 = t‖u0‖L2 × tN2‖u0‖FL1,
we have to choose t as tN2‖u0‖FL1 ∼ t(logN)−1N−s+2 < 1.
Second, we prove Theorem 1.2. By the same argument as in the proof of Propo-
sition 2.2, it suffices to show norm inflation at any ϕ ∈ S(R). Set
ϕN := F [1[−N,N ]ϕ̂], v0 := u0 + ϕN .
Since suppF [In[v0](t)] ⊂ [−2nN, 2nN ], the same calculation as above yields
(4.4) ‖In[v0](t)‖Hs ≤ Cn(Nt)n−1‖v0‖n−2FL1‖v0‖2L2 .
and
v :=
∞∑
n=1
In[v0] in C([0, T ];Hs(R))
solves (1.3).
By ‖ϕN‖L2∩FL1 ≤ ‖ϕ‖L2∩FL1, we have
‖v0‖L2∩FL1 ≤ 2‖u0‖L2∩FL1
for sufficiently large N . Then, the same argument as in Lemma 4.1 implies the
following.
Lemma 4.3. There exists C1 > 1 such that
‖In[u0](t)− In[v0](t)‖FL1 ≤ (C1Nt‖u0‖FL1)n−1‖ϕ‖L2∩FL1,
‖In[u0](t)− In[v0](t)‖L2 ≤ (C1Nt‖u0‖FL1)n−1‖ϕ‖L2∩FL1
for t > 0.
Accordingly, we have
‖In[u0](t)− In[v0](t)‖Hs ≤ Cn(Nt)n−1‖u0‖n−2FL1‖ϕ‖2L2∩FL1
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for n ≥ 2. Hence,
‖v(t)‖Hs ≥ ‖u(t)‖Hs −
∞∑
n=1
‖In[u0](t)− In[v0](t)‖Hs
& (logN)−2N−s−2 − ‖ϕ‖Hs −Ns−1‖ϕ‖2L2∩FL1
∼ (logN)−2N−s−2
for sufficiently large N . In contrast,
‖v(0)− ϕ‖Hs = ‖u0 + ϕN − ϕ‖Hs ≤ ‖u0‖Hs + ‖(1− 1[−N,N ])ϕ̂‖L2
goes to zero as N →∞, which concludes the proof.
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