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Abstract  7 
Secondary steelmaking plays a great role in enhancing the quality of the final steel product. The 8 
metal quality is a function of metal bath stirring in ladles. The metal bath is often stirred by an 9 
inert gas to achieve maximum compositional and thermal uniformity throughout the melt. Ladle 10 
operators often observe the top surface phenomena such as level of meniscus disturbance to 11 
evaluate the status of stirring. However, this type of monitoring has significant limitations in 12 
assessing the process accurately especially at low gas flow rate bubbling. The present study 13 
investigates stirring phenomena using ladle wall triaxial vibration at a low flow rate on a steel-14 
made laboratory model and plant scale for the case of vacuum tank degasser. Cold model and 15 
plant data were successfully modelled by partial least square regression to predict the amount 16 
of stirring. In the cold model, it was found that the combined vibration signal could predict the 17 
stirring power and recirculation speed effectively in specific frequency ranges. Plant trials also 18 
revealed that there is a high structure in each dataset and in the same frequency ranges at the 19 
water model. In the case of industrial data, the degree of linear relationship was strong for data 20 
taken from a single heat.  21 
1 Introduction 22 
The steel melt poured to continuous casting operations should maintain a minimum temperature 23 
and chemical composition stratification as well as have its impurities absorbed thoroughly to 24 
improve the quality of the final product. This is achieved by stirring molten steel by a 25 
pressurized argon gas in ladles. Low gas flow rates are intended to rinse the steel and attain 26 
thermal and/or chemical homogenization while intense stirring is often practised to facilitate 27 
slag-metal reactions.
[1-3]
  Hence, monitoring the status of the stirring is important in attaining the 28 
desired quality as well as in optimizing argon gas consumption.  29 
Leaks in the argon supply system, variable back pressure because of variable plug conditions 30 
and resistance to flow are some of the difficulties facing ladle operators in precisely evaluating 31 
stirring status at low volumetric gas flow rates.
[2, 4]
 Efforts are underway to detect ladle wall 32 
vibration due to gas injection to explain the level of agitation inside.
[5-16]
  Mucciardi
[17]
 used an 33 
accelerometer to measure ladle vibration due to stirring to correlate the mixing power and 34 
vibration signal.  He reported that an accelerometer is a viable transducer for controlling the 35 
interaction between liquids and gases when direct contact with the liquid phase is not practical. 36 
Minion et al.
 [7]
  developed vibration signal based monitoring technique for ladle stirring. Kemeny 37 
and his co-researchers developed commercial sensors based on ladle vibration to predict the 38 
degree of stirring.
[8]
  Vibration based control system (TruStir) developed by Nupro Corporation 39 
was implemented in various steel plants such as Hadeed
[14]
 and Dongbu
[16]
. It was reported that 40 
the monitoring system improved steel cleanliness and reduced argon consumption.
[14]
 Others 41 
like Burty et al.
[9-11]
,Yuri et al. 
[12]
 and Kostetskii et al.
[18]
 have measured vibration, sound and/or 42 
ladle eye size both on industrial and laboratory scales to characterize the stirring process. Xu et 43 
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al. used a different approach by combining the vibration, bubbling sound and ladle eye size to 44 
find the latent variable to predict the stirring power.
[4]
 However, detecting the stirring status at 45 
low flow rates as well as the effect of sensor location is not fully understood. The authors of this 46 
paper previously studied bottom gas stirring at different flow rate ranges in plastic-walled water 47 
model using triaxial vibration. They discovered specific informative frequency ranges that 48 
correspond to each flow rate range. They also investigated the effect of accelerometer location 49 
on the vessel external wall. They reported that sensor location does not change the amount of 50 
the information but does influence the location of the frequency ranges.
[5-6]
 The result was not 51 
verified by industrial data or for different ladle capacities and configuration.  52 
This study focuses on investigating the low gas flow rate-stirring phenomenon using triaxial 53 
vibration in vacuum tank degasser using laboratory and plant data. In the lab-scale study, a 54 
steel-made water model that incorporates ladle supports and tank was used. The study began 55 
by selecting the optimum sensor location in the cold model using principal component analysis 56 
(PCA) and then applied partial least square regression for a water model and plant data to 57 
develop a correlation between the process parameters and a vibration signal. 58 
2 Methodology 59 
2.1 Physical Modelling 60 
The method of study was experimental. It involved vibration measurement from an air stirred 61 
water model and an argon stirred industrial ladle. The physical cold model was built from 62 
stainless steel and its shape was slightly tapered cylindrical as the industrial ladle. This was 63 
aimed at maintaining similar vibration response in both scales.  Since plant working conditions 64 
related to temperature and visual obscurity of liquid metal and the size of industrial reactors 65 
make it difficult for carrying out direct and extensive experimental study, a lab-scale physical 66 
cold model has been built to analyze the stirring process. 
[3, 19]
 The use of scaled down models 67 
is advantageous in studying the process by varying process parameters and is relatively cheap. 68 
[20]
 Physical cold models are based on geometric and dynamic similarities. Geometric similarity 69 
refers mainly to the shape of the industrial reactor and its bath height whereas the dynamic 70 
similarity is related to the forces acting on laboratory and full scales. However, it is difficult to 71 
achieve complete geometric and dynamic similarities in physical models
.[20]
 The shape of the 72 
industrial reactor may change with time due to erosion and solidification of metal. To achieve 73 
similar ratios of corresponding forces (such as pressure, inertial, gravitational, and viscous) 74 
between the model and the full-scale systems, equivalence of the dimensionless numbers( 75 
Reynolds and the Froude number) must be maintained.
[21]
 However, for scaled down water 76 
models it is impossible to respect both similarities at the same time.
[21]
 Froude number similarity 77 
criterion was used in this study because isothermal flow phenomena in gas stirred ladles are 78 
dominated by inertial and gravitational/buoyancy forces. Mazumdar and his co-researchers built 79 
the relationship between operating gas flow rates in the model and full-scale systems based on 80 
these concepts.
[3, 22]
 Irons et al. have also applied similar concepts to derive the dynamic 81 
similarities between the plant and laboratory scales.
[23]
   For geometrically and dynamically 82 
similar gas stirred systems, volumetric gas flow rates can be correlated by the following 83 
relationship. 
[21, 23]
 84 
 𝑄𝑚 = 𝜆
2.5𝑄𝑓          (1) 85 
Where 𝑓 and 𝑚 represent full and laboratory model scales respectively. A scale factor () of 0.1 86 
was used in order to have Froude dominated turbulent flow in the model (i.e. similar to gas 87 
stirred ladles). Water and oil (ρ=850 kg /m
3
) were used to simulate molten steel and slag 88 
respectively. The selection of water is due to its kinematic similarity with molten steel at working 89 
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temperature, easy availability and being widely used in cold model steelmaking studies. 
[20] 
 90 
However, the physical and dynamic property of slag is highly variable and is difficult to mimic it 91 
with a single material. Though oil does not perfectly simulate slag, its floatability on water, 92 
availability, and being widely used by other steelmaking researchers, make it an optimal choice 93 
for this study.  
[5-6, 9-10, 22, 24-26]
  While oil and water are not ideal liquids to mimic iron and slag, 94 
they provide a reasonable basis by which to model the behavior of an industrial system for 95 
collecting data in various experimental conditions.  96 
2.2 Analysis Technique 97 
The main analysis methods used in this study were linear PCA and PLS.  PCA a multivariate 98 
statistical technique that is simple, non-parametric method of mining relevant information from 99 
large data sets. PLS is a multivariate statistical technique used to find the correlation between 100 
input and output matrices by projecting the predicted variables and the observable variables to 101 
a new space. The choice of PLS was due to its ability to handle extraneous, collinear and 102 
missing data. Another essential characteristic of PLS is its accuracy improves with more 103 
observations. The selection PCA based on its reliability and ability to detect the structure in a 104 
large dataset. Hence, highly structured data means the N-dimensional data can be projected to 105 
a single viewpoint that is most informative. Both PLS and PCA are simple and convenient for 106 
online monitoring. These techniques also have good success stories in industrial multivariate 107 
monitoring.
[27-32]
 Both techniques have been widely used in understanding the behaviour of an 108 
industrial process by extracting the significant hidden features in the process data.
[33]
 However, 109 
these techniques have limited capability in revealing nonlinear characteristics in the dataset.  110 
Principal component analysis (PCA) is a statistical procedure that was developed by Pearson in 111 
1901.
[34] 
It delivers a roadmap for how to reduce a complex set of data to a lower dimension to 112 
disclose the hidden and simplified structure that often underlies it. Mathematically if  ‘𝑿‘  is the 113 
original dataset matrix and  ‘𝒀’  is the new transformed matrix of the original dataset, then the 114 
goal of PCA is to find orthonormal matrix 𝑮 in Equation 2. 115 
𝒀 = 𝑷𝑿  2 
The rows of P are the principal components of 𝑿.[32] If 𝒀  has 𝑘 variables with 𝑛  observations, 116 
for mean-centered and scaled data 𝑿, the first principal component 𝑃𝐶1  is a linear combination 117 
of 𝒀  and the loading vector of  𝒀 , 𝑤1 (𝑷𝑪𝟏 = 𝒀𝒘𝟏). 𝑃𝐶1 has the greatest variance with a 118 
precondition of |𝒘𝟏| = 1.  𝑃𝐶2, second principal component, is computed in similar manner as 119 
PC1 and has the next maximum variance that fulfils |𝒘𝟐| = 1 . The loading vectors 𝒘𝒊 are the 120 
eigenvectors of the covariance matrix of, ((𝑛 − 1)−1𝑌𝑇𝑌). [27] Principal components are 121 
uncorrelated to each other and are sorted such that the 𝑘𝑡ℎ 𝑃𝐶  has bigger value than the next. 122 
It is a reliable, simple and nonparametric method of extracting important information from a 123 
large dataset. It has simple mathematical operations, which make it convenient for online 124 
analysis. The basic concept of PCA is shown schematically in Figure 1.
[27]
 Assume that there 125 
are five variables in a process. During a time period, the variables 𝑥1, 𝑥3 and 𝑥4 exhibit the same 126 
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pattern for a certain disturbance. This shows these variables are correlated with each other for 127 
this time interval. Variables 𝑥2 and 𝑥5 exhibit a similar pattern but different to the first. 𝑥2 and 𝑥5 128 
are correlated with each other but not correlated to 𝑥1, 𝑥3 and 𝑥4. The first PC is a weighted 129 
average of 𝑥1, 𝑥3 and 𝑥4, while the second component is a weighted average of 𝑥2 and 𝑥5. 130 
Detail description of this technique can be found in the literature.
[27, 32, 35-37]
 In this investigation, 131 
three variables make the state matrix, 𝒀 which is the input for PCA. In this study acceleration 132 
are measured in the x, y and z directions. The goal was to linearly combine and suppress them 133 
to one or two latent variables that can describe most of the stirring process variation. The latent 134 
variables were then used to identify the most informative frequency ranges.  135 
 136 
Figure 1 A simplified representation of PCA 
[27]
 137 
The limitation with PCA is that it only deals with a single data matrix (i.e. input or output) at a 138 
time. To consider input and output datasets simultaneously for discovering the relationship, PLS 139 
is a key tool. PLS model deals with the variation in input as well as output space 140 
simultaneously. 
[27, 30] 
 It is essentially useful when a set of dependent variables are required to 141 
be predicted from a significant number of independent variables known as predictors. 
[38]
  This 142 
multivariate statistical technique has the ability to handle data that are noisy, collinear or data 143 
with incomplete variables in both dependent and independent sets. Another outstanding 144 
characteristic of PLS is that the accuracy of its model parameters can be enhanced by 145 
increasing the number of relevant observations and variables. These all make it an ideal choice 146 
to handle industrial data. PLS decomposes normalized and column centred matrices 𝑿 (𝒏𝒙𝒌) 147 
and 𝒀 (𝒏𝒙𝒎) into scores and loading matrices shown in Equations 3 and 4. [39] 148 
𝑋 = 𝑇𝑃′ + 𝐸                        (3) 149 
𝑌 = 𝑈𝑄′ + 𝐹                     (4) 150 
where 𝑇(𝑛𝑥𝐴) and 𝑈(𝑛𝑥𝐴) are the latent variable scores and 𝑃(𝑘𝑥𝐴) and 𝑄(𝑚𝑥𝐴)  are loading 151 
matrices. 𝐸 and  𝐹  are residual matrices. A simplified clarification of PLS is given by Figure 2. 152 
There are five input variables 𝑋1, 𝑋2, 𝑋3, 𝑋4 and 𝑋5 and one output variable 𝑦1. If the change in 153 
𝑋2 and 𝑋5  also affects the product quality 𝑦1 at same time period, the variation in 𝑦1 is probably 154 
related to variation in 𝑋2 and 𝑋5. In this scenario, the first latent variable 𝑡1 is a weighted average 155 
of 𝑋2 and 𝑋5 whose circumstances best describes 𝑦1.
[27]
 Detail description of PLS can be found 156 
in the literature
.[27, 30-31, 38]
 157 
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 158 
Figure 2 Schematic representation of PLS
[27]
 159 
  In this study, the input variables (𝑿)  are flow rate, water height, and oil depth while the output 160 
variables (𝒀) are the vibration signals along the three axes. PLS was applied for the selected 161 
highly structured frequency ranges. The overall analysis strategy is shown in Figure 3. Figure 3 162 
shows the input matrix for PCA is the vibration (𝑥, 𝑦 and 𝑧). In similar manner, Figure 3 shows 163 
the input/predictor matrix and output/response matrix for PLS analysis. The input matrix consists 164 
volumetric gas flow rate,𝑄, the bottom layer depth  (𝐻) and top layer thickness (ℎ) where as the 165 
output matrix contain the vibration in three axes.  166 
As the plant data are noisy, the frequency ranges where the power of the signal is concentrated 167 
were analyzed using the Short Time Fast Fourier Transform (STFT). The short time Fourier 168 
Transform is a Fourier-related transform that can convert non-stationary one-dimensional time 169 
signal to the two-dimensional frequency-time domain. Mathematically it is defined by Equation 170 
5.
[40]
  171 
𝑇𝐹(𝑡, 𝑓) = |∫ 𝑦(𝜏)ℎ(𝜏 − 𝑡)𝑒−𝑖2𝜋𝑓𝜏𝑑𝜏
+∞
−∞
|                                                                                  (5) 172 
where ℎ(𝑡) is a short-time analysis window centred at 𝑡 = 0. Furthermore, to capture essential 173 
patterns and improve the signal to noise ratio without greatly destroying the signal, the plant 174 
data were smoothed using Savitzky-Golay filter (S-G filter). S-G filter  is the most widely used 175 
filter for smoothing data.
[41]
  It smooths data using a local least squares (LS) polynomial 176 
approximation. 
[42]
  It acts on a vector of input samples 𝑥(𝑘) to give a smoothed vector of 𝑌(𝑘).  177 
This filter is defined by Equation 6.
[43]
 178 
Yj = ∑ Ci
i=
m−1
2
i=−
m−1
2
Yj+i     ,         
m+1
2
≤ n −
m−1
2
                    (6) 179 
  where 𝑛 is sample size of the data (𝑋𝑖 , 𝑌𝑖)  and 𝑗 = 1, … , 𝑛. 𝑚 is the number of convolution 180 
coefficients ,𝐶𝑖. In this analysis, the S-G filter in Matlab (Mathworks) is utilized. The window 181 
width over which to do the polynomial fit, and the order of the polynomial are chosen in a way 182 
that gives the best fit and better correlation between latent variable and process parameters.  183 
 184 
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 185 
Figure 3 Overall analysis scheme 186 
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2.3 Experiment 187 
 188 
Figure 4 Overall laboratory experimental setup  189 
In the lab-scale study, vibration measurements were carried out on a physical cold model of a 190 
160-tonne capacity industrial ladle shown in Figure 4.The compressed air flow rate was 191 
controlled using standard rotameters (±3 and ±5 % full-scale errors). The air pressure was 192 
made to be at a fixed value by a pressure regulator at 0.20 Mpa. A stud mounted triaxial 193 
accelerometer (95 mv/g sensitivity and ±50 g measurement range) was used for simultaneous 194 
multi-axis (x, y, and z) vessel wall vibration measurement. Analog vibration data coming from 195 
the accelerometer was digitized using a 4-channel C series dynamic signal acquisition module 196 
(NI 9234) before it was exported to a computer. National Instrument SignalExpresss 2013 197 
software was used to acquire, generate and save signals. The vessel frame was tightly fixed to 198 
the concrete floor to make background noise negligible. A sample time of 6 seconds was taken 199 
throughout the experiment because it had been observed that reducing the sample time to 6 200 
seconds resulted in no reduction of the quality of the data.
[5-6]
 The sampling frequency of the 201 
accelerometer was taken to be 1828Hz to avoid any aliasing. The sensor locations considered 202 
in this study are the ladle wall, the ladle support, and the tank external wall. Data were gathered 203 
from each location at a time using identical experimental conditions. 204 
In the plant, the study was carried out on a Vacuum Tank Degasser (VTD) operated by Tata 205 
Steel that is used to homogenize the liquid steel bath temperature and composition and to 206 
reduce the concentrations of dissolved gasses in the liquid steel. The basic configuration and 207 
shape of the VTD look like the sketch in Figure 4. The gas was injected through two sidewall 208 
porous plugs at the bottom of a 160-tonne ladle. The accelerometer was placed on the external 209 
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wall of the tank and same DAQ instruments were used to acquire data. Vibration measured 210 
from six heats were studied individually and in combination. One heat is defined as one ladle 211 
operation. During plant vibration measurement, the amount of metal and slag, plug life, plug 212 
position, barrel life and slag line life were different in the considered heats. The barrel and 213 
slagline are distinct parts of the ladle lining. The slagline is a slightly thicker lined part of the 214 
lining around the height of the steelmaking slag. This wears more rapidly than the rest of the 215 
ladle lining lower down, which is known as the barrel. The number of lives of each is simply the 216 
number of heats which have been in contact with the ladle slagline and barrel since they were 217 
installed. It is common to see a barrel life in excess of the slagline life, as the slagline can be 218 
replaced independently of the barrel. Ladle of barrel life number 16 to 21 and slagline number 1 219 
to 4 were used during the data collection.  The steel weight generally varied from 130 to 150 220 
tonnes while the slag weight was between 1.8 and 3.6 tonnes. Some heats were carried out 221 
with new porous plugs and others with old plugs that served two to four heats. Background 222 
noise was also measured in different circumstances when the vacuum degasser was not 223 
running. The main purpose is to analyze the noise signal separately in order to understand how 224 
it affects the main signal’s strength. 225 
During water model experiment, the flow rate was taken in the range of 0.67x10
-6
 to 3.33x10
-5
 226 
m
3
/s, bottom layer/water depth was varied from 0.24 to 0.3 m and top layer/oil thickness was 227 
varied from 0.005 to 0.02 m. 228 
3 Results and Discussion 229 
3.1 Cold model study results 230 
3.1.1 Accelerometer optimum location 231 
The accelerometer was mounted at three different positions on the steel cold model of the 232 
vacuum tank degasser. These locations are on the vessel external wall, on the support and on 233 
the tank external wall.  Figure 5 shows these locations on the physical cold model.  Vibration 234 
data were collected for single and double layer bubbling at various volumetric airflow rates at 235 
each accelerometer location. The datasets from each location were analysed in the time domain 236 
and in the frequency domain. To choose optimum sensor location, PCA analysis was carried 237 
out in the frequency domain to compare the underlying relationship among the three 238 
candidates. The underlying relationship is explained by the data structure.   239 
240 
Figure 5 Sensor candidate locations in the laboratory scale 241 
242 
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Figure 6 shows the temporal variation of vibration amplitude for the three axes at each location. 243 
The result shows that the average vibration along the three axes is not equal when similar axes 244 
are compared. 245 
 
(a) 
 
(b) 
 
(c) 
Figure 6 Vibration amplitude versus flow rate in each location for fixed water height and oil 246 
depth a) 𝑋-axis b) 𝑌-axis c) 𝑍-axis 247 
Furthermore, PCA analysis shows the structures of the data are similar in the three locations. 248 
This is shown in Table 1.In Table 1, PC1 values are above 98 % which means PC1 can explain 249 
98 % of the stirring process variation. Only a very small part of this variation is explained by PC2 250 
(=0.5 %). The sum of PC1 and PC2 picks almost all of the information regarding the stirring. 251 
Hence, the sensor can be mounted on wall, support or tank as the structure is high in the three 252 
positions. This implies that the amount of information of the stirring process of the cold model 253 
does not depend on the sensor locations considered in this study. This result is useful in the 254 
industry in many ways. It simplifies the difficulty of locating the sensor caused by temperature 255 
and accessibility and safety issues. In in the lab-scale and plant scales studies, the 256 
accelerometer was mounted on the tank external wall near the support because of easy 257 
accessibility and tank surface temperature.  258 
 259 
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3.1.2 Vibration Analysis in the Selected Location 261 
Vibration data measured while varying the water height, oil depth, and flow rate, was analyzed 262 
using principal component analysis (PCA) and partial least square (PLS). To unveil the structure 263 
in the data, PCA was used for the whole frequency range. The structure explains how much 264 
variation is explained by the first principal component, which is a linear combination of the 265 
signals in the three axes. The whole frequency range was subdivided into small frequency 266 
ranges and analyzed using PCA to find the frequency range where the structure and the 267 
correlation are strong. The analysis result reveals that the data are highly structured in certain 268 
frequency ranges. Highly structured data means the data can be projected to a single viewpoint 269 
that is most informative. This viewpoint is related to the first principal component. In other 270 
words, the first principal component can explain the majority of the variation in the vibration 271 
data. As a result, the original three-dimensional (x, y and z) data can be reduced to a single 272 
dimension (PC1).To choose one or two frequency ranges, the degree of the linear correlation 273 
coefficient (R
2
) between different parameters (stirring power (ε), vibration (V), bath recirculation 274 
speed (U) and flow rate (Q)) and latent variable (PC1) was computed. Table 2 shows the 275 
frequency range of their respective values of principal components and R2.   276 
The frequency range 80 to 90 Hz can explain the majority of the variation in the stirring process 277 
and the first latent variable computed by combining the vibration signals can linearly predict the 278 
stirring power and bath recirculation speed better than the other frequency ranges. Hence, 279 
instead of using the whole frequency range, the small frequency range can be used to monitor 280 
the stirring process in these flow rates.  281 
 282 
With the aim to develop predictive models for stirring status, using vibration signals, the data 283 
were analysed within the full and the selected frequency ranges using partial least squares. In 284 
Equation 4, 𝑿 is the predictor, 𝑩 is regression coefficient and 𝒀𝒓𝒆𝒔 is the residual data. 285 
𝐘 = 𝐁𝐗 + 𝒀𝒓𝒆𝒔                                                                                                      (4) 286 
Partial least square predicted variable, 𝒀, has a strong linear correlation between stirring 287 
indicators (stirring power and bath recirculation speed).  288 
Figure 7 shows that the prediction capability of 80-90 Hz frequency range is high. This 289 
strengthens the idea that taking the small frequency range can be advantageous and brings no 290 
substantial deviation. The stirring power and bath recirculation speed increase linearly with 291 
vibration.  Figure 7 shows that the slope of the line representing the relationship between 292 
vibration and stirring power is higher than that of the bath recirculation speed. This may mean 293 
that the rate of linear increase of recirculation with vibration is smaller than the stirring power. 294 
Since the recirculation speed better explains the mixing status
 [7]
, this relationship may be more 295 
descriptive of the actual stirring. In a similar manner, the relationship between flow rate and 296 
predicted vibration shown in Figure 8 shows that at fixed bottom layer height, the flow rate can 297 
be estimated if the top layer thickness is known. H and h refer to the water height and oil 298 
thickness respectively. 299 
 300 
  301 
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 303 
 304 
 305 
 306 
 307 
Figure 7 Comparison between stirring power and recirculation speed 308 
 309 
Figure 8 Relationship between flow rate and predicted vibration 310 
3.1.3 Plant Trials 311 
Plant data were collected from a 160-tonne vacuum tank degasser at a Tata Steel plant. The 312 
ladle has two porous plugs through which pressurized argon gas was injected. Tank wall 313 
vibration at various volumetric gas flow rates was recorded using a triaxial accelerometer 314 
mounted on the external tank wall near to supports. Vibration data that correspond to an actual 315 
pressure of less than 10 mbar was considered in this investigation. The weight of the molten 316 
steel and slag was assumed constant throughout each ladle operation. In addition, vibration 317 
from external sources was measured separately in order to know their magnitude and frequency 318 
location.  319 
To capture essential patterns and improve the signal to noise ratio without greatly destroying 320 
the signal, the plant data were smoothed using the Savitzky-Golay filter (S-G filter).
[42]
 To 321 
identify the frequency content of the vibration coming from other sources, Short-Time Fourier 322 
Transform (STFT) was applied on data that were measured in the absence of ladle bubbling. 323 
This unveils that the power of the noise signal was concentrated on the frequency ranges of 324 
between 0 to 50 Hz, 220 to 250 Hz, 500 to 550 Hz and 700 to 800 Hz considering each 325 
vibration axis. Consequently, to minimize the effect of this noise signal in the analysis, the data 326 
within these frequency ranges have been ignored. Then a similar analysis procedure to the cold 327 
model study was followed i.e. PCA was used to uncover the structure and PLS were used to 328 
discover the relationship between vibration and stirring status.  329 
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 330 
Principal component analysis of the vibration data within each heat show that the plant data are 331 
highly structured in specific frequency ranges. Table 3 shows the values of the first and second 332 
principal components for four heats. Similar results were obtained in the other four heats. These 333 
principal components are a combination of the vibration signal in 𝑥, 𝑦 and 𝑧-axes.  334 
The data within the frequency ranges in Table 3 were further analyzed by partial least squares 335 
to uncover any linear relationship between input variables and the latent variable that is a 336 
combination of the three-axis vibration signal. The only input parameter that is assumed to vary 337 
throughout the process is the flow rate and hence the variation is mostly related to this 338 
parameter. This is demonstrated in Figure 9a which show a strong correlation between the input 339 
and output PLS latent variable.  Figure 9b shows the linear relationship between predicted 340 
vibrations and volumetric flow rate. The frequency range that consistently gives this result is 60 341 
to 70 Hz.   342 
The same procedure was followed to analyze the other heats independently. The result found 343 
was similar with slight variation in the degree of correlation. Figure 10 shows the degree of 344 
correlation between latent variables of the input and that of the output. The linear relationship is 345 
strong. After analyzing each heat individually, the next step was to analyse the combined data 346 
to unveil both structure and the relationship. The flow rates were taken from each heat and put 347 
in an increasing order. The respective vibration data were then used to construct a state matrix 348 
for PCA analysis.  The analyses reveal that there is a strong structure in the data in specific 349 
frequency ranges.  350 
(a) (b) 
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Figure 9 Relationship between a) input and output latent variables b) flow rate and predicted 351 
vibration 352 
  
a) b) 
Figure 10 Relationship between input and output latent variables in a) T2 and b) T3 heats 353 
To examine the linear relationship between process parameters and vibration signal, the data 354 
within these frequency ranges were investigated using partial least square. In Figure 11, the 355 
data were taken from six heats. Figure 11 shows that there is no correlation between vibration 356 
signal and the flow rate. This disparity could be due to a couple of reasons. Firstly, the 357 
underlying relationship could be nonlinear. Secondly, the data come from heats that have 358 
different process parameter values such as plug position, plug life, steel weight, slag weight, 359 
plug life, and barrel life that can contribute to data scattering due to the size of the data. The 360 
steel weight roughly varied from 130 to 150 tonnes while the slag weight was between 1.8 and 361 
3.6 tonnes. In addition, some heats were carried out with new porous plugs and others with old 362 
plugs that served from two to four heats. The location of these plugs was also different among 363 
the six heats. Hence, the relationship could be improved by carrying out a separate and 364 
sufficient plant measurements for each parameter and analyzing the combined data by both 365 
linear and nonlinear data analysis techniques. This helps in identifying the effect of each 366 
parameters on stirring. 367 
 368 
Figure 11 Relationship between flow rate and latent variable  369 
Furthermore, data taken from the six heats were grouped based on similar plug position; steel 370 
weight, plug life and slag weight similarities and investigated separately. No sound correlation 371 
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was found in each dataset. The other parameters may be still varying and contributing to the 372 
scattering of the plant data. The discrepancy may be alleviated by incorporating more plant data 373 
and range analysis techniques to determine the underlying relationship and the degree of 374 
influence of each parameter. 375 
3.1.4 Comparison of plant and cold-model results 376 
When the results from both data groups are examined, there are similarities and differences. In 377 
both cases, the structure is strong and the frequency ranges where this structure resides are 378 
the same. These frequency ranges include 60 to 70, 70 to 80, 80 to 90 and 90 to 100 Hz. Table 379 
3 shows the values of the first principal component in cold model and plant data. There is a 380 
good agreement between cold model and plant studies concerning the data structure. 381 
Table 1 Comparison between cold model and plant trial results 382 
The degree of correlation between the latent variables and process parameters in the plant data 383 
analysis was comparable to that of the cold model, only for a single heat data in the frequency 384 
ranges of 60 to 70 Hz. The plant data in the other frequency ranges show a poor linear 385 
relationship. The strong structure identified in the data, however, suggests that further study is 386 
needed to discover the underlying relationship.  387 
 The water model study indicated that the structure and degree of linear correlation are affected 388 
by the variation in the top layer. In the plant scale study, there are additional parameters that 389 
are varying from one heat to another. Though the data structure is high, a linear relationship 390 
was not found for combined heats. 391 
4 Conclusions 392 
Both cold model and plant scale studies showed that vibration data at low bubbling rates are 393 
highly structured when investigated using linear principal component analysis. The three 394 
vibration signals in 𝑥, 𝑦, and 𝑧 were able to be linearly compressed to a single latent variable. 395 
This latent variable explains above 90% of the variation in the vibration data. The frequency 396 
ranges where these information lies were in the range of 60 to 70, 70 to 80, 80 to 90 and 90 to 397 
100 Hz. These frequency ranges were consistent in the plant and in water model studies. 398 
The data within these informative frequencies were analyzed by partial least squares to assess 399 
the linear relationship between latent variables and process parameters such as flow rate, 400 
bottom and top layer depths. The cold model data gave strong linear correlation whereas the 401 
investigated plant data show poor linear relationship for most of the cases. Plant data taken 402 
from each heat show a comparable degree of linear relationship as the cold model data in the 403 
frequency range of 60 to 70 Hz. 404 
Furthermore, the investigation on the optimum sensor location unveils that the amount of 405 
information harnessed from the three sensor locations considered in the cold model study is not 406 
significantly different. This was an important finding for industrial application. It simplifies the 407 
difficulty caused by accessibility, temperature and safety issues. The accelerometer can be 408 
mounted on the ladle wall, ladle support or tank without reduction of the amount of information. 409 
However, the informative frequency range may shift their location. 410 
To conclude, the cold model data are highly structured and there is a strong linear relationship 411 
between vibration and flow rate when the bath level is constant. In addition, the data structure 412 
and linear relationships are not affected by accelerometer location. The data are highly 413 
structured in the plant as well but variability in plant operations means a separate measurement 414 
15 
 
of other parameters may be required before the vibration signal can be used as a reliable 415 
measurement of stirring.  416 
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NOMENCLATURE 420 
𝐻 Water height (meter) 421 
ℎ  Oil depth (meter) 422 
𝜀 Rate of energy dissipation (watt/t) 423 
?̅? Bath recirculation speed (meter/second) 424 
𝑇 Temperature in kelvin 425 
𝑄 Volumetric gas flow rate (Nm3/min) Gas flow rate 426 
𝑀 Bath weight (tonne) 427 
𝑃0 Pressure above the steel bath (bar) 428 
𝑅 Vessel radius (meter) 429 
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Tables  
Table 1 PC1 values at different accelerometer locations. 
Double layer   Vessel Wall Vessel support Tank Wall 
 
   
Frequency  range 90-100 90-100 150-160 
PC1 99% 98% 99% 
PC2 0.5 1 0.5 
 
Table 2 PC1 and R2 on the selected frequency ranges 
Frequency range (Hz) 40-50 60-70 70-80 80-90 90-100 
PC1 99.27 96.12 97.74 99.10 91.63 
Parameters R2  R2  R2  R2  R2 
R2 PC1, ε 0.71 0.80 0.80 0.91 0.89 PC1, U 0.72 0.82 0.66 0.88 0.87 
 
Table 3 PC1 and PC2 values of four heats of the plant trial 
Heat ID PC1 (%) PC2 (%) 
Frequency  
(Hz) Heat ID PC1 (%) PC2 (%) 
Frequency 
(Hz) 
T1
 
 
97 1 50-60 
T3
 
 
80 16 50-60 
89 8 60-70 85 9 60-70 
86 10 70-80 70 12 70-80 
75 12 80-90 83 11 80-90 
92 3 90-100 87 5 90-100 
60 31 180-190 92 4 180-190 
  
T2
 
 
94 4 50-60 
T4
 
 
70 13 50-60 
97 2 60-70 88 10 60-70 
96 3 70-80 80 9 70-80 
98 1 80-90 82 13 80-90 
96 2 90-100 65 21 90-100 
93 1 180-190 62 31 180-190 
 
Table 4 Comparison between cold model and plant trial results 
 
 
 
Frequency  (Hz) PC1 (%) 
 Model  Plant 
60-70 96.3 94 
70-80 98 95 
80-90 99 93 
90-100 91 88 
