Abstract. The performance of Krylov subspace eigenvalue algorithms for large matrices can be measured by the angle between a desired invariant subspace and the Krylov subspace. We develop general bounds for this convergence that include the effects of polynomial restarting and impose no restrictions concerning the diagonalizability of the matrix or its degree of nonnormality. Associated with a desired set of eigenvalues is a maximum "reachable invariant subspace" that can be developed from the given starting vector. Convergence for this distinguished subspace is bounded in terms involving a polynomial approximation problem. Elementary results from potential theory lead to convergence rate estimates and suggest restarting strategies based on optimal approximation points (e.g., Leja or Chebyshev points); exact shifts are evaluated within this framework. Computational examples illustrate the utility of these results. Origins of superlinear effects are also described.
Setting. Let
. (We do not label multiple eigenvalues separately and make no assertion regarding the uniqueness of the u j .) Each distinct eigenvalue λ j has geometric multiplicity n j and algebraic multiplicity m j (so that 1 ≤ n j ≤ m j and N j=1 m j = n). We aim to compute an invariant subspace associated with L of these eigenvalues, which for brevity we call the good eigenvalues, labeled {λ 1 , λ 2 , . . . , λ L }. We intend to use a Krylov subspace algorithm to approximate this invariant subspace, possibly with the aid of restarts as described below. The remaining N − L eigenvalues, the bad eigenvalues, are not of interest and we wish to avoid excessive expense involved in inadvertently calculating the subspaces associated with them.
The class of algorithms considered here draws eigenvector approximations from Krylov subspaces generated by the starting vector v 1 ∈ C n , the following sections avoid these difficulties by instead studying convergence of the Krylov subspace to an invariant subspace associated with the good eigenvalues as the dimension of the Krylov subspace is increased. Given two subspaces, W and V of C n , the extent to which V approximates W is measured (asymmetrically) by the containment gap (or just gap), defined as δ(W, V) = sup inf x∈W y∈V y − x x = sin(ϑ max ).
Here ϑ max is the largest canonical angle between W and a "closest" subspace V of V having dimension equal to dim W. (Throughout, · denotes the vector 2-norm and the matrix norm it induces.) Notice that if dim V < dim W, then δ(W, V) = 1, while δ(W, V) = 0 if and only if W ⊆ V. The gap can be expressed directly as the norm of a composition of projections: If Π W and Π V denote orthogonal projections onto W and V, respectively, then δ(W, V) = (I − Π V )Π W (see, e.g., Chatelin [7, sect. 1.4] ). The objective of this paper then is to measure the gap between Krylov subspaces and an m-dimensional invariant subspace U of A associated with the good eigenvalues. We explore how quickly δ(U, K (A, v 1 )) can be driven to zero as is increased, reflecting the speed of convergence, and how this behavior is influenced by the distribution of eigenvalues and nonnormality of A. Note that δ(U, K (A, v 1 )) = 1 when < m. For ≥ m, our bounds ultimately take the form
where P is the set of degree-polynomials, and Ω good and Ω bad are disjoint compact subsets of C containing the good and bad eigenvalues, respectively. The constant C 0 reflects nonnormal coupling between good and bad invariant subspaces, while C 2 reflects nonnormality within those two subspaces. The constant C 1 principally describes the effect of starting vector bias, though it, too, is influenced by nonnormality. In section 2 we identify the subspace U, which in common situations will be the entire invariant subspace of A associated with the good eigenvalues, but will be smaller when A is derogatory or the starting vector v 1 is deficient. The basic bound (1.1) is derived in section 3. Section 4 addresses the polynomial approximation problem embedded in (1.1), describing those factors that determine linear convergence rates or that lead to superlinear effects. Section 5 analyzes the constants C 1 and C 2 , and section 6 provides computational examples illustrating the bounds.
Since it becomes prohibitively expensive to construct and store a good basis for K (A, v 1 ) when the dimension of A is large, practical algorithms typically limit the maximum dimension of the Krylov subspace to some p n. If satisfactory estimates cannot be extracted from K p (A, v 1 ), then the algorithm is restarted by replacing v 1 with some new v ∈ K p (A, v 1 ) that is, one hopes, enriched in the component lying in the subspace U. Since this v is chosen from the Krylov subspace, we can write v = ψ(A)v 1 for some polynomial ψ with deg(ψ) < p. Our bounds also apply to this situation, and ideas from potential theory, outlined in section 4, motivate particular choices for the polynomial ψ.
The results presented here complement and extend earlier convergence theory, beginning with Saad's bound on the gap between a single eigenvector and the Krylov subspace for a matrix with simple eigenvalues [32] . Jia generalized this result to invariant subspaces associated with a single eigenvalue of a defective matrix, but these bounds involve the Jordan form of A and derivatives of approximating polynomials [20] . Simoncini uses pseudospectra to describe block-Arnoldi convergence for defective matrices [37] . Interpreting restarted algorithms in terms of subspace iteration, Lehoucq developed an invariant subspace convergence theory incorporating results from Watkins and Elsner [25] . Calvetti, Reichel, and Sorensen studied single eigenvector convergence for Hermitian matrices using elements of potential theory [6] . A key feature of our approach is its applicability to general invariant subspaces, which may be better conditioned than individual eigenvectors (see, e.g., [39, Chap. V]) . Notably, we estimate convergence rates for defective matrices without introducing any special choice of basis and without requiring knowledge of the Jordan form or any related similarity transformation.
Finally, we note that other measures of convergence may be more appealing in certain situations. Alternatives include Ritz values [20, 24] , although convergence behavior can be obscure for matrices that are defective (or nearly so). The subspace residual is computationally attractive because it doesn't require a priori knowledge of the good invariant subspace. This measure can be related to gap convergence [17, 38] .
Algorithmic context. Suppose V is an n × n unitary matrix that reduces
A to upper Hessenberg form; i.e., V * AV = H for some upper Hessenberg matrix, H. For any index 1 ≤ ≤ n, let H denote the th principal submatrix of H:
The Arnoldi method [2, 32] builds up the matrices H and V one column at a time starting with the unit vector v 1 ∈ C n , although the process is typically stopped well before completion, with n. The algorithm only accesses A through matrix-vector products, making this approach attractive when A is large and sparse.
Different choices for v 1 produce distinct outcomes for H . The defining recurrence may be derived from the fundamental relation
where e is the th column of the × identity matrix. The th column of H is determined so as to force v +1 to be orthogonal to the columns of V , and β +1 then is determined so that v +1 = 1. Provided H is unreduced, the columns of V constitute an orthonormal basis for the order-Krylov subspace K (A, v 1 ) = span{v 1 , Av 1 , . . . , A −1 v 1 }. Since V * AV = H , the matrix H is a Ritz-Galerkin approximation of A on this subspace, as described by Saad [33] . The eigenvalues of H are called Ritz values and will, in many circumstances, be reasonable approximations to some of the eigenvalues of A. An eigenvector of H associated with a given Ritz value θ j can be used to construct an eigenvector approximation for A. Indeed, if H y j = θ j y j , then the Ritz vector u j = V y j yields the residual
When |β +1 | 1, the columns of V nearly span an invariant subspace of A. Small residuals more often arise from negligible trailing entries of the vector y j , indicating the most recent Krylov direction contributed negligibly to the Ritz vector u j .
Biorthogonal Lanczos methods have similar characteristics despite important differences both in conception and implementation; see, e.g., [4] . In particular, different bases for K (A, v 1 ) are generated, and the associated Ritz values can differ considerably from those produced by the Arnoldi algorithm, even though the projection subspace K (A, v 1 ) remains the same.
Our focus here avoids the complications of Ritz value convergence and remains fixed on how well a good invariant subspace U is captured by K (A, v 1 ), without regard to how a basis for K (A, v 1 ) has been generated.
Polynomial restarts.
The first p steps of the Arnoldi or biorthogonal Lanczos recurrence require p matrix-vector products of the form Av k , plus O(np 2 ) floating point operations for (bi)orthogonalization. For very large n and very sparse A (say, with a maximum number of nonzero entries per row very much smaller than n), the cost of orthogonalization will rapidly dominate as p grows. Polynomial restarting is one general approach to alleviate this prohibitive expense. At the end of p + 1 steps of the recurrence, one selects some "best" vector v + 1 ∈ K p+1 (A, v 1 ) and restarts the recurrence from the beginning using v + 1 . Different restart strategies differ essentially in how they attempt to condense progress made in the last p + 1 steps into the vector v + 1 . Since any vector in K p+1 (A, v 1 ) can be represented as ψ p (A)v 1 for some polynomial ψ p of degree p or less, a restart of this type can be expressed as
If subsequent restarts occur (relabeling v
We collect the effect of the restarts into a single aggregate polynomial of degree νp:
Evidently, the restart vectors should retain and amplify components of the good invariant subspace while damping and eventually purging components of the bad invariant subspace. One obvious way of encouraging such a trend is to choose the polynomial Ψ νp (λ) to be as large as possible when evaluated on the good eigenvalues while being as small as possible on the bad eigenvalues. If the bad eigenvalues are situated within a known compact set Ω bad (not containing any good eigenvalues), Chebyshev polynomials associated with Ω bad are often a reasonable choice. When integrated with the Arnoldi algorithm, this results in the Arnoldi-Chebyshev method [34] (cf. [18] ).
This Chebyshev strategy requires either a priori or adaptively generated knowledge of Ω bad , a drawback. Sorensen identified an alternative approach, called exact shifts, that has proved extremely successful in practice. The filter polynomial Ψ νp is automatically constructed using Ritz eigenvalue estimates. Before each new restart of the Arnoldi method, one computes the eigenvalues of H and sorts the resulting = k + p Ritz values into two disjoint sets S good and S bad . The p Ritz values in the set S bad are used to define the restart polynomial ψ p (λ) = k+p j=k+1 (λ − θ j ). Morgan discovered a remarkable consequence of this restart strategy: The updated Krylov subspace K (A, v + 1 ), generated by the new starting vector v [27] . Thus, Sorensen's exact shifts will provide, in the stage following a restart, a subspace containing every possible Krylov subspace of dimension p that could be obtained with a starting vector that was a linear combination of the good Ritz vectors (cf. [32] ). Furthermore, Sorensen showed how to apply shifts implicitly, regenerating the Krylov subspace K (A, v + 1 ) with only p matrix-vector products in a numerically stable way. Analogous features can be verified for the restarted biorthogonal Lanczos method using exact shifts to build polynomial filters. Such a strategy has been explored in [16, 9] .
Assume now that an Arnoldi or biorthogonal Lanczos process has proceeded steps past the last of ν restarts, each of which (for the sake of simplicity) has the same order p. In the jth restart (1 ≤ j ≤ ν), we use shifts {µ jk } p k=1 . Define
to be the aggregate restart polynomial after ν restarts. An iteration without restarts will have p = ν = 0 and Ψ νp (λ) = 1.
Let
1 ) denote the Krylov subspace of order τ generated by the starting vector v
that is obtained after ν restarts. The following basic result follows immediately from the observation that v
Reachable invariant subspaces.
If the good eigenvalues are all simple, then the associated invariant subspace is uniquely determined as the span of good eigenvectors. However, if some of these eigenvalues are multiple, there could be a variety of associated invariant subspaces. Nonetheless, single-vector Krylov eigenvalue algorithms with polynomial restarts are capable of revealing only one of the many possible invariant subspaces for any given initial vector. Before developing convergence bounds, we first characterize this distinguished invariant subspace precisely.
Let M be the cyclic subspace generated by the initial starting vector v 1 ,
M is evidently an invariant subspace of A and s ≡ dim(M) ≤ n. Since any invariant subspace of A that contains v 1 must also contain A τ v 1 , M is the smallest invariant subspace of A that contains v 1 . The s vectors of the Krylov sequence {v 1 , Av 1 , . . . , A s−1 v 1 } are linearly independent, and thus constitute a basis for M. Recall that a linear transformation is nonderogatory if each eigenvalue has geometric multiplicity equal to 1; i.e., each distinct eigenvalue has precisely one eigenvector associated with it, determined up to scaling.
Define A| M to be the restriction of A to M. The following result is well known; see, e.g., [1] 
Define α j to be the ascent (or index ) of the eigenvalue λ j , i.e., the minimum positive integer α such that Ker (A−λ j ) α = Ker (A−λ j ) α+1 . This α j is the maximum dimension of the n j different Jordan blocks associated with λ j , and Ker (A − λ j ) αj then is the span of all generalized eigenvectors associated with λ j .
The spectral projection onto each subspace Ker (A − λ j ) αj can be constructed in the following coordinate-free manner; see, e.g., [23, sect. I.5.3] . For each eigenvalue λ j , 1 ≤ j ≤ N , let Γ j be some positively oriented Jordan curve in C containing λ j in its interior and all other eigenvalues in its exterior. The spectral projection is defined as
P j is a projection onto the span of all generalized eigenvectors associated with λ j . In particular, P j v 1 will be a generalized eigenvector associated with λ j and will generate a cyclic subspace
. This α j is called the ascent with respect to v 1 of the eigenvalue λ j . Notice that 1 ≤ α j ≤ α j and K αj (A, P j v 1 ) is the smallest invariant subspace of A that contains P j v 1 . Furthermore, P j v 1 is a generalized eigenvector of grade α j associated with λ j and α j < α j only if v 1 is deficient in all generalized eigenvectors of maximal grade α j associated with λ j .
Define spectral projections P good and P bad having ranges that are the maximal invariant subspaces associated with the good and bad eigenvalues, respectively, as
Note that P good + P bad = I.
The following result in Lemma 2.2 characterizes M. The first statement, included for comparison, is well known; the second is also understood, though we are unaware of its explicit appearance in the literature. Related issues are discussed in [1] , [13 
The reverse inclusion is trivial.
For the second statement, use N j=1 P j = I to get, for any integer τ > 0,
, and, in particular, for τ sufficiently large this yields
To show the reverse inclusion, note that for every j = 1, . . . , N, there is a polynomial p j such that p j (A) = P j . (This polynomial interpolates at eigenvalues: p j (λ j ) = 1, p j has α j − 1 zero derivatives at λ j , and p j (λ k ) = 0 for λ k = λ j ; see, e.g., [19, sect. 6 .1].) Thus for any x ∈ ⊕ N j=1 K αj (A, P j v 1 ), one can write
Let X good and X bad be the invariant subspaces of A associated with the good and bad eigenvalues, respectively. Then define U good ≡ M ∩ X good and U bad ≡ M ∩ X bad . The following lemma develops a representation for U good and U bad ; it shows that U good is the maximum reachable invariant subspace associated with the good eigenvalues that can be obtained from a Krylov subspace algorithm started with v 1 . "Maximum reachable invariant subspace" means that any invariant subspace U associated with the good eigenvalues and strictly larger than U good is unreachable: The angle between U and any computable subspace generated from v 1 is bounded away from zero independent of , p, ν, and choice of filter shifts {µ jk }.
Lemma 2.3.
α j ≡ m, and
Furthermore, for any subspace U of X good that properly contains U good , i.e., U good ⊂ U ⊆ X good , convergence in gap cannot occur. For all integers ≥ 1,
The analogous results for U bad follow similarly.
Note that
1 ) can be decomposed as v = w 1 + w 2 for some w 1 ∈ U good and w 2 ∈ X bad . When U good is a proper subspace of U, there exists an x ∈ U so that x ⊥ U good and x = 1. Note that x − w 1 ≥ x = 1. Now,
Thus,
This means that we have no hope of capturing any invariant subspace that contains a (generalized) eigenspace associated with multiple Jordan blocks-at least when using a single vector iteration in exact arithmetic. On the other hand, convergence can occur to the good invariant subspace U good , with a rate that depends on properties of A, v 1 , and the choice of filter shifts {µ jk }, as we shall see. Almost every vector in an invariant subspace is a generalized eigenvector of maximal grade and so almost every starting vector will capture maximally defective Jordan blocks. While easily acknowledged, this fact can have perplexing consequences for the casual Arnoldi 
Note that e 5 alone is revealed as the eigenvector associated with the eigenvalue 1; e 2 has been washed out in spite of v 1 having an arbitrarily large component in that direction. Indeed the eigenvector e 2 (and so any subspace containing it) is unreachable from any starting vector v 1 for which e * 3 v 1 = 0. In this example, v 1 itself emerges as a generalized eigenvector of grade 2. Note that every vector v in C 5 with e * 3 v = 0 is a generalized eigenvector of grade 2 associated with the eigenvalue 1.
We close this section with a computational example that both confirms the gap stagnation lower bound for derogatory matrices given in Lemma 2.3 and illustrates other convergence properties explored in future sections. Consider two matrices A 1 and A 2 , each of dimension n = 150 with eigenvalues spaced uniformly in the interval [0, 1]. In both cases, all the eigenvalues are simple except for the single good eigenvalue λ = 1, which has algebraic multiplicity 5. In the first case, the geometric multiplicity also equals 5, so the matrix is diagonalizable but derogatory. In the second case, there is only one eigenvector associated with λ = 1, so it is defective but not derogatory. Both matrices are constructed so that P good ≈ 10 4 . Figure 2 .1 illustrates the gap convergence for the Krylov subspace to the invariant subspace X good associated with λ = 1. The starting vector v 1 has 1/ √ n in each component; no restarting is used here. Convergence cannot begin until the fifth iteration, when the Krylov subspace dimension matches the dimension of X good . This initial period of stagnation is followed by a sublinear phase of convergence leading to a second stagnation period. This is the end of the story for the derogatory case, but for the nonderogatory case, the second stagnation period is transient and the convergence rate eventually settles toward a nearly linear rate. In fact, this rate improves slightly over the final iterations shown here, yielding so-called superlinear convergence, the subject of section 4.3. These convergence phases resemble those observed for the GMRES iteration, as described by Nevanlinna [28] .
Basic estimates.
Since all reachable subspaces are contained in M and A| M is nonderogatory, henceforth we assume without loss of generality that A itself is nonderogatory so that n = dim M, and v 1 is not deficient in any generalized eigenvector of maximal grade. To summarize the current situation, A is an n × n matrix with N ≤ n distinct eigenvalues, {λ j } N j=1 , each having geometric multiplicity 1 and algebraic multiplicity m j , so that
. . , λ L } (the "good" eigenvalues) together with the corresponding (maximal) invariant subspace U good of dimension m = L j=1 m j , which is now the net algebraic multiplicity of good eigenvalues since A is nonderogatory.
We begin by establishing two lemmas that are used to develop a bound for the gap in terms of a polynomial approximation problem in the subsequent theorems.
The first assertion is a fundamental property of least squares approximation. To show the second, consider an arbitrary unit vector u ∈ U and take ε > 0. Letting Π V denote the orthogonal projection onto V, the optimality of u and v implies
Expanding this inequality, noting v = Π V u, and using the first assertion gives
Collecting terms quadratic in ε on the left-hand side,
Note that the left-hand side must be nonnegative. Repeating the above argument with u multiplied by a complex scalar of unit modulus, we can replace the right-hand side with 2ε
Taking ε → 0, we conclude that u − v − δ(U, V) 2 u is orthogonal to every u ∈ U. As the gap between subspaces closes (δ(U, V) → 0), u − v becomes "almost" orthogonal to U in the sense that the projection of u − v onto U has norm δ(U, V) 2 .
Lemma 3.2. Let P m−1 denote the space of polynomials of degree m − 1 or less. The mapping ı :
is an isomorphism between P m−1 and U good . Furthermore, there exist positive constants c 1 and c 2 so that
uniformly for all ψ ∈ P m−1 for any fixed norm · Pm−1 defined on the space P m−1 .
Proof. ı is clearly linear. To see that ı maps P m−1 onto U good , observe that for any given y ∈ U good , there exist polynomials
provide L separate "slices" of a single polynomial that can be recovered by (generalized) Hermite interpolation. Let ψ be a polynomial interpolant that interpolates g j and its derivatives at λ j :
Since dim(P m−1 ) = dim(U good ), nullity(ı) = 0 and ı is bijective from P m−1 to U good . The last statement is an immediate consequence of the fact that linear bijections are bounded linear transformations with bounded inverses. 
,
This implies that P good and P bad are orthogonal projections, U good is an invariant subspace for both Ψ νp (A) and [Ψ νp (A)] * , and, as we will see, that δ(
* u ∈ U good , and note that by Lemma 3.2, there exists a polynomial ψ ∈ P m−1 such that y = ψ(A)P good v 1 . Now, for each j = 1, 2, . . . , , we have
Since ≥ m, this implies first that ψ(A)P good v 1 = 0 and then
* is bijective on U good since Ψ νp has no roots in common with good eigenvalues.) But u was given to be a unit vector, so it must be that δ(
) and x ∈ U good with x = 1 so that
1 ) (viz., Lemma 3.1) and, in particular, v
) and let q be the minimum (monic) annihilating polynomial for Q.
1 Evidently, π −1 must contain q as a factor.
Since v ∈ U bad , π −1 cannot be an annihilating polynomial for U good , so Q = U good and deg( q) ≤ m − 1. One may factor π −1 as the product of a polynomial, φ, of degree − m and a polynomial, q, of degree m − 1 containing q as a factor,
Observing that U good is invariant for both φ(A) and φ(A) * , we may decompose x as x = φ(A) y + n for some y ∈ U good and some n ∈ Ker(φ(A)
However, we'll see that it must happen that n = 0. Indeed, Lemma 3.1 shows that if z ∈ U good is orthogonal to x,
We have already seen that v * φ(A) y > 0, and so n = 0. Thus we can safely exclude from the maximization in (3.3) all x ∈ U good except for those vectors having the special form x = φ(A)y for y ∈ U good and φ as defined above.
We can now begin our process of bounding the gap. Note that
where we are able to justify the substitution x = Ψ νp (A)φ(A)y since Ψ νp (A) is an invertible map of U good to itself. Now by Lemma 3.2, y ∈ U good can be represented as y = ψ(A)P good v 1 for some ψ ∈ P m−1 . Since I = P bad + P good , one finds
as required, concluding the proof when U good ⊥ U bad . In case U good and U bad are not orthogonal subspaces, we introduce a new inner product on C n with respect to which they are orthogonal. For any u, v ∈ C n , define u, v * ≡ P good u, P good v + P bad u, P bad v , and define the gap with respect to the new norm · * = ·, · * to be
Notice that for any vector w ∈ C n , w 2 = P good w + P bad w 2 ≤ 2 P good w 2 + P bad w 2 = 2 w 2 * , P good w * = P good w , and P bad w * = P bad w .
In particular, for any x ∈ U good and y ∈ C n these relationships directly imply
1 )). Since U good and U bad are orthogonal in this new inner product, we can apply the previous argument to conclude
If N is a square matrix with an invariant subspace V, define
where Π V here denotes the orthogonal projection onto V. 
where C 0 is as defined in Theorem 3.3 and
is a constant independent of , ν, p, or the filter shifts {µ jk }.
Proof. Let Π good and Π bad denote the orthogonal projections onto U good and U bad , respectively. Then
and, assuming for the moment that φ(A) is invertible,
2 A more precise value for C 0 can be found as
however, the marginal improvement in the final bound would not appear to merit the substantial complexity added.
Hence,
Minimizing with respect to φ and maximizing with respect to ψ yields the conclusion provided the expression for C 1 is finite. This is assured since, as an immediate consequence of (3.2), ψ(A)P good v 1 = 0 can occur only when ψ = 0.
It is instructive to consider the situation where we seek only a single good eigenvalue, λ 1 , which is simple. In this case m = dim U good = 1; the conclusion of Theorem 3.3 may be stated as
where w = P bad v 1 / P bad v 1 and C 1 = P bad v 1 / P good v 1 . Elementary geometric considerations yield the following alternate expression for C 1 :
where Θ(U good , v 1 ) and Θ(U ⊥ bad , v 1 ) are the smallest angles between v 1 and the onedimensional subspaces U good and U ⊥ bad , respectively. This special case is stated as Proposition 2.1 of [18] ; 3 see also Saad's single eigenvalue convergence theory [32] . Our next step is to reduce the conclusion of Theorem 3.4 to an approximation problem in the complex plane. Let U be an invariant subspace of A associated with a compact subset Ω ⊂ C (that is, Ω contains only those eigenvalues of A associated with U and no others). Define κ(Ω) as the smallest constant for which the inequality
holds uniformly over all f ∈ H(Ω), where H(Ω) denotes the functions analytic on Ω. 4 Evidently, the value of the constant κ(Ω) depends on the particular choice of Ω (a set containing, in any case, those eigenvalues of A associated with U). The following properties of κ(Ω) are shared by the generalized Kreiss constant K(Ω) of Toh and Trefethen [41] (defined for U = C n ). κ(Ω) is monotone decreasing with respect to set inclusion on Ω. Indeed, if Ω 1 ⊆ Ω 2 , then for each function f analytic on Ω 2 ,
Since the constant functions are always among the available analytic functions on Ω, κ(Ω) ≥ 1. If A is normal, κ(Ω) = 1. Indeed, if A is normal and Σ denotes the set of eigenvalues of A associated with the invariant subspace U, then
If any eigenvalue associated with the invariant subspace U is defective, then some choices of Ω will not yield a finite value for κ(Ω). We now use κ to adapt Theorem 3.4 into a more approachable approximation problem. In particular, if Ω good is a compact subset of C containing all the good eigenvalues of A but none of the bad, then
Applying a similar bound to φ(A)Ψ νp (A) U bad , we obtain the following result, the centerpiece of our development. 
where C 0 and C 1 are the constants introduced in Theorems 3.3 and 3.4, respectively, and
Evidently, Theorem 3.5 can be implemented with a variety of choices for Ω good and Ω bad , which affects both the polynomial approximation problem and the constant C 2 (considered in section 5.3). The polynomial approximation problem, classified as "Zolotarev-type," is discussed in detail in the next section. Similar problems arise in calculating optimal ADI parameters [26] .
4. The polynomial approximation problem. Theorem 3.5 suggests the gap between a Krylov subspace and an invariant subspace will converge to zero at a rate determined by how small polynomials of increasing degree can become on Ω bad while maintaining a minimal uniform magnitude on Ω good . How can this manifest as a linear convergence rate? Consider the ansatz
for some 0 < r ≤ 1. Pick a fixed φ ∈ P * , say, with exact degree
Evidently, the size of r will be related to how large U φ (z, Ω bad ) can be made uniformly throughout Ω good ; larger U φ values allow smaller r (faster rates). U φ (z, Ω bad ) has the following properties:
• U φ (z, Ω bad ) is harmonic at z where φ(z) = 0;
• U φ (z, Ω bad ) = log |z| + c + o(1) for a finite constant c as |z| → ∞;
• U φ (z, Ω bad ) ≤ 0 for all z ∈ ∂Ω bad . Potential theory provides a natural setting for studying such approximation problems. It is central to the analysis of iterative methods for solving linear systems (see, e.g., [26] for ADI methods and [10, 28] for Krylov subspace methods), and has been used by Calvetti, Reichel , and Sorensen to analyze the Hermitian Lanczos algorithm with restarts [6] . We apply similar techniques here to study U φ (z, Ω bad ).
Potential theory background. Let
Note that property (iv) can be deduced from (i), (ii), the fact that (ii) implies that g > 0 for all sufficiently large |z|, and the maximum principle for harmonic functions. for some constant γ > 0 known as the logarithmic capacity of the set D. This γ can be thought of as the effective radius of D in the sense we've just described.
Example 4.2. Suppose Φ (z) is a monic polynomial of degree and let 
For certain special choices of D = Ω bad , the polynomial approximation problem of Theorem 3.5 can be solved exactly.
Proof. Using the Green's function for D ε (Φ * ) described in Example 4.2, we can rearrange (4.3) to show that for any φ ∈ P * ,
holds for all z ∈ Ω good . Equality is attained for every z ∈ C whenever φ = Φ * . Minimizing over z ∈ Ω good and then maximizing over φ ∈ P * yields
In fact, equality must hold in (4.4) since φ = Φ * is included in the class of functions over which the maximization occurs. The conclusion then follows by taking the reciprocal of both sides.
More general choices for D = Ω bad will not typically yield exactly solvable polynomial approximation problems, at least for fixed (finite) polynomial degree. However, the following asymptotic result holds as the polynomial degree increases.
Theorem 4.5. Let Ω bad and Ω good be two disjoint compact sets in the complex plane such that C \ Ω bad is a Dirichlet region. Then 
for each z ∈ C\Ω bad . Convergence is uniform on compact subsets of C\Ω bad . Thus we can reverse the order of the limit with respect to polynomial degree and minimization with respect to z ∈ Ω good , then take reciprocals to find 
Effective restart strategies.
The usual goal in constructing a restart strategy is to limit the size of the Krylov subspace (restricting the maximum degree of the polynomial φ) without degrading the asymptotic convergence rate. Demonstrating equality in (4.5) pivoted on the construction of an optimal family of polynomials-in this case, Leja polynomials. There are other possibilities, however. Fekete polynomials are the usual choice for the construction in Theorem 4.5; see [36, 
for some degree- * monic polynomial Φ * and some ε > 0, then
Proof. Part (b) follows immediately from Theorem 4.4. Part (a) can be seen by observing that since Ψ νp (z) is an asymptotically optimal family for Ω bad ,
Now fixing p and * , the conclusion follows from (4.7) by following the subsequence generated by ν = 1, 2, . . . .
Recall that the desired effect of the restart polynomial is to retain the rapid convergence rate of the full (unrestarted) Krylov subspace without requiring the dimension * to grow without bound. We have seen here that restarting with optimal polynomials for Ω bad recovers the expected linear convergence rate for Ω bad (presuming one can identify this set, not a trivial matter in practice). Still, the unrestarted process may take advantage of the discrete nature of the spectrum, accelerating convergence beyond the expected linear rate. Designing a restart strategy that yields similar behavior is more elaborate.
Superlinear effects from assimilation of bad eigenvalues.
In a variety of situations, the gap appears to converge superlinearly. True superlinear convergence is an asymptotic phenomenon that has a nontrivial meaning only for nonterminating iterations. Thus one must be cautious about describing superlinear effects relating to (unrestarted) Krylov subspaces, since U good is eventually completely captured by the Krylov subspace as discussed in section 2. Here our point of view follows that of [46, 48] , showing the estimated gap may be bounded by a family of linearly converging processes exhibiting increasingly rapid linear rates. The next result mimics the Ritz value bounds for Hermitian matrices developed by van der Sluis and van der Vorst [47, sect. 6.6]. We assume here that Ω bad consists of the union of s discrete points, potentially with some additional Dirichlet region. That is, some bad eigenvalues (typically those closest to the good eigenvalues, or distant outliers) are treated as discrete points, while any leftovers are collected in the Dirichlet region.
Theorem 4.7. Let Ω good and Ω bad be disjoint compact subsets of C and suppose Ω bad contains s isolated points, z 1 , z 2 , . . . , z s . Define a sequence of s+1 nested subsets as Ω k = Ω k+1 ∪{z k } for k = 1, . . . , s with Ω 1 ≡ Ω bad , so that each set Ω k ⊃ Ω k+1 = ∅ differs from adjacent sets in the sequence by single points. Define also the associated diameters
Then for r = 1, . . . , s and each * > r,
Proof. Fix an integer k ≥ 1 and observe that
The conclusion follows by applying the argument repeatedly for k = 1, 2, . . . , r. Asymptotically, the discrete points in Ω bad have no effect on the convergence rate. by the "granularity" of bad eigenvalues as viewed from the nearest good eigenvalue. Greater granularity (smaller α) causes poor initial rates due to nearby bad eigenvalues, which rapidly dissipate as these eigenvalues are assimilated, yielding to improved rates determined by more remote bad eigenvalues. The same phenomenon is observed in section 6.4 for a Markov chain eigenvalue problem. But assimilation of nearby bad eigenvalues is not the only mechanism for superlinear convergence. In section 5.3, we describe how nonnormality can also give rise to such behavior, illustrated experimentally in section 6.2.
Analysis of constants.
This section contains a more detailed discussion of the constants C 1 and C 2 that arise in the convergence bounds given in Theorems 3.4 and 3.5. The magnitude of these constants controls the predicted start of the linear phase of convergence: larger constants suggest delayed linear convergence. Thus we seek an appreciation of those matrix and starting vector properties that lead to more or less favorable convergence bounds.
Bounding C 1 . Notice that
where the columns of V m form a basis for K m (A, v 1 ). This last expression for C 1 is simply the largest generalized singular value of the pair of matrices P bad V m and P good V m (see, e.g., [14, sect. 8.7.3] ). This is how we determine C 1 for our examples.
The dependence of C 1 on the starting vector v 1 is critical. If v 1 is biased against U good , then C 1 will be large and our bounds predict a delay in convergence. Likewise, a good starting vector accelerates convergence as expected. 6 We investigate this behavior with an illustrative example, but first give bounds for C 1 that relate its magnitude to the orientation of K m (A, v 1 ) relative to U good and U bad . Proposition 5.1. Under the conditions of Theorem 3.4,
where the second inequality holds provided
Proof. If Π good denotes the orthogonal projection onto U good , then I − Π good = (I − Π good )(I − P good ), and so
This gives the first inequality. For the second, note that for any ψ ∈ P m−1 ,
(A more frugal inequality leads to a sharper but rather intricate upper bound for C 1 .) Maximizing over ψ ∈ P m−1 and noting that I − P good = P good [22] yields (A, v 1 ) , U good ) is close to one. To obtain alternative lower bounds, approximate the maximizing polynomial ψ in (3.5). Some intuitively appealing choices for the roots of ψ ∈ P m−1 include the Ritz values or harmonic Ritz values generated from 
An illustration of starting vector influence. Consider a Hermitian matrix A ∈ C
128×128 with eight good eigenvalues uniformly distributed in the interval [1, 2] . The remaining eigenvalues uniformly fill the interval [−1, 0]. Since A is normal, the constants C 0 and C 2 are trivial, C 0 = C 2 = 1. Theorem 3.5 thus bounds gap convergence as the product of the constant C 1 , which depends on the starting vector, and a polynomial approximation problem, which is independent of it. Taking (A, v 1 ) , U good ) for the first seven iterations.) As predicted by our bounds, the asymptotic convergence rate appears largely independent of the orientation of v 1 . Interestingly, even a considerable starting vector bias toward U good yields only a modest improvement in convergence, which may appear even less significant for problems with slower convergence rates.
Bounding C 2 .
In contrast to C 1 , which was strongly linked to the orientation of the starting vector v 1 with respect to the good invariant subspace, the constant C 2 has a somewhat more diffuse interpretation. C 2 captures the effect of the nonnormality of A, yet ambiguity in the selection of Ω good and Ω bad injects wide variability to the values C 2 can achieve. Generally speaking, choosing the sets Ω good and Ω bad to be overly large yields a small constant C 2 at the expense of a slow convergence rate for the polynomial approximation problem. Shrinking these sets increases the constant but improves the predicted convergence rate. The smallest possible sets that can be chosen for Ω good and Ω bad are the sets of good and bad eigenvalues, respectively. If A is diagonalizable, it is possible to pose the approximation problem over these discrete point sets, at the expense of a potentially large C 2 term arising from eigenvector conditioning.
Lemma 5.2. Suppose Σ is a subset of the spectrum of A consisting only of nondefective eigenvalues, and let U denote the maximal invariant subspace associated with eigenvalues in Σ. If the columns of X are eigenvectors of A forming a basis for U, then
(The condition number cond 2 (·) is the ratio of the maximum to the minimum nonzero singular value.)
Proof. Observe that Π ≡ X (X * X) −1 X * defines an orthogonal projection onto U, and suppose Λ is a diagonal matrix with entries in Σ such that AX = XΛ. Then for any function f that is analytic on Σ, f (A)X = Xf (Λ), and
Now if Ω good and Ω bad in Theorem 3.5 are precisely the sets of good and bad eigenvalues of A, respectively, Lemma 5.2 leads to a bound on C 2 .
First Corollary to Theorem 3.5. To the conditions of Theorem 3.5, add the assumption that A is diagonalizable,
where C 0 and C 1 are as defined in Theorems 3.3 and 3.4 and
When A is far from normal, the constant C 2 will typically be large; it grows infinite as A tends toward a defective matrix. However, such extreme situations are not necessarily associated with severe degradation in convergence behavior, and so the bound (5.1) will be most appropriate when A is either normal or nearly so.
Nonnormality can complicate invariant subspace computation in a variety of ways. The good eigenvalues can be individually ill-conditioned, with cond 2 (X good ) 1, while the associated invariant subspace is perfectly conditioned. In other cases, one may find the good eigenvalues are well-conditioned, while the bad eigenvalues are highly nonnormal (as when cond 2 (X bad ) cond 2 (X good ) ≈ 1). 7 In either case, the good invariant subspace may still have physical significance, and we would like to understand how this ill-conditioning affects the rate at which we can compute it. Since nonnormal matrices are of special interest, consideration of pseudospectra yields a natural approach that often can provide sharper, more descriptive convergence bounds. Recall that the ε-pseudospectrum [42, 43] is the set
or, equivalently, Λ ε (A) = {z ∈ Λ(A + E) : E ≤ ε}, where Λ(M) denotes the set of eigenvalues of a matrix M. For a fixed ε, Λ ε (A) is a closed set in the complex plane consisting of the union of no more than N connected sets, each of which must contain at least one eigenvalue. As ε → 0, Λ ε (A) tends to N disjoint disks (whose radii depend on eigenvalue conditioning and defectiveness) centered at and shrinking around the N distinct eigenvalues.
Lemma 5.3. Let U be an invariant subspace of A and suppose Σ is the set of eigenvalues associated with U.
(a) Let Ω be a set containing Σ but no eigenvalues of A outside Σ, and suppose the boundary ∂Ω is the finite union of positively oriented Jordan curves. Then 
where L(∂Σ ε ) is the length of the boundary of Σ ε .
Proof. For part (a), let Π be the orthogonal projector onto the given invariant subspace U and let P be the spectral projector for A associated with U. For any function f analytic on Ω,
Thus for any vector x ∈ U,
But since f is analytic on Ω, max z∈∂Ω |f (z)| = max z∈Ω |f (z)|. Part (b) follows from (a) by assigning Ω = Σ ε . Pseudospectral bounds were developed by Trefethen to bound the GMRES residual norm [42] , and Simoncini has used a similar approach to analyze block-Arnoldi convergence [37] . In the single eigenvector case, her Theorem 3.1 closely resembles our (5.6) below. (Lemma 5.3 could easily be sharpened to instead involve Λ ε (U * AU), where the columns of U form an orthonormal basis for U good ; note that Λ ε (U * AU) ⊆ Λ ε (A) [40] .)
The pseudospectral approach leads to a robust alternative to the eigenvectorbased bound (5.1).
8 Suppose ε is sufficiently small that the components of the ε-pseudospectrum enclosing the good eigenvalues are disjoint from those components enclosing the bad eigenvalues. Λ ε (A) can then be contained in the two disjoint sets Σ 
where C 0 and C 1 are as defined in Theorems 3.3 and 3.4, and = ∅. The need to take ε particularly small to satisfy this condition may signal an ill-conditioned problem; consider enlarging the set of good eigenvalues.
In some situations, one may wish to use different values of ε for the good and bad pseudospectra, in which case (5.4) changes in the obvious way. Furthermore, when the good eigenvalues are normal (i.e., one can take cond 2 (X good ) = 1), it is best to combine the pseudospectra and eigenvector approaches to obtain
We close this section by pointing out one nonnormal situation where the eigenvector-based bound (5.1) can be dramatically superior to the pseudospectral bound (5.4). Suppose for simplicity that dim U good = dim U bad with U good ≈ U bad for some diagonalizable A. It is possible for the basis vectors in X good and X bad to be perfectly conditioned on their own, but terribly conditioned if taken together, e.g.,
This results in C 2 = 1 but C 2 (ε) 1 for usefully small values of ε. (This can be remedied by considering the pseudospectra of A orthogonally projected onto U good and U bad .) What is happening here? The more alike U good and U bad are, the more prominent their general orientation is in the Krylov subspace, possibly resulting in an initial period of rapid sublinear convergence. Discriminating the fine difference between U good and U bad may still be challenging.
6. Some examples. How well does the machinery constructed in the previous sections work? Here we demonstrate our bounds for a variety of examples. These test problems are contrived to illustrate the effects we have described as cleanly as possible. Eigenvalue problems from applications inevitably involve more complicated spectral structure.
6.1. Influence of nonnormality on predicted rates. We begin with two examples involving nondiagonalizable matrices where pseudospectral convergence bounds can be used to good effect. (While the examples in this subsection and the next are defective, we emphasize that the pseudospectral bound can also be useful for diagonalizable matrices with large values of C 2 .) Define
where D good is a 6 × 6 diagonal matrix containing good eigenvalues uniformly distributed in [1, 2] , and J 58 (−1) is a Jordan block of dimension 58 with the bad eigenvalue λ = −1 on the main diagonal and 1's on the first superdiagonal. Note that U good ⊥ U bad , so C 0 = 1. Since the good eigenvalues are normal, we apply the hybrid pseudospectral bound (5.6). The ε-pseudospectrum of a direct sum of matrices is the union of the ε-pseudospectra of each component matrix [45] , so we need focus only on the pseudospectra of the Jordan block, which are circular disks for all ε > 0 [30] ; see Figure 6 .1. It follows that C 2 (ε) = r ε /ε, where r ε is the radius of Σ bad ε = Λ ε (J 58 (−1)), determined numerically. For φ ∈ P * we take the Chebyshev polynomial for Σ bad ε , φ(z) = (z + 1)
* . For all ε such that r ε < 2, (5.6) gives
where we have used the fact that |φ(λ)| ≥ 2 for all good eigenvalues λ. The convergence curve and corresponding bounds are shown in Figure 6 .1 for the starting vector v 1 with 1/ √ n in each component; no restarting is performed. Interestingly, for small values of ε the bound (5.6) accurately captures the finite termination that must occur when = n = 64, a trait exhibited by pseudospectral bounds in other contexts.
Our second example is the same, except the good eigenvalues are now replaced with a Jordan block,
where J 6 ( 
where again we have taken for φ ∈ P * the Chebyshev polynomial for Σ 
where there is a single good eigenvalue λ = 0 (with multiplicity 1) and a bad eigenvalue λ = − 1 3 associated with the 63 × 63 bidiagonal matrix F, which has − 1 3 in the main diagonal entries and 1/j in the (j, j + 1) entry of the superdiagonal. Like the Jordan blocks described before, the pseudospectra of F are circular disks [30] , but the radii of these disks shrink much more rapidly as ε decreases than observed for the Jordan block. As a result, the convergence rate steadily improves as ε gets smaller; this is compensated by growing C 2 (ε) values. Taking φ(z) = (z + * , we obtain
, where r ε is the radius of Σ bad ε . Figure 6 .3 shows the spectrum of A and pseudospectra of F. As ε gets smaller, the bound (6.6) traces out an envelope that predicts early stagnation followed by improving linear convergence rates. This is "superlinear" convergence, but of a different nature from that described in section 4.3. Figure 6 .3 shows these bounds along with the gap convergence curve for a vector v 1 with real entries drawn from the standard normal distribution. Pseudospectral bounds for GMRES exhibit similar superlinear behavior for matrices like F [10, 12] . Although all the examples here have used defective matrices, these bounds are also appropriate for diagonalizable matrices with a large eigenvector condition number.
Shift selection for restarted algorithms.
The results of section 4 indicate that effective restart strategies can be constructed using optimal polynomials associated with sets containing the bad eigenvalues. In this section, we give some examples of how choices for Ψ νp based on partial information (or misinformation) about bad eigenvalue location affect the observed convergence rates and illustrate how well our bounds can predict this.
Consider Krylov subspace dimension, where D good is a 16 × 16 diagonal matrix of good eigenvalues, distributed uniformly around the circle in the complex plane centered at 3 with radius 1; D bad is a diagonal matrix containing the bad eigenvalues distributed uniformly along the line segment (designated I bad ) parallel to the imaginary axis connecting the points −1 ± 5i; C is a full (row) rank matrix scaled so that P good ≈ 1000. The starting vector, v 1 , has normally distributed random complex entries. (The same v 1 was used for all experiments shown in this subsection.) Figure 6 .4 compares the predicted and observed convergence curves for the unrestarted iteration, where the Krylov subspace grows without bound. The left plot displays the equipotentials of g[z, I bad ]-the physical analog is the potential field generated by a continuous (line) charge distribution spread over I bad . The color bar is calibrated to show exp(−g[z, I bad ]), giving the predicted convergence rates at locations in the complex plane if good eigenvalues were present there. In particular, the lowest equipotential contour passing through a good eigenvalue is shown; it leads via (4.5) to a predicted convergence rate of ≈ 0.566. The right plot shows the iteration history of δ(U good , K (A, v 1 )) versus the iteration index . After an early sublinear surge that flattens out near 1/ P good , an observed linear rate of ≈ 0.539 emerges. In separate experiments (not shown), we have varied the magnitude of C (in effect changing P good ) and have observed variations in the sublinear stagnation level roughly proportional to 1/ P good , consistent with the discussion surrounding Ω bad ], generated by 180 fast Leja points-Ω bad is the smallest polynomial lemniscate generated by the aggregate filter polynomial that contains all bad eigenvalues. The lowest equipotential contour passing through a good eigenvalue is shown; it leads via (4.5) and Example 4.2 to a predicted convergence rate of ≈ 0.576. The bound on the right was obtained from the First Corollary to Theorem 3.5, using Chebyshev polynomials for I bad up to the base dimension, then including the shift polynomials.
Figures 6.6 and 6.7 show the effect of poorer choices for the filter shifts. Suppose we mistakenly believe the bad eigenvalues to be concentrated toward the ends of the interval I bad and choose filter shifts accordingly grouped in two subintervals that omit the central portion of I bad (which we believe to be devoid of bad eigenvalues). We use fast Leja points again but this time for pairs of disjoint intervals that in fact cover only 60% and 20%, respectively, of the bad eigenvalues. These are asymptotically optimal filter shifts for misguided guesses of the bad eigenvalue distribution. Ω bad is again the smallest polynomial lemniscate generated by 180 fast Leja points that contains all bad eigenvalues. Here it takes on a more pronounced dumb-bell appearance, reflecting the absence of zeros from the middle of I bad . As before, the base dimension is 20 and restarts are each of order 5. The convergence rate is seen to deteriorate to ≈ 0.707 and ≈ 0.807, respectively, and is predicted to within an accuracy of roughly 3%-5.2%. By comparing the equipotential contours of Figures 6.4 and 6.5 with those of Figures 6.6 and 6.7, notice the filter shifts in the latter cases create a potential significantly different from what either the bad eigenvalues or optimal filter shifts would generate. Figure 6 .8 shows the result of using Sorensen's exact shifts. The subspace dimension is limited to be no larger than 20, and a Ritz value is used as a shift if it has real part smaller than 1. (The early convergence plateaus occur when the subspace is compressed to have dimension smaller than the number of good eigenvalues.) The potential plot on the left is based on 180 exact shifts. Although these shifts fall outside the convex hull of the bad eigenvalues, they effectively recover the potential generated by those eigenvalues. The convergence rate is predicted to within 2% of the observed rate. The use of exact shifts yields a convergence rate within 25% of the rate for the unrestarted iteration ( Figure 6 .4) at a lower computational cost and without requiring a priori localization of bad eigenvalues to determine optimal shifts (as in Figure 6 .5 for good localization and Figures 6.6 and 6.7 for poor localization).
Markov chain example.
We close by examining a more realistic eigenvalue problem, taking A to be the transition matrix for a Markov chain that describes a random walk on a triangular lattice. See Saad [35, sect. II.5.1] for details of this example, a common test problem for iterative eigenvalue algorithms. Since all the rows of a transition matrix sum to 1, A must have an eigenvalue λ = 1, and the Perron-Frobenius theorem assures this eigenvalue is simple (see, e.g., [5, Thm. 1.4 
]).
The left eigenvector corresponding to λ = 1 determines a stationary distribution of the Markov chain, so we are interested in the convergence of δ(U good , K (A * , v 1 )), where U good is the invariant subspace of A * for λ = 1. Here we consider a lattice with a base and height of 50 nodes, yielding a transition matrix of dimension n = 1275. This matrix exhibits a significant degree of nonnormality, mostly associated with ill-conditioned eigenvalues far from λ = 1, as one can infer from the pseudospectra illustrated in Figure 6 .9. Unlike the previous examples in this section, the good eigenvalue is quite close to bad eigenvalues, as highlighted by the close-up on the right of Figure 6 .9.
The eigenvalues of A appear to be real with λ = 0 having algebraic and geometric multiplicity 25. (Though we formally stipulate that A be nonderogatory in section 3, our proofs require only that the good eigenvalues be nonderogatory.) The bound (5.1) based on the conditioning of the matrices of good and bad eigenvectors is simplest to evaluate. We have C 0 = √ 2, and compute C 2 ≈ 3.546 × 10 9 ; for a particular starting vector with normally distributed real random entries, C 1 ≈ 9.933. Labeling the eigenvalues from right to left, the polynomial approximation problem in (5.1) reduces in this single eigenvector case to a minimax approximation on Λ bad = {λ 2 , . . . , λ n } subject to normalization at λ 1 = 1. Bounding this approximation problem using Chebyshev polynomials on [λ n , λ 2 ] gives a pessimistic result, as can be seen in the convergence plot in Figure 6 .10. The superlinear bounds of Theorem 4.7 yield a marked improvement. In the language of Theorem 4.7, we take Ω k = {λ j } n j=k+1 and reduce to an approximation problem over Ω r+1 for r = 1, . . . , 10, for which we use Chebyshev polynomials on [λ n , λ r ]. An even better bound is obtained by treating Λ bad completely as a discrete point set. One approachable way of doing this is to take Λ good = {λ 1 } and note that T . The last term of (6.7) can be computed as the residual norm of the GMRES algorithm applied to S with initial residual r; this is no more than a factor of √ n worse than the first term in (6.7). The resultant bound is shown in Figure 6 .10. Alternatively, the minimax problem on the left-hand side of (6.7) could be solved directly via a linear program.
