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Abstract—In this paper we consider the problem of estimating
the eigenvectors of the sample covariance matrix of decentralized
measurements in a distributed fashion. The need for a distributed
scheme is motivated by the many moment based methods that
resort to the covariance of the data to extract information from
the measurements. For large sensor network, gathering the data
at a central processor generates a communication bottleneck.
Our algorithm is based on a combination of the so called
power method, that is used to compute the eigenvectors, and
the average consensus protocol, that is utilized to structure the
information exchange into a gossiping protocol. Our work shows
how a completely distributed scheme based on near neighbors
communications is feasible, and applies the proposed method to
the estimation of the direction of arrival of a signal source.
I. INTRODUCTION
One of the key problems in sensor networks is pruning the
large amount of data measured, aggregating them into mean-
ingful statistics of interest while reducing the data backlog.
In sensor networks’ architectures with a single fusion center
the information ﬂows towards the same destination, facing a
natural bottleneck. To overcome this problem several authors
have argued in favor of computing along communication
routes (see e.g. [5], [8], [2]), thereby trimming down the trafﬁc
as the data approach the central processor. But, if the network
is large, classical routing schemes are difﬁcult to manage, and
optimal data aggregation has often a prohibitive overhead cost.
Cluster based routing is simpler and mitigates the congestion
issues, but the management of a hierarchical architecture
remains non trivial, and network ﬂow-based schemes are not
well suited for changing topologies [14], [1]. These and other
considerations make a compelling case for a fully distributed
scheme to compute statistics, which does not assume any
particular routing structure so as to be robust to mobility and
sensor failure.
Second order statistics are particularly useful in a number of
data analysis and compression methods. The data covariance
matrix embeds a linear representation of the data involved
in its so called principal components [6], that are the largest
eigenvectors of the data sample covariance. The problem we
are interested in is that of extracting in a decentralized fashion
these largest eigenvectors, assuming that the data are measured
by sensors which are locally connected via communication
links.
A. Main Contribution
The protocol we propose is a fully decentralized method for
estimating the eigenvectors of the sample covariance matrix of
sensor network data. The scheme does not need explicit rout-
ing of such data and the computation is performed in parallel
by all sensors. In fact, every node in the network computes
the corresponding entry of the k strongest eigenvectors of the
sample covariance, starting from a scenario where the nodes
have only a set of S local samples. Our scheme is based on
combining the so called power method [16] with the network
gossiping protocol called average consensus [15], [18]. There
have been several applications of consensus gossiping for
decentralized signal processing, see e.g. [10], [11], [17], [3],
but to the best of our knowledge our is the ﬁrst work that
addresses the explicit computation of the eigenvectors of the
sample covariance matrix. As an illustration of the use of this
method, we consider the classical problem of decentralized
beam-forming or, more speciﬁcally, estimating the direction
of arrival (DoA) of a source [7]. At the end of our algorithm
all nodes achieve an estimate of such angle. Compared to other
distributed beam-forming schemes that have been proposed in
literature ([9], [4], [13]) our method does not depend on the
physical-mac layers, and the protocol is fully decentralized,
i.e., it does not need any sort of hierarchical network manage-
ment or cluster formation.
The paper is organized as follows: in Section II we describe
the power method, and show how it is possible to derive
the eigenvectors of the sample covariance matrix iteratively
calculating a linear combination of inner products, i.e., linear
functions of the decentralized set of data observed by the
sensors. Section III brieﬂy describes the average consensus
protocol, which is a scheme to compute linear functions
without a centralized control. In Section IV we indicate
an implementation allowing to compute those eigenvectors
distributedly. In Section V we present a simple example of
application of this method, and simulation results are shown
in Section VI. Section VII concludes the paper.
II. COMPUTATION OF THE COVARIANCE MATRIX
EIGENVECTORS
We consider a network composed of N nodes, each one of
them collects a set of S measurements of a common informa-
tion source. These observations are assumed to be performed
synchronously at absolute time instants (t1;:::;tS); xi(ts)
denotes the observation made at the i-th sensor at time ts, and
x(ts) = (x1(ts);:::xN(ts))T 2 CN is the vector containing
all the observations at time ts.The covariance matrix is deﬁned as
R = E
©
(x ¡ Efxg)(x ¡ Efxg)Hª
: (1)
An estimate of R, given the S observation vectors deﬁned
above, is:
^ R =
1
S
S X
i=1
(x(ti) ¡ ¹ x)(x(ti) ¡ ¹ x)H = ^ U^ ¤^ UH (2)
In an ad-hoc network gathering all the S vectors and
computing ^ R entails a considerable complexity. Motivated by
this fact, we are interested in providing a tool to estimate in
a completely decentralized fashion the eigenstructure of the
sample covariance matrix of data acquired in a sensor network
as well as a method that naturally allows to perform the projec-
tion of data onto such eigenvectors in a decentralized fashion.
As explained next, our idea is based on the decomposition of
the power method into a decentralized iterative protocol. In
the following we assume that the sample covariance has no
repeated non-zero eigenvalues.
A. The power method
The eigenvectors of ^ R can be derived by using a power-
method as follows
v(n + 1) =
^ Rv(n)
jj^ Rv(n)jj
(3)
where v(0) is an initial random vector in CN with a con-
tinuous distribution. This method converges to the maximum
eigenvector of ^ R with probability 1, as long as the maximum
eigenvalue of ^ R is strictly greater than the other eigenvalues
and the vector v(0) has a non-zero component in the direction
of the eigenvector associated to the largest eigenvalue.
Eliminating the normalization, for large n, we have that
v(n+1) = ^ Rv(n) = ^ U^ ¤n ^ UHv(0) =
N X
i=1
^ ¸i
n
^ ui
¡
^ uH
i ¢ v(0)
¢
In the limit, the quantity
v(n)
^ ¸1
n tends to
lim
n!1
v(n)
^ ¸1
n =
¡
^ uH
1 ¢ v(0)
¢
^ u1 + o
ÃÃ
^ ¸2
^ ¸1
!n
^ u2
!
Therefore, if n is sufﬁciently large, the j-th component of the
vector v(n), which is the local value at the j-th node, is the
j-th component of the largest eigenvector of the covariance
matrix ^ R, scaled by the factor ^ ¸1
n ¡
^ uH
i ¢ v(0)
¢
. This factor
can be removed by normalizing the vector so that it has unit
norm.
If the eigenvalues are all distinct and real, the eigenvectors
are mutually orthogonal, and we have
¡
I ¡ ^ u1^ uH
1
¢ ^ R =
N X
i=2
¸i^ ui^ uH
i
where eigenvectors ui;i = 1;:::;N are associated to the
eigenvalues ¸1 > ¸2 > ¢¢¢ > ¸N > 0.
Algorithm 1 Derivation of the covariance matrix eigenvectors.
1. ^ R1 = 1
S
PS
i=1 x(ti)x(ti)H
2. ^ u1 = power method (^ R1)
3. For k = 2 : 1 : N
4. ^ Rk =
¡
I ¡ ^ uk¡1^ uH
k¡1
¢ ^ Rk¡1
5. ^ uk = power method (^ Rk)
6. end for
Based on this, a simple algorithm to compute all the N
eigenvectors of a covariance matrix is given by Al.1 To de-
centralize the power method we propose a strategy to compute
the iteration in Eq. (3) via the decentralized computation of
inner products, which can be performed, as we will see later,
through near-neighbors communications.
B. Derivation of the First Eigenvector
For simplicity let us assume that Efxg = 0. Consider
now the ﬁrst two steps of algorithm Al.1. This part of the
algorithm derives the eigenvector associated to the largest
eigenvalue of the matrix ^ R. The matrix ^ R1 = ^ R is completely
determined by the observations made at the sensors, therefore,
the recursive equation (3) can be expanded as follows:
v1(n + 1) = ^ Rv1(n) (4)
=
1
S
S X
i=1
x(ti)
¡
x(ti)H ¢ v1(n)
¢
=
N
S
S X
i=1
0
@ 1
N
N X
j=1
xj(ti)v1;j(n)
1
Ax(ti):
Hence, we can see that if node j has access to the S
inner products xH(ts) ¢ v1(n), then it can calculate the j-
th element v1;j(n + 1) by simply computing the weighted
sum of such inner products xH(ts) ¢ v1(n) with weights
xj(ts), for s = 1;:::;S. The question is how can the node
obtain the S inner products xH(ts) ¢ v1(n), for s = 1;:::;S,
distributedly via near-neighbors communications, considering
that at each iteration the node has available only its local set
of measurements (xj(t1);:::;xj(tS)) and the j-th component
of v1(n). The method we propose to obtain v1(n + 1) is
to employ S concurrent average consensus protocols, which
entail the exchange of a data packet among neighbors with
S computation/state variables at every iteration. Finally, for a
sufﬁciently large n = n¤ the estimate of u1 is:
^ u1 = v1(n¤)=jjv1(n¤)jj: (5)
Hence, since each node computes only the corresponding
entry of v1(n¤) the last operation of the application of the
power method consists in distributedly computing the norm
jjv1(n¤)jj.
C. Computation of the k-th Eigenvector
Here we wish to extend the decomposition of the algorithm
made above for the computation the remaining eigenvectors
f^ u2; ^ u3;:::; ^ uNg through the For cycle in algorithm Al.1.In particular we want to show that, in a similar fashion, the
decentralized computation of the entries of these eigenvectors
requires the decentralized computation of inner products and
norms of vectors whose elements are distributed among the
nodes.
Consider the second iteration of that loop, i.e., the derivation
of the second largest eigenvector of ^ R. The eigenvector ^ u2 is
the outcome of the power method based on the matrix ^ R2 = ¡
I ¡ ^ u1^ uH
1
¢ ^ R1.
At the generic n-th iteration of the power-method algorithm,
the update of vector v(n), given that vector v2(0) has been
randomly chosen, can be expressed as follows:
v2(n + 1)=
¡
I ¡ ^ u1^ uH
1
¢ ^ R1v2(n)
=
¡
I ¡ ^ u1^ uH
1
¢
Ã
1
S
S X
i=1
x(ti)
¡
x(ti)H ¢ v2(n)
¢
!
| {z }
v0
2(n)
=v0
2(n) ¡
¡
^ uH
1 ¢ v0
2(n)
¢
^ u1: (6)
Hence, each node j can calculate locally the corresponding
component of v0
2(n) v0
j(n) as long as it can access the inner
products
¡
x(ti)H ¢ v2(n)
¢
; in addition, this time each node
will have also to subtract also ^ uj(^ uH
1 ¢v0
2(n)) to obtain v2j(n+
1), adding extra complexity compared to the previous case
since this requires the decentralized computation of ^ uH
1 ¢v0
2(n)
as well.
The k-th eigenvector is then given by performing the follow-
ing recursions that require an increasing number of projections
to take place because:
vk(n + 1) = v0
k(n) ¡
k¡1 X
i=1
¡
^ uH
i ¢ v0
k(n)
¢
^ ui: (7)
As before, after a suitable number of iterations of the power
method, each of the eigenvectors estimates is set to be ^ uk =
vk(n¤)=jjvk(n¤)jj, where the norm has again to be computed
in a decentralized fashion.
All of the above clariﬁes that the task of computing the
eigenvectors of a sample covariance matrix can be solved if
there is a mean of orchestrating the decentralized computation
of the inner products and vector norms of interest; in fact, these
are inner product and norms of vectors whose elements are
known only by each corresponding node. Note also that in our
decomposition of the problem, the sample covariance matrix
is never explicitly computed, precisely to avoid the burden of
sharing all observations among nodes. The missing element
is the description of how this decentralized computation of
inner products is performed. Hence, before fully describing
our algorithm, we summarize the key aspects of the average
consensus protocol which we use for the task of decentralized
inner product calculation.
III. AVERAGE CONSENSUS PROTOCOL
Assume that the system of N sensor nodes is connected
through a communication network that can be modeled as
a graph whose topology is represented by the corresponding
Laplacian matrix L whose elements are:
lij =
8
<
:
dj; i = j;
¡1; i communicates with j.
0 else
(8)
where dj is the degree of node j, i.e., the number of its
neighbors. Let us omit the eigenvector index from the notation
for simplicity. Considering the statement in Section II.B that
each needs the quantity xH(ts) ¢ v(n) to proceed to the next
iteration, while the generic node j knows its own variables
(xH
j (ts);vj(n)) only. Let zj(0;ts) = xH
j (ts)vj(n). The inner
product xH(ti) ¢ v(n) is
xH(ts) ¢ v(n) =
N X
j=1
xH
j (ts)vj(n) = N
1
N
N X
j=1
zj(0;ts): (9)
Hence, distributing the inner products xH(ti) ¢ v(n) is equiv-
alent to computing at all nodes the average z(0;ts)1, where
1 is the vector of all 1’s, and z(0;ts) = 1
N
PN
j=1 zj(0;ts).
Let W = I ¡ ²L. Distributed average consensus provides
an estimate of this global average by performing at each the
following update:
zj(p + 1;ts) = Wjjzj(p;ts) +
X
k2Nj
Wjkzk(p;ts) (10)
where Wjj = 1 ¡ ²dj and Wjk = ² if node k communicates
with node j, 0 otherwise. Equivalently, the nodes perform
the following network wide operation, by communicating with
their neighbors only:
z(p + 1;ts) = Wz(p;ts) = (I ¡ ²L)z(p;ts): (11)
Eq. 10, or (11), converges to the sought average value as
p ! 1 iff 1TW = 1T, W1 = 1 and if the second
largest eigenvalue of W, ¸2(W) < 1. In particular, for a
ﬁnite number of iterations the average mean squared error is
bounded by:
1
N
jjz(p;ts) ¡ z(0;ts)1jj2 · ¸
p
2(W)jjz(0;ts) ¡ z(0;ts)1jj2:
Similarly, the computation of ^ uiv0
k(n) and also of
jjvk(n¤)jj2 can be performed by instances of the average
consensus protocols that are initialized with the variables
z0
j(0) = ^ uijv0
kj(n) and z00
j (0) = v2
kj(n¤) respectively.
IV. IMPLEMENTATION
As a synopsis of what we just described, in this section
we present the implementation of the sample covariance
eigenvector estimation algorithm based on the decentralized
power method, described in Sections II and III.
Algorithm 2 shows the derivation of the ﬁrst eigenvector, while
Algorithm 3 derives the remaining eigenvectors.
The function AC(arguments) implements the average con-
sensus algorithm invoked by the previous two. The arguments
could be one or many: in the latter case the same routine
procedure will be applied in parallel to as many data as the
arguments are, and the output will be a vector of the same size.Algorithm 4 shows the implementation. The constant weight
is ﬁxed to the quantity 1=dmax where dmax is the maximum
degree of the network, i.e., the maximum value on the diagonal
of the Laplacian matrix L.
Algorithm 2 First Eigenvector Estimation (algorithm per-
formed at node j).
1. Initialization
2. xj = (xj(t1);:::;xj(tS))
3. vj = rand ones(S;1)
4. Recursion
5. For i = 1 : 1 : n
6. vj Ã N AC(vj: ¤ xH
j );
7. vj Ã 1=S sum(vj: ¤ xj)ones(S;1)
8. end For
9. Normalization
10. uj1 Ã vj(1)
11. c Ã uj1 conj(uj1)
12. c Ã (N AC(c)):5
13. uj1 Ã uj1=c
Algorithm 3 k-th Eigenvector Estimation (algorithm per-
formed at node j; ujk is the j-th component of eigenvector
k).
1. Initialization
2. xj = (xj(t1);:::;xj(tS))
3. uj = (uj1;:::;uj(k¡1))
4. vj = rand ones(S;1)
5. Recursion
6. For i = 1 : 1 : n
7. vj Ã N AC(vj: ¤ xH
j );
8. vj Ã 1=S sum(vj: ¤ xj)ones(k ¡ 1;1)
9. vj(1) Ã vj(1) ¡ sum(N AC(vj: ¤ uH
j ): ¤ uj)
10. vj Ã vj(1) ones(S;1)
11. end For
12. Normalization
13. ujk Ã vj(1)
14. c Ã ujk conj(ujk)
15. c Ã (N AC(c)):5
16. uj1 Ã uj1=c
V. CASE STUDY: DISTRIBUTED DIRECTION OF ARRIVAL
As an application example, we consider the problem of
estimating the direction of arrival of a signal observed by an
array of sensors. The distributed direction of arrival (DDoA)
estimation has several applications, including beamforming
techniques and localization in wireless systems. We assume
that the N sensors are placed as an uniform linear array (see
Figure (1)) in known positions ri = (xi;yi) = ((i ¡ 1)d; 0),
i = 1;:::;N, and a source from an unknown angle relative to
the direction of the array of sensors emits a zero mean station-
ary random signal with complex envelope s(t) = Aej!0t+Á(t)
where Á(t) is random. The largest eigenvector is a sufﬁcient
Algorithm 4 Average Consensus Protocol, AC(¢)
1. Initialization Phase
2. Set Clock( next time );
3. Event Packet Received:
4. check timestamp( );
5. add entry( );
6. Clock Fired:
7. For i = 1 : size(neighbor table)
8. sum + = weight ¢ (neighbor table(i).value - value);
9. end for
10. value Ã value + sum;
11. Send Avg msg( ID, value, local degree );
12. If iterations >= max
13. exit;
14. else
15. Set Clock( next time );
16. end if
Fig. 1. Uniform Linear Array composed of N = 5 nodes, with inter-node
distance d.
statistics for the angle of arrival estimation [12], and the
problem at hand reduces to estimating u1 in fact, for the
deployment in Figure (1), the received signal is
x(t) = a(µ)s(t) + n(t):
where aula(µ) = g(µ)[1 e¡jkdcos(µ) ::: e¡j(L¡1)kdcos(µ)] is
the so called steering vector, and n(t) is additive noise. In the
following we assume g(µ) = 1 for all the sensors. As well
known, the covariance matrix is:
R = A2a(µ)aH(µ) + ¾2I (12)
where Efn(t)nH(t)g = ¾2I is the noise covariance matrix.
Clearly, ¸max = ¸1 = SA2 + ¾2 is the maximum eigenvalue
and the associated eigenvector is umax = u1 = a(µ)=jja(µ)jj.
Applying the method discussed the previous sections we can
extract an estimate of u1. The angle of arrival can be estimated
computing in a decentralized fashion the ja(µ)H ¢ umaxj for
several values of µ [12]. The estimate is:
µsource = max
µ
fja(µ)H ¢ umaxjg: (13)
VI. RESULTS
As an example, Fig.2 shows the outcome of Algorithm Al.2
applied to the estimation of the direction of arrival. In this0 0.5 1 1.5 2 2.5 3
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Fig. 2. DDoA estimation as a function of the number of recursions of the
power method, with SNR = 0dB, N = 20 and k = 20 iterations of the
average consensus.
case the network was composed of a uniform linear array of
N = 20 sensors. The SNR was set to 0bB and S = 100
samples of the source were taken by the sensors.
In the picture is shown the estimate of the cost function
ja(µ)H ¢ umaxj at node #5, for different number of power
method iterations, and for k = 20 iterations of the average
consensus, assuming the same initial data in all cases. The
topology of the network allows communications between 4
neighbors. The function of a central processor that computes
the eigenvector from the sample covariance is also shown as a
reference. As we can see, even for a small number of iterations
of the power method, the estimate of the angle of arrival is
relatively accurate. This is due to the fact that the maximum
eigenvalue, given by ^ ¸1 = SA2 + ^ ¾2, is large because of the
large number of samples S.
Fig.3 shows the average error on the estimate of the direc-
tion of arrival, as a function of the number of neighbors per-
node, ranging from 2 to 16. The error, computed as Efjµ¡^ µjg,
is averaged with respect to the sensors, over 1000 trials. In this
case the topology is also a uniform linear array composed by
N = 20 sensors, with SNR= 20dB, and n = 5 recursions of
the power method. Not surprisingly we see a ﬂoor on the
mean squared error, which is determined by the distortion
due to the communication constraints, and the quantization
of the parameter ^ µ. To reduce the ﬂoor one needs to increase
either the connectivity or the number of iterations of average
consensus, and the number of bits required to represent the
parameter ^ µ.
VII. CONCLUSIONS
In this paper we have proposed a distributed protocol to es-
timate the eigenvectors of a covariance matrix. This protocol is
based on a combination of two algorithms, the power method
and the average consensus protocol. The result of this marriage
is that the protocol retains the robustness, low overhead and
simplicity of both algorithms. A decentralized computation of
those eigenvectors is useful, because the covariance matrix
embeds a linear representation of a set of data, and its ﬁrsts
eigenvectors often represent a sufﬁcient statistics for data
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Fig. 3. DDoA average estimation error, with SNR = 20dB, N = 20,
n = 5 recursions of the power method and k = 20 iterations of the average
consensus protocol.
processing. We presented simulation results referred to speciﬁc
application, the direction of arrival estimation, and we have
shown by simulation that a distributed estimate of the angle
is accurate and feasible.
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