1. Introduction. Calculating the amount of information about one random function contained in another random function has many applications in communication theory. For continuous time stochastic processes an expression for the mutual information has been obtained by Gel'land and Yaglom [1] , Chiang [2] and P6rez 3] by generalizing Shannon's result [4] in a natural way. With a certain absolute continuity condition the expression for the mutual information of continuous parameter real-valued processes has the same form as Shannon's result.
For some Gaussian processes Gel'land and Yaglom [1] express the mutual information in terms of a mean square estimation error. We generalize their result to calculating the mutual information between one process and the sum of the first process and white noise. The expression for the mutual information is in a form different from that obtained by Gel [1] , Chiang [2] and P6rez [3] . 
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From Theorem 1 we see that an appropriate Radon-Nikodym derivative must be calculated to evaluate the mutual information. So before establishing our main result we shall prove an absolute continuity result that will be useful there.
While the proof will appear elsewhere in a detection theory context [5] (11) ,--1 + qSZff dB.
A simple verification shows that dpZsZsds < c (12) so that the stochastic integral in (11) can be defined as an LI(dP) limit Since the limit of the integrand on the R.H.S. of (13) All that remains to verify is that the absolute continuity has been preserved, in other words, that ") in La(dpz). A necessary and sufficient condition for ") in L(dpz)is that the sequence {")} be uniformly integrable [8] . Since the process Z satisfies (2) we have that (")In (") dflBz < (2O) sup d which implies uniform integrability of the sequence {(")} (see [8] ). Arguments similar to those for a bounded uniformly stepwise process Z show that in (10) is given by (17). We shall obtain a result for the existence of an information rate in terms of some system theory results. The methods used to obtain the existence of the mutual information will give some useful bounds on finite-time approximations to information rate.
We shall calculate the rate of generation of information about a Gaussian process X by another Gaussian process Y described by the following stochastic differential equations" We shall also consider the case where the coefficients of the stochastic differential equation (27) If the process Y is a process of observations from which the minimum mean square error estimate of process X is sought then we have a well-known filtering problem. By Theorem 3 the mutual information for (27) and (28) (or (29) and (30)) is obtained from the integral of the trace of the optimal error covariance matrix for estimating the process X from the process Y. Information rates for (27) and (28) and (29) and (30) will be obtained by showing that the error covariance matrix for the associated filtering problem converges to a steady state solution.
Assuming that the system (27) and (28) is uniformly completely controllable and uniformly completely observable, Kalman and Bucy [12] and Kalman [13] have shown that for an arbitrary covariance for a X0 the error covariance for the filtering problem (27) and (28) is bounded and converges uniformly and exponentially to a unique matrix.
By assuming complete controllability and complete observability for the system (29) and (30) the error covariance converges uniformly to a constant matrix [12] , [13] 
