Coded caching scheme recently has become quite popular in the wireless network, since the maximum transmission amount R reduces effectively during the peak-traffic times. To realize a coded caching scheme, each file must be divided into F packets, which usually increases the computation complexity of a coded caching scheme. So we prefer to design a scheme with R and F as small as possible in practice. However, there exists a tradeoff between R and F. In this paper, we generalize the schemes constructed by Shangguan et al. (IEEE TRANS-ACTIONS ON INFORMATION THEORY, 64, 5755-5766, 2018) and Yan et al. (IEEE TRANSACTIONS ON INFORMATION THEORY 63, 5821-5833, 2017), respectively. These two classes of schemes have a wider range of application due to the more flexible memory size than the original ones. By comparing with the previous known deterministic schemes, our new schemes have advantages on R or F. Index Terms-Coded caching scheme, placement delivery array, rate, packet number.
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I. INTRODUCTION
R ECENTLY, the explosive increasing mobile services, especially applications such as video streaming, have imposed a tremendous pressure on the data transmission over the core network. As a result, during the peak-traffic times, the communication systems are usually congested. Coded caching scheme, which was proposed by Maddah-Ali and Niesen [11] , can effectively reduce congestion during the peak-traffic times, and now is a hot topic in both industrial and academic fields (see [4] - [6] , [10] - [12] , and references therein).
The benchmark work in [11] focused on the centralized (K, M, N ) caching system where a single server containing N files with the same length coordinates K users over a shared link and each user has a cache memory of size M files. A coded caching scheme consists of two phases: a placement phase during off-peak times and a delivery phase during peak times. In the placement phase, the user caches are populated. This phase does not depend on the user demands which are assumed to be arbitrary. In the delivery phase, each user requests a file from the server. Then the server sends coded transmissions of a length of at most R files to the users such that various user demands are satisfied with the help of the local caches. The quantity R is referred to as rate, which is preferable as small as possible. In order to implement a coded caching scheme, each file is divided into a certain number F of packets. A coded caching scheme is called F -division scheme if each of its files is split into F packets. If the packets of all files are directly cached in the placement phase, we call it uncoded placement. Otherwise we call it coded placement.
A. Prior Work
In this paper, we are interested in the centralized coded caching schemes. So far, many results have been obtained based on that model, for instances, [1] - [3] , [9] , [11] , [13] , [19] - [24] etc. The following parameters are two of the main concerns when researchers construct caching schemes.
1) Transmission Rate: The first parameter is the transmission rate R under the assumption that each file in the library is large enough. Through an elaborate uncoded placement phase and a coded delivery phase, the first deterministic scheme for an F -division (K, M, N ) coded caching system with F = K KM/N , when KM N is an integer, was proposed by Maddah-Ali and Niesen [11] . Such a scheme is referred to as the MN scheme in this paper. We list this result in the first row of Table I. In [3] , an improved lower bound of the transmission rate is derived by a combinatorial problem of optimally labeling the leaves of a directed tree. By interference elimination, a new scheme with smaller rate is constructed for the case K ≥ N . There are many discussions on the transmission rate by adding another condition, i.e., under the uncoded placement. For example, [20] showed that the MN scheme has minimum rate by the graph theory, when K < N; [24] obtained the transmission rate for the various demand patterns by modifying the MN scheme in the delivery phase. References [8] and [9] discussed the average transmission amount for conditions, such as the non-uniform file popularity, the various demand patterns and so on, using an optimization framework under a specific caching rule. It is interesting that 0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. when K < N and all of the files have the same popularity, they showed that the minimum rate is exactly the rate of the MN scheme.
2) Packet Number:
The second parameter is the value of packet number F . In practice the packet number F is finite. Furthermore, the complexity of a coded caching scheme increases when the parameter F increases. It is well known that there is a tradeoff between R and F . In [15] , when K is large the first tradeoff between F and R was derived by probabilistic arguments. For any positive integer K, it is hard to derive the tradeoff between F and R. So most of the previously known constructions focus on reducing the packet number. So far, all the known constructions for the packet number are proposed under the assumption of identical uncoded caching policy, i.e., each user caches packets with the same indices from all files, where packets belonging to every file is ordered according to a chosen numbering (note that we assume every file has the same size). In this paper we only consider the schemes under this assumption when K < N. All of the previous works introduced below satisfy this assumption. Cheng et al. [2] showed that, given the minimum rate which is the rate of the MN scheme, the minimum packet number is F = K KM/N , i.e., the packet number of the MN scheme. It is easy to see that F in the MN scheme increases very quickly with the number of users K. This would become infeasible in practice when K becomes large.
In this paper, we focus on the deterministic coded caching scheme. The first scheme with fewer packets was proposed by Shanmugam et al. [15] comparing with the MN scheme. Recently, Yan et al. [22] characterized an F -division (K, M, N ) caching scheme by a simple array which is called (K, F, Z, S) placement delivery array (PDA), where M N = Z F and R = S F . Then they generated two infinite classes of PDAs which gives two classes of schemes. Some other deterministic coded caching schemes with lower subpacketization level were proposed while the rate R increases. For example, [14] obtained some PDAs by constructing the special (6, 3)free hypergraphs; [18] used resolvable combinatorial design and linear block codes to construct two classes of schemes; [16] , [17] obtained some schemes by the known results on the (r, t) Ruzsa-Szeméredi graphs; [23] obtained a class of schemes by the results of strong edge coloring of bipartite graphs; [7] got a class of schemes by means of projective space over F p where p is a prime power. Shanmugam et al. [17] pointed that when K ≤ N all the deterministic coded caching schemes can be recast into PDA. By means of PDA, Cheng et al. [2] obtained two classes of schemes based on the MN scheme where F is minimum for the fixed R. We list all the above mentioned deterministic schemes in Table I , which was summarized by Shangguan et al. [14] and Krishnan [7] . However, we didn't include the schemes from [16] and [17] in the table, since we focus on explicit constructions of schemes, while their constructions are based on some probabilistic arguments. In Table I ,
for any positive integers k, t and prime power p. In this table, these schemes have advantages on the rates or the packet numbers.
B. Contributions and Arrangement of This Paper
In this paper, we generalize the constructions in [14] and [22] , respectively. Consequently two classes of schemes are obtained by directly constructing PDAs, i.e., Theorems 2 and 3. We list these schemes in Table II . It is worth noting that our new schemes can not be obtained by the methods in [14] and [22] .
It is easy to check that the scheme in [18] is also a special case of Theorem 3 when n = m + 1. Comparing the schemes in Table I , for a fixed K we have that i) the scheme from Theorem 2 has good performance since its packet number is close to the packet number of the scheme from [2] (which has the minimum packet number for a fixed rate) for almost same rates; ii) the rate of the scheme from Theorem 3 is close to the minimum rate, i.e., the rate of the MN scheme, while the packet number is smaller than the packet number of the scheme from [18] . Furthermore, due to the flexible memory size, we can obtain more different types of schemes directly from Theorems 2 and 3. For fixed M N , we can also obtain many types of schemes which have different subpacketization levels.
The rest of this paper is organized as follows. Section II introduces coded caching scheme, placement delivery array and their relationships. In Section III, the construction of the scheme in Theorem 2 and its detailed performance analyses are proposed. Similarly the construction of the scheme in Theorem 3 and its detailed performance analyses are proposed in Section IV. Comparisons with all the previous known schemes in Table I are proposed in Section V. Finally conclusion is drawn in Section VI.
II. CODED CACHING SCHEME AND PLACEMENT DELIVERY ARRAY
In this paper, we use bold capital letter, bold lower case letter and curlicue letter to denote array, vector and set respectively. We denote [a, b] = {a, a + 1, . . . , b} and [a, b) = {a, a + 1, . . . , b − 1} for intervals of integers for any integers a and b with a < b.
A. Coded Caching Scheme
Denote the N files by W = {W 1 , W 2 , · · · , W N } and the K users by K = {1, 2, · · · , K}. An F -division (K, M, N ) coded caching scheme operates in two separated phases: 1) Placement Phase: Each file is sub-divided into F equal packets, 1 i.e., W i = {W i,j : j = 1, 2, · · · , F }, 0 ≤ i < N. Each user is accessible to the files set W. Denote Z k the packets subset of W cached by user k. The size of Z k is less than or equal to the capacity of each user's cache memory size M . 2) Delivery Phase: Each user requests one file from W randomly. Denote the requested file number by
Once the server receives the request d, it broadcasts XOR of packets with size of at most R d F to users such that each user is able to recover his requested file. Denote the maximum transmission amount among all the request during the delivery phase by R, i.e.,
R is always called the rate of a coded caching scheme. When KM N is an integer, the first deterministic coded caching scheme was proposed by Maddah-Ali and Niesen [11] .
B. Placement Delivery Array
In this paper we focus on the coded caching scheme in the above subsection. Yan et al. [22] proposed an interesting and simple combinatorial structure, called placement delivery array, which can characterize the placement phase and delivery phase simultaneously.
Definition 1 [22] : For positive integers K, F, Z and S,
composed of a specific symbol " * " and S positive integers 1, 2, · · · , S, is called a (K, F, Z, S) placement delivery array (PDA) if it satisfies the following conditions:
C1. The symbol " * " appears Z times in each column; C2. Each integer occurs at least once in the array; C3. For any two distinct entries p j1,k1 and p j2,k2 , p j1,k1 = p j2,k2 = s is an integer only if a. j 1 = j 2 , k 1 = k 2 , i.e., they lie in distinct rows and distinct columns; and b. p j1,k2 = p j2,k1 = * , i.e., the corresponding 2 × 2 subarray formed by rows j 1 , j 2 and columns k 1 , k 2 must be of the following form s * * s or * s s * .
Theorem 1 [22] : Using Algorithm 1, an F -division caching scheme for a (K, M, N ) caching system can be realized by 
end for 6: end procedure 7: procedure DELIVERY(P, W, d) 8: for s = 1, 2, · · · , S do 9: Server sends p j,k =s,1≤j≤F,1≤k≤K W d k ,j .
10:
end for 11: end procedure Example 1: It is easy to verify that the following array is a (6, 4, 2, 4) PDA:
Using Algorithm 1, one can obtain a 4-division (6, 3, 6) coded caching scheme in the following way. Then by  TABLE III   DELIVERY STEPS IN EXAMPLE 1 Lines 3-5, the contents in each user are
• Delivery Phase: Assume that the request vector is d = (1, 2, 3, 4, 5, 6). Table III shows the transmitting process by Lines 8-10. From Theorem 1, an F -division (K, M, N ) coded caching scheme can be obtained by constructing an appropriate PDA. In this paper, we only consider the caching schemes with K ≤ N . In fact, under the same assumptions in MN scheme, i.e., each user caches packets using the identical uncoded caching policy in the placement phase and can decode what they want from the coded signal once received in the delivery phase, a coded caching scheme always can be represented by an appropriate PDA [22] .
III. THE FIRST CONSTRUCTION AND PERFORMANCE ANALYSIS

A. Explicit Construction
In the following, we will construct new appropriate PDAs. Then from Theorem 1, some new coded caching schemes with good performance can be obtained. Given a (K, F, Z, S) PDA P, replacing some integer entries, say x integer entries, in each column of P with " * "s, the resulting array P is obviously a (K, F, Z + x, S ) PDA. Clearly the rate R = S F of the scheme generated by P may be lower than the rate R = S F of the scheme generated by P, since S ≤ S always holds. Clearly we prefer S < S. Furthermore it is better if we can construct a PDA P P with the same ratio in each column by adding a well-designed y × K array P to P without increasing the number S since the new rate S F +y is smaller than S F . Based on the above investigations, we will propose some new PDAs by generalizing the previous known PDAs. In this subsection, we will first generalize the constructions of PDAs in [14] since these included the PDAs from [22] as special cases (with some difference). That is, based on the construction of PDA Z F = 1 − ( q−1 q ) t from [14] for any positive integer t, we propose a construction of PDAs with
our new PDA is exactly the PDA which generalizes the second scheme from [14] in Table I . This implies that such a class of PDAs can be obtained by our method. Let us consider an example. When m = 2, t = 1 and q = 3, from the construction in [14] , the following (6, 9, 3, 18) PDA can be obtained. 
For the detailed constructions, the interested readers can be referred to [14] . Replacing integers from [10, 18] of P in (1) by " * "s, we derive a new array
Now we construct an appropriate array P by changing the integer in each integer entry of P appropriately in Figure 1 . Adding P to P , we have a (6, 18, 12, 9) PDA, i.e., 
Inspired by the above example, we propose our first construction. For ease of understanding, we will use q-ary sequences to represent the parameters K, F , Z and S of a PDA unless otherwise stated. 
Then we move the integers in each integer entry of P i,0 , 0 ≤ i < 3, in a counter-clockwise. We take each each square P i,1 as an integer entry. Finally, we also move the integers in each integer entry of P in a counter-clockwise.
Construction 1: For any positive integers q, z, m and t with 0 < z < q and 0 < t < m, let
Then a q−1 q−z t q m × m t q t array P = (p a,b ) can be defined in the following way
Here the operations are performed modulo q.
Theorem 2: For any positive integers q, z, m and t with q ≥ 2, z < q and t < m, the array P in Construction 1 is an
Based on the array generated by Construction 1, the proof of Theorem 2 can be obtained and is included in Appendix A.
Example 2: Assume that m = 2, q = 3 and t = 1. When z = 2, q−1 q−z = 2 holds. Then (4) can be written as follows.
For b = (0, 0) ∈ K, we have b 0 = 0, δ 0 = 0, and X b0,z = {0, 2}. According to (5) , for any a = (a 0 , a 1 , ε 0 ) ∈ F, we have p (a0,a1,ε0),(0,0) = (−ε 0 , a 1 , a 0 − 1) if a 0 ∈ {0, 2}, and p (a0,a1,ε0),(0,0) = * if a 0 ∈ {0, 2}. For b = (1, 0) ∈ K, we have b 0 = 1, δ 0 = 0, and X b0,z = {1, 0}. According to (5) , for any a = (a 0 , a 1 , ε 0 ) ∈ F, we have p (a0,a1,ε0),
Similarly, one can obtain p a,b for any a ∈ F and b ∈ K by (5) , and then derive the array in (6) , as shown at the bottom of this page. In fact the array in (6) is exactly the PDA in (3) when we replace the vectors by the integers in [1, 9] .
B. Performance Analyses
the schemes from Theorem 2 have the same parameters as the schemes from [14] listed in Table I .
Similar to the discussions in [14] , the following statements hold.
Corollary 1: If we set K = m t q t in Theorem 2, 
. This implies that F grows sub-exponentially with K if t ≥ 2.
Now let us consider the comparison with the MN scheme.
So the ratio between the rates of the scheme in Theorem 2 and R
From the proof of Corollary 1 for the fixed positive integers z, q and t and for any positive integer t < m, we have that the scheme from Theorem 2 has the packet nubmer F which grows sub-exponentially with K and the constant rate which is at most q t q−1 q−z t times larger than the rate of the MN scheme.
IV. THE SECOND CONSTRUCTION AND PERFORMANCE ANALYSIS
A. Explicit Construction
Inspired by Construction 1, we can also generalize the constructions of PDAs in [22] . When t = 1, using Construction 1, we have an (mq, q−1 q−z q m , z q−1 q−z q m−1 , (q − z)q m ) PDA. When z = 1, we have an (mq, q m , q m−1 , (q − 1)q m ) PDA which gives a q m -division (mq, M, N) coded caching scheme with M N = 1 q and rate R = q − 1. This scheme has the same parameters F , M N and R as the first scheme from [22] listed in Table I except the user number, i.e., the user number of such a scheme is q less than that of the scheme from [22] .
In this section, we will propose an
by adding other q columns in the PDA generated by Construction 1. Then we have a q−1 q−z q m -division ((m + 1)q, M, N ) coded caching scheme with M N = z q and rate R = (q − z)/ q−1 q−z . Obviously when z = 1 our scheme has the same parameters as the first scheme from [22] in Table I . When z = q − 1, our scheme has the same parameters as the second scheme from [22] in Table I . Furthermore, it is worth noting that except M N = 1 q , q−1 q , the new parameters of our construction in the following cannot be obtained by the constructing method in [22] .
Construction 2: When t = 1, (4) can be written as F =  {(a 0 , a 1 , . . . , a m−1 , ε) 
Define an array H = (P, C) where (7) which is placed at the top of the next page. where Y b,z = {b, b + 1, . . . , b + (z − 1)}. All the above operations are performed modulo q. Theorem 3: For any positive integers q, z, m with q ≥ 2 and z < q, the array H in Construction 2 is an
The proof of Theorem 3 can be obtained and is included in Appendix B.
Example 3: Suppose that m = 2, q = 3 and z = 2. Then we have
Similar to the processes deriving (6) , the array in (8) (which is placed at the top of the next page) can be obtained by (5) and (7) . Replacing the vectors in (8) by the integers in [1, 9] , the following array which is a (9, 18, 12, 9) PDA can be obtained. ⎛ 
B. Performance Analyses
Remark 3: When M N = 1 q , q−1 q , the schemes from Theorem 3 have the same parameters as the schemes from [22] listed in Table I . It is worth noting that we can not obtain the schemes in Theorem 3 by the constructing method in [22] 
First the following result is useful for our following discussions.
Lemma 1 [22] : For fixed rational number M/N ∈ (0, 1), let K ∈ N + such that KM/N ∈ N + . When K → ∞, the following formula holds. 
Similar to the discussions in [22] , the following statements hold. which is far smaller than 1, and • the ratio of the rates of the scheme from Theorem 3 and the MN scheme is z
Proof: When K = (m + 1)q and M N = z q , we have the MN scheme with R MN = (q−z)(m+1) z(m+1)+1 and Then we have
.
It is easy to check that R RMN is always larger than 1. Now we claim that F FMN is always smaller than 1. Let us consider the ratio F
Clearly the second derivative ψ(z) = (m + 1)
Yan et al. [22] showed that F FMN is far less than 1. Then the proof is completed. Example 4: Let m = 2, q = 10, z = 2, 3, 4, 5, 6, 7, 8, then Table IV can be obtained by the MN scheme in Table I and Theorem 3. Clearly we can reduce the packet number efficiently from Table IV where R and F are obtained by Theorem 3.
V. COMPARISONS WITH ALL THE PREVIOUS KNOWN SCHEMES IN TABLE I
From Remarks 1 and 3, we only consider the schemes from [2] , [7] , [11] , [16] , [18] , and [23] listed in Table I . From the parameters of the schemes in [2] , [7] , and [23] and Theorem 2, it is hard to find out the same K (there is no such a K from 2 to 10 20 satisfying all the schemes from [7] and [23] and Theorem 2). So in this section, we first choose appropriate user number K = 300 to make the comparisons with the schemes from [2] , [11] , [16] , [18] , and [23] . Then we choose the user number K = 255 which used as examples in [7] to give comparisons between the scheme from Theorem 3 and the scheme from [7] . [2] , [11] , [16] , [18] , [23] Let K = 300. For each t ∈ [1, 300), the MN scheme with M N = t K and rate R MN , packet number F MN can be obtained from [11] . When c = 5 and k = 60, for each M N = t k , t ∈ [1, 60), the scheme with rate R Sh and packet number F Sh can be obtained from [16] . When k = 25 and t ∈ {1, 2, 22, 23}, for each M N ∈ {0.99, 0.92, 0.08}, the schemes with rate R C and packet number F C can be obtained from [2] . When q = 10 and n = 30, for each M N ∈ { 1 q , 1 − m+1 nq } with m satisfying (m + 1)|nx for some positive integer x, the scheme with rate R T R and packet number F T R can be obtained from [18] . When m = 25 and a = 2, for each M N ∈ {0.8467, 0.78, 0.72, 0.6667, 0.62, 0.58, 0.5467}, the scheme with rate R Y and packet number F Y can be obtained from [22] . When q = 10, m = 3 and t = 2, for each M N = z q , z ∈ [1, 9) , the scheme with rate R new1 and packet number F new1 can be obtained from Theorem 2. When q = 10 and m = 29, for each M N = z q , z ∈ [1, 9) , the scheme with rate R new2 and packet number F new2 can be obtained from Theorem 3. We list all the above rates and packet numbers in Figures 2, 3 respectively.
A. Comparisons With the Schemes From
From Figures 2 and 3 , R new1 is nearest to the rate R C , and F new1 is very close to F C . This implies that the scheme from Theorem 3 has good performance since the schemes from [2] have the minimum packet numbers for the fixed rates. Since the flexible memory size, our scheme has a wider range of application than the schemes from [2] . R new2 is nearest to R MN and is smaller than R T R , while F new2 is far less than F MN and smaller than F T R . This implies that comparing with performance of the scheme from [18] , the performance of the scheme from Theorem 3 is better. [7] In this subsection, we also use the examples with K = 255 in [7] . Krishnan [7] , set k = 8 and t = 1. Then for each M N ∈ {0.5020, 0.7529, 0.8784, 0.9412, 0.9725, 0.9882}, they had the schemes with rate R K and packet number F K . When m = 2 and q = 85, for each M N = z q , z ∈ [1, 85), the scheme with rate R new2 and packet number F new2 can be obtained from Theorem 3. We list all the above rates and packet numbers in Figures 4 and 5 , respectively.
B. Comparisons With the Schemes From
Clearly the scheme from Theorem 3 has a wider range of application than the scheme from [7] . From Figures 4 and 5 , when M N ∈ [0.8589, 0.9411], R new2 is smaller than R K and F new2 is smaller than F K . In fact, we can further reduce F new2 by flexible memory size of the scheme in Theorem 3. For example, when q = 150 and m = 1, from Theorem 3, Figures 6 and 7 can be obtained. Clearly in Figures 6 and 7 , R new2 is close to R K while F new2 is significantly smaller than F K . 
VI. CONCLUSION
In this paper, we generalized the schemes constructed by When M N ≤ 1 2 , our new schemes have the same performance as the schemes obtained by just replacing some integers by " * " from the original PDAs. So it is interesting to design a scheme such that when M N ≤ 1 2 , the rate is smaller than ours.
APPENDIX A PROOF OF THEOREM 2
Proof:
Let us consider the array P given in Construction 1. It is easy to check that there are exactly q m−t (q − z) t q−1 q−z t vector entries in each column. This (5) , the vector set of P in Construction 1 is S = {(a 0 , a 1 , . . . , a m−1 , a m , . . . , a m+t−1 ) | a 0 , . . . , a m−1 ∈ Z q , a m+1 , . . . , a m+t−t ∈ [0, q−z)}. So S = |S| = q m (q−z) t . Each s = (s 0 , s 1 , . . . , s m+t−1 ) ∈ S appears in the entries at row a and column b of P, if and only if a = (a 0 , . . . , a δi , · · · , a m−1 , ε 0 , . . . , ε t−1 ) = (s 0 , . . . , s δi + s m+i + ε i (q − z) + 1, · · · , s m−1 , ε 0 , . . . , ε t−1 ) q and b = (b 0 , b 1 , . . . , b t−1 , δ 0 , δ 1 , . . . , δ t−1 ) = (s δ0 + ε 0 (q − z), s δ1 + ε 1 (q − z), . . . ,
Clearly, for any fixed δ 0 , δ 1 , . . . , δ t−1 and ε 0 , . . . , ε t−1 , there is exactly a unique pair of vectors a and b, such that p a,b = s. Based on the above observation, C2 is clear. Now, let us consider C3. Suppose there exists another two vectors a and b with p a ,b = s. Then there must exist another 2t integers δ 0 , . . . , δ t−1 and ε 0 , . . . , ε t−1 satisfying a = (a 0 , . . . , a δ i , · · · , a m−1 , ε 0 , . . . , ε t−1 )
It is sufficient to consider the following cases, where all the operations are performed modulo q.
. . , δ t−1 }. Now we show C3-a) and C3-b) hold respectively.
-If s occurs in a row at least twice, we have a = a . This implies that a δi = a δi . From (9) and (10), we have a δi = s δi + s m+i + ε i (q − z) + 1 and a δi = s δi . This implies that s m+i +ε i (q −z)+1 = 0. This is impossible since
. So C3-a) holds.
-First from (9) and (10), we have
. Similarly we can also show that p a ,b = * too.
. . , δ t−1 }, we have (ε 0 , . . . , ε t−1 ) = (ε 0 , . . . , ε t−1 ) by (9) and (10) . So there exist integer i such that ε i = ε i . Then we have
Now we show C3-a) and C3-b) hold respectively.
-If s occurs in a column at least twice, we have b = b . This implies that b δi = b δi . By the first and third items in (11) ,
Then there exists an integer j ∈ [0, q − z) such that a δi = b i + j. By the first, second and third items in (11) ,
Similarly we can also show that p a ,b = * too.
APPENDIX B PROOF OF THEOREM 3
Proof: Let us consider the array H generated by Construction 2. From Construction 2, and the proof of Theorem 2, we have that P is a (mq, q−1
From (7), it is easy to count that each column of C has exactly z q−1 q−z q m−1 stars and the vector set of C is S. So C1 and C2 hold. Now it is sufficient to verify C3. For any two distinct vector entries, say h a,b and h a ,b , assume that h a,b = h a ,b ∈ S where a = (a 0 , a 1 , . . . , a m−1 , ε) q , a = (a 0 , a 1 , . . . , a m−1 , ε ) q , b = (b, δ), b = (b , δ ). We only need to consider the following cases, where all the operations are performed modulo q.
• When δ ∈ [0, m) and δ = m, we have h a,b = p a,b and h a ,b = c a ,b in distinct columns. From (5) and (7) we have
for any l ∈ [0, m) \ {δ}. From the second equation in (13), we can show p a,b and c a ,b in distinct rows too. Otherwise we have a l = a l for any l = 0, 1, . . . , m − 1 and ε = ε . Then combining the two equations in (13) we have This implies that j + ε(q − z) = 0. This is impossible since
by the fact ε ∈ [0, q−1 q−z ). So C3-a) holds. Now let us consider the entries c a,b and p a ,b in the following cases.
-If c a,b is a vector, m−1 l=0 a l − ε(q − z) ∈ {b − (q − z), b − (q − z − 1), . . . , b − 1}. That is, there must exist an integer j ∈ {1, 2, . . . q − z} such that m−1 l=0 a l − ε(q − z) = b − j. From (13) 
So we have b −j = b +ε (q−z), i.e., j +ε (q−z) = 0. This is impossible by the similar proof in (14) . So c a,b = * .
-If p a ,b is a vector, a δ ∈ {b + 1, b+ 2, . . . , b+ q − z}.
There must exist an integer j ∈ {1, 2, . . . q − z} such that a δ = b + j. From (13), we have b + j = b − ε(q − z), i.e., j + ε(q − z) = 0. This is impossible by (14) . So p a ,b = * . So C3-b) holds. • When δ = δ = m, we have h a,b = c a,b and h a ,b = c a ,b . From (7) we have
for any l ∈ [0, m). Clearly ε = ε always holds. Otherwise we have a = a and b = b , i.e., b = b . This is impossible. If b = b , we have ε = ε since 0 ≤ ε (q −z), ε (q −z) < q by the fact ε, ε ∈ [0, q−1 q−z ). So C3-a) is clear. Now let us consider C3-b). If c a,b is a vector, there must exist an integer x ∈ {1, 2, . . . q − z} satisfying m−1 l=0 a l − ε(q − z) = b − x. Since c a,b is a vector entry, there exist an integer y ∈ {1, 2, . . . q − z} such that ( m−1 l=0 a l − ε(q − z)) = b − y. So we have
Moreover, from (15) 
Combining (16) and (17), we have x−y = (ε−ε )(q−z). From the above discussion, we know that ε = ε , i.e., (ε − ε )(q − z) = 0. So we have x = y. Furthermore, (q−z)|(x−y) holds since q−z ≤ |(ε−ε )(q−z)| < q−1. Clearly this is impossible by the fact that 1 ≤ x = y ≤ q − z. So c a,b = * . Similarly we can also show that c a ,b = * . So C3-b) holds.
