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FLATS, SPIKES AND CREVICES: THE EVOLVING SHAPE OF THE
INHOMOGENEOUS CORNER GROWTH MODEL
ELNUR EMRAH, CHRISTOPHER JANJIGIAN, AND TIMO SEPPA¨LA¨INEN
Abstract. We study the macroscopic evolution of the growing cluster in the exactly solvable
corner growth model with independent exponentially distributed waiting times. The rates of
the exponentials are given by an addivitely separable function of the site coordinates. When
computing the growth process (last-passage times) at each site, the horizontal and vertical
additive components of the rates are allowed to also vary respectively with the column and
row number of that site. This setting includes several models of interest from the literature
as special cases. Our main result provides simple explicit variational formulas for the a.s.
first-order asymptotics of the growth process under a decay condition on the rates. Formulas
of similar flavor were conjectured in [51], which we also establish. Subject to further mild
conditions, we prove the existence of the limit shape and describe it explicitly. We observe
that the boundary of the limit shape can develop flat segments adjacent to the axes and spikes
along the axes. Furthermore, we record the formation of persistent macroscopic spikes and
crevices in the cluster that are nonetheless not visible in the limit shape. As an application of
the results for the growth process, we compute the flux function and limiting particle profile
for the TASEP with the step initial condition and disorder in the jump rates of particles
and holes. Our methodology is based on concentration bounds and estimating the boundary
exit probabilities of the geodesics in the increment-stationary version of the model, with the
only input from integrable probability being the distributional invariance of the last-passage
times under permutations of columns and rows.
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1. Introduction
1.1. Some background and the contribution of the present work. Stochastic growth
far from equilibrium arises in models of diverse phenomena such as propagation of burning
fronts, spread of infections, colonial growth of bacteria, liquid penetration into porous media
and vehicular traffic flow [34, 45]. In these models, a growth process describes the time-
evolution of a randomly growing cluster that represents, for example, a tissue of infected
cells. Mathematical study of growth processes dates at least back to Eden’s model [23]. A
fundamental type of result in this subject is that the cluster associated with a given growth
process acquires a deterministic limit shape in a suitable scaling limit, analogously to the
classical law of large numbers. Understanding the geometric properties of limit shapes has
been one of the main research themes, for example, in percolation theory since at least
the seminal work of D. Richardson [52]. See this brief introduction [19] and survey articles
[3, 18, 48].
Of particular interest is to determine whether and in what manner local inhomogeneities
in a growth model are manifested in the limit shape. This line of inquiry was pursued in
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both mathematics and physics literature with some early work in the 1990s, particularly on
disordered exclusion and related growth processes [11, 35, 36, 41, 44, 56, 60, 63, 64]. It has now
been rigorously observed in various settings that suitably introduced inhomogeneity into the
parameters of a growth model can create new geometric features in the limit shape including
flat segments [4, 7, 25, 29, 32, 33, 43, 60, 61], spikes [9], corners [29] and pyramids [1]. Such
features are often an indication of a phase transition at the level of fluctuations of the growth
process as observed, for example, in [5, 7, 10, 32, 33, 43].
Significant research has been devoted particularly to the corner growth model (CGM),
which enjoys rich connections to a variety of other models including last-passage percolation
(LPP), random polymers, queueing systems, interacting particle systems, Young tableaux
and determinantal point processes. The intense activity surrounding this model in the past
three decades has been driven in part by rigorous results in connection with the Kardar-
Parisi-Zhang universality [42]. Reviews of the CGM from many perspectives are available,
for example, in [12, 16, 40, 58]. Subsection 1.2 will briefly recall the model and the notion of
limit shape therein.
The present paper revisits the exactly solvable, inhomogeneous CGM from [13, 39] that
has independent and exponentially distributed waiting times with possibly distinct rates given
by an addivitely separable function of the site coordinates. Hence, the inhomogeneity can
be represented in terms of real parameters (namely the additive components of the rates)
attached to the columns and rows. The model arises naturally in several contexts, including
from the totally asymmetric simple exclusion process (TASEP) with the step initial condition
and particlewise and holewise disorder. As elaborated on in Subsection 1.4, we generalize
the model slightly by computing the growth process at each site from a distinct collection of
waiting times. With this enhancement, the model in particular unifies the following somewhat
disparate settings from the literature.
(i) Random rates from some work in the 1990s on TASEP with the step initial condition
and particlewise disorder [11, 44, 60] and more recently in [25, 26].
(ii) Macroscopically inhomogeneous rates as in [14, 29] in the special case that the speed
function is additively separable. A discrete version of such a model (with geometrically
distributed waiting times) appeared recently in [43].
(iii) Fixed defective rates on the south or west boundaries as in [6], on a thickened west
boundary (a few columns) as in [5] and, more generally, on thickened south and west
boundaries (a few columns and rows) as in [10].
(iv) Suitably rescaled defective rates in a few columns and rows considered in [10, 13]. The
discrete version of the model in [10] appeared later in [17].
(v) Defective rates near north or east boundaries used in [59].
(vi) Growing rates as in [39].
Precise connections to the above models are made in Subsection 3.9.
When the rates are identical, a well-known result of H. Rost [54] identifies the limit shape
as a certain explicit parabolic region (recalled in (1.6)). In this homogeneous case, the limit
shape completely governs the growth of the cluster to the leading order in time. The purpose
of this work is to study the macroscopic evolution of the cluster in presence of inhomogeneity.
We find that the inhomogeneity can influence the cluster qualitatively in two aspects, and
the limit shape can fail to capture the full picture of growth at the macroscopic scale. We
focus on the columns in the following discussion as analogous remarks hold also for the rows.
First, when the smaller column parameters are sufficiently rare, the cluster evolves into an
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approximately flat shape near the vertical axis. This behavior creates a flat segment in the
boundary of the limit shape adjacent to the vertical axis, and has been observed earlier in
[25, 60]. Second, the cluster can grow at distinct speeds across columns leading to persistent
macroscopic variations in the height profile of the cluster. As a result, after a while the cluster
visually resembles a structure with large crevices and spikes that do not disappear over time.
Out of these features, the limit shape only remembers the maximal size of the spikes, and
registers this information as a spike (line segment) along the vertical axis emanating from
the vertical intercept of its boundary inside the quadrant. A systematic treatment of the
formation of spikes and crevices in the CGM seems to be new.
In this paper, we obtain a complete and exact description for the macroscopic evolution of
the cluster and elucidate the growth behavior outlined above. Our main result describes the
first-order asymptotics of the growth process in terms of an explicit variational formula under
a mild condition ensuring at least linear growth. With further reasonable assumptions, the
formula leads to an exact description of the limit shape. In this model, the limit shape still
controls the macroscopic growth asymptotically at sites increasingly away from both axes.
The formula also yields the leading order growth of the cluster along a fixed set of columns
or rows. This information is, in general, not encoded in the limit shape.
As an application of the results for the CGM, we also describe the macroscopic evolution
of the particles in the associated disordered TASEP. In particular, we derive the flux function
and limiting particle profile from the limit shape. Subsection 1.5 provides a more detailed
account of our results.
It has come to our attention that a statement somewhat similar to our main result was
conjectured by E. Rains in [51, Conjecture 5.2], which also contains analogous claims for
various other integrable percolation models. Although peripheral to the present work, we
reformulate and prove the part of the conjecture pertinent to our setting to highlight the
connection.
A sequel [27] to the present paper will study geometric features such as Busemann limits,
geodesics, and the competition interface in the inhomogeneous LPP model, and also apply
these results to an inhomogeneous tandem of queues.
There is also some technical novelty in the treatment of the model. In the present setting,
the existence of the limit shape does not follow from standard subadditive arguments and
takes up a significant part of the paper to establish. We attain this through concentration
bounds for the growth process, development of which utilizes explicit increment-stationary
versions of the process. The arguments can likely be adapted to prove similar results for the
geometric counterpart of the current model.
As proved in [13], the CGM studied here is connected to Schur measures [50] and thereby
possesses a determinantal structure. In particular, the one-point distribution of the growth
process can be written in terms of a Fredholm determinant with an explicit kernel. We take
advantage of one feature that follows from this representation, namely, the distributional
invariance of the growth process under permutations of columns and rows (stated in Lemma
4.4). Apart from this point, our methodology (described in Section 1.6) does not rely on
integrable probability.
1.2. Limit shape in the CGM. The general two-dimensional CGM consists of a given
collection of nonnegative real-valued random waiting times tωpi, jq : i, j P Zą0u and a corner
growth process tGpi, jq : i, j P Zą0u defined through the recursion
Gpi, jq “ maxt1tią1uGpi´ 1, jq,1tją1uGpi, j ´ 1qu ` ωpi, jq for i, j P Zą0.(1.1)
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This process represents a randomly growing cluster in the first quadrant of the plane, given
at time t P Rě0 by
Rptq “ tpx, yq P R2ą0 : Gprxs, rysq ď tu.(1.2)
In other words, the unit square pi´ 1, is ˆ pj´ 1, js is added to the cluster at time t “ Gpi, jq
for i, j P Zą0. The closure of (1.2) in R2ě0 is given by
Rptq “ tpx, yq P R2ě0 : Gprxs` 1tx“0u, rys` 1ty“0uq ď tu for t P Rě0.(1.3)
The limit shape of the cluster is defined as the limiting set
R “ lim
tÑ8 t
´1Rptq,(1.4)
with respect to the Hausdorff metric (on nonempty, closed, bounded subsets of R2ě0, see
Appendix A.4) provided that the limit exists1. The definition will be slighly modified in
Subsection 3.5 via suitable truncation in the case of superlinear growth in time.
The first instance of the CGM in the literature had i.i.d. exponential waiting times and
appeared in connection with a fundamental interacting particle system, TASEP, in a pioneer-
ing work [54] of H. Rost. Recall that the standard TASEP [62] is a continuous-time Markov
process on particle configurations on Z that permit at most one particle per site (exclusion),
and evolves as follows: Each particle independently attempts to jump at a common rate c ą 0
to the next site to its right. Per the exclusion rule, the jump is allowed only if the next site
is vacant. The dynamics is unambiguously defined since simultaneous jump attempts a.s.
never happen. To connect with the CGM, start the TASEP from the step initial condition
meaning that the particles occupy the sites of Zď0 at time zero. Label the particles with
positive integers from right to left such that particle j is initially at site ´j ` 1 for j P Zą0.
Let Tpi, jq denote the time of the ith jump of particle j, and write
ω1pi, jq “ Tpi, jq ´maxt1tią1uTpi´ 1, jq,1tją1uTpi, j ´ 1qu for i, j P Zą0.(1.5)
By the strong Markov property, ω1pi, jq „ Exppcq and are jointly independent for i, j P Zą0.
Then, since the recursions in (1.1) and (1.5) are the same, the T-process is equal in distribution
to the G-process defined with i.i.d. Exppcq-distributed waiting times.
A celebrated result in [54], based on the above correspondence with TASEP, identifies the
limit shape of the CGM with i.i.d. Exppcq waiting times as the parabolic region given by
R “ tpx, yq P R2ě0 :
?
x`?y ď ?cu.(1.6)
If the waiting times are i.i.d. and geometrically distributed, R is also explicitly known as a
certain elliptic region [15, 37, 57]. More generally, for i.i.d. waiting times subject to mild
conditions, the limit in (1.4) still exists and is a concave region with the boundary inside R2ą0
extending continuously to the axes [47]. Furthermore, the limit can be characterized in terms
of variational formulas over certain infinite dimensional spaces [31]. However, these formulas
presently do not yield detailed geometric information about the limit shape except in the
above exactly solvable cases. For example, it is unclear precisely when the limit shape has
flat segments in the boundary. If the waiting times attain their maxima frequently enough
to create an infinite cluster of oriented percolation, the boundary of the limit shape becomes
flat in a cone symmetric around the diagonal of the plane [31]. In the context of undirected
1The definition of the cluster in some literature can differ slightly from (1.2). For example in [47], the
growth process lives on Z2ě0 and the cluster at a given time is defined as a closed subset of R2ě0 with the floor
function instead of the ceiling function. These variations do not have any impact on the limit shape.
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first-passage percolation, this phenomenon goes back to the classic paper of R. Durrett and T.
Liggett [22], and was subsequently studied in [2, 46]. It is not known whether this is the only
mechanism to produce flat segments with i.i.d. waiting times. Due to the limited knowledge
in the general i.i.d. case, a natural starting point as a homogeneous setting for our study into
the effects of inhomogeneity is the i.i.d. exponential model.
1.3. Simulations of flat segments, spikes and crevices. Varying the rates of the expo-
nential waiting times can create flat spots, spikes and crevices in the evolving shape of the
cluster. Let us illustrate these features through some simulations of the CGM deferring their
rigorous discussion to Subsections 3.6 and 3.7.
The simulations below share a common sample of independent Expp1q-distributed waiting
times tωpi, jq : i, j P rN su where N “ 4000. Each simulation constructs waiting times with
specific rates λm,npi, jq ą 0 by setting
ωm,npi, jq “ ωpi, jq
λm,npi, jq „ Exppλm,npi, jqq for m,n P rN s, i P rms, j P rns.(1.7)
The value Gpm,nq of the growth process at each site pm,nq P rN s2 is then computed through
(1.1) with ωm,npi, jq in place of ωpi, jq for i P rms, j P rns. Finally, the cluster Rptq is computed
from (1.2) at time t “ 1000.
Figure 1.1 depicts a realization of Rptq together with the boundary of the limit shape
approximation tR in four cases. For comparison, Figure 1.1a covers the homogeneous case
where the rates are 1 and R is given by (1.6) with c “ 1. In the remaining cases, R is the
subset of R2ě0 given by
R “ tx ě y and ?x`?y ď 1u Y tx ď y and 2px` yq ď 1u Y tp0, yq : 1{2 ď y ď 1u,(1.8)
as can be seen Theorem 3.10. The justification for the asserted asymptotic sizes of the spikes
and crevices below is in Subsection 3.7.
In Figure 1.1b, the rates along column i “ 100 are altered to 0.5. Then the cluster
becomes approximately flat above the diagonal to the right of column 100. This results in
the flat segment between p0, 1q and p0.25, 0.25q in the boundary of R. To the strictly left of
column 100, the cluster develops tall (order t) spikes relative to the boundary of tR. The
spikes persist in the long time limit leaving a trace in the limit shape in the form of the
vertical segment from p0, 0.5q to p0, 1q. The length of this segment indicates the asymptotic
length of the maximal vertical spike in the cluster. In this example, all spikes are of the same
length 0.5t asymptotically although this is not visible at time t “ 1000.
The rates are further altered along column 50 to 0.75 in Figure 1.1c. As before, spikes
appear stricly to the left of column 100. However, the spikes on the first 49 columns are now
larger (order 0.5t) than the ones between columns 50 and 100 (order 0.25t). The cluster’s
true order of growth on columns with smaller spikes is not recorded in the limit shape.
The rates in Figure 1.1d are modified from the homogeneous case as follows: When com-
puting the growth process in the first 99 columns, the rates on column 50 are taken as 0.25.
For the remaining values of the G-process, the rates are set to 0.50 on column 100. Deep
crevices now form between columns 50 and 100 where the height of the cluster is order 0.25t
below the boundary of tR. The limit shape retains no information about these features.
1.4. Exponential CGM with inhomogeneous rates. In the basic version of our setting,
ωpi, jq „ Exppai ` bjq for i, j P Zą0 for some real parameter sequences a “ paiqiPZą0 and
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(a) λm,npi, jq “ 1.
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i
200
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(b) λm,npi, jq “
#
0.5 if i “ 100
1 otherwise.
200 400 600 800 1000
i
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j
(c) λm,npi, jq “
$’&’%
0.75 if i “ 50
0.50 if i “ 100
1 otherwise.
200 400 600 800 1000
i
200
400
600
800
1000
j
(d) λm,npi, jq “
$’&’%
0.25 if i “ 50 and m ă 100
0.5 if i “ 100 and m ě 100
1 otherwise.
Figure 1.1. The cluster Rptq (red) and the boundary of the region tR (blue)
at time t “ 1000 in four simulations of CGM with indicated rates. (a) Homo-
geneous case. R is given by (1.6) with c “ 1. (b) Flat spot above the diagonal
(dashed gray) to the right of column 100 (dashed green) and spikes to the left
of column 100. R is given by (1.8) in this and subsequent cases. (c) Larger
spikes to the left of column 50 (dashed purple) and smaller spikes between
columns 50 and 100. (d) Crevices between columns 50 and 100.
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b “ pbjqjPZą0 . To have positive rates the parameters are assumed to satisfy ai ` bj ą 0 for
i, j P Zą0.
The earliest appearances of the above CGM were perhaps in [13, 39]. The model arises
via a limit transition from the CGM considered earlier in [38]. The latter has independent
geometric waiting times with multiplicatively separable inhomogeneity in fail parameters and
comes from a Schur measure [50]. As proved in [13][Theorem 1], the present model is closely
linked to the complex Wishart ensemble (also known as Laguerre ensemble) in the sense
that the square root of the largest singular value of a natural generalization of an m ˆ n
sized realization of this ensemble has the same distribution as Gpm,nq for m,n P Zą0. This
correspondence was observed earlier in [5, Proposition 6.1] when a or b is a constant sequence,
and generalized later to the process level in [20].
The model can also be naturally motivated as a TASEP with the step initial condition, and
particlewise and holewise disorder. The disorder in rates translates to the feature that the
attempts for the ith jump of particle j occur at rate ai ` bj for i, j P Zą0. For an alternative
viewpoint, imagine the holes (empty sites) as another class of particles labeled with positive
integers such that hole i is at site i for i P Zą0 at time zero. Hole i moves by exchanging
positions with the particle to its immediate left at rate ai and particle j moves by doing
the same with the holes to its immediate right at rate bj for i, j P Zą0. Hence, when they
encounter, hole i and particle j exchange positions at net rate ai ` bj , and this exchange is
precisely the ith jump of particle j for i, j P Zą0.
In this paper, we consider the following slightly more general setting that will permit us to
simultaneously treat the models alluded to in items (i)-(vi) in Section 1.1. Fix two collections
of real parameters
a “ tampiq : m P Zą0 and i P rmsu and b “ tbnpjq : n P Zą0 and j P rnsu.(1.9)
Abbreviate am “ pampiqqiPrms and bn “ pbnpjqqjPrns for m,n P Zą0. Assume that
ampiq ` bnpjq ą 0 for m,n P Zą0 and i P rms, j P rns(1.10)
or, equivalently,
min am `min bn ą 0 for m,n P Zą0.(1.11)
For each m,n P Zą0, let
ωa,bm,npi, jq „ Exppampiq ` bnpjqq and jointly independent for i P rms and j P rns,(1.12)
and define Ga,bpm,nq from these waiting times by (1.1). Then, for t P Rě0, define the
region Ra,bt from the growth process tGa,bpm,nq : m,n P Zą0u by (1.2). A few points worth
emphasizing: The Ga,b-process itself does not necessarily satisfy the recursion (1.1) because
the waiting times in (1.12) are allowed to vary with m,n. By the same token, Ga,b-process
need not be coordinatewise nondecreasing. Therefore, Ra,bt may no longer be a connected
subset of R2ą0 although we shall continue to call it a cluster.
As corollaries we obtain results for the height process and cumulative particle current (flux
process) of TASEP. In terms of the CGM these are defined respectively by
Ha,bpn, tq “ maxtsuptm P Zą0 : Ga,bpm,nq ď tu, 0u(1.13)
Fa,bpm, tq “ maxtsuptn P Zą0 : Ga,bpm` n´ 1, nq ď t, 0u(1.14)
for m,n P Zą0 and t P Rě0. In the absence of m,n-dependence in (1.12) for m,n P Zą0,
(1.13) gives the number of jumps executed by particle n by time t and also the height (namely,
CORNER GROWTH MODEL 9
length) of the nth row of the cluster at time t, while (1.14) counts the number of particles
that have jumped from site m ´ 1 to site m by time t. See Subsection 2.4 for more details.
These interpretations, although not valid in the full generality of (1.12), justify the names of
the processes in (1.13)–(1.14).
1.5. Discussion of the main results. The main contributions of this paper are exact first-
order asymptotics of the growth process that lead to fairly explicit descriptions of the limit
shape and the limiting flux function. Precise results are stated in Section 3. For the moment,
we summarize some key points.
An explicit centering for the growth process (Theorem 3.2). The central result of the paper
computes an explicit, deterministic approximation to the first order (a centering for short,
see Definition 3.1 below for the precise meaning) for the growth process under a mild growth
condition on the means of the waiting times. More specifically, assuming that min am`min bn
does not decay too fast as m` n grows, Ga,bpm,nq is a.s. approximately equal to
inf´minamăzăminbn
" mÿ
i“1
1
ampiq ` z `
nÿ
j“1
1
bnpjq ´ z
*
(1.15)
provided that m ` n is sufficiently large. Here, z serves as a convenient parameter indexing
the increment-stationary versions of the growth process. This result is obtained by first
developing summable concentration bounds for the growth process.
Resolution of a conjecture due to E. Rains (Theorem 3.4). A formula similar to (1.15)
appeared in [51] within the continuous counterpart of Conjecture 5.2, which is not stated
explicitly but can be discerned from the context. We state and prove the part of the conjecture
related to the present model again by means of concentration bounds.
Shape function (Theorem 3.6). Assume further that the running minima min an and min bn
converge to some a, b P RY t8u with a` b ą 0, respectively, and the empirical distributions
associated with an and bn converge vaguely to some subprobability measures α and β, re-
spectively, on R as nÑ8. Then (1.15) leads to the simpler a.s. approximation
inf´aăzăb
"
m
ż
R
αpdaq
a` z ` n
ż
R
βpdbq
b´ z
*
(1.16)
for Ga,bpm,nq when both m and n are sufficiently large. The centering in (1.16) is unique
with the property that it extends to a positive-homogeneous and continuous function on R2ě0.
This extension is the shape function (see Definition 3.5) of the growth process. In many
variants of the CGM from the literature, the shape function can be either represented as or
derived from (1.16). Subsection 3.9 records numerous corollaries to this effect.
Theorem 3.6 is a considerable strengthening of [25, Theorem 2.1] which derived the ap-
proximation (1.16) as m,n grow large along a fixed direction and in the special where the
parameters in (1.9) are not m,n-dependent and are randomly chosen subject to a joint ergod-
icity condition. This condition enabled [25] to utilize subadditive ergodic theory to obtain the
existence of the shape function and then compute it through convex analysis from the shape
functions of the increment-stationary growth processes. An obstruction to implementing the
above approach in the present setting is that the waiting times in (1.12) are not stationary
with respect to lattice translations and, therefore, the existence of the shape function is no
longer guaranteed by standard subadditive ergodic theory.
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Growth near the axes (Theorem 3.7). Another consequence of (1.15) is that Ga,bpm,nq is
a.s. approximately#
n
ş
Rpb`min amq´1βpdbq when n is large and m{n is small
m
ş
Rpa`min bnq´1αpdaq when m is large and n{m is small
(1.17)
provided that inf a` inf b ą 0 and the appropriate half of the vague convergence assumption
above holds. In particular, (1.17) describes the asymptotics of the growth process along
a fixed column or row. The result demonstrates the possibility of macroscopically uneven
growth in the cluster, for example, across columns and reveals the underlying reason for this
as the variations in the min am sequence. Near the axes, (1.16) is approximately given by#
n
ş
Rpb` aq´1βpdbq when n is large and m{n is small
m
ş
Rpa` bq´1αpdaq when m is large and n{m is small
(1.18)
in contrast with (1.17). Discrepancies in these approximations are manifested as macroscopic
spikes and crevices in the cluster relative to the boundary of the limit shape near the axes as
shown in Figure 1.2. See Subsection 3.7 for a precise calculation in support of the figure.
x
y
m
spike
(a) A spike.
x
y
m
crevice
(b) A crevice.
Figure 1.2. An illustration of the cluster along column m P Zą0 and after
columns with much larger indices at time t (red) in the case min am ‰ a. The
lines y
ş
Rpb ` aq´1βpdbq “ t (blue) and y
ş
Rpb `min amq´1βpdbq “ t (purple)
are shown. (a) A spike forms when min am ą a (b) A crevice forms when
min am ă a.
Limit shape (Theorem 3.10). With the aid of (1.16)-(1.17) and assuming α, β ‰ 0, the
limit shape (in the sense of (1.4)) can be identified as the union of the sublevel set"
px, yq P R2ě0 : inf
zPp´a,bq
"
x
ż
R
αpdaq
a` z ` y
ż
R
βpdbq
b´ z
*
ď 1
*
(1.19)
CORNER GROWTH MODEL 11
of the shape function, and the line segments"
px, 0q P R2ě0 : x
ż
R
αpdaq
a`B ď 1
*
and
"
p0, yq P R2ě0 : y
ż
R
βpdbq
b` A ď 1
*
,(1.20)
where A “ sup
mPZą0
min am and B “ sup
nPZą0
min bn. See Figure 1.3 for an illustration. (When
α “ 0 or β “ 0, the above set is unbounded but can still be viewed as the limit shape in
a truncated sense, see Subsection 3.5). Computations behind the subsequent discussion are
either omitted or postponed to Subsections 3.5-3.6. The statements pertinent to the vertical
axis have obvious analogues for the horizontal axis.
x
y
spike
spike
strictly concave
flat
flat
Figure 1.3. An illustration of the boundary of the limit shape (blue) and the
boundary of the region (1.22) (dashed gray). The strictly concave part and
the (possibly empty) flat segments and spikes of the limit shape are indicated.
The boundary of the limit shape inside R2ą0 connects to the axes at the pointsˆ"ż
R
αpdaq
a` b
*´1
, 0
˙
and
ˆ
0,
"ż
R
βpdbq
b` a
*´1˙
.(1.21)
Comparing with (1.20) shows that the limit shape has a vertical spike, namely, a vertical line
segment above the second intercept in (1.21), if and only if A ą a. The latter is the precise
condition for the occurrence of a vertical spike in the cluster. Thus, the limit shape retains
some residual memory of the spikes in the cluster by encoding their maximal size (to the
first-order asymptotics) as the lengths of its spikes. However, the crevices and non-maximal
spikes of the cluster, despite being persistent macroscopic scale structures, are not visible in
the limit shape.
The boundary of the limit shape can be explicitly parametrized. It is curved (strictly
concave) inside the nonempty conic region given by"
px, yq P R2ą0 : x
ż
R
αpdaq
pa´ aq2 ą y
ż
R
βpdbq
pb` aq2 and x
ż
R
αpdaq
pa` bq2 ă y
ż
R
βpdbq
pb´ bq2
*
,(1.22)
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and is flat elsewhere. In particular, the boundary has a flat segment inside R2ą0 adjacent
to the vertical axis if and only if
ş
Rpa ´ aq´2αpdaq ă 8. This condition indicates that the
small parameters in am become sufficiently infrequent as m Ñ 8. It holds precisely when
a ă inf suppα or şRpa ´ inf suppαq´2αpdaq ă 8 since a ď inf suppα. The formation of
flat segments can be understood geometrically in terms of the coalescence of geodesics in the
associated LPP model, which we leave to the sequel [27].
Formulas (1.19)-(1.20) illuminate how the inhomogeneity introduced through the parame-
ters a and b at the microscopic scale propogates to the limit shape. This happens by means
of three partially independent mechanisms: the limiting empirical measures α, β, the limiting
running minima a, b and the maximal running minima A,B. The dependence on the running
minima implies that changing the means of the waiting times in a single column or row can
alter the limit shape. This feature is reminiscent of the sensitivity of the flux function to a
slow bond in TASEP [8].
The limiting height and flux functions (Theorem 3.11). The knowledge of the shape function
also leads to explicit centerings for the height and flux processes. Ha,bpn, tq and Fa,bpm, tq
are a.s. approximately equal to
max
"
sup
zPp´a,bq
"
t´ n şRpb´ zq´1βpdbqş
Rpa` zq´1αpdaq
*
, 0
*
(1.23)
max
"
sup
zPp´a,bq
"
t´m şRpa` zq´1αpdaqş
Rpa` zq´1αpdaq `
ş
Rpb´ zq´1βpdbq
*
, 0
*
,(1.24)
respectively, for sufficiently large m,n and all t. The formulas above are obtained from (1.16)
assuming further that the measures α, β are nonzero. We shall refer to (1.23) and (1.24) as
the limiting height and flux functions, respectively.
Height of a fixed row (Theorem 3.12). In the case of spikes/crevices near the horizontal
axis, (1.23) can be a poor approximation of the height of a fixed row. In fact, a correct
centering for Ha,bpn, tq is
t
"ż
R
αpdaq
a`min bn
*´1
for fixed n and sufficiently large t. This result is derived from the behavior of the growth
process near the axes.
1.6. Methodology. We study the growth process Ga,b through couplings with its increment-
stationary versions pGa,b,z indexed by the z-parameter in (1.15). The horizontal pGa,b,z-
increments are independent along any row and exponentially distributed with explicit rates
that are invariant under vertical translations, and an analogous statement holds for the
vertical increments. This feature is sometimes referred to as the Burke property in refer-
ence to Burke’s theorem from queueing theory since the increments correspond to inter-
arrival/departure times of customers in an interpretation of the CGM as M/M/1 queues in
tandem. The details can be found, for example, in [48, Section 7].
Due to the distributional structure of the increments, concentration bounds for sums of
independent exponentials show that the pGa,b,z-process concentrates around the expression
inside the infimum in (1.15) with overwhelming probability. Utilizing the coupling with z
chosen as the unique minimizer ζ “ ζa,bpm,nq in (1.15), which exists due to strict convexity,
we then derive similar concentration bounds for the G-process. The right tail bound comes
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easily since the Ga,b-process is dominated by the pGa,b,z-process for each z. For the left tail
bound, we first show that in the LPP representation of pGa,b,ζ the geodesic from the origin
to pm,nq exits the boundary close to the origin with overwhelming probability assuming
monotonicity of the parameters. In this case, a left tail bound for Ga,bpm,nq can be extracted
from that of pGa,b,z since the two quantities are close. On the other hand, the distributional
invariance of the Ga,bpm,nq under permutations of the parameters am and bn implies that
the bound continues to hold without the monotonicity condition. The bounds obtained in
this manner are not sharp but suffice for the purposes of first-order asymptotics.
In the context of percolation and directed polymer models, the idea of coupling with
increment-stationary processes to compute limit shapes dates back to [57].
An alternative path to the results proved in this work is to utilize the determinantal struc-
ture in the model. For example, formula (1.15) can be predicted from the correlation kernel.
To obtain asymptotics in the strength of the present work, one would likely still turn to
summable tail bounds for the growth process. Developing such bounds from the correlation
kernel appears more involved than the more elementary arguments used here.
1.7. Outline. The remainder of this text is organized as follows. Section 2 casts the growth
process as an LPP process with inhomogeneous exponential weights. This section also con-
structs the TASEP with the step initial condition and disorder in particles and holes from
the growth process. The main results are formulated precisely in Section 3. Concentration
bounds for the growth process are developed in Section 4. The centerings (1.15) and (1.16)
are derived in Sections 5 and 7, respectively. Section 8 obtains approximations to the growth
process near the axes. Section 9 computes the limit shape. Section 10 computes the limiting
flux and height functions for the disordered TASEP. Section 11 contains the proofs of various
applications of the main results. Some standard and auxiliary facts are recorded in Appendix
A.
1.8. Notation and conventions. Let Z, Q, R, and C denote the spaces of integers, rational,
real and complex numbers, respectively. For a P R, define Zěa “ ti P Z : i ě au and make
analogous definitions if the set is replaced with R or the subscript is replaced with ą a, ď a
or ă a. Write H for the empty set. For n P Zą0, rns “ t1, 2, . . . , nu with the convention that
rns “ ∅ for n P Zď0. For x P R, write rxs “ inf Zěx and x` “ maxtx, 0u.
For a real sequence pciqiPZą0 , write cminp,n “ mintci : i P rns r rp ´ 1su for n P Zą0 and
p P rns, and abbreviate cmin1,n “ cminn for n P Zą0. For k P Zě0, denote with τk the shift map
pciqiPZą0 ÞÑ pci`kqiPZą0 .
A function f : R2ą0 Ñ R is positive-homogeneous if fpcx, cyq “ cfpx, yq for x, y, c ą 0.
Being an increasing or decreasing function is understood in the strict sense.
For any space X and subset A Ă X, write 1A for the indicator function of A that equals 1
on A and 0 on the complement X rA. For any function f : AÑ RY t8,´8u, the product
1Af denotes the function that equals f on A and 0 on X rA. If X is a topological space, A
denotes the closure of A in X.
The support of a Borel measure µ on R is the set suppµ “ R r U where U Ă R is the
largest open set with µpUq “ 0.
For λ P Rą0, the exponential distribution with rate λ, denoted Exppλq, is the Borel measure
on R with density x ÞÑ 1txą0uλe´λx. Its mean and variance are λ´1 and λ´2, respectively.
The statement X „ Exppλq means that the random variable X is Exppλq-distributed.
For x P R, the Dirac measure δx is the Borel probability measure on R such that δxtxu “ 1.
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A sequence of events pEnqnPZą0 in a probability space occurs with overwhelming probability
if for any p P Zą0 the probability of En is at least 1 ´ Cpn´p for n P Zą0 for some constant
Cp ą 0 dependent only on p.
2. LPP with inhomogeneous exponential weights
We study the corner growth process through its usual LPP representation. In this section,
we reintroduce the model from the percolation perspective and discuss its special features due
to the exponential weights (waiting times) that contribute to our analysis. We also discuss the
disordered TASEP associated with the growth process and introduce several related quantities
that will be of interest in the sequel.
2.1. Last-passage times, geodesics and exit points. Let Ω “ RZ2ą0 and pΩ “ RZ2ě0 . Each
ω “ tωpi, jq : i, j P Zą0u P Ω represents a weight configuration on the bulk sites Z2ą0 while
each pω “ tpωpi, jq : i, j P Zě0u P pΩ represents a weight configuration on the bulk sites plus the
boundary sites Zě0 ˆ t0u Y t0u ˆ Zě0.
A finite sequence pi “ ppiiqiPrps in Z2 is an up-right path if pii ´ pii´1 P tp1, 0q, p0, 1qu for
1 ă i ď p. For k, l,m, n P Z, write Πm,nk,l for the set of all up-right paths with pi1 “ pk, lq and
pip “ pm,nq.
Define the last-passage times on Ω by
Gk,lpm,nq “ max
piPΠm,nk,l
ÿ
pi,jqPpi
ωpi, jq for m,n, k, l P Zą0 and ω P Ω,(2.1)
and on pΩ by
pGk,lpm,nq “ max
piPΠm,nk,l
ÿ
pi,jqPpi
pωpi, jq for k, l,m, n P Zě0 and pω P pΩ.(2.2)
We work with k ď m and l ď n in the sequel, in which case Πm,nk,l is nonempty and the maxima
above are finite. Any maximizer pi P Πm,nk,l in (2.1) or (2.2) is called a geodesic. Being finite
and nonempty, Πm,nk,l contains at least one geodesic.
We abbreviate Gpm,nq “ G1,1pm,nq (consistently with (1.1)) and pGpm,nq “ pG0,0pm,nq.
For m,n P Zą0, k, l P Zě0 with k ď m and l ď n, define the horizontal and vertical exit
points by
pHkpm,nq “ maxti P Zě0 : k ď i ď m and pGk,0pm,nq “ pGk,0pi, 0q ` pGi,1pm,nqu(2.3) pVlpm,nq “ maxtj P Zě0 : l ď j ď n and pG0,lpm,nq “ pG0,lp0, jq ` pG1,jpm,nqu,(2.4)
respectively. pHkpm,nq is the maximal i P tk, . . . ,mu such that pi, 0q P pi for some geodesic
pi P Πm,nk,0 , and then pi, 0q is the site where pi exits the horizontal boundary Zě0ˆt0u. Likewise,pVlpm,nq is the maximal j P tl, . . . , nu such that there exists a geodesic in Πm,n0,l that exits
the vertical boundary t0u ˆ Zě0 at site p0, jq. We abbreviate pHpm,nq “ pH0pm,nq andpVpm,nq “ pV0pm,nq.
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2.2. Bulk LPP process. Let P denote the Borel probability measure on Ω under which
tωpi, jq : i, j P Zą0u are independent and ωpi, jq „ Expp1q for i, j P Zą0.(2.5)
Write E for the corresponding expectation. For m,n P Zą0, let tωm,npi, jq : pi, jq P rmsˆ rnsu
be a collection of independent Expp1q-distributed random variables on the probability space
pΩ,Pq. No assumption is made about the joint distribution of ωm,npi, jq and ωm1,n1pi1, j1q if
pm,nq ‰ pm1, n1q.
Introduce inhomogeneity (disorder) through real parameters in (1.9) assumed to satisfy
(1.10). A weight (waiting time) process with property (1.12) can be defined on pΩ,Pq by
setting
ωa,bm,npi, jq “
ωm,npi, jq
ampiq ` bnpjq for m,n P Zą0 and i P rms, j P rns.(2.6)
Let Pa,bm,n denote the distribution of the weights tωa,bm,npi, jq : i P rms, j P rnsu under P for
m,n P Zą0. In other words, Pa,bm,n is the Borel probability measure on Rrmsˆrns under which
tωpi, jq : pi, jq P rms ˆ rnsu are independent and
ωpi, jq „ Exppampiq ` bnpjqq for pi, jq P rms ˆ rns.(2.7)
Define the bulk LPP process via (2.1) using the weights in (2.6). Namely, the value of the
process at site pm,nq is given by
Ga,bpm,nq “ max
piPΠm,n1,1
ÿ
pi,jqPpi
ωa,bm,npi, jq for m,n P Zą0 and i P rms, j P rns.(2.8)
This is a particular construction of the corner growth process discussed in Subsection 1.4.
Consider the special case
ωm,npi, jq “ ωpi, jq, ampiq “ a and bnpjq “ b for m,n P Zą0 and i, j P rms ˆ rns(2.9)
for some a, b ą 0 with c “ a ` b ą 0. This recovers the LPP process with i.i.d. Exppcq
weights. Let us call the corresponding CGM/LPP model homogeneous. In this case, we will
often replace the superscript a,b with c, for example, writing Pc for the distribution of the
bulk weights.
2.3. Stationary last-passage increments. The horizontal and vertical pG-increments are
defined by
pIpm,nq “ #pGpm,nq ´ pGpm´ 1, nq if m ą 0
0 otherwise
(2.10)
pJpm,nq “ #pGpm,nq ´ pGpm,n´ 1q if n ą 0
0 otherwise,
(2.11)
respectively, for m,n P Zě0. From the definitions, pIpm, 0q “ pωpm, 0q and pJp0, nq “ pωp0, nq
for m,n P Zą0.
Let Ia,bm,n “ p´min am,min bnq for m,n P Zě0 with the convention min a0 “ min b0 “
8. For m,n P Zě0 and z P Ia,bm,n, let pPa,b,zm,n denote the Borel probability measure on
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RprmsYt0uqˆprnsYt0uq under which
(2.12)
tpωpi, jq : i P rms Y t0u, j P rns Y t0uu are independent, pωp0, 0q a.s.“ 0, and
for i P rms, j P rns, pωpi, jq „ Exppampiq ` bnpjqq,pωpi, 0q „ Exppampiq ` zq and pωp0, jq „ Exppbnpjq ´ zq.
Under pPa,b,zm,n the bulk weights tpωpi, jq : i P rms, j P rnsu have distribution Pa,bm,n described in
(2.7) and pG-increments are stationary in the sense that
(2.13)
tpIpi, nq : i P rmsu are independent with pIpi, nq „ Exppampiq ` zq
and tpJpm, jq : j P rnsu are independent with pJpm, jq „ Exppbnpjq ´ zq.
A stronger version of this property is in [6, Lemma 4.2] for constant parameters. The extension
to the general case is sketched in [25].
We study the bulk LPP process mainly through the coupling ωpi, jq “ pωpi, jq for i, j P Zą0.
Then Gk,lpm,nq “ pGk,lpm,nq for m,n, k, l P Zą0, and
pGpm,nq “
$&%pGppHpm,nq, 0q `GpHpm,nq,1pm,nq, if pHpm,nq ą 0pGp0, pVpm,nqq `G
1,pVpm,nqpm,nq, if pVpm,nq ą 0(2.14)
for m,n P Zą0 follows from definitions (2.3)–(2.4). Utilizing the stationarity and the inde-
pendence structure of pG-increments, we establish sufficient control over the exit points and
then gain access to the bulk LPP process via (2.14).
2.4. TASEP with particlewise and holewise disorder. Assume now that ωpi, jq ě 0 for
i, j P Zą0. Define the height of an interface over site n P Zą0 at time t P Rě0 by
Hpn, tq “ maxtsuptm P Zą0 : Gpm,nq ď tu, 0u.(2.15)
Since the weights are nonnegative, G is coordinatewise nondecreasing. Hence, Hpn, tq is
nonincreasing in n and nondecreasing in t. Note that Hpn, tq also measures the width of the
cluster in (1.2) at level n and time t.
The height variables also represent evolving configurations of particles on Z as follows: The
position of particle n P Zą0 at time t P Rě0 is given by
σpn, tq “ Hpn, tq ´ n` 1.(2.16)
Since σpn, tq is decreasing in n and nonincreasing in t, the particles move right over time
retaining their order. In particular, each site is occupied by at most one particle at any time.
Assume further that ωpi, jq ą 0 for i, j P Zą0. Then each particle jumps one step at a time
and the particles start from the step initial condition i.e. σpn, 0q “ ´n` 1 for n P Zą0.
Define the (total) flux over the time interval r0, ts through site i P Zą0 by
Fpi, tq “ maxtsuptj P Zą0 : Gpi` j ´ 1, jq ď tu, 0u.(2.17)
Note from definitions (2.15) and (2.16) that
tj P Zą0 : Gpi` j ´ 1, jq ď tu “ tj P Zą0 : Hpj, tq ě j ` i´ 1u “ tj P Zą0 : σpj, tq ě iu.
Since the particles are initially at negative sites, it follows that Fpi, tq counts the number of
particles that have jumped from i´ 1 to i by time t.
Define the height process tHa,bpn, tq : n P Zą0, t P Rě0u, the particle process tσa,bpn, tq :
n P Zą0, t P Rě0u and the flux process tFa,bpm, tq : m P Zą0, t P Rě0u through (2.15), (2.16)
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and (2.17), respectively, using the bulk LPP process Ga,b in place of G. We will provide
first-order approximations to these processes.
The disordered TASEP arises in the special case ampiq “ ai and bnpjq “ bj for m,n P Zą0,
i P rms, j P rns.
3. Main results
We state our main results in this section. Throughout, fix two collections of real parameters
a “ tampiq : m P Zą0, i P rmsu and b “ tbnpjq : n P Zą0, j P rnsu subject to condition (1.10).
3.1. An explicit centering for the LPP process.
Definition 3.1. We call a (deterministic) function F : Z2ą0 Ñ R a centering for the Ga,b-
process if for any  ą 0, P-a.s., there exists a random L P Zą0 such that
|Ga,bpm,nq ´ F pm,nq| ď pm` nq for m,n P ZěL.(3.1)
The definition does not determine F uniquely since, for any function f : Z2ą0 Ñ R with
lim
lÑ8 supm,nPZěl
fpm,nq
m` n “ 0,
the function F ` f also satisfies (3.1). The results of this subsection provide an explicit
centering under a mild condition on the parameters.
Condition (1.10) implies that the interval Ia,bm,n “ p´min am,min bnq (with the convention
min a0 “ min b0 “ 8) is nonempty for m,n P Zě0. When m,n P Zą0, the length |Ia,bm,n| “
min am `min bn of this interval equals the reciprocal of the maximal mean of the weights in
the rectangle rms ˆ rns:
|Ia,bm,n|´1 “ max
iPrms,jPrns
Erωa,bm,npi, jqs for m,n P Zą0.
Define
Ma,b,zpm,nq “
mÿ
i“1
1
ampiq ` z `
nÿ
j“1
1
bnpjq ´ z for m,n P Zě0(3.2)
and z P C r pt´ampiq : i P rmsu Y tbnpjq : j P rnsuq. When z P Ia,bm,n, (3.2) gives the mean ofpGpm,nq under pPa,b,zm,n as can be seen from (2.10), (2.11) and (2.13). Next define
Ma,bpm,nq “ inf
zPIa,bm,n
Ma,b,zpm,nq for m,n P Zą0.(3.3)
Our first result bounds the difference Ga,bpm,nq ´Ma,bpm,nq with error terms that are
of smaller order than m ` n provided that |Ia,bm,n| does not decay too quickly. Note that the
bounds require only one of m and n to be sufficiently large.
Theorem 3.2. Let p ą 0. Then, P-a.s., there exists a random L P Zą0 such that
Ga,bpm,nq ďMa,bpm,nq ` |Ia,bm,n|´1pm` nq1{2`p
Ga,bpm,nq ěMa,bpm,nq ´ |Ia,bm,n|´1pm` nq9{10`p
for m,n P Zą0 with m` n ě L.
In particular, (3.3) is a centering for the Ga,b-process under a mild condition.
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Corollary 3.3. Assume that, for some c ą 0 and η ą 0,
|Ia,bm,n| ě cpm` nq´1{10`η for m,n P Zą0.(3.4)
Let  ą 0. Then, P-a.s., there exists (random) L P Zą0 such that
|Ga,bpm,nq ´Ma,bpm,nq| ď pm` nq for m,n P Zě0 with m` n ě L.
Remark 3.3.1. Assumption (3.4) is not claimed to be sharp. The result does fail if |Ia,bm,n| is
allowed to decay too fast. For example, let anpiq “ bnpiq “ 2´i for n P Zą0 and i P rns. Then
Ma,bpn, nq ď Ma,b,0pn, nq “ 2řni“1 2i ď 2n`2, while Gpn, nq ě ωpn, nq ě 100 ¨ 2n happens
with at least probability e´200 for each n.
Remark 3.3.2. One would expect that the analogous estimates hold in the LPP with in-
dependent, Zě0-valued, geometrically distributed weights. The weight at site pi, jq has fail
parameter aibj for i, j P Zą0 for some Rą0-valued sequences paiqiPZą0 and pbjqjPZą0 subject to
aibj ă 1 for i, j P Zą0. This model was introduced in [38]. For the precise geometric analogue
of the present setting, fix positive real parameters a and b as in (1.9) but now subject to
ampiqbnpjq ă 1 for m,n P Zą0, and i P rms, j P rns.(3.5)
For each m,n P Zą0, consider independent weights on pΩ,Pq such that
Ptωa,bm,npi, jq ě ku “ pampiqbnpjqqk for k P Zě0, i P rms and j P rns.(3.6)
Then, in analogy with Theorem 3.2, a centering of the corresponding Ga,b-process should be
of the form (3.3) with Ia,bm,n “ pmax am, pmax bnq´1q and
Ma,b,zpm,nq “
mÿ
i“1
ampiq
z ´ ampiq `
nÿ
j“1
bnpjqz
1´ bnpjqz for m,n P Zě0,(3.7)
and z P C r ptampiq : i P rmsu Y tbnpjq : j P rnsuq. This can likely be obtained adapting the
proof of Theorem 3.2. In a random parameter setting, a similar centering appeared in [24].
Formula (3.7) can be obtained from the mean of the explicit increment-stationary version of
the Ga,b-process.
3.2. A conjecture due to E. Rains. The next result can be viewed as a variant of Corollary
3.3 on account of the similarity of the centering (3.3) to the limit (3.10) below. The statement
is a reformulation of a conjecture due to E. Rains [51].
Theorem 3.4. Let a “ paiqiPZą0 and b “ pbjqjPZą0 be real sequences subject to
inf a` inf b ą 0,(3.8)
Ma,b,zp8,8q “
8ÿ
i“1
1
ai ` z `
8ÿ
j“1
1
bj ´ z ă 8 for ´ inf a ă z ă inf b,(3.9)
where the equality is a definition. Also define
Ma,bp8,8q “ inf´ inf aăzăinf bM
a,b,zp8,8q.(3.10)
On pΩ,Pq, consider the weights
ωnpi, jq “ ωpi, jq
ari{ns ` brj{ns for i, j, n P Zą0.(3.11)
CORNER GROWTH MODEL 19
For each n P Zą0, define the last-passage times tGnpi, jq : i, j P Zą0u via (2.1) from the
weights tωnpi, jq : i, j P Zą0u. Then, P-a.s.,
lim
nÑ8n
´1 sup
i,jPZą0
Gnpi, jq “Ma,bp8,8q.
Remark 3.4.1. Since the conjecture addressed above is somewhat dispersed within the text of
[51], we explain how to locate it. The statement is a special case of the continuous analogue
of Conjecture 5.2. To obtain it, replace mpα, p`, p´q in (5.5) with mcpz; ρ`, u; ρ´q from (5.29)
and set u “ 0. The parameters ρ˘ “ pρ˘i q and a play the role of a,b and z in our setting.
Assumptions (2.14)–(2.15) there correspond to our (3.8)–(3.9). The infimum in (5.5) is now
to be taken over z P p´ inf a, inf bq. After these changes, the right-hand side of (5.5) becomes
Ma,bp8,8q. In direct analogy with (5.7), the weights are chosen as in (3.11). Finally, the
quantity λ1 in (5.5) is precisely supi,jPZą0 Gnpi, jq, which can be inferred from the discussion
preceding [51, Theorem 2.4].
3.3. Shape function.
Definition 3.5. We call a deterministic function γ : R2ą0 Ñ Rě0 the shape function of the
Ga,b-process if γ is coordinatewise nondecreasing, positive-homogeneous (see Subsection 1.8)
and its restriction to Z2ą0 is a centering for Ga,b in the sense of Definition 3.1.
Definition (3.5) is consistent with the notion of shape function from earlier literature, see
Remark 3.6.6 below. It follows from the definition and Lemmas A.6-A.7 that the shape
function, if it exists, is necessarily unique and continuous. (The uniqueness also comes from
(3.28) below). This subsection provides an explicit formula for the shape function under some
natural sufficient conditions for its existence.
Let α and β be finite, nonnegative Borel measures on R. Introduce the functions
Aαpzq “
ż
R
αpdaq
a` z for z P Cr p´ suppαq,(3.12)
Bβpzq “
ż
R
βpdbq
b´ z for z P Cr suppβ.(3.13)
The integrals above are well-defined, and Aα and Bβ are holomorphic functions. For each
z P Cr pp´ suppαq Y suppβq, define
Γα,βz px, yq “ xAαpzq ` yBβpzq “ x
ż
R
αpdaq
a` z ` y
ż
R
βpdbq
b´ z for x, y ą 0.(3.14)
As recorded in the last case of Corollary 3.16 below, the shape function (defined as in Def-
inition (3.5) but with Zě0 in place of Zą0) of the increment-stationary LPP process can be
given in the form (3.14). This fact will not be used in the sequel, however.
Assume that
inf suppα` inf suppβ ą 0.(3.15)
Zero measures are acceptable here: if α “ 0 then inf suppα “ 8 and the same for β. Let
a, b P RY t8u satisfy
a` b ą 0(3.16)
a ď inf suppα and b ď inf suppβ.(3.17)
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Then the intervals p´a,8q and p´8, bq are contained in the domains of (3.12) and (3.13),
respectively. In particular, each z P p´a, bq is a legitimate parameter in (3.14). Therefore,
the following definition is sensible:
γα,β,a,bpx, yq “ inf
zPp´a,bq
Γα,βz px, yq for x, y P Rą0.(3.18)
As will be made precise with Lemma 7.2 below, one can view (3.18) as the continuous analogue
of (3.3) obtained after letting m,n Ñ 8. From (3.14), (3.16) and (3.18) it follows that the
function γα,β,a,b is nonnegative, concave, finite, coordinatewise nondecreasing and positive-
homogeneous.
The next result shows that the shape function of the Ga,b-process exists and can be repre-
sented in the form (3.18) under mild conditions. In the statement,
αam “ 1m
mÿ
i“1
δampiq and β
b
n “ 1n
nÿ
j“1
δbnpjq for n P Zą0(3.19)
denote the empirical distributions associated with the parameters a and b, respectively. For
the definition of vague convergence, see Appendix A.2.
Theorem 3.6. Assume that
lim
mÑ8α
a
m “ α and limnÑ8β
b
n “ β in the vague topology(3.20)
lim
mÑ8min am “ a and limnÑ8min bn “ b(3.21)
for some subprobability measures α, β on R and a, b P R Y t8u such that (3.16) is satisfied.
Then for any  ą 0, P-a.s., there exists a random L P Zą0 such that
|Ga,bpm,nq ´ γα,β,a,bpm,nq| ď pm` nq for m,n P ZěL.
Remark 3.6.1. Assumptions (3.20)–(3.21) imply (3.17). Hence, the shape function in the
theorem given by (3.18) makes sense.
Remark 3.6.2. The condition m,n ě L can be weakened to m` n ě L if and only if
Aαpmin bnq “ Aαpbq and Bβp´min amq “ Bβp´aq for m,n P Zą0.(3.22)
This is recorded in Corollary 3.9 below. Condition (3.22) is equivalent to
min am “ a for m P Zą0 when β ‰ 0 and min bn “ b for n P Zą0 when α ‰ 0(3.23)
by the strict monotonicity of Aα and Bβ.
Remark 3.6.3. When either α or β is the zero measure, γ becomes a one-variable function
and can be readily computed from (3.18) by monotonicity.
γα,β,a,bpx, yq “
#
xAαpbq if β “ 0
yBβp´aq if α “ 0 for x, y ą 0.(3.24)
Hence, the shape function is identically zero in three cases:
γα,β,a,b “ 0 if a “ 8 or b “ 8 or α “ β “ 0.(3.25)
If none of the conditions in (3.25) holds then the shape function is nonzero on R2ą0 since
γα,β,a,bpx, yq ě xAαpbq ` yBβp´aq ě maxtxAαpbq, yBβp´aqu for x, y ą 0.(3.26)
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Remark 3.6.4. Assuming α, β ‰ 0, there exists a unique minimizer ζα,β,a,bpx, yq P r´a, bs
in (3.18) for each px, yq P R2ą0, see Section 7. It can be seen from (3.18) that ζα,β,a,b is a
continuous function of px, yq P R2ą0 and a decreasing function of the slope y{x. Furthermore,
γα,β,a,b is continuously differentiable with gradient given by
∇γα,β,a,bpx, yq “ pAαpζα,β,a,bpx, yqq,Bβpζα,β,a,bpx, yqqq for x, y P Rą0.(3.27)
The details, being similar to the proof of [25, Corollary 2.3], are omitted.
Remark 3.6.5. The hypotheses of the theorem can be motivated from the following statement
that holds under the weaker assumption (3.8): Let pmiqiPZą0 and pnjqjPZą0 be increasing
sequences in Zą0. By the (sequential) compactness of r´8,8s and the space of subprobability
measures (see Lemma A.4), there exist increasing sequences pkiqiPZ and pljqjPZą0 in Zą0 such
that
lim
iÑ8α
a
mki
“ α and lim
jÑ8β
b
nlj
“ β in the vague topology
lim
iÑ8min amki “ a and limjÑ8min bnlj “ b
for some subprobability measures α, β on R and a, b P R Y t8u with (3.16). Repeating the
argument in Section 7 with m “ mki and n “ nlj yields that for any  ą 0, P-a.s., there
exists a random L P Zą0 such that
|Ga,bpmki , nlj q ´ γα,β,a,bpmki , nlj q| ď pmki ` nlj q for i, j P Zą0 with i, j ě L.
Remark 3.6.6. Theorem 3.6 together with positive-homogeneity and continuity of the shape
function implies that there exists a single P-a.s. event on which
lim
kÑ8 k
´1Ga,bpmxk, nykq “ γα,β,a,bpx, yq(3.28)
holds for all choices of x, y ą 0 and all sequences tmxk, nykuk PZą0 Ă Zą0 such that mxk{k Ñ x
and nyk{k Ñ y as k Ñ 8. In literature, (3.28) with mxk “ rkxs and nyk “ rkys is often taken
as the definition of the shape function [48, 58].
Remark 3.6.7. Unlike the usual sequence of arguments, we do not first establish the a.s.
limit in (3.28) to obtain Theorem 3.6. Instead, we derive Theorem 3.6 from Corollary 3.3 by
approximating the centering (3.3) by the shape function.
3.4. Growth near the axes. The next theorem provides uniform approximations to the
growth process at sites where one coordinate is large and the other is relatively small. In
particular, the result describes the asymptotics along a fixed column or row.
Theorem 3.7. Let S Ă Zą0 and  ą 0.
(a) Assume that the first limit in (3.20) holds, and inf a ` inf
nPS min bn ą 0. Then, P-a.s.,
there exist a deterministic δ ą 0 and a random K P Zą0 such that
|Ga,bpm,nq ´mAαpmin bnq| ď m for m P ZěK and n P S with n ď δm.
(b) Assume that the second limit in (3.20) holds, and inf b` inf
mPS min am ą 0. Then, P-a.s.,
there exist a deterministic δ ą 0 and a random K P Zą0 such that
|Ga,bpm,nq ´ nBβp´min amq| ď n for n P ZěK and m P S with m ď δn.
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With the assumptions of Theorem 3.6, the approximations in Theorem 3.7 can be replaced
with simpler one-dimensional linear functions at sites where both coordinates are large but
one is small relative to the other.
Corollary 3.8. Assume (3.16), (3.20) and (3.21). Let  ą 0. Then, P-a.s., there exist a
deterministic δ ą 0 and a random L P Zą0 such that the following hold for m,n P ZěL.
(a) |Ga,bpm,nq ´mAαpbq| ď m if n ď δm.
(b) |Ga,bpm,nq ´ nBβp´aq| ď n if m ď δn.
The next corollary justifies the claim made in Remark 3.6.2.
Corollary 3.9. Assume (3.16), (3.20) and (3.21). Let  ą 0.
(a) Assume that
min am ě a for m P Zą0 when β ‰ 0 and min bn ě b for n P Zą0 when α ‰ 0.(3.29)
Then, P-a.s., there exists a random L P Zą0 such that
Ga,bpm,nq ď γα,β,a,bpm,nq ` pm` nq for m,n P Zą0 with m` n ě L.
(b) Assume that
min am ď a for m P Zą0 when β ‰ 0 and min bn ď b for n P Zą0 when α ‰ 0.(3.30)
Then, P-a.s., there exists a random L P Zą0 such that
Ga,bpm,nq ě γα,β,a,bpm,nq ´ pm` nq for m,n P Zą0 with m` n ě L.
(c) Fix n P Zą0. Assume that α ‰ 0 and min bn ‰ b. Then, P-a.s., there exists a random
K P Zą0 such that
Ga,bpm,nq ´ γα,β,a,bpm,nq
Aαpmin bnq ´Aαpbq ě p1´ qm for m P ZěK .
(d) Fix m P Zą0. Assume that β ‰ 0 and min am ‰ a. Then, P-a.s., there exists a random
K P Zą0 such that
Ga,bpm,nq ´ γα,β,a,bpm,nq
Bβp´min amq ´ Bβp´aq ě p1´ qn for n P ZěK .
3.5. Limit shape. Denote the growing cluster associated with the bulk LPP process by
Ra,bt “ tpx, yq P R2ą0 : Ga,bprxs, rysq ď tu for t P Rě0.(3.31)
Our purpose is to describe the limit shape, namely, the linear scaling limit of (3.31) with
respect to the Hausdorff metric dH (constructed from the Euclidean metric on R2ě0), see
Appendix A.4. To this end, define
Rα,β,a,b “ tpx, yq P R2ą0 : γα,β,a,bpx, yq ď 1u(3.32)
Iα,β,w,z “ tpx, 0q : x P Rě0 and xAαpwq ď 1u Y tp0, yq : y P Rě0 and yBβpzq ď 1u.(3.33)
for α, β, a, b subject to (3.15)–(3.17), w ą ´ inf suppα and z ă inf suppβ.
Part (a) of the following result identifies the limit shape in terms of (3.32)-(3.33). Parts
(b) and (c) describe precisely when the rescaled cluster is a.s. eventually squeezed between
given scaling perturbations of (3.32). The statements involve truncations that restrict to a
bounded set when the limit shape is unbounded. The result should be compared with limit
shape statements in case of i.i.d. weights, [47, Theorem 5.1(i)], where the limit shape is the
closure of (3.32) in R2ě0.
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Theorem 3.10. Assume (3.16), (3.20) and (3.21). Let 0 ă  ă 1. Let C ą 0 and
S “
"
px, yq P R2ě0 : x ď C1tα“0uYtb“8u and y ď
C
1tβ“0uYta“8u
*
(3.34)
with the convention 1{0 “ 8.
(a) P-a.s.,
lim
tÑ8 dHpS X t´1R
a,b
t , S X pRα,β,a,b Y Iα,β,A,Bqq “ 0,
where
A “ sup
mPZą0
min am and B “ sup
nPZą0
min bn.(3.35)
(b) If (3.29) holds then, P-a.s., there exists a random T ą 0 such that
S X p1´ qRα,β,a,b Ă S X t´1Ra,bt for t ě T.
If (3.29) does not hold then there exist 0 ą 0 and C0 ą 0 such that if C ě C0 and  ď 0
then, P-a.s., there exists a random T0 such that
S X pp1´ qRα,β,a,b r t´1Ra,bt q ‰ H for t ě T0.
(c) If (3.30) holds then, P-a.s., there exists a random T ą 0 such that
S X t´1Ra,bt Ă S X p1` qRα,β,a,b for t ě T.
If (3.30) does not hold then there exist 0 ą 0 and C0 ą 0 such that if C ě C0 and  ď 0
then, P-a.s., there exists a random T0 such that
S X pt´1Ra,bt r p1` qRα,β,a,bq ‰ H for t ě T0.
Remark 3.10.1. It follows from (3.26) and Lemma 8.1 below that
lim
tÑ0 γ
α,β,a,bpx, tq “ xAαpbq and lim
tÑ0 γ
α,β,a,bpt, yq “ yBβp´aq for x, y P Rą0.(3.36)
These limits imply that the closure of Rα,β,a,b in R2ě0 is Rα,β,a,b “ Rα,β,a,b Y Iα,β,a,b. When
Rα,β,a,b is bounded, Rα,β,a,b coincides with the limit shape in part (c) if and only if (3.30)
holds.
3.6. Flat segments. To describe the finer structure of the limit shape, define the regions
Vα,β,a,b “
"
px, yq P R2ą0 : x
ż
R
αpdaq
pa´ aq2 ď y
ż
R
βpdbq
pb` aq2
*
(3.37)
Hα,β,a,b “
"
px, yq P R2ą0 : x
ż
R
αpdaq
pa` bq2 ě y
ż
R
βpdbq
pb´ bq2
*
(3.38)
Sα,β,a,b “ R2ą0 r tHα,β,a,b Y Vα,β,a,bu.(3.39)
To avoid trivialities, assume that α and β are both nonzero. In particular, a, b ă 8. The
regions Hα,β,a,b, Vα,β,a,b and Sα,β,a,b are pairwise disjoint. Note that
Vα,β,a,b ‰ H if and only if
ż
R
αpdaq
pa´ aq2 ă 8
Hα,β,a,b ‰ H if and only if
ż
R
βpdbq
pb´ bq2 ă 8.
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(The other two integrals in (3.37)–(3.38) are finite by (3.16)). Also, Sα,β,a,b ‰ H sinceż
R
αpdaq
pa` bq2
ż
R
βpdbq
pb` aq2 ă
ż
R
αpdaq
pa´ aq2
ż
R
βpdbq
pb´ bq2 ,
where the inequality is strict by (3.16).
The justification for the following assertions can be seen from (7.1) below and Remark
3.6.4. The function γα,β,a,b is affine on the regions Hα,β,a,b and Vα,β,a,b, and is given by
γα,β,a,bpx, yq “
$’’’’&’’’’%
x
ż
R
αpdaq
a´ a ` y
ż
R
βpdbq
b` a for px, yq P V
α,β,a,b
x
ż
R
αpdaq
a` b ` y
ż
R
βpdbq
b´ b for px, yq P H
α,β,a,b.
(3.40)
Hence, the boundaries (inside R2ą0) of the regions Rα,β,a,bXVα,β,a,b and Rα,β,a,bXHα,β,a,b are
flat segments. On the other hand, the function γα,β,a,b is strictly concave on Sα,β,a,b and the
boundary of the region Rα,β,a,bXSα,β,a,b is curved (non-flat). The entire boundary of Rα,β,a,b
is the image of a continuously differentiable curve and does not have any corners.
While the curved part is nonempty with the hypotheses of Theorem 3.6, it is also possible
to generate completely flat limit shapes as in Corollary 3.19 below.
The boundary of the limit shape admits an exact parametrization. Indeed, the curve
Φpzq “ pBB
βpzq,´BAαpzqq
AαpzqBBβpzq ´ BβpzqBAαpzq for z P p´a, bq(3.41)
parametrizes the curved part since γα,β,a,bpΦpzqq “ 1 (because ζα,β,a,bpBBβpzq,´BAαpzqq “ z,
see (7.1) below) and Φpzq R Vα,β,a,b YHα,β,a,b for z P p´a, bq. The flat boundaries inside R2ą0
are the line segments from p0,Bβp´aq´1q to Φp´aq, and from pAαpbq´1, 0q to Φpbq. Finally,
the boundary along the axes are the line segments from the origin to p0,Bβp´Aq´1q and
pAαpBq´1, 0q.
3.7. Spikes and crevices. In the absence of condition (3.23), large (in macroscopic scale)
spikes/crevices form near the axes that are not visible in the limit shape. To demonstrate
this, consider the case β ‰ 0 and min am ‰ a for some m P Zą0, namely, that the first part
of (3.23) fails. The other case is analogous. The precise claim is that, for any  ą 0 with
2 ă |Bβp´min amq´1 ´ Bβp´aq´1|{2, P-a.s., there exists a random T ą 0 such that"
m
t
*
ˆ
„
1
Bβp´aq ` ,
1
Bβp´min amq ´ 

Ă t´1Ra,bt rRα,β,a,b if min am ą a(3.42) "
m
t
*
ˆ
„
1
Bβp´min amq ` ,
1
Bβp´aq ´ 

Ă Rα,β,a,b r t´1Ra,bt if min am ă a.(3.43)
for t ě T . The line segments in (3.42) and (3.43) can be visualized as a vertical spike or
crevice, respectively, in the rescaled cluster near the vertical axis.
To verify (3.42) for example, pick 0 ă δ ă Bβp´aq such that
u “ 1
Bβp´aq ´ δ ě
1
Bβp´aq ´  and v “
1
Bβp´min amq ` δ ď
1
Bβp´min amq ` .
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By Theorem 3.7, P-a.s., there exists a random K P Zą0 such that Ga,bpm,nq ď npv ` δq´1
for n P ZěK . Therefore, K ď n ď tpv ` δq implies that pm,nq P Ra,bt . Consequently,
tt´1mu ˆ rt´1K, vs Ă t´1Ra,bt for t ě T “ maxtKv´1, δ´1u.
On the other hand, by (3.36), the shape function γα,β,a,bpt´1m,uq tÑ8Ñ uBβp´aq ą 1. Hence,
tt´1nu ˆ ru, vs Ă t´1Ra,bt rRα,β,a,b for t ě T
after increasing T if necessary.
3.8. Centerings for the height and flux processes. The limit shape for the bulk LPP
process leads to the following explicit centerings for the height and flux processes, respectively,
discussed in Subsection 2.4. Assuming (3.16), (3.17) and that α, β ‰ 0, introduce the limiting
height and flux functions by
hα,β,a,bpy, tq “ max
"
sup
zPp´a,bq
"
t´ yBβpzq
Aαpzq
*
, 0
*
for py, tq P R2ě0(3.44)
fα,β,a,bpx, tq “ max
"
sup
zPp´a,bq
"
t´ xAαpzq
Aαpzq ` Bβpzq
*
, 0
*
for px, tq P R2ě0,(3.45)
respectively.
Theorem 3.11. Assume (3.16), (3.20), (3.21) and α, β ‰ 0. Let  ą 0. Then, P-a.s., there
exists a (random) L P Zą0 such that
|Ha,bpn, tq ´ hα,β,a,bpn, tq| ď pt` nq, |σa,bpn, tq ´ hα,β,a,bpn, tq ` n| ď pt` nq and
|Fa,bpm, tq ´ fα,β,a,bpm, tq| ď pt`mq
for m,n P ZěL and t P Rě0.
Remark 3.11.1. It can be seen from (3.18) that the height function is also given by
hα,β,a,bpy, tq “
#
0 if t ď yBβp´aq
the unique x P p0, t{Aαpbqs such that γα,β,a,bpx, yq “ t otherwise.
The partial derivatives can be computed as
Byh “ ´B
βpζ ph, yqq
Aαpζ ph, yqq and Bth “
1
Aαpζ ph, yqq for py, tq P R
2ą0 with t ą yBβp´aq,
where h “ hα,β,a,bpy, tq and ζ “ ζα,β,a,b. Hence, the height function satisfies the Hamilton-
Jacobi equation
Bth “ vpByhq for py, tq P R2ą0 with t ą yBβp´aq,(3.46)
where the speed function v is implicitly defined on the interval I “ pBβ{Aαqtp´a, bqu by
v
ˆ
Bβpzq
Aαpzq
˙
“ 1
Aαpzq for z P p´a, bq.
Similarly, the flux function can be alternatively given by
fα,β,a,bpx, tq “
#
0 if t ď xAαpbq
the unique y P p0, t{γα,β,a,bp1, 1qs such that γα,β,a,bpx` y, yq “ t otherwise.
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The partial derivatives of f “ fα,β,a,bpx, tq read
Bxf “ ´ A
αpζ px` f, fqq
Aαpζ px` f, fqq ` Bβpζ px` f, fqq and Btf “
1
Aαpζ px` f, fqq ` Bβpζ px` f, fqq
for px, tq P R2ą0 with t ą xAαpbq. The functions ρ “ ´Bxf and j “ Btf represent macroscopic
density and current of the particles, respectively. A brief computation verifies that the density
satisfies the conservation law
Btρ` Bx
"
ρv
ˆ
1´ ρ
ρ
˙*
“ 0 for px, tq P R2ą0 with t ą xAαpbq.(3.47)
For TASEP with particlewise random disorder, variational representations of the height and
density functions, and PDEs (3.46) and (3.47) appeared in [60, (16), (25)]. For discrete-time
TASEP with step initial condition and particlewise macroscopic disorder, a formula for the
height function is included in [43, (2.10)] as a special case, see Remark 3.20.3 below.
Remark 3.11.2. In the homogeneous case (2.9), various quantities in Remark 3.11.1 can be
computed explicitly as
hcpy, tq “ p?ct´ yq2`, fcpx, tq “
pct´ xq2`
4ct
, ρcpx, tq “ pct´ xq`
2ct
and jcpx, tq “ cρp1´ ρq
for x, y, t P Rě0, which were first obtained in [54].
The next result approximates the location of particle with a fixed label after a long time.
Theorem 3.12. Assume the first limits in (3.20), (3.21) and that α ‰ 0. Fix n P Zą0 and
assume that a`min bn ą 0. Then, P-a.s., there exists a (random) T P Zą0 such thatˇˇˇˇ
Ha,bpn, tq ´ t
Aαpmin bnq
ˇˇˇˇ
ď t and
ˇˇˇˇ
σa,bpn, tq ´ t
Aαpmin bnq ` n
ˇˇˇˇ
for t ě T.
3.9. Applications of the shape theorem. We record special cases and applications of
Theorem 3.6 and connect them with earlier literature. Recall Definition (3.5) for the shape
function.
Fixed rates. First, consider the case where the parameters a and b come from two fixed
sequences, i.e. no m,n-dependence in the terms.
Corollary 3.13. Let a “ paiqiPZą0 and b “ pbjqjPZą0 be real sequences subject to (3.8) and
(3.20). Then the shape function exists and is given by γα,β,inf a,inf b.
Periodic rates. A further special case is the one with periodic rates.
Corollary 3.14. Let k, l P Zą0. Let a “ paiqiPZą0 and b “ pbjqjPZą0 be real sequences subject
to amink ` bminl ą 0, and with periods k and l, respectively, i.e. ai “ ai`k and bj “ bj`l for
i, j P Zą0. Then the shape function exists and is given by
γpx, yq “ inf
zPp´amink ,bminl q
"
x
kÿ
i“1
1
ai ` z ` y
lÿ
j“1
1
bj ´ z
*
for x, y P Rą0.
Remark 3.14.1. For the homogeneous case (2.9), the preceding infimum can be computed
explicitly to recover Rost’s shape function [54] given by
γcpx, yq “ 1
c
p?x`?yq2 for x, y ą 0.(3.48)
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Random rates. The following application to the random parameter setting improves [25, The-
orem 2.1] by strengthening directional limits (of the kind in (3.28)) to a shape theorem and
by eliminating the joint ergodicity assumptions therein.
Corollary 3.15. Let a “ paiqiPZą0 and b “ pbjqjPZą0 be individually ergodic sequences with
marginal distributions ai „ α and bj „ β that satisfy (3.15). Then, for almost every realiza-
tion of the parameters a and b, the shape function exists and is given by γα,β,inf suppα,inf suppβ.
Boundary rates on one or two sides. Another application of Theorem 3.6 reveals the shape
functions of the LPP processes with one-sided and two-sided boundaries. To define these
processes, introduce the Borel probability measure pP on pΩ under which
tpωpi, jq : i, j P Zě0u are independent and pωpi, jq „ Expp1q for i, j P Zě0.(3.49)
For m,n P Zą0, let tpωm,npi, jq : i P rms Y t0u, j P rns Y t0uu be jointly independent and
Expp1q-distributed random variables on ppΩ, pPq. Define the weights
pωa,b,w,zm,n pi, jq “ pωm,npi, jqˆ 1ti,ją0uampiq ` bnpjq ` 1tią0,j“0uampiq ` w ` 1ti“0,ją0ubnpjq ´ z
˙
(3.50)
for m,n, i, j P Zě0 with i ď m and j ď n, w ą ´min am and z ă min bn. Abbreviate w, z in
the superscript as z when z “ w. For m,n P Zě0, the joint distribution of tpωa,b,zm,n pi, jq : i P
rms Y t0u, j P rns Y t0uu is precisely pPa,b,zm,n defined at (2.12). Now define three LPP processes
tpGa,b,w1,0 pm,nq, pGa,b,z0,1 pm,nq and pGa,b,w,zpm,nq : m,n P Zě0u(3.51)
for each w ą ´min am and z ă min bn via formula (2.2) using the weights in (3.50). The
first two processes see the boundary weights only one one axis while the last process sees
boundaries on both axes. For the last case in the theorem below, recall definition (3.14).
Corollary 3.16. Assume (3.16), (3.20) and (3.21). Let w, z P p´a, bq and  ą 0. ThenpP-a.s., there exists a (random) L P Zą0 such that, for m,n P Zą0 with m,n ě L,
|pGa,b,w1,0 pm,nq ´ γα,β,a,wpm,n` 1q| ď pm` nq
|pGa,b,z0,1 pm,nq ´ γα,β,´z,bpm` 1, nq| ď pm` nq
|pGa,b,w,zpm,nq ´maxtγα,β,a,wpm,n` 1q, γα,β,´z,bpm` 1, nqu| ď pm` nq
|pGa,b,zpm,nq ´ Γα,βz pm,nq| ď pm` nq.
Remark 3.16.1. In case of homogeneous bulk weights as in (2.9), LPP processes with one-
sided boundaries were considered in [5] (also see Remark 3.17.1 below) while the version with
two-sided boundary appeared in [6, 10]. Note that the more general model with thickened
boundaries as in [10, (41)] is also included in (3.50).
Remark 3.16.2. If (3.16), (3.20) and (3.21) hold then the parameters ra “ tampm ` 1 ´ iq :
m P Zą0, i P rmsu and rb “ tbnpn ` 1 ´ jq : n P Zą0, j P rnsu also satisfy these conditions
with the same α, β, a and b. Therefore, the conclusion of Corollary 3.16 remain true with ra, rb
in place of a,b. The processes in (3.51) computed with parameters ra, rb can viewed as LPP
processes with boundary weights on north and/or east sides as in [59, (4.29)–(4.30)]. Hence,
Corollary 3.16 implies [59, Lemma 4.8].
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Defective rates along a few rows and columns. The next corollary records the shape function
in the perturbations of the homogeneous model obtained by modifying the parameters on a
fixed set of defective rows and columns. The law of large numbers and fluctuations of this
variant of LPP (with defective columns) was studied in [5]. The model is interesting because,
wiith careful tuning of the parameters, it exhibits a transition between Tracy-Widom and
Gaussian type fluctuations, now known as Baik-BenArous-Pe´che´ (BBP) transition. Here, we
obtain the LLN part of their result without resorting to the integrable probability techniques.
Corollary 3.17. Fix k, l P Zě0 and sequences paiqiPrks and pbjqjPrls in Rą´ 1
2
that satisfy
amink ` bminl ą 0. For m,n P Zą0, i P rms, and j P rns define rate parameters
ampiq “ ai1tiďku ` 121tiąku and bnpjq “ bj1tjďlu `
1
2
1tjąlu.
Then the shape function exists and is given by
γpx, yq “
$’&’%
xp1{2` bminl q´1 ` yp1{2´ bminl q´1 if
?
x´?y ě 2bminl p
?
x`?yq
xp1{2´ amink q´1 ` yp1{2` amink q´1 if
?
x´?y ď ´2amink p
?
x`?yq
p?x`?yq2 otherwise.
Remark 3.17.1. Set k “ 0 and bj “ b ´ 1{2 for j P rrs and bj ą b ´ 1{2 for j P rls r rrs for
some b ą 0 and r P rls Y t0u. Corollary 3.17 then yields
γpx, yq “
#
xb´1 ` ypb` 1q´1 if ?x ě bp?x`?yq
p?x`?yq2 otherwise.
The last formula implies [5, Corollary 1.1]
Convergent rates. The next corollary shows that if the parameters pampiqqiPrms and pbnpjqqjPrns
converge uniformly as m,n Ñ 8, then the shape function is the same as in the model with
limiting parameters.
Corollary 3.18. Let paiqiPZą0 and pbjqjPZą0 be real sequences subject to (3.8) and (3.20).
Assume that
max
iPrms
|ampiq ´ ai| mÑ8Ñ 0 and max
jPrns
|bnpjq ´ bj | nÑ8Ñ 0.(3.52)
Then the shape function exists and is given by γα,β,a,b where a “ infpaiqiPZą0 and b “
infpbjqjPZą0.
Remark 3.18.1. The corollary covers the following type of model, the discrete version of which
was considered in [17, Corollary 2.11]: Let k, l P Zě0, and xi, yj P R for i P rks and j P rls.
Let η ą 0 and a, b P R with c “ a` b ą 0. Let pm P rm´ ks and qn P rn´ ls for m,n P Zą0.
Assume that
ampiq “ a` 1ti´pmPrksu
xi
mη
for m P Zą0 and i P rms
bnpjq “ b` 1tj´qnPrlsu
yj
nη
for n P Zą0 and j P rns.
Then the shape function is given by (3.48).
The shape function can still be computed if (3.8) is weakened to conditions (3.53) and
(3.54) below.
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Corollary 3.19. Let paiqiPZą0 and pbjqjPZą0 be real sequences such that (3.20) and (3.52)
hold. For p P Zě0, write ap “ infpaiqiąp and bp “ infpbjqjąp. Assume further that
mintak ` b0, a0 ` blu “ infpi,jqPZ2ą0rprksˆrlsq
ai ` bj ą 0(3.53)
lim
LÑ8 supm,něL
tminiPrks ampiq `minjPrls bnpjqu´1
m` n “ 0(3.54)
for some k, l P Zě0. Then the shape function exists and is given by
γpx, yq “
#
γα,β,a0,b0px, yq if a0 ` b0 ą 0
Γα,β´a0px, yq “ Γα,βb0 px, yq otherwise
for x, y P Rą0.(3.55)
Remark 3.19.1. If a0 ` b0 ą 0 then the conclusion also follows from Corollary 3.18. The
interesting case is a0 ` b0 “ 0, in which case (3.53) implies that ai ` bj “ 0 for some i P rks
and j P rls. Then Γα,β´a0 “ Γα,βb0 is finite because (3.20) and (3.53) imply that ´a0 “ b0 Pp´ak, blq Ă p´ inf suppα, inf suppβq. The shape function is linear in this case.
Remark 3.19.2. It can be deduced from the corollary that the shape function in the LPP
model studied in [13] is (3.48). To see this, let η ą 0, a, b P Rą0, k, l P Zě0, and pick
xmpiq P Rą´b, ynpjq P Rą´a with xmpiq ` ynpjq ą 0 and |xmpiq|, |ynpjq| ď C for m,n P Zą0,
i P rks, j P rls for some constant C ą 0. Consider the rates
ampiq “ 1tiąkua` xmpiqmη 1tiďku for m P Zą0 and i P rks
bnpjq “ 1tjąlub` ynpjqnη 1tjďlu for n P Zą0 and j P rls.
Condition (3.8) fails for these rates but the hypotheses of Corollary 3.19 hold. Hence, the
shape function is given by
γpx, yq “ x
a
` y
b
for x, y P Rą0.(3.56)
Now fix x, y ą 0 and choose a “ ?xp?x`?yq´1, b “ ?yp?x`?yq´1. Then (3.56) coincides
with (3.48) with c “ 1, which agrees with the centering in [13, Theorem 2].
Macroscopically inhomogeneous rates. Given a speed function λ : R2ą0 Ñ Rą0, a scaling
parameter N P Zą0 and the weights in (2.5), define
ωλN pi, jq “ ωpi, jqλpi{N, j{Nq for i, j P Zą0.(3.57)
Consider the LPP process tGλN pi, jq : i, j P Zą0u computed from these weights via (2.1) with
the initial point at site p1, 1q. This variant of LPP was introduced in [53] with a continuous
speed function and subsequently studied in more generality in [14], [29] and [30]. The weights
in (3.57) can be emulated in our setup when the speed function is additively separable. The
next lemma describes the shape function in this special case under further mild conditions.
Corollary 3.20. Let A,B : r0, 1s Ñ R be Riemann integrable functions such that
inf A` inf B ą 0.(3.58)
Define the parameters a and b by
ampiq “ Api{mq and bnpjq “ Bpj{nq for m,n P Zą0, i P rms, j P rns.(3.59)
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Assume (3.21). Then the shape function exists and is given
γpx, yq “ inf
zPp´a,bq
"
x
ż
r0,1s
dt
Aptq ` z ` y
ż
r0,1s
dt
Bptq ´ z
*
for x, y ą 0.(3.60)
Remark 3.20.1. If A and B are upper semicontinuous then (3.21) holds with a “ inf A and
b “ inf B. Interestingly, the speed function is assumed to be lower semicontinuous in [14] and
[29].
Remark 3.20.2. We make the connection of the corollary to [14, Theorem 1] more precise.
Let A,B : Rě0 Ñ R be continuous and subject to (3.58), and consider the speed function
given by λpx, yq “ Apxq `Bpyq for x, y P Rě0. Furthermore, assume that Apx0q “ inf A and
Bpy0q “ inf B for some x0, y0 P Rě0. For any x, y P Z2ą0 with x ě x0 and y ě y0, the corollary
applied with the functions t ÞÑ Aptxq and t ÞÑ Bptyq for t P r0, 1s gives
lim
NÑ8N
´1GλN pNx,Nyq P-a.s.“ inf
zPp´ inf A,inf Bq
"
x
ż
r0,1s
dt
Aptxq ` z ` y
ż
r0,1s
dt
Bptyq ´ z
*
“ inf
zPp´ inf A,inf Bq
"ż
r0,xs
dt
Aptq ` z `
ż
r0,ys
dt
Bptq ´ z
*
The right-hand side defines the shape function U : R2ě0 Ñ R2ą0 (notation from [14, (5)]) for
the model in (3.57). The directional limits above can be upgraded to a shape theorem via
standard arguments using monotonicity and positive-homogeneity. An omitted computation
verifies that U is precisely the solution of the boundary value problem in [14, Theorem 1]
and, equivalently, satisfies [14, (17)].
Remark 3.20.3. We formally link Theorem 3.6 with the limit shape in [43, Section 2.4] in a
special case. The following derivation can likely be made rigorous. Under suitable assumptions
analogous to (3.16), (3.20) and (3.21), the shape function corresponding to the geometric
model from Remark 3.3.2 should be given by
γα,β,a,bpx, yq “ inf
aăză1{b
"
x
ż
R
a
z ´ aαpdaq ` y
ż
R
bz
1´ bz βpdbq
*
for x, y ą 0,(3.61)
where max am
mÑ8Ñ a and max bn nÑ8Ñ b. This formula appears in [25, Theorem 2.1] in
the case of random parameters. Now, for each N P Rą0, consider independent, Zą0-valued
weights tωN pi, jq : i, j P Zą0u such that
PtωN pi, jq ě ku “ pApi{NqBpj{Nqqk´1 for i, j, k P Zą0,(3.62)
where A,B : Rą0 Ñ Rą0 are given continuous functions with supA supB ă 1. The shape
function for this model deduced from (3.61) in analogy with the computation in Remark
3.20.2 reads
γpx, yq “ x` y ` inf
zPpsupA,1{ supBq
"ż x
0
Apsq
z ´Apsqds`
ż y
0
Bpsqz
1´Bpsqzds
*
for x, y ą 0.(3.63)
The term x ` y in (3.63) comes because the geometric weights in (3.62) are supported on
Zě1 unlike (3.6). Now specialize to A “ 1, introduce rB “ 1{B ´ 1, replace z with z ´ 1 and
rearrange terms in (3.63) to obtain
γpx, yq “ inf
0ăzăinf rB
"
xp1` zq
z
`
ż y
0
rBpsq ` 1rBpsq ´ zds
*
for x, y ą 0.(3.64)
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This is the shape function for a special case of the model in [43, Section 2.4] (with ai “ rBpi{Nq,
νi “ ´ai, and after interchanging the roles of columns/rows). The limiting height function
can be obtained from the shape function in analogy with (3.44) as
hpt, yq “ max
"
sup
zPp0,inf rBq
"
z
1` z
ˆ
t´
ż y
0
rBpsq ` 1rBpsq ´ zds
˙
, 0
**
for t, y ą 0,(3.65)
which is in agreement with [43, (2.10)].
Growing rates. When the Ga,b-process grows sublinearly, the shape function is trivial and
does not capture the order of growth. This is the case, for example, if a and b are unbounded
increasing sequences. However, the precise first-order asymptotics can still be deduced from
Theorem 3.2 in some cases. The next corollary illustrates this with a model taken from [39].
Corollary 3.21. Let η P p0, 1q and assume that ampiq “ iη and bnpjq “ jη for m,n P Zą0,
i P rms, j P rns. Let  ą 0. Then, P-a.s., there exists a (random) L P Zą0 such that
|Ga,bpm,nq ´ p1´ ηq´1pm1´η ` n1´ηq| ď pm1´η ` n1´ηq for m,n P ZěL.
4. Concentration bounds for the last-passage times
As a main step towards the proof of Theorem 3.2, we begin to derive concentration bounds
for Gpm,nq around Ma,bpm,nq under Pa,bm,n for each site pm,nq P Z2ą0.
Writing Bz for the z-derivative note that, for m,n P Zě0,
BzMa,b,zpm,nq “ ´
mÿ
i“1
1
pampiq ` zq2 `
nÿ
j“1
1
pbnpjq ´ zq2(4.1)
B2zMa,b,zpm,nq “
mÿ
i“1
2
pampiq ` zq3 `
nÿ
j“1
2
pbnpjq ´ zq3(4.2)
If m or n is nonzero then the function z ÞÑ Ma,b,zpm,nq is strictly convex on Ia,bm,n due to
the strict positivity of (4.2). Also, if m,n ą 0 then Ma,b,zpm,nq Ñ 8 as z approaches the
boundary values t´min am,min bnu within Ia,bm,n. Hence, there exists a unique minimizer
ζ “ ζa,bpm,nq in (3.3). This is the unique z P Ia,bm,n that satisfies the implicit equation
mÿ
i“1
1
pampiq ` zq2 “
nÿ
j“1
1
pbnpjq ´ zq2 .(4.3)
Note from definition (2.12) that the sums in (4.3) are precisely the variances of pGpm, 0q andpGp0, nq, respectively, under pPa,b,zm,n . Thus, ζ is the unique z-value for which pGpm, 0q andpGp0, nq have the same variance given by
Ca,bpm,nq “
mÿ
i“1
1
pampiq ` ζq2 “
nÿ
j“1
1
pbnpjq ´ ζq2 .(4.4)
The deviations of Gpm,nq from the centering Ma,bpm,nq are naturally expressed below in
terms of this variance.
For brevity, introduce the functions
Aaz pmq “ Ma,b,zpm, 0q “
mÿ
i“1
1
ampiq ` z for m P Zě0 and z P Cr t´ampiq : i P rmsu,(4.5)
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Bbz pnq “ Ma,b,zp0, nq “
nÿ
j“1
1
bnpjq ´ z for n P Zě0 and z P Cr tbnpjq : j P rnsu(4.6)
with the convention that Aaz p0q “ Bbz p0q “ 0 for z P C. Because the concentration bounds
below for site pm,nq P Z2ą0 depend on the parameters a and b only through am and bn, it
causes no loss in generality to assume in this section that
ampiq “ ai and bnpjq “ bj for m,n P Zą0 and i P rms, j P rns
for some real sequences paiqiPZą0 and pbjqjPZą0 .
We first record a concentration bound for pGpm,nq around Ma,bpm,nq under pPa,b,ζm,n .
Lemma 4.1. Let m,n P Zą0 and ζ “ ζa,bpm,nq. Let s ą 0 and p P Zą0. Then there exists
a constant Cp ą 0 (depending only on p) such thatpPa,b,ζm,n  |pGpm,nq ´Ma,bpm,nq| ě s`Ca,bpm,nq˘1{2 ( ď Cps´p.
Proof. Abbreviate C “ Ca,bpm,nq. By the triangle inequality, a union bound and (2.13), the
probability in the statement is at mostpPa,b,ζm,n  |pGpm, 0q ´Aaζ pmq| ` |pGpm,nq ´ pGpm, 0q ´ Bbζ pnq| ě s?C(
ď pPa,b,ζm,n "|pGpm, 0q ´Aaζ pmq| ě s2?C
*
` pPa,b,ζm,n "|pGpm,nq ´ pGpm, 0q ´ Bbζ pnq| ě s2?C
*
“ pPa,b,ζm,n "|pGpm, 0q ´Aaζ pmq| ě s2?C
*
` pPa,b,ζm,n "|pGp0, nq ´ Bbζ pnq| ě s2?C
*
.
Now the result readily follows from definition (4.4) and Lemma A.2. 
An immediate consequence is the next right tail bound.
Lemma 4.2. Let m,n P Zą0. Let s ą 0 and p P Zą0. Then there exists a constant Cp ą 0
(depending only on p) such that
Pa,bm,ntGpm,nq ´Ma,bpm,nq ě s
`
Ca,bpm,nq˘1{2u ď Cps´p.
Proof. Write ζ “ ζa,bpm,nq. Since Pa,bm,n is a projection of pPa,b,ζm,n and Gpm,nq ď pGpm,nq a.s.
under pPa,b,ζm,n , the result follows from Lemma 4.1. 
We now turn to developing a corresponding left tail bound. To this end, first note the
following right tail bound for the last-passage times defined on paths constrained to enter the
bulk at a specific boundary site.
Lemma 4.3. Let m,n P Zą0 and ζ “ ζa,bpm,nq. Let k P rms, l P rns, s ą 0 and p P Zě0.
Then there exists a constant Cp ą 0 (depending only on p) such thatpPa,b,ζm,n tpGpk, 0q `Gk,1pm,nq ěMτk´1a,bpm´ k ` 1, nq `Aaζ pkq ` s`Ca,bpm,nq˘1{2u ď Cps´ppPa,b,ζm,n tpGp0, lq `G1,lpm,nq ěMa,τl´1bpm,n´ l ` 1q ` Bbζ plq ` s`Ca,bpm,nq˘1{2u ď Cps´p.
Proof. By Lemma A.2 and since
řk
i“1pai ` ζq´2 ď Ca,bpm,nq,pPa,b,ζm,n tpGpk, 0q ´Aaζ pkq ě s`Ca,bpm,nq˘1{2u ď Cps´p.
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Write rζ “ ζτk´1a,bpm´ k ` 1, nq. The ordering rζ ď ζ is clear from definition (4.3). Then
Cτk´1a,bpm´ k ` 1, nq “
nÿ
j“1
1
pbj ´ rζq2 ď
nÿ
j“1
1
pbj ´ ζq2 “ C
a,bpm,nq.
Hence, by Lemma 4.2,
Pa,bm,ntGk,1pm,nq ´Mτk´1a,bpm´ k ` 1, nq ě s
`
Ca,bpm,nq˘1{2u ď Cps´p.
The first of the claimed bounds now follows from the triangle inequality and a union bound.
The proof of the second bound is analogous. 
Some of the statements below require an ordering condition on the parameters a and b.
This does not limit the scope of the tail bounds of G, however, because the distribution of G
is invariant under permutations of the parameters as stated in the next lemma.
Lemma 4.4. Let m,n P Zą0. Let σ and τ be permutations on rms and rns, respectively.
Then, for x P R,
Pa,bm,ntGpm,nq ď xu “ Pσa,τbm,n tGpm,nq ď xu.
Proof. One can readily observe this from the formula [13, (12)] for the distribution of G. 
Next comes a comparison of Ma,b with essentially (up to a single boundary term) the cen-
tering for the LPP values considered in Lemma 4.3. Denote the distance from the minimizer
ζ to the boundary of Ia,bm,n by
∆a,bpm,nq “ mintaminm ` ζ, bminn ´ ζu.(4.7)
Lemma 4.5. Let m,n P Zą0, ζ “ ζa,bpm,nq, C “ Ca,bpm,nq and ∆ “ ∆a,bpm,nq. There
exists an absolute constant c ą 0 such that the following statements hold.
(a) Let k P rms. If paiqiPrms is nondecreasing then
Aaζ pk ´ 1q `Mτk´1a,bpm´ k ` 1, nq ´Ma,bpm,nq ď ´c∆C
ˆ
k ´ 1
m
˙2
.
(b) Let l P rns. If pbjqjPrns is nondecreasing then
Bbζ pl ´ 1q `Mτl´1a,bpm,n´ l ` 1q ´Ma,bpm,nq ď ´c∆C
ˆ
l ´ 1
n
˙2
.
Proof. We prove only (a) since the proof of (b) is similar. For z P Ia,bm,n, note the identities
Ma,b,zpm,nq ´Ma,bpm,nq “
mÿ
i“1
1
ai ` z ´
1
ai ` ζ `
nÿ
j“1
1
bj ´ z ´
1
bj ´ ζ
“ pz ´ ζq
"
´
mÿ
i“1
1
pai ` zqpai ` ζq `
nÿ
j“1
1
pbj ´ zqpbj ´ ζq
*
“ pz ´ ζq2
" mÿ
i“1
1
pai ` zqpai ` ζq2 `
nÿ
j“1
1
pbj ´ zqpbj ´ ζq2
*
.(4.8)
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The last equality is obtained by adding
mÿ
i“1
1
pai ` ζq2 ´
nÿ
j“1
1
pbj ´ ζq2 “ 0 to the previous line.
Next note that, for any z P p´amink,m, bminn q,
Aaζ pk ´ 1q `Mτk´1a,bpm´ k ` 1, nq ď Aaζ pk ´ 1q `Mτk´1a,b,zpm´ k ` 1, nq
“ Aaζ pk ´ 1q ´Aaz pk ´ 1q `Ma,b,zpm,nq
“ ´
k´1ÿ
i“1
ζ ´ z
pai ` ζqpai ` zq `M
a,bpm,nq
` pζ ´ zq2
ˆ mÿ
i“1
1
pai ` ζq2pai ` zq `
nÿ
j“1
1
pbj ´ ζq2pbj ´ zq
˙
.
Set z “ ζ ´ cpk ´ 1q∆
m
for some absolute constant c P p0, 1{2s to be selected below. This is
a legitimate value for z since k ď m and ∆ ď aminm ` ζ. Then, using the monotonicity ofpaiqiPrms and bounding term by term, one obtains that
Aaζ pk ´ 1q `Mτk´1a,bpm´ k ` 1, nq ´Ma,bpm,nq
ď ´k ´ 1
m
mÿ
i“1
ζ ´ z
pai ` ζqpai ` zq ` pζ ´ zq
2
ˆ mÿ
i“1
1
pai ` ζq2pai ` zq `
nÿ
j“1
1
pbj ´ ζq2pbj ´ zq
˙
ď ´
ˆ
k ´ 1
m
˙2
c∆
mÿ
i“1
1
pai ` ζq2 `
ˆ
k ´ 1
m
˙2
c2∆2
ˆ mÿ
i“1
2
pai ` ζq3 `
nÿ
j“1
1
pbj ´ ζq3
˙
ď ´
ˆ
k ´ 1
m
˙2
c∆
mÿ
i“1
1
pai ` ζq2 `
ˆ
k ´ 1
m
˙2
c2∆
ˆ mÿ
i“1
2
pai ` ζq2 `
nÿ
j“1
1
pbj ´ ζq2
˙
“ ´
ˆ
k ´ 1
m
˙2
pc´ 3c2q∆
mÿ
i“1
1
pai ` ζq2 “ ´
ˆ
k ´ 1
m
˙2
pc´ 3c2q∆C
The second inequality above uses ai` z ě 12pai` ζq, which follows from c ď 1{2 in the choice
of z. The subsequent steps use (4.4). Let c ă 1{3 and rename c´ 3c2 as c. 
With the aid of the preceding estimates, one can derive the upper bounds below for the
exit probabilities.
Lemma 4.6. Let m,n P Zą0, ζ “ ζa,bpm,nq, C “ Ca,bpm,nq and ∆ “ ∆a,bpm,nq. Let s ą 0
and p P Zą0. Then there exist an absolute constant s0 ą 0 and a constant Cp ą 0 (depending
only on p) such that the following bounds hold subject to the indicated further assumptions.
(a) Let k P Z. Assume that paiqiPrms is nondecreasing, s ě s0 and k ě 1` sm
∆1{2C1{4
. Then
pPa,b,ζm,n tpHpm,nq ě ku ď Cpms´p.
(b) Let l P Z. Assume that pbjqjPrns is nondecreasing, s ě s0 and l ě 1` sn
∆1{2C1{4
. Then
pPa,b,ζm,n tpVpm,nq ě lu ď Cpns´p.
CORNER GROWTH MODEL 35
Proof. We prove only (a) since the proof of (b) is analogous. One may assume that k ď m
since the probability is zero otherwise. Set s0 “ 2c´1{2 where c ą 0 is the absolute constant
in Lemma 4.5(a). Then, by the lemma,
Ma,bpm,nq ´Mτk´1a,bpm´ k ` 1, nq ´Aaζ pkq ě c∆C
ˆ
k ´ 1
m
˙2
´ 1
ak ` ζ
ą cs2?C´?C ě 12cs2
?
C.
Then a union bound combined with the tail bounds in Lemmas 4.1 and 4.3 yieldspPa,b,ζm,n tpHpm,nq “ ku “ pPa,b,ζm,n tpGpm,nq “ pGpk, 0q `Gk,1pm,nqu
ď pPa,b,ζm,n tpGpm,nq ďMa,bpm,nq ´ cs24 ?Cu
` pPa,b,ζm,n tpGpk, 0q `Gk,1pm,nq ě Aaζ pkq `Mτk´1a,bpm´ k ` 1, nq ` cs24 ?Cu
ď Cps´2p.
Now applying the last inequality with another union bound results in
pPa,b,ζm,n tpHpm,nq ě ku ď mÿ
i“k
pPa,b,ζm,n tpHpm,nq “ iu ď Cpms´2p,
which implies the claim in (a). 
The next lemma is a provisional left tail bound for the last-passage times.
Lemma 4.7. Let m,n P Zą0, ζ “ ζa,bpm,nq, C “ Ca,bpm,nq and ∆ “ ∆a,bpm,nq. Let
s ą 0 and p P Zą0. Then there exist an absolute constant s0 ą 0 and a constant Cp ą 0
(depending only on p) such that
Pa,bm,ntGpm,nq ďMa,bpm,nq ´ s∆´1{4C3{8pm` nq1{2u ď Cppm` nqs´p for s ě s0.
Proof. Let k, l P Zą0 and x P R. Note from the definitions (2.3)–(2.4) that, on the eventpHpm,nq ď k and pVpm,nq ď l, the inequality
Gpm,nq ě pGpm,nq ´ pGpk, 0q ´ pGp0, lq
holds. Using this with the union bound leads to
Pa,bm,ntGpm,nq ď xu “ pPa,b,ζm,n tGpm,nq ď xu
“ pPa,b,ζm,n tpHpm,nq ě k ` 1u ` pPa,b,ζm,n tpVpm,nq ě l ` 1u(4.9)
` pPa,b,ζm,n tpGpm,nq ´ pGpk, 0q ´ pGp0, lq ď xu.(4.10)
Let s ě ?s0 where s0 ą 0 denotes the constant from Lemma 4.6. Choose
k “ mintrms2∆´1{2C´1{4s,mu and l “ mintrns2∆´1{2C´1{4s, nu.
By virtue of Lemma 4.4, the sequences paiqiPrms and pbjqjPrns are both nondecreasing without
loss of generality. Also since s2 ě s0, in the case s2∆´1{2C´1{4 ď 1, Lemma 4.6 gives
(4.9) ď Cppm` nqs´p
for some constant Cp ą 0. The last bound also holds trivially in the case s2∆´1{2C´1{4 ą 1
because then (4.9) “ 0 since k “ m and l “ n. Set x “ Ma,bpm,nq ´ y where y “
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cs∆´1{4C3{8pm ` nq1{2 and c ą 0 is an absolute constant to be determined below. Another
union bound yields
(4.10) ď pPa,b,ζm,n tpGpm,nq ďMa,bpm,nq ´ y{2u ` pPa,b,ζm,n tpGpk, 0q ě y{4u
` pPa,b,ζm,n tpGp0, lq ě y{4u.
It follows from definitions (4.4) and (4.7) that C ď mintm,nu∆´2. Using this bound with
Lemma 4.1, one obtains that
pPa,b,ζm,n tpGpm,nq ďMa,bpm,nq ´ y{2u ď CpCp{2yp “ Cp∆p{4Cp{8sppm` nqp{2 ď Cpsppm` nq3p{8 ď Cpsp .
By the Cauchy-Schwarz inequality and and the choices of k and y,
Aaζ pkq “
kÿ
i“1
1
ai ` ζ ď
?
k
" kÿ
i“1
1
pai ` ζq2
*1{2
ď ?k?C ď s∆´1{4C3{8m1{2 ď y
8
,(4.11)
provided that c ě 8. Therefore, by Lemma A.2 and since řki“1pai ` ζq´2 ď C (as noted in
(4.11)),
pPa,b,ζm,n tpGpk, 0q ě y{4u ď pPa,b,ζm,n tpGpk, 0q ě Aaζ pkq ` y{8u ď CppyC´1{2qp “ Cp∆p{4Cp{8sppm` nqp{2 ď Cpsp .
The last step uses C ď m∆´2 once more and drops the factor pm` nq3p{8. In the same vein,pPa,b,ζm,n tpGp0, lq ě y{4u ď Cps´p.
Putting the preceding bounds together results in (4.10) ď Cps´p. Hence,
Pa,bm,ntpGpm,nq ď xu ď (4.9)` (4.10) ď Cppm` nqs´p.
This implies the claim upon replacing s with s{c throughout. 
We next derive a nontrivial left tail bound that does not depend on the location of the
minimizer. One ingredient in our argument is the following set of elementary estimates on
the minimizer with shifted parameters.
Lemma 4.8. Let m,n P Zą0 and ζ “ ζa,bpm,nq.
(a) Assume that m ą 1 and write rζ “ ζτ1a,bpm´ 1, nq. If a1 “ aminm then amin2,m ` rζ ě a1 ` ζ?
2
.
Also, if bminn ´ ζ ď a1 ` ζ?
2
then bminn ´ rζ ď ?2pbminn ´ ζq.
(b) Assume that n ą 1 and write rζ “ ζa,τ1bpm,n ´ 1q. If b1 “ bminn then bmin2,n ´ rζ ě b1 ´ ζ?
2
.
Also, if aminm ` ζ ď b1 ´ ζ?
2
then aminm ` rζ ď ?2paminm ` ζq.
Proof. We only verify (a) since (b) is entirely analogous. A moment of inspecting (4.3)
reveals that rζ ď ζ. Hence, the second and last inequalities in the following derivation. The
first inequality is by the assumption a1 ď amin2,m, and the equality comes again from (4.3).
2
pa1 ` ζq2 ´
1
pamin2,m ` rζq2 ě 1pa1 ` ζq2 ` 1pamin2,m ` ζq2 ´ 1pamin2,m ` rζq2
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ě
mÿ
i“1
1
pai ` ζq2 ´
mÿ
i“2
1
pai ` rζq2 “
nÿ
j“1
1
pbj ´ ζq2 ´
nÿ
j“1
1
pbj ´ rζq2 ě 0.
Hence, amin2,m ` rζ ě a1 ` ζ?
2
as claimed. Using rζ ď ζ and (4.3) also yields
1
pa1 ` ζq2 `
1
pbminn ´ rζq2 ´ 1pbminn ´ ζq2 ě 1pa1 ` ζq2 `
nÿ
j“1
1
pbj ´ rζq2 ´
nÿ
j“1
1
pbj ´ ζq2
“
mÿ
i“2
1
pai ` rζq2 ´
mÿ
i“2
1
pai ` ζq2 ě 0.
Now if
bminn ´ ζ
a1 ` ζ ď
1?
2
then bminn ´ rζ ď ?2pbminn ´ ζq. 
Lemma 4.9. Let m,n P Zą0 and C “ Ca,bpm,nq. Let p P Zą0. Then there exist absolute
constants s0, s1 ą 0 and a constant Cp ą 0 (depending only on p) such that
Pa,bm,ntGpm,nq ďMa,bpm,nq ´ sC1{2pm` nq2{5u ď Cps´p
provided that s0 ď s ď s1paminm ` bminn qC1{2pm` nq´2{5.
Proof. Introduce a threshold 0 ă δ ď paminm ` bminn q{2 to be determined later. Let
K “ mintk P rms : ζτk´1a,bpm´ k ` 1, nq ď bminn ´ δu(4.12)
L “ mintl P rns : ζa,τl´1bpm,n´ l ` 1q ě ´aminm ` δu.(4.13)
Both sets above are nonempty because
ζτm´1a,bp1, nq ď bminn ´ pam ` bminn q{2 ď bminn ´ δ
ζa,τn´1bpm, 1q ě ´aminm ` paminm ` bnq{2 ě ´aminm ` δ,
where the first inequalities on both lines can be readily seen from definition (4.3). Also, since
the intersection p´aminm ,´aminm ` δq X pbminn ´ δ, bminn q is empty, the inequalities K ą 1 and
L ą 1 cannot both hold. Appealing to the row-column symmetry, let us assume that K “ 1
for concreteness.
On account of Lemma 4.4, without loss in generality, the parameters paiqiPrms and pbjqjPrns
can be reordered to be nondecreasing. Work with
δ ď p?2´ 1qpa1 ` b1q(4.14)
here on. Abbreviate ζl “ ζa,τl´1bpm,n´ l ` 1q for l P rLs. Claim:
∆a,τL´1bpm,n´ L` 1q “ minta1 ` ζL, bL ´ ζLu ě δ.(4.15)
The inequality a1 ` ζL ě δ holds by definition (4.13). If L “ 1 then bL ´ ζL “ b1 ´ ζ1 ě δ
since K “ 1. Now consider the case L ą 1. Then a1 ` ζL´1 ă δ and
bL´1 ´ ζL´1 ě b1 ´ ζL´1 “ pa1 ` b1q ´ pa1 ` ζL´1q ě pa1 ` b1q ´ δ ě
?
2δ ě ?2pa1 ` ζL´1q.
Hence, invoking Lemma 4.8(b) with the parameters a, τL´2b and the lattice coordinates m
and n´ L` 2 ą 1 yields
bL ´ ζL ě bL´1 ´ ζL´1?
2
ě δ and a1 ` ζL ď
?
2pa1 ` ζL´1q ď
?
2δ.(4.16)
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The first inequality above completes the verification of (4.15).
Write ∆ “ ∆a,bpm,nq. One can read off from definition (4.3) that the shifted minimizer
ζτk´1a,τl´1bpm ´ k ` 1, n ´ l ` 1q is nonincreasing in k P rms and nondecreasing in l P rns.
Hence, the inequality below.
C “
mÿ
i“1
1
pai ` ζ1q2 ě
mÿ
i“1
1
pai ` ζLq2 “ C
a,τL´1bpm,n´ L` 1q.(4.17)
Now conclude from Lemma 4.7 and the bounds in (4.15) and (4.17) that
(4.18)
Pa,bm,n
 
G1,Lpm,nq ďMa,τL´1bpm,n´ L` 1q ´ uδ´1{4C3{8pm` nq1{2
(
ď Cppm` nqu´p
whenever u ě u0 for some constants u0, Cp ą 0. Let v ą 0 and q P Zě0. By virtue of Lemma
A.2 and since
C “
nÿ
j“1
pbj ´ ζ1q´2 ě
nÿ
j“1
pa1 ` bjq´2,(4.19)
one also has
Pa,bm,ntGp1, L´ 1q ď Bb´a1pL´ 1q ´ v
?
Cu ď Cqv´q(4.20)
for some constant Cq ą 0. Here, interpret Gp1, 0q “ 0 that arises in the case L “ 1.
The next task is to establish that
Ma,bpm,nq ďMa,τL´1bpm,n´ L` 1q ` Bb´a1pL´ 1q ` 4δC.(4.21)
Assume that L ą 1 since (4.21) holds trivially otherwise. One obtains from the second set of
inequalities in (4.16) that
b1 ´ ζL “ pa1 ` b1q ´ pa1 ` ζLq ě pa1 ` b1q ´
?
2δ ě p?2´ 1qpa1 ` b1q ě δ ą 0.(4.22)
Thus, ζL P p´a1, b1q is an admissible z-parameter in the next derivation. Furthermore,
bj ´ ζL
a1 ` bj ě
b1 ´ ζL
a1 ` b1 ě
?
2´ 1 for j P rns(4.23)
by (4.22) and the monotonicity of pbjqjPrns. One now develops from definition (3.3), the second
bound in (4.16) and estimates (4.19) and (4.23) that
Ma,bpm,nq ´Ma,τL´1bpm,n´ L` 1q “Ma,bpm,nq ´Ma,τL´1b,ζLpm,n´ L` 1q
ď Ma,b,ζLpm,nq ´Ma,τL´1b,ζLpm,n´ L` 1q “ BbζLpL´ 1q
“ Bb´a1pL´ 1q `
L´1ÿ
j“1
a1 ` ζL
pa1 ` bjqpbj ´ ζLq
ď Bb´a1pL´ 1q `
?
2δ
L´1ÿ
j“1
1
pa1 ` bjqpbj ´ ζLq
ď Bb´a1pL´ 1q ` 4δ
L´1ÿ
j“1
1
pa1 ` bjq2
ď Bb´a1pL´ 1q ` 4δC,
CORNER GROWTH MODEL 39
which verifies the claim in (4.21).
Now combine (4.18) and (4.20) with a union bound, and then use (4.21) and that Gpm,nq a.s.ě
Gp1, L´ 1q `G1,Lpm,nq to arrive at
Pa,bm,ntGpm,nq ďMa,bpm,nq ´ yu ď Cppm` nqu´p ` Cqv´q,(4.24)
where y “ uδ´1{4C3{8pm ` nq1{2 ` vC1{2 ` 4δC. The terms on the right-hand side become
comparable upon setting δ “ sC´1{2pm ` nq2{5 and v “ spm ` nq2{5 where s “ u4{5. Thus,
s0 can be chosen as u
4{5
0 . For the choice of δ to meet condition (4.14), it suffices to have
s ď p?2´ 1qpa1` b1qC1{2pm`nq´2{5. With the preceding choices, y “ 6sC1{2pm`nq2{5 and
the bound in (4.24) reads
Cppm` nqs´5p{4 ` Cqs´qpm` nq´2q{5.
Enlarging p by a factor 5{4 and choosing q ě 5p{4 makes the first term more dominant than
the second and results in the bound
(4.25) Pa,bm,ntGpm,nq ďMa,bpm,nq ´ 6sC1{2pm` nq2{5u ď Cppm` nqs´p.
Redefining s to be s{6 and adjusting the constant completes the proof. 
5. Proof of Theorem 3.2
Proof of Theorem 3.2. Let 0 ă q ă p. A Borel-Cantelli argument and Lemma 4.2 imply that,
P-a.s., there exists a random M P Zą0 such that
Ga,bpm,nq ďMa,bpm,nq ` pm` nqq`Ca,bpm,nq˘1{2 whenever m` n ěM.(5.1)
Since ζ is at least 12 |Ia,bm,n| away from one of the endpoints of Ia,bm,n “ p´min am,min bnq, one
concludes from definition (4.4) the trivial bound
Ca,bpm,nq ď 4 maxtm,nu|Ia,bm,n|´2.(5.2)
Inserting this into (5.1) yields
Ga,bpm,nq ďMa,bpm,nq ` 2pm` nqq`1{2|Ia,bm,n|´1 whenever m` n ěM.(5.3)
Since q ă p, the upper bound in the theorem follows.
Now the lower bound. Since G
a.s.ě 0, it suffices to consider m,n P Zą0 such that
Ma,bpm,nq ě |Ia,bm,n|´1pm` nq9{10`p.(5.4)
Then, by the Cauchy-Schwarz inequality,
Ca,bpm,nq “ 1
2
" mÿ
i“1
1
pai ` ζq2 `
nÿ
j“1
1
pbj ´ ζq2
*
ě 1
2pm` nq
" mÿ
i“1
1
ai ` ζ `
nÿ
j“1
1
bj ´ ζ
*2
“ M
a,bpm,nq2
2pm` nq ě
1
2
|Ia,bm,n|´2pm` nq4{5`2p,(5.5)
where ζ “ ζa,bpm,nq. Hence,
|Ia,bm,n|C1{2pm` nq´2{5 ě 1?
2
pm` nqp.(5.6)
Let s0, s1 ą 0 denote the absolute constants in Lemma 4.9. By (5.6) and since 0 ă q ă p,
s0 ď pm` nqq ď s1|Ia,bm,n|C1{2pm` nq´2{5 whenever m` n ě N0(5.7)
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for some sufficiently large constant N0 P Zą0. Also, by (5.2),
C1{2pm` nq2{5 ď 2|Ia,bm,n|´1pm` nq9{10.(5.8)
Let u ą 0. By (5.8) and an application of Lemma 4.9 with s “ pm` nqq, one obtains that
PtGa,bpm,nq ďMa,bpm,nq ´ 2|Ia,bm,n|´1pm` nq9{10`qu
ď PtGa,bpm,nq ďMa,bpm,nq ´ pm` nqqpC1{2pm` nq2{5qu ď Cpm` nqqu
whenever m ` n ě N0 and for some constant C ą 0 dependent only on u. The last bound
is summable over Z2ą0 provided that u is sufficiently large. Hence, by the Borel-Cantelli
argument, P-a.s., there exists a random N ě N0 such that
Ga,bpm,nq ěMa,bpm,nq ´ 2|Ia,bm,n|´1pm` nq9{10`q whenever m` n ě N.
This implies the claimed lower bound since q ă p. 
6. Proof of Theorem 3.4
Proof of Theorem 3.4. Fix n P Zą0 for the moment. Since the weights in (3.11) are a.s.
nonnegative, the Gn-process is a.s. coordinatewise nondecreasing. Therefore, P-a.s.,
sup
i,jPZą0
Gnpi, jq “ sup
lPZą0
Gnpln, lnq “ lim
lÑ8Gnpln, lnq “ Gn(6.1)
where the last equality defines Gn.
Consider real parameters ran and rbn subject to (1.10) (with a “ ran and b “ rbn) that also
satisfies ranlnpiq “ ari{ns and rbnlnpiq “ bri{ns for l P Zą0 and i P rlns.
Then ωnpi, jq “ ωran,rbnln,ln pi, jq for i, j P rlns where the right-hand side is given by (2.6) (with
ωm,npi, jq “ ωpi, jq). Hence,
Gnpln, lnq “ Gran,rbnpln, lnq for l P Zą0.(6.2)
From definition (3.3), one has
Mran,rbnpln, lnq “ n inf
zPp´aminl ,bminl q
" lÿ
i“1
1
ai ` z `
lÿ
j“1
1
bj ´ z
*
“ nMa,bpl, lq.(6.3)
Similarly, by definition (4.4),
Cran,rbnpln, lnq “ nCa,bpl, lq for l P Zą0.(6.4)
Since p´aminl , bminl q Ą p´ inf a, inf bq, it is clear from (3.10) that
Ma,bpl, lq ďMa,bp8,8q for l P Zą0.(6.5)
Write z0 “ pinf a ´ inf bq{2 and ζl “ ζa,bpl, lq for l P Zą0. Recalling definitions (4.4) and
(4.7), note also that
∆a,bpl, lq´2 “ maxtpaminl ` ζlq´2, pbminl ´ ζlq´2u ď Ca,bpl, lq “
lÿ
i“1
1
pai ` ζlq2 “
lÿ
j“1
1
pbj ´ ζlq2
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ď max
" lÿ
i“1
1
pai ` z0q2 ,
lÿ
j“1
1
pbj ´ z0q2
*
(6.6)
ď 2
inf a` inf b max
" 8ÿ
i“1
1
ai ` z0 ,
8ÿ
j“1
1
bj ´ z0
*
(6.7)
Bound (6.6) follows upon considering the cases ζl ď z0 and ζl ě z0 separately. The last
inequality uses that z0 is the midpoint of p´ inf a, inf bq. Denote the quantity in (6.7) by
c0 ą 0. By assumption (3.9), c0 ă 8. Now, because ∆a,bpl, lq ě c´1{20 for l P Zą0, there exist
δ ą 0 and L0 P Zą0 such that ζl P I “ p´ inf a` δ, inf b´ δq for l ě L0. Then
Ma,bp8,8q ď inf
zPI M
a,b,zp8,8q
ď inf
zPI M
a,b,zpl, lq `
8ÿ
i“l`1
1
ai ´ inf a` δ `
8ÿ
j“l`1
1
bj ´ inf b` δ(6.8)
The first term equals Ma,bpl, lq for l ě L0 while both series vanish as l Ñ 8 in (6.8).
Combining with (6.5), one concludes that
lim
lÑ8M
a,bpl, lq “Ma,bp8,8q.(6.9)
Let p ą 0. Apply Lemma 4.2 using (6.5) and (6.7) to obtain
PtGnpln, lnq ě nMa,bp8,8q ` sc1{20 n1{2u
ď PtGnpln, lnq ě nMa,bpl, lq ` spCa,bpl, lqq1{2n1{2u ď Cps´p for s ą 0
for some constant Cp ą 0 depending only on p. Passing to the limit lÑ8 results in
PtGn ą nMa,bp8,8q ` sc1{20 n1{2u ď Cps´p for s ą 0(6.10)
on account of (6.1). Let η ą 0. By (6.10) and the Borel-Cantelli argument, P-a.s., there
exists a random L1 P Zą0 such that
Gn ď nMa,bp8,8q ` n1{2`η for n ě L1.
In particular, with η ă 1{2,
lim sup
nÑ8
n´1Gn ďMa,bp8,8q.(6.11)
Note from the bounds culminating in (6.7) that
maxt∆a,bpl, lq´2,Ca,bpl, lqu ď c0 for l P Zą0,
which justifies the first step in the next derivation.
PtGnpln, lnq ď nMa,bpl, lq ´ sc1{20 l1{2n7{8u
ď PtGnpln, lnq ď nMa,bpl, lq ´ sp∆a,bpl, lqq´1{4pCa,bpl, lqq3{8l1{2n7{8u
“ PtGran,rbnpln, lnq ďMran,rbnpln, lnq ´ sp∆ran,rbnpln, lnqq´1{4pCran,rbnpln, lnqq3{8l1{2n1{2u
ď Cplns´p for s ě s0.
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The second step is by (6.2)-(6.4). The final bound is an application of Lemma 4.7 and s0 ą 0
denotes the absolute constant from there. Hence, by the Borel-Cantelli, P-a.s.,
Gn ě Gnpln, lnq ě nMa,bpl, lq ´ l1{2`ηn7{8`η whenever l ` n ě L1
after increasing L1 if necessary. With η ă 1{8, one obtains
lim inf
nÑ8 n
´1Gn ěMa,bpl, lq(6.12)
By (6.9), letting lÑ8, the lower bound in (6.12) matches the upper bound in (6.11). 
7. Proof of Theorem 3.6
The proof is based on Corollary 3.3 and an approximation of the centering Ma,b by the
shape function.
Let α and β be finite, nonnegative Borel measures on R. Fix x, y ą 0. The derivatives of
(3.14) are given by
Bnz Γα,βz px, yq “ xp´1qnn!
ż
R
αpdaq
pa` zqn`1 ` yn!
ż
R
βpdbq
pb´ zqn`1 for z P Cr p´ suppαY suppβq
on account of (A.5). Assume that α and β are nonzero, that (3.15) holds, and suppose
a, b P R satisfy (3.16) and (3.17). Then B2zΓα,βz px, yq ą 0 for z P p´a, bq. Hence, the function
z ÞÑ Γα,βz px, yq is strictly convex on p´a, bq. Consequently, there exists a unique z-value,
denoted with ζα,β,a,bpx, yq, in the closed interval r´a, bs such that the infimum in (3.18) is
given by γα,β,a,bpx, yq “ Γα,βz px, yq. Examining the sign of the first derivative reveals that
ζα,β,a,bpx, yq “
$’’’’’’’’’’&’’’’’’’’’’%
´a if x
ż
R
αpdaq
pa´ aq2 ď y
ż
R
βpdbq
pb` aq2
b if x
ż
R
αpdaq
pa` bq2 ě y
ż
R
βpdbq
pb´ bq2
otherwise, the unique z-value with x
ż
R
αpdaq
pa` zq2 “ y
ż
R
βpdbq
pb´ zq2 .
(7.1)
Recall the definition of ζa,bpm,nq as the unique minimizer in (3.3), described in (4.3).
Lemma 7.1. Assume (3.16), (3.20), (3.21) and that α and β are not zero measures. Let
 ą 0. Then there exists L P Zą0 such that
|ζa,bpm,nq ´ ζα,β,a,bpm,nq| ă  whenever m,n ě L.
Proof. Note that a, b ă 8 since α, β ‰ 0. Pick δ ą 0 such that 2δ ă a` b. Then the interval
r´a` δ, b´ δs is nonempty. By (3.21), there exists L P Zą0 such that
|min am ´ a| ă δ and |min bn ´ b| ă δ for m,n ě L.
In particular, r´a ` δ, b ´ δs Ă Ia,bm,n for m,n ě L. Hence, it follows from assumption (3.20)
and Lemma A.5 that
lim
mÑ8
1
m
mÿ
i“1
1
ampiq ` z “
ż
R
αpdaq
a` z and limnÑ8
1
n
nÿ
j“1
1
bnpjq ´ z “
ż
R
βpdbq
b´ z
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uniformly in z P r´a` δ, b´ δs. Since the Cauchy transform produces holomorphic functions,
the uniform convergence on compact sets also holds for derivatives. Thus, for any k P Zą0,
lim
mÑ8
1
m
mÿ
i“1
1
pampiq ` zqk “
ż
R
αpdaq
pa` zqk and limnÑ8
1
n
nÿ
j“1
1
pbnpjq ´ zqk “
ż
R
βpdbq
pb´ zqk
uniformly in z P r´a` δ, b´ δs. Increase L P Zą0 if necessary to have
(7.2)
ˇˇˇˇ mÿ
i“1
1
pampiq ` zq2 ´m
ż
R
αpdaq
pa` zq2
ˇˇˇˇ
ă mc
and
ˇˇˇˇ nÿ
j“1
1
pbnpjq ´ zq2 ´
ż
R
βpdbq
pb´ zq2
ˇˇˇˇ
ă nc
whenever m,n ě L and z P r´a` δ, b´ δs, where c ą 0 is a constant to be chosen below.
Work with m,n ě L below. To prove the claim of the lemma, argue by contradiction.
Consider the case ζa,bpm,nq ě ζα,β,a,bpm,nq `  first. Put z “ ζα,β,a,bpm,nq ` {2. Then
z ě ´a`{2 and z ď ζa,bpm,nq´{2 ď min bn´{2 ď b`δ´{2. Therefore, z P r´a`δ, b´δs
provided that δ ď {4. Recalling (4.3), z ă ζa,bpm,nq and (7.2) imply that
(7.3)
0 ě ´
mÿ
i“1
1
pampiq ` zq2 `
nÿ
j“1
1
pbnpjq ´ zq2
ě ´m
ż
R
αpdaq
pa` zq2 ` n
ż
R
βpdbq
pb´ zq2 ´ cpm` nq.
The function f : rζα,β,a,bpm,nq, zs Ñ R given by
fpsq “ BsΓα,βs pm,nq “ ´m
ż
R
αpdaq
pa` sq2 ` n
ż
R
βpdbq
pb´ sq2
is differentiable in the interior and continuous up to the boundary of its domain. Con-
tinuity at the endpoint ζα,β,a,bpm,nq holds even when ζα,β,a,bpm,nq “ ´a because thenş
Rpa´aq´2αpdaq ă 8, see (7.1). By the mean-value theorem, there exists s P pζα,β,a,bpm,nq, zq
such that
fpzq “ fpζα,β,a,bpm,nqq ` 1
2
f 1psq ě m
ż
R
αpdaq
pa` sq3 ` n
ż
R
βpdbq
pb´ sq3
ě m
ż
R
αpdaq
pa` bq3 ` n
ż
R
βpdbq
pb` aq3 ě 2cpm` nq.
The first inequality above holds because fpζα,β,a,bpm,nqq “ 0 if ζα,β,a,bpm,nq P p´a, bq, and
fpζα,β,a,bpm,nqq ě 0 if ζα,β,a,bpm,nq “ ´a. Note that ζα,β,a,bpm,nq ă b in the present case.
The second inequality is monotonicity, and the last inequality comes from choosing c ą 0
small enough. Combining this with (7.3) gives the contradiction
0 ě fpzq ´ cpm` nq ě cpm` nq.
Likewise, the case ζa,bpm,nq ď ζα,β,a,bpm,nq ´  results in a contradiction. The proof of
Lemma 7.1 is complete. 
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Lemma 7.2. Assume (3.16), (3.20) and (3.21). Let  ą 0. Then there exists L P Zą0 such
that
|Ma,bpm,nq ´ γα,β,a,bpm,nq| ď pm` nq whenever m,n P ZěL.
Proof. Abbreviate ζ “ ζa,bpm,nq and ζ “ ζα,β,a,bpm,nq. Assume further that a, b ă 8. As
in the preceding proof, pick δ ą 0 and L P Zą0 such that 2δ ă a`b and r´a`δ, b´δs Ă Ia,bm,n
for m,n ě L. Let z P p´a` δ, b´ δq. By (3.21), after increasing L if necessary,
(7.4) ampiq ` z ě δ and bnpjq ´ z ě δ for m,n ě L and i P rms, j P rns.
Hence, using definition (4.4), identity (4.8) and bound (5.2), one obtains that
0 ď Ma,b,zpm,nq ´Ma,bpm,nq(7.5)
“ pz ´ ζq2
" mÿ
i“1
1
pampiq ` zqpampiq ` ζq2 `
nÿ
j“1
1
pbnpjq ´ zqpbnpjq ´ ζq2
*
ď 2δ´1pz ´ ζq2Ca,bpm,nq
ď 8pz ´ ζq
2pm` nq
δpinf a` inf bq2 .(7.6)
The denominator is nonzero by (3.16) and (3.21). Analogously one derives
0 ď Γα,βz pm,nq ´ γα,β,a,bpm,nq(7.7)
“ pz ´ ζ q2
"
m
ż
R
αpdaq
pa` zqpa` ζ q2 ` n
ż
R
βpdbq
pb´ zqpb´ ζ q2
*
ď 2δ´1pz ´ ζ q2
"
m
ż
R
αpdaq
pa` ζ q2 ` n
ż
R
βpdbq
pb´ ζ q2
*
ď 8pz ´ ζ q
2pm` nq
δpinf a` inf bq2 .(7.8)
The second inequality above uses pinf suppαq ` z ě δ and pinf suppβq ´ z ě δ, which comes
from combining (7.4) with (3.17), (3.20) and (3.21). For the last inequality, observe from
(7.1) thatż
R
αpdaq
pa` ζ q2 `
ż
R
βpdbq
pb´ ζ q2 ď 2
ˆ
1tζ ď b´a2 u
ż
R
βpdbq
pb´ ζ q2 ` 1tζ ą
b´a
2 u
ż
R
αpdaq
pa` ζ q2
˙
ď 8pa` bq2 .
To verify the claim of the lemma, first consider the case that α and β are not zero measures.
Choose δ sufficiently small such that 40δpinf a`inf bq´2 ă {2. Then pick L P Zą0 sufficiently
large such that
|ζ ´ ζ | ď δ and |Ma,b,zpm,nq ´ Γα,βz pm,nq| ď 12pm` nq(7.9)
whenever m,n ě L and z P r´a` δ, b´ δs. Such L exists by virtue of Lemmas 7.1 and A.5.
Set z “ mintmaxtζ ,´a` δu, b´ δu. Then z P r´a` δ, b´ δs and |z´ζ | ď δ. Furthermore,
|z ´ ζ| ď |z ´ ζ | ` |ζ ´ ζ| ď 2δ if m,n ě L. Now putting together (7.5)–(7.9) via the triangle
inequality leads to
|Ma,bpm,nq ´ γα,β,a,bpm,nq| ď |Ma,b,zpm,nq ´Ma,bpm,nq| ` |Γα,βz pm,nq ´ γα,β,a,bpm,nq|
` |Ma,b,zpm,nq ´ Γα,βz pm,nq|
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ď 40δpm` nqpinf a` inf bq2 `

2
pm` nq ď pm` nq
whenever m,n ě L.
Now assume that β “ 0. Then, as noted in (3.24),
γα,β,a,bpx, yq “ x
ż
R
αpdaq
a` b for x, y ą 0.
By another appeal to Lemma A.5, increase L if necessary to haveˇˇˇˇ mÿ
i“1
1
ampiq ` b` δ ´m
ż
R
αpdaq
a` b` δ
ˇˇˇˇ
ď m
2
for m ě L.
Then
Ma,bpm,nq ě
mÿ
i“1
1
ampiq `min bn ě
mÿ
i“1
1
ampiq ` b` δ ě m
ż
R
αpdaq
a` b` δ ´
m
2
“ m
ż
R
αpdaq
a` b ´mδ
ż
R
αpdaq
pa` bqpa` b` δq ´
m
2
ě m
ż
R
αpdaq
a` b ´
mδ
pinf a` inf bq2 ´
m
2
ě m
ż
R
αpdaq
a` b ´ m “ γ
α,β,a,bpm,nq ´ m
for m,n ě L. The second-last inequality comes from inf a ď inf suppα and inf b ď min bn Ñ
b.
For the complementary bound, choose L larger if necessary such that
min bn P rb´ δ{2, b` δ{2s and
nÿ
j“1
1
bnpjq ´ b` δ{2 ď
n
2
for n ě L(7.10)
ˇˇˇˇ mÿ
i“1
1
ampiq ` b´ δ{2 ´m
ż
R
αpdaq
a` b´ δ{2
ˇˇˇˇ
ď m
2
for m ě L,(7.11)
where we invoke Lemma A.5 again. Then, for m,n ě L, one obtains that
Ma,bpm,nq ď
mÿ
i“1
1
ampiq `min bn ´ δ `
nÿ
j“1
1
bnpjq ´min bn ` δ
ď
mÿ
i“1
1
ampiq ` b´ 3δ{2 `
nÿ
j“1
1
bnpjq ´ b` δ{2
ď m
ż
R
αpdaq
a` b´ 3δ{2 `

2
pm` nq
“ γα,β,a,bpm,nq ` 3δm
2
ż
R
αpdaq
pa` bqpa` b´ 3δ{2q `

2
pm` nq
ď γα,β,a,bpm,nq ` 6δmpinf a` inf bq2 `

2
pm` nq ď γα,β,a,bpm,nq ` pm` nq.
The first inequality above is by definition (3.3). The next two inequalities are due to (7.10)-
(7.11). For the second-last inequality, first use a ě inf suppα ě a and δ ď a ` b, and then
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recall a ` b ě inf a ` inf b. This completes the case β “ 0. The case α “ 0 is handled
similarly.
The preceding paragraph also includes the cases a “ 8, b ă 8 and a ă 8, b “ 8.
Therefore, the only remaining case is a “ b “ 8 which implies that γα,β,a,b “ 0. Pick any
z0 P p´ inf a, inf bq. Since α, β “ 0 now, by Lemma A.5,
Ma,bpm,nq ď Ma,b,z0pm,nq ď pm` nq for m,n ě L
after increasing L if necessary. This completes the proof. 
Proof of Theorem 3.6. This is immediate from Theorem 3.2 and Lemma 7.2. 
8. Proofs of Theorem 3.7 and Corollaries 3.8 and 3.9
Proof of Theorem 3.7. Due to the symmetry, only (a) is proved below. Write p “ infnPS min bn.
Introduce a small parameter η ą 0 such that 2η ă inf a`p. Since |Ia,bm,n| “ min am`min bn ě
inf a` p ą η for m P Zą0 and n P S, it follows from Theorem 3.2 that, P-a.s., there exists a
random L P Zą0 such that
|Ga,bpm,nq ´Ma,bpm,nq| ď pm` nq for m P Zą0 and n P S with m` n ě L.(8.1)
By the first limit in (3.20) and Lemma A.5, there exists K P Zą0 such thatˇˇˇˇ mÿ
i“1
1
ampiq ` z ´m
ż
R
αpdaq
a` z
ˇˇˇˇ
ď m whenever m ě K and z P rp´ η, p` 4´1s.(8.2)
The range of z in (8.2) can be extended to rp´η,8q since the terms pampiq` zq´1 for i P rms
and the integrand pa ` zq´1 are bounded from above by pinf a ` zq´1 which is less than {4
for z ě p` 4{.
Choose K ě L, take m ě K and n P S below. Write ζ “ ζa,bpm,nq. By definition (3.3),
(8.2) and since maxtζ, pu ď min bn, one has the lower bound
Ma,bpm,nq ě
mÿ
i“1
1
ampiq ` ζ ě
mÿ
i“1
1
ampiq `min bn ě m
ż
R
αpdaq
a`min bn ´ m.(8.3)
For a complementary upper bound, noting that min bn ´ η P Ia,bm,n, develop
Ma,bpm,nq ď Ma,b,minbn´ηpm,nq “
mÿ
i“1
1
ampiq `min bn ´ η `
nÿ
j“1
1
bnpjq ´min bn ` η
ď m
ż
R
αpdaq
a`min bn ´ η ` m`
n
η
“ m
ż
R
αpdaq
a`min bn `mη
ż
R
αpdaq
pa`min bnqpa`min bn ´ ηq ` m`
n
η
ď m
ż
R
αpdaq
a`min bn ` 2mη
ż
R
αpdaq
pa`min bnq2 ` m`
n
η
.
The first two inequalities above come again from (3.3) and (8.2). The last inequality comes
from 2η ă inf a ` min bn ď inf suppα ` min bn where we appealed to the assumption that
the first limit in (3.20) holds. With η ď  and n ď ηm, one then has
Ma,bpm,nq ď m
ż
R
αpdaq
a`min bn ` Cm,(8.4)
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where C “ 2` 2 şRpa`min bnq´2αpdaq.
Choose δ “ mint1, ηu. Combining the bounds from (8.1), (8.3) and (8.4) with the triangle
inequality results inˇˇˇˇ
Ga,bpm,nq ´m
ż
R
αpdaq
a`min bn
ˇˇˇˇ
ď pm` nq ` Cm ď mp1` δ ` Cq ď p2` Cqm
for m P ZěK and n P S with n ď δm. The result follows upon replacing  with p2 ` Cq´1
throughout. 
Proof of Corollary 3.8. Assumptions (3.16) and (3.21) imply that inf a ` inf b ą 0. Since
(3.20) is also assumed, both parts of Theorem 3.7 hold with S “ Zą0. The conclusion then
follows from (3.21) and the continuity of Aα and Bβ. 
For the proof of Corollary 3.9, we record the following upper bounds matching (3.26) close
to the axes.
Lemma 8.1. Let γα,β,a,b denote the function in (3.18). Let  ą 0. Then there exists δ ą 0
such that
γα,β,a,bpx, yq ď xAαpbq ` x for x, y ą 0 with y ď δx
γα,β,a,bpx, yq ď yBβp´aq ` y for x, y ą 0 with x ď δy.
Proof. If b ă 8 then, by continuity of Aα, there exists 0 ă η ă pa` bq{2 such that
Aαpb´ ηq ď Aαpbq ` 
2
.
The last bound also holds if b “ 8. Then, by definition (3.18),
γα,β,a,bpx, yq ď Γα,βb´ηpx, yq “ xAαpb´ ηq ` yBβpb´ ηq ď xAαpbq `
x
2
` y
η
ď xAαpbq ` x for x, y ą 0 with y ď xη
2
.(8.5)
For the third step above, pb´ b` ηq´1 ď η´1 for b ě inf suppβ due to the second inequality
in (3.17). Hence, the first claimed bound holds with δ “ η
2
. The second bound follows
similarly. 
Proof of Corollary 3.9. By Theorem 3.6, P-a.s., there exists a random L P Zą0 such that
|Ga,bpm,nq ´ γα,β,a,bpm,nq| ď pm` nq for m,n P ZěL.
Note that the assumptions of Theorem 3.7 hold with S “ Zą0. Therefore, P-a.s., there exist
a random K P Zą0 and a deterministic δ ą 0 such that
|Ga,bpm,nq ´Aαpmin bnq| ď m2 for m P ZěK and n P Zą0 with n ď δm
|Ga,bpm,nq ´ Bβp´min amq| ď n2 for n P ZěK and m P Zą0 with m ď δn.
By Lemma 8.1 and (3.26), choosing δ smaller and K larger if necessary,
0 ď γα,β,a,bpx, yq ´ xAαpbq ď x
2
for x, y P Rą0 with y ď δx
0 ď γα,β,a,bpx, yq ´ yBβp´aq ď y
2
for x, y P Rą0 with x ď δy.
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Pick δ ă 1 and set N “ p1` δ´1qmaxtK,Lu. Claim: If (3.29) holds then
Ga,bpm,nq ď γα,β,a,bpm,nq ` pm` nq for m,n P Zą0 with m` n ě N.(8.6)
This is clear from the choice of L if m,n ě L. If n ă L then m ě K and n ď δm, and it
follows from the triangle inequality, Aαpmin bnq ď Aαpbq and the choices of K and δ that
Ga,bpm,nq ´ γα,β,a,bpm,nq “ pGa,bpm,nq ´mAαpbqq ` pγα,β,a,bpm,nq ´mAαpbqq
ď pGa,bpm,nq ´mAαpmin bnqq ` pγα,β,a,bpm,nq ´mAαpbqq
ď m
2
` m
2
“ m.
The case m ă L is similar. This gives (a), and (b) follows similarly.
To prove (c), assume that Aαpmin bnq ą Aαpbq since the other case is similar. Then, for
m P ZěK and n P Zą0 with n ď mδ, one has
Ga,bpm,nq ´ γα,β,a,bpm,nq “ mpAαpmin bnq ´Aαpbqq ´ pγα,β,a,bpm,nq ´mAαpbqq
` pGa,bpm,nq ´mAαpmin bnqq
ě mpAαpmin bnq ´Aαpbqq ´ m.
The proof of (d) is similar. 
9. Proof of Theorem 3.10
Lemma 9.1. Assume (3.15)-(3.17). Then
(a) Rα,β,a,b Ă tpx, yq P R2ą0 : xAαpbq ď 1 and yBβp´aq ď 1u
(b) Rα,β,a,b Ą tpx, yq P R2ą0 : 2px` yq ď a` bu.
Proof. (3.26) implies (a). If a, b ă 8 then taking z “ 1
2
pb´ aq in (3.18) gives
γα,β,a,bpx, yq ď 2px` yq
a` b for x, y P Rą0.
This bound also trivially holds if a “ 8 or b “ 8 by (3.25). Hence, (b). 
Lemma 9.2. Assume (3.16), (3.20) and (3.21). Let S denote the set from (3.34), and A and
B be given by (3.35). Then there exists a constant C0 ą 0 such that the following hold .
(a) S X pRα,β,a,b Y Iα,β,A,Bq Ă r0, C0s2.
(b) P-a.s., S X t´1Ra,bt Ă p0,maxtC0,Kt´1us2 for t ą 0 and some random K P Zą0.
Proof. Let t ą 0 and px, yq P S X pRα,β,a,b Y Iα,β,A,B Y t´1Ra,bt q. By symmetry, it suffices to
bound x from above assuming x ě y. If α “ 0 or b “ 8 then x ď C by definition (3.34).
Assume now that α ‰ 0 and b ă 8. The latter implies that B ă 8 in view of (3.21).
This and monotonicity give 0 ă AαpBq ď Aαpbq. If px, yq P Rα,β,a,b then, by Lemma 9.1(a),
x ď Aαpbq´1 ă 8. If px, yq P Iα,β,A,B then x ď AαpBq´1 ă 8 by definition (3.33). Hence,
(a).
Turn to the remaining case px, yq P t´1Ra,bt . Let η ą 0 to be chosen below. By Theorems
3.6 and 3.7, P-a.s., there exist random K,L P Zą0 with K ě L such that
Ga,bpm,nq ě γα,β,a,bpm,nq ` ηpm` nq for m,n P ZąL(9.1)
Ga,bpm,nq ě mAαpmin bnq ` ηm for m P ZěK and n P rLs.(9.2)
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To prove (b), one may assume that tx ą K. If ty ą L then, by monotonicity, homogeneity,
(9.1) and since x ě y,
γα,β,a,bpx, yq “ t´1γα,β,a,bptx, tyq ď t´1γα,β,a,bprtxs, rtysq ď t´1tGa,bprtxs, rtysq ` ηprtxs` rtysqu
ď 1` ηp1` 1{Lqpx` yq ď 1` 4ηx.(9.3)
Combining the last bound with (3.26) and using monotonicity yield
xAαpBq ď xAαpbq ď 1` 4ηx.(9.4)
If ty ď L then, by monotonicity and (9.2),
xAαpBq ď t´1rtxsAαpmin brtysq ď t´1Ga,bprtxs, rtysq ` ηt´1rtxs ď 1` 2ηx.(9.5)
Since AαpBq ą 0, one then has x ď 2AαpBq´1 in both cases upon taking η sufficiently small.
Hence, (b). 
Lemma 9.3. Assume (3.16), (3.20) and (3.21). Let S be given by (3.34), and define St “
S X R2ět for t ą 0. Let 0 ă  ă 1. Then, P-a.s., there exists a random L P Zą0 such that
SL{t X p1´ qRα,β,a,b Ă SL{t X t´1Ra,bt Ă SL{t X p1` qRα,β,a,b for t P Rą0.
Proof. Introduce δ ą 0 to be tuned later. By Theorem 3.6, P-a.s., there exists a random
L P Zą0 such that
|Ga,bpm,nq ´ γα,β,a,bpm,nq| ď δpm` nq for m,n P ZěL.(9.6)
Fix t P Rą0. Assume that px, yq P SL{tX p1´ qRα,β,a,b. Choosing L large enough, one has
x, y ď C0 where C0 ą 0 is the constant from Lemma 9.2. By (9.6), monotonicity, homogeneity
and that L{t ď x, y ď C0,
Ga,bprtxs, rtysq ď γα,β,a,bprtxs, rtysq ` δprtxs` rtysq ď tp1` 1{Lqpγα,β,a,bpx, yq ` δpx` yqq
ď tp1` 1{Lqp1´ ` 2δC0q ď t.
The last line inequality holds provided that δ is sufficiently small and L is sufficiently large.
Hence, px, yq P SL{t X t´1Ra,bt . Assuming this and arguing as in (9.3) also lead to
γα,β,a,bpx, yq ď 1` δp1` 1{Lqpx` yq ď 1` 4δC0 ď 1` (9.7)
for sufficiently small δ. Hence, px, yq P SL{t X p1` qRα,β,a,b. 
Lemma 9.4. Assume (3.16), (3.20) and (3.21). Let S, A and B be given by (3.34) and
(3.35). Let 0 ă  ă 1. Then, P-a.s., there exist deterministic M,N P Zą0 and random
K P Zą0, T P Rą0 such that the following hold for px, yq P R2ą0 and t P RěT .
(a) If px, yq P S X t´1Ra,bt and ty ď K then xAαpBq ď 1 ` . If xAαpBq ď 1 ´  and
x1tα“0uYtb“8u ď C then px,Nt´1q P S X t´1Ra,bt .
(b) If px, yq P S X t´1Ra,bt and tx ď K then yBβp´Aq ď 1 ` . If yAαpBq ď 1 ´  and
y1tβ“0uYta“8u then pMt´1, yq P S X t´1Ra,bt .
Proof. Due to the symmetry, we only prove (a). Let η ą 0 to be chosen below. By Theorem
3.7 and Corollary 3.8, P-a.s., there exist a deterministic 0 ă δ ď 1 and a random K P Zą0
such that
|Ga,bpm,nq ´mAαpmin bnq| ď ηm for m P ZěK , n P Zą0 with n ď δm(9.8)
|Ga,bpm,nq ´ nBβp´min amq| ď ηn for n P ZěK ,m P Zą0 with m ď δn.(9.9)
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Fix t P RěT . Assume that px, yq P SXt´1Ra,bt and ty ď K. Let C0 ą 0 denote the constant
from Lemma 9.2. If δtx ě K then, by (9.8) and arguing as in (9.5),
xAαpBq ď 1` 2ηx ď 1` 2ηC0 ď 1` (9.10)
for sufficiently large K and sufficiently small η.
To prove the second claim in (a), assume now that xAαpBq ď 1´ and x1tα“0uYtb“8u ď C.
The assumptions again imply that x ď C0 by Lemma 9.2. By continuity, there exists N P Zą0
such that Aαpmin bN q ď AαpBq ` η. Work with K ě N . If δtx ě K then
Ga,bprtxs, Nq ď rtxsAαpmin bN q ` ηrtxs ď p1` 1{KqtxpAαpmin bN q ` ηq
ď p1` 1{KqtxpAαpBq ` 2ηq ď p1` 1{Kqtp1´ ` 2ηC0q.
After choosing η sufficiently small and K sufficiently large, the last term is at most t. If
δtx ă K then x ď Kδ´1t´1 ď Kδ´1T´1 ď T ď t upon taking T sufficiently large. 
Proof of Theorem 3.10. Corresponding to the given  ą 0, P-a.s., there exist L P Zą0 as in
Lemma 9.3 and K,M,N P Zą0, T P Rą0 as in Lemma 9.4. Take t ě T below. Let C0 ą 0
denote the constant from Lemma 9.2. To prove (a), it suffices to show that
dHpS X t´1Ra,bt , S X pRα,β,a,b Y Iα,β,A,Bqq ď C0(9.11)
for sufficiently large T . The arguments in (9.11) are closed subsets of R2ě0. The second
argument is nonempty and bounded by Lemmas 9.1(b) and 9.2(a). The same is true for the
first argument with large enough T by Lemma 9.2(b) and the first containment in Lemma
9.3. Hence, the left-hand side in (9.11) makes sense per definition of the Hausdorff metric in
Subsection A.4.
To obtain (9.11), first pick px, yq P S X t´1Ra,bt . Put
x1 “ p1` q´1x1ttxěKu and y1 “ p1` q´1y1ttyěKu.
If tx, ty ě K then Lemma 9.3 implies that px1, y1q P S XRα,β,a,b. If tx ă K or ty ă K then
Lemma 9.4 yields px1, y1q P S X Iα,β,A,B. Furthermore, 0 ď x´ x1, y ´ y1 ď C0. Assume now
that px, yq P S X pRα,β,a,b Y Iα,β,A,Bq. Put
x1 “ p1´ qx1ttxěKu ` Mt 1ttxăKu and y
1 “ p1´ qy1ttyěKu ` Nt 1ttyăKu.
Then px1, y1q P S X t´1Ra,bt by Lemma 9.3 if tx, ty ě K with K ě p1 ´ qL and by Lemma
9.4 otherwise. Furthermore, |x ´ x1|, |y ´ y1| ď C0 by taking T large enough. Hence, (9.11)
is proved.
Turn to (b) now. Let δ ą 0 to be chosen later. By Lemma A.6 and uniform continuity,
there exists η ą 0 such that
|γα,β,a,bpu, vq ´ γα,β,a,bpu1, v1q| ď δ(9.12)
for pu, vq, pu1, v1q P r0, 2s2 with maxt|u´ u1|, |v ´ v1|u ď η.
Let px, yq P S X p1 ´ qRα,β,a,b. If (3.29) holds then, by Corollary 3.9(a), there exists a
random L ą 0 such that
Ga,bpm,nq ´ γα,β,a,bpm,nq ď δpm` nq for m,n P Zą0 with m` n ě L.(9.13)
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Choose T ě maxi,jPrLsGa,bpi, jq, and take t ě T below. If tpx`yq ě L then, by (9.12)-(9.13),
monotonicity, homogeneity and because x, y ď C0, one obtains that
Ga,bprtxs, rtysq ď γα,β,a,bprtxs, rtysq ` δprtxs` rtysq ď γα,β,a,bptx` 1, ty ` 1q ` 2δptx` tyq
ď tpx` yq
"
γα,β,a,b
ˆ
x
x` y `
1
L
,
y
x` y `
1
L
˙
` 2δ
*
ď tγα,β,a,bpx, yq ` 3tδpx` yq ď tp1´ ` 6δC0q ď t
provided that L is sufficiently largeand δ is sufficiently small. The last bound also holds if
tpx` yq ă L by the choice of T . Hence, px, yq P S X t´1Ra,bt as claimed.
Suppose now that (3.29) fails. Consider the case β ‰ 0 and min am ă a for some m P Zą0.
With  ď 0 “ 1
2
pBβp´aq´1 ´ Bβp´min amq´1q, one has
v “ 1´ 2
Bβp´aq ą
1
Bβp´min amq .
It then follows from (3.43) that, P-a.s., there exists a random T0 ą 0 such that pmt´1, vq R
t´1Ra,bt for t ě T0. Since limtÑ8 γ
α,β,a,bpmt´1, vq “ 1 ´ 2 by (3.36), after increasing T0 if
necessary, one also has pmt´1, vq P p1 ´ qRα,β,a,b. Finally, with C ě Bβp´aq´1 and taking
T0 ě mBβp´aq, one has pmt´1, vq P S. The case α ‰ 0 and min bn ă b for some n P Zą0 is
treated similarly. The proof of (b) is now complete.
The proof of (c) is analogous. 
10. Proofs of Theorems 3.11 and 3.12
Proof of Theorem 3.11. We prove only the estimate for the flux process. The estimate for the
height process can be obtained in the same manner, and then the estimate for the particle
locations is immediate.
Introduce a constant c ą 0 to be chosen later. By Theorem 3.6, P-a.s., there exists L0 P Zą0
such that
|Ga,bpm,nq ´ γα,β,a,bpm,nq| ď cpm` nq for m,n P ZěL0 .(10.1)
Choose L P Zą0 with L ą 2L0 maxt1, ´1u. Fix m ě L and t P Rě0 below. Consider
j P Zą0 with j ą fα,β,a,bpm, tq ` pm ` tq. Then, by definition of the flux process and
rearranging terms,
pm` jqAαpzq ` jBβpzq ą t` pAαpzq ` Bβpzqqpt` jq for z P p´a, bq.(10.2)
In particular, t ă c0pm ` jq for some constant c0 ą 0. Now setting z “ ζα,β,a,bpm ` j, jq in
(10.2), using monotonicity of Aα and Bβ and the bound on t, one obtains that
γα,β,a,bpm` j, jq “ pm` jqAαpζq ` jBβpζq ą t` pAαpbq ` Bβp´aqqpc0pm` jq ` jq
ą t` c1pm` 2jq
for some constant c1 ą 0. Since j ě L0, choosing c ď c1 yields
Ga,bpm` j, jq ě γα,β,a,bpm` j, jq ´ c1pm` 2jq ą t
in view of (10.1). Then it follows from the choice of m that
Fa,bpm, tq ď fα,β,a,bpm, tq ` pm` tq.(10.3)
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For the lower bound, it suffices to consider the case fα,β,a,bpm, tq ě pm` tq since the flux
process is nonnegative. Now consider j P Zą0 with L0 ď j ă fα,β,a,bpm, tq ´ pm ` tq{2.
Such j exists since the right-hand side is greater than L0. By definition (3.44), there exists
z P p´a, bq such that
pm` jqAαpzq ` jBβpzq ă t´ 
2
pAαpzq ` Bβpzqqpt` jq.(10.4)
In particular, t ě jpAαpzq ` Bβpzqq ě jpAαpbq ` Bβp´aqq. Then, by (10.4),
γα,β,a,bpm` j, jq ă t´ c2pm` 2jq(10.5)
for some constant c2 ą 0. Now choosing c ď c2 yields
Ga,bpm` j, jq ď γα,β,a,bpm` j, jq ` c2pm` 2jq ă t.(10.6)
One then concludes from the choice of m that
Fa,bpm, tq ě fα,β,a,bpm, tq ´ 
2
pm` tq. 
Proof of Theorem 3.12. Abbreviate A “ Aαpmin bnq. Assume that  ď 1 and let 0 ă c ă
mintA,A2u. By Theorem 3.7, there exists K P Zą0 such that
|Ga,bpm,nq ´mA| ď cm for m ě ZěK .(10.7)
Pick T ě K{ and let t ě T below.
If m P Zą0 with m ą tp1{A` q then m ě K and, by (10.7),
Ga,bpm,nq ě mpA´ cq ą tp` 1{AqpA´ cq “ t` tpA´ c{A´ cq ą t
Hence, Ha,bpn, tq ď tp1{A ` q. Now assuming 2 ă 1{A, let m P ZěK with m ď tp1{A ´ q
noting that the right-hand side is at least K. Therefore, by (10.7),
Ga,bpm,nq ď mpA` cq ă tp1{A´ qpA` cq “ t´ tpA´ c{A´ cq ă t.
Hence, Ha,bpn, tq ě tp1{A´ q. 
11. Proofs of Corollaries 3.13-3.21
Proof of Corollary 3.13. Conditions (3.16) and (3.21) hold with a “ inf a and b “ inf b. 
Proof of Corollary 3.14. By periodicity, (3.8) holds since inf a “ amink and inf b “ bminl . Also,
(3.20) holds with the empirical measures α “ αak and β “ βbl defined at (3.19). Hence,
Corollary (3.13) applies. 
Proof of Corollary 3.15. The ergodic theorem implies that (3.16), (3.20) and (3.21) hold with
measures α, β and a “ inf suppα, b “ inf suppβ. 
Proof of Corollary 3.16. By (3.21), for sufficiently large m,n P Zą0, one has z, w P Ia,bm,n and
the last-passage times in the claimed bounds make sense. Define two collections of parameters
´za and wb by
p´zaqmpiq “ ´z1ti“1u ` 1tią1uampi´ 1q and pwbqnpjq “ w1tj“1u ` 1tją1ubnpj ´ 1q
for m,n P Zą0 and i P rms, j P rns. Observe that tpGa,b,w1,0 pm,n ´ 1q : m,n P Zą0u and
tpGa,b,z0,1 pm´1, nq : m,n P Zą0u can be regarded as bulk LPP process with parameters pa, wbq
and p´za,bq, respectively. By (3.20), the limiting empirical measures for ´za and wb are
α and β, respectively. Furthermore, minp´zaqm “ ´z and minpwbqn “ w. Finally, since
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w, z P p´a, bq, one has minta`w,´z` bu ą 0. Hence, the first two bounds are consequences
of Theorem 3.6. SincepGa,b,w,zpm,nq “ maxtpGa,b,w1,0 pm,nq, pGa,b,z0,1 pm,nqu for m,n P Zě0
due to pωa,b,w,z0,0 pm,nq “ 0, the third inequality also follows. To see the last inequality, note
from definitions (3.14), (3.18), continuity and convexity (noted in Section 7) that
maxtγα,β,a,zpx, yq, γα,β,´z,bpx, yqu “ maxt inf´aăsăz Γ
α,β
s px, yq, inf
zăsăbΓ
α,β
s px, yqu
“ Γα,βz px, yq. 
Proof of Corollary 3.17. Conditions (3.16), (3.20) and (3.21) hold with α “ β “ δ1{2, a “
mintamink , 1{2u and b “ mintbminl , 1{2u. Hence, the shape function exists and is given by
γpx, yq “ inf´aăzăb
"
x
1{2` z `
y
1{2´ z
*
.
An elementary computation then yields the claimed formula. 
Proof of Corollary 3.18. Let  ą 0. By uniform convergence, there exists M P Zą0 such that
|ampiq ´ ai| ď  for m P ZěM and i P rms.(11.1)
This implies that |min am ´ aminm | ď  for m P ZěM . Since aminm Ñ a “ infpaiqiPZą0 and  is
arbitrary, min am Ñ a. Similarly, min bn Ñ b. Hence, (3.16) and (3.21) hold with a and b.
To verify (3.20), let f be a continuous function vanishing at infinity. Pick A ą 0 large such
that f ă  on R r r´A,As. By uniform continuity and vague convergence, one can increase
M if necessary to have
sup
iPrms
|fpampiqq ´ fpaiq|1t|ai|ďA`1u ď (11.2) ˇˇˇˇ
1
m
mÿ
i“1
fpaiq ´
ż
R
fpaqαpdaq
ˇˇˇˇ
ď  for m P ZěM .(11.3)
Assuming  ď 1, |ai| ě A` 1 implies that ampiq ě A for m P ZěM and i P rms. Therefore,
sup
iPrms
|fpampiqq ´ fpaiq|1t|ai|ąA`1u ď 2 for m P ZěM .(11.4)
Putting together (11.2)–(11.4) via the triangle inequality yieldsˇˇˇˇ
1
m
mÿ
i“1
fpampiqq ´
ż
R
fpaqαpdaq
ˇˇˇˇ
ď 4 for m P ZěM .
This shows that αam Ñ α vaguely. Similarly, βbn Ñ β vaguely. Hence, (3.20) holds with
measures α and β. The claim then follows from Theorem 3.6. 
Proof of Corollary 3.19. Since the weights are P-a.s. nonnegative,
maxtGa,bk`1,1pm,nq,Ga,b1,l`1pm,nqu ď Ga,bpm,nq ď maxtGa,bk`1,1pm,nq,Ga,b1,l`1pm,nqu
`
ÿ
pi,jqPrksˆrls
ωpi, jq
ampiq ` bnpjq(11.5)
for m P Ząk, n P Ząl. Theorem 3.6 applies to the LPP processes with initial points at
pk ` 1, 1q and p1, l ` 1q. Assumption (3.54) implies that the sum in (11.5) divided by m` n
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can be made arbitrarily close to zero by taking m,n sufficiently large. Therefore, the shape
function of Ga,b-process is given by
maxtγα,β,ak,b0 , γα,β,a0,blu “ max
"
inf
zPp´ak,b0q
Γα,βz , inf
zPp´a0,blq
Γα,βz
*
.(11.6)
To see that the last expression agrees with (3.55), consider cases: If α “ 0 or β “ 0 then the
claim can be seen from (3.24). Assume now that α, β ‰ 0. Then z ÞÑ Γα,βz is strictly convex
on p´a, bq where a “ inf suppα and b “ inf suppβ, see Section 7. Let ζ “ ζα,β,a,b denote the
unique minimizer on r´a, bs. Note that the right-hand side of (11.6) can be written as
1tζă´a0uΓ
α,β
´a0 ` 1tζPr´a0,b0suΓα,βζ ` 1tζąb0uΓα,βb0 “ 1ta0`b0ą0uγα,β,a,b ` 1ta0`b0“0uΓα,β´a0 . 
Proof of Corollary 3.20. Let α and β denote the Borel probability measures on R induced by
the uniform measure on r0, 1s via the restrictions of A and B, respectively, to r0, 1s. Let f
be a continuous function on R vanishing at infinity. By the continuity of f and the Riemann
integrability of A, the composition f ˝ A is also Riemann integrable on r0, 1s [55, Theorem
6.11]. Hence,
1
m
mÿ
i“1
fpampiqq “ 1m
mÿ
i“1
fpApi{mqq mÑ8Ñ
ż 1
0
fpAptqqdt “
ż
R
fpaqαpdaq,(11.7)
Since f is arbitrary, (11.7) implies that αam Ñ α vaguely. Similarly, βbn Ñ β vaguely. Hence,
(3.20) holds with α and β. Since (3.21) is already assumed, and (3.16) holds due to (3.58),
the result comes from Theorem 3.6. 
Proof of Corollary 3.21. From definition (3.3),
Ma,bpm,nq “ inf´1ăză1
" mÿ
i“1
1
iη ` z `
nÿ
j“1
1
jη ´ z
*
for m,n P Zą0,
which leads to the bounds
mÿ
i“1
1
iη
`
nÿ
j“1
1
jη
ěMa,bpm,nq ě
mÿ
i“1
1
iη ` 1 `
nÿ
j“1
1
jη ` 1 for m,n P Zą0.
Both bounds differ from pm1´η ` n1´ηq
ż 1
0
dx
xη
“ m
1´η ` n1´η
1´ η by at most pm
1´η ` n1´ηq
provided that m,n are sufficiently large. The result then follows from Corollary 3.3. 
Appendix A.
A.1. Concentration bounds for sums of independent exponential random vari-
ables.
Lemma A.1. Let m, p P Zą0 and x1, . . . , xm ą 0. Thenÿ
pk1,...,kmq PZmě0ř
iPrms ki“2p
ki‰1@iPrms
ź
iPrms
xkii ď 3p
ˆ ÿ
iPrms
x2i
˙p
.
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Proof. For n P Zą0, write Sn for the set of all k “ pk1, . . . , kmq P Změ0 such that
ř
iPrms ki “ n.
Let S1n denote the set of all k P Sn with ki ‰ 1 for i P rms. Define two maps f, g : S12p Ñ Sp
as follows: For each k P S12p, there is an even number 2l of indices i P rms for which ki is odd.
Let i1 ă ¨ ¨ ¨ ă i2l denote these indices. Define fpkq P Sp and gpkq P Sp by setting
fpkqi “
$’&’%
pki ` 1q{2 if i “ is for some s P rls
pki ´ 1q{2 if i “ is for some s P r2lsr rls
ki{2 otherwise.
gpkqi “
$’&’%
pki ´ 1q{2 if i “ is for some s P rls
pki ` 1q{2 if i “ is for some s P r2lsr rls
ki{2 otherwise.
The inequality 2 ď t` 1{t applied with t “śls“1 xis ś2ls“l`1 1{xis yields
2
ź
iPrms
xkii ď
ź
iPrms
x
2fpkqi
i `
ź
iPrms
x
2gpkqi
i ,
which justifies the first inequality below. Note also that ki P t2fpkqi, 2fpkqi ` 1, 2fpkqi ´ 1u
and, because ki ‰ 1, one has ki ą 0 if and only if fpkqi ą 0 for i P rms. Then, since
each u “ pu1, . . . , umq P Sp has at most p nonzero coordinates, the number of elements in the
preimage f´1tuu is bounded by 3p. The same for g´1tuu. Hence, the second inequality below.
The final line inserts the multinomial coefficients and appeals to the multinomial theorem.ÿ
k“pk1,...,kmqPS12p
ź
iPrms
xkii ď
1
2
ÿ
k“pk1,...,kmqPS12p
" ź
iPrms
x
2fpkqi
i `
ź
iPrms
x
2gpkqi
i
*
ď 3p
ÿ
u“pu1,...,umqPSp
ź
iPrms
x2uii
ď 3p
ÿ
u“pu1,...,umqPSp
p!ś
iPrms ui!
ź
iPrms
x2uii “ 3p
ˆ ÿ
iPrms
x2i
˙p
. 
An application of the preceding lemma yields the concentration inequality below.
Lemma A.2. Let Xi „ Exppλiq be mutually independent exponential random variables. Then
for each p P Zą0 there exists a constant Cp ą 0 (depending only on p) such that, for all s ą 0
and n P Zą0,
P
"ˇˇˇˇ nÿ
i“1
Xi ´
nÿ
i“1
1
λi
ˇˇˇˇ
ě s
gffe nÿ
i“1
1
λ2i
*
ď Cp
sp
.
Proof. With S “ řni“1Xi the claimed inequality is
Pt|S ´ES| ě s?VarSu ď Cps´p.(A.1)
For i P rns and q P Zě0, a brief computation gives the qth central moment of Xi as
ErpXi ´ λ´1i qqs “ cqλ´qi where cq “ q!
qÿ
l“0
p´1ql
l!
.
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From this, the multinomial theorem and independence,
Er|S ´ES|2ps “ E
„ˆ nÿ
i“1
Xi ´
nÿ
i“1
1
λi
˙2p
“
ÿ
pu1,...,unqPZě0ř
iPrns ui“2p
p2pq!śn
i“1 ui!
nź
i“1
cui
λuii
.(A.2)
Since c1 “ 0, the condition ui ‰ 1 for i P rks can be slipped into the outer sum without
breaking the equality. Then, by virtue of Lemma A.1 and since 0 ď cui ď ui!, the right-hand
side of (A.2) is at most
p2pq!
ÿ
pu1,...,unqPZě0ř
iPrns ui“2p
ui‰1,iPrns
nź
i“1
1
λuii
ď p2pq!3p
ˆ nÿ
i“1
1
λ2i
˙p
“ CppVarSqp,
where Cp “ p2pq!3p. By Markov’s inequality,
Pt|S ´ES| ě s?VarSu ď Er|S ´ES|
2ps
s2ppVarSqp ď
Cp
s2p
,
which implies (A.1) if s ě 1. Since Cp ą 1, (A.1) also trivially holds if s ă 1. 
A.2. Vague convergence. For convenience, we recall the definition of and some standard
facts about the vague convergence of real-valued Borel measures on the real line. These can
be found for example in [21] and [28].
Let MpRq and C0pRq, respectively, denote the spaces of real-valued Borel measures on R
and real-valued, continuous functions on R vanishing at infinity. The vague topology on MpRq
is the minimal topology such that the maps µ ÞÑ şR fdµ for f P C0pRq are continuous. With
this definition, a sequence pµnqnPZą0 in MpRq converges to µ PMpRq in the vague topology
(vaguely) if and only if
ş
R fdµn Ñ
ş
R fdµ as nÑ8 for any f P C0pRq.
Lemma A.3. Let pµnqnPZą0 be a sequence in MpRq such that µn Ñ µ vaguely as nÑ8 for
some µ PMpRq. Then there exists C ą 0 such that µnpRq ď C for n P Zą0.
Denote the subspace of subprobability measures on R by
M`ď1pRq “ tµ PMpRq : µ ě 0 and µpRq ď 1u.
Lemma A.4. For any sequence pµnqnPZą0 in M`ď1pRq, there exists a subsequence pµnkqkPZą0
in M`ď1pRq and µ PM`ď1pRq such that µnk Ñ µ vaguely as k Ñ8.
A.3. Cauchy transform. This subsection derives a uniform strengthening of the continuity
of the Cauchy transform (also known as the Stieltjes or Cauchy-Stieltjes transform) with
respect to the vague topology.
Write M`pRq for the space of Rě0-valued Borel measures on R. Let µ P M`pRq and
D “ Cr suppµ. The Cauchy transform of µ is defined as the convolution
Cµpzq “
ż
R
µpdtq
z ´ t for z P D.(A.3)
The integral is well-defined since µpRq ă 8, µpR r suppµq “ 0 and the distance ∆pzq “
inf
t P suppµ |z ´ t| ą 0 for z P D, the latter due to suppµ being closed. By direct computation,
|Cµpzq ´ Cµpwq| “
ˇˇˇˇ
pw ´ zq
ż
R
µpdtq
pz ´ tqpw ´ tq
ˇˇˇˇ
ď |z ´ w|µpRq
∆pzq∆pwq for z, w P D,(A.4)
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and Cµ is holomorphic on D with
BnzCµpzq “ p´1qnn!
ż
R
µpdtq
pz ´ tqn`1 for z P D and n P Zě0.(A.5)
Lemma A.5. Let µ PM`pRq and pµnqnPZą0 be a sequence in M`pRq such that limnÑ8µn “ µ
vaguely. Let S Ă C denote the closure of suppµYŤnPZą0 suppµn. Let K Ă CrS be compact.
Then, for any  ą 0, there exists n0 P Zą0 such that
|Cµnpzq ´ Cµpzq| ă  for all n ě n0 and z P K.
Proof. Since the real and imaginary parts of the integrand in (A.3) belong to C0pRq, it is
immediate from the definition of vague convergence that Cµnpzq Ñ Cµpzq as nÑ8 pointwise
for z P C r S. To upgrade to uniform convergence, first pick a constant C ą 0 as in Lemma
A.3 such that µnpRq ď C for n P Zą0. Also, since K is compact, S is closed and K XS “ H,
there exists δ ą 0 such that |z´x| ě δ for z P K and x P S. Hence, it follows from (A.4) that
|Cµnpzq ´ Cµnpwq| ď Cδ2 |z ´ w| for z, w P K and n P Zą0.
In particular, the sequence of functions pCµnqnPZą0 is equicontinuous on K. This property
together with the pointwise convergence on the compact set K implies that Cµnpzq Ñ Cµpzq
uniformly in z P K as nÑ8 [55, Chapter 7]. 
A.4. Hausdorff metric. We include the definition of the Hausdorff metric given for example
in [49, p. 280]. Let pX, dq be a metric space. For any  ą 0 and A Ă X, denote the -fattening
of A by A “ tx P X : dpx, yq ă  for some y P Au. Let X denote the space of nonempty,
bounded, closed subsets of X. The Hausdorff metric on X is defined by
dHpA,Bq “ inft ą 0 : A Ă B and B Ă Au for A,B P X .(A.6)
A.5. Positive-homogeneous, monotone functions.
Lemma A.6. Let f : R2ą0 Ñ Rě0 be a positive-homogeneous and coordinatewise nondecreas-
ing function. Then f has a continuous extension to R2ě0.
Proof. By positive-homogeneity and coordinatewise monotonicity,
|fpx, yq ´ fprx, ryq| ď fpmaxtx, rxu,maxty, ryuq ´ fpmintx, rxu,minty, ryuq
ď
ˆ
max
"
maxtx, rxu
mintx, rxu , maxty, ryuminty, ryu
*
´ 1
˙
fpmintx, rxu,minty, ryuq
ď
ˆ
max
"
maxtx, rxu
mintx, rxu , maxty, ryuminty, ryu
*
´ 1
˙
fpx, yq for x, y, rx, ry P Rą0.
In particular, f is continuous on R2ą0. Extend f to a function R2ě0 Ñ Rě0 by setting
fpx, 0q “ inf
tą0 fpx, tq “ limtÑ0 fpx, tq and fp0, yq “ inftą0 fpt, yq “ limtÑ0 fpt, yq(A.7)
for x, y P Rą0, and fp0, 0q “ 0. The extension is also positive-homogeneous and coordinate-
wise nondecreasing. Then fpx, yq ď maxtx, yufp1, 1q and, consequently, f is continuous at
p0, 0q. f is also continuous on the horizontal axis by (A.7) and on account of the bound
|fpx, 0q ´ fprx, ryq| ď |xfp1, 0q ´ rxfp1, ry{rxq| ď xpfp1, ry{rxq ´ fp1, 0qq ` |x´ rx|fp1, ry{rxq
ď xpfp1, 2ry{xq ´ fp1, 0qq ` |x´ rx|fp1, 2ry{xq
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for x, rx P Rą0 with rx ě x{2 and ry P Rě0. The continuity on the vertical axis follows
similarly. 
Lemma A.7. Let f, g : R2ą0 Ñ Rě0 be positive-homogeneous and coordinatewise nondecreas-
ing functions such that, for any  ą 0, there exists L P Zą0 such that
|fpm,nq ´ gpm,nq| ď pm` nq for m,n ě L.(A.8)
Then f “ g on R2ą0.
Proof. Let  ą 0 and choose L P Zą0 such that (A.8) holds. Let p, q P Qą0. Then, by
positive-homogeneity,
|fpp, qq ´ gpp, qq| “ n´1|fpnp, nqq ´ gpnp, nqqq| ď pp` qq
for n P Zą0 such that np, nq P ZěL. Since  ą 0 is arbitrary, it follows that f “ g on Q2ą0.
Also, f and g are continuous on R2ą0 by Lemma A.6. Hence, f “ g on R2ą0. 
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