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Abstract
Gradient estimates are derived, for the first time, for the semigroup associated
to a class of stochastic differential equations driven by multiplicative Le´vy noise.
In particular, the estimates are sharp for α-stable type noises. To derive these
estimates, a new derivative formula of Bismut-Elworthy-Li’s type is established for
the semigroup by using the Malliavin calculus and a finite-jump approximation
argument.
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1 Introduction
Consider the following stochastic differential equation (abbreviated as SDE) in Rd:
dXt = bt(Xt)dt + σt(Xt−)dLt, X0 = x,(1.1)
where Lt is a d-dimensional Le´vy process, and
b : [0,∞)× Rd → Rd, σ : [0,∞)× Rd → Rd ⊗ Rd
are continuous such that (∇v is the v-directional derivative)
max
{〈∇vbs, v〉, ‖∇vσs‖2H.S.} 6 Ks|v|2, s > 0, v ∈ Rd(1.2)
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holds for some positive function K ∈ C([0,∞);R+). Under (1.2), it is well-known that
(1.1) has a unique solution Xt(x) starting from x. We aim to investigate the gradient
estimate of Pt :
Ptf(x) := Ef(Xt(x)), t > 0, f ∈ Bb(Rd),
where Bb(Rd) denotes the space of all bounded Borel measurable functions on Rd.
When bt(x) = Ax for a matrix A and σt(x) = Id, the gradient estimate of type
|∇Ptf | 6 ‖f‖∞ϕ(t), t > 0, f ∈ Bb(Rd)
has been derived in [13] by using lower bound conditions of the Le´vy measure, and in
[10] for A = 0 by using asymptotic behaviours of the symbol of Lt; see also [15] for a
derivative formula by using coupling through the Mecke formula.
Recently, a time-change argument was introduced in [20] to establish Bismut-Elworthy-
Li’s derivative formula of Pt for the case that Lt is an α-stable process, σt is invertible
and independent of the space variable (i.e. the noise is additive), and ∇bt is uniformly
bounded. In particular, this derivative formula implies that for any p > 1 there exists a
constant C(p) > 0 such that (see [20, Theorem 1.1])
|∇Ptf | 6 C(p)
1 ∧ t 1α (Pt|f |
p)1/p, f ∈ Bb(Rd), t > 0.(1.3)
Using this time-change argument and the coupling method, Harnack inequalities are then
established in [17].
In this paper, we intend to extend the gradient estimate (1.3) for more general sym-
metric Le´vy process Lt and space-dependent σt (i.e. the noise is multiplicative). Notice
that if b and σ are independent of t, then the generator of Pt is given by
Lf(x) = b(x) · ∇f(x) + P.V.
∫
Rd
[f(x+ σ(x)y)− f(x)]ν(dy),
where ν(dy) is the Le´vy measure of Lt, and P.V. stands for the Cauchy principal value.
From now on, we let Lt be a symmetric and rotationally invariant Le´vy process, which
can be formulated as subordination of the Brownian motion. More precisely, let Wt be
a d-dimensional Brownian motion and St an independent subordinator associated with
a Bernstein function B with B(0) = 0; i.e. St is an increasing process with stationary
independent increments such that
Ee−uSt = e−tB(u), u > 0, t > 0.
Then Lt := WSt is a Le´vy process with symbol Ψ(ξ) := B(|ξ|2) (see e.g. [4]). In particular,
if B(u) = u
α
2 for some constant α ∈ (0, 2), then Lt is an α-stable process. By using the
above relalization, equation (1.1) is now reduced to
dXt = bt(Xt)dt + σt(Xt−)dWSt .(1.4)
We assume
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(A) ∇bt(x),∇σt(x) are locally (uniformly in t) Lipschitz continuous in x, such that for
any t > 0,
‖∇b‖t := sup
s∈[0,t],x∈Rd
‖∇bs(x)‖ < +∞,
‖∇σ‖t := sup
s∈[0,t],x∈Rd
‖∇σs(x)‖ < +∞,
(1.5)
where ‖ · ‖ stands for the operator norm, and for some positive increasing function
c· and some constant m > 0
sup
s∈[0,t]
‖σ−1s (x)‖ 6 ct(1 + |x|m), t > 0, x ∈ Rd.(1.6)
Obviously, (1.5) implies (1.2) and hence, the existence and uniqueness of the solution.
Before stating our main result, let us briefly recall the main argument introduced in [20]
for the study of the additive noise case, and explain why this argument is no longer valid
in the multiplicative case.
In the additive noise case where σt(x) = σt is independent of x, for a fixed path ℓ· of
S·, we may reformulate the equation (1.4) as
dXℓt = bt(X
ℓ
t )dt + σtdWℓt .
To establish a derivative formula for P ℓt with P
ℓ
t f := Ef(X
ℓ
t ), consider the following
regularization of ℓ· for ε > 0:
ℓεt :=
1
ε
∫ t+ε
t
ℓsds+ εt, t > 0,
and the associated stochastic differential equation
dXεt = bt(X
ε
t )dt+ σtdWℓεt , X
ε
0 = X
ℓ
0.
Then for any t > 0, as ε ↓ 0 we have ℓεt ↓ ℓt and Xεt → Xℓt ,∇Xεt → ∇Xℓt in Lp(P) for
any p > 1. Since ℓεt is absolutely continuous, X
ε
t is indeed a diffusion process, so that an
existing Bismut-Elworthy-Li’s type derivative formula applies. Therefore, letting ε ↓ 0 we
derive a derivative formula for P ℓt .
Now, coming back to the multiplicative noise case, we consider
dXℓt = bt(X
ℓ
t )dt+ σt(X
ℓ
t−)dWℓt ,
and the corresponding approximation equation
dXεt = bt(X
ε
t )dt + σt(X
ε
t )dWℓεt , X
ε
0 = X
ℓ
0.
Since we only have weak convergence dℓεt → dℓt as Lebesgue-Stieltjes measures, and the
function s 7→ σs(Xℓs−) is discontinuous, the assertion that Xεt → Xℓt is no longer true! To
see this, let us look at a simple example with bt(x) = 0, σt(x) =
√
1 + |x|2 and d = 1. In
this case, for Xℓ0 = 0 we have
d|Xεt |2 = (1 + |Xεt |2)dℓεt + 2Xεt
√
1 + |Xεt |2 dWℓεt ,
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so that E(1 + |Xεt |2) = eℓεt . Then, if Xεt → Xℓt as ε ↓ 0, by the dominated convergence
theorem, we obtain
(1.7) E(1 + |Xℓt |2) = lim
ε↓0
E(1 + |Xεt |2) = eℓt , t > 0.
On the other hand, notice that Xℓt =
∫ t
0
√
1 + |Xℓs−|2dWℓt implies
E(1 + |Xℓt |2) = 1 +
∫ t
0
E(1 + |Xℓs−|2)dℓs, t > 0.
Combining this with (1.7) we arrive at
eℓt = 1 +
∫ t
0
eℓs−dℓs, t > 0,
which is however not true for non-trivial ℓt, since ∆ℓt0 := ℓt0 − ℓt0− > 0 implies
eℓt0 − eℓt0− = eℓt0−(e∆ℓt0 − 1) > eℓt0−∆ℓt0 .
Due to the invalidity of regularization approximations, we have to introduce a different
argument. Fortunately, by using a finite-jump approximation (i.e. approximating ℓ by
those of finite many jumps in finite intervals) and the Malliavin calculus, we are able to
establish a nice derivative formula for P ℓt (see Theorem 3.2 below), which in turn implies
the following main result of the paper.
Theorem 1.1. Assume (A) and let Pt be the semigroup associate to equation (1.4).
(i) For fixed R > 0, let τ := inf{t : St > R}. If ES−1/2t <∞, then for any f ∈ Bb(Rd),
v ∈ Rd with |v| = 1, we have
∇vPtf = E
[
f(Xt)
1
St∧τ
(∫ t∧τ
0
〈σ−1s (Xs−)∇vXs−, dWSs〉
−
∫ t∧τ
0
Tr
(
σ−1s ∇∇vXs−σs
)
(Xs−)dSs(1.8)
+
∫ t∧τ
0
∫
Rd
〈σ−1s (Xs−)∇∇vXs−σs(Xs−)y, y〉N(ds, dy)
)]
,
where N is the random measure associated to WSt, i.e.,
N(t,Γ) :=
∑
s∈(0,t]
1Γ(WSs −WSs−), Γ ∈ B(Rd).(1.9)
(ii) For any p > 1, there exists a constant C > 0 such that for all t > 0, x ∈ Rd and
f ∈ Bb(Rd),
|∇Ptf(x)| 6 C(1 + |x|m)(Pt|f |p)1/p(x)
(
E
{
S
−p/(2(p−1))
t∧1 ∨ 1
})(p−1)/p
.(1.10)
Here m is from (1.6). Consequently, if lim infu→∞B(u)u
−α
2 > 0 for some α ∈ (0, 2),
then for any p > 1, there exists a constant C > 0 such that for all t > 0, x ∈ Rd
and f ∈ Bb(Rd),
|∇Ptf(x)| 6 C(1 + |x|
m)
(t ∧ 1) 1α (Pt|f |
p)1/p(x).(1.11)
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Remark 1.1. (1) We take the stopping time in (1.8) to make the stochastic integral∫ t∧τ
0
〈σ−1s (Xs−)∇vXs−, dWSs〉 well-defined and square integrable. Since St∧τ > R for
τ 6 t, we have S
− 1
2
t∧τ 6 S
− 1
2
t + R
− 1
2 , so that the condition ES
−1/2
t < ∞ is equivalent to
ES
−1/2
t∧τ <∞ by the increasing property of t 7→ St.
(2) According to known derivative estimates of the α-stable process, the gradient esti-
mate (1.11) is sharp in short-time for St being the α-stable subordinator (i.e. B(r) = r
α
2 ).
Moreover, (1.11) recovers (1.3) in the additive noise case by takingm = 0. See e.g. [3, The-
orem 3.1(d)] for a condition on the symbol which is equivalent to lim infu→∞B(u)u
−α
2 > 0
used in Theorem 1.1(ii).
(3) When the noise is additive, the dimension-free Harnack inequality initiated in [11]
was established in [17] by using regularization approximations and coupling (see also [18]).
According to [14, Propostion 1.3.1] (see also [1, 6]), this type Harnack inequality of Pt
follows from the entropy type gradient estimate
(1.12) |∇Ptf |(x) 6 δ
{
Pt(f log f)− Ptf) logPtf
}
(x) + Ct(x, δ)Ptf(x), δ > 0, x ∈ Rd
for positive f ∈ Bb(Rd). However, this type gradient estimate can not be derived from
the formula (1.8). On the other hand, in the multiplicative Gaussian noise case, the
dimension-free Harnack inequality has been derived in [12] by using coupling with an
additional unbounded drift. It might be possible to modify this argument for the present
setting.
(4) As a counterpart of the Bismut-Elworthy-Li type formula and dimension-free Har-
nack inequality, Driver type integration by parts formula and shift-Harnack inequality
have been investigated in [16] for SDEs/SPDEs driven by Gaussian noise. We believe
that under reasonable conditions the integration by parts formula can also be derived for
the present setting by using finite-jump approximations introduced in this paper. To this
end, for a fixed vector v one needs to construct h such that, instead of (3.13) below, the
Malliavin derivative DhXt = v. However, the construction of h would be more compli-
cated than that for (3.13), as already explained in [16] for the diffusion case. The study
of shift-Harnack inequality in the multiplicative noise case would be more difficult since
the required backward coupling in [16, Theorem 2.1] is not yet available even in the mul-
tiplicative Gaussian noise case. We note that in the additive noise case the shift-Harnack
inequality has been derived in [3]. Moreover, some extensions for irregular drifts and other
type multiplicative noises can be found in [2] and [19].
The remainder of the paper is organized as follows. In Section 2 we briefly recall
the integration by parts formula in the Malliavin calculus and present some lemmas on
finite-jump approximations. These are then used in Section 3 to establish a derivative
formula for P ℓt . Finally, in Section 4 we present explicit gradient estimates of P
ℓ
t and a
complete proof of the above main result.
2 Preliminaries
Let (W,H, µW) be the classical Wiener space, i.e., W is the space of all continuous func-
tions ω : R+ → Rd with ω0 = 0; H is the Cameron-Martin space consisting of all absolutely
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continuous functions h ∈W with
‖h‖2
H
:=
∫ ∞
0
|h˙s|2ds < +∞,
where h˙s denotes the generalized derivative of hs with respect to s; and µ
W is the Wiener
measure so that the coordinate process
Wt(ω) := ωt
is a d-dimensional standard Brownian motion.
Below we recall some basic notions about the Malliavin calculus (cf. [7, 8]). Let U be
a real separable Hilbert space. Let C (U) be the class of all U-valued smooth cylindrical
functionals on Ω with the form:
F =
m∑
i=1
fi(W (h1), · · · ,W (hn))ui,
where m,n > 1, fi ∈ C∞0 (Rn), ui ∈ U, h1, · · · , hn ∈ H and
W (h) :=
∫ ∞
0
h˙sdWs.
The Malliavin derivative of F is defined by
DF :=
m∑
i=1
n∑
j=1
(∂jfi)(W (h1), · · · ,W (hn))ui ⊗ hj ∈ U⊗H.
It is well known that the operator (D,C (U)) is closable from L2(W;U) to L2(W;U⊗H)
(cf. [8, p.26, Proposition 1.2.1]). The closure is denoted by (D,D(D)). The dual operator
δ of D (also called divergence operator) is defined by
E〈DF,U〉
H
= E(Fδ(U)), F ∈ D(D), U ∈ D(δ).
Notice that the following divergence formula holds: for any F ∈ D(D) and U ∈ D(δ),
δ(FU) = FδU − 〈DF,U〉
H
.(2.1)
Below we also write
DUF := 〈DF,U〉H
and
F
W
t := σ{Ws : s 6 t}.
If Ut(ω) =
∫ t
0
us(ω)ds, where us is an F
W
t -adapted process on R
d with E
∫∞
0
|us|2ds <∞,
then u ∈ D(δ) and (cf. [8])
δ(U) =
∫ ∞
0
〈us, dWs〉.
Next, for β : [0,∞)→ [0,∞) being an absolutely continuous increasing function with
β0 = 0 and locally bounded derivative β˙t, set
W βt :=
∫ t
0
β˙sdWs, t > 0.(2.2)
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It is easy to see that t 7→W βt is a process with independent increments and
λβt := E|W βt |2 =
∫ t
0
|β˙s|2ds.(2.3)
Let S be the space of all purely jump ca`dla`g and increasing functions, i.e. the path space
of St. For any ℓ ∈ S and s > 0, we shall denote
∆ℓs := ℓs − ℓs−.
We recall the following Burkholder’s inequality (cf. [20, Theorem 2.3]).
Lemma 2.1. Assume that ξt is an F
W
ℓt
-adapted ca`dla`g Rd-valued process and satisfies
that for some p > 0,
E
(∫ T
0
|ξs−|2dλβℓs
) p
2
< +∞, ∀T > 0.(2.4)
Then there exists a constant Cp > 0 such that for all T > 0,
E
(
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
ξs−dW
β
ℓs
∣∣∣∣
p
)
6 CpE
(∫ T
0
|ξs−|2dλβℓs
) p
2
.(2.5)
Finally, for fixed ℓ ∈ S and ε > 0, define
ℓεt :=
∑
s6t
∆ℓs1{∆ℓs>ε}, t > 0.(2.6)
We present below a key lemma about the approximation ℓεt for later use.
Lemma 2.2. Let ξεt be an F
W
ℓεt
-adapted ca`dla`g Rd-valued process such that
sup
t∈[0,T ]
sup
ε∈(0,1)
E|ξεt |2 <∞, T > 0,(2.7)
and for any t > 0 and ε ∈ (0, 1),
lim
s↑t
E|ξεs − ξεt−|2 = 0.(2.8)
Then for any T > 0, we have
lim
ε↓0
sup
t∈[0,T )
E
∣∣∣∣
∫ t
0
ξεs−dW
β
ℓεs
−
∫ t
0
ξεs−dW
β
ℓs
∣∣∣∣
2
= 0,
where W βt is defined by (2.2).
Proof. Without loss of generality, we assume T = 1. For t ∈ [0, 1), set
tn := [nt]/n, t
+
n := ([nt] + 1)/n,
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where [a] denotes the integer part of a real number a. Fix ε ∈ (0, 1). Since FWℓεt ⊂ FWℓt ,
by (2.5), (2.7) and (2.8), we have
E
∣∣∣∣
∫ t
0
ξεs−dW
β
ℓεs
−
∫ t
0
ξεs−dW
β
ℓs
∣∣∣∣
2
= lim
n→∞
E
∣∣∣∣
∫ t
0
ξεsn−dW
β
ℓεs
−
∫ t
0
ξεsn−dW
β
ℓs
∣∣∣∣
2
= lim
n→∞
E
∣∣∣∣∣∣
[nt]∑
k=0
ξεk/n
(
W βℓε
(k+1)/n
−W βℓε
k/n
−W βℓ(k+1)/n +W
β
ℓk/n
)∣∣∣∣∣∣
2
= lim
n→∞
[nt]∑
k=0
E|ξεk/n|2E
(
W βℓε
(k+1)/n
−W βℓε
k/n
−W βℓ(k+1)/n +W
β
ℓk/n
)2
6 C lim
n→∞
n−1∑
k=0
E
(
W βℓε
(k+1)/n
−W βℓε
k/n
−W βℓ(k+1)/n +W
β
ℓk/n
)2
,(2.9)
where we have used the independence of ξεk/n and W
β
ℓε
(k+1)/n
−W βℓε
k/n
−W βℓ(k+1)/n +W
β
ℓk/n
.
Notice that if ℓk/n > ℓ
ε
(k+1)/n, then
E
(
W βℓε
(k+1)/n
−W βℓε
k/n
−W βℓ(k+1)/n +W
β
ℓk/n
)2
= E
(∫ ℓε
(k+1)/n
ℓε
k/n
β˙sdWs −
∫ ℓ(k+1)/n
ℓk/n
β˙sdWs
)2
=
∫ ℓε
(k+1)/n
ℓε
k/n
|β˙s|2ds +
∫ ℓ(k+1)/n
ℓk/n
|β˙s|2ds = λβℓε
(k+1)/n
− λβℓε
k/n
+ λβℓ(k+1)/n − λ
β
ℓk/n
,
and if ℓk/n < ℓ
ε
(k+1)/n, then
E
(
W βℓε
(k+1)/n
−W βℓε
k/n
−W βℓ(k+1)/n +W
β
ℓk/n
)2
= E
(∫ ℓk/n
ℓε
k/n
β˙sdWs −
∫ ℓ(k+1)/n
ℓε
(k+1)/n
β˙sdWs
)2
=
∫ ℓk/n
ℓε
k/n
|β˙s|2ds+
∫ ℓ(k+1)/n
ℓε
(k+1)/n
|β˙s|2ds = λβℓk/n − λ
β
ℓε
k/n
+ λβℓ(k+1)/n − λ
β
ℓε
(k+1)/n
.
Hence,
n−1∑
k=0
E
(
W βℓε
(k+1)/n
−W βℓε
k/n
−W βℓ(k+1)/n +W
β
ℓk/n
)2
= I1(n, ε) + I2(n, ε),(2.10)
where
I1(n, ε) :=
n−1∑
k=0
(
λβℓε
(k+1)/n
− λβℓε
k/n
+ λβℓ(k+1)/n − λ
β
ℓk/n
)
1ℓk/n>ℓε(k+1)/n
=
∫ 1
0

λ
β
ℓε
s+n
− λβℓεsn
ℓs+n − ℓsn
+
λβℓ
s+n
− λβℓsn
ℓs+n − ℓsn

 1ℓsn>ℓε
s+n
dℓs,
I2(n, ε) :=
n−1∑
k=0
(
λβℓk/n − λ
β
ℓε
k/n
+ λβℓ(k+1)/n − λ
β
ℓε
(k+1)/n
)
1{ℓk/n<ℓε(k+1)/n}
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=∫ 1
0

λβℓsn − λβℓεsn
ℓs+n − ℓsn
+
λβℓ
s+n
− λβℓε
s+n
ℓs+n − ℓsn

 1{ℓsn<ℓε
s+n
}dℓs.
Noticing that as n→∞,
ℓsn ↑ ℓs−, ℓs+n ↓ ℓs, ℓεsn ↑ ℓεs−, ℓεs+n ↓ ℓ
ε
s,
and as ε ↓ 0,
ℓεs ↑ ℓs, ℓεs− ↑ ℓs−,
by the dominated convergence theorem, we have
lim
ε↓0
lim
n→∞
I1(n, ε) = lim
ε↓0
∫ 1
0
(
λβℓεs − λ
β
ℓεs−
ℓs − ℓs− +
λβℓs − λβℓs−
ℓs − ℓs−
)
1{ℓs−>ℓεs}dℓs
= 2
∫ 1
0
(
λβℓs − λβℓs−
ℓs − ℓs−
)
1{ℓs−>ℓs}dℓs = 0,(2.11)
and
lim
ε↓0
lim
n→∞
I2(n, ε) 6 lim
ε↓0
∫ 1
0
(
λβℓs− − λβℓεs−
ℓs − ℓs− +
λβℓs − λβℓεs
ℓs − ℓs−
)
1{ℓs−6ℓεs}dℓs = 0.(2.12)
Combining (2.9)-(2.12), we obtain the desired limit.
3 Derivative formula for P ℓt
In this section, we fix an ℓ ∈ S and consider the equation
(3.1) Xℓt (x) = x+
∫ t
0
bs(X
ℓ
s(x))ds+
∫ t
0
σs(X
ℓ
s−(x))dWℓs
for b and σ satisfying (A). Under (1.5), it is well-known that {Xℓt (·), t > 0} forms a C1-
stochastic flow (cf. [9, p.305, Theorem 39]). Let ∇Xℓt := (∂j(Xℓt )i(x))ij be the derivative
matrix. Then
∇vXℓt := (∇v(Xℓt )i)16i6d := (∇Xℓt )v, v ∈ Rd,
and
(3.2) ∇vXℓt = v +
∫ t
0
∇∇vXℓsbs(Xℓs)ds +
∫ t
0
∇∇vXℓs−σs(X
ℓ
s−)dWℓs.
We first prepare the following lemma.
Lemma 3.1. Assume (A). Let αt := sups∈[0,t] |bs(0)| and γt := sups∈[0,t] ‖σs(0)‖. Then,
for any p > 2 there exists a constant c(p) > 0 such that for all t > 0 and x ∈ Rd,
E
(
sup
s∈[0,t]
|Xℓs(x)|p
)
6 c(p)
(
|x|+ αtt + γt
√
ℓt
)p
exp
{
c(p)(‖∇b‖pt tp + ‖∇σ‖pt ℓ
p
2
t )
}
,(3.3)
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and
E
(
sup
s∈[0,t]
‖∇Xℓs(x)‖p
)
6 c(p) exp
{
c(p)(‖∇b‖pt tp + ‖∇σ‖pt ℓ
p
2
t )
}
.(3.4)
Moreover, letting Xℓ
ε
t solving (3.1) for ℓ
ε in place of ℓ, for any T > 0 and x ∈ Rd we have
lim
ε↓0
sup
t∈[0,T ]
E|Xℓεt (x)−Xℓt (x)|2 = 0, lim
ε↓0
sup
t∈[0,T ]
E|∇Xℓεt (x)−∇Xℓt (x)|2 = 0.(3.5)
Proof. (1) We simply use Xs to denote X
ℓ
s(x). Since
|Xs|p 6 3p−1|x|+ 3p−1
∣∣∣∣
∫ t
0
bs(Xs)ds
∣∣∣∣
p
+ 3p−1
∣∣∣∣
∫ t
0
σs(Xs−)dWℓs
∣∣∣∣
p
and
|bs(x)| 6 ‖∇b‖s|x|+ αs, ‖σs(x)‖ 6 ‖∇σ‖s|x|+ γs,
by Lemma 2.1 and Ho¨lder’s inequality, there exists a constant c(p) > 0 such that
E
(
sup
s∈[0,t]
|Xs|p
)
6c(p)
(
|x|+ tαt + γt
√
ℓt
)p
+ c(p)‖∇b‖pt tp−1
∫ t
0
E
(
sup
r∈[0,s]
|Xr|p
)
ds
+ c(p)‖∇σ‖pt ℓ
p
2
−1
t
∫ t
0
E
(
sup
r∈[0,s]
|Xr|p
)
dℓs.
By Gronwall’s lemma, this implies (3.3).
Similarly, noticing that (3.2) implies
‖∇Xt‖p 6 3p−1 + 3p−1‖∇b‖pt
∣∣∣∣
∫ t
0
‖∇Xs‖ds
∣∣∣∣
p
+ 3p−1
∥∥∥∥
∫ t
0
∇σs(Xℓs−)∇Xℓs−dWℓs
∥∥∥∥
p
,
by Lemma 2.1 again and Ho¨lder’s inequality, there exists a constant c(p) > 0 such that
E
(
sup
s∈[0,t]
‖∇Xt‖p
)
6 c(p) + c(p)‖∇b‖pt tp−1
∫ t
0
E
(
sup
r∈[0,s]
‖∇Xr‖p
)
ds
+ c(p)‖∇σ‖pt ℓ
p
2
−1
t
∫ t
0
E
(
sup
r∈[0,s]
‖∇Xr‖p
)
dℓs,
which implies (3.4) by Gronwall’s inequality again.
(2) Let Y εt := X
ℓε
t −Xℓt . Then for all t 6 T ,
E|Y εt |2 6 3‖∇b‖2tT
∫ t
0
E|Y εs |2ds+ 3‖∇σ‖2t
∫ t
0
E|Y εs |2dℓs + 3Rεt ,
where
Rεt := E
∣∣∣∣
∫ t
0
σs(X
ε
s−)dWℓεs −
∫ t
0
σs(X
ε
s−)dWℓs
∣∣∣∣
2
.
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By Gronwall’s lemma and Lemma 2.2, we obtain
lim
ε↓0
sup
t∈[0,T ]
E|Y εt |2 6
(
3 e3‖∇b‖
2
T T
2+3‖∇σ‖2T ℓT
)
lim
ε↓0
sup
t∈[0,T ]
Rεt = 0.
Then the first part in (3.5) holds. The proof for the second part is completely similar.
We now prove the following derivative formula:
Theorem 3.2. Assume (A). Let β be an increasing C1-function with β0 = 0. For any
v ∈ Rd and f ∈ Bb(Rd), we have for all t > 0 with βℓt > 0,
∇vP ℓt f =
1
βℓt
E
[
f(Xℓt )
(∫ t
0
〈σ−1s (Xℓs−)∇vXℓs−, dW βℓs〉
−
∫ t
0
Tr
(
σ−1s ∇∇vXℓs−σs
)
(Xℓs−)dβℓs(3.6)
+
∑
s∈[0,t]
〈σ−1s (Xℓs−)∇∇vXℓs−σs(Xℓs−)∆W
β
ℓs
,∆Wℓs〉
)]
,
where W β is defined by (2.2), and ∆W βℓs := W
β
ℓs
−W βℓs−.
Proof. (i) We first show that it suffices to prove (3.6) for f ∈ C∞0 (Rd). By (A) and Lemma
3.1,
η :=
∫ t
0
〈σ−1s (Xℓs−)∇vXℓs−, dW βℓs〉 −
∫ t
0
Tr
(
σ−1s ∇∇vXℓs−σs
)
(Xℓs−)dβℓs
+
∑
s∈[0,t]
〈σ−1s (Xℓs−)∇∇vXℓs−σs(Xℓs−)∆W
β
ℓs
,∆Wℓs〉
has finite moment. If (3.6) holds for f ∈ C∞0 (Rd) then
(3.7) ∇vPtf(x) = 1
βℓt
E
{
f(Xℓt (x)η
}
, f ∈ C∞0 (Rd).
Since βℓt > 0 implies ℓt > 0, there exists a jump point t0 ∈ (0, t]. Obviously,
Xℓt0(x) = X
ℓ
t0−(x) + σt0(X
ℓ
t0−(x))∆Wℓt0 .
Since ∆Wℓt0 is a non-trivial normal random variable independent of X
ℓ
t0−
(x) and since
σt0 is invertible, X
ℓ
t0
(x) has a density
p0(x, y) = E
{
exp
[− 1
2∆ℓt0
∣∣σ−1t0 (Xℓt0−(x))(y −Xt0−(x))∣∣2]
(2π∆ℓt0)
d/2
√
det
(
(σt0σ
∗
t0)(X
ℓ
t0−(x))
)
}
.
From (A) and Lemma 3.1 we see that x 7→ p0(x, y) is differentiable and
(3.8) x 7→
∫
Rd
|∇p(·, y)|(x)dy is locally bounded.
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Letting Xℓt0,s(z) solve the equation
Xℓt0,s(z) = z +
∫ s
t0
br(X
ℓ
t0,r(z))dr +
∫ s
t0
σs(X
ℓ
t0,r−(z))dWℓr , s ∈ [t0, t],
and denoting P ℓt0,tf(z) = Ef(X
ℓ
t0,t
(z)), by the Markov property we have
P ℓt f(x) = P
ℓ
t0
(P ℓt0,tf)(x) =
∫
Rd
(P ℓt0,tf)(y)p0(x, y)dy.
Combining this with (3.8), we may apply the dominated convergence theorem to derive
(3.9) ∇vP ℓt f(x) =
∫
Rd
{∇vp0(·, y)(x)}P ℓt0,tf(y)dy, f ∈ Bb(Rd).
Moreover, (3.8) implies that
µ(A) :=
∫
Rd
{∇vp(·, y)(x)}Pt0,t1A(y)dy −
1
βℓt
E
{
1A(X
ℓ
t (x))η
}
gives a finite signed measure on Rd. Since (3.7) and (3.9) imply
∫
Rd
fdµ = 0 for all
f ∈ C∞0 (Rd), we have µ = 0 so that
0 =
∫
Rd
fdµ = ∇vP ℓt f(x)−
1
βℓt
E
{
f(Xℓt (x))η
}
, f ∈ Bb(Rd).
Thus, (3.6) holds for f ∈ Bb(Rd).
(ii) Let us establish formula (3.6) for ℓ ∈ S with finite many jumps on any finite time
interval. Let Jt solve the following matrix-valued ODE
Jt = I +
∫ t
0
∇bs(Xs)Jsds.
By (3.2) and the variation of constant formula, it is easy to see that
∇vXt = Jtv + Jt
∫ t
0
J −1s ∇∇vXs−σs(Xs−)dWℓs ,(3.10)
where J −1s denotes the inverse matrix of Js. Let 0 = t0 < t1 < t2 < · · · < tn < · · · be
the jump times of ℓ. Fix v ∈ Rd and set h0 = 0. Define h ∈ H recursively as follows: if
s ∈ (ℓtk−1 , ℓtk ] for some k > 1, then
hs := hℓtk−1 + (βs − βℓtk−1 )σ−1tk (Xtk−)
(
∇vXtk− +∇∇vXtk−σtk(Xtk−)∆Wℓtk
)
.(3.11)
For this h, recalling that DhXt := 〈DXt, h〉H, it is standard to prove that (cf. [8])
DhXt =
∫ t
0
∇DhXsbs(Xs)ds+
∫ t
0
∇DhXs−σs(Xs−)dWℓs +
∫ t
0
σs(Xs−)dhℓs .
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As above, one can write
DhXt = Jt
∫ t
0
J −1s ∇DhXs−σs(Xs−)dWℓs + Jt
∫ t
0
J −1s σs(Xs−)dhℓs
= Jt
m∑
k=1
J −1tk
(∇DhXtk−σtk(Xtk−)∆Wℓtk + σtk(Xtk−)∆hℓtk) ,(3.12)
where t ∈ [tm, tm+1), ∆Wℓtk := Wℓtk −Wℓtk− and ∆hℓtk := hℓtk − hℓtk− .
Now, we use the induction method to prove
DhXt = βℓt∇vXt, t > 0.(3.13)
First of all, by definition we have
DhXt = 0, βℓt = 0, ∀t ∈ [0, t1),
and so (3.13) holds for all t ∈ [0, t1). Supposing that (3.13) holds for all t ∈ [0, tm) for
some m > 1, we aim to prove it for t ∈ [tm, tm+1). Observing that
ℓtk− = ℓtk−1 ,(3.14)
by (3.11) we have
∆hℓtk = ∆βℓtkσ
−1
tk
(Xtk−)
(
∇vXtk− +∇∇vXtk−σtk(Xtk−)∆Wℓtk
)
.
Substituting this and induction hypothesis (3.13) into (3.12), we obtain that for t ∈
[tm, tm+1),
DhXt = Jt
m∑
k=1
J −1tk
{
∇βℓtk−∇vXtk−σtk(Xtk−)∆Wℓtk
+∆βℓtk
(
∇vXtk− +∇∇vXtk−σtk(Xtk−)∆Wℓtk
)}
= Jt
m∑
k=1
J −1tk
{
βℓtk∇∇vXtk−σtk(Xtk−)∆Wℓtk +∆βℓtk∇vXtk−
}
= Jt
(∫ t
0
J −1s βℓs∇∇vXs−σs(Xs−)dWℓs +
∫ t
0
J −1s ∇vXs−dβℓs
)
,
(3.15)
where in the second step we have used ∆βℓtk = βℓtk − βℓtk−. On the other hand, since
s 7→ Js is continuous, by (3.10) we have
J −1s ∇vXs− = v +
∫
[0,s)
J −1r ∇∇vXr−σr(Xr−)dWℓr ,
and by Fubini’s theorem,∫ t
0
J −1s ∇vXs−dβℓs = βℓtv +
∫ t
0
∫
[0,s)
J −1r ∇∇vXr−σr(Xr−)dWℓrdβℓs
13
= βℓtv +
∫ t
0
(βℓt − βℓr)J −1r ∇∇vXr−σr(Xr−)dWℓr .
Substituting this into (3.15) and applying (3.10), we arrive at
DhXt = Jt
(
βℓtv + βℓt
∫ t
0
J −1r ∇∇vXr−σr(Xr−)dWℓr
)
= βℓt∇vXt.
Thus, (3.13) is proven.
Finally, assume that βℓt > 0. By (3.13) and the integration by parts formula in the
Malliavin calculus, we have
∇vEf(Xt) = E
(
∇f(Xt)∇vXt
)
=
1
βℓt
E
(
∇f(Xt)DhXt
)
=
1
βℓt
E
(
Dh(f(Xt))
)
=
1
βℓt
E
(
f(Xt)δ(h)
)
,(3.16)
provided h ∈ D(δ). Notice that h defined in (3.11) is non-adapted because of the term
∆Wℓtk . Neverethless, δ(h) can be explicitly calculated as follows: Define
hk(s) = (β(s∨ℓtk−1)∧ℓtk − βℓtk−1 )σ−1tk (Xtk−)
(
∇vXtk− +∇∇vXtk−σtk(Xtk−)∆Wℓtk
)
, s > 0.
Noting that
hk = h
(0)
k +
d∑
j=1
h
(j)
k (∆Wℓtk )j,
where
h
(0)
k (s) := (β(s∨ℓtk−1 )∧ℓtk − βℓtk−1 )σ−1tk (Xtk−)∇vXtk−,
h
(j)
k (s) := (β(s∨ℓtk−1 )∧ℓtk − βℓtk−1 )
(
σ−1tk (Xtk−)∇∇vXtk−σtk(Xtk−)
)
·j
are adapted, we see from (1.6) and (3.3), (3.4) that h ∈ D(δ); and by (2.1),
δ(h) =
∑
k:tk6t
δ(hk) =
∑
k:tk6t
(
δ(h
(0)
k ) +
d∑
j=1
{
δ(h
(j)
k )(∆Wℓtk )j −Dh(j)k (∆Wℓtk )j
})
=
∑
k:tk6t
(
〈σ−1tk (Xtk−)∇vXtk−,∆W βℓtk 〉+ 〈σ
−1
tk
(Xtk−)∇∇vXtk−σtk(Xtk−)∆W
β
ℓtk
,∆Wℓtk 〉
)
−
∑
k:tk6t
(βℓtk − βℓtk−1 )Tr
(
σ−1tk ∇∇vXtk−σtk
)
(Xtk−)
=
∫ t
0
〈σ−1s (Xs−)∇vXs−, dW βℓs〉 −
∫ t
0
Tr
(
σ−1s ∇∇vXs−σs
)
(Xs−)dβℓs
+
∑
s∈[0,t]
〈σ−1s (Xs−)∇∇vXs−σs(Xs−)∆W βℓs ,∆Wℓs〉.
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By (3.16), this implies (3.6).
(iii) For general ℓ ∈ S. Let ℓε be defined by (2.6). It is well known that ℓε has finite
many jumps on any finite interval. By formula (3.6) for ℓε, we have
∇vEf(Xℓεt ) = I1(ε) + I2(ε) + I3(ε),(3.17)
where
I1(ε) :=
1
βℓεt
E
[
f(Xℓ
ε
t )
∫ t
0
σ−1s (X
ℓε
s−)
(∇vXℓεs−) dW βℓεs
]
,
I2(ε) :=
1
βℓεt
E
[
f(Xℓ
ε
t )
∫ t
0
Tr
(
σ−1s ∇∇vXℓεs−σs
)
(Xℓ
ε
s−)dβℓεs
]
,
I3(ε) :=
1
βℓεt
E
[
f(Xℓ
ε
t )
∑
s6t
〈σ−1s (Xℓ
ε
s−)∇∇vXℓεs−σs(X
ℓε
s−)∆W
β
ℓεs
,∆Wℓεs〉
]
.
Set
ξεs = σ
−1
s (X
ℓε
s−)∇vXℓ
ε
s−, ξs = σ
−1
s (X
ℓ
s−)∇vXℓs−.
By (1.5), (1.6) and Lemma 3.1, it is easy to see that
lim
ε↓0
E|ξεs − ξs|2 = 0.
Hence, by Lemmas 2.2, 3.1 and the dominated convergence theorem, we have
lim
ε↓0
E
∣∣∣∣
∫ t
0
ξεsdW
β
ℓεs
−
∫ t
0
ξsdW
β
ℓs
∣∣∣∣
2
6 2 lim
ε↓0
E
∣∣∣∣
∫ t
0
(ξεs − ξs)dW βℓs
∣∣∣∣
2
= 2 lim
ε↓0
∫ t
0
E|ξεs − ξs|2dλβℓs = 0,
and so,
lim
ε↓0
I1(ε) =
1
βℓt
E
[
f(Xℓt )
∫ t
0
σ−1s (X
ℓ
s−)
(∇vXℓs−) dW βℓs
]
.(3.18)
Similarly, we have
lim
ε↓0
I2(ε) =
1
βℓt
E
[
f(Xℓt )
∫ t
0
Tr
(
σ−1s ∇∇vXℓs−σs
)
(Xℓs−)dβℓs
]
.(3.19)
To treat I3(ε), we set
Aεs :=
(
σ−1s ∇∇vXℓεs−σs
)
(Xℓ
ε
s−), As :=
(
σ−1s ∇∇vXℓs−σs
)
(Xℓs−).(3.20)
Then
ηεt :=
∑
s∈[0,t]
〈σ−1s (Xℓ
ε
s−)∇∇vXℓεs−σs(X
ℓε
s−)∆W
β
ℓεs
,∆Wℓεs〉 =
∑
s∈[0,t]
〈Aεs∆W βℓεs,∆Wℓεs〉
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and
ηt :=
∑
s∈[0,t]
〈σ−1s (Xℓs−)∇∇vXℓs−σs(X
ℓ
s−)∆W
β
ℓs
,∆Wℓs〉 =
∑
s∈[0,t]
〈As∆W βℓs,∆Wℓs〉.
Letting ‖ · ‖p denote the Lp-norm with respsect to P, we obtain for p ∈ (1, 2) that
‖ηεt − ηt‖p 6 J1(ε) + J2(ε),
where
J1(ε) :=
∑
s∈[0,t]
‖〈As∆W βℓεs ,∆Wℓεs〉 − 〈As∆W
β
ℓs
,∆Wℓs〉‖p,
J2(ε) :=
∑
s∈[0,t]
‖〈(Aεs − As)∆W βℓεs,∆Wℓεs〉‖p.
By Ho¨lder’s inequality, (A) and Lemma 3.1, for q = 2p
2−p
and some constants C1, C2
depending on p and t, we have
J1(ε) 6 C1
∑
s∈[0,t]
‖As‖2q‖∆Wℓεs‖2q‖∆W βℓεs −∆W
β
ℓs
‖2
+ C1
∑
s∈[0,t]
‖As‖2q‖∆W βℓs‖2q‖∆Wℓεs −∆Wℓs‖2
6 C2(1 + |x|m)

∑
s∈[0,t]
‖∆Wℓεs‖22q


1/2
∑
s∈[0,t]
‖∆W βℓεs −∆W
β
ℓs
‖22


1/2
+ C2(1 + |x|m)

∑
s∈[0,t]
‖∆W βℓs‖22q


1/2
∑
s∈[0,t]
‖∆Wℓεs −∆Wℓs‖22


1/2
,
(3.21)
which converges to zero as ε ↓ 0 due to the argument in the proof of Lemma 2.2, where
x is the initial point of Xℓs.
Similarly, we have
J2(ε) 6 C
∑
s∈[0,t]
‖Aεs − As‖2(∆ℓεs)1/2(∆λβℓεs)1/2 6 C sup
s∈[0,t]
‖Aεs −As‖2(3.22)
which goes to zero as ε ↓ 0 by Lemma 3.1. By the dominated convergence theorem, and
combining this with (3.21) and (3.22), we obtain
lim
ε↓0
I3(ε) =
1
βℓt
E
[
f(Xℓt )ηt
]
.
Therefore, the proof is finished by taking ε ↓ 0 in (3.17) and noting that due to (3.5),
lim
ε→0
∇vEf(Xℓεt ) = ∇vEf(Xℓt ).
The proof is complete.
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4 Proof of Theorem 1.1
Let Bb(Rd) be the set of all bounded measurable functions on Rd. Consider
P ℓt f(x) := Ef(X
ℓ
t (x)), x ∈ Rd, t > 0, f ∈ Bb(Rd).
We first prove the following gradient estimate on P ℓt .
Theorem 4.1. Assume (1.5) and (1.6). For any p > 1, there exists a constant C > 0
such that for any f ∈ Bb(Rd) and x ∈ Rd, t ∈ (0, 1] with ℓt > 0,
|∇P ℓt f(x)| 6
C(1 + |x|m)√
ℓt ∧ 1
(P ℓt |f |p)1/p(x).(4.1)
Proof. By the Jensen inequality, we only need to prove (4.1) for p ∈ (1, 2). In this case,
q := p
p−1
> 2.
Simply denote Xℓ· = X
ℓ
· (x). By (1.6), (3.3) and (3.4), there exists a constant c > 0
such that for all t ∈ (0, 1],
E
(
sup
s∈[0,t]
|∇vXℓs |2q
)
6 cecℓ
q
t , E
(
sup
s∈[0,t]
|σ−1s (Xℓs)|2q
)
6 c(1 + |x|m)2qecℓqt .(4.2)
Define
τ := inf{t : ℓt > 1}.
Clearly,
ℓτ > 1, ℓτ− 6 1.(4.3)
Below we take
βt := t ∧ ℓτ , t > 0.(4.4)
By Theorem 3.2, for any v ∈ Rd with |v| = 1, we have
|∇vP ℓt f | 6 I1 + I2 + I3,(4.5)
where
I1 :=
1
βℓt
E
∣∣∣∣f(Xℓt )
∫ t
0
σ−1s (X
ℓ
s−)
(∇vXℓs−) dW βℓs
∣∣∣∣ ,
I2 :=
1
βℓt
E
∣∣∣∣f(Xℓt )
∫ t
0
Tr
(
σ−1s ∇∇vXℓs−σs
)
(Xℓs−)dβℓs
∣∣∣∣ ,
I3 :=
1
βℓt
E
∣∣∣∣∣∣f(Xℓt )
∑
s∈[0,t]
〈As∆W βℓs ,∆Wℓs〉
∣∣∣∣∣∣ ,
where As is in (3.20). For I1, by Lemma 2.1 and Ho¨lder’s inequality, and using (4.2) and
(2.3), we have
I1 6
1
βℓt
(P ℓt |f |p)1/p
(
E
∣∣∣∣
∫ t
0
σ−1s (X
ℓ
s−)
(∇vXℓs−) dW βℓs
∣∣∣∣
q)1/q
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6
1
βℓt
(P ℓt |f |p)1/p
(
E
(∫ t
0
∣∣σ−1s (Xℓs−) (∇vXℓs−)∣∣2 dλβℓs
)q/2)1/q
6
1
βℓt
(P ℓt |f |p)1/p(λβℓt)
1
2
− 1
q
(∫ t
0
(
E‖σ−1s (Xℓs−)‖2q
) 1
2
(
E|∇vXℓs−|2q
) 1
2dλβℓs
) 1
q
6
C1(1 + |x|m)
βℓt
(P ℓt |f |p)1/p
(
λβℓt
) 1
2
− 1
q
(∫ t
0
ecℓ
q
s−dλβℓs
) 1
q
for some constant C1 > 0. By the choice (4.4) of βt and the definition of λ
β
ℓt
, it is easy to
see that
λβℓt =
∫ ℓt
0
|β˙s|2ds =
∫ ℓt
0
1s6ℓτds = ℓt ∧ ℓτ = βℓt ,
and by (4.3), ∫ t
0
ecℓ
q
s−dλβℓs =
∫ t
0
ecℓ
q
s−dβℓs =
∑
s∈[0,t]
ecℓ
q
s−∆βℓs 6 e
cβℓt .
Therefore,
I1 6
C1(1 + |x|m)ec/q√
βℓt
(P ℓt |f |p)1/p
(4.3)
6
C1(1 + |x|m)ec/q√
ℓt ∧ 1
(P ℓt |f |p)1/p.(4.6)
Similarly, there exists a constant C2 > 0 such that
I2 6
1
βℓt
(P ℓt |f |p)1/p
(
E
∣∣∣∣
∫ t
0
Tr
(
σ−1s ∇∇vXℓs−σs
)
(Xℓs−)dβℓs
∣∣∣∣
q)1/q
6
1
βℓt
(P ℓt |f |p)1/p(βℓt)1−
1
q
(∫ t
0
E|Tr(σ−1s ∇∇vXℓs−σs)(Xℓs−)|qdβℓs
)1/q
6 C2(1 + |x|m)(P ℓt |f |p)1/p(βℓt)−
1
q
(∫ t
0
ecℓ
q
s−dβℓs
)1/q
6 C2(1 + |x|m)ec/q(P ℓt |f |p)1/p.
(4.7)
Finally, noting that ∆βℓs = ∆ℓs1[0,τ ](s), we have, for some constant C3 > 0,
I3 6
1
βℓt
(P ℓt |f |p)1/p
∥∥∥∥∥∥
∑
s∈[0,t]
〈As∆W βℓs,∆Wℓs〉
∥∥∥∥∥∥
q
6
1
βℓt
(P ℓt |f |p)1/p
∑
s∈[0,t]
‖〈As∆W βℓs ,∆Wℓs〉‖q
6
1
βℓt
(P ℓt |f |p)1/p
∑
s∈[0,t]
‖As‖2q‖∆W βℓs‖4q‖∆Wℓs‖4q
6
C3(1 + |x|m)
βℓt
(P ℓt |f |p)1/p
∑
s∈[0,t]
|∆ℓs|1/2|∆λβℓs |1/2ecℓ
q
s−/(2q)
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6
C3(1 + |x|m)
βℓt
(P ℓt |f |p)1/p
∑
s∈[0,t]
|∆ℓs| 12 |∆βℓs|
1
2 ec/(2q)
=
C3e
c/(2q)(1 + |x|m)
βℓt
(P ℓt |f |p)1/p
∑
s∈[0,t∧τ ]
∆ℓs
= C3(1 + |x|m)ec/(2q)(P ℓt |f |p)1/p.
Combining this with (4.6), (4.7) and (4.5), we obtain (4.1).
Now we are in a position to give
Proof of Theorem 1.1. By taking regular conditional probability with respect to S, we
have
Ptf(x) := Ef(Xt(x)) = E
(
Ef(Xℓt (x))|ℓ=S
)
= E
(
P St f(x)
)
.(4.8)
(i) For R > 0 and ℓ ∈ S, define
τ(ℓ) := inf{t : ℓt > R}.
If we choose βt = t ∧ τ(ℓ) in (3.6), then by (4.8) and (3.6), we have, for any v ∈ Rd with
|v| = 1,
∇vPtf = I1 + I2 + I3,
where
I1 := E
(
E
[
f(Xℓt )
1
βℓt
∫ t
0
〈σ−1s (Xℓs−)∇vXℓs−, dW βℓs〉
]
ℓ=S
)
,
I2 := E
(
E
[
f(Xℓt )
1
βℓt
∫ t
0
Tr
(
σ−1s ∇∇vXℓs−σs
)
(Xℓs−)dβℓs
]
ℓ=S
)
,
I3 := E

E
[
f(Xℓt )
1
βℓt
∑
s∈[0,t]
〈σ−1s (Xℓs−)∇∇vXℓs−σs(Xℓs−)∆W
β
ℓs
,∆Wℓs〉
]
ℓ=S

 .
As shown in the proof of Theorem 4.1, it is clear that when ES
−1/2
t∧τ < ∞, I1, I2 and I3
are well defined. Noticing that
W βℓs =Wℓs∧ℓτ(ℓ) =Wℓs∧τ(ℓ)
and
∆W βℓs = ∆Wℓs∧τ(ℓ) =Wℓs1[0,τ(ℓ)](s),
we have
I1 = E
[
f(Xt)
1
St∧τ
∫ t∧τ
0
〈σ−1s (Xs−)∇vXs−, dWSs〉
]
,
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I2 = E
[
f(Xt)
1
St∧τ
∫ t∧τ
0
Tr
(
σ−1s ∇∇vXs−σs
)
(Xs−)dSs
]
,
and
I3 = E
[
f(Xt)
1
St∧τ
∑
s∈[0,t∧τ ]
〈σ−1s (Xs−)∇∇vXs−σs(Xs−)∆WSs ,∆WSs〉
)]
= E
[
f(Xt)
1
St∧τ
∫ t∧τ
0
∫
Rd
〈σ−1s (Xs−)∇∇vXs−σs(Xs−)x, x〉N(ds, dx)
]
,
where the random measure N is defined by (1.9). Thus, the formula (1.8) is proven.
(ii) By the Markov property, it suffices to prove (1.10) for t ∈ (0, 1]. Then the estimate
(1.10) follows from Theorem 4.1 and (4.8) by using the Ho¨lder inequality. So, it suffices
to prove (1.11) for t ∈ (0, 1] in the case that B(u) > cuα/2, u > u0, where α ∈ (0, 2) and
u0 > 0. In this case, for any γ > 0 we may find a constant C > 0 such that for all t > 0
(see e.g. [5, page 298] for the formula of ES−γt ),
E
1
Sγt ∧ 1
6 1 + E
1
Sγt
= 1 +
1
Γ(γ)
∫ ∞
0
uγ−1e−tB(u)du
6 1 +
1
Γ(γ)
(∫ ∞
u0
uγ−1e−ctu
α/2
du+
∫ u0
0
uγ−1du
)
6 1 +
uγ0
γΓ(γ)
+
1
Γ(γ)
∫ ∞
0
uγ−1e−ctu
α/2
du 6
C
1 ∧ t2γ/α .
Therefore, (1.11) follows from (1.10).
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