Multilayer feed-forward neural networks are widely used based on minimization of an error function. Back propagation (BP) is a famous training method used in the multilayer networks but it often suffers from the drawback of slow convergence. To make the learning faster, we propose 'Fusion of Activation Functions' (FAF) in which different conventional activation functions (AFs) are combined to compute final activation. This has not been studied extensively yet. One of the sub goals of the paper is to check the role of linear AFs in combination. We investigate whether FAF can enable the learning to be faster. Validity of the proposed method is examined by performing simulations on challenging nine real benchmark classification and time series prediction problems. The FAF has been applied to 2-bit, 3-bit and 4-bit parity, the breast cancer, Diabetes, Heart disease, Iris, wine, Glass and Soybean classification problems. The algorithm is also tested with Mackey-Glass chaotic time series prediction problem. The algorithm is shown to work better than other AFs used independently in BP such as sigmoid (SIG), arctangent (ATAN), logarithmic (LOG).
Introduction
BP algorithm is a famous and well practiced supervised learning technique used for training MultiLayer Perceptrons (MLPs). [1] [2] [3] [4] In this algorithm, one needs to calculate the gradient of the error function of the network with respect to weights of the network. It attempts to minimize the difference (or error) between the desired and actual outputs in an iterative manner. In conventional BP, weights in the network are adjusted by the algorithm to make the error decrease along a descent direction.
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It is important to speed up the learning algorithm for a number of reasons. (a) The convergence time depends on the software to be used to make an algorithm. If the software is slow (such as MATLAB), it needs long time to converge. The case is more severe if someone uses slow machine, (b) There are some real world problems which take very long time to converge although the number of patterns are smaller such as XOR problem, (c) There are some problems which have very large number of attributes. They need long time even to see the output of a trial.
Quick convergence may resolve these problems. Hence, efficient learning technique is required.
The gradient calculation often requires an AF in the hidden layer and sometimes in the output layer for a MLP. The conventional AFs such as sigmoid and tan hyperbolic functions are often used in the MLP training algorithms. Unfortunately, they suffer from the limitation of saturation at around 0, 1 or −1, 1. The value of derivative becomes approximately zero around this zone. As a result the amount of weight update becomes negligible. Therefore, the convergence slows down. It was shown that the convergence rate is extremely slow especially for the networks with more than one hidden layer. 6 Recently, the modification of gradient function to improve the performance of the algorithm has attracted much attention of researchers. 7, 8 To improve the convergence of the algorithm we propose a hybrid activation function by combining the conventional AFs and linear functions. Therefore, we call it 'Fusion of Activation Function' (FAF).
There have been a long series of improvements of standard BP algorithm using different cost functions, different activation function, and heuristic strategies. Menke 9 proposed a method to adapt the problem with the learner to improve the supervised learning. The learning rate was adapted to speed up the BP. 10, 11 A drawback of standard BP is the existence of local minima resulting from the saturation behavior of the activation function. Zweiri et al had proposed a three term BP, which is a proportional factor to overcome the problems of standard BP. 12 A modified error function having fourth power instead of two was proposed for faster training. 13 An exponential cost function was proposed to improve the standard BP. 14 Tawel  15 proposed an adaptive neural net by introducing the temperature of the sigmoid activation function. To train the network both the weights and temperatures are updated. Kamruzzaman proposed an arctangent activation function to improve the convergence speed of BP. 16 A logarithmic activation function was proposed by Bilski 17 in lieu of sigmoid AF commonly used in BP. However, most of the AFs proposed above used independently in BP algorithm often cannot escape from local minima. They are faster with flat error. The performances of them become poor for large and difficult problems due to 'quick flat error'. This means convergence is faster but error becomes flat after quick convergence. As a result, unnecessary training may produce bad generalization. The effect of using combined AFs was not investigated extensively in the literature. The use of different activation functions was first motivated by the work of Fahlman.
18 This algorithm is specially designed for constructing network structure in a nice fashion -one hidden unit in each hidden layer. However, combining of AFs are not well studied as of our knowledge. In this paper, we report the results of combining conventional AFs to achieve quick convergence of BP algorithm with different network sizes.
Simulations with challenging problems have been carried out to investigate the learning characteristics of the proposed FAF. The paper is organized as follows. Section 2 explains a brief of BP algorithm. The proposed FAF is described in Sec. 3. The experimental studies including characteristics of benchmark problems and results on them are reported in Sec. 4. A brief discussion is presented in Sec. 5. The paper is concluded in Sec. 6.
Standard BP
The MLP 5 consists of one input layer, one output layer, and one or more hidden layers. Each layer contains a set of neurons and is fully connected with an adjacent layer. Each connection link is represented by a weight. The goal of MLP learning is approximation of an objective function. It adjusts the weights such that the discrepancies between the network outputs and the target values are minimized. This process is called supervised learning. The most popularly used error function is the mean squared error (MSE) that is given by:
where the notations are: n is the number of training samples; m output vector dimension; Y pi is the network output of ith neuron for pattern p; t pi is the target value of ith neuron for pattern p. BP applies a gradient descent procedure to minimize the error function E as follows,
where the notations are: w ij connection weight between neurons i and j; η learning rate.
Fusion of Activation Functions
The conventional AFs that are often used in the BP learning algorithm are sigmoid, tan hyperbolic function. A linear function is sometimes used in output layer. Other AFs which are also used are logarithmic, arctangent, tan(sig), log(sig) etc. We proposed a hybrid activation function at hidden and output layers of a MLP. This is nothing but combining the conventional AFs in the hidden and output layers of a MLP. In the hidden layer we combine sigmoid and linear function and in the output layer, sigmoid, tan hyperbolic and linear functions are combined to make a hybrid one. The usual targets of benchmark problems are belonging to 0 or 1. The output of the output layer was computed by adding half of the both sigmoid and tan hyperbolic transfer function. This is only to make the activation between 0 and 1. In addition, a linear transfer function is added with this sum as shown in Fig. 1 . A brief calculation of activation in FAF is described here. The output of the hidden layer of a neural network is computed as
(1) Fig. 1 . A neural network with FAF in hidden and output layers. The derivative of the Eq. (1) is
The output of the output layer is calculated as,
The derivative of the Eq. (3) is,
The weight update rule of standard BP requires a derivative of activation functions in the hidden and output layers. Therefore one needs just to use these derivatives as computed with Eqs. When the actual output o approaches extreme values (i.e., 0 or 1 or −1), the error signals will become so small that they cannot actually reflect the error signal and weight update process slows down.
To alleviate this problem, we just mix the AFs together. There are several explanations why we have done this. Firstly, there is less possibility that all of the AFs saturate together in the training if AFs are different. Therefore, the training may have flexibility to avoid saturation. Secondly, even though they saturate altogether the linear constants (λ 1 and λ 2 ) will contribute to make the update possible in both input and output layers as derived in Eqs. (2) and (4). This is the reason why the learning is faster in FAF. An experimental evidence will be discussed in Sec. 4.4.
Experimental Studies
This section describes about the benchmark problems used in this report and the results obtained with this method. Nine classification problems and one time series prediction problem are used to investigate the effectiveness of the proposed FAF.
Characteristics of benchmark classification data
These benchmark data are collected from PROBEN1 19 and the UCI machine learning data repository. The characteristics of the benchmark data are summarized in Table 1 . For example, diabetes problem is a classification problem having a total examples or patterns of 768 with 8 attributes and 2 classes. Other problems are arranged in a similar fashion in the table.
Experimental results
In order to investigate the convergence speed of BP learning with different AFs mentioned above, simulations are carried out with wide range of benchmark problems. Since no analytical techniques are available to study the learning speed of BP algorithm, simulation with different problems and comparison are the usually adopted means to evaluate the effectiveness of a modification. In the present work, investigation has been done with nine different problems. The error function was multiplied by 100 when it is reported.
(a) Parity problem
The first is the parity problems which include 2-bit, 3-bit and 4-bit. A 2-2-2 network (two inputs, two hidden and two output neuron) network was trained with different AFs for 2-bit problem. Four methods (FAF, SIG, ATAN, and LOG) are started at the same initial weights in each run. The network was initialized with small random weights. Training was allowed until sum-squared error reduces to 1. Twenty trials with different initial weights were carried out and the average training cycle is presented in Table 2 . For example, FAF needs only 94 iterations on average for η = 0.5. Other results show that the FAF improves the learning speed of BP learning in terms of number of iterations. The results of FAF are compared with the other activation functions in Table 3 . It is seen that for η = 0.1, average iteration required for FAF is 322 which is much smaller than that of sigmoid (17994), arctangent (4865), and logarithmic (6940). A typical run for all AFs including FAF is shown Fig. 4 . It is clear that FAF is faster than others, although there is a slight increase (Fig. 4) in error at the starting stage. This is allowable if someone knows there is drastic down stairs in the next few cycles. A 3-3-2 and 4-4-2 networks are used for 3-bit and 4-bit parity problems, respectively. The results and comparisons for 3-bit parity problems are listed in Tables 2 and 5 respectively. It is clear that FAF is faster than others AFs. Usually, BP (with SIG, ATAN, and LOG) needs very long time to converge for 4-bit parity problem. Especially, BP with SIG function cannot even converge within 5000 and 30,000 iterations for 3-bit and 4-bit problems. The test set is the same as training set, the testing accuracy is same with one exception in case of 4-bit parity problem. In this case, conventional sigmoid 
(b) Breast cancer
The first 350 patterns belong to train, and the last 174 patterns are used for testing. A NN size of 9-4-2 (9 inputs, 4 hidden neurons, and 2 outputs) is taken. An error of 2 is taken to stop the training. This algorithm can classify 172.5 patterns on an average out of 174 patterns for 10 runs. Table 6 shows the average results for all AFs starting with different initial conditions. The training is started with same initial conditions in a run for all AFs. The result proved that the FAF needs smaller average iteration than others. Since this is an easy problem there is less variation in the average number of iterations at different learning rate as observed in Table 6 . The accuracies for all the AFs including FAF are approximately the same (172.5/174 = 99.13%) since there is less noise in this problem.
(c) Diabetes
The first 384 patterns belong to training set, and the last 192 patterns are used for testing. A NN size of 8-4-2 is taken. An error of 8 is taken to stop the training. The FAF has attained average number of iterations as 34.5, 26.6, and 25.5 for learning rate 0.05, 0.75, and 1.0 respectively as listed in Tables 2 & 7 .
They are smaller than other AFs used independently in the training as shown in Table 7 . It is important to note that the ATAN and LOG functions need larger number of average iterations at increasing learning rate while FAF needs smaller number of iterations. The error at which the training was stopped was chosen as 8, because ATAN and LOG AF cannot reach a significant amount lower than 8. Also it is easy to compare FAF with others as well. The testing accuracy (TA) is approximately 76% for FAF on average. The TA is 77.5% for SIG on average and 76% for both ATAN and LOG. This is the problem where FAF gives comparable results. Diabetes is one of the hard problems in machine learning. There is much noise in the data set. Therefore, classification performance is limited. This is not inherent problem of FAF.
(d) Heart Disease
The first 151 patterns are taken as training set and a NN size of 13-4-2 is used in the experiment. The average results in terms of number of iterations are shown in Tables 2 and 8 . It is clear from the 
(e) Iris
The entire data set is taken as training and testing sets. A NN size of 4-3-3 is chosen for training. This is a three class problem. The average results are listed in Tables 2 and 9 . It is clear that FAF is faster than all other AFs as shown in Table 9 . For example FAF is 3 times faster than SIG, 1.6 times than ATAN and 1.5 times than LOG AFs at 0.1 learning rate.
(f ) Wine
A 13-4-3 NN is used for training. The results are shown in Tables 2 and 10 . The first 178 patterns are used for training. This is also a three class problem. Here, FAF is 1.51 times, 2.77, and 3.30 times 
(g) Glass
The first 107 examples are used as training set and a NN size of 9-7-6 is used for training. This is a six class problem. The average results in terms of number of iterations are listed in Table 2 
Mackey-Glass (MG) chaotic time series prediction problem
We have applied this method to MG chaotic time series prediction problem. This is because most of the literature uses this kind of time series. The MG chaotic time series is generated by the following differential equation.
where α = 0.2, β = −0.1, τ = 17. x(t) is a quasiperiodic and chaotic with a fractal dimension 2.1 for the above parameters. The input to an artificial neural network (ANN) consists of four past data points,
x(t), x(t−6), x(t−12), and x(t−16).
During training, the true value of x(t + 6) was used as target value.
The data for MG time series was obtained by applying the fourth-order Runge-Kutta method to equation (5) with initial condition x(0) = 1.2, x(t−τ ) = 0 for 0 ≤ t < τ, and the time step is one. The training data consisted of first 500 examples. The following 500 data points were used as test set. This is a continuous problem and different from classification problem. The input and output are continuous. Remarkable results are obtained for this problem as listed in Table 13 . An average number of iterations obtained with FAF is 8.4 for learning rate of 0.1, and with two constants of λ 1 = 0.4 and λ 2 = 0.15. The results are compared with other AFs in Table 14 . FAF is clearly 5, 2, and 2 times faster than SIG, ATAN and LOG AFs respectively for a learning rate of 0.1. It is clear that FAF is faster than others by a wide margin.
Learning characteristics
In this section, we explain two things -the weight update process during training and the effect of varying the number of hidden units in training. We have presented the theoretical reasons why FAF becomes faster in Sec. 3. Here we will describe the experimental evidence of the theoretical explanation using two bit parity problem. Figure 5 explains the update procedure of FAF and BP algorithms for two bit parity problem. It is clear that FAF updates very quickly, while BP does not contribute to update process yet. That is why absolute weight of BP does not start to change. BP takes long time to converge. It shows the efficiency of FAF with respect to standard BP. The absolute value of weight was computed by taking the root mean square of weights in the network. The Fig. 5 shows only the initial stage of training for simplicity sake. It is interesting to observe the impact of varying the number of hidden units in FAF. We consider two problems -one from parity i.e., two bit parity and another from disease diagnosis i.e., diabetes problems. This is because entire picture of the impact of varying hidden unit may be come out together. Tables 15 and 16 describe the variation of hidden units with the variation of learning rates. The network size 2-3-2 indicates the two input-three 
hidden unit-two output network. We observe that the number of iterations is slightly decreases with the increase of number of hidden unit for both the problems. This is because the network now has the more flexibility (more weights) to map the given function. For example, the average number of iterations was 312, 310 and 297 for 2-3-2, 2-4-2, and 2-5-2 network respectively as listed in Table 15 . Similar observation was found for diabetes problem as shown in Table 16 . The BP with higher number of hidden does not significantly speed up the training. The main point here is that the speed of training was not significantly improved with the increase of hidden units.
Further comparisons
In this section, we first report the comparative timings of FAF, SIG, ATAN and LOG AFs to converge. Secondly, we compare FAF with some existing algorithms. We have compared the time required to complete a training session for all AFs. We have just computed the time in a training session and multiplied with the average iteration as listed in Table 17 . A programming language executes each instruction within nanosecond depending upon the machine. Our program adds several instructions in a backpropagation algorithm to form FAF. Since FAF requires less iteration, the total execution time in fact is relatively less than other algorithms as depicted from the table. The execution time depends upon the machine and software used for the algorithm. Therefore it may differ from machine to machine, 
Discussion
In this technique user needs to select two linear constants λ 1 and λ 2 . One can run FAF without making any adaptive technique in η. It is enough to maintain at a small suitable value. We have shown the learning characteristics at different η to make sure about the fastness and performance of FAF. We have three observations on the user specified parameters.
(a) We have observed the inverse relationship between λ 2 and η as shown in Fig. 6 Learning rate There is a marginal increase in error at the beginning of training for only 2-bit parity problem. This may be due to the use of steeper linear line in the output layer. Another reason may be the limited number of weights (2-2-2 = 8). Sometimes insufficient weight makes the learning hard. However, this is allowable if error is expected to reduce quickly in the following few cycles.
We found few important observations as below:
(i) The FAF shows faster and better results than other AFs for parity problems. SIG AF requires long training time to converge whereas FAF needs much smaller number of iterations. For 4-bit parity problem, FAF classifies always 16 patterns and other AFs fail for that.
(ii) The FAF shows better performance for all twoclass and more than two-class problems such as Wine, Iris, Glass, and Soybean. Also TA of FAF was better than others except diabetes problem. Since diabetes is a hard problem and percentage of noise added in it is larger than others. The testing accuracies for Glass problem are higher than others by a wide margin. (iii) Exceptional results were obtained for MG chaotic time series prediction problem. The convergence time and prediction accuracies are better by a wide margin than other AFs.
Conclusion
This paper proposes a new hybrid activation function by combining the conventional AFs. The sigmoid, tan hyperbolic and linear AFs are fused together to compute final activation in a NN. This is similar to yet different from other existing algorithms. Promising and interesting results are obtained with different kinds of real world benchmark problems such as parity problem, cancer, diabetes, heart disease, iris, wine, glass, soybean and MG chaotic time series prediction problems. Almost in every cases FAF achieves faster training. One of the main points in this paper is the joint use of two linear constants (λ 1 , λ 2 ) in opposite sign. MG time series problem was an exception and FAF gives faster with it with the same sign of linear constants. FAF is a useful technique for faster training. The testing accuracies are also validated through a series of simulation and they are better than other methods. This may reduce the terrible long training time and tediousness in trial. A nice further study may be the selection of optimal values of user defined parameters (η, λ 1 , λ 2 ) using genetic algorithm.
