Abstract. Statistical analysis on landmark-based shape spaces has diverse applications in morphometrics, medical diagnostics, machine vision, robotics and other areas. These shape spaces are non-Euclidean quotient manifolds, often the quotient of the unit sphere under a group of transformations. To conduct nonparametric inferences, one may define notions of center and spread of a probability distribution on an arbitrary manifold and work with their estimates. There has been a significant amount of work done in this direction. However, it is useful to consider full likelihood-based methods, which allow nonparametric estimation of the probability density. This article proposes a class of mixture models constructed using suitable kernels on a general compact non-Euclidean manifold and then on the planar shape space in particular. Following a Bayesian approach with a nonparametric prior on the mixing distribution, conditions are obtained under which the Kullback-Leibler property holds, implying large support and weak posterior consistency. Gibbs sampling methods are developed for posterior computation, and the methods are applied to problems in density estimation on shape space and classification with shape-based predictors.
Introduction
In recent years, there has been considerable interest in the statistics literature in the analysis of data having support on a non-Euclidean manifold M . Our focus is on nonparametric approaches, which avoid modeling assumptions about the distribution of the data over M . Although we are particularly motivated by landmark-based analyses of planar shapes, we develop nonparametric Bayes theory and methods also for general manifolds.
There is a rich literature on frequentist methods of inference on manifolds, which avoid a complete likelihood specification in conducting nonparametric estimation and testing based on manifold data. Refer, for example to Bhattacharya and Bhattacharya [1] and the references cited therein. Such methods are based on estimates of center and spread, which are appropriate for manifolds. However, other aspects of the distribution other than center and spread may be important. In addition, Bayesian likelihood-based methods have the advantage of providing a full probabilistic characterization of uncertainty, which is valid even in small samples.
There is a very rich literature on nonparametric Bayes density estimation in Euclidean spaces, with the most commonly used method based on kernel mixture models of the form f (y; P ) = K(y; θ)P (dθ), (1.1) where K is a kernel and P is a mixture distribution. For example, for univariate density estimation with y ∈ R, the kernel is commonly chosen as K(y; θ) = (2πσ 2 ) −1/2 exp{ −1 2σ 2 (y − µ) 2 }, with θ = (µ, σ), leading to a mixture of Gaussians. In allowing the mixture distribution to be unknown through a prior distribution with large support, one obtains a highly-flexible specification. A common choice of prior for P is the Dirichlet process (DP) (see Ferguson [6] , [7] ), resulting in a DP mixture (DPM) of Gaussians (Escobar and West [5] ). Lo [14] showed that DPM location-scale mixtures of Gaussians have dense support on the space of densities with respect to Lebesgue measure, while Ghosal et al. [8] proved posterior consistency.
Our focus is on developing Bayesian methods for nonparametric density estimation on non-Euclidean manifolds M using a specification similar to (1.1). The manifold of special interest is the planar shape space Σ k 2 -the space of similarity shapes of configurations of k landmarks in 2D.
Frequentist methods for nonparametric density estimation on non-Euclidean manifolds have been developed in Pelletier [20] . In that paper, an appropriate kernel is presented on a compact manifold which generalizes the commonly used location-scale kernel on Euclidean spaces. It is used to build a kernel density estimate (KDE) which uses the sample points as the locations and a fixed known band-width. It is proved that the KDE is L 2 consistent for a sufficiently small band-width.
We use that kernel to build mixture density models on general manifolds. For landmark-based shape analyses, we focus on mixtures of Complex Watson (CW) distributions. The CW distribution was proposed in Watson [25] , [26] as a convenient parametric distribution for data on spheres, and later in Dryden and Mardia [4] for planar shape data. Kume and Walker [12] recently proposed an MCMC method for posterior computation in CW parametric models.
To do Bayesian inference, as in Euclidean spaces, the kernel must be carefully chosen, so that the induced prior will have large support, meaning that the prior assigns positive probability to arbitrarily small neighborhoods around any density f 0 . Such a support condition is important in allowing the posterior to concentrate around the true density increasingly as the sample size grows. From the theorem of Schwartz [21] , prior positivity of Kullback-Leibler (KL) neighborhoods around the true density f 0 implies that the posterior probability of any weak neighborhood of f 0 converges to one as n → ∞. Showing that a proposed prior has KL support is important in providing a proof of concept that the prior is sufficiently flexible. Unfortunately, showing KL support tends to be quite difficult for new priors even in Euclidean spaces, though Wu and Ghosal [29] provide useful sufficient conditions.
In this paper, we extend those results to general manifolds and in particular to the planar shape space using the CW kernel.
In addition to large support, nonparametric Bayes procedures must be computationally tractable and lead to interpretable results in order to be useful in practice. The enormous success of DPM models is largely due to the availability of efficient and easy to implement computational algorithms, such as the Polya urn Gibbs sampler (Bush and MacEachern [3] ), the block Gibbs sampler (Ishwaran and James [9] ) and the exact block Gibbs sampler (Papaspilopoulos [18] ). DP priors are characterized by a precision parameter α and a base probability measure P 0 , with computational efficiency improved when P 0 is conjugate to the likelihood. We develop efficient methods for simulating from the posterior distributions of our mixture models using DP priors.
Lennox et al. [13] proposed a DPM of bivariate von Mises distributions for protein conformation angles, modifying the finite mixture model of Mardia, Taylor and Subramaniam [16] . Posterior computation relies on the auxiliary Gibbs sampler of Neal [17] , with efficiency improved through conditionally-conjugate updating. Their approach is specific to angular data and they do not present results on support of the prior. It is potentially the case that there are certain angular distributions that cannot be accurately characterized as mixtures of von Mises distributions.
This article is organized as follows. In Section 2, we develop kernel mixture density models on general compact Riemannian manifolds. Through Theorems 2.2 and 2.4, we provide mild sufficient conditions on the true density and the prior on the mixing distribution so that the induced priors satisfy the KL property. These conditions are trivially satisfied by many standard priors such as DP. We present an algorithm based on the exact block Gibbs sampler to simulate from the posterior distribution of the density. These results are then applied to the unit sphere in Section 3.
Section 4 provides a brief overview of the geometry of Σ k 2 . In Section 5, we present some important parametric distributions on this space, discuss their properties and show how to sample from them. These distributions come into much use in the later sections to build mixture density models on Σ k 2 with large support and for posterior computations. In Section 6, we carry out nonparametric density estimation on Σ k 2 using mixtures of CW kernels. We prove that the KL property holds for the induced priors under mild assumptions on the mixing priors and the true density in Theorems 6.2 and 6.3. We adapt the methods from Section 2.3 for posterior computations using a DPM of CW kernels. We present a choice for base measure P 0 and prior band-width distribution using which we get posterior conditional conjugacy and the computational efficiency is highly enhanced.
We present some applications of the methods developed in Sections 7 and 8. In Section 8, we numerically compare the performance of our density estimate with other estimates such as KDE and parametric model based estimate. To do so, we simulate data from a known distribution, estimate the distribution by each method and estimate the divergence of the density estimate from the true density. It turns out that the Bayes estimate performs much better than the other two. Finally in Section 8, we perform classification of real-world data via nonparametric Bayes discriminant analysis. In this example, there are samples of male and female gorilla skull images. We estimate the shape density for each group and then estimate the conditional probability of a skull being female given its shape, using which we classify it as male or female.
The proofs of our major results are presented at the end in an Appendix section.
Nonparametric density estimation on general manifold
Let (M, g) be a compact Riemannian manifold of dimension d, g being the Riemannian metric tensor. Let d g be the geodesic distance under g. Then (M, d g ) is a complete metric space. Let r * denote the injectivity radius of M . Since M is compact, 0 < r * < ∞. For p ∈ M , let T p M be the tangent space of M at p which is isomorphic to R d . Then the exponential map at p, exp p : T p M → M provides the normal coordinates at p. If we denote by B p (0, r * ) a ball of radius r * centered at the origin in T p M , then exp p is a diffiomorphism from B p (0, r * ) into M . This ball is contained in a normal neighborhood of p. For an Euclidean space, r * = ∞ and the entire space can be covered by one coordinate patch. 
and G p (p) = 1. In a normal neighborhood, G is strictly positive and G p (m) = G m (p) (see Willmore [28] ). This volume density function can be extended as a non-negative continuous function to the whole of M using Jacobi fields (see [28] ). Note that on an Euclidean space G is identically equal to 1.
2.1. Mixture density models on M . Consider the kernel
with variable m ∈ M and parameters (µ, σ)
We also assume that there exists a constant A > 0 such that σ ≤ Ar * and X is zero outside [0,
is a well defined function because G µ (.) is strictly positive on the geodesic ball
and due the support restriction on X , K is defined to be zero outside this ball. Proposition 2.1 proves that (2.1) defines a valid probability density on M . From now on, for convenience, we will write K for K(.; µ, σ) wherever the parameters (µ, σ) remain fixed.
Proposition 2.1. For any fixed µ ∈ M and σ ∈ (0, Ar * ], K defines a probability density on M with respect to the volume measure.
Proof. We need to show that
V (dm) being the volume form of M . Since K is zero outside B(µ, r * ), the integral in (2.2) can be written as B(µ,r * ) K(m; µ, σ)V(dm). Since B(µ, r * ) lies in a normal neighborhood of µ, using normal coordinates into T µ M , the integral can be written as x <r * K(m; µ, σ)G µ (m)dx. Here x denotes the normal coordinates for m (i.e. Using the kernel K, we can define a location mixture probability density on M as
or a location-scale mixture density
While defining f , the parameter P is a probability distribution on M and σ is the band-width parameter which lies in (0, Ar * ]. For defining g, the parameter Q is a probability distribution on M × (0, Ar * ]. From Proposition 2.1, it is easy to show that for parameters fixed, f and g are valid densities on M . They generalize the commonly used location and location-scale mixture models on Euclidean spaces to more complex manifolds.
KL condition.
In this section and subsequent ones, we represent the space of probabilities on a space X as M(X). Suppose we have an iid sample X 1 , . . . , X n from some unknown distribution F 0 on M . We assume that F 0 is absolutely continuous with respect to the volume measure on M and let f 0 be its volume-density. To find a nonparametric Bayes estimate for f 0 , we approximate it by a mixture density as in (2.5) or (2.6). Then we set a prior for the parameters which induces corresponding priors on the space of densities on M via the mixture models. Using the sample and this prior, we compute the posterior distribution of the underlying probability distribution generating the sample. For model (2.5), let Π 1 be a prior for P and choose an independent prior π 1 for σ, i.e. (P, σ) ∼ Π 1 ⊗ π 1 . For model (2.6), denote by Π 2 a prior for Q. For these models to be good approximations for the true density f 0 , we need to show that the induced priors give positive probability to arbitrarily small neighborhoods around any density f 0 on M . From the Schwartz theorem, it follows that prior positivity of the KullbackLeibler (KL) neighborhoods around f 0 implies that the posterior probability of any weak neighborhood of f 0 converges to one almost surely as n → ∞. Such a prior is said to satisfy the KL condition. We give a formal definition of KL neighborhood and KL condition in Definition 2.1. Definition 2.1. The KL neighborhood of a density f 0 of size ǫ > 0 is defined as
A prior Ψ on the space of probability densities on M (w.r.t. the volume measure) is said to satisfy the KL condition at f 0 if for any ǫ > 0,
Corollary 2.3 provides conditions on f 0 and the prior Π 1 ⊗ π 1 for the parameters (P, σ) corresponding to the location mixture density f in (2.5) under which the induced prior satisfies the KL condition at f 0 . Theorem 2.2 provides similar conditions on the prior Π 2 for the mixing measure Q in the location-scale mixture density g in (2.6). In fact as Theorem 2.2 shows, for the location mixture density model we can even prove that arbitrarily small L ∞ neighborhoods around f 0 get positive probability under the prior induced by Π 1 ⊗ π 1 . This implies the KL condition at f 0 as shown in corollary 2.3 and also positive prior probability for L 1 neighborhoods around f 0 . The proofs of Theorems 2.2 and 2.4 are given in the Appendix section 9.1. Theorem 2.2. Let f 0 be a continuous density on M and F 0 be the corresponding probability distribution. Let f (m; P, σ) be a density as in (2.5). Assume that the prior Π 1 ⊗ π 1 for (P, σ) contains (F 0 , 0) in its support. Also assume that there exists a positive constant r 1 < r * such that π 1 {(0, Proof. From now on for simplicity we shall use f (m) for f (m; P, σ) whenever it is understood. Since M is compact, f 0 (m) > 0 for all m ∈ M implies that inf m∈M f 0 (m) = c 0 > 0. For δ > 0 define
2 . Hence for δ sufficiently small, f (.; P, σ) ∈ KL(f 0 , ǫ) whenever (P, σ) ∈ W δ . From Theorem 2.2 it follows that (Π 1 ⊗ π 1 )(W δ ) > 0 for any δ > 0 and therefore
Theorem 2.4. Let f 0 be a strictly positive continuous density on M and let F 0 denote its corresponding distribution. Let g(m; Q) be a density as in (2.6). Let Π 2 be a prior on Q such that Π 2 {M(M × (0, Ar 1 ])} = 1 and F 0 ⊗ δ 0 is in the support of Π 2 . Then the prior on the space of densities on M induced by Π 2 satisfies the KL condition at f 0 .
Remark 2.1. From Proposition 2.1 it follows that f and g are valid probability densities if 0 < σ ≤ Ar * . However, to show the KL condition for the mixture priors in Corollary 2.3 and Theorem 2.4, we have added the stronger restriction that 0 < σ ≤ Ar 1 . This restriction on the prior to smaller bandwidth σ is intuitively reasonable because smaller bandwidth is expected to give a finer approximation to the unknown density.
The conditions on the priors in Theorems 2.2 and 2.4 correspond to the size of the support of the priors, which are trivially satisfied by many standard nonparametric priors. For example, for model (2.5) we can choose Π 1 to be a Dirichlet process prior DP (ω 0 P 0 ) with supp(P 0 ) = M and π 1 to have a density on (0, Ar 1 ] that is strictly positive in some neighborhood of zero. For (2.6), we can instead choose the prior Π 2 for the mixing measure Q to correspond to a Dirichlet process with base P 0 ⊗ π 1 . These choices are convenient computationally, as we will illustrate in Section 2.3.
Posterior computation.
For simplicity in describing an approach for posterior computation, we focus on the location mixture specified in (2.5) with a Dirichlet process prior for the mixing measure P . In Dirichlet process mixture models, there are two common strategies for posterior computation, with the first relying on a marginal approach that integrates out the mixing measure (MacEachern [15] , West et al. [27] ) and the second relying on a conditional approach (Ishwaran and James [9] ). Conditional algorithms typically rely on the stick-breaking representation of Sethuraman [22] , which lets P = ∞ j=1 w j δ µ s j , with µ s j ∼ P 0 , w j = V j h<j (1−V h ), and V j ∼ Be(1, ω 0 ), where the atoms {µ s j } and stick-breaking random variables {V j } are mutually independent a priori. A difficulty that arises is that the random measure P is expressed in terms of infinitely many unknowns, so that exact posterior computation seems impossible. Ishwaran and James [9] address this problem through a truncation approximation to P . Recently, retrospective sampling (Papaspiliopoulos and Roberts [19] ) and slice sampling (Walker [24] ) algorithms have been developed that avoid the need for truncation. This is possible because only a finite number of components are occupied by subjects in the sample, with the prior and posterior distributions being identical for the infinitelymany components having higher indices.
Here, we follow the exact block Gibbs sampler proposed by Papaspiliopoulos [18] and Yau et al. [30] . Let X i ∼ K(; µ i , σ), for i = 1, . . . , n, with µ i ∼ P , P ∼ DP(ω 0 P 0 ) and σ ∼ π 1 . We introduce uniformly distributed slice sampling latent variables, u = {u i } n i=1 and let S i denote the mixture component for subject i, with µ i = µ s Si . The complete data likelihood is then
and we sequentially sample through the following steps.
(1) Update S i , for i = 1, . . . , n, by sampling from the multinomial conditional posterior distribution with Pr(
(2) Update the atoms µ s j , j = 1, . . . , S (n) , by sampling µ s j from the conditional posterior, which is proportional to P 0 (dµ
. This is equivalent to sampling from the prior for components that are unoccupied. (3) Update the bandwidth parameter σ by sampling from the conditional posterior, which is proportional to π 1 (dσ)
Update the stick-breaking random variables V j , for j = 1, . . . , S (n) , from their conditional posterior distributions given the cluster allocation but marginalizing out the slice sampling latent variables
. In particular,
(5) Update the slice sampling latent variables from their conditional posterior by letting u i ∼ Unif(0, w Si ), for i = 1, . . . , n. These steps are repeated a large number of iterations, with a burn-in discarded to allow convergence. In our experience, the algorithm is quite efficient, with rapid convergence and no evidence of slow mixing in cases we have considered. Due to label switching issues (Stephens [23] ), we recommend assessing convergence and mixing by examining trace plots and applying standard diagnostics for the density f (m; P, σ) evaluated at a dense grid of m values. A draw from the posterior for f or the predictive density can be calculated using
with σ and w j , µ s j , j = 1, . . . , S (n) an MCMC draw from the joint posterior of the bandwidth and the weights and atoms for each of the components up to the maximum occupied. A Bayes estimate of f can then be obtained by averaging these draws across many samples. When P 0 is chosen to correspond to the uniform distribution over the manifold, the integral K(m; µ s , σ)dP 0 (µ s ) = 1/Vol(M ). In this case, computing the predictive density in (2.8) becomes relatively simple. However, in many cases, the uniform distribution may be overly diffuse, having a low probability of generating clusters close to the data. This can lead to a very large penalty on adding new clusters as data are added, and hence underestimation of the number of clusters. We recommend instead choosing a non-conjugate P 0 , which assigns high probability to cluster means located close to the data values, with such a P 0 chosen based on prior knowledge, past data or empirical Bayes. We can accommodate non-conjugate cases by using Metropolis-Hastings sampling in steps 2 and 3 and analytically approximating the integral in (2.8). One way to do so is to replace the integral by K(m; µ * , σ), µ * being a draw from P 0 . Alternatively, it tends to be the case unless the data set is small that 1 − j≤S (n) w j ≈ 0, so that we can accurately approximate the predictive density discarding the final term in (2.8).
In the next section, we explicitly compute the kernel K on the unit sphere.
Application to the unit sphere S d
Consider the unit sphere in R d+1 , namely,
Statistical analysis on the sphere finds lots of application in directional data analysis. Also since most of the shape spaces are quotients of the sphere, it is important to understand its geometry and how to do inference on it.
The sphere S d is a compact Riemannian manifold of dimension d and injectivity radius of π. For two points m 1 , m 2 ∈ S d , the geodesic distance between them is given by
It is endowed with the metric tensor from
It is a diffieomorphism from B(0, π) onto S d \ {−m}. Proposition 3.1 computes the volume-density function on the sphere.
which has eigen-values 1 with multiplicity 1 and
with multiplicity d − 1. Since det(g(x)) is the product of its eigen-values, we get
To get a kernel on the sphere as in (2.1), we choose the function X such that X ( x ) defines a density on R d with compact support. Now we can build mixture density models on S d as in Section 2.1. To sample from the posterior distribution of the density as in Section 2.3, we need to write the conditional posteriors using a suitable coordinate system on S d . A natural choice is using normal coordinates into the tangent space of some fixed point such as the estimated center of the distribution. For different notions of centers on the sphere and their properties, see [2] and [1] .
In the next section, we describe our main manifold of interest, namely the planar shape space of k-ads, and carry out density estimation on it in the subsequent sections.
The planar shape space
Consider a set of k points, k > 2, on the 2D plane, not all points being the same. We refer to such a set as a k-ad or a set of k landmarks. The similarity shape of this k-ad is what remains after we remove the effects of the Euclidean rigid body motions of translation and rotation and scaling. For convenience we denote a k-ad by a complex k-vector z = (z 1 , z 2 , . . . , z k ) ′ , i.e., we will represent k-ads on a complex plane. To remove the effect of translation from z, one subtracts
from z to bring its centroid to the origin. This centered k-ad z c lies on the complex (k − 1)-dimensional subspace H k−1 of C k consisting of all vectors orthogonal to the vector 1 k of all ones. Using an orthonormal basis for H k−1 , we compute coordinates
, columns of which form an orthonormal basis for H k−1 .
The effect of scaling is removed by dividing z H by its total norm z H = k−1 j=1 |z j H | 2 (which is z c ). The normalized k-ad w lies on the complex unit sphere
which can be identified with the real sphere S 2k−3 . Since w contains the shape information of z along with rotation, it is called the preshape of z. The space of all preshapes forms the preshape sphere S k 2 which is CS k−2 or S 2k−3 . The similarity shape of z is then the orbit of w under all rotations in 2D. Since a rotation by an angle θ of a landmark (x, y) can be achieved by multiplying its complex version x + iy by e iθ , the shape of z (or w) is the set (or orbit)
[w] = {e iθ w : θ ∈ [0, 2π)}.
The space of all such orbits constitutes the planar shape space Σ k 2 which is the quotient of the preshape sphere under all one dimensional rotations, that is
where * denotes the complex conjugate transpose.
For a choice of orthonormal basis {v 1 , . . . , v k−2 , iv 1 , . . . , iv k−2 } for V u (over R), the normal coordinates for a shape
Hermitian matrices via the Veronese-Whitney embedding which is given by
Here S(k − 1, C) is viewed as a linear subspace of
is the one induced from this embedding, namely,
4.1. Center and spread. Let Q be a probability distribution on Σ k 2 . The center of Q can be meaured by its extrinsic or intrinsic means while its extrinsic or intrinsic variations define notions of spread of Q.
The extrinsic mean of Q is defined as the minimizer of the loss function
provided F has a unique minimizer. The minimum value of F is called the extrinsic variation of Q. Given a sample X 1 , . . . , X n from Q, the extrinsic mean and variation of the empirical distribution In defining the loss function F in (4.1), if we replace d E by the geodesic distance d g , its minimizer defines the intrinsic mean of Q, provided it has a unique minimizer. For more details on the properties of the extrinsic and intrinsic parameters and their estimates, see [1] and [2] and the references cited therein.
Parametric models on the planar shape space
In this section we present some well known probability distributions on Σ k 2 and study their properties. These models will come into much use in the later sections for nonparametric density estimation. 
j=1 r j and θ j ∈ (−π, π), j = 1, 2, . . . , k − 1. Then (r 1 , . . . , r k−2 , θ 1 , . . . , θ k−1 ) form the coordinates of z, we will call that Kent's preshape coordinates. Since the shape of z can be obtained by rotating it around a fixed axis, we may set θ k−1 = 0 and use the coordinates
. These coordinates are derived in Dryden and Mardia [4] , we will call them shape coordinates. The advantage of using these coordinate systems on S is that we get simple expressions for the volume forms. It can be shown that (see Kent [10] )
In other words, in terms of these shape coordinates, the uniform distribution on Σ k 2 remains uniform on S k−2 ×(−π, π) k−2 . This helps us simulate from this distribution and also from the other models stated below. We shall also need this expression for the volume form in proving the KL condition in Section 6.
Complex Bingham distribution. The Complex Bingham distribution on Σ k
2 has the following density with respect to the volume form:
f (m; A) = c −1 (A) exp(z * Az).
Here z ∈ S k 2 is some preshape of m ∈ Σ k 2 and the parameter A ∈ S(k − 1, C), c(A) being the normalizing constant. It was proposed in Kent [10] . We will denote this distribution by CB(A) or just CB. Note that CB(A) = CB(A + αI) for any α ∈ R, so that w.l.o.g. we may assume A to be p.s.d. with smallest eigen-value equal to 0.
Complex Watson distribution.
A special case when A has complex rank equal to 1 is the Complex Watson distribution which has the density
with parameters µ ∈ Σ k 2 and σ > 0, c(σ) being the normalizing constant. z and ν are some preshapes of m and µ respectively. We shall represent this distribution as CW (µ, σ) or just CW . Note that
J being the Veronese-Whitney embedding mentioned in Section 4. 
Properties of CB and CW distributions. In case of CB(A), write
Then the CB distribution can be written as
with r k−1 = 1 − k−2 j=1 r j . Hence under the CB distribution, r has the density proportional to exp( k−1 j=1 λ j r j ) on S k−2 , θ 1 , . . . , θ k−2 are iid Unif(−π, π) and r and θ are independent.
For the CW (µ, σ) distribution, since λ 1 = . . . = λ k−2 = 0, λ k−1 = σ −1 , therefore the distribution of r can be written as f (r) ∝ exp(σ −1 r k−1 ) which implies that r k−1 has the marginal distribution Normalizing constants. Expression (5.1) suggests that for the CB(A) distribution, c(A) depends on A only through its eigen values and hence is equal to c(Λ).
For the CW distribution, c(σ) can be derived to be
In [4] , the CB & CW distributions are viewed as distributions on the preshape sphere and hence the normalizing constant is derived to be 2πc(σ).
Extrinsic mean and variation. Let X 1 ∼ CB(A). Then the extrinsic mean for the CB distribution can be expressed as the shape of a unit eigen-vector corresponding to the largest eigen-value of µ J = E[J(X 1 )]. Let z be one of the preshapes of X 1 , z 1 = U * z and (r, θ) be the shape coordinates for [z 1 ]. Then
Take θ k−1 = 0. Then since
] where E(r j0 ) = max 1≤j≤k−1 E(r j ) provided there is a unique such j 0 . The extrinsic variation is 2(1 − E(r j0 )).
For the CW (µ, σ) distribution,
and E(r k−1 ) = c
It can be shown that E(r k−1 ) > 1 k−1 and hence E(r k−1 ) > E(r j ), j = 1, . . . , k − 2. Therefore for this distribution, the extrinsic mean is
and the extrinsic variation equals
For σ small, E(r k−1 ) ≈ 1 − σ(k − 2) and then V E ≈ 2(k − 2)σ.
Simulation from CW distribution.
To draw a sample from CW (µ, σ), we may draw θ 1 , . . . , θ k−2 iid from Unif(−π, π), set θ k−1 = 0, and draw r = (r 1 , . . . , r k−2 ),
. . , 0, 1) and set z = U z 1 . Then [z] is a random sample from the Complex Watson distribution.
We saw in Section 5.4 that under the distribution f , r k−1 has the marginal distribution g(r k−1 ) ∝ e r k−1 /σ (1 − r k−1 ) k−3 on (0, 1). Make the transformation
which is Gamma(k − 2, 1) density restricted to (0, σ −1 ). Draw s k−1 by the inverse-cdf method and set r k−1 = 1 − σs k−1 . Then draw (s 1 , . . . , s k−2 ) from the Dirichlet distribution with all parameters set equal to 1 and set r j = (1 − r k−1 )s j , j = 1, . . . , k − 2. This gives us a draw from f .
Simulation from CB distribution. For the CB(A) distribution, we saw in Section 5.4 that
Unless we have some more information on the eigen-values λ j as in case of CW (µ, σ), it is not easy to simulate exactly from f . We may instead use a full conditional Gibbs sampling method to draw r. Draw r j for j = 1, . . . , k − 2 from the density proportional to exp((λ j − λ k−1 )r j ) on (0, 1 − r (j) ) using the inverse-cdf method where Under high concentrations, that is when λ k−1 >> λ k−2 , a more effective approach would be to use an independent exponential approximation. That is draw r j , j = 1, . . . , k − 2 independently from the density proportional to exp((λ j − λ k−1 )r j ) on (0, 1). Accept the draw if k−2 i=1 r i ≤ 1 and then set r k−1 = 1 − k−2 j=1 r j .
Density estimation on Σ k 2
Since the planar shape space is a compact Riemannian manifold, we could use the kernel defined in Section 2.1 to build mixture density models on this space. However it is not easy to get an exact expression for the kernel because of the volume density term involved. Also to simulate from the posterior distribution of the density as in Section 2.3, if we write the conditional posteriors of the atoms and bandwidth using normal coordinates, then the expressions become messy. It is not easy to sample from them due to lack of conjugacy. In this section, we present an alternative kernel and construct mixture density models using that, for which the theoretical and numerical computations are greatly simplified, as we shall see in the subsequent sections. 
Then for fixed µ, σ; K(.; µ, σ) defines a valid probability density on Σ k 2 with respect to the volume measure. As shown in Section 5.4, it has an extrinsic mean µ E equal to µ and extrinsic variation
which is approximately a constant multiple of σ when σ is small. Note that K can be written as
Hence it is similar to the kernel in equation (2.1), except that now we need not put any constraint on the support of X or σ for it to be a valid probability density.
Using this kernel, we can define a location mixture or a location-scale mixture density model on Σ k 2 as in (2.5) and (2.6) respectively. We set priors on the mixing parameters which induce corresponding priors on the space of densities. We prove that the induced priors satisfy the KL condition for both models which imply posterior consistency for the Bayes estimates of the densities. The computations are greatly simplified by using the shape coordinates described in Section 5.1 due to the fact that under this coordinate system, the uniform measure on Σ k 2 remains uniform on S k−2 × (−π, π) k−2 . This observation helps us remove the constraints on the kernel parameters and prove KL property under lesser restrictions. It is proved in Theorems 6.2 and 6.3. In proving them, we will use the following lemma. The proof is given in the Appendix section 9.2.
Lemma 6.1. Let F 0 be an absolutely continuous probability distribution on Σ k 2 and let f 0 be its density. For a probability P on Σ k 2 and σ > 0, define
which is a valid probability density. Assume that f 0 is Holder Continuous on the metric space (Σ k 2 , d E ), i.e. there exists constants A, a > 0 such that for any two Theorem 6.2. Let f 0 be a Holder continuous density on Σ k 2 and F 0 be the corresponding probability distribution. Define
with K as in (6.1). Let Π 1 be a prior on M(Σ k 2 ) which contains F 0 in its support. Let π 1 be a prior on R + containing 0 in its support. Then for any ǫ > 0,
Let Π 2 be a prior on M(M × R + ) containing F 0 ⊗ δ 0 in its support. Then if f 0 is Holder continuous and strictly positive on Σ k 2 , then Π 2 {P : f (.; P ) ∈ KL(f 0 , ǫ)} > 0.
6.1. Posterior computation. In this section, we describe an exact block Gibbs sampling algorithm for posterior computation in Dirichlet process location mixture of Complex Watson kernels using the mixture model in (6.2). The algorithm follows the general steps outlined in Section 2.3, with our goal being to simulate from the posterior distribution of f given an iid sample X 1 , . . . , X n from f and obtain a Bayes estimate for f . For the location-scale mixture, the computations are very similar and are left to the reader. The prior Π 1 on P is taken to be DP (w 0 P 0 ) with w 0 = 1 and P 0 = CW(µ 0 , σ 0 ) for some µ 0 ∈ Σ k 2 , σ 0 > 0 while the prior π 1 for σ is chosen to be the Inverse Gamma distribution with some fixed hyper-parameters a, b > 0, i.e.,
These prior choices cause posterior conjugacy as we shall see soon. In the algorithm described in Section 2.3 for sampling from the posterior distribution of the density, at any given iteration, the distinct location atoms µ s j are drawn from the conditional posterior
where y is some preshape of µ s j , m j is the number of observations allocated to cluster j in the current iteration,Z j is the average of the embedded sample corresponding to cluster j, i.e.Z j = 1 m j i:Si=j J(X i ) and A 0 = J(µ 0 ). This implies that
Hence the CB prior P 0 ensures conditional posterior conjugacy. We sample from this distribution by one of the methods described in Section 5.6. We draw σ from its full conditional posterior
where y j denotes some preshape for µ s j , j = 1, . . . , S (n) . For σ small, this conditional density is approximately equal to that of
Hence we get approximate conjugacy for the conditional distribution of σ once we choose a IG prior π. Numerical studies show that this approximation is very accurate even for σ moderately small. Hence an independent Metropolis Hastings step for updating σ, with candidates generated from the IG approximation, should be highly efficient.
Application to simulated data
We draw an iid sample of size 200: X 1 , . . . , X n , n = 200, on the planar shape space Σ k 2 , k = 4, from the density f 0 = 0.5CW(µ 1 , σ 0 ) + 0.5CW(µ 2 , σ 0 ) with
We try three different density estimates for f 0 , namely a nonparametric (np) Bayesian density estimate as obtained in Section 6.1, a frequentist parametric estimate and a kernel density estimate (KDE). We compare their performance by estimating the distance between the true density and the density estimate. We use two types of distances, namely the L 1 distance and the Kullback-Leibler (KL) divergence. In turns out that the np Bayes estimate performs the best in both cases.
The L 1 divergence between f 0 and another density f 1 is given by
which can be estimated consistently bŷ
The KL divergence between f 0 and f 1 is defined to be
a consistent estimator of which is given bŷ
To get the Bayes estimate, we estimate f 0 using expression (2.8) averaged over a large number of iterations of the exact block Gibbs sampler described in Section 6.1 for the DP location mixture of CW kernels model. To complete a specification of the model, we let P 0 = CW(μ E , 0.1), withμ E being the sample extrinsic mean. By using the data to estimate the center of the base distribution, while choosing a moderate variance, we ensure that the prior introduces clusters close to the support of the data. This default leads to better performance than using a uniform base measure which is the limit of CW distributions as σ → ∞. The prior π 1 for σ is set to be IG(1, .1) and the DP precision parameter is fixed as ω 0 = 1, which is a commonly-used default in the literature, which favors a sparse representation with few clusters.
We ran the Gibbs sampler for 100,000 iterations, with the first 15,000 discarded as a burn-in. Posterior summaries of the distances, including posterior means and credible intervals are summarized as follows: To get a single kernel based frequentist density estimate, we fit a CW (µ, σ) distribution to the data, estimating µ and σ by their MLEsμ mle andσ mle respectively. LetZ denote the embedded sample mean, letλ k−1 denote its largest eigen value and letÛ k−1 be a corresponding unit eigen vector. It is shown in [4] that µ mle = [Û k−1 ] which is the sample extrinsic mean and under high concentrations (i.e.l k−1 close to 1)σ mle is approximately equal to
which isV E 2(k−2) wherê V E denotes the sample extrinsic variation. Denoting the density estimate byf mle ≡ CW (μ mle ,σ mle ), the estimated distances from the true density f 0 turn out to bê 
Application to morphometrics: classification of gorilla skulls
In this real life example, eight landmarks are chosen on the midline plane of 2D images of some gorilla skulls. There are 29 male and 30 female gorillas in the sample. The data can be found in Dryden and Mardia [4] . The goal is to study the shapes of the skulls and use that to build a classifier to determine the sex of a gorilla from its skull's shape. This finds application in morphometrics and other biological sciences. Figure 1 shows the plot of the preshapes of the k-ads along with the preshapes of the sample extrinsic means for the two groups. The sample preshapes have been rotated appropriately to bring them closest to the chosen preshapes for the means. Figure 2 plots the nonparametric Bayes estimates of the shape densities for the two groups along with 95% credible regions. These estimates were obtained using the same model, prior and computational algorithm applied in Section 7 for the simulated data. The plots show the densities conditioned to the geodesic starting from the female group's mean shape and directed towards the male group's mean shape.
To carry out a discriminant analysis, we randomly pick 25 shapes from each sample as training data sets and the remaining 9 are used as test data. Then we estimate the shape densities independently from the test data for each sex, and find the conditional probability of being female for each of the test sample shapes. If we denote by π the prior probability of being female, byf 1 (m) andf 2 (m) the female and male predictive densities evaluated at a shape m, then the posterior probability of being female for the shape m given the training sample of shapes is p = πf 1 (m)
We take π = 0.5. five shapes correspond to female gorillas while the last four are males. There is some uncertainty in the classification of sample 3 while sample 8 is misclassified. Figure 3 plots the preshapes of the test samples along with that of the mean shapes from the male and female groups.
We may also build a distance based classifier by comparing the distance of any given shape from the mean shapes of the female and male training sets. Columns 4 and 5 of table 2 present the extrinsic distance of each of the test sample shapes from the female and male extrinsic means respectively. Using this classifier, samples 3 and 8 are misclassified. The disadvantage of using such a classifier is that it is deterministic in nature -there is no measure for the uncertainity in classifying. 
Appendix
Proof. From Proposition 2.1, it follows that
In a normal neighborhood of m, G µ (m) = G m (µ) and hence K is symmetric in m and µ. Also K(m; ., σ) is zero outside B(m, r * ). Therefore we can write
For convenience let us use f (m) for f (m; F 0 , σ). Since B(m, r * ) lies in a normal neighborhood of m, using normal coordinates into T m M , equation (9.1) simplifies to
where f 1 (y) = f 0 (exp m (y)). Since f 0 is uniformly continuous on the compact metric-space (M, d g ), given any ǫ > 0, there exists a δ > 0 such that 
for δ sufficiently small. This completes the proof.
a set W containing σ ǫ and π 1 (W ) > 0 such that This proves that W contains W 1 and hence the claim is proved. Since F 0 ∈ supp(Π 1 ), therefore Π 1 (W) > 0. Hence condition (3) is satisfied. This completes the proof.
Proof of Theorem 2.4. From Lemma 9.1 it follows that given any δ 1 > 0, we can find a σ 1 > 0 such that with P 1 = F 0 ⊗ δ σ1 , Denote by ∂A, the boundary of any set A. Since M is a manifold, it has no boundary, hence ∂(M × E) = M × ∂E. Since (µ, σ) → K(m; µ, σ) is uniformly equicontinuous as a family of functions labeled by m ∈ M on M ×E and P 1 {∂(M × E)} = P 1 (M × ∂E) = 0, therefore for δ 2 > 0, W m (δ 2 ) = {P : |f (m; P E ) − f (m; P 1 )| < δ 2 } defines a weakly open neighborhood of P 1 . Since P 1 ∈ supp(Π 2 ), therefore Π 2 (W m (δ 2 )) > 0. We also claim that if Pick m ∈ M , say m ∈ B(m i , δ 3 ). Equation (9.5) implies that |f (m; P E ) − f (m i ; P E )| < δ 2 ∀P.
Hence |f (m; P E ) − f (m; P 1 )| ≤|f (m; P E ) − f (m i ; P E )| + |f (m i ; P E ) − f (m i ; P 1 )| + |f (m i ; P 1 ) − f (m; P 1 )|
Hence W ⊇ 
