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1. INTRODUCTION
The Monte Carlo method plays a dominant role in statistics of small and
moderate samples. At present it provides the unique opportunity to inves-
tigate the quality of statistical procedures. The Monte Carlo simulation
proves to be more efficient when it is applied to parametric models aimed
to explain the origin of a sample. The number of parametric families that
are subject to simulation gradually grows (see e.g., Bratley et al. (1987) or
Wieczorkowski and Zielin´ski (1997)).
The present paper is devoted to the less studied case of the family of
multidimensional stable distributions. More precisely, our goal is to compare
two approaches to simulation of random variables having a symmetric
stable distribution. The stability is understood in the Feldheim–Levy sense.
At present such kind of stability is usually called the a-stability. The first
approach that follows Byczkowski et al. (1993) (see also Nolan (1998) and
Davydov and Paulauskas (1999)) is based on a discrete approximation of
the Poisson spectral measure that characterizes the distribution of the
simulated random vector. The second one concerns the utilization of
classical limit theorems for sums of i.i.d. variables. More precisely, we
study the accuracy of approximation that can be achieved within the
framework of the mentioned approaches.
The most discouraging feature of stable distributions is that none of
them is known in closed form. Even in the simplest case provided by the
spherically invariant stable distributions the density can be represented
solely as an integral of a Bessel function (see Kalinauskaite (1970b)). The
case admits a series representation for the stable density similar to the
well–known one-dimensional ones (see e.g., XVII.6 in Feller (1971)).
The density series representation like that given in Kalinauskaite (1970a)
is not very convenient from the viewpoint of statistical simulation. So far,
the only source of relevant information about the density of a stable law is
the inverse formula that links it with its characteristic function.
Let a random vector t have the stable distribution determined by the
characteristic function
f(t)=Ee ıOt, tP=exp(− |t|a Sa(et, m)), t ¥ Rd, d \ 1, (1.1)
where a ¥ (0, 2) is the characteristic exponent,
Sa(e, m)=F
S d−1
|Oe, eP|a m(de),
m is a normalized measure on Sd−1 such that for any Borel subset E of the
unit sphere m(−E)=m(E). It remains to note that for any x ¥ Rd we denote
ex=|x|−1 x.
If the support of m spans Rd then, obviously,
mm= min
e ¥ S d−1
Sa(e, m) > 0. (1.2)
In other words, the considered family of a-stable distributions constitutes
a typical semiparametric model. The model admits another semiparame-
trization in which
Sa(e, m)=sa F
S d−1
|Oe, eP|a n(de), n(Sd−1)=1, (1.3)
with sa being the total variation of m. Obviously, s > 0 stands for a scale
parameter.
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The representation (1.3) proves to be more convenient for statistical
inference.
The paper is organized as follows. In Section 2 the closeness of two
a-stable densities is bounded by a distance between the corresponding
Poisson spectral measures. The convergence in that distance entails the
weak convergence of the spectral measures. Section 3 is devoted to the
accuracy of approximation of an a-stable distribution by means of a sum of
i.i.d. random vectors. Concluding remarks are gathered in Section 4. Their
aim is to estimate the applicability of the above approaches to simulation.
Sections 5 and 6 serve as appendices to the basic text. Here we place
general facts which concern various distances between measures and the
convergence in variation in the central limit theorem. We believe that such
a form of presentation makes the proofs of the basic statements more
readable.
2. ON CLOSENESS OF STABLE DISTRIBUTIONS
We call spectral or Poisson spectral any bounded measure m defined on
the Borel sets of Sd−1. Denote by Md the class of all spectral measures.
Furthermore, we write t ’ Sd(a, m) if the characteristic function of t admits
the representation (1.1). The corresponding density is denoted by sa(x; m).
Througout this section we use the semiparametric model
S={Sd(a, m), a ¥ (0, 2), m ¥Md}.
Consider two stable distributions Sd(a, mi), i=1, 2. Our goal is to
estimate the closeness between them in terms of that between m1 and m2. The
former is understood as the closeness in L. while the latter as that in the
metric dp defined as follows
dp(m1, m2)=|m¯1− m¯2 |+(m¯1 N m¯2) p(n1, n2),
where m¯=m(X) denotes the total variation m, n=m/m¯ and p is the
Prokhorov metric.
The basic properties of dp are given in Appendix 1.
Set
m(e)=Sa(e; m1)NSa(e; m2), m= min
e ¥ S d−1
m(e).
We recall that
Sa(e; m)=F
S d−1
|Oe, eP|a m(de).
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If the linear supports of sa(x; m1) and sa(x; m2) coincide with Rd then,
obviously, m > 0.
The main result of the section contains the following theorem.
Theorem 2.1. Let ti ’ Sd(a, mi), i=1, 2. If (1.2) holds for both m1 and
m2, then
sup
x
|sa(x; m1)−sa(x; m2)| [Km−1−d/a dbp(m1, m2),
where K=K1K2 with
K1=(aK1)(m¯1 N m¯2)1−b+(m¯1 K m¯2)1−b, b=aN1,
and
K2=a−121−dp−d/2
C(d/a+1)
C(d/2)
.
Proof. From the inverse formula it follows
d=sup
x
|sa(x; m1)−sa(x; m2)| [ (2p)−d F
Rd
|e−|t|
a
S1−e−|t|
a
S2| dt,
where
Si=Sa(e; mi), i=1, 2, e=et.
Changing the variables t=re, r > 0, e ¥ Sd−1, yields
d [ cd(2p)−d F
S d−1
qd−1(de) 1F.
0
rd−1 |e−r
a
S1−e−r
a
S2| dr2 ,
where cd is the surface measure of Sd−1 and qd−1 is the normalized Haar
measure on Sd−1. It is well known that (see IV.10 in Schwartz (1967))
cd=
2pd/2
C(d/2)
.
Set
I(e)=F.
0
rd/a−1 |e−rS1−e−rS2| dr.
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Obviously,
d [ a−1cd(2p)−d F
S d−1
I(e) qd−1(de). (2.1)
Further,
I(e)=F.
0
rd/a−1e−rm(e) |1− exp(−r(M(e)−m(e)))| dr,
where
m(e)=S1 NS2, M(e)=S1 KS2.
We remind that min m(e) > 0. Since 1−e−x [ x, x \ 0,
I(e) [ (M(e)−m(e)) m−d/a−1C(d/a+1).
Obviously,
M(e)−m(e)=|S1−S2 |.
In view of (2.1) we continue
d [K2m−d/a−1 F
S d−1
|S1−S2 | qd−1 (de). (2.2)
So it remains to estimate the integral on the right-hand side. We present
the required estimate as a lemma.
Lemma 2.2. Let mi, i=1, 2, be two spectral measures. Then
sup
e ¥ S d−1
|Sa(e; m1)−Sa(e; m2)| [ ˛ (m¯1−a1 +m¯1−a2 )(dp(m1, m2))a if 0 < a < 1(a+1) dp(m1, m2) if 1 [ a < 2.
Proof. Denote by we(t) the modulus of continuity of he(e)=|Oe, eP|a,
e, e ¥ Sd−1, that is
we(d)= sup
|e− eŒ| [ t
|he(e)−he(eŒ)|.
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If 0 < a < 1, then for any positive a and b we have |aa−ba| < |a−b|a.
Therefore,
|he(e)−he(eŒ)| [ | |Oe, eP|− |Oe, eŒP| |a [ |e− eŒ|a,
that is
we(t) [ ta.
If 1 < a < 2, then for any positive a and b we have |aa−ba| < a |a−b|, that
is
we(t) [ at.
It remains to apply Lemma 5.3, (5.2) and (5.3). The lemma is proved.
Let us rewrite the statement of the lemma as follows
sup
e ¥ S d−1
|Sa(e; m1)−Sa(e; m2)| [K1(dp(m1, m2))b. (2.3)
Now the statement of the theorem follows from (2.2) and (2.3). The
theorem is proved.
In particular, if m¯i=sani, i=1, 2, then from Theorem 2.1 we obtain
sup
x
|sa(x; m1)−sa(x; m2)| [K2((aK1)+1)) m−1−d/a sapb(n1, n2). (2.4)
Thus, the weak convergence of the Poisson spectral measures entails the
strong convergence of the corresponding stable measures.
The closeness between Sd(a1, m) and Sd(a2, m) can be estimated with the
help of the following statement.
Theorem 2.3. If mm=mine ¥ S d−1 Sa(e; m) > 0, then
sup
x
: “sa(x; m)
“a
: [ (M1+M2 |ln mm |) m¯m−(1+d/a)m ,
where
M1=a−2K2 1e−1+>R+ ud/ae−u |ln u| du
C(1+d/a)
2 , M2=a−2K2,
while K2 is as in Theorem 2.1.
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Proof. By the inverse formula,
: “sa(x; m)
“a
: [ (2p)−d F
Rd
e−|t|
a
S |t|a 1 |S| |ln |t| |+: “S“a : 2 dt,
where
S=Sa(e; m).
Obviously, |S| [ m¯ while
: “S
“a
: [ max
0 [ u [ 1
ua |ln u|=(ea)−1.
Therefore,
: “sa(x; m)
“a
: [ (2p)−d m¯ F
Rd
e−mm |t|
a
|t|a (|ln |t| |+(ea)−1) dt
=cd(2p)−d m¯ F
.
0
e−mmr
a
ra+d−1(|ln r|+(ea)−1) dr
=a−2cd(2p)−d m¯ F
.
0
e−mmr
a
rd/a(|ln r|+e−1) dr.
It remains to implement obvious calculations. The theorem is proved.
From Theorem 2.3 it follows that for all a1, a2 ¥ (0, 2)
sup
x
|sa1 (x; m)−sa2 (x; m)| [M |a1−a2 | (2.5)
with
M=(M1+M2 |ln mm |) m¯m
−(1+d/a)
m .
Theorem 2.1 and (2.5) allow us to establish a rate of L.-convergence of
san (x; mn) to sa(x; m). If an Q a, mn S m, m¯ > 0, then
sup
x
|san (x; mn)−sa(x; m)|=O(max{|an−a|, |m¯n− m¯|}, p
b(n1, n2)| b). (2.6)
It is easily seen that (2.4)–(2.6) precises the statements of Theorem 1 in
Byczkowski et al. (1993). As to the second one that deals with the rate of
convergence in variation we expect that
F
Rd
|sa(x; mn)−sa(x; m)| dx=O(dn),
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where
dn=sup
x
|sa(x; mn)−sa(x; m)|.
However, we cannot establish a better rate than O(da/(a+d)n ). Of course,
this rate, which can be reached as in Proposition 6.3, is not satisfactory.
3. THE RATE OF CONVERGENCE PROVIDED BY SUMS OF
I.I.D. RANDOM VECTORS
3.1. Statements
Consider a random unit vector e such that
P(e ¥ E)=n(E), E ¥BS d−1, (3.1)
and a random variable t having the Pareto distribution with the density
p(u)=˛au−1−a if u \ 1
0 if u < 1.
(3.2)
It is convenient to adhere the following definition.
Definition 3.1. We call a distribution n-Paretian if it corresponds to a
random vector y admitting the representation te, where e and t are
independent, t has the density (3.2) while e is distributed as in (3.1).
In what follows we assume that (1.2) is fulfilled; that is the n-Paretian
distribution is strictly d-dimensional. Consider a sequence of i.i.d. random
vectors such that
yj=
d
y, j=1, 2, ... .
Set
zn=n−1/a C
n
j=1
yj. (3.3)
Let z ’ Sd(a, m)=Sd(a, s, n) with
m¯=sa=a F.
0
x −1−a(1− cos x) dx=F.
0
x−a sin x dx=C(1−a) cos
ap
2
(see 3.764.2 in Gradshteyn and Ryzhik (1965)).
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Set
Sa(A)=P(z ¥ A), Pn(A),=P(zn ¥ A). (3.4)
Let d(P, Q) denote the uniform distance between two measures P and Q;
that is
d(P, Q)= sup
A ¥Bd
|P(A)−Q(A)|.
If the measures P and Q are absolutely continuous with respect to the
Lebesgue measure ld then
d(P, Q)=(1/2) F |p(x)−q(x)| dx,
where
p(x)=
dP
ld
(x), q(x)=
dQ
ld
(x)
are the corresponding densities.
The following theorem gives the rate of d-convergence. It is worth
reminding the reader that this convergence is also called convergence in
variation.
Theorem 3.2. Let Sa, Pn be defined as in (3.4). If the underlying
distribution is n-Paretian then as nQ.
d(Pn, Sa)=O(n−b1),
where
b1=
min(a, 2−a)
d+a
.
Denote by sa(x) the density of limiting law Sa. Let pn(x) denote the
density of Pn if it exists. From Theorem 3.2 it follows that
F |pn(x)−sa(x)| dx=O(n−b1). (3.5)
Thus the rate of convergence in variation of Pn as well as that of
L1-convergence of pn equals n−b1. The greater the dimensionality the worse
the rate, though it is expected that b1 might be replaced with
b2=min(1, 2/a−1).
The following statements provide a basis for such a conjecture.
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Theorem 3.3. Let the distribution of y be n-Paretian. If d > 1 and for
some d ¥ (0, 1)
sup
e ¥ S d−1
F |Oe, eP|−d n(de) <., (3.6)
then for all sufficiently large n the density pn(x) is uniformly bounded.
Furthermore, as nQ.
sup
z
|pn(z)−sa(z)|=O(n−b2).
But if d=1 then (3.6) is superfluous.
In other words the rate of L.-convergence is n−b2. The question arises
whether the obtained rate is true. The following statement aims at answering
this question.
Let
S(e)=F
S d−1
|Oe, eP|a m(de),
S1=
a
2−a
F
S d−1
|Oe, eP|2 n(de),
S2=F
S d−1
|Oe, eP|2 n(de)−1F
S d−1
|Oe, eP| n(de)22.
Theorem 3.4. Under the conditions of Theorem 3.2, as nQ.
pn(0)−sa(0)=(2p)−d Lan−b2(1+o(1)),
where
2La=˛ −FRd |t|2a S2(e) exp(−S(e) |t|a) dt if 0 < a < 1F
Rd
|t|2 S1(e) exp(−S(e) |t|a) dt if 1 < a < 2
F
Rd
|t|2 S2(e) exp(−S(e) |t|a) dt if a=1.
We emphasize that Theorem 3.3 gives a reasonable rate of
L.-convergence for a [ 1. As to a greater a it remains to choose a better
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underlying distribution. It looks very credible that the true rate of conver-
gence in variation in Theorem 3.2 is also n−b2. However, it is not quite clear
how to justify this conjecture.
Remark. It is worth noting that within the context of Theorem 3.3 the
condition (3.6) is essential. Suppose that n is supported by a finite number
of points ±e (1), ..., ±e (m) such that e (1), ..., e (m) span Rd. Then we have
f(t)=2 |t|a C
m
j=1
|Oe, e (j)P|a b1(|Oe, e (j)P t|) nj ,
where nj=n({±e (j)}) and (see the proof of Lemma 3.5)
b1(z)=a F
.
z
u−1−a cos u du.
Let t=|t| eŒ, |t|Q.. Then
f(t)=2 C
(j: e(j) + eŒ)
nj+o(1).
It is evident that such a n-Paretian distribution is not absolutely con-
tinuous. However, as it is stated below in Lemma 3.6, its dth convolution
possesses an absolutely continuous component.
3.2. Auxiliary Statements
Here and in Appendix II c denotes any positive constant whose concrete
value is of no importance. It means that c+c=c, c2=c etc. By h we
denote any quantity which varies within [−1, 1].
Lemma 3.5. Let f(t) be the characteristic function of te. Then for |t| [ 1,
f(t)=1−S |t|a+c1h |t|2, c1 > 0,
where
S=F
S d−1
|Oe, eP|a m(de), m¯=ca=a F
.
0
u−1−a(1− cos u) du.
If (3.6) holds then for |t| \ 1
|f(t)| < c |t|−min(d, 1−d).
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Proof. Notice, first, that S \ mm > 0. It is easily seen that
f(t)=a F
|u| > 1
Ee ıuOe, tP |u|−1−a du.
Therefore,
f(t)=1−|t|a F
S d−1
|Oe, eP|a b(|Oe, eP t|) n(de), (3.7)
where
b(z)=a F.
z
u−1−a(1− cos u) du
and e=et=|t|−1 t.
Obviously, for z < 1,
b(z)=ca−a F
z
0
u−1−a(1− cos u) du=ca−z2−aa(z),
where as zQ 0
a(z)Q
a
2(2−a)
.
In order to come to the first assertion of the lemma it remains to complete
straightforward calculations. Notice also that
c1= sup
0 < z < 1
a(z).
In order to prove the second assertion we start with the following
relation (cf. (3.7))
f(t)=|t|a F
S d−1
|Oe, eP|a b1(|Oe, eP t|) n(de)
with
b1(z)=a F
.
z
u−1−a cos u du.
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Obviously, for z < 1,
b1(z)=hcz−a
while for z > 1,
b1(z)=−az−1−a sin z+a(a+1) F
.
z
u−2−a sin u du=chz−1−a.
Represent f(t) as
f(t)=|t|a 1F
|Oe, eP t| [ 1
+F
|Oe, eP t| > 1
2=f1+f2.
Taking into account (3.6) we easily obtain
|f1 | [ c F
|Oe, eP| [ |t| −1
n(de) [ c |t|d F
|Oe, eP| [ |t| −1
|Oe, eP|−d n(de) [ c |t|−d
while
|f2 | [ c F
|Oe, eP| > |t| −1
|Oe, eP|−1 n(de) [ c |t|−1+d.
The lemma is proved.
From this lemma it immediately follows that f(t) ¥ Lm for any m >
1/min(d, 1−d). It implies that for n > m the density pn(x) is uniformly
bounded.
Lemma 3.6. Let e ¥ Sd−1 and g ¥ R1+ be independent. Assume that e has a
distribution n such that span{supp n}=Rd. Assume also that g has an
absolutely continuous distribution and its density p(u) is uniformly bounded.
Then the dth convolution of P(A)=P(eg ¥ A) admits the following
decomposition
Pdg=pR+(1−p) Q,
where p ¥ (0, 1] while R is absolutely continuous and its density
r(x)=
dR
dld
is uniformly bounded.
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Proof. Let gi and e (i), i=1, ..., d, be independent copies of, respec-
tively, g and e. Denote by g (d) and E, respectively, the vector (g1, ..., gd)T
and the matrix with the columns e (i), i=1, ..., d. Since the support of n is
d-dimensional there exists d > 0 such that p=P(|det E| > d) > 0. Then for
a Borel set A ¥ Rd
P(Eg (d) ¥ A)=F P(Eg (d) ¥ A |E=G) P(dG).
The conditional distribution of Eg (d) given E=G is absolutely continuous
with the density |det G|−1 p(x) where p(x) is that of g (d). Obviously, for
G ¥Td=(G: |det G| > d) this density is bounded by d−1(sup p(u))d. It
remains to take r(x) as follows
r(x)=p−1 F
Td
p(x) P(dG).
The lemma is proved.
3.3. Proofs of Theorems 3.2, 3.3 and 3.4
First, we prove Theorem 3.2. In view of Propositions 6.2 and 6.3 in
Appendix B it remains to estimate
d −n=F
|t| [ c0n
1/a
|sˆn(t/n1/a)− exp(−S |t|a)| dt.
Set c0=min(1, (mm/(2c1))1/(2−a)). It is easily seen that
d −n [ F
|t| [ c0n
1/a
|fn(n−1/at)− exp(−S |t|a)| dt
+F
|t| [ c0n
1/a
|sˆn(n−1/at)−fn(n−1/at)| dt=I11+I12. (3.8)
For |t| [ c0,
(mm/2) |t|a [ S |t|a+c1h |t|2 [ (ca+mm/2) |t|a. (3.9)
In view of Lemma 3.5 we obtain
ln f(t)=−S |t|a+hc1 |t|2+hc2 |t|2a
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provided |t| [ c0. It is worth noting that
c2=(1/2)(ca+m/2)2.
So, for |t| [ c0n1/a we have
n ln f(n−1/at)=−S |t|a+hc1n1−2/a |t|2+hc2n−1 |t|2a. (3.10)
Set z=zn(t)=hc1n1−2/a |t|2+hc2n−1 |t|2a. Since
|ez−1| [ |e |z|−1| [ |z| max(e, e |z|)
we have
|e−S |t|
a
−fn(n−1/at)| [ |z| max(e, e |z|) e−mm |t|
a
.
From (3.9) it follows that for |t| [ c0n1/a
(mm/2) |t|a−|z| \ (mm/2) |t|a−c1n1−2/a |t|2+c2n−1 |t|2a \ c2c20 > 0
and, therefore,
|fn(n−1/at)− exp(−S |t|a)| [ c(n1−2/a |t|2+n−1 |t|2a) e−(mm/2) |t|
a
(3.11)
whence
I11=O(n−min(1, 2/a−1)). (3.12)
From (6.1) we obtain
I12=o(e−cn
2d
)
that, together with (3.8) and (3.12), gives
d −n=O(n
−min(1, 2/a−1)).
In order to arrive to the statement of the theorem related to Pn one should
apply Proposition 6.2. The theorem is proved.
The proof of Theorem 3.3 follows the same scheme. The starting
formulae are the following. By the inverse formula
sup
x
|pn(x)−sa(x)| [ (2p)−d F |fn(n−1/at)−e−S |t|
a
| dt
=(2p)−d 1F
|t| [ c0n
1/a
+F
|t| > c0n
1/a
2=(2p)−d (I11+I2)
224 DAVYDOV AND NAGAEV
(here I11 is the same as in (3.8)). In view of (3.6) (cf (6.4))
I2=o(n−K)
for any K > 0 and, therefore, the first assertion follows from (3.12).
The proof of Theorem 3.4 is also very easy. Let 0 < d < 1/a−1/2,
d1=1/a−1/2−d. As in (3.7) for |t| < 1 we have
f(t)=1−S |t|a+(1/2) S1 |t|2+ch |t|4.
If |t| [ nd1 then (cf (3.10))
n ln f(n−1/at)=−S |t|a+(1/2) S1 |t|2 (1+hw(n))
−(1/2) S2 |t|2a (1+hw(n)). (3.13)
Let
Dn(t)=fn(n−1/at)− exp(−S |t|a).
By the inverse formula
pn(0)−sa(0)=(2p)−d F
Rd
Dn(t) dt.
As in the proof of Theorem 3.3 we derive
pn(0)−sa(0)=(2p)−d F
|t| [ c0n
1/a
Dn(t) dt+o(n−K)
for any K > 0.
From (3.9) (or (3.11)) it follows that for any K > 0,
pn(0)−sa(0)=(2p)−d F
|t| [ nd1
Dn(t) dt+o(n−K).
In view of (3.13) the theorem follows.
4. CONCLUDING REMARKS
We are going to summarize the results presented above. Note that in the
case where d=1 the simulation of a stable random variable makes no
problem. According to Chambers et al. (1976) (see also Weron (1996)) one
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pseudo-stable value requires two pseudo-uniform numbers. Unfortunately,
in the multidimensional case there is no, at least so far, formula similar to
that of Zolotarev (1964) (see also Th.2.2.3 in Zolotarev (1986)) which
serves in the one-dimensional case as a basis for simulation in the referred
papers. It is this obstacle that explains both the approaches discussed here.
4.1. Discretization of the Spectral Measure as an Approach to Simulation
Within the framework of the first one we should simulate
t (n)=C
n
j=1
m1/ajn tje
(j), (4.1)
where tj, j=1, ..., n, are i.i.d. with the common distribution S1(a, q0), q0
is the Haar measure on S0={−1, 1}, mjn > 0 (see e.g., Modarres and
Nolan (1994)).
It is easily seen that t (n) ’ Sd(a, mn) with
mn({±e (j)})=
1
2 mjn, j=1, ..., n.
Consider a stable vector t ’ Sd(a, m) to be simulated. From Theorem 2.1 it
follows that for any m, mn ¥Mn
sup
x
|sa(x; m)−sa(x; mn)| [Km−1−d/adbp(m, mn).
If m¯=m¯n=1, then it seems to be reasonable to take as mn a discretization
of m. Then from (5.5) we have
sup
x
|sa(x; m)−sa(x; mn)| [Km−1−d/a( sup
1 [ i [ n
diam Ei)b,
where Ei, i=1, ..., n, is a partition of a half-sphere (e: e ¥ Sd−1, e1 > 0). It
implies that for a \ 1 the rate of convergence provided by (4.1) is
acceptable.
Thus, in order to have an approximate pseudo-value of t ’ Sd(a, m) we
have to simulate 2n pseudo-uniform numbers. Intuitively, the greater d the
greater n is required. In order to make this statement more precise we
should solve the following extreme problem.
Let Md, n={mn} be the class of all symmetric measures supported by
exactly 2n points. The problem is to find
mn ¥ arg min
mŒ ¥Md, n
p(m, mŒ)
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and
pm= min
mŒ ¥Md, n
p(m, mŒ).
Evidently, pm depends on d. It is easy to see that in the simplest case
m=qd−1
C2(d) n−
1
d−1 [ pm [ C1(d) n−
1
d−1
for some positive constants C1 and C2. The same is true if the density
dm/(dq
d−1
) is separated from 0 and .. However, the complete solution of
the problem still remains unknown even in this case.
4.2. Simulation on the Basis of Classical Limit Theorems
As to the second approach the accuracy provided by Theorem 3.2 does
not look very optimistic. However, that given by Theorem 3.3 is not bad at
least for 0 < a [ 1. In other words, the approaches complement each other.
The first is definitely better when a \ 1 while the second is preferable for
a [ 1. ‘‘Not bad’’ means that it is acceptable for such purpose as, say, the
estimation of a functional of a stable law. If our goal is to estimate quality
of a statistical procedure such rate of convergence looks too slow.
We remind that the underlying distribution in Theorems 3.2 and 3.3 is
of quite definite form (see Definition 3.1). It is a better choice of that
distribution that could make the second method more perspective. One
should remember that this distribution must be easily simulated and,
simultaneously, must provide a relevant rate of convergence.
Speaking about the theory of limit theorems for sums of independent
random vectors one should distinguish between the cases of normal and
non-normal limit distributions. In the first case there exists a perfect theory
presented, say, in a fundamental book Bhattacharya and Ranga Rao
(1976). As to the case of a stable limit law the theory is far from being
perfect. Within the context of the L.- and d-convergences we can mention
only two the papers of Banis (1976, 1977). The rate of convergence in those
papers are eestablished with the help of the pseudo-moment techniques.
The author assumes that a ] 1 but does not assume the symmetry of the
limit stable law.
The main assumption is that the so-called pseudo-moment of the order
r=1+[a] exists that is (see (3.3))
o(r)=F
Rd
|x| r |(P1−Sa)(dx)| <.. (4.2)
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This condition implies, in particular, that P1 possesses an absolutely con-
tinuous component with an unbounded support. In Banis (1976) the estab-
lished rate of L.-convergence of densities is O(n1−r/a). If 0 < a < 1/2 this
rate is better than that given by Theorem 3.3. It means that the
n-Paretian distribution with small a definitely does not satisfy the pseudo-
moment condition (4.1). If 1 < a < 2 then Theorem 3.3 gives exactly the
same rate of convergence though we can say nothing about the existence of
o(2). But if 1/2 < a < 1 the rate of convergence given by Theorem 1 in
Banis (1976) is worse then in Theorem 3.3.
As to the d-convergence the rate O(n1−r/a) is established in Banis (1977)
in the particular case d=2, a > 1. Thus, the rate of convergence provided
by Theorem 3.2 being, evidently, far from optimal, is, nevertheless, the
best, so far known, one for the n-Paretian distributions of an arbitrary
dimension.
It should be emphasized that the existence of pseudo-moments in the one-
dimensional case can be verified, as it is shown in Christoph and Wolf
(1993), with the help of the well-known asymptotic series for stable
densities.
However, higher dimensions asymptotic formulae for stable densities
can be established under rather restictive conditions imposed on the
spectral density. The most general result, so far known, is presented in
Arkhipov (1989) where the author assumes that m is absolutely continuous
with respect to qd−1. Furthermore, it is assumed that dm/(dqd−1) belongs to
L2(Sd−1) and r times differentiable, r \ a (non-integer r are admissible).
Under such assumption it is stated that
sa(x; m)=C
m−1
k=1
ak(ex)
|x|ka+d
+rm(x).
Here
(a) a1(e)=c(dm/dqd−1), e ¥ Sd−1, where c > 0 depends on the scale
parameter;
(b) ak(e), k \ 2, are integral functionals of m having rather compli-
cated form;
(c) the resudial term rm(x) is estimated as
1F
S d−1
r2m(ze) qd−1(de)21/2=O(z−ma−d), zQ.;
(d) 2 [ m [ [ra]+1.
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Following Christoph and Wolf (1993) we can easily construct a density
p(x) which satisfies (4.2) for any pregiven r \ 1. However, it is not quite
clear how to simulate the random variable having such a density.
It should be noted that the approach to simulation based on the limit
theorems for one-dimensional variables was discussed in Bartels (1978) and
Paulauskas (1982).
4.3. The LePage et al. Representation from the Viewpoint of Simulation
Let z ’ Sd(a, m) with
m¯=sa=a F.
0
x−1−a(1− cos x) dx=F.
0
x−a sin x dx=C(1−a) cos
ap
2
(see 3.764.2 in Gradshteyn and Ryzhik (1965)).
Let g, g1, g2, ..., be i.i.d. variables having the standard exponential
distribution while e, e (1), e (2), ... be i.i.d. random unit vectors having the
distribution (3.1). Set
Cj=g1+·· ·+gj, j=1, 2, ... .
If the sequences {gj} and {e (k)} are independent then according to LePage
et al. (1981) (see also Th. 1.4.2 in Samorodnitski and Taqqu (1994))
z=d C
.
j=1
C−1/aj e
(j). (4.3)
The series on the left-hand side of (4.3) converges w.p. 1. The question is
how fast is that convergence?
Set
z (n)=C
n
j=1
C−1/aj e
(j).
Following the proof of Theorem 1.4.2 in Samorodnitski and Taqqu
(1994) we obtain
P(z (n) ¥ A)
=n F.
0
gn+1(nz) P 1 Cn
j=1
C−1/aj e
(j) ¥ A | Cn+1=nz2 dz
=n F.
0
gn+1(nz) P 1 (nz)−1/a Cn
j=1
d−1/aj e
(j) ¥ A2 dz. (4.4)
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Here gn+1(z) is the density of Cn+1, that is
gn+1(z)=
zne−z
C(n+1)
, z > 0,
the variables di, i=1, ..., n, are i.i.d. and (0, 1)-uniformly distributed.
Obviously,
d−1/aj e
(j)=d y,
where y has the n-Paretian distribution corresponding to (3.2) and (3.1).
From (3.3) and (4.4) it follows that
z (n)=d (Cn+1/n)−1/a zn.
Since (Cn+1/n)−1/aQ 1 w.p. 1 the limiting distributions of z (n) and zn
coincide. It is very doubtful that the factor (Cn+1/n)−1/a ¥ R1 plays any role
in accelerating the convergence. The following theorem confirms this
conjecture.
Let
Qn(A)=P(z (n) ¥ A)
and
qn(x)=
dQn
dld
(x)
provided the latter exists.
Theorem 4.1. Under the conditions of Theorem 3.3 as nQ.
sup
z
|qn(z)−sa(z)|=O(n−b2)
while
qn(0)−sa(0)=(2p)−d Lan−b2(1+o(1))
+(1/2a)(3+1/a) sa(0) n−1(1+o(1)),
where La is as in Theorem 3.4
Thus the LePage series representation has no advantage over the
classical normalized sums.
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It should be noted that the representation (4.3) was studied from the
view-point of simulation in Janicki and Weron (1994) (see Sections 3.4 and
3.5 therein). They dealt with the case d=1, 1 < a < 2 and characterized the
quality of approximation by the mean squared deviation. The numerical
results presented ibidem are consistent with those of our asymptotic
analysis.
4. APPENDIX A: ON dr METRICS
LetN={n} andM={m} be the classes of, respectively, probability and
bounded measures defined on the Borel sets of a complete separable metric
space (X, r). Let r be a metric onN. Define for any m1, m2 ¥M
dr(m1, m2)=|m¯1− m¯2 |+(m¯1 N m¯2) r(n1, n2), (A.1)
where
m¯i=mi(X), ni=mi/m¯i, i=1, 2.
It is easily verified that dr is a metric provided
sup
n1, n2 ¥N
r(n1, n2) [ 1.
Obviously, for n1, n2 ¥N we have dr(n1, n2)=r(n1, n2) that is dr extends r
fromN overM.
Furthermore, dr is homogeneous in the sense that for any a > 0
dr(am1, am2)=a dr(m1, m2).
If n ¥N then for any a, b > 0
dr(an, bn)=|a−b|.
The following lemmas present the main properties of metrics dr. As to
the detailed proofs one can find them in Davydov and Paulauskas (1999).
Lemma A.1. Assume that r-convergence in N implies the weak one
nn S n and vice versa. Then dr(mn, m)Q 0 if and only if mn S m provided
m(X) > 0.
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As an example of r in Lemma A.1 can serve, say, the Prokhorov metric
defined as
p(n1, n2)=inf(e: n1(A) < n2(A e)+e, -A ¥B),
where B is the s-algebra of the Borel sets in X while A e denotes the
e-neighborhood of A.
It is well known that p–convergence is equivalent to the weak conver-
gence inN (see e.g., Prokhorov (1956)).
Lemma A.2. Let m1 and m2 be supported by the same set S=
{x (1), x (2), ...}. If
r(n1, n2) [ ||n1− n2 ||var=C
j
|n1({x (j)})− n2({x (j)})|
then for any ai > 0, mi=aini, i=1, 2,
dr(m1, m2) [ 3 ||m1−m2 ||var.
Lemma A.3. Let m1, m2 ¥M and h(x), x ¥X, be continuous. If 0 [
h(x) [ 1 then
D=:F
X
h(x) m1(dx)−F
X
h(x) m2(dx) :
[ dp(m1, m2)+(m¯1 N m¯2) wh(dp(m1, m2)/(m¯1 N m¯2)),
where wh is the modulus of continuity of h(x).
Note that for mi=ni, i=1, 2, Lemma A.3 and Lemma 1 in Davydov
(1997) give the same upper bound. When h(x) is smooth the upper bound
in Lemma A.3 can be expressed through solely dp. Assume that h(x) satis-
fies the Hölder condition that is there exsists a constant L such that for all
x, xŒ ¥X
|h(x)−h(xŒ)| [ L |x−xŒ|a, 0 < a [ 1,
and, therefore,
wh(d) [ Lda.
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Then for m¯1 [ m¯2 we obtain
D [ dp(m1, m2)+Lm¯1−a1 (dp(m1, m2))a.
Since dp(m1, m2) [ m¯2 we have
dp(m1, m2) [ m¯1−a2 (dp(m1, m2))a.
So,
D [ (Lm¯1−a1 +m¯1−a2 )(dp(m1, m2))a. (A.2)
In particular, for a Lipschitz function h(x) we have a=1 and, therefore,
D [ (L+1) dp(m1, m2). (A.3)
A case of special interest is that where m2 is a discretization of m1. Let
X={X1, X2, ...} be a partition of X finite or countable. Choose xj ¥Xj,
j=1, 2, ..., and define the discretization operator D: XQX as
Dx=xj, x ¥Xj, j=1, 2, ... .
Since for any a > 0
(am) D−1=a(mD−1)
we obtain
dr(m, mD−1)=m¯r(n, nD−1).
Let n1 ¥N and n2=n1D−1. It is easily seen that for any A ¥B
n1(A) [ n2(Ad)
with d=supx ¥X r(x, Dx). Then from the definition of the Prokhorov
metric it follows that
p(n1, n2) [ d.
So we arrive to the following upper bound for the Prokhorov distance
between a probability measure and its discretization
p(n, nD−1) [ sup
x ¥X
r(x, Dx). (A.4)
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When X is compact the upper bound can be given in the form
p(n, nD−1) [ sup
i
diam Xi. (A.5)
It is worth reminding the reader that the case X=Sd−1 is the focus of our
attention.
6. APPENDIX B: ON CONVERGENCE IN VARIATION IN
THE CLASSICAL LIMIT THEOREMS
Consider i.i.d. random vectors t, t (1), t (2), ... with a common distribution
belonging to the domain of attraction of the strictly d-dimensional stable
law Sd(a, m). It implies that there exsist a sequence bn > 0 such that the
measures Pn,
Pn(A)=P(b
−1
n (t
(1)+·· ·+t (n)−an) ¥ A), A ¥Bn,
weakly converge to Sa corresponding to Sd(a, m). It is well known that
bn=n1/ah(n) where h(u) is of slow variation as uQ.. For simplicity we
assume that an — 0.
Proposition B.1. Assume that there exsists n0 \ 1 such that Pn0g admits
the expansion
Pn0g=pR+(1−p) Q, 0 < p [ 1,
where R is absolutely continuous with a uniformly bounded density r(x).
Then as nQ.
d(Pn, Sa)=
def sup
A ¥B
|Pn(A)−Sa(A)|Q 0
where B is the s-algebra of the Borel sets of Rd.
The Proposition B.1 is a modification of the basic result in Prokhorov
(1952). Here we give the proof of another proposition from which it
becomes clear how to prove Proposition B.1.
Denote
rˆ(t)=F e ıOt, xPr(x) dx, qˆ(t)=F e ıOt, xPq(x) dx.
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Since r(x) is uniformly bounded we have
F |rˆ(t)|2 dt <..
The Prokhorov proof is based on the following representation. Write down
n=mn0+l, 0 [ l [ n0−1. Then
Png(A)=P(mn0+l)g(A)=C
m
k=0
Ckmp
k(1−p)m−k Rkg f Q (m−k)g f P lg(A).
From the Cramer large deviation theorem (see e.g., Theorem 8.1 in Petrov
(1975)) it follows that for d ¥ (0, 1/6)
C
k < mp−m1/2+d
Ckmp
k(1−p)m−k=o(e−cn
2d
). (B.1)
Set for brevity
Ln(A)= C
k \ mp−m1/2+d
Ckmp
k(1−p)m−k Rkg f Q (m−k)g f P lg(A).
From (B.1) it follows that
sup
A
|Pn(A)−Ln(A)|=o(e−cn
2d
). (B.2)
Let
sn(x)=
dLn
dld
, s¯n(x)=bnsn(bnx).
Obviously,
sˆn(t)=F e ıOt, uPsn(u) du= C
k \ mp−m1/2+d
Ckmp
k(1−p)m−k rˆ k(t) qˆm−k(t) f l(t),
where the characteristic functions rˆ, qˆ and f correspond respectively to
R, Q and the underlying distribution P(t ¥ A). By the inverse formula we
obtain
s¯n(x)−sa(x)=(2p)−d F
Rd
(sˆn(b
−1
n t)− exp(−|t|
a S)) e ıOt, xP dt,
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where
S=Sa(e; m)=F
S d−1
|Oe, eP|a m(de)
and the characteristic function sˆn corresponds to s¯n.
Further,
sup
x
|s¯n(x)−sa(x)| [ (2p)−d 1F
|t| [ c0bn
|exp(−S |t|a)− sˆn(b
−1
n t)| dt
+F
|t| \ c0bn
exp(−S |t|a) dt+F
|t| \ c0bn
|sˆn(b
−1
n t)| dt)
=(2p)−d (I1+I2+I3). (B.3)
Since the limiting distribution is strictly d-dimensional mm=minS d−1 S > 0
and, therefore, for any K > 0,
I2=o(n−K). (B.4)
Further,
I3 [ bdn C
k \ mp−m1/2+d
Ckmp
k(1−p)m−k F
|t| \ c0
|rˆ(t)|k |qˆ(t)|m−k |f(t)| l dt
[ bdn F
|t| \ c0
|rˆ(t)|kŒ dt [ bdn(max|t| \ c0 |rˆ(t)|)
kŒ−2 F
Rd
|rˆ(t)|2 dt
with kŒ=[mp−m1/2+d]. Since max|t| \ c0 |rˆ(t)| < 1 we get for any K > 0
I3=o(n−K). (B.5)
From (B.3)–(B.5) we arrive to the following statement.
Proposition B.2. Under the conditions of Proposition B.1
dn=sup
x
|s¯n(x)−sa(x)| [ (2p)−d F
|t| [ c0bn
|sˆn(b
−1
n t)− exp(−|t|
a S)| dt+wn,
where wn=o(n−K) for any K > 0.
When the limiting distribution is normal the rate of convergence in
variation usually coincides with that in the classical limit theorem for den-
sities (see e.g., Corollary 19.6 in Bhattacharya and Ranga Rao (1976)).
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Unfortunately, this fact is proven by a method that does not work in the
case of a stable limiting law. So we have to confine with rather rough esti-
mates.
Assume that the underlying distribution belongs to the domain of
normal attraction of Sd(a, m) that is bn=cn1/a. It is evident that for any
T > 0
sup
A
|Pn(A)−Sa(A)| [ sup
A
|Pn(A 5 B(0, T))−Sa(A 5 B(0, T))|
+sup
A
|Pn(A 5 Bc(0, T))−Sa(A 5 Bc(0, T))|,
where B(0, r)=(x: |x| [ r), Bc(0, r)=Rd0B(0, r). By virtue of (6.1)
sup
A
|Pn(A 5 B(0, T))−Sa(A 5 B(0, T))|
[ cdTd sup
|x| < T
|s¯n(x)−sa(x)|+o(n−K)
=cd dnTd+o(n−K)
where cd equals the surface of the unit sphere. Further,
sup
A
|Pn(A 5 Bc(0, T))−Sa(A 5 Bc(0, T))|
[ Pn(Bc(0, T))+Sa(Bc(0, T)).
It is well known that (see e.g., Rvacheva (1962) or Fristedt (1972))
Sa(Bc(0, T))=O(T−a).
Since the underlying distribution belongs to the domain of normal
attraction of Sd(a, m),
Pn(Bc(0, T))=O(T−a)
(see e.g., Tkachuk (1974)). So,
sup
A
|Pn(A)−Sa(A)|=O(Tddn)+O(T−a)+wn,
where wn=o(n−K) for any K > 0.
The optimal choice of T is T£ d−1/(d+a)n that gives
sup
A
|Pn(A)−Sa(A)|=O(d
a/(d+a)
n )+wn.
Thus, we arrive to the following statement.
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Proposition B.3. If the underlying distribution belongs to the domain of
normal attraction of Sd(a, m) then under the conditions of Proposition B.1.
d(Pn, Sa)=O(d
a/(d+a)
n )+wn,
where wn=o(n−K) for any K > 0.
It is clear that the rate of convergence provided by Proposition B.3 is far
from being optimal.
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