The estimation of the mean matrix of the multivariate normal distribution is addressed in the high dimensional setting. Efron-Morris-type linear shrinkage estimators based on ridge estimators for the precision matrix instead of the Moore-Penrose generalized inverse are considered, and the weights in the ridge-type linear shrinkage estimators are estimated in terms of minimizing the Stein unbiased risk estimators under the quadratic loss. It is shown that the ridge-type linear shrinkage estimators with the estimated weights are minimax, and that the estimated weights converge to the optimal weights in the Bayesian model with high dimension by using the random matrix theory. The performance of the ridge-type linear shrinkage estimators is numerically compared with the existing estimators including the Efron-Morris and James-Stein estimators.
Introduction
Statistical inference with high dimension has received much attention in recent years, because high-dimensional data have been handled in many research areas including genomics and financial engineering. Especially, in multivariate analysis with a dimension larger than a sample size, the sample covariance matrix is illconditioned, and we cannot employ the inverse of the sample covariance matrix for estimating the precision matrix, which appears in multivariate statistical inference such as classification, testing hypothesis, confidence region, regression analysis and others. For the estimation of the large covariance matrix, see Fan, Liao and Mincheva (2013) , Ledoit and Wolf (2012, 15) , Bodnar, Gupta and Parolya (2014), Wang, Pan, Tong and Zhu (2015), Ikeda and Kubokawa (2016) for example. A similar difficulty appears in estimation of a mean matrix of a multivariate normal distribution. The shrinkage estimators improving on the sample mean of the mean matrix have been provided by Efron and Morris (1972, 76) , Konno (1991, 92) , Tsukuma and Kubokawa (2007, 15) as an extension of the Stein phenomenon in estimation of a normal mean vector. Using the Bayesian argument, Efron and Morris (1976) demonstrated that the estimation of the mean matrix can be reduced to the estimation of a precision matrix. Recently, Tsukuma and Kubokawa (2015) gave a unified theory of minimaxity in the estimation of the mean matrix in high and low dimensions. However, their estimators were limited to shrinkage estimators based on the Moore-Penrose generalized inverse, and their attention focused on the minimaxity of the shrinkage estimators. In this paper, we consider classes of linear shrinkage estimators of the mean matrix using ridge estimators for the precision matrix instead of the Moore-Penrose generalized inverse. We derive estimators of the optimal weights in light of minimizing the Stein unbiased risk estimators (SURE), and provide conditions for minimaxity of the linear shrinkage estimators with the estimated weights. We also demonstrate that the estimated weights converge to the optimal weights using the random matrix theory in high dimension.
Let us consider the model that the p-variate random vectors x 1 , . . . , x n are mutually independent and each x i is distributed as the multivariate normal distribution
where Σ is a known and positive definite covariance matrix. Let X = (x 1 . . . , x n ) and Θ = (θ 1 . . . , θ n ).
Consider the problem of estimating the p × n mean matrix Θ by estimator Θ relative to the quadratic loss function
2)
When n > p + 2, as empirical Bayes estimators, Morris (1972, 1976) proposed the shrinkage estimators 4) and showed that Θ EM 1 is minimax and improved on by Θ EM 2 for p > 2, where W = (X − X)(X − X) ⊤ Σ −1 and X = x1 ⊤ n , (1.5) for x = n −1 n j=1 x j and 1 ⊤ n = (1, . . . , 1). However, these estimators are not available when the dimension p is greater than n, because W is singular. Also these are likely to be unstable when the dimension p is close to n, because W is ill-conditioned. An alternative method is the generalized inverse W − , and Tsukuma and Kubokawa (2015) suggested Efron-Morris-type estimators using the Moore-Penrose generalized inverse W + .
In this paper, we use the ridge-type inverse instead of the generalized inverse and consider the linear shrinkage estimators Θ RLS a,0 =X − a(W + αI) −1 (X − X),
where a and b are scalars and α is a ridge function of W . We call these estimators Ridge-type Linear Shrinkage Estimators. It is noted that the ridge-type inverse (W + αI) −1 exists as long as α is not zero. For α, we here treat the two cases that α = c and α = ctr [W ] for positive constant c.
The scalar weights a and b control the shrinkage weight between X and X, and it is important how to choose the weights. In the finite sample setting, we suggest to estimate the shrinkage weights in terms of minimizing the Stein unbiased risk estimators (SURE).
When the shrinkage weights a and b are functions of X, it is harder to establish minimaxity of the ridge-type linear shrinkage estimators, and conditions for the minimaxity have not been provided. One of the major contributions in this paper is to derive sufficient conditions for the minimaxity of the ridge-type linear shrinkage estimators with the estimated weights, where the ridge function is α = c or α = ctr [W ].
The other contribution is to show that the estimated weights of a and b converge to the optimal weights. In estimation of a high-dimensional mean vector, the derivation of the optimal weights in linear shrinkage estimators has been studied by Wang et al.(2014) , Xie et al.(2016) , Bodnar et al.(2019) and others. Using a similar argument, in the setting of the Bayesian model, we derive the optimal a and b in terms of minimizing the risk function of the estimators Θ RLS a,0 and Θ RLS a,b under the quadratic loss. Then, using the method of the random matrix theory, we show that the estimated weights converge to the optimal weights. The paper is organized as follows: In Section 2, we treat the estimation of the mean matrix from the frequentist's point of view. We introduce some features of ridge-type linear shrinkage estimator. We obtain several sufficient conditions for the minimaxity of the ridge-type linear shrinkage estimators with known weights by the SURE method. In Section 3, we also derive the estimators of the weights a and b by the SURE method. We also obtain several sufficient conditions for the minimaxity of the ridge-type linear shrinkage estimators with the estimated weights. In Section 4, using the argument as in Efron and Morris (1972) , we consider the Bayesian model and reduce the estimation of the mean matrix to the problem of estimating a precision matrix. In the high-dimensional setting, we show that the estimated weights converge to the optimal weights of a and b based on the random matrix theory. In Section 5, the performances of the ridge-type linear shrinkage estimators are numerically compared with the existing estimators including the Efron-Morris and James-Stein estimators and the low-rank estimator suggested by Gavish and Donoho (2017) , and it is shown that the proposed estimators have good performances. All the proofs are given in the Appendix.
Proposal Weights in Ridge-type Linear Shrinkage Estimators and
Their Minimaxity
Ridge-type linear shrinkage estimation
Consider the linear shrinkage estimator
where B is a p × p unknown matrix such that Σ −1/2 BΣ 1/2 and I p − Σ −1/2 BΣ 1/2 are symmetric and nonnegative definite. This estimator is motivated from the Bayes estimator for the prior θ i | µ ∼ N p (µ, Λ) and µ ∼ Uniform on R p . In fact, the Bayes estimator can be written as Θ
The quantity inside the expectation is an unbiased estimator of the risk functions. When n − 1 ≥ p, the optimal B in terms of minimizing the unbiased estimator is B = (n − 1)Σ{(X − X)(X − X) ⊤ } −1 = (n − 1)W −1 for W defined in (1.5), and the resulting
, which is a variant of the Efron-Morris estimator. It is noted that the unbiased estimator of the risk function is derived without assuming the normality. However, B = W −1 is likely to be instable when n − 1 is close to p.
In this paper, we consider the ridge-type linear shrinkage estimator
2)
where α is a nonnegative function of W , and a and b are scalars. In the case of b = 0, we call Θ RLS a,0 a single shrinkage estimator , which corresponds to Efron and Morris(1972) when α = 0, and Θ RLS a,b is called a double shrinkage estimator, corresponding to Efron and Morris(1976) when α = 0. As an example of the ridge function α, we treat the two cases
where c is a positive constant chosen suitably.
One of features of the ridge-type linear shrinkage estimators (2.2) is to be interpreted as the singular value shrinkage. In fact, in the case of n − 1 ≥ p, let Σ −1/2 (X − X) = U s ΛV s where U s is a p × p orthogonal matrix, V s is a n × n orthogonal matrix, Λ = {diag (σ 1 , . . . , σ p )O p,n−p } and σ 1 ≥ · · · ≥ σ p are singular values of Σ −1/2 (X − X). Then the ridge-type linear shrinkage estimator can be expressed through the singular value decomposition as
Similarly, in the case of p > n − 1, let
Estimators treated by Efron and Morris(1972) , Stein(1973) and Matsuda and Komaki(2015) are also singular value shrinkage estimators. In the case that true mean is low rank, the singular value shrinkage method was recently studied by Candes et al(2013), Josse and Sardy(2016), Gavish and Donoho(2014, 17) , among many others.
Another feature of the ridge-type linear shrinkage estimators is that it is available for any n and p as long as n ≥ 2. Using the following lemma, which can be verified by singular value decomposition, we do not have to deal the two cases of n − 1 ≥ p and p > n − 1 separately. Lemma 2.1 For any p × (n − 1) matrix A of which the rank is min{p, n − 1}, and any positive constant α,
When p > n − 1,
where B + denotes the Moore-Penrose generalized inverse of matrix B. 
The extended Efron-Morris estimators are minimax when |n − p − 1| ≥ 2, while, as described below, the minimaxity of the ridge-type linear shrinkage estimators is guaranteed even when p is close to n − 1.
Unbiased risk estimation and minimaxity in the case of known weights
We here treat the case of known weights a and b in the ridge-type linear shrinkage estimator Θ RLS a,b in (2.2) and derive conditions on a and b for the minimaxity under the quadratic loss.
For simplicity, hereafter, we set Σ = I p , because the estimator Θ RLS a,b is written as a function of Σ −1/2 X and Σ −1/2 X ∼ N (Σ −1/2 Θ, I p ⊗ I n ). The risk difference of Θ RLS a,b and X is expressed as
where u = 1/tr (W ) and V = (W + αI) −1 .
Using the Stein identity, we can derive an unbiased estimator of the risk difference, where the proof is given in the Appendix.
Theorem 2.1 Assume that α = c or α = ctr (W ). Then the unbiased estimator of the risk difference ∆ is
7)
where c 0 = 0 for α = c c for α = ctr (W ). In the case of p > n − 1, let S ′ = Y ⊤ Y and U ′ = (S ′ + αI) −1 . Then, u = 1/tr (W ) = 1/tr (S ′ ) and ∆ a,b is expressed as
9)
We first treat the single shrinkage estimators which corresponds to Θ 
Proof. Consider the case of n − 1 ≥ p. From (2.7), the unbiased estimator of the risk difference is
In the case of α = c, since tr (V 2 W ) ≤ tr (V ), ∆ a,0 is evaluated as
which gives the sufficient condition 0 < a ≤ 2{(n − p − 1) − 1}. In the case of α = ctr W , from Lemma A.1 in appendix, note that tr (V 2 W ) ≤ tr (V )/(1 + pc) and tr (W )tr (V ) ≥ p 2 /(1 + pc). Then from (2.10), we have
In the case of p > n − 1, from the equation (2.9), we get the corresponding conditions. Proposition 2.1 implies that the ridge-type linear shrinkage estimator with α = ctr W is minimax for c > 1/{(n − 1)p − 2} and (n − 1)p > 2 even when n − 1 = p.
We next consider the double shrinkage estimators which corresponds to Θ is minimax provided
.
Proof. From (2.7) and (2.10), the unbiased estimator of the risk difference is
In the case of n − 1 ≥ p, note that tr
3 Proposal of Shrinkage Weights and Minimaxity in the Case of Estimated Weights
The case of known a and b is treated in the previous section. However, a and b are shrinkage weights to control the extent of shrinkage, and we want to determine them from data. To this end, we obtain the shrinkage weights in terms of minimizing the unbiased risk estimator (2.7).
We first consider the single shrinkage estimator Θ RLS a,0 for b = 0. By minimizing (2.7) with respect to a when b = 0, we getâ
Corresponding to the two cases of α, we get the ridge-type single linear shrinkage estimators Θ S1 = Θ RLŜ a S ,0
for α = c and Θ S2 = Θ RLŜ a S ,0 for α = ctr (W ). We investigate the limiting values of the weightâ S as c → 0 or ∞. For α = c or ctr (W ) and any natural number c * , it can be seen that α c * tr (V c * ) → p a.s. and α c * tr (V c * W ) → tr (W ) a.s. as c → ∞. Using these limits, we can provide the following result.
Proposition 3.1 shows that the weight approaches that of the extended Efron-Morris estimator when c → 0, and as c → ∞, the weight approaches that of the James-Stein estimator
For the ridge-type linear shrinkage estimator Θ RLŜ a S ,0 with the estimated weightâ S , it is quite interesting to investigate the minimaxity, but harder than Proposition 2.1. 
or equivalently, for A 0 = n − p − 1,
In the case of p > n − 1, the conditions for the mimimaxity are given by replacing n − 1 and p in the above conditions with p and n − 1, respectively.
The proof is given in the Appendix. The conditions (ii) and (iii) include the case of n − 1 = p, while even the extended Efron-Morris estimator does not achieve the minimaxity. For example, when p = 4, the numerator of the right hand side of (3.3) is −4c 2 + 31c + 14, and it is negative for c ≥ 8.178. In that case, the minimaxity is achieved even when n − 1 = p. We can see that when p increases, the lower bound of c for which the proposed estimator holds minimaxity approaches 0.
The right hand side of condition (iii) is negative for p ≥ 22. When p ≥ 22, minimaxity is always achieved. The value of right hand side of condition (iii) is 12.5 when p = 1 and it is 10 when p = 2. The value decreases toward 0 as p increases toward 22.
We can consider a positive-part estimator like Efron and Morris (1972) and Tsukuma (2010) . Let Θ RLS+ a S ,0 be the estimator which is obtained by replacing The positive-part ridge-type linear shrinkage estimator for α = ctr (W ) is denoted by Θ S2+ = Θ RLS+ a S ,0 , and it will be used for simulation study in Section 5 as the proposal single shrinkage estimator.
We next derive the weight estimatorb S in terms of minimizing ∆â S ,b with respect to b for givenâ S . It is noted that
which is minimized atb
The ridge-type double shrinkage estimators are denoted by 
From Propositions 3.1 and 3.2, it is seen that the proposed double shrinkage estimator approaches the extended Efron-Morris estimator Θ em2 in (2.5) when c → 0, and as c → ∞, the proposed estimator approaches the James-Stein estimator
We can show that double shrinkage estimator also has minimaxity. 
The proof is given in the Appendix. The sufficient conditions include the case of n − 1 = p, while even the extended Efron-Morris estimator does not achieve the minimaxity. For example, when p = 4, the numerator of the right hand side of (3.7) is −c 2 + 34c + 14, and it is negative for c ≥ 34.407. In that case, the minimaxity is achieved even when n − 1 = p. We can see that when p increases, the lower bound of c for which the proposed estimator holds minimaxity approaches 0.
The right hand side of condition (ii) is negative for p ≥ 22. When p ≥ 22, minimaxity is always achieved. The value of right hand side of condition (ii) is 12.5 when p = 1 and it is 10.5 when p = 2. The value decreases toward 0 as p increases toward 22.
The positive-part double shrinkage estimator Θ
Then the positive-part estimator dominates the original one. The positive-part ridge-type linear shrinkage estimator for α = ctr (W ) is denoted by
and it is used for simulation study in Section 5 as the proposal double shrinkage estimator.
A Relation with the Optimal Weights Derived from the Random Matrix Theory
We here derive the optimal weights based on Bayesian framework. Then we show that our proposed weights in previous section has consistency using the random matrix theory. Assume that Σ = I without any loss of generality. Consider again the prior distribution
to the quadratic loss (1.2) can be expressed as
where the expectation is taken with respect to the joint density of (X, Θ). Let W = (X − X)(X − X) ⊤ = Y Y ⊤ . Thus, the problem is reduced to the estimation of the precision matrix Ψ −1 in the model Y ∼ N (0, Ψ ⊗ I n−1 ) relative to the loss function L EM (Ψ, δ) = (np) −1 tr {(δ − Ψ −1 ) 2 W }, which was treated by Efron and Morris (1976) .
Using the random matrix theory, we can derive the optimal a in the single shrinkage estimator
under the loss L EM (Ψ, δ). When n − 1 ≥ p, the matrix W is non-singular, and the loss function of δ a is
The optimal a is
It is interesting to investigate the relation between the optimal a * and the estimatorâ S given in (3.1). We here show that the estimatorâ S converges to the optimal a * by using random matrix theory. For this purpose, we assume the following conditions.
(A1) n/p → c as n → ∞, where c is constant and 0 < c < ∞ and c = 1.
(A2) The eigenvalues of Ψ is uniformly bounded that is there are positive constants c 1 , c 2 satisfying which has the loss
for V = (W + αI p ) −1 . By differentiating the loss with respect to b, the optimal b is given by 
Simulation Study
We now investigate the numerical performance of the suggested ridge-type linear shrinkage estimators and compare the performance with the Efron-Morris estimator, the James-Stein estimator and the singular value shrinkage estimator proposed by Gavish and Donoho (2017) .
The six estimators we compare are Θ S2+ , Θ D2+ , Θ em+ , Θ em2+ , Θ js+ and Θ gd , denoted by S2+, D2+, em+, em2+, js+ and gd. These estimators are defined as follows:
with α = tr W / min(n − 1, p). Θ js+ is a positive-part version of the James-Stein estimator given in (3.2) .
Θ gd is the singular value shrinkage estimator suggested by Gavish and Donoho (2017) , namely,
where a + = max(a, 0). This estimator is available for n − 1 ≥ p, while for p > n − 1, we can calculate the corresponding estimator for X ⊤ . The estimator works well in the situation that the true mean matrix is low rank.
The simulation experiments are conducted by four cases of data generated from a normal distribution and two cases from non-normal distributions. We first consider the case that X is generated from the normal distribution with mean Θ and the identity covariance matrix. When s 1 , . . . , s min(n,p) are singular values of Θ, we consider the two setups for s i . The first setup is that s i = 10 + 10 × (i − 1)/{(min(n, p)/5) − 1} for i = 1, . . . , min(n, p)/5 and the others are s i = 10 q , where the power q controls the situation with/without low rank. In this experiment, we take the values q = −1, 1/2, and the corresponding risk averages of simulated values based on 5,000 replications are given in Table 1 and Table 2 , respectively. The second setup is the cases of larger singular values, namely, s i = 100+100×(i−1)/{(min(n, p)/10)−1} for i = 1, . . . , min(n, p)/10 and s i = min(n, p) q . Risk averages of simulated values based on 5,000 replications for q = −1, 1/2 are given in Table 3 and Table 4 ), respectively. We next investigate the performance for non-normal distributions with mean Θ and the identity covariance matrix, where singular values are given by s i = 10 + 10 × (i − 1)/{(min(n, p)/5) − 1} for i = 1, . . . , min(n, p)/5 and the others are s i = 10 −1 . The non-normal distributions we examine are the tdistribution with 3 degrees of freedom and the chi-square distribution with 2 degrees of freedom, and the corresponding risk averages of simulated values based on 5,000 replications are given in Table 5 and Table  6 , respectively.
The six tables report the averages of simulated risk values for the above six estimators, where the setups of (n, p) are (n, p) = (100, 10), (100, 30), (100, 80), (100, 101), (10, 100), (30, 100) and (80, 100). It is noted that the risk of the estimator X is one. From these numerical investigations, we observe that the extended Efron-Morris estimators based on the Moore-Penrose generalized inverse do not work in the case of n−1 = p, while the suggested ridge-type linear shrinkage estimators are stable and the best. In the situation with low rank, the Gavish-Donoho estimator is the best and the suggested estimators perform reasonably well. In the situation without low rank, the suggested estimators work better than the Efron-Morris and James-Stein estimators.
The performances in the low rank situation are reported in Tables 1 and 3 for the normal distribution and  in Tables 5 and 6 for the t-and chi-square distributions. Since the true mean has low rank, the situation is advantageous for the Gavish-Donoho estimator Θ gd . In fact, the performance of the Gavish-Donoho estimator is the best for the normal distribution. However, the suggested estimators are better than Θ gd for the t-distribution and comparable to Θ gd for the chi-square distribution. Especially, as seen from Table 3, the Efron-Morris and James-Stein estimators do not work well, but the suggested double shrinkage estimator Θ D2+ performs better.
Tables 2 and 4 examine the situations that the true mean does not have low rank. From Table 2 , it is revealed that the suggested estimators Θ S2+ and Θ D2+ are comparable to Θ gd and better than the Efron-Morris estimators. When n is close to p, the Efron-Morris estimators does not work well, and the suggested estimators are good and better than Θ gd . In the situation reported in Table 4 , the risk gain of the James-Stein estimator is small. When n is close to p, the suggested estimators perform better than the other ones. We verified by another setting Gavish-Donoho estimator does not have minimaxity, that is, the simulation risk of Θ gd could be grater than 1. 
Concluding Remarks
In this paper, we have addressed the problem of the estimation of the mean matrix of the multivariate normal distribution in high dimensional setting. Replacing the shrinkage matrix in the Efron-Morris-type estimator with the ridge-type inverse matrix, we have suggested the ridge-type linear shrinkage estimators, where the weighting parameters are estimated by minimizing the Stein unbiased risk estimator under the quadratic loss. We have solved the problems of deriving conditions for minimaxity of the suggested linear shrinkage estimators, not only for the known weights, but also for the estimated proposal weights. The latter problem is clearly harder to solve. In the framework of the Bayesian model, we have demonstrated that the estimated proposal weights converge to the optimal weights by using random matrix theory.
When the constant c of ridge statistic goes to zero, the suggested estimator approaches the Efron-Morris estimator, and it approaches the James-Stein estimator as c → ∞. The choice of α greatly affects the estimation accuracy of the proposed estimator. The conditions for the minimaxity depend on the choice of α. When n is close to p the Efron-Morris estimators are ill-conditioned, but the ridge-type linear shrinkage estimators work well. This has been supported by the numerical study where we have used the ridge statistic α = tr (W )/ min(n − 1, p). Although we have considered the two cases α = c and α = ctr (W ), it is interesting to obtain the optimal choice of α, which is a harder problem to be solved in a future.
Through out the paper, the covariance matrix Σ is assumed to be known. When Σ is unknown and an estimator Σ is available, we need to extend the results to the unknown case of Σ. To this end, similarly to Bodnar et al.(2019) , we can consider the bona fide estimators by substituting Σ into Σ. Analytical and numerical studies of the bona fide estimators will be done in a future.
A Appendix

A.1 Unbiased estimation of the risk function
Consider the case of n − 1 ≥ p. There exists an n ×
Let H and L be a p × p orthogonal matrix of eigenvectors and a p × p diagonal matrix of eigenvalues such that Y Y ⊤ = Σ −1/2 (X − X)(X − X) ⊤ Σ −1/2 = HLH ⊤ , where L = diag (ℓ 1 , . . . , ℓ p ) with the ordering ℓ 1 ≥ · · · ≥ ℓ p . Let ℓ = (ℓ 1 , . . . , ℓ p ) ⊤ . Then, we consider the class of the general shrinkage estimators
where G(ℓ) = diag (g 1 (ℓ), . . . , g p (ℓ)) is a p × p diagonal matrix of functions of ℓ. The estimator Θ RLS given in (2.2) corresponds to G(ℓ) = a(L + αI) −1 + [b/tr (L)]I, or
The unbiased estimator of the risk function of Θ G under the loss (1.2) is given from the following theorem. The following way of proof is similar to Stein (1973) . The statement is similar to Candès et al (2013) and Hansen (2018) .
Theorem A.1 Let R( Θ) be an unbiased estimator of the risk function of Θ. Then,
Then, ∆ is rewritten as
Note that Y ∼ N p,n−1 (ξ, I p ⊗ I n−1 ). Using the Stein identity, we have
where ∇ = (∂/∂y ij ) for Y = (y ij ). The quantity inside the expectation is calculated as
1 , . . . , g
p ) for
Thus, one gets
which gives the expression in Theorem A.1.
A.2 Proof of Theorem 2.1
For α given in (2.3), the partial derivative of α with respect to ℓ i is ∂ α ∂ℓ i = c 0 = 0 for α = c c for α = ctr (W ).
Since g i = a/(ℓ i + α) + b/{tr (L)}, we have
When n − 1 ≥ p, from Theorem A.1, the unbiased estimator of the risk difference is
It is here noted that
Thus, ∆ is rewritten as
which can be expressed in the form (2.7).
In the case of p > n − 1, it is noted that
From equation (A.3) and Lemma 2.1, the unbiased estimator of the risk difference can be provided by considering the eigenvalue decomposition of Y ⊤ Y and exchanging p and n − 1 in ∆, and we get the expression in (2.9).
A.3 Useful inequalities
We here provide some inequalities useful for deriving conditions for minimaxity from the unbiased risk estimators.
Lemma A.1 Consider the case of α = ctr (W ) and n − 1 ≥ p. Then,
Proof. Let a i = ℓ i /tr (W ). We introduce the expectation E * [·], defined by E * [h(Z)] = p −1 p i=1 h(a i ) for function h(·). That is, Z is a random variable with the probability mass P (Z = a i ) = 1/p for i = 1, . . . , p. . Thus, tr (V 2 W ) ≤ p −1 tr (V W )tr (V ). From the inequality given in (1) , it follows that tr (V 2 W ) ≤ tr (V )/(1 + cp).
For part (4) , the same arguments as in (3) are used to get tr (V 3 W ) ≤ p −1 tr (V W )tr (V 2 ). From the inequality given in (1) , it follows that tr (
For part (5) , it is noted that
The inequality in (5) follows from this inequality.
For part (6) , it is noted that
From the inequality in (2), we have 1/tr (W ) ≥ (c/p)tr (V ), so that tr
For part (7) , the same arguments as in (6) are used to have
From the inequality in (2), we get the requested inequality. For part (8) , 
A.4 Proof of Theorem 3.1
Consider the case of g i =â S /(ℓ i + α) in Theorem A.1. Let A 0 = n − p − 1 for simplicity. Noting that
Then from Theorem A.1, the unbiased estimator of the risk difference is written as
which implies that
The partial derivative ofâ S with respect to ℓ i is
Since αtr V 2 − tr V = −tr V 2 W , from (A.4), the unbiased estimator of the risk difference is written as
Let α = c and c 0 = 0. We have tr
For simplicity, let B = tr V . Since tr V W = p − αtr V , we obtain the evaluation of ∆â S as
In the case of p > n − 1, from (A.3) and Lemma 2.1, we can get the condition p − n + 1 ≥ 10. These conditions are given in (i) of Theorem 3.1.
We next obtain condition (ii) of Theorem 3.1. Assume that n − 1 ≥ p and α = ctr W . From (A.6), ∆â S is rewritten as
Using the inequalities in Lemma A.1, we can see that
Hence from (A.7) and (A.9), the above inequalities are the sufficient conditions given in (ii). For condition (iii), put c = 1/p in (A.9). Then, one gets the sufficient condition
which is given in (iii).
From Lemma A.1, −c(tr V W − tr V W )/(1 + cp) ≤ −tr V W + (1 + c)tr V 2 W 2 ≤ 0, it is evaluated as
To derive conditions for the minimaxity, from (A.7) and (A.8), we add the term 4c(1 − 1/p)/(1 + cp) to (A.8) in this case. Then we can modify conditions (A.9) and (A.10) by adding −4(1 + c)c(1 − 1/p). Thus, (A.12) is negative if
The above inequalities are the sufficient conditions given in (i). For condition (ii), put c = 1/p in (A.13). Then, one gets the sufficient condition
which is given in (ii).
A.6 Brief description of the random matrix theory
We use the results of the random matrix theory to prove Theorems 4.1 and 4.2 and here we briefly explain the random matrix theory. Let (λ 1 , . . . , λ p ) be eigenvalues of W /(n − 1). The empirical spectral distribution of W /(n − 1) is defined by
The assumptions (A1)-(A3) in Section 4 are sufficient for the existence of the non random limit distribution of F p . This property was studied by Marčenko and Pastur (1967) , Silverstein and Bai (1995) and Silverstein and Choi (1995) , among many others. Let F (x) be the non random limit distribution of F p , namely (1 − c −1/2 ) 4 } a.s. for large enough n. Hence {k n } is equicontinuous. By Arzela-Ascoli theorem, we can verify uniformly convergence of k n (x).
By these uniformly convergences and continuities of these functions, we have f n (− α/(n−1)) → −αJ (−1) (−α), h n (− α/(n − 1)) →m F (−α) − αm ′ F (−α) and k n (− α/(n − 1)) → (1 − 1/c)m F (−α) + α(m F (−α)) 2 /c a.s. as n → ∞.
By assumption (A2) in Section 4, it is followed that = k n (− α/(n − 1)) h n (− α/(n − 1)) − 2c 0 + 1 n − 1
a.s.
Therefore, it is concluded that |â S − a * |/n → 0 a.s. Since tr [W Ψ −1 /(n − 1)]/p → 1 a.s. as n → ∞ and |tr W /{(n − 1)p} − tr Ψ/p| → 0 a.s. as n → ∞ by assumption (A2) in Section 4, Theorem 4.2 can be verified.
