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Open access under the a b s t r a c t
A quasispecies is a set of interrelated genotypes that have reached a stationary state while evolving
according to the usual Darwinian principles of selection and mutation. Quasispecies studies invariably
assume that it is possible for any genotype to mutate into any other, but recent ﬁnds indicate that this
assumption is not necessarily true. Here we revisit the traditional quasispecies theory by adopting a
network structure to constrain the occurrence of mutations. Such structure is governed by a random-
graph model, whose single parameter (a probability p) controls both the graph’s density and the
dynamics of mutation. We contribute two further modiﬁcations to the theory, one to account for
the fact that different loci in a genotype may be differently susceptible to the occurrence of mutations,
the other to allow for a more plausible description of the transition from adaptation to degeneracy of
the quasispecies as p is increased. We give analytical and simulation results for the usual case of binary
genotypes, assuming the ﬁtness landscape in which a genotype’s ﬁtness decays exponentially with its
Hamming distance to the wild type. These results support the theory’s assertions regarding the
adaptation of the quasispecies to the ﬁtness landscape and also its possible demise as a function of p.
& 2012 Elsevier Ltd. Open access under the Elsevier OA license.1. Introduction
The concept of a quasispecies was introduced by Eigen (1971)
and Eigen and Schuster (1977) to describe the stationary state of a
population of genotypes whose members mutate frequently into
one another while replicating without recombination (i.e., asexu-
ally). At ﬁrst the theory targeted the dynamics of complex,
prebiotic molecules and aimed to explain the phenomena of
self-organization and adaptability that led to the appearance of
life (Eigen and McCaskill, 1988; Eigen et al., 1989). Today,
however, the quasispecies theory is thought to be much more
widely applicable, as to the dynamics of RNA viruses and in
cancer research (Ma´s et al., 2010), in fact providing interesting
insight into the dynamics of any population of genotypes, includ-
ing those that replicate with recombination and mutate relatively
infrequently (Nowak and May, 2000).Elsevier OA license.The theory combines the evolutionary principles of selection
and mutation to describe the dynamics of a population of
genotypes, and in this sense constitutes the leading manifestation
of the Darwinian principles at the molecular level. Its central
tenet is that, although each individual genotype can be ascribed a
ﬁtness that is a function of its replicative capacity, the actual
ﬁtness effects [ranging, e.g., from strongly deleterious to highly
adaptive (Orr, 2003; Sanjua´n et al., 2004; Eyre-Walker and
Keightley, 2007)] are a property of the population rather than of
the genotype (Schuster and Swetina, 1988). As we observe the
dynamics of the population relative to the so-called ﬁtness land-
scape (i.e., the ﬁtnesses of all possible genotypes), selection
operates on the entire population and can guide it toward the
landscape’s peaks. In other words, even though the process of
mutation remains essentially stochastic, the population can in
fact inﬂuence it because the ﬁttest genotypes will replicate more
and lead the population to adapt to the ﬁtness landscape.
In the particular case of RNA viruses, and notwithstanding
some degree of controversy over how applicable the quasispecies
theory is to their dynamics (cf., e.g., Domingo, 2002; Holmes and
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the array of implications to the understanding of viral diseases is
notable. For example, the theory suggests that the ﬁtness effects
of a virus population are determined more by how free its various
genotypes are to mutate than by how capable they are to
replicate. Another implication seems to be that, paradoxically,
increasing the genotypes’ error rates during replication may
render the virus less pathogenic (Domingo, 2009; Lauring and
Andino, 2010).
The centerpiece of the quasispecies theory is the so-called
quasispecies equation, which for each possible genotype gives the
rate at which the genotype’s relative abundance varies with time
in terms of all genotypes’ abundances, their ﬁtnesses, and the
rates at which genotypes mutate into one another. We refer the
reader to Biebricher and Eigen (2006) and Nowak (2006), and
references therein, for a summary of the customary assumptions
and known developments. Normally a genotype is represented as
a length-L string of 0s and 1s, so the number of genotypes in the
population is 2L. Every genotype can mutate into every other, so
essentially there is no structure constraining the occurrence of
mutations.
In addition to the quasispecies itself, which is characterized by
the genotypes’ relative abundances at the stationary state,
another important observable in the theory is the so-called error
threshold, which refers to how variations in the rate of occurrence
of mutations determine the population’s average ﬁtness at the
stationary state. Error thresholds can be calculated numerically
(cf. Swetina and Schuster, 1982 for an early account), but
analytical estimates, particularly in applications of the theory to
virology, have relied on simpliﬁcations of the original quasispe-
cies model. One of them has been the assumption that mutations
can be modeled as occurring independently at each of a geno-
type’s loci with the same probability, a point mutation rate u, for
each locus [a notable exception here is the study by Saakian and
Hu, 2006, where loci having different mutation rates are allowed,
as are mutations of two or three adjacent loci as a group, in
recognition of the plausibility of such events (Averof et al., 2000;
Deng and Fu, 2000; Nachman and Crowell, 2000)]. Another
customary simpliﬁcation has been to concentrate on the relative
abundance of the ﬁttest genotype, normally called the wild (or
master) type, and study how its eventual survival depends on u.
Invariably such studies have assumed that no genotype can
mutate into the wild type (no back mutations exist) and solved
the resulting, simpliﬁed version of the quasispecies equation for
the minimum value of u below which the survival of the wild type
is ensured. This threshold value is a function of the wild type’s
ﬁtness and of the length L (Biebricher and Eigen, 2006; Nowak,
2006; Saakian and Hu, 2006).
Here we revisit the quasispecies theory by seeking to attenu-
ate what we perceive to be three main sources of biological
implausibility in the original theory or in its simpliﬁed forms for
use in error-threshold calculations. The ﬁrst one is related to the
total lack of structure constraining the possible mutations inside
the population. Recent ﬁnds indicate, to the contrary, that for
some organisms not every combination of loci can be involved in
a single mutation out of a speciﬁc genotype (de Visser et al.,
2009). The second one has to do with the nearly ubiquitous
assumption that genotypes are equally likely to undergo a
mutation at any locus. In this case, too, there is evidence in
support of locus-dependent mutation rates (Deng and Fu, 2000)
even though mutations do seem to occur simultaneously at
different, not necessarily contiguous, loci (Whelan and Goldman,
2004).
We tackle these ﬁrst two issues by adopting a susceptibility
model to differentiate one locus from another as far as the
occurrence of mutations at those loci is concerned. Thesusceptibility of a speciﬁc locus ‘ is any positive number s‘ that
gets larger as genotypes become more susceptible to the occur-
rence of a mutation at locus ‘. Given two genotypes i and j that
differ at locus ‘ and a probability parameter p, we use p1=s‘ both to
create a random-graph model to give structure to the evolving
population in terms of whether i and j can mutate into each other
and to govern the dynamics of mutation if they can. Additionally,
note that by adopting a random-graph model into the quasispe-
cies theory we are also providing the theory with a perspective
that connects it with the decade-long effort to understand the so-
called complex networks and their applications (Bornholdt and
Schuster, 2003; Newman et al., 2006; Bolloba´s et al., 2009).
Our third perceived source of implausibility comes from one of
the assumptions that underlie the common method to determine
the error threshold. Such assumption is too stringent (no geno-
type mutates into the wild type) and may result in a strict
threshold separating the survival of the wild type in the quasis-
pecies from its catastrophic demise even when none exists.
Rather, as suggested by the study by Wilke and Ronnewinkel
(2001) and the review by Lauring and Andino (2010), we believe
it might be more plausible if the two regimes could be separated
by a wider interval of the control parameter (p, in our case), over
which the transition could occur more smoothly whenever
appropriate. In order to avoid the same stringent assumption
that has dominated most of such studies so far, we start by
assuming instead that a genotype’s relative abundance in the
quasispecies depends on its ﬁtness as a power law. The accuracy
of this assumption depends on the susceptibilities of the various
loci, but in the cases we investigate it allows the average ﬁtness of
the quasispecies to be expressed analytically and the transition
between degeneracy and survival to occur smoothly.
We proceed in the following manner, assuming that genotypes
are binary (as usual) and also that a genotype’s ﬁtness decays
exponentially with its Hamming distance to the wild type. First
we introduce our model in Section 2, where we rewrite the
quasispecies equation for the case of network-constrained muta-
tions and, for two distinct susceptibility scenarios, solve it
approximately under the assumption that a genotype’s relative
abundance and ﬁtness are related by a power law. Then we give
computational results in Section 3 and also discuss the conditions
for our analytical expressions to be good approximations to the
simulation data. We conclude in Section 4.2. Model
We consider binary genotypes of length L, that is, length-L
sequences of 0s and 1s. There are thus n¼ 2L different genotypes,
numbered 1,2, . . . ,n. We assume that genotype 1 comprises only
0s. The ﬁtness of genotype i reﬂects its replication rate and here is
given by f i ¼ 2di , where di is the number of 1s in the genotype.
That is, a genotype’s ﬁtness decays exponentially with its
Hamming distance to genotype 1 (which is then the ﬁttest one, with
f 1 ¼ 1, or wild type). While this choice seems reasonable, it is by no
means the only possibility and many other alternatives might be
considered. We note, however, that adopting an exponential function
has allowed many of the analytical calculations that we present in
this section to be performed.
2.1. Random-graph model
We assume that the n genotypes are the nodes of a directed
graph D with self-loops at all nodes. The set of in-neighbors of
node i in D is denoted by Ii and its set of out-neighbors by Oi. It
holds that both iA Ii and iAOi. The existence of an edge directed
from node i to node ja imeans that it is possible for genotype i to
1 Equivalently, TðL,sÞ is the number of partitions of s into distinct parts not
greater than L.
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probability qij. Letting qii be the probability that genotype i
remains unchanged during replication leads to
P
jAOi
qij ¼ 1.
Let Xi denote the abundance of genotype i at any given time,
and similarly let xi ¼ Xi=
Pn
k ¼ 1 Xk be its relative abundance. The
time derivative of Xi depends on the abundance of all genotypes in
Ii (i.e., i itself and those that can mutate into i during replication)
in such a way that
_Xi ¼
X
jA Ii
f jqjiXj: ð1Þ
Rewriting for xi yields
_xi ¼
X
jA Ii
f jqjixjfxi, ð2Þ
wheref¼ Pnk ¼ 1 f kxk is the average ﬁtness of all n genotypes. Eq. (2)
is the well-known quasispecies equation, now written for graph D.
In our model, both the structure of graph D and the dynamics
of mutation depend on how susceptible each of the L loci in a
genotype is to undergo a mutation. For ‘¼ 1,2, . . . ,L, we let s‘ be a
positive number that grows with the susceptibility that a geno-
type undergoes a mutation at locus ‘, the same for all genotypes.
Thus, an edge exists in graph D directed from genotype i to
genotype j with probability pij such that
pij ¼ p
PL
‘ ¼ 1h‘ =s‘ , ð3Þ
where p is a probability parameter and h‘ ¼ 1 if and only if the
two genotypes differ at locus ‘ (h‘ ¼ 0, otherwise). Note that this
deﬁnition of pij is consistent with the mandatory existence of self-
loops at all nodes of D, since for j¼ i we have h‘ ¼ 0 for all ‘ and
thus pii ¼ 1. If the edge from i to j does exist, the probability qij
that imutates into j (or remains unchanged, if j¼ i) is proportional
to pij, i.e., qij ¼ pij=Zi, where Zi ¼
P
kAOi
pik is a normalizing con-
stant for genotype i.
2.2. Power-law assumption
Henceforth we work on the hypothesis that, at the stationary
state, xi depends on the ﬁtness fi as a power law for every
genotype i. That is, we assume that xi ¼ bf ai for suitable a40
when _xi ¼ 0. Such functional dependency turns up in some of the
cases we study (cf. Section 3) and, furthermore, facilitates some of
the analytical calculations that we carry out in this section. It
immediately follows that the stationary-state value of the average
ﬁtness is f¼ bPLh ¼ 0ðLhÞ2ðaþ1Þh, yielding
f¼ b½1þ2ðaþ1ÞL: ð4Þ
Moreover, from the constraint
Pn
i ¼ 1 xi ¼ 1 we obtain b
PL
h ¼ 0
ðLhÞ2ah ¼ 1, whence
b¼ ð1þ2aÞL: ð5Þ
We estimate the value of a by resorting to a mean-ﬁeld version
of Eq. (2), that is, one in which the expected contribution of every
genotype j to _xi (not only those in Ii) is taken into account and
occurs according to the expected value of the mutation prob-
ability qji of genotype j into genotype i. By deﬁnition, mutation in
this case occurs with probability proportional to pji, provided
graph D contains an edge directed from j to i. The latter happens
with probability pji as well, so the expected value of qji is
p2ji=
Pn
k ¼ 1 p
2
jk. Eq. (2) then becomes
_xi ¼
Xn
j ¼ 1
f jp
2
jixjPn
k ¼ 1 p
2
jk
fxi: ð6Þ
Our estimate of a comes from considering the wild type at the
stationary state, that is, from imposing _x1 ¼ 0 in Eq. (6) andsolving the resulting equation,
Xn
j ¼ 1
p2j12
ðaþ1ÞdjPn
k ¼ 1 p
2
jk
 1þ2
ðaþ1Þ
1þ2a
" #L
¼ 0: ð7Þ
2.3. Uniform susceptibilities
We study two susceptibility scenarios. The ﬁrst one, hence-
forth referred to as the uniform case, sets s‘ ¼ 1 for every locus ‘.
It follows that
PL
‘ ¼ 1 h‘=s‘ in Eq. (3) is the Hamming distance
between genotypes i and j, here denoted by Hij, and therefore
pij ¼ pHij . The summation on k appearing in Eq. (7) becomes
Xn
k ¼ 1
p2jk ¼
XL
h ¼ 0
L
h
 
p2h ¼ ð1þp2ÞL ð8Þ
for any j and the summation on j, since pj1 ¼ pdj , can be similarly
written as a sum on the possible values h of the Hamming
distance dj to the wild type:
Xn
j ¼ 1
p2j12
ðaþ1Þdj ¼
XL
h ¼ 0
L
h
 
p2h2ðaþ1Þh: ð9Þ
This yields
1þp22ðaþ1Þ
1þp2 ¼
1þ2ðaþ1Þ
1þ2a , ð10Þ
whence
2a ¼ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ8p4
p
4p2
, ð11Þ
so in the uniform case the value of the power-law exponent a
does not depend on L. For sufﬁciently small p, we can write
2a  1=2p2, which by Eqs. (4) and (5) allows the stationary-state
value of f, in the uniform case, to be approximated by
f¼ 1þp
2
1þ2p2
 L
 eLp2 ð12Þ
for large L.
2.4. Nonuniform susceptibilities
In the second susceptibility scenario, which we henceforth
refer to as the inverse-decay case, we have s‘ ¼ 1=‘ for locus ‘.
While this speciﬁc form for the dependency of s‘ on ‘ is totally
arbitrary and seems to carry no special biological meaning, it has
been our choice because it is simple and has proven amenable to a
certain degree of analytical manipulation. It this case it follows
that
PL
‘ ¼ 1 h‘=s‘ ¼
PL
‘ ¼ 1 h‘‘ in Eq. (3), which is the sum of every
‘ such that genotypes i and j differ at locus ‘. Denoting this sum
by Tij yields pij ¼ pTij . Now the summation on k appearing in
Eq. (7) becomes
Xn
k ¼ 1
p2jk ¼
XLðLþ1Þ=2
s ¼ 0
TðL,sÞp2s ¼
YL
‘ ¼ 1
ð1þp2‘Þ ð13Þ
for any j, where TðL,sÞ is the number of genotypes that differ from
genotype j in loci that sum up to s.1 The summation on j, in turn,
depends on ﬁrst recognizing that the collective contribution to it
from all ðLhÞ nodes j whose Hamming distance to the wild type is
dj ¼ h for ﬁxed h is proportional to
2ðaþ1Þh
XLðLþ1Þ=2
s ¼ 0
ThðL,sÞp2s, ð14Þ
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loci that sum up to s.2 While the summation in this expression
cannot be written in a simpler form, it can be shown that the
average value of s over the ðLhÞ genotypes involved is ðLþ1Þh=2.3
We then approximate that summation by ðLhÞpðLþ1Þh, so once again
the summation on j in Eq. (7) can be written as a sum on the
possible values h of the Hamming distance dj between the wild
type and genotype j:
Xn
j ¼ 1
p2j12
ðaþ1Þdj 
XL
h ¼ 0
L
h
 
pðLþ1Þh2ðaþ1Þh: ð15Þ
For f ðL,pÞ such that QL‘ ¼ 1ð1þp2‘Þ ¼ ½1þ f ðL,pÞL, this leads to
1þpLþ12ðaþ1Þ
1þ f ðL,pÞ 
1þ2ðaþ1Þ
1þ2a , ð16Þ
and ﬁnally to
2a 
1þpLþ1f ðL,pÞþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½1þpLþ1f ðL,pÞ2þ8f ðL,pÞpLþ1
q
4f ðL,pÞ : ð17Þ
For po0:2, we have found empirically that f ðL,pÞ  p2=L (Fig. 1),
whence 2a  ð1p2=LÞ=ð2p2=LÞ for large L. It then follows from
Eqs. (4) and (5) that, in the inverse-decay case, the stationary-
state value of f can be approximated by
f¼ 1
1þp2=L
 L
 ep2 : ð18Þ
3. Results
For ﬁxed values of the length L and the probability parameter p,
our results are based on generating 104 independent instances of
graph D and solving Eq. (2) numerically for each instance. This is
achieved by letting xi ¼ 1=n initially for i¼ 1,2, . . . ,n (i.e., the initial2 Equivalently, ThðL,sÞ is the number of partitions of s into exactly h distinct
parts not greater than L.
3 Let s denote the desired average. If h¼L, then the sum of the loci for the
single possible arrangement of 1s is s ¼ ðLþ1Þh=2. If hoL, then each of the
possible arrangements is either symmetric with respect to the genotype’s center
or has a symmetric counterpart with respect to the center. Clearly, there exists a
value s such that the sum of the loci equals s in the former case and, moreover, the
sums of the loci in the two arrangements add up to 2s in the latter case. It follows
that s ¼ s, so s can be found by halving the added sums of any symmetric pair. We
take the pair in which the h 1s in each arrangement occupy outermost loci in the
genotype. The corresponding sums are 1þ2þ    þh¼ ð1þhÞh=2 and
ðLhþ1ÞþðLhþ2Þþ    þL¼ ð2Lhþ1Þh=2. Consequently, s ¼ ðLþ1Þh=2 as well.population is uniform on all genotypes) and time-stepping the
corresponding equations until
Pn
i ¼ 1 9 _xi9o108. Because this entails
substantial computational effort, we limit ourselves to L¼10 and
L¼14 (i.e., n¼ 1024 and n¼ 16 384 distinct genotypes, respectively).3.1. Relative abundances
The resulting relative abundances of the quasispecies are given
in Fig. 2 as a function of the genotypes’ ﬁtnesses. By deﬁnition
there are in general several different genotypes of the same
ﬁtness, so in the ﬁgure we give the average relative abundance
of all such genotypes. In the uniform case, these results reveal an
average behavior of same-ﬁtness genotypes that is in excellent
agreement with the power-law assumption we made. Moreover,
as indicated by Eq. (11), the power-law exponent a does not
depend on L, being a function of p exclusively. In the inverse-
decay case, on the other hand, the power-law assumption is
reasonable only for the highest ﬁtness values. At these values, it is
worth noting that the power-law exponent a as given by Eq. (17)
behaves reasonably with respect to the data despite the approx-
imation of the summation in Eq. (14) by ðLhÞpðLþ1Þh. The reason for
this is that, once these expressions get multiplied by 2ðaþ1Þh and
summed up on h, the results are dominated by the lowest h
values, hence the highest ﬁtnesses, and these are precisely the
values at which the approximation works best [in fact, both the
summation in Eq. (14) and its approximation yield 1 for h¼0,
since T0ðL,sÞ ¼ 1 if s¼0 and T0ðL,sÞ ¼ 0 otherwise].
Fig. 2 also reveals how the dominance of the wild type in the
population behaves as p is increased and mutations into ever
more different genotypes begin to be both allowed by the
structure of D and made more frequent during the dynamics. A
clearer view into this is afforded by Fig. 3, where we show the
relative abundance of the wild type in the quasispecies as a
function of p. Clearly, in both the uniform and the inverse-decay
cases there exist values of p beyond which the wild type gets
diluted into the population just as all other genotypes do. This
happens at higher values in the inverse-decay case, since the 1=‘
susceptibility for locus ‘ tends to discourage mutations at this
locus for all but relatively small values of ‘ despite increases in p.
Fig. 3 also illustrates how well the power-law exponent a in
Eq. (11) or (17) does when we focus on the wild type across the
entire range for p. While the agreement with the data is oncefitness
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holds only for roughly po0:2 or p40:9. As above, explaining this
requires that we revisit the approximation of the summation in
Eq. (14) by ðLhÞpðLþ1Þh. Speciﬁcally, as we sum the product of either
quantity by 2ðaþ1Þh on h, sufﬁciently small values of p render the
differences caused by the approximation irrelevant. Similarly, for
sufﬁciently large values of p the approximation is good across a
wide range of h values, as shown in Fig. 4.10-2 10010-1
p
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Fig. 5. Average ﬁtness at the stationary state. Data are averages over 104
independent instances of graph D. Lines refer to Eqs. (4) and (5) with a as given3.2. Average ﬁtness at the stationary state
A better glimpse into wild-type survival comes from consider-
ing the average ﬁtness f of the quasispecies. This is depicted in
Fig. 5, which clearly indicates that the transition from survival to
degeneracy of the wild type occurs gradually, within roughly one
order of magnitude of the parameter p as it is increased. In the
ﬁgure we also display our analytical predictions for f at the
stationary state. These are given, through Eqs. (4) and (5), as
functions of the power-law exponent a in Eqs. (11) and (17). The
same observations on accuracy given above continue to apply.
Fig. 5 also contains the simpler approximation of f at theUniform
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Fig. 4. Comparison between the summation in Eq. (14), here referred to as
gðL,p,hÞ, and ðLhÞpðLþ1Þh for p¼0.95.
by Eq. (11) in the uniform case or Eq. (17) in the inverse-decay case, or to the
Gaussian of Eq. (12) in the uniform case or Eq. (18) in the inverse-decay case.stationary state given by the Gaussians in Eqs. (12) and (18),
respectively for the uniform case and the inverse-decay case. As
expected, these approximations work very well for small values of
p. The one for the uniform case tends to improve as L is increased.
For the ﬁtness landscape we have used throughout, the usual
model (i.e., assuming that any genotype can mutate into any other
and that this occurs at the ﬁxed point mutation rate u) is consistent
with ours in that both imply, essentially, that the error threshold
does not exist insofar as it can be understood as entailing a sharp
decay in f at some value of the control parameter (Schuster, 2011).
However, we point out that we can only know this for the usual
model by solving the quasispecies equation numerically, while for
ours there are supporting analytical approximations. In fact,
provided L is ﬁnite, attempting to derive the error threshold
analytically in the usual model by ignoring back mutations does
yield an upper bound on u beyond which the wild type perishes
(Wiehe, 1997). This is then seen to set the two analytical strategies
apart, since ours predicts the same smooth decay for f that is
mandated by the quasispecies equation.4. Conclusions
We have revisited the quasispecies theory and examined what
we believe to be drawbacks in its customary modeling assump-
tions. These are the absence of an underlying structure separating
the mutations that can occur from those that cannot; the lack of a
general framework within which a genotype’s loci can be sorted
into different susceptibilities to undergo mutations; and ﬁnally, a
methodology to explain the degeneracy of the wild type, when
mutations are excessively too frequent, that implies a brusque
transition from the regime in which it survives. Our approach to
tackle these issues has been, respectively, to model the muta-
tional interactions among genotypes as a random graph; to adopt
real-valued susceptibilities that inﬂuence both the graph’s struc-
ture and the dynamics of the population; and to postulate a
speciﬁc functional dependency of a genotype’s relative abundance
on its ﬁtness at the stationary state. The resulting model has a
probability, p, as its single parameter. Increasing p makes the
graph denser and allows more mutations as the population
evolves toward the quasispecies.
V.C. Barbosa et al. / Journal of Theoretical Biology 312 (2012) 114–119 119It is important to note that our model does not merely
generalize the common approach of assuming that graph D has
an edge directed from any genotype to any other and that any
locus in a genotype is equally susceptible to undergo a mutation
at the same point rate u. Even though in the two models it is
sometimes possible to write the mutation probability qij of
genotype i into genotype j as very similar products over all L loci
[in the customary approach we have qij ¼ uHij ð1uÞLHij ; in our
model, assuming for example the uniform case, we have
qij ¼ ðp=Z1=Li ÞHij ð1=Z
1=L
i ÞLHij ], the similarity between them can be
carried no further. In fact, setting p¼1 in our model to ensure that
D is always fully connected yields qij ¼ 1=n¼ 0:5L regardless of i or
j, which does not conform with the usual approach unless u¼0.5.
The bottom line is that substantial further studies are needed to
determine whether characteristic values of p exist for as many
organisms as possible, much as has been done for the rate u (cf.,
e.g., Nowak, 2006).
Our results were given for the nontrivial ﬁtness landscape in
which a genotype’s ﬁtness decays exponentially with its Ham-
ming distance to the wild type. They have also been based on two
speciﬁc susceptibility scenarios and a power-law relationship
between a genotype’s relative abundance in the quasispecies
and its ﬁtness. While the latter is widely accurate only for one
of the susceptibility scenarios (the uniform case), overall our
modeling choices have led to useful analytical predictions of both
the several genotypes’ participation in the quasispecies and the
wild type’s transition from survival to degeneracy as p increases.
As with other variations of the quasispecies theory, the
modiﬁcations we have introduced all corroborate the theory’s
central idea, viz. that selection and mutation act on the entire
ensemble of genotypes. They also corroborate the crucial role of
the error-related parameter (p, in our case) in separating two
distinct regimes, one in which the quasispecies adapts to the
ﬁtness landscape, the other in which it becomes degenerate. It
remains to be seen whether the same will continue to hold as
alternative ﬁtness landscapes and variations of the remaining
assumptions are studied.Acknowledgments
We acknowledge partial support from CNPq, CAPES, a FAPERJ
BBP Grant, FAPERGS, the joint PRONEX initiatives of CNPq/FAPERJ
under contract No. 26-111.443/2010 and CNPq/FAPERGS, and
Dr. R. M. Zorzenon dos Santos for stimulating discussions.
References
Averof, M., Rokas, A., Wolfe, K.H., Sharp, P.M., 2000. Evidence for a high frequency
of simultaneous double-nucleotide substitutions. Science 287, 1283–1286.Biebricher, C.K., Eigen, M., 2006. What is a quasispecies? In: Domingo, E. (Ed.),
Quasispecies: Concept and Implications for Virology, Current Topics in Micro-
biology and Immunology, vol. 299. Springer, Berlin, Germany, pp. 1–31.
Bolloba´s, B., Kozma, R., Miklo´s, D. (Eds.), 2009. Handbook of Large-Scale Random
Networks. Springer, Berlin, Germany.
Bornholdt, S., Schuster, H.G. (Eds.), 2003. Handbook of Graphs and Networks.
Wiley-VCH, Weinheim, Germany.
de Visser, J.A.G.M., Park, S.C., Krug, J., 2009. Exploring the effect of sex on empirical
ﬁtness landscapes. Am. Nat. 174, S15–S30.
Deng, H.W., Fu, Y.X., 2000. Counting mutations by parsimony and estimation of
mutation rate variation across nucleotide sites—a simulation study. Math.
Comput. Model. 32, 83–95.
Domingo, E., 2002. Quasispecies theory in virology. J. Virol. 76, 463–465.
Domingo, E., 2009. Quasispecies: from molecular Darwinism to viral diseases.
Contrib. Sci. 5, 161–168.
Eigen, M., 1971. Self-organization of matter and the evolution of biological
macromolecules. Naturwissenschaften 58, 465–523.
Eigen, M., McCaskill, J., 1988. Molecular quasi-species. J. Phys. Chem. 92,
6881–6891.
Eigen, M., McCaskill, J., Schuster, P., 1989. The molecular quasi-species. Adv. Chem.
Phys. 75, 149–263.
Eigen, M., Schuster, P., 1977. The hypercycle. A principle of natural self-
organization. Part A: emergence of the hypercycle. Naturwissenschaften 64,
541–565.
Eyre-Walker, A., Keightley, P.D., 2007. The distribution of ﬁtness effects of new
mutations. Nat. Rev. Genet. 8, 610–618.
Holmes, E.C., 2010. The RNA virus quasispecies: fact or ﬁction? J. Mol. Biol. 400,
271–273.
Holmes, E.C., Moya, A., 2002. Is the quasispecies concept relevant to RNA viruses?
J. Virol. 76, 460–462.
Lauring, A.S., Andino, R., 2010. Quasispecies theory and the behavior of RNA
viruses. PLoS Pathog. 6, e1001005.
Ma´s, A., Lo´pez-Galı´ndez, C., Cacho, I., Go´mez, J., Martı´nez, M.A., 2010. Unﬁnished
stories on viral quasispecies and Darwinian views of evolution. J. Mol. Biol.
397, 865–877.
Nachman, M.W., Crowell, S.L., 2000. Estimate of the mutation rate per nucleotide
in humans. Genetics 156, 297–304.
Newman, M., Baraba´si, A.L., Watts, D.J. (Eds.), 2006. The Structure and Dynamics of
Networks. Princeton University Press, Princeton, NJ.
Nowak, M.A., 2006. Evolutionary Dynamics. Harvard University Press, Cambridge,
MA.
Nowak, M.A., May, R.M., 2000. Virus Dynamics. Oxford University Press, Oxford,
UK.
Orr, H.A., 2003. The distribution of ﬁtness effects among beneﬁcial mutations.
Genetics 163, 1519–1526.
Saakian, D.B., Hu, C.K., 2006. Exact solution of the Eigen model with general ﬁtness
functions and degradation rates. Proc. Natl. Acad. Sci. USA 103, 4935–4939.
Sanjua´n, R., Moya, A., Elena, S.F., 2004. The distribution of ﬁtness effects caused by
single-nucleotide substitutions in an RNA virus. Proc. Natl. Acad. Sci. USA 101,
8396–8401.
Schuster, P., 2011. Mathematical modeling of evolution. Solved and open pro-
blems. Theory Biosci. 130, 71–89.
Schuster, P., Swetina, J., 1988. Stationary mutant distributions and evolutionary
optimization. Bull. Math. Biol. 50, 635–660.
Swetina, J., Schuster, P., 1982. Self-replication with errors: a model for polynucleo-
tide replication. Biophys. Chem. 16, 329–345.
Whelan, S., Goldman, N., 2004. Estimating the frequency of events that cause
multiple-nucleotide changes. Genetics 167, 2027–2043.
Wiehe, T., 1997. Model dependency of error thresholds: the role of ﬁtness
functions and contrasts between the ﬁnite and inﬁnite sites models. Genet.
Res. Camb. 69, 127–136.
Wilke, C.O., Ronnewinkel, C., 2001. Dynamic ﬁtness landscapes: expansions for
small mutation rates. Phys. A 290, 475–490.
