Abstract-Statistical data is one of the most important sources of information, relevant for large numbers of stakeholders in the governmental, scientific and business domains alike. In this article, we introduce an Ontowiki plugin that extracts and publishes statistical data in RDF. We illustrate the plugin with a comprehensive use case reporting on the extraction and publishing on the Web of statistical data about 10 years of Brazilian government.
I. INTRODUCTION
Statistical data is one of the most important sources of information, relevant for large numbers of stakeholders. In the governmental domain, statistical data provides an anatomy of society outlining strong and weak points of governance thus providing crucial input for policy and decision makers. In science, statistical data representing observations or measurements is often a fundamental artifact to verify or refute scientific theories. In the business domain, statistical data about product sales, market developments or economic indicators provide crucial input for strategic decisions of the management. The elicitation of statistical data is very time and resource demanding, in particular in scenarios where different organizations are involved. This is particularly true for public statistical data, where local, regional, state-level, national/federal and supranational organizations are involved in the definition of statistical criteria and the elicitation of statistic ground truth. In order to aggregate and integrate statistical data it is of paramount importance that the statistical criteria are semantically described and linked to suitable ontologies or background knowledge bases.
In this article, we overview how statistical data can be managed on the Web using Linked Data. We present the OLAP2DataCube plug-in to efficiently transform large analytical databases, represented according to the Online Analytical Processing (OLAP) paradigm, to RDF. OLAP2DataCube uses the RDF Data Cube Vocabulary, which is based on the popular SDMX standard 1 and de-1 http://sdmx.org signed particularly to represent multidimensional statistical data using RDF. The vocabulary also uses the SDMX feature of content oriented guidelines (COG), which define a set of common statistical concepts and associated code lists that can be re-used across datasets.
As a comprehensive use case we report about the creation of dados.gov.br -the extraction and publishing data about 10 years of Brazilian government. The dados.gov.br information catalog has over 1,300 historic data series that reflect government activity during the mandate president Luiz Inacio "'Lula"' da Silva (2003 to 2010). The dataset comprises more than 4 million observations covering three levels of administration in Brazil. It is expressed in more than 30 million RDF triples
The remainder of the paper is organized as follows. section II describes the OLAP2DataCube plugin. section III contains the dados.gov.br use case. section IV discusses related work. Finally, section V contains conclusions and lessons learned.
II. EXTRACTING AND PUBLISHING STATISTICAL DATA
In this section, we present the OLAP2DataCube plugin for extracting statistical data from OLAP sources. OLAP2DataCube is implemented as a plug-in extension into OntoWiki [1] . OntoWiki is a tool for browsing and collaboratively editing RDF knowledge bases. It differs from other Semantic Wikis insofar as OntoWiki uses RDF as its natural data model instead of Wiki texts. Information in OntoWiki is always represented according to the RDF statement paradigm and can be browsed and edited by means of views. These views are generated automatically by employing the ontology features such as class hierarchies or domain and range restrictions. OntoWiki adheres to the Wiki principles by striving to make the editing of information as simple as possible and by maintaining a comprehensive revision history. This history is also based on the RDF statement paradigm and allows to roll-back prior change-sets. OntoWiki incorporates a number of Linked Data features, such as exposing all information stored in OntoWiki as Linked Data as well as retrieving background information from the Linked Data Web. Apart from providing a comprehensive user interface, OntoWiki also contains a number of components for the rapid development of Semantic Web applications, such as the RDF API Erfurt, methods for authentication, access control, caching and various visualization components. In addition to ontology engineering tasks, OntoWiki provides ontology evolution functionality, which can be used to further transform the newly converted statistical data. Furthermore, OntoWiki provides various interfaces (in particular Linked Data and SPARQL interfaces) to publish and query RDF data.
A cube is represented in a relational database as a set of tables, organized in the shape of a star or a snowflake. Star schemas are composed of one or more fact tables that reference dimension tables. Snowflake schemas, on the other hand, are a more complex variation, where dimension tables are normalized into multiple, related tables.
The input to the OLAP2DataCube 2 plugin is a relational database with an star model. Its output is a tripleset, mapped from the OLAP cube using the RDF Data cube vocabulary.
The process encompasses three stages: (1) relational database metadata extraction and table categorization, (2) cube definition, and (3) RDF mapping. We detail each stage in the sequel.
1) Metadata extraction and The cube definition, conceived in the previous step, is internally transformed into an SQL query, which extracts the envisioned data from the relational database. In the following, we exemplify some of the transformation rules used in the process. The schema we used as example in section III is depicted in Figure 2 and the conventions are listed in Table I is adopted. The SQL fragments below follow this schema.
1) The values selected by the SQL query are taken from the fact, dimension and attribute tables chosen by the user in the cube construction step. The prefix indicates the table type. For the database schema of our running example (see Figure 2) , we would have: The Dados.Gov.br information catalog comprises over 1,300 historic data series that reflect government activity during the mandate of President Luiz Inacio 'Lula' da Silva (2003 to 2010). The COI management team proposed a standard organization to classify the data, based on two dimensions: territorial (country, states, cities) and time (year or month). Data series were classified in several hierarchical thematic trees, that branched from general to more specific subjects, e.g., infrastructure, citizenship and social inclusion, as well as more specific subjects that define third and fourth level trees. Data (not in Linked Data format) is publicly available 4 . As a result of our publishing effort (employing the techniques described in the previous sections), we obtained an anatomy of 10 years of Brazilian government reaching in some cases even 30 years back in time. Table II summarizes the results of our publishing effort. The dataset comprises more than 4 million observations covering three levels of administration in Brazil. It is expressed in more than 30 million RDF triples, linked to DBpedia and GeoNames. The conversion took approximately 60 hours, which appears reasonable due to the amount of raw data (1GB) and the transformation process stretching over the stages extraction/transformation, serialization, insertion/loading. The time consuming steps, here, are the first and last stages. During the first stages we had to run extensive SQL queries to extract data from the database. Not only was that time consuming, but also slowed down due to the fragmentation of the data in 900+ separate datasets.
IV. RELATED WORK
Related work can be roughly divided into other RDF triplification approaches and statistical data publishing.
Currently most of the work in the area of triplification focuses on generating RDF from relational database content. There is a wide range of approaches developed in this regard ranging from very simple scripts such as Triplify [3] over standalone solutions such as D2R [4] up to integrated tools such as Virtuoso RDF Views [5] . Under the auspices of the W3C, the RDB2RDF working group is currently standardizing the R2RML mapping language for the mapping 3 http://www.opengovpartnership.org/ 4 https://i3gov.planejamento.gov.br/ and transformation of relational data to RDF. One of the few works in the area of transforming statistical data to RDF is [6] , which explores the opposite direction to our approach, i.e., the transformation of statistical Linked Data for use in OLAP systems. Statistical Data and Metadata eXchange (SDMX, [7] ) is an initiative started in 2001 to foster standards for the exchange of statistical information. The SDMX sponsoring institutions are the Bank for International Settlements, the European Central Bank, Eurostat, the International Monetary Fund (IMF), the Organisation for Economic Co-operation and Development (OECD), the United Nations Statistics Division and the World Bank. The SDMX message formats have two basic expressions, SDMX-ML (using XML syntax) and SDMX-EDI (using EDIFACT syntax and based on the GESMES/TS statistical message). Experiences and best practices regarding the publication of statistics on the Web in SDMX have been published by the United Nations [8] and the Organisation for Economic Co-operation and Development [9] .
The representation of statistics in RDF started with SCOVO [10] , [11] and continued with the successor RDF Data Cube Vocabulary [2] . The Data Cube Vocabulary is closely aligned with SDMX [11] . Examples of statistics published as RDF adhering to the Data Cube vocabulary and visualized for human consumption include the EC's INFSO Digital Agenda Scoreboard 5 and the LOD2 Open Government Data stakeholder survey [12] .
V. CONCLUSIONS, LESSONS LEARNED, AND FUTURE WORK
In this paper we introduced the OLAP2DataCube plugin for extracting and publishing statistical data on the Data Web. We also presented a large-scale use case of statistic data publishing in Brazil. We validated the plug-in by converting a very large database composed of a little over nine hundred datasets, whose data spans nearly 30 years of Brazilian government (amounting to 30 million triples). It took the proposed plug-in nearly three days to complete the task, placing it well among existing tools. It also served to demonstrate OLAP2DataCube's robustness and scalability.
The work described in this article is a first step towards a larger research and development agenda aiming at facilitating the life-cycle of statistical data on the Web. As promising future directions, we may quote in particular the following. First, we will invest on the semi-automated generation of links and visualizations. Currently, it is still cumbersome to configure the linking and visualization tools. A possible approach to simplify the generation of configurations is the use of user provided examples or the analysis of navigation logs for learning suitable configurations automatically. Second, we may quote the semi-automatic integration and comparison of statistic data from distributed sources, which could ultimately lead to a rich and diverse Statistical Data Web.
Our plan is to continue to use the Ontowiki platform and the plug-in architecture. We believe beneficial to our purposes because it provides a common framework of shared functionality, that helps reduce users learning curve, and the cognitive overload of learning to use different tools; secondly, Ontowiki has an active community of users, that developed over a dozen plug-ins for the framework. We expect to capitalize over existing plug-ins, that can be pipelined to produce new functionality.
