Perceptual decision making has several underlying components including stimulus encoding, perceptual categorization, response selection, and response execution. Evidence accumulation is believed to be the underlying mechanism of decision-making and plays a decisive role in determining response time. Previous studies in animals and humans have shown parietal cortex activity that exhibits characteristics of evidence accumulation in tasks requiring difficult perceptual categorization to reach a decision. In this study, we made use of a task where the challenge for the participants is to identify the stimulus and then from memory apply an abstract rule to select one of two possible actions. The task was designed so that stimulus identification was easy but response selection required cognitive computations and working memory. In simultaneous EEG recordings, we find a one-to-one relationship between the duration of the readiness potential observed prior to the response over motor areas, and decision-making time estimated by a drift-diffusion model of the response time distribution. This close relationship implies that the readiness potential reflects an evidence accumulation process for response selection, and supports the notion that evidence accumulation is a general neural implementation of decision-making. The evidence accumulation process that captures variability in decision-making time will depend on the location of the bottleneck in information processing.
Introduction
Decision-making has been extensively studied using two-alternative forced choice tasks that incorporate multiple stages of information processing (Ratcliff et al., 2016) . In these tasks, participants typically perceive a visual or auditory stimulus (perception), evaluate and assign it one of two categories (decision-making), and respond with one of two responses (response selection and execution). Behavioral data consisting of response time and accuracy have been modeled by a number of sequential-sampling models (SSM) that incorporate perceptual evidence sampling such as the drift-diffusion model (Link & Heath, 1975; Ratcliff & McKoon, 2008) , linear ballistic accumulator model (Brown & Heathcote, 2008) or leaky competing accumulator model (Usher & McClelland, 2001) . At the heart of all of these models is the notion that decision-making can be modeled as accumulating evidence to a boundary or criterion level which triggers the motor response. These models typically assume that each of the many underlying cognitive operations is a separate step and performed in sequence. For example, in a simple drift-diffusion model, one might assume that response time can be decomposed into three sequential time periods, 1) time for perceptual processing, 2) time for accumulation of evidence, modeled by a random walk, and 3) time for response selection and execution. In this study we show that the readiness potentials (RP) recorded over motor areas of the brain initiates prior to decision-making and has duration that tracks decision-making time. This challenges the assumption by the SSMs of a period of perceptual evidence accumulation followed by a sequential period of response processing, and instead indicates that the motor system engages in a parallel evidence accumulation process to reach an action decision.
Direct recordings from parietal cortical neurons in monkeys have identified cells whose firing rates progressively increase prior to a decision and response (Roitman and Shadlen, 2002; Huk and Shadlen, 2005, Churchland et al., 2008) . The changing firing rates of these neurons are consistent with the theoretical account of accumulation of evidence to a boundary that is central to decision-making SSMs. Moreover, in these studies, as the strength of sensory signals increases the rate of increase in firing rate is enhanced, suggesting a faster rate of information accumulation that leads to faster response times (Roitman & Shadlen, 2002) . Similar results have been found in the motor system, specifically in the frontal eye fields (FEF), where cells related to control of eye movements exhibit faster rate of growth of firing rate as speed increases, i.e., response time decreases (Kim & Shadlen, 1999) . These results all point to the idea that the ramping of firing rates is a generic neural implementation of evidence accumulation leading to a decision (Shadlen & Kiani, 2013) .
These findings in animal models have motivated studies in humans using EEG to identify a signal that ramps to a decision threshold, providing independent information about the rate and timing of decision making (Kelly & O'Connell, 2013; Philiastides, 2014) . The typical response times in perceptual decision-making tasks, estimated evidence accumulation rates (drift rates), and the observed firing-rate ramps in animal models suggest slow neural processes on the order of 100s of ms, typical of slow oscillations in EEG. A number of studies have focused on the P300, a stimulus-locked evoked potential that increases its positive amplitude over parietal electrodes reaching a maximum at least 300 ms after stimulus presentation (Philastides et al., 2006; Ratcliff et al., 2009; O'Connell et al., 2012; Kelly & O'Connell, 2013) . This signal has also been labeled central-parietal positivity (CPP) to better account for the variability in the timing of the peak of the positive potential across different experiments. The P300/CPP amplitude is sensitive to stimulus probability and stimulus salience (Smith & Ratcliff, 2004; Polich et al., 1996) , such that low-probability and high-salience sensory events elicit higher amplitude signals. Moreover, the parietal P300/CPP has been observed for both auditory and visual stimuli, indicating that it is supramodal (O'Connell et al., 2012; Polich et al., 1996) .
Both the amplitude and the timing of the CPP/P300 have been suggested as indicators of the evidence accumulation process. In a study using stimuli with different levels of salience and a categorical discrimination (face/car), the magnitude of this parietal signal correlated to the drift-rate in a drift-diffusion model of the response data (Philiastides et al., 2006) . In another study using vigilance tasks, the detection of gradual reductions in stimulus contrast evoked a CPP/P300 that was delayed as response time increased and peaked at the time of response execution (O'Connell et al., 2012) . Critically, this signal was found across sensory modalities (auditory and visual) and even in tasks not requiring a motor response. A similar effect could be observed for motion discrimination, with a delayed and smaller CPP/P300 peak as motion coherence decreased (Kelly & O'Connell, 2013) . However, because of the gradual changes of the stimuli in these vigilance tasks, at least some of these effects might be accounted for by the delay in detection of the onset of the target stimuli, which is reflected in a delayed onset of the CPP/P300 and hence a delayed peak. Implicit in the design of these experiments is the notion that the action, or motor output, follows immediately from the recognition of the stimulus. Thus the decision-making challenge in these tasks is only in the perceptual categorization due to varying stimulus signal-to-noise ratios. The tasks have no additional load on working memory or on cognitive computations, such as the application of an abstract rule to make a decision.
In the current study, we make use of a two-alternative forced choice task labeled the action selection (AS) task (O'Shea et al., 2007) . The AS task makes use of simple visual stimuli presented with no noise. Decision-making requires the subjects to remember an abstract rule about the visual stimulus that encodes the stimulus-response mapping and to execute as rapidly as possible accordingly to the rule (O'Shea et al., 2007) . For comparisons, we also made use of an execute only (EO) task to potentially separate decision-making from motor execution. The EO task is a simple response time task, requiring subjects to react and execute the same motor movement as fast as possible when cued by any visual stimulus (O'Shea et al., 2007) .
The critical stages of decision-making in the AS task take place after recognition of the stimulus, potentially in neural systems responsible for response selection. The Bereitschaftspotential (BP) or readiness potential is an EEG slow wave potential recorded over the midline close to motor areas that ramps as early as two secs prior to a self-generated movement and reaches a negative peak at movement onset (Kornhuber & Deecke, 1964; Shibaski & Hallet, 2006) . BP can be characterized into two components, early BP and late BP (also called Negative Slope), and is specific to self-paced movements. Early BP is prominent over midline areas, like supplementary motor areas (SMA) and pre-SMA, with a shallow negative slope. In late BP, there is a steeper negative slope over contralateral motor areas that starts around 400-500 ms before movement. Similar slow-wave potentials are also observed for stimulus-cued movements (Shibaski & Hallet, 2006) . Since BP is a specific term for self-paced movements and the current paper employs externally cued movements, we label the slow wave potential preceding cued movements as the readiness potential (RP). The RP exhibits spatial and temporal characteristics similar to the BP and has been interpreted as the activation of motor areas in preparation for response-selection (Eimer, 1998) . Choice tasks that do not require a motor response also elicit the RP, suggesting that the RP is related to decision-making (Alexander et al., 2016) , consistent with a role in response selection rather than response execution.
In this paper, we use a drift-diffusion model to separate the contributions of non-decision time (for perceptual processing and motor execution) and decision-making time to response time while subjects perform the Action Selection (AS) task. In the AS task, an abstract rule must be applied to the stimulus to accumulate evidence to select one action over the other. We find that the onset of the readiness potential (RP) immediately follows visual encoding and is invariant of task or response time and that the duration of the RP has a one-to-one relationship with decision-making time, i.e., the time duration of evidence accumulation.
Methods

Participants
Fifteen adults (age 18-26 years; 10 females) participated in this study. All subjects met the following inclusion criteria: at least 18 years of age, right-handed, and English-speaking. Right hand dominance was verified using the Edinburgh Handedness Inventory (Oldfield, 1971) . Subjects were not able to participate if they demonstrated any of the following exclusionary criteria: inability to maintain attention or understand verbal instructions, any major neurological, psychiatric, or medical disease, or a coexisting diagnosis impacting arm/hand function.This study was approved by the University of California, Irvine Institutional Review Board. Each subject provided written informed consent.
Procedure
Participants performed two different tasks requiring evaluation of a visual stimulus and a motor response. Each sat with back on a chair, hips and knees at approximately 90 deg, and right forearm in a splint. Subjects completed 4 blocks (40 trials per block) of the AS task and 4 blocks (40 trials per block) of the EO task. The blocks alternated for all subjects, starting with AS task. Each block of trials began with an instruction presented for 30 seconds ( Figure 1A ). On each trial ( Figure 1B) , subjects focused on a fixation cross. A stimulus (i.e., shape) appeared for two seconds and the response was given by the internal (inward) or external (outward) rotation of the right shoulder by 17.5 degrees using a forearm splint apparatus ( Figure 1C ), until the splint made contact with a button embedded in either lateral wall. The purpose of the splint apparatus was to minimize compensatory movements by forearm and/or hand and thereby limit movement to a single direction in a single joint, i.e., right shoulder rotation. Subjects responses were recorded when they depressed the button, indicating movement completion. Subjects received verbal instruction to go back towards the middle of the splint after each trial. The interstimulus interval was randomized between 1 to 3.5 seconds. After each block, subjects received a 30-second rest break that was prompted by a black screen on the laptop ( Figure 1B ).
Experimental Tasks
The Action Selection (AS) task (O'Shea et al., 2007 ) is a two-alternative forced choice (2AFC) task. Participants were instructed to perform external right shoulder rotation (move the splint outward) when they saw either a big square or small circle, and instructed to perform internal right shoulder rotation (move the splint inward) when they saw either a big circle or small square. The large shapes spanned 2 degrees of visual angle while the small shapes spanned 1 degree of visual angle.
The Execution Only (EO) task is a simple reaction time task. Participants were instructed to move their right forearm, via shoulder rotation, to only one side within a given block, upon stimulus onset, irrespective of the size and shape presented. The EO blocks alternated between performing only internal rotations and performing only external rotations.
Drift-Diffusion Parameter Estimation
The behavioral data (i.e., response time and choice data) were analyzed with an hierarchical drift-diffusion model, using a Bayesian estimation method with Markov Chain Monte Carlo samplers (Plummer, 2003; Lee & Wagenmakers, 2014; Vandekerckhove et al., 2011; Waberisch and Vandekerckhove, 2014) . Fitting parameters of drift-diffusion models adds to the analysis of human behavior by assuming simple underlying cognitive processes which have some empirical validation (Voss et al., 2004) . Drift-diffusion models also add to the cognitive interpretation of EEG and functional magnetic resonance imaging (fMRI) signals by relating cognitive parameters to observed cortical dynamics (Mulder et al., 2014; Turner et al., 2015; Turner et al., 2017; Nunez et al., 2015 Nunez et al., , 2017 . In a drift-diffusion model it is assumed that humans accumulate evidence for one choice over another in a random-walk evidence-accumulation process with an infinitesimal time step until sufficient evidence is accumulated to exceed the threshold for either the correct or the incorrect choice option. That is, evidence E accumulates following a Wiener process (i.e. Brownian motion) with a drift rate and diffusion coefficient or instantaneous variance ς 2 (Ross, 2014) until enough evidence for a correct decision over an incorrect decision is made (see Ratcliff & McKoon, 2008 for a further discussion). The instantaneous variance parameter was set to 1.0 in this study, because only two of the three evidence dimension parameters can be estimated without additional data (Ratcliff, 1978; Nunez et al., 2017) .
Response time is defined as the amount of time after the stimulus onset for the subject to depress one of the two lateral wall buttons with the forearm splint apparatus. Decision-making time is the amount of time it takes to accumulate evidence to threshold (e.g. via the random walk process), while non-decision time is the amount of time not associated with evidence accumulation, such as visual encoding time (i.e. the amount of time that the brain takes to recognize that evidence must be accumulated after visual onset) and motor execution time (i.e. any time after decision making occurs but before the response is recorded by the computer, including arm movement time in the apparatus).
Our theoretical model also assumed that all participants had different perceptual decision-making neural processing speeds. Each cognitive parameter of each participant was drawn from a single task-level population (AS or EO). This meant that we assumed that drift-diffusion cognitive parameters (drift rate, boundary separation, and non-decision time) varied across participants and the two tasks, but that there was similarity across the participants in each task. Adding these hierarchical parameters yields better estimates of parameters due to shrinkage , a phenomenon whereby parameters are better estimated because hierarchical relationships enforce similarity across each parameter. Condition-level Bayesian priors for hierarchical drift-diffusion model parameters were wide normal distributions. The prior distributions were centered at 1 for drift rate and decision-evidence required with 2 and .5 standard deviations (in arbitrary evidence units dependent upon the scale of instantaneous variance). The prior distribution for non-decision time was centered at 300 ms with a standard deviation of 250 ms and truncated at 0 ms.
For this study, only posterior distributions of non-decision time for the two tasks were analyzed because our hypotheses involved only the decision time and non-decision time per subject and not the underlying shape of decision and non-decision time distributions. Medians of posterior distributions of non-decision time were used as estimates of the most-likely values for those parameters and were subtracted from response times on each trial to obtain estimates of decision-making time for each trial.
EEG Recording
The subjects were fit with a 256-electrode EEG cap (HydroCel Sensor Net, Electrical Geodesics, Inc., Eugene, Oregon, USA). The cap was placed on the participant's head after 10 practice trials of the AS task were completed to familiarize them with the experimental procedures. EEG data were sampled at 1000 Hz using a high-input impedance Net Amp 300 amplifier (Electrical Geodesics, Inc.) and NetStation 4.5.3 software. The EEG signals were referenced to the vertex electrode (Cz) during recording. The inputs from the splint apparatus were recorded by the EEG amplifier, using separate channels to record respective buttons for internal and external rotations shoulder rotation movements. The onset of the stimulus was recorded by the EEG amplifier using a light detector (Cedrus, San Pedro, California, USA) for precise timing information synchronized with the EEG.
EEG Preprocessing
All EEG analysis was performed using original MATLAB (Natick, MA) programs. The EEG data were segmented into trials starting 1000 ms prior to stimulus onset up to 2500 ms after the stimulus for a total duration of 3500 ms. Any trials where the participants either responded incorrectly (wrong rotation direction), did not respond at all, or responded either too rapidly (within 200 ms) or too slowly (more than 2.3 seconds) from the stimulus onset, was deemed an incorrect response. If participants responded more than once in one trial, the first response was considered their response. Bidirectional autoregressive interpolation was performed on each EEG channel from 5 to 30 samples after the response on each trial to remove an artifact created in the EEG by the input signal from the switches on the splint apparatus. As all data analysis took place in the interval prior to the response, this interpolation did not affect any of the results and was only performed to facilitate visualizing the results.
Each trial was detrended to remove any linear trends. Butterworth filters to high-pass filter at 0.25 Hz ( 0.25 Hz pass, 0.1 Hz stop, 10 dB loss) and notch filter at 60 Hz (pass below 59 Hz and above 61 Hz, 10 dB loss) was applied to the data. The process of cleaning EEG data removed some stereotypical artifacts generated from events such as eye movement, jaw movements, or muscle activity (Nunez et al., 2016) . By visual inspection, trials that contained any vigorous movement and channels frequently containing EMG artifacts were removed from further data analysis. After the manual inspection, the data were re-referenced to the common-average reference. Independent Component Analysis (ICA) was then used to classify and remove artifacts from data that were related to eye movements and electrodes that picked up environmental noise. ICA components were assessed as clearly artifact or possibly containing EEG (Nunez et al., 2016) . For the purpose of this data analysis, all components not marked as artifact were kept for data analysis, and only components that clearly captured artifacts such as eye blinks, eye movements, or isolated channel pops were removed. The ICA components were then projected back into channels and the data were low-pass filtered at 50 Hz (Butterworth filter, 50 Hz pass, 60 Hz stop, 10 dB loss).
Evoked potentials
For each subject, stimulus-locked evoked potentials (EPs) were calculated at each channel by aligning each trial to the marker of the stimulus onset and averaging across trials and response-locked evoked potentials were calculated by aligning to the marker of the button depression and averaging across trials. We refer to the response-locked evoked potentials as readiness potentials (RPs). As our focus in this paper was on slow-wave potentials, the evoked potentials were low-pass filtered at 4Hz (Butterworth filter, 4 Hz pass, 8 Hz stop, 10 dB loss). In preliminary analyses, only a trivial difference was found in either stimulus-locked EPs or response-locked RPs between internal and external shoulder rotations in the low-pass filtered signals. Thus, we analyzed the data combining trials for the two directions of rotation to compute the evoked potentials. For the stimulus-locked EPs, results are presented from 400 ms before the stimulus to 1500 ms after the stimulus, and baseline correction was performed by subtracting the mean potential 400 to 200 ms before the stimulus onset. For the response-locked RPs, the results are presented from 1200 ms before the response to 100 ms after the response, with baseline correction performed by subtracting the mean potential in the interval 1200 to 1000 ms before the response.
Evoked Potentials with Response Time Tertile Split
The response times for each subject were divided into three equal-sized bins to separate them into different response speed conditions (i.e., fastest, middle, slowest). The stimulus-locked EPs and response-locked RPs were calculated separately by averaging trials within the three tertiles. For the RPs, the time interval analyzed for the fastest and middle conditions were 1200 ms before the response and 100ms after the response as in the overall average. A different time interval had to be chosen for the slowest condition in order to accurately estimate the onset time due to trials with response times longer than 1000 ms. The time interval analyzed was 1400 ms before the response and 100 ms after the response, and baseline correction was performed by subtracting the mean potential in the interval 1400 to 1200 ms before the response. The fastest and middle RT trials could not have had an extended window like the slowest condition as they would potentially overlap with data from the previous trial.
Timing of the Readiness Potential: RP duration and RP onset time
We characterized the timing of the readiness potential (RP) in terms of duration and onset time following stimulus presentation. The readiness potential is calculated by averaging the EEG data aligned to the response. We identified the 8 channels (out of 256) that displayed the strongest negative potential prior to the motor response which is the defining characteristic of readiness potentials. These 8 channels were located close to the midline and slightly left-lateralized over motor areas of the brain (see Figure 3) . RP duration was defined as the interval during which the potential remains consistently negative at these channels, starting from the initial negative deflection up to the response execution. To identify this interval, the first derivative of the RP was estimated by taking the difference of the potential at each time point from the previous time point. The start of the readiness potential was detected at the center of the first interval where the derivative remains negative for 125 ms indicating a consistent negative deflection of the evoked potential. The duration of the RP was defined as interval from this starting point to the button press. The onset time of the readiness potential relative to stimulus presentation was calculated from the stimulus-locked EPs at the same 8 channels with the requirement that derivative must have remained negative for 100 ms to locate the onset of the negative deflection.
Statistical Tests
Analysis with linear models was performed on response-locked RP durations, stimulus-locked EP onset times, and response time (RT) distribution statistics. Mixed-effects ANOVA models were used to assess the effect of task with subjects as a random factor. In the RT tertile analysis, task and RT tertile were fixed factors, while subjects were a random factor. Statistics reported are both F statistics and associated p-values as well as the Bayes Factors (BF) which describe the amount of evidence for a model with different means relative to a model with only one mean for both tasks, or for RT tertiles (Rouder et al., 2012) .
Linear regression models between RP duration and response time or decision time with were also carried out and a conventional F-statistic on the model is presented. The amount of evidence for a model that has a non-zero regression slope over a model which has a regression slope of zero (Kass and Raftery, 1995; Rouder and Morey, 2012 ) is presented as a Bayes Factor ( BF ). Adjusted R 2 is also reported and describes the fraction of variance of the dependent variable (e.g. response time median) explained by the regressor variable (timing measures of RP). Bayes Factors ( BF1 ) comparing models with regression slopes equal to 1, indicating a 1-to-1 relationship, to models with unknown regression slopes were calculated by first fitting simple regression models in JAGS (Plummer, 2003) with wide priors on slope parameters (normal distribution centered on 1 with a standard deviation of 3) and then using the simple Savage-Dickey Density Ratio (Dickey and Lientz, 1970; Wagenmakers et al., 2010) . All other statistics were generated by either JASP, an open-source graphical software package for statistical analysis (JASP Team, 2017) , or MATLAB ( Natick, MA).
Surface Laplacian
The surface Laplacian was applied to the RPs to improve spatial resolution of the EEG. The surface Laplacian is the second spatial derivative of the EEG along the scalp surface, and provides an estimate of the location of focal superficial cortical sources (Nunez and Srinivasan, 2006) . The scalp surface was modeled using the MNI-152 average head (Mazziota et al., 1995) , and the surface Laplacian was calculated along a triangular mesh representing the scalp using a three-dimensional spline algorithm (Deng et al., 2012) .
Results
Behavioral Data: Response Time and Accuracy
Response times for the Action Selection (AS) task ( = 1041 ms, Md = 1090 ms, s = 139 ms) x were much longer than the Execution Only (EO) task ( = 632 ms, Md = 638 ms, s = 111 ms).
x A mixed-effects ANOVA model was used to analyze the response times to estimate the effect of task and direction of rotation with participants treated as a random factor. There was a significant effect of task on response time; F (1,14) = 353.53, p < .001, with a decisive Bayes Factor ( BF = 10 19 ) supporting longer response times in the AS task. There was an undetermined effect of rotation; F(1,14) = 27.88, p < .01, with BF = 0.75. Accuracy was very high for both the EO task ( = .99, s = .003) and the AS task ( = .97, s = .03). As a consequence, we performed EEG x x analysis using all the trials.
Drift Diffusion Model: Decision and Non-Decision Time
We modeled the response time distributions with the drift-diffusion model to separate non-decision time for perceptual processing and motor execution from decision-making time. The response time distribution for each subject is shown for each task in Figure 2 . The EO task was performed faster and with less variability across trials in each subject (Figure 2 , red histograms) compared to the AS task (Figure 2 , blue histograms). This result was expected since the EO task does not require time to recall the mapping between stimuli and responses and assess which response correctly follows the stimulus. Posterior distributions of the non-decision time parameter were estimated for both tasks across subjects (population level in the hierarchical model) and for each subject in each task. For each subject and task a 95% credible interval of the non-decision time is presented by a shaded bar in Figure 2 . The fastest response times in each tasks are good approximations of each participant's non-decision time. There is a wide variability in non-decision times across participants but a relatively narrow 95% credible interval within each subjects data.
For the AS task, the median of the population-level posterior distribution of non-decision time was 464 ms with a 95% credible interval ranging from 421 ms to 508 ms. For the EO task, the median of the population-level posterior distribution of non-decision time was 292 ms with a 95% credible interval ranging from 247 ms to 335 ms. There was no overlap found between the distributions for the two tasks indicating that the probability of the non-decision times being the same between the AS task and the EO task was essentially zero.
Response time is composed of decision-making time and non-decision time. For the AS task, median response time was 1090 ms, and non-decision time median was 464 ms, indicating typical decision-making time of around 630 ms. In the EO task, median response time was 638 ms, and non-decision time median at 292 ms, indicating typical decision time of approximately 345 ms. Thus, the longer response times exhibited in the AS tasks (~450 ms longer than EO) result from both longer decision-making time (~300 ms) and longer non-decision time (~150 ms). However individual differences are apparent in both decision and non-decision time as shown in Figure 2 , which we exploited to investigate the relationship between decision-making time and the readiness potential in the section titled "RP Duration as a Predictor of Response Time and Decision Time".
Comparison of Readiness Potentials between Action Selection and Execution Only Tasks
We calculated the response-locked evoked potentials for each subject to evaluate if the longer response times in the AS task compared to EO task were reflected in the readiness potential (RP). The readiness potential is a negative potential that begins prior to the response and reaches a negative peak at movement onset. Figure 3A shows the average across subjects of the RPs at the eight channels with the strongest negative potential, selected from all channels, for both tasks. In our experiment, the button push corresponds to the completion of shoulder internal or external rotation, so the minimum precedes the response marker by around 225 ms. This has little impact on the interpretation of the results, as the movement was identical in the two tasks and the RP reaches a minimum at the same time around -250 to -200 ms in each participant and task. Figure 3B shows the EEG topographies of the averaged potentials over the time period of the minimum peak (-250 ms to -200 ms). In these data the RP shows a strong negative potential close to the midline but slightly left-lateralized.
The duration of the readiness potential was defined as the time interval from the initial negative deflection of the readiness potential, i.e., when the signal shows a consistent negative ramp, to the button press indicating completion of movement. The duration of the RP for the AS task ( x = 875 ms, s = 86 ms) was longer than the duration of RP for the EO task ( = 689 ms, s = 144 x ms), a difference of almost 200 ms. RP duration was compared between tasks using a mixed-effects ANOVA with participants as a random factor. There was a significant difference in RP duration between the AS task and the EO task; F (1,14) = 20.72, p < .0001, with BF = 501 indicating substantial evidence to support a longer duration of the readiness potential in the AS task.
Comparison of Stimulus-locked EPs between Action Selection and Execution Only Tasks
We calculated stimulus-locked evoked potentials (EPs) for each subject in each task. Figure 4A shows the stimulus-locked evoked potentials at the eight channels that showed the strongest negative potential for the RP. Similar to the RP, the stimulus-locked EPs show a strong negative deflection at these electrodes. The onset of this negative potential occurred at a similar time for the AS task ( = 219 ms, s = 41 ms) and the EO task ( =248 ms, s = 19 ms). A mixed-effects x x ANOVA for the onset times of the negative deflection treating participants as a random factor showed no significant effect of task on onset times F (1,14) = .35, p = .57, with the Bayes Factor ( BF = 0.41) indicating highly ambiguous evidence regarding the difference between means. The striking difference between tasks is the extended duration of the negative potential in the AS task as compared to the EO task. Both tasks show a negative potential that reaches a peak magnitude roughly 300 ms after stimulus onset. For the EO task this is the peak for all 8 channels while for the AS task 4 channels reach a minimum at 300 ms as in the EO task, but 4 of the channels reach a minimum 850 ms after stimulus onset. Figure 4B shows topographic maps of the potential at selected time points. For the AS task, the stimulus-locked EP at 300 ms post-stimulus is characterized by a strong positive potential over parietal channels, and a negative potential is strongest at electrodes anterior to the 8 channels with the strongest RP. This difference is topography in comparison to the RP indicated the stimulus-locked evoked potentials includes a different brain signal, specifically the P300 or the closely-related CPP (Philastides et al., 2006; Ratcliff et al., 2009; O'Connell et al., 2012; Kelly & O'Connell 2013) . This observation is confirmed in Figure 4C which shows 8 channels over parietal cortex with a clearly visible P300. In contrast, 850 ms after the stimulus the topographic map indicates a strong negative potential with topographic distribution closely corresponding to the RP (see Figure 3B ) and very little positive potential over parietal channels which have returned to baseline ( Figure 4C ). In Figure  4 , the EO task shows a topographic distribution at 300 ms which incorporates both the negative potential at electrodes exhibiting the strongest RP and the positive potential over parietal cortex. The positive potential at parietal electrodes has smaller magnitude and shorter duration as shown in Figure 4C .
Evoked Potentials by Response Time Tertiles
We investigated if the readiness potential onset or duration was directly linked to the response times. For each subject, and in each task, the trials were sorted by response time and both stimulus and response-locked evoked potentials were separately averaged for the trials in the slowest, middle, and fastest RT tertiles, as shown in Figure 5. For the AS task ( Figure 5A ), the fastest RT tertile had the shortest RP duration ( = 760 ms, s = x 134 ms), then the middle RT tertile had longer RP duration ( = 815 ms, s = 105 ms) and the x slowest RT tertile had the longest RP duration ( = 1081 ms, s = 143 ms). For the EO task, the x fastest ( = 630 ms, s = 122) and middle ( = 606 ms, s = 182 ms) RT tertiles had similar RP x x duration while the slowest RT tertile ( = 949 ms, s = 125 ms) had about 300 ms longer RP x duration. A mixed effects ANOVA was used to estimate the effect of task and RT tertile on RP onset times treating subjects as a random factor. There was no significant interaction between task and the tertile split; F (2,14) = 1.32, p = .35, with BF = 0.3. There was a significant effect of task; F (1,28) = 25.69, p < .001, with very strong evidence for a difference in mean onset time between tasks ( BF = 10
2 ), and a significant effect of RT tertile; F (2,28) = 59.79, p < .05, with decisive evidence of a difference in mean onset time between RT tertiles ( BF = 10 11 ).
In contrast, the stimulus-locked EP had onset times of the readiness potential (RP) that were similar for the three RT tertiles in both tasks as shown in Figure 5B . For the AS task, the fastest RT tertile had a RP onset at 201 ms ( s = 50 ms), the middle RT tertile had a RP onset at 216 ms ( s = 46 ms), and the slowest RT tertile had a RP onset at 224 ms ( s = 44 ms). For the EO task, the fastest RT tertile had a RP onset of 206 ms ( s = 101 ms), the middle RT tertile had a RP onset of 220 ms ( s = 62 ms), and the slowest RT tertile had a RP onset of 221 ms ( s = 71 ms). Relative to the stimulus presentation, the onset times of the RP did not account for differences in the response time tertiles. A mixed-effects ANOVA was used to estimate the effect of task and RT tertile on onset time treating subjects as a random factor. There was no significant effect found in tasks; F (1,28) = .01, p = .94, and substantial evidence for no effect of task ( BF = 0.6) nor any effect for the three RT tertiles; F (2,28) = .89, p = .42, and substantial evidence for no effect of RT tertile ( BF = 0.16).
RP Duration as a Predictor of Response Time and Decision-Making Time
We tested if the duration of the readiness potential (RP) was quantitatively related to response time and decision-making time. A linear regression analysis was performed to determine if RP duration could predict RT for each task, using the RP duration and median RT computed for each RT tertile in each subject. For the AS task, RP duration was strongly correlated to median RT;
= .53, F (2,43) = 48.1, p < .01, with decisive evidence of non-zero slope ( BF = 10 13 ). RP R 2 duration had a nearly one-to-one relationship with RT for this task ( Figure 6A ) with β = .94 (t(43) = 6.94) and with some direct evidence of a regression slope of 1 ( BF1 = 19.25). The intercept of 187 ms reflects additional time required to account for RT, possibly reflecting visual stimulus processing time, and is consistent with the roughly 200 ms onset time of the negative deflection in the stimulus-locked EP ( Figure 5B ).
Decision-making time (DT) was calculated for each trial by subtracting the non-decision time (median of the posterior distribution of non-decision time estimated by the drift-diffusion model) from the RT on each trial. Similar to the RT tertile analysis, the trials were sorted by DT and evoked potentials were estimated for three tertiles of DT to estimate RP duration. The RP durations for DT tertiles were combined across subjects to estimate a regression model. The relationship between RP duration and median DT was somewhat stronger ; = .59, F (2,43) = R 2 62.3., p < .01, with BF = 10 16 , and the RP duration also had a nearly one-to-one relationship to DT ( Figure 6B ) with β = .92 (t(43) = 7.9) and BF1 = 7.21. The intercept of -252 ms is consistent with the additional 250 ms for performance of the response, indicated by the time from the minimum of the RP to the response marker.
In contrast, for the EO task, the model did not perform as well for either RT and DT. There was a weaker (but significant) correlation between RP duration and RT; = .29, F (2,43) = 17.1, p < R 2 .01, with BF = 10 5 ( Figure 6C ) and a slope far less than one, β = .36, t(43) = 4.14 and BF1 < 10 -4 . There was also a weaker (but significant) relationship between RP duration and DT; = R 2 .34, F (2,43) = 20.4, p < .05, with BF = 10 6 . ( Figure 6D ) and a slope far less than one, β = .34, t(43) = 4.52 and BF1 < 10 -4 .
Surface Laplacian analysis of the RP
The RPs in each subject were processed with a surface Laplacian to identify superficial focal current sources. In both tasks, with the application of a surface Laplacian, the current density estimates were localized over the midline somewhat anterior to bilateral motor cortex. Three electrodes were positioned over the strongest signals, and the time course shows that of these three, one electrode over the right midline area showed a positive signal while two electrodes over the left midline area showed a negative signal in both tasks ( Figure 7A ). This suggests that the RP involves a lateralization of current density in areas of the motor system that generate the RP. Figure 7B shows the topographies of the surface Laplacian averaged over -250 ms to -200 ms before the response, and the three electrodes with the highest magnitude current density are marked in green, red, and blue and labeled 1-3, corresponding to the waveforms in Figure 7A .
The overall pattern shows that the right hemisphere exhibited more positive current density in comparison to the left hemisphere, for both of these tasks involving right arm movement.
Discussion
Evidence accumulation is believed to be the underlying mechanism of decision-making, determining the time it takes to select between alternative decisions. Previous studies have shown parietal cortex activity that exhibits characteristics of evidence accumulation, and whose time is related to response time. In this study, an Action Selection task (O'Shea et al., 2007) was used to investigate decision-making. This task required participants to remember and apply an abstract rule to select one of two possible actions. Response time and accuracy data was fit to a drift-diffusion model (Ratcliff and McKoon, 2008) in order to partition response time into non-decision time (for perceptual processing and motor execution) and decision-making time.
We found that the duration of the RP recorded over motor-related areas of the brain has a one-to-one relationship with decision-making time.
Readiness Potential reflects decision making in the Action Selection task
Our main objective in this study was to identify EEG signals whose timing shifted in a manner consistent with the longer decision-making time in the Action Selection (AS) task as compared to the Execution Only (EO) task. We expected that the variability in the RTs between the two tasks would be largely due to the abstract rule component of the AS task. Participants exhibited response times ~450 ms longer in the AS task than the EO task that was accounted for in the drift-diffusion model by both longer decision-making time (~280 ms) and longer non-decision time (~170 ms).
Readiness potentials (RPs) displayed the characteristic of slow ramping negativity reaching a minimum at the start of movement, resolving to baseline as the movement completed. The duration of the RPs (absolute value of the RP onset time) from the AS task was on average ~190 ms longer than the duration of the RP from the EO task. The stimulus-locked EPs at the same channels exhibited a negative ramp that onset identically at around 200 ms for both tasks indicating that the onset of the readiness potential takes place after visual encoding but before decision-making. Past work showed that variation in stimulus intensity did not effect RP duration (Miller et al, 1999) , indicating that that RP is independent of perceptual processing. This suggests that the longer RPs in the AS task reflected longer decision-making time.
To clarify if RP quantitatively tracked decision-make time, a linear regression analysis was done with the tertile split of trials by response times (RTs) and decision-making times (DTs). In the AS task, RP duration and RT had a strong relationship with a slope close to 1 (.94), indicating one-to-one relationship between increasing duration of readiness potential and response time ( Figure 6A ). The intercept in this model was 187 ms which was consistent with time for perceptual processing (Thorpe et al., 1996; Nunez et al., 2018) , and with the onset of the readiness potential identified in the stimulus-locked EPs (~200 ms). RP duration and DT had a stronger regression model ( Figure 6B ) also with a slope close to 1 (.92), indicating a one-to-one relationship between RP duration and DT. In this model, the intercept of -252 ms accounted for the time from movement onset to complete the rotation, as is consistent with the timing of the negative peak of the readiness potential relative to the button push. These models provide strong evidence that RP duration tracks decision-making time, and that the intercepts of the two models account for the non-decision time of the drift diffusion model (stimulus processing and motor execution).
In the EO task, RP duration did not predict DT and RT as well as it did in the AS task. A lack of variability in the EO task RTs, compared to AS task RTs, may partially explain this finding, as shown in Figure 2 . Moreover, in the EO task, the decision of which action to execute is fixed. As a consequence, variability in response time or decision-making time may be more strongly influenced by variability due to stimulus processing (detection) or response execution than in decision-making.
P300/CPP does not track decision-making in the Action Selection task
In previous studies, P300/CPP amplitude and timing of peak positive potential have been found to be reflective of evidence accumulation process towards a decision. In vigilance tasks (specifically gradual reduction in contrast & motion detection task with different coherence levels), the peak of CPP/P300 was delayed as RT increased (O'Connell et al., 2012; Kelly & O'Connell 2013) . As the difficulty of identifying and processing the stimulus increased, there was a delay in the CPP/P300, with a peak right before motor execution. This was attributed to longer decision-making since the peak of the CPP/P300 occurred at motor execution. However, some of this delay may also reflect increased time for perceptual processing, as these studies employed stimuli at varying stimulus-to-noise ratios.
The task we have used in this study employed simple shapes presented without any noise, and the decision-making requires remembering and applying an abstract rule to decide on a response. The P300 was identified in each task, but the time of the peak was similar in the AS and EO tasks, despite the difference in response times ( Figure 4C ). Moreover, when the data were split into tertiles of fastest, middle, and slowest response times, the P300/CPP peaked at around the same time for the both tasks as reflected in the first negative peak of the stimulus-locked EP over motor areas in Figure 5B . It is possible that in the previous studies (O'Connell et al., 2012; Kelly & O'Connell, 2013) , the ambiguity of the stimulus lead to delayed stimulus detecting and encoding which contributed to a delayed CPP/P300.
Decision making includes both perceptual categorization and response selection. The CPP/P300 may reflect an evidence accumulation process for perceptual categorization. In the Action Selection (AS) task, perceptual categorization was not decisive in determining response time.
Perceptual processing is simple, and the decision-making relies on information processing outside of perception. Our findings indicate that the readiness potential (RP) reflects evidence accumulation in the motor system for response selection, which is decisive in determining response time.
Evidence accumulators in the human brain
Reaction time (RT) and choice behavior during visual decision-making tasks are well characterized by models that assume a continuous stochastic accumulation of evidence (Link & Heath, 1975; Ratcliff & McKoon, 2008; Brown & Heathcote, 2008; Usher & McClelland, 2001; Ratcliff et al., 2016) Studies in animal models showing increasing firing rates in parietal cortex during perceptual decision-making (Roitman and Shadlen, 2002; Huk and Shadlen, 2005, Churchland et al., 2008) , motivated the earlier studies of the P300 in parietal cortex (Philastides et al 2006; Ratcliff et al., 2009; O'Connell et al., 2012; Kelly & O'Connell 2013 ) and the present study of the readiness potential over motor-related areas of the brain. However, the relationship between progressively increasing firing rate and ramps in slow-wave EEG potentials are complicated by a number of factors. EEG potentials reflect synchronous synaptic potentials at a macroscopic (cm) scale (Nunez & Srinivasan, 2006) . The sources of the EEG are the currents in extracellular space -EPSPs generate positive sources inside the membrane and negative current in the extracellular space while IPSPs generate negative sources inside the membrane and positive current in extracellular space. Thus, increasing firing rates might be expected to generate increased negative potentials as negative extracellular potentials reflect (locally) more EPSPs, suggesting that a negative ramp is related to increased cortical excitability facilitating firing of action potentials. However, we are cautious about this interpretation of the readiness potential (RP) because of the physics of EEG recording. Scalp potentials are recorded at a distance from the cortex, and thus dominated by dipole components of the brain current source distribution (Nunez & Srinivasan, 2006) . Thus, the sign of the observed potential may merely reflect whether the negative or positive pole of the dipole is closer to the scalp. Despite this complication, it is reasonable to interpret a slow ramp in EEG potentials (of either sign) as a correlate of progressive change in firing rates, providing a means to investigate accumulator processes in the human brain.
Sources of the Readiness Potential
The scalp topographies of the RP reveal that the strongest negative potentials occur over motor areas close to the midline and anterior to C3/C4 ( Figure 3B ). The Bereitschaftspotential (BP) for finger movements is composed of an early shallow ramp over midline areas, such as supplementary motor areas (SMA) and pre-SMA and a steeper negative slope over contralateral motor areas (corresponding to C3/C4) that reaches a negative minimum at movement onset. In our task, which involved shoulder internal/external rotation movements, the RP had a focus entirely over midline areas from RP onset to movement onset, consistent with activity in the shoulder representation in primary motor cortex which is located close to the midline (Penfield & Rasmussen, 1950) , The higher spatial resolution of the surface Laplacian (Figure 7) clearly indicated a focal source close to the midline, with opposite polarities between hemispheres.
Conclusion
Decision making has several underlying components including stimulus encoding, perceptual categorization, response selection, and response execution. In this study we made use of a task where stimulus identification is easy and response selection requires cognitive computations and working memory. In this scenario, we find that the duration of a signal linked to the motor system, the readiness potential, has a one-to-one relationship with amount of time required to make the decision, which is modeled by a stochastic evidence accumulation process. This close relationship between the readiness potential and the evidence accumulation process supports the notion that an accumulator process is a general neural implementation of decision-making in both sensory and motor systems, both when individuals take actions in response to stimuli (Shadlen and Kiani, 2013) or of their own free will (Schurger et al., 2012) . Our results suggests that whether sensory or motor systems account for variability in decision making will depend on the location of the bottleneck in information processing. Figure 1: A. Participants received instructions prior to each block of 40 trials. The Action Selection (AS) task instructions directed the subjects to make an external rotation movement when a large square or small circle appeared, and an internal rotation movement when a large circle or small square appeared. For each Execution Only (EO) block, instructions directed participants to perform either an external rotation movement or an internal rotation irrespective of the stimulus. B. The time course of each trial. The participants fixated on a cross during an interstimulus interval of random duration ranging from 1 to 3.5 secs. A single stimulus was presented for two seconds during which responses were collected. After each block of 40 trials, participants received a 30 second break. C. The subjects used the lower arm splint apparatus to make an internal (left) or external (right) rotation of 17.5 degrees to press a switch that captured their response. The splint was used to minimize any forearm or hand movements.
Figure 2:
Response time distributions and estimated non-decision times for each participant. Each participant had a distribution of response times for both the AS and EO tasks. 95% credible intervals of non-decision time are given by the shaded bars on the response time axis.
Figure 3:
A) The response-locked (0 ms on the graph) RPs at the eight channels (red dots denoted in 3B) that showed the strongest negative potential for the two tasks. Each channel was averaged across the 15 participants. The circles indicate the minimum amplitude peak, which occurred around -200 ms for the both tasks. The common baseline is indicated by the rectangle, from -1200ms to -1000ms. In the AS task, the RP slowly ramps down to the negative minimum, compared to the EO task where the RP sharply ramps down to the minimum. B) The EEG topographies represent mean potentials of the time interval from -250 ms to -200 ms, where the minimum peak amplitudes occurred for the two tasks. The eight channels with the greatest negative potential, selected from all channels, are indicated in red and are located close to the midline over motor areas of the brain. The locations of the C3 and C4 channels over hand areas of the motor cortex are also indicated. The colorbar indicates µVolts .
Figure 4:
A) The time series of the the stimulus-locked EPs at the 8 channels that displayed the strongest negative RP, indicated by the red dots. The baseline, indicated by the rectangle, was set at -400ms to -200ms before the stimulus onset. In the AS task, 4 channels reached a negative peak at 300 ms while the other 4 channels reached a negative peak at 850 ms. In the EO task, all the channels reached a negative peak at 300 ms. B) In the AS task, the scalp topography is shown for the average potentials between 300ms to 350 ms revealing stronger negativity anterior to the 8 electrodes that showed the strongest RP (see Figure 3) , and a strong positive potential over parietal cortex. The second negative minimum, which was averaged from 850ms to 900 ms, had strong negativity over the left midline area, similar to the RP distribution shown in Figure 3B , while the positive potential has diminished over the parietal areas. The negative peak in the EO task at 300 ms to 350 ms displayed a similar pattern with stronger negativity over the left midline area. The channels that displayed the strongest negativity in the RP are marked in red and the channels that displayed the strongest stimulus-locked positivity are marked in blue. The locations of C3 and C4 over motor cortex are indicated. C) The time series of 8 channels over the parietal cortex that showed the strongest positivity during the first negative minimum in the AS task. At the point of the second negative minimum, these channels are close to baseline. In the EO task, there is a positive peak at parietal channels that occurs the same time as the negative peak for the left motor channels.
Figure 5:
The evoked potentials of the 8 left motor cortex channels split into RT tertiles of fastest, middle, and slowest. A) The response-locked EPs for the fastest and middle tertiles are shown for a window of -1200 ms to 100 ms around the response indicated by a black vertical line. For the slowest RT tertile a longer window, -1400 ms to 100 ms around response, was used to accurately estimate RP duration. The red dotted lines represent the average RP duration in both tasks. In the AS task, the RP duration varied between conditions revealing the pattern of longer RTs had longer RP duration. For the EO task, the fastest and middle condition had similar RP durations, and the slowest had a 300 ms difference. B) The stimulus-locked EPs are shown with a window of -400 ms to 1500 ms around stimulus onset indicated by the black vertical line. The RP onset times were similar in both tasks for all tertiles as shown by the red dotted line. The blue dotted line represent the average RTs. One subject was excluded from this figure because of very fast RTs compared to the other subjects. RP duration and onset times were estimated from this subject and included in the estimates of average duration and onset time and in the regression models shown in Figure 6 . For the AS task, RP duration was strongly correlated to both RT and DT, with nearly a one-to-one relationship, indicating that the duration of RP was tracking decision-making process. For the EO task, the correlation was much weaker, and the slope less than one.
Figure 7:
By applying a surface Laplacian, the strongest current density was localized close to the midline, potentially generated by bilateral structures in the motor cortex close to the midline. There were two electrodes that showed strong negativity over the left midline area and one electrode that showed strong positivity over the right midline area that could be suggestive of lateralization of the motor system. A) The time course of the 3 electrodes that generated the strongest current source density. B) The topography of current source density with the surface Laplacian applied. The three midline electrodes with greatest activity are marked in red, green, and blue and labeled 1-3. For reference, C3 and C4 electrodes are labeled.
