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Abstract
In this paper we give a combinatorial interpretation of two classes of generalized Stirling numbers, called p-Stirling numbers,
and ﬁnd several identities related to them.
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1. Introduction
Let a = (a0, a1, . . . , an, . . .) be an inﬁnite sequence of real numbers. The generalized Stirling numbers of the ﬁrst
and second kind are deﬁned as follows:
(x|a)n = (x − a0)(x − a1) · · · (x − an−1) =
n∑
k=0
sa(n, k)x
k and (x|a)0 = 1,
xn =
n∑
k=0
Sa(n, k)(x − a0)(x − a1) · · · (x − ak−1) =
n∑
k=0
Sa(n, k)(x|a)k ,
and another generating function of Sa(n, k) for n is
∞∑
n=k
Sa(n, k)x
n = x
k
(1 − a0x)(1 − a1x) · · · (1 − akx) .
Many properties of sa(n, k) and Sa(n, k) have been discussed in combinatorics [7]. But two special cases are neglected
in the literature which have some interesting properties, that is when an = np or an =
(
n+p−1
p
)
for integer p0.
E-mail address: sydcom@eyou.com.
0012-365X/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2006.05.016
2802 Y. Sun / Discrete Mathematics 306 (2006) 2801–2805
In these cases we have
n∑
k=1
s1(n, k, p)x
k =
n−1∏
i=0
(x − ip),
∞∑
n=k
S1(n, k, p)x
n = xk
(
k∏
i=0
(1 − ipx)
)−1
,
n∑
k=1
s2(n, k, p)x
k =
n+p−2∏
i=p−1
(
x −
(
i
p
))
,
∞∑
n=k
S2(n, k, p)x
n = xk
⎛
⎝k+p−1∏
i=p−1
(
1 −
(
i
p
)
x
)⎞⎠
−1
.
We call si(n, k, p), Si(n, k, p) (i=1, 2) p-Stirling numbers of the ﬁrst and second kind, respectively. The organization
of this paper is as follows. In Section 2we discuss their combinatorial signiﬁcance related to partitions and permutations,
and in Section 3 we give several identities related to p-Stirling numbers.
2. Interpretation of p-Stirling numbers
Let [n] be the set {1, 2, . . . , n} andSn be the symmetric group on the set [n].And letM(n, p)=(Mij ) be ap×nmatrix,
where Mij = j ∈ [n] for all i ∈ [p]. For k ∈ [n], deﬁne two p × k matrices B(n; k, p) = (Bij ), C(n; k, p) = (Cij ),
where Bij is a non-empty subset of [n] and Cij is a cycle of some permutation  ∈ Sn satisfying, respectively, the
following conditions:
1. For each i ∈ [p], [n] is the disjoint union⋃kj=1Bij , and 1 = min(Bi1)<min(Bi2)< · · ·<min(Bik)n.
2. For each i ∈ [p],∏kj=1Cij is a permutation in Sn, and 1 = min(Ci1)<min(Ci2)< · · ·<min(Cik)n,
where min(Bij ) (min(Cij )) is the least element and occupies the ﬁrst position of Bij (Cij ).
We need the following deﬁnitions which play an important role in this paper.
Deﬁnition 2.1. A k-matrix partition of M(n, p) is a partition of each row (as a set) of M(n, p) into k disjoint blocks
corresponding toB(n; k, p)=(Bij ) such that for each j ∈ [k], min(B1j )=min(B2j )=· · ·=min(Bpj ).A k-matrix par-
tition of M(n, p) is called a strong one if for any h ∈ [n]−{t1, t2, . . . , tk}, there exists a sequence B1j1 , B2j2 , . . . , Bpjp
such that each set in this sequence contains h, where tj denotes min(B1j ) for 1jk and 1j1 <j2 < · · ·<jpk.
Deﬁnition 2.2. A k-matrix permutation of M(n, p) is a permutation of each row (as a set) of M(n, p) with k disjoint
cycles corresponding to C(n; k, p) = (Cij ) such that for each j ∈ [k], min(C1j ) = min(C2j ) = · · · = min(Cpj ). A
k-matrix permutation of M(n, p) is called a strong one if for any h ∈ [n] − {t1, t2, . . . , tk}, where tj denotes min(C1j )
for 1jk, the number ui(h) of numbers in ith row of C(n; k, p) which precede h and which are less than h form a
strictly increasing sequence for 1 ip.
To illustrate the deﬁnitions we take M(6, 2) for an example.
M(6, 2) =
(
1 2 3 4 5 6
1 2 3 4 5 6
)
,
B1(6; 3, 2) =
( {1 2} {3 4} {5 6}
{1 2 4} {3} {5 6}
)
, B2(6; 3, 2) =
( {1 3 4} {2 6} {5}
{1} {2 3 4} {5 6}
)
,
C1(6; 3, 2) =
(
(1 4 2) (3) (5 6)
(1 2) (3 6 4) (5)
)
, C2(6; 3, 2) =
(
(1 4 3) (2 6) (5)
(1) (2 4 3) (5 6)
)
,
where B1(6; 3, 2) and B2(6; 3, 2) (C1(6; 3, 2) and C2(6; 3, 2)) are 3-matrix partitions (3-matrix permutations) of
M(6, 2), and only B2(6; 3, 2), C2(6; 3, 2) are, respectively, the strong ones.
Of course by Deﬁnitions 2.1 and 2.2, when k <p and k = n, M(n, p) has no strong k-matrix partitions or strong
k-matrix permutations, in order to avoid these cases we replace n and k by n+p− 1 and k +p− 1, respectively, when
we come to them. Then we have the following proposition.
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Proposition 2.3. Let n, k, p1 be integers. We have
(1) The number of k-matrix partitions of M(n, p) equals S1(n, k, p).
(2) The number of k-matrix permutations of M(n, p), equals |s1(n, k, p)|.
(3) The number of strong (k + p − 1)-matrix partitions of M(n + p − 1, p) equals S2(n, k, p).
(4) The number of strong (k + p − 1)-matrix permutations of M(n + p − 1, p) equals |s2(n, k, p)|.
Proof. Let Sˆ1(n, k, p) and sˆ1(n, k, p) be the number of k-matrix partitions and k-matrix permutations of M(n, p),
respectively, and let Sˆ2(n, k, p) and sˆ2(n, k, p) be the number of strong (k + p − 1)-matrix partitions and strong
(k+p−1)-matrix permutations of M(n+p−1, p), respectively.We demonstrate below that they satisfy respectively
the recurrence formulas.
Sˆ1(n + 1, k, p) = kpSˆ1(n, k, p) + Sˆ1(n, k − 1, p),
sˆ1(n + 1, k, p) = npsˆ1(n, k, p) + sˆ1(n, k − 1, p),
Sˆ2(n + 1, k, p) =
(
k + p − 1
p
)
Sˆ2(n, k, p) + Sˆ2(n, k − 1, p),
sˆ2(n + 1, k, p) =
(
n + p − 1
p
)
sˆ2(n, k, p) + sˆ2(n, k − 1, p).
The following initial conditions for i = 1, 2 are readily veriﬁed,
Sˆi (n, k, p) =
{
0 if n<k or k0,
1 if n = k1. sˆi (n, k, p) =
{
0 if n<k or k0,
1 if n = k1.
Now we only take the third recursion into detailed consideration, the others can be proved by the same means.
Choose a strong (k + p − 1)-matrix partition B(n + p − 1; k + p − 1, p) of M(n + p − 1, p). We can insert the
symbol (n+p)’s into any component of B(n+p−1; k+p−1, p) strictly from left to right and from top to bottom in(
k+p−1
p
)
ways, yielding the strong (k +p − 1)-matrix partitions B(n+p; k +p − 1, p) of M(n+p, p). Hence there
are
(
k+p−1
p
)
Sˆ2(n, k, p) strong (k+p−1)-matrix partitions ofM(n+p, p)with min(Bij )<n+p for j ∈ [k+p−1]
and i ∈ [p].
On the other hand, if we choose a strong (k + p − 2)-matrix partition B(n + p − 1; k + p − 2, p) = (Bij ) of
M(n + p − 1, p), we can extend it to a strong (k + p − 1)-matrix partition B(n + p; k + p − 1, p) = (B ′ij ) of
M(n + p, p) satisfying min(B ′ij ) = n + p, where j = k + p − 1 and i ∈ [p], by deﬁning
B ′ij =
{
Bij if j ∈ [k + p − 2] and i ∈ [p],
{n + p} if j = k + p − 1 and i ∈ [p].
Thus, there are Sˆ2(n, k − 1, p) strong (k + p − 1)-matrix partitions of M(n + p, p) in such a case.
The numbers S2(n, k, p) can be shown to satisfy the same recurrence with the same initial condition, so Sˆ2(n, k, p)=
S2(n, k, p). In connection with the corresponding argument for the other p-Stirling numbers, it is worth noting that
the sign of si(n, k, p) for i = 1, 2 is (−1)n−k , then similar steps can make the proof completed. 
Proposition 2.4. The number of p × n integer matrices V = (vrs) such that 0vrss − 1 (r ∈ [p], s ∈ [n]) with
exactly k zero columns and all other elements greater than zero is |s1(n, k, p)|.
Proof. Given a k-matrix permutation C(n; k, p) of M(n, p), set tj = min(C1j ) for j ∈ [k], we can deﬁne a p × n
matrix V = (vrs) associated with it as follows:
V = (vrs) =
{
0 if s ∈ {t1, . . . , tk},
ur(s) if s ∈ [n] − {t1, . . . , tk},
where ur(s) is the number of numbers in rth row of C(n; k, p) which precede s and which are less than s, so ur(s)< s.
Note that t1 = 1, for all s ∈ [n] − {t1, . . . , tk}, we have ur(s)1.
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Conversely given such a matrix, it is easy to construct a unique k-matrix permutation of M(n, p). Thus using the
second assertion of Proposition 2.3, the proof follows. 
Proposition 2.5. The number ofp×(n+p−1) integermatricesV =(vrs)with 0vrss−1 (r ∈ [p], s ∈ [n+p−1])
such that there are exactly k + p − 1 zero columns and each of other columns is strictly increasing with its elements
greater than zero is |s2(n, k, p)|.
Proof. Let n := n + p − 1 and k := k + p − 1 in the proof of Proposition 2.4. Note that for any s ∈ [n +
p − 1] − {t1, t2, . . . , tk+p−1}, we have 1u1(s)<u2(s)< · · ·<up(s)s − 1 by Deﬁnition 2.2. Thus the proof
follows. 
3. Identities related to p-Stirling numbers
Many important properties of (generalized) Stirling numbers have been studied in combinatorics [1–8], etc. In this
section we ﬁnd several interesting identities related to p-Stirling numbers which seem to be new.
Theorem 3.1. Let n, r0, p1 be integers. We have
pn∑
i=0
(−1)pn−i
(
pn
i
)
S1(n + r + i, r + i, p − 1) = (pn)!
pnn! , (3.1)
pn∑
i=0
(−1)pn−i
(
pn
i
)
s1(n + r + i, r + i, p − 1) = (−1)n (pn)!
pnn! , (3.2)
pn∑
i=0
(−1)pn−i
(
pn
i
)
S2(n + r + i, r + i, p − 1) = (pn)!
(p!)nn! , (3.3)
pn∑
i=0
(−1)pn−i
(
pn
i
)
s2(n + r + i, r + i, p − 1) = (−1)n (pn)!
(p!)nn! . (3.4)
Proof. Note that in the case p = 1, Si(n, k, 0), si(n, k, 0) (i = 1, 2) reduce to the binomial coefﬁcients, so the proof
is trivial. We take (3.1) into account in details in the case p2. (3.2), (3.3) and (3.4) will follow in the same way.
For any integer r0, take As (s ∈ [pn]) as the set of (pn + r)-matrix partitions B(pn + n + r;pn + r, p − 1) of
M(pn + n + r, p − 1) such that there is a column in B(pn + n + r;pn + r, p − 1) = (Bij ) which takes {s} as its
components, namely, for some j ∈ [pn + r], Bij = {s} for each i ∈ [p − 1]. What is more, the set As is counted by
S1(pn+n+ r − 1, pn+ r − 1, p− 1). In fact it is not difﬁcult to prove that for such m distinct sets As1 , As2 , . . . , Asm ,
the set
⋂m
i=1Asi is counted by S1(pn + n + r − m,pn + r − m,p − 1).
Let As denote the complement of As . Now we consider the set
⋂pn
s=1As . For any (Bij ) ∈
⋂pn
s=1As , set tj =min(B1j )
for j ∈ [pn + r]. Clearly, t1 < t2 < · · ·< tpn+r and at least the ﬁrst pn − n tj ’s belong to [pn]. We claim that (1)
{t1, t2, . . . , tpn−n} ∈ [pn], (2) {tpn−n+1, . . . , tpn+r} ∈ [pn + n + r] − [pn], i.e., tpn−n+i = pn + i for i ∈ [n + r].
Otherwise, if tpn−n+1 ∈ [pn], without loss of generality, set tpn−n+2 /∈ [pn]. For the set [pn+n+r]−{t1, t2, . . . , tpn+r},
there are just n elements, each has p−1 copies, so there are pn−n members in all with repetition, which cannot cover
completely the ﬁrst pn − n + 1 columns in (Bij ), in other words there exists a column in (Bij ), say Bin, which takes
{tn} as its components, a contradiction.
Thus
⋂pn
s=1As is the set of (pn + r)-matrix partitions of M(pn + n + r, p − 1) satisfying the conditions:
(i) The j th column (pn − n + 1jpn + r) takes one-element subset {n + j} of [pn + n + r] as its components.
(ii) The j th column (j ∈ [pn − n]) has only one component which is a two-element subset of [pn] and takes
one-element subset {tj } of [pn] as its other components.
Now for any h ∈ [pn] − {t1, t2, . . . , tpn−n}, it lies in p − 1 distinct columns of (Bij ), say the j1th, j2th, . . . , jp−1th
column, then {tj1 , tj2 , . . . , tjp−1 , h} forms a p-element subset of [pn], note that h is the largest element in this set.
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So we have∣∣∣∣∣∣
pn⋂
j=1
Aj
∣∣∣∣∣∣=
((p − 1)!)n
n!
(
pn
p, p, . . . , p
)
= (pn)!
pnn! .
But by the principle of inclusion–exclusion |⋂pnj=1Aj | coincides with the left-hand side of (3.1), so (3.1) follows.
Similarly (3.2)–(3.4) hold, the details are omitted. 
In the special cases p = 2 or 3 in Theorem 3.1, we have S1(n, k, 1)= S(n, k), s1(n, k, 1)= s(n, k) and S1(n, k, 2)=
T (2n, 2k), where s(n, k) and S(n, k) are, respectively, Stirling numbers of the ﬁrst and second kind, and T (2n, 2k) are
the central factorial numbers [6]. By convention we deﬁne (−1)!! = 1, so we have the following corollary:
Corollary 3.2. Let n, k0 be integers. We have
2n∑
i=0
(−1)i
(
2n
i
)
S(n + k + i, k + i) = (2n − 1)!!, (3.5)
2n∑
i=0
(−1)i
(
2n
i
)
s(n + k + i, k + i) = (−1)n(2n − 1)!!, (3.6)
3n∑
i=0
(−1)n−i
(
3n
i
)
T (2(n + k + i), 2(k + i)) = (3n)!
3nn! . (3.7)
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