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Resumo
Comec¸aremos este trabalho mostrando que o Semigrupo Universal S(G) associado a
um grupo G e´ um Semigrupo Inverso. Assim, veremos que existe uma bijec¸a˜o entre as
Ac¸o˜es Parciais de G e as Ac¸o˜es de S(G). Com isso, provaremos que o Produto Cruzado
Parcial de uma ac¸a˜o parcial de G numa A´lgebra (respect. C∗-A´lgebra) A e´ isomorfo ao
Produto Cruzado Parcial de S(G) na mesma a´lgebra (respect. C∗-a´lgebra), relativo a
ac¸a˜o que esta´ em bijec¸a˜o com aquela ac¸a˜o parcial.
Ale´m disso apresentaremos uma definic¸a˜o alternativa para o produto cruzado parcial
de uma ac¸a˜o de semigrupo inverso, que e´ mais simples e equivalente a`quela introduzida
por Sieben em [13].
Abstract
We begin this work showing that the Universal Semigroup S(G) associated to a Group
G is an Inverse Semigroup. So, we will see that exists a bijection between the Partial
Actions of G and the Actions of S(G). With this, we will prove that the Partial Crossed
Product by a partial action of G in an Algebra (respect. C∗-Algebra) A is isomorphic to
the Partial Crossed Product of S(G) in the same algebra (respect. C∗-algebra), on to the
action that is in bijection with that partial action.
Also we present an alternative definition to the partial crossed product by an action
of inverse semigroup, simpler and equivalent to that introduced by Sieben in [13].
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7Introduc¸a˜o
Em 1994, em sua dissertac¸a˜o de mestrado, Na´ndor Sieben introduziu o conceito de
Produtos Cruzados por uma Ac¸a˜o de um Semigrupo Inverso utilizando Representac¸o˜es
Covariantes. Aqui apresentaremos uma definic¸a˜o equivalente a`quela sem usar estas repre-
sentac¸o˜es, inspirada na definic¸a˜o de produto cruzado de uma ac¸a˜o parcial.
Ale´m disso, dentre outros resultados na˜o menos importantes, mostraremos que o
Produto Cruzado por uma Ac¸a˜o Parcial de Grupo e´ isomorfo ao Produto Cruzado por uma
Ac¸a˜o de um certo Semigrupo Inverso. Assim, obtemos mais uma maneira de estudar esses
objetos, disponibilizando uma ferramenta a mais para o entendimento dessas estruturas.
Como sabemos, um grupo e´ um conjunto que possui uma operac¸a˜o (multiplicac¸a˜o)
associativa com um elemento neutro e que, para cada elemento do conjunto, ha´ um ele-
mento inverso (para mais detalhes, veja [6]). Um Semigrupo Inverso e´ uma estrutura
muito parecida. Este tambe´m possui uma operac¸a˜o associativa e, de um certo ponto de
vista, tambe´m possui as propriedades de elemento neutro e elemento inverso.
O que fazemos no Cap´ıtulo 1, que e´ baseado em [8], e´ apresentar ao leitor a bela teoria
de Semigrupos Inversos e mostrar que todo semigrupo inverso pode ser visto, a menos
de isomorfismos, como um conjunto de bijec¸o˜es (Teorema de Wagner-Preston). Tambe´m
neste Cap´ıtulo, apresentamos o Semigrupo Universal S(G) associado a um grupo G e
mostraremos que este e´ um semigrupo inverso. Ale´m disso, veremos que seus elementos
teˆm uma forma padra˜o, uma forma canoˆnica, que facilita muito qualquer demonstrac¸a˜o.
Para construirmos os Produtos Cruzados Parciais Alge´bricos, precisamos de Ac¸o˜es
Parciais de Grupo e de Ac¸o˜es de Semigrupos Inversos. No Cap´ıtulo 2, enunciamos as
definic¸o˜es e algumas das mais importantes propriedades delas. Aqui, tudo e´ feito no
ambiente alge´brico, isto e´, nossas ac¸o˜es parciais (respect. ac¸o˜es) sa˜o de um grupo (respect.
semigrupo inverso) numa a´lgebra. Em [4], Exel mostrou que existe uma bijec¸a˜o entre as
ac¸o˜es parciais de um grupo em um conjunto e as ac¸o˜es do semigrupo universal associado
ao grupo no mesmo conjunto. Neste Cap´ıtulo 2, apresentamos um resultado particular,
onde tanto as ac¸o˜es parciais quanto as ac¸o˜es agem sobre uma a´lgebra.
No Cap´ıtulo 3, definimos e exploramos os conceitos dos Produtos Cruzados Parciais
8Alge´bricos, envolvendo ac¸o˜es ou ac¸o˜es parciais, tambe´m no ambiente alge´brico. Doku-
chaev e Exel em [2] mostraram que sob certas condic¸o˜es sobre a a´lgebra, o produto
cruzado parcial alge´brico de uma ac¸a˜o parcial e´ associativo. Mostraremos aqui que se a
a´lgebra satisfazer as mesmas condic¸o˜es, o produto cruzado alge´brico por uma ac¸a˜o de um
semigrupo inverso tambe´m sera´ associativo.
Assim, dada uma ac¸a˜o parcial α do grupo G na a´lgebra A, obtemos, pelo Cap´ıtulo 2,
uma ac¸a˜o β do semigrupo universal S(G) na mesma a´lgebra A. No fim deste Cap´ıtulo 3,
mostraremos enta˜o que o Produto Cruzado Parcial Alge´brico da ac¸a˜o parcial α e´ isomorfo
ao Produto Cruzado Parcial Alge´brico da ac¸a˜o β. Em sua dissertac¸a˜o de mestrado, Sieben
fez este resultado para um outro semigrupo inverso, que dependia da ac¸a˜o parcial de grupo
escolhida.
Nos Cap´ıtulos 4 e 5 consideramos tanto ac¸o˜es quanto os Produtos Cruzados no am-
biente C∗-alge´brico. Como C∗-a´lgebras sa˜o a´lgebras, basta estendermos todos os resul-
tados que fizemos nos Cap´ıtulos 2 e 3, o que poupa va´rias linhas. Assim daremos as
novas definic¸o˜es e adaptaremos estes resultados. No Cap´ıtulo 4, veremos que tambe´m
existe uma bijec¸a˜o entre as ac¸o˜es parciais de um grupo numa C∗-a´lgebra e as ac¸o˜es do
semigrupo universal associado ao grupo na mesma C∗-a´lgebra.
No Cap´ıtulo 5, como estaremos num ambiente C∗-alge´brico, os produtos cruzados
sa˜o mencionados apenas como Produtos Cruzados Parciais (sem a palavra “alge´brico”).
Para defini-los, utilizamos o conceito de C∗-a´lgebras envolventes. Na˜o dedicamos um
cap´ıtulo ou apeˆndice para falarmos sobre este me´todo de construc¸a˜o de C∗-a´lgebras, mas
recomendamos fortemente [1]. Ainda neste Cap´ıtulo, analogamente ao que fizemos no
Cap´ıtulo 3, construiremos o isomorfismo existente entre o Produto Cruzado Parcial de
uma ac¸a˜o parcial de um grupo numa C∗-a´lgebra e o Produto Cruzado Parcial da ac¸a˜o
associada (pela bijec¸a˜o do Cap. 4) do semigrupo universal do grupo na mesma C∗-a´lgebra.
No Cap´ıtulo 6 apresentamos as Representac¸o˜es Covariantes, tanto de uma ac¸a˜o de
semigrupo, quanto de uma ac¸a˜o parcial. Mostraremos que as representac¸o˜es covariantes
de uma ac¸a˜o parcial de um grupo G esta˜o em bijec¸a˜o com as representac¸o˜es covariantes
da ac¸a˜o de S(G) associada pela bijec¸a˜o do Cap´ıtulo 4. Utilizando estas representac¸o˜es,
Sieben definiu Produtos Cruzados Parciais de uma ac¸a˜o de semigrupo inverso por uma C∗-
a´lgebra. Terminamos este trabalho mostrando que esta definic¸a˜o e´ equivalente a` definic¸a˜o
que apresentamos no Cap´ıtulo 5.
91 Semigrupos Inversos
Neste Cap´ıtulo faremos uma breve introduc¸a˜o a` Teoria de Semigrupos e Semigrupos
Inversos.
Provaremos o Teorema de Wagner-Preston, que afirma que, a menos de isomorfismos,
todo semigrupo inverso e´ um subsemigrupo inverso de um conjunto de bijec¸o˜es.
Para mais datalhes sobre Semigrupos Inversos, veja [8].
Tambe´m apresentaremos o Semigrupo Universal associado a um grupo e provaremos
que aquele e´ um Semigrupo Inverso.
Definic¸a˜o 1.0.1 : Um semigrupo e´ um conjunto S com uma operac¸a˜o
· : S × S → S
(a, b) 7→ a.b
associativa.
Definic¸a˜o 1.0.2 : Um semigrupo inverso e´ um semigrupo S tal que:
(i) S e´ regular: ∀a ∈ S,∃b ∈ S tal que a = aba e b = bab (b e´ chamado inverso de a),
(ii) os idempotentes de S comutam.
Observac¸a˜o 1.0.3 : Note que, se trocarmos a ordem das igualdades em (i) acima, con-
clu´ımos tambe´m que a e´ inverso de b.
Observac¸a˜o 1.0.4 : Se f e´ idempotente num semigrupo inverso, enta˜o fff = f e
portanto f e´ inverso dele mesmo.
Exemplo 1.0.5 : Seja X um conjunto. O conjunto das bijec¸o˜es parciais de X, isto e´,
bijec¸o˜es entre subconjuntos de X, denotado I(X), e´ um semigrupo inverso.
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Defina, para f , g ∈ I(X), f ◦g(x) = f(g(x)) para aqueles x ∈ g−1(Img∩Domf). Sabemos
que a operac¸a˜o de composic¸a˜o e´ associativa e, portanto, I(X) e´ semigrupo. Se f : A→ B,
claramente vemos que f−1 : B → A e´ a inversa de f como em (i) da Def. 1.0.2 e, portanto,
I(X) e´ regular.
Vamos calcular os idempotentes de I(X). Suponha f : A → B idempotente, ou seja,
f ◦ f = f . Como f e´ uma bijec¸a˜o, podemos aplicar a func¸a˜o f−1 pela esquerda nos
dois lados da igualdade acima e obter f = IdA. Logo, os idempotentes de I(X) sa˜o as
identidades sobre os subconjuntos de X. Se A e B sa˜o subconjuntos de X, temos:
IdA ◦ IdB = IdA∩B = IdB∩A = IdB ◦ IdA.
Logo, os idempotentes de I(X) comutam e este e´ um semigrupo inverso.

Exemplo 1.0.6 : Seja X um espac¸o topolo´gico. O conjunto dos Homeomorfismos entre
subconjuntos abertos de X, com a operac¸a˜o definida como acima (composic¸a˜o), que de-
notaremos PHomeo(X), e´ um semigrupo inverso.
Imediatamente perceba que PHomeo(X) ⊆ I(X). Assim, como o conjunto dos ho-
meomorfismos e´ fechado por composic¸a˜o e por inversa˜o, segue que PHomeo(X) e´ um
semigrupo inverso.

O pro´ximo teorema mostra uma segunda forma de caracterizarmos um semigrupo
inverso.
Teorema 1.0.7 : Seja S um semigrupo regular. Os idempotentes de S comutam se, e
somente se, cada elemento de S tem u´nico inverso.
Demonstrac¸a˜o: (⇒) Sejam s e t inversos de r em S. Por definic¸a˜o rsr = r, rtr = r,
srs = s e trt = t. Temos que sr, rs, tr e rt sa˜o idempotentes, pois:
(sr)(sr) = s(rsr) = sr
(tr)(tr) = t(rtr) = tr
(rs)(rs) = r(srs) = rs
(rt)(rt) = r(trt) = rt.
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Ainda, por hipo´tese, eles comutam entre si e temos:
s = srs = s(rtr)s = (sr)(tr)s = (tr)(sr)s = t(rsr)s = trs = t(rtr)s =
= t(rt)(rs) = t(rs)(rt) = t(rsr)t = trt = t.
Logo o inverso e´ u´nico.
(⇐) Sejam f e i idempotentes de S e x um inverso de fi (note que por Obs. 1.0.3, segue
que fi e´ um inverso de x). Temos que ixf tambe´m e´ inverso de fi:
fi(ixf)fi = f(ii)x(ff)i = fi(x)fi = fi
(ixf)fi(ixf) = ix(ff)(ii)xf = i(xfix)f = ixf,
e e´ idempotente:
(ixf)(ixf) = i(xfix)f = ixf.
Como por hipo´tese o inverso e´ u´nico, x = ixf e´ idempotente e pela Obs. 1.0.4, x e´ o
inverso dele mesmo. Logo, fi = x e fi e´ idempotente. Trocando as letras f e i de lugar,
conclu´ımos tambe´m que if e´ idempotente. Agora:
if(fi)if = i(ff)(ii)f = (if)(if) = if
fi(if)fi = f(ii)(ff)i = (fi)(fi) = fi, logo if e´ inverso de fi,
e como fi e´ idempotente, e´ inverso de si mesmo. Portanto, ja´ que o inverso e´ u´nico,
fi = if .

Assim, semigrupos inversos podem ser definidos como aqueles semigrupos S nos quais
cada elemento s ∈ S possui u´nico inverso, que denotaremos s∗ ∈ S, tal que s = ss∗s e
s∗ = s∗ss∗.
Note que para todo s ∈ S, s∗s e´ um elemento neutro a` direita e ss∗ e´ um elemento
neutro a` esquerda de s.
Exemplo 1.0.8 : Vamos mostrar que se X e´ um conjunto qualquer, o inverso em I(X)
e´ u´nico.
Sejam A e B subconjuntos de X e f : A→ B uma bijec¸a˜o. Sabemos que f−1 : B → A e´
uma inversa (no sentido de semigrupos inversos) para f . Suponha que g : C → D e´ outra
inversa. Ja´ que f = fgf , Im(gf) ⊆ Domf . Enta˜o
f = fgf ⇒ f−1(f) = f−1(fgf)⇒ IdA = gf ⇒ g = f−1.
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Logo B = C e A = D e o inverso e´ u´nico.

Vamos ver algumas propriedades de semigrupos inversos:
Proposic¸a˜o 1.0.9 : Seja S um semigrupo inverso. Enta˜o valem:
(1) Para todo s ∈ S, s∗s e ss∗ sa˜o idempotentes.
(2) (s∗)∗ = s,∀s ∈ S.
(3) Para todo idempotente f ∈ S e qualquer s ∈ S, s∗fs e´ idempotente.
(4) Se f e´ idempotente, f ∗ = f .
(5) (s1s2 . . . sn)
∗ = s∗n . . . s
∗
2s
∗
1, ∀si ∈ S, n ≥ 2.
Demonstrac¸a˜o: (1): (s∗s)(s∗s) = (s∗ss∗)s = s∗s e (ss∗)(ss∗) = (ss∗s)s∗ = ss∗.
(2): Segue da Obs. 1.0.3 que o inverso do inverso de um elemento e´ o pro´prio elemento,
ou seja, (s∗)∗ = s.
(3): Como os idempotentes comutam e (ss∗) e f sa˜o idempotentes, segue que:
(s∗fs)(s∗fs) = s∗f(ss∗)fs = s∗(ss∗)(ff)s = s∗fs.
(4): Segue da Obs. 1.0.4.
(5): n = 2 : Temos que s∗2s
∗
1 e´ inverso de s1s2, ja´ que
s1s2(s
∗
2s
∗
1)s1s2 = s1(s2s
∗
2)(s
∗
1s1)s2 = s1(s
∗
1s1)(s2s
∗
2)s2 = s1s2,
(s∗2s
∗
1)s1s2(s
∗
2s
∗
1) = s
∗
2(s
∗
1s1)(s2s
∗
2)s
∗
1 = s
∗
2(s2s
∗
2)(s
∗
1s1)s
∗
1 = s
∗
2s
∗
1.
Como o inverso e´ u´nico, (s1s2)
∗ = s∗2s
∗
1.
n qualquer: Suponha que o resultado vale para k < n. Assim, por induc¸a˜o:
(s1s2 . . . sn)
∗ = s∗n(s1s2 . . . sn−1)
∗ = s∗n . . . s
∗
2s
∗
1.

Pela pro´pria definic¸a˜o de semigrupo inverso, e´ natural acreditarmos que os idempoten-
tes teˆm um papel importante na teoria destes semigrupos. Veremos adiante que usando
os idempotentes, define-se uma ordem parcial em um semigrupo inverso.
13
O conjunto dos idempotentes de um semigrupo (na˜o necessariamente inverso) S e´
denotado E(S). Se A e´ um subconjunto de S, E(A) = A ∩ E(S). No caso de S ser um
semigrupo inverso os idempotentes comutam, isto e´, E(S) e´ comutativo e, portanto, este
e´ fechado sob produto, pois se f , i ∈ E(S), (fi)(fi) = fifi = ffii = fi.
E pelo item (4) da Prop. 1.0.9, vemos que E(S) e´ fechado sob inversa˜o e, portanto, e´ um
subsemigrupo inverso de S.
Proposic¸a˜o 1.0.10 : Seja S um semigrupo inverso. Enta˜o:
(1) Para todo idempotente i ∈ S e qualquer s ∈ S, existe idempotente f ∈ S tal que
is = sf .
(2) Para todo idempotente i ∈ S e qualquer s ∈ S, existe idempotente f ∈ S tal que
si = fs.
Demonstrac¸a˜o: (1): Considere f = s∗is, idempotente pelo item (3) da Prop. 1.0.9.
Enta˜o, como ss∗ e i comutam, sf = (ss∗)is = i(ss∗)s = is.
(2): Tome f = sis∗, que tambe´m e´ idempotente pelo item (3) da Prop. 1.0.9. Assim
fs = si(s∗s) = s(s∗s)i = si.

Proposic¸a˜o 1.0.11 : Grupos sa˜o os semigrupos inversos que teˆm um u´nico idempotente.
Demonstrac¸a˜o: (⇒) Seja 1 a unidade do grupo e para um elemento g qualquer, denote
g−1 seu inverso, ou seja, gg−1 = g−1g = 1. Um grupo claramente e´ um semigrupo. Vamos
usar a caracterizac¸a˜o do Teorema 1.0.7 para mostrar que o grupo e´ um semigrupo inverso.
Claramente g−1 e´ uma inversa para g tambe´m no sentido de semigrupos inversos. Mas,
suponha que exista h tal que g = ghg e h = hgh. Enta˜o:
g = ghg ⇒ g−1gg−1 = g−1ghgg−1 ⇒ g−1 = h.
Logo o inverso de um elemento do grupo, no sentido de semigrupos inversos, e´ u´nico.
Falta mostrar que o grupo so´ possui um idempotente. Claramente a unidade 1 do grupo
e´ idempotente. Assim, seja f outro idempotente. Enta˜o
ff = f ⇒ f−1ff = f−1f ⇒ f = 1.
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Assim, o u´nico idempotente e´ a unidade do grupo.
(⇐) Seja S um semigrupo inverso com u´nico idempotente. Bem, para todo s ∈ S, ss∗ e
s∗s sa˜o idempotentes, logo sa˜o iguais. Enta˜o defina 1 := ss∗ = s∗s e vamos mostrar que
S e´ um grupo com unidade 1.
Elemento Neutro: Dado r ∈ S, r1 = rr∗r = r = rr∗r = 1r, portanto 1 e´ elemento neutro
de S.
Elemento Inverso: Para r ∈ S, rr∗ = 1 = r∗r, logo r∗ e´ o inverso de r, no sentido de
grupos.
Portanto S e´ um grupo.

Seja r ∈ S. Defina rS = {rs : s ∈ S} e Sr = {sr : s ∈ S}. Dizemos que r e´ o gerador
a` esquerda de rS e o gerador a` direira de Sr. Utilizaremos estes conjuntos na pro´xima
Proposic¸a˜o e no Teorema de Wagner-Preston, que nos fornece uma representac¸a˜o para
todos semigrupos inversos. Para isso, vamos apresentar algumas propriedades envolvendo
estes conjuntos.
Proposic¸a˜o 1.0.12 : Seja S um semigrupo inverso. Enta˜o:
(1) rS = rr∗S ∀r ∈ S e rr∗ e´ o u´nico idempotente gerador a` esquerda de rS.
(2) Sr = Sr∗r ∀r ∈ S e r∗r e´ o u´nico idempotente gerador a` direita de Sr.
(3) fS ∩ iS = fiS, para f , i ∈ E(S).
(4) Sf ∩ Si = Sfi, para f , i ∈ E(S).
Demonstrac¸a˜o: (1): Para r ∈ S, rS = rr∗rS ⊆ rr∗S ⊆ rS. Logo rS = rr∗S.
Seja f ∈ S um idempotente tal que rS = rr∗S = fS. Enta˜o
rr∗ = (rr∗)(rr∗) ∈ rr∗S = fS ⇒ ∃s ∈ S tal que rr∗ = fs, e
f = ff ∈ fS = rr∗S ⇒ ∃t ∈ S tal que f = rr∗t.
Assim,
rr∗ = fs = ffs = f(rr∗) = (rr∗)f = (rr∗)(rr∗t) = rr∗t = f.
(2): Ana´logo a (1).
(3): (⊆) Seja r ∈ fS ∩ iS. Enta˜o r = fs = it, para s, t ∈ S.
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Bem, fr = f(fs) = fs = r e ir = i(it) = it = r, logo r = ir = ifr ∈ ifS.
(⊇) Se r ∈ ifS, r = ifs para algum s ∈ S. Mas ifr = if(ifs) = iiffs = ifs = r. Assim,
r = ifr = i(ifr) = ir ∈ iS e r = ifr = iffr = f(ifr) = fr ∈ fS.
(4): Ana´logo a (3).

Seja S um semigrupo inverso. Define-se enta˜o em S a seguinte relac¸a˜o de ordem:
s ≤ t⇔ s = tf, para algum idempotente f ∈ S.
Afirmac¸a˜o: ≤ e´ uma ordem parcial.
Reflexividade: s = ss∗s e s∗s e´ idempotente. Logo, s ≤ s.
Simetria: Suponha r ≤ s e s ≤ r. Enta˜o r = sf e s = ri para f , i ∈ E(S). Note
que r = sf = ss∗sf = sf(s∗s) = rs∗s e s = ri = rr∗ri = ri(r∗r) = s(r∗r). Logo,
s = sr∗r = s(s∗sfs∗)(sfs∗s) = ss∗sf(s∗s)fs∗s = sff(s∗s)s∗s = sfs∗s = r.
Transitividade: Se r ≤ s e s ≤ t, r = sf e s = ti para f , i ∈ E(S) e enta˜o r = sf = tif .
Como if e´ idempotente, r ≤ t.

Vamos ver alguns resultados a respeito dessa ordem parcial.
Proposic¸a˜o 1.0.13 : Seja S um semigrupo inverso e sejam s, t ∈ S. Enta˜o sa˜o equiva-
lentes:
(1) s ≤ t,
(2) s = it para algum idempotente i ∈ S,
(3) s∗ ≤ t∗,
(4) s = ss∗t,
(5) s = ts∗s.
Demonstrac¸a˜o: (1)⇒ (2): Suponha s = tf , f idempotente. Considere i = tft∗. Enta˜o
it = tft∗t = t(t∗t)f = tf = s.
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(2)⇒ (3): s = it⇒ s∗ = t∗i⇒ s∗ ≤ t∗.
(3)⇒ (4): Suponha s∗ = t∗f . Enta˜o s = ft e portanto ss∗t = ftt∗ft = ff(tt∗)t = ft = s.
(4)⇒ (5): Como (ss∗) e´ idempotente, (1) da Prop. 1.0.10 garante que s = ss∗t = tf para
algum idempotente f ∈ S. Mas sf = tff = tf = s e portanto ts∗s = ts∗sf = tf(s∗s) =
ss∗s = s.
(5)⇒ (1): s∗s e´ idempotente, logo s ≤ t.

Mais algumas afirmac¸o˜es envolvendo essa ordem parcial:
Proposic¸a˜o 1.0.14 : Seja S um semigrupo inverso. Enta˜o valem:
(1) Para f , i ∈ E(S), f ≤ i⇔ f = fi = if .
(2) Para r, s, t, u ∈ S, r ≤ s e t ≤ u⇒ rt ≤ su.
(3) Para s, t ∈ S, s ≤ t⇒ s∗s ≤ t∗t e ss∗ ≤ tt∗.
(4) Se i ∈ E(S) e r ≤ i, enta˜o r ∈ E(S) (por isso, diz-se que E(S) e´ um ideal de
ordem).
Demonstrac¸a˜o: (1): Por (1) ⇔ (5) da Prop. anterior, f ≤ i ⇔ f = if ∗f = if = fi
(idempotentes comutam).
(2): Por definic¸a˜o, r = sf e t = ui. Assim, rt = sfui. Por (1) da Prop. 1.0.10, existe j
idempotente tal que fu = uj. Logo, rt = sfui = suji. Como ji e´ idempotente, rt ≤ su.
(3): Por (1)⇔ (3) da Prop. anterior, s ≤ t ⇔ s∗ ≤ t∗. Aplicando (2) acima, s∗s ≤ t∗t e
ss∗ ≤ tt∗.
(4): Bem, r ≤ i ⇒ r = if , f ∈ E(S). Como produto de idempotentes e´ idempotente,
r ∈ E(S).

Exemplo 1.0.15 : Para um conjunto qualquer X, define-se em I(X) a seguinte relac¸a˜o
de ordem:
f≤˜g ⇔ Domf ⊆ Domg e g = f em Domf.
Vamos provar que esta definic¸a˜o e´ equivalente a`quela para semigrupos inversos.
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Pela relac¸a˜o de ordem definida para semigrupos inversos, se f , g ∈ I(X), f ≤ g ⇔ f = gi,
para i idempotente de I(X). Mas como vimos no Ex. 1.0.5, i = IdA, para algum A ⊆ X.
Logo, f = g ◦ IdA = g|A, ou seja, Domf=Domg ∩A, que implica Domf ⊆ Domg e f = g
em Domf .
Por outro lado, se f≤˜g enta˜o Domf ⊆ Domg e g = f em Domf . Assim e´ o´bvio que
f = g ◦ IDomf .

Seja (P,≤) um conjunto parcialmente ordenado, que chamaremos poset (do ingleˆs
partially ordered set) e tome a, b e c em P . Se a ≤ b e a ≤ c, a e´ dito limite inferior de b e
c e se a e´ o maior limite inferior, este e´ chamado maior limite inferior de b e c, denotado
b ∧ c. Um meet semilattice e´ um poset onde todo par de elementos possui maior limite
inferior. Vamos mostrar que o conjunto dos idempotentes de um semigrupo inverso e´ um
meet semilattice.
Observac¸a˜o 1.0.16 : Esta “operac¸a˜o” ∧ e´ conhecida como meet e esse e´ o motivo do
nome meet semilattice. Da mesma maneira, pode-se definir a operac¸a˜o ∨ (conhecida
como join), que seria o menor limite superior. Se num poset todo par de elementos possui
um menor limite superior, este poset e´ chamado join semilattice. Naturalmente, se um
conjunto e´ um meet semilattice e tambe´m um join semilattice, ele e´ chamado simplesmente
de semilattice (semi-reticulado).
Proposic¸a˜o 1.0.17 : Seja S um semigrupo (na˜o necessariamente inverso). Defina em
E(S)
f ≤ i⇔ f = fi = if.
Enta˜o ≤ e´ ordem parcial em E(S). Se S e´ um semigrupo inverso, (E(S),≤) e´ um meet
semilattice.
Demonstrac¸a˜o: Primeiro vamos provar que ≤ e´, de fato, uma ordem parcial:
Reflexividade: Se f ∈ E(S), f = ff , logo f ≤ f .
Simetria: Suponha f ≤ i e i ≤ f . Enta˜o f = fi = if e i = if = fi. Logo f = i.
Transitividade: Se f ≤ i e i ≤ j, f = fi = if e i = ij = ji, logo f = fi = fij = fj e
f = if = jif = jf . Portanto f ≤ j.
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Agora, se S e´ um semigrupo inverso e f , i ∈ E(S):
fi = (fi)i = i(fi)⇒ fi ≤ i,
fi = f(fi) = (fi)f ⇒ fi ≤ f.
Logo fi ≤ f , i. Vamos provar que fi e´ o maior limite inferior de f e i. Suponha j ≤ f ,
i, ou seja, j = jf = fj e j = ji = ij. Enta˜o
j(fi) = (jf)i = ji = j,
(fi)j = f(ij) = fj = j.
Ou seja, j ≤ fi. Portanto, f ∧ i = fi.

Por este motivo, o conjunto dos idempotentes de um semigrupo inverso e´ chamado
“semireticulado de idempotentes”.
Note que num semigrupo inverso S, (1) da Prop. 1.0.14 implica que a ordem parcial
definida acima para E(S) e´ equivalente a`quela definida anteriormente.
Proposic¸a˜o 1.0.18 : Meet semilattices sa˜o os semigrupos inversos onde todo elemento
e´ idempotente.
Demonstrac¸a˜o: Se em um semigrupo inverso S todo elemento e´ idempotente, enta˜o
S = E(S) e pela Proposic¸a˜o anterior (S,≤) = (E(S),≤) e´ um meet semilattice.
Agora, seja S ummeet semilattice. Vamos provar que com a operac¸a˜o ∧, S e´ um semigrupo
inverso com todos elementos idempotentes.
Associatividade de ∧: Sejam r, s e t em S e defina a := r∧ (s∧ t) e b := (r∧s)∧ t. Vamos
mostrar que a = b.
a ≤ b: Por hipo´tese a ≤ r e a ≤ s ∧ t, que implica a ≤ r, a ≤ s e a ≤ t. Como r ∧ s e´
o maior elemento menor que r e s, a ≤ r ∧ s. Portanto, a ≤ t e a ≤ r ∧ s, que implicam
a ≤ (r ∧ s) ∧ t = b.
b ≤ a: Analogamente ao item acima,
b ≤ r ∧ s e b ≤ t⇒ b ≤ r, b ≤ s e b ≤ t⇒ b ≤ r e b ≤ s ∧ t⇒ b ≤ r ∧ (s ∧ t) = a.
Logo a = b e ∧ e´ associativo.
Para todo s ∈ S, s ∧ s = s: Bem, s ≤ s e pela definic¸a˜o de ∧, s ≤ s ∧ s ≤ s. Logo, s e´
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idempotente em relac¸a˜o a operac¸a˜o ∧.
Assim, ja´ conclu´ımos tambe´m que todos elementos de S sa˜o inversos de si pro´prios. Falta
mostrar que este inverso e´ u´nico.
Em S, o inverso de um elemento e´ u´nico: Seja r ∈ S um inverso de s ∈ S. Enta˜o r =
r ∧ s ∧ r e s = s ∧ r ∧ s. Da primeira igualdade temos r ≤ s e da segunda, s ≤ r. Logo
r = s.
Portanto, vale a Proposic¸a˜o.

Ja´ vimos que para um conjunto X qualquer, I(X), o conjunto das bijec¸o˜es parciais de
X, e´ um semigrupo inverso. O Teorema de Wagner-Preston, que enunciaremos a seguir,
afirma que todo semigrupo inverso e´, a menos de isomorfismos, um subsemigrupo inverso
de I(X), para algum conjunto X.
Teorema 1.0.19 (Wagner-Preston) : Seja S um semigrupo inverso. Enta˜o existe um
conjunto X e um homomorfismo injetor θ : S → I(X) tal que r ≤ s⇔ θ(r) ≤ θ(s).
Demonstrac¸a˜o: Para r ∈ S, defina θr : r∗rS → rr∗S, θr(x) = rx.
Esta func¸a˜o esta´ bem definida ja´ que por (1) da Prop. 1.0.12:
θr(r
∗rS) = rr∗rS = rS = rr∗S.
Note tambe´m que θr∗ : rr
∗S → r∗rS e´ inversa de θr:
θr∗θr(r
∗rS) = θr∗(rr
∗rS) = r∗rr∗rS = r∗rS
θrθr∗(rr
∗S) = θr(r
∗rr∗S) = rr∗rr∗S = rr∗S.
Assim θr e´ bijec¸a˜o. Portanto, defina, para r ∈ S,
θ : S → I(S)
r 7→ θr.
θ e´ homomorfismo: Sejam r, s ∈ S. Vamos mostrar que θrθs = θrs. Primeiramente, note
que s∗r∗rS = s∗r∗rsS:
s∗r∗rS = s∗ss∗r∗rS = s∗r∗r(ss∗)S ⊆ s∗r∗rsS ⊆ s∗r∗rS.
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Enta˜o, usando (3) da Prop. 1.0.12 vamos mostrar que Dom(θrθs) =Dom(θrs):
Dom(θrθs) = θ
−1
s (Domθr ∩ Imθs) = θs∗(r∗rS ∩ ss∗S) = θs∗(r∗rss∗S) = s∗r∗rss∗S =
= s∗ss∗r∗rS = s∗r∗rS = s∗r∗rsS = Dom(θrs).
Como θrs(x) = θrθs(x) e´ imediato para aqueles x do domı´nio, segue que θ e´ um homo-
morfismo.
Vamos provar a segunda parte do Teorema.
(⇒) r ≤ s ⇒ r∗r ≤ s∗s ⇒ r∗r = s∗sf , f ∈ E(S) ⇒ r∗rS ⊆ s∗sS. Logo Dom(θr) ⊆
Dom(θs).
Para mostrar que θr = θs em Dom(θr), seja x ∈ r∗rS, ou seja, x = r∗rt para t ∈ S.
Como r∗rx = r∗rr∗rt = r∗rt = x e r ≤ s, segue de (5) da Prop. 1.0.13 que θs(x) = sx =
sr∗rx = rx = θr(x). Logo θr ≤ θs.
(⇐) θr ≤ θs ⇒ r∗rS ⊆ s∗sS. Como r∗ = r∗rr∗ ∈ r∗rS e r∗r e´ idempotente:
θr(r
∗) = θs(r
∗)⇒ rr∗ = sr∗ ⇒ rr∗r = sr∗r ⇒ r = sr∗r ⇒ r ≤ s.
θ e´ injetiva: Se θr = θs, temos r ≤ s e s ≤ r, portanto r = s.

1.1 O Semigrupo Universal
Nesta sec¸a˜o, estamos interessados em construir um semigrupo universal mediante
geradores e relac¸o˜es. Na categoria dos semigrupos, e´ poss´ıvel construir objetos universais,
bastaria construir o semigrupo livre a partir dos geradores e quocienta´-lo pelas relac¸o˜es.
Nesta sec¸a˜o, G sera´ um grupo com unidade e. Para mais detalhes sobre este semigrupo
universal, veja [4].
Definic¸a˜o 1.1.1 : Denotamos S(G) o semigrupo universal gerado pelo conjunto {[g] :
g ∈ G} e pelas seguintes relac¸o˜es:
(i) [g−1][g][h] = [g−1][gh],
(ii) [g][h][h−1] = [gh][h−1],
(iii) [g][e] = [g].
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E´ imediato da definic¸a˜o que [e] e´ uma unidade de S(G):
[e][g] = [gg−1][g] = [g][g−1][g] = [g][g−1g] = [g][e] = [g].
Assim S(G) e´ um semigrupo unital.
Nosso objetivo nesta sec¸a˜o, ale´m de apresentar o semigrupo universal, e´ provar que
este e´ um semigrupo inverso. E sua propriedade universal e´ extremamente importante
para este fato. Assim, traduziremos esta propriedade na pro´xima proposic¸a˜o.
Proposic¸a˜o 1.1.2 : Seja S um semigrupo e f : G→ S uma aplicac¸a˜o tal que
(i) f(g−1)f(g)f(h) = f(g−1)f(gh),
(ii) f(g)f(h)f(h−1) = f(gh)f(h−1),
(iii) f(g)f(e) = f(g).
Enta˜o existe u´nico homomorfismo f̂ : S(G)→ S tal que o diagrama abaixo comuta (isto
e´, f̂([g]) = f(g), ∀g ∈ G).

Para provarmos que S(G) e´ um semigrupo inverso, precisamos de um candidato a s∗
para s ∈ S(G). Considere S(G)op o conjunto com os mesmos elementos de S(G), mas
com produto definido
r • s = sr,
onde o produto do lado direito e´ interpretado como a`quele em S(G). Facilmente conclui-se
que • e´ uma operac¸a˜o associativa e, portanto, S(G)op e´ um semigrupo.
Proposic¸a˜o 1.1.3 : A aplicac¸a˜o f : G → S(G)op, f(g) = [g−1] satisfaz (i) − (iii) da
Prop. 1.1.2.
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Demonstrac¸a˜o: Sejam g, h ∈ G e vamos provar que valem aqueles 3 ı´tens:
(i)
f(g−1) • f(g) • f(h) = [g] • ([g−1] • [h−1]) = [g] • ([h−1][g−1]) = [h−1][g−1][g]
= [h−1g−1][g] = [g] • [h−1g−1] = f(g−1) • f(gh),
(ii)
f(g) • f(h) • f(h−1) = ([g−1] • [h−1]) • [h] = ([h−1][g−1]) • [h] = [h][h−1][g−1]
= [h][h−1g−1] = [h−1g−1] • [h] = f(gh) • f(h−1),
(iii)
f(g) • f(e) = [g−1] • [e] = [e][g−1] = [g−1] = f(g).

Assim, pela Prop. 1.1.2 existe u´nico homomorfismo ∗ : S(G) → S(G)op tal que
∗([g]) = [g−1].
Para s ∈ S(G), convenientemente defina s∗ = ∗(s). Note que (rs)∗ = ∗(rs) = ∗(r)•∗(s) =
∗(s) ∗ (r) = s∗r∗ e se considerarmos ∗ : S(G) → S(G), este se comporta como um anti-
homomorfismo. Mais adiante, veremos que s∗ e´ o inverso de s.
Para g ∈ G, defina
εg = [g][g
−1].
Algumas propriedades envolvendo εg:
Proposic¸a˜o 1.1.4 : Para todo g, h ∈ G:
(1) ε∗g = εg = ε
2
g,
(2) [g]εh = εgh[g],
(3) εgεh = εhεg,
(4) [g]2 = εg[g
2].
Demonstrac¸a˜o: Sejam g, h ∈ G:
(1):
ε∗g = ([g][g
−1])∗ = [g−1]∗[g]∗ = [g][g−1] = εg = [g][g
−1][e] = [g][g−1][gg−1] =
= [g][g−1][g][g−1] = ε2g,
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(2):
[g]εh = [g][h][h
−1] = [gh][h−1] = [gh][e][h−1] = [gh][h−1g−1gh][h−1] =
= [gh][h−1g−1][gh][h−1] = [gh][h−1g−1][ghh−1] = εgh[g],
(3): εgεh = [g][g
−1]εh = [g]εg−1h[g
−1] = εgg−1h[g][g
−1] = εhεg,
(4): [g][g] = [g][g−1][g][g] = [g][g−1][gg] = εg[g
2].

Sempre que os elementos de um certo conjunto podem ser escritos de uma forma
canoˆnica, todas as contas envolvendo-os ficam muito mais simples, pois basta considera´-
los escritos dessa forma.
Para provar que S(G) e´ um semigrupo inverso, vamos mostrar que seus elementos
podem ser escritos de uma forma u´nica, utilizando os εg que definimos anteriormente.
Nos pro´ximos cap´ıtulos veremos que esta forma u´nica de escrever os elementos de S(G)
faz um papel important´ıssimo para estabelecermos as relac¸o˜es entre ac¸o˜es parciais de G
e ac¸o˜es de S(G).
Proposic¸a˜o 1.1.5 : Cada elemento r ∈ S(G) admite uma decomposic¸a˜o
r = εr1 . . . εrn [g],
onde n ≥ 0 e r1, . . . rn, g sa˜o elementos de G. Ale´m disso podemos assumir que
(i) ri 6= rj, ∀i 6= j ∈ {1, . . . n},
(ii) ri 6= g, ∀i ∈ {1, . . . n},
(iii) ri 6= e, ∀i ∈ {1, . . . n}.
Demonstrac¸a˜o: Tome P o subconjunto de S(G) dos elementos que podem ser escritos
da forma acima. Como n pode ser zero, [g] ∈ P , ∀g ∈ G. Note que, para g, h ∈ G,
[g][h] = [gg−1][g][h] = [g][g−1][g][h] = [g][g−1][gh] = εg[gh].
Se tomarmos um elemento [a1] . . . [am] qualquer de S(G) teremos:
[a1][a2] . . . [am] = (εa1 [a1a2])[a3] . . . [am] = εa1(εa1a2 [a1a2a3])[a4] . . . [am] =
= . . . = εa1εa1a2 . . . εa1...am−1 [am].
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Logo, P = S(G).
A respeito dos 3 ı´tens finais:
(i): Se ri = rj, como os εr’s comutam entre si, basta juntar εri com εrj , pois εriεrj =
εri
2 = εri .
(ii): Se ri = g, como os εr’s comutam entre si, basta juntar εri com [g], pois εri [g] =
[g][g−1][g] = [g].
(iii): Se ri = e, εri = [e][e] = [e], que e´ a identidade de S(G).

Para mostrar que esta decomposic¸a˜o e´ u´nica, construiremos certas func¸o˜es de G em
semigrupos adequados, para que, usando a propriedade universal de S(G), possamos
estendeˆ-las para homomorfismos de S(G) nesses semigrupos e concluir a unicidade daquela
decomposic¸a˜o.
Tome ι : G → G, a func¸a˜o identidade em G. Claramente esta satisfaz (i) − (iii) da
Prop. 1.1.2. Assim, ∃! homomorfismo γ : S(G) → G tal que γ([g]) = ι(g) = g, ∀g ∈ G.
Se r = εr1 . . . εrn [g] onde r1, . . . rn, g ∈ G,
γ(r) = γ(εr1 . . . εrn [g]) = γ([r1])γ([r
−1
1 ]) . . . γ([g]) = (r1)(r
−1
1 ) . . . (g) = g.
Para segunda aplicac¸a˜o, defina Pe(G) o conjunto dos subconjuntos finitos de G que
conte´m o elemento e. Considere F(Pe(G)) o conjunto das func¸o˜es entre subconjuntos de
Pe(G). Para f, g ∈ F(Pe(G)), f : A → B, g : C → D, considere a operac¸a˜o produto
(fg)(x) := f ◦ g(x) = f(g(x)), para x ∈ g−1(A ∩D). Como a operac¸a˜o de composic¸a˜o e´
associativa, F(Pe(G)) e´ semigrupo.
Assim defina, para h ∈ G, φh : Pe(G)→ Pe(G), φh(E) = hE ∪ {e} e tome
φ : G→ F(Pe(G))
g 7→ φg.
Afirmac¸a˜o: φ satisfaz (i)− (iii) da Prop. 1.1.2.
Seja E ∈ Pe(G) e g, h ∈ G:
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(i):
φg−1φgφh(E) = φg−1φg(hE ∪ {e}) = φg−1(ghE ∪ {g, e}) = hE ∪ {e, g−1},
φg−1φgh(E) = φg−1(ghE ∪ {e}) = hE ∪ {g−1, e}.
(ii):
φgφhφh−1(E) = φgφh(h
−1E ∪ {e}) = φg(E ∪ {h, e}) = gE ∪ {gh, g, e},
φghφh−1(E) = φgh(h
−1E ∪ {e}) = gE ∪ {gh, e} = gE ∪ {gh, g, e}.
(iii):
φgφe(E) = φg(E ∪ {e}) = φg(E).

Assim, existe u´nico homomorfismo δ : S(G)→ F(Pe(G)) tal que δ([g]) = φg.
Para h ∈ G, note que
δ(εh)(E) = δ([h])δ[h
−1](E) = φhφh−1(E) = φh(h
−1E ∪ {e}) = E ∪ {h, e} =
= E ∪ {h},
e portanto para r = εr1 . . . εrn [g],
δ(r)({e}) = δ(εr1 . . . εrn [g])({e}) = δ(εr1) . . . δ(εrn)δ([g])({e}) =
= δ(εr1) . . . δ(εrn)({g, e}) = δ(εr1) . . . δ(εrn−1)({e, g, rn}) =
= . . . = {e, g, r1, . . . , rn}.
Com isso, podemos enunciar e demonstrar:
Proposic¸a˜o 1.1.6 : Cada r ∈ S(G) admite u´nica decomposic¸a˜o canoˆnica
r = εr1 . . . εrn [g], ri ∈ G,
a menos da ordem dos εr’s.
Demonstrac¸a˜o: Suponha r = εr1 . . . εrn [g] = εt1 . . . εtm [h]. Enta˜o g = γ(r) = h e
{e, g, r1, . . . , rn} = δ(r)({e}) = {e, h = g, t1, . . . , tm}. Assim, {r1, . . . , rn} = {t1, . . . , tm} e
a decomposic¸a˜o e´ u´nica.

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Exemplo 1.1.7 : Quem sa˜o os idempotentes de S(G)?
Suponha r = εr1 . . . εrn [g] idempotente. Enta˜o, por (2) e (4) da Prop. 1.1.4:
εr1 . . . εrn [g] = r = r
2 = εr1 . . . εrn [g]εr1 . . . εrn [g] = εr1 . . . εrnεgr1 . . . εgrn [g][g] =
= εr1 . . . εrnεgr1 . . . εgrnεg[g
2].
Como a decomposic¸a˜o e´ u´nica, [g] = [g2], ou seja, g = g2 que implica g = e. Logo,
r = εr1 . . . εrn .

Se o grupo G e´ finito, podemos afirmar qual o nu´mero de idempotentes e de elementos
de S(G):
Proposic¸a˜o 1.1.8 : Se |G| = n enta˜o |E(S(G))| = 2n−1 e |S(G)| = 2n−2(n+ 1).
Demonstrac¸a˜o: Se r = εr1 . . . εrn [e], os ri’s podem ser tomados de |P(G\{e})| = 2n−1
maneiras diferentes, que e´ o nu´mero de idempotentes de S(G). Ale´m disso, teremos
(n− 1)2n−2 poss´ıveis elementos da forma r = εr1 . . . εrn [g] (n− 1 = quantidade de termos
em G diferentes de e, 2n−2 = |P(G\{e, g})|). Logo o nu´mero de elementos de S(G) e´
2n−1 + (n− 1)2n−2 = 2n−2(2 + n− 1) = 2n−2(n+ 1).

Agora, vamos mostrar que cada r ∈ S(G) possui u´nico inverso.
Proposic¸a˜o 1.1.9 : Para r = εr1 . . . εrn [g] ∈ S(G), rr∗r = r e r∗rr∗ = r∗, onde ∗ e´ a
operac¸a˜o definida por meio da Prop. 1.1.3.
Demonstrac¸a˜o: Bem, r∗ = [g]∗εrn
∗ . . . εr1
∗ = [g−1]εrn . . . εr1 . Assim, como os εr’s comu-
tam e sa˜o idempotentes,
rr∗r = εr1 . . . εrn [g][g
−1]εrn . . . εr1εr1 . . . εrn [g] = εr1 . . . εrnεgεrn . . . εr1εr1 . . . εrn [g] =
= εr1 . . . εrnεg[g] = εr1 . . . εrn [g] = r,
r∗rr∗ = [g−1]εrn . . . εr1εr1 . . . εrn [g][g
−1]εrn . . . εr1 = [g
−1]εrn . . . εr1εgεrn . . . εr1 =
= [g−1]εgεrn . . . εr1 = [g
−1]εrn . . . εr1 = r
∗.

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Teorema 1.1.10 : Para cada grupo G, o semigrupo universal S(G) e´ um semigrupo
inverso.
Demonstrac¸a˜o: Seja r ∈ S(G) e r∗ e s dois inversos de r. Escreva
r = εr1 . . . εrn [g] s
∗ = εt1 . . . εtm [h].
Assim, s = (s∗)∗ = [h−1]εt1 . . . εtm e portanto g = γ(r) = γ(rsr) = γ(r)γ(s)γ(r) = gh
−1g.
Multiplicando por g−1h pela direita nos dois lados da igualdade, segue que h = g.
Ale´m disso,
εr1 . . . εrn [g] = r = rsr = εr1 . . . εrn [g][g
−1]εt1 . . . εtmεr1 . . . εrn [g] =
= εr1 . . . εrnεgεt1 . . . εtmεr1 . . . εrn [g] = εr1 . . . εrnεt1 . . . εtm [g]
Pela unicidade da decomposic¸a˜o em S(G),
{t1, . . . , tm} ⊆ {r1, . . . , rn}.
Aplicando o mesmo racioc´ınio para s = srs, obtemos
{r1, . . . , rn} ⊆ {t1, . . . , tm}.
Logo
{r1, . . . , rn} = {t1, . . . , tm},
e portanto s = r∗.

Exemplo 1.1.11 : A relac¸a˜o de ordem em S(G).
Sejam r = εr1 . . . εrn [g], s = εt1 . . . εtm [h] ∈ S(G) e suponha r ≤ s. Enta˜o existe idempo-
tente εf1 . . . εfk ∈ S(G) tal que
εr1 . . . εrn [g] = εt1 . . . εtm [h]εf1 . . . εfk = εt1 . . . εtmεhf1 . . . εhfk [h].
Pela unicidade da decomposic¸a˜o, g = h e {r1 . . . rn} = {t1 . . . tm, hf1 . . . hfk}. Logo
{t1 . . . tm} ⊆ {r1 . . . rn}, ou seja, se r = εr1 . . . εrn [g] devemos ter s = εri1 . . . εrim [g],
com m ≤ n e ij ∈ {1, . . . , n}.

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2 Ac¸o˜es de Semigrupos Inversos
em uma A´lgebra
Nosso objetivo neste cap´ıtulo, ale´m de apresentar a definic¸a˜o de uma Ac¸a˜o de um
semigrupo inverso, e´ relaciona´-las com Ac¸o˜es Parciais de grupos. Veremos que dado um
grupo G, as ac¸o˜es parciais de G esta˜o em bijec¸a˜o com as ac¸o˜es de S(G). Antes vamos
relembrar a definic¸a˜o e algumas propriedades de uma ac¸a˜o parcial.
Neste cap´ıtulo, G sera´ um grupo com unidade e, e S um semigrupo inverso com
unidade e. Por enquanto A sera´ apenas uma a´lgebra unital.
Definic¸a˜o 2.0.1 : Uma ac¸a˜o parcial de um grupo G num conjunto X e´ um par ordenado
({Dg}g∈G, {αg}g∈G), onde para todo g ∈ G, Dg e´ um subconjunto de X e αg : Dg−1 → Dg
e´ uma bijec¸a˜o, satisfazendo, para todo g, h ∈ G:
(i) De = X,
(ii) α−1h (Dh ∩Dg−1) ⊆ D(gh)−1,
(iii) ∀x ∈ α−1h (Dh ∩Dg−1), αg ◦ αh(x) = αgh(x).
Se Dg = X ∀g ∈ G, dizemos que α e´ uma ac¸a˜o global de G sobre X. Note que esta
e´ a definic¸a˜o de ac¸a˜o. Aqui, chamaremo-la de ac¸a˜o global para diferencia´-la de uma ac¸a˜o
parcial. Tambe´m perceba que o conceito de ac¸a˜o parcial generaliza o conceito cla´ssico de
ac¸a˜o global.
Podemos estender o conceito de ac¸a˜o parcial para va´rias categorias. Aqui apresenta-
remos os que sera˜o relevantes para este trabalho.
Definic¸a˜o 2.0.2 : Uma ac¸a˜o parcial de um grupo G num espac¸o topolo´gico X e´ uma
ac¸a˜o parcial onde, para todo g ∈ G, Dg e´ um aberto de X e αg : Dg−1 → Dg e´ um
homeomorfismo.
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Definic¸a˜o 2.0.3 : Uma ac¸a˜o parcial de um grupo G numa a´lgebra A e´ uma ac¸a˜o parcial
onde, para todo g ∈ G, Dg e´ um ideal de A e αg : Dg−1 → Dg e´ um isomorfismo.
Algumas propriedades importantes de ac¸o˜es parciais:
Proposic¸a˜o 2.0.4 : Seja α uma ac¸a˜o parcial do grupo G no conjunto X e g, h ∈ G.
Enta˜o:
(1) αe = IdX ,
(2) αh−1 = α
−1
h ,
(3) α−1h (Dh ∩Dg−1) = Dh−1 ∩D(gh)−1.
Demonstrac¸a˜o: (1): Tome h = g = e em (iii) da Definic¸a˜o 2.0.1. Para todo x ∈
α−1e (De ∩De−1) = α−1e (X) = X temos, ja´ que αg e´ bijec¸a˜o para todo g ∈ G:
αe ◦ αe(x) = αe(x)⇒ α−1e ◦ αe ◦ αe(x) = α−1e ◦ αe(x)⇒ αe(x) = IdX(x) = x.
(2): Considere g = h−1 no item (iii) da Definic¸a˜o 2.0.1. Enta˜o para qualquer x ∈
α−1h (Dh ∩Dh) = Dh−1 , segue que:
αh−1 ◦ αh(x) = αh−1h(x) = αe(x) = IdDh−1 (x) = x.
E para g = h e h = h−1 no mesmo item (iii) e x ∈ α−1
h−1
(Dh−1 ∩Dh−1) = Dh:
αh ◦ αh−1(x) = αhh−1(x) = αe(x) = IdDh(x) = x.
Logo α−1h = αh−1 .
(3): Observe que α−1h (Dh ∩Dg−1) ⊆ Dh−1 ∩D(gh)−1 . Tomando h = h−1 e g = gh:
α−1
h−1
(Dh−1 ∩D(gh)−1) ⊆ Dh ∩Dg−1 .
Aplicando αh−1 pelo lado esquerdo dos dois lados da igualdade:
Dh−1 ∩D(gh)−1 ⊆ αh−1(Dh ∩Dg−1).
Logo α−1h (Dh ∩Dg−1) = Dh−1 ∩D(gh)−1 .

Assim, podemos reescrever a Def. 2.0.3 (que e´ a que mais nos interessa) como:
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Definic¸a˜o 2.0.5 : Uma ac¸a˜o parcial de um grupo G numa a´lgebra A e´ um par ordenado
({Dg}g∈G{αg}g∈G), onde para todo g ∈ G, Dg e´ um ideal de A e αg : Dg−1 → Dg e´ um
isomorfismo, satisfazendo, para todo g, h ∈ G:
(i) De = A,
(ii) αh−1(Dh ∩Dg−1) = Dh−1 ∩D(gh)−1,
(iii) αg(αh(x)) = αgh(x), ∀x ∈ Dh−1 ∩D(gh)−1.
De agora em diante, quando tivermos uma aplicac¸a˜o pi : X → Y , X e Y conjuntos
quaisquer, usaremos a seguinte notac¸a˜o:
pi(Z) := pi(Z ∩X),
onde Z e´ outro conjunto qualquer. Ainda, para um espac¸o topolo´gico X, denotamos
C0(X) o conjunto das func¸o˜es f ∈ C(X) tal que, para todo ε > 0, existe K ⊆ X
compacto tal que ‖f(x)‖ < ε quando x /∈ K. Este conjunto e´ uma C∗-a´lgebra e e´
chamado de conjunto das func¸o˜es cont´ınuas de X em C que zeram no infinito.
O exemplo que veremos adiante e´ uma ferramenta muito importante para teoria de
ac¸o˜es parciais. Nele, veremos que para cada ac¸a˜o parcial de um grupo num espac¸o to-
polo´gico X, conseguimos construir uma ac¸a˜o parcial do mesmo grupo na (C∗-)a´lgebra
C0(X).
Um resultado que vale e´ que todo ideal fechado I de C0(X) e´ um conjunto de func¸o˜es
cont´ınuas de X que zeram no infinito de X e se anulam no complementar de um aberto
U ⊆ X (Exerc´ıcio 3.2.3 [14]).
Note que este conjunto e´ isomorfo a C0(U) (Proposic¸a˜o 2.1.9 [10]).
Exemplo 2.0.6 : Me´todo para construir ac¸o˜es parciais de grupo em uma a´lgebra partindo
de ac¸o˜es globais de grupo em um espac¸o topolo´gico.
Seja X um espac¸o topolo´gico e considere ({X}g∈G, {βg}g∈G) uma ac¸a˜o global de G no
espac¸o topolo´gico X.
Considere U ⊆ X aberto e defina Jg = U ∩ βg(U), γg = βg|J
g−1
: Jg−1 → Jg.
Afirmac¸a˜o: Considerando U como um espac¸o topolo´gico com a topologia relativa,
({Jg}g∈G, {γg}g∈G) e´ ac¸a˜o parcial de G sobre U .
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Seja g ∈ G. Ja´ que βg tem inversa cont´ınua e U e´ aberto em X, βg(U) e´ aberto em
X. Pela definic¸a˜o da topologia em U , Jg = U ∩ βg(U) e´ aberto em U .
Como γg(Jg−1) = βg(U ∩ βg−1(U)) = βg(U)∩U = Jg, γg esta´ bem definida e e´ claramente
um homeomorfismo.
Assim, falta provar que valem os 3 ı´tens da Def. 2.0.1:
(i): Je = U ∩ βe(U) = U ∩ IdX(U) = U .
(ii): Para g, h ∈ G:
γh−1(Jh ∩ Jg−1) = βh−1(U ∩ βh(U) ∩ U ∩ βg−1(U)) =
= βh−1(U) ∩ U ∩ βh−1g−1(U) ⊆ Jh−1g−1 .
(iii): Segue facilmente, ja´ que para quaisquer g, h ∈ G, βg ◦ βh = βgh.

Agora tome a a´lgebra A = C0(U). Para cada g ∈ G, defina:
Dg = C0(Jg) = {f ∈ C0(U) : f |U\Jg ≡ 0}.
Pelos comenta´rios antes do Exemplo, note que Dg pode ser visto como o espac¸o das
func¸o˜es cont´ınuas de U que zeram no infinito de U e que se anulam no complementar de
Jg. Considere:
αg : Dg−1 → Dg
f → f ◦ γg−1 .
Afirmac¸a˜o: ({Jg}g∈G, {γg}g∈G) e´ ac¸a˜o parcial de G sobre a a´lgebra A.
Tome g ∈ G. E´ fa´cil ver que Dg e´ ideal de A.
Tambe´m e´ fa´cil ver que αg e´ homomorfismo. Como γg−1 e´ invers´ıvel, αg e´ injetora. Para
f ∈ Dg, segue que f ◦ γg ∈ Dg−1 e αg(f ◦ γg) = f , portanto αg e´ sobrejetora. Logo e´ um
isomorfismo.
Vamos provar que valem os 3 ı´tens da Def. 2.0.5:
(i): De = C0(Je) = C0(U) = A.
(ii): Para g, h ∈ G:
αh−1(Dh ∩Dg−1) = αh−1(C0(Jh) ∩ C0(Jg−1)) = αh−1(C0(Jh ∩ Jg−1)) =
= αh−1(C0(γh(Jh−1g−1 ∩ Jh−1))) = C0(Jh−1g−1 ∩ Jh−1) =
= C0(Jh−1g−1) ∩ C0(Jh−1) = Dh−1g−1 ∩Dh−1 .
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(iii): Tome g, h ∈ G e f ∈ αh−1(Dg−1 ∩Dh) = Dh−1 ∩Dh−1g−1 :
αg ◦ αh(f) = f ◦ γh−1 ◦ γg−1 ∈ αg(Dg−1 ∩Dh) = Dgh ∩Dg = C0(Jgh) ∩ C0(Jg) =
= C0(Jgh ∩ Jg).
Assim, tomando a ∈ Jgh ∩ Jg:
f ◦ γh−1 ◦ γg−1(a) = f ◦ γh−1g−1(a) = αgh(f)(a).
Para a /∈ Jgh ∩ Jg:
αg ◦ αh(f)(a) = 0 = αgh(f)(a).
Portanto, ({Dg}g∈G, {αg}g∈G) e´ ac¸a˜o parcial do grupo G na a´lgebra C0(U).

Exemplo 2.0.7 : Exemplo de ac¸a˜o parcial.
Tome F2 o grupo livre gerado por a e b, isto e´, o grupo formado por todas “palavras”
reduzidas formadas utilizando as “letras”a, b, a−1 e b−1. Por palavra reduzida, queremos
dizer que se uma palavra tem uma letra ao lado de sua inversa, as duas sa˜o canceladas.
Exemplo:
abaa−1bab = abbab,
assim, por exemplo, na˜o consideraremos a palavra abaa−1bab em F2 e sim a palavra
reduzida abbab.
Considere o produto de duas palavras como sendo a concatenac¸a˜o das mesmas. Denote e
sua unidade.
Tambe´m considere o conjunto {0, 1} com a topologia discreta e defina X = {0, 1}N =
{(x0, x1, x2, . . .) : xi ∈ {0, 1}, i ∈ N} com a topologia produto. Note que X e´ homeomorfo
ao Conjunto de Cantor (Cap´ıtulo 5, Sec¸a˜o 5 [9]). Tome
U0 = {x ∈ X : x0 = 0} e U1 = {x ∈ X : x0 = 1},
e considere
h0 : X → U0
(x0, x1, . . .)→ (0, x0, x1, . . .),
h1 : X → U1
(x0, x1, . . .)→ (1, x0, x1, . . .).
Denotando p0 a projec¸a˜o de x ∈ X na primeira coordenada, segue que p0 e´ cont´ınua.
Como U0 = p
−1
0 (0) e U1 = p
−1
0 (1) e {0} e {1} sa˜o abertos em {0, 1}, U0 e U1 sa˜o abertos
33
em X.
Assim, X e´ desconexo, ja´ que e´ a unia˜o disjunta de U0 e U1, que sa˜o abertos e fechados.
Vamos definir uma ac¸a˜o parcial de F2 no espac¸o topolo´gico X. Para isso, para cada g ∈ F2
precisamos definir abertos Ug e func¸o˜es cont´ınuas γg : Ug−1 → Ug. Comec¸amos definindo:
γe = IdX , Ue = X;
γa = h0, Ua−1 = X,Ua = U0;
γb = h1, Ub−1 = X,Ub = U1.
Para g1, g2 ∈ {a, b, a−1, b−1}, se g1=g−12 , γg1g2 = γe, Ug1g2 = U(g1g2)−1 = Ue.
Caso contra´rio,
γg1g2 = γg1 ◦ γg2 ,
U(g1g2)−1 = Ug−12 ∩ γg−12 (Ug−11 ),
Ug1g2 = Ug1 ∩ γg1(Ug2).
Para g1, g2, g3 ∈ {a, b, a−1, b−1}, caso a palavra g1g2g3 na˜o esteja em sua forma reduzida,
a definic¸a˜o sera´ trivial (ja´ que g1g2g3 = gi, i ∈ {1, 2, 3}).
Caso g1g2g3 ja´ esteja em sua forma reduzida, defina:
γg1g2g3 = γg1 ◦ γg2 ◦ γg3 ,
U(g1g2g3)−1 = Ug−13 ∩ γg−13 (U(g1g2)−1) = Ug−13 ∩ γg−13 (Ug−12 ∩ γg−12 (Ug−11 )),
Ug1g2g3 = Ug1 ∩ γg1(Ug2g3) = Ug1 ∩ γg1(Ug2 ∩ γg2(Ug3)).
Para g1, . . . , gn ∈ {a, b, a−1, b−1} o processo deve ser o mesmo. Primeiramente reduza a
palavra g1g2 . . . gn para a palavra gi1gi2 . . . gim , m ≤ n, ij ∈ {1, . . . n}. Depois defina:
γgi1gi2 ...gim = γgi1 ◦ γgi2 ◦ . . . ◦ γgim ,
U(gi1gi2 ...gim )−1 = Ug−1im
∩γg−1im (Ug−1(im−1) ∩ γg−1(im−1)(. . . (Ug−1i2 ∩ γg−1i2 (Ug−1i1 )) . . .),
Ugi1gi2 ...gim = Ugi1∩γgi1 (Ugi2 ∩ γgi2 (. . . (Ugim−1 ∩ γgim−1 (Ugim )) . . .)).
Para g, h ∈ F2, γg e´ composic¸a˜o de func¸o˜es cont´ınuas com inversas cont´ınuas, logo aquela
satisfaz estas condic¸o˜es. Da´ı tambe´m temos que γg(Uh) e´ aberto. Por consequ¨eˆncia, todos
os Ug sa˜o abertos.
Assim falta verificar que valem os 3 ı´tens da Def. 2.0.1. O primeiro e o terceiro seguem pela
nossa definic¸a˜o das func¸o˜es γg. Para o segundo, considere g = g1 . . . gm e h = h1 . . . hn duas
palavras em sua forma reduzida. Caso a palavra h−1g−1 esteja em sua forma reduzida,
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temos:
γh−1(Uh ∩ Ug−1) = γ(h2...hn)−1γh−11 (Uh1 ∩ γh1(Uh2...hn) ∩ Ug−1m ∩ γg−1m (Ug−1m−1...g−11 )) =
= γ(h2...hn)−1(Uh−11 ∩ Uh2...hn ∩ γh−11 (Ug−1m ∩ γg−1m (Ug−1m−1...g−11 ))) =
= U(h2...hn)−1 ∩ γ(h2...hn)−1(Uh−11 ∩ γh−11 (Ug−1m ∩ γg−1m (Ug−1m−1...g−11 ))) =
= Uh−1n ...h−12 h
−1
1 g
−1
m ...g
−1
2 g
−1
1
= Uh−1g−1 .
O problema acontece quando a palavra h−1g−1 na˜o esta´ em sua forma reduzida. Este
caso, deixaremos em aberto, mas sugerimos [11] (Exemplo 2.3).
Assim ({Ug}g∈F2 , {γg}g∈F2) e´ uma ac¸a˜o parcial de F2 no espac¸o topolo´gico X.
Como X e´ compacto, C0(X) = C(X). Portanto, vamos definir uma ac¸a˜o parcial de
F2 na a´lgebra C(X). Tome, para cada g ∈ F2:
Dg = C0(Ug).
As func¸o˜es αg sa˜o definidas assim:
αg : Dg−1 → Dg
f 7→ f ◦ γg−1 .
Pelo Exemplo anterior, conclu´ımos que ({Dg}g∈F2 , {αg}g∈F2) e´ uma ac¸a˜o parcial do grupo
F2 na a´lgebra C(X), a a´lgebra das func¸o˜es cont´ınuas do Conjunto de Cantor.

Observac¸a˜o 2.0.8 : Ainda no contexto do Exemplo anterior, seja g1, g2 ∈ F2 tal que
g1g2 esteja em sua forma reduzida. Denote 1gi a identidade de Dgi = C0(Ugi) isto e´, a
func¸a˜o:
1gi : X → C
x 7→ 1,∀x ∈ Ugi ,
y 7→ 0,∀y ∈ X\Ugi .
Note que
αg1(αg−11 (1g1)1g2) = (1g1)(1g2 ◦ γg−11 )
e´ a unidade de Dg1g2. De fato, Dg1g2 = C0(Ug1g2) = C0(Ug1 ∩ γg1(Ug2)). Assim, se
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x ∈ Ug1 ∩ γg1(Ug2) e y /∈ Ug1 ∩ γg1(Ug2):
(1g1)(1g2 ◦ γg−11 )(x) = (1g1(x))(1g2 ◦ γg−11 (x)) = 1,
(1g1)(1g2 ◦ γg−11 )(y) = (1g1(y))(1g2 ◦ γg−11 (y)) = 0.
Observe que se tomarmos g1 = a, g2 = a
−1, g1g2 na˜o esta´ em sua forma reduzida. E´ fa´cil
ver que αa(αa−1(1a)1a−1) = 1a, que na˜o e´ a unidade de Daa−1 = De = C(X).
Sempre que quisermos nos referir a uma ac¸a˜o parcial de grupo sobre uma a´lgebra,
usaremos o termo sistema dinaˆmico parcial :
Definic¸a˜o 2.0.9 : Um sistema dinaˆmico parcial e´ uma tripla ordenada (A,G, α), onde
α e´ uma ac¸a˜o parcial do grupo G na a´lgebra A.
Para mais detalhes a respeito das ac¸o˜es parciais de grupo, veja [10].
Vamos definir ac¸o˜es de semigrupos inversos.
Definic¸a˜o 2.0.10 : Considere uma a´lgebra A e um semigrupo inverso S com unidade e.
Diz-se que β e´ uma ac¸a˜o de S em A quando para cada s ∈ S existe um ideal Es de A e
um isomorfismo βs : Es∗ → Es, tal que Ee = A e, para cada s, t ∈ S, βs ◦ βt = βst.
Vamos ver algumas propriedades de ac¸o˜es de semigrupos inversos.
Proposic¸a˜o 2.0.11 : Seja β uma ac¸a˜o de S em A e tome s, t ∈ S. Enta˜o:
(1) βe = IdA,
(2) βs∗ = β
−1
s ,
(3) βs(Et) = βs(Et ∩ Es∗) = Est,
(4) Se f ∈ E(S), enta˜o βf = IdEf ,
(5) Est ⊆ Es.
Demonstrac¸a˜o: (1): Bem, como βe e´ um isomorfismo, βe◦βe = βe implica βe = IdDomβe .
Ja´ que Ee = A, segue que βe = IdA.
(2): Seja a ∈ Es. Como βs e´ isomorfismo, ∃b ∈ Es∗ tal que a = βs(b). Assim
βsβs∗(a) = βsβs∗βs(b) = βss∗s(b) = βs(b) = a,
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e para a˜ ∈ Es∗ , ∃b˜ ∈ Es tal que a˜ = βs∗ (˜b) e portanto
βs∗βs(a˜) = βs∗βsβs∗ (˜b) = βs∗ss∗ (˜b) = βs∗ (˜b) = a˜.
Logo βs∗ = β
−1
s .
(3): βs(Et) = βs(Et ∩ Es∗) = β−1s∗ (Et ∩ Es∗) =Dom(βt∗βs∗) =Dom(βt∗s∗) = Est.
(4): Bem, f ∗ = f implica Ef = Ef∗ e de βf ◦ βf = βf2 = βf , temos que βf = IdEf .
(5): Como β(st)∗ = βt∗βs∗ , Domβ(st)∗ ⊆ Domβs∗ , ou seja, Est ⊆ Es.

No caso em que o semigrupo inverso em questa˜o e´ S(G), temos ainda que vale:
Proposic¸a˜o 2.0.12 : Sejam r1, . . . , rn, g ∈ G e β uma ac¸a˜o de S(G) em A:
(1) E[g][h] = E[g] ∩ E[gh],
(2) Eεr1 ...εrn [g] ⊆ E[g].
Demonstrac¸a˜o:
(1): E[g][h] = E[g][g−1][g][h] = E[g][g−1][gh] = β[g](E[g−1][gh]) = β[g](β[g−1](E[gh])) = E[g] ∩ E[gh].
(2):
Eεr1 ...εrn [g] = β[r1](E[r−11 ]εr2 ...εrn [g]
) = β[r1](β[r−11 ](Eεr2 ...εrn [g])) =
= . . . = β[r1](β[r−11 ](. . . (β[rn](E[r
−1
n ][g]
))) . . .)) ⊆
⊆ β[r1](β[r−11 ](. . . (β[rn](E[r−1n g])) . . .)) =
= β[r1](β[r−11 ](. . . (β[rn−1](β[r
−1
n−1]
(E[rn][r−1n g]))) . . .)) ⊆
⊆ β[r1](β[r−11 ](. . . (β[rn−1](β[r−1n−1](E[rnr−1n g]))) . . .)) =
= β[r1](β[r−11 ](. . . (β[rn−1](β[r
−1
n−1]
(E[g]))) . . .)) = . . . =
= β[r1](β[r−11 ](E[g]) = β[r1](E[r
−1
1 ][g]
) ⊆ β[r1](E[r−11 g]) =
= E[r1][r−11 g] ⊆ E[r1r−11 g] = E[g].

Vamos enta˜o ver um exemplo de ac¸a˜o de semigrupo inverso.
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Exemplo 2.0.13 : Seja X um conjunto. Como vimos no Ex. 1.0.6, o conjunto dos
Homeomorfismos entre subconjuntos abertos de X, que denotamos PHomeo(X), e´ um
semigrupo inverso. Vamos construir uma ac¸a˜o β de PHomeo([0, 1]) em C([0, 1]).
Seja f ∈ PHomeo([0, 1]), f : A → B. Defina Ef∗ = C0(A) e Ef = C0(B). Com isso,
tome:
βf : Ef∗ → Ef
g 7→ g ◦ f−1.
E´ fa´cil ver que C0(A) e´ ideal de C([0, 1]) para qualquer aberto A ⊆ [0, 1].
Considere e = Id[0,1] a unidade de PHomeo([0, 1]). Assim, Ee = C0([0, 1]) = C([0, 1]).
βf e´ isomorfismo: Dados g, h, l ∈ C0(B):
βf (gh+ l) = (gh+ l) ◦ f−1 = (g ◦ f−1)(h ◦ f−1) + (l ◦ f−1) = βf (g)βf (h) + βf (l).
Assim βf e´ homomorfismo.
Tomando h ∈ C0(B), vemos que βf (h ◦ f) = h e ja´ que h ◦ f ∈ C0(A), segue a sobrejeti-
vidade.
A injetividade de βf e´ o´bvia, ja´ que f e´ homeomorfismo.
βf ◦ βg = βf◦g: Considere f : Af → Bf e g : Ag → Bg duas func¸o˜es de PHomeo([0, 1]).
Assim temos que f ◦ g : g−1(Af ∩Bg)→ f(Af ∩Bg). Primeiramente, precisamos mostrar
que os respectivos domı´nios sa˜o iguais. Um resultado auxiliar que precisaremos e´ o se-
guinte:
βg−1(C0(Af ∩Bg)) = C0(g−1(Af ∩Bg)):
⊆: Se h ∈ C0(Af ∩Bg), βg−1(h) = h ◦ g obviamente esta´ em C0(g−1(Af ∩Bg)).
⊇: Tomando h ∈ C0(g−1(Af ∩ Bg)), segue que h ◦ g−1 ∈ C0(Af ∩ Bg). Como h =
βg−1(h ◦ g−1), segue o resultado.
Assim podemos concluir que:
Dom(βf ◦ βg) = β−1g (C0(Af ) ∩ C0(Bg)) = β−1g (C0(Af ∩Bg)) = C0(g−1(Af ∩Bg)) =
= Dom(βf◦g).
E´ fa´cil ver que βf ◦ βg(x) = βf◦g(x), para x ∈ Dom(βf◦g).
Assim β e´ uma ac¸a˜o do semigrupo inverso PHomeo([0, 1]) na a´lgebra C([0, 1]).

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Vamos ver o primeiro resultado que relaciona as ac¸o˜es de S(G) e as ac¸o˜es parciais de
G.
Proposic¸a˜o 2.0.14 : Dada β ac¸a˜o de S(G) na a´lgebra A, defina Dg = E[g] e αg = β[g].
Enta˜o α = ({Dg}g∈G, {αg}g∈G) e´ ac¸a˜o parcial de G em A.
Demonstrac¸a˜o: Sejam g, h ∈ G. Segue da definic¸a˜o que para todo g ∈ G, Dg e´ ideal de
A e´ αg e´ isomorfismo. Vamos provar que valem os 3 ı´tens da Def. 2.0.5.
(i) De = E[e] = A.
(ii) αh−1(Dh ∩Dg−1) = β[h−1](E[h] ∩ E[g−1]) = E[h−1][g−1] ⊆ E[h−1g−1] = D(gh)−1 .
Assim, pelo item (3) da Prop. 2.0.4, αh−1(Dh ∩Dg−1) = Dh−1 ∩D(gh)−1 .
(iii) Seja x ∈ α−1h (Dh ∩Dg−1) = Dh−1 ∩D(gh)−1 = E[h−1] ∩ E[(gh)−1] :
αg ◦ αh(x) = β[g] ◦ β[h](x) = β[g][h](x) = β[g][g−1][g][h](x) = β[g][g−1][gh](x) =
= β[g]β[g−1]β[gh](x) = β[gh](x) = αgh(x).

Para fazer o resultado contra´rio, usaremos a propriedade universal de S(G) por meio
da seguinte Proposic¸a˜o:
Proposic¸a˜o 2.0.15 : Seja α = ({Dg}g∈G, {αg}g∈G) uma ac¸a˜o parcial de G em A. Assim
a func¸a˜o
f : G→ I(A)
g 7→ αg
satisfaz (i)− (iii) da Prop. 1.1.2.
Demonstrac¸a˜o: Sejam g, h ∈ G. Primeiramente, vamos provar que αg−1αgαh = αg−1αgh.
Note que seus domı´nios sa˜o iguais:
Dom(αg−1αgαh) = αh−1(Dh ∩ Dom(αg−1αg)) = αh−1(Dh ∩Dg−1) = Dh−1 ∩Dh−1g−1 ,
Dom(αg−1αgh) = αh−1g−1(Dgh ∩Dg) = Dh−1 ∩Dh−1g−1 .
E para x ∈ αh−1(Dh∩Dg−1) = Dh−1 ∩Dh−1g−1 , αgαh = αgh. Logo vale o item (i) da Prop.
1.1.2.
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No item (ii) precisamos mostrar que αgαhαh−1 = αghαh−1 . E o processo e´ o mesmo.
Comec¸amos mostrando que os respectivos domı´nios sa˜o iguais:
Dom(αgαhαh−1) = αh(Dh−1 ∩ Dom(αgαh)) = αh(Dh−1 ∩ αh−1(Dh ∩Dg−1)) =
= αh(Dh−1 ∩Dh−1g−1) = Dh ∩Dg−1 ,
Dom(αghαh−1) = αh(Dh−1 ∩Dh−1g−1) = Dh ∩Dg−1 .
Note que αh−1(Dh∩Dg−1) = Dh−1∩Dh−1g−1 , e para elementos deste conjunto, αgαh = αgh,
e vale o item (ii).
O terceiro item e´ o´bvio.

Assim obtemos um (u´nico) homomorfismo
β : S(G)→ I(A)
s 7→ βs,
tal que β([g]) = α(g), para todo g ∈ G.
Agora, para s = εs1 . . . εsn [g] = [g]εg−1s1 . . . εg−1sn temos:
βs = β[g]ε
g−1s1
...ε
g−1sn
= β[g]β[g−1s1]β[(g−1s1)−1] . . . β[(g−1sn)−1] =
= αgαg−1s1α(g−1s1)−1 . . . α(g−1sn)−1 = αgIdDg−1s1
. . . IdD
g−1s1
=
= αg|D
g−1s1
∩...∩D
g−1s1
.
Assim, conclu´ımos que Es∗ := Domβs = Dg−1 ∩Dg−1s1 ∩ . . . ∩Dg−1sn .
Como s∗ = [g−1]εs1 . . . εsn , basta fazer as mesmas contas que fizemos acima para obter
Es := Domβs∗ = Dg ∩Ds1 ∩ . . . ∩Dsn .
Vamos descobrir quem e´ o contra-domı´nio de βs. Para isso, considere:
Afirmac¸a˜o: Seja s = εs1 . . . εsn [g] = [g]εg−1s1 . . . εg−1sn, g, s1, . . . , sn ∈ G. Assim:
βs(Es∗) = αg(Dg−1 ∩Dg−1s1 ∩ . . . ∩Dg−1sn) = Dg ∩Ds1 ∩ . . . ∩Dsn .
Bem, αg(Dg−1 ∩Dg−1s1 ∩ . . . ∩Dg−1sn) ⊆ αg(Dg−1 ∩Dg−1si) = Dg ∩Dsi , ∀i. Portanto
αg(Dg−1 ∩Dg−1s1 ∩ . . . ∩Dg−1sn) ⊆ Dg ∩Ds1 ∩ . . . ∩Dsn .
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Substituindo g por g−1 e si por g
−1si nas contas acima obtemos:
αg(Dg ∩Ds1 ∩ . . . ∩Dsn) ⊆ Dg−1 ∩Dg−1s1 ∩ . . . ∩Dg−1sn .
Aplicando αg nos dois lados da equac¸a˜o conclu´ımos que:
Dg ∩Ds1 ∩ . . . ∩Dsn ⊆ αg(Dg−1 ∩Dg−1s1 ∩ . . . ∩Dg−1sn).
Logo αg(Dg−1 ∩Dg−1s1 ∩ . . . ∩Dg−1sn) = Dg ∩Ds1 ∩ . . . ∩Dsn .

Portanto βs : Es∗ → Es e´ um isomorfismo e ja´ que intersecc¸a˜o de ideais e´ um ideal e
E[e] = De = A, segue:
Proposic¸a˜o 2.0.16 : Se α e´ uma ac¸a˜o parcial do grupo G na a´lgebra A, a func¸a˜o β
obtida acima e´ uma ac¸a˜o de S(G) em A.

Observac¸a˜o 2.0.17 : Sejam r1, . . . rn ∈ G e considere r = [r1] . . . [rn] um elemento
qualquer de S(G) (note que este na˜o esta´ em sua forma canoˆnica da Prop. 1.1.6). Na˜o e´
dif´ıcil notar que βr = αr1 . . . αrn, cujo domı´nio Er∗ e´ Dr−1n ∩Dr−1n r−1n−1 ∩ . . .∩Dr−1n r−1n−1...r−11
e o contra-domı´nio Er e´ Dr1 ∩Dr1r2 ∩ . . . ∩Dr1r2...rn.
Enta˜o, se β e´ ac¸a˜o de S(G) em A, geramos uma ac¸a˜o parcial α de G em A tal que
αg = β[g] e Dg = E[g]. Aplicando o processo que acabamos de fazer em α, geramos um
u´nico homomorfismo β˜ de S(G) em I(A) tal que β˜[g] = αg e para o qual tambe´m vale
E˜[g] = Dg. Mas β satisfaz estas propriedades. Logo β = β˜.
Para uma ac¸a˜o parcial α de G em A, geramos uma ac¸a˜o β de S(G) em A. A partir
desta, constru´ımos uma ac¸a˜o parcial α˜ de G em A e α˜g = β[g] = αg. Logo α = α˜.
Assim enunciamos:
Teorema 2.0.18 : Seja G um grupo, S(G) o semigrupo universal associado e A uma
a´lgebra. Enta˜o existe uma correspondeˆncia bijetiva entre as ac¸o˜es parciais de G em A e
as ac¸o˜es de S(G) em A.

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Exemplo 2.0.19 : Vimos no Ex. 2.0.7 uma ac¸a˜o parcial ({Dg}g∈F2 , {αg}g∈F2) do grupo
F2 na a´lgebra C(X), a a´lgebra das func¸o˜es cont´ınuas do Conjunto de Cantor. Utilizando
o Teorema anterior, podemos construir uma ac¸a˜o de S(F2) em C(X).

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3 Produto Cruzado Parcial
Alge´brico
Neste cap´ıtulo, queremos relacionar o Produto Cruzado Parcial Alge´brico por uma
ac¸a˜o parcial de um grupo em uma a´lgebra, com o Produto Cruzado Parcial Alge´brico por
uma ac¸a˜o do semigrupo universal desse grupo, pela mesma a´lgebra. Para isso, utilizaremos
a bijec¸a˜o que fizemos no Cap´ıtulo 2, entre as ac¸o˜es parciais do grupo G e as ac¸o˜es de S(G).
Ate´ o final deste cap´ıtulo, A sera´ uma a´lgebra, G um grupo e S um semigrupo. Ale´m
disso, β sera´ uma ac¸a˜o de S em A. Assim, fica subentendido que β e´ um homomorfismo
que esta´ “acompanhado”, para todo s ∈ S, de ideais Es de A e isomorfismos βs : Es∗ → Es.
Primeiramente vamos ver a definic¸a˜o do produto cruzado parcial alge´brico por uma
ac¸a˜o parcial.
Sejam (A,G, α) um sistema dinaˆmico parcial. Dados g ∈ G e ag ∈ Dg, considere agδg
a func¸a˜o de G em A tal que agδg(g) = ag e agδg(h) = 0, para h 6= g.
Definic¸a˜o 3.0.1 : Seja α uma ac¸a˜o parcial do grupo G na a´lgebra A. Definimos o
produto cruzado parcial alge´brico de A por G relativo a α como:
A⋊aα G =
{
finito∑
g∈G
agδg : ag ∈ Dg
}
,
com a operac¸a˜o soma sendo termo a termo e o produto de dois “monoˆmios” sendo defi-
nidos como
(agδg)(ahδh) = αg(αg−1(ag)ah)δgh,
estendido linearmente para todo A⋊aα G.
Bem, αg−1(ag)ah ∈ Dg−1 ∩ Dh implica αg(αg−1(ag)ah) ∈ Dg ∩ Dgh. Logo o produto
esta´ bem definido.
Exemplo 3.0.2 : No Ex. 2.0.7, obtemos um sistema dinaˆmico parcial (C(X),F2, α).
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Assim podemos definir C(X)⋊aα F2.
Lembre que X = {0, 1}N, que e´ isomorfo ao Conjunto de Cantor e F2 e´ o grupo livre
gerado por a e b.
Pela definic¸a˜o de produto cruzado, segue que:
C(X)⋊aα F2 =
{
finito∑
g∈F2
fgδg : fg ∈ C(Ug)
}
.

Na˜o ha´ uma definic¸a˜o u´nica para o produto cruzado parcial alge´brico por uma ac¸a˜o
de semigrupo inverso. Na literatura, uma definic¸a˜o que se encontra e´ ana´loga a definic¸a˜o
dada acima no caso de ac¸o˜es parciais. Para nosso objetivo, que e´ apresentar um iso-
morfismo entre A ⋊aα G e A ⋊
a
β S(G), sera´ mais conveniente usar uma outra definic¸a˜o.
Assim, comec¸amos definindo um conjunto que, mais tarde, usaremos para definir o pro-
duto cruzado parcial alge´brico por uma ac¸a˜o.
Seja β uma ac¸a˜o do semigrupo inverso S na a´lgebra A. Dados s ∈ S e as ∈ Es,
considere asδs a func¸a˜o de S em A tal que asδs(s) = as e asδs(r) = 0, para r 6= s.
Definic¸a˜o 3.0.3 : Seja β uma ac¸a˜o do semigrupo inverso S na a´lgebra A. Definimos
L =
{
finito∑
s∈S
asδs : as ∈ Es
}
,
onde o produto de dois monoˆmios e´ definido
(arδr)(asδs) = βr(βr−1(ar)as)δrs,
estendido linearmente e a soma e´ definida de maneira natural.
Como βr−1(ar)as ∈ Er−1 ∩ Es implica βr(βr−1(ar)as) ∈ Ers, o produto esta´ bem
definido.
Para definirmos nosso produto cruzado parcial alge´brico por uma ac¸a˜o, vamos quo-
cientar este conjunto L por um certo ideal. A questa˜o que surge e´ que na˜o e´ muito comum
falar de ideais em ane´is na˜o associativos. E o conjunto L definido acima nem sempre e´
associativo.
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No caso do produto cruzado parcial alge´brico por uma ac¸a˜o parcial, Exel e Dokuchaev
em [2] mostraram que sob certas condic¸o˜es sobre A, A⋊aα G e´ associativo. Neste mesmo
artigo, eles apresentam um exemplo de produto cruzado por ac¸a˜o parcial que na˜o e´ as-
sociativo (Proposition 3.6). Se transformarmos a ac¸a˜o parcial desta proposic¸a˜o em uma
ac¸a˜o de semigrupo inverso (via a bijec¸a˜o do Cap´ıtulo 2), e´ fa´cil concluir que o conjunto
L do produto cruzado parcial alge´brico na˜o e´ associativo.
Aqui faremos um resultado ana´logo, ou seja, ver sob quais condic¸o˜es este conjunto L
que acabamos de definir e´ associativo. Para isso, introduzimos o conceito de multiplica-
dores em uma a´lgebra A sobre um corpo K.
Definic¸a˜o 3.0.4 : A a´lgebra de multiplicadores de uma K-a´lgebra A e´ a a´lgebra M(A)
dos pares ordenados (L,R), onde L e R sa˜o transformac¸o˜es lineares de A tal que, para a,
b ∈ A:
(i) L(ab) = L(a)b,
(ii) R(ab) = aR(b),
(iii) R(a)b = aL(b),
e para (L,R), (L′, R′) ∈M(A), α ∈ K, as operac¸o˜es sa˜o definidas como:
α(L,R) = (αL, αR),
(L,R) + (L′, R′) = (L+ L′, R +R′),
(L,R)(L′, R′) = (L ◦ L′, R′ ◦R).
Diz-se que L e´ um multiplicador a` esquerda e R um multiplicador a` direita.
Exemplo 3.0.5 : Seja A uma a´lgebra qualquer e fixe x ∈ A. Defina
L : A→ A
a 7→ xa,
R : A→ A
a 7→ ax.
Enta˜o, (L,R) ∈M(A).
Vamos provar que valem (i)− (iii) da Def. 3.0.4. Sejam a, b ∈ A:
(i) L(ab) = x(ab) = (xa)b = L(a)b,
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(ii) R(ab) = (ab)x = a(bx) = aR(b),
(iii) R(a)b = (ax)b = a(xb) = aL(b).

Nosso objetivo e´ mostrar sob quais condic¸o˜es L e´ associativo. Veremos que a veraci-
dade deste fato esta´ intimamente ligada com o conceito de (L,R)-associatividade, que e´
o seguinte:
Uma a´lgebra A e´ (L,R)-associativa quando L ◦ R′ = R′ ◦ L para quaisquer (L,R),
(L′, R′) ∈M(A).
Assim, estamos interessados em saber quando uma a´lgebra tem esta propriedade.
Uma a´lgebra A e´ dita idempotente quando qualquer elemento a ∈ A pode ser escrito como
a =
finita∑
i
bici, bi, ci ∈ A.
O pro´ximo Lema nos garante que se a a´lgebra e´ idempotente, ela e´ (L,R)-associativa.
Lema 3.0.6 : Seja A uma a´lgebra idempotente e (L,R), (L′, R′) ∈M(A). Enta˜o
L ◦R′ = R′ ◦ L.
Demonstrac¸a˜o: Seja a ∈ A. Enta˜o a =
finita∑
i
bici, bi, ci ∈ A. Como os multiplicadores
sa˜o lineares, suponha a = bc, b, c ∈ A e note que:
L(R′(a)) = L(R′(bc)) = L(bR′(c)) = L(b)R′(c) = R′(L(b)c) = R′(L(bc)) = R′(L(a)).

Observac¸a˜o 3.0.7 : Note que se a a´lgebra possui unidade ela e´ idempotente, logo e´
(L,R)-associativa.
Antes do Teorema a respeito da associatividade de L, mais um Lema:
Lema 3.0.8 : Se A e B sa˜o duas a´lgebras, (L,R) ∈ M(A) e pi : A→ B e´ isomorfismo,
enta˜o (pi ◦ L ◦ pi−1, pi ◦R ◦ pi−1) ∈M(B).
Demonstrac¸a˜o: Sejam b1 e b2 ∈ B. Enta˜o b1 = pi(a1) e b2 = pi(a2), para a1 e a2 ∈ A.
Assim, vamos provar os 3 ı´tens da Def. 3.0.4:
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(i) pi ◦ L ◦ pi−1(b1b2) = pi ◦ L(a1a2) = pi(L(a1)a2) = pi(L(a1))b2 = (pi ◦ L ◦ pi−1(b1))b2,
(ii) pi ◦R ◦ pi−1(b1b2) = pi ◦R(a1a2) = pi(a1R(a2)) = b1(pi ◦R ◦ pi−1(b2)),
(iii)
(pi ◦R ◦ pi−1(b1))b2 = (pi ◦R(a1))pi(a2) = pi(R(a1)a2) = pi(a1L(a2)) =
= pi(pi−1(b1)L(a2)) = b1(pi ◦ L ◦ pi−1(b2)).

Teorema 3.0.9 : Seja β uma ac¸a˜o do semigrupo inverso S na a´lgebra A. Se os ideais
Es sa˜o idempotentes, a operac¸a˜o de multiplicac¸a˜o do conjunto L definido na Def. 3.0.3 e´
associativa.
Demonstrac¸a˜o: Bem, primeiramente note que ideais de uma a´lgebra sa˜o, em particular,
a´lgebras. Assim, poderemos aplicar o Lema 3.0.6 nos Es.
Sejam r, s e t ∈ S e ar ∈ Er, as ∈ Es e at ∈ Et. Nosso objetivo e´ mostrar que:
arδr(asδsatδt) = (arδrasδs)atδt,
ou seja, fazendo as multiplicac¸o˜es;
βr(βr∗(ar)βs(βs∗(as)at))δrst = βrs(βs∗r∗(βr(βr∗(ar)as))at)δrst.
Vamos analisar o lado direito da igualdade:
βrs(βs∗r∗(βr(βr∗(ar)as))at)δrst = βrs(βs∗(βr∗(βr(βr∗(ar)as)))at)δrst =
= βrs(βs∗(βr∗(ar)as)at)δrst =
= βr(βs(βs∗(βr∗(ar)as)at))δrst.
Assim, “esquecendo” os δrst, precisamos mostrar que
βr(βr∗(ar)βs(βs∗(as)at)) = βr(βs(βs∗(βr∗(ar)as)at)).
Aplicando βr∗ nos dois lados da igualdade, pela esquerda, obtemos:
βr∗(βr(βr∗(ar)βs(βs∗(as)at))) = βr∗(βr(βs(βs∗(βr∗(ar)as)at))),
que e´ equivalente a
βr∗(ar)βs(βs∗(as)at) = βs(βs∗(βr∗(ar)as)at).
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Como βr∗ : Er → Er∗ e´ isomorfismo, se variarmos ar, βr∗(ar) percorre todo Er∗ . Assim,
nosso teorema vale se provarmos que
aβs(βs∗(as)at) = βs(βs∗(aas)at), ∀a ∈ Er∗ , as ∈ Es, at ∈ Et.
Denotando Rat : Es∗ → Es∗ o operador linear multiplicador a direita por at e La : Es → Es
o operador linear multiplicador a esquerda por a, a u´ltima equac¸a˜o pode ser reescrita como
La ◦ βs ◦Rat ◦ βs∗(as) = βs ◦Rat ◦ βs∗ ◦ La(as), ∀a ∈ Er∗ , as ∈ Es, at ∈ Et.
Pelo Ex. 3.0.5, La e´ um multiplicador a` esquerda de Es e Rat e´ um multiplicador a` direita
de Es∗ .
Como os βs sa˜o isomorfismos, Lema 3.0.8 garante que βs◦Rat◦βs∗ e´ multiplicador a` direita
de Es e como este e´ idempotente, Lema 3.0.6 implica na validade da u´ltima igualdade.
Logo, L e´ associativo.

Assim, a partir de agora, vamos supoˆr que os ideais Es de A, relacionados com a
nossa ac¸a˜o β de S em A sa˜o idempotentes. Enta˜o, definimos o produto cruzado parcial
alge´brico por uma ac¸a˜o como segue.
Definic¸a˜o 3.0.10 : Seja β uma ac¸a˜o do semigrupo inverso S na a´lgebra A, de tal ma-
neira que os Es sejam idempotentes. Considere N = 〈aδr − aδt : a ∈ Er, r ≤ t〉, ou seja,
o ideal de L gerado pelos elementos da forma aδr − aδt com a ∈ Er e r ≤ t. Definimos o
produto cruzado parcial alge´brico de A por S relativo a β como
A⋊aβ S =
L
N
.
Note que se r ≤ t, r = ti, i idempotente. Por (5) Prop. 2.0.11 Er ⊆ Et e podemos
falar em aδt.
Como A ⋊aβ S e´ um quociente de L, denotaremos seus elementos como classes de
elementos de L, por exemplo, asδs.
Exemplo 3.0.11 : No Ex. 2.0.19 obtemos uma ac¸a˜o β. Consequ¨entemente podemos
construir o Produto Cruzado Parcial Alge´brico associado.

48
Um resultado imprescind´ıvel que usaremos para definir o isomorfismo entre o produto
cruzado parcial alge´brico por uma ac¸a˜o de semigrupo inverso e o por uma ac¸a˜o parcial e´
o seguinte:
Lema 3.0.12 : Seja β ac¸a˜o de S em A. Para r1, . . . , rn, g, h ∈ G, valem as seguintes
igualdades em A⋊aβ S:
(1) aδ[g][h] = aδ[gh], para a ∈ E[g][h],
(2) aδεr1 ...εrn [g] = aδ[g], para a ∈ Eεr1 ...εrn [g].
Demonstrac¸a˜o: (1): Pela Prop. 2.0.12, (1), E[g][h] ⊆ E[gh], assim faz sentido falarmos
em aδ[gh]. Agora, [g][h] = [g][h][h
−1][h] = [gh][h−1][h]. Como [h−1][h] e´ idempotente,
[g][h] ≤ [gh]. Portanto aδ[g][h] − aδ[gh] ∈ N .
(2): Tambe´m pela Prop. 2.0.12, (2), Eεr1 ...εrn [g] ⊆ E[g] e podemos falar em aδ[g]. Ja´
que εr1 . . . εrn [g] = [g]εg−1r1 . . . εg−1rn e εg−1r1 . . . εg−1rn e´ idempotente, εr1 . . . εrn [g] ≤ [g].
Enta˜o aδεr1 ...εrn [g] − aδ[g] ∈ N .

Note que este resultado vale pois tomamos o quociente do conjunto L pelo ideal N .
Essa e´ a principal justificativa para definirmos o produto cruzado dessa maneira.
Agora podemos enunciar:
Teorema 3.0.13 : Seja (A,G, α) um sistema dinaˆmico parcial. Considere S(G) e β a
ac¸a˜o de S(G) em A relacionada com α pelo Teo. 2.0.18. Enta˜o A⋊aα G
∼= A⋊aβ S(G).
Demonstrac¸a˜o: Defina
ϕ : A⋊aα G→ A⋊aβ S(G)
aδg 7→ aδ[g], estendida linearmente na soma.
Vamos provar que ϕ e´ um isomorfismo:
Bem definida: a ∈ Dg = E[g].
Homomorfismo: Por definic¸a˜o, ϕ separa soma. Usando o Lema anterior, vamos ver que ϕ
tambe´m separa o produto:
ϕ(aδg)ϕ(bδh) = (aδ[g])(bδ[h]) = β[g](β[g−1](a)b)δ[g][h] = β[g](β[g−1](a)b)δ[gh],
ϕ((aδg)(bδh)) = ϕ(αg(αg−1(a)b)δgh) = αg(αg−1(a)b)δ[gh] = β[g](β[g−1](a)b)δ[gh].
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Bijetora: Vamos apresentar uma inversa para ϕ. Defina
ψ : L→ A⋊aα G
aδs 7→ aδγ(s), estendida linearmente na soma,
onde γ e´ o homomorfismo definido nos para´grafos seguintes a Prop. 1.1.5.
Note que para t = εt1 . . . εtn [g] ∈ S(G), como t∗ = [g−1]εt1 . . . εtn :
γ(t∗) = g−1 = γ(t)−1.
Logo:
αγ(t)−1 = αg−1 = αγ(t∗).
ψ e´ homomorfismo: Por definic¸a˜o separa soma. Tambe´m separa produto:
ψ(aδr)ψ(bδs) = (aδγ(r))(bδγ(s)) = αγ(r)(αγ(r)−1(a)b)δγ(r)γ(s) = αγ(r)(αγ(r)−1(a)b)δγ(rs),
ψ((aδr)(bδs)) = ψ(βr(βr∗(a)b)δrs) = βr(βr∗(a)b)δγ(rs) = αγ(r)(αγ(r∗)(a)b)δγ(rs).
ψ se anula em N : Como ψ e´ homomorfismo, basta provarmos que ψ zera nos geradores
de N . Seja aδf − aδi ∈ N com f ≤ i em S(G). Assim, pelo Ex. 1.1.11, γ(f) = γ(i).
Portanto:
ψ(aδf − aδi) = ψ(aδf)− ψ(aδi) = aδγ(f) − aδγ(i) = 0
Assim podemos estendeˆ-la para
ψ˜ : A⋊aβ S(G)→ A⋊aα G
aδs 7→ aδγ(s), estendida linearmente.
Para t = εt1 . . . εtn [g] ∈ S(G), [γ(t)] = [g] e, portanto, pelo Lema 3.0.12, (2), aδ[γ(t)] =
aδ[g] = aδt.
ϕ ◦ ψ˜ = IdA⋊a
β
S(G): ϕ ◦ ψ˜(aδs) = ϕ(aδγ(s)) = aδ[γ(s)] = aδs.
ψ˜ ◦ ϕ = IdA⋊aαG: ψ˜ ◦ ϕ(aδg) = ψ˜(aδ[g]) = aδγ([g]) = aδg.
Portanto ψ˜ e´ inversa de ϕ e ϕ e´ bijec¸a˜o.

Como este Teorema e´ va´lido, os Produtos Cruzados Parciais Alge´bricos que definimos
nos Exemplos 3.0.2 e 3.0.11 sa˜o isomorfos.
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4 Ac¸o˜es de Semigrupos Inversos
em uma C∗-A´lgebra
Nos pro´ximos 2 cap´ıtulos, tentaremos transportar os resultados obtidos nos Cap´ıtulos
2 e 3 para o caso C∗-alge´brico. Assim, a partir de agora, A sera´ uma C∗-a´lgebra unital,
G um grupo com unidade e e S um semigrupo inverso com unidade e.
Uma ac¸a˜o parcial de um grupo G numa C∗-a´lgebra e´ uma ac¸a˜o parcial tal que Dg e´
um ideal fechado e αg e´ um ∗-isomorfismo. Ou seja:
Definic¸a˜o 4.0.1 : Uma ac¸a˜o parcial de um grupo G numa C∗-a´lgebra A e´ um par
ordenado ({Dg}g∈G{αg}g∈G), onde para todo g ∈ G, Dg e´ um ideal fechado de A e
αg : Dg−1 → Dg e´ um ∗-isomorfismo, satisfazendo, para todo g, h ∈ G:
(i) De = A,
(ii) αh−1(Dh ∩Dg−1) = Dh−1 ∩D(gh)−1,
(iii) αg(αh(x)) = αgh(x), ∀x ∈ Dh−1 ∩D(gh)−1.
Exemplo 4.0.2 : Vamos estender o Exemplo 2.0.7.
Enta˜o o que queremos e´ construir uma ac¸a˜o parcial de F2 na C
∗-a´lgebra C(X), a a´lgebra
das func¸o˜es cont´ınuas do Conjunto de Cantor.
Em C(X) a norma usual e´ a norma do sup, isto e´, para f ∈ C(X)
‖f‖ = sup{|f(x)| : x ∈ X},
e assim C(X) esta´ equipado com a topologia da convergeˆncia uniforme.
Definimos, para cada g ∈ F2, Dg = C0(Ug), onde Ug era um aberto de X. Sabemos que
se uma sequ¨eˆncia de func¸o˜es de C0(Ug) converge uniformemente para uma certa func¸a˜o
f , esta f pertence a C0(Ug). Logo os Dg sa˜o fechados.
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Tome g ∈ F2 e f ∈ Dg. Denote f a func¸a˜o que leva o elemento x no complexo f(x).
Vamos mostrar que αg preserva ∗:
αg(f
∗) = αg(f) = f ◦ γg−1 = f ◦ γg−1 = αg(f)∗.
Assim, conclu´ımos que ({Dg}g∈F2 , {αg}g∈F2) e´ uma ac¸a˜o parcial do grupo F2 na C∗-a´lgebra
C(X).

Definic¸a˜o 4.0.3 : Um C∗-sistema dinaˆmico parcial e´ uma tripla ordenada (A,G, α),
onde α e´ uma ac¸a˜o parcial do grupo G na C∗-a´lgebra A.
Vamos definir uma ac¸a˜o de semigrupo inverso sobre uma C∗-a´lgebra.
Definic¸a˜o 4.0.4 : Dada uma C∗-a´lgebra A e um semigrupo inverso S com unidade e,
diz-se que β e´ uma ac¸a˜o de S em A quando para cada s ∈ S existe um ideal fechado Es de
A e um ∗-isomorfismo βs : Es∗ → Es tal que Ee = A e, para cada s, t ∈ S, βs ◦ βt = βst.
Se β e´ ac¸a˜o de S(G) na C∗-a´lgebra A, esta tambe´m sera´ uma ac¸a˜o de S(G) em A
no contexto puramente alge´brico, ou seja, considerando A apenas como uma a´lgebra.
Por isso teremos va´rios resultados a seguir que sa˜o va´lidos. Comecemos com resultados
ana´logos a`s Prop. 2.0.11.
Seja β uma ac¸a˜o do semigrupo inverso S na C∗-a´lgebra A e tome s, t ∈ S. Enta˜o:
(1) βe = IdA,
(2) βs∗ = β
−1
s ,
(3) βs(Et) = βs(Et ∩ Es∗) = Est,
(4) Se f ∈ E(S), enta˜o βf = IdEf ,
(5) Est ⊆ Es.
Exemplo 4.0.5 : Continuando o Exemplo 2.0.13.
Seja f : A → B. Constru´ımos uma ac¸a˜o β de PHomeo([0, 1]) em C([0, 1]) tal que
Ef∗ = C0(A), Ef = C0(B) e βf (g) = g ◦ f−1, para g ∈ Ef∗ . Analogamente ao que fizemos
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no Ex. 4.0.2, para A subconjunto aberto de [0, 1], C0(A) e´ fechado. Tambe´m e´ fa´cil ver
que para f ∈ PHomeo([0, 1]), βf preserva ∗. Logo β e´ uma ac¸a˜o do semigrupo inverso
PHomeo([0, 1]) na C∗-a´lgebra C([0, 1]).

Seja β uma ac¸a˜o de S(G) na C∗-a´lgebra A. Definindo α = ({Dg}g∈G, {αg}g∈G), Prop.
2.0.14 nos garante que esta sera´ uma ac¸a˜o parcial de G na a´lgebra A. Para α ser uma
ac¸a˜o parcial de G na C∗-a´lgebra A, falta Dg ser fechado em A e αg ser invariante por
∗.
Mas Dg = E[g] que e´ um ideal fechado de A e αg = β[g] que e´ invariante por
∗. Logo,
podemos enunciar:
Proposic¸a˜o 4.0.6 : Dada β ac¸a˜o de S(G) na C∗-a´lgebra A, defina Dg = E[g] e αg = β[g].
Enta˜o α = ({Dg}g∈G, {αg}g∈G) e´ ac¸a˜o parcial de G em A.

Por outro lado, dada uma ac¸a˜o parcial de G em A, conseguimos obter uma ac¸a˜o de
S(G) em A. Para isso, precisamos fazer um trabalho parecido ao que fizemos no Cap. 2.
Utilizando a Prop. 2.0.15, constru´ımos uma ac¸a˜o de S(G) na a´lgebra A. Mas os ideais Es
eram intersecc¸o˜es dos ideais Dg. Como estes sa˜o ideais fechados, Es tambe´m o e´. Tambe´m
vimos que βs era uma restric¸a˜o de um αg. Como este preserva
∗, βs e´ um ∗-isomorfismo.
Proposic¸a˜o 4.0.7 : Dada uma ac¸a˜o parcial α do grupo G na C∗-a´lgebra A, podemos
construir uma ac¸a˜o β entre S(G) e A.

Portanto, como no Teorema 2.0.18, segue que:
Teorema 4.0.8 : Existe uma correspondeˆncia bijetiva entre as ac¸o˜es parciais do grupo
G na C∗-a´lgebra A e as ac¸o˜es de S(G) em A.

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5 Produto Cruzado Parcial
Seja A uma C∗-a´lgebra unital. Vamos definir o Produto Cruzado Parcial do grupo G
(com unidade e) por A com respeito a ac¸a˜o parcial α.
Para g ∈ G e ag ∈ Dg, defina em A⋊aα G a seguinte operac¸a˜o ∗:
(agδg)
∗ = αg−1(a
∗
g)δg−1 , estendida linearmente:(
finito∑
g∈G
agδg
)∗
=
finito∑
g∈G
(agδg)
∗.
Proposic¸a˜o 5.0.1 : (A⋊aα G,
∗ ) e´ ∗-a´lgebra.
Demonstrac¸a˜o: E´ fa´cil ver que (A⋊aα G,
∗ ) e´ uma a´lgebra. Assim vamos mostrar que ∗
satisfaz as seguintes propriedades para g, h ∈ G:
(agδg + ahδh)
∗ = (agδg)
∗ + (ahδh)
∗,
((agδg)(ahδh))
∗ = (ahδh)
∗(agδg)
∗,
((agδg)
∗)∗ = agδg.
Por definic¸a˜o (agδg + ahδh)
∗ = (agδg)
∗ + (ahδh)
∗.
((agδg)(ahδh))
∗ = (αg(αg−1(ag)ah)δgh)
∗ = αh−1g−1(αg(αg−1(ag)ah)
∗)δh−1g−1 =
= αh−1(a
∗
hαg−1(a
∗
g))δh−1g−1 ,
(ahδh)
∗(agδg)
∗ = (αh−1(a
∗
h)δh−1)(αg−1(a
∗
g)δg−1) = αh−1(αh(αh−1(a
∗
h))αg−1(a
∗
g))δh−1g−1 =
= αh−1(a
∗
hαg−1(a
∗
g))δh−1g−1 ,
e vale a segunda igualdade. Por u´ltimo,
((agδg)
∗)∗ = (αg−1(a
∗
g)δg−1)
∗ = αg(αg−1(a
∗
g)
∗)δg = αg(αg−1(ag))δg = agδg.
Assim, (A⋊aα G,
∗ ) e´ ∗-a´lgebra.

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Para definirmos os produtos cruzados parciais, usaremos um processo de construc¸a˜o
de C∗-a´lgebras chamado C∗-a´lgebra envolvente.
Definic¸a˜o 5.0.2 : Seja B uma ∗-a´lgebra de Banach. Uma C∗-a´lgebra envolvente de B
e´ um par (A, pi), onde A e´ uma C∗-a´lgebra e pi : B → A e´ um ∗-homomorfismo com a
seguinte propriedade:
Para qualquer C∗-a´lgebra A1 e qualquer ∗-homomorfismo φ : B → A1 existe um u´nico
∗-homomorfismo φ˜ : A→ A1 tal que o diagrama abaixo comuta.
Mesmo que a C∗-a´lgebra envolvente seja um par consistindo de uma C∗-a´lgebra e um
∗-homomorfismo, estaremos interessados apenas na C∗-a´lgebra. Dada qualquer ∗-a´lgebra
de BanachB, existe e e´ u´nica (a menos de isomorfismo) a C∗-a´lgebra envolvente deB. Esta
e´ constru´ıda tomando o completamento de B/kerρs com relac¸a˜o a ρs(x) = sup{‖ρ(x)‖ :
ρ e´ representac¸a˜o de B} (para mais detalhes a respeito de C∗-a´lgebras envolventes, veja
[1], em particular Teo. 6.1.10).
Denotaremos a C∗-a´lgebra envolvente como C∗e (B), onde B e´ uma ∗-a´lgebra de Banach
(ou qualquer outro conjunto que permita esta construc¸a˜o).
Definic¸a˜o 5.0.3 : Uma representac¸a˜o de uma ∗-a´lgebra, e´ um ∗-homomorfismo pi : A→
B(H), onde H e´ um espac¸o de Hilbert.
Em uma ∗-a´lgebra de Banach, as representac¸o˜es sa˜o contrativas e a construc¸a˜o da
C∗-a´lgebra envolvente esta´ bem definida.
No nosso caso, temos que A ⋊aα G e´ apenas uma ∗-a´lgebra. Considerando ‖.‖ uma
norma em A, defina a seguinte func¸a˜o real ‖.‖1 em A⋊aα G:∥∥∥∥∥
finito∑
g∈G
agδg
∥∥∥∥∥
1
=
finito∑
g∈G
‖ag‖.
Como a soma do lado direito da igualdade acima e´ finita, a definic¸a˜o faz sentido.
Na˜o e´ dif´ıcil provar que ‖.‖1 e´ uma norma.
55
Assim, temos uma ∗-a´lgebra normada, A ⋊aα G. Precisamos garantir que as repre-
sentac¸o˜es de A ⋊aα G sa˜o contrativas, ja´ que queremos tomar a C
∗-a´lgebra envolvente
daquela ∗-a´lgebra. Para isso, considere pi uma representac¸a˜o de A ⋊aα G. Note que para
ag ∈ Dg:
‖pi(agδg)‖2 = ‖pi(agδg)∗pi(agδg)‖ = ‖pi((agδg)∗(agδg))‖ = ‖pi(αg−1(a∗gag)δe)‖.
Mas αg−1(a
∗
gag)δe ∈ Aδe, que e´ uma C∗-a´lgebra (isomorfa a A). Assim, pi e´ contrativa em
Aδe. Com isso:
‖pi(agδg)‖2 = ‖pi(αg−1(a∗gag)δe)‖ ≤ ‖αg−1(a∗gag)δe‖ = ‖αg−1(a∗gag)‖ = ‖a∗gag‖ = ‖ag‖2.
Portanto segue que pi e´ contrativa:∥∥∥∥∥pi
(
finito∑
g∈G
agδg
)∥∥∥∥∥ ≤
finito∑
g∈G
‖pi(agδg)‖ ≤
finito∑
g∈G
‖ag‖ =
∥∥∥∥∥
finito∑
g∈G
agδg
∥∥∥∥∥
1
.
Enta˜o, podemos definir:
Definic¸a˜o 5.0.4 : O Produto Cruzado Parcial do grupo G pela C∗-algebra A relativo a
ac¸a˜o parcial α, denotado A⋊αG, e´ a C
∗-a´lgebra envolvente da ∗-a´lgebra A⋊aαG, ou seja,
A⋊α G = C
∗
e (A⋊
a
α G).
Ja´ que o processo de tomar a C∗-a´lgebra envolvente de uma ∗-a´lgebra envolve um
certo quociente, denotaremos os elementos do produto cruzado parcial como classes dos
elementos do produto cruzado parcial alge´brico, por exemplo, agδg.
Exemplo 5.0.5 : Vamos calcular o Produto Cruzado Parcial da ac¸a˜o do Exemplo 4.0.2.
Bem, lembrando que X = {0, 1}N, que e´ isomorfo ao Conjunto de Cantor e F2 e´ o grupo
livre gerado por a, b, no Exemplo 3.0.2 calculamos o Produto Cruzado Parcial Alge´brico
C(X)⋊aα F2 =
{
finito∑
g∈F2
fgδg : fg ∈ C(Ug)
}
.
Assim, basta apenas tomar a C∗-a´lgebra envolvente da ∗-a´lgebra acima, ou seja:
C(X)⋊α F2 = C
∗
e
({
finito∑
g∈F2
fgδg : fg ∈ C(Ug)
})
.
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Para na˜o ficarmos apenas com essa descric¸a˜o abstrata, vamos fazer uma espe´cie de guia
para concluirmos que esta C∗-a´lgebra e´ a A´lgebra de Cuntz de ordem 2.
A A´lgebra de Cuntz de ordem 2, denotada O2, e´ a a´lgebra universal gerada por duas
isometrias S0, S1 num Espac¸o de Hilbert H de dimensa˜o infinita (na verdade esse espac¸o
e´ u´nico, assim poder´ıamos ter colocado “...isometrias S0, S1 no Espac¸o...”) que satisfazem:
S0S
∗
0 + S1S
∗
1 = IH ,
onde IH e´ a identidade em H.
Temos que X e´ a unia˜o disjunta dos conjuntos U0 = {(0, x1, x2, . . .) : xi ∈ {0, 1}} e
U1 = {(1, x1, x2, . . .) : xi ∈ {0, 1}}. Assim, as func¸o˜es caracter´ıstica 1U0 e 1U1 sa˜o tais que
1U0 + 1U1 = 1X , 1X a func¸a˜o que leva todo elemento de X em 1 ∈ C. Logo fica evidente
que se queremos construir um isomorfismo entre C(X)⋊α F2 e O2, este deve satisfazer:
1U0 7→ S0S∗0 ,
1U1 7→ S1S∗1 ,
ja´ que assim,
1X = 1U0 + 1U1 7→ S0S∗0 + S1S∗1 = IH .
Agora note que 1U0 e 1U1 sa˜o duas projec¸o˜es ortogonais. Assim e´ fa´cil ver que
C∗(1U0 , 1U1) =span{1U0 , 1U1} . Ale´m disso, ja´ que um elemento a1U0 + b1U1 dessa C∗-
a´lgebra e´ definido pelo par de complexos (a, b), span{1U0 , 1U1} = C2.
Com isso, defina o ∗-homomorfismo unital:
φ1 : span{1U0 , 1U1} → O2
1U0 7→ S0S∗0
1U1 7→ S1S∗1 , estendido linearmente.
Analogamente, temos que X e´ a unia˜o disjunta dos 4 subconjuntos abaixo:
U00 = {(0, 0, x1, x2, . . .) : xi ∈ {0, 1}},
U01 = {(0, 1, x1, x2, . . .) : xi ∈ {0, 1}},
U10 = {(1, 0, x1, x2, . . .) : xi ∈ {0, 1}},
U11 = {(1, 1, x1, x2, . . .) : xi ∈ {0, 1}}.
Note que 1U00 +1U01 = 1U0 e, assim, devemos encontrar duas projec¸o˜es p0 e p1 em O2 cuja
soma resulte em S0S
∗
0 , para que assim:
1U0 = 1U00 + 1U01 7→ p0 + p1 = S0S∗0 .
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Ja´ que S0S
∗
0 + S1S
∗
1 , segue que
S0S0S
∗
0S
∗
0 + S0S1S
∗
1S
∗
0 = S0S
∗
0 ,
e analogamente
S1S0S
∗
0S
∗
1 + S1S1S
∗
1S
∗
1 = S1S
∗
1 .
Como S∗0S0 = S
∗
1S1 = IH , facilmente mostra-se que S0S0S
∗
0S
∗
0 , S0S1S
∗
1S
∗
0 , S1S0S
∗
0S
∗
1 e
S1S1S
∗
1S
∗
1 sa˜o projec¸o˜es. Assim devemos ter:
1U00 7→ S0S0S∗0S∗0 ,
1U01 7→ S0S1S∗1S∗0 ,
1U10 7→ S1S0S∗0S∗1 ,
1U11 7→ S1S1S∗1S∗1 .
Logo defina o ∗-homomorfismo unital:
φ2 : span{1U00 , 1U01 , 1U10 , 1U11} → O2
1U00 7→ S0S0S∗0S∗0 ,
1U01 7→ S0S1S∗1S∗0 ,
1U10 7→ S1S0S∗0S∗1 ,
1U11 7→ S1S1S∗1S∗1 , estendido linearmente.
Prosseguindo assim, vemos que existe um ∗-homomorfismo unital φ1 de C∗(1U0 , 1U1) em
O2, ∗-homomorfismo unital φ2 de C∗(1U00 , 1U01 , 1U10 , 1U11) em O2, ∗-homomorfismo unital
φ3 de C
∗(1U000 , 1U001 , 1U010 , 1U100 , 1U011 , 1U101 , 1U110 , 1U111) em O2 e assim por diante.
Note que da maneira com que constru´ımos esses homomorfismos, e´ fa´cil ver que
φn|Domφn−1 = φn−1.
Considere a a´lgebra
A = C∗(1U0 , 1U1) ∪ C∗(1U00 , 1U01 , 1U10 , 1U11) ∪ . . .
Afirmac¸a˜o: A = C(X).
Bem, X e´ compacto e Hausdorff e A e´ uma C∗-a´lgebra unital. Agora sejam x = (x1, x2, . . .)
e y = (y1, y2, . . .) pontos distintos de X (note que xj, yk ∈ {0, 1}). Assim, existe algum
i ∈ N tal que xi 6= yi. Considerando 1Ux1...xi (a func¸a˜o caracter´ıstica de Ux1...xi), temos
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que:
1Ux1...xi (x) = 1,
1Ux1...xi (y) = 0.
Como 1Ux1...xi ∈ A, segue que A separa pontos de X. Logo, aplicando o Teorema de
Stone-Weierstrass (Teorema A.6.9 (b) [14]), segue que A = C(X).

Mais um resultado que precisaremos e´ o seguinte:
Afirmac¸a˜o: Sejam A e B C∗-a´lgebras e considere a sequ¨eˆncia de C∗-a´lgebras
A1 ⊆ A2 ⊆ . . . ⊆ An ⊆ . . . A,
tal que ∪An = A. Suponha que para cada n exista ∗-homomorfismo unital ϕn : An → B
tal que ϕn|An−1 = ϕn−1. Enta˜o existe ∗-homomorfismo ϕ : A→ B.
Defina ϕ˜ : ∪An → B, de tal maneira que dado a ∈ ∪An, como a ∈ Ai para algum i,
ϕ˜(a) = ϕi(a) (da´ı segue que ϕ˜ e´ ∗-homomorfismo).
ϕ esta´ bem definida: Suponha a ∈ Ai e a ∈ Aj, i ≤ j. Como ϕn|An−1 = ϕn−1, ϕj(a) =
ϕi(a).
ϕ e´ cont´ınua: Para a ∈ ∪An, como a ∈ Ai, para algum i, temos:
‖ϕ(a)‖ = ‖ϕi(a)‖ ≤ ‖a‖,
a desigualdade segue do fato que ϕi e´ ∗-homomorfismo unital entre C∗-a´lgebras, logo
contrativo (Lema 3.4.2 (b) [14]).
Assim, podemos estender ϕ˜ para o ∗-homomorfismo ϕ : A→ B.

Portanto, com essas duas afirmac¸o˜es, conclu´ımos que ha´ um ∗-homomorfismo unital entre
C(X) e O2. Mas note que C(X) e´ isomorfo a` co´pia de C(X)δe em C(X) ⋊α F2 (veja
Obs. B.2.20 em [10]). Assim, segue que existe ∗-homomorfismo unital φe entre a co´pia de
C(X)δe em C(X)⋊α F2 e O2.
Agora seja f = f1f2 . . . fn um elemento, em sua forma reduzida, de F2. Tome fδf , onde
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f ∈ Df . Defina:
φ˜ : C(X)⋊aα F2 → O2
fδf 7→ φe(fδe)Sf˜1 . . . Sf˜n , estendida linearmente na soma,
onde f˜i = 0 se fi = a e f˜i = 1 se fi = b. No caso de fi = a
−1, S
f˜i
= S∗0 e se fi = b
−1
temos S
f˜i
= S∗1 .
Na˜o mostraremos aqui e e´ bem trabalhoso mostrar que a func¸a˜o φ˜ e´ um ∗-homomorfismo.
A ide´ia seria tomar fδe como uma combinac¸a˜o de elementos do tipo 1f˜δf˜ (que vale pelas
Afirmac¸o˜es que fizemos), onde 1
f˜
∈ D
f˜
= C0(Uf˜ ) e´ a func¸a˜o caracter´ıstica de Uf˜ , com
U
f˜
⊆ Uf . Assim a palavra f˜ tem que comec¸ar com a palavra f , ou seja, f˜ = ff˜1f˜2 . . . f˜k.
Usando o fato de que φe e´ um ∗-homomorfismo, o resultado segue. Para a demonstrac¸a˜o
deste e dos demais fatos que envolvem este exemplo, veja [5] (sec¸a˜o 7).
Pela Propriedade Universal das C∗-a´lgebras envolventes, segue que existe um ∗-homomor-
fismo φ : C(X)⋊α F2 → O2 tal que:
φ(fδf ) = φ˜(fδf ).
Por outro lado, temos que Da = C0(U0) e Db = C0(U1). Assim denote 1a a unidade de Da,
que e´ a func¸a˜o caracter´ıstica de U0 e 1b a unidade de Db. Considere a seguinte aplicac¸a˜o:
ψ˜ : {S0, S1} → C(X)⋊α F2
S0 7→ 1aδa
S1 7→ 1bδb.
Note que:
ψ˜(S0)ψ˜(S0)
∗ + ψ˜(S1)ψ˜(S1)
∗ = (1aδa)(1aδa)
∗ + (1bδb)(1bδb)
∗ =
= (1aδa)(αa−1(1a)δa−1) + (1bδb)(αb−1(1b)δb−1) =
= (αa(αa−1(1a)αa−1(1a))δe) + (αb(αb−1(1b)αb−1(1b))δe) =
= 1aδe + 1bδe,
e como X e´ a unia˜o disjunta de U0 e U1, segue que
1aδe + 1bδe = 1Xδe,
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que e´ a unidade de C(X)⋊α F2. Pela Propriedade Universal de O2 (para mais detalhes,
veja [10]), existira´ ∗-homomorfismo ψ : O2 → C(X)⋊α F2 tal que:
ψ(S0) = ψ˜(S0) = 1aδa,
ψ(S1) = ψ˜(S1) = 1bδb.
Portanto basta mostrarmos que φ e ψ sa˜o inversas uma da outra.
φ ◦ ψ = IdO2 : Como estas func¸o˜es sa˜o ∗-homomorfismos, e´ suficiente provarmos o resul-
tado nos geradores de O2:
φ ◦ ψ(S0) = φ(1aδa) = φ˜(1aδa) = φe(1U0)S0 = S0S∗0S0 = S0,
φ ◦ ψ(S1) = φ(1bδb) = φ˜(1bδb) = φe(1U1)S1 = S1S∗1S1 = S1.
ψ ◦ φ = IdC(X)⋊αF2 : Seja f = f1 . . . fn um elemento de F2 em sua forma reduzida e f ∈ Df .
Vimos na Obs. 2.0.8, que αf1(αf−11 (1f1)1f2) e´ a unidade de Df1f2 . Assim:
(1f1δf1)(1f2δf2) . . . (1fnδfn) = (αf1(αf−11 (1f1)1f2)δf1f2)(1f3δf3) . . . (1fnδfn) =
= (1f1f2δf1f2)(1f3δf3) . . . (1fnδfn) =
= (αf1f2(αf−12 f
−1
1
(1f1f2)1f3)δf1f2f3)(1f4δf4) . . . (1fnδfn) =
= (1f1f2f3δf1f2f3)(1f4δf4) . . . (1fnδfn) = . . . =
= (1f1f2...fnδf1f2...fn) = (1fδf ).
Agora tome g ∈ F2 e considere o elemento 1gδe ∈ C(X)δe, onde 1g e´ a unidade de
Dg ⊆ C(X). Como φe(1gδe) = Sg˜1 . . . Sg˜nS∗g˜n . . . S∗g˜11, note que:
ψ ◦ φe(1gδe) = ψ(Sg˜1 . . . Sg˜nS∗g˜n . . . S∗g˜1) = ψ(Sg˜1) . . . ψ(Sg˜n)ψ(Sg˜n)∗ . . . ψ(Sg˜1)∗ =
= (1g1δg1) . . . (1gnδgn)(1gnδgn)
∗(1g1δg1)
∗ =
= (1g1δg1) . . . (1gnδgn)(1g−1n δg−1n ) . . . (1g−11 δg
−1
1
) = (1gδg)(1g−1δg−1) =
= (1gδe).
Tome o elemento fδf ∈ C(X) ⋊α F2. Pelas Afirmac¸o˜es que fizemos no comec¸o deste
Exemplo, segue que fδe =
∑
g∈F2
1gδe. Com isso,
ψ ◦ φe(fδe) = ψ ◦ φe
(∑
g∈F2
1gδe
)
=
∑
g∈F2
ψ ◦ φe(1gδe) =
∑
g∈F2
1gδe = fδe.
1g˜i = 0 se gi = a e g˜i = 1 se gi = b. No caso de gi = a
−1, Sg˜i = S
∗
0
e se gi = b
−1 temos Sg˜i = S
∗
1
.
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Assim, considerando φ˜(fδf ) = φe(fδe)Sf˜1 . . . Sf˜n :
ψ ◦ φ(fδf ) = ψ ◦ φ˜(fδf ) = ψ(φe(fδe)Sf˜1 . . . Sf˜n) = ψ(φe(fδe))ψ(Sf˜1) . . . ψ(Sf˜n) =
= fδe(1f1δf1) . . . (1fnδfn) = (fδe)(1f1f2...fnδf1f2...fn) = (fδe)(1fδf ) =
= fδf .
Portanto, conclu´ımos que C(X)⋊α F2 e´ isomorfo a O2.

Para definirmos o Produto Cruzado Parcial do semigrupo inverso S pela C∗-a´lgebra
A relativo a ac¸a˜o β, o procedimento e´ ana´logo. Para r ∈ S e ar ∈ Er defina em A⋊aβ S a
seguinte operac¸a˜o:(
arδr
)∗
= βr∗(a∗r)δr∗ , estendida linearmente na soma.
Facilmente verifica-se que (A⋊aβ S, ∗) e´ ∗-a´lgebra.
Como fizemos para definir o produto cruzado parcial por uma ac¸a˜o parcial de grupo,
precisamos garantir que podemos tomar a C∗-a´lgebra envolvente de A ⋊aβ S, ou seja,
precisamos mostrar que as representac¸o˜es de A ⋊aβ S sa˜o contrativas. Para isso, defina
uma norma ‖.‖1 em L: ∥∥∥∥∥
finito∑
s∈S
asδs
∥∥∥∥∥
1
=
finito∑
s∈S
‖as‖,
(note que de fato esta e´ uma norma).
Lema 5.0.6 : Toda representac¸a˜o ρ : A⋊aβ S → B(H) e´ contrativa.
Demonstrac¸a˜o: Uma representac¸a˜o ρ de A ⋊aβ S e´ uma representac¸a˜o de L tal que
ρ|N ≡ 0.
Seja s ∈ S e as ∈ Es. Como s∗s ≤ e (e a unidade de S), segue que:
‖ρ(asδs)‖2 = ‖ρ(asδs)∗ρ(asδs)‖ = ‖ρ((asδs)∗(asδs))‖ = ‖ρ(βs∗(a∗sas)δs∗s)‖ =
= ‖ρ(βs∗(a∗sas)δe)‖ ≤ ‖a∗sas‖ = ‖as‖2.
Para um elemento qualquer
finito∑
s∈S
asδs ∈ L:
∥∥∥∥∥ρ
(
finito∑
s∈S
asδs
)∥∥∥∥∥ ≤
finito∑
s∈S
‖ρ(asδs)‖ ≤
finito∑
s∈S
‖as‖ =
∥∥∥∥∥
finito∑
s∈S
asδs
∥∥∥∥∥
1
.
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Logo ρ e´ contrativa.

Assim, definimos:
Definic¸a˜o 5.0.7 : O Produto Cruzado Parcial do semigrupo inverso S pela C∗-algebra
A relativo a ac¸a˜o β, denotado A⋊β S, e´ a C
∗-a´lgebra envolvente da ∗-a´lgebra A⋊aβ S, ou
seja, A⋊β S = C
∗
e (A⋊
a
β S).
Note que em A⋊β S, os elementos sa˜o ”classes de classes”e sera˜o denotados como tal,
por exemplo, arδr, onde arδr ∈ L.
Seja G um grupo e A uma C∗-a´lgebra. Sabe-se que em uma C∗-a´lgebra, ideais fecha-
dos sa˜o idempotentes (Teorema V.9.2 [3]). Assim, neste Cap´ıtulo, na˜o precisamos nos
preocupar em tentar garantir que os ideais Es sejam idempotentes.
Tome α uma ac¸a˜o parcial de G em A e considere β a ac¸a˜o de S(G) em A relacionada.
Sabemos, pelo Teorema 3.0.13, que A ⋊aα G e´ isomorfo a A ⋊
a
β S(G). Queremos provar
que A ⋊α G e´ isomorfo a A ⋊β S(G). Faremos isto utilizando a propriedade envolvente
dos produtos cruzados parciais.
Para g ∈ G e ag ∈ Dg, defina
φ : A⋊aα G→ A⋊β S(G)
agδg → agδ[g], estendido linearmente na soma.
φ esta´ bem definida: Ja´ que E[g] = Dg, temos ag ∈ E[g].
φ e´ homomorfismo: Em relac¸a˜o a soma e´ o´bvio. Tomando g, h ∈ G e ag ∈ Dg, ah ∈ Dh,
temos que φ separa produto:
φ((agδg)(ahδh)) = φ(αg(αg−1(ag)ah)δgh) = αg(αg−1(ag)ah)δ[gh],
φ(agδg)φ(ahδh) = agδ[g]ahδ[h] = β[g](β[g−1](ag)bh)δ[g][h] = αg(αg−1(ag)bh)δ[g][h],
que por (1) do Lema 3.0.12 sa˜o iguais.
φ preserva *: Tome g ∈ G e ag ∈ Dg. Assim:
φ((agδg)
∗) = φ(αg−1(a
∗
g)δg−1) = αg−1(a
∗
g)δ[g−1],
φ(agδg)
∗ = (agδ[g])
∗ = β[g−1](a∗g)δ[g−1] = αg−1(a
∗
g)δ[g−1].
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Assim, pela propriedade envolvente de A ⋊α G, existe u´nico ∗-homomorfismo
ϕ : A⋊α G→ A⋊β S(G) tal que:
ϕ(agδg) = agδ[g].
Agora seja K =

finito∑
s∈S(G)
asδs : as ∈ Es
. Utilizando a aplicac¸a˜o γ : S(G) → G
definida nos para´grafos seguintes a` Prop. 1.1.5, considere
ω : K → A⋊α G
asδs 7→ asδγ(s), estendido linearmente na soma.
Facilmente verifica-se que ω e´ homomorfismo.
Considere M o ideal de K gerado pelos elementos aδr − aδt, onde a ∈ Er e r ≤ t. Vamos
mostrar que ω se anula em M . Tome r ≤ t em S(G). Enta˜o, por Ex. 1.1.11, t difere com
r por alguns εt’s e, assim, γ(r) = γ(t). Portanto
ω(aδr − aδt) = ω(aδr)− ω(aδt) = aδγ(r) − aδγ(t) = 0.
Assim, podemos definir
φ˜ : A⋊aβ S(G)→ A⋊α G
asδs 7→ asδγ(s), estendido linearmente na soma.
φ˜ e´ homomorfismo: Em relac¸a˜o a soma e´ o´bvio. Para o produto, por (2) do Lema 3.0.12
basta considerarmos os elementos da forma a[g]δ[g] (na˜o precisamos tomar δr1...rn[g]). Assim,
considere [g], [h] ∈ S(G) e a[g] ∈ E[g], a[h] ∈ E[h]. Por (1) do Lema 3.0.12, vemos que φ˜
separa produto:
φ˜((a[g]δ[g])(a[h]δ[h])) = φ˜(β[g](β[g−1](a[g])a[h])δ[g][h]) = φ˜(β[g](β[g−1](a[g])a[h])δ[gh]) =
= β[g](β[g−1](a[g])a[h])δgh,
φ˜(a[g]δ[g])φ˜(a[h]δ[h]) = (a[g]δg)(a[h]δh) = αg(αg−1(a[g])a[h])δgh,
que sa˜o iguais.
φ˜ preserva *: Tome [g] ∈ S(G) e a[g] ∈ E[g]. Enta˜o:
φ˜((a[g]δ[g])
∗) = φ˜(β[g−1](a
∗
[g])δ[g−1]) = β[g−1](a
∗
[g])δg−1 ,
φ˜(a[g]δ[g])
∗ = (a[g]δg)
∗ = β[g−1](a
∗
[g])δg−1 .
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Novamente, pela propriedade envolvente de A⋊β S(G), existe u´nico ∗-homomorfismo
ϕ˜ : A⋊β S(G)→ A⋊α G
asδs 7→ asδγ(s),
estendida linearmente.
Como e´ evidente que valem ϕ ◦ ϕ˜ = IdA⋊βS(G) e ϕ˜ ◦ ϕ = IdA⋊αG, podemos enunciar:
Teorema 5.0.8 : Seja α uma ac¸a˜o parcial do grupo G na C∗-a´lgebra A e considere β de
S(G) em A a ac¸a˜o relacionada. Enta˜o A⋊α G e´ isomorfo a A⋊β S(G).

Note que este teorema, assim como o Teorema 3.0.13 (no ambiente alge´brico), indicam
que os produtos cruzados parciais de uma ac¸a˜o parcial de grupo sa˜o um caso particular
dos produtos cruzados parciais de uma ac¸a˜o de semigrupo inverso.
Exemplo 5.0.9 : Considere a ac¸a˜o que constru´ımos no Exemplo 2.0.19, de S(F2) na
a´lgebra C(X).
E´ fa´cil ver que podemos estender β para uma ac¸a˜o de S(F2) na C
∗-a´lgebra C(X) e e´
muito parecido com o que fizemos para a ac¸a˜o parcial do Exemplo 4.0.2. Assim, considere
o Produto Cruzado Parcial Alge´brico que definimos no Exemplo 3.0.11. Definindo uma
operac¸a˜o de involuc¸a˜o nesse conjunto, como fizemos no in´ıcio deste Cap´ıtulo, temos que:
C(X)⋊β S(F2) = C
∗
e (C(X)⋊
a
β S(F2)).
Utilizando o Teorema que acabamos de enunciar, conclu´ımos que esta C∗-a´lgebra e´ a
A´lgebra de Cuntz.

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6 Representac¸o˜es Covariantes
No Cap´ıtulo 4 conseguimos uma bijec¸a˜o entre as ac¸o˜es parciais de um grupo G e
as ac¸o˜es do semigrupo universal associado, S(G). Neste Cap´ıtulo apresentaremos as
Representac¸o˜es Covariantes e mostraremos que existe uma bijec¸a˜o entre as representac¸o˜es
covariantes de uma ac¸a˜o parcial α e as da ac¸a˜o associada β.
Outro ponto importante que devemos retratar aqui e´ que em [13], Sieben usou uma
outra definic¸a˜o para o produto cruzado parcial de uma C∗-a´lgebra por um semigrupo
inverso relativo a uma ac¸a˜o. Assim precisamos mostrar que aquela definic¸a˜o e´ equivalente
a que apresentamos no Cap´ıtulo 5.
Neste Cap´ıtulo, G sera´ um grupo com unidade e, A uma C∗-a´lgebra unital e S um
semigrupo inverso com unidade e.
Para definir representac¸o˜es covariantes, precisamos de algumas informac¸o˜es a respeito
de isometrias parciais.
Proposic¸a˜o 6.0.1 : Sejam H,K espac¸os de Hilbert. Para um operador U ∈ B(H,K)
sa˜o equivalentes:
(1) U = UU∗U ,
(2) P = U∗U e´ uma projec¸a˜o,
(3) U |ker⊥U e´ uma isometria.
Demonstrac¸a˜o: (1)⇒ (2): Claro que P = P ∗ e P 2 = U∗UU∗U = U∗U = P .
(2) ⇒ (3): Para k ∈ H, ‖P (k)‖2 = 〈P (k), k〉 = 〈U∗U(k), k〉 = 〈U(k), U(k)〉 = ‖U(k)‖2.
Assim, kerU =kerP =Im⊥P . Tomando h ∈ ker⊥U =ImP , conclu´ımos que ‖U(h)‖ =
‖P (h)‖ = ‖h‖. Assim U e´ isome´trico em ker⊥U .
(3) ⇒ (2): Para i = 1, 2 tome hi ∈ H, ki ∈ ker⊥U e li ∈ kerU , tais que hi = ki + li.
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Enta˜o, ja´ que U |ker⊥U e´ isometria:
〈U∗U(h1), h2〉 = 〈U(h1), U(h2)〉 = 〈U(k1), U(k2)〉 = 〈k1, k2〉 = 〈k1, h2〉.
Logo P = U∗U e´ projec¸a˜o sobrejetiva sobre ker⊥U .
(2) ⇒ (1): Na˜o e´ dif´ıcil ver que Im⊥U∗U=kerU∗U=kerU . Assim, para k ∈ ImU∗U , l ∈
Im⊥U∗U e h = k + l, temos que
U(h) = U(k) + U(l) = U(k) = U(U∗U(h)).

Definic¸a˜o 6.0.2 : Um operador U ∈ B(H,K) que satisfaz as 3 condic¸o˜es equivalentes
acima e´ dito isometria parcial.
O conjunto de isometrias parciais entre os espac¸os de Hilbert H e K sera´ denotado
PIso(H,K). Se H = K, denotaremo-lo PIso(H).
Tome U ∈ PIso(H,K). Definindo M =ker⊥U e N =ImU , conclu´ımos que U ≡ 0
em M⊥ e que ale´m de sobrejetor, U e´ uma isometria unita´ria entre M e N (da´ı o nome
isometria parcial). De fato:
UU∗(N) = UU∗U(M) = U(M) = N.
Logo UU∗ = IdN .
Nos referiremos a M como o espac¸o inicial e N como o espac¸o final de U .
Para maiores detalhes, veja [14].
Neste Cap´ıtulo, trabalharemos com C∗-a´lgebras unitais. Abaixo segue a definic¸a˜o de
uma representac¸a˜o:
Definic¸a˜o 6.0.3 : Uma representac¸a˜o de uma C∗-a´lgebra com unidade e, e´ um ∗-homo-
morfismo pi : A→ B(H), onde H e´ um espac¸o de Hilbert, tal que pi(e) = IdH .
Note que pi(e)(H) = H. Assim, H = pi(A)H.
Definic¸a˜o 6.0.4 : Seja G um grupo com unidade e e H um espac¸o de Hilbert. Uma
representac¸a˜o parcial de G em H e´ uma aplicac¸a˜o ρ : G→ B(H) tal que, para g, h ∈ G:
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(i) ρ(g)ρ(h)ρ(h−1) = ρ(gh)ρ(h−1),
(ii) ρ(g−1) = ρ(g)∗,
(iii) ρ(e) = IdH .
Note que da definic¸a˜o, segue que ρ(g−1)ρ(g)ρ(h) = ρ(g−1)ρ(gh):
ρ(g−1)ρ(g)ρ(h) = (ρ(h−1)ρ(g−1)ρ(g))∗ = (ρ(h−1g−1)ρ(g))∗ =
= ρ(g−1)ρ(gh).
Vamos enta˜o definir Representac¸o˜es Covariantes de ac¸o˜es parciais.
Definic¸a˜o 6.0.5 : Seja α uma ac¸a˜o parcial do grupo G na C∗-a´lgebra A. Uma repre-
sentac¸a˜o covariante de α e´ uma tripla (pi, µ,H) onde pi : A→ B(H) e´ uma representac¸a˜o
de A no espac¸o de Hilbert H e µ : G → B(H) e´ uma representac¸a˜o parcial tal que, para
cada g ∈ G, µg e´ isometria parcial com espac¸o inicial span{pi(Dg−1)H} e espac¸o final
span{pi(Dg)H}. Ale´m disso, para g ∈ G, temos a condic¸a˜o de covariaˆncia:
µgpi(a)µg−1 = pi(αg(a)),
para todo a ∈ Dg−1.
Na pro´xima proposic¸a˜o, usaremos unidades aproximadas de uma C∗-a´lgebra. Sabe-se
que numa C∗-a´lgebra (na˜o unital) A sempre existe uma unidade aproximada, que e´ um
net crescente de elementos limitados e positivos {uλ} tal que, para a ∈ A, lim
λ
auλ =
lim
λ
uλa = a. Para mais detalhes a respeito de unidades aproximadas, veja [12].
Proposic¸a˜o 6.0.6 : Seja (A,G, α) um C∗-sistema dinaˆmico parcial e g1, . . . , gn ∈ G.
Tome (pi, µ,H) uma representac¸a˜o covariante de α. Enta˜o µg1 . . . µgn e´ isometria parcial
com espac¸o inicial span{pi(Dg−1n ∩Dg−1n g−1n−1 ∩ . . . ∩Dg−1n ...g−11 )H} e espac¸o final
span{pi(Dg1 ∩Dg1g2 ∩ . . . ∩Dg1...gn)H}.
Demonstrac¸a˜o: Comecemos a demonstrac¸a˜o para o caso n = 2:
µg1µg2(µg1µg2)
∗µg1µg2 = µg1µg2µ
∗
g2
µ∗g1µg1µg2 = µg1g2µg−12 µg
−1
1
µg1µg2 =
= µg1g2µg−12 g
−1
1
µg1µg2 = µg1g2µg−12 g
−1
1 g1
µg2 =
= µg1g2µg−12 µg2 = µg1g2g
−1
2
µg2 =
= µg1µg2 .
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Logo µg1µg2 e´ isometria parcial.
Note que as projec¸o˜es µ∗g1µg1 e µ
∗
g2
µg2 comutam:
µ∗g1µg1µ
∗
g2
µg2 = µg1−1(µg1µ
∗
g2
(µg1µ
∗
g2
)∗µg1µ
∗
g2
)µg2 = µg1−1µg1µg−12 µg2µg
−1
1
µg1µg−12 µg2 =
= µg−11 µg1g
−1
2
µg2g−11 µg1g
−1
2
µg2 = µg−11 g1g
−1
2
µg2g−11 µg1g
−1
2 g2
=
= µg−12 µg2g
−1
1
µg1 = µg−12 µg2µg
−1
1
µg1 = µ
∗
g2
µg2µ
∗
g1
µg1 .
Tambe´m note que:
(µg1µg2)
∗(µg1µg2) = µg−12 µg
−1
1
µg1µg2 = µg−12 µg
−1
1
µg1g2 = µg−12 µg
−1
1
µg1g2µ
∗
g1g2
µg1g2 =
= µg−12 µg
−1
1 g1g2
µ∗g1g2µg1g2 = µ
∗
g2
µg2µ
∗
g1g2
µg1g2 .
Por essas duas afirmac¸o˜es, podemos concluir que o espac¸o inicial de µg1µg2 e´
span{pi(Dg−12 )H} ∩ span{pi(Dg−12 g−11 )H}.
Vamos mostrar que
span{pi(Dg−12 )H} ∩ span{pi(Dg−12 g−11 )H} = span{pi(Dg−12 ∩Dg−12 g−11 )H}.
A inclusa˜o (⊇) e´ o´bvia.
Para fazer a outra inclusa˜o, precisamos da seguinte afirmac¸a˜o:
Afirmac¸a˜o: Seja g ∈ G e denote pg a projec¸a˜o sobre o conjunto span{pi(Dg)H}. Consi-
dere {eλ}λ∈Λ uma unidade aproximada de Dg. Enta˜o
lim
λ
pi(eλ)(h) = pg(h),∀h ∈ H.
Vamos dividir a demonstrac¸a˜o em dois casos.
h ∈ (span{pi(Dg)H})⊥: Seja k ∈ H. Assim pg(h) = 0 e ja´ que:
0 = 〈h, pi(eλ)k〉 = 〈pi∗(eλ)h, k〉 = 〈pi(eλ)h, k〉,
segue que pi(eλ)h = 0 e vale o resultado.
h ∈ span{pi(Dg)H}: Se h˜ ∈ span{pi(Dg)H}, h˜ =
n∑
i=1
pi(ai)hi, ai ∈ Dg. Enta˜o:
lim
λ
pi(eλ)(h˜) = lim
λ
pi(eλ)
(
n∑
i=1
pi(ai)hi
)
=
n∑
i=1
lim
λ
pi(eλai)(hi) =
n∑
i=1
pi(ai)(hi) = h˜.
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Bem, h = lim
n
hn, hn ∈ span{pi(Dg)H}. Assim:
lim
λ
pi(eλ)hn = hn,∀n e
lim
n
pi(eλ)hn = pi(eλ)h,∀λ ∈ Λ.
Seja N ∈ N tal que ‖h − hn‖ < ε
3
, ∀n ≥ N e tome λ0 ∈ Λ tal que ‖pi(eλ)hN − hN‖ <
ε
3
,∀λ ≥ λ0. Assim, para λ ≥ λ0 e n ≥ N :
‖pi(eλ)h− h‖ ≤ ‖pi(eλ)h− pi(eλ)hn‖+ ‖pi(eλ)hn − hn‖+ ‖hn − h‖ < ε
3
+
ε
3
+
ε
3
= ε.
Logo lim
λ
pi(eλ)h = h = pg(h).
Para k ∈ H, escreva k = k1 + k2 com k1 ∈ span{pi(Dg)H} e k2 ∈ (span{pi(Dg)H})⊥.

Note que pela demonstrac¸a˜o, a igualdade independe da unidade aproximada escolhida.
Agora, seja h ∈ span{pi(Dg−12 )H} ∩ span{pi(Dg−12 g−11 )H}, h = pg−12 pg−12 g−11 (k), k ∈ H.
Considere as unidades aproximadas {uλ} ∈ Dg−12 e {vβ} ∈ Dg−12 g−11 . Portanto:
h = pg−12 pg
−1
2 g
−1
1
(k) = lim
β
pg−12 pi(vβ)(k) = limβ
lim
λ
pi(uλ)pi(vβ)(k) = lim
β
lim
λ
pi(uλvβ)(k),
que pertence a span{pi(Dg−12 ∩Dg−12 g−11 )H}.
Logo, o espac¸o inicial de µg1µg2 e´ span{pi(Dg−12 ∩Dg−12 g−11 )H}.
O espac¸o final da isometria parcial µg1µg2 e´ o espac¸o inicial de µg−12 µg
−1
1
e usando o que
acabamos de provar, segue que este e´ span{pi(Dg1 ∩Dg1g2)H}.
Assim, o caso n = 2 esta´ demonstrado.
Supondo que o resultado vale para n < k, temos que µ1 . . . µn e´ isometria parcial com
espac¸o inicial span{pi(Dg−1n ∩Dg−1n g−1n−1 ∩ . . . ∩Dg−1n ...g−11 )H} e espac¸o final
span{pi(Dg1 ∩Dg1g2 ∩ . . . ∩Dg1...gn)H}. Vamos provar que o resultado vale para n = k:
µg1 . . . µgk(µg1 . . . µgk)
∗µg1 . . . µgk = µg1 . . . µgk(µg2 . . . µgk)
∗µ∗g1µg1 . . . µgk =
= µg1µ
∗
g1
µg1(µg2 . . . µgk)(µg2 . . . µgk)
∗µg2 . . . µgk =
= µg1µg2 . . . µgk ,
e segue que µg1µg2 . . . µgk e´ isometria parcial.
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Note que:
(µg1 . . . µgk)
∗µg1 . . . µgk = (µg2 . . . µgk)
∗µ∗g1µg1µg2 . . . µgk =
= (µg2 . . . µgk)
∗µ∗g1µg1g2µg3 . . . µgk =
= (µg2 . . . µgk)
∗µg−11 µg1g2µ
∗
g1g2
µg1g2µg3 . . . µgk =
= (µg2 . . . µgk)
∗µg2µg−12 g
−1
1
µg1g2g3 . . . µgk =
= (µg2 . . . µgk)
∗µg2µg−12 g
−1
1
µg1g2g3µ
∗
g1g2g3
µg1g2g3µg4 . . . µgk =
= (µg2 . . . µgk)
∗µg2µg3µg−13 g
−1
2 g
−1
1
µg1g2g3µg4 . . . µgk =
= . . . = (µg2 . . . µgk)
∗µg2µg3 . . . µgk−1µ
∗
g1...gk−1
µg1...gk =
= (µg2 . . . µgk)
∗µg2µg3 . . . µgk−1µg−1
k−1...g
−1
1
µg1...gkµ
∗
g1...gk
µg1...gk =
= (µg2 . . . µgk)
∗(µg2µg3 . . . µgk−1µgk)µ
∗
g1...gk
µg1...gk .
Assim, segue que o espac¸o inicial de µg1µg2 . . . µgk e´
span{pi(Dg−1
k
∩Dg−1
k
g−1
k−1
∩ . . . ∩Dg−1
k
...g−12
)H} ∩ span{pi(Dg−1
k
...g−11
)H}.
Como fizemos no caso n = 2, podemos concluir que o espac¸o inicial de µg1µg2 . . . µgk e´
span{pi(Dg−1
k
∩Dg−1
k
g−1
k−1
∩ . . . ∩Dg−1
k
...g−12
∩Dg−1
k
...g−11
)H},
e o espac¸o final e´
span{pi(Dg1 ∩Dg1g2 ∩ . . . ∩Dg1...gk)H}.

Proposic¸a˜o 6.0.7 : Seja (A,G, α) um C∗-sistema dinaˆmico parcial e g1, . . . , gn ∈ G.
Tome (pi, µ,H) uma representac¸a˜o covariante de α. Enta˜o:
µg1...gn(k) = µg1 . . . µgn(k), para k ∈ span{pi(Dg−1n ∩Dg−1n g−1n−1 ∩ . . . ∩Dg−1n ...g−11 )H},
pi(a)µg1...gn = pi(a)µg1 . . . µgn , para todo a ∈ Dg1 ∩Dg1g2 ∩ . . . ∩Dg1...gn .
Demonstrac¸a˜o: Note que:
µg1...gn(k) ∈ span{pi(Dg1 ∩Dg1g2 ∩ . . . ∩Dg1...gn)H} ⊆ span{pi(Dg1)},
que e´ o espac¸o inicial de µ∗g1 . Assim:
µg1...gn(k) = µg1µ
∗
g1
µg1...gn(k) = µg1µ
∗
g1
µg1µg2...gn(k) = µg1µg2...gn(k).
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Repetindo o processo, temos que:
µg2...gn(k) ∈ span{pi(Dg2 ∩Dg2g3 ∩ . . . ∩Dg2...gn)H} ⊆ span{pi(Dg2)},
que e´ o espac¸o inicial de µ∗g2 . Portanto:
µg2...gn(k) = µg2µ
∗
g2
µg2...gn(k) = µg2µ
∗
g2
µg2µg3...gn(k) = µg2µg3...gn(k).
Logo, podemos concluir que
µg1...gn(k) = µg1 . . . µgn(k), para k ∈ span{pi(Dg−1n ∩Dg−1n g−1n−1 ∩ . . . ∩Dg−1n ...g−11 )H}.
Em particular, segue que
µg−1n ...g−11 pi(a
∗)(h) = µg−1n . . . µg−11 pi(a
∗)(h),
para a∗ ∈ Dg1 ∩Dg1g2 ∩ . . . ∩Dg1...gn , h ∈ H. Tomando adjuntas, obtemos
pi(a)µg1...gn(h) = pi(a)µg1 . . . µgn(h),
e a segunda afirmac¸a˜o tambe´m vale.

A definic¸a˜o de representac¸o˜es covariantes para ac¸o˜es de semigrupos inversos segue:
Definic¸a˜o 6.0.8 : Seja β uma ac¸a˜o do semigrupo inverso S na C∗-a´lgebra A. Uma
representac¸a˜o covariante de β e´ uma tripla (pi, ν,H) onde pi : A → B(H) e´ uma repre-
sentac¸a˜o de A no espac¸o de Hilbert H e ν : S → PIso(H) preserva produto onde, para
s ∈ S:
(i) νspi(a)νs∗ = pi(βs(a)) para todo a ∈ Es∗ (condic¸a˜o de covariaˆncia),
(ii) νs tem espac¸o inicial span{pi(Es∗)H} e espac¸o final span{pi(Es)H}.
O conjunto das representac¸o˜es covariantes de (A, S, β) e´ denotado CovRep(A, S, β).
Vamos ver algumas propriedades destas representac¸o˜es covariantes.
Proposic¸a˜o 6.0.9 : Seja β uma ac¸a˜o do semigrupo inverso S na C∗-a´lgebra A. Tome
(pi, ν,H) ∈ CovRep(A, S, β) e, para s ∈ S, denote Ks o espac¸o inicial de νs. Enta˜o
νs∗νs|Ks = IdKs, νe = IdH e νs∗ = ν∗s , onde e e´ a unidade de S.
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Demonstrac¸a˜o: Bem:
νs∗νs(Ks) = νs∗νs(νs∗(Ks∗)) = νs∗ss∗(Ks∗) = νs∗(Ks∗) = Ks.
Logo νs∗νs|Ks = IdKs .
Sabemos que Ke = span{pi(Ee)H} = span{pi(A)H} = H. Tomando s = e nas contas
acima, segue que:
IdH(H) = νe∗νe(H) = νee(H) = νe(H).
Logo νe = IdH .
Por u´ltimo, como νs∗νs|Ks = IdKs :
νsν
∗
s = IdKs∗ ⇒ νs∗νsν∗s = νs∗ ⇒ ν∗s = νs∗ .

Corola´rio 6.0.10 : Seja β uma ac¸a˜o do semigrupo inverso S na C∗-a´lgebra A e
(pi, ν,H) ∈ CovRep(A, S, β). Para i idempotente de S, denotando Ki o espac¸o inicial
de νi, νi = IdKi.
Demonstrac¸a˜o: Utilizando a Proposic¸a˜o anterior:
IdKi = νiνi|Ki = νi2 = νi.
Assim, no seu espac¸o inicial Ki, νi e´ a identidade e em (Ki)
⊥ e´ zero.

Tome (A,G, α) um C∗-sistema dinaˆmico. Considere β a ac¸a˜o de S(G) em A relacio-
nada com α pela bijec¸a˜o do Teorema 4.0.8. Vamos mostrar que existe uma bijec¸a˜o entre
as representac¸o˜es covariantes de α e as de β.
Proposic¸a˜o 6.0.11 : Seja β uma ac¸a˜o de S(G) em A e (pi, ν,H) ∈CovRep(A, S(G), β).
Tome α a ac¸a˜o de G em A relacionada com β e defina
µ : G→ B(H)
g 7→ µg := ν[g].
Enta˜o (pi, µ,H) e´ representac¸a˜o covariante de α.
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Demonstrac¸a˜o: Por definic¸a˜o µg = ν[g] e´ isometria parcial de H com espac¸o inicial
span{pi(E[g]∗)H} = span{pi(Dg−1)H} e final span{pi(E[g])H} = span{pi(Dg)H}. Como
ν separa produto, e´ o´bvio que µgµhµh−1 = µghµh−1 e a Proposic¸a˜o anterior garante que
µe = IdH e µg−1 = µ
∗
g.
Assim falta mostrar a condic¸a˜o de covariaˆncia da Def. 6.0.5. Para isso, seja a ∈ Dg−1 =
E[g]∗ . Utilizando o item (i) da Def. 6.0.8:
µgpi(a)µg−1 = ν[g]pi(a)ν[g−1] = ν[g]pi(a)ν[g]∗ = pi(β[g](a)) = pi(αg(a)).
Assim, (pi, µ,H) e´ representac¸a˜o covariante de α.

Para mostrarmos a “volta” da proposic¸a˜o acima, usaremos o fato de que B(H) e´ um
semigrupo sob composic¸a˜o e a Prop. 1.1.2, que trata da propriedade universal de S(G).
Proposic¸a˜o 6.0.12 : Seja (A,G, α) um C∗-sistema dinaˆmico parcial e (pi, µ,H) uma
representac¸a˜o covariante de α. Enta˜o µ : G→ B(H) satisfaz (i)− (iii) da Prop. 1.1.2.
Demonstrac¸a˜o: Como µ e´ uma representac¸a˜o parcial, o resultado segue.

Assim, utilizando Prop. 1.1.2, podemos definir um homomorfismo de semigrupos
ν : S(G)→ B(H) tal que para g ∈ G,
ν[g] := ν([g]) = µ(g) = µg.
Com isso, podemos provar:
Proposic¸a˜o 6.0.13 : Seja (A,G, α) um C∗-sistema dinaˆmico parcial, (pi, µ,H) uma re-
presentac¸a˜o covariante de α e β a ac¸a˜o de S(G) em A relacionada. Enta˜o (pi, ν,H) ∈
CovRep(A, S(G), β).
Demonstrac¸a˜o: Sabemos que pi e´ representac¸a˜o e ν e´ homomorfismo de semigrupos.
Vamos provar os 2 ı´tens da Def. 6.0.8.
(ii) Seja s = εs1 . . . εsn [g] = [g]εg−1r1 . . . εg−1rn em S(G). Assim:
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νs = ν[g]ε
g−1r1
...ε
g−1rn
= ν[g]ν[g−1r1] . . . ν[(g−1rn)−1] = µgµg−1r1 . . . µ(g−1rn)−1 ,
e pela Prop. 6.0.6, νs e´ isometria parcial com espac¸o inicial
span{pi(Dg−1rn ∩ · · · ∩Dg−1r1 ∩Dg−1)H} = span{pi(Es∗)H},
e espac¸o final
span{pi(Dg ∩ · · · ∩Dr1 ∩Drn)H} = span{pi(Es)H}.
(i) Seja s ∈ S(G) como acima e a ∈ Es∗ = Dg−1rn ∩ · · · ∩Dg−1r1 ∩Dg−1 :
νspi(a)νs∗ = ν[r1] . . . ν[r−1n ]ν[g]pi(a)ν[g−1]ν[rn] . . . ν[r−11 ] =
= µr1 . . . µr−1n µgpi(a)µg−1µrn . . . µr−11 = pi(αr1 . . . αr
−1
n
αg(a)) =
= pi(β[r1] . . . β[r−1n ]β[g](a)) = pi(βεr1 ...εrn [g](a)) =
= pi(βs(a)).
Logo (pi, ν,H) ∈ CovRep(A, S(G), β).

Portanto, se (pi, ν,H) ∈ CovRep(A, S(G), β), definimos (pi, µ,H) representac¸a˜o cova-
riante de α tal que µg = ν[g]. Aplicando a Prop. 6.0.13, conclu´ımos que existe u´nico
homomorfismo ν˜ : S(G)→ B(H) com ν˜[g] = µg, tal que (pi, ν˜,H) ∈ CovRep(A, S(G), β).
Logo, ν˜ = ν.
Analogamente, se (pi, µ,H) e´ representac¸a˜o covariante de α, geramos (pi, ν,H) ∈
CovRep(A, S(G), β). Ao definirmos uma nova representac¸a˜o covariante (pi, µ˜,H) de α,
e´ fa´cil ver que (pi, µ,H) = (pi, µ˜,H).
Assim, podemos enunciar:
Teorema 6.0.14 : Seja A uma C∗-a´lgebra, G um grupo, α uma ac¸a˜o parcial de G em A
e β : S(G) → A a ac¸a˜o relacionada pelo Teo. 4.0.8. Enta˜o existe uma bijec¸a˜o entre as
representac¸o˜es covariantes de α e as representac¸o˜es covariantes de β.

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A partir de agora, vamos seguir os passos de Nandor Sieben, que em [13] definiu,
utilizando representac¸o˜es covariantes, o produto cruzado parcial por uma ac¸a˜o.
Tome β uma ac¸a˜o do semigrupo inverso unital S na C∗-a´lgebra A. Defina
L˜ = {x ∈ l1(S,A) : x(s) ∈ Es},
com norma, multiplicac¸a˜o por escalar e adic¸a˜o herdadas de l1(S,A).
Para x, y ∈ L˜, a multiplicac¸a˜o x ∗ y e´ definida:
(x ∗ y)(s) =
∑
rt=s
βr(βr∗(x(r))y(t)).
Ale´m disso, defina x∗ o elemento de l1(S,A) tal que:
x∗(s) = βs(x(s
∗)∗).
Sa˜o fa´ceis, mas omitirei aqui as demonstrac¸o˜es de que as operac¸o˜es esta˜o bem definidas
e que L˜, com estas operac¸o˜es, e´ uma ∗-a´lgebra de Banach (veja Prop. 5.1, [13]).
Definic¸a˜o 6.0.15 : Se (pi, ν,H) ∈ CovRep(A, S, β), definimos pi × ν : L˜→ B(H) como
(pi × ν)(x) =
∑
s∈S
pi(x(s))νs.
Vale que pi × ν e´ um ∗-homomorfismo (Prop. 5.3, [13]).
Nandor Sieben define o produto cruzado parcial de uma ac¸a˜o como segue.
Definic¸a˜o 6.0.16 : Seja β uma ac¸a˜o do semigrupo inverso unital S na C∗-a´lgebra A.
Defina uma seminorma ‖.‖c em L˜ como
‖x‖c = sup{‖(pi × ν)(x)‖ : (pi, ν,H) ∈ CovRep(A, S, β)}.
Considere I = {x ∈ L˜ : ‖x‖c = 0}. O produto cruzado de A por S relativo a ac¸a˜o β e´ a
C∗-a´lgebra obtida pelo completamento do quociente L˜/I mediante a ‖.‖c.
Queremos mostrar que a Definic¸a˜o acima e´ equivalente a Def. 5.0.7. Nesta definic¸a˜o
que apresentamos no Cap´ıtulo 5, toma-se a C∗-a´lgebra envolvente de L/N = A ×aβ S,
onde L =
{
finito∑
s∈S
asδs : as ∈ Es
}
e N = 〈aδr− aδt : a ∈ Er, r ≤ t〉. Como mencionamos no
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Cap´ıtulo 5, este processo nada mais e´ do que tomar o completamento de (A×aβ S)/kerρs
com relac¸a˜o a ρs(x) = sup{‖ρ(x)‖ : ρ e´ representac¸a˜o de A×aβ S}.
O primeiro passo nesse caminho e´ mostrar que em sua definic¸a˜o, Sieben poderia tomar
o conjunto L em vez do L˜.
Lema 6.0.17 : Sejam E ⊆ F espac¸os vetoriais e ‖.‖1 e ‖.‖2 duas normas definidas em
F tais que exista k(constante) tal que para todo x ∈ F , ‖x‖2 ≤ k‖x‖1. Suponha que E e´
denso em F com relac¸a˜o a ‖.‖1. Assim, os completamentos de E e F com relac¸a˜o a ‖.‖2
sa˜o iguais.
Demonstrac¸a˜o: Para i = 1, 2 denote E
i
o completamento de E com relac¸a˜o a ‖.‖i e
o mesmo para F . E´ fa´cil ver que a func¸a˜o T : (E, ‖.‖2) → F 2, que inclui um elemento
de E em F e depois o insere em F
2
, e´ uma isometria (e´ praticamente uma identidade).
Como e´ linear, e´ uniformemente cont´ınua. Assim, podemos estendeˆ-la para a isometria
T˜ : E
2 → F 2.
Afirmac¸a˜o: F ⊆ Im(T˜ ).
Seja f ∈ F . Assim, existe {xn} ⊆ E tal que ‖xn − f‖1 → 0. Portanto ‖xn − f‖2 → 0 e
f ∈ E2. Ja´ que T˜ (f) = f , segue o resultado.

Como T˜ e´ isometria e E
2
e´ completo, Im(T˜ ) e´ completo em relac¸a˜o a ‖.‖2. Portanto,
Im(T˜ ) = F
2
e T˜ e´ isomorfismo entre E
2
e F
2
.

Assim, considere os espac¸os vetoriais L ⊆ L˜. Em L˜ temos definida uma norma:
‖x‖a =
∑
s∈S
‖x(s)‖,
e uma seminorma:
‖x‖c = sup{‖(pi × ν)(x)‖ : (pi, ν,H) ∈ CovRep(A, S, β)}.
Note que podemos tomar o completamento de L˜ em relac¸a˜o a seminorma ‖.‖c e este e´
igual ao completamento de L˜/I em relac¸a˜o a norma ‖.‖c. De fato, no processo de tomar
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o completamento, um elemento qualquer e´ levado na classe da sequ¨eˆncia de Cauchy que
e´ constante igual ao elemento. Se tomarmos x 6= 0 ∈ L˜ tal que ‖x‖c = 0 e o levarmos
na classe da sequ¨eˆncia de Cauchy x̂ = (x, x, x, . . .), esta e´ igual a classe da sequ¨eˆncia de
Cauchy onde todo elemento e´ o zero (ja´ que ‖x − 0‖c = 0). E e´ isso que acontece ao
tomarmos o completamento de L˜/I em relac¸a˜o a norma ‖.‖c, pois x ∈ L˜ tal que ‖x‖c = 0
e´ levado na classe do zero em L˜/I, que posteriormente no completamento, tambe´m e´
levado na classe da sequ¨eˆncia de Cauchy que possui todo elemento igual a zero.
Assim, no Lema 6.0.17, podemos considerar ‖.‖2 apenas como uma seminorma, que e´
o que acontece no nosso caso.
Ale´m disso, para x ∈ L˜ e (pi, ν,H) ∈ CovRep(A, S, β):
‖(pi × ν)(x)‖ =
∥∥∥∥∥∑
s∈S
pi(x(s))νs
∥∥∥∥∥ ≤∑
s∈S
‖pi(x(s))νs‖ ≤
∑
s∈S
‖pi(x(s))‖‖νs‖ ≤
≤
∑
s∈S
‖pi(x(s))‖ ≤
∑
s∈S
‖x(s)‖ = ‖x‖a,
logo ‖x‖c = sup ‖(pi× ν)(x)‖ ≤ ‖x‖a. Como L˜ e´ o completamento de L em relac¸a˜o a ‖.‖a
segue, pelo Lema anterior, que na definic¸a˜o de [13] podemos considerar o conjunto L em
vez do L˜.
Assim, se mostrarmos que para x ∈ L:
‖x‖c = ρs(x),
o resultado seguira´, pois o processo de tomar o quociente e completar o conjunto L sera´
o mesmo nas duas definic¸o˜es.
Observe que utilizando o Teorema da Fatorac¸a˜o de Cohen-Hewitt (Teorema 32.22,
[7]), e´ fa´cil ver que span{pi(I)H} = pi(I)H, para qualquer I ideal fechado da C∗-a´lgebra
A.
Assim, chegamos ao Teorema que vai nos permitir mostrar que a definic¸a˜o que Na´ndor
Sieben usou em sua dissertac¸a˜o de mestrado, para introduzir os Produtos Cruzados Par-
ciais Alge´bricos e´ equivalente a` definic¸a˜o que apresentamos aqui no Cap´ıtulo 5 (Def.
5.0.7).
Teorema 6.0.18 : Seja ρ uma representac¸a˜o de L no espac¸o de Hilbert H. Enta˜o,
ρ|N ≡ 0⇔ ρ = pi × ν, para algum (pi, ν,H) ∈ CovRep(A, S, β).
Demonstrac¸a˜o: (⇐): Seja ρ = pi × ν e tome aδr − aδt um dos geradores de N . Como
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r ≤ t, r = tf = it para f, i idempotentes de S. Para a ∈ Er = Eit ⊆ Ei e h ∈ H:
ρ(aδr − aδt)(h) = (pi × ν)(aδr − aδt)(h) = pi(a)νr(h)− pi(a)νt(h) =
= pi(a)νit(h)− pi(a)νt(h) = pi(a)νiνt(h)− pi(a)νt(h).
Denote Ki = pi(Ei)H. Ja´ que H = Ki ⊕ (Ki)⊥, vamos separar a demonstrac¸a˜o em casos:
Caso νt(h) ∈ Ki: Pelo Corola´rio 6.0.10, νi(νt(h)) = νt(h) e, assim:
pi(a)νiνt(h)− pi(a)νt(h) = pi(a)νt(h)− pi(a)νt(h) = 0.
Caso νt(h) ∈ (Ki)⊥: Note que pi(Ei) ≡ 0 em (Ki)⊥, ja´ que para q ∈ (Ki)⊥ temos:
0 = 〈q, pi(Ei)H〉 = 〈pi(Ei)(q), H〉.
Logo:
pi(a)νiνt(h)− pi(a)νt(h) = 0.
Portanto ρ zera em N .
(⇒): Suponha ρ|N ≡ 0. Assim, para r ≤ t e a ∈ Er, ρ(aδr) = ρ(aδt).
Nosso objetivo e´ encontrar pi e ν de tal maneira que ρ = pi × ν. Defina
pi : A→ B(H)
a 7→ ρ(aδe),
ν : S → B(H)
s 7→ lim
λ
ρ(uλδs), {uλ} unidade aprox. de Es,
e o limite acima e´ o limite pontual.
Vamos mostrar que (pi, ν,H) ∈ CovRep(A, S, β).
pi e´ representac¸a˜o: Este resultado e´ o´bvio, pelas definic¸o˜es.
ν esta´ bem definida: Seja s ∈ S e considere {uλ} unidade aproximada para Es. Como
βs∗ : Es → Es∗ e´ isomorfismo, segue que {βs∗(uλ)} e´ unidade aproximada de Es∗ . Ja´ que
H = pi(Es∗)H⊕ (pi(Es∗)H)⊥ (lembre que pi(Es∗)H = span{pi(Es∗)H} por Cohen-Hewitt),
vamos dividir a demonstrac¸a˜o em dois casos:
h ∈ pi(Es∗)H: Assim h = pi(a)k = ρ(aδe)k, para a ∈ Es∗ , k ∈ H. Enta˜o:
νs(h) = lim
λ
ρ(uλδs)(h) = lim
λ
ρ(uλδs)ρ(aδe)(k) = lim
λ
ρ(βs(βs∗(uλ)a)δs)(k) =
= ρ(βs(a)δs)(k).
h ∈ (pi(Es∗)H)⊥: Temos que 〈h, ρ(Es∗δe)H〉 = 〈h, pi(Es∗)H〉 = 0.
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Logo 〈ρ(βs∗(√uλ)δe)(h), H〉 = 〈h, ρ(βs∗(√uλ)δe)H〉 = 0, que implica ρ(βs∗(√uλ)δe)(h) =
0. Portanto:
lim
λ
ρ(uλδs)(h) = lim
λ
ρ[βs(βs∗(
√
uλ)βs∗(
√
uλ))δs](h) =
= lim
λ
ρ[(
√
uλδs)(βs∗(
√
uλ)δe)](h) =
= lim
λ
ρ(
√
uλδs)ρ(βs∗(
√
uλ)δe)(h) = 0.
Ale´m disso, ja´ que ρ e´ contrativa (Lema 5.0.6):
‖νs‖ = ‖ lim
λ
ρ(uλδs)‖ = lim
λ
‖ρ(uλδs)‖ ≤ lim
λ
‖uλδs‖ ≤ lim
λ
‖uλ‖ ≤ 1.
Assim νs ∈ B(H) e independe da unidade aproximada tomada. Logo esta´ bem definida.
νs e´ isometria parcial com espac¸o inicial pi(Es∗)H e final pi(Es)H: Primeiro mostraremos
que ν∗s = νs∗ . Seja {uλ} unidade aproximada de Es∗ . Como βs e´ isomorfismo, {βs(uλ)} e´
unidade aproximada de Es e assim, para k1, k2 ∈ H:
〈k1, νs∗(k2)〉 = 〈k1, lim
λ
ρ(uλδs∗)(k2)〉 = lim
λ
〈k1, ρ(uλδs∗)(k2)〉 = lim
λ
〈ρ(uλδs∗)∗(k1), k2〉 =
= 〈lim
λ
ρ(βs(uλ)δs)(k1), k2〉 = 〈νs(k1), k2〉.
Logo ν∗s = νs∗ .
Vamos mostrar que ν∗sνs e´ uma projec¸a˜o sobre pi(Es∗)H ja´ que vimos que νs zera em
(pi(Es∗)H)
⊥. Assim, seja h = pi(a)k ∈ pi(Es∗)H e {uγ} unidade aproximada de Es∗ :
ν∗sνs(h) = νs∗(ρ(βs(a)δs)(k)) = lim
γ
ρ(uγδs∗)ρ(βs(a)δs)(k) =
= lim
γ
ρ(βs∗(βs(uγ)βs(a))δs∗s)(k) = ρ(aδs∗s)(k) =
= ρ(aδe)(k) = h,
a penu´ltima igualdade vale pois ρ|N = 0. Assim νs e´ isometria parcial com espac¸o inicial
pi(Es∗)H. Fazendo as mesmas contas para νsν
∗
s , conclui-se que pi(Es)H e´ o espac¸o final
de νs.
ν e´ homomorfismo: Tambe´m vamos fazer esta demonstrac¸a˜o em duas partes:
h ∈ pi(Et∗s∗)H: Enta˜o h = ρ(aδe)(k), a ∈ Et∗s∗ e k ∈ H. Seja {uλ} uma unidade
aproximada de Es. Utilizando a primeira parte da demonstrac¸a˜o de que ν esta´ bem
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definida, temos:
νsνt(h) = νsνt(ρ(aδe)(k)) = νsρ(βt(a)δt)(k) = lim
λ
ρ(uλδs)ρ(βt(a)δt)(k) =
= lim
λ
ρ(βs(βs∗(uλ)βt(a))δst)(k) = lim
λ
ρ(uλβs(βt(a))δst)(k) =
= ρ(βst(a)δst)(k) = νst(h).
h ∈ (pi(Et∗s∗)H)⊥: Pela demonstrac¸a˜o de ν estar bem definida, temos que νst(h) = 0.
Vamos mostrar que νsνt(h) = 0. Seja {uλ} unidade aproximada de Es e {uγ} unidade
aproximada de Et. Bem, βs(βs∗(uλ)uγ) ∈ βs(Es∗ ∩ Et) = Est e pelo Teorema de Cohen -
Hewitt ([7]), βs(βs∗(uλ)uγ) = xy, x, y ∈ Est. Por hipo´tese:
〈ρ(βt∗s∗(y)δe)(h), H〉 = 〈h, ρ(βt∗s∗(y)δe)H〉 = 〈h, pi(βt∗s∗(y))H〉 = 0,
que implica ρ(βt∗s∗(y)δe)(h) = 0. Como
ρ(βs(βs∗(uλ)uγ)δst)(h) = ρ(xyδst)(h) = ρ(xδst)ρ(βt∗s∗(y)δe)(h) = 0,
tomando {uλ} ⊂ Es e {uω} ⊂ Es∗ unidades aproximadas nas respectivas C∗-a´lgebras,
segue que:
νsνt(h) = lim
λ
ρ(uλδs) lim
ω
ρ(uωδt)(h) = lim
λ,ω
ρ(βs(βs∗(uλ)uω)δst)(h) = 0.
Assim νst = νsνt e ν e´ homomorfismo.
νspi(a)νs∗ = pi(βs(a)): Seja a ∈ Es∗ e {uλ}, {uγ} unidades aproximadas de Es. Assim:
νspi(a)νs∗ = lim
λ
ρ(uλδs)ρ(aδe) lim
γ
ρ(βs∗(uγ)δs∗) = lim
λ,γ
ρ(uλδs)ρ(aβs∗(uγ)δs∗) =
= lim
λ,γ
ρ(βs(βs∗(uλ)aβs∗(uγ))δss∗) = lim
λ,γ
ρ(uλβs(a)uγδss∗) =
= ρ(βs(a)δss∗) = ρ(βs(a)δe) = pi(βs(a)),
onde a penu´ltima igualdade segue do fato que ρ|N ≡ 0.

Pelo Teorema acima temos, para x ∈ L:
‖x‖c = sup{‖(pi × ν)(x)‖ : (pi, ν,H) ∈ CovRep(A, S, β)} =
= sup{‖ρ(x)‖ : ρ e´ representac¸a˜o de L que zera em N} =
= sup{‖ρ(x)‖ : ρ e´ representac¸a˜o de A×aβ S} = ρs(x).
Assim o processo de quocientar e completar o conjunto L e´ o mesmo nas duas definic¸o˜es.
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Lembrando que:
L =
{
finito∑
s∈S
asδs : as ∈ Es
}
,
definimos
A⋊aβ S =
L
N
,
onde N = 〈aδr − aδt : a ∈ Er, r ≤ t〉.
Com isso, apresentamos (Def. 5.0.7):
Definic¸a˜o 6.0.19 : O Produto Cruzado Parcial do semigrupo inverso S pela C∗-algebra
A relativo a ac¸a˜o β, denotado A⋊β S, e´ a C
∗-a´lgebra envolvente da ∗-a´lgebra A⋊aβ S, ou
seja, A⋊β S = C
∗
e (A⋊
a
β S).
Logo, podemos terminar o trabalho enunciando:
Teorema 6.0.20 : A definic¸a˜o de Produto Cruzado Parcial por uma Ac¸a˜o de Semigrupo
Inverso em uma C∗-A´lgebra dada em [13], e´ equivalente a` definic¸a˜o acima.

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