Students taking introductory programming courses are typically required to complete assignments and expect timely feedback to advance their learning. With the current popularity of these courses in both traditional and online versions, graders are seeing themselves overwhelmed by the sheer amount of student programs they have to handle, and the quality of the educational experience provided is often compromised for promptness. Thus, there is a need for automated approaches to effectively increase grading productivity. Existing approaches in this context fail to support flexible grading schemes and customization based on the assignment at hand. This paper presents a data-driven approach for clustering recurrent program statements performing similar but not exact semantics across student programs, which we refer to as core statements. We rely on structural graph clustering over the program dependence graph representations of student programs. Such clustering is performed over the graph resulting from the pairwise approximate graph alignments of programs. Core statements help graders understand solution variations at a glance and, since they group program statements present in individual student programs, can be used to propagate feedback, thus increasing grading productivity. Our experimental results show that, on average, we discover core statements covering more than 50% of individual student programs, and that program statements grouped by core statements are semantically cohesive, which ensures effective grading.
INTRODUCTION
Nowadays, there is a strong demand in computing education. For example, university enrollment in computing majors in North America has been steadily increasing in the past years [49] , and several universities have even reported 1,000+ students taking an introductory programming course [7] . The number of students scales in Massive Open Online Courses [19] ; for instance, 90,000+ students took each of the Stanford's artificial intelligence, database, and machine learning courses in 2011 [30] .
In this setting, grading (assessing) assignments while continuing to provide a quality educational experience becomes extremely challenging [2] . One approach is to use student graders but, apart from the fact that hiring many students to manually grade assignments may not be feasible, the final result is not uniform since they may have different criteria when grading the same assignment [4] . Another approach is having (in person or remote) peer discussions with other students taking the course and/or graders [7] . Unfortunately, students may need to wait hours to get feedback that may be too general, incomplete or even incorrect, especially if it comes from other students who are struggling with the course [37, 38] .
Current research efforts have focused on grading automation [15] . Functional testing aims to trigger as many errors as possible in student programs. Unfortunately, grading based on functional testing is limited since it is usually not easy to devise such tests, especially corner cases, and compare expected and actual outputs [13, 38] . More sophisticated approaches require preexisting knowledge. The vast majority rely on reference solutions to a given assignment that are compared over student programs [9, 10, 26, 28, 31, 38, 40, 42, 45] . A different approach consists of looking for predefined patterns in student programs [21, 25] . Their drawbacks include requiring a reference solution per program variation for the same assignment, scalability problems that prevent them from being used in real-world settings, graders do not have control over the output, or requiring a large amount of preexisting knowledge.
Data-driven approaches that do not require any preexisting knowledge are also appealing. As far as we know, Codewebs [24] , OverCode [8] and the Sense Education platform 1 are the state of the art in this context. Codewebs is a query engine of code snippets based on abstract syntax trees that graders can use to fetch pieces of code. The main drawback is that there is no assistance to the grader who needs to keep looking for code snippets until all of them are found. OverCode clusters student programs based on program variable traces providing a visualization tool to help graders understand program variability. Unfortunately, it is not appealing for assignments that require multiple variables, and, since variable traces are clustered based on rigid matching, the number of clusters 1 https://sense.education output is generally large, e.g., 1,433 programs are grouped into 1,109 clusters. The Sense Education platform applies sequence alignment over program tokens [23] , which is not resilient to statement reordering (the same semantics can be achieved by lines of code in different order), control replacement (e.g., for vs. while loops), or dead code [18] , failing to deal with program variability.
In general, existing data-driven approaches work under the assumption that introductory programming assignments can usually be divided into a number of specific tasks [20, 39] ; for instance, a student program can include tasks reading an array of integers from the standard input, computing the minimum value in the array, and outputting the value to console. Due to program variability, these tasks can be implemented in many different ways, e.g., in Java, reading from the standard input can be performed by using the BufferedReader or Scanner classes with certain variability: the former allows to read lines using the readLine method that outputs a string value that needs to be parsed into an integer, while the latter allows to directly read integers using the nextInt method. Our observation is that these two implementation variations and many others are semantically similar and can be clustered together to increase grading productivity.
In this paper, we propose a data-driven approach to discover and cluster individual program statements in student programs that are recurrent and semantically cohesive, i.e., core statements. Our approach does not require any preexisting knowledge since it discovers core statements based solely on the available programs for a given introductory programming assignment. It transforms student programs into program dependence graphs that model program control and data dependence information as well as operations like API calls. Program dependence graphs are analyzed using approximate graph alignment in which we obtain a correspondence between every pair of programs. To detect core statements, we look for individual statements that consistently align across multiple programs using structural graph clustering over the graph formed by the pairwise program dependence graph alignments.
In the context of computer-aided grading, core statements have many applications for introductory programming assignments: holistic grading consists of a small rubric designed beforehand that is dynamically augmented and refined while assessing student programs [6] . Core statements provide a high-level overview of student programs for a given assignment that can make holistic grading more effective and, to the best of our knowledge, it is the first time holistic grading automation is addressed in the literature. Furthermore, different combinations of core statements should form the specific tasks to solve a certain assignment. These tasks can be combined into strategies that students follow to solve such an assignment. Different than previous approaches, these tasks and strategies derived from core statements should aggregate them based on approximate semantics, thus reducing their number and increasing grading productivity. Finally, each core statement is formed by a number of individual statements; therefore, it is possible to propagate feedback to these individual statements, which is also, as far as we know, the first time it is proposed.
The focus of this paper is introductory programming assignments that deal with algorithmic issues, i.e., a plain, modular program in an imperative programming language no larger than 50 lines of code. Such assignments are very common in undergraduate and graduate courses, such as programming, databases, data mining, or artificial intelligence. Assignments related to object-oriented, multi-module, or parallel programming are out of scope.
We evaluate our approach using ten real-world assignments that contain hundreds of publicly-available programs collected from actual users. Our experimental results show that our approach is able to discover core statements that, on average, cover more than 50% of individual programs with a maximum of 69% covered using only 26 core statements. Furthermore, we devise several metrics to analyze the semantic cohesiveness of the individual program statements clustered by core statements. We generally observe individual core statements with similar semantics clustered together, which entails that core statements discovered using our approach can be used to effectively increase grading productivity.
This paper is organized as follows: Section 2 presents our method to approximately align program dependence graphs; Section 3 describes how we discover core statements based on graph alignments; Section 4 presents our experimental results; Section 5 presents the related work; and Section 6 recaps our conclusions.
APPROXIMATE GRAPH ALIGNMENT
We translate each student program into a program dependence graph that models control and data dependencies into a directed and labeled multigraph [12] . Figure 1 presents four sample programs that aim to solve the following assignment 2 : a playlist of songs is provided as well as the position of one specific song in the playlist. The new position of the song after sorting the playlist must be computed. Programs p 1 , p 2 and p 4 follow a similar strategy that consists of storing the playlist in an array, sorting the array, and searching for the song iterating over the sorted array. Program p 3 follows a different strategy in which the array is not sorted but iterated in a way that, if the current song number is less than the song number we wish to find, the position is incremented by one.
Each node in a program dependence graph corresponds to a program statement, and edges model both control and data dependencies. Control dependencies encode how the evaluation of statements depend on the evaluation of other statements, while data dependencies reflect the possible set of origins that each variable in a given statement may take. These graphs are adequate for representing and homogenizing program semantics to reduce their variability, i.e., structurally different but semantically-equivalent programs [11, 45] . For instance, the program dependence graphs of p 1 (Figure 1e ) and p 2 (Figure 1f ) are very similar even though they contain several implementation variations. Furthermore, program dependence graphs are also more resilient than other structures with respect to statement reordering and control replacement [18] . For example, programs p 2 (Figure 1f ) and p 4 (Figure 1h ) differ in the order of their respective calls to Arrays.sort; however, their program dependence graphs do not reflect this reordering.
A program dependence graph G = (V , E, L, T ) consists of a set of nodes V , each of which represents a program statement, and a bag of directed edges E : V ×V such that (v s , v t ) ∈ E, {v s , v t } ⊆ V and there can be multiple edges connecting the same two nodes (multigraph). of v t depends on v s evaluating true, and T ((v s , v t )) = Data if v t uses a variable that has been declared or re-assigned by v s . Furthermore, each program dependence graph has an entry node that indicates the beginning of the program. In Figure 1e , we denote Ctrl and Data as solid and dotted edges, respectively; T ((u 1 , u 5 )) = Data since a BufferedReader object is declared in line 1 in p 1 that is later used in line 5. T ((u 8C , u 9 )) = Ctrl since the execution of line 9 in p 1 depends on the condition in line 8 evaluating to true; similarly, the condition in line 8 will be evaluated more than once if it is evaluated to true (loop), therefore, T ((u 8C , u 8C )) = Ctrl (self-edge).
Our goal is to detect program statements in two student programs that have the same (or similar) semantics. Therefore, we do not wish to simply compare individual statements in isolation, but need to consider context around the statements further specifying their semantics. To accomplish our goal, we exploit approximate graph alignment [5] , which aims to find a correspondence between nodes in two graphs relying on pairwise node similarities. Each of these similarities combines topological and semantic similarities. There are different approaches to compute a topological similarity [5, 17, 48] ; one approach consists of using node embeddings (vectors) that can be compared based on a distance. There are also many methods to compute such embeddings based on random walks, matrix factorization, or kernels [1, 43] .
We deem graphlets, a kernel-based method, suitable for computing node embeddings in our context. Each graphlet g i is an induced, non-isomorphic and connected graph of size s; then node u i in a graph G is embedded as a vector of dimension d in which each position consists of the frequency of g i in G such that node u i is a central node, which generalizes the concept of node degree. To the best of our knowledge, previous work has only focused on undirected graphlets [17, 27, 47] , which cannot be applied to directed multigraphs. We rely on directed graphlets that can account for multiple edges between the same two nodes: we provide each directed graphlet g i and program dependence graph G j as input to a subgraph matching algorithm that computes induced mappings from g i into G j [29] ; graphlet frequency is computed based on these mappings. Our decision to use graphlets is not arbitrary: node embeddings based on graphlets are deterministic, do not need any training based on previous data, and encode extended neighborhoods. For instance, nodes u 9 , v 7 , w 9 and x 7 in Figure 1 are very similar because of the topology of their extended neighborhoods, which is reflected in graphlet-based node embeddings.
The topological similarity based on graphlets implicitly encode semantics of programs since it is based on edges derived from programs' control and data dependencies. However, two programs with the same structure but different operations may have the same or very similar program dependence graphs. We extend the traditional definition of program dependence graphs by including a node labeling function L : V → P (A) that associates each node u ∈ V to a set of operation labels that describe the semantics of statements. The set A includes constants, API calls, and a description of each statement's purpose. For example, in Figure 1e , Session: Long -Mining in Emerging Applications I CIKM '19, November 3-7, 2019, Beijing, China L(u 6 ) = {1, Array_Access, Assign, Minus, parse, read} encodes that the statement in line 6 in program p 1 assigns a variable, accesses an array, makes calls to parse and read, and subtracts one.
Problem Statement. Having two program dependence graphs
is the similarity between nodes u i and v j computed as a combination of topology and semantic similarities.
There are different approaches in the literature to compute such an alignment [5] . In our case, we cast the problem of finding an alignment as finding a matching in the bipartite graph formed by both program dependence graphs, such that the edges connecting nodes u i ∈ V 1 and v j ∈ V 2 are weighted using Sim(u i , v j ). We rely on algorithms to compute a maximum weighted matching in a bipartite graph, which guarantees the alignment is optimal [34] . For instance, the alignment between graphs p 1 and p 2 in Figure 1 is as follows:
DISCOVERING CORE STATEMENTS
Our approach relies on finding recurrent associations between program statements performing similar semantics across programs, which we refer to as core statements. These core statements can be used, for example, to provide a high-level overview of the student programs for a given assignment, or to propagate grader feedback from a single to multiple programs. A core statement entails a group of individual program statements that share a higher-level intent as characterized by their topological and semantic similarities, resulting from performing graph alignment over program dependence graphs. As such, core statements can be characterized by different syntactic variations, e.g., two ways of checking whether a string s contains a character c in Java are s.contains(c) or s.indexOf(c) != -1. Both would belong to the same core statement given that they appear in similar contexts in their respective programs.
We first construct a pairwise alignment graph G = (V , E), which is a simple (undirected, unweighted, and without multiple edges) graph where V is the set of nodes in the program dependence graphs derived from all student programs in an assignment, and E : V × V is the set of edges resulting from the pairwise alignments of each pair of program dependence graphs.
Problem Statement. Given a pairwise alignment graph G = (V , E), we aim to find the set C of core statements in G. Each core statement C ∈ C is a subset of V such that it forms a dense subgraph in G, i.e., it is a group of highly interconnected nodes. The assumption is that statements that are consistently aligned among a number of student programs are indeed performing similar semantics.
The literature is rich in algorithms to discover dense subgraphs in large graphs [35, 44] ; however, not all existing algorithms have the ability to further characterize nodes as outliers not being connected enough to a cluster, or hubs connecting two or more clusters. Characterizing outliers and hubs is an important requirement in our context given that we do not want to group program statements that do not belong to a core statement with enough structural confidence. Therefore, we cast the problem of discovering core statements as that of structural graph clustering on a pairwise alignment graph, which computes hubs and outliers in addition to clusters [46] . The structural neighborhood of a node u, denoted as N [u], is a certain neighborhood of u ∈ V , which can include direct neighbors of u, or neighbors k-hops away taking or not u into consideration [16, 46] . Given a density threshold ϵ ∈ (0, 1], the ϵneighborhood of u, denoted by N ϵ [u], is defined as the subset of nodes in N [u] whose structural similarities with u are at least ϵ. The structural similarity between nodes u and v is a function of N [u] and N [v] that measures the similarity between their neighborhoods, which can be computed as the number of common nodes in N [u] and N [v] [46] . Given a structure threshold
We thus define a core statement C as a subset of V , |C| ≥ 2, such that: 1) If u ∈ C such that N ϵ [u] ≥ µ, then all nodes that are structure-reachable from u also belong to C (maximality). 2) For any two nodes v 1 , v 2 ∈ C, there is u ∈ C such that both v 1 and v 2 are structure-reachable from u (connectivity).
Regarding ϵ and µ thresholds, the former modulates the minimum edge density required to form a cluster, while the latter determines the minimum size of such a cluster. A value of ϵ = 1 forces clusters to be cliques, i.e., every pair of nodes is connected by an edge. In our context, we are interested in highly connected statements but we do not want be so astringent since we desire core statements to provide some level of abstraction. Therefore, the selection of ϵ requires to consider consistency with certain relaxation to account for program variability. The value of µ should be set to represent a percentage of the number of student programs. The larger its value, the more consistent discovered core statements will be. However, program variability will limit our ability to make µ arbitrarily large in practice since we may not find a significant amount of core statements that sufficiently represent a given programming assignment. For instance, in our experiments, all assignments involve reading and parsing values from the standard input, so a large µ typically discovers core statements related to these reading and parsing tasks. Discovering core statements related to other tasks to solve each assignment at hand usually requires smaller values of µ. Figure 2 presents an excerpt of the alignment graph resulting from the pairwise alignments of the program dependence graphs in Figure 1 . We assume that, to form a core statement (cluster), we need at least three nodes (µ) and the average degree of the nodes involved is greater than two (ϵ). As a result, core statements C 1 and C 2 respectively cluster program statements related to reading the song position from the standard input, and selecting the song from the playlist (array) in our motivating example. Depending on ϵ and µ, there may exist nodes in an alignment graph that may not form part of any clusters. On one hand, a node that does not form part of any cluster is a hub if its neighbors belong to two or more clusters; otherwise, it is considered an outlier. In Figure 2 , u 6 is a hub node since its neighbors are clustered in core statements C 1 and C 2 , while w 6 is considered an outlier since it is only connected to nodes clustered as C 3 , which groups program statements sorting the playlist (array) in our motivating example. Note that both nodes u 6 and w 6 do not have enough connectivity to be part of any core statement (cluster).
Our analysis to discover core statements based solely on the alignment graph does not take the original programs into account. This entails core statements may contain more than one statement from the same program, which can detriment our requirement that core statements should cluster recurrent statements across student programs in a given assignment. A duplicated core statement thus contains two or more nodes present in the same program. Core statement C 4 in Figure 2 , which contains individual statements that initialize the playlist (array) in our motivating example, is a duplicated core statement since it contains two nodes belonging to the same program: nodes w 3 and w 7 belong to program p 3 . Note that we include an additional node y i that belongs to a fifth program not shown in Figure 1 , which is very similar to p 4 .
The excerpt of the alignment graph shown in Figure 2 has several connected components; however, in practice, alignment graphs have usually a single connected component and are very dense. Figure 3 shows a full alignment graph derived from the programs to solve a certain assignment (CARVANS) in our experiments, where each node is colored according to the core statement it belongs to. Black nodes entail they are either hubs or outliers, or belong to a duplicated core statement. This alignment graph has a single connected component and its average node degree is 498.77.
EXPERIMENTAL STUDY
This section presents our experimental results that include a description of the dataset we used, implementation of our approach and metrics, and results and discussion.
Dataset. CodeChef 3 is an online platform that helps users improve their programming skills through assignments and contests. CodeChef provides several assignments for practicing that are divided into the following categories: Beginner, Easy, Medium, Hard and Challenge. CodeChef provides public access to all user programs in some of these assignments. In our experiments, we focused on a number of Easy assignments. CodeChef provides information about programs like whether they are correct, i.e., they pass a number of test cases. We focused on correct Java programs, since we expect other types of programs, like incorrect ones or those that do not parse, will increase program variability. Note that this is similar to other experiments conducted in the literature in which, once correct programs have been assessed, incorrect programs and others can be dealt with by automated program repair approaches [42] .
Despite the Easy label, these assignments entail certain level of complexity as evidenced by the average Source Lines of Code (SLOC) in Table 1 . Note that related approaches have evaluated student programs with, at the most, an average of 29 lines of code [10, 28, 42] . Table 1 also presents the number of programs (#P), and the total number of nodes (V) and edges (E) in the alignment graph involving all programs. We collected these programs in November, 2017. In all of these assignments, programs must read from the standard input each test case, which consists of a single block of text that requires parsing, usually involving multiple loops before performing any computations to solve the assignment at hand. We believe our approach is well suited for this kind of programming assignments that can be decomposed in tasks.
Setup. The implementation of our approach 4 leverages the sequential algorithm SCAN [3, 46] to discover core statements, hubs and outliers. There are however variants of SCAN amenable to parallelization to work on graphs that do not fin in main memory [36] . SCAN computes the structural neighborhood of a node u (N [u]) as the close neighborhood of u; furthermore, the structural similarity between nodes u and v is computed as the number of common nodes in N [u] and N [v]. We used SourceDG [22] to compute program dependence graphs derived directly from the source code of programs. Each alignment between every pair of programs was computed using the Bellman-Ford algorithm for maximumsimilarity bipartite matching [34] . We used all directed graphlets comprising two to four nodes to compute node embeddings, i.e., 40 graphlets in total and a vector size of 73 positions. Given the sizes of the programs we are dealing with, we hypothesize that topological information of nodes five or more hops away from a certain node may result misleading. Furthermore, the performance will be significantly reduced since there are 535 five-node graphlets.
We used our approach in an iterative fashion: in each step, we discover core statements starting with the full alignment graph. Nodes that are part of the discovered core statements and their respective edges are iteratively removed from the alignment graph until no more core statements are discovered. We perform a parameter sweep for ϵ ∈ {0.7, 0.8, 0.9}. The main intuition is that we wish to account for certain implementation variations while keeping core statements semantically cohesive. For ϵ = 0.6, we obtained very poor results (see discussion below). Furthermore, we set µ equal to 5% and 10% of the number of available programs in each assignment, which provides two realistic scenarios in which a single grader may handle the assessment of a reasonable amount of student programs. Recall that larger values of µ allow to only discover very pervasive core statements, while small values can get a grader lost in core statements that are not sufficiently recurrent.
We analyze the number of core statements discovered and the coverage of these core statements per program, i.e., the total number of nodes in the pairwise alignment graph minus those marked as outliers, hubs or duplicated. This coverage gives an estimation of how many nodes can potentially be directly assessed by a grader. The combination of both number of core statements and coverage provides an intuition of graders' productivity: a small number of core statements that cover a large percentage of program statements is an ideal situation. Outlier, hub and duplicated core statements can be further processed using rules that are specific to a certain assignment; however, we directly discard them in this experiment.
We wish to measure the semantic cohesiveness of the discovered core statements. Assuming u and v are two nodes clustered in the same core statement C, we propose the following three metrics: 1) Control dependence distance (CDD(u, v)): let n and n ′ be the entry nodes (beginning of program) of the respective graphs that contain u and v. Let Path Cond (n, u) (Path Cond (n ′ , v), respectively) the path from n to u such that all edges have type Ctrl. CDD(u, v) = Abs(|Path Cond (n, u)| − |Path Cond (n ′ , v)|), where Abs stands for absolute value. We compute these metrics for all the pairwise comparisons of the nodes in a core statement. CDD gives an intuition about the cohesiveness of the control dependence of clustered statements, i.e., statements that are clustered together should ideally have the same control nesting structure. For instance, i++ statements that update pointers iterating an array must appear in the context of a loop. DDD informs about how similar the usage of variables by nodes in a core statement is. We expect statements with similar semantics to make a similar usage of variables; for example, statements that print to console should use variables in a similar way if the computation has been performed correctly. However, because of program variability, we cannot expect this metric to be equal to zero (ideal case), e.g., statements that reuse variables have a different variable usage than statements that do not reuse but declare new variables to perform computations. Finally, NLD gives an idea about the operations the clustered statements are performing. Similarly as before, we cannot expect this metric to always be equal to zero (ideal case) since we aim to group statements with similar semantics, e.g., two statements reading from the standard input that use nextInt and readLine and parsing the output string using Integer.parse should be clustered together; however, it is also true that these statements must have common labels, e.g., Assign.
Our experiments were run in a research computing environment. For each assignment and combinations of parameters (ϵ and µ), we launched a job requesting 20Gb of main memory. We also requested four CPU cores per job, which can belong to the following three processors: AMD Opteron 6180 SE 2.2GHz, AMD Opteron 6282 SE 2.6GHz, and Intel Xeon X5670 2.93GHz. Table 1 presents the maximum times in seconds that our implementation took when creating alignment graphs (A) and mining core statements (C).
Results and discussion. Figure 4 shows the weighted average, based on the number of programs available, of core statements discovered for the ten assignments in our dataset using different values of ϵ and µ. We observe that ϵ = 0.8 and µ = 5% achieve the best compromise between number of discovered core statements and coverage per program. For this combination, we are able to cover more than 50% of the programs using around 20 core statements on average. Furthermore, many of the discarded individual statements for this combination are hubs connecting several core statements instead of outliers or duplicated core statements. We conducted an additional experiment using ϵ = 0.6 where we were not able to discover any core statements since all of them were duplicated, i.e., increasing the flexibility of the structural similarity makes discovered core statements contain several individual statements belonging to the same program. Figure 5 displays our results for the different metrics using violin charts, which aggregates all the metric values for the ten assignments in our dataset for a given configuration. Regarding the control dependence distance (Figures 5a and 5b) , we observe that core statements clustered using ϵ = 0.9 are very cohesive for both µ = 5% and µ = 10%; however, for ϵ = 0.8, the control dependence cohesiveness of core statements is not significantly reduced with respect to ϵ = 0.9. Regarding the data dependence distance (Figures 5c  and 5d ), the best results are obtained when using ϵ = 0.9. We observe no notable difference in the distributions when using µ = 5% or µ = 10%, only a slightly shorter tail in the latter case. Overall, the best results for the node label distance (Figures 5e and 5f ) are achieved for ϵ = 0.8 and µ = 5%. For ϵ = 0.9, both distributions are almost identical and when ϵ = 0.7, µ = 10% outperforms µ = 5%. Figure 6 shows the total number of core statements discovered by our approach and average coverage per program for each assignment in our dataset using ϵ = 0.8 and µ = 5%, which we deem as the best configuration overall. In seven out of ten assignments, we achieve more than 50% coverage using no more than 31 core statements. In the cases of CLE and LAP, available programs are implemented in a variety of ways and, therefore, we are not able to discover enough core statements to cover additional individual program statements using µ = 5%. Figure 7 presents our metrics for each of the assignments using ϵ = 0.8 and µ = 5%. Figure 7a , control dependence distance, shows that the distribution for all assignments is dominated by the value zero. In general, we observe a distinguishable peak at one, which is more pronounced for PER and practically imperceptible for MUF. For most assignments, there is a minimal peak at two with values greater than two rare to find. Figure 7b , data dependence distance, shows that zero is the most prominent value but one is also a notable peak across the assignments. Values of DDD equal or greater than two are more scarce with the exemption of CAR, CLE and CON, which have a slightly more pronounced peak at two. Finally, Figure 7c displays the values for the node label distance. We notice that the distributions concentrate around [0.0, 0.4], with an emphasis on zero. The metrics obtained using ϵ = 0.8 and µ = 5% suggest that individual statements clustered in core statements by our approach are generally semantically cohesive.
We manually analyzed the core statements discovered for the JOH assignment, which is the same as our motivating example in Figure 1 . Table 2 presents an excerpt of these core statements in which, for each of them, we describe its semantics, the number of individual statements it aggregates, and a number of sample individual statements contained in it. Note that, for each sample statement, we provide the amount of similar individual program statements clustered in the same core statement. For the programs in JOH, we discover a core statement that groups individual statements initializing the standard input either using the Scanner or BufferedReader classes, and three core statements that read from the standard input the playlist size, each song in the playlist and the position of the song of interest, respectively. We observe that programs using the Scanner class tend to use the nextInt method to accomplish these tasks, but a few also use the nextLong and/or nextShort methods, while programs using the BufferedReader class use the Integer.parseInt method to parse the string line into an integer. Our approach also clusters individual statements that sort the playlist stored as an array, in which we observe that in the majority of the cases the Arrays.sort method is used, but a few programs used the Arrays.parallelSort method instead. We finally discuss the core statement grouping individual statements that print results to console, in which we observe a large amount of statements using j or j+1, where j is the position after sorting, but we also observe some programs that perform a binary search over the playlist to obtain the new position of the song, which should provide better performance results in terms of execution time. These insights of the JOH assignment are achieved thanks to the high-level overview provided by core statements.
RELATED WORK
In this section, we discuss the most related approaches to our work, non-data-driven approaches to deal with programming assignments, and code clone detectors to find similar blocks of source code between two programs.
Data-driven approaches that do not require any preexisting knowledge. Codewebs [24] is a search engine of code snippets for programming assignments. It relies on an index based on "code phrases, " i.e., recurrent code snippets that are frequent in many student programs. Then, when a user poses a query using the engine, Codewebs exploits probabilistic semantic equivalence between abstract syntax trees to perform the matching, which is based on functional tests over the abstract syntax trees: if, for a set of inputs, both trees provide the same output, then we assume such trees match. A drawback of this approach is that probabilistic semantic equivalence requires to specify program inputs, which may not be feasible manually when managing a large amount of programs. The authors do not elaborate on how to actually group statements once similar abstract syntax trees are found. OverCode [8] is a system to aid graders visualize and explore the variability of a large amount of programs. It focuses on Python and assumes that all the programs are correct after passing a set of functional tests. OverCode clusters programs by executing them with a set of predefined tests and analyzing variable traces. Programs that have the same traces and whose lines of code are syntactically the same are clustered together. The main drawback is that grouping based on variable traces and code syntax equivalence may lead to a large amount of clusters due to program variability [10] . This is exacerbated in programming assignments that require the use of multiple variables [26] .
The Sense Education platform is similar in spirit to OverCode. It clusters student programs by applying string sequence alignment over program tokens [23] . Once programs are aligned, the platform clusters these programs based on similarity and allows a grader to propagate feedback per group, i.e., all programs in the group receive the same feedback and grade. Its main drawback is that program tokens are not resilient to statement reordering, control replacement, or dead code [18] . As a result, the number of clusters can be large to be manually managed. Another drawback is that token subsequences are matched as a whole, so the final alignment is not aware of the semantics of the programs. For example, a subsequence formed by a for loop, including initializations, condition and updates, can match the condition of a while loop that does not usually contain any information about initializations or updates, usually located before and at the end of the loop.
Data-driven approaches that require preexisting knowledge. Piech et al. [26] proposed an approach that selects a subset of existing programs for graders to annotate with feedback. Each of these annotations is used individually to learn a binary classifier to annotate programs not seen before with such given annotation. Propagating feedback consists of applying all the binary classifiers learned to a given program to decide whether it should be annotated with a piece of feedback. The main drawback is that it requires "tens of thousands of programs" [26] , which can be unfeasible in certain contexts. It also requires the number of variables to be fixed beforehand, which may be not beneficial for students developing their problem-solving skills [8] . In addition, pieces of feedback are propagated without any reference to the student programs, which may confuse students receiving such pieces [41] .
Pu et al. [28] devised sk_p that is similar in spirit to the approach by Piech et al. [26] . The main difference between them being their inputs: while the former relies on triples that represent pre-and post-conditions of a program, sk_p uses partial fragments of contiguous statements in its textual form. This input is exploited to learn a model that aims to repair incorrect student programs, which can be used to provide feedback to students. Similar to the previous approach, its main drawback is that it requires a large number of programs. Furthermore, its focus is program repair, so it is unclear whether it can be used to analyze student programs.
Refazer [31] takes as input a number of pairs of incorrect/correct program samples of a given assignment. It automatically learns a number of transformation rules to mutate incorrect abstract syntax trees into correct trees with the goal of repairing incorrect programs. Refazer finds discrepancies between each pair of programs using the edit distance between their abstract syntax trees. Unfortunately, the tree edit distance is affected by the order of statements, and even programs that are the same except for their order of statements entail multiple edits. Therefore, learned transformation rules can mutate a whole incorrect program instead only the part of the program that contains an error. In addition, Refazer requires a number of representative incorrect/correct pairs, which may be difficult to provide in our context.
Non-data-driven approaches. The vast majority of existing methods rely on functional testing [15] , which offers very limited information in order to analyze student programs. Another approach is using automated software verification in combination with functional testing and control flow graph similarity [41] , which has the same drawback. More sophisticated approaches compare student programs with one or more reference solutions [9, 10, 38, 40, 42, 45] . Their main drawback is that multiple reference solutions are usually required for the same assignment since programs and reference solutions are compared as a whole, i.e., if an assignment consists of multiple tasks that can be performed in multiple ways, we need to assemble a reference solution per combination [14] . A final approach consists of looking for code snippets a grader expects to find in student programs [21, 25] , which requires the existence of a knowledge base of such code snippets that needs to include all possible implementation variations.
Code clones. A code clone is the result of reusing source code fragments by copying and pasting with minor adaptations [32] . There are several approaches to model source code [18] , including the textual representation of statements, abstract syntax trees, tokens, and graphs like data flow, control flow or program dependence graphs. The main goal of code clone detectors is to improve software maintenance in (large) software projects [33] . As a result, such detectors are more focused to detect syntactically similar clones rather than semantically similar [32] . However, in our case, we are mostly interested in semantically similar programs that are usually smaller than programs found in real-world software projects.
CONCLUSIONS
In this paper, we have introduced and analyzed a data-driven approach for clustering individual program statements performing similar (but not exact) semantics across a number of student programs in introductory programming assignments. Our experiments over ten real-world assignments containing hundreds or thousands of student programs suggest that our approach is effective at clustering over 50% of individual program statements using around 20 core statements that are semantically cohesive. Different than existing data-driven approaches, ours increases grading productivity since it allows to cover a large number of program statements using only a few number of semantically cohesive core statements, which can be potentially handled by a single grader. Different than other approaches, it does not require any preexisting knowledge to function, which makes it an ideal approach for situations in which an assignment is offered for the first time.
Core statements can be used to provide a high-level overview of the different ways students have solved a given assignment. Such an overview provides graders with a big picture about the assignment at hand that supports holistic grading, i.e., the grading criteria can be refined based on the solutions students have provided. Furthermore, since core statements are directly linked to individual statements in student programs, they can be used to customize the grading process by, for instance, providing specific and direct feedback to those programs that contain one or more specific core statements, which, as far as we know, it is the first time this feature has been supported. In educational settings in which assignments must be solved based on stitching certain tasks, combinations of core statements can be used to describe such tasks, and combinations of these combinations can be used to define solution strategies. However, different than existing approaches, the use of core statements makes defining these tasks and strategies feasible at scale, since each core statement usually condenses a variety of statements that have similar semantics.
As future work, we will explore effective approaches to present high-level summaries of student programs to graders. For feedback propagation, how to handle statements that are not covered by core statements depends on each grader: some graders may provide holistic feedback and will not use all core statements, while others may desire to cover more details about student programs. We will investigate how to deal with hubs, outliers and duplicated core statements to increase the coverage of individual program statements. We will also explore how our approach behaves when including incorrect programs. We expect incomplete and moderately incorrect programs not to pose a threat. However, incorrect programs that completely deviate from a plausible solution could be problematic. More notably, we hypothesize that statements from correct programs in core statements may be suitable candidates to fix statements from incorrect programs belonging to the same core statement, which yields an avenue for program repair research. Lastly, we intend to analyze the effect of not including all edges in the alignment graph in the quality of the discovered core statements. In this work, we produced a one-to-one mapping between statements for every pair of programs; however, aligned statements whose cost significantly deviates may be introducing noise and hindering the disentanglement of core statements.
