We study anisotropic mixed norm spaces of n-harmonic functions in the unit polydisc of C n . Bergman type reproducing integral formulas are established by means of fractional derivatives and some continuous inclusions. It gives us a tool to construct corresponding projections and related operators and prove their boundedness on the mixed norm and Besov spaces.
The quasi-normed space L(p, q, α) (0 < p, q ∞, α = (α 1 , . . . , α n )) is the set of those functions f (z) measurable in the polydisk U n , for which the quasi-norm (1 − r j ) α j M p (f ; r), q = ∞,
is finite. For the subspaces of L(p, q, α) consisting of n-harmonic or holomorphic functions let h(p, q, α) = h(U n ) ∩ L(p, q, α), H (p, q, α) = H (U n ) ∩ L(p, q, α).
For p = q < ∞, the spaces h(p, q, α) and H (p, q, α) coincide with the well-known weighted Bergman spaces. The first results on mixed norm spaces are contained in classical works of Hardy and Littlewood [10, 11] , who considered functions holomorphic in the unit disk D = U 1 . Later, Flett [8] essentially improved and developed methods of [10, 11] . Holomorphic and pluriharmonic mixed norm spaces on the unit ball and bounded symmetric domains of C n have been studied, for example, in [14, 17, 19] . Motivated by papers of Choe [3] , Shamoyan [18] , and Zhu [21] , we are interested in projections in mixed norm and Besov spaces on the polydisc U n . The paper is organized as follows. First, we prove several continuous inclusions of Hardy, Littlewood, and Flett in Theorem 1 for n-harmonic spaces h(p, q, α) and Hardy spaces on the polydisc. These inclusions are used in further theorems. A Poisson-Bergman type reproducing integral formula is stated in Theorem 2 for n-harmonic functions in h(p, q, α). Corresponding integral operators T β,λ , T β,λ , S β,λ , S β,λ of Bergman type are constructed on the basis of fractional integro-differentiation and Poisson type reproducing kernels. In Theorem 3 of Forelli-Rudin type, given 1 p, q < ∞, we find a necessary and sufficient condition for T β,0 to be a bounded projection of L(p, q, α) onto h(p, q, α), and also for T β,λ to be a bounded operator in L(p, q, α). The traditional way of stating the projection results is to use Schur test (see, e.g., [12] ). Instead, we use a higher-dimensional version of Hardy's inequality and give a quick elementary proof of projection theorems. Further, Bergman type operators can be considered on other function spaces. In Theorem 4, the action of the operators T β,0 and T β,0 is studied on mixed norm spaces L(p, q, α) for multi-indices α = (α 1 , . . . , α n ) with non-positive entries α j . It turns out that the image of L(p, q, α) with α j 0 under T β,0 and T β,0 is the Besov space hΛ p,q α of n-harmonic functions. On the other hand, it is known that Bergman projection preserves Lipschitz spaces in the setting of the unit ball of C n or R n and in strictly pseudoconvex domains of C n (see [4, 16, 20] Note that many particular results of the theorems are well known especially for holomorphic Bergman spaces on the unit disk, the unit ball or the polydisc in C n , see [3, 5, 8, [10] [11] [12] 14, [17] [18] [19] 21] . Observe that in Theorems 1-6 for p = q, an iteration of one-variable case does not work. There is an additional difficulty in the proof of Theorem 1 connected with non-n-subharmonicity of |u| p and non-monotonicity of integral means M p (u; r) with respect to r for 0 < p < 1. On the other hand, a passage from n-harmonic functions to holomorphic ones is impossible because n-harmonic functions need not be real parts of holomorphic functions.
Main theorems
We shall use the conventional multi-index notations:
Throughout the paper, the letters C(α, β, . . .), C α , etc., will denote positive constants possibly different at different places and depending only on the parameters indicated. For A, B > 0, the notation A ≈ B denotes the two-sided estimate c 1 A B c 2 A with some inessential positive constants c 1 and c 2 independent of the variable involved. For any p, 1 p ∞, we define the conjugate index p as p = p/(p − 1) (we interpret 1/∞ = 0 and 1/0 = +∞). The symbol dm 2n means the Lebesgue measure on the polydisc U n normalized so that m 2n (U n ) = 1. We shall write T :
We now formulate main theorems of the paper. Starting from the Hardy-LittlewoodFlett inclusions in h(p, q, α), we present them by the following table.
Then the following inclusions are continuous:
The next theorem establishes a reproducing integral formula of Poisson-Bergman type for functions in h(p, q, α).
where the kernel P β of Poisson type is defined in Section 3.
The representation (1.1) induces linear integral operators of Bergman type:
where
. . , λ n ). Also, we introduce similar integral operators with "conjugate" kernel Q β of Poisson type (see Section 3):
It is natural here to ask whether these operators are bounded in mixed norm spaces. The next theorem of Forelli-Rudin type answers to this question.
Remark. For functions holomorphic in the unit disk or the ball of C n as well as for holomorphic Bergman spaces (p = q) the results of Theorems 2 and 3 are known even for general weights; see, e.g., [5, 12, 14, 17, 18] and references therein.
Further, a question arises: What is the image of L(p, q, α) with negative α j under the mappings T β,λ and T β,λ ? To answer we introduce Besov spaces of smooth enough and n-harmonic functions. 
are bounded. Moreover, the map (1.2) is surjective.
of n-harmonic functions. This is familiar for the (weighted) Bergman projection and holomorphic functions in various domains, see, e.g., [3, 5, 12, 21] , while for p = q, α j = 1/p and holomorphic functions, the relation (1.2) is due to Zhu [21] .
In some papers, [4, 16, 20] , preservation of Lipschitz spaces under the Bergman projection is studied. Now, for similar operator
we study the same problem.
Finally, as an application of projection theorems we find the dual space of h(p, q, α) for 1 p ∞, 1 q < ∞.
Remark. For holomorphic Bergman spaces in the polydisc, a duality theorem for more general weights is established by Shamoyan [18] .
Proof of Theorem 1
First notice that as it follows from Aleksandrov's paper [1, Theorem 2.11], the space h(p, q, α) is trivial if at least one of the entries α j is less than −1 (or clearly α j < 0 for 1 p ∞). The most of the inclusions in Theorem 1 are known for functions holomorphic in the unit disk (see [8] ). For n-harmonic functions u, some difficulties appear because of non-n-subharmonicity of |u| p (0 < p < 1). Without loss of generality and to simplify notation, we may assume that n = 2.
Proof of (iii).
We begin by proving the case q 0 = ∞ and show that 
write Hardy-Littlewood inequality on subharmonic behavior of |u| p :
, where
From (2.2), (2.3), and a simple inequality |1 − ζ jzj | < 3(1 − |ζ j |), |z j | < 1, ζ j ∈ B z j , we obtain
Next, we extend the domain of integration in (2.4) to the rings ρ j < |ζ j | < ρ j (j = 1, 2) and integrate over the torus T 2 :
If 0 < p < q < ∞, then by Hölder inequality with indices q/p and q/(q − p), 5) and therefore
If 0 < q p ∞, then write (2.4) with q instead of p, and apply Minkowski's inequality with exponent p/q 1:
Then (2.5) follows. Thus, in both cases the inclusion (2.1) is continuous. The general case in (iii) reduces to (2.1). Indeed, let 0 < q < q 0 < ∞. Then by (2.1)
The inequality (2.5) implies also the assertion (x) of Theorem 1.
Proof of (iv)
, but is necessary as well. That follows from the next lemma. 
Applying Hölder inequality with indices q/p, 1/(1 − p/q) and integrating over I 2 , and then interchanging the order of integrating, we get u q ∞,q,α+1/p C(p, q, α) u q p,q,α . If 0 < q p ∞, then we use the inequality (2.2) with q instead of p. The same method as above leads to (2.6). Thus, the inclusion (iv) is proved for both p 0 = ∞ and p 0 = p. For all values p 0 ∈ [p, ∞] the inclusion (iv) follows from a version of RieszThorin interpolation theorem for quasi-normed spaces [2, 13] .
Conversely, suppose there exists an index j ∈ [1, n], say j = 1, such that α 01 + 1/p 0 < α 1 + 1/p. For an arbitrary point a = (a 1 , . . . , a n ) ∈ U n and a multi-index γ = (γ 1 , . . . , γ n ), γ j > max{α 0j + 1/p 0 , α j + 1/p}, 1 j n, define the function f γ ,a (z) = 1/(1 −āz) γ . A simple estimation shows that
Letting |a 1 | → 1, we get a contradiction with h(p, q, α) ⊂ h(p 0 , q, α 0 ). The proof of Lemma 1 and the inclusion (iv) is complete. 2
Proof of (v), (vi) can be obtain by (iii) and the inclusion h(p, q, α) ⊂ h(∞, ∞, α +1/p) which is contained in (iv).
The inclusion (vii) is due to Frazier [9] , and the inclusion (viii) follows from [9] in view of n-subharmonicity of |u| p , p 1.
Finally, the inclusion (ix) is a combination of (vi), (iv). Indeed, for any
Remark. For holomorphic Bergman spaces on the unit ball of C n , Lemma 1 can be found in [15] . The inclusion (ix) for n = 1, 0 < p < 1, p 0 = q = 1 is proved by Duren and Shields [7] . They showed also that the limiting inclusion h p ⊂ h(1, 1, 1/p − 1) is false.
Proof of Theorems 2 and 3
For a function f (z) = f (rw), r ∈ I n , w ∈ T n , given on U n , we shall use RiemannLiouville integro-differential operator D α ≡ D α r with respect to variable r: 
It is easily seen that if f is n-harmonic, then so are D α f and D −α f , and for them the following inversion formulas hold:
For n-harmonic functions the operators D −α and D α have an equivalent definition. Every function f ∈ h(U n ) has a series expansion f (z) = k∈Z n a k r |k| e ik·θ , where r |k| = r
and we can present
We shall consider kernels P α and conjugate kernels Q α of Poisson type for the unit disk D (see [6, Chapter IX]):
It is easily seen that P 0 (z) = P (z) and Q 0 (z) = Q(z) are the usual Poisson and conjugate Poisson kernels. Denote also
For the polydisc U n the kernels P α and Q α are defined as where α = (α 1 , . . . , α n ) , α j 0, z, ζ ∈ U n . Kernels P α and Q α are n-harmonic both in z and in ζ . Clearly, P α (z, ζ ) = P α (ζ, z) = P α (z,ζ ). Before passing to the proofs of Theorems 2 and 3, we give two auxiliary lemmas which are proved by direct computation and estimation.
Lemma 2. For any
This lemma enables us to extend the definition of the kernels P α and Q α to negative α j < 0. We assume that P α = D α P 0 and Q α = D α Q 0 for any α j ∈ R.
Lemma 3.
Let α j 0, 1/(1 + α j ) < p ∞ (1 j n) and let K be either of the kernels P α and Q α . Then
Proof of Theorem 2. Let first
Applying the inversion formula (3.1) and then changing the variables, we get
where the integral converges absolutely by Lemma 3. For other admissible p, q, β the proof follows from the inclusion h(p, q, α) ⊂ h(1, 1, β) (see Theorem 1). 2
The representation (1.1) suggests corresponding integral operators T β,λ , T β,λ , S β,λ , S β,λ (see Section 1). It is natural to ask whether they are bounded in L(p, q, α) . For proving Theorem 3, we need a higher-dimensional version of Hardy's inequality.
where the constants C may depend only on α, β, q, n.
The inequalities (3.2) and (3.3) are proved by iteration of those in one variable.
Proof of Theorem 3. (i)
It is enough to prove the boundedness of S β,λ . Instead of applying the standard Schur test (see, e.g., [12] ), we use Lemma 4. Let f (z) ∈ L(p, q, α), 1 q < ∞. By Minkowski's inequality and Lemma 3,
By the triangle inequality and Lemma 4,
The case q = ∞ can be proved easier. Of course, the boundedness of the operator T β,0 (λ j = 0) means that T β,0 is a n-harmonic projection of L (p, q, α) onto h(p, q, α) . This completes the proof of part (i) of Theorem 3. We now turn to the proof of part (ii) of Theorem 3. It suffices to prove that bounded- , α) , where the constant C is independent of f . Taking a multi-index N = (N 1 , . . . , N n ) with the components N j large enough (
so the inequality α j + λ j > 0 holds for all j ∈ [1, n] . Further, let T * β,λ be the adjoint operator of T β,λ . It is given explicitly by
According to [2, p. 304] , the dual space
We now distinguish two cases.
where the constant C depends only on α, β, λ, q, N, n. So it follows that q (β j − α j q) + α j q > 0, or equivalently, β j > α j for all j, 1 j n.
Case q = 1. Then the inequality (3.4) turns to
The action of T * β,λ on the function f N (z) gives
Hence β j − α j 0 for all 1 j n. It remains to show that for q = 1, 1 p < ∞ the equality β j = α j holds for no index j . Assume β 1 = α 1 , say. Then, given parameter a ∈ U n , we consider functions g a (z) = |P β+λ (a, z)|/P β+λ (a, z) , where
In view of boundedness of harmonic conjugation in spaces h(1, 1, α) (see, e.g., [5, 8] ),
Letting here |z 1 | → 1, we obtain a contradiction with the boundedness of T * β,λ on L(p , ∞, 0). Thus, the equality β j = α j holds for no index j . This completes the proof of Theorem 3.
Proofs of Theorems 4-6
We now briefly sketch proofs of Theorems 4-6.
Proof of Theorem 4. Given a function
, then for any γ j > α j (1 j n), the desired inequality can be written in the form D γ f p,q,γ −α C ϕ p,q,−α . To prove these inequalities, we differentiate the equality f (z) = T β,0 (ϕ)(z) by means of the operator D γ and then, by analogy with the proof of Theorem 3(i), estimate using Minkowski's inequality, Lemmas 3 and 4.
To prove the surjectivity of (1.2), we need several additional lemmas. (1 j n) , k ∈ Z n , z = rw, r ∈ I n , w ∈ T n , the following identities hold:
Proof. Substituting the series expansion of the kernel P β+γ = D β+γ P into the left-hand side of (4.1), we get the identity (4.1). Formula (4.2) can be proved in the same way. Taking g = T αq,0 (g 0 ) and using Theorem 3, we conclude that g is in L(p , q , αq/q ) and F (f ) = f, g ∀f ∈ h(p, q, α), such that g p ,q ,αq/q C g 0 p ,q ,αq/q C F . This completes the proof of Theorem 6. 2
