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Introduction
An important topic in survival and reliability analyses is the study of parametric probability distributions in order to model the faults in a product or the lifetime of a product or entity. Many lifetime distributions are related to extreme values, e.g. a series system stops working when the first component breaks while a parallel system stops working when the last component breaks. Moreover, in big data scenarios, which are becoming more and more relevant these days, there may be a specific interest in record values only, such as extreme weather events, and no other aspects of the data may be stored or reported.
Since Chandler (1952) introduced the topic of record values and studied their basic properties, a substantial literature has appeared devoted to record values, for example see Glick (1978) , Smith (1988) , Carlin and Gelfand (1993) , Feuerverger and Hall (1996) , Chan (1998) , Sultan et al. (2008) , Wong and Wu (2009) , Tavangar and Asadi (2011) and Cramer and Naehrig (2012) . Record statistics are widely used in many real life application areas, such as weather forecast (Chandler, 1952; Coles and Tawn, 1996) , maximum water levels in hydrology (Katz et al., 2002) , sports and economics (Balakrishnan et al., 1993; Robinson and Tawn, 1995; Balakrishnan and Chan, 1998; Raqab, 2002; Einmahl and Magnus, 2008) , life-tests (Soliman et al., 2006; Ahmadi et al., 2009) , stock markets (Wergen, 2014) and so on. Due to the commonality and the importance, there has been a number of literature on probabilistic modeling and statistical inference for record data. For a book-length account on this topic, see Arnold et al. (1998) and Ahsanullah (2004) .
Sample size is an important issue in statistical testing and confidence intervals because it has such a significant impact on the validity of analytic results and is so often misunderstood. Without a sufficiently large sample, a statistical test or confidence interval may not have the targeted statistical properties, if the derivation of the test procedure or interval depends on assumptions which are only asymptotically justified. Therefore, as data sets consisting of record values often lack sufficient data for statistical inference based on asymptotically justified methods, it is important to develop exact inferential methods which apply for any sample size. This paper presents a new method of exact inference for interval estimation for a family of proportional reversed hazard distributions based on data consisting of lower record values.
Let {X n , n = 1, 2, . . .} be a sequence of independent and identically distributed (i.i.d.) random variables with cumulative distribution function (cdf) F (x) and probability density function (pdf) f (x). An observation X j is called a lower record value if its value is less than the values of all of previous observations, so if X j < X i for each i < j. Then the record times sequence {T n , n ≥ 1} is defined in the following manner: T 1 = 1 (with probability 1) and for n ≥ 2, T n = min{j : X j < X T n−1 }. The sequence {R n = X T n , n = 1, 2, . . .} is called the sequence of lower record values of the original sequence.
In this paper, new exact interval estimation is presented based on record values for the following family of probability distributions, which provides a flexible family to model lifetime variables. Let F (x; λ, α) denote the cdf of a probability distribution with parameters λ and α. Consider parameter estimation for the family of probability distributions specified by
where G(·; λ) is a cdf dependent only on λ. These families of distributions -without necessarily confining attention to a oneparameter G -are discussed by Marshall and Olkin (2007, Section 7.E. & ff.) . They call (1) a 'resilience parameter' or 'proportional reversed hazard' family. When α is an integer, (1) is the distribution function of the maximum of a random sample of size α from the distribution G(·; λ). Examples of families (1) include the inverse Weibull distribution, and generalized exponential distribution (Gupta and Kundu, 1999) . The latter can be used as an alternative to gamma or Weibull distributions in many situations and has attracted much attention in the literature recently, it arises when G(x; λ) = 1 − e −x/λ in family (1).
In Section 2 of this paper exact interval estimation for the parameters λ and α is presented, as well as some characteristics of F (x; λ, α). In Section 3 the results of a simulation study in order to investigate the performance of the proposed method are presented, while an example with data from the literature is presented in Section 4.
Interval estimation
In this section new methods for interval estimation for the proportional inversed hazards family are presented. In order to do so, the following lemmas are needed. Lemma 1. Let R 1 , R 2 , . . . , R n be the lower record values observed from the standard uniform distribution U(0, 1), then
that the Jacobian of transformation is given by
and the pdf of Y 1 , . . . , Y n is given by 
have standard uniform distributions and S n has gamma distribution with shape parameter n and scale parameter 1, denoted by (n, 1) (see Wang et al., 2010) .
Interval estimation of λ
Let R 1 , R 2 . . . , R n be the lower record values observed from the proportional reversed hazards family (1), then F (R 1 ; λ, α), F (R 2 ; λ, α), . . . , F (R n ; λ, α) are the lower record values observed from the standard uniform distribution U(0, 1). Thus, we have from Lemma 1 that
, so we have from Lemma 2 that U 1 , . . . , U n−1 , U n = −α log G(R n ; λ) are independent random variables. Also, U 1 , . . . , U n−1 have standard uniform distributions and U n has gamma distribution (n, 1), where
Therefore,
If W 1 (λ) is a strictly increasing or decreasing function of λ, which can be shown case-by-case, then, for any 0 < β < 1, 
is the β percentile of the χ 2 distribution with v degrees of freedom and,
These exact confidence intervals could be simplified for each distribution of the family (1).
When G(x; λ) is a scale distribution family, the following lemma gives a sufficient condition in which W (λ) is a strictly decreasing function of λ. Proof. Let
Notice that for the scale family
Thus we obtain from (3) that when ρ(x, λ) is a strictly decreasing function of λ, h(t) is a strictly increasing function of t.
Hence y(λ) is a strictly decreasing function of λ. Therefore, we have from (2) that W 1 (λ) is a strictly decreasing function of λ.
where λ > 0 is the shape parameter and α > 0 is the scale parameter. Note that, in the inverse Weibull case, α in (1) is reparameterized as α λ . In this case, W 1 (λ) is equal to
It is obvious that
is a 1 − β confidence interval for the parameter λ.
Remark 1. Similar to the proof in Wang and Ye (2015) , the statistics (
Example 2 (The Generalized Exponential Distribution). The cdf of the generalized exponential distribution GE(λ, α) is
where α > 0 is the shape parameter and λ > 0 is the scale parameter. In this case, W 1 (λ) is equal to
Notice that the reversed failure rate for the generalized exponential distribution is given by
and that xe −x 1−e −x is a strictly decreasing function of x in (0, ∞), thus we know from Lemma 3 that W 1 (λ) is a strictly decreasing on (0, ∞). Furthermore, we have
is a 1 − β confidence interval for the parameter λ. This confidence interval is the same as one based on Q k,n proposed by Raqab and Sultan (2014) .
Remark 2. Notice that W 1 (λ) and U n are independent, thus the 1 − β joint confidence region of (λ, α) is obtained by
(2n)
Interval estimation of α and other quantities
Below we derive generalized confidence intervals for the parameter α, mean, quantiles and reliability function of the proportional reversed hazard family.
Suppose that W 1 (λ) is a strictly monotone function of λ. Let g(W , R) be the unique solution of W 1 (λ) = W , where R = (R 1 , R 2 , . . . , R n ) and W ∼ χ 2 (2n − 2). Notice that V 1 = 2U n = −2α log G(R n ; λ) has the χ 2 distribution with 2n degrees of freedom, therefore we have that
.
Using the substitution method presented by Weerahandi (2004) , we substitute g(W , R) for λ in the expression for α and obtain the following generalized pivotal quantity for α:
where r = (r 1 , r 2 , . . . , r n ) is the observed value of R = (R 1 , R 2 , . . . , R n ).
It is obvious from (7) that the distribution of W 2 is free of any unknown parameters. It is also obvious from (8) that W 2 reduces to α when R = r. Thus W 2 is a generalized pivotal quantity. The cdf of W 2 is given by
where F χ 2 (v) (x) and f χ 2 (v) (x) are the cdf and the pdf of the χ 2 distribution with v degrees of freedom, respectively. Percentiles of the generalized pivotal quantity W 2 can be obtained from the cdf (9). Another way to obtain the percentiles is based on the following simulation algorithm. For a given data set (n, r), generate W ∼ χ 2 (2n − 2) and V 1 ∼ χ 2 (2n), independently. Using these values, we compute the values of W 2 in (7). This process of generating the value of W 2 is repeated m (≥10,000) times for the fixed values of (n, r). Based on the generated values of W 2 , the percentiles of W 2 can be estimated. Let W 2,β denote the β percentile of W 2 , then [W 2,β/2 , W 2,1−β/2 ] is a 1 − β generalized confidence interval for α.
Notice that the mean, pth quantile (0 < p < 1) and reliability function of the proportional inverse hazards family are respectively given by µ =  
Similar to W 2 , the cdf of W 4 is given by 
log(W 4 /r n ) is also a pivotal quantity.
Remark 4. Let T 1,γ be the β percentile of T 1 . Then a 1 − β confidence interval for α is given by
Using (5) and V 1 = 2(α/R n ) λ ∼ χ 2 (2n), the average length of the confidence interval for α is given by
It is obvious that for small λ, the average length of the confidence interval for α may be infinite. For the confidence interval of x p , there is the similar results.
log(r i /r n ) W may be less than 0 due to W ∼ χ 2 (2n − 2), so we ignore W 3 in this case.
Example 2 (Continued). For the generalized exponential distribution
is the digamma function. Thus we have
Remark 6. Via simulations we find that for small α or n, the average length of the confidence intervals for α and µ may be infinite.
Because the coverage probabilities of their generalized confidence intervals may depend on nuisance parameters, we study the performance of coverage probabilities of these confidence intervals via simulations in Section 3.
Prediction interval
While inference for characteristics of the underlying probability distributions in case of record value observations is of interest, it is also important to derive inferential methods for prediction as one is often interested in the value of the next record(s) based on the current record values. Providing a prediction interval with good frequentist properties is a challenging issue for many existing methods but such a prediction is most useful and highly expected. Below we present a new method to predict the (n + k)th lower record value R n+k based on n existing lower record values R = (R 1 , R 2 , . . . , R n ).
To derive a prediction interval for R n+k , we continue to use the earlier definition of Y 1 , . . . , Y n and we further define 
and it is independent of U n . Therefore
follows the beta distribution Beta(n, k) with pdf
Thus we have
We now define the generalized pivotal prediction quantity
Similar to W 2 , the cdf of W 6 is given by
where F Beta(n,k) (x) is the cdf of the Beta distribution Beta(n, k).
In particular, for the inverse Weibull distribution, we have
and for the generalized exponential distribution, we have
Let W 6,β denote the β percentile of W 6 . Then W 6,β is the 1 − β lower prediction limit for R n+k . Just as in the case of W 2 , the percentiles of W 6 can be obtained from the cdf (10) or by Monte Carlo simulations. The performance of the generalized prediction interval, based on the coverage probabilities, will again be investigated by simulations in Section 3.
Hence T 3 is a pivotal prediction quantity.
Remark 8. Notice that, for the inverse Weibull distribution, W 2 can be rewritten as
where r λ i is the record value from the inverse Weibull distribution with shape parameter 1, thus the coverage probability of the generalized confidence interval for α does not depend on the shape parameter λ. Similar results hold for the generalized confidence interval of x p and the prediction interval of Y n+k . However, the coverage probability of the generalized confidence interval for R(x 0 ) does depend on the shape parameter λ in this case. ; λ)] α , x > 0. Therefore, it is obvious that the proposed procedure is extended to the proportional hazards family for the upper record values.
Simulation study
To assess the performance of the proposed generalized confidence intervals and prediction intervals, we performed a simulation study with lower record values generated via various scenarios. Because the proposed generalized confidence intervals and prediction intervals are scale equivariant and invariant, we take, without loss of generality, α = 1 for the inverse Weibull distribution and λ = 1 for the generalized exponential distribution in our simulation study. For each scenario, 10,000 replicates of the lower record values were generated from the inverse Weibull distribution or the generalized exponential distribution. The quantiles of W i are obtained by Monte Carlo methods with m = 10,000. The simulation results are reported in Tables 1 and 2 . The corresponding interval lengths are provided in parentheses. Tables 1 and 2 show the 90% and 95% generalized confidence intervals for the parameters and further quantities considered in Section 2 of these two probability distributions, as well as prediction interval for R n+1 . However, we do not include µ for the inverse Weibull distribution here due to the possibly negative value of 1− 2
Clearly, this simulation study shows that, even if the number of observed record values is very small, such as n = 5, 10, the coverage probabilities of the 90% and 95% confidence intervals resulting from the method presented in this paper are close to 0.9 and 0.95, respectively. Madi and Raqab (2007) presented a data analysis of the amount of annual rainfall (in inches) recorded at the Los Angeles Civic Center for 127 years, from 1878 to 2005 (season July 1-June 30). They found that these data can be fitted well by the generalized exponential distribution. They used six lower record values up to 1959 as follows: 11.35, 10.40, 9.21, 6.73, 5.59, 5 .58, and they presented Bayesian prediction for the next two lower records. The actually observed next two lower records were set in 1960 and 2001, and were 4.85 and 4.35, respectively. We use the method presented in this paper to reanalyze these data, using only this small set of six lower record values. The results are presented in Table 3 . Compared with the Bayesian interval estimation in Madi and Raqab (2007) , the Bayesian interval for α has shorter interval length than the generalized confidence interval, but the Bayesian interval for λ has longer interval length than the generalized confidence interval. In particular, we obtain 95% prediction intervals for the next two lower record values, R 7 and R 8 , as (3.2836, 5.5676) and (2.3595, 5.4770), respectively, using m = 1000,000 in the simulations. It is interesting to compare these prediction intervals to the 95% Bayesian prediction intervals presented by Madi and Raqab (2007) for R 7 and R 8 , which are (1.4824, 5.5383) and (0.6788, 5.2447), respectively. Both the Bayesian prediction intervals and the new prediction intervals based on our method contain the true record values, but our prediction intervals have substantially shorter length due to much larger lower limits of the intervals. As the actual number of observations is small, any Bayesian method for such prediction will be influenced by the choice of the prior distribution, which will typically be rather difficult to assess meaningfully due to the complex nature of record values. From this perspective, the presented method in this paper has the advantage of not requiring additional input beyond the data.
An illustrative example

