INTRODUCTION
In the commutative case one has the following characterisation of Galois extensions of finite degree; we call L/K a Galois extension if K is the field of invariants of some group of automorphisms G of L: K= Inv G.
(0) L/K is a Galois extension if and only if any polynomial p of degree m which is the minimal polynomial of an element of L has m distinct zeros in L.
The notions separability and normality are related to this characterisation.
In the case of skew fields polynomials often have infinitely many zeros, so a different way of counting zeros as distinct is needed.
The well-known theorem of Gordon and Motzkin [Z] states that a polynomial of degree n has zeros in at most n conjugacy classes. This suggests one should count zeros of a polynomial by the conjugacy classes in which they lie. However, in an inner Galois extension, for every minimal polynomial of an eiement all zeros are conjugates. That should count them as one. In this paper a different, more differentiated way of counting is proposed such that also in the case of an inner Galois extension the zeros of a polynomial p are counted as deg (p) .
In this paper we introduce a relation between zeros, called "separateness," and count zeros by the maximal number of them which are separate. We prove that this notion has the following properties:
(1) Any polynomial of degree m has at most m separate zeros. holds in case LfK is a right polynomial extension, which means: there exists a generator 8 such that 1, 0, . . . . P-' is a right basis of L/K. So for this type of extension a version of (0) holds.
To establish these results we make use of a connection between separate zeros and factorisations of p into linear factors (Section 2) and of a connection with independent K-automorphisms of L (Section 3). The notion "separate zeros" itself is defined using polynomials from K[X] which vanish on some part of the set of the zeros that are concerned and are nonzero on the others.
Based on the method of counting zeros introduced here, in Section 4 we define the notion of multiplicity of a zero in a given conjugacy class. This enables us to refine the theorem of Gordon and Motzkin mentioned above to a multiplicity rule. In the special case of a Galois extension all multiplicities of one polynomial are proved to be equal (Section 5). We conclude in Section 6 with a characterisation of all polynomials which have a complete conjugacy class among their zeros and with a result which connects left zeros and right zeros in one conjugacy class.
The notion of multiplicity introduced here differs from the one used in [ 11. In our case the connection between zeros and linear factors of the polynomial is guaranteed, which is not the case with their definition. The question which is posed at the end of [ 1 ] can easily be answered for our notion of multiplicity, but this answer differs from their (partial) answers. In this paper K, L, N will denote fields which may or may not be commutative. Given a E K we define the left substitution u,: K[X] --+ K by Cx'a, +,ICcriai and %L;((p)= {aE KI a,(p)=O} is the set of left zeros of p E K[X]. We often omit the prefix left or subscript K in this paper all zeros will be left zeros. If SC K, by Z,(S) we denote the centralizer of S in K. The center of K is denoted by Z(K).
By C, we denote the conjugacy class of a. The partition of K into conjugacy classes Ci, i E 1, induces a partition of any subset S of K into S n Ci, i E I. We use the symbols p, q, r for polynomials over some field K and a, b, c for elements of K in general. In particular we use a, /? for elements of K which are or may be zeros of some polynomial and s, t for elements of K which are used to form conjugates. A homomorphism o: K + K is extended to K[X] by w(X) = X. The following lemma is easy to verify. Cd) I~PE zK(cOCXl then a,(m) = a,(p) a,(q).
(e) Ifs = a,(p) +O then aah) = O,(P) ~,-dq).
In particular a,(pq) = 0 iff a,(p) = 0 or o,-,,,(q) = 0.
(f) 40,(P)) = aal(m Assume SC K is a subset and Z, is the right ideal of K[X] consisting of all q with a,(q) = 0 for all cx E S. Since K[X] is a principal ideal ring there is a unique manic qs such that I, = qsK[X]. We call this qs the right minimal polynomial of S; in case I, = 0 we take qs = 0. Note that qs # 0 if and only if SC 2(p) for some nonzero p E K [X] . Such an S is called (left) bounded. By pi q we denote the fact that p is a left factor of q. We summarize some properties of right minimal polynomials and left zeros: (e) qos = 4ck).
The following lemma can easily be derived from Lemmas 1.1 and 1.2, especially by the very useful 1.1 (e). 
SEPARATE ZEROS
To generalize the notion of distinct zeros to a more convenient one for the case of skew fields, we have to count several zeros as one. This is made precise in the following: DEFINITION To study this notion in more detail we make use of the theory of abstract dependence relations, for instance, given by [3, pp. 18-223. We recall from this reference that an abstract dependence relation on a given set U is a relation which associates with each finite subset S of U certain elements of U, said to be dependent on S, such that the following conditions are satisfied:
DO. Every a ES is dependent on S. Dl.
(Transitivity) If c1 is dependent on S and each /I E S is dependent on T then c1 is dependent on T. D2. (Exchange property) If /3 is dependent on S u {a} but not on S then cx is dependent on SU {/.?}.
For an infinite set S we call c( dependent on S if a is dependent on some finite subset of S.
The following lemma establishes that our notion of dependence defines an abstract dependence relation. (i) a is dependent on S.
(ii) 01 E %(qs).
(iii) qs = qsv (a}.
If these are satisfied and S, c S is given such that a is not dependekt on SO then a is conjugate to some /3 E S\&,. (ii) = (iii) follows from 1.3(b).
(iii)=(i)
Suppose qsu la} = qs, . take F= S in the definition above and let p be given with SC%"(~). From 1.2(c) it follows that qsuial =qs] p and again by 1.2(c) the other way around we have LX E 5?(p). This proves that a is dependent on S. The remainder of (b) follows after (a).
(a) We prove the exchange principle. Assume c1 is dependent on Su {p} but not on S, where S is finite. Then deg(qs,(.,8~)=deg(qs,(B))~deg(qs)+ 1 =deg(qsu{.$ Therefore /? is dependent on Su { CX}.
(b) Finally we prove the remainder of (b), using the above. Take a minimal subset F c S such that a is dependent on F. Since Fc SO cannot happen we can choose an element BE F\&; write F= F,, u {b}; then by the exchange principle qfO, Ial = qFov ia,PI = qFou {pl # qFO. Now t-'crt = SC'Bs for some s, t E K*, as follows from 1. Notice that Lemma 2.2 implies that every set of two distinct elements is a separable set; this is even the case if these two elements are conjugates.
The theory of abstract dependence relations, for instance, as given in [3, pp. 18-221, enables us to speak of a separable basis B of S as a maximal separable subset of S. The cardinality of such a basis is unique; we call it the degree of S, denoted deg(S). Notice that deg(S) < cc if and only if S is bounded, in which case deg( S) = deg( qs).
In case S = Z?'(p) for some polynomial p over K, we speak of a separable basis of p, for short. Such a basis can be seen as a kind of system of representatives for the zeros of p. The following proposition gives a connection with factorisations of p in linear factors. The factorisation given in 2.3(b) will be called the factorisation induced by ~0, . . . . a,,-1. Any permutation of these ai induces a permuted factorisation. This provides a kind of commutation rule for linear factors in p. Any partition of the cli induces a partition of the factorisation induced. It turns out that separable bases of sets of zeros can be used to construct and manipulate this kind of factorisations. In 4.1 this technique is applied to say more about the zeros of p.
Notice that Lemma 2.1 implies that a set of zeros in different conjugacy classes is a special case of a separable set; [ 1 ] is a paper about that case, and also gives some constructions of factorisations which are not induced by zeros in the above sense (see pp. 514-515). Our notion of separability also handles separate zeros within one conjugacy class; as mentioned earlier, for instance, any two distinct elements in one conjugacy class are separate.
SEPARATE ZEROS AND AUTOMORPHISMS
In this section we study how Galois extensions are characterised by the existence of separate zeros. First a lemma. If L= K(8) in 3.3, then an inner closure of L/K behaves similarly to a splitting field in the commutative case; a difference is that in the noncommutative case no condition of separability on p is required.
The converse of 3.2 is less easy. (ii) The K-homomorphisms oi: L --, N given by x + t;'xti are left linearly independent over N.
With these preparations we can derive: In [7] as an application of the results presented here it is proved that any right polynomial extension has a dual which is left polynomial extension.
If p is a polynomial over K and S is a set of left zeros of p in some extension L of K, we shall say that S is a splitting set for p if qs = p. In the same spirit one can call S a separable splitting set for p if S is a separable basis for p and qs = p. The extension L can be called a splitting field for p if it is generated over K by some splitting set for p. Consider the situation where the polynomial p is the right minimal polynomial over K of some 13 EL with L = K(8) and n is the degree of p. Then Corollary 3.3 states that any inner closure N of L/K is a splitting field for p. In general inner closures, as we construct them, are infinitely generated over K. In [6] it is shown that there also exist splitting fields that are finitely generated over K. It is proved that the (free) field product of n copies of L = K(B) is also a splitting field for p. Moreover, in this case the splitting field is generated by a separable splitting set of n uniform zeros of p. As a related result we establish that in the field product over K of L and K(t) there exists a splitting set for p. This field product is even generated by the two elements 8 and t; however, it is not a splitting field for p, since it is not generated by zeros of p alone.
MULTIPLICITIES AND MULTIPLICITY RULE
The central notion of this section is defined by DEFINITION.
The multiplicity of a subset S of K in a conjugacy class C of K is given by m=(S) = deg(S n C). The multiplicity of a polynomial p over K in C is the multiplicity of 9'(p) in C: m,-(p) =m,(%(p)). If we speak of the multiplicities of p or S we mean the nonzero ones.
The following theorem establishes the multiplicity rule as a relation between the sum of the multiplicities and the degree of a polynomial p. 
Proof
(a) Suppose a is dependent on S. By Lemma 2.1 a is dependent on Sn C,. This proves the third statement of (a). The first and second statements of (a) follow directly from the third one.
(b) The first statement of (b) follows (a); the second statement follows from the first using deg(q,,,,) =deg(9'(p)), which follows from Lemma 2.2.
(c) This follows from (a) and (b). 1
This theorem is a refinement of the well-known result of Gordon and Motzkin [4] which states that the zeros of a polynomial of degree n lie in at most n conjugacy classes. Using our theorem above, more can be said. For instance, if there exists a conjugacy class C containing more than one zero of p, then ma(p) 2 2; so the zeros lie in strictly less than n conjugacy classes. In case the zeros lie in exactly n conjugacy classes, p has exactly n zeros. The multiplicity rule also can be used to distinguish some cases if the degree of qz2(p) is low: if this degree is 2, there are two possibilities, namely m, = 1 and ml = 1 or m, = 2; if the degree is 3, there are three possibilities, namely 1, 1, 1 or 1, 2, or 3 . The theorem below will show that in a Galois extension only two of these three possibilities can occur. In the case of degree 4 there are live possibilities, two of which are excluded in a Galois extension.
MULTIPLICITIES IN GALOIS EXTENSIONS
In the case of a Galois extension the multiplicity rule can be rewritten to a very simple form: the degree of p is the product of the number of conjugacy classes and one uniform multiplicity. To be more precise: (ii) * (iii) This is immediate. (iii)*(i)
These are equivalent statements of the fact that C, is bounded.
The remainder of this proposition follows from Lemma 3.1 (b). 1
The above proposition also determines the polynomials over K that contain a complete conjugacy class among their zeros. These are the polynomials with highest possible multiplicity in C,, namely deg(C,). This contrasts with [ 1, Theorem 2B] . This seemingly contradicts our results. The difference lies in the notion of multiplicity as defined by them: in their construction to prove Theorem 2B on pp. 514-515 the connection between zeros and factorisations is lost, whereas we guarantee this connection and employ it. Using our notion of multiplicity we can answer the open question they finish with : whether or not Theorem 2B is true in the case where [K : Z(K)] is infinite. The answer is embodied by the following proposition. We now turn to the case m + 1 < deg(C, This proposition can easily be generalized to the situation that more conjugacy classes are given (using Theorem 4.1), which answers the question of Bray and Whaples mentioned earlier.
We close with the following curious result on left and right zeros in one conjugacy class. Since c1 is a right zero we can write p =4(X-a) with q a polynomial over K. From the fact that p is the right minimal polynomial of 8 we have a,(q)#O. By Lemma 1.1(e) we get a= tr'et with t =as(q).
1
The conditions in this proposition may look strange, but this situation can happen easily: take for K the field of complex numbers and for L the field of quaternions; then a = i, 8 = j satisfy the conditions, where p=x*+ 1.
Additional Remarks
The material presented here was developed during the period from 1980 to 1984. A first draft containing this material was finished in December Prof. G. M. Bergman has also given some suggestions for slight improvements in the presentation of our paper.
