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A POWER LAW OF ORDER 1/4 FOR CRITICAL MEAN FIELD
SWENDSEN-WANG DYNAMICS
YUN LONG, ASAF NACHMIAS, WEIYANG NING, AND YUVAL PERES
Abstract. The Swendsen-Wang dynamics is a Markov chain widely used by physi-
cists to sample from the Boltzmann-Gibbs distribution of the Ising model. Cooper,
Dyer, Frieze and Rue proved that on the complete graph Kn the mixing time of
the chain is at most O(
√
n) for all non-critical temperatures. In this paper we show
that the mixing time is Θ(1) in high temperatures, Θ(log n) in low temperatures and
Θ(n1/4) at criticality. We also provide an upper bound of O(log n) for Swendsen-
Wang dynamics for the q-state ferromagnetic Potts model on any tree of n vertices.
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1. Introduction
Local Markov chains (e.g. “Glauber dynamics”) are commonly used to sample from
spin systems on graphs. At low temperatures, however, their mixing time becomes
very large (sometimes exponential in the size of the graph), making it computationally
harder to sample from the equilibrium measure. In some cases, “Global” Markov
chains, which allow moves like cluster flipping, yield much faster mixing and those
are the algorithms of choice when practitioners actually sample (see for example [31],
[32], [33] and [36]; see [17] for a different polynomial time algorithm for sampling from
the Ising model). The Swendsen-Wang (SW) algorithm for the q-state ferromagnetic
Potts model and its variations are frequently used in practice. Gore and Jerrum [15]
discovered that for any q > 2, on the complete graph Kn there are temperatures where
the SW dynamics has mixing time of order at least exp(Ω(
√
n)). Borgs, Chayes, Frieze,
Kim, Tetali, Vigoda and Vu [5] proved a similar lower bound on the mixing time of
the SW algorithm at the critical temperatures, on the d-dimensional lattice torus for
any d ≥ 2 and q sufficiently large.
The natural question remaining is how does the SW algorithm perform when q = 2
(i.e., for the Ising model). The first positive result in this direction is due to Cooper,
Dyer, Frieze and Rue [7]. They proved that the SW algorithm on the complete graph
on n vertices has mixing time at most O(
√
n) for all non-critical temperatures. In
this paper we show that the mixing time is Θ(1) in high temperatures, Θ(log n) in low
temperatures and Θ(n1/4) at the critical temperature. The study of the mixing time
at criticality is the main effort of this paper. Heuristic arguments for the exponent 1/4
at criticality were found earlier by physicists, see [30] and [27].
It is instructive to compare these results with the mixing time of Glauber dynamics
for the critical Ising model on Kn. In [20], the authors show that this mixing time is
Θ(n3/2). Since in the SW dynamics we update n vertices in each step, the number of
vertex updates up to the mixing time is Θ(n5/4), that is, it performs faster by n1/4
than Glauber dynamics.
2. Statement of the results
The mixing time of a finite Markov chain with transition matrix p is defined by
Tmix = Tmix(1/4) = min
{
t : ‖pt(x, ·)− π(·)‖TV ≤ 1/4 , for all x ∈ V
}
,
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where ‖µ − ν‖TV = maxA⊂V |µ(A) − ν(A)| is the total variation distance. Before
describing the Swendsen-Wang (SW) algorithm on a graph G = (V, E), let us first
describe its stationary distribution, also known as the Ising model. This is a probability
measure (also known as the Boltzmann-Gibbs distribution) on the set Ω = {1,−1}V
where the probability of each σ ∈ Ω is
P(σ) =
eβ
∑
(u,v)∈E σ(u)σ(v)
Z(G)
,
where β ∈ [0,∞] is a parameter usually referred to as the inverse temperature, and the
partition function Z(G) is defined by
Z(G) =
∑
σ∈Ω
eβ
∑
(u,v)∈E σ(u)σ(v) .
For σ ∈ Ω, let G+(σ) be the graph spanned by the vertices of G which are assigned 1 by
σ and similarly let G−(σ) be the graph spanned by the vertices of G which are assigned
−1 by σ. The SW dynamics on a graph G with percolation parameter p ∈ [0, 1] is a
Markov chain on Ω. Given the current state of the chain σt, we obtain the next state
σt+1 by the following two-step procedure:
1. Perform independent p-bond percolation on G+(σt) and on G
−(σt) separately.
That is, retain each edge of G+(σt) and G
−(σt) with probability p and erase
with probability 1 − p, independently for all edges. Call the obtained graphs
G+p and G
−
p , respectively.
2. To obtain σt+1, for each connected component C of G+p and of G−p , with prob-
ability 1/2 assign all vertices of C the same sign 1 and with probability 1/2
assign them all the sign −1, independently for all these components.
It is easy to show using Fortuin and Kasteleyn’s Random Cluster model [14] (see
Edwards and Sokal [11] for this derivation) that the Ising model measure is invariant
under the SW dynamics when p = 1 − e−2β . Moreover, the SW dynamics is clearly
an aperiodic and irreducible Markov chain. Hence from any starting configuration
σ0, the law of σt obtained after t updates, converges in distribution to the stationary
Ising measure. Cooper, Dyer, Frieze and Rue [7] investigated the mixing time of the
SW dynamics on the complete graph on n vertices. They showed that if p = cn when
c ∈ (0,∞) \ {2} is some constant independent of n, then the mixing time of the
dynamics is at most O(
√
n). The following Theorem improves their result by giving
the precise order of the mixing time at all temperatures.
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Theorem 2.1. Consider the SW dynamics on the complete graph Kn on n vertices,
with percolation parameter p = cn , where c is a constant independent of n. Then,
(i) If c > 2 then Tmix = Θ(log n).
(ii) If c = 2 then Tmix = Θ(n
1/4).
(iii) If c < 2 then Tmix = Θ(1).
The q-state ferromagnetic Potts model with parameter β > 0 on a graph G = (V, E)
is a probability measure on the set Ω = {1, 2, · · · , q}V where for each σ ∈ Ω
P(σ) =
eβ
∑
(u,v)∈E 1{σ(u)=σ(v)}
Z(G)
,
and the partition function Z(G) is defined by
Z(G) =
∑
σ∈Ω
eβ
∑
(u,v)∈E 1{σ(u)=σ(v)} .
We can similarly define the Swendsen-Wang dynamic with parameter p ∈ [0, 1] on G
as the Markov chained defined by first performing p-bond percolation on the graphs
spanned by the vertices of each state {1, . . . , q}, and then color all the components
obtained this way uniformly from the q colors and independently for each cluster. In
a similar fashion the Potts model is the stationary measure for this chain.
Theorem 2.2. The mixing time of the Swendsen-Wang process for the q-state ferro-
magnetic Potts model at any temperature on any tree with n vertices is O(log n), where
the constants may depend only on the temperature.
2.1. Random graph estimates. Due to the percolative nature of the dynamics we
require several estimates about the random graph G(m, p) in non-critical case when
p = θm where θ 6= 1 is a constant and the near-critical case when mp = 1 + o(1). We
were not able to find such estimates in the vast random graph literature so we provide
them in this paper. In the following we highlight some of these estimates which are
interesting for the random graph community.
It is a well known result of Pittel [28] that for G(m, p) when p = θm where θ > 1 is
a constant we have that |C1|−βm√
m
converges in probability to a normal distribution, β
is the unique positive solution of the equation
1− e−θx = x.
This does not imply, however, the moderate deviation bound on |C1 − βm|
P(
∣∣|C1| − βm∣∣ > A√m) ≤ Ce−cA2 , (2.1)
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for any A > 0, which we prove here, see Lemma 5.4.
The study of the random graph “inside” the phase transition was initiated by Bol-
loba´s [3] where it is shown that if p = 1+ǫ(m)m when ǫ(m) is a positive sequence sat-
isfying ǫ(m) ≥ m−1/3 logm, then with high probability |C1| = (2 + o(1))ǫm. The
logarithmic corrections were removed by Luczak [22] and this statement holds when-
ever ǫ(m) ≫ m−1/3. A stronger result was recently proved by Pittel and Wormald
[29]. They show that in this regime of p, the distribution of |C1|−2ǫm√
m/ǫ
converges to a
normal distribution (this is a corollary of Theorem 6 of [29], but in fact the authors
prove much more than this statement).
Surprisingly however, the above results do not give good estimates on E|C1| and
on moderate and large deviations of |C1| − 2ǫm. These are crucial in our analysis of
the Swendsen-Wang chain since these determine the moments of the increments of the
chain. In Section 5 we prove several such estimates, for instance
E|C1| = 2ǫm+O(ǫ−2 + ǫ2m) ,
see the more accurate inequality in Theorem 5.8. Another interesting estimate is a
bound on the deviation of |C1|,
P
(∣∣∣|C1| − 2ǫm∣∣∣ > A√m
ǫ
)
≤ Ce−cA2 ,
for any A satisfying 0 ≤ A ≤
√
ǫ3m. See Theorem 5.9.
3. Mixing time preliminaries
Lemma 3.1. Suppose (Xt, Yt) is a coupling of two copies of the same Markov chain
with X0 = x, Y0 = y. We have
‖Pt(x, ·)−Pt(y, ·)‖TV ≤ P(Xt 6= Yt). (3.1)
One can apply triangle inequality to (3.1) to get
‖Pt(x, ·)− π(·)‖TV ≤ max
y
P(Xt 6= Yt),
and by taking maximum over all x, we have
max
x
‖Pt(x, ·) − π(·)‖TV ≤ max
x,y
P(Xt 6= Yt). (3.2)
This gives the following theorem, which we will use as a main technique to get the
mixing time.
Lemma 3.2. If for every two state x, y ∈ Ω, we could couple {Xt, Yt} with X0 = x,
Y0 = y with a constant probability ǫ > 0 after L steps. Then, Tmix(X, 1 − ǫ) ≤ L.
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As long as one can obtain the order of an upper bound of Tmix(1−ǫ), the same order
of upper bound holds for Tmix(1/4). We refer Section 4.4 and 4.5 of [21] of detailed
discussion on this.
4. Outline of the proof of Theorem 2.1
Due to the length of the proof of Theorem 2.1, we provide here a “road-map” of
whole argument. The reader is advised to follow this outline to get the general idea of
the proof and go to the main contents for further details whenever needed. Let {σt}∞t=0
be the SW Markov chain. Consider the chain Xt defined by
Xt =
∣∣∣∑
v
σt(v)
∣∣∣ . (4.1)
Since the underlying graph is complete, {Xt} is a Markov chain with state space
{0, . . . , n}. Given X0, the random variable X1 is determined by two independently
drawn random graphs G(n+X02 ,
c
n) and G(
n−X0
2 ,
c
n). If we denote by {C+j }j≥1 and
{C−j }j≥1 the connected components of the corresponding two random graphs, then X1
is distributed as ∣∣∣∑
j≥1
ǫj|C+j |+
∑
j≥1
ǫ′j |C−j |
∣∣∣ , (4.2)
where {ǫj} and {ǫ′j} are i.i.d. random variables taking 1 with probability 1/2 and
−1 otherwise. This is the reason that the moments and large deviation estimates of
random graph component sizes are useful in our approach.
Frequently, to obtain upper bounds on the mixing time of the SW chain we will
obtain a bound on the mixing time of the chain Xt and then use the following lemma,
which appears in [7] and is based on the path coupling idea of Bubley and Dyer [6].
Lemma 4.1. Suppose {σt} and {σ′t} are two SW chains such that X0 = X ′0. There
exists a coupling of the two chains such that with probability at least 12 the two chains
meet after O(log n) steps.
4.1. Outline of the Proof of Theorem 2.1 (i). By Lemmas 3.2 and 4.1 it suffices
to show that we can couple two copies of the magnetization chain Xt and X
′
t such that
they meet in O(log n) with probability Ω(1) which is uniform over all initial values x0
and x′0. It turns out that the stationary distribution is concentrated in a window of
length
√
n around γ0n for some γ0 = γ0(c) ∈ [0, 1]. In fact, the one step evolution of
Xt essentially contracts the second moment of |Xt − γ0n|. That is, we have
E(X1 − γ0n)2 ≤ δ(x0n− γ0n)2 +Bn , (4.3)
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for some constants δ ∈ (0, 1) and large B. See Theorem 6.2. It follows quickly that
there exists an interval of values I = [γ0n−A
√
n, γ0n+A
√
n] for some large constant A
such that for any initial value x0 we have that Xt ∈ I with probability Ω(1) whenever
t = Θ(log n).
Once the two chains are both in the interval I one can show that they can be coupled
to meet in the next step with probability Ω(1). This is the content of Theorem 6.5.
The main idea of that argument is that the random graph G(n, cn) has Θ(n) isolated
vertices with high probability and that the difference of the sums of the spins of the
two chains before we assign spins to the isolated vertices is O(
√
n). Thus, we one
can couple the two chains to correct the O(
√
n) error by assignment of those isolated
vertices. This follows from the classical local central limit theorem for the simple
random walk.
4.2. Outline of the Proof of Theorem 2.1 (iii). Since we need to prove an O(1)
upper bound we cannot use Lemma 4.1 here. However, the study of Xt’s evolution
will still be useful. As in the supercritical case, the stationary measure is concentrated
in a window of width Θ(
√
n), but this time around 0 and mixing occurs much faster.
We will show, as before, that we have contraction, that is,
E
(
X21 |X0
) ≤ δX20 +Bn (4.4)
for some constants δ ∈ (0, 1) and large B and for all x0 ∈ [0, 1]. Moreover, if 0 ≤ X0 ≤
1
c − 12 , we have
EX21 ≤ Bn , (4.5)
see Theorem 7.2. The first inequality implies that Xt will be in the window [0, (
1
c− 12 )n]
in O(1) steps with probability Ω(1). The second inequality implies that from this
window Xt jumps into [0, A
√
n] with high probability in just one more step. This gives
the mixing time upper bound on the chain Xt.
To go further and obtain a mixing time of the SW chain one needs to consider
the following two-dimensional chain. For a starting configuration σ0, let G1 denote the
vertices with positive spin and G2 be its complement. Let (Yt, Zt) be a two-dimensional
Markov chain, where Yt records the number of vertices with positive spin in G1 and
Zt records the number vertices with positive spin in G2. By symmetry, the probability
of the SW chain of being at σ at time t is the same for all σ which have the same
two-dimensional chain value. Consequently, the total variation distance of σt from
stationarity is the same as the total variation distance of the two-dimensional chain
from its stationary distribution. By Lemma 3.2, it suffices to provide a coupling of
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such two-dimensional chains so that they meet in O(1) steps with probability Ω(1).
By our previous argument, Yt +Zt will be in the window [
n
2 −A
√
n, n2 +A
√
n] within
O(1) steps. One can show that once inside this window, such a coupling does exist.
See Proposition 7.3. The idea is similar to the proof of part (i) by considering the
isolated vertices in the two random graphs.
4.3. Outline of the Proof of Theorem 2.1 (ii). We again use Lemma 4.1 and
Lemma 3.2 to bound the mixing time of the magnetization chain. However, to simplify
our calculations, we will consider a slight modification to the magnetization chain Xt.
Instead of choosing a random spin for each component after the percolation step,
we assign a positive spin to the largest component and random spins for all other
components. Let X ′t be the sum of spins at time t (notice that we do not take absolute
values here), that is,
X ′t+1
d
= max{|C+1 (t)|, |C−1 (t)|}+ ǫmin{|C+1 (t)|, |C−1 (t)|} +
∑
j≥2
ǫj|C+j (t)|+
∑
j≥2
ǫ′j |C−j (t)| ,
(4.6)
where as usual ǫ, {ǫj} and {ǫ′j} are independent mean zero ± signs. This chain has
state space {−n, . . . , n} and its absolute value has the same distribution as our original
chain Xt. As a consequence, any upper bound on the mixing time of X
′
t implies the
same upper bound on the mixing time of Xt. For convenience, we will now denote
this modified chain by Xt. Let Xt and Yt be two such chains such that Xt start from
an arbitrary location X0 and Yt starts from the stationary distribution. We will show
that we can couple Xt and Yt so that they meet in O(n
1/4) steps with probability Ω(1).
It will become evident that it suffices to restrict the attention to X0 ∈ [0, n]. We will
divide this into two subcases:
(i) X0 ∈ [n3/4, n],
(ii) X0 ∈ [0, n3/4],
and consider them separately, let us begin with case (i). In this case the coupling
strategy is as follows.
Consider the first crossing time of Xt and Yt, that is, the first time t such that
sign(Xt − Yt) 6= sign(Xt−1 − Yt−1). We will show that this is likely to occur only
when the two chains take values Θ(n3/4) and, more importantly, the distance between
the chains one step before the crossing time is of order n5/8. This is the content of
Theorem 8.5. The fact that one time step before the crossing time is not a stopping
time is problematic and requires an overshoot estimate stating that the two chains are
not likely to cross each other from distance larger than O(n5/8). For random walks,
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these kind of estimates are classical (see for instance [19]). The key estimate here is
Theorem 8.8.
Next we show that when the chains take values Θ(n3/4) they satisfying a local cen-
tral limit theorem in scale n5/8. In particular, the chain has probability Ω(n−5/8) to
move to any point x in an interval of size Θ(n5/8) around the starting point. We use
the standard characteristic function technique to show this, see Lemma 8.19. Now
we are ready to conclude the proof in this case since we know that a step before the
crossing time the chains have already been at distance O(n5/8) from each other, so the
local CLT provides a way to couple them in a few additional steps after the crossing
time. See the proof of Theorem 8.1.
Let us consider now case (ii) in which X0 ∈ [0, n3/4]. To handle this case define
I = [−An2/3, An2/3] and proceed in two steps.
(1) With high probability Xt will visit the interval I by time O(n
1/4). This is
proved in Theorem 8.24 and is based on the fact that the drift of the chain |Xt|
in this regime is approximately −n1/2 (this is a small negative drift).
(2) Once the chain is inside I, it will be pushed above Ω(n3/4) within O(n1/4)
steps. See Theorem 8.23.
Thus, with these two claims we see that in at most O(n1/4) steps the chain is pushed
into the n3/4 regime and we may use the theorems of case (i) to conclude. Let us
briefly expand on the proofs of (1) and (2).
The proof of (1) relies on the fact that the chain has a negative drift of magnitude
Ω(n1/2) as long as Xt 6∈ I. This follows rather easily from the random graph estimate
Theorem 5.15. Note, however, that Theorem 5.15 estimates the expected size of the
cluster discovered in time δǫm in the exploration process for some small δ > 0 and not
of the largest cluster C1. We denote the former cluster by Cδǫm and remark that it has
high probability of being the largest. However, we were unable to prove the estimate
of Theorem 5.15 for C1 but only for Cδǫm. This is the reason we need to consider yet
another slight modification of the magnetization chain: instead of giving a plus sign
to C1 and drawing random signs for the rest of the clusters, we give the plus sign to
Cδǫm and the rest receive random signs. From this point on the proof of (1) is rather
straightforward.
For the proof of (2) one has to show that when Xt is in I, even though the drift is
negative there is still enough noise to eventually push Xt to the n
3/4 regime. We were
unable to pursue this strategy since it involves very delicate random graph estimates
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we were unable to obtain. Instead we use the following coupling idea. Since the
stationary distribution normalized by n3/4 has a weak limit with positive density at 0,
the expected number of visits to I by the stationary chain before time T is Θ
(
n2/3
n3/4
T
)
.
In Lemma 8.25 we show that when T = Θ(n1/4) the actual number of visits to I is
positive with high probability. Next, to show that Xt is pushed upwards we start a
stationary chain Zt and wait until it enters I. We then couple Xt and Zt such that
they meet inside I and from that point they stay together. The only technical issue
with this strategy is how to perform the coupling of Zt and Xt inside I. This will
follow, as before, from a uniform lower bound stating that for any x, x0 ∈ I we have
P(X1 = x | X0 = x0) ≥ cn−2/3 .
This estimate is done inside the scaling window of the random graph phase transition
and so the proofs are different from the previous ones and require some combinatorial
estimates. See Lemmas 8.26 and Lemma 8.27.
5. Random graph estimates
In this section we prove some facts about random graphs which will be used in
the proof. These lemmas might also be of sperate interests in random graph theory.
Recall that G(m, p) is obtained from the complete graph on m vertices by retaining
independently each edge with probability p and deleting it with probability 1− p. We
denote by Cj the j-th largest component of G(m, p).
5.1. The exploration process. We recall an exploration process, due to Karp and
Martin-Lo¨f (see [18] and [23]), in which vertices will be either active, explored or neutral.
After the completion of step t ∈ {0, 1, . . . ,m} we will have precisely t explored vertices
and the number of the active and neutral vertices is denoted by At and Nt respectively.
Fix an ordering of the vertices {v1, . . . , vm}. In step t = 0 of the process, we declare
vertex v1 active and all other vertices neutral. Thus A0 = 1 and N0 = m− 1. In step
t ∈ {1, . . . ,m}, if At−1 > 0, then let wt be the first active vertex; if At−1 = 0, let
wt be the first neutral vertex. Denote by ηt the number of neutral neighbors of wt in
G(m, p), and change the status of these vertices to active. Then, set wt itself explored.
Denote by Ft the σ-algebra generated by {η1, . . . , ηt}. Observe that given Ft−1 the
random variable ηt is distributed as Bin(Nt−1−1{At−1=0}, p) and we have the recursions
Nt = Nt−1 − ηt − 1{At−1=0} , t ≤ m, (5.1)
and
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At =
{
At−1 + ηt − 1, At−1 > 0
ηt, At−1 = 0 , t ≤ m.
(5.2)
As every vertex is either neutral, active or explored,
Nt = m− t−At , t ≤ m. (5.3)
At each time j ≤ m in which Aj = 0, we have finished exploring a connected
component. Hence the random variable Zt defined by
Zt =
t−1∑
j=1
1{Aj=0} ,
counts the number of components completely explored by the process before time t.
Define the process {Yt} by Y0 = 1 and
Yt = Yt−1 + ηt − 1 .
By (5.2) we have that Yt = At−Zt, i.e. Yt counts the number of active vertices at step
t minus the number of components completely explored before step t.
Lemma 5.1. For any t we have
Yt
d≤ Bin(m− 1, 1− (1− p)t) + 1− t, (5.4)
and
Yt
d≥ Bin(m− t− 1, 1− (1− p)t) + 1− t. (5.5)
Proof. For each vertex v at each step of the process we examine precisely one of its
edges emanating from it unless the vertex is active or explored at this step. Thus,
all the vertices for which the process discovered an open edge emanating from them
between time 1 and t are active, except for at least t of them which are explored. The
probability of a vertex having no open edges explored from it between time 1 and t is
precisely (1− p)t. This shows (5.4).
The reason this bound is not precise is that it is possible that a neutral vertex turns
to be active because there were no more active vertices at this step of the exploration
process. This, however, can only happen at most t times between time 1 and t and
this gives the lower bound (5.5). 
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At each step we marked as explored precisely one vertex. Hence, the component of
v1 has size min{t ≥ 1 : At = 0}. Moreover, let t1 < t2 . . . be the times at which Atj = 0;
then (t1, t2− t1, t3− t2, . . .) are the sizes of the components. Observe that Zt = Ztj +1
for all t ∈ {tj + 1, . . . , tj+1}. Thus Ytj+1 = Ytj − 1 and if t ∈ {tj + 1, . . . , tj+1 − 1}
then At > 0, and thus Ytj+1 < Yt. By induction we conclude that At = 0 if and only
if Yt < Ys for all s < t. In other words At = 0 if and only if {Yt} has hit a new
record minimum at time t. By induction we also observe that Ytj = −(j − 1) and
that for t ∈ {tj + 1, . . . tj+1} we have Zt = j. Also, by our previous discussion for
t ∈ {tj + 1, . . . tj+1} we have mins≤t−1 Ys = Ytj = −(j − 1), hence by induction we
deduce that Zt = −mins≤t−1 Ys + 1. Consequently,
At = Yt − min
s≤t−1
Ys + 1 . (5.6)
Lemma 5.2. For all p ≤ 2m there exists a constant c > 0 such that for any integer
t > 0,
P
(
Nt ≤ m− 5t
)
≤ e−ct .
Where we recall Nt is the number of neutral points in exploration process at time t.
The proof of Lemma 5.2 can be found in Lemma 3 of [24].
5.2. Random graph lemmas for non-critical cases. Let G(m, p) be the random
graph where p = θm .
Lemma 5.3. Suppose θ < 1 is a constant. Then we have
E(
∑
j≥1
|Cj |2) ≤ m
1− θ . (5.7)
Proof. Observe that
∑
j≥1 |Cj |2 =
∑
v |C(v)| since in the right hand side each compo-
nent C(v) is counted precisely |C(v)| times. Hence
E(
∑
j≥1
|Cj|2) = E
∑
v
|C(v)| = mE|C(v)|. (5.8)
In the exploration process, we can couple Yt with a process Wt with i.i.d. increment
of bin(n, θ/m)− 1 and W0 = 1 such that Wt ≥ Yt. Thus, the hitting time of 0 for Yt
which equals to |C(v)| is bounded from above by the hitting time of 0 for Wt. For Wt,
we have Eτ = 1/(1− θ) by Wald’s Lemma. This concludes the proof. 
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For θ > 1 let β = β(θ) be the unique positive solution of the equation
1− e−θx = x. (5.9)
In [28] it was proved that |C1|−βm√
m
converges in distribution to a normal distribution.
We were unable to deduce from that result moderate deviation estimates, and we
provide them in the following lemma.
Lemma 5.4. There exists constants c = c(θ) > 0 and universal constant C such that
for any A > 0 we have
P(
∣∣|C1| − βm∣∣ ≥ A√m) ≤ Ce−cA2 . (5.10)
Proof. Assume A ≤ √m otherwise this probability is 0. Let ξ = ξ(θ) > 0 be a large
constant that we will determine later. We will show that for some c > 0
P(Yβm+A
√
m ≥ −cA
√
m) ≤ e−cA2 , (5.11)
and that
P(
⋃
cA
√
m≤t≤βm−ξA√m
Yt < 0) ≤ Ce−cA2 . (5.12)
If these two events do not occur, then there exists a component of size in [βm− (ξ +
c)A
√
m,βm+ A
√
m]. The remaining graph is a subcritical random graph and it is a
classical result that the probability that it contains a component of size Θ(m) decays
exponentially in m, and this will conclude the proof.
The proof of (5.11) is based on the stochastic upper bound of Yt in (5.4). Plugging
in t = βm+A
√
m and using the fact that 1− x ≥ e−x−x2 for small enough x we get
P(Yβm+A
√
m ≥ −cA
√
m) ≤ P(Bin(m, 1− (1− θ
m
)βm+A
√
m) ≥ βm+ (1− c)A√m)
≤ P(Bin(m, 1− e−θβ−Aθm−1/2−Aθ2m−3/2) ≥ βm+ (1− c)A√m) .
A quick calculation using the fact that 1 − e−θβ = β gives that the expected value of
this binomial random variable is at most
βm+Aθe−θβ
√
m+O(1) .
Since θe−θβ < 1 it follows that we can choose c so small so that this expectation is
less than βm+ (1 − 2c)A√m, and then Azuma-Hoeffding inequality (see for instance
Theorem 7.2.1 of [1]) gives that
P(Yβm+cA
√
m ≥ −A
√
m) ≤ e−cA2 .
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We now turn to prove (5.12). For this we will divide [cA
√
m,βm− ξA√m] into two
subintervals [cA
√
m, δβm] and [δβm, βm − ξA√m] where δ > 0 is a small constant
that will be chosen later. For convenience write α = tm . For any t ∈ [cA
√
m, δβm] we
have by (5.5) and the fact that 1− x ≤ e−x for all x ≥ 0 that
P(Yt < 0) ≤ P
(
Bin
(
(1− α)m, 1 − (1− θ
m
)αm
) ≤ αm)
≤ P
(
Bin
(
(1− α)m, 1 − e−θα)) ≤ αm) .
Since 1−e−x ≥ x−x2 for all x ≥ 0 we deduce that the expectation of the last binomial
is at least
(1− α)(θα− θ2α2) > α ,
since θ > 1 when α = t/m ≤ δ and δ = δ(θ) > 0 is chosen small enough. By a standard
large deviation estimate (see for instance, Corollary A.1.14 of [1]), we have that
P(Yt < 0) ≤ e−cαm ,
for some c = c(θ) and all t ∈ [cA√m, δβm]. It follows from the union bound that
P(
⋃
cA
√
m≤t≤δβm
Yt < 0) = O(e
−cA√m). (5.13)
For the interval [δβm, βm− ξA√m] we will use the process Y˜t which approximates
Yt introduced by Bollobas and Riordan [4]. We write
Dt = E(ηt − 1|Ft−1),
and define
∆t = ηt − 1−Dt.
Let yt = m− t−m(1− p)t and define the approximation process by
Y˜t = yt +
t∑
i=1
(1− p)t−i∆i . (5.14)
In [4] Lemma 3 it is proved that for any p > 0 and any 1 ≤ t ≤ n we have
|Yt − Y˜t| ≤ ptZt. (5.15)
Put τ = min{t ≥ δβn,At = 0}. We have
P(τ < βm− ξA√m) ≤ P(|Yτ − Y˜τ | ≥ θA
√
m)
+ P(|Yτ − Y˜τ | < θA
√
m, τ < βm− ξA√m). (5.16)
A POWER LAW OF ORDER 1/4 FOR CRITICAL MEAN FIELD SWENDSEN-WANG DYNAMICS15
By (5.15) the first term has the upper bound
P(|Yτ − Y˜τ | ≥ θA
√
m) ≤ P(Zτ ≥ A
√
m) = O(e−cA
√
m),
since Zτ ≥ A
√
m implies that there exists at least one time t in [A
√
m, δβm] such that
Yt < 0. The bound follows immediately from our estimate in (5.13).
To bound the second term of (5.16) observe that on [δβm, βm − ξA√m], the mini-
mum of yt is attained at the right end of the interval with value (1− θe−θβ)ξA
√
m(1+
o(1)). Thus if we choose ξ = ξ(θ) large enough such that (1 − θe−θβ)ξ > θ and write
c = (1− θe−θβ)ξ − θ, we have
P(|Yτ − Y˜τ | < θA
√
m, τ < βm− ξA√m) ≤ P( τ∑
i=1
(1− p)τ−i∆i < −cA
√
m
)
, (5.17)
since Yτ ≤ 0 by definition. Notice that τ is at most m, thus it suffices to bound from
above
P
(
max
1≤t≤m
(−
t∑
i=1
(1− p)t−i∆i) > cA
√
m
)
.
Notice that (1− p)t = Θ(1), hence it is equivalent to bound
P
(
max
1≤t≤m
(−
t∑
i=1
(1− p)−i∆i) > cA
√
m
)
.
Let a > 0 be a small number (eventually we will take a = Θ(m−1/2)). Direct compu-
tation and the fact that 1 + x > ex−x
2
for negative x when |x| is small enough and
some Taylor expansion yield
E(e−a(1−p)
−i∆i |Fi−1) = (1 + p(e−a(1−p)−i − 1))Ni−1−1{Ai−1=0}ea(1−p)
−ip(Ni−1−1{Ai−1=0})
≥ e
a2p
3
(Ni−1−1{Ai−1=0})(1−p)−2i ≥ 1, (5.18)
when a is small enough. Thus we conclude e−a
∑t
i=1(1−p)i∆i is a submartingale. By
Doob’s maximal inequality (see [10]) we have
E
(
max
1≤t≤m
e−a
∑t
i=1(1−p)i∆i
)2 ≤ 4Ee−2a∑mi=1(1−p)i∆i .
On the other hand, the fact that 1 + x ≤ ex for all x yields
E(e−a(1−p)
−i∆i |Fi−1) ≤ e(
a2
2
+O(a3))p(Ni−1−1{Ai−1=0})(1−p)−2i . (5.19)
Since Nt ≤ m we get
Ee−2a
∑m
i=1(1−p)i∆i ≤ 4eCma2 ,
16 YUN LONG, ASAF NACHMIAS, WEIYANG NING, AND YUVAL PERES
where C = C(θ). By Markov’s inequality, we have
P
(
max
1≤t≤m
(−
t∑
i=1
(1− p)−i∆i) > cA
√
m
) ≤ eCma2−2acA√m .
Choosing a = cA
√
m
Cm to minimize the right hand side, we conclude
P
(
max
1≤t≤m
(−
t∑
i=1
(1− p)−i∆i) > θA
√
m
) ≤ 4e−cA2 ,
for some c = c(θ) which is a continuous function of θ, and this concludes the proof. 
Corollary 5.5. Suppose θ ∈ [a, b] where a > 1. Then, there exists a constant C =
C(a, b) such that for G(m, θm ) we have∣∣∣E|C1| − β(θ)m∣∣∣ ≤ C√m, (5.20)
Proof. It follows immediately by integrating Lemma 5.4. 
Corollary 5.6. Suppose θ ∈ [a, b] where a > 1. There exists a constant C = C(a, b)
such that for G(m, θm) we have
E(
∑
j≥1
|Cj|2) ≤ (E|C1|)2 + Cm. (5.21)
Proof. Notice that
E
∑
j≥1
|Cj |2 − (E|C1|)2 =
(
E|C1|2 − (E|C1|)2
)
+ E
∑
j≥2
|Cj|2. (5.22)
We have that
E|C1|2 − (E|C1|)2 = E(|C1| − E|C1|)2 ≤ E(|C1| − βm)2.
By integrating Lemma 5.4 we get
E|C1|2 − (E|C1|)2 ≤ Cm.
For supercritical random graph G(m, θm), it is a classical result that |C1| ∈ ((β −
ǫ)m, (β+ ǫ)m) with probability at least 1− e−cǫm for fixed ǫ. Conditioned on this and
the vertex set of C1, the other components are distributed as G(m− |C1|, θm) (which is
subcritical) restricted to the event that it does not contain any component larger than
|C1|. This event happens with probability at most e−cm. Thus we obtain
E(
∑
j≥2
|Cj|2) ≤ (1 + o(1)) m
1 − (1− β)θ ,

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Lemma 5.7. Let M =
∑
v∈V 1{v is isolated} be the number of isolated vertices in
G(m, θ/m) where θ > 0 is a constant. There exists a constant C > 0 such that
P(M ≥ Cm) = 1−O( 1
m
).
Proof. We have
EM =
∑
v∈V
P(v is isolated.) = m(1− θ
m
)m−1,
and
EM2 =
∑
v∈V
P(v is isolated.) +
∑
v,w∈V
P(v,w are both isolated.)
= m(1− θ
m
)m−1 +m(m− 1)(1 − θ
m
)2m−3.
Thus, we obtain
E(M − EM)2 = O(m).
By Markov’s inequality,
P(M ≤ 1
2
EM) ≤ P
(
(M − EM)2 ≥ 1
4
(EM)2
)
≤ E(M − EM)
2
1
4 (EM)
2
= O(
1
m
).
Since EM = Θ(m), we finished the proof. 
5.3. Random graph lemmas for the near-critical case. In [29], Pittel andWormald
study the near-critical random graph G(m, p) where p = 1+ǫm with ǫ = o(1) but
ǫ3m→∞. A direct corollary of Theorem 6 of [29] shows that in this regime |C1|−2ǫm√
m/ǫ
converges in distribution to a normal random variable (see also [4] for a recent sim-
ple proof of this fact), and that a local central limit theorem holds. Unfortunately,
once cannot deduce from that precise bounds on the average size of |C1| and moderate
deviations estimates on |C1| − 2ǫm. The following two theorems give these estimates.
Theorem 5.8. Consider G(m, p) with p = 1+ǫm where ǫ = o(1) and there exists a large
constant A > 0 such that ǫ3m ≥ A logm. Then we have that
E|C1| ≤ 2ǫm− 8
3
ǫ2m+O(ǫ3m),
and there exists a constant C > 0 such that
E|C1| ≥ 2ǫm− C(ǫ−2 + ǫ2m) .
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Theorem 5.9. Consider G(m, p) with p = 1+ǫm where ǫ
3m ≥ 1. Then there exists
some c > 0 such that
P
(∣∣∣|C1| − 2ǫm∣∣∣ > A√m
ǫ
)
= O
(
e−cA
2)
,
for any A satisfying 2 ≤ A ≤
√
ǫ3m/10.
Corollary 5.10. Consider G(m, p) with p = 1+ǫm where ǫ
3m ≥ 1, then
E
∣∣∣|C1| − 2ǫm∣∣∣k ≤ C(m
ǫ
)k/2
.
Theorem 5.11. For any large constant A and small δ > 0 there exists a constant
q1(A, δ) > 0 such that the following hold. Consider G(m, p) with p =
1+ǫ
m where
ǫ ∈ [A−1m−1/4, Am−1/4], then
P
(|C1| ∈ [2ǫm− δm5/8, 2ǫm+ δm5/8]) ≥ q1 > 0 .
Theorem 5.11 is a direct corollary of Theorem 6 of [29] which provides a central limit
theorem for the giant component. Next we provide some moment estimates of compo-
nent sizes in the subcritical and supercritical regime.
Theorem 5.12. Consider G(m, p) with p = 1−ǫm . Then we have
(i) E
∑
j≥1 |Cj|k = O(mǫ−2k+3) for any fixed k ≥ 2,
(ii) E
∑
i,j |Ci|2|Cj |2 = O(m2ǫ−2),
(iii) If ǫ3m ≥ 1, then E∑j≥1 |Cj |2 ≥ cmǫ−1.
Theorem 5.13. Consider G(m, p) with p = 1+ǫm with ǫ > 0 and ǫ
3m ≥ 1 for large m.
Then we have
(i) E|C(v)|k = O(ǫk+1mk), for any fixed k ≥ 2.
(ii) E
∑
j≥2 |Cj|k = O(mǫ−2k+3),
(iii) E
∑
i,j≥2 |Ci|2|Cj |2 = O(m2ǫ−2).
Theorem 5.14. Consider G(m, p) with p = 1−ǫm where ǫ ∈ [A−1m−1/4, Am−1/4].
Then, for any small positive constant δ, there exist K = K(A, δ) and q2 = q2(A, δ)
such that
P
( ∑
|Cj |≤δ
√
m
|Cj |2 ≥ Km5/4
)
≥ q2 > 0.
A POWER LAW OF ORDER 1/4 FOR CRITICAL MEAN FIELD SWENDSEN-WANG DYNAMICS19
In the following theorem we derive estimates on the expected cluster size valid as
long as ǫ3m ≥ 1. We believe these estimates should hold for C1 but we were not able to
prove that. The difficulty rises because when ǫ3m is large but does not grow at least
logarithmically, it is hard to rule out the possibility that C1 is discovered after time δǫn
for some fixed δ > 0. Luckily, for the main proof it suffices to have these estimate for
Cδǫm, that component discovered at time δǫm, rather than C1. This becomes evident
in the proof of Theorem 8.24.
Theorem 5.15. Consider G(m, p) with p = 1+ǫm and assume ǫ
3m ≥ 1. For some fixed
δ > 0 let Cδǫm be the component which is discovered by the exploration process at time
δǫm (in other words, the length of the excursion of Yt containing the time δǫm). Then
there is some small value of δ > 0 such that
(i) E|Cδǫm| ≤ 2ǫm− cǫ−2 .
(ii) E
∑
Cj 6=Cδǫm |Cj|k ≤ Cmǫ−2k+3 , for k = 2, 4 ,
where C and c are positive universal constants.
Before proceeding to the proofs of the theorems stated in this section, we first require
some preparations about processeses with i.i.d. increments.
5.3.1. Processes with i.i.d. increments. Fix some small ǫ > 0 and let p = 1+ǫm for some
integer m > 1. Let {βj} be a sequence of random variables distributed as Bin(m, p).
Let {Wt}t≥0 be a process defined by
W0 = 1, Wt =Wt−1 + βt − 1 .
Let τ be the hitting time of 0, i.e.
τ = min
t
{Wt = 0} .
Lemma 5.16. We have
P(τ =∞) = 2ǫ− 8
3
ǫ2 +O(ǫ3) , (5.23)
and there exists constant C, c > 0 such that for all T ≥ ǫ−2 we have
P(T ≤ τ <∞) ≤ C
(
ǫ−2T−3/2e−
(ǫ2−cǫ3)T
2
)
. (5.24)
We say that t0 is a record minimum of {Wt} if Wt > Wt0 for all t < t0.
Lemma 5.17. Denote by Zw the number of record minima of Wt. Then
EZw =
ǫ−1
2
+O(1) , and E(Zw)2 = O(ǫ−2) .
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Lemma 5.18. Denote by γ the random variable
γ = max {t : t is a record minimum of Wt} .
Then we have
Eγ = O(ǫ−2) .
For the subcritical case we have the following.
Lemma 5.19. Assume ǫ < 0 in the previous setting. There exists constant C1, C2, c1, c2 >
0 such that for all T ≥ ǫ−2 we have
P(τ ≥ T ) ≤ C1
(
ǫ−2T−3/2e−
(ǫ2−c1ǫ3)T
2
)
,
and
P(τ ≥ T ) ≥ c2
(
ǫ−2T−3/2e−
(ǫ2+C2ǫ3)T
2
)
.
Furthermore, for any fixed k ≥ 1
Eτk = O(ǫ−2k+1) .
The proof of Lemma 5.19 can be found in [24] Lemma 4.
For the proof of Lemma 5.16 we will use the following proposition due to Spitzer
(see [34]).
Proposition 5.20. Let a0, . . . , ak−1 ∈ Z satisfy
∑k−1
i=0 ai = −1. Then there is precisely
one j ∈ {0, . . . , k − 1} such that for all r ∈ {0, . . . , k − 2}
r∑
i=0
a(j+i) mod k ≥ 0 .
Proof of Lemma 5.16. Let β be a random variable distributed as Bin(m, p) and let
f(s) = Esβ. It is a classical fact (see [2]) that 1−P(τ =∞) is the unique fixed point
of f(s) in (0, 1). For s ∈ (0, 1) we have
Esβ =
[
1−p(1−s)
]m
= 1−(1+ǫ)(1−s)+(1 + ǫ)
2(1− s)2
2
−(1 + ǫ)
3(1− s)3
6
+O
(
(1−s)4
)
,
since (1− x)m = 1−mx+ m2x22 − m
3x3
6 +O(m
4x4). Write q = 1− s and put Esβ = s.
We get that
1− (1 + ǫ)q + (1 + 2ǫ)q
2
2
− q
3
6
+O(q4) +O(ǫq3) +O(ǫ2q2) = 1− q .
Solving this gives that that q = 2ǫ− 83ǫ2 +O(ǫ3), as required.
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We now turn to proving (5.24). By Proposition 5.20, P(τ = t) = 1tP(Wt = 0).
Since
∑t
j=1 βj is distributed as a Bin(nt, p) random variable we have
P(Wt = 0) =
(
mt
t− 1
)
pt−1(1− p)mt−(t−1) .
Replacing t−1 with t in the above formula only changes it by a multiplicative constant
which is always between 1/2 and 2. A straightforward computation using Stirling’s
approximation gives
P(Wt = 0) = Θ
{
t−1/2(1 + ǫ)t
(
1 +
1
m− 1
)t(m−1)(
1− 1 + ǫ
m
)t(m−1)}
. (5.25)
Denote x = (1 + ǫ)
(
1 + 1m−1
)m−1(
1− 1+ǫm
)m−1
, then
P(τ ≥ T ) =
∑
t≥T
P(τ = t) =
∑
t≥T
1
t
P(Wt = 0) = Θ
(∑
t≥T
t−3/2xt
)
.
This sum can be bounded above by
T−3/2
∑
t≥T
xt = T−3/2
xT
1− x .
Observe that as m → ∞ we have that x tends to (1 + ǫ)e−ǫ. By expanding e−ǫ we
find that
x = (1 + ǫ)(1 − ǫ+ ǫ
2
2
) + Θ(ǫ3) = 1− ǫ
2
2
+ Θ(ǫ3) .
Using this and the previous bounds on P(τ =∞) we conclude the proof of (5.24). 
Proof of Lemma 5.17. This follows immediately since Zw is a geometric random
variable with success probability p = P (τ =∞) = 2ǫ− 83ǫ2+O(ǫ3) by (5.23) of Lemma
5.16. 
Proof of Lemma 5.18. At each record minimum the process has probability Θ(ǫ) of
never going below its current location by (5.23) of Lemma 5.16. It is a classical fact
that the expected size of each excursion between record minimum, on the event that
it is finite, is O(ǫ−1). Thus, by Wald’s Lemma
E(γ) ≤ Cǫ−1EZw = O(ǫ−2).

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5.3.2. Exploration process estimates. In this section we study the process Yt defined
in Section 5.1 and provide some useful estimates.
Lemma 5.21. For p = 1+ǫm we have
P
(
Yt ≥ −45ǫ2m for all 1 ≤ t ≤ 3ǫm
)
≥ 1− 5e−48ǫ3m .
Proof. Denote by γ the stopping time
γ = min{t : Nt ≤ m− 15ǫm} ,
and consider the process {Wt} which has i.i.d. increments distributed as Bin(m −
15ǫm, p)− 1 and W0 = 1. Then we can couple the processes {Yt} and {Wt} such that
Yt∧γ ≥Wt∧γ and hence on the event γ > 3ǫm we have
min
t≤3ǫm
Yt ≥ min
t≤3ǫm
Wt . (5.26)
Note that the expectation of the increment ofWt is −15ǫ−15ǫ2, thus for any positive
α > 0 the process −αWt is a submartingale whence exp(−αWt) is a submartingale as
well. We put α = 8ǫ and apply Doob’s maximal L2 inequality (see [10]) yields that
E
[
max
t≤3ǫm
e−16ǫWt
]
≤ 4E
[
e−16ǫW3ǫm
]
.
Since W3ǫm is distributed as Bin(3ǫ(1 − 15ǫ)m2, p) − 3ǫm + 1 we obtain by direct
computation that
E
[
max
t≤3ǫm
e−16ǫWt
]
≤ 4e672ǫ3m .
Markov’s inequality implies that
P
(
∃ t ≤ 3ǫm with Wt ≤ −45ǫ2m
)
≤ P
(
max
t≤3ǫm
e−16ǫWt ≥ e720ǫ3m
)
≤ 4e−48ǫ3m .
Note that if there exists t ≤ 3ǫm with Yt ≤ −45ǫ2m then by (5.26) either γ ≤ 3ǫm or
there exists t ≤ 3ǫm such that Wt ≤ −45ǫ2m. Lemma 5.2 shows that P(γ ≤ 3ǫm) ≤
e−cǫm = o(e−48ǫ3m) and this concludes the proof of the lemma. 
We now use the estimates of the previous lemma to amplify Lemma 5.2.
Lemma 5.22. For p = 1+ǫm there exists some fixed c > 0 such that have that
P
(
∃t ≤ 3ǫm with Nt ≤ m− t− 50ǫ2m
)
≤ 9e−cǫ3m .
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Proof. Let αi be independent random variables distributed as Bin(m, p) and we couple
such that ηi ≤ αi for all i. By (5.1) and the fact that Zt is non-decreasing we have
that for t ≤ 3ǫm
Nt ≥ m− 1−
t∑
i=1
αi − Z3ǫm . (5.27)
Observe that if for some positive k we have Yt ≥ −k for all t ≤ T then ZT ≤ k. Thus,
Lemma 5.21 together with the fact that {Zt} is increasing implies that
P
(
Z3ǫm ≥ 45ǫ2m
)
≤ 5e−48ǫ3m .
We have that
∑t
i=1 αi is distributed as Bin(mt, p) and has mean t + ǫt. The same
argument using Doob’s maximal inequality, as in the proof of Lemma 5.21, gives that
P
(
∃t ≤ 3ǫm with
t∑
i=1
αi ≥ t+ 4ǫ2m
)
≤ 4e−cǫ3m ,
for some fixed c > 0. The assertion of the lemma follows by putting the last two
inequalities into (5.27). 
Lemma 5.23. Assume that p = 1+ǫm and that ǫ
3m ≥ 1. Then there exist a constant
c > 0 such that for any a satisfying 1 ≤ a ≤
√
ǫ3m we have
P
(
Yt > 0 for all a
√
m/ǫ ≤ t ≤ 2ǫm− a
√
m/ǫ
)
≥ 1− 2e−ca2 .
Proof. Denote by γ the stopping time
γ = min{t : Nt < m− t− 50ǫ2m} .
Lemma 5.22 states that
P(γ ≤ 3ǫm) ≤ 9e−cǫ3m ,
for some constant c > 0. Let {Wt} be a process with independent increments dis-
tributed as Bin(m − t − 50ǫ2m, p) − 1 (note that the increments are not identically
distributed) and W0 = 1. As usual we can couple such that Yt∧γ ≥ Wt∧γ for all t.
Hence, if γ ≥ 2ǫm and there exists t ≤ 2ǫm with Yt ≤ 0 then it must be that Wt ≤ 0.
We conclude that it suffices to show the assertion of the lemma to the process {Wt}
and this is our next goal.
For any α > 0 we have
E
[
e−α(Wt−Wt−1) |Wt−1
]
= eα[1− p(1− e−α)]m−t−50ǫ2m .
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We use 1−x ≤ e−x with x = p(1− e−α) and 1− e−α ≥ α−α2 for α small enough (we
will eventually take α = O(ǫ)) to get
E
[
e−α(Wt−Wt−1) |Wt−1
]
≤ eα2(1+ǫ)−α(ǫ− tm (1+ǫ)−50ǫ2(1+ǫ)) . (5.28)
Thus, we learn that the process
e−αWte−(1+ǫ)α
2t−(1+ǫ)α t2
2m
+ǫαt(1−50ǫ(1+ǫ)) ,
is a supermartinagle. Write
f(t) = t
[− (1 + ǫ)α2 + ǫα(1 − 50ǫ(1 + ǫ))]− t2 (1 + ǫ)α
2m
.
We apply the optional stopping theorem on the stopping time τ = min{t ≥
√
m/ǫ :
Wt = 0} and get that
Eef(τ) ≤ 1 .
Direct calculation gives that when we put α = 13ǫ the function f attains its minimum
on the interval [a
√
m/ǫ, ǫm] at τ = a
√
m/ǫ for any a ∈ [1,
√
ǫ3m/3]. Hence
P
(
a
√
m/ǫ ≤ τ ≤ ǫm) ≤ P(ef(τ) ≥ ef(a√m/ǫ)) .
An immediate calculation shows that f(a
√
m/ǫ) ≥ ca
√
mǫ3 and we learn by Markov’s
inequality that
P
(
a
√
m/ǫ ≤ τ ≤ ǫm) ≤ e−ca√mǫ3 ≤ e−ca2 , (5.29)
since a ≤
√
mǫ3.
We are left to estimate P(ǫm ≤ τ ≤ 2ǫm− a
√
m/ǫ). To that aim we define a new
process {Xt}t≥0 by Xt =Wǫm+t. By (5.28), for positive α we have that
E
[
e−α(Xt−Xt−1) | Xt−1
]
≤ eα2(1+ǫ)−α(ǫ− t+ǫmm (1+ǫ)−50ǫ2(1+ǫ)) .
This together with a straight forward computation yields that the process
e−αXte
−α2t(1+ǫ)−α
(
(1+ǫ)t2
2m
+55ǫ2t
)
,
is a supermartingale. Write τ for the stopping time
τ = min{t ≥ 0 : Xt = 0} .
Optional stopping yields that
E
[
e
−α2τ(1+ǫ)−α
(
τ2
2m
+55ǫ2(τ∧4ǫm)
)]
≤ E
[
e−αX0
]
≤ eα
2ǫm(1+ǫ)−α
(
ǫ2m
2
−55ǫ3m
)
, (5.30)
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where the last inequality is an immediate calculation with (5.28) and the fact that
X0 =Wǫm. Observe that the exponent on the left hand side of the previous display is
f(τ) = −α2τ(1 + ǫ)− α(τ2/2m+ 55ǫ2τ) ,
which is a non-increasing function of τ on [0,∞). Hence, for any a ∈ [1,
√
ǫ3m] we get
that
P
(
τ ≤ ǫm− a
√
m/ǫ
) ≤ P(ef(τ) ≥ ef(ǫm−a√m/ǫ)) . (5.31)
We have that
f(ǫm− a
√
m/ǫ) ≥ −2α2ǫm− α
(ǫ2m
2
− a√ǫm+ 1
2
a2ǫ−1 + 55ǫ3m
)
.
We use Markov inequality and (5.30) to get
P
(
ef(τ) ≥ ef(ǫm−a
√
m/ǫ)
)
≤ e4α
2ǫm−α
(
a
√
ǫm− 1
2
a2ǫ−1−110ǫ3m
)
≤ e4α2ǫm−cαa
√
ǫm ,
where in the last inequality we used our assumption on a and ǫ. We choose α ≈
a(ǫm)−1/2 that minimizes the last expression. This yields
P
(
ef(τ) ≥ ef(ǫm−a
√
m/ǫ)
)
≤ e−ca2 .
We put this into (5.31), which together with (5.29) yields the assertion of the lemma.

Lemma 5.24. Assume that p = 1+ǫm . Write τ = min{t : Yt = 0}, then for any small
α > 0, we have
E
[
eαYǫ−2 | τ ≥ ǫ−2] ≤ Ce2αǫ−1+α2ǫ−2 .
Proof. We have that P(τ ≥ ǫ−2) ≥ cǫ. To see this we perform the usual argument of
bounding Yt below by a process of independent increments (until a stopping time, using
Lemma 5.2) and using Lemma 5.16. This has been done in this section several times
so we omit the details. Thus, it suffices to bound from above EeαYǫ−21{τ≥ǫ−2}. Since
we can bound Yt by a process Wt which has i.i.d. Bin(m, p)− 1 increments, it suffices
to bound the same expectation for Wt. Write γ = min{t : Wt = 0 or Wt ≥ ǫ−1}. We
have
EeαWǫ−21{τ≥ǫ−2} ≤ EeαWǫ−21{τ≥ǫ−2,γ≥ǫ−2} + EeαWǫ−21{τ≥ǫ−2,γ<ǫ−2} .
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For the first term on the right hand side we note that on γ ≥ ǫ−2 we have that
Wǫ−2 ≤ ǫ−1, so
EeαWǫ−21{τ≥ǫ−2,γ≥ǫ−2} ≤ Cǫeαǫ
−1
.
For the second term we condition on {τ ≥ ǫ−2, γ < ǫ−2} (which implies Wγ ≥ ǫ−1 and
γ < ǫ2) to get that
EeαWǫ−21{τ≥ǫ−2,γ<ǫ−2} ≤ P(Wγ ≥ ǫ−1)E[eαWγeα(Wǫ−2−Wγ) | Wγ ≥ ǫ−1, γ < ǫ−2] .(5.32)
We have that P(Wγ ≥ ǫ−1) = O(ǫ) by Lemma 7 of [26]. We condition in addition on
Wγ and γ and pull out the e
αWγ factor. By the strong Markov property we have that
conditioned on all these, the random variable Wǫ−2 −Wγ is distributed as the sum of
ǫ−2 − γ i.i.d. copies of Bin(m, p)− 1 random variables. Thus,
E[eα(Wǫ−2−Wγ) |Wγ , γ < ǫ2] ≤ e−αǫ−2 [1 + p(eα − 1)]mǫ−2 .
Furthermore, Lemma 5 of [25] states that conditioned on Wγ ≥ ǫ−1 and γ < ǫ2 the
distribution of Wγ − ǫ−1 is bounded above by Bin(m, p), whence
E[eαWγ | Wγ ≥ ǫ−1, γ < ǫ−2] ≤ eαǫ−1 [1 + p(eα − 1)]m .
Putting this back into (5.32) gives
EeαWǫ−21{τ≥ǫ−2,γ<ǫ−2} ≤ Cǫe−α(ǫ
−2−ǫ−1)[1 + p(eα − 1)]m(ǫ−2+1) .
Putting all these together we get
E
[
eαYǫ−2 | τ ≥ ǫ−2] ≤ Ceαǫ−1 + Ce−α(ǫ−2−ǫ−1)[1 + p(eα − 1)]m(ǫ−2+1)
≤ Ceαǫ−1 + Ce−α(ǫ−2−ǫ−1)e(1+ǫ)(α+α2)(ǫ−2+1) ,
The lemma follows now by an immediate calculation. 
Lemma 5.25. Let p = 1+ǫm and assume ǫ
3m ≥ 1. Then for any ℓ > 0, we have
P(|C(v)| ≥ 2ǫm+ ℓ) ≤ Cǫe−cℓ
2(2ǫm+ℓ)
m2 .
Proof. We assume that ℓ ≥ 2
√
m/ǫ since otherwise the exponential is of constant
order and the assertion of the lemma follows simply from Lemma 5.16. Recall that
|C(v)| is distributed as the first hitting time τ of Yt at 0. We put T = 2ǫm + ℓ and
condition on Yǫ−2 and on τ ≥ ǫ−2. That is,
P(τ ≥ 2ǫm+ ℓ) = P(τ ≥ ǫ−2)E[P(τ ≥ T | Yǫ−2 , τ ≥ ǫ−2)] . (5.33)
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Since Yt is bounded above by a process with increments distributed as Bin(m, p) − 1,
we learn by Lemma 5.16 that P(τ ≥ ǫ−2) = O(ǫ). The second term will give us the
exponential in the assertion of the Lemma simply because YT has small probability
of being positive at this time. Indeed, since the increments of Yt are stochastically
bounded above by Bin(m− t, p)− 1 we have that for any small α > 0
E
[
eα(Yt−Yt−1) | Yt−1
]
≤ e−α[1 + p(eα − 1)]m−t ≤ e−α+(1+ǫ)(α+α2)(1−t/m) ,
since eα − 1 ≤ α+ α2 for small enough α. Summing this over t ranging from ǫ−2 to T
gives
E
[
eαYT | Yǫ−2 , τ ≥ ǫ−2
] ≤ e−α(T−ǫ−2)+(1+ǫ)(α+α2)(T−ǫ−2−T2−ǫ−42m )eαYǫ−2
≤ eα
2T (1+ǫ)−α
[
T2−ǫ−4
2m
−ǫT
]
eαYǫ−2 .
Hence,
E
[
eαYT | τ ≥ ǫ−2] ≤ E[eαYǫ−2 | τ ≥ ǫ−2]eα2T (1+ǫ)−α
[
T2−ǫ−4
2m
−ǫT
]
≤ Ceα
2(T+ǫ−2)(1+ǫ)−α
[
T2−ǫ−4
2m
−ǫT−2ǫ−1
]
,
where the last inequality is due to Lemma 5.24. Hence, by Markov’s inequality this is
also an upper bound on P(YT ≥ 0 | τ ≥ ǫ−2) which is what we aim to estimate. We
now choose α
α =
T 2−ǫ−4
2m − ǫT − 2ǫ−1
2(T + ǫ−2)
,
which is positive and of order ℓ/m since ℓ ≥ 2
√
m/ǫ and minimizes the above expec-
tation. We get that
P(YT ≥ 0 | τ ≥ ǫ−2) ≤ Ce−
cT (T−2ǫm)2
m2 ,
for some c > 0 by a straightforward calculation, concluding our proof. 
5.3.3. Proof of near-critical random graph theorems. We are now ready to prove the
Theorems stated in Section 5.3.
Proof of Theorem 5.8. We begin by proving the upper bound on E|C1|. For any
positive integer ℓ define by Xℓ the random variable
Xℓ =
∣∣∣{v : |C(v)| ≥ ℓ}∣∣∣ .
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Observe that if |C1| ≥ ℓ, then we must have that |Xℓ| ≥ |C1|. Thus for any positive
integer ℓ we have
E|C1| ≤ ℓP(|C1| < ℓ) + EXℓ . (5.34)
We take ℓ = 120ǫm and since Lemma 5.23 implies that P(|C1| ≤ ℓ) ≤ Ce−cǫ
3m
and ǫ3m ≥ A logm we have that the first term on the right hand side of (5.34) is
o(1). We now turn to bound the second term on the right hand side of (5.34). Since
EXℓ = mP(|C(v)| ≥ ℓ) it suffices to bound from above P(|C(v)| ≥ ℓ). Recall that |C(v)|
is the hitting time of the process {Yt} at 0. Let {Wt} be a process with independent
increments distributed as Bin(m, p) − 1 and W0 = 1, as in Lemma 5.16. Let τ =
mint{Wt = 0} be the hitting time of Wt at 0, then it is clear that we can couple Wt
and Yt such that |C(v)| ≤ τ . Thus
P(|C(v)| ≥ ℓ) ≤ P(τ ≥ ℓ) = P(τ =∞) +P(ℓ ≤ τ <∞) .
We now apply Lemma 5.16 with T = ℓ = 120ǫm and get by the previous display that
P(|C(v)| ≥ ǫm/20) ≤ 2ǫ− 8
3
ǫ2 +O(ǫ3) + C1ǫ
−7/2m−3/2e−ǫ
3m/4
= 2ǫ− 8
3
ǫ2 +O(ǫ3) ,
as long as ǫ3m ≥ A logm for large enough A. We conclude that
EXℓ ≤ 2ǫm− 8
3
ǫ2m+O(ǫ3m) ,
which together with (5.34) concludes the proof of the upper bound on E|C1|.
We turn to the proof of the lower bound on E|C1|. Recall that at each record
minimum of the process {Yt} we are starting the exploration of a new component.
Write
γ = max
{
t ≤ ǫm : Yt is at a record minimum
}
,
and
τ = min{t ≥ 0 : Yǫm+t < 0} .
Then we have that
|C1| ≥ ǫm− γ + τ . (5.35)
Thus, in order to complete the proof we will provide an upper bound on Eγ and a lower
bound on Eτ . Let {Wt} be a process defined as in Lemma 5.18 with i.i.d. increments
distributed as Bin(m(1 − ǫ/2), p) − 1. Define the stopping time β by
β = min{t : Nt ≤ m(1− ǫ/2)} ,
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then it is clear we can couple {Yt∧β} with {Wt∧β} such that the increments of the first
are larger than of the latter process. This guarantees that every record minimum of
the first process is also a record minimum of the second, and thus if we put
γw = max
{
t : Wt is at a record minimum
}
,
then we get that we can couple such that
γ1{no record minima at times [ǫm/10,ǫm]} ≤ γw + ǫm1{β≤ǫm/10} .
Lemma 5.23 shows that the probability that there is a record minimum at some time
between ǫm/10 and ǫm decays faster than m−2 provided that ǫ3m ≥ A logm for A
large enough. Hence, taking expectations on both sides and using Lemma 5.18 and
Lemma 5.2 gives that Eγ = O(ǫ−2).
We now turn to give a lower bound on Eτ . We begin by estimating Eτ2. As before,
define the process {Xt}t≥0 by Xt = Yǫm+t and note that Xt −Xt−1 = ηǫm+t. For any
t such that Nt+ǫm ≥ m− (t+ ǫm)− 50ǫ2m we have
E[Xt+1 −Xt | Ft] ≥ − t(1 + ǫ)
m
− 55ǫ2 .
Thus the process {Xt∧T + (t∧T )
2(1+ǫ)
2m + 55ǫ
2(t ∧ T )} is a submartingale, where T is
defined as
T = min{t− ǫm : t ≥ ǫm,Nt ≤ m− t− 50ǫ2m} .
Optional stopping yields that
E(τ ∧ T )2 ≥ 2m
1 + ǫ
(EX0 − EXτ∧T )− 110ǫ
2m
1 + ǫ
E[τ ∧ T ] . (5.36)
By Lemma 5.23, we have
P(τ < ǫm− a
√
m/ǫ) ≤ e−ca2 .
Also by lemma 5.23, one can deduce
P(τ > ǫm+ a
√
m/ǫ) ≤ P(τ > ǫm+ a
√
m/ǫ, Yt > 0 for t ∈ [a
2
√
m/ǫ, ǫm]) + e−ca
2
≤ P(|C1| > 2ǫm+ a
2
√
m/ǫ) + e−ca
2
≤ P(X
2ǫma
√
m/ǫ/2 > 2ǫm) + e
−ca2 ,
where X
2ǫma
√
m/ǫ/2 is the number of vertices v such that |Cv| ≥ 2ǫm + a2
√
m/ǫ as
defined in the beginning of the proof. By Lemma 5.25, we have
EX
2ǫma
√
m/ǫ/2 ≤ Cmǫe−ca
2
.
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Plugging this into the previous inequality and using Markov’s inequality shows that
E[τ ∧ T ] = O(ǫm) and
P(|τ − ǫm| > a
√
m/ǫ) ≤ Ce−ca2 . (5.37)
Lemma 5.22 shows that P(T ≤ 2ǫm) ≤ m−2, and so EXτ∧T = o(1) and E(τ ∧ T )2 =
Eτ2 + o(1). We get that
Eτ2 ≥ 2mEYǫm − o(1) .
We bound from below EYǫm using the approximating process Y˜t defined in (5.14). We
have that EY˜ǫm = ǫ
2m2 + O(ǫ3m) and using (5.15) and Lemma 5.26 we deduce the
same estimate for EYǫm. This yields that
Eτ2 ≥ ǫ2m2 − Cǫ3m2 ,
for some C > 0. Inequality (5.37) gives that for some C > 0 we have
Var(τ) ≤ E
[
(τ − ǫm)2
]
≤ Cm
ǫ
.
We conclude
Eτ =
√
Eτ2 −Var(τ) ≥ ǫm
√
1− Cǫ− C
ǫ3m
≥ ǫm− Cǫ2m− Cǫ−2 ,
since
√
1− x ≥ 1−x for x ∈ (0, 1). Using this and our estimate on Eγ in (5.35) finishes
the proof. 
Proof of Theorem 5.9. Since component sizes are excursions’ length above past
minima and Y0 = 1, Lemma 5.23 immediately yields the bound
P
(
|C1| ≤ 2ǫm−A
√
m
ǫ
)
≤ e−cA2 , (5.38)
valid for any A satisfying 1 ≤ A ≤
√
ǫ3m. For the upper bound we use Lemma 5.25
stating that
P(|C(v)| ≥ 2ǫm+A
√
m/ǫ) = O(ǫe−cA
2
) .
Write X = |{v : |C(v)| ≥ 2ǫm + A
√
m/ǫ}| so that EX = O(ǫme−cA2). As usual we
have
P(|C1| ≥ 2ǫm+A
√
m/ǫ) ≤ P(X ≥ 2ǫm) = O(e−cA2) ,
by Markov’s inequality, concluding the proof. 
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Proof of Corollary 5.10. Part (i) of the corollary follows immediately from Theorem
5.9 by integration. Indeed,
E
[∣∣∣|C1| − 2ǫm∣∣∣k] =∑
ℓ
ℓk−1P(|C1 − 2ǫm| > ℓ)
≤
√
m
ǫ∑
ℓ=1
ℓk−1 +C
ǫm∑
ℓ=
√
m
ǫ
ℓk−1e
−cℓ2ǫ
m +
∑
ℓ≥ǫm
ℓk−1e
−cℓ3
m2 ,
where we bounded the second sum on the right hand side using Theorem 5.9 and the
last sum using Lemma 5.25 (which is valid for all ℓ > 0 and not limited by ℓ ≤
√
ǫ3m)
and the usual Markov inequality on the variable X = |{v : |C(v)| ≥ 2ǫm+ ℓ}|. A quick
calculation now shows each term is of order at most (m/ǫ)k/2, concluding our proof. 
Proof of Theorem 5.12. We begin by proving (i). As before, |C(v)| is stochastically
dominated by the random variable τ defined in Lemma 5.19. This Lemma gives that
for any fixed k ≥ 1
E|C(v)|k = O(ǫ−2k+1) .
Number the vertices of G(n, p) arbitrarily v1, . . . , vm and observe that∑
j≥1
|Cj|k =
m∑
i=1
|C(vi)|k−1 ,
because each component Cj is counted in the sum in the right hand size precisely |Cj |
times. By symmetry we learn that
E
∑
j≥1
|Cj |k = mE|C(v)|k−1 = O(mǫ−2k+3) ,
finishing the first assertion of the theorem.
We proceed to prove (ii). Recall that
∑
j |Cj |2 =
∑
v |C(v)|. Thus,
E
(∑
j
|Cj |2
)2
= E
∑
v,w
|C(v)||C(w)|1{C(v)=C(w)} + E
∑
v,w
|C(v)||C(w)|1{C(v)6=C(w)} .
The first term on the right hand side is simply
∑
v E|C(v)|2 which equals E
∑
j |Cj |3
and is upper bounded by O(mǫ−3) by part (i) of the theorem. For the second term we
note that we can write E
∑
v,w |C(v)||C(w)|1{C(v)6=C(w)} as
E
∑
w
|C(w)|
∑
v
|C(v)|1{v 6∈C(w)} = E
∑
w
|C(w)|
∑
{v 6∈C(w)}
|C(v)| .
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Conditioned on C(w) the distribution of the rest of the graph is also subcritical random
graph with ǫ′ bigger than ǫ. Thus the estimate of part (i) of the theorem (together
with the fact that
∑
v |C(v)| =
∑
j |Cj |2) can be applied and we may bound
E
∑
v,w
|C(v)||C(w)|1{C(v)6=C(w)} ≤ Cmǫ−1E
∑
w
|C(w)| = O(m2ǫ−2) ,
which finishes the proof of (ii).
To prove part (iii) of the theorem, let Wt be a process with i.i.d. increment dis-
tributed as Bin(m− 5ǫ−2, 1−ǫm )− 1 and W0 = 1. Let
τ = min{t : Nt < m− 5ǫ−2}.
As usual we can couple such that Yt∧τ ≥ Wt∧τ . Let γ = min{t : Wt ≤ 0}. For any T
We have
P(γ ≥ T ) = P(γ ≥ T, τ ≤ T ) +P(γ ≥ T, τ > T )
≤ P(τ ≤ T ) +P(|C(v)| ≥ T ),
which implies
P(|C(v)| ≥ T ) ≥ P(γ ≥ T )−P(τ ≤ T ) . (5.39)
Put T = ǫ−2 we have by Lemma 5.2 that
P(τ ≤ T ) ≤ e−cǫ−2 .
Furthermore, Lemma 5.19 shows that
P(γ ≥ ǫ−2) ≥ cǫ ,
for some constant c > 0. Thus, by (5.39) we get that
P(|C(v)| ≥ ǫ−2) ≥ cǫ− e−cǫ−2 ,
which implies E|C(v)| ≥ cǫ−1 and concludes the proof. 
Proof of Theorem 5.13. The proof of (i) is a calculation using Lemma 5.25. We
have
E|C(v)|k =
ǫ−2∑
ℓ=1
ℓk−1P(|C(v)| ≥ ℓ)+
10ǫm∑
ℓ=ǫ−2
ℓk−1P(|C(v)| ≥ ℓ)+
m∑
ℓ=10ǫm
ℓk−1P(|C(v)| ≥ k) .
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For the first sum we use the estimate P(|C(v)| ≥ l) ≤ O(ǫ + ℓ−1/2) appearing in the
proof of Proposition 1 of [26]. We get
ǫ−2∑
ℓ=1
ℓk−1P(|C(v)| ≥ ℓ) ≤ C
ǫ−2∑
ℓ=1
ℓk−1(ǫ+ ℓ−1/2) = O(ǫ−2k+1) .
For the second sum, since Yt is bounded above by a process with i.i.d. increments
Bin(m, p)-1, each term is of order ǫ by Lemma 5.16. This gives the main contribution
of O(ǫk+1mk). Lastly, the third sum we bound using Lemma 5.25 to get
m∑
ℓ=10ǫm
ℓk−1P(|C(v)| ≥ k) ≤ Cǫ
m∑
ℓ=10ǫm
ℓk−1e−cm
−2ℓ3 .
Since ǫ3m ≥ 1 we may bound the sum above by summing from m2/3 to m. A straight-
forward calculation then gives that
m∑
ℓ=10ǫm
ℓk−1P(|C(v)| ≥ k) ≤ Cǫ(ǫm)k−1m2/3 = O(ǫk+1mk) ,
which finishes the proof of (i). We proceed to prove (ii). We have that
E
∑
j≥2
|Cj|k = E
∑
j≥2
|Cj|k1{|C1|<1.5ǫm} + E
∑
j≥2
|Cj |k1{|C1|≥1.5ǫm} . (5.40)
For the first term of (5.40) we apply FKG inequality to get
E
∑
j≥2
|Cj |k1{|C1|<1.5ǫm} ≤ E
∑
j≥1
|Cj|k1{|C1|<1.5ǫm} ≤ P(|C1| < 1.5ǫm)E
∑
j≥1
|Cj |k.
By Theorem 5.9, we have
P(|C1| < 1.5ǫm) ≤ Ce−cǫ3m ,
and so
E
∑
j≥2
|Cj |k1{|C1|<1.5ǫm} ≤ Ce−cǫ
3mmE|C(v)|k−1 .
By part (i) of the theorem this is at most Cǫkmke−cǫ3m which is O(mǫ−2k+3) since
ǫ ≥ m−1/3. This shows the required bound for the first term of (5.40).
To take care of the second term of (5.40) we condition on C1 and note that the
graph remaining is distributed as G(m−|C1|, p) conditioned on the event of not having
a component larger than |C1|. But since |C1| ≥ 1.5ǫm this random graph is in the
subcritical regime, and the probability of having such a component is smaller than
1/2 (in fact, it is exponentially small). The required estimate follows by part (i) of
Theorem 5.12. This finishes the proof of (ii).
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The proof of (iii) goes in similar lines of (ii). We have
E(
∑
j≥2
|Cj |2)2 = E(
∑
j≥2
|Cj |2)21{|C1|<1.5ǫm} + E(
∑
j≥2
|Cj |2)21{|C1|≥1.5ǫm} .
As in the proof of (ii), to control the first term we use FKG inequality, extract
P(|C1| < 1.5ǫm) and bound the rest by E(
∑
j≥1 |Cj |2)2 (instead of j ≥ 2). The anal-
ysis performed in the proof of part (ii) of Theorem 5.12 shows that E(
∑
j≥1 |Cj |2)2 is
controlled by (E
∑
j≥1 |Cj |2)2. We get that
E(
∑
j≥2
|Cj |2)21{|C1|<1.5ǫm} ≤ Ce−cǫ
3mm4ǫ4 = O(m2ǫ−2) .
To control the second term, as in the proof of (ii), we condition on C1 and use part (ii)
of Theorem 5.12 to estimate the remaining subcritical graph. This is done identically
to part (ii) and we omit the details. 
Proof of Theorem 5.14. We will use a second moment method. First we show that
E
∑
|Cj |≤δ
√
m
|Cj |2 ≥ cm5/4 ,
for some c = c(δ) > 0. Indeed, we have
E|C(v)|1{|C(v)|≤δ√m} ≥ E|C(v)|1{ δ
2
√
m≤|C(v)|≤δ√m} ≥
δ
2
√
mP(
δ
2
√
m ≤ |C(v)| ≤ δ√m).
(5.41)
We proceed further by restricting to the case that Cv is tree. Indeed, we have
P(
δ
2
√
m ≤ |C(v)| ≤ δ√m) ≥
δ
√
m∑
k=δ/2
√
m
P(|C(v)| = k, C(v) is a tree)
=
δ
√
m∑
k=δ/2
√
m
(
m− 1
k − 1
)
kk−2pk−1(1− p)k(m−k)+(k2)−(k−1).
A quick calculation using Stirling’s formula gives that for all such k, each summand is
of order Θ(m−4/3) and so the probability is of order at least m−1/4 and the expectation
in (5.41) is of order at least m1/4. This gives the first moment estimate since
E
∑
|Cj |≤δ
√
m
|Cj|2 = E
∑
v:|C(v)|≤δ√m
|C(v)| .
We continue with the second moment estimate. By Theorem 5.12 the second moment
satisfies
E
[∑
j
|Cj|2]2 = O(m5/2) ,
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and so the assertion of the Theorem follows by the inequality (see [10])
P(V > a) ≥ (EV − a)
2
EV 2
,
valid for any non-negative random variable V and a < EV . 
Now we turn to the proof of Theorem 5.15. Recall that Zt counts the number of
record minima of {Ys} before time t.
Lemma 5.26. For any fixed δ ∈ (0, 1/10), there exists an universal constant C > 0
such that as long as ǫ3m ≥ 1 we have
EZδǫm ≤ 1
2[(1 − 5δ − 5δǫ)ǫ] +O(1) ,
and
EZ2δǫm = O(ǫ
−2) .
Proof. Define the stopping time τ by
τ = min{t : Nt ≤ m(1− 5δǫ)} ,
and {Wt} to be the process with increments distributed as Bin(m(1 − 5δǫ), p) and
W0 = 1. As usual we can couple such that Yt∧τ ≥Wt∧τ and that the increments of the
first process are always larger than of the second. This guarantees that the number
of record minimum of Yt∧τ is bounded from above by the record minimum of Wt∧τ .
Denote by Zw the number of record minima of the process {Wt}, then by the above
discussion we have
EZδǫm ≤ δǫmE1{τ<δǫm} + EZw .
The order of the first term can be arbitrarily small since P(τ < δǫm) is exponentially
small in ǫm by Lemma 5.2. Lemma 5.17 bound the second term by the required
amount. This concludes the bound on EZδǫm. For the second moment estimate, note
that by the same argument, we have
EZ2δǫm ≤ δ2ǫ2m2E1{τ<δǫm} + E(Zw)2 ,
and the exponential decay of P(τ < δǫm) and Lemma 5.17 concludes the proof. 
Lemma 5.27. For any fixed δ ∈ (0, 1/10) denote by τδ the stopping time
τδ = min
t≥δǫm
{
t is a record minimum of Yt
}
− δǫm .
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Then
Eτδ ≤ (2− δ)ǫm− 1
4ǫ2
.
Proof. Define the process {Xt} by Xt = Yδǫm+t so that
τδ = min{t ≥ 0 : Xt = −Zδǫm} .
Let {Wt} be a process defined by W0 = X0 and with independent increments dis-
tributed as Bin(m−t−δǫm, p)−1 and let τ denote the stopping time min
t
{Wt = −Zδǫm}.
As usual, Xt can be stochastically bounded above by Wt and hence Eτδ ≤ Eτ and we
are left to estimate Eτ . We have
E[Wt −Wt−1 | Ft−1] = (1− δ)ǫ− t(1 + ǫ)
m
− δǫ2 . (5.42)
Put
f(t) =
t2
2m
− (1− δ)ǫt− (δ − δ2/2)ǫ2m− δǫ2t+ t(1 + ǫ) + ǫt
2
2m
=
[t− (2− δ)ǫm]2
2m
+ ǫ[t− (2− δ)ǫm]− δǫ2t+ t(1 + ǫ) + ǫt
2
2m
,
then by (5.42) we deduce that Mt = Wt + f(t) is a martingale. A direct calculation
with (5.4) gives that
EW0 = EYδǫm ≤ −δǫm+ δǫ2m− δ2ǫ2m/2 +O(ǫ3m) ,
and so we deduce that EM0 ≤ Cǫ3m. Furthermore, we have that Eτ = O(ǫm) since
after time 2ǫm the process becomes subcritical with drift −ǫ. Put τ¯ = τ − (2− δ)ǫm,
then by the above and optional stopping if follows that
Eτ¯2
2m
+ ǫEτ¯ − EZδǫm ≤ Cǫ3m.
This and Lemma 5.26 gives that
Eτ¯ ≤ 1
2[(1 − 5δ − 5δǫ)ǫ] −
Eτ¯2
2ǫm
+O(ǫ2m) . (5.43)
Next, we wish to derive a lower bound on Eτ¯2. Put T = δm, then for t ≤ T we have
that
E
[
(Mt −Mt−1)2
]
≥ 1− δ ,
hence the process
M2t∧T − (1− δ)(t ∧ T ) ,
is a submartingale and optional stopping gives
(1− δ)E[τ ∧ T ] ≤ EM2τ∧T . (5.44)
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We now bound EM2τ∧T from above. We have
Wτ∧T = −Zδǫm1{τ≤T} +WT1{τ>T} .
Thus,
EW 2τ∧T ≤ EZ2δǫm +O(m2)P(τ > T ) .
Since after time δm/2 the process is subcritical with constant negative drift we have
that P(τ > T ) decays exponentially in m. Lemma 5.17 now yields that EW 2τ∧T =
EZ2δǫm + o(1) = O(ǫ
−2). Next we estimate Ef2(τ ∧ T ). Write µ = (2 − δ)ǫm and
simplify f(t) to get
f(t) =
(t− µ)2(1− ǫ)
2m
+ (t− µ)
[
ǫ− δǫ2 + 1 + ǫ
2m
− µǫ
m
]
− δǫ2µ+ 1 + ǫ
2m
µ− ǫ
2m
µ2
=
(t− µ)2(1− ǫ)
2m
+ (t− µ)
[
ǫ+O(ǫ2)
]
+O(ǫ3m) .
Hence
f2(t) =
(t− µ)4(1− ǫ)2
4m2
+
(t− µ)3(ǫ+O(ǫ2))
m
+ (t− µ)2ǫ2(1 +O(ǫ)) + (t− µ)O(ǫ4m).
Lemmas 5.23 and 5.25 imply that Eτ¯k is of order (m/ǫ)k/2 and hence the third term
on the right hand side is dominant so,
Ef2(τ ∧ T ) = (1 + o(1))ǫ2E
[
(τ ∧ T − µ)2
]
. (5.45)
We also use Cauchy-Schwartz to estimate∣∣∣EWτ∧Tf(τ ∧ T )∣∣∣ ≤√EW 2τ∧T√Ef2(τ ∧ T ) = O(√m/ǫ) = o(Ef2(τ ∧ T )) ,
since EW 2τ∧T = O(ǫ
−2) and
√
m/ǫ = o(ǫm). We put this and (5.45) into (5.44) and
get that
(1 + o(1))ǫ2E
[
(τ ∧ T − µ)2
]
≥ (1− δ)µ − (1− δ)E[τ ∧ T − µ] = (1 + o(1))(1 − δ)µ ,
since Eτ¯ = O(ǫ−1m) and P(τ > T ) decays exponentially in m. We learn that
Eτ¯2 ≥ (1− o(1))(1 − δ)(2 − δ)m
ǫ
.
Putting this into (5.43) gives that if δ > 0 is chosen small enough (but fixed) and m is
large enough
Eτ¯ ≤ − 1
4ǫ2
,
concluding the proof of the lemma. 
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Proof of Theorem 5.15. Part (i) follows immediately from Lemma 5.27 since
|Cδǫm| ≤ δǫm + τδ. To prove (ii) we proceed as in the proof of Lemma 5.10 and
write
E
∑
Cj 6=Cδǫm
|Cj |k = E
∑
Cj 6=Cδǫm
|Cj |k1{Cδǫm≤1.5ǫm} + E
∑
j≥2
|Cj |k1{Cδǫm≥1.5ǫm} .
Lemma 5.23 shows that P(Cδǫm ≤ 1.5ǫm) ≤ Ce−cǫ3m and so FKG inequality gives
E
∑
Cj 6=Cδǫm
|Cj |k1{Cδǫm≤1.5ǫm} ≤ Ce−cǫ
3m
E
∑
j
|Cj|k = O(mǫ−2k+3) ,
by part (i) of Lemma 5.13. The second term is handled as in the proof of Lemma 5.10
by conditioning on Cδǫm and using Lemma 5.13 for the remaining subcritical graph. 
6. Supercritical case
In this section we show that the mixing time of the Swendsen-Wang chain is Θ(log n)
in the supercritical case c > 2. This is part (i) of Theorem 2.1. Let {Xt = x0n}t≥0 be
the one dimensional chain defined in (4.1). For x > 2c − 1 (so that c(1+x)2 > 1), define
φ(x) = β
(c(1 + x)
2
)1 + x
2
, (6.1)
where β(·) is defined in (5.9). Since β : R+ → R we have that φ : [−1,∞] → R. We
begin with some preparations for the proof.
Lemma 6.1. For c > 2, there exists an unique fixed point γ0 ∈ (1 − 2c , 1) of φ(x).
Furthermore, we have
1
2
< φ′(x) < 1 for x > 2c−1 − 1 , (6.2)
and there exists a constant δ ∈ (0, 1) such that for every x ∈ [0, 1] \ {γ0} we have
1
2
<
φ(x)− γ0
x− γ0 ≤ δ. (6.3)
Theorem 6.2. There exist constants δ ∈ (0, 1) and B > 0 such that
E(X1 − γ0n)2 ≤ δ(X0 − γ0n)2 +Bn . (6.4)
Proposition 6.3. We have
E
(
X1 − φ(x0)n | X0 ∈ [γ0n, n]
)2
= O(n) .
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Proposition 6.4. If X is distributed as the stationary distribution of the magnetiza-
tion Swendsen-Wang chain, then
E(X − γ0n)2 = O(n).
Theorem 6.5. Suppose X0, Y0 are two magnetization Swendsen-Wang chains such
that X0, Y0 ∈ [γ0n − A
√
n, γ0n + A
√
n] where A is a constant, we can couple X1 and
Y1 such that X1 = Y1 with probability Ω(1) (which may depend on A).
Proof of part (i) of Theorem 2.1: Rearranging Theorem 6.2 and taking expecta-
tions gives
E(Xt+1 − γ0n)2 − B
1− δn ≤ δ
[
E(Xt − γ0n)2 − B
1− δn
]
for all t. We apply this inductively and get
E(XC logn − γ0n)2 − B
1− δn ≤ δ
C logn
[
E(X0 − γ0n)2 − B
1− δn
]
.
Hence, when C = C(δ) is large enough we get that
E(XC logn − γ0n)2 = O(n) ,
and so Markov’s inequality gives
P(|XC logn − γ0n| ≤ A
√
n) ≥ 3
4
(6.5)
for some large constant A. LetX ′t be a magnetization SW chain starting at stationarity.
By Theorem 6.4 and Markov’s inequality we have
P(|X ′C logn − γ0n| ≤ A
√
n) ≥ 3
4
(6.6)
for some large constant A. Now, to couple Xt and X
′
t we first run them inde-
pendently until time C log n. By (6.5) and (6.6), we have that XC logn,X
′
C logn ∈
[γ0n− A
√
n, γ0n +A
√
n] with probability at least 1/2. By Theorem 6.5, we can cou-
ple XC logn+1 and X
′
C logn+1 such that XC logn+1 = X
′
C logn+1 with probability Ω(1).
Then by Lemma 4.1, we have that {σt} and {σ′t} can be coupled such that σt = σ′t in
O(log n) steps with probability Ω(1). The upper bound of mixing time follows from
Lemma 3.2.
For the lower bound, we will show that if X0 = n, then
‖Xα logn −Xπ‖TV ≥ 1/4
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for some small constant α > 0, whereXπ is the stationary distribution of magnetization
Swendsen-Wang chain. By (6.3), we have that
P
(
Xt+1 − γ0n ≤ 1
4
(Xt − γ0n)
)
≤ P
(
Xt+1 − γ0n ≤ 1
2
(φ(Xt/n)n− γ0n)
)
= P
(
Xt+1 − φ(Xt/n)n ≤ 1
2
(γ0n− φ(Xt/n)n)
)
.
When Xt ≥ γ0n we have that φ(Xt/n)n ≥ γ0n by (6.3), hence Proposition 6.3 and
Markov’s inequality imply that
P
(
Xt+1 − γ0n ≤ 1
4
(Xt − γ0n) | Xt ≥ γ0n
)
≤ O(n)
(φ(Xt/n)n− γ0n)2 . (6.7)
Furthermore, if Xt − γ0n ≥ n 34 , then φ(Xt/n)n − γ0n ≥ n 34/2 by (6.3). Plugging this
into (6.7) gives
P
(
Xt+1 − γ0n ≥ 1
4
(Xt − γ0n)
∣∣Xt − γ0n ≥ n 34 ) ≥ 1−O(n− 12 ). (6.8)
Starting from X0 = n, by applying (6.8) iteratively we have
P
(
Xα logn − γ0n ≥ n
3
4
) ≥ (1−O(n− 12 ))α logn = 1− o(1) , (6.9)
when α > 0 is small enough constant. On the other hand, by Proposition 6.4 and
the Markov’s inequality, we have P
(
|Xπ − γ0n| ≥ A
√
n
)
≤ 14 for some constant A.
Putting the two inequalities together, we get
‖Xα log4 n −Xπ‖TV ≥
3
4
− o(1) ≥ 1
4
, (6.10)
which gives a lower bound on the mixing time of magnetization SW chain Xt. This
concludes the proof since any lower bound of the mixing time of Xt implies the same
lower bound of mixing time of σt. 
Proof of Lemma 6.1: By the definition of β(·) in equation (5.9), we know φ(x) is
the positive solution of
1− e−cφ(x) = 2φ(x)
x+ 1
(6.11)
for all x > 2c − 1. Taking derivative of both sides yields
ce−cφφ′ =
2(x+ 1)φ′ − 2φ
(x+ 1)2
.
By plugging in x+ 1 = 2φ
1−e−cφ we get
φ′ =
1− 2e−cφ + e−2cφ
2(1 − e−cφ − cφe−cφ) . (6.12)
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By (6.12), we have that 12 < φ
′ if and only if e−cφ > 1− cφ which is true for all cφ > 0.
We also have that
φ′ < 1⇐⇒ cφ < sinh(cφ) (6.13)
which holds for all cφ > 0.
Since c > 2 (which implies 2c − 1 < 0), we have that φ′ < 1 for all x ∈ [0, 1]. Since
φ′ is continuous, we have a constant δ1 ∈ (0, 1) such that φ′(x) < δ1 for all x ∈ [0, 1].
Note that φ(0) = 12β(
c
2) > 0, φ(1) = β(c) < 1 and φ is strictly increasing in [0, 1],
we have by Rolle’s theorem that there exists an unique point γ0 ∈ (0, 1) such that
φ(γ0) = γ0. By plugging in x = 1− 2/c into (6.1) and the definition of β(·), we get
φ(1 − 2/c) > 1− 2/c ⇔ β(c− 1) > 1− 1
c− 1
⇔ e−(c−2) < 1
c− 1
which is always true for c > 2. It follows immediately that γ0 > 1− 2c . 
Recall that given X0 = x0n, we have that X1 is distributed as in (4.2). To prove
Theorem 6.2 we first state a useful lemma.
Lemma 6.6. Let c > 2.
(i) There exists a non-negative function h(·) with h(ǫ) → 0 as ǫ → 0 such that if
|x0 − (1− 2c )| ≤ ǫ, then E
(∑
j≥1 |C−j |2
)
≤ h(ǫ)n2.
(ii) For any fixed ǫ > 0, if x0 ∈ [0, (1− 2c − ǫ)], then E
(∑
j≥1 |C−j |2
)
≤ (φ2(−x0)+
o(1))n2.
(iii) For any fixed ǫ > 0, if x0 ∈ [1− 2c + ǫ, 1], then E
(∑
j≥1 |C−j |2
)
≤ O(n).
Proof of Theorem 6.2: By (4.2), we have
EX21 = E
(∑
j≥1
|C+j |2
)
+ E
(∑
j≥1
|C−j |2
)
(6.14)
and
EX1 = E
∣∣∣∑
j≥1
ǫj |C+j |+
∑
j≥1
ǫ′j |C−j |
∣∣∣ = E∣∣∣ǫ1(∑
j≥1
ǫj |C+j |+
∑
j≥1
ǫ′j|C−j |
)∣∣∣
≥ E
(
ǫ1
(∑
j≥1
ǫj |C+j |+
∑
j≥1
ǫ′j |C−j |
))
= E
[
|C+1 |+ ǫ1
(∑
j≥2
ǫj |C+j |+
∑
j≥1
ǫ′j |C−j |
)]
= E|C+1 |. (6.15)
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Combining (6.14) and (6.15), we get
E
(
X1 − γ0n
)2
≤ E
(∑
j≥1
|C+j |2
)
+ E
(∑
j≥1
|C−j |2
)
− 2γ0n · E|C+1 |+ γ20n2. (6.16)
The random graph G(1+x02 n,
c
n) is supercritical with θ =
1+x0
2 n
c
n ≥ c2 > 1. By
Corollary 5.6 we have
E
(∑
j≥1
|C+j |2
)
≤
(
E|C+1 |
)2
+O(n). (6.17)
Plugging (6.17) into (6.16), we get
E
(
X1 − γ0n
)2
≤
(
E|C+1 | − γ0n
)2
+ E
(∑
j≥1
|C−j |2
)
+O(n). (6.18)
By Corollary 5.5, we have
∣∣∣E|C+1 | − φ(x0)n∣∣∣ ≤ O(√n). Thus,(
E|C+1 | − γ0n
)2
≤
∣∣∣E|C+1 | − φ(x0)n∣∣∣2 + ∣∣φ(x0)n− γ0n∣∣∣2
+ 2
∣∣∣E|C+1 | − φ(x0)n∣∣∣∣∣∣φ(x0)n− γ0n∣∣∣
≤
∣∣∣φ(x0)n− γ0n∣∣∣2 +O(√n)∣∣∣φ(x0)n− γ0n∣∣∣+O(n). (6.19)
Applying Lemma 6.1 gives that(
E|C+1 | − γ0n
)2
≤ δ21 |x0 − γ0|2n2 + |x0 − γ0|O(n3/2) +O(n). (6.20)
If |x0 − γ0| = O(n− 12 ), then |x0 − γ0|n3/2 = O(n). If |x0 − γ0|n 12 → ∞, we have
|x0 − γ0|O(n3/2) = o(|x0 − γ0|2n2). Plugging these back into (6.20), we get
E(X1 − γ0n)2 ≤ (δ21 + o(1))|x0 − γ0|2n2 +O(n) + E
(∑
j≥1
|C−j |2
)
. (6.21)
To estimate E
(∑
j≥1 |C−j |2
)
, choose a small constant ǫ such that δ21+h(ǫ) < 1 where
h(·) is defined in part (i) of Lemma 6.6. If
∣∣∣x0 − (1− 2c )∣∣∣ < ǫ, we have that
E(X1 − γ0n)2 ≤ (δ21 + h(ǫ))|x0 − γ0|2n2 +O(n) (6.22)
by plugging part (i) of Lemma 6.6 into (6.21).
If x0 ∈ [0, (1 − 2c − ǫ)], we have that |φ(x0)− γ0| is uniformly bounded from below
by Lemma 6.1. As a result, we have that
(
E|C+1 | − γ0n
)2
≤ (φ(x0)− γ0)2n2+O(n) in
(6.19). Plugging this and part (ii) of Lemma 6.6 into (6.19) gives
E(X1 − γ0n)2 ≤ ((φ(x0)− γ0)2 + φ2(−x0) + o(1))n2 +O(n). (6.23)
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By Lemma 6.1 and Rolle’s Theorem, we have
φ(x0)− φ(−x0)
2x0
≥ 1
2
,
which leads to φ2(−x0) ≤
(
φ(x0)− x0
)2
. This gives
(
φ(x0)− γ0
)2
+ φ2(−x0)
(x0 − γ0)2 ≤
(
φ(x0)− γ0
)2
+
(
φ(x0)− x0
)2
(x0 − γ0)2 < 1, (6.24)
since x0 < φ(x0) < γ0. The left hand side of (6.24) is smaller than 1 for all x0 ∈
[0, (1 − 2c − β)], so it is smaller than some constant δ2 < 1 uniformly. Plugging this
into (6.23), we get
E(X1 − γ0n)2 ≤ δ2(x0 − γ0)2n2 +O(n). (6.25)
If x0 ∈ [1− 2c + ǫ, 1], we plug (iii) of Lemma 6.6 into (6.21) and obtain
E(X1 − γ0n)2 ≤ (δ21 + o(1))|x0 − γ0|2n2 +O(n). (6.26)
Combining (6.22),(6.25) and (6.26) concludes our proof. 
Proof of Lemma 6.6. We begin with case (ii). In this regime, the random graph
G(1−x02 n,
c
n) is supercritical with θ > 1 +
cǫ
2 . In the same way we obtained (6.17) we
also have
E
(∑
j≥1
|C−j |2
)
≤
(
E|C−1 |
)2
+O(n). (6.27)
By Corollary 5.5 we have that |E|C−1 | − φ(−x0)n| ≤ O(
√
n) showing that
E
(∑
j≥1
|C−j |2
)
≤
(
φ(−x0)n+O(
√
n)
)2
+O(n)
≤ φ2(−x0)n2 +O(n) + φ(−x0)O(n3/2)
=
(
φ2(−x0) + o(1)
)
n2, (6.28)
since |φ(x0)| is uniformly bounded from below, as required.
We now prove case (i). Note that we have
E
(∑
j≥1
|C−j |2
)
=
(1− x0
2
n
)
E|Cv|
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as in (5.8). Since E|Cv| is decreasing in x0, we have that E
(∑
j≥1 |C−j |2
)
reaches its
maximum at x0 = 1− 2c − ǫ. Plugging in this value into (6.28) gives
E
(∑
j≥1
|C−j |2
)
≤ (β2(1 + ǫc
2
) + o(1)
)
n2 (6.29)
Note that β(x)→ 0 as x→ 1, so we can take h(x) = β2(1 + cx2 ) + o(1).
To prove case (iii) note that c(1−x0)2 ≤ 1 − ǫc2 , so the random graph G(1−x02 n, cn) is
subcritical in this regime with θ bounded from above away from 1. Applying Lemma
5.3, we get
E
[∑
j≥1
|C−j |2
]
= O(n). (6.30)

Proof of Proposition 6.3: Note that (6.18) is valid for all γ0 ∈ [0, 1] and in particular
for φ(x0). Thus,
E
(
X1 − φ(x0)n
)2
≤
(
E|C+1 | − φ(x0)n
)2
+ E
(∑
j≥1
|C−j |2
)
+O(n). (6.31)
Recall that x0 ≥ γ0 > 1 − 2c . By Corollary 5.5 we have that
(
E|C+1 | − φ(x0)n
)2
=
O(n). The random graph of G(1−x02 n,
c
n) is in regime (iii) of Lemma 6.6. Plugging
(6.30) into (6.31), we get
E
(
X1 − φ(x0)n
)2
= O(n) , (6.32)
as required. 
Proof of Proposition 6.4: If X0 follows the stationary distribution of the magneti-
zation SW chain, so does X1. Taking expectation of both sides of (6.4) gives
E(X1 − γ0n)2 ≤ δE(X0 − γ0n)2 +Bn ,
as required. 
To prove Theorem 6.5 we need the following lemma.
Lemma 6.7. Let Y and Z be two random variables distributed as the sum of n in-
dependent random ± signs. Then for any fixed constant a, there exists a constant
κ(a) ∈ (0, 1] such that for any −a√n ≤ y ≤ a√n, we can couple Y and Z such that
Y − y = Z with probability at least κ.
Proof. Direct corollary of the local central limit theorem of simple random walk. 
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Proof of Theorem 6.5. To couple X1 and Y1, we first apply the percolation step
of the Swendsen-Wang dynamics in both chains independently. By Lemma 5.7, with
probability 1 − O( 1n), the number of isolated points after percolation is bigger than
1
3ecn in both chains. Conditioned on this, we assign each component a ± spin using
the following procedure.
First assign the spins of components independently in descending order of their size
until there are 13ecn components left. Note the remaining components are all isolated
vertices. Denote by X¯1 and Y¯1 as the absolute value of the sum of spins at this time
respectively.
Note that (6.15) and (6.16) are still valid if we replace X1 by X¯1. Consequently,
Theorem 6.2 is also valid if replacing X1 by X¯1. Hence, since |X0 − γ0n| ≤ A
√
n we
have
E(X¯1 − γ0n)2 = O(n) .
By Markov’s inequality, there exists a constant A1 such that
P
(
|X¯1 − γ0n| ≥ A1
√
n
)
≤ 1
4
, (6.33)
and similarly
P
(
|Y¯1 − γ0n| ≥ A1
√
n
)
≤ 1
4
. (6.34)
Consider the event
A := {|X¯1−γ0n| < A1
√
n}∩{|Y¯1−γ0n| < A1
√
n}∩{There are at least n3ec isolated vertices} .
By (6.33) and (6.34) we have that P(A) ≥ 14 .
Conditioned on A, we have |X¯1 − Y¯1| ≤ 2A1
√
n. Denote by Xˆ1 and Yˆ1 the sum
of spins of the rest of the components (all of them being isolated vertices) of the two
chains respectively. Note Xˆ1 and Yˆ1 are i.i.d. sums of ± spins. By Lemma 6.7 we can
couple Xˆ1 and Yˆ1 so that Xˆ1 + X¯1 = Yˆ1 + Y¯1 with probability Ω(1). Finally, notice
that X1
(d)
= |X¯1 + Xˆ1| and Y1 (d)= |Y¯1 + Yˆ1|, concluding the proof. 
7. Subcritical case
In this section, we prove that in the subcritical case c < 2, the mixing time of
Swendsen-Wang chain is Θ(1). This is part (iii) of Theorem 2.1.
Lemma 7.1. For c ∈ (1, 2) there exists a constant δ ∈ (0, 1) such that for all x ∈
[2c − 1, 1], we have
φ(x)
x
≤ δ (7.1)
where φ(·) is defined in (6.1).
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Theorem 7.2. There exist two constants δ ∈ (0, 1) and B > 0 such that
E
(
X21 | X0
) ≤ δX20 +Bn . (7.2)
Moreover, if 0 ≤ x0 ≤ 1c − 12 , we have
EX21 ≤ Bn. (7.3)
To get the constant upper bound of mixing time we need to consider the following
two-dimensional chain. Let G1 be a fixed subset of the vertices and G2 its complement.
Let (Yt, Zt) be a two-dimensional Markov chain, where Yt record the number of vertices
with positive spin in G1 and Zt record the number vertices with positive spin in G2.
Proposition 7.3. Let (Yt, Zt) and (Y˜t, Z˜t) be two two-dimensional chains as defined
above. Suppose Y0+Z0 and Y˜0+ Z˜0 lie in the window I = [
n
2 −A
√
n, n2 +A
√
n] where
A is a constant. Then we can couple (Y1, Z1) and (Y˜1, Z˜1) such that (Y1, Z1) = (Y˜1, Z˜1)
with probability Ω(1) (which may depend on A).
Proof of part (iii) of Theorem 2.1: For any starting configuration σ, let G1 be the
vertices with positive spin and G2 be its complement. Let Xt be the magnetization
chain and (Yt, Zt) be the two-dimensional chain as described above. Let π be the
stationary distribution of Swendsen-Wang chain and π˜ be the stationary distribution
of (Yt, Zt). By symmetry, configurations with same two-dimensional chain value have
same distributions for any t. Consequently
||σPt − π||TV = ||(|G1|, 0)Pt, π˜||TV . (7.4)
Thus, by Lemma 3.2 it suffices to couple the chains (Yt, Zt) and (Y˜t, Z˜t) such that
they meet with probability Ω(1) in time t = Θ(1). By Lemma 7.2, we have
E(X2t+1)−
B
1− δn ≤ δ
[
E(X2t )−
B
1− δn
]
.
Applying this inductively we get
E(X2t )−
B
1− δn ≤ δ
t
E(X20 ) ≤ δtn2.
For t ≥ 2 logδ 18 (1c − 12 ) and large n, we have
E(X2t ) ≤
1
4
(1
c
− 1
2
)2
n2.
For such t Markov’s inequality gives
P
(
Xt ≥
(1
c
− 1
2
)
n
)
≤ 1
4
. (7.5)
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By Theorem 7.2 and Markov’s inequality, if Xt ∈ [0, (1c − 12)n], then Xt+1 ∈ [0, A
√
n]
with probability at least 1/2 for some large constant A. Combining this and (7.5), we
have that after constant number of steps, the chain Xt will jump into the window
I = [0, A
√
n] with probability Ω(1).
For any two Swendsen-Wang chains σ and σ˜, Let Xt and X˜t be the correspond-
ing magnetization chains. Running the two Swenden-Wang dynamics independently
first, by the argument above, we have that Xt and X˜t both jump into [0, A
√
n] after
constant steps with probability Ω(1). By Proposition 7.3, we can couple the two two-
dimensional chains so that (Yt, Zt) = (Y˜t, Z˜t) with probability Ω(1), which concludes
the whole proof. 
Proof of Lemma 7.1: Note φ is differentiable on [2c −1, 1]. Recalling (6.13), we have
φ′ < 1 for all x > 2c − 1. By Rolle’s Theorem, we have φ(x) − 0 ≤ x− (2c − 1) for all
x > 2c − 1. So
φ(x)
x
≤ 1−
2
c − 1
x
≤ 1− (2
c
− 1)
for all x ∈ [ c2 − 1, 1]. 
Proof of Theorem 7.2: We use the fact that (6.14) is still valid. The random graph
G(1−x02 n,
c
n) is subcritical with θ = (
1−x0
2 n)
c
n =
c
2 . By Lemma 5.3, we have
E
(∑
j≥1
|C−j |2
)
= O(n). (7.6)
If c < 1, the random graph G(1+x02 n,
c
n) is subcritical with θ = (
1+x0
2 n)
c
n ≤ c < 1. By
Lemma 5.3, we have
E
(∑
j≥1
|C+j |2
)
= O(n). (7.7)
If c ≥ 1, then let ǫ > 0 be a small constant that we will determine later and consider
the following three cases.
(i) 0 ≤ x0 ≤ 2c − 1 − ǫ. In this case, the random graph G(1+x02 n, cn) is subcritical
with θ ≤ 1− ǫc2 . By Lemma 5.3,
E
(∑
j≥1
|C+j |2
)
= O(n). (7.8)
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(ii) 2c − 1 + ǫ ≤ x0 ≤ 1(in case c > 1). In this case, the random graph G(1+x02 n, cn)
is supercritical with θ ≥ 1 + ǫc2 . By Corollary 5.6, we have
E
(∑
j≥1
|C+j |2
)
≤ (E|C+1 |)2 +O(n)
=
(
φ(x0)n
)2
+
(
E|C+1 | − φ(x0)n
)(
E|C+1 |+ φ(x0)n
)
+O(n).
By Corollary 5.5, we have
∣∣∣E|C+1 |−φ(x0)n∣∣∣ = O(√n). By Lemma 7.1, we have φ(x0)n ≤
δx0n. So we have
E
(∑
j≥1
|C+j |2
)
≤ δ2x20n2 +O(n3/2) ≤ (δ2 + o(1))x20n2.
(iii) 2c − 1 − ǫ ≤ x0 ≤ 2c − 1 + ǫ (or 1 − ǫ ≤ x0 ≤ 1 in case c = 1). Recall that
E
(∑
j≥1 |C+j |2
)
= 1+x02 nE|Cv|. So E
(∑
j≥1 |C+j |2
)
reaches its maximum at x0 =
2
c − 1 + ǫ for 1 < c < 2 or x0 = 1 for c = 1. In the former case, by the estimate in case
(ii), we get
E
(∑
j≥1
|C+j |2
)
≤ (δ2 + o(1))(2
c
− 1 + ǫ)2n2.
Now we choose ǫ to be small enough such that δ2
(
2/c−1+ǫ
2/c−1−ǫ
)2
< 1, then we choose a
constant δ1 such that δ
2
(
2/c−1+ǫ
2/c−1−ǫ
)2
< δ1 < 1. Then We have
E
(∑
j≥1
|C+j |2
)
≤ δx20n2.
In the latter case, by Theorem 1 of [25], we have that
E
(∑
j≥1
|C+j |2
)
= o(n2).
The Lemma follows from combining case (i), (ii) and (iii). 
Proof of Proposition 7.3: Suppose without lost of generality that |G2| ≤ |G1|.
Since Y0+Z0 ∈ I, the random graphs G(Y0+Z0, cn) and G(n− (Y0+Z0), cn) are both
subcritical for large n. The same is true for the chain (Y˜t, Z˜t). In the first chain after
the percolation step, denote by {Aj}j≥1 and {Bj}j≥1 the components with vertices
completely in G1 and G2 respectively. Note that there are also components that have
vertices in both G1 and G2. Denote such components by {Cj}j≥1. In the second chain,
we denote by A˜j,B˜j and C˜j to be these components. Lemma 5.7 implies that for some
c > 0 with probability Ω(1) we have that the number of isolated vertices in {Aj} is at
least c|G1 and at least c|G2 for {A˜j}. Denote this event by A.
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Furthermore, by Lemma 5.3 we have
E(
∑
j≥1
|Aj|2 +
∑
j≥1
|Cj ∩G1|2) = O(|G1|) (7.9)
E(
∑
j≥1
|Bj|2 +
∑
j≥1
|Cj ∩G2|2) = O(|G2|) (7.10)
E(
∑
j≥1
|A˜j |2 +
∑
j≥1
|C˜j ∩G1|2) = O(|G1|) (7.11)
E(
∑
j≥1
|B˜j|2 +
∑
j≥1
|C˜j ∩G2|2) = O(|G2|). (7.12)
Now, we first assign spins to all components except the isolated vertices in {Aj}
and {A˜j} independently in both chains. Let M1, N1 be the sum of spins in G1 and
G2 respectively in first chain before assigning the rest of the spins, and similarly M˜1,
N˜1 be the same for the second chain at this time. By (7.9),(7.10),(7.11),(7.12) and
Markov’s inequality that we have{A, |M1 − M˜1| = O(√|G1|), |N1 − N˜1| = O(√|G2|)}
occurs with probability Ω(1). Then by Lemma 6.7, we can couple the sum of spins in
both G1 and G2 so that they are the same in both chains with probability Ω(1). This
gives the required coupling of (Y1, Z1) and (Y˜1, Z˜1). 
8. Critical Case
In this section, we prove that the mixing time for the Swendsen-Wang dynamics in
the critical case c = 2 is of order n1/4. This is part (ii) of Theorem 2.1.
Let Xt and Yt be two magnetization chains such that Xt starts from an arbitrary
location and Yt starts from the stationary distribution. To prove an upper bound of
order n1/4 to the mixing time we show that we can couple Xt and Yt so that they meet
in time O(n1/4) with probability Ω(1). For a high level view of this coupling strategy
we refer the reader to Section 4.3.
Consider the following slight modification to the magnetization chain Xt. Instead
of choosing a random spin for each component after the percolation step, we assign
a positive spin to the largest component and random spins for all other components.
Let X ′t be the sum of spins at time t (notice that we do not take absolute values here),
that is,
X ′t+1
d
= max{|C+1 (t)|, |C−1 (t)|}+ ǫmin{|C+1 (t)|, |C−1 (t)|} +
∑
j≥2
ǫj|C+j (t)|+
∑
j≥2
ǫ′j |C−j (t)| ,
(8.1)
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where as usual ǫ, {ǫj} and {ǫ′j} are independent mean zero ± signs. This chain has
state space [−n, n] and its absolute value is distributed as our original chain. As a
consequence, any upper bound on the mixing time of the modified chain implies the
same upper bound on the original chain.
The bulk of this section is devoted to the proof of the upper bound on the mixing time
(the corresponding lower bound is much easier to prove and this is done in subsection
8.3). To ease the notation, in this section we will refer to this modified chain by Xt
and Yt. The only exception to this in this section is Theorem 8.24 where another
modification to the chain was required for the proof.
The upper bound asserted in part (ii) of Theorem 2.1 will follow immediately by
the following two theorems. Though their statement is almost identical, the difference
in the starting point X0 give rise to completely different proof methods so we chose to
specify them as two separate theorems for convenience.
Theorem 8.1. Let Xt and Yt be two SW magnetization chains such that X0 ≥ n3/4
and Y0
d
= π. Then we can couple Xt and Yt so that they meet each other within O(n
1/4)
steps probability Ω(1).
Theorem 8.2. Let Xt and Yt be two SW magnetization chains such that 0 ≤ X0 ≤ n3/4
and Y0
d
= π. Then we can couple Xt and Yt so that they meet each other within O(n
1/4)
steps with probability Ω(1).
Proof of the upper bound of part (ii) of Theorem 2.1: Theorem 8.1 and
Theorem 8.2 give that for any X0 ≥ 0 we can couple Xt and Yt so that they meet
within O(n1/4) steps. If X0 < 0, then by (8.1) and symmetry we have that
P (X1 ≥ 0) ≥ 1
2
,
so we may apply Theorem 8.1 and Theorem 8.2 again. This shows that the mixing
time of Xt is bounded above by O(n
1/4). Note that |Xt| and the original magnetization
chain has the same distribution. Now Lemma 4.1 gives the required upper bound and
concludes the proof.. 
8.1. Starting at the [n3/4, n] regime: Proof of Theorem 8.1.
Theorem 8.3. [Crossing and overshoot] Let Xt and Yt be two SW magnetization
chains with X0 ≥ n3/4 and Y0 d= π. Put
T = min
{
t : Xt, Yt ∈ [A−1n3/4, An3/4] and |Xt − Yt| ≤ hn5/8
}
,
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for some constant h > 0 and large constant A. Then we can choose positive constants
h, q,K depending only on A such that
P(T ≤ Kn1/4) ≥ q .
Theorem 8.4. [Local CLT] For any constants A > 1 and h > 0, there exist constants
δ = δ(A,h) > 0 and k = k(A,h) ∈ N such that for any x0 ∈ [A−1n3/4, An3/4] and any
x ∈ n+ 2Z with |x− x0| ≤ hn5/8, we have
P(Xk = x|X0 = x0) ≥ δn−5/8.
Proof of Theorem 8.1: By Theorem 8.3, the event T ≤ Kn1/4 occurs with prob-
ability at least q. By Theorem 8.4 and the strong Markov Property we learn that
there exist δ > 0 and k ∈ N such that for any x ∈ n+ 2Z with |x−XT | ≤ hn5/8 and
|x− YT | ≤ hn5/8, we have
P(XT+k = x | T ≤ Kn1/4) ≥ δn−5/8 ,
and
P(YT+k = x |τ ≤ Kn1/4) ≥ δn−5/8.
Thus, for any such x we can couple Xt and Yt so that XT+k = YT+k = x with proba-
bility at least δn−5/8. We have at least hn
5/8
2 such x’s so in this coupling we have that
XT+k = YT+k with probability at least hδ/2. Lemma 3.2 concludes the proof. 
8.1.1. Crossing and overshoot: Proof of Theorem 8.3. For any two magnetiza-
tion chains Xt and Yt, define Jt = Xt− Yt. Let τ be the first time the two chains cross
each other, i.e.
τ := min{t : signJt 6= signJ0}. (8.2)
The following theorem implies Theorem 8.3 immediately.
Theorem 8.5. Let Xt and Yt be two independent magnetization SW chain with X0 ≥
n3/4 and Y0
d
= π. There exists positive constants δ,K,A and h such that
P
(
τ ≤ Kn1/4 ; Xτ−1, Yτ−1 ∈ [A−1n3/4, An3/4] ;Jτ−1 ≤ hn5/8
)
≥ δ .
To prove Theorem 8.5 we will use the following results.
Theorem 8.6. The stationary distribution π of the modified magnetization chain sat-
isfies
lim
n→∞π[a1n
3/4, a2n
3/4] =
1
Z
∫ a2
a1
exp(− 1
12
x4)dx ,
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for any constants a2 ≥ a1 ≥ 0 where Z =
∫∞
0 exp(− 112x4)dx is the normalizing con-
stant.
Lemma 8.7. For any constant A > 0 there exists N such that for all n ≥ N we have
that if X0 ∈ [A−1n3/4, An3/4], then the following hold:
(i). −Cn1/2 ≤ EX1 −X0 ≤ 0.
(ii). E|X1 − x0|k ≤ Cn5k/8 for k = 2, 3, 4.
(iii). E
∑
j≥1 |C−j |2 ≥ cn5/4.
where C = C(A) and c = c(A) are constants.
Theorem 8.8. Let Xt and Yt be two independent magnetization chains with X0, Y0 ∈
[b1n
3/4, b2n
3/4] for constants b2 > b1 > 0. Put h =
x0−y0
n5/8
and suppose that h > 0 and
that h = o(n1/8). Let τ be the crossing time of Xt and Yt defined in (8.2). Then there
exist positive constants M and δ which only depend on b1 and b2 such that
P(τ ≤Mh2) ≥ δ .
Lemma 8.9. Let Xt be a magnetization SW chain and I = [a1n
3/4, a2n
3/4] where
a2 > a1 > 0 are two constants. Let h ∈ (0, a1) and ξ ∈ [0, a1/4] be two constants.
Then for any b ∈ I, we have
P
(
sign(X1 − b) 6= sign(X0 − b)
∣∣ X0 > −ξn3/4 , |X0 − b| ≥ hn3/4) ≤ Dn−1/3,
where D = D(a1, a2, h, ξ) is a constant.
Theorem 8.10. For any fixed constants b2 > b1 > 0, q < 1 and K > 0, there exists a
constant B = B(b1, b2, q,K) such that for every X0 ∈ [b1n3/4, b2n3/4], we have
P
(
Xt ≤ Bn3/4 for all t ∈ [0,Kn1/4]
)
≥ q.
Theorem 8.11. Let Xt be a magnetization SW chain with X0 > an
3/4 where a > 0
is a constant. Define τa = min{t : Xt ≤ an3/4}. Then for any positive constant b > 0
we have
P(τa > bn
1/4) ≤
√
6
ab
. (8.3)
We begin by showing how these results imply the main theorem of this subsection.
Proof of Theorem 8.5: Let a1,K and C be three positive constants to be selected
later. Define
τ1 := min{t : Xt < a1n3/4} ,
and define A to be the event that
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(1) Y0 ∈ [a2n3/4, an3/4] and
(2) τ1 ≤ Kn1/4 and
(3) Yτ1 ≥ a1n3/4 and
(4) Yt ≤ Cn3/4 for all t ≤ Kn1/4.
First we determine constants a1, δ,K and C so that P(A) ≥ δ > 0. By Theorem 8.6,
there exists a constant q > 0 such that
P
(
πn ∈ [n
3/4
2
, n3/4]
)
≥ q.
By Theorem 8.6 again, we can choose a1 > 0 such that
P
(
πn ∈ [−n, a1n3/4]
)
≤ q
2
.
Since Xt and Yt are independent we have that Yτ1
d
= πn. Thus
P
(
Y0 ∈ [n
3/4
2
, n3/4], Yτ1 > a1n
3/4
) ≥ q
2
.
By Lemma 8.11 there exists a constant K = K(a1, q) such that
P
(
Y0 ∈ [n
3/4
2
, n3/4], Yτ1 > a1n
3/4, τ1 ≤ Kn1/4
) ≥ q
4
. (8.4)
By Lemma 8.10, there is a constant C = C(K, q) such that
P
(
Yt ≤ Cn3/4 for all t ≤ Kn1/4
)
≥ 1− q
8
. (8.5)
Combining (8.4) and (8.5) shows that P(A) ≥ q8 . Note that if A occurs, then
τ ≤ τ1 ≤ Kn1/4. (8.6)
Next we show
{
Jτ−1 ≤ a12 n3/4
}∩A has positive probability. We do this by proving
Jτ−1 ≤ a12 n3/4 occurs with high probability on A. Note that
{
Jτ−1 ≤ a12 n3/4
} ∩ A
implies Xτ−1, Yτ−1 ∈ [A−1n3/4, An3/4] for some large constant A.
If {Jτ−1 > a12 n3/4} ∩ A occurs, then there exists some t ≤ Kn1/4 such that Jt >
a1
2 n
3/4 and Jt+1 < 0. This implies that there is a point y ∈ [a12 n3/4, (C + a12 )n3/4] with
|Xt − y| ≥ a14 n3/4 and |Yt − y| ≥ a14 n3/4 and at least one of Xt+1 and Yt+1 crosses y.
Suppose first that Yτ−1 ≥ −ξn3/4 where ξ is a small positive constant. Then Lemma
8.9 and the union bound give that
P
(
A, Jτ−1 > a1
2
n3/4, Yτ−1 ≥ −ξn3/4
)
≤ Dn−1/3Kn1/4 = o(1). (8.7)
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Next suppose that Yτ−1 < −ξn3/4. Then there is a t ∈ [0,Kn1/4] such that Yt ≤
−ξn3/4. By (8.1), for any starting location, we have
P(X1 < −ξn3/4) ≤ P
(
ǫmin{|C+1 (t)|, |C−1 (t)|}+
∑
j≥2
ǫj |C+j (t)|+
∑
j≥2
ǫ′j |C−j (t)| < −ξn3/4
)
.
By Theorem 5.13 we have that
E
(
ǫmin{|C+1 (t)|, |C−1 (t)|} +
∑
j≥2
ǫj |C+j (t)|+
∑
j≥2
ǫ′j |C−j (t)|
)4
= O(n8/3) , (8.8)
so Markov’s inequality gives that
P(X1 < −ξn3/4) = O(n−1/3). (8.9)
The union bound implies now that
P
(
A, Jτ−1 > a1
2
n3/4, Yτ−1 < −ξn3/4
)
≤ O(n−1/3)Kn1/4 = o(1) ,
and so together with (8.7) we conclude that {A,Xτ−1, Yτ−1 ∈ [A−1n3/4, An3/4]} occurs
with probability Ω(1) for some constant A. We denote this event by B.
It remains to prove that {Jτ−1 ≤ hn5/8} ∩ B occurs with probability Ω(1) for some
constant h > 0. Suppose first Jτ−1 > n23/32. Notice that {B, Jτ−1 > n23/32} implies
there is a t < Kn1/4 such that Xt, Yt ∈ [A−1n3/4, An3/4], Jt > n23/32 and Jt+1 < 0.
This implies at least one of Xt and Yt has to make a huge jump of order at least n
23/32.
By part (ii) of Lemma 8.7 with k = 4, Markov’s inequality and the union bound we
have
P(Jτ−1 > n23/32,B) ≤ O(n4(5/8−23/32)n1/4) = o(1). (8.10)
To handle the case Jτ−1 < n23/32, let
Wk = [2
kn5/8, 2k+1n5/8],
and consider the probability P(Jτ−1 ∈ Wk,B). Let Tm be the first time that Jt ∈Wk
for m-th time and
Am =
⋂
1≤m′≤m
{XTm′ , YTm′ ∈ [A−1n3/4, A3/4]}.
Note that Am ∈ FTm . We have
P(Jτ−1 ∈Wk,B) ≤
∞∑
m=1
P(Tm ≤ τ − 1 , JTm+1 < 0 ,B). (8.11)
Notice that {Tm ≤ τ − 1, JTm+1 < 0,B} implies that for all m′ ≤ m, we have XTm′ >
a1n
3/4, YTm′ < Cn
3/4 and |XTm′ − YTm′ | ≤ 2k+1n5/8. This in particular implies that
XTm′ , YTm′ ∈ [A−1n3/4, A3/4]. Hence {Tm ≤ τ − 1 , JTm+1 < 0 ,B} implies {Tm ≤
A POWER LAW OF ORDER 1/4 FOR CRITICAL MEAN FIELD SWENDSEN-WANG DYNAMICS55
τ − 1 , JTm+1 < 0 ,Am}. Also, by part (ii) of Lemma 8.7 and Markov’s inequality, we
have
P(|Xt+1 −Xt| ≥ 2k−1n5/8 |Xt = Θ(n3/4)) ≤ C
24k
.
The same inequality holds for Yt by the same reason. Thus
P
(
|Jt+1 − Jt| ≥ 2kn5/8
∣∣∣Xt, Yt = Θ(n3/4)) ≤ C
24k
.
We now use the strong Markov property on the stopping time Tm and plug the above
estimate in (8.11) to get that
P(Jτ−1 ∈Wk, B) ≤
∞∑
m=1
P(Tm ≤ τ − 1, JTm+1 < 0,Am)
≤
∞∑
m=1
C
24k
P(Tm ≤ τ − 1, Am) . (8.12)
If {Tm ≤ τ − 1 ,Am} occurs, then for any l ≤ m, we have Tm−l ≤ τ − 1 and
XTm−l , YTm−l ∈ [A−1n3/4, An3/4] and most importantly, the chains do not cross between
time Tm−l and Tm, which is at least l steps. Now, let M and r be the constants from
Lemma 8.8 and put l = M22k. The strong Markov property on the stopping time
Tm−M22k and Lemma 8.8 gives that
P(Tm ≤ τ − 1, Am) ≤ (1− r)P(Tm−M22k ≤ τ − 1, Am−M22k) .
Applying this recursively gives that
P(Tm ≤ τ − 1, Am) ≤ (1− r)[
m
M22k
]
.
Plugging this into (8.12), we get
P(Jτ−1 ∈Wk, B) ≤ C
24k
∞∑
m=1
(1− r)[ mM22k ] = C
22k
.
Combining this and (8.10) we have for large enough k0, {Jτ−1 ≤ 2k0n5/8,B} occurs
with probability Ω(1), which concludes the proof of the theorem. 
We now proceed with proving the statements we have used so far in the proof of
Theorem 8.5. To prove Theorem 8.6 we will use the following small lemmas.
Lemma 8.12 (Simon and Griffiths (1973)). Denote by Sn the sum of spins for Ising
model on the complete graph. If the inverse temperature β = 1n , then there exists a
random variable X with density proportional to exp(− 112x4) such that
Sn
n3/4
d→ X,
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as n→∞.
Corollary 8.13. Consider Ising model on the complete graph with inverse temperature
β = 1n +O(
1
n2
). For any fixed constants a2 ≥ a1 ≥ 0, we have
lim
n→∞P(|Sn| ∈ [a1n
3/4, a2n
3/4]) =
1
A
∫ a2
a1
exp(− 1
12
x4)dx,
where A =
∫∞
0 exp(− 112x4)dx is the normalizing constant.
Proof of Corollary 8.13: By Lemma 8.12 we have that the conclusion of the corollary
holds for β1 =
1
n . Thus it suffices to prove that for any configuration σ in which
|Sn(σ)| ∈ [a1n3/4, a2n3/4] we have
Pβ(σ) = (1 + o(1))Pβ1(σ) ,
Observe that on complete graph we have that∑
u,v,u 6=v
σ(u)σ(v) =
S2n − n
2
.
Thus, for any σ with Sn(σ) ∈ [a1n3/4, a2n3/4], we have
Pβ(σ)
Pβ1(σ)
=
eβ(
S2n−n
2
)/Z(β)
eβ1(
S2n−n
2
)/Z(β1)
= (1 + o(1))
Z(β1)
Z(β)
, (8.13)
so it is enough to show Z(β) = (1 + o(1))Z(β1). Indeed, Lemma 8.12 implies that
Pβ1(|Sn| ≥ n7/8) = o(1) ,
but for any configuration σ with |Sn(σ)| ≤ n7/8 we have that
eβ(
S2n−n
2
) = (1 + o(1))eβ1(
S2n−n
2
) ,
and the assertion follows. 
Lemma 8.14. Let πn be the stationary distribution of the modified magnetization SW
chain Xt, then we have
lim
n→∞πn[−∞, 0] = 0.
Proof of Lemma 8.14: Recall that SW dynamics with parameter p has stationary
distribution of Ising model with p = 1−e−2β . Plugging in p = 2n we get β = 1n+O( 1n2 ).
By Corollary 8.13, for any ǫ > 0, there exists constant b1 and b2 such that 0 < b1 < b2
and
πn
(
[b1n
3/4, b2n
3/4] ∪ [−b2n3/4,−b1n3/4]
)
> 1− ǫ.
By definition of stationarity, for any set S we have
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∑
y∈[−n,n]
πn(y)P(y, S) = πn(S). (8.14)
Put S = [−n, 0] and denote πn[−n, 0] by δn. For any X0 we have
P(X1 ≤ 0) ≤ 1/2 ,
by symmetry. For X0 ∈ [b1n3/4, b2n3/4] Lemma 8.9 gives that
P (X1 < 0) ≤ Dn−1/3 .
Plugging these into (8.14), we have
δn =
∑
y∈[−n,n]
πn(y)P(y, S) ≤ 1
2
δn + ǫ+Dn
−1/3,
which gives
δn ≤ 2(ǫ+Dn−1/3) ,
concluding the proof. 
Proof of Theorem 8.6: Directly follows from Corollary 8.13 and Lemma 8.14. 
The following is an easy estimate which use frequently to show that the main con-
tribution from the first term of (8.1) comes from the |C+1 | element rather than the |C−1 |
element.
Proposition 8.15. If X0 ≥ Cn2/3 log2 n for some large constant C, then
P(|C−1 | ≥ |C+1 |) ≤ O(e−c log
2 n) .
Proof. By our condition onX0 we have that |C+1 | is distributed as the size of the largest
component in a supercritical random graph G(m, p) with m = n+X02 and p =
1+ǫ
m with
ǫ = X0/n = Ω(n
−1/3 log2 n). Theorem 5.9 gives that
P(|C+1 | ≥ cn2/3 log2 n) ≥ 1− Ce−c log
2 n ,
for some small c > 0. On the other hand |C−1 | is distributed as a subcritical random
graph. Theorem 1 of [25] gives that
P(|C−1 | ≥ cn2/3 log2 n) ≤ Ce−c log
2 n ,
which finishes the proof. 
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Lemma 8.16. If Xt ≥ Cn2/3 log n for some large constant C, then
E[Xt+1 | Xt] ≤ Xt
(
1− Xt
6n
)
. (8.15)
Proof. By (8.1) we have E[Xt+1 | Xt] = E
[|max{|C+1 |, |C−1 |}|∣∣Xt], hence Proposition
8.15 gives that
E[Xt+1 | Xt] = E|C+1 |+O(e−c log
2 n) .
Thus, Theorem 5.8 yields that
E[Xt+1 | Xt] ≤ 2Xt
n
n+Xt
2
− 7
3
X2t
n2
n+Xt
2
+O(e−c log
2 n) ≤ Xt
(
1− Xt
6n
)
,
when n is large enough. 
Proof of Lemma 8.7: As in the previous proof we have
EX1 = E|C+1 |+O(e−c log
2 n) .
Since ǫ = x0n = Θ(n
−1/4) Theorem 5.8 gives that
E|C+1 | = 2
x0
n
n+ x0
2
− 8
3
(x0
n
)2n+ x0
2
+O
((x0
n
)3n+ x0
2
)
= x0 − x
2
0
3n
+O
(x30
n2
)
= x0 − x
2
0
3n
+O(n1/4) ,
which gives part (i) of the lemma since x0 ∈ [A−1n3/4, An3/4]. We now prove part (ii).
For k = 2, 3, 4, by (8.1) and Jensen’s inequality we have that
E|X1 − x0|k = E
∣∣|C+1 | − x0 +∑
j≥2
ǫj |C+j |+
∑
j≥1
ǫ′j|C−j |
∣∣k +Θ(e−cn1/8)
≤ 2k−1
(
E
∣∣∣|C+1 | − x0∣∣∣k + E∣∣∣∑
j≥2
ǫj|C+j |+
∑
j≥1
ǫ′j|C−j |
∣∣∣k). (8.16)
Theorem 5.10 now gives that
E
∣∣∣|C+1 | − 2x0n n+ x02 ∣∣∣k ≤ C(n+ x02 /x0n )k/2
≤ C
(n2
x0
)k/2
≤ O(n5k/8).
Another application of Jensen’s inequality gives that
E
∣∣|C+1 | − x0∣∣k = E∣∣(|C+1 | − 2x0n n+ x02 )+ (2x0n n+ x02 − x0)∣∣k
≤ 2k−1
(
O(n5k/8) +
(x20
n
)k)
≤ O(n5k/8). (8.17)
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To bound the rest of (8.16), notice that by Holder’s inequality, we only need to consider
the case k = 4. We have
E
∣∣∣∑
j≥2
ǫj |C+j |+
∑
j≥1
ǫ′j |C−j |
∣∣∣4 ≤ ∑
j≥2
E|C+j |4 +
∑
j≥1
E|C−j |4 +
(∑
j≥2
E|C+j |2
)(∑
j≥1
E|C−j |2
)
+ E
∑
i,j≥2,i 6=j
|C+i |2|C+j |2 + E
∑
i,j≥1,i 6=j
|C−i |2|C−j |2 .
By Theorem 5.10 we have∑
j≥2
E|C+j |2 ≤ C2n
(x0
n
)−1
= O(n5/4)
and ∑
j≥2
E|C+j |4 ≤ C4n
(x0
n
)−5
= O(n9/4).
By Theorem 5.12, we have∑
j≥1
E|C−j |2 ≤ C2n
(x0
n
)−1
= O(n5/4)
and ∑
j≥1
E|C−j |4 ≤ C4n
(x0
n
)−5
= O(n9/4).
These together with Theorem 5.13 to handle the cross terms finishes the proof of part
(ii) of the lemma. Part (iii) follows immediately by Theorem 5.12,
E
∑
j≥1
|C−j |2 ≥ c2
n− x0
2
n
x0
≥ c2n
4
A−1n1/4 ≥ cn5/4 .

Lemma 8.17. Let X be a real valued random variable with EX = 0 and EX2 ≥ h2
and EX4 ≤ bh4 where b ≥ 1. Then for any ρ ∈ [0, 1] we have
P(X ≤ −ρh) ≥ (1− ρ
2)2
2b
.
Proof of Lemma 8.17: By Cauchy-Schwartz
E[X21{X2≥ρ2h2}] ≤
√
EX4E1{X2≥ρ2h2} ≤
√
bh4P(X2 ≥ ρ2h2) .
Hence,
h2 ≤ EX2 ≤ ρ2h2 + E[X21{X2≥ρ2h2}] ≤ ρ2h2 +
√
bh4P(X2 ≥ ρ2h2) .
We conclude that
P(|X| ≥ ρh) ≥ (1− ρ
2)2
b
,
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and the assertion follows by symmetry since P(X ≤ −ρh) = P(−X ≤ −ρh). 
The following will be used in the proof of Theorem 8.8.
Theorem 8.18. Let Xt be a magnetization chain with X0 ∈ [b1n3/4, b2n3/4] where
b2 > b1 > 0 are two constants. Let τ1 be the first time that Xt 6∈ [ b12 n3/4, (b2+ b12 )n3/4].
Then there exists a constant C = C(b1, b2) > 0 such that for all constant δ > 0 we
have
P(τ1 ≤ δn1/4) ≤ Cδ2.
Proof of Theorem 8.18 Denote by I the interval [ b12 n
3/4, (b2+
b1
2 )n
3/4]. Part (ii) of
Lemma 8.7 gives
E
[
(X(t+1)∧τ1 −Xt∧τ1)k
∣∣∣Ft] ≤ Cn5k/8 (8.18)
for k = 2, 3, 4. Define
Z := X(t+1)∧τ1 −Xt∧τ1 − (EX(t+1)∧τ1 − EXt∧τ1).
Note that
∣∣EX(t+1)∧τ1 − EXt∧τ1∣∣ ≤ Cn1/2 by part (i) of Lemma 8.7, hence
E
[
Zk
∣∣∣Ft] ≤ Cn 5k8 (8.19)
for k = 2, 3, 4. Also, for k = 1, part (i) of Lemma 8.7 gives that
E[Z|Ft] ≤ C
√
n. (8.20)
Denote
f(t) =
(
E[Xt∧τ1 − EXt∧τ1 ]4
)1/2
.
Note that
f(t+ 1)2 = E[X(t+1)∧τ − EX(t+1)∧τ1 ]4 = E
[
(Xt∧τ1 − EXt∧τ1) + Z
]4
. (8.21)
For k = 1, 2, 3, 4, we have
E
[(
Xt∧τ1 − EXt∧τ1
)4−k
Zk
]
= E
(
E
[(
Xt∧τ1 − EXt∧τ1
)4−k
Zk
∣∣∣Ft])
= E
[(
Xt∧τ1 − EXt∧τ1
)4−k
E[Zk|Ft]
]
.
Ho¨lder’s inequality implies that
E
[(
Xt∧τ1 − EXt∧τ1
)4−k
Zk
]
≤ Cn 5k8 f(t) 4−k2 , (8.22)
for k = 2, 3, 4 and by (8.20)
E
[(
Xt∧τ1 − EXt∧τ1
)3
Z
]
≤ C√nf(t) 32 . (8.23)
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Expanding the right hand side of (8.21) and plugging (8.22) and (8.23) into it, we get
f(t+ 1)2 ≤ f(t)2 + C√nf(t)3/2 + Cn5/4f(t) + Cn15/8f(t)1/2 + Cn5/2. (8.24)
Comparing the right hand side of (8.24) with(
f(t) + Cn1/2f(t)1/2 + Cn5/4
)2
, (8.25)
we find that the first, second, third and fifth term of (8.24) is dominated by expanding
(8.25). For the forth term, if f(t) = O(n5/4), then it is dominated by (Cn5/4)2.
Otherwise it is dominated by Cn5/4f(t). The conclusion is that
f(t+ 1)2 ≤
(
f(t) + Cn1/2f(t)1/2 + Cn5/4
)2
. (8.26)
Thus, if f(t) = O(n3/2), then we have
f(t+ 1) ≤ f(t) + Cn5/4. (8.27)
Since f(0) = 0, by iterating (8.27) we get that f(t) ≤ Ctn5/4 for all t ≤ δn1/4 where
δ > 0 is a constant. Put t = δn1/4. Markov’s inequality gives that
P(|Xδn1/4∧τ1 − EXδn1/4∧τ1 | ≥
b1
4
n3/4) ≤ (Cδ)
2(
b1
4
)4 . (8.28)
By part (i) of Lemma 8.7 we have that
|EXδn1/4∧τ1 −X0| ≤ Cδn3/4.
Thus, for small enough δ we have
P
(∣∣∣Xδn1/4∧τ1 − x0∣∣∣ ≤ b12 n3/4) ≥ 1−Cδ2, (8.29)
which means that Xt has not jumped out of the window I within δn
1/4 steps with
probability at least 1−Cδ2. 
Proof of Theorem 8.8: Recall that Jt = Xt − Yt. Let M be a large constant that
will be chosen later. Assume without loss of generality that J0 ≥ 0, we will prove that
JMh2 is negative with probability Ω(1), which implies the theorem. Denote by I the
interval [ b12 n
3/4, (b2 +
b1
2 )n
3/4] and define
τ1 = min{t : Xt 6∈ I or Yt 6∈ I} .
We will prove out claim by precisely estimating the first, second and forth moment
of JMh2∧τ1 and then apply Lemma 8.17 to JMh2∧τ1 − EJMh2∧τ1 . We start with first
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moment estimate. By part (i) of Lemma 8.7 and the optional stopping theorem we get
EXt∧τ1 − C
√
n ≤ EX(t+1)∧τ1 ≤ EXt∧τ1 (8.30)
for some constant C = C(b1, b2) > 0. Applying (8.30) recursively gives that
X0 − CMh2
√
n ≤ EXMh2∧τ1 ≤ X0. (8.31)
The same formula holds for Yt, hence
EJMh2∧τ1 ≤ hn5/8 + CMh2n1/2. (8.32)
We proceed with the second moment estimate. Notice that if X0 ∈ I, we have that
E(X1 − E(X1|F0))2 = E
[
max{|C+1 |, |C−1 |} − Emax{|C+1 |, |C−1 |}
+ ǫmin{|C+1 |, |C−1 |}+
∑
j≥2
ǫj|C+j |+
∑
j≥2
ǫ′j |C−j |
]2
by (8.1). In the n3/4 regime, we have P(|C−1 | ≥ |C+1 |) = O(e−c log
2 n) by Proposition
8.15, hence
E(X1 − E(X1|F0))2 ≥ (1− Ce−c log2 n))E
∑
j≥1
|C−j |2 ≥ c1n5/4 ,
by part (iii) of Lemma (8.7). Also, by part (ii) of Lemma 8.7 we have that
E(X1 − E(X1|F0))2 ≤ Cn5/4.
Now let
At =
t−1∑
i=0
(X(i+1)∧τ1 −Xi∧τ1)− E(X(i+1)∧τ1 −Xi∧τ1 |Fi)
and
Bt = X0 − EXt∧τ1 +
t−1∑
i=0
E(X(i+1)∧τ1 −Xi∧τ1 |Fi).
Then it is easy to verify that At+Bt = Xt∧τ1−EXt∧τ1 . Moreover, since the martingale
increments are orthogonal we have that
EA2t =
t−1∑
i=0
E(X(i+1)∧τ1 − E(X(i+1)∧τ1 |Fi))2.
Since h = o(n1/8) Theorem 8.18 gives that
P(τ1 ≤Mh2) = o(1) .
This implies that
cMh2n5/4 ≤ EA2Mh2 ≤ CMh2n5/4.
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By (8.31) and part (i) of Lemma 8.7, we get that |Bt| ≤ Ctn1/2. This gives
EB2t ≤ Ct2n.
Cauchy-Schwarz inequality gives
E|AMh2BMh2 | ≤ CMh2n9/8.
Thus, we have
VarXMh2∧τ1 = EA
2
Mh2 + EB
2
Mh2 + 2EAMh2BMh2 ≥ (c− o(1))Mh2n5/4.
The same estimates hold for Yt. Since Xt and Yt are independent we have
VarJMh2∧τ1 ≥ c1Mh2n5/4. (8.33)
For the fourth moment estimate, by (8.27) we have
E[XMh2∧τ1 − EXMh2∧τ1 ]4 ≤ (Mh2Cn5/4)2
and
E[YMh2∧τ1 − EYMh2∧τ1 ]4 ≤ (Mh2Cn5/4)2.
By the Jensen’s inequality, we get
E[JMh2∧τ1 − EJMh2∧τ1 ]4 ≤ 16(Mh2Cn5/4)2. (8.34)
Putting (8.33) and (8.34) together, taking ρ = 1√
Mc1
and using Lemma 8.17, we get
P(JMh2∧τ1 − EJMh2∧τ1 ≤ −hn5/8) ≥ δ,
where δ > 0 is a constant. Combining this with (8.32), we get
P
(
JMh2∧τ1 ≤ 0
)
≥ δ. (8.35)
Here we choose M so that Mc1 ≥ 2, concluding the proof. 
Proof of Lemma 8.9: If X0 ≤ b − hn3/4, then assume first X0 ∈ [ξn3/4, b − hn3/4].
In this regime, by part (ii) of Lemma 8.7 with k = 4 and Markov’s inequality we have
P
(
sign(X1 − b) 6= sign(X0 − b)
) ≤ Cn5/2
h4n3
= O(n−1/2).
Assume now X0 ∈ [−ξn3/4, ξn3/4]. Recall the distribution of X1 in (8.1) and that
b ≥ a1n3/4 and ξ ≤ a1/4. If X1 ≤ a1n3/4, then either
max{|C+1 |, |C−1 |} > 2ξn3/4,
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or
ǫmin{|C+1 (t)|, |C−1 (t)|}+
∑
j≥2
ǫj|C+j (t)|+
∑
j≥2
ǫ′j|C−j (t)| ≥
a1
2
n3/4.
By Theorem 5.9 and monotonicity of |C1|, we have
P(max{|C+1 |, |C−1 |} > 2ξn3/4) ≤ Ce−cn
1/8
.
By Theorem 5.13 and Markov’s inequality, we have
P(ǫmin{|C+1 (t)|, |C−1 (t)|} +
∑
j≥2
ǫj|C+j (t)|+
∑
j≥2
ǫ′j |C−j (t)| ≥
a1
2
n3/4) = O(n−1/3).
Thus, we have
P(X1 ≥ b) = O(n−1/3).
If X0 ≥ b+ hn3/4, then assume first X0 ∈ [b + h3/4, Bn3/4] for some large constant
B. By part (ii) of Lemma 8.7 with k = 4 and Markov’s inequality, we have
P(X1 ≤ b) ≤ Cn
5/2
h4n3
= O(n−1/2).
Assume X0 ≥ Bn3/4. If X1 ≤ bn3/4, then either
max{|C+1 |, |C−1 |} ≤
B
2
n3/4,
or
ǫmin{|C+1 (t)|, |C−1 (t)|}+
∑
j≥2
ǫj|C+j (t)|+
∑
j≥2
ǫ′j|C−j (t)| ≤ −(
B
2
− a2)n3/4.
By Theorem 5.9, we have
P(max{|C+1 |, |C−1 |} ≤
B
2
n3/4) ≤ Ce−cn1/8 .
By Theorem 5.13 and Markov’s inequality we have
P(ǫmin{|C+1 (t)|, |C−1 (t)|} +
∑
j≥2
ǫj |C+j (t)|+
∑
j≥2
ǫ′j |C−j (t)| ≤ O(n−1/3).
Thus, we have
P(X1 ≤ b) = O(n−1/3) .

Proof of Theorem 8.10: Denote by I the interval [b1n
3/4, b2n
3/4] and let B be a
large constant to be chosen later. For any X0 ∈ I, define
At,X0 = P(Xt exceeds Bn
3/4 within t steps | X0).
Let
At = max
X0∈I
At,X0 .
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Then At is increasing in t. Let
τ = min{t : Xt 6∈ [b1
2
n3/4, Bn3/4]} .
Then Xt∧τ is a supermartingale by part (i) of Lemma 8.7. Thus we have
EXKn1/4∧τ ≤ b2n3/4. (8.36)
For simplicity denote g(B) = maxX0∈I P(XKn1/4∧τ ≥ Bn3/4 | X0). We get from the
above estimate and (8.36) that g(B) → 0 as B → ∞. For all X0 ∈ I and t ≤ Kn1/4,
we have
At,X0 ≤ g(B,X0) +P
(
XKn1/4∧τ ≤
b1
2
n3/4,Xt exceeds Bn
3/4 before t
)
. (8.37)
Denote
A = {XKn1/4∧τ ≤
b1
2
n3/4,Xt exceeds Bn
3/4 before t}.
Let τ1 be the exit time of [
b1
2 n
3/4, (b2 +
b1
2 )n
3/4]. By Theorem 8.18, we have
P(τ1 > δn
1/4) ≥ 1− Cδ2,
for any sufficiently small constant δ > 0. On the event {τ1 > δn1/4}, there are three
cases:
(i) Xδn1/4 ∈ [ b12 n3/4, b1n3/4].
(ii) Xδn1/4 ∈ [b1n3/4, b2n3/4].
(iii) Xδn1/4 ∈ [b2n3/4, (b2 + b12 )n3/4].
For case (ii), by the Markov property at time δn1/4, we have that
P(A ∣∣ τ1 > δn1/4,Xδn1/4 ∈ [b1n3/4, b2n3/4]) ≤ At−δn1/4 .
For case (i), define
T = min{t > δn1/4 : Xt ∈ [b1n3/4, b2n3/4]} .
By monotonicity of At and the strong Markov property on T we have
P
(A ∣∣ τ1 > δn1/4,Xδn1/4 ∈ [b12 n3/4, b1n3/4], T < t) ≤ At−δn1/4 .
The event {A, τ1 > δn1/4,Xδn1/4 ∈ [ b12 n3/4, b1n3/4], T ≥ t} implies that there exists
t ≤ Kn1/4 such that Xt < b12 n3/4 and Xt+1 > b2n3/4. By Lemma 8.9 and the union
bound, this happens with probability at most
Dn−
1
3Kn1/4 = O(n−1/12).
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For case (iii), the event
{A, τ1 > δn1/4,Xδn1/4 ∈ [b2n3/4, (b2 + b12 )n3/4]} implies that
Xt first goes below
b1
2 n
3/4 and then goes above Bn3/4. Let
T ′ = min{t : t > τ,Xt ∈ I}.
By monotonicity of At and the strong Markov property on T
′, we obtain
P
(A ∣∣ τ1 > δn1/4,Xδn1/4 ∈ [b2n3/4, (b2 + b12 )n3/4], T ′ < t) ≤ At−δn1/4 .
By similar argument in case (ii), we have
P
(A, τ1 > δn1/4,Xδn1/4 ∈ [b2n3/4, (b2 + b12 )n3/4], T ′ ≥ t) = O(n−1/12).
Summing up the above estimates, we obtain
P(A, τ1 > δn1/4) ≤ At−δn1/4 +O(n−1/12). (8.38)
On the event {A, τ1 ≤ δn1/4}, which happens with probability at most Cδ2, there
are two cases to consider:
(i) Xτ1 <
b1
2 n
3/4,
(ii) Xτ1 > (b2 +
b1
2 )n
3/4.
In case (i), let
T1 = min{t : t > τ1,Xt ∈ I}.
By monotonicity of At and the strong Markov property on T1, we have
P(A | τ1 ≤ δn1/4,Xτ1 <
b1
2
n3/4, T1 < t) ≤ At.
A similar argument as before gives us
P(A, τ1 ≤ δn1/4,Xτ1 <
b1
2
n3/4, T1 ≥ t) = O(n−1/12).
In case (ii), let
T2 = min{t : t > τ,Xt ∈ I}.
Similar arguments gives
P(A|τ1 ≤ δn1/4,Xτ1 <
b1
2
n3/4, T2 < t) ≤ At,
and
P(A, τ1 ≤ δn1/4,Xτ1 <
b1
2
n3/4, T2 ≥ t) = O(n−1/12).
Summing over these estimate, we obtain
P(A, τ1 ≤ δn1/4) ≤ Cδ2(At +O(n−1/12)). (8.39)
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Plugging (8.38) and (8.39) into (8.37), we get
At,X0 ≤ g(B) + (At−δn1/4 +O(n−1/12)) + Cδ2(At +O(n−1/12)).
Maximizing over X0 and rearranging gives
At ≤ 1
1− Cδ2 (At−δn1/4 + g(B) +O(n
−1/12)).
Telescoping gives
AKn1/4 ≤
1
1− Cδ2
⌈
K
δ
⌉(
Cδ2 + g(B) +O(n−1/12)
)
.
Since 11−Cδ2
⌈
K
δ
⌉
converges as δ goes to 0, we conclude that we can choose δ > 0 small
enough and B so large to make AKn1/4 arbitrarily small, as required. 
Proof of Theorem 8.11: Notice that
E
[
X(t+1)∧τa
∣∣∣Ft] = E[Xt+11{τa≥t+1} +Xτa1{τa≤t}∣∣∣Ft]
= E[Xt+1|Ft]1{τa≥t+1} +Xτa1{τa≤t}.
By Lemma 8.16, we have
E
[
X(t+1)∧τa
∣∣∣Ft] ≤ Xt(1−Xt
6n
)
1{τa≥t+1}+Xτa1{τa≤t} = Xt∧τa−
X2t
6n
1{τa≥t+1}. (8.40)
Taking expectations on both sides of (8.40), we get
EX(t+1)∧τa ≤ EXt∧τa −
1
6n
EX2t 1{τa≥t+1}. (8.41)
Note that
E
(
X2t 1{τa≥t+1}
)
≥ a2n3/2P(τa ≥ t+ 1),
and
a2n3/2 ≥
E
(
X2τa1{τa≤t}
)
P(τa ≤ t) .
Hence we have
E
(
X2t 1{τa≥t+1}
)
≥
E
(
X2τa1{τa≤t}
)
P(τa ≤ t) P(τa ≥ t+ 1),
which implies
E
(
X2τa1{τa≤t}
)
≤ P(τa ≤ t)
P(τa ≥ t+ 1)E
(
X2t 1{τa≥t+1}
)
.
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Adding E
(
X2t 1{τa≥t+1}
)
to both sides, we obtain
E
[
X2t 1{τa≥t+1}
]
P(τa ≥ t+ 1) ≥ EX
2
t∧τa ≥ (EXt∧τa)2. (8.42)
Plugging into (8.41), we get
EX(t+1)∧τa ≤ EXt∧τa −
1
6n
P(τa ≥ t+ 1)(EXt∧τa)2. (8.43)
Note that EX(t+1)∧τa > 0. Taking the inverse of (8.43) leads to
1
EX(t+1)∧τa
≥ 1
EXt∧τa
+
1
6n
P(τa ≥ t+ 1).
Summing t from 0 to ⌈bn1/4⌉ − 1, we get
1
EX⌈bn1/4⌉∧τa
≥ 1
6n
⌈bn1/4⌉−1∑
t=0
P(τa ≥ t+ 1) ≥ 1
6n
P(τa ≥ bn1/4)bn1/4. (8.44)
On the other hand, for any x ∈ [0, n], observe that Xbn1/4∧τa ≤ −x implies there exists
t ≤ bn1/4 such that Xt > an3/4 and Xt+1 < −x. This implies either
max{|C+1 |, |C−1 |} ≤
a
2
n3/4,
or
ǫmin{|C+1 (t)|, |C−1 (t)|}+
∑
j≥2
ǫj|C+j (t)|+
∑
j≥2
ǫ′j|C−j (t)| ≤ −x−
a
2
n3/4.
By Theorem 5.9, we have P(max{|C+1 |, |C−1 |} ≤ a2n3/4) = O(e−cn
1/8
). By Theorem 5.13
and Markov’s inequality, we have
P(ǫmin{|C+1 (t)|, |C−1 (t)|} +
∑
j≥2
ǫj|C+j (t)|+
∑
j≥2
ǫ′j |C−j (t)| ≤ −x−
a
2
n3/4)) ≤ Cn
8/3
(x+ a2n
3/4)4
.
Hence by union bound we obtain
P(Xbn1/4∧τa ≤ −x) ≤
Cn8/3
(x+ a2n
3/4)4
bn1/4.
By a direct computation we obtain
E(|Xbn1/4∧τa |1{Xbn1/4∧τa≤0}) ≤
n∑
x=0
bn1/4
Cn8/3
(x+ a2n
3/4)4
= O(n2/3).
Thus we get
EX⌈bn1/4⌉∧τa ≥ P(τa > ⌈bn1/4⌉)an3/4 −O(n2/3).
Multiplying this and (8.44) we get
1 ≥ 1
6n
bn1/4an3/4
[
P(τa > ⌈bn1/4⌉)
]2
,
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which gives (8.3). 
8.1.2. Coupling inside the scaling window: Proof of Theorem 8.4.
Lemma 8.19. For any fixed constant A > 1 there exist positive constants q =
q(A), β = β(A), such that if X0 ∈ [A−1n3/4, An3/4], then
P(X1 = x|X0) ≥ qn−5/8
for any x ∈ n+ 2Z and |x−X0| ≤ βn5/8.
Proof of Theorem 8.4 We will use induction to prove that for any ℓ > 0 and any
x ∈ n+ 2Z such that |X0 − x| ≤ β(1/2 + ℓ/2)n5/8, we have
P(Xℓ = x|X0) ≥ qℓ
(β
2
)ℓ−1
n−5/8. (8.45)
This implies Theorem 8.4 immediately.
We prove this assertion by induction on ℓ. Lemma 8.19 implies (8.45) is true for
ℓ = 1. Suppose now (8.45) holds for ℓ and we prove for ℓ + 1. If x ∈ n + 2Z and
|x −X0| ≤ β
(
1/2 + (ℓ + 1)/2
)
n5/8, then the number of y such that y ∈ n + 2Z and
|y − x| ≤ βn5/8 and |y −X0| ≤ β(1/2 + ℓ/2)n5/8 is at least β2n5/8. Thus, we have
P
(
|Xℓ − x| ≤ βn5/8
)
=
∑
|y−x|≤βn5/8
P(Xℓ = y)
≥ qℓ
(β
2
)ℓ−1
n−5/8
β
2
n5/8 = qℓ
(β
2
)ℓ
, (8.46)
where we used the induction hypothesis. Since |x−X0| ≤ β
(
1/2 + (ℓ+1)/2
)
n5/8, we
get
P
(
Xℓ+1 = x
∣∣∣ |Xℓ − x| ≤ βn5/8) ≥ qn−5/8
by Lemma 8.19. Together with (8.46) we get (8.45) for ℓ+1, concluding the proof. 
Recall that conditioned on the cluster sizes, X1 is a summation of independent but
not identically distributed random variables. The following is a local central limit
theorem for such sums, tailored to our particular needs, and is used to prove Lemma
8.19. We have not found in the literature a statement general enough to be valid in our
setting. The proof is the standard proof of the local CLT using characteristic function.
Lemma 8.20. Suppose Kn are positive integers such that Kn ≥ qn for some constant
q > 0 and a1, a2, · · · , aKn are positive integers such that aj = 1 for 1 ≤ j ≤ qn
and aj ≤
√
qn
2 for all j. Let b(n) =
∑Kn
j=1 aj and c(n) =
√∑Kn
j=1 a
2
j/n
5/4. Assume
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that there are two positive constants δ and C such that δ < c(n) < C for all n. Let
Xn =
∑Kn
j=1 ǫjaj where {ǫj} is independent random ± signs. Then for any x ∈ b(n)+2Z
and large enough n, we have
P
(
Xn = x
)
≥
√
2√
πc(n)n5/8
(
e−
x2
2 − 1/2
√
2
)
. (8.47)
Proof of Lemma 8.19: We need to show that with probability Ω(1) the percolation
configuration fits the setting of Lemma 8.20. Define A1 and A2 as the following events:
A1 =
{|C+1 | ∈ [X0 − c4n5/8,X0 + c4n5/8], ∑
j≥2
|C+j |2 ≤ Dn5/4,
∑
j≥2
|C+j |3 ≤ Dn7/4
}
,
A2 =
{∑
j≥1
|C−j |2 ≤ Dn5/4,
∑
j≥1
|C−j |3 ≤ Dn7/4,
∑
|C−j |≤
√
n
6
|C−j |2 ≥ c2n5/4,
∣∣{j : |C−j | = 1}∣∣ ≥ n18}
where D and c are constants to be selected later. First we prove that A1 and A2
both happen with probability Ω(1). To bound from below the probability of A2, take
δ = 1
3
√
2
in Theorem 5.14. We get
P
( ∑
|C−j |≤ 16
√
n
|C−j |2 ≥ cn5/4
)
≥ q = q(A) > 0, (8.48)
for some c = c(A) > 0. By Theorem 5.12, for k = 2, 3 we have
E
∑
j≥1
|C−j |k ≤ Cn(A−1n−1/4)−2k+3 .
Thus, for
D ≥ 4CA
3
q
, (8.49)
we have by Markov’s inequality that
P
(∑
j≥1
|C−j |2 ≥ Dn5/4
)
≤ q
4
(8.50)
and
P
(∑
j≥1
|C−j |3 ≥ Dn7/4
)
≤ q
4
. (8.51)
By Lemma 5.7, we have
P
(∣∣{j : |C−j | = 1}∣∣ ≥ n18) ≥ 1− C/n ≥ 1− q4 . (8.52)
Putting (8.48), (8.50), (8.51) and (8.52) together, we get
P(A2) ≥ q
4
.
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To bound from below the probability of A1, we apply Theorem 5.11 to get that
P
(∣∣∣|C+1 | − x0(1 + x0n )∣∣∣ ≤ c4(n+ x02 )5/8) ≥ q = q(A) > 0.
Since
x20
n = o(n
5/8) and n+x02 ≤ 34n, we get
P
(
|C+1 | ∈
[
x0 − c
4
n5/8, x0 +
c
4
n5/8
])
≥ q. (8.53)
By Theorem 5.13, for k = 2, 3 we have
E
∑
j≥2
|C+j |k ≤ Ckn(A−1n−1/4)−2k+3.
Again, when D satisfies 8.49 we get by Markov’s inequality that
P
(∑
j≥2
|C+j |2 ≥ Dn5/4
)
≤ q
4
(8.54)
and
P
(∑
j≥2
|C+j |3 ≥ Dn7/4
)
≤ q
4
. (8.55)
By (8.53), (8.54) and (8.55), we have
P(A1) ≥ q
2
. (8.56)
Since A1 and A2 are independent, we get
P(A1 ∩A2) ≥ q
2
8
,
providingD satisfies (8.49). By Proposition 8.15 we have P(|C−1 | ≥ |C+1 |) = O(e−c log
2 n).
Hence the event
A = {A1,A2, |C−1 | < |C+1 |)} ,
occurs with probability Ω(1).
Next we prove that for every x ∈ n+2Z and |x−X0| ≤ c2n5/8, there exist a constant
δ > 0 such that
P(X1 = x |A) ≥ δn−5/8 , (8.57)
which will conclude the proof. Denote
M1 = |C+1 |+
∑
j≥2
ǫj |C+j |+
∑
|Cj |>
√
n/6
ǫ′j|C−j |
and
M2 =
∑
|Cj |≤
√
n/6
ǫ′j |C−j |.
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Note that M1 and M2 are independent conditioned on A. We will first prove that
there exist a constant α > 0 such that
P
(
|M1 −X0| ≤ c
2
n5/8
∣∣A) ≥ α. (8.58)
On A we have that ∑
j≥2
|C+j |2 +
∑
|Cj |>
√
n/6
|C−j |2 ≤ 2Dn5/4 (8.59)
and ∑
j≥2
|C+j |3 +
∑
|Cj |>
√
n/6
|C−j |3 ≤ 2Dn7/4. (8.60)
If
∑
j≥2 |C+j |2 +
∑
|Cj |>
√
n/6 |C−j |2 ≤ c
2
32n
5/4, by Markov’s inequality, we have
P
(∣∣∣∑
j≥2
ǫj |C+j |+
∑
|Cj |>
√
n/6
ǫ′j|C−j |
∣∣∣ ≤ c
4
n5/8
)
≥ 1/2. (8.61)
Otherwise
|Cj|(∑
j≥2 |C+j |2 +
∑
|Cj |>
√
n/6 |C−j |2
)1/2 > ǫ
implies
|Cj| ≥ ǫc
2
32
n5/8 ,
and since {|Cj |} also satisfy (8.60), we learn that the Lindeberg condition is satisfied.
By Lindeberg-Feller theorem (see [10], (4.5)), we have
P
(∣∣∣∑
j≥2
ǫj|C+j |+
∑
|Cj |>
√
n/6
ǫ′j |C−j |
∣∣∣ ≤ c
4
n5/8
)
≥ α > 0. (8.62)
Combining this and (8.61) yields (8.58).
To estimate M2 let
b =
∑
|Cj |≤
√
n/6
|C−j | and a = n−9/8b1/2 .
By Lemma 8.20, for every x ∈ b+ 2Z, we have
P
(
M2 = x
∣∣A) ≥ √2√
πan5/8
(
e
− x2
2a2n5/4 − 1/2
)
.
For all x such that |x| ≤ cn5/8, we have
√
2√
πan5/8
(
e
− x2
2a2n5/4 − 1/2
)
≥
√
2√
πDn5/8
(
e−1/2 − 1/2
)
≥ δn−5/8
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where δ is a constant. So for every x ∈ b+ 2Z and |x| ≤ cn5/8, we have
P
(
M2 = x
∣∣A) ≥ δn−5/8. (8.63)
By (8.58) and (8.63), for every x ∈ n+ 2Z with |x− x0| ≤ c12 n5/8, we have
P
(
M1 +M2 = x
∣∣A)
≥ P
(
|M1 − x0| ≤ c1
2
n5/8 , M2 = (x− x0)− (M1 − x0)
∣∣A)
≥ αδn−5/8.
This proves (8.57), which concludes the whole proof. 
To prove Lemma 8.20 we need the following two small assertions. The first is
Exercise 3.2 of [10].
Lemma 8.21. If P(X ∈ b + hZ) = 1, where b is a complex number and h > 0 is a
real number. Then for any x ∈ b+ hZ, we have
P(X = x) =
h
2π
∫ π/h
−π/h
e−itxφ(t)dt,
where φ(t) is the characteristic function of X.
Lemma 8.22. For any x in R, let m(x) be the integer that is closest to x (if x− 12 is
an integer, then we put m(x) = x− 12). Then for any x
| cos x| ≤ exp
(
− (x−m(
x
π )π)
2
2
)
.
Proof. Since m(xπ )π ∈ {kπ}k∈Z, we have | cos x| = | cos(x −m(xπ )π)|. Also, we have
−π2 ≤ x−m(xπ )π ≤ π2 . Since cosx ≤ e−
x2
2 for all x ∈ [−π2 , π2 ] we have that
| cos x| = cos
(
x−m(x
π
)π
)
≤ exp
(
− (x−m(
x
π )π)
2
2
)
.

Proof of Lemma 8.20: For simplicity we will abbreviate c(n) by c. Let
dj =
aj
cn5/8
.
Then we have
∑Kn
j=1 d
2
j = 1 and
Xn
cn5/8
=
∑Kn
j=1 ǫjdj . Since aj = O(n
1/2), we have that
dj = O(n
−1/8). Thus it satisfies Lindeberg condition (see [10]). Consequently, we have
that
Xn
cn5/8
d→ N(0, 1).
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Denote the characteristic function of Xn
cn5/8
by φn(t). A straightforward computation
gives that
φn(t) =
(
cos
t
cn5/8
)qn Kn∏
j=qn+1
cos(tdj) , (8.64)
and we have φn(t) → e− t
2
2 for all fixed t ∈ R. Taking h = 2
cn5/8
in Lemma 8.21, for
x ∈ b(n) + 2Z we have
P
(
Xn = x
)
=
1
πcn5/8
∫ π
2
cn5/8
−π
2
cn5/8
e−itxφn(t)dt. (8.65)
Let M be a large constant to be selected later. Note that φn(t) is an even function so∫ π
2
cn5/8
−π
2
cn5/8
e−itxφn(t)dt =
∫ M
−M
e−itxφn(t)dt+ 2
∫ π
2
cn5/8
M
e−itxφn(t)dt
≥
∫ M
−M
e−itxφn(t)dt− 2
∫ π
2
cn5/8
M
|φn(t)|dt. (8.66)
We will first bound from above the second term of (8.66). Let mj(t) = m
(
tdj
π
)
π
dj
, i.e.,
mj(t) is the element in
{
k πdj
}
k∈Z
that is closest to t. Note that by Lemma 8.22, we
have
cos(tdj) ≤ exp
{
−
[
tdj −m
( tdj
π
)
π
]2/
2
}
= exp
{
− d2j
(t−mj(t))2
2
}
.
For large enough n, we have 1
c2n5/4
≥ 12 1c2n5/4−qn . Thus, we get∣∣∣ cos(tdj)∣∣∣ ≤ exp{− a2j
c2n5/4 − qn ·
(t−mj(t))2
4
}
.
Since
∑Kn
j=qn+1
(aj)2
c2n5/4−qn = 1 and e
−x is a convex function, we have by Jensen’s in-
equality that
Kn∏
j=qn+1
∣∣∣ cos(tdj)∣∣∣ ≤ exp{− Kn∑
j=qn+1
a2j
c2n5/4 − qn
(t−mj(t))2
4
}
≤
Kn∑
j=qn+1
a2j
c2n5/4 − qn exp
(
− (t−mj(t))
2
4
)
. (8.67)
Recall that |t| ≤ π2 cn5/8 and | cos(x)| ≤ e−
x2
2 for x ∈ [−π2 , π2 ], whence∣∣∣ cos t
cn5/8
∣∣∣qn ≤ exp(− qt2
2c2n1/4
)
. (8.68)
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Plugging (8.67) and (8.68) into (8.64), we get
|φn(t)| ≤
Kn∑
j=qn+1
a2j
c2n5/4 − qn exp
(
− (t−mj(t))
2
4
− qt
2
2c2n1/4
)
.
Hence, we have
∫ π
2
cn5/8
M
|φn(t)|dt ≤
Kn∑
j=qn+1
a2j
c2n5/4 − qn
∫ ∞
M
exp
(− (t−mj(t))2
4
− qt
2
2c2n1/4
)
dt. (8.69)
We will divide the integral into two parts such that the first part converges to 0 as
M goes to infinity and the second part is bounded by a constant. Recall thatmj(t) = 0
for t ∈ [− π2dj , π2dj ], so for any j ∈ [qn+ 1,Kn], we have∫ ∞
M
exp
(
− (t−mj(t))
2
4
− qt
2
2c2n1/4
)
dt
=
∫ π
2dj
M
exp
(
− t
2
4
− qt
2
2c2n1/4
)
dt
+
∞∑
ℓ=1
∫ π
2dj
(2ℓ+1)
π
2dj
(2ℓ−1)
exp
(
− (t−mj(t))
2
4
− qt
2
2c2n1/4
)
dt (8.70)
The first term of the right hand side of (8.70) is bounded by
∫∞
M e
− t2
4 dt. For the second
term, note that for t ≥ π2dj (2ℓ− 1), we have
exp
(
− qt
2
2c2n1/4
)
≤ exp
(
− qπ
2n(2ℓ− 1)2
8a2j
)
and ∫ y+ π
dj
y
e−
1
4
(t−mj (t))2dt =
∫ π
2dj
− π
2dj
e−
1
4
(t−mj (t))2dt
=
∫ π
2dj
− π
2dj
e−
t2
4 dt ≤ 2√π. (8.71)
for any y, since 14(t−mj(t))2 is a periodic function. Thus, we get∫ ∞
M
exp
(
− (t−mj(t))
2
4
− qt
2
2c2n1/4
)
dt ≤
∫ ∞
M
e−
t2
4 dt+
∞∑
ℓ=1
2
√
π exp
(
− qπ
2n(2ℓ− 1)2
8a2j
)
.
(8.72)
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Recall that aj ≤
√
qn/2, hence
∞∑
ℓ=1
exp
(
− qπ
2n(2ℓ− 1)2
8a2j
)
≤
∞∑
ℓ=1
exp
(
− π
2(2ℓ− 1)2
4
)
≤ e
−π2/4
1− e−π2/2 ≤
1
8
.
Plug into (8.72), we get∫ ∞
M
exp
(
− (t−mj(t))
2
4
− qt
2
2c2n1/4
)
dt ≤ 2√π
(
1− Φ(M√
2
))
+
√
π
4
,
where Φ(·) is the distribution function of N(0, 1). Plugging back into (8.69), we get∫ π
2
cn5/8
M
|φn(t)|dt ≤ 2
√
π
(
1−Φ(M√
2
))
+
√
π
4
. (8.73)
Now we go back to the first term of the right hand side of (8.66). Recall that φn(t)
converge to e−t2/2 for all t. We have the following estimate:∫ M
−M
e−itxφn(t)dt
=
∫ ∞
−∞
e−itxe−t
2/2dt−
(∫ −M
−∞
+
∫ ∞
M
)
e−itxe−t
2/2dt+
∫ M
−M
e−itx(φn(t)− e−t2/2)dt
≥
√
2πe−x
2/2 − 2
∫ ∞
M
e−t
2/2dt−
∫ M
−M
∣∣φn(t)− e−t2/2∣∣dt. (8.74)
Note that the second term of the left most side of (8.74) converges to 0 as M → ∞
and for fixed M we have
∫M
−M |φn(t) − e−
t2
2 |dt → 0 by the Dominated Convergence
Theorem. Plugging these and (8.73) into (8.66), we get
lim inf
n→∞
∫ π
2
cn5/8
−π
2
cn5/8
e−itxφn(t)dt ≥
√
2πe−x
2/2 −
√
π
2
,
which concludes the whole proof. 
8.2. Starting at the [0, n3/4] regime: Proof of Theorem 8.2.
Theorem 8.23. Let I = [−An2/3, An2/3] where A is a fixed large constant.Then there
exist positive constants K,a, q such that
P
(
τa ≤ Kn1/4 |X0 ∈ I
)
≥ q (8.75)
where τa = inf{t ≥ 0 : Xt ≥ an3/4}.
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Theorem 8.24. For a constant A put I = [−An2/3, An2/3] and τ = inf{t ≥ 0 : Xt ∈
I}. Then there exist constant c > 0 such that for sufficiently large A, we have
P(τ > t) ≤ 2|X0|
ct
√
n
.
Proof of Theorem 8.2: Let A, c be constants such that the assertion of Theorem
8.24 holds and write I = [−An2/3, An2/3]. Since X0 ≤ n3/4, by Lemma 8.24 with
t = 4n
1/4
c , we have
P(τ ≤ 4n
1/4
c
) >
1
2
where τ = min{t : Xt ∈ I}. By Theorem 8.23 and the strong Markov property, we
get that Xt exceeds an
3/4 within (K + 4c )n
1/4 steps with probability at least q2 . By
Theorem 8.1, we can couple Xt and with the stationary chain Yt within O(n
1/4) steps
such that they meet each other with probability Ω(1). Applying Lemma 3.2 concludes
the proof. 
We now proceed to the proof of Theorem 8.23. We begin with some lemmas.
Lemma 8.25. Let A be a large constant and put I = [−An2/3, An2/3]. For any
q ∈ (0, 1), there exist a state Z = Z(q) ∈ I and constants a = a(q) > 0, K = K(q) > 0
such that
P
(
τa ≤ Kn1/4|X0 = Z
)
≥ q (8.76)
where τa = inf{t ≥ 0 : Xt ≥ an3/4}.
Proof. Let Yt be a SW chain with Y0
d
= πn. By Theorem 8.6, there exists a constant
B such that
πn([B
−1n3/4, Bn3/4]) ≥ 1− 1− q
4
. (8.77)
We will prove the lemma for a = B−1 and K = 6Bc where c is the constant in Theorem
8.24. Write J = [B−1n3/4, Bn3/4], then by (8.77) we have
P
(
Y0 ∈ J and YKn1/4 ∈ J
)
≥ 1− 1− q
2
. (8.78)
Put τ = inf{t ≥ 0 : Yt ∈ I}. We have
P(τ ≤ Kn1/4|Y0 ∈ J) ≥ 1− 2Bn
3/4
c
√
nKn1/4
=
2
3
by Theorem 8.24. Thus we have
P
(
Y0 ∈ J, τ ≤ Kn1/4
)
≥
(
1− 1− q
4
)2
3
≥ 1
2
.
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Let
δ = max
W∈I
P(τa ≤ Kn1/4|X0 =W ).
By the strong Markov property
P
(
Y0 ∈ J, τ ≤ Kn1/4, YKn1/4 ≤ an3/4
)
= P
(
Y0 ∈ J, τ ≤ Kn1/4
)
P
(
YKn1/4 ≤ an3/4|τ, Yτ
) ≥ 1− δ
2
,
since τa > Kn
1/4 implies that YKn1/4 ≤ an3/4. We deduce that
P
(
Y0 ∈ J, YKn1/4 6∈ J
)
≥ 1− δ
2
. (8.79)
Combining (8.78) and (8.79) we get that δ ≥ q, concluding our proof. 
Lemma 8.26. Consider the random graph G(n+X02 ,
2
n) where X0 ∈ [−An2/3, An2/3]
for some large constant A. Then the intersection of the following events occurs with
probability at least δ = δ(A) > 0:
• |C1|+ |C2| ∈ [4An2/3, 8An2/3], and |C2| > 4A3 n2/3,
• C1 and C2 are trees, and
• ∑j≥3 |Cj|2 ≤ n4/3.
Proof. Let A be the event
• |C1|+ |C2| ∈ [4An2/3, 8An2/3], |C2| > 4A3 n2/3,
• C1 and C2 are trees.
By Theorem 5.20 of [16], we have P(A) ≥ δ = δ(A) > 0. Conditioned on A and on C1
and C2 the remaining graph, {Cj}j≥3, is distributed G(n+X02 −|C1|−|C2|, 2n) conditioned
to the event that it does not have components larger than |C2|. By Theorem 7 of [25]
the complement of this event has probability decaying exponentially in A. Let {C′j} be
the component size in the unconditioned space G(n+X02 − |C1| − |C2|, 2n). We have
E
∑
j≥1
|C′j |2 =
(n+X0
2
− |C1| − |C2|
)
E|C(v)| .
Since X0 ≤ An2/3 and |C1|+ |C2| ≥ 4An2/3, Theorem 7 of [25] gives that
E|C(v)| ≤ O(e−cA)n1/3 ,
and so
E
∑
j≥1
|C′j |2 ≤ O(e−cA)n4/3 .
A POWER LAW OF ORDER 1/4 FOR CRITICAL MEAN FIELD SWENDSEN-WANG DYNAMICS79
The lemma now follows since in the conditioned space, the event we condition on has
probability exponentially close to 1. 
Lemma 8.27. Let I = [−An2/3, An2/3] for some large A. There exist a constant
c = c(A) > 0 such that
P(X1 = x |X0 ∈ I) ≥ cn−2/3 (8.80)
for any x ∈ n+ 2Z with x ∈ I and x > 0.
Proof. Write A for the event of the assertion of Lemma 8.26 in {C+j }, so that P(A) ≥
δ(A) > 0. In G(n−|X0|2 ,
2
n) we have by Theorem 5.13 that
E
∑
j≥1
|C−j |2 ≤ Dn4/3
where D = D(A) is a constant. We have by Markov’s inequality that
P
(∣∣∑
j≥3
ǫj |C+j |
∣∣ ≤ Dn2/3∣∣A) ≥ 1− 1/D2 ,
and
P
(∣∣∑
j≥1
ǫj|C−j |
∣∣ ≤ Dn2/3) ≥ 1− 1/D2 ,
and these two events are independent. Thus, the following event which we denote by
B happens with probability Ω(1).
• |C+1 |+ |C+2 | ∈ [4An2/3, 8An2/3], |C+2 | > 4A3 n2/3,
• C+1 and C+2 are trees,
• ∣∣∑j≥3 ǫj |C+j |+∑j≥1 ǫj |C−j |∣∣ ≤ 2Dn2/3.
Note that if a negative spin is assigned to C+2 then
X1 = |C+1 | − |C+2 |+
∑
j≥3
ǫj |C+j |+
∑
j≥1
ǫj |C−j |.
Thus
P(X1 = x) ≥ 1
2
P
(|C+1 | − |C+2 |+∑
j≥3
ǫj|C+j |+
∑
j≥1
ǫj|C−j | = x
)
.
So we only need to show that for any x ∈ [−An2/3, An2/3] we have
P(|C+1 | − |C+2 | = x | B) ≥ cn−2/3, (8.81)
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for some constant c = c(A) > 0. For any m ∈ [4An2/3, 8An2/3] let l = m+x2 . By
Cayley’s formula we have that
P(|C+1 | − |C+2 | = x
∣∣ |C+1 |+ |C+2 | = m, C1 ∪ C2,B)
= P(|C+1 | = l, |C+2 | = m− l
∣∣ |C+1 |+ |C+2 | = m, C1 ∪ C2,B)
=
(m
l
)
ll−2(m− l)(m−l)−2∑m/2
k= 4A
3
n2/3
(m
k
)
kk−2(m− k)(m−k)−2
. (8.82)
Let
a(k) =
(
m
k
)
kk−2(m− k)(m−k)−2.
By Stirling’s formula, there are two constants c and C such that for large enough n
and any k1, k2 ∈ [4A3 n2/3, m2 ], we have
c ≤ a(k1)
a(k2)
≤ C.
This implies (m
k
)
kk−2(m− k)(m−k)−2∑m/2
k= 4A
3
n2/3
(m
k
)
kk−2(m− k)(m−k)−2
≥ cn−2/3
which proves (8.81). 
Proof of Theorem 8.23: Let A be large and q ∈ (0, 1) will be chosen later very close
to 1. Let Z be the site and K > 0 the number satisfying the assertion of Lemma 8.25.
Let {X˜t} be an independent SW chain starting at Z and τ˜a is as in Lemma 8.25. Then
we have
P
(
τ˜a ≥ Kn1/4 | X˜0 = Z
)
≤ 1− q . (8.83)
Let c > 0 be the constant from Lemma 8.27. This lemma implies that we can couple
Xt and X˜t such that X1 = X˜1 with probability at least c. From that point we can
couple such that the two processes stay together with probability 1.
P(Xt = X˜t for t ≥ 1) ≥ c . (8.84)
Thus, we have
P(τa ≤ Kn1/4) ≥ P(Xt = X˜t for t ≥ 1 and τ˜a ≤ Kn1/4) ≥ c− (1− q) ,
so we choose q ≥ 1− c/2 and conclude the proof. 
To prove Theorem 8.24 we consider yet another modification of the SW dynamics
{X ′t}. For any X ′0, in the supercritical random graph G(n+|X0|
′
2 ,
2
n), let Cδǫn be the
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component discovered by the exploration process at time δǫn where ǫ =
X′0
n and δ
is a small constant (see Lemma 5.15). We assign positive spin to this component
and random spins to all other components in G(n+|X0|
′
2 ,
2
n) and all components in
G(n−|X0|
′
2 ,
2
n). Let X
′
1 be the sum of spins after this assigning process.
The reason we require this change is that we were not able to obtain the bounds of
Theorem 5.15 for C1, but only for Cδǫn which is very likely to be C1. This will become
evident in the proof. We first state a key lemma and then use it to prove Theorem
8.24.
Lemma 8.28. For any constant A put I = [−An2/3, An2/3]. Then there exists a
constant c > 0 such that for sufficiently large A we have
E
(
|X ′1|1{X′1 6∈I} +X
′
11{X′1∈I} | |X
′
0| > An2/3
)
≤ |X ′0| − c
√
n . (8.85)
Proof of Theorem 8.24: Notice that of |X0| = |X ′0| then |X1| d= |X ′1|, and so
|Xt| d= |X ′t| for all t ≥ 1. Thus, we only need to prove the assertion of the Theorem
for {X ′t}. For simplicity of notation we write Xt for X ′t. Assume that |X0| > An2/3
otherwise the assertion is trivial. We begin by noticing that
E
(
|Xt+1|1{τ>t+1} +Xτ1{τ≤t+1}
∣∣∣Ft)1{τ≤t} = E(Xτ1{τ≤t}|Ft) = Xτ1{τ≤t} . (8.86)
By Lemma 8.28 we have
E
(
|Xt+1|1{τ>t+1} +Xτ1{τ≤t+1}
∣∣∣Ft)1{τ≥t+1} = E(|Xt+1|1{τ>t+1} +Xτ1{τ=t+1}∣∣∣Ft)
≤ |Xt|1{τ>t} − c
√
n1{τ>t}. (8.87)
Thus, We have that {Xt} satisfies the following inequality:
E
(
|Xt+1|1{τ>t+1} +Xτ1{τ≤t+1}
∣∣∣Ft) ≤ |Xt|1{τ>t} +Xτ1{τ≤t} − c√n1{τ>t}. (8.88)
Taking expectations of both sides of (8.88), we get
E
(
|Xt+1|1{τ>t+1} +Xτ1{τ≤t+1}
)
≤ E
(
|Xt|1{τ>t} +Xτ1{τ≤t}
)
− c√nP(τ > t) .
Summing over t from 0 to k − 1, we get
E
(
|Xk|1{τ>k} +Xτ1{τ≤k}
)
≤ |X0| −
k−1∑
t=0
c
√
nP(τ > t)
≤ |X0| − kc
√
nP(τ > k). (8.89)
We also have
E
(
|Xk|1{τ>k} +Xτ1{τ≤k}
)
≥ E
(
Xτ1{τ≤k}
)
≥ −An2/3 ≥ −|X0|.
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Combining this with (8.89), we have
kc
√
nP(τ > k) ≤ 2|X0|
which implies the required result. 
Lemma 8.29. Let X be a random variable. Then for any b < 0 and positive integer
k, we have
E
(
|X|1(X≤b)
)
≤ E|X|
k
|b|k−1 .
Proof of Lemma 8.29: We have
E|X|k ≥
∫ b
−∞
(−x)kdF (x) ≥ |b|k−1
∫ b
−∞
(−x)dF (x) = |b|k−1E|X|1(X≤b).

Proof of Lemma 8.28: For simplicity write again Xt for X
′
t. Notice that
|X1|1{X1 6∈I} +X11{X1∈I} = X1 + 2|X1|1{X1<−An2/3} .
We first bound EX1 from above. Recall that in our modified chain we have
EX1 = E|Cδǫn| .
By part (i) of Theorem 5.15, for sufficiently large A and |X0| ≥ An2/3, we have
E|Cδǫn| ≤ 2X0
n
n+X0
2
− c
(X0
n
)−2
= X0 +
X20
n
− cn
2
X20
.
If X0 ≤ 4
√
c
2n
3/4, then we have
X20
n ≤ cn
2
2X20
. In this case we have
EX1 = E|Cδǫn| ≤ X0 − cn
2
2X20
. (8.90)
If X0 > 4
√
c
2n
3/4, then by Lemma 8.16, we have
EX1 ≤ X0 − X
2
0
6n
. (8.91)
Next we bound E|X1|1{X1<−An2/3} from above. Let
M =
∑
C+j 6=C+δǫn
ǫj |C+j |+
∑
j≥1
ǫ′j|C−j |.
Then
X1 = |Cδǫn|+M.
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Since |Cδǫn| > 0, if X1 < −An2/3, then M < −An2/3 and |X1| ≤ −M . Thus,
E
(
|X1|1{X1<−An2/3}
)
≤ E
(
(−M)1{X1<−An2/3}
)
≤ E
(
(−M)1{M<−An2/3}
)
.
Lemma 8.29 with k = 4 gives
E
(
(−M)1{M<−An2/3}
)
≤ EM
4
(An2/3)3
. (8.92)
We also have
EM4 ≤
∑
C+j 6=C+δǫn
E|C+j |4 +
∑
j≥1
E|C−j |4 + 6
[ ∑
C+j 6=C+δǫn
E|C+j |2
][∑
j≥1
E|C−j |2
]
+ 6
[ ∑
C+j ,C+i 6=C+δǫn,i 6=j
E|C+i |2|C+j |2 +
∑
i,j≥1,i 6=j
E|C−i |2|C−j |2
]
. (8.93)
By (ii) of Theorem 5.15 and Lemma 5.12, we have
EM4 = O
( n6
X50
)
+O
( n4
X20
)
= O
( n4
X20
)
(8.94)
since |X0| ≥ An2/3. Plugging into (8.92), we have
E
(
|X1|1{X1<−An2/3}
)
= O
( n2
A3X20
)
(8.95)
If X0 ≤ 4
√
c
2n
3/4, then combining (8.95) with (8.90) for large enough A, we get
EX1 + 2E|X1|1{X1<−An2/3} ≤ X0 −
cn2
4X20
≤ X0 − c
√
n.
If X0 > 4
√
c
2n
3/4, then combining (8.95) with (8.91) for large enough A, we get
EX1 + 2E|X1|1{X1<−An2/3} ≤ X0 −
X20
6n
+O(A−3
n2
X20
) ≤ X0 − c
√
n.
Combining these two cases finishes the proof. 
8.3. The lower bound on the mixing time. Recall that in this section Xt is the
original magnetization chain we defined in (4.2).
Proof of the lower bound of part (ii) of Theorem 2.1: Suppose X ′t is a modified
magnetization chain and π′ is its stationary distribution. By Theorem 8.6, we can
choose an interval [a1n
3/4, a2n
3/4] with 0 < a1 < a2 such that
π′(a1n3/4, a2n3/4) >
3
4
. (8.96)
Suppose X ′0 = 3a2n
3/4. By Theorem 8.18, there exists a constant k such that
P(τ > kn1/4) ≥ 1
2
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where τ is the first time that Xt exit [a2n
3/4, 4a2n
3/4]. This implies
P
(
X ′
kn1/4
≥ a2n3/4
)
≥ 1
2
.
By Theorem 8.6, we have π′(−a2n3/4,−a1n3/4) converges to 0 as n goes to infinity.
Also, by (8.9), we have P(X ′
kn1/4
∈ [−a2n3/4,−a1n3/4]) = O(n−1/12). Combining
these, we get that
π′[(a1n3/4, a2n3/4), (−a2n3/4,−a1n3/4)]−P(X ′kn1/4 ∈ [(a1n3/4, a2n3/4), (−a2n3/4,−a1n3/4)]) >
1
4
for large enough n. Recall that Xt
d
= |X ′t|, so this is equivalent to
π(a1n
3/4, a2n
3/4)−P(Xkn1/4 ∈ (a1n3/4, a2n3/4)) >
1
4
,
i.e., ∥∥∥Xkn1/4 − π∥∥∥
TV
>
1
4
. (8.97)

9. Fast mixing of the Swendsen-Wang process on trees
In this section we provide an upper bound estimate of the mixing time of the
Swendsen-Wang process on any tree with n vertices. We will prove in a more general
setting for The Swendsen-Wang process for the q-state ferromagnetic Potts model.
Recall that Ising model is the case q = 2.
For any given graph G = (V,E), consider the set S = {0, 1}|E| of all edge config-
uration η : E → {0, 1}. We consider the following Markov chain σt on S. At each
step, we first color each component independently and uniformly from the q colors.
Then we add all edges that connect vertices with the same color. Finally, delete each
existing edge with probability (1 − p) to get a new state in S. It is easy to see that
this process the dual of the Swendsen-Wang process for the q-state ferromagnetic Potts
model on vertices configurations and the stationary distribution of σt is the random
cluster model. For any two Swendsen-Wang chains, if we can couple the corresponding
edge models so that they are the same(i.e., they have same clusters) at some time, we
therefore couple the original Swendsen-Wang process at the same time. Consequently,
any upper bound of the mixing time of this edge model implies the same upper bound
on ferromagnetic Potts model.
There is an exploration process on trees to present σt. Notice that on trees each
edge with state 0 connects two separate components. For any given η ∈ S, we color
each components independently and uniformly from the q colors, starting from the
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root. We add edges connects vertices with the same color. Notice that this procedure
is equivalent to setting every edge originally has configuration 0 with configuration 1
with probability 1q and maintain configuration 0 otherwise. Thus, the process σt can
be described as follows: First change each edge of 0 to 1 with probability 1q and stay
0 otherwise, independently for each of them. Then, change each edge of 1 ,including
those who have changed from 0 to 1 in the previous step, to 0 with probability 1− p,
and stay 1 otherwise, independently for each of them. Each bit evolves independently
as a Markov chain on {0, 1}, with transition matrix
p =
(
1− pQ pQ
1− p p
)
. (9.1)
Proof of Theorem 2.2: The transition matrix (9.1) gives that we can couple every
single edge with probability at least 1 − p + pq ≥ 1q . Using the path coupling method
of Bubley and Dyer (see Theorem 14.6 and Corollary 14.7 of [21]), we have
tmix ≤ log n+ log 4− log p(1− 1q )
.

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