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Abstract
This paper is an introduction to the work of Spencer-Brown on the Four-Color Theorem.
c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
In this paper we give a concise introduction to the work of Spencer-Brown [1] on
the Four-Color Theorem. This work invokes a reformulation of the coloring problem
in terms of two-colored systems of Jordan curves in the plane. These systems, called
formations, are in one-to-one correspondence with cubic plane graphs that are colored
with three edge colors so that three distinct colors are incident to each vertex of the
graph. It has long been known that the four color problem can be reformulated in
terms of coloring such cubic graphs.
We concentrate on proving two key results. The rst result is a Parity Lemma rst
proved for cubic graphs by Tutte [2] and independently discovered and proved by
Spencer-Brown [1]. The second result, depending on the Parity Lemma, is a proof
that a certain principle of irreducibility for formations is equivalent to the Four-Color
Theorem. Spencer-Brown takes this principle of irreducibility (here called the Primality
Principle) to be axiomatic and obtains a proof of the Four-Color Theorem that is
based upon it. He also gives proofs of the Primality Principle (see Theorem 17 [1],
pp. 168{170) that this author has not yet understood. This work of Spencer-Brown
deserves deep consideration.
There are three sections to the present paper. In Section 1 we give the basics about
cubic maps and formations. In Section 2 we prove the Parity Lemma. In Section 3 we
give the equivalence of the Four-Color Theorem and the Primality Principle.
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Fig. 1. The simplest uncolorable cubic graph.
2. Cubic graphs and formations
A graph consists in a vertex set V and edge set E such that every edge has
two vertices associated with it (they may be identical). If a vertex is in the set of
vertices associated with an edge, we say that this vertex belongs to that edge. If two
vertices form the vertex set for a given edge we say that edge connects the two ver-
tices (again the two may be identical). A loop in a graph is an edge whose vertex set
has multiplicity one. In a multi-graph it is allowed that there may be a multiplicity of
edges connecting a given pair of vertices. All graphs in this paper are multi-graphs,
and we shall therefore not use the prex ‘multi’ from here on.
A cubic graph is a graph in which every vertex either belongs to three distinct
edges, or there are two edges at the vertex with one of them a loop. A coloring
(proper coloring) of a cubic graph G is an assignment of the labels r (red), b (blue),
and p (purple) to the edges of the graph so that three distinct labels occur at every
vertex of the graph. This means that there are three distinct edges belonging to each
vertex and that it is possible to label the graph so that three distinct colors occur at
each vertex. Note that a graph with a loop is not colorable.
The simplest uncolorable cubic graph is illustrated in Fig. 1. For obvious reasons,
we refer to this graph as the dumbell. Note that the dumbell is planar.
An edge in a plane graph is said to be an isthmus if the deletion of that edge results
in a disconnected graph. It is easy to see that a connected plane cubic graph without
isthmus is loop-free.
Heawood reformulated the four-color conjecture (which we will henceforth refer to as
the Map Theorem) for plane maps as a corresponding statement about the colorability
of plane cubic graphs. In this form the theorem reads
Map Theorem (cubic graphs): A plane cubic graph without isthmus is properly edge-
colorable with three colors.
We now introduce a diagrammatic representation for the coloring of a cubic graph.
Let G be a cubic graph and let C(G) be a coloring of G: Using the colors r, b and p
we will write purple as a formal product of red and blue:
p= rb:
One can follow single colored paths on the coloring C(G) in the colors red and blue.
Each red or blue path will eventually return to its starting point, creating a circuit in
that color. The red circuits are disjoint from one another, and the blue circuits are
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disjoint from one another. Red circuits and blue circuits may meet along edges in the
G that are colored purple (p= rb). In the case of a plane graph G, a meeting of two
circuits may take the form of one circuit crossing the other in the plane, or one circuit
may share an edge and then leave on the same side of the other circuit. We call these
two planar congurations a cross and a bounce, respectively. See Fig. 2.
Denition: A formation [1] is a collection of simple closed curves, with each curve
colored either red or blue such that the red curves are disjoint from one another,
the blue curves are disjoint from one another and red and blue curves meet in a nite
number of segments (as described above for the circuits in a coloring of a cubic graph).
Associated with any formation F there is a well-dened cubic graph G(F), obtained
by identifying the shared segments in the formation as edges in the graph, and the
endpoints of these segments as vertices. The remaining (unshared) segments of each
simple closed curve constitute the remaining edges of G(F): A formation F is said to
be a formation for a cubic graph G if G = G(F): We also say that F formates G:
A plane formation is a formation such that each simple closed curve in the formation
is a Jordan curve in the plane. For a plane formation, each shared segment between two
curves of dierent colors is either a bounce or a crossing (see above), that condition
being determined by the embedding of the formation in the plane.
Since the notion of a formation is abstracted from the circuit decomposition of a
colored cubic graph, we have the proposition:
Proposition: Let G be a cubic graph and Col(G) be the set of colorings of G. Then
Col(G) is in one-to-one correspondence with the set of formations for G.
In particular, the Map Theorem is equivalent to the
Formation Theorem: Every cubic, isthmus free plane graph has a formation.
This equivalent version of the Map Theorem is due to Spencer-Brown [1]. The
advantage of the Formation Theorem is that, just as one can enumerate graphs, one can
enumerate formations. In particular, plane formations are generated by drawing systems
of Jordan curves in the plane that share segments according to the rules explained
above. This gives a new way to view the evidence for the Map Theorem, since one
can enumerate formations and observe that all the plane cubic graphs are occurring in
the course of the enumeration! See Figs. 2 and 3 for illustrations of the relationship
of formation with coloring.
Remark: In the gures the reader will note that graphs are depicted with horizontal
and vertical edges. This means that some edges have corners. These corners, artifacts
of this form of representation, are not vertices of the graph. In depicting formations,
we have endeavored to keep the shared segments slightly separated for clarity in the
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Fig. 2. Coloring and formation.
Fig. 3. Second example of coloring and formation.
diagram. These separated segments are amalgamated in the graph that corresponds to
the formation.
3. Simple operations and the parity lemma
Recall that a circuit in a graph G is a subgraph that is equivalent to a circle graph
(i.e. homeomorphic to a circle).
Let G be a cubic graph. Suppose that C is a coloring of G with three colors (so
that three distinct colors are incident at each vertex of G). Let the colors be denoted
by r (red), b (blue) and p (purple). Then we can classify circuits in G relative to
the coloring C. We shall be concerned with those circuits that contain exactly two
colors. The possible two-color circuits are r{b (red{blue), r{p (red{purple) and b{p
(blue{purple). Let (G;C) denote the number of distinct two-color circuits in G with
the coloring C.
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Denition: Call the parity of the coloring C, denoted (G;C), the parity of the number
of distinct two-color circuits, (G;C).
Denition: If C is a coloring of G and d is a two-color circuit in G, then we obtain
a new coloring C0 = C of G by interchanging the colors on d. Call the operation of
switching colors on a two color circuit a simple operation on the coloring C.
In this section we will prove a basic Parity Lemma due to Tutte [2] in the category
of plane cubic graphs and due independently to Spencer-Brown [1] in the category
of formations. The lemma states that simple operations on planar graphs or pla-
nar formations preserve parity. Note that by the results of Section 1, colorings of
cubic graphs and formations for cubic graphs are in one-to-one correspon-
dence. The proof of the parity lemma given here is due to the author of this
paper.
Note that for a formation F composed of red and blue loops, the two color circuits
are counted by (F) = R + B + Alt where R denotes the number of red loops, B
denotes the number of blue loops, and Alt denotes the number of red{blue alternating
circuits in the corresponding coloring. These red{blue circuits are characterized in the
formation as the circuits that avoid the places where there is a superposition of red
and blue (these places correspond to purple edges in the coloring). The red loops in
the formation correspond to red{purple circuits in the coloring, and the blue loops in
the formation correspond to blue{purple circuits in the coloring.
Each formation has a corresponding coloring. Simple operations on the coloring in-
duce new formations for the underlying graph. Simple operations can be described
directly on a formation via a graphical calculus. This calculus is based on the prin-
ciple of idemposition that superposition of segments of the same color results in the
cancellation of those segments. The result of an idemposition of loops of the same
color is a mod-2 addition of the loops. Two loops of the same color that share a
segment are joined at the junctions of the segment, and the segment disappears. In
order to perform a simple operation on a blue loop, superimpose a red loop upon it
and perform the corresponding idemposition with the other red loops that impinge on
this red loop along the blue loop. Similarly, in order to perform a simple operation on
a red loop, superimpose a blue loop on it and idempose this blue loop with the blue
loops that impinge on the red loop. Finally, in order to perform a simple operation on
an alternating circuit in a formation, superimpose a red and a blue loop on this circuit
and perform the corresponding idempositions. These instructions for performing simple
operations are illustrated in Fig. 4.
Parity Lemma: If C0 and C are colorings of a planar cubic graph G with C0 obtained
from C by a simple operation; then the parity of C0 is equal to the parity of C;
(C0) = (C). Equivalently; parity is preserved under simple operations on planar
formations.
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Fig. 4. Simple operations.
In order to prove the Parity Lemma, we need to consider elementary properties of
idempositions of loops in the plane.
First, consider the idemposition of two loops of the same color, as illustrated in
Fig. 5. We can distinguish three types of interaction that I denote by L (Left), R
(Right) and B (bounce). A bounce (B) is when the second curve shares a segment
with the rst curve, but does not cross the rst curve. Crossing interactions are classied
as left and right according as the person walking along the rst curve rst encounters
the second curve on his right (R) or on his left (L). After an encounter, there ensues
a shared segment that then leaves in the direction of the opposite hand. Let jLj denote
the number of left crossings between the rst and second curves, jRj the number of
right crossings, and jBj the number of bounces. (Note the jLj and jRj depend upon the
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Fig. 5. Idemposition.
Fig. 6. Bounce.
choice of direction for the walk along the rst curve. Let P(A; A0) denote the parity of
(jLj − jRj)=2 + jBj for an interaction of curves A and A0.)
Idemposition Lemma: Let A and A0 be two simple closed curves in the plane of the
same color. The parity of the number of simple closed curves resulting from
the idemposition of A and A0 is equal to P(A; A0) = (jLj − jRj)=2 + jBj (mod 2) where
the terms in this formula are as dened above.
Proof: The proof is by induction on the number of crossing interactions between the
two curves. It is easy to see that the removal of a bounce changes the parity of
the idemposition. See Fig. 6. Fig. 7 illustrates a collection of unavoidable crossing
interactions between two curves. That is, if there are crossing interactions, then one of
the situations in Fig. 7 must occur. (To see this note that if you follow curve A0 and
cross curve A, then there is a rst place where A0 crosses A again. The unavoidable
congurations are a list of the patterns of crossing and crossing again.) It is then clear
from Fig. 7, by counting parity after the indicated idempositions, that the result follows
by induction.
Proof of the Parity Lemma: Consider a formation F consisting of one red loop A
that is touched by a set of n disjoint blue loops. It is clear by construction that the
number of alternating (red=blue) circuits in F is equal to the number of loops in
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Fig. 7. Innermost cross and recross.
the idemposition obtained after letting all the blue loops become red (so that they
cancel with the original red loop where blue meets red). As a result, we can apply the
Idemposition Lemma to conclude that
(F) = 1 + n+ (jLj − jRj)=2 + jBj (mod 2);
where jLj; jRj and jBj denote the total number of left, right and bounce interactions
between the red curve and the blue curves and n is the number of blue curves. (Apply
the lemma to each blue curve one at a time.) The main point is that the parity of
F is determined by a count of local interactions along the red curve A. In this case,
when we perform a simple operation on A, the curve count does not change. We
simply interchange the roles of blue circuits (i.e. blue=purple circuits) and alternating
circuits (i.e. red=blue circuits). Thus in this case we have that (F) = (F 0) where
F 0 is obtained by a simple operation on the curve A in F . Hence parity is certainly
preserved.
In the general case we have a red curve A that interacts with a collection of blue
curves, and these blue curves interact with the rest of the formation. Call the whole
formation F , and let G denote the subformation consisting of the curve A and all the
blue curves that interact with A. If F 0 is the result of operating on A in F , then F 0
will contain G0, the result of operating on A in G. G0 will consist in the curve A
plus all blue curves in F 0 that touch the curve A in F 0. In counting the change of 
from (F) to (F 0), we actually count the change in the count of blue curves and the
change in the count of alternating circuits. Each of these changes can be regarded as
the result of a single color idemposition originating at A. The change in  from F to
F 0 is the sum of the change in blue curves and the change in alternating circuits. Each
of these changes is determined by local interactions along the curve A. The parity of
the change depends only on these local interactions. Since the transformation from G
to G0 has identical local interactions, and since G and G0 have the same  and hence
the same parity, it follows that F and F 0 have the same parity. (See Fig. 8 for an
example where the curve count does change while retaining parity.) This completes
the proof of the Parity Lemma.
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Fig. 8. Changing curve count under simple operation.
Fig. 9. Unchanging curve count under simple operation.
Fig. 10. Parity reversed in the one-deleted Petersen.
Remark: The parity lemma can fail for a non-planar formation. For example, consider
the formation in Fig. 10. This is a formation for a Petersen graph with one edge
removed. As the gure indicates, parity is not preserved on a simple operation on this
graph. The curve count in the rst formation is ve and the curve count in the second
formation (after the simple operation) is four. This shows that the underlying graph of
these two formations is non-planar.
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Fig. 11. A trail between two blue loops.
Fig. 12. The graphs G(T ) and G(T ).
4. A principle of irreducibility
The main result of this section is the equivalence of the Four Color Theorem with a
property of formations that I call the Primality Principle. In order to state this property
we need to explain the concept of a trail in a formation, and how a trail can facilitate
or block an attempt to extend a coloring.
Consider a formation with two blue loops and a single red loop that interacts with
the two blues. See Fig. 11 for an illustration of this condition. I shall call the red loop
a trail between the two blues. Call the blue loops the containers for the trail. Call the
graph of the trail T the cubic graph G(T ) corresponding to the formation consisting
in the two blues and the red loop between them as in Fig. 12. In Fig. 11 we have also
indicated a double arrow pointing between the two blue loops and disjoint from the
trail. The arrow is meant to indicate an edge that we would like to color, extending
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Fig. 13. A colorable trail.
Fig. 14. The Petersen trail.
the given formation to a new formation that includes this edge. Thus in the example
in Fig. 13 we can manage this extension by drawing a purple (blue plus red) loop that
goes through the double arrow. The part of the purple loop that is not on the arrow is
a pathway in the given formation from one arrow-tip to the other that uses only two
colors (red and blue). After idemposition, this purple loop eects a two-color switch
along this pathway and the formation is extended as desired.
Another example of a trail is shown in Fig. 14. Here no extension is possible since
the extended graph is the Petersen graph, a graph that does not admit a coloration.
We shall say that a trail T factorizes if there is a formation for the graph G(T ) (see
denition above) of this trail in which each blue loop in the original trail is a single
color loop in the new formation and in which the remainder of the formation consists
in more than one red loop. Sometimes a trail can factorize by simple operations as in
the example in Fig. 15. In the example in Fig. 15 we perform a simple operation on
the upper blue loop. Note that in the resulting factorization the arrow is now between a
lower blue loop and a part of the upper blue loop that has a superimposed red segment
from one of the factors. A trail is said to be prime if it does not admit a factorization.
The Petersen trail of Fig. 14 is a signicant example of a prime trail. Simple operations
on the formation of this trail just return the Petersen trail in slightly disguised form.
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Fig. 15. A factorizable trail.
A trail is said to be uncolorable if the graph G(T ) obtained from G(T ) by adding
the edge corresponding to the double arrow is an uncolorable graph. Thus the Petersen
trail is uncolorable since G(T ) is the Petersen graph. A trail is said to be a minimal
uncolorable trail if the graph G(T ) is a smallest uncolorable graph. Now the Petersen
graph is the smallest possible uncolorable graph other than the dumbell shown in Fig.
1. In particular, the Petersen is the smallest non-planar uncolorable. This does not, in
itself, rule out the possibility of planar uncolorables other than the dumbell (that is the
essence of the Four Color Theorem). Hence we can entertain the possibility of planar
minimal uncolorable trails.
Now we can state the
Primality Principle: A planar minimal (non-empty) uncolorable trail is prime.
In other words, this principle states that there is no possibility to make a planar
uncolorable trail that is factorized into smaller planar trails. The principle lends itself
to independent investigation since one can try combining trails to make a possibly un-
colorable formation (i.e. that the graph G(T1; : : : ; Tn) is uncolorable where this graph
is obtained from the formation consisting in the trails T1; : : : ; Tn placed disjointly be-
tween two blue loops). The combinatorics behind this principle are the subject of much
of the research of Spencer-Brown. Spencer-Brown regards the Primality Principle as
axiomatic (see [1, p. 169]). It is the purpose of this paper point out the equivalence
of the Four Color Theorem and the Primality Principle. In Spencer-Brown’s context,
this equivalence entails a proof of the Four Color Theorem (and is, in fact, one of his
shortest proofs). In our context, it constitutes a new reformulation of the Four Color
Theorem.
Theorem: The Primality Principle is equivalent to the Four Color Theorem.
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Proof: First, suppose the Primality Principle | that minimal uncolorable trails are
prime. Let T be a minimal uncolorable non-empty planar trail. T is dened by a for-
mation consisting in a single red loop (the trail) drawn between two disjoint blue loops.
We call this formation F(T ), the formation induced by the trail T . It can be depicted
so that the two blue loops appear as parallel lines (to be completed to circuits (above
for the top line and below for the bottom line) and the trail T interacting between the
two parallel blue lines. In this depiction, we can set a double-arrow indicator between
the two parallel lines and entirely to the left of T . This double-arrow represents an
edge that we would like to complete to form a larger formation=coloring. Uncolorabil-
ity of the trail means that there is no coloring of the graph obtained by adding an edge
corresponding to the double arrow to the underlying graph of F(T ).
Note that F(T ), the formation induced by T and the two blue loops, must have total
loop count of ve (two blues, one red trail, two alternating loops). If there is only one
alternating loop, then the trail is colorable since there will be an alternating pathway
from one end of the double arrow to the other. If there is more than one alternating
loop, then the trail has factors (by denition of factorizability). An operation on one
of the blue loops must preserve parity. But if the new formation F 0(T ) that is obtained
by that simple operation is not factorized then it must have one blue, two reds and one
alternator. That is, it must have a loop count of four. This does not preserve parity.
Therefore, by the Primality Principle and the Parity Lemma there does not exist a
minimal uncolorable non-empty planar trail (since any minimal trail will factor due to
parity preservation).
Now consider a minimal uncolorable cubic graph. Such a graph entails the construc-
tion of a minimal uncolorable non-empty trail. (Drop an edge from the graph and color
the deleted graph. The missing edge cannot be on a single loop in the corresponding
formation since that will allow the lling in of the missing edge and a coloration of
the given uncolorable. Therefore, we may take the missing edge to be between two
blues. If there is more than one trail factor between these two blues then we would
have a factored minimal uncolorable trail. Primality implies that there is only one fac-
tor.) Therefore, the Primality Principle in conjunction with the Parity Lemma implies
the non-existence of a minimal uncolorable cubic graph with a non-empty trail in the
coloration of the deletion (by one edge) of the graph. The only remaining possibility
is that after deleting one edge, the graph is identical to two loops. The dumbell is the
only such graph. Therefore the Primality Principle implies the Four Color Theorem.
Conversely, assume the Four Color Theorem. Then indeed there does not exist a
minimal uncolorable non-empty planar prime trail (since it by denition implicates an
uncolorable plane cubic graph with no isthmus). Hence the statement of the Primality
Principle is true. This completes the proof of the theorem.
Remark: This Theorem constitutes a reformulation of the Four-Color Theorem, in
terms of the Primality Principle. This reformulation takes the coloring problem into
a new domain. In the work of Spencer-Brown the reformulation has been investi-
gated in great depth. The capstone of this work is an algorithm called the parity pass
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[1, pp. 182{183] that extends formations across an uncompleted ve-region whenever
the given formation does not already solve by simple operations. Spencer-Brown has
stated repeatedly that this approach gives a proof of the Four-Color Theorem. It is not
the purpose of this paper to give full review of that work. This author is optimistic
that the entire proof will become clear in reasonable time, and recommends that the
reader consult Spencer-Brown [1].
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