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1. Introduction
We are concerned with the following nonautonomous (time-dependent) semilinear second order
evolution equations
utt −
(
a(t, x)ux
)
x + b(t, x,u)ut = 0, t  0, x ∈ (0,1), (1.1)
with initial data
u(0, x) = φ0(x), ut(0, x) = φ1(x), x ∈ [0,1], (1.2)
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u = 0, or ux = v0, or utt − α0(t)ux = w0 at x = 0, (1.3)
utt + α1(t)ux = w1 at x = 1, (1.4)
where
a(t, ·) ∈ C1([0,∞);W 1,∞(0,1)) with inf
x∈(0,1)a(t, x) > 0 for t  0, (1.5)
b ∈ C1([0,∞) × [0,1] ×R; [0,∞)), α j ∈ C1([0,∞); [0,∞)), j = 0,1, (1.6)
v0, w0 and w1 are certain functions of t .
As one has seen, the boundary conditions above are of dynamical nature. Actually, this model
has a wide application background. For instance, it is a very suitable model to describe the dynamic
evolution in nonlinear media of an elastic string that has tip bodies attached to its one or both ends,
where but is the natural damping, v0,w0 are the boundary control forces applied at the left end, and
w1 the control force at the right end. The study of evolution equations with such type of boundary
conditions originated from the works of Feller [13,14] and Wentzell [24] in 1950s. Since then, various
evolution equations with dynamical boundary conditions have been investigated to a large extent,
by using the variational method, the operator semigroup theory and the other operator theoretic
approaches. For example, the wellposedness of autonomous linear wave equations with generalized
Wentzell boundary conditions in the space C[0,1], Lp(0,1) (1 p < ∞) and W 1,1(0,1) was treated
by [3,4,21,25–27], and the parabolic evolution equations with dynamical boundary conditions was
explored by [7,8,11,16] and references therein.
In 2005, Favini, et al. [12] studied nonautonomous linear wave equations with generalized Wentzell
boundary conditions. This has been the unique work so far along this line to the best of our knowl-
edge. So it is quite desirable to obtain more good results on nonautonomous hyperbolic equations
with generalized Wentzell boundary conditions by overcoming the complexity caused by the prob-
lems. In this paper, we devote ourselves to the further study of this issue.
First, we investigate the wellposedness for the nonautonomous semilinear second order initial
boundary value problems (1.1), (1.2) and the generalized Wentzell boundary conditions (1.3) and (1.4)
with
v0 = ρut(t,0), w0 = β0utx(t,0) − γ0ut(t,0),
w1 = −β1utx(t,1) − γ1ut(t,1),
where
ρ  0, and β j, γ j  0 with α j(t) + β jγ j > 0 ( j = 0,1) for any t  0. (1.7)
The above institutions of v0, w0 and w1 mean some velocity and angular velocity feedback controls
in physics. In other words, we consider the closed-loop systems (1.1) with (1.2) and the following
dynamical boundary conditions
u = 0 at x = 0, utt + α1(t)ux + β1utx + γ1ut = 0 at x = 1, or (1.8-0)
ux − ρut = 0 at x = 0, utt + α1(t)ux + β1utx + γ1ut = 0 at x = 1, or (1.8-1)
utt + (−1) j+1
(
α j(t)ux + β jutx
)+ γ jut = 0 at x = j ( j = 0,1). (1.8-2)
By virtue of a classical theorem given by T. Kato [17], we succeed in building up the associated
evolution systems with ideal properties for the initial-boundary value problem (1.1), (1.2) and (1.8-i)
T.-J. Xiao, J. Liang / J. Differential Equations 252 (2012) 3953–3971 3955(i = 0,1,2). Then, in combination this with Segal’s theorem in [23], we derive the global wellposed-
ness theorem for the problems. As a byproduct, we show that some related linear problems are also
wellposed, and therefore recover the main result established in [12] via a different method (see The-
orem 2.3 and Remark 2.4).
Second, we investigate the uniform exponential decrease of the initial-boundary value problems
(1.1), (1.2) and (1.8-i) (i = 0,1,2). Here, the damping term b may vanish, that is, our study can only
depend on the boundary control forces but not on any interior damping effects. Therefore, the corre-
sponding stability is harder to determine. Our attention to this topic is motivated by the work [20],
which is concerned with the following special case
utt − uxx = 0, t  0, x ∈ (0,1),
subject to the boundary condition
u(t,0) = 0, utt(t,1) + αux(t,1) = −βutx(t,1) − γ ut(t,1), α,β,γ > 0;
the authors indicated that the single velocity feedback γ ut(t,1), in the absence of the angular velocity
feedback βutx(t,1), is not suﬃciently strong for uniform stability, and showed that the above system,
with the combined velocity feedback forces, decays uniformly and exponentially, by using the energy
method. It has already been recognized that even for the autonomous equations with traditional
boundary conditions, the single energy method is not enough for dealing with variable coeﬃcient
cases, unless some restrictive conditions are imposed on the coeﬃcients. Since the coeﬃcients in
the problems concerned in this paper vary both in time and space, we have to be faced with more
challenges. Actually, there seems to be very little, if any, reported about such problems, even in the
case of the traditional boundary conditions. As is known, this is a complicated problem even for
special cases, so new enlightenment needs to be injected if we want to obtain signiﬁcant results on
the problem.
Inspired by the work [18], we will make a precise analysis of the evolution of the solutions along
the characteristic curves, and derive two sharp and useful estimates (Lemmas 3.1 and 3.2; see also Re-
mark 3.8). Making use of these estimates and the energy arguments designed for the time-dependent
coeﬃcients, we establish uniform exponential stability theorems for the initial-boundary value prob-
lems: (1.1), (1.2) and (1.8-i) (i = 0,1,2) (Theorems 3.4–3.6), which are novel even for the autonomous
case.
This paper is organized as follows. In Section 2, we establish a global wellposedness theorem (in
a classical sense) for problems (1.1), (1.2) and (1.8-i) (i = 0,1,2) by a speciﬁcally designed operator
theoretic approach. Section 3 is about the study of the uniform exponential decay of the solutions for
these problems.
2. Global wellposedness
Let us ﬁrst recall the following deﬁnition of evolution system (also called evolution process, or evolu-
tion family), which is a natural generalization of the concept of strongly continuous operator semigroup,
and a basic concept in the theory of nonautonomous evolution equations. For more information on
the evolution system and nonautonomous evolution equations, please see, e.g., Acquistapace [1], Ac-
quistapace and Terreni [2], Goldstein [15], Engel and Nagel [9], Fattorini [10] and Pazy [22]. Moreover,
for information on the nonlinear version of evolution system and related researches, we refer the reader
to, e.g., Carvalho and Langa [5,6].
Deﬁnition 2.1. A two parameter family {U (t, s)}0st<∞ of bounded linear operators on a Banach
space is called an evolution system if
(i) U (s, s) = I , U (t, r)U (r, s) = U (t, s) for 0 s r  t < ∞,
(ii) (t, s) → U (t, s) is strongly continuous for 0 s t < ∞.
The following result is the main result in this section.
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admits a unique classical solution u(t, x;φ0, φ1) in the class
C2
([0,∞); L2(0,1))∩ C1([0,∞); H1(0,1))∩ C([0,∞); H2(0,1)) (2.1)
with
ut(·,1) + β1ux(·,1) ∈ C1
([0,∞);R), (2.2)
and with, in the case of i = 2,
ut(·,0) − β0ux(·,0) ∈ C1
([0,∞);R), (2.3)
for any initial data φ0 ∈ H2(0,1) and φ1 ∈ H1(0,1) with
ϕ0(0) = ϕ1(0) = 0, in the case of i = 0,
ϕ′0(0) = ρϕ1(0), in the case of i = 1;
moreover,
∥∥u(t, ·;φ0n, φ1n) − u(t, ·;φ0, φ1)∥∥H1 + ∥∥ut(t, ·;φ0n, φ1n) − ut(t, ·;φ0, φ1)∥∥L2 → 0, (2.4)
uniformly for t in bounded intervals, as φ0n → φ0 in H2 and φ1n → φ1 in H1 .
Proof. Set
X0 = H10(0,1) × L2(0,1) ×R, X1 = H1(0,1) × L2(0,1) ×R,
X2 = H1(0,1) × L2(0,1) ×R2,
where
H10(0,1) :=
{
u ∈ H1(0,1); u(0) = 0}.
Deﬁne, for each ﬁxed t  0,
Fi(t,uk) =
⎛
⎝ 0b(t, ·,u)v
0
⎞
⎠ , for uk =
(u
v
ξ
)
∈ Xk (k = 0,1), (2.5)
F2(t,u2) =
⎛
⎜⎜⎝
0
b(t, ·,u)v
0
0
⎞
⎟⎟⎠ , for u2 =
⎛
⎜⎝
u
v
ξ0
ξ1
⎞
⎟⎠ ∈ X2, (2.6)
and deﬁne
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(u
v
ξ
)
=
⎛
⎝ v(au′)′
−α1u′(1) − γ1v(1)
⎞
⎠ , k = 0,1,
A2(t)
⎛
⎜⎝
u
v
ξ0
ξ1
⎞
⎟⎠=
⎛
⎜⎜⎝
v
(au′)′
α0u′(0) − γ0v(0)
−α1u′(1) − γ1v(1)
⎞
⎟⎟⎠ ,
with domains Di (i = 0,1,2), where
D0 :=
{(u
v
ξ
)
∈ H2(0,1) × H1(0,1) ×R; u(0) = v(0) = 0, ξ = v(1) + β1u′(1)
}
,
D1 :=
{(u
v
ξ
)
∈ H2(0,1) × H1(0,1) ×R; u′(0) = ρv(0), ξ = v(1) + β1u′(1)
}
,
D2 :=
⎧⎪⎨
⎪⎩
⎛
⎜⎝
u
v
ξ0
ξ1
⎞
⎟⎠ ∈ H2(0,1) × H1(0,1) ×R2; ξ j = v( j) + (−1) j+1β ju′( j), j = 0,1
⎫⎪⎬
⎪⎭ .
We see that Ai(t) (t  0, i = 0,1,2) are linear operators from Di to Xi . Let
Uk(t) =
( u(t, ·)
ut(t, ·)
ut(t,1) + β1ux(t,1)
)
, Ψk =
(
φ0
φ1
φ1(1) + β1φ′0(1)
)
(k = 0,1), (2.7)
U2(t) =
⎛
⎜⎝
u(t, ·)
ut(t, ·)
ut(t,0) − β0ux(t,0)
ut(t,1) + β1ux(t,1)
⎞
⎟⎠ , Ψ2 =
⎛
⎜⎝
φ0
φ1
φ1(0) − β0φ′0(0)
φ1(1) + β1φ′0(1)
⎞
⎟⎠ . (2.8)
Then, the IBVP (1.1) with (1.2) and (1.8-i) (i = 0,1, or 2) can be transformed into the nonlinear abstract
Cauchy problem in Xi :
{
U ′i (t) − Ai(t)Ui(t) + Fi(t,Ui(t)) = 0, t  0,
Ui(0) = Ψi . (NAC P )i
In order to handle this problem, we ﬁrst discuss the properties of the linear operators Ai(t).
To this end, we take into account the norms ‖ · ‖i,t on Xi , corresponding to the inner products
〈u0, u˜0〉0,t :=
1∫
0
(
au′u˜′ + v v˜)dx+ a(t,1)(α1 + β1γ1)−1ξ ξ˜ ,
〈u1, u˜1〉1,t :=
1∫ (
au′u˜′ + uu˜ + v v˜)dx+ a(t,1)(α1 + β1γ1)−1ξ ξ˜ ,0
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(u
v
ξ
)
, u˜k =
( u˜
v˜
ξ˜
)
∈ Xk (k = 0,1),
〈u2, u˜2〉2,t :=
1∫
0
(
au′u˜′ + uu˜ + v v˜)dx+ 1∑
j=0
a(t, j)(α j + β jγ j)−1ξ j ξ˜ j,
for u2 =
⎛
⎜⎝
u
v
ξ0
ξ1
⎞
⎟⎠ , u˜2 =
⎛
⎜⎝
u˜
v˜
ξ˜0
ξ˜1
⎞
⎟⎠ ∈ X2.
It’s clear that each ‖ · ‖i,t is equivalent to the usual norm on Xi . Put
B1u1 :=
( 0
u
0
)
, for u1 =
(u
v
ξ
)
∈ X1,
B2u2 :=
⎛
⎜⎝
0
u
0
0
⎞
⎟⎠ , for u2 =
⎛
⎜⎝
u
v
ξ0
ξ1
⎞
⎟⎠ ∈ X2,
A0i(t) := Ai(t) − Bi (t  0, B0 := 0, i = 0,1,2).
Fix t ∈ [0,∞). We next show that A02(t) generates a strongly continuous semigroup of contractions
on (X2,‖ · ‖2,t ). To this end, we observe that for u = (u, v, ξ0, ξ1)T ∈ D2,
〈
A02(t)u,u
〉
2,t =
1∫
0
[
av ′u′ + vu + ((au′)′ − u)v]dx
+
1∑
j=0
a(t, j)(α j + β jγ j)−1
[
(−1) jα ju′( j) − γ j v( j)
]
ξ j
= au′v|10 +
1∑
j=0
a(t, j)(α j + β jγ j)−1
[
(−1) j+2α ju′( j) − γ j v( j)
]
× [v( j) + (−1) j+1β ju′( j)]
= −
1∑
j=0
a(t, j)(α j + β jγ j)−1
[
α jβ j
(
u′( j)
)2 + γ j v2( j)] 0.
This means that A02(t) is dissipative.
On the other hand, given g = (g0, g1, η0, η1)T ∈ X2, we seek a solution u = (u, v, ξ0, ξ1)T ∈ D2 of
the equation A02(t)u− u = g; that is,
{ v − u = g0,
(au′)′ − u − v = g1,
(−1) jα u′( j) − γ v( j) − v( j)+ (−1) jβ u′( j) = η , j = 0,1.j j j j
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{
(au′)′ − 2u = g0 + g1,
(−1) j(α j + β j)u′( j) − (γ j + 1)u( j) = η j + (γ j + 1)g0( j), j = 0,1. (2.9)
The problem (2.9) can be rewritten as the variation equation
K (u,w) = Λw, ∀w ∈ H1(0,1), (2.10)
where
K (u,w) :=
1∫
0
(
au′w ′ + 2uw)dx+ 1∑
j=0
a(t, j)(α j + β j)−1(γ j + 1)u( j)w( j),
Λw := −
1∫
0
(g0 + g1)w dx−
1∑
j=0
a(t, j)(α j + β j)−1
[
(γ j + 1)g0( j) + η j
]
w( j).
Note that K (·,·) deﬁnes an inner product on H1(0,1), inducing an equivalent norm there, and that Λ
is a bounded linear functional on H1(0,1). Hence, Riesz’s theorem assures the existence of a solution
u ∈ H1(0,1) to Eq. (2.10). Taking w ∈ D(0,1) (the test function space) in (2.10) yields
−
1∫
0
au′w ′ dx =
1∫
0
(2u + g0 + g1)w dx,
which implies that u ∈ H2(0,1). Furthermore, using particular w in (2.10) and integrating by parts,
we get the boundary conditions as in (2.9).
Thus, we have proved that the operator A02(t) − I : D2 → X2 is surjective. The generation of a
strongly continuous contraction semigroup by A02(t) now follows from the Lumer–Phillips theorem
(cf., e.g., [9,10,15,22]). Analysis similar to the above applies to the operator A0k(t) (k = 0,1), and we
conclude that for any t  0, i = 0,1,2,
A0i(t) is the generator of a strongly continuous contraction semigroup on
(
Xi,‖ · ‖i,t
)
. (2.11)
Let t0 > 0 be ﬁxed, and write
c0 = sup
{∥∥at(t,0)∥∥∞ +
1∑
j=0
∣∣α′j(t)∣∣; 0 t  t0
}
,
a0 = inf
0tt0
∥∥a(t, ·)∥∥∞, δ0 = inf0tt0
j=0,1
(
α j(t) + β jγ j
)
.
Then c0 < ∞, a0 > 0, δ0 > 0 by (1.5), (1.6) and (1.7). Observe that for 0 t, s t0, x ∈ [0,1],
a(t, x)a−1(s, x) = 1+ (a(t, x) − a(s, x))a−1(s, x) 1+ c0a−10 |t − s| ec0a−10 |t−s|,(
α j(t) + β jγ j
)−1(
α j(s) + β jγ j
)
 1+ c0δ−10 |t − s| ec0δ
−1
0 |t−s|, j = 0,1.
3960 T.-J. Xiao, J. Liang / J. Differential Equations 252 (2012) 3953–3971Therefore,
‖u‖i,t  ec0(a−10 +δ−10 )|t−s|‖u‖i,s (u ∈ Xi, i = 0,1,2, 0 t, s t0). (2.12)
Now, we recall the following result obtained by Kato in [17] (see also [10, p. 426, Example 7.7.3]).
Let σ  0, and let ‖ · ‖t , t ∈ [0, T ], be a norm in a Banach space E equivalent to the original one. Assume
that there exists a constant c  0 with
‖u‖t  ec|t−s|‖u‖s (u ∈ E, 0 s, t  T ),
and that for each t ∈ [0, T ], A(t) − σ I generates a strongly continuous semigroup of contractions on
(E,‖ · ‖t). Then the family A(·) is stable; namely, there are constants M,ω > 0 such that the resolvent
set of A(t) contains (ω,∞) for any t ∈ [0, T ], and
∥∥(λ − A(sn))−1 · · · (λ − A(s1))−1∥∥ M(λ −ω)−n
valid for λ >ω, 0 s1  · · · sn  T (n = 1,2, . . .).
Accordingly, combining (2.11) and (2.12) permits us to deduce that for each i ∈ {0,1,2},
{A0i(t)}t∈[0,t0] is a stable family of generators of strongly continuous semigroups on Xi . So is{Ai(t)}t∈[0,t0] by an application of the perturbation theorem (cf., e.g., [22, p. 132, Theorem 2.2]),
since Bi ∈ L(Xi). Moreover, it is easy to see from our hypotheses (1.5), (1.6) about the coeﬃcients
a(t, ·),α j(t) that for u ∈ Di , Ai(·)u is continuously differentiable on [0,∞). Thus, in view of [22,
p. 145, Theorem 4.8], we claim that
There exists a unique evolution system {Ui(t, s)}0st<∞ on Xi such that for every u ∈ Di , Ui(t, s)u is
continuous in Di (equipped with the graph norm of Ai(0)), and for 0 s t < ∞,
∂
∂t
Ui(t, s)u = Ai(t)Ui(t, s)u, ∂
∂s
Ui(t, s)u = −Ui(t, s)Ai(s)u.
Let us now examine the operators Fi (i = 0,1,2) deﬁned in (2.5), (2.6). Obviously, they are con-
tinuously differentiable in t . On the other hand, we observe that for t  0, u, u˜ ∈ H1(0,1), and
v, v˜ ∈ L2(0,1),
b(t, ·, u˜)v˜ − b(t, ·,u)v =
1∫
0
d
dτ
[
b
(
t, ·,u + τ (u˜ − u))(v + τ (v˜ − v))]dτ
=
1∫
0
[
g
(
t,
(
u + τ (u˜ − u)
v + τ (v˜ − v)
))](
u˜ − u
v˜ − v
)
dτ , (2.13)
where g : [0,∞) × H1(0,1) × L2(0,1) →L(H1(0,1) × L2(0,1), L2(0,1))) is given by
[
g
(
t,
(
u
v
))](
u˜
v˜
)
:= [∂ub(t, ·,u)]vu˜ + b(t, ·,u)v˜.
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[
Gk(t,ui)
]
u˜k :=
⎛
⎜⎝
0[
g
(
t,
(
uk
vk
))](
u˜k
v˜k
)
0
⎞
⎟⎠ for uk =
(uk
vk
ξ
)
, u˜k =
( u˜k
v˜k
ξ˜
)
∈ Xk (k = 0,1),
[
G2(t,u2)
]
u˜2 :=
⎛
⎜⎜⎜⎜⎝
0[
g
(
t,
(
u2
v2
))](
u˜2
v˜2
)
0
0
⎞
⎟⎟⎟⎟⎠ for u2 =
⎛
⎜⎝
u2
v2
ξ0
ξ1
⎞
⎟⎠ , u˜2 =
⎛
⎜⎝
u˜2
v˜2
ξ˜0
ξ˜1
⎞
⎟⎠ ∈ X2.
It follows from (2.5), (2.6) and (2.13) that for any t  0, u, u˜ ∈ Xi ,
Fi(t, u˜) − Fi(t,u) =
1∫
0
[
Gi
(
t,u+ τ (u˜− u))](u˜− u)dτ . (2.14)
We see easily that Gi is a continuous mapping from [0,∞) × Xi to L(Xi). This indicates that Fi:
[0,∞) × Xi → Xi is continuously Fréchet differentiable. Also, we have, for every t1 > 0, r > 0,
L(t1, r) := sup
{∥∥Gi(t,u)∥∥L(Xi); t ∈ [0, t1], u ∈ Xi, ‖u‖ 2r}< ∞,
which, together with (2.14), yields that∥∥Fi(t, u˜) − Fi(t,u)∥∥ L(t1, r)‖u˜− u‖ (2.15)
for all t ∈ [0, t1], and u, u˜ ∈ Xi with ‖u‖,‖u˜‖ r.
Let Ψi ∈ Di . Making use of the properties of the evolution system Ui(t, s), and the local Lipschitz
property (2.15) for Fi , we conclude, with the aid of a theorem of Segal [23, p. 343], that (NAC P )i has
a unique mild solution on a maximal interval of existence [0, tmax); i.e., there is a unique function
ui ∈ C([0, tmax); Xi) satisfying
ui(t) = Ui(t,0)Ψi +
t∫
0
Ui(t, s)Fi
(
s,ui(s)
)
ds, t ∈ [0, tmax), (2.16)
and either tmax = ∞ or else
lim
t→t−max
∥∥ui(t)∥∥Xi = ∞. (2.17)
Furthermore, the continuous Fréchet differentiability of Fi ensures that ui is a classical solution of
(NAC P )i ; that is
ui ∈ C1
([0, tmax); Xi)∩ C([0, tmax); Di)
and (NAC P )i holds for all t ∈ [0, tmax).
Denote by ui the ﬁrst component of ui . Then
ui ∈ C2
([0, tmax); L2(0,1))∩ C1([0, tmax); H1(0,1))∩ C([0, tmax); H2(0,1)),
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∂tui(·,1) + β1∂xui(·,1) ∈ C1
([0, tmax);R) if i = 0,1,
∂tui(·, j) + (−1) j+1β j∂xui(·, j) ∈ C1
([0, tmax);R) ( j = 0,1) if i = 2,
which solves uniquely the initial-boundary value problems (1.1), (1.2) and (1.8-i) for t ∈ [0, tmax).
Deﬁne the energies of the solutions by
Ei(t;u) := 12
1∫
0
(
u2t + au2x
)
dx+ 1
2
a(t,1)(α1 + β1γ1)−1
[
ut(t,1) + β1ux(t,1)
]2
, t  0 (2.18)
for the system (1.1), (1.2), and (1.8-i) (i = 0 or 1), and
E2(t;u) := 1
2
1∫
0
(
u2t + au2x
)
dx+ 1
2
1∑
j=0
a(t, j)(α j + β jγ j)−1
× [ut(t, j) + (−1) j+1β jux(t, j)]2, t  0 (2.19)
for the system (1.1), (1.2), and (1.8-2). Then, differentiating (2.18), (2.19), and using (1.5) and (1.6), we
obtain, for t ∈ [0, tmax),
dE0(t;u0)
dt
=
1∫
0
∂u0
∂t
[
∂
∂x
(
a
∂u0
∂x
)
− b ∂u0
∂t
]
dx+
1∫
0
[
1
2
at
(
∂u0
∂x
)2
+ a ∂u0
∂x
∂2u0
∂t∂x
]
dx
+ 1
2
(α1 + β1γ1)−1
[
at(t,1) − a(t,1)α′1(α1 + β1γ1)−2
][∂u0
∂t
(t,1) + β1 ∂u0
∂x
(t,1)
]2
− a(t,1)(α1 + β1γ1)−1
[
∂u0
∂t
(t,1) + β1 ∂u0
∂x
(t,1)
][
γ1
∂u0
∂t
(t,1) + α1 ∂u0
∂x
(t,1)
]

(
a
∂u0
∂t
∂u0
∂x
)∣∣∣∣
1
0
+
[
sup
x∈[0,1]
max
{
ata
−1,0
}+max{−α′1,0}(α1 + β1γ1)−2]E0(t,u0)
− a(t,1) ∂u0
∂t
(t,1)
∂u0
∂x
(t,1)
− a(t,1)(α1 + β1γ1)−1
[
γ1
(
∂u0
∂t
(t,1)
)2
+ α1β1
(
∂u0
∂x
(t,1)
)2]

[
sup
x∈[0,1]
max
{
ata
−1,0
}+max{−α′1,0}(α1 + β1γ1)−2]E0(t,u0), (2.20)
dE1(t;u1)
dt
−ρ
(
∂u1
∂t
(t,0)
)2
− a(t,1)(α1 + β1γ1)−1
[
γ1
(
∂u1
∂t
(t,1)
)2
+ α1β1
(
∂u1
∂x
(t,1)
)2]
+
[
sup
x∈[0,1]
max
{
ata
−1,0
}+max{−α′1,0}(α1 + β1γ1)−2]E1(t,u1)

[
sup
x∈[0,1]
max
{
ata
−1,0
}+max{−α′1,0}(α1 + β1γ1)−2]E1(t,u1), (2.21)
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dt
−
1∑
j=0
a(t, j)(α j + β jγ j)−1
[
γ j
(
∂u2
∂t
(t, j)
)2
+ α jβ j
(
∂u2
∂x
(t, j)
)2]
+
[
sup
x∈[0,1]
max
{
ata
−1,0
}+ 1∑
j=0
max
{−α′j,0}(α j + β jγ j)−2
]
E2(t,u2)

[
sup
x∈[0,1]
max
{
ata
−1,0
}+max{−α′1,0}(α1 + β1γ1)−2]E2(t,u2). (2.22)
Therefore, there is a continuous positive function h(·) on [0,∞) such that
Ei(t;ui) + 12
∥∥ui(t, ·)∥∥2L2 
(
Ei(0;ui) + 12
∥∥ui(0, ·)∥∥2L2
)
e
∫ t
0 h(τ )dτ , t ∈ [0, tmax), i = 0,1,2, (2.23)
which implies tmax = ∞. Indeed, if tmax < ∞ (to the contrary), then there exists a constant C0 > 0
such that
∥∥ui(t)∥∥Xi  C0, t ∈ [0, tmax),
by means of (2.7), (2.8) and (2.23). This is in contradiction with (2.17).
Finally, let uin,n = 1,2,3, . . . , be the classical solutions of (NAC P )i with uin(0) = Ψin ∈ Di , and
assume limn→∞ ‖Ψin − Ψi‖Xi = 0. In view of (2.16), we have
uin(t) − ui(t) = Ui(t,0)(Ψin − Ψi) +
1∫
0
Ui(t, s)
[
Fi
(
s,uin(s)
)− Fi(s,ui(s))]ds, t ∈ [0,∞). (2.24)
For any t1 > 0, there is a constant r1 > 0 such that
∥∥uin(t)∥∥Xi ,∥∥ui(t)∥∥Xi  r1, t ∈ [0, t1], n = 1,2,3, . . . ,
by the use of (2.23) again. Writing M := sup0stt1 ‖Ui(t, s)‖, we then obtain, from (2.24) and (2.15),
∥∥uin(t) − ui(t)∥∥ M‖Ψin − Ψi‖ + ML(t1, r1)
t∫
0
∥∥uin(s) − ui(s)∥∥ds, t ∈ [0, t1],
so that
∥∥uin(t) − ui(t)∥∥ M‖Ψin − Ψi‖eML(t1,r1)t, t ∈ [0, t1].
This leads to the desired continuous dependence (2.4) of the solutions (to the initial-boundary value
problem) on their initial data, and therefore ﬁnishes the proof. 
From the proof of Theorem 2.2, we can obtain the following wellposedness result concerning the
related linear problems.
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⎪⎪⎩
utt −
(
a(t, x)ux
)
x + b2(t, x)ut + b1(t, x)ux + b0(t, x)u = 0, t  0, x ∈ (0,1),
utt(t, j) + (−1) j+1
(
α j(t)ux(t, j) + β jutx(t, j)
)+ γ jut(t, j) + c j(t)u(t, j) = 0,
t  0, j = 0,1,
u(0, x) = φ0(x), ut(0, x) = φ1(x), x ∈ [0,1],
(2.25)
where
bl(t, ·) ∈ C1
([0,∞); L∞(0,1)) (l = 0,1,2), c j ∈ C1([0,∞);R) ( j = 0,1),
has a unique classical solution u in the class (2.1) with (2.2) and (2.3), satisfying
∥∥u(t, ·)∥∥H1 + ∥∥ut(t, ·)∥∥L2 +
1∑
j=0
∣∣ut(t, j) + (−1) j+1β jux(t, j)∣∣
 M(t)
(
‖φ0‖H1 + ‖φ1‖L2 +
1∑
j=0
∣∣φ1( j) + (−1) j+1β jφ′0( j)∣∣
)
, t  0
for a locally bounded positive function M(·) on [0,∞).
Proof. Deﬁne B˜(t), A˜(t) by
B˜(t)u :=
⎛
⎜⎝
0
(−b0 + 1)u − b1u′ − b2v
c0u(0)
c1u(1)
⎞
⎟⎠ , for u =
⎛
⎜⎝
u
v
ξ0
ξ1
⎞
⎟⎠ ∈ X2,
A˜(t) := A02(t) + B˜(t).
It is clear that B˜(t) are bounded linear operators on X2, with
sup
0tt0
∥∥B˜(t)∥∥< ∞ for any t0 > 0.
Therefore, we see from the proof of Theorem 2.2 that the family { A˜(t)}0tt0 is stable. This gives the
result as desired. 
Remark 2.4. A different treatment of the wellposedness problem regarding (2.25), with bl = 0 (l =
0,1,2), β j, γ j = 0, c j  0 ( j = 0,1), and (c0(t), c1(t)) = (0,0), can be found in [12].
3. Exponential stability
We begin with two inequalities which are crucial for the proofs of our stability results.
Lemma 3.1. Assume
T−20 := inft0, x∈[0,1]a(t, x) > 0, supt0
(∥∥ax(t, ·)∥∥∞ + a(t,0))< ∞, (3.1)
sup
{
b(t, x, y); t  0, x ∈ [0,1], y ∈ R with |y| r}< ∞ for r > 0. (3.2)
Then, there exists a locally bounded positive function C(·) such that for any s 0, T > 2T0 ,
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s+T0
(
u2t (t, i) + u2x(t, i)
)
dt  C(R)
s+T∫
s
(
u2t (t, j) + u2x(t, j)
)
dt, (i, j) = (0,1) or (1,0), (3.3)
s+T−T0∫
s+T0
1∫
0
(
u2t + u2x
)
dxdt  C(R)
s+T∫
s
(
u2t (t, j) + u2x(t, j)
)
dt, j = 0 or 1, (3.4)
whenever u is a solution to Eq. (1.1) in the class (2.1), satisfying
R := sup
t0
∥∥u(t, ·)∥∥H1 < ∞. (3.5)
Proof. Setting v1 = ux and v2 = ut , we have⎧⎪⎪⎨
⎪⎪⎩
∂v1
∂t
− ∂v2
∂x
= 0,
∂v2
∂t
− a ∂v1
∂x
= axv1 − bv2
by (1.1), which is equivalent to the system of equations
(
∂v1
∂ξ
− a− 12 ∂v1
∂τ
)
+ a− 12
(
∂v2
∂ξ
− a− 12 ∂v2
∂τ
)
=
(
∂v1
∂ξ
+ a− 12 ∂v1
∂τ
)
− a− 12
(
∂v2
∂ξ
+ a− 12 ∂v2
∂τ
)
= −a−1(aξ v1 − bv2), τ  0, ξ ∈ [0,1]. (3.6)
Given (t, x) ∈ [0,∞) × [0,1], we denote by τl(ξ ; t, x), l = 1,2, the solutions to the problems
dτl
dξ
= (−1)la− 12 (τl, ξ), τl(x) = t.
Integrating the equations in (3.6) along the paths {(ξ, τl(ξ ; t, x)); ξ ∈ [0, x]} yields
vk(t, x) =
2∑
l, j=1
ηkl(t, x)
{
[ηl j v j]
(
τl(0; t, x),0
)+
x∫
0
[(
∂ηl j
∂ξ
+ λ j
)
v j
](
τl(ξ ; t, x), ξ
)
dξ
}
,
k = 1,2, (t, x) ∈ [0,∞) × [0,1] with t  τ2(x;0,0). (3.7)
Here,
(ηl j) :=
(
1 a− 12
1 −a− 12
)
,
(
ηkl
) := (ηl j)−1 = 12
(
1 1
a
1
2 −a 12
)
,
λ1 := −a−1aξ , λ2(τ , ξ) := a−1(τ , ξ)b
(
τ , ξ,u(τ , ξ)
) (
τ  0, ξ ∈ [0,1]).
From (3.2) and (3.5), one knows
b
(
τ , ξ,u(τ , ξ)
)
 C0(R), τ  0, ξ ∈ [0,1], (3.8)
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constant C1(R) such that the following estimates hold:
∣∣vk(t, x)∣∣ C1(R) 2∑
l, j=1
{∣∣v j(τl(0; t, x),0)∣∣+
x∫
0
∣∣v j(τl(ξ ; t, x), ξ)∣∣dξ
}
, (3.9)
for k, t, x as in (3.7). Notice
τ2(ξ ; s,0) s + T0 < s + T − T0  τ1(ξ ; s + T ,0), ξ ∈ [0,1], (3.10)
and let s 0, T > 2T0 and
Ωs,T =
{
(τ , ξ); ξ ∈ [0,1], τ2(ξ ; s,0) τ  τ1(ξ ; s + T ,0)
}
.
It is clear that for (t, x) ∈ Ωs,T , the arc {(ξ, τl(ξ ; t, x)); ξ ∈ [0,1]} lies within Ωs,T . We denote
τξ1 = τ1(ξ ; s + T ,0), τξ2 = τ2(ξ ; s,0), ξ ∈ [0,1]
for convenience. Then, making use of (3.9) gives that for each x ∈ [0,1], k = 0,1,
∥∥vk(·, x)∥∥L2(τx2,τx1)
 C1(R)
2∑
l, j=1
{∥∥v j(τl(0; ·, x),0)∥∥L2(τx2,τx1) +
x∫
0
∥∥v j(τl(ξ ; ·, x), ξ)∥∥L2(τx2,τx1) dξ
}
. (3.11)
Observe that for (t, x) ∈ Ωs,T , ξ ∈ [0,1],
∂τl(ξ ; t, x)
∂t
= exp
{ ξ∫
x
1
2
(−1)l+1[a− 32 a′1](τl(ξ ; t, x), ξ)dξ
}
from the theory of ODEs; here and below, by a′i , i = 1,2, we mean the partial derivative of a with
respect to the ith variable. Substituting ξ = ξl(τ ; t, x) (the inverse function of τl(·; t, x)), we ﬁnd
(−1)l+1
ξ∫
x
[
a−
3
2 a′1
](
τl(ξ ; t, x), ξ
)
dξ
= −
τl(ξ ;t,x)∫
t
[
a−1a′1
](
τ , ξl(τ ; t, x)
)
dτ
= ln(a(t, x)a−1(τl(ξ ; t, x), ξ))+ (−1)l
τl(ξ ;t,x)∫
t
[
a−
1
2 a′2
](
τ , ξl(τ ; t, x)
)
dτ ,
so that
∂τl(ξ ; t, x)  M, (t, x) ∈ Ωs,T , ξ ∈ [0,1],
∂t
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τx1∫
τx2
∣∣v j(τl(ξ ; t, x), ξ)∣∣2 dt =
τl(ξ ;τx1,x)∫
τl(ξ ;τx2,x)
∣∣v j(τ , ξ)∣∣2
(
∂τl
∂t
)−1(
ξ ; tl(τ ), x
)
dτ
 M−1
τξ1∫
τξ2
∣∣v j(τ , ξ)∣∣2 dτ , x, ξ ∈ [0,1], l = 1,2,
where tl(·) stands for the inverse function of τl(ξ ; ·, x). Accordingly, we deduce from (3.11) that for
x ∈ [0,1],
2∑
j=1
∥∥v j(·, x)∥∥L2(τx2,τx1)  2M− 12 C1(R)
2∑
j=1
∥∥v j(·,0)∥∥L2(τ02,τ01)
+ 2M− 12 C1(R)
x∫
0
2∑
j=1
∥∥v j(·, ξ)∥∥L2(τξ2,τξ1) dξ,
which implies
2∑
j=1
∥∥v j(·, x)∥∥L2(τx2,τx1)  2M− 12 C1(R)exp(2M− 12 C1(R)x)
2∑
j=1
∥∥v j(·,0)∥∥L2(τ02,τ01).
Therefore, there is a constant C2(R) > 0 such that
2∑
j=1
∥∥v j(·, x)∥∥L2(s+T0,s+T−T0)  C2(R)
2∑
j=1
∥∥v j(·,0)∥∥L2(s,s+T ), x ∈ [0,1],
by means of (3.10). It follows immediately that for x ∈ [0,1],
s+T−T0∫
s+T0
(
u2t (t, x) + u2x(t, x)
)
dt  4C22(R)
s+T∫
s
(
u2t (t,0) + u2x(t,0)
)
dt. (3.12)
This proves (3.3) with (i, j) = (1,0); it is evident that the (1,0) can be replaced by (0,1). Clearly,
(3.4) is an immediate consequence of (3.12). Thus, the proof is complete. 
From the above arguments, we can also obtain the following result.
Lemma 3.2. Suppose that (3.1) is satisﬁed, and
sup
{
b(t, x, y); t  0, x ∈ [0,1], y ∈ R}< ∞. (3.13)
Then, there is a constant C > 0 such that for any s  0, T > 2T0 , (3.3) and (3.4) hold true (with C in place
of C(R)), whenever u is a solution to Eq. (1.1) in the class (2.1).
Now, we are in a position to present our stability theorems.
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β1 > 0, γ1 > 0, inf
t0
α1(t) > 0, sup
t0
α1(t) < ∞, (3.14)
and there exists a nonnegative function θ(t) ∈ L1([0,∞)) such that
at(t, x) θ(t), t  0, x ∈ [0,1], (3.15)
−α′1(t) θ(t), t  0. (3.16)
Then, for each R > 0 there are constants MR , ωR > 0 such that
E0(t;u) MRe−ωRt, t  0, (3.17)
for any solution of the IBVP (1.1), (1.2) and (1.8-0) in the class (2.1) with (2.2), whenever E0(0;u) R.
Proof. By (3.1) and (3.14)–(3.16), there exists a constant L1 > 0 such that
sup
x∈[0,1]
max
{
ata
−1,0
}+max{−α′1,0}(α1 + β1γ1)−1  L1θ(t), t  0. (3.18)
Then, making use of (2.20), we get
d
dt
E0(t;u) L1θ(t)E0(t;u) − a(t,1)(α1 + β1γ1)−1
[
γ1u
2
t (t,1) + α1β1u2x(t,1)
]
. (3.19)
Therefore
E0(t2;u) exp
(
L1
t2∫
t1
θ(s)ds
)
E0(t1;u) L0E0(t1;u), t2  t1  0, (3.20)
where L0 := exp(L1
∫∞
0 θ(s)ds). Accordingly, we have
1∫
0
u2(t, x)dx
1∫
0
u2x(t, x)dx T 20
1∫
0
au2x(t, x)dx 2T 20 L0E0(0;u) 2RT 20 L0, t  0,
noting (3.1) and the boundary condition u(t,0) ≡ 0.
Thus, we can invoke Lemma 3.1 to conclude, by (3.1), (3.14)–(3.16) and (3.20),
T0L
−1
0 E0
(
3(n + 1)T0;u
)

(3n+2)T0∫
(3n+1)T0
E0(t;u)dt  MR Jn
(
3(n + 1)T0
)
, (3.21)
for some constant MR > 0 (depending on R), where
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t∫
3nT0
a(s,1)(α1 + β1γ1)−1
[
γ1u
2
s (s,1) + α1β1u2x(s,1)
]
ds,
t ∈ [3nT0,3(n + 1)T0], n = 0,1,2, . . . .
Then, it follows from (3.19) that for t ∈ [3nT0,3(n + 1)T0],
E0(t;u) + Jn(t) E0(3nT0;u) + L1
3(n+1)T0∫
3nT0
θ(s)E0(s;u)ds,
and hence
E0
(
3(n + 1)T0;u
)+ Jn(3(n + 1)T0) exp
(
L1
3(n+1)T0∫
3nT0
θ(s)ds
)
E0(3nT0;u).
This and (3.21) together ensure the existence of nR ∈ N and CR > 1 such that
E0
(
3(n + 1)T0;u
)
 C−1R E0(3nT0;u), n nR .
Therefore, we obtain (noting (3.20)), after a simple calculation,
E0(t;u) L20CnR+1R E0(0;u)exp
[
− 1
3T0
(lnCR)t
]
, t  3nR T0.
Combined with (3.20) again, this conﬁrms (3.17). 
Theorem 3.4. Let (3.1), and (3.13)–(3.16) hold. Then there exist constants M, ω > 0 such that
E0(t;u) E0(0;u)Me−ωt, t  0
for any solution of the initial boundary value problem (1.1), (1.2) and (1.8-0) in the class (2.1) with (2.2).
The proof is similar to that of Theorem 3.3, with the use of Lemma 3.2 here (instead of Lemma 3.1).
Theorem 3.5. Suppose (3.1), (3.13), (3.15) and (3.16) are satisﬁed. If either (3.14) or
ρ > 0, inf
t0
(
α1(t) + β1γ1
)
> 0 (3.22)
holds, then there exist constants M, ω > 0 such that
E1(t;u) E1(0;u)Me−ωt, t  0
for any solution of the initial boundary value problem (1.1), (1.2) and (1.8-1) in the class (2.1) with (2.2).
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d
dt
E1(t;u) L1θ(t)E1(t;u) − ρu2t (t,0) − a(t,1)(α1 + β1γ1)−1
[
γ1u
2
t (t,1) + α1β1u2x(t,1)
]
. (3.23)
From this, we can deal with the case of (3.14) analogously as for Theorem 3.4. In the case of (3.22),
one has, in view of Lemma 3.2,
(3n+2)T0∫
(3n+1)T0
E1(t;u)dt  M1
3(n+1)T0∫
3nT0
(
u2t (t,0) + u2x(t,0)
)
dt
= M1
(
1+ ρ2)
3(n+1)T0∫
3nT0
u2t (t,0)dt, n = 0,1,2, . . . ,
for some constant M1 > 0; in addition,
ρu2t (t,0) +
dE1(t;u)
dt
 L1θ(t)E1(t;u), t  0
by (3.23) and (3.18). Then, proceeding as in the second part of the proof of Theorem 3.3, we derive
the required uniform exponential decay of the energy E1(t;u). 
Theorem 3.6. Let (3.1) and (3.13)–(3.16) hold. If
inf
t0
(
α0(t) + β0γ0
)
> 0, −α′0(t) θ0(t), t  0
for a nonnegative function θ0 ∈ L1([0,∞)), then there exist constants M, ω > 0 such that
E2(t;u) E2(0;u)Me−ωt, t  0
for any solution of the initial boundary value problem (1.1), (1.2) and (1.8-2) in the class (2.1) with (2.2) and
(2.3).
Proof. By (2.22), we get
d
dt
E2(t;u) L1θ(t)E2(t;u) −
1∑
j=0
a(t, j)(α j + β jγ j)−1
[
γ ju
2
t (t, j) + α jβ ju2x(t, j)
]
. (3.24)
Also, Lemma 3.2 implies (3.21), where we used both (3.3) and (3.4). This together with (3.24) leads
to the desired estimate for E2, in the same way as for E0, E1. 
Remark 3.7. Since it is allowed to take ρ = 0 or β1, γ1 = 0 in Theorem 3.5, and take β0, γ0 = 0 in
Theorem 3.6, we see that the uniform exponential stability for E1 and E2, like for E0, can be achieved
by applying controls at only one end.
Remark 3.8. A prototype of the estimate (3.4) can be founded in, e.g., Lions [19, p. 6, (1.21)]. The
estimate (3.3) is somewhat out of expectations, which plays a key role in the proof of Theorem 3.6,
when the feedback control is only put at one end. Moreover, these two estimates suit any type of
boundary conditions, and are of independent interest.
T.-J. Xiao, J. Liang / J. Differential Equations 252 (2012) 3953–3971 3971Remark 3.9. The assumption (3.15) implies that the coeﬃcients are asymptotically constant in time
t . Indeed, just as one has already known for the stability of ordinary differential equations, it is very
hard to ﬁnd more general conditions for the stability of concern. Moreover, our results are new even
for the autonomous case when a, b, α0 and α1 are time independent.
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