Abstract. In this paper, the notion of bi-Boolean independence for non-unital pairs of algebras is introduced thereby extending the notion of Boolean independence to pairs of algebras. The notion of B-(ℓ, r)-cumulants is defined via a bi-Boolean moment-cumulant formula over the lattice of bi-interval partitions, and it is demonstrated that bi-Boolean independence is equivalent to the vanishing of mixed B-(ℓ, r)-cumulants. Furthermore, some of the simplest bi-Boolean convolutions are considered, and a bi-Boolean partial η-transform is constructed for the study of limit theorems and infinite divisibility with respect to the additive bi-Boolean convolution. In particular, a bi-Boolean Lévy-Hinčin formula is derived in perfect analogy with the bi-free case, and some Bercovici-Pata type bijections are provided. Additional topics considered include the additive bi-Fermi convolution, some relations between the (ℓ, r)-and B-(ℓ, r)-cumulants, and bi-Boolean independence in an amalgamated setting.
Introduction
By the classification work [16, 25] there are only three symmetric notions of universal independences: classical independence, free independence, and Boolean independence [26] . From a combinatorial point of view, the main difference between these notions of independence is the lattice of partitions used to describe the moment-cumulant formula. The entire lattice of partitions is required to study classical independence whereas one restricts to the non-crossing partitions and further restricts to the interval partitions to study free independence and Boolean independence respectively.
Recently in [27] , Voiculescu introduced bi-free probability as a generalization of free probability to enable the study of non-commutative left and right actions of algebras on a reduced free product space simultaneously. To study bi-free probability via moment-cumulant formula, permutations of the lattice of non-crossing partitions, known as bi-non-crossing partitions, are used. Since its inception, the theory has attracted a lot of attention and quickly developed by the substantial work of various authors. For a summary of the current stage of bi-free probability, we refer to the survey [29] by Voiculescu himself and the references therein.
These notions of independence implement the use of a single state. By adding an additional state, extensions may be obtained. For example, the notion of conditionally free independence [5, 6] includes both free independence and Boolean independence as special cases by choosing the states appropriately. In our previous paper [11] , the notion of conditionally bi-free independence was introduced as an extension of bifree independence to the two-state setting and as an extension of conditionally free independence to pairs of algebras. By selecting pairs of states in the same manner as one does to obtain Boolean independence from conditional free independence, a notion of Boolean independence for pairs of algebras, called bi-Boolean independence, is obtained as a specific instance of conditional bi-free independence. The main purpose of this paper is to study bi-Boolean independence as an avenue for better understanding bi-free independence and as bi-Boolean independence is an intriguing case of conditional bi-free independence.
Excluding this introduction, this paper has seven sections organized as follows. In Section 2, several notions of non-commutative independences are recalled; namely free, Boolean, c-free, bi-free, and c-bi-free independences, with an emphasis on the combinatorial aspects and moment-cumulant formulae.
In Section 3, the notion of bi-Boolean independence for pairs of algebras is introduced as a rule of calculating mixed moments and is related to c-bi-free independence. The lattice of bi-interval partitions is introduced, from which the family of B-(ℓ, r)-cumulants can be defined. It is then demonstrated that B-(ℓ, r)-cumulants have the required vanishing property and thus can be used to characterize bi-Boolean independence.
In Section 4, some of the simplest bi-Boolean convolutions are considered. In particular, a bi-Boolean partial η-transform is constructed (which linearizes the additive bi-Boolean convolution) and a functional equation is derived relating it to the Cauchy transform. On the other hand, a slight curiosity arises when multiplication is involved as one needs to decide whether to use the usual multiplication or the opposite multiplication on the right variables. As it is not clear which multiplication is preferred, both convolutions will be studied, and it is demonstrated how the reduced bi-Boolean partial η-transform can be used to obtain the convolved distributions. However, it is not known whether there is a corresponding transform with the multiplicative property.
In Section 5, various limit theorems with respect to the additive bi-Boolean convolution are considered. Due to the fact that the additive bi-Boolean convolution is really just a special case of the additive c-bi-free convolution as studied in [11, Section 6] , only the statements are presented for illustration purposes. In particular, infinite divisibility is addressed and a bi-Boolean Lévy-Hinčin formula is derived which, together with the work of [13] , naturally leads to a two-dimensional Bercovici-Pata bijection. Although every probability measure on R is infinitely divisible with respect to the additive Boolean convolution, the same is not true for probability measures on R 2 with respect to the additive bi-Boolean convolution. In Section 6, another special case of the additive c-bi-free convolution, called the additive bi-Fermi convolution, is considered as the two-dimensional version of the notion of additive Fermi convolution introduced in [18] . It is shown that the extension from Fermi convolution to bi-Fermi convolution is completely analogous to the extension from Boolean convolution to bi-Boolean convolution from both combinatorial and analytic viewpoints. In particular, the two notions (i.e., bi-Boolean and bi-Fermi) coincide under special circumstances.
In Section 7, the (general) bi-free R-transform and bi-Boolean η-transform are studied in an algebraic framework for two-faced families of non-commutative random variables. The coefficients of these transforms are, by definition, (ℓ, r)-and B-(ℓ, r)-cumulants of such families, and an explicit formula is derived relating these coefficients. Moreover, two bijections are defined and studied analogous to the results in [1] , and a special property of one of these bijections is proved. Consequently, another multiplicative bi-free convolution is re-considered where the usual multiplication is used on the left variables and the opposite multiplication is used on the right variables.
Finally, in Section 8, the notion of bi-Boolean independence is extended to an amalgamated setting. Operator-valued bi-Boolean cumulants are defined and shown to linearize operator-valued bi-Boolean independence as expected. Moreover, an operator-valued bi-Boolean partial η-transform is constructed, which is a function of two variables, and a functional equation relating it to the moment series is presented.
Preliminaries
In this section, we briefly review several notions of independence that are relevant to this paper. The main purpose is to develop notations that will be used later, and we shall only discuss the combinatorial aspects of the theories; namely the corresponding cumulants and moment-cumulant formulae.
2.1. Free, Boolean, and c-free independences. We begin with free and Boolean independences. Definition 2.1. Let (A, ϕ) be a non-commutative probability space.
(1) A family {A k } k∈K of unital subalgebras of A is said to be freely independent with respect to ϕ if ϕ(a 1 · · · a n ) = 0 whenever a j ∈ A kj , k j ∈ K, k 1 = · · · = k n , and ϕ(a j ) = 0 for all 1 ≤ j ≤ n. (2) A family {A k } k∈K of subalgebras of A is said to be Boolean independent with respect to ϕ if ϕ(a 1 · · · a n ) = ϕ(a 1 ) · · · ϕ(a n ) whenever a j ∈ A kj , k j ∈ K, and k 1 = · · · = k n .
Note that if A 1 and A 2 are two Boolean independent unital subalgebras in (A, ϕ), then for all a ∈ A 1 and n ≥ 1 ϕ(a n ) = ϕ(a1a1 · · · a1) = ϕ(a)ϕ(1)ϕ(a)ϕ(1) · · · ϕ(a)ϕ(1) = ϕ(a) n .
Similarly ϕ(b n ) = ϕ(b) n for all b ∈ A 2 . In this case, the independence is rather trivial, and hence we restrict to non-unital subalgebras. For the same reason, the notion of bi-Boolean independence will be defined for non-unital pairs of algebras.
For the combinatorial approach, the main idea is to express moments in terms of other quantities, called cumulants, by summing over certain partitions. Definition 2.2. Let π = {V 1 , . . . , V r } be a partition of {1, . . . , n}.
(1) The partition π is said to be crossing if there exist a < b < c < d such that a, c ∈ V i , b, d ∈ V j , and V i = V j . If π is not crossing, then it is said to be non-crossing. The set of non-crossing partitions of {1, . . . , n} is denoted by N C(n). (2) A block V i of π is said to be an interval if V i is of the form V i = {k, k + 1, . . . , k + ℓ} for some k ≥ 1 and 0 ≤ ℓ ≤ n − k. The partition π is said to be an interval partition if every block of π is an interval. The set of interval partitions of {1, . . . , n} is denoted by I(n).
If a 1 , . . . , a n are random variables in a non-commutative probability space (A, ϕ) and V = {v 1 < · · · < v s } is a block of some partition of {1, . . . , n}, then we set (a 1 , . . . , a n )| V := (a v1 , . . . , a vs ). The free and Boolean cumulants are recursively defined as follows.
Definition 2.3 ( [24, 26] ). Let (A, ϕ) be a non-commutative probability space. The families of free cumulants and Boolean cumulants with respect to ϕ are respectively the families of multilinear functionals {κ n : A n → C} n≥1 and {B n : A n → C} n≥1
uniquely determined by the requirements that for all n ≥ 1 and a 1 , . . . , a n ∈ A ϕ(a 1 · · · a n ) = π∈N C(n) κ π (a 1 , . . . , a n ) and ϕ(a 1 · · · a n ) = π∈I(n)
B π (a 1 , . . . , a n )
where κ π (a 1 , . . . , a n ) = V ∈π κ |V | ((a 1 , . . . , a n )| V ) and B π (a 1 , . . . , a n ) = V ∈π B |V | ((a 1 , . . . , a n )| V ).
Given a partition π = {V 1 , . . . , V r } of {1, . . . , n} with blocks V i = {v i,1 < · · · < v i,si }, set ϕ π (a 1 , . . . , a n ) :
ϕ(a vi,1 · · · a vi,s i ).
For π 1 ∈ N C(n) and π 2 ∈ I(n), we obtain via Möbius inversions (see [24, 26] ) that κ π1 (a 1 , . . . , a n ) = σ1∈N C(n) σ1≤π1 ϕ σ1 (a 1 , . . . , a n )µ N C (σ 1 , π 1 )
B π2 (a 1 , . . . , a n ) = σ2∈I(n) σ2≤π2 ϕ σ2 (a 1 , . . . , a n )µ I (σ 2 , π 2 ), where σ ≤ π denotes σ is a refinement of π, µ N C and µ I denote the Möbius functions on the lattices N C and I of all non-crossing partitions and all interval partitions respectively. One of the main advantages for switching from moments to cumulants is that the corresponding independence is much easier to describe on the level of cumulants. More specifically, a family {A k } k∈K of unital (respectively non-unital) subalgebras in a non-commutative probability space (A, ϕ) is freely (respectively Boolean) independent with respect to ϕ if and only if κ n (a 1 , . . . , a n ) = 0 (respectively B n (a 1 , . . . , a n ) = 0) whenever n ≥ 2, a j ∈ A kj , and there exist i and j such that k i = k j (see [24, 26] ).
Consider now the framework where A is a unital algebra equipped with two unital linear functionals ϕ and ψ. In this setting, Bożejko, Leinert, and Speicher [5, 6] introduced the notion of c-free independence as follows.
Definition 2.4. Let (A, ϕ, ψ) be a two-state non-commutative probability space. A family {A k } k∈K of unital subalgebras of A is said to be conditionally freely independent (c-free for short) with respect to (ϕ, ψ) if
whenever a j ∈ A kj , k j ∈ K, k 1 = · · · = k n , and ψ(a j ) = 0 for all 1 ≤ j ≤ n.
Note that c-free independence with respect to (ϕ, ψ) automatically implies free independence with respect to ψ, and hence implies the vanishing of mixed free cumulants. To characterize c-free independence in terms of cumulants, another family is required.
Definition 2.5. Given π ∈ N C(n), a block V of π is said to be inner if there exists another block W of π and a, b ∈ W such that a < v < b for some (hence all) v ∈ V . A block of π is said to be outer if it is not inner.
Definition 2.6 ( [5, 6] ). Let (A, ϕ, ψ) be a two-state non-commutative probability space. The family of c-free cumulants with respect to (ϕ, ψ) is the family of multilinear functionals {K n : A n → C} n≥1 uniquely determined by the requirement that for all n ≥ 1 and a 1 , . . . , a n ∈ A
where
and {κ n : A n → C} n≥1 denotes the family of free cumulants with respect to ψ.
The notion of c-free independence can now be described as the vanishing of mixed free and c-free cumulants (see [5] ).
2.2.
Bi-free and c-bi-free independences. Bi-free independence was introduced by Voiculescu [27] as a generalization of free independence for pairs of algebras, where a pair of algebra in a non-commutative probability space (A, ψ) is an ordered pair (A ℓ , A r ) of subalgebras of A. We call A ℓ the left algebra and A r the right algebra of the pair (A ℓ , A r ). In [11] , we introduced the notion of c-bi-free independence for pairs of algebras in the setting of a two-state non-commutative probability space (A, ϕ, ψ) such that c-bi-free independence reduces to bi-free independence when ϕ = ψ and reduces to c-free independence when only left or only right algebras are considered. For the theoretical definitions of bi-free and c-bi-free independences in terms of actions on a reduced free product space, we refer to [27, Definition 2.6] and [11, Definition 3.4] respectively. To describe the mixed moments of a family {(A k,ℓ , A k,r )} k∈K of pairs of algebras and the corresponding cumulants, we introduce the following definitions and notations.
Throughout the rest, a map χ : {1, . . . , n} → {ℓ, r} is used to designate whether the j th random variable in a sequence of n random variables is a left variable (when χ(j) = ℓ) or a right variable (when χ(j) = r), and a map ω : {1, . . . , n} → K is used to designate the index in K of the j th random variable. Given a map χ : {1, . . . , n} → {ℓ, r} with χ −1 ({ℓ}) = {i 1 < · · · < i p } and χ −1 ({r}) = {i p+1 > · · · > i n }, define a permutation s χ on {1, . . . , n} by s χ (j) = i j for 1 ≤ j ≤ n, and define a total order ≺ χ on {1, . . . , n} by i 1 ≺ χ · · · ≺ χ i n . A subset V ⊂ {1, . . . , n} is said to be a χ-interval if it is an interval with respect to ≺ χ . In addition, we define min ≺χ (V ) and max ≺χ (V ) to be the minimal and maximal elements of V with respect to ≺ χ respectively. Definition 2.7. A partition π of {1, . . . , n} is said to be bi-non-crossing (with respect to χ) if s −1 χ ·π ∈ N C(n); that is, the partition formed by applying s −1 χ to the blocks of π is a non-crossing partition. Equivalently, π is a non-crossing partition with respect to ≺ χ . The set of bi-non-crossing partitions with respect to χ is denoted by BN C(χ), which is a lattice and the minimal and maximal elements (with respect to ≤) are denoted by 0 χ and 1 χ respectively.
Bi-non-crossing partitions corresponding to a given map χ : {1, . . . , n} → {ℓ, r} can be represented diagrammatically by placing n nodes labelled 1 to n on two vertical dashed lines from top to bottom in increasing order with node j on the left or right depending on whether χ(j) = ℓ or χ(j) = r, and connecting the nodes which are in the same block using only horizontal and vertical lines in a non-crossing way. Moreover, given a bi-non-crossing partition π ∈ BN C(χ), the vertical segment of a block V of π will be referred to as the spine of V and the horizontal segments connecting the nodes to the spine of V will be referred to as the ribs of V . To introduce the corresponding cumulants, we need the following analogues of inner and outer blocks.
Definition 2.8. Given χ : {1, . . . , n} → {ℓ, r} and π ∈ BN C(χ), a block V of π is said to be interior if there exists another block W of π such that min ≺χ (W ) ≺ χ min ≺χ (V ) and max ≺χ (V ) ≺ χ max ≺χ (W ). A block of π is said to be exterior if it is not interior.
Definition 2.9 ( [11, 15] ). Let (A, ϕ, ψ) be a two-state non-commutative probability space. The families of (ℓ, r)-cumulants and c-(ℓ, r)-cumulants with respect to ψ and (ϕ, ψ) are respectively the families of multilinear functionals {κ χ : A n → C} n≥1,χ:{1,...,n}→{ℓ,r} and {K χ : A n → C} n≥1,χ:{1,...,n}→{ℓ,r} uniquely determined by the requirements that for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and a 1 , . . . , a n ∈ A
. . , a n ) and
and
Since BN C(χ) inherits a special lattice structure from the set of all partitions of {1, . . . , n}, for π ∈ BN C(χ) we obtain via Möbius inversion (see [8] ) that
where µ BN C denotes the Möbius function on the lattice BN C of all bi-non-crossing partitions. Due to similar lattice structures, we have that
. To obtain a moment formula and vanishing characterization for bi-free and c-bi-free independences, the following sets of shaded diagrams and terminology are required. Definition 2.10. Let n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and ω : {1, . . . , n} → K be given. Assign a shade to each k ∈ K.
(1) The set LR(χ, ω) of shaded LR-diagrams is recursively constructed as follows.
• For n = 1, LR(χ, ω) consists of two vertical dashed lines with a single node shaded ω(1) on the left or right depending on whether χ(1) = ℓ or χ(1) = r. Then either this node remains isolated or a rib and spine shaded ω(1) are drawn connecting to the top of the diagram. • For n ≥ 2, let χ 0 = χ| {2,...,n} and ω 0 = ω| {2,...,n} . Each diagram D ∈ LR(χ 0 , ω 0 ) extends to two diagrams in LR(χ, ω) via the following process: Add to the top of D a node shaded ω(1) on the side corresponding to χ(1) and extend all spines of D to the top. If at least one spine was extended and the spine nearest to the new node is shaded ω(1), then connect the nearest spine to the node with a rib and choose to either extend the spine to the top or not. Otherwise leave the new node isolated, or connect the new node with a rib to a new spine shaded ω(1) to the top. For 0 ≤ k ≤ n, let LR k (χ, ω) denote the subset of LR(χ, ω) with exactly k spines reaching the top.
(2) For 0 ≤ m ≤ n, let LR latcap m (χ, ω) denote the set of all diagrams with m strings reaching the top that can be obtained from some diagram D ∈ LR k (χ, ω) for some k ≥ m by removing potions of spines in D either between ribs or between a rib and the top of the diagram. For
can be obtained from D by removing potions of spines. Moreover, let
Finally, if a 1 , . . . , a n are random variables in a two-state non-commutative probability space (A, ϕ, ψ), and D ∈ LR latcap (χ, ω) with blocks V 1 , . . . , V p whose spines do not reach the top and W 1 , . . . , W q whose spines reach the top, writing
Under the above notation, the following moment type characterization and vanishing of mixed cumulants characterization were established in [11, Theorems 4.1 and 4.8] . Note that in equation (1) below, the notation σ ≤ ω denotes σ is a refinement of the partition induced by ω with blocks {ω −1 ({k})} k∈K .
Theorem 2.11. A family {(A k,ℓ , A k,r )} k∈K of pairs of algebras in a two-state non-commutative probability space (A, ϕ, ψ) is c-bi-free with respect to (ϕ, ψ) if and only if
. . , a n ) for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and a 1 , . . . , a n ∈ A with a j ∈ A ω(j),χ(j) . Equivalently, for all n ≥ 2, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and a j as above, we have that κ χ (a 1 , . . . , a n ) = K χ (a 1 , . . . , a n ) = 0 whenever ω is not constant.
Bi-Boolean independence
In this section, the notions of bi-Boolean independence and B-(ℓ, r)-cumulants are introduced.
3.1. Definition and connection with c-bi-free independence. Unlike bi-free and c-bi-free independences, the definition of bi-Boolean independence is given as a (more straightforward) rule of calculating mixed moments. We begin with the following definition of a special partition.
Definition 3.1. Given n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and ω : {1, . . . , n} → K, let π ω,χ be the unique partition of {1, . . . , n} with ordered blocks
That is, π ω,χ is the unique maximal partition π such that π ≤ {ω −1 (k)} k∈K and each block of π is a χ-interval.
As an example, suppose K = {k 1 , k 2 }, n = 8, (χ(1), . . . , χ(8)) = (ℓ, r, r, ℓ, r, ℓ, ℓ, r), and (ω(1), . . . , ω (8) Definition 3.2. Let (A, ϕ) be a non-commutative probability space. A family {(A k,ℓ , A k,r )} k∈K of pairs of non-unital algebras in (A, ϕ) is said to be bi-Boolean independent with respect to ϕ if for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and a 1 , . . . , a n ∈ A with a j ∈ A ω(j),χ(j) , we have that
where π ω,χ is the partition of {1, . . . , n} induced by χ and ω as described in Definition 3.1.
. . , n} → K, and a 1 , . . . , a n ∈ A with a j ∈ A ω(j),χ(j) .
(1) If χ is constant and ω(k) = ω(k + 1) for all k, then π ω,χ = {{1}, . . . , {n}} so that ϕ(a 1 · · · a n ) = ϕ(a 1 ) · · · ϕ(a n ). Therefore, the family {A k,ℓ } k∈K (respectively {A k,r } k∈K ) of left algebras (respectively right algebras) is Boolean independent with respect to ϕ. (2) Suppose n is even and that χ and ω are alternating; that is χ −1 ({ℓ}) = {1, 3, . . . , n − 1} and
Then π ω,χ = {{1, 3, . . . , n − 1}, {2, 4, . . . , n}} so that ϕ(a 1 · · · a n ) = ϕ(a 1 a 3 · · · a n−1 )ϕ(a 2 a 4 · · · a n ).
Therefore, a left algebra A k1,ℓ and a right algebra A k2,r are classically independent with respect to ϕ (in the sense of [27, Proposition 2.16]) whenever k 1 = k 2 .
Bi-Boolean independence is a specific instance of c-bi-free independence as illustrated below.
Proposition 3.4. Let {(A k,r , A k,r )} k∈K be a family of pairs of non-unital algebras in a non-commutative probability space (A, ϕ). Then there exists a two-state non-commutative probability space
} k∈K is bi-Boolean independent with respect to ϕ if and only if {(A k,r , A k,r )} k∈K is c-bi-free with respect to (ϕ ′ , ψ ′ ).
Proof. Let {(A k,ℓ , A k,r )} k∈K be a family of non-unital pairs of algebras. For each k ∈ K let µ k : A k,ℓ * A k,r → C be the linear functional induced by ϕ. For k ∈ K, let A k,ℓ := C1 ⊕ A k,ℓ and A k,r := C1 ⊕ A k,r be the unitizations of A k,ℓ and A k,r respectively. Via the identification A k,ℓ * A k,r ∼ = A k,ℓ * A k,r , let µ k be the unique unital linear extension of µ k to A k,ℓ * A k,r , and let δ k : A k,ℓ * A k,r → C be the delta state (that is, δ k (α1 + a) = α). Furthermore, let µ, ν : * k∈K ( A k,ℓ * A k,r ) → C be the unique unital linear functionals such that ν = * k∈K δ k , and µ is the unique unital linear extension of ϕ • π to * k∈K ( A k,ℓ * A k,r ).
Notice that ν(a 1 · · · a n ) = 0 for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K and a j ∈ A ω(j),χ(j) by construction. Hence equation (1) will always be satisfied. Therefore {( A k,ℓ , A k,r )} k∈K is c-bi-free with respect to (µ, ν) if and only if for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and a j ∈ A ω(j),χ(j) we have that
Note that if D ∈ LR latcap (χ, ω) such that there is a block V of D whose spine does not reach the top, then ν D|V ((a 1 , . . . , a n )| V ) = 0 is a factor of µ D (a 1 , . . . , a n ). Thus the only non-vanishing µ D (a 1 , . . . , a n ) corresponds to the unique diagram D ∈ LR latcap (χ, ω) such that every block of D has a spine reaching the top. For this D, the only
. . , a n ) is 1. It is then elementary to see that µ(a 1 · · · a n ) = µ D (a 1 · · · a n ) = µ πω,χ (a 1 , . . . , a n ).
Hence {(A k,r , A k,r )} k∈K is bi-Boolean independent with respect to ϕ if and only if {(A k,r , A k,r )} k∈K is c-bi-free with respect to (ϕ ′ , ψ ′ ).
3.2.
Combinatorial bi-Boolean independence and B-(ℓ, r)-cumulants. One can see by combining Proposition 3.4 and the c-(ℓ, r)-cumulants that it is easy to describe bi-Boolean cumulants.
Definition 3.5. Let n ≥ 1 and χ : {1, . . . , n} → {ℓ, r}. A partition π ∈ BN C(χ) is said to be a bi-interval partition if every block of π is a χ-interval. The set of bi-interval partitions is denoted by BI(χ), which is a sublattice of BN C(χ) with the same minimal and maximal elements 0 χ and 1 χ respectively. Proposition 3.6. Let (A, ϕ) be a non-commutative probability space. There exists a family of multilinear functionals {B χ : A n → C} n≥1,χ:{1,...,n}→{ℓ,r} , called the B-(ℓ, r)-cumulants, uniquely determined by the requirement that for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and a 1 , . . . , a n ∈ A
Proof. The family {B χ : A n → C} n≥1,χ:{1,...,n}→{ℓ,r} is defined recursively similar to the way how many other families of cumulants are defined. More specifically, we let B χ ℓ = B χr = ϕ for both χ ℓ : {1} → {ℓ} and χ r : {1} → {r}, and then recursively define
for all n ≥ 2, χ : {1, . . . , n} → {ℓ, r}, and a 1 , . . . , a n ∈ A.
Unsurprisingly the bi-Boolean cumulants characterize bi-Boolean independence.
Theorem 3.7. A family {(A k,ℓ , A k,r )} k∈K of non-unital pairs of algebras in a non-commutative probability space (A, ϕ) is bi-Boolean independent with respect to ϕ if and only if for all n ≥ 2, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and a 1 , . . . , a n ∈ A with a j ∈ A ω(j),χ(j) , we have that
whenever ω is not constant.
Proof. Let A = C1 ⊕ A, let ϕ : A → C be the unique unital linear extension of ϕ to A, and let ψ : A → C be the unital linear functional ψ = 1 C1 ⊕ 0 A . Note that ( A, ϕ, ψ) is a two-state non-commutative probability space containing {(A k,ℓ , A k,r )} k∈K via the identification a → 0 ⊕ a. Furthermore, let { κ χ : A n → C} n≥1,χ:{1,...,n}→{ℓ,r} and { K χ : A n → C} n≥1,χ:{1,...,n}→{ℓ,r} be the families of (ℓ, r)-and c-(ℓ, r)-cumulants with respect to ψ and ( ϕ, ψ) respectively. As ψ| A ≡ 0, κ χ (a 1 , . . . , a n ) = 0 for all n ≥ 1 and a 1 , . . . , a n ∈ A. Therefore, we have for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and a 1 , . . . , a n ∈ A with a j ∈ A ω(j),χ(j) that
Hence K χ (a 1 , . . . , a n ) = B χ (a 1 , . . . , a n ) by the uniqueness of the B-(ℓ, r)-cumulants. By Proposition 3.4, {(A k,ℓ , A k,r )} k∈K is bi-Boolean independent with respect to ϕ if and only if it is c-bi-free with respect to ( ϕ, ψ), and the result follows from Theorem 2.11.
3.3. The lattice of bi-interval partitions. As the proofs for c-bi-freeness in [11] are rather difficult, to conclude this section, we present an independent proof of Theorem 3.7. In addition, the tools developed will be of great use in subsequent sections.
The lattice of bi-interval partitions is
where the lattice structure on BI(χ) is induced by the partial order ≤ of refinement with minimal and maximal elements 0 χ and 1 χ respectively. Given the lattice BI, the incidence algebra on BI, denoted IA(BI), is the set of all functions
such that f (σ, π) = 0 if σ ≤ π equipped with pointwise addition and a convolution product defined by
for all σ, π ∈ BI(χ) and f, g ∈ IA(BI). It is easy to verify that IA(BI) is an associative algebra. There are three important functions in IA(BI): namely the delta function on BI, denoted δ BI , the zeta function on BI, denoted ζ BI , and the Möbius function on BI, denoted µ BI . The delta and zeta functions on BI are defined by
whereas µ BI is recursively defined by
for σ, π ∈ BI(χ) with σ ≤ π. Note δ BI is the identity element in IA(BI) and that ζ BI and µ BI are inverses in IA(BI). Due to similar lattice structures, we note that
where µ I is the Möbius function on the lattice I of all interval partitions. In particular, µ BI is multiplicative; that is, if σ, π ∈ BI(χ) are such that σ ≤ π and if V 1 , . . . , V m are the blocks of π, then
Given π ∈ BI(χ), equation (3) implies
Using the Möbius function µ BI , the above equation can be inverted as
. . , a n )
= B π (a 1 , . . . , a n ).
Second proof of Theorem 3.7. Given n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and ω : {1, . . . , n} → K, note that if π ∈ BI(χ) and π ≤ ω, then π ≤ π ω,χ ∈ BI(χ). Suppose first that {(A k,ℓ , A k,r )} k∈K has vanishing mixed bi-Boolean cumulants. Then
. . , a n ) = ϕ πω,χ (a 1 , . . . , a n ).
Hence {(A k,ℓ , A k,r )} k∈K is bi-Boolean independent with respect to ϕ by definition. Conversely, suppose {(A k,ℓ , A k,r )} k∈K is bi-Boolean independent with respect to ϕ. Then
where the first equality follows from the bi-Boolean moment-cumulant formula and the second equality follows from reversing the above computations. We will proceed inductively to show that {(A k,ℓ , A k,r )} k∈K has vanishing mixed B-(ℓ, r)-cumulants with respect to ϕ. Note the base case n = 2 is trivial. For the inductive step, if ω : {1, . . . , n} → K is not constant notice by the inductive hypothesis that
. . , a n ).
Combining these equations, we have that B χ (a 1 , . . . , a n ) = 0, completing the inductive step.
Bi-Boolean partial transforms
In this section, we study some of the simplest convolutions on bi-Boolean independent pairs.
4.1.
Single-variable convolutions and transforms. We begin by recalling some notation and singlevariable results.
Definition 4.1. Let a be a random variable in a non-commutative probability space (A, ϕ). For m ≥ 1, let B m (a) denote the m th Boolean cumulant of a; that is, in the notation of B-(ℓ, r)-cumulants, B m (a) = B χ (a, . . . , a) where χ : {1, . . . , m} → {ℓ, r} is constant.
(1) The Boolean η-transform of a is the power series
(2) The moment series of a is the power series
The Cauchy transform of a is the power series
The Boolean η-transform linearizes the additive Boolean convolution; that is, if a 1 and a 2 are Boolean independent, then
Moreover, as shown in [26, Proposition 2.1], we have the following functional equation
which allows one to calculate the distribution of the sum a 1 + a 2 by first computing η a1+a2 (z) and then obtaining M a1+a2 (z). Note that if we define the self-energy of a (see [26, Section 2] ) by
, then the self-energy also linearizes the additive Boolean convolution. From an analytic point of view, the self-energy is sometimes more suitable for the calculation of the additive Boolean convolution.
If a 1 and a 2 are Boolean independent random variables in a non-commutative probability space (A, ϕ), then one may also consider the distribution of the product a 1 a 2 . However, since
for all m ≥ 1, the distribution is rather uninteresting as only the first moments of a 1 and a 2 appear. As noted by Franz [9] , a more interesting convolution is obtained by assuming a 1 − 1 and a 2 − 1 are Boolean independent or, equivalently, by considering the distribution of the product (1 + a 1 )(1 + a 2 ). Under this assumption, it was proved in [9, Theorem 2.2] (see also [2, 20] for different approaches) that the corresponding transform with the multiplicative property is the Boolean η-transform divided by z; that is,
We shall also adopt this convention when considering convolutions on bi-Boolean independent pairs.
4.2.
The bi-Boolean partial η-transform. We now turn to two-variable transforms. Note that all series below are in commuting variables z and w. (1) The bi-Boolean partial η-transform of (a, b) is the power series
(2) The two-variable partial moment series of (a, b) is the power series
(3) The two-variable Cauchy transform of (a, b) is the power series
The bi-Boolean partial η-transform plays a similar role as the Boolean η-transform when it comes to the additive bi-Boolean convolution. Indeed, if (a 1 , b 1 ) and (a 2 , b 2 ) are bi-Boolean independent two-faced pairs, then by Theorem 3.7
We now present a functional equation relating
Theorem 4.3. Let (a, b) be a pair of elements in a non-commutative probability space (A, ϕ).
Proof. This immediately follows from the operator-valued version in Theorem 8.7 below. Alternatively, one may appeal to the functional equation for the c-bi-free partial R-transform in [11, Corollary 5.7] via Theorem 3.7.
Utilizing the above idea, i.e., by appealing to the c-bi-free case, [11, Lemmata 4.17 and 4.18] imply the following properties of B-(ℓ, r)-cumulants under certain conditions. Lemma 4.4. Let χ : {1, . . . , n} → {ℓ, r} be such that χ(k 0 ) = ℓ and χ(k 0 +1) = r for some k 0 ∈ {1, . . . , n−1}, and define χ ′ : {1, . . . n} → {ℓ, r} by
If a and b are random variables in a non-commutative probability space (A, ϕ) such that ϕ(cabc
for all c 1 , . . . , c k0−1 , c k0+2 , . . . , c n ∈ A.
Lemma 4.5. Let χ : {1, . . . , n} → {ℓ, r} be such that χ(n) = ℓ, and define χ ′ : {1, . . . , n} → {ℓ, r} by
If a and b are random variables in a non-commutative probability space
for all c 1 , . . . , c n−1 ∈ A. Theorem 4.6. If {(A k,ℓ , A k,r )} k∈K is a family of pairs of non-unital algebras in a non-commutative probability space (A, ϕ) such that
(1) A m,ℓ and A n,r commute in distribution for all m, n ∈ K, and (2) for every b ∈ A k,r , there exists an a ∈ A k,ℓ such that ϕ(ca) = ϕ(cb) for all c ∈ A, then {(A k,ℓ , A k,r )} k∈K is bi-Boolean independent with respect to ϕ if and only if {A k,ℓ } k∈K is Boolean independent with respect to ϕ. Therefore, if {A k,ℓ } k∈K is Boolean independent with respect to ϕ, then so is {A k,r } k∈K .
Remark 4.7. It is sometimes more convenient to consider the partial self-energy of a pair (a, b) which is the function E (a,b) defined by E (a,b) (z, w) = η (a,b) (1/z, 1/w). Note the partial self-energy also linearizes the additive bi-Boolean convolution (see [11, Remark 6.30] ). Using the equations zη a (1/z) = E a (z) and
Properties of B-(ℓ, r)-cumulants.
In order to study other types of convolution on bi-Boolean independent pairs, we need to discuss some properties of B-(ℓ, r)-cumulants. The first property deals with the situation when at least one of the arguments is a scalar. Unlike in many other non-commutative probability theories where the corresponding cumulant simply vanishes, the bi-Boolean cumulants need not vanish. The following extends [20, Proposition 3.3 ] to the bi-Boolean setting. Note that for χ : {1, . . . , n} → {ℓ, r} and j ∈ {1, . . . , n}, we denote by χ| \j the restriction of χ to {1, . . . , n} \ {j}.
Proposition 4.8. Let (A, ϕ) be a non-commutative probability space. If n ≥ 2, a 1 , . . . , a n ∈ A, χ : {1, . . . , n} → {ℓ, r}, and a j = 1 for some 1 ≤ j ≤ n, then
Proof. First suppose that j = min ≺χ ({1, . . . , n}). To proceed by induction on n note the base case n = 2 is trivial as
For the inductive step, notice by the inductive hypothesis that
from which the assertion follows. The proof for the case j = max ≺χ ({1, . . . , n}) is similar. Suppose j ∈ {min ≺χ ({1, . . . , n}), max ≺χ ({1, . . . , n})}. Again we will proceed by induction. For the base case n = 3, note either j = 2 or j = 3. We will assume that j = 3 as the case j = 2 is similar. In this case, {χ(1), χ(2)} = {ℓ, r} so by the above work we have that
On the other hand, we have that
and thus B χ (a 1 , a 2 , 1) = B χ| \3 (a 1 , a 2 ).
For the inductive step, let V π be the block of π containing min ≺χ ({1, . . . , n}), we have that
By the {min ≺χ ({1, . . . , n}), max ≺χ ({1, . . . , n})} case the second sum vanishes. By the inductive hypothesis the first and third sums add up to
. . , a n ), from which the assertion follows.
Corollary 4.9. Given a pair (a, b) in a non-commutative probability space (A, ϕ), for all m, n ≥ 1 we have that
The obvious analogue for B m,n (a, 1 + b) also holds.
Proof. By the multilinearity of B-(ℓ, r)-cumulants, we have that
and the assertion immediately follows from Proposition 4.8 as c 1 must be a and there are m − 1 positions remaining to have a as the argument.
Next, we investigate B-(ℓ, r)-cumulants with products among their arguments. Remark that although it might be possible to find a general formula for arbitrary products by applying the product formula for c-(ℓ, r)-cumulants in [11, Theorem 4.22] , the following result is sufficient for our purposes.
Lemma 4.10. Let (a 1 , b 1 ) and (a 2 , b 2 ) be bi-Boolean independent two-faced pairs in a non-commutative probability space (A, ϕ). The following properties of B-(ℓ, r)-cumulants hold.
(
Proof. For assertion (1), we proceed by induction on m. If m = 0, then
By the definition of bi-Boolean independence, we have that
for all σ ∈ BI(χ 1,n ). Hence
For the inductive step, notice
For every pair (π 1 , π 2 ) where π 1 ∈ BI(χ k+1,0 ) and
there is a unique π ∈ BI(χ m+1,n ) obtained by taking π 1 ∪ π 1 , merging the block of π 1 containing max ≺χ (π 1 ) with the block of π 2 containing min ≺χ (π 2 ), and identifying max ≺χ (π 1 ) and min ≺χ (π 2 ) as the same element. This map is a bijection and, by the induction hypothesis, we have that
under this bijection. Hence, the only remaining term is
after cancellation thereby yielding (1). For assertion (2), we have that
by assertion (1) and the vanishing of mixed B-(ℓ, r)-cumulants. The other two statements can be proved analogously by noting that regardless of what c 1 , . . . , c k are, there will be a B-(ℓ, r)-cumulant as a factor which contains both a 1 and a 2 , and all other arguments are either a 1 or a 2 , i.e., a 1 a 2 is not one of the arguments of this factor.
In addition, the following results hold by similar arguments.
Lemma 4.11. Let (a 1 , b 1 ) and (a 2 , b 2 ) be bi-Boolean independent pairs in a non-commutative probability space (A, ϕ). The following properties of B-(ℓ, r)-cumulants hold.
4.4. The reduced bi-Boolean partial η-transform. Recall that if (a, b) is a commuting two-faced pair, then the bi-Boolean partial η-transform η (a,b) uniquely determines the joint distribution of (a, b). Equivalently, if the marginal distributions of a and b are known, then it suffices to compute the sum m,n≥1 B m,n (a, b)z m w n in order to obtain the joint distribution of (a, b).
Definition 4.12. Let (a, b) be a two-faced pair in a non-commutative probability space (A, ϕ). The reduced bi-Boolean partial η-transform of (a, b) is defined by
For all of the convolutions considered below, the marginal distributions of the resulting pair may be obtained using the single-variable transforms mentioned above. Therefore, it remains to find the formulae for the reduced bi-Boolean partial η-transforms in terms of the individual ones. Quite surprisingly, the single-variable transforms also appear.
Let (a 1 , b 1 ) and (a 2 , b 2 ) be bi-Boolean independent pairs. We begin by computing the bi-Boolean partial η-transform of the pair ((1 + a 1 )(1 + a 2 ), b 1 + b 2 ); that is, multiplication on the left variables and addition on the right variables. From the single-variable results, the marginal distributions of (1 + a 1 )(1 + a 2 ) and b 1 + b 2 may be obtained from the marginal distributions of the two-faced pairs (1 + a 1 , b 1 ) and ( 
The following result provides a formula for the reduced bi-Boolean partial η-transform.
Theorem 4.13. If (a 1 , b 1 ) and (a 2 , b 2 ) are bi-Boolean independent pairs in a non-commutative probability space (A, ϕ), then
Proof. To begin, note for all m, n ≥ 1 that the coefficient of z m w n in η ((1+a1)(1+a2),b1+b2) (z, w) is given by
For k ≥ 0 and n ≥ 1, we have by Lemma 4.10 and by bi-Boolean independence that
by [20, Corollary 3.4] and Corollary 4.9. Note the sum on the right-hand side is
by the identity
Therefore, by Lemma 4.10 and Theorem 3.7,
As
We obtain that α m,n = B m,n (1 + a 1 + a 2 + a 1 a 2 , b 2 ). Hence, as the coefficient of z m w n in η (1+a1,b1) (z, w) is B m,n (1 + a 1 , b 1 ), the first result follows.
Note the proof of the second assertion follow by using Lemma 4.11 instead of Lemma 4.10.
Note that if we want to consider multiplication on the right variables instead, then there is a choice of whether the product (1+b 1 )(1+b 2 ) or the product (1+b 2 )(1+b 1 ) is preferred as it is not clear whether to use the usual multiplication or the opposite multiplication. This choice was irrelevant to the above transforms due to the commutativity of addition and the ability to interchange pairs. Thus Theorems 4.14 and 4.15 will analyze the transforms for these two possibilities.
Theorem 4.14. If (a 1 , b 1 ) and (a 2 , b 2 ) are bi-Boolean independent pairs in a non-commutative probability space (A, ϕ), then
For k, ℓ ≥ 0, notice that
Using the vanishing of mixed bi-Boolean cumulants together with Lemmata 4.10 and 4.11, it is possible to calculate S 1 and S 2 . Indeed
at least one dj=b2b1
Furthermore notice
Further computations yield
and ,ℓ+1 (a 1 , . . . , a 1   p times   , a 1 a 2 , a 2 Therefore, we have that
Next, for m, n ≥ 1, let α m,n denote the coefficient of
By an identical proof to that used in Theorem 4.13 (where, in the proof one replaces b 2 with 1 + b 2 ), one obtains that If (a 1 , b 1 ) and (a 2 , b 2 ) are bi-Boolean independent pairs in a non-commutative probability space (A, ϕ), then
Proof. Let α m,n denote the coefficient of
. By the proof of Theorem 4.14, for m, n ≥ 1 the coefficient of z m w n in
For m, n ≥ 1, notice
By similar arguments to those used in the proof of Theorem 4.13, the above sum can be written as
Thus by, Lemma 4.11, we obtain that
However
and, since for ℓ ≥ 0 and k ≥ 1, we have that
we obtain that
Hence, as B m,1 (1 + a 1 + a 1 + a 1 a 2 , b 1 ) = B m,1 (1 + a 1 , b 1 ) ,
By similar calculations as above, it can be verified that
Therefore, we obtain that
for all m, n ≥ 1, from which the assertion follows.
Additive bi-Boolean limit theorems and infinite divisibility
In this section, we study limit theorems and infinite divisibility with respect to the additive bi-Boolean convolution. Essentially all of the results below either can be directly obtained using the techniques developed in [13] for the bi-free case or immediately follow from the results in [11, Section 6] using the fact that the additive bi-Boolean convolution is in fact a special case of the additive c-bi-free convolution. Consequently, we shall often omit the details and only present the statements with some remarks.
Combinatorial aspects.
Recall from [27, Definition 2.5] that if a = ((a i ) i∈I , (a j ) j∈J ) is a two-faced family in a non-commutative probability space (A, ϕ) then the joint distribution µ a of a is by definition the unital linear functional
where τ : C Z k : k ∈ I ⊔ J → A is the unital homomorphism such that τ (Z k ) = a k for k ∈ I ⊔ J. Given two bi-Boolean independent two-faced families a = ((a i ) i∈I , (a j ) j∈J ) and b = ((b i ) i∈I , (b j ) j∈J ) in (A, ϕ) with joint distributions µ a and µ b respectively, the additive bi-Boolean convolution of µ a and µ b , denoted µ a ⊎ ⊎µ b is defined to be the joint distribution of the two-faced family
A two-faced family a = ((a i ) i∈I , (a j ) j∈J ) in a non-commutative probability space (A, ϕ) has a bi-Boolean central limit distribution (or centred bi-Boolean Gaussian distribution) with covariance matrix C if there exists a complex matrix C = (C k,ℓ ) k,ℓ∈I⊔J such that (a α(1) , . . . , a α(n) ) = 0 for all n = 2 and α : {1, . . . , n} → I ⊔ J, where χ α : {1, . . . , n} → {ℓ, r} such that χ α (k) = ℓ if α(k) ∈ I and χ α (k) = r if α(k) ∈ J for 1 ≤ k ≤ n.
The algebraic bi-Boolean central limit theorem immediately follows from [11, Theorem 6.2] with the given sequence being bi-Boolean independent and the limiting distribution being a centred bi-Boolean Gaussian distribution. Similarly, it is easy to see that a Kac/Loeve type theorem also holds in the bi-Boolean setting (see [22, Theorem 3.2] for the bi-free version) and a general bi-Boolean limit theorem can be deduced from [11, Theorem 6.5], which we record as follows without proof.
be a sequence of bi-Boolean independent, identically distributed two-faced families in a non-commutative probability space (A N , ϕ N ) . Furthermore, let S N = ((S N,i ) i∈I , (S N,j ) j∈J ) be the two-faced family in (A N , ϕ N ) defined by
The following assertions are equivalent.
(1) There exists a two-faced family s = ((s i ) i∈I , (s j ) j∈J ) in a non-commutative probability space (A, ϕ) such that S N converges in distribution to s as N → ∞. (2) For all n ≥ 1 and α : {1, . . . , n} → I ⊔ J, the limits
exist and are independent of m. Moreover, if these assertions hold, then the B-(ℓ, r)-cumulants of s are given by
for all n ≥ 1 and α : {1, . . . , n} → I ⊔ J.
We now turn our attention to Borel probability measures on R 2 . Let δ (0,0) denote the point mass at the origin of R 2 . Consider first the case of measures with compact supports. Given two such measures µ 1 and µ 2 the additive bi-Boolean convolution of µ 1 and µ 2 , denoted µ 1 ⊎ ⊎µ 2 , is defined to be the measure µ such that (µ,
where ⊞⊞ c denotes the additive c-bi-free convolution. If µ is a compactly supported Borel probability measure on R 2 and m, n ≥ 0 with m + n ≥ 1, we denote the (m, n) th moment of µ by
Moreover, since µ can be realized as the joint distribution of a self-adjoint commuting pair in a C * -probability space, Lemma 4.4 implies that the B-(ℓ, r)-cumulants of µ are completely determined by cumulants of the form B m,n (µ), which can be obtained from the moments of µ by the bi-Boolean moment-cumulant formula.
For λ > 0, denote by D λ µ the dilation of µ by the factor λ (i.e., D λ µ(B) = µ(λ −1 B) for all Borel subsets B of R 2 ). The probabilistic version of the bi-Boolean central limit theorem states that if
where µ (a,b,c) has a centred bi-Boolean Gaussian distribution such that the only non-vanishing B-(ℓ, r)-cumulants are B 2,0 (µ (a,b,c) ) = a, B 0,2 (µ (a,b,c) ) = b, and B 1,1 (µ (a,b,c) ) = c.
In analogy with other types of compound Poisson distributions, given λ ≥ 0 and a compactly supported Borel probability measure σ = δ (0,0) on R 2 , the compound bi-Boolean Poisson distribution π ⊎⊎ λ,σ on R 2 with rate λ and jump distribution σ is characterized by the requirement that
for all m, n ≥ 0 with m + n ≥ 1. The following compound bi-Boolean Poisson limit theorem justifies the name of π ⊎⊎ λ,σ . The proof easily follows from the additivity of the B-(ℓ, r)-cumulants and the bi-Boolean moment-cumulant formula (see also [11, Theorem 6.11] for the c-bi-free version). Theorem 5.2. Let λ ≥ 0 and let σ = δ (0,0) be a compactly supported Borel probability measure on
Before moving on to the analytic aspects, we mention that if µ is a compactly supported Borel probability measure on R 2 , then the bi-Boolean partial η-transform η µ of µ is naturally defined as the B-(ℓ, r)-cumulant generating series η µ (z, w) = m,n≥0 m+n≥1
B m,n (µ)z m w n , which converges absolutely for |z|, |w| sufficiently small. However, in view of Theorem 4.3 and Remark 4.7, we will actually take E µ as the linearizing transform with respect to ⊎⊎, which has the advantage of being an analytic function on (C \ R) 2 .
Analytic aspects.
Recall the Cauchy transform of a finite Borel measure µ on R is defined by
which is an analytic function and determines the underlying measure uniquely. Note that G µ (z) = G µ (z), thus the behaviour of G µ on C − is determined by G µ on C + . Denote the reciprocal of G µ by F µ so that F µ (z) = 1/G µ (z) for z ∈ (C \ R). For α, β > 0, the Stolz angle and truncated Stolz angle are defined by
respectively. As shown in [4] , for every α > 0, there exists a β = β(µ, α) > 0 such that the compositional inverse F −1 µ of F µ is defined on Γ α,β . The free Voiculescu transform of µ is defined by
, which linearizes the additive free convolution ⊞ in the sense that
on the common domain of the three functions involved. On the other hand, as mentioned in Section 4 above, the self-energy of µ is defined by
which linearizes the additive Boolean convolution ⊎ in the sense that
In classical probability theory, an important class of measures occurs in connection with the study of limit theorems; namely the class of infinitely divisible measures. Analogously, a Borel probability measure µ on R is said to be ⊞-infinitely divisible (respectively ⊎-infinitely divisible) if for every n ∈ N, there exists a Borel probability measure µ n on R such that
It is well-known that the Lévy-Hinčin formula provides a complete charactization of infinitely divisible measures. For the free situation, the most general case was obtained in [4] that a Borel probability measure µ on R is ⊞-infinitely divisible if and only if there exist a real number γ ∈ R and a finite positive Borel measure σ on R such that
The pair (γ, σ) is unique, and every such pair (γ, σ) determines a ⊞-infinitely divisible measure, which is usually denoted as µ (γ,σ) ⊞ to indicate this correspondence. For the Boolean situation, things are much simpler as every self-energy can be written as
for γ ∈ R a real number and σ a finite positive Borel measure on R, and conversely every such pair (γ, σ) uniquely determines a Borel probability measure µ on R such that equation (5) holds. We denote µ by µ (γ,σ) ⊎ in this case, and it follows that all Borel probability measures on R are ⊎-infinitely divisible. This bijection between the set of ⊎-infinitely divisible/all measures and the set of ⊞-infinitely divisible measures is known as the Boolean Bercovici-Pata bijection, where a more explicit relation between µ Note that both ⊞ and ⊎ can be studied in terms of the additive c-free convolution ⊞ c which is defined on pairs of Borel probability measures on R. Given such a pair (µ, ν), the c-free Voiculescu transform of (µ, ν) is defined by
ν (z)) on a domain where F −1 ν is defined. Given two pairs (µ 1 , ν 1 ) and (µ 2 , ν 2 ), their additive c-free convolution is another pair (µ, ν) where ν = ν 1 ⊞ ν 2 and µ is the unique measure such that
on the common domain of the three involved functions. It is immediate that Φ (µ,µ) = φ µ and Φ (µ,δ0) = E µ .
The notion of ⊞ c -infinite divisibility is defined analogously, and a c-free Lévy-Hinčin formula was obtained in [14, Theorem 8.1] in the compactly supported case and extended in full generality in [30, Theorem 4.1] that given a pair (µ, ν) of Borel probability measures on R with ν being ⊞-infinitely divisible, the pair (µ, ν) is ⊞ c -infinitely divisible if and if there exists a pair (γ, σ) similar as above such that
Next we discuss measures on R 2 . Recall the Cauchy transform of a finite positive Borel measure µ on R 2 is defined by
and is an analytic function which uniquely determines the underlying measure. Let µ (1) and µ (2) denote the marginal distributions of µ, namely
for all Borel subsets B of R. For α, β > 0, let Γ α,β = {z | z ∈ Γ α,β } and set
The bi-free partial Voiculescu transform of µ is defined by
for some α, β > 0, where φ µ is the reduced bi-free partial Voiculescu transform of µ defined by
The additive bi-free convolution ⊞⊞ is characterized by
on the common domain of the three functions involved whenever µ 1 ⊞ ⊞µ 2 is defined. This is due to the fact that the operation ⊞⊞ is only defined for compactly supported and/or infinitely divisible measures as of now. These restrictions are also in place for the operation ⊞⊞ c in [11, Section 6] and the operation ⊎⊎ to be considered below. Consequently a Borel probability measure µ on R 2 is said to be ⊞⊞-infinitely divisible if for every n ∈ N there exists a Borel probability measure µ n on R 2 such that φ µ = nφ µn on a common domain of the form Ω α,β . The notion of ⊞⊞ c -infinite divisibility for pairs of measures was similarly defined in [11, Definition 6.24] in terms of the corresponding linearizing transforms, and hence µ is said to be ⊎⊎-infinitely divisible if for every n ∈ N, E µ = E µn (see Definition 5.4 below) for some µ n .
As shown in [11, 13] , the additive bi-free and c-bi-free limit theorems do not depend on whether or not ⊞⊞ and ⊞⊞ c are defined for arbitrary measures. In particular, a bi-free Lévy-Hinčin formula was obtained in [13] demonstrating that a Borel probability measure µ on R 2 is ⊞⊞-infinitely divisible if and only if there exists a unique quintuple (γ 1 , γ 2 , σ 1 , σ 2 , σ), where γ 1 , γ 2 ∈ R are real numbers, σ 1 and σ 2 are finite positive Borel measures on R 2 , and σ is a finite signed Borel measure on R 2 such that
and the bi-free partial Voiculescu transform φ µ of µ can be continued analytically to (C \ R) 2 via
Moreover, the marginal distributions µ (1) and µ (2) of µ are ⊞-infinitely divisible determined by µ
2 ) ⊞ . Conversely, every such quintuple (γ 1 , γ 2 , σ 1 , σ 2 , σ) uniquely determines a Borel probability measure µ on R 2 such that equation (6) holds, and we denote µ by µ (γ1,γ2,σ1,σ2,σ) ⊞⊞ in analogy with the free and Boolean situations. Similarly, a c-bi-free Lévy-Hinčin formula was obtained in [11, Section 6] characterizing ⊞⊞ c -infinitely divisible pairs of measures where each such pair consists of two measures µ and ν such that ν is ⊞⊞-infinitely divisible and µ is determined by a quintuple (γ 1 , γ 2 , σ 1 , σ 2 , σ) similar as above.
We now move on to the bi-Boolean situation. As mentioned above, the following function linearizes ⊎⊎ and will be used as the bi-Boolean analogue of φ µ .
Definition 5.4. Let µ be a Borel probability measure on R 2 . The partial self-energy of µ is defined by
The function E µ will be referred to as the reduced partial self-energy of µ.
Recall that in the one-dimensional situation, the self-energy of a measure is equal to the c-free Voiculescu transform of the measure with δ 0 . Similarly, if Φ (µ,ν) denotes the c-bi-free partial Voiculescu transform (as defined in [11, Definition 6.15] ) of a pair of measures (µ, ν) on R 2 , then it is easy to check that E µ = Φ (µ,δ (0,0) ) . Consequently, the results in [11, Subsections 6.3 to 6.6] immediately imply the following bi-Boolean analogues by taking the second component to be δ (0,0) , which we record as follows. Note that by z → ∞ non-tangentially we mean |z| → ∞ but z stays within a Stolz angle Γ α for some α > 0.
To begin, we have the following basic properties of the partial self-energy function which follow from [11, Lemma 6.16, Corollary 6.17, and Proposition 6.18].
2 → C is the partial self-energy of some Borel probability measure µ on R 2 , then
, and lim |z|,|w|→∞ E µ (z, w) = 0 non-tangentially.
Corollary 5.6. If µ 1 and µ 2 are two Borel probability measures on R 2 such that E µ1 = E µ2 , then µ 1 = µ 2 .
Proposition 5.7. Let {µ n } ∞ n=1 be a sequence of Borel probability measures on R 2 . The following assertions are equivalent:
(1) The sequence {µ n } ∞ n=1 converges weakly to a Borel probability measure µ on R 2 . (2) The pointwise limits lim n→∞ E µn (z, w) = E(z, w) exist for all (z, w) ∈ (C \ R) 2 , and the limit E µn (z, w) → 0 holds uniformly in n as |z|, |w| → ∞ non-tangentially. Moreover, if these assertions hold, then E = E µ on (C \ R)
2 .
Furthermore, [11, Theorem 6.19 , Proposition 6.20, Theorems 6.23 and 6.25] imply the following additive bi-Boolean limit theorems. (1) The pointwise limits lim
converge weakly to a finite signed Borel measure σ on R 2 .
Moreover, if these assertions hold, then the function E from assertion (2) has a unique integral representation
and the function E from assertion (1) can be written as
Proposition 5.9. Let {µ n } ∞ n=1 and {k n } ∞ n=1 be sequences of measures and positive integers satisfying the assumptions of Theorem 5.8. Assume furthermore that each µ n is compactly supported. Then the sequence {µ ⊎⊎kn n } ∞ n=1 converges weakly to a Borel probability measure on R 2 if and only if the sequences {[µ
, and { σ n } ∞ n=1 are weakly convergent, where { σ n } ∞ n=1 is defined as in assertion (3) of Theorem 5.8. Moreover, if {µ
, and { σ n } ∞ n=1 converge weakly to µ, µ (γ1,σ1) ⊎ , µ (γ2,σ2) ⊎ , and σ respectively, then
, and
where dσ 
2 , then there exists a unique Borel probability measure µ on R 2 such that E = E µ on (C \ R) 2 .
Theorem 5.11. Let µ be a Borel probability measure on R 2 with partial self-energy E µ . The measure µ is ⊎⊎-infinitely divisible if and only if there exist a sequence {µ n } ∞ n=1 of Borel probability measures on R 2 and a sequence {k n } ∞ n=1 of positive integers with lim n→∞ k n = ∞ such that the sequences {[µ
converge weakly to µ (1) and µ (2) respectively, and lim n→∞ k n E µn = E µ on (C \ R) 2 .
Consequently, every ⊎⊎-infinitely divisible measure µ has a partial self-energy of the form
. Note that if σ 1 is a finite positive Borel measure on R 2 such that σ
Clearly, such an extension from σ 1 to σ 1 is not unique. However, if we impose the additional requirement that
then it follows from [13, Lemma 3.10] that σ 1 is unique. Similarly, there is a unique finite positive Borel measure σ 2 on R 2 such that σ
Replacing σ 1 and σ 2 by their unique extensions to R 2 with the above conditions, every ⊎⊎-infinitely divisible measure µ has a unique quintuple (γ 1 , γ 2 , σ 1 , σ 2 , σ) associated to it such that
Conversely, it follows from [11, Proposition 6.27 ] that every such quintuple (γ 1 , γ 2 , σ 1 , σ 2 , σ) uniquely determines a Borel probability measure µ on R 2 such that equation (7) holds. Therefore, it makes sense to refer to equation (7) as the bi-Boolean Lévy-Hinčin representation of the ⊎⊎-infinitely divisible measure µ, and we denote µ by µ (γ1,γ2,σ1,σ2,σ) ⊎⊎ to indicate this correspondence.
Example 5.12. All product measures on R 2 are ⊎⊎-infinitely divisible. Indeed, if µ is a Borel probability measure on R 2 such that µ = µ (1) ⊗ µ (2) , then as µ (1) and µ (2) are ⊎-infinitely divisible and as E µ ≡ 0, there exist (γ 1 , σ 1 ) and (γ 2 , σ 2 ) such that
In this case, it is easy to see that E µ /n is the partial self-energy of the measure µ
In general, more examples of ⊎⊎-infinitely divisible measures can be obtained from the ⊞⊞-infinitely divisible ones (e.g., the bi-free central and Poisson limits from [13] ) via the two-dimensional Bercovici-Pata bijection (Theorem 5.13) below. For instance, if µ denotes the bi-Boolean Gaussian distribution µ (1,1,c) from equation (4) above, then
It is known (see [26, Section 3] 
and the Stieltjes inversion formula (see, e.g., [13, Section 2]) gives
The above formula shows that the measure µ vanishes outside of the square {(s, t) ∈ R 2 : |s| = 1, |t| = 1}, and the uncorrelated case (i.e., c = 0) corresponds to µ =
. Some Bercovici-Pata type bijections. The discussion in the previous subsection together with results in [11, 13] imply some two-dimensional Bercovici-Pata type bijections, which are summarized as follows. Note that we implicitly assume the additive convolutions are well-defined, which is the case at least for compactly supported and/or infinitely divisible measures. The limiting distributions, on the other hand, are allowed to have unbounded supports. Theorem 5.13. Fix a sequence {µ n } ∞ n=1 of Borel probability measures on R 2 , a sequence {k n } ∞ n=1 of positive integers with lim n→∞ k n = ∞, a quintuple (γ 1 , γ 2 , σ 1 , σ 2 , σ), where γ 1 , γ 2 ∈ R are real numbers, σ 1 and σ 2 are finite positive Borel measures on R 2 , and σ is a finite signed Borel measure on R 2 such that
The following assertions are equivalent. 
hold, the finite positive Borel measures respectively, and the finite signed Borel measures
converge weakly to σ. Moreover, if these assertions hold, then
Proof. The equivalence of assertions (1) and (3) was achieved in [13] , and the equivalence of assertions (2) and (3) follow from the one-dimensional Bercovici-Pata bijection and the results in the previous subsection.
If in addition {ν n } ∞ n=1 is another sequence of Borel probability measures on R 2 such that the sequence ν n ⊞ ⊞ · · · ⊞ ⊞ν n kn times converges weakly to some ⊞⊞-infinitely divisible measure ν
, then the results in [11, Section 6] imply that assertion (2) of Theorem 5.13 is equivalent to the weak convergence of the sequence
) for some Borel probability measure µ on R 2 . In this case, the pair (µ, ν
is ⊞⊞ c -infinitely divisible and
2 . We conclude this section with an example/counterexample. As mentioned above, all Borel probability measures on R are ⊎-infinitely divisible. On the other hand, given a Borel probability measure µ on R 2 , due to the (relatively) simple form of E µ (compared to φ µ for example) as given in Definition 5.4, it is tempting to hypothesize that all Borel probability measures on R 2 are ⊎⊎-infinitely divisible. However, this is not true as illustrated by the following example. Consequently, the bi-Boolean Lévy-Hinčin formula (7) best characterizes the class of ⊎⊎-infinitely divisible Borel probability measures on R 2 .
Example 5.14. Let µ be the probability measure on R 2 defined by
Then for p, q ≥ 0, the (p, q) th moment of µ is given by
Using the bi-Boolean moment-cumulant formula (3), it is easy to compute some of the low order B-(ℓ, r)-cumulants, which are given as follows:
If µ is ⊎⊎-infinitely divisible, then for every n ∈ N, there exists a probability measure µ n on R 2 such that E µ = nE µn , and hence
for all p, q ≥ 0. Consequently, we have that
which is negative for n > 1, contradicting the assumption that µ n is a positive measure.
Additive bi-Fermi convolution
In this section, we consider another special case of the additive c-bi-free convolution. 6.1. Additive Fermi convolution. In [18] , Oravecz defined the additive Fermi convolution using the additive Boolean convolution with shifts, and it was shown in [19] that the two convolutions are minimal in a certain sense in terms of the corresponding combinatorics. For simplicity, we assume all measures are compactly supported Borel probability measures so that all moments are finite. Given two such measures µ 1 and µ 2 on R let µ j denote the zero-mean shift of µ j ; that is,
The additive Fermi convolution of µ 1 and µ 2 , denoted µ 1 • µ 2 , is defined by
where µ = µ 1 ⊎ µ 2 is the additive Boolean convolution of µ 1 and µ 2 . Equivalently, µ 1 • µ 2 can be defined in terms of the additive c-free convolution as
On the combinatorial side, the Fermi cumulants of a given compactly supported Borel probability measure µ on R is the sequence {γ n (µ)} n≥1 defined by
for all n ≥ 1, where AI(n) denotes the set of almost interval partitions of {1, . . . , n}; that is, if π ∈ AI(n), then π does not contain inner blocks other than singletons. As shown in [18, Corollary 2.1],
for all n ≥ 1, which justifies the name 'Fermi cumulants'. On the analytic side, the linearizing transform with respect to • is 
where µ denotes the zero-mean shift of µ.
6.2. Bi-Fermi cumulants and transform. In view of the relation between the additive Fermi and c-free convolutions, we define the additive bi-Fermi convolution as follows. Recall that for µ a compactly supported Borel probability measure on R 2 and m, n ≥ 0 with m + n ≥ 1, we denote the (m, n) th moment of µ by M m,n (µ). Definition 6.1. Let µ 1 and µ 2 be compactly supported Borel probability measures on R 2 . The additive bi-Fermi convolution of µ 1 and µ 2 , denoted µ 1 • •µ 2 , is defined by
where ⊞⊞ c denotes the additive c-bi-free convolution.
Like the additive Fermi convolution, µ 1 • •µ 2 can be equivalently defined using the additive bi-Boolean convolution as follows:
where µ = µ 1 ⊎ ⊎ µ 2 is the additive bi-Boolean convolution of µ 1 and µ 2 . As will be seen below, it is more convenient to work with this definition in terms of ⊎⊎, but we choose to define •• in terms of ⊞⊞ c because it does not involve any shifts, and ⊎⊎ is itself a special case of ⊞⊞ c . To define the cumulants corresponding to the additive bi-Fermi convolution, we introduce the following set of partitions. Definition 6.2. Let n ≥ 1 and χ : {1, . . . , n} → {ℓ, r}. A partition π of {1, . . . , n} is said to be an almost bi-interval partition (with respect to χ) if s
On the other hand, we have that 
.
(1/z, 1/w)
) (2) (1/w + λ)
Hence, the distributions of π ⊎⊎ λ,δ (1, 1) and π
•• λ,δ (1, 1) are quite different since
,
Using the additivity of the bi-Fermi cumulants, the following compound bi-Fermi Poisson limit theorem can be easily obtained. 
Connection with bi-free independence
In this section, we extend some of the results in [1] to pairs of algebras. Due to similar lattice structures, most of the combinatorial arguments for N C(n) immediately generalize to BN C(χ). In that which follows, a general two-faced family will be denoted as a = ((a i ) i∈I , (a j ) j∈J ), and an arbitrary n-tuple of elements from a is recorded by a map α : {1, . . . , n} → I ⊔ J so that α corresponds to (a α(1) , . . . , a α(n) ). In this case, the corresponding map χ α : {1, . . . , n} → {ℓ, r} is defined by χ α (k) = ℓ if α(k) ∈ I and χ α (k) = r if α(k) ∈ J for 1 ≤ k ≤ n.
7.1.
A two-faced extension of the maps B and Reta. In [1] , Belinschi and Nica introduced two bijections, B and Reta, where B is a multi-variable analogue of the Boolean Bercovici-Pata bijection and Reta is a bijection which converts the free R-transform to the Boolean η-transform. Various properties of B and Reta were proved including an explicit formula describing Reta. The goal of this subsection is to extend these maps to the two-faced setting.
Denote by D alg (I ⊔ J) the set of all joint distributions of two-faced families with left index set I and right index set J, which is naturally identified as the set of unital linear functionals from C Z k : k ∈ I ⊔ J to C. On the other hand, denote by C 0 z k : k ∈ I ⊔ J the set of series with complex coefficients in the non-commuting indeterminates {z k } k∈I⊔J with vanishing constant term.
Definition 7.1. Let a = ((a i ) i∈I , (a j ) j∈J ) be a two-faced family in a non-commutative probability space (A, ϕ). We define the following series in C 0 z k : k ∈ I ⊔ J .
(1) The moment series of a is
(2) The bi-free R-transform of a is R a = n≥1 α:{1,...,n}→I⊔J κ χα (a α(1) , . . . , a α(n) )z α(1) · · · z α(n) .
(3) The bi-Boolean η-transform of a is
Note given a series f ∈ C 0 z k : k ∈ I ⊔ J , one can always find some a in (A, ϕ) such that (a α(1) , . . . , a α(n) ), respectively B χα (a α(1) , . . . , a α(n) )) to be the coefficient of z α(1) · · · z α(n) in f . Consequently, the maps 
which is in general not a coefficient in f . In deriving an explicit formula relating the coefficients of f to those of bReta(f ) for f ∈ C 0 z k : k ∈ I ⊔ J , the following partial order on bi-non-crossing partitions will be used. Definition 7.3. Let n ≥ 1 and χ : {1, . . . , n} → {ℓ, r}. For two bi-non-crossing partitions σ and π in BN C(χ), we write σ ≪ χ π to mean that σ ≤ π and, in addition, for every block V of π, there exists a block W of σ such that min ≺χ (V ), max ≺χ (V ) ∈ W .
Note that if χ : {1, . . . , n} → {ℓ, r} is constant, then σ, π ∈ N C(n) and ≪ χ is exactly the partial order ≪ inroduced in [1, Definition 2.5].
Proposition 7.4. Let f and g be series in C 0 z k : k ∈ I ⊔ J such that bReta(f ) = g.
(1) For all n ≥ 1 and α : {1, . . . , n} → I ⊔ J, we have that
(2) For all n ≥ 1 and α : {1, . . . , n} → I ⊔ J, we have that
Proof. The proof is identical to that in [1, Proposition 3.9] once permutations are applied and thus is omitted.
Returning to the transforms introduced in Definition 7.1, note that the operations ⊞⊞ and ⊎⊎ can be defined on D alg (I ⊔ J) by the requirements that for µ, ν ∈ D alg (I ⊔ J), µ ⊞ ⊞ν and µ ⊎ ⊎ν are the unique elements of D alg (I ⊔ J) such that R µ⊞⊞ν = R µ + R ν and η µ⊎⊎ν = η µ + η ν . Using Proposition 7.4, a mutlivariable version of the equivalence of assertions (1) and (2) in Theorem 5.13 can be easily obtained in the current algebraic framework. The proof is nearly identical to the one-sided case considered in [1, Section 5] , and hence omitted.
Proposition 7.5. Let {µ n } n≥1 be a sequence in D alg (I ⊔ J) and {k n } n≥1 be a sequence of positive integers with lim n→∞ k n = ∞. The following assertions are equivalent.
(1) The sequence µ n ⊞ ⊞ · · · ⊞ ⊞µ n kn times converges in moments to some µ ∈ D alg (I ⊔ J).
(2) The sequence µ n ⊎ ⊎ · · · ⊎ ⊎µ n kn times converges in moments to some ν ∈ D alg (I ⊔ J).
Moreover, if these assertions hold, then µ = bB(ν).
7.2. The twisted multiplicative bi-free convolution. The second main result of [1] concerns a special property of B; namely that B is a homomorphism with respect to the multiplicative free convolution ⊠.
It is thus natural to expect that a similar property holds for bB. However, it turns out that bB is not a homomorphism with respect to the 'usual' multiplicative bi-free convolution ⊠⊠ in the literature (see [21, 28] ) but with respect to the one in [7, 8] . Consequently, we consider the following operation.
Definition 7.6. Let a = ((a i ) i∈I , (a j ) j∈J ) and b = ((b i ) i∈I , (b j ) j∈J ) be bi-free two-faced families in a non-commutative probability space (A, ϕ) with joint distributions µ a and µ b respectively. The twisted multiplicative bi-free convolution of µ a and µ b , denoted µ a ⊠⊠µ b , is defined to be the joint distribution of the two-faced family ((
Note that the usual multiplicative bi-free convolution µ a ⊠ ⊠µ b of µ a and µ b is defined to be the joint distribution of the two-faced family ((a i b i ) i∈I , (a j b j ) j∈J ). On the other hand, this twisted multiplicative bi-free convolution is not new, and has been previously considered in [7, 8] for the following reason. In [17] , the operation of boxed convolution ⋆ was defined using the Kreweras complementation map K N C on the lattice of non-crossing partitions, which plays an important role in proving the mentioned property of B. On the other hand, the bi-non-crossing Kreweras complementation map K BN C on the lattice of bi-non-crossing partitions was defined in [8, Definition 5.1.1] by
for χ : {1, . . . , n} → {ℓ, r} and π ∈ BN C(χ). As shown in [7, Proposition 9.2.1], the map K BN C can be used to compute the twisted multiplicative bi-free convolution as follows. If a = ((a i ) i∈I , (a j ) j∈J ) and
This motivates us to define following operation on C 0 z k : k ∈ I ⊔ J .
Definition 7.7. Let f and g be series in
by equation (8) . Moreover, if π ≤ ρ ∈ BN C(χ), then the relative bi-non-crossing Kreweras complement of π in ρ, denoted K BN C;ρ (π), is defined by
where for every block V of ρ, K BN C (π| V ) is the bi-non-crossing Kreweras complement of π|V (which is a bi-non-crossing partition with respect to χ| V ). Under this notion, equation (8) can be generalized to
for α : {1, . . . , n} → I ⊔ J and ρ ∈ BN C(χ α ). We are now ready to present the main result of this subsection whose proof trivially follows that of [1, Theorem 7 .2] with a permutation.
Theorem 7.8. For two series f and g in C 0 z k : k ∈ I ⊔ J , we have that
Corollary 7.9. For any two distributions µ and ν in D alg (I ⊔ J), bB(µ ⊠⊠ν) = bB(µ) ⊠⊠bB(ν).
Proof. By Theorem 7.8, we have that
Since bB(µ ⊠⊠ν) and bB(µ) ⊠⊠bB(ν) have the same bi-free R-transform, the result follows.
By comparing the first equality with the fifth equality, we see that the bi-Boolean η-transform also turns ⊠⊠ to ⋆ , which is not surprising since the Boolean η-transform behaves similarly when it comes to ⊠ and ⋆ (see [1, Theorem 2']).
Bi-Boolean independence with amalgamation
We conclude this paper with an extension of bi-Boolean independence to the amalgamated setting over an arbitrary algebra. 8.1. Definition and review of bi-free independence with amalgamation. As the theory of bi-free independence with amalgamation is well-developed in [7] , the same structures can be used with some slight modifications to fit the current framework. Throughout the rest, B denotes a unital algebra over C. Recall first from [7, Definition 3.2.1] that in order to discuss independence for pairs of algebras over B, the usual notion of a non-commutative probability space (A, ϕ) should be replaced by a B-B-non-commutative probability space, which is a triple (A, E, ε) where A is a unital algebra over C, ε : B ⊗ B op → A is a unital homomorphism such that ε| B⊗1B and ε| 1B⊗B op are injective, and E : A → B is a unital linear map such that
for all b 1 , b 2 , b ∈ B and Z ∈ A. Moreover, the unital subalgebras A ℓ and A r of A defined by
will be called the left and right algebras of A respectively. For notational simplicity, we will write L b and R b instead of ε(b ⊗ 1 B ) and ε(1 B ⊗ b) and refer to them as left and right B-operators respectively.
As demonstrated in [7, Theorem 3.2.4 ], B-B-non-commutative probability spaces are the correct objects to study because every such space can be concretely represented as linear operators on a B-B-bimodule with a specified B-vector state in an expectation-preserving way. We refer to [7, Section 3] for more details. Furthermore, in order to discuss the corresponding moment and cumulant functions, one needs the notion of operator-valued bi-multiplicative functions. Definition 8.1. Let (A, E, ε) be a B-B-non-commutative probability space and let Φ :
be a function that is linear in each A χ(j) . It is said that Φ is operator-valued bi-multiplicative if for every χ : {1, . . . , n} → {ℓ, r}, Z j ∈ A χ(j) , b ∈ B, and π ∈ BN C(χ), the following four conditions hold.
(1) Let q = max{j ∈ {1, . . . , n} | χ(j) = χ(n)}.
(2) Let p ∈ {1, . . . , n}, and let
(3) Suppose that V 1 , . . . , V m are χ-intervals ordered by ≺ χ which partition {1, . . . , n}, each a union of blocks of π. Then
(4) Suppose that V and W partition {1, . . . , n}, each a union of blocks of π, V is a χ-interval, and
Given an operator-valued bi-multiplicative function, conditions (1) to (4) above allow one to move Boperators around and completely determine values on all bi-non-crossing partitions based on full non-crossing partitions.
For bi-Boolean independence, since the sublattice of bi-interval partitions is used instead, the corresponding functions need only satisfy some weaker conditions. Definition 8.2. Let (A, E, ε) be a B-B-non-commutative probability space and let Φ :
be a function that is linear in each A χ(j) . We say that Φ is operator-valued b-bi-multiplicative if conditions (1) to (3) of Definition 8.1 are satisfied for every χ : {1, . . . , n} → {ℓ, r}, Z j ∈ A χ(j) , b ∈ B, and π ∈ BI(χ).
Note that condition (4) of Definition 8.1 is irrelevant here because if W is a union of blocks of a biinterval partition π containing min ≺χ ({1, . . . , n}) and max ≺χ ({1, . . . , n}), then V does not exist as W must be π. Moreover, as every operator-valued bi-multiplicative function is automatically operator-valued b-bimultiplicative, the notion of bi-Boolean independence over B can be introduced using the operator-valued bi-free moment function, which is defined in [ 
for every χ : {1, . . . , n} → {ℓ, r} and Z j ∈ A χ(j) . (Note this really is the second operator-valued moment function from the operator-valued c-bi-free construction in [12] using the same ideas as in Proposition 3.4.) Definition 8.3. Let (A, E, ε) be a B-B-non-commutative probability space.
(1) A non-unital pair of B-algebras in (A, E, ε) is an ordered pair (C ℓ , C r ) of non-unital subalgebras of
(2) A family {(A k,ℓ , A k,r )} k∈K of non-unital pairs of B-algebras in (A, E, ε) is said to be bi-Boolean independent with amalgamation over B if for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and Z 1 , . . . , Z n ∈ A with Z j ∈ A ω(j),χ(j) , we have that
As with the scalar-valued case, by taking χ : {1, . . . , n} → {ℓ, r} to be constant and ω : {1, . . . , n} → K such that ω(1) = · · · = ω(n), the families {A k,ℓ } k∈K and {A k,r } k∈K are both Boolean independent over B if {(A k,ℓ , A k,r )} k∈K is bi-Boolean independent over B.
8.2.
Operator-valued bi-Boolean cumulants. It is now straightforward to define the operator-valued bi-Boolean cumulant function via convolution over the lattice of bi-interval partitions and check that it has the vanishing property. Definition 8.4. Let (A, E, ε) be a B-B-non-commutative probability space and let E be the operator-value bi-free moment function on A. The operator-valued bi-Boolean cumulant function on A is the function B :
for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, π ∈ BI(χ), and Z j ∈ A χ(j) .
Using the (bi-interval) Möbius inversion, an equivalent formulation of the above formula is
Since E is operator-valued bi-multiplicative and µ BI is multiplicative, a routine verification similar to (and simpler than) the proof of [7, Theorem 6.2.1] shows that B is operator-valued b-bi-multiplicative. Moreover, it is also easy to check that the operator-valued version of Theorem 3.7 holds. Theorem 8.5. A family {(A k,ℓ , A k,r )} k∈K of non-unital pairs of B-algebras in a B-B-non-commutative probability space (A, E, ε) is bi-Boolean independent over B if and only if for all n ≥ 2, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and Z j ∈ A ω(j),χ(j) , we have that
Proof. The proof is completely identical to the second proof of Theorem 3.7 for the scalar-valued case where the fact that vanishing of mixed operator-valued bi-Boolean cumulants implies bi-Boolean independence over B follows from a calculation with Möbius inversion and the converse follows from an induction argument.
Moreover, using operator-valued b-bi-multiplicativity, Proposition 4.8 can be generalized as follows. Proposition 8.6. Let (A, E, ε) be a B-B-non-commutative probability space, χ : {1, . . . , n} → {ℓ, r} with n ≥ 2, and Z j ∈ A χ(j) . If there exist q ∈ {1, . . . , n} and
. . , n}), max ≺χ ({1, . . . , n})} and otherwise B 1χ (Z 1 , . . . , Z n ) = B 1 χ| \q (Z 1 , . . . , Z p−1 , Z p Z q , Z p+1 , . . . , Z q−1 , Z q+1 , . . . , Z n ) where p = max{j ∈ {1, . . . , n} | χ(j) = χ(q), j < q}.
8.3.
The operator-valued bi-Boolean partial η-transform. In this subsection, we develop an operatorvalued bi-Boolean partial η-transform and prove the operator-valued version of Theorem 4.3. The proof is combinatorial in nature following the techniques developed in [22, Section 7] . The same techniques were also used in [23, Section 5] and [12, Section 8] in deriving a functional equation for the operator-valued bi-free/c-bi-free partial R-transform. However, these transforms are functions of three variables instead of two variables due to the fact that when one sums over bi-non-crossing partitions with the same block that contains both left and right indices, a B-operator is created corresponding to the 'bottom part' of the diagram below the common block and operator-valued bi-multiplicativity does not allow the B-operator to escape. For bi-interval partitions, such 'bottom part' does not exist due to the property that if V is a block of a bi-interval partition that contains both a left index s and a right index t, then V contains all indices j such that s ≺ χ j ≺ χ t. Consequently, the operator-valued bi-Boolean partial η-transform is a function of two-variables: one for a left B-operator and one for a right B-operator.
In that which follows, we require the additional assumption that B is a Banach algebra and all operators are elements of a Banach B-B-non-commutative probability space, which is a B-B-non-commutative probability space (A, E, ε) such that A and B are Banach algebras, and E, ε| B⊗1B , and ε| 1B⊗B op are bounded. To begin, let Z ℓ ∈ A ℓ , Z r ∈ A r , b, d ∈ B, and consider the following series: For every partition π ∈ BI(χ m,n ) \ BI vs (χ m,n ), there is exactly one block of π with both left and right indices, let V π denote this block. Moreover, since π is a bi-interval partition, we have j ∈ V π for all min ≺χ (V π ) ≺ χ j ≺ χ max ≺χ (V π ). Rearrange the sum in Θ m,n (b, d) (which may be done as it converges absolutely) by first choosing s ∈ {1, . . . , m}, t ∈ {1, . . . , n}, and then summing over all π ∈ BI(χ m,n ) \ BI vs (χ m,n ) such that V π = {s, . . . , m, m + t, . . . , m + n}, we obtain On the other hand, expanding M (Z ℓ ,Zr ) (b, d) using the fact it converges absolutely produces As the cbi-free, operator-valued c-bi-free, and bi-Boolean analogues of these results are available in [11, Section 4] , [12, Section 7] , and Section 4 above respectively, it can be shown without any difficulty that similar results also hold in the framework of the current section.
Furthermore, like any other non-commutative probability theory, whenever a notion of independence (scalar-valued or operator-valued) is defined, a number of limit theorems can be obtained for various purposes. Since we do not have any immediate applications of the operator-valued bi-Boolean limit theorems available at the moment, we will simply mention that the bi-Boolean analogues of the operator-valued bi-free/c-bi-free limit theorems in [12, Section 9] can be easily proved by the same techniques.
Errata to "Bi-Boolean Independence for Pairs of Algebras" -Joint with Takahiro Hasebe
As it was realized during the study of [10] , an essential assumption was omitted in many results of [11] : namely, the results hold provided the conditional bi-free product of states (unital positive linear functionals) is again a state. When studying bi-Boolean independence above (a specific instance of conditional bi-free independence), this assumption was not verified. In fact, this assumption cannot be verified as it is false.
To see this, suppose (a 1 , b 1 ) and (a 2 , b 2 ) are two pairs of commuting elements that are bi-Boolean independent with respect to ϕ and whose distributions with respect to ϕ are probability measures. For the distribution of (a 1 + a 2 , b 1 + b 2 ) to be a probability measure on R 2 , it is necessary that for every n ∈ N and every polynomial p(x, y) = c i1,i2 c j1,j2 ϕ((a 1 + a 2 )
Therefore, for a fixed n we consider the (n + 1) 2 × (n + 1) 2 matrix
where the rows are indexed (starting at 0 up to n) by the pairs (i 1 , i 2 ) and the columns are indexed by the pairs (j 1 , j 2 ). Then ϕ(p(a 1 + a 2 , b 1 + b 2 ) * p(a 1 + a 2 , b 1 + b 2 )) = X n v, v , where v is a vector of the c k,m 's. For example the matrix X 1 is given by
Due to the bi-Boolean examples given above, the bi-Boolean product of states need not be a state and the bi-Boolean convolution of two positive probability measures need not be a probability measure. In particular, the results of Sections 5 and 6 of this paper for probability measures are false as stated, modulo those in Section 5.1 where the notion of probability measure is replaced with an arbitrary distribution. As was demonstrated via Example 5.13, there existed a probability measure that was not bi-Boolean infinitely divisible inside the collection of probability measures as one of the asymptotic moments involved would have to be negative. Due to the above, it is natural to ask whether the bi-Boolean (and, more generally, conditional bi-free) convolution of finite signed measures is a finite signed measure.
