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MEYNIEL’S CONJECTURE HOLDS FOR RANDOM d-REGULAR
GRAPHS
PAWE L PRA LAT AND NICHOLAS WORMALD
Abstract. In the game of cops and robber, the cops try to capture a robber moving
on the vertices of the graph. The minimum number of cops required to win on a
given graph G is called the cop number of G. The biggest open conjecture in this
area is the one of Meyniel, which asserts that for some absolute constant C, the cop
number of every connected graph G is at most C
√|V (G)|. In a separate paper, we
showed that Meyniel’s conjecture holds asymptotically almost surely for the binomial
random graph. The result was obtained by showing that the conjecture holds for a
general class of graphs with some specific expansion-type properties. In this paper, this
deterministic result is used to show that the conjecture holds asymptotically almost
surely for random d-regular graphs when d = d(n) ≥ 3.
1. Introduction
The game of Cops and Robbers, introduced independently by Nowakowski and Win-
kler [21] and Quilliot [23] more than thirty years ago, is played on a fixed graph G. We
will always assume that G is undirected, simple, and finite. There are two players, one
being a set of k cops, where k ≥ 1 is a fixed integer, and the other being the robber.
The cops begin the game by occupying any set of k vertices (in fact, for a connected G,
their initial position does not matter). The robber then chooses a vertex, and the cops
and robber move alternately. The players use edges to move from vertex to vertex: in
a robber move, the robber alone moves, whilst in a cop move, each cop moves. More
than one cop is allowed to occupy a vertex, and in a move any of the cops or robber
may remain at their current vertex. The players always know each other’s current lo-
cations. If, after any move, at least one of the cops occupies the same vertex as the
robber, the game ends and the cops have won; otherwise, that is, if the robber avoids
this indefinitely, she wins. As placing a cop on each vertex guarantees that the cops
win, we may define the cop number, written c(G), which is the minimum number of
cops needed for the cop player to be able to force a win on G. The cop number was
introduced by Aigner and Fromme [1], who proved (among other things) that if G is
planar, then c(G) ≤ 3. For more results on vertex pursuit games such as Cops and
Robbers, the reader is directed to the surveys on the subject [3, 12, 14] and the recent
monographs [6, 7].
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The most important open problem in this area is Meyniel’s conjecture (communicated
by Frankl [11]). It states that c(n) = O(
√
n), where c(n) is the maximum of c(G) over
all n-vertex connected graphs. If true, the estimate is best possible as one can construct
a bipartite graph based on the finite projective plane with the cop number Ω(
√
n). Until
recently, the best known upper bound of O(n log log n/ log n) was given in [11]. It took
20 years to show that c(n) = O(n/ log n) as proved in [8]. Today we know that the cop
number is at most n2−(1+o(1))
√
log2 n (which is still n1−o(1)) for any connected graph on n
vertices (the result obtained independently by Lu and Peng [18], Scott and Sudakov [24],
and Frieze, Krivelevich and Loh [13]). Recalling the conjecture of Hajo´s, which Erdo˝s
showed to be false for almost all graphs, to determine the truth of Meyniel’s conjecture,
it is natural to check first whether random graphs provide easy counterexamples. This
paper shows that Meyniel’s conjecture passes this test for random d-regular graphs:
they satisfy the conjecture asymptotically almost surely whenever they are connected.
In a previous paper, we studied the binomial random graph G(n, p) [22]. Recall that
this is a random graph with vertex set [n] = {1, 2, . . . , n} in which a pair of vertices ap-
pears as an edge with probability p, independently for each such a pair. The probability
space of random d-regular graphs on n vertices with uniform probability distribution
we denote Gn,d. We say that an event in a probability space holds asymptotically almost
surely (a.a.s.) if its probability tends to one as n goes to infinity, with n restricted to
even integers in the case of Gn,d when d is odd.
In [22] we showed that Meyniel’s conjecture holds a.a.s. in G(n, p) provided that
np > (1/2+ε) log n for some ε > 0. (Let us mention that it was shown earlier by  Luczak
and the first author [19] that the cop number has a surprising “zig-zag” behaviour in
G(n, p) with respect to p. See, for example, [22] for more details on this model.) In this
paper, we show that the conjecture holds a.a.s. in Gn,d, provided that d ≥ 3. Note that
for d ≤ 2, a random 2-regular graph is a.a.s. disconnected, and the conjecture does not
apply. In any case, such graphs are trivial for current considerations.
Theorem 1.1. Suppose that d = d(n) ≥ 3. Let G = (V,E) ∈ Gn,d. Then a.a.s.
c(G) = O(
√
n).
These results for random graph models support Meyniel’s conjecture, although there
is currently a huge gap in the deterministic bounds: it is still not known whether there
exists ε > 0 such that the cop number of connected graphs is O(n1−ε).
We consider dense graphs in Section 2 and sparse graphs in Section 3. In each case we
first recall the results from [22] that show that the conjecture holds deterministically
for a general class of graphs with some specific expansion-type properties. We then
show that G ∈ Gn,d is a.a.s. contained in the general class.
2. Proof of Theorem 1.1—dense case
In this section, we focus on dense random d-regular graphs, that is, graphs with
average degree d = d(n) ≥ log4 n. We will first cite a deterministic result that holds for
a family of graphs with some specific expansion properties. After that we will show that
dense random d-regular graphs a.a.s. fall into this class of graphs and so the conjecture
holds a.a.s. for dense random d-regular graphs. We will need three different arguments
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for the three intervals for d, and we will treat them independently. Combining these
observations will immediately show that Meyniel’s conjecture holds for dense random
d-regular graphs.
Before stating the result, we need some definitions. Let S(v, r) denote the set of
vertices whose distance from v is precisely r, and N(v, r) the set of vertices (“ball”)
whose distance from v is at most r. Also, N [S] denotes
⋃
v∈S N(v, 1), the closed neigh-
bourhood of S, and N(S) = N [S] \ S denotes the (open) neighbourhood of S. All
logarithms with no suffix are natural.
Theorem 2.1. [22] Let Gn be a set of graphs and d = d(n) ≥ log3 n. Suppose that for
some positive constant c, for all Gn ∈ Gn the following properties hold.
(i) Let S ⊆ V (Gn) be any set of s = |S| vertices, and let r ∈ N. Then∣∣∣∣∣⋃
v∈S
N(v, r)
∣∣∣∣∣ ≥ cmin{sdr, n}.
Moreover, if s and r are such that sdr < n/ log n, then∣∣∣∣∣⋃
v∈S
N(v, r)
∣∣∣∣∣ ∼ sdr.
(ii) Let v ∈ V (Gn), and let r ∈ N be such that
√
n < dr+1 ≤ √n log n. Then there
exists a family {
W (u) ⊆ S(u, r + 1) : u ∈ S(v, r)
}
of pairwise disjoint subsets such that, for each u ∈ S(v, r),
|W (u)| ∼ dr+1.
Then c(Gn) = O(
√
n).
Note that condition (ii) holds vacuously if there is no r ∈ N such that √n < dr+1 ≤√
n log n. More importantly, in fact, a slightly stronger result holds. Suppose that
the robber plays on a graph G = (E1, V ) but the cops play on a different graph,
H = (E2, V ), on the same vertex set. Again, the cops win if they occupy the vertex of
the robber. We will use c(G,H) for the counterpart of the cop number for this variant
of the game. In [22] it was shown that the same conclusion holds on this variant of the
game provided that the appropriate upper and lower bounds in the hypotheses hold on
the respective graphs.
Observation 2.2 ([22]). Let Gn and Hn be two sets of graphs and d = d(n) ≥ log3 n.
Suppose that for all Gn ∈ Gn and all Hn ∈ Hn we have the following:
(i) for some positive constant c, conditions (i) and (ii) in the hypotheses of Theo-
rem 2.1 are satisfied for Hn,
(ii) Gn is d-regular.
Then c(Gn, Hn) = O(
√
n).
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2.1. Interval 1: log4 n ≤ d = d(n) < n1/3/ log3 n. It is known that if d  log n and
d n1/3/ log2 n, then there exists a coupling of G(n, p) with p = d
n
(1−O((log n)/d)1/3),
and the space Gn,d of random d-regular graphs, such that a.a.s. G(n, p) is a subgraph of
Gn,d [16].
In [22] it was shown that the hypotheses of Theorem 2.1 are a.a.s. satisfied if we
set Gn = G(n, p) and replace d by d0 := p(n − 1). Since we are only concerned with
r = O(log n/ log log n) and d ≥ log4 n,
dr0 =
(
p(n− 1))r ∼ dr(1− (log n/d)1/3)r = dr(1−O(r(log n/d)1/3)) ∼ dr.
It follows that the hypotheses of Theorem 2.1 are also satisfied a.a.s. with Gn = G(n, p)
using the “true” value of d. Hence by Observation 2.2, a.a.s. c(Gn, Hn) = O(
√
n) where
Hn is Gn,d and Gn is the coupled G(n, p) described above. With probability 1 − o(1),
Gn ⊆ Hn, in which case all the cops’ moves are valid on the robber’s graph, and thus
c(Gn, Hn) ≤ c(Hn). Theorem 1.1 holds for the range considered in this case.
2.2. Interval 2: d = d(n) ≥ √n log n. As usual, let us start with a few definitions. A
dominating set of a graph G = (V,E) is a set U ⊆ V such that every vertex u ∈ V \ U
has at least one neighbour in U . The domination number of G, γ(G), is the minimum
cardinality of a dominating set in G. It is well known that for any graph G on n vertices
with minimum degree δ = δ(n) ≥ 2 we have
γ(G) ≤ 1 + log(δ + 1)
δ + 1
n.
(See, for example, [2].) Hence, any d-regular graph with d = d(n) ≥ √n log n has a
dominating set of cardinality O(n log n/d) = O(
√
n). Since c(G) ≤ γ(G), Meyniel’s
conjecture holds for any such graph. Theorem 1.1 holds for the range considered in this
case. (In fact, the result is stronger as it holds deterministically.)
2.3. Interval 3: n1/3/ log3 n ≤ d = d(n) < √n log n. We will verify that for this range
of d, random d-regular graphs a.a.s. satisfy the conditions (i) and (ii) in the hypotheses
of Theorem 2.1. In fact, only the condition (i) needs to be verified as the condition (ii)
does not apply for this range of d, since r ≥ 1. Moreover, as we will only need part (i)
to be verified for r = O(1), the following lemma will imply the result.
Lemma 2.3. Suppose that n1/3/ log3 n ≤ d = d(n) < √n log n. Let G = (V,E) ∈ Gn,d.
Then, there exists some positive constant c such that the following properties hold a.a.s.
For any set S ⊆ V of s = |S| ≤ cn/d vertices∣∣N [S]∣∣ ≥ csd. (2.1)
Moreover, if s is such that sd < n/ log n, then∣∣N [S]∣∣ ∼ sd. (2.2)
Proof. In [4] there are bounds on the number of edges within a given set of vertices,
in Gn,d. Some of these bounds are obtained by using switchings. However, the results
obtained there do not suffice for our present needs. The main additional information
we need is a bound on the number of edges between two sets of certain sizes.
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We will show the required expansion of a set S to its neighbours. We do this by
showing firstly that there cannot be too many edges within S, and secondly that there
cannot be too many edges from S to an “unusually” small set T , where, often, sd is
approximately the “usual” size. It follows that, if the neighbourhood of S is too small,
by setting it equal to T , we see that there is not enough room for the edges incident
with S (each vertex of which must have degree d). Hence the neighbourhood must be
large.
We start with the more difficult issue: edges from S to T . The approach is similar to
some of the results in [4] and similar papers on random regular graphs of high degree.
Suppose |S| = s and |T | = t where S and T are disjoint subsets of V . Let U = V \(S∪T )
and put u = |U | = n− s− t. Moreover, assume that s+ t ≤ n/3 and s < u− n/2.
In Gn,d consider the set of graphs Ci with exactly i edges from S to T . Since this is
a uniform probability space, we may bound P(Ci) via the simple inequality
P(Ci) ≤ |Ci||Ci1|
, (2.3)
which holds for any i1 such that Ci1 6= ∅. We will do this for all i > (1 − α)sd, where
α > 0 is sufficiently small. Let G be a member of Ci where i > 0. Consider a “switching”
applied to G which is an operation consisting of the following steps: select one of the i
edges ab in G with a ∈ S and b ∈ T , and some other edge a′b′ such that aa′ and bb′ are
not edges of G and a′ ∈ U , b′ /∈ S, and replace the edges ab and a′b′ by new edges aa′
and bb′. Call the resulting graph G′. Then G′ is clearly a d-regular graph and must lie
in Ci−1 since the edge ab is removed and none of a′b′, aa′ or bb′ can join S to T . There
are iud ways to choose one of the i edges for ab and one of the ud pairs of vertices a′b′
where a′ ∈ U and b′ is adjacent to it. Hence, the number N of ways to choose a graph
in Ci and perform this switching is
N = |Ci|(iud− A),
where A denotes the average number of choices excluded by the other constraints. The
number of exclusions due to aa′ or bb′ being an edge of G is O(id2). The number
excluded because b′ ∈ S is at most isd since there are at most sd edges from S to U .
Hence A ≤ isd+O(id2), and we get N ≥ |Ci|(i(u− s)d+O(id2)).
On the other hand, the number of ways to arrive at given graph in Ci−1 after applying
such a switching to a graph in Ci is at most (sd − i + 1)td since this is a clear upper
bound on the number of choices for aa′ and bb′. Thus N ≤ |Ci−1|(sd− i+ 1)td and we
deduce
|Ci|
|Ci−1| ≤
(sd− i+ 1)t
i(u− s) +O(id) .
For the present lemma, n1/3+o(1) ≤ d ≤ n1/2+o(1). Since u− s > n/2, we have
|Ci|
|Ci−1| ≤
(sd− i+ 1)t
i(u− s) (1 +O(n
−1/4)).
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Applying the inequality |Ci|/|Ci−1| ≤ (1 +O(n−1/4))βρ(i) for all i1 < i ≤ i0, where
β =
t
u− s,
i0 = (1− α)sd,
i1 =
β
1 + β
sd,
ρ(i) =
sd− i+ 1
i
,
we obtain
|Ci0 |
|Ci1 |
≤
(
β(1 +O(n−1/4))
)i0−i1
ρ(i0)ρ(i0 − 1) · · · ρ(i1 + 1)
=
(
β(1 +O(n−1/4))
)i0−i1 (sd− i1)(sd− i1 − 1) · · · (sd− i0 + 1)
i0(i0 − 1) · · · (i1 + 1)
=
(
β(1 +O(n−1/4))
)i0−i1 (sd− i1)!/(sd− i0)!
i0!/i1!
= O(sd)
β1−α−β/(1+β)(1 +O(n−1/4))
(
1
1+β
)1/(1+β) (
β
1+β
)β/(1+β)
αα(1− α)(1−α)

sd
,
and hence by (2.3)
P(Ci0) = O(sd)
(
β1−α(1 +O(n−1/4))
(1 + β)αα(1− α)(1−α)
)sd
≤
(
β1−α(1 +O(n−1/4))
αα(1− α)(1−α)
)sd
.
We will apply this for i0 = ds−O(s log n), that is, for α = O(log n/d), for which
αα(1− α)(1−α) = exp (α logα− (1 + o(1))α(1− α))
= exp
(−O(d−1 log2 n)) = 1 +O(n−1/4).
Hence,
P(Ci0) ≤
(
β1−α(1 +O(n−1/4))
)sd
.
On the other hand, by the union bound, the probability there exists such a pair of
sets S and T of sizes s and t = csd, respectively, with precisely i0 edges joining them is
at most
p =
(
n
t
)(
n− t
s
)
P(Ci0) ≤ (en/t)t(en/s)sP(Ci0)
=
(( en
csd
)c (en
s
)1/d)sd
P(Ci0) =
(( en
csd
)c
(1 +O(n−1/4))
)sd
P(Ci0).
Assuming that sd ≤ cn, which implies that t ≤ c2n, we note that
β1−α =
(
t
u− s
)1−α
≤
(
csd
n− c2n−O(n/d)
)1−O(d−1)
=
csd
(1− c2)n(1 +O(n
−1/4)),
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and so
p1/sd ≤
( en
csd
)c csd
(1− c2)n(1 +O(n
−1/4))
≤ ce
c
(1− c2)cc
(
sd
n
)1−c
(1 +O(n−1/4))
≤ c
2ec
(1− c2)c2c (1 +O(n
−1/4)) ≤ 1/2
for c small enough. Finally, we take the union bound over all s such that n/ log n ≤
sd ≤ cn and all i0 = ds − O(s log n), to conclude that (2.1) holds a.a.s. for this range
of s; note that it will follow immediately from (2.2) that (2.1) holds for the remaining
range of s.
Let ε = 1/ log log log n. By a similar argument, the probability there exists such a
pair of sets S and T of sizes s and t = sd(1 − ε), respectively, with precisely i0 edges
joining them is at most
p =
((
en
sd(1− ε)
)1−ε
(1 +O(n−1/4))
)sd
P(Ci0).
This time we assume that sd ≤ n/ log n which implies that t = O(n/ log n). It follows
that
β1−α =
(
t
u− s
)1−α
=
(
sd(1− ε)
n−O(n/ log n)
)1−O(d−1)
=
sd
n
(1− ε)(1 +O(1/ log n)),
and so
p1/sd ≤
(
en
sd(1− ε)
)1−ε
sd
n
(1− ε)(1 +O(1/ log n))
=
(
e
1− ε
)1−ε
(1− ε)
( n
sd
)−ε
(1 +O(1/ log n))
∼ exp (1− ε log(n/sd))
= exp
(− Ω(ε log log n)) = o(1).
As before, we take the union bound over all s such that sd ≤ n/ log n and all i0 =
ds−O(s log n), to conclude that (2.2) holds a.a.s. (We have ignored the fact that every
vertex of T must be adjacent to a vertex of S. Using this would improve the bound,
but what we already have suffices.)
It remains to show that a.a.s. each set of s ≤ cn/d vertices induces at most s log n
edges. This can be shown using an approach similar to the above argument for edges
out of S, but is significantly simpler. Hence, we only outline the argument here. Fix S
of size s and consider the set of graphs Ci with exactly i edges in the graph induced by
S. This time we get
|Ci|
|Ci−1| ≤
(
sd−2(i−1)
2
)
i(n− 2s)d+O(id2) =
(sd− 2i+ 2)(sd− 2i+ 1)
2ind
(1 +O(n−1/4)).
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For each i ≥ s log n we have
P(Ci) ≤ |Ci||C0| ≤
(
1
nd
)i
(sd)!/(sd− 2i)!
i!
≤
(
1
nd
)i
(sd)2i
(i/e)i
≤
(
es2d
ni
)i
≤
(
esd
n log n
)s logn
and so the probability that there exits set S of size s that induces i edges (s log n ≤
i ≤ (s
2
)
) is at most(
n
s
) (s2)∑
i=s logn
P(Ci) = O(s2)
((
esd
n log n
)logn (en
s
))s
= O(s2) (exp (−Ω((log n)(log log n)) +O(log n)))s ≤ n−s.
Since
∑n
s=1 n
−s = O(n−1) = o(1), a.a.s. no set S has this property. 
Finally, we note that extension of the coupling between random graphs and random
regular graphs to other ranges of d would permit the argument for interval 1 to be
applied. A recent paper of Dudek, Frieze, Rucin´ski and Sˇiliekis [10] does such an
extension that would apply to intervals 2 and 3. However, the approach we used for
these intervals is not so complicated, much shorter than proving the coupling. Use of
the coupling for interval 1 was of a greater benefit. No such coupling can possibly cover
the sparse case in the following section.
3. Proof of Theorem 1.1—sparse case
In this section we treat the sparse case, that is, when 3 ≤ d = d(n) < log4 n. As in
the dense case, we will first cite a deterministic result that holds for a family of graphs
with some specific expansion properties. After that, we will show that sparse random
d-regular graphs a.a.s. fall into this class of graphs and so the conjecture holds a.a.s. for
sparse random d-regular graphs. Before stating the result, we need some definitions.
We define S(V ′, r) to be the set of vertices whose distance to V ′ is exactly r, and
N(V ′, r) the set of vertices of distance at most r from V ′. A subset U of V (G) is
(t, c1, c2)-accessible if we can choose a family {W (w) : w ∈ U} of pairwise disjoint
subsets of V (G) such that W (w) ⊆ N(w, t) for each w, and
|W (w)| ≥ c1 min
{
dt,
c2n
|U |
}
.
This definition will be used for constants c1 and c2, and large t. The motivation is that,
for an accessible set U , there are “large” sets of vertices W (w) which are disjoint for
each w ∈ U , such that any cop in W (w) can reach w within t steps. The following
result comes from [22, Theorem 4.1] upon setting X(Gn) = ∅.
Theorem 3.1. Let Gn be a set of graphs and d = d(n) ≥ 2. Suppose that d < logJ n for
some fixed J and that for some positive constants δ and ai (1 ≤ i ≤ 5), for all Gn ∈ Gn
the following hold.
(i) For all v ∈ V (Gn), all r ≥ 1 with dr < n1/2+δ, all r′ that satisfy the same
constraints as r, and all V ′ ⊆ N(v, r) with |V ′| = k such that kdr′ ≤ n/ logJ n,
MEYNIEL’S CONJECTURE HOLDS FOR RANDOM d-REGULAR GRAPHS 9
we have
a1kd
r′ ≤ |S(V ′, r′)| ≤ a2kdr′ .
In particular, with k = 1
a1d
r′ ≤ |S(v, r′)| ≤ a2dr′ .
(ii) Let r satisfy n1/4−δ < (d + 1)dr < n1/4+δ, let r′ satisfy the same constraints as
r. Let v ∈ V (Gn), A ⊆ S(v, r), and U =
⋃
a∈A S(a, r
′) with |A| > n1/4−δ and
dr+r
′
< a3n/|U |. Then there exists a set Q such that |S(a, r′)∩Q| < n1/4−2δ for
all a ∈ A, and such that U \Q is (r + r′ + 1, a4, a5)-accessible.
(iii) Gn is connected.
Then c(Gn) = O(
√
n).
Suppose that 3 ≤ d = d(n) < log4 n. We will verify that G ∈ Gn,d a.a.s. satisfies the
conditions in the hypotheses of Theorem 3.1 and, as a result, Theorem 1.1 holds for
such d.
For convenience when comparing with G(n, p), we consider (d + 1)-regular graphs,
starting with some typical properties of Gn,d+1. We will use the fact that the number
of vertices in a balanced tree of height r and all internal vertices of degree d+ 1 ≥ 3 is
1 +
r−1∑
j=0
(d+ 1)dj = Θ
( r−1∑
j=−∞
(d+ 1)dj
)
= Θ
(
(d+ 1)dr/(d− 1)) = Θ(dr). (3.1)
Our analysis of Gn,d+1 exploits its relationship to the pairing model Pn,d+1 that we
define next. Suppose that dn is even, as in the case of random regular graphs, and
consider dn points partitioned into n labelled buckets v1, v2, . . . , vn of d points each. A
pairing of these points is a perfect matching into dn/2 pairs. Given a pairing P , we may
construct a multigraph Pn,d, with loops allowed, as follows: the vertices are the buckets
v1, v2, . . . , vn, and a pair {x, y} in P corresponds to an edge vivj in Pn,d+1 if x and y are
contained in the buckets vi and vj, respectively. It is an easy fact that the probability of
a random pairing corresponding to a given simple graph G is independent of the graph,
hence the restriction of the probability space of random pairings to simple graphs is
precisely Gn,d. One of the advantages of using this model is that the pairs may be
chosen sequentially, at each step choosing a point using any rule (possibly randomised)
that depends only on the pairs so far chosen (such as the least-numbered point not yet
paired, under some numbering scheme), and pairing it with a point chosen uniformly
at random over the remaining (unchosen) points. For more information on this model,
see, for example, [25].
To prove the desired expansion property for Gn,d+1, we need a separate argument
for small sets, where the probability of failing to expand can be much larger than the
probability that the pairing model produces loops and multiple edges.
In the following lemma, we define the excess of a graph H to be the number of edges
it has in excess of that of a tree on the same number of vertices, i.e. |E(H)|−|V (H)|+1.
Lemma 3.2. Let 2 ≤ d < log4 n, and consider G ∈ Gn,d+1.
(i) Let ε > 0 and fix K ≥ 10. Suppose that k, r ≥ 1 satisfy k(d + 1)dr−1 < logK n
and let V ′ be a set of vertices of cardinality k. Let H(V ′, r) denote the graph
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induced by all the edges with at least one vertex in N(V ′, r − 1). Then the
probability that H(V ′, r) has excess at least k(1+ε) is bounded above by a function
p = o(n−k−ε/2), where the convergence is uniform over all relevant k, r and V ′.
(ii) Let η > 0, 0 < δ < 1/2 be fixed. Then a.a.s. for all k = O(n1/2+δ), all
V ′ ⊆ V (G) with |V ′| = k and all r ≥ 1 with k(d + 1)dr−1 ≤ n/ log n, we have
|S(V ′, r)| ≥ (1/9− η)k(d+ 1)dr−1.
(iii) Let δ be fixed with 0 < δ < 1/32. Then a.a.s. either G is disconnected, or the
following is true. Let r satisfy n1/4−δ < (d + 1)dr < n1/4+δ, let r′ satisfy the
same constraints as r, let v ∈ V (G), A ⊆ S(v, r), and U = ⋃u∈A S(u, r′) with
|A| > n1/4−δ and dr+r′ < n/9|U |. Then there exists a set Q of cardinality at
most n5δ such that U \Q is (r + r′ + 1, 2/5, 1/9)-accessible.
Proof of Theorem 1.1 for the sparse case. We will use Lemma 3.2 to show that Gn ∈
Gn,d+1 a.a.s. satisfies the conditions in the first two hypotheses of Theorem 3.1, with a
suitable choice of the constants.
The upper bound in Theorem 3.1(i) follows with a2 = 1 immediately from the reg-
ularity of Gn. Hence, V
′ ⊆ N(v, r) implies k = O(n1/2+δ), and so the lower bound in
Theorem 3.1(i) follows from the lower bound given a.a.s. in Lemma 3.2(ii), applied with
r replaced by r′.
The condition in Theorem 3.1(ii) follows directly from the property in Lemma 3.2(iii)
with any 0 < δ < 1/32, a3 = 1/9, a4 = 2/5 and a5 = 1/9. (The bound |Q| ≤ n5δ
immediately implies the required upper bound on |S(a, r′) ∩Q|.)
Condition (iii) follows from the fact that a random d-regular graph is a.a.s. connected
for any d ≥ 3 (see Bolloba´s [5] and Wormald [25] for d fixed; see Cooper, Frieze and
Reed [9], and Krivelevich, Sudakov, Vu and Wormald [17] for large d). The theorem
follows. 
The rest of the paper is devoted to proving Lemma 3.2. To assist the reader, we first
explain something of the difficulties which will be encountered when trying to establish
t-accessibility in part (iii) of the lemma. Our general approach is to explore the graph
in successive neighbourhoods away from the vertex v and try to find W (w) in part of
the neighbourhood “past” w. One of the awkward situations occurs for instance when
d + 1 = 3, and one candidate w has no neighbour in the direction away from v. The
probability this happens to w when about
√
n vertices have already been explored is
about 1/n. So, summing over all such w, it can happen to vertex v with probability
approximately 1/
√
n. To cope with this and other cases where the neighbourhood of
w is not suitable, we will place such w into the set Q of vertices that do not generate
W ’s.
Proof of Lemma 3.2(i). Let V ′ ⊆ V (G), and for i ≥ 0 for brevity let Li denote S(V ′, i),
i.e. the set of vertices at distance i from V ′. Let k = |V ′| and let r be maximal such
that k(d+ 1)dr−1 < logK n.
We may assume r ≥ 1 since otherwise there is nothing to prove. Expose the neigh-
bourhood of V ′ in Pn,d+1 in breadth-first search style out to distance r, in the following
manner. Initially, all vertices in L0 = V
′ are called exposed, but not the points in
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them. During the process, some points will become exposed, and any vertex con-
taining an exposed point will automatically be called exposed. There are r rounds
(i = 0, 1, . . . , r− 1), and in round i, the unexposed points in vertices in Li are exposed
one by one. To expose a point, say u, in Li, requires choosing the second point of its
pair, say u′, uniformly at random from the remaining unexposed points; u′ is then also
called exposed. (See the description above of how we can choose the pairs in the pairing
model.) The vertex containing u′ must be in Li+1 if it was not already exposed at the
start of that round (that is, if it does not belong to Li). For our initial examination,
we terminate this exposure process after the completion of round r − 1.
Note that by the (d+ 1)-regularity, |Lr−1| ≤ k(d+ 1)dr−2, and of course each vertex
in Lr−1 contains at most d + 1 points. So, by the upper bound on r, at the time
this exposure process terminates, O(logK n) points, or vertices, are exposed, and hence
O(d logK n) points (both exposed and not) lie in exposed vertices. Let us call a pair bad
if, at the time when the second point of the pair is exposed, that point’s vertex is already
exposed. Then the probability that a pair is bad is O((dn)−1d logK n) = O(n−1 logK n),
since at each step there are asymptotically (d+ 1)n points remaining unexposed. This
is true conditional upon the history of the process. We now bound the number of bad
pairs using stochastic domination by a binomial random variable. This is a standard
idea (see [2, Section 10.5] for a similar example): we can in advance flip a sufficient
number of independent coins whose probability of “heads” is equal to an upper bound
on the conditional probability of a bad edge at every step. Letting Bi denote the event
that there are at least i bad pairs exposed in the process started at V ′, we conclude
that P(Bi) = O(j
in−i logKi n), where j = O(d logK n) is the number of coins used, an
upper bound on the number of pairs exposed, and ji bounds the (at most)
(
j
i
)
choices
for which of the coins are bad. Hence P(Bi) =
(
O˜(n−1)
)i
, considering the logarithmic
upper bound on d. (We use O˜(f(n)) as usual to denote O(f(n)) logO(1) n.)
After the exposure process, all points in L0, L1, . . . , Lr−1 have been exposed. Note
that no pair between two vertices in Lr (or from those vertices to the rest of the graph)
has been exposed. Let S0 be the event that the exposure process has not revealed a
loop or multiple edge. Then P(S0) ≤ P(B1) = o(1) and thus
P(S0) ∼ 1. (3.2)
Next, let us continue to generate the rest of the random pairing, after completion of the
above exposure process. Let S1 be the event that the rest of the pairing reveals no loops
or multiple edges. No pair in the rest of the pairing can create a multiple edge with
what is already exposed, so S1 is the event that a random pairing on the “remaining”
degree sequence creates a simple graph. This depends on the degree sequence of the
graph induced by the remaining pairing, but there are certainly n − O˜(1) vertices of
degree d+ 1 and O˜(1) of smaller degree. Let P1 denote the set of pairs exposed in the
exposure process. Recalling again that d = O˜(1), McKay’s formula [20] (see also the
discussion near [25, (5)]) shows that
P(S1 | P1) = exp
(− d/2− d2/4 + O˜(1/n)), (3.3)
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where the bounds implicit in O˜() are uniform over all possible pairings P1. Hence,
P(S1 | S0) ∼ exp(−d/2 − d2/4) with the same uniformity, which implies using (3.2)
that
P(S0 ∩ S1) ∼ exp(−d/2− d2/4).
Also
P(S1 ∩ S0 ∩Bi) = P(S0 ∩Bi)P(S1 | S0 ∩Bi)
≤ P(Bi)P(S1 | S0 ∩Bi)
=
(
O˜(n−1)
)i
exp(−d/2− d2/4)
by the bound above for P(Bi), and also (3.3) once again. These two conclusions give
P(Bi | S0 ∩ S1) =
(
O˜(n−1)
)i
. The excess of H(V ′, r) is just the number of bad pairs in
the exposure process, and (i) follows upon setting i = dk(1 + ε)e, as(
O˜(n−1)
)k(1+ε)
=
(
o(n−1)
)k(1+ε/2)
= o
(
n−k(1+ε/2)
)
= o
(
n−k−ε/2
)
.

Proof of Lemma 3.2(ii). Choose relevant values of k and r, and V ′ of cardinality k. We
will show that the required expansion occurs except for an event with probability so
small that taking a union bound over all k and r and all
(
n
k
)
sets V ′ still gives o(1).
Set K = 17 and 0 < ε < 1/3. Firstly, in the case that k(d + 1)dr−1 < logK n, using
the union bound over all
(
n
k
)
choices for V ′ and the O(logK n) permissible values of k
and O(log log n) values of r, we have by (i) that a.a.s. the excess of H(V ′, r) is at most
k(1 + ε) in all such cases. Subject to this condition, the minimum number of vertices in
S(V ′, r) is achieved when each excess edge joins two vertices in V ′ and the rest of the
neighbourhoods expand in a “d-regular” fashion. (Even if this is infeasible, the same
final bound will apply.) Then
1− (2 + 2ε)/(d+ 1) ≤ |S(V
′, r)|
k(d+ 1)dr−1
≤ 1.
(Note that edges between two vertices in S(V ′, r) are irrelevant.) Since d ≥ 2 and
ε < 1/3, this give the bound required in this case. As an aside, if |V ′| = 1 the
conclusion can be strengthened slightly, since then, as G is a graph, no edge can join
two vertices in V ′. (This makes the most difference when d = 2; our overall argument
will suffice even without this strengthening.)
So, from now on, we can assume
k(d+ 1)dr−1 ≥ logK n. (3.4)
Let r0 be the minimal integer such that both r0 ≥ 1 and k(d + 1)dr0−1 ≥ logK n.
There will essentially be two cases. If r0 = 1, we will start the exposure process from
the set V ′ in Pn,d+1, much as we did in the proof of part (i), with initially k(d + 1)
unexposed points. However, if r0 ≥ 2, we need more preparation. In this case r0 − 1
is small enough, by minimality of r0, for (i) to apply with r temporarily reset equal
to r0 − 1. Applying (i) as in the previous paragraph, we have that with probability
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1− o(n−k−ε/2) the excess of H(V ′, r0− 1) is at most k(1 + ε). We next condition on the
graph H(V ′, r0− 1), for any such graph included in this event (i.e. with excess at most
k(1 + ε)). Let V0 = V0(V
′) denote the set of vertices of distance at most r0 − 2 from
V ′. The graph, G′ say, induced by V (G) − V0 (whose edges are precisely those edges
of G that are not edges of H(V ′, r0 − 1)) then has its degree sequence determined, and
it will occur u.a.r. given this degree sequence. We analyse this random graph G′ again
using the pairing model, implementing the exposure process starting at the vertices in
S(V ′, r0 − 1). All vertices except these ones have degree d + 1 in G′, and since the
excess of H(V ′, r0−1) is at most k(1+ε), we may assume that the total degree of these
vertices in G′ is at least k(d− 1− 2ε)dr0−1, since the minimum for a given excess would
be attained if all excess edges joined vertices in V ′. Hence, the number x of points in
these vertices in the pairing model for G′ satisfies
x ≥ k(d− 1− 2ε)dr0−1. (3.5)
For r0 ≥ 2, this gives a lower bound on the number of unexposed points in the vertices
at distance r0 − 1 from V ′, whilst for r0 = 1, the number is
x = k(d+ 1) (3.6)
as shown above. Beginning with these vertices, for r ≥ r0 we expose the successive sets
S(V ′, r) in the pairing (this round, when points in S(V ′, r − 1) are being exposed, we
call round r of the exposure process), for increasing r up until the end of the last round
r for which the upper bound n/ log n on k(d + 1)dr−1 in the lemma statement (ii) is
still valid. The number Nr of points which have been exposed in total at the end of
round r is random but certainly we have |S(V ′, r)| = O(kdr) and Nr = O(kdr) in view
of (3.1). By our termination condition, this implies Nr = O(n/ log n).
Since every exposed vertex contains an exposed point after the end of any round,
the number of exposed vertices during the round is at most Nr, and the number of
unexposed points in exposed vertices is at most dNr at all times during the round.
Thus, for each pair exposed during round r, the probability it is bad (i.e. joins two
exposed vertices), as defined in (i), is at most dNr/
(
(d + 1)n − dNr
)
< γ for some
γ = O(Nr/n) = O(1/ log n). This, as in the argument in (i), is true conditional on the
history of the process. Beginning with r = r0, consider round r for general r. (Note
that the rounds are numbered according to the value of r, so the first round is always
round r0.) We expose the unexposed points that are sitting in vertices in S(V
′, r − 1)
sequentially, and as before bound the number of bad edges stochastically by a binomial
random variable represented by coin flips. This time, a bad flip occurs with probability
γ. Let Ri,β be the event that in the first i coins there are at least βi bad flips. Then
P(Ri,β) ≤
(
i
βi
)
γβi ≤ (eγ/β)βi.
We wish to choose values βr such that if we set β = βr and i = ir := k(d + 1)d
r−1
(which is an upper bound on the number of pairs exposed in round r), we obtain
P(Ri,β)
(
n
k
)
= o(e−d
2
/n2) for all r ≥ r0 up to the upper bound r = O(logd n) implied
by the hypotheses of (ii). (We suppress the dependence on k in the notation βr and
ir.) It then follows by the union bound that, with probability 1 − o(e−d2), for all k
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(= O(n1/2+δ)) and all sets V ′ of cardinality k, none of the events Ri,β holds. Considering
the lower bound implied by (3.3) on the probability that Pn,d+1 gives a simple graph
(this works as in (i) in the case r0 ≥ 2, and applies to a perfectly (d+ 1)-regular graph
otherwise), we immediately conclude that a.a.s. none of the events corresponding to the
Ri,β hold for Gn,d. That is, for all starting sets V ′, each round r has less than βi bad
edges in the “large neighbourhoods” part of the neighbourhood growth. We will then
compute the implications of this property for expansion.
Using the familiar bound on
(
n
k
)
and recalling γ = O(ir/n), the desired bound on
P(Ri,β) will hold provided that(
O(ir)
βrn
)βrir (en
k
)k
= o(n−2e−d
2
). (3.7)
For 0 < ε < 1/3 as before, define
βr =

(1 + ε)k/ir if ir ≤ k log3 n,
1/(log log n)2, if ir ≥ n/ log10 n,
(1 + ε)/ log2 n, otherwise .
We next show that (3.7) holds for each of the three ranges in the definition of βr.
Case 1: ir ≥ n/ log10 n.
Here in the left hand side of (3.7) we have O(ir)/βrn = O(1/
√
log n) in view of the
upper bound
ir ≤ n/ log n (3.8)
given in the hypothesis of (ii). (Note our convention a/bc = a/(bc), here and throughout
the rest of the paper.) The maximum value of (en/k)k occurs when k is maximised, at
k = O(n1/2+δ). Recalling d < log4 n, (3.7) follows easily here.
Case 2: k log3 n < ir < n/ log
10 n.
Here in the left hand side of (3.7) we have (O(ir)/βrn)
βrir = (O(1)/ log8 n)ir/ log
2 n.
In this case, ir/ log
2 n > k log n and so (O(1)/ log n)4ir/ log
2 n = o(n−k−2). Also by (3.4),
ir > log
K n = log17 n whereas d2 < log8 n, and so (O(1)/ log n)4ir/ log
2 n = o(e−d
2
).
(Actually here we only needed K ≥ 10.) Thus (3.7) follows in this case.
Case 3: ir ≤ k log3 n.
Note that (3.4) ensures that ir ≥ logK n and hence k ≥ logK−3 n = log14 n. Here we
have ir = O˜(k) and 1/βr = O(ir/k) = O˜(1). Thus in the left hand side of (3.7) we have
(O(ir)/βrn)
βrir = (O˜(k)/n)(1+ε)k = o(1/n2)(k/n)(1+ε/2)k. Now (3.7) easily follows since
d < log4 n <
√
k and k = O(n1/2+δ). (Note this only required K ≥ 11.)
It remains to determine the expansion properties (in Pn,d+1) implied when none of
the events Ri,β hold, and additionally the initial number x of unexposed points in the
exposure process applied to H(V ′, r0 − 1) satisfies the lower bound in (3.5). We will
define g(r′) inductively for r′ ≥ r0−1, such that there are at least ir′+1
(
1−g(r′)) points
remaining unexposed in vertices in S(V ′, r) at the start of round r′ + 1. From (3.5)
and (3.6), we satisfy the first case of this requirement by setting g(r0 − 1) = (2 +
2ε)/(d + 1) if r0 ≥ 2, and g(0) = 0 when r0 = 1. For any r ≥ r0, consider round r.
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Each of the less than βrir bad edges either “wastes” two of the unexposed points in
S(V ′, r − 1), or joins one such point to a point in S(V ′, r). The first case reduces the
eventual number of unexposed points in S(V ′, r) by 2d since two fewer new vertices are
reached; in the latter case the reduction is less than this. Since ir+1 = dir, we satisfy
the general requirement for g(r) by defining g(r) = g(r − 1) + 2βr, and thus
g(r) = g(r0 − 1) +
r∑
j=r0
2βj.
Note that at most r = O(log n) values of j have βj = (1 + ε)(log n)
−2, and at most
O(log log n) values of j have ij ≥ n/ log10 n, in which case βj = (log log n)−2. Thus
r∑
j=r0
2βj ≤ o(1) +
∞∑
j=r0
2(1 + ε)k/ir = o(1) +
2(1 + ε)
(d+ 1)dr0−2(d− 1)
First consider d ≥ 3. Here g(r) ≤ g(r0 − 1) + 14(1 + ε)/3r0−2 which is at most
3
4
(1 + ε) in both cases r0 = 1 and r0 ≥ 2. Since the number of points remaining
unexposed in vertices in S(V ′, r) at the end of round r is at least ir+1
(
1 − g(r)), and
each vertex contains at least one exposed point, the number of vertices is at least
ir
(
1− g(r)) ≥ (1/4− ε)k(d+ 1)dr−1. Taking ε < η, we obtain the conclusion of (ii) for
d ≥ 3.
Now consider d = 2. In this case, the above argument does not quite suffice, so we
modify it. The weakness in the argument at present is that we are permitting events
with probability close to 1/
(
n
k
)
in every round. So consider running two rounds at a
time and counting the bad pairs that occur within the two rounds. Thus, there are
up to 3ir pairs exposed during rounds r and r + 1. So we flip this many coins and
what we need is (3.7) with ir replaced by i
′
r = 3ir (noting that the bound γ = O(ir/n)
is still valid). Also set β′r = βr/3. Then β
′
ri
′
r = βrir, i
′
r/β
′
r = O(ir/βr) and so (3.7)
itself implies the version of (3.7) with ir and βr replaced by i
′
r and β
′
r. Noting that
one bad pair eliminates at most 2d2 = 8 points from availability two rounds later,
the number of points eliminated is at most 8β′ri
′
r = 8βrir = 2βrir+2. So we may put
g(r + 1) = g(r − 1) + 2βr and skip every second value of r in the summations. In the
case r0 = 1, we have
g(r0 + 2`+ 1) =
∑`
j=0
2βr0+2j
≤ o(1) + 2 + 2ε
3
+
2 + 2ε
12
+ · · ·
≤ 8(1 + ε)
9
+ o(1)
as required (again taking ε < η). Of course constant 8/9 could be reduced down to any
constant greater than 2/3, by further tweaking the argument and looking more rounds
ahead.
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For r0 ≥ 2 we have analogously
g(r0 + 2`+ 1) =
2 + 2ε
d+ 1
+
∑`
j=0
2βr0+2j. (3.9)
This still does not suffice (even with the potential improvement mentioned above),
because of the estimate of the number of points already wasted in rounds before r0. The
above argument works assuming only K ≥ 13, and at this point we will use the fact that
K ≥ 17. First assume r0 ≥ 3, and define r−0 = r0− 2. Then βr = (2 + 2ε)/(12dr−r0) for
small values of r, and the same argument as above is still valid, since the left hand side
of (3.7) is now (O˜(1))k(k/n)Ω(d
−2 logK n) = o(n−2e−d
2
) as required. Thus (3.9) becomes
g(r) ≤ o(1) + 2 + 2ε
3
(1 + 1/3) ≤ 8(1 + ε)
9
+ o(1)
as required.
We are left finally with the case r0 = 2. Since K = 17, this was actually covered by
the first version of the argument above, after reducing K by 4 so that this case appears
as r0 = 1 (since d ≤ log4 n). This completes the proof of part (ii) of the lemma. 
Proof of Lemma 3.2(iii). The proof has four “phases.” These refer to various parts of
the exposure process. Let v ∈ V (G), and for i ≥ 0 let Li for brevity denote S(v, i), the
vertices at distance i from v.
Phase 1: run the exposure process for t′ rounds
Consider running the exposure process in (i) with V ′ = {v}, extended until the first
complete round in which the total number n′ of vertices that have been encountered
is at least n/d3 log2 n. (Note that there is nothing to prove in part (iii) if the graph is
disconnected. Almost all of the rest of our proof is written as if G were connected and
in particular such a round is actually reached. We do not wish to condition on this
event, as that would alter the probabilities of various events in the exploration process.
In all our remaining discussion of the exploration process, we implicitly assume that the
process has not already reached a conclusion by exposing a component ofG prematurely.
Inserting such qualifications and appropriate modifications explicitly at each point is
routine but would complicate the exposition considerably, so we omit them for clarity.)
Let t′ be the index of this round, so the set Lt′ of vertices at distance t′ from v has just
been revealed. Note also for later use that, since successive neighbourhoods grow by a
factor at most d each time, we have
n/d3 log2 n ≤ n′ ≤ n/d2 log2 n, dt′ ≥ n/O˜(1). (3.10)
The expected number of loops encountered so far is O(dn′/n), since there have been
at most dn′ pairs exposed and each one (conditional on the history of the process)
has probability O(1/n) of creating a loop. (Note that the number of unmatched points
remains asymptotic to n(d+1) throughout.) Similarly the expected number of multiple
edges is O(d2n′/n). Hence, letting G0 be the graph induced by the pairs exposed by the
process up to this point, we have that G0 is simple with probability 1 − o(1), and the
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convergence in o(1) is uniform over all v. (By this, we mean there exists g(n) = o(1)
such that the probability is at least 1− g(n) for all v ∈ V .)
We aim to show that with probability 1−o(n−3) eitherG is disconnected or some other
properties of G0 hold; after this, we will use an argument similar to that in part (i) to
deduce that the same claim is true conditional on G0 being simple. We avoid mentioning
the disconnected case henceforth, as explained above. Let U0 =
⋃
u∈S(v,r) S(u, r
′). Our
strategy for proving accessibility will first be to find, with probability 1− o(n−3), some
large disjoint sets W0(w) ⊆ V (G0) for almost all vertices in U0. These sets will then
be “grown” outside G0 where necessary to form the larger sets W (w), for each w ∈ U .
The probability they cannot be grown with their desired properties, for any particular
U ⊆ U0, will be so small that a union bound over all U ⊆ U0 will yield the desired
bound on the probability that the required sets W (w) exist. (The sets W0(w) for w /∈ U
will not be used; this means a loss of o(n) vertices from those available to build trees
outside G0, but this creates no problem for the argument.)
Phase 2: re-examine the process to round r + r′ + t
Note that each vertex w ∈ U0 was reached in the exposure process by the time of
completion of round r+r′. We “rewind” the process to the end of round r+r′+t, where
t = blogd(log12 n)c. Recalling d ≤ log4 n, we note for later use that dt ≥ log8 n. After
r + r′ + t rounds, using (3.1) there are O(dr+r
′+t) = O(n1/2+2δ log12 n) distinct vertices
containing exposed points. The number of pairs exposed is at most d times this, and
the probability that a given pair exposed up to this point is bad (as defined in the proof
of part (i) of this lemma) is O(n−1/2+2δ log12 n). So, the expected number of bad pairs
is O(dn4δ log24 n). Thus, employing the argument in the proof of (i), and in particular
stochastically bounding the number of bad pairs by a binomial random variable, we
deduce that, with probability 1− o(n−3), the total number of bad pairs encountered in
r+ r′ + t rounds in the process starting at v is O(dn4δ log24 n) = o(n5δ/d log12 n). Here
we use a consequence of Chernoff’s bound (see e.g. [15, Corollary 2.3]) to achieve the
sharp tail estimate: if X is distributed as Bin(n, p), then
P(|X − EX| ≥ εEX)) ≤ 2 exp
(
−ε
2EX
3
)
(3.11)
for 0 < ε < 3/2.
For each vertex w ∈ U0, let τ = τ(w) denote the distance from v to w; i.e. τ is such
that w ∈ Lτ . Set L0(w) = {w}, and inductively for each i ≥ 0 denote the set of vertices
in Lτ+i+1 adjacent to vertices in Li(w) by Li+1(w). Then set Tj(w) =
⋃j
i=0 Li(w). The
exposure process has by now revealed (amongst other things), for each w ∈ U0, the set
Tt+1(w) of vertices, with t defined as above. We now place each such w into the set Q if
and only if any vertex in Tt(w) is incident with a bad pair. Then, from the observation
above bounding the total number of bad pairs,
|Q| = o(n5δ) (3.12)
with probability 1 − o(n−3). (An extra factor O(d log12 n) was allowed for, as a crude
upper bound on the number of vertices in Tt(w), and hence on the number of vertices
w that each bad pair can eliminate.)
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If w /∈ Q, it follows that Tt(w) induces a “regular” tree, which we denote by T (w),
with each vertex adjacent to precisely d in the next level, apart from the leaves. More-
over, T (w1) and T (w2) must be vertex-disjoint for any two distinct vertices w1 and w2
both in the same level set Li. (They are not always disjoint if they come from different
levels, since for example it is possible that w2 ∈ L2(w1).)
Note that Lr+r′ ⊆ U0, but that other vertices of U0 are scattered at various distances
from v. We first consider Û0 := Lr+r′ \ Q. We have from above that the trees T (w) :
w ∈ Û0 are pairwise disjoint regular trees. These trees are all based at the same level,
which simplifies the presentation of our analytic arguments. See Figure 1(a).
Figure 1. The trees growing from Û0 are disjoint and (a) fully d-ary in
Phase 2, (b) nearly d-ary in Phase 3, and (c) a constant fraction of the
size of d-ary trees in Phase 4.
Phase 3: re-examine from round r + r′ + t to round t′.
We next re-examine the exposure process from level r+ r′+ t, and extend each induced
tree T (w) (w ∈ Û0) into a tree T˜ (w) that reaches “up” as far as vertices in Lt′ (defined
at the start of the proof of (iii), when n′ vertices are reached). This is done in a breadth-
first manner, adding one level to all of the trees before continuing to the next level.
With each level, we expose all unexposed points in each vertex u in that level, and add
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each exposed edge to the tree containing u if the pair is not bad and if there is such a
tree. The vertices which were reached only through vertices in Q∩Lr+r′ do not belong
to trees, but are still re-exposed.
At the time when all points in vertices in Li−1(w) have been exposed for all w ∈ Û0,
we say that stage i is complete. At this point all vertices in Li(w) have been determined.
This terminology is simply a re-indexed way to refer to round r+r′+ i. The trees T˜ (w)
are fully grown when stage t′− r− r′− 1 is complete. As a terminological note, we will
sometimes refer to Li(w) as the set of vertices of T˜ (w) at height i. The height of the
tree is the maximum height of its vertices.
The next part of the argument will also apply to Phase 4. When a point u is chosen
for exposure and the pair {u, u′} is exposed, we say u is the primary point of the pair
and u′ the secondary point.
Focus on what happens to just one of the trees, T˜ (w), during stage i + 1. Of the
points in bad pairs exposed during this stage that are in vertices of T˜ (w) (whether at
height i or height i+1), let Xi(w) denote the number of secondary points and Yi(w) the
number of primary points. Suppose that a is a deterministic upper bound on the total
number of unexposed points in T˜ (w) at any time during the stage, and that there are
deterministically at least ξn unexposed vertices at the end of the stage. Then, for each
point exposed during this stage, the probability of creating a bad pair with a secondary
point in T˜ (w) is at most a/ξdn (here and in similar places, we could write d+ 1 instead
of d if we wished). If b is a deterministic upper bound on the number of pairs exposed
in total during this stage, we can stochastically bound Xi(w) with a binomial random
variable Bin(b, a/ξdn), and apply Chernoff’s bound (3.11). This yields for any ε < 3/2
P
(
Xi(w) ≥ (1 + ε)ab/ξdn
) ≤ 2e−ε2ab/3ξdn. (3.13)
Let b′ be an upper bound on the number of primary points to be selected during this
stage from vertices in T˜ (w), and a′ a deterministic upper bound on the total number of
unexposed points that can lie in exposed vertices at any time during the stage. We will
stop the process as soon as there are less than ξn unexposed vertices, and hence there
are at least ξdn unexposed points within unexposed vertices. Thus, the probability of
a pair exposed during this stage being bad is at most a′/ξdn, and we can stochastically
bound Yi(w) with a binomial random variable Bin(b
′, a′/ξdn), yielding
P
(
Yi(w) ≥ (1 + ε)a′b′/ξdn
) ≤ 2e−ε2a′b′/3ξdn. (3.14)
We return to focus on Phase 3. We will show by induction on i ≥ t that with
probability 1− o(i/n4), at the completion of stage i each of the trees T˜ (w) contains at
least a (1 − εi) fraction of its maximum possible number di+1 of unexposed points in
vertices in Li(w), where εi is to be defined below but in any case will be at most 1/2
(in fact, εi = o(1)). From the way that Û0 was defined so as to exclude Q, we know
that T˜ (w) contains all dt vertices in Lt(w), each containing d unexposed points at the
completion of stage t, so we may put εt = 0.
For i ≥ t, consider stage i + 1. Here di+1 ≥ dt+1 ≥ d log8 n as noted above. De-
terministically, there are at most a := di+2 points unexposed in T˜ (w) at any time.
The number of points exposed in this stage is at most dn′ ≤ b := n/d log2 n. So
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by (3.13) with ξ = 1/2 and ε = 1, the probability that Xi(w) ≥ 4di+2/d2 log2 n
is exp(−Ω(di/ log2 n)) = exp(−Ω(log6 n)) = o(1/n5). On the other hand, we can
set b′ = di+1 and a′ = n/d log2 n to obtain a similar bound on the probability that
Yi(w) ≥ 4di+1/d2 log2 n via (3.14). The number of bad pairs generated in stage i in-
volving points in T˜ (w) is at most Xi(w) + Yi(w). This bound therefore holds, for all
trees T˜ (w), with probability 1− o(n−4). All non-bad pairs are added to the trees. By
induction, there were at least (1−εi)di+1 points waiting to be exposed in T˜ (w) in stage
i+ 1, so in this case the number of vertices added to T˜ (w) at height i+ 1 is at least
(1− εi)di+1 −Xi(w)− Yi(w) ≥ (1− εi − 6/d log2 n)di+1.
The number of unexposed points is at least d times this quantity, minus Xi(w). Hence
with εi defined as say 4(i− t)/ log2 n, the inductive claim is established.
Setting i = min{t′ − r − r′, 2 logd n}, we obtain εi = o(1), and it is easily seen to
follow from this that i = t′ − r − r′. Thus, with probability 1− o(n−3), the trees T˜ (w)
can be defined for all w ∈ Û0, so that they have the following property. See Figure 1(b).
Property 3.3. The trees T˜ (w1) and T˜ (w2) are pairwise disjoint for w1, w2 ∈ Û0.
Furthermore, each tree T˜ (w) contains dt
′−r−r′(1− o(1)) vertices at the top level, i.e. in
Lt′, and d
t′−r−r′+1(1− o(1)) unexposed points in these vertices.
This holds in the pairing model, but we can now argue as in the proof of (i), as
explained above at the start of the proof of (iii), that the same observation holds with
probability 1−o(1/n3) conditional upon G0 being a simple graph. Note that the re-run
process has re-exposed all vertices of G0, but the trees would not contain many vertices
of G0 that lie “above” vertices in Q.
Phase 4: the exposure process after round t′
We can now condition on the so-far-exposed subgraph G0 of G satisfying the event
shown in the observation. Let A ⊆ S(v, r) and U = ⋃u∈A S(u, r′) with |A| > n1/4−δ
and dr+r
′
< n/9|U |. Since there are at most 2n1/4+δ choices of the set A and n choices
of w, we are done by the union bound once we show that the probability that any
particular one of the sets A, the required sets W (w) exist with the desired properties
with probability 1− o(2−n1/4+δ/n4).
To introduce the argument in a simple setting, we essentially treat the case U\Q ⊆ Û0
first. We will next grow the trees T˜ (w) to height r + r′ + 1. See Figure 1(c). For each
w, the set W (w) will be chosen from the vertices of T˜ (w) at maximal distance from w.
(For the later case when U \ Q 6⊆ Û0, the trees will be grown to different heights, and
W (w) may contain vertices of several trees T˜ (w′) where w′ ∈ Û0, at a level that lies
within N(w, r + r′ + 1) as required.)
Sub-lemma 3.4. Condition on G0 having trees T˜ (w) for all w ∈ Û0 with Property 3.3.
Suppose that U∗ ⊆ Û0 with |U∗| < n/9dr+r′. With probability 1−o(2−n1/4+δ/n4), we can
find a family of pairwise disjoint trees {T˜ (w) : w ∈ U∗} in G such that for w ∈ U∗ and
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i ≤ r + r′ + 1 the number of vertices in T˜ (w) at height i is at least
2
5
min
{
di,
n
9|U∗|
}
.
Proof. Conditioning on the subgraph G0 leaves the remaining part of G to be a graph
in which the vertices in Lt′ have given degrees, at most d, those in Li where i < t
′ have
degree 0, and all others have degree d+ 1. Again we consider the pairing model for this
graph, which can be regarded as a subset of Pn,d+1 in the obvious manner.
For simplicity and later reference, let χ denote |U∗|. We will continue by generating
extensions of all the trees T˜ (w) for every w ∈ U∗, up to Lr+r′(w), and then continue with
the next level as well, or as much of it is required. In all cases, we will stop the process
before the number of as-yet-unexposed vertices drops below n/2. Since |Li(w)| ≤ di
and d ≥ 2, the total number of vertices added to all the trees from stage 1 to the end of
stage r+r′ is at most 2dr+r
′
χ < 2n/9 by the hypothesis of the sub-lemma. Additionally,
the number of vertices already found in the first r + r′ steps of the exploration process
from v is o(n). Thus, the process continues at least to the end of stage r + r′. In case
stage r + r′ + 1 is only partially used, we will desire the numbers of vertices at height
r+ r′+ 1 in different trees to be roughly equal (with high probability). This is achieved
by exposing the same number of points in each tree. Note that in this phase of the
exploration, we only explore the vertices in the trees T˜ (w) and their extensions, and do
not start explorations from the other vertices of G0.
Define i0 := t
′−r−r′. For w ∈ U∗, let ni0(w) denote the number of vertices in the tree
T˜ (w) at the top level (before generating extensions), i.e. at height i0. From Property 3.3,
ni0(w) = (1 + o(1))d
i0 = (1 + o(1))dt
′−r−r′ , and the number of points in vertices at this
level of the tree, say Ni0(w), is asymptotic to dni0(w). Hence, using (3.10) and the
bounds on r and r′ in the hypotheses of (iii), together with the fact that (d+ 1)dt
′−1 =
Ω(n′) (by definition of n′), we have
di0+1 = (1 + o(1))Ni0(w) > n
1/2−2δ/O˜(1). (3.15)
Now consider stage i+ 1 where i ≥ i0, fix γ = 9, and assume that
di+1 < n/γχ. (3.16)
Recall that di+1 is an upper bound on the number of pairs in T˜ (w) exposed in stage
i+1, and hence also on the number of vertices in T˜ (w) at height i+1. Hence, at the end
of this stage, the total number of exposed vertices is at most o(n) (for vertices exposed
by stage i0) plus 2n/γ (summing the geometric series using d ≥ 2 and multiplying by
the number of trees, χ). Thus we can take any fixed ξ < 1− 2/γ in (3.13), with fixed
1 > ε > 0, a = di+2 and b = di+1χ′ where χ′ = max{n1/2−2δ−ε, χ}, giving
P
(
Xi(w) ≥ (1 + ε)d2i+2χ′/ξn
) ≤ 2 exp(−ε2d2i+2χ′/3ξn).
From (3.15), di > di0 > n1/2−2δ/O˜(1), and so we obtain
P
(
Xi(w) ≥ (1 + ε)d2i+2χ′/ξn
)
= o
(
exp(−n1/2−6δ−2ε)) = o( exp(−n1/4+2δ))
for (as we may assume) 2ε < 1
4
− 8δ. (Actually, there are fewer secondary points
expected at height i than height i + 1, which we could take advantage of to slightly
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improve the constants in this proof and/or the definitions. Ultimately, when we apply
this lemma, such an improvement would only reduce the number of cops required by a
constant factor, at the expense of slightly complicating the argument.)
To apply (3.14) we may once again set b′ = di+1, and this time a′ = di+2χ′, which
gives exactly the same bounds on Yi(w) as Xi(w). Since the “failure” probability in
the sub-lemma statement is o(2−n
1/4+δ
/n4), we may now assume that both Xi(w) and
Yi(w) are less than (1 + ε)d
2i+2χ′/ξn, for all i < logd n say, as well as all w ∈ U∗, by
applying the union bound.
In general let ni(w) denote the number of vertices in T˜ (w) at height i, and Ni(w)
the number of unexposed points in these vertices at the end of stage i. Then ni+1(w)
is at least Ni(w)−Xi(w)− Yi(w), since this is a lower bound on the number of points
exposed in good pairs in stage i+ 1. Thus, we may assume that
Ni(w)− δi ≤ ni+1(w) ≤ Ni(w) (3.17)
where δi = 2(1 + ε)d
2i+2χ′/ξn. Similarly, the number of unexposed points at the end
of stage i+ 1 would be dNi(w) if no bad pair occurred, and this is reduced by at most
d for each point counted by Xi(w) or Yi(w), so
d
(
Ni(w)− δi
) ≤ Ni+1(w) ≤ dNi(w).
From the upper bound χ < d−r−r
′
n/γ assumed in the sub-lemma, (3.16) holds for
i ≤ r + r′ − 1, and hence these conclusions apply for such i. Iterating, we obtain
Nr+r′(w) ≥ dr+r′−i0Ni0(w)−
r+r′∑
j=1
djδr+r′−j.
The assumptions in the lemma, that (d+ 1)dr < n1/4+δ and similarly for r′, imply that
n1/2−2δ−ε < d−r−r
′
n/γ (n large), and thus χ′ < d−r−r
′
n/γ as for χ. Hence we may
assume
δi < 2(1 + ε)d
2i+2−r−r′/ξγ
and consequently
Nr+r′−1(w) ≥ dr+r′−i0Ni0(w)− dr+r
′+1
∞∑
j=0
2(1 + ε)d−j/ξγ
≥ dr+r′+1 (d−i0−1Ni0(w)− 4(1 + ε)/ξγ) .
Since this is valid for any ξ < 1− 2/γ and sufficiently small ε > 0, we see using (3.15)
that for n sufficiently large
Ni(w) > αd
i+1
for any i ≤ r + r′ and any fixed α satisfying
α < (γ − 6)/(γ − 2).
A similar argument but using (3.17) for the last step yields
ni(w) > αd
i (all i ≤ r + r′). (3.18)
Since we set γ = 9, we may put α = 2/5 < 3/7, which gives the conclusion of the
sub-lemma for all i ≤ r + r′.
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For i = r + r′ + 1, consider two cases. Firstly, if dr+r
′+1 < n/γχ, then the above
argument applies equally well to one more level of the trees, i.e. reaching height r+r′+1,
and we have the analogue of (3.18): nr+r′+1(w) ≥ αdr+r′+1, as required.
On the other hand, if dr+r
′+1 ≥ n/γχ, then we can instead build to height r + r′ + 1
only partially, building the trees in a balanced fashion as described above, exposing
precisely bβn/χc points at height r+ r′ of each tree for some β > 0 to be chosen below.
Letting
ξ = 1− β − 1/γ − ε
we can set a = dn(1 − ξ)/χ, b = βn, b′ = βn/χ, a′ = dn(1 − ξ) for use in (3.13)
and (3.14). Here ab/dn = Ω(n1/2−2δ), and by the argument as before we may assume
that
Xr+r′(w) + Yr+r′(w) <
2(1 + ε)nβ(1− ξ)
χξ
.
Thus, asymptotically at least nρ/χ vertices are added to the next layer of each tree, for
any
ρ < β
(
1− 2(β + 1/γ)
1− β − 1/γ
)
.
Setting β = 1/9 and recalling γ = 9, this condition says ρ < (3/7)(1/9), so we can take
ρ = (2/5)(1/9) and again we have the sub-lemma. 
First suppose that U∗ happens to equal U \ Q. We have |U∗| ≤ |U | < n/9dr+r′ by
the hypothesis of (iii). Hence, the sub-lemma implies the existence of trees T˜ (w) for
each w ∈ U \ Q. For each w ∈ U∗, the set W (w) can now be chosen from vertices of
the tree T˜ (w) at height r + r′ + 1. The lemma follows in this case.
To complete the proof of the lemma, we need to cope with the fact that some vertices
of U can lie at distances less than r + r′ from v, i.e. in Lr+r′−j for some j > 0. To do
this we will need need to note that the sub-lemma can easily be extended to a version
in which the trees are not all of the same height.
For j ≥ 0 let Rj = Lr+r′−j ∩U \Q. Firstly, the argument leading up to Property 3.3
is easily adapted to show that for given j, with probability at least 1 − n−4, we can
grow disjoint trees T (w) from all vertices w ∈ Rj level by level up to level r + r′ so
that each contains asymptotically dj vertices in Lr+r′ , and contains no vertex in Q. Let
F (w) denote the set of vertices in V (T (w)) ∩ Lr+r′ .
Let U˜ denote the union of the sets F (w) over all w ∈ U . Let U˜j be the subset of U˜
containing those vertices w for which j is the minimum value such that w ∈ F (w′) for
some w′ ∈ Rj ⊆ Lr+r′−j. We can condition on G0 having trees T˜ (w) for all w ∈ Û0 with
Property 3.3. Then these are disjoint trees based on all vertices in U˜ , each of height
t′ − r − r′.
We will show the existence (with the required probability) of disjoint extensions of
the trees T˜ (w) for each w ∈ U˜ such that for w ∈ U˜j the height of T˜ (w) is r+ r′+ 1− j,
and the number of vertices at height i is at least
2
5
min
{
di,
nd−j
9|U |
}
(3.19)
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for all 1 ≤ i ≤ r + r′ + 1− j. So actually if w ∈ U˜j for r + r′ + 1− j ≤ t′ − r − r′, the
tree T˜ (w) does not need to be grown any further than its present height. Hence, we
may assume that r + r′ + 1− j > t′ − r − r′, i.e. j ≤ jmax := 2r + 2r′ − t′.
The existence of these trees lets us find the required sets W (w) treating the w’s level
by level. For those w ∈ R0 we use W (w) as defined in the simple case discussed above.
In general, for those w ∈ Rj, W (w) is the set of all vertices at height r + r′ + 1− j in
all the trees T˜ (v′) for v′ ∈ F (w). Since the trees have disjoint level sets, W (w1) and
W (w2) are disjoint whenever w1 and w2 are not in the same set Rj, whilst if they are
in the same Rj, we have F (w1) ∩ F (w2) = ∅ and thus W (w1) and W (w2) are again
disjoint. Of course, the size of W (w) is then, given the bound (3.19), at least
|F (w)|2
5
d−j min
{
dr+r
′+1,
n
9|U |
}
.
Since |F (w)| ∼ dj, this proves part (iii) of the lemma provided that the required
extensions of the trees T˜ (w) exist. To show these exist, we use a quite simple adaptation
of the proof of Sub-lemma 3.4. For w ∈ U˜j the present height of T˜ (w) is t′− r− r′, and
we begin by pruning off the top j layers of this tree. The conditioning we assume is now
on G0 with all these pruned vertices removed. After all the prunings, each tree needs to
grow an extra r+ r′+1− (t′− r− r′) layers, just as for the proof of Sub-lemma 3.4. For
this new version of phase 4, we re-define stage i to refer to the exposure of all points
in vertices at height i− 1− j in trees T˜ (w) with w ∈ U˜j, for any j ≤ jmax. Thus, stage
t′ + 1 adds one more layer to all the current trees. Note that we now re-expose the
parts of G0 that were pruned, but this part of the graph is not being conditioned upon
so the remaining part of the graph can be regarded as random.
The main difference from the situation in the sub-lemma is that the trees are not
now all of the same sizes (approximately) at a given level. Now, for w ∈ U˜j, the number
of vertices of T˜ (w) at height i0 = t
′ − r − r′ is asymptotic to di0−j. So, for the present
context, we let χ =
∑jmax
j=0 d
−j|U˜j|, and hence the number of vertices currently (at the
end of stage t′) at the maximum height, in total among all the trees, is asymptotic
to di0χ. Since j ≤ jmax, we have di0−j > n1/2−6δ/O˜(1), similar to (3.15). Thus,
assuming (3.16), basically the proof of Sub-lemma 3.4 still applies to show that (3.17)
can still be assumed, with χ′ defined using the same formula as before but using the
new definition of χ, and δi = 2(1+ε)d
2i+2−jχ′/ξn. Eventually we have ni−j(w) > αdi−j
for all i ≤ r + r′ in place of (3.18) (with all but negligible probability).
As in the proof of Sub-lemma 3.4, for the case dr+r
′+1 < n/γχ we obtain (3.19) for
the top level of the trees, as required. For the other case, as before we can use a partial
extension of all the trees, the size of the extension to each tree relating to U˜j being
proportional to d−j, and obtain the same result. 
References
[1] M. Aigner and M. Fromme, A game of cops and robbers, Discrete Applied Mathematics 8 (1984)
1–12.
[2] N. Alon and J.H. Spencer, The Probabilistic Method, Wiley, 1992 (Fourth Edition, 2016).
[3] B. Alspach, Sweeping and searching in graphs: a brief survey, Matematiche 59 (2006) 5–37.
MEYNIEL’S CONJECTURE HOLDS FOR RANDOM d-REGULAR GRAPHS 25
[4] S. Ben-Shimon and M. Krivelevich, Random regular graphs of non-constant degree: Concentration
of the chromatic number, Discrete Mathematics 309 (2009), 4149–4161.
[5] B. Bolloba´s, Random Graphs. Second Edition, Cambridge University Press, Cambridge, 2001.
[6] A. Bonato and R. Nowakowski, The Game of Cops and Robbers on Graphs, American Mathemat-
ical Society, 2011.
[7] A. Bonato and P. Pra lat, Graph Searching Games and Probabilistic Methods, CRC Press, 2017.
[8] E. Chiniforooshan, A better bound for the cop number of general graphs, Journal of Graph Theory
58 (2008), 45–48.
[9] C. Cooper, A. Frieze, and B. Reed, Random regular graphs of non-constant degree: connectivity
and Hamilton cycles, Combinatorics, Probability and Computing 11 (2002), 249–262.
[10] A. Dudek, A. Frieze, A. Rucin´ski, M. Sˇiliekis, Embedding the Erdo˝s-Re´nyi hypergraph into the
random regular hypergraph and hamiltonicity, Journal of Combinatorial Theory, Ser. B 122
(2017), 719–740.
[11] P. Frankl, Cops and robbers in graphs with large girth and Cayley graphs, Discrete Applied
Mathematics 17 (1987), 301–305.
[12] F.V. Fomin and D. Thilikos, An annotated bibliography on guaranteed graph searching, Theoret-
ical Computer Science 399 (2008), 236–245.
[13] A. Frieze, M. Krivelevich, and P. Loh, Variations on cops and robbers, Journal of Graph Theory
69 (2012), 383–402.
[14] G. Hahn, Cops, robbers and graphs, Tatra Mountain Mathematical Publications 36 (2007), 163–
176.
[15] S. Janson, T.  Luczak, and A. Rucin´ski, Random graphs, Wiley, New York, 2000.
[16] J.H. Kim and V.H. Vu, Sandwiching random graphs: universality between random graph models,
Adv. Math., 188(2) (2004), 444–469.
[17] M. Krivelevich, B. Sudakov, V.H. Vu, and N.C. Wormald, Random regular graphs of high degree,
Random Structures and Algorithms 18 (2001), 346–363.
[18] L. Lu and X. Peng, On Meyniel’s conjecture of the cop number, Journal of Graph Theory 71
(2012), 192–205.
[19] T.  Luczak and P. Pra lat, Chasing robbers on random graphs: zigzag theorem, Random Structures
and Algorithms 37 (2010), 516–524.
[20] B. D. McKay, Asymptotics for symmetric 0-1 matrices with prescribed row sums, Ars Combina-
toria 19A (1985), 15–25.
[21] R. Nowakowski, P. Winkler, Vertex to vertex pursuit in a graph, Discrete Mathematics 43 (1983),
230–239.
[22] P. Pra lat and N.C. Wormald, Meyniel’s conjecture holds for random graphs, Random Structures
and Algorithms 48(2) (2016), 396–421.
[23] A. Quilliot, Jeux et pointes fixes sur les graphes, Ph.D. Dissertation, Universite´ de Paris VI, 1978.
[24] A. Scott and B. Sudakov, A bound for the cops and robbers problem, SIAM J. of Discrete Math
25 (2011), 1438–1442.
[25] N.C. Wormald, Models of random regular graphs, Surveys in Combinatorics, 1999, London Math-
ematical Society Lecture Note Series 267 (J.D. Lamb and D.A. Preece, eds) Cambridge University
Press, Cambridge, pp. 239–298, 1999.
Department of Mathematics, Ryerson University, Toronto, ON, Canada, M5B 2K3
E-mail address: pralat@ryerson.ca
School of Mathematical Sciences, Monash University VIC 3800, Australia
E-mail address: nick.wormald@monash.edu
