Simultaneous Localization and Mapping (SLAM) plays an important role in navigation and augmented reality (AR) systems. While feature-based visual SLAM has reached a pre-mature stage, RGB-D-based dense SLAM becomes popular since the birth of consumer RGB-D cameras. Different with the feature-based visual SLAM systems, RGB-D-based dense SLAM systems, for example, KinectFusion, calculate camera poses by registering the current frame with the images raycasted from the global model and produce a dense surface by fusing the RGB-D stream. In this paper, we propose a novel reconstruction system. Our system is built on ORB-SLAM2. To generate the dense surface in real-time, we first propose to use truncated signed distance function (TSDF) to fuse the RGB-D frames. Because camera tracking drift is inevitable, it is unwise to represent the entire reconstruction space with a TSDF model or utilize the voxel hashing approach to represent the entire measured surface. We use moving volume proposed in Kintinuous to represent the reconstruction region around the current frame frustum. Different with Kintinuous which corrects the points with embedded deformation graph after pose graph optimization, we re-fuse the images with the optimized camera poses and produce the dense surface again after the user ends the scanning. Second, we use the reconstructed dense map to filter out the outliers of the features in the sparse feature map. The depth maps of the keyframes are raycasted from the TSDF volume according to the camera pose. The feature points in the local map are projected into the nearest keyframe. If the discrepancy between depth values of the feature and the corresponding point in the depth map exceeds the threshold, the feature is considered as an outlier and removed from the feature map. The discrepancy value is also combined with feature pyramid layer to calculate the information matrix when minimizing the reprojection error. The features in the sparse map reconstructed near the produced dense surface will impose large influence in camera tracking. We compare the accuracy of the produced camera trajectories as well as the 3D models to the state-of-the-art systems on the TUM and ICL-NIUM RGB-D benchmark datasets. Experimental results show our system achieves state-of-the-art results.
INTRODUCTION

PTAM
1 is the first visual SLAM system which splits tracking and mapping into two separate tasks and successfully applied in small-sized AR scenes. ORB-SLAM2 2, 3 is a newly developed and further improved feature-based visual SLAM system. Camera poses are calculated by minimizing reprojection error of corresponding points that searched between the features in the sparse map and the current frame. The new features are created by local mapping thread, and local BA is executed constantly to improve the accuracy of the camera poses and feature positions. ORB-SLAM2 detects loop closure with the DBoW2 algorithm. 4 Essential graph optimization and full BA are performed to distribute camera tracking drift when a new loop closure is determined.
Dense SLAM draws much attention since the birth of consumer RGB-D cameras (e.g., Microsoft Kinect and Intel RealSense). Depth measurements are obtained with infrared coded structured light 5 or time-of-flight techniques. Different with feature-based visual SLAM systems, RGB-D based dense SLAM systems [6] [7] [8] [9] [10] [11] [12] usually compute camera pose by registering the current frame with the images raycasted from the global model and produce a dense surface by fusing the RGB-D stream. The point-to-plane distance geometric error [13] [14] [15] or photometric error [16] [17] [18] are commonly used to calculate camera pose in dense mapping systems. 10, 11, 19 The dense mapping system proposed by Henry et al. 20 combines the alignment of visual features and depth maps when registering the current frame with the last frame. An initial transformation is estimated with RANSACbased feature alignment. And the transformation is further refined by minimizing the combination of feature reprojection error and dense point-to-plane distance error. BundleFusion 12 registers each new frame with all the history frames utilizing an efficient hierarchical approach. The system minimizes the combination of the dense geometric error, photometric error and Euclidean distance error of corresponding features.
Truncated signed distance function (TSDF) 21 and surfel 19 are two commonly used global models when fusing RGB-D streams. KinectFusion is the first dense mapping system achieving real-time reconstruction performance. The system represents the entire reconstruction regions with voxels of the equal size which results in the reconstruction of only a small-sized predefined spatial area. In order to extend the reconstruction space region, Nießner et al. 8 propose a voxel hashing approach that only represents the actually measured surfaces. InfiniTAM 9, 22 and BundleFusion 12 also use the same voxel hashing approach to extend the reconstruction region. The entire reconstructed surface is represented with voxels in these systems. However, since camera tracking drift is inevitable, integrating the new frames into the entire model will paralyze the produced surfaces and produce an unsatisfactory result when camera revisits a place, especially in cases when the system suffers from large camera tracking drift. Apart from the TSDF model, surfel 23 is also commonly used in dense mapping system.
11, 24, 25
The approach is also memory efficient because surfels only exist around the actually measured surfaces. The produced surface with surfel is not as good as that yielded with TSDF model.
In this paper, we propose a new dense mapping system. Our system is built on the famous ORB-SLAM2. 3 In order to fuse RGB-D streams and generate dense surfaces, we use the TSDF model to represent the reconstruction. The moving volume strategy that proposed in Kintinuous 10, 26 is used to extend the reconstruction spatial region. Registering and fusing new frames with the reconstructed model around the camera frustum is better than the methods representing the entire model (e.g., voxel hashing 8, 12, 22 ). We find that there are plenty of outliers in the sparse feature map generated by ORB-SLAM2. The outliers can be easily detected and removed by projecting the features in the local map into the nearest keyframe and comparing the discrepancy values between the depths of the features and their corresponding points in the depth map of the nearest keyframe. The discrepancy values are also combined with the feature pyramid layers to calculate the information matrices when registering the current frame with the sparse map. The overview of our system is presented in Section 2.
SYSTEM OVERVIEW
Our system is built on ORB-SLAM2 3 as displayed in Figure 1 . We improve the tracking thread with the reconstructed dense map. The local mapping and loop closing threads follow ORB-SLAM2. We add the dense mapping thread to fuse RGB-D streams and generate dense surfaces. The new RGB-D frame, as well as the calculated camera pose, are transferred from the tracking thread to the dense mapping thread. The dense mapping thread integrates RGB-D frames into a global TSDF model. We use moving volume proposed in Kintinuous 10 to extend the reconstruction region. Instead of extracting the reconstructed dense points from the TSDF model and correcting the dense surfaces with embedded deformation graph, 27 we re-fuse an RGB-D stream with the optimized poses when the user ends the scanning. The reconstructed dense map is used to remove outliers in the sparse map and combined with the feature pyramid layer to calculate information matrices when minimizing reprojection error. The generated dense surface also gives a real-time feedback of the reconstructed area when scanning a scene.
If the current frame is selected as a keyframe in the tracking thread, we raycast a depth map from the global TSDF model according to the camera pose. The raycasted depth map is passed to the tracking thread. Each sparse feature point P f in the local map is projected to the nearest keyframe, and the point P k at the projection point in the dense map is selected as the corresponding point. The discrepancy value v d between the depths of the feature point P f and its corresponding point P k is calculated. If the discrepancy v d exceeds the threshold, the feature is decided as an outlier and removed from the sparse feature map. The discrepancy value is also considered as a reference and combined with the feature pyramid layer to compute the information matrix when registering the current frame with the local map. The features with small discrepancy values will impose large influence. We present the details of the dense mapping thread in Section 3. The improved tracking thread is given in Section 4
DENSE MAPPING
We use the volume shifting method proposed in Kintinuous 10 to extend the reconstruction region. The reconstruction region is not restricted to the place where the reconstruction is initialized. As camera moving around an environment, the TSDF volume can be represented in GPU using a cyclical buffer. By altering the global position of the volume center, the circular buffer is virtually translated following the camera. And the position of the camera is kept within the voxel of the volume center. The new input RGB-D frame is integrated into the TSDF volume according to the calculated camera pose. Each voxel in the volume is projected to the new frame and the voxel value is updated by weighting average the depth value of the projected pixel. The voxel value is updated according to:
where F k−1 is the signed distance value fused in the previous frames, F k is the updated value according to depth measurement of current frame. W k−1 is the accumulated weight until current frame. And W c is the weight utilized for the current frame integration. We simply set W c to 1 in our system which results in goods results.
If a new keyframe is selected as keyframe in tracking thread, the dense mapping thread raycasts a depth map in perspective of the current frame from TSDF volume The raycasted depth map is transferred to the tracking thread for outlier removing and camera tracking. 
TRACKING
The tracking thread roughly follows the pipeline of that in the ORB-SLAM2 system. The new frame is first registered with the feature points in the last frame. And the estimated camera pose is refined by registering the new frame with the local map. We improve the tracking thread in the ORB-SLAM2 system with the reconstructed dense map. If the depth map of a keyframe is passed from the dense mapping thread to the tracking thread, the feature points in the local map are projected to the keyframe. The projected pixels in the depth map are selected as the correspondences. We compute the discrepancy v d i between the depth of a feature i in the sparse map and its correspondence in the depth map. If the discrepancy exceeds the threshold τ , the feature is classified as an outlier. We let τ = 0.2 in our system. The discrepancy values are also utilized for calculating the information matrices in camera tracking. The process is shown in Figure 2 .
Following ORB-SLAM2, we use g2o
28 to minimize the reprojection error. The minimized energy function is given as:
where V i is a 3-dimensional vector representing the 3D global position of the feature i in the sparse map. The pixel coordinate of the corresponding feature searched in the keyframe is given byZ i . ∆Z i stands for the reprojection error. T is camera pose initialized with constant velocity motion model. ξ is the motion parameter to be (nr,1_,12il
: outliers:
estimated. exp(ξ) transforms a Lie algebra ξ member to the corresponding member in Lie group. K is camera intrinsic. (x, y, z) represents for 3D point dehomogenisation: (x, y, z) T = (x/z, y/z). The information matrix W i is computed combing the pyramid layer where the feature is extracted and the discrepancy value v d i . W i is given by:
where Σ i is set according the pyramid layer l i on which layer the feature is extracted, and w i is calculated according to the discrepancy value. Σ i is computed according to: Figure 3 . The produced dense surface and sparse feature map by our system. The upper image shows the dense surface and feature points before removing the outliers. The below one is produced after removing the outliers.
where s is the scale value. Following ORB-SLAM2, we set s to 1.2 in our system. The features extracting in the lower layer is imposed on large weight. Because the pixel coordinate of the features extracting in lower layer is more accurate. w i is calculated according to:
The features created near the produced dense surface are imposed on large influence during the registration. And the features that far from the produced dense surface are removed from the feature map. Figure 3 gives the produced dense surface and sparse map before and after removing the outliers. The cost function is minimized with g2o following the pipeline of ORB-SLAM2.
RESULTS
We compare the reconstruction results with Kintinuous 10 on the ICL-NIUM benchmark datasets. 29 Kintinuous is implemented by the authors. The virtual camera moves back and forth within small-sized regions in the lr0, lr1 and lr2 sequences of the ICL-NIUM benchmark datasets. In the sequence lr3, the camera moves around the living-room and closes a loop at the end of the sequence. The SLAM systems inevitably suffer from large Table 1 . Comparison of reconstruction accuracy results on the ICL-NUIM benchmark datasets. 29 We compute the mean distance from each point of the generated dense surface to the nearest point on the surface of the ground truth model. We compare the reconstruction surface accuracy with Kintinuous 10 based on the ICL-NIUM benchmark datasets. The results is presented in Table 1 . As can be seen from the table, our system produces better results than Kintinuous. The trajectories produced by our system are better than Kintinuous owning to the highly accurate feature-based tracking method.
We also compare the reconstruction results on other sequences. Figure 5 shows the reconstruction results of the Dyson Laboratory sequence. Kintinuous produces an unsatisfactory result as displayed in the left image. Our system produces a better result as shown in the right one. We also compare the performance on the reconstruction of an office room. The results are presented in Figure 6 . The left image shows the reconstruction result produced by Kintinuous. The right one is produced by our system. Kintinuous successfully detected the loop closure at the end of the sequence. But the dense surface deformation performed by the system did not give a good result. In contrast, our system yielded a satisfactory result.
CONCLUSION
We presented a new real-time dense mapping system in this paper. Our system is built on the ORB-SLAM2 system. We add the dense mapping thread to fuse RGB-D streams and generate dense surfaces with TSDF model. The outliers in the sparse map are detected and removed efficiently. The discrepancy values between the depths of features in the sparse map and the corresponding points in the raycasted depth map are also utilized to calculate the information matrices when minimizing reprojection error. Our system behaves better than the state-of-the-art dense mapping system. t Figure 6 . Reconstruction results of an office room produced by Kintinuous 10 and our system. The left image is the result produced by Kintinuous, and the right one is our result.
Camera tracking drift would always increase without loop closure correction in SLAM systems. Sensor fusion will improve the situation. 30, 31 We intend to integrate IMU measurements into our system.
