Permutations are frequently used in solving the genome rearrangement problem, whose goal is finding the shortest sequence of mutations transforming one genome into another. We introduce the Deletion-Insertion model (DI) to model small-scale mutations in species with linear chromosomes, such as humans. Applying one restriction to this model, we obtain the transposition model for genome rearrangement, which was shown to be NP-hard in [4] . We use combinatorial reasoning and permutation statistics to develop a polynomial-time algorithm to approximate the minimum number of transpositions required in the transposition model and to analyze the sharpness of several bounds on transpositions between genomes.
Introduction
The genome rearrangement problem refers to identifying the optimal sequence of mutations to transform one sequence of genetic information into another, which is valuable for estimating evolutionary distance between different species. The genome rearrangement problem can be addressed by modeling a genetic sequence as a sequence of numbers, with mutations corresponding to different types of changes to the sequence. In this paper, we introduce the Deletion-Insertion model (DI), which models small-scale mutations in species with linear chromosomes, such as humans. The DI model is a generalization of the transposition model [8] . Although an exact solution to the genome rearrangement problem for the transposition model is NP-hard [4] , approximate solutions can be found in polynomial time. In this paper, we use combinatorial reasoning and permutation statistics to develop a polynomial-time algorithm to approximate the minimum number of transpositions required to transform one genome into another and to analyze the sharpness of several bounds for this distance between genomes.
Background

A Brief History of Genome Rearrangements
Deoxyribonucleic acid (DNA) contains instructions for the creation of the proteins necessary for the development and survival of living organisms. The entire collection of DNA in an organism is called the organism's genome, and this DNA is contained within chromosomes comprised of genes. When DNA is replicated, occasionally something goes awry and a mutation occurs, slightly changing an organism's genetic make-up. A sufficient number of mutations can result in death, disease, or the development of a new species. In the genome rearrangement problem, the object is to find the optimal sequence of mutations that transforms one genome into another, where both genomes are defined on the same set of genes. The number of mutations in this most efficient scenario is defined to be the distance between the two genomes.
In the simplest case, genomes can be modeled by permutations under the assumptions that all genomes share the same set of genes, there are no duplicated genes, and only a single chromosome is considered [7] . Many models now use objects that are more complicated than permutations by removing some or all of these assumptions [15] . For example, signed permutations are utilized to better model the fact that DNA is oriented, and ordered set partitions can be used for multiple chromosomes.
Notation
Throughout this paper, given a permutation σ of length n, we denote the number of descents in σ by des(σ), and we refer to the length of a longest increasing chain in σ by lic(σ) (respectively, ldc(σ)).
Additionally, we define casc(σ) to be the number of occurrences of a consecutive ascent (both in position and value) in 0 σ n + 1. For the statistic casc(σ), we consider 0 σ n + 1 because biologically we are considering deleting σ from a larger chromosome, with 0 representing the chromosome occurring before σ, and n + 1 representing the chromosome occurring after σ.
For example, if σ = 134265, then des(σ) = 2, lic(σ) = 4, ldc(σ) = 2, and casc(σ) = 2. Note that the number of ascents in 0 σ n + 1 is 5, they are between 0 and 1, 1 and 3, 3 and 4, 2 and 6, and 5 and 7. However casc(σ) is only 2, since only 0 to 1 and 3 to 4 are the two occurrences of ascents with consecutive values.
3 The Deletion-Insertion Model
Motivation
We created the Deletion-Insertion (DI) model to represent genome rearrangement in situations where deletions and insertions are more likely to occur than other types of mutations, including inversions, duplications, and point mutations. One example of such a situation is VDJ recombination, one step in the process by which B-cells are formed. [14] VDJ recombination is responsible for the diversity in antibodies that the human body produces to fight off infections. Each B-cell, which produces a single type of antibody, contains an immunoglobulin heavy chain that is composed of genetic material from the immunoglobulin locus. When a B-cell is formed, genetic material is removed from the immunoglobulin locus in a series of deletions until the heavy chain is formed, containing variable, diversity, and joining gene segments. See Figure 3 below. Figure 3 : VDJ recombination has several deletions in a row, and thus is an example where the DI model most accurately represents the biological process.
Other frequently referenced models such as Double Cut and Join (DCJ) [7] [15] , which we investigated previously [6] , incorporate deletions and insertions but have several disadvantages when applied to human DNA. For example, circular chromosomes, a major component of DCJ, are not contained in the DNA of many organisms, including humans. In addition, DCJ contains, but does not isolate, insertions and deletions, which are the leading cause of certain diseases, including Neurofibromatosis (NF), a relatively common autosomal dominant disorder caused by mutations in the gene NF1. Around half of reported cases are the result of sporadic rather than hereditary mutations [13] , and of these observed mutations, the majority are deletions and insertions [2] .
The Deletion-Insertion Model
Our model considers an initial (identity) permutation that is a substring of a biological chromosome and which contains n consecutive and numbered "genes," which in the mathematical sense of the word are subdivisions of chromosomes (they could constitute one or more consecutive biological genes or any number of consecutive base-pairs).
Under the DI model, the only two operations are deletions (in which a sequence of consecutive genes is removed from a segment) and insertions (in which a deleted segment of DNA is inserted at any position of any other segment). When necessary depending on our application, we add a 0 th gene to the front of the portion of DNA that remains within the chromosome, while keeping track of other segments that have been deleted from the chromosome (we refer to these as "deleted segments"). In general, the positions of the deleted segments are unordered, while the genes within any segment are ordered. The 0 th segment may never be inserted into any other segment, nor can it have any segment inserted in front of it.
For example, if we start with the identity chromosome 0123456, deleting the segment 34 would produce the two-segment set {01256, 34}, which could represent two chromosomes or one chromosome and one deleted segment. A subsequent insertion could produce the single chromosome 0125346.
Genome Rearrangement by Transpositions: A Restriction of the Deletion-Insertion Model to Unichromosomal Genomes
We may restrict the Deletion-Insertion model to genome rearrangement by transpositions [8] if we require that each deletion be directly followed by the re-insertion of the deleted sequence within the 0 th segment. In this case, we may drop the 0 th gene and consider genomes as permutations. The model now includes exactly one operation, a transposition, in which a sequence of consecutive genes is removed from a permutation and then reinserted at any position in the permutation. The transposition distance between two permutations σ and τ is defined to be the fewest number of transpositions required to transform σ into τ , where both permutations are defined on the same set of n genes. The following example illustrates how σ = 321654 is transformed into the identity permutation ι = 123456 in three transpositions: 321654 → 325416 → 341256 → 123456.
As we will show in Theorem 4.2, this sequence is optimal; therefore, we write d t (σ, τ ) = 3. In Example 1, observe that the destination genome was the identity permutation. Remark 3.1 below shows that each transposition distance problem is equivalent to a transposition distance problem in which the destination permutation is the identity. This result is a direct consequence of the definition of transposition distance.
Remark 3.1 Let ρ and σ be two genomes defined on n genes, let τ be another permutation, and let ι = 01 . . . n be the identity genome. Then,
In other words, the transposition distance is left-invariant [5] .
Transposition Distance as a Permutation Statistic
We can define a permutation statistic based on transposition distance as follows. Let ρ, ι ∈ S n be an arbitrary permutation and the identity permutation, respectively. Then, d t : S n → N defined by d t (ρ) = d t (ι, ρ) is a permutation statistic. The following histogram depicts the distribution of transposition distance across all permutations of length eight. (Note that no two permutations of length eight are farther apart than five transpositions.)
Distribution of Transposition Distance (8 genes)
Transposition Distance from the Identity Figure 4 that although excedances and inversions are measures of disorder, there is only a weak correlation between these statistics and transposition distance. In the lower rightmost graph, several statistics are combined to obtain a statistic that better reflects transposition distance. In the next section, we incorporate combinations of permutation statistics to develop bounds on transposition distance, one of which is an algorithm that seeks to minimize disorder within a permutation.
Bounds on Deletion-Insertion Distance
Unichromosomal Genomes: Bounding Transposition Distance
We begin with the following remark. For example, 165423 contains the pattern 4321, by identifying 6 with 4, 5 with 3, 4 with 2, and 2 or 3 with 1. This implies that d t (165423) ≥ d t (4321). Theorem 4.2 provides several bounds on the transposition distance d t (ρ) between a permutation ρ ∈ S n and the identity permutation ι = 12 . . . n.
Theorem 4.2 Let ρ be a permutation in S n , let ι be the identity permutation of length n, and let χ be the indicator function. The following bounds hold for the transposition distance d t (ρ) = d t (ρ, ι):
Note that these bounds also apply to d t (ρ −1 ) since d t (ρ) = d t (ρ −1 ) by Remark 3.1.
Proof. It is easy to see that upper bound (2) holds because one could transform ρ = ρ 1 ρ 2 . . . ρ n into ι = 12 . . . n by moving genes one at a time (in particular, identify the genes in a longest increasing chain, and move each of the others in turn). To verify (3), notice two things: first, via (2), a length n genome has maximum distance n − 1 from the identity, and second, any time two consecutive genes form a consecutive ascent, e.g. ρ j (ρ j + 1), the length n genome ρ can be viewed, without loss of generality, as a length n − 1 genome ρ . Indeed, we can construct ρ from ρ by "removing" gene ρ j + 1, and subtracting 1 from any remaining genes numbered higher than ρ j . For example, ρ = 15423 contains two consecutive ascents, 01 and 23, so we could form ρ = 4312 by "removing" gene 1 from ρ, and we can subsequently form ρ = 321 by "removing" gene 2 from ρ . (In case ρ n = n, construct ρ by "removing" gene ρ n = n.) Using this iterative strategy, we can create a sequence of genomes ρ , ρ , . . . , ρ (k) so that for 1 ≤ i ≤ k, ρ (i) has length n − i, casc(ρ (i) ) = casc(ρ) − i, and either (i) casc(ρ (k) ) = 0, or (ii) ρ (k) = 1 (i.e. ρ (k) is the length 1 identity).
In case (i), we have d t (ρ) ≤ n − casc(ρ) − 1 via (2) applied to ρ (k) . Otherwise, ρ = ι, so d t (ι) = 0. This establishes upper bound (3).
To show that d t (ρ) ≥ des(ρ) 2 + χ(ρ = ι), we observe that one transposition cannot change the number of descents by more than two. Without loss of generality, suppose, for a contradiction, that the transposition T defined by
decreases the number of descents by more than two. The only elements whose right neighbors change as a result of T are ρ i , ρ j , and ρ k . Thus, the number of descents in ρ can decrease by at most three as a result of T . If this is the case, then ρ i > ρ i+1 , ρ j > ρ j+1 , ρ k > ρ k+1 , ρ i < ρ j+1 , ρ k < ρ i+1 , and ρ j < ρ k+1 . However, these six conditions yield
We conclude that a transposition T cannot decrease the number of descents in ρ by more than two. Since transpositions are reversible, it follows that T cannot increase the number of descents in ρ by more than two. Thus, a transposition may not change the number of descents in a permutation ρ by more than two. Combining this fact with the observation that all transpositions change the number of descents in the identity by exactly one establishes the desired result.
We now show that d t (ρ) ≥ ldc(ρ)/2 +χ(ldc(ρ) > 2). The bound is trivial if ldc(ρ) < 2, so consider the case where ldc(ρ) = k > 2. Since ρ contains the classical pattern τ = k k − 1 . . . 1, Remark 4.1 implies d t (ρ) ≥ d t (τ ), and it suffices to show that d t (τ ) ≥ k/2 + 1. Let τ be the second permutation in an optimal sequence τ, τ , . . . , ι of permutations that transforms τ into ι in d t (τ ) transpositions. Then, des(τ ) = k − 2 = 0 because any transposition applied to τ decreases the number of descents by exactly one. Now, apply bound (4) to obtain
The proof is complete.
To see that these bounds are sharp, recall permutation σ = 321654 from Example 1 above. By observing that des(σ) = 4 and using the bounds from Theorem 4.2, we find that
Example 1 demonstrates that, in fact, d t (σ) = 3 since we have realized the lower bound. The transposition distance problem becomes less intuitive if one considers permutations such as τ = 87654321, for which it appears that the transposition distance should be seven (achieved by moving each gene separately), when in fact the following is an optimal five-move rearrangement scenario:
This is, indeed, optimal since ldc(τ ) = 8, and Theorem 4.2 guarantees that d t (τ ) ≥ 8 2 + 1 = 5.
The following algorithm furnishes another upper bound by transforming a permutation ρ into the identity through a series of intermediate permutations. Given an intermediate permutation, the algorithm selects the next permutation by comparing all permutations that are one transposition away and picking the permutation with the minimum value of ldc. If ldc is the same for two permutations, then the algorithm chooses the next intermediate based on which permutation ρ has a lower value of des(ρ −1 ) + des(ρ) − casc(ρ). The motivation for this second comparison is the lower rightmost plot in Figure 4 , which suggests a positive correlation between transposition distance and des(ρ −1 ) + des(ρ) − casc(ρ). If ldc and the combined statistic are the same for two or more permutations, then the first of these is selected as the next intermediate. The algorithm follows in Python syntax. Methods getLdc(ρ), getDes(ρ), and getCasc(ρ) return ldc(ρ), des(ρ), and casc(ρ), respectively, for a permutation ρ. Method getDesInv(ρ) finds des(ρ −1 ), and method mutate(ρ, True) returns a list of all genomes that are one transposition away from ρ. Using the method of [10] , getLdc can be run in O(n log log n) time, so algMinLdc can be run in O(n 5 log log n). By finding the maximum of all of the lower bounds and the minimum of all of the upper bounds, including the algorithm, we obtain better bounds on the transposition distance between a permutation σ and the identity. We can improve even further by also considering the upper and lower bounds of the inverse σ −1 . Figure 5 illustrates that for permutations of length eight, at least one of the combined bounds is equal to transposition distance 97.4% of the time. For permutations of length greater than eight, it was computationally infeasible for us to ascertain the sharpness of our bounds by calculating the actual transposition distances of all genomes. To provide some insight into this situation, we include Figure 6 , which summarizes the results of several simulations we did to estimate the average differences between our upper and lower bounds for permutations of length larger than eight. In particular, we considered samples of 1000 permutations chosen uniformly at random from among the permutations of lengths 8, 9, 10, 15, 20, 25 , and 30, respectively, and for each permutation (and its inverse), we calculated the combined lower and upper bounds from Theorem 1 and algorithm algMinLdc. The average differences between the upper and lower bounds for each sample appear in Figure 6 along with the relevant sample standard deviations. These results suggest that the mean difference between the upper and lower bounds for permutations of length n is proportional to n. Note that in practice, one may attempt to minimize the error in estimating the transposition distance of an arbitrary permutation by using the average of the combined upper and lower bounds. When using this strategy for permutations of length 30, for example, Figure 6 shows that on average, the error is less than approximately 4.
We recognize that our algorithms here are not more efficient than other algorithms already available [3] , [9] . However, while Bafna and Pevzner used cycle graphs [3] , and Hartman and Shamir use the breakpoint graphs of circular permutations, our algorithm is considerably simpler as it uses only wellknown permutation statistics (des(σ), ldc(σ), lic(σ) of the original permutation itself and a slightly modified well-known statistic, casc(σ)). Even though it is not more efficient, we feel it is a nice application of the statistics that mathematicians in permutation patterns have been studying for decades.
Concluding Remarks
In this paper, we have presented five bounds for the transposition distance of a genome, based on frequently-used permutation statistics. When used in combination, these bounds are sharp for 97.4% of permutations of length eight. In the future, it will be valuable to adapt these bounds to multichromosomal genomes in the more general version of the DI model, as well as to apply these permutation statistics to improve estimates of evolutionary distance between species in phylogenetic trees. 
