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This research builds off previous research conducted in 2009 which included a survey of
healthcare professionals assessing their organization’s levels of supply chain maturity (SCM)
and data standard readiness (DSR) from 1 to 5 [Smith, 2011]. With the survey data, Smith
developed a 0-1 quadratic program to conserve the maximum amount of survey data while
removing non-responses. This research uses the quadratic program as well as other machine
learning algorithms and analysis methods to investigate what factors contribute to an
organization’s SCM and DSR levels the most. No specific factors were found; however, different
levels of prediction accuracy were achieved across the five different subsets and algorithms. he
best accuracy prediction SCM model was linear discriminant analysis on the Reduced subset at
50.84% while the highest prediction accuracy for DSR was stepwise regression on the PCA
subset at 45.00%. Most misclassifications found in this study were minimal.
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CHAPTER I
INTRODUCTION
This research builds on previous work where the focus was to better understand the
factors that drive supply chain excellence and data standard readiness through analysis of survey
data from 1,056 healthcare provider organizations [Smith, 2011].
The healthcare industry’s supply chain involves many different parties; manufacturers,
providers, distributors, group purchasing organizations, regulatory agencies, and payers. All
these parties working together can create problems within the supply chain which in turn can
increase costs. Healthcare costs accounts for 17.9% of the US GDP and will reach 19.4% in 2027
according to Centers for Medicare and Medicaid Services 2018 report. 38% of the costs of goods
sold in healthcare related to the supply chain [EHCR, 2009]. Comparing this to the retail and
grocery industries where supply chain costs only account for 5% and 2% costs of goods,
respectively [Kwon et al 2016]. This shows there is vast room for improvement on cutting supply
chain costs in the healthcare sector. A 2017 study by Abdulsalam and Schneller found that
supply related costs averaged 15% of total hospital costs if you exclude labor related expenses
with the highest averages coming from hospitals specializing in surgeries (40%). They also
brought to light the discrepancy in the literature with regards to what supply chain expenses
entail. Some papers define them to include labor expenses while others do not or fail to state one
way or the other. Nonetheless, healthcare costs are rising, and supply chain savings can help
offset these increases.
1

The objective of this research is to investigate the impact of strategic supply chain
initiatives as measured by survey responses focusing on supply chain maturity and data standard
readiness levels through regression analysis. Data for this research was collected from 1,056
healthcare provider organization survey responses.
1.1

Literature Review
While the United States healthcare sector is currently fighting a global pandemic known

as COVID-19, they have been fighting another battle for decades, increasing costs. According to
the Centers for Medicare and Medicaid Services, the expenditures of the healthcare sector have
increased every year since 1960 and are projected to increase at an average rate of 0.8 percent
faster than Gross Domestic Product (GDP) per year and increase from 17.9 percent of GDP in
2017 to 19.4 percent in 2027. Couple this increase in costs with an inefficient supply chain, and
it is a recipe for a reduced bottom line. According to the Efficient Healthcare Consumer
Response (EHCR) (1996), the costs of healthcare supply chain costs account for ~38 percent of
total cost. Kwon et al states the retail and grocery sectors’ supply chain costs account for only 5
percent and 2 percent, respectively. This reiterates that the healthcare industry is behind other
more efficient industries in terms of supply chain management. Abdulsalam and Schneller’s
2017 study of over 3,500 hospitals found this number to be lower at 40 percent maximum with
an average of 15 percent. This shows the industry has made changes since 1996, but there is still
room for improvement.
There have been numerous reasons cited in literature as to why the healthcare industry
does not use similar practices to those found in other more efficient sectors including but not
limited to, constant technology evolution, lack of product standards, and inadequate business
education (McKone-Sweet, et al, 2005). However, these barriers have not stopped all healthcare
2

facilities from improving their supply chains. New York City’s St. Luke-Roosevelt Hospital
Center has used just-in-time (JIT) since the early 1990s and saved $3mil per year. Scanlin’s
report also cites that hospitals spend $83 billion per year on supplies in which $11 billion could
be saved with a more efficient supply chain. JIT is an inventory management process that times
material flow so that products arrive just before they are needed. By using this strategy, facilities
can see reduced storage and carrying costs. One problem with JIT in an industry such as
healthcare is the life or death situations that can arise from products not arriving at the correct
time. St. Agnes Hospital uses JIT as a safety stock replenishment tool. This shows that JIT does
not have to be fully used, but rather as a supplemental strategy to better a supply chain [Scanlin
1997].
The human factor also plays a role in changes to the healthcare supply chain. As
Neumann (2003) indicated in his paper, hesitation by executives, opposition to change by
physicians, and the thought of supply chain technology being too expensive all contribute to the
slow adoption of new supply chain processes in the healthcare industry [Neumann 2003]. The
human factor was evaluated during the interview with questions referring to if executives and/or
physicians participate in improvement efforts. The lack of support from executives was also
found in interviews conducted by McKone-Sweet et all where it was indicated as a major barrier
to supply chain management improvement efforts [McKone-Sweet et al 2005]. To sway
physicians to make changes, the use of empirical data is recommended by Neumann because
doctors usually respond well to fact-based justification. As for the cost obstacle, supply chain
improvements can essentially pay for themselves in the form of increased savings over time.

3

1.2

Detailed Problem Statement
With supply related expenses being a large portion of overall costs for healthcare

providers and the healthcare sector cost of goods being much higher than other industries, the
need for cost reduction in the healthcare supply chain is apparent [Abdulsalam & Scheller 2017].
This is not a straightforward task since the healthcare supply chain has numerous parts involved.
Analyzing the responses from the 2009 survey may be able to shed light on the healthcare
organization attributes that correspond to a better supply chain maturity level and/or data
standard readiness level. If this can be found, those organizations without the positive attributes
can look to instill those traits into their cost savings initiatives.

4

CHAPTER II
ANALYSIS AND RESULTS
2.1

Data Collection & Analysis
The survey data was split into two models, supply chain maturity (SCM) and data

standard readiness (DSR) with 831 and 332 responses, respectively. The large discrepancy
between the two models is due to the survey questions related to SCM being open to all
respondents while the DSR questions were only available to the respondents that first stated their
organization was already working towards adopting a data standard readiness system. Both
datasets contain missing values from non-responses. Non-responses came from questions left
blank, information not known by the respondent, or refusal to give an answer. This reduces the
SCM model from 831 responses to 434 complete responses while the DSR model is reduced
from 332 to 224 complete responses if the responses with any missing data points are removed.
Each dataset contains numerous data types (binary, ordinal, nominal, and measurement). All
non-binary variables were scaled from 0-1.
The algorithms used on the datasets include linear discriminant analysis (LDA), logistic
regression, stepwise regression, imputation, and self-organizing map (SOM). A 75/25
training/testing split was used across 20 iterations of each model to get a range of prediction
accuracy values.
The datasets were first analyzed using all questions, no missing values and principal
component analysis (PCA). PCA reduced the SCM dataset from 434x63 to 434x44, a 30%
5

reduction. The DSR dataset was reduced from 224x63 to 224x40, a 36.5%-dimension reduction.
These 44 and 40 principle components explained more than 90% of the variance contained
within their respective datasets. These models are referred to as PCA.
Following the results from the PCA models, a data conservation technique was employed
on both datasets. Seven questions from SCM dataset and five from DSR were removed as
identified from a 0-1 quadratic program that prescribed which independent variables should be
eliminated such that the maximum amount of valid data is preserved. This method yielded a
preservation of the entire 831 responses for SCM and 250 for DSR. PCA was then conducted on
this dataset. These models are referred to as Reduced.
To gain a better understanding of how PCA affected the regression model’s prediction
accuracy, all models were tested again using the entire original scaled dataset without PCA being
conducted. These models are referred to as Full.
The full datasets were also imputed in an attempt to increase prediction accuracy.
Imputation fills in missing values with values derived from within the dataset. Five models were
created, for each dataset, from the test/train split across five iterations using predictive mean
matching. These new models were then used to build new LDA, logistic, and stepwise regression
models, deemed Imputed.
2.2

Results – PCA (SCM)
Linear discriminant analysis, logistic regression, and stepwise regression was conducted

on the dataset following dimension reduction through PCA. These models have no missing
values and contain all questions from the survey. The stepwise model had the highest minimum,
maximum, and mean prediction accuracy while the logistic minimum and mean were the worst.

6

The results from PCA showed that with 43 PCs, 90% of the variance is explained. Table 1 shows
the prediction results for PCA SCM subset.
Table 2.1

2.2.1

PCA SCM Prediction Results

LDA
Using 43 PCs, the best prediction model with PCA using LDA achieved 46.67%

prediction accuracy, the worst of the PCA models. The coefficients of linear discriminants for all
PCs is between -1 and 1 indicating each PC influences the LDs about the same. All coefficients
of linear discriminants for the four LDs created can be seen below in Figure 1. The proportion of
trace for the first linear discriminant is 67.9%, indicating the level of between-class variance as
shown in Figure 2.

7

Figure 2.1

Coefficients of Linear Discriminants PCA SCM

Figure 2.2
2.2.2

Proportion of Trace PCA SCM

Logistic
The PCA logistic regression model had the worst average prediction accuracy at 38.10%

but achieved a higher maximum prediction accuracy (47.62%) than the PCA LDA model
(46.67%). The residual deviance is 579, which is high and indicates bad fit. The AIC value is
932 and will be used to compare other logistic regression models on the SCM dataset.
2.2.3

Stepwise
Using both forward and backward selection, this model found 14 PCs that are best for

predicting the response variables of SCM level at a rate of 50.43%. The created model fits the
dataset better than the NULL model as indicated by the reduction from NULL deviance of 20.35
to residual deviance of 12.45. The AIC (-97.46) and residual deviance values will be used to
compare other stepwise models that were created to gauge level of fitment to the dataset.
8

2.3

Results – Reduced (SCM)
The next set of models created were without missing values, had seven less questions as

identified by a quadratic program, and were reduced by PCA. 40 PCs were identified as
explaining greater than 90% of the variance. The stepwise regression model was the worst in
terms of prediction accuracy compared to the other Reduced models, while the LDA model was
the best. Table 2 shows the Reduced SCM results.

9

Table 2.2

2.3.1

Reduced SCM Prediction Results

LDA
The Reduced LDA model used 40 PCs to capture 90% of the variance within the SCM

dataset and was able to accurately predict 50.84% in the best model. Much like the coefficients
of linear discriminants found in the PCA LDA model, Figure 3 shows the Reduced LDA model’s
coefficients of linear discriminants values are between -1 and 1 showing there is no single PC
that influences the LDs much greater than other PCs. The proportion of trace for this model is
also higher than the previous LDA model, at 76.9% as seen in Figure 4.
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Figure 2.3

Coefficient of Linear Discriminants Reduced SCM

Figure 2.4
2.3.2

Proportion of Trace Reduced SCM

Logistic
The Reduced logistic regression second best of the three Reduced models. The residual

deviance and AIC values are worst for this model compared to the PCA logistic model at 1219
and 1547, respectively, indicating this model has worse fit.
2.3.3

Stepwise
The Reduced stepwise model performed the worst of all the Reduced models. This model

used 16 predictor models, 2 more than the PCA stepwise model, making it slightly more
complex. This may be why the residual deviance (27.02) is higher, but the AIC (-125.2) is lower
for this model compared to the PCA stepwise model.
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2.4

Results – Full (SCM)
As with the other models, the Full dataset did not contain any NA values, but was not

reduced by PCA. This model was used to compare how PCA affected the prediction accuracy of
the previous models. Stepwise regression was the best in terms of minimum, maximum, and
mean prediction accuracy while logistic regression was the worst in all three categories. Table 3
shows a side by side comparison of the prediction accuracy across all Full SCM models.
Table 2.3

2.4.1

Full SCM Prediction Results

LDA
The best predictor Full LDA model for the SCM dataset was able to accurately predict

43.81% of the test set. Figure 5 shows that most coefficients are less than 1, however, question
Q12M07 stands out as it ranges from -2.35 to 5.03, between the four LDs. This means the
response to questions Q12M07 influences the LDs more than other questions. Q12M07 consists
of almost entirely 0 as its value throughout the data set, with only 9 responses with a value of 1.
Figure 6 shows the proportion of trace for this model. With the four LDs created, the first
achieved a separation value of 51.73% within the training dataset. This is the lowest separation of
all LDA models created thus far.
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Figure 2.5

Coefficients of Linear Discriminants Full SCM

Figure 2.6
2.4.2

Proportion of Trace Full SCM

Logistic
The residual deviance and AIC for the best Full logistic regression model were 506 and

1002, respectively. This model performed the worst compared to the other Full models. This
logistic model has the lowest residual deviance of all SCM logistic models, but the AIC is worse
than PCA logistic. This indicates the PCA logistic model fits the data better which is reinforced
by the better accuracy seen by the PCA logistic model.
2.4.3

Stepwise
The last of the Full models used a stepwise regression algorithm with both forward and

backwards predictor selection. The model selected 15 variables as the best predictors of this
dataset. This model achieved the best accuracy for the Full models.
13

2.5

Results – Imputation (SCM)
By imputing the dataset, the entire 831 responses can be used when creating testing and

training sets. This dramatically increases the size of the SCM data used. Comparing these results
to the previous Full regression models, all three algorithms minimum values were higher than
the average accuracy achieved without imputation. The maximum prediction accuracies for LDA
and stepwise were higher without imputation but the mean accuracies with imputation scored
higher. Table 4 shows a side by side comparison of the results for the Imputed subset.
Table 2.4

2.5.1

Imputation SCM Prediction Results

LDA
The best predictor imputation LDA model for the SCM dataset was able to accurately

predict 48.92% of the test set. The larger sample size used from imputing the data, improved the
SCM LDA average prediction accuracy but the maximum accuracy seen was lower with
imputation.
2.5.2

Logistic
The residual deviance and AIC for the best Imputed logistic regression model was 1805.

This model performed almost the same as the Imputed LDA model at 48.39%. This logistic
model has the highest residual deviance (1309) and AIC of all SCM logistic models, but the
second-best prediction accuracy.
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2.5.3

Stepwise
The last of the Imputed models used a stepwise regression algorithm with both forward

and backwards predictor selection. The model selected 27 variables as the best predictors of this
dataset. This model achieved the worst accuracy for the Imputed models. The stepwise algorithm
also selected some questions that were removed from the Reduced models, such as Q31D1 and
Q31D2. This model is the most complex stepwise model in terms of predictor variables.
2.6

Results – Self-Organizing Map (SCM)
The last strategy used to improve prediction accuracy was self-organizing maps (SOM).

SOM is an artificial neural network created through unsupervised learning which creates a
reduced dimensioned dataset. SOM was used in conjunction with the Reduced, Full, and PCA
subsets created previously. To get a range of prediction results, ten models for each subset was
created. The combined results for prediction accuracy can be seen below in Table 5.
Table 2.5

Self-Organizing Map SCM Prediction Results

As the table indicates, the prediction accuracy is poor for all subsets. The PCA set had the
best average and minimum prediction accuracy while the Full subset had the worst minimum and
average. However, all the maximum accuracies are barely above random guessing for a fivelevel sample (20%). The results from using SOM did not provide an increase in prediction
accuracy.
15

2.7

Results – PCA (DSR)
LDA, logistic, and stepwise regression was conducted on the models following

dimension reduction through PCA. These models have no missing values and contain all
questions from the survey besides one that was made up almost entirely of “No” as the response.
The results from reducing the dataset with PCA showed that 39 principal components can
explain more than 90% of the variance found in the dataset. The stepwise model had the highest
maximum and mean prediction accuracy while its minimum was the worst. All three subsets
average prediction accuracy were within less than 2% of each other. Table 6 shows a side by side
comparison of the prediction results for the PCA DSR subset.
Table 2.6

2.7.1

PCA DSR Prediction Results

LDA
Using 39 PCs, the best prediction model with PCA using LDA achieved 42.11%

prediction accuracy. While almost all PCs have linear coefficients of linear discriminant values
of -1 to 1, Figure 7 shows a few PCs influence LDs more than others with coefficients less than 1 or greater than 1. The proportion of trace for the first linear discriminant is 67.9%, indicating
the level of between-class variance explained and is shown in Figure 8.
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Figure 2.7

Coefficients of Linear Discriminants PCA DSR

Figure 2.8
2.7.2

Proportion of Trace PCA DSR

Logistic
The PCA logistic regression model had the worst average prediction accuracy of all DSR

PCA models at 27.99% but a better maximum value than the PCA logistic model. The residual
deviance (154) and AIC (474) values are high but will be compared to the other logistic
regression models to see which models indicate the best fit.
2.7.3

Stepwise
Using both forward and backward selection, the PCA stepwise model found 14 PCs that

are best for predicting the response variables of DSR level. The residual deviance (7.64) and AIC
(-5.58) values will be used to compare each stepwise model in terms of fitment to the dataset.
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2.8

Results – Reduced (DSR)
The next set of models created were without missing values, had five less questions as

identified by a quadratic program, and were reduced by PCA. The stepwise regression model
was the worst in terms of minimum and average prediction accuracy compared to the other
Reduced models but had the highest maximum accuracy across the 20 iterations of each model.
LDA achieved the best average prediction accuracy at 33.15%. Table 7 compares all Reduced
models prediction accuracies.
Table 2.7

2.8.1

Reduced DSR Prediction Results

LDA
The Reduced LDA model uses 38 PCs to capture 90% of the variance within the DSR

dataset. Much like the PCA LDA model, some PCs influence some LDs slightly more than other
PCs but not substantially more as shown in Figure 9 below. Figure 10 shows the proportion of
trace for this model is lower than the PCA LDA at 64.5%.

18

Figure 2.9

Coefficients of Linear Discriminants Reduced DSR

Figure 2.10
2.8.2

Proportion of Trace Reduced DSR

Logistic
The Reduced logistic regression model had the worst maximum prediction accuracy

while having the second best minimum and average values of all the Reduced models. The
residual deviance (349) and AIC (605) values are worst for this model compared to the PCA
logistic model, indicating this model has worse fit.
2.8.3

Stepwise
The Reduced stepwise model had the best maximum prediction accuracy of all the

Reduced models. This model used 17 predictor models, 3 more than the PCA stepwise model,

19

making it slightly more complex which may be why the residual deviance (9.92) is higher, but
the AIC (15.19) is lower for this model compared to the PCA stepwise model.
2.9

Results – Full (DSR)
As with the other models, the Full dataset did not contain any missing values, but was not

reduced by PCA. This model was used to compare how PCA affected the prediction accuracy of
the other two models. Stepwise regression was the best in terms of maximum prediction
accuracy and worst in average accuracy while LDA was the best in minimum and mean
accuracies as seen in Table 8.
Table 2.8

2.9.1

Full DSR Prediction Results

LDA
The best predictor Full LDA model for the DSR dataset achieved an accuracy of 37.5%.

Figure 11 shows that most coefficients are less than 1, however, questions Q31D1 and Q31D2
stand out as they range from 0 to -6 and 0 to -3, respectively, between the four LDs. This means
the responses to these questions influences the LDs more than other questions. It should be noted
these two questions were chosen by the quadratic program to be eliminated. With the four LDs
created, the first achieved a separation value of 39.2% within the training dataset. This is shown
in Figure 12 and is the lowest separation of all LDA models created thus far.

20

Figure 2.11

Coefficients of Linear Discriminants Full DSR

Figure 2.12
2.9.2

Proportion of Trace Full DSR

Logistic
The best Full logistic regression model achieved 31.73% accuracy on the test set. The

residual deviance (0.001) is very low, but AIC (488) value is high. This model performed the
worst in terms of minimum and maximum prediction accuracy compared to the other Full
models.
2.9.3

Stepwise
The last of the Full models used a stepwise regression algorithm with both forward and

backwards predictor selection. The model selected 15 variables as the best predictors of this
21

dataset. This model achieved the worst average accuracy but the highest maximum accuracy of
all the Full models. The residual deviance and AIC values were 9.24 and 18.11, respectively.
2.10

Results – Imputation (DSR)
The full datasets were also imputed, in an attempt to, increase prediction accuracy.

Imputation fills in missing values with values derived from within the dataset. Five models were
created from the test/train spit across five iterations, using predictive mean matching. These new
models were then used to build new LDA, logistic, and stepwise regression models, deemed
Imputed. The results for the models can be seen below in Table 9.
Table 2.9

Imputation DSR Prediction Results

Comparing these results to the previous Full regression models, both the LDA and step
models’ minimum values were higher, but all three models’ maximum values were less than
previously without imputation. The average prediction accuracies improved for LDA and
stepwise but decreased for logistic. The larger sample size within the Imputed dataset did not
improve the overall prediction accuracy.
2.10.1

LDA
The best predictor imputation LDA model for the DSR dataset was able to accurately

predict 32.5% of the test set. The larger sample size used from imputing the data improved the
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DSR LDA average prediction accuracy, but the highest prediction accuracy found throughout the
DSR LDA imputation iterations was 5% lower than the highest from DSR Full LDA models.
2.10.2

Logistic
This model performed almost the same as the Imputed LDA model at 30.95%. This

logistic model has the second highest residual deviance and the highest AIC of all DSR logistic
models. This model also performed the worst in terms of maximum prediction accuracy of all
previous DSR logistic models. The residual deviance and AIC values were 324 and 820,
respectively.
2.10.3

Stepwise
The last of the Imputed models used a stepwise regression algorithm with both forward

and backwards predictor selection. The model selected 12 variables as the best predictors of this
dataset. This model achieved the best maximum accuracy for the Imputed models. The stepwise
algorithm also selected one question that was removed from the Reduced models, Q31D1. The
average accuracy of this model outperformed the average accuracy seen in the DSR Full
stepwise model.
2.11

Results – Self-Organizing Map (DSR)
SOM was used in conjunction with the Reduced, Full, and PCA subsets created

previously. To get a range of prediction results, ten models for each subset was created. The
combined results for prediction accuracy can be seen below in Table 10.
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Table 2.10

Self-Organizing Map DSR Prediction Results

As the table indicates, the prediction accuracy is poor for all subsets. The Reduced set
was the best SOM predictor model while PCA performed the worst. The maximum accuracies for
Reduced and Full are barely above random guessing for a five-level sample (20%) while PCA is
much lower. The results from using SOM did not provide an increase in prediction accuracy.
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CHAPTER III
INTERPRETATION OF RESULTS
3.1

SCM
For the SCM dataset, the highest prediction accuracy achieved was 50.84% from the

Reduced LDA model. The confusion matrix for this model can be seen below in Figure 13.
While the prediction accuracy is low, the values adjacent to the diagonal show that most
misclassifications are off by just one level. This pattern was seen throughout most confusion
matrices created from the iterative model building process across all analysis algorithms. This
could be an indication of problems within the survey itself.

Figure 3.1

Reduced LDA SCM Confusion Matrix

Respondents were given definitions for each SCM level prior to completing the survey
which can lead to some subjectivity being introduced into the survey data depending on how
they perceive the definitions. Also, the organizations the respondents were from are not included
in the data so there is a possibility that respondents from the same organization may have
answered most questions the same but selected different SCM levels. Comparing all the models
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created on the SCM dataset, the Reduced subset performed the best using LDA and logistic
regression while the PCA subset was the best using stepwise regression. Table 11 shows the
highest prediction accuracy achieved from each subset and algorithm combination.
Table 3.1

Maximum Prediction Accuracy SCM

By taking the full dataset and reducing it through PCA, the prediction accuracy increased
for all algorithms. The highest prediction accuracy was further increased by reducing the number
of questions in the dataset. By imputing the dataset, the prediction accuracy increased to greater
than the PCA subset for two out of three algorithms.
3.2

DSR
The greatest prediction accuracy achieved, 45.00%, on the DSR dataset was from the

PCA subset using stepwise regression in both directions. The confusion matrix for this model can
be seen below in Figure 14. Much like the confusion matrix from the best SCM model, this
matrix contains most misclassifications just one level off from the actual level.
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Figure 3.2

PCA Stepwise DSR Confusion Matrix

Comparing all the models created on the DSR dataset, the PCA subset performed the best
using all three algorithms. Table 12 shows the highest prediction accuracy achieved from each
subset and algorithm combination.
Table 3.2

Maximum Prediction Accuracy DSR

The Imputed and SOM subsets performed the worst across all algorithms while the
accuracy increased with more data reduction. Reducing the dataset by PCA alone performed the
best followed by question reduction and PCA reduction.
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CHAPTER IV
CONCLUSION & FUTURE WORK
This study did not uncover what specific organization characteristics correspond to
certain supply chain maturity or data standard readiness levels. From an overall prediction
accuracy standpoint, neither dataset performed well, however, a closer look into the confusion
matrices indicated there may be unintended subjectivity introduced by the definitions of SCM
and DSR levels. The lack of knowledge of the respondent’s organization also creates an issue
with whether responses from the same organization are similar in terms of all questions besides
SCM and DSR levels which would skew the data. Each dataset was analyzed across multiple
algorithms and data reduction techniques which showed the prediction accuracy could be
increased as the number of variables was reduced. Also, the Reduced subsets performed better
than the Full, showing that the questions removed because of the quadratic program may have
been negatively affecting the Full dataset.
Some drawbacks of the analysis include a small sample size for the DSR dataset,
imputation does not preserve the relationships between variables, and SCM and DSR level
definitions are subjective. Since the DSR questions were only open to certain respondents, the
dataset is much smaller than the SCM dataset which can create problems when using algorithms
such as LDA. The reason for missing values can be numerous and imputation can create false
notions that relationships are stronger than they are between variables. The definitions of SCM
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and DSR levels were provided to respondents but were open to some level of interpretation and
could have been perceived in different ways by different respondents.
Some opportunities for future work include further analyzing the best prediction models to see if
they can be improved further. Also, analyzing each dataset with other regression algorithms is a
possibility. To improve the original study, the survey could be redistributed to healthcare
professionals with some form of quantitative definitions for SCM and DSR levels such that each
respondent could accurately assess their organization. Also, the organization for each response
should be recorded to eliminate the issue of the same organization being presented in different
ways. The datasets could also be analyzed using other machine learning tools not used thus far.
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