Abstract. We consider solutions of the stochastic equation
Introduction
The main purpose of the present paper is to study a class of linear stochastic equations, existence of their solutions and to describe properties of those solutions. The simplest example we have in mind is the random difference equation, called often also a first order random coefficients autoregressive model,
where all the random variables are real valued, X is independent of the pair (A, B), and the sign ' d =' denotes equality in distribution. It is well-known that the equation above has a unique solution if E log A < 0 and E log + |B| < ∞. The celebrated Kesten theorem [19] says that if a random variable X is a solution of the equation (1.1), then under a number of assumptions, the main being existence of a positive α such that E[A α ] = 1, the random variable X is α-regularly varying, i.e.
lim x→∞ x α P[X > x] = C + , for some positive constant C + (see also the paper of Goldie [15] for a transparent and elegant proof). Since the random difference equation appears both in many applied models e.g. in financial mathematics and in purely mathematical problems, the last result found enormous number of applications in the literature.
In this paper we consider general linear stochastic equations, i.e. equations of the form
where X, X i are i.i.d. and independent of (N, B, A 1 , A 2 · · · ). Notice that the last formula depends only on N first values of A i 's, therefore without any loss of generality, we assume that A i = 0 for i > N . Moreover in this paper we restrict our attention to positive random variables, i.e. we assume that X i , A i and B are positive. Equation (1.2) is also called the inhomogeneous smoothing transform and the explanation of this name is the following. Given µ ∈ P(R + ) we define T µ as the law of N i=1 A i X i + B, where X 1 , X 2 , . . . is i.i.d. sequence with distribution µ, independent of the vector (N, B, A 1 , A 2 , . . . ). Then any fixed point of T is characterized as a distribution of a random variable X that satisfies (1.2) .
This equation has gained importance in the last few years, since it turns out to be closely related to important objects in the computer science: the Quicksort algorithm [21, 24] (and other divide and conquer algorithms), the Pagerank algorithm [26, 17, 18] (being in the heart of the Google engine) and in stochastic geometry [22] . The inhomogeneous equation was recently used to describe equilibrium distribution of a class of kinetic models see e.g. [7] Equation (1.2) is also a generalization of the homogeneous smoothing transform, which is defined exactly as above but without the inhomogeneous term B, i.e. with B = 0 a.s. Thus, we say that X is a solution (or a fixed point) of a homogeneous smoothing transform if
where X 1 , X 2 , . . . are independent copies of X and the vector (N, A 1 , A 2 , ..) is independent of the sequence {X i }. The last equation appeared in the literature already in the eighties in connection with studying interacting particle system [13] . It turned out also to have a number of applications e.g. in branching random walks [16] .
Existence of solutions of (1.3) and their properties were deeply studied in [13, 20] (see also the recent paper [3] ) and it turns out that their properties are encoded in the function
Notice, equation (1.3) does not have a unique solution since tX for t ∈ R also solves it as long as X does. We summarize known results in the following Lemma Lemma 1.5 ( [13, 20] 
for some positive constant c.
We begin the study of the nonhomogeneous smoothing transform explaining how to construct a solution to equation (1.2) (see [5, 4] for more details). Let T = k≥0 N k be an infinite Ulam-Harris tree, where N 0 = {∅}. For v = (i 1 , . . . , i n ) we define the length |v| = n and by vi we denote the vertex (i 1 , i 2 , . . . , i n , i). We write u < v if u is a proper prefix of v, i.e. u = (i 1 , .., i k ) for some k < n. Moreover we write u ≤ v if u < v or u = v. Now we take {(B(v), A 1 (v), A 2 (v), . . . )} v∈T a family of i.i.d. copies of (B, A 1 , A 2 , . . . ) indexed by the vertices of T . For v ∈ T we also define a random variable
One can easily check that if the series above is finite almost surely then the random variable R satisfies (1.2). However also the converse is true. Alsmeyer and Meiners [5] proved that existence of solutions of (1.2) is equivalent to finiteness of the series (1.6). Knowing that there exists one solution, one can construct a whole family of solutions just adding to R any Y being a solution of (1.3). However R is distinguished by the property that it is the minimal solution (in the sense of stochastic domination i.e. P [R > t] ≤ P [X > t] for any other solution X), see [5] for more details. Another useful property is that R is the unique solution that is measurable with respect to the input data (B(v), A 1 (v), A 2 (v), . . . ) v∈T (compare with [2] where it is called an endogeneous solution). From now we call R the minimal solution. Therefore, if we can describe the tail of R, in view Lemma 1.5, we obtain a full description of tails of all solutions (1.2) .
Similarly like in the homogeneous case the fundamental role in description of solutions of (1.2) plays the function m defined in (1.4). The necessary condition ensuring finiteness of (1.6) is that m(t 0 ) ≤ 1 for some t 0 ∈ [0, 1]. However sufficient conditions are still not established. It is known [5, 17] that if m(s) < 1 for some s ∈ (0, 1) and EB s < ∞ then R is well defined. Jelenković and Olvera-Cravioto [17, 18] proved that R has a power law distribution:
. . ) be a nonnegative random vector, with N ∈ N∪{∞}, P [B > 0] > 0 and R be the minimal solution to (1.2) given by (1.6) . Suppose that
• the equation m(s) = 1 has 2 solutions α < β;
is nonarithmetic; In addition, assume that
Remark 1.8. Positivity of the constant C was not discussed in [17, 18] and was proved recently in [12] . Summarizing if α < β are two solutions of the equation m(s) = 1 and α < 1, then the minimal solution R of (1.2) has a power law of index β. Any other solution X of (1.
The main purpose of the present paper is to complete the picture and to study the critical case, when the equation m(s) = 1 has exactly one solution α < 1 and then m ′ (α) = 0, i.e. when the graph of the function m(s) is tangent to the line y = 1. For the random difference equation (1.1) this corresponds to the situation when the graph of the Mellin transform E[A s ] is tangent to the line y = 1 at 0, i.e. when E[log A] = 0. Then it is known that equation (1.1) has no solutions, nevertheless when written in terms of measures has solutions in the class of Radon measures on R. Existence and asymptotic properties of solutions were studied in [6, 8, 9] . For the homogeneous smoothing transform the critical case was considered by Durrett, Liggett [13] and Liu [20] and is a part of Lemma 1.5 (see also [10] for the case α = 1).
The only result we know concerning the inhomogeneous smoothing transform in the critical case is due to Alsmeyer and Meiners [5] , who proved that for α < 1/5 (and under some further assumptions) the series (1.6) is finite, providing thus a solution to (1.2) .
The main result of this paper is the following Theorem 1.9. Suppose that
Then the minimal solution R of (1.2) is well defined and moreover
and the constant C + is strictly positive.
Thus in the critical case the tail of the minimal solution of (1.2) is of the order t −α , whereas the tails of all the other solutions behaves at infinity like log t t −α .
We finish the introduction with an overview over the organization of the paper. In Section 2 we prove that P[R > t] ≤ Ct −α , that in particular implies that R is finite a.s. The most essential part of the proof is contained in Section 3. We reduce the problem to study behavior at 0 of the Laplace transform φ of R. Considering φ as a solution of the Poisson equation we first prove that it behaves regularly at 0 (Section 3.1) and the deduce the correct asymptotic (Section 3.3). Finally, applying some arguments based on the Landau theorem and holomorphic functions, we prove positivity of the limiting constant (Section 3.4).
The authors are grateful to Jacek Zienkiewicz for stimulating discussions on the subject of the paper.
Existence of a solution and its first estimates
In this section we prove Proposition 2.1. Assume hypotheses of Theorem 1.9 are satisfied, then
where R is the random variable defined in (1.6). In particular R is finite a.s.
We start with the following lemma
Y i be the sequence of the partial sums. Then, for any strictly positive constant δ, the function
Proof. By definition the function W can be nonzero only for positive x. Let L = inf{i : S i < 0}, then
Notice that the first expression above is just a finite constant, since by the reflection principle [14]
where T n is the sequence of upward ladder times:
it is integrable and satisfies
where
Finally, we can express W as the convolution of the function f with the potential of the transient random walk V n , where V n is the sum of n independent copies of S L . Therefore, independently of x, we have
where the uniform bound in the last line follows from Proposition 2.1 in [23, CH. 5].
Let us introduce a random variable Y with distribution given by
for any positive Borel function f . By (1.10), the right hand side indeed defines a probability measure. The main properties of Y , we are going to use, are summarized in the following lemma Lemma 2.6. The random variable Y is centered (EY = 0), nonarithmetic (the closed subgroup generated by the support of the measure P [Y ∈ dx] is R) and has finite exponential moments E e ±δY < ∞ for some δ > 0.
Proof. We have
Nonarithmecity follows from assumption (1.13).
Proof of Proposition (2.1). We compare behavior of the sum R = v∈T L(v)B(v) with behavior of the maximum R = max v∈T L(v). We first prove that
for some positive constant C.
Let {Y i } be a sequence of independent copies of Y defined in (2.5) and let S n be the sequence of their partial sums. Applying the definition of Y and reasoning by the induction (see e.g. [1] ) one can easily prove the following well-known formula:
valid for a fixed n and any test function f :
hence we obtain (2.7).
Next we write
In view of (2.7) it is sufficient to estimate only the second term. Taking γ = α + δ < 1, we have
where W is the function defined in Lemma 2.3, which as we already know is bounded. Finally, since
3. Tail of the solution 3.1. The Poisson equation. For a non-negative random variable X by φ X (t) = E e −tX we denote its Laplace transform. For simplicity we write φ = φ R for the Laplace transform of R. To prove our main result we use the duality between the tail behaviour of R and the behaviour of its Laplace transform φ near 0 given by the following Tauberian theorem (its proof can be found e.g. in the book of Feller [14] , Example c) after Theorem 4 in Chap. XIII). 
Thus, in order to describe the tail of R, i.e. P[R > t], it is sufficient to study its Laplace transform φ and prove
It is convenient for our purpose to change the coordinates and define
Then our aim is to prove
We will often use the following well-known lemma Lemma 3.3. For any positive random variable X and any 0 < γ < 1 we have
ds for nonnegative X and any differentiable, monotone function f such that f (0) = 0. Then by Chebyshev inequality
To prove (3.2) we apply some techniques described in the paper of Durrett and Liggett [13] , who considered solutions of the homogeneous equation (1.3) . We adopt their ideas, however it turns out that adding the additional term B causes serious problems, hence we will present here all the details of the proof.
Let Y be the random variable defined in (2.5). We consider D as a solution of the Poisson equation.
Lemma 3.4. The function D satisfies the following Poisson equation
Proof. Notice first that rewriting equation (1.2) in terms of Laplace transform φ we obtain
Hence by the definition of D and the equation above we have
We need also the following technical lemma saying that for any t ∈ (0, α + δ) the sum we have
where C r,p is a constant depending on r and p.
Proof. We will use the following well-known inequality (being just a simple consequence of the Hölder inequality)
where a i ≥ 0. Applying first the last inequality and then the Hölder inequality with parameters r/p and (r/p) ′ (given q > 1, we denote by q ′ the conjugate real number such that 1/q + 1/q ′ = 1) we obtain
Notice that since
in view of our assumptions both expressions above are finite.
We prove now a weaker result than (3.2) saying that the function D behaves regularly at infinity.
Proposition 3.6. Assume that hypotheses of Theorem 1.9 are satisfied. Then for any y ∈ R we have
Proof. We divide the proof of the proposition into several steps. Assume first additionally that the following condition is satisfied
Step 1. First we will show that
We can write
By our assumptions the first term is equal to 0 since the Laplace transform φ is bounded by 1. In order to show that the second limit (3.9) is zero we will use the following inequality valid for 0
Next we will deduce that the expression under the expectation in (3.9) is positive. In order to bound this limit from above we use the inequality u ≤ e −(1−u) for u ∈ R. Therefore, we can write
(1 − φ(e −x A i )) .
Now we will split the problem into two separate cases
Step 1, case i) There exists constant M such that for any i, A i ≤ M a.s. Since φ is a Laplace transform of a non-negative random variable, (1−φ(u))/u is a decreasing function whereas (1−φ(u)) is increasing. Hence
and thus
Therefore, since the function F (u) = e −u − 1 + u is increasing on [0, ∞), F (u)/u is bounded and tends to 0 as u → 0 we can apply the Lebesgue theorem and obtain lim sup
Step 1, case ii) A i 's are unbounded. Take M > 0 big enough that will be specified later. Define a truncated random vector (
A i t and observe that m M (t) = 1 has two different solution α M < α < β M and both of them converge to α as M → ∞. Indeed, it follows from the fact that m M (α) < 1 and for t ∈ (0, α + δ) different than α the Lebesgue Theorem gives that m M (t) → m(t) > 1. We will assume that β M < α + δ.
Define
where L is defined in the same way as L but in terms of A i (v). Clearly R ≤ R a.s. Since M can be chosen in such a way that for any j the measure P log A j ∈ du, A j > 0, N ≥ j has the same support as P [log A j ∈ du, A j > 0, N ≥ j] we can apply Lemma 1.7 a) for the random variable R and obtain P R > t ∼ C + t −βM for some positive C + . Hence, by Tauberian Theorem
where φ(t) = φ R (t) ≥ φ(t). Therefore we can find C 0 such that 1 − φ(t) ≥ C 0 t βM for 0 < t < 1. On the other hand, by Lemma 3.3 and Corollary 2.2, 1 − φ(t) ≤ C 1 t β for β < α. This implies that for some C and any t
hence for any 0 < ε < αδ/2 we may find C 1 such that
for any t > 0 and s > 1. Therefore, we have
Thus, since the function F is increasing, F (u)/u β M β is bounded for β M ≤ 2β and φ(t) ≤ φ(t) we have
Now, applying Lemma 3.5 with
β(βM +ε) and p = βM β (one can choose sufficiently large M and β M close to β such that the pair r, p satisfies asumptions of Lemma 3.5) we obtain
Finally, by Lebesgue Theorem and since F (u)/u → 0 as u → 0 we deduce that
Step 2. Let us introduce a family of functions
Dividing the equation
, we obtain
Since D(y)e −αy = 1 − φ(e −y ) is decreasing and D(y)e (1−α)y = (1 − φ(e −y ))/e −y is increasing the same holds for functions h x . Therefore we conclude that h x (y) ≤ max{e αy , e (α−1)y } and that h x are equi-continuous on bounded sets. By Arzelà-Ascoli theorem the set {h x } is relatively compact in the topology of uniform convergence on compact sets. Take now an accumulation point h as x → ∞ i.e. h xn → h for some sequence x n → ∞. Passing to infinity with x n in (3.13) from Step 1 and the Lebesgue theorem we have
Since any positive Y -harmonic function is constant it yields that h(y) = h(0) = 1. Hence, h is the unique accumulation point and therefore D(x + y)/D(x) → 1.
Step 3. Finally we get rid of the additional assumption (3.7). We defineB = min{1, B} and consider
i.e. R is defined in the same way as R in (1.2) but with B(v) replaced byB(v). Of course R ≤ R, hence R is also finite a.s. and solves the equatioñ
A iXi +B, (3.14)
with the vector (B, A 1 , A 2 , . . . ) satisfying hypotheses (1.10)-(1.14) . Letφ = φR be the Laplace transform ofR. Notice that (3.7) is satisfied for R and B replaced by R and B, i.e.
Indeed, observe first that E[R] = ∞, otherwise we would have
which is impossible since 1 < E N i=1 A i ≤ ∞. Thus in consequence 1 −φ(t)/t tends to infinity as t goes to 0. Moreover, since B is bounded a.s., by the Lebesgue theorem and by Lemma 3.3 we have
which proves (3.15). Therefore, we may use the results proved in the first two steps of the proof saying that
for some slowly varying function L. SinceR ≤ R andφ ≥ φ, for 0 < ε < δ we have
By Lemma 3.3
The last Proposition implies immediately the following results 
In particular, the function L(t) = (1 − φ(1/t))t α is slowly varying. 14) we have E R β < ∞ for β < α and E R β = ∞ for β > α.
Proof. We have
what is finite if β < α and infinite if β > α.
3.2.
Some properties of the function G. To prove our main results we will use the renewal theorem, therefore before we will proceed with the final arguments we have to prove some properties of the function G.
Lemma 3.19. There exists ε > 0 such that the function e ε|x| G(x) is directly Riemman integrable.
Proof. For any x and ε < min{δ, 1 − α} we have
Notice first that since for γ < α + ε, by Lemma (3.3) we have
the function f 2 is directly Riemman integrable.
Let us now examine the function f 1 . First, we will prove that f 1 is integrable. For this purpose notice that if γ > 0 we have
The above expression is finite for γ < α + ε. Indeed, from the monotonicity of F on the positive half line and from Lemma 3.3, for β < α we can bound the last integral by
To see that the expression above is finite we apply Lemma 3.5 with r = (α + δ)/α and X i = A rβ i . The second term is finite since F (t) ≤ min{t, t 2 /2} and β < γ < 2β. Thus f 1 is integrable.
Next we have to check that f 1 satisfies (2.4). Inequality (3.10) implies that e −(α±ε)x f 1 (x) is decreasing, hence also e −x f 1 (x), since α + ε < 1. Therefore, for any h > 0 and x ∈ I n (h) we have
and similarly we can estimate from below
Since f 1 is integrable, the series
In(h)
The last expression converges to 0 as h goes to 0, thus f 1 is directly Riemann integrable. Proof. The corollary follows from the fact that (1 + |x|)|G(x)| ≤ C (e −ε0x + e ε0x ) |G(x)|, for some sufficiently large C. Proof. For x ≤ 0 we have
ε0x e −ε0y |G(y)|dy ≤ Ce ε0x .
In the same way we prove for x > 0 that
Hence G is directly Riemman integrable. Moreover,
3.3. Existence of the limit. We are able now to describe behaviour of φ near 0. 
Proof of Proposition 3.22 . The scheme of the proof is similar to the proof of Theorem 2.18 in [13] . Let {Y n } be a sequence of independent copies of Y defined in (2.5). By S n we denote their partial sums, i.e. S n = n i=1 Y i . We define the stopping time L = inf{n ≥ 0 : S n < 0} and the sequence of stopping times
Since D is a solution of the Poisson equation the sequence of random variables
forms a martingale with respect to the natural filtration generated by {Y n }. In view of the optional stopping theorem we have
and equivalently
Next we want to pass with n to infinity. Notice that by the duality principle [14] 
|G(x + S Ti )| and the last sum is finite since G is dRi, hence we can pass with n → ∞ on the right side. In order to justify passing to limit on the left side observe that by Proposition 3.6 for any ε < δ we have D(x) ≤ Ce ε|x| . Since E e εSL < ∞ (see [14] (3.6a) in Chap. XII), we can pass to infinity.
Thus we obtain
Applying again the duality principle we have
Now the renewal theorem yields that
Integrating (3.24) we have (3.27) what can be rewritten as
By Proposition 3.6, D(x + y)/D(x) ≤ Ce εy hence again the same argument as before tells us that we can pass to the limit under the integral sign and obtain
Dividing by x in (3.28) and passing to the limit we obtain
and finally 3.4. Positivity of the limiting constant. Now we proceed with the last step of the proof and we justify that the constant C + in the statement of Corollary 3.23 is strictly positive. We follow here the method developed in [11] .
The key tool to deal with this problem is the Landau Theorem. Originally it was stated for Dirichlet series but it can be extended for functions of the type f (s) = 
Proof. Let us define
(1 − φ(e −x A i )) − (1 − φ(e −x )) dx.
By Lemma 3.19, H is well defined for 0 < ℜz < α + ε 0 . Moreover, H is a holomorphic function for 0 < ℜz < α + ε 0 . Indeed, take any closed piecewise C 1 curve γ in 0 < ℜz < α + ε 0 . Then by Lemma 3.19 we have
(1 − φ(e −x A i )) − (1 − φ(e −x )) dx|dz| ≤ γ |dz| (e −ε0x + e ε0x )|G(x)|dx < ∞.
Hence, by the Fubini Theorem
(1 − φ(e −x A i )) − (1 − φ(e −x )) dx = 0. Therefore, by Morera Theorem H is holomorphic in 0 < ℜz < α + ε 0 and
(1 − φ(e −x A i )) − (1 − φ(e −x ))
(1 − φ(e −x A i )) − (1 − φ(e −x )) = xG(x)dx, where the second equality follows from (e xh − 1)/h ≤ Ce ε|x| and the Lebesgue Theorem.
