A new intelligent stereo vision sensor system was studied for the motion and depth control of unmanned vehicles. A new bottom-up saliency map model for the human-like active stereo vision system based on biological visual process was developed to select a target object. If the left and right cameras successfully find the same target object, the implemented active vision system with two cameras focuses on a landmark and can detect the depth and the direction information. By using this information, the unmanned vehicle can approach to the target autonomously. A number of tests for the proposed bottom-up saliency map were performed, and their results were presented.
Introduction
A vision system is an important sensor for the unmanned vehicle such as the unmanned forklift for approaching destination. In order for the unmanned forklift to move with loads without an human beings, they need a number of sensors such as the gyro sensor, supersonic wave sensor, infrared rays sensor, and vision sensor. Out of the sensors, one of the most important sensor is the vision sensor.
A number of researches were performed in application of vision sensor to the unmanned forklift [1, 2] . However, the vision sensors in the research are single vision system such that it should be used with other sensors to find depth information.
Many researchers have studied behaviors of the human vision system to develop the intelligent vision system for many systems, but those schemes were not applied to the unmanned vehicle yet.
When human eyes look a natural scene, left and right eyes converge on an interesting object by the action of the brain function and eyeball. This vergence mechanism is very effective in processing high dimensional data with great complexity.
Bernardino and Victor implemented VCSS (vergence control stereo system) using log-polar images based on a simple retinal operation [3] . Batista et al. made VCSS using a retinal optical flow disparity and the target depth velocity [4] . But this system converges to the moving object because of using optical flow based on the motion information of the retina. These two approaches are insufficient to consider the brain function related with the vergence control.
Conradt et al. proposed a stereo vision system using a biologically inspired saliency map (SM) [5] . hippocampus mainly related with depth information.
We focus on a new active vision system with the human-like vergence function. In section 2, a sensor fusion system is explained. Especially, the algorithm and theory of the active stereo vision sensor is explained in detail. The control system for the unmanned vehicle including the sensor fusion system are explained in section 3. Finally, tests of the developed vision system for the unmanned vehicle are performed and results are discussed.
2. An analysis on the stereo vision sensor system
Structure of a stereo vision system
A stereo vision sensor system can be applied to motion and distance control and obstacle avoidance of intelligent autonomus vehicles such as an unmanned forklift. For these, stereo vision sensor system using two CCD camera module is information from the edge information [6] . 
ICA algorithm
In this article, we use unsupervised learning to determine the relative importance of different bases used to generate a suitable salient region using ICA. Even though it is difficult to understand the mechanisms of the human brain including the visual cortex to process the complex natural scene, Barlow's hypothesis might be useful in explaining the role of the human brain.
We suppose that eye movements in bottom-up processing are the result of our brain activity for maximizing visual information, and that the eye sequence that we focus on an object can be modeled by redundancy reduction of the visual information. In order to model the saliency map, we use ICA because the ICA algorithm is the best way to reduce redundancy [7] . The ICA algorithm is able to separate the original independent signals is to seek mutually independent components, and it leads to a local representation quite similar to that obtained through sparse coding [8] .
We consider intensity, edge, and color opponent coding in the retina and symmetry in the LGN, and use these results for input patches of ICA. Figure 4 shows the procedure of realizing the saliency map from four feature maps, I , E , Sym and C . In 
The saliency map S(x,y)is computed by summation of all feature maps for every location (x, y) in an input image. A salient location P is the maximum summation value in a specific window of a saliency map, as shown in Eq. (9):
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where (u,v) is a window with 20 × 20 size. The selected salient location P is the most salient location of an input image. In our brain, there is an inhibition-of-return (IOR) function [11] . In order to implement the IOR function, we use a symmetry information on the object when the most salient region contains an object because the object has commonly symmetrical property. The IOR region is obtained by the noise-tolerant generalized symmetry transformation (NTGST) and the dilation function of the morphology algorithm [9] . When the salient region doesn't include an object, we consider the IOR region that has a high pixel value above the specified threshold in the saliency map. After masking this region, the SM finds the next salient point that excludes the previous salient object [10] .
Comparing the maximum salient values in two camera images, we decide the master eye that has a camera with larger salient value. In order to selection is successfully made, the depth information is calculated. Figure 5 shows the top view of verged cameras.
3D detecting Algorithm
This scheme is applied to the unmanned vehicle so that the unmanned vehicle can decide a direction and calculate the distance to move to the target.
The 3 D detecting algoritm is described in reference [4] . Resultantly, the angles a and b are obtained by Eq.
(12) by substitution T into the x coordinates of the left and right cameras. We don't need to consider the y coordinates for which the values of IOR regions of two cameras become almost same.
Eq. (13) and (14) interface system were used to the vehicle. The vehicle was designed to be autonomous such that it is boarded with the stereo vision system, controller, driver, and batteries. As shown in Figure 9 , the structure of the developed control system for the motion of the leg system is composed of the DC servo motor driver, motion controller, main control system, and I/O interface system. The sequential motion of the unmanned vehicle is controlled by the PID control loop, and the whole moving motion is intelligently controlled using the vision and encoder sensor feedback. result we can obtain a landmark for convergence. Figure 11 shows the verification of a landmark by comparing the IOR regions in occlusion region.
Also, Figure 12 shows the vergence control results of the proposed active stereo vision system using the SM model. Further experimental research will be undertaken applying the developed stereo vision system to the unmanned vehicle such as unmanned forklift in near future.
