In Part I [2], we introduced a fairly general model for asynchronous events over adaptive networks including random topologies, random link failures, random data arrival times, and agents turning on and off randomly. We performed a stability analysis and established the notable fact that the network is still able to converge in the mean-square-error sense to the desired solution. Once stable behavior is guaranteed, it becomes important to evaluate how fast the iterates converge and how close they get to the optimal solution. This is a demanding task due to the various asynchronous events and due to the fact that agents influence each other. In this Part II, we carry out a detailed analysis of the mean-square-error performance of asynchronous strategies for solving distributed optimization and adaptation problems over networks. We derive analytical expressions for the mean-square convergence rate and the steady-state mean-square-deviation. The expressions reveal how the various parameters of the asynchronous behavior influence network performance. In the process, we establish the interesting conclusion that even under the influence of asynchronous events, all agents in the adaptive network can still reach an O(ν 1+γ ′ o )
I. INTRODUCTION
In Part I [2] , we introduced a fairly general model for asynchronous distributed adaptation and learning over networks. The model allows the step-size for any agent to be randomly chosen within a range of values including zero, meaning an off-status; it also allows the communication links between any two agents to be randomly turned on and off; it further allows the topology to vary and the combination weights on the links between agents to vary randomly. The model also captures the situation in which agents randomly select a subset of their neighbors to share information with, as happens in gossip implementations. Based on this asynchronous model, we carried out a detailed stability analysis in Part I [2] and arrived at Theorem 1 in that Part, which provides an explicit condition on the first and second-order moments of the distribution of the step-sizes to ensure mean-square stability of the adaptive network.
When the condition holds, it was further shown that the asymptotic mean-square-deviation (MSD) for every agent in the network remains bounded. Interestingly, it was shown that these conclusions hold irrespective of the randomness in the network topology.
In this Part II, we conduct a detailed mean-square-error (MSE) analysis in order to characterize the learning behavior of the asynchronous network in terms of the network parameters. In particular, we answer the following three questions:
• How is the convergence rate of the algorithm affected by the occurrence of asynchronous events in comparison to a synchronous network?
• Are agents still able to reach some sort of agreement in steady-state despite the various sources of randomness influencing their interactions?
• How close do the iterates of the various agents get to each other and to the desired optimal solution?
One of the main conclusions that will follow from the analysis is that, under certain reasonable conditions, the asynchronous network will continue to be able to deliver performance that is comparable to the synchronous case where no failures occur. In particular, we will be able to establish that for a sufficiently small step-size parameter ν it holds that
for some γ ′ o > 0 that is given by (92) further ahead. These results imply that all agents reach a level of O(ν 1+γ ′ o ) agreement with each other and get O(ν) close to the desired optimal solution, w o , in steadystate. This interesting behavior is illustrated in Fig. 1 , where it is shown that, despite being subjected to various sources of randomness, the agents in an asynchronous network are still able to approach the desired solution and they are also able to coalesce close to each other. For the remainder of this part, we continue to use the same symbols, notation, and modeling assumptions from Part I [2] . Moreover, we focus on presenting the main results and their interpretation in the body of the paper, while delaying the detailed proofs and arguments to the appendices.
Notation: We use lowercase letters to denote vectors, uppercase letters for matrices, plain letters for deterministic variables, and boldface letters for random variables. We also use (·) T to denote transposition, (·) * to denote conjugate transposition, (·) −1 for matrix inversion, Tr(·) for the trace of a matrix, λ(·) for the eigenvalues of a matrix, · for the 2-norm of a matrix or the Euclidean norm of a vector, and ρ(·)
for the spectral radius of a matrix. Besides, we use ⊗ to denote the Kronecker product and ⊗ b to denote the block Kronecker product.
II. NETWORK ERROR DYNAMICS
In Part I [2] , we examined the mean-square stability of the following asynchronous diffusion strategy:
for the distributed solution of a global inference task in the following form:
The global optimum of (4) is denoted by w o . We continue to assume the same asynchronous model from Part I [2] . Specifically, the random step-sizes {µ k (i)} and random combination coefficients {a ℓk (i)} in (3a)-(3b) satisfy the conditions described in Section III-B of Part I [2] ; and the cost functions {J k (w)} satisfy Assumptions 1 and 2 in Section II of Part I [2] . However, in order to study the mean-square-error performance in steady-state, it is necessary to strengthen the assumption on the stochastic gradient vectors { ∇ w * J k (w k,i−1 )}. We replace the gradient noise model described in Assumption 3 in Section III-A of Part I [2] by the following one.
Assumption 1 (Gradient noise model):
1) The gradient noise v k,i (w k,i−1 ), conditioned on F i−1 , is assumed to be independent of any other random sources including topology, links, combination coefficients, and step-sizes. The conditional moments of v k,i (w k,i−1 ) satisfy:
for some α ≥ 0 and σ 2 v ≥ 0.
2) The individual gradient noises {v k,i (w k,i−1 )} are uncorrelated and circular across all agents such that R i (w i−1 ) = diag{R 1,i (w 1,i−1 ), . . . , R N,i (w N,i−1 )} (7) where R i (w i−1 ) and {R k,i (w k,i−1 )} are from (23) and (19) both in Part I [2] .
3) The conditional covariance ofv i (w i−1 ) satisfies the Lipschitz condition
for some constants κ v ≥ 0 and 0 < γ v ≤ 4.
4)
The covariance ofv i (1 N ⊗ w o ) converges to a constant matrix:
From Assumption 1, the conditional moments ofv k,i (w k,i−1 ) satisfy
where a factor of 4 appeared due to the transformT(·) from (4) of Part I [2] .
A. Long Term Error Dynamics
We showed in (87) from Part I [2] that the error recursion for the asynchronous network (3a)-(3b) evolves according to the following dynamics:
where
The dependency of H 
Recursion (13) can then be rewritten as
where the perturbation factor d i is given by
Letμ (n) k E[µ k (i)] n denote the n-th moment of the random step-size parameter µ k (i); we also usē µ k ≡μ (1) k from (34) of Part I [2] for the mean and c µ,k,ℓ = E[(µ k (i) −μ k )(µ ℓ (i) −μ ℓ )] from (37) of Part I [2] for the cross-covariance.
Lemma 1 (Size of perturbation):
If condition (103) in Part I [2] , namely,
holds for all k, then
Proof: See Appendix A. 
for all k.
Since we are interested in examining the asymptotic performance of the asynchronous network, result (20) indicates that the network error recursion (13) can be expressed for large enough i by using the following long-term model:
where we ignore the O(ν 2 ) term A T i d i according to (20) , and we use w ′ i−1 to denote the estimate obtained from this long-term model. It is worth noting that the gradient noisev i (w i−1 ) in (24) is an extraneous noise that is imported from the original model (13) ; it only depends on the original estimate w i−1 but not on w ′ i−1 . We will now use recursion (24) to determine expressions (rather than bounds) for the steady-state individual MSD and for the average network MSD. One advantage of model (24) is that the random matrix H i−1 from (13) has been replaced by the constant matrix H. More formally, under Assumption 1 on the fourth-order moment of the gradient noise, and by extending the arguments of Appendices D and E from Part I [2] and the arguments of [3] , we will establish later in (76) that the MSD expression resulting from (24) is within O(ν 3/2 ) of the MSD expression for the original recursion (13) ; this conclusion will rely on the following useful result.
Theorem 1 (Bounded mean-square gap): Under Assumptions 1 and 2, the mean-square gap from the original error recursion (13) to the long-term model (24) is then asymptotically bounded by
for any k.
Proof: See Appendix B.
To proceed with the mean-square-error performance analysis, we introduce the following auxiliary variables:
Based on the gradient noise model in Assumption 1 and the asynchronous network model described in Section III-B of Part I [2] , it is easy to verify that the (conditional) means of
It can be verified that the block-Kronecker-covariance matrices of several random quantities are given by:
where the symbol ⊗ b denotes the block-Kronecker operation of block size 2M × 2M (see Appendix C).
Moreover, it can be verified by using property (133) from Appendix C that 
B. Mean Error Recursion
Taking the expectation of both sides of (41), we end up with the mean error recursion for large i:
The stability of recursion (42) requires the stability ofB. A condition on the step-sizes to ensure the stability ofB can be derived as follows. Using the fact thatĀ is block left-stochastic andD is block diagonal and Hermitian, and following the same argument in [4, App. A] [5] , we obtain
where ρ(·) denotes the spectral radius of its matrix argument. It follows from (33) and (43) that asymptotic mean stability is guaranteed if the mean step-sizeμ k satisfies
for all k. Since H k is a positive semi-definite matrix, its spectral radius coincides with its largest eigenvalue. Using (8) 
since α > 0. Therefore, condition (44) holds if condition (19) does so. With Assumption 2, we have
for all k. From (46), we conclude that the long-term model (24) or, equivalently, (41), is the asymptotically centered version of the original error recursion (13) .
C. Error Covariance Recursion
We proceed to examine the evolution of the covariance matrix of the network error vector¯ w ′ i in the long-term model (41). Let
where the notations bvec(·) and ⊗ b denote block vectorization and block Kronecker products, respectively, both of size 2M × 2M (see Appendix C). We note that the second equalities in (47) and (49) are due to property (130) and the second equalities in (50) and (51) are by using (33), (34), and (38)-(40). Using (47)-(51), we obtain the following recursion for the block-vectorized covariance matrix of the network error vector¯ w ′ i . Theorem 2 (Network error covariance recursion): The vector z i evolves according to the following recursion:
Recursion (52) converges if condition (19) holds, and its convergence rate is determined by ρ(F).
Proof: See Appendix D.
The vector z i can be used to compute useful error metrics. For example, we can examine any weighted MSE measure for¯ w ′ i by evaluating quantities of the form:
where Σ is an arbitrary positive semi-definite weight matrix. To guarantee the convergence of E ¯ w ′ i 2 Σ for any weighting matrix Σ, it is sufficient and necessary to guarantee the convergence of z i . It follows from Theorem 2 that under Assumption 2, the spectral radius of the matrix F in (52) determines the mean-square stability and convergence rate of the asynchronous diffusion strategy (3a)-(3b).
Before proceeding we comment on the reason why we choose to use the block vectorization operation bvec(·) in (49) instead of the traditional vectorization operation vec(·). This is because bvec(·) allows us to track each block of its matrix argument after vectorization. By the definition in (125) and the illustration in Fig. 2 , operation bvec(·) preserves the locality of every block in the original matrix argument whereas operation vec(·) blends different blocks together. Therefore, whenever we need to vectorize a network matrix whose blocks relate to individual agents, it is more natural to use the block vectorization operation bvec(·); on the other hand, whenever we need to vectorize a matrix that only relates to a single agent, we can use the conventional vectorization operation vec(·). A useful property of the conventional vectorization
for matrices {A, B, C} of compatible sizes. A similar property holds for the bvec(·) operation: Using properties of the block operations bvec(·) and ⊗ b , we can derive from Theorem 2 a useful relation between the blocks of the network error covariance matrix, E¯ w ′ i¯ w ′ * i , and the blocks of the vector z i . Let us partition the 4M 2 N 2 -dimensional vector z i as
is the ℓ-th sub-vector of z i with dimension 4M 2 N and z (ℓ,k) i is the k-th block of z (ℓ) i with dimension 4M 2 . From (49) and (125), we find that these vectors have the following useful interpretations for k, ℓ = 1, 2, . . . , N :
The block entries of the vector z i in (58) do not only allow us to recover the covariance matrices of any individual error vectors, E¯ w ′ k,i¯ w ′ * k,i , but they also allow us to recover the cross-covariance matrices, E¯ w ′ k,i¯ w ′ * ℓ,i , for any pair of agents {k, ℓ}. Therefore, by studying the evolution of the entire covariance vector in (52), we are able to extract some detailed information about the dynamics of the asynchronous diffusion network, as we shall show in Theorem 4 and Corollary 3 in Section IV. 
III. STEADY-STATE PERFORMANCE
When i → ∞, and by the fact that F is stable, we obtain from (52) that
where we also used (47) and (48). Now note that
where step (a) is by Jensen's inequality; step (b) is by (8) in Assumption 1; and step (c) is by Jensen's inequality and the fact that | · | γv/4 is concave due to 0 < γ v /4 ≤ 1. Now, from Theorem 2 in Part I [2] ,
under Assumption 2. Therefore, we obtain from (60) that
According to (61), we can replace
with an error in the order of
From (198) in Part I [2] , we know that the second-order moments of {µ k (i)} are in the order of ν 2 .
Hence, by (84) from Part I [2] , (31), and (37), it is easy to verify that
Using (62), (63), and the fact that
Then, by using (9) and (61)-(64), we obtain from (59) that
Define the steady-state average network MSD by
and the steady-state individual MSD for agent k by
Theorem 3 (Steady-state MSD): It holds that
where z is given by (62),
and E kk is the N × N basis matrix that only has one non-zero element, which is equal to 1, at the (k, k)-th entry.
Proof: From (53) by selecting Σ = I 2M N , and also using (59) and (65), we get
Note further that
Using the Cauchy-Schwartz inequality, it can be verified that
Substituting (71) and (75) into (73), and using (74), we get
Results (68) 
IV. LOW-RANK FACTORIZATION
From (59) we see that the structure of z depends on the structure of the matrix (I 4M 2 N 2 − F * ) −1 . In the following, we show that by retaining the dominant eigen-space of (I 4M 2 N 2 − F * ) −1 , we can obtain a more revealing MSD expression than (68) that is still accurate to the order of O(ν 1+γo ).
A. Perron Eigenvectors
To proceed, we introduce the following condition on the matrixĀ ⊗Ā + C A .
p. 45], namely, that there exists a finite positive integer j such that all entries of (Ā ⊗Ā + C A ) j are positive.
Lemma 2 (Primitiveness ofĀ):
The matrixĀ is primitive ifĀ ⊗Ā + C A is primitive. Therefore, Assumption 3 amounts to an assumption that the union of all possible digraphs associated with the realizations of A i ⊗ A i is strongly-connected with at least one self-loop. As illustrated in Fig. 4 , this condition still allows the digraphs associated with A i to be weakly-connected with or without self-loops or even to be disconnected. Important cases such as random gossip [9]- [13] or probabilistic diffusion [14] , [15] are therefore not ruled out by this condition. It can be verified that the converse of Lemma 2 is generally not true: when the digraph associated withĀ is primitive, the digraph associated withĀ ⊗Ā + C A does not even need to be connected.
By Lemma 3 from Part I [2] and the above Assumption 3, the matrixĀ ⊗Ā + C A is left-stochastic and primitive. It follows from the Perron-Frobenius theorem [6] [16] that this matrix has a unique eigenvalue at one and a pair of eigenvectors {1 N 2 , p} with positive entries satisfying:
Likewise, the matrixĀ is also left-stochastic and primitive. It has a unique eigenvalue at one and a pair of eigenvectors {1 N ,p} with positive entries satisfying:
A ·p =p,p T · 1 N = 1 (78) is strongly-connected due to the existence of the source and sink nodes, where information can only flow in one direction through the network. However, the digraph associated with E (Ai ⊗ Ai|wi−1), which is the union of the first two digraphs, is strongly-connected, where information can flow in any direction through the network.
All other eigenvalues ofĀ ⊗Ā + C A andĀ are inside the unit circle. To simplify the presentation, we shall use the name "Perron eigenvector" to refer to the unique eigenvectors p andp in the sequel. Since the vector p is of dimension N 2 × 1, we partition it into N sub-vectors of dimension N × 1 each:
where p k denotes the k-th sub-vector. We further define an N × N matrix P p whose columns are the sub-vectors {p k }:
We use p ℓ,k to denote the (ℓ, k)-th element of matrix P p , which is equal to the ℓ-th element of p k . Proof: See Appendix G.
From Lemma 3, we get the following useful relations:
B. Low-Rank Approximation
We return to our earlier objective of seeking a low-rank factorization for the matrix
For this purpose, we first introduce the 4M 2 × 4M 2 Hermitian matrix:
whereD k is given by (32).
It can be verified that H = O(ν) and the O(ν 2 ) term in (83) is negligible by Assumption 2.
Proof: See Appendix H.
Lemma 5 (Low-rank approximation): Under Assumptions 2 and 3, it holds that
Under Assumption 2 where ν ≪ 1, the term in (86) dominates the O(1) term in (85). Moreover,
where the ρ(F ) from (83) dominates the O(ν) term in (87).
Proof: See Appendix I.
In expression (82) we observe that the matrix F is dependent on the first and second-order moments of the random step-sizes, i.e., {μ k } and {c µ,ℓ,k }, and is also dependent on the first and second order moments of the random combination coefficient matrix, i.e.,Ā and C A , through the dependence on the Perron eigenvector p. Let us introduce two 4M 2 × 4M 2 matrices:
where R k is given by (10) . Using (186)-(188) and (214) in Appendix I, we can verify that
Then, using Lemma 5, we can establish the following useful result about the structure of the steady-state network error covariance matrix.
Theorem 4 (Network error covariance matrix):
In steady-state, the covariance matrix of the network error¯ w ′ i from the long-term model (24) can be approximated by
and the first term on the RHS is dominant.
Proof: See Appendix J.
According to Theorem 4, the (cross-) covariance matrices of {¯ w ′ k,i }, which are uniformly expressed by
) for all k and ℓ according to (58), can be approximated by Z in steady-state.
However, this result is useful only if Z is a valid complex-Hessian-type matrix. 
will be referred to as a complex-Hessian-type matrix.
The following result explains the reason for introducing this definition. 
and this matrix is a complex-Hessian-type matrix.
Proof: It follows from comparing (94) to (93).
By Lemma 6, for any zero-mean complex random vector x, the covariance matrix ofx =T(x) must be a complex-Hessian-type matrix. Therefore, in order to approximate {unvec(z (ℓ,k) i )} by Z according to (91), we establish the following useful result for the matrix Z. Proof: See Appendix K.
Using (91) and Lemmas 6 and 7, we arrive at the following result for the covariance and crosscovariance matrices of the steady-state error vectors {¯ w ′ k,i } from the long-term model (24) . (24) can be approximated by
for all k and ℓ, where Z is given by (89) and is dominant due to (90), and γ ′ o is given by (92). Proof: By Lemma 7, the Z is a complex-Hessian-type matrix. According to Lemma 6, it is a valid covariance matrix for complex random vectors obtained via the transformT(·). The approximation (95) then follows from Theorem 4.
C. Steady-State MSD
Using Corollary 1, we obtain two useful results about the steady-state MSD for asynchronous diffusion solutions.
Corollary 2 (Steady-state MSD):
Based on the same assumptions as Theorem 4, the steady-state MSD (either the network MSD in (66) or the individual MSD in (67)) can be approximated by
where {H, R} are given by (84) Proof: See Appendix L.
Corollary 3 (Clustered solutions):
The steady-state relative MSD between any two agents k and ℓ,
i.e., E w k,i − w ℓ,i 2 , is negligible compared to their steady-state absolute MSD with respect to w o , i.e.,
where γ ′ o is given by (92). Proof: First, from Corollary 1, we have
From Theorem 1 and using (99), we get
Using (6) from Part I [2] , (100), and Corollary 2 completes the proof.
We illustrated Corollaries 2 and 3 earlier in Fig. 1 . We note that if the cost functions, {J k (w)}, are deterministic with known gradient vectors, then performance results in Corollaries 2 and 3 can still be deduced from our expressions by setting the gradient noise to zero.
V. CONCLUSION
We studied in some detail the MSE performance of asynchronous networks with random step-sizes, links, topologies, and combination coefficients. Assuming sufficiently small step-sizes, we showed that at steady-state, the error vector for every individual agent tends to cluster within O(ν 1+γo ) from each other, which means that the MSD performance is essentially uniform across the entire network. The result in Corollary 2 shows explicitly how the MSD performance of the network is affected by the asynchronous behavior. Quantities that relate to the first and second-order moments of the distribution of the random step-sizes and combination coefficients appear in these expressions. These results can be used to guide strategies for adjusting the combination weights and the rate at which the agents update their solutions and to ensure that the performance (in terms of MSD and rate of convergence) does not degrade below desirable levels.
APPENDIX A PROOF OF LEMMA 1
Using Lemma 1 in Part I [2] , we get from (14)- (15) that
Using (101), we get from (18) that
Taking the expectation of both sides of (102) yields
From Theorem 2 of Part I [2] , it holds for large enough i that
Using the fact from (198) of Part I [2] thatμ (2) k ≤ ν 2 for any k, and letting
we obtain from (103) and (104) that
where a factor of 4 appeared due to the conversionT(·) from (4) of Part I [2] . Then,
where step (a) is by using Jensen's inequality; and step (b) is by using (106).
APPENDIX B
PROOF OF THEOREM 1
We rewrite the original error recursion (16) and the long-term model (24) respectively as follows:
with the prime notation for quantities associated with the long-term model (24) . From (109) and (111), and using Jensen's inequality, the squared 2-norm of the difference between the two models is given by
Taking the expectation of both sides yields
for all k. Then,
From (108) and (110), we havē
Taking the expected squared 2-norm of both sides, we have
for any 0 < t < 1, where we used Jensen's inequality in the second inequality. By condition (19) , it can be verified that
where step (a) is from (192) of Part I [2] . Substituting t = 1 2μ
(1) k λ k,min < 1 and (117) into (116) yields
Using (103), the second term on the RHS of (118) can be bounded for large enough i by 2 λ k,minμ
where we used the fact from (200) of Part I [2] that ν ≥μ
Therefore, 
where we used Theorem 2 from Part I [2] :
For any matrices {X, Y, A, B} of compatible dimensions and with blocks of size M × M , it holds that
where ⊗ denotes the traditional Kronecker product operation. Other useful properties for the ⊗ b operation can be found in [17, pp. 176-179] and are listed here for ease of reference: 
for any block matrices {A, B, C, D} and any block vectors {x, y} with appropriate sizes.
APPENDIX D PROOF OF THEOREM 2
From the long-term model (41), we obtain that
where the cross terms that involves i disappear because E(B i¯ w i−1s * i |F i−1 ) = 0 by (29) and (35). Performing the block vectorization of block size 2M for both sides of (136), and using (129) and (130) yield
Using (29), (132), and (135), the second term on the RHS of (137) can be expressed as
Substituting (51) and (138) into (137), taking the expectation with respect to F i−1 , and then using (48), we arrive at the desired recursion (52), namely,
From (51), we know that G in (50) is a factor of F. Hence, we use the following result to examine the stability of F.
Lemma 8 (Properties of G):
The matrix G in (50) satisfies the following properties:
1) Block diagonal and Hermitian matrix: it holds that
where G ℓ denotes the ℓ-th block on the diagonal of G with block size 4M 2 N × 4M 2 N and G ℓ,k denotes the k-th block on the diagonal of G ℓ with block size 4M 2 × 4M 2 . The block G ℓ,k is Hermitian and is given by
2) Norms and spectral radius: it can be verified that
where λ k,m denotes the m-th eigenvalue of H k , m = 1, 2, . . . , 2M . (23) The first property relating to the block diagonal and Hermitian structure of (140)-(142) is established by using the definition of ⊗ b and (50). Because the matrix D i is block diagonal with block size 2M ×2M , the block Kronecker product:
3) Stability: if condition
is block diagonal with block size 4M 2 N × 4M 2 N and each block is itself block diagonal with block size 4M 2 × 4M 2 . Let us denote the ℓ-th block on the diagonal of G i with block size
and the k-th block on the diagonal of G ℓ,i with block size 4M 2 × 4M 2 by
where we used the fact that D ℓ,i is Hermitian. Then, we have
Using (50) and taking the expectation of both sides of (149) and (150), we get (140) and (141) by identifying:
Equation (142) given by
for any ℓ, k = 1, 2, . . . , N , where λ k,m denotes the m-th eigenvalue of H k and m, n = 1, 2, . . . , 2M . It is straightforward to verify that
Using Cauchy-Schwarz inequality, we get
where the first inequality becomes equality when ℓ = k and n = m. From (152)-(154) we get
for any ℓ, k, m, and n. Since the above inequality applies to all eigenvalues of G ℓ,k , and since G ℓ,k is Hermitian, we get
Furthermore, from (152) we know that
so that equality in (156) is achievable for some k and m.
For the third property in (144), we introduce the quadratic function
It is easy to verify that f (x) achieves its maximum value at either one of its boundaries:
From Assumption 2 in Part I [2] we have λ k,min ≤ λ k,m ≤ λ k,max for any k and m. We then deduce from (159) that
for any k and m. Using (143), (158), and (160), we get
where α > 0 by Assumption 1. When condition (23) From Lemma 3 in Part I [2] we know that the matricesĀ ⊗Ā + C A andĀ are both left-stochastic.
To establish the desired result, we only need to show that the matrixĀ ⊗Ā is primitive ifĀ ⊗Ā + C A is primitive. This is because ifĀ ⊗Ā is primitive, then for some finite positive integer j > 0, the matrix (Ā ⊗Ā) j has strictly positive entries. Since (Ā ⊗Ā) j =Ā j ⊗Ā j andĀ has nonnegative entries,Ā j must have strictly positive entries. Therefore,Ā is primitive.
In order to prove that the matrixĀ ⊗Ā is primitive ifĀ ⊗Ā + C A is primitive, we first introduce the following concept. It is straightforward to verify the following three useful properties related to Definition 2. nonnegative entries such that B is denser than every A i , i ∈ I, and assuming that the sum S i∈I A i exists, then B is also denser than S. Now, from Lemma 2 in Part I [2] , we know thatĀ is denser than any realization of A i , say,
where ω ∈ Ω and Ω is the sample space of A i . Using Lemma 10, we get thatĀ ⊗Ā is denser than any A i (ω) ⊗ A i (ω). Using Lemma 11 and the fact that the probability measures only take nonnegative values, we get thatĀ ⊗Ā is denser thanĀ ⊗Ā + C A = E [A i ⊗ A i ]. IfĀ ⊗Ā + C A is primitive, then there exists a finite positive integer j > 0 such that (Ā ⊗Ā + C A ) j has strictly positive entries. Using Lemma 9, we know that (Ā ⊗Ā) j must be denser than (Ā ⊗Ā + C A ) j . Therefore, (Ā ⊗Ā) j must also have strictly positive entries, which means thatĀ ⊗Ā must be primitive.
APPENDIX G PROOF OF LEMMA 3
We first show that P p = P T p , or equivalently,
Lemma 12 (Vec-permutation matrix): The N 2 × N 2 vec-permutation matrix Π is a matrix whose columns are formed from the basis vectors in R N 2 and it satisfies:
for any N × N matrix A. Then, for any N × N matrices {A, B},
In addition, Π = Π T = Π * = Π −1 .
Proof: See [18, Tabs. I and II] [19, Eqs. (5) and (6)].
Let Π be the permutation matrix that satisfies vec(P T p ) = Π · vec(P p )
From (80) and (166), proving (163) is equivalent to proving p = Π · p (167)
To establish (167), we only need to show that Π · p is the Perron eigenvector ofĀ ⊗Ā + C A . In that case, we can obtain (167) directly from the uniqueness of the Perron eigenvector, which is p. Thus, note that
where step (a) is by (165). Then, we deduce from (77) that Π · p = Π(Ā ⊗Ā + C A )p = (Ā ⊗Ā + C A )(Π · p) (169)
where we used the fact that Π 2 = I N 2 by Lemma 12 and Π · 1 N 2 = 1 N 2 . Results (169) and (170) establish that Π · p is the Perron eigenvector ofĀ ⊗Ā + C A and proves (167).
We next establish that P p is positive semi-definite. Note that for any vector x ∈ R N :
by using (80) and the fact that
, we can introduce a series of fictitious random combination matrices {A ′ j ; j ≥ 1} such that they are mutually-independent and satisfy E(
where step (a) is by using the fact that the {A ′ j } are mutually-independent, and step (b) is by using the Perron-Frobenius Theorem [6] . Substituting (172) into (171) and using the fact that 1 N 2 = 1 N ⊗ 1 N , we get
which shows that P p is positive semi-definite.
Now we show that P p 1 N =p. Note from (80) and (77) that
by switching the order of unvec(·) and E(·) and applying unvec(·) to the identity vec(ABC) = (C T ⊗ A) · vec(B). Furthermore, we get from (174) that
which implies that the vector P p · 1 N is the Perron eigenvector ofĀ, which isp. Because the Perron eigenvector is unique, by (78), equation P p · 1 N =p must hold.
APPENDIX H PROOF OF LEMMA 4
We first establish that F is stable if condition (23) is satisfied. From (142) and (82), we get
By (77) Then, in terms of the 2-induced norm, we have
where step (a) is from the triangle inequality of norms; step (b) is by using (177); and step (c) is by (143). Using (144), (178), and the fact that ρ(F ) = F for the Hermitian matrix F , we conclude that matrix F is stable if condition (23) holds.
We now establish expression (83). Introduce the Hermitian matrix 
for any k. This implies that max k {μ k λ k,max } < 1 and therefore, 0 < λ(H) < 1 for all eigenvalues of H. From (84) and (186), we obtain
for any eigenvalue of H. Therefore, we get
where λ min (·) denotes the smallest eigenvalue of its Hermitian matrix argument. We further get from (183) that
Using Lemma 3, (77), (78), and (32), the difference between F in (82) and F ′ in (179) is given by
which is also Hermitian. From (198) in Part I [2] , we get
where (188) is by using the Cauchy-Schwartz inequality. By (186)-(188), we get F − F ′ = O(ν 2 ).
Using a corollary of the Wielandt-Hoffman theorem [21, Corollary 8.1.6, p. 396], we then conclude that
where λ m (·) denotes the m-th eigenvalue of its Hermitian matrix argument; the eigenvalues are assumed to be ordered from largest to smallest in each case. Result (189) implies that for every eigenvalue of F ′ there is an eigenvalue of F that is O(ν 2 ) close to it. From (189) and (184) we immediately deduce that
where ρ(F ′ ) from (184) dominates the O(ν 2 ) term.
APPENDIX I PROOF OF LEMMA 5
We first establish (85). Introduce the Jordan decomposition:
where J is the Jordan canonical form ofĀ ⊗Ā + C A and J ′ is a sub-matrix of J containing its stable eigenvalues, P ′ and Q ′ are sub-matrices of P and Q, and P −1 = Q T . Then, the Jordan decomposition ofĀ ⊗ bĀ + C A is given bȳ
where G is given by (50). Then, by (51),
From (198), we further get
where the I denotes the 4M 2 (N 2 − 1) × 4M 2 (N 2 − 1) identity matrix. The quantity Q T 1 X P 1 in (198) can be expressed as
where step (a) is by (197); step (b) is by (140)-(141); and step (c) is by (176). We already know that the matrices F and F are stable for sufficiently small step-sizes. Thus, the matrices I 4M 2 N 2 −F and I 4M 2 −F are invertible. It follows that the quantity Q T 1 X P 1 is invertible. Moreover, the Schur complement with respect to Q T 1 X P 1 in (199) is also invertible. Let us denote the inverse of this Schur complement by
Then, by using a formula for the inversion of block matrices [22, Eq. (7), p. 48], equality (199) can be expressed as
Now, from (200), (82), (32), (81), and (84), we can also write
It follows from (204) and (186)-(188) that Q T 1 X P 1 is Hermitian and
Likewise, from (31) and (186)-(188), we get that
and from (197), (50), (33), and (38), we further get
since matrix H is constant and independent of ν. Furthermore, it follows from (207) that
From (192), matrix I − J ′ is invertiable and is independent of ν. Therefore,
Then, by (201), (208), and (209), we get
By (203), (205), (208), and (210), we further get
Using (211) and Assumption 2, we get from (202) that
Then,
where step (a) is by using the fact that P −1 = Q T ; step (b) is by using the block division in (192); step (c) is by using (196); and by (200) and (205),
Under Assumption 2, the parameter ν ≪ 1. Therefore, ν −1 ≫ 1 and (p1 T N 2 ) ⊗ (I 4M 2 − F ) −1 dominates the O(1) term in (213).
Finally, we establish result (87). Let
by using (198), (200), (208), and (209). Since F s is similar to F, they have the same eigenvalues [22] .
Since F is Hermitian, let us introduce its eigenvalue decomposition as
where U is a 4M 2 ×4M 2 unitary matrix and Λ is a 4M 2 ×4M 2 diagonal matrix. The (N 2 −1)×(N 2 −1)
matrix J ′ , which contains the stable eigenvalues ofĀ ⊗Ā + C A in (191), can be generally expressed as
where {λ a,n } are the eigenvalues ofĀ ⊗Ā + C A with λ a,1 = 1 and |λ a,n | < 1 for all n = 2, 3, . . . , N 2 .
In (217), the elements in the strictly upper triangular region T ′ are either 1 or 0, which depend on the Jordan blocks in J ′ . Using (217) and (194), we can express the (2, 2) block in (215) as
. . .
where the elements in the strictly upper triangular region T ′ are either 1 or 0, which depend on the elements of T ′ in (217). We now apply a similarity transformation to F by multiplying
and its inverse D −1 on either side of (215), where ǫ = 1/N 2 . Using (215) and (218), we end up with
From (220), we know that all off-diagonal entries of D −1 F s D are at least of the order of ν ǫ . Therefore, using Gershgorin Theorem [21, p. 320] under Assumption 2, and since F and F s have the same eigenvalues due to similarity, we get
where λ(F) denotes the eigenvalue of F and k = 2, 3, . . . , N 2 . Result (221) implies that the eigenvalues of F are either located in the Gershgorin circles that are centered at the eigenvalues of F with radii O(ν 1+ǫ ) or in the Gershgorin circles that are centered at {λ a,k ; k = 2, 3, . . . , N 2 } with radii O(ν ǫ ). From (190), we have
By Assumption 3 and Perron-Frobenius Theorem [6] , we have
By Assumption 2, if the parameter ν is small enough to satisfy
such that the inequality
holds, then the Gershgorin circles centered at the eigenvalues of F are isolated from those centered at {λ a,k ; k = 2, 3, . . . , N 2 }. According to Gershgorin Theorem [23, p. 181], there are precisely 4M 2 eigenvalues of F satisfying
while all the other eigenvalues satisfy
By (225), the eigenvalues λ(F) satisfying (226) are greater than those satisfying (227) in magnitude.
Furthermore, when ν is sufficiently small, the Gershgorin circles centered at λ max (F ) with radius O(ν 1+ǫ )
will become disjoint from the other circles (see Fig. 5 ). Then, by using (222) and Gershgorin Theorem again, we conclude from (226) that It is worth noting that from (83) we get
for ν ≪ 1 because ǫ = 1/N 2 > 1.
APPENDIX J PROOF OF THEOREM 4
From (192) and (213), we first have
Since P 1 (Q T 1 X P 1 ) −1 Q T 1 = O(ν −1 ) by (205), the first term on the RHS of (230) dominates the second term under Assumption 2. By (31), (9), (37), and (125), we get
where R is defined by (88) and is of the order of ν 2 . We then get a low-rank expression for z in (62):
where step (a) is by (230); step (b) is by (63); step (c) is by (200) and (231); and step (d) is by (196) and the fact that F is Hermitian. The first term on the RHS of (232) is dominant due to (214) and (90).
Applying unbvec(·) to both sides of (232) and using (89) yields
where Z is given by (89) and is of the order of ν by (90). From (49) and (59), we know that unbvec(z ∞ )
is the steady-state covariance matrix of¯ w ′ i . Using (65) and (233), the steady-state covariance matrix of w ′ i can be approximated by
where γ ′ o is given by (92), and the first term on the RHS is dominant due to (90).
APPENDIX K PROOF OF LEMMA 7
From Lemma 4 and Assumption 2, we know that matrix F is stable. From (89), we get
Let
where R (0) = R. Then, since F is stable, the 2M × 2M matrix sequence {R (j) ; j ≥ 0} converges to zero. Substituting (236) into (235) yields It is straightforward to verify that these conditions are equivalent to the equality LH T L = H.
Using Lemma 13, it is easy to verify that if each R (j) , j ≥ 0, in (237) is Hermitian positive semi-definite and of complex-Hessian-type, then so is Z. Now, from (236), we have vec R (j) = F j vec(R) = F F j−1 vec(R) = F vec R (j−1) (241) From (82) and using the property vec(ABC) = (C T ⊗ A)vec(B), we get the following recursion:
We can now verify by mathematical induction that each R (j) is Hermitian positive semi-definite and of complex-Hessian-type. Obviously, from (88), we know that R (0) = R is Hermitian positive semidefinite and of complex-Hessian-type. Now, assuming that R (j−1) is Hermitian positive semi-definite and of complex-Hessian-type, let us verify that the same applies to R (j) .
Since {D k , H k } are all Hermitian matrices, it is easy to verify that 
whereD is from (33), H is from (24), C µ [c µ,ℓ,k ] N ℓ,k=1 , and ⊙ denotes the Hadamard product (the element-wise product) of matrices [24] . Since P p is Hermitian positive semi-definite by Lemma 3, and R (j−1) is also Hermitian positive semi-definite by the induction hypothesis, the Kronecker product P p ⊗ R (j−1) must be Hermitian positive semi-definite [24, p. 245] . Therefore, the term on the LHS of (243) must be Hermitian positive semi-definite. From (43) of Part I [2] , it is obvious that the C µ is the covariance matrix of {µ k (i)} and it must be Hermitian positive semi-definite. Since P p and C µ are both Hermitian positive semi-definite, the Hadamard product P p ⊙ C µ is also Hermitian positive semi-definite by the Schur product Theorem [24, p. 309 ]. Then, the Kronecker product (P p ⊙ C µ ) ⊗ R (j−1) must be Hermitian positive semi-definite [24, p. 245] , and in turn, the term on the LHS of (244) must also be Hermitian positive semi-definite. From (243) and (244), we conclude that the R (j) in (242) must be Hermitian positive semi-definite.
Finally, we show that if R (j−1) is of complex-Hessian-type, then so is R (j) . It is easy to verify that 
where step (a) is by the fact that LL = I 2M and step (b) is by (245) and the induction hypothesis.
Therefore, the matrix R (j) is also of complex-Hessian-type.
APPENDIX L PROOF OF COROLLARY 2
Following an argument similar to the proof of Theorem 3, we can obtain
From (69), (247), and Corollary 1, and using the fact that γ o = min{1/2, γ ′ o }, we can express the individual MSD by
where the first term on the RHS is of the order of ν and dominates the other term. Then, by (66), we immediately get
by (186)-(188), where H is given by (84). It is worth noting that S is invertible when condition (19) holds and Y is always invertible by Assumption 2 in Part I [2] . By using (200), (204), (250), and (251), we get
Using the matrix inversion lemma [22] , we get from (252) that
By (250) 
where the first term on the RHS is of the order of ν and, therefore, is the dominant term. To further simplify (255), we consider the Lyapunov equation with respect to the unknown matrix X ∈ C 2M ×2M :
XH + HX = I 2M , where H is given by (84). By applying the vec(·) operation to both sides, the Lyapunov equation is equivalent to the linear equation: S ·vec(X) = vec(I 2M ), where vec(X) ∈ C 4M 2 ×1 .
Since S is invertible, the Lyapunov equation has a unique solution, which is given by X = 1 2 H −1 , or vec(X) = S −1 vec(I 2M ) = 1 2 vec(H −1 ). It then follows from (255) that
where the first term on the RHS is of the order of ν and dominates the other term. Substituting (256) into (248) and (249) completes the proof.
