In system modeling, knowledge management comes vividly into the picture when dealing with a collection of individual models. These models being considered as sources of knowledge, are engaged in some collective pursuits of a collaborative development to establish modeling outcomes of global character. The result comes in the form of a so-called granular fuzzy model, which directly reflects upon and quantifies the diversity of the available sources of knowledge (local models) involved in knowledge management. In this study, several detailed algorithmic schemes are presented along with related computational aspects associated with Granular Computing. It is also shown how the construction of information granules completed through the use of the principle of justifiable granularity becomes advantageous in the realization of granular fuzzy models and a quantification of the quality (specificity) of the results of modeling. We focus on the design of granular fuzzy models considering that the locally available models are those fuzzy rule-based. It is shown that the model quantified in terms of two conflicting criteria, that is (a) a coverage criterion expressing to which extent the resulting information granules ''cover'' include data and (b) specificity criterion articulating how detailed (specific) the obtained information granules are. The overall quality of the granular model is also assessed by determining an area under curve (AUC) where the curve is formed in the coverage-specificity coordinates. Numeric results are discussed with intent of displaying the most essential features of the proposed methodology and algorithmic developments.
Introduction
In system modeling, we augment a plethora of existing modeling methodologies and algorithms by moving from a concept of single, individual, and local models to a family of models in which individual models collaborate with others with an ultimate intent of forming more abstract, holistic model of the underlying phenomenon, process or a system delivering a global, albeit less detailed view at the reality. Along with the associated tangible benefits and better rapport with reality (distributed systems, various modeling perspectives), this shift brings a number of new challenges irrespectively from the development technologies one has started with. There is no surprise that in fuzzy modeling and computing with words [21] with its plethora of design techniques, see [1] [2] [3] 6, [10] [11] [12] 18] involving criteria of accuracy and interpretability [4, 9] and invoking promising methods of global optimization [17] , this concept has to translate into sound concepts, methodology, design strategies, and finally detailed algorithms.
Before proceeding with the conceptual and algorithmic considerations, it is beneficial to make some observations of a general character, which helps motivate the study and focus on the essence of the required design features.
Let us consider a system for which formed is a series of models. The system can be perceived from different, quite diversified points of view. It can be observed over some time periods and analyzed at different levels of detail. Subsequently, the resulting models are built with different objectives in mind. They offer some particular albeit useful views at the system. We are interested in forming a holistic model of the system by taking advantage of the individual sources of knowledgemodels, which have been constructed so far. When doing this, we are obviously aware that the sources of knowledge exhibit diversity and hence this diversity has to be taken into consideration and carefully quantified. No matter what the local models look like, it is legitimate to anticipate that the global model (at the higher level of hierarchy) is more general, abstract. From the perspective of the concept of the global model, it is fair to assume that the model has to engage a sort of formalism of information granules. Information granules [14, 19, 20] are a genuine generalization of numeric information. As such, information granules offer a unique way of quantifying a diversity of sources of knowledge under consideration and expressing this aspect in the form of the level of granularity (specificity).
The objective of this study is to develop the concepts of granular fuzzy models -a new modeling paradigm in fuzzy modeling in which we form a hierarchy of modeling constructs starting with fuzzy models at the lower level of the hierarchy and ending up with a granular fuzzy model emerging at the higher level.
It is worth noting that there have been some developments along the line of collaboration, consensus-building, and knowledge exchange and its effective usage in decision-making [5, 7, 8, 13, 15] and fuzzy models [16] , however the role and unavoidable emergence of information granules as a vehicle to quantify a diversity of sources of knowledge has not been fully exploited.
The organization of this paper is reflective of the main objectives of the overall study. We briefly review the main developments exiting in the literature and contrast the proposed approach with the main pursuits that have been reported so far (Section 2). This comparative view is of particular interest as it helps highlight the main differences between the proposal put forward in this study. Next, the principle of justifiable granularity (Section 3) is discussed in detail with intent to having an effective and parametrically flexible vehicle to form information granules. In Section 4, we elaborate on the concept of granular fuzzy models while in Section 5 we move onto more focused discussion in which local fuzzy models are those formed by rules. By doing this, it becomes possible to reveal all essential design steps as well as present a way of quantifying the performance of the resulting construct and highlight the multiobjective character of the design in which tradeoffs exist between the specificity of the results and their relevance (expressed by a coverage index). A suite of experimental studies is covered in Section 6. Some main conclusions are summarized in Section 7.
An aggregation of fuzzy models
An idea of using a collection of models studied en block has been around in the literature for some time. It is commonly known under the term ensemble of learning machines in machine learning, mixture of experts, and alike. There has been a compelling evidence demonstrating (both in theory and through experimental studies) that the performance of such ensembles of learning machines (say, weak classifiers) is substantially better than a single model or a classifier; refer to [25] [26] [27] [28] . To offer a glimpse at the diversity and a surprising similarity among of the existing approaches, a list of selected models along Interval -valued fuzzy set [25] n CART trees in an ensemble EP (Expectation propagation) pruning algorithm A subset of ensemble members (bagging, Adaboost, and Random Forest used to generate ensemble) [26] n nearest-neighbor classifiers majority voting Numeric class label [27] ''n'' MLP classifiers Linear function combiner with optimal values of the classifier weights Numeric class label [28] ''n'' decision trees Each classifier in the ensemble is replaced by a mini ensemble of a pair of subclassifiers with a random linear oracle to choose between the two.
An ensemble; numeric output [29] ''n'' neural network (NN) classifiers No aggregation; each NN is an element of the ensemble; the smallest error on a validation set.
An ensemble of ''n'' neural networks; numeric output with their essential features is presented in Table 1 . Further on, we refer to the same table and the main findings resulting from it to highlight the key differences with the approach presented in this study. In spite of the visible diversity present in the table, there is also a profoundly visible similarity: the result of aggregation is positioned at the same level of granularity as the results produced by the individual models involved in the aggregation.
The principle of justifiable granularity and design of fuzzy sets
The principle of justifiable granularity [14] is concerned with a formation of a meaningful representation of a collection of numeric values (real numbers), say fx 1 ; x 2 ; . . . ; x N g. Such a representation comes in the form of a certain information granule rather than a single numeric entity, no matter how such a single numeric individual has been selected. What is being done in statistics is an example of this principle realized in the language of probabilistic information granules. A sample of numeric data is represented not only by its mean or median (which is a very rough description) but also by the standard deviation. Both the mean and the standard deviation imply a realization of a certain probabilistic information granule, such as e.g., a Gaussian one. The probabilistic information granules are just one of the possibilities to build an information granule to represent a collection of numeric data. Some other formal approaches that could be engaged here involve sets, fuzzy sets, rough sets and others. Formally, we can view the process of granulation of information as a transformation g operating on the set of data fx 1 ; x 2 ; . . . ; x N g positioned in R and resulting in a certain information granule G g :
The realization of the transformation g becomes a crux of the design of information granules. The result -information granule G depends which formalism of information granularity has been adopted in advance. For instance, G could be a characteristic function in case of sets defined over R; G 2 PðRÞ, a fuzzy set, G 2 FðRÞ, etc. Recall that PðRÞ and G 2 FðRÞ stand for a family of sets (intervals) and fuzzy sets, respectively, defined over all real numbers.
In case of other formalisms of information granulation, the development of the corresponding granules is guided by a certain optimization criterion, which becomes a crux of the principle of justifiable granularity. In general, in such criteria, we manage two conflicting requirements. The one is about forming an information granule of sufficiently high level of experimental evidence that is accumulated behind it and in this way supports its existence (and usage). The second one is about maintaining high specificity of the resulting information granule. In what follows, we show a construction of interval-based information granules in presence of some numeric evidence, see Fig. 1 .
The construction of X is realized in two phases. We start with a determination of the numeric representative of the data.
Denote it by ''m''. A sound representative is its median, med, whose advantage is that it is a robust estimator and typically comes as one of the elements of the data. Another option is to consider a mean value as a numeric representative.
The construction of the bounds of the interval (a and b) is realized independently. We concentrate on the optimization of the upper bound (b). The calculations of the lower bound (a) are carried out in an analogous fashion.
We span the numeric interval X ( = [a, b]) in such a way that (i) the numeric evidence accumulated within the bounds of X is as high as possible. We quantify this requirement by counting the number of data falling within the bounds of X, that is card fx k jx k 2 Xg. This count has to be maximized. At the same time, we require that (ii) the support of X is as low as possible, which makes X specific (detailed) enough. These two requirements are in conflict. To come up with a single performance index V taken as a product of two functionals f 1 and f 2 , V ¼ f 1 Ã f 2 where f 1 is an increasing function of the cardinality of the elements falling within the bounds of the information granule X and f 2 is a decreasing function of the support (length) of jb À mj. To address the two requirements formulated above, our intent is to maximize Q with respect to the boundary of the interval.
One of the interesting alternatives is to consider the following two functionals: where z ¼ jb À mj and a is a positive parameter controlling the changes of the function and subsequently offering some flexibility in the produced an information granule. The maximization of the expression
is carried out with respect to unknown upper bound ''b''. Here ''m'' stands for the numeric representative of the numeric data.
Likewise, we proceed with the maximization of the expression (objective function) VðbÞ ¼ cardfxjx 2 Xg Ã expðÀajm À bjÞ with ''b'' being the upper bound of the information granule. It is worth noting that (4) comes with some parameter ðaÞ, which is essential to the further usage of granular constructs. With regard to the above maximization (4) one can note an interesting and intuitively appealing relationship between ''b'' and the values of the parameter a. Consider that the data larger that the numeric representative are x 1 ; x 2 ; . . . ; x N Recall that ''m'' is a certain numeric representative. In spite of the values of a, the location of optimal ''b'' is positioned in-between min x i and max x i Given the form of (4) if b falls below the bound min x i , then the performance index is equal to zero. If b moves beyond max x i , the performance index decreases monotonically. Indeed, take b 1 and b 2 where b 1 < b 2 . In this case, the performance index Vðb 1 Þ is higher that Vðb 2 Þ which indicates that moving towards higher values of ''b'' after exceeding max x i leads only to the reduced values of the performance index.
In a similar way we can develop an information granule in the form of a certain fuzzy set. Here the only difference is that the cardinality of the set of data contained within the interval has to be replaced by the sum of membership degrees of the data belonging to the fuzzy set.
The algorithm realizing the principle of justifiable granularity produces an information granule (either an interval or a fuzzy set) based on a collection of numeric data. The nature of the numeric data themselves can be quite different. Two situations of significant practical relevance are worth highlighting here:
(a) The numeric data could result from measuring some variables present in the system. In this case, information granules are treated as non-numeric data, which can be then used in the design of the model and highlight the structure of a large number of numeric data. (b) The numeric data are just membership values of some fuzzy sets reported for a certain point of the universe of discourse. The granular representation resulting from the discussed construct gives rise to the information granule of higher type, fuzzy set of type-2, to be more specific. Depending on the nature of the information granule formed here, we construct an interval-valued type-2 fuzzy sets or type -2 fuzzy sets. It is worth stressing that in this manner, we have arrived at a constructive way of designing of type-2 fuzzy sets -the area that has been very much left neglected in the existing studies.
The algorithms supporting the design of information granules presented so far have been concerned with one-dimensional data. In situation of multivariable data, the developed method can be applied to individual variables separately and then combined by taking a Cartesian product of the one-dimensional information granules.
The emergence and a concept of granular fuzzy models
As highlighted in the introductory section, one can acknowledge that the component of granularity brings a desired level of flexibility required to reflect and quantify an inherent diversity of individual fuzzy models we have to deal with. The underlying concept is visualized in Fig. 2 . The unavoidable granularity effect manifests at the resulting model formed at the higher level of abstraction, hence the construct obtained there comes as a generalization of fuzzy models present at the lower level of the hierarchy, namely granular fuzzy models.
A certain system or phenomenon is perceived from different points of view (perspectives). The fuzzy models emerging there, denoted as FM-1, FM-2, . . ., FM-p use locally available data D-1, D-2, . . ., D-p. In general, we can envision fuzzy models to be of different nature (say, rule-based, neurofuzzy model, fuzzy cognitive map), however for the sake of the clarity of overall presentation we assume that all of them are fuzzy rule-based models. The models FM-1, FM-2, . . ., FM-p are now brought together by forming a global model at the higher level of hierarchy. Not engaging into more specific discussion, some general and intuitively convincing observations could be made. The model at the higher level is definitely more abstract (general) than those at the lower level as it tries to embrace a variety of sources of knowledge (fuzzy models). As such we envision that the output of such fuzzy model is less specific than the numeric output generated by any of the fuzzy models at the lower level. This is not surprising at all. Imagine that the input is equal to x with x being a numeric vector of inputs coming from the system. Each fuzzy model produces the numeric outputs FM-1(x), FM-2(x), . . ., FM-p (x). In virtue of the different perception of the system itself, it is very likely that these inputs are different; we do not rule out that they could be close to each other. If the fuzzy model at the higher level is to capture this diversity of the sources of knowledge (viz. fuzzy models), intuitively for the same x it should return an output that is more abstract that a single numeric entity, that is a certain information granule. Hence such fuzzy models producing granular outputs will be referred to as granular fuzzy models.
Alluding to Table 1 , we can contrast the proposed construct with the approaches existing in the literature, especially that on a surface there seem to be some similarities. There are several evident differences, though:
The result of aggregation is positioned at the higher level of abstraction in comparison with the results generated by the individual models. For instance, the models involved in the aggregation produce numeric outputs and numeric outputs are also generated as a result of aggregation. Here, the outputs are granular (coming in the form of intervals, fuzzy sets, rough sets, etc.) even though the individual models generate numeric outputs. This can be viewed as a substantial advantage of the overall topology as it helps quantify the diversity of the individual sources of knowledge (viz. models). The quantification of this diversity is realized by running the principle of justifiable granularity. The data are not shared meaning that each model is constructed on a basis of locally available data; furthermore the variables at each data set need not be the same. This stands in sharp contrast with the scenario of bagging or boosting of a family of models. The individual models could be very different (say, neural networks, rule-based models, linear regression, etc.)
The detailed considerations: from fuzzy rule-based models to granular fuzzy models
In this section, we present in more detail one of the interesting scenarios of capturing sources of knowledge (fuzzy models) in case the individual sources of knowledge-fuzzy models are treated as a collection of fuzzy rule-based models. The transfer of knowledge realized here is focused on the use of information granules forming a backbone of the individual fuzzy models at the lower level. As the antecedents of the rules are formed on a basis of information granules, a realization of a certain model at the higher level of hierarchy calls for a formation of a collection of information granules to start with. Here we envision two main directions in the construction of information granules as being portrayed in Fig. 3: (a) A selection of a suitable subset of information granules forming the individual models, Fig. 3(a) . The prototypes of the information granules are selected in such a way so that they represent all prototypes of the models to the highest extent. This is a combinatorial optimization problem, which may call for techniques of Evolutionary Optimization (e.g., Genetic Algorithms, GAs) or population-based optimization (e.g., Particle Swarm Optimization, PSO) to arrive at solutions to the problem. The optimization criterion quantifies a reconstruction error of the prototypes at the lower level when being expressed in terms of the subset of the prototypes formed at the upper level.
The second approach, illustrated in Fig. 3(b) , is concerned with clustering (granulation) of prototypes available at the lower level. The standard FCM can be used here. It operates on a family of the prototypes present in all fuzzy models positioned at the lower level of hierarchy and produces ''c'' prototypes at the upper level of the hierarchy. In light of the construction of the information granules, which have been built at the higher level (which are also sought as more abstract view at the information granules present at the lower level), we may refer to them as information granules of higher type, say type-2 information granules (and type-2 fuzzy sets, in particular).
Given the collection of information granules (which can be represented as a family of the prototypes), we are at position to develop a model at the higher level. We note there is an inherent granularity of the associated model, which comes from the fact that for any prototype formed at the higher level v i , each fuzzy model at the lower level returns some numeric value, say, FM-1ðv1Þ, FM-2ðv 2 Þ, . . ., FM-pðv i Þ. It is very unlikely that all these values are the same. This set of data is subject to the granulation process (with g denoting a granulation mechanism described in Section 2). The size (level of granularity) of the resulting information granule depends upon the predetermined value of the parameter a, which was used to construct information granules. We will be taking advantage of this flexibility in the realization of the model guided by two conflicting objectives (as this will be discussed later in more detail).
Overall, for ''c'' information granules built at the higher level, the available experimental evidence (originating at the lower level of hierarchy) arises in the form fðv 1 ; gfFM À 1ðv 1 Þ; FM À 2ðv 1 Þ; ::; FM À pðv 1 ÞgÞ; ðv 2 ; gfFM À 1ðv 2 Þ; FM À 2ðv 2 Þ; . . . ; FM À pðv 2 ÞgÞ; . . . ðv i ; gfFM À 1ðv i Þ; FM À 2ðv i Þ; . . . ; FM À pðvi 1 ÞgÞ; . . . ðv c ; gfFM À 1ðv c Þ; FM À 2ðv c Þ; . . . ; FM À pðv c ÞgÞg ð5Þ and invokes an evident component of granularity as highlighted in Fig. 4 . Taking these data into consideration, we construct a granular model. Preferably the model of this nature has to be structure free as much as possible. In this case, a technique of case-based reasoning (CBR), or being more specific, granular case based reasoning can be anticipated, see Fig. 5 . The other option worth considering is a concept of fuzzy regression. Moving to the computational details, we compute a degree of activation of the cases by a certain input x.
As the outputs are evidently granular, we determine the lower and upper bound of the granular model based on the bounds of y À i and
. . . ; FM À pðv i Þg. We obtain the following expressions for the bounds: 
An example of the granular ''envelope'' produced in this way is shown in Fig. 6 . Note that the parameter ''m'' (fuzzification coefficient) affects the shape of the granular mapping (and this could be used as an additional parametric flexibility inbuilt into the granular model).
The granularity of the data themselves depends upon the value of a being used when running the process of justifiable granularity. We are faced with a two-objective optimization problem where one of the objectives is to make the envelope as narrow as possible (to achieve high specificity level, which is desirable) and at the same ''cover'' as much experimental evidence as possible (so a large number of data are included within the lower and upper bound making the granular model highly legitimized by the experimental evidence captured by the series of fuzzy models at the lower level of the hierarchy). Intuitively, the two requirements, which are evidently in conflict, are illustrated in Fig. 7 . The satisfaction of the two requirements and a way of achieving a certain compromise can be controlled by choosing a certain value of a. To proceed with a numeric quantification of these two criteria, we introduce two indicators that are closely reflective of the two criteria we identified above: (a) The cumulative length of information granules (intervals) of the output of the granular fuzzy model described as
which is reflective of the specificity (the level of detail) achieved in the granular model, and L i is the length of an interval generated by the ith instance. 
The higher the ratio, the better the coverage of the data. Ideally, we may like to see I being very close to 1 however this might result in an unacceptable lack of specificity of the results provided by the granular fuzzy model. These two characteristics can be shown graphically. Accepting a certain value of a in the construction of the information granules through running the principle of justifiable granularity, we calculate the resulting values of I as well as the cumulative length of intervals of the granular outputs of the model. An example plot in the I-L coordinates is shown in Fig. 8(a) . An important characterization of the quality of the granular fuzzy model is obtained by computing an area under curve (AUC). The higher the value of the AUC, the better the obtained model is.
One can introduce a certain modification to the I-L plot by replacing the x-coordinate by the one formed as a max À a, see Fig. 8 (b) . This helps us compare various granular models in terms of their quality. The values of the AUC computed in the a max À a -I coordinates are comparable as we are concerned with the values of a not the lengths of the intervals. As the length of the intervals is not affected when moving to higher values of a (a significant saturation effect is present), the choice of the limit value a max is not critical.
Experimental studies
In a series of numeric experiments, we present a design and performance of granular fuzzy models and highlight some essential features of the models along with a role played by the key design parameters of the granular constructs formed at the upper level of the hierarchy. In all experiments, the value of the fuzzification coefficient was set to 2.0 or was subject to some optimization.
Concrete compressive strength data
This data set coming from the Machine Learning repository (http://archive.ics.uci.edu/ml/datasets/Concrete+Compres-sive+Strength) concerns a compressive strength of concrete with association with its characteristics such as blast furnace slag, fly ash, water, superplasticizer, coarse aggregate, and fine aggregate. It consists of 1,030 pairs of input-output data. We form 10 fuzzy rule-based models where each of them is constructed on a basis of 103 randomly selected data. The number of rules in each model is equal to the number of fuzzy clusters determined for each locally available data set. The performance index Q, which is used to evaluate the quality of the model is expressed in the following form
where N is the number of data present in the individual data set. Once the information granules have been formed by using the Fuzzy C-Means (FCM) clustering algorithm, the parameters of the linear functions present in the conclusion parts of the rules were estimated by running a standard Least Square Error (LSE) method. The number of rules itself is subject to optimization and here we resort ourselves to a successive enumeration by designing the fuzzy model for increasing the number of rules while monitoring the values of the corresponding performance index (11) . The values of Q treated as a function of the number of rules (clusters) for all the models are shown in Fig. 9 . One can note (as it have been expected) that when the number of cluster is increased, the values of the performance index decrease. Essentially all the local models follow the same tendency: there is a cutoff point at c ¼ 5 or 6 beyond which the values of the performance index are not significantly affected by further increasing the number of rules. To visualize the performance of the fuzzy models formed here, a collection of plots of output data versus the corresponding outputs of the models is included in Fig. 10 .
Once the 10 local models have been constructed, the prototypes present there are clustered at the higher level to create a backbone of the global fuzzy model. Following the principle of justifiable granularity, for each of the prototypes obtained in Fig. 11 . Prototypes and the associated intervals for two values of a (0.01-grey and 0.76 -black), the number of clusters is set to 3, c ¼ 3.
this way we form the intervals of the corresponding output values. Several selected information granules are illustrated in Figs. 11-13 where the number of clusters built at the higher level is set to c ¼ 3, 10, and 20. The values of the granularity level a are set to quite low and quite high values; this helps contrast the specificity of the resulting intervals (indicated in the figure by different colors of shading).
The most concise and informative characterization of the quality of the overall model can be conveyed by plotting the values of the coverage of data I versus the cumulative length of the intervals produced by the granular fuzzy model for the inputs formed as the prototypes of the information granules obtained for the individual fuzzy models. The resulting relationships are shown in Fig. 14. It becomes apparent that I is a non-decreasing function of the cumulative length of the intervals. Furthermore the index I assumes higher values for increasing values of ''c''. The values of AUC are determined by computing the area of the plots presented in the (3-a, I) coordinates. As noted earlier, we use another x-coordinate (that is 3-a) to produce consistent results for all combinations of the parameters. This is not always possible when using the cumulative length of the intervals. For instance, we observe this effect in Fig. 14 where the curve for c ¼ 3 starts at higher values of L. The choice of the new variable 3-a is motivated by the fact that for values of higher than 3 there is a saturation effect in the sense no substantial changes in the values of I are reported. The corresponding series of plots is shown in Fig. 15 . We report the values of I for m ¼ 2 (which is the typical value of the fuzzification coefficient in the FCM method) as well as for the optimal values of m. In all cases reported here, there is a visible difference (improvement) when using the optimized value of ''m''. As a matter of fact, the optimal values of the fuzzification coefficient vary in-between 1.5 and 6.0. There is also a similar relationship between the values 3-a and the coverage levels which increase quickly when a assumes low values (and the intervals become wider).
The plots of the outputs from the data versus the outputs (intervals) of the granular fuzzy model are presented in Figs. 16 and 17. Here we contrast the lengths of the intervals and their position when using a different number of clusters (c was set to 3 and 40, respectively). 
Table 2
Values of the AUC for selected numbers of clusters and two strategies of the determination of the prototypes of the granular fuzzy model. As could have been expected, the specificity of output information granules increases with the larger number of rules (clusters) used in the granular fuzzy model. Table 2 summarizes the values of the AUC for different number of ''c'' and the two strategies of forming information granules at the higher level, which is clustering the existing prototypes and the selection of their subsets. The fuzzification coefficient is also optimized. (see Table 3 ).
Strategy of prototype formation
Two observations are well supported by the obtained results. In general, the quality of the granular model improves with the increase in the number of clusters. This becomes for both selection strategies (clustering of prototypes or their selection). The clustering of the prototypes is a better strategy leading to the higher values of the AUC. There is also a beneficial effect of the optimization of the fuzzification coefficient -in all cases we report the improvement, which is more visible when associated with the selection strategy.
When we use different number of clusters (rules) in the models formed at the lower (more specifically, 6, 5, 6, 5, 4, 6, 4, 4, 5, 6) , the performance of the granular fuzzy model is illustrated in Fig. 18 .
In case of using the strategy of selecting prototypes (out of the prototypes available at the lower level), the obtained results are displayed in Fig. 19 .
Here the optimal values of ''m'' are reported to be located in the range of 1.5-6.
PM10 data set
This data set comes from StatLib (http://lib.stat.cmu.edu/datasets/) and comprises 500 observations originating in a study where air pollution at a road is related to traffic volume and meteorological variables, collected by the Norwegian Public Roads Administration. The number of input variables is equal to 7. The overall data set is divided into 10 equal subsets, which were used to construct 10 local fuzzy models at the lower level. The performance of these models reported for selected values of ''c'' ranging from 2 to 6 is illustrated in Fig. 20 . The number of clusters used in each local model is set to 4.
The performance of the local models is quantified by plotting the outputs of the corresponding models versus the data; the series of plots is provided in Fig. 21 .
Once the models have been constructed, the prototypes coming from all of them are clustered to form the granular fuzzy model. Following the principle of justifiable granularity, for each of the prototypes obtained here we form the intervals at the output. Several selected results are illustrated in Figs. 22 and 23 for c ¼ 3 and 20.
Considering a fixed value of m equal to 2, the corresponding plots of ''I'' versus the coordinate 6-a are shown in Fig. 24 . We observe that for higher values of a the values of I are significantly reduced. Some cutoff points can be identified where the values of a are relatively high (so the bounds are quite tight) yet the granular model still captures a significant fraction of data.
The plots analogous to those reported in Fig. 25 where several prototypes were selected out of all prototypes used by the local models.
The values of the AUC obtained for all the models are summarized in Table 4 . Fig. 23 . Intervals of prototypes for the values of a equal to 0.01 (grey) and 2.96 (black); c ¼ 20. Fig. 22 . Intervals of prototypes for a equal to 0.01 (grey) and 1.6 (black); c ¼ 3.
Conclusions
The methodological underpinnings of granular fuzzy models stem from the need of an effective conceptual and algorithmic representation and quantification of diversity of locally available sources of knowledge -fuzzy models. The diversity of views at the problem/system/ phenomenon is quantified via the granularity of results produced by the global model constructed at the higher level of hierarchy. The granular nature of the results formed there is inherent to the diversity of the sources of knowledge. The quantification of granularity itself (viz. the multifaceted nature of available models) is a direct result of multiobjective optimization -it is shown that the criteria of coverage of data and specificity of information are conflicting in nature. The choice of a suitable tradeoff in the satisfaction of these two requirements is left to the user. Nevertheless the AUC is helpful here as it can quantify an overall performance of the global model and rank several global models through the use of the AUC values.
Granular fuzzy models subsume the concept of type-2 fuzzy models in the sense they offer compelling, algorithmically well-supported evidence behind the emergence of fuzzy models of higher type. They are more general than type-2 fuzzy models as here we are not confined to any particular architecture of fuzzy models and a way in which type-2 fuzzy sets are incorporated into specific components of the models.
It is worth noting that the notion of granular fuzzy modeling stretches beyond fuzzy models. In essence, as we deal with models articulating locally available knowledge, the quantification of the diversity of such sources becomes encapsulated through information granules produced by granular models. In this way, we can talk about granular neural networks (in case of local models being formed as neural networks), granular regression (when dealing with individual regression models) or granular fuzzy cognitive maps (when the local models are fuzzy cognitive maps), etc. One can look into further generalizations in the form of granular fuzzy models of higher type; say type-2 granular fuzzy models or granular 2 fuzzy models. Those are a result of dealing of several hierarchies of sources of knowledge, namely fuzzy models formed in a two-level hierarchical architecture of the knowledge sources. 
