Abstract
Introduction
A wide range of computer vision tasks demand algorithms for merging, extending or growing regions of interest. The existing merging criteria often relay on empirical and heuristic methods (and thresholds) that need to be tuned for each specific task or even for each data set. As a result, performance of many available techniques are data dependent. Previous research has shown that model selection criterion can successfully be used as merging criteria. Bubna and Stewart [5] investigated the performance of a number of different model selection criteria as merging rules for 2D range data segmentation. However, their evaluation did not include many important model selection criteria such as: GAIC [8] , GMDL [8] , MCAIC [3] and SSC [6] (proposed by the authors). More importantly, the above study is limited as it only considered 2D data. In this paper, we apply the methodology used in the aforementioned work and evaluate and compare the performance of a wide range of different criteria in detecting (and preserving) the step and crease discontinuities of 3D range data. In addition, we examine each criterion to determine how well it can merge non-existent discontinuities.
It is important to note that each of the criteria investigated in this paper has been devised for a particular application and performs optimally under certain assumptions. Here, we merely examine different criteria from a practical point of view (regardless of their original usage) and in the context of the applications listed above.
Model Selection
The model selection problem, which refers to choosing the most appropriate and concise model to express given data, has attracted the attention of many statisticians for several decades. Since the introduction of Akaike's An Information Criterion (AIC) [1] , which had a fundamental effect on model selection research, many model selection criteria have been introduced [4, 8, 10, 11, 13] . Many of those model selection techniques have been employed in various computer vision algorithms for a variety of applications ( [2, 5, 7, 13] ).
To determine the correct underlying model of a data set, one may simply suggest the most appropriate model is the one, which best fits the data. This idea, however, does not work because it always favours the most complex model (which has more number of parameters) in the model library. The reason is that the most complex model has more degrees of freedom and can therefore fit to the data closer than any other model in that group. Thus, to choose the correct model, one needs to establish a compromise between fidelity (how well a model fits the data, which is often measured by the sum of squared residuals) and the complexity of that model. In practice, higher order models have to be penalized so that the selected model would be chosen based on its suitability rather than its fidelity to data. In fact, the salient difference between all the existing model selection criteria is in the way by which they penalize the higher order models.
Different Model Selection Criteria
Elaborating on the different model selection criteria investigated here is beyond the scope of this paper. However, we have listed a number of most commonly used (in computer vision) model selection criteria in Table 1 . In the following, P refers to the number of parameters of a model, r i denotes the residual for the i th data point (thus Σr i 2 is the sum of squared residuals). We represent the scale of noise by and the number of data points by N. The dimension of the surface that fits the data is denoted by d and in our experiments is set to 2. J is the Fisher matrix of the estimated parameters and L is the reference length (set to be N) and m θˆ is the estimated parameters of each model. Finally, f is the number of degrees of freedom of the assumed t distribution for MCAIC (here1.5)
Evaluating Different Model Selection Criteria for Merging Application
To evaluate and compare the performance (for merging purpose) of various model selection criteria , we have divided our evaluating experiments in two categories:
• Detecting the step and crease discontinuities in 3D range data.
• Merging non-existent discontinuities in 3D range data.
In order to evaluate the different model selection criteria in each of the above applications, we generated a number of different sets of synthetic data and implemented all of the criteria by calculating their mathematical expressions. The residuals of each model remain the same for all of the criteria. Details of our experiments as well as their results are presented in the following two sections. The same scale of noise for all the criteria was also used and
where N is the number of data points and P h is the number of parameters of the highest model in the library. The reason that we use the scale of noise for the highest surface (described by Kanatani [9] ) is that the scale of noise for the correct model and the higher (than the correct one) order models must be close if the fitting is meaningful. 
Detecting Step and Crease Discontinuities (Edges) in 3D Range Data
Detecting step and crease edges in range data is an important step in many 3D range data segmentation algorithms. In our experiments, we used a model selection criterion to decide whether there is an edge discontinuity (step or crease) or the data should be merged and regarded as a single surface. First, we have generated different sets of synthetic data in which there is a crease edge between two planar surfaces. Then, we have applied each criterion to choose a model from a library of models including: quadratic surface, a cubic surface or a mixture of planar surfaces. The model library we have used is shown in Table 2 . A mixture model is the only solution that can correctly fit the data with an edge discontinuity; while a higher order model merges (bridges) the discontinuity. In fact, in the latter case discontinuities are wrongly connected via the higher order model.
To generate crease discontinuities we used the following two surfaces as suggested by [5] .
where r n1 , r n2 and r n3 are random points. The angle between the two surfaces is 180-2 . Then, we have randomly changed the values of r n1 , r n2 and r n3 100 times so that 100 data sets were created. Since in this case the two surfaces should not be merged as a single surface, we have defined the percentage of success as the percentage of times when the mixture model is chosen. To measure the success rate, we have applied each criterion to the data set and measured the percentage of success. The chosen model (by each criterion) is the model that minimises the corresponding mathematical expression. For the mixture model the sum of the corresponding values for Z 1 and Z 2 was considered as the output.
To observe the effect of the region size, we have changed the region size from 5×5 to 70×70, while the angle between two surfaces ( ) was 2°. The results of our experiments are shown in Figure 1 . As can be seen from this figure GMDL, SSC and BMSC-BAYES outperform the rest of criteria respectively.
We also investigated the effect of noise level on the different criteria. To achieve this, we changed the variance of noise from 0.01 to 0.1; while the images had the constant size of 30×30 and the angle between two surfaces ( ) was 4°. Figure 2 shows the results of those experiments. Again, GMDL, SSC and BMSC-BAYES are the criteria of choice.
It is important to note that the magnitude of the angle between the two surfaces of an edge can highly affect the results i.e. larger angles are easier to detect. We have investigated this by applying various algorithms to surfaces with angles changing from 1° to 10° (results are shown in Figure 3 ). As can be seen from this figure the above group of competitive criteria (GMDL, SSC and BMSC-BAYES) yet again outperforms the other criteria even for small angles.
In the next step, we proceeded to examine the percentage of success for each criterion in detecting step edges. To provide some synthetic data for our experiments we used the following surfaces:
where r n1 , r n2 and r n3 are random points. The two surfaces are separated by a step edge of height h. We have randomly changed the values of r n1 , r n2 and r n3 100 times so that 100 data sets were created.
To measure the percentage of success, we applied each criterion to the data set. We have discovered that finding step edges in small images is challenging. We have tested this issue by changing the region size from 5×5 to 70×70(h=4 and =0.05). For images larger than 25×25 every criterion performs well (almost 100%). It appears that detecting step discontinuities is much easier than detecting crease discontinuities. The higher the hight of discontinuity is, the easier is to separate its parts. We have changed the discontinuity hight (h) from to 8 and observed that all criteria perform well if h > 4 .
Merging 3D Range Data
To provide some synthetic data for this part of our experiments, we generated some noisy quadratic surfaces and divided each surface into two equal parts. The quadratic surfaces were generated according to the following equation:
Z=r n1 ×x 2 +r n2 ×x+r n3
where r n1 , r n2 and r n3 are random points. Then, we randomly changed the values of r n1 , r n2 and r n3 100 times to generate the required data sets.
We have applied different model selection criteria to find out whether these two parts should be merged together as a single quadratic surface or, instead, they should be described with two planar surfaces. We have added a cubic model to our model library so that the bias toward higher order models can also be detected (if there is any). Here, we define the percentage of success as the percentage of time when the quadratic model is chosen.
We have also measured the percentage of success of each criterion for different levels of noise by changing the variance of noise from 0.01 to 0.1. The results of those experiments are shown in Figure 4 . As can be seen from this figure, MCAIC and SSC perform well. The other competitive criteria (GMDL and BMSC-BAYES) haven't performed well for this task. Combining the results of both experiments (explained in section 4.1 and 4.2) shows that the SSC is the overall criterion of choice. GMDL and BMSC-BAYES have also been shown to be effective.
Conclusion
We have presented an extensive comparative study of many model selection criteria. In this work, we have measured the success rate of every criterion in detecting step and crease discontinuities and also in merging non-existent discontinuities for 3D range data. SSC, GMDL and BMSC-BAYES have been shown to be most successful for the above applications. 
