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I. INTRODUCTION 
Among the rare earth metals and compounds there exists a class of 
materials which exhibit valence instabilities. Experimental results 
suggest that in these materials the electronic occupation of the 4f 
shell of the rare earth ion changes either continuously or discon­
tinuously as their temperature, external pressure or composition is 
varied. In certain ranges of temperatures, pressure or composition 
these materials exist in a state in which the energy required to excite 
an f-electron from the ionic shell to the conduction band is small or 
zero and the average occupation of the f-shell is non-integral due to 
the fluctuations of the electrons between the localized f-shell and 
band states. To describe such a state and the associated materials, 
terms such as 'mixed valence', 'intermediate valence', 'valence 
fluctuation', 'configuration crossover', or 'interconfiguration 
fluctuation (ICF)' have appeared in the literature. 
Tn recent years there has occurred a rapid growth in experimental 
and theoretical studies in this area; nevertheless, it is believed that 
the study of mixed valence materials is still in its adolescence. 
Experimentally, new materials are to be examined and more experiments 
aiming to obtain direct information on the mixed valent characters are 
to be performed. At present there is no adequate theory capable of 
explaining the unusual behavior observed in the mixed valence compounds 
and various theoretical models proposed to explain certain properties 
need to be reviewed critically in the light of existing experimental 
data. 
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Special conferences (1,2) and reviews (3-10) have been devoted to 
this research area in recent years. Therefore, in the introductory 
sections we shall make no effort to present a complete discussion of 
the mixed valence materials per se. Instead, we shall first outline 
the general properties of some well-known mixed valence materials (such 
as cerium metal and samarium chalcogenides) and then we shall discuss 
in greater detail the unusual characteristics of CeSn^, the mixed 
:ound with which we are primarily concerned. 
A. Valence Instabilities in Rare Earth Materials 
Today qualitative information on the electronic configurations 
of the rare earth elements in their metallic state has been obtained 
from extensive studies of their magnetic data and metallic radius 
data. The magnetic data provide information about the number of 4f 
electrons 5 from which the number of valence electrons can be inferred. 
On the other hand, an empirical relationship between the metallic 
radius, the coordinate number and the valence have been pointed out 
by Pauling (11) and Zachariasen (12). One may deduce the number of 
valence electrons by using this relationship once the metallic radius (13) 
of a rare earth ion in a solid is determined from the lattice constants. 
In Table 1.1, we list the rare earth elements, the ionic configuration 
ot ti-icir oxidation szazes and Lhe electronic structures cf their metallic 
states. In metals, the 4f electrons could be considered as highly 
localized; with the rare earth ion retaining the ionic moment predicted 
by Hund's rules. In Fig. 1.1, we plot the radii of the rare earth 
metals versus their atomic numbers. Barium (divalent) 
3 
Table 1.1. Electronic structures of the rare earth elements (after Ref. 13) 
Ionic Configuration for 
Known Oxidation States^ Metallic State 
Atomic 
"RnnH i T>cr 1 or»t"r*nn Q 
M+'' 
4f 4f 4f 6s 5d 4f 
Mr\ 
"Based on magnetic and metallic radius data. 
4 
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Figure 1.1. The metallic radii of rare earths versus their atomic 
numoers. 
ied 
;etravalent) are 
5 
(tetravalent) are included for the purpose of comparison. As can be 
seen, there are three major deviations from the smooth curve occurring 
at Ce, Eu and Yb. The valences (13) of Eu and Yb deduced from metallic 
radius data are 2.1 ± 0.1 and 2.0± .01 respectively and agree favorably with 
those obtained from the magnetic data. This can be understood in terms 
of Hund's rule which states that states with half-filled or completely-
filled 4f levels (the divalent states of Eu and Yb fall into this 
category) are quantum mechanically more favorable. The situation for 
Ce is very interesting because of the presence of electronic phase 
transitions in a certain range of temperatures and pressure. Now we 
proceed to discuss Ce and its phase transitions. 
1. Cerium metal and Ce-Th alloy 
The pressure-temperature relationships of the five established 
solid phases of Ce are summarized in the phase diagram (14) in Fig. 1.2. 
At room temperature and atmospheric pressure, Ce exists in the face-
O 
centered cubic (f.c.c.) Y phase with lattice constant a = 5.16 A. A 
valence of 3.09 is obtained using the metallic radius based on this 
lattice constant (13). Above the room temperature the magnetic 
susceptibility of y-Ce obeys the Curie-Weiss law, with an effective 
moment of approximately 2.54 Bohr magneton, the expected value for 
one 4f electron localized on eacw Ce atom in a J = 5/2 state (15,16). 
In addition, the measured field induced magnetic form factor (17) is 
found to be in good agreement with the free ion 4f magnetic form factor 
of Ce"^"*". Therefore, the valence of Ce in the y phase is estimated to 
be 4-3.0 to within a few percent. 
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An interesting phase transition occurs when y-Ce is compressed to 
modest pressures about 8 kbar at room temperature. At this critical 
O O 
pressure the lattice constant suddenly collapses from 5.16 A to 4.85 A 
(Fig. 1.3a) resulting in a volume change of about 17%, but no corres­
ponding change in lattice symmetry (18-20). This collapsed phase is 
known as the a phase. At the v-a phase transition the electrical 
resistivity (21,22) drops by a factor of almost 2 (Fig. 1.3b), 
indicating that additional electrons are promoted to the conduction 
band. Furthermore, the magnetic susceptibility (23,24) decreases 
sharply (Fig. 1.3c) suggesting the number of 4f electrons on each 
Ce atom is reduced in the a. phase. The valence of Ce (Fig. 1.3d) 
in the a phase was estimated to be 3.67 (20,25) based on the metallic 
radius data and the Kail effect measurement. The electronic specific 
heat coefficient y(= 12.8 mJ/mole-K^) (26,27) is about 3 to 5 times 
larger than the values for other tetravalent metals such as Th (28) 
and Hf (27) . This indicates that the 4f states of cx-Ce are close to 
Tue experimental results above indicate that in the a phase the 
Ce ions are in a mixed valence stare such that on the time average 
almost 65% or the 4f electrons are promoted to the conduction band. 
This idea is supported by the discovery of the higher-pressure CJ ' 
phase (20,22,29) ("^50 kbar, room temperature) exhibiting a C-centered 
W ^ L. 11 W .L 1 i W ' ^ O I» ^ W W WA ^ ^ • X A. W^ ^  ^  s» ^ ^ ^  ^ *—*• M ^ W ««W « — — w 
8 
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Figure 1.3. The lattice constant a (IS), the electrical resistivity R 
relative to its value at 4.2K (21), the magnetic suscep­
tibility X (23) and the valence of Ce (14) versus 
believed that a'-Ce is tetravalent (Fig. 1.3d), and thus nas no 
localized 4f electrons, which is consistent with its superconducting 
behavior (29). 
On the other hand, a closer look at other experimental data reveals 
that the valence-change scheme is an oversimplified description of the 
electronic and magnetic natures of cerium and its allotropes. For 
example, as shown in Fig. 1.4, the magnetic susceptibility (24,25,30,31) 
of a-Ce actually increases gradually as the temperature is increased 
from 80 to 150K. Moreover, there is a sharp rise in the susceptibility 
below 20K whose origin is presently not understood and no evidence of 
magnetic ordering is found (24). There are other experiments such as 
positron annihilation (32) and photoemission (33) experiments which can­
not be explained by the valence-change model. In short, in spite of 
the fact that the electronic phase transition of Ce metal was known 
since 1912 (34) and Zachariasen and Pauling pointed out more than thirty 
years ago (35,36) that its origin was related to a valence change, 
V» -Pv -vû o /4 OT r Tir^/H^-v-c^Or^z-l-ÎT-irr a î o r» -riSr» ^ O f" i T** a c—i- X a cv,-: c-r' 
of the phase transitions in Ce is still incomplete. 
It is known that the y to a phase transition of Ce can also be 
induced by lowering the temperature after alloying with thorium (37). 
Bv studying noIvcrystalline samoles of Ce. Th . x = 0.26 (38). it 
- - - JL-X X' '  
has been observed that the lattice constant (Fig. 1.5a), the magnetic 
susceptibility (Fig. 1.5b) and hence the effective moments (Fig. 1.5c) 
decrease suddenly at the transition temperature of about 150K. From 
the analysis of the temperature dependence of the lattice constant it 
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3.17 in the y phase at room temperature, changed abruptly from 3.29 
to 3.39 at the phase transition, and leveled off at 3.59 at T = lOK 
(Fig. 1.5d). 
2. Samarium chalcopenides and cation-substituted SmS 
The mixed valent characters of SmS, SmSe and SmTe have received 
much attention in recent years (39) . At room temperature and atmos­
pheric pressure they are semiconductors and crystallize in the NaCl 
structure. Both the metallic radius measurements (40) and magnetic 
data (41,42) indicate that the Sm ions in these materials are divalent. 
At a pressure about 6.5 kbar, as shown in Fig. 1.6a, the volume of SmS 
collapses by 13% without changing its lattice symmetry (40,43). The 
volume reduction for SmSe and SmTe, on the other hand, occur continuously 
with increasing pressure to 50 kbar (40). As the pressure increases, 
the electrical resistivities (44,45) of SmS, SmSe and SmTe decrease 
(Fig. 1.6b) and their colors change from black to gold, black to tan 
and black to purple, respectively^ i-ndinating a phase transition from 
a low pressure semiconducting state to a collapsed metallic state. 
The intermediate valences of Sn deduced from the lattice data for SmS; 
SmSe and SmTe in the collapsed high pressure phase are 2.8, 2.76 and 
2.66 (43) respectively. Similar to the case of a-Ce, the magnetic 
susceptibility of SmS decreases abruptly at the valence-change transition 
and evidence of magnetic ordering at Ic-; temperatures is not found (42) . 
SmS in the collapsed phase also has a large electronic specific heat 
J 2 
coefficient, 145 m /mole-K (46), indicating that the 4f levels are 
1 /"s T d •" »-% o ITo>• iy\T 
13 
V 
Vo 
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SmSe-j 
50 !00 !50 200 
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10' 
£ 
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1 1 1 1 1 r 
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ef\ 
\ \ 
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1 V 
\ om ! e 
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\ \ 
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rr^co^wnc. \rsDMr\y 
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(after Ref. 39); Co) resistivity as a function of pressor; 
for Sm monochalcogenides (after Ref. 39) 
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Similar to Ce the system Sm exhibits a temperature-
induced phase transition at atmospheric pressure (47). As can be seen 
in Fig. 1.7, at room temperature, Sm ^^S is in the gold-color phase 
and the lattice expands as the temperature decreases. It goes through 
a broad transition at about 200K and transforms into the black-color 
phase at lower temperatures. The Sm valences deduced from the temper­
ature dependence of the lattice constants are 2.7 at 293K, 2.5 at 
20OK and 2.3 at lOK- There are other interesting experimental studies 
of this system including the phonon measurements using inelastic 
neutron scattering techniques. They will be discussed and compared 
with the CeSn^ data later in Chapter VII. 
B. Physical Properties of CeSn^ and 
Evidence of its Mixed Valent Character 
We pointed out in the last section that experimental observations 
of the changes in lattice constants, magnetic susceptibilities and 
electric resistivities in systems like Ce metal, SmS, SmSe and SmTe 
could be explained qualitatively by a scheme of valeiiue-cuanKc. 
However, quantitative understanding of the phenomenon cf rnixad valence 
has to rely on extensive investigations of the nature of the electronic 
wave functions of the mixed valence materials. Experiments performed 
on a-Ce would provide direct information, yet the preparation of 
allotropically pure a-Ce samples suitable for experimental studies is 
often too difficult to be realized in practice- we also mentioned 
that one may avoid the necessity of high-pressure study by alloying 
the syscem wich appropriate r&etals, as in the cases cf Ce^__Th and 
5.76 
o<x 
z 5.74 
(/) 
z 
8  5 . 7  2  
LU 
O 
t j  5 . 7 0  
-J 
5.68 
0 "(CO 
5(^0.75^0.25 5 
f-
J__. 
M 1/1 
400 200 300 
TEMPERATURE (K) 
Figure 1.7. The lattice constant c 1: Sm as a function of temperature (after Ref. 47) 
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Sm^ x^x^' explain the effect of alloying on the pressure-
induced phase transition in terms of the following picture (19,37,48): 
if the atomic diameter and the valency of the solute ion are greater 
than those of the rare earth, the interaction between the rare earth 
atoms and their nearest neighboring solute atoms will give rise to an 
effect similar to that arising from the application of external pressure. 
As a result, the study of the mixed valent state can be achieved by 
simply varying the temperature cf the material at atmospheric pressure. 
However, in this case one often has to employ an interpolation scheme 
such as the Vegard's law (49) in order to estimate the full effect of a 
pure mixed valence system apart from the alloying element. Therefore, 
it is desirable to perform experiments on a series of alloys of varying 
composition so that mora information on the mixed valence component 
can be obtained. This will require a great deal of experimental effort 
and the experiments will be more vulnerable to contaminations by sample 
dependent effects such as impurities, differences in quality between 
samples, etc. 
In parallel with a series of studies on the electronic state cf Ce 
in Zr-Ca (50), Th-Ce (51), Pd-Cs (52) and Y-Ce (53) alloys^ in 1965 
Harris and Raynor measured the temperature dependence of the lattice 
constants of more than forty rare earth intermetallic compounds of the 
type REX„, X = Sn, In and ?d (54). These materials crystallize in the 
simple cubic Cu^Au structure. This crystal structure, using CeSn^ 
as an example, is shot-m in Fig. 1.8. The Ce atoms are located at the 
17 
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Figure 1.8. The unit cell CeSn^ 
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In Fig. 1.9 the room-temperature lattice constants of the stable RESn^ 
and REIn^ compounds are plotted against the atomic number of the rare 
earth metal component. There are three deviations from the smooth 
curve for RESn^ occurring at Ce, Eu and Yb. It follows from the com­
parison of Figs. 1.9 and 1.1 that the anomaly of the CeSn^ lattice con­
stant may be related to mixed valent character of Cerium metal. The 
absence of an anomaly in the lattice constant of Celn^ is presumably 
due to the fact that the valency of the In ions (+3) is lever (hence 
less bonding effect) than that of the Sn ions (+4) (37). The anomalous 
behavior of CeSn^ is more obvious from comparison of the temperature 
dependence of the lattice constants with other RESn^ compounds. As can 
be seen in Fig. 1.10, the thermal expansion of CeSn^ in the 90-300K 
temperature range is about twice that of LaSn^ and PrSn^ in which the 
La and Pr ions are in the tripositive state. Consequently, Harris and 
Raynor suggested that the Ce effective valency in CeSn^ is larger than 3 
and increases continuously as the temperature is lowered from about 
410K to about 9OK. 
At about the same time cf Harris and Raynor's investigation of 
the thermal expansion ol CeSu^ and other compounds. Tsuchida and Wallace 
(55) studied the magnetic behaviors of Celn_, Ce?b^ and a series cf RZSn 
compounds. From the susceptibility ir.easureEents, they ob s er"/ed large 
deviations from Curie-Weiss behavior for CeSn_ (Fig. 1.11) and found 
no evidence of magnetic ordering down to 2K. They attributed the 
19 
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(Fig. 1.12) to partial conversion of the Ce ions into the quadri-
positive state. 
The bulk magnetic susceptibility of CeSn^ has been measured by a 
number of authors (Fig. 1.12) (55-59). The high-temperature susceptibility 
in the 300-500K temperature range follows a Curie-Weiss law with 6p = 
-203K and = 2.78 a value to be compared with 2,54 for the 
3+ Ce free ion. From 300-40K the susceptibility remains approximately 
constant (with a broad maximum in the vicinity of 150K) and below 
40K, it increases rapidly with decreasing temperature. Although this 
sharp rise at temperatures below 40K is present in all measurements 
the rate of rise differs from one to the next. This presumably is 
due to the differences in impurities between samples. Tsuchida and 
Wallace (55) attributed this rise to the onset of incipient ferro-
magnetism but Sn nuclear magnetic resonance data of Malik e^ (57) 
showed no evidence of magnetic ordering down to 1.2K. Misawa (50) 
has pointed out that by regarding the 4f electrons of Ce as itinerant 
a Fermi liquid model can account for the temperature dependence of the 
suscepLibility in the 40-300K temperature range. There has been no 
sacisfacnory explanation as co che origin of the sharp rise in the 
susceptibility at lew temperatures. 
The more recent measurements of Beille et_ a^. (61) on the 
of CeSn^ supported the idea of mixed valence. The compressibility of 
-3 -1 
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Thus Beille et al. concluded that CeSn. was in an intermediate valence 
state at 4K as well as 300K. The magnetic susceptibility between 4 and 
BOOK under a pressure of 7 kbar exhibited an approximately Pauli like 
temperature independence, with a broad maximum at 130K. The pressure 
derivative of the susceptibility was found to be d(lnx)/dP = (-8 ± 4) 
-3 -1 
X 10 kbar . The change in the lattice constant associated with the 
contraction of the lattice between 300 and 4K was equivalent to that 
obtained with an S kbar pressure (Fig. 1.13). Since the susceptibility 
would only decrease by about 5 percent with such a pressure, it was 
concluded that thermal expansion alone could not induce a "magnetic-
nonmagnetic" transition in CeSn^. 
From the low temperature heat capacity measurements. Cooper et al. 
(58) obtained a coefficient of the electronic specific heat for 
2 CeSn^, y = (53 ± 10)mJ/mole -K , a very large number compared to 
2 
Y = lOmJ/mole -K for LaSn^. This observation indicates that the density 
of states is large at the Fermi level, a characteristic common to many 
mixed valence systems. Cooper ^ a^. also observée a very broad 
maximum in the absolute thermoelectric power cf CeSn^ as a function of 
temperature between 100 and 3GGK. In addition, they found that the 
electrical resistivity of CeSn^ did not increase as fast as one would 
have expected; (one expects p to be proportional to T at room temperature 
which is well above the Debye temperature for CeSn^). They noted that 
this could be attributed to the presence of a narrow conduction band 
of width = lOOK, Thiis narrow band behavior was corroborated by the 
electrical resistivity measurements on CeSn^ single crystals between 2 
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to 300K reported by Stalifiski e_t a_l. (62) . They observer chat for 
2 7 ? 2 
T > 180K, p°=T ' and for T < 17K, p«T'. This low temperature T 
dependence of p was attributed to the spin fluctuation scattering 
mechanism as observed in metallic Ce and certain uranium compounds 
of UX^ type (X = Sn, In, Ga, Al) . However, in the recent measurements 
of the temperature dependence of the electrical resistivity on poly-
crystalline samples of La. Ce Sn_ and Celn. Sn , Maury (63) and his 1-x X 3 3-y y 
collaborators reported that the maximum p(T) for CeSn„ was nearly an 
order of magnitude smaller than that observed in other mixed valence 
systems such as CePd^, CeAl^ and CeCu2Si2. Moreover, they failed to 
observe the low temperature T'^ dependence in the resistivity of CeSn^ 
reported by Stalinski £t al^. , instead they discovered a Kondo-like 
minimum at 38K. Based on the analysis of high-temperature susceptibil­
ity and the temperature dependence of the thermopower Lethuillier and 
Lacroix-Lyon-Caen (64) suggested that CeSn^ was a Kondo metal. A 
recent nuclear orientation experiment performed by Benoit ^  a2. (65) 
Several NMR measurements have been performed on CeSn„. Shenoy (66 
119 
and his coworkers found that the " Sn isomer shift and quadrupole 
interaction were approximately the same as in ?rSn^ or NdSn^ in which 
the rare-earth ion was in the tripositive state. This implies that 
the electronic distribution around the Sn nucleus has not been signif­
icantly disturbed by the presence of the Ce ions in an intermediate 
119 
valence state. Welsh and Darby (67) found that the ~'Sn NMR propertie 
in CeSn. were cualitativelv similar to those in LaSn_ and thus susseste 
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that the Ce 4f electron occupied a virtual bound state in the Friedel-
Anderson sense, behaving like an itinerant electron in a transition metal. 
Both Borsa ^  £l. (68) and Malik £t_ £l. (57,69) reported that the 
Knight shift data at temperatures below about 240K could not be ascribed 
to the cubic crystal field splitting of the J = 5/2 ground state of 
the Ce^^ ion. Malik e_t noted that at low temperatures, the ^^^Sn 
spin-lattice relaxation time approached that of pure Sn metal, implying 
that the 4f electrons did not contribute appreciably to the observed 
relaxation time at low temperatures. On the other hand, recently 
Buschow and his coworkers (70) remeasured the temperature dependence 
119 
of the Sn Knight shift in CeSn^. They were able to recover the 
linear relationship between the Knight shift and the bulk susceptibility 
that Malik _e^ a2. did not observe by assuming the presence of 2.4% of 
Ce^^ impurity in the sample. Consequently, the temperature dependence 
of the Knight shift as well as the magnetic susceptibility could be 
interpreted by a so-called two-level model in which the rare earth 
trivalent state Ce"^ (4f^) was treated as an excited state located 
slightly higher in energy than z'ne cetravalent state Ce 
Quantum fluctuations Detween these two levels are responsible for the 
'non-magnetic' behavior in the 3G0-40K temperature range while thermal 
excitations are responsible for the Curie-Weiss behavior at high 
L.ClupCi. • 
We have discussed various experimental investigations of the 
anomalous properties of CeSn.. As it can be noceo, a majority of 
the experimental results can be interpreted qualitatively as a valence 
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change in the rare earth ions. Nevertheless, certain physical properties 
of CeSn^, such as the magnetic susceptibility and the electrical re­
sistivity at low temperatures, appear to be unique among the mixed 
valence systems. So far a quantitative description of the intermediate 
valence state and the mechanism of valence transition has not been 
worked out. In the next section, we shall discuss the need for an 
experimental study of CeSn^ using neutron scattering techniques and 
the kind of information we expect to obtain from such experiments. 
C. Neutron Scattering 
As we explained earlier the mixed-valent character of a large 
number of materials has been inferred from measurements of the bulk 
properties of these systems. However, in most cases no direct experi­
mental evidence for the mixed-valent character of these systems is 
presently available. The polarized neutron technique is probably the 
only experimental technique which can provide such evidence and, in 
aGQxtiion ini-oniuicioii cloOul. Lue exacu iiauuire oi lhc state of the 
mixed valent systems. 
It is believed (5) that the rather spectacular properties of the 
mixed valence compounds are dictated by the coexistence at the Fermi 
level of ionic-like localized 4f levels and a wide 5d conduction band. 
Using polarized neutrons one senses the electronic wavefunctions at the 
Fermi level and therefore the mixed valent character of the system can 
be assessed directly. Through Fourier inversion of :he measured form 
factor, detailed information about the spatial distribution of the 
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magnetization density can be obtained. For rare earth mt-zals or com­
pounds in which the rare earth ions are in a well-defined valence 
state, the magnetic form factors have been found to be characteristic 
of the 4f electrons. Thus, deviations from the 4f magnetic form factor 
are expected in the case of mixed valence system in which the rare 
earth ions are in an intermediate valence state. Therefore, by compari­
son of the 4f magnetic form factor with the measured magnetic form 
factor of a mixed valence compound, direct evidence of the mixed valent 
character can be obtained. Furthermore, the study of the temperature 
dependence of the magnetic form factors of a system which exhibits tem­
perature-induced valence fluctuation would provide insight into the 
mechanism of valence fluctuation. 
On the other hand, since valence fluctuation is often accompanied 
by large changes in the crystal volume, it is expected that phonon 
modes which involve a volume change would be strongly affected. 
Recently, phonon anomalies have indeed been observed on SmYS (47) (one 
scattering measurements can provide information about the electrcn-
phonon coupling in these systems and the role of this interaction in 
•f-'Kci m-î -von —7 ont" 
Recently, large single crystals of CeSn_ were prepared in the Ames 
Laboratory; therefore, with the above rationale, we initiated a 
systematic study of the mixed valent character of this compound using 
the techniques of neutron scattering. Such an investigation consists 
of two maioT experiments, namelv. the studv of the temperature dependen 
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of the field induced magnetic form factors of CeSn^ using polarized 
neutron techniques and the study of the lattice dynamics of CeSn^ using 
inelastic neutron scattering technique. In order to identify unambig­
uously any phonon anomalies due to valence fluctuation we are presently 
measuring the phonon dispersion curves of LaSn^. In the absence of 
any mixed-valent effect, one would expect the phonon dispersion curves 
of these two compounds to be identical since La has almost the same mass 
as Ce and La has the same electronic configuration as Ce except that 
there is no 4f electron in La. Thus, by comparison of the CeSn^ data 
with those of LaSn^, the effect of valence fluctuation on phonon 
spectrum can be studied. 
The experimental investigation consisted of two parts. The first 
part of this work, covered in the next three chapters involved the 
measurements of the field-induced magnetic form factors of CeSn^ at 
various temperatures ranging from 1.7-BOOK. Chapter II deals with the 
basic techniques involving the use of polarized neutrons in the magnetic 
Ill briefly outlines the basic principles of magnetic scattering. 
Chapter TV presents analysis and discussion of the experimental results 
W ^ ^ g#" W w*# ^ ^ ^ 'v ^ A A V ^ ^ W ^ ^ A #1^ ** w' ^ 
with Chapter V, a discussion of the fundamentals of lattice dynamics 
and the application of the Born-von Karman force constant model to the 
analysis of the phonon dispersion curves of CeSn^. Chapter VI discusses 
the technique of inelastic neutron scattering and presents the experi-
-no-nl-al T-ociili-c r» r 1 3 f +- n r» a r\r A c "Rr^-rn—•xmn V^aTmpn 
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analysis of the phonon dispersion relations, the calculation of thermo-
physical properties of CeSn^ and a discussion of the observed phonon 
spectrum of CeSn^ as compared with those of LaSn^ and Sm will be 
presented in Chapter VII. An overall view of the neutron scattering 
studies of CeSn^ will be summarized in Chapter VIII. 
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II. POLARIZED NEUTRON TECHNIQUE 
It has been over 20 years since the first brilliant experiment 
involving the use of polarized neutrons in the determination of magnetic 
form factors was reported by Nathans, Shull, Shirane and Andresen (71). 
Today the polarized neutron technique has been developed into a powerful 
and indispensable tool for studying magnetic phenomena. Presently the 
technique is being exploited to study problems associated with new 
classes of materials (e.g., investigation of protons in organic 
molecules (72)) and attempts are being made to improve the capability 
of the instruments and the efficiency of neutron utilization (e,g,; the 
application of neutron spin-echo spectrometry (73)). 
Realizing the diversity of this topic, we shall confine our dis­
cussion in the present chapter to the experimental techniques involved 
in magnetic form factor measurements of paramagnetic materials. This 
is one of the areas of major interest in polarized neutron studies 
since it provides information essential in understanding important 
physical properties in solids. We shall begin by defining the field 
induced magnetic form factor and then shall go on to discuss the 
apparatus and the experimental details concerning the measurements. We 
shall conclude this chapter with a description of the sample prépara-
corrections to the experimental data are presented in the Appendix. 
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A. Field Induced Magnetic Form Factor 
The scattering of neutrons by a nucleus and its electronic environ­
ment involves contributions from several different types of interac­
tions (see Chapter III). In the present experiment, we are interested 
in the elastic coherent scattering from a paramagnetic crystal of rare 
earth metal or compound to which a uniform magnetic field has been 
applied. In this case, the major contributions to the scattering are 
the nuclear scattering by the atomic nuclei and the magnetic scattering 
by the field induced magnetic moments of the atoms. The differential 
cross section in the first Born approximation can be written as 
^ = !<s'i 5; [b^ + pj^'^(q) ]e " ^|s>! (2.1) 
i 
where i is an index representing the atoms in the crystal, q is the 
scattering vector equal to the momentum transfer vector of the neutron, 
s and s' denote the initial and final spin states of the neutron 
respectively, and b is the nuclear scattering amplitude averaged over 
the nuclear spin and isotope distributions of an element. The field 
induced magnetic scattering amplitude, p^^^(q) in the above equation is 
given by 
= ;?:Vo<s^>f(q) , (2.2) 
where <s > is the polarization of the atomic soin bv the external 
z - -
magnetic field K (the z-axis has been chosen to coincide with the 
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direction of H), f(q) is the form factor of the magnetic atomic elec­
trons, Y = -1.91 is the neutron magnetic moment in nuclear magnetons, 
v is the classical electron radius, and p(q) is the magnetic scattering 
o 
amplitude of the atom; p(q) will be discussed in detail in the next 
chapter. For a molar susceptibility x and an applied field H the 
effective magnetic moment per individual atom is where is 
Avogadro's number. Thus Eq. (2.2) can be written as 
p^^^(q) = I^ I^o = 0.484 X 10 x^H f(q)cm ,(2.3) 
B A 
with in c.g.s. unit per mole, H in Oersteds and f normalized to unity 
at q = 0. 
At this point it is desirable to mention an important property of 
the nuclear scattering amplitude. In contrast to magnetic scattering 
the scattering of a thermal neutron by a nucleus can be characterized 
by a single parameter b. This is due to the fact that the wavelength 
of a thermal neutron (of the order of 10 ^ cm) is much greater than 
the range of the neutron-nucleus interaction (10 to 10 cm) so 
that the scattering is isotropic. In general b may be complex and 
varies with the energy of the neutron. However, in the energy range 
of thermal neutrons and for most of the materials of interest in neutron 
experiments, u may be regarded as an energy independent real quanrity. 
Neglecting momentarily the effects due to thermal vibrations of 
the atoms (see Section 3 of Chapter IV for the discussion of temperature 
effects), it can be shown that the intensity I of a Bragg reflection is 
given bv 
35 
^hk£ ~ " t<3'} ^ [bj + pj*^(hk&)]exp{2-i(hxj + ky^ + 2Zj)}|s>| 
( 2 . 4 )  
where (hk2) are the Miller indices of a reflection. The summation in 
Eq. (2.4) is over all the atoms in a unit cell defined by the unit cell 
—>• -y -y tîl 
axes a, b, c. The position of the j atomic nucleus is given by 
—y —y -y —y 
r. = x.a + y.b + z.c. For CeSn_ the positions of the Ce and the three 
3 J J J 3 
Sn atoms are defined by vectors (0,0,0), (0,1/2,1/2), (1/2,0,1/2) and 
(1/2,1/2,0) in units of the unit cell dimension (see Fig. 1.8). 
Under ideal conditions, the spin orientations of the incident 
neutrons in a polarized beam experiment are either parallel or anti-
parallel to the applied magnetic field. The experiment consists of 
measuring the ratio R of the Bragg peak intensities for these two 
_4- -
states of neutron polarization, i and I . R is called the polariza­
tion ratio or intensity ratio and is given by 
r F.. 4- F..(G) -1^ 
'  M  •  t  . . .  
K = — = I I IZ.D; 
I " F. - F.r(q) ^  
F^,(q) = ^ ?^^^(q)exp[2-i(hx^ + ky^ 4- 2,z J ] , (2.6) 
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F^(q)/FN « i, R reduces to 
FM(9) 
R = 1 + 4 . (2.8) 
For CeSn^. F,. is equal to b„ + 3b^ and b^ - b_ for the unmixed J' K - ue an ue an 
and mixed Miller indices reflection respectively (b^^ and b^^ are the 
coherent nuclear scattering amplitudes of Ce and Sn respectively). 
The experimental results of a polarized neutron experiment are 
often presented by showing the values of of various reflections 
versus q = ^ (0 is the Bragg angle and X is the wavelength of the 
jLic u L. J. utio / • Oj-LIUC xo -uin-tc:^ ctn-tcn u 5 _// u aj-iia utic 000 01.1. 
information about the magnetic scattering amplitude of the system in 
question. Therefore, ?j^(q)/F^, is referred to as the field induced 
magnetic form factor, or simply the magnetic form factor. 
B. Apparatus and Experimental Details 
The measurements of the field induced magnetic form factor of 
Cebn^ were pertormei using trie l-iis-i polarized neutron spectrometer ar 
L. i IC i.1 J. 1.0. LiVL JL a L/ I-»-/ ^  C J W M. a 
ri ^ ClidUd L.^ C UXct^JLctiU Ui. ULIC i. XUICÏ11 L.C1X dJL JL L. OLIV^WII a.1.1 JL JU^ • ^ * 
It consists of a triple axis spectrometer with a monochromator and 
analyzer made of ferromagnetic crystals, for example, an f.c.c. 
Co q^Fe gq crystal. The monochroTnating crystal functions as both mono-
chrom.ator and polarizer. It is mounted in the magnetic field of a 
-.*1 1 T-\ C. V» *- o O •- %/" -ÎT* ^ T.7 0TT f-ri o +" t~r>o T 
UiiC VLy a LdA. j.z> xtw Uxd J. cw uiiC v «.v i. # j. k. 
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Figure 2.1. Schematic diagram or polarized nautron epectroze 
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unpolarized beam may then be analyzed into two equally populated spin 
states along the direction of the crystal magnetization. The crystal 
2 
reflectivities for the two spin states are proportional to (b ± p) 
where b and p are the coherent nuclear scattering amplitude and the 
coherent magnetic scattering amplitude respectively. By selecting a 
crystal reflection such that p = b (e.g., the (200) reflection of a 
Co 08 crystal), the reflectivity for one spin state vanishes and 
the reflected beam is highly polarized. The wavelength of the polarized 
neutron beam is selected by rotating the monochromator to an appropriate 
scattering angle. Contaminations from higher orders can be minimized 
by using effective filters. In the present experiment, most of the 
O 
measurements were performed for neutron wavelengths around 1.05 A with 
a plutonium filter placed in front of the counter. It was estimated 
that half-wavelength contamination would result in less than one-tenth 
of a percent error in the intensity ratio. 
The degree of polarization of a neutron beam is given by 
" = \ \ (2.9) 
n + n 1 1 
where n , I (n , I ) respectively are the number and intensity of the 
neutrons in a beam with spins parallel (antiparallel) to the direction 
and for a partially polarized beam -!<?<+!. 
Unlike many polarized neutron spectrometers which use Co-Fe 
crystals as monochromators and polarizers, the H3-1 spectrometers at the 
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HFIR employs a Si-Fe crystal as monochromator and polarizer. The 
advantage in using such a crystal is that it has a high reflectivity and 
consequently yields a monochromatic beam of high intensity. On the other 
hand, the Co-Fe monochromator yields a more highly polarized reflected 
beam. Hence when using a Si-Fe monochromator a correction to the 
measured intensity ratio of the two neutron spin states must be intro­
duced (see the Appendix). At regular intervals throughout the experiment, 
the degree of polarization of the incident beam was measured by using 
a Co-Fe analyzer crystal. 
A guide field in the order of 100 Gauss, produced by permanent 
magnets, is maintained along the neutron path between the monochromator 
and the sample. In one section of this path, a solenoid is placed so 
that the neutrons pass down its axis. The solenoid is used to produce 
a radio-frequency (RF) field directed perpendicular to the constant 
guide field. When the frequency is matched to the energy level separa­
tion of the two neutron spin states in the guide field transitions are 
j-iiuuccu uc uwccii Li:c6 c uwu ud uca . uy cuaj uo uxiig. uitc oi_rdig,ui.i WJ-
Tloa T1 "HAT f An +- cr»-î-n 1 n a f- f-a rKarî . "nP-nPA IS 
X d i. A. ^ ^ ^ ^ i. \ J * .i. iUV> _•/ w 
/-> ^ c 1—» ^ i-TT-, C» r» c T"\ gl-s 1 <a r\ f T-\c ma C7T-« c 
fields up to 60 kG. The basic experiment to measure the magnetic form 
factor is performed by setting the sample for a Bragg reflection and 
counting the reflected beam with the fliooer off and azain with the 
40 
sample off the Bragg peak while leaving the counter fixed. The Co-Fe 
analyzer crystal is used only to measure the degree of polarization of 
the incident beam or to optimize the flipper efficiency. The experi­
ment differs from the conventional diffraction experiments in that only 
peak intensities rather than integrated intensities are measured. This 
procedure is justified since only the ratio of the intensities for the 
two neutron spin components belonging to the same reflection is measured; 
hence all but the peak intensities presumably cancel. The ratio method 
also has the advantage that systematic errors tend to cancel so that high 
precision absolute measurements can be achieved. 
There are two separate counting channels: one receives pulses from 
a low efficiency detector which monitors the beam incident on the 
sample; the other records the pulses from a high efficiency detector set 
to receive the reflected.beam. After a preset number of counts in the 
monitor channel has been accumulated, the number of counts in the 
signal channel is registered by an on-line computer and printed out by 
à uciêLyuc. xii Liii5> wciy , ciuLouuiuxc cuiuuc::ii>ctLi.on j-ui isuici-Li xii 
the incident beam flux is achieved, Hc-^'ever, for soT7.e strong reflections 
t*7"î "î'nt"0'nQ*ît"T0c nT cr n ot* f-ln an r» rM in 4- c r\a v c f-n d r*al 
-  T ?  - c  V t t  ^  I / - » - -  - C .  " " • ' * * ' x ' *  ^ A 4. w ^  c. ^ LI uOliO .x.uj' 1. CI U. ^  W 1.V VAC t. C L/  vw J-
r\ T t- r> O m/->*-» -î ^  /-W TV* O O -P/^  *»• O r.-rV* r-> o -?r>+-Ot-\C"T^ ">OC "f f-
is preferable to leave the flipper on (off) for only a short period of 
time (less than 10 seconds), assuming that the incident beam flux is 
constant. If a drift in the reactor power is observed, the measured 
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The detectors are BF^ proportional counters. If standard commercial 
preamplifiers and amplifiers are employed, the effect of the finite 
resolving time of the counting instrument will cause a considerable 
counting loss for some strong Bragg reflections (typically for inten­
sities above 15,000 counts per second). It has been found that only 
pulses separated by time intervals greater than the resolving time p can 
be recorded by the counting system. Consequently the system fails to 
record certain ionizing events. The resolving time can be determined 
experimentally and if we let I be the average number of true events per 
_lp 
unit time interval, the observed counting rate is simply I ' = le 
High counting rate preamplifiers and amplifiers with resolving time as 
short as 0.5 usee are available. 
In the polarized beam measurement, one uses the polarized neutrons 
as a probe to measure the response of a paramagnetic material to an 
applied magnetic field. But at the same time the neutrons themselves 
also respond to the field and give rise to some undesirable experimental 
wiixv-tt <3^-L J- c i_ ui&c wuod-vcva JLii uciia JL u \ i. <=. iv • no uiic iic u-u x wiia 
ot-> o V» f MA m^rrr^ai-nn t n n îst- -f-'-to c OTTiT\ i a i- r\ p 
force. This force^ which gives rise to the aforementioned effects = is 
oppositely directed for the two different neutron spin states. As a 
result, the velocity and the Bragg scattering angle corresponding to 
the up spin neutrons at the sample location are different from those 
corresponding to the down soin neutrons. Moon et al. (75) have shown 
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AR = - tan 0 H —-—iâiiH (2.10) 
MVq s (G') d0' 
where y is the neutron magnetic moment, v„ is the neutron velocity. M is 
u 
the neutron mass, H is the applied field, 6 is the Bragg angle of a 
reflection and s(0') defines the slope of the crystal rocking curve. 
Since the measured quantity R - 1 = 4 F /F.^ is often of the order of 
M N 
-4 10 or smaller, the above error can be very serious even if the peak 
position is off by only 0.02°. The task of setting and maintaining the 
crystal position to better than 0.02° over the course of the measuring 
center of a superconducting magnet. Therefore, the ideal crystal for 
measurement should have a broad, flat-topped rocking curve. 
In the present experiment the observed rocking curves for various 
reflections all exhibited a full width at half maximum of 45 minutes of 
arc or greater and the peaks were reasonably rounded. Thus setting the 
crystal at the peak positions was not difficult. Before the measurement 
for a reflection was begun, the crystal was rotated through the peak 
position with a step size of 0.02° and the rocking curve was plotted. 
Then the crystal was brought back to the starting position, stepped 
towards and stooped at the oeak position. When the measurement was 
•• T c T» —I I T.T-n c (—  ^ « O  ^o tr>o  ^ O O 
01 tne peaK. position tnrougnout tne perioa or measurement was ensurea 
by reproduction of the original rocking curve within the limits of 
experimental accuracy. 
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Another undesirable side-effect arises from the design of the 
split-coil superconducting magnet used for polarized neutron experiments. 
When the first split-coil superconducting magnet was constructed at 
Brookhaven, it was found (76) that provided the two coils were built 
symmetrically and operated with equal current, severe depolarization 
occurred for neutrons traveling in the median plane between the two coils 
through the zero-field region where the magnetic field reversed direc­
tion. Subsequently, most of the magnet for polarized neutron experi­
ments were designed with unequal turns in the two coil so that the coils 
could be operated with equal currents and yet zero-field regions along 
the neutron path would be avoided. However, this produced a vertical 
separation of the two neutron spin states due to the vertical field 
gradient along the entire neutron flight-path. The vertical angular 
deviation between two neutrons with opposite spins, each initially 
traveling on the same horizontal track with equal velocities, is given 
by Moon ^  (75): 
65 = - I — dS (2.11) 
M-Q ' -z 
where the integration is along the neutron path, both into and out of 
the magnet. For the magnet of the H3-1 spectrometer at the HFIR operati 
in a vertical separation az the counter position of about 10 cm. Unde 
normal conditions, this effect will not cause a problem since the 
diameter of the counter and the width of the slit in front of it are 
wide enough to accept the entire reflected beam. However, if the cr\-sta 
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is slightly misaligned so that the scattering vector is not exactly in 
the horizontal plane, the observed intensity may be sensitive to the 
vertical divergence with a resulting error in the intensity ratio. 
Necessary precautions were taken in the present experiment to minimize 
this problem. Initially the sample was carefully positioned at the 
center of the beam. Then using a pair of large-scattering-angle-
reflections separated by 90° such as the (220) and (004) reflections, 
the goniometer arcs were adjusted until the intensities of both reflec­
tions were optimized and centered with respect to the counter position. 
In addition, the vertical position of the reflected beam of each reflec­
tion was checked before the measurement was begun. 
We have discussed the apparatus employed in a polarized neutron 
experiment and the major effects due to instrumental imperfections. The 
detailed derivation of the formulas to correct for incomplete beam 
polarization and imperfect spin flipping is presented in Appendix A. 
In addition, there are other important effects which complicate the 
incerpretacion of che experimenual results. We shall mentiou chese 
3 cliiil/ -k. • 
C. Sample Preparation 
The samples of CeSn_ used in tne present experiments were prepared 
by Mr. 0. D. McMasters of the Ames Laboratory. Correct amounts of 99.9% 
pure Ce and 99=9999% Sn were first acr-melted into a cylinder about 70 gn 
in mass. The melt was then placed in a tungsten crucible 3/4-inch in 
diameter and 3 inches in length with a 60° cone angle. Single crystals 
were grown from the melt using the Bridgman technique (77). The main 
part of the furnace employed in this method of crystal growth is shown 
schematically in Fig. 2.2. 
Inside the chamber of the quartz tube, the crucible was held in 
position in a tantalum susceptor which was set on a molybdenum heat 
sink connected to a water cooled copper pull rod. Induction heating 
was used to heat the susceptor and melt the sample. At about 1100°C 
the susceptor, crucible and sample were outgassed under vacuum. The 
chamber was then filled with purified argon gas to a pressure of about 
15 psi before the melting took place at about 1170°C. The sample was 
heated to about 1250°C and pulled from the induction coil area at a rate 
of 1/4-inch per hour. As the sample passed through the heating zone 
which had a certain temperature gradient, the nucleation of a single 
crystal was promoted to start from the tip of the crucible. After 
cooling the entire sample easily slid out of the crucible. No evidence 
was found of any appreciable oxidation or reaction with the tungsten 
crucible. 
Single crystals could be extracted from the sample by using 
standard commercial low speed diamond cutters, wire cutters or spark 
cutters. Experience shewed that the best results were attained by using 
a spark cutter. 
In a polarized neutron experiment the 'use of a single crystal of 
appropriate size is essential. For the present experiment a wedge 
abouc 6 mm thick» 35 mm long was first separated from a large sample cf 
CeSn^ which contained several s±ng±e crystals. Examination of the wedge 
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using standard neutron diffraction techniques established that at least 
two-thirds of the wedge contained a single crystal of CeSn^ exhibiting 
the Cu^Au crystal structure. Subsequently a single crystal, a parallel­
epiped approximately 5 mm thick and 15 mm long was extracted. One of 
the faces perpendicular to the long axis of the parallelepiped corre­
sponded to a (110) plane of the crystal. Aided by an orientation 
device and the crystal lapping equipment, the (110) plane was accurate 
to within a few tenths of a degree. To help avoid oxidation of the 
samples during crystal preparation and handling, the samples were either 
kept in an argon atmosphere or entirely submerged in oil during the 
cutting process. 
The single crystal was first used in a preliminary study by 
polarized neutrons at the Ames Laboratory Research Reactor (ALRR). 
Later, when the experiment was continued at the HFIR, the sample was 
Cut into two pieces in order to examine effects related to the size of 
the crystal. A description of the two pieces follows: 
1. Polarized neutron sample 1 (PNi;: a 4.b/ mm x 4.2/ mm x 1^.32 mm 
wxu.it uiic L/aodx uxotiC v.-*-—>-'/ • 
2. Polarized neutron sauiple 2 (?N2) ; a 5.28 mm x 5.03 mm x 2.36 mm 
plate with both faces parallel ro the (110) plane. 
D. Crystal Effects 
In the following we shall discuss two major crystal effects: 
namely, effects due to extinction and those cue to simultaneous reflec­
tions. Failure to identify or correct these effects will lead to 
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inaccurate interpretation of the experimental data. The strategy, 
however, is to design the experiment to avoid or minimize these effects 
as much as possible. If such an effect cannot be avoided, the errors 
caused by it have to be assessed and the corresponding corrections 
should be made in the course of data analysis. 
1. Extinction 
It is well-known (78) in diffraction theory that the integrated 
intensity of a Bragg reflection, A, can be written as 
R = QÔV (2.12) 
where ôV is a volume element of the crystal being irradiated and Q is 
a crystallographic quantity given by 
Q = • (2-^3) 
In the above expression, A is the wavelength of the neutrons, is the 
ninsber of unit cells per unit volume, F is the structure factor corre­
sponding to the Bragg reflection with scattering angle 25. 
T —. ^ ^ C ^  n ^ ^ % T ^ V v /«.TT •»»-» T T +-1"» ^ T * » ^ Xtx VV iiCt* Ow Ct 
few percent of the incident energy can be reflected by it. The incident 
beam diminishes in strength as it penetrates through an extended volume 
VI.  Lilt: J-IIJ-S piiciiuiiiciiuii j-C? . iu CIIVU-LU 
be stressed that extinction is fundamentally different from absorption 
(e.g., the neutrons are captured by nuclei which subsequently emit 
Y-rays). 
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Attenuation of the incident neutron beam in a 'perfect' crystal 
(one in which the atoms are ordered in a perfectly uniform and regular 
array) may be regarded as destructive interference between the neutron 
forward-travelling waves and the repeatedly reflected components 
travelling in the same direction with opposite phase. In such a case 
effective reflections take place only in a very thin layer, a penetration 
-4 distance on the order of 10 cm. Extinction in this case is called 
'primary extinction'. 
Most crystals are far from being perfect, and the ideal lattice 
regularity only extends over small regions called 'mosaic blocks'. These 
blocks are tilted slightly in orientation with respect to each other. 
If the dimension of the mosaic blocks in a crystal are small compared 
to the penetration distance so that primary extinction may be neglected, 
the crystal is said to be 'ideally imperfect'. In this case 'secondary 
extinction' can occur presumably only when two or more mosaic blocks in 
the crystal have identical orientations. As expected, extinction in an 
J. ec L Ci.y5>i.cix muCu severe ûiic-ii à. pê'Ji-cCÛ CryStlâ.j_. 
•r/-\*y 11 c a -î-r» m ai i ^ o Y* T tti ATI "f" c 
The mosaic spread of the polarized neutron samples of CeSn^, P^l 
ClXLt-L W "Za *_ lllCl U C\U. UV/ LJ C Z. _/ u, U, CO v_/ CLi. L/Jr Wi.4W 
width at half maximum of the (002) reflection, using a monochromatic 
neutron beam obtained by reflection from the (111) planes of a perfect 
Ce crystal. This indicated that the samples exhibited acceptable mosaic 
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free of primary extinction and we only need to consider the effects due 
to secondary extinction. 
The theoretical formulation of the effects of extinction in dif­
fraction experiments was first developed by Darwin (79) in 1922, and 
further studies of the theories and their applications to the inter­
pretation of x-ray and neutron diffraction data were carried out by 
Zachariasen (80,81) and Bacon and Lowde (82). The importance of sec­
ondary extinction in a polarized neutron experiment was realized and 
pointed out by Nathans ^  (71) in their pioneering experiment in 
1959 and has been recently reviewed by a number of authors (83). In the 
following we shall briefly summarize the major conclusions of the studies 
by Bacon and his collaborators and leave the treatment of the extinc­
tion correction to the Appendix. 
The mosaic structure of an imperfect crystal can only be approxi­
mated. Of the various models available, one which is frequently used 
assumes a Gaussian distribution W(A) for the mosaic blocks, i.e., 
W(A) = —-— exp (-A^/2ri^) . (2.14) 
r\y'2^ 
In the above equation W(A) is defined so that W(A)dA is the fraction of 
mosaic blocks which have their normals between the angles A and A + dA 
<-» " » ^ X*. ^ T ^ ^  ^  ^  «J —^ ^ ^ ^ /-i ^ ^  ^ /"X f 4- A TT\/"\ C "5 T 
i. ^  L. 1*^ Ci a t ^  C.L W v.. I I ^ ^  w 
blocks. Using such a model. Bacon and Lowde (82) calculated the inte­
grated reflectivity ïi from an ideally imperfect nonabsorbing crystal 
plate as a function of crystal thickness, structure factor and mosaic 
spread; the result is shown in Fig. 2.3. By comparison to the straight 
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line y = X in the figure which represents the extinction-free reflec­
tivity, it can be seen that extinction is more pronounced for the 
reflections with large structure factors, for thick crystals and for 
crystals with small mosaic spreads (i.e., small n). Bacon and Lowde 
proposed a criterion for a 'thin crystal', i.e., a crystal slab for 
which extinction will cause less than 5 percent error in the integrated 
reflectivity. This criterion may be written in the following form: 
n " n £n 6 "= t 
where a = Qt/sin 8 and t is the thickness of a nonabsorbing crystal. For 
a crystal with a linear absorption coefficient , the permissible 
thickness is actually less than t. However, this fact should not cause 
undue concern since, for most of the substances investigated by neutron 
scattering techniques, the dependence of % on is less sensitive than 
on the other factors. 
For the small crystal of CeSn_ (PN2) used in the polarized 
t" r\ n 1 0 Tn 1 ic -it" -rz-vv p t- o 1 ' Th 
fore we expect only small effects due to secondary extinction, A 
crystal PNl is outlined in the Appendix. 
2. Simultaneous reflections 
Simultaneous reflections occur when a single crystal is so oriented 
in a neutron beam that two, or more, sets of planes in the crystal 
simultaneously satisfy Bragg's law for a single wavelength. In terms 
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of the reciprocal lattice, this situation occurs when, in addition to 
the reflection of interest (primary reflection), other reflection(s) 
(secondary reflection(s)) simultaneously lie on the Ewald sphere of 
reflection. The case of one secondary reflection is illustrated in 
Fig. 2.4. As a result, the intensity of the primary reflection may 
undergo diminution, known as 'aufhellung', or augmentation, known as 
' u m w e g a n r e g u n g ' .  F o r  e x a m p l e ,  i n  F i g .  2 . 4 ,  r e f l e c t i o n  p r o c e s s e s  0 ^ 2  
and 1^2 would decrease the primary intensity of 0 ^  1 reflection 
whereas process 0 2 ->• 1 would increase the primary intensity. 
Experimentally, the effects may be observed by rotating the crystal 
slowly around the scattering vector of a given reflection. 
The effects of simultaneous reflection were first reported by 
Wagner (84) in 1920 and studied experimentally by Renninger (85) in 
1937. Studies to date separate in two categories: the determination 
of the crystal orientation at which simultaneous reflections occur, and 
the estimation of the effect on the intensity of a given primary reflec-
LJ-on u Lie LU une uj. luOré s>e^-uii'â,ciï v T êx.-lcC uj-OllS • 
In simple cases, the determination cf the crystal orientation at 
sultaneous reflections occur is straightforward, H?stlrigs 
et al. (86) have developed a FORTRAN IV computer code, based on the 
geometric construction of Cols _et (67) , to calculate the positions 
of simultaneous reflections in terms of wavelength and angle coordinates 
for all orientations in any cubic system. Recently, their code has 
been generalized to oermit the analvsis of anv orthorhombic lattice (88) 
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Ref. 89) 
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Using the distribution function given in Eq. (2.14) to approximate 
the mosaic structure of the crystal. Moon and Shull (89) in 1964 inves­
tigated the effects of simultaneous reflections on single crystal 
neutron diffraction intensities. They concluded that the effects of 
simultaneous reflections may become important when secondary extinction 
is not negligible and the magnitude of the intensity perturbation is 
determined by the quantities responsible for secondary extinction, 
namely the factor Qt/r, in Eq. (2.15). Thus extraneous intensity 
effects may be reduced by using small crystals with broad mosaic spreads. 
In addition, it is preferable to use a specimen crystal which is long in 
only one direction rather than a flat plate in order to limit the path 
length of the secondary reflections. 
In the present experiment, we used a computer program provided by 
Dr. R. M. Moon to calculate all the simultaneous reflections occurring 
with a given primary reflection and a given crystal orientation between 
two limiting neutron wavelengths. Based on the results of the calcula­
tion tor a certain (.primary) reflection, we chose rhe wavelengths ol 
the incident neutrons to minimize contamination from simultaneous 
reflections. Since the number of simultaneous reflections increases 
dramatically as the wavelength decreases, a wavelength as long as 
O 
1.31 A was used on same occasions. A few reflections were repeated more 
than seven times under various configurations including measurements at 
many selected wavelengths or with the sample rotated to a slightly dif­
ferent position about the scattering vector. In addition» the induced 
j_ c i.ClL.LWi.5% a L. V d l. -i. w u. ^3 Ciiiu vii ^ d c. J. OO v« C J. C àiiCdO ^ ^  O w .. w 
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single crystals (PNl and PN2) so that effects of simultaneous reflec­
tions due to differences in crystal size or shape could be identified. 
Nevertheless, based on the experimental evidence, we concluded that 
simultaneous reflections did not significantly affect the results. 
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III. FUNDAMENTAL THEORIES OF MAGNETIC SCATTERING 
The electromagnetic interaction between a neutron and a nucleus 
and ics electronic environmenc has been a subject of rheorecical 
study since the discovery of neutrons in 1932. To aid in this 
study the idea of magnetic scattering of slow neutrons was introduced 
and later was applied to the investigation of magnetic phenomena. 
Today, as well as in the past, new understanding of electronic and 
magnetic properties of matter can be obtained by a systematic 
analysis of the experimental results within the framework of the 
existing theory. In the following an overall view of the problem 
of elastic scattering of neutrons by an atom in an external magnetic 
field will first be presented and followed by a discussion of the 
principal interaction; namely, the magnetic interaction between 
a neutron and the atomic electrons. The formulas outlined in this 
chapter will be helpful in the analysis of the experimental results 
of r no -nol STT npiin-nn of rpsn 
J 
A. Elastic Scattering of Neutrons by an Atom 
in an External Magnetic Field 
The interaction between a slow neutron and an atom whose nucleus 
is positioned at the origin can be described by the following 
Hamiltonian 
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when V is the Fermi pseudopotential (90) 
with 
2 
V = + ib' + BÎ • a]6(r), (3.2) 
D, - o_ 
B = ^ J b = a^/2X. (3.3) /x T 1 L. 
In the above equations 
y = y_(eV2Mc) = neutron magnetic moment 
M = neutron mass 
-y 
p = neutron momentum 
I = spin of the nucleus 
a = Pauli matrix 
b = coherent nuclear scattering amplitude 
b_^, b_ = nuclear scattering amplitudes for the I + 1/2 and 
I - 1/2 neutron-nucleus states respectively 
b' = imaginary part of the nuclear scattering amplitude 
O = rnral ne^rron—ctoqc: chorion f 
X = neutron wavelength 
E = Coulomb field of the atom 
K = magnetic field due to the induced electronic soin and 
so 
orbital moments 
= magnetic field produced by the field induced diamagnetic 
currents in the atom 
Tiie coherent elastic scattering amplitude in the first Born 
approximation is obtained by caking che matrix element of Lhe 
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iiamiltonian in Eq. (3.1) between the plane wave states lkQ> and 
|k> of the incident and scattered neutrons. (kg and îc are the incident 
and scattered neutron wave vectors respectively) 
a(8) = (p T T- (b + <BI^>h'a + y J + i(Ycot6a*n + b') , (3.4) 
where 
= (q-t,)^ - E? , (3.5) 
3 ^ , (3.6) 
li 2 _ 
Y = Z[1 - f (6)] = 1.463Z[1 - f (0) ] X 10 ^ca (3.7) 
u 2Mc ^ 
; = <3.« 
tkqXkl 
In Eqs. (3.4) to (3.7) above, p is the magnetic scattering amplitude 
which will be discussed in more detail in the following sections, 
P^ is the diamagnetic scattering amplitude, q is a unit vector in 
the direction of the neutron momentum transfer vector g, is 
a unit vector in the direction of the external magnetic field H 
(along z axis), k_ is the Boltzmann constant, is the magnetic 
moment of the nucleus. Z is the atomir ni;mrn=>r of rhç atom, f (0) 
c 
is the atomic charge form facror and 6 is the Bragg angle. 
As can be seen from Eq. (3.4), a(S) is expressed as the sum of 
the three groups of terms, the first two groups being real while the 
final group is imaginary. The first term of the first group 
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characterizes the magnetic interaction of the neutron with the 
induced spin and orbital magnetic moments of the atomic electrons. 
The second term arises from the magnetic interaction of the neutron 
with the field-induced diamagnetic currents (91) in the atom. Since 
diamagnetism is a universal property, this term is always present. 
For paramagnetic materials, it is usually small compared to the 
first term; nevertheless, corrections have to be introduced to the 
measured magnetic scattering amplitudes (see Appendix A). In 
the second group, the first term is the familiar spin-independent 
neutron-nucleus interaction. The second term is the spin-dependent 
part of the nuclear scattering amplitude and is known as the 
nuclear polarization term (92). In general, the contribution from 
this interaction is quite small. However, as can be seen in 
Eq. (3.6), it may become significant at low temperatures for certain 
materials as was indeed observed (93) to be the case for vanadium. 
For CeSn„ the non-zero nuclear soins are from three Sn isotooes 
J, 
constituting about 17 percent of natural abundance. The nuclear 
polarization correction to the measured intensity ratio R 
(see Eq. (2.5)), at T = 4.2K with an applied field of 42.5kG, was 
estimated to be about one percent and hence was neglected. The 
n  ^o-rrn n t-» -t-T-i -Î c ry yr\ * tr\ i" c c c f-Vv o T7/-v "I xT ^ o v I'li ( ^ 
•r>-rvTn t-'n o a-y ^  r* ^ r\T\ +-V*ri r»"Wp-y"i!yoc "ÎTi 
the atom and the anomalous moment of the neutron. As can be seen 
in Eq. (3.7), this term can be neglected since is smaller than 
b for most of the atoms by a factor of 10^-10^ (hence 10^-10° smaller 
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in intensity). The first term in the third group is the neutron 
spin-neutron orbit interaction first considered by Schwinger (95) 
for the case of fast neutrons. This spin-orbit interaction which 
arises from the motion of the neutron magnetic moment in the nuclear 
Coulomb field is small compared to the main interactions, nevertheless 
it has been detected (96) experimentally. Consequently, we need to 
introduce a correction to the measured intensity ratio (see the Appendix). 
The last term contains the imaginary part of the nuclear scattering 
-16 
amplitude which in general is small (on the order of 10 cm) for most 
of the materials investigated by neutron scattering techniques. 
B. Magnetic Scattering of Neutrons by Atoms 
The theory of the magnetic interaction between a neutron 
and the spin and orbital moments of the electrons in an atom have 
been studied by many authors in the last 40 years. Its development 
occurred in the following stages: 
^ ^ " - - - - ^ ^ -T —. ^ ^ ^ ^ /s J..* L.1IC V CS U U a.Wi.1 WJ. 
the "sgnetic moments of a neutron and that of a ferromagnetic 
ion given by Bloch (97) and Schwinger (98) . in 1939 Kalpem and 
of neutrons by an atom with zero orbital magnetic moment. 
2. The general case of scattering by ions possessing both a spin 
and an orbital magnetic moment, such as the rare-earth ions, 
was first examined by Trammell (100) and subsequently extended 
bv edict and Saint-James (101) to include the scattering from 
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crystal field levels. The matrix elements of the interaction 
Hamiltonian were evaluated using the traditional Condon and 
Shortley (102) formalism which required involved calculations 
offering little physical insight into the problem. 
3. A more powerful tensor operator technique was introduced by 
Johnston (103) in 1966 to simplify the calculation of the matrix 
elements in the scattering cross section. His work was expanded 
upon in articles by a number of authors (10^ 110) and later 
was summarized in Chapter 6 of the book by Marshall and Lovesey (111). 
4. Recently Stassis and Deckman (112-115) presented a new treatment of 
the theory which made possible the application of the techniques 
of modern spectroscopy to the magnetic scattering of neutrons 
by an arbitrary system of particles. The magnetic scattering 
amplitude was expressed in terms of the magnetic and electric 
multipole moments the number of which was limited by selection 
rules based on the symmetry properties of the states of the system, 
in particular parity and angular momentum conservation. This 
formalism was subsequently used by Stassis et al. (116) to 
calculate the relativistic form factors of all the tripositive 
rare-earth ions. 
Since reviews of this latter approach can be found in the recent 
arcicles by Sinna (117) and Stassis (118), we shall proceed to outline 
the results of their formulation with emphasis on its application to 
studies of GeSn^. 
In general, both the ionic and conduction electrons in a metal con­
tribute to the neutron magnetic scattering amplitude. The ionic con­
tribution can be evaluated using electronic wave functions obtained by-
some type of self-consistent field atomic calculation using a potential 
appropriate for the metallic environment; the conduction electron con­
tribution, on the other hand, has to be evaluated using the solid state 
electronic wavefunctions otbtained in a detailed study of the band 
1 / - • + - 1 o  r \ ^  f - V v  o  
In rare earth metals and compounds the 4f electrons are considered 
highly localized, with the rare earth ion retaining the magnetic moment 
predicted by Hund's rules. When the unfilled 4f shell is well separated 
from the conduction band, within which the Fermi level lies, the ionic 
contribution to the magnetic scattering is dominant and this contribu­
tion can be calculated to excellent approximation by using the appro­
priate free ionic configuration. However, in the case of mixed-
valence systems in which the energies of the f-electrons are no longer 
well separated from the conduction band energies, effects such as 4f-
conduction band hybridization may become important on some occasions 
and large deviations of the magnetic scattering amplitude from that of 
the ionic part would be expected. Therefore, the ionic contribution to 
the magnetic scattering amplitude may serve as a reference for the 
detection of mixed-valenc character. 
1. The ionic contribution co che magnetic scattering amolicude 
The magnetic scattering of neutron arises from the interaction of 
bonh the soin and orbical currencs of che electrous wic'a the magnetic 
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moment of the neutron. It can be shown that the magnetic scattering 
amplitude for neutron momentum transfer vector q is given by 
p(q) = (lyk^)? • ? (3.9) 
where y = -1.91 is the neutron magnetic moment in nuclear magnetons, r^ 
is the classical electron radius, o is a Pauli matrix, and is a 
dimensionless operator related to the Fourier transform of the current 
density j(r) of the system by 
V ^ = - i ( ) q X <f I j (r) exp(iq • r)dr|i> (3.10) 
where m is the electron mass, e = -|e| is the electronic charge, q is a 
unit vector along q, and |i> and |f> denote the initial and final states 
of the system respectively. By analogy with the matrix elements in 
Eq. (3.10) which appear in the well-known problem concerning the inter­
action of polarized electromagnetic radiation with atoms, one obtains 
. [ Y ! -8il_ 
\ I :  I -  ^  I L. 1 f — 1 -  V-
1 
k,m ^ ' 
- i(q X I 
where X, (q) denotes the vector suerical harmonic ,(q) and 
Izz ^  - K.K.i. km 
and are irreducible tensor operators corresponding to the electric 
km 
and magnetic multipoles or the system respectively. Note that since 
both and (q x are transversa tc q, Eq. (3.11) explicitly 
exhibits the fundamental property of magnetic scattering, namely, that 
the magnetic moment of the neutron couples only to the transverse 
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components of the current density. In addition, in the limit q 0 
these operators are, of course, proportional to the static multipole 
moments of the system. 
Let us consider only scattering within the configuration. By 
parity conservation only even order electric and odd order magnetic 
multipoles contribute to the magnetic scattering amplitude. In addition, 
since the multipole operators are one-electron operators, their rank 
must be less than or equal to (22 + 1). Thus the magnetic scattering 
amplitude is determined by the matrix elements of a limited number of 
electric (k = 2, 4, ..., 21) and magnetic (k = 1, 3, ..., 22+1) multi-
poles. Furthermore, by conservation of angular momentum, we obtain the 
conditions: |j - J'| <k< |j + J'|, and M = M' + m, where J', M' and 
J, M are the angular momentum quantum numbers of the initial and final 
ionic states respectively. It can be shown that the multipole operators 
can be written as 
„(e) ^ k k\%(0,k)k ^  y ^ 
Kr: I - ' - - -m . • - m _i 
^ = ? /. 7C- V < 9? 
M = i^ '^ ! R(™)(0,k,k)w(°'^ )^  ^+ I R(*)(l,k',k)w(^ '^ ')* I , 
kZT! ! m m I iC"=.<,-KXl 
, 21+1; k' < 22 (3.13) 
where the non-vanishing matrix elements of the tensors and 
/1 k ' ^ k 
can be calculated using the generalized wigner-Eckart theorem 
ôô 
= (-)'^"^[(2J+l)(2k+k)(2J'+l)]^^^f ^ ^', j 
r S S ' K ' 1 , , 
.< L L' k' > (eliwlK _ (3,14) 
[j J' k J 
In this equation, 0 is the set of additional quantum numbers needed to 
completely specify the state, the quantities (* ' ') and {I I I} are 
conventional 6-j and 9-j symbols. The R's in Eqs. (3.12) and (3.13) 
are the relativistic radial integrals given in explicit expressions by 
Stassis and Deckman in Ref. 115. In the nonrelativistic limit, only 
the R's in the Eqs. (3.12) and (3.13) need to be replaced by their 
corresponding nonrelativistic form. More specifically, the multipole 
operators in Eqs. (3.12) and (3.13) are replaced by the following 
expressions : 
tÛ) ^ ik+l[R (k)w(°'k)k^ + R.(k,k)w(l'k)k] ^ k = 2, 4, ..., 11 (3.15) 
km Z m 1 m 
^(m) ^ ^k-rlj 2 f%Aw(0'k)k y R, (k'1, 
Km L U- - m ^ ' m J 
k = 1, 3, ..., 22+1 (3.16) 
where the nonrelativistic radial integrals R^Ck) and R,(k',k) for d- and 
f-electrons can be found in Ref. 114. 
In the following we sumniarize the important expressions for the 
magnetic scattering amplitude in the case of elastic scattering by an 
atom or ion whose state is either a single or mixed Russell-Saunders 
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state of the configuration. These formulas are useful in the analysis 
of the polarized neutron results for CeSn^ which will be discussed in 
Chapter IV. Only nonrelativistic expressions, which are excellent 
approximations, are given here. 
a. Scattering from a single Russell-Saunders state 1I n  
this case the electric multipole contribution vanishes and only the 
m = 0 component of the magnetic multipoles contributes to the scattering 
amplitude. This scattering amplitude can be written as 
1/2 
p^ (cosp){RQ(k)w(°'^ )^  
+ I R , k = 1, 3, ..., 22+1 
k'=k±l 
(3.17) 
->• 
Here is the so-called magnetic scattering vector defined by 
= (q • Egïq - (3.18) 
where is a unit vector along the z-axis (q-.ianti zation axis of the 
t 
ion) . p,^ is the derivative of a Legendre polynomial and c is the angle 
between q and e. 
b. Scattering amplitude for the transition 8'J'M^ 9JM If the 
initial (final) state jî>'> (|0>) can be expressed in terms of Russell-
Saunders states j 6'J'M'> (|6J>l>) of the I" configuration, i.e., 
| o ' >  = ^ a( e',J',M' ) i e 'J'M'> (!')> = T  , 
e'.j'.M' ' e.j.M 
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the magnetic scattering amplitude can be written as 
p ( q )  =  I a*(0JM)a(0'J'M') p (q) , (3.20) 
0,J,M 
where 
1/2 
k,m 
+ - i[q X Xj^(q)][RQ(k)W^'''''"" 
+ I R (k',k)W^^'^'^^]}!e'J'M'> . (3.21) 
k'=k+l ™ 
The first term in curly brackets gives the electric multipole contribu­
tion consisting of terms for k = 2, 4, ..., 22 and thh second gives the 
magnetic multipole contribution consisting of terms for k = 1, 3, ..., 
22+1. 
This formulation will be applicable, for example, when crystal field 
" n r  _  
c. Magnetic scattering by a paramagnetic crystal in an external 
magnetic field B The calculation of the coherent magnetic scattering 
of neutrons by a paramagnetic crystal in an external magnetic field B, 
a problem of primary interest in polarized neutron experiments, can be 
quite complicated. However, once the crystal electronic ground state 
rrV* ^ f •>-T.r o v/4 T'V*^ c -î ty>t> "To f g Ti -i T.?r» r\C a 
state is a single Russell-Sanuders state jSJî^. In the presence of the 
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magnetic field the ground state is split into (2J+1) levels whose 
probability of occupation is e (E e where g = - gp B/k T (g is the 
M ® ^ 
Lande splitting factor, kg the Boltzmann's constant, the Bohr magneton 
and T the temperature). The coherent paramagnetic scattering amplitude 
is then 
E e ®^p(q) 
H 
where p(q) = p (q) is given in Eq. (3.17). 
If the crystal ground state is not a single state and the energies 
of the splitting due to the magnetic field are small relative to the 
unperturbed energy levels (with no external field), perturbation theory 
can be applied to determine the energies and wavefunctions of the 
splitting levels. Then the magnetic scattering amplitude of each level 
can be calculated using the formulas given in case 2 above and the 
coherent magnetic scattering amplitude is obtaipeo frnm Ec. (3.22) by 
replacing SM with denoting the energy of the level. 
2. The conduction electron contribucion to the magnetic scattering 
amplitude 
As we pointed out earlier, the calculation of the conduction elec­
tron contribution co the coherent magnetic scattering by a metal in a 
magnetic field requires the use cf the solid state electronic vavefunc­
tions cf the metal. Unfortunately, accurate calculations of the elec­
tronic ground state for rare earth metals and comnounds. esneciallv 
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those exhibiting valence fluctuations, are not presently available (119). 
In the first place, as a result of being highly localized, the 4f elec­
trons in an open shell experience large intra-atomic Coulomb and 
exchange correlation interactions which are not treated properly by the 
traditional band structure approach. Second, the hybridization between 
the 4f states and the conduction electrons which gives rise to many 
anomalous properties is very sensitive to the potential used in the 
calculation. But the potentials used in band calculations, such as the 
muffin-tin potential used in the APW method, are not accurate enough to 
provide reliable results (120). Finally, not all the band calculations 
are performed in a self-consistent fashion. Therefore, new models or 
techniques are undoubtedly needed for band structure studies of rare 
earth metallic systems. These problems notwithstanding we shall outline 
the formalism in the calculation of the conduction electron contribu­
tion to the magnetic scattering amplitude as if an accurate potential 
and the solid state electronic wavefunctions had been obtained. 
The conduction electron contribution to the magnetic scattering 
amplitude can be wricten in the conventional form 
p(q) = f(q)a • (3.23) 
vhere o and ^  have been defined above and fCq) is the induced magnetic 
form factor given by 
|y|r 
f(q) = -in—3x__(q\0) . (3.24) 
The z-axis is chosen to coincide with the direction of the external 
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magnetic field and % is the generalized susceptibility function. 
In the absence of significant spin-orbit coupling the generalized sus­
ceptibility consists of a spin and an orbital component: 
= Xz%)(q.O) + X^ z^ Cq^ O) . (3.25) 
The spin part of the susceptibility function in the absence of exchange 
interactions is simply the Fourier transform of the induced spin mag­
netization at the Ferini level: 
ko 
where k denotes the electronic wavevector, c is a spin index, denotes 
the Bloch wavefunction with energy eigenvalue E^_, and is the Ferai 
level. Thus, once a detailed band structure analysis of the system has 
been made, the evaluation of the generalized spin susceptibility is 
relatively straightforward. 
On the other hand, the practical evaluation of the generalized 
orbital susceptibility is a difficult computational problem. Even in 
the tight binding approximation the calculation requires the evaluation 
unoccupied states. The onxy caicuiationor tnis Kind to date is mat ror 
chromium by Oh et al. (121). 
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IV. RESULTS AND DISCUSSION OF THE POLARIZED NEUTRON EXPERIMENTS 
A. Presentation of Experimental Data 
Tl-te magnetic form factor measurements (122,123) were performed 
using the HB-1 polarized neutron spectrometer at the High Flux 
Isotope Reactor (HFIR) of the Oak Ridge National Laboratory. The 
angular dependence of the quantity 4 (see section A of 
Chapter II) of CeSn^ in an applied magnetic field of 42.5kG has been 
determined at 300, 150, 70, 40, 15, 4.2, 3.0 and 1.7K. The magnetic 
field was provided by a split-coil superconducting magnet installed 
on the sample table of the spectrometer. All the measurements; 
except those at 3.0 and 1.7K, were performed on both samples PNl and 
PN2 (see section C of Chapter II for sample description). At all the 
temperatures, the field was applied parallel to the [110] direction 
so that intensity ratios for the (hh2) reflections were measured. 
In addition, measurements of intensity ratio for the (hkO) reflections 
were performed on the PN2 crystal at 4.2 and 40K, with the field 
applied parallel to the [001] direction. All data were corrected for 
the inefficiency of the counting system, the incomplete beam pclarizat 
and imperfect spin flipping, and for the contributions arising from 
the field induced diamagnetisn and the neutron spin-neutron orbit 
interaction (see tîie Appendix). The data cI tht; PNl sample^ the cryst 
with a larger thickness> were corrected for secondary extinction (see 
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The value of q = for a reflection (khJi) was calculated from 
r~2 2 2 
sine / h + k + a 
X 2a (4.1) 
by using the lattice constant (54) a = 4.27lX. As mentioned earlier 
in Chapter II, there are two types of Bragg reflections giving different 
values for the elastic nuclear structure factor. That is, neglecting 
effects due to thermal vibrations of the atoms, 
^ b ^  + 3 b for unmixed Miller indicies (fundamental.) reflections. 
~ I (4.2) 
'• j b^g - bg^, for mixed Miller indicies (superlattice) reflections. 
The values of 4F^(0)/F^ were normalized to the fundamental reflections; 
i.e., the values of 4F (6)/F for the superlattice reflections were 
M Oi 
multiplied by the follow factor: 
b„ - b 
= -18.0625 (4.3) 
-12 -12 
Here values (124) of b^^ = 0.482 x 10 cm and bg^^ = 0.61 x 10 cm 
npTTP npgn used for Liie nuclear scattering amplitudes of Ce and Sn 
respectively. 
The experimental results are summarized in Tables 4.1 and 4.2. 
If a single reflection has been measured more than one time, the 
weighted average of the observed values is given. Furthermore, a 
preliminary set of measurements in a field of oOkG, was performed on 
the original crystal (before in was separated into the ?N1 and ?N2 
samples) using the polarized neutron spectrometer at the Ames Laborator 
Research Reactor (ALRR). Tne results of these measurements, which are 
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Table 4.1. Magnetic form factor data of CeSn-j obtained at the HFIR 
and the results of form factor fitting 
T = 300K , H = 42.5kG , H//[110]. 
h k I sin0/A (A obs." y  
, b 
caic. y  
c 
obs. y  
-, H 
caic. y  
0 0 0 0.0 5.700 5.411 
0 0 1 .106 5.208±.18 5.479 5.1371.15  5.201 
1 1 0 .150 5.595±.18 5.275 5.3471.19 5.007 
1 1 1 . 183 5.017±.14 5.120 4.9331.18 4.859 
0 0 2 .212 4.630±.22 4.883 
1 1 2 .259 4.1271.21 4.537 
2 2 0 .300 4.344+.14  4.213 4.0421.19  3 .999  
2 2 1 .318 4.001±.26 4.066 
2 2 2 .307 3.559±.18 3.665 
2 2 3 .437  2.8541.31 3.106 3.0781.22 2.949 
3 3 0 .449 3.1011.40 3.013 
1 1 4 .449  2.6501.38 3.013 
3 3 1 .452 3.2321.15 2.916 
U 2 . 497 6. •  ^t 2.659 
2 2 4 . 519  ^  ^r\ n , r\ r\ Z.  / UJ.Z • Z.V 2.509 
3 3 3 .550 2.3651.15 2.299 
4 4 2 . 635 2.2881.22 1.801 2.184±.20 2.182 
^ /• / IT TO 1 o 0*"*^  1 o 
-^toTHOC! ^ f /' T /T V 1 n ^ +-^-T-*-*o/^ nc-ir^o f-Vio 13^ 1 c;3Trir^To 
^Measured values of 4 F^/F^ x 10"^ obtained using the ?N2 sample, 
d 3 TT^liiôC /"\ f /i TT /T V 1 A /-sT-s ^p-iT»0/^ n <31 O t" n O ??C 9 C ^TnT\ 1 o 
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Table 4.1. Continued 
T = 150K, H = 42. 5kG, H//[001] 
h k ?, s in9/X(A •1, obs.^ )  y  calc/b y  obs.^ y  calc.^ y  
0 0 0 0.0 7.005 6 .876  
0 0 1 .106 6.721±.16 6.734 6.467±.18 6.609 
1 1 0 .150 6.4611.17 6.483 6 .359±.17  6 .363  
1 X 1 .183 6.279±.15 6.235 6 .4882.19  6.119 
0 0 2 .212 6.207±.21 5.890 
2 2 0 .300 4.942±.15 5.187 4.781±.19 5.082 
2 2 1 .318 4.882±.25 4.996 4 .702+.25  4.904 
2 2 2 .367  4 .5431.19  4.504 
0 0 4 .427  3.9791.27 3.870 
3 3 0 .449  4 .199±.28  3 .702  
3 3 1 .462  3 .776±.16  3 .584  
3 3 2 .497  3.4071.26 3.207 
3 3 3 .550 2.6141.19 2.773 
4 4 2 .635 2.291±.20  
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Table 4.1. Continued 
T = 70K, H = 42.5kG, H//[110] 
h k X J  t> J.UO / A y 
obs.^ y  __calc.^ y  ^obs. y  
calc. 
0 0 0 0.0 5.919 5.9]2 
0 0 1 .106 5.927±.19 5.689 5.7351.19 5.683 
1 1 0 .150 5.6181.18 5.477 5.2961.19 5.471 
1 1 1 .183 5.560±.15 5.268 5.3531.20 5.262 
0 0 2 .212 5.1981.24 5.064 
2 2 Q .300 4.147+.15  4.374 4.4801.18 4.369 
2 2 1 .318  4.058+.21 4.221 
2 2 2 .367 3.806+.18 3.805 
3 3 0 .449 2.708±.27 3.128 
3 3 1 .462  2.727±.16 3.028 
2 2 4 .519 2.4041.25 2.602 
3 3 3 .550 2.1991.17 2.387 
4 4 2 .635 1.8501.20 1.869 
Table 4.1. Continued 
T = 4OK, H = 42.5:<G 
h k % si»0/X(%-l) 
0 0 0 0.0 
0 0 1 .106 5.458:'-. 17 
1 ] 0 .130 5.0571.16 
0 (I 2 .212 
2 ? 0 .300 3.9711. 1 8  
0 0 3 .31.8 
0 () 4 ,424 
2 ? 4 .519 
oalc.^'^' obs.^ y y 
5.559 
5 .344  5.5671.19 
5.145 4.9291.18 
4.9271.22  
4.109 3.5641.21 
3.3931.31  
3 .2701.20  
2 .4301.26  
^'H//[110] . 
^11//[001]. 
calc.^'^ obs.C'f calc.d» y y y 
5.455 5.452 
5.244 5.4531.19 5.241 
5.048 5.0091.18 5.046 
4.673 4.9071.21  4.670 
4.032 3 .4301.22  4 .030  
3 .891  3 .747+.30  3 ,889  
3.070 
2.401 
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Table 4.2. Magnetic form factor data of CeSn^ in the 1.7-40K temperature 
range and the results of the form factor fitting 
h k & ^ (Â-h PNl PN2 
nhc; . calc ; aVic 
PN2 
nKc 
y 
0 0 0 0.0 
0 0 1 0.150 7.308± .20 
1 1 0 0.183 6.140 ± .19 
111 0.212 4.847 ± .18 
0 0 2 0.300 5.522 ± .19 
2 2 0 0.318 4.353 ± .20 
2 2 1 0.318 3.544 ± .18 
0 0 3 0.318 4.700 ± .21 
1 1 3 0.351 3.438 ± .15 
2 2 2 0.367 3.381± .17 
0 0 4 0.424 3.596 ± .19 
3 3 0 0.449 2.316 ± .40 
Q T 1 f \ A ^  V V À *> 'A -t- 1 ^  
4 2 0 0.474 
2 2 4 0.519 2.542 ± .15 
3 3 3 0.550 2 .002±.15  
4 4 2 0.635 1.560 ± .22 
9. 
7.296 8 .288±.20  
6 .137  6 .983±.20  
5.295 5.055 + .18 
5.531 6.310± .30 
3.947 4 .369±.18  
3.671 3.4981 .18 
4.503 5.501±.22 
3.321 
3.225 3.337±.18  
3 .586  3 .925±.20  
2.912 2.884±.39  
2 .485  2 .339± .18  
2 .225  1 .818± .20  
1.759 1,694 ± .23  
8.470 7.308±.20  
6.869 5.034 = .19 
5.728 
6.142 5.500±.19 
4.104 4.248±.23 
3.760 
4.966 5.165 ± .22 
3.087 
3.966 3.714 ± .20 
3.064 
2 .649±.20  
2 .638  
2 .343  
1 .858  
^//[IIQ], T = 4.2K, H = 42.5kG. 
^H//ro01], T = 4.2K, H = 4.25kG. 
"Measured values of 4 % 10'. 
Voluss ox 4 x 
4.2 
k £ 
0 0 
0 1 
1 0 
1 1 
0 2 
2 0 
0 3 
0 4 
3 0 
2 4 
: 
ërp 
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Continued 
PNl® PN2® PNl^ 
sin6/%-l\ , c . d , c 
—:—vA ) obs. calc. obs. A y y y 
,106 
.150 
.183 
.212 
.300  
.318 
.424  
5.732 ± .15 6.909 ± .18 
5.234 ± .16 5.833 ± .18 
4.768 z .16 4.845 ± .20 
5.614 ± .22  
3.601i .18 3.696 ± .22 
4.280 ± .27 
3.679 ±  .20  
7.066 ± .15 
6.014 ± .15 
5.072 ± .18 
4.018 ± .18 
.519 2.247 ± .21 
15%, K = 42.5kG. _ 
I 
3.0K, H = 42.5kG. ^ H//[110]. 
I 
1.7K, H = 42.5kG.  
Table 4.3 Experimental results of the magnetic form factor measurements 
of CeSn^ obtained at the ALRR^ 
Experimental conditions: original crystal 
H// [001] 
À = 1.05Â 
Co-Fe monochromator 
Pu filter before sample 
4.2 rv 
h k 2 sinG/X yObs- yO^S' y°bS' y°bs-
(A"') (10-3) (10"^) (10"3) (10"3) 
1 1 1  
2 2 0 
0 0 4 
2 2 4 
0.183 5.139±.10 6.011±.ll 5.313±.13 4.844±.13 
0.300 4.250±.17 4.854±.16 4.262±.20 3.815±.20 
0.427 3.211±.20 
0.519 2.761±.25 
The measurements were performed with an applied magnetic field of 
60kG; the data given in this table are normalized to H = 42.5kG. 
given in Table 4.3, were found to be in good agreement with those 
obtained at the HFIR. 
B. Discussion of Experiment Results 
The goal of the polarized neutron experiment is to study the 
field-induced magnetic form factors of CeSn^ at various temperatures. 
Since the magnetic form factor is related to the electronic wavefunctions 
at the Fermi level, information about the exact nature of the ground 
state of a mixed valence compound can be obtained. Furthermore, if 
the system exhibits temperature-induced valence fluctuation, a study 
of the temperature dependence of the magnetic form factors of this 
material can provide insight into the mechanism of valence fluctuation. 
One important conclusion can be reached immediately by inspection 
of Figs. 4.1 to 4.3 which illustrate the general features of the 
magnetic form factor data of CeSn^ at temperatures ranging from 
300-4.2K. At temperatures between 300 to 40K, the smooth fall-off of 
the experimental points with increasing 6 indicates that the magnetic 
moment distributions in this temperature range are almost spherical, 
resembling to those of isolated free ions. On the other hand; at 
temperatures below 40K (e.g. at 4.2K) the magnetic form factor data 
show large deviations from a smooth curve suggesting a significant 
anxsctrcpy in che spiLlal uistribution of the induced magnetization. 
Therefore it is natural to present the data analysis into two parts 
corresponding to these two ranges of temperatures. We shall first discuss 
the results at temperatures between 300 to 4ÙK. 
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300K 
50K 7 
70 K 6 
o 
5 
40K_ 
Li. 
3 Tf 
1 
U 7 3 4 6 7 0 
s i n  6  
Figure 4.1. Magnetic form factor data obtained with the ?N1 (open 
circles) and ?N2 crystal (solid circles) at 500, 70. 40K 
with the field parallel to the IllO] direction. The 
triangles are data obtained with the 2 Tcm thick crystal at 
40K with the field parallel to the ilGOj direction. For 
the sake of clarity ve ozitted the error bars of sonie data 
points 
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CeSn 
42.5 kGi'/y 110 
H4 CD 
X 
Figure 4.2. Magnetic form factor data obtained with the 7^1 (solid 
d ?M2 crj's tal (open circ les) at 4.2K with the 
field paral lal to r 1 1 A 1 or.. T n 0 •^ TZ.S.T.^ l es are 
calcul .ated values ass ' > ry  ^f-  ^'"n O >.l 1 »  ^ t W k. & induced noment con-
sis ts a C O r> r\ a—^  t-%*• V • • • fc"* W » .  ^ of e„ s>™etry (see 
text). Tu C solid lin ca i. cy i. CO c-ii L. he 4 ,_ • ' . • .on 
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CeSng 
T = 42K ^  
ri - 42.5kG 
o H//1 110 ] 
Z 
u. 
J 
sin 9 
A 
Figure 4.3. Comparison of the magnetic fcr= factors obtained with the 
PN2 crystal at 4.2K with the field parallel to the 1110] 
(open circles) and with the field parallel to the LlCC] 
direction (full circles). Notice the large difference 
in the values ox the (110) reflection (the second inner 
reflection) 
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1. Magnetic form factors in the 40-300K temperature range 
In general for rare earth ionic compounds it is expected that 
the chief contribution to the magnetic form factor arises from the 4f 
electrons of the rare earth ions. In addition, in the 40-300K temperature 
range the smooth fall-off of the magnetic form factor data with 
increasing 0 indicates spherical moment distributions like those of 
isolated ions. Therefore, it is suggestive to compare the observed 
data with the free 4f magnetic form factor of Ce^. Comparison of 
experiment with theory consisted of a least squares fitting procedure 
2 
which minimized the chi-squared (% ) function defined as 
1 
F, \ 
- Xf^^ 
X 
/ 1 
(4.4) 
In the above equation i is an index of the measured reflections; 
(4 F is the observed value of 4 F /? (see Table 4.1) 
M w M N 
4f 3+ f is the theoretical magnetic form factor of the Ce free ion, 
evaluated using relativistic electronic wavefunctions (116), and x 
is a fitting parameter. 
The results of fitting the observed data at 300, 150, 70 and 40K 
to the free ion 4f magnetic form factor of Ce^' are shown in Fig. 4-1 
(for numerical values, see Table 4.1). As can be seen, firsr. the 
data obtained with both the ?N1 and ?N2 crystals in the 30u-40K 
temperature range and the field applied parallel to the [110] direction 
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are in good agreement; second, • data taken .with, the PN2 crystal at 40K 
and the field parallel to the [lOO] direction are in good agreement with 
those obtained with the field parallel to the [110] direction; third, 
in this temperature range the experimental data can be fitted quite 
3+ 
well with the theoretical magnetic form factor of the Ce free ion. 
This observation implies that in the 300-40K temperature range the 
induced magnetization has a spatial distribution characteristic of 
34-
the localized 4f electronic density of the Ce free ion. 
2. Temperature effects 
In this section we shall examine the temperature effects on the 
magnetic form factor data due to thermal vibrations of the atoms. 
Thermal displacements of the atomic nuclei and thermal fluctuation 
of the electronic magnetic moments lead to a modification of the coherent 
nuclear and magnetic structure factors by inclusion of the appropriate 
Debye-Waller factor to each atom. If one assumes that only the localized 
âf olpcrrons or the Ce ionis cûiitribute to the magnetic scattering 
amplitude, Sqs. (2.6) and (2.7) need to be modified as follows: 
F..(0) = P^ l^8)exp[  ^(h^  + + £^ ) [ 
^ l_ (47ra) 
'vf^*(9)exp ) — (h^ -r k^ -r zhi (4.5) 
Z • - • ! I 1 i.UT7a.) I 
87 
F (0) = b„exp } ^ (h^ + + &^) 
' (4na)^ 
exp[i7r(k + a) ]exp ^ + sfck" + S,") U 
L (4%a)^ 1 1 j 
[-+ exp [iirCh + 2)]exp ^ [B:^^ + B^h^ + 2^)] 
- exp[i7TCh 4- k)]exp F ^ [3.%^ + B+ k^)]r | (4.6) 
L (4na)2 1 1 jf 
where subscripts 1 and 2 refer to Sn and Ce respectively, hkil are 
the Miller indicies of a reflection, a is the lattice constant and the 
"B-factors" (125) B^, B^, B^, are the independent elements of the 
so-called mean-square displacement matrices jB for the Ce and Sn atoms. 
In general it requires six independent matrix elements to define 
the 3x3 matrix B for each atom in the unit cell; an element B. . 
- 13 
represents the time-average value of the atomic displacements along 
However, site synmetry of an atom in the unit cell often reduces 
the number of independent matrix elements. For CeSn„ the cubic 
symmetry (0 ) of the Ce atom sites demands an isotropic 3-factcr (125 
(one independent element) whereas the tetragonal svmmetr\' (D..1 of 
' 4n 
- //' the Sn atom sites requires two independent elements, B^ and B^, 
respectively representing the time average of the atomic displacement 
squared perpendicular the cube face and in the plane of the face. Th 
anisotropic thermal vibrations of the Sn atoms are illustrated 
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The B-factors can be determined experimentally by neutron 
diffraction techniques. Recently neutron Bragg diffraction measurements 
(126) have been performed on the PNl crystal of CeSn^ at the CP-5 
research reactor of the Argonne National Laboratory. At room tempera­
ture the integrated intensities of over 230 hk£ Bragg reflections 
(which reduced to 28 independent superlattice reflections and 13 
independent fundamental reflections) were measured using a four-circle 
diffTactometer. The experimental results confirmed the ordered 
Cu^Au crystal structure of this material. Furthermore, the observed 
intensities could be explained satisfactorily by the elastic structure 
factor given in Eq. (4.6) (see Fig. 4.5). From a least-squares analysis 
the following values of the B-factors were found: 
B„ = 1.54 + .055 A^ for the Ce atoms; 
% o2  / /  o2  
B, = 1.95-r .043 A , B- =• 1.34 -r .049 A for the Sn atoms. 
1 — 1 
In addition, the B-factors at room temperature obtained from an 
independent X-ray diffraction experiment (125) using a different 
single crystal of CeSn^ were found to be in good agreement with the 
above values. 
Tp.k-ing the temperature effects into consideration, one needs to 
coinpare the magnetic form factor data (those are not normalizec to the 
fundamental reflections) with the theoretical values of (a)/F^(G) 
using the modified structure tactcrs given cy r.q. ^4.2; ana '.h.o,' 
From the results of a least-squares fitting (see Fig. 4.6), it was 
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X 
O Sn 
Figure 4.4. Anisotropic thermal vibrations of the Sn atoms in CeSn^ 
illustrated by the thermal ellipsoids of the Sn atoms. 
Results of the and x-ray diffraction experiments 
(126) indicated that the average atomic displacements of the 
Sn atoms along the directions perpendicular to the cube 
faces are considerably larger than those in the planes of 
the faces. Thus, it seems that in this compound, the Sn 
atoms exhibit a tendency to move towards the empty space in 
the center of the cube 
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Figure 4.5. The results of the least-squares fitciag oi 
integrated intensities of the Bragg reflections to the 
theoretical nuclear structure factors given by Eos. (4.5) 
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igure 4.6. Results of fitting the ir.agTietic form factor data obtained 
at 300K to the 4f magnetic form factor of Ce^"^ ions taken 
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found that the temperature effects on the magnetic form factor data 
were insignificant (see Table 4.4). Comparing Figs. 4.1 and 4.6 one 
observes very little difference between the calculated values given 
by the two fits, one includes temperature effects and the other does 
not. Therefore, we concluded that thermal vibrations of the atoms 
do not influence our interpretation of the room temperature data in 
the previous section. Since the form factor data are similar in 
the 300-40K temperature range, it is reasonable to assume that effects 
of thermal vibrations of the atoms do not play an important role in 
our data analysis in this temperature range. Moreover, we did not 
observe any remarkable differences in the phonon frequencies of CeSn^ 
between the room temperature and the low temperature (T below 15K) 
measurements (see Chapter VII). Therefore we assumed that effects of 
thermal vibrations on the low temperature magnetic form factor 
measurements are negligible. With this assumption in mind, we shall 
proceed to analyze the magnetic form factor data at temperatures below 
4UK. 
3. Magnetic form factors at temperatures below 40K 
As shown in Fig. 4.2 and Table 4.2, at temperatures below 
approximately 40K large deviations from the 4f magnetic form factor 
were observed. The data do net fcllcv.' a. curve which is 
indicative of a large anistropy in the spatial distribution of the 
induced magnetization. This led us to investigate the possibility 
of additional contribution to the magnetic form factor arising from 
.4. 
k I 
0 0 
0 1 
1 0 
1 1 
0 2 
1 2 
2 0 
2 1 
2 2 
2 3 
3 0 
1 4 
3 2 
2 4 
3 3 
4 2 
Fitting of the magnetic form factor data at 300k including 
temperature effects 
. ,0-1 obs. calc. obs. calc. 
sinô/À (A ) y y y y 
norm norm 
0.0 5.687 
.106 -94 .070 ± 3 .25  -98.629 5.214 5.466 
.150 -101 .060 ± 3 .25  -95.164 5.590 5.263 
.183 5.017± .14 5.107 5.017 5.107 
.212 4.630± .22 4.871 4.630 4.871 
.259 -74 .544 ± 3 .79  -81.495 4.141 4.527 
.300 4.344± .14 4.203 4.344 4.203 
.318 -72 .268 ± 4 .70  -73.509 3.988 4.056 
.367 3.559± .18 3.656 3.559 3.656 
.437  -51.550±5.60 -55.678 2.870 3.099 
.449 -56 .012 ± 7 .23  -54.834 3.070 3.006 
.449 -47.866 ± 6.86 -53.408 2.694 3.006 
r cn 1 z o o T H  ^  V Q V  v O l n  
.497 -45 .536 ± 4 .88  -48.190 2.507 2.653 
.519  2-701± .20 2.503 2.701 2.503 
.550  2 .365± .15  2 .294  2 .365 2 .294  
.635  2 .288± .22  1 .796  2 .288 1 .796  
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a 5d electronic component exhibiting certain cubic symmetry. It is 
well-known that by combining the five-fold one-electron orbitals of a 
d-shell one may form the so-called e_ and t^_ orbitals each yielding 
S "S 
charge density with cubic symmetry. 
The e^ and t^^ scattering form factors (127) can be written 
respectively as follows: 
where 
fg (q) = <jo(qr)> A<j^(qr)> , (4.8) 
(q) = <jo(qr)> - 3 A<j^(qr)> , (4.9) 
2g 
^ 3(h^ + - 9(h\^ 4- h^l^ + k^&^) , (4.10) 
(h2 + k2 + 22)2 
and 
<j^(qr)> = 
0 "  
r^p2j^(qr)dr . (4.11) 
In Eq. (4.11) j^(qr) is the n-th order spherical Bessel functions and 
2 
p is the radial part of the charge density function. (Other quantities 
have their conventional meanings). 
Using the 5d relativistic Dirac-Slater wavefunctions of a Ce atom 
2 12 ([Xe]4f 5d 6s ) and the above formulas, we obtained the e and t„^ 
S -S 
form factors for various reflections of CeSn^. (See Fig. 4.7 and 
Table 4.5 for numerical values). From a least-squares analysis of 
o « 1 A rt*" -rt /-\X ^  -a  ^oh *.t-î ^  V> f-m cx loT t" n ^  
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Table 4. Ce 5d and form factors 
h k 2 sin0A f r 
Gg 
-^ 6 
0 0 0 0.0 1.00  1.00 
0 0 1 .106 .525 .507 
1 1 0  .150 .252  .335 
1 1 1  .183  .069  .187 
0 0 2 .212 .191 -.0320 
2 2  0  .300 -.0714 -.0033 
2 2 1 .318 - .108  .0205 
0 0  3  .318 .1295 - .138  
2  2  2  . 367 —. 122 A /. T n 
0 0 4 .424 .112 .0720 
3 3  0  .449  -.0255 .0176 
3 3 1 .462  -.0332 .0271 
2 2  4  .519 -.0041 .0228 
3  3  3  .550 -.0186 .0422 
4 4 2 .635 .0099 .0301 
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[110] direction at 4.2K for both the PNl and PN2 crystals, with the 
3+ 4f Ce and Ce 5d theoretical magnetic form factors, we obtained the 
following results (see Fig. 4.2 and Table 4.2): 
1) A satisfactory fit to the experimental data obtained using the PNl 
crystal is achieved by assuming that approximately 38% of the 
induced magnetization of 4.2K is of Ce5d electronic character of 
e^ symmetry. 
2) An equally satisfactory fit to the experimental data taken with the 
PN2 crystal was obtained by assuming a 49% 5d contribution of e^ 
symmetry to the induced magnetization. 
Therefore the data obtained with both crystals suggest that below 
40K the field induced moment contains a relatively large 5d electronic 
component of e^ character. It should be noted that the e^ orbitals 
are doubly degenerate, capable of accomodating two of the five 
d-electrons of each spin, and their charge density has six lobes 
pointing along the cube axes of the crystal. Consequently, the above 
observations suggest that as the temperature decreases below about 
40K the energy of the 5d electrons is lowered by redistribute their 
charge density pointing toward the nearest neighbors of Ce atoms (each 
Ce atom has six nearest neighboring Ce atoms along the directions of 
the cube axes separated by the unit cell dimension). This interpreta­
tion may explain the results of rhe Mossbauer experiments performed by 
Shenoy ^  (66) since they observed that in the 293 -i.6K temperature 
HQ 
range the 'Sn isomer shift in CeSn^ was approximately the same as in 
PrSn^ and NdSn^, implying a stable electronic distribution around the 
Sn nucleus at low temperatures. In fact since the lobes of a mag­
netization distribution of e^ character are along the cube axes of 
119 the crystal one does not expect the Sn isomer shift to be very 
sensitive to this component of the magnetization density. 
4. Comparison between localized susceptibility and bulk suscep­
tibility 
We have seen that the magnetic form factor data, obtained using 
both the PNl and PN2 crystals with H//[110] at T = 4.2K, can be 
fitted equally well by assuming certain amounts of 5d contributions 
cf syzzzetry tc the induced magnetization. However-, a closer 
look at the experimental results reveals that the PNl data differ 
from those of PN2 in absolute values by about 10%; consequently, 
the amounts of 5d components resulting from the fits are differ­
ent. we attribute the difference between these results to a dif­
ference in the bulk susceptibility of the two samples at low 
temperatures. Although these two samples were originally 
separated from the same single crystal, it is not inconceivable 
that their low temperature susceptibilities differ from each 
other due to differences in impurity content and/or their state 
of oxidation. As a matter of fact, all of the bulk susceptibili-
fered in absolute values. 
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Conduction electrons spread out farther away from the nuclei in 
real space which corresponds to very small values of q in the reciprocal 
lattice space. The neutron measurements are performed at non-zero 
values of the scattering vector and therefore they sense only the 
relatively localized part of the induced magnetization. The 
corresponding localized static susceptibility can be calculated by 
Eq. (2.3) using the value of the measured magnetic form factor 
exterapolated to the forward direction, i.e., 
loc 16 
= 2.066 X 10 H (4.12) 
with F., in cm and H is Oersteds. Of course the values obtained from 
M 
Eq. (4.12) depend on the form of the theoretical form factor used to 
fit the experimental data. 
The comparison of the localized static susceptibility obtained 
from the neutron experiments with the bulk susceptibility measurements 
is shown in Fig. 4.8. Although a detailed comparison is complicated 
by the sairipie nf rnp latter measurements at low temperatures, 
it can be seen that the 5d component of the magnetization can account at 
least partly for the increase in the bulk susceptibility below 
approximately 40K. It can also be seen that the values of the localized 
susceptibility as determined in the present experiment are in general 
lower than those of the bulk susceptibility measurements, indicating 
an additional contribution to the static susceptibility presumably 
of p and or s electronic character which is not sensed in the neutron 
measurements. 
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The magnetic susceptibility of mixed valence systems has been 
studied by several workers (128-131) in a model which assumes that 
the 4f level is very close to the Fermi level and its position is 
fixed relative to the conduction band. Consider a collection of 
non-interacting localized 4f orbitals, one orbital per Ce site- If 
the average number of occupation of each orbital is <n^>, one would 
expect that such a system exhibits a Curie susceptibility given by 
X ~ <n^>/T (4.13) 
where T is the temperature. To account for the almost constant 
susceptibility of CeSn^ in the 40-300K temperature range, Liu ^  al. 
(123,132) have proposed that the 4f level shifted down by following 
rigidly the Fermi level. This assumption gives rise to an increase 
of the 4f population by 0.2 electron per Ce atom in a roughly linear 
fashion as the temperature is raised from 40 to 300K, as shown in 
Fig. 4.9 . Consequently, the T ~ factor in the Curie susceptibility 
of Eq. (4.14) is compensated by the increase of <n^> with temperature; 
hence a roughly temperature independent susceptibility is obtained. 
Without any quantitative handle on the amount of the 4f-level shift, 
Liu et _a^. (123,132) resorted to an oversimplified model xn which che 
shift of the 4f level with population is the same as that of the Fermi 
level d'--p to conduction electron depletion. This amounts to assuming 
a constant separation of the 4f-level from the Fermi level. Based on 
this simple assumption the magnetic susceptibility was calculated 
following the treatment of Varma and Yaffet (12S). These calculations 
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Fipure A.9. The pi-cdlciLocl occupation of the Ce 4f level in CeSn^, plotted as a function of the 
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were performed assuming strong spin-orbit coupling and ignoring 
the crystal field splitting. The magnetic susceptibility, obtained by 
assuming that the 4f electrons on the Ce sites are uncorrelated and by 
positioning the 4f level (of width P of 150K) at 200K above the Fermi 
energy, is plotted in Fig. 4.10. It can be seen that the calculated 
curve (solid line) exhibits roughly the main characteristics of the 
measured susceptibility. As we have already discussed, a more detailed 
comparison at low temperature is not possible because of Che sample 
dependence of the bulk susceptibility at low temperature. 
In calculating the bulk susceptibility represented by the solid 
line in Fig. 4.10 the 4f electrons on the Ce sites were assumed to be 
uncorrelated. However the hybridization with the band electrons 
provides a coupling of the neighboring Ce sites so that at low 
temperatures, T<<r, the 4f electrons form a narrow hybridized coherent 
band. This is reflected in the drastic change in the magnetic form 
factor below 40K. In fact using the mean-field theory of Ref. 128 
it was found that in the coherent state t^ere ]_s a nearly equal 
mixture of the 4f and conduction band-wavcfunctions at the Fermi 
level in quite good agreement with the neutron experiments. The 
calculated values for the magnetic susceptibility using mean, field 
theory are only slightly higher than those obtained in the single 
site calculation. 
At low temperatures the Varma-Yaffet theory was generalized to 
include in a self-consistent manner the thermally induced breakdown 
in nearest neighbor correlacions. The calculated magnetic susccptibil 
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follows at high temperature the one site calculation and below 
approximately lOOK follows the dotted curve shown in Fig. 4.10. In 
conclusion we have shown that the neutron magnetic form factor and the 
main features of the magnetic susceptibility of CeSn^ can be understood 
on the basis of existing theories of mixed valence systems. 
5. Field-direction dependence of the magnetic form factors at 
low temperatures 
The rather unusual features of the magnetic form factor of CeSn^ at 
low temperatures led us to perform measurements on the PN2 thick 
crystal at 40 and 4.2K with the magnetic field applied parallel to 
the [100] direction. The data obtained at 40K were found (see Fig. 4.2) 
to be in good agreement with those taken with the magnetic field 
applied parallel to the [110] direction. On the other hand the data 
at 4.2K exhibit differences outside experimental errors from those 
obtained with the magnetic field applied parallel to the [110] 
direction (see Fig. 4.3) . As can be seen in Fig. 4.3 or Table 4.2 
this dependence on the magnetic field direction is particularly 
It follows from Eq. (2.2) that for paramagnetic crystals of rare 
earth metals or compounds the spin part of the induced magnetization as 
<2, I. J.'u'i.i L/ 1. L. 1! C UCl. liw L. j. J. w i.* 
of the applied magnetic field. Therefore, the aforementioned 
field-direction dependence must arise from the orbital part of the 
induced magnetization and may be attributed to the conduction electron 
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spin-orbit interaction and/or crystal field effects on the 4f electrons 
of the Ce ion. 
Given the preceding rationales and the experiental evidence of the 
presence of a large 5d electronic component of e^ character in the 
induced magnetization, we calculated the coherent magnetic scattering 
amplitudes of the e^ orbitals for a Ce 5d electron subjected to 
perturbations due to the spin-orbit interaction and an applied magnetic 
field (K/'/'illOj or H//[001]) at 4.2K. A theoretical magnetic form 
factor is formed by combining this calculated e^ magnetic scattering 
3+ 
amplitude with the 4f magnetic form factor of a Ce ion. This 
approach to the problem is obviously an oversimplification of reality, 
nevertheless we hoped that the results of this calculation could 
provide some physical insight into the characters of the ground 
state electronic wavefunctions of the system. A nonlinear least-
squares fitting procedure was used in the comparison between the 
theoretical magnetic form factor with the data obtained using the 
PN2 crystal with the fields parallel to the [110j and the [iOUJ 
directions at 4.2K. In the nonlinear least-squares analysis a modified 
Levenberg—Marquardt algorithm (133) was used to find the minimum of 
2 
the x~ function defined as 
2 -2 , . g, . .4:.2 
X = A ^  iy±- is; - J 
e 
g 
It should be noted that the e^ magnetic form factor f^ (c) depends Ô ~ 
on E, the ratio of the spin-orbit coupling coefficient and the crystal 
field splitting. f'^^ is the 4f magnetic form factor of a Ce"" ' ion and 
x,y,£ are fitting parameters. As can be seen in Fig. 4.11 the best fit 
was achieved by assuming a 43% of 5d electronic component of e^ 
character and a value of E = -0.143 (see Table 4.6 for numerical values). 
The field-direction dependence of the magnetic form factor is solely 
arised from the 5d electronic component; however, the difference 
between the calculated magnetic form factors in the two field directions 
is is not large enough, especially for the (110) reflections, to 
reproduce the observed difference of the magnetic form factors. 
6. Band theoretical calculations 
To obtain a more realistic understanding of the electronic structure 
of CeSn^ and in particular the nature of the electronic wavefunctions in 
the vicinity of the Fermi level, Harmon and Symeondies in Ref. 132 have 
performed two non-self-consistent band theoretical calculations of 
CeSn^ using the linearized APW method (with the Slater approximation 
(a = 1) for the exchange-correlation potential). In the first (see 
A TO—\ /. ^  t.-*k -i t- Ko roiiahiv "noQiTiOTipn i n <± 
non-self-consistent calculation, were simply ignored. A second 
calculation (see Fig. 4.12b) with the 4f resonance positioned just 
above the Femi level was performed to determine the effect of 
hybridization between the 4f and conduction electrons. In both 
calculations it was found that the electronic wavefunctions at the 
Fermi level exhibit in addition to Ce-d a substantial amount of Sn-p 
character. Furthermore the calculated Ce-d charge density near the 
Fermi level «as found to be almost isotropic. As a result the banc 
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Table 4.6. Results of fitting the magnetic form factor data by assuming 
the 5d electronic component subjected to perturbations due to 
the spin orbit interaction and an applied magnetic field 
h k 2, sin6/X (A obs.' calc.' 
H / / [ 1 1 0 ]  
H//[100l 
0 0 1 
1 Ï 0 
111 
0 0 2 
2 2 0 
2 2 1 
0 0 3 
2 2 2 
0 0 4 
3 3 0 
2  2  4  
3 3 3 
4  4  2  
10 0 
110 
2 0 0 
2 2 0 
3 0 0 
.106 
.150 
.183 
.212 
.300 
.318 
.318 
.367 
.424 
.449 
.519 
.550 
. 6 3 5  
106 
150 
212 
3 0 0  
318 
424 
/ .  7 / .  
8 .288  ±  .20  
6.983 ± .20 
5.055 ± .18 
6.510 ± .30 
4.369 ± .18 
3.498 ± .18 
5.501± .22 
3.337 ± .18 
3.925 ± .20 
2.884 ± .39 
2.339 ± .18 
1.818 ± .20 
1.694 ± .23 
7.308 ± . 2 0  
5.034 ± .19 
5.500 ± .19 
4 . 2 4 8 ± . 2 3  
5.165 i .22 
3.714 ± .20 
9 aao+ 9n 
7.654 
6.636 
5.586 
5.657 
4.099 
3.645 
4.539 
3 . 2 2 3  
3.573 
2.854 
2.511 
2.165 
1.751 
7.550 
6 . 4 7 8  
5.425 
4 . 4 9 0  
4 . 3 2 y  
3 . 4 4 2  
ria9 
a • — t — - — 3 y = '+ r  x iu .  
n 
r X r X 
Fiîiiiro 4.12. Non-iielf-con.slstout energy bands for CeSn^. On the left the 4f bands are left out 
of the calculation. (ïliey are found below the Fermi level, in the shaded region.) 
On the right the 4f level is put near the Fermi level. The width of the shaded 
region represents the amount of hybridization between 4f and band electrons (123, 
133) 
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theoretical induced spin form factors cannot account for the neutron 
scattering observations at low temperatures. It is.believed that by 
performing a self-consistent calculation or by including spin-orbit 
effects would not be affected by the present results significantly. 
C. Concluding Remarks 
In this chapter we have presented the analysis and discussion of 
the results in the study of the spatial distribution and temperature 
dependence of the field-induced magnetization of CeSn^ using polarized 
neutron scattering techniques. In the 40-30OK temperature range, the 
msasursd magnetic form factor is in good agreement with the 4f magnetic 
form factor of Ce^"*". Below 40K, on the other hand, the magnetic form 
factor measurements suggests that the induced magnetization contains a 
large component of 5d electronic character of e^ symmetry, which 
can account, at least partly, for the increase in the magnetic suscep­
tibility of CeSn^ at low temperatures. Thus, polarized neutron experi­
ment provided direct evidence for the mixed valent character of this 
compound. 
It is generally believed (5) that the rather spectacular properties 
of the mixed valence systems are dictated by the coexistence at the 
Fermi level of ionic-like localized 4f levels and a wide 5d conduction 
- I -1.^ O • 
«bWW 
evidence for this viewpoint. Actually the results can be explained at 
least qualitatively by recent phenomenological models (123-131) of the 
mixed valence systems in which the highly correlated 4f bands are in 
112a 
close proximity to the Fermi level and it hybridized with the conduction 
band. However, conventional band calculation results are not easily 
reconciled with the experimental data and there appears to be no 
satisfactory explanation of the observed field-direction dependence of 
the magnetic fonn factor at 4.2K. These difficulties suggest the need 
for a more detailed understanding of the ground state of the system. 
New techniques in band calculation providing proper treatment of the 4f 
electrons in rare earth metallic systems will be useful. Experimental 
studies of the Fermi surface, such as de Haas-van Alphen measurements, 
may be helpful in understanding the nature of the electronic wave-
functions of the system in the vicinity of the Fermi level. 
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V. LATTICE DYNAMICS - THEORIES AND APPLICATIONS 
The measured phonon dispersion curves contain significant informa­
tion about the electronic and thermophysical properties of a solid. For 
instance, it is well-known that anomalies observed in the phonon spectra 
are related to the electron-phonon interaction and/or structural trans­
formations. A complete microscopic understanding of the phonon dis­
persion curves is however a formidable task except in a few simple cases. 
This is due to the computational difficulties involved in the imple­
mentation of the microscopic theory (134) of lattice dynamics. For­
tunately however, in most cases simplified models can provide insight 
and qualitative physical understanding of the origin of the phonon 
anomalies. 
The problem of obtaining from the measured dispersion curves the 
lattice contribution to the thermophysical properties of a solid is a 
much easier task. The experimentally measured dispersion curves are 
fitted to A Bom-von Karman force constant model (135) . Once the 
force constants of the model have been determined by fitting to the 
experimental measurements, the model can be used to obtain the phonon 
density of states on other more general average properties determined 
by the phonon spectrum of the solid. In this fashion the thermal 
factors and the lattice contribution to the specific hear cI Lue solid 
c «1 l-s a Q o">* fMn o 1^ 
In this chapter we vill present first a brief outline of the 
3om-von Karman formalism and then we shall proceed to explain the 
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force-constant models which have been constructed for the analysis of 
the dispersion curves of CdSn^- Only a rudimentary introduction to the 
Born-von Karman theory is presented here since this formalism has been 
the subject of many excellent monographs (136,137). 
A. Bom-von Karman Formalism 
1. Adiabatic approximation 
Let us consider a crystal as a collection of nuclei and electrons 
whose position are described, respectively, by the collective symbols 
^ = {R^and r = {r^,?^, ...}• The Hamiltonian for this system 
can be written in the form 
M = T^(R) + V^(R) + T®(r) + V®(?) + U(r,R) (5.1) 
where T is the kinetic energy, V is the potential energy, the super­
script N refers to the nuclei (the nuclear system) and e to the electrons 
(the electronic systems), and U(r,R) is the interaction between elec-
trons and nuclei. Since T (R) is small, as compared to the other terms 
in Eq. (5.1), owing to the large masses of the nuclei, it can be treated 
as a perturbation on the rest of the Hamiltonian. As a result, iL can 
be shown that the Schrodinger equation for the nuclear system reduces 
to 
IT^CS) +  = E *  ,  (R) (5 .2)  
tl tia xia 
where 
0_ (R) = Z^(R) -r V""(R) (3.3) 
is an effective potential for the motion of the nuclei provided that 
the electronic system is in its n-th state. It should be noted that 
$^(R) depends only on the instantaneous nuclear coordinates. in 
Eq. (5.3) satisfies the Schrodinger equation for the electronic 
system: 
[T^(r) + V^(r) + UCr,^) (r,R) = E (R)v^(r,^) . (5.4) 
n n n 
The wavefuncticn of the overall system is approximated by 
nA nA n 
This approximation, called the adiabatic approximation, was first 
introduced by Bom and Oppenheimer (138) in the context of molecular 
vibrations and its extension to lattice dynamics has been studied by 
other authors (139-142). In this approximation it is assumed that 
during the nuclear motion the electronic system continually readjust 
itself so as to remain in the same configuration. This is justified 
by the fact that the electrons, due to their lighter masses, move much 
more rapidly than the nuclei. The validity of this approximation is 
obvious in the case of insulators or semiconductors, where owing to the 
energy gap between the occupied and unoccupied electronic states, the 
electronic (transi't"i on) frequencies are high. On the other hand, the 
adiabatic approximation would appear to breakdown in the case of 
metals since the energy separating neighboring states can be regarded 
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adiabatic approximation can also be applied to metals because actually 
only a few electrons near the Fermi level can undergo transitions. 
In the following sections, the effective potential will be con­
structed using a phenomenological approach to the theory of lattice 
dynamics. The electronic system is assumed to be at the ground state, 
hence the subscript n in Eq. (5.3) is omitted for simplicity. 
2. Harmonic approximation 
Given the adiabatic assumption and the existence of the crystal 
potential function <5, we shall proceed to outline the Bom-von Karman 
formalism for the analysis of small amplitude motions of atoms in a 
crystal. We assume that the crystal is perfect and infinite; the atoms 
retain the rotational and translational symmetries governed by the 
crystal structure. Furthermore, in the equilibrium configuration, 
there is no net force acting on any atom and the crystal is free from 
stresses; at the absolute zero of temperature, the root mean square 
vriuâ; uisplacemeuts due to zero-Dcint motion arc small compared to 
interatomic distances, hence their effects can be ignored. Based on 
the above assumptions, the Taylor series expansion of 0(H.) in the 
displacement components begins with the second-order term. If the 
amplitude of the atomic oscillations is small, 0 can be approximated 
by the second-order term alone. This approximation is known as the 
harmonic approximation since it leads to harmonic oscillations of the 
atoms in the crystal. The high-order (anharmonic) terms, presumably 
small, can then be studied by many-body perturbation theory;. 
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Let us denote the instantaneous position of the k-th atom in the 
2-th unit cell as 
R(2.k) = x(5,k) + u(2.k) (5.6) 
-where 
x(£k) = x(£) + x(k) (5.7) 
x(&) = 2^a^ + 2^a^ + 2^a^ . (5.8) 
In the above equations, u(2k) is the displacement from the equilibrium 
position x(5,k) ; x(î,) is the position of the %-th cell, x(k) is the posi-
- T  
tion k-th atom in the cell; a^, a^, a^ are the primitive translation 
vectors and 2^, 2^, 2^ are integers. The crystal potential function in 
the harmonic approximation becomes 
0 = i I * _(2k,2'k')u (2k)u_(2'k') (5.9) 
 ^ <11 ctp cx rj 
x^ ica 
where 
.2 1 
0 (2k,rk:) = ... i . (5.10) 
cx p 0 w \ ^   ^\ ~ «.v /• i 
c p iq 
In the summation of Eq. (5.9) 2(2') runs over all the primitive cells. 
k(k') runs over all the atoms in a unit cell; a, B are the Cartesian 
component indices. Tae subscript 0 in Eq. (5.10) denotes the evaluation 
of the derivatives with all the atoms in the equilibrium configuration. 
Follo'v.'ing standard techniques of classical mechanics, one obtains 
the equation of motion in the following form: 
a^u (&k) 
-m, ^ = I c{i (2.k,£'k')u (£'k') 
k at 2'k'6 ** * 
for a = X; y. z: 
k = 1. 2. n = number of atom per unit cell; 
I over the entire crystal. (5.11) 
In the above equation, m^ denotes the mass of the k-th atoms in a unit 
cell. It follows that <{i (2k,&'k') can be interpreted as the negative gp 
of the force exerted on atom (2k) in the a direction due to unit dis­
placement of the atom (S-'k') in the g direction. Consequently, it is 
called the interatomic force constant. In the phenomenological approach 
to the theory of lattice dynamics, the interatomic force constants are 
regarded as parameters of the theory, whose values are to be determined 
from a comparison of the predictions of a phenomenological model with 
experimental data. This comparison is simplified greatly if one takes 
into account of the constraints imposed on the interatomic force con-
"uncisr' tiro O -  p"nr<=> ccnoi.'ct.o'ns. thy tirsc 
type follow from the invariance and transformation properties of the 
crystal potential function, and of its derivatives with respect to 
atomic displacements, when the crystal is subjected to infinitesimal 
translation and rotation. The consideration of this type of conditions 
of this type of conditions and their resulting constraints and sum rules 
for the interatomic force constants have been discussed in detail in 
the literature (136,137). Thus we shall not discuss them here. The 
second t^ne of restrictions on the interatomic force constants 
lis 
follow from the symmetry properties of a particular crystal structure. 
We shall consider this type of conditions for Cu^Au crystal structure 
materials in Section B of this chapter. 
3. Solution of equation of motion - dynamical matrix 
We choose a wave-like solution to the equation of motion (5.11) 
of the form 
u (£k.t) = —^ U^(kiq)exp{i[q • x(x.) - w(q)t]} (5.12) 
—y —^ 
where q is the wavevector and w(q) is the angular frequency associated 
with the wave. It should be noted that the appearance of x(&), rather 
than x(£k) = x(&) + x(k), in the exponential factor of Eq. (5.12) 
implies the inclusion of a phase factor expFiq-xCk)] in the quantity 
U(kjq) . In addition, the displacement of the atoms obtained from a 
linear combination of the independent solutions of this type must be 
real. Substituting u (&k,t) in Eq. (5.12) into Eq. (5.11), one obtains 
the following 3n simultaneous equations in the wave amplitudes iU^'^Kiq; ; : 
w^(q)U^(k|q) = 1 ^(q'j kk')Ug (k'! q) , a = x,y,z; k = l,...,n ,(5.13) 
where D^g(qjkk') is called the mass-adjusted dynamical matrix given by 
D ^(qjkk') = ^ y ç_^(£k,2'k')exp{iq • [x(£') - x(£)j} 
_ n Î 
V UL, Ui, I ^ 
rC rC 
= — ) 0 „( r r .)exp[iq • x(I) ] . (5.14) 
- 32 k k £=(£ ' - £ , )  
The second part of Eq. (5.15) is a consequence of translations! invar­
iance. Equations (5.13) and (5.14) can be written in matrix notation 
as 
'^ (q)u(q) (5.15) 
where &(q) is a 3n x 3n matrix: 
&(q) = 
D(q| l l )  D(q| l2)  
D(q|nl) 
with D(qjkk') a 3 x 3 matrix: 
D(q1 In) 
D(q jnn) 
(5.15) 
DCqIkk') = 
/ d^ y(qikk') d^ c^qlkk') 
dyx(qlkk') dyy(qlkk') dy^ cqlkk') 
°ZX(s|kk') d^ (^qlkk') d^ gcqlkk') 
(5.17) 
ana 'Ji.q; is a jn componeni. 
u\q/ = 
r-
x / TT ! 
"y 
U (l!q) 
(5.18) 
u^vniq; , 
uy(ntq) I 
u^ (nlq) ^  
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The problem has reduced to an eigenvalue problem indicated by Eq, 
(5.15). To obtain the 3n eigenvalues and eigenvectors, one must solve 
the corresponding secular equation 
iD(q) - = 0 . (5.19) 
The demand of physical meaningful solutions requires uy(q) > 0 for 
j = 1, 2, ...» 3n. We shall not discuss the general properties of the 
dynamical matrix, the eigenvalues and the eigenvector due to the lattice 
periodicity and crystal symmetry since they can be found in the litera­
ture (130,137). Specific examples common to Cu^Au crystal structure 
materials will be pointed out in section B of this chapter. 
4. Periodic boundary conditions - dispersion curves 
In order to determine the allowed values of q, or equivalently, the 
wavelengths that can be sustained by the lattice of an infinite crystal. 
Bom and von Karman (135) introduced the periodic boundary conditions in 
the following way: 
One imagines the infinite crystal to be subdivided into large 
macrocells, each containing a very large number N of primitive cells, 
where N is comparable to the number of cells in the finite specimen 
being studied. For convenience, these macrocells are chosen as 
parallelepipeds with edges; defined by Lli= v^cLoi' and they 
fill up all space without gaps or overlap. The periodic boundary con­
ditions then demand that the atomic displacements be periodic with the 
periodicity of the macrocells, i.e.. 
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+ n^L k) (5.20) 
where n^, are arbitrary integers. This condition together with 
T7 — f C ton -Î T «1 •*- r— —, •-•••- l^/-v «-» C* 
• JU ^  / Jk. AUJ^ _L. wk. wO W* AM W J 1-» ^  .&.  ^^ w >».-•— 
q = "1"1 "2^2 "s'^B (5.21) 
where 
n: 
h^ = -^ , i = 1, 2, 5 (5.22) 
and n! is an integer, b, in Eq. (5.21) are the basis vectors 
J. j_ z 
of the reciprocal lattice. They relate to the primitive translation 
vectors a^, a^, a^ througn 
a • ^  = 2Tr 6 _ , i,j = 1, 2, 3 (5.23) 
where 6.. is the Kronecker delta. The values of ^  determined by Eq. 
ij ' 
(5.21) form in the reciprocal space a fine mesh of points with a density 
(L/2t:)\', where v is the volume of the unit cell. Let G be a reciprocal 
lattice vector, it can be shown using Eqs. (5.12), (5.14), (5.15) and 
(5.23) )/  LildL 
2,— _ 2 
wj \.y ' VJ/ — 
? t: j_l1c .lvic 
the first Brillouin zone, a region centered on the origin of the 
reciprocal space and bounded by planes drawn as perpendicular bisectors 
of the vectors joining the origin to the nearest reciprocal lattice 
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points. The total number of distinct allowed values of q is equal to 
N. Graphically the 3nN frequencies can be shown by continuous curves as 
a function of q, i.e., for each direction in q-space, there are 3n 
branches of curves w = uyCq), (j = 1, 2, ..., 3n). These curves are 
called dispersion curves or dispersion relations. 
To obtain the pattern of the atomic displacement for a particular 
mode (jq) , we rewire Eq. (5.15) as follows: 
Wj (q)e(jq) = S(q)e(jq) ( 5 . 2 5 )  
where 
2(jq) 
r- e^dljq) 
gyciliq) 
e^ d'jq) 
e%.Cn|jq) 
e (n'ljq) 
. v"i jm/ 
( 5 . 2 6 )  
/I, I ^ ^  N N 0'»->+- a ( 4 ^  ^ "y û "t* o "V" c rv 
the displacement in the a-direction of the k-th atom vibrating in the 
mode (jq). The 3x1 component 
e^kiiqy = 
/ e (kijq) \ 
I e  VPw [ J  4y ! 
\ e^uijq) ' 
( 5 . 2 7 )  
J. tr\juy u-S uitc y wu.cx.x. -t car 
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be shown that the eigenvalues e(jq) satisfy the orthonormality and 
closure conditions respectively 
y e (khî)e (klia) = 6 . . ,  (5.28) 
a - - a - jj 
I  e^XkljqjegCk'l iq)  = .  (5 .29)  
J 
It follows from the orthonormality condition that the 3n modes of 
vibration are independent of each ether, hence are known as normal modes 
of vibration. The complex displacement vector for the k—th atom in 
mode (jq) is given as 
U(kjjq) = iA(jq)te(kljq)exp[iq • x(k)] (5.30) 
where |A(jq^| is the amplitude of the normal mode (jq). The general 
solution for the displacemetn u(£k,t) is given by the superposition of 
the displacements from the lattice waves representing all 3nN modes of 
vibration, i.e., 
u (k£,t) = l !A(iq)|e (kjjq)exp{i[q • x(k£) - u.(q)tj} .(5.31) 
 ^ /st  ^  ^
S. The Construction of the Dynamical Matrix for 
Cu^Au-rype Structure Materials 
In setting up the dynamical matrix defined by Eqs. (5.16) and 
(5.14), we need to identify the neighboring atoms for each atom in the 
unit cell and then construct the corresponding force constant matrices 
for each pair of atoms. Sines the summation on £ in Eq. (5=14) extends 
to an infinite number of neighboring aLOuà, of course, in practice the 
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summation over I in Eq. (5.14) is restricted to a finite number of 
nearest neighbors. Following the Bom-von Karman interpretation of 
(j)(£k,£'k') as interatomic forces, such an approximation appears to be 
quite reasonable since forces between more distant neighbors are bound 
to be weaker. However, as we have pointed out in the beginning of this 
chapter, interpretation of physical results in terms of Born-von Karman 
force constants is often of restricted value. Therefore, we consider 
this approximation as a practical necessity rather than a physical con­
sequence. Usually one prefers to construct the dynamical matrix using 
the least number of nearest neighbors yet achieves a satisfactory fit to 
the measured phonon spectrum so that reliable phonon density of states 
as well as other thermodynamical properties can be calculated. 
CeSn^ crystallizes to the simple cubic Cu^Au structure belonging 
to the space group Pm3m(0.^) , no. 221, with the underlying point group 
m3m(0 ). The four atoms in the cubic unit cell are shown in rig. 5.1. 
h 
With this definition (see Fig. 5.1) the Ce atoms are at positions b 
exhibiting cubic (m3m) site symmetry,' wr-.iie ttie Sn atoms are at posi­
tions d exhibiting tetragonal (4/mmm) site symmetry (crystallcgraphic 
information is tabulated in the International Tables (145)). 
In the following we proceed to construct the dynamical matrix 
using the first nearesr neighbor approximation. The distance between 
an atom and its first nearest neighbor (1st NN) is /T/2 a (a is the 
unit cell dimension). There are twelve 1st KM associated with each 
of the four atoms (k = 1. 2, 3, 4) in the unit cell containing the 
origin (x, = ùûO). We shall iirsc consider che cwelve Isi; 5n 
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CeSn- point position symmetry 
® Ce b m3m 
O Sn d 4/mmm 
XT ° , 
1 1 
! O 
9 
O
 
o
 o 
A 
o ^ 
^ à 
f sirMr-% 0 I I ^  I \w k./ I 13 /_\ a B \w/ f^VS 
space Group PrnSm (0! ) no. 221 
Figure 5.1. The four atoms in the unit cell of CeSn^ 
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(see Table 5.2) associated with the Ce atom in the unit call (2 = 000, 
k = 4). The force constant matrix connecting atoms (£ = 000, k = 4) and 
(£ = 000, k = 1) can be written as 
, 000 000 \ \ 
'  n  4  J  °  I  x y  y y  z y  .  ( 5 . 3 2 )  
\ xz yz zz I 
It can be shown from group theory (146) that the number of inde­
pendent force constants for a given pair of atoms is given by 
N  =  ^ { Z [ x ( S ) ] ^  +  Z x ( S ' 2 ) }  .  ( 5 . 3 3 )  
In the above equation, g is the total number of symmetry operations 
which leave the 'bond' between an atom pair invariant or reversed; 
Zlx(S)]~ is the sum of the squares of the characters of the invariant 
2 
operations and Zx(S' ) is the sum of the characters of the squares of 
the reversal operations. The application of Eq. (5.33) to determine 
- j '  , 0 0 0  0 0 0 \  .  the number of independent rorce constants required lor ô( ^ ^ ) is 
illustrated in Table 5.1. As can be seen, only three independent icrce 
constants are required to define the matrix in Eq. (5.32). A force 
constant matrix of an atom pair (£k,£"k*), after operated by a proper 
or improper rotation R, must be equal to the force constant matrix of 
an equivalent pair (LK,L'K'). These two matrices are related by a 
similarity transformation: 
6 ( l k , % ' k ' )  =  R 4 C L K , L ' K ' ) R  ( 5 . 3 4 )  
where R is the transpose of the rotation matrix R. An invariance 
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Table 5.1. Determination of the number of independent force constants 
£cr ) 
2 Invariant operations S [x(S)] 
identity _1= I 010 
V 001 / 
/lOO ^  2 
two-fold rotation /I 0 0 \ ylOO. 
r n i  n  »  
I 5 
\00l/ 
/-I  0 0\  
( 0  -1 0 1 
^ 0 0 - l /  
A   f n  n  )  
' ^ 0  0 - 1 J  
,_i  n n\  . 1 on V uww— Ciu ^ I ^ ^ V , ! __ V ^ . 
an axis perpendicular to C,-[011]= 0 0 -1 i : 010 i 
the X axis and the bond axis ^ V 0 -1 0 ^ ^001^ 
reflection in /I 0 0 ^ /ICQ\ 
the (Oil) plane a(011)= (0-1 0 i | 010 i 
\ r\ A _T / \ nni j 
X = % {Z[x(S)]2 + :x(S'2)} = % [(9- JL /'OJ--3J.-3U.-3\ 1 = -5 
3 =9 
reflection in ,100 \ _ 
the (Oil) plane a(0li)= I 001 } 1 =1 
Volo ' 
reflection in ,-100 \ „ 
the (100) plane g(100)= [ 010 j 1 =1 
V 001 ' 
two-fold rotation about /-10Û \ ^ 
the band axis C„[011]= [ 001 ] -1 =1 
\ 010/ 
. 2 2 
Reversion operators S' S' x(S' ) 
, 100 
inversion 1= I -  1 I 010 
cz-uw LiL. u lie: rk ^ ^ v j 
1 98 
operation S, by definition, leaves a given pair of sites unchanged. 
Thus we arrive at the following important relation: 
= S*(&k,2'k')S ,  (5 .35)  
for invariance operation S. Next we apply invariance operations given 
in Table 5.1 to the force constant matrix of Eq. (5.32) according to 
Eq. (5.35) until the number of independence force constants is reduced 
to the calculated number determined by Eq. (5.33). For examples, 
/ 000 000 -, _ / 000 000 
01  ) = a(Oll) * !  jo(Oll) (5 .36)  
v 4 1 y \ 4  1  /  
implies yy = zz, yx = zx, xy = xz and yz = zy. Substituting these con­
ditions into the force constants matrix in Eq. (5.32) then applying 
S = G (100)  to it according to Eq. (5 .35) ,  one obtains yx = -yx = 0  
and xy = -xy = 0. At this point only three independent force constants, 
namely xx, yy and yz remain. Thus we can rewrite the matrix as 
/  000 aoo ,  f 0  °  \  /  6 0 0 ,, 
0! ; = 'vj yy u j - - : u a Y } 
^ \ 0 yz yy / \ 0 y a. ' 
where a, 3 and y are three independent interatomic force constants for 
a pair or xirst nearest neignooring ^e-sn 
Once the above force constant matrix is obtained, other force 
constant matrices connecting atom Z = 000, k = 4 to the remaining 
eleven 1st NN can be determined from it by using appropriate symmetry 
operations according to Eq. (5.34). For examples (see Fig. 5.2). 
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e Ce 
n  ç  om 
[0101 
ATOMS (^) 
\ 4 1 
0^00 X 
V 1 /' 
fooo 
i ; \ -5 I  
000 000\ 3^ 0 0 \ 
y 4 i / 
\ 000 001\ 
I  4  I I  
\  I  
= - ( 0 a Y 
'• 0 y fi ' 
= c_^ rioo]( 
000 000 \ 
;  c  j loo] 
1  I  
000 000 \ 
c,[010]o 
(ooo 000 
)c,[010] 
/000 \  
' 
V  1  J  
/000\ 
v 2 ; 
/ooo ooo) 0\  
; • =  _ i '-y" a'  0 j 
\ 1 2 j \0 0 2'/ 
/ooo 000 \  
i 1 3 i 
J V 
fooo 000 
I /I 
I I ^ / 
\  1  2  I  •  
Fieure 5.2. The independent interatomic force constants for the first 
nearest neighbor approximation are defined by two force 
constant matrices connecting respectively the Ist NN Ce-S 
and 1st NN Sn-Sn atoins. Other force constant riatrices co 
nscting the 1st NN ato™ pairs are related by syTttmetry 
operators 
130 
000 001 \ , 000 000 
a Y 0 
Y et 0 
0 G S 
3 0 0 ^  
) = C [100](})( j c  [100] = - I  0 a -Y 
4 1 / -  ^ 4 1 / -4 \ 0  ^
(5.38) 
where C ,[100] is a clockwise rotation by 90" about the [100] direction. 
— 4  
Or 
, 000 000 \ , 000 000 I  \  
* ( ) = C [010]*| |c [010] =  - !  a   (5.39) 
\ 4 3 / \ 4 1 / 
where C^FOIO] is an anticlockwise rotation by 90° about the [010] direc­
tion. The force constant matrices connecting the Ce atom in the unit 
cell of & = 000 and its twelve first nearest neighboring Sn atoms are 
summarized in Table 5.2. 
As a result of translational invariance, the 'self force constant', 
$^g(2k,2k), is given by the negative of the sum of the force constants 
describing the forces acting on atom (&,k) due to every other atom in 
the laLLiee. Ttiat is. 
K s'lk.lk) = - ! ç^,(%k,2'k') (5.40) 
C L D  . , •« t ctp X .  iC 
where the prime with the summation sign i;ïïplies the exclusion of 
£' = £, k' = k. Therefore, using the results in the first part of 
Table 5.2 and Eq. (5.40), we obtain 
, 000 000 , , , 000 a' \ / 48^ 43 0 0 \ 
(t:  I =  -  ^ p: I ~ i u ^o-rooL u I 
\  /  /  n  i  T .  i  ' • / . ! ,  T  / '  ' i  I  
' " " \ 0 0 4^ ^^  ' 
(5.41) 
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Table 5.2. Force constant matrices of the twelve 1st NN Ce-Sn atom pairs 
,000 000\ 
«f» ( r 
\ 4 1 / 
011 \ 0 0 
1= - f 0 a Y 
1 / \ 0 Y a  
CL 0 
0] 0 B 
Y 0 a / 
000 001 , 000 010 V /G 0. 0 
1= j = -  î 0 a "Y 
4 1  '  \ 4 1  '  \0 -Y o 
,000 000: 000 101 \ 
iY'k 4 2 r- i 
,•000 001V ,000 100 \ 
j = * f  
\ 4 2  '  V 4 2 
000 000^  , 000 110\ ,  ^
< ? (  ) = ' ? {  = - ( y a 0 )  
4  3 /  \ 4  3 '  V o o g /  
a 0 "Y 
= - 0 B 0 
V-Y 0 a 
, « Y 0
 - ( Y   
 0 0 B 
000 010\ / 000 100 \ , Ci -Y 0 
6 ( }= $ j = - ( -Y a 0 
4 3 /  \ 4  3 /  \ 0 0 g  
, 000 000\ . ,000 2.' \ 
4 I )= - r I I 
\ A A / 0 » ' V A V ' ' 
0 4g+8c 
n r \  / .  3 jlo ~  '  
V Tp • W V, 
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Next, we consider the force constant matrices connecting the three 
Sn atoms (k = 1, 2, 3) in the unit cell 1 = 000 and their 1st NN. Each 
of these Sn atoms' has twelve 1st NN of which four are Ce atoms and eight 
are Sn atoms. While those force constant matrices connecting the Sn 
atoms and their first nearest neighboring Ce atoms can "be determined 
by using Eq. (5.34) and the symmetry operations given in Table 5.2, the 
force constant matrices connecting the Sn atoms and their first nearest 
neighboring Sn atoms need to be constructed. Following the same pro­
cedure as in the construction of ^^^), it is straightforward to 
form the first force constant matrix for a pair of 1st NN Sn-Sn atoms. 
We define 
^ 000 000 ^ / a '  - y '  0  \  
! _ T ^ I cx' 0 (5.42) 
* '  •  . . .  
where a', B' and y' are another three independent interatomic force con­
stants describing the forces between a pair of first nearest neighboring 
Sn-Sn atoms. All the other force constant matrices are obtained in 
the same manner mentioned earlier, e.g. (see Fig. 5.2), 
/ 000 000 \ / 000 000 ° \ 
I =  c  [100]*: ic,[100] = -  ! 0 3? 0 i 
W 3 '  V 1 2 ^ -  { . , •  0  I  
(5.43) 
The three sets of twelve force constant matrices for the three Sn atoms 
and their self force constants are 
Tabic 5. ). Force conscnnc matrices for the three sets of INN of the Sn atoms 
()(>{> OOO. ,uuu J ..u \ .  <• 
i ;) ' = - (-; 
(10 10()\ ,000 010 ' 
,  z  ) '  ( ,  ,  L  
:i0\ , 000 ul, 
, 
)0v . 000 001v t 
, ) •  • ( ,  
JOv /OOO OÏÏ\ 
J " - ( .  J  
1 0 .  . 0 0 0  c o l  ,  
JJ 
:> ( 
OOO 0 
i 2 
000 000 
i 
o a o  1 0  
1 
000 000 
I 
000 ULO 
I 
000 000 \ ,8;'4.4. 0 
0 ,, / « 4. '4 
i 1 / \ 0 0 
:• ») 
:• ?.) 
,000 000x , 
(: ,)•• ( 
i )  
• " )  
( 
2 
000  010 j  
,000 000V 
( 2 3 ) 
000 00Ï, 
( ,  .  ) •  
000 000. 
i 2 h ' 
, x
0^00 001• 
v 2 
000 LLOX 
2 1 / 
000 100> 
2 I 
- ( -
, Ï \
(2 I 
000 on 
\  2  3  
, 0 0 0  0 1 0  
) 
' ( 
,000 101 
2 
] -
0  0  
, 0  0 
-  (  0  ,  '  - .  '  
V 0  '  I  '  
, 0 0 
0 , ' ( • 
\ 0 : ' 1 ' 
. 0 , 
0  0  
V •( 0  1  
, 0 0 0  1 0 0  \  ,  .  ( )  ,  (  I = -  j 0  .  0  I 
\ 2 -'1 ' \- . 0 . ' 
II . 000 000, 4,' + 46'44, u u . 
0  I  :  ) =  0  8 , ' + 4 :  0  )  
\ 2 2 ' V 0 0 4,'+4É 
000 000 
3 1 I 
000 100, 
3 1 ' 
, 0 0 0  1 0 1 .  
' • ( ,  , )  
000 001\ 
^ ( 3  J  
000 000. ,000 011\ 
, ; 3 2 )" 
OOOOÎON ,000 001. 
3 ; )'-( 3 , )' 
lju uuu. . 000 n0\ 
3 4 )':( 3 4 I '  
00 100. 000 010. 
. j-
' 0 0 
- ( 0 
V  0  - ,  '  •  
, V 0 0 
- ( 0 . • V 
\ 0 , ' 1 
(- 0 0 
000 000, ,4.'+4F'+4I 0 
) = 0 4,'+4/'4' 
3 3 ' \ 0 0 8.'44 1) 
u) 
u> 
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In the next step the 3x3 matrices D^g(q|kk') defined by Eq. (5.14) 
are constructed. Let us express the position vector of the 2-th cell 
x(X,) in units of a and the wavevector q in units of 1/a. Using the 
force constant matrices in Table 5.2 and Eq. (5.14), we 
p(q|41) = ^ j ^°°)exp{iq • °^^)exp{i27T(q^,q ,q^) 
x (0,1,1)} + <{>(°°° °°^ )exp{i27r(q^ ,q ,q^ ) (0,0,1)}+ <p('^ °° °]^ °) 
X 
X y "z 
exp{i27t(q^ ,qy,q^ ) (0,1,0) } 
/ S 0 0 \ , g 0  0 \  
0 a T ) (1 + exp{i2T7[q +q ]}) + j 0 a -y 
v4n~m^ ^ 0 Y a ' V ^ \ 0 -y a 
X (exp[i27rq ] + exp[i2~q ]) ; 
 ^ y 
g[e^ +l][e^ +l] 0 0 
0 a[E„+l][E,+l] y[E -l][S_-lj , 
m 2 1 2  _) 2  3 ,  
\ 0 yle^-ljleg-l] cteyfllleg-l] / 
For brevity, we have adapted ehe following symbols: 
m. = ni„ = the mass of a Sn atom (5.45a) 
x sn 
= the mass of a Ce atom (5.45b) 
ui, ^  = [m,m„j (5.45c) j_z. jl z 
Z. = exp[±i2T:c ] , c: = 1, 2, 3 are the Carestian component 
Z.O. '0. 
indices, e.g., E_^ = expT-izrq^], etc. 
C5.45d') 
1 
Other D(q|kk*) matrices are obtained in the same manner. Finally, the 
dynamical matrix with the 1st NN approximation is composed 
according to Eq. (5.16). The result is presented in Table 5.4. Since 
the dynamical matrix is a Hermitian matrix, only the lower triangle of 
the 12 X 12 dynamical matrix is given in Table 5.4. As can be 
seen, a set of six interatomic force constants is required to determine 
the eigenvalues, oi^Cq), j = 1, 2, ..., 12. 
C. Results of Group Theoretical Analysis 
The Brillouin zone of the system is shown in Fig. 5.3. We shall 
discuss various properties of the phonon dispersion curves, resulting 
from the group theoretical analysis, along three symmetry directions, 
namely, the [100]A, [110]Z and [111]A directions. 
1. Along [1001A direction (see Fig. 5.4) 
The decomposition of the reducible representation, Tof the 
point group G^(q = [0Ç0]) = into irreducible representation (IR) is 
given by 
4A^ (2 dim.) . (5.46) 
This implies that in the decorzpositicn of three of the normal modes 
transform as the (one-dimensional) IR consequently three phonon 
branches in this direction are labeled . The dimensionality of an IR 
corresponds to the number of orthonormal eigenvectors belonging to an 
eigenvalue; that is, the degree of degeneracy of the corresponding 
Table 5.4. The dynamical matrix for the INN Bom-von Karman force con­
stant model of CeSn^ 
'+ui 
a'i '+40. 
4a *+43 *+4a 
-a '  (F._^+l) (E^+1) Y '  (E_^-l)  (E^-1) 4^, '+42 '+4& 
f (!•:_,-1) (E,-l)  -ex' (L_1 + 1) (K^+1) 
a(l)(q|kk') 
-.t' (k_^ +l) (h^ +l) ''(e -£'(s 1+1)(e +i) 
(E_^+l) (E^+l) 
/ - -1 ^ -Ci \C. j_j 
-j(%^ +l)(e^ +l) "':(5^ +l) (5^ +1) 
1 2  
+1) (e^ +1) (5^ -1) 
-J-IN/TT -UT N _I\/R _I 'X 
\ 
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m, = m_ = mass of a Sn atom 
1 Sn 
= mass of a Ce atom 
r il/2 ra^2 = 
= exp[ii2-q^j, ct = 1, 2, 3 are 
Cartesian component indices. 
8r t '+43  
4a'+42 *+4a 
4u'+4a'+4, 
-a'(E_2+1) (E^+1) Y'(E_2-1)(E: -1) i t'+42'+4^ 
m i  
ï • ; -a j 
-Y(H,-1)(E,-1) -a(E,+l) (E^ -VL) -Y (E,-1) (£^ -1) 83+42 
0 ± ^ i ± _± ; 0 
"l2 ^^2 *^2 
-3(E,+1) (E +i) -v(E,-l) (E,-l) -a(E,+l) (E_ + :) Sa+4--
— '  — % r  »  °  —  
-riiE -rl)(E.,Ti) -6(E,^1)(E^4C: S ;-4. 
u u 
"12 "12 
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Figure 5.3. The Brillouin zone of the simple cubic Cu^Au crystal 
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Figure 5.4. Results of the group th 
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there are four doubly degenerate phonon branches labeled . Finally, 
there is a single branch (labeled which transforms as the (one-
dimensional) IR 6^. Note that the total number of branches is twelve, 
equal to the number of degrees of freedom of the four atoms in a unit 
cell. 
The decomposition of F at the zone center T and the zone boundary 
X are written as 
= r2c(3 dim.) + 3r^^(3 dim.) (5.47) 
=  2X^ +  X '  + + 2X^(2 dim.) + 2X^(2 dim.) (5.48) 
Now let us examine the symmetry-adapted vectors for the modes (see 
Fig. 5.4) which transform as each IR of the point group along A. Recall 
that the direction of propagation of all the modes is along the y-axis. 
As can be seen in Fig. 5.4, the displacement of each atom in the 
and modes are parallel to the direction of propagation whereas those 
in the A_ modes are perpendicular to the direction of propagation; in 
other words, the former are purely longitudinal modes and the latter 
are purely transverse modes. In addition, it is knoi-m that a longitu­
dinal acoustic mode in the long wavelength limit (q ^  0) corresponds 
to all the atoms displaced uniformly along the direction of propaga­
tion. This mode can only b= ubLalnec from s linear combination of "he 
s^'zzmetry-adapted vectors of the A, modes; thus the longitudinal acoustic 
branch must belong to one of the A, modes. 
Figure 5.4 includes a schematic diagram of the phonon dispersion 
curves along the [100] direction predicted by group theory. Notice 
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that modes which transform as the same IR cannot cross each other. 
It should be stressed that the assignment of phonon branches and their 
degeneracies for this crystal structure cannot be determined uniquely 
by crystal symmetry. As can be seen in Fig. 5.4, in addition to the 
origin there are three T points (two and one from which 
two branches originate. One of them is a purely longitudinal mode and 
the other is a doubly degenerate purely transverse mode. 
The purely longitudinal optical branch which originates from 
at the zone center is noteworthy. Since it is the only mode which 
transforms as the IR its polarization vector is uniquely defined 
by the symmetry-adapted vector of this mode. It can be shown (by using 
Eq. (6.2) in the next chapter) that the inelastic coherent neutron 
structure factors of this mode for wavevectors in the {110} planes are 
identically zero. Consequently, the A^ mode can only be measured in 
a mirror plane of the crystal other than the {110} planes, such as the 
ilOO] plane. 
2. Along [110] direction (see Fig. 5.5) 
Along the I110] direction none of the modes is degenerate. As 
can be seen from Fig. 5.5 there are four longitudinal-like (i.e., not 
purely longitudinal) modes labeled . Among the eight transverse 
branches, and are purely transverse modes with polarization 
vectors parallel to the z-axis; Z^ are four transverse-like modes vith 
polarization vectors perpendicular to the z-axis. An examination of 
the compatibility relations along TZM reveals that at the zone 
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DECOMPOSITIONS-. 
eg = 4%,+ 32j + 4z4 
Tj. = Fîs v3dim./+3r|5 (Sdirr:.) 
r^= ml + m2+ m3+ m4 + mgtzdimh 
+ m'2+ m'4+ 2m5(2dim.) 
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SYMMETRY ADAPTED VECTORS : 
zz: i!'^! 
Figure 5.5. Results of the group theoretical analysis of the disper­
sion curves of CeSn^ along the [110] direction 
boundary there are three degeneracies corresponding to two and one 
points. At the degeneracy is between a and a at the 
degeneracy is between a and a Z^. 
From a consideration of the inelastic neutron structure factors 
for all the modes, we arrive at the following results: 
1) The Z^ and modes can be measured separately without interference 
from each other in two different crystal mirror planes; that is, 
with the [110] axis vertical in the first case and the [100] axis 
vertical in the latter. 
2) The purely transverse optical mode Z^ cannot be measured in either 
of the two planes mentioned above. It can be shown that the branch 
can be detected in the [111] plane. 
3. Along Illl]A direction (see Fig. 5.6) 
Along the [111]A direction each of the four branches is doubly 
degenerate. With the exception of mode, none of the modes is purely 
longitudinal or pnrply transverse. Actually due to the complexity of 
the symmetry-adapted vectors of these modes, the longitudinal or 
transverse character of a mode can only be defined at wavevectors very 
close to the zone center. At the zone boundary R there are three 
degeneracies corresponding to two and one points. At R^- the 
degeneracy is between a and a A^ mode; at the degeneracy is 
VJhile the and A^ modes can be measured in the (110) plane, the 
inelastic structure factor of the purely transverse optical branch A^ 
m  
r,5 
aj 
1f^25 
DTCÛMFOSITIÛ.NS : 
1% = 3Ai + Aï + 4 A3(2dim.) 
Fp = Fzs (3dim.) +3ri5 (3dim.) 
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t  RijlZdim.) 
'•25 
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Figure 5,6, Results of the group 
sion curves of CeSn_ j 
theoretical analysis of the disper-
along the I111] direction 
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is identically zero in this plane. It can be shown that A can be 
measured in the crystal mirror plane with the [112] axis vertical. 
146 
VI. EXPERIMENTAL CONSIDERATIONS AND RESULTS 
A. Technique of Inelastic Neutron Scattering 
1. One-phonog inelastic ccharcnt scattering 
In contrast to X-rays and electromagnetic radiation such as the 
infrared radiation, slow neutrons have wavelengths and energies 
comparable with the interatomic spacings and phonon energies of 
solids respectively. This is the chief reason for slow neutron 
scattering being an ideal tool for the study of dynamical properties 
of crystalline solids. In the present investigation we are interested 
in the inelastic scattering processes which involve the exchange cf 
one phonon between the radiation and the crystal. Other contributions 
to the measurement including incoherent and multi-phonon scattering 
processes are considered as background. The differential cross 
section of one-phonon inelastic coherent scattering (111) is given by 
^ " k' h^Cn + i ± i) h . T  0 ^ v ^ 
dOdE V k 2v ],q,T o 
where 
V = volume of the unit cell 
-y 
q = phcncr. v;ivt;vecu0r 
2 = phonon mode index 
T = reciprocal lattice vector 
k' = scattered neutron wavevector 
k = incident neutron wavevector 
T 7  /  n \  )  A J H " » )  —  n i ;  ( n ) r o i O  —  v O  
I \  1  ~  k .  
J J 
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- k'^) 
hv = — = energy change of the neutron (m^ is the mass 
n 
of neutron) 
hv^(q) = energy of the created or annihilated phor.on 
Q = k^ - k = momentum transfer vector of the neuron = scattering 
vector 
n = average phonon occupation number = <nj^> = 
exp[ha)^(q)/kgT] - 1 
j(yi) = inelastic coherent neutron structure factor 
I Q • e(ki jq)exp[iQ • x(k)]exp[-Wk(Q)] (6.2) 
with the k summation over the atoms in the unit cell, 
m, = mass of the k-th atom 
k. 
= coherent nuclear scattering amplitude for the k-th atom 
x(k) = position vector for the k-th atom of the basis with 
respect to the origin of the unit cell 
= polarlzacioi'i vector of the k-th atom for mode (jq) 
(see Sq. (5.27)) 
W^(Q) = the Debye-Waller factor 
^ [3. u(ik,t)]^ (6.3) 
Eq, (5.31). ( ) denotes the tirim-
averaeeJ. 
Tne upper ana iower signs in r-q. (.6.1) correspond to pr 
creation and annihilation respectively. There are two conservation 
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relations indicated by the two delta functions in Eq. (6.1). First, 
energy conservation requires that the energy lost or gained by the 
neutron must be equal to the energy change of the crystal—the 
energy of the phonon being created or annihilated. That is, 
hv = — (k^ - k'^) = ± hv.Cq) • (6.4) 
% o J 
Second, the momentum change of the neutron must be equal to the quasi-
momentum change of the lattice. That is, 
Q = - k' = T 4- q . (6.5) 
Equations (6.4) and (6.5) together with the dispersion relations (q) 
versus q constitute a system of five equations with four unknowns for 
which only a finite number of solutions can be found. This situation 
is illustrated graphically in Fig. 6.1. Given the wavelength and 
direction of the incident neutrons, the 'scattering surfaces' in the 
reciprocal space are determined by Eqs. (6.5) and the following 
equation 
/ ! / _ 4'7tm\, vq; 
k 4 . (6.6) 
LiWii oi Figure 6.1 shows some scattering surfaces for one—phon 
with neutron energy gain in the [001] zone of aluminum, calculated 
for 4 A neutrons along the [010] direction. As can be seen, the 
scattering surfaces intersect the line defining the scattering directicn 
at points A, 3, C, D, and E which correspond to 
K, 
E;W()I(;I 
fipheie 
200 
Detector 
l'l)',uro 6.3. Some scat Lcring ,surf;icos for one-phonon pjocesîies with neutron energy gain in the 
[0011 zone of aluminum, calculated for 4 A neutrons along tiie [010] direction 
(after Rof. 125) 
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aforementioned system of equations. The measurements of phonon 
frequencies (q) associated with various intersecting points on the 
scattering surfaces by varying and k would yield the phonon 
spectrum. The principle instrument for this type of measurements 
is the triple axis spectrometer. 
2. The triple axis spectrometer 
A schematic diagram of a triple axis spectrometer (147) is shown in 
Fig. (6.2). A large single crystal (e.g.,beryllium, pyrolitic graphite) 
is used as a monochromâtor to Bragg reflect neutrons of a particular 
wavelength from the reactor spectrum. The wavelength of this mono­
chromatic beam can be varied by relating the glancing angle S and the 
scattering angle 29^ at the monochromator in a 1:2 ratio. The momentum 
of the incident neutrons of energy is then determined by the 
direction of the beam and the relation 
*2 r - sin a 
e, = ^  16.7) 
O Z.1U ^111 I _j 
n n n 
Where m is the mass of the neutron and is the spacing oi tne 
n. i'-»-
reflecting planes of the monochromating crystal. 
The beam is then incident on the sample crystal S set at the 
angle 'i' -is scattered at a scattering angle o upon an analyzing 
crystal X . The energy analysis of the scattered neutrons is performed 
by means of the analyzer which is set for Bragg reflecting neutrons 
of a given energy E' into the detector. Consequently Che analyzer has 
to rotate with the detector in a 1:2 angular relationship \%.e.. 
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Figure 6.2. Schematic diagram of a cypical crlple axis 
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A6 = A6 = 1:2). The final momentum of the neutrons k' is determined 
A 2 A 
from the angle tp and the relation 
^2 |- . sin 9^ 1 2 
J 
( c. 
where 8 is the glancing angle at the analyzer and d^ is the spacing 
of the reflecting planes of the analyzing crystal. Therefore both 
the energy change E^-E' and momentum transfer vector k^-k' of the neutrons 
can be obtained. 
A monitor M is placed between the monochromator and the sample 
incident on the sample during each step in a scan is the same. 
Collimators consisted of parallel strips of cadmium-plated steel 
(Seller slits) are inserted along the neutron paths to limit the 
horizontal divergence of the beams. The calculation of the angle 
variations, the control of instrumentation and the acquisition of 
experiment?J oata are performed by an on-line computer. 
The technical details of the triple axis spectrometers has been 
reviewed by Iyengar (149). More recent advancements in spectro­
meter designs and automation, experimental considerations of reflec­
tivity of the monochronating and analyzing crystals, and methods of 
dealing wich problems sucn as order ccncaminacicns can fouad iu the 
article by Dolling (150). A discussion of the relative merits of 
various instruments used for inelastic neutron scattering experiments 
has been presented by Brockhouse (151). It was found that the triple 
to control the signal counting times so that the number of neutrons 
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axis spectrometer had many definite advantages in the study of phonon 
dispersion relations. 
3. The conscaac-Q method 
Probably the most widely used method in the determination of 
phonon dispersion relations using a triple axis spectrometer is the 
constant-Q method'. In this method the scattering vector, Q = k -k 
2 2 is held constant while the energy transfer, hv (k^-k' ) is varied. 
The relationships between the neutron wavevectors and the orientation 
of the sample crystal for the two cases of fixed-k^ and fixed-k' are 
illustrated in Fig. (6.3). Assuming that the xy plane in the reciprcca 
lattice space contains the incident and scattered neutron wavevectors 
k_ and k', then the crystal orientation (ijj) may be defined by the angle 
between a selected crystal axis, say y, and the incident neutron 
beam k^. In this case, the x, y components of Q can be expressed in 
terms of the spectrometer angles: 
Q = -ik^iblu y - 'ik':Sin(v y) , -
Q = II cos V - ik'iccs(ç - i) . (6. 
Differentiacing these expressions and putting cQ = cQ ^ = 0 yields 
X y 
the fixed relations between the increments in k^. k'. à and 0 for a 
constant-0 energy scan. As can be seen in Fig. (6.4a), this results 
in a vertical scan through the dispersion curve; the peak of the 
'neutron groups' (see Fig. 6.4b) recorded in this way define the 
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1 
000 
Figure 6.3. Diagra~.s in reciprocal space showing three possible com­
binations (a, B anc C) of k" and veccors for energy 
scans at constant Q: (a) fixed incident wavelength, 
(b) fixed scattered wavelength 
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For most lattice dynamical studies, the phonon dispersion relations are 
measured along certain q-directions of high symmetry. Consideration 
of focusing properties to ensure optimum resolution conditions for the 
experiment has been presented by Cooper and Nathans (152). 
We have briefly discussed the experimental methods in the measure­
ments of phonon dispersion relations. In the following section, we shall 
present the experimental results in the lattice dynamical study of 
CeSn„. j 
B. Experimental Results 
The inelastic neutron experiment vas performed on a large sample 
of CeSn^ using the HB-2 triple axis spectrometer at the HFIR of Oak 
Ridge National Laboratory. Some phonon measurements were also conducted 
using the Ames Laboratory HB-4 triple axis spectrometer installed at the 
Oak Ridge Research Reactor (ORR). The sample was a cylinder of 1.3 cm 
in diameter and about 4 cm in length. Examination of the sample 
using a double axis neutron diffractometer established the existence 
of a large single crystal of CeSn^ which occupied the entire cross 
section of the sample and was approximately 3.2 cm in length. At the 
end which is not a part of the single crystal a face parallel to the 
(110) planes of the single crystal was opened by using a slow speed 
diamond cutter. 
Most of the measurements of phonon dispersion curves were per­
formed with either the [100] axis or the [110] axis of the crystal 
in the vertical direction. However, for measurements of phonon 
frequencies of the mode, the crystal was oriented with its [112] 
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axis vertical. Attempt was also made to detect the ^2 phonon branch 
by alligning the crystal with its [111] axis vertical. All the phonons 
were measured by the 'constant-Q method' with neutron energy loss 
and the spectrometer operated in a fixed E' mode. To achieve optimal 
experimental conditions and to avoid, as much as possible, contaminations 
due to various spurious processes, standard measurement techniques, such 
as the application of effective filters, the utilization of different 
monochromating and analyzing crystals, the selection of various 
scattered neutron energy etc., have been employed (see Table 6.1). 
Throughout the experiment the sample was kept either under vacuum or 
in a helium atmosphere to avoid oxidation of the sample. A majority 
of the measurements were performed at room temperature. Selected phonon 
branches were also measured at low temperatures (T between 5 to 15 K) 
by using either a conventional cryostat or a cryogenic refrigerator 
installed on the sample table of the spectrometer. 
The phonon dispersion curves of CeSn, at room temperature were 
measured in three symmetry directions, namely, the [100] A, [110] Z 
and [111] A directions. The measured phonon frequencies and their 
associated errors, the reciprocal lattice vectors x at which phonons 
of certain modes and wavevector q were measured and the experimental 
conditions (mcncchrcmator and analy^ .er settings, scattering neutron 
energies) are tabulated in Table 6.1. The phonon frequencies were 
assigned to the modes listed on the left of the table. The assignment 
of measured phonon frequencies to the phonon modes vers determined based 
on the agreement between the observed frequencies and the neutron 
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intensities with the calculated ones using a 3NN Born-von Kdrmân force 
constant model. Given the maximal information provided by the data, the 
present assignment represents the best agreement between the theory 
and experimental observation. Nevertheless, the possibility of a 
different assignment of phonon modes cannot be eliminated. More data 
on the lattice dynamics of LaSn^ and detailed comparison between these 
two materials will provide more information about the assignment of 
phonon modes. 
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Table 6.1. Measured phonon frequencies of CeSn^ (T = 295K) 
BRANCH 
LA[100]A, 
q 
0  0 - 1  
0  0  . 2  
0 0-.2 
0 0-.2 
0 0 .25 
0 0-.3 
0 0-.3 
0 0 .35 
002 
002 
004 
004 
002 
004 
004 
002 
v(THz) ±Av(THz) 
. 66 
1.31 
1.20  
1.15 
1.62 
1.72 
1.77 
2 . 1 6  
2 . 0 2  
.04 
.05 
.06 
.05 
.05 
.06 
.10 
.07 
.08 
M-A-E'(THz) 
ijz—uz—j . o 
G2-G2-3.6 
B2-G2-8.4 
G2-G2-6.0 
G2-G2-3.6 
B2—B2—8.4 
G2-G2-6.0 
G2-G2-3.6 
G2-G2-6.0 
l0^[110]a^ 0 0 0 
0 0 0 
0 0 . 1  
0 0 . 1  
0 0 .1  
0  0  . 1  
0 0 . 1  
go ^ 
0 o-.l 
0  0 . 2  
0  0  . 2  
0  0  . 2  
003 
ool 
003 
003 
034 
015 
015 
005 
00y 
003 
003 
005 
1.95 
1.92 
1.95 
1.96 
2.07 
2.10 
1.95 
2,02 
1.83 
1. 9S 
1.97 
2 . 2 1  
.10 
.08 
.05 
.07 
.06 
.12 
.06  
.08 
.08 
.05 
.06 
.15 
G2-G2-3.6 
G2-G2-3.6 
G2-G2-3.6 
G4-G4-6.0 
B1-G4-8.0 
B1-G4-8.0 
G4-G4-8.0 
G4-G4-8.0 
G2-G2-6.0 
G2-G2-3.Ô 
G4—G4—6.0 
Bl—34—8.0 
D 
D 
^-A denotes the isonochromator and analyzer settings: G2, pyrcJ.itic 
graphite (002); G4; pyrolitic graphite (004); Bl, beryllium (101): 
32, beryllium (002). E" is the scattered neutron energy. 
•k 
"Measurements performed using the Ames Laboratory/ triple axis 
spectrometer at the OSS. 
Table 6.1. Continued 
BRANCH 
-*• 
q 
->-
T .tavcthz) M-A-E'(THz) 
LO- 100 
0 0 
0 0 
0 0-
0 0-
0 0 
0 0-
0 0 
0 0-
0 0-
0 0 
0 0-
0 0 
0 0-
0 0-
0 0 
0 0-
0 0-
n n_ 
.2 
. 2  
. 2  
. 2  
.25 
.25 
.3 
3 
.35 
.4 
.4 
.4 
.4 
.4 
.45 
.45 
.45 
.5 
u u-.3 
n  0 -
ui^ 
005 
ool 
003 
003 
003 
004 
003 
001 
002 
004 
004 
006 
003 
002 
004 
005 
003 
005 
nrn 
2.09 
1.96 
1.90 
2 . 0 2  
1.98 
1.98 
2 .06  
2.18 
2.37 
2.45 
2.31 
2.40 
2.42 
2.64 
2.63 
2 . 6 0  
2.73 
2 .80  
2 . 6 6  
.15 
.10 
.05 
.07 
.12 
.06 
.06 
.08 
.10 
.08 
.05 
.10 
.07 
.12 
.10 
.07 
.07 
.12 
.ut-
.12 
g4^g4—' 
G4~G4— 
G2-G2 
G2-G2 
G4-G4 
e.o'' 
8.0^  
3.6 
3.6 
6 . 0  
G2-G2-6.0 
G2-G2 
G2-G2 
G2-G2-
G4-G2-
G4-G4-
B2-B2-
G2-G2-
G2-G2-
G4-G2-
G4-G4-
G2-G2-
52— 
G2-G2-
•6.0 
6 . 0  
•3.6 
-3.6 
- 6 . 0  
-8.4 
- 6 . 0  
3.6 
-3.6 
-6 .0 
-3.6 
-o 
•6.0 
logflooja 0 0 0 
0 0 0 
0 0 .1 
0  0  . 2  
0  0  . 2  
0 0 .3 
0 0 .3 
0 G .35 
0 0- .4 
0 0 .45 
003 
003 
003 
003 
005 
003 
003 
003 
005 
003 
4.30 
a 97 
/. 
. 21  
4 .14 
3.85 
3.81 
3.64 
3.54 
3.47 
.15 
. 10 
I  l'y 
.  _ L  W  
.10 
.12 
.08  
.10 
.10 
.15 
G2-G2-3.6 
g^-r—6 . 3 
G2-G2-3.6 
- / O A  
G2-G2-3.6 
g4—g2—3.o 
g4-g2-3.ô 
g4—g4—6 - u 
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Table 6.1. Continued 
branch T v(THz) HTHZ) m-a-e'(thz)' 
logtloolag 
TA[100]A, 
0 0 0 
0 0 0 
0  0  . 2  
0 0 .35 
0 0-.15 
0 0-.15 
0 0- .2 
0  0  . 2  
0 0-.3 
0 0-.3 
0 0-.4 
0 0-.4 
0 0-.4 
0 0-.4 
0 0-.4 
0 0 .5 
0 0-.5 
0 0-.5 
003 
330 
015 
015 
220 
040 
220 
220 
220 
220 
220 
220 
220 
220 
220 
220 
220 
110 
3.19 
2.96 
3.13 
3.15 
.69 
.62 
. 90 
.85 
1.26 
1.31 
1.57 
1.56 
1.57 
1.60 
1.59 
1.70 
1.74 
1.76 
.07 
.10 
.10 
.10 
.03 
.04 
.04 
.04 
.03 
.05 
.03 
.08 
.04 
.05 
.03 
.06 
.06 
.07 
G2-G2-3.6 
G2-G2-6.Û 
31-G4-8.0 
Bl—64—8.0 
G2-G2-3.6 
G4-G4-8.0° 
G2-G2-3.6 
B2-B2-8.4 
G2-G2-3.6 
G2-G2-6.0 
G2-G2-3.6 
B1-G4-10.0 
B1-G4-6.0 
G2-G2-6.0 
G2-G2-3.6 
G2-G2-3.Ô 
G2-G2-6.0 
G2-G2-3.6 
ro^(ioo]a_ 0 0-.05 
0  0 - .2  
0 0-.2 
0 0-.3 
0 0-.4 
221 
221 
330 
221 
221 
1.89 
1.93 
1.90 
1.56 
2.05 
.08 
.OS 
.08 
.12 
G2-G2-3.6 
G4-G2-6.Ù 
TO n nm A 0 O-.l 
0 0- .2  
0 0-.3 
0 0 .3 
0 0-.4 
0 0-.5 
221 
221 
221 
330 
221 
221 
j -u/ 
3.08 
3 .16 
3.11 
3.17 
3.08 
.  uo  
.10 
. 10 
.10 
.06 
.15 
G2-G2-3.6 
G4—G4—6 .0 
G2-G2-3.0 
Table 6.1. Continued 
BRANCH q t v(THz) rAv(THz) M-A-E'(THz) ^ 
to [loojag 0 o-.l 330 4.20 .15 bl-ga-10.0 
0 0 .15 330 4.15 .10 g4-g4-6.0 
0 0 .2 330 3.95 .06 g4-g4-6.0 
0 0-.2 050 4.26 .12 b1-g4-8.0 
0 0 .4 050 3.80 .20 b1-b4-10.0 
0 0-.4 220 4.00 .20 g2-g2-3.6 
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Tabic 6.1. Continued 
BRANCH q T V(THZ) ±AV(THZ) M-A-E'(THZ)^  
LA[110]Z^ 
lot[11011, 
.1 .1 220 .92 .05 G2-G2-6.0 
-.L-.L 220 1.02 .05 G2-G2-6.C 
.1 .] 0 220 1.0 .04 G2-G2-3.6 
.15.15 0 220 1.49 .04 G2-G2-3.6 
.15.15 0 220 1.42 .05 G2—G2—6.0 
.15.15 0 220 1.51 .08 G2-G2-3.6 
.2 .2 0 220 1.93 .08 G2-G2-3.6 
-.3-.3 0 330 1.97 .07 G2-G2-3.6 
— .4— .4 D 330 1.91 .06 G2-G2-3.5 
,4 .4 0 220 2.02 .08 G2-G2-3.6 
.4 .4 0 220 1.98 .15 G4—G4—6.0 
1 1 o
 
330 1.94 .06 B1-G4-6.0 
-.45-.45 0 330 1.86 .12 B1-G4-3.6 
-.45-.45 0 330 1.97 .08 G2-G2-3.6 
-.5-.5 0 330 2.06 .10 G2-G2-3.6 
-.5-.5 0 330 2.00 .20 G4-G4-3.Ô 
-.5-.5 0 330 2.06 .08 G2-G2-3.6 
.1 .1 0 221 1.97 .10 G2-G2-3.6 
. I .10 221 1.92 .10 G2-G2-3.6 
.2 .20 110 o  T  r \   ^• XV . 10 G2-G2-3.6 
.25.25 0 220 2.19 .08 G2-G2-6.0 
.3 .3 0 220 2.58 .15 G2-G2-3.6 
.35.35 Q 220 2.80 .15 G2-G2-3. D  
.4 .4 0 220 2.80 .15 G2-G2-3.6 
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Table 6.1. Continued 
BRANCH q % v(ïHz) ±Av(THz) M-A-E'(THzf 
l02[110]z^ 
LOJIIOJZ, 
'  I  ± U  J  
.1 .1 0 221 3.10 .10 G2-G2-3.6 
— .l-.l 0 330 3.04 .10 52—G2—6.0 
-.2-.2 0 330 3.08 .11 B2-B2-8.4 
.2 .2 0 332 3.14 .17 G2-G2-6.0 
.3 .3 0 330 3.20 .15 G2-G2-3.6 
-.25-.35 0  330 3.15 .15 G2-G2-3.6 
—.4—.4 0 330 3.20 .15 G2-G2-3.6 
.3 .3 0 221 3.70 .15 G2-G2-3.Ô 
-.35-.35 0  330 3.82 .10 G2-G2-3.6 
-.35-.35 0 330 3.76 .08 G4-G2-3.6 
.4 .4 0 110 3.98 .08 G2-G2-3.6 
.4 .4 0 330 3.99 .08 G4—G4—6 .0 
-.5-.5 0 330 4.15 .08 G2-G2-3.6 
-.5-.5 0 330 4.05 .10 G2-G2-3.6 
.5 .5 0 330 4.15 .20 G4-G4-6.0 
— . J-— . JL Q CC2 t, 7 . 0 Û  
-.15-.15 0 002 .98 .04 G2-G2-3.6 
-.2-.2 Q 004 1.20 .05 G2-G2-D.0 
.2 .2 0 002 1.28 05 G2-G2-3.6 
.2 .2 nno 1.31 .04 31-G4-10.0 
.2 .2 0 002 1.28 .05 31-G4-6.0 
0 002 1.58 -05 G2-G2-3.6 
—.3—.3 Q 004 1.72 .07 G2—G2—6.0 
.3 .3 0 002 1.80 .04 Gi.—G2—J/. 0  
—.33—. 35 Q 004 1.94 .05 G2—G4—6 .0 
.35 . 35 0 002 2-11 .05 / O ^ DX—VjT^ —J . w 
-.4-.4 Û ÛÛ4 2 .16 HQ G2—G2—Ô.0 
Table 6.1. Continued 
BRANCH q T v(THz) ±Av(THz) M-A-E'(THz)* 
TO^[110]Z^ 
to.ellojzg 
TA n 1 m V j.».*. —s- J —y 
.45 .45 0 002 2.17 .05 G2-G2-3.6 
-.45-.45 0 003 2.24 .04 G2-G2-3.Ô 
.45 .45 0 003 2.35 .08 G4-G2-3.6 
-.5 -.5 0 003 2.26 .05 G2-G2-3.6 
.5 .5 0 002 2.25 .12 G2-G2-3.6 
.1 .1 0 003 1.92 .07 G2-G2-3.6 
.2 .2 0 003 2.11 .06 G4-G2-3.6 
.3 .3 0 003 2.20 .10 G2-G2-3.6 
-.3 —.3 0 003 2.17 .08 G2-G2-3.6 
.45 .45 0 003 2.41 .10 G4—G4—6 .0 
.45 .45 0 003 2.50 .08 Bl—G4—6. 0 
.5 .5 0 003 2 40 .15 G2-G2-3.6 
.1 .1 0 005 4.08 .16 G2—G2—6.0 
-.2 -.2 0 003 4.02 .15 G2-G2-3.6 
-.2 -.2 0 003 4.10 .15 G4-G4-Ô.0 
-.3 -.3 0 003 1 n f  - 1  . O  
.3 .3 0 003 3.76 .10 G4-G2-3.6 
-.35-.35 0 003 3 58 .06 G4-G2-3.6 
1 o
 
003 3.33 .05 G2-C2-3.6 
—. 4 —. 4 u uu3 2.37 .05 G4-G2-3.6 
-.45-.45 0 003 3.20 .05 G4—G2—ô.0 
0 .1 —. 1 022 50 .03 31-G4-8.0 
0 .25-.25 022 1.04 .05 31—G4—5.u 
û .4 -.4 022 1 22 .08 Bi—G4—8.C 
0 .5 -.5 022 1.29 .10 31-G4-8.0 
166 
Table 6.1. Continued 
BRANCH Q T v(THz) ±AV(TH2) M-A-E'(THZ)^  
t0^[110]z^ 
t02[110]e^ 
0 .1 -.1 033 2.09 .05 B1-G4-8.0 
0 .3 -.3 033 2.01 .12 BL—G4—8.0 
0-.4 .4 033 1.82 .10 B1-G4-8.0 
0 .5 -.5 022 1.80 .10 B1-G4-8.0 
0 .5 .5 032 1.78 .10 B1-G4-8.0 
0 .1 -.1 033 3.17 O
 
00
 
B1-G4-8.0 
0-.3 .3 033 3.05 .10 B1-G4-8.0 
0
 
1 
.4 033 2.80 .10 31—G4—8.0 
0 .5 -.5 033 2.78 
00 o
 B1-G4-8.Û 
0-.5 .5 033 2.70 .10 B1-G4-8.0 
T0_(111]Z^  O-.L .1 033 4.20 .15 BL-C-4-8.0 
0-.2 .2 033 4.20 .15 G4-G4-8.0^  
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Table 6.1. Continued 
BRANCH q x v(THz) -Av(THz) M-A-E'(THz 
-.05-.05-.05 222 .685 .05 B1-G4-3.6 
— .1 —.1 — .1 222 1.38 .10 G2-G2-3.6 
— .1 —.1 —.1 222 1.37 .06 G4-G2-3.6 
— .1 —.1 — .1 222 1.43 .07 B1-G4-3.6 
.13 .13 .13 221 1.66 .06 G4-G2-3.6 
—.15—.15—.15 222 1.96 .06 G4-G2-3.6 
.15 .15-.15 222 1.88 .07 G2-G2-3.6 
.15 .15-.15 222 1.88 .10 G2-G2-6.0 
— - 2 —.2 —.2 ÏÎ3 2.34 .08 B2-B2-8.4 
.2 .2 .2 222 2.38 .12 G2-G2-6.0 
—. 3 -. 3 —. 3 223 2.48 .04 G2-G2-3.6 
—.3 -.3 —.3 223 2.61 .04 G4-G4-6.0 
—. 3 -. 3 —. 3 223 2.48 .10 B1-G4-10.0 
-.35-.35-.35 223 2.12 .10 G4-G2-3.6 
-.35-.35-.35 223 2.01 .08 G4-G2-6.0 
-.35-.35-.35 223 2.08 .06 G4—G4—6 .0 
.o^llilja^ .05 . 05 .05 I L l  2.09 GZ-G2-'3 " 
.05 .05 .05 221 2.01 .07 G2-G2-3.6 
.05 .05 .05 221 2 • 00 . 04 G4-G2-3.6 
.1 .1 -.1 222 2.23 .06 G2—G2—3.6 
.25 . 25 -.25 222 2.84 1 g G2—G2—6.0 
.3 . 3 -.3 223 2.87 .12 G2—G2—6.0 
- .4 —. 4 222 T n G2-G2-3.6 
-.4 -.4 -.4 223 2.82 .10 G2-G2-3.6 
.4 .4 .4 222 3.05 .15 G4—G4—6 .0 
.4 .4 —. 4 223 3 .06 05 31-G4-D.0 
.4 .4 .4 222 3.14 .10 Di—G4—6.Û 
.5 222 3.18 .10 o-L—vj4*"6 .0 
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Table 6.1. Continued 
BRANCH q t v(THz) ±Av(THz) M-A-E'(THz)^ 
LO^CllljA^ .1 .1 .1 223 
- .1 • 1 — . 1 334 
-.15--.15-.15 223 
.15 .15-.15 334 
.35 .35 .35 222 
.35 .35-.35 113 
.4 .4 .4 222 
.4 .4 -.4 224 
-.5 -.5 -.5 222 
.5 .5 -.5 222 
TOgLllllA. .1 .1 .1 330 
-.1 — . 1 —. 1 330 
.2 .2 .2 330 
.3 .3 .3 330 
-.3 —. 3 —. 3 330 
-.4 —. 4 — .4 330 
4.17 
4.18 
3.91 
3.94 
3.85 
3.82 
4.22 
4.12 
4.40 
4.30 
3.10 
3.16 
2.93 
2.97 
3.11 
2.75 
.10 
.09 
.15 
.20  
.20 
.13 
.15 
.13 
.12 
.15 
.12 
.10 
.10 
.12 
.12 
.15 
G4-G2-6.0 
Bl—G4—10.0 
G4-G2-3.6 
B1-G4-10.0 
G4-G2-3.6 
G2-G2-3.6 
G4—G4—6 .0 
G2-G2-3.6 
32-B2-8.4 
G2-G2-6.0 
B1-G4-6.0 
31-G4-6.Q 
31-G4-6.0 
B1-G4-6.0 
Bl—G4—6.0 
B1-G4-6.0 
TA[111]A, 
, ± 
.1 
_ 1 
.1 
.15 .15-.15 
.z. 
.2 
. 2 
. 2 :  
.3 
. 3 
. — . z. 
.2 -.2 
. z. — . 2 
.25-.25 
.3 -.3 
.3 —  . 3  
111 
ill 
9 on 
-111 
221 
221 
222 
222 
223 
.05 
.05 
.63 
.69 
.98 
. 99 
1.10 
1.15 
1.11 
1.26 
J.. 22 
.03 
.03 
c2 
.04 
.05 
.03 
.07 
.12 
G2-G2-3.6 
G4-G2-3.6 
31-C-4-3-6 
S1-G4-6.0 
G2-G2-3.6 
G4-G2-3.6 
G2-G2-3.6 
GA—G2—3.6 
G4-G4-6.0 
ga-ga-6,0 
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Table 6.1. Continued 
BRANCH q T v(THz) ±Av(THz) M-A-E'(THz 
—. 3 —. 3 — .3 223 1.22 .10 G4—G4—6.0 
—.3 —.3 — .3 223 1.15 .05 G4-G2-D.0 
-.35—.35— .35 223 1.1 .05 G4—G2—6.0 
—.35—.35— .35 223 1.11 .07 G4-G4-6.0 
—.35—.35— .35 223 1.10 .12 B1~G4—10.0 
—.35—.35 .35 223 1.22 .05 Bl—G4—6.0 
— .4 — • 4 .4 222 1.00 .04 G2-G2-3.6 
—.4 —.4 — .4 223 .94 .04 G2-G2-3.6 
—.4 —.4 -.4 223 .94 .04 G4-G2-3.D 
-.4 -.4 .4 222 .99 .05 G4-G2-3.6 
—.4 -,4 — .4 223 .93 .05 G4—G2—6.0 
— .4 —.4 -.4 223 .95 .05 G4-G4-6.0 
—. 4 —. 4 -.4 223 .91 .08 B1-G4-10.0 
—. 4 —. 4 .4 222 1.02 .10 B1-G4-10.0 
-.4 -.4 --.4 222 .95 .06 31—G4—3.6 
—.4 —.4 .4 222 .99 .04 31-G4-3.6 
-.45-.45--.45 223 .72 .08 G4-G2-3.6 
-.45 223 . U 7 %—C2—6 .0 
-.45-.45 .45 222 .74 .05 G4—G2—6.0 
- .45-.45--.45 223 .04 B1-G4-3.6 
-.5 -.5 .5 222 .44 .05 G4-G2-3.6 
-.5 -.5 . 5 222 .45 .04 31-G4-3.6 
.1 -.i - *7 ^ .10 G2-G2-3.6 
J 
.1 .1 • - .1 221 2.05 .05 G2-G2-3.6 
.1 .1 • -.1 334 2.00 .10 5j-—G4—j-0. C 
.1 .1 -.1 223 .10 B1-G4-6.0 
.1 .1 -.1 223 2.07 .06 iil—G4 —0 .0 
1 1 I 330 2.Ù4 . Co 21-G^' -6 .0 
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Table 6.1. Continued 
BRANCH 
-y 
q v(THz) tAv(THz) M-A-E'(THz)' 
T0^[1113A3 .15 .13 .15 333 
-.15-.15-.15 330 
.2 .2 .2 330 
.3 .3 -.3 221 
.3 .3 .3 330 
.35 .35 .35 330 
.4 .4 -.4 111 
.4 .4 -.4 221 
.45 .45 .45 330 
-.5 -.5 -.5 221 
.5 .5 .5 330 
2.10 
2.17 
2 .06  
1.60 
1.75 
1.70 
1.53 
1.58 
1.54 
1.40 
.15 
.05 
.10 
. 2 0  
.10 
.18 
.10 
.10 
.15 
.08  
on 
B1-G4-
B1-G4-
B1-G4-
G2-G2-
B1-G4-
B1-G4-
G2-G2-
G2-G2-
B1-G4-
G2-G2 
Til ~nà. 
10.0 
10 .0  
10 .0  
3.6 
•10.0 
•10.0 
-3.6 
-3.6 
-10.0 
-3.6 
-1 n.n 
l02[111]a3 .1 .1 .1 221 
.1 .1 -.1 223 
. 2  . 2  . 2  2 2 1  
.25 .25 .25 222 
.25 .25-.25 223 
-.3 -.3 -.3 222 
-.3 -.3 -.3 223 
-.3 -.3 -.3 222 
—.4 —.4 —.4 222 
-.4 -.4 -.4 223 
.4 .4 .4 222 
.45 .45-.45 222 
-.1 -.1 .1 223 
.25 .25-.25 223 
-.2 -.2 .2 223 
-.3 -.3 .3 223 
.4 .4 -.4 223 
-.4 -.4 223 
-.5 -.5 -=5 113 
3.09 
2.93 
3.11 
3.22 
3.22 
3.10 
3 - 00 
3.03 
2 . 8 2  
3.05 
2.70 
4.18 
4.26 
4 .IS 
4.24 
4.35 
4 . 2 2  
4.12 
.07 
.14 
.08 
.08 
.08 
.10 
.08 
.10 
.10 
.15 
.17 
,18 
.12 
l^ 
.08 
G2-G2-3.6 
G2-G2-6.0 
G2-G2-3.6 
G4-G2-3.6 
B1-G4-6.0 
G2-G2-3.6 
G2-G2-3.6 
G4-G2-3.6 
G2-G2-3.6 
G2-G2-3.6 
G4-G4-6.0 
G2-G2-5.0 
32-32-8=4 
G4—G4—Ô . Û 
32-32-8.4 
32-32-8.4 
G4-G4-6.0 
G2-G2-6.0 
G2-G2-3.5 
VII. ANALYSIS AND DISCUSSION OF THE EXPERIMENTAL 
RESULTS ON THE LATTICE DYNAMICS OF CeSn^ 
A. Qualitative Discussion - Phonon Anomalies 
The experimentally measured dispersion curves of CeSn^ along the 
[100], [110] and [111] symmetry directions are plotted in Fig. 7.1. 
The most spectacular aspects of the dispersion curves are in the [111] 
direction where anomalously low frequency modes were observed close to 
the zone boundary. To verify that these features are indeed anomalous, 
we performed a systematic experimental study of the dispersion curves 
of LaSn,. In the absence of any specific effects due to the mixed 
valent character of CeSn^, one would expect identical dispersion 
curves for these two compounds (153), since La and Ce have approximately 
equal masses and the two compounds have similar electronic structures 
(La, of course, unlike Ce, has no 4f electrons). A comparison of the 
dispersion curves of these two compounds is given in Fig. 7.2. In 
this figure, the solid lines and dashed lines represent respectively the 
measured longitudinal and transverse branches for LaSn^, the solid 
circles and empty circles denote respectively the measured longitudinal 
and transverse phonon frequencies of CeSn^. As can be seen, we did not 
observe any sizable difference in the phonon frequencies between the 
LaSr-.^ and CeSn. data along the [100] and [110] directions. Also, along 
the [111] direction, the phonon frequencies of the upper branches of 
these materials agree quite well. On the other hand, the low frequency 
acoustic and modes of CeSn^ near the zone boundary were nor 
172a 
Figure 7.1. Phonon dispersion curves of CeSn? at room temperature 
along the {100], [110], and [111] directions. The solid 
and the dashed lines are, respectively, the calculated 
longitudinal and transverse branches based on a 3NN Bom-
von Karman model. The solid and empty circles are, 
respectively, the experimentally measured phonon frequencies 
of the longitudinal and transverse modes. Notice the very 
low frequency of the acoustic and A3 modes at the zone 
boundary in the [111] direction. These anomalies in the 
dispersion curves are due to the mixed-valent character 
of this compound (see text) 
172b 
[joo] 
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Figure 7.2. Comparison of phonon dispersion curves of CeSng and LaSng. 
The solid lines and dashed lines represent, respectively, 
the measured longitudinal and transverse branches for 
LaSng; the solid circles and empty circles denoted, 
respectively, the measured longitudinal and transverse 
phonon frequencies of CeSng. Notice that the low frequency 
acoustic and A3 modes of CeSng near the zone boundary 
were not observed in LaSn^. The phonon anomalies observed 
in CeSng can be understood qualitatively as a result of 
the 4f 5d electronic transitions induced by the nuclear 
motion in these phonon modes (see text). On the other 
hand, the rather large differences between the phonon fre­
quencies of these two compounds in the first optical 
branches near the zone center are believed to be related to 
the fact that LaSng is a superconductor with relatively 
o 
/ \ 
+00 
.«o 
qvzt 
" CTHz) 
o © 
-.o 
KH 
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observed in LaSn^. Thus, the anomalies observed in the dispersion 
curves of CeSn^ are characteristic of this compound. 
The origin of these anomalies can be understood, at least qualita­
tively, by considering the 4f •<-)• 5d electronic transitions induced by 
the nuclear motion associated with these anomalous modes. Since only 
phonon modes which involve a volume change are expected to be strongly 
affected by valence fluctuation, we examine the relative motion of the 
atoms in the longitudinal modes at the zone boundary in various direc­
tions. As shown in Fig. 7.3, along the [100] direction, the Ce atoms 
denoted by the solid circles and the Sn atoms, the open circles, are 
stationary. Along the [110] direction, both the Ce and Sn atoms are 
moving in phase. Thus in both [100] and [110] symmetry directions no 
significant effects due to the mixed valent character of CeSn^ are 
expected at the zone boundary. On the other hand, along the [111] direc­
tion, the neighboring Ce and Sn atoms are moving out of phase ; con­
sequently, the atomic distance between neighboring atoms are modulated 
by this vibration mode. Therefore, we expect that this type of motion 
along the [111] direction will favor the 4f -*-->• 5d electronic transitions 
and consequently strong effects on the phonon frequencies. Such a 
consideration (154-156) of the phonon-induced 5d -<—>• 4f transitions has 
also been applied to explain the phonon anomalies in another mixed 
valence system Sm observed by Mook and Nicklow (47). Thus, the 
inelastic neutron experimental results show that the electron-phonon 
coupling in these systems is quite significant and any fundamental 
o 
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Flj'iiro 7.3. The relative motion of the atoms in the longitudinal modes at the zone, boundary 
in the [100], [] 10] arc! [Ill] directions 
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theory of these materials should consider the strong interaction between 
the electrons and the lattice. 
Finally, we should point out another significant difference between 
the dispersion curves of LaSn^ and CeSn^: the frequency of tne first 
zone center optical mode of LaSn^ is considerably lower than that of the 
corresponding mode of CeSn^ (see Fig. 7.2). It is rather unlikely that 
this anomaly is due to mixed valence effects since this mode corresponds 
to the neighboring atoms moving in phase with each other. On the 
other hand, it is quite possible that this anomaly is characteristic of 
the lattice dynamics of LaSn^, since this compound is a superconductor 
with relatively high (T^ = 6.42K) (157). Additional experimental 
and theoretical studies of LaSn^ may provide more insight into the 
origin of this anomaly. Specifically, experiments are being planned to 
assess any temperature dependence of this mode; this type of experiment 
was successful in identifying the origin of the anomalies observed in 
the dispersion curves of the superconducting elements Zr, Ti and Hf 
(150-162). 
B. Dispersion Curves Fitting 
A complete quantitative analysis of the results presented here is 
not presently possible because of the lack of a general theory of the 
^ «-v/-\ tr\ 
dispersion curves contain valuable information about the thermcphysical 
properties of the system and this information can be obtained quite 
independently of any specific theoretical models. First, one fits the 
measured dispersion curves to a Born-von Karman force constant model and 
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then one uses the model to obtain the phonon density of states and other 
more general average properties determined by the phonon spectrum of the 
solid. 
The measured phonon frequencies were fitted to a Born-von Karman 
model using a nonlinear least square fitting procedure (133). The 
2 procedure minimized the chi-squared (x ) function defined by 
N 2 2 ^ 
,  2  _  ^ ^  ( 7 . 1 )  
- sv + 1 1 'v / 
where is the number of observed frequencies, N__ is the number of 
adjustable parameters, are the frequencies calculated by the model 
and are the observed frequencies with associated errors It 
2 is well-known that multiple minima in the x function in a nonlinear 
least-squares fitting are possible. Therefore, a computer program was 
developed to produce random points in the by parameter space 
2 
using the irrational vector sampling method. After comparing the % 
fo-r o\7(=T TO.non poincs generated iu the Darameter space, ten parameter 
2 
sets corresponding to the smallest ten % values were used as initial 
sets in the nonlinear squares analysis. 
Based on the assignment of phonon branches given in Table 6.1, a 
total of 149 independent data points (see Table 7.1) were available for 
the fitting. Initially, the data were fitted to a 2NN Born-von Kâmân 
model which contained ten adjustable parameters. A fair agreement 
2 between the experiment and theory was attained wich a resulting % of 
3.15. À substantial improvement in the fitting was achieved by 
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Table 7.1. Assignment of phonon frequencies to various branches of CeSn^ 
BRANCH q v±Av(THz) BRANCH q v±Av(THz) 
LA[100] = 1 
.2 
.66 ±.05 
1.22 ±.05 
TO,[100]Ac .05 
.2 
1.89 =.08 
1.92 ±.06 
.25 1.62 ±.10 .3 1.96 2.05 
.3 1.77 ±.07 .4 2.05 ±.12 
.35 2.02 ±.08 TOgllOOlA^ .1 3.07 ±.08 
LO^[100]A^ .0 
. 1 
. 2  
.25 
1.94 ±.06 
2.01 ±.05 
2.00 ±.05 
2.00 ±.07 
.2 
.3 
.4 
.5 
3.08 ±.10 
3.13 ±.08 
3.17 ±.06 
3.08 ±.15 
. 3 . u/. -. vo T i n  r 1  H A  1  A  ^ < ^ 2  L  J  4.20 ±.15 
.35 2.17 ±.08 .15 4.15 ±.10 
.4 2.41 ±.07 .2 4.10 ±.15 
.45 2.62 ±.07 .4 3.90 ±.20 
. 5 2.73 ±.11 LA[110]Z^ .1 1.0 ±.05 
L0_[100]& .0 4.28 ±.15 .15 1.50 ±.08 
.1 4.21 ±.10 .2 1.93 ±.08 
.2 4.12 ±.10 .3 1.97 ±.09 
3 .  Ï  2  ^ "  . 35 1.93 i.10 
.35 3.64 =.10 .4 1.97 ±.08 
.4 3.54 ±.10 .45 1.97 ±.10 
. 45 2.03 Z.12 
T O  n  n m  A  
L  J  .0 3.08 =.10 LG^L-1-J-OJ 1.95 ±.10 
.2 3.13 ±.08 .2 2.10 ±.10 
, 35 3.14 -.OS . 25 
r m  A  r  1  r\r\ i  A  
_  - !  5  .69 ±.03 
. 3 2.58 ±.15 
x r \  ^  « i - ^  J  ^  
.2 .88 ±.04 
.35 2.8 =.15 
o  
> -_ 29 ±.04 
. 4 2.8 ±.15 
.4 1.57 =.03 LO^ [110] Z-, 3.07 ±.10 
= 5 1.72 Z.06 .2 3.11 ±.12 
181 
Table 7.1. Continued 
BRANCH q v±Av(THz) BRANCH q v±Av(THz) 
.3 3.20 ±.15 TA[110]Z^ .1 .50 ±.03 
.35 3.15 ±.15 .25 1.04 ±.05 
.4 3.20 ±.15 .4 1.22 ±.08 
LOgEllOlZ^ .3 3.70 ±.15 
.5 1.29 ±.10 
.35 3.80 ±.12 T0^[110]z^ .1 2.09 ±.05 
.4 3-99 ±.08 O 2.01 ±.15 
.5 4.10 ±.10 .4 1.82 ±.10 
TArilOlZg .1 .67 ±.04 .5 1.79 ±.10 
j-5 .98 ±.04 r m o n iU^LXXUJ 6^ » ]_ O 1 "7 _L no U • J. ! ^ 
.2 1.27 ±.05 .3 3.05 ±.10 
.25 1.58 ±.05 .4 2.80 ±.10 
.3 1.76 ±.05 .5 2.74 ±.10 
.35 
.4 
2.03 ±.07 
2.16 ±.10 
TOgLllO]!^ . 1 
.2 
4.20 ±.15 
4.20 ±.15 
.45 
.5 
2.27 ±.10 
2.29 ±.12 
LA[111]A^ .05 
.1 
.685±.05 
1.37 ±.06 
Tn r 1 T t'i "î ~ . 1 
.2 
1.92 z.07 
2.11 ±.06 
T C 
.15 1.91 ±.08 
.3 2.2 ±.10 
.2 2.36 ±.10 
/. C o A - 4- 10 
.5 
to.riiolz. 
.35 
.4 
.45 
2.40 ±.15 
4.08 ±.16 
-T * V V/ — 
5.77 ±.08 
3.58 ±.06 
3.35 ±.05 
3.20 =.05 
lo^[111] 
.3 
.35 
.05 
.1 
.25 
.3 
.4 
z.dz z.u3 
2 . 0 8  ± . 0 8  
2.03 =.05 
2.23 ±.0ô 
2.84 ±.10 
2.87 ±.12 
2.99 ±.08 
3.18 ±.10 
182 
Table 7.1. Continued 
BRANCH q v±Av(THz) BRANCH q v±Av(TKz) 
LOgtllljA^ .1 4.17 ±.10 TO^CllljA^ .1 2.07 ±.05 
.15 3.92 ±.15 .15 2.14 ±.10 
.35 3.85 ±.20 
.2 2.06 ±.10 
.4 4.17 ±.12 
.3 1.70 ±.15 
.5 4.30 ±.20 .35 1.70 ±.18 
. 1 
.2 
3.12 ±.06 
2.93 ±.10 
.4 
.45 
1.55 
1.54 
±.10 
±.15 
.3 3.03 ±.12 .5 1.45 ±.08 
.4 2.75 ±.15 LO^EllljA^ .1 3.01 ±.10 
TAIllllA^ .1 .65 ±.03 .2 3.11 ±.08 
.15 .98 ±.04 .25 3.22 ±.10 
.2 1.12 ±.08 .3 3.04 ±.10 
.25 1.26 ±.08 .4 2.85 ±.15 
.3 1.20 ±.08 .45 2.70 ±.10 
.35 1.10 ±.05 TOgEllllAg .2 4.18 ±.15 
.4 .96 ±.04 .25 4.26 ±.15 
= 45 .72 ±.04 
. 3 4.24 ±.18 
.5 .446±.04 .4 4.29 = .15 
extending this model to include the third nearest neighbor terms. Such 
a 3NN Born-von Kârmân model contained eighteen adjustable parameters. 
2 The final value of x was reduced to 1.28. In all the calculations of 
phonon frequencies, the block-diagonalized dynamical matrices obtained 
by group theoretical analysis were used so that any ambiguity as to which 
computed frequency belongs to which mode was eliminated. 
The experimental data along with the calculated phonon dispersion 
2 
curves obtained from the fit to the 3NÎÎ Ecrn-vcn Kârmân model (% = 1.28) 
are shown in Fig. 7.1. The solid lines and the dashed lines are, 
respectively, the calculated longitudinal and transverse branches 
labeled using group theoretical notation (see Section C of Chapter V). 
As can be seen, the data are fitted quite well by such a simple Born-von 
Kârmân model. The interatomic force constants obtained from the fits 
2 2 
to the 2NN model (% = 3.15) and the 3NN model (% = 1.28) are tabulated 
in Table 7.2. 
Using the dispersion relations obtained from the 2NN model and the 
method of long wavelength due to Born and iiuang Ci63), the elastic con­
stants associated with the acoustic modes were calculated (see Table 
to be in good agreement with the elastic constants oi Cebn^ ootainec 
by ultrasonic measurements (164). 
To calculate various thermodjTiamical properties, one needs first 
to evaluate the phonon frequency distribution function, or phonon 
density of states^ g(u) defined by 
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Table 7.2. Interatomic force constants obtained from the Boen-von 
Kârmân fits and the elastic constants 
Force Constants' 
(dyne/cm) 2NNFIT(x" = 3.51) 3NNFIT(x~ = 1.28) 
a 
S 
Y 
a' 
11735.90 
-3602.33 
11735.93 
6003.36 
1387.48 
-6388.57 
12340.96 
-4118.31 
12846.93 
4406.79 
1691.80 
-4994.79 
6 
£ 
a 
20.768 
-1290.96 
-  605.142 
1168.588 
703.10 
- 192.68 
-3229.72 
1637.73 
a 
b 
c 
d 
e 
f 
g 
V, 
619.60 
84.23 
-734.48 
153.62 
443.26 
-  92.03 
-  26.05 
-440.16 
The Interatomic force consaie defined by the 
constant matrices. 
000 000 \ 
r ue—on y 
5n—an 
! 000 000 \ 
t d u u ^ 
— — I O rw "v 1 
V 0 Y a '  
cx' -y' 0 
) ^(f *-oT-r' 
• Sn—Sn 
000 010 
\ 1 
/ 0 u u 
(' OE 0 i 
\ 0 0 6 / 
Ce-Sn I r ) = : d) 
\ 'k f4 r* / 
185 
Table 7.2 Continued 
ELASTIC CONSTANTS OF CeSn. (ROOM TEMPERATURE) 
Present Work Edelstein _et al. 
Branch Cj (lO^^dyne/cm^) (10^^dyns/c=^) 
L[100] C^^ 6.942 8.06 
T[100] C , ,  3.173 4.26 
L[110] Z 1 /^^ (^ 11^ 1^2^ ^^ 44/ 8.897 i0.41 
T^LllO] Z3 C,^ 3.173 4.26 
T,[110]Z, 1/2(C,t-C,^) 1.219 1.91 
L[lll] A, 1/3(C^,+2C,^+4C,,) 9.549 11.19 
1 11 iz 44 
T[lll] 1/3(C^^-C^2+C^^) 1.870 2.70 
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g(w) = 3^ 1 I - Wj(q)} 
j q 
- —  ^ I f 1—^ i^=rT <'•" 
3n.(.27i; i •' 1 graa iq; j 
where v is the volume of the crystal and dS is an elementary area on a 
constant-frequency surface S corresponding to frequency to (for the j-th 
branch). Note that the above definition ensures the normalization 
condition of g(w), i.e., 
r g(w)du = 1 . (7.3) 
jo 
Therefore, once the phonon density of states is determined, the summa­
tion over all the allowed modes for a quantity A, Z A(jq), can be 
is 
replaced by the integral of A(w)g(u)du after a change of variable 
from (jq) to w in A. 
In the present analysis, the phonon density of states was calculated 
method the Brillouin zone is divided into thousands (typically 2000 in 
1/24 of the BZ) of small tetrahedrons in which the integrand of Eq. (7.2) 
is evaluated by linear interpolation. The phonon density of states is 
then obtained by summing the contributions from all the tetrahedrons 
for all the branches. The phonon density of states for CeSn^ calculated 
uiic c. dll u o w u u ^ 
sugwh lzi rig. . 4. 
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Figure 7.4. Phonon density of states of CeSr. 
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D. Lattice Specific Heat - Debye Temperature 
The lattice specific heat at constant volume is given by 
c,^  
71 2 „ 
V -.2 
-0 [exp(*u/kgt) - 1]^ 
(7.4) 
I Using the phonon density of states obtained above, for CeSn^ as a 
function of temperature was calculated numerically using Eq. (7.4). 
The result is shovm. in Fig. 7.5. As can be seen, at room temperatures 
£ the value of approaches, of course, the classical Dulong-Petit 
value of 3nR (n = 4) where R is the universal gas constant. Also, at 
3 
room temperatures, the lattice specific heat varies as T over a small 
region as predicted by the Debye model. 
The above lattice specific heat information expressed in terms of 
the temperature variation of the effective Debye temperature, 0^, is 
shown in Fig. 7.6. We obtained a Debye temperature of 175K for CeSn^ 
at room temperature. Although no measured value of the Debye tempera­
ture of CeSn^ (e.g., by ultrasonic method) is presently available, this 
calculated value of 0_ appears to be quite reasonable since the Debye 
u - • 
temperatures for y-Ce and 3-Sn are about 135 and 190K respectively. 
Using the lattice specific heac obtained in the present experiment and 
the measured total specific heat, the electronic contribution can be 
evaluated. 
The specific heat at constant pressure, C^, obtained from thermo-
dynamical measurement can be expressed as (168) 
I- 0.2 
160 
TEMPERATURE 
Figure 7.:i, The lattice specific heat of CeSn^ 
CeSn 
240 
160 
0 40 00 160 200 240 280 I 20 3 2 0  
TEMPERATURE (K) 
Figure 7.6. The effective Debye t(!inperature as a function of temperature obtained from the 
lattice dynarrlcaJ calculation 
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C = et + + c, . (7.5) 
P V a 
q2j 
In the above equation C is the electronic specific heat arising from 
the conduccion electron concributioa, is the contribution tc the 
specific heat arising from the thermal excitation of the 4f electrons, 
and is the dilation term given by 
c. = • 
Here T is the absolute temperature, V is the atomic volume, a is the 
linear thermal expansion coefficient, and is the isothermal 
compressibility. 
For CeSn^ we calculated using the recently reported values of 
a = 22 X 10~^(K)"^ by Umlauf et al. (169) and = (2.3 ± .3) x lO"^ 
(kbar) ^  by Beille et al. (61); was estimated to be less than 0.01 
cal/K-mole at temperatures below 300K based on the specific heat data 
for Ce given by Arajs and Colvin (170). Using these estimated quantities 
and the calculated lattice specific heat (Fig. 7.5), we have extracted 
the electronic specific heat for CeSn^ from the low temperature specific 
heat data measured by Cooper _e^ al. (58). The results are shown in 
Fig. 7.6. We obtained a coefficient of electronic specific heat y equal 
to 84 Eu/mole—v;hich is in good wnth thft value v = S3 i 10 
2 2 
mJ/mole-K reported in Ref. 58. The large value of y (y ^  10 mJ/mole-K ) 
for LaSn^) implies a large density of states at the Fermi level, 
presumably due to the 4f level which in the mixed valence systems is 
relieved tc 
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using the results of lattice dynamical calculation 
19 3 
E. Atomic Thermal Factors 
The atomic thermal factors of a solid are of considerable importance 
since they determine the temperature dependence of the intensities of 
the Bragg reflections in x-ray and neutron experiments. In addition, 
since these factors are essentially the average square displacements 
of the atoms they provide information about the stability of the solid 
at finite temperatures. 
The B-factors (125) for the Ce atom can be calculated as follows: 
a 
E (q) .  
2 - — I -i— 
f.s C n ) 
2 
-2 jq -j--
"2 3î "i's) 
43^ r" . t , 1 1 „ 
— J ^ $2to) - jj - - 1 j 
wnere 
y ! 52 i:(4!;i)i" (7.8) 
'é'yK^ J o L I , , 1 - ^ • 1 I-J'• i 
3n(2?) j •' ! grad (>k (q) ! 
In EG. (7.7) e(rlqj) is the (complex) polarization vector of the Ce 
atom (see Eq. (5.27) in ChapLer V)> is the mass cf the Ce atom and 
/ "7 o \ -t f. ' » -ro • 
of states defined in the same sense as in Eq. (7.2). 
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/ / 
Similarly, the two B-factors for the Sn atom, B^ and (see 
Section B of Chapter IV) are 
^ r , ^  s  h ] i ,  1 ] 
1 jg W ^2 exp[tw/kgT] - 1 j y (7-9) 
Iq u j 2 ^  e x p [ A w / k g T ]  -  1  ^  
where 
%{%(") - —^ I I ; . , le^dlqj)!^ . (7.11) 
3n(2Tr) j - jgrad (q) | 
siy(u) = I , ' , lediîj)!^ .  C7.12) 
3n(2-) j  •' Igrad oj^ (q) j 
In Eqs. (7.9) to (7.12) is the mass of the Sn atom; e^(liqj) and 
6^.(1 iqj) are the x and y components of the polarization vector of the 
k = 1 Sn atom. 
The weighted density of scaces auJ gZ (u) weza 
O ^  «-k ^  o.  ^ the 'tetrahedron niethod' described above. Using the 3NN 
Born-von Xlrman model (see Table 7.2), the B-factors for the Ce and Sn 
atoms were calculated numerically according to Eqs. (7.7) tc (7.12). In 
collaboration with J. Faber of the Argonne National Laboratory, we 
measured the B-factors of CeSn. using standard elastic neutron and x-ray 
scattering techniques. The values of the B-factors obtained in these 
experiments are compared to those evaluated from the lattice dynamics 
of ilïï 
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Table 7.3. Comparison of B-factors obtained by lattice dynamics, neutron 
diffraction and x-ray diffraction (126) experiments 
Atoms B-factors Lattice Dyn. (3NN) Neutron X-ray 
—  ° 2  
B^ (A ) 1.31 1.95 1.78 
Sn B^^ (A^) .74 1.34 1.17 
B =^(B^+2B^^) (A^) .93 1.54 1.37 
Ce (a^ ) .97 1.54 1. zu 
It should, however, be pointed out that subtle differences exist 
between the significance of the quantities obtained by neutron and x-ray 
elastic measurements and those obtained from the lattice dynamical 
calculations. As can be seen from the above table, the B-factors 
obtained from the three independent experiments differ from each other 
by up to about 50 percent. However, the direction of anisotropy in the 
thermal vibrations of the Sn atoms determined by all the three methods 
are consistent, namely, the B-factor perpendicular to the face of the 
cube is approximately 50% larger than that of in the plane of face. 
Furthermore, the value of the averaged Sn 3-factor, B, xn each case is 
very close to the value of the Ce B-factor. 
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VIII. SIMMARY 
In the present work the electronic and lattice dynamical properties 
of CeSn^ were investigated using the powerful techniques of neutron 
spectroscopy. The electronic properties of this compound were studied 
using polarized neutrons and its dynamical properties were investigated 
by inelastic neutron scattering techniques. 
In our polarized neutron study we find that the field induced 
magnetization in CeSn^ is of 4f electronic character at high tempera­
tures (>40K). On the other hand, below 40K the experimental results 
can be explained by assuming a 4f-5d mixed electronic character for the 
induced magnetization of this compound. Thus, the polarized neutron 
experiments provided direct evidence for the mixed-valent character of 
this compound. The 5d component of the magnetization density was found 
to be of e^ symmetry and it can account, at least partly., for the 
increase in the magnetic susceptibility of CeSn^ at low temperatures. 
In addition, the e^ symmetry of the electronic wavefunctions (with their 
S 
lobes along the edges of the cubic unit cell) is consistent with the 
absence of any significant isomer shift at the Sn sites. 
A detailed quantitative analysis of the polarized neutron results 
is hindered by the lack of any adequate theoretical model for the 
ground of Lhe ir.ixed valence eye terns. However; t-he results can 
be explained qualitatively within the framework of recent phenomenologi-
cal models (128-131) of the mixed valence systems. In a simple model 
advanced by S. Liu and collaborators (123,132), che magnetic 
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susceptibility, obtained by assuming that the Af electrons on the Ce 
sites are uncorrelated and by positioning the 4f level (of width P of 
150K) at 200K above the Fermi energy, exhibits roughly the main charac­
teristics of the measured susceptibility. The hybridization of the 4f 
electrons with the band electrons provides a coupling of the neighboring 
Ce sites so that at low temperatures, T « P, the 4f electrons form a 
narrow hybridized coherent band. What is extraordinary in this model, 
in view of its simplicity, is that in coherent ground state of CeSn,, 
there is a nearly equal mixture of the 4f and conduction band wave-
functions at the Fermi level in quite good agreement with the polarized 
neutron experiment. 
In our inelastic neutron scattering study of the dispersion curves 
of CeSn^, we observed anomalously soft modes in the [111] symmetry 
direction near the zone boundary. The presence of these anomalies was 
verified by comparison with the dispersion curves of LaSn^. (In the 
absence of mixed valent character, one would expect the dispersion 
of to ba identical vith these of C2Sr„.) As "e j j 
in Chapter VII, the anomalies can be understood qualitatively as a 
result of the 4f -w- 5d electronic transitions induced by the nuclear 
motion in these phcnon modes. Recently phonon anomalies have also 
been cbser^.'ed in another mixed valence system Sm __Y „_S (47). Thus, 
the inelastic neutron experimental results show that the electron-
phonon coupling in these systems is quite significant. 
Using standard techniques of analysis, we evaluated from our 
measurements ef the dispersion curves the phonon density of states, rne 
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lattice specific heat and the atomic thermal factors. Two important 
results should be pointed out. First, from the comparison of the lattice 
specific heat obtained in our measurements with total specific heat 
measurements, it is clear that the electronic contribution is very 
2 large (y - 84 mJ/mole-k ). This implies a large density of states at 
the Fermi level, as expected if the 4f level is close to the Fermi level. 
Second, the thermal motion of the Sn atoms is highly anisotropic and as 
a consequence the thermal factor of Sn atoms for motion normal to the 
faces of the cubic unit cell is considerably larger than that for 
motion in the faces of the cube. Thus, it seems that in this compound, 
the Sn atoms exhibit a tendency to move towards the empty space in the 
center of the cube. 
To summarize, a fundamental theory of these systems should consider 
both electrons and phonons coupled by relatively strong interactions. 
Some progress (155-156) in this direction has been made recently. 
Clearly, additional experimental and theoretical investigations are 
necessary ro undersuauJ uLe detailed behavior of the 
systems. 
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IX. APPENDIX 
In this appendix we shall consider the effects of instrumental 
imperfection, crystal effects, etc. on the magnetic form factor measure­
ments in a polarized neutron experiment and the corrections need to be 
made to the observed intensity ratios 4F^/F^. If the experiment is 
properly designed, errors will amount to not more than a few percent 
and can be caculated by using the corresponding formulas given below. 
A. Incomplete Beam Polarization and Imperfect Spin Flipping 
The polarization of the incident beam is defined as 
p .  " = 1 - (A.l) 
° N+ + N-
where N is the number of neutrons incident on the sample, the super­
scripts + and - for N (and for other quantities defined later in this 
section) respectively denote the neutron spin states parallel (up) and 
- + — 
antiparallel (down) to the magnetic field, and 26^ = N /(N +N ) is the 
probability that a down spin neutron will be reflected by the polarizer. 
In practice for a good polarizer one would expect that M' >> M or 
Ô « 1. Let a represent the average probability that a neutron in a 
particular spin state will be reflected by the sample when it is set 
for a certain rsflsccicn. WiLh Lht: Hipper off; the number cf reflected 
neutrons can be written as 
N = + N~cr" . (A, 2) 
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When the flipper is on, let 6^ be the probability that a neutron 
with a given trajectory and wavelength will pass through the flipper 
with its spin unchanged. Then, the number of neutrons passing through 
the flipper with spin up is 
(n"*")' = n~(l - 6^ ) + . (a.3a) 
Similarly, the number with spin down is 
(n")' = n'cl - 5 ) + ô^ n . (a.3b) 
Of course, when the efficiency of the flipper is properly optimized, 
6^ = 0. It follows immediately that the flipper polarization is given 
by 
p ^ (N )' - (N^)' = 1 _ 26_ . (A.4) 
t + cn )' 
Furthermore, if the initial polarization is P^, the polarization after 
uassins through the flipper will be -P 
- - - o i 
By analogy with Eq. (a.2) we can write the number of reflected 
neutrons with the flipper on as N' = 4- (N )'a . using this 
e:rpression and Sqs. (a. 2), (a. 3a) and (a. 3b), we can express the 
measured intensity ratio (see Eq. (2.5)) as follows: 
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It can be shown that R can also be written in the following form: 
1 + P P 
^ - 1 - P P7 O  f  X  
where 
+ — 
P •  " .  "  °  = 1 - 2 6  .  ( A . 7 )  
0+ + c-
Notice that a'^/c in Eq. (A.5) is the corrected intensity ratio, which 
we wish to obtain. By using Eqs. (A.l). (A.4) and (A.5), it can be 
shown that 
R = = — (A.8) 
^ a" C 
where 
1 + P - R(l-P 
C = ^ . (A.9) 
1 + p p — 
of R 
Substituting Eqs. (A.l) and (A.4) into Eq. (A.9) and neglecting second 
order terms in 6 and 6one obtains 
O  I  
C = i - (R - - (R - 1)5. 
2 1 - Tf2ô + 6.^ (A.10) 
wnere 
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Substituting Eq. (A.10) into Eq. (A.8) and writing r^ = - 1, we 
ob tain 
R ^ R[1 + r(2ô + 6_)] 
or 
r^ = r[l + (1 + r)(26g + 6^)] 
^ r[l + 26 + 6^] . (A.12) 
Next, we need to express the quantity 25 + in terms of R^, the 
flipping ratio of the incident beam, which is obtained experimentally 
by analyzing the polarization of the beam using a Co-Fe analyzer. The 
efficiency of an analyzer can be written as 
N"^ - N~ 
P  =  = 1 - 5  ,  ( A . 1 3 )  
* n+ + 3: 
a a 
and by analogy to Eq. (A.6), we obtain 
o f a 
R 1 -r P P 
o o a 
(A.14) 
a. ^  a 5^ + 6 (A.15) 
o t a  
wnere secona order terms zn c, , and c 
a f a 
It is well-known experimentally that a flipping ratio near 100 can 
be attained if both the polarizer and analyzer are Co-Fe crystals and 
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the flipper is properly optimized. Therefore, according to Eq. (A.15), 
0-01 = . (A.16) 
wich che 5i-Fe crystal as polarizer, ve obtain by using the above 
relation and Eq. (A.15) 
r~ " 2^ si-fe ^^ co-fe 
o 
"si-fe+«f - f-"-'"- • 
o 
By comparing Eq. (A.17) with Eq. (2.6b) in Chapter II, it follows that 
r = 4F^/F^, which we measure. As a result, we obtain the final formula 
for the corrected value of 4F^_/F._ : M N 
4F \ 4F -
j = -^(1+^-0.01) (A.18a) 
c 
Tns correction for incomplete becuu uulailaatiou and iz^arfcct cpin 
flipping tc the measure value of is defined as 
(AR)-. = I ~] - I . (A.18b) 
\ 's / \ 's / 
c measured 
Some numerical values of for the CeSn^ data are listed in 
column 6 of Table A.l. 
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B. Secondary Extinction 
It was shown by Bacon and Lowde (82) that in a general case, the 
integrated reflectivity R, can be written in the following form: 
o 
where all the quantities were defined in Chapter II, and ij; can be 
evaluated numerically (82). By definition, the measured intensity 
ratio R is given by 
I, RCe^) 
R = — = (A.20) 
i_ %(e") 
where e is the argument of R, dependent on the structure factor in the 
following way: 
p 
&- = E ± E' ~ F^(l ± 2 %^ ) . (A.21) 
o  ^
Expanding the right hand side of Eq. (A.20) and retaining terms to the 
first order in s' yields 
- i f  L  ^  
^ ^ 1 1 sa I r • (A.22) 
- " â 3e i 
! 
c1 •*t-î t-i rr f v <r '  o*î 
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As a good approximation, we use the integrated reflectivity R calculated-
for an ideally imperfect nonabsorbing crystal and express e' in terms of 
AFj^ /Fn» Thus we obtain the corrected value of 4F^yF^: 
f  \  /  R  -  1  \  /  r  a  /  f t '  ( ~ )  •  -
If j = 
c 
where R' ( -^ ) is the derivative of R with respect to the variable 
— = Y" _. For this particular casa, the quantity %/n as a function 
n n sin 6 
of a/ri is obtained numerically and is shown in Fig. A.l. The correction 
for secondary extinction to the measured value of 4F /F^ is defined as 
4F \ / 4F \ 
c measured 
Some numerical values of (AR)for CeSn^ data are listed in column 7 
of Table A.l. 
C- Field Induced Bianiagnetism 
By considering the interaction of the neutron magnetic moment with 
the induced current density due to the Larmar precession of the elec­
tronic envelope of an atom (ion) about the direction of the external 
magnetic field, it can be shown that the scattering amplitude p,(6) in 
îq. i3.4) in the first Born approximation i O wy 
= --nxd( al 
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rm-vo a 1 The calculated integrated reflectivity for an ideally 
irnperfect crystal as compared to the extinction-free y = x 
straight line in the figure. The values of a/'n shown in 
this figure correspond to the Bragg reflections çf using 
the PNl crystal and neutrons of wavelength 1.05 A 
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In the above equation, is the atomic (ionic) diamagnetic susceptibil­
ity defined as 
"7 J?- 0 
X. = - = <r-> , (A.Z5b) 
6mc 
f^(6) is the normalized diamagnetic form factor of the atom (ion) defined 
as 
3 1 df (q) 
f.(8) ^ - — (A. 25c) 
dq 
where f^(q) is the atomic (ionic) charge form factor calculated using 
the relativistic self-consistent field Dirac-Slater wavefunctions 
(171) of the atom (ion). Other quantities in Eq. (A.25) were defined 
following Eq. (3.4) of Chapter III. 
For CeSn^, this gives rise to a correction term (AR)^^^ to the 
measured values of (4F^vF^) : 
c?j) + 3(pj) 
( ^ ^ i , uc \ 4 ' b_ + 3b„ reflections j Ce Sn 
= < (a.26) g j-c \ 
L 4 
for the mixed Miller indices Ce Sn 
b^. - b^_ reflections 
àJ-
where the subscripts Ce and Sn denote, respectively the Ce" and Sn ' 
ions. Some numerical values of (AR) , . are listed in col'umn 8 of 
6.13. 
Table A.i. 
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D. Neutron Spin-Neutron Orbit Interaction 
In the neutron spin-neutron orbit interaction the moving neutron 
magnetic moment senses the nuclear charge, and this produces an 
asymmetrical scattering potential across the scattering atom along 
with the symmetrical nuclear scattering potential (see Eq. (3.1) of 
Chapter III). Consequently, the spin-orbit scattering amplitude is 
imaginary. If we denote by b' the imaginary part of the nuclear scat­
tering amplitude, the total coherent scattering amplitude becomes 
f(0) = b + ib' + ity^cot 0 a • n] , (A.27) 
where y (as defined in Eq. (5.7)) determines the strength of the spin-
o 
orbit interaction. The intensity ratio of the scattered beams with 
neutron spins parallel (à • n = 4-1) and antiparallel (a • n = -1) to 
the magnetic field is 
R 
s. o. 
= f+(G)[f+(6)]* 
f-(6)[f"(G)]* 
- r  b ' ~  - f  Y Ô  c o t  6  - i -  Z b ' Y p C O t  
b'^ yo cot^o - zb'y^cot 
(A.28) 
2  , 2  2  2  In most cases of interest b -i- b' 4- Vq coc~6 >> Zb'vqcot 8, and 
so we obtain as the correction for the spin-orbit interaction 
/ %"»  ^  ^/-V +- a 
(AR) ^ 1^--= - 2 . (A.2%) 
One should note that the contribution of the spin-robit interaction 
to the measured polarization ratio is mainly due to its interference 
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with the imaginary part of the nuclear coherent scattering amplitude. 
Moreover, this will become significant in case of small coherent scat­
tering (small b) or in cases where the imaginary part of the nuclear 
scattering amplitude is large (large b'). 
For CeSn^, the quantities b' and b in Eq. (A.29) will be 
replaced by their corresponding values for the two types of reflections 
with different structure factors; for example, for the 
unmixed Miller indices reflections and y^ = for the mixed 
Miller indices reflections (Yq^ and y^^ are values of y^ for the Ce^^ 
and Sn^"^ ions, respectively). Some numerical values of (AR)^ ^ for 
CeSn^ data are listed in column 9 of Table A.l. 
Tab3e A.1. Typical values for various terms of corrections 
Experimental coadltions; Sample : I'la, 'J  = 150K, H//[110], H = 42.5 kG, plutonium filter after the 
sample;. 
1 2 ] 4 5 6 
hk& s InO/A (A°"l) X (A) R 
o 
001 0.106 1.055 43.38 -116.9 ±1.4 -4.224 
110 0.150 1.050 42.68 -112.4 ± 1.7 -4.144 
111 0.133 1.035 42.36 5.413 ± .11 0.201 
220 0.300 1.055 43.38 4.409 ± .11 0.1592 
221 0.318 1.365 43.38 - 85.31 ± 1.9 -3.080 
222 0.367 1.355 43.38 4.103 ± .17 0.148 
330 0.449 1.050 42.68 - 73.35 ± 2.6 -2.703 
331 0.462 1.045 42.13 3.455 ± .10 0.129 
442 0.633 1.065 43.38 2.087 ± .17 0.0754 
A = neutron wavelcungth. 
R = measured polarization ratio of the incident neutron beam, Si-Fe monochromator Co-Fe analyzer. 
(4F../F.,) = observed valuci of 4F^,/l\, after counting rate and background corrections. 
M N exp M N 
(AlOfij^^ " correction for Incomplete beam polarization and Imperfect spin flipping. 
(AR)^,^|. = correction foi secondary extinction. 
= correction for field induced diamagnetism 
(AK) correction for neutron spJn-neutron diamagnetism. 
<''"M'vcorr = 
(4F,,/F,,)'^"^'" =• (48' /F_) normalized to the primary reflection (see Eq. (4.3)). I'l N corr M N c.orr t- j 
'Cable A.l. Continued 
1 7 8 9 10 11 
(10-^  ("vn'oo™ 
001 0.00 0.559 -0.0166 -121.6 ± 1.4 6,711 ± .10 
IK) 0.00 0.438 -0.0204 -116.9 ±1.7 6.474 ± .10 
111 0.468 -0.208 0.0105 6.280 ± .12 6.280 ± .12 
220 0.253 -0,134 0.0138 4.941 ± .11 4.941 ± .11 
221 0.0 0.0406 -0.0192 - 88.41 ± 1.9 4.895 ± .11 
22% 0.206 -0.101 0.0142 4.544 ± .17 4.544 ± .18 
330 0.0 -0.00217 -0,0126 - 76.042 ±2.6 4.2 10 ± .14 
J 31 0.152 -0.0539 0.0137 3.776 + .11 3.776 ± .11 
442 0.103 -0.0348 0.0110 2.291 ± .18 2.291 ± .18 
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