In this article, we consider the problem of recovering the underlying trajectory when the longitudinal data are sparsely and irregularly observed and noise-contaminated. Such data are popularly analyzed with functional principal component analysis via the Principal Analysis by Conditional Estimation (PACE) method. The PACE method may sometimes be numerically unstable because it involves the inverse of the covariance matrix. We propose a sparse orthonormal approximation (SOAP) method as an alternative. It estimates the optimal empirical basis functions in the best approximation framework rather than eigen-decomposing the covariance function. The SOAP method avoids estimating the mean and covariance function, which is challenging when the assembled time points with observations for all subjects are not sufficiently dense. The SOAP method avoids the inverse of the covariance matrix, hence the computation is more stable. It does not require the functional principal component scores to follow the Gaussian distribution. We show that the SOAP estimate for the optimal empirical basis function is asymptotically consistent. The finite sample performance of the SOAP method is investigated in simulation studies in comparison with the PACE method. Our method is demonstrated by recovering the CD4 percentage curves from sparse and irregular data in the Multi-center AIDS Cohort Study.
Introduction
Functional principal component analysis (FPCA) is a key dimension reduction tool in functional data analysis. FPCA explores major sources of variability in a sample of random curves by finding functional principal components (FPCs) that maximize the curve variation. Consequently, the top few FPCs explain most of the variability in the random curves.
In addition, each random curve can be approximated by a linear combination of the top FPCs. Therefore, the infinite-dimensional curves are projected to a low-dimensional space defined by the top FPCs. This powerful dimensional reduction feature also contributes to the popularity of FPCA.
The theoretical properties of FPCA have been carefully studied at length. For example, Dauxois et al. (1982) first studied the asymptotic properties of PCA estimators for the infinite dimensional data from a linear operator perspective. Following this point of view, Mas (2002) and Bosq (2000) utilized functional analysis to study FPCA theoretically. On the other hand, Hall and Horowitz (2007) ; Hall et al. (2006) ; Yao et al. (2005) studied FPCA from the kernel perspective. The smooth version of FPCA is carefully studied by Rice and Silverman (1991) ; Pezzulli (1993) ; Silverman et al. (1996) ; Yao et al. (2005) . There are mainly three methods to achieve smoothness. The first method smooths the functional data in the first step and conducts the regular FPCA on the sample covariance function.
The second method smooths the covariance function first and then eigen-decomposes the resulting smoothed covariance function to estimate the smoothed FPCs. The last method directly adds a roughness penalty in the optimization criterion for estimating FPCs.
FPCA has been widely and successfully applied in many applications such as functional linear regression (Cardot et al., 1999) , classification and clustering of functional data (Ramsay and Silverman (2005) ; Müller (2005) ; Müller et al. (2005) ; Peng and Müller (2008) ).
All these applications assume the functional data are densely and regularly observed.
When the functional data are sparsely and irregularly observed, it is challenging to obtain a good estimate for FPCs and the corresponding FPC scores. Yao et al. (2005) proposed the Principal Analysis by Conditional Estimation (PACE) method to analyze the sparse functional data. The PACE method estimates the covariance function by the local polynomial regression method and then eigen-decomposes the estimated covariance function to obtain the eigenfunctions as the estimates of FPCs. The corresponding FPC score is estimated using conditional expectation, which requires that FPC scores follow a Gaussian distribution. The asymptotic properties are established in Hall et al. (2006) .
The PACE method is very successful. It is now popularly used to analyze sparse functional data. On the other hand, the PACE method also has two major assumptions, which may limit its applications. The first assumption of PACE is that the assembled time points with observations for all subjects are sufficiently dense. Otherwise, PACE cannot estimate the mean and covariance function by pooling data for all subjects together. The second assumption of PACE is that the FPC scores follow a Gaussian distribution. Otherwise, the conditional expectation formula is invalid. In addition, the PACE method involves the inverse of the estimated covariance matrix when estimating individual trajectories, which may be unstable. This problem will be demonstrated in our simulation studies. Peng and Paul (2009) proposed a restricted maximum likelihood approach to estimate FPCs and apply a Newton-Raphson procedure on the Stiefel manifold to guarantee that the resulting FPCs satisfies the orthonormality constraints. They also used conditional expectation to obtain FPC scores in order to recover individual trajectories. Therefore, their method also involves the inverse of the estimated covariance matrix and requires the FPC scores to be Gaussian distributed.
The main objective of this article is to recover the underlying trajectory given sparse and irregular longitudinal observations. Note that this objective is different from exploring the major variation patterns of the functional data, which is the central goal for the conventional FPCA.
We propose a new sparse orthonormal approximation (SOAP) method to recover the underlying trajectory. This method directly estimates the optimal empirical basis functions and the corresponding coefficients in the best approximation framework. The SOAP method has three main advantages. First, our method avoids the inverse of the covariance matrix, and the computation is stable and efficient. Second, it does not require that the scores follow the Gaussian distribution. Therefore, it can be applied in non-Gaussian cases. Lastly, our method does not need to estimate the mean and covariance function, which might be challenging when the assembled time points with observations for all subjects are not sufficiently dense. The computing scripts for the simulation studies and the real data application are available in the supplementary file.
The rest of the article is organized as follows. Section 2 introduces the best approximation framework for recovering the underlying trajectory given sparse and irregular longitudinal observations. Section 3 describes the SOAP method for estimating the optimal empirical basis functions and the corresponding coefficients. The asymptotic consistency results for the estimated functional empirical components(FECs) are provided in Section 4. Our proposed method is demonstrated in Section 5 by recovering the longitudinal CD4 percentage trajectories. In Section 6, we compare the finite sample performance of our method with the PACE method using simulation studies. Section 7 provides concluding remarks.
Functional Empirical Component Analysis
Consider n independent realizations, x 1 (t), . . . , x n (t), of an L 2 stochastic process X(t) :
t ∈ [0, T ] at a sequence of random points on [0, T ] with measurement errors. That is, the observed data y ij , i = 1 . . . , n, j = 1 . . . , n i , is
where { ij } are independent and identically distributed random errors with mean zero and variance σ 2 . The number of measurements n i for each curve is random and small. The observed time points t ij can also be different for each curve. Using the Karhunen-Loève expansion (Fukunaga and Koontz, 1970) , each x i (t) can be expressed as
where µ(t) = E(X(t)) is the mean function, and φ k (t), k = 1, 2, . . . , are the eigenfunctions
the functional principal components (FPCs) and α ik is the corresponding FPC score. The above estimation procedure is called the functional principal component analysis (FPCA).
A main advantage of FPCA is that x i (t) is projected to orthogonal basis functions, which allows us to approximate x i (t) using the first K leading FPCs:
There are many other basis functions on which x i (t) can be projected. However, the eigenfunctions of the covariance functions have been proved to be the optimal basis functions in the sense that they minimize the mean L 2 errors (see Tran (2008) ). Formally speaking, for any fixed K ∈ {1, 2, . . .}, the first K leading FPCs minimize
subject to φ k , φ l = δ kl , where δ kl is the Kronecker's delta. From the above criterion, we can see that the eigenfunctions φ k (t), k = 1, . . . , K, are essentially the optimal empirical basis functions to the centered stochastic process X(t) − µ(t).
For the original stochastic process X(t) without subtracting the mean function, the optimal empirical basis functions are the eigenfunctions of K(s, t) = E[X(s)X(t)], as shown in Theorem 1 below. Note that thought K(s, t) is not a covariance function, it is a still Mercer kernel. By Mercer's theorem, there exists an orthonormal basis ψ m (t) such that K(s, t) has the following representation:
in which the eigenvalues λ 1 ≥ λ 2 ≥ . . . ≥ 0 and the eigenfunctions satisfy ψ m , ψ = δ m .
Correspondingly, x i (t) can be represented as
Now we will show that the empirical basis functions, ψ m (t), m = 1, . . . , M, optimal in the sense of minimizing the approximation error (1), are the eigenfunctions of the estimated
Theorem 1. For any given value of M , the optimal empirical basis functions ψ m (t), m = 1, . . . , M, which minimize
The detailed proof for Theorem 1 is given in the supplementary file. Theorem 1 not only shows that those eigenfunctions of K(s, t) are the optimal empirical basis functions to approximate the original functional data, but also provides an alternative way to estimate these optimal empirical basis functions in the best approximation framework other than eigen-decomposing the uncentered sample covariance function K(s, t). Note that estimating the sample covariance function may become challenging when the data are sparsely observed and the assembled time points with observations for all subjects are not sufficiently dense.
Moreover, this best approximation framework also allows for estimating the coefficients to the optimal empirical basis functions without inverting the sample covariance matrix.
Furthermore, Theorem 1 shows that estimating the mean function µ(t) is not necessary if the goal is recovering or approximating the original trajectory. In practice, when the observed data are very sparsely observed and the assembled time points for all subjects are not sufficiently dense, it may be challenging to estimate the mean function µ(t). Alternatively, we can simply estimate those optimal empirical basis functions and represent each trajectory using the estimated optimal empirical basis functions.
In this article, the optimal empirical basis functions ψ m (t), m = 1, 2, . . . , are called the functional empirical components (FECs), and α im is the corresponding FEC score. Note that when the mean function of the stochastic process X(t), µ(t) = E(X(t)) = 0, the functional empirical components are equivalent to the functional principal components.
We propose the sparse orthonormal approximation (SOAP) method to estimate the first M FECs ψ m (t), m = 1, . . . , M, by minimizing the observed loss function:
subject to ψ m , ψ = δ m , where m, = 1, . . . , M . We solve the optimization problem (2) in a sequential manner. That is, we first obtain the first FEC. Then conditional on the estimated first FEC, we estimate the second FEC, and so on. When estimating each FEC, we estimate the m-th component ψ m and the corresponding FEC score α m = (α 1m , . . . , α nm )
T in an iterative fashion. We first estimate α m based on the given FEC ψ m (t) and the observations y ij , i = 1, . . . , n, j = 1, . . . , n i . Then, given the estimated α m , we obtain the corresponding FEC ψ m (t) by minimizing (2). In each iteration, the loss function (2) is guaranteed to decrease.
Sparse Orthonormal Approximation Method
We first describe our sparse orthonormal approximation (SOAP) method to estimate the first FEC in Section 3.1. Then our method is expanded to estimate the first M FECs in Section 3.2.
Estimating the First FEC
Based on (2), the first FEC ψ 1 (t) is obtained by minimizing
subject to ||ψ 1 (t)|| 2 = 1. We first express ψ 1 (t) as a linear combination of basis functions:
T is a vector of basis functions, and β 1 = (β 11 , . . . , β 1L ) T is the corresponding vector of coefficients. We propose to minimize (3) in an iterative fashion. That is, for a given ψ 1 (t), we find the corresponding α i1 which minimizes (3). Then given the value of α i1 , we minimize (3) with respect to ψ 1 (t). In every iteration step, the value of the lost function (3) decreases. The detailed algorithm is outlined as follows:
Step I Set the initial value of ψ 1 (t) as ψ (0) 1 (t), which satisfies ||ψ
Step II Given the current value of ψ ( ) 1 (t), j = 0, 1, 2, . . ., we can obtain the value of α
In fact, this is simply a least squares problem. The ith element of α ( ) 1 can be expressed as
where
T is a n i × 1 vector and
Step III Given the current value of α
We recast the above criterion into:
This is a constrained least squares problem. Fortunately, we can ignore the norm constrain and obtain the unconstrained least squares minimizer first and then scale it such that its norm is 1. More specifically, the solution can be written as β
i is a n i ×L matrix with (p, q) elements being α
It can be checked that the minimizer obtained from the least squares will satisfy the Karush-Kuhn-Tucker condition, thus it is the global minimizer of the loss function (3)
Step IV Repeat
Step II and III until the algorithm converges.
Estimating the First and Second FECs
The first and second FECs are estimated by minimizing
subject to ψ m , ψ = δ m , m, ∈ {1, 2}. We propose to use the following algorithm to simultaneously estimate ψ 1 (t) and ψ 2 (t).
Step I: Set an initial value of ψ (0) 1 (t), which can be obtained using the algorithm described in the previous subsection.
Step II: Given the current value of ψ ( ) 1 (t), we apply the following iterative algorithm to obtain the estimates for ψ ( ) 2 (t) and α
We apply a similar procedure as described in the previous subsection to obtain the estimates for ψ ( ) 2 (t) and α ( ) m , m = 1, 2, as follows:
(1) Set an initial value for ψ 2 (t), denoted as ψ 0 2 (t), which satisfies ||ψ (2) Given the current value of ψ ( ) 2 (t), we obtain the estimate for α
This is simply a least squares problem. For the i-th subject, the correspond-
(3) Given the value of α (t)
will not affect the KKT conditions, we can first ignore the norm constraint and the minimization becomes a least square with equality-constraints problem. This problem can also be solved efficiently using the Least Squares with
Equalities and Inequalities(LSEI) algorithm proposed by Lawson and Hanson (1974) . Then, we normalize the resulting solution such that the norm of
(4) Repeat step (2) and step (3) until the convergence reaches.
(5) In the end, we obtain the estimate ψ ( ) 2 (t) and α ( ) m , m = 1, 2, for the given value of ψ ( ) 1 (t) .
Step III: Given the estimated value ψ ( ) 2 (t), we treat ψ 1 (t) as an unknown function and apply the same algorithm within Step II to obtain the estimate for ψ Step IV: Repeat Step II and III until the algorithm converges.
Estimating More FECs
Given the estimates for the first M FECs, ψ i (t), i = 1, . . . , M , we can obtain the estimate for ψ M +1 (t) and the corresponding α M +1 using a similar strategy as described in Subsection 3.2. To be more specific, we iterate between α 1 , α 2 , . . . , α M +1 and ψ M +1 (t) by treating the first M FECs fixed. After we obtain the estimate for ψ M +1 , we can further refine those estimates for the first M FECs iteratively by treating each of them as unknown at each iteration. In this way, the loss function decreases in the loss function in every iteration. As well, the estimated FECs are always orthogonal to each other.
Smoothness Regulation
In order to control the smoothness of the estimated FECs ψ m (t), m = 1, . . . , M , we can add a roughness penalty in (2). That is, for any fixed M , we estimate ψ 1 (t), . . . , ψ M (t) by
subject to ψ m , ψ = δ m , where m, = 1, . . . , M . The algorithm introduced in Subsection 3.1-3.3 can be modified accordingly. For instance, we can estimate the first FEC by modifying
Step III in Subsection 3.1 as:
Step III (b) Given the current value of α ( ) 1 , we update the estimate of ψ ( )
The above minimization is essentially a quadratically constrained quadratic program(QCQP)
problem. We use the R package Rsolnp (Ghalanos and Theussl, 2015) based on the SOLNP algorithm proposed by Ye (1987) to numerically solve it. We will demonstrate the performance of this method in our simulation studies.
When estimating each FEC, there is only one tuning parameter involved, i.e., the smoothing parameter γ m . The value of γ m controls the amount of smoothness imposed on the m-th FEC. We propose to select the tuning parameter based on the leave-onecurve-out cross validation strategy. To be more specific, we treat one curve's observations as the test data set and the data for all other curves as the training data set. For instance, when we estimate the first FEC ψ 1 (t), we can first obtain the estimate for the first FEC,
(t), using all the training data for any given value of γ 1 , where we suppose to use the i-th curve as the test data set. Then, the score for the test curve can be calculated by
Then the prediction for y ij isŷ
(t ij ). The prediction error for the i-th curve is 1 n i j (ŷ
The cross validation error for γ 1 is given as
For the following FEC, we propose to select the smoothing parameter after treating the previous estimated FECs fixed.
Selecting the Number of FECs
We use the AIC criterion proposed by Li et al. (2013) to select the number of FECs:
in which M denotes the number of FECs, n denotes the number of individual curves, and
n i is the total number of observations. We can estimate the noise variance, σ 2 M , by using the average square of the residuals. That is,
where y i,M = (ŷ i1 , . . . ,ŷ in i ) T represents the fitted i-th individual's observations when the number of FECs is selected to be M .
Theoretical Results
Theorem 2 shows that our first estimated FEC will asymptotically converge to the true FEC as the number of subjects increases. Similar results are shown in Theorem 3 for the rest estimated FECs.
Consider sparse observations of functional data y ij = x i (t ij ) + ij , where the observation times t ij , j = 1, . . . , n i , for subject i are uniformly drawn from [0, 1] . Let the Mercer representation for the uncentered covariance function K(s, t) = E(X(s)X(t)) of the stochastic process X(t) be
Assume m λ m < ∞ and
Theorem 2. Recall the objective function
where α 1 = (α 1 1, . . . , α n1 ) ∈ R n and ψ 1 (t) is a function in L 2 (0, 1) with constraint
The proofs for Theorems 2 and 3 are available in the supplementary documents. The following lemmas are used to prove the above theorem. Lemma 1. Let m i , i = 1, 2, . . . , be independent positive random variables with mean 1 and
For any sequence of positive numbers, a i , such that 
Lemma 3. For an n × p matrix A, the r-rank approximation of A under the Frobenius norm of matrices isÃ = r i=1 α i ⊗ β i where r ≤ min(n, p), and α i , β i are the eigenvectors of AA T and A T A, respectively.
Application: Longitudinal CD4 Percentages
We demonstrate our proposed method by analyzing the longitudinal CD4 counts dataset.
The CD4 percentage, which is defined as CD4 counts divided by the total number of lymphocytes, is a commonly used marker to describe the health status of HIV infected persons. The dataset considered here is from the Multi-center AIDS Cohort Study, which includes repeated measurements of CD4 percentages for 283 homosexual men who became HIV positive between 1984 and 1991. All subjects were scheduled to be measured at semi-annual visits. The trajectories of 10 randomly selected subjects are shown in Figure   1 . It shows that the data are sparse with unequal numbers of repeated measurements and different visit times for individual subjects, because many of them missed scheduled visits and the HIV infections could occur randomly during the study. For all 283 subjects, the number of observations per subject ranged between 1 and 14, with a median of 6 measurements.
The objective of our analysis is to recover individual longitudinal trajectories from the recovering the underlying trajectories, we use the following procedure. First, we randomly select the data of half subjects as the training data set and treat the other half data as the test data set. We estimate the FECs using the training dataset. Next, for each subject in the test data set, we treat the last observation as unknown and predict it based on the previous observations. In the end, we compare the predicted value with the observed value and obtain the mean square prediction error (MSPE) for all individuals in the test data set. We repeat this procedure 100 times. Figure 4 are the boxplots of the MSPEs for two methods. Figure 4 shows that the SOAP method outperforms the PACE method in predicting the future individual trajectories. For instance, the median of MSPEs is 55.87 for the SOAP method, which is 35% smaller than the PACE method. The 25% and 75% quantiles of MSPEs are 52.05 and 62.08 for our method, which are also 31% and 38% smaller than the PACE method, respectively.
Simulations
To evaluate the performance of our proposed method, we conduct one simulation study in comparison with the PACE method. In order to make our proposed method and the PACE method comparable, we simulate the curves X i (t) such that E(X i (t)) = 0. Then in this simulation setting, the functional principal components (FPCs) in PACE are equivalent to our proposed functional empirical components (FECs). Therefore, for the rest of this section, we unify both of them as eigenfunctions.
The underlying true trajectories are simulated as X i (t) = α i1 ψ 1 (t) + α i2 ψ 2 (t), i = 1, . . . , n, where the true eigenfunctions, ψ 1 (t) and ψ 2 (t) are shown in Figure 5 , satisfying ψ i , ψ j = δ ij , i, j = 1, 2. The corresponding scores α i1 and α i2 are generated in both Gaussian and non-Gaussian distributions. For the Gaussian scenario, the scores tories. We obtain these two functional empirical components by conducting conventional FPCA on the Canadian temperature Data (Ramsay and Silverman, 2002) .
are generated from two independent Gaussian distributions. That is, α i1
∼ N (0, 10). For the non-Gaussian scenario, the scores are first generated from two independent gamma distributions and then are centered by subtracting the sample mean. That is, α i1 = α i1 −ᾱ i1 , where α i1
∼ Gamma(1, 0.03) and α i2 = α i2 −ᾱ i2 , where
∼ Gamma(1, 0.1). We choose the parameters of these two gamma distributions such that the standard derivations are roughly the same as in the Gaussian scenario. The corresponding observed data for each trajectory are generated as y ij = X i (t ij ) + ij , in which ij ∼ N (0, σ 2 ). To achieve the sparseness, the number of time points, n i , for each trajectory is chosen randomly from a discrete uniform distribution on {1, 2, 3, 4, 5} and the corresponding time points t ij , j = 1, . . . , n i , are uniformly generated in the entire time
To evaluate the performance of the SOAP method, we generate 300 training samples and 300 test samples in each simulation replication. We first use our proposed method to estimate the eigenfunctions using the training dataset, and then predict the test samples'
trajectories. The PACE method is also applied to estimate the eigenfunctions from the training data and predict the trajectories for the test samples. These two methods are compared by defining the integrated mean prediction error (IMPE) for the 300 test samples as:
in which x i (t) represents the true i-th trajectory in the test set and x i (t) is the corresponding predicted trajectory. We repeat the above procedure for 100 repetitions.
The results are shown in Table 2 . First of all, we find that the performance of PACE is quite unstable when the true FPC scores are generated from the Gaussian distribution and non-Gaussian distribution in comparison with our proposed method. For instance, the We notice that PACE produces poorly predicted trajectories when the time points with observations are relatively close to each other. The reason is that estimating the individual scores involves computing the inverse of the sample covariance matrix, and the inverse of this matrix can be quite unstable when the time points with observations are close. Figure   6 shows an example from one simulation run with 5 observations in this scenario. Note that those 3 observations in the middle are relatively close in the time domain to each other in comparison with the last observation. As we can see in the left panel in Figure 6 , the predicted trajectory produced by PACE overfits the observed data, while the predicted trajectory from SOAP is quite close to the true underlying trajectory. Besides recovering the individual trend, we also compare the estimated eigenfunctions with the true eigenfunctions using the following integrated mean square error (IMSE):
The results are summarized in Table 3 . First, the estimated eigenfunctions using the SOAP method are much closer to the true underlying eigenfunctions than those estimated with the PACE method under both simulation settings. For instance, the mean IMSE(ψ 1 ) from the PACE method is 4 times larger than the SOAP method and IMSE(ψ 2 ) from the PACE method is almost 18 times larger than the SOAP method. In addition, the performance of the SOAP method is not sensitive to the distribution of the underlying scores, but the PACE method's performance significantly drops from the Gaussian to the non-Gaussian scenario. For instance, the mean IMSE(ψ 1 ) increases from 19.42 (Gaussian) to 65.34 (nonGaussian). Finally, we notice that the performance of the SOAP method is generally more stable than the PACE method, which is shown by comparing the standard derivations of the IMSEs. For example, the standard deviation of IMSE(ψ 2 ) is 551.54 using the PACE method in comparison with 3.86 using the SOAP method.
Conclusions
In this paper, we propose a novel SOAP method for predicting the underlying individual trajectories as well as the major variation patterns from sparse and irregularly longitudinal observations. The SOAP method directly estimates the empirical functional components from the best approximation perspective. This perspective is different from most conventional methods, such as PACE, which first estimates the de-meaned covariance function from the data and then eigen-decompose the resulting covariance function to obtain the estimated FPCs. This new best approximation perspective enables the SOAP method to recover the individual trajectories without estimating the mean and covariance functions and without requiring that the underlying FPC scores be Gaussian distributed.
We demonstrate the SOAP method by analyzing a CD4 dataset, in which the longitudinal measurements for each individual are sparsely and irregularly observed. Our SOAP method is able to recover the individual CD4 trajectories and explore the major variational sources across all subjects. We also compare the performance of the SOAP method and the PACE method in prediction by treating the last observation of each individual as unknown and find that the SOAP method produces better predictions compared to the PACE method.
Furthermore, we evaluate the performance of the SOAP method and the PACE method in a simulation study. We notice that the PACE method can be numerically unstable when the data are observed in close time points. Generally speaking, the SOAP method outperforms the PACE method in both predicting the individual trajectory and recovering the optimal empirical basis functions.
