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In this paper we give an example of a family of polynomial vector fields with 
three limit cycles appearing simultaneously on a Hopf bifurcation (H) of order 3 
and vanishing simultaneously in a homoclinic loop bifurcation (HL) of order 3. The 
region with three limit cycles is a topological 3-simplex. The system is a generaliza- 
tion of Bogdanov’s system. At the same time we give the bifurcation diagram for the 
universal unfolding of the cusp of order 4. This bifurcation diagram is a cone. It 
contains a cone on the bifurcation diagram with the three limit cycles inside a 
3-simplex region, plus saddle-node and cusp bifurcations of lower order. 0 1989 
Academic Press, Inc. 
1. INTRODUCTION 
In 1975, Bogdanov [4] studied the following system: 
R=y 
j= -1+x*+p1y+p*xy, 
(1.1) 
with p2 # 0. He observed the birth of a limit cycle in the system from the 
sinular point (- 1, 0), its monotonic growth, and its disappearance when it 
reached the saddle point (l,O). In this study Bogdanov considered the 
system as depending on the essential parameter v = pL1/p2. 
Bogdanov then applied this result to the study of bifurcations of a 
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singular point of a vector field [5]. There he was concerned with the 
codimension 2 singularity corresponding to a Jordan block with a pair of 
zero eigenvalues. 
Such a singularity has normal form [7]: 
(1.2) 
A singularity with normal form (1.2) satisfying a # 0 is called a cusp (from 
the geometric shape of separatrices passing through the origin). In the 
codimension 2 case we have b # 0. This singularity (called a Bog&not,- 
T&ens bifurcation [4, 5, 163) has universal unfolding (under resealing): 
i=y 
j =&I + &2y + x2 f xy. 
(1.3) 
The first complete proof of the universality of the unfolding is due to 
Bogdanov [4, 53, where he uses a change of variables bringing (1.3) to 
(1.1) in the case where the system has two different singular points, i.e., 
E, < 0. System (1.1) is then analysed by Melnikov’s method as a perturba- 
tion of the Hamiltonian system, 
i=y 
j= -1 +x2, 
(1.4) 
with the Hamiltonian function: 
H(x, y) = y2/2 + x-x3/3. (1.5) 
In the bifurcation diagram, v = pi/p2 is the essential parameter, and the 
bifurcation diagram is a cone built on a one-parameter bifurcation diagram 
in v-space. 
Later, in [8], Dumortier et al. studied what they called the cusp of order 
3. They considered system (1.2), in the case’b = 0, but had to place a non- 
degeneracy condition on the higher order terms in order to achieve a 
codimension 3 bifurcation. Accordingly they analysed the system: 
i=y 
j=El+E2y+X2+E3Xy+X3y, 
with E i, c2, a3 small parameters, 
(1.6) 
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through a change of variables which, for s1 < 0, brought the system to 
i=y 
p= -1 +x2+p, y+p2xy+pu,x3y, 
(1.7) 
with ,u3 > 0. A change of parameters yields here two essential parameters: 
Vl = PI/P3 v2 = P2lP3. (1.8) 
The bifurcation diagram of this system is a cone on the bifurcation diagam 
in v-space. In this bifurcation diagram we find a triangular region (a 
“topological two simplex”) in which the system has two limit cycles 
(Fig. 1). 
The reason why the x2y-term is not considered in (1.6) is well explained 
in [3,8, 131. In [8, 131 it is shown that the terms ~~~+*y in the second 
equation play no role in the bifurcation diagram, while in [3] it is shown 
how these terms disappear as a result of further normal form reduction. 
The number of limit cycles there are for given values of v, and vz can 
also be determined geometrically. Limit cycles arising from a fixed level 
curve H = h of (1.5) occur on a line in the v-plane, which is tangent to the 
curve (2C) (Fig. 2). For a given point (vi, vz) the number of limit cycles is 
equal to the number of tangents to the curve (2C) that can be drawn 
through the point. 
The examples of Eqs. (1.1) and (1.7) illustrate the duality between Hopf 
and homoclinic loop bifurcation of order 1 and 2, as described by Joyal in 
FIG. 1. Bifurcation diagram for a family of vector fields with two cycles appearing in (H,) 
and dying in (HL,). This shows duality between (Hz) and (HL,). 
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M(h I) = 
FIG. 2. Lines A(h)=O. In each open region in the bifurcation diagram we give the 
number of limit cycles: The indices indicate their stability from the inner to the outer. 
[lo]. The bifurcation diagrams have the same topological shape. In Hopf 
bifurcation of order 1 (resp. homoclinic loop bifurcation of order 1 ), the 
topological type of the vector field stays the same at large scale (resp. far 
from the homoclinic loop), but changes at small scale (resp. close to the 
loop). Therefore, a limit cycle is needed to glue together the two 
behaviours. Similarly, for Hopf bifurcation of order 2 and homoclinic bifur- 
cation of order 2, the topological organization of the regions with zero, 
one, and two limit cycles is identical in the neighborhoods of the bifurca- 
tions. 
In this paper we consider (1.7) with an additional degeneracy. We prove 
that this yields a bifurcation diagram in which the region with three limit 
cycles is a topological three simplex. More precisely, we study the system, 
i=y 
j= -1 +x2+,U1y+~2xy+~L3x3y+~~x4y, 
(1.9) 
under the restriction p4 #O, where the parameters pi are small. As in the 
previous cases, we change to essential parameters, 
Pl =vlP4, p2 = v2p4~ P3 =v3p4, (1.10) 
and we get a bifurcation diagram in v-space which is independent of the 
value of p4 (Fig. 3). System (1.9) is studied as a perturbation of the 
Hamiltonian system (1.4), and limit cycles are considered as arising from 
closed level curves H= h, with H given in (1.5). 
We also give a geometric construction of the bifurcation diagram and 
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FIG. 3. Bifurcation diagram for a family of vector fields with three limit cycles appearing 
in a (H3) and dying in a (HL,). This shows duality between (H,) and (HL,). 
determine the number of limit cycles for each point in v-parameter space 
geometrically. 
This example shows that the duality persists between Hopf bifurcation of 
order 3 (H,) and homoclinic loop bifurcation of order 3 (HL,). We can see 
from Fig. 3 that the bifurcation diagrams in the neighborhood of the two 
singularities are the same. 
In the second part of the paper, we show how these results can be used 
as part of the proof that 
.t=y 
j=E~+E*y+X2+E3Xy+&~X3y~X4y 
is a universal unfolding of 
.t=y 
p=x*+x4y. - 
(1.11) 
(1.12) 
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The proof uses a “blowing up,” as in the cases of Bogdanov and the cusp 
of order 3. We find in particular that the maximum number of limit cycles 
in that case is three, a result compatible with the conjecture in [ 131: “The 
maximum number of cycles appearing in the universal unfolding of a cusp 
of codimension k is (k - 1 ).” 
In Section 2 we derive the bifurcation diagram of system (1.9). Finally, 
in Section 3 we apply the previous results to the cusp of order 4. 
2. ANALYSIS OF SYSTEM (1.9) 
We restrict ourselves to the case /A, > 0. The case p4 < 0 can be obtained 
by a change of variables y++ -y, tw --t. Throughout this section it is 
assumed that the pi are small parameters. In fact, as we will see, it is 
enough to suppose that the essential parameters v given in (1.10) are inside 
a compact set, and that the parameter pd is sufliciently small. 
In the first subsection we study Hopf bifurcation. In the second subsec- 
tion we briefly explain Melnikov’s method, and in the third subsection we 
apply this method to the study of homoclinic loop bifurcation. In Subsec- 
tion 2.4 we give Riccati’s equation, and use it to deduce the fundamental 
theorem: System (1.9) has at most three limit cycles. We apply Riccati’s 
equation, together with Melnikov’s method, to the study of multiple limit 
cycles in Subsection 2.5. Finally in Subsection 2.6 we describe the geometri- 
cal shape of the bifurcation diagram. 
Notation throughout the Paper 
-(H) (resp. (H,), (H3)) denotes Hopf bifurcation of order 1 (resp. 
2, 3). 
- (HL)(resp. (HL,), (HL,)) denotes homoclinic loop bifurcation of 
order 1 (resp. 2, 3). 
- (H, HL) denotes simultaneous occurrence of (H) and (HL), 
similarly for (Hz, HL) and (H, HL,). 
- (2C) denotes bifurcation of a double limit cycle. 
- (3C) denotes bifurcation of a triple limit cycle. 
- (BT) or (C,) denotes Bogdanov-Takens bifurcation (cusp of 
order 2). Similarly (C,) denotes the cusp of order 3. 
- (H, 2C) denotes simultaneous occurrence of (H) and (2C), and 
similarly for (HL, 2C). 
- (SN) denotes saddle-node bifurcation. 
System (1.9) has singular points (- 1,0) and (l,O). The point (1,O) is 
always a saddle. The point (- 1,O) is either a focus or a weak focus. 
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2.1. Hopf Bifurcation at the Point (- 1,0) 
We linearize the system at ( - 1,0) by means of a change of variable 
x=x+ 1: 
k=y 
B = -2X+Y(PL, - P2 - P3 + P4) + x2 + (P* + 3P3 - 4PJ XY 
+ (-3~3 + 6~4) X”Y + (~3 - 4~4) X’Y + /d4y. (2.1.1) 
The point is stable (unstable) if tr = p, - pLa - p3 + p4 < 0 (>O). It under- 
goes a Hopf bifurcation when 
tr=pu,-p2-p3+p4=0. (2.1.2) 
To study Hopf bifurcation at (2.1.2), we make the change of coordinates: 
y = - fi Y. Equation (2.1.1) becomes 
d= -fir 
1= &I-- x2/$ + (p2 + 3p3 - 4p4) XY 
+(-3~3+6~4)X2Y+(~L3-4~4)X3Y+~4X4Y. (2.1.3) 
The order of Hopf bifurcation is given by the index of the first non-zero 
Lyapunov coefficient (see [15] and Appendix). The first Lyapunov coef- 
ficient is given by 
v,=~2-4~3+8~4. (2.1.4) 
When V, = 0, the system depends on pL3 and p4 alone. We get the following 
values for the second and third Lyapunov coefficients: 
V, = (5~3 - 14~4)/96 ,h; (2.1.5) 
when V2 = 0, we get for V, : 
v3 = 14/.14/5 > 0. (2.1.6) 
Hopf bifurcation of order 3 therefore takes place at 
i.e., 
PI = lb,/57 P2 = 2P4/% P3 = 14P4/5. 
h, v2, v3) = (11/j, 2/5, 14/5) 
(2.1.7) 
(2.1.8) 
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using the essential parameters defined in ( 1.10). There are three limit cycles 
inside the region V2 < 0, I’, > 0, tr < 0, i.e., 
5v, - 14 < 0, 
v2 - 3v, + 8 > 0, 
v,-v,-v,+l<O, 
with(v,-v,-v,+lI~IT/,)~IV21~IVjI. (2.1.9) 
2.2. Melnikov’s Method 
This method is used to approximate the parameter values for which a 
perturbation of a Hamiltonian system has a homoclinic loop. It is more 
general since, for each closed loop of the Hamiltonian system, it gives the 
parameter values for which this closed loop is preserved in the perturbed 
system. 
We consider a system of the form: 
i = aHlay + Q-(x, y) = F(x, y) 
j = - cTH/ax + cg(x, y) = G(x, y), 
(2.2.1) 
and the level curves H = h of the Hamiltonian system, called y,,. We want 
to know which closed curves Y,, of the unperturbed system remain closed 
trajectories y; after perturbation. Accordingly we must have 
N(h)=j dH=j tidt=cj 
r; VA Yh 
(faH/ax+gaH/ay)dt=o 
=& 1 (faHjax+gaH/ay)dt+o(E)=EI (gdx-fdy)+o(&), (2.2.2) 
Yh Yh 
since y; is close to yh. The zeros of the function N(h) are well approximated 
by the zeros of Melnikov’s function: 
Wh)=j+ (gdx-fdy). 
Yh 
(2.2.3) 
In the case where yh is an ordinary closed curve of the Hamiltonian, 
if M(h) = M’(h) = . . . = MCk - l’(h) = 0, and Mck’(h) # 0, then a cycle of 
multiplicity k appears in the perturbation. 
In the case where Y,, is a homoclinic loop [14], we have a homoclinic 
loop bifurcation of order: 
(i) 2k- 1, if M(h)=M’(h)= ... =Mckml)(h)=O and Mck’(h) = +m, 
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(ii) 2k, if M(h) = M’(h) = . . . = Mck- ‘j(h) = 0 and Mck)(h) # 0 with 
Mfk’(h) finite. 
Note that M’(h) is finite if and only if the trace of the saddle point is zero. 
Under the conditions M(h) = M’(h) = . . . = Mck- l’(h) = 0, we can decide 
whether Mck) is finite or not by looking at the Poincare normal form of the 
perturbed vector field at the saddle point [2]. This normal form is given 
by 
f=x+c,X2~+c2x3~2+ ..’ +c,xk+‘yk+O(IX,y)2k+2) 
j=y+d,xy2+d2x2y3+ “’ +dkxkyk+‘+O(I&ylZk+*). 
(2.2.4) 
The saddle quantities are defined as ui= ci+d,. M(h)= M’(h)= . . . = 
M(k-‘)(h)=O i mplies (but is not equivalent to) the fact that the first 
(k- 2) saddle quantities are zero. Then LV’~)(/Z) is finite if and only if 
uk _, = 0. Consequently the saddle quantities control the finiteness of the 
M”‘(h) [lo, 121. 
2.3. Determination of Homoclinic Loop Bifurcation 
We now return to the discussion of (1.9). The set in parameter space 
corresponding to a homoclinic loop is well approximated by the zeros of 
~(2/3)=J (v,Y+ v2xy + v,x’y + x”y) dx = 0, 
Y 
(2.3.1) 
where M(h) is the Melnikov function, 
m=/ (v,y+ v2xy + v3x3y + x”y)dx = 0, (2.3.2) 
Yh 
y,, is the level curve H = h of the Hamiltonian function (1.5) (Fig. 4), and 
y is the homoclinic loop corresponding to h = 2/3. The parameter E of Sub- 
section 2.2 is given by p4, and the parameters v are given in (1.10). They 
assume values inside a compact region of v-space. On H = 213, we have 
resulting in 
y=JijG(l -x)&Z, (2.3.3) 
M(2/3) = 24 ,,h(v, - 5vJ7 - 103v,/77 + 187/91)/5 = 0. (2.3.4) 
Homoclinic loop bifurcations of higher order can be determined by 
calculating M’(2/3). If M’(2/3) is infinite (resp. finite, zero), we have a 
homoclinic loop bifurcation of order 1 (resp. 2, 3, or higher), 
VI + v*x + v3x3 + x4)/y dx. (2.3.5) 
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FIG. 4. Level curves of (1.5). 
A direct calculation, replacing y by its value in (2.3.3), shows that M’(2/3) 
is finite if and only if the trace of the saddle point is zero: 
tr = v, + v2 + vJ + 1 = 0. (2.3.6) 
According to Hypotheses (2.3.4) and (2.3.6) we get 
M’(2/3) = 6( - v2 - 9v,/5 + 8/7). (2.3.7) 
The first saddle quantity for system (1.9) is given by [ 111 
u1 = ( - v2 + 3v, + 8v,)/2. (2.3.8) 
Hypotheses (2.3.4), (2.3.6), and M’(2/3) = 0 lead to ur > 0. 
PROPOSITION 2.3.1. For sufficiently small pi, homoclinic loop bifurcation 
of order 3 (HL,) takes place at 
(v,, v2, vx) = (-107/91, -94/91, 110/91), 
and the three limit cycles appear in the region 
(2.3.9) 
- v2 - 9v, /5 + 817 < 0, 
v,+v,+v,+l>O, (2.3.10) 
v, - 5v,/7 - 103vJ77 + 187/91> 0. 
Proof. The first statement follows from the previous calculations. M(h) 
represents approximately the variation of h along the trajectory 
M(h) = l/s J fi dt. The homoclinic loop lies at the maximum value of h. If 
we make the change of variables I?= 213 - h, then we can consider 
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fi(l;) = l/e J A dt = -M(h). fi(0) = 0 at the homoclinic loop. For fi(0) < 0 
(resp. > 0), the stable manifold W” is inside (resp. outside) the region 
surrounded by the unstable manifold W”. We start with u1 > 0 and 
n(O) = p(O) =O, i.e., with a repulsive homoclinic loop. We add a small 
perturbation in order to get - cc < A@‘(O) < 0 inside fi(0) = 0. This adds a 
first limit cycle. The second, much smaller perturbation brings &‘(O) to 
+ cc by taking a positive value for the trace [ 11, giving a second limit 
cycle. We then break the repulsive homoclinic loop, with an even smaller 
perturbation and obtain the third limit cycle when W” is inside the region 
surrounded by W”. i.e., when a(O) < 0, which is the same as M(2/3) > 0. 
Noting that dif&h)/dh)/;=, = dM(h)/dh 1 = h 2,3 completes the proof. Condi- 
tions (2.3.10) are consistent since they are verified at Hopf bifurcation of 
order 3. 1 
Similarly, homoclinic loop bifurcation of order 2 occurs together with 
Hopf bifurcation of order l(H, HL,) at 
(VI? V2, v3)= (- 1, -22/13,22/13), (2.3.11) 
and the three limit cycles appear in the region 
v, - v2 - v3 + 1 < 0, 
v1+ v2 + v3 + 1 > 0, (2.3.12) 
v, - 5v,/7 - 103v,/77 + 187/91 > 0. 
Likewise homoclinic loop bifurcation of order 1 occurs together with 
Hopf bifurcation of order 2(H,, HL) at 
(v,, v2, v3) = (31/65, -58/65, 154/65), (2.3.13) 
and the three limit cycles appear in the region 
v2 - 3v, + 8 > 0, 
VI-V2-V3+ 1 <O, (2.3.14) 
v1 - 5v,/7 - 103v,/77 + 187/91> 0. 
Remark. In each case ((2.1.9), (2.3.10), (2.3.12), and (2.3.14)), the 
equalities are consistent. The intersection of the four regions is non-empty. 
2.4. Riccati’s Equation 
System (1.9) has a limit cycle for small p, collapsing to y,, for p= 0 if the 
function M(h) = 0. The limit cycle is unique if M’(h) # 0. Otherwise we will 
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have a multiple limit cycle. Since M(h) is an elliptic integral we must 
introduce new tools to study it. Let 
1, = j Y dx, I, = 
Yh s 
xy dx, . . . . Z,, = 
Yh I 
x”y dx. (2.4.1) 
Yh 
M(h) is a linear combination of the integrals Z,. These integrals can be 
expressed in terms of I, and I, [ 131. In particular we get for I, [S] and 
z4 [13]: 
I,= -6hZ,/ll + 15Z,/ll, (2.4.2) 
Z, = 211,,/13 - 12hZ,/13. (2.4.3) 
Using (2.4.2) and (2.4.3) we get for M(h): 
M(h) = (v, - 6v,h/ll+ 21/13) Z,(h) + (v2 + 15v,/ll- 12/r/13) Z,(h). (2.4.4) 
Properties of Z,(h) and Z,(h). 
(i) Z,(h) > 0 for - 2/3 < h < 2/3 and I,,( - 2/3) = I,( - 2/3) = 0. 
(ii) lim h+ -Z/3 zl(h)/zO(h) = --l. (2.4.5) 
This follows from the fact that s,, xy dx = x* fYh y dx for some 
x* E [ -2, 11. As h -+ -2/3x* -+ -1. 
Hence, instead of studying M(h), we can study 
h?(h) = M(h)/Z,; 
R(h) = (v, - 6hv,/ll + 21/13) - (v2 + 15v,/ll- 12h/13) P(h) 
= A(h) - B(h) P(h), (2.4.6) 
where 
P(h) = -zl(h)lzo(h) for -213 <h < 213, P( - 2/3) = 1, (2.4.7) 
A(h) = v, - 6hv,/ll+ 21/13, (2.4.8) 
B(h) = v2 + 15v,/ll- 12h/13. (2.4.9) 
For -2/3ch-c2/3 we have M(h)=M’(h)= . . . =M’k)(h)=O, 
M(“+“(h)#O if and only if m(h) = &j’(h) = . . . = @“)(h) = 0, 
i@(&+ “(h) # 0. 
We recall the following properties of the function P [8]: 
(i) P( [ -2/3,2/3]) c [5/7, 11, P( -2/3) = 1, P(2/3) = 5/7; (2.4.10) 
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(ii) P’(h) < 0 for h E [ - 2/3,2/3), P’( - 213) = - l/8, 
P’(2/3) = --00; (2.4.11) 
(iii) P”(h) < 0 for h E [ -2/3, 2/3), P”( -2/3) = -S/1152. (2.4.12) 
There is an error of factor 2 in P”( -2/3) in [8]. These properties are 
deduced from the fact that P satisfies the following differential equation: 
(iv) (9h2-4)P’=7P2+3hP-5. (2.4.13) 
This is a Ricatti equation. 
(v) We rewrite property (iv) in the following form: (P, h) is a solu- 
tion of the following system of equations [8]: 
P= -7P2-3hP+5 
l;=4-9h2. 
(2.4.14) 
This system has a saddle point at ( - 2/3, 1) and an attractive node at 
(2/3, 5/7) (Fig. 5). The graph of the function P(h) is the unstable separatrix 
of ( -2/3, 1) in system (2.4.14). It joins the point ( -2/3, 1) to the point 
(213, 517 ). 
From the foregoing we deduce the fundamental theorem: 
THEOREM 2.4.1. System (1.9) has at most three limit cycles for all suf- 
ficiently small values of the parameters p. 
Proof: For any given p, i.e., v, we must count the number of zeros in 
[ -2/3, 2/3] of H(h) =A(h) - B(h) P(h), with A(h) and B(h) given in 
(2.4.8) and (2.4.9). Let h = h* be the zero of B(h). 
FIG. 5. Phase portrait of (2.4.14). The trajectory joining (-5, 1) to ($ :) is the graph of 
P(h). 
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(i) Let us suppose first that h* E [ -2/3,2/3] is a zero of H(h) = 0. 
Then we must have A(h*) =O, i.e., M(h)= C(h-h*)(P-P*). Since P is 
monotonic, R(h) has at most two zeros. 
(ii) For the rest of the proof, we can suppose that h* defined above 
is not a zero of i@(h) = 0. Then, 
n(h) = W)(Q(h) - P(h)), (2.4.15) 
where 
Q(h) = A(h)/B(h) = (143~~ - 78v,h + 231)/( 143~~ + 195v, - 132h). (2.4.16) 
We must count the number of intersection points of P = P(h), called rP, 
and P = Q(h), called To, for h E [ -2/3,2/3]. The curve Q(h) is a hyper- 
bola (Fig. 6) and 
QV I= a/B*@ ), (2.4.17) 
with 
a = -78v,( 143~~ + 195v,) + 132( 143~~ + 231). (2.4.18) 
In the case a > 0, or in the case a < 0 and h* < -2/3 (Fig. 7a), rP and ra 
have at most two intersection points. 
(iii) In the case -213 <h* < 213, the right branch rs of To always 
has at most two intersection points with r, (Figs. 7b and 7~). It has 
exactly one intersection point if and only if Q(2/3) < 5/7. In the case where 
rr$ intersects r,, the left branch l-6 of To has no intersection with r,. 
Therefore we need only consider the case where &J does not intersect r,. 
In that case we count the number of intersection points of r; and r, 
(Figs. 7d and 7e). 
For this purpose we count the number of contact points of To with the 
vector field (2.4.14), i.e., we consider the number of zeros of 
6 = dG/dt I c2.4.,4j = P - Q’(h) h, (2.4.19) 
=++ 
a > 0 a<0 
FIG. 6. The curve TQ. 
146 LI AND ROUSSEAU 
(b) 
Cd) (e) 
FIG. 7. Relative positions of I’, and r, 
for G(h) = P(h) - Q(h); 
e=(-7P*-3hP+5)-u(4-9h2)/B21p.eAIB 
= [ - 7A2 - 3hAB + 5B2 - ~(4 - 9h*)]/B* 
= ( - 7Q’ - 3hQ + 5) - a(4 - 9h*)/B*. (2.4.20) 
The numerator is a polynomial of degree 3 with respect to h, and thus has 
at most three roots. It is easily checked hat the left branch r; has at least 
as many contact points with the vector field (2.4.14) as it has intersection 
points with r, (Figs. 7d and 7e): between any two intersection points there 
is always a contact point, and there is always a contact point on the left 
of the first intersection point, due to the direction of the vector field at the 
intersection of r; with h = -2/3. The number of intersection points is 
therefore at most three. 
(iv) We now consider the case h* > 2/3. By the same argument as in 
(iii), &j has at most three contact points with the field (2.4.14). Since there 
is always a contact point to the left of the first intersection point between 
r, and r,, then r; and rP have at most three intersection points (for 
example, see Fig. 7f). 
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2.5. Determination of the Double and Triple Limit Cycles 
The set of parameter values for which we have a multiple limit cycle 
is given by the surface (2C) with equation @h)=O, A’(h)=O, for p suf- 
ficiently small. The points of this surface satisfying A?“(h) # 0 correspond to 
double limit cycles. We show that the surface is regular at these points. We 
also prove that the points of (2C) satisfying A”(h) =0 form a smooth 
curve (3C), on which we have M”‘(h)#O. &f’(h), W’(h), and R”‘(h) are 
given by 
p(h) = -6v,/ll+ 12P(h)/l3 - B(h) P’(h), 
A?“(h) = 24P’(h)/3 - B(h) P”(h), 
R”‘(h) = 36P”(h)/13 - B(h) P”‘(h). 
(2.5.1) 
(2.5.2) 
(2.5.3) 
PROPOSITION 2.5.1. (2C) is a regular surface at points where R”(h) # 0. 
Proof. From &f’(h) = 0, @‘(h) # 0 we have h = h(v,, v3) by the implicit 
function theorem. Since L?H/av, # 0, from H(h) = 0 we have v, = 
v,(h, v2, vj). Replacing h by h(v,, v,), we arrive at the proposition. 1 
PROPOSITION 2.5.2. On the curve (3C) corresponding to points where 
h?(h) = R’(h) = R”(h) = 0, we have R”‘(h) #O. 
Proof. The first step is to prove that R”‘(h) # 0 if and only if 
3[P”(h)12 - 2P’(h) P”‘(h) # 0. (2.5.4) 
This quantity will be shown to be negative. From (2.5.2) we get that 
i@“(h) = 0 is equivalent to 
B(h) = 24P’/( 13P”). (2.5.5) 
Substituting (2.5.5) in (2.5.3) we get 
R”‘(h) = 12[3P”2 - 2P’P”‘]/13. (2.5.6) 
We now show &f”‘(h) # 0. From (2.4.13) we get 
(9h2 - 4)2P” = (14P- 15h)(7P2 + 3hP- 5) + 3P(9h2 - 4) 
= 98P3 - 63hP2 - 18h’p - 82P + 75h, (2.5.7) 
(9h2 - 4)3P”’ = (14P’ - 12)(9h2 - 4)(7P2 + 3hP- 5) 
+ (14P - 33h)(9h2 - 4)2P”. (2.5.8) 
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This implies that 
(9hZ - 4)3( 3p”2 - 2P’P”) 
= 637P4 - 462hP3 - 72h2P2 + 690hP- 178P2 - 275, (2.5.9) 
after a few calculations. We call G(h, P) the function: 
G(h, P) = 637P4 - 462hP3 - 72h2P2 + 690hP - 178P2 - 275. (2.5.10) 
We are interested to show that G(h, P) #O on the graph of P(h), except for 
h= +2/3. (Note that P is used here in two ways, as an independent 
variable, and as a function P(h) satisfying Eq. (2.4.13)) 
We first prove that G(h, P) = 0 determines a unique branch curve p(h) in 
the rectangle [ - 2/3, 2/3] x [5/7, 11, passing through the points ( -2/3, 1) 
and (2/3, 5/7). For this we first show that G(h, P) = G’,(h, P) = 0 has no 
solution for - 213 <h < 213 and 517 < P < 1. Since 
G;(h, P) = 2548P3 - 1386hP’ - 144h’P - 356P + 690h, (2.5.11) 
PG;(h, P) - 4G(h, P) = 462P3h + 144P2h2 + 356P2 - 207OPh + 1100, 
(2.5.12) 
(2.5.12) is strictly positive for h < 0 and 5/7 < P < 1. In the case h > 0 we 
consider instead the quantity: 
PG’,(h, P)-G(h, P)= P3(1911P-924h)+ (275-72P2h2- 178P2). 
(2.5.13) 
Both quantities inside parentheses are strictly positive for 5/7 < P < 1 and 
0 <h < 213. 
We have found that along G(h, P) =O, G’,> 0. So G(h, P)= 0 locally 
defines a curve P = p(h). We have also 
G;, = P( -462P2 - 144Ph + 690) > 0, (2.5.14) 
p’(h) = -G;/G;, < 0. (2.5.15) 
To be sure that G(h, P) = 0 has a unique branch in [ -2/3,2/3] x [5/7, 11, 
joining (-2/3, 1) to (2/3, 5/7) we need only check that on P = 1 (resp. 
P = 5/7) the only point of G(h, P) = 0 is h = - 2/3 (resp. h = 2/3). Calcula- 
tion shows that 
ff(-2/3)=P’(-2/3)= -l/8, p”( -2/3)= P”( -2/3)= -5511152, 
(2.5.16) 
p”‘( -2/3) = -4015155296 < P”‘( -2/3) = -3685173728, 
P’( 2,‘3) = -25156. (2.5.17) 
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So P(h) and p(h) have contact of order 3 (resp. 1) at (-2/3, 1) (resp. 
(2/3,5/7)), and p(h) is below P(h) near h = -2/3 and h = 2/3. 
We prove that p(h) is a curve without contact with respect to the vector 
field (2.4.14). If this is the case the curve p(h) can never lie above the curve 
P(h). Otherwise, we get a contact point on the curve (Fig. 8). So we 
suppose 
d = dG/dt 1 c2.4.,4j = G’,P + G;, I; = 0 at a point P=p(h); 
6 = 17836P’ - 2058P4h - 9324P3h2 - 13384P3 + 1 1268P2h - 1728h3P2 
+ 9OOOh’P - 980P - 3450h = 0; (2.518) 
(364P-222h)G- 136=60F(h, P), (2.5.19) 
with 
F(h, P) = 126P3h2 - 1820P3 - 1086P*h - 108h3P2 - 603Ph2 + 1456P + 270h. 
(2.5.20) 
We take polar coordinates h = r cos 0, P= r sin 8. In the rectangle 
-2/3chc2/3,5/7cPcl, we have -2/3<ctg8<14/15; 
G = r4 sin20(637 sin28 - 462 sin 8 cos 8 - 72 cos*t?) 
-r2sin8(178sin8--690cos8)-275=0, (2.5.21) 
F/r = r4 sin20 cos20( 126 sin 8 - 108 cos 0) - r2 sin e( 1820 sin*8 
+ 1086 sin 8 cos 8 + 603 cos28) + (1456 sin 8 + 270 cos 6) = 0; 
(2.5.22) 
cos28( 126 sin 8 - 108 cos 0) G - (637 sin28 - 462 sin 8 cos 8 - 72 cos28) F/r 
= 91 [r2 sin 8 rp(c0s 8, sin 0) - $(cos 8, sin e)] = 0, (2.5.23) 
1 
- 
contact 
FIG. 8. If P(h) lies above P(h) at some point, then p(h) has a contact point with (2.4.14). 
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where 
rp(cos 9, sin 19) = 12,740sin48 - 1638 sin38 cos 0 - 2979 sin’ 8 cos28 
- 2754 sin 8 cos38 1296 cos40, - (2.5.24) 
$(COS 8, sin 13) = 10,192 sin3B- 5502 sin28 cos 8 
- 2142 sin 8 cos2e 540 c0s3e. - (2.5.25) 
Noting that sin 0 > 0 and letting 5 = ctg 0 E (-2/3, 14/15) we remark that 
cp(cos 8, sin 0) = sin48(12,740 - 16385 - 29795* - 275413 - 1296t4) > 0, 
(2.5.26) 
$(COS 0, sin 0) = sin38(10,192 - 5502t - 2142{* - 540t3) > 0. (2.5.27) 
We obtain r* = $(cos 8, sin @/[sin 8 ~(COS 8, sin 8)] from (2.5.23), sub- 
stitute it into (2.5.21), and get 
(637 - 4625 - 72<*) $‘(<, 1) 
-(178-6905)+(& l)(p(& l)-275q*(<, l)=O. (2.5.28) 
This gives the identity: 
Q(5) = 552,698,640<’ + 3,491,213,076r6 - 6,227,071,344t5 
- 5,996,012,607r4 + 7,995,706,99213 + 4,714,314,696r2 
- 2,912,547,456< - 1,577,629,872 = 0. (2.5.29) 
Q(r) can be factorized (using Macsyma) as 
Q(t)= 3159(35 +2)3(6~-7)2(125+91)(15~- 14), (2.530) 
which has no real root for -213 < 5 < 14115. 1 
THEOREM 2.5.3. For sufficiently small p the curve (3C) is a smooth curve 
corresponding to a triple limit cycle. 
Proof The fact that (3C) corresponds to a triple limit cycle follows 
from the definition of (3C) as the set of p such that AZ(h)= R’(h) = 
W”(h) = 0, and Proposition 2.5.2 which ensures us that M”‘(h) # 0. 
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From (2.4.6), (2.5.1), and (2.5.2), R(h)=li;i’(h)=W”(h)=O is equiv- 
alent to 
v1 = 3(4hP- 8hP’2/P” + 8P’PfP’ - 7)/13, 
v2 = 3(4h - 1OP + 20P’2/P” + 8P’/P”)/13, 
v3 = 22(P- 2P”fP”)/13, 
(2.5.31) 
and Eq. (2.5.4) yields &,/ah # 0. From this we get h = h(v,). The two first 
equations in (2.5.31) give vi and v2 as functions of h. Replacing h by h(vj) 
gives the desired result. 1 
2.6. Relative Positions of Hopf, Homoclinic, and Multiple Limit Cycle 
Bifurcations 
THEOREM 2.6.1. For p sufficiently small, there is a smooth curve (H, 2C) 
in the parameter space corresponding to the simultaneous occurrence of a 
Hopf bifurcation of order 1 and a double limit cycle. This curve joins 
(v,, v2, v3) = (1115, 215, 14/5), corresponding to Hopf bifurcation of order 
3(H,) to the point (v,, v2, v3) = (- 1,22/13, -22/13), corresponding to the 
simultaneous occurrence of Hopf bifurcation of order 1 and homoclinic loop 
bifurcation of order 2 (H, HL,). The curve is the convex envelope of the 
family of lines i@(h) = 0, h E [ -213,213-J in the Hopf bifurcation plane. 
Proof We separate the proof into two parts. In the first part we explain 
the ideas underlying the proof. The second part consists of calculations, in 
the same spirit as Proposition 2.5.2, and can be skipped on a first reading. 
(i) We make a change of coordinates, which brings the two lines 
(H2) and (H, HL) to coordinate axes: 
m,=v,-v2-vv,+l 
m2 = v2 - 3v, + 8 
m3 = v1 - 5v2/7 - 103~~177 + 187/91. (2.6.1) 
The equation R(h) = 0 (Eq. (2.4.6)), under the condition m, = 0, gives 
M(h) = m2( 14P + 3h - 12)/10 + 7m,(22 -24P- 3h)/20 
+ 4(34 - 38P - 21h + 15hP)/65 = 0. (2.6.2) 
so 
m2 = 7m,Q(h)/2 + 8R(h)/13, (2.6.3) 
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Q(h) = (3h + 24P-22)/(3h + 14P- 12), (2.6.4) 
R(h) = (-34 + 38P + 21h - 15hP)/(3h + 14P- 12). (2.6.5) 
Since Q<O and R>O, we show that dQ/dh#O, d2R/dQ2<0, and hence 
that (-R) is a convex function of the slope Q. Therefore the curve (H, 2C) 
is the graph of the Legendre transform of (-R), i.e., a convex curve. 
(i) We have 
dQ/dh = 10[3( 1 -P) + P’(3h + 2)]/(3h + 14P- 12)2 <O, (2.6.6) 
except at h= -213, since the numerator is zero at h = -213 and its 
derivative P”( 3h + 2) < 0, and 
dR/dh=5[-30+72P-42P2+(4-9h2)P’]/(3h+14P-12)2. (2.6.7) 
so 
2dR/dQ = [ - 30 + 72P- 42P2 + (4 - 9h2) P’]/[3( 1 - P) + P’(3h + 2)], 
(2.6.8) 
2d2R/dh dQ = 3( 12 - 3h - 14P)[P”( 1 - P)(3h + 2) 
+ 6P’( 1 -P) + 2P’2(3h + 2)]/[3(1 -P) + P’(3h + 2)12. 
(2.6.9) 
Since (12 - 3h - 14P) is negative everywhere, except at h = +2/3, we must 
show that the quantity G = P”( 1 - P)( 3h + 2) + 6P’( 1 - P) + 2P’2(3h + 2) < 0 
on ( -213, 213). Since G( - 2/3) = G’( -213) = G”( -2/3) = 0, and 
G”‘( -2/3) = 3(3P”2 - 2P’P”‘)Jh= -2,3 < 0, it is enough to show that G # 0 
on ( -213,213). We study instead 
A=(3h-2)(9h2-4)[P”(1-P)(3h+2)+6P’(1-P)+2P’2(3h+2)]. 
(2.6.10) 
Using (2.4.13) and (2.5.7), we get 
A = (14P + 3h - 12)(7P2 + 3hP- 5)( 1 - P) + 3P( 1 - P)(9h2 - 4) 
+ 2(7P2 + 3hP - 5)2, (2.6.11) 
and we study the curve defined by A(h, P) = 0. Since 
dA/dP=(14P+3h)(3hP+3h+26P-22)+(7P2+3hP-5)(3h+26) 
+ 3( 1 - 2P)(9h2 - 4) > 0, (2.6.12) 
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for - 213 < h < 213, and 517 < P < 1, A(h, P) = 0 defines P = a(h) locally. 
AI,=,=0 has a double root at h= -2/3; Al.=,,, has roots h=2/3 and 
h=2/9; Al,,= -z/3 has a double root at P = 1 and a simple root at 
P= -517; Alh=z,3 has a double root at P = 517 and a simple root at 
P= -1. So A(h, P) = 0 defines three branches P= ai( i = 1, 2, 3, 
-213 <h < 213 (see Fig. 9). We can check that 
a;(-2/3)= -1/8=P’(-2/3), 
a;( - 2/3) = -55/l 152 = P”( -2/3), 
a?( -213) = -551756 < P”‘( -213) = -3685173,728. (2.6.13) 
So P= a,(h) lies below P= P(h) near h = -2/3. In order to check the 
situation near h = 2/3, we change P = P(h) and P = a,(h) to h = h(P) and 
h = fi(P), respectively. Calculation shows that 
h’( 5/7) = 0 = h’( 5/7), 
h”( 5/7) = 0, p(5/7) = -27441699. (2.6.14) 
Hence P = a,(h) lies below P = P(h) near h = +2/3. 
As in Proposition 2.5.2, in order to prove that P= a,(h) and P= P(h) 
\ -- 1’ P 
2 _.-.- 
3 
\ 
5‘ -- 
7 
a,(h) 
. . . . 
5 
7 
2 
3 
-1 
FIG. 9. The curves P= a,(h) given by A =0 in (2.6.11) 
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have no intersection points, we now prove that P = a,(h) is without contact 
with the vector field (2.4.14); i.e., we consider the equation A = k = 0, 
-klc2,4.,4j = 3(7P* + 3hP- 5)(1 + 3P)(9h2 -4) 
+ 3P( 1 - P)(14P + 21h - 12)(9h* - 4) 
+ (7P* + 3hP - 5)*(26 + 28P + 9h) 
+ 3( 1 - 2P)(9h2 - 4)(7P* + 3hP - 5) 
+(l-P)(14P+3h)(14P+3h-12)(7P2+3hP-5). (2.6.15) 
A = 0 gives 
3P( 1 - P)(9h2 - 4) 
= -(7P2+3hP-5)[(14P+3h-12)(1-P)+2(7P2+3hP-5)]. 
(2.6.16) 
so 
-k = (7P*+ 3hP- 5)[3(2+ P)(9h2-4)+ 6(14P+ 3h- 12)(1 - P)(2- 3h) 
+ (7P* + 3hP- 5)(50- 33h)j. (2.6.17) 
We let 
B = 3(2 + P)(9h2 - 4) + 6( 14P + 3h - 12)( 1 - P)(2 - 3h) 
+ (7P2 + 3hP - 5)(50 - 33h). (2.6.18) 
We need only show that A = B = 0 has no solution for - 213 < h < 213, and 
517 < P < 1. We expand A and B: 
A = 21P3h - 18P2h2 + 182P3 + 99P*h 
+ 36Ph* - 142P2 - 81 Ph - 142P - 15h + 110, (2.6.19) 
B=21P2h- 18Ph*+ 182P*-354hP+300P+417h-418. (2.6.20) 
Let 
C = A - PB = 453P’h + 36Ph* -442P* - 498Ph + 276P - 15h + 110, 
(2.6.21) 
D = (55B + 209C)/66 = 1452P’h + 99Ph* 
- 1248P* - 1872Ph + 1124P + 300h. (2.6.22) 
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In polar coordinates h = r cos 8, P = r sine, B, C, and D become 
B = 3 cos 8 sin 8(7 sin 8 - 6 cos (3) r3 + sin e( 182 sin 8 - 354 cos 6) rz 
+(3OOsinf3+417cos8)r-418, (2.6.23) 
C=3cos8sin8(151 sin8+12cos8)r3-sin8(442sin8+498cos8)r2 
+(276sin8-15cos8)r+llO, (2.6.24) 
D = 33 cos 8 sin 8(44 sin 8 + 3 cos 0) r* - 624 sin 8(2 sin (3 + 3 cos 0) r 
+ 4(281 sin 8 + 75 cos 0). (2.6.25) 
Let 
= 12 sin 8(2548 sin28 - 4203 sin 0 cos 0 - 603 cos*8) r* 
+ (43,368 sin28 + 68,328 sin 8 cos tI + 4914 cos*B) r 
+ ( - 63,888 sin 8 - 4356 cos (3). (2.6.26) 
We consider now the equations D = E = 0, instead of A = B = 0. Let 
F = -4(2548 sin*8 - 4203 sin 8 cos @ - 603 cos*@) D 
+11(44sin8+3cos@E 
= lWf,W r-f2(e)h (2.6.27) 
where 
fi(e) = 3(23,296 sin48 + 34,960 sin3 8 cos 8 + 36 sin*8 cos*B 
+ 216 sin 0 cos3e + 297 cos4B), (2.6.28) 
f,(O) = 2(31,472 sin3 B + 41,436 sin’ 8 cos 0 
- 9720 sin 8 c0s*e - 1593 c02e). (2.6.29) 
Substituting r =f2(0)/fi(d) into D = 0, multiplying by f f(e), and letting 
5 = ctg 8, we obtain finally: 
72605(3c + 2)‘(3{ + 44)*(155 - 14) = 0 (2.6.30) 
(the factorization was obtained on Macsyma). This expression has only 
one root: 5 = 0, for -2/3 < 5 < 14/15. This root corresponds to h =O. 
But it is easily verified that A( h =o = B(,=, = 0 (or equivalently 
B~,=,=C~,,=o=O) hasnosoiutionfor 5/7<P<l. i 
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THEOREM 2.6.2. For sufficiently small u, there is a smooth curve 
(HL, 2C) in the parameter space, corresponding to the simultaneous 
occurrence of a homoclinic loop btfurcation of order 1 and a double limit 
cycle. This curve joins the point (v,, v2, v3) = (-107191, -94191, 110/91), 
corresponding to a homoclinic loop bifurcation of order 3 (HL,), to the point 
(Vl, v2, v3) = (31165, - 58165, 154165) corresponding to the simultaneous 
occurrence of a homoclinic btfurcation of order 1 and a Hopf bifurcation of 
order 2(H,, HL). The curve is the convex envelope of the family of lines in 
the homoclinic loop bifurcation plane, given by R(h) = 0, h E [ - 213, 2131. 
Proof (i) Idea underlying the proof: We make the change of coor- 
dinates 
ml= -v~+v,+v,--1 
m2 = v1 - 5v,/7 - 103v,/77 + 187/91 
m3 = v1 + v2 + v3 + 1. (2.6.31) 
The equation M(h) = 0 (Eq. (2.4.6)), under the condition m, = 0, gives 
~(h)=m,(3h-2)/4+m3(12-3h-14P)/24+4(2-3h)(l-P)/13=0. 
(2.6.32) 
so 
We let 
m, = m3( 14 + 3h - 12)/6(3h - 2) + 16( 1 - P)/13. (2.6.33) 
Q=(14P+3h-12)/(3h-2) and R=l-P. (2.6.34) 
Since Q<O and R>O, we show dQ/dh#O, d2R/dQ2<0, and hence that 
(-R) is a convex function of the slope Q. Therefore the curve (H, 2C) is 
the graph of the Legendre transform of (-R), i.e., a convex curve. 
(ii) Calculation of dQ/dh, d2R/dQ2: 
dQ/dh = [14P’(3h - 2) - 3(14P- 10)]/(3h -2)‘. (2.6.35) 
The numerator is zero for h = 2/3, using the asymptotic expansion of P’ 
(Lemma 2.6.4). The derivative of the numerator is 14P”(3h - 2) > 0. So 
dQ/dh < 0 except at h = 213, and 
dR/dQ = P’(3h - 2)2/[ 14P’(2 - 3h) + 3( 14P- lo)] < 0, (2.6.36) 
d2R/dh dQ = 
3(3h-2)[P”(3h-2)(7P-5)+ 14P’2(2-3h)+6P’(7P-5)] 
2[7P’(2 - 3h) + 3(7P- 5)12 
(2.6.37) 
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So we must show A < 0, with 
A = P”(3h - 2)(7P- 5) + 14P’*(2 - 3h) + 6P’(7P- 5). (2.6.38) 
We have already A( - 2/3) < 0. Accordingly it is enough to show that A 
does not change sign. We consider instead 
B = (9h2 - 4)(3h + 2) A. (2.6.39) 
Using (2.4.13) and (2.5.7) we get 
B= (14P- 15h)(7P2 + 3hP-5)(7P-5)+ 3P(7P-5)(9h*-4) 
- 14(7P* + 3hP - 5)* + 6(3h + 2)(7P - 5)(7P* + 3hP- 5) 
= (2 - 3h)[(7P2 + 3hP- 5)(7P+ 5) - 3P(7P- 5)(3h + 2)]. (2.6.40) 
So we must show that C has constant sign on P(h), where 
C= (7P2+3hP-5)(7P+5)-3P(7P-5)(3h+2) 
= 49P3 - 42hP* - 7P2 + 60hP - 5P - 25; (2.6.41) 
dC/dP = 147P* - 84hP - 14P + 60h - 5 > 0, (2.6.42) 
dC/dh = -6P(7P - 10) > 0. (2.6.43 ) 
By looking to the points of C=O on the boundary of the rectangle 
-213 <h <2/3, 517 < Pd 1, we see that C= 0 gives a unique curve 
P = p(h), with dpfdh < 0. Moreover 
P’( -2/3) = - l/S, H”( -213) = -5156 < -55/l 152, p’(2/3) = -5114. 
(2.6.44) 
So p(h) is below P(h) near h = -2/3 and h = 2/3. We show that P = P(h) 
is without contact with the field (2.4.14): 
-Cl c2.4.,4j= [(14P+ 3h)(7P+ 5) + 7(7P* + 3hP- 5)- 3(7P- 5)(3h+2) 
-2lP(3h +2)](7P* + 3hP-5)-6P(7P- 10)(9hZ-4). 
(2.6.45) 
From C = 0 we get 
(7P* + 3hP - 5) = 3P(7P - 5)(3h + 2)/(7P+ 5). 
So C=O is equivalent under (2.4.46) to 
147P3- 126hP*-91P*+ 150hP-15P-25=0, 
(2.6.46) 
(2.6.47) 
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after simplifying by 3P(3h+2)(7P+ 5). Subtracting 3C=O (C is given in 
(2.6.41)) from (2.6.47) we get 
- 10(7P2 + 3hP - 5) = 0, (2.6.48) 
which has the only solutions h = + 2/3. 1 
Remarks. (1) The Hopf bifurcation equation can be reconstructed from 
the equations M( - 2/3) = 0. The first (resp. second) focal quantity is zero 
if @‘(-2/3)=0 (resp. @(-2/3)=0). 
(2) Similarly the homoclinic loop bifurcation equation can be 
deduced from li;i22/3) = 0. The set of parameter values corresponding to 
homoclinic loop bifurcation of order 2 (resp. 3) can also be reconstructed 
from the equations W’(h) = 0 (resp. R’(h) = m”(h) = 0), in a neighborhood 
of h = 2/3. The proof in this case is more complex than in the case of Hopf 
bifurcation, and thus is given in the following proposition. 
PROPOSITION 2.6.3. The surface (2C) (resp. curve (3C)) of double (resp. 
triple) limit cycles contains the curve (resp. point) of homoclinic loop bljiirca- 
tion of order 2 (resp. 3 ). 
ProojI The equation 1@(2/3) = 0 is equivalent to homoclinic loop bifur- 
cation. Along (2C) we have 
H(h) = -6vJll + 12P/13 - BP’ = 0, 
with B given in (2.4.9). This is equivalent to 
R’(h)/P’= -6v,/llP’+ 12P/13P’- B=O. 
(2.6.49) 
(2.6.50) 
The limit when h + 213 must be zero. So B(2/3) = 0, which together with 
M(2/3) = 0, is equivalent to homoclinic loop bifurcation of order 2. Along 
(3C) we must also have 
W(h) = 0 = 24P’/13 - BP”. (2.6.51) 
In (2.6.49) the sum of the two quantities (-6v,/ll+ 12P/13) and -BP’ 
can be zero without each of the two quantities being zero. We show that, 
with the additional hypothesis (2.6.51), the two quantities tend to zero 
when h --t 2/3. This is equivalent to homoclinic loop bifurcation of order 3. 
Suppose that ( -6v3/11 + 12P/13) and -BP’ have a nonzero limit when 
h + 2/3. Equation (2.6.51) is equivalent to 
&?“(h)/P’ = 24113 - (BP’) P”lF2. (2.6.52) 
The first term is finite. The first factor of the second term has a non-zero 
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limit. We only need to prove that P”/P” + co, when h + 213. This is done 
in the next lemma. i 
LEMMA 2.6.4. P”/Pk + 00 for any k 2 1, when h + 213. 
Proof. We use the asymptotic expansion of I, and I, in the appendix 
to PI, 
ZO=a,+a,Iilnh+a,h+a,h21n/i+a,h2+..., (2.6.53) 
ZI=/-Io+~1~ln~+~2~+/I?~~21n~+~,~2+..., (2.654) 
with /&,/a,= -5/l, fl,/a, = 1, and A= 213 -h. Since P= -II/Z,,, we have 
P’ = (I, z; - z; z,,/z; ) (2.6.55) 
P” = (I, z;; I, - z; z; + 2z,z; I; - 21;: I, )/I;. (2.6.56) 
The asymptotic behaviour of &, Z; , I,“, Z;’ for h + 0, i.e., h + 213, is given by 
Ib-a,lnh;I;-B,ln~,ZI;I-a,/l;,Z;~P1/~. (2.6.57) 
This gives for P’ and P”: 
P’ N K, In I;, P” N K2 fh. 1 (2.6.58) 
THEOREM 2.6.5. The parameter region for which system (1.9) has three 
limit cycles is a “topological 3-simplex” (Fig. 11). 
Proof. We consider the 3-simplex -213 < hI < h2 < h, < 213, and the 
mapping F from that 3-simplex to parameter space v = (vr , v2, v,), defined 
by h = (h,, h2, hd H v(h), where v(h) is the solution of 
R(h,) = M(h2) = R(h,) = 0. (2.6.59) 
This solution is unique: the determinant of the system is positive 
1 -P(h,) -6h,/ll-15/11 1 WI) h, 
1 -P(h,) -6h,/ll-15/11 =6/11 1 P(h,) h2 (2.6.60) 
1 -P(h,) -6h,/ll-15/11 1 P(h) h3 
=6/ll(h2-h,)(h,-h2)C(P(hz)-P(h,))l(h2-h,) 
- (W,) - W2)Mk - AZ)1 > 0, 
since the function P is concave. The function F is a local diffeomorphism 
on the 3-simplex in h-space. We want to extend F to the closed 3-simplex. 
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It is obvious how to do so over the faces h, = -213 and h, = 213, and F is 
invertible on each of these faces. To extend F to the two faces h, = h, #h, 
and h, #h, = h, we define F(h,, h, = h,, h3) = v(h) where v(h) is the solu- 
tion of 
ii;i(h,) = li;i’(h,) = ii;i(hJ = 0, (2.6.61) 
and similarly for the other face. A similar definition can also be given for 
all edges. F has rank at least 1 on all edges, and the restriction of F to each 
edge is a local diffeomorphism. Since system (1.9) cannot have more than 
three limit cycles (Theorem 2.4.1), i.e., no four planes R(hi) = 0, 
h,<h,<h,<h,, can intersect, F is a global diffeomorphism on the 
3-simplex. 1 
This suggests the following definition of a topological 3-simplex. 
DEFINITION 2.6.6. We call a topological n-simplex the image of 
A= {xIO<x,< ... < x, < 1 } under the mapping F: A + R”, which is a dif- 
feomorphism in the interior of the simplex, such that its restriction to any 
simplex contained in the boundary of A is also a diffeomorphism in the 
space of appropriate dimension. 
We are now interested in describing the structure of the surface (2C) of 
limit cycles of multiplicity 2 in v-space. To do this we slice the surface with 
the planes (ZZ,) having equations H(h)=0 (Fig. 10). Surface (2C) has 
equation Y@(h) = li;i’(h)=O, and cuts (Lr,) in a line (L,). Condition 
M”(h) = 0 gives a plane transversal to (Lh), so (L,) has a unique point 
C(h) lying on the curve (3C) (Fig. 11). Plane (Z7,) has a point on every 
edge of the “3-simplex region with three limit cycles!” The only way to 
achieve this in practice is to have (n,) tangent to some of the edges: in this 
FIG. 10. The triangle of the plane (II,) generating the 3-simplex. The line (Lh) generates 
the surface (2C). 
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FIG. 11. The 3-simplex region with three limit cycles. 
case (ZZ,) is tangent to three edges: (H, 2C), (HL, 2C), and (3C). This is 
possible provided that (3C) is not a planar curve. 
An interesting property is that the surface (2C) is a ruled surface, swept 
by the line (Lh), h E [ -2/3, 2/3]. The segment of the line (L,J between the 
two points where (L,,) is tangent to (H, 2C) and (HL, 2C) (Fig. IO), 
generates the two faces of the 3-simplex which lie inside (2C). However the 
ruled surface (2C) is singular along the curve (3C). The interior of the 
3-simplex is swept by the triangle with edges (L,,), (Z7,)n (H), and 
(nh) n (HL), with h E [ - 2/3,2/3] (Figs. 10 and 11). This family of tri- 
angles can be seen to be parametrized by points of (H, HL). Tangents to 
the curves (H, 2C) and (HL, 2C) are drawn from one such point, and then 
the two tangent points are joined. Any point in the simplex belongs to 
exactly three such triangles. 
We have the same kind of geometric interpretation as in the cusp of 
order 3. For any point in v-space, the number of limit cycles for that point 
is equal to the number of planes through that point, which are tangent to 
both (H, 2C) and (HL, 2C). Since different planes correspond to different 
values of h, we can see that different points in v-space cannot have limit 
cycles of the same size (i.e., corresponding to the same values of h). 
3. A REMARK ON THE CUSP OF ORDER 4 
In this section we show how the previous results can be used to prove 
that 
t’=y 
j = &I + .52y + x2 + &3XY + Eq x’y + x”y 
(3.1) 
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is a universal unfolding of 
i=y 
+=x*+x4y. 
(3.2) 
By universal unfolding we mean the following: for every unfolding of 
(3.2), 
R = R-(x, y, 1) 
P = G(x, Y, 21, 
(3.3) 
with Iz a multi-parameter, i.e., F(x, y, 0) = y and G(x, y, 0) = x2 f x4y, there 
is a mapping cp(l) = (sr, s2, s3, E,+) defined in a neighborhood of zero in 
I-space, and a neighborhood I’ of zero in phase space such that the vector 
field (3.3) is topologically equivalent to (3.1) for E = q(l). 
Family (3.1) has two singular points q+ = ( + ,,&, 0) for E, < 0. For 
sr = 0, we have a saddle-node bifurcation. When s1 < 0, we make the 
change of coordinates: 
x=d2u y=a3v z = dt 
E, = -a4 E2 = 6%‘, E3 = 6%, E4 = 6*V,. 
(3.4) 
System (3.1) becomes 
u’ = v 
v’ = -1 + 24* + CYV, v + 6’v,uv + 6’v,u% + CPU%, 
where ’ denotes the derivative with respect to r. Taking 
p4 = 6’3 pi = hi, i= 1, 2, 3, 
(3.5) 
(3.6) 
we find that studying (3.5) is the same as studying (1.9). For each fixed 
value of 6, we get the bifurcation diagram in v-space, as discussed in 
Section 2. This bifurcation diagram is obtained from the one at p4 = 1 
multiplied by a factor 6’. It converges to a point as 6 + 0, giving the conic 
structure. 
The bifurcations appearing for E, = 0 must be studied in greater detail. 
When E* # 0 a saddle-node bifurcation occurs. When E* = 0 and ~~ # 0, we 
have a Bogdanov-Takens bifurcation (BT) [9], with bifurcation diagram 
given in Fig. 12 for the case s3 > 0 (the case .s3 < 0 is obtained by y H -y, 
t H -t, E* H -s2). The two types of Bogdanov-Takens bifurcation (BT) 
(s3 > 0 and s3 < 0) are separated by cusps of order 3. The Hopf bifurcation 
(H) and homoclinic loop bifurcation (HL) surfaces must branch from 
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(H) 
I- (87) 
(SN) 
FIG. 12. Bifurcation diagram for the Bogdanov system (1.2). The case with a -xy term 
can be obtained by y++ --y, I- -t, E+H -Ed. 
(BT). Half-surfaces (H) and (HL) corresponding to the emergence of an 
attractive (repulsive) limit cycle, branch from (BT) with Ed ~0 (resp. 
&3 > 0). 
Finally the case Ed = eg = 0, s4 # 0, corresponds to cusps of order 3. Their 
bifurcation diagram, studied in [8], appear in planes transversal to this 
line. 
The bifurcation diagram is described by its intersection with a 3-sphere 
around the origin in s-space. The system has singular points only on the 
closed half 3-sphere E, < 0, which can be transformed into a closed 3-ball 
(Fig. 13). The bifurcation diagram inside the ball is the bifurcation diagram 
of (1.9) in the v-variables, containing a topological 34mplex with exactly 
three limit cycles. The boundary of the ball (i.e., a 2-sphere) corresponds to 
a saddle-node bifurcation (SN), while Bogdanov-Takens bifurcation 
appears on a circle on the 2-sphere. Two points of the circle correspond to 
cusps of order 3 (one with Ed > 0, the other with .s4 < 0), and separate the 
two types of (BT) (Q < 0 and s3 > 0). The surfaces (H) and (HL) inside the 
ball branch along (BT). Moreover, the codimension 2 bifurcation curves 
inside the ball meet on the boundary of the ball at the two cusps of order 
3, giving the conic structure described in [S]. Figure 13 illustrates the con- 
tinuity of the codimension 2 curves to the boundary of the ball (for clarity 
(H) and (HL) are shown only partly). 
The proof of the versality involves much work, but essentially all the 
steps have been done in [S, 131, and we will just recall briefly the main 
ideas. 
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FIG. 13. Intersection of the bifurcation diagram of (3.1) with a 3-sphere around the origin. 
The closed half 3-sphere, where (3.1) has singular points, is identified to a closed 3-ball. The 
boundary corresponds to saddle-node bifurcation, and the equator to Bogdanov-Takens 
bifurcation. Two points of the equator correspond to cusps of order 3. The Hopf bifurcation 
(H) and homoclinic loop bifurcation (HL) surfaces meet on the equator, corresponding to 
cusps of order 2(C,) and (C:). All codimension 2 bifurcation curves meet at cusps of order 
3 (C;) and (Cc). 
The following steps reduce a general unfolding (3.3) to a family of the 
form (3.1), plus higher order terms: 
(i) Using the implicit function theorem factorize: 
m, Y) = (Y-f-(X, A)) fm YY A) H(0, 0,O) # 0. (3.7) 
Make the change of variables y my -f(x, A), and divide the system by 
H(x, y, A). This produces a system, 
i=y 
9 = G(x, Y, i), 
(3.8) 
for which we still call the new coordinates x and y. 
(ii) Bring system (3.8) to normal form ([9] for example) 
R=y 
j= i a[(n)Xi+ i bi(A)X’y+O(IXyy16), 
i=O 1=0 
with aJO) = 1, ai = 0 for i # 2, b4(0) = f 1, b,(O) = 0 for i # 4. 
(3.9) 
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(iii) Use the theory of universal unfolding of singularities of functions 
to transform a,(1) + al(n) x + a,(n) x5 into x2 +&i(n). 
iv) The last step consists in noting that for all monomials of the form 
x3ic *y, the integrals 13i+ *(h) (see Definition (2.4.1)) are, as functions of h, 
linearly dependent on the previous I,(h), k < 3i + 2. So, even if we keep the 
terms x~~+* y in the second equation, these terms do not contribute to the 
bifurcation diagram, which is studied through the zeros of the function 
J?(h) [ 131. (We learned recently that Baider and Sanders have been able 
to eliminate these terms, by a further reduction to normal form [3]). 
Then we show that the bifurcation diagram of the system in reduced 
form is the same as that of (3.1) [ 133. This is again studied through a 
change of coordinates like (3.3), but with si = a4v,. 
The bifurcation diagram is given in a neighborhood of zero which is 
constructed as a union of cones: 
(i) The half-space ei > 0. 
(ii) A cone K4 constructed around the &,-axis on a small 
neighborhood in (or, e2, s3)-space. 
(iii) A cone K, constructed around the &,-axis on the product of a 
small neighborhood in (sr , &,)-space with an arbitrary compact set in 
&,-space. 
(iv) A cone K2 constructed around the &,-axis on the product of 
a small neighborhood in &,-space with an arbitrary compact set in 
( e3, s4)-space. 
(v) A cone K, constructed around the &,-axis on an arbitrary 
compact set in (.Q, s3, &,)-space. 
A proper choice of arbitrary compact sets will produce a neighborhood 
of the origin. 
The last cone K, is the one obtained using the development of Section 
2. For the other cones Ki we must use the universal unfolding of the cusps 
of order i- 1 < 3, the cusp of order 1 being simply the saddle-node [13]. 
APPENDIX: LYAPUNOV COEFFICIENTS METHOD 
The Lyapunov coefficients method is one way to analyse Hopf bifurca- 
tion. We start with a system: 
i==x-y+p(x, y) P(x~Y)=o(lx,Y12) 
P = x + AY + q(x, Y) 4(x9 Y) = 0(1x, Y12). 
(A-1) 
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When 1= 0, we look for a function 
F(x, Y) = (x2 +Y*)P + WIT Y13), 
such that 
k= 1 V,(x’ +y2)‘+ ‘. 
(A.21 
(A.3) 
The coefficients Vi are called the Lyapunov coefficients of (A. 1). These are 
obtained by making terms of the same degree on either side of the equality 
in (A.3) identical. The information contained in the Lyapunov coefficients 
is equivalent to the information given by the Hopf bifurcation coefftcients 
in the following sense. 
PROPOSITION [6]. System (A.1 ) has a Hopf b$ucation of order k if and 
only if 
A= v,= . . . = VkeICO, V,#O. (A.4) 
We can choose arbitrarily small perturbations of the system with k limit 
cycles, provided 2, V, , . . . . V, have alternating signs and 
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