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GENERALIZED KREIN ALGEBRAS AND
ASYMPTOTICS OF TOEPLITZ DETERMINANTS
A. BO¨TTCHER, A. KARLOVICH, AND B. SILBERMANN
This paper is dedicated to the centenary of Mark Krein (1907–1989).
Abstract. We give a survey on generalized Krein algebras Kα,βp,q and their applica-
tions to Toeplitz determinants. Our methods originated in a paper by Mark Krein
of 1966, where he showed that K
1/2,1/2
2,2 is a Banach algebra. Subsequently, Widom
proved the strong Szego˝ limit theorem for block Toeplitz determinants with symbols
in (K
1/2,1/2
2,2 )N×N and later two of the authors studied symbols in the generalized
Krein algebras (Kα,βp,q )N×N , where λ := 1/p+1/q = α+β and λ = 1. We here extend
these results to 0 < λ < 1. The entire paper is based on fundamental work by Mark
Krein, ranging from operator ideals through Toeplitz operators up to Wiener-Hopf
factorization.
1. Introduction and main results
1.1. Krein algebras. Suppose that A is a complex Banach space with norm ‖·‖A which
is also an algebra with unit e over the field of complex numbers and ‖e‖A 6= 0. If the
multiplication in A is continuous, then A is called a unital Banach algebra. Such an
algebra can be equipped with a new norm ‖ · ‖ which is equivalent to ‖ · ‖A and satisfies
(1.1) ‖e‖ = 1, ‖ab‖ ≤ ‖a‖ ‖b‖ for all a, b ∈ A.
Each norm satisfying (1.1) is called a Banach algebra norm.
Let T be the unit circle and, for 1 ≤ p ≤ ∞, let Lp := Lp(T) and Hp := Hp(T) be the
standard Lebesgue and Hardy spaces. Denote by {ak}k∈Z the sequence of the Fourier
coefficients of a function a ∈ L1,
ak =
1
2π
∫ 2π
0
a(eiθ)e−ikθdθ (k ∈ Z).
It was Mark Krein [18] who first discovered that the set of all functions a ∈ L∞
satisfying
∑
k∈Z |ak|2|k| < ∞ forms a Banach algebra. This algebra is called the Krein
algebra and is denoted by K
1/2,1/2
2,2 .
Now we give an equivalent definition of the Krein algebra. For k ∈ Z, let χk(t) := tk,
where t ∈ T. Let ∑k∈Z akχk be the Fourier series of a function a ∈ L1. The Riesz
projections P and Q are defined formally by
P :
∑
k∈Z
akχk 7→
∑
k≥0
akχk, Q :
∑
k∈Z
akχk 7→
∑
k<0
akχk.
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These operators are bounded on L2. Besides the projections P and Q, we now need the
so-called flip operator J . This is the isometric operator acting on Lp, 1 < p < ∞, by
(Jf)(t) = (1/t)f˜(t), where f˜(t) := f(1/t). For a ∈ L∞, we define the Hankel operators
H(a) and H(a˜) by
(1.2) H(a) : H2 → H2, f 7→ PM(a)QJf ; H(a˜) : H2 → H2, f 7→ JQM(a)Pf,
where M(a)f = af is the multiplication operator by a. It is well known and easy to see
that if a ∈ L∞, then both H(a) and H(a˜) are Hilbert-Schmidt if and only if a ∈ K1/2,1/22,2 .
Thus,
K
1/2,1/2
2,2 = {a ∈ L∞ : H(a), H(a˜) are Hilbert-Schmidt}.
The first natural generalization of the classical Krein algebra K
1/2,1/2
2,2 consists in
replacing the ideal of Hilbert-Schmidt operators by the Schatten-von Neumann ideals
Cp(H2), 1 ≤ p ≤ ∞ (see Section 2.3).
Let 1 ≤ p ≤ ∞ and 1 ≤ q ≤ ∞ (but not necessarily 1/p+ 1/q = 1). We put
K
1/p,0
p,0 :=
{
a ∈ L∞ : H(a˜) ∈ Cp(H2)
}
,
K
0,1/q
0,q :=
{
a ∈ L∞ : H(a) ∈ Cq(H2)
}
,
K1/p,1/qp,q := K
1/p,0
p,0 ∩K0,1/q0,q .
(1.3)
It is clear that the sets (1.3) are linear spaces. We define norms by
‖a‖ := ‖a‖L∞ + ‖H(a˜)‖Cp(H2) (a ∈ K1/p,0p,0 ),
‖a‖ := ‖a‖L∞ + ‖H(a)‖Cq(H2) (a ∈ K0,1/q0,q ),
‖a‖ := ‖a‖L∞ + ‖H(a˜)‖Cp(H2) + ‖H(a)‖Cq(H2) (a ∈ K1/p,1/qp,q ).
(1.4)
Let A,B ⊂ L∞ be two subsets. We put A + B = {ϕ + ψ : ϕ ∈ A,ψ ∈ B}. Let Hp
be the set of functions f in Lp such that the complex conjugate f belongs to Hp and let
C := C(T) be the set of continuous functions. It is well known that C+H∞, and hence,
C +H∞ and QC := (C +H∞) ∩ (C +H∞) are closed subalgebras of L∞ (see, e.g. [8,
Section 6.31] or [22, Chap. 1, Theorem 5.1]).
Hartman’s theorem (see, e.g. [5, Theorem 2.54] or [22, Chap. 1, Theorem 5.5]) shows
that
K
1/∞,0
∞,0 = C +H
∞, K
0,1/∞
0,∞ = C +H
∞, K1/∞,1/∞∞,∞ = QC,
and since Cp(H2) ⊂ C∞(H2), we have
(1.5) K
1/p,0
p,0 ⊂ C +H∞, K0,1/q0,q ⊂ C +H∞, K1/p,1/qp,q ⊂ QC.
For a unital Banach algebra A, we denote by GA its group of invertible elements.
Theorem 1.1. Let 1 ≤ p, q ≤ ∞.
(a) The sets (1.3) are Banach algebras under the Banach algebra norms (1.4).
(b) If a ∈ K1/p,0p,0 , then a ∈ GK1/p,0p,0 ⇐⇒ a ∈ G(C +H∞).
(c) If a ∈ K0,1/q0,q , then a ∈ GK0,1/q0,q ⇐⇒ a ∈ G(C +H∞).
(d) If a ∈ K1/p,1/qp,q , then
a ∈ GK1/p,1/qp,q ⇐⇒ a ∈ G(C +H∞)⇐⇒ a ∈ G(C +H∞)⇐⇒ a ∈ GL∞.
This theorem was established by Krein [18] for the case p = q = 2. We therefore
call (1.3) Krein algebras. Theorem 1.1 was proved in this form for the first time in [3,
Sections 4.10–4.11], a complete proof is also given in [5, Theorem 10.9].
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1.2. Hankel operators in Schatten-von Neumann classes. Of course, it is desirable
to have equivalent definitions for K
1/p,1/q
p,q , K
1/p,0
p,0 , and K
0,1/q
0,q in terms of functions and
not operators. As we already noted, for K
1/2,1/2
2,2 this is very easy. So, we need effective
criteria guaranteeing that H(a) ∈ Cp(H2) and H(a˜) ∈ Cq(H2) if p 6= 2 and q 6= 2.
Let X be one of the spaces Lp, 1 ≤ p <∞ or C. The moduli of continuity of f ∈ X
are defined for s ≥ 0 by
ω1X(f, s) := sup
|h|≤s
‖f(ei(·+h))− f(ei·)‖X ,
ω2X(f, s) := sup
|h|≤s
‖f(ei(·+h))− 2f(ei·) + f(ei(·−h))‖X .
For 1 ≤ p <∞ and 0 < α ≤ 1, the Besov space Bαp is defined as the set of all functions
f ∈ Lp such that
|f |Bαp :=

(∫ 2π
0
[
s−αω1Lp(f, s)
]p ds
s
)1/p
(0 < α < 1),(∫ 2π
0
[
s−1ω2Lp(f, s)
]p ds
s
)1/p
(α = 1)
is finite. The Besov space is a Banach space under the norm
‖f‖Bαp := ‖f‖Lp + |f |Bαp .
These spaces are studied in detail (in a more general setting) in [24] and in many other
monographs. The Riesz projections P and Q are bounded on the Besov spaces Bαp for
1 ≤ p <∞ and 0 < α ≤ 1 (see [22, Appendix 2.6]).
Peller proved in the late 1970s that for 1 ≤ p, q <∞ and a ∈ L∞,
(1.6) Pa ∈ B1/qq ⇐⇒ H(a) ∈ Cq(H2), Qa ∈ B1/pp ⇐⇒ H(a˜) ∈ Cp(H2)
(see [22, Chap. 6, Theorems 1.1 and 2.1]). From those proofs one can see that there exist
positive constants c1 and c2 depending only on p and q such that
c1‖Pa‖B1/qq ≤ ‖H(a)‖Cq(H2) ≤ c2‖Pa‖B1/qq ,
c1‖Qa‖B1/pp ≤ ‖H(a˜)‖Cp(H2) ≤ c2‖Qa‖B1/pp .
From this result and Theorem 1.1(a) we get the following.
Corollary 1.2. If 1 ≤ p, q <∞, then
K
1/p,0
p,0 =
{
a ∈ L∞ : Qa ∈ B1/pp
}
= L∞ ∩ (B1/pp +H∞),
K
0,1/q
0,q =
{
a ∈ L∞ : Pa ∈ B1/qq
}
= L∞ ∩ (B1/qq +H∞),
K1/p,1/qp,q =
{
a ∈ L∞ : Qa ∈ B1/pp , Pa ∈ B1/qq
}
= L∞ ∩ (B1/pp +H∞) ∩ (B1/qq +H∞).
The norms
‖a‖L∞ + ‖Qa‖B1/pp , ‖a‖L∞ + ‖Pa‖B1/qq , ‖a‖L∞ + ‖Qa‖B1/pp + ‖Pa‖B1/qq
are equivalent norms in K
1/p,0
p,0 , K
0,1/q
0,q , and K
1/p,1/q
p,q , respectively.
1.3. Generalized Krein algebras. We are going to extend the notion of Krein algebras
K
1/p,0
p,0 , K
0,1/q
0,q , and K
1/p,1/q
p,q . Now we take a generalization of the results of Corollary 1.2
as a definition.
Assume that 1 < p, q <∞ and 0 < α, β < 1. Define
Kα,0p,0 :=
{
a ∈ L∞ : Qa ∈ Bαp
}
= L∞ ∩ (Bαp +H∞),
K0,β0,q :=
{
a ∈ L∞ : Pa ∈ Bβq
}
= L∞ ∩ (Bβq +H∞),
Kα,βp,q :=
{
a ∈ L∞ : Qa ∈ Bαp , Pa ∈ Bβq
}
= L∞ ∩ (Bαp +H∞) ∩ (Bβq +H∞).
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Theorem 1.3 (Main result 1). Let 1 < p, q <∞ and 0 < α, β < 1.
(a) If α ≥ 1/p, then Kα,0p,0 is a Banach algebra under the quasi-submultiplicative norm
(1.7) ‖a‖Kα,0p,0 := ‖a‖L∞ + ‖Qa‖Bαp .
(b) If β ≥ 1/q, then K0,β0,q is a Banach algebra under the quasi-submultiplicative norm
(1.8) ‖a‖K0,β
0,q
:= ‖a‖L∞ + ‖Pa‖Bβq .
(c) If α > 1/p, or β > 1/q, or α = 1/p and β = 1/q, then Kα,βp,q is a Banach algebra
under the quasi-submultiplicative norm
(1.9) ‖a‖Kα,βp,q := ‖a‖L∞ + ‖Qa‖Bαp + ‖Pa‖Bβq .
Theorem 1.4 (Main result 2). Let 1 < p, q <∞, 0 < α, β < 1, 1/p+1/q = α+β ∈ (0, 1].
(a) Suppose α ≥ 1/p and K is either Kα,0p,0 or Kα,βp,q . If a ∈ K, then
a ∈ GK ⇐⇒ a ∈ G(C +H∞).
(b) Suppose β ≥ 1/q and K is either K0,β0,q or Kα,βp,q . If a ∈ K, then
a ∈ GK ⇐⇒ a ∈ G(C +H∞).
These statements were proved in [3, Chap. 4] for the particular case of Kα,βp,q in which
the parameters satisfy 1/p+ 1/q = α+ β = 1. Those proofs are based on Krein’s ideas
[18]. Since the book [3] is no longer available to a wide audience, we decided to present
self-contained proofs of these results.
1.4. Szego˝-Widom type limit theorem. Let N be a natural number. For a Banach
space X , let XN and XN×N be the spaces of vectors and matrices with entries in X . The
operators I, J , P , and Q are defined on vector spaces elementwise; the Hankel operators
on H2N are defined for a ∈ L∞N×N in the same way as in (1.2) and the Toeplitz operators
are defined by
T (a) : H2N → H2N , f 7→ PM(a)Pf, T (a˜) : H2N → H2N , f 7→ JQM(a)QJf.
The matrix of the Toeplitz operator T (a) in the standard basis of the space H2N is the
infinite Toeplitz matrix 
a0 a−1 a−2 . . .
a1 a0 a−1 . . .
a2 a1 a0 . . .
. . . . . . . . . . . .

where {ak}k∈Z is the sequence of N × N matrices which are the Fourier coefficients of
the generating function (symbol) a ∈ L∞N×N . Let Tn(a) = (aj−k)nj,k=0. This nN × nN
matrix is usually called a block Toeplitz matrix. We denote its determinant by Dn(a).
In 1915, Szego˝ proved that Dn−1(a)/Dn(a) tends to the geometric mean G(a) of a if a
is a scalar nonnegative function such that a ∈ L1 and log a ∈ L1. This result, now called
the first Szego˝ limit theorem, has been subsequently extended into different directions.
We will not go into details, but notice that Krein [18] observed that his algebra K
1/2,1/2
2,2
can be useful in asymptotic analysis of Toeplitz determinants. The most general results
for the case where positivity is replaced by some kind of sectoriality are those of Krein
and Spitkovsky [19].
In 1952, Szego˝ proved his second (strong) limit theorem, which says that if a is a
positive scalar function with Ho¨lder continuous derivative, then Dn(a) ∼ G(a)n+1E(a),
where E(a) is some completely determined nonzero constant. It was Widom [28] who
proved the strong Szego˝ theorem in the block case N > 1 for the first time under the
assumption that a ∈ (K1/2,1/22,2 )N×N .
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We suppose that the reader is familiar with basic facts on Fredholm operators and with
properties of Schatten-von Neumann classes and (regularized) operator determinants
(otherwise consult Section 2).
Functions in Kα,βp,q may be discontinuous, hence some care is needed in the definition
of the “geometric mean” G(a). For a ∈ L∞N×N , we denote by hra the harmonic extension,
hra(e
iθ) :=
∞∑
n=−∞
anr
|n|einθ (0 ≤ r < 1, 0 ≤ θ < 2π).
Lemma 1.5. Let a ∈ (C + H∞)N×N or a ∈ (C + H∞)N×N . If T (a) is Fredholm of
index zero on H2N , then the limit
(1.10) G(a) := lim
r→1−0
exp
(
1
2π
∫ 2π
0
log det hra(e
iθ)dθ
)
exists, is finite and nonzero.
The proof of this lemma is given in [5, Proposition 10.6(a)] for (C +H∞)N×N and it
works equally also for (C +H∞)N×N .
Theorem 1.6. Let K be one of the algebras K1,01,0 , K
0,1
0,1 , or K
α,β
p,q with p, q, α, β satisfying
1 < p, q <∞, 0 < α, β < 1, 1/p+ 1/q = α+ β = 1, −1/2 < α− 1/p < 1/2.
If a ∈ KN×N and T (a) is Fredholm of index zero on H2N , then a−1 ∈ KN×N , the operator
H(a)H(a˜−1) = I − T (a)T (a−1)
is of trace class on H2N , and
lim
n→∞
Dn(a)
G(a)n+1
= detT (a)T (a−1),
where the last det refers to the determinant defined for operators differing from the iden-
tity by an operator of trace class.
For 1/p = 1/q = α = β = 1/2 this result goes back to Widom [28]. Two of the
authors proved it in this form in [3, Theorem 6.14]. The proof is also reproduced in [5,
Theorem 10.32].
Alternative proofs of the strong Szego˝ and Szego˝-Widom limit theorems were found
later. We refer to [1, 3, 4, 5, 6, 9, 14, 26, 28] and the references given there for more
complete information.
1.5. Higher order asymptotic formulas for block Toeplitz determinants. For
a ∈ L∞N×N and n ∈ Z+ := {0, 1, 2, . . .} define the operators Pn and Qn on H2N by
Pn :
∞∑
k=0
akχk 7→
n∑
k=0
akχk, Qn := I − Pn.
The operator PnT (a)Pn : PnH
2
N → PnH2N may be identified with the finite block Toeplitz
matrix Tn(a) := (aj−k)
n
j,k=0. Let W be the Wiener algebra of functions a : T → C
with absolutely convergent Fourier series. For generalized Krein algebras, define the
“conjugation number” by
(1.11) λ :=

1/p for Kα,0p,0 with α ≥ 1/p,
1/q for K0,β0,q with β ≥ 1/q,
1/p+ 1/q for Kα,βp,q with 1/p+ 1/q = α+ β.
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Theorem 1.7 (Main result 3). Let 1 < p, q < ∞ and 0 < α, β < 1. Suppose K is one
of the algebras
W ∩K1/p,0p,0 , Kα,0p,0 with α > 1/p, W ∩K0,1/q0,q , K0,β0,q with β > 1/q, W ∩K1/p,1/qp,q ,
or Kα,βp,q with α 6= 1/p, 1/p+1/q = α+ β ∈ (0, 1), −1/2 < α− 1/p < 1/2. If a ∈ KN×N
and both T (a) and T (a˜) are invertible on H2N , then the following statements hold.
(a) The matrix function a is invertible in KN×N and admits canonical right and left
Wiener-Hopf factorizations in KN×N , that is, there exist
u−, v− ∈ G(K ∩H∞)N×N , u+, v+ ∈ G(K ∩H∞)N×N
such that a = u−u+ = v+v−.
(b) Let λ be defined by (1.11) and m be the smallest integer such that 1 ≤ λm. If
(1.12) b := v−u
−1
+ , c := u
−1
− v+,
where u±, v± are defined in part (a), then the operators H(c˜)H(b) and H(b)H(c˜)
belong to the Schatten-von Neumann class Cm(H2N ).
(c) Let b, c, and m be defined as in part (b). Then
(1.13) lim
n→∞
Dn(a)
G(a)n+1
exp
−
m−1∑
j=1
1
j
trace
(m−1∑
k=0
Fn,k
)j = 1detm T (c˜)T (˜b) ,
where
(1.14) Fn,k := PnT (c)Qn
(
QnH(b)H(c˜)Qn
)k
QnT (b)Pn (k ∈ Z+)
and detm denotes the m-regularized operator determinant defined for operators
differing from the identity by an operator in Cm(H2N ) (see Section 2.4).
Under the assumptions of Theorem 1.7 we cannot guarantee that T (a)T (a−1)− I is of
trace class, which implies that the arguments of the proof of Theorem 1.6 do not work in
this case. However, we can guarantee that H(c˜)H(b) and H(b)H(c˜) belong to Cm(H2N )
where m > 1. In this case the asymptotic formulas for block Toeplitz determinants are
subject to higher order corrections involving additional terms and regularized operator
determinants.
Notice also that similar results were obtained in [2, Section 4], [3, Theorem 6.20],
[5, Theorem 10.37], [16, Theorem 20] for weighted Wiener algebras and Ho¨lder spaces
Cγ . For Wiener algebras with power weights and for Cγ , the formula in (c) is a little
bit simpler, because it does not contain Fn,m−1. In contrast to the case of weighted
Wiener algebras and Cγ , which consist of continuous functions only, the generalized
Krein algebras Kα,βp,q may contain discontinuous functions.
1.6. About this paper. Section 2 contains operator-theoretic preliminaries. In Sec-
tion 3, we slightly extend Krein’s results [18] on Banach algebras generated by ideals.
Section 4 contains auxiliary results from the theory of Besov spaces, algebras of multi-
plication operators on weighted ℓ2-spaces, as well as Peller’s results on the boundedness,
compactness, and Schatten-von Neumann behavior of Hankel-type operators. Let cγ be
the closure of the set of all Laurent polynomials in the norm of the Ho¨lder space Cγ ,
0 < γ < 1. In Section 5, we show that Cγ +H∞ and cγ +H∞ are Banach algebras and
that cγ+H∞ is inverse closed in C+H∞. Section 6 contains the proofs of Theorems 1.3
and 1.4. The proof of Theorem 1.4 uses essentially the inverse closedness of cγ + H∞
in C + H∞. In Section 7, we prove Theorem 1.7 by first applying the factorization
theory developed in [15] to generalized Krein algebra and then using an abstract higher
order asymptotic formula for Toeplitz determinants [16, Theorem 15], which is contained
implicitly in [3, Theorem 6.20] and [5, Theorem 10.37].
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2. Operator-theoretic preliminaries
2.1. Commutative Banach algebras. Let A be an algebra. A subalgebra J of A
is called an algebraic two-sided ideal of A if aj ∈ J and ja ∈ J for all a ∈ A and
j ∈ J . Given two Banach algebras A and B, a map ϕ : A → B is called a Banach
algebra homomorphism if ϕ is a bounded linear operator and ϕ(ab) = ϕ(a)ϕ(b) for all
a, b ∈ A. Now let A be a commutative Banach algebra with identity element e. The
Banach algebra homomorphisms of A into C which send e to 1 are called multiplicative
linear functionals of A. A proper closed two-sided ideal J of A is called a maximal ideal
if it is not properly contained in any other proper closed two-sided ideal of A. Let MA
denote the set of all maximal ideals of A and letMA stand for the set of all multiplicative
linear functionals of A. One can show that the map MA →MA, ϕ→ Kerϕ is bijective.
Therefore no distinction is usually made between multiplicative linear functionals and
maximal ideals.
The formula â(m) = m(a) (m ∈ MA) assigns a function â : MA → C to each a ∈ A.
Let Â be the set {â : a ∈ A}. The Gelfand topology on MA is the coarsest topology on
MA which makes all functions â ∈ Â continuous. The setMA equipped with the Gelfand
topology is called the maximal ideal space of A.
Theorem 2.1 (Gelfand). Let A be a commutative Banach algebra with identity element
and let MA be the maximal ideal space of A. An element a ∈ A is invertible if and only
if â(m) 6= 0 for all m ∈MA.
A proof of this result is in every textbook on Banach algebras.
2.2. Fredholm operators. The facts collected in this subsection can be found in most
textbooks on operator theory (for instance, in [8, 10, 11]). Let X be a Banach space,
B(X) be the Banach algebra of all bounded linear operators on X , C0(X) be the set of all
finite-rank operators, and C∞(X) be the closed two-sided ideal of all compact operators
on X . For A ∈ B(X), put KerA = {x ∈ X : Ax = 0} and ImA = AX . The operator A is
said to be Fredholm (on X) if ImA is closed in X and both dimKerA and dim(X/ImA)
are finite. The integer
IndA := dimKerA− dim(X/ImA)
is then referred to as the index of A.
If A and B are Fredholm, then AB is also Fredholm and Ind (AB) = IndA+IndB. If
A is Fredholm and K ∈ C∞(X), then A+K is Fredholm and Ind (A+K) = IndA. An
operator A ∈ B(X) is Fredholm if and only if there exists an operator R ∈ B(X) such
that AR− I ∈ C∞(X) and RA− I ∈ C∞(X). Such an operator R is called a regularizer
of the operator A.
2.3. Schatten-von Neumann ideals. All facts stated in the rest of this section are
proved in [13, Chap. 3–4]. Let H be a separable Hilbert space. Given an operator
A ∈ B(H) define for n ∈ Z+,
sn(A) := inf{‖A− F‖B(H) : F ∈ C0(H), dimF (H) ≤ n}.
For 1 ≤ p <∞, the collection of all operators K ∈ B(H) satisfying
(2.1) ‖K‖Cp(H) :=
( ∑
n∈Z+
spn(K)
)1/p
<∞
is denoted by Cp(H) and referred to as a Schatten-von Neumann class. This is a Banach
space under the norm (2.1). Note that C∞(H) = {K ∈ B(H) : sn(K) → 0 as n → ∞}
and
‖K‖C∞(H) = sup
n∈Z+
sn(K) = ‖K‖B(H).
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The operators belonging to C1(H) are called trace class operators.
Lemma 2.2. Let 1 ≤ p, q, r ≤ ∞.
(a) If p < q and K ∈ Cp(H), then K ∈ Cq(H) and ‖K‖Cq(H) ≤ ‖K‖Cp(H).
(b) If A ∈ B(H) and K ∈ Cp(H), then AB,BA ∈ Cp(H) and
max{‖AK‖Cp(H), ‖KA‖Cp(H)} ≤ ‖K‖Cp(H)‖A‖B(H).
(c) If 1/r = 1/p+ 1/q and K ∈ Cp(H), L ∈ Cq(H), then KL ∈ Cr(H) and
‖KL‖Cr(H) ≤ ‖K‖Cp(H)‖L‖Cq(H).
Lemma 2.2(b) implies that Cp(H) is a two-sided ideal of B(H). This ideal is not closed
in B(H) if p <∞ and dimH =∞.
2.4. Regularized operator determinants. Let A ∈ B(H) be an operator of the form
I+K with K ∈ C1(H). If {λj(K)}j≥0 denotes the sequence of the nonzero eigenvalues of
K counted up to algebraic multiplicity, then the product
∏
j≥0(1 + λj(K)) is absolutely
convergent. The determinant of A is defined by
detA = det(I +K) =
∏
j≥0
(1 + λj(K)).
If K ∈ Cm(H), where m > 1 is an integer, one can still define a determinant of I +K,
but for ideals larger than C1(H), the above definition requires a regularization. A simple
computation (see [25, Lemma 6.1]) shows that then
Rm(K) := (I +K) exp
(
m−1∑
j=1
(−K)j
j
)
− I ∈ C1(H).
Thus, it is natural to define det1(I+K) := det(I+K) and detm(I+K) := det(I+Rm(K))
for m > 1. One calls detm(I +K) the m-regularized determinant of A = I +K.
Regularized operator determinants have some useful properties. For instance, the
operator I +K is invertible on H if and only if detm(I +K) 6= 0.
3. Banach algebras generated by ideals
3.1. Subalgebras generated by ideals. The results of this section are essentially due
to Krein [18]. They appeared in this form in [3, Chap. 4]. Since both sources may not
be available to a wide audience, it seems reasonable to give here complete proofs.
Lemma 3.1. Let A be an algebra and e ∈ A be the identity element. Suppose J1 ⊂ A
and J2 ⊂ A are two-sided ideals in A and L is a subalgebra of A. Let
(3.1) p ∈ A, p2 = p, q := e− p.
Then the sets
(3.2) L1 := {a ∈ L : paq ∈ J1}, L2 := {a ∈ L : qap ∈ J2}, L∗ := L1 ∩ L2
are subalgebras of L.
Proof. Because peq = p(e − p) = p − p2 = 0 and qep = (e − p)p = p − p2 = 0, we have
e ∈ L1, e ∈ L2, and thus e ∈ L1 ∩L2. If a, b ∈ L1, then paq ∈ J1 and pbq ∈ J1. We have
pabq = pa(p+ q)bq = pap · pbq + paq · qbp.
Since J1 is a two-sided ideal of L and pap ∈ L, qbp ∈ L, we conclude that pabq ∈ J1,
that is, ab ∈ L1. Thus, L1 is an algebra with identity e ∈ L. Analogously one can prove
that L2 is a subalgebra of L. The statement for L∗ = L1 ∩ L2 is now trivial. 
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3.2. Banach algebras generated by complete normed ideals. Throughout this
section we assume that A is a Banach algebra with identity e and a Banach algebra
norm ‖ · ‖.
Theorem 3.2. Let J1 ⊂ A, J2 ⊂ A be two-sided ideals of A, which become Banach
spaces under norms ‖ · ‖Ji , i = 1, 2. Assume that for every i = 1, 2 and every x ∈ Ji,
(3.3) ‖x‖ ≤ ‖x‖Ji .
If L is a closed subalgebra of A, then L1, L2, and L∗ defined by (3.1)–(3.2) are Banach
spaces under the norms
‖a‖1 :=
(‖pap‖2 + ‖qaq‖2 + ‖paq‖2J1 + ‖qap‖2)1/2,
‖a‖2 :=
(‖pap‖2 + ‖qaq‖2 + ‖paq‖2 + ‖qap‖2J2)1/2,
‖a‖∗ :=
(‖pap‖2 + ‖qaq‖2 + ‖paq‖2J1 + ‖qap‖2J2)1/2,
respectively.
Proof. It is easy to see that ‖ · ‖i and ‖ · ‖∗ are norms. The triangle inequality for ‖ · ‖i
as well as for ‖ · ‖∗ follows from the triangle inequality for ‖ · ‖ and ‖ · ‖Ji and from the
Minkowski inequality for sums.
If a ∈ L1, then paq ∈ J1. In view of (3.3), we have
‖a‖ ≤ ‖pap‖+ ‖qaq‖+ ‖paq‖+ ‖qap‖
≤ ‖pap‖+ ‖qaq‖+ ‖paq‖J1 + ‖qap‖
≤ 4(‖pap‖2 + ‖qaq‖2 + ‖paq‖2J1 + ‖qap‖2)1/2
= 4‖a‖1.
(3.4)
It is obvious that
(3.5) ‖paq‖J1 ≤ ‖a‖1.
Let {an} ⊂ J1 be a Cauchy sequence in L1, that is, ‖an−am‖1 → 0 as n,m→∞. From
(3.4) it follows that {an} is a Cauchy sequence in L. Since L is closed, there exists an
a ∈ L such that ‖a− an‖ → 0 as n→∞. This implies that as n→∞,
‖pap− panp‖ → 0,(3.6)
‖paq − panq‖ → 0,(3.7)
‖qap− qanp‖ → 0,(3.8)
‖qaq − qanq‖ → 0.(3.9)
On the other hand, from (3.5) we see that ‖panq − pamq‖J1 ≤ ‖an − am‖1 → 0 as
n,m→∞, that is, {panq} is a Cauchy sequence in J1. By the hypothesis, (J1, ‖ · ‖J1) is
a Banach space. Thus there is an element c ∈ J1 such that ‖c− panq‖J1 → 0 as n→∞.
In view of (3.3), this gives
(3.10) ‖c− panq‖ → 0 as n→∞.
From (3.7) and (3.10) it follows that c = paq. Hence a ∈ L1 and
(3.11) ‖paq − panq‖J1 → 0 as n→∞.
Combining (3.6), (3.8), (3.9), and (3.11), we get ‖a− an‖1 → 0 as n→∞. Thus a ∈ L1
and L1 is closed.
It is clear that the same argument works also for L2 and L∗. Thus L2 and L∗ are
closed, too. 
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Theorem 3.3. Under the assumptions of Theorem 3.2, the norms
‖a‖′1 := ‖a‖+ ‖paq‖J1 (a ∈ L1),
‖a‖′2 := ‖a‖+ ‖qap‖J2 (a ∈ L2),
‖a‖′∗ := ‖a‖+ ‖paq‖J1 + ‖qap‖J2 (a ∈ L∗)
are equivalent to the norms ‖a‖1, ‖a‖2, and ‖a‖∗, respectively.
If, in addition,
‖p‖ = ‖q‖ = 1
and for every i = 1, 2, for every x ∈ Ji, and every a ∈ A,
(3.12) max{‖ax‖Ji , ‖xa‖Ji} ≤ ‖x‖Ji‖a‖,
then ‖ · ‖′1, ‖ · ‖′2, and ‖ · ‖′∗ are Banach algebra norms.
Proof. Let us prove the statement for ‖ · ‖′∗. By analogy with (3.4), we get
(3.13) ‖a‖ ≤ 4‖a‖∗.
It is obvious that
(3.14) ‖paq‖J1 ≤ ‖a‖∗, ‖qap‖J2 ≤ ‖a‖∗.
From (3.13) and (3.14) we see that ‖a‖′∗ ≤ 6‖a‖∗.
On the other hand,
‖a‖∗ ≤ ‖pap‖+ ‖qaq‖+ ‖paq‖J1 + ‖qap‖J2
≤ (‖p‖2 + ‖q‖2 + 1)(‖a‖+ ‖paq‖J1 + ‖qap‖J2)
= (‖p‖2 + ‖q‖2 + 1)‖a‖′∗,
that is, the norms ‖ · ‖∗ and ‖ · ‖′∗ are equivalent.
It is clear that ‖e‖′∗ = ‖e‖+ ‖pq‖J1 + ‖qp‖J2 = ‖e‖ = 1. If ‖p‖ = ‖q‖ = 1, then from
(3.12) it follows that
‖pabq‖J1 = ‖pa(p+ q)bq‖J1
≤ ‖pap‖ ‖pbq‖J1 + ‖paq‖J1‖qbq‖
≤ ‖a‖ ‖pbq‖J1 + ‖paq‖J1‖b‖
(3.15)
and
(3.16) ‖qabp‖J2 ≤ ‖qap‖J2‖b‖+ ‖a‖ ‖qbp‖J2.
Combining ‖ab‖ ≤ ‖a‖ ‖b‖ and (3.15)–(3.16), we get
‖ab‖′∗ ≤ ‖a‖ ‖b‖+ ‖a‖ ‖pbq‖J1 + ‖paq‖J1‖b‖+ ‖qap‖J2‖b‖+ ‖a‖ ‖qbp‖J2
= ‖a‖ ‖b‖′∗ + ‖b‖(‖paq‖J1 + ‖qap‖J2)
≤ ‖a‖ ‖b‖′∗ + ‖b‖′∗(‖paq‖J1 + ‖qap‖J2)
= ‖a‖′∗‖b‖′∗
for all a, b ∈ L∗. The proof for L1 and L2 is similar. 
Remark 3.4. One can show that under the assumptions of Theorem 3.2 and (3.12) one
has ‖ab‖i ≤ ‖a‖i‖b‖i for all a, b ∈ Li and ‖ab‖∗ ≤ ‖a‖∗‖b‖∗ for all a, b ∈ L∗. However,
‖e‖i =
√
2 and ‖e‖∗ =
√
2 if ‖p‖ = ‖q‖ = 1.
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3.3. Operator algebras generated by ideals of compact operators. Let X be a
Banach space and P ,Q ∈ B(X) be two complementary projections, that is, P2 = P and
Q = I − P .
Theorem 3.5. Let J1, J2 be (not necessarily closed) two-sided ideals in B(X) such that
C0(X) ⊂ J1 ⊂ C∞(X) and C0(X) ⊂ J2 ⊂ C∞(X), let L be a (not necessarily closed)
subalgebra of B(X), and let
L1 := {A ∈ L : PAQ ∈ J1}, L2 := {A ∈ L : QAP ∈ J2}, L∗ := L1 ∩ L2.
(a) If A ∈ L1 is invertible and PAP|ImP is Fredholm on PX, then A−1 ∈ L1.
(b) If A ∈ L2 is invertible and QAQ|ImQ is Fredholm on QX, then A−1 ∈ L2.
(c) If A ∈ L∗ is invertible, then A−1 ∈ L∗.
Proof. (a) Put A1 := PAP +QAQ. From the invertibility of A and
A−A1 −QAP = PAQ ∈ J1 ⊂ C∞(X)
it follows that A1 +QAP is Fredholm and has index zero.
Let C ∈ B(PX) be a regularizer of the operator D := PAP|ImP , which is Fredholm
on PX . Then CD = P + PTP , where T ∈ C∞(PX). In that case
(3.17) (I +QAPCP)(PAP +QAQ) = A1 +QAPCD = A1 +QAP + T1,
where T1 ∈ C∞(X). The operator A1+QAP+T1 is Fredholm and has index zero because
A1 +QAP is so. On the other hand, it is easy to check that
(3.18) (I +QAPCP)−1 = I −QAPCP .
Thus from (3.17) and (3.18) it follows that the operator A1 is Fredholm and has index
zero. Consequently, there exist closed subspaces M,N ⊂ X such that
X = KerA1 ⊕M, X = ImA1 ⊕N.
Hence dimKerA1 = dimN .
Denote by Â1 the restriction of A to M . Then Â1 : M → ImA1 is continuous,
one-to-one, and hence its continuous inverse (Â1)
−1 exists. Define B1 ∈ B(X) by
B1x =
{
(Â1)
−1x if x ∈ ImA1,
0 if x ∈ N.
Denote the projection onto KerA1 parallel to M by Q1. We have for every x ∈ X ,
B1A1x = B1A1(x−Q1x) = B1Â1(x−Q1x) = x−Q1x,
that is,
(3.19) B1A1 = I −Q1.
Set
(3.20)
A11 := PAP , A12 := PAQ, A21 := QAP , A22 := QAQ,
B11 := PA−1P , B12 := PA−1Q, B21 := QA−1P , B22 := QA−1Q.
From AA−1 = I we get
(3.21) 0 = PQ = PAA−1Q = PA(P +Q)A−1Q = A11B12 +A12B22.
It is obvious that
(3.22) A1 = A11 +A12, A22B12 = 0.
Combining (3.21) and (3.22), we get A1B12 + A12B22 = 0. Multiplying this equality by
B1 from the left and taking into account (3.19), we get (I − Q1)B12 + B1A12B22 = 0.
Hence
(3.23) B12 = Q1B12 −B1A12B22.
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By the hypothesis, A ∈ L1, whence A12 = PAQ ∈ J1. Thus,
(3.24) B1A12B22 ∈ J1.
Since A1 is Fredholm, the projection Q1 has finite rank. Hence Q1 ∈ C0(X) ⊂ J1 and
(3.25) Q1B12 ∈ J1.
From (3.23)–(3.25) we obtain that B12 = PA−1Q ∈ J1. By the definition of L1, the
operator A−1 belongs to L1. Part (a) is proved.
(b) This statement follows from (a) with Q = I − P in place of P .
(c) Since PAQ ∈ J1 ⊂ C∞(X), QAP ∈ J2 ⊂ C∞(X), and the operator A is invertible,
we conclude that
A1 = A− PAQ−QAP = PAP +QAQ
is Fredholm. If R is its regularizer, then PRP|ImP is a regularizer of PAP|ImP on PX
and QRQ|ImQ is a regularizer of QAQ|ImQ on QX . Thus PAP|ImP and QAQ|ImQ
are Fredholm. Now statement (c) follows from parts (a) and (b). 
Remark 3.6. A minor modification of the proof of part (a) shows that if A is invertible
on X , J1 = {0}, and PAP|ImP is invertible on PX , then A−1 ∈ L1.
Remark 3.7. If H is a separable Hilbert space and J is any two-sided ideal of B(H)
such that J 6= {0} and J 6= B(H), then C0(H) ⊂ J ⊂ C∞(H) by Calkin’s theorem (see,
e.g. [13, Chap. 3, Theorem 1.1]). Hence the statement of the above theorem can be
simplified for separable Hilbert spaces.
4. Auxiliary results
4.1. Some facts on Besov spaces. We start with the following well known facts.
Lemma 4.1. If 1 ≤ p <∞ and 0 < α ≤ 1, then P is dense in Bαp .
Lemma 4.2. If 1 < p <∞ and 1/p < α ≤ 1, then Bαp ⊂ C.
These lemmas are proved, for instance, in [24, Sections 3.5.1 and 3.5.5].
The following fact is certainly known to specialists (see, e.g. [22, p. 735]). We give
its proof for the convenience of the reader.
Lemma 4.3. Let 1 ≤ p <∞ and 0 < α < 1. If a, b ∈ L∞ ∩Bαp , then
‖ab‖Bαp ≤ ‖a‖L∞‖b‖Bαp + ‖a‖Bαp ‖b‖L∞,
that is, L∞ ∩Bαp is a Banach algebra under the quasi-submultiplicative norm
‖a‖L∞∩Bαp := ‖a‖L∞ + ‖a‖Bαp .
Proof. It is easy to see that
ω1Lp(ab, s) ≤ ‖a‖L∞ω1Lp(b, s) + ω1Lp(a, s)‖b‖L∞ (s ≥ 0).
From this inequality and ‖ab‖Lp ≤ ‖a‖L∞‖b‖Lp + ‖a‖Lp‖b‖L∞ it follows that
‖ab‖Bαp ≤ ‖a‖L∞‖b‖Lp + ‖a‖Lp‖b‖L∞
+ ‖a‖L∞
(∫ 2π
0
[
s−αω1Lp(b, s)
]p ds
s
)1/p
+ ‖b‖L∞
(∫ 2π
0
[
s−αω1Lp(a, s)
]p ds
s
)1/p
= ‖a‖L∞‖b‖Bαp + ‖a‖Bαp ‖b‖L∞.
Now the fact that ‖ · ‖L∞∩Bαp is a quasi-submultiplicative norm is obvious. 
KREIN ALGEBRAS AND TOEPLITZ DETERMINANTS 13
4.2. The algebra of multiplication operators. For δ, µ ∈ R, we denote by ℓδ,µ2 the
set of all sequences ϕ = {ϕj}j∈Z such that
‖ϕ‖2
ℓδ,µ
2
:=
−1∑
j=−∞
|ϕj |2(|j|+ 1)2δ +
∞∑
j=0
|ϕj |2(j + 1)2µ <∞.
It is clear that ℓδ,µ2 is a Hilbert space. Let ℓ
0 denote the collection of all sequences from
ℓδ,µ2 with finite support. For a function a ∈ L1, define M(a) on ℓ0 by
M(a) : {ϕj}j∈Z 7→
{∑
k∈Z
aj−kϕk
}
j
.
If
sup
{‖M(a)ϕ‖ℓδ,µ
2
/‖ϕ‖ℓδ,µ
2
: ϕ ∈ ℓ0, ϕ 6= 0} <∞,
then M(a) can be extended to a bounded operator on ℓδ,µ2 . In this case we call M(a) the
multiplication operator with symbol a. The following basic properties of multiplication
operators on ℓδ,µ2 can be proved in the same way as in [5, Sections 2.5 and 6.2] (see also
[27]).
Theorem 4.4. Let δ, µ ∈ R and a ∈ L1.
(a) If M(a) ∈ B(ℓδ,µ2 ), then the adjoint of M(a) equals M(a) ∈ B(ℓ−δ,−µ2 ) and
‖M(a)‖B(ℓδ,µ
2
) = ‖M(a)‖B(ℓδ,µ
2
) = ‖M(a)‖B(ℓ−δ,−µ
2
) = ‖M(a)‖B(ℓ−δ,−µ
2
).
(b) If M(a) ∈ B(ℓδ,µ2 ), then a ∈ L∞ and
‖a‖L∞ = ‖M(a)‖B(ℓ0,0
2
) ≤ ‖M(a)‖B(ℓδ,µ
2
).
(c) The set {a ∈ L1 :M(a) ∈ B(ℓδ,µ2 )} is a Banach algebra under the Banach algebra
norm ‖a‖ := ‖M(a)‖B(ℓδ,µ
2
).
Lemma 4.5. Let 0 < δ <∞. For every k ∈ Z,
lim
m→+∞
‖M(χkm)‖1/m
B(ℓδ,−δ
2
)
≤ 1.
Proof. It is easy to see that M(χkm) is the shift operator {ϕj}j∈Z 7→ {ϕj−km}j∈Z. Let
ϕ ∈ ℓδ,−δ2 and suppose k is positive. Without loss of generality assume km ≥ 1. Then
‖M(χkm)ϕ‖2ℓδ,−δ
2
=
−1∑
j=−∞
|ϕj−km|2(|j|+ 1)2δ +
∞∑
j=0
|ϕj−km|2(|j|+ 1)−2δ
=
−1+km∑
i=−∞
|ϕi|2(|i + km|+ 1)2δ +
∞∑
i=km
|ϕi|2(|i+ km|+ 1)−2δ
≤ sup
i≤−1
( |i+ km|+ 1
|i|+ 1
)2δ −1∑
i=−∞
|ϕi|2(|i|+ 1)2δ
+ max
0≤i≤km−1
[
(|i + km|+ 1)2δ(|i|+ 1)2δ
] km−1∑
i=0
|ϕi|2(|i|+ 1)−2δ
+ sup
i≥km
( |i+ km|+ 1
|i|+ 1
)−2δ ∞∑
i=km
|ϕi|2(|i|+ 1)−2δ
≤ (S1(k,m) + S2(k,m) + S3(k,m))‖ϕ‖2ℓδ,−δ
2
(4.1)
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where
S1(k,m) := sup
i≤−1
( |i+ km|+ 1
|i|+ 1
)2δ
,
S2(k,m) := max
0≤i≤km−1
[
(|i + km|+ 1)2δ(|i|+ 1)2δ
]
,
S3(k,m) := sup
i≥km
( |i+ km|+ 1
|i|+ 1
)−2δ
.
If i ≤ −1, then
|i+ km|+ 1
|i|+ 1 ≤ 1 +
km
|i|+ 1 ≤ 1 +
km
2
≤ 2km.
Hence
(4.2) S1(k,m) ≤ (2km)2δ.
If 0 ≤ i ≤ km− 1, then
(|i + km|+ 1)(|i|+ 1) = (i+ km+ 1)(i + 1) ≤ 2(km)2,
whence
(4.3) S2(k,m) ≤ 22δ(km)4δ.
If i ≥ km, then
|i+ km|+ 1
|i|+ 1 =
i+ km+ 1
i+ 1
≥ 1.
Therefore,
(4.4) S3(k,m) ≤ 1.
Combining (4.1)–(4.4), we get for ϕ ∈ ℓδ,−δ2 ,
‖M(χkm)ϕ‖2ℓδ,−δ
2
≤ ((2km)2δ + 22δ(km)4δ + 1)‖ϕ‖2
ℓδ,−δ
2
.
Thus,
lim
m→+∞
‖M(χkm)‖1/mB(ℓδ,−δ
2
)
≤ lim
m→+∞
(
(2km)2δ + 22δ(km)4δ + 1
)1/(2m)
= 1.
If k is negative, then the proof is analogous. 
Denote by P the operator given on ℓδ,µ2 by (Pϕ)j = ϕj if j ≥ 0 and (Pϕ)j = 0 if
j < 0. Let Q := I − P . It is easy to see that P 2 = P , Q2 = Q, and ‖P‖ = ‖Q‖ = 1.
Lemma 4.6. Suppose µ ∈ R and a ∈ L1. Then
‖PM(a)P‖B(ℓµ,−µ
2
) ≤ ‖PM(a)P‖B(ℓ−µ,−µ
2
), ‖QM(a)Q‖B(ℓµ,−µ
2
) ≤ ‖QM(a)Q‖B(ℓµ,µ2 ).
Proof. This statement follows from the definition of P and Q. 
The Besov space Bγ∞, 0 < γ < 1, is nothing else than the Ho¨lder space C
γ , 0 < γ < 1,
defined as the set of all functions f ∈ C such that
‖f‖Cγ := ‖f‖C + sup
0<s≤2π
ω1C(f, s)
sγ
<∞.
It is easy to see that ‖ · ‖Cγ is a Banach algebra norm.
Theorem 4.7 (Verbitsky [27]). If |µ| < γ < 1, then there exists a positive constant Lγ,µ
depending only on γ and µ such that ‖M(a)‖B(ℓµ,µ
2
) ≤ Lγ,µ‖a‖Cγ for all a ∈ Cγ .
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4.3. Peller’s theorems on Hankel-type operators. For γ ∈ (0, 1), denote by cγ the
closure of the set of all Laurent polynomials in the norm of Cγ .
The following result is a corollary of Peller’s theorems [22, Chap. 6, Theorem 8.1 and
8.2]. It deals with the boundedness and compactness of QM(a)P and PM(a)Q on the
spaces ℓ
γ/2,−γ/2
2 and ℓ
−γ/2,γ/2
2 , respectively.
Theorem 4.8. If 0 < γ < 1 and a ∈ L∞, then
QM(a)P ∈ B(ℓγ/2,−γ/22 )⇐⇒ Qa ∈ Cγ ⇐⇒ a ∈ Cγ +H∞,(4.5)
QM(a)P ∈ C∞(ℓγ/2,−γ/22 )⇐⇒ Qa ∈ cγ ⇐⇒ a ∈ cγ +H∞,(4.6)
PM(a)Q ∈ B(ℓ−γ/2,γ/22 )⇐⇒ Pa ∈ Cγ ⇐⇒ a ∈ Cγ +H∞,
PM(a)Q ∈ C∞(ℓ−γ/2,γ/22 )⇐⇒ Pa ∈ cγ ⇐⇒ a ∈ cγ +H∞,
and there exist positive constants c1 and c2 depending only on γ such that
c1‖Qa‖Cγ ≤ ‖QM(a)P‖B(ℓγ/2,−γ/2
2
)
≤ c2‖Qa‖Cγ ,(4.7)
c1‖Pa‖Cγ ≤ ‖PM(a)Q‖B(ℓ−γ/2,γ/2
2
)
≤ c2‖Pa‖Cγ .
The following theorem is a particular case of Peller’s description of generalized Hankel
matrices belonging to the Schatten-von Neumann classes (see [22, Chap. 6, Theorem 8.9]).
Theorem 4.9. Let 1 ≤ p, q <∞ and δ, µ ∈ R. Suppose a ∈ L∞.
(a) If 0 < 1/p+ δ + µ ≤ 1 and
(4.8) min{δ, µ} > max{−1/2,−1/p},
then
QM(a)P ∈ Cp(ℓδ,−µ2 )⇐⇒ Qa ∈ B1/p+δ+µp ⇐⇒ a ∈ B1/p+δ+µp +H∞,
and there exist positive constants c1 and c2 depending only on δ, µ, and p such
that
c1‖Qa‖B1/p+δ+µp ≤ ‖QM(a)P‖Cp(ℓδ,−µ2 ) ≤ c2‖Qa‖B1/p+δ+µp .
(b) If 0 < 1/q − δ − µ ≤ 1 and
(4.9) max{δ, µ} < min{1/2, 1/q},
then
PM(a)Q ∈ Cq(ℓδ,−µ2 )⇐⇒ Pa ∈ B1/q−δ−µq ⇐⇒ a ∈ B1/q−δ−µq +H∞,
and there exist positive constants c1 and c2 depending only on δ, µ, and q such
that
c1‖Pa‖B1/q−δ−µq ≤ ‖PM(a)Q‖Cq(ℓδ,−µ2 ) ≤ c2‖Pa‖B1/q−δ−µq .
Remark 4.10. The restrictions 1 ≤ p, q < ∞ and 0 < 1/p + δ + µ ≤ 1 (respectively,
0 < 1/q − δ − µ ≤ 1) are not essential. The theorem is also true for p, q ∈ (0, 1) and
large δ and µ (resp. large −δ and −µ). We imposed these restrictions just to keep the
presentation in the setting of Besov spaces Bαp with 1 ≤ p <∞ and 0 < α ≤ 1, which is
sufficient for our purposes.
On the other hand, hypotheses (4.8) and (4.9) are essential because without these
hypotheses the theorem is not true (see the remark on p. 291 of [22]).
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4.4. Toeplitz operators with antianalytic symbols on analytic Besov spaces.
The following result is due to Peller and Khrushchev [23]. Its proof is contained in [5,
Proposition 10.23].
Lemma 4.11. Let 1 < p < ∞ and 0 < α < 1. If g ∈ H∞, then the Toeplitz operator
T (g) : ϕ 7→ P (gϕ) is bounded on PBαp and there exists a positive constant Lp,α depending
only on p and α such that
‖T (g)‖B(PBαp ) ≤ Lp,α‖g‖L∞.
5. The Banach algebras Cγ +H∞ and cγ +H∞
5.1. The sets Cγ + H∞ and cγ + H∞ are Banach algebras. The results of this
section may look curious at the first glance. However, they are important pieces of the
proof of Theorem 1.4. The material of this section is taken from [3, Chap. 4].
Lemma 5.1. If 0 < γ < 1 and a ∈ L1, then
M(a) ∈ B(ℓγ/2,−γ/22 )⇐⇒ a ∈ Cγ +H∞.
Proof. If M(a) ∈ B(ℓγ/2,−γ/22 ), then a ∈ L∞ in view of Theorem 4.4(b). It is clear that
QM(a)P ∈ B(ℓγ/2,−γ/22 ). By (4.5), a ∈ Cγ +H∞. The necessity portion is proved.
Let us prove the sufficiency part. If a ∈ Cγ + H∞, then there exist c ∈ Cγ and
h ∈ H∞ such that a = c+ h. We represent M(a) as
M(a) = PM(c)P + PM(h)P +QM(a)P + PM(a)Q+QM(c)Q+QM(h)Q
and show that all terms on the right-hand side are bounded on ℓ
γ/2,−γ/2
2 .
By Theorem 4.7, PM(c)P ∈ B(ℓ−γ/2,−γ/22 ) and QM(c)Q ∈ B(ℓγ/2,γ/22 ). Thus, in view
of Lemma 4.6, PM(c)P and QM(c)Q are bounded on ℓ
γ/2,−γ/2
2 .
Lemma 4.11 yields that the operators T (h) and T (h˜) are bounded on PB
γ/2
2 . Hence
the operators PM(h)P and QM(h)Q are bounded on the Besov space B
γ/2
2 . It is well
known that f ∈ Bγ/22 if and only if its sequence of the Fourier coefficients belongs to
ℓ
γ/2,γ/2
2 and that the corresponding norms are equivalent. Thus PM(h)P and QM(h)Q
are bounded on ℓ
γ/2,γ/2
2 . By Theorem 4.4(a), the operator PM(h)P is the adjoint of
PM(h)P and PM(h)P ∈ B(ℓ−γ/2,−γ/22 ). From Lemma 4.6 it follows that the operators
PM(h)P and QM(h)Q are bounded on ℓ
γ/2,−γ/2
2 .
Let ϕ ∈ ℓγ/2,−γ/22 . Then, taking into account that ‖M(a)‖B(ℓ0,0
2
) = ‖a‖L∞, we have
‖PM(a)Qϕ‖
ℓ
γ/2,−γ/2
2
= ‖PM(a)Qϕ‖
ℓ
0,−γ/2
2
≤ ‖PM(a)Qϕ‖ℓ0,0
2
≤ ‖a‖L∞‖Qϕ‖ℓ0,0
2
= ‖a‖L∞‖Qϕ‖ℓ0,−γ/2
2
≤ ‖a‖L∞‖ϕ‖ℓγ/2,−γ/2
2
.
Thus PM(a)Q is bounded on ℓ
γ/2,−γ/2
2 . Finally, the operator QM(a)P is bounded on
ℓ
γ/2,−γ/2
2 in view of (4.5). 
Theorem 5.2. If 0 < γ < 1, then the sets Cγ +H∞ and cγ +H∞ are Banach algebras
under the Banach algebra norm
‖a‖ := ‖M(a)‖
B(ℓ
γ/2,−γ/2
2
)
.
Proof. From the sufficiency portion of Lemma 5.1 it follows that
Cγ +H∞ = {a ∈ Cγ +H∞ : M(a) ∈ B(ℓγ/2,−γ/22 )}.
It is obvious that Cγ +H∞ is an algebra. Let an be a Cauchy sequence in this algebra.
By Theorem 4.4(c), there exists an a ∈ L1 such that ‖M(an) −M(a)‖B(ℓγ/2,−γ/2
2
)
→ 0
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as n → ∞ and M(a) ∈ B(ℓγ/2,−γ/22 ). In view of the necessity part of Lemma 5.1,
a ∈ Cγ +H∞. Hence Cγ +H∞ is closed. It is clear that ‖ · ‖ is a Banach algebra norm.
Let A := B(ℓγ/2,−γ/22 ) and L := {M(a) ∈ A : a ∈ Cγ +H∞}. We have proved that L
is a closed subalgebra of A. From Theorem 3.5(b) with A, L, and J2 := C∞(ℓγ/2,−γ/22 )
we obtain that L2 := {M(a) ∈ L : QM(a)P ∈ J2} is a Banach algebra under the Banach
algebra norm
‖M(a)‖1 := ‖M(a)‖B(ℓγ/2,−γ/2
2
)
+ ‖QM(a)P‖
B(ℓ
γ/2,−γ/2
2
)
.
It is clear that this norm is equivalent to ‖M(a)‖
B(ℓ
γ/2,−γ/2
2
)
. From (4.6) we get
L2 = {M(a) ∈ B(ℓγ/2,−γ/22 ) : a ∈ cγ +H∞}.
Hence cγ +H∞ is a Banach algebra under the norm ‖ · ‖. 
5.2. Structure of the Banach algebra cγ + H∞. In this subsection we clarify the
structure of the algebra cγ +H∞.
Lemma 5.3. The set H∞ is a closed subalgebra of cγ +H∞.
Proof. It is obvious that H∞ is a subalgebra of cγ + H∞. Let hn ∈ H∞ be a Cauchy
sequence in the norm of cγ+H∞. Since cγ+H∞ is closed, there is a function h ∈ cγ+H∞
such that ‖M(hn)−M(h)‖B(ℓγ/2,−γ/2
2
)
→ 0 as n→∞. From this fact and Theorem 4.4(b)
we deduce that ‖hn − h‖L∞ → 0 as n→ ∞. Because H∞ is closed in L∞, we conclude
that h ∈ H∞, that is, H∞ is closed in cγ +H∞. 
Lemma 5.4. We have cγ +H∞ = closcγ+H∞span{ψχn : ψ ∈ H∞, n ∈ Z+}.
Proof. Put A := closcγ+H∞span{ψχn : ψ ∈ H∞, n ∈ Z+}. It is obvious that A ⊂
cγ + H∞. Let us show the reverse inclusion. If f ∈ cγ + H∞, then there exist c ∈ cγ
and h ∈ H∞ such that f = c + h. By Privalov’s theorem, the projections P and Q are
bounded on Cγ , 0 < γ < 1. Hence Pc ∈ H∞. It is clear that Pc+ h ∈ H∞ ⊂ A. By the
definition of cγ , there exists a sequence of Laurent polynomials pm such that
(5.1) ‖c− pm‖Cγ → 0 as m→∞.
Obviously, PM(Qc−Qpm)Q = 0. Hence
(5.2) M(Qc)−M(Qpm) = PM(Qc−Qpm)P +QM(Qc−Qpm)P +QM(Qc−Qpm)Q.
From Theorem 4.7 and Lemma 4.6 it follows that
‖PM(Qc−Qpm)P‖B(ℓγ/2,−γ/2
2
)
≤ ‖PM(Qc−Qpm)P‖B(ℓ−γ/2,−γ/2
2
)
≤ ‖M(Qc−Qpm)‖B(ℓ−γ/2,−γ/2
2
)
≤ Lγ,−γ/2‖Q‖B(Cγ)‖c− pm‖Cγ
(5.3)
and similarly,
(5.4) ‖QM(Qc−Qpm)Q‖B(ℓγ/2,−γ/2
2
)
≤ Lγ,γ/2‖Q‖B(Cγ)‖c− pm‖Cγ .
On the other hand, from (4.7) we see that
(5.5) ‖QM(Qc−Qpm)P‖B(ℓγ/2,−γ/2
2
)
≤ c2‖Q(Qc−Qpm)‖Cγ ≤ c2‖Q‖B(Cγ)‖c− pm‖Cγ .
Combining (5.1)–(5.5), we get
‖M(Qc)−M(Qpm)‖B(ℓγ/2,−γ/2
2
)
≤ const‖c− pm‖Cγ → 0 as m→∞.
It is clear that Qpm ∈ span{ψχn : ψ ∈ H∞, n ∈ Z+} and therefore Qc ∈ A. Thus f ∈ A
and cγ +H∞ ⊂ A. 
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5.3. Invertibility in the Banach algebra cγ +H∞. In this subsection we will show
that cγ + H∞ is inverse closed in C + H∞. From [8, Proposition 6.36, Corollary 6.38]
we get the following description of the maximal ideal space of C +H∞.
Lemma 5.5. We have MC+H∞ = {m ∈MH∞ : |χ̂k(m)| = 1 for k ∈ Z+}.
The next statement shows that the maximal ideal spaces of cγ + H∞ and C + H∞
coincide.
Lemma 5.6. We have Mcγ+H∞ = {m ∈MH∞ : |χ̂k(m)| = 1 for k ∈ Z+}.
Proof. The proof is developed by analogy with [8, Proposition 6.37]. By Lemma 5.3, H∞
is a closed subalgebra of cγ +H∞. If f is a multiplicative linear functional on cγ +H∞,
then f |H∞ is a multiplicative linear functional on H∞. Hence Ψ : f 7→ f |H∞ defines
a continuous mapping from Mcγ+H∞ into MH∞ . If f1 and f2 are elements in Mcγ+H∞
such that Ψ(f1) = Ψ(f2), then for k ∈ Z+,
f1(χk) = f1(χ
−1
k ) = f1(χk)
−1 = f2(χk)
−1 = f2(χ
−1
k ) = f2(χk).
From this equality and Lemma 5.4 we conclude that f1 = f2. Therefore, Ψ is a home-
omorphism of Mcγ+H∞ into MH∞ . Moreover, for every f ∈ Mcγ+H∞ and k ∈ Z+, by
multiplicativity of f and Lemma 4.5,
|f(χk)| ≤ lim
m→+∞
‖χmk ‖1/mcγ+H∞ = limm→+∞ ‖M(χkm)‖
1/m
B(ℓ
γ/2,−γ/2
2
)
≤ 1
and similarly
1/|f(χk)| = |f(χ−k)| ≤ 1.
That is, |f(χk)| = 1 for every k ∈ Z+. Therefore, the range of Ψ is contained in{
m ∈MH∞ : |χ̂k(m)| = 1 for k ∈ Z+
}
,
and only the reverse containment remains.
Let m be a point in MH∞ such that |χ̂k(m)| = 1 for k ∈ Z+. If we define g on
span{ψχn : ψ ∈ H∞, n ∈ Z+} such that g(ψχk) = ψ̂(m)χ̂k(m), then g can be easily
shown to be multiplicative. The inequality
|g(ψχk)| = |ψ̂(m)| |χ̂k(m)| = |ψ̂(m)| ≤ ‖ψ‖H∞
= ‖ψχk‖L∞ ≤ ‖M(ψχk)‖B(ℓγ/2,−γ/2
2
)
= ‖ψχk‖cγ+H∞
(recall Theorems 4.4(b) and 5.2) shows that g can be extended to a multiplicative linear
functional on closcγ+H∞span{ψχn : ψ ∈ H∞, n ∈ Z+}. But the latter set coincides with
cγ + H∞ by Lemma 5.4. Obviously, Ψ(g) = m and thus Mcγ+H∞ is homeomorphic to
{m ∈ H∞ : |χ̂k(m)| = 1 for k ∈ Z+}. 
Combining Lemmas 5.5 and 5.6 with Gelfand’s theorem, we get the following.
Theorem 5.7. If 0 < γ < 1 and a ∈ cγ +H∞, then
a ∈ G(cγ +H∞)⇐⇒ a ∈ G(C +H∞).
6. Generalized Krein algebras
6.1. The sets Kα,0p,0 , K
0,β
0,q , and K
α,β
p,q are Banach algebras. Since the projections P
and Q are bounded on the Besov spaces Bαp and B
β
q , it is clear that K
α,0
p,0 , K
0,β
0,q , and
Kα,βp,q are Banach spaces under the norms (1.7), (1.8), and (1.9), respectively. In this
subsection we show that these norms are quasi-submultiplicative.
Lemma 6.1. Let 1 < p, q <∞ and 0 < α, β < 1.
(a) If α > 1/p, then the projections P and Q are bounded on Kα,0p,0 .
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(b) If β > 1/q, then the projections P and Q are bounded on K0,β0,q .
(c) If α > 1/p or β > 1/q, then the projections P and Q are bounded on Kα,βp,q .
Proof. (a) By Lemma 4.2, there exists a constant C > 0 such that ‖f‖L∞ ≤ C‖f‖Bαp for
all f ∈ Bαp . If a ∈ Kα,0p,0 , then
‖Qa‖Kα,0p,0 = ‖Qa‖L∞ + ‖Qa‖Bαp ≤ (C + 1)‖Qa‖Bαp ≤ (C + 1)‖a‖Kα,0p,0 .
The boundedness of P = I −Q is now obvious.
(b) The proof is analogous.
(c) The arguments of the proof of (a) or (b) apply. 
Now we are in a position to prove our first main result.
Proof of Theorem 1.3. Let us prove only part (c). The proofs of parts (a) and (b) are
similar (and even a little simpler).
For α = 1/p and β = 1/q, the statement is contained in Corollary 1.2. Hence we can
assume that α > 1/p or β > 1/q. Then the projections P and Q are bounded on Kα,βp,q
by Lemma 6.1(c). For brevity we will omit the subscript in ‖ · ‖Kα,βp,q . If a, b ∈ Kα,βp,q , then
we have
‖ab‖ ≤ ‖PaPb‖+ ‖QaQb‖+ ‖PaQb‖+ ‖QaPb‖
= ‖PaPb‖L∞ + ‖P (PaPb)‖Bβq + ‖QaQb‖L∞ + ‖Q(QaQb)‖Bαp
+ ‖PaQb‖L∞ + ‖P (PaQb)‖Bβq + ‖Q(PaQb)‖Bαp
+ ‖QaPb‖L∞ + ‖P (QaPb)‖Bβq + ‖Q(QaPb)‖Bαp .
(6.1)
It is clear that
‖PaQb‖L∞ + ‖QaQb‖L∞ + ‖PaQb‖L∞ + ‖QaPb‖L∞
≤ ‖Pa‖ ‖Pb‖+ ‖Qa‖ ‖Qb‖+ ‖Pa‖ ‖Qb‖+ ‖Qa‖ ‖Pb‖
≤ (‖P‖+ ‖Q‖)2‖a‖ ‖b‖.
(6.2)
In view of Lemma 4.3,
‖P (PaPb)‖Bβq = ‖PaPb‖Bβq
≤ ‖Pa‖L∞‖Pb‖Bβq + ‖Pa‖Bβq ‖Pb‖L∞
≤ ‖Pa‖ ‖b‖+ ‖a‖ ‖Pb‖
≤ 2‖P‖ ‖a‖ ‖b‖
(6.3)
and analogously
(6.4) ‖Q(QaQb)‖Bαp ≤ 2‖Q‖ ‖a‖ ‖b‖.
By Lemma 4.11,
‖P (PaQb)‖Bβq = ‖PM(Qb)Pa‖Bβq
= ‖T (Qb)Pa‖PBβq
≤ ‖T (Qb)‖B(PBβq )‖Pa‖PBβq
≤ Lq,β‖Qb‖L∞‖Pa‖Bβq
≤ Lq,β‖Qb‖ ‖a‖
≤ Lq,β‖Q‖ ‖a‖ ‖b‖
(6.5)
and analogously
(6.6) ‖P (QaPb)‖Bβq ≤ Lq,β‖Q‖ ‖a‖ ‖b‖.
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It is clear that the operator J is an isometry on Bαp . Then applying Lemma 4.11 again,
we get
‖Q(PaQb)‖Bαp = ‖QM(Pa)Qb‖Bαp
= ‖JT (P˜ a)JQb‖QBαp
≤ ‖T (P˜ a)‖B(PBαp )‖JQb‖PBαp
≤ Lp,α‖Pa‖L∞‖Qb‖Bαp
≤ Lp,α‖Pa‖ ‖b‖
≤ Lp,α‖P‖ ‖a‖ ‖b‖
(6.7)
and similarly
(6.8) ‖Q(QaPb)‖Bαp ≤ Lp,α‖P‖ ‖a‖ ‖b‖.
Combining (6.1)–(6.8), we get
‖ab‖ ≤ C(p, q, α, β)‖a‖ ‖b‖
with C(p, q, α, β) := (‖P‖+ ‖Q‖)2 + 2‖P‖+ 2‖Q‖+ 2Lq,β‖Q‖+ 2Lp,α‖P‖. 
6.2. Invertibility in the Banach algebras Kα,0p,0 , K
0,β
0,q , and K
α,β
p,q . In this subsection
we show that generalized Krein algebras are inverse closed either in C+H∞ or in C+H∞.
From Lemma 4.2 and (1.5) we immediately get the following.
Lemma 6.2. Let 1 < p, q <∞ and 0 < α, β < 1.
(a) If α ≥ 1/p, then Kα,0p,0 ⊂ C +H∞ and Kα,βp,q ⊂ C +H∞.
(b) If β ≥ 1/q, then K0,β0,q ⊂ C +H∞ and Kα,βp,q ⊂ C +H∞.
Now we prepare the proof of Theorem 1.4. We know from Theorem 5.7 that cγ +H∞
is inverse closed in C+H∞. We show that the intersection of a generalized Krein algebra
Kα,βp,q (or K
α,0
p,0 ) with c
γ + H∞ is inverse closed in cγ + H∞ (and thus in C + H∞) if
α > 1/p.
Lemma 6.3. Let 0 < λ ≤ 1, 1 < p, q <∞, 1/p+1/q = λ, and 0 < γ < λ−1/p. Suppose
K is either K
1/p+γ,1/q−γ
p,q or K
1/p+γ,0
p,0 .
(a) The set K ∩ (cγ + H∞) is a Banach algebra under the quasi-submultiplicative
norm
‖a‖ := ‖M(a)‖
B(ℓ
γ/2,−γ/2
2
)
+ ‖a‖K .
(b) If a ∈ K ∩ (cγ +H∞), then
a ∈ G(K ∩ (cγ +H∞))⇐⇒ a ∈ G(cγ +H∞).
Proof. (a) This statement follows from Theorem 5.2 and Theorem 1.3(a), (c).
(b) Let A := B(ℓγ/2,−γ/22 ) and L := {M(a) ∈ A : a ∈ cγ +H∞}. From Theorem 5.2
it follows that the mapping
M : cγ +H∞ → L, a 7→M(a)
is an isometry of Banach algebras. Hence
(6.9) a ∈ G(cγ +H∞)⇐⇒M(a) ∈ GL.
By Lemma 2.2(b), (c) and Theorems 3.2 and 3.3,
L2 :=
{
M(a) ∈ L : QM(a)P ∈ Cp(ℓγ/2,−γ/22 )
}
,
L∗ :=
{
M(a) ∈ L : PM(a)Q ∈ Cq(ℓγ/2,−γ/22 ), QM(a)P ∈ Cp(ℓγ/2,−γ/22 )
}
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are Banach algebras under the Banach algebra norms
‖M(a)‖2 := ‖M(a)‖B(ℓγ/2,−γ/2
2
)
+ ‖QM(a)P‖
Cp(ℓ
γ/2,−γ/2
2
)
,
‖M(a)‖∗ := ‖M(a)‖B(ℓγ/2,−γ/2
2
)
+ ‖PM(a)Q‖
Cq(ℓ
γ/2,−γ/2
2
)
+ ‖QM(a)P‖
Cp(ℓ
γ/2,−γ/2
2
)
,
respectively.
If M(a) ∈ GL, then from (6.9) and (4.6) it follows that QM(a)P and QM(a−1)P
belong to C∞(ℓγ/2,−γ/22 ). Thus,
Q−QM(a)Q ·QM(a−1)Q = QM(a)P · PM(a−1)Q ∈ C∞(ℓγ/2,−γ/22 ),
Q−QM(a−1)Q ·QM(a)Q = QM(a−1)P · PM(a)Q ∈ C∞(ℓγ/2,−γ/22 ),
that is, QM(a−1)Q|ImQ is a regularizer of QM(a)Q|ImQ on Qℓγ/2,−γ/22 . By Theo-
rem 3.5(b), M(a) ∈ GL2. In view of Theorem 3.5(c), we conclude also thatM(a) ∈ GL∗.
Thus,
(6.10) M(a) ∈ GL ⇐⇒M(a) ∈ GL2, M(a) ∈ GL ⇐⇒M(a) ∈ GL∗.
Take µ = δ = γ/2. Then hypotheses (4.8) and (4.9) are simultaneously satisfied. Due to
Theorem 4.9,
L2 =
{
M(a) ∈ A : a ∈ K1/p+γ,0p,0 ∩ (cγ +H∞)
}
,
L∗ =
{
M(a) ∈ A : a ∈ K1/p+γ,1/q−γp,q ∩ (cγ +H∞)
}
,
and the norms ‖PM(a)Q‖
Cq(ℓ
γ/2,−γ/2
2
)
and ‖QM(a)P‖
Cp(ℓ
γ/2,−γ/2
2
)
are equivalent to the
norms ‖Pa‖
B
1/q−γ
q
and ‖Qa‖
B
1/p+γ
p
, respectively. From Theorem 4.4(b) we conclude
that ‖M(a)‖
B(ℓ
γ/2,−γ/2
2
)
is equivalent to ‖a‖L∞ + ‖M(a)‖B(ℓγ/2,−γ/2
2
)
. Thus, the norms
‖M(a)‖2 and ‖M(a)‖∗ are equivalent to the norms
‖M(a)‖′2 := ‖M(a)‖B(ℓγ/2,−γ/2
2
)
+ ‖a‖
K
1/p+γ,0
p,0
,
‖M(a)‖′∗ := ‖M(a)‖B(ℓγ/2,−γ/2
2
)
+ ‖a‖
K
1/p+γ,1/q−γ
p,q
,
respectively. It is clear that the mappings
M : K
1/p+γ,0
p,0 ∩ (cγ +H∞)→ (L2, ‖ · ‖′2), a 7→M(a),
M : K1/p+γ,1/q−γp,q ∩ (cγ +H∞)→ (L∗, ‖ · ‖′∗), a 7→M(a)
are isometries. Thus,
M(a) ∈ GL2 ⇐⇒ a ∈ G
(
K
1/p+γ,0
p,0 ∩ (cγ +H∞)
)
,
M(a) ∈ GL∗ ⇐⇒ a ∈ G
(
K1/p+γ,1/q−γp,q ∩ (cγ +H∞)
)
.
(6.11)
Combining (6.9)–(6.11), we get the assertion (b). 
Now we prove that the intersection of a generalized Krein algebraKα,βp,q (or K
0,β
0,q ) with
cγ +H∞ is inverse closed in cγ +H∞ (and thus in C +H∞) if β > 1/q.
Lemma 6.4. Let 0 < λ ≤ 1, 1 < p, q <∞, 1/p+1/q = λ, and 0 < γ < λ−1/q. Suppose
K is either K
1/p−γ,1/q+γ
p,q or K
0,1/q+γ
0,q .
(a) The set K ∩ (cγ + H∞) is a Banach algebra under the quasi-submultiplicative
norm
‖a‖ := ‖M(a)‖
B(ℓ
−γ/2,γ/2
2
)
+ ‖a‖K .
(b) If a ∈ K ∩ (cγ +H∞), then
a ∈ G(K ∩ (cγ +H∞))⇐⇒ a ∈ G(cγ +H∞).
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Proof. From Theorem 5.2 and Theorem 4.4(a) it follows that cγ+H∞ is a Banach algebra
under the Banach algebra norm ‖a‖ := ‖M(a)‖
B(ℓ
−γ/2,γ/2
2
)
. Hence we can finish the proof
by making obvious modifications in the proof of Lemma 6.3. 
We are in a position to prove our second main result. We will show that the intersection
of a generalized Krein algebra K with cγ + H∞ or with cγ +H∞ is dense in K. This
allows us to prove that K is inverse closed in C +H∞ or in C +H∞, respectively.
Proof of Theorem 1.4. (a) For α = 1/p the statement of Theorem 1.4(a) is nothing else
than Theorem 1.1(b), (d).
Assume that α > 1/p and put γ := α−1/p. Let K be either K1/p+γ,0p,0 or K1/p+γ,1/q−γp,q
and denote B := K ∩ (cγ + H∞). Then, by Lemma 6.2(a), K ⊂ C + H∞. In view of
Lemma 6.3(a), B is continuously embedded in K.
Due to Lemma 4.2, there exists a constant c ∈ (0,∞) such that ‖f‖L∞ ≤ c‖f‖B1/p+γp
for all f ∈ B1/p+γp . Let a ∈ K. By Lemma 4.1, for every ε > 0 there exists a Laurent
polynomial p such that
‖Qa− p‖
B
1/p+γ
p
<
ε
(c+ 1)‖Q‖
B(B
1/p+γ
p )
.
Hence Qp+ Pa ∈ B and
‖a− (Qp+ Pa)‖K = ‖Q(Qa− p)‖K = ‖Q(Qa− p)‖L∞ + ‖Q(Qa− p)‖B1/p+γp
≤ (c+ 1)‖Q‖
B(B
1/p+γ
p )
‖Qa− p‖
B
1/p+γ
p
< ε.
Thus, B is dense in K.
Combining Theorem 5.7 and Lemma 6.3(b), we obtain that if b ∈ B, then the spectrum
of b in B coincides with the spectrum of b in C +H∞. Hence for each ϕ ∈ MB there is
a ψ ∈MC+H∞ depending on ϕ and b such that
(6.12) ψ(b) = ϕ(b).
Assume now that there exists an a ∈ K being invertible in C+H∞ but not invertible
in K. Thus, by Gelfand’s theorem, we can find a ϕ ∈ MK with ϕ(a) = 0. Since B is
dense in K, there exists a sequence {bn} ⊂ B such that
(6.13) ‖a− bn‖K → 0 as n→∞.
Consequently, ϕ(bn)→ ϕ(a) = 0 as n→∞. Since ϕ ∈MK ⊂MB, it follows from (6.12)
that there are ψn ∈MC+H∞ such that
(6.14) ψn(bn) = ϕ(bn)→ 0 as n→∞.
On the other hand, from (6.13) and the definition of the norm inK we get ‖a−bn‖L∞ → 0
as n → ∞. Since a ∈ G(C + H∞), it results that bn ∈ G(C + H∞) for all sufficiently
large n. Hence ‖b−1n − a−1‖L∞ → 0 as n → ∞. Thus ‖b−1n ‖L∞ ≤ 2‖a−1‖L∞ for all n
large enough. Since every multiplicative linear functional has norm 1, we obtain
|ψn(b−1n )| ≤ ‖ψn‖ ‖b−1n ‖L∞ ≤ 2‖a−1‖L∞
for all sufficiently large n. From this inequality and ψn(bn)ψn(b
−1
n ) = 1 it follows that
|ψn(bn)| ≥ (2‖a−1‖L∞)−1 for all n large enough, but this contradicts (6.14). Part (a) is
proved.
(b) The proof is analogous to the proof of part (a). We only need to replace Lemma 6.3
by Lemma 6.4. 
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7. Proof of higher order asymptotic formulas
7.1. Higher order asymptotic formulas: an abstract version. Our asymptotic
analysis is based on the following fact [5, Section 10.34].
Lemma 7.1. Suppose a ∈ L∞N×N satisfies the following hypotheses:
(i) there are two factorizations a = u−u+ = v+v−, where u−, v− ∈ G(H∞)N×N and
u+, v+ ∈ G(H∞)N×N ;
(ii) u− ∈ G(C +H∞)N×N or u+ ∈ G(C +H∞)N×N .
Then Dn(a) 6= 0 and
(7.1)
G(a)n+1
Dn(a)
= det
(
I −
∞∑
k=0
Fn,k
)
for sufficiently large n, where G(a) is defined by (1.10) and Fn,k are defined by (1.14).
From (i) and (ii) it follows that a ∈ G(C+H∞)N×N or a ∈ G(C+H∞)N×N . Moreover,
the operators T (a) and T (a˜) are invertible on H2N . Hence, in view of Lemma 1.5, the
constant G(a) is well defined.
An earlier version of Lemma 7.1 was obtained in [2] (see also [3, Section 6.15]) with
(iii) u− ∈ CN×N or u+ ∈ CN×N
in place of (ii).
If the series
∑∞
k=0 Fn,k converges in the topology of the Schatten-von Neumann class
Cm(H2N ), m ∈ N, then one can remove its remainder in (7.1) because the mapping
detm(I + ·) : Cm(H2N )→ C
is continuous (see, e.g. [25, Theorem 6.5]). More precisely, starting from (7.1) one can
get the following.
Theorem 7.2. Let a ∈ L∞N×N satisfy the hypotheses (i) and (ii) of Lemma 7.1. Define
the constant G(a), the functions b, c, and the operators Fn,k by (1.10), (1.12), and (1.14),
respectively. If m ∈ N and H(c˜)H(b), H(b)H(c˜) belong to the Schatten-von Neumann
class Cm(H2N ), then (1.13) holds.
This statement is proved in [16, Theorem 15] under the hypotheses (i) and (iii). Ex-
actly the same proof works under the hypotheses (i) and (ii) because of Lemma 7.1.
Theorem 7.2 is contained implicitly in [2, Section 5] (see also [3, Theorem 6.20], [5,
Theorem 10.37]).
Notice that we need the statement in this (new) form because generalized Krein al-
gebras contain discontinuous functions and therefore the (old) hypothesis (iii) is not
satisfied for generalized Krein algebras.
7.2. Wiener-Hopf factorization in decomposing algebras. Mark Krein [17] was
the first to understand the Banach algebraic background of Wiener-Hopf factorization
and to present the method in a crystal-clear manner. Gohberg and Krein [12] proved that
a ∈ GWN×N admits a Wiener-Hopf factorization. Later Budyanu and Gohberg devel-
oped an abstract factorization theory in decomposing algebras of continuous functions.
Their results are contained in [7, Chap. 2]. However, generalized Krein algebras contain
discontinuous functions and the results of Budyanu and Gohberg are not applicable to
them. One of the authors and Heinig [15] extended the theory of Budyanu and Gohberg
to the case of decomposing algebras which may contain discontinuous functions. The
following definitions and results are taken from [15] (see also [3, Chap. 5]).
Let A be a Banach algebra of complex-valued functions on the unit circle T under a
Banach algebra norm ‖ · ‖A. The algebra A is said to be decomposing if it possesses the
following properties:
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(a) A is continuously embedded in L∞;
(b) A contains all Laurent polynomials;
(c) PA ⊂ A and QA ⊂ A.
Using the closed graph theorem it is easy to deduce from (a)–(c) that P and Q are
bounded on A and that PA and QA are closed subalgebras of A. Given a decomposing
algebra A put
A+ = PA,
◦
A−= QA,
◦
A+= χ1A+, A− = χ1
◦
A− .
Let A be a decomposing algebra. A matrix function a ∈ AN×N is said to admit a
right Wiener-Hopf factorization in AN×N if it can be represented in the form a = a−da+,
where a± ∈ G(A±)N×N and
d = diag (χκ1 , . . . , χκN ), κi ∈ Z, κ1 ≤ κ2 ≤ · · · ≤ κN .
The integers κi are usually called the right partial indices of a; they can be shown to be
uniquely determined by a. If κ1 = · · · = κN = 0, then the Wiener-Hopf factorization is
said to be canonical. A decomposing algebra A is said to have the factorization property
if every matrix function in GAN×N admits a right Wiener-Hopf factorization in AN×N .
Let R be the restriction to the unit circle T of the set of all rational functions defined
on the whole plane C and having no poles on T.
Theorem 7.3. Let A be a decomposing algebra. If at least one of the sets (R∩
◦
A−)+A+
or
◦
A− +(R∩A+) is dense in A, then A has the factorization property.
7.3. Fredholmness and invertibility of Toeplitz operators. In this subsection we
collect some well known facts about the Fredholmness and invertibility of Toeplitz oper-
ators on H2N .
Theorem 7.4. Let a ∈ L∞N×N .
(a) If a ∈ WN×N , then T (a) is Fredholm on H2N if and only if det a ∈ GW .
(b) If a ∈ (C +H∞)N×N , then T (a) is Fredholm on H2N if and only if det a belongs
to G(C +H∞).
Part (a) is essentially due to Gohberg and Krein [12], part (b) is due to Douglas, its
proof is given in [5, Theorem 2.94(a)].
The following result was proved by Widom and in a slightly different setting by Simo-
nenko.
Theorem 7.5. If a ∈ GL∞N×N , then T (a) is invertible on H2N if and only if the following
two conditions hold:
(a) a admits a canonical right generalized factorization in L2N , that is, there exist
a−, a+ such that
a = a−a+, a
±1
− ∈ (H2)N×N , a±1+ ∈ (H2)N×N ;
(b) the operator M(a−)PM(a
−1
− ) is bounded on L
2
N .
For a proof, see, e.g. [7, Chap. 7, Theorem 3.2] or [21, Theorem 3.14].
Theorem 7.6. If a ∈ GL∞N×N , then T (a˜) is invertible on H2N if and only if T (a−1) is
invertible on H2N .
For a proof, see [5, Proposition 7.19(b)].
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7.4. Wiener-Hopf factorization in generalized Krein algebras. Let us show that
all algebras mentioned in Theorem 1.7 have the factorization property.
Lemma 7.7. Let 1 < p, q <∞ and 0 < α, β < 1. Each of the algebras
W ∩K1/p,0p,0 , Kα,0p,0 with α > 1/p, W ∩K0,1/q0,q , K0,β0,q with β > 1/q, W ∩K1/p,1/qp,q ,
and Kα,βp,q with α 6= 1/p, 1/p + 1/q = α + β ∈ (0, 1] is a decomposing algebra with the
factorization property.
Proof. This statement is proved forW ∩K1/p,1/qp,q in [5, Section 10.24], the same argument
applies also to W ∩K1/p,0p,0 and W ∩K0,1/q0,q .
Under the imposed conditions on the parameters p, q, α, β, by Lemma 6.1, the projec-
tions P and Q are bounded on each Kα,0p,0 , K
0,β
0,q , and K
α,β
p,q . Hence each of these algebras
is decomposing.
If β > 1/q, then, by Lemma 4.2, Bβq is continuously embedded in C and, by Lemma 4.1,
the Laurent polynomials are dense in Bβq . It follows that R ∩ PBβq is dense in PKα,βp,q
and in PK0,β0,q . Theorem 7.3 gives the factorization property of the algebras K
α,β
p,q and
K0,β0,q if β > 1/q. Analogously one can show that K
α,β
p,q and K
α,0
p,0 have the factorization
property if α > 1/p. 
We are ready to start the proof of our last main result.
Proof of Theorem 1.7(a). From Lemma 6.2 we conclude that KN×N ⊂ (C+H∞)N×N or
KN×N ⊂ (C +H∞)N×N . In the first case a˜ ∈ (C +H∞)N×N . Since T (a˜) is invertible,
from Theorem 7.5(b) we get det a˜ ∈ G(C + H∞) (and det a˜ ∈ GW if, in addition, a ∈
WN×N due to Theorem 7.5(a)). Hence det a ∈ G(C+H∞). By Theorem 1.4, det a ∈ GK.
Then, in view of [20, Chap. 1, Theorem 1.1], a ∈ GKN×N . If KN×N ⊂ (C +H∞)N×N ,
then, as before, the Fredholmness of T (a) implies a ∈ GKN×N .
By Theorem 7.5, there exist a−, a+ such that a = a−a+, a
±1
− ∈ (H2)N×N , and
a±1− ∈ (H2)N×N . On the other hand, in view of Lemma 7.7, a admits a right Wiener-
Hopf factorization in KN×N , that is, there exist u± ∈ G(K±)N×N such that a = u−du+.
It is clear that
u±1− ∈ (K−)N×N ⊂ (H2)N×N , u±1+ ∈ (K+)N×N ⊂ (H2)N×N .
Hence a = u−du+ is a right generalized factorization of a in L
2
N . It is well known that
the set of partial indices of such a factorization is unique (see, e.g. [21, Corollary 2.1]).
Thus d = 1 and a = u−u+.
In view of Theorem 7.6, T (a−1) is invertible on H2N . By what has just been proved,
there exist f± ∈ G(K±)N×N such that a−1 = f−f+. Put v± := f−1± . In that case
v± ∈ G(K±)N×N and a = v+v−. 
7.5. Products of Hankel operators in Schatten-von Neumann classes. Now we
prove simple sufficient conditions guaranteeing the membership of products of two Hankel
operators in Schatten-von Neumann classes.
Lemma 7.8. Let 1 < p, q <∞ and 0 < α, β < 1.
(a) If α ≥ 1/p and b, c ∈ Kα,0p,0 , then the operators H(c˜)H(b) and H(b)H(c˜) belong
to the Schatten-von Neumann class Cp(H2).
(b) If β ≥ 1/q and b, c ∈ K0,β0,q , then the operators H(c˜)H(b) and H(b)H(c˜) belong
to the Schatten-von Neumann class Cq(H2).
Proof. (a) If c ∈ Kα,0p,0 , then Qa ∈ Bαp . Since α ≥ 1/p, we have Bαp ⊂ B1/pp . From (1.6)
we conclude that H(c˜) ∈ Cp(H2). Thus H(c˜)H(b), H(b)H(c˜) ∈ Cp(H2).
(b) The proof is analogous. 
26 A. BO¨TTCHER, A. KARLOVICH, AND B. SILBERMANN
Lemma 7.9. Suppose 1 < p, q, r <∞, 0 < α, β < 1, and
(7.2) 1/p+ 1/q = α+ β ∈ (0, 1], −1/2 < α− 1/p < 1/2.
If 1/r = 1/p+ 1/q and b, c ∈ Kα,βp,q , then the operators H(c˜)H(b) and H(b)H(c˜) belong
to the Schatten-von Neumann class Cr(H2).
Proof. Put γ := α − 1/p = 1/q − β. If b, c ∈ Kα,βp,q , then Qb,Qc belong to B1/p+γp and
Pb, Pc are in B
1/q−γ
q . From (7.2) we easily get
min{γ, 0} > max{−1/2,−1/p}, max{γ, 0} < min{1/2, 1/q}.
Then, by Theorem 4.9,
QM(c)P ∈ Cp(ℓγ,02 ), QM(c)P ∈ Cp(ℓ0,γ2 ), PM(b)Q ∈ Cq(ℓγ,02 ), PM(b)Q ∈ Cq(ℓ0,γ2 ).
Since 1/r = 1/p+ 1/q, from Lemma 2.2(c) we deduce that
PM(b)QM(c)P ∈ Cr(ℓγ,02 ), QM(c)PM(b)Q ∈ Cr(ℓ0,γ2 ).
Applying the flip operator to the second operator, we obtain
JQM(c)PM(b)QJ ∈ Cr(ℓγ,02 ).
Considering the compressions of the above operators to ℓ2(Z+) ∼ H2, we finally get
H(b)H(c˜), H(c˜)H(b) ∈ Cr(H2). 
Now we are ready to finish the proof of our last main result.
Proof of Theorem 1.7(b). From Theorem 1.7(a) we know that b, c ∈ KN×N . Let b =
(bij)
N
i,j=1 and c = (ckl)
N
k,l=1. Since bij , ckl ∈ K, from Lemmas 7.8 and 7.9 we conclude
that H(c˜kl)H(bij) and H(bij)H(c˜kl) belong to C1/λ(H2) for all i, j, k, l ∈ {1, . . . , N},
where λ is defined by (1.11). Hence H(c˜)H(b), H(b)H(c˜) ∈ C1/λ(H2N ). Since m ≥ 1/λ,
we finally get H(c˜)H(b), H(b)H(c˜) ∈ Cm(H2N ) by Lemma 2.2(a). 
Proof of Theorem 1.7(c). It is only necessary to verify the hypotheses (i) and (ii) of
Lemma 7.1. By Theorem 1.7(a), u−, v− ∈ G(K ∩H∞)N×N , u+, v+ ∈ G(K ∩H∞)N×N .
Hence u−, v− ∈ G(H∞)N×N , u+, v+ ∈ G(H∞)N×N , and u± ∈ GKN×N . From this fact
and Theorem 1.4 we see that u− ∈ G(C +H∞)N×N or u+ ∈ G(C +H∞)N×N . Thus,
the hypotheses (i) and (ii) are met. By Theorem 1.7(b), H(c˜)H(b) and H(b)H(c˜) belong
to Cm(H2N ). Applying Theorem 7.2, we get (1.13). 
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