Abstract-With the development of green energy technologies, base stations (BSs) can be readily powered by green energy in order to reduce the on-grid power consumption, and subsequently reduce the carbon footprints. As smart grid advances, power trading among distributed power generators and energy consumers will be enabled. In this paper, we investigate the optimization of smart grid-enabled mobile networks, in which green energy is generated in individual BSs and can be shared among the BSs. In order to minimize the on-grid power consumption of this network, we propose to jointly optimize the BS operation and the power distribution. The joint BS operation and power distribution optimization (BPO) problem is challenging due to the complex coupling of the optimization of mobile networks and that of the power grid. We propose an approximate solution that decomposes the BPO problem into two subproblems and solves the BPO by addressing these subproblems. The simulation results show that by jointly optimizing the BS operation and the power distribution, the network achieves about 18% on-grid power savings.
I. INTRODUCTION

O
WING to the direct impact of greenhouse gases on the earth environment and the climate change, the energy consumption of Information and Communications Technology (ICT) is becoming an environmental and thus social and economic issue [1] - [3] . Mobile networks are among the major energy guzzlers of communication networks, and their contributions to the global energy consumption increase rapidly. Therefore, greening mobile networks is crucial to reducing the carbon footprints of ICT [4] - [6] .
As green energy technologies advance, green energy such as sustainable biofuels, solar and wind energy can be readily utilized to power BSs. Telecommunications companies such as Ericsson and Nokia Siemens have designed green energy powered BSs for mobile networks [7] , [8] . By adopting green energy powered BSs, mobile service providers may save on-grid power consumption, and thus reduce their CO 2 emissions [9] - [11] . However, since the green energy generation is not stable, green energy may not be a reliable energy source for mobile networks. Therefore, future mobile networks are likely to adopt hybrid energy supplies: on-grid brown power and green energy. Green energy is utilized to reduce the on-grid brown power consumption and thus reduce the CO 2 emissions while on-grid brown power is utilized as a backup power source. To achieve energy efficient wireless data transmission, Hong and Zhu [12] proposed to power wireless access networks with smart grid, where in addition to the green energy generator equipped in each BS, the radial structure power distribution networks are adopted to connect the BSs. Both the power flows in the smart grid and beamforming vectors are investigated for the wireless access network with/without cooperative data transmission.
In smart grid, electricity can be traded among distributed power generators and consumers [13] - [15] . Powered by smart grid, mobile networks are able to buy electricity from different power generators according to energy market information and optimize their BS operation to minimize their operating expenses [16] - [18] . Via smart grid, the surplus green energy generated by a BS can be shared with other BSs to reduce the on-grid brown power consumption of mobile networks [19] . Considering both green energy and smart grid, the power supplies of future mobile networks are shown in Fig. 1 . In the network, BSs have three power supplies: the power generated from the green energy generator in individual BSs, the power shared from other BSs, and the brown power generated from the remote power plant. The power generated from the remote power plant is the least efficient because of the energy loss during the power transmission and distribution. We refer to the power generated from the remote power plant as on-grid brown power.
Considering the broadcast nature of wireless communications, in addition to the wired energy transfer facilitated by the grid architecture, energy can be shared among multiple BSs through wireless energy transfer based methods, such as traffic offloading [17] . Wired energy transfer not only 1) is limited by the availability of grid architecture, but also 2) suffers from energy transfer loss caused by the grid equipment, such as power transformer and transmission line. Wireless energy transfer, on the other hand, 1) is constrained within a certain geographical area, owing to the wireless channel attenuation between the mobile user and the base station that will share the energy, and 2) suffers from energy loss in the sense that the offloaded traffic always requires more energy, as compared with the original associated nearest BS.
To minimize the on-grid brown power consumption of mobile networks, we propose to jointly investigate wired energy transfer and wireless energy transfer in the smart grid powered wireless access network. Wired energy transfer is controlled by the power distribution scheme, and the BS operation controls the UE-BS association scheme so that energy can be shared among BSs without wired energy transfer. Although the optimization of the BS operation [20] , the green energy utilization [9] , and the power distribution [21] are well studied separately, the joint BS operation and Power distribution Optimization (BPO) problem is not well investigated.
Within the coverage of the proposed wireless access network, the distribution network of smart grid will not only deliver power resources to base stations, but also to residential customers and other industuries, of which the load is very difficult to model. The complex topology of the power distribution network makes it very difficult to solve the full power flow among the whole distribution network [22] . Consequently, the BPO problem conducts analytic study on how much power is consumed by each base station and how much power is injected to/withdrawn from the grid. The detailed scheduling of the power flow will be carried out by the smart grid, and is out of the scope of this paper.
Solving the BPO problem is challenging due to the complex coupling of the BS operation, the green energy utilization, and the power distribution. We propose an approximate solution which decomposes the BPO problem into two subproblems: the weighted user-BS association (WUA) problem and the BS energy sharing (BES) problem. By addressing the WUA problem, we realize the energy efficiency aware BS operation. By solving the BES problem, we optimize the power sharing among BSs and thus minimize the BSs' on-grid power consumption. The important notations are summarized in Table I. II. SYSTEM MODEL In this paper, we consider a mobile network with B = {1, · · · , N} BSs. Each BS can draw brown energy from the connected smart grid. In addition to brown energy, the BSs are equipped with independent energy harvesting system that generates electricity from green energy sources, such as solar. The green energy generation rate in the i-th BS is denoted as E i . Owing to the disadvantages of "banking" green energy [23] , we assume the "harvest-use" structure is adopted for each energy harvester, i.e., the green energy cannot be stored [18] . However, the harvested green energy is not wasted even if it is not used immediately by the BS that generated it. Facilitated by the grid architecture, the individually harvested green energy can be shared among BSs, indicated as bi-directional inter-BS energy flows in Fig. 2 , where δ i,j is the amount of energy transferred from BS i to BS j, and δ j,i is the other way around. The smart grid can be considered as a virtual battery for the green energy harvested from all BSs. Note that it is not necessary to have a direct grid link between any BS i and BS j.
In the network, the i-th BS will always transmit with the maximum power P t i , i ∈ B.
1 1) To reduce carbon footprints, 1 The downlink power control scheme of an LTE system is very limited. The transmission power can be assumed to be constant over the entire bandwidth [24] .
BSs will utilize the harvested green energy E i first. 2) When green energy in a BS is not sufficient to satisfy this amount of energy demand, the BS can draw power from the other BSs which have surplus green energy, i.e., j∈B\i δ j,i . 3) If the BS's energy demand is still not satisfied, the BS consumes ongrid brown power, which is pulled from the remote power plant through the high voltage transmission line, the distribution substations, and the power distribution network.
A. Traffic Model
Assume N BSs are deployed to provide data service to an area A. We assume that the traffic arrives according to a Poisson process with the arrival rate per unit area at location x equaling to λ(x), and the traffic size per arrival has a general distribution with average value of s(x), thus resulting in a total λ(x)s(x) average traffic load. Assuming a mobile user at location x is associated with the i-th BS, then the user's data rate r i (x) can be generally expressed as a logarithmic function of the instantaneous signal to interference plus noise ratio, SIN R i (x), according to the Shannon Hartley theorem [20] ,
Here,
where σ 2 denotes the noise power level, and g i (x), i ∈ B, is the channel gain between BS i and UE located in x, including the path loss and the shadowing fading.
As we can see, the service rate for UE located at x and associated with the i-th BS is
Assuming mobile users are uniformly distributed in the area, the overall utilization rate of the i-th BS can be expressed as follows.
where
is an association indicator function. If η i (x) = 1, the user at location x is associated with the i-th BS; otherwise, the user is not associated with the ith BS. For the maximum SINR association scheme η(x) = ( η 1 (x), · · · , η N (x)), user at x will only connect to the base station which yields the maximum SIN R i (x). Note that the value of ρ i indicates the fraction of time during which the i-th BS is busy transmitting data; so, we also uses ρ i to indicate the amount of traffic load of BS i. The traffic served by the i-th BS, i.e., x∈A λ(x)η i (x)dx, which is the sum of the traffic arrivals from its coverage area, is a Poisson process, and the user departure rate μ i (x) follows a general distribution. Consequently, the BS realizes an M/G/1 queuing system. Assuming mobile users share the BS's radio resource and are served based on the round robin fashion, the traffic delivery in the BS can be modeled as an M/G/1 − P S (processor sharing) queue.
According to [25] , the average traffic delivery time, including waiting time and service time, for the user in the i-th BS is
Denote τ i (x) as the latency ratio that measures how much time a user at location x must be sacrificed in waiting for a unit service time.
where 1/μ i (x) is the service time. According to (6) , τ i (x) only depends on the traffic load in the i-th BS. Therefore, all the users associated with BS i have the same latency ratio. Thus, we define
as the latency ratio of the i-th BS. A smaller τ i indicates that the i-th BS introduces less latency to its associated users.
B. Energy Consumption Model
The BS's power consumption consists of two parts: the static power consumption and the dynamic power consumption [26] . The static power consumption is the power consumption of a BS without any traffic load. The dynamic power consumption refers to the additional power consumption caused by traffic load in the BS, which can be well approximated by a linear function of the traffic load [27] . Denote P s i as the static power consumption of the i-th BS. Then, the i-th BS's power consumption can be expressed as
Here, β i is the linear coefficient which reflects the relationship between the traffic load and the dynamic power consumption in the i-th BS. β i includes the transmission power P t i in (2) and power efficiency related to the physical equipment, such as power amplifier.
For the wired energy transfer scheme among the wireless access networks, instead of using Kirchhoff's Current Law (KCL), Kirchhoff's Voltage Law (KVL) and nodal analysis method to approximate the power flows [28] , we assume when an individual energy harvester (green energy powered BS) feeds its excess green energy back to the grid, it can obtain a certain amount of credit from the grid. The credit can be used by other cooperative harvesters (other BSs) with insufficient green energy in the system (wireless access networks) to purchase the on-grid energy. The relationships between the green energy, on-grid brown energy and energy credit are approximated as wired energy transfer efficiency as follows.
where θ 0,i is the brown power transmission efficiency reflecting the power loss of transferring power from the remote power plant and the i-th BS, and θ i,j refers to the green power transmission efficiency of using green energy harvested by i-th BS at the j-th BS. θ 0,i includes both the transmission loss θ T 0,i and the distribution loss θ D 0,i [29] . The transmission loss is incurred during the process of moving large amounts of power over high voltage and long distance. The distribution system consists of the substations and feeder lines that take power from the high voltage grid and progressively step down the voltage, and eventually enter the base station. So, power distribution loss considers both the efficiency of power transformer θ P T 0,i and the efficiency of power transmission line θ P L 0,i . The wired power transfer among BSs only occur in the energy distribution system; so, θ i,j consists of both 1) θ P T , the efficiency of grid-tie inverter, which is assumed to be the same for all BSs, 2 and 2) the efficiency of power line between the two BSs θ
Moreover, we assume the grid is smart in the sense that when energy is transferred from one location to another, the direct energy transfer efficiency is always the highest among all the possible energy transfer routes between these two grid connected locations. Consequently, the energy transfer efficiency in (9) exhibits the following characteristics.
The above assumption is reasonable because if the energy efficiency θ 0,i is less than θ 0,j θ j,i , the smart grid will first transfer energy to BS j, and then to BS i. Eventually, we will have θ 0,i = θ 0,j θ j,i . Similarly, there is no need to transmit directly between BSs i 1 and i 2 without the intermediate
So, the on-grid brown power consumption in the i-th BS is
where the positive function {•} + = max{•, 0}, and δ i,i = 0. j∈B δ j,i is the amount of green energy received from other BSs. j∈B δ i,j is the amount of green energy transmitted to other BSs.
III. PROBLEM FORMULATION AND ANALYSIS
In jointly optimizing the BS operation and the power distribution, the network aims to minimize the on-grid power consumption while satisfying the mobile users' quality of service (QoS) requirement, which refers to the average traffic delivery latency in this paper. The joint BS operation and Power distribution Optimization (BPO) problem can be formulated as
where τ * is the maximum allowable latency ratio for satisfying users' QoS requirements in the network.
where δ i,j δ j,i = 0. This indicates that when BS i provides green energy to BS j, then BS j will not simultaneously transmit energy back to BS i, because energy loss is incurred during green energy transferring process. Suppose with the maximum SINR association scheme η(x), the traffic load of each BS is ρ = ( ρ 1 , · · · , ρ N ). To ensure the area defined in (13) is feasible, we assume τ * is at least greater than the latency ratio corresponding to ρ.
To solve the BPO problem, the traffic load assigned to each BS and the power sharing among the BSs should be optimized. A BS's traffic load is determined by the user-BS association scheme. The power transmission efficiency of the power grid is one of the factors in determining the optimal user-BS association. The optimal power sharing depends on the BSs' traffic load, the green energy generation rate, and the power transmission efficiency. Owing to the complex coupling of these variables and parameters, solving the BPO problem is challenging.
A. Problem Simplification
Similar to the link capacity concept in the wired/wireless data transmission network, the capacity to flow power on a line or a group of lines of the smart grid can also be limited and dynamic [30] . Consequently, in reality, the power flows among BS pairs depend not only on the available energy and energy transfer efficiency, but also on other power injections and withdrawals using the power lines in between. In the power grid, injection shift factor (ISF) is used to approximate the change in active-power flow across a transmission line due to a change in active-power generation or load at a particular bus. Based on ISF, line flow distribution factors, such as the power transfer distribution factor (PTDF), can be derived to model the relative change in power flow on a particular line due to a change in injection and corresponding withdrawal at a pair of buses. More recently, the Generalized ISF has been proposed to predict active-power line flows during the transient period following a disturbance [31] .
Both PTDF and Generalized ISF are linear power flow models designed to maintain the grid balance [32] . Since it is known empirically that, given a fixed topology and ignoring controllable device limits, the linear factors are relatively insensitive to the levels of injections and withdrawals [33] , we assume that the power flows among the BS pairs in the wireless access network is separated from the other power injections or loads in the smart grid. With this assumption, the characteristics of power supplements provided by each BS are presented in the following Lemmas.
Lemma 1: For any given power consumption scheme ρ, there exists an optimal power supplements profile δ, such that the power supplements provided by each BS will not exceed its own available green energy.
Lemma 2: For any given power consumption scheme ρ, there exists an optimal power supplements profile δ, such that each BS will never receive green power supplement from one BS while providing power supplement to another BS.
The proofs can be found in Appendices A-B. The results presented can be anticipated from (10) because the direct route between two nodes is the most efficient in terms of energy transfer. So, to minimize the total on-grid energy consumption, the grid and BSs will choose the direct path to reduce the power loss.
The observation presented in Lemmas 1 and 2 simplifies the BPO problem as follows: if the i-th BS consumes on-grid brown power, then j∈B δ i,j = 0, and the corresponding P o i is redefined as follows.
where B o and B g as the set of BSs which consume on-grid brown power and the set of BSs which have surplus green energy, respectively.
The corresponding problem in (12) is reformulated as follows.
where the constraint in (17) is mapped from 0 ≤ τ i ≤ τ * , based on the definition of the average latency ratio given in (7), and ρ ≤ τ
The constraint in (21) is introduced to eliminate the positive function of the objective function of the BPO problem, and
0, e l s e .
B. Problem Decomposition
Given a BS's green energy generation rate and the power transmission efficiency of power grid in the objective function of (16), the first component of the on-grid brown power consumption (P i − E i )/θ 0,i is determined by the BS's power consumption while the second component j∈B g θ j,i δ j,i /θ 0,i is determined by the power sharing among the BSs. For the second component, according to [34, Ch. 10] , the efficiency of transferring power from the remote power plant to BS i is much lower than the efficiency of power line between BS i and other BSs.
Since wireless access networks encourage the usage of the carbon neutral green energy rather than the on-grid brown energy, in addition to the physical wired energy transfer loss, the carbon emission factor will also render small θ 0,i and large θ P L i,j . Consequently, the energy loss ratio of any BS can be approximated as the same, denoted by θ.
where all BSs have the same grid-tie efficiency θ P T in (9) . With this approximation, the system model in Fig. 2 is transformed into an equivalent system shown in Fig. 3 , where the green energy hub collects all the power supplements from BSs, and distribute the green energy to other BSs in need of energy.
The above approximation analysis allows BPO problem in (16) to be decomposed into the following two consecutive steps.
Step I: With (23), the objective function in (16) becomes
Consequently, instead of identifying the energy flows among all BS pairs, the following naive power supplement scheme will minimize the total on-grid power consumption. 1) BS i, i ∈ B g , will simply forward all the remaining energy, E i − P i , to the green energy hub. 2) BS i, i ∈ B o , will draw at most (P i − E i )/(θ 0,i θ) amount of energy from the green energy hub.
With the above power supplement scheme, the BPO problem is expressed as the following weighted user-BS association (WUA) problem.
s.t. (17), (18), (19)
where i∈B g E i − P i is the total amount of power that BSs send to the green energy hub. Note that in the objective function of (24), there will be no on-grid brown energy consumption when i∈B
o , B g } will still be optimal.
Step II: The on-grid power consumption in (16) is further reduced by lifting the assumption of (23) . With the traffic load ρ and the power consumption P i returned by (24) , the BS energy sharing (BES) problem is designed to obtain the energy flows among all BS pairs.
s.t. (20) , (21),
The decomposition reduces the complexity of solving the BPO problem because in each step, only a subset of the variables needs to be optimized. Moreover, it increases the flexibility of the proposed wireless communications system to be accommodated by the smart grid.
For example, when BSs deposit and withdraw credits from the green energy hub in Fig. 3 , the credit is of common value to each BS. If smart grid schedules the locally available on-grid energy to the BSs that withdraw the credit, the second step is not needed. On the other hand, when the wired green energy transfer is scheduled by smart grid between the BS pairs, the on-grid power consumption of the network can be optimized by solving the problems in Step I and Step II sequentially.
IV. AN APPROXIMATE SOLUTION
In this section, heuristic algorithms are proposed to solve the WUA problem and BES problem.
A. Wired and Wireless Energy Transfer
For the mixed integer programming problem in (24), instead of iterating all possible B o and B g , we note that in order to reduce the on-grid brown power consumption of BSs in B o , the design of the optimal traffic load ρ has to reflect the following two schemes.
First, the green energy supplement scheme will try to decrease ρ i , i ∈ B g , so that more leftover green power, i.e., E i − P i , will be transferred to BSs in B o . The wired energy transfer directly balances the available green energy of each BS. On the other hand, the traffic offloading scheme will try to increase ρ i , i ∈ B g . It allows BSs with more green energy to serve more mobile users, and reduces the traffic load of BSs in B o . Since we assume power supplement and traffic offloading are both feasible in area A, how BSs choose the optimal traffic load and minimize the on-grid brown energy consumption depends on the energy loss factor of both methods. As compared with the wired energy transfer efficiency defined for power supplement in (9), the energy loss associated with traffic offloading is owing to the wireless channel gain.
As shown in Fig. 4 , with maximum SINR association scheme η(x), UE located at x is in the coverage of BS i * , i.e., the channel gain in (2) is g i * (x) = max i∈B g i (x). Suppose with the traffic offloading scheme, UE x is offloaded to BS i. With g i (x) < g i * (x), to serve the same traffic demand of UE x, BS i will spend more power than BS i * . The additional power consumption can be recognized as the power loss caused by the traffic offloading. Hence, in a way, traffic offloading can be considered as wireless transfer of energy from BS i to BS i * , and BS i * will use the received energy to serve the offloaded users. The "wireless energy transfer efficiency" defined for traffic offloading is also less than 1.
As shown in Fig. 5 , the wireless energy transfer efficiency will increase with traffic load ρ i * < ρ i * . In particular, with ρ
. So, offloading UE at x 2 will cost more energy than offloading UE at x 1 .
B. Analysis of the WUA Problem
By comparing the wireless energy transfer efficiency incurred by traffic offloading and the wired energy transfer efficiency via smart grid, we propose to find the traffic load ρ in (24) by sequentially optimizing the traffic offloading scheme and the green energy sharing scheme. First, when the wireless energy transfer efficiency is greater than the wired energy transfer efficiency, a BS's surplus green energy should be utilized to serve more user traffic. When the neighbors' nearby traffic is absorbed, the wireless energy transfer efficiency will be lower, and a BS's surplus green energy should be shared with other BSs via the smart grid.
The decoupling between wired and wireless energy transfer requires traffic load of each BS to be greater than a certain value, such that the energy loss caused by offloading (g i (x) < g i * (x)) is less than directly transferring energy from BS i to BS i * .
where ω = ( ω 1 , · · · , ω N ) ≤ 1 is the threshold set for the wireless energy efficiency in terms of traffic load, and ρ is the unbalanced traffic load, i.e., the traffic load of each BS when users are connected to BSs according to the maximum SINR association scheme η(x). The corresponding weighted user-BS association problem in (24) can be expressed as (18), (19) , (25), (26), (28) .
Lemma 3: The optimal traffic load ρ and the corresponding B o and B g for (29) must be the optimal solution to the WUA problem in (24) .
The proof of Lemma 3 is given in Appendix C. The lower bound of ρ i in (28) can be realized by setting a constraint on a user's minimum data rate at location x.
where r(η, x) is the data rate of a user located at x with user association scheme η, and r(x) = max i∈B r i (x) is denoted as the data rate of UE at x with the maximum SINR association scheme. 0 < ω < 1 is a linear coefficient that constrains the minimum data rate of a user at location x. By changing ω, we can limit the wireless energy transfer efficiency to be larger than θ. Note that (30) is consistent with the design of prevailing wireless access systems. In LTE systems, for example, to ensure the energy efficiency of base station and mobile devices, downlink sensitivity and uplink sensitivity are set such that a mobile user can only associate with the BSs to which the user's pathloss is smaller than the predefined thresholds [35] .
C. Solving the WUA Problem
In this section, we present the energy loss and latency aware (ELLA) user association scheme that solves the WUA problem in (29) . First, the constraints (18), (19) , (25) , and (26) in (29) can be converted back to the positive function in the objective function as follows.
s.t. (17), (28).
In the ELLA scheme, we approximate {P i − E i } + /θ 0,i as log(e (Pi−Ei)/θ0,i + 1), and approximately reformulate the WUA problem using the logarithmic barrier function [36] . Then, the approximate WUA (AWUA) problem is
where F (ρ) is the redefined objective function.
where t > 0 is a parameter that sets the accuracy of the approximation. The quality of the approximation increases as t grows.
Lemma 4: With
The convexity of F (ρ) can be proved by showing 2 F (ρ) > 0. To solve (32), the sub-gradient algorithm is adopted, in which the objective function F (ρ) will decrease as the traffic load ρ iterates in the descent directionρ(k)− ρ(k).
is the instantaneous traffic load at the k-th iteration. Moreover, 0 < ξ k < 1 is the step size calculated by BS via backtracking line search [36] , such that
where 0 < ζ < 0.5 is a constant, , denotes the inner product, and the gradient of the convex function F (ρ) at ρ(k) is
According to (4) , traffic load is a function of the binary UE-BS association indicator η(x). Defineη(x) as the association indicator for the instantaneous traffic loadρ(k):
Lemma 5: The following binary UE-BS association indicator will provide a descent direction at the k-th iteration.
0, else.
(37)
As illustrated in Appendix D, (37) is derived by finding a search direction which yields a negative inner product with F (ρ)| ρ=ρ(k) . The corresponding ELLA algorithm is given in Alg. 1. The convergence and optimality of the ELLA algorithm are presented in the following Theorems, which are proved in Appendices E-F.
Theorem 1: There exists a traffic load vector with
The traffic load vector ρ converges to the optimal traffic load vector ρ * that minimizes F (ρ).
Algorithm 1 ELLA Algorithm
Calculate temporary BS for UE located at x i * = arg max
Update UE-BS association indication function (39), 0 < ψ < 1 is a real number.
D. Solving the BES Problem
To obtain the optimal energy sharing among BSs, we use the optimal association scheme and corresponding power consumption obtained from the AWUA problem. Since (27) is known, the BES problem equals to the following linear programming problem that can be efficiently solved using an optimization software such as CVX [37] .
V. IMPLEMENTATION When jointly designing the BS operation and power distribution, the cooperation between wireless access networks and smart grid is essential. The following sections will introduce how to cooperatively implement both systems to realize the optimal performance.
A. Wireless Access Network Operation
To provide mobility support, the protocols of the current 3GPP LTE system has addressed mobility management issues such as searching for base station, cell reselection and handover decision parameters based on Reference Signal Received Power/Reference Signal Received Quality (RSRP/RSRQ), service cost, load balancing, and UE speed. For the cell selection and handover procedures, the radio Resource Control (RRC) protocol mandates that 1) UE measures downlink signal strength and processes the measurement result; 2) UE sends the measurement report to the serving base station; 3) the serving base station makes the cell selection or handover decision based on the received measurement reports [38] , [39] .
Distributive ELLA algorithm: To accommodate the user association protocol in the currently deployed wireless access networks, we propose to implement the ELLA scheme in a distributed fashion, which consists of a user side algorithm and a BS side algorithm.
As shown in Fig. (6) , the user side algorithm measures the instantaneous data rate r i (x) of the physical downlink shared channel and RSRP/RSRQ of the reference signals. The BS side measures the current traffic loadρ(k). Based on the measurements, the BS side decidesη(x), i.e., selects the optimal BS to minimize the objective function of the AWUA problem, and updates its advertised traffic load ρ(k + 1) for the future.
In order to guarantee convergence of the distributed user-BS association scheme, we assume that the time scale of the traffic arrival and departure process is faster relatively to that of BSs in advertising their traffic loads. In other words, BSs broadcast their traffic loads after the system exhibits the stationary performance.
We assume that all the BSs are synchronized and advertise their traffic loads simultaneously, and the time interval between two consecutive traffic load advertisements is defined as a time slot. Each time slot accommodates one iteration of the ELLA scheme. Moreover, the green energy generation rate is consistent during the time period of establishing a stable user-BS association. 3 
B. Smart Grid Operation
The traditional power grid model consists of power generation, transmission, dispatching and consuming links. For the market based power grid, the economic power dispatch model controls "the operation of generation facilities to produce energy at the lowest cost to reliably serve consumers, recognizing any operational limits of generation and transmission facilities" [41] . To integrate distributed harvested renewable energy with the grid, the green power dispatch function is continuously removing priority dispatch for brown energy sources, such as coal. It will be distributed into the emerging microgrids, which are small scale power systems with local generation resources, storage devices and loads [42] .
In particular, the communications network between the local energy harvester and microgrid controller is capable of exchanging data, and the controller will centrally make power scheduling calculations and manage the power flows in electric grids accordingly. Owing to the significant growth in the on-site renewable energy sources, a less complex distributed energy scheduling scheme has been developed to tap the distributed computing power of energy devices [43] .
Distributive Algorithm for the BES Problem: Once the traffic load of each BS converges to the optimal ρ, BSs in B g will forward all the residual green energy P i − E i into the grid, and BSs in B o will demand E i − P i amount of energy. The net energy metering will collect the data and transmit them to the deployed microgrid control center, where the optimal energy routing algorithm δ i,j is obtained by solving (40) .
VI. SIMULATION RESULTS
Simulations are set up to evaluate the performance of the proposed approximate solution in a mobile network with 12 BSs deployed in a 6km × 6km area. The BS's transmit power is P t i = 20 W . The BS's static power consumption is 700 W and β i = 500, i ∈ B [27] . We adopt COST 231 Walfisch-Ikegami [44] as the propagation model with 9 dB rayleigh fading and 5 dB shadowing fading. The carrier frequency is 2110 M Hz, the bandwidth is 5 M Hz, the antenna feeder loss is 3 dB, the transmitter gain is 1 dB, the noise power level is −104 dBm, and the receiver sensitivity is −97 dBm. The green energy generation rate is consistent during the simulation.
We compare the proposed algorithm with the green energy aware and latency aware (GALA) scheme [45] , which optimizes the user-BS association by considering both the green energy utilization and average traffic delivery latency. The energy-latency coefficient θ * ∈ [0, 1] in GALA balances the weight of the latency and green energy. When θ * is set as zero, the BS's desired traffic loads are its actual traffic loads without considering green energy. In this case, we consider the BS being latency-sensitive; otherwise, if θ * is equal to one, the BS's desired traffic loads are dominated by its green traffic capacity and thus the BS is energy-sensitive. More details of the GALA scheme is referred to [45] .
The convergence of the ELLA algorithm is shown in Fig. 7 , where the on-grid brown power consumption part in (33) is defined as follows
As we can see, at the beginning of the ELLA algorithm (the first 35 time slots), F (ρ) tends to infinity. This is because at the beginning of the ELLA algorithm, traffic demands are directed to the BSs with higher green energy generation rates, and thus these BSs' QoS constraints are violated. Since traffic loads concentrate on the BSs with higher green energy rates, the on-grid power consumption is low. Therefore, F (ρ) is small at the beginning of the ELLA algorithm. As the ELLA algorithm evolves, traffic demands are gradually offloaded from the congested BSs to other BSs until the BSs' QoS requirements are satisfied. The ELLA algorithm converges after around 40 time slots. The coverage area of the ELLA algorithm is shown in Fig. 8 . In associating users with BSs, the ELLA algorithm considers the energy efficiency of traffic offloading, the green energy generation rates, and the wired power transmission efficiency. By considering the wireless energy transfer efficiency of traffic offloading, the maximum coverage area of a BS is constrained. By accommodating the green energy generation rate and the wired power transmission efficiency, more traffic is directed to the BSs with higher green energy generation rate and power transmission efficiency. In this simulation, as compared with its neighboring BSs, the fifth BS has a higher green energy generation rate and power transmission efficiency. Thus, the fifth BS covers a relatively larger area.
Figs. 9 and 10 compare the on-grid power consumption and the traffic delivery latency of the ELLA and GALA algorithms, respectively. As shown in Fig. 9 , as compared with the GALA algorithm, the ELLA algorithm achieves additional on-grid power savings. The amount of power savings reduces as τ * decreases. When τ * = 8, the ELLA algorithm achieves about 150 W power savings as compared with the GALA algorithm. The power saving is not very significant because 1) we constrain the maximum coverage area of each BS to restrict the energy efficiency of traffic offloading being higher than that of sharing energy among BSs; 2) the GALA algorithm is also green energy aware and is designed to optimize the green energy utilization. In Fig. 10 , the traffic delivery latency of the ELLA algorithm is larger than that of the GALA algorithm because the ELLA algorithm aims to minimize the on-grid power consumption with a targeted traffic delivery latency while the GALA algorithm tries to optimize the trade-off between the on-grid power consumption and the traffic delivery latency.
By solving the BES problem, the optimal power sharing among BSs is derived. With the BS energy sharing, the net- work's on-grid power consumption is further reduced as shown in Table II . As compared with the GALA algorithm which only optimizes the BS operation, the proposed approximate solution to solve the BPO problem saves around 18% on-grid power.
VII. CONCLUSION
In this paper, we have proposed to jointly optimize the BS operation and power distribution for mobile networks powered by smart grid. The joint BS operation and Power distribution Optimization (BPO) problem is difficult to solve because of the highly coupling of the BS operation and the power distribution. We have proposed an approximate solution that solves the BPO problem, which saves about 18% on-grid power as compared with the solutions that only optimize the BS operation.
APPENDIX A PROOF OF LEMMA 1
The lemma can be proved by contradiction. Suppose for a given power consumption profile of each BS, i.e., P i , i ∈ B, BS i 1 will have to draw brown power from the grid, and then transmit it to other BSs. BS i 2 is one of the power supplement recipients from BS i 1 .
Then, the corresponding on-grid power consumption of BSs i 1 and i 2 are given in (42) , as shown at the bottom of the next page.
Next, we decrease δ i1,i by Δδ i1,i . The corresponding power consumption of the two BSs are updated as follows.
Since in (10), we have assumed the brown power flow within the smart grid should be optimal in terms of the power transmission efficiency, θ 0,i1 θ i1,i2 < θ 0,i2 , we can conclude that reducing δ i1,i2 will yield less
. This contradicts with the assumption and hence it is not optimal for BS i 1 to draw brown power from the grid and then transmit it to BS i 2 .
Consequently, there is no reason for any base station to provide brown energy supplement to other BSs.
APPENDIX B PROOF OF LEMMA 2
Lemma 2 can be proved using the technique similar to proving Lemma 1. BS i will first withdraw green energy from BS i 1 , and then transmit it to BS i 2 , as shown in Fig. 11 . The corresponding power consumption of those three BSs are given in (44) , as shown at the bottom of this page.
Next, we design two power shift schemes for the two cases. Case I: δ i2,i1 = 0. We decrease δ i1,i by Δδ i1,i . To keep the power consumption of BSs i 1 and i, the following power shift can be obtained.
Then, the corresponding power consumption of BS i 2 is updated as follows.
According to (10) ,
. This contradicts with the assumption.
Case II: δ i1,i2 = 0. We decrease δ i1,i by Δδ i1,i . To keep the power consumption of BSs i 1 and i, the following power shift can be obtained.
.
. This also contradict with the assumption.
To sum up, each BS will never receive green power supplement from one BS while providing power supplement to another BS.
APPENDIX C PROOF OF LEMMA 3 Lemma 3 is proved by the following two steps.
Step I: we prove that the optimal solution to the following problem must also be optimal for the original WUA problem in (24) . (18), (19) , (25), (26), (28) .
By comparing the objective functions and constraints of (24) and (47), we only need to prove that the optimal solution to (24) satisfies the newly added traffic load constraint in (28) . Suppose the optimal traffic load of BS i * of the original WUA problem is less than the threshold in (28) ,
Since ω i * ≤ 1, increasing ρ i * by Δρ i * is still feasible, i.e., meeting the latency ratio requirement in (17) .
Then, the traffic load of other BSs which serve the users in the coverage of BS i * will decrease by Δρ i , i ∈ B\i * . The increased traffic load will be less than the decreased traffic load because g i * (x) > g i (x).
The objective function of the WUA problem will change with Δρ i , as illustrated in (49), as shown at the bottom of the next page.
With i * ∈ B g , when ω i * is set to make sure the difference between Δρ i * and i∈B\i * Δρ i is big enough, (49) will yield smaller result for the WUA problem. The above results contradict with the assumption and hence the solution with ρ i * < ω i * ρ i * is not optimal. The objective function will decrease until ρ i * + Δρ i * ≥ ω i * ρ i * .
Step II: we prove the optimal solution to the redefined WUA problem in (29) must be the optimal solution to (47). Since the feasible area defined by the constraints of (29) and (47) are the same, to prove they have the same optimal solutions, we only need to prove that the optimal solution of the redefined WUA problem will result in the maximum i∈B g θ(P i − E i ), i.e., maximum i∈B g P i .
The traffic load requirement in (28) has imposed BSs with sufficient green energy to serve as many mobile UEs as possible, because offloading traffic has the highest energy transfer efficiency. So, to achieve the smallest i∈B o (P i − E i )/θ 0,i , i.e., smallest traffic load for BSs belonging to B o , there must be maximum i∈B g θ(P i − E i ). So, (28) eliminates i∈B g P i − E i in (47).
In conclusion, the WUA problem can solved by finding the optimal solution to (29) .
APPENDIX D PROOF OF LEMMA 5
Since F (ρ) is a convex function, the descent direction ρ(k) − ρ(k) should make an acute angle with the negative gradient as follows [36] .
where the gradient of F (ρ) at ρ(k) is (51), as shown at the bottom of this page, where f (ρ i (k)) = e β i ρ i (k)+P s i −E i θ 0,i . According to the definition of traffic load in (4), the following can be obtained.
To make the inner product in (52) negative, we need i∈B
The above inequality will hold when the binary UE-BS association indicator is set as follows: (34) is also equal to ρ * (k).
APPENDIX F PROOF OF THEOREM 2
According to (34) ,
Since 0 < ξ k < 1, andρ(k) − ρ(k) is the descent direction at ρ(k), we can get F (ρ)| ρ=ρ(k) , ρ(k + 1) − ρ(k) < 0
As we can see, ρ(k + 1) − ρ(k) also provides a descent direction of F (ρ) at ρ(k). This indicates F (ρ(k + 1)) < F (ρ(k)) until ρ(k + 1) = ρ(k).
According to [36, Ch. 9.3] , with a descent direction, linear convergence can be achieved such that ρ(k) converges to the optimal traffic load vector ρ * that minimizes F (ρ) at least as fast as a geometric series. By properly selecting the backtracking line search parameters ζ and ψ, the number of iterations required for the convergence can be reduced. However, how to optimize these two parameters is beyond the scope of this paper. 
