Introduction
We experience our environment via a continuous exchange between our different sense modalities in order to optimally plan and execute behavioral responses to these sensory signals.
Oftentimes signals from the environment are weak, noisy and ambiguous. As an example, while riding in a vehicle, retinal motion arises from self motion induced by locomotion, object motion evoked by independently moving objects (other vehicles or pedestrians), eye and head movements in order to monitor the surrounding traffic (e.g. oncoming vehicles, lead car, etc.) and accompanying vestibular and somatosensory sensations. The challenge the brain is confronted with is to analyze these incoming signals and extract an accurate representation of one's self moving in the environment. Multisensory integration of the different incoming sensory signals enhances our ability to more accurately represent the current scene, to draw conclusions about the nature of the objects that lead to these sensory signals and to execute the appropriate behavior to interact with animate (i.e. moving) and inanimate (i.e., stationary) objects in our environment, even when we ourselves are in motion (Sereno and Huang, 2014) . Such complex processing of sensory information from different modalities requires efficient integration to be able to respond quickly to the demands placed on us by our environment. Indeed impairment in any one of these sense systems can lead to maladaptation and thus suboptimal behavior (Andersen et al., 1997).
Self-motion perception involves the integration of sensory signals arising from the visual, vestibular, somatosensory and motor systems , Bremmer, 2011 , Britten 2008 , Greenlee, 2000 . To differentiate between the retinal image motion evoked by one's own movement from image displacements arising from object motion the brain needs to integrate signals related to head and body motion with motion signals of external objects. Linear acceleration or rotations of the head lead to changes in endolymph flow in the otoliths and semicircular canals of the vestibular organ (Barany, 1907; Lopez et al., 2012) . Optic flow, on the other hand, provides rich visual information above self motion in space (Koenderink, 1986) .
Since the eyes move with respect to the head and the head moves with respect to the trunk, the brain needs to parse these different signal sources to disambiguate self motion in space (i.e., heading; Gibson 1950) from object motion and retinal slip due to eye/head movements (Duffy, 2000 . The cortical representations of these visual, vestibular and somatosensory inputs, as well as their combinations, have been extensively studied (for reviews, Angelaki et al., 2011; Lopez & Blanke, 2011 , Hitier et al., 2014 . In this review we provide an update on progress in research that should deepen our understanding of how the brain combines multisensory cues to disambiguate motion signals arising when the organism itself is in motion.
In addition, we will also examine how eye movements affect perceived heading during selfmotion perception and how visual-vestibular cues for self motion modulate other sense modalities like touch. We focus primarily on our own results based on the methods we have available in our own laboratories.
Eye-movement invariant heading encoding in monkeys
Neurophysiological research over the past thirty years has shown in the animal model, i.e., the macaque monkey, how visual, vestibular, tactile and auditory signals interact to enhance and disambiguate the perception of heading during self-motion. Two cortical areas, i.e. the mediosuperior-temporal area (area MST) and the ventral intraparietal area (area VIP), proved to be of specific importance in this context. Neurons in area MST respond to visual and vestibular selfmotion signals (Duffy and Wurtz, 1991a, b; Lappe et al., 1996; Duffy, 1998; Bremmer et al., 1999; Page and Duffy, 2003; Yu et al., 2010) . Their causal role in heading perception has been confirmed by numerous studies (Gu et al., , 2008 (Gu et al., , 2010 (Gu et al., , 2012 Morgan et al., 2008) . Neurons in area VIP respond not only to visually simulated and real (vestibular) self-motion, but also to tactile and auditory stimulation (Duhamel et al., 1998; Ben Hamed et al., 2002; Schlack et al., 2002; Bremmer et al., 2002a, b; Avillac et al., 2005 Avillac et al., , 2007 . Behavioral experiments have likewise demonstrated a causal role of area VIP for heading perception (Zhang et al., 2004; Britten, 2008; Chen et al., 2013) . Importantly, functional equivalents of both areas have been identified in human visual cortex (area MST: e.g. Morrone et al., 2000; Dukelow et al 2001 and Huk et al. 2002;  area VIP: Bremmer et al., 2001; Sereno and Huang (2006) ; Wall and Smith, 2008) . Accordingly, a better understanding of the processing of self-motion information at the cellular level in the animal model will also advance our understanding of the same processes in humans.
Neurons in macaque areas MST and VIP integrate visual and vestibular self-motion signals with extraretinal or eye-movement information to dissociate self-induced motion from object motion (area MST: e.g. Bradley et al., 1996; Shenoy et al., 1999; Upadhyay et al., 2000; area VIP: Zhang and Britten, 2011 (Bremmer et al., 2010; Kaminiarz et al., 2014) . More specifically, we asked if such neurons would keep their heading selectivity regardless of whether or not the retinal flow resulting from a simulated forward motion was disturbed by superimposed simulated eye movements of various gains.
We performed single unit recordings in three awake, behaving monkeys (Macaca mulatta). All procedures were in accordance with published guidelines on the use of animals in research (European Communities Council Directive 86/609/ECC). Experimental methods followed standard procedures that were described in detail in (Bremmer et al., 2009 (Bremmer et al., , 2010 Morris et al., 2012, and Kaminiarz et al., 2014) . Optic flow stimuli were back projected onto a tangent screen (90° x 90°) 48 cm in front of the monkey and simulated self-motion of a virtual observer over an extended horizontal plane located 37cm below eye-level. Stimuli simulated self-motion at 1m/s in one of three directions: 30° to the left, straight-ahead, and 30° to the right. These three selfmotion directions were combined with three different gains of simulated eye movements: Gain = 0.0 (fixed gaze), Gain = 0.5 (aiming at the natural viewing behavior as indicated by Lappe et al., 1998) , and Gain = 1.0 (imitating perfect tracking of a stationary target on the ground plane).
These nine different stimulus conditions were presented in pseudo-randomized order across trials and were combined with blocks of trials during which the animals were allowed to perform spontaneous, unrestrained eye movements. Here, the same three different self-motion directions as in the simulated eye-movement condition were presented in pseudo-randomized order.
We recorded 84 MST neurons and 68 VIP neurons from three awake behaving monkeys. About three quarters of the cells revealed a significant stimulus driven response: 64/84 = 76% in area MST and 48/68 = 71% in area VIP (ANOVA on ranks, 9 degrees of freedom [df], p<0.05). An example for a response of a neuron from area VIP is shown in Figure 1 . The left column shows schematically three of the nine optic flow fields presented to the monkeys. Stimuli represent selfmotion to the left, in each row superimposed with one of the three simulated eye-movement behaviors. The resulting flow fields differed markedly, while heading direction, as indicated by the tip of the arrow, was always the same. The right column depicts the responses of a VIP neuron for the three self-motion directions combined with the three eye-movement behaviors.
The neuron responded strongly for self-motion to the left (indicated by the green response curves), irrespective of the underlying simulated eye-movement. Medium responses were observed for movement straight-ahead (blue response curves), while movement to the right (red response curves) induced in all three eye-movement conditions inhibition of the ongoing activity with respect to baseline (Mann-Whitney rank test, p<0.001). Responses for a given self-motion direction did not differ across eye movement conditions (ANOVA on ranks, 2 df, p>0.05 for each of the three heading directions). Accordingly, this neuron's heading tuning was invariant with respect to the simulated smooth eye-movement.
In order to quantify heading at the population level, we ranked the response strength of each individual neuron for a given self-motion direction across the three simulated eye-movement conditions. Firing rate was determined from a fixed response window covering the whole stimulus duration (2500 ms), shifted by an estimated response latency of 100ms. To give an example, responses shown in Figure 1 were quantified as follows: discharges in the 'no eye movement condition' (Gain = 0.0) were strongest for leftward heading (rank = 1), medium for straight-ahead movement (rank = 2) and lowest for rightward heading (rank = 3). The two other simulated eye-movement conditions (Gain = 0.5 and 1.0) resulted in the same rank order. Hence, the rank-orders for leftward, straight-ahead and rightward self-motion were <1-1-1> (leftward), <2-2-2> (straight-ahead), and <3-3-3> (rightward), respectively. For a given heading direction, this ranking procedure theoretically could result in 3*3*3=27 different outcomes, which we termed rank-order triplets. Three of them were unique (<1-1-1>, <2-2-2>, and <3-3-3>), corresponding to an expected frequency of (1/27)*100% = 3.7% for each of them. Figures 2A and 2B show the distribution of the observed rank-order triplets for areas MST (light orange) and VIP (light green) as well as average data ( Figure 2B , light blue). Given data from 64 MST neurons and 48 VIP neurons, this resulted in a set of n = 64*3 + 48*3 = 336 triplets. Peak average discharges for identical heading directions (i.e., triplet <1-1-1>) were observed in 60/336 = 17.9% of the cases. Weakest discharges for identical headings (<3-3-3>) occurred in 62/336 = 18.4% of the cases and medium discharges for identical headings (<2-2-2>) occurred in 44/336 = 13.1% of the cases. Each of these rank-order triplets indicates the invariance of a neuron's heading response with respect to simulated eye movements. Considering the occurrence of these three triplets together, eye-movement invariances were found in 168/336 = 49.4% of the cases. This proportion was significantly larger than would have been expected, if responses for a given heading direction across the different eye-movement conditions had been independent (χ 2 = 117.5, 1 df, p<0.001). Importantly, we found this over-representation of eye- These ranks were obtained from long response-windows (2500ms). In everyday life, such an integration time would be far too long to be functional during navigation. We hence were interested to determine, how long the neurons would take to establish these response patterns.
The time-courses for eye-movement invariance <1-1-1> and a random distribution <1-2-3> are shown in Figures 2C and 2D . For increasingly longer integration windows, exponential functions with time constants tau in the order of 400ms could be significantly fitted to the data.
In the single-cell example shown in Figure 1 , responses for leftward heading were strongest for all three simulated eye-movement conditions. This VIP neuron was recorded from a monkey's right hemisphere. Based on this finding, we were interested to determine whether or not such tuning for contraversive heading was representative for the populations of neurons in both areas.
We determined for each simulated eye-movement condition the distribution of response maxima, -insert Figure 1 about hereForty-nine neurons from area MST and 37 neurons from area VIP were recorded for a sufficiently long time to investigate the self-motion tuning also during real eye movements. In blocks of trials, we removed the central fixation point. As expected from the literature (e.g. Lappe et al., 1998) , optic flow stimuli elicited spontaneous eye-movements that often followed the visual motion experienced along the direction of gaze. We ranked also the responses during these real eye-movements (not shown here). The resulting ranks were combined with the rank-order triplets from the simulated eye-movement condition, resulting in rank-order quadruplets ( Figure   2E ). In area MST, we found a coincidence of heading preferences for simulated and real eye movements (rank-order quadruplet <1-1-1-1>) in 20 out of 147 cases (13.6%). The weakest response for a given heading direction (<3-3-3-3>) was observed in 19/147 = 12.9% of the cases.
A medium response for a given heading (<2-2-2-2>) was found in 13/147 = 8.8% of the cases.
Each observed number of cases of the three eye-movement invariances occurred significantly more often than would have been expected if tunings had been distributed uniformly (smallest χ 2 value = 8.5, 1 df, p<0.005). A similar result was obtained from the population of VIP neurons.
Here, response peaks for a given heading direction were observed in 16/111 = 14.4% of the cases.
Medium and weakest responses for a given heading direction were found in 18/111=16.2% and 10/111=9% of the cases, respectively. Again, each of these proportions differed significantly from a uniform distribution (smallest χ 2 value = 5.64, 1 df, p<0.03). Considering both areas together, eye-movement invariances (<1-1-1-1>, <2-2-2-2>, and <3-3-3-3>) were found in 96/257 = 37% of the cases, i.e. more often than expected if responses across eye movement conditions had been independent (χ 2 = 87.81, 1 df, p<0.001).
Eye movements induce predictable distortions of the retinal image. Also from a system's point of view, visual consequences of real eye movements are predictable by means of efference copy or corollary discharge signals (von Holst and Mittelstaedt, 1950; Sperry, 1950) . These signals could be used to obtain a net signal of optic flow as induced purely by self-motion. Such a compensatory mechanism, however, was not possible for simulated eye movement conditions, for which distortions were not predictable. Hence, we were interested in the question, if we could find any indication for predictive signals during real eye movements and (if so) how they would be represented at the neural level. As a first step, we determined for each of the three heading directions the median firing rates as obtained in the four different eye movement conditions. For area MST, for none of the three heading directions a difference in response strength during real and simulated eye-movements was found (repeated measures ANOVA on ranks, 3 df. Left:
p>0.4, straight-ahead: p>0.2, and right: p>0.9, respectively). For area VIP, this was also true in almost all of the cases. Only for rightward heading, average discharges during real eye movements were significantly smaller than during simulated eye movements with Gain = 1.0 and 0.0 (each: p<0.05).
-insert Figure 2 about hereIn a second step of our population analysis, we computed for each eye-movement condition the response modulation (RM), i.e. the difference between the maximum (preferred heading) and the minimum response (non-preferred heading. Figure 2F ). For the population of VIP neurons, most data points fell below the identity line (χ 2 = 13.89, 1 df, p<0.001). This means that in most cases, RM during simulated eye-movements was larger than during the real eye-movement, which is indicative of an efference copy signal reducing response modulations during real eye-movements.
An analogue result was obtained for area MST (χ 2 = 3.98, 1 df, p<0.05).
Gibson (Gibson, 1950) proposed that the visual flow in the optic field surrounding a moving observer contained sufficient information to estimate heading just from invariances in the flow pattern itself. His further suggestion, however, that the focus of expansion in the flow is such an invariant is problematic, since in everyday life the optic flow as sensed by the eyes is superimposed with tracking eye movements which distort the flow structure and degrade the focus of expansion ( Figure 3 ). Such eye movements are reflexively induced by the flow itself, and attempt to stabilize the foveal and parafoveal image (Lappe et al., 1998 Wei and Angelaki, 2006) . Human observers can estimate heading from such complex spiraling flow fields in the absence of a focus of expansion (Warren and Hannon, 1988; Van den Berg, 1993) .
We have used the simulated eye movement technique (Warren and Hannon, 1990) to show that neurons in macaque areas MST and VIP respond selectively to heading irrespective of the occurrence of tracking eye movements. Crucially, this invariant response was derived from purely visual mechanisms. Such invariant heading responses require complicated visual tuning of heading detectors. The receptive field (RF) structure of MST and VIP neurons is not fully understood but known to be complex (MST: Yu et al., 2010 , VIP: Chen et al., 2014 . The existence of neuronal mechanisms that determine heading visually from distorted flow fields was proposed in several neural models for heading detection Rauschecker, 1993, 1994; Perrone and Stone, 1994; Beintema and Van den Berg, 1998) . Curiously, these models share the prediction of a bi-circular (RF) structure (Beintema et al., 2004 ). It will be interesting to see how the receptive fields of invariant heading detectors in areas MST and VIP are structured.
In addition to compensatory mechanisms based purely on visual information, we also found evidence for non-visual or extraretinal signals being involved in self-motion processing. In blocks of trials, monkeys were allowed to freely move their eyes. This resulted typically in reflexive eye-movements being composed of slow tracking phases and fast resetting eye movements. Here, different from the simulated eye-movement conditions, eye movement signals (efference copy or corollary discharge) were available. Such extraretinal signals are thought to help dissociating self-induced from externally induced motion (Galletti et al., 1990; Erickson and Thier, 1991; Sommer and Wurtz, 2008) . We observed an implicit neural signature of such predictive processing. Response modulation (RM) between strongest and weakest discharges was generally smallest for the real eye-movement condition as compared to all simulated eyemovement conditions. We suggest that this reduced response modulation is indicative of predictive processing of visual motion information: in the simulated eye-movement condition the response modulation would encode both, the eye-movement induced and the self-motion induced visual signal. On the contrary, the response modulation in the real eye-movement condition would indicate only the net visual signal resulting from the (simulated) self-motion. Further experiments, however, are needed to test this hypothesis.
In our studies, we tested MST and VIP neurons for their responses to simple radial flow fields and to distorted flow fields that simulated an eye movement during self-motion. In half of the cases cell responses compensated for such distortion and kept the same heading selectivity irrespective of the simulated eye movement. Response modulations, i.e., differences between the strongest and the weakest heading response for a given eye-movement condition, were smaller during real as compared to simulated eye movements. This latter finding is indicative of predictive mechanisms involved in the processing of visual self-motion information. Functional equivalents of macaque areas MST and VIP have been identified in humans (Bremmer et al., 2001; Greenlee, 2000; Wall and Smith, 2008) . We therefore suggest that eye-movement invariant heading encoding is also at play in the human sensorimotor system during visually based navigation.
Behavioral studies in humans Visuo-Vestibular Crossmodal Aftereffects in Self-motion Perception
Numerous psychophysical studies have investigated how visual and vestibular signals contribute to self-motion perception , MacNeilage et al., 2010 Fetsch, Turner et al. 2009 , Cardin and Smith 2010 , Cuturi and MacNeilage 2013 , Ni, Tatalovic et al. 2013 , Frank, Baumann et al. 2014 , de Winkel, Katliar et al. 2015 , but less research has examined adaptation or calibration across these signals. Characterizing perceptual adaptation provides unique insight into both the architecture and dynamics of physiological processes underlying perception. In particular, extensive research on the visual motion aftereffect, caused by adaptation to a constant visual motion stimulus, has shown that visual motion processing depends on opponent motion channels that adapt with particular temporal dynamics (Sutherland 1961 , Barlow and Hill 1963 , Barlow 1990 ). This finding, in turn, has been related to changes in response properties of visual-motion-sensitive neurons thought to underlie visual motion perception (for a review: Mather, Pavan et al. 2008) . Similar insights have resulted from characterization of motion aftereffects in other modalities, including auditory (Grantham and Wightman 1979, Shu, Swindale et al. 1993) , tactile (Watanabe, Hayashi et al. 2007 ) and vestibular modalities (Crane 2012, Coniglio and Crane 2014) . Following this reasoning, it seems likely that adaptation of visual-vestibular neural populations devoted to the "process" of self-motion estimation (e.g. in area MSTd) could similarly result in aftereffects that transfer between visual and vestibular modalities. Evidence in favor of such visual-vestibular crossmodal aftereffects has been described in several previous reports.
For example, Brandt and coworkers (1974) presented subjects with prolonged (5 seconds to 15 minutes) visual-only stimulation inside a rotating drum that induced the illusion of circular selfmotion (i.e. vection). When the visual stimulation stopped and the light was extinguished subjects reported an "after-sensation" of self-motion in darkness in the direction opposite the previously experienced illusory self-motion, and they also exhibited an afternystagmus (Kommerell and Thiele 1970) , which agreed with the perceptual aftereffect.
More recently, Seno, Ito et al. (2010) explicitly asked subjects to rate the strength and duration of the self-motion aftereffect after exposure to sustained visual stimulation simulating linear selfmotion which was long enough to elicit vection. They reported persistence of vection in the same direction as the adapted one. The problem with subjective reports is that they do not allow quantification of the aftereffect magnitude and may be vulnerable to biases induced by experimental instructions (for a recent comparsion of vection onset latency and strength for 3D
and head-mounted displays see Riecke and Jordan, 2015) . These findings are highly suggestive but they provide only a subjective measure of aftereffect strength.
A more objective approach was taken by Crane (2013) . In this experiment, subjects were seated on a motion platform experienced small forward or backward movements and had to indicate the direction of the movement, i.e. two-alternative-forced choice, a common method in vestibular psychophysical experiments (Benson, Kass et al. 1986 , MacNeilage, Banks et al. 2007 , Grabherr, Nicoucar et al. 2008 , Crane 2012 . The magnitude and direction of the movement was varied from trial to trial in order to find the movement that was equally likely to elicit a forward or backward response. This stimulus magnitude is known as the point of subjective equality (PSE) and indicates the stimulus perceived equal to zero motion. Prior work (Crane 2012 ) had shown systemic shifts in the PSE when the movement was preceded on each trial by an adapting vestibular stimulus, suggestive of a within-modality vestibular motion aftereffect. However when the adapting stimulus consisted of visually-simulated self-motion only, no shift of the PSE, and therefore no crossmodal aftereffect, was observed. This result was somewhat surprising given reports of visually induced self-motion aftereffects by Brandt and Seno.
Comparisons across studies suggests that an adapter duration longer than 1.5 sec used by Crane (Fig. 3A) . In the main experiment an adapter duration of 15 secs was used.
Optic flow simulated either forward or backward self-motion at 3 m/s through a 3D cloud of randomly placed triangles, each with 0.5 cm base and height. Immediately after the optic flow adapter was extinguished, the platform moved either forward or backward and subjects indicated the direction they perceived. Movement magnitude and/or direction was varied from trial to trial according to an adaptive procedure (Kontsevich and Tyler 1999) . A total of 50 trials were collected per condition and psychometric functions were fit to estimate the PSE. Trials with forward and backward adaptation were collected in separate blocks. In addition, a baseline condition with no visual adaptation was run in a separate block to quantify any pre-existing biases in fore-aft self-motion perception.
-insert Figure 3 about here -
Results for the baseline condition show no significant shift in PSE whereas significant shifts are observed when a 15 sec visual adaptation stimulus is presented before each trial (Fig. 3B ). These shifts indicate the amount of movement needed to cancel the self-motion aftereffect. The direction of the shifts suggests aftereffects in the direction opposite the simulated visual selfmotion such that a movement in the same direction as the adaptation stimulus is required to cancel the aftereffect. In additional conditions, shorter duration adapters were used but no crossmodal aftereffects were observed (Fig. 3C) suggesting that not just vection (elicited after ~7 sec) but sustained vection (e.g. following a 15-sec stimulus) is required in order to elicit these aftereffects.
A trivial explanation of the crossmodal aftereffect is that a visual motion aftereffect is influencing the subsequent perception of self-motion via purely visual pathways. Indeed, recent results show that visual motion aftereffects (i.e. illusory visual motion), rather than real visual motion, are sufficient to elicit postural sway responses (Holten, van der Smagt et al. 2014) . To examine this possibility, Cuturi & MacNeilage (2014) also measured the standard visual motion aftereffects in response to the same adaptation stimuli by presenting a test stimulus consisting of visual rather than physical motion. However, the magnitude of the visual and self-motion aftereffects were found to be uncorrelated across subjects (Fig. 3D ) supporting the conclusion that the crossmodal aftereffects are not simply a secondary consequence of a visual motion aftereffect leading to perceived self-motion.
These behavioral findings inform our understanding of physiological substrates of self-motion perception. Aftereffects are thought reflect neural calibration to steady stimulation by way of suppressed neural responses to the adapted stimulus (Sutherland 1961 , Barlow and Hill 1963 , Barlow 1990 ). Crossmodal aftereffects prove that this calibration is transferred from the visual to the non-visual (most likely vestibular; Valko, Lewis et al. 2012 , Priesol, Valko et al. 2014 domain. They provide a measure of the magnitude and temporal dynamics of visual-vestibular interaction at the level of the neurophysiological substrates of self-motion perception. Critically, because aftereffect strength is measured by finding the stimulus necessary to cancel the aftereffect, results can be more directly related to degree of neural suppression (i.e. the inverse of neural activation elicited by the cancellation stimulus). With this tool in hand it is possible to probe the system more deeply to investigate, for example, how interaction, quantified by strength of crossmodal transfer, depends on features of the visual stimulus other than duration, such as field of view, speed, contrast, movement direction, etc.
To identify the neurophysiological substrate of the crossmodal aftereffect, it would be necessary to combine behavioral measurements with neurophysiological techniques. In particular, it would be interesting to identify physiological modulations that correlate with aftereffect strength, either across subjects or across conditions. Future research taking advantage of neural recordings in animal models, brain imaging and/or stimulation techniques could reveal more details about the neural interconnections and temporal dynamics behind the crossmodal aftereffect, thus providing a more comprehensive understanding of the neural substrates of self-motion perception.
Self-motion perception and visuo-vestibular-somatosensory interactions
The vestibular system is tuned to detect self-motion, and vestibular signals are integrated with additional information in the form of visual optic flow, as well as tactile and auditory cues (Cohen et al., 1981; Probst et al., 1985; Lackner and DiZio, 2005; Prsa et al., 2012) . Such integration is necessary for navigating in the environment by detecting changes in the supporting surface, shifts of body weight, perceiving head orientation on the trunk as well as distinguishing object motion from self-motion (Mergner et al., 1983; Mergner and Rosemeier, 1998; Wexler et al., 2001) . The reviewed research explores multisensory integration of vestibular cues in the form of passive whole body rotations, visual stimuli in the form of optic flow, and tactile stimulation.
Extending previous work that has shown visual and vestibular cues for heading to be optimally integrated Butler et al., 2010) , we recently demonstrated similar integrative mechanisms for visual and vestibular cues in the case of angular self-motion (Prsa et al., 2012) .
In several experiments participants were seated in a human motion platform, which delivered rotation stimuli, while observing a 3-D display delivering a visual stimulus (optic flow). Three conditions were tested: unimodal vestibular (yaw rotations); unimodal visual (yaw rotations simulated by visual optic flow; stationary motion platform); bimodal condition (visual and vestibular rotations occurred simultaneously in opposing directions). On each trial two consecutive rotations of one type (visual, vestibular, or bimodal) were presented and participants had to judge whether the first rotation was bigger or smaller than the second. The results show that participants' discrimination thresholds were always better in the bimodal as compared to the unimodal conditions. In addition, participants' performance in the bimodal empirical condition was predicted by a Bayesian optimal observer model. Thus, participants optimally integrated visuo-vestibular cues signaling self-rotations. In an additional experiment we also demonstrate that visual and vestibular cues are fused, whereby the access to the individual cues is lost and only the integrated percept is retained (Prsa et al., 2012) . To further explore the limits of visuovestibular integration we tested the impact of additional conflicts between visual and vestibular self-rotation cues. Research in other sensory modalities (such as vision, audition and touch) has
shown that multisensory integration is altered when conflict is introduced between the two cues, and can even break down when the conflict is substantial (Wallace et al., 2004; Roach et al., 2006) . We investigated whether under comparable visuo-vestibular conflicts for idiothetic selfmotion cues (which are never in conflict under natural circumstances) integration still occurs.
Performing the task described above (using vestibular yaw rotation) we now tested a visual stimulus simulating rotation either around the roll axis (experiment 1) or the pitch axis (experiment 2). The results in Figure 4 show that participants optimally integrated the conflicting cues in both experiments and thus despite the axial visual-vestibular incongruency . Multisensory integration is thought to occur when a common cause is inferred for the cues (Körding et al., 2007) . It is possible that despite the directional conflict a common cause was attributed to the visual and vestibular cues through the formation of a subjective percept of some untested intermediate (e.g. diagonal) direction of self-motion, thus resolving the conflict (in fact, one of our subjects spontaneously reported this). Alternatively, multisensory integration could also occur because, despite directional conflict along the axis of rotation, other characteristics of the two cues were not in conflict, such as their identical motion profile, their angle of rotation and their speed. Thus, visuo-vestibular combinations remain optimally integrated, possibly due to the functional necessity of merging multiple information sources for an adequate estimation of selfmotion.
-Insert Figure 4 about hereAnother important source for computing self-motion, as well as balance maintenance, is provided by the tactile system (Mergner and Rosemeier, 1998) . Moreover, do vestibular or visuo-vestibular stimuli modulate touch? Vestibular effects on touch were first documented in patient studies, where caloric vestibular stimulation (CVS) was shown to transiently improve hemianaesthesia (Vallar et al., 1990; Bottini et al., 2005) . Subsequent studies confirmed this result in healthy volunteers, demonstrating that CVS and galvanic vestibular stimulation (GVS) improved tactile sensitivity (Ferrè et al., 2011; Ferrè et al., 2013a) . CVS and GVS represent, however, a highly artificial way to stimulate the vestibular system and simultaneously activate other processing pathways, such as touch and pain. Our work explored whether natural vestibular stimulation in the form of passive whole-body rotations achieved the same effect of improving tactile sensitivity. Yaw-rotation using the above-described motion platform also allowed us to explore whether a spatial attentional component could play a role in the vestibular-tactile effects previously observed (Bottini et al., 2013; Ferrè et al., 2013b) . While participants received yawrotation, they also received near-threshold tactile stimuli at their index fingers ( Figure 5, A) . On every trial a tactile stimulus would either be delivered to the left or the right finger, or no stimulation would occur (catch trials). We tested three conditions: a no-rotation baseline; a congruent condition (where the rotation was in the direction of the finger stimulated); and an incongruent condition (where the rotation was in the direction opposite to the finger stimulated).
If attention mediated vestibulo-tactile interactions, higher tactile sensitivity would be expected in the congruent condition with respect to the incongruent condition. Our results show improved tactile sensitivity during rotation, independently of congruency, as compared to the no-rotation baseline ( Figure 5 , B) (Ferrè et al., 2014) . Thus, natural vestibular stimulation improves tactile detection and this effect is independent of spatial attention. Note that previous work employing CVS and GVS could not precisely control for spatial attention: the lateralised thermal and tactile stimulation produced by CVS and GVS could orient spatial attention thus indirectly improving tactile detection. The natural vestibular stimuli used here provide an input signal, which is balanced between the two hemispheres and affects somatosensation in a spatially unspecific way.
-Insert Figure 5 about hereMultisensory integration and mandatory fusion of visual and vestibular cues as well as vestibulartactile interactions are largely driven by the functional necessity for accurate self-motion perception, gaze stabilisation and balance maintenance (Mergner and Rosemeier, 1998; Wexler et al., 2001) . Next to self-motion perception, these processes are also important for the perception of one's body in space allowing self-identification with one's body, as well as the construction of a first-person perspective (Ionta et al., 2011; Pfeiffer et al., 2013; Pfeiffer et al., 2014) 
Functional MRI studies of Vestibular and Visuo-vestibular processing in Humans
Brain imaging studies of vestibular and visuo-vestibular functions have been hindered by the simple fact that the participant's head should not move during imaging. Artificial stimulation of the vestibular nerve can be achieved by galvanic vestibular stimulation (GVS; Smith et al., 2012) or by caloric vestibular stimulation (CVS; techniques. Below we summarize recent findings using these two techniques to investigate how vestibular stimulation modifies responses in visual areas to visual motion. Using these techniques we can also explore areas that integrate visual and vestibular cues for self-motion perception. Several authors have previously used GVS in conjunction with fMRI (e.g. Lobel et al, 1998; Stephan et al, 2005) . GVS results in activation of a fairly consistent and well-defined set of cortical regions. The work reported here focussed on area hMST (human MST) because MSTd is a key area for visual-vestibular interaction in macaques (Gu et al, 2006; Takahashi et al, 2007; Fetsch et al, 2013) . Area hMST can be defined by dividing the MT complex into two sub-regions on the basis that one portion (hMT) responds mainly to contralateral stimuli but the other (hMST)
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responds well also to ipsilateral stimuli. The relationship between hMST and macaque MSTd is unclear and hMST defined in this way may in reality contain more than one functional region, but this definition of hMST has been widely used and provides a starting point for vestibular studies.
In a study in which GVS was delivered in complete darkness, Smith et al (2012) explored whether hMT and hMST respond to vestibular stimulation. Three other visual areas were also examined, all areas that are implicated in processing visual cues to self-motion, namely VIP, CSv and V6. These can all be identified based on the fact that they respond well to a standard optic flow stimulus but respond less well or not at all to an array of flow stimuli (Wall & Smith, 2008; Cardin & Smith, 2010) . As in the case of hMST, there are uncertainties about the relationships between some of these areas and their macaque counterparts. VIP corresponds to human VIP of Bremmer et al (2001) but it is not certain that this is functionally homologous with macaque VIP and it is unclear how it maps onto alternative classifications of visual areas in the human intraparietal sulcus. Human V6 probably corresponds well to macaque V6, but V6 as defined with a flow localizer may also include V6A (Pitzalis et al, 2013 (Pitzalis et al, , 2015 . CSv was first defined in the human brain and a homologue has not so far been identified in macaques. Figure 6A shows the locations of all these visual regions in the brain of a typical participant. Figure 6B shows, again for one participant, that vestibular activity is present in hMST.
In a group of participants, vestibular activity was usually present in hMST but, without exception, it was absent in hMT. Vestibular activity was also seen quite strongly and consistently in CSv and sometimes also in VIP. It was not seen in area V6, suggesting that human V6 is not involved in processing vestibular signals, or at least not the analysis of roll. When vestibular activity was present in hMST, it did not fill the hMST region of interest as defined visually but was only evident in the anterior part of it (as in Figure 6B ). This is consistent with the idea that hMST encompasses more than one functional region and suggests that not all sub-regions have vestibular input. It is possible, though a matter of speculation, that the part of hMST that has vestibular responses might correspond to macaque MSTd, the part that has vestibular responses in macaques.
The work of Smith et al. (2012) identifies three cortical regions that respond to both visual and vestibular stimuli: hMST, CSv and VIP. A fourth such is area PIC, which was not studied by Smith et al (2012) but was shown by to respond to both types of stimulus. The presence of both types of response does not necessarily imply that integration occurs. Nonetheless, these areas are candidates for visual-vestibular interactions. There is good evidence from Angelaki's group (reviewed by Fetsch et al, 2013 ) that integration occurs in macaque MSTd. In a series of studies, they moved the animal to create vestibular activity and also presented visual cues to self-motion. They found that many MSTd cells are tuned for direction of self-motion. Some have the same preferred direction for both visual and vestibular stimulation, suggesting that these neurons may be integrating the two signals, and detailed analysis showed that direction tuning is often better during combined stimulation than for either modality alone, a signature of integration.
They found other MSTd cells that were tuned for direction in both modalities but with opposite direction preferences, indicating antagonistic comparison of visual and vestibular signals, perhaps used for discounting self-motion when assessing object motion. Similar cells exist in macaque VIP and also in VPS, which may be a homologue of human PIC.
-Insert figure 6 about hereTo study visual-vestibular interactions with fMRI, Billington & Smith (2015) developed a nulling procedure. They presented participants with a circular patch of white dots on a black background, with all visual cues from the surroundings occluded. In the real world, when one's head moves, the image of a stationary object will move across the retina. If the head is moving yet the retinal image is static, the object must be moving (in synchrony with the head). Consequently, the illusion of self-motion from GVS caused the static patch of dots in this study to appear to move. The dominant sensation from GVS is roll so the patch of dots, which was centrally fixated, appeared to rotate about its centre. Billington & Smith now physically rotated the dots in the opposite direction, so as to cancel the illusory motion ( Figure 6C ). They then conducted an fMRI experiment in which this nulled motion was presented. They also employed a second condition in which the direction of the physical motion was reversed, so that instead of cancelling the illusory motion, it summed with it. Allowance was made for the effect of VOR when equating retinal motion. Thus, the two stimulus conditions had exactly the same retinal motion and exactly the same vestibular motion, the only difference between them being the relative phase of the two sinusoidal motions. One condition was perceived as stationary, because the two signals cancelled, and the other appeared to be moving quite strongly. This raises the interesting question of whether cortical activity during the nulled condition follows what is perceived or what is happening on the retina. It was found that in all four areas (hMST, hVIP, CSv, PIC), the BOLD response was similar in the two conditions. Retinal motion always caused cortical activity, whether or not the motion was perceived, and no cortical region was found that was active only when motion was perceived.
Given similar response amplitudes for the two conditions, Billington & Smith were able to look at whether the responses to the two stimuli could be distinguished with multi-voxel pattern analysis (MVPA). If they could be distinguished (classified) based on differences in the pattern of activity across voxels in a given cortical area, this would suggest the existence of neurons that are not only responsive to both visual and vestibular stimuli but are also sensitive to the relative phase in which the two stimuli are presented. Conceptually, the two conditions correspond to the congruent and opposite conditions used by Angelaki's group, so applying MVPA should probe whether a given visual/vestibular area has two neural populations, one with congruent and one with opposite direction preferences. Figure 6D summarizes the results. In hMST, classification performance reached about 75% correct, where chance performance is 50%. This suggests that human MST does indeed contain neurons that are responsive to both modalities and are sensitive to whether the stimuli are in the same or opposite phase, like those in macaque MSTd. There were two other areas that showed this property, namely VIP and PIC. As a control, the authors looked at primary visual cortex (V1), which is not thought to receive vestibular signals, and found as expected that performance was at chance. They also found that it is at chance in CSv, suggesting that this area perhaps does not integrate the two signals, or at least not in the same way as hMST, VIP and PIC, even though both senses are represented.
In summary, human cortical visual areas hMST, hVIP, CSv and PIC, but not MT or hV6,
show vestibular responses. Areas hMST, hVIP and PIC, but not CSv, appear to integrate visual and vestibular cues to direction of self-motion and may contain neurons with direction preferences that are congruent in some cases and opposite in others.
Organization of human vestibular cortex in lateral sulcus studied with fMRI and caloric vestibular stimulation
The posterior lateral sulcus (also called posterior sylvian fissure) and its surrounding regions (perisylvian cortex) are the major sites of the cortical vestibular network in humans (Lopez and Blanke, 2011; Dieterich & Brandt, 2015) . Although the exact location remains disputed, several imaging studies in humans (for meta-analyses see: Lopez et al., 2012; zu Eulenburg et al., 2012) indicate that the central hub of vestibular processing in this network is in an area referred to as parieto-insular vestibular cortex (PIVC). However, it remains an open question, which other areas belong to the vestibular network in posterior lateral sulcus, and which role they play for vestibular processing.
Previous imaging studies have reported distributed activations in lateral sulcus during vestibular stimulation (e.g., Fasold et al., 2002; Dieterich et al., 2003) , extending into the posterior end of the sulcus. Interestingly, imaging studies employing visual motion stimuli found evidence for visual motion processing at this posterior site as well, in a region referred to as the posterior insular cortex area (PIC) (Beer et al. 2009; Biagi et al. 2015; Claeys et al. 2003; Orban et al. 2003; Sunaert et al. 1999) . The location of PIC suggests that it might also be part of the vestibular network but this hypothesis has not been tested in the past.
Therefore, as a first step to understanding the organization of the vestibular network in the sylvian fissure, we explored the sensitivity of area PIC to caloric stimuli Frank et al., in prep.) . If PIC is part of the vestibular network it should respond to vestibular information.
Participants were in supine position with eyes open in the MRI-scanner (3-Tesla Siemens Allegra) and fixated on a static point in the screen center, while caloric vestibular stimulation (CVS) was performed. For CVS we used a custom-built MRI-compatible, micro-pump system, where hot (48°C), cold (5°C), or neutral (30°C) water flowed through left and right ear pods leading to differential caloric vestibular stimulation conditions (see .
Periods of bithermal stimulation were always followed by periods of neutral stimulation (warm on both sides). During each trial, participants indicated the presence or absence of self-motion sensations and, if present, the main direction of self motion. The fMRI BOLD response was contrasted between conditions of caloric and neutral stimulation.
Area PIC was localized using its known responsiveness to visual stimuli. Therefore, in a separate experiment, periods with purely (100%) coherent motion vs. static dots were presented (for more information see .
PIC could be localized in all participants using the visual motion localizer. An example of one participant is presented in Figure 7a . After localizing PIC, we could determine its responses to vestibular stimulation. The results showed that PIC was significantly activated during CVS . Example activations in one participant are presented in Figure 7b .
Based on these results we conclude that area PIC, in addition to the already known PIVC, appears to be part of the cortical vestibular network in lateral sulcus and plays a role in the integration of visual and vestibular motion cues for the perception of self motion. The responsiveness to visual motion sets it apart from area PIVC that does not respond to visual motion (primates: Chen et al. 2010 ) and might even be suppressed by visual motion cues (humans: Brandt et al. 1998; Deutschländer et al. 2002; Dieterich et al. 1998; Kleinschmidt et al. 2002) . Therefore, previously reported activations in posterior lateral sulcus during self motion induced by visual motion (e.g. Cardin & Smith, 2010; Huang et al., 2015; Uesaki & Ashida, 2015) might be identified with PIC, or at least partially overlap with PIC, rather than PIVC.
In conclusion, we find evidence for a more complex organization of vestibular cortex in posterior lateral sulcus. In addition to area PIVC, there is at least one other area, named PIC, that responds to visual and vestibular motion, presumably supporting the integration of motion-information from the visual and vestibular senses. Future experiments might investigate if other vestibular areas exist in the vicinity of PIVC and PIC and further clarify the organization of the vestibular network in posterior lateral sulcus.
-insert figure 7 about here -
Conclusions
The findings reviewed above suggest that sensory signals about self motion are integrated over visual, vestibular, somatosensory and motor systems. To differentiate between self and object motion the brain integrates signals arising from the vestibular system and compares them with those stemming from retinal displacements and from other sensory systems. Since the eyes within the head are also in relative motion, corollary discharge signals arising from the motor commands to move the eye in a certain direction in space with a specific velocity also need to be taken into account when calculating self-motion in space. Using a simulated eye movement technique, we showed above that neurons in areas MST and VIP appear to be able to discount the retinal displacements during eye movements when calculating the focus of expansion of optic flow fields (see Figure 1) . Moreover, prolonged stimulation with directed motion in the one sensory system can lead to aftereffects of in the same or other sensory modality, leading to a prominent (but illusory) sensation of self motion in a direction opposite that of the adapting direction 
