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We consider the extended Hubbard model and introduce a corresponding Heisenberg-like problem written
in terms of spin operators. The derived formalism is reminiscent of Anderson’s idea of the effective exchange
interaction and takes into account nonlocal correlation effects. The results for the exchange interaction and spin
susceptibility in the magnetic phase are expressed in terms of single-particle quantities. This fact can be used not
only for realistic calculations of multiband systems, but also allows to reconsider a general description of many-
body effects in the most interesting physical regimes where the physical properties of the system are dominated
by collective (bosonic) fluctuations. In the strongly spin-polarized limit, when the local magnetic moment is
well-defined, the exchange interaction reduces to a standard expression of the density functional theory that has
been successfully used in practical calculations of magnetic properties of real materials.
The theory of magnetism is one of the most attractive and
discussed areas of physics. An additional interest to this topic
is heated up by the theoretical prediction [1] and experimen-
tal observation [2–4] of topologically stable skyrmionic spin
textures that are intensively studied nowadays in the context
of spintronics and magnetic data storing [5–7]. Also, a correct
account for spin excitations is important for realization of Ki-
taev spin model [8, 9] and its practical application in the Ma-
jorana quantum computers [10–15]. A quantitative descrip-
tion of the mentioned effects requires the knowledge of the
exchange interaction between two spins. However, this prob-
lem is challenging when applied to many magnetic materials
that are by definition strongly correlated quantum systems.
Originally, the development of the theory of exchange in-
teractions in solids and molecules was based on the Heitler-
London theory of the hydrogen molecule [16]. It has been
demonstrated, however, in the early 60’s by Freeman and Wat-
son [17] that this theory, being applied to ferromagnetic transi-
tion metals, gives a completely wrong order of magnitude and
even an incorrect sign of the exchange parameters. For mag-
netic insulators, a semi-empirical theory of exchange interac-
tions has been developed in the 50’s, known as Goodenough-
Kanamori-Anderson rules [18–21], however, it was not quan-
titative. An analysis of “superexchange” in particular com-
pounds always assumed some model considerations, that is,
the importance and non-importance of specific intermediate
states. When the density functional theory (DFT) became the
base of microscopic quantum theory of molecules and crys-
tals [22–24] the most straightforward way to estimate the ex-
change interactions was simply the calculation of the total
energy difference between ferromagnetic and antiferromag-
netic phases. This assumes the applicability of the Heisen-
berg model, which is frequently not the case, especially for
itinerant electron systems [24–27].
A general, model-independent and parameter-free method
to calculate exchange interactions within DFT was suggested
in Refs. [28–30] based on the “magnetic local force theo-
rem”. It is based on the consideration of second-order vari-
ations of the total energy with respect to small rotations of
magnetic moments starting from equilibrium ground states.
Later this approach was generalized to strongly correlated sys-
tems [31, 32] (within the framework of dynamical mean-field
theory (DMFT) [33, 34]), magnetic systems out of equilib-
rium [35], and relativistic magnetic interactions, such as the
Dzyaloshinskii-Moriya interaction [36–38]. This theory was
successfully used for many calculations of real systems, such
as magnetic semiconductors [39], molecular magnets [40, 41],
ferromagnetic transition metals [42, 43] and half-metallic fer-
romagnets [44].
Despite the success of this approach its conceptual status
remains unclear. Indeed, a mapping from DFT or from a
Hubbard model to the Heisenberg model is in general im-
possible; exchange interactions obtained from the magnetic
force theorem are classical and dependent on the magnetic
configuration (see, e.g. [45]). Their relation to observables
is not very clear; strictly speaking, only the spin-wave stiff-
ness constant in ferromagnets is a well-defined quantity since
we can be sure that in the limit of slow times and large spa-
tial scales the phenomenological Landau-Lifshitz equations
are correct. This was emphasized already in the first pa-
per [28]. Observables are directly related to the dynamic
magnetic susceptibility, but to establish relations between the
magnetic local force approach and the standard language of
response functions is not an easy problem. It was solved only
within the local spin-density approximation in DFT [46] and
within the time-dependent mean-field approach in the Hub-
bard model [47]. However, most of the interesting magnetic
materials are strongly correlated systems, and these approx-
imations seem to be insufficient (or, at least, not completely
justified) to describe spin dynamics.
In this Letter we show that the extended Hubbard Hamil-
tonian can be mapped onto an effective Heisenberg model.
Inspired by the Dual Boson (DB) formalism [48–51] we con-
struct a bosonic model, whose interaction is reminiscent of
Anderson’s superexchange mechanism [52, 53]. Importantly,
the derived formalism remains applicable not only in the
strongly localized regime and allows the description of every
magnetic system with a well-defined local magnetic moment.
Moreover, the presence of the latter allows to reveal a general
way of the description of a complicated quantum many-body
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2problem in terms of single-particle quantities with the use of
Ward identities [54, 55].
Effective s-d model — We consider the action of the ex-
tended Hubbard model for correlated electrons,
S = −
∑
k,ν,σ
c∗kνσ
[
iν + µ − εk
]
ckνσ (1)
+ U
∑
q,ω
n∗qω↑nqω↓ +
1
2
∑
q,ω,ς
ρ∗ ςqω
[
Vq
]
ςς
ρ ςqω.
Here c∗kνσ (ckνσ) are Grassmann variables corresponding to
creation (annihilation) of an electron with momentum k,
fermionic Matsubara frequency ν and spin σ labels. The label
ς = {c, s} depicts charge c and spin s = {x, y, z} degrees of
freedom, so that U corresponds to local Coulomb interaction,
[Vq]cc = Vq and [Vq]ss = −Jdq/2 describe nonlocal Coulomb
and direct ferromagnetic exchange interactions, respectively.
Here, we also introduce bosonic variables: ρ ςqω = n
ς
qω − 〈n ςqω〉,
where nςqω =
∑
kνσσ′ c∗kνσσ
ς
σσ′ck+q,ν+ω,σ′ is the charge (ς = c)
and spin (ς = s) density of electrons with the momentum q,
bosonic frequency ω and Pauli matrices σς = {1,σs}.
Expressing the effective exchange interaction in terms of
correlation functions is a nontrivial task, since it is not an
observable. Furthermore, in the strongly correlated regime
charge and spin fluctuations are entangled in a complicated
way. Both challenges can be approached within the Dual
Boson formalism [48–51], since it naturally separates charge
and spin degrees of freedom by representing them in terms of
bosonic fields entering an effective action. To this aim one
splits the lattice action (1) into the local impurity problem of
the extended dynamical mean-field theory (EDMFT, [56–61])
and the remaining non-local part, which is a bilinear function
of c∗(c) and ρ variables. Within the DB approach this remain-
ing part is decoupled by two Hubbard-Stratonovich transfor-
mations, thus introducing dual fermionic f ∗ ( f ) and bosonic
φ fields. Then, the initial fermionic degrees of freedom c∗ (c)
can be integrated out, leading to the interaction part W˜[ f , φ] of
the resulting dual action being expressed in terms of the full
vertex functions of the local impurity problem (for details see
Suppl. Mat. [62]). Thus, by construction, local correlations
are already embedded into the bare propagators and interac-
tions of the DB problem, which is very convenient for practi-
cal calculations. In the following we restrict ourselves to the
lowest order terms in W˜[ f , φ] stemming from the four-point
γνν′ω and three-point γνω vertices [62].
Dual fields f ∗ ( f ) and φ have no direct physical interpreta-
tion, but this fact does not represent a significant obstacle for
the calculation of physical observables, since there is an exact
connection between dual and lattice quantities [48–51]. How-
ever, for our goal of deriving an effective bosonic model that
describes initial (lattice) degrees of freedom it is crucial to for-
mulate the problem in terms of bosonic fields that have a clear
physical meaning. To remedy this problem, we perform the
reverse Hubbard-Stratonovich transformation for the bosonic
variables φ introducing fields ρ¯. In this we were inspired by
works of Dupuis [63–65], where a similar trick was performed
for fermionic degrees of freedom. After integrating over dual
bosonic fields φ one gets the following action reminiscent of
the s-d model [62]
Ss-d = −
∑
k,ν,σ
f ∗kνσG˜
−1
0 fkνσ −
1
2
∑
q,ω,ς(′)
ρ¯∗ ςqω
[
XE
]−1
ςς′ ρ¯
ς′
qω + W. (2)
Here, XE is the EDMFT susceptibility and G˜0 is the nonlocal
part of the EDMFT Green’s function. Importantly, after all
transformations the field ρ¯ indeed has the same physical mean-
ing as original composite bosonic field ρ of the lattice prob-
lem (1) as shown in [62]. The decisive advantage of the vari-
able ρ¯ is that it can now be treated as the elementary bosonic
field that has a well-defined propagator and is independent
of fermionic degrees of freedom c∗ (c). Remarkably, W[ f , ρ¯]
keeps the practical form of the dual interaction W˜[ f , φ] with
the replacement of bosonic variable φ→ ρ¯, although the four-
fermionic term is modified under these transformations. As
we argue in [62] and numerically check below, in the case of
well-developed bosonic fluctuations this modification results
in the corresponding contribution to the interaction W[ f , ρ]
becoming negligibly small and the latter takes the simple form
W[ f , ρ] ' ∑k,q ∑ν,ω,ς γ ςνω ρ∗ ςqω f ∗kνσ fk+q,ν+ω,σ′ . At last we men-
tion, that the fermionic degrees of freedom are kept in the dual
space, which will prove to be useful to discriminate between
local and nonlocal contributions to the lattice susceptibility.
Magnetic susceptibility — In order to design an effective
Heisenberg model for spin degrees of freedom, one has to as-
sume that the local magnetization 〈m〉 = 2 〈S z〉 is described
well at the dynamical mean-field level and fluctuations re-
vealed by the system beyond EDMFT are mostly bosonic. In
order to have well-defined local magnetic moment, the effec-
tive impurity model has to be considered for the spin polarized
state. For easier description, one can transform spin variables
from s = {x, y, z} to s = {+,−, z} basis with S ± = (ρx ± iρy)/2.
In the spin-polarized case charge and spin z channels are yet
entangled, but the ± spin channel can be separated in the
collinear case [66, 67]. Thus, for the correct description of
the spin fluctuations, one may consider correlations only in
the ± spin channel and the contribution of the z channel to the
exchange interaction can be later restored from symmetry ar-
guments. For simplicity, ± spin labels are omitted wherever
they are not crucial for understanding.
Now, one can integrate out fermionic degrees of freedom in
the effective action (2) and get the following spin model
Sspin = −12
∑
q,ω
S −qω
[
X −+qω
]−1
S +−q,−ω + h.c. (3)
A first approximation for the magnetic susceptibility Xqω can
be obtained for the case when the interaction W[ f , ρ¯] contains
only the three-point vertex γ±νω, as discussed above. Therefore,
the expansion of the partition function of the action (2) up to
the second order with respect to bosonic fields gives [62][
X(2)qω
]−1
= Jdq + Λω + χ
−1
ω − Π˜(2)qω. (4)
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FIG. 1. (Color online) The antiferromagnetic phase of the half-
filled Hubbard model. Squares mark where calculations were done,
the red color depicts the magnitude of the magnetic moment 〈S z〉 and
the asterisk marks the Ne´el temperature TN ≈ 0.186. The inset shows
the total DOS at β = 6, 7 and 10 for U = 5.
Here, Λω and χω are the bosonic hybridization function and
susceptibility of the impurity problem, respectively. Also,
Π˜
(2)
qω =
∑
k,ν
γ−ν+ω,−ω G˜k+q,ν+ω↑G˜kν↓ γ
+
ν,ω = (5)
is the second order polarization function [49]. Note that a con-
serving description of spin fluctuations is given by the two-
particle ladder approximation of the magnetic susceptibility
provided by the ladder DB approach [50] that accounts for
the four-fermionic contribution in W[ f , ρ¯] and treats bosonic
hybridization Λ as a constant [55][
Xladdqω
]−1
= Jdq + Λ +
[
XDMFTqω
]−1
. (6)
Here, XDMFTqω = χω + χωΠ˜
ladd
qω χω is the DMFT- [33, 34], or
DΓA-like [68] susceptibility written in terms of local two-
particle irreducible four-point vertices and lattice Green’s
functions. Π˜laddqω is the dual polarization in the ladder form [62,
69] that contains Π˜(2)qω as the lowest order term. Therefore,
the hybridization Λ plays the role of the Moriyaesque λ cor-
rection that was introduced in DΓA [70] by hand similarly
to the Moriya and Kawabata theory of weak itinerant mag-
nets [71, 72] and now is derived analytically.
Importantly, the expressions for the magnetic susceptibil-
ity (4) and (6) can be drastically simplified to be applicable
for realistic multiband calculations, for which the two-particle
quantities can hardly be obtained. As it was discussed above,
the system with a well-defined local magnetic moment ex-
hibits mostly bosonic fluctuations. Therefore, one can expect
that local vertex functions are mostly described by the bosonic
frequency ω, while the dependence on fermionic frequencies
ν, ν′ is negligible and can be averaged out. In order to per-
form this averaging consistently, it is carried out using the
local Ward identities [54, 55], which leads to the following
approximation of three-point vertex [62]
γ+νω = γ
−
ν+ω,−ω ' χ−1ω + δΣνω ' χ0 −1ω (7)
Here, χ0ω =
∑
ν gν+ω↑gν↓ is the bare spin susceptibility, gνσ
and Σνσ are the full Green’s function and self-energy of the
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FIG. 2. (Color online) Real part of the four-point vertex γνν′ω in the
± spin channel at U = 5 for three different temperatures (cf. marked
points in Fig. 1). The plot shows γνν′ω as a function of ν for fixed
ω and ν′. Diamonds and squares show data for ω = ω0 and ω1,
respectively. Red (ω0) and blue (ω1) lines serve as guides to the eye,
lighter colors indicate larger ν′. Black circles and lines show γν〈ν′〉ω,
which does not depend on ν′.
impurity problem and δΣνω = (Σν+ω↑ − Σν↓)/ 〈m〉. Therefore,
exploiting the system being in the magnetic phase allows to
rewrite the complicated many-body problem (1) in a much
simpler form of Eq. 2 introducing bosonic fields that corre-
spond to the collective magnetic fluctuations. In this case, the
expression for the corresponding fermion-boson coupling γ±νω
can be in drastically simplified (7), leading to a similar ex-
pression that was recently postulated in [73] and numerically
checked using brute force calculations [74].
Exact numerical solution — In order to exemplify the above
approximations we consider the half-filled Hubbard model (1)
(Vq, Jdq,Λ = 0) on the hypercubic lattice in infinite dimen-
sions. In this case, the exact result for the magnetic suscepti-
bility is known to be given by the DMFT expression (6) and
can be compared to the simplified result of Eq. 4. At low tem-
peratures this system favors antiferromagnetic (AFM) order
over paramagnetism as shown in the phase diagram in Fig. 1.
The local four-point vertex γνν′ω is measured at U = 5 for
the three temperatures marked in Fig. 1, roughly below the
maximum of the AFM dome, where TN ≈ 0.186 is obtained
using DMFT [62]. As the temperature is lowered from β = 6
to 10, the magnetization increases from 〈m〉 ' 0.42 to 0.84.
We validate in Fig. 2 that at large magnetization the depen-
dence of the four-point vertex γνν′ω on fermionic frequencies
ν, ν′ is small. Consequently, one may indeed use the approxi-
mated form of the vertex γνν′ω ' γν〈ν′〉ω, which leads to Eq. 7.
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FIG. 3. (Color online) Spin susceptibility components Xhomω and X
off
ω
as a function of the Matsubara frequency (triangles). Squares and
circles show the simplified form of the magnetic susceptibility (4).
The single red triangles indicate expression for the magnetic suscep-
tibility in the case of the truncated ladder (see text). The parameters
of this figure correspond to the bottom panel of Fig. 2.
We evaluate Eq. (6) in the AFM phase at the q = 0 point
of the reduced Brillouin zone. The transversal susceptibil-
ity is a 2 × 2 matrix with the homogeneous susceptibility
Xhom(ω) as a diagonal element [75]. Fig. 3 shows Xhom(ω),
which is real, as well as the off-diagonal element Xoff(ω). Re-
markably, despite the approximation of the vertex functions,
Xhom(ω , 0) = 0 and Xoff(ω , 0) = −2i 〈m〉 /ω hold to very
good accuracy, which are exact constraints due to global spin
conservation [62].
At U = 5 the eigenvalue of the ladder Eq. (6) correspond-
ing to Xhom(ω = 0) is large (' 0.715). Therefore, one can
not approximate the polarization Π˜laddqω by the second order ex-
pression Π˜(2)qω in Eq. 6. The corresponding approximation for
<Xhom(ω = 0) and =Xoff(ω = 2piβ) is marked in Fig. 3 with
open triangles and indeed clearly distinguishable from Eq. (6).
Nonetheless, the simplified expression for magnetic sus-
ceptibility X(2) (4) with the vertex approximation (7) shows
a good agreement with Xladd (6). Importantly, the approxima-
tion for the magnetic susceptibility obtained in Eq. 4 should
not be confused with the truncation of the ladder equation,
even though it formally uses the same quantity Π˜(2)qω. The good
agreement of the simplified result X(2) with the much more ad-
vanced ladder approximation (6) shows that the bosonic fluc-
tuations indeed dominate in the polarized regime of the impu-
rity model, which was assumed while deriving Eq. 4.
Classical Heisenberg Hamiltonian — Although the ac-
tion (3) is general and can be used for the description of quan-
tum effects in terms of susceptibilities, at low temperatures it
can be mapped onto an effective classical Heisenberg Hamil-
tonian Hspin = −∑q Jq Sq S−q that describes small spin fluc-
tuations around the AFM ground state [29]. To this aim, spin
variables S ±qω in (3) are replaced by classical vectors Sq of the
length 〈S z〉 and the contribution from the z spin channel is re-
stored from the requirement of rotational invariance. Then, an
effective exchange interaction Jq can be defined as a nonlocal
part of the inverse spin susceptibility at the zero bosonic fre-
quency [31]. Thus, the effective exchange interaction that cor-
responds to the simplified form of magnetic susceptibility (4)
reads
Jq = J
d
q −
∑
k,ν
γ−ν,ω=0 G˜k+q,ν↑G˜kν↓ γ
+
ν,ω=0, (8)
while the exchange interaction in the ladder approximation is
detailed in [62]. This result reminds of Anderson’s idea of
the superexchange interaction [52, 53]. Indeed, the first and
the second term in Eq. 8 describe the direct ferromagnetic and
kinetic antiferromagnetic exchange interactions, respectively.
As a result, in the strongly localized regime and in the case
of antiferromagnetic dimer the kinetic part of the exchange
interaction takes the well-known form J = −2t2/U [62].
It is worth mentioning that the three-point vertex γν,ω that
enters the kinetic part of the exchange interaction describes
the total spin splitting. In the spin polarized case one can
again use the simplified form of the vertex function (first ap-
proximation in Eq. 7). In the strongly polarized regime the
potential contribution to the spin splitting δΣνω is much larger
than the kinetic one χ−1ω . Therefore, the latter can be neglected
and the result for the exchange interaction (8) reduces to the
expression obtained in [31] that was successfully applied to
the description of many realistic systems [39–44]. Note that
in [31] the exchange interaction was derived assuming the
existence of the collinear spin ground state, while here we
show that the limit of applicability of the derived expression
is much broader. If the dependence of the three-point vertex
on the fermionic frequencies is fully disregarded (second ap-
proximation in Eq. 7), the exchange interaction reduces to the
“Hartree-Fock” approximation Jq = χ0 −1ω=0 X
0
q,ω=0 χ
0 −1
ω=0 [62]
derived in [76].
Conclusion — To conclude, here we derived the action for
effective s-d and Heisenberg-like problems for the extended
Hubbard model. We observed that by virtue of a local Ward
identity the vertex functions of the impurity model can be well
approximated, provided its weak dependence on the fermionic
frequencies. Our results show that this criterion is indeed sat-
isfied in the AFM phase of the Hubbard model in infinite
dimensions when the staggered magnetization is sufficiently
large. As a consequence, it is possible to obtain the magnetic
susceptibility without a costly measurement of the impurity
vertex functions, which is very useful for the realistic multi-
band calculations. For the considered parameters this approx-
imation becomes accurate enough to reach an agreement with
the global spin conservation. In finite dimensions this is of im-
portance for a sound description of magnon spectra in accord
with Goldstone’s theorem. In the classical limit, the derived
spin action reduces to an effective Heisenberg Hamiltonian.
In the spin-polarized case the result for the kinetic part of the
effective exchange interaction simplifies to the expression de-
rived in [31], which is argued to be a good approximation for
the case of many real materials. We believe that this approx-
imation can be applied in different and, in particular, more
realistic contexts. We further speculate that similar approx-
imations could prove valuable in any physical regime where
it can be argued that the behavior of the vertex functions is
strongly dominated by the transferred momentum.
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7Supplemental Material for
“Effective Heisenberg model and exchange interaction for strongly correlated systems”
EFFECTIVE SPIN PROBLEM FOR THE EXTENDED HUBBARD MODEL
Here we explicitly derive a spin problem for the extended Hubbard model and obtain magnetic susceptibility. For this reason,
let us consider the following action written in momentum space
S = −
∑
k,ν,σ
c∗kνσ
[
iν + µ − εk
]
ckνσ + U
∑
q,ω
nqω↑n−q,−ω↓ +
1
2
∑
q,ω,ς
ρ∗ ςqω
[
Vq
]
ςς
ρ ςqω. (9)
Here, c∗kνσ (ckνσ) are Grassmann variables corresponding to creation (annihilation) of an electron with momentum k, fermionic
Matsubara frequency ν and spin σ. Quantities εk and [Vq]ςς are the Fourier transforms of the hopping amplitude and nonlocal
part of an interaction written in the matrix form, respectively. The label ς = {c, s} depicts the charge c and spin s = {x, y, z}
degrees of freedom, so that U and [Vq]cc = Vq describe the local and nonlocal parts of the Coulomb interaction respec-
tively, and [Vq]ss = −Jdq/2 is the nonlocal direct ferromagnetic exchange interaction. The latter ensures the following form
of the Heisenberg Hamiltonian H = −∑q Jdq S qS −q. Here, we also introduce bosonic variables ρ ςqω = n ςqω − 〈n ςqω〉, where
nςqω =
∑
kνσσ′ c∗kνσσ
ς
σσ′ck+q,ν+ω,σ′ is the charge (ς = c) and spin (ς = s) density of electrons with the momentum q, bosonic
frequency ω and Pauli matrices σς = {1,σs}.
Following the standard procedure of the Dual Boson theory [48–51], the lattice action is divided into the local impurity Simp
and nonlocal Srem parts as
Simp = −
∑
ν,σ
c∗νσ
[
iν + µ − ∆ν
]
cνσ + U
∑
ω
nω↑n−ω↓ +
1
2
∑
ω,ς
ρ∗ ςω
[
Λω
]
ςς ρ
ς
ω, (10)
Srem = −
∑
k,ν,σ
c∗kνσ
[
∆ν − εk
]
ckνσ +
1
2
∑
q,ω,ς
ρ∗ ςqω
[
Vq − Λω
]
ςς
ρ ςqω +
∑
q,ω,ς
j ∗ ςqω ρ
ς
qω, (11)
where we introduced fermionic ∆ν and bosonic [Λω]ςς hybridization functions and sources j
ς
qω for bosonic variables. Since here
we consider a spin-polarized case of local impurity model, the fermionic hybridization function ∆νσ becomes spin-dependent.
The partition function of our problem is given by the following relation
Z =
∫
D[c∗, c] e−S, (12)
where S is the lattice action introduced in Eq. 9. Using a matrix form of the Hubbard–Stratonovich transformation of the
remainder term Srem (11) one can introduce dual fermionic f ∗, f and bosonic variables φ ς
exp
∑
k,ν,σ
c∗kνσ[∆νσ − εk]ckνσ
 = D f
∫
D[ f ∗, f ] exp
−∑
k,ν,σ
(
f ∗kνσ[∆νσ − εk]−1 fkνσ + c∗kνσ fkνσ + f ∗kνσckνσ
) , (13)
exp
 ∑q,ω,ς(′) 12 ρ∗ ςqω
[
Λω − Vq
]
ςς′
ρ ς
′
qω
 = Dφ
∫
D[φ] exp
− ∑q,ω,ς(′)
(
1
2
φ∗ ςqω
[
Λω − Vq
]−1
ςς′
φ ς
′
qω + φ
∗ ς
qω ρ
ς
qω
) , (14)
where terms D f = det(∆νσ − εk) and D−1φ =
√
det[Λω − Vq] can be neglected when calculating expectation values. Rescaling
fermionic fields on the Green’s function gνσ of impurity problem (10) as f ∗kνσ → f ∗kνσg−1νσ and fkνσ → g−1νσ fkνσ, and bosonic field
on the susceptibility [χω]ςς′ as φ
∗ ς
qω → φ∗ ς
′
qω [χω]
−1
ς′ς, and shifting bosonic variables, the nonlocal part (11) of the lattice action (9)
transforms to
SDB = −
∑
k,ν,σ
f ∗kνσg
−1
νσ[εk − ∆νσ]−1g−1νσ fkνσ +
∑
k,ν,σ
[
c∗kνσg
−1
νσ fkνσ + f
∗
kνσg
−1
νσckνσ
]
+
∑
q,ω,ς(′)
φ∗ ςqω
[
χω
]−1
ςς′ ρ
ς′
qω
− 1
2
∑
q,ω,ς(′)
(
φ∗ ςqω − j∗ ς
′
qω
[
χω
]
ς′ς
) [
χω
]−1
ςς′′
[
Vq − Λω
]−1
ς′′ς′′′
[
χω
]−1
ς′′′ς′′′′
(
φ ς
′′′′
qω − [χω]ς′′′′ς′′′′′ j ς′′′′′qω ) . (15)
8Now, the initial degrees of freedom can be integrated out with respect to the impurity action (10) in the following way∫
D[c∗, c] exp
−∑i S iimp −
∑
k,ν,σ
[
c∗kνσg
−1
νσ fkνσ + f
∗
kνσg
−1
νσckνσ
]
−
∑
q,ω,ς(′)
φ∗ ςqω
[
χω
]−1
ςς′ ρ
ς′
qω
 =
Zimp × exp
−∑k,ν,σ f ∗kνσg−1νσ fkνσ − 12
∑
q,ω,ς(′)
φ∗ ςqω
[
χω
]−1
ςς′ φ
ς′
qω − W˜[ f , φ]
 , (16)
where Zimp is a partition function of the impurity problem. Here, the interaction part of the action W˜[ f , φ] is presented as an
infinite series of full vertex functions of impurity problem (10) as discussed in [48, 50]. The lowest order interaction terms are
following
W˜[ f , φ] '
∑
k,k′,q
∑
ν,ν′,ω
∑
σ(′),ς(′)
(
φ∗ ςqωγ ςνω f
∗
kνσ fk+q,ν+ω,σ′ −
1
4
γσσ
′σ′′σ′′′
νν′ω f
∗
kνσ fk+q,ν+ω,σ′ f
∗
k′+q,ν′+ω,σ′′ fk′ν′σ′′′
)
, (17)
where the full three-point vertex function (and its Hermitian conjugate) is defined as
γ ςνω =
∑
ς′
[
χω
]−1
ςς′
〈
ρ ς
′
ω cνσ c
∗
ν+ω,σ′
〉
imp
g−1νσ g
−1
ν+ω,σ′ =
∑
ς′
〈
cνσ c
∗
ν+ω,σ′ ρ
ς′
ω
〉
imp
[
χω
]−1
ςς′ g
−1
νσ g
−1
ν+ω,σ′ , (18)[
γ ςνω
]∗
= γ ς
∗
ν+ω,−ω =
∑
ς′
〈
cν+ω,σ′ c
∗
νσ ρ
∗ ς′
ω
〉
imp
[
χω
]−1
ς′ς g
−1
ν+ω,σ′ g
−1
νσ.
The full four-point vertex determined in the particle-hole channel is equal to
γσσ
′σ′′σ′′′
νν′ω =
〈
cνσc
∗
ν+ω,σ′cν′+ω,σ′′c
∗
ν′σ′′′
〉
c imp
g−1νσ g
−1
ν+ω,σ′ g
−1
ν′+ω,σ′′ g
−1
ν′σ′′′ . (19)
Therefore, the initial lattice problem (9) transforms to the following dual action
S˜ = −
∑
k,ν,σ
f ∗kνσg
−1
νσ[εk − ∆νσ]−1g−1νσ fkνσ +
∑
k,ν,σ
f ∗kνσg
−1
νσ fkνσ +
1
2
∑
q,ω,ς(′)
φ∗ ςqω
[
χω
]−1
ςς′ φ
ς′
qω + W˜[ f , φ] (20)
− 1
2
∑
q,ω,ς(′)
(
φ∗ ςqω − j∗ ς
′
qω
[
χω
]
ς′ς
) [
χω
]−1
ςς′′
[
Vq − Λω
]−1
ς′′ς′′′
[
χω
]−1
ς′′′ς′′′′
(
φ ς
′′′′
qω − [χω]ς′′′′ς′′′′′ j ς′′′′′qω ) .
In order to come back to the original bosonic variables, one can perform the third Hubbard-Stratonovich transformation as
exp
12 ∑q,ω,ς(′)
(
φ∗ ςqω − j∗ ς
′
qω
[
χω
]
ς′ς
) [
χω
]−1
ςς′′
[
Vq − Λω
]−1
ς′′ς′′′
[
χω
]−1
ς′′′ς′′′′
(
φ ς
′′′′
qω − [χω]ς′′′′ς′′′′′ j ς′′′′′qω )
 = (21)
Dρ¯
∫
D[ρ¯] exp
− ∑q,ω,ς(′)
(
1
2
ρ¯∗ ςqω
[
Vq − Λω
]
ςς′
ρ¯ ς
′
qω − φ∗ ςqω [χω]−1ςς′ ρ¯ ς′qω + j ∗ ςqω ρ¯ ςqω)
 .
Comparing this expression to the Eq. 11, one can see that sources j∗ ςqω introduced for the initial degrees of freedom ρ
ς
qω are also
the sources for new bosonic fields ρ¯ ςqω. Therefore, fields ρ¯
ς
qω indeed represent initial degrees of freedom and have the same
physical meaning as original composite bosonic variables ρ ςqω =
∑
kνσσ′ c∗kνσσ
ς
σσ′ck+q,ν+ω,σ′ −
〈
n ςqω
〉
of the lattice problem (9).
Nevertheless, ρ¯ ςqω can now be treated as elementary bosonic fields that have a well-defined propagator, since they are introduced
as a decoupling fields of dual degrees of freedom φ ςqω and therefore, independent on fermionic variables c∗kνσ (ckνσ). Taking
sources to zero and replacing ρ¯ ςqω by ρ
ς
qω, dual bosonic fields can be integrated out with respect to the Gaussian bosonic part of
the dual action as∫
D[φ∗, φ] exp
− ∑q,ω,ς(′)
(
1
2
φ∗ ςqω
[
χω
]−1
ςς′ φ
ς′
qω − φ∗ ςqω [χω]−1ςς′ ρ¯ ς′qω) − W˜[ f , φ]
 = Zφ × exp
12 ∑q,ω,ς(′) ρ∗ ςqω [χω]−1ςς′ ρ ς
′
qω −W[ f , ρ]
 ,
(22)
where Zφ is a partition function of the Gaussian part of the bosonic action. Here we restrict ourselves to the lowest order
interaction terms of W˜[ f , φ] shown in Eq. 17. Then, the integration of dual bosonic fields in Eq. 22 simplifies and W[ f , ρ] keeps
9an efficient dual form of W˜[ f , φ] (17) with replacement of bosonic variables φ ς → ρ¯ ς. Also the four-point vertex becomes
irreducible with respect to the full local bosonic propagator χω, as can be seen from the works of [63–65], while the three-point
vertex γνω remains invariant
W[ f , ρ] =
∑
k,k′,q
∑
ν,ν′,ω
∑
ς(′)
(
ρ∗ ςqωγ ςνω f
∗
kνσ fk+q,ν+ω,σ′ −
[
γ − θ] ςς′νν′ω f ∗kνσ fk+q,ν+ω,σ′ f ∗k′+q,ν′+ω,σ′′ fk′ν′σ′′′) . (23)
Here,
θ ςς
′
νν′ω = −γ ςνω
[
χω
]
ςς′
[
γ ς
′
ν′ω
]∗
(24)
is the full reducible bosonic contribution to the full local four-point vertex γ ςς
′
νν′ω introduced in [51] and spin labels σ,σ
′, σ′′, σ′′′
are fixed by the channel indices ς, ς′. Therefore, the problem transforms to the following action of an effective s-d model
Ss-d = −
∑
k,ν,σ
f ∗kνσG˜
−1
0 fkνσ −
1
2
∑
q,ω,ς(′)
ρ∗ ςqω
[
XE
]−1
ςς′ ρ
ς′
qω + W[ f , ρ], (25)
where [XE]ςς′ =
[
χ−1ω + Λω − Vq
]−1
ςς′
is the susceptibility of the extended dynamical mean-field theory. As it is shown below,
when the three-point vertex function γ′νω of impurity problem that connects two fermionic propagators and interaction is close
to unity (95), the main contribution to the local four-point vertex is given by the full reducible bosonic contribution, i.e. γ ' θ,
or diagrammatically
. (26)
Here, the dotted wave line depicts full local bosonic propagator and the minus sign in Eq. 24 appears due to Feinman rules [49].
Then, the interaction part of the action (25) takes the most simple form that contains only three-point vertex functions
W ′[ f , ρ] '
∑
k,q
∑
ν,ω
∑
σ(′),ς(′)
ρ∗ ςqωγ ςνω f
∗
kνσ fk+q,ν+ω,σ′ . (27)
Transformation of spin basis
Let us consider an effective impurity model in the spin-polarized case. For easier description, one can transform spin variables
from the s = {x, y, z} to the s = {+,−, z} basis as S ± = (ρx ± iρy)/2. In the spin-polarized case fluctuations in the charge and
spin z channels are yet entangled, but the ± spin channel can be separated in the collinear case. Thus, for a correct account for
spin fluctuations, one may consider correlations only in the ± spin channel and the contribution of the z channel to the exchange
interaction can be later restored from the symmetry arguments. In is worth mentioning that the transformation {x, y} → {+,−}
is very useful for calculation of physical observables, since it diagonalizes the spin susceptibility. Nevertheless, one has to
remember that operators S + and S − are not Hermitian. Therefore, components of bosonic operator in matrix representation in
the old and new basis are defined as
ρˆqω =
(
ρ xqω
ρ
y
qω
)
; Sˆ qω =
(
S +qω
S −qω
)
; ρˆ∗qω =
(
ρ x−q,−ω, ρ
y
−q,−ω
)
; Sˆ ∗qω =
(
S −−q,−ω, S
+
−q,−ω
)
. (28)
Connection between these bases can be obtained using the following matrix transformation
Sˆ ∗qω = ρˆ
∗
qω × Aˆ, or
(
S −−q,−ω, S
+
−q,−ω
)
=
(
ρ x−q,−ω, ρ
y
−q,−ω
)
×
( 1
2
1
2−i
2
i
2
)
(29)
and
Sˆ qω = Bˆ × ρˆqω, or
(
S +qω
S −qω
)
=
( 1
2
i
2
1
2
−i
2
)
×
(
ρ xqω
ρ
y
qω
)
. (30)
Then, all matrices Mˆxy involved in above derivations can also be transformed to the new basis Mˆ± as
Mˆ± = Aˆ−1 × Mˆxy × Bˆ−1. (31)
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In particular, the matrix form of the nonlocal interaction [Vq]ςς′ remains diagonal[
Vq
]
± = Aˆ
−1 ×
(−Jdq/2 0
0 −Jdq/2
)
× Bˆ−1 =
(−Jdq 0
0 −Jdq
)
(32)
and inverse susceptibility is transformed to a diagonal form as
[
χω
]−1
± = Aˆ
−1 ×
(
χxxω χ
xy
ω
χ
yx
ω χ
yy
ω
)−1
× Bˆ−1 = 1
χxxω χ
yy
ω − χxyω χyxω
(
χxxω + χ
yy
ω + iχ
xy
ω − iχyxω χxxω − χyyω + iχxyω + iχyxω
−χxxω + χyyω + iχxyω + iχyxω χxxω + χyyω − iχxyω + iχyxω
)
. (33)
Defining χ+−ω = −
〈
S +ω S
−−ω
〉
= 14 (χ
xx
ω + χ
yy
ω − iχxyω + iχyxω ) and χ−+ω = −
〈
S −ω S +−ω
〉
= 14 (χ
xx
ω + χ
yy
ω + iχ
xy
ω − iχyxω ), and taking into
account that χxxω = χ
yy
ω and χ
xy
ω = −χyxω , one gets that χxxω χyyω − χxyω χyxω = 4 χ+−ω χ−+ω and
[
χω
]−1
± =
(
[χ+−ω ]−1 0
0 [χ−+ω ]−1
)
. (34)
Magnetic susceptibility
In order to obtain the effective problem written in terms of bosonic degrees of freedom only, one can integrate out dual
fermionic degrees of freedom from the Eq. 25. Taking into account transformation of the spin basis presented above, the spin ±
part of the effective action reads
Sspin = −12
∑
q,ω
S −qω
[
X −+qω
]−1
S +−q,−ω −
1
2
∑
q,ω
S +qω
[
X +−qω
]−1
S −−q,−ω (35)
The first approximation for the spin susceptibility X−+qω can be obtained after expanding the simplified form of interaction W[ f , ρ]
given by Eq. 27 up to the second order with respect to bosonic fields ρ in the expression for the partition function of the
action (25). This results in [
X(2)qω
]−1
= Jdq + Λω + χ
−1
ω − Π˜(2)qω, (36)
where
Π˜
(2)
qω =
∑
k,ν
γ−ν+ω,−ω G˜k+q,ν+ω↑G˜kν↓ γ
+
ν,ω (37)
is the second order polarization function and χω = χ
−+
ω and Λω = Λ
−+
ω are the spin susceptibility and bosonic hybridization
function of impurity problem, respectively. Hereinafter, ± spin labels are omitted for simplicity wherever they are not crucial for
understanding. The three-point vertex functions in the spin channel are defined as in Eq. 18, or explicitly as
γ+ν,ω =
〈
cν↓ c
∗
ν+ω↑ S
−
ω
〉
imp
[
χ−+ω
]−1 g−1ν↓ g−1ν+ω↑, (38)
γ−ν+ω,−ω =
〈
S +−ω cν+ω↑ c
∗
ν↓
〉
imp
[
χ−+ω
]−1 g−1ν+ω↑ g−1ν↓ .
The more accurate approximation for the spin susceptibility can be found when expanding the full form of interaction W[ f , ρ]
given by Eq. 23 up to the second order with respect to bosonic fields ρ as previously. Using the ladder approximation, one gets[
Xladdqω
]−1
= Jdq + Λω + χ
−1
ω − Πladdqω , (39)
where the polarization function Πladdqω expressed in the matrix form in the space of fermionic frequencies ν, ν
′ reads
Πladdqω = Tr
{
γˆ−ω ˆ˜X
0
qω
[
I +
(
γˆω − θˆω
) ˆ˜X0qω]−1 γˆ+ω} . (40)
Here, I is the identity matrix in the same space. Multiplication and inversion should be understood as a standard matrix oper-
ations. For simplicity, we omit the fermionic indices wherever they are not crucial for understanding. The trace is taken over
the external fermionic indices. Matrix elements of the bare dual spin susceptibility X˜0qω and three-point vertex function γω are
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defined as X˜0qω; νν′ =
∑
k G˜k+q,ν+ω↑G˜kν↓ δνν′ and γ±ω;νν′ = γ
±
νω δνν′ , where γ
±
νω are defined in Eq. 38. The four-point vertex functions
γνν′ω and θνν′ω in the ± spin channel are defined above in Eqs. 19 and (24), or explicitly as
γνν′ω = γ
↓↑↑↓
νν′ω =
〈
cν↓c
∗
ν+ω↑cν′+ω↑c
∗
ν′↓
〉
c imp
g−1ν↓ g
−1
ν+ω↑ g
−1
ν′+ω↑ g
−1
ν′↓, (41)
θνν′ω = −γ+νω χωγ−ν′+ω,−ω. (42)
Substituting the above expressions to the Eq. 39, one recovers conserving result for the spin susceptibility provided by the ladder
DB approach [50] in the case of the constant bosonic hybridization function Λ [55][
Xladdqω
]−1
= Jdq + Λ +
[
XDMFTqω
]−1
. (43)
Here,
XDMFTqω = χω + χωΠ˜
ladd
qω χω (44)
and Π˜laddqω is the dual polarization function in the ladder form [69] given by the following matrix form in the space of fermionic
frequencies ν, ν′
Π˜laddqω = Tr
{
γˆ−ω ˆ˜X
0
qω
[
I + γˆω
ˆ˜X0qω
]−1
γˆ+ω
}
. (45)
As it was already noted in [51], the difference between the lattice (40) and dual (45) polarization functions is that the first one
is irreducible with respect to the (local and nonlocal parts of) EDMFT susceptibility XE, while the dual one is irreducible only
with respect to the bare dual susceptibility, which is identically equal to the nonlocal part of XE.
Expression for the spin susceptibility (43) can be rewritten in the more convenient way. For this reason one can define the
two-particle irreducible (2PI) vertex function in the ± spin channel as
γˆ
2PI
ω = γˆω
[
I − χˆ0ωγˆω
]−1
, (46)
where the matrix elements of the bare local spin susceptibility are χ0ω; νν′ = gν+ω↑gν↓ δνν′ . Then, the spin susceptibility of the
impurity problem can be expressed as
χω = − 〈S −ω S +−ω〉 = Tr {χˆ0ω − χˆ0ω γˆω χˆ0ω} = Tr {χˆ0ω [I + γˆ2PIω χˆ0ω]−1} . (47)
Rewriting the relation for the dual polarization function Π˜laddqω (45) through the 2PI vertex function and using the exact relation
between the three- and four-point vertex functions of impurity problem
γ+νω =
〈
cν↓ c
∗
ν+ω↑ S
−
ω
〉
imp
χ−1ω g
−1
ν↓ g
−1
ν+ω↑ =
∑
ν′
〈
cν↓ c
∗
ν+ω↑ c
∗
ν′↓ cν′+ω,↑
〉
imp
χ−1ω g
−1
ν↓ g
−1
ν+ω↑ (48)
=
∑
ν′
{
δν,ν′ − γν,ν′,ω gν′+ω↑ gν′↓
}
χ−1ω =
∑
ν′
[
δνν′ + γ
2PI
ν,ν′,ω gν′+ω↑gν′↓
]−1
χ−1ω ,
and the fact that in the case of zero dual self energy Σ˜kν = 0 the following relation holds
X˜0qω; νν′ + χ
0
ω; νν′ = X
0
qω; νν′ =
∑
k
Gk+q,ν+ω↑Gkν↓ δνν′ , (49)
one finds that
XDMFTqω = χω + χωΠ˜
ladd
qω χω = Tr
{
Xˆ0qω
[
I + γˆ
2PI
ω Xˆ
0
qω
]−1}
(50)
is the DMFT-like [33, 34] susceptibility written in terms of the 2PI vertex functions of impurity model and lattice Green’s
functions. Therefore, the spin susceptibility (43) derived within the ladder Dual Boson approach [48] can be rewritten as
Xladdqω = Tr
{
Xˆ0qω
[
I +
(
γˆ
2PI
ω + I
[
JDq + Λ
])
Xˆ0qω
]−1}
. (51)
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Classical Heisenberg Hamiltonian
In order to map the initial problem onto a classical Heisenberg Hamiltonian the spin variables S ±qω in Eq. (35) have to be
replaced by the classical vectors Sq of the length 〈S z〉. Then, an effective exchange interaction Jq can be defined as a nonlocal
part of the inverse susceptibility at zero bosonic frequency [31]. After all, the action (35) maps on an effective Heisenberg
Hamiltonian
Hspin = −
∑
q
Jq Sq S−q, (52)
where the contribution from the z spin channel is restored from the requirement of rotational invariance. Here, the effective
exchange interaction obtained from the simplified form of magnetic susceptibility (36) is
Jq = Jdq −
∑
k,ν
γ−ν,ω=0 G˜k+q,ν↑G˜kν↓ γ
+
ν,ω=0. (53)
and the exchange interaction in the ladder approximation obtained from the Eq. 51 reads
Jq = J
d
q − Π˜laddq,ω=0
[
1 + χω=0 Π˜
ladd
q,ω=0
]−1
. (54)
Ward identity for the vertex function of impurity model
When the system exhibits mostly bosonic fluctuation, one can expect that local vertex functions of impurity problem are
mostly described by the bosonic frequency ω, while the dependence on fermionic frequencies ν, ν′ can be averaged. In order to
account for single electronic degrees of freedom correctly, the averaging procedure over the fermionic frequencies is carried out
using Ward identity for the two-particle irreducible four-point vertex function of the impurity problem [55] as
Σν+ω↑ − Σν↓ = −
∑
ν′′
γ2PIν,ν′′,ω
(
gν′′+ω↑ − gν′′↓) ' − γ2PIν,〈ν′′〉,ω
∑
ν′′
(
gν′′+ω↑ − gν′′↓) = −2 γ2PIν,〈ν′′〉,ω 〈S z〉 . (55)
Then, one can approximate the two-particle irreducible vertex function as
γ2PIν,ν′′,ω ' γ2PIν,〈ν′′〉,ω = −
Σν+ω↑ − Σν↓
2 〈S z〉 = −δΣνω. (56)
The three-point vertex function (48) is then simplified as
γ+νω =
∑
ν′ν′′
{
δν,ν′ − γ2PIν,ν′′,ω
[
δν′′ν′ + gν′′+ω↑gν′′↓γ2PIν′′,ν′,ω
]−1
gν′+ω↑ gν′↓
}
χ−1ω (57)
'
1 − γ2PIν,〈ν′′〉,ω ∑
ν′ν′′
{[
δν′′ν′ + gν′′+ω↑gν′′↓γ2PIν′′,ν′,ω
]−1
gν′+ω↑ gν′↓
} χ−1ω
=
{
1 − γ2PIν,〈ν′′〉,ω χω
}
χ−1ω = χ
−1
ω + δΣνω ' χ0 −1ω ,
where χ0ω =
∑
ν gν+ω↑ gν↓. Similarly, one can show that
γ−ν+ω,−ω ' χ−1ω + δΣνω ' χ0 −1ω (58)
and the magnetic susceptibility (36) can be written as[
X(2)qω
]−1
= Jdq + Λω + χ
−1
ω −
∑
k,ν
(
χ−1ω + δΣνω
)
G˜k+q,ν+ω,↑ G˜k,ν,↓
(
χ−1ω + δΣνω
)
(59)
= Jdq + Λω + χ
−1
ω − χ0 −1ω X˜0qω χ0 −1ω . (60)
Here, we also introduce X˜0qω =
∑
k,ν G˜k+q,ν+ω↑ G˜k,ν↓.
The ladder form of the magnetic susceptibility (51) can also be simplified. Taking into account that the last approximation in
Eq. 58 is nothing else than averaging of the 2PI four-point vertex function (56) over the second fermionic frequency
γ2PIν〈ν′〉ω ' γ2PI〈νν′〉ω = χ−1ω − χ0 −1ω , (61)
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one gets the following RPA-like approximation for the magnetic susceptibility in the ladder approximation (51)
Xladdqω = X
0
qω
[
1 +
(
γ2PI〈νν′〉ω + Λ + J
d
q
)
X0qω
]−1
, (62)
where the bare lattice magnetic susceptibility X0qω =
∑
kνGk+q,ν+ω↑Gkν↓ was introduced.
As it is shown below, in the strongly polarized regime the three-point vertex function of impurity problem γ′νω that connects
two fermionic propagators and interaction is close to unity (95). Then, the local polarization function of impurity can be
approximated as Πω ' χ0ω and the full local susceptibility in the spin channel reads
χ−1ω = χ
0 −1
ω −U±ω. (63)
Here, U±ω = −U + Λ is the bare interaction of impurity problem in the spin channel. Then, the averaged 2PI four-point vertex
function (61) reads γ2PI〈νν′〉ω ' U − Λ and one finally gets the following simple expression for the magnetic susceptibility (62)
Xladdqω = X
0
qω
[
1 +
(
U + Jdq
)
X0qω
]−1
. (64)
APPLICATION: THE HUBBARD MODEL ON THE HYPERCUBIC LATTICE IN INFINITE DIMENSIONS
We consider the half-filled Hubbard model
H = −(2d)− 12
∑
〈i j〉σ
c†iσc jσ + U
∑
i
ni↑ni↓ (65)
on the hypercubic lattice in infinite dimensions d → ∞, where the summation over 〈i j〉 runs over nearest neighbors. In this limit
the non-interacting density of states becomes a Gaussian, D() = (2pi)−1/2e−2/2 [34]. At low temperatures this system favors
antiferromagnetic order over paramagnetism. Within the symmetry-broken phase one has to consider two sublattices A and B
of the bipartite hypercubic lattice with a staggered magnetization, 〈mA〉 = −〈mB〉 = 〈m〉. In a bipartite ordered state the volume
of the Brillouin zone (BZ) is halved, such that Fourier transforms may only be performed up to the magnetic unit cell, see, for
example, [34]. In the reduced Brillouin zone (RBZ) the noninteracting Hamiltonian reads,
H0 =
∑
kσ
(a∗kσ, b
∗
kσ)
(
0 εk
εk 0
) (
akσ
bkσ
)
, (66)
where a(∗)kσ and b
(∗)
kσ annihilate (create) a σ-electron with momentum k in sublattice A and B, respectively. εk is the dis-
persion of the hypercubic lattice and k a vector of the RBZ. Therefore, the Green’s function becomes a two-by-two matrix
Gˆ = (GAA,GAB;GBA,GBB) in sublattice space. Since the Hubbard model in infinite dimensions is an exact limit of DMFT, the
lattice model (65) is mapped exactly to a single-site Anderson impurity model (AIM). Therefore, the self-energy Σνσ of Gˆkνσ is
local and it reads
Gˆkνσ =
(
ζνσ¯ −εk
−εk ζνσ
)−1
, (67)
where ζνσ = iν + µ − Σνσ. The impurity gˆνσ and local part of the lattice Green’s function Gˆloc = ∑k Gˆk are tied via the following
prescription
Gˆloc,νσ = gˆνσ =
∫ ∞
−∞
D()d
ζνσζνσ¯ − 2
(
ζνσ¯ 0
0 ζνσ
)
. (68)
The momentum summation was rewritten as an integral over the density of states D() of the hypercubic lattice. It was used
that the off-diagonal elements of Green’s function are an odd function of  and thus vanish upon integration. By symmetry, an
exchange of the sublattice indices A ↔ B is equivalent to a flip of the spin label σ ↔ σ¯. The prescription is satisfied by fixing
the dynamical Weiss field G−1νσ = G−1loc,νσ + Σνσ of the AIM self-consistently.
DMFT susceptibility of the ordered phase
In order to calculate the transversal spin susceptibility of the Hubbard model in the antiferromagnetically ordered phase we
introduce the bare susceptibility. On a bipartite lattice it is in general necessary to consider two-particle quantities with four
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indices a, b, c, d. The bubble is then a 4 × 4 matrix given by the tensor product Gˆ↑ ⊗ GˆT↓ . The locality of the irreducible vertex
in DMFT allows to consider the Bethe-Salpeter equation only in a 2 × 2 subspace, where the bare susceptibility is given by the
following point-wise product Gˆ↑ ◦ GˆT↓
Xˆ0qω;ν =
∑
k
Gˆk+q,ν+ω↑ ◦ GˆTkν↓
=
∑
k
1
ζν+ω,↑ζν+ω,↓ − ε2k+q
1
ζν↓ζν↑ − ε2k
(
ζν+ω,↓ζν,↑ εk+qεk
εk+qεk ζν+ω,↑ζν,↓
)
=
∞x
−∞
d1d2
Dq(1, 2)
(ζν+ω,↑ζν+ω,↓ − 21 )(ζν↓ζν↑ − 22 )
(
ζν+ω,↓ζν,↑ 12
12 ζν+ω,↑ζν,↓
)
, (69)
where k and q are vectors of the reduced Brillouin zone (RBZ). Here, the momentum summation leads to a double integral
involving the expression Dq(1, 2). This reduces to D(1)D(1) for any generic wave vector q. The term “generic” may be
understood such that q is a vector of the RBZ with an infinite number of random entries (see [34] and references therein). As a
consequence, the integrals in Eq. (69) factorize and the bubble is given as gˆν+ω↑ ◦ gˆν↓. Hence, the nonlocal bubble
X˜0,abqω;ν =
∑
k
Gabk+q,ν+ω,↑G
ba
kν↓ − gaν+ω,↑gaν↓δab, (70)
vanishes identically at generic q. In the following, we consider the non-generic vector q0 = 0 of the RBZ, where Dq0 (1, 2) =
δ(1 − 2)D(1). This may be used to eliminate one of the integrals in Eq. (69), the remaining integral is solved numerically.
Vectors q˜ of the Brillouin zone (BZ) are marked with a tilde.
From the nonlocal bubble in Eq. (70) and from the full local four-point vertex of impurity model γabνν′ω = γ
a
νν′ω δab one obtains
the T -matrix Fabqω;νν′ via the Bethe-Salpeter equation (BSE),
Fˆ−1qω = γˆ
−1
ω +
ˆ˜X0qω, (71)
where X˜0,abqω;νν′ = X˜
0,ab
qω;ν δνν′ and Oˆ−1 denotes a super-matrix inversion with respect to the indices (a, ν) and (b, ν′). One further
calculates the dual polarization in the ladder approximation (45) as
ˆ˜Πladdqω = Trνν′
[
γˆω
ˆ˜X0qω (I − V.C.) γˆω
]
, (72)
where Trνν′ denotes a trace over fermionic frequencies and V.C. indicates vertex corrections given by Fˆqω ˆ˜X0qω. Finally, the lattice
susceptibility is obtained using the relation (44). Further, we consider an approximation for the magnetic susceptibility given by
equation (36) in the case of Hubbard model [
X(2)qω
]−1
= χ−1ω − Π˜(2)qω, (73)
where Π˜(2)qω is obtained when neglecting vertex corrections in Eq. (72). The case of magnetic susceptibility (44) where the
polarization function Π˜laddqω is approximated by the second-order correction Π˜
(2)
qω is also considered. However, is does not provide
a good approximation for the exact result of Eq. 72 as shown in the main text.
Numerical calculations
The numerical calculations are performed using 108 measurements with 50 Monte-Carlo moves between them. Aside from
the segment insertion and removal we also use the shift and the double move as well as the spin-flip, a global move. We measure
the Green’s function in the Legendre basis with 35 coefficients. The Hilbert-transform for the local Green’s function is done on
an energy mesh of ω ∈ [−20, 20] with 4000 mesh points. The initial DMFT-cycle is performed with an external magnetic field,
that is switched off for the following cycles. For the DMFT updates we use a mixing parameter of 0.5.
We fit the model 〈S z〉 = √TN − T to the DMFT results to estimate TN ≈ 0.186, see Fig. 4. This refined scan is done for U = 5
with a more dense temperature mesh. Only data points in proximity to the transition were taken into account and the domain of
the paramagnetic region is treated by a Heaviside step-function.
For simplicity, we calculate an approximated versions (60) and (62) of the magnetic susceptibilities (36) and (43) for the
Hubbard model (Vq, Jdq,Λ = 0), respectively. We note that the wave vector q0 of the RBZ maps to two vectors q˜0 = q0 and
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FIG. 4. The magnetic moment as a function of the temperature for the interaction value of U = 5. The mean-field model(solid line) fits DMFT
results close to the transition(red crosses). DMFT data for lower temperatures are shown, too(circles).
q˜pi = (pi, ..., pi) of the BZ. In the paramagnet this mapping diagonalizes the susceptibility matrix Xˆ(q0) = (XAA, XAB; XBA, XBB),
where the diagonal elements are X(q˜pi) = XAA + XBB − XAB − XBA and X(q˜0) = XAA + XBB + XAB + XBA. In the ordered phase
the same mapping does not diagonalize Xˆ, since the offdiagonal element X±(q˜0) = XAA − XBB + XAB − XBA does not vanish.
Approaching TN from above, X(q˜pi) diverges and it remains divergent in the ordered phase, signaling that the crystal is prone
to a spontaneous tilt of its magnetization axis. We verified in our calculations that at U = 5 and T = 0.1 < TN one of the two
eigenvalues of the BSE (71) is very close to unity, |λqpi | ≈ 0.993, and that this channel corresponds to X(q˜pi). We account the
slight deviation of this eigenvalue from unity to our approximation of the impurity vertex γ. The second eigenvalue, however,
remains smaller than one, |λq0 | ≈ 0.715, and belongs to the homogenous susceptibility X(q˜0). In the main text we show the real
and imaginary parts of the lattice susceptibility Xˆ(q˜0), which corresponds to<Xˆ(q˜0) = <X(q˜0) and =Xˆ(q˜0) = =X±(q˜0).
Ward identity
We deduce two exact statements about the dynamical homogenous susceptibility Xˆ(q0, ω) from the Ward identity of the two-
particle correlation function Gabcdkk′q = −〈ak↓b∗k+q,↑ck′+q,↑d∗k′↓〉, where each of the operators labeled with a, b, c, d denotes either a(∗)
or b(∗), respectively, and k = (k, ν), q = (q, ω) abbreviate momenta from the RBZ and Matsubara frequencies. From the equation
of motion ∂τρaq = [H, ρ
a
q] of the density operator ρ
a
q =
∑
k a∗k↓ak+q↑ one obtains the Ward identity (see, for example, [55]),
−iω
∑
k′
(
Gaaaakk′q +G
aabb
kk′q
)
+
∑
k′
[εk′+q − εk′ ]
(
Gaabakk′q +G
aaab
kk′q
)
= Gaak+q↑ −Gaak↓ , (a , b), (74)
where
∑
k implies a summation over the RBZ and Matsubara frequencies. Evaluating Eq. (74) at q+0 = (q0 = 0, ω
+ > 0) the term
in the second line vanishes. Upon summation over k and using that
∑
kk′ Gaabbkk′q+0
= Xab(q0, ω+) it follows,
−iω+
[
Xaa(q0, ω+) + Xab(q0, ω+)
]
= 〈ma〉 , (75)
where it was also used that
∑
kGaakσ =
〈
naσ
〉
and 〈ma〉 = 〈na↑〉 − 〈na↓〉. Adding up above relation for a = A, b = B and a = B, b = A
it follows that
X(q˜0, ω+) = XAA(q0, ω+) + XAB(q0, ω+) + XBB(q0, ω+) + XBA(q0, ω+) = 0, (76)
since
〈
mA
〉
= −
〈
mB
〉
= 〈m〉. Subtraction likewise leads to
X±(q˜0, ω+) = XAA(q0, ω+) + XAB(q0, ω+) − XBB(q0, ω+) − XBA(q0, ω+) = 2i 〈m〉
ω+
. (77)
Eqs. (76) and (77) follow from the equation of motion of the total spin density, ρAq0 + ρ
B
q0 , and are therefore necessary criteria for
global spin conservation.
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SPIN POLARIZED SOLUTION OF ATOMIC PROBLEM
One can perform an exact diagonlization of a magnetically polarized single orbital Hubbard atom at the half-filling. The
thermodynamic potential operator of the atom is given by
Hˆ − µNˆ =
∑
σ
∆σc
∗
σcσ + Un↑n↓, (78)
Here ∆↑,↓ = ±B − µ and the magnetic field B is considered much larger than the temperature T ≡ 1/β. The system has four
eigenstates |0〉, |↑〉, |↓〉 and |↑↓〉with the corresponding energies E0 = 0, E↑,↓ = ±B−µ and E↑↓ = U−2µ. Half-filling corresponds
to µ = U/2, so that E↑↓ = 0. Indeed, the partition function for µ = U/2 is
Z = 2 + eβ(µ−B) + eβ(µ+B) ≈ eβ(B+µ), (79)
and the average filling is given by (1 × eβ(µ−B) + eβ(µ+B) + 2 × 1)/Z = 1, where we used that Bβ  1.
The non-zero matrix elements of the creation and annihilation operators are
〈↑| c∗↑ |0〉 = 1; 〈↓| c∗↓ |0〉 = 1; 〈↑↓| c∗↑ |↓〉 = 1; 〈↑↓| c∗↓ |↑〉 = −1. (80)
Now we use the Lehmann representation to obtain the Green’s functions of the system
gνσ =
1
Z
∑
i j
|〈i| cσ | j〉|2 e
−βEi + e−βE j
iν + Ei − E j . (81)
This yields
gν↑ =
1
Z
[∣∣∣〈0| c↑ |↑〉∣∣∣2 1 + eβ(µ−B)iν + µ − B + ∣∣∣〈↓| c↑ |↑↓〉∣∣∣2 1 + eβ(µ+B)iν − µ − B
]
, (82)
gν↓ =
1
Z
[∣∣∣〈0| c↓ |↓〉∣∣∣2 1 + eβ(µ+B)iν + µ + B + ∣∣∣〈↑| c↓ |↑↓〉∣∣∣2 1 + eβ(µ−B)iν − µ + B
]
,
or, using Bβ  1,
gν↑ =
1
iν − µ − B '
1
iν − U/2 , gν↓ =
1
iν + µ + B
' 1
iν + U/2
. (83)
Now we calculate the magnetic susceptibility
χ−+ω = −
1
Z
∫ β
0
dτ eiωτ
〈
S −(τ) S +(0)
〉
, (84)
where S ±(τ) are Heisenberg representations of S ± operators. The non-zero matrix elements of the latter are〈
↑ ∣∣∣S +∣∣∣ ↓〉 = 〈↓ ∣∣∣S −∣∣∣ ↑〉 = 1. (85)
Lehmann representation reads
χ−+ω = −
1
Z
∑
i j
∣∣∣〈i| S − | j〉∣∣∣2 
(
e−βE j − e−βEi
)
(1 − δEi,E j )
iω + Ei − E j + βδEi,E jδω0
 = 1iω − 2B . (86)
Finally we turn to calculating of χ↓↑+(τ1, τ2) ≡
〈
Tτc∗↓(τ1)c↑(τ2)S
+(0)
〉
. Unlike the previous cases, here we have to explicitly
consider the time-ordering operator.
χσσ
′ς(τ1, τ2) =
〈
c∗σ(τ1)cσ′ (τ2) S
ς(0)
〉
θ(τ1 − τ2) − 〈cσ′ (τ2)c∗σ(τ1) S ς(0)〉 θ(τ2 − τ1). (87)
The usual trick here is to split the integration region 0 < τ1, τ2 < β in the Fourier transform integral into two parts:∫ β
0
∫ β
0 dτ1dτ2 · · · =
∫ β
0 dτ1
∫ τ1
0 dτ2 · · · +
∫ β
0 dτ2
∫ τ2
0 dτ1 . . . and swapping the integration variables in the second term. This
immediately gives for
χσσ
′ς(ν1, ν2) ≡
∫ β
0
∫ β
0
dτ1dτ2eiν1τ1+iν2τ2χσσ
′ς(τ1, τ2) (88)
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the following Lehmann representation
χσσ
′ς(ν1, ν2) =
1
Z
∑
i jk
〈i| c∗σ | j〉 〈 j| cσ′ |k〉 〈k| S ς |i〉 fi jk(ν1, ν2) −
∑
i jk
〈i| cσ′ | j〉 〈 j| c∗σ |k〉 〈k| S ς |i〉 fi jk(ν2, ν1)
 , (89)
where
fi jk(ν1, ν2) =
∫ β
0
dτ1
∫ τ1
0
dτ2e−βEieiν1τ1+iν2τ2eτ1(Ei−E j)+τ2(E j−Ek) (90)
=
(e−βEk − e−βEi )(1 − δEi,Ek )
(iν1 + iν2 + Ei − Ek)(iν2 + E j − Ek) +
e−βE j + e−βEi
(iν1 + Ei − E j)(iν2 + E j − Ek) +
βδEi,Ekδν1+ν2,0
iν2 + E j − Ek . (91)
For our particular case σ =↓, σ′ =↑ and ς = +, so i = |↓〉, k = |↑〉 and j can be either |0〉 for the first term in (89) or |↑↓〉 for the
second one. Thus
χ↓↑+(ν1, ν2) =
1
Z
(
f↓,0,↑(ν1, ν2) + f↓,↑↓,↑(ν2, ν1)
)
. (92)
Using (91) and βB 1 we obtain
χ↓↑+(ν1, ν2) =
(
1 − 2µ
iν1 + iν2 − 2B
)
1
(iν1 − B − µ)(iν2 − B − µ) (93)
= −gν1↓g−ν2↑
(
1 − Uχ−+(ν1 + ν2)) . (94)
Let us define the three-point vertex γ′νω for the spin channel that connects two fermionic propagators and interaction in the same
way as in [51] with the cut-off on the renormalization parameter α−+ω = (1 + U−+χ−+(ν1 + ν2)) =W−+ω /U−+ instead of χ−+ω . The
difference between these two definitions is that in the case of γ′νω the full bosonic propagator of the impurity problem that is
attached to the vertex is the full local susceptibility χω, while in the case of γ′νω vertex function it is equal to the renormalized
interaction of impurity problemW−+ω in the spin channel.
Remarkably, the three-point vertex function γ′νω in the spin-polarized case is equal to unity
γ′ −(ν1, ν2) =
−
〈
c∗↓(ν1) c↑(−ν2) S +(ν1 + ν2)
〉
gν1↓g−ν2↑ α−+(ν1 + ν2)
= 1, (95)
because in the spin channel the bare interaction is equal to U+− = −U. Using the relation between the three- and four-point
vertices derived in [51], one gets
γ′ ςνω = α
ς −1
ω
∑
ν′
[
1 − γ ςνν′ωgν′σgν′+ω,σ′
]
(96)
γ′ ςνω
(
1 +W ςω Π ςω
)
=
∑
ν′
[
1 − γ ςνν′ω gν′σgν′+ω,σ′
]
(97)
γ′ ςνω =
∑
ν′
[
1 −
(
γ ςνν′ω + γ
′ ς
νωW ςωγ′ ςν′+ω,−ω
)
gν′σgν′+ω,σ′
]
, (98)
where the Hedin expression for the polarization function of impurity problem Πω =
∑
ν γ
′
ν+ω,−ω gν,σgν+ω,σ′ is used. Therefore,
when the three-point vertex function γ′νω is close to unity, the main contribution to the four-point vertex function is given by the
following expression
γ ςνν′ω ' −γ′ ςνωW ςωγ′ ςν′+ω,−ω. (99)
Transforming back to the definition of the three-point vertex function used in this Letter γ′νω → γνω, one also has to replace the
full local bosonic propagator asWω → χω. Then, the final expression for the four-point vertex reads
γ ςνν′ω ' −γ ςνω χ ςω γ ςν′+ω,−ω. (100)
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APPLICATION: EXCHANGE INTERACTION IN THE STRONGLY LOCALIZED REGIME
Here, we calculate the exchange interaction for the Hubbard model in the strongly localized regime t  U. For this reason,
let us find the nonlocal Green’s function as the first order correction to the atomic limit solution with respect to the hopping
amplitude. Then, using the definition of the Green’s function, one gets
Gi jσ =
1
Z
∫
D[c∗, c] c∗iσc jσ e
−∑i S iat−∑i′ j′σ′ ti′ j′ c∗i′σ′ c j′σ′ = 1
Z
∫
D[c∗, c] c∗iσc jσ e
−∑i S iat − 1
Z
∫
D[c∗, c]
∑
i′ j′
ti′ j′c∗iσc jσc
∗
i′σ′c j′σ′ e
−∑i S iat .
(101)
Since the atomic action is purely local, the contribution to the nonlocal Green’s function for i , j is given only by the second
term when i = j′ and j = i′, so σ = σ′. Then, the nonlocal Green’s function can be rewritten as
Gi jσ = t ji
1
Ziat
∫
D[c∗, c] c∗iσciσ e
−S iat × 1
Z jat
∫
D[c∗, c] c∗jσc jσ e
−S jat = t g2νσ, (102)
where gνσ is the local Green’s function of atomic problem. Taking into account the result of Eq. 83 and that the difference of the
self-energies is equal to Σν↑ − Σν↓ = U + 2B and that 2 〈S z〉 = 1, the exchange interaction reads
Ji j = −
∑
ν
(
χ−1ω=0 +
Σν↑ − Σν↓
2 〈S z〉
)
Gi j,ν↑G ji,ν↓
(
χ−1ω=0 +
Σν↑ − Σν↓
2 〈S z〉
)
= −
∑
ν
tU
(iν − U/2)2
tU
(iν + U/2)2
= −2t
2
U
. (103)
APPLICATION: ANTIFERROMAGNETIC DIMER
One can also perform an exact diagonlization of a two-site model with the antiferromagnetic ground state
Hˆ − µNˆ = tc∗1σc2σ + tc∗2σc1σ +
∑
i=1,2;σ
(
∆iσc
∗
iσciσ + Uni↑ni↓
)
, (104)
where ∆↑,↓ = ±B−µ and the magnetic field B is again considered much larger than the temperature T ≡ 1/β. Using the Lehmann
representation, one can obtain the nonlocal Green’s functions at the low temperatures, i.e. βU  1 in the strongly-correlated
regime t  U as
Gab,σ =
1
Z
∑
i j
< Ψi |c∗aσ|Ψ j >< Ψ j |cbσ|Ψi >
e−βEi + e−βE j
iν + Ei − E j (105)
Since only the low-lying energy states contribute to the Green’s function at low temperatures, because the contribution of higher
energy states is exponentially suppressed, we give only relevant energies and (unnormalized) eigenstates below
E5 = −U/2 +
√
B2 + t2 Ψ5 = − −B−
√
B2+t2
t | ↑↓ . ↑> + | ↑ . ↑↓>
E4 = −U/2 +
√
B2 + t2 Ψ4 = − −B−
√
B2+t2
t | ↓ . 0 > + | 0 . ↓>
E3 = −U/2 −
√
B2 + t2 Ψ3 = − −B+
√
B2+t2
t | ↑↓ . ↑> + | ↑ . ↑↓>
E2 = −U/2 −
√
B2 + t2 Ψ2 = − −B+
√
B2+t2
t | ↓ . 0 > + | 0 . ↓>
E1 = −U − 2B Ψ1 = | ↑↓ . 0 > − 2tU+2B | ↓ . ↑> − U+2Bt | ↑ . ↓> + | 0 . ↑↓>
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Then, one gets
Gab↑ =
1
Z
< Ψ3 |c∗a↑|Ψ1 >< Ψ1 |cb↑|Ψ3 >
e−βE3 + e−βE1
iν + E3 − E1 +
1
Z
< Ψ1 |c∗a↑|Ψ2 >< Ψ2 |cb↑|Ψ1 >
e−βE1 + e−βE2
iν + E1 − E2 (106)
+
1
Z
< Ψ5 |c∗a↑|Ψ1 >< Ψ1 |cb↑|Ψ5 >
e−βE5 + e−βE1
iν + E5 − E1 +
1
Z
< Ψ1 |c∗a↑|Ψ4 >< Ψ4 |cb↑|Ψ1 >
e−βE1 + e−βE4
iν + E1 − E4 (107)
=
1
Z
1
N21N
2
3(5)
− −B ± √B2 + t2t < ↑↓ . ↑ |+ < ↑ . ↑↓ |
 (− 2tU + 2B | ↑↓ . ↑> + | ↑ . ↑↓>
)
×
×
(
− <↑↓ . ↑ | + U + 2B
t
<↑ . ↑↓ |
) − −B ± √B2 + t2t | ↑↓ . ↑> + | ↑ . ↑↓>
 eβ(U/2±
√
B2+t2) + eβ(U+2B)
iν − (U/2 ± √B2 + t2) + (U + 2B)
+
1
Z
1
N21N
2
2(4)
(
< ↓ . 0 | − U + 2B
t
< 0 . ↓ |
) − −B ± √B2 + t2t | ↓ . 0 > + | 0 . ↓>
×
×
− −B ± √B2 + t2t <↓ . 0 |+ < 0 . ↓ |
 (− 2tU + 2B | ↓ . 0 > + | 0 . ↓>
)
eβ(U/2±
√
B2+t2) + eβ(U+2B)
iν + (U/2 ± √B2 + t2) − (U + 2B)
.
Note that all eigenstates Ψi were normalized as 1Ni Ψi. Simplifying the previous equation one gets
Gab↑ =
1
Z
1
N21N
2
3(5)
−2B ± 2√B2 + t2U + 2B + 1
 −B ± √B2 + t2t + U + 2Bt
 eβ(U/2±
√
B2+t2) + eβ(U+2B)
iν + U/2 + 2B ∓ √B2 + t2
+
1
Z
1
N21N
2
2(4)
− −B ± √B2 + t2t − U + 2Bt
 −B ± √B2 + t2t 2tU + 2B + 1
 eβ(U/2±
√
B2+t2) + eβ(U+2B)
iν − U/2 − 2B ± √B2 + t2
. (108)
Taking into account that
Z = 4
(
1 + eβU/2 cosh βB
)
' eβ(U+2B) (109)
N21 = 2 +
(
2t
U + 2B
)2
+
(
U + 2B
t
)2
'
(
U + 2B
t
)2
(110)
N22(4) = N
2
3(5) = 1 +
−B ± √B2 + t2t
2 (111)
one can finally get
Gab↑ =
t2
(U + 2B)2
1
1 +
(
−B±√B2+t2
t
)2 U ± 2
√
B2 + t2
U + 2B
U + B ± √B2 + t2
t
1
iν + U/2 + 2B ∓ √B2 + t2
− t
2
(U + 2B)2
1
1 +
(
−B±√B2+t2
t
)2 U + B ±
√
B2 + t2
t
U ± 2√B2 + t2
U + 2B
1
iν − U/2 − 2B ± √B2 + t2
. (112)
If U  B and U  t, we get
Gab↑ =
∑
±
t
U
1
1 +
(
−B±√B2+t2
t
)2 [ 1iν + U/2 − 1iν − U/2
]
=
t
U
[
1
iν + U/2
− 1
iν − U/2
]
. (113)
The same result can be found for
Gba↓ =
t
U
[
1
iν + U/2
− 1
iν − U/2
]
. (114)
Therefore, the exchange interaction reads
Jab = −U
2
β
∑
ν
Gab↑Gba↓ =
t2
2pi
∫ +∞
−∞
2 dx
(x − iU/2)(x + iU/2) = −
2t2
U
. (115)
