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FUNCTIONAL LIMIT THEOREMS FOR THE BOUCHAUD
TRAP MODEL WITH SLOWLY VARYING TRAPS
DAVID CROYDON1 AND STEPHEN MUIRHEAD2
Abstract. We consider the Bouchaud trap model on the integers in the case
that the trap distribution has a slowly varying tail at infinity. Our main result
is a functional limit theorem for the model under the annealed law, analogous
to the functional limit theorems previously established in the literature in the
case of integrable or regularly varying trap distribution. Reflecting the fact
that the clock process is dominated in the limit by the contribution from the
deepest-visited trap, the limit process for the model is a spatially-subordinated
Brownian motion whose associated clock process is an extremal process.
1. Introduction
The Bouchaud trap model (BTM) is of general interest in the study of stochastic
processes due to its utility as a natural toy model for many diverse trapping phe-
nomena (see, for example, the lecture notes of [3]). Although applications often call
for traps whose depths are integrable or regularly varying (including in the setting
in which the BTM was introduced, see [6]), the case of slowly varying traps is re-
ceiving growing attention in the literature. Indeed, slowly varying traps have been
shown to arise naturally in the study of certain random walks in random environ-
ments, such as biased random walks on critical Galton-Watson trees [8], as well in
the study of spin-glass dynamics on subexponential time scales [2,7]. With regards
to the BTM with slowly varying traps in particular, recent work has established
the nature of localisation [17] and ageing [11] that can occur, which turns out to be
qualitatively different from the equivalent phenomena in the case of integrable or
regularly varying traps. The present work continues this study, giving a functional
limit theorem for the BTM on the integers with slowly varying traps. Again, the
resulting behaviour of the model with slowly varying traps is qualitatively different
from the equivalent limits in the case of integrable or regularly varying traps.
Let us start by defining the BTM on the integers. First, suppose τ = (τx)x∈Z
is a collection of independent and identically-distributed (i.i.d.) strictly-positive
random variables whose common distribution has a slowly varying tail, by which
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we mean that the non-decreasing function
L(u) :=
1
P(τ0 > u)
satisfies the slow-variation property
lim
u→∞
L(uv)
L(u)
= 1, for any v > 0.(1)
We will refer to τ as the trapping landscape; let P denote its law and E the corre-
sponding expectation. The BTM in the trapping landscape τ is the continuous-time
Markov chain X = (Xt)t≥0 on Z with transition rates
wx→y :=
{
1
2τx
, if |x− y| = 1,
0, otherwise.
As always for random processes in random media, we distinguish between the
quenched and annealed law of the BTM. For each realisation of the trapping land-
scape τ , write P τx for the law of the Markov chain with the above transition rates
started from x; this is the quenched law of the BTM. The corresponding annealed
law is then obtained as the semi-direct product
Px (·) =
∫
P τx (·) dP.
Our main result, which will be presented in Section 1.2 below, is to establish a
functional limit theorem for X under the annealed law P0. We note that quenched
scaling limits (i.e. P τx -distributional scaling limits for P-a.e. trapping landscape)
are not available in this setting, since there is no homogenisation of the trapping
landscape under the relevant scaling.
The equivalent functional limit theorem in the case where τ0 has (i) integrable
or (ii) regularly varying tails has previously been established in [1], building on the
single-time scaling limit proved in [9]. In the case of integrable tails, the scaling
limit for X is just the standard Brownian motion, with the law of large numbers
acting to smooth out the effect of the traps in the limit. In the case of regularly
varying tails of index α ∈ (0, 1), the scaling limit for X is a spatially-subordinated
Brownian motion known as the FIN diffusion, which was introduced in [9]. Our
scaling limit can be seen as the natural analogue of the FIN diffusion in the limiting
case α = 0; this statement is made precise in Theorem 1.9 presented below.
We also study a natural ‘transparent’ generalisation of the BTM, whereby the
random walk X , at each visit to a site x ∈ Z, has a certain chance of ‘avoiding’ the
trap located at x. Transparent trap models were first considered in [1], where it was
observed that very simple transparency mechanisms can yield a variety of diverse
scaling limits. In particular, for a parameter β ≥ 0 we define the β-transparent
BTM as the (non-Markovian) symmetric nearest-neighbour random walk Xβ =
(Xβt )t≥0 on Z whose holding time on the i
th visit to a site x ∈ Z is distributed as
τ ix :=
{
τxξ
i
x, with probability min
{
1
τβx
, 1
}
,
ξix, otherwise,
where {ξix}x∈Z,i∈N is a collection of i.i.d. unit-mean exponential random variables.
In other words, the chain Xβ evolves just as the BTM X except that a trap at
x ∈ Z is ignored, at each visit to x, with probability max{1−τ−βx , 0} independently
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Figure 1. Partition of the parameter space of the β-transparent
trap model according to scaling limit due to [1]. Here the labels
‘BM’, ‘FIN’ and ‘FK’ indicate that the respective scaling limits
are the standard Brownian motion, the FIN diffusion and the FK
process. Recall that α denotes the index of regular-variation of the
traps; slow-variation corresponds to the α = 0 boundary.
of all other sources of randomness; setting β = 0 recovers the BTM. In [1], a
partition of the parameter space was obtained for the above model1 in the case
of regularly varying traps, indicating the rich variety of scaling limits that may
arise; see Figure 1. In particular, each of the standard Brownian motion, the FIN
diffusion, as well as the fractional kinetics (FK) process can arise through this
transparency mechanism; see [1] or [3] for the definition and basic properties of
the FK process. We consider the β-transparent BTM with slowly varying traps,
confirming that the partition of the parameter space in Figure 1 remains valid on
the α = 0 boundary, a case that was not treated in [1]. Incidentally, this raises
the interesting question as to what other processes, apart from FK and the scaling
limit of the BTM, may arise as the scaling limit of transparent trap models as the
parameters α, β → 0 simultaneously; this question will be addressed in upcoming
work.
1.1. The scaling limit. In this section, we introduce the scaling limit of X as
a time-changed (or subordinated) standard Brownian motion. Motivating this de-
scription, and key to the proof of our functional limit theorem, is the observation
that every symmetric time-homogeneous nearest-neighbour continuous time ran-
dom walk on Z can be expressed as a time-changed simple random walk, where the
time-change may depend on the realisation of the underlying random walk (see, for
example, [3]). To see this for the process X , let S = (Si)i∈N be a discrete-time sim-
ple random walk (SRW) on Z and let ξ = (ξi)i∈N be a collection of i.i.d. unit-mean
exponential random variables, with S, ξ and τ independent. Define an S-dependent
clock process A = (An)n≥0 by setting
An :=
∑
i≤⌊n⌋
ξiτSi ,
and let IS = (ISt )t≥0 be its right-continuous inverse, defined by
ISt := inf{n : ASn > t}.
1Actually, in [1] the model considered had ξix ≡ 1, although this change does not affect the
scaling limits.
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It is not hard to see that the law of X under P0 is identical to that of SIS . In other
words, the process X may equivalently be defined via a subordination of the simple
random walk S by the clock process A.
We now present an analogous construction in the continuous setting that will
serve to describe the scaling limit of X . Let P = (xi, vi)i∈N be an inhomogeneous
Poisson point process on R×R+ with intensity measure v−2dx dv; this process can
be viewed as the scaling limit for the trapping landscape. Denote by B = (Bt)t≥0
standard Brownian motion (independent of P). Let mB = (mBt )t≥0 be the B-
explored extremal process for P , defined by
mBt := sup
{
vi : inf
s∈[0,t]
Bs ≤ xi ≤ sup
s∈[0,t]
Bs
}
,(2)
and let IB = (IBt )t≥0 be its right-continuous inverse, i.e. I
B
t := inf{s : mBs > t}. We
will identify the processesmB and BIB as the scaling limits of A andX respectively.
We claim that BIB is the natural analogue of the FIN diffusion with parameter
α ∈ (0, 1) in the limiting case α = 0. To make this precise, we first observe how
the FIN diffusion can similarly be defined as the standard Brownian motion B,
time-changed by a clock-process that is a function of B, the point-process P and
the parameter α. We then use this representation to show in Theorem 1.9 below
that the FIN diffusion with parameter α converges almost-surely, under suitable
rescaling, to the process BIB as the parameter α → 0, where by almost-surely we
mean with respect to the joint law of P and B. Because of this result, we refer to the
process BIB as the extremal FIN process. (Note that we discuss the corresponding
α→ 1− limit in Remark 4.4.)
Note that BIB is a highly singular process. Indeed, conditional on P , its proba-
bility mass is concentrated, at each time t > 0, on the two sites
z1t := min{xi ≥ 0 : vi > t} and z2t := max{xi ≤ 0 : vi > t},
in proportion to their hitting probability with respect to B. In other words, condi-
tional on P ,
BIBt =
{
z1t , with probability |z1t |/(z1t − z2t ),
z2t , with probability |z2t |/(z1t − z2t ).
That we have such localisation arising in the scaling limit is a consequence of the
slowly varying tail of the trap distribution τ0, which means the clock process is
dominated in the limit by the contribution from the deepest-visited trap so far.
(As noted above, the localisation properties of the discrete model have previously
been studied in [17].)
1.2. Main results. We are now ready to state our functional limit theorem for the
BTM, identifying BIB as its scaling limit (see Theorem 1.2 below). As in the cases
of integrable or regularly varying traps, the key step towards this is establishing
a functional limit theorem for the clock process A (see Theorem 1.1 below). We
stress that both of these results hold for the BTM with arbitrary slowly varying
tail distribution τ0.
Concerning topological issues, the conclusion of Theorem 1.1 is stated in the
Skorohod space of real-valued ca`dla`g functions on R+, D(R+), equipped with the
Skorohod M1 topology. For Theorem 1.2, we use the same state space, but the
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coarser non-Skorohod L1,loc topology. We will later also refer to the usual Skoro-
hod J1 and uniform (over compact time intervals) topologies on D(R
+); detailed
definitions of the J1, M1 and L1,loc topologies and the relation between them are
provided in Appendix A. As for notation, we write
J1⇒, M1⇒ and L1⇒ for weak conver-
gence in the J1, M1 and L1,loc topologies respectively.
Theorem 1.1 (Functional limit theorem for the clock process). Under P0, as
n→∞,
(3)
(
1
n
L
(
1
n
An2t
))
t≥0
M1⇒ (mBt )t≥0
in distribution.
Theorem 1.2 (Functional limit theorem for the BTM). Under P0, as n→∞,(
1
n
XnL−1(nt)
)
t≥0
L1⇒
(
BIBt
)
t≥0
in distribution (simultaneously with (3)), where L−1 is the right-continuous inverse
of L, i.e. L−1(x) := inf{u : L(u) > x}.
Remark 1.3. Let us explain why the M1 and L1,loc topologies are the appropriate
topologies for the convergence results in Theorems 1.1 and 1.2 respectively. Recall
that the M1 topology extends the usual J1 topology by allowing jumps in the
limit process to be matched by multiple jumps of lesser magnitude in the limiting
processes, as long as they are essentially monotone and occur in negligible time in
the limit. With regards to Theorem 1.1, the need for theM1 topology arises because
the total amount of time that the BTM spends at the deepest-visited trap is a result
of multiple visits to the trap, all of which can contribute in a non-negligible way to
the jump in the limit clock process. Convergence in the stronger J1 topology would
only hold if only the first visit to the trap made a non-negligible contribution in
the limit; this is not true in general.
Recall also that the non-Skorohod L1,loc topology extends both the J1 and M1
topologies by allowing excursions in the limiting processes that are not present
in the limit process, as long as they are of negligible magnitude in the L1 sense
(which, in particular, is the case if they are of bounded size and occur in negligible
time in the limit). In regards to Theorem 1.2, the need for the L1,loc topology
arises because, during the time that the BTM is based at the deepest-visited trap,
the BTM makes repeated excursions away from this site. Although these occur in
negligible time in the limit, they are of a magnitude comparable to the distance
scale, and so prevent convergence in the stronger Skorohod topologies. See [10, 16]
for other examples of trap model convergence results that make use of the L1,loc
topology (or close variants). We remark that the convergence in the L1,loc topology
is too weak to imply the convergence of some commonly used functionals of the
sample paths of X , including inft∈[0,T ](Xt) and supt∈[0,T ](Xt).
Finally, we believe that the convergence in the L1,loc topology in Theorem 1.2
can actually be mildly strengthened to convergence in a topology that allows for
zero-time excursions of bounded size in the limiting processes, but only if they
occur at jump-times of the limit process (cf. the space E in [21, Section 15.4]).
That we expect convergence to hold in this stronger topology is essentially due to
the highly non-linear rescaling of time in the limit; since this is an artefact of the
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rescaling rather than an intrinsic property of the processes, we choose not to pursue
the additional technical complications necessary to prove such a result here.
We now state an additional assumption on the tail of the probability distribution
τ0, under which we are able to derive the convergence of the clock process under
the stronger J1 topology, and also simplify the statements of Theorems 1.1 and 1.2.
Assumption 1.4. Assume that
lim
x→∞
L(x/L(x))
L(x)
= 1.
Remark 1.5. Note that Assumption 1.4 is satisfied for L(x) = (log x)γ for all
γ > 0 (i.e. the class of log-Pareto distributions), but is only satisfied for L(x) =
exp{(log x)γ} (i.e. the class of log-Weibull distributions) for the parameter range
0 < γ < 1/2; cf. [13, Remark 2.4], where it is noted that the same parameter
range allows for an analogous simplification of the functional limit theorem that
we state as Proposition 2.2. We additionally note that Assumption 1.4 implies the
slow-variation property (1).
Theorem 1.6 (Simplified functional limit theorem for the clock process). Suppose
Assumption 1.4 holds. Under P0, as n→∞,
(4)
(
1
n
L(An2t)
)
t≥0
J1⇒ (mBt )t≥0
in distribution.
Theorem 1.7 (Simplified functional limit theorem for the BTM). Suppose As-
sumption 1.4 holds. Under P0, as n→∞,(
1
n
XL−1(nt)
)
t≥0
L1⇒
(
BIBt
)
t≥0
in distribution (simultaneously with (4)).
Remark 1.8. That Assumption 1.4 ensures that the convergence of the clock pro-
cess in Theorem 1.6 holds in the stronger J1 topology results from the fact that,
under this assumption, only the first visit to the deepest-visited trap makes a non-
negligible contribution to the clock process in the scaling limit; c.f. Remark 1.3.
As described in Section 1.1, the scaling limit process BIB in Theorems 1.2 and 1.7
can be considered as the extremal FIN process, in the sense that the FIN diffusion
with parameter α converges, under suitable rescaling, to the process BIB as the
parameter α → 0. Here we make this notion precise. First, let us define the FIN
diffusion (see [3]). Recall the definition of P = (xi, vi)i∈N and B from Section 1.1.
For α ∈ (0, 1), let Pα be the point process on R × R+ defined by the point set
(xi, wi) := (xi, v
1/α
i ), i ∈ N. By simple change of variables, it is easy to see that
Pα is Poissonian with intensity measure αw−1−αdx dw. Denote by (Lt(x))t≥0,x∈R
the local time process of B. Defining mB,α = (mB,αt )t≥0 by
(5) mB,αt :=
∑
i
Lt(xi)v
1/α
i
with IB,α = (IB,αt )t≥0 its right-continuous inverse, the FIN diffusion with parame-
ter α is the process BIB,α = (BIB,αt
)t≥0. Note that in this definition we have built
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in a coupling, via the point process P and the Brownian motion B, of the FIN
diffusion BIB,α and the extremal FIN process BIB . This allows us to state our
convergence as an almost sure result (cf. the α→ 1− limit of Remark 4.4).
Theorem 1.9 (Convergence of the FIN diffusion to the extremal FIN process). As
α→ 0, (
BIB,α
t1/α
)
t≥0
L1→
(
BIBt
)
t≥0
,
where
L1→ denotes convergence in the L1,loc topology, almost-surely with respect to
the joint law of P and B.
Finally, we establish scaling limits for the β-transparent BTM. Write P τ,βx for
the quenched law of Xβ started from x, and let
P
β
x (·) =
∫
P τ,βx (·) dP
be the corresponding annealed law. To state our results, we will need to introduce
the notion of second-order slow-variation. We say that L is second-order slowly
varying if there exist functions g, k such that g(u)→ 0 as u→∞ and
lim
u→∞
L(uv)
L(u) − 1
g(u)
= k(v), for any v > 0,(6)
where there exists a v such that k(v) 6= 0 and k(uv) 6= k(u) for all u > 0. Second-
order slow-variation is a natural strengthening of the slow-variation property (1),
giving more precise information about the fluctuations of L at infinity; see [5,
Chapter 3] for an overview.
Theorem 1.10 (Functional limit theorem for the β-transparent BTM). Suppose
β ≥ 1. Then, as n→∞, (
1
n
Xβµn2t
)
t≥0
J1⇒ (Bt)t≥0
in P τ,βx -distribution, P-almost-surely, where
µ := E
(
max{1− τ−β0 , 0}+ τ0min{τ−β0 , 1}
)
<∞
is the annealed expected holding time. Suppose β ∈ (0, 1) and assume that L is
second-order slowly varying, i.e. that it satisfies (6). Then there exists a slowly
varying function ℓ such that, as n→∞,(
1
n
Xβ
n2/βℓ(n)t
)
t≥0
J1⇒ (FKβt )t≥0
in P τ,βx -distribution and P-probability, where FK
β denotes the FK process with
index β.
Remark 1.11. Note that the results in Theorem 1.10 agree with the partition of
the parameter space depicted in Figure 1, where slow-variation is considered as the
boundary case α = 0.
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Remark 1.12. The slowly varying function ℓ has an explicit representation in terms
of g, the rate of second-order slow-variation of L, which in our setting is necessar-
ily also slowly varying (see the proof of Proposition 5.1). More precisely, defining
Γ(n) := n−βg(n)/L(n), then ℓ(n) = n−2/βΓ−1(n−2), where Γ−1 denotes the right-
continuous inverse of Γ. (NB. Without loss of generality, we may assume that g is
a strictly positive function and set Γ−1(t) := inf{s : Γ(s) < t}.) This representa-
tion explains why second-order slow-variation is a natural condition to impose in
Theorem 1.10.
The rest of the paper is organised as follows. In Section 2 we collect prelimi-
nary results on general extremal processes and local times of simple random walks.
Applying these results, in Section 3 we start by studying the clock process A, es-
tablishing the functional limit theorems of Theorems 1.1 and 1.6. In the same
section, we also consider the behaviour of the BTM itself, completing the proof
of Theorems 1.2 and 1.7. In Section 4 we prove the convergence of the FIN dif-
fusion to the extremal FIN process of Theorem 1.9. In Section 5 we consider the
β-transparent BTM, establishing Theorem 1.10. Finally, in Appendix A we col-
lect material related to the topologies J1, M1 and L1,loc, stating and proving some
general convergence results that will be crucial for our proofs.
2. Preliminary results
In this section we collect some preliminary results that will be used in proving
the main theorems. When we describe a collection (Xi)i∈I of non-negative random
variables as being bounded above or bounded below in probability we mean that
(Xi)i∈I or (1/Xi)i∈I , respectively, is tight.
2.1. Extremal processes. Let E = (Ei)i∈N be a sequence of strictly positive
i.i.d. random variables with arbitrary common distribution given by P(Ei > u) :=
1/LE(u) for some non-decreasing, ca`dla`g function LE . Let M = (Mn)n≥0 and
Σ = (Σn)n≥0 be respectively the extremal and sum processes for the sequence E,
i.e.
Mn := max{Ei : i ≤ ⌊n⌋} and Σn =
∑
i≤⌊n⌋
Ei.
Further, let J denote the jump-set of the process M , i.e.
J := {n :Mn 6= Mn−} ⊆ N.
Proposition 2.1 (Jump-set spacing). For each C > 0, as n→∞,
|J ∩ (n/C, nC] | and sep(J ∩ (n/C, nC])
n
are respectively bounded above and bounded below in probability, where sep(S) de-
notes the separation of the set S
sep(S) := min
i,j∈S
i6=j
|i− j|.
Proof. Let ψ = (ψi)i∈N be a sequence of i.i.d. unit-mean exponential random vari-
ables, with Mψn the extremal processes for ψ, i.e. M
ψ
n := max{ψi : i ≤ ⌊n⌋},
and J ψ its associated jump-set, i.e. J ψ := {n : Mψn 6= Mψn−}. Denote by
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(kni )i≥1 the ordered list of indices i > n/C such that ψi ≥ Mψn/C and abbrevi-
ate Kn := |{i : kni ≤ nC}|. Clearly we have that
|J ψ ∩ (n/C, nC] | ≤ Kn
and
sep(J ψ ∩ (n/C, nC]) ≥ sep(kni : i = 1, 2, . . . ,Kn).
Moreover, by the inverse transform theorem,
(7) En
d
= L−1E (exp{ψn})
and so there is a coupling of the sequences E and ψ such that, for all n,
Mn 6= Mn− =⇒ Mψn 6= Mψn− .
Therefore, for this coupling, J ⊆ J ψ, and so it is sufficient to prove that
Kn and
sep(ki : i = 1, 2, . . . ,Kn)
n
are respectively bounded above and bounded below in probability.
For the first, note that, conditionally on Mψn/C , the random variable Kn is dis-
tributed as
Bi
(
⌊nC⌋, exp{−Mψn/C}
)
,(8)
where Bi(n, p) denotes a binomial random variable with parameters n and p. It is
a classical result of extreme-value theory (see, for example, [18]) that, as n→∞,
Mψn − log n⇒ G in distribution,
where G denotes the Gumbel distribution, and so
n exp{−Mψn/C}(9)
is bounded above in probability. Together with equation (8) and Markov’s inequal-
ity, this implies that Kn is also bounded above in probability.
For the second, note that, conditionally on Mψn/C , for any i ≥ 1, the distance
kni+1 − kni is distributed as Geo(exp{−Mψn/C}), where Geo(p) denotes a geometric
random variable (with support 1, 2, . . . ). Again, by equation (9), this implies that
n−1(kni+1 − kni ) is bounded below in probability. By applying a union bound (con-
ditional on Kn, which we already know is bounded above in probability), we get
the result. 
Under the assumption that LE is slowly varying, it turns out that the processes
M and Σ have scaling limits that coincide. Let P+ := P|R+×R+ denote the point
process P defined in Section 1.1 restricted to the upper-right-quadrant, and let
m = (mt)t≥0 be the extremal process for P+, that is
mt := max{vi : 0 ≤ xi ≤ t}.
Proposition 2.2 (Functional limit theorem for the extremal and sum processes;
[13, 14]). Assume LE satisfies the slow-variation property (1). Then, as n→∞,(
1
n
LE(Mnt)
)
t≥0
J1⇒ (mt)t≥0 and
(
1
n
LE(Σnt)
)
t≥0
J1⇒ (mt)t≥0
in distribution.
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Proof. The limit theorem for Σ is the main result of [13]. The limit theorem for M
may be derived by first applying [14, Theorems 2.1 and 3.2] to the random variables
(ψi)i≥1 introduced in the proof of Proposition 2.1, which yields
(10) Mψnt − logn J1⇒ logmt
(where we note that the limit process (m(t))t≥0 in [14] is (logmt)t≥0 in our nota-
tion), and then transforming using (7). For the final step, one should be slightly
careful since LE(Ei) is not identically distributed as e
ψi in general. However, we
do have that
1
n
LE (Mnt)
d
=
LE
(
L−1E
(
eM
ψ
nt
))
eM
ψ
nt
× e
Mψnt
n
as processes. By (10), the second product converges in distribution to (mt)t≥0 in
the J1 topology. As for the effect of multiplying by the first term, this can then be
controlled using the facts that eM
ψ
n →∞ almost-surely, LE(L−1E (x)) ∼ x as x→∞
(since LE is slowly varying), and also, for any ε > 0,
lim
t→0
lim
n→∞
P
(
n−1LE (Mnt) ≥ ε
) ≤ lim
t→0
lim
n→∞
P
(
n−1LE (Σnt) ≥ ε
)
= 0
by the first part of the proposition. 
2.2. Simple random walks and local time. For R = (Ri)i≥0 a discrete-time
simple random walk on Z, let
dn := max
i≤⌊n⌋
Ri − min
i≤⌊n⌋
Ri
be the associated diffusion distance. We then have the following as a simple conse-
quence of Donsker’s invariance principle.
Proposition 2.3 (Bounds for the diffusion distance of a SRW). As n→∞,
dn√
n
is bounded below and above in probability.
Next, let ν(n, x) be the (continuous) local time of a continuous-time simple
random walk (CTSRW) after n steps,
ν(n, x) :=
∑
{0≤i≤⌊n⌋:Ri=x}
ψi,
where ψ = (ψi)i∈N is a sequence of i.i.d. unit-mean exponential distributions, and
let νmax(n) and νmin(n) be respectively the maximum and minimum local times
among the sites visited by R after n steps
νmax(n) := max
x∈{Ri: i≤n}
ν(n, x) := max
x∈Z
ν(n, x);
νmin(n) := min
x∈{Ri: i≤n}
ν(n, x).
We complete this subsection by deriving the bounds we will need for these quanti-
ties.
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Proposition 2.4 (Bounds for the local time of a CTSRW). As n→∞,
ν(n, 0)√
n
and
νmax(n)√
n
are both bounded below and above in probability.
Proof. If (Bt)t≥0 is a Brownian motion, and (Lt(x))t≥0,x∈R is its local time process,
then it is standard that Lσ±1(0) has an exponential distribution with mean one,
where σ±1 is the first hitting time of ±1. It follows that (ν(n, x))n≥0,x∈Z has the
same distribution as (Lσ(n)(x))n≥0,x∈Z, where σ(0) = 0 and, for n ≥ 1, σ(n) :=
inf{t > σ(n− 1) : Bt ∈ Z\{Bσ(n−1)}}. Since n−1σ(n)→ 1 almost-surely, it follows
that
ν(n, 0)√
n
⇒ L1(0), νmax(n)√
n
⇒ sup
x∈R
L1(x),
in distribution, where to deduce this it is also helpful to recall the scaling property
of Brownian local times, i.e. (Lt(x))t≥0,x∈R
d
= (λ−1/2Lλt(λ
1/2x))t≥0,x∈R. The result
follows. 
Proposition 2.5 (Bound for the minimum local time of a CTSRW). For any
T > δ > 0, as n→∞,
n min
i∈[n2δ,n2T ]
νmin(i)
is bounded below in probability.
Proof. Combine the identity
nmin
i≤n
ψi
d
= ψ0 , n ∈ N
with the bounds on the diffusion distance of Proposition 2.3. 
3. Scaling limits for the clock process and the BTM
In this section we prove the convergence of the clock process A to the limit
process mB that is stated above in Theorems 1.1 and 1.6. The strategy is to
‘squeeze’ the clock process A between the S-explored extremal and sum processes
defined respectively by
MXn := max
{
τx : min
i≤⌊n⌋
Sn ≤ x ≤ max
i≤⌊n⌋
Sn
}
and ΣXn :=
maxi≤⌊n⌋ Sn∑
x=mini≤⌊n⌋ Sn
τx.
We then apply a general squeeze convergence result for the Skorohod M1 topology
that we state and prove in Appendix A to complete the proof.
Throughout this section, fix constants T > δ > 0. For technical reasons, we will
additionally define an auxiliary function hn →∞ growing sufficiently slowly that
lim
n→∞
L(L−1(n/hn)/hn)
L(L−1(n/hn))
= lim
n→∞
L(L−1(n/hn)hn)
L(L−1(n/hn))
= 1,(11)
remarking that such an hn is guaranteed to exist by the slow-variation property (1)
and since limn→∞ L
−1(n) =∞. For completeness, we give an explicit construction
of an hn satisfying the left-hand side of equation (11); the construction of an hn that
simultaneously satisfies the right-hand side of equation (11) is analogous. Define
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an arbitrary increasing sequence c = (ci)i∈N →∞, and denote, for each u > 0 and
each n > 0,
fn(u) :=
L(L−1(nu)u)
L(L−1(nu))
.
By the slow-variation property and since limn→∞ L
−1(n) = ∞, we have that
fn(u)→ 1 for each u. This means that, for each i ∈ N, there exists an ni ∈ N such
that
|1− fn(1/ci)| < 1/ci for all n ≥ ni.
So define hn, with increments only on the set {ni}i∈N, satisfying hni := ci.
Similarly, under Assumption 1.4, we will additionally require that hn satisfies
lim
n→∞
L(L−1(n/hn)/(nhn))
L(L−1(n/hn))
= lim
n→∞
L(L−1(n/hn)nhn)
L(L−1(n/hn))
= 1,(12)
which is again guaranteed to exist under Assumption 1.4 by analogous reasoning.
3.1. Extremal processes associated to the BTM. The first step is to convert
our results on general extremal processes stated in Section 2 into equivalent results
for the extremal processes associated with the random walk X .
Let JX be the jump-set associated to MX
JX := {n :MXn 6=MXn−} ⊆ N.
Abbreviating NXn := |JX ∩ (δn2, ⌈Tn2⌉]|, let (jni )1≤i≤NXn be the elements of JX ∩
(δn2, ⌈Tn2⌉] arranged in increasing order, set
jnNXn +1 := min{i > ⌈n
2T ⌉ : i ∈ JX},
and write Jn := {jni : i = 1, . . . , NXn + 1}.
Proposition 3.1 (Jump-set spacing for MX). As n→∞,
NXn and
sep (Jn)
n2
are respectively bounded above and bounded below in P0-probability.
Proof. Let E = (Ei)i∈N be the sequence given by rearranging the elements of the
trapping landscape (τx)x∈Z into the order that the relevant sites are visited by S,
and let J be defined as in Section 2.1 for the sequence E. Further denote by (ki)i≥1
the ordered list of elements in J ∩ (n/C,∞) and abbreviate Kn := |J ∩ (n/C, nC]|.
Let dn be defined as in Section 2.2 for the simple random walk S. Note that, by
Proposition 2.3, for any ε > 0 there exists a C > 0 such that
P0
(
dδn2 > n/C and d⌈Tn2⌉ < nC
)
> 1− ε,
which implies that
P0
(
NXn ≤ |J ∩ (n/C, nC]|
)
> 1− ε.
Moreover, under P0, the sequence E is i.i.d. with common distribution τ0, and is
independent of S. Hence we can apply Proposition 2.1 to bound
|J ∩ (n/C, nC]|
above in P0-probability, which proves the first result. Similarly, from Proposition 2.3
and the definition of sep(·), it is possible to deduce that, for any ε > 0, there exists
a C > 0 such that
P0
(
sep(Jn) ≥ sep({ki : i = 1, 2, . . . ,Kn + 1})2/C
)
> 1− ε.
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Using the fact that kKn ≤ nC and that kKn+1 is either in (nC, n(C + 1)] or in
(n(C + 1),∞), we have the trivial bound
sep({kni : i = 1, . . . ,Kn + 1}) ≥ min {sep(J ∩ (n/(C + 1), n(C + 1)]), n} ,
and so Proposition 2.1 applied to J ∩ (n/(C + 1), N(C + 1)] gives the result. 
Proposition 3.2 (Local time at deepest-visited traps). For each 1 ≤ i ≤ NXn , let
νi(k, 0) be defined similarly to ν(k, 0) in Section 2.2 for the simple random walk
(Sk+jni − Sjni )k∈N. Then, as n→∞,
P0
(
νi(jni+1 − jni − 1, 0) > n/hn for all 1 ≤ i ≤ NXn
)→ 1(13)
and
P0
(
νi(δn2 − 1, 0) > n/hn for all 1 ≤ i ≤ NXn
)→ 1.(14)
Proof. By the time-homogeneity of a SRW and the fact that jni is a stopping time
for each i,
νi(n, 0)
d
= ν(n, 0),
and so it follows from Proposition 2.4 that, as n→∞,
P0
(
νi(n2/hn, 0) > n/hn
)
= P0
(
ν(n2/hn, 0) > n/hn
)→ 1.
Since, by Proposition 3.1, NXn is bounded above in probability, it follows that
P0
(
νi(n2/hn, 0) > n/hn for each 1 ≤ i ≤ NXn
)→ 1.
This is sufficient to establish equation (14) since νi(·, 0) is non-decreasing. For
equation (13), simply apply the second part of Proposition 3.1, since jni+1 − jni ≥
sep(Jn) for each 1 ≤ i ≤ NXn . 
In what follows, we make use of the product space D(R+) × D(R+). For a
sequence of probability measures on D(R+)×D(R+), we denote by
J1/J1⇒ and M1/J1⇒
weak convergence of the first component in the J1 and M1 topologies respectively,
and the simultaneous weak convergence of the second component in the J1 topology.
Proposition 3.3 (Functional limit theorem for the S-explored extremal and sum
processes). Under P0, as n→∞,(
1
n
L(MXn2t),
1
n
Sn2t
)
t≥0
J1/J1⇒ (mBt , Bt)t≥0 ,
and (
1
n
L(ΣXn2t),
1
n
Sn2t
)
t≥0
J1/J1⇒ (mBt , Bt)t≥0
in distribution.
Proof. Let E = (Ei)i∈N be the sequence defined in the proof of Proposition 3.1.
Define dn as in Section 2.2 for the simple random walk S, and also define the
equivalent diffusion distance for the standard Brownian motion
(15) dBt := sup
s≤t
Bs − inf
s≤t
Bs.
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Combining Proposition 2.2 and Donsker’s invariance principle, we have under P0
that
(16)
(
1
n
L(Mnt),
1
n
Sn2t
)
t≥0
J1/J1⇒ (mt, Bt)t≥0
in distribution, where Mn and mt are defined as in Section 2.1. Note that, using
the continuous mapping theorem (and the fact that B is continuous almost-surely),
we also have that (n−1dn2t)t≥0 converges in distribution to (d
B
t )t≥0 (in the J1
topology). Together with the composition result of Lemma A.6, it follows that,
under P0, (
1
n
L
(
Mdn2t
))
t≥0
J1⇒
(
mdBt
)
t≥0
(17)
in distribution (simultaneously with the convergence at (16)). Now, it is straight-
forward to check from the construction of the relevant processes that
(18)
(
1
n
L(MXn2t),
1
n
Sn2t
)
t≥0
d
=
(
1
n
L
(
Mdn2t
)
,
1
n
Sn2t
)
t≥0
.
Moreover, we have that
(19)
(
mdBt , Bt
)
t≥0
d
= (mBt , Bt)t≥0.
Indeed, by conditioning on B and applying the spatial homogeneity of the under-
lying point process, checking that the finite dimensional distributions of the two
above processes agree is easy, and (19) follows readily from this. Putting (17), (18)
and (19) together completes the proof of the first claim of the proposition. The
proof of the second claim is similar. 
Corollary 3.4 (Lower bound for the S-explored extremal and sum processes). As
n→∞,
P0
(
MXn2δ ≥ L−1(n/hn)
)→ 1 and P0 (ΣXn2δ ≥ L−1(n/hn))→ 1.
Proof. By the existence of the scaling limit, as n→∞,
P0
(
1
n
L(MXn2δ) > 1/hn
)
→ 1 and P0
(
1
n
L(ΣXn2δ) > 1/hn
)
→ 1
both hold. The result then follows by the definition of L−1. 
3.2. Squeezing the clock process. The next step is to show that, under suit-
able rescaling, the clock process A is squeezed (with high probability) between the
extremal and sum processes MX and ΣX ; the squeezing is done in both time and
space.
Proposition 3.5. As n→∞,
P0
(
1
n
An2t < Σ
X
n2t hn for all t ∈ [δ, T ]
)
→ 1.(20)
Moreover, for each t ∈ [δ, T ] and n ≥ 0 there exists a P0-measurable random time
snt ∈ [t, t+ δ] such that, as n→∞,
P0
(
1
n
An2snt > M
X
n2snt
/hn for all t ∈ [δ, T ]
)
→ 1.(21)
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Proof. Consider first the limit at (20). Let νmax(n) be defined as in Section 2.2 for
the simple random walk S. Then, by the definition of An and Σ
X
n ,
An ≤ νmax(n)ΣXn ,
for all n ≥ 0, and so
1
n
An2t ≤ 1
n
νmax(n
2T )ΣXn2t for all t ∈ [δ, T ],
since νmax(·) is non-decreasing. Equation (20) then follows by applying Proposi-
tion 2.4.
We now work towards equation (21), starting with an explicit construction of snt
on the event
An,δ1 := {JX ∩ (δ1n2, δn2] 6= ∅},
for each n ≥ 0 and δ1 ∈ (0, δ]. To this end, let (jn,δ1i )N
X
i=1 be the elements of the set
JX ∩ (δ1n2, ⌈Tn2⌉] arranged in increasing order. Note that, for simplicity, in what
follows we will suppress the dependence of jn,δ1i on n and δ1. For any t ∈ [δ, T ] let
it be the index of the last jump ji strictly less than n
2t+ 1, that is,
it := max{1 ≤ i ≤ NX : ji < n2t+ 1}.
Then, define snt by
snt := min
{
1
n2
(jit+1 − 1) , t+ δ
}
.
We note that by the monotonicity of the events An,δ1 , the above construction well-
defines snt on the whole of An := ∪δ1≤δAn,δ1 . Furthermore, by arbitrarily extending
the definition of snt by setting s
n
t = t for t ∈ [δ, T ] on the eventAcn, we ensure that snt
is P0-measurable. We clearly also have that s
n
t ∈ [t, t+δ]. Finally, this construction
also guarantees that, on An,δ1 , for each t ∈ [δ, T ],
ist = it(22)
and moreover that
n2snt − jit ≥ min
{
jit+1 − jit − 1 , δn2 − 1
}
.(23)
Recalling the definition of νi(n, 0) from Proposition 3.2 (substituting δ1 for δ), we
have by the definition of An and M
X
n that, on An,δ1 ,
An2t ≥ νit(n2t− jit , 0)MXn2t
for each t ∈ [δ, T ]. Combining this with equations (22) and (23) gives, on An,δ1 ,
1
n
An2snt ≥
1
n
νit
(
min
{
jit+1 − jit − 1, δn2 − 1
}
, 0
)
MXn2snt ,
and so Proposition 3.2 yields that, for any δ1 ≤ δ
lim inf
n→∞
P0
(
1
n
An2snt > M
X
n2snt
/hn for all t ∈ [δ, T ]
)
≥ 1− lim sup
n→∞
P0
(Acn,δ1) .
Finally, we have that
P0 (An,δ1) = P0
(
MXδn2 > M
X
δ1n2
) ≥ P0 (n−1L(MXδn2) > n−1L(MXδ1n2)) .
By Proposition 3.3, the liminf as n → ∞ of the right-hand side above is bounded
below by P0(m
B
δ > m
B
δ1
) = 1− δ1/δ, or to put this another way
lim sup
n→∞
P0
(Acn,δ1) ≤ δ1δ ,
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which can be made arbitrarily small by adjusting the choice of δ1. 
Proposition 3.6. As n→∞,
P0
(
1
n
L
(
1
n
An2t
)
<
1
n
L
(
ΣXn2t
)
+ δ for all t ∈ [δ, T ]
)
→ 1.(24)
Moreover, for each t ∈ [δ, T ] and n ≥ 0 there exists a P0-measurable random time
snt ∈ [t, t+ δ] such that, as n→∞,
P0
(
1
n
L
(
1
n
An2snt
)
>
1
n
L
(
MXn2snt
)
− δ for all t ∈ [δ, T ]
)
→ 1.(25)
Proof. Consider first equation (24). Starting from equation (20), applying L to
both sides of the inequality and then dividing by n we get that, as n→∞,
P0
(
1
n
L
(
1
n
An2t
)
≤ 1
n
L
(
ΣXn2t hn
)
for all t ∈ [δ, T ]
)
→ 1.
Note that by Corollary 3.4, and since ΣXn is non-decreasing, as n→∞,
P0
(
ΣXn2t > L
−1(n/hn) for all t ∈ [δ, T ]
)→ 1.
By equation (11), this means that for arbitrary η > 0, as n→∞,
P0
(
1
n
L
(
ΣXn2t hn
)
<
1
n
L
(
ΣXn2t
)
(1 + η) for all t ∈ [δ, T ]
)
→ 1.
Since we have from Proposition 3.3 that
P0
( η
n
L
(
ΣXn2T
) ≥ δ)→ P0 (ηmBT ≥ δ) ,
and the right-hand side converges to 0 as η → 0, this is enough to yield the result.
Consider then equation (25). Similarly, equation (21) gives that, as n→∞,
P0
(
1
n
L
(
1
n
An2snt
)
>
1
n
L
(
MXn2snt /hn
)
for all t ∈ [δ, T ]
)
→ 1.
As before, Corollary 3.4, equation (11) and Proposition 3.3 then imply the result.

Under Assumption 1.4, we establish the stronger uniform convergence (in space)
of A to ΣX .
Proposition 3.7. Under Assumption 1.4, as n→∞,
sup
t∈[δ,T ]
∣∣∣∣ 1nL (An2t)− 1nL (ΣXn2t)
∣∣∣∣→ 0 in P0-probability.
Proof. Assume that hn →∞ is growing sufficiently slowly that equation (12) holds
and let νmin(n) be defined as in Section 2.2 for the simple random walk S. Then,
by definition, An ≥ νmin(n)ΣXn , for all n ≥ 0. Since, by Proposition 2.5, as n→∞,
P0
(
νmin(n
2t) > 1/(nhn) for all t ∈ [δ, T ]
)→ 1,
together with equation (20), we have that, as n→∞,
P0
(
1
n
L
(
ΣXn2t/(nhn)
) ≤ 1
n
L (An2t) ≤ 1
n
L
(
ΣXn2t (nhn)
)
for all t ∈ [δ, T ]
)
→ 1.
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Finally, as in the proof of Proposition 3.6, Corollary 3.4 and equation (12) then
jointly imply that for any η > 0, as n→∞,
P0
(
1
n
L
(
ΣXn2t/(nhn)
)
>
1
n
L
(
ΣXn2t
)
(1− η) for all t ∈ [δ, T ]
)
→ 1
and
P0
(
1
n
L
(
ΣXn2t (nhn)
)
<
1
n
L
(
ΣXn2t
)
(1 + η) for all t ∈ [δ, T ]
)
→ 1.
By applying Proposition 3.3, it follows that for any η, ε > 0, as n→∞
lim sup
n→∞
P0
(
sup
t∈[δ,T ]
∣∣∣∣ 1nL (An2t)− 1nL (ΣXn2t)
∣∣∣∣ ≥ ε
)
≤ P0
(
ηmBT ≥ ε
)
.
Letting η → 0 completes the proof. 
3.3. Proofs of the main convergence results. We are now ready to prove the
main result of this section, from which the the conclusions stated in the introduction
follow easily.
Proposition 3.8 (Restated functional limit theorems for the clock process). Under
P0, as n→∞, (
1
n
L
(
1
n
An2t
)
,
1
n
Sn2t
)
t≥0
M1/J1⇒ (mBt , Bt)t≥0
in distribution. Moreover, if Assumption 1.4 holds, then under P0, as n→∞,(
1
n
L(An2t),
1
n
Sn2t
)
t≥0
J1/J1⇒ (mBt , Bt)t≥0
in distribution.
Proof. Recalling Proposition 3.3 and the bounds in Proposition 3.6, the first state-
ment follows from the convergence result of Lemma A.3. Similarly, recalling Propo-
sition 3.3 and the bounds in Proposition 3.7, the second statement follows from the
convergence result of Lemma A.2. 
Proof of Theorem 1.1 and Theorem 1.6. The conclusions of Theorems 1.1 and 1.6
follow immediately from the previous result. 
To complete this section, we derive the convergence of the BTM X to the limit
process BIB , as stated in Theorems 1.2 and 1.7. The bulk of the work has al-
ready been done in establishing the convergence of the clock process above; only
technicalities involving convergence results for the various topologies remain.
Proof of Theorem 1.2 and Theorem 1.7. Since the right-continuous inverse of the
process n−1L(n−1An−2t) is given by n
−2ISnL−1(nt), applying the inversion result of
Lemma A.4 to Proposition 3.8 yields that under P0, as n→∞,
(26)
(
n−2ISnL−1(nt), n
−1Sn2t
)
t≥0
M1/J1⇒ (IBt , Bt)t≥0
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in distribution. Similarly, noting that the right-continuous inverse of n−1L(An2t) is
n−2ISL−1(nt), we argue similarly to deduce that if Assumption 1.4 holds, then under
P0, as n→∞,
(27)
(
n−2ISL−1(nt), n
−1Sn2t
)
t≥0
M1/J1⇒ (IBt , Bt)t≥0
in distribution. Consequently, recalling that the law of X under P0 is identical to
that of SIS , the second statement of Lemma A.6 allows us to deduce the desired
results by composing the two coordinates of (26) and (27). 
4. The extremal FIN process
In this section we prove that the scaling limit BIB is the natural analogue of the
FIN diffusion with parameter α ∈ (0, 1) in the limiting case α = 0. In particular,
we prove Theorem 1.9.
Lemma 4.1 (Sum-to-max). Let (ci, vi)i∈N be a set of points in R
+ × (0,∞) with
the property that, for each s ∈ (1,∞),∑
i
civ
s
i <∞.
Then, as s→∞, (∑
i
civ
s
i
)1/s
→ sup
i:ci>0
vi
Proof. Define the function v : N → R+ by the map i 7→ vi and denote by µ the
(possibly infinite) measure
µ :=
∑
i
ciδi.
Then the claim is just the fact that the Ls norm of v with respect to the measure
µ converges, if finite, to the L∞ norm of v with respect to µ (see, for example, [15,
Section 2.1]). 
Recall the definitions of the processes mB and mB,α from (2) and (5), which
are the clock-processes for the extremal FIN process and the FIN diffusion with
parameter α, respectively.
Proposition 4.2 (Convergence of the clock-processes). As α→ 0,((
mB,αt
)α)
t≥0
M1→ (mBt )t≥0
where
M1→ denotes convergence in the M1 topology, almost-surely with respect to the
joint law of P and B.
Proof. We start by proving convergence for a fixed t. By definition, we have that
mB,αt :=
∑
i:Lt(xi)>0
Lt(xi)v
1/α
i .
It is an elementary exercise to deduce from this, the fact that supx∈R Lt(x) < ∞
and dBt <∞ almost-surely (where dBt was defined at (15)), and the definition of P ,
that mB,αt is finite for any α ∈ (0, 1), almost-surely. We also have the identity
mBt = sup
i:Lt(xi)>0
vi
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almost-surely. Indeed, Lt(x) > 0 if and only if x ∈ (infs∈[0,t]Bs, sups∈[0,t]Bs)
almost-surely (see, for example, [12, Corollary 22.18]). Moreover, we may assume
that there are no points (xi, vi) in P with xi ∈ {infs∈[0,t]Bs, sups∈[0,t]Bs} almost-
surely. Hence, applying Lemma 4.1 to the set of points (Lt(xi), vi))i∈N ∈ R+ ×
(0,∞) yields that, for each fixed t, as α→ 0,(
mB,αt
)α
→ mBt
almost-surely. By countability, we immediately deduce that this convergence holds
for all rational times simultaneously. As the process mB,α is non-decreasing for
each α by definition, almost-sure convergence in M1 follows. 
Remark 4.3. That the convergence in Proposition 4.2 does not hold in the stronger
J1 topology can be easily seen from the fact that m
B,α is continuous for each α
whereas the limit process mB is not continuous.
Proof of Theorem 1.9. The proof of Theorem 1.9 follows from Proposition 4.2 in an
identical manner to in the proofs of Theorems 1.2 and 1.7, by applying the inversion
and composition results of Lemmas A.4 and A.6. 
Remark 4.4. A result corresponding to Theorem 1.9 can be also established for FIN
diffusions in the α→ 1− limit. In particular, we claim that as α→ 1−,
(28)
(
BIB,α
(1−α)−1t
)
t≥0
U→ (Bt)t≥0 ,
where
U→ denotes uniform convergence over compact time intervals, almost-surely
with respect to the joint law of P and B. Since it is not directly related to the
main results of this paper, we only sketch a proof. Defining (xi, vi)i∈N as before
and setting Σ :=
∑
i:xi∈[0,1],vi≤1
v
1/α
i , it is an elementary exercise to check that
E (Σ) =
α
1− α, Var (Σ) =
α
2− α.
(One can do so using Campbell’s theorem for Poisson point processes, for example.)
Consequently,
P (|(1 − α)Σ− α| ≥ ε) ≤ α(1− α)
2
ε2(2− α) ,
and a Borel-Cantelli argument yields
(29) (1− α)Σ→ 1,
along the subsequence α = 1 − n−1, almost-surely. By the monotonicity of Σ in
α, this is readily extended to almost-sure convergence as α → 1−. From this, we
deduce that
(30) (1− α)
∑
i:xi∈[a,b]
v
1/α
i → (b− a), as α→ 1−, ∀a ≤ b,
almost-surely (adding the finite number of terms with vi > 1 clearly does not affect
the limit at (29), and then a countability argument and monotonicity can be used
to establish (30)). We note that the convergence at (30) implies almost-sure vague
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convergence of the measures (1 − α)∑i δxiv1/αi to the Lebesgue measure on the
real line. Thus, using the continuity of the Brownian local times, we obtain
(1 − α)mB,αt = (1− α)
∑
i
Lt(xi)v
1/α
i →
∫
Lt(x)dx = t
uniformly over compact intervals of t, almost-surely. The claim at (28) then follows
by taking inverses and composing with B, similarly to the proof of Theorem 1.9.
5. Transparent traps
In this section we establish the scaling limits for the β-transparent BTM of
Theorem 1.10. We achieve this by verifying the sufficient conditions given in [1]
for the convergence of randomly trapped random walks to the standard Brownian
motion and the FK process respectively.
We begin by proving a consequence of the second-order slow-variation of L for
certain expectations involving τ0; the spirit is similar to that of de Haan’s theorem,
see [5, Section 3.7].
Proposition 5.1. Assume that L is second-order slowly varying, i.e. that it sat-
isfies (6). Let f : R+ → R+ be a continuously differentiable function such that
f(t) → 0 as t → ∞. Moreover, suppose that there exists a δ > 0 for which
f(t) = o(tδ) as t → 0, and both f ′(t)tδ and f ′(t)t−δ are integrable. Then the
function
Γ(n) := E [f(τ0/n)]
satisfies
lim
n→∞
L(n)Γ(n)
g(n)
= −λ
∫ ∞
0
f ′(t) log t dt
for some constant λ 6= 0 that only depends on L and g. In particular, if the integral
on the right-hand side is non-zero (note that the assumptions ensure that it is finite),
then Γ is slowly varying.
Proof. By standard de Haan theory, the second-order slowly varying property im-
plies that g(u) is regularly varying with a non-positive index (see the discussion at
the start of [5, Section 3.12]). Applying this fact and the divergence of L(u), it
can be deduced from the representation theorem of [5, Theorem 3.12.2] that g is
actually slowly varying, and further that k(v) = λ log v for some constant λ 6= 0.
Moreover, it is easy to see that
F¯ (u) := P(τ0 > u) = 1/L(u)
is also second-order slowly varying, satisfying
lim
u→∞
F¯ (u)− F¯ (uv)
F¯ (u)g(u)
= −k(1/v) = λ log v, v > 0,(31)
for the same g, k and λ. We therefore have the following uniform bound (see [5,
(3.1.5)]): for any δ > 0, there exist constants K,n0 > 0 such that∣∣∣∣ F¯ (n)− F¯ (nt)F¯ (n)g(n)
∣∣∣∣ ≤ Ktδ for all n > n0, t ≥ 1.(32)
Suppose t ∈ [n0/n, 1], where n ≥ n0. Setting m = nt ≥ n0, (32) implies∣∣∣∣ F¯ (n)− F¯ (nt)F¯ (n)g(n)
∣∣∣∣ ≤ Kt−δ
∣∣∣∣ F¯ (m)g(m)F¯ (m/t)g(m/t)
∣∣∣∣ .
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Since F¯ g is slowly varying, we may bound |F¯ (m)g(m)/F¯ (m/t)g(m/t)| by K ′t−δ.
Reparameterising δ, this yields that: for any δ > 0, there exist constants K,n0 > 0
such that ∣∣∣∣ F¯ (n)− F¯ (nt)F¯ (n)g(n)
∣∣∣∣ ≤ Kmax{tδ, t−δ} for all n > n0, t ≥ n0/n.(33)
For the remainder of the proof, we choose δ such that the assumptions on f
are satisfied, and select K,n0 such that (33) holds. Partitioning the integral and
integrating by parts, we obtain
Γ(n) = E
[
f(τ0/n)1{τ0≥n0}
]
+E
[
f(τ0/n)1{τ0<n0}
]
=
[
f(t)(1 − F¯ (nt))]∞
n0/n
−
∫ ∞
n0/n
f ′(t)(1− F¯ (nt)) dt+ T1
= −
∫ ∞
n0/n
f ′(t)
(
F¯ (n)− F¯ (nt)) dt+ T1 + T2 + T3,
where
T1 := E
[
f(τ0/n)1{τ0<n0}
]
,
T2 := −f(n0/n)(1− F¯ (n0)),
T3 := −(1− F¯ (n))
∫ ∞
n0/n
f ′(t)dt = (1− F¯ (n))f(n0/n).
Since f(t) = o(tδ) as t→ 0 and F¯ (n)g(n) is slowly varying, it holds that∣∣∣∣ TiF¯ (n)g(n)
∣∣∣∣ ≤
∣∣∣∣supt≤n0/n |f(t)|F¯ (n)g(n)
∣∣∣∣→ 0
as n → ∞, for i = 1, 2, 3. Thus, since both f ′(t)tδ and f ′(t)t−δ are integrable
by assumption, the bound at (33) allows us to apply the dominated convergence
theorem to deduce that
lim
n→∞
L(n)Γ(n)
g(n)
= − lim
n→∞
∫ ∞
0
f ′(t)
F¯ (n)− F¯ (nt)
F¯ (n)g(n)
1{t≥n0/n}dt
= −
∫ ∞
0
f ′(t) lim
n→∞
F¯ (n)− F¯ (nt)
F¯ (n)g(n)
dt
= −λ
∫ ∞
0
f ′(t) log t dt,
where we recall the limit at (31) to deduce the final, desired equality. Given that
L and g are both slowly varying, and the class of slowly varying functions is closed
under division, the second statement of the Proposition readily follows. 
In the next result we derive asymptotic properties of the Laplace transform of
π0, the law of a holding time at 0 conditional on τ0. In the proof, we will denote
the law of τ0 under P by ν.
Proposition 5.2. Assume L is second-order slowly varying and let β ∈ (0, 1).
Define
πˆ0(ε) :=
∫ ∞
0
e−εtπ0(dt).
Then the function
Γ1(ε) := E [1− πˆ0(ε)]
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satisfies
lim
ε→0
ε−β ℓ¯(ε−1)−1Γ1(ε) = 1
for the slowly varying function ℓ¯(n) := g(n)/L(n). Moreover, the function
Γ2(ε) := E
[(
1− πˆ0
(
Γ−11 (ε
2)
))2]
satisfies
lim
ε→0
ε−3Γ2(ε) = 0,
where Γ−11 (ε) := inf{s : Γ(s) > ε} denotes the right-continuous inverse of Γ1.
Proof. On τ0 ≥ 1, we have that
πˆ0(ε) =
1
1 + ε
− τ−β0
(
1
1 + ε
− 1
1 + ετ0
)
.
Otherwise,
πˆ0(ε) =
1
1 + ετ0
.
Consequently, as ε→ 0,
Γ1(ε) =
∫ 1
0
εt
1 + εt
ν(dt) +
∫ ∞
1
(
ε
1 + ε
+ t−β
(
1
1 + ε
− 1
1 + εt
))
ν(dt)
=
∫ ∞
1
t−β
(
εt
1 + εt
− ε
1 + ε
)
ν(dt) +O(ε)
=
∫ ∞
0
εt1−β
1 + εt
ν(dt) +O(ε).
After the change of variables s = εt, this gives, as ε→ 0,
Γ1(ε) = ε
β
∫ ∞
0
s1−β
1 + s
ν(ε−1ds) +O(ε) = εβE (f1(ετ0)) +O(ε),
where
f1(s) :=
s1−β
1 + s
.
It is easy to check that the conditions of Proposition 5.1 are satisfied for f1 (with
δ < min{β, 1− β}). Moreover, integration by parts yields∫ ∞
0
f ′1(s) log sds = −
∫ ∞
0
f1(s)
s
ds < 0,
and so an application of Proposition 5.1 gives the first statement.
By the conclusion of the previous paragraph, we have that Γ1(ε) ∼ εβ ℓ¯(ε−1),
and so Γ−11 (ε
2) ∼ ε2/βℓ(ε−1)−1 for some slowly varying function ℓ (as ε → 0). In
particular, for any δ > 0, there exist c, ε0 > 0 such that Γ
−1
1 (ε
2) ≤ cεγ for every
ε ≤ ε0, where γ := 2β − δ. Applying this bound and arguing similarly to above, we
deduce that, as ε→ 0,
Γ2(ε
1/γ) ≤ E
[
(1− πˆ0 (cε))2
]
= (cε)2β
∫ ∞
0
s2−2β
(1 + s)2
ν(ε−1ds) +O(ε1+β−δ)
= (cε)2βE (f2(ετ0)) +O(ε
1+β−δ),
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where
f2(s) :=
s2−2β
(1 + s)2
.
Since f2 also satisfies the conditions of Proposition 5.1, we obtain from this that
Γ2(ε
1/γ) = O(ε2β−δ) as ε→ 0, and the result follows. 
Proof of Theorem 1.10. We may consider the β-transparent BTM as a randomly
trapped random walk (in the language of [1]). We proceed by verifying the sufficient
conditions for convergence of randomly trapped random walks given in [1].
Suppose first that β ≥ 1. Conditional on τ0, we have
m(π0) :=
∫ ∞
0
tπ0(dt) =
(
τ1−β0 + 1− τ−β0
)
1{τ0≥1} + τ01{τ0<1} ≤ 2.
Averaging over τ0 then gives µ = E(m(π0)) ≤ 2 < ∞. Hence the conditions
of [1, Theorem 2.9] are satisfied, giving the result.
Suppose now that β ∈ (0, 1). Proposition 5.2 gives precisely the assumptions
of [1, Theorem 2.11] (see also [1, Remark 2.12]), which immediately yields the
result. The representation for the slowly varying function ℓ given in Remark 1.12
is also evident from [1, Theorem 2.11] and the proof of Proposition 5.2. 
Appendix A.
A.1. Topologies on the space of real-valued ca`dla`g functions. The purpose
of this section is to describe the Skorohod topologies J1 and M1, as introduced
in [19], and the non-Skorohod topology L1,loc on the Skorohod space D(R
+) of
real-valued ca`dla`g functions on R+, in which our main results are proved; see [4,21]
for a fuller account. Figure A.1 gives a graphical illustration of the different kinds of
discontinuities that the three topologies allow for sequences of convergent functions.
We first define convergence in the respective topologies on the Skorohod space
D([0, T ]) of real-valued ca`dla`g functions on [0, T ], for fixed T .
J1: A sequence of functions fn ∈ D([0, T ]) converges to a function f ∈ D([0, T ])
in the J1 topology if there exists a sequence αn : [0, T ]→ [0, T ] of continuous and
one-to-one maps such that
sup
t≤T
|αn(t)− t| → 0 and sup
t≤T
|fn(αn(t)) − f(t)| → 0.
Note that the J1 topology extends the usual topology of uniform convergence over
compact time intervals by allowing jumps in f to be matched by jumps in fn that
occur at slightly different times, as long as these differences are negligible in the
limit.
M1: For a function f ∈ D([0, T ]) define its graph Gf ⊂ R+×R to be the ordered
set consisting of the function f and the line segments⋃
0≤t≤T
{λf(t−) + (1− λ)f(t) : 0 ≤ λ ≤ 1}
connecting each point of discontinuity of f . We remark that Gf can be continuously
parameterised over t ∈ [0, 1] in the natural way; let such a parameterisation be
Gf (t). A sequence of functions fn ∈ D([0, T ]) converges to a function f ∈ D([0, T ])
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an 1
1
J1
an 1
1
2
1
M1 , but not J1
an 2 bn1
3
2
1
2
1
L1,loc, but not J1 or M1
Figure 2. Examples of sequences of functions in D(R+) that con-
verge to the function 1[1,∞)(·) in the J1, M1 and L1,loc topologies
respectively, where an := 1− n−1 and bn := 2 + n−1.
in the M1 topology if there exists a sequence αn : [0, 1] → [0, 1] of continuous and
one-to-one maps such that
sup
t≤1
max
i=1,2
|πiGfn(αn(t))− πiGf (t)| → 0
where π1 and π2 are the projections of the graph onto the domain and codomain
coordinate respectively. Note that the M1 topology extends the J1 topology by
allowing jumps in f to be matched by multiple jumps in fn of lesser magnitude as
long as they are essentially monotone and occur in negligible time in the limit.
L1,loc: A sequence of functions fn ∈ D([0, T ]) converges to a function f ∈
D([0, T ]) in the L1,loc topology if∫
t≤T
|fn(t)− f(t)|dt→ 0.
Note that the L1,loc topology extends both the J1 and theM1 topologies by allowing
excursions in fn that are not present in f , as long as they are of negligible magnitude
in the L1 sense in the limit.
To extend the above definitions to the Skorohod space D(R+), we say that a
sequence of functions fn ∈ D(R+) converges to a function f ∈ D(R+) in the
J1 (respectively M1 and L1,loc) topology if and only if their restrictions to [0, T ]
converge with respect to the J1 (respectively M1 and L1,loc) topology on D([0, T ])
for every continuity point T of f .
To summarise, we have that the J1, M1 and L1,loc topologies are strictly ordered
in the following sense, where we write
J1→, M1→ and L1→ for convergence in the relevant
topologies.
Proposition A.1. For a sequence of functions fn ∈ D(R+) and a function f ∈
D(R+),
fn
J1→ f =⇒ fn M1→ f =⇒ fn L1→ f,
but none of the converse implications hold in general.
A.2. Convergence lemmas. The purpose of this section is to present the char-
acterisations of convergence in the topologies of interest on D(R+) that we will
appeal to in the proofs of our main results. Let wnt , x
n
t and y
n
t be sequences of
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stochastic processes in D(R+). Throughout we will assume that each wnt , x
n
t and
ynt is non-decreasing with
lim
n→∞
wn0 = limn→∞
xn0 = limn→∞
yn0 = 0
in probability.
We will also suppose that there is a limiting stochastic process xt ∈ D(R+) such
that, as n→∞,
(wnt )t≥0
J1⇒ (xt)t≥0 and (ynt )t≥0 J1⇒ (xt)t≥0,
where we recall that
J1⇒, M1⇒ and L1⇒ denotes weak convergence in the J1 andM1 and
L1,loc topologies respectively.
We first give sufficient conditions under which the stochastic processes xnt also
converge weakly to the limit process xt in the J1 and M1 topologies respectively.
For technical reasons we state our results in a way that allows for an auxiliary
process to converge simultaneously. For a sequence of probability measures on
D(R+)×D(R+), denote by
J1/J1⇒ , M1/J1⇒ and L1/J1⇒
weak convergence of the first component in the J1, M1 and L1,loc topologies respec-
tively, and the simultaneous weak convergence of the second component in the J1
topology. Then let znt be an auxiliary sequence of stochastic processes in D(R
+)
such that, as n→∞,
(34) (wnt , z
n
t )t≥0
J1/J1⇒ (xt, zt)t≥0 and (ynt , znt )t≥0
J1/J1⇒ (xt, zt)t≥0,
for a limit process zt in D(R
+).
Lemma A.2 (Uniform convergence in space implies J1 convergence). Assume that,
for any T > δ > 0, as n→∞,
sup
t∈[δ,T ]
|xnt − wnt | → 0 in probability.(35)
Then, as n→∞,
(xnt , z
n
t )t≥0
J1/J1⇒ (xt, zt)t≥0.
Proof. The convergence of the finite dimensional distributions (where the time in-
dices are points at which x and z are continuous almost-surely) immediately follows
from the convergence at (34) and (35); we need only show the tightness of the se-
quence xnt in the J1 topology. In particular, we need to show that, for each T > 0,
lim
λ→∞
lim sup
n→∞
P
(
sup
t≤T
|xnt | ≥ λ
)
= 0
and, for each ε > 0,
lim
δ→0
lim sup
n→∞
P

 inf
0=t0<t1<···<tm=T :
mini(ti−ti−1)>δ
sup
i=1,...,m
sup
s,t∈[ti−1,ti)
|xns − xnt | ≥ ε

 = 0
(see [4, Theorem 16.8]). Now, the convergence of wnt in the J1 topology implies that
the two conditions in [4, Theorem 16.8] are satisfied for wnt . It is an elementary
exercise to check from this, the uniform convergence in equation (35), and the
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assumption that each wnt and x
n
t is non-decreasing with w
n
0 and x
n
0 converging to
zero, that the conditions are also satisfied for xnt . 
Lemma A.3 (Squeeze convergence in space and time implies M1 convergence).
Assume that, for any T > δ > 0, t ≥ 0 and n ∈ N there exists a random, measurable
snt ∈ [t, t+ δ] such that, as n→∞,
P
(
wnsnt − δ < x
n
snt
< ynsnt + δ for all t ∈ [δ, T ]
)
→ 1.(36)
Further, assume the limit process (xt, zt) is almost-surely continuous at each fixed
time t. Then, as n→∞,
(xnt , z
n
t )t≥0
M1/J1⇒ (xt, zt)t≥0.
Proof. The convergence of the finite dimensional distributions immediately follows
from (34), the squeeze convergence in equation (36), and the fact that wnt , x
n
t and
ynt are all non-decreasing; we need only show the tightness of the sequence x
n
t in
the M1 topology. Using the characterisation of tightness in [21, Theorem 12.12.3],
we need to show in particular that, for each T > 0,
lim
λ→∞
lim sup
n→∞
P
(
sup
t≤T
|xnt | ≥ λ
)
= 0
and, for each ε > 0,
lim
δ→0
lim sup
n→∞
P

 sup
t∈[0,T ]
sup
max{0,t−δ}≤t1
<t2<t3≤min{t+δ,T}
{∣∣∣∣xnt2 − [xnt1 , xnt3]∣∣∣∣} > ε


where
∣∣∣∣xnt2 − [xnt1 , xnt3]∣∣∣∣ denotes the Hausdorff distance in R+ × R between the
point (t2, x
n
t2) and the line segment joining the points (t1, x
n
t1) and (t3, x
n
t3). Now,
the convergence of wnt and x
n
t in the J1 (and hence M1) topology imply that the
above two conditions are satisfied for wnt and y
n
t . A combination of this, equation
(36) and the fact that each wnt , x
n
t and y
n
t is non-decreasing with w
n
0 , x
n
0 and y
n
0
converging to zero, then implies that the two conditions are also satisfied for xnt . 
Finally, we give basic inversion and composition lemmas for the topologies. We
henceforth assume that xnt and z
n
t are deterministic functions in D(R
+) such that
xnt is non-decreasing with
lim
n→∞
xn0 = 0.
We further assume that, as n→∞,
(xnt , z
n
t )t≥0
J1/J1→ (xt, zt)t≥0(37)
for some xt, zt ∈ D(R+), where the notation means J1/J1→ that the first component
converges in the J1 topology and the second in the J1 topology. (We will use
similar notation when J1 is replaced by M1 or L1,loc.) Furthermore, we assume
that the limit process zt ∈ C(R+), the space of real-valued continuous functions on
R
+ (so that the convergence of the second coordinate can actually be considered
as uniform convergence over compact time intervals). The reason that we insist on
the presence of an auxiliary process is to take advantage of the composition lemma
that we state below.
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Lemma A.4 (Inversion lemma). Let vnt and vt denote the right-continuous inverses
of xnt and xt respectively, and further assume that vt is based at the origin. Then,
as n→∞,
(vnt , z
n
t )t≥0
M1/J1→ (vt, zt)t≥0.
The same conclusion holds if we weaken the assumption in equation (37) to
(xnt , z
n
t )t≥0
M1/J1→ (xt, zt)t≥0.
Proof. This is a consequence of the continuity of right-continuous inverses in the
M1 topology (see [21, Corollary 13.6.5]; the continuity at zero follows from the
assumptions that xn0 converges to zero and that vt is based at the origin). 
Remark A.5. Note that, even under the assumption of equation (37), the conclu-
sion of Lemma A.4 does not hold in general in the stronger J1 topology; see the
discussion in [21, Example 13.6.1].
Lemma A.6 (Composition lemma). As n→∞,
(znxnt )t≥0
J1→ (zxt)t≥0.
If instead the assumption in equation (37) is weakened to
(xnt , z
n
t )t≥0
M1/J1→ (xt, zt)t≥0,
then we may only conclude that, as n→∞,
(znxnt )t≥0
L1→ (zxt)t≥0.
Proof. The first statement is standard, proven for example in [20, Theorem 3.1]
(see also [21, Theorem 13.2.2]). As for the second statement, we start by noting
that
(38)
∫
t≤T
∣∣∣znxnt − zxt
∣∣∣ dt ≤ ∫
t≤T
∣∣∣znxnt − zxnt
∣∣∣ dt+ ∫
t≤T
∣∣zxnt − zxt∣∣ dt.
Now, since xnt → xt in the M1 topology, we must have that supn supt≤T xnt is
bounded above by some T1 < ∞. Hence the first term on the right-hand side of
(38) satisfies ∫
t≤T
∣∣∣znxnt − zxnt
∣∣∣ dt ≤ T sup
t≤T1
|znt − zt| ,
which converges to zero as n → ∞ by the uniform convergence of znt to zt over
compact time intervals. We now deal with the second term on the right-hand side
of (38). First note that we can also assume that supt≤T xt ≤ T1 < ∞ (adjusting
T1 if necessary). Moreover, the continuity of z yields that supt≤T1 |zt| ≤ C < ∞.
Putting these bounds together, we find that, for every ε > 0,∫
t≤T
∣∣zxnt − zxt∣∣ dt ≤ T sup
s,t≤T1:
|s−t|<ε
|zs − zt|+ C
∫
t≤T
1{|xnt −xt|≥ε}dt.
Since xnt converges to xt in theM1 topology, the same is true in the L1,loc topology,
which implies that the second term here converges to 0 as n→∞. Again appealing
to the continuity of z, the first term can be made arbitrarily small by taking ε
small. This confirms that
lim
n→∞
∫
t≤T
∣∣∣znxnt − zxt
∣∣∣ dt = 0,
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as desired. 
Remark A.7. The assumption that zt ∈ C(R+) is essential for the first conclusion
of the previous result. Indeed, it no longer holds in general if we assume only that
zt ∈ D(R+) with convergence in the J1 topology; see the discussion in [21, Example
13.2.2].
Remark A.8. The fact that the second convergence statement in Lemma A.6 fails
to hold in any of the Skorohod topologies lies at the heart of why we resort to the
coarser non-Skorohod L1,loc topology in Theorems 1.2 and 1.7; see the discussion
in [21, Example 13.2.4].
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