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ABSTRACT
Context. We study some general properties of accretion disc variability in the context of stationary random processes. In particular, we are
interested in mathematical constraints that can be imposed on the functional form of the Fourier power-spectrum density (PSD) that exhibits a
multiply broken shape and several local maxima.
Aims. We develop a methodology for determining the regions of the model parameter space that can in principle reproduce a PSD shape
with a given number and position of local peaks and breaks of the PSD slope. Given the vast space of possible parameters, it is an important
requirement that the method is fast in estimating the PSD shape for a given parameter set of the model.
Methods. We generated and discuss the theoretical PSD profiles of a shot-noise-type random process with exponentially decaying flares. Then
we determined conditions under which one, two, or more breaks or local maxima occur in the PSD. We calculated positions of these features
and determined the changing slope of the model PSD. Furthermore, we considered the influence of the modulation by the orbital motion for a
variability pattern assumed to result from an orbiting-spot model.
Results. We suggest that our general methodology can be useful in for describing non-monotonic PSD profiles (such as the trend seen, on
different scales, in exemplary cases of the high-mass X-ray binary Cygnus X-1 and the narrow-line Seyfert galaxy Ark 564). We adopt a model
where these power spectra are reproduced as a superposition of several Lorentzians with varying amplitudes in the X-ray-band light curve. Our
general approach can help in constraining the model parameters and in determining which parts of the parameter space are accessible under
various circumstances.
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1. Introduction
Accretion discs are believed to drive the variability of su-
permassive black holes in active galactic nuclei (AGN) and,
on much smaller time-scales, also the fluctuating signal from
Galactic black holes in accreting compact binaries (Vio et al.
1992; Nowak et al. 1999; McHardy et al. 2006). Observed light
curves, f ≡ f (t), exhibit irregular, featureless variations
at all frequencies that can be studied (Lawrence et al. 1987;
McHardy & Czerny 1987; Gaskell et al. 2006). Nonetheless,
accretion is the common agent (Frank et al. 2002).
Simplified models of accretion disc processes do not
explain every aspect of variability of different sources.
Phenomenological studies also show a considerable complex-
ity of the structure of accretion flows. Accretion discs co-exist
with their coronae and possibly winds and jets, which produce
a highly unsteady contribution, and so the observed signal of
the source is determined by the mutual interaction of differ-
ent components (Done et al. 2007). In this paper we study X-
ray variability features that can be attributed to stochastic flare
events that are connected to the accretion disc. Our aim is to
constrain the resulting variability using a very general scheme.
Random processes provide a suitable framework for a
mathematical description of the measurements of a physical
quantity that is subject to non-deterministic evolution, for ex-
ample due to noise disturbances or because of the intrinsic
nature of the underlying mechanism. In our previous paper
(Pecha´cˇek et al. 2008, Paper I) we studied the theory of ran-
dom processes as a tool for describing the fluctuating signal
from accreting sources, such as AGN and Galactic black holes
observed in X-rays. These objects exhibit a featureless vari-
ability on different time-scales, probably originating from an
accretion disc surface and its corona. In particular, we explored
a scenario where the expected signal is generated by an ensem-
ble of spots randomly created on the accretion disc surface,
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orbiting with Keplerian velocity at each corresponding radius
(Galeev et al. 1979; Czerny et al. 2004, and references therein).
Various characteristics can be constructed from the light
curve of an astronomical object to study its variability prop-
erties (Feigelson & Babu 1992). The standard approach is to
analyse the light curve in terms of its power spectral density
(PSD), which provides the variability power as a function of
frequency (Vaughan & Uttley 2008). The histogram of the flux
distribution measures the time-scale that the source spends at a
given flux level. Furthermore, the root-mean-square (rms) scat-
ter can be computed for different sections of the light curve that
correspond to different flux levels. This establishes the rms-flux
relation (Uttley & McHardy 2001).
In this context an important reference to our work is given
by Uttley et al. (2005), where the authors presented a model to
explain the observed linear rms-flux relations that are derived
from X-ray observations of accreting black hole systems. The
model generates light curves from an exponential applied to a
Gaussian noise, which by construction produces a log-normal
flux distribution consistent with the observed X-ray flux his-
tograms of the Galactic black hole binary Cyg-X1, as well as
of other sources. Uttley et al. (2005) concluded that the obser-
vation of a log-normal flux distribution and the linear rms-flux
relationship imply that the underlying variability process can-
not be additive. Indeed, this statement holds for a large family
of shot-noise variability models and it was extended to other
sources in different spectral states (Are´valo & Uttley 2006),
also in the optical band (Gandhi 2009).
As mentioned above, in this paper we concentrate on char-
acteristics of the PSD profile, in particular on the constraints
that can be derived from the PSD slope and the occurrence
of break frequencies. Because power spectra do not provide
complete information, even a perfect agreement between the
predicted PSD and the data cannot be considered as a defini-
tive confirmation of the scenario. We do not study additional
constraints, such as the rms-flux relation or time lags between
different bands, which certainly have a great potential of distin-
guishing between different schemes. Indeed, these characteris-
tics provide complementary pieces of information that may be
found incompatible with the spot model. In other words, the
model presented here is testable, at least in principle, and it will
be possible to confirm the model or reject it by observations.
Although well-known ambiguities are inherent to Fourier
power spectra, an ongoing debate is held about the shape of
the PSD and the dominant features that could reveal impor-
tant information about the origin of the variability. The broad-
band PSD has been widely employed to examine the fluctu-
ating X-ray light curves, often showing a tendency towards
flattening at low frequencies (Lawrence & Papadakis 1993;
Mushotzky et al. 1993; Uttley et al. 2002). PSDs of interest for
us are characterized by a power-law form of the Fourier power
spectrum ωS (ω), which decays at the high-frequency part pro-
portionally to the first power of ω. A break occurs at lower fre-
quencies, where the slope of the power-law changes. The pro-
file of the power spectrum can be even more complex, showing
multiple breaks or even local peaks separated by minima of the
PSD curve.
The occurrence of a break frequency has been discussed
by various authors (e.g. Nowak et al. 1999; Markowitz et al.
2003) for its obvious relevance for understanding observed
PSDs and interpreting the underlying mechanism that causes
the slope change. In this context, McHardy et al. (2005) have
examined the case of the Seyfert 1 galaxy MCG–6-30-15
with RXTE and XMM-Newton data. Very accurate fits sug-
gest a multi-Lorentzian structure instead of a simple power-law.
Furthermore, McHardy et al. (2007), combining the XMM-
Newton, RXTE and ASCA observations, discovered multi-
ple Lorentzian components in the X-ray timing properties
extending over almost seven decades of frequency (10−8 .
f . 10−2 Hz) of the narrow-line Seyfert 1 galaxy Ark 564.
These authors concluded that the evidence points to two dis-
crete, localized regions as the origin of most of the vari-
ability. Mushotzky et al. (2011) discussed the AGN optical
light curves monitoring by Kepler. They found, rather sur-
prisingly, that the PSD exhibits power-law slopes of −2.6 to
−3.3, i.e., significantly steeper than typically seen in the X-
rays. Furthermore, within the category of stellar-mass black
holes, Pottschmidt et al. (2003) analysed Cygnus X-1 PSD
from about three years of RXTE monitoring. These authors
concluded that the changing form of the power spectrum can
be interpreted as a combination of Lorentzians with gradually
evolving amplitudes.
In this paper, motivated by this and similar observational
evidence, we embark on a mathematical study of PSD that can
be fitted either with a broken power-law or a double-bending
power law, with the variability power ω S (ω) dropping at low
and high frequencies, respectively. We consider a simplified
(but still non-trivial) description of the intrinsic variability (ran-
dom flares with idealized light curve profiles of the individual
events), which allows us to develop an analytical approach to
the resulting observable PSD profile. In particular, we deter-
mine conditions under which one, two, or more breaks or local
maxima occur in the PSD. We calculate positions of these fea-
tures and determine the changing slope of the model PSD.
The paper is organised as follows. In section 2 we dis-
cuss the PSDs generated by a shot-noise-like random process
with exponentially decaying flares. We developed a general ap-
proach to describe the morphology of the power spectra and
demonstrate the results on a simple, analytically solvable ex-
ample of a bi-Lorentzian PSD. In section 4 we consider the
influence of the modulation by the orbital motion on the PSDs.
We summarise our conclusions and give perspectives for the
application of this fast, analytical modelling scheme in sec-
tion 5.
2. Exponential flares
It is well known that the power spectra of stationary random
processes must be flat at zero (S (ω) ∝ ω0) and integrable
over all frequencies (i.e. decaying faster than ω−1 for large
ω). Moreover, it was demonstrated for the multi-flare model
(Pecha´cˇek et al. 2008) that the high-frequency limit of the PSD
is a power-law, S (ω) ∝ ωγ, with the slope γ < −1 determined
by the intrinsic shape of the flare-emission profile. The low
frequency limit depends mainly on the statistics of the flare-
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generating process. The form of the intermediate part of the
power spectrum is influenced by the interplay of all of these
effects. The simplest possible power spectra generated by the
flare model are approximately of the broken power-law form.
It is natural to assume that the power spectrum break-
frequency is associated with some intrinsic time-scale of the
process. This heuristic approach is supported by the basic scal-
ing properties of the Fourier transform: rescaling the process
in temporal domain by a factor a shifts the break frequency
by a−1. The power-law PSDs are invariant under this rescaling,
and the break frequency is the only feature of the power spec-
tra whose position changes. However, we will see that for two
reasons it is difficult to go beyond this trivial observation.
Rigorous definition of the break frequency can be a prob-
lem. Even for the simplest acceptable feature-less power spec-
tra such as a Lorentzian PSD, which are power-laws to high
accuracy for most of frequencies, the change of slope occurs
smoothly over a long interval. It is therefore not obvious which
frequency should be defined as the break frequency, and even
if we decide on some particular definition, various problems of
interpretation may emerge.
In this introductory section, we constrain our discussion to
mutually independent exponentially decaying flares with emis-
sivity profiles I(t, τ) = I0(τ) exp(−t/τ) θ(t), where θ(t) is the
Heaviside function and τ is the lifetime of individual flares.
Exponentials are well suited for our investigations because of
their simple, feature-less power spectra. Moreover, there is a
time-scale τ naturally and uniquely associated with each flare.
This allows us to relate the break frequencies to the ensemble
averages over the range of τ.
To simplify the problem even more, we do not take into
account the relativistic effects in the rest of this section. The
power spectrum of a random shot-noise-like process consisting
of mutually independent exponentially decaying flares is given
by
S (ω) = λ
∫
τ2
1 + τ2ω2
I20(τ) p(τ) dτ, (1)
where λ is the mean rate of flares and p(τ) is the probability
distribution of τ. In the case of identical emissivity profiles, i.e.
with pL(τ) = δ(τ−τ0), the power spectrum is a pure Lorentzian,
S L(ω) =
λ I20 (τ0) τ20
1 + τ20ω2
. (2)
Even this simple model can reproduce a wide variety of power
spectra. In the context of the variability of the X-ray sources
the model was introduced by Lehto (1989).
It is traditional to plot the PSDs in ω versus ωS (ω) graphs.
It can be easily shown that the function ωS L(ω) reaches its
maximum at ωM = τ−10 , as one can intuitively expect. In the
general case the position of this maximum depends on the ac-
tual shape of the functions p(τ) and I0(τ). Since the power spec-
trum is a nonlinear functional of the signal, the peak frequency
differs from both E [τ]−1 and E
[
τ−1
]
, where E [.] denotes the
averaging operator.
To demonstrate this nonlinear behaviour we will next study
a process that consists of exponentials with only two different
time-scales, i.e. a process with p(τ) = Aδ(τ− τ1)+ (1−A)δ(τ−
τ2), where A is some constant from the interval 〈0, 1〉 and τ1 >
τ2 . The resulting power spectrum is
S 2L(ω) =
λ A I20(τ1) τ21
1 + τ21ω2
+
λ (1 − A) I20(τ2) τ22
1 + τ22ω2
. (3)
As long as we are interested only in the process times-cales,
the PSD normalization is irrelevant. Without loss of generality
we can rescale the power spectrum both in normalization and
in frequency domain as
S r(ω) = [S 2L(0)]−1S 2L(τ−11 ω) =
α
1 + ω2
+
1 − α
1 + K2 ω2
. (4)
Both K and α are from the interval 〈0, 1〉. The peak frequency
ωM is given by the equation
d
dω [ω S r(ω)]
∣∣∣∣∣
ω=ωM
= 0, (5)
which leads to the bicubical equation
− K2
[
(1 − α) + αK2
]
x3 +
[
(1 − α) − K2(2 − αK2)
]
x2
+
[
(1 − α)(2 − K2) + α(2K2 − 1)
]
x + 1 = 0, (6)
where x = ω2M.
Equation (6) can have either one or three positive real roots.
For most of the combinations of parameters α and K the root
is unique and the corresponding power spectrum has a single
global maximum. Three roots do occur only for parameters
within a small subset of the configuration space CM. The cor-
responding power spectra have two local maxima separated by
a local minimum. The boundary of set CM is denoted by the
red line in figure 1. Note that after rescaling the intrinsic time-
scales of the two exponentials are 1 and K. The mean time-
scale and the mean frequency of the process are then given by
E [τ] = α + (1 − α)K, (7)
E
[
τ−1
]
= α + (1 − α)K−1. (8)
However, the break time-scale τM = 1/ωM depends nonlinearly
on both α and K. The comparison of these three quantities is
plotted in the figure 2. We can see that the displacement of the
actual peak position and the two linearly averaged time-scales
can be very significant.
Note that our formulae are expressed and graphs are la-
belled in arbitrary (dimensionless) units. When the underlying
mechanism is interpreted in terms of flaring events in a black
hole accretion disc, the meaning of these units can be identi-
fied with geometrical units. Corresponding quantities in physi-
cal units can be obtained by a simple conversion:
Mphys
Mphys⊙
=
M
1.477 × 105cm (9)
for the physical mass in grams, and
f phys = ω
phys
2π =
cω
2π = (4.771 × 10
9cm · s−1)ω (10)
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Fig. 1. Left panel: Diagram describing the morphology of the PSD profiles according to eq. (4) for all possible values of the
parameters α and K. Different curves represent the boundaries of subsets of the parameters for which the PSD exhibits a double-
feature. The red curve encloses set CM of the doubly peaked power spectra. The other curves correspond to the sets of power
spectra with a nontrivial structure of inflection points CI0 (blue), CI1 (magenta) and CIq (green). Right panel: Three examples
of the PSD profiles. A double-peaked power spectrum (red) with parameters α = 0.94 and K = 0.01 (i.e., the values within
set CM, as denoted by the red point in the left panel), doubly-broken power spectrum with a single local maximum (magenta)
corresponding to α = 0.85 and K = 0.08 (the magenta point within set CI1 and outside of CM) and a power spectrum with single
maximum and break (green) with α = 0.5 and K = 0.5 (the green point outside of CIq).
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Fig. 2. Left: Comparison of the time-scales τM (red) and E [τ] (magenta). The lines are calculated for α from the set
{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 }, avoiding set CM. Middle: As in the left panel, but for α = 0.9. For low K this corre-
sponds to double-peaked power spectra. The red curves correspond to 1 over the peak frequency, the green is for the minimum.
The blue curve denotes the time-scale 1/E [1/τ]. Right: Comparison of the time-scales τM (red) and 1/E [1/τ] (blue).
for the frequency in Hertz. Frequencies scale with the central
mass proportionally to M−1; their numerical values are there-
fore converted in the physical units by multiplying by the factor
c
2πM
= (3.231 × 104)
(
M
M⊙
)−1
[Hz]. (11)
For the black hole in Cyg X-1 the current mass estimate
(Orosz et al. 2011) reads Mphys/M⊙ = 14.8 ± 1.
From figs. 1–2 we learn that two peaks occur within only
a very narrow parameter range. It is even more difficult to pro-
duce two peaks of similar height in the ω S (ω) plot. The con-
dition is that two small numbers, K and 1 − α have to be equal.
For example, in the hard state of Cyg X-1 the two most promi-
nent Lorentzians are separated by about two decades in fre-
quency, and they are of identical height, which means that in
such a state K ≈ 0.01 and 1 − α = 0.01. Hence, the two quan-
tities must be strongly correlated. Even if the two Lorentzians
arise in different regions, the oscillations have to be physically
linked. This mathematical statement is thus important and has
to be taken into account in any attempt to explain the nature
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of the two mechanisms. Naturally, one has to bear in mind that
all our conclusions are based on a simplified scenario; a more
complicated (astrophysically realistic) model will very likely
contain more parameters, which will bring additional degrees
of freedom.
We have demonstrated that the power spectra S r(ω) are
double-peaked only for pairs of α and K within a small area of
the parameter space. However, this does not mean that single-
peaked power spectra are lacking any internal structure. Unlike
the local maximum, it is not obvious how to formalize the pres-
ence of the internal structure into equations. The simplest con-
tinuation of the ideas above is to calculate inflection points of
ωS (ω),
d2
dω2
[ωS r(ω)]
∣∣∣∣∣∣
ω=ωI1
= 0. (12)
Apparently, equation (12) has also either one or three positive
real solutions.
We have been investigating the local maxima of ωS (ω), be-
cause the power spectra S (ω) of a shot-noise-like processes are
peaked at zero and because frequency times power versus fre-
quency plots are traditionally used to analyse of astronomical
signals. There is, however, no good a priori reason to prefer the
inflection points of ωS (ω) over inflection points of S (ω) itself,
d2
dω2 S r(ω)
∣∣∣∣∣∣
ω=ωI0
= 0. (13)
The regions CI0 and CI1 denote areas of the parameter space
that exhibit more than one inflection point of S r(ω), respec-
tively ωS r(ω). The critical points at their boundaries are con-
nected by blue, and by magenta curve in the figure 1. These
two areas clearly do not coincide, because the multiplication
of the power spectra by ω can in some cases remove or create
new inflection points. Inspired by the properties of the log-log
plotting of power spectra, we can define the local power-law
index of the PSD q(ω) and associate the internal structure of
the power spectra with the presence of inflection points,
q(ω) = d ln(S r(ω))d ln(ω) =
ω
S r(ω)
dS r(ω)
dω , (14)
d2
dω2 q(ω)
∣∣∣∣∣∣
ω=ωIq
= 0. (15)
The part of the parameter space corresponding to power spectra
with more than one inflection point of q(ω) are within set CIq
enclosed by the green curve in fig. 1, which shows the positions
of the inflection points of the three different types for a selected
set of αs and a whole range of K.
2.1. A more general distribution of flare profiles
We now investigate a more general case with an arbitrary prob-
ability distribution p(τ). First we observe that the normalization
function I0(τ) has a similar influence on the resulting power
spectrum as p(τ) itself. Therefore, we can without loss of gen-
erality study the power spectrum
S (ω) =
∫
1
1 + τ2ω2
p˜(τ)dτ, (16)
where p˜(τ) = λτ2I20(τ)p(τ).
Without any loss of generality we can set λ = [S (0)]−1.
This rescaling does not change the overall shape of the PSD
and it normalises p˜(τ) to unity. Differentiating ωS (ω) from eq.
(16) leads to
d
dω [ωS (ω)] =
∫ 1 − τ2ω2(
1 + τ2ω2
)2 p˜(τ)dτ = E
 1 − τ2ω2(
1 + τ2ω2
)2
 . (17)
For the peak frequency we find due to linearity of the averaging
operator E[.],
E
[(
1 + τ2ω2M
)−2]
= ω2ME
[
τ2
(
1 + τ2ω2M
)−2]
. (18)
Now we substitute xM for ω2M, define a function g(x) as
g(x) =
E
[(
1 + τ2 x
)−2]
E
[
τ2
(
1 + τ2 x
)−2] , (19)
and observe that the position of the local extreme is determined
by the intersection of g(x) with x:
g(xM) = xM. (20)
It follows from the Jensen inequality that the derivative of
g is always non-negative (see the appendix). Therefore, the
position of xM is constrained to the interval 〈g(0), g(∞)〉.
Straightforwardly, g(0) = E
[
τ2
]−1
. To calculate the upper limit
we observe that 1/(1+ τ2 x) ∝ τ−2 for τ2 ≫ x−1. Assuming that
there is a non-zero lowest time-scale τmin > 0 so that p(τ) = 0
for t < τmin, we can replace the Lorentzian in (19) by τ−2 and
put1 g(∞) = E
[
τ−4
]
/E
[
τ−2
]
. For the break time-scale we fi-
nally find the inequality√
E[τ2] ≥ τM ≥
√
E[τ−2]/E[τ−4]. (21)
Figure 4 illustrates this again in terms of the power spectrum
(4). Although g(x) is necessarily a non-decreasing function, the
intersection g(x) = x needs not to be unique. The inequality
(21) then holds for all local maxima and minima of the PSD.
We now further investigate properties of the function g(x).
Eq. (20) states that the extrema of the PSD are fixed points
of g(x). We can define the n-th iteration of g(x) by recurrent
relations,
g(n)(x) ≡ g(g(n−1)(x)), g(1)(x) ≡ g(x). (22)
It trivially follows from eq. (20) that the local extrema xM are
also fixed points of g(n)(x) for all values of n. Assuming dis-
tributions p˜(τ) with finite moments g(0) and g(∞), the func-
tion g(x) maps the real half-line 〈0,∞〉 into the finite interval
〈g(0), g(∞)〉. From the monotonicity of g, it then follows that g
maps the latter interval within itself.
By repeated applications of g we obtain an infinite se-
quence of nested inequalities,
g(0) ≤ g(n)(0) ≤ g(n+1)(0), (23)
g(n+1)(∞) ≤ g(n)(∞) ≤ g(∞). (24)
1 We denote g(∞) as an abbreviation for a graphically less compact
but formally more correct expression, lim
x→∞
g(x).
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Fig. 4. Left: Function g(x) (eq. (19)) for the power spectrum (4), calculated for α = 0.95, and K = 0.01 (red) and K = 0.2 (blue),
respectively. The green line represents the identity function g(x) = x. Right: The corresponding plot of time-scales, similar to the
right panel of fig.2. The light-blue lines correspond to the limits from the inequality (21).
Because of the Bolzano-Weierstrass theorem, the following
limits exist and the same inequality holds for them as well,
g(∞)(0) = lim
n→∞
g(n)(0), (25)
g(∞)(∞) = lim
n→∞
g(n)(∞), (26)
g(∞)(0) ≤ xM ≤ g(∞)(∞). (27)
Both g(∞)(0) and g(∞)(0) are fixed points of g(x) and correspond
to the lowest and highest local maxima of ωS (ω), respectively.
If they coincide, the power spectrum has a single peak.
The inflection points of the power spectrum can be investi-
gated in a similar way. Defining a function
h(x) =
E
[
τ2
(
1 + τ2x
)−3]
E
[
τ4
(
1 + τ2x
)−3] , (28)
it can be easily proven that
d2
dω2 S (ω)
∣∣∣∣∣∣
ω=
√
xI0
= 0 : 3xI0 = h(xI0), (29)
d2
dω2
[ωS (ω)]
∣∣∣∣∣∣
ω=
√
xI1
= 0 : xI1 = 3h(xI1). (30)
As we show in the appendix, h(x) is also a non-decreasing
function. Therefore, h(x) has properties similar to g(x), with
h(0) = E[τ2]/E[τ4], h(∞) = E[τ−4]/E[τ−2] and with a similar
structure of nested subintervals,
〈h(n)(0), h(n)(∞)〉 ⊇ 〈h(n+1)(0), h(n+1)(∞)〉. (31)
There are several applications of the previous relations.
Clearly, finding the fixed points of g and h numerically is as
hard as finding the extrema and inflection points of S (ω) di-
rectly. But by calculating g(0), h(0), g(∞) and h(∞), we can
roughly estimate the position of each feature. Every applica-
tion of these functions requires calculating two expected values
of some functions of τ. It was demonstrated in the case of two
Lorentzians that these limits are sometimes too wide. In this
case we can always determine a tighter constraint by applying
g and h, respectively, on the result at the cost of calculating two
additional expected values per each iteration. Moreover, we can
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use g and h to find a constraint on the numbers of local extrema
and inflection points.
In the simple case of two Lorentzians we were able to cal-
culate directly for which sub-sets of the parameter space of α
and K is the PSD doubly-peaked and doubly-broken. Let us
call these sets CM, CI0, CI1 and CIq. The parameter space of
the general case with an arbitrary probability function p˜(τ) is
infinite-dimensional. In analogy with the two-dimensional case
of S r(ω) we can define a subsets of the space of all probability
distribution functions CM, such that the power spectrum (16)
has multiple local extrema xM if and only if p˜(τ) ∈ CM.
Testing if a particular function p˜(τ) is contained in CM
means calculating the power spectrum directly. However, using
the function g(x), we can construct approximation sets CNM and
CSM representing the necessary and sufficient conditions on p˜(τ)
to produce a multiply peaked power spectrum,CSM ⊆ CM ⊆ CNM.
Using g and h, the approximating sets can be defined by an in-
equality, or a set of inequalities between some moments of τ.
We now present two examples of such constructions and apply
them to the example of the PSD (4).
2.2. Examples of the construction procedure
We take x+ and x− such that x+ < xM < x− for all fixed points
g(xM) = xM. By construction, g(x+) > x+ and g(x−) < x−.
If there is more than one fixed point xM, the function sg(x) =
g(x)− x changes its sign in the interval 〈x+, x−〉 more than once.
We can pick L values x j from the interval such that x+ < x1 <
. . . < xL < x−. If the sequence of sg(x j) changes sign more
than once, the fixed point is not unique. Figure 5 shows the
application of the test on the power spectrum (4) for x+ = g(0),
x− = g(∞) and x j placed uniformly over the whole interval.
The results are plotted for L equal to 4, 5, 9 and 50. Note that
this is not the only possible choice of the x. All x+ = g(n)(0) and
x− = g(n)(∞) are admissible, and likewise, x j can be chosen
in some irregular or even adaptive way by using first L steps
of some numerical root-finding method (e.g. the regula falsi
method). What matters is the final complexity of the test. It
produces a set of L inequalities that must be satisfied by p˜(τ) to
be in CSM.
For set CNM we can use a different approach. The well-
known Banach fixed-point theorem says that if the function g is
a contracting mapping, i.e. if there exists a number 0 ≤ λ < 1
such that |g(x) − g(y)| < λ|x − y| for all admissible x and y,
then the fixed-point xM is unique. Because g(x) is a continuous
and non-decreasing function, it follows from the mean value
theorem that it is a contracting mapping if the maximum of its
derivative is lower than one, g′(x) < 1. Defining a new function
ℓ(x) as
ℓ(x) =
E
[
(1 + τ2x)−3
]
E
[
τ4(1 + τ2x)−3] , (32)
we can write the derivative of g,
g′(x) = 2 ℓ(x) − h
2(x)
(h(x) + x)2 . (33)
Similarly to g and h, also ℓ(x) is a non-decreasing function that
can be expressed in terms of the functions g and h,
ℓ(x) = g(x) (h(x) + x) − xh(x). (34)
Because the function g maps the whole semi-axis 〈0,∞〉 into
〈g(0), g(∞)〉 it is sufficient to investigate the derivative g′(x)
only on the latter interval. Because g, h, and ℓ are non-
decreasing functions, the following inequality holds for all x+,
x− and y that satisfy g(0) ≤ x+ ≤ y ≤ x− ≤ g(∞),
g′(y) ≤ Dmax(x+, x−) = 2 l(x−) − h
2(x+)
(h(x+) + x+)2
. (35)
Using this inequality, we can take for CNM the set of all dis-
tributions p˜(τ) for which Dmax(x+, x−) > 1. Figure 5 demon-
strates this on the bi-Lorentzian power spectrum. We employed
x+ = g(n)(0) and x− = g(n)(∞) with n from 1 to 4. The margins
derived from this criterion can be relatively wide, both because
Dmax(x+, x−) overestimates the maximum of g′(x), and also be-
cause some functions g(x) can have a single fixed point xM and
a derivative g′(y) > 1 (y , xM) at the same time. On the other
hand, if Dmax(x+, x−) < 1, g(x) surely exhibits a single fixed
point.
Unfortunately, the analysis of inflection points of the lo-
cal power-law slope cannot be generalized in the same way.
However, we note that q(ω) is related to g by
q(ω) = −2ω
2
ω2 + g(ω2) . (36)
From here we can immediately find that q(0) = 0 and q(∞) =
−2. Furthermore, from (20) we see that q(ωM) = −1 and con-
versely, by expressing g in terms of q, we can see that all ω
with q(ω) = −1 are the fixed points of g. This is not surprising
since in the vicinity of the local extreme (ωM + y)S (ωM + y) =
const.+ o(y). It is, however, a good motivation to briefly inves-
tigate the behaviour of the function ωγS (ω) in terms of its local
extrema ωMγ and inflection-points ωIγ,
d
dω
[
ωγS (ω)]∣∣∣∣∣
ω=
√
xMγ
= 0, d
2
dω2
[
ωγS (ω)]
∣∣∣∣∣∣
ω=
√
xIγ
= 0. (37)
Following the same procedure that led to the equations for xM,
xI0, and xI0, we obtain
γg(xMγ) − (2 − γ)xMγ = 0, (38)
Aγx2Iγ + Bγh(xIγ)xIγ +Cγl(xIγ) = 0, (39)
where Aγ = (γ−2)(γ−3), Bγ = 2(γ2−3γ−1) and Cγ = γ(γ−1).
We see that the solution of the problem is fully determined by
the functions g and h.
This generalization brings nothing new for the local ex-
trema xMγ. The constraints for the number of fixed points xMγ
and methods for approximating their positions can be obtained
from the corresponding methods for γ = 1 by replacing g(x)
with gγ(x) = γ(2 − γ)−1g(x) and the local slope at the extremal
points is q(ωMγ) = −γ, as expected. However, the problem of
the inflection points is more complicated with the exceptions of
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Fig. 5. Top left: Boundaries of approximating sets CSM for the power spectrum S r(ω). The function g(x) was evaluated in L points,
evenly placed in between g(0) and g(∞). The nested curves correspond to CSM calculated for L equal to 4, 5, 9, and 49. Top right:
The nested sets CNM calculated from the upper limit of g′(x). We have taken x+ = g(n)(0) and x− = g(n)(∞) for n from 1 to 4.
Bottom left: The same as in the top left panel for sets CSI1. Bottom right: The same as in the bottom left panel, this time with a
grid of points that samples the area around point 3h(0) more densely but that does not cover the whole interval 〈3h(0), 3h(∞)〉.
The values of L are the same as in the previous examples. The approximating sets CSI1 cover a broader part of the whole set CI1.
However, they omit a small area of high α. This demonstrates that an adaptive grid can perform significantly better than a regular
one.
γ = 0 and γ = 1. A possible generalization of h(x) for γ ∈ 〈0, 1〉
is given by
hγ(x) = −
Bγ
2Aγ
h(x) +
√
B2γ
4A2γ
h2(x) − Cγ
Aγ
ℓ(x). (40)
3. Polynomial flares
In all of the previous considerations, we have assumed that the
flare profiles are given by decaying exponentials and the distri-
bution p˜(τ) is positive and can be normalized to one. No other
assumptions on p˜(τ) were imposed. Therefore, the resulting in-
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equalities are very general. We now approach the case of flares
of the form
Ik(t|τ) = I0(τ)Pk
( t
τ
)
exp
(
− t
τ
)
θ(t), (41)
where Pk is a polynomial of k-th order, and I0(τ) is an arbi-
trary non-negative and quadratically integrable function. As a
motivation we took I0(τ) = 1/τ, k = 1 and P1(t/τ) = t/τ and
calculated a power spectrum of a mixture of these profiles with
the probability distribution p(τ),
S (ω) =
τmax∫
τmin
S (ω|τ)p(τ)dτ =
τmax∫
τmin
p(τ)(
1 + τ2ω2
)2 dτ. (42)
It can be easily proven that the term S (ω|τ) from the previous
equation satisfies a relation
S (ω|τ) =
(
1 + τ2ω2
)−2
=
1
2τ
d
dττ
2
(
1 + τ2ω2
)−1
. (43)
Using this relation, we can rewrite equation (42) by integration
by parts,
S (ω) =
[
τ
2
p(τ)
(
1 + τ2ω2
)−1]τmax
τmin
+
1
2
τmax∫
τmin
p(τ) − τ ddτ p(τ)
1 + τ2ω2
dτ. (44)
We observe that the power spectrum can be rewritten in the
form
S (ω) =
τmax∫
τmin
p2(τ)
1 + τ2ω2
dτ, (45)
p2(τ) = 12
[
τp(τ) (δ(τ − τmax) − δ(τ − τmin))
+ p(τ) − τ ddτ p(τ)
]
. (46)
If p(τmin) = 0 and p(τ) − τp′(τ) ≥ 0 for all τ ∈ 〈τmin, τmax〉,
p2(τ) is behaving well, can be normalized to unity, and the
power spectrum can be studied in terms of the functions g and
h, as described previously, with the only difference that all av-
erages must be calculated using p2(τ) instead of p(τ).
It is not apparent on first sight how to interpret these aver-
age values. Therefore, we now study the general case of an ar-
bitrary polynomial (42) assuming that the power spectrum can
be reduced to the pure-exponential case. The PSD of a single
profile (42) can be written as
S (ω|τ) =
∣∣∣ ˆIk(ω|τ)∣∣∣2 = Qk(τ2ω2)(
1 + τ2ω2
)k+1 , (47)
where Qk(z) is a k-th order polynomial, different than (but re-
lated to) Pk(t). We define ˆQk by
ˆQk 11 + τ2ω2 =
Qk(τ2ω2)(
1 + τ2ω2
)k+1 . (48)
The operator is constructed entirely from τ, derivatives over τ,
and from the coefficients of Pk (see the appendix).
The generalization of equation (44) is
S (ω) =
τmax∫
τmin
p˜(τ) Qk(τ
2ω2)(
1 + τ2ω2
)k+1 dτ =
τmax∫
τmin
p˜(τ) ˆQk 11 + τ2ω2 dτ
=
τmax∫
τmin
1
1 + τ2ω2
ˆQ†k p˜(τ)dτ =
τmax∫
τmin
pQ(τ)
1 + τ2ω2
dτ, (49)
where ˆQ†k is the Hermitian conjugate of ˆQk. For pQ(τ) posi-
tive over the interval of all admissible τs, we can calculate the
function g(x),
g(x) =
EQ
[(
1 + τ2x
)−2]
EQ
[
τ2
(
1 + τ2x
)−2] =
E
[
ˆQk
(
1 + τ2 x
)−2]
E
[
ˆQkτ2 (1 + τ2 x)−2] , (50)
where EQ [.] is an averaging operator with respect to the dis-
tribution pQ(τ). We note that we do not have to compute the
function pQ(τ).
As ˆQk operates with τ only, it also commutes with the
derivative in ω. Therefore, we can easily calculate the numera-
tor and denominator of (50),
ˆQk τ
2(
1 + τ2ω2
)2 = − 12ω ddωS (ω|τ), (51)
ˆQk 1(
1 + τ2ω2
)2 = ddωωS (ω) − ω2 ddωS (ω|τ). (52)
The value of g(0) is related to the mean moment profiles as
g(0) =
E
[
E2I (τ)
]
E
[
E2I (τ)W2I (τ)
] , (53)
EI(τ) =
∞∫
0
I(t|τ)dt, (54)
W2I (τ) = E−1I (τ)
∞∫
0
t2I(t|τ)dt −
E−1I (τ)
∞∫
0
tI(t|τ)dt

2
. (55)
The function EI(τ) can be interpreted as the total energy emit-
ted by the flare and WI(τ) is a measure of the width of the
flare in the temporal domain. Equation (55) is formally iden-
tical with the prescription for the standard deviation. For the
high-frequency limit we find
g(∞) =
((k + 1)qk − qk−1) E
[
τ−4
]
qkE
[
τ−2
] , (56)
where ql are the coefficients of the polynomial Qk(z) =∑k
l=0 qlz
l
. The situation of h(x) is completely analogical. We
can use the commutation properties of ˆQk and express h(ω2) as
h(ω2) =
E
[
S ′′(ω|τ) − 3
ω
[ωS (ω|τ)]′′
]
E
[
3
ω2
S ′′(ω|τ) − 1
ω2
[ωS (ω|τ)]′′
] . (57)
The asymptotic slope of the power spectra S (ω|τ) is q(∞) =
−2(l + 1), where l is the order of the lowest non-zero coef-
ficient of the polynomial Pk(t). Apparently, such a case can
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not be transformed onto the purely exponential case, because
its asymptotical slope (36) is always q(∞) = −2. However,
we can easily repeat the whole analysis for flares of the form
I(t, τ) = (tk/τk+1) exp(−t/τ) θ(t), leading to the power spectrum
S k(ω) = E
 (k!)2(
1 + τ2ω2
)k+1
 . (58)
For every k we can define the functions gk and hk,
gk(x) =
E
[(
1 + τ2x
)−k−2]
E
[
τ2
(1 + τ2x)−k−2] , (59)
hk(x) =
E
[
τ2
(
1 + τ2x
)−k−3]
E
[
τ4
(
1 + τ2x
)−k−3] . (60)
It is easy to prove by direct calculation that the extrema and
inflection points of ωS k(ω) and S k(ω) satisfy the relations
xM =
1
2k + 1 gk(xM), (61)
xI0 =
1
2k + 3 hk(xI0), xI1 =
3
2k + 1 hk(xI1). (62)
Both gk and hk are non-decreasing (see the appendix) and can
therefore be used analogously to g and h. Apparently, gk(0) =
g(0) and hk(0) = h(0), for the upper limits we find,
gk(∞) = hk(∞) =
E
[
τ−4−2k
]
E
[
τ−2−2k
] . (63)
Finally, the local slope of S k(ω) is related to gk(x) by the for-
mula
qk(ω) = −(2k + 2)ω
2
gk(ω) + ω2 . (64)
3.1. Alternative forms of the function g
In the previous sections we described the properties of the
function g. By construction, g-values are in every point di-
rectly related to the power spectrum and its derivatives; see
equations (36) and (50)–(52). However, in all previous appli-
cations we have required only that g is a non-decreasing func-
tion, g(0) and g(∞) are positive finite numbers, and its fixed
points g(xM) = xM correspond to the local extrema of ωS (ω).
Clearly, for given S (ω), these conditions do not fix the function
uniquely. For instance, every member of the sequence g(n)(x)
has the required properties. It is therefore natural to ask whether
there is an alternative, easily calculable form of g.
A simple set of solutions to this problem can be found by
adding a zero to equation (17) to obtain
d
dω [ωS (ω)] = E
1 − (τ2 + f (ω2|τ) − f (ω2|τ))ω2(
1 + τ2ω2
)2
 = 0, (65)
where f (ω2|τ) is a function of ω2 and τ. Properties of f (ω2|τ)
are specified below. Due to linearity of the averaging operator
we can define a new function g[ f ] (x) as
g[ f ](x) =
E
[
(1 + x f (x|τ))
(
1 + τ2 x
)−2]
E
[
(τ2 + f (x|τ)) (1 + τ2 x)−2] . (66)
By construction, the functions g[ f ](x) and g(x) have identical
fixed points irrespective of the choice of f (x|τ). The limits of
g[ f ] are given by
g[ f ](0) = E
[
τ2 + f (0|τ)
]−1
, (67)
g[ f ](∞) =
E
[
τ−4(1 + φ(τ))
]
E
[
τ−2
] , (68)
where φ(τ) is the limit
φ(τ) = lim
x→∞
x f (x|τ). (69)
Both f (0|τ) and φ(τ) must be finite and chosen such that 0 <
g[ f ](0) ≤ g[ f ](∞) < ∞. Unlike the previous cases, the positivity
of the derivative of g[ f ] does not follow from any theorem and
must be checked separately for every particular choice of f .
4. Exponential flares with periodic modulation
In analogy with the previous section, we start the investigation
with the simplest case of identical exponential flares modulated
by sine function,
I(t, τ,Ωs) = I0
(
A + B sin
(
Ωst +C
))
e−t/τ θ(t). (70)
Without loss of generality we can put τ = 1 and rescale the
power spectrum to the form
S rD(ω) = β1 + ω2 +
1 − β
1 + (ω −Ωs)2 +
1 − β
1 + (ω + Ωs)2 , (71)
where β is taken from the interval 〈0, 1〉. Figure 6 shows the
boundary of set of the doubly peaked ω S rD(ω) in the parameter
space and the break time-scales τM for some choices of β and
Ωs. The structure of the set CM corresponds again to the cusp
catastrophe. However, the structure inflection points, shown in
the figure 7, is more rich.
Unmodulated PSDs of the form (16) always satisfy the con-
ditions S ′′(ω) > 0 for ω → ∞ and S ′′(0) = −2E[τ2] < 0, and
hence they have an odd number of inflection points. However,
the power spectrum (71) can be convex both at zero and in
the limit of high frequencies and therefore it can have an even
number of inflection points. These two cases are separated by
a curve βcrit(Ωs) given by the condition S ′′rD(0) = 0. By direct
calculation we find
βcrit(Ωs) = 2 3Ω
2
s − 1
Ω6s + 3Ω4s + 9Ω2s − 1
. (72)
4.1. General periodic modulation
We assumed that the exponentially decaying flares are at the
same time orbiting in the equatorial plane of an accretion disc
and that the observed signal is periodically modulated by the
Doppler effect and abberation. It has been shown (Paper I) that
the resulting power spectrum is described by the formula
S (ω) =
∞∑
n=−∞
Rout∫
Rin
τmax∫
τmin
λI20(τ) τ2 |cn(r)|2
1 + τ2 (ω − nΩ(r))2 p(τ, r) dτdr, (73)
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Fig. 6. Left: Boundary of set CM of doubly-peaked power spectra ωS rD(ω). Right: The time-scales τM calculated for β from the
set {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} and for Ωs from the interval 〈0, 10〉. The blue line corresponds to Ω−1s . Again, the
red lines denote the τM of the peaks, and the green lines denote the local minimum.
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Fig. 7. Left panel: The boundary of the set CI0 (red) for the PSD (71). Parameters inside of this area leads to PSD with a more
than one inflection point. Unlike the power spectrum (4) S rD(ω) can have a global maximum at ω ≈ Ωs. In some, CI1 (middle)
and CIq (right) of the power spectrum (71). The common feature of in the three panels is the critical curve (72).
where Ω(r) is the Keplerian orbital frequency, cn(r) are the
Fourier coefficients of the periodic modulation, and p(τ, r) is
the probability density of finding a flare with the lifetime τ at
the radius r. The formula (73) is far too complicated for cal-
culations. Apparently, the factor I20(τ) τ2 can be again absorbed
into the probability distribution. Integration over r and summa-
tion over n can be transformed into a single integral by appro-
priate change of the variables, r → Ω(r)/n. Finally, we can
rewrite the equation (73) as
S (ω) =
∞∫
−∞
τmax∫
τmin
1
1 + τ2 (ω −Ω)2 p˜(τ,Ω) dτdΩ
= E
[
1
1 + τ2 (ω −Ω)2
]
. (74)
The function p˜(τ,Ω) contains contributions from all harmonics
of the orbital frequencies Ω(r) and is by construction symmet-
rical in the second variable p˜(τ,Ω) = p˜(τ,−Ω). The distribution
p˜(τ,Ω) = δ(τ − 1)
[
βδ(Ω)
+ (1 − β)(δ(Ω −Ωs) + δ(Ω + Ωs))
]
(75)
leads to the PSD (71).
We now repeat the procedures which, applied to equation
(16), led to the definition of the functions g and h. We begin
with the local extrema of ωS (ω). By differentiating (74), we
find
d
dω [ωS (ω)] = E
 1 + τ
2Ω2 − τ2ω2(
1 + τ2 (ω −Ω)2
)2
 . (76)
The term 1 + τ2Ω2 is always positive. Therefore, we can in
analogy to eq. (19) define the function gΩ(x) as
gΩ(ω2) =
E
[
(1 + τ2Ω2)
(
1 + τ2(ω −Ω)2
)−2]
E
[
τ2
(
1 + τ2(ω −Ω)2)−2] , (77)
and observe that the position of the local extrema ω2M = xM is
again given by the fixed point
gΩ(xM) = xM. (78)
The function gΩ is positive and both gΩ(0) and gΩ(∞) are finite.
Unfortunately, in a general case, gΩ(x) is not a non-decreasing
function. To be able to use the techniques developed in section
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Fig. 8. Left panel: Graph of ω0 =
√
g(0) versus ω∞ =
√
g(∞) calculated for the PSD from eq. (4). The deformed grid of contour
lines corresponds to curves of α = const and K = const in the parameter space of the model, where ω∞ ≥ ω0 by construction.
It follows that the image of the entire parameter space lies above the green diagonal line of ω∞ = ω0. Middle panel: The upper-
left rectangular sector of acceptable pairs of ω0 and ω∞ from the left panel is projected back onto the (α, K) parameter space.
Assuming the first-order boundaries of ω0 =
√
g(0) and ω∞ =
√
g(∞), the pairs of α vs. K outside of the filled (red) area lead to
the power spectrum, which can not have any local extrema at ωM. These parameter values are therefore ruled out. Right panel:
Analogical to the middle panel, but employing tighter (second-order) boundaries ω0 =
√
g(2)(0) and ω∞ =
√
g(2)(∞); in this case,
the parameter constraints are more stringent (the filled area is smaller).
2 we have to define a perturbed version of gΩ(x) analogical to
(66) as
g[ f ]Ω(ω2) =
E
[
(1 + τ2Ω2 + ω2 f (ω2|τ,Ω))L2(ω|τ,Ω)
]
E
[(τ2 + f (ω2|τ,Ω))L2(ω|τ,Ω)] , (79)
where L(ω|τ,Ω) =
(
1 + τ2(ω −Ω)2
)−1
is the elementary
Lorentzian term. The perturbation f (ω2|τ,Ω) has to be finite
at ω = 0 and to decay faster than ω−1 to ensure the finiteness
of g[ f ]Ω(0) and g[ f ]Ω(∞). Again, the positivity of the derivative
of g[ f ]Ω has to be tested for every particular choice f . For the
power spectrum (71) it can be shown that
f (ω2|τ,Ω) = Ω
3
s + 1
1 + ω2
(80)
leads to a non-decreasing and positive function g[ f ]Ω(ω2).
A general calculation of the points of inflection is even
more problematic. One can proceed in the following way.
Analogically to equations (39) and (40), the function hΩ(ω) is
given by the solution of the following equations:
3E
[
τ4L3(ωI0|τ,Ω)
]
ω3I0 − 6E
[
τ2ΩL3(ωI1|τ,Ω)
]
ωI0
+E
[
τ2(3τ2Ω2 − 1)L3(ωI0|τ,Ω)
]
= 0, (81)
E
[
τ4L3(ωI1|τ,Ω)
]
ω3I1 − 3E
[
τ2(1 + τ2Ω2)L3(ωI1|τ,Ω)
]
ωI1
+2E
[
τ2(1 + τ2Ω2)L3(ωI1|τ,Ω)
]
= 0. (82)
The positivity of the derivative of hΩ has to be ensured by the
perturbation procedure.
5. Discussion and Conclusions
We have described a general formalism that can be used to
characterize the overall form of a power spectrum, namely, we
determined the constraints on the functional form of the PSD
shape that follow from the occurrence of local peaks. In par-
ticular, our approach allowed us to distinguish between PSDs
that have the form of multiple power-law profiles with dif-
ferent numbers of local maxima. Our methodology is useful
in the context of non-monotonic PSD profiles. In fact, Figs.
1 and 2 demonstrate that the occurrence of separate peaks
of the PSD can put tight constraints on the model. The cor-
rect interpretation of these strict constraints still remains to be
found. Naturally, a possible line of interpretation suggests that
the spot/flare scenario is not generic and needs some kind of
fine-tuning of the model parameters to reproduce observations.
However, this calls for a more thorough investigation; in the
present paper we only explored a highly idealized scheme in
which strong assumptions were imposed. More complicated
models (for instance involving avalanches) also exhibit a more
varied behaviour.
A potential application of our approach is illustrated by
Figure 8, where we construct a mesh of two-dimensional
contour-lines in (α, K) parameter space of the model.
Assuming that the exemplary power spectrum has a local max-
imum (or minimum) at frequency ωM, it follows directly from
eq. (27) that the three frequencies must satisfy the relation
ω0 ≤ ωM ≤ ω∞. Only those pairs of parameters α and K whose
images are within the upper-left sector (Fig. 8, left panel), as
described by the mentioned inequality, can produce a power
spectrum with the required feature at ω = ωM.
An example for this is Cyg X-1, which has been described
as a superposition of several Lorentzians in the X-ray band light
curve (Pottschmidt et al. 2003). These authors have demon-
strated that the change of the timing parameters of the source is
mainly caused by a strong decrease in the amplitude of one of
the Lorentzian components present in the PSD. This character-
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istic is closely connected with the normalization of the model
components. During the state transition of the source one of the
Lorentzians becomes suppressed relative to the other. It was
suggested that this behaviour is associated with the accretion
disc corona, which is believed to be responsible for the hard-
state spectrum. The evolution of the PSD form can be studied
in terms of our method, which allowed us to discuss the entire
class of multiple-power-law PSDs within a uniform systematic
scheme. Although it is a versatile approach, its practical use
can be illustrated in a very simple way.
The hard-state X-ray spectrum is very likely related with
the presence of soft photons from the accretion disc, which are
Compton up-scattered in a hot electron gas. The state transi-
tions are then caused by the disappearance of the Comptonizing
medium. Such a change in the coronal configuration could ex-
plain the change of the mutual normalization of the Lorentzian
components, namely, the disappearance or recurrence of local
peaks in the PSD. In the idea of coronal flares modulating the
accretion disc variability of the source, which seems to be rel-
evant for Cyg X-1, the position of the source in Fig. 8 will
constrain possible parameter values of the model.
Finally, we have checked that a certain proportionality be-
tween the light curve rms and the flux does exist in our model
as well. This is an interesting fact by itself, however, it is not
clear at present whether the slope and the scatter of the rms-
flux relation are in reasonable agreement with the actual data,
and how generic the model is. Furthermore detailed investiga-
tions are needed to clarify whether the spot model could satisfy
the constraints arising beyond the PSD profiles. Moreover, it
remains to be seen if our model requires some kind of spe-
cial fine-tuning of the parameters (such as the inclination an-
gle), which would make this explanation less likely (work in
progress).
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Appendix A: Monotonicity of the functions g and h
We prove that the derivatives of gk(x) and hk(x) are non-
negative. We define an operator Fx,k[.] by its action on an ar-
bitrary function f (τ) as
Fx,k[ f (τ)] = Nx,k E
 f (τ)(
1 + τ2ω2
)k+3
 , (A.1)
where Nx,k is a normalization constant ensuring that Fx,k[1] =
1 for all k and x. For a fixed value of x it acts as an
mean value operator with a probability distribution px(τ) =
p(τ)/
(
1 + τ2ω2
)−k−3
. Using this operator, we can express the
derivatives as
dgk(x)
dx = (k + 2)
Fx,k[τ4] −
(
Fx,k[τ2]
)2
(
Fx,k[τ2(1 + τ2 x)])2 , (A.2)
dhk(x)
dx = (k + 3)
Fx,k+1[τ6]Fx,k+1[τ2] −
(
Fx,k+1[τ4]
)2
(
Fx,k+1[τ4(1 + τ2 x)])2 . (A.3)
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The denominators in both equations are always non-negative.
Furthermore, non-negativity of the numerator of (A.2) follows
from the Jenssen theorem. The numerator of (A.3) is a deter-
minant of a matrix of the following quadratic form:(
a
b
)T ( Fx,k+1[τ6] Fx,k+1[τ4]
Fx,k+1[τ4] Fx,k+1[τ2]
) (
a
b
)
= Fx,k+1[(aτ3 + bτ)2] ≥ 0. (A.4)
Because the form is positively (semi-)definite, the determinant
must be a non-negative function.
Appendix B: Operator associated with the
polynomial Q
We give an explicit formula for the operator ˆQk. We define op-
erators ˆN and ˆD as
ˆN = 1
τ
d
dτ ,
ˆD = τ3 ddτ . (B.1)
It can be proven by direct calculation that
ˆNl 1
1 + τ2ω2
=
l!(−2)lω2l(
1 + τ2ω2
)l+1 , (B.2)
ˆDl τ
2
1 + τ2ω2
=
l!(2)lω2lτ2l+1(
1 + τ2ω2
)l+1 . (B.3)
From these relations it follows, for arbitrary l and m,
(−1)l
(l + m)!2l+m τ
−2m−1 ˆDm τ2l+2 ˆNl 1
1 + τ2ω2
=
(
τ2ω2
)l
(
1 + τ2ω2
)l+m+1 . (B.4)
Assuming that Qk(z) = ∑kl=0 ql zl, we can define the operator
ˆQk as
ˆQk = 1k!2k
(
1
τ
)2k+1 k∑
l=0
(−1)l ql τl ˆDk−l τ2l+2 ˆNl. (B.5)
The polynomials Qk and Pk are mutually related by the formula
Qk(τ2ω2) = (1 + τ2ω2)k+1
∣∣∣∣∣∣∣
k∑
l=0
l! pl (1 + iτω)−l−1
∣∣∣∣∣∣∣
2
, (B.6)
where pl are the coefficients of Pk.
