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1. Introduction and conventions
1.1. Introduction. In the paper [C], Chen defined a bar complex of an as-
sociative differential graded algebra which computes the real homotopy type
of a C∞-manifold. There he proved that the Hopf algebra of the dual of the
nilpotent completion of the group ring R[π1(X, p)]ˆ of the fundamental group
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π1(X, p) is canonically isomorphic to the 0-th cohomology of the bar complex
of the differential graded algebra A•(X) of smooth differential forms on X .
There are several methods to construct mixed Tate motives over a field K.
First construction is due to Bloch and Kriz [BK1], base on the bar complex
of the differential graded algebra of Bloch cycle complex. They defined the
category mixed Tate motives as the category of comodules over the cohomol-
ogy of the bar complex. Another construction is due to Hanamura [H]. In the
book of Kriz-May [KM], they used a homotopical approach to define the cat-
egory of mixed Tate motives. Hanamura used some generalization of complex
to construct the derived category of mixed Tate motives. One can formulate
this construction of complex in the setting of DG category, which is called
DG complex in this paper. DG complexes is called twisted complexes in a
paper of Bondal-Kapranov [BK2]. In paper [Ke1], similar notion of perfect
complexes are introduced. A notion of DG categories are also useful to study
cyclic homology. (See [Ke1], [Ke2]).
In this paper, we study two categories, one is the category of comodules over
the bar complex of a differential graded algebra A and the other is the category
of DG complexes of a DG category arising from the differential graded algebra.
Roughly speaking, we show that these two categories are homotopy equivalent
(Theorem 6.4). We use this equivalence to construct a certain coalgebra which
classifies nilpotent variation of mixed Tate Hodge structres on an algebraic
varieties X (Theorem 10.7). This coalgebra is isomorphic to the coordinate
ring of the Tanakian category of mixed Tate Hodge structures when X =
Spec(C).
Bar construction is also used to construct the motives associated to rational
fundamental groups of algebraic varieties in [DG]. They used another type
of bar construction due to Beilinson. In this paper, we adopt this bar con-
struction, called simplicial bar construction, for differential graded algebras.
Simplicial bar complexes depend on the choices of two augmentations of the
differential graded algebras. If these two augmentations happen to be equal,
then the simplicial bar complex is quasi-isomorphic to the classical reduced
bar complex defined by Chen.
Let me explain in the case of the DGA of smooth differential forms A• of a
smooth manifold X . To a point p of X , we can associate an augmentation ǫp :
A• → R. In Chen’s reduced bar complexes, the choice of the augmentation,
reflects the choice of the base point p of the rational fundamental group. On
the other hand, simplicial bar complex depends on two augmentations ǫ1 and
ǫ2. The cohomology of the simplicial bar complex of A
• with respect to the
two augmentations arising from two points p1 and p2 of X is identified with
the nilpotent dual of the linear hull of paths connecting the points p1 and p2.
By applying simplicial bar construction with two augmentations of cycle
DGA arising from two realizations, we obtain the dual of the space generated
by functorial isomorphism between two realization functors. A comparison
theorem gives a path connecting these two realization functors. Using this
formalism, we treat the category of variation of mixed Tate Hodge structures
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over smooth algebraic varieties. In this paper, we show that the category
of comodules over the bar complex of the differential graded algebra of the
Deligne complex of an algebraic variety X is equivalent to the category of
nilpotent variations of mixed Tate Hodge structures on X .
1.2. Conventions. Let k be a field. Let C be a k-linear abelian category
with a tensor structure. The category of complexes in C is denoted as KC.
For objects A = (A•, δA) and B = (B
•, δB) in KC, we define tensor product
A ⊗ B as an object in KC by the rule (A ⊗ B)p = ⊕i+j=pAi ⊗ Bj . The
differential dA⊗B on A
i ⊗Bj is defined by dA⊗B = δA ⊗ 1B + (−1)i1A ⊗ δB .
An element
HompKC(A,B) =
∏
i
HomC(A
i, Bi+p)
is called a homogeneous homomorphism of degree p from A to B in KC.
Let A,A′, B, B′ ∈ KC and ϕ = (ϕi)i ∈ Hom
p
KC(A,B) and ψ = (ψj)j ∈
HomqKC(A
′, B′), we define ϕ⊗ ψ ∈ Homp+qKC (A⊗A
′, B ⊗B′) by setting (ϕ⊗
ψ)i+j = (−1)qiϕi ⊗ ψj on Ai ⊗ A′
j → Bi+p ⊗ B′j+q. (To remember this
formula, the rule (ϕ⊗ψ)(a⊗a′) = (−1)deg(a) deg(ψ)ϕ(a)⊗ψ(a′) is useful.) An
objectM in C is regarded as an object inKC by settingM at degree zero part.
For a complex A ∈ KC, we define the complex A[i] by A[i]j = Ai+j , where
the differential is defined through this isomorphism. The shift k[i] of the unit
object k is defined in this manner. The homogeneous morphism k[i] → k[j]
of degree i − j, whose degree −i part k[i]−i = k → k[j]−j = k is defined
by the identity map, is denoted as tji. The degree −i element “1” of k[i] is
denoted as ei. For an object B ∈ KC, the tensor complex B⊗ k[i] is denoted
as Bei. For objects A,B ∈ KC and ϕ ∈ HompKC(A,B), a homomorphism
ϕ⊗tji ∈ HomKC(Ae
i, Bej) is a degree (p+i−j) homomorphism. As a special
case, for ϕ ∈ Hom0KC(A,B), the map ϕ ⊗ ti−1,i ∈ Hom
1
KC(Ae
i, Bei−1) is a
degree one element. It is denoted as ϕ ⊗ t for simplicity. The differential of
M can be regarded as a degree one map from M to itself. Therefore d can be
regarded as an element in Hom1KC(M,M).
An object in KKC can be considered as a double complex in C. Let
(· · ·A•i
d
→ A•i+1 → · · · ) be an object in KKC. Since d is a homomorphism
of complex, we have
d⊗ t ∈ Hom1KC(A
•,je−j , A•,j+1e−j−1).
is a degree one element in KC. Let δ ⊗ 1 be the differential of A•ie−i ∈ KC.
The summation of δ⊗1 for i is also denoted as δ⊗1. Then the degree one map
δ ⊗ 1 + d⊗ t becomes a differential on the total graded object. Here δ ⊗ 1 is
called the inner differential and d⊗ t is called the outer differential. Note that
for an “element” a ∈ Aij , we have (d⊗t)(a⊗e−j) = (−1)id(a)⊗e−j−1, which
coincides with the standard sign convention of the associate simple complex
of a double complex.
The resulting complex is called the associate simple complex of A•• ∈ KKC
and denoted as s(A) = s(A•,•). For objects A = A•,•, B•,• ∈ KKC, the
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tensor product A ⊗ B is defined as an object in KKC. Then we have a
natural isomorphism in KC
(1.1) ν : s(A)⊗ s(B) ≃ s(A⊗B)
defined by ν(ae−j ⊗ be−j
′
) = (−1)ji
′
(a⊗ b)e−j−j
′
for ae−j ∈ Aije−j , be−j
′
∈
Bi
′j′e−j
′
. This isomorphism is compatible with the natural associativity iso-
morphism.
2. DG category
2.1. Definition of DG category and examples. Let k be a field. A DG
category C over k consists of the following data
(1) A class of objects ob(C).
(2) A complex Hom•C(A,B) = (Hom
•
C(A,B), ∂) of k vector spaces for
every objects A and B in ob(C).
We sometimes impose the following shift structure on C.
(3) Bijective correspondence T : C 7→ C for objects in C. An object T k(A)
in C is denoted as Aek for k ∈ Z.
with the following axioms.
(1) For three objects A,B and C in C, the composite
Hom•C(B,C)⊗Hom
•
C(A,B)→ Hom
•
C(A,C)
is defined as a homomorphism of complexes over k.
(2) The above composite homomorphism is associative. That is, the fol-
lowing diagram of complexes commutes.
Hom•C(C,D)⊗Hom
•
C(B,C)⊗Hom
•
C(A,B) → Hom
•
C(C,D)⊗Hom
•
C(A,C)
↓ ↓
Hom•C(B,D)⊗Hom
•
C(A,B) → Hom
•
C(A,D)
(3) There is a degree zero closed element idA in Hom
0(A,A) for each A,
which is a left and right identity under the above composite homo-
morphism.
If we assume the shift structure T , the following sign convention
should be satisfied.
(4) There is a natural isomorphism of complexes
Hom•C(A,B)[−i+ j] ≃ Hom
•
C(Ae
i, Bej) : ϕ 7→ ϕ⊗ tji
satisfying the rule (ϕ⊗ tji) ◦ (ψ⊗ tik) = (−1)(i−j) deg(ψ)(ϕ ◦ψ)⊗ tjk.
(It is compatible with the formal commutation rule for ψ and tji.)
Definition 2.1. (1) Let C be a DG category and a, b objects in C. A
closed morphism ϕ : a → b of degree 0 (i.e. ∂ϕ = 0) is called an
isomorphism if there is a closed morphism ψ of degree zero such that
ψ ◦̟ = 1a, ϕ ◦ ψ = 1b.
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(2) Let C1, C2 be DG categories. A DG functor F is a collection {F (a)}a
of objects in C2 indexed by objects in C1 and a collection {Fa,b} of ho-
momorphisms of complexes Fa,b : Hom
•
C1
(a, b)→ Hom•C2(F (a), F (b))
indexed by a, b ∈ C1, which preserves the composites, identities and
degree shift operator A 7→ A[1]. We define sub DG categories and full
sub DG categories similarly as in usual categories. We also define
essentially surjective functors as in the usual category. A functor is
equivalent if and only if it is essentially surjective and fully faithful.
(3) A DG functor F : C1 → C2 is said to be homotopy equivalent if and
only if it is essentially surjective, and the induced map
Hi(Fa,b) : H
i(Hom•C1(a, b))→ H
i(Hom•C2(F (a), F (b)))
is an isomorphism for all i ∈ Z and a, b ∈ C1.
Example 2.2. Let V eck be a category of k-vector spaces. The category of
complexes of k-vector spaces is denoted as KV eck. Then KV eck becomes a
DG category by setting
HompKV eck(A,B) =
∏
i
Hom(Ai, Bi+p)
for complexes A = A• and B = B•. The differential ∂ϕ of an element
ϕ = (ϕi)i ∈ Hom
p
KV eck
(A,B) is defined by the formula
(2.1) (∂(ϕ))i = dB ◦ ϕi − (−1)
pϕi+1 ◦ dA.
Therefore ϕ ∈ Hom0KV eck(A,B) is a homomorphism of complexes if and
only if ∂(ϕ) = 0. Two homomorphisms of complexes ϕ and ψ are homo-
topic to each other by the homotopy θ if and only if ϕ − ψ = ∂(θ) with
θ ∈ Hom−1KV eck(A,B).
Definition 2.3 (DG category associated with a DGA). Let A = A• be a
unitary associative differential graded algebra (denoted as DGA for short)
over a filed k with the multiplication µ : A• ⊗ A• → A•. We define a DG
category CA associated to A as follows.
(1) An object of CA is a complex V = V • of vector spaces over k.
(2) For two objects V = V • andW = W •, the set of morphisms HompCA(V,W )
is defined as
Hom•CA(V,W ) = HomKV eck(V
•, A• ⊗W •).
Then Hom•CA(V,W ) becomes a complex by the formula (2.1) and the
structure of tensor complex A• ⊗W • defined in (1.2).
(3) For three objects U = U•, V = V • and W = W •, we define the
composite
µ :Hom•CA(V
•,W •)⊗Hom•CA(U
•, V •)→ Hom•CA(U
•,W •)
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by the composite of the following homomorphisms of complexes:
HomKV eck(V
•, A• ⊗W •)⊗HomKV eck(U
•, A• ⊗ V •)
↓
HomKV eck(A
• ⊗ V •, A• ⊗ A• ⊗W •)⊗HomKV eck(U
•, A• ⊗ V •)
↓
HomKV eck(U
•, A• ⊗ A• ⊗W •)
↓ µ⊗ 1
HomKV eck(U
•, A• ⊗W •)
Remark 2.4. Let C be a DG category and M be an object of C. Then
End•C(M) = Hom
•
C(M,M) becomes an (associative) differential graded al-
gebra. We have End•CA(k) ≃ (A
•)op as DGA’s. Note that (A•)op is a
copy of A• as a complex and the multiplication rule is given by a◦ · b◦ =
(−1)deg(a) deg(b)(b · a)◦
2.2. DG complexes. We introduce the notion of complexes in the setting
of DG category, which is called DG complexes.
Definition 2.5. (1) Let C be a DC category. A pair ({M i}i∈Z, {dij}i>j)
consisting of (1) a series of objects {M i}i∈Z in C indexed by Z, and
(2) a series of morphisms
dij ∈ Hom
j−i+1
C (M
j,M i)
indexed by i > j in Z is called a DG complex in C if it satisfies the
following equality.
(2.2) ∂(dij) +
∑
i>p>j
(−1)(i−p)(p−j+1)dip ◦ dpj = 0.
The uncomfortable sign in this condition will be simplified by using
d#ij = dij ⊗ t−i,−j ∈ Hom
1
C(M
je−j ,M ie−i). Then the condition will
be
(2.3) ∂(d#ij) +
∑
i>p>j
d#ip ◦ d
#
pj = 0.
(2) Let M = (M•, dM ) and N = (N
•, dN ) be DG complexes in C. We set
HomiKC(M,N) = lim→
α
∏
q−α≤r
Homi+q−rC (M
q, Nr).
(3) Let i ∈ Z. For an element ϕ ∈ HomiKC(M,N), we define a map
D(ϕ) ∈ Homi+1KC (M,N) as follows. For an element
ϕ = (ϕr,q) ∈
∏
q−α≤r
Homi+q−rC (M
q, Nr),
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we set ϕ#rq = ϕrq ⊗ t−r,−q ∈ Hom
i
C(M
qe−q, Nre−r) and define
D(ϕ)#r,q =∂(ϕ
#
r,q) +
∑
q−α≤r′<r
d#r,r′ ◦ ϕ
#
r′,q
− (−1)i
∑
q<q′≤r+α
ϕ#r,q′ ◦ d
#
q′,q
∈ Homi+1C (M
qe−q , Nre−r)
This map defines a homomorphism D : HomiKC(M,N)→ Hom
i+1
KC (M,N),
and the space Hom•KC(M,N) becomes a complex of k-vector spaces.
(4) Let (L, dL), (M, dM) and (N, dN ) be DG complexes. We define the
composite
HomiKC(M,N)⊗Hom
j
KC(L,M) → Hom
i+j
KC (L,N)
ψ ⊗ ϕ 7→ ψ ◦ ϕ
.
by the relation
(ψ ◦ ϕ)#p,q =
∑
r
ψ#p,r ◦ ϕ
#
r,q ∈ Hom
i+j
C (L
qe−q , Npe−p).
We can check that the the above composite is a well defined homo-
morphism of complexes and associative.
(5) Let M = ({M i}, {dij}) be a DG complex. If M i = 0 except for a
finite number of i’s, it is called a bounded DG complex.
It is easy to check the following proposition.
Proposition 2.6. Via the above differentials and the composites, the DG
complexes in the DG category C becomes a DG category.
Definition 2.7 (DG cagegory of DG complexes). The DG category of DG
complexes defined as above is denoted as KC. The full sub DG category of
bounded DG complexes in KC is denoted as KbC.
3. Topological motivation for simplicial bar complex
3.1. The space of marked path. Before introducing simplicial bar com-
plexes, we give a topological motivation for Simplicial bar complexes. Let
X be a connected C∞ manifold with finite dimensional homology. For a se-
quence of integers α = (α0 < · · · < αn) ∈ Zn+1, we define an α-marking of R
by
t−,α0 ≤ tα0,α1 ≤ tα1,α2 ≤ · · · ≤ tαn−1,αn ≤ tαn,+ ∈ R.
For two indices α = (α0 < · · · < αn) and β = (β0 < · · · < βm), we write
α < β if α ⊂ β. Let α, β be two indices such that α < β. For an α-marking t,
we define a β-marking u = iα,β(t) by setting uβjβj+1 = tαiαi+1 where αi ≤ βj
and βj+1 ≤ αi+1. For example, if α = (0, 2), β = (0, 1, 2, 3), then we have
α0 = 0 < α1 = 2
‖ ‖
β0 = 0 < β1 = 1 < β2 = 2 < β3 = 3
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and we have u−,0 = t−,0, u0,1 = u1,2 = t0,2, u2,3 = u3,+ = t2,+. The interval
[tαi−1,αi , tαi,αi+1 ] (it might be a one point) is denoted as Iαi(t). The intervals
(−∞, t−,α0] and [tαn,+,∞) are denoted as I−(t) and I+(t), respectively.
I−(u) I0(u)
I1(u)
I2(u)
I3(u)
I+(u)
I−(t) I0(t) I2(t) I+(t)
✻ ✻
u−,0 = t−,0 u0,1 = u1,2 = t0,2 u2,3 = u3,+ = t2,+
Figure 1.
We define the set of α-marked path Pα(X) by
Pα(X) = {(γ, t) |t is an α-marking of R,
γ : R→ X is a path such that
γ(I−(t)), γ(I+(t)) are constants.}.
For a marked path (γ, t) ∈ Pα0,··· ,αn , γ(I−(t)) and γ(I+(t)) are called the
beginning point and the ending point, respectively. By evaluating the map at
tαi,αi+1 , we have an evaluation map evα0,··· ,αn
Pα0,··· ,αn(X)→ X
n+2 : (γ, t) 7→ (γ(t−,α0), γ(tα0,α1), . . . , γ(tαn−1,αn), γ(tαn,+))
The product Xn+2 of (n+ 2)-copy of X appeared in evα0,··· ,αn is denoted as
Xα0,...,αn = X
α0
× X
α1
× · · ·
αn−1
× X
αn
× X.
The coordinates of Xα0,...,αn are denoted as
(τ−,α0 , τα0,α1 , . . . , ταn−1,αn , ταn,+).
We define pα : Xα → X×X by τ 7→ (τ−,α0 , ταn,+). We introduce a boundary
maps Pα(X)→ Pβ(X) for indices α < β using the map iα,β defined as above.
The map f : Xα → Xβ is defined by (f(τ))βjβj+1 = ταiαi+1 by choosing
αi ≤ βj and βj+1 ≤ αi+1. Note that f is a composite of diagonal maps and
it is compatible with the maps pα, pβ. We have the following commutative
diagram for evaluation maps:
evα : Pα(X) → Xα
↓ ↓
evβ : Pβ(X) → Xβ
3.2. Chain complex associated to the system of marked paths. The
system {Pα}α and {Xα}α induces the following homomorphisms of double
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complexes of singular chains by taking suitable summation with suitable sign.
C•(P•) :
∏
α0
C•(Pα0(X)) →
∏
α0<α1
C•(Pα0α1(X)) →
∏
α0<α1<α2
C•(Pα0α1α2(X)) → . . .
↓ ↓ ↓
C•(X•) :
∏
α0
C•(Xα0) →
∏
α0<α1
C•(Xα0α1) →
∏
α0<α1<α2
C•(Xα0α1α2) → . . .
Moreover, R-valued C∞ forms on X• give rise to the following double com-
plex:
A•(X•) : ⊕
α0
A•(Xα0)← ⊕
α0<α1
A•(Xα0,α1)← ⊕
α0<α1<α2
A•(Xα0,α1,α2)→ . . .
The following proposition is a consequence of Proposition 4.1.
Proposition 3.1. (1) The associate simple complexes C•(P•) and C•(X•)
of C•(P•) and C•(X•) are acyclic.
(2) The associate simple complex A•(X•) of A
•(X•) is acyclic.
Remark 3.2. Let p, q be points of X, and ǫp, ǫq : A
•(X) → R be aug-
mentations obtained by evaluation maps at p and q, respectively. Then the
cohomology of
R⊗A•,ǫp A
•(X•)⊗A•,ǫq R
is canonically isomorphic to the dual of the nilpotent completion ofR[π1(X, p, q)],
where π1(X, p, q) is the set of homotopy classes of paths connecting p and q.
4. Simplicial bar complex
4.1. Definition of simplicial bar complex. Under the notation of the
last section, A•(Xα0,...,αn) is quasi-isomorphic to A
•⊗(n+2)(X) = A•(X) ⊗R
· · ·⊗RA•(X) and the restriction map A•(Xβ)→ A•(Xα) is compatible with a
composite of multiplication maps of A. In this section, we define the simplicial
bar complex of a differential graded algebra A by imitating the definition of
A•(X•).
Let k be a field and A = A• be a DGA (associative but might not be
graded commutative) over k. We define the free simplicial bar complex B(A)
of A as follows. For a sequence of integers α = (α0 < · · · < αn), we define
Bα(A) as a copy of A
⊗(n+2) which is written as
Bα(A) = A
α0
⊗ A
α1
⊗ · · ·
αn−1
⊗ A
αn
⊗ A.
whose element will be written as x0
α0
⊗x1
α1
⊗· · ·
αn−1
⊗ xn
αn
⊗xn+1. The length of the
index α is defined by n and denoted as | α |. For an index β = (β0, . . . , βn−1),
we denoted β < α if β ⊂ α. We define a homomorphism dβ,α : Bα(A) →
Bβ(A) for β = (α0, . . . , α̂i, . . . , αn) by
dβ,α(x0
α0
⊗· · ·
αi−1
⊗ xi
αi
⊗xi+1
αi+1
⊗ · · ·
αn
⊗xn+1) = (−1)
n−ix0
α0
⊗· · ·
αi−1
⊗ xi·xi+1
αi+1
⊗ · · ·
αn
⊗xn+1,
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where “·” denotes the multiplication for the DGA A•. We define a homomor-
phism of complexes dB : ⊕|α|=nBα(A)→ ⊕|β|=n−1Bβ(A) by
(4.1) dB =
∑
|α|=n,|β|=n−1,β<α
dβ,α.
Then d2 = 0 and we have the following double complex B(A):
· · · → ⊕|α|=2Bα(A)→ ⊕|α|=1Bα(A)→ ⊕|α|=0Bα(A)→ 0
The free simplicial bar complex is defined as the associate simple complex of
the above double complex and is denoted as B(A). The inner differential of
Bα(A) is denoted as δ.
Proposition 4.1. The complex B(A) is an acyclic complex.
Proof. Let B>N (A) be the sub double complex of B(A) defined by
→ ⊕N<α0<α1<α2Bα0,α1,α2(A)→ ⊕N<α0<α1Bα0,α1(A)→ ⊕N<α0Bα0(A)→ 0
Then we have the natural inclusion i : B>N (A) → B>N−1(A). We define a
map θ : B>N (A)→ B>N−1(A)[−1]
θ : ⊕N<α0<···<αiBα0,··· ,αi(A)→ ⊕N−1<β<α0<···<αiBβ,α0,··· ,αi(A)
by
θ(1
α0
⊗ x1
α1
⊗ · · ·
αn−1
⊗ xn
αn
⊗ 1) = 1
N
⊗ 1
α0
⊗ x1
α1
⊗ · · ·
αn−1
⊗ xn
αn
⊗ 1.
Then we have θ ◦ d+ d ◦ θ = i(x). Therefore the double complex (for the dif-
ferential d) B(A) = lim
→
N
B>N (A) is an acyclic complex. Therefore its associate
simple complex is also acyclic. 
Remark 4.2. Let X be a C∞ manifold. Let A = A•(X) be the DGA of
C∞ forms. Since Xα is isomorphic to the product of copies of X, the nat-
ural homomorphism Bα(A) → A•(Xα) of complexes are quasi-isomorphism
by Ku¨neth formula. The homomorphisms Bα(A) → Bβ(A) and A•(Xα) →
A•(Xβ) are compatible with the above quasi-isomorphisms. As a consequence,
the natural homomorphism B(A)→ A•(X•) is a quasi-isomorphism. Propo-
sition 3.1 follows from Proposition 4.1.
We define left A right A action (A-A action for short) on the complex
Bα(A) by
A⊗Bα(A)⊗ A → Bα
y ⊗ (x0
α0
⊗ x1 · · ·xn
αn
⊗ xn+1)⊗ z → (yx0)
α0
⊗ x1 · · ·xn
αn
⊗ (xn+1z).
Since the differentials of B(A) are A-A homomorphisms, B(A) is an A-A
module.
We introduce a bar filtration F •b on B(A) as follows:
F−ib B(A) : · · · → 0→ ⊕|α|=iBα(A)→ · · · → ⊕|α|=0Bα(A)→ 0
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Then we have the following spectral sequence
E−i,p1 = ⊕|α|=iBα(H
•(A))p ⇒ E−i+p∞ = H
−i+p(B(A)).
This spectral sequence is called the bar spectral sequence.
4.2. Augmentations and coproduct. Let ǫ1, ǫ2 be two augmentations of
A = A•, i.e. DGA homomorphisms ǫi : A → k, where k is the trivial DGA.
We define B(ǫ1 | A | ǫ2) by the associate simple complex of the double complex
B(ǫ1 | A | ǫ2) = k⊗A,ǫ1 B(A)⊗A,ǫ2 k.
Therefore the degree −n part B(ǫ1 | A | ǫ2)n of B(ǫ1 | A | ǫ2) is isomorphic
to ⊕|α|=nBα(ǫ1 | A | ǫ2) where
Bα(ǫ1 | A | ǫ2) = k
α0
⊗ A
α1
⊗ · · ·
αn−1
⊗ A
αn
⊗ k
and the differential (outer differential) is given by
d(1
α0
⊗ x1
α1
⊗ · · ·
αn−1
⊗ xn
αn
⊗ 1) =ǫ1(x1)
α1
⊗ x2
α2
⊗ · · ·
αn−1
⊗ xn
αn
⊗ 1
+
n−1∑
i=1
(−1)i1
α0
⊗ x1 · · ·
αi−1
⊗ xixi+1
αi+1
⊗ · · ·xn
αn
⊗ 1
+ (−1)n1
α0
⊗ x1
α1
⊗ · · ·
αn−1
⊗ xn−1
αn−1
⊗ ǫ2(xn).
As in the last subsection, we have the following bar spectral sequence
E−i,p1 = ⊕|α|=iBα(ǫ1 | H
•(A) | ǫ2)
p ⇒ E−i+p∞ = H
−i+p(B(ǫ1 | A | ǫ2)).
We introduce a coproduct structure on B(A). Let ǫ1, ǫ2, ǫ3 be augmenta-
tions on A. Let α = (α0 < · · · < αn) be a sequence of integers. We define
∆ǫ2
(4.2) ∆ǫ2 : B(A)→ (B(A)⊗ǫ2 k)⊗ (k⊗ǫ2 B(A))
by
∆ǫ2(x0
α0
⊗x1
α1
⊗· · ·
αn−1
⊗ xn
αn
⊗xn+1) =
n∑
i=0
(x0
α0
⊗· · ·
αi−1
⊗ xi
αi
⊗1)⊗(1
αi
⊗xi+1
αi+1
⊗ · · ·
αn
⊗xn+1)
for an element in Bα(A). This is a morphism in the category KKV ectk. We
introduce an A− A module structure on the right hand side of (4.2) by
y1 · (x0
α0
⊗ · · ·
αi−1
⊗ xi
αi
⊗ 1)⊗ (1
αi
⊗ xi+1
αi+1
⊗ · · ·
αn
⊗ xn+1) · y2
=((y1x0)
α0
⊗ · · ·
αi−1
⊗ xi
αi
⊗ 1)⊗ (1
αi
⊗ xi+1
αi+1
⊗ · · ·
αn
⊗ (xn+1y2))
for y1, y2 ∈ A. We can prove the following by direct computation.
Proposition 4.3. (1) The homomorphism ∆ǫ2 is a homomorphism of
complex of KV ectk and compatible with the A-A action. Therefore
we have the following homomorphism in KKV ectk:
∆ǫ1,ǫ2,ǫ3 : B(ǫ1 | A | ǫ3)→ B(ǫ1 | A | ǫ2)⊗B(ǫ2 | A | ǫ3).
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Using the isomorphism (1.1), we have the following morphism in
KV ectk:
∆ǫ1,ǫ2,ǫ3 : B(ǫ1 | A | ǫ3)→ B(ǫ1 | A | ǫ2)⊗B(ǫ2 | A | ǫ3).
(2) Let ǫ be an augmentation of A. For α = (α0), let ǫα0 : Bα0 = k
α0
⊗k→
k be the natural map. Then u =
∑
α0
ǫα0 defines a homomorphism of
differential graded coalgebras u : B(ǫ | A | ǫ)→ k.
(3) The following composite maps are identity:
B(ǫ1 | A | ǫ2)
∆ǫ1,ǫ1,ǫ2→ B(ǫ1 | A | ǫ1)⊗B(ǫ1 | A | ǫ2)(4.3)
u⊗1
→ B(ǫ1 | A | ǫ2)
B(ǫ1 | A | ǫ2)
∆ǫ1,ǫ2,ǫ2→ B(ǫ1 | A | ǫ2)⊗B(ǫ2 | A | ǫ2)
1⊗u
→ B(ǫ1 | A | ǫ2)
where ∆ǫ1,ǫ2,ǫ3 is defined in (1).
Definition 4.4. (1) The map ∆ǫ1,ǫ2,ǫ3 defined in (1) of Proposition 4.3
is called the coproduct of B(A). It is easy to see that the coproduct
is coassociative. Thus B(A) forms a DG coalgebroid over the set
Spaug(A) of augmentations of A.
(2) The map u : B(ǫ | A | ǫ) → k defined in (2) of Proposition 4.3 is
is called the counit. In general, for an associative differential graded
coalgebra B, the map u satisfying the properties as (4.3) is called a
counit.
5. Comparison to Chen’s theory
In this section, we compare the simplicial bar complex defined as above
and the reduced bar complex defined by Chen. Let A = A• be a differential
graded algebra over a field k and ǫ : A → k be an augmentation. Let I =
Ker(ǫ : A → k) be the augmentation ideal. We define the double complex
Bred(A, ǫ) as
Bred(A, ǫ) : · · · → I
⊗3]
dB,red
→ I⊗2
dB,red
→ I
0
→ k→ 0,
where the outer differential dB,red : I
⊗i → I⊗(i−1) is defined by
(5.1) dB,red : [x1 | · · · | xi] 7→
i−1∑
p=1
(−1)p[x1 | · · · | xpxp+1 | · · · | xi].
Here an element x1 ⊗ · · · ⊗ xi in I⊗i is denoted as [x1 | · · · | xi]. The total
complex Bred(A, ǫ) is called the Chen’s reduced bar complex.
We define a degree preserving linear map B(ǫ | A | ǫ)→ Bred(A, ǫ) by
(5.2) 1
α0
⊗ x1
α1
⊗ · · ·
αn−1
⊗ xn−1
αn
⊗ 1 7→ [π(x1) | · · · | π(xn−1)]
where π(x) = x− ǫ(x) ∈ I for an element x ∈ A.
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Lemma 5.1. It is a homomorphism of complexes of KV ectk.
We have the following theorem.
Theorem 5.2. The homomorphism of associate simple complexes B(ǫ | A |
ǫ)→ Bred(A, ǫ) obtained form the map (5.2) is a quasi-isomorphism.
Proof. First, we define the bar filtration F−ib Bred(A, ǫ) on the double complex
Bred(A, ǫ) by
F−ib Bred(A, ǫ) : · · · → 0→ I
⊗i → · · · → I → k→ 0.
Then the bar filtration on B(ǫ | A | ǫ) and that on Bred(A, ǫ) are compatible
and we have the following homomorphisms of spectral sequences:
E−i,p1 = ⊕|α|=iBα(ǫ | H
•(A) | ǫ)p ⇒ E−i+p∞ = H
−i+p(B(ǫ | A | ǫ))
↓ ↓
′E−i,p1 = (H
•(I)⊗i)p ⇒ ′E−i+p∞ = H
−i+p(Bred(A, ǫ))
We prove that the vertical arrow coincides from E2-terms. E1-terms are the
following complexes of graded vector spaces:
· · · → ⊕
α0<α1<α2
Bα0,α1,α2 → ⊕
α0<α1
Bα0,α1 → ⊕α0Bα0 → 0
↓ ↓ ↓
· · · → H•(I)⊗2 → H•(I)⊗1 → k → 0
Here we used the abbreviation
Bα0,··· ,αn = k
α0
⊗ H•(A)⊗ · · · ⊗H•(A)
αn
⊗ k.
We show that the vertical homomorphism of complexes are quasi-isomorphism.
We have
Bα0,··· ,αn = k
α0
⊗ (H•(I)⊕ k)⊗ · · · ⊗ (H•(I)⊕ k)
αn
⊗ k
= ⊕nk=0 ⊕c∈C(n,k) H
•(I)⊗k,
where C(n, k) is the subset of {1, . . . , n} of cardinality k. Since the images
of H•(I)⊗H•(A) and H•(A)⊗H•(I) under the multiplication is contained
in H•(I), the following filtration G on (E−i,•1 , d1)i and (
′E−i,•1 , d1)i defines a
subcomplexes:
G−lE−i,•1 = ⊕
l
k=0 ⊕c∈C(n,k) H
•(I)⊗k,
G−l ′E−i,•1 =
{
H•(I)⊗i (i ≤ l)
0 (i > l)
Thus the associate graded complexes of E−i,•1 →
′ E−i,•1 are
(5.3)
· · · → ⊕
|α|=l+1,
c∈C(l+1,l)
H•(I)⊗l → ⊕
|α|=l,
c∈C(l,l)
H•(I)⊗l → 0 → · · ·
↓ ↓ ↓
· · · → 0 → H•(I)⊗l → 0 → · · ·
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We consider an algebra k⊕kx such that x2 = 0. We define the complex Km,l
by
(5.4) · · · → ⊕
|α|=l+2,
α⊂[1,m]
c∈C(l+2,l)
ktα,c → ⊕
|α|=l+1,
α⊂[1,m]
c∈C(l+1,l)
ktα,c → ⊕
|α|=l,
α⊂[1,m]
c∈C(l,l)
ktα,c → 0
where
tα,c = 1
α0
⊗ u1
α1
⊗ · · ·
αk−1
⊗ uk
αk
⊗ 1,
with ui =
{
x if i ∈ c,
1 if i /∈ c.
The differential is similar to that of simplicial bar complex. Then there is a
natural inclusion Km,l → Km+1,l and a map ǫm : Km,l → k.
Proposition 5.3. (1) The map ǫl : Kl,l → k is an isomorphism.
(2) The natural inclusion Km,l → Km+1,l is a quasi-isomorphism for
m ≥ l.
(3) The complex Km,l → k is an acyclic complex for l ≤ m.
Proof. We prove the proposition by the induction on l. The statement (1)
is direct from the definitions. The statement (3) follows from the statement
(1) and (2). We prove the statement (2) for l assuming the statement (3) for
l − 1. The cokernel of the complex Coker(Km,l → Km+1,l) is isomorphic to
· · · → ⊕
|α|=k+1,
α⊂[1,m+1],
αk+1=m+1

⊕
c∈C(k,l)
kt′α,c⊕
⊕
c∈C(k,l−1)
kt′′α,c
 d→ ⊕
|α|=k,
α⊂[1,m+1],
αk=m+1

⊕
c∈C(k−1,l)
kt′α,c⊕
⊕
c∈C(k−1,l−1)
kt′′α,c
→ · · ·
where
t′α,c = 1
α0
⊗ u1
α1
⊗ · · ·
αk−1
⊗ uk
αk
⊗ 1
m+1
⊗ 1,
t′′α,c = 1
α0
⊗ u1
α1
⊗ · · ·
αk−1
⊗ uk
αk
⊗ x
m+1
⊗ 1,
with ui =
{
x if i ∈ c,
1 if i /∈ c
Thus it is isomorphic to the cone of a complex homomorphismKm,l → Km,l−1
by considering the both cases for uk = 1, x. Since Km,l → k and Km,l−1 → k
is quasi-isomorphism by the induction hypothesis for (m, l) and (m, l−1), we
have the statement (2). 
Proof of Theorem 5.2. Since the diagram (5.3) is obtained from (5.4) by
tensoring H•(I)⊗l and taking the inductive limit on m, the homomorphism
of associate graded complex of E−i,•1 →
′ E−i,•1 is a quasi-isomorphism by
Proposition 5.3. This proves the theorem. 
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Remark 5.4. Since the spectral sequence associated to the filtration G is
isomorphic from E2 terms, the induced filtration on H
i(B(ǫ | A | ǫ)) and that
on Hi(Bred(A, ǫ)) are equal.
6. Simplicial bar complex and DG category KCA
6.1. Definition of comodules over DG coalgebras. In this section, we
prove that the DG category of comodules over the simplicial bar complex
B(ǫ | A | ǫ) is homotopy equivalent to the DG category KCA.
Let B be a coassociative differential graded coalgebra over k with a counit
u : B → k. The comultiplication B → B ⊗B is written as ∆B .
Definition 6.1 (DG categroy of B comodules). (1) A k-complexM with
a homomorphism ∆M of complexes
∆M :M → B ⊗M
is called a (left) B-comodule if the following properties hold.
(a) Coassociativity The following diagram commutes:
M
∆M→ B ⊗M
∆M ↓ ↓ 1⊗∆M
B ⊗M
∆B⊗1→ B ⊗B ⊗M.
(b) Counitarity The composite homomorphism M
∆M→ B⊗M
u⊗1
→
M is the identity of M .
(2) Let M,N be B-comodules. We define the complex of homomorphisms
Hom•B−com(M,N) by the associate simple complex ofHom
•
B−com(M,N)
defined by
Hom•B−com(M) :HomKV eck(M,N)
dH→ HomKV eck(M,B ⊗N)
dH→ HomKV eck(M,B ⊗B ⊗N)
dH→ . . .
where
HomKV eck(M,B
⊗n ⊗N)
dH→ HomKV eck(M,B
⊗(n+1) ⊗N)
is defined by
dHϕ =(−1)
n+1(1B ⊗ ϕ) ◦∆M(6.1)
+
n∑
i=1
(−1)n−i+1(1
⊗(i−1)
B ⊗∆B ⊗ 1
⊗(n−i)
B ⊗ 1N ) ◦ ϕ
+ (1⊗nB ⊗∆N ) ◦ ϕ.
(3) Let L,M,N be B-comodules. We define the composite morphism
µ : HomB−com(M,N)⊗HomB−com(L,M)→ HomB−com(L,N)
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by
∑
i,j≥0 µij, where the morphism
µij :HomKV eck(M,B
⊗i ⊗N)e−i ⊗HomKV eck(L,B
⊗j ⊗M)e−j
→ HomKV eck(L,B
⊗(i+j) ⊗M)e−i−j
is defined by µi,j(f ⊗ g) = (1
⊗j
B ⊗ f) ◦ g.
Proposition 6.2. The category of B-comodules (B − com) forms a DG-
category by setting
(1) the complex of homomorphism by Hom•B−com(•, •), and
(2) the composite homomorphism by µ. The composite is denoted as “◦”.
Proof. To show that the multiplication homomorphism µ is a homomorphism
of complex, it is enough to consider the outer differentials. Let
f ⊗ g ∈ Hom•KV eck(M,B
⊗i ⊗N)⊗Hom•KV eck(L,B
⊗j ⊗M)
and dH be the outer differential. Then we have
dH(f ◦ g) =(−1)
n+1(1
⊗(j+1)
B ⊗ f) ◦ (1B ⊗ g) ◦∆L
+
n∑
p=1
(−1)n−p+1(1
⊗(p−1)
B ⊗∆B ⊗ 1
⊗(n−p)
B ⊗ 1N ) ◦ (1
⊗j
B ⊗ f) ◦ g
+ (1⊗nB ⊗∆N ) ◦ (1
⊗j
B ⊗ f) ◦ g
=(−1)i+j+1(1
⊗(j+1)
B ⊗ f) ◦ (1B ⊗ g) ◦∆L
+ (−1)i
j∑
p=1
(−1)j−p+1(1
⊗(j+1)
B ⊗ f) ◦ (1
⊗(p−1)
B ⊗∆B ⊗ 1
⊗(j−p)
B ⊗ 1N ) ◦ g
+ (−1)i(1⊗(j+1)B ⊗ f) ◦ (1
⊗j
B ⊗∆M ) ◦ g
+ (−1)i+1(1
⊗(j+1)
B ⊗ f) ◦ (1
⊗j
B ⊗∆M ) ◦ g
+
i∑
q=1
(−1)i−q+1(1⊗(q+j−1)B ⊗∆B ⊗ 1
⊗(i−q)
B ⊗ 1N ) ◦ (1
⊗j
B ⊗ f) ◦ g
+ (1
⊗(i+j)
B ⊗∆N ) ◦ (1
⊗j
B ⊗ f) ◦ g
=(−1)if ◦ dH(g) + dH(f) ◦ g.
The associativity for the composite can be proved similarly. 
Let A be a DGA and ǫ : A → k be an augmentation. Until the end
of this subsection, let B = B(ǫ | A | ǫ) be the simplicial bar complex and
Bred = Bred(A, ǫ) be the reduced bar complex for the augmentation ǫ. Let
πα : B → k
α
⊗ k be the projection.
Definition 6.3 ((B − com)red,b). Let S ⊂ Z a subset of Z. A B-comodule
M is said to be supported on S if and only if the composite
M
∆M→ B ⊗M
πα⊗1M→ k
α
⊗ k⊗M
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is zero if α /∈ S. A module M supported on a finite set S is called a bounded B
comodule. The class of objects in the DG category (B−com)red,b is defined by
bounded B comodules and the complex of morphisms from M to N is defined
by HomBred−com(Mred, Nred). Here Mred and Nred are the Bred-comodules
induced by M and N .
The rest of this section is spent to prove the following theorem.
Theorem 6.4 (Main Theorem). DG categories KbCA and (B−com)red,b are
homotopy equivalent.
6.2. Correspondences on objects. We construct a one to one correspon-
dence ϕ from the class of objects of (KbCA) to that of objects of (B−com)red,b.
In this section, we simply denote Bα and B for Bα(ǫ | A | ǫ) and B(ǫ | A | ǫ),
respectively.
6.2.1. Definition of ϕ : ob(KbCA)→ ob(B − com)red,b. Let M = (M i, dij) be
an object of KbCA, where M
i ∈ CA. We set s(M) by the graded vector space
⊕iM ie−i. The morphism dij ∈ Hom
j−i+1
KV eck
(M j, A•⊗M i) defines an element
Dji = dij ⊗ t−i,−j ∈Hom
1
KV eck
(M je−j , A• ⊗M ie−i)(6.2)
=Hom1KV eck(M
je−j , (k
j
⊗ A•
i
⊗ k) ⊗M ie−i)
=Hom1KV eck(M
je−j ,Bji ⊗M
ie−i).
We consider the following linear map
Mke−k
Dkj
→ Bkj ⊗M
je−j
1⊗Dji
→ Bkji ⊗M
ie−i
µ⊗1
→ Bki ⊗M
ie−i,
where µ is the multiplication map. The condition (2.2) is equivalent to the
relation ∑
j:k<j<i
(µ⊗ 1)(1⊗Dji)Dkj(6.3)
+(dA ⊗ 1 + 1⊗ dMi)Dki +DkidMk = 0
in Hom2KV eck(M
ke−k,Bki ⊗M ie−i).
We set s(M) = ⊕iM
ie−i. Then the sumD =
∑
j<iDj,i defines an element
inHom1Ck(s(M), A
•⊗s(M)). By composing ǫ⊗1 ∈ Hom0Ck(A
•⊗s(M), s(M)).
we have
(6.4) Dǫ = (ǫ⊗ 1)D ∈ Hom
1
KV eck
(s(M), s(M)).
Lemma 6.5. We set dM =
∑
i dMi . Then δM = dM +Dǫ defines a differen-
tial on s(M) = ⊕iM ie−i.
Proof. By (6.3), we have
(µ⊗ 1)(1⊗D)D+ (dA ⊗ 1 + 1⊗ dM )D+DdM = 0
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By the commutative diagram
s(M)
D
→ A• ⊗ s(M)
ǫ⊗1
→ s(M)
↓ 1⊗D ↓ D
A• ⊗ A• ⊗ s(M)
ǫ⊗1⊗1
→ A• ⊗ s(M)
↓ µ⊗ 1 ↓ ǫ⊗ 1
A• ⊗ s(M)
ǫ⊗1
→ s(M),
we have (ǫ⊗ 1)(µ⊗ 1)(1⊗D)D = D2ǫ , and by
A⊗ s(M)
dA⊗1+1⊗dM→ A⊗ s(M)
ǫ⊗ 1 ↓ ↓ ǫ⊗ 1
s(M) →
dM
s(M),
we have (ǫ⊗1)(dA⊗1+1⊗dM) = dM (ǫ⊗1). Therefore we have (dM+Dǫ)2 =
0 
Definition 6.6. Let α = (α0 < · · · < αn) be a sequence of integers. We
define Dα = Dα0,...,αn ∈ Hom
n
Ck
(Mα0e−α0 ,Bα ⊗Mαne−αn) inductively by
the following composite homomorphism:
Mα0e−α0
Dα0,...,αn−1
−→ Bα0,...,αn−1 ⊗M
αn−1e−αn−1
1⊗Dαn−1,αn
−→ (Bα0,...,αn−1
αn−1
⊗ A•)⊗Mαne−αn = Bα0,...,αn ⊗M
αne−αn .
By the isomorphism
HomnCk(M
α0e−α0 ,Bα ⊗Mαne−αn) → Hom
0
Ck
(Mα0e−α0 ,Bαe
n ⊗Mαne−αn)
ϕ 7→ (1⊗nA ⊗ t
−n ⊗ 1)ϕ
the element corresponding to Dα is denoted by Dα. We set
∆ =
∑
α
Dα : s(M)→ B ⊗ s(M).
Proposition 6.7. (1) The map ∆ is a homomorphism of complexes.
(2) The above homomorphism ∆ defines a B-comodule structure on s(M).
Proof. For the proof of (2), the coassociativity and counitarity is easy to
check, so we omit the proof. We prove the statement (1). We compute the
right hand side of the following equality:
dDα0,...,αn(x)
=(dB ⊗ t⊗ 1M )Dα0,...,αn(x)(6.5)
+
n−1∑
i=0
(1⊗iA ⊗ dA ⊗ 1
⊗(n−i−1)
A ⊗ 1M )Dα0,...,αn(x)(6.6)
+ (1⊗nA ⊗ ds(M))Dα0,...,αn(x).(6.7)
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Here dB is the outer differential defined in (4.1). Then the term (6.5) is equal
to
(dB ⊗ t⊗ 1M )Dα0,...,αn(x) =
(1
⊗(n−1)
A ⊗ t⊗ 1M )(ǫ⊗ 1
⊗(n−1)
A ⊗ 1M )Dα0,...,αn(x)
(6.8)
+ (1⊗n−1 ⊗ t⊗ 1M )
n−1∑
i=1
(−1)i(1⊗(i−1) ⊗ µ⊗ 1⊗(n−i−1) ⊗ 1M )Dα0,...,αn(x)
(6.9)
+ (−1)n(1⊗(n−1) ⊗ t⊗ 1M )(1
⊗(n−1) ⊗ ǫ⊗ 1M )Dα0,...,αn(x).
(6.10)
We define a map
E(α1, . . . αi−1;αi;αi+1, . . . , αn) ∈ Hom
n+1
Ck
(Mα0e−α0 ,Bα0,...,αn ⊗M
αne−αn)
by the composite
Mα0e−α0
Dα0,...,αi→ Bα0,...,αi ⊗M
αie−αi
1⊗i
A
⊗dMαi
→ Bα0,...,αi ⊗M
αie−αi
1⊗i
A
⊗Dαi,...,αn→ Bα0,...,αn ⊗M
αne−αn .
Then by the relation (6.3), we have∑
αi<β<αi+1
(1⊗iA ⊗ µ⊗ 1
⊗(n−i)
A ⊗ 1M )Dα0,...,αi,β,αi+1,...,αn
=− E(α0, . . . ;αi;αi+1, . . . , αn)−E(α0, . . . ;αi+1;αi+2, . . . , αn)
+ (−1)n−i+1(1⊗(i−1)A ⊗ dA ⊗ 1
⊗(n−i−1)
A ⊗ 1M )Dα0,...,αi,αi+1,...,αn
and therefore the term (6.9) is equal to
n−1∑
i=1
∑
α0<···<αi<αi+1<αi+2<···<αn
(−1)i(1
⊗(n−1)
A ⊗ t⊗ 1M )
(1
⊗(i−1)
A ⊗ µ⊗ 1
⊗(n−i−1)
A ⊗ 1M )Dα0,...,αi,αi+1,αi+2,...,αn =∑
α0<···<αn−1
Dα0,...,αn−1dM(6.11)
−
∑
α0<···<αn−1
(1⊗(n−1) ⊗ dM )Dα0,...,αn−1(6.12)
−
n−1∑
i=1
∑
α0<···<αn−1
(1
⊗(i−1)
A ⊗ dA ⊗ 1
⊗(n−i−1)
A ⊗ 1M )Dα0,...,αn−1 .(6.13)
Since
(6.7) + (6.10) + (6.12) = 0, (6.8) + (6.11) = ∆δM ,
(6.6) + (6.13) = 0,
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we have ∆δM = d∆. 
6.2.2. Definition of ψ : ob(B−com)red,b → ob(KbCA). LetN be aB-comodule.
By the homomorphism ∆ : N → B ⊗ N , we have degree preserving linear
maps
∆(0) : N → ⊕α0k
α0
⊗ N,
∆(1) : N → ⊕α0<α1k
α0
⊗ A
α1
⊗ Ne,
∆(2) : N → ⊕α0<α1<α2k
α0
⊗ A
α1
⊗ A
α2
⊗ Ne2.
The α0-component, the (α0, α1)-component and the (α0, α1, α2)-component
of ∆(0), ∆(1) and ∆(2) are denoted as pα0 , Dα0,α1 and Dα0,α1,α2 , respectively.
Lemma 6.8. (1) The linear maps pα0 are complete projection orthogonal
to each other. Moreover these orthogonal projections defines a direct
sum decomposition of N .
(2) We have the following equalities
(1⊗ pα1)Dα0,α1 = Dα0,α1 = Dα0,α1pα0 ,
Dα0,α1,α2 = (1⊗Dα1,α2)Dα0,α1 .(6.14)
Proof. Since the composite map N
∆
→ B ⊗N
ǫ⊗1
→ N is the identity, we have∑
α0
pα0 = idN . For x ∈ N , we have
(∆B ⊗ 1)(∆
(0)
N (x)) =
∑
α0
(∆B ⊗ 1)((1
α0
⊗ 1)⊗ pα(x))
=
∑
α0
(1
α0
⊗ 1)⊗ (1
α0
⊗ 1)⊗ pα0(x)
and
(1⊗∆
(0)
N )(∆
(0)
N (x)) =
∑
α0
(1⊗∆
(0)
N )((1
α0
⊗ 1)⊗ pα0(x))
=
∑
α0<α1
(1
α0
⊗ 1)⊗ (1
α1
⊗ 1)⊗ pα1pα0(x).
Thus by the coassociativity, pα0 is a complete system of orthogonal projection.
We show the second statement. For x ∈ N , we have
(∆B ⊗ 1)(Dα0,α1(x)) =(1
α0
⊗ 1)⊗Dα0,α1(x) +Dα0,α1(x)⊗ (1
α1
⊗ 1)
∈ (k
α0
⊗ k)⊗ (k
α0
⊗ A
α1
⊗ k)⊗N
⊕ (k
α0
⊗ A
α1
⊗ k) ⊗ (k
α1
⊗ k)⊗N
and
(1⊗∆(0))(Dα0,α1(x)) =
∑
γ
(1⊗ pγ)(Dα0,α1(x))⊗ (1
γ
⊗ 1)
∈ (k
α0
⊗ A
α1
⊗ N)⊗ (k
γ
⊗ k) = (k
α0
⊗ A
α1
⊗ k)⊗ (k
γ
⊗ k)⊗N
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(1⊗∆(1))((1
α0
⊗ 1)⊗ pα0(x)) =
∑
β,γ
(1
α0
⊗ 1)⊗Dβ,γ(pα0(x))
∈ (k
α0
⊗ k)⊗ (k
β
⊗ A
γ
⊗ k) ⊗N.
By comparing the direct sum component, we have the lemma.
As for the equality (6.14), we consider the
(k
α0
⊗ A
α1
⊗ k)⊗ (k
α1
⊗ A
α2
⊗ k)⊗N
part of (∆B ⊗ 1)∆ = (1 ⊗ ∆)∆. The component of (∆B ⊗ 1)∆(x) is equal
to Dα0,α1,α2(x). On the other hand, this component of (1⊗∆)∆ is equal to
(1⊗Dα1,α2)Dα0,α1 . 
Now we construct the correspondence ψ. Let M i be the direct sum com-
ponent of the complex Nei associated to the projector pi. We assume that N
is a bounded B comodule. We make an object ({M i}, {dji}) of K
bCA from
the sequence of complex M i. By (2) of the above lemma, Dα0,α1 is regarded
as a degree zero linear map Mα0e−α0 → (A⊗Mα1)e−α1+1. Therefore Dα0,α1
defines an element of dα1,α0 ∈ Hom
1
CA
(Mα0e−α0 ,Mα1e−α1).
Proposition 6.9. The pair (Mα0 , dα1,α0) defined as above is a bounded DG
complex in CA.
Proof. It is enough to show the relation (6.3). It is obtained by considering
the (k
α0
⊗A
α2
⊗k)⊗Mα2 -component of the equality ∆(dx) = d(∆(x)) restricted
to Mα0 . 
6.3. The functor ψ : (B − com)red,b → KbCA on Morphisms.
6.3.1. B-comodules and morphisms in KCA. In this section, we construct the
functor ψ : (B − com)red,b → KbCA for morphisms in Theorem 6.4. In this
subsection, we set Bred = Bred(A, ǫ).
Definition 6.10. (1) Let p be the projector Bred → Ie and pn,β be the
homomorphism
pn,β : B
⊗n
red ⊗Ne
−n → I ⊗ · · · ⊗ I ⊗Nβe−β
defined by pn,β = p⊗ · · · ⊗ p⊗ pβ.
(2) Let M,N be objects in (B − com)red,b, ψ(M) = {M i}, ψ(N) = {N i}
the corresponding objects in KbCA and f =
∑
n f
(n) an element in
HomiBred−com(Mred, Nred) = ⊕nHom
i
KV ectk
(M,B⊗nred ⊗Ne
−n)
For integers α < β,n ≥ 0 we define a homomorphism
Ψ(f)
(n)
α,β ∈ Hom
i
KV eck
(Mαe−α, A⊗Nβe−β)
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by the composite
Mα0e−α0 →M
f (n)
−→ B⊗nred ⊗Ne
−n
pn,β
−→ I ⊗ · · · ⊗ I ⊗Nβe−β
(product)⊗1
−→ A⊗Nβe−β .
(3) Let f an element in HomiBred−com(Mred, Nred). We define an ele-
ment ψ(f) of HomiKCA(ψ(M), ψ(N)) by
ψ(f)α,β =
∑
n≥0
Ψ(f)
(n)
α,β.
Proposition 6.11. (1) Let M,N be objects (B − com)red,b. Then the
map
ψ : Hom•Bred−com(Mred, Nred)→ Hom
•
KCA
(ψ(M), ψ(N))
is a homomorphism of complex and quasi-isomorphism.
(2) The above map is compatible with composite, that is, the following
diagram commutes:
HomBred−com(Mred, Nred)⊗HomBred−com(Lred,Mred) → HomBred−com(Lred, Nred)
ψ ⊗ ψ ↓ ↓ ψ
HomKCA(ψ(M), ψ(N))⊗HomKCA(ψ(L), ψ(M)) → HomKCA(ψ(L), ψ(N))
Proof. Let M,N be objects in (B − com)red,b and set ψ(M) = {Mi, ∂M,ij}
and ψ(N) = {Ni, ∂M,ij}. Then we have ∂M,ij = dM,ij + δM,ij , where
dM,ij = pj ◦ d ◦ ιi :M
i →M
d
→M →M j
δM,ij = (p⊗ pj) ◦∆Mred ◦ ιi : M
i →M
∆Mred→ Bred ⊗M → I ⊗M
j.
Let dH be the outer differential (6.1) for HomBred−com(M,N) and
dB⊗n(f) =
n∑
i=1
(1
⊗(i−1)
B ⊗ dB,red ⊗ 1
⊗(n−i)
B ⊗N) ◦ f ∈ Hom(M,B
⊗n
red ⊗N),
where dB,red is defined in (5.1). To prove the compatibility of differential for
the map ψ, it is enough to show the following equality.
ψ(dH(f) + dB⊗n(f))pq
=
∑
p<k<q
(µ⊗ 1Nq ){(1A ⊗ δN,kq)ψ(f)pk − (−1)
i(1A ⊗ ψ(f)kq)δM,pk}.
We can check this equality by the definition of ψ. As for the compatibility of
composite, it is enough to check the equality:
ψ(f ◦ g)pq =
∑
p<k<q
(µ⊗ 1Nq )(1A ⊗ ψ(f)kq)ψ(g)pk.
This equality also follows from the definition of ψ.
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To show that the homomorphism ψ is a quasi-isomorphism, we introduce
a finite filtration Fil• on N by FilαN = ⊕i≥αN
ie−i. Since the quotient
FilαN/Filα+1N has a trivial B-coaction, we may assume that the action
on N is trivial by considering the long exact sequence for the short exact
sequence
0→ Filα+1N → FilαN → FilαN/Filα+1N → 0.
By similar argument, we may assume thatM has also trivialB-coaction. Thus
the proposition is reduce to the case where M =Mαe−α = N = Nβe−β = Q.
In this case, we can check by direct calculation. 
7. H0(B(ǫ | A | ǫ))-comodule for Connected DGA
A DGA A• (resp. DG coalgebra B•) is said to be connected if Hi(A•) = 0
for i < 0 and H0(A•) = 0 (resp. Hi(B•) = 0 for i < 0 and H0(B•) = 0). Let
A• be a connected DGA and ǫ : A• → k be an augmentation of A•. Then by
the bar spectral sequence, the DG coalgebra B(ǫ | A | ǫ) is connected.
Lemma 7.1. Let A be a connected DGA. Then there exists a subalgebra A
of A such that the natural inclusion A→ A is a quasi-isomorphism and
(p) A−i = 0 for i < 0, (positive condition) and
(r) A
0
= k (rigid condition).
Proof. Let B1 and Z1 be the image and the kernel of d in A1. Then we have
B1 ⊂ Z1 ⊂ A1. We choose a splitting Z1 = B1 ⊕ L. We set A
0
= k, A
1
= L
and A
i
= Ai for i > 1. Then A is a sub DGA of A which is quasi-isomorphic
to A and satisfies the conditions of the lemma. 
Definition 7.2. (1) We define K0CA (resp. K≤0CA,K≥0CA) as the full
subcategory of KbCA of objects M = (M i, di,j) where M i is of the
form M−i,iei (resp. ⊕i+j≤0M j,ie−j , ⊕i+j≥0M j,ie−j) for k-vector
spaces M−i,i.
(2) We define an additive category H0K0CA as follows. The class of
objects of H0K0CA is the same as in K
0CA. For a, b ∈ K
0CA, we
define the morphism
HomH0K0CA(a, b) = H
0(HomKbCA(a, b)).
Definition 7.3. Let A• be a differential graded algebra.
(1) A pair (M,∇) of free A0-module M and a k-linear map ∇ : M →
M⊗A0 A
1 is called an A connection if ∇(am) = a∇(m)+da ·m. An
A connection is said to be integrable if ∇ ◦∇ = 0.
(2) An A• connection (M,∇) is said to be trivial if it is generated by
horizontal sections.
(3) An A• connection (M,∇) is called nilpotent if there exists a finite
filtration by connections F pM such that GrpF (M) is a trivial connec-
tion. The category of integrable nilpotent connections is denoted as
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(INCA). Morphism is a A
0 homomorphism compatible with connec-
tions.
(4) A homomorphism F ∈ HomINCA (M,N ) is homotopy equivalent if
there is a map h :M→ N ⊗A0 A
−1 of A0-homomorphism such that
F = ∇ ◦ h+ h ◦ ∇. (See the following diagram.)
M
h
→ A−1 ⊗A0 N
∇M ↓ ↓ ∇N
A1 ⊗A0 M
h
→ A0 ⊗A0 N
By localizing the homomorphisms by homotopy equivalent, we have
a category (HINCA) of homotopy integrable nilpotent connections.
By the definition, if the condition (p) is satisfied, then (INCA) and
(HINCA) are equivalent.
Proposition 7.4. Let A• be a connected DGA with an augmentation ǫ. The
category (HINCA) of homotopy equivalence class of integrable nilpotent A
•
connections and H0K0CA are equivalent.
Proof. We define a functor F : K0CA → (INCA) by taking (⊕iM−i,i⊗A0,∇)
for an object (M i, di,j) ∈ K0CA with M i = ⊕iM−i,iei. Here ∇ is defined by
(
∑
i,j di,j) ⊗ 1 + 1 ⊗ d. By restricting the above functor, we have a functor
Z0K0CA → (INCA). By the definition of (INCA), the following natural
homomorphisms are isomorphisms:
Z0HomK0CA(M,N)→ HomINCA (F (M), F (N))
H0HomK0CA(M,N)→ HomHINCA (F (M), F (N))
Thus the functor F : Z0K0CA → (INCA) and F : H0K0CA → (HINCA) are
fully faithful functors. We show the essentially surjectivity. Let∇ :M → A1⊗
M be a nilpotent integrable A-connection. Let F •M be a nilpotent filtration
of M for the connection ∇. We choose a splitting M ≃ ⊕GriF (M), where
GriF (M) = F
i(M)/F i+1(M). Let M−i,i = GriF (M) and ∇ij : M
−i,i →
A1 ⊗M−j,j be the corresponding component of ∇. We set M i = M−i,iei
and dij = ∇ij ∈ Hom
1
CA
(M ie−i,M je−j). Then ({M i}, dij) is an object of
K0CA. 
We define the following homomorphism (1) by taking the fiber of F (M) at
the augmentation ǫ:
Z0HomK0CA(M,N)
(1)
−→Homk(F (M)⊗ǫ k, F (N)⊗ǫ k)
= Homk(⊕M
−i,i,⊕N−j,j).
Lemma 7.5. The image of (1) is identified with H0HomK0CA(M,N).
Proof. Since the image of B0HomK0C(M,N) under the functor (1) is zero,
the functor (1) factors through
H0HomK0C(M,N)
(2)
→ Homk(⊕iM
−i,i,⊕jN
−j,j).
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We show the injectivity of (2) by the induction of the nilpotent length of the
corresponding connections.
Let M and N be k-vector spaces. Since A is connected, the natural homo-
morphism
H0HomK0CA(M,N)→ HomK0CA(⊕iM
−i,i,⊕jN
−j,j)
is an isomorphism. Let N≥i and N≤i be the stupid filtration of N as DG
complex in CA and the quotient of N by N
≥i. Since A is connected, we have
the following left exact sequences
0→ H0HomK0CA(M,N
≥i)→ H0HomK0CA(M,N)
→ H0HomK0CA(M,N
≤i),
0→ H0HomK0CA(M
≤i, N)→ H0HomK0CA(M,N)
→ H0HomK0CA(M
≥i, N).
By induction on the nilpotent length of N and M , we have the lemma by
5-lemma. 
Theorem 7.6. Let A be a connected DGA. The category H0K0CA is equiv-
alent to the category of nilpotent H0(B(ǫ | A | ǫ))-comodules.
Proof. By Lemma 7.1, we choose a quasi-isomorphic sub DGA A′ of A• such
that A′
−i
= 0 for i < 0 and A′
0 ≃ k. In this case, the condition (p) is satisfied
and the categories (INCA′) and (HINCA′) are equivalent. Thus we have the
following commutative diagram of categories:
(INCA′)
α
→ (INCA)
↓ ↓
(HINCA′)
α′
→ (HINCA)
FA′ ↓ ↓ FA
(H0(BA′)− comod)
α′′
→ (H0(BA)− comod).
We know that α′ is fully faithful and α′′ is equivalent. Thus it is enough to
show that FA is fully faithful and FA′ is equivalent.
We show the fully faithfulness of FA. Let N ,M be B-comodule cor-
responding to the nilpotent integrable A connections M and N . We set
H0 = H0(B(ǫ | A | ǫ)). By the induction of the nilpotent length, we can
show that the natural map
HiHomB−com(M,N )→ H
iHomH0−com(H
0(M), H0(N ))
is an isomorphism for i = 0 and injective for i = 1 using 5-lemma. Therefore
the functor FA is a fully faithful functor.
We introduce a universal integrable nilpotent connection on H0(B(ǫ | A′ |
ǫ)) to show the essential surjectivity of (HINCA′)→ (H0(BA′)−comod). We
use the isomorphism H0(Bred(A
′, ǫ)) ≃ H0(B(ǫ | A′ | ǫ)) between simplicial
bar complex and Chen’s reduced bar complex. By the conditions (p) and (r),
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H0(Bred(A
′, ǫ)) is identified with a subspace of Bred(A
′, ǫ)0. The coproduct
on Bred(A
′, ǫ) induces a connection
H0(Bred(A
′, ǫ))→ (A′)1 ⊗H0(Bred(A
′, ǫ))
on H0 = H0(Bred(A
′, ǫ)). For an H0-comodule (M,∆M), We define M as
the kernel of the following map:
H0 ⊗M
∆
H0⊗1M−1H0⊗∆M→ H0 ⊗H0 ⊗M.
ThenM has a structure of A′-connection and FA′(M) =M . This proves the
essentially surjectivity. 
Since the category of nilpotent H0-comodules is stable under taking kernels
and cokernels, we have the following corollary.
Corollary 7.7. (1) If A• is a connected DGA, then A = H0K0CA is an
abelian category.
(2) Let A and A′ be connected DGA’s and ϕ : A→ A′ a quasi-isomorphism
of DGA. Then the associated categories (HINCA)→ (HINCA′) are
equivalent.
8. Patching of DG category
In this section, we consider patching of DG categories and their bar com-
plexes. A typical example for patching appears as van Kampen’s theorem.
Let X be a manifold, which is covered by two open sets X1 and X2. Sup-
pose that X12 = X1 ∩X2 is connected. Then the fundamental group π1(X)
is isomorphic to the amalgam product π1(X1) ∗
π1(X12)
π1(X2). We can inter-
pret this isomorphism as an equivalence of two categories. The first category
Loc(X) is a category of local systems on X and the second is a category
Loc(X1) ×Loc(X12) Loc(X2) of triples (L1,L2, ϕ), where L1,L2 are local sys-
tems on X1 and X2 and ϕ is an isomorphism of local systems ϕ : L1 |X12→
L2 |X12 .
We must be careful in the nilpotent version. Let Locnil(X) be the category
of nilpotent local systems. Then the natural functor
Loc(X)nil → Loc(X1)
nil ×Loc(X12)nil Loc(X2)
nil
is not an equivalent in general. For example, if X12 is contractible, then there
might be no filtration on L1 |X12= L2 |X12 which induces a nilpotent filtration
F1 on the local system L1 on X1 and that on the local system L2 on X2.
Definition 8.1. (1) Let A be an abelian category. A is said to be nilpo-
tent
(a) if there is an object 1, and
(b) for any object M in A, there is a filtration F • on M such that
the associated graded quotient GriF (M) is a direct sum of 1A.
This filtration is called a nilpotent filtration of M .
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(2) Let A1 and A2 be nilpotent abelian categories and ϕ : A1 → A2 be an
exact additive functor. The functor ϕ is said to be nilpotent if for any
nilpotent filtration F i on an object M , ϕ(F i) is a nilpotent filtration
on ϕ(M).
(3) Let A2,A2,A12 be a nilpotent abelian category and F1 : A1 → A12 and
F2 : A2 → A12 be nilpotent functors. We define nilpotent fiber product
(A1 ×A12 A2)
nil as the full sub category of (A1 ×A12 A2) consisting
of objects (L1,L2, ϕ) such that there exist nilpotent filtrations N1 and
N2 on L1 and L2 such that ϕ(F1(N i1)) = F2(N
i
2).
(4) Let A1, A2, A12 be DGA’s and u1 : A1 → A12 and u2 : A2 → A12 be
homomorphisms of DGA’s. We define a fiber product A˜ = A1×A12A2
as A˜p = Ap1 ⊕ A
p
2 ⊕ A
p−1
12 . We introduce a product of elements a =
(a1, a2, a12) and b = (b1, b2, b12) of A˜
p and A˜q as
a · b = (a1 · b1, a2 · b2, u1(a1) · b12 + (−1)
deg b2a12 · u2(b2)).
By setting s(A1×A12 A2) = A1⊕A2⊕A12e
−1, this rule can be written
as the following simpler rule
(a1+a2+a12e
−1)(b1+b2+b12e
−1) = a1b1+a2b2+u1(a1)b12e
−1+a12e
−1u2(b2).
Proposition 8.2. Let A1, A2 and A12 be connected DGA’s, u1 : A1 → A12
and u2 : A2 → A12 homomorphisms of DGA’s and A˜ = A1 ×A12 A2. Assume
that there exists an augmentation ǫ : A12 → k. Then the natural functor
H0K0CA˜ → (H
0K0CA1 ×H0K0CA12 H
0K0CA2)
nil
is an equivalence of categories.
Proof. The fully faithfulness follows from the direct calculation. We show the
essentially surjectivity. Since A⋆ is connected, H
0K0CA⋆ is equivalent to the
category (HINCA⋆) for ⋆ = 1, 2, 12. Let M = (M1,M2, ϕ) be an object of
(HINCA1 ×HINCA12 HINCA2)
nil, where
Mp = (Mp,∇p :Mp → A
1
p ⊗A0p Mp) ∈ HINCAp (p = 1, 2)
is a nilpotent integrable connection. By the definition of nilpotent fiber prod-
uct, there exist filtrations F •1 and F
•
2 onM1 and M2 and an A
0
12-isomorphism
ϕ : u1(M1)→ u2(M2) such that (1) ϕ is compatible with the connections on
u1(M1) and u2(M2), and (2) the filtrations u1(F
•
1 ) and u2(F
•
2 ) are isomor-
phic via the isomorphism ϕ. By the isomorphism, we have an identification
k ⊗ǫ,A01 M1 ≃ k ⊗ǫ,A02 M2 = M
(0). The k-vector space M (0) has a filtration
F • induced by u1(F
•
1 ) = u2(F
•
2 ). Using identification A
0
p ⊗k M
(0) ≃ Mp we
have a map ∇p : M (0) → A1p ⊗k M
(0) for p = 1, 2. On the other hand, the
morphism ϕ defines a map ϕ : M (0) ⊂ u1(M1) → u2(M2) ≃ M (0) ⊗ A012.
Thus we have a map
M (0)
(∇1,∇2,ϕ)
−→ (A11 ⊕A
1
2 ⊕A
0
12)⊗M
(0).
28 DG category and bar complex
By simple calculation, this map gives rise to an integrable nilpotent filtration.
This nilpotent filtration give rise to an object (M1,M2, ϕ) of
(HINCA1 ×HINCA12 HINCA2)
nil. 
Let ǫ : A12 → k be an augmentation of A12. By composing the morphism
ϕi : Ai → A12, we have a augmentation ǫi = ǫ ◦ ϕ1 : Ai → k for i = 1, 2
By composing the natural projection A˜ → Ai, we have two augmentations
ei : A˜→ k for i = 1, 2. We introduce a comparison copath morphism
p(ǫ) : B(e1 | A˜ | e2)→ k
connecting e1 and e2 associated to ǫ. Since
B(e1 | A˜ | e2)
0 = ⊕|α|=kB
−k
α
and
⊕|α|=0B
0
α = ⊕α0k
α0
⊗ k
⊕|α|=1B
1
α = ⊕α0<α1k
α0
⊗ A˜1
α1
⊗ k
= ⊕α0<α1k
α0
⊗ (A11 ⊕ A
1
2 ⊕ A
0
12)
α1
⊗ k.
We define a linear map p(ǫ) : B(e1 | A˜ | e2)0 → k by the summation of (1)
projection to the factor k
α0
⊗ k over α0, and (2) the composite of ǫ and the
projection to k
α0
⊗ A012
α1
⊗ k over α0 < α1. We can show that the composite
B(e1 | A˜ | e2)
−1 → B(e1 | A˜ | e2)
0 → k
is zero. For example 1
α0
⊗ x
α1
⊗ 1 ∈ k
α0
⊗ A01
α1
⊗ k goes to
ǫ1(x)
α1
⊗ 1 + 1
α0
⊗ dx
α1
⊗ 1 + 1
α0
⊗ ϕ1(x)
α1
⊗ 1 ∈ B(e1 | A˜ | e2)
0,
which is an element of the kernel of p(ǫ).
Definition 8.3. The map p(ǫ) is called the comparison copath associated to
ǫ.
9. Graded case
We consider a graded version of DGA. Let A = ⊕k≥0Ak = ⊕k≥0A
•
k be a
graded DGA over a field k. We assume that the image of Ap ⊗ Aq under
the multiplication map is contained in Ap+q. We introduce a DG category
CgrA as follows. Objects are finite direct sum of the form V
•(i) where V • is a
complex of k-vector space. For objects V •(i) and W •(j), we define
Hom•Cgr
A
(V •(i),W •(j)) =
{
Hom•KV eck(V
•, Aj−i ⊗W •) if j ≥ i
0 if j < i.
Then CgrA becomes a DG category. The DG category of DG complexes in C
gr
A is
denoted as KCgrA . The category CAgr has a tensor structure by V (p)⊗W (q) =
(V ⊗W )(p+q). The full subcategory of the bounded DG complexes is denoted
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as KbCgrA . By considering k as a graded DGA in a trivial way, we have a DG-
category Cgr
k
. For example, for k-vector spaces V,W , we have
HomCgr
k
(V (p),W (q)) =
{
Hom(V,W ) if p = q
0 otherwise.
The object V (p) is called the p-Tate twist of V and the Tate weight of V (p)
is defined to be p. The category Cgr
k
is the category of formal Tate twist of
k-vector spaces.
Definition 9.1. Let M = ⊕iM
•
i be a graded complex of k-vector spaces. We
introduce a homogenization Mh of M by ⊕i(Mi⊗k(−i)) as an object in C
gr
k
.
By this correspondence, the category of graded complex is equivalent to the
category Cgr
k
. Under this identification, the object k(p) ⊗ k(q) is identified
with k(p+ q).
Using the above notations, for V •(p),W •(q) ∈ CgrA , we have
HomCgr
A
(V •(p),W •(q)) = HomCgr
k
(V •(p), Ah ⊗W •(q)).
Let ǫ0 : A0 → k be an augmentation of A0 and ǫ : A → k a composite
of ǫ0 and the natural projection. We define the homogeneous bar complex
Bh(ǫ | A | ǫ) in KCk as follows. Let α = (α0 < · · · < αn) be a sequence of
integers. We define Bhα ∈ C
gr
k
by
k
α0
⊗ Ah
α1
⊗ · · ·
αn−1
⊗ Ah
αn
⊗ k,
and Bh = Bh(ǫ | A | ǫ) ∈ KCgr
k
by the complex
· · · → ⊕|α|=1B
h
α → ⊕|α|=0B
h
α → 0.
The associate simple object in Cgr
k
is denoted as Bh = Bh(ǫ | A | ǫ). Then
the Tate weight w part of Bh is equal to the sum of
(k
α0
⊗ A•p1
α1
⊗ · · ·
αn−1
⊗ A•pn
αn
⊗ k)⊗Q(−p1 − · · · − pn−1)
where w = −(p1 + · · ·+ pn). The weight w part of Bh is denoted as Bh(w).
We define the homogenized reduced bar complex Bhred = B
h
red(A, ǫ) in the
same way.
Thus Bh, Bhred are graded DG coalgebras in Ck. We introduce DG category
structure on bounded homogeneous Bh comodules.
Definition 9.2. (1) Let V • = ⊕V •(i) be an object in Cgr
k
. A homomor-
phism ∆ : V • → Bh ⊗ V • in Cgr
k
(i.e. homomorphism of graded
complex) is called a coproduct if it satisfies the coassociativity and
counitarity defined in Definition 6.1. An object V • in Cgr
k
equipped
with a coproduct is called a homogeneous Bh-comodule. We define
Bhred comodules in the same way.
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(2) Let V • and W • be homogeneous Bh comodules. A morphism f in
HomCgr
k
(V •,W •) is called a Bh homomorphism if the diagram
V •
f
→ W •
∆V ↓ ↓ ∆W
Bh ⊗ V •
1
Bh
⊗f
→ Bh ⊗W •
is commutative.
Let V = V •,W = W • be homogeneous Bh comodules. We define the
complex of homomorphism HomBh−com(V,W ) from V toW by the associate
simple complex of
0→ HomCgr
k
(V,W )
dH→ HomCgr
k
(V,Bh⊗W )
dH→ HomCgr
k
(V,Bh
⊗2
⊗W )
dH→ · · ·
where dH is defined similarly to (6.1). We define the DG category (B
h−com)b
as the category of bounded homogeneous Bh-comodules withHomBh−com(•, •)
as the complex of morphisms. The following proposition is a graded version
of Theorem 6.4, and Theorem 7.6
Proposition 9.3. (1) The DG category KbCgrA is homotopy equivalent
to the category of bounded homogeneous Bh(ǫ | A | ǫ) comodules.
(2) Assume that the graded DGA A is connected. Then H0K0CgrA is equiv-
alent to the category of homogeneous H0(Bh(ǫ | A | ǫ)) comodules. As
a consequence, H0K0CgrA is an abelian category.
Proof. (1) We set Bh = Bh(ǫ | A | ǫ). We give a one to one correspondence
ob(Bh − comod)b → ob(KbCgr
k
) of objects. Let V = ⊕iV •(i) be an object in
Cgr
k
and V → Bh ⊗ V be the comultiplication of V . We use the direct sum
decomposition
Bh = (⊕α0k
α0
⊗ k) ⊕ (⊕α0<α1k
α0
⊗ Ah
α1
⊗ ke) ⊕
⊕
|α|=i>1
Bhαe
i.
Let πα0 be the projection B
h → k
α0
⊗ k. Let pα0 be the composite of the map
V
∆V→ B ⊗ V
πα0→ k
α0
⊗ V
and V α0 be Im(pα0)e
α0 . Since the map pα0 is homogeneous, V
α0 is an object
in Cgr
k
. By the assumption of boundedness, V α0 = 0 except for finite numbers
of α0. Let πα0,α1 be the projection B
h → k
α0
⊗ Ah
α0
⊗ ke and consider the
composite Dα0,α1 by the composite
V
∆V→ B ⊗ V
πα0,α1→ k
α0
⊗ Ah
α0
⊗ V e.
By the associativity condition, the morphism Dα0,α1 induces a morphism
Hom1Cgr
k
(V α0e−α0 , Ah ⊗ V α1e−α1) = Hom1Cgr
A
(V α0e−α0 , V α1e−α1)
which is also denoted as Dα0,α1 . This defines a one to one correspondence
ob(Bh − comod)b → ob(KbCgr
k
). For the construction and the proof of the
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inverse correspondence and the homotopy equivalence is similar to those in
Section 6, so we omit the detailed proof.
(2) Using the following lemma, the proof of (2) is similar.
Lemma 9.4. Let A be a connected graded DGA. Then there exists a graded
subalgebra A of A such that (1) the natural inclusion A → A is a quasi-
isomorphism, and (2)the conditions (p) and (r) in Lemma 7.1 are satisfied.

10. Deligne complex
10.1. Definition of Deligne algebra. Here we give an application of DG
category to Hodge theory. Let X be a smooth irreducible variety over C and
X be a smooth compactification of X such that D = X−X is a simple normal
crossing divisor. Let U = {Ui}i∈I be an affine covering of X indexed by a
totally ordered set I, and Uan = {Uan,j}j∈J be a topological simple covering
of X indexed by a totally ordered set J , which is a refinement of U ∩ X .
Assume that the map J → I defining the refinement preserves the ordering
of I and J .
Let Ω•
X
(log(D)) be the sheaf of algebraic logarithmic de Rham complex
of X along the boundary divisor D. Let F • be the Hodge filtration of
Ω•
X
(log(D)):
F i : 0→ · · · → 0→ Ωi
X
(log(D))→ Ωi+1
X
(log(D))→ · · · .
Then F • is compatible with the product structure of Ω•
X
(log(D)). The
Cech complex Cˇ(U ,Ω•
X
(log(D))) becomes an associative DGA by standard
Alexander-Whitney associative product using the total order of I. We define
AFdR,i = Cˇ(U , F
iΩ•
X
(log(D))).
Then the product induces a morphism of complex
AFdR,i ⊗ AFdR,j → AFdR,i+j
and by this multiplicationAFdR = ⊕i≥0AFdR,i becomes a graded DGA, which
is called the algebraic de Rham DGA. We define the homogenized algebraic
de Rham DGA AhFdR ∈ KC
gr
k
as ⊕i≥0AFdR,i(−i).
Let Ω•Xan be the analytic de Rham complex and Cˇ(Uan,Ω
•
Xan
) the topo-
logical Cech complex of Ω•Xan . Since the map J → I preserve the orderings,
we have a natural quasi-isomorphism of DGA’s:
Cˇ(U ,Ω•
X
(log(D)))→ Cˇ(Uan,Ω
•
Xan
).
We set AdRan,i = Cˇ(Uan,Ω•Xan) and AdRan = ⊕i≥0AdRan,i. Then AdRan
becomes a graded DGA by Alexander-Whitney associative product, which is
called the analytic de Rham DGA. We also define AB,i = Cˇ(Uan, (2πi)iQ)
and set AB = ⊕i≥0AB,i, which is called the Betti DGA. It is a sub graded
DGA of AdRan. We define the homogenized analytic de Rham DGA A
h
dRan
and the Betti DGA AhB as A
h
dRan = ⊕iAdRan,i(−i) and A
h
B = ⊕iAB,i(−i).
32 DG category and bar complex
Definition 10.1 (Deligne algebra). We define the Deligne algebra ADel =
ADel(X) of X by the fiber product AFdR×AdRan AB. It is graded by ADel,i =
AFdR,i×AdRan,i AB,i. (See Definition 8.1 for the definition of fiber product of
DGA’s.)
Example 10.2. In the case of X = Spec(C), the complexes ADel and A
h
Del
are equal to
A0Del = C
⊕
⊕i≥0(2πi)
iQ, A1Del = ⊕i≥0C,
Ah,0Del = C
⊕
⊕i≥0(2πi)
iQ(−i), Ah,1Del = ⊕i≥0C(−i).
The differentials are the natural maps. In this case, the bar spectral sequence
degenerates at E1 and Gr(H
0(B(ǫB | ADel | ǫB))) is isomorphic to the tensor
algebra generated by ⊕i>0C/(2πi)iQ over Q.
Remark 10.3. (1) We can define AdR for a smooth variety over an ar-
bitrary subfield K of C.
(2) Actually, ADel(X) depends on the choice of the compactification X,
and coverings U and Uan. But the choice of admissible proper mor-
phisms and refinements does not affect up to quasi-isomorphism.
(3) We can replace the role Q in AB by an arbitrary subfield F of R.
The corresponding Deligne algebra is denoted as ADel,F (X).
Let pdR (resp. pB) be a C-valued point of X (resp. a point in X(C)
an).
Then we have an augmentation ǫdR(p) (resp. ǫB(p)) of AdR (resp. AB). The
following proposition is a consequence of Proposition 9.3.
Proposition 10.4. The category H0K0CgrADel is equivalent to the category of
homogeneous H0(Bh(ǫB | ADel | ǫB))-comodules.
10.2. Nilpotent variation of mixed Tate Hodge structure. In this sub-
section, we prove that the category of nilpotent variation of mixed Tate Hodge
structures on a smooth irreducible algebraic variety is equivalent to that of
comodules over H0(Bh(ǫ | ADel(X) | ǫ)).
Definition 10.5 (VMTHS). Let X be a smooth irreducible algebraic variety
over C. A triple (F ,V, comp) of the following data is called a variation of
mixed Tate Hodge structure on X.
(1) A 4ple F = (F ,∇, F •,W•) is a locally free sheaf F on X with a
connection logarithmic connection
∇ : F → Ω1
X
(log(D))⊗ F
and decreasing and increasing filtrations F • and W• on F with the
following properties. (We assume that the filtration W is indexed by
even integers.)
(a)
∇(F iF) ⊂ Ω1
X
(log(D))⊗ F i−1F .
(b)
∇(W−2jF) ⊂ Ω
1
X
(log(D))⊗W−2iF .
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(2) A pair V = (V,W•) is a local system with a filtration W• on X(C)an.
(3) An isomorphism of local system
V ⊗C
≃
→ (F ⊗OX(C)an)
∇=0
on X(C)an compatible with the filtrations W• on F and V.
(4) The fiber of the associated graded object (GrW−2iF , Gr
W
−2iV, comp) at x
is isomorphic to a sum of mixed Tate Hodge structure of weight −2i
for all x ∈ X(C)an
Definition 10.6 (NVMTHS). (1) A variation of mixed Tate Hodge struc-
ture is said to be constant if the local system V is a trivial local system.
(2) A constant variation of mixed Tate Hodge structure is said to be split
if it is isomorphic to a sum of pure Tate Hodge structures.
(3) A variation of mixed Tate Hodge structure is said to be nilpotent (de-
noted as NVMTHS for short) if there exists a filtration (N•F , N•V, comp)
of (F ,V, comp) such that the associated graded object (GrNp F , Gr
N
p V, comp)
is a split constant variation of mixed Tate Hodge structures on X(C)an.
Theorem 10.7. The category H0K0CgrADel is equivalent to NVMTHS(X).
It is also equivalent to the category of homogeneous H0(Bh(ǫB | ADel | ǫB))-
comodules.
By applying the above theorem for the case X = Spec(C), we have the
following corollary.
Corollary 10.8. The category of mixed Hodge structures is equivalent to the
category of homogeneous H0(Bh(ǫB | ADel(C) | ǫB))-comodules.
10.3. Proof of Theorem 10.7. We construct a nilpotent variation of mixed
Tate Hodge structure for an object V = {V i} in K0CADel . We set V
i =
V ipei(p), V = ⊕iV ie−i and V (p) = ⊕iV ipei(p). Then we have V = ⊕i,pV ip(p) =
⊕pV (p). Let O,Oan,Ωi and Ωian denote OX ,OXan ,Ω
i
X
(logD) and ΩiXan . For
indices s, t, u ∈ J , the corresponding element in I by the map J → I for re-
finement is also denoted as s, t, u for short. The sum D of the differential
dij ∈ Hom
1
Cgr
ADel
(V ie−i, V je−j) defines an element in
Hom0Cgr
k
(V,Ah,1Del ⊗ V ) =Hom
0
Cgr
k
(V,⊕i
∏
s
Γ(Us, F
iΩ1)(−i) ⊗ V )
⊕Hom0Cgr
k
(V,⊕i
∏
s,t
Γ(Us,t, F
iO)(−i)⊗ V )
⊕Hom0Cgr
k
(V,⊕i
∏
s,t
Γ(Uan,s,t, (2πi)
iQB(−i)) ⊗ V )
⊕Hom0Cgr
k
(V,⊕i
∏
s
Γ(Uan,s,Oan)(−i)⊗ V ).
As in the proof of Proposition 7.4, ∇ = D+1⊗ d defines an integrable ADel-
connection V → A1Del⊗V . We write D = ({ωs}, {fst}, {ρst}, {ϕs}) according
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to the above direct sum decomposition, i.e.
ρst ∈ Hom
0
Cgr
k
(V,⊕iΓ(Uan,s,t, (2πi)
iQB(−i))⊗ V ),
etc. Then as an element of
Hom0Cgr
k
(V,Ah,2Del ⊗ V ) =Hom
0
Cgr
k
(V,⊕i
∏
s
Γ(Us, F
iΩ2)(−i)⊗ V )
⊕Hom0Cgr
k
(V,⊕i
∏
s,t
Γ(Us,t, F
iΩ1)(−i) ⊗ V )
⊕Hom0Cgr
k
(V,⊕i
∏
s,t,u
Γ(Us,t,u, F
iO)(−i) ⊗ V )
⊕Hom0Cgr
k
(V,⊕i
∏
s,t,u
Γ(Uan,s,t,u, (2πi)
iQB(−i))⊗ V )
⊕Hom0Cgr
k
(V,⊕i
∏
s
Γ(Uan,s,Ω
1
an)(−i) ⊗ V )
⊕Hom0Cgr
k
(V,⊕i
∏
s
Γ(Uan,s,t,Oan)(−i)⊗ V ),
we have
dD =({dωs}, {−ωt + ωs + dfst}, {−ftu + fsu − fst},
{−ρtu + ρsu − ρst}, {ωs + dϕs}, {fst − ρst + ϕt − ϕs})
and
D ◦D =({ωsωs}, {−ωsfst + fstωt}, {fstftu},
{ρstρtu}, {−ωsϕs}, {−fstϕt + ϕsρst}).
Here the products are tensor products of composites of endomorphisms of V
and exterior products of differential forms. Then by the integrability condi-
tion, we have dD = D ◦D.
By this relation, we have cocycle relations
(10.1) (1 + fsu) = (1 + fst)(1 + ftu), (1 + ρsu) = (1 + ρst)(1 + ρtu),
integrability of connections dωs = ωsωs, and the following commutative dia-
grams:
(10.2)
⊕pV (p)⊗ Γ(Uan,s,t, (2πi)−pQ)
1+ρst→ ⊕pV (p)⊗ Γ(Uan,s,t, (2πi)−pQ)
1 + ϕt ↓ ↓ 1 + ϕs
V ⊗ Γ(Uan,s,t,Oan)
1+fst→ V ⊗ Γ(Uan,s,t,Oan)
(10.3)
V ⊗ Γ(Us,t,O)
1+fst
→ V ⊗ Γ(Us,t,O)
ωt + 1⊗ d ↓ ↓ ωs + 1⊗ d
V ⊗ Γ(Us,t,Ω1)
(1+fst)⊗1
→ V ⊗ Γ(Us,t,Ω1)
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(10.4)
V ⊗ Γ(Uan,s,Oan)
1⊗d
→ V ⊗ Γ(Uan,s,Ω1an)
1 + ϕs ↓ ↓ 1 + ϕs
V ⊗ Γ(Uan,s,Oan)
ωs+1⊗d→ V ⊗ Γ(Uan,s,Ω1an)
By the cocycle relations, we have a local system V and locally free sheaf F
by patching constant sheaves V and free sheaves V ⊗O on Uan,s and Us by the
patching data 1+ρst and 1+fst. The connection ωs+1⊗d defines an integrable
connection on V ⊗ Γ(Us,O) by the integrability condition and it is patched
together to a global connection by the commutative diagram (10.3). The local
sheaf homomorphisms 1 + ϕs patched together into a global homomorphism
comp of sheaves V → F ⊗ Oan on Xan by the commutative diagram (10.2).
Via the sheaf homomorphism comp, the local system V ⊗C is identified with
the subshaef of horizontal sections of F ⊗ Oan by the commutative diagram
(10.4).
We introduce filtrations F • and W• on Us and Uan,s by
F iF = ⊕p≥iV (−p)⊗O,
W2iF = ⊕p≤iV (−p)⊗O,
W2iV = ⊕p≤iV (−p).
The filtration F gives rise to a well defined filtration on F since the patching
data fij for F is contained in Γ(Us,t, A
h,0
FdR) = Γ(Us,t,O(0)).
Since ω is contained in⊕
p
Homk(V (p), V (p)⊗ Γ(Us,Ω
1))
⊕
⊕
p
Homk(V (p), V (p+ 1)⊗ Γ(Us,Ω
1)(−1)),
the Griffiths transversality condition in Definition 10.5 is satisfied. It defines
a mixed Tate Hodge structure at any point x in X(C)an by the definitions
of two filtrations. Therefore (F ,V, comp) defines a variation of mixed Tate
Hodge structure on X .
We set N iV = ⊕i≤pV p. Then this filtration defines a filtration on the vari-
ation of mixed Tate Hodge structure (F ,V, comp) and the associated graded
variation is split constant mixed Tate Hodge structures on X . Thus we have
the required nilpotent variation of mixed Tate Hodge structure (F ,V, comp)
on X .
We can construct an inverse correspondence by attaching anADel-connection
to a nilpotent variation of mixed Tate Hodge structures as follows. We choose
sufficiently fine Zariski covering U = {Ui} such that the restrictions of F are
free on each Ui. Using two filtrations F and W , F splits into ⊕pF(p) as an O
module. We choose a trivialization of F(p) |Ui . By taking a refinement Uan of
U ∩Xan, we may assume that Uan is a simple covering. By restricting Uan,s,
we choose a trivialization 1 + ϕi of the local system V. At last we choose
a nilpotent filtration N• compatible with the connection and local system
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and a splitting of N•. Using these data we construct an integrable nilpotent
ADel-connection D = ({ωs}, {fst}, {ρst}, {ϕs}) by the commutative diagram
(10.2), (10.3), (10.4).
By passing to homotopy equivalence classes of morphisms, we have the
required equivalence of two categories.
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