Energy efficient processing is mandatory in todays' mobile devices. For the upcoming multiple-antenna systems, algorithmic flexibility enables the dynamic reaction to changing channel conditions. We show that most of the tree search based MIMO detection algorithms are based on the same algorithmic kernels and present a weaklyprogrammable architecture based on these observations. In this way, the detection algorithm can be chosen and parameterized during runtime according to the current channel conditions and QoS requirements leading to a highly energy efficient implementation. The architecture has been implemented and synthesized on a 65 nm technology, resulting in an area of 0.26 mm 2 and a power consumption of only 15 mW.
Introduction
Multiple-antenna or MIMO systems have the potential to increase the data rate of wireless communication systems and, thus, they have been adopted by recent communication standards like WiMax, WiFi, or LTE. The best communications performance is achieved for an iterative processing between MIMO detector and channel decoder. As for channel codes, the encoding on the transmitter side is simple but the detection complexity of the MIMO signals at the receiver increases exponentially with the number of antennas.
There exist a wide range of sub-optimal algorithms which allow trade-offs of communications performance versus implementation complexity and energy consumption. Linear detection methods, e.g. successive interference cancellation (SIC) introduced by Foschini et al. (1999) , have the lowest complexity but also the lowest communications performance. Optimal soft-input soft-output sphere detection is the most demanding detection algorithm but it offers the best communications performance and the ability for iterative detection and decoding (Vikalo et al. (2004) ). A fixed target error rate can be achieved with different detection algorithms which cover a signal-to-noise ratio (SNR) range of more than 10 dB.
In current standards, like LTE, the quality of service (QoS) is dynamically adjusted at runtime, e.g. higher data throughput rates are specified for higher SNR. This is due to the fact that for higher SNR, the required communications performance can be achieved by lower complexity algorithms, which enables higher throughput. Energy consumption is one of the most critical implementation metrics for mobile receivers. Thus, complexity adaptive processing is key for enabling energy efficient architectures (Yu et al. (2012) ). Therefore, flexible energy efficient MIMO detection architectures are mandatory to fulfill the requirements of modern communication standards like LTE.
Visionary implementation styles are based on libraries of flexible algorithmic kernels, e.g. the Nucleus concept proposed by Ramakrishnan et al. (2009) . These kernels offer core functionalities which can be reused in different algorithms or scenarios. However, defining the best set of kernels is one of the major challenges of this approach. Extracting the common parts of different algorithms allows a high degree of shared and highly optimized components and, thus, a flexible implementation with a low overhead. Weakly programmable architectures based on such kernels can lead to highly energy efficient hardware implementations.
However, in the literature, mainly highly optimized architectures are presented which perform exactly one algorithm, e.g. Borlenghi et al. (2011); Studer et al. (2011) . There exist only a few processor architectures which are able to perform different algorithms. In Jafri et al. (2009) , the processor architecture is based on very small-grained operations, i.e. complex number operations. In Chen et al. (2012) , a processor architecture based on matrix operations is presented which performs maximum ratio combining, linear MMSE detection, and MMSE-SIC detection. However, none of the processor architectures supports tree search algorithms which offer the best communications performance. Thus, they only cover a limited range of the possible channel scenarios.
Almost all detection algorithms can be mapped to a search in a tree structure. We will show that all these algorithms can be constructed by only five coarse-grained algorithmic kernels: an enumeration unit which decides which child node is visited next, a computation unit for the interference reduction, a computation unit for the Euclidean distance, administration of nodes, and administration of computed metrics. We present an architecture based on these kernels which is able to perform most of the existing algorithms. The complexity of these algorithms covers all classes from linear up to almost exponential complexity, e.g. linear SIC, fixed effort detection (Wong et al. (2002) ; Barbero and Thompson (2008) ), or sphere detection. As all algorithms are performed with the same algorithmic kernels, the overhead for flexibility is negligible.
In contrast to the existing approaches, we present the first weakly programmable MIMO detector architecture which offers just the necessary flexibility. In this way, the detection algorithm can be chosen and parameterized during runtime according to the current channel conditions and QoS requirements leading to a highly energy efficient implementation. The architecture has been implemented and synthesized on a 65 nm technology, resulting in an area of 0.26 mm 2 , a power consumption of 15 mW and throughputs between 35 Mbit/s up to 720 Mbit/s.
In the following sections, we will introduce the employed system model and the basics of tree search based MIMO detection. In Sect. 4, we will derive the algorithmic kernels which are shared by most MIMO detection algorithms. Implementation results of the flexible detection architecture and the trade-off between throughput and communications performance resulting from this flexibility are presented in Sect. 5. Sect. 6 concludes the paper.
System Model
In this paper, we focus on a bit interleaved coded modulation (BICM) scheme like shown in Fig. 1 . The source generates a random information word u of length K c which is encoded by the channel encoder. The interleaved codeword X N is mapped directly to complex symbols s chosen from a 2 Q -ary QAM modulation scheme. M T symbols are combined in one transmission vector s t . The whole modulated sequence is represented by
T time slots are needed to transmit all symbols of one codeword. The transmission of vector s t in time step t is modeled Fig. 1 . MIMO-BICM system with feedback loop between MIMO Detector and Channel Decoder by
with H t the channel matrix of dimension M T × M R and n t the noise vector of dimension M R whose entries are zeromean and unit variance Gaussian variables. The elements of H t are modeled as independent, complex, zero-mean, Gaussian random variables. Real and imaginary part are independent variables each with variance σ 2 = N 0 /2. All received vectors y t are gathered in the matrix
Before the decoding starts, the channel preprocessing applies a QR decomposition on Y T and H t . This results in the transformed received vectorsŶ T and updated channel matrices R t . The decoding process iterates over the MIMO detector and the channel decoder, which exchange probability information about the codeword. The soft-in-soft-out MIMO detector determines the likelihood of the bits for each received vector y t using the a-priori information L a from the channel decoder. Only the extrinsic information λ e = λ − L a is passed on to the channel decoder.
The channel decoder processes the whole codeword at a time. It uses the interleaved a-priori information λ a from the MIMO detector for the calculation of the estimated information bit sequenceû and the a-posteriori logarithmic likelihood ratios (LLRs) of the codeword. The extrinsic information L e = − λ a is returned to the MIMO detector thus closing the iterative loop.
MIMO Detection
A received symbol vector y t can be seen as a weighted superposition of the entries of s t , disturbed by Gaussian noise. The task of the MIMO detector is the equalization and separation of the originally sent sequence of symbols s t . It works on one received vector y t at a time. For all detection related explanations, the time indexes of y, H , etc. are dropped for ease of notation. Even if not mentioned specifically for each equation, the vectors s and x are always the complex representation and the bit representation, respectively, of the same symbol vector. x q,m denotes the qth bit of the mth symbol in s.
There exist a wide range of suboptimal algorithms for MIMO detection, which allow trade-offs of communications performance versus implementation complexity and energy consumption. In this paper, we restrict ourselves to the most common detection algorithms which are based on a tree search. It can be shown that the likeliness of having sent a certain vector s is related to the metric d(s) (Vikalo et al. (2004) ).
Smaller values of d(s) relate to a higher probability of s having been sent. The metrics d(s) are used to compute LLR values for the channel decoder.
For the optimum calculation of Eq. (5), several minimum searches on d(s) over all vectors s have to be performed. However, calculating all possible d(s) quickly becomes infeasible for a larger number of receive-and transmit antennas and/or higher order modulations as the complexity grows with 2 QM . In order to simplify the metric calculations as well as the minimum search, the calculation of Eq. (4) is mapped on a tree structure. Therefore, the channel matrix H is decomposed into a unitary matrix Q and an upper-triangular matrix R. The Euclidean distance is rewritten as
. (4) is replaced by the equivalent metric
The triangular structure of R allows the recursive calculation of d(s) 
This equation can be further simplified by introducing the interference-reduced symbolŷ m , which is the same for all children of a node. 
The recursive calculation of Eq. (8) Based on this tree search, many different MIMO detection algorithms exist which approximate Eq. (5). The main differences between the algorithms can be described by how they traverse the tree, e.g,. breadth-first, depth-first, or metric-first, and how branches of the tree are pruned. In general, these algorithms exhibit different communications performances and implementation complexities. All tree search based algorithms require the same channel preprocessing which performs the QR decomposition of the channel matrix H . This preprocessing only has to be done when the channel is changing and not for every transmission vector. For these reasons, we concentrate only on the MIMO detection itself. QR decomposition implementations can be found in Nazar et al. (2010) for example.
Algorithmic kernels
Complexity adaptive processing enables energy efficient implementations. For different channel conditions, a variety of MIMO detection algorithms exist which trade-off communications performance and energy consumption. An energy efficient architecture, thus, needs the flexibility to support several detection algorithms. A weakly programmable architecture which is based on algorithmic kernels needed by all algorithms may offer this flexibility with a negligible overhead. In this section, we will derive the algorithmic kernels We will start with some observations on the detection in single-input single-output (SISO) systems. The SISO transmission can be modeled by Eq. (2) and the detection is then performed according to Eq. (5) for M T = M R = 1. We will now depict the different steps involved in the SISO detection. Thereby, we will differentiate between maximum likelihood (ML) or hard-output and maximum a-posteriori (MAP) or soft-output detection. Figure 3 illustrates the SISO detection problem. A complex value y (represented by a red star) has been received. The ML solution is simply the modulation symbol which is closest to y (indicated by the number 1). The algorithm consists therefore of a single step: determining the closest modulation symbol. For the MAP solution, the closest symbols for each bit being 0 or 1 have to be found according to Eq. (5). This requires the enumeration of the best symbols starting with the closest one (indicated by the numbers 1, 2, 3), followed by the calculation of the Euclidean distance between y and those symbols. Each distance is used to update the minima for the calculation of Eq. (5).
The detection of MIMO signals cannot be mapped on a diagram as shown in Fig. 3 as the signal space is multidimensional and not rectangular. Therefore, we used the QR decomposition of the channel matrix H to map the detection problem on a tree search. The Euclidean distance is then computed as follows
The last row of Eq. (12) equals the SISO detection problem. After finding the most likely symbol for the last row, the result can be used to remove the interference of s M from all other layers. The row M − 1 is then interference free and can be treated accordingly. The repetition of these steps results in the successive interference cancellation (SIC) algorithm which solves the MIMO detection problem by splitting it into several SISO detection problems and by adding an interference cancellation step. The SIC algorithm traverses the tree only once from top to bottom, thus, it has a low complexity. However, for a better communications performance, it is necessary to approximate Eq. (5) over many MIMO vectors s and not as a SISO detection problem. Real tree search algorithms like the depth-first sphere search or the K-best algorithm traverse the tree and compute the distances of several complete vectors. In addition to the detection steps introduced before, a node administration unit is required which stores the nodes which have been reached by the search but are not completed yet.
The main tree search based detection algorithms can thus be constructed by only five coarse-grained algorithmic kernels:
-The enumeration unit EN determines the visiting order for the children of one particular node.
-The interference reduction unit IR computes the interference-reduced symbols according to Eq. (10).
-The metric computation unit MC computes the recursive metric according to Eq. (11).
-The node administration unit NA stores all intermediate nodes with their results and chooses the node which is visited next in the tree.
-The minima administration unit MA stores the results of leaf nodes and updates the minima for the calculation of Eq. (5). Table 1 is summarizing again which kernels are used by which algorithm. We chose soft-input soft-output sphere detection as tree search algorithm (Hochwald and ten Brink (2003) ). In the computation of Eq. (5) it considers all symbol vectors s, which lie inside a sphere of radius r around the received vector y, i.e., for which d(s) < r. Whenever a partial metric d i exceeds the sphere radius, the corresponding part of the tree is excluded from the search. The number of processed nodes in the tree is dynamic and depends on the current channel realization. When a large radius is chosen, sphere detection offers near-optimal communications performance at the cost of a low throughput. The throughput can be increased by reducing the radius, which, however, will lead to a degradation of the communications performance.
Results
Based on these observations, we designed a MIMO detector architecture consisting of five algorithmic kernels. The configuration of these kernels allows the processing of different algorithms with negligible overhead. The design was implemented on a 65 nm low power bulk CMOS library from ST Table 2 . Throughput results for the different algorithms are shown in Table 1 . The power consumption after P&R is 14.4 mW.
Two examples for the configuration are illustrated in Fig. 4 : MMSE-SIC detection and soft-input soft-output sphere detection. The scheduling of the operations for the SIC algorithm is always fixed. Therefore, we discuss only the configuration of the sphere search in Fig. 4 . Especially for iterative receivers, the soft-input soft-output sphere detector offers the best communications performance. During runtime, throughput can be traded off against communications performance by adjusting the sphere radius. However, due to the nature of the depth-first search, the throughput is dynamic and varies with channel conditions and over the outer iterations. The configuration in Fig. 4 utilizes all five algorithmic kernels. All operations can be performed in parallel if data is available. The enumeration unit determines a sequence of the best children of a node. The metric calculation computes the recursive metric for each node. The enumeration is stopped when a maximum number is reached or when one of the child nodes violates the radius constraint. Inter-C. Gimmler-Dumont and N. Wehn: An energy efficient weakly programmable MIMO detector architecture 5 Table 2 . Throughput results for the different algorithms are shown in Table 1 . The power consumption after P&R is 14.4 mW.
Two examples for the configuration are illustrated in 4: MMSE-SIC detection and soft-input soft-output sphere detection. The scheduling of the operations for the SIC algorithm is always fixed. Therefore, we discuss only the configuration of the sphere search in 5. Especially for iterative receivers, the soft-input soft-output sphere detector offers the best communications performance. During run-time, throughput can be traded off against communications performance by adjusting the sphere radius. However, due to the nature of the depth-first search, the throughput is dynamic and varies with channel conditions and over the outer iterations. The configuration in 5 utilizes all five algorithmic kernels. All operations can be performed in parallel if data is available. The enumeration unit determines a sequence of the best children of a node. The metric calculation computes the recursive metric for each node. The enumeration is stopped when a maximum number is reached or when one of the child nodes violates the radius constraint. Intermediate nodes which fulfill the radius constraint are stored together with their metrics in the node administration until their processing is continued. Leaf nodes are stored in the minima administration. Whenever possible, the interference reduction unit processes a node from the node administration and passes the result to the enumeration unit. This recursive loop continues until all nodes within the sphere have been computed. In contrast to other depth-first sphere decoders (e.g. Burg et al. (2005) , Witte et al. (2010) ) which employ a one-node-percycle architecture, the presented architecture computes two nodes per cycle. This is a novel approach, which doubles the throughput compared to state-of-the-art implementations. In order to show the throughput flexibility (and thus the energy efficiency) of the implemented design, we determined the maximum achievable throughput for different channel conditions. Therefore, we simulated a MIMO-BICM system including a 64-state convolutional code as channel code, using 4x4 antennas with 16-QAM modulation and a codeword www.adv-radio-sci.net/11/1/2013/ Adv. Radio Sci., 11, 1-6, 2013 mediate nodes which fulfill the radius constraint are stored together with their metrics in the node administration until their processing is continued. Leaf nodes are stored in the minima administration. Whenever possible, the interference reduction unit processes a node from the node administration and passes the result to the enumeration unit. This recursive loop continues until all nodes within the sphere have been computed. In contrast to other depth-first sphere decoders (e.g. Burg et al. (2005) , Witte et al. (2010) ) which employ a one-node-per-cycle architecture, the presented architecture computes two nodes per cycle. This is a novel approach, which doubles the throughput compared to state-of-the-art implementations.
In order to show the throughput flexibility (and thus the energy efficiency) of the implemented design, we determined the maximum achievable throughput for different channel conditions. Therefore, we simulated a MIMO-BICM system including a 64-state convolutional code as channel code, using 4 × 4 antennas with 16-QAM modulation and a codeword length of 2304 bits. We tried to reach a frame error rate The presented architecture covers a wide range of SNR values (almost 10 dB) and is thus able to react to different channel environments.
Conclusions
In this paper, we presented the first weakly-programmable MIMO detector architecture which offers just the necessary flexibility. We have demonstrated that the common tree search based MIMO detection algorithms are all constructed by the same algorithmic kernels allowing the design of a weakly-programmable architecture. In this way, the detection algorithm can be chosen and parameterized at run-time according to the current channel conditions and QoS requirements. This approach leads to a highly energy-efficient implementation.
