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1. Пояснительная записка 
 
Программа предназначена для подготовки специалистов специальности 
компьютерная физика. Курс является единственным общеобразовательным 
курсом по этой дисциплине и является основой для специальных курсов по 
математическому и компьютерному моделированию, читаемых в рамках 
дисциплин специализации. Поэтому, в отличие от этого программы курса для 
других специализаций где обучение программированию ведется на языке 
Object Pascal, раздел программирования в нем читается с использованием в 
качестве основы языков С и С++  – первый семестр, объектно 
ориентированное программирование на С++ – второй семестр, основы 
численных методов и работа в современных инструментальных пакетах (на 
базе пакета MathCad)– 3 семестр, углубленное изложение численных методов 
– 4 семестр. 
Методической базой курса являются курсы математического анализа, 
аналитической геометрии и высшей алгебры, знание которых необходимо 
для освоения материала курса в третьем и четвертом семестре. Особое 
внимание в курсе следует уделить четырем моментам – освоению студентами 
знаний основных структур данных, используемых в практике современного 
программирования, овладению навыками разработки программного 
обеспечения, работающего под управлением операционных систем Windows 
и Linux, а также приобретению студентами навыков моделирования 
физических процессов и численного анализа полученных моделей.  
В результате изучения курса студент должен 
знать:  
 основные конструкции языков С, С++,  
 основные методы численного анализа  
уметь:  
 разрабатывать простые программы для платформ Windows и Linux и в 
инструментальной системе MathCad 
 алгоритмизировать изученные методы на языках C, C++ и в системе 
MathCad для решения задач численного моделирования физических 
процессов. 
 
Аудиторное количество часов – 222, из них: лекции – 86, лабораторные 
занятия – 138.  
Распределение  часов по семестрам: 1 семестр, лекции – 22, лабора-
торные занятия – 34; 2 семестр, лекции – 20, лабораторные занятия – 32;  
3 семестр, лекции – 22, лабораторные занятия – 34; 4 семестр, лекции – 22, 
лабораторные занятия – 38. 
 
Текущий контроль знаний и навыков студентов осуществляется  с 
использованием контрольных работ, тестов, а также непосредственно в 
компьютерном классе во время подготовки и выполнения лабораторных 
работ.  
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2. Примерный тематический план 
 






1.1 Аппаратные и программные 
средства ЭВМ 
4   4 
1.2 Алгоритмические языки 2   2 
1.3 Основные конструкции  языков 
С, С++ 
8  16 24 
1.4 Основные функции библиотеки, 
элементарный ввод-вывод 
2  4 6 
1.5 Алгоритмы и структуры данных 4  14 18 
1.6 Разработка приложений в ОС 
Windows и Linux 
2   2 
      
2.1 Основы объектно-ориентирован-
ного программирования 
8  8 16 
2.2 Использование стандартной 
библиотеки. 
8  8 10 
2.3 С++: ввод-вывод, работа с 
файлами   
2  4 6 
2.4 Обработка исключительных 
ситуаций в С++ 
2  4 6 
      
3.1 Численные методы в 
моделировании физических 
процессов 
2   2 
3.2 Численные методы решения 
нелинейных уравнений 
4  8 12 
3.3 Численные методы вычисления 
определенных интегралов 
8  4 12 




4  8 12 
3.5 Основы статистического моде-
лирования 
4  4 8 




-  10 10 
      
4.1 Задачи линейной алгебры 4  4 8 
4.2 Решение систем нелинейных 2  - 2 
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уравнений 
4.3 Интерполяция 4  4 8 
4.4 Специальные методы вычис-
ления определенных интегралов 
2  - 2 
4.5 Специальные методы 
интегрирования обыкновенных 
дифференциальных уравнений 
4  12 16 
4.6 Разностные методы для диффе-
ренциальных уравнений в част-
ных производных 
6  18 24 
 Итого 86  136 222 
 
3. Содержание учебного материала 
 
1 курс, 1 семестр «Основные структуры данных. программные 
конструкции  и программирование на языках С, С++» 
 
1.1 Аппаратные и программные средства ЭВМ (4 часа).  
Структура и принципы работы ЭВМ историческое развитие ЭВМ. 
Архитектура фон Неймана, процессор, основной цикл процессора, структура 
процессора, регистры, АЛУ, устройство управления, кэш-память. Структура 
машинной команды, система команд процессора. Концепция шины, шины 
адреса, данных, управления. Оперативная память, структура оперативной 
памяти, способы реализации оперативной памяти (динамическая, 
статическая). Понятие об адресном пространстве оперативной памяти. 
Пространство адресов ввода-вывода. Система прерываний, периферийные 
устройства,  высокоскоростные устройства и режим прямого доступа к 
памяти (каналы DMA). Контроллеры и драйверы. Низкоскоростные 
периферийные устройства, принципы работы клавиатуры и мыши. ПЗУ, 
CMOS, программа начальной загрузки.  Операционные системы. 
Операционные системы персональных ЭВМ. Структура операционной 
системы, ядро, BIOS, драйверы, командный процессор. Служебные 
программы и утилиты. 
 
1.2 Алгоритмические языки (2 часа).  
Языки программирования. Машинный язык и язык Ассемблера. Языки 
высокого уровня. Классификация языков программирования. Парадигмы 
программирования: процедурное, структурное, абстракция данных, 
модульное программирование, ООП, функциональное программирование. 
Сравнительный анализ современных языков программирования. 
 
1.3 Основные конструкции  языков С, С++ (8 часов).  
Идентификаторы, константы, переменные, типизация, скалярные типы 
данных. Выражения, операнды и операции. Структура программы, блоки, 
вложенность блоков, модули, пространства имен, области видимости, 
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элементарные директивы препроцессора. Структуры управления, условные 
операторы, циклические конструкции. Массивы, указатели, адресная 
арифметика, ссылки, преобразования типов, структуры и объединения. 
Функции, передача параметров в функции, параметры по умолчанию, 
функции с переменным числом параметров, рекурсия. 
 
1.4 Основные функции библиотеки, элементарный ввод-вывод (2 часа). 
Функции преобразования типов, элементарные функции С для работы 
со строками, работа с динамически распределяемой памятью. С и С++ 
функции ввода-вывода, форматирование, функции работы с файлами и 
файловой системой, текстовый и бинарный режимы открытия файлов, 
дескрипторно- и потоково-ориентированный ввод-вывод. 
 
1.5 Алгоритмы и структуры данных (4 часа). 
Понятие алгоритма.  Базовые алгоритмы для обработки данных простых 
типов и структур данных: работа с массивами, сортировка и поиск. Вычис-
лительная сложность алгоритмов. Рекурсивные алгоритмы, примеры 
рекурсивных алгоритмов. Динамически создаваемые объекты. Списки, 
очереди, стеки, деревья, строками. 
 
1.6 Разработка приложений в ОС Windows и Linux (2 часа).  
Этапы жизненного цикла программ. Разработка и отладка консольных 
С++ приложений в системе Microsoft Visual Studio. Разработка и отладка 
консольных приложений под ОС Linux с использованием среды разработки 
KDevelop. 
 
1 курс, 2 семестр  «Объектно-ориентированное программирование на 
С++» 
 
2.1 Основы объектно-ориентированного программирования (8 часов). 
Классы и экземпляры, поля и методы, наследование. Полиморфизм и 
полиморфные функции. Модификаторы доступа к полям и методам. 
Статические поля и методы. Конструкторы и деструкторы. Конструкторы по 
умолчанию и копирования. Абстрактные классы. Виртуальные функции. 
Перегрузка операций, дружественные функции и классы. Множественное 
наследование, виртуальные базовые классы.  
 
2.2 Стандартная библиотека С++ и  STL (8 часов). 
Шаблоны типов, функций классов. Контейнер string. Работа со 
строками, инициализация, присваивание, копирование, проблемы. 
Контейнеры vector, list. Использование vector контейнера для работы с 
динамическим массивами. Ассоциативные контейнеры map, multimap, 




2.3 С++: ввод-вывод, работа с файлами (2 часа).  
Потоки. Ввод-вывод встроенных типов, состояния потока, 
форматирование, манипуляторы. Ввод-вывод пользовательских типов 
данных, перегрузка операций ввода-вывода. 
  
2.4 Обработка исключительных ситуаций в С++(2 часа). 
Традиционный подход к обработке ошибок. Концепция исключения, 
перехват исключения, вложенная обработка исключений. Возбуждение 
исключения. Стандартные типы исключений, исключительные ситуации при 
работе с числами.  
 
2 курс, 3 семестр «Основы численных методов и работа в современных 
инструментальных пакетах» 
 
3.1 Численные методы в моделировании физических процессов (2 часа).  
Приближенные числа и действия над приближенными числами. 
Понятие погрешности. Виды погрешностей в численных методах. 
Погрешности машинной арифметики. Приемы программирования для 
уменьшения погрешностей.  
Устойчивость, корректность, сходимость. Примеры некорректно 
поставленных задач и неустойчивых методов решения.  
 
3.2 Численные матоды решения нелинейных уравнений ( 4 часа).  
Основные этапы решения нелинейных алгебраических уравнений. 
Локализация корней. Графический метод отделения корней. Пошаговый и 
метод дихотомии (бисекции) отделения корней.  
Решение нелинейных уравнений методом Ньютона (касательных); 
геометрическая интерпретация метода. Решение нелинейных уравнений 
методом простых итераций; геометрическая интерпретация метода. Типы 
сходимостей итерационных последовательностей. Анализ сходимости 
итерационных процессов методов Ньютона и простых итераций.  
 
3.3 Численные методы вычисления определенных интегралов (8 часов).  
Общие понятия теории численного вычисления определенных 
интегралов. Классификация методов вычисления определенных интегралов.  
Квадратурные формулы интерполяционного типа. Общая схема 
методов Ньютона-Котеса. Неустойчивость. Алгебраическая точность.  
Формулы численного интегрирования – прямоугольников, трапеций, 
Симпсона с выводом и оценкой точности. Локальные погрешности и 
погрешности составных квадратурных формул. Практические примеры 
вычислений.  
Априорная и апостериорная оценки погрешностей. Формулы Рунге и 
Эйткина.  
Методы наивысшей алгебраической точности (методы Гаусса-
Кристоффеля). Свойства полиномов Лежандра. Вывод систем уравнений для 
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определения узлов и весов квадратур Гаусса. Ортогональные многочлены. 
Примеры построения формул Гаусса-Кристоффеля для различных весовых 
функций.  
 
3.4 Численные методы решения обыкновенных дифференциальных 
уравнений (ОДУ) (4 часов).  
Постановка задачи для интегрирования ОДУ. Типы задач для ОДУ. 
Основные понятия и определения. Задача Коши (задача с начальными 
условиями). Условие Липшица. Единственность решения.  
Одношаговые методы решения ОДУ. Определение одношаговых 
методов. Явные и неявные схемы. Метод Эйлера (простой и 
усовершенствованный). Определение порядка метода. Общая схема методов 
Рунге-Кутта. Практические способы оценки погрешности.  
 
3.5 Основы статистического моделирования (4 часа).  
Общая постановка задачи статистического моделирования.  
Моделирование дискретной случайной величины с заданной 
вероятностью. Моделирование дискретных случайных величин, равномерно 
распределенных в произвольном интервале.  
Моделирование дискретной случайной величины, имеющей 
распределение Пуассона.  
Моделирование непрерывной случайной величины, имеющей 
экспоненциальное распределение.  
Моделирование непрерывной случайной величины, имеющей 
нормальное распределение.  
Построение гистограмм различных распределений. 
Понятие случайного процесса, алгоритмы моделирования реализаций 
случайного процесса.  
 
3.6 Работа в инструментальной системе MathCAD (контролируемая 
самостоятельна работа).  
Интерфейс и входной язык MathCAD. Обзор основных возможностей. 
Использование пакета для решения физических задач. 
 
2 курс, 4 семестр  «Углубленное изложение численных методов» 
 
4.1 Задачи линейной алгебры (4 часа).  
Основные задачи вычислительной линейной алгебры. Прямые и 
итерационные методы решения задач линейной алгебры.  
Метод Гаусса решения систем линейных алгебраических уравнений 
(СЛАУ) и его модификации. Вывод алгоритма метода исключений. 
Эквивалентность LU-разложения и метода Гаусса. Сравнение эффективности 
различных прямых методов решения СЛАУ. Вычисление определителей. 
Процедуры обращения матриц. Метод прогонки для решения 
трехдиагональных СЛАУ. Понятие нормы вектора и нормы матрицы. 
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Подчиненные и согласованные нормы. Обусловленность матрицы 
коэффициентов СЛАУ. Оценка абсолютной и относительной погрешности 
решения. Примеры плохо обусловленных матриц. Контроль точности и 
уточнение приближенного решения СЛАУ. Понятие невязки. 
Итерационные методы решения СЛАУ. Достаточное условие 
сходимости и приведение систем к виду, удобному для итераций. 
Необходимое и достаточное условие сходимости. Апостериорная оценка 
погрешности. Методы Якоби и Зейделя. Достаточное условие сходимости 
методов Якоби и Зейделя. Матричная запись итерационных методов. 
Каноническая форма одношаговых итерационных методов. Стационарные и 
нестационарные методы.  
Вычисление собственных значений матрицы. 
 
4.2 Решение систем нелинейных уравнений (2 часа).  
Метод Ньютона для нелинейных систем. Нелинейные методы Якоби и 
Зейделя для систем нелинейных уравнений. Гибридные методы. 
 
4.3 Интерполяция (4 часа).  
Постановка задачи интерполирования. Применение интерполяции в 
численных методах. Интерполяция и экстраполяция.  
Интерполяция каноническим полиномом. Интерполяционный полином 
Лагранжа. Интерполяционный полином Ньютона. Разделенные и конечные 
разности.  
Погрешность интерполирования. Сходимость интерполяционных 
методов. Минимизация остаточного члена. Оптимальный выбор узлов 
интерполирования. Многочлены Чебышева и их свойства. Интерполяция 
сплайнами.  
Понятие интерполяционного сплайна. Преимущества сплайн-
интерполяции. Построение кубического сплайна.  
 
4.4 Специальные методы вычисления определенных интегралов (2 часа).  
Методы вычисления несобственных интегралов. Мультипликативное и 
аддитивное выделение особенностей. Примеры вычислений интегралов на 
бесконечных отрезках и интегралов от разрывных функций.  
Методы вычисления кратных интегралов. Преимущества и недостатки 
детерминированных и статистических методов.  
 
4.5 Специальные методы интегрирования обыкновенных 
дифференциальных уравнений (ОДУ) (4 часа).  
Многошаговые методы решения ОДУ. Общая схема многошаговых 
экстраполяционных методов Адамса. Вывод схемы трехэтапного метода 
Адамса. Интерполяционные методы Адамса (схема прогноз-коррекция). 
Неявные методы Гира. Вывод схемы трехэтапного метода Гира. Понятие о 
жестких системах ОДУ. Выбор начального приближения. Анализ 
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устойчивости и сходимости многошаговых методов. Порядок аппроксимации 
устойчивых многошаговых методов.  
Численные методы решения ОДУ порядка выше единицы. Решение 
систем ОДУ.  
Граничные задачи для ОДУ. Разностные аппроксимации производных. 
Построение разностных уравнений. Граничные задачи для разностных 
уравнений.  
 
4.7. Разностные методы для дифференциальных уравнений в частных 
производных (6 часов).  
Классификация и типы задач для дифференциальных уравнений в 
частных производных (ДУЧП).  
Постановка разностной задачи для ДУЧП. Сетки и сеточные функции. 
Шаблоны разностных схем. Разностные аппроксимации производных. 
Порядок аппроксимации.  
Сеточные методы для краевых задач для ДУЧП эллиптического типа. 
Решение двумерной задачи Дирихле для уравнения Лапласа в 
прямоугольнике. Метод релаксации.  
Сеточные методы для ДУЧП параболического типа. Устойчивость 
разностных схем для уравнения теплопроводности. Выбор параметра 
устойчивой схемы.  
Особенности численных методов решения ДУЧП гиперболического 
типа. Разностная схема "крест" для волнового уравнения: аппроксимация, 
устойчивость, сходимость. 
 
4. Информационно-методическая часть 
 
4.1. Рекомендуемые темы практических  занятий 
 
Практических занятий не предусмотрено 
 
4.2. Рекомендуемые темы лабораторных занятий 
 
1 семестр 
Л-1.1. (4 часа) Работа в среде Microsoft Visual Studio, разработка консольных 
приложений. Оператор присваивания, арифметико-логические операции со 
встроенными типами данных. Элементарные функции ввода и вывода.  
Л-1.2. (4 часа) Условные операторы и циклы.  
Л-1.3. (4 часа) Работа с одномерными и двумерными массивами, алгоритмы 
сортировки и поиска. 
Л-1.4. (4 часа) Пользовательские типы данных, структуры, объединения, 
битовые поля.  
Л-1.5.  (4 часов) Функции. 
Л-1.6.  (8 часов) Работа со списками, стеками, очередями и деревьями. 
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Л-2.1. (4 часов) Наследование.  
Л-2.2. (4 часов) Полиморфизм и виртуальные функции 
Л-2.3. (4 часов) Конструкторы и деструкторы 
Л-2.4. (4 часов) Перегрузка операций  
Л-2.5. (8 часов) Работа с STL 
Л-2.6. (6 часов) Ввод-вывод и обработка исключительных ситуаций 
 
3 семестр 
Л-3.1. (8 часов) Численное решение нелинейных алгебраических уравнений с 
параметром. Реализация методов простой итерации и Ньютона. Графическое 
представление результатов вычислительного эксперимента. 
Л-3.2. (4 часов) Вычисление определенных интегралов. 
Л-3.3. (8 часов) Интегрирование обыкновенных дифференциальных 
уравнений (решение задачи Коши) – одношаговые методы. 
Л.-3.4. (4 часов) Методы статистического моделирования. 
Л-3.5. (10 часов) Работа в среде MathCAD. 
 
4 семестр 
Л-4.1. (4 часа) Численное решение систем линейных алгебраических 
уравнений (прямые и итерационные методы). 
Л-4.2. (4 часа) Интерполирование. 
Л-4.3. (4 часа) Решение задачи Коши многошаговыми методами. 
Л-4.4. (4 часа) Решение задачи Коши для жестких систем методом Гира. 
Л-4.5. (4 часа) Решение граничной задачи для обыкновенных 
дифференциальных уравнений второго порядка методом прогонки. 
Л-4.6. (4 часа) Сеточные методы решения граничных задач для 
дифференциальных уравнений в частных производных эллиптического типа. 
Л-4.7. (6 часов) Сеточные методы для дифференциальных уравнений в 
частных производных параболического типа. 
Л-4.8. (8 часов) Сеточные методы для дифференциальных уравнений в 
частных производных гиперболического типа. 
 
4.3. Рекомендуемые формы контроля знаний 
Контрольные работы, тесты 
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