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Аналіз підсумкової таблиці з врахуванням практичних припущень (р0 >> р1,р2,р3; р1 ≈р2 ≈р3) показує, 
що відносна автокоригуюча здатність більш висока у ЕА з повністю визначеною системою переходів  
(типів S,R,E,JK). Найнижчий показник L для ЕА типу SRT обумовлений невизначеністю половини всіх 
можливих переходів цього ЕА. 
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Анотація: Представлено теоретичне підґрунтя для оцінювання стійкості узагальнених марківських 
шифрів відносно різницевого криптоаналізу. Даний застосовано інструментарій для оцінювання 
стійкості БШ «Мухомор». 
Summary: In this article presented theory for evaluation of Generalized Markov Cipher resistance. And use 
this method for evaluation of “Muhomor” block cipher.  
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I Вступ  
У зв’язку з інтенсивним розвитком математичних методів у сфері криптоаналізу та захисту інформації 
багато криптографічних систем та протоколів, що застосовуються, вже не задовольняють сучасним 
вимогам. Наслідком цього є низка програм та конкурсів, зокрема міжнародних, таких як AES [1], NESSIE 
[2] та інші. Аналогічні процеси почали відбуватися і в Україні. Про це свідчить конкурс на новий 
Національний стандарт симетричного блочного шифрування, що розпочався кілька років тому. У конкурсі 
брали участь 5 алгоритмів. На даний момент переможця не визначено, але, на думку авторів даної роботи, 
найбільш перспективними є алгоритми «Калина» [3] та «Мухомор» [4], розроблені Харківським 
національним університетом радіоелектроніки. 
У даній роботі основна увага приділяється формалізації опису та дослідженню основних властивостей 
стійкості до різницевого криптоаналізу шифру «Мухомор». Детальний аналіз стійкості до різницевого та 
декількох інших видів криптоаналізу шифру «Калина» було представлено у роботах [5, 6]. Специфіка 
даного алгоритму полягає в тому, що він, як і діючий стандарт блокового шифрування ГОСТ 28147-89 [7], 
не є марківським шифром (МШ). Тому до нього не може бути застосована класична теорія оцінювання 
стійкості, яку побудовано і розвинуто в роботах [8 – 12]. 
До недавнього часу взагалі не існувало робіт, в яких були отримані науково обґрунтовані оцінки 
стійкості немарківських блокових шифрів (БШ) до різницевого та лінійного криптоаналізу. Найперша з 
таких робіт [13] з’явилась у 2004 році. Її результати були допрацьовані, систематизовані та узагальнені у 
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[14, 15]. Далі, в [16] вперше було введено поняття узагальненого марківського шифру (УМШ) та отримано 
результати, що узагальнюють відомі результати для МШ. 
У даній роботі отримали подальший розвиток результати роботи [16]. Введено загальніше, порівняно з 
[16], означення УМШ у широкому сенсі; дослідженно основні різницеві властивості таких шифрів; 
показано, що шифри ГОСТ 28147-89 та «Мухомор» є УМШ у широкому сенсі. Останнє твердження дає 
можливість оцінити зверху середню ймовірність різницевої характеристики шифру через середню 
ймовірність раундових диференціалів, що дозволяє звести дослідження різницевих властивостей шифру до 
дослідження різницевих властивостей раундової функції. 
У роботі також виявлено низку некоректних тверджень, наведених в [17, 18], щодо різницевих 
властивостей раундової функції шифру. Замість деяких з них надані та доведені правильні формулювання. 
Але слід зазначити, що оцінки стійкості алгоритму, наведені у даній роботі, хоч і є повністю науково 
обґрунтованими, але можуть допускати суттєве підсилення. 
Робота містить також глобальну методологію побудови оцінок стійкості до різницевого криптоаналізу 
УМШ (у широкому сенсі) типу «Мухомор», але детальне дослідження різницевих властивостей раундових 
функцій ще не завершено. 
II Означення узагальненого марківського шифру (УМШ). Побудова оцінок 
практичної стійкості УМШ до різницевого криптоаналізу 
II.1 Основні позначення та допоміжні твердження 
Нехай  – r-раундовий БШ з раундовою функцією ,: GGf
ik
 ri ,1 , де ni Vk   – ключ і-го 
раунду, {0,1}nnV  , G – довільна скінченна група. 
Позначимо k = (k1, k2,…, kr). Тоді відображення GGk  :  задається наступним чином: 
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де GGGi :  – групові операції на G, baba ii ),( , Gba , , ri ,0 . Нейтральний елемент 
групи G відносно операції i  будемо позначати 0i . 
Означення 2.1: узагальненою диференціальною характеристикою (УДХ) шифру  назвемо 
послідовність 
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Означення 2.2: середньою (по ключах) ймовірністю УДХ (2) назвемо величину 
 ),( MEDP    
  



r
n
ii
Vk Gx
r
i
iikiiiik
nr xfxf
G)( 1
1
1111
0
),)()((
1
2   ,  (3) 
де )( 1 iki xfx i , а під 
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Ми будемо розглядати лише такі  , що 0),(  MEDP . 
Зауваження 2.3: вираз (3) також може бути переписано у вигляді 
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Позначимо 
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Якщо μμμ  21 , будемо також використовувати позначення (x;αx;αd
f  і )β,(d f  . 
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Означення 2.4: величину (5) будемо називати середньою ймовірністю раундового диференціалу 
  ,  в точці x  відносно операцій 21 μ,μ ; величину (6) – середньою ймовірністю раундового 
диференціалу (αα,β відносно операцій 21 μ,μ . 
В позначеннях (5), (6) 
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Зауваження 2.5: якщо   21 , де baba ii ),( , Gba ,  і шифр  є марківським відносно 
операції  , то, відповідно до означення марківського шифру (МШ) ([9]), 
),;0(),;(  ff dxd  , Gx , 
звідки 
 ),;0(),(  ff dd  .     (8) 
Зрозуміло також, що в цьому випадку  
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тобто середня ймовірність раундового диференціалу в точці x  однакова для Gx , і середня 
ймовірність УДХ (Ω) дорівнює добутку середніх ймовірностей відповідних раундових диференціалів в 
точці x . 
Прикладом шифру , для якого справедливими є співвідношення (7)-(9), може бути будь-який БШ з 
раундовою функцією 
 )()( )2()1( kxxf kk  ,      (10) 
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)2(, , mmk VV :)1(  - бієкція 
)1(k ,  -операція на mV , 
оскільки такий шифр є марківським відносно операції " ". 
На поточний момент досить добре розроблена загальна теорія оцінювання практичної стійкості 
марківських (як правило, для  ) шифрів відносно різницевого (а також і лінійного) криптоаналізу; 
одними з основоположних робіт в цьому напрямку можна вважати [8 – 12]. Як правило, при побудові 
оцінок використовуються наслідки формули (9): 
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а наслідком формули (11) в свою чергу є оцінка: 
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де #  - мінімально можлива кількість активних S-блоків в Ω, ),(maxmax 21
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 , де S – 
множина S-блоків шифру (якщо його раундова функція є композицією лінійних перетворень і блоку 
підстановок). 
Що стосується немарківських БШ, то властивість (9) для них, загалом, не виконується, що 
унеможливлює отримання оцінок вигляду (11) – (13) аналогічними методами. При побудові аналогів цих 
оцінок необхідно враховувати залежність (5) від х. 
Твердження 2.6: для величини EDP(Ω, M), заданої формулою (3), справедливі наступні нерівності: 
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Доведення: для простоти викладення доведемо (14) для двораундової характеристики 
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)),(),,(),,((),( 221100  M , 
для якої формула (15) є прямим наслідком (14). 
Відповідно до (7): 
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Доведення закінчене. 
Наявність в (14), (15) додаткового параметра x G  істотно ускладнює побудову чисельних оцінок для 
( , )EDP M , і, в той же час, робить отримані оцінки більш грубими, а в деяких випадках навіть 
тривіальними. Тому, як правило, вони не можуть бути використані на практиці. Таким чином, для 
немарківських БШ, до виникнення робіт [13 – 16], була практично відсутня теорія побудови оцінок 
стійкості до диференціального (а також і лінійного) криптоаналізу. Варто відмітити, що в роботах [19 – 26] 
були отримані деякі результати в даній області, проте вони не були повністю теоретично обґрунтовані. 
II.2. Означення узагальненого марківського шифру 
Властивості  УМШ. Приклади.  Побудова оцінок практичної  сті йкості  до різницевог о 
криптоаналіз у. Нехай задано деяке відображення GGf:Vn  , таке, що при кожному nVk  
відображення (x)ff(k,x): k  є бієкцією на G . З даним відображенням будемо пов'язувати множину 
матриць xM  розмірності GG  , Gx . Елементами матриці xM  є , [0,1]
xa   , Gα,β , де 
, [0,1]
xa    β)(x;αxd
f
,μμ 21
. (Припускається, що на групі G зафіксовано деякий лінійний порядок; 
зокрема, якщо mG V , то бітові вектори природнім чином відповідають цілим числам від 0 до 2 1
m  ). 
Позначимо через П множину підстановочних матриць розмірності G G . 
Означення 2.7: відображення GGVf n : , введене вище, будемо називати узагальненим 
марківським відображенням (УМВ) (відносно операцій 1 2,  ), якщо , 'x x G   , '   : 
 ''' xxxx MM        (16) 
(під множенням в (16) розуміється звичайне матричне множення, яке в даному випадку зводиться до 
перестановки рядків матриць 'ix xM M ). 
Лема 2.8 (властивість УМВ): для УМВ f  в наших позначеннях справедлива рівність: 
),;0(max),;(max
2,1
0
2,1
0
,
 





f
nV
f
nVx
dxdG . 
 
Доведення випливає безпосередньо з означення УМВ, а саме з того факту, що стовпчики матриць xM  і 
0M  з номером   відрізняються лише деякою перестановкою елементів. Отже, максимальний елемент у 
стовпчиках з однаковим номером матриць xM  і 0M  є однаковим, що й стверджується у лемі. 
Означення 2.9: БШ  будемо називати УМШ (відносно операцій 1 2,  ) у вузькому сенсі, якщо його 
раундова функція є узагальненим марківським відображенням (УМВ) відносно цих операцій. 
БШ  будемо називати УМШ у вузькому сенсі відносно послідовності операцій М, якщо шифр  є 
УМШ у вузькому сенсі відносно 1,i i  , 1,i r . 
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Зауваження 2.10. Якщо в (3.16) mG V , 1 2 XOR   , а ' Id   , , 'x x G  , то дане 
означення співпадає з класичним означенням марківського БШ [8]. 
Означення 2.7 еквівалентне наступному: ri ,1 , x G 
1, ix 


  - перестановка на G, така, що 
, G   : 
 )),(;0(),;( ,1,, 11   iiiii xi
ff dxd   .    (17) 
Зокрема, якщо 1i i     , то 
 )),(;0(),;(  x
ff dxd  .    (18) 
Наступна теорема демонструє виконання для УМШ деяких оцінок, отриманих раніше для МШ. 
Теорема 2.11:  для будь-якого УМШ у вузькому сенсі  (відносно операцій М) справедливі наступні 
твердження. 
1. , 'x G  : 
1 ,
max ( ; , ')
i i
f
G
d x 
 


1 ,
max (0; , ')
i i
f
G
d 
 

, 1,i r  . (19) 
2. , 'x G  : 
1 ,
max ( , ')
i i
f
G
d 
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
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max ( ; , ')
i i
f
G
d x 
 


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i i
f
G
d 
 

, 
 ri ,1 .      (20) 
 3.    if ,μμ
r
i Gω
;ωωdΩ,MEDP
ii
,0max 1
1

 
 .    (21) 
 4.  ;ωω,ωdEDP(ΩDP f ,μμ
r
i ω'
Gω,ω'Ω ii
i
0maxmax
1
1 0

 

 .    (22) 
5. Якщо з умови 0EDP(ΩD  випливає умова U,ωi 1  IiV,ωi  , для деяких  ,...,rI 1 , 
GVU,  , то 
 EDP(ΩD
Ω
max  



Ii
ii
Vω
U,ω
ω,;ωd
i
i
10max
1
  


Ii
ii
Gω,ω
ω,;ωd
ii
10max
1
 .  (23) 
Доведення: формула (19) випливає безпосередньо з означення УМШ і п. 2. зауваження 2.8, оскільки 


ω')(x;ωxd f ,μμGω ii 1
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fd 
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, 
де 
10 ,
( )
ix 
  

 , x G , 1,i r . 
Формула (20) випливає з (19), оскільки 
1 ,
max ( , ')
i i
f
G
d 
 
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 
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f ,μμ
Gω
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Gω iiii
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G   
   
Формула (21) випливає з твердження 2.1 і п. 2. зауваження 2.8, а (22), (23) є наслідками формули (21). 
Доведення завершене. 
Зауваження 2.12: останнє твердження теореми може бути узагальнене на випадок декількох 
підмножин  r,...,1  та G . 
Наступна теорема описує деякі важливі підкласи класу УМШ. 
Теорема 2.13: БШ , який має вигляд (10), є УМШ у вузькому сенсі відносно будь-якої послідовності 
операцій, визначеної в (1), на mV . 
Доведення: для фіксованого mx V  розглянемо вираз 
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nm xfxf
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Запишемо 1x   в наступному вигляді: 1x  ( , )x x     , де 
1 1
1( , ) ( )x x x   
    . 
ЗАСТОСУВАННЯ ТЕОРІЇ УЗАГАЛЬНЕНИХ МАРКІВСЬКИХ ШИФРІВ… 
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Відмітимо, що відображення 0  ( , )x     при фіксованому mx V  є перестановкою на mV . 
Дійсно, якщо  11 ),(  x 22 ),(  x , то 
1 11 1
1 1 1 1 1 2 2 2( ) ( )x x x x     
          , 
звідки 1 1 1 2x x   , 1 2  . 
Позначимо перестановку   ),(x  через ( )x  . З наведених вище міркувань випливає, що 
mx V  : 
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22   , 
що й завершує доведення теореми. 
Наступні теореми описують деякі важливі класи УМШ. 
Теорема 2.14: ітеративний БШ , який має вигляд (10), є УМШ у вузькому сенсі відносно будь-якої 
послідовності М групових операції на mV . 
Доведення: для фіксованого mx V  розглянемо вираз 



mVk
kk
m ),β(x)fα)(xδ(f 1212  

 
mVk
m ),βk)(xk)α)((xδ( 1212   . 
Помітимо, що 1 'x x   , де 
1
1' ( )x x 
  , причому легко бачити, що відображення  
'α при довільному фіксованому x є перестановкою на mV . Таким чином, 
mx V   
1
1 22 ( ( ) ( ) , )
m
m
k k
k V
f x f x   

   122 ( ( ( ) ) ( ) , )
m
m
x
k V
x k x k      

    , 
де 11( ) ( )x x x  
  . Виконання умови 1 2(0 ) 0x   mx V   випливає з означення ( )x  . 
Доведення завершено. 
Зауваження: 2.15: теореми 2.13, 2.14 справедливі і у загальнішому випадку, а саме для такого шифру 
, у якого раундові функції мають вигляд (10), але є різними: наприклад, відрізняються операцією ""  у 
ключовому суматорі. У цьому випадку в теорему 2.13 необхідно внести відповідні зміни щодо операції у 
ключовому суматорі. Прикладом БШ з різними операціями у раундах є кандидат у Національний стандарт 
БШ шифр “Калина” [3]. 
Далі наведемо означення, що є більш загальним за означення 1.5. 
Означення 2.16: БШ  з раундовою функцією nk VkGGf  ,: , будемо називати узагальненим 
марківським шифром у широкому сенсі (відносно операцій 21,  на G ), якщо існують відображення 
 10,Gψ:G  , nk VkGG  ,: , та функції 
GG:Gβ,GG:Gα,G:Gx  . 
де G  – деяка група, 21 μ,μ   – операції на ній (також будемо їх позначати ""","  ), такі, що: 
Gx,α,α  G(αα,βββ(αα,β)αα(x),xx  : 
 (αα,β)β(αα,β)α(x),x(ψ(α,β)d(x;αx;αd μ,μ
f
,μμ  

2121
,    (24) 
і при цьому відображення   є узагальненим марківським. 
БШ  будемо називати УМШ у широкому сенсі відносно послідовності операцій М, якщо шифр  є 
УМШ у широкому сенсі відносно 1,i i  , 1,i r . При цьому групи G , групові операції 21,  , 
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відображення  , , а також функції ),(),,(),(   xx  можуть бути різними для різних раундів, 
залежно від послідовності операцій М. Надалі будемо розглядати УМШ у широкому сенсі лише в 
спрощеному випадку, коли всі операції в послідовності М однакові (здебільшого це буде операція 
побітового додавання). У цьому випадку всі названі вище об’єкти є однаковими для всіх раундів. 
Зауваження 2.17. 1. Очевидно, що для УМШ у широкому сенсі умова   1,   є необхідною для 
виконання умови 0),(  MEDP . 
2. УМШ у вузькому сенсі завжди є УМШ у широкому. Дійсно, в цьому випадку 
1 , GG  , 2211 ,   , nkk Vkf  , ,   ,,xx . 
Наступна теорема є аналогом теореми 2.9 для УМШ у широкому сенсі. 
Теорема 2.18:  для будь-якого УМШ у широкому сенсі  справедливі наступні твердження: 
1. G  , : 
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2. G  , : 
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4. Якщо з умови 0)( EDP  випливає умова   ,,1 Uii       IiVii   ,,1  , для 
деяких  rI ,...,1 , GVU , , то 
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Доведення теореми аналогічне до теореми 1.9, з використанням означення УМШ у широкому сенсі. 
Зауваження 2.19:  останнє твердження теореми може бути узагальнене на випадок декількох 
підмножин  r,...,1  та G . 
Приклади УМШ у широкому сенсі. 1. Національний стандарт блокового шифрування ГОСТ 28147-89 
є УМШ у широкому сенсі відносно операції побітового додавання. Дійсно, в цьому випадку 
64VG  , 32VG  , ),;(),(),;( 
  xdxd f , 
де ),(),( 12   , 2)( xxx  , 2),(   , 21),(   ,  21, xxx  ,  21,  , 
 21,  , k  – раундове перетворення, яке є УМВ. 
2. У наступному розділі буде показано, що кандидат на новий національний стандарт БШ «Мухомор» є 
УМШ у широкому сенсі. 
III. Дослідження стійкості шифру «Мухомор» до різницевого криптоаналізу 
III.1. Аналіз результатів досліджень, проведених розробниками. 
Перші дослідження практичної стійкості БШ „Мухомор” відносно різницевого криптоаналізу було 
здійснено розробниками [24]. При оцінювані було зроблено декілька припущень відосно БШ „Мухомор”: 
1) БШ „Мухомор” є марківським шифром; 
2) кількість ненульових байтів вхідної різниці в SL-перетворенні дорівнюють кількості вихідних байт; 
3) події, що полягають в проходженні різниці через різні s-блоки в одному раундовому перетворенні, є 
незалежними; 
4) мінімальна кількість активних s-блоків у одному раунді при проходженні ненульової різниці, що має 
ненульову ймовірність, дорівнює 5. 
Але дані твердження потребують уточнення. 
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По-перше, БШ „Мухомор” не є марківським шифром. Крім того, кількість ненульових байтів вхідної 
різниці в раундовому перетворенні, в загальному випадку, не дорівнюють кількості ненульових байт 
виходу, внаслідок наявності в ключовому суматорі операції додавання за модулем 232. 
Далі, події, що полягають у проходженні різниці через різні s-блоки в одному раундовому 
перетворенні, є залежними, оскільки виходи і входи SL-перетворень в межах одного раунду пов’язані між 
собою. З урахуванням того, що сумування з ключем (і, відповідно, вхідна різниця) береться за модулем 
232, за наявності біту переносу, події, що полягають у проходженні різниць через s-блоки в одному SL-
перетворенні, вже не є незалежними. 
Також відповідна кількість активних s-блоків у одному раунді може бути меншою за 5 (див рис. 1). 
Дійсно, якщо ліва половина вхідної різниці αL має лише один активний байт, а права половина різниці αR 
містить лише три активних байти, тоді, з урахуванням того, що після s-блоків отриманий вектор 
передається на матрицю МДВ-перетворення (сума ненульових байт різниці на вході та різниці на виході 
SL-перетворення не менше за 5), після проходження αL через SL1-перетворення (γ1) буде містити 4 
ненульових байти. Можливий варіант, що при сумуванні γ1 та αR відбудеться скорочення і сума γ1 αR, яка 
подається на SL2-перетворення, буде містити теж тільки один ненульовий байт. Відповідно на виході після 
SL2-перетворення можливо отримати різницю, яка буде дорівнювати різниці на виході з першого SL-
перетворення і, відповідно, при сумуванні виходи з перших двох SL-перетвореннь можуть скоротитися і 
різниця γ2, що подаватиметься на вхід SL3-перетвореннь, не матиме жодного ненульового байта. 
 
 
 
Рисунок 1 – Дослідження кількості активних s-блоків в одному раундовому перетворенні 
 
Виходячи з міркувань, наведених вище, можна помітити, що у даному випадку в одному раунді буде 
лише 2 активних s-блока. 
Доведемо, що існує така пара α,β (α – вхідна різниця, β – вихідна), яка має відповідну властивість та 
ненульову ймовірність. 
Якщо на вхід SL3-перетворення поступає нульова різниця, то виконується наступна рівність: 
[+] [+] 
SL1-перетворення 
Ki 
SL2- перетворення 
SL3- перетворення 
Вхідне значення (64 біта) 
Вихідне значення (64 біта) 
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XR αR 
βL βR 
γ1 
γ1 
γ2 
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 SL1(XL) SL2(SL1(XL) XR)= SL1(XL+ αL) SL2(SL1(XL+ αL) (XR+ αR)).  (29) 
Розробимо алгоритм побудови різниці, що буде задовольняти рівності (29).  
Нехай 
 0))(()( 121  RLL XXSLSLXSL .     (30) 
Тоді для будь-якого XL завжди існує XR таке, що виконується рівність (30), а саме: 
 RLL XXXSL )(1 .      (31) 
 
Відповідно до (30) і (31), має виконуватись наступна рівність: 
 0))()(()( 121  RRLLLL XXSLSLXSL  .   (32) 
Тоді для будь яких XL і αL можна підібрати αR так, щоб виконувалась рівність (32): 
 RRLLLL XXSLX   ))()(( 1 .    (33) 
Спираючись на міркування, що описані вище, представимо наступний алгоритм знаходження різниці, 
при якій буде лише 2 активних s-блоки. 
Алгоритм 3.1: довільним чином обираємо XL; 
обираємо будь-яке значення αL, з одним ненульовим байтом; 
обчислюємо XR та αR, використовуючи (31) та (33), відповідно; 
покладемо βL= 0 , а βR = SL1(XL) S12(XL+ αL). 
Зауваження 3.2: Різниця, яку отримаємо при виконані Алгоритму 3.1, не обов’язково може вкладатись 
в схему, описану на початку розділу, тобто можливий випадок, коли αL містить один активній байт, а αR 
містить не три, а чотири активних байти. Але кількість активних s-блоків буде дорівнювати 2. 
Очевидно, що мінімальна кількість активних s-блоків в одному раунді, при проходженні ненульової 
різниці з ненульовою ймовірністю, не може дорівнювати 1. Дійсно, при цьому єдиний ненульовий байт 
подається або на перше, або на друге SL-перетворення, на виході якого отримуємо 4 ненульових байта, які 
подаються на вхід 3-го SL-перетворення; відповідно отримуємо 5 активних s-блоків. 
Приклад різниці, при якій в раунді буде лише два активні s-блоки: 
αL=(0,0,0,2) αR=(78,174,47,151), βL=(0,0,0,0) βR=(212,47,236,179). 
III.2. Формалізований опис шифру "Мухомор" 
Для того, щоб зробити позначення та доведення менш громіздкими, будемо розглядати "Мухомор – 
128". Всі отримані для цього випадку результати легко узагальнити для "Мухомор – 256" та "Мухомор – 
512". 
Для зручного представлення раундової функції шифру "Мухомор" необхідно ввести наступні 
позначення. 
Нехай 128n , 16l . Для кожного nVx  введемо представлення ),,,( 4321 xxxxx  , де li Vx 2 . 
Крім того, позначимо ),( ri
l
ii xxx  , де l
r
i
l
i Vxx , , 4,1i . Аналогічно для ключа i -го раунду li Vk 4  
позначимо ),( 21 ii kkk  , де lii Vkk 221,  , ri ,1 , r  – кількість раундів шифрування. Також введемо 
позначення: 211 xxy  , 432 xxy  , 1211 )( ii kxxu  , 2432 )( ii kxxu  , ),,( 122 iii uuu  де 
під " " та "+" розуміються операції додавання за 2mod  та за 322mod , відповідно. Іноді номер раунду 
i  у позначеннях iiiii kkkuu ,,,, 2121  будемо опускати, якщо розглядається один (фіксований чи довільний) 
раунд шифрування. 
Нехай 643232: VVVf   – функція ускладнення шифру. Будемо представляти ),( 21 vvf  у вигляді 
)),(),,(),,(),,(()),(),,((),( 21221221121121221121 vvfvvfvvfvvfvvfvvfvvf
rlrl , 
де 3221, Vvv  , 323232: VVVfi  ; 163232:, VVVff
r
i
i
i  , )),(),,((),( 212121 vvfvvfvvf
r
i
l
ii  , 
.2,1i  
Нехай 128Vx  – вхідний вектор деякого раунду шифрування. Тоді в наших позначеннях вихідний 
вектор )(xFk  даного раунду має вигляд: 
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),,(),(),,({ 211211112111 uufuufxxuufx
rlrlrr   
),,( 2112 uufx   
),,(),(),,( 212212332123 uufuufxxuufx
rlrlrr   
)},( 2124 uufx  , 
де у кожному рядку записано 32-бітовий вектор. 
III.3. Основні різницеві властивості шифру "Мухомор" 
Теорема 3.1:  шифр "Мухомор – 128" є узагальненим марківським шифром відносно операції 
побітового додавання. 
Доведення: запишемо вираз )),()((  xFxF kk  у зручнішому вигляді: 
 )),,(),(({ 12112111
lrrr uufvvf  
 )),,(),(),(),(( 121121121121111
rrrllrl uufuufuufvvf  
 )),,(),(()),,(),(( 3212212322112112
lrrr uufvvfuufvvf  
 )),,(),(),(),(( 321221221221233
rrrllrl uufuufuufvvf  
 )}),,(),(( 42122124  uufvvf ,    (34) 
де 128, V , ),,,( 4321  , ),,,( 4321  , 32, Vii  , 4,1i , ),(
r
i
l
ii  , 
),( ri
l
ii  , 16,,, V
r
i
l
i
r
i
l
i  , 4,1i , 121211 )( kxxv  , 
243432 )( kxxv  . 
Формулу (34) перепишемо наступним чином: 
 )),,(),(( 11211211
lrrr uufvvf  
 )),,(),(),(),(( 111211211211211
rrlrrll uufuufuufvvf  
 )),,(),(()),,(),(( 3321221222211211
lrrr uufvvfuufvvf  
 )),,(),(),(),(( 333212212212212
rrlrrll uufuufuufvvf  
 )),,(),(()),,(),(( 1121121144212212
lrrr uufvvfuufvvf  
 )),,(),(( 11111211211
lrrrlll uufvvf  
 )),,(),(()),,(),(( 2221121122211211
rrrrllll uufvvfuufvvf  
 )),,(),(( 33212212
lrrr uufuuf  
 )),,(),(( 33333212212
lrrrlll uufvvf  
 )),,(),(()),,(),(( 4421221244212212
rrrrllll uufvvfuufvvf  
 )),,(),((),( 222112112211
rrrrrrlr uufvvf  
 )),,(),((),( 2221121122111
llllllrll uufvvf  
 )),,(),((),( 442122124433
rrrrrrlr uufvvf  
 )),,(),((),( 4421221244333
llllllrll uufvvf   .  (35)  
Отже, щоб ймовірність диференціала не дорівнювала 0, необхідно, щоб одночасно виконувались 
наступні умови: 
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44333
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22111
2211
      (36) 
Надалі розглядатимемо лише такі диференціали, для яких виконується (36). У цьому випадку (35) 
набуде вигляду: 
 )),,(),(()),,(),(( 2221121122211211
llllrrrr uufvvfuufvvf  
 )),,(),(()),,(),(( 4421221244212212
llllrrrr uufvvfuufuuf   .  (37) 
Зробимо заміни змінних: 122 
ll , 222 
rr , 344 
ll , 444 
lr , 121  , 
243  . Позначимо ).,(),,,( 44224321    
Отже, при виконанні умови (36) в наших позначеннях середнє (за ключами) значення (34) дорівнює 


 
nVk
lln kykyfkykyf )),,())(,)((({2 1221112221111  
 )),,())(,)((( 2221112221111 kykyfkykyf
rr  
 )),,())(,)((( 3221122221112 kykyfkykyf
ll  
 )}),,())(,)((( 4221122221112 kykyfkykyf
rr  
 

 
2/21 ,
2211222111 )),,())(,)(((2
nVkk
n kykyfkykyf  .  (38) 
Теороема 3.2:  кандидат на новий національний стандарт БШ “Мухомор” ([4]) також є УМШ у 
широкому сенсі. 
Доведення: розглянемо БШ “Мухомор-128”. В цьому випадку 
128VG  , 64VG  , ),;(),(),;( 
  xdxd f , 
де 
),(),(),( 211212121
lrlllrrrr   × 
× ),( 4343
rrrr   ),( 43343
lrlll   , 
 4321 ,,, xxxxx  ,  4321 ,,,   ,  4321 ,,,   ,  rilii  , ,  rilii  , , 4,1i , 
 4321 ,)( xxxxxx  ,  4321 ,),(   ,  4422 β,αβα(αα,ββ  , 
k  – раундове перетворення, яке є УМВ. 
Згідно з означенням, шифр «Мухомор» буде УМШ у широкому сенсі, якщо його функція ускладнення є 
УМВ. Доведемо цю властивість функції ускладнення. 
Для 32, Vba   позначимо bababa  )(),( , де двійкові вектори ba,  природнім чином 
ототожнюються з цілими числами від 0 до 1232  . В наших позначеннях формула (38) може бути 
записана наступним чином: 


 
2/21 ,
22112222211111 )),,()),(,),(((2
nVkk
n kykyfkyykyyf . 
У останньому виразі зробимо заміну змінної iii kky
~
 , а також позначимо 
)(),( iyiii iy  , 2,1i . Після цього вираз перетвориться на наступний: 


 
2/21
21
,
212111 )),
~
,
~
())(
~
),(
~
((2
nVkk
yy
n kkfkkf  . 
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Для завершення доведення залишилося зазначити, що відображення )( y  при кожному 
фіксованому 32Vy  є перестановкою на 32V , отже функція ускладнення є УМВ. Доведення завершене. 
Наслідки з теореми 3.2. 1) Нехай ),...,,( 10 r , 128Vi   – різницева характеристика шифру 
"Мухомор-128". Позначимо ),,,( 4321 iiiii  , 32Vij  , ),(
r
ij
l
ijij  , 16, V
r
ij
l
ij  , 4,1j , 
ri ,0 . Тоді, якщо 0)( EDP , то виконані наступні умови: 
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2) В наших позначеннях 128, V : 
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де 211  , 432  , 3221, V , ),( 21  , 3221, V , 221  , 442  . 
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Наслідки 1) та 2) випливають безпосередньо з доведення теореми 3.1, наслідок 3) випливає з теореми 
3.2 і властивостей УМШ. 
Таким чином, у даному підрозділі ми довели, що шифр «Мухомор» є УМШ у широкому сенсі. Отже, 
його різницеві властивості залежать від різницевих властивостей функції ускладнення, які ми будемо 
досліджувати далі. 
IV. Висновки 
Дана робота містить подальший розвиток теорії оцінювання стійкості УМШ до різницевого 
криптоаналізу, що була започаткована в роботах [5, 6, 15, 16] та застосована до шифрів ГОСТ 28147-89 та 
«Калина». Введене поняття УМШ у широкому сенсі дозволяє застосувати дану теорію і до шифру 
«Мухомор» та отримати оцінку (40). Проте отримані чисельні оцінки, які можна вивести з (40) не дають 
можливості стверджувати, що шифр «Мухомор» є практично стійким до методу криптоаналізу. Тому 
метою подальших досліджень є, з одного боку, більш глибоке вивчення різницевих характеристик функції 
)(xf  раундового перетворення шифру, а з іншого – отримання результатів щодо оцінки індексу 
галуження та особливостей його використання в УМШ у широкому сенсі, в ключовому суматорі яких 
реалізовано модульне додавання. 
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Анотація: Розглянуто конструкції хешування та підходи до їх розпаралелення. Запропоновано 
узагальнену конструкцію паралельного хешування, стійку до відомих атак. Визначено оцінки 
тривалості хешування для різних реалізацій цієї конструкції. Дані оцінки були порівняні з 
аналогічними оцінками для відомих конструкцій. 
Summary: Hash constructions and approaches of their parallel computation are considered. The generalized 
construction of parallel hashing, that is infeasible to known attacks, is proposed. The hash computation 
durations of this construction different implementations are evaluated. The results of the evaluations were 
compared with ones of the known constructions. 
Ключові слова:  конструкція хешування, паралельні обчислення, атака Жукса. 
 
