We show that any boolean function can be evaluated optimally by a quantum query algorithm that alternates a certain fixed, input-independent reflection with a second reflection that coherently queries the input string. Originally introduced for solving the unstructured search problem, this two-reflections structure is therefore a universal feature of quantum algorithms.
Introduction
The query complexity, or decision-tree complexity, of a function measures the number of input bits that must be read in order to evaluate the function. Computation between queries is not counted. Quantum algorithms can run in superposition, and the quantum query complexity therefore allows coherent access to the input string ( Figure 1 ). Quantum query complexity with bounded error can be far smaller than classical randomized query complexity [10, 38, 37, 1] , but for total functions [9] or functions satisfying certain symmetries [2] the two measures are polynomially related; see the survey [13] .
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fall well below its time complexity, studying query complexity has historically given insight into the power of quantum computers. For example, the quantum part of Shor's algorithms for integer factorization and discrete logarithm is a quantum query algorithm for period finding [37] . Grover's unstructured database search algorithm is a quantum query algorithm for evaluating the n-bit OR function, with Θ( √ n) queries [17, 11] . Unlike for time complexity, there are also strong information-theoretic methods for placing lower bounds on quantum query complexity. These lower-bound techniques can be broadly classified as using either the polynomial method [9] or the adversary method [3, 40] . The two techniques have a multitude of applications, surveyed in [21] , and are incomparable.
However, Høyer, Lee andŠpalek [19] have discovered a strict generalization of the adversary bound that remains a lower bound on quantum query complexity: D e f i n i t i o n 1 . 1 . ( A dv e r s a ry b o u n d s ) For finite sets C and E, and D ⊆ C n , let f : D → E. An adversary matrix for f is a |D| × |D| real, symmetric matrix Γ that satisfies x|Γ|y = 0 for all x, y ∈ D with f (x) = f (y). Define the adversary and general adversary bounds for f by Figure 1 : A quantum query algorithm alternates arbitrary unitaries V q that do not depend on the input with coherent input oracle queries O x . For a boolean function, O x is the unitary that maps |j, b to |j, x j ⊕ b , for j = 1, . . . , n and b ∈ {0, 1}. Finally, the output is measured. The algorithm's query complexity is the number of calls made to O x , i.e., Q in the illustrated circuit diagram.
of the adversary matrix Γ. Roughly, a successful algorithm must learn information nearly Γ , with at most max j∈[n] Γ (j) learned from any one query. The ratio of these quantities thus lower-bounds Q(f ).
Although the two adversary bounds have similar definitions, the general adversary bound is much more powerful. In fact, it is always nearly tight for boolean functions:
T h e o r e m 1 .
n , the quantum query complexity Q(f ) satisfies
This upper bound follows from a connection between quantum query algorithms and the span program computational model [23] first observed in [34] and significantly strengthened in [31] . Theorem 1.3 and the connection between span programs and quantum query algorithms behind its proof have corollaries including a query-optimal and nearly time-optimal quantum algorithm for evaluating a large class of read-once formulas over any finite gate set [30] .
However, is Theorem 1.3 optimal? The log over log log factor in Eq. (1.2) comes from converting a certain continuous-time query algorithm into a discrete-query algorithm following [14] . This conversion somewhat obscures the algorithm's structure. It was conjectured that the slack factor could be removed [31, Conjecture 11.1] , and in this article, we confirm the conjecture:
T h e o r e m 1 . 4 . For any function f : D → {0, 1}, with D ⊆ {0, 1} n , the general adversary bound characterizes quantum query complexity:
Theorem 1.4 suggests that one way of developing new quantum query algorithms may be to solve for the general adversary bound. More precisely, Eq. (1.1) is a semi-definite program (SDP), and for algorithms we need solutions to the dual SDP (see Lemma 2.1). The SDP is typically exponentially large, depending on |D|. Even so, solving the equally large adversary bound SDP is often straightforward. In particular, the dual adversary bound SDP has a simple solution that implies Adv(f ) ≤ n min b C b (f ) for a partial boolean function, or Adv(f ) ≤ C 0 (f )C 1 (f ) for a total boolean function, where C b (f ) is the certificate complexity on inputs x with f (x) = b [41, 25, 43, 40] . The general adversary lower bound is fortunately not limited by this certificate complexity barrier [19] , but no equally simple dual SDP solution is known.
Nonetheless, we still believe that studying the general adversary bound is a promising approach to developing new quantum algorithms and to furthering our understanding of quantum query complexity. In particular Theorem 1.4 can be applied to resolve the query complexity for composed functions (see Section 1.1 below), because the general adversary bound composes easily. The algorithm used to prove Theorem 1.4 has an especially simple form, based on a single fixed reflection, that may be useful for other applications (see Section 1.2). Finally, the dual SDP for Adv ± turns out to be closely related to the span program computational model [23] , which has been well-studied in classical complexity theory. One application of Theorem 1.4 is to show that span programs, measured by the witness size complexity measure, and quantum algorithms, measured by query complexity, are equivalent computational models, up to a constant factor. Thus efficient quantum query algorithms can be derived by finding new span programs, which are essentially linear-algebraic objects or can also be seen as weighted bipartite graphs. For simplicity, though, we will not spell out this connection; see [31, 32, 33] for details.
Barnum, Saks and Szegedy [8] have given a family of SDPs that characterize quantum query complexity according to their feasibility or infeasibility, instead of according to the optimum value of a single SDP. The BSS SDPs work for any specified error rate, including zero. The general adversary bound is a polynomially smaller SDP, since it does not need separate terms for every query, but of course the truth table of a function is typically exponentially long anyway. Whereas our algorithm uses a workspace of n + O(log n) qubits to evaluate an n-bit boolean function (by [31, Lemma 6 .6]), n + 1 qubits suffice by [8] .
1.1 Composition of functions, algorithms and lower bounds A fundamental problem in the theory of computation is how the query complexity transforms under function composition. In the simplest case, for f : {0, 1} n → {0, 1} and g : {0, 1} m → {0, 1}, let f • g be the function {0, 1} nm → {0, 1} defined by
How does the query complexity of f • g relate to the query complexities of f and g? For deterministic classical query complexity
, and the optimal algorithm for evaluating f • g is the composition of the optimal algorithms for evaluating f and for evaluating g. For bounded-error randomized and quantum query complexities, R and Q, respec-
Indeed, in these cases, a bounded-error algorithm for evaluating f • g can be built directly from bounded-error algorithms for f and for g, if we use repetition to reduce the error rate of the inner algorithm to below roughly 1/R(f ) or 1/Q(f ). However, the extra logarithmic factors are not always necessary, for example when f and g are both OR or both PARITY functions.
A beautiful property of the adversary bounds is that they transform multiplicatively under function composition. That is, Adv(f •g) = Adv(f )Adv(g) [4, 24] and
Here, the ≥ direction is from [19] and the ≤ direction is from [32] , inspired by span program composition rules. Using Eq. (1.3), Theorem 1.4 implies:
T h e o r e m 1 . 5 . Let f : {0, 1} n → {0, 1} and g :
The novelty of Theorem 1.5 is that the log Q(f ) factor can always be removed in the quantum case, and that there is a matching lower bound. Moreover, by applying Eq. (1.3) recursively, we obtain that for any boolean functions
, where the hidden constants depend neither on k nor the f j . Naïve composition of the algorithms for f 1 , . . . , f k works poorly in this case, since the product of the error-reduction factors grows exponentially with k.
More generally, a read-once formula ϕ over S, a set of boolean functions, is a rooted tree in which each node with m children is associated to a m-bit function from S, for m ∈ N. Any such tree with n leaves naturally defines a function ϕ : {0, 1} n → {0, 1}, by evaluating the functions recursively toward the root. Note that the different input subproblems to any given node of ϕ are independent of each other, which is important for lower bounds. Definition 1.1 can be extended to allow weights s ∈ (0, ∞) n , by letting [19, 32] . This equation implies that we can calculate the general adversary bound, and hence the quantum query complexity, of the entire formula ϕ merely by computing weighted general adversary bounds for individual functions in S. For example, one can compute the weighted general adversary bounds for the n-bit AND and OR functions as Adv
C o ro l l a ry 1 . 1 . The general adversary bound and quantum query complexity of a read-once AND-OR formula with n inputs are √ n and Θ( √ n), respectively.
Previous work has shown that the quantum query complexity of evaluating a read-once AND-OR formula on n inputs is O( √ n log n) [29, 6, 15] , and has characterized the query complexity of read-once formulas over any fixed finite gate set, provided the complexities of the input subformulas to any gate differ by at most a constant factor [30, 34] .
Classically, the randomized query complexity even of AND-OR formulas is unknown, except in the "wellbalanced" case [39, 35, 36] , and the best general lower bound is Ω(n 0.51 ) [18] , conjectured to be quite loose. This emphasizes the power of Eq. (1.4) for quantum query complexity.
Furthermore, the quantum query algorithm for evaluating f • g in Theorem 1.5 is not the composition of an algorithm for evaluating f with an algorithm for evaluating g. Instead, it corresponds to a solution to the general adversary bound dual SDP for f • g, i.e., a span program, that is a certain composition of dual SDP solutions-span programs-for f and for g. This notion of composition is natural, but also very different from the usual way of composing classical or quantum algorithms. See [34, 31, 30, 29] for more details on span program composition. n with x i = 1 and all other bits 0, Grover's search algorithm works by alternating a reflection about the initial state |ψ = 1 √ n j∈[n] |j with flipping the sign of |i . The product of these two reflections acts as a rotation by 2 arcsin
in the two-dimensional space spanned by |ψ and |i .
Reflection structure of the algorithm
The algorithm behind Theorem 1.4 has a simple structure.
On input x, the algorithm applies in alternation the input oracle O x and a certain fixed reflection, which is specified precisely in Section 2. In fact, the input oracle is itself a reflection, O 2 x = 1 (see Figure 1 ). It follows that every boolean function can be evaluated optimally, with bounded error, by simply alternating two fixed reflections. This is similar to Grover's search algorithm, in which the state vector rotates through a certain twodimensional space (Figure 2 ). During our algorithm, the state vector rotates steadily through each of many orthogonal, reflection-invariant, two-dimensional spaces.
The two interesting properties of this algorithm are that the operations between oracle queries are reflections, and that they are all the same. Neither property is surprising on its own. Indeed, considering an arbitrary quantum query algorithm, shown in Figure 1 , we may add a clock register and define V = Q q=0 |q + 1 q| ⊗ V q ; when the clock reads q, V applies V q and increments the clock (mod Q + 1). Then the algorithm that alternates V and O x has the same effect as the original algorithm. Similarly, if some V q is not a reflection, we may add a one-qubit register for that q, and then use the reflectioñ
However, if we combine these two algorithmic transformations, in either order, then the desired property from the first transformation is lost. A black-box conversion of an algorithm into the two-fixed-reflections form, that preserves the completeness and soundness parameters, does not appear to be possible.
The second reflection is about the eigenvalue-zero subspace of the adjacency matrix A G for a certain graph G derived from a dual SDP for Adv ± . A previous algorithm, in [31] , roughly simulates A G as a Hamiltonian in continuous time. The problem it faces is that the norm of A G can be super-constant, which slows the simulation. Fortunately, a relationship between the discrete-and continuous-time quantum query complexity models, from [14] , allows for removing the norm dependency, at a sub-logarithmic cost to the query complexity. By instead reflecting about the eigenvalue-zero subspace of A G , we efficiently remove the dependence on higher-energy portions of A G . This new approach is inspired by Ambainis's AND-OR formulaevaluation algorithm [5] .
Intuitively, the underlying reason why the tworeflections structure is possible seems to come from the simple form of the general adversary bound SDP, Eq. (1.1). Since neither this SDP nor its dual has different terms for different query times, an algorithm based on the dual SDP is naturally symmetrical, without requiring the above clock-register trick. Note that in order to match the general adversary lower bound, each query made by the algorithm must be roughly equally effective, in order to learn greedily the maximum possible amount of information, max j∈[n] Γ (j) . Although aesthetically appealing, the two-reflections property has no immediate practical implications. While known algorithms can in principle be converted into this two-reflections form [31, Theorems 3.1, 5.2], we do not know an explicit closed form for the second reflection, e.g., for the collision problem. 
Theorem 1.5, the two-reflections form of the algorithm, and the elimination of the log Adv ± (f ) factor suggest that it may be possible to adapt the algorithm to evaluate any boolean function f with a boundederror input oracle with the same asymptotic number Θ(Adv ± (f )) of quantum queries, following [20] for the OR function. Classically, in the noisy decision-tree model, an extra logarithmic factor for error reduction is sometimes required [16] , but this factor is not known to be needed for any quantum query algorithm [12] .
An appealing open problem in quantum computing is to show a tighter relationship between classical and quantum query complexities for total functions-the largest known gap is quadratic but the best upper bound is D(f ) = O(Q(f ) 6 ) [9] . Speculatively, the strong composition properties of quantum algorithms for total boolean functions may help approach this problem.
Definitions
For a natural number n ∈ N, let [n] = {1, 2, . . . , n}. For a bit b ∈ {0, 1}, letb = 1 − b. For a finite set X, let C X be the Hilbert space C |X| with orthonormal basis {|x : x ∈ X}. For vector spaces V and W over C, let L(V, W ) denote the set of all linear transformations from V into W , and let L(V ) = L(V, V ). A is the spectral norm of an operator A. n . For b ∈ {0, 1}, let
The algorithms
Based on a feasible solution to this SDP with objective value W (≥ 1), we will give three algorithms for evaluating f , each with query complexity O(W ). (A feasible solution corresponds to a span program in canonical form, and its value equals the span program witness size [23, 31] .
Let G be the weighted bipartite graph with biadjacency matrix
That is, G has a vertex for each row or column of B G ; its vertex set is the disjoint union F 0 ∪ {ø} ∪ I. Edges from F 0 to {ø} ∪ I are weighted by the matrix entries. The weighted adjacency matrix of G is
Let ∆ ∈ L(C F0∪{ø}∪I ) be the orthogonal projection onto the span of all eigenvalue-zero eigenvectors of A G . For an input x ∈ D, let Π x ∈ L(C F0∪{ø}∪I ) be the projection
|j,x j , k j,x j , k| .
That is, Π x is a diagonal matrix that projects onto all vertices except those associated to the input bit complementsx j . Finally, let
. U x consists of the alternating reflections 2∆ − 1 and 2Π x − 1. The first reflection does not depend on the input x. The second reflection can be implemented using a single call to the input oracle O x .
We present three related algorithms, each slightly simpler than the one before:
A l g o r i t h m 2 . 1 . A l g o r i t h m 2 . 2 .
Prepare the initial state
1 √ 2 (|0 + |1 ) ⊗ |ø ∈ C 2 ⊗ C F0∪{ø}∪I .
Pick T ∈ [ 100W ] uniformly at random. Apply the controlled unitary
3. Measure the first register in the basis Phase estimation on a unitary V with precision δ p and error rate δ e can be implemented using O 1 δp log 1 δe controlled applications of V [28] , so the first algorithm has O(W ) query complexity. The second algorithm essentially applies a simplified version of phase estimation. Intuitively, it works because it suffices to distinguish zero from nonzero phase. The third algorithm does away with any phase estimation. Intuitively, this is possible because U x is the product of two reflections, so its spectrum is symmetrical. The second and third algorithms clearly have O(W ) query complexity. The factor of 10 5 in the third algorithm's query complexity can be reduced by three orders of magnitude by adjusting downward the scaling factor for |t in Eq. (2.1).
The time, or number of elementary operations, required to implement the reflection 2∆−1 is unclear. In practice it may still be preferable to use the potentially less query-efficient quantum walk algorithm from [31] , as done for evaluating formulas in [30, 34, 29, 6] .
In the following section, we will show that all three algorithms correctly evaluate f (x), with constant gaps between the soundness error and completeness parameters.
Analysis of the algorithms
To analyze the above algorithms, we shall study the spectrum of the unitary U x = (2Π x − 1)(2∆ − 1).
For this purpose, it will be useful to introduce two new graphs, following [34, 31] 
, and let G(x) and G (x) be the weighted bipartite graphs with biadjacency matrices
.
Based on the constraints of the SDP in Lemma 2.1, we can immediately construct eigenvalue-zero eigenvectors for G(x) or G (x), depending on whether
Let us recall from [31] :
T h e o r e m 3 . 1 . ( [ 3 1 , T h e o r e m 8 . 7 ] ) Let G be a weighted bipartite graph with biadjacency matrix
Let G be the same as G except with a new vertex, ø, added to the U side, with outgoing edges weighted by the entries of |t . That is, the biadjacency matrix of G is
Let {|α } be a complete set of orthonormal eigenvectors of the weighted adjacency matrix A G , with corresponding eigenvalues ρ(α). Then for all γ ≥ 0, the squared length of the projection of |ø onto the span of the eigenvectors α with |ρ(α)| ≤ γ satisfies
Substituting Lemma 3.1 into Theorem 3.1, we thus obtain the key statement: L e m m a 3 . 2 . If f (x) = 1, then A G(x) has an eigenvalue-zero eigenvector |ψ , supported on the column vertices, with
If f (x) = 0, let {|α } be a complete set of orthonormal eigenvectors of A G(x) with corresponding eigenvalues ρ(α). Then for any c ≥ 0,
By choosing c a small positive constant, Eq. (3.3) gives an O(1/W ) "effective spectral gap" for eigenvectors of A G(x) supported on |ø ; it says that |ø has small squared overlap on the subspace of O(1/W )-eigenvalue eigenvectors.
The main step in the analysis of our algorithms is to translate Lemma 3.2 into analogous statements for U x : L e m m a 3 . 3 . If f (x) = 1, then U x has an eigenvalueone eigenvector |ϕ with
If f (x) = 0, let {|β } be a complete set of orthonormal eigenvectors of U x with corresponding eigenvalues e iθ(β) , θ(β) ∈ (−π, π]. Then for any Θ ≥ 0,
The full proof of Lemma 3.3 is given in Appendix A.
Proof sketch. Notice from Eqs. (2.2) and (3.1) that G is naturally a subgraph of G(x).
, where T is a permutation matrix. The case f (x) = 1 is immediate, by restricting |ψ from Eq. (3.2) to the vertices of G. For the case f (x) = 0, let |ζ be the unit-normalized projection of |ø onto the space of eigenvectors with phase at most Θ in magnitude. Our aim is to upper bound | ø|ζ | 2 = | ø|Π x |ζ | 2 . Using a triangle inequality, we can split this into two parts:
Intuitively, the second term is small because being supported on eigenspaces for small-magnitude eigenvalues means |ζ is supported only where ∆ and Π x are close. If the first term is large, then since A G and A G(x) are the same on Π x , A G(x) ∆|ζ = T (1 − Π x )∆|ζ will be small. This in turn will imply that ∆|ζ has large support on both |ø and the small-eigenvalue subspace of A G(x) , contradicting Eq. (3.3).
Based on Lemma 3.3, the algorithms from Section 2 are both complete and sound. If f (x) = 1, then the first, phase-estimation-based algorithm outputs 1 with probability at least 9/10 − δ e = 4/5. If f (x) = 0, then setting Θ = δ p = 1 100W , the algorithm outputs 1 with probability at most δ e + (2 √ 6ΘW + Θ 2 ) 2 < 2/5. The probability the second algorithm outputs 1 is the expectation versus T of
If f (x) = 1, this is at least 9/10 for all T . If f (x) = 0, let τ = 100W and simplify
2 , we see that the algorithm outputs 1 with probability at most ξ + (1 − ξ)
The third algorithm's analysis requires more care. We claim: P ro p o s i t i o n 3 . 1 . If f (x) = 1, then the third algorithm outputs 1 with probability at least 64%. If f (x) = 0, then the third algorithm outputs 1 with probability at most 61%.
The completeness statement, for the case f (x) = 1, is nearly immediate. For soundness, observe that for every eigenvector |β of U x , |ø has equal support on |β and an eigenvector |−β with phase θ(−β) = −θ(β). This implies that after about (π/2)/ min{|θ(β)|, π − |θ(β)|} applications of U x , eigenvectors |β and |−β accumulate roughly opposite phases, so their overlaps with |ø will roughly cancel out. Lemma 3.3 allows a bound on the number of steps by bounding the eigenvalue phase θ(β) away from zero and from ±π. The appropriate number of steps will depend on |β , so the algorithm applies a random number of steps, and averages overlaps. A full proof of Proposition 3.1 is given in Appendix B.
A Proof of Lemma 3.3
For the proof of Lemma 3.3 we will use the following characterization of the eigen-decomposition of the product of reflections, essentially due to Jordan [22] . Its use is common in quantum computation, e.g., [28, 42, 27] . L e m m a A . 1 . Given two projections Π and ∆, the Hilbert space can be decomposed into orthogonal oneand two-dimensional subspaces invariant under Π and ∆. On the one-dimensional invariant subspaces, (2Π − 1)(2∆ − 1) acts as either +1 or −1. Each twodimensional subspace is spanned by an eigenvalue-λ eigenvector |v of ∆Π∆, with λ ∈ (0, 1), and |v
⊥ , the eigenvectors and corresponding eigenvalues of (2Π−1)(2∆−1) on this subspace are, respectively,
Notice from Eqs. (2.2) and (3.1) that G is naturally a subgraph of G(x). Since A G ∆ = 0 by definition of ∆,
, where T is a permutation matrix.
First consider the case f (x) = 1. Let |ϕ be the restriction of |ψ from Eq. (3.2) to the vertices of G. Since |ψ has no support on the extra vertices of G(x), |ϕ = |ψ and |ϕ is an eigenvalue-zero eigenvector of A G ; ∆|ϕ = |ϕ . Also Π x |ϕ = |ϕ , so indeed U x |ϕ = |ϕ .
Next consider the case f (x) = 0. Let |ζ = β:|θ(β)|≤Θ |β β|ø be the projection of |ø onto the space of eigenvectors with phase at most Θ in magnitude. Our aim is to upper bound |ζ 2 = ø|ζ = | ø|ζ | 2 , where |ζ = |ζ / |ζ . Notice that |ζ is supported only on eigenvectors |β with θ(β) = 0, i.e., on the two-dimensional invariant subspaces of Π x and ∆. Indeed, if U x |β = |β , then either |β = Π x |β = ∆|β or |β = (1 − Π x )|β = (1 − ∆)|β . The first possibility implies A G(x) |β = 0, so by Eq. (3.3) with c = 0, ø|β = 0. In the second possibility, also ø|β = ø|Π x |β = 0 since |ø = Π x |ø .
We can split ø|ζ as
Start by bounding the second term, Π x (1 − ∆)|ζ . Intuitively, this term is small because |ζ is supported only on two-dimensional invariant subspaces where ∆ and Π x are close. Indeed, let |−β = (2∆ − 1)|β , an eigenvector of A G with phase θ(−β) = −θ(β).
It remains to bound | ø|∆|ζ | = | ø|w | ∆|ζ , where |w = ∆|ζ / ∆|ζ is an eigenvalue-zero eigenvector of A G . Intuitively, if | ø|w | = | ø|Π x |w | is large, then since A G and A G(x) are the same on Π x , A G(x) |w = T (1 − Π x )|w will be small. This in turn will imply that |w has large support on the smalleigenvalue subspace of A G(x) , contradicting Eq. (3.3).
Beginning the formal argument, we have The right-hand side is 2 √ 6ΘW + Θ/2, as claimed, for d = 1/ √ 6ΘW .
B Proof of Proposition 3.1
Letting τ = 10 5 W , the third algorithm outputs 1 with probability This equal splitting of | ø|β | and | ø|−β | will allow us to bound p 1 close to 1/2 instead of the trivial bound p 1 ≤ 1. The intuition is that after applying U x a suitable number of times, eigenvectors |β and |−β will accumulate roughly opposite phases, so their overlaps with |ø will roughly cancel out. For this argument to work, though, the eigenvalue phase θ(β) should be bounded away from zero and from ±π. 
