Abstract. Suppose that {λn} is the set of zeros of a sine-type generating function of the exponential system {e iλnt } in L 2 (0, T ) and is separated. Levin and Golovin's classical theorem claims that {e iλnt } forms a Riesz basis for L 2 (0, T ). In this article, we relate this result with Riesz basis generation of eigenvectors of the system operator of the linear time-invariant evolution equation in Hilbert spaces through its spectrum. A practically favorable necessary and sufficient condition for the separability of zeros of function of sine type is derived. The result is applied to get Riesz basis generation of a coupled string equation with joint dissipative feedback control.
Introduction.
In a Hilbert space, the most important bases are orthonormal bases. Second in importance are Riesz bases that are bases equivalent to some orthonormal basis. Riesz basis is studied in the context of stabilization of linear infinite dimensional systemẋ(t) = Ax(t), in some Hilbert space H, where A is the generator of a C 0 -semigroup on H. The system is called a Riesz spectral system [2] if there is a set of eigenvectors of A, which forms a Riesz basis for H. For this kind of system, not only the stability of system is usually determined by the spectrum of the system operator A, which is referred to as the spectrum-determined growth condition, but also the dynamic of the system can be described by eigenpairs under expansion of nonharmonic Fourier series. Riesz basis is also the basis of the so-called method of moment, a powerful method in the study of controllability of hyperbolic systems [19] , [1] . A nice recent result on the relation of exact controllability and Riesz basis can be found in [9] .
Recently, some progress has been made for the Riesz basis generation of single beam equations under boundary feedback controls [3] , [4] and coupled beams under joint dissipative feedback controls [5] . The basic idea is to show that the generalized eigenfunctions of the closed-loop system is quadratically close to that of the free system. This is actually an application of Bari's classical theorem that if {φ n } ∞ 1 is a Riesz basis for a Hilbert space H and another ω-linearly independent sequence {ψ n }
then {ψ n } ∞ 1 also forms a Riesz basis itself. The success of this approach to beam equations is attributed to their higher order of eigenfrequencies. In this sense, we can roughly say that the closed-loop system is a "perturbed" system of the free counterpart. In other words, the boundary feedback previously studied for beam equations are "low order" perturbations of the corresponding free systems. Recently, this idea was generally developed for the second order hyperbolic systems with collocated actuator/sensor by [6] . For string equations, however, this is not the case in general. A simple example is the following one dimensional wave equation with boundary feedback control:
y tt (x, t) − y xx (x, t) = 0, 0 < x < 1, t > 0, y(0, t) = 0, y x (1, t) = u(t), u(t) = −ky t (1, t) . (2) When k = 1, system (2) is a Riesz spectral system. However, the eigenfunctions of this system are never quadratically close to that of the free system (k = 0 in (2)) (see, e.g., [18] ). By this reason, we may say that this closed-loop system possesses the same order as the associated free system. Moreover, in some special case such as k = 1 in (2), the system is never a Riesz spectral system.
This special property results in many different approaches to deal with Riesz basis generation for string equations. The basic approach is to estimate eigenvalues and eigenfunctions and then find some invertible transformation to transform the set of eigenfunctions to be an orthonormal basis. We refer to [20] , [21] as well as many references therein. Mathematically, the general Riesz basis theory is developed in the context of nonharmonic Fourier series, which originated from the works of Paley and Wiener [16] and was developed later by many former Soviet mathematicians. Earlier results are summarized in [24] , [15] . A nice summary of the later development can be found in [1] . Among them, a powerful concept-the so-called function of sine typewas introduced by Levin [10] . The main result due to Levin and Golovin says that if {λ n } is the set of zeros of a sine-type generating function of the exponential system {e iλnt } in L 2 (0, T ) and is separated, then {e iλnt } forms a Riesz basis for L 2 (0, T ). In this paper, we first relate Levin and Golovin's theorem (generally, Pavlov's theorem) with Riesz basis generation of eigenvectors of the system operator of the time-invariant evolution equation in Hilbert spaces through its spectrum. A remarkable characterization condition is obtained for the separability of zeros of functions of sine type, which is considered practically a hard problem in many applications. The result is then applied to study the Riesz basis property of a coupled string equation jointed by a span dissipative feedback control.
The organization of this paper is as follows: in the next section, we shall first introduce some basic facts about functions of sine type. The main results and some remarks are presented. The proofs of main results are given in section 3. Finally, in section 4, we will check how our string system satisfies the sufficient condition obtained in this article-to be a Riesz spectral system in the energy Hilbert space.
Basic notation and main results.
To begin with, let us recall some basic facts about functions of sine type. An entire function f (z) is said to be of exponential type if the inequality
holds for some positive constants A and B and all complex values of z. The smallest of constants B is said to be the exponential type of f (z). For the exponential-type function f , define a 2π-periodic function on R by the equality
as a growth indicator of f . The indicator diagram of f is a convex set G f such that
Furthermore, the entire function f of exponential type is said to be a function of the Cartwright class if
In particular, the function f of exponential type satisfying the condition
belongs to the Cartwright class. 
(iii) the generating function of the family {e iλnt } on the interval (0, T ) satisfies the Muckenhoupt condition
for some h ∈ R, where J is the set of all intervals of the real axis.
According to Definition II.1.27 of [1] , an entire function of exponential type is said to be of sine type if (a) the zeros of f lie in a strip {z ∈ C||Imz| ≤ H} for some H > 0; (b) there exist h ∈ R and positive constants c 1 , In order to apply Pavlov's theorem to get Riesz basis generation of general linear systems in Hilbert spaces, we need to relate eigenvectors of the system operator with the exponential system through its spectrum. Our main result on this point is stated as Theorem 2 below.
Let us recall that for a closed linear operator A in a Hilbert space H, a nonzero x ∈ H is called a generalized eigenvector of A, corresponding to an eigenvalue λ of A, if there is a positive integer n such that (λ − A) n x = 0. The root subspace of A corresponding to λ is given by forms a Riesz basis for L 2 (0, T ) for some T > 0. Unfortunately, this is not generally true. In fact, by Theorem 1, a necessary condition for {e λnt } ∞ 1 to form a Riesz basis for L 2 (0, T ) is that {λ n } lies in a strip parallel to the imaginary axis. By Theorem 2, in order to check whether the systemẋ(t) = Ax(t) in the Hilbert space H is a Riesz spectral system, we need check only conditions (a)-(c). In many applications, the spectrum of A multiplied by −i is the set of zeros of some sinetype function, and such a function can be produced by the characteristic equation for which the spectrum is satisfied. So, the difficulty of checking condition (c) of Theorem 2 lies in the separability of {λ n } required in Theorem 1. For this reason, finding a characterization condition for the separability of zeros of functions of sine type appears to be pressing. Actually, it is already known from Corollary 1 of [24] that if f (z) is a function of sine type with simple separated zeros {λ n }, then
Unexpectedly, we find that condition (11) also serves a sufficient condition for zeros of f (z) to be separated. This is given in the following theorem.
Theorem 3. Let f (z) be an entire function of exponential type satisfying (3).
Suppose that f (z) is bounded on the real axis and the zeros {λ
where m n is the multiplicity of λ n as a zero of f (z).
Consequently, the necessary and sufficient condition for zeros {λ n } of a function of sine type to be separated is that condition (12) holds true.
The second difficulty in applying Theorem 2 is the completeness of the root subspace, which is condition (b) in Theorem 2. To do this, let us recall Lemma 5 of [8] that if A is a discrete operator, then
where
For an H-valued entire function f (z), one can also define its order ρ f as the infimum of real number a so that
see [23] . We can now state our result on the completeness of the root subspace, which is characterized by the first order resolvent operator of the adjoint operator. Here we use order instead of type as it was used in [23] for operators with resolvent operator being of quotient of entire functions of exponential type. The advantage is that the order is more easily determined than type in applications (see also Theorem 2.6.2 of [13] 
where for each x ∈ H, G(λ)x is an H-valued entire function with order less than or equal to ρ 1 and F (λ) is a scalar entire function of order
and an integer n so that n − 1 ≤ ρ < n. If there are n + 1 rays γ j , j = 0, 1, 2, . . . , n, on the complex plane
Proof of main results.
Before proving Theorem 2, we show the following lemma, which is a natural generalization of the well-known fact for H = C. Lemma 1. Let H be a separable Hilbert space and {e n (t)}
which holds in L 2 (0, T ; H), where φ n is uniquely determined by (15) and {e * n (t)} is the biorthogonal system with respect to {e
(ii) there are constants
Proof. Our proof is constructed by the following steps. First, take {ψ n } as an orthonormal basis of H. Then for almost every
and so
where the coefficients a (19) with the property that
for some constants C i > 0, i = 1, 2, which depend only on {e n (t)}. Set
We show that {φ n } is the sequence required. Actually, (21) makes sense since by (19) and (17)
for some positive constant C > 0. Thus φ n ∈ H. Furthermore, by (20) and (22) 
This, together with (21), gives
Furthermore, for any integer N > 1 and almost any t ∈ [0, T ], it has
and hence there exists a C 3 > 0 such that
Letting N → 0, we obtain (14) . Finally, by (23) and (24),
By (23) and (20),
The proof is complete. 
In order for {x n } ∞ 1 to be a Riesz basis for H, it suffices to show that {x * n } is also complete in H and for any ψ ∈ H,
[24, Thm. 9, p. 32]. Now, for any given ψ ∈ H, find ψ m → ψ as m → ∞:
The associated solution to the Cauchy probleṁ
It follows from the left inequality of (16) that
for some positive constant C 1 , where we assume that the semigroup e At satisfies e At ≤ Me ωt for some M, ω > 0. Letting m → ∞ above yields
Finally, since {x * n } are eigenvectors of A * corresponding to {λ n }, which is complete on H by assumption, {e λnt } also forms a Riesz basis for H. Repeating the above process to A * , we obtain
which completes the proof.
To prove Theorem 3, we need the following lemma.
Proof. By assumption, we can write the Taylor expansion of f (z) at z = z 0 as
In view of the Cauchy inequality (see, e.g., section 2.5 of [22] ) and by assumption, we have
proving the lemma.
Proof of Theorem 3. By assumption, we may assume
It follows from Theorem 11 of [24] that
In particular, for H = h + 2, it has
Now, since λ n is an m n th order zero of f (z),
Applying Lemma 1 to f (z), we know that f (z) has only one zero point in
Consequently, f (z) has only one zero point in
(i) is thus proved. Suppose (13) . We may assume without loss of generality that | y 0 |< H 0 , where
We first show that mn is analytic and free of zero in B n ( ), and
and hence
The proof is complete. Proof of Theorem 4. First we show that σ ∞ (A * ) = {0}. Note that for any x ∈ σ ∞ (A * ), R(λ, A * )x is an H-valued entire function of λ with order less than or equal to ρ. Since A * also generates a C 0 -semigroup on H, we may assume without loss of generality that R(λ, A * )x is bounded on the right half complex plane, particularly on the imaginary axis. Set
By assumption, R(λ, A * )x is bounded on the boundary of S j , and
where > 0 is chosen so that ρ + < n. 
it holds similarly that σ ∞ (A) = {0}. The proof is complete.
Application to coupled strings.
Since the game is almost the same for other types of boundary conditions and joint linear feedback controls, we demonstrate the whole process by considering the following string equation with one end fixed, one end free, and a force stabilizer at the joint d, 0 < d < 1:
To turn system (37) into a framework of semigroups, we introduce the underlying state Hilbert space
with the inner product induced norm:
System (37) is then written as an evolutionary equation in H:
d dt Y (t) = AY (t),(38)
where Y (t) = (y(·, t), y t (·, t)) ∈ H and A is defined by
where u | [a,b] denotes the function u confined to [a, b] .
Lemma 3. (i) A −1 exists and is compact on H. (ii) A is dissipative and hence A generates a C 0 -semigroup of contractions on H. (iii) λ ∈ σ(A) if and only if λ is a zero of g(λ):
Proof. (i) and (ii) are straightforward. In particular, 0 ∈ ρ(A). We prove only (iii) and (iv). It is easy to know that for each λ ∈ σ(A), the corresponding eigenfunction takes the form (φ, λφ) with φ = 0 satisfying
Solving (42) gives
where c 1 and c 2 satisfy
Since c 1 , c 2 cannot vanish simultaneously, solving the above equation yields (41). As for (iv), since it is not the standard problem studied in [13] , we give here a direct proof. There are two cases.
Case 1 (| sinh λd| + | cosh λ(1 − d)| = 0 for any λ). In this case, the eigenfunction corresponding to λ is (φ (x, λ), λφ(x, λ) ), where
Notice that the function φ(x, λ) defined above satisfies
for all complex numbers λ. Differentiating the above equation with respect to λ, we obtain
Now confining λ ∈ σ(A) and solving
we have g = λf − φ, and f satisfies
Since λ is geometrically simple, it is algebraically simple if and only if there is no solution to (47). Let
On the one hand, solving (48), one finds that (48) admits a solution (so does (47) 
Solving directly the following equation
we find that the solution to (51) must satisfy
. This contradiction shows that there is no solution to (51), i.e., λ must be algebraically simple. Finally, a simple calculation shows that g (λ) = 2α −1 sinh λ = 0 since under the assumption, cosh λ = 0 and so | sinh λ| = 1. The proof is complete.
Let g(λ) be defined by (41). Define
The zeros {λ n } of g(λ) and {µ n } of f (λ) are related through
Obviously, f (λ) is uniformly bounded on the real axis, and hence f belongs to the Cartwright class. Thus, its indicator diagram is an interval.
Furthermore, it is easy to show that g(λ) is of exponential type with type 1 and
for some positive constants C, D and all x ∈ R whenever x is sufficiently large. Hence as α = 2, d = 1/2, g(λ) has no zero. In this case, σ(A) = ∅ and we could not talk about a basis for system (37). For other cases, though, g(λ) must have infinite number of zeros [24, pp. 88-89] .
In what follows, we always assume that α = 2 or α = 2, d = 1/2. In both cases, (54) shows that f is of sine type and
Therefore, the width of the indicator diagram of f equals
Lemma 4. If α = 2, then both the root subspaces of A and A * are complete in H : Sp(A) = Sp(A * ) = H. Proof. We apply Theorem 4 for the proof. To do this, we need the adjoint A * of A, which can be found using
Let A 0 be the operator A with α = 0. Then A 0 is a skew-adjoint operator in H :
generates a unitary-group and hence
Solving (59) gives
Notice the following facts:
We can easily check by a direct computation from (60) 
we see that R(λ, A * )(u, v) is also uniformly bounded as λ → −∞. Then, it is easily found that
hence we can write
where G(λ; u, v) is an H-valued entire function with order less than or equal to 1 and F (λ) is a scalar entire function of order 1. Therefore, all conditions of Theorem 4 are satisfied with ρ = 1, n = 2, γ 1 = {λ| arg λ = π}. The result follows.
are simple and separated.
(
then all zeros of g(λ) are simple and separated.
Proof. Suppose that g(λ) has zeros {λ n } ∞ 1 . In view of Theorem 3, it suffices to show that
If λ is a zero point of g(λ), then there exists an η such that
Solving (65) yields
Hence the necessary and sufficient condition for λ to be a zero of g(λ) is that
In this case, λ can be found through the first or the second equality of (66). In what follows, we always relate λ to η via this method.
When η solves (67), one has
It is seen that g(λ) = g (λ) = 0 if and only if the solution of (67), η = η 0 , satisfies
that is, η 0 satisfies (62). When η = η 0 , (67) becomes (63). We have two cases. Case 1 (η 0 does not satisfy (63)). Let
Suppose that | g (λ n k ) |→ 0 as k → ∞ for some subsequence {λ n k } of {λ n }. Since all {λ n k } lie on the strip −M < Reλ n k ≤ 0 for some M > 0, the corresponding {η n k } are uniformly bounded: | η n k |≤ C for all n and some C > 0. Let η be an accumulation point of {η n k }. We may assume without loss of generality that 
Hence sin y 0 (1 − 2d) = sin y 0 = 0. That is, d is rational. Furthermore, since η 0 solving (67) implies that η 0 is real, it must have
The proof is complete. By virtue of Lemmas 3-5 and Theorem 2, we obtain the Riesz basis property for the system (37). 
Then each eigenvalue of A is algebraically simple and there is a set of eigenfunctions of A which forms a Riesz basis for the energy space H.
Remark 2. Numerical simulation by MATLAB shows that some solution of (62) does satisfy (63), and in this case, g(λ) may have multiple zeros with multiplicity at most 2. For the multiple zero case, we shall discuss it in a separate paper.
From Theorem 5, we know that when the system (37) is a Riesz spectral system, the spectrum-determined growth condition holds, which was obtained specifically by Liu in 1986 [11] . The general case can be found in [14] and [12] . We do not touch the stability here because once we have the spectrum-determined growth condition, simple spectral analysis can be made to get the stability of system (37). We refer readers to [7] for this.
