Buildings and Hecke Algebras by Parkinson, James William
Introduction
Buildings are certain geometric objects, initially studied by Jacques Tits in the mid
1950’s to give a systematic geometric interpretation of the semi-simple Lie groups (see
the introduction to [40]). Since then, the theory of buildings has enjoyed a rich and
rapid development in many directions, with Tits being a main contributor. To a large
extent this activity has been motivated by the useful and interesting connections between
buildings and other branches of mathematics (for example, p-adic and arithmetic groups).
One aim of this thesis is to describe some close connections between buildings and Hecke
algebras, through the combinatorial study of two algebras of averaging operators associated
to (regular) buildings.
Often we are interested in affine buildings, of which homogeneous trees are the simplest
examples. Indeed, a motivation for our work is the existing theory of ‘harmonic analysis
on homogeneous trees’ (see [14] for example). There is also an extensive literature in the
higher rank cases too (see [23]), but under the assumption that the building is constructed
from a group. It is another aim of this thesis to lay the foundations for ‘harmonic analysis
on affine buildings’, using building theoretic, rather than group theoretic, techniques.
We note that there exist buildings that do not arise from the standard group construc-
tions, even in the spherical and affine cases. For example, in a locally finite A˜2 building, the
vertices of distance 1 from a given vertex have the structure of a projective plane (which
might not be Desarguesian). This plane may vary from vertex to vertex (with the order
fixed) [34], resulting in a building with trivial automorphism group. The situation for C˜2
and G˜2 buildings is similar.
For a simpler example, notice that in a homogeneous tree in which each vertex has
valency q + 1, it is only when q is a prime power that the tree arises as the Bruhat-Tits
building of a group.
Our methods deal with buildings in a uniform, axiomatic manner. We do not assume
that our buildings arise from groups, and so it is the building theoretic aspects which
determine our results.
Let us give a brief description of the structure and main results of this thesis.
Buildings and Regularity. In Chapter 1 we collect some basic facts regarding Cox-
eter groups, chamber systems, labelled simplicial complexes, Coxeter complexes and build-
ings. There are two main definitions of buildings in the literature: one in terms of simplicial
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complexes ([40],[7]), and a second (more recent) definition in terms of chamber systems
([41],[35]). In this chapter we discuss both definitions. This is all standard material, and
serves as a rather rapid introduction to buildings.
Section 1.7 contains a discussion of regularity in buildings, a concept which will be
important throughout. To discuss regularity, it is convenient to regard buildings as certain
chamber systems. Thus a building X is a set C of chambers with an associated Coxeter
system (W,S), and a function δ : C ×C →W such that δ(c, d) defines a W -valued distance
between c and d (in some sense that will be made clear in Chapter 1).
For each c ∈ C and w ∈ W , define Cw(c) = {d ∈ C | δ(c, d) = w}. We always assume
local finiteness, by which we mean |Cs(c)| < ∞ for all c ∈ C and s ∈ S. We call X
regular if for each s ∈ S we have |Cs(c)| = |Cs(d)| for all c, d ∈ C. In a regular building
we write qs = |Cs(c)|, and we call the set {qs}s∈S the parameter system of the building. In
Proposition 1.7.1 we show that regularity implies the stronger result that |Cw(c)| = |Cw(d)|
for all c, d ∈ C and w ∈ W , and as such we define qw = |Cw(c)|. In Theorem 1.7.4 we prove
that all locally finite thick buildings with no rank 2 residues of type A˜1 are regular, showing
that regularity is a very weak hypothesis. Note that thin buildings are also regular.
After Chapter 1, all buildings in this thesis are locally finite and regular.
The Algebra B. In Chapter 2 we discuss chamber set averaging operators associated
to arbitrary locally finite regular buildings. For each w ∈ W we define an operator Bw,
acting on the space of functions f : C → C, by
(Bwf)(c) =
1
qw
∑
d∈Cw(c)
f(d) for all c ∈ C.
In Theorem 2.2.1 we show that the linear span of these operators over C forms an associative
algebra B, which is isomorphic to a suitably parametrised Hecke algebra (put very briefly,
Hecke algebras may be considered as certain deformations of the group algebra of a Coxeter
group). This generalises results in [15, Chapter 6], where an analogous algebra is studied
under the assumption that there is a group G (of label preserving simplicial complex
automorphisms) acting strongly transitively on the building. We note that it is simple to
see that all buildings admitting such a group are regular. However not all regular buildings
admit such a group, for example, the A˜2 buildings with trivial automorphism group. Our
results uniformly cover all regular buildings.
We note that some of our results in Chapter 2 are proved in [46] in the quite different
context of association schemes.
The Algebra A . A main part of this thesis is the study of an algebra A of vertex set
averaging operators (described below), and the homomorphisms h : A → C. Chapter 3
gives some preliminary material for this study. We give a brief discussion of root systems,
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hyperplane arrangements and Weyl groups. We describe how a root system can be asso-
ciated to each locally finite regular affine building (the non-reduced root systems of type
BCn play a role here). All of the material of this chapter is known.
Chapters 4 and 5 are devoted to the study of the algebra A . Let us give an historical
discussion to motivate this study. Let G = PGL(n + 1, F ) where F is a local field, and
let K = PGL(n+ 1,O), where O is the ring of integers in F . The space of bi-K-invariant
compactly supported functions on G forms a commutative convolution algebra (see [23,
Corollary 3.3.7] for example). Associated to G there is a building X (of type A˜n), and
the above algebra is isomorphic to an algebra A of averaging operators defined on the
space of all functions G/K → C. In [10] it was shown that these averaging operators may
be defined in a natural way using only the geometric and combinatorial properties of X ,
hence removing the group G entirely from the discussion. For example, in the case n = 1,
X is a homogeneous tree and A is the algebra generated by the operator A1, where for
each vertex x, (A1f)(x) is the average value of f over the neighbours of x.
In [10], using this geometric approach, Cartwright showed that A is a commutative
algebra, and that the algebra homomorphisms h : A → C can be expressed in terms of
the classical Hall-Littlewood polynomials of [25, III, §2]. It was not assumed that X
was constructed from a group G (although there always is such a group when n ≥ 3).
Although not entirely realised in [10], as a consequence of our work here we see that
the commutativity of the algebra A and the description of the algebra homomorphisms
h : A → C follow from the fact that A is isomorphic to the center of an appropriately
parametrised affine Hecke algebra.
One aim of this thesis is to generalise the above results to arbitrary affine buildings. In
the main body of text we will assume that our buildings are of irreducible type, although
the general case is dealt with in Appendix A.
Let X be a regular affine building, and let V denote the vertex set of X . In Defini-
tion 3.8.1 we define a subset VP ⊆ V of good vertices, which, for the sake of this simplified
description, can be thought of as the special vertices of X .
Let R be the root system associated to X (as in Chapter 3), and let P be the coweight
lattice of R, and write P+ for the set of dominant coweights. For each x ∈ VP and λ ∈ P+
we define (Definition 4.2.2) sets Vλ(x) in such a way that {Vλ(x)}λ∈P+ forms a partition
of VP . In Theorem 4.3.4 we show that regularity implies that the cardinalities |Vλ(x)|,
λ ∈ P+, are independent of the particular x ∈ VP , and as such we write Nλ = |Vλ(x)|. For
each λ ∈ P+ we define an operator Aλ, acting on the space of functions f : VP → C, by
(Aλf)(x) =
1
Nλ
∑
y∈Vλ(x)
f(y) for all x ∈ VP .
These operators generalise the operators studied in [10].
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Let A be the linear span of {Aλ}λ∈P+ over C. In Theorem 4.4.8 we show (using only
regularity) that A is a commutative algebra.
To give a more thorough description of the algebra A we need some affine Hecke algebra
theory, and this is given in Chapter 5. In Section 5.1 we give the definition of affine Hecke
algebras (we use H˜ to denote such an algebra), and provide some very basic properties
of these algebras. In Section 5.2 we describe the center Z(H˜ ) of H˜ , and discuss the
Macdonald spherical functions Pλ(x), λ ∈ P+, which are certain special elements of Z(H˜ )
which arise naturally in connection with the Satake isomorphism.
In Theorem 5.3.5 we prove the important result that A is isomorphic to Z(H˜ ), with
the isomorphism determined by Aλ 7→ Pλ(x). It is a standard fact that Z(H˜ ) ∼= C[P ]W0
(here C[P ]W0 is the algebra of W0-invariant elements of the group algebra of the abelian
group P , and W0 is the Weyl group of R), and so A ∼= C[P ]W0, giving a very concrete
description of the algebra A .
This isomorphism serves two purposes. Firstly it gives us an essentially complete un-
derstanding of the algebra A . For example, in Theorem 5.3.6 we use rather simple facts
about the Macdonald spherical functions to show that A is generated by {Aλi}i∈I0 where
{λi}i∈I0 is a set of fundamental coweights of R. On the other hand, since A is a purely com-
binatorial object, the above isomorphism gives a nice combinatorial description of Z(H˜ )
when a suitable building exists. In particular the structure constants cλ,µ;ν that appear in
Pλ(x)Pµ(x) =
∑
ν∈P+
cλ,µ;νPν(x) are cλ,µ;ν =
Nν
NλNµ
|Vλ(x) ∩ Vµ∗(y)|,
for some µ∗ ∈ P+ (depending only on µ in a simple way). This shows that (when a suitable
building exists) cλ,µ;ν ≥ 0.
In Theorem 5.4.2 we extend this result by showing that the cλ,µ;ν ’s are (up to positive
normalisation factors) polynomials in the variables {qs − 1}s∈S with nonnegative integer
coefficients (even when no building exists). This generalises the main theorem in [30], where
the corresponding result for the An case (where the cλ,µ,ν ’s are certain Hall polynomials)
is proved. Thus we see how to construct a polynomial hypergroup from the structure
constants cλ,µ,ν as in [4] (see also [22]).
Since the submission of this thesis we have learnt that Theorem 5.4.2 has been proved
independently by Schwer in [38], where a formula for cλ,µ;ν is given.
We note that our results concerning the algebra A give interesting examples of asso-
ciation schemes (see Remark 3.8.3 and Remark 4.4.9), generalising the well known con-
struction of association schemes from infinite distance regular graphs.
The Algebra Homomorphisms h : A → C. Chapters 6 and 7 study the algebra
homomorphisms h : A → C. In Chapter 6 we use the isomorphism A ∼= C[P ]W0 to
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give the first of two formulae for these homomorphisms. This formula is in terms of the
Macdonald spherical functions of [23], and so we shall call it the Macdonald formula.
We may regard A as a subalgebra of the C∗-algebra of bounded linear operators on
the Hilbert space `2(VP ) of square summable functions f : VP → C, and we write A2 for
the closure of A in this algebra. In Section 6.2 we study the Gelfand map A2 → C (M2),
where M2 = Hom(A2,C), and discuss the Plancherel measure of A2. In Section 6.3 we
compute the Plancherel measure, using results from [23, Chapter V]. We then apply the
theory from Section 6.2 to compute M2. This spherical harmonic analysis is used in the
important Theorem 7.7.2 (see below), as well as in Chapter 8, where we study random
walks on buildings.
A sector in an affine building is the analogue of a ray in a (homogeneous) tree. The
boundary Ω of an affine building is the set of equivalence classes of sectors, where two
sectors are declared to be equivalent if and only if their intersection contains a sector.
In Chapter 7 we show that there is a natural topology on Ω, making it into a totally
disconnected compact Hausdorff space. In Theorem 7.6.4 we give a second formula for
the algebra homomorphisms h : A → C in terms of an integral over Ω. This formula is
an analogue of the formula in [23, Proposition 3.3.1], which expresses the zonal spherical
functions on a group G of p-adic type as an integral over K, where K is a certain compact
subgroup of G. For example, when G = SL(n + 1, F ), where F is a p-adic field, K is
SL(n + 1,O), where O is the ring of integers in F . In Theorem 7.7.2 we show that the
Macdonald and integral formulae for the algebra homomorphisms agree.
Random Walks on Affine Buildings. In Chapter 8 we study radial random walks
on affine buildings. These are random walks in which the transition probabilities satisfy
p(x, y) = p(x′, y′) whenever y ∈ Vλ(x) and y′ ∈ Vλ(x′) for some λ ∈ P+. We apply the
results obtained concerning the algebra homomorphisms h : A → C to prove a local limit
theorem for these walks (that is, we give an asymptotic formula for the k-step transition
probabilities p(k)(x, y)). This generalises results in [12].
Appendices. The main body of text is followed by a series of appendices. The study
of the algebra A assumed irreducibility, and in Appendix A we demonstrate that this
assumption can be removed without too much difficulty. In Appendix B we provide the
proofs of some results whose proofs were omitted from the main body of text.
Appendix C gives an interesting alternative proof of the Macdonald formula in the
dimension 1 and 2 cases, using elementary methods (that is, without the Hecke algebra
machinery). The calculations in this appendix follow [11], where A˜2 buildings are studied.
Here we give the calculations for affine buildings of types BC1, A1, BC2, C2 and G2. We
will also list the relevant results (from [11]) for affine buildings of type A2 for completeness.
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In Appendix D we list some relevant root data for the irreducible root systems, and in
Appendix E we describe the parameter systems of locally finite regular affine buildings of
irreducible type.
Comparison with results of Macdonald. Let us conclude this introduction with a
comparison between our results and those in [23]. Let G be a group of p-adic type, with
a maximal compact subgroup K, as in [23, §2.7]. Associated to G there is an irreducible
(but not necessarily reduced) root system R, as in [23, Chapter II]. As mentioned above,
the typical example here is G = SL(n + 1, F ) and K = SL(n + 1,O), where F is a p-adic
field and O is the ring of integers in F . In this case R is a root system of type An.
A function f : G → C is called bi-K-invariant if f(gk) = f(kg) = f(g) for all g ∈ G
and k ∈ K. Let L (G,K) be the space of continuous, compactly supported bi-K-invariant
functions on G. In [23, Theorem 3.3.6], Macdonald shows that L (G,K) ∼= C[Q]W0 (the
subalgebra of W0-invariant elements of the group algebra of the coroot lattice Q of R), and
thus L (G,K) is a commutative convolution algebra.
A function φ : G→ C is called a zonal spherical function relative to K if
(i) φ(1) = 1,
(ii) φ is bi-K-invariant and continuous, and
(iii) f ∗ φ = λfφ for all f ∈ L (G,K), where λf is a scalar
(see [23, Proposition 1.2.5]). In [23, Proposition 3.3.1] Macdonald gives a formula for the
zonal spherical functions in terms of an integral over K, and in [23, Theorem 4.1.2] he uses
this integral formula to obtain a second ‘summation’ formula for the spherical functions in
terms of a sum over W0 of rational functions.
The groupG acts strongly transitively on its Bruhat-Tits building X [23, Lemma 2.4.4],
which is locally finite, regular and affine, although Macdonald makes little use of this
building. The contents of this thesis lead us to the conclusion that, rather than playing
a relatively minor role, the building theoretic elements alone determine the nature of the
algebra L (G,K) and the zonal spherical functions. Moreover, since there are (locally finite
regular affine) buildings that are not the Bruhat-Tits buildings of any group, our building
approach puts the results of [23] into a more general setting.
Let us see how our results relate to Macdonald’s. Firstly, the algebra L (G,K) is
isomorphic to a subalgebra AQ of A , spanned by the operators {Aλ | λ ∈ Q ∩ P+}. The
reason that this smaller algebra occurs here is that Macdonald supposes that his groups of
p-adic type are simply connected, and so for him the coweight lattice has to be replaced
by the coroot lattice, and thus the set VP is replaced by the smaller set VQ consisting
of all those vertices of one special type. See [11, Propositions 2.4 and 2.5] for details in
the R = A2 case.
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In Theorem 5.3.5 we show that A ∼= C[P ]W0, and in Proposition 5.3.7 we deduce that
AQ
∼= C[Q]W0 , thus proving the analogue of [23, Theorem 3.3.6].
The zonal spherical functions on G correspond to the spherical functions on VQ (see
Definition 7.6.2), which in turn correspond to the algebra homomorphisms h : AQ → C
(see Proposition 7.6.3). Our analogue of Macdonald’s integral formula is Theorem 7.6.4
(see also Corollary 7.6.5), and our analogue of his summation formula is (6.1.1). Both of
our formulae are proved in the context of the larger algebra A . We discuss a method for
deducing the corresponding results for certain subalgebras AL (including AQ) in Section 4.5
and Proposition 5.3.7.
CHAPTER 1
General Building Theory
In this chapter we give a discussion of buildings, both from the chamber system point
of view, and from the simplicial complex point of view.
1.1. Coxeter Groups
Let I be an index set, which we assume throughout is finite, and for each pair i, j ∈ I
let mi,j be an integer or∞ such that mi,j = mj,i ≥ 2 for all i 6= j, and mi,i = 1 for all i ∈ I.
We call M = (mi,j)i,j∈I a Coxeter matrix . The Coxeter group of type M is the group
W = 〈{si}i∈I | (sisj)mi,j = 1 for all i, j ∈ I〉, (1.1.1)
where the relation (sisj)
mi,j = 1 is omitted if mi,j = ∞. Writing S = {si | i ∈ I}, it is
more precise to call (W,S) a Coxeter system, although we shall rarely do so.
For subsets J ⊂ I we write WJ for the subgroup of W generated by {si}i∈J . Given
w ∈ W , we define the length `(w) of w to be smallest n ∈ N such that w = si1 . . . sin, with
i1, . . . , in ∈ I.
It will be useful on occasion to work with I∗, the free monoid on I. Thus elements
of I∗ are words f = i1 · · · in where i1, . . . , in ∈ I, and we write sf = si1 · · · sin ∈ W .
An elementary homotopy [35, §2.1] is an alteration from a word of the form f1p(i, j)f2
to a word of the form f1p(j, i)f2, where p(i, j) = · · · ijij (mi,j terms). We say that the
words f and f ′ are homotopic if f can be transformed into f ′ by a sequence of elementary
homotopies, in which case we write f ∼ f ′. A word f is said to be reduced if it is not
homotopic to a word of the form f1iif2 for any i ∈ I. By [35, Theorem 2.11] we have that
f = i1 · · · in ∈ I∗ is reduced if and only if sf = si1 · · · sin is a reduced expression in W (that
is, `(sf) = n).
The Coxeter graph of W is the graph D = D(W ) with vertex set I, such that vertices
i, j ∈ I are joined by an edge if and only if mi,j ≥ 3. If mi,j ≥ 4 then the edge {i, j}
is labelled by mi,j. By an automorphism of D we mean a permutation σ of I such that
mσ(i),σ(j) = mi,j for all i, j ∈ I. Write Aut(D) for the group of all automorphisms of D.
An automorphism σ ∈ Aut(D) induces a group automorphism of W , which we also denote
by σ, by
σ(w) = sσ(i1) · · · sσ(in) (1.1.2)
whenever si1 · · · sin is an expression for W (not necessarily reduced).
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1.2. Chamber Systems
A set C is called a chamber system over I if each i ∈ I determines a partition of C, two
elements in the same block of this partition being called i-adjacent. The elements of C are
called chambers, and we write c ∼i d to mean that the chambers c and d are i-adjacent.
By a gallery of type i1 · · · in ∈ I∗ in C we mean a sequence c0, . . . , cn of chambers such that
ck−1 ∼ik ck and ck−1 6= ck for 1 ≤ k ≤ n. If we remove the condition that ck−1 6= ck for all
1 ≤ k ≤ n, we call the sequence c0, . . . , cn a pre-gallery .
A gallery of type j1 · · · jn with j1, . . . , jn ∈ J ⊂ I is called a J-gallery . For c ∈ C we
write RJ(c) for the J-residue of c, that is,
RJ(c) = {d ∈ C | there exists a J-gallery from c to d}. (1.2.1)
A chamber system C over I is said to be thick if for each c ∈ C and i ∈ I there exist at
least two distinct chambers d 6= c such that d ∼i c, and C is called thin if for each c ∈ C
and i ∈ I there exists exactly one chamber d 6= c such that d ∼i c.
If C and D are chamber systems over a common index set I, we call a map ψ : C → D
an isomorphism of chamber systems, or simply an isomorphism, if ψ is a bijection such
that c ∼i d if and only if ψ(c) ∼i ψ(d).
1.3. Simplicial Complexes
A simplicial complex with vertex set X is a collection Σ of finite subsets of X (called
simplices) such that the singleton {x} is a simplex for each x ∈ X, and every subset of
a simplex σ is a simplex (called a face of σ). If σ is a simplex which is not a proper
subset of any other simplex, then we call σ a maximal simplex of Σ. The dimension of a
simplex σ is |σ| − 1, where |σ| denotes the cardinality of the set σ. We will always assume
that the simplices of a simplicial complex have bounded dimension, and so every simplex
is contained in a maximal simplex.
A labelled simplicial complex with vertex set X is a simplicial complex equipped with
a set I of types, and a type map τ : X → I such that the restriction of τ to any maximal
simplex is a bijection. The type of a simplex σ = {x1, . . . , xk} is {τ(x1), . . . , τ(xk)}, and
the cotype of σ is I\{τ(x1), . . . , τ(xk)}.
It is clear that each maximal simplex of a labelled simplicial complex must have the
same dimension, d, say. In this case we say that Σ has dimension d, and we call the
maximal simplices chambers. We write C(Σ) for the set of all chambers of Σ. A panel of a
d-dimensional labelled simplicial complex Σ is a simplex pi of dimension d− 1. It is clear
that the cotype of pi is i (more accurately, {i}) for some i ∈ I.
An isomorphism of simplicial complexes is a bijection of the vertex sets that maps
simplices, and only simplices, to simplices. If both simplicial complexes are labelled by the
same set, then an isomorphism which preserves types is said to be type preserving .
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1.4. Connection Between Chamber Systems and Simplicial Complexes
Given a chamber system C over I we can construct a labelled simplicial complex as
follows. For each i ∈ I, form the set
Xi = {RI\{i}(c) | c ∈ C},
and let X be the disjoint union over i ∈ I of these sets. Call elements of X vertices, and
define a type map τ : X → I by τ(x) = i if x ∈ Xi. Declare simplices to be the subsets of
the sets
{RI\{i}(c) | i ∈ I}, c ∈ C. (1.4.1)
This produces a labelled simplicial complex, with maximal simplices as in (1.4.1).
Conversely, given a labelled simplicial complex Σ with vertex set X and type map
τ : X → I, we can construct a chamber system by declaring maximal simplices C and D
of Σ to be i-adjacent (where i ∈ I) if either C = D or if all the vertices of C and D are
the same except for those of type i.
Under certain weak hypotheses the above operations are mutually inverse, up to iso-
morphisms of chamber systems and type preserving isomorphisms of labelled simplicial
complexes. We refer the reader to [9, Proposition 1.4] for details. Put briefly, it suffices to
assume that
(i) our labelled simplicial complexes satisfy the condition that if C,D ∈ C(Σ) and
σ ⊂ C ∩D, then there exists a gallery C = C0, . . . , Cn = D with σ ⊂ Ck for each
0 ≤ k ≤ n, and
(ii) that our chamber systems satisfy the condition that for all c, d ∈ C and J ⊂ I, if
RI\{i}(c) = RI\{i}(d) for each i ∈ I\J , then RJ(c) = RJ(d).
We remark that these conditions are satisfied for Coxeter complexes (Section 1.5) and
buildings (Section 1.6) (see [9]).
1.5. Coxeter Complexes
To each Coxeter group W over I we associate a (thin) chamber system C(W ), called
the Coxeter complex of W , by taking the elements w ∈ W as chambers, and for each i ∈ I
define i-adjacency by declaring w ∼i w and w ∼i wsi.
By the discussion in Section 1.4, we may also describe C(W ) as a labelled simplicial
complex Σ(W ), whose vertex set is the (automatically disjoint) union over i ∈ I of the
sets Xi = {wWI\{i} | w ∈ W}. If x ∈ Xi we say that x has type i, and write τ(x) = i.
Simplices of Σ(W ) are subsets of maximal simplices, which are defined to be sets of the
form {wWI\{i} | i ∈ I}, w ∈ W . It is not difficult to see that Σ(W ) and C(W ) satisfy
conditions (i) and (ii) of Section 1.4.
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Example 1.5.1. Let W be a Coxeter group of type A˜2, that is,
W = 〈s0, s1, s2 | s20 = s21 = s22 = (s0s1)3 = (s0s2)3 = (s1s2)3 = 1〉.
The Coxeter complex of W is shown in Figure 1.5.1.
1
s1s0s2
s1s0
s1 s2
s2s0
s2s0s1
s0s1s0
s0s1
s0
s0s2
s0s2s0
s1s2s1
s1s2s0s2
s1s2s0
s1s2 s2s1
s2s1s0
s2s1s0s1
s1s2s0s1
s1s2s1s0s1
s1s2s1s0
s1s2s1s0s2
s2s1s0s2
xy
z
z′
Figure 1.5.1
As a chamber system, C(W ) consists of the elements of W , which are shown in Fig-
ure 1.5.1 as triangles. To consider C(W ) as a labelled simplicial complex Σ(W ), we define
vertices to be sets of the form RI\{i}(w) = wWI\{i}, w ∈ W and i ∈ I = {0, 1, 2}. For
example, the vertices x, y and z in Figure 1.5.1 are really the sets
x = s1WI\{0} = {1, s1, s2, s1s2, s2s1, s1s2s1 = s2s1s2}
y = s1WI\{1} = {s1, s1s0, s1s2, s1s0s2, s1s2s0, s1s2s0s2 = s1s0s2s0}
z = s1WI\{2} = {1, s1, s0, s1s0, s0s1, s0s1s0 = s1s0s1},
(1.5.1)
and have types 0, 1 and 2 respectively. Note that we could write x = wWI\{0} for any
w ∈ s1WI\{0}, and similarly for y and z. We have chosen the representations in (1.5.1) to
make it clear that
{x, y, z} = {s1WI\{i} | i ∈ I}
is a maximal simplex.
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Finally, note how adjacency works in the simplicial complex context. The maximal
simplices {x, y, z} and {x, y, z′} are 2-adjacent, for they have all vertices in common except
for those of type 2. That is, they share a panel {x, y} = s1WI\{0,1} = {s1, s1s2} of cotype 2.
1.6. Building Definitions
We now give two definitions of buildings. The first definition is in terms of chamber
systems, and the second is in terms of simplicial complexes. Although it is certainly not
obvious, the two definitions are equivalent, via the conversion between chamber systems
and labelled simplicial complexes described in Section 1.4 (see [9] for details).
Definition 1.6.1 ([40],[35]). Let M be the Coxeter matrix of a Coxeter group W
over I. Then X is a building of type M if
(i) X is a chamber system over I such that for each c ∈ X and i ∈ I, there is a
chamber d 6= c in X such that d ∼i c, and
(ii) there exists a W -distance function δ : X ×X → W such that if f is a reduced
word then δ(c, d) = sf if and only if c and d can be joined by a gallery of type f .
Definition 1.6.2 ([41],[7]). Let W be a Coxeter group of type M . A building of
type M is a nonempty simplicial complex X which contains a family of subcomplexes
called apartments such that
(i) each apartment is isomorphic to Σ(W ),
(ii) given any two maximal simplices of X there is an apartment containing both,
(iii) given any two apartments A and A′ that contain a common maximal simplex,
there exists an isomorphism ψ : A → A′ fixing A ∩A′ pointwise.
We remark that Definition 1.6.2(iii) can be replaced with the following (see [7, p.76]).
(iii)′ If A and A′ are apartments both containing simplices ρ and σ, then there is an
isomorphism ψ : A → A′ fixing ρ and σ pointwise.
We will always use the symbol X to denote a building, and it will be clear from the
context if X is to be regarded as a chamber system, or as a simplicial complex. We write
C = C(X ) for the set of all chambers of X , and V = V (X ) for the set of all vertices
of X . We often say that X is a building of type W rather than a building of type M .
The rank of a building of type M is the cardinality of the index set I.
It is clear that Coxeter complexes are (thin) buildings. Indeed, a building is thin if and
only if it is isomorphic to a Coxeter complex.
1.7. Regularity and Parameter Systems
In this section we write X for a building of type M , with associated Coxeter group
W over index set I. We will assume that X is locally finite, by which we mean that
|{d ∈ C | d ∼i c}| <∞ for all i ∈ I and c ∈ C
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For each c ∈ C and w ∈ W , let
Cw(c) = {d ∈ C | δ(c, d) = w} . (1.7.1)
Observe that for each c ∈ C, the family {Cw(c)}w∈W forms a partition of C, and for s = si,
Cs(c) = {d ∈ C | d ∼i c and d 6= c},
as illustrated in Figure 1.7.1, where Cs(c) = {d1, d2, d3, d4}.
i
i
i
i
c
d1
d2
d3
d4
i
Figure 1.7.1
We say that X is regular if for each s ∈ S, |Cs(c)| is independent of c ∈ C. If X
is a regular building we define qs = |Cs(c)| for each s ∈ S (this is independent of c ∈ C
by definition), and we call {qs}s∈S the parameter system of the building . Local finiteness
implies that qs <∞ for all s ∈ S. We write qi in place of qsi for i ∈ I. In Figure 1.7.1, qi = 4.
The two main results of this section are Proposition 1.7.1(ii), where we give a method
for finding relationships that must hold between the parameters of buildings, and Theo-
rem 1.7.4, where we generalise [37, Proposition 3.4.2] and show that all thick buildings
with no rank 2 residues of type A˜1 are regular.
Proposition 1.7.1. Let X be a locally finite regular building.
(i) |Cw(c)| = qi1qi2 · · · qin whenever w = si1 · · · sin is a reduced expression, and
(ii) qi = qj whenever mi,j <∞ is odd.
Proof. We first prove (i). The result is true when `(w) = 1 by regularity. We claim
that whenever s = si ∈ S and `(ws) = `(w) + 1,
Cws(c) =
⋃
d∈Cw(c)
Cs(d) (1.7.2)
where the union is disjoint, from which the result follows by induction.
First suppose that a ∈ Cws(c) where `(ws) = `(w) + 1. Then there exists a minimal
gallery c = c0, . . . , ck = a of type fi (where w = sf with f ∈ I∗ reduced) from c to a, and
in particular a ∈ Cs(ck−1) where ck−1 ∈ Cw(c). On the other hand, if a ∈ Cs(d) for some
d ∈ Cw(c) then a ∈ Cws(c) since `(ws) = `(w) + 1, and so equality holds in (1.7.2). To see
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that the union is disjoint, suppose that d, d′ ∈ Cw(c) and that Cs(d) ∩ Cs(d′) 6= ∅. Then if
d′ 6= d we have d′ ∈ Cs(d), and thus d′ ∈ Cws(c), a contradiction.
To prove (ii), suppose mi,j < ∞ is odd. Since sisjsi · · · = sjsisj · · · (mi,j factors on
each side), by (i) we have qiqjqi · · · = qjqiqj · · · (mi,j factors on each side), and the result
follows. 
Corollary 1.7.2. Let X be a locally finite regular building of type W . If sj = wsiw
−1
for some w ∈ W then qi = qj.
Proof. By [5, IV, §1, No.3, Proposition 3], sj = wsiw−1 for some w ∈ W if and only
if there exists a sequence si1, . . . , sip such that i1 = i, ip = j, and mik,ik+1 is finite and odd
for each 1 ≤ k < p. The result now follows from Proposition 1.7.1(ii). 
Proposition 1.7.1(i) justifies the notation qw = qi1 · · · qin whenever si1 · · · sin is a reduced
expression for w; it is independent of the particular reduced expression chosen. Clearly we
have qw−1 = qw for all w ∈ W .
Example 1.7.3. Using Proposition 1.7.1(ii) it is now a simple exercise to describe the
relations between the parameters of any given (locally finite) regular building. For example,
in a building of type
4• • • (with the nodes labelled 0, 1 and 2 from left to right) we
must have q1 = q2 since m1,2 = 3 is odd. Note that we cannot relate q0 to q1 since m0,1 = 4
is even.
The following theorem seems to be well known (see [37, Proposition 3.4.2] for the case
|W | < ∞), but we have been unable to find a direct proof in the literature. For the sake
of completeness we will provide a proof here.
Theorem 1.7.4. Let X be a thick building such that mi,j < ∞ for each pair i, j ∈ I.
Then X is regular.
Before giving the proof of Theorem 1.7.4 we make some preliminary observations. First
we note that the assumption that mi,j <∞ in Theorem 1.7.4 is essential, for A˜1 buildings
are not in general regular, as they are just trees with no end vertices. Secondly we note
that Theorem 1.7.4 shows that most ‘interesting’ buildings are regular, for examining the
Coxeter graphs of the (irreducible) affine Coxeter groups, for example, we see thatmi,j =∞
only occurs in A˜1 buildings. Thus regularity is not a very restrictive hypothesis.
Recall that for m ≥ 2 or m = ∞ a generalised m-gon is a connected bipartite graph
with diameter m and girth 2m. By [35, Proposition 3.2], a building of type
m• • is a
generalised m-gon, and vice versa (where the edge set of the m-gon is taken to be the
chamber set of the building, and vice versa).
In a generalised m-gon we define the valency of a vertex v to be the number of edges
that contain v, and we call the generalised m-gon thick if every vertex has valency at
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least 3. By [35, Proposition 3.3], in a thick generalised m-gon with m < ∞, vertices in
the same partition have the same valency. In the statement of [35, Proposition 3.3], the
assumption m < ∞ is inadvertently omitted. The result is in fact false if m = ∞, for a
thick generalised ∞-gon is simply a tree in which each vertex has valency at least 3.
Proof of Theorem 1.7.4. For each c ∈ C and each i ∈ I, let qi(c) = |Csi(c)|, so by
thickness, qi(c) > 1. We will show that qi(c) = qi(d) for all c, d ∈ C and for all i ∈ I.
Let c ∈ C and i ∈ I be fixed. By [35, Theorem 3.5], for j ∈ I the residue R{i,j}(c)
is a thick building of type M{i,j} which is in turn a thick generalised mi,j-gon, by [35,
Proposition 3.2]. Thus, since mi,j <∞ by assumption, [35, Proposition 3.3] implies that
qi(d) = qi(c) for all d ∈ R{i,j}(c) . (1.7.3)
Now, with c and i fixed as above, let d ∈ C be any other chamber. Suppose firstly that
d ∼k c for some k ∈ I. If k = i, then qi(d) = qi(c) since ∼i is an equivalence relation. So
suppose that k 6= i. Then
qi(d) + 1 = |{a ∈ C : a ∼i d}|
= |{a ∈ R{i,k}(d) : a ∼i d}|
= |{a ∈ R{i,k}(d) : a ∼i c}| by (1.7.3)
= |{a ∈ R{i,k}(c) : a ∼i c}| since R{i,k}(d) = R{i,k}(c)
= |{a ∈ C : a ∼i c}| = qi(c) + 1 ,
and so qi(d) = qi(c). Induction now shows that qi(d) is independent of the particular d ∈ C,
and so the building is regular. 
Remark 1.7.5. The description of parameter systems given in this section by no means
comes close to classifying the parameter systems of buildings. For example, it is an open
question as to whether thick A˜2 buildings exist with parameters that are not prime powers.
By the free construction of certain buildings given in [34] this is equivalent to the corre-
sponding question concerning the parameters of projective planes (generalised 3-gons). See
[3, Section 6.2] for a discussion of the known parameter systems of generalised 4-gons.
We conclude this chapter by recording a definition for later reference.
Definition 1.7.6. Let {qs}s∈S be a set of indeterminates such that qs′ = qs whenever
s′ = wsw−1 for some w ∈ W . Then [5, IV, §1, No.5, Proposition 5] implies that for w ∈ W ,
the monomial qw = qsi1 · · · qsin is independent of the particular reduced decomposition
w = si1 · · · sin of w. If U is a finite subset of W , the Poincare´ polynomial U(q) of U is
U(q) =
∑
w∈U
qw .
Usually the set {qs}s∈S will be the parameters of a building (see Corollary 1.7.2).
CHAPTER 2
Chamber Set Averaging Operators
Let X be a locally finite regular building, considered as a chamber system, as in
Definition 1.6.1. In this chapter we define chamber set averaging operators, acting on the
space of all functions f : C → C, and study an associated algebra B. Our results here
generalise the results in [15, Chapter 6], where it is assumed that there is a group G of
type preserving simplicial complex automorphisms acting strongly transitively on X . This
means that G acts transitively on the set of pairs (A, c) of apartments A and chambers c
with c ⊂ A. All buildings admitting such a group action are necessarily regular, whereas
the converse is not true. Our proofs work for all locally finite regular buildings, which, by
Theorem 1.7.4, includes all thick buildings with no rank 2 residues of type A˜1. It should
be noted that our results also apply to thin buildings (where qi = 1 for all i ∈ I), as well
as to regular buildings that are neither thick nor thin (that is, buildings that have qi = 1
for some but not all i ∈ I). We note that some of the results of this section are proved in
[46] in the context of association schemes.
2.1. The Algebra B
Definition 2.1.1. Recall the definition of the sets Cw(c) from (1.7.1). For each w ∈ W ,
define an operator Bw, acting on the space of all functions f : C → C by
(Bwf)(c) =
1
qw
∑
d∈Cw(c)
f(d) for all c ∈ C. (2.1.1)
Since |Cw(c)| = qw, the operator Bw truly is an averaging operator in the usual sense.
Definition 2.1.2. Let B be the linear span over C of the set {Bw | w ∈ W}.
In Proposition 2.1.9 we show that B is an associative algebra. To do so we need to
understand products Bw1Bw2 of the averaging operators.
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If C ′ ⊆ C, write 1C′ : C → {0, 1} for the characteristic function on C ′. Since b ∈ Cw(a) if
and only if a ∈ Cw−1(b), for w1, w2 ∈ W we have
(Bw1Bw2f)(a) =
1
qw1
∑
b∈Cw1 (a)
(Bw2f)(b)
=
1
qw1qw2
∑
b∈Cw1 (a)
∑
c∈Cw2 (b)
f(c)
=
1
qw1qw2
∑
b∈C
∑
c∈C
1Cw1 (a)(b)1Cw2 (b)(c)f(c) (2.1.2)
=
1
qw1qw2
∑
c∈C
(∑
b∈C
1C
w1
(a)(b)1C
w
−1
2
(c)(b)
)
f(c)
=
1
qw1qw2
∑
c∈C
|Cw1(a) ∩ Cw−12 (c)| f(c) .
We wish to explicitly compute the above when w2 = s ∈ S (and so w−12 = w2). Thus
we have the following lemmas.
Lemma 2.1.3. Let w ∈ W and s ∈ S, and fix a ∈ C. Then
Cw(a) ∩ Cs(b) 6= ∅ ⇒
b ∈ Cws(a) if `(ws) = `(w) + 1, andb ∈ Cw(a) ∪ Cws(a) if `(ws) = `(w)− 1.
Proof. Let s = si where i ∈ I. Suppose first that `(ws) = `(w) + 1 and that
c ∈ Cw(a) ∩ Cs(b). Let f be a reduced word in I∗ so that sf = w, and so there exists a
gallery from a to c of type f . Since b ∈ Cs(c), there is a gallery of type fi from a to b,
which is a reduced word by hypothesis. It follows that b ∈ Cws(a).
Suppose now that `(ws) = `(w)−1, and that c ∈ Cw(a)∩Cs(b). Since ws is not reduced,
there exists a reduced word f ′ such that f ′i is a reduced word for w. This shows that there
exist a minimal gallery a = a0, . . . , am = c such that am−1 ∈ Cs(c). Since b ∈ Cs(c) too, it
follows that either b = am−1 or b ∈ Cs(am−1). In the former case we have b ∈ Cws(a) and in
the latter we have b ∈ Cw(a). 
Remark 2.1.4. The above lemma is essentially [42, §2.1, Axiom Bu2], where an alter-
native (equivalent) definition of buildings is adopted.
Lemma 2.1.5. Let w ∈ W and s ∈ S. Fix a, b ∈ C. Then
|Cw(a) ∩ Cs(b)| =

1 if `(ws) = `(w) + 1 and b ∈ Cws(a),
qs if `(ws) = `(w)− 1 and b ∈ Cws(a), and
qs − 1 if `(ws) = `(w)− 1 and b ∈ Cw(a).
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Proof. Suppose first that `(ws) = `(w) + 1 and that b ∈ Cws(a). Thus there is a
minimal gallery a = a0, . . . , am = b such that am−1 ∈ Cs(b). There are qs chambers c
in Cs(b). One of these chambers is am−1, which lies in Cw(a), and the remaining qs − 1 lie
in Cws(a), so am−1 is the only element of Cw(a)∩Cs(b). Thus |Cw(a)∩Cs(b)| = 1 as claimed
in this case.
Suppose now that `(ws) = `(w) − 1 and that b ∈ Cws(a). Write s = si. Let w = sf
where f ∈ I∗ is reduced. Since `(ws) = `(w)− 1, there exists a reduced word f ′ such that
f ′i is a reduced word for w, and thus there exists a minimal gallery of type f ′ from a to b.
Thus each c ∈ Cs(b) can be joined to a by a gallery of type f ′i ∼ f , and hence c ∈ Cw(a),
verifying the count in this case.
Finally, suppose that `(ws) = `(w) − 1 and b ∈ Cw(a). Then, as in the proof of
Lemma 2.1.3, there exists a minimal gallery a = a0, . . . , am = b such that b ∈ Cs(am−1).
Exactly one of the qs chambers c ∈ Cs(b) equals am−1, and thus lies in Cws(a). For the
remaining qs − 1 chambers we have c ∈ Cs(am−1), and thus c ∈ Cw(a), completing the
proof. 
Theorem 2.1.6. Let w ∈ W and s ∈ S. Then
BwBs =
Bws when `(ws) = `(w) + 1 ,1
qs
Bws +
(
1− 1
qs
)
Bw when `(ws) = `(w)− 1 .
Proof. Let us look at the case `(ws) = `(w)−1. The case `(ws) = `(w)+1 is similar.
By (2.1.2) and Lemma 2.1.5 we have
BwBs =
qws
qw
Bws +
(
1− 1
qs
)
Bw .
All that remains is to show that qws
qw
= 1
qs
. If f is a reduced word with sf = w and s = si,
the hypothesis that `(ws) = `(w)− 1 implies that there exists a reduced word f ′ such that
f ′i is a reduced word for w. The result now follows. 
Corollary 2.1.7. Bw1Bw2 = Bw1w2 whenever `(w1w2) = `(w1) + `(w2).
Corollary 2.1.8. Let w1, w2 ∈ W . There exist numbers bw1,w2;w3 ∈ Q+ such that
Bw1Bw2 =
∑
w3∈W
bw1,w2;w3Bw3 and
∑
w3∈W
bw1,w2;w3 = 1 .
Moreover, |{w3 ∈ W | bw1,w2;w3 6= 0}| is finite for all w1, w2 ∈ W .
Proof. An induction on `(w2) shows existence of the numbers bw1,w2;w3 ∈ Q+ such
that Bw1Bw2 =
∑
w3
bw1,w2;w3Bw3, and shows that only finitely many of the bw1,w2;w3’s are
nonzero for fixed w1 and w2. Evaluating both sides at the constant function 1C : C → {1}
shows that
∑
w3
bw1,w2;w3 = 1. 
Recall the definition of B from Definition 2.1.2.
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Proposition 2.1.9. B is an associative algebra, generated by {Bs}s∈S, with vector
space basis {Bw}w∈W .
Proof. The first statement follows from Corollary 2.1.8 (B is associative since multi-
plication is given by composition of maps). Suppose we have a relation
∑n
k=1 bkBwk = 0,
and fix a, b ∈ C with δ(a, b) = wj with 1 ≤ j ≤ n. Then writing δb = 1{b} we have
0 =
n∑
k=1
bk(Bwkδb)(a) =
n∑
k=1
bkq
−1
wk
δk,j = bjq
−1
wj
,
and so bj = 0. From Corollary 2.1.7 we see that {Bs | s ∈ S} generates B. 
We refer to the numbers bw1,w2;w3 from Corollary 2.1.8 as the structure constants of the
algebra B (with respect to the natural basis {Bw | w ∈ W}).
We say that X is chamber regular if for all w1 and w2 in W ,
|Cw1(a) ∩ Cw2(b)| = |Cw1(c) ∩ Cw2(d)| whenever δ(a, b) = δ(c, d).
The following proposition shows that all regular buildings are chamber regular.
Proposition 2.1.10. Let X be a regular building of type W , and let w1, w2, w3 ∈ W .
For any pair a, b ∈ C with b ∈ Cw3(a) we have
|Cw1(a) ∩ Cw−12 (b)| =
qw1qw2
qw3
bw1,w2;w3 ,
and so X is chamber regular.
Proof. By (2.1.2) we have (Bw1Bw2δb)(a) = q
−1
w1 q
−1
w2 |Cw1(a) ∩ Cw−12 (b)|, whereas by
Corollary 2.1.8 we have (Bw1Bw2δb)(a) = q
−1
w3
bw1,w2;w3. 
Definition 2.1.11. Let {qi}i∈I be the parameter system of a locally finite regular
building of type W . Define Autq(D) = {σ ∈ Aut(D) | qσ(i) = qi for all i ∈ I}, where D is
the Coxeter diagram of W .
The following is stronger than chamber regularity, and will be used in Chapter 4. Recall
the notation of (1.1.2).
Lemma 2.1.12. For all w1, w2 ∈ W and σ ∈ Autq(D) we have
|Cσ(w1)(a′) ∩ Cσ(w2)(b′)| = |Cw1(a) ∩ Cw2(b)| ,
whenever a, b, a′, b′ ∈ C are chambers with δ(a′, b′) = σ(δ(a, b)).
Proof. We first show that, in the notation of Corollary 2.1.8,
bw1,w2;w3 = bσ(w1),σ(w2);σ(w3) (2.1.3)
for all w1, w2, w3 ∈ W .
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Theorem 2.1.6, the definition of Autq(D) and the fact that `(σ(w)) = `(w) for all w ∈ W
show that this is true when `(w2) = 1, beginning an induction. Suppose (2.1.3) holds
whenever `(w2) < n, and suppose w = si1 · · · sin−1sin has length n. Write w′ = si1 · · · sin−1
and s = sin . Observe that σ(w) = σ(w
′)σ(s), so that Bσ(w) = Bσ(w′)Bσ(s) by Theorem 2.1.6,
and so
Bσ(w1)Bσ(w) = (Bσ(w1)Bσ(w′))Bσ(s)
=
∑
w3∈W
bσ(w1),σ(w′);σ(w3)Bσ(w3)Bσ(s)
=
∑
w3∈W
(
bw1,w′;w3
∑
w4∈W
bσ(w3),σ(s);σ(w4)Bσ(w4)
)
=
∑
w4∈W
(∑
w3∈W
bw1,w′;w3bw3,s;w4
)
Bσ(w4) .
Thus
bσ(w1),σ(w);σ(w4) =
∑
w3∈W
bw1,w′;w3bw3,s;w4 for all w4 ∈ W . (2.1.4)
The same calculation without the σ’s shows that this is also bw1,w;w4. This completes the
induction step, and so (2.1.3) holds for all w1, w2 and w3 in W .
Thus for any chambers a, b, a′, b′ with δ(a, b) = w3, and δ(a′, b′) = σ(w3) we have (using
Proposition 2.1.10)
|Cw1(a) ∩ Cw2(b)| =
qw1qw
−1
2
qw3
bw1,w
−1
2 ;w3
=
qσ(w1)qσ(w
−1
2 )
qσ(w3)
bσ(w1),σ(w
−1
2 );σ(w3)
= |Cσ(w1)(a′) ∩ Cσ(w2)(b′)| . 
2.2. Connections with Hecke Algebras
Those readers familiar with Hecke algebras will notice immediately from Theorem 2.1.6
the connection between B and Hecke algebras. Let us briefly describe this connection. We
will have much more to say about Hecke algebras in Chapter 5.
For our purposes we define Hecke algebras as follows (see [19, Chapter 7]). For each
s ∈ S, let as and bs be complex numbers such that as′ = as and bs′ = bs whenever
s′ = wsw−1 for some w ∈ W . The Hecke algebra H (as, bs) is the algebra over C with
presentation given by basis elements Tw, w ∈ W , and relations
TwTs =
Tws when `(ws) = `(w) + 1 ,asTws + bsTw when `(ws) = `(w)− 1 . (2.2.1)
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Theorem 2.2.1. Suppose a building X of type W exists with parameters {qs}s∈S. Then
B ∼= H (q−1s , 1− q−1s ).
Proof. We note first that by Corollary 1.7.2, the numbers as = q
−1
s and bs = 1− q−1s
satisfy the condition as′ = as and bs′ = bs whenever s
′ = wsw−1 for some w ∈ W .
Since {Tw}w∈W is a vector space basis of H (q−1s , 1 − q−1s ) and {Bw}w∈W is a vector
space basis of B (see Proposition 2.1.9) there exists a unique vector space isomorphism
Φ : H (q−1s , 1 − q−1s ) → B such that Φ(Tw) = Bw for all w ∈ W . By (2.2.1) and Theo-
rem 2.1.6 we have Φ(TwTs) = Φ(Tw)Φ(Ts) for all w ∈ W and s ∈ S, and so Φ is an algebra
homomorphism. It follows that Φ is an algebra isomorphism. 
CHAPTER 3
Affine Coxeter Complexes and Affine Buildings
This chapter is preparation for our study of the algebra A of Chapter 4.
3.1. Root Systems
Let E be an n-dimensional vector space over R with inner product 〈·, ·〉. For α ∈ E\{0}
define α∨ = 2α〈α,α〉 , and let Hα = {x ∈ E | 〈x, α〉 = 0}. The orthogonal reflection in Hα is
the map sα : E → E, sα(x) = x− 〈x, α〉α∨ for all x ∈ E.
Definition 3.1.1. A subset R of E is called a root system in E if
(R1) R is finite, R spans E and 0 /∈ R, and
(R2) if α ∈ R then sα(R) = R, and
(R3) if α, β ∈ R then 〈α, β∨〉 ∈ Z.
A root system is said to be reduced if in addition to (R1), (R2) and (R3) it satisfies
(R4) if α ∈ R then the only other multiple of α in R is −α,
and irreducible if in addition to (R1), (R2) and (R3) it satisfies
(R5) R cannot be partitioned into two proper subsets R1 and R2 such that 〈α, β〉 = 0
for all α ∈ R1 and β ∈ R2.
The elements of R are called roots, and the rank of R is n, the dimension of E. A
root system that is not reduced is said to be non-reduced and a root system that is not
irreducible is said to be reducible.
We will assume that R is irreducible, but not necessarily reduced. We discuss the
general case in Appendix A.
Let B = {αi | i ∈ I0} be a base of R, where I0 = {1, 2, . . . , n}. Thus B is a subset
of R such that (i) B is a vector space basis of E, and (ii) each root in R can be written
as a linear combination of elements of B with integer coefficients which are either all
nonnegative or all nonpositive. We say that α ∈ R is positive (respectively negative) if
the expression for α from (ii) has only nonnegative (respectively nonpositive) coefficients.
Let R+ (respectively R−) be the set of all positive (respectively negative) roots. Thus
R− = −R+ and R = R+ ∪R−, where the union is disjoint.
Define the height (with respect to B) of α =
∑
i∈I0 kiαi ∈ R by ht(α) =
∑
i∈I0 ki. By
[5, VI, §1 No.8, Proposition 25] there exists a unique root α˜ ∈ R whose height is maximal,
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and defining numbers mi by
α˜ =
∑
i∈I0
miαi (3.1.1)
we have mi ≥ 1 for all i ∈ I0. To complete the notation we define m0 = 1.
The dual (or inverse) of R is R∨ = {α∨ | α ∈ R}. The elements of R∨ are called coroots
of R. By [5, VI, §1, No.1, Proposition 2] R∨ is an irreducible root system which is reduced
if and only if R is.
We define a dual basis {λi}i∈I0 of E by 〈λi, αj〉 = δi,j. Recall that the coroot lattice
Q of R is the Z-span of R∨, and the coweight lattice P of R is the Z-span of {λi}i∈I0.
Elements of P are called coweights (of R), and the vectors λi, i ∈ I0, are called fundamental
coweights. It is clear that Q ⊆ P . We call a coweight λ = ∑i∈I0 aiλi dominant if ai ≥ 0
for all i ∈ I0, and we write P+ for the set of all dominant coweights.
Let R and R′ be root systems in vector spaces E and E ′, respectively. We call R and R′
isomorphic if there exists a vector space isomorphism φ : E → E ′ mapping R to R′, such
that 〈φ(α), φ(β)∨〉 = 〈α, β∨〉 for all α, β ∈ R. The irreducible root systems have been
classified up to isomorphism [5, VI, §4]. The irreducible reduced systems are labelled by
symbols An (n ≥ 1), Bn (n ≥ 2), Cn (n ≥ 2), Dn (n ≥ 4), E6, E7, E8, F4 and G2. No two
systems in the above list are isomorphic, except that B2 is isomorphic to C2 (we keep both
systems to maintain certain dualities between R and R∨).
Example 3.1.2. For the A2 root system we may take E = {ξ ∈ R3 | ξ1 + ξ2 + ξ3 = 0}
and R = {±(ei − ej) | 1 ≤ i < j ≤ 3}. Let α1 = e1 − e2 and α2 = e2 − e3. Then
B = {α1, α2} is a base of R. We compute λ1 = 23e1 − 13e2 − 13e3 and λ2 = 13e1 + 13e2 − 23e3.
For the C2 root system we may take E = R2 and R = ±{e1 − e2, e1 + e2, 2e1, 2e2}. Let
α1 = e1 − e2 and α2 = 2e2. Then B = {α1, α2} is a base of R, and we have λ1 = e1 and
λ2 =
1
2
e1 +
1
2
e2. These systems are shown in Figure 3.1.1.
α1
α2
α1
α2
The root system A2 The root system C2
λ2
λ1 λ2
λ1
Figure 3.1.1
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For each n ≥ 1, there is exactly one irreducible non-reduced root system (up to isomor-
phism) of rank n, denoted by BCn. To describe this system, we may take E = Rn with the
usual inner product, and let αj = ej− ej+1 for 1 ≤ j < n and αn = en. Then B = {αj}nj=1,
and R+ = {ek, 2ek, ei + ej, ei − ej | 1 ≤ k ≤ n, 1 ≤ i < j ≤ n}. Notice that R∨ = R, and
one easily sees that Q = P .
3.2. Hyperplane Arrangements and Reflection Groups
Let R be an irreducible (but not necessarily reduced) root system, and for each α ∈ R
and k ∈ Z let Hα;k = {x ∈ E | 〈x, α〉 = k}. Let H denote the family of these (affine)
hyperplanes Hα;k, α ∈ R, k ∈ Z. Note that Hα;0 = Hα for all α ∈ R. We denote by H0 the
family of these hyperplanes Hα, α ∈ R.
Given Hα;k ∈ H, the associated orthogonal reflection is the map sα;k : E → E given by
sα;k(x) = x− (〈x, α〉 − k)α∨ for all x ∈ E. Note that sα;0 = sα for all α ∈ R. We write si
in place of sαi . The Weyl group of R, denoted W0(R), or simply W0, is the subgroup of
GL(E) generated by the reflections sα, α ∈ R, and the affine Weyl group of R, denoted
W (R), or simply W , is the subgroup of Aff(E) generated by the reflections sα;k, α ∈ R,
k ∈ Z. Here Aff(E) is the set of maps x 7→ Tx + v, T ∈ GL(E), v ∈ E. Writing tv for
the translation x 7→ x+ v, we consider E as a subgroup of Aff(E) by identifying v and tv.
We have Aff(E) = GL(E) nE, and W ∼= W0 nQ. Note that W0(R∨) = W0(R) [5, VI, §1,
No.1].
Let s0 = sα˜;1, define I = I0 ∪ {0}, and let S0 = {si | i ∈ I0} and S = {si | i ∈ I}.
The group W0 (respectively W ) is a Coxeter group over I0 (respectively I) generated by S0
(respectively S).
We write Σ = Σ(R) for the vector space E equipped with the sectors, chambers and
vertices as defined below. The open connected components of E\⋃H∈HH are called the
chambers of Σ (this terminology is motivated by building theory, and differs from that used
in [5] where there are chambers and alcoves), and we write C(Σ) for the set of chambers
of Σ. Since R is irreducible, each C ∈ C(Σ) is an open (geometric) simplex [5, V, §3, No.9,
Proposition 8]. Call the extreme points of the sets C, C ∈ C(Σ), vertices of Σ, and write
V (Σ) for the set of all vertices of Σ.
The choice of B gives a natural fundamental chamber C0.
C0 = {x ∈ E | 〈x, αi〉 > 0 for all i ∈ I0 and 〈x, α˜〉 < 1}, (3.2.1)
where we use the notation of (3.1.1).
The fundamental sector of Σ is
S0 = {x ∈ E | 〈x, αi〉 > 0 for all i ∈ I0}, (3.2.2)
and the sectors of Σ are the sets λ+wS0, where λ ∈ P and w ∈ W0. The sector S = λ+wS0
is said to have base vertex λ (we will see in Section 3.4 that λ is indeed a vertex of Σ).
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The group W0 acts simply transitively on the set of sectors based at 0, and S0 is a
fundamental domain for the action of W0 on E. Similarly, W acts simply transitively on
C(Σ), and C0 is a fundamental domain for the action of W on E [5, VI, §1-3]. It follows
easily from [5, VI, §2, No.2, Proposition 4(ii)] that W0 acts simply transitively on the set
of C ∈ C(Σ) with 0 ∈ C.
3.3. A Geometric Realisation of the Coxeter Complex
The set C(Σ) from Section 3.2 forms a chamber system over I if we declare wC0 ∼i wC0
and wC0 ∼i wsiC0 for each w ∈ W and each i ∈ I. The map w 7→ wC0 is an isomorphism
of the Coxeter complex C(W ) of Section 1.5 onto this chamber system, and so Σ may be
regarded as a geometric realisation of C(W ) (see Example 1.5.1).
Furthermore, Σ may be naturally regarded as a labelled simplicial complex with vertex
set V (Σ) by taking maximal simplices to be the sets V (C), C ∈ C(Σ), where V (C) denotes
the vertex set of C. The type map on Σ is constructed as follows. The vertices of C0 are
{0} ∪ {λi/mi | i ∈ I0} (see [5, VI, §2, No.2]), and we declare τ(0) = 0 and τ(λi/mi) = i
for i ∈ I0. This extends to a unique labelling τ : V (Σ)→ I (see [9, Lemma 1.5]).
Recall the definition of Σ(W ) from Section 1.5. The map ψ : Σ → Σ(W ) of simplicial
complexes given by ψ(x) = wWI\{i} if x is the type i vertex of wC0 is a (well defined)
type preserving isomorphism of simplicial complexes. Thus Σ may also be regarded as a
geometric realisation of Σ(W ) (see Example 1.5.1). The natural action of W on Σ is type
preserving [7, Theorem, p.58].
3.4. Special and Good Vertices of Σ
Following [5, V, §3, No.10], a point v ∈ E is said to be special if for every H ∈ H
there exists a hyperplane H ′ ∈ H parallel to H such that v ∈ H ′. Note that in our set-up
0 ∈ E is special. Each special point is a vertex of Σ [5, V, §3, No.10], and thus we will
call the special points special vertices. Note that in general not all vertices are special (for
example, in the C˜2 and G˜2 complexes). When R is reduced P is the set of special vertices
of Σ [5, VI, §2, No.2, Proposition 3]. When R is non-reduced then P is a proper subset of
the special vertices of Σ (see Example 3.4.3).
To deal with the reduced and non-reduced cases simultaneously, we define the good
vertices of Σ to be the elements of P . On the first reading the reader is encouraged to
think of P as the set of all special vertices, for this is true unless R is of type BCn. Note
that, according to our definitions, every sector of Σ is based at a good vertex of Σ.
Lemma 3.4.1. Let IP = {τ(λ) | λ ∈ P}. Then IP = {i ∈ I | mi = 1}.
Proof. We have already noted that the vertices of C0 are {0}∪ {λi/mi | i ∈ I0}. The
good vertices of C0 are those in P , and thus have type 0 or i for some i with mi = 1. 
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Example 3.4.2 (R = C2). Take E = R2, α1 = e1−e2 and α2 = 2e2. Then B = {α1, α2}
and R+ = {α1, α2, α1 + α2, 2α1 + α2} (see Example 3.1.2).
C0
α1
α2
Figure 3.4.1
The dotted lines in Figure 3.4.1 are the hyperplanes {Hwα1;k | w ∈ W0, k ∈ Z}, and
the dashed lines are the hyperplanes {Hwα2;k | w ∈ W0, k ∈ Z}. We have λ1 = e1 and
λ2 =
1
2
(e1 + e2), and τ(0) = 0, τ(
1
2
e1) = 1 and τ(
1
2
(e1 + e2)) = 2. We have P = {(x, y) ∈
(1
2
Z)2 | x + y ∈ Z}, which coincides with the set of all special vertices (as expected, since
R is reduced here). Thus IP = {0, 2}.
Example 3.4.3 (R = BC2). Take E = R2, α1 = e1 − e2 and α2 = e2. Then B =
{α1, α2} and R+ = {α1, α2, α1 + α2, α1 + 2α2, 2α2, 2α1 + 2α2}.
C0
α1
2α2
α2
Figure 3.4.2
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The dotted lines in Figure 3.4.2 represent the hyperplanes in {Hwα1;k | w ∈ W0, k ∈ Z},
and solid lines represent the hyperplanes in {Hwα2;k | w ∈ W0, k ∈ Z}. The union of the
dashed and solid lines represent the hyperplanes in {Hw(2α2);k | w ∈ W0, k ∈ Z}.
In contrast to the previous example, here we have λ1 = e1 and λ2 = e1 + e2. The set
of special vertices and the vertex types are as in Example 3.4.2, but here P = Z2 (and so
IP = {0}, as expected from Lemma 3.4.1).
3.5. The Extended Affine Weyl Group
The extended affine Weyl group of R, denoted W˜ (R) or simply W˜ , is W˜ = W0 nP . In
particular, notice that for each λ ∈ P , the translation tλ : E → E, tλ(x) = x+ λ, is in W˜ .
In general W˜ is larger than W . In fact, W˜/W ∼= P/Q [5, VI, §2, No.3]. We note that
while W (Cn) = W (BCn), W˜ (Cn) is not isomorphic to W˜ (BCn).
The group W˜ permutes the chambers of Σ, but in general does not act simply transi-
tively. Recall [27, §2.2] that for w ∈ W˜ , the length of w is defined by
`(w) = |{H ∈ H | H separates C0 and w−1C0}| . (3.5.1)
We have `(w) = `(w−1) ([27, §2.2]), and so
`(w) = |{H ∈ H | H separates C0 and wC0}|.
When w ∈ W , (3.5.1) agrees with the definition of `(w) given previously for Coxeter groups.
The subgroup G = {g ∈ W˜ | `(g) = 0} will play an important role; it is the stabiliser
of C0 in W˜ . By [5, VI, §2, No.3] we have W˜ ∼= W n G, and furthermore, G ∼= P/Q, and
so G is a finite abelian group. Let w0 and w0λ denote the longest elements of W0 and W0λ
respectively, where
W0λ = {w ∈ W0 | wλ = λ}. (3.5.2)
Recall the definition of the numbers mi (with m0 = 1) from (3.1.1). Then
G = {gi | mi = 1} (3.5.3)
where g0 = 1 and gi = tλiw0λiw0 for i ∈ IP\{0} (see [5, VI, §2, No.3] in the reduced case
and note that G = {1} in the non-reduced case since G ∼= P/Q).
3.6. Automorphisms of Σ and D
An automorphism of Σ is a bijection ψ of E that maps chambers, and only chambers,
to chambers with the property that C ∼i D if and only if ψ(C) ∼i′ ψ(D) for some i′ ∈ I
(depending on C,D and i). Let Aut(Σ) denote the automorphism group of Σ. Clearly W0,
W and W˜ can be considered as subgroups of Aut(Σ), and we have W0 ≤ W ≤ W˜ ≤ Aut(Σ).
Note that in some cases W˜ is a proper subgroup of Aut(Σ). For example, if R is of type A2,
then the map a1λ1 + a2λ2 7→ a1λ2 + a2λ1 is in Aut(Σ) but is not in W˜ .
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Write D for the Coxeter graph ofW . Recall the definition of the type map τ : V (Σ)→ I
from Section 3.3.
Proposition 3.6.1. Let ψ ∈ Aut(Σ). Then there exists an automorphism σ ∈ Aut(D)
such that (τ ◦ ψ)(v) = (σ ◦ τ)(v) for all v ∈ V (Σ). If C ∼i D, then ψ(C) ∼σ(i) ψ(D).
Proof. The result follows from [7, p.64–65]. 
For each gi ∈ G (see (3.5.3)), let σi ∈ Aut(D) be the automorphism induced as in
Proposition 3.6.1. We call the automorphisms σi ∈ Aut(D) type-rotating (for in the A˜n
case they are the permutations k 7→ k+ i mod n+1), and we write Auttr(D) for the group
of all type-rotating automorphisms of D. Thus
Auttr(D) = {σi | i ∈ IP} . (3.6.1)
Note that since g0 = 1, σ0 = id.
Let D0 be the Coxeter graph of W0. We have [5, VI, §4, No.3]
Aut(D) = Aut(D0) n Auttr(D) . (3.6.2)
The group W˜ has a presentation with generators si, i ∈ I, and gj, j ∈ IP , and relations
(see [31, (1.20)])
(sisj)
mi,j = 1 for all i, j ∈ I, and
gjsig
−1
j = sσj(i) for all i ∈ I and j ∈ IP .
(3.6.3)
Proposition 3.6.2. Let i ∈ IP and σ ∈ Auttr(D).
(i) σi(0) = i.
(ii) If σ(i) = i, then σ = σ0 = id.
(iii) Auttr(D) acts simply transitively on the good types of D.
Proof. (i) follows from the formula gi = tλiw0λiw0 (i ∈ I0) given in Section 3.5. By (i)
we have (σ−1i ◦ σ ◦ σi)(0) = 0, and so σ−1i ◦ σ ◦ σi = σ0 = id. Thus (ii) holds, and (iii) is
now clear. 
Proposition 3.6.3. Let ψ ∈ Aut(Σ).
(i) The image under ψ of a gallery in Σ is again a gallery in Σ.
(ii) A gallery in Σ is minimal if and only if its image under ψ is minimal.
(iii) There exists a unique σ ∈ Aut(D) so that ψ maps galleries of type f to galleries
of type σ(f). If ψ = w ∈ W˜ then σ ∈ Auttr(D). If w = w′gi, where w′ ∈ W , then
σ = σi.
(iv) If ψ ∈ W˜ maps λ ∈ P to µ ∈ P , then the induced automorphism from (iii) is
σ = σm ◦ σ−1l , where l = τ(λ) and m = τ(µ).
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Proof. (i) and (ii) are obvious.
(iii) The first statement follows easily from Proposition 3.6.1, and the remaining state-
ments follow from the definition of Auttr(D).
(iv) Since σ(l) = m, we have (σ ◦ σl)(0) = σm(0), and so σ = σm ◦ σ−1l by Proposi-
tion 3.6.2. 
Proposition 3.6.4. x 7→ −x is an automorphism of Σ.
Proof. The map x 7→ −x maps H to itself and is continuous, and so maps chambers
to chambers. If C ∼i D and C 6= D then there is only one H ∈ H separating C and D,
and then −H is the only hyperplane in H separating −C and −D, and so −C ∼i′ −D for
some i′ ∈ I. 
Definition 3.6.5. Let σ∗ ∈ Aut(D) be the automorphism of D induced by the auto-
morphism x 7→ −x of Σ (see Proposition 3.6.4). Furthermore, for λ ∈ P let λ∗ = w0(−λ),
where w0 is the longest element of W0. Finally, for l ∈ IP let l∗ = τ(λ∗), where λ ∈ P is
any vertex with τ(λ) = l.
We need to check that the definition of l∗ is unambiguous. If τ(λ) = τ(µ), then λ = wµ
for some w ∈ W . Since W = W0 nQ we have w = w′tγ for some w′ ∈ W0 and γ ∈ Q, and
so −λ = −w′(γ+µ) = w′t−γ(−µ) = w′′(−µ) for some w′′ ∈ W . Thus τ(−λ) = τ(−µ), and
so τ(λ∗) = τ(µ∗).
Note that in general σ∗ is not an element of Auttr(D). In the BCn case, σ∗ is the
identity, for the map x 7→ −x fixes the good type 0, implying that σ∗ = id by direct
consideration of the Coxeter graph.
Proposition 3.6.6. If λ ∈ P+, then λ∗ ∈ P+.
Proof. Observe that w0(−S0) = S0 since −S0 is a sector that lies on the opposite side
of every wall to S0. Thus w0(−λ) ∈ P+. 
3.7. Special Group Elements and Technical Results
For i ∈ I, let Wi = WI\{i} (this extends our notation for W0). Given λ ∈ P+, define
t′λ to be the unique element of W such that tλ = t
′
λg for some g ∈ G, and, using [5, VI,
§1, Exercise 3], let wλ be the unique minimum length representative of the double coset
W0t
′
λWl, where l = τ(λ). Fix a reduced word fλ ∈ I∗ such that sfλ = wλ.
Proposition 3.7.1. Let λ ∈ P+ and i ∈ IP . Suppose that τ(λ) = l, and write j = σi(l).
Then gj = gigl and tλ = t
′
λgl.
Proof. We see that gj = gigl since the image of 0 under both functions is the same.
Temporarily write tλ = t
′
λgλ, and so gλ = t
′
λ
−1tλ. Observe that gλ(0) = vk for some k ∈ IP
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(here vk is the type k vertex of C0). But (t
′
λ
−1tλ)(0) = t′λ
−1(λ) = vl, since t′λ is type
preserving. Thus vk = vl, so k = l, and so gλ = gl. 
Recall that σ ∈ Aut(D) induces an automorphism (which we also denote by σ) of W
as in (1.1.2). From (3.6.3) we have the following.
Lemma 3.7.2. Let λ ∈ P and l = τ(λ). Then glW0g−1l = Wl = σl(W0), and so Wl is
the stabiliser of the type l vertex vl of C0.
Proposition 3.7.3. Let λ ∈ P+. Then
(i) wλ = tλw0λw0g
−1
l = t
′
λσl(w0λw0), where l = τ(λ), and w0λ and w0 are the longest
elements of W0λ and W0 respectively.
(ii) λ ∈ wλC0, and wλC0 is the unique chamber nearest C0 with this property,
(iii) wλC0 ⊆ S0.
Proof. (i) By Proposition 3.7.1 and Lemma 3.7.2 we have W0tλW0 = W0t
′
λglW0 =
W0t
′
λWlgl, and so it follows that the double coset W0tλW0 has unique minimal length
representative mλ = wλgl. By [27, (2.4.5)] (see also [31, (2.16)]) we have mλ = tλw0λw0,
proving the first equality in (i). Then
wλ = mλg
−1
l = tλw0λw0g
−1
l = t
′
λglw0λw0g
−1
l = t
′
λσl(w0λw0).
(ii) With mλ as above we have mλ(0) = (tλw0λw0)(0) = λ, so λ ∈ mλC0. Now
wλ = mλg
−1
l , and since g
−1
l ∈ G fixes C0 we have λ ∈ wλC0.
To see that wλ is the unique chamber nearest C0 that contains λ in its closure, notice
that by Lemma 3.7.2 the stabiliser of λ in W is t′λWlt
′−1
λ , which acts simply transitively
on the set of chambers containing λ in their closure. So if wC0 is a chamber containing
λ in its closure, then wC0 = (t
′
λwlt
′−1
λ )t
′
λ(C0) = t
′
λwlC0 for some wl ∈ Wl. Thus we have
w = t′λwl ∈ t′λWl ⊂ W0t′λWl, and so `(wλ) ≤ `(w). The uniqueness follows from [35,
Theorem 2.9].
We now prove (iii). The result is clear if λ = 0, so let λ ∈ P+\{0}. If λ ∈ S0 then
S0 ∩ wλC0 6= ∅, and so wλC0 ⊆ S0 since wλC0 is connected and contained in E\
⋃
H∈H0 H.
Now suppose that λ ∈ S0\S0, so λ ∈ Hα for some α ∈ B. Let C0, C1, . . . , Cm = wλC0
be the gallery of type fλ from C0 to wλC0. If wλC0 * S0 then this gallery crosses the
wall Hα, so let Ck be the first chamber on the opposite side of Hα to C0. The sequence
C0, . . . , Ck−1, sα(Ck), . . . , sα(wλC0) joins 0 to λ as sα(λ) = λ. Since Ck−1 = sα(Ck), there
exists a gallery joining 0 to λ of length strictly less than m, a contradiction. 
Each coset wW0λ, w ∈ W0, has a unique minimal length representative. To see this,
by Lemma 4.2.1 W0λ is the subgroup of W0 generated by S0λ = {s ∈ S0 | sλ = λ}, and
the result follows by applying [5, IV, §1, Exercise 3]. We write W λ0 for the set of minimal
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length representatives of elements of W0/W0λ. The following proposition records some
simple facts.
Proposition 3.7.4. Let λ ∈ P+ and write l = τ(λ). Then
(i) t′λ = wλwl for some wl ∈ Wl, and `(t′λ) = `(wλ) + `(wl).
(ii) Each w ∈ W0 can be written uniquely as w = uv with u ∈ W λ0 and v ∈ W0λ, and
moreover `(w) = `(u) + `(v).
(iii) For v ∈ W0λ, vwλ = wλwlσl(v)w−1l where wl ∈ Wl is as in (i). Moreover
`(vwλ) = `(v) + `(wλ) = `(wλ) + `(wlσl(v)w
−1
l ).
(iv) Each w ∈ W0wλWl can be written uniquely as w = uwλw′ for some u ∈ W λ0 and
w′ ∈ Wl, and moreover `(w) = `(u) + `(wλ) + `(w′).
Proof. (i) follows from the proof of Proposition 3.7.3 and [5, VI, §1, Exercise 3].
(ii) is immediate from the definition of W λ0 , and [5, VI, §1, Exercise 3].
(iii) Observe first that vtλ = tλv in the extended affine Weyl group, for vtλv
−1 = tvλ
for all v ∈ W0, and tvλ = tλ if v ∈ W0λ. Since tλ = t′λgl (see Proposition 3.7.1) we have
vt′λ = vtλg
−1
l = tλvg
−1
l = t
′
λ(glvg
−1
l ) = t
′
λσl(v),
and so from (i), vwλ = wλwlσl(v)w
−1
l . By [5, IV, §1, Exercise 3] we have `(vwλ) =
`(v)+`(wλ); in fact, `(wwλ) = `(w)+`(wλ) for all w ∈ W0. Observe now that wsαw−1 = swα
for w ∈ W0, and it follows that `(wlσl(v)w−1l ) = `(v).
(iv) By [5, IV, §1, Exercise 3] each w ∈ W0wλWl can be written as w = w1wλw2 for
some w1 ∈ W0 and w2 ∈ Wl with `(w) = `(w1) + `(wλ) + `(w2). Write w1 = uv where
u ∈ W λ0 and v ∈ W0λ as in (ii). Then by (iii)
w1wλw2 = uvwλw2 = uwλ(wlσl(v)w
−1
l w2),
and so each w ∈ W0wλWl can be written as w = uwλw′ for some u ∈ W λ0 and w′ ∈ Wl with
`(w) = `(u) + `(wλ) + `(w
′). Suppose that we have two such expressions w = u1wλw′1 =
u2wλw
′
2 where u1, u2 ∈ W λ0 and w′1, w′2 ∈ Wl. Write vl for the type l vertex of C0. Then
(u1wλw
′
l)(vl) = (u1wλ)(vl) = u1λ, and similarly (u2wλw
′
2)(vl) = u2λ. Thus u
−1
1 u2 ∈ W0λ,
and so u1W0λ = u2W0λ, forcing u1 = u2. This clearly implies that w
′
1 = w
′
2 too, completing
the proof. 
Recall the definitions of σ∗, λ∗ and l∗ from Definition 3.6.5.
Proposition 3.7.5. Let λ ∈ P+ (so λ∗ ∈ P+ too), and write τ(λ) = l.
(i) σ2∗ = id and σ∗(0) = 0.
(ii) σ∗(wλ) = wλ∗ and σ∗(l) = l∗.
(iii) σ∗ ◦ σi ◦ σ−1∗ = σi∗ for all i ∈ IP .
(iv) wλ∗ = σ
−1
l (w
−1
λ ).
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Proof. (i) is clear, since −(−x) = x for all x ∈ E.
(ii) Let ψ be the automorphism of Σ given by ψ(x) = w0(−x) for all x ∈ E. Then the
automorphism of D induced by ψ is σ∗ (see Proposition 3.6.1). Let C0, . . . , Cm = wλC0 be
the gallery of type fλ in Σ starting at C0, and so ψ(C0), . . . , ψ(Cm) is a minimal gallery
of type σ∗(fλ) (see Proposition 3.6.3). Observe that ψ(C0) = C0 and λ∗ ∈ ψ(Cm). The
gallery ψ(C0), . . . , ψ(Cm) from C0 to λ
∗ cannot be replaced by any shorter gallery joining C0
and λ∗, for if so, by applying ψ−1 we could obtain a gallery from C0 to λ of length < `(wλ).
Thus ψ(Cm) = Cλ∗ by Proposition 3.7.3, and so σ∗(fλ) ∼ fλ∗. Therefore σ∗(wλ) = wλ∗,
and so σ∗(l) = l∗.
(iii) Since Auttr(D) is normal in Aut(D) (see (3.6.2)) we know that σ∗ ◦ σi ◦ σ−1∗ = σk
for some k ∈ IP . By (i) and (ii) we have (σ∗ ◦ σi ◦ σ−1∗ )(0) = i∗ and the result follows.
(iv) Let C0, . . . , Cm be the gallery from (ii) and write fλ = i1 · · · im. Then Cm, . . . , C0
is a gallery of type rev(fλ) = im · · · i1 joining λ to 0. Let ψ = w0 ◦w−10λ ◦ t−λ : Σ→ Σ where
w0λ is the longest element of W0λ. By Proposition 3.7.3(i) we have
ψ(Cm) = (w0 ◦ w−10λ ◦ t−λ ◦ wλ)(C0) = C0.
Thus by Proposition 3.6.3 C0 = ψ(Cm), . . . , ψ(C0) is a gallery of type σ
−1
l (rev(fλ)) joining
0 to λ∗ (since λ∗ ∈ ψ(C0)). Since no shorter gallery joining 0 to λ∗ exists (for if so apply
ψ−1 to obtain a contradiction) it follows that
wλ∗ = σ
−1
l (srev(fλ)) = σ
−1
l (s
−1
fλ
) = σ−1l (w
−1
λ ) . 
3.8. Affine Buildings
Here we consider buildings as simplicial complexes, as in Definition 1.6.2.
A building X is called affine if the associated Coxeter group W is an affine Weyl group.
To study the algebra A of the next chapter, it is convenient to associate a root system
R to each irreducible locally finite regular affine building. If X is of type W , we wish to
choose R so that (among other things) (i) the affine Weyl group of R is isomorphic to W ,
and (ii) qσ(i) = qi for all i ∈ I and σ ∈ Auttr(D) (note that Auttr(D) depends on the choice
of R, see (3.6.1)).
It turns out (as should be expected) that the choice of R is in most cases straight
forward; for example, if X is of type F˜4 then choose R to be a root system of type F4 (and
call X an affine building of type F4). The regular buildings of types A˜1 and C˜n (n ≥ 2)
are the only exceptions to this rule, and in these cases the non-reduced root systems BCn
(n ≥ 1) play an important role. Let us briefly describe why.
Using Proposition 1.7.1(ii) we see that the parameters of a regular C˜n (n ≥ 2) building
must be as follows:
q0 q14 q1 q1 q1 qn4
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If we choose R to be a Cn root system then the automorphism σn ∈ Auttr(D) interchanges
the left most and right most nodes, and so condition (ii) is not satisfied (unless q0 = qn).
If, however, we take R to be a BCn root system, then Auttr(D) = {id}, and so both
conditions (i) and (ii) are satisfied.
Thus, in order to facilitate the statements of later results, we rename regular C˜n (n ≥ 2)
buildings, and call them affine buildings of type BCn (or B˜Cn (n ≥ 2) buildings). We
reserve the name ‘C˜n building’ for the special case when q0 = qn in the above parameter
system. For a similar reason we rename regular A˜1 buildings (which are semi-homogeneous
trees) and call them affine buildings of type BC1 (or B˜C1 buildings), and reserve the
name ‘A˜1 building’ for homogeneous trees. With these conventions we make the following
definitions.
Definition 3.8.1. Let X be an affine building of type R with vertex set V , and
let Σ = Σ(R). Let Vsp(Σ) denote the set of all special vertices of Σ (see Section 3.4), and
let Isp = {τ(λ) | λ ∈ Vsp(Σ)}.
(i) A vertex x ∈ V is said to be special if τ(x) ∈ Isp. We write Vsp for the set of all
special vertices of X .
(ii) A vertex x ∈ V is said to be good if τ(x) ∈ IP , where IP is as in Section 3.4. We
write VP for the set of all good vertices of X .
Clearly VP ⊂ Vsp. In fact if R is reduced, then by the comments made in Section 3.4,
VP = Vsp. If R is non-reduced (so R is of type BCn for some n ≥ 1), then VP is the set of
all type 0 vertices of X (for IP = {0} by Lemma 3.4.1), whereas Vsp is the set of all type 0
and type n vertices of X .
Proposition 3.8.2. A vertex x ∈ V is good if and only if there exists an apartment A
containing x and a type preserving isomorphism ψ : A → Σ such that ψ(x) ∈ P .
Proof. Let x ∈ VP , and choose any apartment A containing x. Let ψ : A → Σ be a
type preserving isomorphism (from the building axioms). Then ψ(x) is a vertex in Σ with
type τ(x) ∈ IP , and so ψ(x) ∈ P . The converse is obvious. 
Remark 3.8.3. We note that infinite distance regular graphs are just B˜C1 buildings
in very thin disguise. To see the connection, given any p, q ≥ 1, construct a B˜C1 building
(that is, a semi-homogeneous tree) with parameters q0 = p and q1 = q. Construct a new
graph Γp,q with vertex set VP and vertices x, y ∈ VP connected by an edge if and only if
d(x, y) = 2. It is simple to see that Γp,q is the (graph) free product Kq ∗ · · · ∗Kq (p copies)
where Kq is the complete graph on q letters. By the classification ([20], [28]) Γp,q is infinite
distance regular, and all infinite distance regular graphs occur in this way.
Recall the definition of Autq(D) from (2.1.11).
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Theorem 3.8.4. The diagrams in Appendix E characterise the parameter systems of
the locally finite regular affine buildings. In each case Auttr(D) ∪ {σ∗} ⊆ Autq(D).
Proof. These parameter systems are found case by case using Proposition 1.7.1(ii) and
the classification of the irreducible affine Coxeter graphs. Note that Auttr(D)∪{σ∗} = {id}
if X is a B˜Cn building. Thus the final result follows by considering each Coxeter graph. 
CHAPTER 4
Vertex Set Averaging Operators
Let X be a regular affine building of type R (see Section 3.8). We will assume that R
is irreducible (see Appendix A for the general case).
For each λ ∈ P+ we will define an averaging operator Aλ, acting on the space of all
functions f : VP → C. These operators Aλ were defined in [39, II, §1.1.2] for homogeneous
trees, [11] and [29] for A˜2 buildings, and [10] for A˜n buildings.
We will study an associated algebra A , and show that it is commutative. A more
thorough description of A requires some Hecke algebra theory, and so will be discussed in
Chapter 5, where we show that there is an affine Hecke algebra H˜ such that B ∼= H , a
large subalgebra of H˜ , and A ∼= Z(H˜ ), the center of H˜ .
4.1. Initial Observations
Recall the definition of type preserving isomorphisms of labelled simplicial complexes
from Section 1.3.
Definition 4.1.1. Let A1 and A2 be apartments of X .
(i) An isomorphism ψ : A1 → A2 is called type-rotating if and only if it is of the
form ψ = ψ−12 ◦ w ◦ ψ1 where ψ1 : A1 → Σ and ψ2 : A2 → Σ are type preserving
isomorphisms, and w ∈ W˜ .
(ii) We have an analogous definition for isomorphisms ψ : A1 → Σ by omitting ψ2.
Proposition 4.1.2. Let A,A′ be any apartments and suppose that ψ : A → A′ is an
isomorphism. Then
(i) The image under ψ of a gallery in A is a gallery in A′.
(ii) A gallery in A is minimal if and only if its image under ψ is minimal.
(iii) There exists a unique automorphism σ ∈ Aut(D) so that ψ maps galleries of type f
in A to galleries of type σ(f) in A′. If ψ is type-rotating, then σ ∈ Auttr(D), and
(τ ◦ ψ)(x) = (σ ◦ τ)(x) for all vertices x of A.
(iv) If ψ is type-rotating and maps a type i ∈ IP vertex in A to a type j ∈ IP vertex
in A′, then the induced automorphism from (iii) is σ = σj ◦ σ−1i .
Proof. This follows from Proposition 3.6.3 and the definition of type-rotating isomor-
phisms. 
37
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Lemma 4.1.3. Suppose x ∈ VP is contained in the apartments A and A′ of X , and
suppose that ψ : A → Σ and ψ′ : A′ → Σ are type-rotating isomorphisms such that
ψ(x) = 0 = ψ′(x). Let ψ′′ : A → A′ be a type preserving isomorphism mapping x to x (the
existence of which is guaranteed by Definition 1.6.2). Then φ = ψ ′ ◦ ψ′′ ◦ ψ−1 is in W0.
Proof. Observe that φ : Σ → Σ has φ(0) = 0. Since ψ and ψ ′ are type-rotating
isomorphisms we have ψ = w ◦ ψ1 and ψ′ = w′ ◦ ψ′1 for some w,w′ ∈ W˜ and ψ1 : A → Σ,
ψ′1 : A′ → Σ type preserving isomorphisms. Therefore
φ = w′ ◦ ψ′1 ◦ ψ′′ ◦ ψ−11 ◦ w−1 = w′ ◦ φ′ ◦ w−1 , say .
Now φ′ = ψ′1 ◦ ψ′′ ◦ψ−11 : Σ→ Σ is a type preserving automorphism, as it is a composition
of type preserving isomorphisms. By [35, Lemma 2.2] we have φ′ = v for some v ∈ W ,
and hence φ = w′ ◦ v ◦w−1 ∈ W˜ . Since φ(0) = 0 and W˜ = W0 nP we in fact have φ ∈ W0,
completing the proof. 
4.2. The Sets Vλ(x)
The following definition gives the analogue of the partition {Cw(a)}w∈W used for the
chamber set of X . Let us first record the following lemma from [7, p.24] (or [18, §10.3,
Lemma B]). Recall the definition of the fundamental sector S0 from (3.2.2).
Lemma 4.2.1. Let w ∈ W0 and λ ∈ E. If λ′ = wλ ∈ S0 ∩ wS0 then λ′ = λ, and
w ∈ 〈{si | siλ = λ}〉.
Definition 4.2.2. Given x ∈ VP and λ ∈ P+, we define Vλ(x) to be the set of all
y ∈ VP such that there exists an apartment A containing x and y and a type-rotating
isomorphism ψ : A → Σ such that ψ(x) = 0 and ψ(y) = λ.
Notice that for all x ∈ VP and λ ∈ P+ we have Vλ(x) 6= ∅.
Proposition 4.2.3. Let Vλ(x) be as in Definition 4.2.2.
(i) Given x, y ∈ VP , there exists some λ ∈ P+ such that y ∈ Vλ(x).
(ii) If y ∈ Vλ(x) ∩ Vλ′(x) then λ = λ′.
(iii) Let y ∈ Vλ(x). If A is any apartment containing x and y, then there exists a
type-rotating isomorphism ψ : A → Σ such that ψ(x) = 0 and ψ(y) = λ.
Proof. First we prove (i). By Definition 1.6.2 there exists an apartment A containing
x and y and a type preserving isomorphism ψ1 : A → Σ. Let µ = ψ1(x) and ν = ψ1(y),
so µ, ν ∈ P . There exists a w ∈ W0 such that w(ν − µ) ∈ S0 ∩ P [18, p.55, exercise 14],
and so the isomorphism ψ = w ◦ t−µ ◦ ψ1 satisfies ψ(x) = 0 and ψ(y) = w(ν − µ) ∈ P+,
proving (i).
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We now prove (ii). Suppose that there are apartments A and A′ containing x and y,
and type-rotating isomorphisms ψ : A → Σ and ψ′ : A′ → Σ such that ψ(x) = ψ′(x) = 0
and ψ(y) = λ ∈ P+ and ψ′(y) = λ′ ∈ P+. We claim that λ = λ′.
By Definition 1.6.2(iii)′ there exists a type preserving isomorphism ψ′′ : A → A′ which
fixes x and y. Then φ = ψ′ ◦ ψ′′ ◦ ψ−1 : Σ→ Σ is a type-rotating automorphism of Σ that
fixes 0 and maps λ to λ′. By Lemma 4.1.3 we have φ = w for some w ∈ W0, and so we
have λ′ = wλ ∈ S0 ∩ wS0. Thus by Lemma 4.2.1 we have λ′ = λ.
Note first that (iii) is not immediate from the definition of Vλ(x). To prove (iii), by the
definition of Vλ(x) there exists an apartment A′ containing x and y, and a type-rotating
isomorphism ψ′ : A′ → Σ such that ψ′(x) = 0 and ψ′(y) = λ. Then by Definition 1.6.2(iii)′
there is a type preserving isomorphism φ : A → A′ fixing x and y. Then ψ = ψ′◦φ : A → Σ
has the required properties. 
Remark 4.2.4. Note that the assumption that ψ is type-rotating in Definition 4.2.2 is
essential for Proposition 4.2.3(ii) to hold. To see this we only need to look at an apartment
of an A˜2 building. The map a1λ1 + a2λ2 7→ a1λ2 + a2λ1, shown in Figure 4.2.1, is an
automorphism which maps λ1 to λ2. Thus if we omitted the hypothesis that ψ is type-
rotating in Definition 4.2.2, part (ii) of Proposition 4.2.3 would be false.
λ2λ1
Figure 4.2.1
Proposition 4.2.5. If y ∈ Vλ(x), then x ∈ Vλ∗(y) where λ∗ is as in Definition 3.6.5.
Proof. If ψ : A → Σ is a type-rotating isomorphism mapping x to 0 and y to λ,
then w0 ◦ t−λ ◦ ψ : A → Σ is a type-rotating isomorphism mapping y to 0 and x to
λ∗ = w0(−λ) ∈ P+ (see Proposition 3.6.6). 
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Lemma 4.2.6. Let x ∈ VP and λ ∈ P+. If y, y′ ∈ Vλ(x) then τ(y) = τ(y′).
Proof. Let A be an apartment containing x and y, and let A′ be an apartment
containing x and y′. Let ψ : A → Σ and ψ′ : A′ → Σ be type-rotating isomorphisms
with ψ(x) = ψ′(x) = 0 and ψ(y) = ψ′(y′) = λ. Thus χ = ψ′−1 ◦ ψ : A → A′ is a type
preserving automorphism since χ(x) = x (see Proposition 3.6.2). Since χ(y) = y ′ we have
τ(y) = τ(y′). 
In light of the above lemma we define τ(Vλ(x)) = τ(y) for any y ∈ Vλ(x).
Clearly the sets Vλ(x) are considerably more complicated objects than the sets Cw(a).
The following theorem provides an important connection between the sets Vλ(x) and Cw(a)
that will be relied on heavily in subsequent work. For c ∈ C and i ∈ I, let pii(c) be the
type i vertex of c. For the following theorem the reader is reminded of the definition of
wλ ∈ W and fλ ∈ I∗ from Section 3.7.
Theorem 4.2.7. Let x ∈ VP and λ ∈ P+. Suppose τ(x) = i and τ(Vλ(x)) = j, and let
a ∈ C be any chamber with pii(a) = x. Then
{b ∈ C|pij(b) ∈ Vλ(x)} =
⋃
w∈Wiσi(wλ)Wj
Cw(a) ,
where the union is disjoint.
Proof. Suppose first that y = pij(b) ∈ Vλ(x). Let a = c0, c1, . . . , cn = b be a minimal
gallery from a to b of type f , say. By [35, Theorem 3.8], all the ck lie in some apartment, A,
say. Let ψ : A → Σ be a type-rotating isomorphism such that ψ(x) = 0 and ψ(y) = λ (see
Proposition 4.2.3(iii)). Then ψ(c0), ψ(c1), . . . , ψ(cn) is a minimal gallery of type σ
−1
i (f) by
Proposition 4.1.2.
Recall the definition of the fundamental chamber C0 from (3.2.1). Since 0 is a vertex
of ψ(c0), we can construct a gallery from ψ(c0) to C0 of type e1, say, where se1 ∈ W0.
Similarly there is a gallery from wλC0 to ψ(cn) of type e2, where se2 ∈ Wσ−1i (j). Thus we
have a gallery
ψ(c0)
e1−→ C0 fλ−→ wλC0 e2−→ ψ(cn)
of type e1fλe2. Since Σ is a Coxeter complex, galleries (reduced or not) from one chamber
to another of types f1 and f2, say, satisfy sf1 = sf2 [35, p.12], so sσ−1i (f) = se1fλe2. Thus
δ(a, b) = sf = σi(sσ−1i (f)
) = σi(se1fλe2) = se′1sσi(fλ)se′2
where e′1 ∈ Wi and e′2 ∈ Wj. Thus b ∈ Cw(a) for some w ∈ Wiσi(wλ)Wj.
Now suppose that b ∈ Cw(a) for some w ∈ Wiσi(wλ)Wj. Let y = pij(b). By [35,
p.35, Exercise 1], there exists a gallery of type e′1σi(fλ)e
′
2 from a to b where e
′
1 ∈ Wi and
e′2 ∈ Wj. Let ck, ck+1, . . . , cl be the subgallery of type σi(fλ). Note that pii(ck) = x and
pij(cl) = y. Observe that σi(fλ) is reduced since σi ∈ Aut(D), and so all of the chambers cm,
4.3. THE CARDINALITIES |Vλ(x)| 41
k ≤ m ≤ l, lie in an apartment A, say. Let ψ : A → Σ be a type-rotating isomorphism
such that ψ(x) = 0. Thus ψ(ck), . . . , ψ(cl) is a gallery of type fλ in Σ (Proposition 4.1.2).
Since W0 acts transitively on the chambers C ∈ C(Σ) with 0 ∈ C (Section 3.2) there exists
w ∈ W0 such that w(ψ(ck)) = C0. Then ψ′ = w◦ψ : A → Σ is a type-rotating isomorphism
that takes the gallery ck, . . . , cl in A of type σi(fλ) to a gallery C0, . . . , ψ′(cl) of type fλ.
But in a Coxeter complex there is only one gallery of each type. So ψ ′(cl) must be wλ(C0),
and by considering types ψ′(y) = λ, and so y ∈ Vλ(x). 
For x ∈ V we write st(x) for the set of all chambers that have x as a vertex. Recall the
definition of Poincare´ polynomials from Definition 1.7.6.
Lemma 4.2.8. Let x ∈ VP . Then |st(x)| = W0(q). In particular, this value is indepen-
dent of the particular x ∈ VP .
Proof. Suppose τ(x) = i ∈ IP and let c0 be any chamber that has x as a vertex. Then
st(x) = {c ∈ C | δ(c0, c) ∈ Wi} =
⋃
w∈Wi
Cw(c0)
where the union is disjoint, and so |st(x)| = ∑w∈Wi qw. Theorem 3.8.4 now shows that
|st(x)| =
∑
w∈W0
qσi(w) =
∑
w∈W0
qw = W0(q). 
Note that if the hypothesis ‘let x ∈ VP ’ in Lemma 4.2.8 is replaced by the hypothesis
‘let x be a special vertex’, then in the non-reduced case it is no longer true in general that
|st(x)| = W0(q).
4.3. The Cardinalities |Vλ(x)|
In this section we will find a closed form for |Vλ(x)|. We need to return to the operators
Bw introduced in Chapter 2.
For each i ∈ I define an element   i ∈ B by
 
i =
1
Wi(q)
∑
w∈Wi
qwBw . (4.3.1)
Lemma 4.3.1. Let i ∈ I. Then   iBw = Bw   i =   i for all w ∈ Wi, and   2i =
 
i.
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Proof. Suppose s is a generator of Wi and set W
±
i = {w ∈ Wi | `(ws) = `(w)± 1}.
Then
Wi(q)
 
iBs =
∑
w∈W+i
qwBws +
∑
w′∈W−i
qw
(
1
qs
Bws +
(
1− 1
qs
)
Bw
)
=
∑
w∈W−i
qw
qs
Bw +
∑
w′∈W−i
qw
(
1
qs
Bws +
(
1− 1
qs
)
Bw
)
=
∑
w∈W−i
(
qw
qs
Bws + qwBw
)
=
∑
w∈W+i
qwBw +
∑
w∈W−i
qwBw = Wi(q)
 
i .
A similar calculation works for Bs
 
i too. It follows that
 
iBw = Bw
 
i =
 
i for all w ∈ Wi
and so
  2
i =
 
i. 
Recall the definition of W0λ from (3.5.2).
Theorem 4.3.2. Let λ ∈ P+ and write l = τ(λ). Then∑
w∈W0wλWl
qwBw =
W 20 (q)
W0λ(q)
qwλ
 
0Bwλ
 
l.
Proof. Recall from Corollary 2.1.7 that BvBw = Bvw whenever `(vw) = `(v) + `(w).
Then by Proposition 3.7.4(ii), Proposition 3.7.4(iii), Lemma 4.3.1 and Proposition 3.7.4(iv)
(in that order)
 
0Bwλ
 
l =
1
W0(q)
∑
u∈W λ0
∑
v∈W0λ
quqvBuBvBwλ
 
l
=
1
W0(q)
∑
u∈W λ0
∑
v∈W0λ
quqvBuBwλBw
l
σl(v)w
−1
l
 
l
=
1
W0(q)
∑
u∈W λ0
∑
v∈W0λ
quqvBuBwλ
 
l
=
W0λ(q)
W0(q)Wl(q)
q−1wλ
∑
w∈W0wλWl
qwBw,
and the result follows, since
Wl(q) =
∑
w∈Wl
qw =
∑
w∈W0
qσl(w) = W0(q)
by Proposition 3.8.4. 
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Lemma 4.3.3. Let λ ∈ P+, x ∈ VP , and y ∈ Vλ(x). Write τ(x) = i, τ(y) = j and
τ(λ) = l. Then σ−1i (j) = l, and so σj = σi ◦ σl.
Proof. Since y ∈ Vλ(x), there exists an apartment A containing x and y and a type-
rotating isomorphism ψ : A → Σ such that ψ(x) = 0 and ψ(y) = λ. Since ψ(x) = 0,
the σ from Proposition 4.1.2(iii) maps i to 0 and so is σ−1i . Thus λ = ψ(y) has type
σ(j) = σ−1i (j) and so l = σ
−1
i (j). Thus σj(0) = (σi ◦ σl)(0), and so σj = σi ◦ σl. 
Theorem 4.3.4. Let x ∈ VP and λ ∈ P+ with τ(λ) = l ∈ IP . Then
|Vλ(x)| = 1
W0(q)
∑
w∈W0wλWl
qw =
W0(q)
W0λ(q)
qwλ = |Vλ∗(x)| .
Proof. Let i = τ(x) and j = τ(Vλ(x)). Let Cλ(x) = {c ∈ C | pij(c) ∈ Vλ(x)} and
construct a map ψ : Cλ(x)→ Vλ(x) by c 7→ pij(c) for all c ∈ Cλ(x). Clearly ψ is surjective.
Observe that for each y ∈ Vλ(x) the set {c ∈ Cλ(x) | ψ(c) = y} has |st(y)| distinct ele-
ments, and so by Lemma 4.2.8 we see that ψ : Cλ(x)→ Vλ(x) is a W0(q)-to-one surjection.
Let c0 ∈ C be any chamber that has x as a vertex. Then by the above and Theorem 4.2.7
we have
|Vλ(x)| = |Cλ(x)|
W0(q)
=
1
W0(q)
∑
w∈Wiσi(wλ)Wj
|Cw(c0)| = 1
W0(q)
∑
w∈Wiσi(wλ)Wj
qw .
Since σ−1i (j) = l (Lemma 4.3.3) we have Wiσi(wλ)Wj = σi(W0wλWl), and so by Theo-
rem 3.8.4
|Vλ(x)| = 1
W0(q)
∑
w∈W0wλWl
qσi(w) =
1
W0(q)
∑
w∈W0wλWl
qw .
Let 1C : C → {1} be the constant function. Then (Bw1C)(c) = 1 for all c ∈ C, and so
we compute (
 
l1C)(c) = 1 for all c ∈ C. Thus by Theorem 4.3.2∑
w∈W0wλWl
qw =
W 20 (q)
W0λ(q)
qwλ.
Now, by Proposition 3.7.5 and Theorem 3.8.4 we have
|Vλ∗(x)| = 1
W0(q)
∑
w∈σ∗(W0wλWl)
qw =
1
W0(q)
∑
w∈W0wλWl
qw = |Vλ(x)|. 
Definition 4.3.5. For λ ∈ P+ we define Nλ = |Vλ(x)|, which is independent of x ∈ VP
by Theorem 4.3.4.
Note that Nλ = Nλ∗ , and since Vλ(x) 6= ∅ for all x ∈ VP and λ ∈ P+, we have Nλ > 0
for all λ ∈ P+.
We conclude this section by giving an alternative formula for Nλ.
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By [5, VI, §1, No.6, Corollary 3 to Proposition 17] we have `(w0w) = `(w0)− `(w) for
all w ∈ W0, and so writing W0(q−1) =
∑
w∈W0 q
−1
w we have
W0(q) =
∑
w∈W0
qw0w = qw0W0(q
−1). (4.3.2)
Each w˜ ∈ W˜ can be written uniquely as w˜ = wg where w ∈ W and g ∈ G, and we
define qw˜ = qw. In particular, qg = 1 for all g ∈ G, and it is clear that quv = quqv whenever
u, v ∈ W˜ satisfy `(uv) = `(u) + `(v). See Appendix B.1 for a calculation of qtλ.
Proposition 4.3.6. Let λ ∈ P+. Then
Nλ =
W0(q
−1)
W0λ(q−1)
qtλ .
Proof. Let l = τ(λ), and let w0 and w0λ be the longest elements of W0 and W0λ,
respectively. Since tλ = wλglw0w0λ and `(wλglw0w0λ) = `(wλgl) + `(w0w0λ) (see Proposi-
tion 3.7.3) we have qtλ = qwλqw0w0λ. Since `(w0w) = `(w0)− `(w) for all w ∈ W0 it follows
that qw0w0λ = qw0q
−1
w0λ
. Thus
qwλ = qtλq
−1
w0w0λ
= qtλq
−1
w0
qw0λ .
Since W0λ is a Coxeter group we have W0λ(q) = qw0λW0λ(q
−1), as in (4.3.2).
Putting all of this together the result follows. 
We say that λ ∈ P is strongly dominant if 〈λ, αi〉 > 0 for all i = 1, . . . , n, and we write
P++ for the set of all strongly dominant coweights. Note that when λ ∈ P++, W0λ = {1},
and so by Proposition 4.3.6
Nλ = W0(q
−1)qtλ for all λ ∈ P++. (4.3.3)
4.4. The Operators Aλ and the Algebra A
We now define the vertex set averaging operators on X .
Definition 4.4.1. For each λ ∈ P+, define an operator Aλ, acting on the space of all
functions f : VP → C, by
(Aλf)(x) =
1
Nλ
∑
y∈Vλ(x)
f(y) for all x ∈ VP .
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Lemma 4.4.2. The operators Aλ are linearly independent.
Proof. Suppose we have a relation
∑
λ∈P+ aλAλ = 0 , and fix x, y ∈ VP with y ∈ Vµ(x).
Then writing δy for the function taking the value 1 at y and 0 elsewhere,
0 =
∑
λ∈P+
aλ(Aλδy)(x) =
∑
λ∈P+
aλN
−1
λ δλ,µ = aµN
−1
µ ,
and so aµ = 0. 
Following the same technique used in (2.1.2) for the chamber set averaging operators,
we have
(AλAµf)(x) =
1
NλNµ
∑
y∈VP
|Vλ(x) ∩ Vµ∗(y)| f(y) for all x ∈ VP . (4.4.1)
Our immediate goal now is to understand the cardinalities |Vλ(x) ∩ Vµ∗(y)|.
Definition 4.4.3. We say that X is vertex regular if, for all λ, µ, ν ∈ P+,
|Vλ(x) ∩ Vµ∗(y)| = |Vλ(x′) ∩ Vµ∗(y′)| whenever y ∈ Vν(x) and y′ ∈ Vν(x′) ,
and strongly vertex regular if for all λ, µ, ν ∈ P+
|Vλ(x) ∩ Vµ∗(y)| = |Vλ∗(x′) ∩ Vµ(y′)| whenever y ∈ Vν(x) and y′ ∈ Vν∗(x′) .
Strong vertex regularity implies vertex regularity. To see this, suppose we are given
x, y, x′, y′ ∈ VP with y ∈ Vν(x) and y′ ∈ Vν(x′), and choose any pair x′′, y′′ ∈ VP with
y′′ ∈ Vν∗(x′′). Then if strong vertex regularity holds, we have
|Vλ(x) ∩ Vµ∗(y)| = |Vλ∗(x′′) ∩ Vµ(y′′)| = |Vλ(x′) ∩ Vµ∗(y′)| .
Lemma 4.4.4. Let y ∈ Vν(x) and suppose that z ∈ Vλ(x) ∩ Vµ∗(y). Write τ(x) = i,
τ(y) = j, τ(z) = k, τ(λ) = l, τ(µ) = m, and τ(ν) = n.
(i) σ−1i (k) = l, σ
−1
k (j) = m and σ
−1
i (j) = n. Thus σ
−1
i ◦ σk = σl, σ−1k ◦ σj = σm and
σ−1i ◦ σj = σn.
(ii) σn = σl ◦ σm.
Proof. (i) follows immediately from Lemma 4.3.3. To prove (ii), we have
σl ◦ σm = σ−1i ◦ σk ◦ σ−1k ◦ σj = σ−1i ◦ σj = σn. 
Recall the definition of the automorphism σ∗ ∈ Aut(D) from Section 3.6.
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Theorem 4.4.5. X is strongly vertex regular.
Proof. Let x, y ∈ VP with y ∈ Vν(x) and suppose that z ∈ Vλ(x) ∩ Vµ∗(y). Let
τ(x) = i, τ(y) = j and τ(z) = k. With the notation used in the proof of Theorem 4.3.4,
define a map ψ : Cλ(x)∩Cµ∗(y)→ Vλ(x)∩Vµ∗(y) by the rule ψ(c) = pik(c). As in the proof
of Theorem 4.3.4 we see that this is a W0(q)-to-one surjection, and thus by Theorem 4.2.7
|Vλ(x) ∩ Vµ∗(y)| = 1
W0(q)
∑
w1∈Wiσi(wλ)Wk
w2∈Wjσj(wµ∗ )Wk
|Cw1(a) ∩ Cw2(b)|
where a and b are any chambers with pii(a) = x and pij(b) = y. Notice that this implies
that δ(a, b) ∈ Wiσi(wν)Wj, by Theorem 4.2.7.
Writing τ(λ) = l and τ(ν) = n, Lemma 4.4.4(i) implies that
Wiσi(wλ)Wk = σi(W0wλσ
−1
i (Wk)) = σi(W0wλWσ−1i (k)
) = σi(W0wλWl) ,
Wjσj(wµ∗)Wk = σi(Wσ−1i (j)
(σ−1i ◦ σj)(wµ∗)Wσ−1i (k)) = σi(Wnσn(wµ∗)Wl)
and similarly Wiσi(wν)Wj = σi(W0wνWn). Applying Lemma 2.1.12 (with σ = σi) we
therefore have
|Vλ(x) ∩ Vµ∗(y)| = 1
W0(q)
∑
w1∈W0wλWl
w2∈Wnσn(wµ∗ )Wl
|Cw1(a′) ∩ Cw2(b′)| (4.4.2)
where a′, b′ are any chambers with δ(a′, b′) ∈ W0wνWn.
Vertex regularity follows from (4.4.2), for the value of |Vλ(x) ∩ Vµ∗(y)| is seen to only
depend on λ, µ and ν. To see that strong vertex regularity holds, we use Proposition 3.7.5
to see that
W0wλWl = σ∗(Wσ−1∗ (0)σ
−1
∗ (wλ)Wσ−1∗ (l)) = σ∗(W0wλ∗Wl∗) ,
Wnσn(wµ∗)Wl = σ∗(Wn∗(σ−1∗ ◦ σn ◦ σ∗)(wµ)Wl∗) = σ∗(Wn∗σn∗(wµ)Wl∗) ,
and similarly W0wνWn = σ∗(W0wν∗Wn∗). A further application of Lemma 2.1.12 (with
σ = σ∗) implies that
|Vλ(x) ∩ Vµ∗(y)| = 1
W0(q)
∑
w1∈W0wλ∗Wl∗
w2∈Wn∗σn∗ (wµ)Wl∗
|Cw1(a′′) ∩ Cw2(b′′)|
where a′′, b′′ are any chambers with δ(a′′, b′′) ∈ W0wν∗Wn∗. Thus by comparison with
(4.4.2) we have
|Vλ(x) ∩ Vµ∗(y)| = |Vλ∗(x′) ∩ Vµ(y′)|,
where x′, y′ ∈ VP are any vertices with y′ ∈ Vν∗(x′); that is, strong vertex regularity
holds. 
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Corollary 4.4.6. Let λ, µ ∈ P+. There exist numbers aλ,µ;ν ∈ Q+ such that
AλAµ =
∑
ν∈P+
aλ,µ;νAν and
∑
ν∈P+
aλ,µ;ν = 1 .
Moreover, |{ν ∈ P+ | aλ,µ;ν 6= 0}| is finite for all λ, µ ∈ P+.
Proof. Let v ∈ Vν(u) and set
aλ,µ;ν =
Nν
NλNµ
|Vλ(u) ∩ Vµ∗(v)| , (4.4.3)
which is independent of the particular pair u, v by vertex regularity. The numbers aλ,µ;ν
are clearly nonnegative and rational, and from (4.4.1) we have
(AλAµf)(x) =
∑
ν∈P+
( ∑
y∈Vν(x)
|Vλ(x) ∩ Vµ∗(y)|
NλNµ
f(y)
)
=
∑
ν∈P+
aλ,µ;ν
(
1
Nν
∑
y∈Vν(x)
f(y)
)
=
∑
ν∈P+
aλ,µ;ν(Aνf)(x) .
When f = 1VP : VP → {1} we see that
∑
aλ,µ;ν = 1.
We now show that only finitely many of the aλ,µ;ν ’s are nonzero for each fixed pair
λ, µ ∈ P+. Fix x ∈ VP and observe that aλ,µ;ν 6= 0 if and only if Vλ(x)∩Vµ∗(y) 6= ∅ for each
y ∈ Vν(x). Applying (NλAλ)(NµAµ) to the constant function 1VP : VP → {1}, we obtain∑
y∈VP
|Vλ(x) ∩ Vµ∗(y)| = NλNµ,
and hence Vλ(x) ∩ Vµ∗(y) 6= ∅ for only finitely many y ∈ VP . 
Definition 4.4.7. Let A be the linear span of {Aλ | λ ∈ P+} over C. The previous
corollary shows that A is an associative algebra.
We refer to the numbers aλ,µ;ν in Corollary 4.4.6 as the structure constants of the
algebra A .
Theorem 4.4.8. The algebra A is commutative.
Proof. We need to show that aλ,µ;ν = aµ,λ,ν for all λ, µ, ν ∈ P+. Fixing any pair u, v
in VP with v ∈ Vν(u), strong vertex regularity implies that
aλ,µ;ν =
Nν
NλNµ
|Vλ(u) ∩ Vµ∗(v)| = Nν
NλNµ
|Vλ∗(v) ∩ Vµ(u)| = aµ,λ;ν
completing the proof. 
Note that a similar calculation using Theorem 4.3.4 (specifically the fact thatNλ = Nλ∗)
shows that aλ,µ;ν = aλ∗,µ∗;ν∗ for all λ, µ, ν ∈ P+.
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Remark 4.4.9. Let X be a set and let K be a partition of X × X such that ∅ /∈ K
and {(x, x) | x ∈ X} ∈ K. For k ∈ K, define k∗ = {(y, x) | (x, y) ∈ k}, and for each x ∈ X
and k ∈ K define k(x) = {y ∈ X | (x, y) ∈ k}. Recall [46] that an association scheme is a
pair (X,K) as above such that (i) k ∈ K implies that k∗ ∈ K, and (ii) for each k, l,m ∈ K
there exists a cardinal number ek,l;m such that
(x, y) ∈ m implies that |k(x) ∩ l∗(y)| = ek,l;m .
Let X = VP , and for each λ ∈ P+ let λ′ = {(x, y) | y ∈ Vλ(x)}. Then L = {λ′ | λ ∈ P+}
forms a partition of VP × VP , and λ′(x) = Vλ(x) for x ∈ VP .
By vertex regularity it follows that the pair (VP , L) forms an association scheme, and
the cardinal numbers eλ′,µ′;ν′ are simply NλNµN
−1
ν aλ,µ;ν . By strong vertex regularity this
association scheme also satisfies the condition eλ′,µ′;ν′ = eµ′,λ′;ν′ for all λ, µ, ν ∈ P+ (see
[46, p.1, footnote]).
Note that the algebra A is essentially the Bose-Mesner algebra of the association
scheme (VP , L) (see [2, Chapter 2]). With reference to Remark 3.8.3, the above construction
generalises the familiar construction of association schemes from infinite distance regular
graphs (see [2, §1.4.4] for the case of finite distance regular graphs).
Recall the definition of the numbers bw1,w2;w3 given in Corollary 2.1.8.
Proposition 4.4.10. Let τ(λ) = l and τ(ν) = n. Suppose that y ∈ Vν(x) and that
Vλ(x) ∩ Vµ∗(y) 6= ∅. Then
aλ,µ;ν =
W0λ(q)W0µ(q)
W0ν(q)W
2
0 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2bw1,w2;wν
Proof. By Lemma 4.4.4(ii) we have σn = σl ◦ σm. Thus by Proposition 3.7.5(iv) we
have Wnσn(wµ∗)Wl = (Wlσl(wµ)Wn)
−1, and so by (4.4.2) we see that
|Vλ(x) ∩ Vµ∗(y)| = 1
W0(q)
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
|Cw1(a) ∩ Cw−12 (b)| (4.4.4)
whenever δ(a, b) ∈ W0wνWn.
By Proposition 2.1.10 (and the proof thereof) we have
|Cw1(a) ∩ Cw−12 (b)| = qw1qw2(Bw1Bw2δb)(a) ,
and the result now follows from (4.4.4) by using Theorem 4.3.4 and the definitions of aλ,µ;ν
and bw1,w2;w3, by choosing b ∈ Cwν (a). 
We conclude this section by recording an identity for later use.
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Proposition 4.4.11. Let λ, µ, ν ∈ P+. Then
aλ,µ;ν∗
Nν
=
aν,µ;λ∗
Nλ
=
aλ,ν;µ∗
Nµ
.
Proof. Since
(AλAµ)Aν =
∑
ζ∈P+
( ∑
η∈P+
aλ,µ;ηaη,ν;ζ
)
Aζ
and
Aλ(AµAν) =
∑
ζ∈P+
( ∑
η∈P+
aµ,ν;ηaλ,η;ζ
)
Aζ ,
we have ∑
η∈P+
aλ,µ;ηaη,ν;ζ =
∑
η∈P+
aµ,ν;ηaλ,η;ζ for all ζ ∈ P+.
Since aλ,µ;0 = N
−1
λ δλ,µ∗ we see that aλ,µ;ν∗/Nν = aµ,ν;λ∗/Nλ, and the result follows by
commutativity. 
Remark 4.4.12. There is a similar identity to that in Proposition 4.4.11 for the alge-
bra B. Indeed, there is a similar identity for any association scheme (see [46, Lemma 1.1.3]).
4.5. Subalgebras of A
Let L be a lattice satisfying
Q ⊆ L ⊆ P. (4.5.1)
Lemma 4.5.1. With L as above, if λ ∈ L and µ ∈ P satisfy τ(λ) = τ(µ), then µ ∈ L.
Thus L is stable under W0.
Proof. If τ(λ) = τ(µ), then µ−λ ∈ Q, proving the first statement since Q ⊆ L. Thus
if λ ∈ L and w ∈ W0, we have wλ ∈ L since τ(wλ) = τ(λ). Hence W0L = L. 
Let IL = {τ(λ) | λ ∈ L} and VL = {x ∈ V | τ(x) ∈ IL} (here V is the vertex set of X ).
Clearly {0} = IQ ⊆ IL ⊆ IP and VQ ⊆ VL ⊆ VP .
Let AL be the linear span of {Aλ | λ ∈ L} over C. Thus AP = A .
Proposition 4.5.2. For all lattices L as in (4.5.1), AL is a subalgebra of A .
Proof. Let λ, µ ∈ L and let l = τ(λ) and m = τ(µ). By Corollary 4.4.6 and (4.4.3),
AλAµ =
∑
ν∈P+ aλ,µ;νAν where aλ,µ;ν 6= 0 if and only if there is a vertex z ∈ Vλ(x)∩Vµ∗(y),
where x, y ∈ VP are any vertices with y ∈ Vν(x). Suppose we have such a vertex z. By
choosing x ∈ VQ (so τ(x) = 0), since z ∈ Vλ(x) we have τ(z) = l. Since y ∈ Vµ(z) we have
τ(y) = σl(m). Thus τ(y) = τ(λ + µ), and since λ + µ ∈ L we have y ∈ VL. Thus AλAµ is
a finite linear combination of {Aν | ν ∈ L}, and the result follows. 
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In particular, AQ is a subalgebra of A . In the case where X is the Bruhat-tits building
of a group G of p-adic type with maximal compact subgroup K (as in [23, §2.4–2.7]), AQ
is isomorphic to L (G,K), the space of continuous, compactly supported bi-K-invariant
functions on G.
CHAPTER 5
Affine Hecke Algebras, and the Isomorphism A → C[P ]W0
In this chapter we make an important connection between the algebra A and affine
Hecke algebras. In particular, in Theorem 5.3.5 we show that A is isomorphic to Z(H˜ ),
the center of an appropriately parametrised affine Hecke algebra H˜ .
In Sections 5.1 and 5.2 we give an outline of some known results regarding affine Hecke
algebras. The main references for this material are [27] and [31]. Note that in [31] there is
only one parameter q, although the results there go through without any serious difficulty
in the more general case of multiple parameters {qs}s∈S. Note also that in [31] Q = Q(R)
and P = P (R), whereas for us Q = Q(R∨) and P = P (R∨).
In Section 5.4 we give a positivity result for certain structure constants in Z(H˜ ),
generalising a result of Miller Malley [30].
5.1. Affine Hecke Algebras
Let R be an irreducible (but not necessarily reduced) root system, and let W˜ be the
extended affine Weyl group of R.
Let {qs}s∈S be a set of positive real numbers with qsi = qsj whenever si and sj are
conjugate in W˜ . The affine Hecke algebra H˜ with parameters {qs}s∈S is the algebra
over C with presentation given by the generators Tw, w ∈ W˜ , and relations
Tw1Tw2 = Tw1w2 if `(w1w2) = `(w1) + `(w2) , (5.1.1)
TwTs =
1
qs
Tws +
(
1− 1
qs
)
Tw if `(ws) < `(w) and s ∈ S . (5.1.2)
By (5.1.1), T1Tw = TwT1 = Tw for all w ∈ W˜ , and hence T1 = I since {Tw}w∈W˜
generates H˜ . Then (5.1.2) implies that each Ts, s ∈ S, is invertible, and from (5.1.1) we
see that each Tg, g ∈ G, is invertible, with inverse Tg−1 (recall the definition of G from
Section 3.5). Since each w ∈ W˜ can be written as w = w′g for some w′ ∈ W and g ∈ G, it
follows that each Tw, w ∈ W˜ , is invertible.
Remark 5.1.1. (i) In [27] the numbers {qs}s∈S are taken as positive real variables.
Our choice to fix the numbers {qs}s∈S does not change the algebraic structure of H˜ in any
serious way (for our purposes, at least).
(ii) The condition that qsi = qsj whenever si = wsjw
−1 for some w ∈ W˜ is equivalent
to the condition that qsi = qsj whenever si = usσ(j)u
−1 for some σ ∈ Auttr(D) and u ∈ W .
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This condition is quite restrictive, and it is easy to see that we obtain the parameter
systems given in Appendix E. Thus connections with our earlier results on the algebra A
will become apparent when we take the numbers {qs}s∈S to be the parameters of a locally
finite regular affine building.
Definition 5.1.2. (i) We write qw = qsi1 · · · qsim if si1 · · · sim is a reduced expression
for w ∈ W . This is easily seen to be independent of the particular reduced expression (see
[5, IV, §1, No.5, Proposition 5]). Each w˜ ∈ W˜ can be written uniquely as w˜ = wg for
w ∈ W and g ∈ G, and we define qw˜ = qw (cf. Section 4.3). In particular qg = 1 for all
g ∈ G. Furthermore, if s = si we write qs = qi.
(ii) To conveniently state later results we make the following definitions. Let R1 =
{α ∈ R | 2α /∈ R}, R2 = {α ∈ R | 12α /∈ R} and R3 = R1 ∩ R2 (so R1 = R2 = R3 = R if R
is reduced). For α ∈ R2, write qα = qi if α ∈ W0αi (note that if α ∈ W0αi then necessarily
α ∈ R2). It follows easily from Corollary 1.7.2 that this definition is unambiguous.
Note that R is the disjoint union of R3, R1\R3 and R2\R3, and define set of numbers
{τα}α∈R by
τα =

qα if α ∈ R3
q0 if α ∈ R1\R3
qαq
−1
0 if α ∈ R2\R3,
where q0 = qs0 (with s0 = sα˜;1 and α˜ is as in (3.1.1)). It is convenient to also define τα = 1
if α /∈ R. The reader only interested in the reduced case can simply read τα as qα. Note
that τwα = τα for all α ∈ R and w ∈ W0.
Remark 5.1.3. We have chosen a slight distortion of the usual definition of the alge-
bra H˜ . This choice has been made so as to make the connection between the algebras
A and H˜ more transparent, as the reader will shortly see. To allow the reader to con-
vert between our notation and that in [27], we provide the following instructions. With
reference to our presentation for H˜ given above, let τi =
√
qi and T
′
w =
√
qw Tw (these τ ’s
are unrelated to those in Definition 5.1.2(ii)). Our presentation then transforms into that
given in [27, 4.1.2] (with the T ’s there replaced by T ′’s). This transformation also makes
it clear why the
√
qw ’s appear in the following discussion.
If λ ∈ P+ let xλ = √qtλ Ttλ , and if λ = µ− ν with µ, ν ∈ P+ let xλ = xµ(xν)−1. This
is well defined by [27, p.40], and for all λ, µ ∈ P we have xλxµ = xλ+µ = xµxλ.
We write C[P ] for the C-span of {xλ | λ ∈ P}. The group W0 acts on C[P ] by linearly
extending the action wxλ = xwλ. We write C[P ]W0 for the set of elements of C[P ] that are
invariant under the action of W0. By Corollary 5.2.2, the center Z(H˜ ) of H˜ is C[P ]W0.
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Let H be the subalgebra of H˜ generated by {Ts | s ∈ S}. The following relates the
algebra H to the algebra B of chamber set averaging operators on an irreducible affine
building.
Proposition 5.1.4. Suppose a building X of type R exists with parameters {qs}s∈S.
Then H ∼= B.
Proof. This follows in the same way as Theorem 2.2.1. 
We make the following parallel definition to (4.3.1). Recall the definition of Poincare´
polynomials from Definition 1.7.6. For each i ∈ I, let
 
i =
1
Wi(q)
∑
w∈Wi
qwTw, (5.1.3)
where Wi = WI\{i} (as before). Thus
 
i is an element of H . As a word of warning, we
have used the same notation as in (4.3.1) where we defined the analogous element in B.
There should be no confusion caused by this decision.
The following lemma follows in exactly the same way as Lemma 4.3.1.
Lemma 5.1.5.
 
iTw = Tw
 
i =
 
i for all w ∈ Wi and i ∈ I. Furthermore   2i =
 
i.
5.2. The Macdonald Spherical Functions
The following relations are of fundamental significance.
Theorem 5.2.1. Let λ ∈ P and i ∈ I0.
(i) If (R, i) 6= (BCn, n) for any n ≥ 1, then
xλTsi − Tsixsiλ = (1− q−1i )
xλ − xsiλ
1− x−α∨i .
(ii) If R = BCn for some n ≥ 1 and i = n, then
xλTsn − Tsnxsnλ =
[
1− q−1n + q−1/2n
(
q
1/2
0 − q−1/20
)
x−(2αn)
∨
] xλ − xsnλ
1− x−2(2αn)∨ .
Proof. This follows from [27, (4.2.4)] (see Remark 5.1.3), taking into account [27,
(1.4.3) and (2.1.6)] in case(ii). 
We note that the fractions appearing in Theorem 5.2.1 are in fact finite linear combina-
tions of the xµ’s [27, (4.2.5)]. We refer to the relations in Theorem 5.2.1 as the Bernstein
relations, for they are a crucial ingredient in the so-called Bernstein presentation of the
Hecke algebra.
Corollary 5.2.2. The center Z(H˜ ) of H˜ is C[P ]W0.
Proof. This well known fact can be proved using the Bernstein relations, exactly as
in [27, (4.2.10)]. 
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For each λ ∈ P+, define an element Pλ(x) ∈ C[P ]W0 by
Pλ(x) =
q
−1/2
tλ
W0(q)
∑
w∈W0
w
(
xλ
∏
α∈R+
τατ
1/2
α/2 x
α∨ − 1
τ
1/2
α/2 x
α∨ − 1
)
. (5.2.1)
We call the elements Pλ(x) the Macdonald spherical functions of H˜ . See (5.2.9) and
(5.2.11) for some alternative formulae for Pλ(x).
Remark 5.2.3. (i) We have chosen a slightly different normalisation of the Macdonald
spherical function from that in [27]. Our formula uses the normalisation of [23, Theo-
rem 4.1.2] (see (5.2.9)).
(ii) Notice that the formula simplifies in the reduced case (namely, τα/2 = 1).
(iii) It is not immediately clear that Pλ(x) as defined in (5.2.1) is in C[P ]W0, although
this is a consequence of [5, VI, §3, No.3, Proposition 2] (see also the proof of Theorem 5.2.7).
The proof of Theorem 5.2.4 below follows [31, Theorem 2.9] closely.
Theorem 5.2.4. [31, Theorem 2.9]. For λ ∈ P+ we have q1/2tλ Pλ(x)
 
0 =
 
0x
λ  
0.
Proof. By the Satake isomorphism (see [31, Theorem 2.4] or [21, 5.2] for example)
there exists some P ′λ(x) ∈ C[P ]W0 such that P ′λ(x)
 
0 =
 
0x
λ  
0. If (R, i) 6= (BCn, n), then
by Theorem 5.2.1(i) (and using Lemma 5.1.5) we have
(1 + qiTsi)x
λ  
0 = x
λ  
0 + qix
siλTsi
 
0 + (qi − 1)x
λ − xsiλ
1− x−α∨i
 
0
=
qix
λ − xλ−α∨i − qixsiλ−α∨i + xsiλ
1− x−α∨i
 
0
=
(
qix
α∨i − 1
xα
∨
i − 1 x
λ +
qix
−α∨i − 1
x−α∨i − 1 x
siλ
)
 
0
= (1 + si)
qix
α∨i − 1
xα
∨
i − 1 x
λ  
0.
(5.2.2)
A similar calculation, using Theorem 5.2.1(ii), shows that if (R, i) = (BCn, n), then
(1 + qnTsn)x
λ  
0 = (1 + sn)
(√
q0qn x
(2αn)∨ − 1)(√qn/q0 x(2αn)∨ + 1)
x2(2αn)∨ − 1 x
λ  
0. (5.2.3)
It will be convenient to write (5.2.2) and (5.2.3) as one equation, as follows. In the
reduced case, let βi = αi for all i ∈ I0, and in the non-reduced case (so R = BCn for some
n ≥ 1) let βi = αi for 1 ≤ i ≤ n− 1 and let βn = 2αn. For α ∈ R and i ∈ I0, write
ai(x
α∨) =
(τβiτ
1/2
βi/2
xα
∨ − 1)(τ 1/2βi/2 xα
∨
+ 1)
x2α∨ − 1 ,
and so in all cases
(1 + qiTsi)x
λ  
0 = (1 + si)ai(x
β∨i )xλ
 
0 . (5.2.4)
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By induction we see that (writing Ti for Tsi)[
m∏
k=1
(1 + qikTik)
]
xλ
 
0 =
[
m∏
k=1
(1 + sik)aik(x
β∨ik )
]
xλ
 
0, (5.2.5)
where we write
∏m
k=1 xk for the ordered product x1 · · ·xm. Therefore
 
0x
λ  
0 can be written
as fxλ
 
0, where f is independent of λ and is a finite linear combination of terms of the
form
(1 + si1)ai1(x
β∨i1 ) · · · (1 + sim)aim(xβ
∨
im )
where i1, . . . , im ∈ I0.
Thus we have
P ′λ(x) =
∑
w∈W0
w
(
bw(x)x
λ
)
where each bw(x) is a linear combination of products of terms ai(x
β∨i ) and is independent
of λ ∈ P+. It is easily seen that this expression is unique, and since P ′λ(x) ∈ C[P ]W0 it
follows that bw(x) = bw′(x) for all w,w
′ ∈ W0, and we write b(x) for this common value.
Thus
P ′λ(x) =
∑
w∈W0
w
(
b(x)xλ
)
=
∑
w∈W0
w
(
xw0λw0b(x)
)
where w0 is the longest element of W0.
We now compute the coefficient of xw0λ in the above expression. Since this coefficient
is independent of λ ∈ P+ we may assume that 〈λ, αi〉 > 0 for all i ∈ I0 and so wλ 6= w0λ
for all w ∈ W0\{w0}.
If w0 = si1 · · · sim is a reduced expression, then
 
0 =
1
W0(q)
(
(1 + qi1Ti1) · · · (1 + qimTim)
+ terms (1 + qj1Tj1) · · · (1 + qjlTjl) with jk ∈ I0 and l < m
)
.
Thus, by (5.2.5)
 
0x
λ  
0 =
1
W0(q)
[(
m∏
k=1
sikaik(x
β∨ik )
)
xλ
 
0
+ terms
(
l∏
k=1
sjkajk(x
β∨jk )
)
xλ
 
0 with jk ∈ I0 and l < m
]
.
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Thus the coefficient of xw0λ is
w0b(x) =
1
W0(q)
si1ai1(x
β∨i1 ) · · · simaim(xβ
∨
im )
=
1
W0(q)
w0
∏
β∈R+1
(τβτ
1/2
β/2 x
β∨ − 1)(τ 1/2β/2 xβ
∨
+ 1)
x2β∨ − 1 ,
where we have used the fact that
{β∨im , simβ∨im−1 , · · · , simsim−1 · · · si2β∨i1} = (R+1 )∨ ,
(see [27, (2.2.9)]) and the fact that τwα = τα for all w ∈ W0 and α ∈ R.
Finally, let us demonstrate that∏
β∈R+1
(τβτ
1/2
β/2 x
β∨ − 1)(τ 1/2β/2 xβ
∨
+ 1)
x2β∨ − 1 =
∏
α∈R+
τατ
1/2
α/2 x
α∨ − 1
τ
1/2
α/2 x
α∨ − 1
. (5.2.6)
To see this we start with the right hand side of (5.2.6). Observe that each α ∈ R+2 \R+3 is
equal to α′/2 for some α′ ∈ R+1 \R+3 , and conversely each α ∈ R+1 \R+3 is equal to 2α′ for
some α′ ∈ R+2 \R+3 (this can be seen without the classification theorem). The factors of
the right hand side of (5.2.6) corresponding to the roots α ∈ R+1 \R+3 and α/2 ∈ R+2 \R+3
combine to give
τατ
1/2
α/2x
α∨ − 1
τ
1/2
α/2x
α∨ − 1
· τα/2x
2α∨ − 1
x2α∨ − 1 =
(τατ
1/2
α/2x
α∨ − 1)(τ 1/2α/2xα
∨
+ 1)
x2α∨ − 1 ,
since τα/4 = 1. Furthermore, the factor corresponding to α ∈ R+3 is
τατ
1/2
α/2x
α∨ − 1
τ
1/2
α/2x
α∨ − 1
=
(τατ
1/2
α/2x
α∨ − 1)(τ 1/2α/2xα
∨
+ 1)
x2α∨ − 1
since τα/2 = 1 if α ∈ R3. The result follows. 
Corollary 5.2.5. For λ ∈ P+ we have
 
0Ttλ
 
0 = Pλ(x)
 
0 .
Proof. This is clear, since xλ = q
1/2
tλ
Ttλ by definition. 
It will be useful to have some alternative formulae for Pλ(x). The inversion set of
w ∈ W0 is
R2(w) = {α ∈ R+2 | Hα is between C0 and w−1C0},
and we write R(w) = {α ∈ R+ | Hα is between C0 and w−1C0}. For w ∈ W0 we have
R2(w) = {α ∈ R+2 | wα ∈ R−}, and if w = si1 · · · sip is a reduced expression, then by [5,
VI, §1, No.6, Corollary 2 to Proposition 17],
R2(w) = {αip, sipαip−1 , . . . , sip · · · si2αi1}.
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It follows that for w ∈ W0,
qw =
∏
α∈R2(w−1)
qα =
∏
α∈R(w−1)
τα (5.2.7)
(compare this with [26, (3.8)], noting that qw = qw−1). The second equality in (5.2.7) is
clear if R is reduced (for R2 = R and τα = qα). If R is of type BCn, and if α ∈ R2(w−1)\R3,
then qα = qn = τατ2α, verifying the result in this case too. In particular,
qw0 =
∏
α∈R+
τα. (5.2.8)
Using (5.2.1), (5.2.8) and (4.3.2) we see that Pλ(x) may be written as
Pλ(x) =
q
−1/2
tλ
W0(q−1)
∑
w∈W0
w
(
xλc(x)
)
, (5.2.9)
where
c(x) =
∏
α∈R+
1− τ−1α τ−1/2α/2 x−α
∨
1− τ−1/2α/2 x−α∨
. (5.2.10)
Proposition 5.2.6. Let c(x) be as in (5.2.10). Then
c(x) =
∏
α∈R+2
(1− τ−12α τ−1/2α x−α∨/2)(1 + τ−1/2α x−α∨/2)
1− x−α∨ . (5.2.11)
Proof. See (5.2.6), and the paragraph immediately after it. 
Theorem 5.2.7. {Pλ(x) | λ ∈ P+} is a basis of C[P ]W0. Furthermore, the Macdonald
spherical functions satisfy
Pλ(x)Pµ(x) =
∑
νλ+µ
cλ,µ;νPν(x)
for some numbers cλ,µ;ν, with
cλ,µ;λ+µ =
W0λ(q
−1)W0µ(q−1)
W0(λ+µ)(q−1)W0(q−1)
,
where for U ⊂ W , U(q−1) = ∑w∈U q−1w .
Proof. For λ ∈ P+, let
P˜λ(x) =
W0(q
−1)
W0λ(q−1)
q
1/2
tλ
Pλ(x),
and define the monomial symmetric function mλ(x) ∈ C[P ]W0 by
mλ(x) =
∑
µ∈W0λ
xµ. (5.2.12)
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The set {mλ(x)}λ∈P+ forms a basis for C[P ]W0. Using the formula (5.2.11) and the calcu-
lations made in [26, §10] we have
P˜λ(x) =
∑
µλ
cλ,µmµ(x), where cλ,λ = 1, (5.2.13)
which shows that {Pλ(x)}λ∈P+ forms a basis for C[P ]W0. Equation (5.2.13) is the so called
triangularity condition of the Macdonald spherical functions.
It is clear that mλ(x)mµ(x) =
∑
νλ+µ dλ,µ;νmν(x) where dλ,µ;λ+µ = 1, and so it follows
that
P˜λ(x)P˜µ(x) =
∑
νλ+µ
eλ,µ;νP˜ν(x)
for some numbers eλ,µ;ν with eλ,µ;λ+µ = 1. It follows that for all λ, µ, ν ∈ P+,
cλ,µ;ν =
W0λ(q
−1)W0µ(q−1)
W0ν(q−1)W0(q−1)
q
1/2
tλ
q
1/2
tµ q
−1/2
tν eλ,µ;ν ,
and the result follows. 
5.3. The Isomorphism A → C[P ]W0
We can now see how to relate the vertex set averaging operators Aλ to the alge-
bra elements Pλ(x). Let us recall (and make) some definitions. For λ, µ, ν ∈ P+ and
w1, w2, w3 ∈ W , define numbers aλ,µ;ν , bw1,w2;w3, cλ,µ;ν and dw1,w2;w3 by
AλAµ =
∑
ν∈P+
aλ,µ;νAν Bw1Bw2 =
∑
w3∈W
bw1,w2;w3Bw3
Pλ(x)Pµ(x) =
∑
ν∈P+
cλ,µ;νPν(x) Tw1Tw2 =
∑
w3∈W
dw1,w2;w3Tw3 .
Thus the numbers are the structure constants of the algebras A , B, C[P ]W0 and H with
respect to the bases {Aλ | λ ∈ P+}, {Bw | w ∈ W}, {Pλ(x) | λ ∈ P+} and {Tw | w ∈ W}
respectively.
Note that by Proposition 5.1.4 we have bw1,w2;w3 = dw1,w2;w3 whenever a building with
parameter system {qs}s∈S exists. We stress that dw1,w2;w3 is a more general object, for it
makes sense for a much more general set of qs’s.
Recall the definition of wλ from Section 3.7, and recall the definition ofW0λ from (3.5.2).
We give the following lemma linking double cosets in W with double cosets in W˜ .
Lemma 5.3.1. Let λ ∈ P+ and i ∈ IP . Suppose that τ(λ) = l, and write j = σi(l) (so
σj = σi ◦ σl). Then
Wiσi(t
′
λ)Wj = giW0tλW0g
−1
j ,
where the elements gi are defined in (3.5.3).
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Proof. By Proposition 3.7.1, gj = gigl and tλ = t
′
λgl, and by (3.6.3), σk(w) = gkwg
−1
k
for all w ∈ W and k ∈ IP . Thus
Wiσi(t
′
λ)Wj = (giW0g
−1
i )(gitλg
−1
l g
−1
i )(gjW0g
−1
j ) = giW0tλW0g
−1
j . 
Lemma 5.3.2. [31, Lemma 2.7]. Let λ ∈ P+. Then∑
w∈W0tλW0
qwTw =
W 20 (q)
W0λ(q)
qwλ
 
0Ttλ
 
0 .
Proof. This can be deduced from Theorem 4.3.2, or see the proof in [31]. 
The following important theorem will be used (along with Proposition 4.4.10) to prove
that A ∼= Z(H˜ ).
Theorem 5.3.3. Let λ, µ, ν ∈ P+ and write τ(λ) = l, τ(µ) = m and τ(ν) = n. Then
if cλ,µ;ν 6= 0 we have
cλ,µ;ν =
W0λ(q)W0µ(q)
W0ν(q)W 20 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2dw1,w2;wν .
Proof. To abbreviate notation we write Pλ = Pλ(x). First observe that by Theo-
rem 5.2.7 we have cλ,µ;ν = 0 unless ν  λ + µ. In particular we have cλ,µ;ν = 0 when
τ(ν) 6= τ(λ + µ). It follows that σn = σl ◦ σm, and so gn = glgm (see Proposition 3.7.1).
We will use this fact later.
By Corollary 5.2.5 and Lemma 5.3.2, for any λ ∈ P+ we have
Pλ
 
0 =
 
0Ttλ
 
0 =
W0λ(q)
W 20 (q)qwλ
∑
w∈W0tλW0
qwTw ,
and so if i ∈ IP , τ(λ) = l and j = σi(l) we have (see Lemma 5.3.1)
TgiPλ
 
0Tg−1j =
W0λ(q)
W 20 (q)qwλ
∑
w∈Wiσi(t′λ)Wj
qwTw . (5.3.1)
We can replace the t′λ by wλ in the above because Wiσi(t
′
λ)Wj = Wiσi(wλ)Wj by Proposi-
tion 3.7.4(i) and the fact that σi(Wl) = Wj.
Using the fact that gn = glgm if cλ,µ;ν 6= 0 we have, by (5.3.1)
Pλ
 
0Pµ
 
0Tg−1n = (Pλ
 
0Tg−1l
)(TglPµ
 
0Tg−1n )
=
W0λ(q)W0µ(q)
W 40 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2Tw1Tw2
=
W0λ(q)W0µ(q)
W 40 (q)qwλqwµ
∑
w3∈W
( ∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2dw1,w2;w3Tw3
)
.
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So the coefficient of Twν in the expansion of Pλ
 
0Pµ
 
0Tg−1n in terms of the Tw’s is
W0λ(q)W0µ(q)
W 40 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2dw1,w2;wν . (5.3.2)
On the other hand, by Theorem 5.2.7 we have
Pλ
 
0Pµ
 
0Tg−1n =
∑
ηλ+µ
cλ,µ;ηPη
 
0Tg−1n
=
∑
ηλ+µ
(
W0η(q)
W 20 (q)qwη
cλ,µ;η
∑
w∈W0wηWn
qwTw
)
.
Since the double cosets W0wηWn are disjoint over {η ∈ P+ | η  λ + µ} we see that the
coefficient of Twν is
W0ν(q)
W 20 (q)
cλ,µ;ν . (5.3.3)
The theorem now follows by equating (5.3.2) and (5.3.3). 
Corollary 5.3.4. Suppose that an irreducible locally finite regular affine building exists
with parameters {qs}s∈S. Then for all λ, µ, ν ∈ P+ we have aλ,µ;ν = cλ,µ;ν.
Proof. This follows from Theorem 5.3.3, (4.4.10) and Proposition 5.1.4. 
Theorem 5.3.5. Suppose that an irreducible locally finite regular affine building exists
with parameters {qs}s∈S. Then the map Pλ(x) 7→ Aλ determines an algebra isomorphism,
and so A ∼= Z(H˜ ) = C[P ]W0.
Proof. Since {Pλ(x) | λ ∈ P+} is a basis of C[P ]W0 and {Aλ | λ ∈ P+} is a basis
of A , there exists a unique vector space isomorphism Φ : Z(H˜ ) → A with Φ(Pλ) = Aλ
for all λ ∈ P+. Since aλ,µ;ν = cλ,µ;ν by Corollary 5.3.4, we see that Φ is an algebra
isomorphism. 
Theorem 5.3.6. The algebra Z(H˜ ) is generated by {Pλi(x) | i ∈ I0}, and so A is
generated by {Aλi | i ∈ I0}.
Proof. First we define a less restrictive partial order on P+ than . For λ, µ ∈ P+ we
define µ < λ if and only if λ− µ is an R+-linear combination of (R∨)+ and λ 6= µ. Clearly
if µ ≺ λ then µ < λ. Observe also that λi > 0 for all i ∈ I0 [18, p.72, Exercises 7–8]. Thus
if λ = λ′ + λi for some λ′ ∈ P+ and i ∈ I0, we have λ− λ′ = λi > 0 and so λ′ < λ.
Let P(λ) be the statement that Pλ is a polynomial in Pλ1 , . . . , Pλn (and P0 = 1).
Suppose that P(λ) fails for some λ ∈ P+. Since {µ ∈ P+ | µ ≤ λ} is finite (by the proof of
[18, Lemma 13.2B]) we can pick λ ∈ P+ minimal with respect to ≤ such that P(λ) fails.
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There is an i such that λ − λi = λ′ is in P+. Then λ′ < λ and Pλ = cPλ′Pλi+ a linear
combination of Pµ’s where µ < λ, µ 6= λ. Then P(λ′) holds, as does P(µ) for all these µ’s.
So P(λ) holds, a contradiction. 
Let L be a lattice with Q ⊆ L ⊆ P , and let IL, VL and AL be as in Section 4.5. Let C[L]
denote the linear span of {xλ | λ ∈ L} over C. It is clear that C[L] is a subalgebra of C[P ],
and by Lemma 4.5.1 W0C[L] = C[L]. Let C[L]W0 denote the W0-invariant elements of C[L].
It is not difficult to see that {mλ(x) | λ ∈ L} forms a basis for C[L]W0 , and so by
(5.2.13) we see that {Pλ(x) | λ ∈ L} forms a basis for C[L]W0 .
Proposition 5.3.7. Suppose that an irredicible locally finite regular affine building
exists with parameters {qs}s∈S. Then the map Pλ(x) 7→ Aλ for λ ∈ L determines an
algebra isomorphism C[L]W0 → AL, and so AL ∼= C[L]W0.
Proof. See the proof of Theorem 5.3.5. 
5.4. A Positivity Result and Hypergroups
Here we show that the structure constants cλ,µ;ν of the algebra C[P ]W0 are, up to
positive normalisation factors, polynomials with nonnegative integer coefficients in the
variables {qs− 1 | s ∈ S}. This result has independently been obtained by Schwer in [38],
where a formula for cλ,µ;ν is given (in the reduced case with qs = q for all s ∈ S).
Thus if qs ≥ 1 for all s ∈ S then cλ,µ;ν ≥ 0 for all λ, µ, ν ∈ P+. This result was proved
for root systems of type An by Miller Malley in [30], where the numbers cλ,µ;ν are Hall
polynomials (up to positive normalisation factors). Note that it is clear from (4.4.3) and
Corollary 5.3.4 that cλ,µ;ν ≥ 0 when there exists a building with parameters {qs}s∈S.
In a recent series of papers ([33], [17], [43]) the numbers aλ,µ appearing in the formula
Pλ(x) =
∑
µ aλ,µmµ(x) are studied. We will provide a connection with the results we prove
here and the numbers aλ,µ in Theorem 7.7.2.
The results of this section show how to construct a (commutative) polynomial hyper-
group, in the sense of [4] (see also [22] where the A2 case is discussed).
For each w1, w2, w3 ∈ W , let d′w1,w2;w3 = qw1qw2q−1w3 dw1,w2;w3.
Lemma 5.4.1. For all w1, w2, w3 ∈ W , d′w1,w2;w3 is a polynomial with nonnegative integer
coefficients in the variables qs − 1, s ∈ S.
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Proof. We prove the result by induction on `(w2). When `(w2) = 1, so w2 = s for
some s ∈ S, we have
d′w1,s;w3 =

1 if `(w1s) = `(w1) + 1 and w3 = w1s ,
qs if `(w1s) = `(w1)− 1 and w3 = w1s ,
qs − 1 if `(w1s) = `(w1)− 1 and w3 = w1 ,
0 otherwise ,
proving the result in this case.
Suppose that n ≥ 2 and that the result is true for `(w2) < n. Then if `(w2) = n, write
w2 = ws with `(w) = n− 1. Thus
Tw1Tw2 = (Tw1Tw)Ts =
∑
w′∈W
dw1,w;w′Tw′Ts =
∑
w3∈W
(∑
w′∈W
dw1,w;w′dw′,s;w3
)
Tw3 ,
which implies that
d′w1,w2;w3 =
∑
w′∈W
d′w1,w;w′d
′
w′,s;w3 .
The result follows since `(w) < n and `(s) = 1. 
For each λ, µ, ν ∈ P+, let
c′λ,µ;ν =
W0(q)W0ν(q)
W0λ(q)W0µ(q)
qwλqwµ
qwν
cλ,µ;ν . (5.4.1)
Theorem 5.4.2. For all λ, µ, ν ∈ P+, the structure constants c′λ,µ;ν are polynomials
with nonnegative integer coefficients in the variables qs − 1, s ∈ S.
Proof. We will use the same notation as in Theorem 5.3.3, so let τ(λ) = l, τ(µ) = m
and τ(ν) = n. By Theorem 5.3.3 we have
c′λ,µ;ν =
1
W0(q)
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
d′w1,w2;wν ,
and so it immediately follows from Lemma 5.4.1 that W0(q)c
′
λ,µ;ν is a polynomial in the
variables qs − 1, s ∈ S, with nonnegative integer coefficients. The result stated in the
theorem is stronger than this, and so we need to sharpen the methods used in the proof of
Theorem 5.3.3.
In the notation of Proposition 3.7.4 we have the following (see Proposition 3.7.4 for
proofs of similar facts). Firstly, each w1 ∈ W0wλWl can be written uniquely as w1 = u1wλwl
for some u1 ∈ W λ0 and wl ∈ Wl, and moreover `(w1) = `(u1) + `(wλ) + `(wl). Similarly,
each w2 ∈ Wlσl(wµ)Wn can be written uniquely as w2 = w′lσl(wµ)u2 for some u2 ∈ W µn and
w′l ∈ Wl, and moreover `(w2) = `(w′l) + `(σl(wµ)) + `(u2).
5.4. A POSITIVITY RESULT AND HYPERGROUPS 63
Secondly, each w ∈ W0wλ can be written uniquely as w = uwλ for some u ∈ W λ0 , and
moreover `(w) = `(u) + `(wλ). Similarly, each w
′ ∈ σl(wµ)Wn can be written uniquely as
w′ = σl(wµ)u′ for some u′ ∈ W µn , and moreover `(w′) = `(σl(wµ)) + `(u′).
Using these facts, along with the facts that
  2
l =
 
l and Wl(q) = W0(q), we have
(compare with the proof of Theorem 5.3.3)
Pλ
 
0Pµ
 
0Tg−1n =
W0λ(q)W0µ(q)
W 40 (q)qwλqwµ
∑
w1∈W0wλWl
w2∈Wlσl(wµ)Wn
qw1qw2Tw1Tw2
=
W0λ(q)W0µ(q)W
2
l (q)
W 40 (q)qwλqwµ
 ∑
u1∈W λ0
qu1wλTu1wλ
   2
l
 ∑
u2∈W µn
qσl(wµ)u2Tσl(wµ)u2

=
W0λ(q)W0µ(q)
W 20 (q)qwλqwµ
( ∑
w∈W0wλ
qwTw
)
 
l
 ∑
w′∈σl(wµ)Wn
qw′Tw′

=
W0λ(q)W0µ(q)
W 30 (q)qwλqwµ
∑
w1∈W0wλ, w2∈Wl
w3∈σl(wµ)Wn
qw1qw2qw3Tw1Tw2Tw3 .
It is simple to see that∑
w1∈W0wλ, w2∈Wl
w3∈σl(wµ)Wn
qw1qw2qw3Tw1Tw2Tw3 =
∑
w∈W
dw(λ, µ)qwTw
where dw(λ, µ) is a linear combination of products of d
′
w1,w2;w3’s with nonnegative integer
coefficients, and so
Pλ
 
0Pµ
 
0Tg−1n =
W0λ(q)W0µ(q)
W 30 (q)qwλqwµ
∑
w∈W
dw(λ, µ)qwTw.
So the coefficient of Twν when Pλ
 
0Pµ
 
0Tg−1n is expanded in terms of the Tw’s is
W0λ(q)W0µ(q)
W 30 (q)
qwν
qwλqwµ
dwν(λ, µ). (5.4.2)
Comparing (5.4.2) with (5.3.3) we see that c′λ,µ;ν = dwν(λ, µ), and so the result follows from
Lemma 5.4.1 and the fact that dwν(λ, µ) is a linear combination of products of d
′
w1,w2;w3
’s
with nonnegative integer coefficients. 
CHAPTER 6
The Macdonald Formula
In the following chapters we describe the algebra homomorphisms h : A → C, along
with some relevant spherical harmonic analysis. The isomorphism A ∼= C[P ]W0 gives one
formula almost immediately in terms of the Macdonald spherical functions (see Section 6.1
below). In Chapter 7 we give a second formula in terms of an integral over the boundary
of X , which gives a ‘building’ analogue of [23, (4.2.1)].
The formulae in Theorems 6.3.2 and 6.3.7 for the Plancherel measure are essentially
from [23, Chapter V].
6.1. The Macdonald Formula
Here we will use Theorem 5.3.5 to describe the Macdonald formula for the algebra
homomorphisms h : A → C.
For u ∈ Hom(P,C×), write uλ in place of u(λ). Each u ∈ Hom(P,C×) induces a
homomorphism, also called u, on C[P ], and all homomorphisms C[P ] → C arise in this
way. For w ∈ W0 and u ∈ Hom(P,C×) we write wu ∈ Hom(P,C×) for the homomorphism
(wu)λ = uwλ. If u ∈ Hom(P,C×), we write Pλ(u) in place of u(Pλ(x)). Thus, by (5.2.9),
Pλ(u) =
q
−1/2
tλ
W0(q−1)
∑
w∈W0
c(wu)uwλ, where c(u) =
∏
α∈R+
1− τ−1α τ−1/2α/2 u−α
∨
1− τ−1/2α/2 u−α∨
, (6.1.1)
provided, of course, that the denominators of the c(wu) functions do not vanish. Since
Pλ(u) is a Laurent polynomial, these singular cases can be obtained from the general
formula by taking an appropriate limit (see [23, §4.6]). Finally, for u ∈ Hom(P,C×), let
hu : A → C be the linear map with hu(Aλ) = Pλ(u) for each λ ∈ P+.
Proposition 6.1.1. (cf. [23, Theorem 3.3.12])
(i) Each homomorphism h : A → C is of the form h = hu for some u ∈ Hom(P,C×).
(ii) hu = hu′ if and only if u
′ = wu for some w ∈ W0.
Proof. Since C[P ] is integral over C[P ]W0 [1, V, Exercise 12], every homomorphism
C[P ]W0 → C is the restriction of a homomorphism C[P ]→ C, and (i) follows.
It is clear that if u′ = wu for some w ∈ W0, then hu′ = hu. Suppose now that hu = hu′ .
Since {Pλ(x)}λ∈P+ forms a basis of C[P ]W0 we see that u and u′ agree on C[P ]W0, and thus
their kernels are maximal ideals of C[P ] lying over the same maximal ideal of C[P ]W0. The
result now follows by [1, V, Exercise 13]. 
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We call the formula hu(Aλ) = Pλ(u) the Macdonald formula for the algebra homomor-
phisms A → C. By comparing Proposition B.1.5 and [23, Corollary 3.2.5] we see that
in the case when P = Q (that is, when R is of type E8, F4, G2 or BCn for some n ≥ 1)
our formula Pλ(u) agrees with the formula in [23, Theorem 4.1.2]. The reason we require
P = Q here is because in [23] u ∈ Hom(Q,C×) (although u there is called s).
Remark 6.1.2. We often think of Pλ(u) as a function of the variables ui = u
λi ∈ C×,
i = 1, . . . , n. In general, the coroots α∨, α ∈ R+, appearing in the formula for c(u) do not
have particularly neat expressions in terms of the basis {λi}ni=1. Thus in any given specific
case it is often useful to work with numbers other than the {ui}ni=1.
Let us illustrate this in the R = Dn case, which may be described as follows (see
Appendix D). Let E = Rn with standard orthonormal basis {ei}ni=1, and take R to be the
set of vectors ±ei± ej, 1 ≤ i < j ≤ n, where the ± signs may be taken independently. We
have R∨ = R, and the set {ei−ei+1, en−1+en}1≤i≤n−1 forms a base of R. The corresponding
set of positive roots is {ei − ej, ei + ej}1≤i<j≤n. Observe that e1 = λ1, ei = λi − λi−1 for
2 ≤ i ≤ n − 2, en−1 = λn−1 + λn − λn−2 and en = λn − λn−1. Thus, defining numbers
ti ∈ C×, i = 1, . . . , n, by t1 = u1, ti = uiu−1i−1 (2 ≤ i ≤ n − 2), tn−1 = un−1unu−1n−2 and
tn = unu
−1
n−1, we have
c(u) =
∏
1≤i<j≤n
(1− q−1t−1i tj)(1− q−1t−1i t−1j )
(1− t−1i tj)(1− t−1i t−1j )
.
(Notice that qi = q for all i ∈ I, see Appendix E.)
6.2. The Plancherel Measure
Let `2(VP ) denote the Hilbert space of square summable functions f : VP → C. Each
A ∈ A maps `2(VP ) into itself, and for λ ∈ P+ and f ∈ `2(VP ) we have ‖Aλf‖2 ≤ ‖f‖2 (see
[10, Lemma 4.1] for a proof in a similar context). So we may regard A as a subalgebra of
the C∗-algebra L (`2(VP )) of bounded linear operators on `2(VP ). The facts that y ∈ Vλ(x)
if and only if x ∈ Vλ∗(y), and Nλ∗ = Nλ, imply that A∗λ = Aλ∗, and so the adjoint A∗ of
any A ∈ A is also in A .
Let A2 denote the completion of A with respect to ‖ · ‖, the `2-operator norm. So A2
is a commutative C∗-algebra. We write M2 = Hom(A2,C) (this is the maximal ideal space
of A2), and we denote the associated Gelfand transform A2 → C (M2) by A 7→ Â, where
Â(h) = h(A). Here C (M2) is the algebra of w
∗-continuous functions on M2 with the sup
norm. This map is an isometric isomorphism of C∗-algebras [13, Theorem I.3.1].
The algebra homomorphisms h˜ : A2 → C are precisely the extensions to A2 of the
algebra homomorphisms h : A → C which are continuous with respect to the `2-operator
norm. When there is no risk of ambiguity we will simply write h in place of h˜. If h = hu
we write Â(u) in place of Â(h) (so Âλ(u) = Pλ(u)).
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Let 〈·, ·〉 be the usual inner product on `2(VP ) (this is not to be confused with the
unrelated inner product on E). If X ⊂ VP we write 1X for the characteristic function
of X, and write δx for 1{x}.
Lemma 6.2.1. Let A ∈ A2 and o ∈ VP . Then Aδo = 0 implies that A = 0.
Proof. Let x ∈ VP . Observe that if A ∈ A then Aδx is x-radial, for if A =
∑
λ aλAλ
is a finite linear combination, then Aδx =
∑
λ aλN
−1
λ 1Vλ∗(x), which is x-radial. It follows
that Aδx is x-radial for all A ∈ A2. Now, given A ∈ A2 and µ ∈ P+, 〈Aδx, 1Vµ∗(x)〉 does
not depend on x ∈ VP , for if A =
∑
λ aλAλ ∈ A , then 〈Aδx, 1Vµ∗(x)〉 = aµ. Thus if A ∈ A2
and Aδo = 0, then 〈Aδo, 1Vµ∗(o)〉 = 0 for all µ ∈ P+, and so 〈Aδx, 1Vµ∗(x)〉 = 0 for all µ ∈ P+
and for all x ∈ VP . Since for any x, Aδx is x-radial, it follows that Aδx = 0 for all x, and
so Af = 0 for all finitely supported functions f ∈ `2(VP ). Thus by density the same is true
for all f ∈ `2(VP ), completing the proof. 
Since Aλδo = N
−1
λ 1Vλ∗(o) for each o ∈ VP , we have 〈Aλδo, Aµδo〉 = δλ,µN−1λ . Thus we
can define an inner product on A2 (independent of o ∈ VP ) by 〈A,B〉 = 〈Aδo, Bδo〉 (see
Lemma 6.2.1).
For any fixed o ∈ VP , the map A 7→ (Aδo)(o) maps the identity A0 of A2 to 1 and
satisfies |(Aδo)(o)| ≤ ‖Aδo‖2 ≤ ‖A‖ = ‖Â‖∞. Thus by the Riesz Representation Theorem
there exists a unique regular Borel probability measure pi on M2 so that
(Aδo)(o) =
∫
M2
Â(h)dpi(h) for all A ∈ A2.
Hence, for all A,B ∈ A2,
〈A,B〉 = 〈Aδo, Bδo〉 = (B∗Aδo)(o) =
∫
M2
Â(h)B̂(h)dpi(h). (6.2.1)
We refer to pi and M2 as the Plancherel measure and spectrum of A2, respectively.
Proposition 6.2.2. M2 = supp(pi).
Proof. If h0 ∈M2\supp(pi), then by Urysohn’s Lemma there is a ϕ ∈ C (M2) so that
ϕ = 0 on supp(pi) and ϕ(h0) = 1. Since A 7→ Â is an isomorphism, there is an A ∈ A2 so
that Â = ϕ. Then by (6.2.1)
‖Aδo‖22 = 〈A,A〉 =
∫
supp(pi)
|Â(h)|2dpi(h) = 0,
and so A = 0 by Lemma 6.2.1, contradicting Â = ϕ 6= 0. 
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6.3. Calculating the Plancherel Measure and the `2-spectrum
In this section we will calculate the Plancherel measure of A2. It turns out that there
are two cases to consider. We will then use these results to compute the `2-spectrum of A .
The Plancherel measure will also be used in the proof of Theorem 7.7.2, where we show
that hu = h
′
u for all u ∈ Hom(P,C×), as well as in the proof of the local limit theorem in
Chapter 8.
Lemma 6.3.1. τα < 1 for some α ∈ R if and only if R = BCn and qn < q0.
Proof. If R is reduced we have τα = qα for all α ∈ R. Thus τα < 1 for some
α ∈ R implies that R = BCn for some n ≥ 1. Thus R may be described as follows (see
Appendix D). Let E = Rn with standard basis {ei}ni=1, and let R consist of the vectors
±ei, ±2ei and ±ej ± ek for 1 ≤ i ≤ n and 1 ≤ j < k ≤ n. Recall from Appendix E
that in an affine building of type BCn we have q1 = · · · = qn−1. Thus by the definition
of the numbers τα we have τ±ei = qnq
−1
0 , τ±2ei = q0 and τ±ej±ek = q1 for 1 ≤ i ≤ n and
1 ≤ j < k ≤ n. The result follows. 
Following [23, Chapter V] we call the situation where τα ≥ 1 for all α ∈ R the standard
case, and we call the situation where τα < 1 for some α ∈ R the exceptional case.
6.3.1. The Standard Case. Let U = {u ∈ Hom(P,C×) : |uλ| = 1 for all λ ∈ P}.
Writing ui = u
λi for each i = 1, . . . , n, we have U ∼= Tn where T = {z ∈ C : |z| = 1}.
In the next theorem we introduce (following [23]) a measure pi0 which we will shortly
see is closely related to the Plancherel measure pi (in the standard case). We will write
Aˆ(u) for hu(A) when A ∈ A and u ∈ U. As we shall see in Corollary 6.3.4, each such hu
is continuous for the `2–operator norm, and so (6.3.1) will also be valid for A,B ∈ A2.
Theorem 6.3.2. (cf. [23, Theorem 5.1.5]) Let du denote the normalised Haar measure
on U, and let pi0 be the measure on U given by dpi0(u) =
W0(q−1)
|W0| |c(u)|−2du. Then
〈A,B〉 =
∫
U
Â(u)B̂(u)dpi0(u) for all A,B ∈ A . (6.3.1)
Proof. We may assume that A = Aµ and B = Aν, where µ, ν ∈ P+. Then the
integrand in (6.3.1) is ÂµAν∗(u). Now AµAν∗ =
∑
λ∈P+ aµ,ν∗;λAλ, and since aµ,ν∗;λ =
δµ,ν/Nµ, it suffices to show that
∫
U Âλ(u)dpi0(u) = δλ,0 for each λ ∈ P+. Notice that if
u ∈ U, then u = u−1, and so
|c(u)|2 = c(u)c(u−1) =
∏
α∈R
1− τ−1α τ−1/2α/2 u−α
∨
1− τ−1/2α/2 u−α∨
.
Thus |c(wu)|2 = |c(u)|2 for all w ∈ W0. Furthermore, if f(u) =
∑
λ aλu
λ is such that∑
λ |aλ| <∞, then
∫
U f(u)du = a0. It follows that
∫
U f(wu)du =
∫
U f(u)du for all w ∈ W0.
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Using these facts we see that∫
U
Âλ(u)dpi0(u) = q
−1/2
tλ
∫
U
uλ
c(u−1)
du. (6.3.2)
Let R+τ = {α ∈ R+ | τα 6= 1}. Then it is clear that we can write
1
c(u−1)
=
∏
α∈R+τ
1− τ−1/2α/2 uα
∨
1− τ−1α τ−1/2α/2 uα∨
=
∑
γ∈Q+
aγu
γ
where a0 = 1 and the series is uniformly convergent. Since {λi}ni=1 forms an acute basis
of E [5, VI, §1, No.10] we have 〈λ, λi〉 ≥ 0 for all λ ∈ P+ and for all 1 ≤ i ≤ n. Thus
each λ ∈ P+ is a linear combination of {αi}ni=1 with nonnegative coefficients. It follows
that if λ ∈ P+, γ ∈ Q+ and λ + γ = 0, then λ = γ = 0. Hence by (6.3.2) we have∫
U Âλ(u)dpi0(u) = δλ,0, completing the proof. 
Fix o ∈ VP and let `2o(VP ) denote the space of all f ∈ `2(VP ) which are constant on
each set Vλ(o). For A ∈ A2 define ‖A‖o by
‖A‖o = sup{‖Af‖2 : f ∈ `2o(VP ) and ‖f‖2 ≤ 1},
which defines a norm on A2 (see Lemma 6.2.1), and clearly ‖A‖o ≤ ‖A‖ for all A ∈ A2.
Remark 6.3.3. In fact ‖A‖o = ‖A‖ for all A ∈ A2 (in both the standard and excep-
tional cases). To see this, recall that an injective homomorphism between two C∗-algebras
is an isometry [13, Theorem I.5.5]. Let Φ : A2 → L (`2o(VP )) be the linear map given by
A 7→ A|`2o(VP ). Since ‖A‖o = ‖A|`2o(VP )‖, it suffices to show that Φ is an injection. This is
clear from Lemma 6.2.1, for Φ(A) = 0 implies that Aδo = 0, and so A = 0.
Corollary 6.3.4. Each hu, u ∈ U, is continuous for the `2-operator norm.
Proof. We show that in fact |hu(A)| ≤ ‖A‖o for all A ∈ A and u ∈ U. Suppose
that this condition fails for some u0 ∈ U and A ∈ A . Then there exists δ > 0 so that
|hu0(A)| > (1 + δ)‖A‖o. Since hu(A) is a Laurent polynomial in u1, . . . , un there exists a
neighbourhood N of u0 in U such that |hu(A)| > (1+ δ)‖A‖o for all u ∈ N . Let N ′ denote
the set of u ∈ U such that |hu(A)| > (1 + δ)‖A‖o, so W0N ′ = N ′. Let U/W0 denote the
set of W0 orbits in U. It is compact Hausdorff with respect to the quotient topology, and
C (U/W0) ∼= {ϕ ∈ C (U) | ϕ(wu) = ϕ(u) for all w ∈ W0 and u ∈ U}.
Now there exists ϕ ∈ C (U/W0) such that ϕ 6= 0, but ϕ is 0 outside N ′. By the Stone-
Weierstrass Theorem, for any given  > 0, there exists B ∈ A so that ‖B̂ − ϕ‖∞ < , and
choosing  suitably small we can ensure that∫
N ′
|B̂(u)|2dpi0(u) ≥ 1
1 + δ
∫
U
|B̂(u)|2dpi0(u) > 0.
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Thus by (6.3.1)
‖ABδo‖22 =
∫
U
|Â(u)|2|B̂(u)|2dpi0(u)
≥ (1 + δ)2‖A‖2o
∫
N ′
|B̂(u)|2dpi0(u) ≥ (1 + δ)‖A‖2o‖Bδo‖22,
and so ‖Af‖2 ≥
√
1 + δ‖A‖o‖f‖2 for f = Bδo, contrary to the definition of ‖A‖o. 
Corollary 6.3.5. In the standard case, M2 = {h˜u | u ∈ U}. Moreover, the map
$ : u 7→ h˜u induces a homeomorphism U/W0 → M2 (where U is given the Euclidean
topology, U/W0 is given the quotient topology, and M2 is given the w∗-topology), and the
Plancherel measure pi is the image of the measure pi0 of Theorem 6.3.2 under $.
Proof. The w∗-topology on M2, defined using the functionals h 7→ h(A), A ∈ A2, is
compact, and so agrees with the topology defined using only the functionals h 7→ h(A)
with A ∈ A , since the latter is Hausdorff. Since each hu(A) (A ∈ A fixed) is a Laurent
polynomial in u1, . . . , un, the map $ : u 7→ h˜u, defined from U to M2 in light of Corol-
lary 6.3.4, is continuous. Thus $(U) is closed in M2, and $ induces a homeomorphism
U/W0 → $(U) since U/W0 is compact. The image pi of pi0 under $ satisfies the defining
properties of the Plancherel measure. Since M2 = supp(pi) by Proposition 6.2.2,
pi(M2\$(U)) = pi0($−1(M2\$(U))) = 0,
and so M2 = $(U). Thus $ is surjective, and it is injective by Proposition 6.1.1. 
6.3.2. The Exceptional Case. Let R = BCn for some n ≥ 1 and suppose that
qn < q0. Recall the description of R from Appendix D. Let αi = ei− ei+1 for 1 ≤ i ≤ n− 1
and let αn = en. The set B = {αi}ni=1 is a base of R, and the set of positive roots with
respect to B is
R+ = {ei, 2ei, ej − ek, ej + ek | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}.
By Appendix E, q1 = · · · = qn−1 in this case. Let a = √qnq0 and b =
√
qn/q0 (so b < 1).
Let u ∈ Hom(P,C×). Since ei ∈ P for each i = 1, . . . , n, we may define numbers
ti = ti(u) by ti = u
ei. We will now give a formula for c(u) in this case in terms of the
numbers {ti}ni=1 (see Remark 6.1.2 for a related discussion).
If α = 2ei, 1 ≤ i ≤ n, then α ∈ R1\R3, and so τα = q0. Now α/2 = ei ∈ R2\R3, and
so τα/2 = qα/2q
−1
0 . Since |α/2| = |αn| we have qα/2 = qαn = qn, and thus τα/2 = qnq−10 .
Now if α = ei, 1 ≤ i ≤ n, then α ∈ R2\R3, and so by the above τα = qnq−10 , and since
α/2 /∈ R we have τα/2 = 1. Since (2ei)∨ = ei and e∨i = 2ei, the factors in c(u) (see (6.1.1))
corresponding to the roots α = 2ei and α = ei are
1− q−1/2n q−1/20 t−1i
1− q−1/2n q1/20 t−1i
· 1− q
−1
n q0t
−2
i
1− t−2i
=
(1− a−1t−1i )(1 + b−1t−1i )
1− t−2i
.
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If α = ej ± ek, 1 ≤ j < k ≤ n, then α ∈ R3, and so τα = qα. Since |α| = |e1 − e2| = |α1|
we have qα = qα1 = q1(= q2 = · · · = qn−1), and so the product of the two factors of c(u)
corresponding to the roots α = ej − ek and α = ej + ek (1 ≤ j < k ≤ n) is
(1− q−11 t−1j tk)
(1− t−1j tk)
· (1− q
−1
1 t
−1
j t
−1
k )
(1− t−1j t−1k )
.
Combining all these factors we see that c(u) equals{ n∏
i=1
(1− a−1t−1i )(1 + b−1t−1i )
1− t−2i
}{ ∏
1≤j<k≤n
(1− q−11 t−1j tk)(1− q−11 t−1j t−1k )
(1− t−1j tk)(1− t−1j t−1k )
}
. (6.3.3)
Notice that when R = BCn, Q = P , and so we will be able to apply the results of [23]
(see the paragraph after the proof of Proposition 6.1.1). Thus when q1 > 1 the Plancherel
measure here depends on how many of the numbers qk1b, k ∈ N, are less than 1 (see [23,
page 70]). Since we have an underlying building we have the following simplification.
Lemma 6.3.6. If q1 > 1, then q1b ≥ 1.
Proof. By a well known theorem of D. Higman (see [35, page 30] for example), in
a finite thick generalised 4-gon with parameters (k, l), we have k ≤ l2 and l ≤ k2. Thus
by [35, Theorem 3.5 and Proposition 3.2] we have q21 ≥ q0 (even if q0 = 1), and so
q1b ≥ √qn ≥ 1. 
Let T = {z ∈ C : |z| = 1}. Let dt = dt1 · · ·dtn, where dti is normalised Haar measure
on T. Define φ0(u) = c(u)c(u−1) and
φ1(u) = lim
t1→−b
φ0(u)
1 + b−1t1
and dt′ = δ−b(t1)dt2 · · ·dtn.
Note that the above limit exists since there is a factor 1 + b−1t1 in c(u−1) (see (6.3.3)).
We use the isomorphism U → Tn, u 7→ (t1, . . . , tn) to identify U with Tn. Define
U′ = {−b} × Tn−1, and write U = U ∪ U′.
Theorem 6.3.7. Let pi0 be the measure on U = U ∪ U′ given by dpi0(u) = W0(q−1)|W0| dtφ0(u)
on U and dpi0(u) =
W0(q−1)
|W ′0|
dt′
φ1(u)
on U′, where W ′0 is the Coxeter group Cn−1 (with C1 = A1
and C0 = {1}). Then (in the exceptional case)
〈A,B〉 =
∫
U
Â(u)B̂(u)dpi0(u) for all A,B ∈ A . (6.3.4)
Proof. When q1 > 1 this follows from the ‘group free’ calculations made in [23,
Theorem 5.2.10], taking into account Lemma 6.3.6. If q1 = 1 the formula for c(u) simplifies
considerably, and a calculation similar to that in [23, Theorem 5.2.10] proves the result in
this case too. 
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As in the standard case we have the following corollary (see Corollary 6.3.5).
Corollary 6.3.8. In the exceptional case, M2 = {h˜u | u ∈ U}. Moreover, the map
$ : u 7→ h˜u induces a homeomorphism (U/W0) ∪ (U′/W ′0) → M2 and the Plancherel
measure pi is the image of the measure pi0 of Theorem 6.3.7 under $.
CHAPTER 7
The Integral Formula
As usual, let X be a locally finite regular affine building of irreducible type. In this
chapter we will provide a second formula for the algebra homomorphisms h : A → C in
terms of an integral over the boundary of X . In Theorem 7.7.2 we prove the non-trivial
fact that this integral formula coincides with the Macdonald formula of Chapter 6, and in
Theorem 7.7.3 we compute the norms ‖Aλ‖.
Having both the integral and Macdonald formulae for the algebra homomorphisms
h : A → C provides us with some very powerful machinery, which will be applied in
Chapter 8 to study radial random walks on affine buildings.
7.1. Convex Hull
Let Hα;k be a hyperplane of Σ. The (closed) half-spaces of Σ associated to Hα;k are
H+α;k = {z ∈ E | 〈z, α〉 ≥ k} and H−α;k = {z ∈ E | 〈z, α〉 ≤ k}. The walls of an apartmentA
are the pre-images of the hyperplanes of Σ under an isomorphism ψ : A → Σ, and the
half-apartments of A are the pre-images of the half-spaces of Σ under ψ.
Given a subset X ⊂ VP , define the convex hull of X, or conv(X), to be the set of good
vertices that lie in the intersection of all half-apartments that contain X.
We make the analogous definition of conv(X) for subsets X ⊂ P , with the word half-
apartment replaced by half-space.
Let ≤ denote the partial order on P+ given by µ ≤ λ if and only if λ− µ ∈ P+. Note
that this is quite different to the partial order  on P used earlier.
Lemma 7.1.1. Let λ ∈ P+. Then conv{0, λ} = {µ ∈ P+ | µ ≤ λ}.
Proof. Let µ ≤ λ and write ν = λ − µ ∈ P+. Suppose that 0, λ ∈ H±α;k. Since
H−α;k = Hα;−k we may assume that α ∈ R+, and since 0 ∈ H±α;k the only cases to consider
are H−α;k with k ≥ 0, and H+α;k with k ≤ 0. In the case k ≥ 0 we have 〈µ, α〉 = 〈λ− ν, α〉 ≤
〈λ, α〉 ≤ k and so µ ∈ H−α;k. In the case k ≤ 0 we have 〈µ, α〉 ≥ 0 ≥ k and so µ ∈ H+α;k.
Thus {µ ∈ P+ | µ ≤ λ} ⊆ conv{0, λ}.
Now suppose that µ ∈ conv{0, λ}. Since 0, λ ∈ H+αi;0 for each i ∈ I0, we have µ ∈ H+αi;0
for each i ∈ I0 too, and so µ ∈ P+. Also, 0, λ ∈ H−αi;〈λ,αi〉 for each i ∈ I0, and so
〈µ, αi〉 ≤ 〈λ, αi〉 for each i ∈ I0. That is, λ− µ ∈ P+, and so µ ≤ λ. 
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Lemma 7.1.2. Let λ, µ ∈ P+. Then |Vλ(x) ∩ Vµ∗(y)| = 1 whenever y ∈ Vλ+µ(x).
Proof. By Corollary 5.3.4, Theorem 5.2.7 and Proposition 4.3.6 we have
aλ,µ;λ+µ = cλ,µ;λ+µ =
Nλ+µ
NλNµ
,
and the result follows from (4.4.3) 
Remark 7.1.3. A ‘building theoretic’ proof of Lemma 7.1.2 is given in Appendix B.4.
Corollary 7.1.4. Let λ ∈ P+ and µ ≤ λ, and let x, y ∈ VP be any vertices with
y ∈ Vλ(x). There exists a unique vertex, denoted vµ(x, y), in the set Vµ(x) ∩ Vν∗(y), where
ν = λ− µ ∈ P+.
Theorem 7.1.5. Let λ ∈ P+, x ∈ VP , and y ∈ Vλ(x). Then
conv{x, y} = {vµ(x, y) | µ ≤ λ}.
Proof. LetH be a half-apartment of X containing {x, y}, and letA be any apartment
containing H. It is easy to see (using Axiom (B2) of [7, p.76]) that there exists a type-
rotating isomorphism ψ : A → Σ such that ψ(x) = 0 and ψ(y) = λ. Let µ ≤ λ and write
ν = λ − µ ∈ P+. The vertex v = ψ−1(µ) is in both Vµ(x) and Vν∗(y) (as y ∈ Vν(v), for
(t−µ ◦ ψ)(v) = 0 and (t−µ ◦ ψ)(y) = ν ∈ P+), and so by Corollary 7.1.4 vµ(x, y) = v ∈ A.
Now ψ(H) is a half-space of Σ which contains 0 and λ, and so by Lemma 7.1.1 µ ∈ ψ(H).
Thus vµ(x, y) = ψ
−1(µ) ∈ H, showing that
{vµ(x, y) | µ ≤ λ} ⊆ conv{x, y}.
Suppose now that v ∈ conv{x, y}. Thus there exists an apartment A containing x, y
and v. Let ψ : A → Σ be a type-rotating isomorphism such that ψ(x) = 0 and ψ(y) = λ,
and write µ = ψ(v). If µ /∈ conv{0, λ} then there is a (closed) half-space of Σ which
contains 0 and λ but not µ, and it follows that there exists a half-apartment of A which
contains x and y but not v, a contradiction. Thus µ ∈ conv{0, λ}, and so by Lemma 7.1.1
µ ≤ λ. It follows that v ∈ Vµ(x) ∩ Vν∗(y), where ν = λ − µ ∈ P+, and so v = vµ(x, y),
completing the proof. 
Note that the above shows that conv{x, y} is a finite set for all x, y ∈ VP . Indeed
|conv{x, y}| =
n∏
i=1
(〈λ, αi〉+ 1)
if y ∈ Vλ(x), which also shows that |conv{x, y}| = |conv{u, v}| whenever y ∈ Vλ(x) and
v ∈ Vλ(u), and that |conv{x, y}| does not depend on the parameters of the building.
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7.2. Preliminary Results
We now give some background that involves only the root system R, which throughout
is assumed to be irreducible. Recall that we write  for the partial order on P given by
µ  λ if and only if λ− µ ∈ Q+.
We say that a subset X ⊂ P is saturated [5, VI, §1, Exercise 23] if µ − iα∨ ∈ X for
all µ ∈ X, α ∈ R, and all i between 0 and 〈µ, α〉 inclusive. Every saturated set is stable
under W0, and for each λ ∈ P+ there is a unique saturated set, denoted Πλ, with highest
coweight λ (that is, µ  λ for all µ ∈ Πλ). Note that
Πλ = {wµ | µ ∈ P+, µ  λ, w ∈ W0} (7.2.1)
(see [18, Lemma 13.4B] for example).
We recall the definition of the Bruhat order on W [19, §5.9]. Let v, w ∈ W , and write
v → w if v = sα;kw for some α ∈ R, k ∈ Z, and `(v) < `(w). Declare v ≤ w if and only
if there exists a sequence v = w0 → w1 → · · · → wn = w. This gives the Bruhat (partial)
order on W . We extend the Bruhat order to W˜ as in [27, §2.3] by declaring v˜ ≤ w˜ if and
only if v˜ = vg and w˜ = wg with v ≤ w in W and g ∈ G.
By a sub-expression of a fixed reduced expression si1 · · · sir ∈ W we mean a product of
the form sik1 · · · sikq where 1 ≤ k1 < · · · < kq ≤ r. Let w = si1 · · · sir be a fixed reduced
expression for w ∈ W . By [19, Theorem 5.10], v ≤ w if and only v can be obtained as a
sub-expression of this reduced expression.
Proposition 7.2.1. Let v˜, w˜ ∈ W˜ with v˜ ≤ w˜. If w˜(0) ∈ Πλ, then v˜(0) ∈ Πλ too.
Proof. Suppose first that v˜ = sα;kw˜ with `(v˜) < `(w˜). Then by [27, (2.3.3)] Hα;k
separates C0 and w˜C0, and thus 〈w˜(0), α〉− k is between 0 and 〈w˜(0), α〉 (inclusive). Thus
by the definition of saturated sets
v˜(0) = w˜(0)− (〈w˜(0), α〉 − k)α∨ ∈ Πλ,
and the result clearly follows by induction. 
7.3. Sectors
Let X be an irreducible regular affine building. A sector of X is a subcomplex S ⊂X
such that there exists an apartment A such that S ⊂ A and a type preserving isomorphism
ψ : A → Σ such that ψ(S) is a sector of Σ. The base vertex of S is ψ−1(λ), where λ ∈ P
is the base vertex of ψ(S).
If S and S ′ are sectors of X with S ′ ⊆ S, then we say S ′ is a subsector of S. The
boundary Ω of X is the set of equivalence classes of sectors, where we declare two sectors
equivalent if and only if they contain a common subsector. Given x ∈ VP and ω ∈ Ω, there
exists a unique sector, denoted Sx(ω), in the class ω with base vertex x [35, Lemma 9.7].
7.4. RETRACTIONS AND THE COWEIGHTS h(x, y; ω) 75
Lemma 7.3.1. Let S be a sector in an apartment A of X . There exists a unique
type-rotating isomorphism ψA,S : A → Σ such that ψA,S(S) = S0.
Proof. Let x be the base vertex of S, and let ψ′ : A → Σ be a type preserving iso-
morphism. Writing λ = ψ′(x) we see that t−λ ◦ψ′ : A → Σ is a type-rotating isomorphism
mapping S to a sector of Σ based at 0. Thus (t−λ ◦ψ′)(S) = wS0 for some w ∈ W0, and so
w−1 ◦ t−λ ◦ ψ′ : A → Σ is a type-rotating isomorphism satisfying the requirements of the
lemma.
Let ψ and ψ′ be two such isomorphisms. It follows from Lemma 4.1.3 that ψ ′ ◦ψ−1 = w
for some w ∈ W0 (it is important that ψ and ψ′ are type-rotating here). We have w(C0) =
C0, and so w = 1 since W acts simply transitively on the chambers of Σ [7, p.142], and
thus ψ′ = ψ. 
7.4. Retractions and the Coweights h(x, y;ω)
Given an apartment A and a sector S of A, let ρA,S : X → A be the retraction onto
A centered at S [7, pages 170–171]. This is defined as follows. Given any chamber c of X ,
there exists a subsector S ′ of S and an apartment A′ such that c and S ′ are contained in
A′ [7, page 170]. Writing ψA′ : A′ → A for the isomorphism from building axiom (iii), we
set ρA,S(c) = ψA′(c), which is easily seen to be independent of the particular S ′ and A′
chosen.
Recall that if f = i1 · · · ir ∈ I∗ (the free monoid on I), we write sf for the element
si1 · · · sir ∈ W . For λ ∈ P+ let wλ and fλ be as in Section 3.7.
Theorem 7.4.1. Let x ∈ VP , ω ∈ Ω and write S = Sx(ω). Let A be any apartment
containing S. Then (ψA,S ◦ ρA,S)(y) ∈ Πλ for all y ∈ Vλ(x).
Proof. It follows easily from Proposition 4.1.2 that there exists a gallery c0, . . . , cn of
type σi(fλ) from x to y, where i = τ(x). Write Φ = ψA,S ◦ ρA,S . Then Φ(c0), . . . ,Φ(cn) is
a pre-gallery of type fλ from 0 to µ = Φ(y). Removing any stutters, we have a gallery of
type f ′λ, say, from 0 to µ, and sf ′λ is a sub-expression of sfλ. Thus sf ′λ ≤ sfλ, and so sf ′λgl ≤
sfλgl , where l = τ(λ). Since (sfλgl)(0) = λ ∈ Πλ, it follows from Proposition 7.2.1 that
µ′ = (sf ′
λ
gl)(0) ∈ Πλ too. Since Φ(c0) = wC0 for some w ∈ W0, we have Φ(cn) = wsf ′λC0,
and so by considering types of vertices we have
µ = wsf ′
λ
(gl(0)) = wµ
′.
Thus µ ∈ Πλ by (7.2.1). 
For each x ∈ VP , ω ∈ Ω and λ ∈ P+, the intersection Vλ(x) ∩ Sx(ω) contains a unique
vertex, denoted vxλ(ω) ∈ VP .
The coweights h(x, y;ω) in the next theorem are the analogs of the well studied horocycle
numbers of homogeneous trees.
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Theorem 7.4.2. Let ω ∈ Ω and let x, y ∈ VP .
(i) Let z ∈ Sx(ω) ∩ Sy(ω) and write z = vxν (ω) = vyη(ω). The coweight ν − η is
independent of the particular z ∈ Sx(ω) ∩ Sy(ω) chosen. We denote this common
value by h(x, y;ω). If µ ∈ P+ and µ− ν ∈ P+ then
vxµ(ω) = v
y
µ−h(x,y;ω)(ω).
(ii) Suppose that y ∈ Vλ(x). Write S = Sx(ω) and let A be any apartment contain-
ing S. Then h(x, y;ω) = (ψA,S ◦ ρA,S)(y) ∈ Πλ.
Proof. (i) We have vxν+µ′(ω) = v
y
η+µ′(ω) for all µ
′ ∈ P+, since both are equal to vzµ′(ω).
Thus, writing µ = µ′ + ν we have
vxµ(ω) = v
y
µ−(ν−η)(ω) whenever µ− ν ∈ P+. (7.4.1)
If we instead choose z′ ∈ Sx(ω) ∩ Sy(ω), where z′ = vxν′(ω) = vyη′(ω), then following the
above we have
vxµ(ω) = v
y
µ−(ν′−η′)(ω) whenever µ− ν ′ ∈ P+. (7.4.2)
By choosing µ ∈ P+ such that both µ− ν and µ− ν ′ are dominant, it follows from (7.4.1)
and (7.4.2) that ν − η = ν ′ − η′. Then (7.4.1) proves the final claim.
(ii) Write µ = (ψA,S ◦ρA,S)(y). By [7, page 170] there exists a subsector S ′ of S = Sx(ω)
such that S ′ and y lie in a common apartment A′. The restriction of ρA,S to A′ is thus
a type preserving isomorphism. Pick ν ∈ P+ such that vxν (ω) ∈ S ′, ν − µ ∈ P+ and
vxν (ω) ∈ Sy(ω). The map ψ = t−µ ◦ ψA,S ◦ ρA,S : A′ → Σ is a type-rotating isomorphism
such that ψ(y) = 0 and ψ(vxν (ω)) = ν − µ ∈ P+. Thus vxν (ω) ∈ Vν−µ(y) ∩ Sy(ω), and so
h(x, y;ω) = µ. The fact that h(x, y;ω) ∈ Πλ now follows from Theorem 7.4.1. 
Proposition 7.4.3. For all x, y, z ∈ VP and ω ∈ Ω we have the ‘cocycle relation’
h(x, y;ω) = h(x, z;ω) + h(z, y;ω). Thus h(x, x;ω) = 0 and h(y, x;ω) = −h(x, y;ω).
Proof. For µ = k1λ1 + · · ·+ knλn ∈ P+ with each ki sufficiently large we have
vxµ(ω) = v
z
µ−h(x,z;ω)(ω) = v
y
µ−h(x,z;ω)−h(z,y;ω)(ω)
and the result follows. 
The following theorem shows that if y ∈ Vλ(x), then for any ω ∈ Ω, Sy(ω) contains all
vertices vxµ(ω) for µ ∈ P+ large enough, where large enough depends only on λ, not on the
particular x, y and ω.
For λ ∈ P+, write µ λ to mean that µ− Πλ ⊂ P+ (in particular, µ ∈ P+).
Theorem 7.4.4. Let x ∈ VP , λ ∈ P+ and y ∈ Vλ(x). Then vxµ(ω) ∈ Sy(ω) for all
ω ∈ Ω and all µ λ, and so vxµ(ω) = vyµ−h(x,y;ω)(ω) for all ω ∈ Ω and all µ λ.
7.4. RETRACTIONS AND THE COWEIGHTS h(x, y; ω) 77
Remark 7.4.5. The proof of Theorem 7.4.4 will be given at the end of this section.
We are thankful to an anonymous referee of a paper drawn from this thesis for sketching
this proof of the present form of Theorem 7.4.4, which replaces our less sharp version of
this result.
Lemma 7.4.6. Suppose that A1 and A2 are apartments containing a common sector S.
Then the maps ρA1,S|A2 : A2 → A1 and ρA2,S|A1 : A1 → A2 are mutually inverse isomor-
phisms which fix A1 ∩ A2 pointwise.
Proof. Fix any chamber c ⊂ S, and let ϕ : A1 → A2 be the unique isomorphism fixing
A1 ∩ A2 pointwise. Then by definition we have ρA2,S |A1 = ϕ, and since ϕ−1 : A2 → A1 is
the unique isomorphism fixing A1 ∩ A2 pointwise we have ρA1,S|A2 = ϕ−1. 
Lemma 7.4.7. Let A be an apartment in X , let S be a sector in A, and let H be a
wall in A. Then exactly one of the two closed half-apartments in A determined by H, H+
say, contains a subsector of S. If x ∈ VP ∩H+, then the sector based at x and equivalent
to S is contained in H+.
Proof. Let ψ = ψA,S (see Lemma 7.3.1). Then ψ(H) = Hα;k for some α ∈ R and
k ∈ Z. Since H−α;k = Hα;−k, we may suppose that α ∈ R+. If k ≤ 0, then S0 ⊂ H+α;k =
{x : 〈x, α〉 ≥ k}. If k ≥ 1, then λ+ S0 ⊂ H+α;k for λ = k(λ1 + · · ·+ λn).
The final statement follows from [35, Lemma 9.1]. 
Proposition 7.4.8. Let c0, ..., cm be a gallery of type j1 · · · jm, and let ω ∈ Ω. Let A be
an apartment containing c0 and a sector S in the class ω. Let ρ = ρS,A, and let ek = ρ(ck)
for k = 0, . . . , m. For k = 1, . . . , m, let Hk denote the wall in A containing the panel
in ek−1 and in ek of type jk. Let H+k denote the half-apartment in A bounded by Hk which
contains a subsector of S (see Lemma 7.4.7).
Then there exists an apartment B containing cm and
m⋂
k=1
H+k
(and therefore B contains a sector in the class ω).
Proof. By induction on m. If m = 1, the panel of cotype j1 common to e0 = c0 and e1
is contained in c1 and in H1. So by the proof of [35, Lemma 9.4], there is an apartment B
containing H+1 and c1.
Now suppose that m > 1 and that there is an apartment B′ containing cm−1 and
∩m−1i=1 H+k . Let S ′ be any sector in the class ω contained in ∩m−1k=1 H+k , and let ρ′ = ρS′,B′. If
T is a common subsector of S and S ′, then ρ = ρT ,A and ρ′ = ρT ,B′. So by Lemma 7.4.6,
the maps ρ|B′ : B′ → A and ρ′|A : A → B′ are mutually inverse isomorphisms.
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Let H denote the wall in B′ containing the panel of cotype jm in cm−1 and in cm, and
let H+ denote the half-apartment in B′ bounded by H and containing a subsector of S.
The half-apartment ρ′(H+m) in B′ is bounded by H. To see this, let pi denote the panel in
cm−1 and cm of cotype jm, and let pi′ denote the panel in em−1 = ρ(cm−1) and em = ρ(cm)
of cotype jm. Then pi
′ = ρ(cm−1 ∩ cm), and so ρ′(pi′) = cm−1 ∩ cm = pi. Now pi′ is in the
wall of A bounding H+m, and so pi = ρ′(pi′) is in the wall of B bounding ρ′(H+m). But pi is
in the wall H of B bounding H+. Furthermore, ρ′(H+m) contains a subsector of S, because
H+m ∩ B′ contains such a subsector, and is fixed by ρ′. Thus
ρ′(H+m) = H
+. (7.4.3)
By the proof of [35, Lemma 9.4], there is an apartment B containing cm and H+. Since
H+1 ∩ · · · ∩H+m−1 is contained in B′, it is fixed by ρ′, and so
H+1 ∩ · · · ∩H+m = ρ′((H+1 ∩ · · · ∩H+m−1) ∩H+m) ⊂ ρ′(H+m).
Thus by (7.4.3), H+1 ∩ · · · ∩H+m ⊂ H+ ⊂ B, completing the induction step. 
Lemma 7.4.9. Suppose that C0 = D0, . . . , Dm is a gallery in Σ joining 0 to λ of minimal
length, and that C0 = E0, . . . , Em is a pre-gallery in Σ. If both the gallery and the pre-
gallery have the same type, then each type l = τ(λ) vertex of any of the Di’s and Ei’s is
in Πλ.
Proof. For k = 0, . . . , m, define uk, vk ∈ W by Dk = ukC0 and Ek = vkC0. Then
the type l vertices of Dk and Ek are ukgl(0) and vkgl(0) respectively (see the proof of
Theorem 7.4.1). In particular, umgl(0) = λ ∈ Πλ.
Since the gallery C0 = D0, . . . , Dm and the pre-gallery C0 = E0, . . . , Em have the
same type, j1 . . . jm, say, each uk and each vk is a subexpression of the reduced expression
um = sj1 · · · sjm. Thus ukgl, vkgl ≤ umgl (with respect to the Bruhat order on W˜ ) for each
k = 0, . . . , m.
The result now follows from Proposition 7.2.1. 
Corollary 7.4.10. Suppose that x, y ∈ VP , ω ∈ Ω, λ ∈ P+, and y ∈ Vλ(x). Consider
a minimal gallery c0, ..., cm from x to y and an apartment A containing c0 and a sector in
the class ω (and hence containing Sx(ω)). Let ψ : A → Σ be the type-rotating isomorphism
mapping Sx(ω) to S0 (see Lemma 7.3.1). Finally, let Hi and H+i be as in Proposition 7.4.8,
and write ρ = ρA,Sx(ω). Then:
(i) ψ−1(Πλ) contains all the type j = τ(y) vertices in each ρ(ci), and so in particular
it contains y′ = ρ(y).
(ii) If µ λ, then vxµ(ω) ∈
⋂m
i=1H
+
i .
Proof. (i) Let ei = ρ(ci) and Ei = ψ(ei) for i = 0, . . . , m. Let ρ
′ = ρc0,A denote
the retraction of center c0 onto A (see [7, §IV.3]). Let di = ρ′(ci) and Di = ψ(di) for
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i = 0, . . . , m. Then the gallery C0 = D0, . . . , Dm and the pre-gallery C0 = E0, . . . , Em
satisfy the hypotheses of Lemma 7.4.9, and the result follows.
(ii) For i = 0, . . . , m, let vi be the type j vertex of ei, and so {vi}mi=0 ⊂ ψ−1(Πλ).
Let 1 ≤ i ≤ m. If vi−1 = vi, then ψ(vi) ∈ Πλ ∩ ψ(Hi), and so ψ(vi) + S0 is contained
in ψ(Hi)
+ by Lemma 7.4.7 (here ψ(Hi)
+ is the half-space of Σ bounded by ψ(Hi) and
containing a subsector of S0 = ψ(Sx(ω))). Hence Svi(ω) is contained in H+i . By our
hypothesis, µ− Πλ ⊂ P+, and so µ = ψ(vi) + νi for some νi ∈ P+. Hence ψ(vxµ(ω)) = µ ∈
ψ(vi) + S0 ⊂ ψ(Hi)+. Hence vxµ(ω) ∈ H+i .
If vi−1 6= vi, then ψ(vi−1) and ψ(vi) lie on opposite sides of ψ(Hi). Then by Lemma 7.4.7,
either ψ(vi−1) + S0 or ψ(vi) + S0 is contained in ψ(Hi)+. Let us assume that ψ(vi) + S0 ⊂
ψ(Hi)
+. Since µ − Πλ ⊂ P+, we can write µ = ψ(vi) + νi for some νi ∈ P+. Hence
ψ(vxµ(ω)) = µ ∈ ψ(vi) + S0 ⊂ ψ(Hi)+, and so again vxµ(ω) ∈ H+i . 
Proof of Theorem 7.4.4. Let c0, . . . , cm be a gallery of minimal length from x to y,
and let A,B and H+1 , . . . , H+m be as in Proposition 7.4.8. By Lemma 7.4.6, the map
ϕ = ρA,Sx(ω)|B : B → A is an isomorphism. It maps y to y′ = ρA,Sx(ω)(y) and fixes
A∩ B ⊃ ⋂mi=1H+i , which contains a sector in the class ω. Hence ϕ maps Sy(ω) to Sy′(ω).
Moreover, if µ λ, then by Corollary 7.4.10(ii), ϕ fixes vxµ(ω).
Let ψ : A → Σ be the type-rotating isomorphism mapping Sx(ω) to S0. Then by
Corollary 7.4.10(i) we have y′ ∈ ψ−1(Πλ), and so we can write µ = ψ(y′) + ν for some
ν ∈ P+. Therefore vxµ(ω) ∈ Sy′(ω), and applying ϕ, we see that vxµ(ω) ∈ Sy(ω). So
vxµ(ω) = v
y
µ−h(x,y;ω)(ω) by the definition of h(x, y;ω). 
7.5. The Boundary of X and the Measures νx
Let ≤ denote the partial order on P+ given by µ ≤ λ if and only if λ−µ ∈ P+. Fixing
x ∈ VP , there is a natural map θ : Ω→
∏
λ∈P+ Vλ(x), where one maps ω to (v
x
λ(ω))λ∈P+. For
each pair λ, µ ∈ P+ with µ ≤ λ, let ϕµ,λ : Vλ(x) → Vµ(x) be the map y 7→ vµ(x, y), where
vµ(x, y) is the unique vertex in Vµ(x) ∩ conv{x, y} (see Section 7.1). Then (Vλ(x), ϕµ,λ) is
an inverse system of topological spaces (where each finite set Vλ(x) is given the discrete
topology). The inverse limit lim←−(Vλ(x), ϕµ,λ) is a compact Hausdorff topological space [6,
I.9.6], and the map θ is a bijection of Ω onto this inverse limit, thus inducing a compact
Hausdorff topology on Ω, which we show in Theorem 7.5.5 is independent of x ∈ VP . See
Appendix B.2 for a sketch of the proof that θ is a bijection of Ω onto lim←−(Vλ(x), ϕµ,λ).
With x ∈ VP fixed as above, for each y ∈ VP let Ωx(y) = {ω ∈ Ω | y ∈ Sx(ω)}. The
sets Ωx(y), y ∈ VP , form a basis of open and closed sets for the topology on Ω, and the
functions ω 7→ h(x, y;ω) are locally constant on Ω, as we see in Lemma 7.5.1.
To each x ∈ VP there is a unique regular Borel probability measure νx on Ω such
that νx(Ωx(y)) = N
−1
λ if y ∈ Vλ(x). To see this, for each λ ∈ P+ let Cλ(Ω) be the
space of all functions f : Ω → C which are constant on each set Ωx(y), y ∈ Vλ(x). For
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each λ ∈ P+ define Jλ : Cλ(Ω) → C by Jλ(f) = 1Nλ
∑
y∈Vλ(x) cy(f), where cy(f) is the
constant value f takes on Ωx(y). The space of all locally constant functions f : Ω → C
is C∞(Ω) =
⋃
λ∈P+ Cλ(Ω). Define J : C∞(Ω) → C by J(f) = Jλ(f) if f ∈ Cλ(Ω). The
map J is linear, maps 1 ∈ C∞(Ω) to 1 ∈ C and satisfies |J(f)| ≤ ‖f‖∞ for all f ∈ C∞(Ω).
Since C∞(Ω) is dense in C (Ω), J extends uniquely to a linear map J˜ : C (Ω) → C such
that |J˜(f)| ≤ ‖f‖∞ for all f ∈ C (Ω) (here C (Ω) is the space of all continuous functions
f : Ω → C). Thus by the Riesz Representation Theorem there exists a unique regular
Borel probability measure νx such that
J˜(f) =
∫
Ω
f(w)dνx(ω) for all f ∈ C (Ω).
In particular, N−1λ = νx(Ωx(y)) if y ∈ Vλ(x).
In Theorem 7.5.5(ii) we show that for x, y ∈ VP , the measures νx and νy are mutually
absolutely continuous, and we compute the Radon-Nikodym derivative.
Lemma 7.5.1. Let y ∈ Vν(x) and suppose that z ∈ Vλ(x) ∩ Vµ(y) with λ ν. Then
(i) Ωx(z) ⊂ Ωy(z), and
(ii) h(x, y;ω) = λ− µ for all ω ∈ Ωx(z).
Proof. (i) Let ω ∈ Ωx(z), and so z = vxλ(ω), and by Theorem 7.4.4 z ∈ Sy(ω). Thus
ω ∈ Ωy(z) and so Ωx(z) ⊂ Ωy(z). Note that if µ ν∗ too, then Ωx(z) = Ωy(z).
Since Ωx(z) ⊂ Ωy(z) and z ∈ Vλ(x)∩Vµ(y) we have vxλ(ω) = z = vyµ(ω) for all ω ∈ Ωx(z),
and so (ii) follows from Theorem 7.4.2(i). 
Lemma 7.5.2. Let x, y ∈ VP . In the notation of Section 7.1, if z ∈ conv{x, y}, then
Ωx(y) ⊂ Ωx(z).
Proof. Let ω ∈ Ωx(y). Then the sector Sx(ω) contains x and y, and hence z. Thus
ω ∈ Ωx(z). 
Let P++ denote the set of all strongly dominant coweights of R, that is, those λ ∈ P
such that 〈λ, αi〉 > 0 for all i ∈ I0.
We note that since quv = quqv whenever `(uv) = `(u) + `(v), by [27, (2.4.1)] we have
qtλ+µ = qtλqtµ , and so qtν =
n∏
i=1
q
〈ν,αi〉
tλi
(7.5.1)
for all λ, µ, ν ∈ P+.
Proposition 7.5.3. Let µ ∈ P be fixed. For all λ ∈ P++ such that λ − µ ∈ P++ we
have
Nλ
Nλ−µ
=
n∏
i=1
q
〈µ,αi〉
tλi
=
∏
α∈R+
τ 〈µ,α〉α
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Proof. By (4.3.3) we have NλN
−1
λ−µ = qtλq
−1
tλ−µ
, and so by (7.5.1)
Nλ
Nλ−µ
=
qtλ
qtλ−µ
=
n∏
i=1
q
〈λ,αi〉−〈λ−µ,αi〉
tλi
=
n∏
i=1
q
〈µ,αi〉
tλi
,
proving the first equality. On the other hand, by Proposition B.1.5,
Nλ
Nλ−µ
=
qtλ
qtλ−µ
=
∏
α∈R+
τ 〈λ,α〉−〈λ−µ,α〉α =
∏
α∈R+
τ 〈µ,α〉α . 
Lemma 7.5.4. Let λ, µ ∈ P+. Then Πλ + Πµ ⊂ Πλ+µ.
Proof. Let λ′ ∈ Πλ and µ′ ∈ Πµ. Then
w(λ′ + µ′) = wλ′ + wµ′  λ+ µ for all w ∈ W0.
By choosing w ∈ W0 such that w(λ′ + µ′) ∈ P+ we have w(λ′ + µ′) ∈ Πλ+µ by (7.2.1), and
so λ′ + µ′ ∈ Πλ+µ. 
Theorem 7.5.5. Consider the topologies and measures defined above on Ω. Then
(i) The topology on Ω does not depend on the particular x ∈ VP .
(ii) For x, y ∈ VP , the measures νx and νy are mutually absolutely continuous, and the
Radon-Nikodym derivative is given by
dνy
dνx
(ω) =
n∏
i=1
q
〈h(x,y;ω),αi〉
tλi
=
∏
α∈R+
τ 〈h(x,y;ω),α〉α .
Proof. (i) Let x, y ∈ VP , with y ∈ Vν(x), say, and choose λ  ν + ν∗. Notice that
this implies that λ ν. Furthermore, for each ν ′ ∈ Πν, using Lemma 7.5.4 we have
(λ− ν ′)− Πν∗ ⊂ λ− Πν − Πν∗ ⊂ λ− Πν+ν∗,
and so λ− ν ′  ν∗.
Let ω0 ∈ Ωx(v), a basic open set for the topology using x, where v ∈ Vη(x), say. Since
λ ν, by Theorem 7.4.4 we have vxλ(ω0) ∈ Sy(ω0). Let z = vxλ(ω0) = vyλ−h(x,y;ω0)(ω0), and
so z ∈ Vλ(x) ∩ Vλ−h(x,y;ω0)(y). Now h(x, y;ωo) ∈ Πν (see Theorem 7.4.2(ii)), and so by the
above, λ − h(x, y;ω0)  ν∗. Since λ  ν too, by Lemma 7.5.1 we have Ωx(z) = Ωy(z).
Choosing λ perhaps larger still so that λ−η ∈ P+ we have Ωx(z) ⊂ Ωx(v) by Lemma 7.5.2.
Thus, since z = vyλ−h(x,y;ω0)(ω0), we have ω0 ∈ Ωy(z) = Ωx(z) ⊂ Ωx(v), which shows that
the x-open sets are y-open, and the first statement follows.
(ii) With x, y, z and ω0 as above, since Ωx(z) = Ωy(z), and since νx(Ωx(z)) = N
−1
λ and
νy(Ωy(z)) = N
−1
λ−h(x,y;ω0), we see that
νy(Ωx(z)) = νy(Ωy(z)) = N
−1
λ−h(x,y;ω0) = N
−1
λ−h(x,y;ω0)Nλνx(Ωx(z)),
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and so the measures are mutually absolutely continuous, and the Radon-Nikodym deriva-
tive is given by
dνy
dνx
(ω) =
Nλ
Nλ−h(x,y;ω)
for any λ ∈ P+ such that λ ν + ν∗.
The result follows from Proposition 7.5.3 by choosing λ perhaps larger still so that both λ
and λ− h(x, y;ω) are strongly dominant. 
Let r ∈ Hom(P,C×) be the map
µ 7→
n∏
i=1
q
1
2
〈µ,αi〉
tλi
=
∏
α∈R+
τ
1
2
〈µ,α〉
α (7.5.2)
Following our usual convention we write rµ in place of r(µ).
Proposition 7.5.3 immediately gives the following.
Corollary 7.5.6. Let µ ∈ P be fixed. Then for any λ ∈ P++ such that λ− µ ∈ P++,
rµ =
(
Nλ
Nλ−µ
)1/2
.
7.6. The Integral Formula
For λ ∈ P+, let us write µ ≫ λ to mean that µ−Πλ ⊂ P++ (in particular, notice that
if µ ≫ λ, then µ  λ and µ ∈ P++). The reason for this is that we will want to ensure
that the formula in Corollary 7.5.6 is applicable in the following results.
Recall the definition of the numbers aλ,µ;ν from (4.4.3).
Lemma 7.6.1. Let λ ∈ P+. For each x ∈ VP , ω ∈ Ω, µ ∈ Πλ and ν ≫ λ,
1
Nλ
|{y ∈ Vλ(x) | h(x, y;ω) = µ}| = r−2µaλ,ν−µ;ν .
In particular, the value of the left hand side is independent of x ∈ VP and ω ∈ Ω.
Proof. We will first show that whenever ν  λ,
{y ∈ Vλ(x) | h(x, y;ω) = µ} = Vλ(x) ∩ V(ν−µ)∗(vxν (ω)). (7.6.1)
If y ∈ Vλ(x) ∩ V(ν−µ)∗(vxν (ω)), then by Theorem 7.4.4, vxν (ω) ∈ Sy(ω) ∩ Vν−µ(y), and so
vxν (ω) = v
y
ν−µ(ω). Thus h(x, y;ω) = µ.
Conversely, if y ∈ Vλ(x) and h(x, y;ω) = µ, then vxν (ω) = vyν−µ(ω) once ν  λ by
Theorem 7.4.4. Thus y ∈ Vλ(x) ∩ V(ν−µ)∗(vxν (ω)).
Now suppose that ν ≫ λ. By (4.4.3), (7.6.1) and Corollary 7.5.6 we have
1
Nλ
|{y ∈ Vλ(x) | h(x, y;ω) = µ}| = Nν−µ
Nν
aλ,ν−µ;ν = r−2µaλ,ν−µ;ν . 
We now describe the algebra homomorphisms h : A → C in terms of zonal spherical
functions.
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Definition 7.6.2. Fix a vertex x ∈ VP . A function f : VP → C is called spherical with
respect to x ∈ VP if
(i) f(x) = 1,
(ii) f is x-radial (that is, f(y) = f(y′) whenever y, y′ ∈ Vλ(x)), and
(iii) for each A ∈ A there is a number cA such that Af = cAf .
The following is proved in [11, Proposition 3.4] in the A˜2 case, and the proof there
generalises immediately.
Proposition 7.6.3. An x-radial function f : VP → C is spherical if and only if the
map h : A → C given by h(A) = (Af)(x) defines an algebra homomorphism. Moreover,
each h ∈ Hom(A ,C) arises in this way.
Let x ∈ VP be fixed and let u ∈ Hom(P,C×) and y ∈ VP . Define
F xu (y) =
∫
Ω
(ur)h(x,y;ω)dνx(ω),
where (ur)λ = uλrλ for all λ ∈ P . The integral exists by Theorem 7.4.2(ii) and the fact
that Nλ and |Πλ| are finite for each λ ∈ P+.
In the following theorem we provide a second formula h′u, u ∈ Hom(P,C×), for the
algebra homomorphisms A → C. In Theorem 7.7.2 we will show that h′u = hu.
Theorem 7.6.4. Let x, y ∈ VP with y ∈ Vλ(x). Then for all u ∈ Hom(P,C×)
(i) F xu (x) = 1,
(ii) F xu (y) = F
x′
u (y
′) whenever x′, y′ ∈ VP satisfy y′ ∈ Vλ(x′), and
(iii) AλF
x
u = ϕλ(u)F
x
u , where for any ν ≫ λ
ϕλ(u) =
∑
µ∈Πλ
r−µaλ,ν−µ;νuµ,
which is independent of x ∈ VP .
Thus the map h′u : A → C given by h′u(A) = (AF xu )(x) defines an algebra homomorphism
(by Proposition 7.6.3).
Proof. Since νx is a probability measure, (i) follows from Proposition 7.4.3.
We now prove (ii), which we note is stronger than the claim that F xu is x-radial. Let
λ ∈ P+. Since Ω is the union of the disjoint sets Ωx(z) over z ∈ Vν(x), we have
F xu (y) =
∑
z∈Vν(x)
∫
Ωx(z)
(ur)h(x,y;ω)dνx(ω)
=
∑
µ∈P+
∑
z∈Vν(x)∩Vµ(y)
∫
Ωx(z)
(ur)h(x,y;ω)dνx(ω).
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Now take ν  λ, and so by Lemma 7.5.1 h(x, y;ω) = ν − µ for all ω ∈ Ωx(z) and
z ∈ Vν(x) ∩ Vµ(y). Since νx(Ωx(z)) = N−1ν we have
F xu (y) =
∑
µ∈P+
1
Nν
|Vν(x) ∩ Vµ(y)|(ur)ν−µ,
and the result follows from (4.4.3).
We now prove (iii). Let ν ≫ λ. By the cocycle relations (Proposition 7.4.3), Theo-
rem 7.4.2(ii) and Lemma 7.6.1 we have
(AλF
x
u )(y) =
1
Nλ
∑
z∈Vλ(y)
∫
Ω
(ur)h(x,z;ω)dνx(ω)
=
∫
Ω
(
1
Nλ
∑
z∈Vλ(y)
(ur)h(y,z;ω)
)
(ur)h(x,y;ω)dνx(ω)
=
( ∑
µ∈Πλ
r−µaλ,ν−µ;νuµ
)∫
Ω
(ur)h(x,y;ω)dνx(ω). 
Corollary 7.6.5. Let y ∈ Vλ(x). Then for any ω ∈ Ω,
h′u(Aλ) = F
x
u (y) =
1
Nλ
∑
z∈Vλ(x)
(ur)h(x,z;ω) = ϕλ(u).
Proof. By Theorem 7.6.4(ii) and the definition of Aλ we have (AλF
x
u )(x) = F
x
u (y),
and by Theorem 7.6.4(i) we have ϕλ(u)F
x
u (x) = ϕλ(u). The result now follows from
Theorem 7.6.4(iii) and the proof thereof. 
7.7. Equality of hu and h
′
u, and the Norms ‖Aλ‖
In this section we show that hu = h
′
u for all u ∈ Hom(P,C×), where h′u is as in
Theorem 7.6.4 (see also Corollary 7.6.5). To conveniently state our results we will write
U = U in the standard case. Thus U = U in the standard case and U = U ∪ U′ in the
exceptional case.
Lemma 7.7.1. Let λ, µ, ν ∈ P+. Then
(i)
∫
U
Pλ(u)Pµ(u)dpi0(u) = δλ,µN
−1
λ , and
(ii) aλ,µ;ν = Nν
∫
U
Pλ(u)Pµ(u)Pν(u)dpi0(u).
Proof. (i) Since each hu, u ∈ U , is continuous with respect to the `2-operator norm
(see Corollary 6.3.5 and Corollary 6.3.8) we have Pλ(u) = Âλ(u) for all λ ∈ P+ and all
u ∈ U . Thus by (6.3.1) in the standard case, and (6.3.4) in the exceptional case,∫
U
Pλ(u)Pµ(u)dpi0(u) = 〈Aλ, Aµ〉 = N−1λ δλ,µ.
7.7. EQUALITY OF hu AND h
′
u, AND THE NORMS ‖Aλ‖ 85
(ii) Using the previous part we have∫
U
Pλ(u)Pµ(u)Pν(u)dpi0(u) =
∑
η∈P+
(
aλ,µ;η
∫
U
Pη(u)Pν(u)dpi0(u)
)
= N−1ν aλ,µ;ν ,
completing the proof. 
Theorem 7.7.2. h′u = hu for all u ∈ Hom(P,C×).
Proof. From (5.2.13) we have
hu(Aλ) = Pλ(u) =
∑
µ∈Πλ
aλ,µu
µ (7.7.1)
for some numbers aλ,µ. On the other hand, by Corollary 7.6.5 we have
h′u(Aλ) =
∑
µ∈Πλ
r−µaλ,ν−µ;νuµ for any ν ≫ λ. (7.7.2)
We will show that for all µ ∈ Πλ, aλ,µ = r−µaλ,ν−µ;ν provided that ν ≫ λ. Comparing
formulae (7.7.1) and (7.7.2) this evidently proves that hu = h
′
u for all u ∈ Hom(P,C×).
Let us first consider the standard case, so U = U. Let µ ∈ Πλ and ν ≫ λ. By Corol-
lary 7.5.6 we have r−µ =
√
Nν−µ/Nν, and so by (4.3.3) we have r−µNν = W0(q−1)q
1/2
tν q
1/2
tν−µ .
Thus by Lemma 7.7.1(ii),
r−µaλ,ν−µ;ν = r−µNν
∫
U
Pλ(u)Pν−µ(u)Pν(u)dpi0(u)
= W0(q
−1)q1/2tν
∫
U
Pλ(u)Pν(u)
uν−µ
c(u−1)
du.
(7.7.3)
Since |c(wu−1)|2 = |c(u−1)|2 for all u ∈ U we see that c(wu−1)/c(u−1) ∈ L1(U) for all
w ∈ W0, and so by (7.7.3) we have
r−µaλ,ν−µ;ν =
∑
w∈W0
∫
U
uν−wν
(
Pλ(u)u
−µ c(wu
−1)
c(u−1)
)
du. (7.7.4)
We claim that the integral in (7.7.4) is 0 for all w 6= 1. To see this, notice that by
Lemma 7.6.1, r−µaλ,ν−µ;ν , µ ∈ Πλ, is independent of ν ≫ λ, and so we may choose
ν = N(λ1 + · · ·+ λn) for suitably large N ∈ N. Suppose w 6= 1. Since w(λ1 + · · ·+ λn) 6=
λ1 + · · ·+ λn we see that
|〈λ1 + · · ·+ λn − w(λ1 + · · ·+ λn), αi0〉| ≥ 1
for at least one i0 ∈ I0, and so |〈ν−wν, αi0〉| ≥ N . Thus by the Riemann-Lebesgue Lemma
limN→∞
∫
U u
ν−wνf(u)du = 0 for all f ∈ L1(U). Thus using (7.7.1) we have
r−µaλ,ν−µ;ν =
∫
U
Pλ(u)u
−µdu = aλ,µ.
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Let us now prove the result in the exceptional case, where U = U ∪ U′. Following the
above we have
r−µaλ,ν−µ;ν = aλ,µ + r−µNν
∫
U′
Pλ(u)Pν−µ(u)Pν(u)dpi0(u) (7.7.5)
whenever ν ≫ λ. We will show that the integral in (7.7.5) is zero.
The group W0 acts on {ei}ni=1 as the group of all signed permutations. Since ti = uei,
for each w ∈ W0 we have w(t1, . . . , tn) = (tw(1)σw(1), . . . , t
w(n)
σw(n)
) where σw is a permutation of
{1, . . . , n} and w : {1, . . . , n} → {1,−1}. By directly examining the formula for c(u) we
see that if w(σw(1)) = −1 then c(wu)|t1=−b = 0. Write W+0 = {w ∈ W0 | w(σw(1)) = 1}.
Note that for all λ ∈ P+, λ∗ = λ. Thus Pλ(u) = Pλ(u) for all u ∈ U . Following the
calculation in the standard case, and using the above observations, we see that
r−µaλ,ν−µ;ν − aλ,µ = r−µNν
∫
U′
Pλ(u)Pν−µ(u)Pν(u)dpi0(u)
=
1
|W+0 |
∑
w,w′∈W+0
∫
U′
uwν+w
′ν
(
Pλ(u)u
−wµ c(wu)c(w
′u)
φ1(u)
)
dt′.
Since w0 = −1 it is clear that if w ∈ W+0 then w0w /∈ W+0 . Take any w,w′ ∈ W+0 . As before,
let ν = N(λ1+· · ·+λn) for sufficiently large N . Since w′ 6= w0w we have that wν+w′ν 6= 0.
The same argument as in the standard case now shows that |〈wν + w′ν, ei0〉| ≥ N for at
least one i0 ∈ I0. Furthermore, since w,w′ ∈ W+0 we have 〈wν + w′ν, e1〉 ≥ 0. The
result now follows by taking N →∞, noting that b < 1, and using the Riemann-Lebesgue
Lemma. 
By Theorem 7.7.2, for λ ∈ P+ we have
hu(Aλ) = Pλ(u) =
∫
Ω
(ur)h(x,y;ω)dνx(ω) (7.7.6)
for any pair x, y ∈ VP with y ∈ Vλ(x).
As an application of (7.7.6) we compute the norms ‖Aλ‖, λ ∈ P+.
Theorem 7.7.3. Let λ ∈ P+. Then ‖Aλ‖ = Pλ(1).
Proof. Since A 7→ Â is an isometry, by Corollaries 6.3.5 and 6.3.8 we have
‖Aλ‖ = ‖Â‖∞ = sup{|h(Aλ)| : h ∈M2} = sup{|hu(Aλ)| : u ∈ U},
where, as usual, U = U in the standard case and U = U ∪ U′ in the exceptional case.
In the standard case this implies that ‖Aλ‖ = Pλ(1), for by (7.7.6) we have Pλ(1) > 0
and |Pλ(u)| ≤ Pλ(1) for all u ∈ U and λ ∈ P+. In the exceptional case we only have
‖Aλ‖ ≥ Pλ(1), and so it remains to show that ‖Aλ‖ ≤ Pλ(1) in this case.
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To see this, fix o ∈ VP and λ ∈ P+. By Theorem 7.6.4(iii), Corollary 7.6.5 and (7.7.6)
we have (AλF
o
1 )(x) = Pλ(1)F
o
1 (x) for all x ∈ VP . Similarly, since λ∗ = λ here,
(A∗λF
o
1 )(x) = (Aλ∗F
o
1 )(x) = (AλF
o
1 )(x) = Pλ(1)F
o
1 (x)
for all x ∈ VP . Since F o1 > 0 by (7.7.6), the Schur test (see [32, p.103] for example) implies
that ‖Aλ‖ ≤ Pλ(1) (see also [11, Lemma 4.1]). 
Remark 7.7.4. See Lemma 8.2.7 for a description of Pλ(1).
Remark 7.7.5. Observe that our proof of the integral formula for the algebra homo-
morphisms h : A → C did not depend on the isomorphism A ∼= C[P ]W0 (note that we
give an alternate proof Lemma 7.1.2 in Appendix B.4). Thus Theorem 7.7.2 provides an
alternative proof of the Macdonald formula for the algebra homomorphisms h : A → C.
Such a proof is rather unsatisfactory though, for it requires the Macdonald formula to be
‘guessed’, and then verified (by Theorem 7.7.2).
CHAPTER 8
A Local Limit Theorem for Random Walks on Affine Buildings
8.1. Introduction
A random walk consists of a finite or countable state space X, and a transition matrix
(p(x, y))x,y∈X , where p(x, y) ≥ 0 for all x, y ∈ X, and
∑
y∈X p(x, y) = 1 for all x ∈ X. The
functions p(x, y) are called the transition probabilities of the random walk.
The natural interpretation of a random walk is that of a random walker taking discrete
steps in X. Then for x, y ∈ X, p(x, y) represents the probability that the walker, having
started at site x, moves to site y in one step.
For k ≥ 0, the k-step transition probability p(k)(x, y) is the probability that the walker,
having started at site x, is at site y after k steps. A local limit theorem is any theorem
giving an asymptotic formula for p(k)(x, y) as k →∞ (for fixed x, y ∈ X).
A random walk is called irreducible if for each pair x, y ∈ X there exists k = k(x, y) ∈ N
such that p(k)(x, y) > 0. The period of an irreducible random walk is
p = gcd{k ≥ 1 | p(k)(x, x) > 0}.
This is easily seen to be independent of x ∈ X, by irreducibility (see [45]). An irreducible
random walk is called aperiodic if p = 1.
When |X| =∞ it is often more desirable to regard a transition matrix A = (p(x, y))x,y∈X
as an operator (also called A), acting on appropriate spaces of functions f : X → C, by
(Af)(x) =
∑
y∈VP
p(x, y)f(y) for all x ∈ VP . (8.1.1)
We call the operator in (8.1.1) the transition operator for the random walk. Note that
p(k)(x, y) = (Akδy)(x) for all x, y ∈ X and k ∈ N. (8.1.2)
Let X be a thick (locally finite, regular) affine building (of irreducible type), and as
usual write VP for the set of all good vertices of X . A random walk on VP is called radial
if it has a transition operator of the form
A =
∑
λ∈P+
aλAλ where aλ ≥ 0 for all λ ∈ P+, and
∑
λ∈P+
aλ = 1. (8.1.3)
To avoid triviality we always assume aλ > 0 for at least one λ 6= 0. In this chapter we will
prove a local limit theorem for such random walks, generalising the work of [36] (where
homogeneous trees are studied) and [12] (where A˜n buildings are studied).
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When X is a homogeneous tree, it is easily seen that a random walk on VP is radial
if and only if p(x, y) depends only on the graph distance d(x, y) between x and y; hence
the word radial. In the general context, a random walk on VP is radial if and only if
p(x, y) = p(x′, y′) whenever y ∈ Vλ(x) and y′ ∈ Vλ(x′) for some λ ∈ P+.
The basic approach is as follows. Since ‖A‖ ≤ 1 (see the beginning of Section 6.2), we
may regard A in (8.1.3) as in A2, and so hu(A), u ∈ U , is defined. Writing Â(u) = hu(A)
(as in Section 6.2) we have Âλ(u) = Pλ(u), and so
Â(u) =
∑
λ∈P+
aλPλ(u). (8.1.4)
By Corollaries 6.3.5 and 6.3.8, if y ∈ Vλ(x) then (Aδy)(x) =
∫
U
Â(u)Pλ(u)dpi0(u), and so
by (8.1.2),
p(k)(x, y) =
∫
U
(
Â(u)
)k
Pλ(u)dpi0(u). (8.1.5)
We will prove the local limit theorem by determining the asymptotic behaviour of the
integral in (8.1.5) (as k →∞).
8.2. Preliminary Results
Lemma 8.2.1. Let λ ∈ P+, λ 6= 0, x ∈ VP , and y ∈ Vλ(x). Then
(i) there exists z ∈ Vλ(x) ∩ Vα˜∨(y), and
(ii) with z as in (i), there exists ω ∈ Ω such that h(y, z;ω) = α˜∨.
Proof. Note first that if c and d are distinct i-adjacent chambers, i ∈ IP , with type i
vertices u and v respectively, then v ∈ Vα˜∨(u) (and u ∈ Vα˜∨(v)). To see this, let A be any
apartment containing c and d, and let ψ : A → Σ be a type-rotating isomorphism such
that ψ(u) = 0 and ψ(c) = C0. Since ψ(d) is 0-adjacent to ψ(c) we have ψ(d) = sα˜;1(C0),
and so ψ(v) = sα˜;1(0) = α˜
∨. Thus v ∈ Vα˜∨(u).
Part (i) now follows exactly as in [12, Lemma 5.1], using thickness.
Part (ii) is a consequence of the following more general fact. Let u, v ∈ VP with
v ∈ Vλ(x). Then there exists ω ∈ Ω such that h(u, v;ω) = λ. To see this, let A be any
apartment containing u and v, and let ψ : A → Σ be a type-rotating isomorphism such
that ψ(u) = 0 and ψ(v) = λ. Let ω be the class of ψ−1(S0). Since ψ−1(S0) = Su(ω) and
ψ−1(λ + S0) = Sv(ω), we have ψ−1(µ) = vuµ(ω) = vvµ−λ(ω) for sufficiently large µ ∈ P+,
and so h(u, v;ω) = λ. 
Recall that we write U = {u ∈ Hom(P,C×) : |uλ| = 1 for all λ ∈ P}. Let
UQ = {u ∈ Hom(P,C×) | uγ = 1 for all γ ∈ Q}.
Then UQ is isomorphic to the dual of the finite abelian group P/Q, and so UQ ∼= P/Q.
Thus UQ is finite, and UQ ⊂ U.
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Proposition 8.2.2. Let u ∈ Hom(P,C×), and suppose that uwα˜∨ = 1 for all w ∈ W0.
Then u ∈ UQ.
Proof. Observe that if α, β ∈ R have the same length, then by [5, VI, §1, No.4,
Proposition 11] there exists w ∈ W0 such that β = wα. Thus in the cases where there
is only one root length (An, Dn, En), W0α˜
∨ = R∨, and the result follows. Consider the
remaining cases (see Appendix D).
Let R be a root system of type Bn. Then α˜
∨ = e1 + e2, and so W0α˜∨ contains the
vectors ei±ej for 1 ≤ i < j ≤ n. Thus if uwα˜∨ = 1 for all w ∈ W0, it follows that uei+ej = 1
and uei−ej = 1 for all 1 ≤ i < j ≤ n, and so u2ek = 1 for all 1 ≤ k ≤ n. Thus uα∨ = 1 for
all α ∈ R, and the result follows.
The cases Cn, F4 and G2 are similar. Finally, if R is of type BCn then α˜
∨ = e1, and so
if uwα˜
∨
= 1 for all w ∈ W0 then uei = 1 for all 1 ≤ i ≤ n, completing the proof. 
As usual, if u, v ∈ Hom(P,C×), define uv ∈ Hom(P,C×) by (uv)λ = uλvλ for all λ ∈ P .
Lemma 8.2.3. Let u ∈ U and λ ∈ P+. Then |Pλ(u)| ≤ Pλ(1), and equality holds for
λ 6= 0 if and only if u ∈ UQ. Moreover, if u0 ∈ UQ then Pλ(u0u) = uλ0Pλ(u) for all
u ∈ Hom(P,C×).
Proof. (cf. [12, Lemma 5.3]) Let x, y ∈ VP be any vertices with y ∈ Vλ(x). The
inequality is clear from the integral formula (7.7.6). Suppose equality holds for some
λ 6= 0. Write f(ω) for the integrand in (7.7.6). Then f is a continuous function on Ω and
f(ω) 6= 0 for all ω ∈ Ω. So | ∫
Ω
f(ω)dνx(ω)| =
∫
Ω
|f(ω)|dνx(ω) implies that f(ω)/|f(ω)|
is constant, since νx(O) > 0 for all non-empty open sets O ⊂ Ω. Thus uh(x,y;ω) takes the
constant value Pλ(u)/Pλ(1) for all ω ∈ Ω. Let z be as in Lemma 8.2.1(i). Since the value of
the integral in (7.7.6) is unchanged if y is replaced by z it follows that uh(x,y;ω) = uh(x,z;ω) for
all ω ∈ Ω. Choosing ω ∈ Ω as in Lemma 8.2.1(ii) and using the cocycle relations we have
uα˜
∨
= uh(y,z;ω) = 1. Furthermore, since the value of the integral in (7.7.6) is unchanged
if u is replaced by wu for any w ∈ W0, then uwα˜∨ = 1 for all w ∈ W0. It follows from
Proposition 8.2.2 that u ∈ UQ.
Conversely, if u0 ∈ UQ and y ∈ Vλ(x), then uh(x,y;ω)0 = uλ0 for all ω ∈ Ω, because
h(x, y;ω) ∈ Πλ (Theorem 7.4.2(ii)), so that λ−h(x, y;ω) ∈ Q. Thus it follows from (7.7.6)
that Pλ(u0u) = u
λ
0Pλ(u) for all u ∈ Hom(P,C×). In particular, |Pλ(u0)| = Pλ(1). 
For each ω ∈ Ω, x, y ∈ VP and 1 ≤ j ≤ n, define hj(x, y;ω) = 〈h(x, y;ω), αj〉. For
λ ∈ P+ write ‖λ‖ = ∑nj=1〈λ, αj〉.
In the following series of estimates, we will write C for a positive constant, whose value
may vary from line to line.
Lemma 8.2.4. Let x ∈ VP and λ ∈ P+. Then |h(x, y;ω)| ≤ C‖λ‖ and |hj(x, y;ω)| ≤
C‖λ‖ for all ω ∈ Ω, all y ∈ Vλ(x), and all j = 1, . . . , n.
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Proof. Recall that h(x, y;ω) ∈ Πλ for all ω ∈ Ω and y ∈ Vλ(x), and by [27, (2.6.2)]
Πλ ⊂ conv(W0λ) (the usual convex hull in E here). Since |wλ| = |λ| for all w ∈ W0, this
implies that |h(x, y;ω)| ≤ |λ| for all ω ∈ Ω and for all y ∈ Vλ(x). Thus |h(x, y;ω)| ≤ C‖λ‖
(with C = max{|λi|}ni=1).
We have |〈h(x, y;ω), αj〉| ≤ |h(x, y;ω)||αj|, proving the final claim. 
Notation. Let θ1, . . . , θn ∈ R and write θ = θ1α1 + · · ·+θnαn (so θ ∈ E). Write eiθ for
the element of Hom(P,C×) with (eiθ)λ = ei〈λ,θ〉 for all λ ∈ P+. With this notation (7.7.6)
gives
Pλ(e
iθ) =
∫
Ω
rh(x,y;ω)ei〈h(x,y;ω),θ〉dνx(ω) for all y ∈ Vλ(x), (8.2.1)
and since Pλ(w
−1eiθ) = Pλ(eiθ) for all w ∈ W0, it follows that
Pλ(e
iθ) =
∫
Ω
rh(x,y;ω)ei〈h(x,y;ω),wθ〉dνx(ω) for all w ∈ W0, y ∈ Vλ(x). (8.2.2)
Corollary 8.2.5. Pλ(e
iθ) = Pλ(1)(1 + Eλ(θ)), where |Eλ(θ)| ≤ C‖λ‖|θ|.
Proof. We have
|Pλ(eiθ)− Pλ(1)| ≤
∫
Ω
rh(x,y;ω)|ei〈h(x,y;ω),θ〉 − 1|dνx(ω),
and the result follows from Lemma 8.2.4 since |eiz − 1| ≤ |z| for all z ∈ R. 
Let λ ∈ P+ and y ∈ Vλ(x). For each 1 ≤ j, k ≤ n define
bλj,k =
1
2
∫
Ω
hj(x, y;ω)hk(x, y;ω)r
h(x,y;ω)dνx(ω). (8.2.3)
This is independent of the particular pair x, y ∈ VP with y ∈ Vλ(x), for by (8.2.1)
∂2
∂θj∂θk
Pλ(e
iθ)
∣∣∣∣
θ=0
= −
∫
Ω
hj(x, y;ω)hk(x, y;ω)r
h(x,y;ω)dνx(ω).
(Indeed any expression
∫
Ω
p(h1(x, y;ω), . . . , hn(x, y;ω))r
h(x,y;ω)dνx(ω), where p is a polyno-
mial, is independent of the particular pair x, y ∈ VP with y ∈ Vλ(x)).
Lemma 8.2.6. Let λ ∈ P+, and θ1, . . . , θn ∈ R, and as usual write θ = θ1α1+· · ·+θnαn.
Then
Pλ(e
iθ) = Pλ(1)−
n∑
j,k=1
bλj,kθjθk +Rλ(θ) (8.2.4)
where |Rλ(θ)| ≤ C‖λ‖3|θ|3Pλ(1). Furthermore,
∑n
j,k=1 b
λ
j,kθjθk ≥ 0, and when λ 6= 0,
equality holds if and only if θ = 0.
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Proof. For ϕ ∈ R we have eiϕ = 1+ iϕ− 1
2
ϕ2 +R(ϕ) where |R(ϕ)| ≤ 1
6
|ϕ|3. Applying
this to ϕ = 〈h(x, y;ω), θ〉 and using (8.2.1) we have
Pλ(e
iθ) = Pλ(1) + i
∫
Ω
〈h(x, y;ω), θ〉rh(x,y;ω)dνx(ω)
− 1
2
∫
Ω
〈h(x, y;ω), θ〉2rh(x,y;ω)dνx(ω) +Rλ(θ),
where |Rλ(θ)| ≤ 16 |〈h(x, y;ω), θ〉|3Pλ(1) ≤ 16 |h(x, y;ω)|3|θ|3Pλ(1). The bound for |Rλ(θ)|
follows from Lemma 8.2.4.
We claim that for all j = 1, . . . , n and for all y ∈ VP ,∫
Ω
hj(x, y;ω)r
h(x,y;ω)dνx(ω) = 0.
To see this, let j ∈ {1, . . . , n} and set θ = θjαj (that is, θk = 0 for all k 6= j). By
differentiating (8.2.2) with respect to θj, and then evaluating at θj = 0, firstly with w = 1
and secondly with w = sj, we see that∫
Ω
hj(x, y;ω)r
h(x,y;ω)dνx(ω) = −
∫
Ω
hj(x, y;ω)r
h(x,y;ω)dνx(ω),
proving the claim.
It is now clear that (8.2.4) holds, and that
∑n
j,k=1 b
λ
j,kθjθk ≥ 0. If equality holds, then∫
Ω
〈h(x, y;ω), θ〉2rh(x,y;ω)dνx(ω) = 0.
Thus 〈h(x, y;ω), θ〉 = 0 for almost all ω ∈ Ω, and thus for all ω ∈ Ω. Thus, since
〈h(x, y;ω), tθ〉 = 0 for all t ∈ R and ω ∈ Ω, we have Pλ(ei(tθ)) = Pλ(1) for all t ∈ R by
(8.2.1), and so ei(tθ) ∈ UQ for all t ∈ R by Lemma 8.2.3. Hence ei〈γ,tθ〉 = 1 for all γ ∈ Q
and all t ∈ R, and so 〈γ, θ〉 = 0 for all γ ∈ Q, implying that θ = 0, since Q spans E. 
Lemma 8.2.7. There exists a polynomial p(x1, . . . , xn) of degree at most M such that
Pλ(1) = q
−1/2
tλ
p(〈λ, α1〉, . . . , 〈λ, αn〉) (8.2.5)
for all λ ∈ P+, where M > 0 is some integer depending only on the underlying root system.
Furthermore, qtλ ≥ q‖λ‖ where q = min{qi}ni=0 > 1, and so
Pλ(1) ≤ C(‖λ‖+ 1)Mq− 12 ‖λ‖. (8.2.6)
Proof. Assuming that u−α
∨ 6= 1 for all α ∈ R+2 , by (5.2.11) we have
c(u) =
∏
α∈R+2
(1− τ−12α τ−1/2α u−α∨/2)(1 + τ−1/2α u−α∨/2)
1− u−α∨ . (8.2.7)
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Write σ = λ1 + · · ·+ λn. It follows from [5, VI, §3, No.3, Proposition 2] that∏
α∈R+2
(1− u−wα∨) = (−1)`(w)uσ−wσ
∏
α∈R+2
(1− u−α∨)
for all w ∈ W0, and so by (6.1.1) and (8.2.7) we have
Pλ(u) = q
−1/2
tλ
F (λ)∏
α∈R+2 (1− u−α
∨)
(8.2.8)
where F (λ) equals
1
W0(q−1)
∑
w∈W0
{
(−1)`(w)uwλ+wσ−σ
∏
α∈R+2
(1− τ−12α τ−1/2α u−wα
∨/2)(1 + τ
−1/2
α u
−wα∨/2)
}
.
We know that Pλ(u) is a Laurent polynomial in u1, . . . , un, and so (8.2.5) follows from
(8.2.8) by repeated applications of L’Hoˆpital’s rule.
To prove (8.2.6), recall from (7.5.1) that qtλ =
∏n
i=1 q
〈λ,αi〉
tλi
. Now qtλi ≥ q since `(tµ) > 0
for all µ 6= 0. Thus qtλ ≥ q‖λ‖, completing the proof. 
Let A be as in (8.1.3) and Â(u) = hu(A) be as in (8.1.4).
It follows from Lemma 8.2.4 that |bλj,k| ≤ C‖λ‖2Pλ(1). Hence the inequality (8.2.6)
implies that
∑
λ∈P+ aλb
λ
j,k is absolutely convergent for each 1 ≤ j, k ≤ n. We define
bj,k =
1
Â(1)
∑
λ∈P+
aλb
λ
j,k. (8.2.9)
Corollary 8.2.8. Let A be as in (8.1.3), and let θ1, . . . , θn ∈ R. Then
Â(eiθ) = Â(1)
(
1−
n∑
j,k=1
bj,kθjθk +R(θ)
)
,
where
∑n
j,k=1 bj,kθjθk > 0 unless θ = 0, and where |R(θ)| ≤ C|θ|3.
Proof. This follows from Lemma 8.2.6, using (8.2.6) to bound R(θ). 
Lemma 8.2.9. Let θ1, . . . , θn ∈ R. Then
1
|c(eiθ)|2 =
∏
α∈R+2
〈α∨, θ〉2(
1− τ−12α τ−1/2α
)2(
1 + τ
−1/2
α
)2 (1 + Eα(θ))
where |Eα(θ)| ≤ C〈α∨, θ〉2 for each α ∈ R+2 .
Proof. Observe that for x ∈ R and p > 1∣∣∣∣ 1− e−ix1− p−1e−ix
∣∣∣∣2 = x2(1− p−1)2 (1 + E1(x)), (8.2.10)
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where |E1(x)| ≤ Cx2, and for p > 0∣∣∣∣ 1 + e−ix1 + p−1e−ix
∣∣∣∣2 = 4(1 + p−1)2 (1 + E2(x)) (8.2.11)
where |E2(x)| ≤ Cx2 (indeed, we may take C = 1/4).
The result follows by using (8.2.10), (8.2.11) and the formula (8.2.7) for c(eiθ). 
8.3. The Local Limit Theorem
Let A be as in (8.1.3), and write UA = {u ∈ U : |Â(u)| = Â(1)}.
Lemma 8.3.1. UA = {u ∈ UQ | uµ = uν for all µ, ν ∈ P+ with aµ, aν > 0}. If u0 ∈ UA
then Â(u0u) = u
µ
0 Â(u) for all u ∈ Hom(P,C×), and all µ ∈ P+ such that aµ > 0.
Proof. For u ∈ U we have
|Â(u)| =
∣∣∣∣ ∑
λ∈P+
aλPλ(u)
∣∣∣∣ ≤ ∑
λ∈P+
aλ|Pλ(u)| ≤
∑
λ∈P+
aλPλ(1) = Â(1). (8.3.1)
If u = u0 ∈ UA, then since equality must hold in the second inequality in (8.3.1) we have
|Pλ(u0)| = Pλ(1) whenever aλ > 0. Since we assume that aλ > 0 for at least one nonzero
λ ∈ P+ we have u0 ∈ UQ by Lemma 8.2.3. Thus by Lemma 8.2.3 we have Pλ(u0) = uλ0Pλ(1)
for all λ ∈ P+, and so since equality must hold in the first inequality in (8.3.1) we have
uµ0 = u
ν
0 whenever aµ, aν > 0, proving that
UA ⊆ {u ∈ UQ | uµ = uν for all µ, ν ∈ P+ with aµ, aν > 0}.
Conversely, if u0 ∈ UQ and uµ0 = uν0 for all µ, ν ∈ P+ with aµ, aν > 0, then by Lemma 8.2.3
we see that Â(u0u) = u
µ
0 Â(u) for all u ∈ U and any µ ∈ P+ such that aµ > 0, and so
taking u = 1 we have |Â(u0)| = Â(1), so u0 ∈ UA. 
For k ∈ N and λ ∈ P+ let
Ik,λ =
∫
U
(
Â(u)
)k
Pλ(u)dpi0(u).
If y ∈ Vλ(x), then by (8.1.5)
p(k)(x, y) =
Ik,λ in the standard case, andIk,λ + I ′k,λ in the exceptional case, (8.3.2)
where
I ′k,λ =
∫
U′
(
Â(u)
)k
Pλ(u)dpi0(u). (8.3.3)
Thus to give an asymptotic formula for p(k)(x, y) we need to give estimates for Ik,λ and I
′
k,λ.
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Given  > 0 and u0 ∈ U, let N(u0) = {u ∈ U : |uλi − uλi0 | <  for all i ∈ I0}. Since
|UA| <∞ we may choose  > 0 sufficiently small so that
N(u0) ∩N(u′0) = ∅ whenever u0, u′0 ∈ UA are distinct. (8.3.4)
Write N = N(1) and N(UA) =
⋃
u0∈UA N(u0).
Define ρ1 = ρ1() = max{|Â(u)|/Â(1) : u ∈ U\N(UA)} and let
Ik,λ =
∫
N
(
Â(u)
)k
Pλ(u)dpi0(u).
Lemma 8.3.2. Fix µ ∈ P+ such that aµ > 0, and let  > 0 satisfy (8.3.4). If ukµ0 = uλ0
for all u0 ∈ UA, then
Ik,λ = |UA|Ik,λ +O
(
ρk1Â(1)
k
)
.
Otherwise, Ik,λ = 0.
Proof. It is clear from the formula for c(u) (see (5.2.10)) that c(u0u) = c(u) for all
u0 ∈ UQ and u ∈ U. Thus by Lemmas 8.2.3 and 8.3.1, if u0 ∈ UA we have
Ik,λ = u
kµ−λ
0
∫
U
(
Â(u−10 u)
)k
Pλ(u
−1
0 u)dpi0(u
−1
0 u) = u
kµ−λ
0 Ik,λ. (8.3.5)
This shows that Ik,λ = 0 if there exists u0 ∈ UA such that ukµ−λ0 6= 1.
Suppose now that ukµ−λ0 = 1 for all u0 ∈ UA. It is clear that
Ik,λ =
∫
N(UA)
(
Â(u)
)k
Pλ(u)dpi0(u) +O
(
ρk1Â(1)
k
)
, (8.3.6)
and since N(u0) = u0N, the calculation in (8.3.5) shows that for each u0 ∈ UA,∫
N(u0)
(
Â(u)
)k
Pλ(u)dpi0(u) = u
kµ−λ
0
∫
N
(
Â(u)
)k
Pλ(u)dpi0(u) = I

k,λ,
since ukµ−λ0 = 1. The result follows from (8.3.6) by the choice of . 
It is clear from Corollary 8.2.8 that if each |θj|, j = 1, . . . , n, is sufficiently small, then
Â(eiθ) = Â(1)e−
∑n
i,j=1 bi,jθiθj+G(θ) where G(θ) = o
( n∑
i,j=1
bi,jθiθj
)
. (8.3.7)
Writing δ = 2 sin−1(/2) we have N = {eiθ : |θj| < δ for j = 1, . . . , n}, and so we may
choose  > 0 sufficiently small so that
|G(θ)| ≤ 1
2
n∑
i,j=1
bi,jθiθj (8.3.8)
whenever eiθ ∈ N and |θj| ≤ pi for j = 1, . . . , n.
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Define constants K1, K2 and K3 by K1 = W0(q
−1)|W0|−1(2pi)−n,
K2 =
∏
α∈R+2
1(
1− τ−12α τ−1/2α
)2(
1 + τ
−1/2
α
)2
K3 =
∫
Rn
e−
∑n
i,j=1 bi,jϕiϕj
∏
α∈R+2
〈α∨, ϕ〉2dϕ1 · · ·dϕn, (8.3.9)
where ϕ = ϕ1α1 + · · ·+ ϕnαn.
Lemma 8.3.3. Let  > 0 be such that (8.3.4) and (8.3.8) hold. Then
Ik,λ = KPλ(1)Â(1)
k k−|R
+
2 |−n/2
(
1 +O(k−1/2)) ,
where K = K1K2K3.
Proof. Let δ = 2 sin−1(/2) as above. By the results of Section 6.2 we have
Ik,λ = K1
∫ δ
−δ
· · ·
∫ δ
−δ
(
Â(eiθ)
)k Pλ(e−iθ)
|c(eiθ)|2 dθ1 · · ·dθn,
and so by making the change of variable ϕj =
√
kθj for each j = 1, . . . , n we see that
Ik,λ = K1k
−n/2
∫ √kδ
−√kδ
· · ·
∫ √kδ
−√kδ
(
Â(eiϕ/
√
k)
)k Pλ(e−iϕ/√k)
|c(eiϕ/√k)|2 dϕ1 · · ·dϕn, (8.3.10)
where ϕ = ϕ1α1 + · · ·+ ϕnαn.
By Corollary 8.2.5 we have
Pλ(e
−iϕ/√k) = Pλ(1)(1 + E1(ϕ)) where |E1(ϕ)| ≤ C‖λ‖|ϕ|√
k
,
and it follows from Lemma 8.2.9 that
1
|c(eiϕ/√k)|2 = K2k
−|R+2 |(1 + E2(ϕ))
∏
α∈R+2
〈α∨, ϕ〉2,
where |E2(ϕ)| ≤ k−1p(ϕ1, . . . , ϕn) for some polynomial p(x1, . . . , xn). Using these estimates
(along with (8.3.7)) in (8.3.10), we see that I k,λ equals K1K2Pλ(1)Â(1)
k k−|R
+
2 |−n/2 times∫
[−√kδ,√kδ]n
e−
∑n
i,j=1 bi,jϕiϕj+kG(ϕ/
√
k)
( ∏
α∈R+2
〈α∨, ϕ〉2
)
(1 + E1(ϕ))(1 + E2(ϕ)) dϕ1 · · ·dϕn.
By (8.3.8), the above integrand is bounded by
e−
1
2
∑n
i,j=1 bi,jϕiϕj
( ∏
α∈R+2
〈α∨, ϕ〉2
)(
1 +
C‖λ‖|ϕ|√
k
)(
1 +
p(ϕ1, . . . , ϕn)
k
)
,
and the lemma follows by the Dominated Convergence Theorem. 
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Lemma 8.3.4. Let λ ∈ P+ and k ∈ N. In the exceptional case, there exists 0 < ρ2 < 1
such that ∫
U′
(
Â(u)
)k
Pλ(u)dpi0(u) = O
(
ρk2Â(1)
k
)
.
We prove Lemma 8.3.4 in Appendix B.3. We now give the local limit theorem.
Theorem 8.3.5. Let y ∈ Vλ(x) and k ∈ N, and suppose that aµ > 0. If ukµ0 = uλ0 for
all u0 ∈ UA, then
p(k)(x, y) = |UA|KPλ(1)Â(1)k k−|R+2 |−n/2
(
1 +O(k−1/2)),
where K is as in Lemma 8.3.3. If ukµ0 6= uλ0 for some u0 ∈ UA, then p(k)(x, y) = 0.
Proof. In the standard case the result follows from (8.3.2) and Lemmas 8.3.2 and 8.3.3.
In the exceptional case, Q = P , and so UQ = {1}, and so UA = {1}. The result now follows
from (8.3.2) and Lemmas 8.3.2, 8.3.3, and 8.3.4. 
Corollary 8.3.6. Let A be as in (8.1.3), and suppose that aµ > 0. Then
(i) A is irreducible if and only if for each λ ∈ P+ there exists k = k(λ) ∈ N such that
ukµ0 = u
λ
0 for all u0 ∈ UA, and
(ii) A is irreducible and aperiodic if and only if |UA| = 1.
Proof. First let us note that in the exeptional case it is easy to see that any walk
with aµ > 0 for some µ 6= 0 is both aperiodic and irreducible, and since Q = P we have
UA = {1}. Consider the standard case. Suppose that aµ > 0.
Let y ∈ Vλ(x). If A is irreducible, then there exists k ∈ N such that p(k)(x, y) > 0,
and so ukµ0 = u
λ
0 for all u0 ∈ UA, by (8.3.2) and Lemma 8.3.2. Conversely, if for each
λ ∈ P+ there exists k0 ∈ N such that uk0µ0 = uλ0 for all u0 ∈ UA, then writing r = |UA| we
have u
(k0+rl)µ
0 = u
λ
0 for all u0 ∈ UA and all l ≥ 0. As k → ∞ through the values k0 + rl,
Theorem 8.3.5 implies irreducibility.
If |UA| = 1 then A is clearly irreducible, and Theorem 8.3.5 shows that A is aperiodic.
Conversely, if A is irreducible and aperiodic, then
1 = gcd{k ≥ 1 | p(k)(x, x) > 0} = gcd{k ≥ 1 | ukµ0 = 1 for all u0 ∈ UA},
and so UA = {1}. 
8.4. An Explicit Evaluation of K3
In this section we compute the integral K3 from (8.3.9) in the Bn, Cn, Dn and BCn
cases (we have been unable to perform the calculations in the An case). The first step is to
remove the bj,k’s from the quadratic form
∑n
j,k=1 bj,kϕjϕk. The key to this is the following
proposition.
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Proposition 8.4.1. Let bλj,k be as in (8.2.3). For each λ ∈ P+ there exists a number
bλ > 0 such that bλj,k = 〈αj, αk〉bλ for all 1 ≤ j, k ≤ n.
Proof. Fix x ∈ VP and y ∈ Vλ(x), and abbreviate h(x, y;ω) to h and hj(x, y;ω) to hj,
where y ∈ Vλ(x) is fixed. We first prove that
1
|αj|2 b
λ
j,j =
1
|αk|2 b
λ
k,k for all 1 ≤ j, k ≤ n. (8.4.1)
To see this, observe that if |αj| = |αk| then there exists w ∈ W0 such that wαj = αk. Thus
Pλ(e
iϕαj ) = Pλ(e
iϕαk), and so differentiating twice with respect to ϕ, and then setting
ϕ = 0, gives − ∫
Ω
h2jr
hdνx = −
∫
Ω
h2kr
hdνx, that is, b
λ
j,j = b
λ
k,k. Thus (8.4.1) holds when
|αj| = |αk|. Suppose now that |αj| 6= |αk|, and write cj,k = 〈αj, α∨k 〉. Since sαk(αj) =
αj − cj,kαk we have Pλ(eiϕαj ) = Pλ(eiϕ(αj−cj,kαk)), and so following the above we have∫
Ω
h2jr
hdνx =
∫
Ω
(hj − cj,khk)2rhdνx. If cj,k 6= 0 then this implies that cj,kbλk,k = 2bλj,k. Since
bλj,k = b
λ
k,j, and since cj,k 6= 0 implies that ck,j 6= 0, we also have ck,jbλj,j = 2bλj,k. Thus
(if cj,k 6= 0) cj,kbλk,k = ck,jbλj,j, that is, (8.4.1) holds. Finally, if cj,k = 0, irreducibility
implies that there exists j ′ and k′ in {1, . . . , n} such that |αj| = |αj′|, |αk| = |αk′|, and
cj′,k′ = 〈αj′, α∨k′〉 6= 0. The result therefore follows in this case too by the above observations.
Let bλ be the constant value taken by 1|αj |2 b
λ
j,j for j = 1, . . . , n. Clearly b
λ > 0 and
bλj,j = 〈αj, αj〉bλ for all j = 1, . . . , n.
We now show that bλj,k = 〈αj, αk〉bλ for j 6= k too. Suppose first that cj,k 6= 0. Then
the calculation made above shows that bλj,k =
cj,k
2
bλk,k = 〈αj, αk〉bλ. Finally, suppose that
cj,k = 0. In this case sαk(αj) = αj and sαk(αk) = −αk, and so Pλ(ei(ϕjαj+ϕkαk)) =
Pλ(e
i(ϕjαj−ϕkαk)). By differentiating this once with respect to ϕj, then once with respect
to ϕk, and then setting ϕj = ϕk = 0 we see that −
∫
Ω
hjhkr
hdνx =
∫
Ω
hjhkr
hdνx, that is,
bλj,k = 0 = 〈αj, αk〉bλ. 
Recall the definition of bj,k from (8.2.9).
Corollary 8.4.2. Let b = 1
Â(1)
∑
λ∈P+ aλb
λ. Then b > 0, and bj,k = 〈αj, αk〉b for each
1 ≤ j, k ≤ n.
By making the change of variables θj =
√
bϕj for each j = 1, . . . , n in (8.3.9) we have
K3 = b
−|R+2 |−n/2L, where
L =
∫
Rn
e−
∑n
j,k=1〈αj ,αk〉θjθk
∏
α∈R+2
〈α∨, θ〉2dθ1 · · ·dθn, (8.4.2)
where θ = θ1α1 + · · ·+ θnαn. The integral L depends only on the underlying root system,
and not on the building parameters.
We now discuss a method of diagonalising the quadratic form in the integrand of (8.4.2).
Let {vi}ni=1 be any orthonormal basis for the underlying vector space E (see Appendix D).
Let A = (〈αj, αk〉)nj,k=1, and let M = (〈λi, vj〉)ni,j=1 (so M is invertible). Then
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(i) MTAM = I (the n× n identity matrix), and
(ii) θ =
∑n
i=1 xivi.
Let t be the column vector (θi)
n
i=1, and let x = M
−1t. Thus by (i) above, tTAt = xTx.
By making the change of variable t = Mx we have
L = | det(M)|
∫
Rn
e−(x
2
1+···+x2n)
∏
α∈R+2
〈α∨, x〉2dx1 · · ·dxn, (8.4.3)
where x = x1v1 + · · ·+ xnvn.
Of course we would like to choose the orthonormal basis {vi}ni=1 such that the product
in the integrand of (8.4.3) has a neat formula. Let us restrict ourselves to the infinite
families of types Bn, Cn, Dn and BCn. In these cases, let vi = ei for i = 1, . . . , n. Then
det(M) = 1, 1
2
, 1
2
, 1 in the Bn, Cn, Dn and BCn cases respectively.
Writing
In =
∫
Rn
x21 · · ·x2ne−(x
2
1+···+x2n)
∏
1≤i<j≤n
(x2i − x2j)2dx1 · · ·dxn
Jn =
∫
Rn
e−(x
2
1+···+x2n)
∏
1≤i<j≤n
(x2i − x2j)2dx1 · · ·dxn
we have L = 22nIn if R is of type Bn or BCn, L =
1
2
In if R is of type Cn, and L =
1
2
Jn if R
is of type Dn. Note that the integrals make sense for n ≥ 1. We now show how to evaluate
In and Jn. The trick is to convert the integral calculation into a determinant calculation,
using Gram’s Identity (see Proposition 8.4.5).
The following is an elementary calculation.
Lemma 8.4.3. Let α ∈ R, and suppose that C = (ci,j)ni,j=1 is a matrix such that ci,j+1 =
(i+ j + α)ci,j for all 1 ≤ i ≤ n and 1 ≤ j ≤ n− 1. Then det(C) =
∏n
i=1(i− 1)!ci,1.
Corollary 8.4.4. For 1 ≤ i, j ≤ n let
ai,j =
(2i+ 2j − 2)!
22i+2j−2(i+ j − 1)! and bi,j =
(2i+ 2j − 4)!
22i+2j−4(i + j − 2)! ,
and let A = (ai,j)
n
i,j=1 and B = (bi,j)
n
i,j=1. Then
det(A) =
1
n!
2−n(n+1)
n∏
i=1
(2i)! and det(B) = 2−n(n−1)
n−1∏
i=1
(2i)!
Proof. The numbers ai,j (respectively bi,j) satisfy the conditions of Lemma 8.4.3 with
α = −1
2
(respectively α = − 3
2
), and the result follows. 
The following is well known (in the context of random matrix theory). We provide a
proof for completeness.
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Proposition 8.4.5 (Gram’s Identity). For each i = 1, . . . , n let ai(x) and bi(x) be
real valued functions such that ci,j =
∫∞
−∞ ai(x)bj(x)dx is finite for each i and j. Let
A(x) = (ai(xj))
n
i,j=1 and B(x) = (bi(xj))
n
i,j=1. Then∫
Rn
det(A(x)) det(B(x)) dx1 · · ·dxn = n! det(C),
where C = (ci,j)
n
i,j=1.
Proof. Observe that
det(A(x)) det(B(x)) =
∑
σ,τ∈Sn
sgn(σ)sgn(τ)
n∏
i,j=1
ai(xσi)bj(xτj)
=
∑
σ,τ∈Sn
sgn(τ)
n∏
i,j=1
ai(xσi)bj(xστ−1j)
=
∑
σ,τ∈Sn
sgn(τ)
n∏
i,j=1
ai(xσi)bτj(xσj)
=
∑
σ,τ∈Sn
sgn(τ)
n∏
i=1
ai(xσi)bτi(xσi)
(on the second line we replace τ by στ−1 in the summation, on the third line we replace j
by τj in the product). Thus∫
Rn
det(A(x)) det(B(x)) dx = n!
∑
τ∈Sn
sgn(τ)
n∏
i=1
∫ ∞
−∞
ai(x)bτi(x)dx = n! det(C). 
Theorem 8.4.6. For all n ≥ 1 we have
In = pi
n/22−n(n+1)
n∏
i=1
(2i)! and Jn = pi
n/22−n(n−1)n!
n−1∏
i=1
(2i)!
Proof. We consider In first. Let ai(x) = x
2ie−x
2
and bi(x) = x
2i−2, and write A(x) =
(ai(xj))
n
i,j=1 and B(x) = (bi(xj))
n
i,j=1. By the Vandermonde determinant formula we see
that
det(A(x)) det(B(x)) = x21 · · ·x2ne−(x
2
1+···+x2n)
∏
1≤i<j≤n
(x2i − x2j)2.
Now, in the notation of Corollary 8.4.4,∫ ∞
−∞
ai(x)bj(x)dx =
√
piai,j,
and so by Proposition 8.4.5 we have In = n!pi
n/2 det(A) (where A = (ai,j)
n
i,j=1), and the
result follows (using Corollary 8.4.4).
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To evaluate Jn, let ai(x) = x
2i−2e−x
2
and bi(x) = x
2i−2. Then
det(A(x)) det(B(x)) = e−(x
2
1+···+x2n)
∏
1≤i<j≤n
(x2i − x2j)2,
and the result follows as above, using Corollary 8.4.4 and Proposition 8.4.5. 
Remark 8.4.7. In the A˜n case it is not difficult to see (by taking M to be the n×(n+1)
matrix (〈λi, ej〉) and modifying the discussion after Corollary 8.4.2 accordingly) that the
integral L from (8.4.2) may be written as∫
Rn
e−(x
2
1+···+x2n+1)
∏
1≤i<j≤n+1
(xi − xj)2dx1 · · ·dxn
(up to some constant factors), where xn+1 = −(x1 + · · · + xn). We have been unable to
compute this integral. In principle, the integrals for the E6, E7, E8, F4 and G2 cases could
be computed from (8.4.3).
APPENDIX A
The Reducible Case
In this appendix we will extend the results of Chapter 4 to reducible (locally finite
regular) affine buildings.
A.1. Reducible Coxeter Groups
A Coxeter group is said to be irreducible if its Coxeter graph is connected, and reducible
otherwise [5, IV, §2, No.9]. A reducible Coxeter group W decomposes naturally as a direct
product W 1× · · · ×W r, where {Dk}rk=1 are the connected components of D, and for each
k = 1, . . . , r, W k is the Coxeter group with Coxeter graph Dk. We call the groups W k,
k = 1, . . . , r, the irreducible components of W . For each k = 1, . . . , r, let Ik be the vertex
set of Dk, so I =
⋃r
k=1 I
k, where the union is disjoint.
In the reducible case, the group Aut(D) is often too large for our purposes. Thus we
define Autcp(D) to be the group of all component preserving automorphisms of D. That
is, Autcp(D) consists of all those σ ∈ Aut(D) such that σ(Dk) = Dk for each k = 1, . . . , r.
Clearly we have Autcp(D) = Aut(D
1)× · · · × Aut(Dr).
A.2. Direct Products of Chamber Systems
Given chamber systems C1, . . . , Cr over pairwise disjoint sets I1, . . . , Ir, the direct prod-
uct C1 × · · · × Cr is a chamber system over I = ⋃rk=1 Ik with chambers given by r-tuples
(c1, . . . , cr), ck ∈ Ck, and (c1, . . . , cr) is i-adjacent to (d1, . . . , dr) for i ∈ Ik if cj = dj for
j 6= k and ck ∼i dk in Ck.
A.3. Reducible Buildings
We call a building X irreducible (respectively reducible) if the corresponding Coxeter
group W is irreducible (respectively reducible).
Let X be a building as in Definition 1.6.1 of reducible type W = W 1 × · · · ×W r, and
write Ik for the vertex set of Dk for each k = 1, . . . , r. Fix any chamber a ∈ X , and for
each k = 1, . . . , r, let X k denote the Ik-residue of a. The following theorem describes the
structure of reducible buildings from the point of view of chamber systems.
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Theorem A.3.1. [35, Theorems 3.5 and 3.10]. With the notation above,
(i) X j is a building of type W j for each j = 1, . . . , d, and
(ii) X ∼= X 1 × · · · ×X r (direct product of chamber systems).
The buildings X 1, . . . ,X r are called the irreducible components of X . The isomor-
phism in Theorem A.3.1(ii) is constructed as follows. Given c ∈ C, write δ(a, c) = w1 · · ·wr
where wk ∈ W k for each k = 1, . . . , r. By commutativity (of elements of W i with elements
of W j for i 6= j) and Definition 1.6.1(ii) it follows that for each k = 1, . . . , r there exists a
chamber ck such that ck lies in a minimal gallery from a to c and δ(a, ck) = wk. By [35,
Chapter 3, Exercise 4] the chamber ck is unique, and we set ψ(c) = (c1, . . . , cr). The map
ψ : X →X 1 × · · · ×X r is then an isomorphism of chamber systems.
It should be noted that the particular choice of the fixed chamber a ∈ C above is
immaterial. To see this, fix b ∈ C. By Theorem A.3.1 we have X ∼= Y 1× · · ·×Y r, where
Y k = RIk(b) for each k = 1, . . . , r. Suppose first that b ∼i a (and b 6= a) for i ∈ I j, say.
Then X j = RIj(a) = RIj(b) = Y
j. If k 6= j and c ∈X k, it can be shown that there exists
a unique chamber ϕ(c) ∈ Y k such that δ(c, ϕ(c)) = si and δ(b, ϕ(c)) = δ(a, c). The map
ϕ : X k → Y k is a chamber system isomorphism for each k 6= j. It follows by induction
on `(δ(a, b)) that X k ∼= Y k for all b ∈ C and k = 1, . . . , r.
We will discuss the structure of reducible buildings from the ‘simplicial’ point of view
shortly. Let us first discuss the algebra B of Chapter 2 in the reducible case.
A.4. The Algebra B
Recall that for algebras A1 and A2 over a ring R, the direct product A1 × A2 of A1
and A2 is the algebra over R with operations a(x, y) + b(x′, y′) = (ax + bx′, ay + by′) and
(x, y)(x′, y′) = (xx′, yy′) for all x, x′ ∈ A1, y, y′ ∈ A2 and a, b ∈ R.
Let X be a locally finite regular reducible building of type W . In the notation of
Section A.3, each X k, k = 1, . . . , r, is an irreducible regular building. For each k = 1, . . . , r,
let Bk be the algebra from Definition 2.1.2 associated to the building X k.
Lemma A.4.1. Let bkuk ,vk;wk (u
k, vk, wk ∈ W k) be the structure constants of the alge-
bra Bk, and bu,v;w (u, v, w ∈ W ) be the structure constants of B. Then
bkuk,vk ;wk = b(1,...,uk,...,1),(1,...,vk,...,1);(1,...,wk,...,1) .
Proof. Induction on `k(vk). When `k(vk) = 1 the result is true by Theorem 2.1.6, since
q(1,...,vk ,...,1) = qvk . Suppose that the result is true whenever v
k ∈ W k satisfies `k(vk) < n,
and suppose that xk = ski1 · · · skin ∈ W k has length n. Write yk = ski1 · · · skin−1 and sk = skin .
Following the method used to derive (2.1.4) we have
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bkuk,xk;wk =
∑
zk∈W k
bkuk ,yk;zkb
k
zk,sk;wk,
and the result follows by induction since `k(yk) < n and `k(sk) = 1. 
Lemma A.4.2. For all u, v, w ∈ W ,
bu,v;w =
r∏
k=1
bkuk,vk ;wk .
Proof. Note that B(1,...,wj ,...,1) and B(1,...,wk,...,1) commute for j 6= k, and so
BuBv = B(u1,...,1) · · ·B(1,...,ur)B(v1 ,...,1) · · ·B(1,...,vr)
=
r∏
k=1
B(1,...,uk,...,1)B(1,...,vk ,...,1) .
By Lemma A.4.1
B(1,...,uk,...,1)B(1,...,vk ,...,1) =
∑
wk∈W k
bkuk,vk;wkB(1,...,wk,...,1) ,
and so it follows that
BuBv =
∑
w1∈W 1
· · ·
∑
wr∈W r
b1u1,v1;w1 · · · brur ,vr ;wrB(w1,...,wr)
=
∑
w∈W
(
r∏
k=1
bkuk,vk;wk
)
Bw. 
Theorem A.4.3. B ∼= B1 × · · · ×Br.
Proof. By the multiplication and addition laws in B1 × · · · ×Br and the fact that∑
wk b
k
uk ,vk;wk = 1 for all u
k, vk ∈ W k (see Corollary 2.1.8) we have
(B1u1 , . . . , B
r
ur)(B
1
v1 , . . . , B
r
vr)
= (B1u1B
1
v1 , . . . , B
r
urB
r
vr)
=
( ∑
w1∈W 1
b1u1,v1;w1B
1
w1 , . . . ,
∑
wr∈W r
brur ,vr ;wrB
r
wr
)
=
∑
w1,...,wr
b1u1,v1;w1 · · · brur ,vr ;wr(B1w1, . . . , Brwr) .
Thus by Lemma A.4.2
(B1u1 , . . . , B
r
ur)(B
1
v1 , . . . , B
r
vr) =
∑
w∈W
bu,v;w(B
1
w1, . . . , B
r
wr) ,
and so the homomorphism induced by Bw 7→ (B1w1, . . . , Brwr) is an isomorphism. 
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A.5. Polysimplicial Complexes
Unlike chamber systems, a (Cartesian) product of simplicial complexes is not necessarily
a simplicial complex. Thus we make the following definition. Given simplicial complexes
Σ1, . . . ,Σr with vertex sets X1, . . . , Xr, the polysimplicial complex Σ = Σ1× · · ·×Σr with
vertex set X = X1× · · ·×Xr is the collection of all polysimplices σ = σ1× · · ·×σr, where
σk is a simplex of Σk for each 1 ≤ k ≤ r. If each Σk is a labelled simplicial complex with
type map τ k : V k → Ik then we say that Σ = Σ1 × · · · × Σr is a labelled polysimplicial
complex . The set of types of Σ is J = I1 × · · · × Ir, and the associated type map is
given by τ(x) = (τ 1(x1), . . . , τ r(xr)) for each x = (x1, . . . , xr) ∈ X. Define type preserving
isomorphisms of labelled polysimplicial complexes in the obvious way. We call maximal
polysimplices of a labelled polysimplicial complex chambers. It is clear that each chamber
of Σ is of the form C1 × · · · × Cr where Ck is a chamber of Σk for each 1 ≤ k ≤ r.
An automorphism of a polysimplicial complex Σ = Σ1 × · · · × Σr is a bijection ψ such
that
ψ(x) = (ψ1(x1), . . . , ψr(xr)),
where each ψk : Σk → Σk is an automorphism. In particular, automorphisms are assumed
to be component preserving.
Given a direct product C1 × · · · × Cr of chamber systems C1, . . . , Cr over disjoint sets
I1, . . . , Ir one can construct a labelled polysimplicial complex. For each (i1, . . . , ir) ∈ J =
I1 × · · · × Ir form the set
Xi1,...,ir = {(RI1\{i1}(c1), . . . , RIr\{ir}(cr)) | (c1, . . . , cr) ∈ C1 × · · · × Cr},
and let X be the disjoint union over (i1, . . . , ir) ∈ J of these sets. Let τ(x) = (i1, . . . , ir) if
x ∈ Xi1,...,ir . Declare polysimplices to be subsets of the maximal polysimplices
{(RI1\{i1}(c1), . . . , RIr\{ir}(cr)) | (i1, . . . , ir) ∈ J},
where (c1, . . . , cr) ∈ C1 × · · · × Cr.
Conversely, given a labelled polysimplicial complex Σ = Σ1 × · · · × Σr with vertex set
X = X1 × · · · × Xr and type map τ : X → J = I1 × · · · × Ir we may construct a direct
product of chamber systems as follows. Let I = I1 ∪ · · · ∪ Ir (we assume the sets Ik are
pairwise disjoint), and for i ∈ Ik, declare maximal polysimplices C and D to be i-adjacent
if either C = D or if all the vertices of C and D are the same except for those vertices
(x1, . . . , xr) with τ k(xk) = i.
With the conditions of Section 1.4 applied component-wise, the above operations are
mutually inverse.
Example A.5.1. Let Σ1 be the labelled simplicial complex with vertex set X1 =
{x1, x2, x3, x4}, maximal simplices {{x1, x3}, {x2, x3}, {x3, x4}}, and type map τ 1 : X1 →
I1 = {0, 1} given by τ 1(x1) = τ 1(x2) = τ 1(x4) = 0 and τ 1(x3) = 1. Let Σ2 be the labelled
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simplicial complex with vertex set X2 = {y1, y2}, maximal simplices {{y1, y2}}, and type
map τ 2 : X2 → I2 = {2, 3} given by τ 2(y1) = 2 and τ 2(y2) = 3.
We can draw Σ1 and Σ2 as in Figure A.5.1.
x1
x2
x3 x4
y1
y2
Figure A.5.1
Thus Σ can be drawn as in Figure A.5.2.
(x1, y1)
(x1, y2)
(x2, y1)
(x2, y2)
(x3, y1)
(x3, y2)
(x4, y1)
(x4, y2)
C
D
E
Figure A.5.2
The maximal polysimplices C, D and E are mutually 0-adjacent. For example, to see that
C ∼0 D, observe that C and D share all vertices, except for those vertices (x, y) with
τ 1(x) = 0.
In particular, if W = W 1 × · · · × W r, we have a natural description of the Coxeter
complex as a polysimplicial complex, with a natural labelling τ : X → J , where J =
I1 × · · · × Ir, and τ(x) = (τ 1(x1), . . . , τ r(xr)), where τ k : Xk → Ik.
A.6. Polysimplicial Buildings
Let us now consider reducible buildings from the polysimplicial point of view. Consider
the building X ∼= X 1× · · · ×X r of Theorem A.3.1(ii) as a polysimplicial complex, as in
Section A.5. Call a sub-polysimplicial complex A of X an apartment if A = A1×· · ·×Ar,
where Ak is an apartment of X k (as in Definition 1.6.2) for each k = 1, . . . , r.
Write Σ(W ) for the polysimplicial Coxeter complex. The following Proposition follows
from Definition 1.6.2.
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Proposition A.6.1. Let X be a reducible building considered as a polysimplicial com-
plex as above. Then (with the natural labelling τ : V → J = I 1 × · · · × Ir)
(i) each apartment of X is isomorphic to Σ(W ) in a type preserving way,
(ii) given any two chambers of X , there exists an apartment containing them both,
and
(iii) given apartments A and A′ of X containing a common chamber, there exists a
type preserving isomorphism ψ : A → A′ fixing A ∩A′ pointwise.
A.7. Reducible Root Systems
Suppose E =
⊕r
k=1E
k is the direct sum of a family {Ek}rk=1 of vector spaces. For
each k = 1, . . . , r, let Rk be a root system in Ek. Then R =
⋃r
k=1R
k (disjoint union) is a
root system in E with dual R∨ =
⋃r
k=1(R
k)∨. We say that R is the direct sum of the root
systems Rk.
Every root system R in E is the direct sum of a family {Rk}rk=1 of irreducible root
systems [5, VI, §1, No.2, Proposition 6]. Furthermore, this decomposition is unique up to
permutation of the index set {1, . . . , r}. We call the Rk the irreducible components of R.
For each irreducible component Rk of R choose a base Bk = {αki | i ∈ Ik0 } (and
we take the sets I10 , . . . , I
r
0 to be pairwise disjoint). Let Q
k and P k be the coroot and
coweight lattices of Rk. One easily verifies that B =
⋃r
k=1B
k is a base of R. Furthermore,
Q =
⊕r
k=1Q
k, P =
⊕r
k=1 P
k and P+ =
⊕r
k=1(P
k)+.
We have the direct product decomposition W0 = W
1
0 × · · · ×W r0 , and similarly for the
groups W , W˜ , and G. We define
Auttr(D) = Auttr(D
1)× · · · × Auttr(Dr).
In particular, Auttr(D) ⊂ Autcp(D).
The hyperplane construction of Chapter 3 now yields a geometric realisation of the
polysimplicial Coxeter complex. For example, in the A1×A1 case the hyperplanes H form
a grid, and the chambers are represented as squares.
A.8. Reducible Affine Buildings
Suppose that X is a reducible regular locally finite affine building. Then the irre-
ducible components X 1, . . . ,X r are irreducible regular locally finite affine buildings. Let
R1, . . . , Rr be the associated root systems, as in Section 3.8. Then we associate the direct
sum R of the family {Rk}rk=1 to X . We define the special and good vertices of X as in
the irreducible case. Write JP for the set of all good types (we use this notation instead
of IP , for in the reducible case, JP ⊂ J).
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A.9. The Algebra A
Define operators Aλ, λ ∈ P , as in the irreducible case, and let A denote the linear span
over C of {Aλ}λ∈P+. Following the proof of Theorem 4.4.8 we see that A is a commutative
algebra.
Here we will show that A ∼= A 1 × · · · × A r, where A k, k = 1, . . . , r, is the vertex
operator algebra as in Definition 4.4.7 associated to the building X k.
Lemma A.9.1. For each k = 1, . . . , r, let U k ⊆ W k and write U = U 1×· · ·×U r. Then
the Poincare´ polynomial of U satisfies U(q) =
∏r
k=1 U
k(q).
Proof. We have
U(q) =
∑
u∈U
qu =
r∏
k=1
( ∑
uk∈Uk
q(1,...,uk,...,1)
)
=
r∏
k=1
Uk(q) . 
Lemma A.9.2. Let akλk,µk;νk , λ
k, µk, νk ∈ (P k)+, be the structure constants of the alge-
bra A k, and aλ,µ;ν, λ, µ, ν ∈ P+, be the structure constants of A . Then
aλ,µ;ν =
r∏
k=1
akλk ,µk;νk .
Proof. We prove the lemma using Proposition 4.4.10 (which also holds in the reducible
case). Observe that
W0λ = {w ∈ W0 | wkλk = λk for all k = 1, . . . , r},
and so by Lemma A.9.1 we have W0λ(q) =
∏r
k=1W
k
0λk(q). Similarly the terms W0µ(q),
W0ν(q) and W0(q) factorise. Let l = (l
1, . . . , lr) = τ(λ) ∈ J , and write Wl = Wl1×· · ·×Wlr .
Notice that
W0wλWl = (W
1
01wλ1W
1
l1 , . . . ,W
r
0rwλrW
r
lr)
and similarly for the double cosets Wlσl(wµ)Wn and W0wνWn (where n = τ(ν)). Putting
all of this together, and using Lemma A.9.1, Lemma A.9.2 and Lemma A.4.2, we see that
the entire expression for aλ,µ;ν factorises, and the result follows. 
Theorem A.9.3. A ∼= A 1 × · · · ×A r.
Proof. Recall that P+ =
⊕r
k=1(P
k)+, and by Corollary 4.4.6
∑
νk a
k
λk ,µk;νk = 1 for all
λk, µk ∈ (P k)+. The theorem now follows in the same way as Theorem A.4.3, bearing in
mind Lemma A.9.2 above. 
A.10. Algebra Homomorphisms
Theorem A.9.3 allows us to extend all of our results on the algebra homomorphisms
h : A → C to reducible (locally finite regular) affine buildings.
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Proposition A.10.1. The algebra homomorphisms h : A → C are precisely the maps
h : A → C with
h(A) = h1(A1) · · ·hr(Ar) for all A = (A1, . . . , Ar),
where each hk : A k → C is an algebra homomorphism.
Proof. First suppose that h : A → C is an algebra homomorphism. Then
h(A) = h((A1, . . . , Ar))
= h((A1, . . . , 1) · · · (1, . . . , Ar))
= h((A1, . . . , 1)) · · ·h((1, . . . , Ar)).
For each k = 1, . . . , r, define hk(Ak) = h(1, . . . , Ak, . . . , 1). This is clearly an algebra
homomorphism, and h is of the prescribed form.
On the other hand, if for each k = 1, . . . , r, hk : A k → C is an algebra homomorphism,
then h : A → C defined by h(A) = h1(A1) · · ·hr(Ar) is an algebra homomorphism too. 
APPENDIX B
Some Miscellaneous Results
As the title suggests, this appendix contains some results and formulae whose proofs
were omitted from the main body of text.
B.1. Calculation of qtλ
To make the formula (5.2.1) completely explicit we need to compute qtλ .
Lemma B.1.1. Let H be a wall of X . Suppose that pi1 is a cotype i panel of H and
that pi2 is a cotype j panel of H. Then qi = qj.
Proof. If σ is any simplex of X and c any chamber of X , then there is a unique
chamber, denoted projσ(c), nearest c having σ as a face [35, Corollary 3.9]. We show that
the map ϕ : st(pi1) → st(pi2) given by ϕ(c) = projpi2(c) is a bijection (here st(pii), i = 1, 2,
denotes the set of chambers of X having pii as a face). Observe first that if c ∈ st(pi1)
then projpi1(projpi2(c)) = c. To see this, let A be any apartment containing c and H (see
[35, Theorem 3.6]), and let H+ denote the half apartment of A containing c. Let d be the
unique chamber in st(pi2) ∩H+. It follows from [35, Theorem 3.8] that projpi2(c) = d, and
so by symmetry projpi1(d) = c. Similarly we have projpi2(projpi1(d)) = d for all d ∈ st(pi2).
So the map ϕ is bijective. 
Lemma B.1.1 allows us to make the following (temporary) definitions. Given a wall H
of X , write qH = qi, where i is the cotype of any panel of H. Now choose any apartment
A of X , and let ψ : A → Σ be a type-rotating isomorphism. For each α ∈ R and k ∈ Z,
write qα;k = qH , where H = ψ
−1(Hα;k). We must show that this definition is independent
of the particular A and ψ chosen. To see this, let A′ be any (perhaps different) apartment
of X , and let ψ′ : A′ → Σ be a type-rotating isomorphism. Write H ′ = ψ′−1(Hα;k). With
H as above, let pi be a panel of H, with cotype i, say, and so qH = qi. The isomorphism
ψ′−1 ◦ ψ : A → A′ is type-rotating and sends H to H ′. Thus (ψ′−1 ◦ ψ)(pi) is a panel of H ′
with cotype σ(i) for some σ ∈ Auttr(D), and so qH′ = qσ(i) = qi = qH , by Theorem 3.8.4.
Lemma B.1.2. Let R be reduced. Then each wall of Σ contains an element of P .
Proof. Each panel of each wall Hα;k, α ∈ R, k ∈ Z, contains n − 1 vertices whose
types are pairwise distinct. Since R is reduced, the good vertices are simply the special
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vertices, that is, the elements of P (see [5, VI, §2, No.2, Proposition 3]). Thus when there
are two or more good types the result follows.
This leaves the cases E8, F4 and G2. Since H−α;k = Hα;−k it suffices to prove the result
when α ∈ R+. Using the data in [5, Plates VII-IV] we see that for each α = ∑ni=1 aiαi ∈ R+
there is an index i1 such that ai1 = 1, or a pair of indices (i2, i3) such that ai2 = 2 and
ai3 = 3. In the former case kλi1 ∈ Hα;k, and in the latter case k2λi2 ∈ Hα;k if k is even, and
k−3
2
λi2 + λi3 ∈ Hα;k if k is odd. 
Proposition B.1.3. If R is reduced, then qα;k = qα for all α ∈ R and k ∈ Z.
Proof. The proof consists of the following steps:
(i) qwα;0 = qα;0 for all α ∈ R and w ∈ W0.
(ii) qαi;0 = qαi for each i = 1, . . . , n.
(iii) qα;0 = qα for all α ∈ R.
(iv) qα;k = qα;0 for all α ∈ R and k ∈ Z.
(i) Let A be an apartment of X , and let ψ : A → Σ be a type-rotating isomorphism.
Write H = ψ−1(Hα;0), so that qα;0 = qH . Let w ∈ W0. Now the isomorphism ψ′ = w ◦ ψ :
A → Σ is type-rotating, and ψ′−1(Hwα;0) = ψ−1(Hα;0) = H. Thus qwα;0 = qH = qα;0.
(ii) Let C0 be the fundamental chamber of Σ, and for each i = 1, . . . , n let Ci = siC0. Let
A and ψ : A → Σ be as in (i), and write H = ψ−1(Hαi;0). Then δ(ψ−1(C0), ψ−1(Ci)) = sσ(i)
for some σ ∈ Auttr(D), and so qαi;0 = qH = qσ(i), and so by Theorem 3.8.4 qαi;0 = qi = qαi .
(iii) Each α ∈ R is equal to wαi for some w ∈ W0 and some i, and so (iii) follows from
(i) and (ii).
(iv) Let α ∈ R and k ∈ Z. By Lemma B.1.2 there exists λ ∈ Hα;k ∩ P , and so Hα;k =
tλ(Hα;0). Let A and ψ be as in (i), and write H = ψ−1(Hα;k), so that qα;k = qH . The map
ψ′ = t−1λ ◦ ψ : A → Σ is a type-rotating isomorphism, and ψ′−1(Hα;0) = ψ−1(Hα;k) = H.
Thus qα;k = qH = qα;0. 
We need an analogue of Proposition B.1.3 when R is of type BCn for some n ≥ 1.
Observe that if α ∈ R1\R3, then α/2 ∈ R2\R3, and Hα;2k = Hα/2;k for all k ∈ Z. Thus
we define H1 = {Hα;k | α ∈ R1\R3, k odd}, H2 = {Hα;k | α ∈ R2\R3, k ∈ Z} and
H3 = {Hα;k | α ∈ R3}. Then H = H1 ∪ H2 ∪ H3, where the union is disjoint. We have
qα;k =

q0 if Hα;k ∈ H1
qn if Hα;k ∈ H2
qα if Hα;k ∈ H3
(B.1.1)
We omit the details of this calculation.
Remark B.1.4. Proposition B.1.3 and formula (B.1.1) give the connection between
our definitions of R and τα and Macdonald’s definitions of Σ1 and qa [23, §3.1].
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Recall that for w˜ ∈ W˜ we define H(w˜) = {H ∈ H | H separates C0 and w˜C0}. Also,
observe that each H ∈ H is equal to Hα;k for some α ∈ R+1 and some k ∈ Z, and if
Hα;k = Hα′;k′ with α, α
′ ∈ R+1 and k, k′ ∈ Z, then α = α′ and k = k′.
Proposition B.1.5. Let λ ∈ P+. Then
qtλ =
∏
α∈R+
τ 〈λ,α〉α .
Proof. Write tλ = t
′
λgl, where t
′
λ ∈ W and l = τ(λ). Then H(tλ) = H(t′λ) and
qtλ = qt′λ . Suppose that t
′
λ = si1 · · · sim is a reduced expression for t′λ. Writing Hi = Hαi;0
if i = 1, . . . , n and H0 = Hα˜;1, we have
H(tλ) = {Hi1 , si1Hi2 , . . . , si1 · · · sim−1Him}
= {Hα;kα | α ∈ R+1 and 0 < kα ≤ 〈λ, α〉}
(B.1.2)
where the hyperplanes in each set are pairwise distinct ([19, Theorem 4.5]). If 1 ≤ r ≤ m
and if si1 · · · sir−1Hir = Hα;k then it is easy to see that qα;k = qir . Then using (B.1.2),
Proposition B.1.3, (B.1.2), and the fact that 〈λ, α〉 ∈ 2Z for all α ∈ R1\R3, we have
qtλ =
m∏
r=1
qir =
∏
α∈R+1
〈λ,α〉∏
kα=1
qα;kα =
[ ∏
α∈R+3
q〈λ,α〉α
][ ∏
α∈R+1 \R+3
(q0qn)
〈λ,α〉/2
]
,
and the result follows by direct calculation. 
B.2. The Topology on Ω
Here we give a sketch of the following theorem, which was used in the construction of
the topology on Ω. Recall the definition of the maps ϕµ,λ made in the opening paragraphs
of Section 7.5.
Theorem B.2.1. Fix x ∈ VP and define θ : Ω →
∏
λ∈P+ Vλ(x) by ω 7→ (vxλ(ω))λ∈P+.
Then θ is a bijection of Ω onto lim←−(Vλ(x), ϕµ,λ).
Proof. It is not too difficult to see that if S and S ′ are sectors with the same good
vertices, then S = S ′. Thus it is clear that θ is injective. To show that θ is surjective,
let (vν)ν∈P+ ∈ lim←−(Vλ(x), ϕµ,λ). For each m ≥ 1 let µm = m(λ1 + · · · + λn), and let
C(x;m) denote the set of chambers contained in the intersection of all half-apartments
containing x and vµm . Since µm ∈ P++ the sets C(x;m) are nonempty for all m ≥ 1,
and C(x;m) ⊂ C(x; k) whenever m ≤ k. Furthermore, for m ≥ 1 write Cm for the set of
chambers of Σ contained in the intersection of all half-spaces containing 0 and µm.
For each m ≥ 1 there exists an apartmentAm containing x and vµm , and a type-rotating
isomorphism ψm : Am → Σ such that ψm(x) = 0 and ψm(vµm) = µm. Furthermore, if A′m
and ψ′m also have these properties, then it is easy to see that ψm|C(x;m) = ψ′m|C(x;m). Also,
ψm+1|C(x;m) = ψm|C(x;m) for all m ≥ 1.
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For each m ≥ 1 define ξm : Cm → X by ξm = ψ−1m |Cm . Since ξm+1|Cm = ξm we have
ξk|Cm = ξm for all k ≥ m. We may therefore define ξ : C(S0)→X by ξ(C) = ξm(C) once
C ∈ Cm. By replacing the type map τ : V (Σ)→ I on Σ by σi ◦ τ where i = τ(x), we may
take all of the above isomorphisms to be type preserving, and so by [35, Theorem 3.6] we
see that ξ extends to an isometry ξ˜ : C(Σ) → X . Then ξ˜(C(Σ)) is an apartment of X ,
and S = ξ˜(C(S0)) is a sector. Let ω be the class of S. Then θ(ω) = (vν)ν∈P+. 
B.3. The Exceptional Case
In this section we prove Lemma 8.3.4. Let R be a root system of type BCn for some
n ≥ 1, and suppose that qn < q0.
Lemma B.3.1. Nλ1 = (1 + q
n−1
1 qn)(1 + q1 + · · ·+ qn−11 )q0.
Proof. Note that λ1 = e1 = α˜
∨, and it follows from Proposition 3.7.3(ii) that wλ1 = s0,
and so qwλ1 = q0. Thus by Theorem 4.3.4, Nλ1 =
W0(q)
W0λ1 (q)
q0. By [24, §2.2] we have
W0(q) =
n−1∏
i=0
(1 + qi1qn)(1 + q1 + · · ·+ qi1),
and since λ1 = e1 we easily see (using Lemma 4.2.1 with λ = λ
′ = λ1) that W0λ1 is a
Coxeter group of type Cn−1, and so by the same formula
W0λ1(q) =
n−2∏
i=0
(1 + qi1qn)(1 + q1 + · · ·+ qi1).
The result follows. 
Let u ∈ Hom(P,C×) be parametrised by the numbers tj = uej , j = 1, . . . , n, as in
Section 6.3.2. In the following lemma we obtain a more explicit formula for Pλ1(u) (in
terms of the numbers {tj}nj=1).
Lemma B.3.2. Let u ∈ Hom(P,C×). Then
Pλ1(u) = N
−1
λ1
(
(q0 − 1)(1 + q1 + · · ·+ qn−11 ) +
√
q0qnq
n−1
1
n∑
j=1
(tj + t
−1
j )
)
.
Proof. Since λ1 = α˜
∨ we have Πλ1 = {0}∪W0λ1, and so by (7.7.2) (andW0-invariance)
we have
Pλ1(u) = aλ1,ν;ν + r
−λ1aλ1,ν−λ1;ν
∑
µ∈W0λ1
t
〈µ,e1〉
1 · · · t〈µ,en〉n
for suitably large ν ∈ P+. Since W0λ1 = {±ej | 1 ≤ j ≤ n} we have
Pλ1(u) = aλ1,ν;ν + r
−λ1aλ1,ν−λ1;ν
n∑
j=1
(tj + t
−1
j ).
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It remains to compute the constants.
Let us first consider r−λ1aλ1,ν−λ1;ν. Recall that λ
∗ = λ for all λ ∈ P+ in the BCn case.
By (4.4.3), Lemma 7.1.2, and Corollary 7.5.6, if ν ∈ P+ is suitably large, and if y ∈ Vν(x),
then
r−λ1aλ1,ν−λ1;ν = r
−λ1 Nν
Nλ1Nν−λ1
|Vλ1(x) ∩ Vν−λ1(y)| = rλ1N−1λ1 .
Since R+ = {ei, 2ei, ej ± ek | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}, by (7.5.2) we compute
rλ1 =
∏
α∈R+
τ
1
2
〈λ1,α〉
α =
√
q0qnq
n−1
1 ,
and so r−λ1aλ1,ν−λ1;ν = N
−1
λ1
√
q0qnq
n−1
1 .
Let us now consider aλ1,ν;ν. We have aλ1,ν;ν = N
−1
λ1
|Vλ1(x) ∩ Vν(y)| where y ∈ Vν(x). It
follows from (7.7.1) and (7.7.2) (and W0-invariance) that for ν suitably large
aλ1,ν−µ;ν = r
µ−λ1aλ1,ν−λ1;ν for all µ ∈ W0λ1,
and so (using (4.4.3) and Corollary 7.5.6)
|Vλ1(x) ∩ Vν−µ(y)| = rλ1−µ|Vλ1(x) ∩ Vν−λ1(y)| = rλ1−µ. (B.3.1)
Also note that ∑
µ∈Πλ1
|Vλ1(x) ∩ Vν−µ(y)| = Nλ1 . (B.3.2)
To see this, by the proof of Theorem 7.7.2 (and in the notation used there) we have
aλ1,ν−µ;ν = r
µaλ1,µ for sufficiently large ν ∈ P+, and since aλ1,µ = 0 if µ /∈ Πλ1 (see (7.7.1)),
it follows from (4.4.3) that Vλ1(x) =
⋃
µ∈Πλ1 Vν−µ(y), and (B.3.2) follows.
Thus by (B.3.2) and (B.3.1) we have
|Vλ1(x) ∩ Vν(y)| = Nλ1 −
∑
µ∈W0λ1
|Vλ1(x) ∩ Vν−µ(y)|
= Nλ1 − rλ1
∑
µ∈W0λ1
r−µ.
(B.3.3)
A short calculation shows that
rµ = (q0qn)
1
2
〈µ,∑ni=1 ei〉q〈µ,∑nj=1(n−j)ej〉1 . (B.3.4)
Thus by (B.3.3) and (B.3.4) we deduce that
|Vλ1(x) ∩ Vν(y)| = Nλ1 − rλ1
n∑
i=1
(√
q0qn q
n−i
1 +
1√
q0qn
qi−n1
)
= Nλ1 − (q0qnqn−11 + 1)(1 + q1 + · · ·+ qn−11 ).
(B.3.5)
The result follows from Lemma B.3.1, (B.3.5), and (4.4.3). 
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Recall that U′ consists of those u ∈ Hom(P,C×) such that t1 = −b = −
√
qn/q0 and
t2, . . . , tn ∈ T. Write ξt = (−b, t2, . . . , tn), where t2, . . . , tn ∈ T. Writing tj = eiθj for
2 ≤ j ≤ n, from Lemma B.3.2 we have
Pλ1(ξt) = c1 −
q0 + qn√
q0qn
c2 + 2c2
n∑
j=2
cos θj, (B.3.6)
where c1 = N
−1
λ1
(q0 − 1)(1 + q1 + · · ·+ qn−11 ) and c2 = N−1λ1
√
q0qnq
n−1
1 .
Note that since λ∗ = λ for all λ ∈ P+, Pλ(u) ∈ R for all u ∈ U .
Theorem B.3.3. Let ξt be as above. Then
|Pλ1(ξt)| < Pλ1(1).
Proof. Note that |W0λ1| = 2n, and so Pλ1(1) = c1 + 2nc2, with c1 and c2 as above
(alternatively, take t1 = · · · = tn = 1 in Lemma B.3.2). Since c1, c2 > 0, the inequality
Pλ1(ξt) < Pλ1(1) is clear from (B.3.6). We now show that −Pλ1(ξt) < Pλ1(1). We have
Nλ1
(
Pλ1(1) + Pλ1(ξt)
) ≥ Nλ1(2c1 + 2c2 − q0 + qn√q0qn c2
)
= 2(q0 − 1)(1 + q1 + · · ·+ qn−11 ) +
√
q0qn q
n−1
1 + (
√
q0qn − qn)qn−11 − q0qn−11
> 2(q0 − 1)(1 + q1 + · · ·+ qn−11 ) +
√
q0qn q
n−1
1 − q0qn−11
= 2(q0 − 1)(1 + q1 + · · ·+ qn−21 ) + (
√
q0qn − 1)qn−11 + (q0 − 1)qn−11
≥ 0,
where the strict inequality holds since q0 > qn, completing the proof. 
Lemma B.3.4. If λ 6= 0 then aλ,λ;λ1 6= 0.
Proof. By Lemma 8.2.1 and the fact that λ∗1 = λ1 we have aλ,λ1;λ 6= 0 for all λ 6= 0.
The result now follows from Proposition 4.4.11, since λ∗ = λ for all λ ∈ P+.
Alternatively the result may be proved in a similar way to Lemma 8.2.1. 
Theorem B.3.5. Let ξt be as above. For all λ 6= 0 we have |Pλ(ξt)| < Pλ(1).
Proof. For any u ∈ Hom(P,C×) we have
|P 2λ(u)| = |hu(A2λ)| ≤
∑
µ∈P+
aλ,λ;µ|Pµ(u)|. (B.3.7)
Since the algebra homomorphisms hξt are continuous with respect to the `
2-operator norm
(see Corollary 6.3.8), and since ‖Aµ‖ = Pµ(1) (see Theorem 7.7.3) we have
|Pµ(ξt)| ≤ Pµ(1) for all µ ∈ P+.
By Lemma B.3.4 we have aλ,λ;λ1 > 0, and so Theorem B.3.3 and (B.3.7) imply that
|P 2λ (ξt)| < P 2λ(1), proving the result. 
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Proof of Lemma 8.3.4. Since Â(u) is continuous on U′, and since U′ is compact,
ρ2 = max{|Â(u)|/Â(1) : u ∈ U′} = max{|Â(ξt)|/Â(1) : t ∈ Tn−1} < 1
by Theorem B.3.5, and the result easily follows. 
B.4. A Building Proof
In this section we give a ‘building theoretic’ proof of Lemma 7.1.2. The author would
like to thank Donald Cartwright for the results of this section.
Lemma B.4.1. Let x ∈ VP and let S be a sector in X based at x. Let
D0, . . . , D` (B.4.1)
be a reduced gallery in X such that x ∈ D0. Then either
• there is an apartment A containing S and D0, . . . , D`, or
• there is an apartment A containing S so that, writing ρ = ρA,S , the sequence
ρ(D0), . . . , ρ(D`) has ρ(Dj−1) = ρ(Dj) for some 1 ≤ j ≤ `.
Proof. By Lemma C.4.3, there is an apartment containing S and D0. Suppose that
for some k < ` there is an apartment A such that S,D0, . . . , Dk ⊂ A, but no apartment
containing S, D0, . . . , Dk+1. Let H be the wall in A which contains a panel common to Dk
and Dk+1. Let H
− be the closed half-space of A containing Dk, and let H+ be the other
closed half-space of A determined by H.
Let f be the type of the gallery (B.4.1). There is a unique gallery in A of type f
starting at D0. Let us denote this gallery by
D′0 = D0, D
′
1, . . . , D
′
`. (B.4.2)
If g is the word of length k at the beginning of f , then since there is a unique gallery
in A of type g starting at D0, we must have Dj = D′j for j = 0, . . . , k. Being reduced,
the gallery (B.4.2) crosses H at most once. If Dk ∼i Dk+1, then Dk ∼i D′k+1 because
galleries (B.4.1) and (B.4.2) are of the same type. So H separates Dk and D
′
k+1. Therefore
(B.4.2) crosses H precisely once, and
D0, . . . , Dk ⊂ H− and D′k+1, . . . , D′` ⊂ H+.
By Lemma 7.4.7, either H− or H+ contains a subsector of S. If H− contains a subsector
of S, then since x ∈ D0 ⊂ H−, the whole sector S is contained in H− [35, Lemma 9.7].
By the proof of [35, Lemma 9.4], there is an apartment A′ containing H− and Dk+1. But
then S, D0, . . . , Dk, Dk+1 ⊂ A′, contrary to hypothesis.
SoH+ must contain a subsector S1 of S. Pick an apartmentA′ containingH+ andDk+1.
By the building axioms, there is an isomorphism φ : A′ → A which fixes A ∩ A′, and in
particular H+, and therefore S1. Since D′k+1 ⊂ H+, we have φ(D′k+1) = D′k+1. So φ(Dk+1)
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cannot be D′k+1, and so must be Dk. Let ρ = ρA,S . Then ρ(Dk+1) = φ(Dk+1) = Dk =
ρ(Dk), proving the result. 
Lemma B.4.2. −Πλ = Πλ∗ for all λ ∈ P+.
Proof. It is clear from the definition that −Πλ is saturated. Furthermore, the highest
coweight of −Πλ is λ∗. To see this, observe first that λ∗ = −w0λ, and so λ∗ ∈ −Πλ. Let
ν ∈ −Πλ. Then ν∗ = w0(−ν) ∈ Πλ, and so λ − ν∗ ∈ Q+. Since w0B = −B we have
λ∗ − ν ∈ Q+, and so ν  λ∗. 
Proposition B.4.3. Let x, y ∈ VP , and let y ∈ Vλ+µ(x), where λ, µ ∈ P+. Then
the set Vλ(x) ∩ Vµ∗(y) contains exactly one element. This element lies in any apartment
containing x and y.
Proof. Let z ∈ Vλ(x) ∩ Vµ∗(y). Let τ(x) = i, and let D0, . . . , D` be a gallery of type
σi(fλ) such that x ∈ D0 and z ∈ D`. Choose a sector S containing x and y, based at x, and
such that y ∈ S. Let A be any apartment containing S. Let ρ = ρA,S and ψ = ψA,S . Now
let Sy be the subsector of S based at y. It is clear from their definitions that ρA,Sy = ρ
and that ψA,Sy = t−λ−µ ◦ ψ.
Let ν = (ψ ◦ ρ)(z). By Theorem 7.4.2(ii), ν ∈ Πλ and (ψA,Sy ◦ ρA,Sy)(z) ∈ Πµ∗ , so that
ν − λ− µ ∈ Πµ∗ . Hence λ+ µ− ν ∈ Πµ by Lemma B.4.2. Since we have both ν  λ and
λ+µ− ν  µ. If either of these “” were “≺”, then adding we would have λ+µ ≺ λ+µ,
a contradiction. Hence ν = λ.
Writing Φ = ψ ◦ ρ, by the proof of Theorem 7.4.1, the sequence Φ(D0), . . . ,Φ(D`) is a
pre-gallery in Σ of type fλ from 0 to λ. So ρ(D0), . . . , ρ(D`) is in fact a gallery. Since this is
true for any apartment A containing S, by Lemma B.4.1 there is an apartment containing
S and D0, . . . , D`, and in particular x, y and z.
So let A be an apartment containing x, y and z, and let S be a sector in A based at x
and containing y. Let ψ = ψA,S . Then ψ(x) = 0, ψ(y) = λ + µ, and ψ(z) = wλ for some
w ∈ W0. Since y ∈ Vµ(z), we have λ+µ = wλ+w′µ for some w′ ∈ W0. Since wλ  λ and
w′µ  µ, we must have wλ = λ and w′µ = µ. Hence ψ(z) = λ ∈ S0, so that z ∈ S.
So we have shown that any z ∈ Vλ(x) ∩ Vµ∗(y) lies in any sector S containing x and y
and based at x. In particular, any such z lies in any apartment containing x and y.
Suppose that z, z′ ∈ Vλ(x) ∩ Vµ∗(y). Choose any apartment A containing x and y, and
any sector S in A based at x and containing y. Let ψ = ψA,S . Then the above shows that
z and z′ are both in S, and that ψ(z) = λ = ψ(z′). Hence z = z′. 
APPENDIX C
Some Elementary Calculations in Low Dimension
In this appendix we show how the algebra A can be studied in an ‘elementary’ way in
low dimensional cases. We also demonstrate how the Macdonald formula for the algebra
homomorphisms h : A → C can be computed without the machinery of affine Hecke
algebras in these cases.
The method here involves explicitly computing the numbers aλ,λi;µ for all λ, µ ∈ P+ and
i ∈ I0, thus providing explicit formulae AλAλi =
∑
µ∈P+ aλ,λi;µAµ. This gives an analogue
of [25, (3.2)] for these low dimensional buildings, and is certainly of some independent
interest (for our Hecke algebra methods give no such explicit formulae). Our arguments
follow [11], where affine buildings of type A2 are studied.
In Section C.1 we consider affine buildings of type BC1 and A1, where the calculations
are relatively straightforward. In the context of semi-homogeneous trees (the BC1 case)
and homogeneous trees (the A1 case), these calculations have a rather long history: see
[16] for semi-homogeneous trees, and see [8], [36], and [14] for homogeneous trees. See
also [44] for calculations involving infinite distance regular graphs (cf. Remark 3.8.3).
In Sections C.4 and C.7 we discuss affine buildings of types BC2 and G2, where the
technique becomes rather complicated. We will deduce the results for affine buildings of
type C2 from the BC2 case. For the sake of completeness we also list some results from
[11] in the A2 case.
C.1. The BC1 Case
Let R be a root system of type BC1. Thus we may take E = R, B = {e1}, and
R+ = {e1, 2e1}. We have λ1 = e1, and so P = {ke1 | k ∈ Z} and P+ = {ke1 | k ∈ N}. The
fundamental chamber of Σ is C0 = (0, 1/2), and the vertices of Σ are the elements k/2,
where k ∈ Z. The set of good vertices of Σ is Z; these vertices are shown as solid circles
in Figure C.1.1 (note that hyperplanes are zero dimensional).
C0
Hα˜;1
0 1 2−1−2
Figure C.1.1
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Let X be an affine building of type BC1 with parameters q0 = p and q1 = q. Thus X
is a semi-homogeneous tree, as shown in Figure C.1.2 for the case p = 3 and q = 2.
o
Figure C.1.2
The vertex o in Figure C.1.2 is a good vertex (since q0 = 3), and writing V for the vertex
set of X , VP = {x ∈ V | d(o, x) ∈ 2Z}.
For x ∈ VP and k ≥ 0, write Vk(x) in place of Vkλ1(x). Thus
Vk(x) = {y ∈ V | d(x, y) = 2k}. (C.1.1)
Let us study the algebra A in elementary terms.
Lemma C.1.1. The numbers Nk = |Vk(x)| are independent of x ∈ VP , and are given by
N0 = 1, and for k ≥ 1
Nk = (q + 1)p(pq)
k−1.
Proof. Using (C.1.1) we have |V0(x)| = 1 and |Vk+1(x)| = |Vk(x)|pq if k ≥ 1. Since
|V1(x)| = p(q + 1) the result follows. 
Lemma C.1.2. Let x ∈ VP and k ≥ 1. Then
|Vk(x) ∩ V1(z)| =

pq if z ∈ Vk−1(x) and k ≥ 2
p(q + 1) if z ∈ Vk−1(x) and k = 1
p− 1 if z ∈ Vk(x)
1 if z ∈ Vk+1(x).
Proof. These counts are obvious from (C.1.1). 
Corollary C.1.3. For k ≥ 1 and l = k − 1, k or k + 1, let
ak,1;l =
Nl
NkN1
|Vk(x) ∩ V1(z)| where z ∈ Vl(x)
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The numbers ak,1;l depend only on k, l, p and q, and are given by
ak,1;l =

1
p(q+1)
if l = k − 1
p−1
p(q+1)
if l = k
q
q+1
if l = k + 1.
Proof. This is immediate from Lemmas C.1.1 and C.1.2. 
For k ∈ N, write Ak in place of Akλ1 (see Definition 4.4.1). Thus
(Akf)(x) =
1
Nk
∑
y∈Vk(x)
f(y) for all f : VP → C and x ∈ VP .
For all m ∈ N, u ∈ Vm(v) if and only if v ∈ Vm(u), and so for k, l ∈ N we compute
(AkAlf)(x) =
1
Nk
∑
y∈Vk(x)
(Alf)(y)
=
1
NkNl
∑
y∈Vk(x)
∑
z∈Vl(y)
f(z)
=
1
NkNl
∑
z∈VP
|Vk(x) ∩ Vl(z)|f(z).
(C.1.2)
The key to this section is the following theorem.
Theorem C.1.4. Let k ≥ 1. Then
AkA1 =
1
p(q + 1)
Ak−1 +
p− 1
p(q + 1)
Ak +
q
q + 1
Ak+1
Proof. Let x, z ∈ VP . If y ∈ Vk(x) ∩ V1(z), then since |d(x, z) − d(x, y)| ≤ d(y, z)
we have d(x, z) = 2k − 2, 2k − 1, 2k, 2k + 1 or 2k + 2. Thus, since z ∈ VP , we have
z ∈ Vk−1(x) ∪ Vk(x) ∪ Vk+1(x). Using Corollary C.1.3 and (C.1.2) we have
(AkA1f)(x) =
k+1∑
l=k−1
ak,1;l
(
1
Nl
∑
z∈Vl(x)
f(z)
)
,
and the result follows. 
Let A be the linear span over C of {Ak}k∈N.
Corollary C.1.5. A is a commutative algebra, generated by A1.
Proof. This is a simple induction using Theorem C.1.4. 
Lemma C.1.6. For each z ∈ C there is a unique algebra homomorphism h(z) : A → C
such that h(z)(A1) = z.
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Proof. Let C[X] be the algebra of polynomials in the indeterminate X. We claim that
A ∼= C[X]. Since A is generated by A1, there is a unique surjective algebra homomorphism
ϕ : C[X] → A such that ϕ(X) = A1. To see that ϕ is injective, by Theorem C.1.4 we
easily see that for each k ∈ N there exists a number ck > 0 such that
Ak1 = ckAk + a linear combination of the Al with l < k.
Thus ϕ maps nonzero f =
∑
l∈N alX
l ∈ C[X] to
akckAk + a linear combination of the Al with l < k,
where k ∈ N is maximal amongst the l ∈ N such that al 6= 0. Thus, since {Ak}k∈N is
linearly independent, ϕ(f) 6= 0. The result follows. 
In order to give a formula for the homomorphism h(z) : A → C from Lemma C.1.6, we
introduce a parameter u ∈ C× related to z ∈ C by
z =
√
q√
p(q + 1)
(u+ u−1) +
p− 1
p(q + 1)
, (C.1.3)
and we write hu in place of h
(z). It is clear that hu = hv if and only if v = u or v = u
−1.
Thus the algebra homomorphisms h : A → C are indexed by the set C×/ ∼ of equivalence
classes in C× of the relation u ∼ u−1.
We may now prove the Macdonald formula for the algebra homomorphisms h : A → C.
Theorem C.1.7. If u 6= ±1 then
hu(Ak) =
(pq)−k/2
1 + q−1
(
c(u)uk + c(u−1)u−k
)
, (C.1.4)
where, writing a =
√
pq and b =
√
q/p,
c(u) =
(1− a−1u−1)(1 + b−1u−1)
1− u−2 . (C.1.5)
If u = ±1 the value of hu may be found by taking an appropriate limit
Proof. Let z ∈ C, and for each k ∈ N write x(z)k = (pq)k/2h(z)(Ak). Applying h(z) to
the formula in Theorem C.1.4 we have
zx
(z)
k =
√
q√
p(q + 1)
x
(z)
k−1 +
p− 1
p(q + 1)
x
(z)
k +
√
q√
p(q + 1)
x
(z)
k+1 for all k ≥ 1,
and so
x
(z)
k+2 −
(√
p(q + 1)√
q
z − p− 1√
pq
)
x
(z)
k+1 + x
(z)
k = 0 for all k ≥ 0. (C.1.6)
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Let u be a root of the auxiliary equation of the recurrence relation (C.1.6). Then u−1
is also a root, and
u+ u−1 =
√
p(q + 1)√
q
z − p− 1√
pq
. (C.1.7)
Thus if u 6= ±1, the solution of (C.1.6) is
x
(z)
k = a(u)u
k + b(u)u−k for all k ≥ 0
for some a(u), b(u) depending on z (and hence on u). Observe that x
(z)
0 = h
(z)(A0) = 1
and by (C.1.7)
x
(z)
1 =
√
pqz =
q
q + 1
(u+ u−1) +
√
q(p− 1)√
p(q + 1)
.
An elementary calculation shows that a(u) = qc(u)/(q + 1) and b(u) = qc(u−1)/(q + 1),
where c(u) is as in (C.1.5). Since hu(A1) = h
(z)(A1) (see (C.1.7) and (C.1.3)) the result
follows. 
C.2. The A1 Case
Let X be an affine building of type A1 with parameter q0 = q1 = q. Thus X is a
homogeneous tree with degree q + 1, which can be considered as an affine building of type
BC1 with parameters q0 = 1 and q1 = q by adding a vertex in the middle of each edge.
For example, in Figure C.2.1 an affine building of type A1 with parameter q0 = q1 = 3 is
considered as a BC1 building with parameters q0 = 1 and q1 = 3.
Figure C.2.1
Thus the results of the previous section are applicable. We have
AkA1 =
q
q + 1
Ak+1 +
1
q + 1
Ak−1 for k ≥ 1.
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C.3. The A2 Case
In the interests of completeness, in this section we will list some results from [11]. Let
R be a root system of type A2, and let X be an affine building of type A2 with parameter
q0 = q1 = q2 = q. If λ = mλ1 + nλ2, m,n ∈ N, write Vm,n(x) and Am,n in place of Vλ(x)
and Aλ. In [11, Corollary 2.2] it is shown that Nm,n = |Vm,n(x)| is independent of x ∈ VP ,
and is given by N0,0 = 1, and for m,n ≥ 1,
Nm,n = (q
2 + q + 1)(q2 + q)q2(m+n−2)
Nm,0 = (q
2 + q + 1)q2(m−1)
N0,n = (q
2 + q + 1)q2(n−1).
In [11, Proposition 2.3] it is shown that for m,n ≥ 1, the operators Am,n satisfy
Am,nA1,0 =
q2
q2 + q + 1
Am+1,n +
q
q2 + q + 1
Am−1,n+1 +
1
q2 + q + 1
Am,n−1
Am,nA0,1 =
q2
q2 + q + 1
Am,n+1 +
q
q2 + q + 1
Am+1,n−1 +
1
q2 + q + 1
Am−1,n
Am,0A1,0 =
q2
q2 + q + 1
Am+1,0 +
q + 1
q2 + q + 1
Am−1,1
A0,nA1,0 =
q2 + q
q2 + q + 1
A1,n +
1
q2 + q + 1
A0,n−1
Am,0A0,1 =
q2 + q
q2 + q + 1
Am,1 +
1
q2 + q + 1
Am−1,0
A0,nA0,1 =
q2
q2 + q + 1
A0,n+1 +
q + 1
q2 + q + 1
A1,n−1.
(C.3.1)
Let A be the linear span of {Am,n}m,n∈N over C. A simple induction using the equa-
tions (C.3.1) shows that A is a commutative algebra, generated by A1,0 and A0,1 (see
[11, Proposition 2.3] for details). The Macdonald formula for the algebra homomorphisms
h : A → C can be deduced from (C.3.1) in a similar (although more complicated) way as
in Theorem C.1.7. See [11, Proposition 3.1] for details. The final result is as follows.
Theorem C.3.1. Let u1, u2, u3 ∈ C be pairwise distinct numbers with u1u2u3 = 1.
Then for any n1, n2, n3 ∈ Z with m = n1 − n2 and n = n2 − n3,
hu1,u2,u3(Am,n) =
q−m−n
(1 + q−1)(1 + q−1 + q−2)
∑
σ∈S3
c(uσ(1), uσ(2), uσ(3))u
n1
σ(1)u
n2
σ(2)u
n3
σ(3),
where
c(u1, u2, u3) =
∏
1≤i<j≤3
ui − q−1uj
ui − uj .
In the singular cases the formula for hu1,u2,u3 may be obtained from the above by taking an
appropriate limit.
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C.4. The BC2 Case
Let R be a root system of type BC2, and let X be a building of type B˜C2, with
parameters p = q0, q = q1 and r = q2. Let VP be the set of good vertices (that is, type 0
vertices). An apartment of X can be viewed as in Figure C.4.1, where the dashed lines
x
yz
Figure C.4.1
represent walls of valency p + 1, the dotted lines represent walls of valency q + 1, and
the solid lines represent walls of valency r + 1. Let us fix this convention throughout this
section.
For x ∈ VP , define Vλ(x) as in Definition 4.2. If λ = kλ1 + lλ2, write Vk,l(x) in place of
Vλ(x). Thus, in Figure C.4.1, y ∈ V0,2(x), z ∈ V1,1(x), and z ∈ V1,0(y).
Let us give a general lemma which will be useful in the following.
Lemma C.4.1. Let X be a building of type
2k• •, with parameters q1 and q2. Then
|C| = (1 + q1)(1 + q2)(1 + q1q2 + · · ·+ (q1q2)k−1).
Proof. Let W(k) = 〈{s1, s2} | s21 = s22 = (s1s2)2k = 1〉. In the notation of Section 1.7,
for fixed c ∈ C we have C = ⋃w∈W(k) Cw(c) where the union is disjoint. Thus
|C| =
∑
w∈W(k)
|Cw(c)| =
∑
w∈W(k)
qw = W(k)(q).
For k ≥ 1 we have W(k+1)(q) = W(k)(q) + qk1qk2 + qk+11 qk2 + qk+12 qk1 + qk+11 qk+12 , and the result
follows by induction. 
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Lemma C.4.2. The numbers Nk,l = |Vk,l(x)| are independent of x ∈ VP and are given
by N0,0 = 1, and for k, l ≥ 1
Nk,l = (q + 1)(r + 1)(qr + 1)(pq
2r)k−1(p2q2r2)l−1p3q2r
Nk,0 = (q + 1)(qr + 1)(pq
2r)k−1p
N0,l = (r + 1)(qr + 1)(p
2q2r2)l−1p2q .
Proof. Let x ∈ VP . We have
|V1,0(x)| = (q + 1)(qr + 1)p (C.4.1)
|V0,1(x)| = (r + 1)(qr + 1)p2q (C.4.2)
|Vi+1,j(x)| = pq2r|Vi,j(x)| i ≥ 1, j ≥ 0 (C.4.3)
|V1,j(x)| = pqr(q + 1)|V0,j(x)| j ≥ 1 (C.4.4)
|Vi,j+1(x)| = p2q2r2|Vi,j(x)| i ≥ 0, j ≥ 1 (C.4.5)
|Vi,1(x)| = p2q2r(r + 1)|Vi,0(x)| i ≥ 1 . (C.4.6)
We will prove (C.4.1) and (C.4.3), the other proofs are similar.
x
z
y
C
D
Figure C.4.2
By Lemma C.4.1 there are (q + 1)(r + 1)(qr + 1) chambers in X containing x, and so
we count (q + 1)(r + 1)(qr + 1)p chambers in the position of D as shown in Figure C.4.2.
The ‘good’ vertex of each such D chamber is in V1,0(x), and for each y ∈ V1,0(x) there are
exactly r + 1 chambers in the position of D containing y (since the edge zy is common to
r + 1 chambers). Thus |V1,0(x)| = (q + 1)(qr + 1)p.
Let us prove (C.4.3) in the case i, j ≥ 1. Let y ∈ Vi,j(x); there are |Vi,j(x)| such y’s.
There are q choices for the chamber C as shown in Figure C.4.3. Having chosen C, there are
then r choices for the chamber D, then q choices for the chamber E, and finally p choices
for the chamber F . Thus for each y ∈ Vi,j(x) we have counted pq2r (pairwise distinct)
vertices w in the configuration shown. Since each z ∈ Vi+1,j(x) may be reached from some
y ∈ Vi,j(x) by a gallery C,D,E, F as considered, we have |Vi+1,j(x)| = pq2r|Vi,j(x)|.
C.4. THE BC2 CASE 126
x
y
w
C
D
E
F
(i ≥ 1)
(j ≥ 1)
x′
u
v
v′′
v′
Figure C.4.3
Formulae (C.4.1)-(C.4.6) and induction show that
|Vm,n(x)| =

(pq2r)m−1(p2q2r2)n−1|V1,1(x)| if m,n ≥ 1
(pq2r)m−1|V1,0(x)| if m ≥ 1,n = 0
(p2q2r2)n−1|V0,1(x)| if m = 0, n ≥ 1
By (C.4.4) and (C.4.2) we have |V1,1(x)| = (q + 1)(r + 1)(qr + 1)p3q2r, and the result
follows. 
For each k, l ∈ N, define an operator Ak,l by
(Ak,lf)(x) =
1
Nk,l
∑
y∈Vk,l(x)
f(y) for all x ∈ VP .
Since y ∈ Vk,l(x) if and only if x ∈ Vk,l(y), we have
(Ak,lAm,nf)(x) =
1
Nk,lNm,n
∑
z∈VP
|Vk,l(x) ∩ Vm,n(z)|f(z). (C.4.7)
The following lemma is stated for all affine buildings.
Lemma C.4.3. Let S be a sector based at x ∈ VP in an affine building, and let c be a
chamber such that x ∈ c. Then there exists an apartment containing S ∪ c.
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Proof. By [35, Lemma 9.4] there exists a subsector S ′ ⊂ S such that S ′ ∪ c lies in an
apartment A, say. In particular, x ∈ A, and so there is a sector S ′′ ⊂ A based at x in the
class of S ′. Now S ′′ = S by [35, Lemma 9.7], completing the proof. 
We have the following analogue of Lemma C.1.2.
Lemma C.4.4. Let x ∈ VP and z ∈ Vk,`(x).
(i) If k, l ≥ 1, then
|Vi,j(x) ∩ V1,0(z)| =

1 if (i, j) = (k − 1, l)
(q + 1)(p− 1) if (i, j) = (k, l)
q if (i, j) = (k + 1, l− 1)
pq2r if (i, j) = (k + 1, l)
pqr if (i, j) = (k − 1, l + 1)
0 otherwise.
(ii) If k = 0 and l ≥ 1, then
|Vi,j(x) ∩ V1,0(z)| =

q + 1 if (i, j) = (1, l− 1)
(q + 1)(p− 1) if (i, j) = (0, l)
pqr(q + 1) if (i, j) = (1, l)
0 otherwise.
(iii) If k ≥ 1 and l = 0, then
|Vi,j(x) ∩ V1,0(z)| =

1 if (i, j) = (k − 1, 0)
p− 1 if (i, j) = (k, 0)
pq(r + 1) if (i, j) = (k − 1, 1)
pq2r if (i, j) = (k + 1, 0)
0 otherwise.
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(iv) If k ≥ 2 and l ≥ 1, then
|Vi,j(x) ∩ V0,1(z)| =

1 if (i, j) = (k, l − 1)
p− 1 if (i, j) = (k − 1, l)
p(q − 1)(r + 1) + q(p− 1)2 if (i, j) = (k, l)
(p− 1)q if (i, j) = (k + 1, l − 1)
pq2r if (i, j) = (k + 2, l − 1)
pq2r(p− 1) if (i, j) = (k + 1, l)
p2q2r2 if (i, j) = (k, l + 1)
pr if (i, j) = (k − 2, l + 1)
pqr(p− 1) if (i, j) = (k − 1, l + 1)
0 otherwise.
(v) If k = 1 and l ≥ 1 the counts are as in (iv), with the definition V−1,l+1(x) = V1,l(x).
(vi) If k = 0 and l ≥ 1, then
|Vi,j(x) ∩ V0,1(z)| =

1 if (i, j) = (0, l − 1)
(q + 1)(p− 1) if (i, j) = (1, l − 1)
(q − 1)p+ q(p− 1)2 if (i, j) = (0, l)
pqr(q + 1) if (i, j) = (2, l − 1)
(q + 1)(p− 1)pqr if (i, j) = (1, l)
p2q2r2 if (i, j) = (0, l + 1)
0 otherwise.
(vii) If k ≥ 2 and l = 0, then
|Vi,j(x) ∩ V0,1(z)| =

(r + 1)p if (i, j) = (k − 2, 1)
(r + 1)(q − 1)p if (i, j) = (k, 0)
(r + 1)(p− 1)pq if (i, j) = (k − 1, 1)
(r + 1)p2q2r if (i, j) = (k, 1)
0 otherwise.
(viii) If k = 1 and l = 0 the counts are as in (vii), with the definition V−1,1(x) = V1,0(x).
Proof. We will prove (i). Numbers (ii) and (iii) are of a similar difficulty. Numbers
(iv)-(viii) are a little more complicated.
Let y ∈ V1,0(z). This is shown in Figure C.4.4 (possibly in two different apartments).
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z
x
z
y
C
D
Figure C.4.4
Let S be a sector based at z which contains x (as shown in Figure C.4.4). By
Lemma C.4.3 there exists an apartment A containing S and C, and so we may suppose
that the chamber C is in the position of one of Ci, i = 1, 2, . . . , 8 as shown in Figure C.4.5.
C1
C2
C3
C4C5
C6
C7
C8
z
x
H1
H2
Figure C.4.5
It is clear that every y ∈ VP reachable from a gallery C ∼0 D (see Figure C.4.4) with
C = C1, is also reachable from a gallery C
′ ∼0 D′ with C ′ = C8. Similarly for galleries
with C = C2, C3, C = C4, C5 and C = C6, C7. Thus we need only consider those galleries
with C = C1, C2, C4 or C7.
Suppose C = C1. There is exactly one chamber in the position of C1, and so there are
p choices for the D chamber. One of these chambers has its type 0 vertex in Vk−1,l(x), and
the remaining p − 1 of the chambers can be folded back across the wall H1, and so their
type 0 vertices are in Vk,l(x).
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Suppose now that C = C2. There are q chambers in the position of C2, each with p
possible D chambers. Thus there are pq (distinct) vertices y ∈ V1,0(z) reachable by a gallery
of C ∼0 D with C in the position of C2. Of these vertices, exactly q are in Vk+1,l−1(x), and
the remaining q(p−1) vertices may be folded ‘leftwards’ across H2, placing them in Vk,l(x).
Now, considering galleries with C in the position of C4 we find pq
2r vertices y ∈ V1,0(z)
which are in Vk+1,l(x), and for galleries with C in the position of C7 we find pqr vertices
y ∈ V1,0(z) which are in Vk−1,l+1(x).
Combining these results proves (i). To check that no vertices have been overlooked,
note that the sum of the contributions equals N1,0. 
Theorem C.4.5. Write A′1,0 = N1,0A1,0 and A
′
0,1 = N0,1A0,1. Then
A1,0A0,1 = A0,1A1,0 (C.4.8)
Am,nA
′
1,0 = Am−1,n + pqrAm−1,n+1 + (q + 1)(p− 1)Am,n
+ qAm+1,n−1 + pq2rAm+1,n
(C.4.9)
Am,0A
′
1,0 = Am−1,0 + pq(r + 1)Am−1,1 + (p− 1)Am,0 + pq2rAm+1,0 (C.4.10)
A0,nA
′
1,0 = (q + 1)
[
A1,n−1 + (p− 1)A0,n + pqrA1,n
]
(C.4.11)
Am,nA
′
0,1 = pq
2r(p− 1)Am+1,n + (p− 1)Am−1,n + pqr(p− 1)Am−1,n+1
+ q(p− 1)Am+1,n−1 + pq2rAm+2,n−1 + p2q2r2Am,n+1
+ prAm−2,n+1 + Am,n−1 +
[
(q − 1)(r + 1)p+ q(p− 1)2]Am,n (C.4.12)
Am,0A
′
0,1 = p(r + 1)
[
(p− 1)qAm−1,1 + (q − 1)Am,0 + Am−2,1 + pq2rAm,1
]
(C.4.13)
A0,nA
′
0,1 = (q + 1)
[
pqrA2,n−1 + (p− 1)A1,n−1 + (p− 1)pqrA1,n
]
+ A0,n−1 + p2q2r2A0,n+1 +
[
(p− 1)2q + p(q − 1)]A0,n (C.4.14)
A1,nA
′
0,1 = A1,n−1 + q(p− 1)A2,n−1 + pq2rA3,n−1 + p2q2r2A1,n+1
+ (p− 1)A0,n + pqr(p− 1)A0,n+1 + pq2r(p− 1)A2,n
+
[
(q − 1)p+ (p− 1)2q + pqr]A1,n (C.4.15)
where in each case the indices m,n are required to be large enough so that the indices
appearing on the right are all at least 0. For example in (C.4.12) we require m ≥ 2
and n ≥ 1.
Proof. These formulae follow from (C.4.7) and Lemma C.4.4. For example, we will
derive (C.4.9), so suppose that m,n ≥ 1. From (C.4.7) we have
(Am,nA1,0f)(x) =
1
Nm,nN1,0
∑
k,l∈N
∑
z∈Vk,l(x)
|Vm,n(x) ∩ V1,0(z)| f(z) .
By Lemma C.4.4 we see that |Vm,n(x) ∩ V1,0(z)| = 0 unless:
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• z ∈ Vm−1,n(x); if m ≥ 2, Lemma C.4.4(i) implies that |Vm,n(x) ∩ V1,0(z)| = pq2r,
whereas ifm = 1 we use Lemma C.4.4(ii) to see that |Vm,n(x)∩V1,0(z)| = pqr(q+1).
• z ∈ Vm−1,n+1(x); if m ≥ 2 then |Vm,n(x) ∩ V1,0(z)| = q, whereas if m = 1 then
|Vm,n(x) ∩ V1,0(z)| = q + 1.
• z ∈ Vm,n(x); in this case |Vm,n(x) ∩ V1,0(z)| = (q + 1)(p− 1) for all m,n ≥ 1.
• z ∈ Vm+1,n−1(x); if n ≥ 2 then |Vm,n(x) ∩ V1,0(z)| = pqr, whereas if n = 1,
|Vm,n(x) ∩ V1,0(z)| = pq(r + 1).
• z ∈ Vm+1,n(x); in this case |Vm,n(x) ∩ V1,0(z)| = 1 for all m,n ≥ 1.
Equation (C.4.9) follows by recalling the formulae for Nk,l in Lemma C.4.2. 
Let A denote the linear span of {Ak,l}k,l∈N over C.
Corollary C.4.6. A is a commutative algebra, generated by A1,0 and A0,1.
Proof. Declare (k, l) ≺ (m,n) if either k+ l < m+n, or k+ l = m+n and l < n, and
write (k, l)  (m,n) if (k, l) ≺ (m,n) or (k, l) = (m,n). This defines a total order on N2.
Assume that m + n ≥ 2 and that for each (k, l) ≺ (m,n) we can write Ak,l as a
polynomial in A1,0 and A0,1. We claim that Am,n itself is a polynomial in A1,0 and A0,1. If
m ≥ 2 and n ≥ 1 one sees this from (C.4.9), with m there replaced by m − 1. If m ≥ 2
and n = 0 we use (C.4.10), and if m ≥ 1 and n ≥ 1 we use (C.4.11) in the same way.
Finally, if m = 0 and n ≥ 2, we use (C.4.14), with n replaced by n − 1, noting that
(2, n − 2) ≺ (1, n − 1) ≺ (0, n). Thus each Am,n is a polynomial in A1,0 and A0,1, and so
A is commutative by (C.4.8). 
Let ≺ be the total order defined in the proof of Corollary C.4.6.
Lemma C.4.7. For each (m,n) ∈ N2 there is a number cm,n > 0 so that
Am1,0A
n
0,1 = cm,nAm,n + a linear combination of those Ak,l with (k, l) ≺ (m,n). (C.4.16)
Proof. First note that for each (m,n) ∈ N2 there exist c′m,n, c′′m,n > 0 so that
Am,nA1,0 = c
′
m,nAm+1,n (C.4.17)
+ a linear combination of the Ak,l with (k, l) ≺ (m+ 1, n), and
Am,nA0,1 = c
′′
m,nAm,n+1
+ a linear combination of the Ak,l with (k, l) ≺ (m,n+ 1). (C.4.18)
We see (C.4.17) using (C.4.9) through (C.4.11), and (C.4.18) using (C.4.12) through
(C.4.15), noting that (m + 2, n− 1) ≺ (m+ 1, n) ≺ (m,n+ 1).
Now (C.4.16) is obvious if (m,n) = (0, 0), (1, 0) or (0, 1), and so assume that m+n ≥ 2
and that formula (C.4.16) holds when (m,n) is replaced by any (m′, n′) ≺ (m,n). If m ≥ 2
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and n ≥ 1, then by (C.4.9) we can write
Am1,0A
n
0,1 = A1,0(A
m−1
1,0 A
n
0,1)
= A1,0
(
cm−1,nAm−1,n + terms in Ak,l with (k, l) ≺ (m− 1, n)
)
= cm,nAm,n + terms in Ak,l with (k, l) ≺ (m,n), by (C.4.17),
where cm,n = cm−1,npq2r/N1,0. If m ≥ 2 and n = 0, we use (C.4.10) instead. If m = 1 and
n ≥ 1 we use (C.4.11). Finally, if m = 0 and n ≥ 2, we use (C.4.14). 
Corollary C.4.8. Let C[X, Y ] denote the algebra of polynomials in two commuting
indeterminates X and Y . Then there is an isomorphism ϕ : C[X, Y ] → A such that
ϕ(X) = A1,0 and ϕ(Y ) = A0,1.
Proof. Since A is commutative (see Corollary C.4.6), there is a unique algebra homo-
morphism ϕ : C[X, Y ]→ A such that ϕ(X) = A1,0 and ϕ(Y ) = A0,1. Since A1,0 and A0,1
generate A , ϕ is surjective. To see that ϕ is injective, suppose f(X, Y ) =
∑
k,` ak,`X
kY ` ∈
kerϕ is nonzero, and suppose that (m,n) is maximal with respect to ≺ amongst the (k, l)
for which ak,l 6= 0. By Lemma C.4.7, ϕ maps f(X, Y ) to
am,ncm,nAm,n + a linear combination of the Ak,l with (k, l) ≺ (m,n)
and this cannot be zero because the Ak,l’s are linearly independent. 
Since the algebra homomorphisms C[X, Y ]→ C are just the evaluation maps f(X, Y ) 7→
f(z1, z2), where z1, z2 ∈ C, we see that the algebra homomorphisms A → C are indexed
by C2. That is,
Corollary C.4.9. For each pair (z1, z2) ∈ C2, there is a unique algebra homomor-
phism h = h(z1,z2) : A → C such that h(A1,0) = z1 and h(A0,1) = z2.
In order to give a formula for h(z1,z2)(Am,n), we introduce parameters u1, u2 ∈ C× related
to z1, z2 by the equations
z1 =
1
N1,0
[
(q + 1)(p− 1) + q√pr(u1 + u−11 + u2 + u−12 )
]
, (C.4.19)
z2 =
1
N0,1
[
pqr(u1 + u
−1
1 )(u2 + u
−1
2 ) + (p− 1)q
√
pr(u1 + u
−1
1 + u2 + u
−1
2 ) (C.4.20)
+ q(p− 1)2 + (q − 1)(r + 1)p
]
.
The reason for this parametrisation will become apparent in the following theorem.
The group C2 of signed permutations of {1, 2} acts on (C×)2 by σ·(u1, u2) = (uσ(1), uσ(2)),
where we use the convention that u−j = u−1j for j = 1, 2. Given any z1, z2 ∈ C, it is el-
ementary that we can find (u1, u2) ∈ (C×)2 so that (C.4.19) and (C.4.20) hold, and any
other pair (u′1, u
′
2) satisfying these equations is equal to (uσ(1), uσ(2)) for some σ ∈ C2.
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Notation. If (u1, u2) are related to (z1, z2) as in (C.4.19) and (C.4.20), we shall write
hu1,u2 in place of h
(z1,z2). Clearly hu′1,u′2 = hu1,u2 if and only if (u
′
1, u
′
2) = (uσ(1), uσ(2)) for
some σ ∈ C2. Hence the algebra homomorphisms A → C are indexed by the set (C×)2/C2
of orbits in (C×)2 under the action of C2. In symbols;
Hom(A ,C) ∼= (C×)2/C2 .
Let ρ1 = q
√
pr, ρ2 = pqr, a =
√
pr and b =
√
r/p.
Theorem C.4.10. If u1, u
−1
1 , u2 and u
−1
2 are pairwise distinct we have
hu1,u2(Am,n) =
ρ−m1 ρ
−n
2
(1 + q−1)(1 + r−1)(1 + q−1r−1)
∑
σ∈C2
c(uσ(1), uσ(2))u
m+n
σ(1) u
n
σ(2)
where c(u1, u2) equals
(1− q−1u−11 u−12 )(1− q−1u−11 u2)(1− a−1u−11 )(1 + b−1u−11 )(1− a−1u−12 )(1 + b−1u−12 )
(1− u−11 u−12 )(1− u−11 u2)(1− u−21 )(1− u−22 )
.
Proof. Let h : A → C be an algebra homomorphism, and apply h to both sides of
the equations in Theorem C.4.5. For each pair m,n, form xm,n = ρ
m
1 ρ
n
2 h(Am,n). Write
α = N1,0ρ
−2
1 x1,0 − (q + 1)(p− 1)ρ−11 , and
β = 2 +N0,1ρ
−2
2 x0,1 − q(p− 1)N1,0ρ−31 x1,0 +
(
(p− 1)2 − (q − 1)(r + 1)p) ρ−12 .
Then
xm+4,n − αxm+3,n + βxm+2,n − αxm+1,n + xm,n = 0 for m,n ≥ 0. (C.4.21)
Let us derive (C.4.21) in the case n ≥ 1. From (C.4.9) we have
(a1x1,0 − a2)xm,n = xm−1,n + xm−1,n+1 + xm+1,n−1 + xm+1,n, (C.4.22)
where a1 = ρ
−2
1 N1,0 and a2 = ρ
−1
1 (q + 1)(p− 1). Thus if m,n ≥ 1 we have
xm+1,n−1 + xm−1,n+1 = (a1x1,0 − a2)xm,n − xm−1,n − xm+1,n . (C.4.23)
The important thing to notice is that the terms on the right hand side of (C.4.23) all have
second index n. Supposing m ≥ 2, from (C.4.12) we may write
(a3x0,1 − a4)xm,n = xm+2,n−1 + xm,n−1 + xm,n+1 + xm−2,n+1 (C.4.24)
+ a5(xm−1,n + xm−1,n+1 + xm+1,n−1 + xm+1,n) ,
where a3 = ρ
−2
2 N0,1, a4 = ρ
−1
2 ((q − 1)(r + 1)p+ q(p− 1)2) and a5 = ρ−11 q(p − 1). From
(C.4.22) and (C.4.24) we have
(a3x0,1 − a4)xm,n = (xm+2,n−1 + xm,n+1) + (xm,n−1 + xm−2,n+1) (C.4.25)
+ a5(a1x1,0 − a2)xm,n ,
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and by using (C.4.23), firstly with m replaced with m + 1, and secondly with m replaced
by m− 1, we find from (C.4.25) that
xm+2,n − (a1x1,0 − a2)xm+1,n + (2 + a3x0,1 − a1a5x1,0 − a4 + a2a5)xm,n
− (a1x1,0 − a2)xm−1,n + xm−2,n = 0
valid for n ≥ 1 and m ≥ 2. Equation (C.4.21) follows by replacing m by m+2 and recalling
the formulae for the constants a1, a2, . . . , a5. In the case where n = 0, a similar calculation
works using (C.4.10) and (C.4.13).
Fixing n we are led to consider the auxiliary equation of (C.4.21), namely
λ4 − αλ3 + βλ2 − αλ+ 1 = 0 . (C.4.26)
Let u1, u2, u3, u4 ∈ C× be the roots of (C.4.26). Notice that
λ4 − αλ3 + βλ2 − αλ+ 1 = (λ2 + ξ1λ+ 1) (λ2 + ξ2λ+ 1) ,
where ξ1, ξ2 = −α2 ±
√
2 + α
2
4
− β, and so if u1 and u3 are the roots of the first quadratic,
and u2 and u4 are the roots of the second, we have u3 = u
−1
1 and u4 = u
−1
2 . Furthermore,
since α = u1+u2+u
−1
1 +u
−1
2 , we find x1,0 = ρ1z1, where z1 is as in (C.4.19). Similarly, since
β = 2+(u1 +u
−1
1 )(u2 +u
−1
2 ) we find x0,1 = ρ2z2, where w is as in (C.4.20). Thus h(Am,n) =
hu1,u2(Am,n) for (m,n) = (1, 0) or (0, 1) and hence for all (m,n) by Corollary C.4.6, where
hu1,u2 was defined in the notation section before the theorem.
Now, if u1, u2 and their inverses are pairwise distinct we have
xm,n = C1,nu
m
1 + C2,nu
m
2 + C3,nu
−m
1 + C4,nu
−m
2 for all m,n ≥ 0 (C.4.27)
for suitable functions Ci,n = Ci,n(u1, u2) which are independent of m. For each σ ∈ C2,
xm,n = ρ
m
1 ρ
n
2hu1,u2(Am,n) is unchanged if (u1, u2) is replaced by (uσ(1), uσ(2)), and so
C2,n = C1,n(u2, u1), C3,n = C1,n(u
−1
1 , u
−1
2 ), and C4,n = C1,n(u
−1
2 , u
−1
1 ) .
For the same reason, C1,n(u1, u
−1
2 ) = C1,n(u1, u2). Write Cn = C1,n.
Using (C.4.22) with n replaced by n + 1 we find
u−11 Cn+2 − (u2 + u−12 )Cn+1 + u1Cn = 0 for n ≥ 0. (C.4.28)
The roots of the auxiliary equation of (C.4.28) are u1u2 and u1u
−1
2 , which are distinct by
hypothesis. Thus
Cn = D(u1, u2)u
n
1u
n
2 +D
′(u1, u2)un1u
−n
2
for suitable functions D(u1, u2) and D
′(u1, u2) independent of m and n. Since Cn(u1, u2) =
Cn(u1, u
−1
2 ), we have D
′(u1, u2) = D(u1, u−12 ). Thus
xm,n =
∑
σ∈C2
D(uσ(1), uσ(2))u
m+n
σ(1) u
n
σ(2) .
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All that remains is to evaluate D(u1, u2). Unfortunately this step, although straight-
forward, is computationally messy. One proceeds as follows. First find C0 by writing x0,0,
x1,0, x2,0 and x3,0 in terms of u1 and u2. We have x0,0 = 1 since h is required to map the
identity A0,0 of A to 1, and we have already noted that x1,0 = ρ1z1 and x0,1 = ρ2z2. The
required formulae for x2,0 and x3,0 follow from the recursive formulae in Theorem C.4.5.
Once we have these we know the four initial conditions of the recurrence (C.4.21) when
n = 0, and thus we calculate
C0(u1, u2) =
(qu1u2 − 1)(qu1 − u2)(au1 − 1)(bu1 + 1)
(q + 1)(qr + 1)(u1u2 − 1)(u1 − u2)(u21 − 1)
.
Furthermore, from (C.4.10) and (C.4.27) we evaluate
C1(u1, u2) =
ρ2u1(u2 + q(p− 1)ρ−11 + u−12 )
(r + 1)pq
C0(u1, u2) ,
and so we know the initial conditions of the recurrence (C.4.28). Thus we calculate
D(u1, u2) =
c(u1, u2)
(q−1 + 1)(r−1 + 1)(q−1r−1 + 1)
where c(u1, u2) is as in the statement of the theorem. 
C.5. The C2 Case
Let X be an affine building of type C2 with parameter system (q0, q1, q0). As Fig-
ure C.5.1 suggests, by adding new walls X may be considered as an affine building of type
BC2 with parameter system (1, q0, q1) (see Section C.2 for a similar discussion). Thus the
results of the previous section are applicable.
Figure C.5.1
(Note that we have strayed from our conventions regarding dotted, dashed and solid lines).
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C.6. Another Algebra in the C2 Case
Let X be an affine building of type C2 with parameters (q0, q1, q0). For i = 0, 1, 2, let
Vi denote the set of type i vertices of X . Thus V1 consists of all non-special vertices of X .
We will explain below how it is possible to study vertex set averaging operators acting on
the space of all functions f : V1 → C.
As in Section C.5 we add new walls into X , making a new building X ′ of affine
type BC2. The vertex set of X
′ is V ′ = V ′0 ∪ V ′1 ∪ V ′2 , where V ′0 = V1, V ′2 = V0 ∪ V2, and
V ′1 consists of new vertices resulting from the new walls. For example, in Figure C.6.1,
x ∈ V1, y ∈ V0 and z ∈ V2 (considered as vertices in X ), and x ∈ V ′0 , y, z ∈ V ′2 and v ∈ V ′1
(considered as vertices in X ′).
x x
X X ′
v
y y
z z
Figure C.6.1
For each k, l ∈ N we define an averaging operator Ak,l, acting on the space of all functions
f : V1 = V
′
0 → C, as in Section C.4. The results of that section are now applicable (the
parameter system of X ′ is (q′0, q
′
1, q
′
2) = (q1, q2, 1)).
C.7. The G2 Case
We conclude with the most difficult ‘low dimension’ case, the affine buildings of type G2.
We give a large diagram of the G˜2 Coxeter complex in Figure C.7.1, which the reader may
find helpful if they wish to verify any of the counts we make.
Let X be an affine building of type G2 with parameters q0 = q2 = q and q1 = r.
Lemma C.7.1. The numbers Nm,n = |Vm,n(x)| are independent of x ∈ VP , and are
given by N0,0 = 1 and for m,n ≥ 1
Nm,n = (q + 1)(r + 1)(q
2r2 + qr + 1)(q6r4)m−1(q4r2)n−1q7r3
Nm,0 = (r + 1)(q
2r2 + qr + 1)(q6r4)m−1q4r
N0,n = (q + 1)(q
2r2 + qr + 1)(q4r2)n−1q.
Proof. This is very similar to Lemma C.4.2. Figure C.7.1 is useful here. 
The following rather complicated counts are proved as in Lemma C.4.4.
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Lemma C.7.2. Lex x ∈ VP and z ∈ Vk,l(x). Write αk,li,j = |Vi,j(x) ∩ V0,1(z)| and
βk,li,j = |Vi,j(x) ∩ V1,0(z)|. Then the numbers αk,li,j and βk,li,j are independent of the particular
pair x, z with z ∈ Vk,l(x), and are given by the following.
(i) If k ≥ 1 and l ≥ 2, then
αk,li,j =

q if (i, j) = (k − 1, l + 1)
q3r if (i, j) = (k − 1, l + 2)
1 if (i, j) = (k, l − 1)
(q − 1)(qr + q + 1) if (i, j) = (k, l)
q4r2 if (i, j) = (k, l + 1)
qr if (i, j) = (k + 1, l − 2)
q3r2 if (i, j) = (k + 1, l − 1)
0 otherwise.
(ii) If k ≥ 1 and l = 1 the counts are as in (i), with the definition Vk+1,−1(x) = Vk,1(x).
(iii) If k ≥ 1 and l = 0, then
αk,li,j =

q + 1 if (i, j) = (k − 1, 1)
q2r(q + 1) if (i, j) = (k − 1, 2)
(q − 1)(q + 1) if (i, j) = (k, 0)
q3r2(q + 1) if (i, j) = (k, 1)
0 otherwise.
(iv) If k = 0 and l ≥ 2, then
αk,li,j =

1 if (i, j) = (0, l − 1)
(q − 1)(qr + q + 1) if (i, j) = (0, l)
q4r2 if (i, j) = (0, l + 1)
(r + 1)q if (i, j) = (1, l − 2)
q3r(r + 1) if (i, j) = (1, l − 1)
0 otherwise.
(v) If k = 0 and l = 1 the counts are as in (iv) with the definition V1,−1(x) = V0,1(x).
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(vi) If k ≥ 2 and l ≥ 3, then
βk,li,j =

(q − 1)(r + 1)q3r if (i, j) = (k − 1, l + 2)
(q − 1)2(r + 1)qr + (r − 1)q2(qr + r + 1) if (i, j) = (k, l)
(q − 1)(r + 1)qr if (i, j) = (k + 1, l − 2)
(q − 1)(r + 1)q if (i, j) = (k − 1, l + 1)
(q − 1)(r + 1) if (i, j) = (k, l − 1)
1 if (i, j) = (k − 1, l)
(q − 1)(r + 1)q4r2 if (i, j) = (k, l + 1)
q3r if (i, j) = (k − 2, l + 3)
q6r3 if (i, j) = (k − 1, l + 3)
q6r4 if (i, j) = (k + 1, l)
(q − 1)(r + 1)q3r2 if (i, j) = (k + 1, l − 1)
q3r3 if (i, j) = (k + 2, l − 3)
r if (i, j) = (k + 1, l − 3)
0 otherwise.
(vii) If k ≥ 2 and l = 2 the counts are as in (vi) with the definition Vk+1,−1(x) = Vk,1(x).
(viii) If k ≥ 2 and l = 1, then
βk,li,j =

(q − 1)(r + 1)q3r if (i, j) = (k − 1, 3)
2q2r(qr − 1) + q2(r − 1) if (i, j) = (k, 1)
q(qr + q − 1) if (i, j) = (k − 1, 2)
q − 1 if (i, j) = (k, 0)
1 if (i, j) = (k − 1, 1)
q4r2(qr + q − 1) if (i, j) = (k, 2)
q3r if (i, j) = (k − 2, 4)
q6r3 if (i, j) = (k − 1, 4)
q6r4 if (i, j) = (k + 1, 1)
(q − 1)q3r2 if (i, j) = (k + 1, 0)
0 otherwise.
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(ix) If k ≥ 2 and l = 0, then
βk,li,j =

(q − 1)(q + 1)(r + 1)q2r if (i, j) = (k − 1, 2)
(r − 1)(qr + r + 1)q2 if (i, j) = (k, 0)
(q − 1)(q + 1) if (i, j) = (k − 1, 1)
1 if (i, j) = (k − 1, 0)
(q − 1)(q + 1)q3r2 if (i, j) = (k, 1)
(q + 1)q2r if (i, j) = (k − 2, 3)
(q + 1)q5r3 if (i, j) = (k − 1, 3)
q6r4 if (i, j) = (k + 1, 0)
0 otherwise.
(x) If k = 1 and l ≥ 3, then
βk,li,j =

(q − 1)(r + 1)q3r if (i, j) = (0, l + 2)
(q − 1)2(r + 1)qr + (r − 1)(r + 1)q2 + q3r2 if (i, j) = (1, l)
(q − 1)(r + 1)qr if (i, j) = (2, l − 2)
(q − 1)(r + 1)q if (i, j) = (0, l + 1)
(q − 1)(r + 1) if (i, j) = (1, l − 1)
1 if (i, j) = (0, l)
(q − 1)(r + 1)q4r2 if (i, j) = (1, l + 1)
q6r3 if (i, j) = (0, l + 3)
q6r4 if (i, j) = (2, l)
(q − 1)(r + 1)q3r2 if (i, j) = (2, l − 1)
q3r3 if (i, j) = (3, l − 3)
r if (i, j) = (2, l − 3)
0 otherwise.
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(xi) If k = 1 and l = 2, then
βk,li,j =

(q − 1)(r + 1)q3r if (i, j) = (0, 4)
(q − 1)2(r + 1)qr + (r − 1)(r + 1)q2 + q3r2 if (i, j) = (1, 2)
(q − 1)(r + 1)qr if (i, j) = (2, 0)
(q − 1)(r + 1)q if (i, j) = (0, 3)
qr + q − 1 if (i, j) = (1, 1)
1 if (i, j) = (0, 2)
(q − 1)(r + 1)q4r2 if (i, j) = (1, 3)
q6r3 if (i, j) = (0, 5)
q6r4 if (i, j) = (2, 2)
q3r2(qr + r − 1) if (i, j) = (2, 1)
0 otherwise.
(xii) If k = 1 and l = 1
βk,li,j =

(q − 1)(r + 1)q3r if (i, j) = (0, 3)
2(q − 1)q2r + (r − 1)(qr + 1)q2 + q3r2 if (i, j) = (1, 1)
q(qr + q − 1) if (i, j) = (0, 2)
q − 1 if (i, j) = (1, 0)
1 if (i, j) = (0, 1)
q4r2(qr + q − 1) if (i, j) = (1, 2)
q6r3 if (i, j) = (0, 4)
q6r4 if (i, j) = (2, 1)
(q − 1)q3r2 if (i, j) = (2, 0)
0 otherwise.
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(xiii) If k = 1 and l = 0, then
βk,li,j =

(q − 1)(q + 1)(r + 1)q2r if (i, j) = (0, 2)
(r − 1)q2 + (q + 1)q2r2 if (i, j) = (1, 0)
(q − 1)(q + 1) if (i, j) = (0, 1)
1 if (i, j) = (0, 0)
(q − 1)(q + 1)q3r2 if (i, j) = (1, 1)
(q + 1)q5r3 if (i, j) = (0, 3)
q6r4 if (i, j) = (2, 0)
0 otherwise.
(xiv) If k = 0 and l ≥ 3, then
βk,li,j =

(r + 1)2(q − 1)q3r if (i, j) = (1, l − 1)
(r + 1)(q − 1)2qr + (r + 1)(r − 1)q2 if (i, j) = (0, l)
(r + 1)2(q − 1)q if (i, j) = (1, l − 2)
(r + 1)(q − 1) if (i, j) = (0, l − 1)
r + 1 if (i, j) = (1, l − 3)
(r + 1)(q − 1)q4r2 if (i, j) = (0, l + 1)
(r + 1)q3r2 if (i, j) = (2, l − 3)
(r + 1)q6r3 if (i, j) = (1, l)
0 otherwise.
(xv) If k = 0 and l = 2, then
βk,li,j =

(r + 1)(qr + q − 1)q3r if (i, j) = (1, 1)
(q − 1)2(r + 1)qr + (r − 1)(r + 1)q2 if (i, j) = (0, 2)
(q − 1)(r + 1)2q if (i, j) = (1, 0)
(r + 1)q if (i, j) = (0, 1)
(r + 1)(q − 1)q4r2 if (i, j) = (0, 3)
(r + 1)q6r3 if (i, j) = (1, 2)
0 otherwise.
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(xvi) If k = 0 and l = 1, then
βk,li,j =

(r + 1)(q − 1)q3r if (i, j) = (1, 0)
(r + 1)q3r if (i, j) = (0, 1)
(r + 1)q5r2 if (i, j) = (0, 2)
(r + 1)q6r3 if (i, j) = (1, 1)
0 otherwise.
Define
c1 = (q − 1)(qr + q + 1)
c2 = (q − 1)2(r + 1)qr + (r − 1)(qr + r + 1)q2 and
c3 = (q − 1)2qr + (r − 1)q2 .
Using the Lemma C.7.2 we obtain the following theorem.
Theorem C.7.3. The operators Am,n satisfy
N0,1Am,nA0,1 = qAm−1,n+1 + q3rAm−1,n+2 + Am,n−1 + q4r2Am,n+1 (C.7.1)
+ qrAm+1,n−2 + q3r2Am+1,n−1 + c1Am,n
N1,0Am,nA1,0 = q
3rAm−2,n+3 + Am−1,n + q6r3Am−1,n+3 + q3r3Am+2,n−3 (C.7.2)
+ q6r4Am+1,n + rAm+1,n−3 + (q − 1)(r + 1)
[
qAm−1,n+1 + q4r2Am,n+1
+ q3rAm−1,n+2 + Am,n−1 + qrAm+1,n−2 + q3r2Am+1,n−1
]
+ c2Am,n ,
where m ≥ 1 and n ≥ 2 in (C.7.1) and m ≥ 2 and n ≥ 3 in (C.7.2).
The special cases of Am,nA0,1 are given by
N0,1Am,1A0,1 = qAm−1,2 + q3rAm−1,3 + Am,0 + q4r2Am,2 + q3r2Am+1,0 (C.7.3)
+ (c1 + qr)Am,1
N0,1Am,0A0,1 = (q + 1)
[
Am−1,1 + q2rAm−1,2 + (q − 1)Am,0 + q3r2Am,1
]
(C.7.4)
N0,1A0,nA0,1 = A0,n−1 + c1A0,n + q4r2A0,n+1 + q(r + 1)A1,n−2 (C.7.5)
+ q3r(r + 1)A1,n−1
N0,1A0,1A0,1 = A0,0 + q
4r2A0,2 + (r + 1)q
3rA1,0 +
[
c1 + q(r + 1)
]
A0,1 , (C.7.6)
where in each case m and n are required to be large enough so that the indices appearing
on the right are all at least 0.
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The special cases of Am,nA1,0 are given by
N1,0Am,2A1,0 = q
3rAm−2,5 + Am−1,2 + q6r3Am−1,5 + q6r4Am+1,2 (C.7.7)
+ (q − 1)(r + 1)[qAm−1,3 + q3rAm−1,4 + q4r2Am,3 + qrAm+1,0]
+ (qr + q − 1)(Am,1 + q3r2Am+1,1) + c2Am,2
N1,0Am,1A1,0 = q
3rAm−2,4 + Am−1,1 + q6r3Am−1,4 + q6r4Am+1,1 (C.7.8)
+ (qr + q − 1)(qAm−1,2 + q4r2Am,2) + (q − 1)(Am,0 + q3r2Am+1,0)
+ (q − 1)(r + 1)q3rAm−1,3 +
[
c2 + (q − 1)(r + 1)qr
]
Am,1
N1,0Am,0A1,0 = Am−1,0 + q6r4Am+1,0 + (q + 1)(q2rAm−2,3 + q5r3Am−1,3) (C.7.9)
+ (q2 − 1)(Am−1,1 + q3r2Am,1) + (q2 − 1)(r + 1)q2rAm−1,2
+ (r − 1)(qr + r + 1)q2Am,0
N1,0A1,nA1,0 = A0,n + q
6r3A0,n+3 + rA2,n−3 + q6r4A2,n + q3r3A3,n−3 (C.7.10)
+ (q − 1)(r + 1)[A1,n−1 + q4r2A1,n+1 + qrA2,n−2 + q3r2A2,n−1
+ qA0,n+1 + q
3rA0,n+2
]
+ (c2 + q
3r)A1,n
N1,0A0,nA1,0 = (r + 1)
[
(q − 1)(A0,n−1 + q4r2A0,n+1) + c3A0,n + A1,n−3 (C.7.11)
+ (q − 1)(r + 1)(qA1,n−2 + q3rA1,n−1) + q6r3A1,n + q3r2A2,n−3
]
N1,0A1,2A1,0 = A0,2 + q
6r3A0,5 + q
6r4A2,2 + (qr + q − 1)(A1,1 + q3r2A2,1) (C.7.12)
+ (c2 + q
3r)A1,2 + (q − 1)(r + 1)(qA0,3 + q3rA0,4 + q4r2A1,3 + qrA2,0)
N1,0A0,2A1,0 = (r + 1)
[
qA0,1 + q
6r3A1,2 + (q − 1)q4r2A0,3 + c3A0,2 (C.7.13)
+ (q − 1)(r + 1)qA1,0 + (qr + q − 1)q3rA1,1
]
N1,0A1,1A1,0 = A0,1 + q
6r3A0,4 + q
6r4A2,1 + (q − 1)(A1,0 + q3r2A2,0) (C.7.14)
+ (qr + q − 1)(qA0,2 + q4r2A1,2) + (q − 1)(r + 1)q3rA0,3
+
[
c2 + q
3r + (q − 1)(r + 1)qr]A1,1
N1,0A0,1A1,0 = (r + 1)q
3r
[
A0,1 + q
2rA0,2 + (q − 1)A1,0 + q3r2A1,1
]
(C.7.15)
N1,0A1,0A1,0 = A0,0 + (q
2 − 1)[A0,1 + (r + 1)q2rA0,2 + q3r2A1,1] (C.7.16)
+ (q + 1)q5r3A0,3 +
[
(r − 1)q2 + (q + 1)q2r2]A1,0 + q6r4A2,0 ,
where again in each case m and n are required to be large enough so that the indices
appearing on the right are all at least 0.
Let A be the linear span over C of {Ak,l}k,l∈N.
Corollary C.7.4. A is a commutative algebra, generated by A1,0 and A0,1.
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Proof. It is an induction on (k, l) to see that A is the algebra generated by A1,0 and
A0,1. By comparing (C.7.4) (with m = 1) and (C.7.15) we see that A1,0A0,1 = A0,1A1,0,
and so A is commutative. 
As in the BC2 case, it is easy to see that the algebra homomorphisms h : A → C are
indexed by X/G2, where X = {(z1, z2, z3) ∈ (C×)3 : z1z2z3 = 1}, and the action of G2 on
X is given by permutations along with taking inverses of all entries.
Let ρ1 = q
3r2 and ρ2 = q
2r. Suppose h : A → C is an algebra homomorphism, and
write xm,n = ρ
m
1 ρ
n
2h(Am,n). Let ξ1 = N1,0ρ
−2
1 x1,0 and ξ2 = N0,1ρ
−2
2 x0,1.
The following definitions will be useful.
a1 = (q − 1)(qr + q + 1)ρ−12 = c1ρ−12 ,
a2 =
[
(q − 1)2(r + 1)qr + (r − 1)(qr + r + 1)q2]ρ−11 = c2ρ−11 ,
a3 = (q − 1)(r + 1)q−1r−1 .
Lemma C.7.5. The complex numbers xm,n satisfy
xm,n+6 − αxm,n+5 + βxm,n+4 + γxm,n+3 + βxm,n+2 − αxm,n+1 + xm,n = 0 ,
where
α = ξ2 − a1
β = ξ1 − (a3 − 1)(ξ2 − a1) + 3− a2
γ = 2ξ1 − (ξ2 − a1 + 2a3)(ξ2 − a1) + 4− 2a2 .
Proof. From (C.7.1) we have
(ξ2 − a1)xk,l = xk−1,l+1 + xk−1,l+2 + xk,l−1 (C.7.17)
+ xk,l+1 + xk+1,l−2 + xk+1,l−1
for k ≥ 1 and l ≥ 2, and using (C.7.2) and the above we have
Kxk,l = xk−2,l+3 + xk−1,l + xk−1,l+3 + xk+1,l−3 + xk+1,l + xk+2,l−3 (C.7.18)
for k ≥ 2 and l ≥ 3, where K = ξ1 − a3ξ2 + a1a3 − a2. We will use variations of the
fundamental formulae (C.7.17) and (C.7.18) to prove the lemma. Our aim is to give a
formula with all the first indices being m.
Adding two copies of equation (C.7.18), one with (k, l) = (m,n) and one with (k, l) =
(m,n+ 1) gives
K(xm,n + xm,n+1) = xm−2,n+3 + xm−2,n+4 + xm−1,n + xm−1,n+1 (C.7.19)
+ xm−1,n+3 + xm−1,n+4 + xm+1,n−3 + xm+1,n−2
+ xm+1,n + xm+1,n+1 + xm+2,n−3 + xm+2,n−2
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valid for m ≥ 2 and n ≥ 3. Using (C.7.17), with (k, l) = (m − 1, n + 2), on the first two
terms on the right hand side of (C.7.19), and with (k, l) = (m + 1, n− 1) on the last two
terms gives
(K + 2)(xm,n + xm,n+1) = (ξ2 − a1)(xm−1,n+2 + xm+1,n−1) (C.7.20)
+ xm−1,n + xm+1,n−3 + xm−1,n+4 + xm+1,n+1
valid for m ≥ 2 and n ≥ 3. Adding two copies of (C.7.20), one with (m,n) replaced by
(m,n− 1), gives
(K + 2)(2xm,n + xm,n+1 + xm,n−1)
= (ξ2 − a1)(xm−1,n+2 + xm+1,n−1 + xm−1,n+1 + xm+1,n−2)
+ xm−1,n + xm+1,n−3 + xm−1,n+4 + xm+1,n+1
+ xm−1,n−1 + xm+1,n−4 + xm−1,n+3 + xm+1,n ,
valid for m ≥ 2 and n ≥ 4, and so by using (C.7.17) with (k, l) = (m,n) we have
(K + 2)(2xm,n + xm,n+1 + xm,n−1) (C.7.21)
= (ξ2 − a1)2xm,n − (ξ2 − a1)(xm,n−1 + xm,n+1)
+ xm−1,n + xm+1,n−3 + xm−1,n+4 + xm+1,n+1
+ xm−1,n−1 + xm+1,n−4 + xm−1,n+3 + xm+1,n
for m ≥ 2 and n ≥ 4. Now, the last 8 terms on the right hand side of (C.7.21) may be
handled using (C.7.17), once with (k, l) = (m,n + 2) and once with (k, l) = (m,n − 2).
The result is
(K + 2)(2xm,n + xm,n+1 + xm,n−1)
= (ξ2 − a1)2xm,n − (ξ2 − a1)(xm,n−1 + xm,n+1)
+ (ξ2 − a1)xm,n+2 − xm,n+1 − xm,n+3
+ (ξ2 − a1)xm,n−2 − xm,n−3 − xm,n−1
valid for m ≥ 2 and n ≥ 4, which, after replacing n by n+4, proves the lemma in the case
m ≥ 2. Similar arguments work using the lower order formulae in the cases m = 0, 1. 
Theorem C.7.6. The algebra homomorphisms h : A → C are indexed by X/G2. If
z1, z2, z3 and their inverses are pairwise distinct complex numbers with z1z2z3 = 1, then
hz1,z2,z3(Am,n) =
ρ−m1 ρ
−n
2
(1 + q−1)(1 + r−1)(1 + q−1r−1 + q−2r−2)
∑
σ∈G2
c(σ · z)z2m+nσ1 zmσ2 ,
where
c(z) =
(1− q−1z−11 )(1− q−1z2)(1− q−1z3)(1− r−1z−11 z2)(1− r−1z−11 z3)(1− r−1z−12 z3)
(1− z−11 )(1− z2)(1− z3)(1− z−11 z2)(1− z−11 z3)(1− z−12 z3)
.
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Proof. With α, β and γ as in the previous lemma, observe that γ = 2β− 2−α2− 2α.
Thus if we set ω to be a root of the quadratic x2 − αx+ β − α = 0, we have
λ6 − αλ5 + βλ4 + γλ3 + βλ2 − αλ+ 1 (C.7.22)
=
(
λ3 − ωλ2 − (ω − α)λ− 1) (λ3 + (ω − α)λ2 + ωλ− 1)
and so if z1, z2 and z3 are the roots of the first cubic, we have z1z2z3 = 1. Since
z−3 + (ω − α)z−2 + ωz−1 − 1 = −z−3 (z3 − ωz2i − (ω − α)z − 1) = 0
for z = z1, z2, z3, we see that z
−1
1 , z
−1
2 and z
−1
3 are the roots of the second cubic on the
right hand side of (C.7.22). Thus the six roots of the sextic polynomial on the left hand
side of (C.7.22) are z1, z2, z3, z
−1
1 , z
−1
2 , z
−1
3 . Furthermore z1z2z3 = 1.
Thus if z1, z2, z3, z
−1
1 , z
−1
2 , z
−1
3 are pairwise distinct, then
xm,n(z1, z2, z3) = C
(1)
m z
n
1 + C
(2)
m z
n
2 + C
(3)
m z
n
3 + C
(4)
m z
−n
1 + C
(5)
m z
−n
2 + C
(6)
m z
−n
3 , (C.7.23)
for all m,n ≥ 0. By root-coefficient relations of (C.7.22) we calculate
ξ1 =
z1
z2
+
z2
z1
+
z2
z3
+
z3
z2
+
z3
z1
+
z1
z3
+ a3
(
z1 + z2 + z3 +
1
z1
+
1
z2
+
1
z3
)
+ a2
ξ2 = z1 + z2 + z3 +
1
z1
+
1
z2
+
1
z3
+ a1,
thus giving formulae for x1,0 and x0,1. The symmetries in these formulae imply that
C(2)m (z1, z2, z3) = C
(1)
m (z2, z1, z3) C
(3)
m (z1, z2, z3) = C
(1)
m (z3, z1, z2)
C(4)m (z1, z2, z3) = C
(1)
m (z
−1
1 , z
−1
2 , z
−1
3 ) C
(5)
m (z1, z2, z3) = C
(1)
m (z
−1
2 , z
−1
1 , z
−1
3 )
C(6)m (z1, z2, z3) = C
(1)
m (z
−1
3 , z
−1
1 , z
−1
2 ) C
(1)
m (z1, z2, z3) = C
(1)
m (z1, z3, z2) ,
reducing the calculation to finding C
(1)
m .
By (C.7.17) we see that for m ≥ 1
(ξ2 − a1)C(1)m = z1C(1)m−1 + z21C(1)m−1 + z−11 C(1)m + z1C(1)m + z−21 C(1)m+1 + z−11 C(1)m+1
and so with some simplification we have
z−21 C
(1)
m+2 − (z2 + z3)C(1)m+1 + z1C(1)m = 0 , m ≥ 0 .
Solving the associated auxiliary equation we see that
C(1)m = d1(z1, z2, z3)z
2m
1 z
m
2 + d2(z1, z2, z3)z
2m
1 z
m
3 (C.7.24)
for suitable functions d1(z1, z2, z3) and d2(z1, z2, z3). Since C
(1)
m (z1, z2, z3) = C
(1)
m (z1, z3, z2)
we see that d2(z1, z2, z3) = d1(z1, z3, z2).
From (C.7.5) and (C.7.23) we have
(r + 1)r−1z−21 (z1 + 1)C
(1)
1 =
[
ξ2 − a1 − z1 − z−11
]
C
(1)
0
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and so
C
(1)
1 =
rz1(z1z
2
2 + 1)
z2(r + 1)
C
(1)
0 . (C.7.25)
The next thing to do is explicitly calculate C
(1)
0 . To do this, we need the initial con-
ditions of the recurrence in Lemma C.7.5, with m = 0. Thus we need to find x0,k for
k = 0, 1, 2, 3, 4 and 5. Firstly we have x0,0 = 1, x0,1 = ρ
2
2N
−1
0,1 ξ2 and x1,0 = ρ
2
1N
−1
1,0 ξ1. The
other formulae may be read off the following list;
(C.7.6) =⇒ x0,2 = ξ2x0,1 −
[
c1 + q(r + 1)
]
ρ−12 x0,1 − (r + 1)r−1x1,0 − x0,0
(C.7.4) =⇒ x1,1 = q(q + 1)−1ξ2x1,0 − x0,1 − x0,2 − (q − 1)q−1r−1x1,0
(C.7.5) =⇒ x0,3 = ξ2x0,2 − x0,1 − c1ρ−12 x0,2 − (r + 1)
[
qρ2ρ
−1
1 x1,0 − r−1x1,1
]
(C.7.13) =⇒ x1,2 = r(r + 1)−1ξ1x0,2 − x0,1 − (q − 1)q−1x0,3 − rρ−11 c5x0,2
− (q − 1)(r + 1)q−1r−1x1,0 − (qr + q − 1)q−1r−1x1,1
(C.7.5) =⇒ x0,4 = ξ2x0,3 − x0,2 − c1ρ−12 x0,3 − (r + 1)r−1x1,1 − (r + 1)r−1x1,2
(C.7.16) =⇒ x2,0 = ξ1x1,0 − x0,0 − (q2 − 1)ρ−12
[
x0,1 + (r + 1)x0,2 + x1,1
]
− (q + 1)q−1x0,3 −
[
(r − 1)q2 + (q + 1)q2r2]ρ−11 x1,0
(C.7.11) =⇒ x1,3 = r(r + 1)−1ξ1x0,3 − (q − 1)q−1x0,2 − (q − 1)q−1x0,4
− c3ρ−32 ρ1x0,3 − x1,0 − (q − 1)(r + 1)q−1r−1x1,1
− (q − 1)(r + 1)q−1r−1x1,2 − x2,0
(C.7.5) =⇒ x0,5 = ξ2x0,4 − x0,3 − c1ρ−12 x0,4 − (r + 1)r−1x1,2 − (r + 1)r−1x1,3 .
Plugging all of this information into Mathematica we see that
C
(1)
0 =
(qz1 − 1)(z2 − q)(rz1 − z2)(qz1z2 − 1)(rz21z2 − 1)
(q + 1)(q2r2 + qr + 1)(z1 − 1)(z1 − z2)(z2 − 1)(z1z2 − 1)(z21z2 − 1)
Thus by (C.7.24) and (C.7.25) we are able to find
d1(z1, z2, z3) = M
−1 (qz1 − 1)(z2 − q)(z3 − q)(rz1 − z2)(rz1 − z3)(rz2 − z3)
(z1 − 1)(z2 − 1)(z3 − 1)(z1 − z2)(z1 − z3)(z2 − z3)
where M = (q + 1)(r + 1)(q2r2 + qr + 1). The result follows. 
Remark C.7.7. Let us recover the above formula from the general formula for hu(Aλ).
As in Appendix D we take E = {ξ ∈ R3 | ξ1 + ξ2 + ξ3 = 0}, α1 = e1 − e2, and α2 =
−2e1 + e2 + e3, and
R+ = {e1 − e2,−e1 + e3,−e2 + e3,−2e1 + e2 + e3,−2e2 + e1 + e3, 2e3 − e1 − e2}.
Thus λ1 = e3 − e2 (note the typo in [5, Plate IX]) and λ2 = 13(2e3 − e1 − e2).
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Let u ∈ Hom(P,C×) and write u1 = uλ1 and u2 = uλ2. Let t3 = u2, t2 = u2u−11 ,
and t1 = t
−1
2 t
−1
3 . Thus t1, t2, t3 ∈ C×, t1t2t3 = 1, and if ae1 + be2 + ce3 ∈ P then
uae1+be2+ce3 = ta1t
b
2t
c
3.
Recall from (6.1.1) that
c(u) =
∏
α∈R+
1− q−1α u−α∨
1− u−α∨ ,
and so we need to compute u−α
∨
in terms of t1, t2, t3, for α ∈ R+. For example, u−(e1−e2)∨ =
u−e1+e2 = t−11 t2, and u
−(−2e1+e2+e3)∨ = u
1
3
(2e1−e2−e3) = uλ1−2λ2 = u1u−22 = t
−1
2 t
−1
3 = t1. Thus
we see that
c(u) =
(1− q−1t1)(1− q−1t2)(1− q−1t−13 )(1− r−1t1t−12 )(1− r−1t1t−13 )(1− r−1t2t−13 )
(1− t1)(1− t2)(1− t−13 )(1− t1t−12 )(1− t1t−13 )(1− t2t−13 )
.
Now umλ1+nλ2 = um1 u
n
2 = t
m
1 t
2m+n
3 . By Proposition B.1.5 we see that q
−1/2
tmλ1+nλ2
= ρ−m1 ρ
−n
2 ,
and by Lemma C.4.1 we have W0(q
−1) = (1 + q−1)(1 + r−1)(1 + q−1r−1 + q−2r−2).
Finally, after permuting (t1, t2, t3)→ (t3, t1, t2) (which is fine, since hu is G2-symmetric)
we see that the formula (6.1.1) agrees with the formula we obtained in Theorem C.7.6.
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Figure C.7.1
APPENDIX D
The Irreducible Root Systems
The material in this appendix is taken from [5, Plates I-IX]. We give the following data.
(i) The underlying vector space E, and the root system R.
(ii) A base B = {αi}ni=1 of R.
(iii) The set R+ of positive roots (relative to B).
(iv) The highest root α˜ (relative to B), and α˜∨.
(v) The set {λi}ni=1 of fundamental coweights (relative to B).
(vi) A description of P/Q.
We write {ei}ni=1 for the canonical basis of Rn. In expressions like ±ei ± ej, the ± signs
are to be taken independently.
D.1. Systems of Type An (n ≥ 1)
(i) E = {ξ ∈ Rn+1 | ξ1 + · · ·+ ξn+1 = 0}, and R = {±(ei − ej) | 1 ≤ i < j ≤ n + 1}.
(ii) αi = ei − ei+1 for 1 ≤ i ≤ n.
(iii) R+ = {ei − ej | 1 ≤ i < j ≤ n + 1}.
(iv) α˜ = α˜∨ = e1 − en+1 = α1 + · · ·+ αn = λ1 + λn(= 2λ1 if n = 1).
(v) λi =
n+1−i
n+1
(e1 + · · ·+ ei)− in+1(ei+1 + · · ·+ en+1) for 1 ≤ i ≤ n.
(vi) P/Q ∼= Z/(n + 1)Z, and is generated by λ1 +Q.
D.2. Systems of Type Bn (n ≥ 2)
(i) E = Rn, and R = {±ei,±ej ± ek | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}.
(ii) αi = ei − ei+1 for 1 ≤ i ≤ n− 1, and αn = en.
(iii) R+ = {ei, ej ± ek | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}.
(iv) α˜ = α˜∨ = e1 + e2 = α1 + 2α2 + · · ·+ 2αn = λ2.
(v) λi = e1 + · · ·+ ei for 1 ≤ i ≤ n.
(vi) P/Q ∼= Z/2Z, and is generated by λ1 +Q.
D.3. Systems of Type Cn (n ≥ 2)
(i) E = Rn, and R = {±2ei,±ej ± ek | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}.
(ii) αi = ei − ei+1 for 1 ≤ i ≤ n− 1, and αn = 2en.
(iii) R+ = {2ei, ej ± ek | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}.
(iv) α˜ = 2e1 = 2α1 + 2α2 + · · ·+ 2αn−1 + αn, and α˜∨ = e1 = λ1.
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(v) λi = e1 + · · ·+ ei for 1 ≤ i ≤ n− 1, and λn = 12(e1 + · · ·+ en).
(vi) P/Q ∼= Z/2Z, and is generated by λn +Q.
D.4. Systems of Type Dn (n ≥ 4)
(i) E = Rn, and R = {±ei ± ej | 1 ≤ i < j ≤ n}.
(ii) αi = ei − ei+1 for 1 ≤ i ≤ n− 1, and αn = en−1 + en.
(iii) R+ = {ei ± ej | 1 ≤ i < j ≤ n}.
(iv) α˜ = α˜∨ = e1 + e2 = α1 + 2α2 + · · ·+ 2αn−2 + αn−1 + αn = λ2.
(v) λi = e1 + · · · + ei for 1 ≤ i ≤ n − 2, λn−1 = 12(e1 + · · · + en−1 − en), and
λn =
1
2
(e1 + · · ·+ en).
(vi) If n is odd, then P/Q ∼= Z/4Z, and is generated by λn + Q. If n is even, then
P/Q ∼= (Z/2Z)× (Z/2Z), and is generated by λn−1 +Q and λn +Q.
D.5. Systems of Type E6
(i) E = {R8 | ξ6 = ξ7 = −ξ8}, and R consists of ±ei ± ej (1 ≤ i < j ≤ 5), and
±1
2
(
e8 − e7 − e6 +
5∑
i=1
(−1)ν(i)ei
)
with
5∑
i=1
ν(i) is even.
(ii) α1 =
1
2
(e1−e2−e3−e4−e5−e6−e7 +e8), α2 = e1 +e2, α3 = e2−e1, α4 = e3−e2,
α5 = e4 − e3, and α6 = e5 − e4.
(iii) R+ consists of the vectors ±ei + ej (1 ≤ i < j ≤ 5), and
1
2
(
e8 − e7 − e6 +
5∑
i=1
(−1)ν(i)ei
)
with
5∑
i=1
ν(i) is even.
(iv) α˜ = α˜∨ = 1
2
(e1+e2+e3+e4+e5−e6−e7+e8) = α1+2α2+2α3+3α4+2α5+α6 = λ2.
(v) The fundamental coweights are
λ1 =
2
3
(e8 − e6 − e7)
λ2 =
1
2
(e1 + e2 + e3 + e4 + e5 − e6 − e7 + e8)
λ3 =
1
2
(−e1 + e2 + e3 + e4 + e5) + 5
6
(−e6 − e7 + e8)
λ4 = e3 + e4 + e5 − e6 − e7 + e8
λ5 = e4 + e5 +
2
3
(−e6 − e7 + e8)
λ6 = e5 +
1
3
(−e6 − e7 + e8).
(vi) P/Q ∼= Z/3Z, and is generated by λ1 +Q.
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D.6. Systems of Type E7
(i) E = {ξ ∈ R8 | ξ7 = −ξ8}, and R consists of ±ei ± ej (1 ≤ i < j ≤ 6), ±(e7 − e8),
and
±1
2
(
e7 − e8 +
6∑
i=1
(−1)ν(i)ei
)
with
6∑
i=1
ν(i) odd.
(ii) α1 =
1
2
(e1−e2−e3−e4−e5−e6−e7 +e8), α2 = e1 +e2, α3 = e2−e1, α4 = e3−e2,
α5 = e4 − e3, α6 = e5 − e4, and α7 = e6 − e5.
(iii) R+ consists of ±ei + ej (1 ≤ i < j ≤ 6), −e7 + e8, and
1
2
(
e7 − e8 +
6∑
i=1
(−1)ν(i)ei
)
with
6∑
i=1
ν(i) odd.
(iv) α˜ = α˜∨ = e8 − e7 = 2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7 = λ1.
(v) The fundamental coweights are
λ1 = e8 − e7
λ2 =
1
2
(e1 + e2 + e3 + e4 + e5 + e6 − 2e7 + 2e8)
λ3 =
1
2
(−e1 + e2 + e3 + e4 + e5 + e6 − 3e7 + 3e8)
λ4 = e3 + e4 + e5 + e6 − 2e7 + 2e8
λ5 = e4 + e5 + e6 +
3
2
(e8 − e7)
λ6 = e5 + e6 − e7 + e8
λ7 = e6 +
1
2
(e8 − e7).
(vi) P/Q ∼= Z/2Z, and is generated by λ7 +Q.
D.7. Systems of Type E8
(i) E = R8, and R consists of ±ei ± ej (1 ≤ i < j ≤ 8), and 12
∑8
i=1(−1)ν(i)ei with∑8
i=1 ν(i) even.
(ii) α1 =
1
2
(e1−e2−e3−e4−e5−e6−e7 +e8), α2 = e1 +e2, α3 = e2−e1, α4 = e3−e2,
α5 = e4 − e3, α6 = e5 − e4, α7 = e6 − e5, and α8 = e7 − e6.
(iii) R+ consists of ±ei + ej (1 ≤ i < j ≤ 8) and
1
2
(
e8 +
7∑
i=1
(−1)ν(i)ei
)
with
7∑
i=1
ν(i) even.
(iv) α˜ = α˜∨ = e7 + e8 = 2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7 + 2α8 = λ8.
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(v) The fundamental coweights are
λ1 = 2e8
λ2 =
1
2
(e1 + e2 + e3 + e4 + e5 + e6 + e7 + 5e8)
λ3 =
1
2
(−e1 + e2 + e3 + e4 + e5 + e6 + e7 + 7e8)
λ4 = e3 + e4 + e5 + e6 + e7 + 5e8
λ5 = e4 + e5 + e6 + e7 + 4e8
λ6 = e5 + e6 + e7 + 3e8
λ7 = e6 + e7 + 2e8
λ8 = e7 + e8.
(vi) P = Q, and so P/Q is trivial.
D.8. Systems of Type F4
(i) E = R4, and R = {±ei,±ej±ek, 12(±e1±e2±e3±e4) | 1 ≤ i ≤ 4, 1 ≤ j < k ≤ 4}.
(ii) α1 = e2 − e3, α2 = e3 − e4, α3 = e4, and α4 = 12(e1 − e2 − e3 − e4).
(iii) R+ = {ei, ej ± ek, 12(e1 ± e2 ± e3 ± e4) | 1 ≤ i ≤ 4, 1 ≤ j < k ≤ 4}.
(iv) α˜ = α˜∨ = e1 + e2 = 2α1 + 3α2 + 4α3 + 2α4 = λ1.
(v) λ1 = e1 + e2, λ2 = 2e1 + e2 + e3, λ3 = 3e1 + e2 + e3 + e4, and λ4 = 2e1.
(vi) P = Q, and so P/Q is trivial.
D.9. Systems of Type G2
(i) E = {ξ ∈ R3 | ξ1 + ξ2 + ξ3 = 0}, and R consists of ±(ei − ej) (1 ≤ i < j ≤ 3),
±(2e1 − e2 − e3), ±(2e2 − e1 − e3), and ±(2e3 − e1 − e2).
(ii) α1 = e1 − e2, and α2 = −2e1 + e2 + e3.
(iii) R+ = {e1 − e2,−e1 + e3,−e2 + e3,−2e1 + e2 + e3,−2e2 + e1 + e3, 2e3 − e1 − e2}.
(iv) α˜ = 2e3 − e1 − e2, and α˜∨ = 13(2e3 − e1 − e2) = λ2.
(v) λ1 = −e2 + e3, and λ2 = 13(2e3 − e1 − e2).
(vi) P = Q, and so P/Q is trivial.
D.10. Systems of Type BCn (n ≥ 1)
(i) E = Rn, and R = {±ei,±2ei,±ej ± ek | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}.
(ii) αi = ei − ei+1 for 1 ≤ i ≤ n− 1, and αn = en.
(iii) R+ = {ei, 2ei, ej ± ek | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}.
(iv) α˜ = 2e1 = 2(α1 + · · ·+ αn), and α˜∨ = e1 = λ1.
(v) λi = e1 + · · ·+ ei for 1 ≤ i ≤ n.
(vi) P = Q, and so P/Q is trivial.
APPENDIX E
Parameter Systems of Irreducible Affine Buildings
For an X˜n building there n+ 1 vertices in the Coxeter graph. The special vertices are
marked with an s. If all the parameters are equal we write qi = q.
A˜1:
∞q q
s s B˜C1:
∞q0 q1
s s
A˜n(n ≥ 2):
q
s
q
s
q
s
q
s
q
s
B˜n(n ≥ 3):
q0
s
q0
s
q0
q0 q0 q0 qn4
C˜n(n ≥ 2): s
q0 q14 q1 q1 q1
s
q04
B˜Cn(n ≥ 2): s
q0 q14 q1 q1 q1
s
qn4
D˜n(n ≥ 4):
qs
q
s
q
q q q s
q
s
q
E˜6: s
q q q
q
sq
q
s
q
E˜7: s
q q q q
q
q q
s
q
E˜8:
q q q
q
q q q q
s
q
F˜4: s
q0 q0 q0 q4 q44
G˜2: s
q0 q0 q16
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