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RESUMO
Na modalidade de ensino a distaˆncia, os Ambientes Virtuais de Aprendizagem (AVAs)
sa˜o elementos fundamentais no processo de ensino e aprendizagem, atrave´s da dispo-
nibilizac¸a˜o de conteu´dos e a´reas de discussa˜o e comunicac¸a˜o entre os atores do pro-
cesso. Entretanto, tais ambientes, na sua maioria, caracterizam-se pelo fato de serem
esta´ticos, abordando me´todos pedago´gicos gene´ricos atrave´s dos quais estudantes com ca-
racter´ısticas e Estilos de Aprendizagem (EAs) diferentes buscam o conhecimento. Dessa
maneira, e´ importante que sejam levados em considerac¸a˜o os EAs de cada estudante
como forma de tornar a aprendizagem mais eficaz. Questiona´rios psicome´tricos na mai-
oria das vezes sa˜o utilizados para que as caracter´ısticas de aprendizagem do estudante
sejam identificadas, pore´m nem sempre tais questiona´rios apresentam resultados precisos
quanto ao EAs de determinado estudante. Assim, faz-se necessa´ria a utilizac¸a˜o de ou-
tras te´cnicas de detecc¸a˜o, haja vista que uma identificac¸a˜o precisa e´ capaz de melhorar
o processo de aprendizagem por meio de escolhas de estrate´gias pedago´gicas melhores.
Diante disso, surge a necessidade de utilizac¸a˜o de sistemas inteligentes que se adaptem
a`s caracter´ısticas de aprendizagem do estudante, utilizando como pressupostos as ex-
perieˆncias vivenciadas por ele e as ana´lises estat´ısticas dessas experieˆncias. Isso pode
ser feito atrave´s de avaliac¸o˜es dos EAs apresentados pelo estudante, em que a partir
dos resultados um novo modelo de aprendizagem do estudante e´ definido para que o
conteu´do seja disponibilizado de acordo com esse modelo. Nesse intuito a presente abor-
dagem objetivou identificar e corrigir os EAs do estudante por meio da utilizac¸a˜o do
conceito de Me´dia Mo´vel Exponencialmente Ponderada no processo de decisa˜o sobre a
aplicac¸a˜o do reforc¸o de maneira a ajustar o Modelo do Estudante (ME), de modo que
os resultados obtidos, apo´s a realizac¸a˜o do teste estat´ıstico na˜o-parame´trico de Mann-
Whitney, mostraram-se significativamente melhores do que os resultados apresentados
por Dorc¸a (2012), cujo trabalho foi refereˆncia para o desenvolvimento desta proposta.
Palavras-chave: Aprendizagem por Reforc¸o, Estilos de Aprendizagem, Sistemas Inteli-
gentes, Me´dia Mo´vel Exponencialmente Ponderada.

ABSTRACT
In Distance Learning, Learning Management Systems (LMS) are extremely important
elements in teaching and learning process, because they can offer content and spaces
of discussion and comunication between people who are part of that process. However
they are static and do not consider students’ Learning Styles (LS) to show the content,
they just use the same pedagogical methods for all learners. It is important to consi-
der students’ Learning Styles because this can make the learning process more efective.
Most of the time people use Psychometric Instruments to detect students’ preferences,
but sometimes the outcomes of those methods are not precise. Because of this other
techniques of detection of LS can be used to identify precisely the student’s LS and
consequently to choose better pedagogical strategies than when are used manual tech-
niques of detection of LS. For this reason intelligent systems which adapt to students’
learning characteristics get importance since they use experiences and statistical analysis
over these experiences to be adaptive. It can be done based on learner’s Learning Sty-
les that are adjusted by a part of the system, then these new LS are used by another
part of the system to select a pedagogical strategy which fit to student’s characteristics.
Thus, this work presents an approach which aimed to identify and to correct the Le-
arning Styles of the learner using for this the Exponentially Weighted Moving Average
(EWMA) concept. This concept was used to decide if reinforcement signs have to be used
to make the student’s modeling. This approach was tested and the outcomes were submit-
ted to non parametric test Mann-Whitney which pointed they were significantly better
than the results of Dorc¸a (2012), whose work was the base of the work presented here.
Keywords: Reinforcement Learning, Learning Styles, Intelligent Systems, Exponentially
Weighted Moving Average.
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1 INTRODUC¸A˜O
A oferta de cursos na modalidade a distaˆncia tem crescido significativamente
ao longo das u´ltimas de´cadas. Com isso, o aumento da diversidade dos estudantes dessa
modalidade de ensino e´ inevita´vel, fazendo com que diversos autores se preocupem em
analisar e identificar os Estilos de Aprendizagem (EAs) de cada estudante na intenc¸a˜o de
potencializar sua aquisic¸a˜o de conhecimento por meio do uso da tecnologia.
Desde o in´ıcio da de´cada de 1990, pesquisadores se preocupam em propiciar
sistemas adaptativos, conforme apresenta Brusilovsky (2004). Esse mesmo autor afirma
ainda que, em um mesmo sistema, pessoas com objetivos e conhecimentos diferentes
podem utilizar me´todos ou caminhos diferentes para alcanc¸arem seus objetivos, deixando
clara a existeˆncia de caracter´ısticas individuais nos processos de aprendizagem.
Cada estudante tem uma forma particular de aprender, isto e´, tem prefereˆncias
sobre a forma como recebe e processa a informac¸a˜o. Sabendo disso, e´ poss´ıvel potencializar
o processo de aprendizagem do estudante, tornando-o mais ra´pido e eficaz. Pore´m, na˜o se
tem modelado essa caracter´ıstica nos atuais Ambientes Virtuais de Aprendizagem (AVA),
o que se justifica pelo fato de tais ambientes na˜o apresentarem o conteu´do de acordo com
as prefereˆncias dos estudantes (DORC¸A et al., 2011; DORC¸A, 2012; SILVA, 2012).
Com o objetivo de buscar alternativas que proporcionem a melhora do processo
de aprendizagem dos estudantes no que corresponde a` rapidez e a` efetividade de tal
processo, Silva (2012) buscou correspondeˆncias entre os EAs dos estudantes e Estrate´gias
de Aprendizagem. De forma diferente, Dorc¸a et al. (2011) e Dorc¸a (2012) buscaram a
soluc¸a˜o para esse problema na tecnologia.
Assume-se, com base nos estudos de Dorc¸a et al. (2011), Dorc¸a (2012) e Silva
(2012), que EAs correspondem a`s formas como os indiv´ıduos recebem e processam a
informac¸a˜o. Por sua vez, Estrate´gias de Aprendizagem sa˜o sequeˆncias de procedimentos
ou atividades que os indiv´ıduos utilizam para obter conhecimento, conforme defende Silva
(2012).
Segundo Dorc¸a et al. (2011) e Dorc¸a (2012), alguns autores buscam identificar
os padro˜es de comportamento dos estudantes a partir de suas ac¸o˜es nas plataformas de
aprendizagem. No entanto, isso pode caracterizar uma falha no processo de modelagem
de um sistema. Um exemplo disso e´ a possibilidade de o estudante ter as suas prefereˆncias
modificadas durante o processo de aprendizagem, o que em um sistema determin´ıstico na˜o
e´ levado em considerac¸a˜o. Assim, o processo de aprendizagem caracteriza-se como um
processo na˜o-determin´ıstico.
Atualmente, existem ferramentas que permitem inferir os EAs dos estudan-
tes, o que geralmente e´ feito antes do processo de aprendizagem. Essas ferramentas sa˜o
questiona´rios submetidos aos estudantes, em que as prefereˆncias sa˜o inferidas a partir das
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respostas apresentadas.
Sabendo que ao longo do processo de aprendizagem as prefereˆncias dos es-
tudantes podem sofrer modificac¸o˜es e que os questiona´rios sa˜o apresentados geralmente
antes do in´ıcio do processo, a proposta de detecc¸a˜o e correc¸a˜o automa´tica e dinaˆmica
de EAs mostra-se bastante promissora. Isso porque os ajustes sobre as prefereˆncias dos
estudantes sa˜o feitos de forma recorrente (DORC¸A, 2012).
Havendo diferenc¸as entre as prefereˆncias dos estudantes, torna-se necessa´rio
tratar o estudante de forma individualizada no AVA. Com base nessa necessidade de
tratamento individual, os estudos sobre adaptatividade em ambientes educacionais teˆm
crescido consideravelmente.
Mesmo com a crescente utilizac¸a˜o da adaptatividade nesses ambientes educaci-
onais, muitos sistemas ainda utilizam questiona´rios para identificar os EAs do estudante.
Tal fato serve como est´ımulo na busca por tecnologias que possibilitem a detecc¸a˜o e a
correc¸a˜o automa´tica e dinaˆmica desses EAs.
Alguns trabalhos sobre adaptatividade ja´ foram propostos, como e´ o caso dos
trabalhos de Andrius et al. (2006), Iglesias et al. (2009a), Iglesias et al. (2009b), Ghadirli
e Rastgarpour (2013) e Dascalu et al. (2015). Outro exemplo e´ o trabalho apresentado
por Dorc¸a (2012), cujos resultados foram bastante significativos e no qual este trabalho
se baseia.
Em seu trabalho, Dorc¸a (2012) propo˜e um modelo capaz identificar e corrigir
automa´tica e dinamicamente os EAs dos estudantes. Esse modelo e´ baseado em Aprendi-
zagem por Reforc¸o e, de acordo com os resultados apresentados, o processo foi conclu´ıdo
com um baixo tempo de convergeˆncia.
Tempo de convergeˆncia e´ a principal me´trica para avaliac¸a˜o do desempenho de
algoritmos. Por tempo de convergeˆncia entende-se o tempo ou a quantidade de iterac¸o˜es
que o algoritmo necessita para atingir o seu objetivo. Portanto, quanto menor o tempo
de convergeˆncia, mais ra´pido o algoritmo atinge o objetivo.
Considerando essas informac¸o˜es, esta proposta objetiva otimizar o processo
de detecc¸a˜o e correc¸a˜o dos Estilos de Aprendizagem do estudante do me´todo proposto
por Dorc¸a (2012), aplicando o conceito de Me´dia Mo´vel Exponencialmente Ponderada no
desenvolvimento de um modelo de detecc¸a˜o automa´tica e dinaˆmica de EAs. Esse modelo
e´ submetido ao processo de aprendizagem por meio de simulac¸a˜o computacional, em que
os dados fornecidos pela simulac¸a˜o sa˜o analisados estatisticamente, o que caracteriza esta
pesquisa como quantitativa e na˜o aplicada. Ale´m de na˜o aplicada e quantitativa, esta
pesquisa e´ de cara´ter experimental, uma vez que os resultados obtidos pela abordagem
aqui apresentada sa˜o comparados com os dados obtidos pelo me´todo desenvolvido por
Dorc¸a (2012) no intuito de aceitar ou refutar uma hipo´tese desenvolvida.
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1.1 Objetivos
1.1.1 Objetivo Geral
O sistema apresentado por Dorc¸a (2012) simula a interac¸a˜o entre o estudante
e um Ambiente Virtual de Aprendizagem. O seu desempenho e´ considerado satisfato´rio
se for superior a 60, em uma escala de 0 a 100. Assim, em uma determinada sessa˜o de
aprendizagem, se o desempenho for inferior a 60, o sistema aplica um reforc¸o e ajusta o
Modelo do Estudante (ME).
Pore´m, por ser um processo estoca´stico, o desempenho do estudante na˜o de-
pende apenas dos EAs do estudante. Outros fatores podem fazer com que esse desempenho
seja abaixo do mı´nimo exigido, como o estado emocional do estudante, por exemplo.
Assim sendo, para minimizar a interfereˆncia de fatores aleato´rios no ajuste
do ME, o objetivo deste estudo e´ aplicar o conceito de Me´dia Mo´vel Exponencialmente
Ponderada (MMEP), abordado por Box, Hunter e Hunter (2005), no processo de decisa˜o
da aplicac¸a˜o do reforc¸o sobre as probabilidades presentes no ME, otimizando assim o
processo de detecc¸a˜o e correc¸a˜o dos EAs do estudante em relac¸a˜o ao que e´ proposto por
Dorc¸a (2012).
1.1.2 Objetivos Espec´ıficos
Esta proposta apresenta, ainda, os seguintes objetivos espec´ıficos:
• Fazer uma reflexa˜o sobre os conceitos e trabalhos ja´ propostos acerca de EAs, Hi-
permı´dia Adaptativa e Detecc¸a˜o Automa´tica de Estilos de Aprendizagem;
• Estudar o conceito de MMEP, suas caracter´ısticas e suas principais aplicac¸o˜es, com
o objetivo de melhor adequar tal conceito a` realidade desta proposta;
• Codificar a proposta aqui apresentada;
• Promover ajustes mais precisos no ME;
• Reduzir a quantidade de ajustes e, consequentemente, fazer com que o algoritmo
atinja o objetivo mais rapidamente;
• Realizar, por meio de simulac¸a˜o computacional, testes sobre esta abordagem com o
intuito de verificar e validar o me´todo proposto.
1.2 Justificativa
A qualidade do processo de aprendizagem dos estudantes e´ algo que ha´ certo
tempo intriga estudiosos da a´rea de educac¸a˜o. Isso pode ser notado a partir da quantidade
de trabalhos desenvolvidos nessa a´rea, os quais, na maioria das vezes, teˆm o intuito de
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apontar indicadores dessa falta de qualidade. A evasa˜o e´ o principal desses indicadores,
sendo alvo de diversos trabalhos.
Um desses trabalhos que aborda a evasa˜o na educac¸a˜o a distaˆncia e´ o trabalho
desenvolvido por Laguardia (2009). Nele, o autor lista e descreve va´rios fatores que influ-
enciam a evasa˜o na educac¸a˜o a distaˆncia, dentre os quais merecem destaque a frustrac¸a˜o
pelo fraco desempenho dentro do curso, a falta de tempo para conciliar estudos e trabalho
e a na˜o adaptac¸a˜o a` metodologia de ensino da instituic¸a˜o.
Dessa forma e´ poss´ıvel perceber a importaˆncia de se alinharem estilos de ensino
e EAs no processo de aprendizagem. Dorc¸a et al. (2011) e Dorc¸a (2012) afirmam que, a
partir desse alinhamento, a aprendizagem e´ facilitada.
Hwang et al. (2013) tambe´m apresentam a importaˆncia do alinhamento entre
EAs e a forma escolhida para o processo de aprendizagem. Ale´m disso, os mesmos autores
tambe´m expo˜em a vulnerabilidade do processo de identificac¸a˜o de estilos de aprendizagem
atrave´s de questiona´rios de forma manual.
O primeiro passo para se alcanc¸ar essa facilidade na aprendizagem e´ identificar
as prefereˆncias dos estudantes com precisa˜o, o que pode ser feito atrave´s da tecnologia que,
ale´m de precisa˜o, garante a rapidez do processo. A partir de uma identificac¸a˜o precisa
e ra´pida e´ poss´ıvel construir um modelo do estudante mais fiel a` realidade, contribuindo
com a qualidade na construc¸a˜o do conhecimento do aluno (DORC¸A et al., 2011).
O me´todo utilizado como ponto de partida para a presente proposta faz uso do
desempenho do estudante de forma simples para decidir pela aplicac¸a˜o ou na˜o de reforc¸os
aos EAs. Contudo, ajustes desnecessa´rios podem ocorrer, o que implica em sesso˜es de
aprendizagem a mais, atrasando a convergeˆncia do algoritmo.
Para que na˜o sejam realizados ajustes desnecessa´rios nos EAs, o processo de
decisa˜o sobre a aplicac¸a˜o desses reforc¸os faz uso de MMEP. A utilizac¸a˜o dessa te´cnica
permite que desempenhos obtidos anteriormente tenham influeˆncia no processo de decisa˜o.
Assim, o sistema tende a atingir seus objetivos com maior rapidez.
1.3 Organizac¸a˜o
Este trabalho esta´ organizado da seguinte forma. O Cap´ıtulo 2 faz uma breve
revisa˜o da literatura acerca dos assuntos abordados nesta proposta. No Cap´ıtulo 3, sa˜o
apresentados os fundamentos teo´ricos que embasam o presente trabalho. Dessa maneira,
os dois cap´ıtulos anteriores teˆm como func¸a˜o fornecer uma contextualizac¸a˜o da aborda-
gem aqui proposta. Assim sendo, o cap´ıtulo seguinte, 4, apresenta a abordagem fruto
deste estudo. Depois de conhecida a abordagem, os testes que verificam e validam as
contribuic¸o˜es sa˜o apresentados no Cap´ıtulo 5. Por fim, no Cap´ıtulo 6, sa˜o apresentadas
as considerac¸o˜es finais acerca do estudo realizado bem como as propostas para o desen-
volvimento de trabalhos futuros.
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2 REVISA˜O DA LITERATURA
Este cap´ıtulo tem como objetivo apresentar alguns conceitos fundamentais
para o entendimento do trabalho e esta´ organizado da seguinte maneira: inicialmente sa˜o
apresentados conceitos sobre EAs na sec¸a˜o 2.1, seguidos de dois dos principais modelos
de EAs e os instrumentos que permitem a identificac¸a˜o dos estilos do estudante conforme
os respectivos modelos. Na sec¸a˜o 2.2 e´ descrito o conceito de Taxonomia de Bloom. A
sec¸a˜o 2.3 apresenta brevemente o conceito de Educac¸a˜o a Distaˆncia (EaD). Em seguida,
a sec¸a˜o 2.4 detalha aspectos dos Ambientes Virtuais de Aprendizagem (AVAs). A sec¸a˜o
seguinte, 2.5, conceitua e apresenta alguns trabalhos de relevaˆncia sobre Sistemas de
Tutoria Inteligentes (STIs). O conceito de Hipermı´dia Adaptativa e´ apresentado na sec¸a˜o
2.6. Seguindo a linha da evoluc¸a˜o desses ambientes de aprendizagem, a sec¸a˜o 2.7 trata
da utilizac¸a˜o de tecnologia como forma de identificar os EAs dos estudantes dentro dos
AVAs.
2.1 Estilos de Aprendizagem
Em seu trabalho, Laguardia (2009) realiza um levantamento de fatores que
podem exercer influeˆncia sobre a taxa de evasa˜o nos cursos de educac¸a˜o a distaˆncia de
uma maneira geral, na˜o se restringindo a um n´ıvel espec´ıfico. Nesse levantamento sa˜o
listados os momentos em que pode acontecer o abandono, o qual varia desde antes mesmo
da matr´ıcula ate´ poucos meses antes da conclusa˜o do curso.
Ale´m da identificac¸a˜o dos momentos em que a evasa˜o pode ocorrer, o autor
enumera trabalhos de diversos outros autores que tratam da evasa˜o, destacando uma
grande quantidade de fatores que podem influenciar esse fenoˆmeno. Dentre essa grande
quantidade de fatores, merecem relevaˆncia os seguintes:
• rotina e situac¸o˜es intensas vividas pelo estudante fora da instituic¸a˜o de ensino;
• problemas em conciliar trabalho e estudos;
• frustrac¸a˜o com o desempenho dentro do curso;
• na˜o adaptac¸a˜o a` metodologia de ensino proposta pela instituic¸a˜o.
Diante desse cena´rio de preocupac¸a˜o, Laguardia (2009) apresenta propostas
para a reduc¸a˜o dessas taxas, de modo que a mais interessante dentre as listadas e´ a
realizac¸a˜o de um acompanhamento dos estudantes pelas instituic¸o˜es de ensino desde a
sua aprovac¸a˜o nos processos seletivos ate´ momentos apo´s a conclusa˜o do curso. Esse
acompanhamento pode ser feito atrave´s de questiona´rios de satisfac¸a˜o, bem como atrave´s
da verificac¸a˜o do grau de aprendizagem do estudante.
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Um dos itens apresentados por Laguardia (2009) tambe´m e´ considerado por
Felder e Silverman (1988), Felder e Henriques (1995) e Felder e Spurlin (2005), que apon-
tam que o fracasso no processo de aprendizagem pode ser consequeˆncia das diferenc¸as
entre as formas como os alunos melhor aprendem e as formas como o conteu´do e´ ensinado
pelos professores.
Segundo Cassidy (2004), ha´ uma aceitac¸a˜o geral de que as formas com que as
pessoas preferem aprender influenciam na performance e nos resultados obtidos ao final do
processo de aprendizagem. Assim, com o intuito de minimizar esse fracasso, Silva (2012)
buscou correspondeˆncias entre Estilos de Aprendizagem e Estrate´gias de Aprendizagem.
Segundo Felder e Silverman (1988), Estilos de Aprendizagem representam as
prefereˆncias com que o estudante recebe e processa a informac¸a˜o. Seguindo o mesmo
racioc´ınio, Silva (2012) considera Estilos de Aprendizagem como sendo a forma que o
indiv´ıduo recebe e processa a informac¸a˜o de maneira a potencializar sua aprendizagem.
Por sua vez, Estrate´gias de Aprendizagem, de acordo com Silva (2012), sa˜o
sequeˆncias de procedimentos ou atividades que os indiv´ıduos utilizam para obter conhe-
cimento, e que comumente sa˜o divididas em estrate´gias cognitivas e metacognitivas. As
Estrate´gias Cognitivas ajudam o estudante a preparar a informac¸a˜o para depois absorveˆ-la
e as Estrate´gias Metacognitivas levam o estudante a refletir sobre as Estrate´gias Cogniti-
vas utilizadas por ele.
Talvez por deficieˆncias relativas a` amostra e aos me´todos aplicados em seus
estudos, Silva (2012) na˜o conseguiu identificar uma correlac¸a˜o significante entre esses
dois conceitos. Diante dessa na˜o correlac¸a˜o significativa apresentada como resultado de
estudos anteriores, passou a ser utilizado no presente trabalho apenas o conceito de Estilos
de Aprendizagem.
Em seu trabalho, Coffield et al. (2004) fazem o levantamento dos diversos
modelos de Estilos de Aprendizagem ja´ propostos, bem como instrumentos que permitem
a infereˆncia dos EAs segundo tais modelos. Eles identificaram mais de 70 modelos de
EAs distribu´ıdos entre 5 famı´lias. Esses modelos foram criados com diferentes propo´sitos.
Alguns pesquisadores, ao produz´ı-los teˆm apenas a intenc¸a˜o de contribuir com a teoria de
EAs, de maneira que nem chegam a produzir instrumentos que permitam a identificac¸a˜o
dos estilos presentes no modelo. Outros, pore´m, os desenvolvem com a intenc¸a˜o de fornecer
ferramentas que permitam tal identificac¸a˜o para o uso cotidiano.
Dentre os modelos existentes, os principais, conforme aponta Silva (2012), sa˜o
os modelos propostos por Kolb e por Felder e Silverman. Esse fato se justifica pela
quantidade de trabalhos cient´ıficos dos quais sa˜o objetos de estudo e pelo fato de terem
seus instrumentos de aplicac¸a˜o validados.
A seguir, na sec¸a˜o 2.1.1, sa˜o apresentadas as caracter´ısticas do modelo pro-
posto por Kolb. Ale´m disso, na sec¸a˜o 2.1.1.1, e´ apresentado o Inventa´rio de Estilos de
Aprendizagem, elaborado com a finalidade de identificar os EAs conforme a proposta de
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Kolb. Depois de apresentado o modelo de Kolb, o modelo defendido por Felder e Silver-
man e´ detalhado na sec¸a˜o 2.1.2. O questiona´rio utilizado na identificac¸a˜o de EAs seguindo
a abordagem desses autores e´ apresentado na sec¸a˜o 2.1.2.1.
Esses modelos sa˜o apresentados porque sa˜o considerados dois dos principais
modelos de EAs abordados na literatura, devido ao fato de terem instrumentos de men-
surac¸a˜o validados, conforme aponta Silva (2012). Esses aspectos sa˜o somados ao fato
de se adequarem melhor a` presente proposta e a` fa´cil implementac¸a˜o. Diante disso, o
sistema proposto neste trabalho e´ baseado no Modelo de Estilos de Aprendizagem de
Felder-Silverman (FSLSM).
2.1.1 Modelo de Estilos de Aprendizagem de Kolb
De acordo com Coffield et al. (2004), o modelo proposto por Kolb e´ um dos
mais influentes Modelos de Estilos de Aprendizagem ja´ propostos. A prova disso e´ que
esse modelo e´ abordado em uma quantidade considera´vel de pesquisas.
A intenc¸a˜o de desenvolver um modelo de EAs surgiu da insatisfac¸a˜o ao obser-
var me´todos tradicionais de ensino e aprendizagem presenciais. A partir dessa observac¸a˜o,
Kolb comec¸ou a atentar-se a`s prefereˆncias dos estudantes durante o processo de aprendi-
zagem, chegando a` conclusa˜o de que essas prefereˆncias podem variar ao longo do processo
(COFFIELD et al., 2004).
O modelo de Kolb representa o processo de aprendizagem como um ciclo com-
posto de quatro esta´gios. Desses, 2 esta˜o relacionados com a aquisic¸a˜o de experieˆncia, e os
demais com a transformac¸a˜o da experieˆncia. A Experieˆncia Concreta (EC), que favorece
a aprendizagem atrave´s de experieˆncias, e a Conceituac¸a˜o Abstrata (CA), que e´ quando o
estudante prefere aprender por meio de abstrac¸o˜es, referem-se a` captac¸a˜o da experieˆncia.
Por outro lado, a Experimentac¸a˜o Ativa (AE), que remete ao processo de aprendizagem
por tentativa e erro, e a Observac¸a˜o Reflexiva (OR), que e´ quando o estudante analisa e
levanta poss´ıveis soluc¸o˜es antes de realizar qualquer tentativa, referem-se a` transformac¸a˜o
da experieˆncia (FRY; KOLB, 1979; CASSIDY, 2004; KOLB; KOLB, 2005).
Ale´m dos quatro esta´gios, fazem parte do modelo duas dimenso˜es, sendo que
a primeira aborda a forma como o estudante percebe a informac¸a˜o e a segunda trata da
forma como o estudante processa a informac¸a˜o. Quanto a` percepc¸a˜o, o estudante pode
perceber de duas formas: EC ou CA, o processamento, por sua vez, acontece por meio de
AE ou OR (CASSIDY, 2004; COFFIELD et al., 2004).
A Figura 1 (ver pa´gina 34), adaptada de Coffield et al. (2004), apresenta o mo-
delo proposto por Kolb. Nela, cada quadrante compreende duas formas de aprendizagem,
sendo uma de cada eixo. Diante disso, Cassidy (2004) e Coffield et al. (2004) definem que
indiv´ıduos com o perfil acomodador preferem perceber a informac¸a˜o de forma concreta e
a processa de maneira ativa. Por outro lado, aqueles que teˆm o perfil divergente preferem
perceber de forma concreta e processar por meio da observac¸a˜o reflexiva. Os estudantes
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que sa˜o classificados como assimilador, tendem a preferir processar a informac¸a˜o de forma
mais abstrata e percebeˆ-la por meio da observac¸a˜o reflexiva. Por fim, os estudantes cujo
perfil e´ convergente tendem a preferir perceber a informac¸a˜o de forma mais abstrata e
processa´-la por meio da experimentac¸a˜o ativa.
Figura 1 – Modelo de Estilos de Aprendizagem proposto por Kolb
Fonte – Coffield et al. (2004). Adaptado.
Os EAs do modelo de Kolb podem ser identificados a partir da aplicac¸a˜o
do Inventa´rio de Estilos de Aprendizagem. Geralmente essa ferramenta e´ utilizada por
profissionais da a´rea da educac¸a˜o para identificar os EAs dos estudantes, de forma a
adequar as estrate´gias pedago´gicas a`s prefereˆncias gerais da turma. Essa ferramenta e´
detalhada na sec¸a˜o 2.1.1.1.
2.1.1.1 Inventa´rio de Estilos de Aprendizagem
Conforme explicam Coffield et al. (2004), o Inventa´rio de Estilos de Apren-
dizagem (LSI, do ingleˆs Learning Styles Inventory) foi lanc¸ado em 1976 e desde enta˜o
passou por modificac¸o˜es ate´ atingir sua versa˜o atual em 1999.
Kolb (1981) apresenta o LSI como um questiona´rio composto por 9 questo˜es,
em que cada questa˜o apresentava 4 respostas: sentindo, assistindo, pensando e fazendo.
O preenchimento do questiona´rio se dava por meio de uma ordenac¸a˜o dessas respostas,
em que a ordem era definida de acordo com as prefereˆncias da pessoa diante de cada
situac¸a˜o (questa˜o). Cada resposta estava associada a um modo de aprendizagem do
modelo de Kolb: sentindo esta´ associada a` experieˆncia concreta, assistindo esta´ associada
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a` observac¸a˜o reflexiva, pensando esta´ associada a` conceituac¸a˜o abstrata, e fazendo esta´
associada a` experimentac¸a˜o ativa.
A partir de 1985, o LSI passou a ter 12 questo˜es, conforme mencionam Cassidy
(2004) e Fernandes, Benitti e Cunha (2013). O modo de aprendizagem e´ definido de
acordo com a quantidade de respostas associadas a cada EA. Sabendo que ao todo foram
respondidas 12 perguntas e que cada resposta poderia ter uma pontuac¸a˜o de 1 a 4, a
pontuac¸a˜o mı´nima para um modo de aprendizagem e´ 12 e a pontuac¸a˜o ma´xima e´ 48.
Assim, o EA que obteve a maior pontuac¸a˜o e´ o estilo que possui a pessoa que respondeu
o questiona´rio.
2.1.2 Modelo de Estilos de Aprendizagem de Felder e Silverman
Richard M. Felder e Linda K. Silverman desenvolveram em 1988 um modelo
contendo 5 dimenso˜es, em que cada uma dessas dimenso˜es possu´ıa 2 EAs diferentes,
dando origem a 32 Combinac¸o˜es de Estilos de Aprendizagem (CEAs) poss´ıveis (FELDER;
SILVERMAN, 1988; SILVA, 2012).
Ao longo de alguns anos, o modelo proposto por Felder e Silverman em 1988
sofreu modificac¸o˜es, de maneira que Felder e Henriques (1995) ja´ apresentam o modelo
atualizado. Nesse trabalho, uma das dimenso˜es ja´ foi suprimida, passando o nu´mero de
dimenso˜es de 5 para 4. Isso interferiu diretamente na quantidade de CEAs poss´ıveis, que
antes era 32 e, a partir de enta˜o, passou a ser 16.
Silva (2012) define e apresenta o Modelo de Estilos de Aprendizagem de Felder
e Silverman (FSLSM), afirmando que, na dimensa˜o referente a` Percepc¸a˜o, o indiv´ıduo
pode optar entre a percepc¸a˜o sensorial ou intuitiva; na dimensa˜o referente a` Retenc¸a˜o, ele
pode optar por visual ou verbal; na referente ao Processamento, as opc¸o˜es sa˜o ativo ou
reflexivo; e, por fim, na dimensa˜o referente a` Compreensa˜o, ou Organizac¸a˜o, o indiv´ıduo
pode preferir sequencial ou global.
Outro trabalho que detalha o FSLSM e´ o trabalho defendido por Gonc¸alves
(2015). Nele o autor apresenta as dimenso˜es da seguinte forma:
• a dimensa˜o do Processamento e´ composta pelos EAs Ativo e Reflexivo, e modela a
forma como o estudante prefere trabalhar, se em grupo ou individualmente;
• a Percepc¸a˜o e´ a dimensa˜o composta pelos EAs Sensitivo e Intuitivo, e corresponde a`
forma como o estudante prefere abstrair a informac¸a˜o, se atrave´s de fatos concretos
percebidos por meio dos sentidos ou atrave´s de abstrac¸o˜es;
• na dimensa˜o Entrada esta˜o presentes os EAs Visual e Verbal, que definem se o
estudante prefere aprender atrave´s da linguagem escrita (textos, gra´ficos, dentre
outros) ou atrave´s da linguagem falada (a´udios);
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• a u´ltima dimensa˜o, conhecida como dimensa˜o da Organizac¸a˜o, possui os EAs Se-
quencial e Global, que defendem se o estudante prefere aprender de forma evolutiva
por meio de etapas ou de maneira aleato´ria, de modo que uma sequeˆncia dos itens
a serem estudados na˜o e´ definida.
A Figura 2 apresenta o FSLSM em seu formato atual, com 4 dimenso˜es, em
que cada dimensa˜o possui 2 EAs.
Figura 2 – Modelo de Estilos de Aprendizagem de Felder e Silverman (FSLSM)
Fazendo uma associac¸a˜o entre os EAs e as caracter´ısticas dos estudantes, aque-
les que preferem trabalhar com fatos concretos sa˜o identificados como sensoriais, ao passo
que os intuitivos preferem a abstrac¸a˜o. Considerando um AVA, os estudantes cujas pre-
fereˆncias va˜o de encontro ao primeiro EA aprendem melhor atrave´s de exemplos apresen-
tados dentro do conteu´do, como em fo´runs de discussa˜o. Por outro lado, os estudantes que
preferem trabalhar com abstrac¸o˜es, tem a aprendizagem favorecida por meio da utilizac¸a˜o
de fo´rmulas e modelos.
Analisando a dimensa˜o Entrada, os indiv´ıduos classificados como visuais ten-
dem a aprender melhor lembrando daquilo que ja´ viram, sejam gra´ficos, diagramas, dentre
outros. Por outro lado, dentro dessa mesma dimensa˜o, estudantes que tendem a preferir
uma forma de aprendizagem baseada palavras, sejam elas escritas ou faladas, sa˜o classi-
ficados como verbais. Materiais desse tipo podem ser fornecidos por professores, tutores
e, ate´ mesmo, pelos demais estudantes dentro das plataformas de aprendizagem.
Na dimensa˜o identificada como Processamento, o estudante classificado como
ativo tende a aprender melhor a partir de discusso˜es em grupo, como por exemplo chats e
fo´runs de discussa˜o. Em contrapartida, estudantes classificados como reflexivos aprendem
melhor quando estudam sozinhos, o que favorece sua concentrac¸a˜o durante os estudos.
Os indiv´ıduos classificados como sequenciais teˆm como prefereˆncia no processo
de aprendizagem a apresentac¸a˜o do conteu´do em etapas, seguindo uma sequeˆncia lo´gica.
Alguns ambientes fornecem o conteu´do seguindo essa lo´gica, exigindo que, para aprender
determinado conceito, os conceitos anteriores devem ser estudados. Outros, pore´m, per-
mitem que o estudante navegue pelos conceitos de forma aleato´ria, sem que seja seguida
2.1. Estilos de Aprendizagem 37
uma sequeˆncia lo´gica. Ambientes que adotam essa metodologia favorecem a aprendiza-
gem dos estudantes classificados como globais, pois a liberdade dentro desse processo
permite que ele atinja o aprendizado de maneira mais ra´pida (FELDER; SILVERMAN,
1988; FELDER; HENRIQUES, 1995; FELDER; SPURLIN, 2005; GRAF; VIOLA; LEO,
2007; DORC¸A et al., 2011; DORC¸A, 2012; SILVA, 2012).
Em 1991, conforme mencionam Felder e Spurlin (2005), Richard M. Felder
e Barbara A. Soloman desenvolveram o I´ndice de Estilos de Aprendizagem de Felder-
Soloman (ILS), ferramenta utilizada para identificar os estilos de aprendizagem das pes-
soas. Esse instrumento e´ detalhado na sec¸a˜o 2.1.2.1.
2.1.2.1 I´ndice de Estilos de Aprendizagem de Felder-Soloman
O I´ndice de Estilos de Aprendizagem de Felder-Soloman (ILS, do ingleˆs Index
of Learning Styles), segundo Silva (2012), e´ um questiona´rio que permite identificar como o
estudante prefere aprender. Em outras palavras, e´ uma ferramenta que permite identificar
quais as prefereˆncias do estudante considerando cada dimensa˜o do FSLSM.
A ferramenta e´ composta por 44 questo˜es, sendo 11 questo˜es referentes a cada
dimensa˜o do FSLSM. Ao responder o questiona´rio, o estudante expo˜e suas prefereˆncias
por um EA ou outro. Dessa forma, a cada resposta favora´vel a um EA, um ponto e´
atribu´ıdo a esse. Portanto, a pontuac¸a˜o ma´xima que um EA pode obter e´ 11, que e´ o
caso em que o estudante responde todas as questo˜es daquela dimensa˜o evidenciando sua
prefereˆncia por aquele EA.
A pontuac¸a˜o atribu´ıda ao EA, quando conclu´ıda a aplicac¸a˜o do questiona´rio,
define a forc¸a do EA para aquele estudante, podendo essa ser forte, moderada ou leve. Isso
e´ calculado a partir das diferenc¸as entre as pontuac¸o˜es dos EA de uma mesma dimensa˜o.
Quando a diferenc¸a entre os EAs de uma mesma dimensa˜o for 1 ou 3, atribui-
se o peso leve ao EA que possui maior pontuac¸a˜o. Quando ela for 5 ou 7, atribui-se o
peso moderado e, finalmente, quando for 9 ou 11, e´ atribu´ıdo o peso forte.
A escala apresentada na Figura 3, adaptada de Silva (2012), mostra como
pode variar a forc¸a dos EAs dentro de uma mesma dimensa˜o. Nela, os nu´meros indicam a
diferenc¸a entre as pontuac¸o˜es dos EAs depois de respondido o questiona´rio e as tonalidades
de cinza demarcam os n´ıveis de forc¸a: a tonalidade mais escura indica que o EA e´ forte,
a tonalidade intermedia´ria indica moderado e a tonalidade mais clara, leve.
Figura 3 – Escala de forc¸a dos EAs de uma mesma dimensa˜o
Fonte – Silva (2012). Adaptado.
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Conforme relata Silva (2012), foram encontrados 9 trabalhos cujo objetivo era
verificar a validade da ferramenta proposta por Felder e Soloman. Desses 9 trabalhos,
7 sa˜o internacionais e 2 sa˜o nacionais. De todos esses trabalhos, 6 validaram o ILS,
afirmando que o me´todo e´ estatisticamente confia´vel e eficaz na identificac¸a˜o de EAs.
Um exemplo de estudo que comprova a validade do ILS e´ o estudo desenvolvido
por Felder e Spurlin (2005), no qual testes e ana´lises estat´ısticas foram feitas comprovando
a validade do instrumento. Segundo os autores da pesquisa que atesta a validade do ILS,
duas aplicac¸o˜es foram encontradas para o questiona´rio: ajudar os estudantes a identificar
suas fraquezas no processo de aprendizagem e permitir que instrutores de cursos fornec¸am
o conteu´do de forma mais apropriada. Ale´m de seus experimentos e resultados, Felder
e Spurlin (2005) apontam outros estudos que, apesar de sugerirem a continuidade de
pesquisas sobre a validade do instrumento, atestam sua validade. Tais resultados, aliados
ao fa´cil acesso a` ferramenta, justificam o fato de o FSLSM e o ILS serem utilizados nessa
abordagem e em va´rios outros estudos que abordam EAs.
2.2 Taxonomia de Bloom
A princ´ıpio, a Taxonomia de Bloom surgiu como uma ferramenta para facilitar
a comunicac¸a˜o entre examinadores da a´rea da Educac¸a˜o. Contudo, depois de discutirem
o assunto mais a fundo, seus idealizadores chegaram a` conclusa˜o de que o instrumento
poderia ser melhor elaborado com base nos objetivos do processo educacional (BLOOM
et al., 1956). Assim, Ferraz e Belhot (2010) defendem que a ferramenta proposta tem
como objetivo ajudar a planejar, organizar e controlar os objetivos de aprendizagem dos
cursos.
O desenvolvimento da ferramenta, segundo Bloom et al. (1956), foi dividindo-
a em 3 partes: Domı´nio Cognitivo, Domı´nio Afetivo e Domı´nio Psicomotor. O Domı´nio
Cognitivo e´ a principal parte da ferramenta, utilizada no presente trabalho. E´ nela que
os objetivos do processo educacional sa˜o apresentados, descritos como comportamento
pretendido do estudante.
Ferraz e Belhot (2010) tambe´m discutem esses domı´nios e reforc¸am que, dos
treˆs, o mais conhecido e utilizado pelos educadores para definir planejamentos educacio-
nais, objetivos, estrate´gias e sistemas de avaliac¸a˜o e´ o Domı´nio Cognitivo. Esse compor-
tamento pretendido do estudante, do qual tratam Bloom et al. (1956), consiste nas formas
como o estudante age, pensa e sente. Esse e´ o tipo de comportamento que a Taxonomia
de Bloom classifica.
Bloom et al. (1956) ainda destacam que comportamento pretendido e compor-
tamento real do estudante sa˜o dois aspectos distintos e que, inclusive, podem diferir em
grau e espe´cie.
A estrutura da taxonomia no Domı´nio Cognitivo, segundo Bloom et al. (1956),
mostra seis principais classes de objetivos, que esta˜o organizadas de forma a seguir uma hi-
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erarquia cumulativa. Isso significa que os objetivos presentes em uma classe sa˜o formados
pelos objetivos presentes na classe anterior e objetivos espec´ıficos da classe atual.
Essas caracter´ısticas tambe´m sa˜o lembradas por Krathwohl (2002) e Ferraz e
Belhot (2010), que citam que, para o estudante atingir o n´ıvel mais complexo, todos os
menos complexos devem ter sido dominados. As classes, ou categorias, que formam o
Domı´nio Cognitivo da taxonomia proposta por Bloom et al. (1956) sa˜o: Conhecimento,
Compreensa˜o, Aplicac¸a˜o, Ana´lise, S´ıntese e Avaliac¸a˜o. A Figura 4 apresenta essas ca-
tegorias de forma hiera´rquica. Nela, a hierarquia esta´ representada pela composic¸a˜o, de
maneira que o elemento mais externo possui todas as caracter´ısticas de todos os elementos
internos a ele, mais as suas especificidades.
Figura 4 – Modelo que representa a Taxonomia de Bloom Original (BLOOM et al., 1956)
A primeira classe, Conhecimento, e´ descrita por Bloom et al. (1956) como a
classe cujos comportamentos e situac¸o˜es remetem a` lembranc¸a, como o reconhecimento
de materiais ou ideias. Por sua vez, a classe identificada como Compreensa˜o e´ aquela
que possui objetivos, comportamentos e respostas que representam o entendimento do
conhecimento transmitido.
A classe Aplicac¸a˜o representa o poder de aplicac¸a˜o de um conceito ja´ lembrado
e compreendido por parte do estudante. Ao passo que a Ana´lise consiste no fato de
desmembrar um material em partes menores e analisar como essas partes se organizam e
se relacionam para compor o material (BLOOM et al., 1956).
Por sua vez, a S´ıntese compreende o processo inverso ao descrito na classe
anterior. Essa classe consiste na unia˜o das partes menores de maneira a constituir algo
maior, o que deixa transparecer o comportamento criativo do estudante, conforme escla-
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rece Bloom et al. (1956). Por fim, a Avaliac¸a˜o, como o pro´prio nome ja´ diz, consiste
no julgamento, quantitativo ou qualitativo, do que foi produzido ao longo do processo
educacional.
Segundo Ferraz e Belhot (2010), com a criac¸a˜o da taxonomia, houve uma
padronizac¸a˜o dos termos utilizados na gesta˜o dos objetivos de aprendizagem, o que pro-
porcionou maior clareza e considera´vel avanc¸o para a elaborac¸a˜o e gesta˜o dos objetivos
instrucionais.
Contudo, considerando o avanc¸o tecnolo´gico e a grande produc¸a˜o cient´ıfica
nessa a´rea, Ferraz e Belhot (2010) destaca que foram necessa´rias reavaliac¸o˜es da taxonomia
proposta, o que fez com que mudanc¸as sobre ela fossem propostas.
Krathwohl (2002) faz uma revisa˜o do modelo original, propondo um framework 1
que trata as categorias na˜o mais como nomes, mas como verbos, ac¸o˜es. Ale´m disso, o
autor tambe´m propoˆs alterac¸o˜es na ordem de algumas dessas categorias e as subdividiu
em duas dimenso˜es: Dimensa˜o do Conhecimento e Dimensa˜o do Processo Cognitivo.
Essas alterac¸o˜es foram mais considera´veis no aˆmbito da nomenclatura e da
organizac¸a˜o das categorias dentro do modelo. Dessa forma, foi mantida uma das principais
caracter´ısticas do instrumento: a hierarquia cumulativa.
Ferraz e Belhot (2010) citam as alterac¸o˜es realizadas na taxonomia original e
destacam que o Domı´nio Cognitivo da taxonomia manteve-se com 6 categorias: lembrar,
entender, aplicar, analisar, avaliar e criar. Percebe-se que os nomes que anteriormente
eram substantivos, com as mudanc¸as propostas, passaram a ser verbos. A Figura 5 (ver
pa´gina 41) apresenta a Taxonomia de Bloom revisada, conforme discutem Krathwohl
(2002) e Ferraz e Belhot (2010).
Essas mudanc¸as em relac¸a˜o a` proposta original, feita por Bloom e sua equipe,
na˜o influenciam de forma significativa neste trabalho. Isso porque o conceito da taxonomia
e´ aqui abordado de forma simples e objetiva, em que o que influencia e´ a quantidade de
categorias existentes no Domı´nio Cognitivo. Como essa quantidade foi mantida apo´s as
alterac¸o˜es promovidas por Krathwohl (2002), o modelo computacional desenvolvido pode
ser utilizado tanto em abordagens anteriores ao trabalho de Krathwohl (2002), quanto
aos trabalhos posteriores a ele.
Em seguida, na sec¸a˜o 2.3, o conceito de Educac¸a˜o a Distaˆncia e´ apresentado.
Nessa sec¸a˜o tambe´m e´ discutida a evoluc¸a˜o desse conceito ao longo dos anos.
1 Conforme defendem Johnson (1997) e Pree e Sikora (1997), frameworks sa˜o arquiteturas de softwares
compostas por padro˜es e classes abstratas considerados elementos gene´ricos e classes concretas que
correspondem aos elementos espec´ıficos do software que utiliza essa arquitetura. Seu objetivo e´ fornecer
funcionalidades a`s aplicac¸o˜es que as utilizam. Frameworks proporcionam reusabilidade de co´digo, o
que confere melhor qualidade ao software.
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Figura 5 – Modelo que representa a Taxonomia de Bloom Revisada
2.3 Educac¸a˜o a Distaˆncia
Ao contra´rio do que comumente se pensa, a Educac¸a˜o a Distaˆncia na˜o e´ uma
modalidade de ensino nova. Esse equ´ıvoco talvez ocorra devido ao fato de, atualmente, a
modalidade estar profundamente associada e, talvez, dependente da tecnologia.
Fritsch (2001) destaca que a Educac¸a˜o a Distaˆncia (EaD) teve in´ıcio aproxi-
madamente na metade do se´culo XIX com cursos de idiomas, nos quais o material era
fornecido por meio de correspondeˆncias. Esse tipo de ensino, conforme destaca o au-
tor, era comum em ambientes rurais, e teve seus meios de transmissa˜o do conhecimento
evolu´ıdos, em que as correspondeˆncias deram lugar aos recursos eletroˆnicos.
Essa evoluc¸a˜o foi melhor explicada por Simonson, Schlosser e Orellana (2011),
que a defendem dividindo-a em treˆs fases:
• a primeira fase e´ caracterizada pelo uso de correspondeˆncias como forma de trans-
missa˜o do conhecimento;
• a segunda se caracteriza pela utilizac¸a˜o de recurso de transmissa˜o analo´gica, como
ra´dio e televisa˜o, por parte das universidades;
• a terceira tem como recurso de transmissa˜o as tecnologias digitais.
Portanto, nota-se que o conceito de EaD na˜o e´ algo recente, mas que sofreu
modificac¸o˜es durante sua histo´ria devido a` evoluc¸a˜o dos meios de comunicac¸a˜o.
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A definic¸a˜o de EaD, para Fritsch (2001), e´ de que ela consiste em uma forma
de ensino em que as instruc¸o˜es, as interac¸o˜es, o monitoramento das pra´ticas e o controle
do aprendizagem e´ feito por meio de recursos, na˜o exigindo a presenc¸a simultaˆnea de
tutores e estudantes.
Em uma abordagem mais moderna, Milman (2015) define a Educac¸a˜o a Distaˆncia
no se´culo XXI como uma modalidade de ensino em que o estudante aprende por meio
de tecnologias digitais, de forma s´ıncrona ou na˜o, em local diferente do local onde o ins-
trutor se encontra. Exemplos dessas tecnologias digitais sa˜o os Ambientes Virtuais de
Aprendizagem (AVAs), os quais sa˜o discutidos na sec¸a˜o 2.4.
2.4 Ambientes Virtuais de Aprendizagem
Na concepc¸a˜o de Cavus (2015), Ambientes Virtuais de Aprendizagem (AVAs)
sa˜o plataformas2 que permitem a gesta˜o de tarefas envolvidas no processo de aprendiza-
gem, dentre as quais merecem destaque a gesta˜o do conhecimento, a gesta˜o do processo
de aprendizagem dos estudantes, a comunicac¸a˜o entre os atores envolvidos no processo e
a entrega dos conteu´dos. Desenvolvidos com o intuito de fornecer, monitorar e gerenciar
conteu´dos educacionais, os AVAs ainda sa˜o capazes de armazenar informac¸o˜es sobre o
estudante, tais como seu progresso e seu desempenho dentro do curso (CAVUS; ALHIH,
2014).
E´ evidente que esse tipo de ferramenta torna a aprendizagem mais acess´ıvel,
oferecendo aos estudantes benef´ıcios como a flexibilidade de hora´rios e possibilidade de
acessar o conteu´do em diferentes locais. Diante disso, diversas plataformas ja´ foram de-
senvolvidas, cada uma com suas particularidades, mas sempre contendo as caracter´ısticas
ba´sicas de um AVA, como realizar a gesta˜o do conteu´do e proporcionar aos estudantes,
tutores e professores, acesso a ambientes de troca de informac¸o˜es.
Sabendo dessa diversidade de plataformas, Cavus e Zabadi (2014) realizaram
um trabalho em que sa˜o avaliadas 6 plataformas de aprendizagem de co´digo fonte aberto:
ATutor, Claroline, Dokeos, Ilias, Moodle, e Sakai. As avaliac¸o˜es foram realizadas apenas
sobre as ferramentas de comunicac¸a˜o disponibilizadas por cada AVA, de modo a identificar
aquela plataforma que apresenta os melhores recursos. Ao final da avaliac¸a˜o foi verificado
que o AVA que obteve melhores resultados foi o Moodle.
Se por um lado va´rios autores identificam o AVA como fator determinante e
capaz de exercer influeˆncia sobre o processo de aprendizagem, por outro, autores identifi-
cam tal ferramenta como um elemento neutro dentro desse processo. E´ o caso de Peixoto
(2015), que os aponta como elementos responsa´veis por fornecer conteu´dos preparados
por professores.
2 Plataformas, neste contexto, sa˜o sistemas computacionais que podem ser acessados atrave´s da Internet.
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O fato de um conteu´do ser apresentado da mesma forma a diferentes estudantes
pode ser uma prova de que o AVA e´ um elemento neutro no processo de aprendizagem.
Pore´m, ao longo dos u´ltimos anos, diversas pesquisas teˆm sido realizadas no intuito de
permitir que essas plataformas apresentem o conteu´do de forma “inteligente”, levando em
considerac¸a˜o as prefereˆncias e as caracter´ısticas do estudante que a utiliza. Sa˜o exemplos
dessas pesquisas as realizadas por Phobun e Vicheanpanya (2010), Zaina et al. (2012) e
Silva e Dorc¸a (2014). Nesse sentido ganha forc¸a o conceito de Sistemas Tutores Inteligentes
ou Sistemas de Tutoria Inteligentes (STIs).
2.5 Sistemas de Tutoria Inteligentes
Desde sua origem, a tecnologia ja´ evoluiu muito, mas ainda e´ comum se deparar
com perguntas do tipo: ate´ onde a tecnologia pode chegar? Como sera´ o mundo, no que
se refere a` tecnologia em 10, 20, 50 anos? Sa˜o esses tipos de perguntas, aliadas a outros
fatores como o interesse pelo processo de criac¸a˜o, que ditam o ritmo do desenvolvimento
tecnolo´gico.
Em seu trabalho, Millward et al. (1978) propuseram o desenvolvimento de um
Sistema Inteligente de Instruc¸o˜es Assistido por Computador. Naquela e´poca, a aplicac¸a˜o
de Inteligeˆncia Artificial (IA) em sistemas de Instruc¸o˜es Assistidos por Computador (CAI)
na˜o era muito comum. Mas, apesar de raros, ja´ existiam estudos a respeito de IA em
sistemas CAI. Dois desses estudos sa˜o os realizados por Carbonell (1970), que utiliza
o conceito de rede semaˆntica para fornecer flexibilidade ao seu sistema, e por Brown,
Burton e Bell (1975), que ressaltam que e´ perfeitamente poss´ıvel incorporar inteligeˆncia
em sistemas CAI.
Esses trabalhos serviram de base para o desenvolvimento da parte “inteligente”
do software BANDAID proposto por Millward et al. (1978). Ale´m disso, os autores
perceberam que a inteligeˆncia tambe´m poderia ser aplicada nos sistemas CAI analisando
os dia´logos das interac¸o˜es entre tutor e estudante. Ao final dos experimentos do software
desenvolvido, eles chegaram a` conclusa˜o de que essa nova forma de ensinar era agrada´vel
e eficaz. Isso porque os estudantes gostam de obter as respostas para as suas du´vidas de
forma instantaˆnea.
A partir de enta˜o, va´rios estudos envolvendo IA e CAI foram surgindo. Um
exemplo disso e´ o trabalho defendido por Payette (1990), que abordou as terminologias:
sistemas CAI e sistemas CAI Inteligentes. Ele desenvolveu em seu trabalho um software,
utilizando conceitos de IA, CAI, processamento de linguagem natural, dentre outros, que
analisa de forma interativa o estilos sinta´ticos dos seus usua´rios e fornece, como retorno,
instruc¸o˜es que contribuira˜o com a aprendizagem do usua´rio. Assim, uma de suas propostas
foi fornecer recursos ausentes nos sistemas CAI atrave´s do uso de IA, destacando nesses
sistemas problemas de comunicac¸a˜o e flexibilidade.
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Contudo, ao longo do seu trabalho, o conceito de Sistemas de Tutoria Inteli-
gentes (STIs) ganhou certo destaque. Apesar de na˜o haver uma data espec´ıfica em que
uma terminologia deixou de ser utilizada e deu lugar a outra, e´ aproximadamente nessa
e´poca, 1990, que o conceito de STI passou a ser difundido com maior intensidade.
Essa evoluc¸a˜o e´ mencionada no trabalho de Phobun e Vicheanpanya (2010), no
qual o autor afirma que os sistemas CAI fazem uso de me´todos de ensino tradicionais, em
que a informac¸a˜o segue apenas um sentido, da ma´quina para o estudante, e e´ apresentada
da mesma forma para todos os estudantes. Por outro lado, os STIs apresentam o conteu´do
de forma mais dinaˆmica e adaptada. Isso porque esse tipo de sistema armazena no Modelo
do Estudante (ME) caracter´ısticas e prefereˆncias dos estudantes, as quais sa˜o levadas em
considerac¸a˜o no momento em que o conteu´do e´ selecionado para ser apresentado.
Assim, STIs sa˜o definidos por Brusilovsky e Milla´n (2007) como sistemas ca-
pazes de identificar as prefereˆncias do estudante atrave´s da interac¸a˜o desse com o sistema,
e utilizar essas prefereˆncias como base de conhecimento para fornecer o conteu´do ao estu-
dante de forma adaptada e dinaˆmica. Esse e´ o grande diferencial quando comparado aos
sistemas CAI, conforme defendem Phobun e Vicheanpanya (2010).
Essa capacidade de fornecer o conteu´do de forma adaptada ao estudante so´ e´
poss´ıvel devido a` sua arquitetura, apresentada na Figura 6.
Figura 6 – Arquitetura de um STI
Fonte – (PHOBUN; VICHEANPANYA, 2010). Adaptado.
Os 4 elementos que compo˜em a Figura 6 sa˜o definidos por Silveira et al. (2011)
da seguinte forma:
• o Modelo do Estudante e´ o componente do STI responsa´vel por armazenar in-
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formac¸o˜es sobre o estudante, tais como seu conhecimento e seu comportamento;
• o Modelo do Domı´nio faz a gesta˜o dos materiais apresentados ao estudante, tais
como a´udios, v´ıdeos, textos, gra´ficos, dentre outros;
• o Modelo Especialista ou Modelo Tutor e´ responsa´vel pela selec¸a˜o das estrate´gias
pedago´gicas ou materiais, ele e´ que decide se o estudante deve ler um texto ou
escutar um a´udio, por exemplo;
• o Mo´dulo de Interface e´ o elemento que apresenta o conteu´do ao usua´rio.
E´ importante destacar que a forma como cada elemento de um STI realiza
suas func¸o˜es, depende da forma como o sistema foi modelado. Assim, um STI pode fazer
a selec¸a˜o das estrate´gias pedago´gicas, ou armazenar as caracter´ısticas do aluno, de forma
diferente da que e´ feita por outro sistema.
Neste trabalho, ajustes precisos sa˜o feitos no Modelo do Estudante, o que
permite detectar de forma eficiente os EAs do estudante. Nesse sentido, a sec¸a˜o seguinte
apresenta um detalhamento desse elemento.
2.5.1 Modelo do Estudante
Kara e Sevim (2013) deixam claro que, em sistemas adaptativos de aprendiza-
gem, o estudante e´ quem define como sera´ o seu processo de aprendizagem e seu ritmo.
Depois de identificadas as caracter´ısticas do estudante, elas sa˜o armazenadas no Modelo
do Estudante (ME). Contudo, o processo de modelagem do estudante e´ uma etapa extre-
mamente complexa do desenvolvimento de sistemas adaptativos de aprendizagem. Isso
porque as infereˆncias devem ser feitas com precisa˜o, pois, caso contra´rio, ao inve´s de fa-
cilitar o processo de aprendizagem, a adaptatividade funcionara´ como um entrave para
esse processo.
Assim, a adaptatividade e´ dependente do ME, que, de acordo com Kobsa
(1994), conte´m as infereˆncias que o sistema faz sobre as caracter´ısticas do aluno. Essas
infereˆncias sa˜o feitas pelo Componente de Modelagem do Estudante (CME), mo´dulo capaz
de fazer infereˆncias com base no comportamento do usua´rio dentro do ambiente.
Dorc¸a et al. (2011) e Dorc¸a (2012) definem o ME como uma estrutura que
armazena infereˆncias acerca das caracter´ısticas do estudante, como seu Estado Cognitivo
(EC) que, de forma resumida, consiste no n´ıvel de conhecimento que o estudante pos-
sui sobre determinado conceito; seus EAs, que sa˜o as formas como o estudante prefere
aprender; e seus Objetivos de Aprendizagem (OA), que sa˜o os conceitos que devem ser
aprendidos durante a sessa˜o de aprendizagem.
Em seu trabalho, Dorc¸a (2012) mante´m a estrutura do ME, que e´ ajustado
a cada sessa˜o de aprendizagem em que o estudante na˜o atinge o desempenho mı´nimo
exigido. Isso e´ feito por meio de Aprendizagem por Reforc¸o, de maneira que o reforc¸o e´
46 Cap´ıtulo 2. REVISA˜O DA LITERATURA
calculado em func¸a˜o do desempenho do estudante, conforme equac¸a˜o 3.4, detalhada na
sec¸a˜o 3.3.3.
2.6 Hipermı´dia Adaptativa
Antes de conceituar Hipermı´dia Adaptativa (HA), e´ fundamental a apresentac¸a˜o
de outros 3 conceitos: Multimı´dia, Hipertexto e Hipermı´dia.
Multimı´dia, na concepc¸a˜o de Incontri (1996), “e´ uma linguagem eletroˆnica,
produzida em computador, que une diferentes linguagens de arte e comunicac¸a˜o — texto,
imagem, som, animac¸a˜o, v´ıdeo [...]”. De forma mais objetiva, Najjar (1996) define mul-
timı´dia como a apresentac¸a˜o de informac¸a˜o atrave´s de recursos do tipo texto, gra´fico,
animac¸a˜o, imagens, v´ıdeo e som.
Na concepc¸a˜o de Le´vy (1993), hipertexto e´ um conjunto de elementos dispostos
de maneira na˜o linear, em que cada elemento pode conter uma rede de subelementos
dispostos, tambe´m, de maneira na˜o linear. Assim, a navegac¸a˜o entre esses elementos pode
ser feita de diversas maneira e na˜o de forma predefinida. Cabe ainda lembrar que esses
elementos podem ser pa´ginas, gra´ficos, documentos, imagens, palavras, dentre outros.
Por sua vez, Hipermı´dia, na opinia˜o de Burgos (2010), e´
“[...] um sistema ou interface computacional virtual ou digital, formada
por linguagens verbais e na˜o verbais, hibridizadas em hipertextos virtu-
ais, cores, sons, animac¸o˜es, gra´ficos vetoriais, imagens, v´ıdeos, hiperlinks
e ı´cones, que se interconectam interativamente e promovem navegac¸a˜o
na˜o-linear.”
Percebe-se, pela definic¸a˜o acima, que Hipermı´dia e´ a unia˜o dos dois conceitos
anteriores: Multimı´dia e Hipertexto. A partir desse ponto, surge a possibilidade de tornar
a hipermı´dia adaptativa, pois, como ja´ mencionado, cada pessoa tem uma forma espec´ıfica
pela qual prefere aprender. Considerando esse fato, a forma como uma pessoa utiliza um
sistema sera´ diferente da forma como outras pessoas o utilizam. Isso porque as prefereˆncias
de cada pessoa podera˜o determinar a maneira como elas navegam pelo sistema em busca
dos seus objetivos.
Cientes de que a tarefa mais importante dos STIs era dar suporte ao estu-
dante no processo de soluc¸a˜o de problemas, grupos de pesquisa passaram a considerar a
combinac¸a˜o entre Hipermı´dia e STIs, para que o conteu´do pudesse ser apresentado ao es-
tudante da forma que ele prefere aprender (BRUSILOVSKY, 2000). Como as prefereˆncias
variam de pessoa para pessoa, um mesmo sistema deveria ser capaz de fornecer o conteu´do
de forma individualizada, considerando as prefereˆncias do usua´rio que o utiliza.
Para Neto (2007), adaptatividade consiste na capacidade que os sistemas do-
tados dessa caracter´ıstica possuem de, com base no histo´rico do seu comportamento e
nas entradas recebidas, adaptar seu comportamento de forma autoˆnoma. Uma soluc¸a˜o
para esse problema e´ o uso da Hipermı´dia Adaptativa (HA) no desenvolvimento de AVAs.
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Com a utilizac¸a˜o dessa tecnologia, um sistema ate´ enta˜o esta´tico pode se tornar dinaˆmico,
fornecendo o conteu´do de acordo com as prefereˆncias e os objetivos do usua´rio (BRUSI-
LOVSKY, 2004).
Ainda segundo Brusilovsky (2004), a HA no aˆmbito educacional passou por
treˆs fases, sendo que na primeira dessas fases havia apenas uma classificac¸a˜o das pa´ginas
que os estudantes acessavam como relevantes ou na˜o relevantes. Na segunda fase, que
compreende o per´ıodo entre 1996 e 2002, as pesquisas na a´rea de HA se tornaram mais
difundidas. A principal contribuic¸a˜o dessa fase foi o considera´vel aumento na utilizac¸a˜o
de sistemas web para fins educacionais. Na terceira, percebe-se um maior esforc¸o dos
estudiosos em promover adaptatividade, atrave´s de te´cnicas de Inteligeˆncia Artificial (IA),
de forma efetiva em AVAs, considerando as caracter´ısticas dos estudantes e seus objetivos.
Brusilovsky (2001) afirma que a adaptatividade pode ser fornecida em n´ıvel de
conteu´do e em n´ıvel de navegac¸a˜o. A Apresentac¸a˜o Adaptativa (AA) fornece o conteu´do
de forma adaptada, diferente da Navegac¸a˜o Adaptativa (NA), que consiste em fornecer os
links de navegac¸a˜o de forma adaptada (BRUSILOVSKY, 1996; BRUSILOVSKY, 2000;
SILVEIRA et al., 2011).
De uma forma mais detalhada, Phobun e Vicheanpanya (2010) afirmam que
AA consiste na apresentac¸a˜o do conteu´do de acordo com as necessidades identificadas
a partir das informac¸o˜es presentes no Modelo do Estudante (ME) e que NA ajuda o
estudante, atrave´s da apresentac¸a˜o de links, a encontrar o melhor caminho para aprender
o conteu´do, de modo que os links sa˜o fornecidos com base nas informac¸o˜es presentes no
ME.
Sob outra perspectiva, mas com o mesmo objetivo, Graf, Kinshuk e Ives (2010)
propuseram um framework que proveˆ adaptatividade a AVAs a partir do conceito de EAs,
tomando como base o FSLSM. Nesse sentido, a adaptatividade ocorre atrave´s das te´cnicas
de anotac¸a˜o adaptativa, que consiste em assinalar quais Objetos de Aprendizagem (OAs)
o estudante deve acessar, e ordenac¸a˜o adaptativa, que define o posicionamento dos OAs
dentro das sesso˜es de aprendizagem.
Hwang et al. (2013) tambe´m evidenciam a relevaˆncia do alinhamento entre EAs
e HA, uma vez que os estudantes precisam de aux´ılio para escolherem formas de atingir
um aprendizado cada vez melhor, deixando clara a necessidade de sistemas inteligentes e
dinaˆmicos que fornec¸am o conteu´do de forma adequada a eles.
Nota-se que a detecc¸a˜o dos Estilos de Aprendizagem dos estudantes e o forneci-
mento de conteu´do dinaˆmico a eles e´ algo que preocupa pesquisadores ha´ um bom tempo.
Na tentativa de tornar os sistemas voltados para a educac¸a˜o cada vez mais dinaˆmicos,
va´rias abordagens foram propostas. A maioria dessas propostas surgiram na terceira fase
da HA, apresentada por Brusilovsky (2004). Essa fase se caracteriza pela larga aplicac¸a˜o
de conceitos de IA como forma de inserir adaptatividade em AVAs.
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2.6.1 Sistemas de Hipermı´dia Adaptativa
De acordo com Brusilovsky (1996), Sistemas de Hipermı´dia Adaptativa (SHAs)
constroem um modelo de objetivos, prefereˆncias e conhecimento dos estudantes, e o utiliza
ao longo do processo de aprendizagem para fornecer o conteu´do de maneira a atender a`s
necessidades do aluno.
Por sua vez, Kavcic (2000) afirma que eles sa˜o sistemas resultantes da fusa˜o
entre Sistemas de Hipermı´dia Educacional (SHEs) e Sistemas de Tutoria Inteligentes
(STIs). Os primeiros sa˜o sistemas por meio dos quais o conteu´do e´ apresentado utilizando
hipermı´dias. Por outro lado, STIs sa˜o sistemas em que o conteu´do e´ fornecido ao estudante
de forma individualizada, considerando suas particularidades.
Os SHAs sa˜o apresentados por Phobun e Vicheanpanya (2010) de uma forma
diferente. Em seu trabalho, os autores os chamam de Sistemas Tutores Inteligentes Adap-
tativos (STIAs) e os definem como a unia˜o entre STIs e HA, de modo que a HA se concen-
tra no Modelo Especialista do STI. Nesse modelo ha´ a selec¸a˜o, com base nas informac¸o˜es
armazenadas no ME e no reposito´rio de conteu´dos, do conteu´do a ser apresentado para o
estudante.
Na concepc¸a˜o de Silveira et al. (2011), SHAs sa˜o sistemas que utilizam te´cnicas
e me´todos adaptativos para fornecer adaptatividade com base em um modelo contendo
objetivos, prefereˆncias e conhecimento dos estudantes constru´ıdo pelo pro´prio sistema.
Percebe-se que, mesmo com diferenc¸as de nomenclaturas e de definic¸o˜es, todos
os autores apresentam a mesma ideia acerca dos Sistemas de Hipermı´dia Adaptativa. As-
sim, eles podem ser definidos como sistemas dotados de certa inteligeˆncia cuja finalidade e´
fornecer ao estudante o conteu´do de forma adaptada a`s suas necessidades e caracter´ısticas.
Um exemplo de sistema que se encaixa nessa linha de racioc´ınio e´ o sistema
proposto por Ghadirli e Rastgarpour (2013), que fornece o conteu´do de forma adaptativa
ao usua´rio, levando em considerac¸a˜o o seu comportamento, as suas caracter´ısticas e o seu
conhecimento, ale´m de se basear em EAs.
Inicialmente, esse sistema classifica o aprendiz de acordo com seu n´ıvel de
conhecimento por meio de um teste inicial no qual perguntas devem ser respondidas.
Com base nas respostas, uma pontuac¸a˜o e´ calculada, o que define o n´ıvel do aluno. Em
uma segunda etapa, o conteu´do e´ apresentado de acordo com a classificac¸a˜o inicial, a
qual define se determinado conceito deve ser removido do conteu´do, realocado dentro do
conteu´do ou ate´ mesmo apresentado novamente. Por fim, um novo teste e´ aplicado de
forma a atualizar a classificac¸a˜o, a qual e´ armazenada no Modelo do Estudante.
Em 2001, Brusilovsky (2001) ja´ vislumbrava que, em 10 anos, haveria inte-
grac¸o˜es entre os SHAs e outros sistemas, que eles ja´ teriam bases de informac¸o˜es abertas
e que haveria SHAs desenvolvidos especificamente para dispositivos mo´veis. Ale´m disso, a
utilizac¸a˜o de novos recursos da Inteligeˆncia Artificial (IA) contribuiriam para o progresso
da HA. Outro ponto destacado pelo autor como promissor e´ o desenvolvimento de novas
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arquiteturas de SHAs. Entretanto, esse processo e´ mais complexo do que parece ser, pois
a adaptatividade esta´ diretamente relacionada a uma eficiente detecc¸a˜o automa´tica de
Estilos de Aprendizagem.
2.7 Detecc¸a˜o Automa´tica de Estilos de Aprendizagem
A detecc¸a˜o automa´tica de EAs consiste em um dos elementos que compo˜em
a modelagem do estudante. Ela pode ser feita de forma impl´ıcita ou de forma expl´ıcita.
A forma expl´ıcita consiste na aplicac¸a˜o do questiona´rio ao estudante e, com base nas
suas respostas, o seu EA e´ inferido. Por sua vez, o me´todo impl´ıcito consiste em uma
modelagem dinaˆmica que pode ser realizada de 3 formas: com base na performance do
estudante, a partir de informac¸o˜es fornecidas por eles pro´prios ou atrave´s de ana´lises do
seu comportamento durante sua interac¸a˜o com o AVA (POPESCU, 2009).
Neste trabalho, e´ abordado o me´todo impl´ıcito, uma vez que a identificac¸a˜o
dos EAs do aluno ocorre de maneira dinaˆmica e transparente ao usua´rio, no caso, ao
estudante. Isso e´ feito com base na performance do estudante, de modo que ao final de
cada sessa˜o de aprendizagem, ele e´ submetido a uma avaliac¸a˜o cujo resultado definira´ se
ajustes devem ser aplicados no Modelo do Estudante.
Ainda de acordo com autora, ambos os me´todos apresentam vantagens e des-
vantagens. O me´todo expl´ıcito, apesar de muito simples, e´ um me´todo esta´tico. Essa
caracter´ıstica o torna impreciso, uma vez que as prefereˆncias do estudante podem mudar
durante o processo de aprendizagem. Por outro lado, o me´todo impl´ıcito tem a desvan-
tagem de ser bastante complexo. Contudo, esse me´todo caracteriza-se por ser invis´ıvel
aos atores do processo de aprendizagem, devido ao fato de a detecc¸a˜o ser feita de forma
natural pelo sistema, necessitando apenas que o estudante interaja com ele. Ale´m disso,
a detecc¸a˜o impl´ıcita e´ dinaˆmica, o que significa que os resultados alcanc¸ados por esse
me´todo sa˜o mais precisos, pois variam de acordo com as prefereˆncias do estudante.
Feldman, Monteserin e Amandi (2015) tambe´m destacam algumas fragilidades
do processo de detecc¸a˜o expl´ıcito, em que algumas delas ate´ coincidem com as apresen-
tadas por Popescu (2009). Algumas das fragilidades apontadas por eles sa˜o:
• falta de motivac¸a˜o ou pacieˆncia por parte dos estudantes ao preencher tais ques-
tiona´rios;
• desconhecimento dos estudantes sobre suas prefereˆncias de aprendizagem;
• variac¸a˜o dos EAs de um estudante ao longo do processo de aprendizagem, o que
na˜o e´ identificado atrave´s do questiona´rio.
Esses aspectos apontam a necessidade de se desenvolverem ferramentas capazes
de fazer a identificac¸a˜o dos EAs de forma transparente e dinaˆmica. Nesse sentido, a
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presente abordagem adota um me´todo impl´ıcito, no qual o desempenho do aluno e´ levado
em considerac¸a˜o para que o sistema realize a modelagem do estudante. Essa modelagem e´
feita sempre que o pro´prio sistema julgar necessa´rio, isso contribui para que o processo de
detecc¸a˜o seja dinaˆmico, independendo, portanto, do conteu´do apresentado ao estudante.
Assim, caso suas prefereˆncias de aprendizagem modifiquem durante o processo, sejam
essas mudanc¸as devidas ao conteu´do ou na˜o, o sistema sera´ capaz de ajustar-se, com base
na performance do aluno, para que o conteu´do seja apresentado de forma adequada a ele.
De acordo com Feldman, Monteserin e Amandi (2015), a detecc¸a˜o automa´tica
de EAs e´ um processo no qual e´ criado um modelo do usua´rio que armazena as prefereˆncias
de aprendizagem do estudante enquanto ele utiliza o sistema. Todo esse processo e´ reali-
zado de forma automa´tica pelo sistema, no qual os desenvolvedores utilizam te´cnicas de
IA, como Redes Neurais, A´rvores de Decisa˜o, Aprendizagem por Reforc¸o, dentre outras.
A seguir sa˜o apresentados alguns dos trabalhos ja´ desenvolvidos no aˆmbito de detecc¸a˜o
automa´tica de EAs.
O trabalho de Kelly e Tangney (2005) consiste na proposta de utilizac¸a˜o de
Aprendizado de Ma´quina para determinar dinamicamente os EAs de um estudante. Nele
sa˜o utilizados o algoritmo de classificac¸a˜o Na¨ıve Bayes e o I´ndice de Estilos de Aprendi-
zagem de Felder e Soloman (ILS), com o intuito de observar a forma como o estudante
interage com o sistema. A partir dessa observac¸a˜o, o sistema realiza a infereˆncia dos EAs
do estudante.
Graf e Kinshuk (2006) utilizam o comportamento dos estudantes para tentar
identificar de forma automa´tica seus EAs. Isso e´ feito atrave´s da interac¸a˜o dos usua´rios
com os AVAs, de modo que e´ contabilizada a frequeˆncia com que eles utilizam determi-
nados recursos do ambiente.
Por sua vez, Garc´ıa et al. (2007) desenvolveram uma ferramenta utilizando o
conceito de Redes Bayesianas (RB) para detectar EAs de estudantes que faziam uso de
Ambientes Virtuais de Aprendizagem (AVAs). A infereˆncia dos EAs nessa ferramenta se
da´ a partir do comportamento do estudante nesses ambientes, o que leva o sistema a fazer
a modelagem do usua´rio.
O sistema proposto por O¨zpolat e Akar (2009) faz a modelagem do estudante
de acordo com seu comportamento, utilizando como base o FSLSM. Ale´m disso, o sistema
faz a classificac¸a˜o dos estudantes de acordo com seus interesses, em que, para isso, sa˜o
utilizados algoritmos de classificac¸a˜o por Relevaˆncia Bina´ria e a mescla entre A´rvores de
Decisa˜o e Na¨ıve Bayes (NBTree).
A proposta de trabalho de Dorc¸a et al. (2012b) consiste no desenvolvimento de
um modelo baseado em Combinac¸o˜es de Estilos de Aprendizagem (CEA) como forma de
prover a correc¸a˜o das inconsisteˆncias do Modelo do Estudante (ME) de forma dinaˆmica,
considerando o processo de aprendizagem como um processo na˜o determin´ıstico. Nela, o
ME foi definido como a combinac¸a˜o entre dois conceitos: Estilos de Aprendizagem (EAs)
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e Nı´veis Cognitivos (NC). Para tratar os EAs, foi utilizado FSLSM e, para tratar NCs,
foi utilizada a Taxonomia de Bloom. Por se tratar de um sistema que aborda o processo
de aprendizagem como um processo na˜o determin´ıstico, ME armazena as prefereˆncias do
estudantes como probabilidades. A modelagem do estudante e´ feita por meio de Aprendi-
zagem por Reforc¸o (AR), enquanto a selec¸a˜o dos tipos de materiais a serem apresentados
para o estudante e´ feita por meio do me´todo da roleta, muito comum em algoritmos
gene´ticos. Essa selec¸a˜o e´ feita de maneira estoca´stica a partir das probabilidades dos EAs
presentes no ME.
Assim como na proposta de Dorc¸a et al. (2012b), este trabalho aborda os
conceitos de EAs, Taxonomia de Bloom, AR e Cadeias de Markov. Pore´m, ale´m deles, a
presente proposta utiliza o conceito de Me´dia Mo´vel Exponencialmente Ponderada aliado
ao desempenho do estudante para que o sistema infira quando deve ser ajustado o ME.
Utilizando me´todos computacionais que analisam o comportamento dos estu-
dantes, Ahmad et al. (2013) apontam que existem duas formas de direcionar os estudos
sobre detecc¸a˜o de EAs. A primeira delas imita o ILS e utiliza os dados obtidos para inferir
os EAs. A outra forma, por sua vez, realiza a infereˆncia com base nas prefereˆncias e no
comportamento do estudante.
No mesmo ano Ahmad e Tasir (2013) buscaram identificar os EAs desses es-
tudantes utilizando os logs de atividades online de um curso de Multimı´dia Interativa e
o FSLSM. Como resultado, os autores identificaram, por meio da computac¸a˜o, que os
padro˜es variam de acordo com a estrutura do curso, o assunto e o n´ıvel de experieˆncia ou
conhecimento do estudante.
Percebe-se uma grande utilizac¸a˜o do modelo de EAs proposto por Felder e
Silverman nos trabalhos ja´ mencionados. De forma semelhante, esta abordagem baseia-se
em tal modelo, uma vez que implementa´-lo computacionalmente na˜o e´ uma tarefa dif´ıcil.
Dorc¸a et al. (2013a), por sua vez, realizaram a comparac¸a˜o entre dois me´todos
na˜o determin´ısticos e na˜o estaciona´rios utilizados para detecc¸a˜o e correc¸a˜o de EAs: Ca-
deias de Markov (CM) e Algoritmos Gene´ticos (AG). Foi identificado que os AG detectam
os EAs mais rapidamente, ao passo que as CM apresentam resultados mais precisos, le-
vando em considerac¸a˜o a forc¸a dos seus EAs.
Outro trabalho e´ o de Dorc¸a et al. (2013b). Nele sa˜o apresentadas 3 maneiras
diferentes de ajustar o ME, utilizando o algoritmo Q-learning :
• incrementar as probabilidades dos EAs quando o desempenho do estudante for sa-
tisfato´rio: desempenho igual ou superior ao mı´nimo exigido, o que significa que o
estudante na˜o apresentou problemas no processo de aprendizagem;
• decrementar as probabilidades dos EAs quando o desempenho do estudante for
insatisfato´rio: igual ou superior ao mı´nimo exigido, o que significa que foram iden-
tificados problemas no processo de aprendizagem;
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• incrementar e decrementar, quando o estudante obte´m bom e mau resultados res-
pectivamente.
Ainda em 2013, Pham e Florea (2013) desenvolveram um trabalho no qual
foi proposto um novo me´todo de detecc¸a˜o automa´tica e dinaˆmica de EAs baseado no
comportamento do estudante que consistiu em identificar os Objetos de Aprendizagem
(OA) associando-os aos EAs do FSLSM. Por exemplo, um acesso ao fo´rum de discusso˜es
esta´ associado ao EA Ativo, em que o indiv´ıduo prefere aprender por meio de discusso˜es
e argumentac¸o˜es. A t´ıtulo de teste, foram comparados os resultados obtidos a partir da
proposta com os resultados obtidos atrave´s do ILS, de modo que os resultados da proposta
mostraram-se promissores.
No ano seguinte, Feldman, Monteserin e Amandi (2014) desenvolveram um
trabalho cujo objetivo e´ identificar os EAs de usua´rios de um jogo, em que, para isso,
e´ utilizado um Classificador Na¨ıve Bayes e a dimensa˜o Percepc¸a˜o do FSLSM, cujos EAs
sa˜o: Sensitivo e Intuitivo.
Em 2016, Gonc¸alves et al. (2016) apresentaram um trabalho, no qual melho-
rias sobre o me´todo proposto por Dorc¸a (2012) foram apresentadas. Nessa proposta, ale´m
de promover ajustes quando o desempenho do estudante e´ inferior a 60, os autores suge-
rem a aplicac¸a˜o de ajustes no ME, tambe´m, quando esse desempenho e´ considerado de
exceleˆncia. Isso ocorre sempre que o estudante obte´m uma nota superior a 90% ou 95%,
dependendo da forma como o sistema e´ configurado. Ale´m disso, a escolha da estrate´gia
pedago´gica, desenvolvida por Dorc¸a (2012) com base apenas nas probabilidades dos EAs,
passou a considerar, tambe´m, a me´dia aritme´tica dos desempenhos do estudante para
cada EA.
No mesmo ano, Rodrigues et al. (2016) apresentam uma proposta de detecc¸a˜o
de EAs, na qual a escolha das estrate´gias pedago´gicas ocorre por meio de Lo´gica Fuzzy.
Nesse trabalho, os autores consideram a nota do estudante como muito ruim, ruim, me´dia,
boa ou muito boa. Essa classificac¸a˜o ocorre com base em equac¸o˜es que definem o grau
de pertineˆncia de cada nota aos conjuntos definidos. Depois de montado o histo´rico das
me´dias para cada conjunto, as regras de Defuzzificac¸a˜o, definidas pelos autores, indicam o
EA de cada dimensa˜o do FSLSM que deve compor a estrate´gia pedago´gica a ser utilizada
na pro´xima sessa˜o de aprendizagem.
Em 2017, Falci et al. (2017) apresentaram uma nova abordagem que permite a
detecc¸a˜o de forma automa´tica e dinaˆmica dos EAs do estudante, utilizando Aprendizagem
por Reforc¸o. Nessa abordagem, os autores utilizaram variac¸o˜es do ca´lculo do reforc¸o
apresentado por Dorc¸a (2012) para fazer a modelagem do estudante. Ale´m disso, a
aplicac¸a˜o desses reforc¸os era feita em func¸a˜o da nota obtida pelo estudante na u´ltima
sessa˜o de aprendizagem e em uma variac¸a˜o da me´dia de todos os seus desempenhos.
Dessa forma, os ajustes no ME podem ser feitos, tanto quando a nota do estudante for
inferior a 60, quanto nos momentos em que ela for superior ou igual a 60.
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E´ importante ressaltar a grande aplicac¸a˜o de Inteligeˆncia Artificial nas pro-
postas elencadas. Contudo, percebe-se que em poucas delas e´ utilizada Aprendizagem
por Reforc¸o. Nesse sentido, o estudo aqui realizado busca aprimorar o processo de de-
tecc¸a˜o dos EAs do estudante proposto por Dorc¸a (2012), atrave´s de uma modelagem
mais precisa, utilizando Aprendizagem por Reforc¸o combinada com o conceito de Me´dia
Mo´vel Exponencialmente Ponderada. Tal combinac¸a˜o permite que a detecc¸a˜o seja mais
ra´pida atrave´s de ajustes pontuais e precisos no ME, reduzindo a quantidade de sesso˜es
de aprendizagem para que os EAs sejam identificados.
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3 FUNDAMENTOS TEO´RICOS
O presente cap´ıtulo apresenta alguns dos conceitos e recursos utilizados para
o desenvolvimento do trabalho. Nele, a sec¸a˜o 3.1 expo˜e o conceito de Aprendizagem por
Reforc¸o (AR), um dos ramos da Inteligeˆncia Artificial, cuja utilizac¸a˜o permite que sistemas
tenham algum grau de “inteligeˆncia”. Em seguida, na sec¸a˜o 3.2, e´ discutido o conceito
de processos estoca´sticos, apresentando uma das ferramentas que modelam esse tipo de
processo, as cadeias de Markov. A sec¸a˜o 3.3 apresenta de forma detalhada a proposta de
Dorc¸a (2012). Nela sa˜o detalhados os mo´dulos que compo˜em o modelo por ele proposto
e a plataforma de simulac¸a˜o do processo de aprendizagem utilizada para validac¸a˜o de tal
modelo. Por fim, na sec¸a˜o 3.4, e´ abordado o conceito de Me´dia Mo´vel Exponencialmente
Ponderada, conceito bastante utilizado nas a´reas de engenharias e financ¸as, utilizado neste
trabalho como recurso para uma detecc¸a˜o de EAs mais ra´pida e precisa.
3.1 Aprendizagem por Reforc¸o
Inicialmente, e´ importante apresentar o conceito de agente, uma vez que a
Aprendizagem por Reforc¸o se da´ atrave´s da interac¸a˜o entre um agente e ambiente em que
ele se encontra. Para Russel e Norvig (2013), agente “e´ tudo o que pode ser considerado
capaz de perceber seu ambiente por meio de sensores e de agir sobre esse ambiente por
interme´dio de atuadores.” Em outras palavras, agentes sa˜o algoritmos capazes de agir de
forma autoˆnoma, tomando deciso˜es com base em informac¸o˜es captadas do ambiente em
que eles se encontram.
Assim, Aprendizagem por Reforc¸o (AR) e´ um campo da IA, cuja tarefa, se-
gundo Russell e Norvig (2004, p. 739), “[...] consiste em usar recompensas observadas
para aprender uma pol´ıtica o´tima (ou quase-o´tima) para o ambiente.” Essas recompensas
sa˜o fornecidas com base em uma ac¸a˜o executada por um agente.
Em outras palavras, o funcionamento da AR consiste na aplicac¸a˜o de recom-
pensas ou penalidades (reforc¸os) a partir de cada decisa˜o tomada pelo agente. Assim,
se o agente tomar uma decisa˜o acertada, o reforc¸o atribu´ıdo e´ positivo, caracterizando
uma recompensa. Caso o agente tome deciso˜es erradas, o reforc¸o e´ negativo, caracteri-
zando uma penalidade (PERICO; BIANCHI, 2013). Esse funcionamento pode ser visto
na Figura 7 (ver pa´gina 56).
Na Figura 7, o retaˆngulo com o texto “Ambiente” representa o ambiente ob-
servado e modificado pelo agente, representado pelo outro retaˆngulo. A observac¸a˜o e
a modificac¸a˜o do ambiente sa˜o representadas pelas setas, de modo que o agente, re-
presentado pelo retaˆngulo com o texto “Agente”, percebe o estado do ambiente, aplica
determinada ac¸a˜o com base nesse estado, e recebe do pro´prio ambiente uma recompensa
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Figura 7 – Representac¸a˜o do funcionamento da AR
Fonte – (RUSSEL; NORVIG, 2013). Adaptado.
pela ac¸a˜o executada.
Normalmente, a AR e´ utilizada quando na˜o se tem conhecimento do ambiente
no qual o agente esta´ inserido, ou seja, quando na˜o e´ poss´ıvel aplicar a aprendizagem
supervisionada, uma vez que o ambiente e´ desconhecido, conforme defende Dorc¸a (2012).
Dessa maneira, a interac¸a˜o entre agente e ambiente ocorre atrave´s de uma
sequeˆncia de etapas, de maneira que a dinaˆmica do processo e´ definida pelas ac¸o˜es que o
agente executa, pelos estados do ambiente, pela func¸a˜o de transic¸a˜o entre esses estados
do ambiente e pelo reforc¸o obtido pelo agente atrave´s do ambiente (DORC¸A, 2012).
Segundo Iglesias et al. (2009a), muitos algoritmos de AR sa˜o baseados em
func¸o˜es ganho, que definem o qua˜o boa a pol´ıtica de ac¸o˜es e´. Nesse sentido, percebe-se
que o objetivo final do agente ao utilizar a func¸a˜o ganho e´ obter o melhor valor de reforc¸o.
Essa func¸a˜o ganho e´ bem definida em Russell e Norvig (2004) atrave´s da
equac¸a˜o 3.1:
Q(s, a)← Q(s, a) + α(R(s) + γmax
a′
Q [s′, a′]−Q(s, a)) (3.1)
Em que:
• Q(s, a) e´ a qualidade da ac¸a˜o a no estado s;
• α e´ a taxa de aprendizagem do agente e costuma ser um valor entre 0 e 1;
• R(s) e´ o reforc¸o aplicado para o estado s;
• γ e´ o paraˆmetro que exerce o controle sobre as recompensas futuras;
• Q(s′, a′) e´ a qualidade da ac¸a˜o futura a′ no estado futuro s′.
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Iglesias et al. (2009b), por sua vez, apresentam uma variac¸a˜o dessa func¸a˜o, a
qual foi desenvolvida para atuar em ambientes na˜o determin´ısticos. Nesse sentido, os au-
tores utilizam a ferramenta proposta no processo de aprendizagem, ja´ caracterizado neste
estudo como um processo na˜o determin´ıstico. Como resultado, Iglesias et al. (2009b) com-
provaram que as pol´ıticas pedago´gicas podem ser atualizadas de acordo com resultados
obtidos anteriormente por estudantes com caracter´ısticas semelhantes.
Como forma de comparar a versa˜o proposta em seu trabalho com a versa˜o
original do Algoritmo Q-learning, Iglesias et al. (2009a) coloca lado a lado os dois algorit-
mos. Fazendo isso, os autores deixam mais claro o funcionamento do algoritmo quando
adaptado a Sistemas Adaptativos Inteligentes para Educac¸a˜o.
Uma versa˜o adaptada do algoritmo Q-learning e´ abordada por Iglesias et al.
(2009a), de modo que a versa˜o original desse algoritmo e´ apresentada no Algoritmo 1:
Algoritmo 1 Algoritmo Q-learning apresentado por Iglesias et al. (2009a)
1: Para cada par (s ∈ S, a ∈ A), inicializa a tabela Q(s, a);
2: Observa o estado atual, s;
3: para Ate´ alcanc¸ar o objetivo fac¸a
4: Escolha e execute uma ac¸a˜o, a;
5: Receba a recompensa imediata, R;
6: Observe o novo estado s′;
7: Atualize a tabela de entrada Q(s, a) conforme a equac¸a˜o 3.1;
8: Atribua s′ a s;
9: fim para
Sendo S o conjunto de estados s e A o conjunto de ac¸o˜es a, a princ´ıpio o
algoritmo preenche a tabela de valores de qualidade Q(s, a) atrave´s do ca´lculo da func¸a˜o
ganho apresentada na equac¸a˜o 3.1. Estando a tabela preenchida com os valores de quali-
dade de cada ac¸a˜o para cada estado, o algoritmo inicia um lac¸o de repetic¸a˜o ate´ atingir
uma condic¸a˜o de parada, que geralmente e´ quando o seu objetivo e´ alcanc¸ado.
A cada iterac¸a˜o uma ac¸a˜o a ∈ A e´ executada, de modo que ao final dessa
execuc¸a˜o e´ feita uma avaliac¸a˜o para verificar a sua utilidade. Nesse ponto, o reforc¸o e´
aplicado com base na utilidade calculada atrave´s da equac¸a˜o 3.1 e, consequentemente, a
tabela com os valores de qualidade e´ atualizada.
De forma resumida e simples, a Aprendizagem por Reforc¸o (AR) pode ser
definida como um processo no qual um agente, com base no estado atual, executa deter-
minada ac¸a˜o. Como resposta, o ambiente fornece uma recompensa pela ac¸a˜o executada e
informa o seu novo estado. Nesse sentido, adaptada ao contexto do processo de aprendi-
zagem a AR e´ utilizada nesta abordagem para a tornar o Modelo do Estudante cada vez
mais parecido com o aluno, no que se refere aos seus EAs.
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3.2 Processos Estoca´sticos
De acordo com Taylor e Karlin (1998), processos estoca´sticos sa˜o um conjunto
de varia´veis aleato´rias Xt associadas a um paraˆmetro t que pertence a um conjunto T .
Geralmente, o paraˆmetro t ao qual esta˜o associadas as varia´veis sa˜o momentos no tempo.
Assim, a varia´vel Xt indica o estado de um sistema no momento t.
Seguindo essa mesma linha, Pollard (1984) destaca que as varia´veis de um
processo estoca´stico sa˜o regidas por probabilidades, sendo um processo estoca´stico uma
colec¸a˜o de varia´veis reais aleato´rias definidas em um espac¸o comum de probabilidade. Em
outra notac¸a˜o, as varia´veis podem ser representadas da seguinte forma: {Xt : t ∈ T}.
Partindo dessas definic¸o˜es, e por considerar o processo de aprendizagem como
na˜o determin´ıstico, Dorc¸a (2012) utiliza em seu trabalho o conceito de processos es-
toca´sticos, pois, atrave´s desse recurso, o autor consegue modelar aspectos aleato´rios ou
imprevis´ıveis presentes no processo de aprendizagem. Para fazer essa modelagem, ele
utilizou Cadeias de Markov.
As Cadeias de Markov, segundo Braghetto (2011), permitem que situac¸o˜es
complexas e incertas do mundo real sejam modeladas atrave´s de estados e transic¸o˜es. Seu
comportamento e´ definido por meio de probabilidades, sendo sua principal caracter´ıstica o
fato de o estado futuro na˜o depender de estados anteriores. Sua estrutura e´ representada
na Figura 8.
Figura 8 – Exemplo de Cadeia de Markov
Fonte – (DORC¸A et al., 2011; DORC¸A, 2012). Adaptado.
Assim, uma Cadeia de Markov pode ser representada graficamente por meio
de Ma´quinas de Estados Finitos, cujos estados correspondem aos estados da cadeia e as
transic¸o˜es da ma´quina sa˜o as probabilidades. Portanto, na Figura 8, os c´ırculos con-
tendo os nu´meros 1 e 2 representam os estados em uma Maquina de Estados Finitos, e
as transic¸o˜es entre esses estados, representadas pelos arcos que os ligam, sa˜o as probabi-
lidades.
Cadeias de Markov teˆm papel fundamental no trabalho Dorc¸a (2012). Nele, o
autor as utiliza no processo de selec¸a˜o das estrate´gias pedago´gicas, no intuito de selecionar
aquela que melhor se encaixa no perfil do estudante em determinado momento. Esse
processo e´ detalhado na sec¸a˜o 3.3.2.
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3.3 Abordagem proposta por Dorc¸a (2012)
Dorc¸a (2012) desenvolveu um trabalho no qual foram abordados os conceitos de
Estilos de Aprendizagem, Taxonomia de Bloom, Processos estoca´sticos — especificamente
Cadeias de Markov e Aprendizagem por Reforc¸o. Esse trabalho consistiu no desenvolvi-
mento de um me´todo automa´tico e dinaˆmico de modelagem de estilos de aprendizagem
de estudantes em sistemas adaptativos inteligentes para educac¸a˜o a distaˆncia.
O desenvolvimento do seu me´todo foi dividido em mo´dulos, de maneira que
cada mo´dulo trata informac¸o˜es acerca de determinado contexto. Esses mo´dulos trabalham
em conjunto, com o objetivo de identificar e corrigir os Estilos de Aprendizagem inferidos
pelo sistema e armazenados no Modelo do Estudante.
Resumidamente, o Modelo do Estudante (ME), que e´ melhor apresentado na
sec¸a˜o 3.3.1, e´ o mo´dulo responsa´vel por armazenar as prefereˆncias e demais informac¸o˜es
sobre o estudante que interage com o sistema.
O Mo´dulo Pedago´gico (MP), conforme exposto na sec¸a˜o 3.3.2, tem como func¸a˜o
armazenar e fornecer o conteu´do ao estudante de forma adaptada, em que para isso sa˜o
levadas em considerac¸a˜o as informac¸o˜es presentes no ME.
O Componente de Modelagem do Estudante (CME), descrito na sec¸a˜o 3.3.3,
e´ a parte do sistema em que sa˜o aplicadas as te´cnicas de Inteligeˆncia Artificial. A func¸a˜o
do CME e´ atualizar as informac¸o˜es presentes no ME de modo a torna´-lo mais fiel ao real
perfil do estudante.
Por fim, Dorc¸a (2012) desenvolveu um mo´dulo que permite a simulac¸a˜o do
processo de aprendizagem, do qual fazem parte o ME, o CME e o MP. A esse mo´dulo
de simulac¸a˜o o autor deu o nome de PESDE - Processo Estoca´stico de Simulac¸a˜o de
Desempenho do Estudante e ele e´ apresentado na sec¸a˜o 3.3.4.
3.3.1 Modelo do Estudante
Dorc¸a et al. (2011) definem o Modelo do Estudante (ME) como sendo o mo´dulo
do software responsa´vel por representar as caracter´ısticas do estudante. A partir dessas
caracter´ısticas sa˜o feitas infereˆncias acerca do estado cognitivo e das prefereˆncias do aluno
dentro do processo de aprendizagem. Essas mesmas informac¸o˜es que permitem a cons-
truc¸a˜o de infereˆncias, em dado momento, sa˜o ajustadas no intuito de fazer com que o ME
se aproxime cada vez mais do perfil do estudante.
Portanto, o Modelo do Estudante desenvolvido por Dorc¸a (2012) e´ composto
por Estilos de Aprendizagem (EAs), Objetivos de Aprendizagem (OA) e Estado Cognitivo
(EC). Esses elementos sa˜o ajustados pelo Componente de Modelagem do Estudante ao
final de cada sessa˜o de aprendizagem em que o estudante na˜o alcanc¸ar uma determinada
nota. A sessa˜o de aprendizagem pode ser definida como o processo em que um conceito e´
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apresentado ao estudante, que em seguida e´ submetido a uma avaliac¸a˜o acerca do conteu´do
visto. Em outra notac¸a˜o, o ME e´ definido por Dorc¸a (2012) como: ME = 〈EA,OA,EC〉.
No que se refere a Estilos de Aprendizagem, o ME armazena as probabilida-
des de o estudante pertencer a cada EA. Essas probabilidades representam os Estilos de
Aprendizagem Probabil´ısticos, os quais podem ser definidos, inicialmente, pelo ILS. Con-
forme mencionado na sec¸a˜o 2.1.2.1, o ILS e´ um questiona´rio composto por 44 perguntas,
de modo que cada dimensa˜o do FSLSM esta´ associada a 11 perguntas.
No ME essa informac¸a˜o e´ armazenada como a probabilidade de prefereˆncia
por um estilo ou outro, por exemplo, caso o estudante responda a 8 questo˜es tendendo
para o estilo sequencial e a 3 questo˜es tendendo para o estilo global, a probabilidade de
prefereˆncia pelo estilo sequencial da seguinte forma:
Probseq =
8
11
= 0, 72
Por sua vez, o ca´lculo da probabilidade de prefereˆncia pelo estilo global e´:
Probglo =
3
11
= 0, 28
Faz-se importante saber que, como os EAs de cada dimensa˜o sa˜o comple-
mentares, a soma das probabilidades das prefereˆncias dos dois estilos devem totalizar 1,
conforme pode ser observado no exemplo acima:
Probseq + Probglo = 0, 72 + 0, 28 = 1
Para que o ME esteja completo, o procedimento acima e´ replicado para todas
as demais dimenso˜es que compo˜em o modelo. Assumindo que os valores se repetem, temos
os EAs Probabil´ısticos armazenados no ME conforme mostra a Tabela 1:
Tabela 1 – Estilos de Aprendizagem armazenados no Modelo do Estudante
Estilos de Aprendizagem Probabil´ısticos
Processamento Percepc¸a˜o Entrada Organizac¸a˜o
Ativo Reflexivo Sensitivo Intuitivo Visual Verbal Sequencial Global
0,72 0,28 0,72 0,28 0,72 0,28 0,72 0,28
Fonte – (DORC¸A et al., 2011; DORC¸A, 2012). Adaptado.
Ale´m de armazenar os EAs, o ME tambe´m armazena os Objetivos de Apren-
dizagem (OA) e o Estado Cognitivo (EC) do estudante na intenc¸a˜o de verificar o n´ıvel
de conhecimento do estudante diante dos conceitos ensinados. Como fundamento para a
utilizac¸a˜o desses conceitos foi utilizada a Taxonomia de Bloom.
Conforme Bloom et al. (1956) e Krathwohl (2002), a Taxonomia de Bloom
e´ dividida em treˆs domı´nios: Cognitivo, Afetivo e Psicomotor. O mais utilizado em
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ambientes educacionais e´ o Cognitivo, servindo como ferramenta para classificar objetivos
curriculares e itens de processos de avaliac¸a˜o. Essa ferramenta permite avaliar o quanto
os requisitos atendem a cada categoria da Taxonomia.
O Domı´nio Cognitivo da Taxonomia de Bloom e´ um framework divido em
seis categorias: Lembrar, Entender, Aplicar, Analisar, Avaliar e Criar; no qual essas
categorias seguem uma hierarquia cumulativa, o que significa dizer que, por exemplo,
para que o estudante atinja o n´ıvel correspondente a` Compreensa˜o, ele devera´ passar
pelo n´ıvel Conhecimento, ou seja, para atingir o pro´ximo n´ıvel de complexidade, o n´ıvel
imediatamente anterior deve ter sido atingido (KRATHWOHL, 2002).
Ferraz e Belhot (2010) destacam a importaˆncia da Taxonomia de Bloom no
processo de planejamento educacional, uma vez que o framework pode ser utilizado para
avaliar o conteu´do aprendido e direcionar o processo de educacional de maneira a atingir
os objetivos levantados na etapa de planejamento.
Tomando isso como base, o sistema trabalha com OA como sendo os conceitos
a serem aprendidos pelo estudante e EC sendo o n´ıvel de conhecimento que o estudante
possui sobre cada conceito apresentado. O EC e´ a representac¸a˜o da Taxonomia de Bloom
dentro do software. Assim, quando o EC atinge 6o n´ıvel da taxonomia (Criar), um novo
conceito e´ apresentado dados os Objetivos de Aprendizagem.
Conforme dito anteriormente, tal dispositivo e´ dividido em categorias, de modo
que cada categoria e´ um n´ıvel do EC. Assim, o EC no sistema e´ uma escala de 0 a 5,
compreendendo 6 n´ıveis, sendo o primeiro correspondente a` categoria Conhecimento da
Taxonomia de Bloom, o segundo correspondente a` categoria Compreensa˜o, e assim por
diante.
Dessa forma, tem-se ao todo, no que tange a` Taxonomia de Bloom, no sis-
tema, treˆs conceitos: Objetivos de Aprendizagem (OA), Nı´vel Cognitivo (NC) e Estado
Cognitivo (EC), que podem ser resumidos da seguinte forma:
• OA: conceitos que sera˜o apresentados ao estudante para que este os aprenda;
• NC: categorias propostas por Bloom et al. (1956): Conhecimento(0), Compre-
ensa˜o(1), Aplicac¸a˜o(2), Ana´lise(3), S´ıntese(4), Avaliac¸a˜o(5); utilizadas para verificar
se o estudante atingiu o objetivo (passou por todos os n´ıveis da taxonomia);
• EC: n´ıvel atual do estudante, constantemente comparado ao NC no intuito de veri-
ficar se o estudante atingiu o objetivo que e´ atingir o n´ıvel ma´ximo da taxonomia -
Avaliac¸a˜o(5).
3.3.2 Mo´dulo Pedago´gico
O Mo´dulo Pedago´gico (MP) e´ responsa´vel pela selec¸a˜o das estrate´gias pe-
dago´gicas a que sera´ submetido o estudante a cada sessa˜o de aprendizagem. Isso e´ feito
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levando em considerac¸a˜o as informac¸o˜es armazenadas no ME e utilizando o conceito de
Cadeias de Markov (DORC¸A, 2012).
A princ´ıpio, Felder e Silverman (1988) propuseram o Modelo de Estilos de
Aprendizagem (FSLSM) com cinco dimenso˜es, tendo cada dimensa˜o dois estilos de apren-
dizagem. Entretanto, posteriormente, esse modelo passou por modificac¸o˜es ate´ que em
2005 os estudos feitos por Felder e Spurlin (2005) verificaram a validade do FSLSM ja´
com apenas quatro dimenso˜es, o qual desde enta˜o vem sendo amplamente referenciado
em pesquisas acerca de Estilos de Aprendizagem.
Como cada dimensa˜o possui dois estilos de aprendizagem, tem-se ao todo oito
estilos de aprendizagem: Ativo(Ati), Reflexivo(Ref ), Sensitivo(Sen), Intuitivo(Int), Vi-
sual(Vis), Verbal(Ver), Sequencial(Seq) e Global(Glo).
A partir desses nu´meros, surge o conceito de Combinac¸o˜es de Estilos de Apren-
dizagem. Esse conceito e´ abordado por Franzoni et al. (2008) e Franzoni e Assar (2009),
em que as CEAs foram utilizadas juntamente com estrate´gias de ensino e mı´dias eletroˆnicas
como recursos para melhorar o processo de aprendizagem de estudantes em um instituto
de tecnologia no Me´xico.
Ao todo, existem dezesseis Combinac¸o˜es de Estilos de Aprendizagem (CEA),
resultado de (24), em que:
• 2 e´ a quantidade de estilos de aprendizagem em cada dimensa˜o do FSLSM;
• 4 e´ a quantidade de dimenso˜es que compo˜em o FSLSM.
Sendo assim, pode-se dizer, de forma simplificada, que todo estudante possui
uma das dezesseis combinac¸o˜es, conforme representado abaixo:
CEAs = {(Ati,Sen,Vis,Seq), (Ati,Sen,Vis,Glo), (Ati,Sen,Ver,Seq), (Ati,Sen,Ver,Glo),
(Ati,Int,Vis,Seq), (Ati,Int,Vis,Glo), (Ati,Int,Ver,Seq), (Ati,Int,Ver,Glo), (Ref,Sen,Vis,Seq),
(Ref,Sen,Vis,Glo), (Ref,Sen,Ver,Seq), (Ref,Sen,Ver,Glo), (Ref,Int,Vis,Seq), (Ref,Int,Vis,Glo),
(Ref,Int,Ver,Seq), (Ref,Int,Ver,Glo)}
Considerando que o estudante possui um estilo de aprendizagem por dimensa˜o,
a cada sessa˜o de aprendizagem o conteu´do e´ apresentado ao estudante pelo MP de acordo
com uma CEA. Cada CEA, por sua vez, e´ selecionada estocasticamente com base nas
informac¸o˜es armazenadas no ME (DORC¸A, 2012).
Essa selec¸a˜o estoca´stica se da´ atrave´s do uso de Cadeias de Markov, de maneira
que cada estado da cadeia representa um estilo de aprendizagem de uma dimensa˜o do
FSLSM. A transic¸a˜o dos estados representam as probabilidades de ocorreˆncia do estilo
de aprendizagem na composic¸a˜o da CEA. Sendo assim, sa˜o necessa´rias, portanto, quatro
Cadeias de Markov para que a CEA seja composta, segundo Dorc¸a et al. (2011) e Dorc¸a
(2012). Tal processo e´ representado graficamente na Figura 9 (ver pa´gina 63).
Na Dimensa˜o Processamento, o estado 1 da Figura 9 representa o estilo de
aprendizagem Ativo, ao passo que o estado 2 da mesma dimensa˜o representa o estilo
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Figura 9 – Cadeias de Markov na Composic¸a˜o da CEA selecionada
Fonte – (DORC¸A et al., 2011; DORC¸A, 2012; GONC¸ALVES, 2015). Adaptado.
de aprendizagem Reflexivo. Na Dimensa˜o Percepc¸a˜o, o estilo de aprendizagem Sensitivo
e´ representado pelo estado 1 e o estilo Intuitivo e´ representado pelo estado 2. Para a
Dimensa˜o Entrada temos o estado 1 representando o estilo de aprendizagem Visual e o
estado 2 representando o estilo de aprendizagem Verbal. Por fim, na ma´quina de estados
referente a` Dimensa˜o Organizac¸a˜o, o estado 1 corresponde ao estilo de aprendizagem
Sequencial, portanto, o estado 2 corresponde ao estilo de aprendizagem Global.
Como uma CEA e´ composta por quatro estilos de aprendizagem, sendo cada
um pertencente a uma diferente dimensa˜o, a probabilidade de pertineˆncia de um estudante
a uma categoria pedago´gica corresponde a` multiplicac¸a˜o das probabilidades de cada estilo
de aprendizagem que compo˜e a CEA, afirma Dorc¸a (2012).
Por exemplo, a probabilidade de prefereˆncia de um estudante pela CEA com-
posta pelos estilos de aprendizagem Ativo, Sensitivo, Visual e Sequencial e´ dada por:
Prob(Ati,Sen,V is,Seq) = ProbAti × ProbSen × ProbV is × ProbSeq
Substituindo os valores de acordo com as Cadeias de Markov dadas como
exemplo na Figura 9, tem-se:
Prob(Ati,Sen,V is,Seq) = 0, 18× 0, 18× 0, 18× 0, 18 = 0, 0010
De acordo com os valores apresentados nas Cadeias de Markov anteriormente,
a Tabela 2 apresenta as 16 CEAs e suas probabilidades (ver pa´gina 64). Como as proba-
bilidades de cada dimensa˜o sa˜o complementares, a soma das probabilidades de cada CEA
e´ igual a 1.
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Tabela 2 – Tabela de probabilidades
CEA Probabilidade
Prob(Ati,Sen,V is,Seq) 0, 18× 0, 18× 0, 18× 0, 18 = 0, 0010
Prob(Ati,Sen,V is,Glo) 0, 18× 0, 18× 0, 18× 0, 82 = 0, 0048
Prob(Ati,Sen,V er,Seq) 0, 18× 0, 18× 0, 82× 0, 18 = 0, 0048
Prob(Ati,Sen,V er,Glo) 0, 18× 0, 18× 0, 82× 0, 82 = 0, 0218
Prob(Ati,Int,V is,Seq) 0, 18× 0, 82× 0, 18× 0, 18 = 0, 0048
Prob(Ati,Int,V is,Glo) 0, 18× 0, 82× 0, 18× 0, 82 = 0, 0218
Prob(Ati,Int,V er,Seq) 0, 18× 0, 82× 0, 82× 0, 18 = 0, 0218
Prob(Ati,Int,V er,Glo) 0, 18× 0, 82× 0, 82× 0, 82 = 0, 0992
Prob(Ref,Sen,V is,Seq) 0, 82× 0, 18× 0, 18× 0, 18 = 0, 0048
Prob(Ref,Sen,V is,Glo) 0, 82× 0, 18× 0, 18× 0, 82 = 0, 0218
Prob(Ref,Sen,V er,Seq) 0, 82× 0, 18× 0, 82× 0, 18 = 0, 0218
Prob(Ref,Sen,V er,Glo) 0, 82× 0, 18× 0, 82× 0, 82 = 0, 0992
Prob(Ref,Int,V is,Seq) 0, 82× 0, 82× 0, 18× 0, 18 = 0, 0218
Prob(Ref,Int,V is,Glo) 0, 82× 0, 82× 0, 18× 0, 82 = 0, 0992
Prob(Ref,Int,V er,Seq) 0, 82× 0, 82× 0, 82× 0, 18 = 0, 0992
Prob(Ref,Int,V er,Glo) 0, 82× 0, 82× 0, 82× 0, 82 = 0, 4521
Fonte – (DORC¸A et al., 2011; DORC¸A, 2012). Adaptado.
3.3.3 Componente de Modelagem do Estudante
De acordo com o que apresenta Dorc¸a (2012), o Componente de Modelagem do
Estudante (CME) e´ o elemento responsa´vel por prover inteligeˆncia ao sistema proposto.
Todo o processo de detecc¸a˜o e correc¸a˜o dos EAs probabil´ısticos do estudante e´ feito pelo
CME.
A realizac¸a˜o dessas tarefas e´ feita a partir da utilizac¸a˜o de Aprendizagem por
Reforc¸o (AR). Nesse ponto e´ importante conceituar e identificar os elementos necessa´rios
para o desenvolvimento da AR bem como identificar os aspectos inerentes ao processo de
aprendizagem que devem ser levados em considerac¸a˜o durante a aplicac¸a˜o da AR.
Conforme destacado na sec¸a˜o 3.1, a AR possui alguns elementos:
• conjunto de estados: conjunto de elementos representados no ME como valores entre
0 e 1, que representam as probabilidades de ocorreˆncia de um EA;
• conjunto de ac¸o˜es: conjunto de CEAs dispon´ıveis para que o sistema escolha aquela
que ira´ maximizar a qualidade do processo de aprendizagem do estudante.;
• percepc¸a˜o do ambiente: utilizac¸a˜o de paraˆmetros que permitem identificar o n´ıvel
de conhecimento do estudante ao final do processo de aprendizagem;
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• reforc¸o: valor utilizado como ajuste das probabilidades, resultado de uma func¸a˜o
que leva em considerac¸a˜o o estado atual e a ac¸a˜o tomada;
• func¸a˜o valor-ac¸a˜o (ganho): func¸a˜o que realiza uma estimativa da qualidade da ac¸a˜o
tomada em dado momento, considerando o estado atual.
O funcionamento da AR nessa abordagem consiste em ajustar o ME de acordo
com a utilidade da ac¸a˜o escolhida para aquela sessa˜o de aprendizagem.
Dorc¸a (2012) destaca que os ajustes no ME sa˜o feitos a partir de desempenhos
na˜o satisfato´rios do estudante. Para isso, o autor definiu como paraˆmetro um valor mı´nimo
x, em que, caso o desempenho do estudante seja inferior a esse valor, os ajustes sa˜o feitos
no ME, o que indica um problema de aprendizagem.
Conforme discutido na sec¸a˜o 2.1.2, cada dimensa˜o do FSLSM e´ composta por
dois EAs, sendo assim, Dorc¸a (2012) definiu que caso haja um problema de aprendi-
zagem, cada EA pertencente a` CEA selecionada tem suas probabilidades de ocorreˆncia
decrementadas, ao passo que seus EAs complementares dentro de cada dimensa˜o teˆm suas
probabilidades de ocorreˆncia incrementadas. Esse decremento e incremento das probabi-
lidades dos EAp presentes no ME, sa˜o feitos a partir do sinal de reforc¸o, elemento chave
da AR.
Conforme notac¸a˜o apresentada por Dorc¸a (2012), a atualizac¸a˜o do ME se da´
por meio de duas regras, R1 e R2 para cada dimensa˜o do FSLSM:
R1 : (CEA[di] = A)→
ME[di]A := ME[di]A − α×R,
ME[di]B := ME[di]B + α×R
R2 : (CEA[di] = B)→
ME[di]A := ME[di]A + α×R,
ME[di]B := ME[di]B − α×R
De maneira que:
• CEA[di] representa o EA da dimensa˜o i pertencente a` CEA selecionada;
• ME[di]A representa o valor do EA A para a dimensa˜o i armazenado no ME;
• ME[di]B representa o valor do EA B para a dimensa˜o i armazenado no ME;
• α representa a taxa de aprendizagem do agente;
• R representa o sinal de reforc¸o a ser aplicado sobre os valores armazenados no ME.
A func¸a˜o ganho utilizada no algoritmo Q-learning foi ajustada para que pu-
desse se adequar a` realidade do problema. Como esse e´ um problema na˜o determin´ıstico,
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as varia´veis da Equac¸a˜o 3.1 que esta˜o associadas a aspectos futuros foram suprimidas,
ficando a func¸a˜o ganho da seguinte forma:
Q(s, a) := Q(s, a) + αR(s, a) (3.2)
Uma observac¸a˜o importante feita pelo pro´prio autor e´ que as diferenc¸as entre
os EAp (DEA) podem aumentar ou diminuir a cada sessa˜o de aprendizagem. Isso porque
o ajuste e´ feito sobre todos os EAp e e´ dependente da composic¸a˜o da CEA.
Ponto determinante no processo de ajuste do ME, o valor do reforc¸o e´ calculado
a partir da performance (PFM) do estudante e das DEA, em que PFM e´ um valor entre
0 e 100 e a DEA e´ obtida a partir da Equac¸a˜o 3.3.
DEA = |ME[di]A −ME[di]B| (3.3)
Assim, o valor do reforc¸o e´ calculado a partir da Equac¸a˜o 3.4, que fornecera´
um valor de reforc¸o mais alto quando a performance for mais baixa. Por outro lado, com
a intenc¸a˜o de evitar mudanc¸as abruptas nos EAp, quanto maior a DEA, menor o reforc¸o.
R =
1
PFM ×DEA (3.4)
Outro item que merece atenc¸a˜o e´ o valor de α, que, no modelo proposto por
Dorc¸a (2012), representa a taxa de aprendizagem do agente. O autor define α com base
em 2 premissas:
• seu valor na˜o pode ser muito alto porque, assim, mudanc¸as abruptas sera˜o realizadas
no ME. Isso e´ considerado pelo autor como indeseja´vel, uma vez que o processo
envolve incertezas;
• seu valor na˜o pode ser muito pequeno porque isso fara´ com que a aprendizagem seja
mais lenta, culminando em uma identificac¸a˜o mais demorada dos EAs.
Dessa forma, Dorc¸a (2012) define o valor 0,5 para a taxa de aprendizagem do
agente. O funcionamento da Aprendizagem por Reforc¸o e´ apresentado no Algoritmo 2.
Assim, o algoritmo Q-learning, abordado na sec¸a˜o 3.1, tem como func¸a˜o seleci-
onar de forma autoˆnoma a melhor ac¸a˜o a ser executada em sessa˜o de aprendizagem. Isso
significa que sera´ escolhida a CEA com maior probabilidade de ocorreˆncia, a preferida do
estudante (DORC¸A, 2012).
3.3.4 Processo Estoca´stico de Simulac¸a˜o de Desempenho do Estudante
Ao desenvolver um trabalho cient´ıfico a partir do qual uma nova abordagem
acerca de um assunto e´ apresentada, o autor deve submeter a sua proposta a testes no
intuito de apresentar suas contribuic¸o˜es e defendeˆ-las atrave´s de resultados que comprovem
a eficieˆncia da abordagem.
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Algoritmo 2 Algoritmo Q-learning aplicado a` modelagem automa´tica e dinaˆmica de
EAs proposto por Dorc¸a (2012)
1: Inicialize o ME;
2: enquanto s na˜o seja o estado final fac¸a
3: Selecione um conceito C a ser apresentado ao estudante;
4: Selecione, atrave´s do MP, uma CEA a;
5: Execute a, apresentando adequadamente os objetos de aprendizagem que ensinam
o conceito C ao estudante;
6: Avalie a performance do estudante no conceito C;
7: Atualize o estado cognitivo do estudante no ME em relac¸a˜o a C;
8: Receba a recompensa r, dada por PFM ;
9: Calcule o reforc¸o R de acordo com a Equac¸a˜o 3.4;
10: Atualize os EAp atrave´s de R1 e R2;
11: Fac¸a de s o pro´ximo estado, dado por s′;
12: fim enquanto
Em diversas a´reas do conhecimento, esses testes sa˜o feitos atrave´s da ob-
servac¸a˜o, em outros trabalhos e´ necessa´ria a criac¸a˜o de modelos que simulem situac¸o˜es
reais, o que se justifica por meio de diversos fatores: tempo, recursos, complexidade, den-
tre outros. Na a´rea computacional, e´ comum identificar modelos de simulac¸a˜o, os quais
sa˜o utilizados como ferramentas para a experimentac¸a˜o.
Em seu trabalho, Dorc¸a (2012) propo˜e um modelo que simula o processo de
aprendizagem de estudantes, o qual leva em considerac¸a˜o os EAs do estudante e seu estado
cognitivo acerca dos conceitos apresentados, e avalia o seu desempenho apo´s cada sessa˜o
de aprendizagem, fornecendo um resultado PFM tal que 0 ≤ PFM ≤ 100.
Seguindo o racioc´ınio dos estudos feitos acerca de sistemas inteligentes voltados
para a educac¸a˜o, tais como Iglesias et al. (2009a), Iglesias et al. (2009b), Graf, Kinshuk e
Ives (2010), Dorc¸a et al. (2011), Dorc¸a (2012), Kara e Sevim (2013) e Gonc¸alves (2015), tal
modelo contempla a proposta de fornecer uma melhor experieˆncia aos estudantes durante
o processo de aprendizagem, buscando maximizar seu desempenho ao final do processo.
O PESDE sabe quais sa˜o os Estilos de Aprendizagem reais do estudante, pore´m
na˜o sabe nada a respeito dos EAs armazenados no ME, em outras palavras, o PESDE
desconhece os EAp. Outro ponto interessante e´ o fato de ele considerar a forc¸a das pre-
fereˆncias do estudante para cada dimensa˜o do FSLSM que, segundo Graf, Liu e Kinshuk
(2008), tem grande influeˆncia no desempenho do estudante quando na˜o sa˜o satisfeitas.
De acordo com seus estudos, quando escolhidas estrate´gias inadequadas para estudantes
com prefereˆncias fortes, esses apresentaram desempenhos inferiores aos desempenhos de
obtidos por estudantes de prefereˆncias moderada e leve, quando essas na˜o coincidiam
com a estrate´gia adotada. Os resultados apresentados por Graf, Liu e Kinshuk (2008)
sa˜o confirmados por Kinshuk, Liu e Graf (2009) que afirmam que prefereˆncias fortes na˜o
satisfeitas impactam de forma significativa no desempenho do estudante.
Como forma de representar tais conceitos, o PESDE calcula a QPNS, que
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corresponde a` Quantidade de Prefereˆncias Na˜o Satisfeitas identificadas pelo sistema na
CEA selecionada. Diante disso, Dorc¸a (2012) desenvolveu uma forma de atribuir maior
peso a`s prefereˆncias fortes na˜o satisfeitas no ca´lculo da QPNS. Isso foi feito da seguinte
forma: o sistema verifica se houve alguma prefereˆncia forte na˜o satisfeita, caso haja, ao
resultado do ca´lculo da QPNS o PESDE adiciona 1; se na˜o houver nenhuma prefereˆncia
forte na˜o satisfeita, o PESDE verifica se houve alguma prefereˆncia moderada na˜o satisfeita,
caso haja ao resultado do ca´lculo da QPNS o sistema adiciona 0,5, o que faz com que
0 ≤ QPNS ≤ 5.
Outro fator importante que afeta o ca´lculo da performance do estudante e´ o
fator aleato´rio, caracter´ıstica determinante do processo estoca´stico, que e´ o processo de
aprendizagem. Inserir um valor aleato´rio no ca´lculo da performance Dorc¸a (2012) garante
que na˜o so´ EAs influenciam no desempenho, mas tambe´m outros fatores inerentes ao
sistema. Esses fatores, que modelam a incerteza do processo, sa˜o representados por β, de
modo que seu valor e´ definido aleatoriamente ao final de cada sessa˜o de aprendizagem,
tal que 0 ≤ β ≤ 1.
A Equac¸a˜o 3.5 descreve o ca´lculo do desempenho, ou performance PFM :
PFM = 100− (QPNS ×K × β) (3.5)
Por fim, o u´ltimo elemento que compo˜e o ca´lculo do desempenho do estudante
e´ uma constante, K, definida por Dorc¸a (2012), cujo valor e´ 20. O valor dessa constante
ajusta a equac¸a˜o para manter seu segundo termo e, consequentemente, a nota do estudante
entre 0 e 100.
Dorc¸a utilizou o PESDE para gerar dados que permitissem que fosse feita
uma ana´lise estat´ıstica a respeito do desempenho do algoritmo proposto por ele. Diante
disso, a intenc¸a˜o e´ utilizar na presente abordagem o mesmo sistema de simulac¸a˜o para
que seja poss´ıvel obter dados da mesma forma que o autor, no intuito de desenvolver
ana´lises estat´ısticas e, posteriormente, comparar os resultados finais com os resultados
finais encontrados por Dorc¸a (2012).
3.4 Me´dia Mo´vel Exponencialmente Ponderada
A ideia de Me´dia Mo´vel Exponencialmente Ponderada (MMEP) surgiu em
um ambiente empresarial, em que gerentes discutiam as vendas realizadas nas u´ltimas
semanas e as vendas a serem feitas nas pro´ximas. A partir da discussa˜o sobre as vendas,
foi levantada a seguinte questa˜o: como estimar a produc¸a˜o para as pro´ximas semanas?
(BOX; HUNTER; HUNTER, 2005).
Dessa du´vida, surgiu a necessidade de analisar o histo´rico de vendas e produc¸a˜o
para que fosse estimada a quantidade ideal, ou pelo menos pro´xima do ideal, a ser pro-
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duzida, de modo que na˜o houvesse desperd´ıcio, muitos produtos na˜o vendidos, ou perda
na receita, demanda superior a` quantidade produzida.
A princ´ıpio, uma poss´ıvel soluc¸a˜o seria analisar a me´dia ponderada das duas
informac¸o˜es, vendas e produc¸a˜o. Contudo, as vendas podem sofrer grandes variac¸o˜es em
func¸a˜o de fatores sobre os quais a empresa produtora na˜o tem controle. Por exemplo, uma
empresa que produz artigos natalinos tende a produzir mais quando o per´ıodo natalino
se aproxima, pois as vendas tendem a aumentar nesse per´ıodo.
Considerando essa poss´ıvel variac¸a˜o, a me´dia ponderada na˜o seria capaz de
estimar com precisa˜o a quantidade a ser produzida, pois em seu ca´lculo todos os valores
que compo˜em o histo´rico teˆm a mesma relevaˆncia.
Ao contra´rio de como acontece no ca´lculo da me´dia ponderada, o ca´lculo da
MMEP utiliza um fator de suavizac¸a˜o que possibilita que a pessoa que esta´ desenvolvendo
o ca´lculo defina se os dados antigos merecem maior ou menor relevaˆncia, conforme e´
poss´ıvel perceber na equac¸a˜o 3.6, adaptada de Spagnol (2011):
yˆt+1 = λyt + θyˆt (3.6)
Na equac¸a˜o 3.6, λ representa o complementar do fator de suavizac¸a˜o θ, isto e´,
1− θ. Tem-se, ainda, yˆt+1 como a previsa˜o que se deseja obter (MMEP atual), yt como o
resultado encontrado no momento (nota do estudante ao final da sessa˜o de aprendizagem)
e yˆt como a previsa˜o calculada anteriormente (MMEP calculada no momento anterior).
Obter um valor o´timo para o fator de suavizac¸a˜o na˜o e´ uma tarefa simples.
Segundo Box, Hunter e Hunter (2005), o valor desse fator varia de se´rie para se´rie, ou
seja, cada situac¸a˜o exige um valor diferente.
Ale´m disso, o fator de suavizac¸a˜o e´ o elemento que define a velocidade de
reac¸a˜o do ca´lculo, conforme afirmam Awheda e Schwartz (2013). O que significa que,
dependendo do valor especificado para o fator de suavizac¸a˜o, a equac¸a˜o pode fornecer
resultados com alterac¸o˜es abruptas ou na˜o (BOX; HUNTER; HUNTER, 2005).
Essa afirmac¸a˜o tambe´m e´ defendida por Montgomery e Runger (2009), que
argumentam que o fator de suavizac¸a˜o e´ que determina o compromisso entre a reduc¸a˜o de
ru´ıdo, que no caso desta abordagem consistem em fatores aleato´rios externos ao controle
da aplicac¸a˜o, e a resposta a uma mudanc¸a na me´dia. Segundo Box, Hunter e Hunter
(2005), quanto maior o seu valor, mais suave sa˜o os resultados.
A Figura 10, na pa´gina 70, adaptada de Box, Hunter e Hunter (2005), mostra
treˆs gra´ficos com resultados da aplicac¸a˜o de MMEP com diferentes valores do fator de
suavizac¸a˜o.
A partir dos gra´ficos da Figura 10, pode-se perceber que quanto menor o valor
do fator de suavizac¸a˜o, mais abrupta e´ a mudanc¸a entre os resultados. Isso e´ evidenciado
pela diferenc¸a entre os tamanhos das barras, que e´ maior para θ = 0, 4.
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Figura 10 – Resultados de aplicac¸o˜es de MMEP com os respectivos valores para o fator
de suavizac¸a˜o θ = 0, 4; θ = 0, 6 e θ = 0, 8
Fonte – (BOX; HUNTER; HUNTER, 2005). Adaptado.
Os pro´prios Box, Hunter e Hunter (2005) apresentam como poss´ıvel soluc¸a˜o
para a definic¸a˜o do valor de θ, a utilizac¸a˜o do erro entre a previsa˜o e o resultado real
obtido, cuja ideia e´ minimizar a soma dos quadrados dos erros. Essa reduc¸a˜o, pode ser
calculada por meio da equac¸a˜o 3.7:
EQM =
i=t∑
i=1
(yt − yˆt)2 (3.7)
O funcionamento da equac¸a˜o consiste no somato´rio de todos os erros de pre-
visa˜o elevados ao quadrado. Um erro de previsa˜o e´ dado pela diferenc¸a entre o valor
previsto pelo modelo, para um instante (yt), e o valor estimado para o mesmo instante
(yˆt). A Figura 11 (ver pa´gina 71) representa o comportamento da MMEP em um gra´fico
exemplo.
No gra´fico da Figura 11, a curva de cor azul representa os dados reais e a curva
de cor alaranjada representa os dados obtidos a partir do ca´lculo da MMEP.
E´ poss´ıvel perceber que, diferente da me´dia ponderada, a MMEP na˜o e´ uma
equac¸a˜o linear. Ela acompanha a tendeˆncia, o que permite a realizac¸a˜o de estimativas mais
precisas para esse caso, quando comparada com a me´dia ponderada. Nota-se, tambe´m,
uma oscilac¸a˜o menor da curva que representa a MMEP dos dados reais, quando comparada
com a curva desses dados.
De acordo com Awheda e Schwartz (2013), MMEP e´ uma ferramenta utilizada
para realizar ana´lises sobre dados oriundos de se´ries temporais. Box, Hunter e Hunter
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Figura 11 – Gra´fico que mostra o efeito de suavizac¸a˜o obtido atrave´s da aplicac¸a˜o de
MMEP
(2005) destacam alguns pontos em favor desse me´todo, tais como sua robustez, a facilidade
do seu ca´lculo e o fato de proporcionar certo grau de relevaˆncia aos dados utilizados nele.
Os autores ainda evidenciam sua grade utilidade na a´rea industrial, na qual
e´ utilizada, com frequeˆncia, no monitoramento e no ajuste de processos que fazem parte
do controle estat´ıstico de processos de produc¸a˜o. O monitoramento consiste em detec-
tar pontos que podem representar falhas no sistema, ao passo que o ajuste consiste em
compensar poss´ıveis variac¸o˜es no sistema.
Com uma proposta diferente, Fehlmann e Kranich (2014) abordam a MMEP,
juntamente com gra´ficos de controle Q, para monitorar e controlar processos de desen-
volvimento de softwares. A abordagem apresentada pelos autores permite que sejam
previstas situac¸o˜es que podem levar a eventos na˜o controlados, os quais podem prejudicar
o processo.
Em 2015, Lu, Tsai e Chen (2015) desenvolveram um trabalho no qual o con-
ceito de MMEP e´ implementado em um algoritmo capaz de detectar violac¸o˜es da quali-
dade de servic¸o. Os testes da abordagem foram aplicados sobre conjuntos de dados reais,
obtidos de servic¸os que permitem a comunicac¸a˜o entre sistemas distintos atrave´s da In-
ternet, conhecidos como web-services. Na oportunidade, o desempenho do algoritmo que
implementa a MMEP foi comparado com o desempenho de um algoritmo que implementa
outra te´cnica estat´ıstica de previsa˜o, conhecida como CUSUM. Como resultado, os auto-
res chegaram a` conclusa˜o de que o algoritmo que utiliza MMEP e´ capaz de identificar as
violac¸o˜es de qualidade de servic¸o de forma mais ra´pida quando comparado ao que utiliza
CUSUM.
Tambe´m na a´rea da tecnologia, Silva et al. (2017) avaliam desempenhos de
algoritmos que fazem o balanceamento de carga em redes de computadores. Os algoritmos
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avaliados implementam as seguintes pol´ıticas de balanceamento de carga em redes de
computadores definidas por software: round robin, random, txbytes, cpuq-load e load/load-
prev. Dentre essas pol´ıticas, load e load-prev utilizam o conceito de MMEP para estimar,
estatisticamente, a carga me´dia dos servidores.
O conceito de Me´dia Mo´vel Exponencialmente Ponderada e´ utilizado com
frequeˆncia nas a´reas de engenharias, financ¸as e computac¸a˜o, pore´m, ate´ o momento, na˜o
foram encontrados trabalhos que abordam esse conceito no aˆmbito educacional, especifi-
camente na modelagem de sistemas de detecc¸a˜o automa´tica de EAs. Esse fato destaca a
importaˆncia do trabalho aqui desenvolvido, no sentido de aprimorar abordagens ja´ exis-
tentes e melhorar o processo de aprendizagem na Educac¸a˜o a Distaˆncia.
De maneira a aprimorar o processo de detecc¸a˜o de EAs proposto por Dorc¸a
(2012), o conceito de MMEP pode ser utilizado pelo CME, como paraˆmetro adicional,
no processo de decisa˜o sobre a aplicac¸a˜o de ajustes nos EAs Probabil´ısticos. Isso porque,
a verificac¸a˜o, considerando apenas o desempenho do estudante, pode induzir o CME a
tomar deciso˜es erradas, uma vez que fatores aleato´rios podem exercer influeˆncia sobre essa
performance. Nesse sentido, por meio de deciso˜es mais precisas, ajustes desnecessa´rios
no ME podem ser evitados, garantindo a manutenc¸a˜o das probabilidades de estrate´gias
consideradas, ate´ enta˜o, adequadas.
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O presente trabalho caracteriza-se como uma pesquisa quantitativa, cujos re-
sultados sa˜o quantificados por meio de recursos matema´ticos e estat´ısticos. Os dados
analisados nesta proposta sa˜o provenientes de simulac¸a˜o computacional, portanto na˜o se
trata de uma pesquisa aplicada em um AVA real. Ale´m disso, esta proposta caracteriza-se
por ser experimental, tendo in´ıcio a partir das formulac¸o˜es do problema e de uma hipo´tese.
Em seguida, sa˜o aplicados tratamentos diferentes aos grupos avaliados, de modo que cada
tratamento, neste trabalho, refere-se a`s duas abordagens simuladas: aquela proposta por
Dorc¸a (2012) e a que utiliza o conceito de Me´dia Mo´vel Exponencialmente Ponderada.
Por fim, ana´lises sa˜o feitas sobre os dados obtidos a partir da etapa anterior, os quais
permitem a aceitac¸a˜o ou a rejeic¸a˜o da hipo´tese formulada (GERHARDT; SILVEIRA,
2009).
Conforme discutido anteriormente, o presente trabalho apresenta como pro-
posta a utilizac¸a˜o do conceito de Me´dia Mo´vel Exponencialmente Ponderada (MMEP)
como recurso na busca por melhores resultados dos que os obtidos por Dorc¸a (2012). Para
isso, o CME e o MP apresentados por Dorc¸a (2012) passara˜o por modificac¸o˜es, de modo
que o funcionamento do CME passara´ a levar em considerac¸a˜o a MMEP dos desempe-
nhos obtidos pelo estudante para cada estrate´gia pedago´gica selecionada nas sesso˜es de
aprendizagem anteriores. Ale´m disso, a taxa de aprendizagem do agente, utilizada no
momento de atualizac¸a˜o do Modelo do Estudante, deixara´ de ser um valor fixo e passara´
a ser calculada em func¸a˜o do rendimento do aluno ao final da sessa˜o de aprendizagem.
A metodologia deste trabalho e´ dividida em Metodologia de desenvolvimento,
descrita na sec¸a˜o 4.1 e Metodologia de experimentac¸a˜o, detalhada na sec¸a˜o 4.2. A primeira
descreve os me´todos adotados para o desenvolvimento do modelo e a segunda descreve os
me´todos utilizados em sua experimentac¸a˜o.
4.1 Metodologia de desenvolvimento
Conforme afirmac¸a˜o de Popescu (2009), reforc¸ada por Feldman, Monteserin
e Amandi (2015), a detecc¸a˜o automa´tica de estilos de aprendizagem que faz uso das
informac¸o˜es presentes no ME pode ser feita de forma expl´ıcita ou de forma impl´ıcita. No
presente trabalho, sera´ abordado o me´todo impl´ıcito, a partir do qual a modelagem e,
consequentemente, a detecc¸a˜o dos EAs do estudante sera´ feita com base em te´cnicas de
IA.
Segundo Popescu (2009), a modelagem impl´ıcita pode ser realizada com base
em 3 informac¸o˜es distintas: no desempenho do estudante, no seu comportamento ao
interagir com o sistema ou nas respostas fornecidas por ele pro´prio. A modelagem do
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estudante nesta proposta e´ feita com base no seu desempenho, diferente da maioria dos
trabalhos, em que o comportamento do estudante dentro do ambiente de aprendizagem e´
levado em considerac¸a˜o.
A nota do estudante foi escolhida como paraˆmetro para a modelagem devido
a alguns fatores. Primeiramente, a nota e´ o elemento que indica com maior precisa˜o o
qua˜o adequada e´ a estrate´gia pedago´gica adotada. Ale´m disso, e´ um paraˆmetro fa´cil de
ser obtido e capaz de representar a principal caracter´ıstica do processo de aprendizagem,
o na˜o determinismo, conforme aponta Dorc¸a (2012), pois, a nota do estudante ao final de
uma sessa˜o independe das notas de sesso˜es de aprendizagem anteriores.
Um dos objetivos deste trabalho, conforme apresentado no cap´ıtulo de in-
troduc¸a˜o, e´ aprimorar o me´todo proposto por Dorc¸a (2012) atrave´s da reduc¸a˜o do nu´mero
de sesso˜es de aprendizagem necessa´rias para que o sistema identifique os EAs do estu-
dante. Essa reduc¸a˜o concentra-se sobre as sesso˜es de aprendizagem desnecessa´rias a que
e´ submetido o estudante quando seu desempenho cai devido a fatores externos.
Com arquitetura semelhante a` arquitetura de um STI e a` proposta por Dorc¸a
(2012), o sistema aqui proposto teve seu desenvolvimento dividido em mo´dulos, de modo
que cada mo´dulo tem uma func¸a˜o espec´ıfica e bem definida dentro do sistema. Entre
os mo´dulos, ocorre a troca de informac¸o˜es, de maneira que o resultado de atividades
executadas por um desses mo´dulos e´ tido como entrada para que o outro execute suas
atividades.
Diante da grande consisteˆncia do ME e do MP elaborados por Dorc¸a (2012),
esta abordagem procura manter as principais caracter´ısticas desses elementos, concen-
trando um maior esforc¸o no CME e em alguns ajustes no MP. Ale´m disso, o me´todo de
simulac¸a˜o sera´ o PESDE, tambe´m proposto por Dorc¸a (2012).
4.1.1 Modelo do Estudante
Conforme apresentado na sec¸a˜o 2.5.1, o ME e´ responsa´vel por armazenar in-
formac¸o˜es que permitam ao sistema fazer infereˆncias acerca do estudante. No caso desta
proposta, as informac¸o˜es presentes no ME consistem nos EAs probabil´ısticos do estu-
dante, nos conceitos a serem vistos pelo estudante e no seu n´ıvel de conhecimento acerca
de cada um desses conceitos.
Para Brusilovsky e Milla´n (2007) o ME, no caso espec´ıfico de sistemas adapta-
tivos voltados para ambientes educacionais, e´ fundamental para o desenvolvimento desse
tipo de sistema, pois armazena informac¸o˜es espec´ıficas do estudante, o que permite que
o sistema fornec¸a adaptatividade a partir das informac¸o˜es individuais do usua´rio.
Com base nos trabalhos de Franzoni et al. (2008) e Franzoni e Assar (2009),
os EAs probabil´ısticos sa˜o definidos no ME como grupos chamados CEAs. Esses grupos
representam combinac¸o˜es dos EAs do FSLSM, de modo que cada um deles e´ sempre
definido por 1 EA de cada dimensa˜o do modelo. Assim, tem-se ao todo 16 CEAs (24).
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Mantendo a carater´ıstica de probabilidade de ocorreˆncia dos EAs proposta por
Dorc¸a (2012), os EAs presentes no ME sa˜o representados por meio dessas probabilidades.
Sabendo que os EAs de uma dimensa˜o sa˜o complementares entre si, a soma das probabi-
lidades de ocorreˆncia desses 2 EAs e´ sempre igual a 1. Dessa forma, se a probabilidade
de ocorreˆncia do EA Ativo e´ igual a 0,90, a probabilidade de ocorreˆncia do EA Reflexivo
e´, obrigatoriamente, igual a 0,10.
Ciente dessa caracter´ıstica e sabendo que nesta abordagem e´ poss´ıvel tanto a
detecc¸a˜o quanto a correc¸a˜o dos EAs probabil´ısticos, e´ poss´ıvel definir inicialmente os EAs
probabil´ısticos com base nos resultados da aplicac¸a˜o do ILS, detalhado na sec¸a˜o 2.1.2.1.
Fazendo isso, a probabilidade de ocorreˆncia de um determinado EA e´ dada pela quantidade
de respostas que tendem para esse EA dividido pela quantidade total de questo˜es para
a dimensa˜o a que pertence o EA. Considerando a dimensa˜o Entrada do FSLSM, por
exemplo, se o estudante respondeu a 6 questo˜es tendendo para o EA Visual e 5 questo˜es
tendendo para o EA Verbal, a representac¸a˜o matema´tica do ca´lculo da probabilidade de
ocorreˆncia desses estilos e´ dado respectivamente por:
Prob(V isual) =
6
11
= 0, 55
e
Prob(V erbal) =
5
11
= 0, 45
Dessa forma os EAs probabil´ısticos da dimensa˜o Entrada no ME podem ser
representados pela Tabela 3:
Tabela 3 – EAs Probabil´ısticos da dimensa˜o Entrada
EAs Probabil´ısticos
Entrada
Visual Verbal
0,55 0,45
Fonte – (DORC¸A et al., 2011; DORC¸A, 2012). Adaptado.
Caso na˜o seja aplicado o ILS para saber os EAs do estudante, o ME e´ iniciali-
zado a partir da atribuic¸a˜o da probabilidade 0,50 para cada EA, que significa que na˜o se
tem conhecimento nenhum sobre os EAs do estudante e o sistema tera´ a missa˜o de fazer
essa identificac¸a˜o.
O n´ıvel de conhecimento ou Estado Cognitivo do estudante sobre cada conceito
a ser visto e´ modelado no ME de acordo com a Taxonomia de Bloom, detalhada na sec¸a˜o
2.2 e representada graficamente pela Figura 12 (ver pa´gina 76). Como essa taxonomia e´
composta por 6 n´ıveis, no ME o n´ıvel de conhecimento do estudante sobre um conceito
varia de 0 a 5, em que 0 (equivalente ao n´ıvel Conhecimento na piraˆmide) significa que
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o estudante na˜o possui conhecimento algum sobre o conceito e 5 (equivalente ao n´ıvel
Avaliac¸a˜o na piraˆmide) e´ o n´ıvel de conhecimento ma´ximo.
Figura 12 – Piraˆmide hiera´rquica que apresenta os n´ıveis da Taxonomia de Bloom
Por fim, o u´ltimo elemento que compo˜e o ME sa˜o os objetivos de aprendizagem.
Esses elementos representam o conteu´do a ser estudado e variam de acordo com a ementa
do curso. Devido a essa possibilidade de variac¸a˜o, esse e´ um paraˆmetro que pode ser
definido antes da primeira sessa˜o de aprendizagem do estudante. Ele e´ que define quantos
conceitos o estudante deve aprender ao longo do curso ou processo de aprendizagem.
Considerando que a probabilidade de ocorreˆncia dos EAs sa˜o dadas pelas se-
guintes equac¸o˜es:
Prob(Ativo) = Prob(Sensitivo) = Prob(Sequencial) = Prob(V isual) =
6
11
= 0, 55
e
Prob(Reflexivo) = Prob(Intuitivo) = Prob(Global) = Prob(V erbal) =
5
11
= 0, 45
O ME pode ser representado pela Tabela 4.
Tabela 4 – Modelo do Estudante
Estilos de Aprendizagem Probabil´ısticos
Processamento Percepc¸a˜o Entrada Organizac¸a˜o
0,55 0,45 0,55 0,45 0,55 0,45 0,55 0,45
Objetivos de Aprendizagem e Estado Cognitivo
OA = {〈C0, 5〉 · · · 〈Cn−1, 5〉}
EC = {〈C0,−1〉 · · · 〈Cn−1,−1〉}
Fonte – (DORC¸A et al., 2011; DORC¸A, 2012). Adaptado.
4.1.2 Mo´dulo Pedago´gico
Escolher estrate´gias pedago´gicas em um processo de aprendizagem pode ser
mais complexo do que parece, pois o sucesso desse processo depende fortemente delas.
4.1. Metodologia de desenvolvimento 77
Nesta abordagem, estrate´gias pedago´gicas consistem na forma como o conteu´do e´ apre-
sentado ao estudante. Portanto, estrate´gias pedago´gicas adequadas aos EAs do aluno
podem fazer com que o estudante tenha uma aprendizagem de qualidade e ra´pida. Pore´m,
essa na˜o e´ uma tarefa simples, alia´s, e´ o principal motivo deste trabalho.
Escolher estrate´gias adequadas depende do conhecimento que se tem do usua´rio.
E´ por isso que o ME e´ ta˜o importante, a partir das informac¸o˜es coletadas do estudante
ele dara´ suporte ao Mo´dulo Pedago´gico (MP) para que esse u´ltimo selecione a melhor
estrate´gia pedago´gica para aquele estudante. Assim, a func¸a˜o do MP e´ escolher, den-
tre as poss´ıveis estrate´gias pedago´gicas, aquela que melhor se aplica a`s caracter´ısticas e
prefereˆncias do usua´rio, inferidas pelo sistema.
O FSLSM, modelo de Felder e Silverman discutido na sec¸a˜o 2.1.2, apresenta as
poss´ıveis prefereˆncias que uma pessoa tem de receber e processar a informac¸a˜o, chamadas
de Estilos de Aprendizagem (EAs). De acordo com o modelo existem ao todo 8 EAs
distribu´ıdos em 4 dimenso˜es, de modo que cada dimensa˜o possui 2 EAs opostos entre si.
Cada dimensa˜o aborda a informac¸a˜o em um sentido espec´ıfico, captar, processar, organi-
zar ou perceber. Contudo, o recebimento e processamento da informac¸a˜o e´ composto da
combinac¸a˜o desses sentidos, ou seja, do in´ıcio ao fim desse processo a informac¸a˜o passa
por todos os sentidos como se eles fossem etapas. Dessa forma surge o conceito discu-
tido por Franzoni et al. (2008) e Franzoni e Assar (2009), a Combinac¸a˜o de Estilos de
Aprendizagem (CEA).
De maneira a tratar a aprendizagem como um processo completo, o MP aqui
proposto aborda as estrate´gias pedago´gicas como uma combinac¸a˜o das prefereˆncias do es-
tudante para cada dimensa˜o do FSLSM. Portanto, quando se tratar de EAs do estudante,
o MP considerara´ uma combinac¸a˜o de 4 EAs do FSLSM. Assim sendo, existem 16 tipos
de estudantes e um estudante so´ se enquadra em um dos 16 tipos.
Conforme apresentado na sec¸a˜o 4.1.1, os EAs do estudante sa˜o representados
por probabilidades no ME. Isso implica que, como o MP e´ o responsa´vel por identificar
os EAs do estudante, ele fara´ as infereˆncias sobre tais prefereˆncias com base nas proba-
bilidades presentes no ME. Essa func¸a˜o e´ atribu´ıda a ele para que a escolha da forma de
apresentac¸a˜o do conteu´do seja feita de forma a facilitar a aprendizagem do estudante.
Como esse e´ um modelo probabil´ıstico e na˜o determin´ıstico, a probabilidade
de o estudante preferir cada EA e´ dada por Cadeias de Markov (CM) e armazenada no
ME. Assim, sa˜o necessa´rias 4 CM para realizar os ca´lculos das probabilidades de todos
os EAs, sendo cada cadeia associada a uma dimensa˜o do FSLSM. Com base nisso, o tipo
de estudante, representado por sua CEA, e´ inferido estocasticamente pelo MP com base
nas probabilidades de ocorreˆncia de cada EA que o compo˜e. Essa infereˆncia e´ dada pela a
multiplicac¸a˜o das probabilidades de ocorreˆncia dos EAs encontradas no ME. A Equac¸a˜o
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4.1 representa o ca´lculo da probabilidade de ocorreˆncia de cada CEA:
ProbCEA = ProbEA1 × ProbEA2 × ProbEA3 × ProbEA4 (4.1)
Considerando os valores armazenados na Tabela 4, que representa o ME na
sessa˜o anterior, o ca´lculo da CEA composta pelos EAs Ativo, Intuitivo, Verbal e Global
e´ feito da seguinte forma:
Prob(Ati,Int,V er,Glo) = Prob(Ati) × Prob(Int) × Prob(V er) × Prob(Glo)
Prob(Ati,Int,V er,Glo) = 0, 55× 0, 45× 0, 45× 0, 45 = 0, 050
A estrate´gia que melhor atende a`s prefereˆncias do estudante e´ aquela cujo
produto dos seus EAs e´ o maior dentre os demais. Portanto, o MP realiza o ca´lculo
das probabilidades de todas as estrate´gias pedago´gicas para depois escolher aquela com
a maior probabilidade de ocorreˆncia. Ainda tomando como base o ME definido na sessa˜o
anterior, a tabela de probabilidades constru´ıda pelo MP, fundamental para que seja esco-
lhida a melhor estrate´gia pedago´gica, seria semelhante a` Tabela 5.
Tabela 5 – Ca´lculo das probabilidades das CEAs
CEA Probabilidade
CEA = {Ati, Sen, V is, Seq} Prob = 0, 55× 0, 55× 0, 55× 0, 55 = 0, 092
CEA = {Ati, Sen, V is,Glo} Prob = 0, 55× 0, 55× 0, 55× 0, 45 = 0, 075
CEA = {Ati, Sen, V er, Seq} Prob = 0, 55× 0, 55× 0, 45× 0, 55 = 0, 075
CEA = {Ati, Sen, V er,Glo} Prob = 0, 55× 0, 55× 0, 45× 0, 45 = 0, 061
CEA = {Ati, Int, V is, Seq} Prob = 0, 55× 0, 45× 0, 55× 0, 55 = 0, 075
CEA = {Ati, Int, V is,Glo} Prob = 0, 55× 0, 45× 0, 55× 0, 45 = 0, 061
CEA = {Ati, Int, V er, Seq} Prob = 0, 55× 0, 45× 0, 45× 0, 55 = 0, 061
CEA = {Ati, Int, V er,Glo} Prob = 0, 55× 0, 45× 0, 45× 0, 45 = 0, 050
CEA = {Ref, Sen, V is, Seq} Prob = 0, 45× 0, 55× 0, 55× 0, 55 = 0, 075
CEA = {Ref, Sen, V is,Glo} Prob = 0, 45× 0, 55× 0, 55× 0, 45 = 0, 061
CEA = {Ref, Sen, V er, Seq} Prob = 0, 45× 0, 55× 0, 45× 0, 55 = 0, 061
CEA = {Ref, Sen, V er,Glo} Prob = 0, 45× 0, 55× 0, 45× 0, 45 = 0, 050
CEA = {Ref, Int, V is, Seq} Prob = 0, 45× 0, 45× 0, 55× 0, 55 = 0, 061
CEA = {Ref, Int, V is,Glo} Prob = 0, 45× 0, 45× 0, 55× 0, 45 = 0, 050
CEA = {Ref, Int, V er, Seq} Prob = 0, 45× 0, 45× 0, 45× 0, 55 = 0, 050
CEA = {Ref, Int, V er,Glo} Prob = 0, 45× 0, 45× 0, 45× 0, 45 = 0, 041
Soma das probabilidades = 1, 000
Fonte – (DORC¸A et al., 2011; DORC¸A, 2012). Adaptado.
Como este trabalho utiliza o conceito de MMEP, ale´m de armazenar as proba-
bilidades de selec¸a˜o de cada estrate´gia pedago´gica, o MP mante´m, para cada estrate´gia
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pedago´gica, a MMEP dos desempenhos obtidos pelo estudante quando a respectiva es-
trate´gia foi selecionada. Assim, MP e´ capaz de fornecer informac¸o˜es ao CME, cuja estru-
tura e funcionamento sera˜o detalhados na sec¸a˜o seguinte, para que esse decida e aplique,
caso necessa´rio, modificac¸o˜es no ME.
Dessa forma, ao final de cada sessa˜o de aprendizagem, o desempenho do es-
tudante e´ coletado pelo MP, que automaticamente calcula, considerando a estrate´gia
pedago´gica selecionada, a MMEP dos desempenhos obtidos quando tal estrate´gia foi se-
lecionada. A Tabela 6 representa o MP aqui desenvolvido.
Tabela 6 – Representac¸a˜o do Mo´dulo Pedago´gico proposto neste trabalho
Mo´dulo Pedago´gico
CEA Probabilidade de selec¸a˜o MMEP
CEA1 = {Ati, Sen, V is, Seq} 0, 092 89
CEA2 = {Ati, Sen, V is,Glo} 0, 075 81
CEA3 = {Ati, Sen, V er, Seq} 0, 075 73
CEA4 = {Ati, Sen, V er,Glo} 0, 061 62
CEA5 = {Ati, Int, V is, Seq} 0, 075 62
CEA6 = {Ati, Int, V is,Glo} 0, 061 38
CEA7 = {Ati, Int, V er, Seq} 0, 061 81
CEA8 = {Ati, Int, V er,Glo} 0, 050 0
CEA9 = {Ref, Sen, V is, Seq} 0, 075 73
CEA10 = {Ref, Sen, V is,Glo} 0, 061 27
CEA11 = {Ref, Sen, V er, Seq} 0, 061 55
CEA12 = {Ref, Sen, V er,Glo} 0, 050 0
CEA13 = {Ref, Int, V is, Seq} 0, 061 43
CEA14 = {Ref, Int, V is,Glo} 0, 050 0
CEA15 = {Ref, Int, V er, Seq} 0, 050 0
CEA16 = {Ref, Int, V er,Glo} 0, 041 0
Percebe-se na representac¸a˜o do MP atrave´s da Tabela 6 alguns valores de
MMEP iguais a 0. Isso pode acontecer para os casos em que a respectiva estrate´gia
pedago´gica na˜o foi selecionada nenhuma vez durante o processo de aprendizagem.
Excetuando-se o valor 0, tambe´m existem na representac¸a˜o valores acima e
abaixo de 60, que e´ o desempenho mı´nimo exigido pelo sistema. E´ com base nesses valores
que o CME tomara´ a decisa˜o de modificar ou na˜o os EAs Probabil´ısticos presentes no
ME.
4.1.3 Componente de Modelagem do Estudante
Conforme mencionado anteriormente, o sucesso de um sistema de detecc¸a˜o e
correc¸a˜o dos EAs Probabil´ısticos depende fortemente da forma como esse sistema realiza
a modelagem do estudante. Assim, a precisa˜o da modelagem e´ que determinara´ sua
eficieˆncia.
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Como o foco deste trabalho e´ fazer com que a detecc¸a˜o e a correc¸a˜o dos EAs
Probabil´ısticos do estudante seja feita de forma mais ra´pida e precisa, as principais con-
tribuic¸o˜es se concentram no Componente de Modelagem do Estudante (CME), que e´
o elemento responsa´vel por realizar as infereˆncias sobre as prefereˆncias do estudante,
armazenando-as no ME.
Em seu trabalho, Dorc¸a (2012) utiliza a Aprendizagem por Reforc¸o (AR) para
realizar tais infereˆncias. Nele os ajustes sa˜o feitos sempre que uma deficieˆncia no processo
de aprendizagem e´ detectada. Contudo, conforme ja´ apontado, o processo originalmente
idealizado pelo autor pode promover ajustes desnecessa´rios no ME. Eles, por sua vez,
podem desviar o foco do algoritmo ocasionando atrasos no processo de detecc¸a˜o e correc¸a˜o
dos EAs.
Como alternativa para eliminar essa deficieˆncia, foi proposto um novo algo-
ritmo, tambe´m baseado em AR, sendo esse reforc¸o foi ajustado para evitar a ocorreˆncia
de tais modificac¸o˜es desnecessa´rias. Esse algoritmo, variac¸a˜o do Q-learning, e´ o nu´cleo
do CME desta proposta.
Essa abordagem faz-se necessa´ria porque nem sempre o mal desempenho do
estudante ao final de uma sessa˜o de aprendizagem e´ reflexo de falhas na escolha das
estrate´gias pedago´gicas. Muitas vezes, as causas dessa deficieˆncia no processo de apren-
dizagem podem ser outros fatores. Exemplos desses fatores sa˜o o estado emocional do
estudante, seu estado de sau´de, o ambiente onde ele estuda etc. Isso significa que nem
sempre que um estudante obtiver um desempenho abaixo do desejado e´ necessa´rio mo-
dificar o ME. Assim, ao inve´s de se aplicar reforc¸os conforme proposto por Dorc¸a, o
sistema analisara´ o histo´rico de desempenhos obtidos quando foi selecionada a estrate´gia
pedago´gica em questa˜o. Somente a partir dessa ana´lise e´ que o sistema decidira´ se e´
necessa´rio ajustar o ME ou na˜o.
O CME pode ser considerado o elemento central do sistema aqui proposto. A
prova disso e´ que ele tem acesso a informac¸o˜es dos demais componentes do sistema. Cole-
tando informac¸o˜es do ME e do MP, o CME processa essas informac¸o˜es e, caso necessa´rio,
promove modificac¸o˜es no ME. Essas modificac¸o˜es sa˜o feitas por meio de AR.
Como bem destacado por Dorc¸a (2012), a AR apresenta o seguintes elementos:
• Conjunto de estados;
• Conjunto de ac¸o˜es;
• Percepc¸a˜o do ambiente;
• Reforc¸o;
• Func¸a˜o ganho.
Cada um desses elementos e´ representado nesta abordagem como elementos
integrantes do processo de aprendizagem. Por exemplo, o conjunto de estados pode ser
4.1. Metodologia de desenvolvimento 81
representado pelas probabilidades de ocorreˆncia de cada EA presentes no ME. O conjunto
de ac¸o˜es, por sua vez, e´ representado pelas estrate´gias pedago´gicas ou CEAs, que definem
como o conteu´do deve ser apresentado ao estudante. A percepc¸a˜o do ambiente e´ feita
por meio de avaliac¸o˜es de desempenho e por uma avaliac¸a˜o do histo´rico de desempenhos
obtidos em todas as ocasio˜es em que foi utilizada a estrate´gia selecionada. O reforc¸o e´
dado por uma func¸a˜o que leva em considerac¸a˜o os resultados obtidos a partir da percepc¸a˜o
do ambiente, o estado atual do sistema e a ac¸a˜o utilizada. Por fim, a func¸a˜o ganho define
a utilidade de uma estrate´gia pedago´gica (CEA) considerando o estado do sistema (ME).
Dessa forma, o funcionamento do CME tem in´ıcio com a observac¸a˜o do ambi-
ente. Esta etapa consiste na coleta de algumas informac¸o˜es como:
• as prefereˆncias do estudante, representadas pelas probabilidades de prefereˆncia pelos
EAp;
• o desempenho obtido pelo estudante ao final da sessa˜o de aprendizagem; e
• a estrate´gia pedago´gica utilizada naquela sessa˜o.
Uma vez obtidas as informac¸o˜es necessa´rias, o CME calcula a MMEP dos
desempenhos obtidos pelo estudante quando essa CEA foi utilizada. Isso e´ feito com base
na Equac¸a˜o 3.6 (ver pa´gina 69), uma vez adaptada para o contexto aqui apresentado.
Como esse ca´lculo exige informac¸o˜es geradas em sesso˜es de aprendizagem an-
teriores, ao final de cada sessa˜o de aprendizagem, o desempenho obtido pelo estudante
e´ armazenado na estrate´gia pedago´gica selecionada, conforme representac¸a˜o na Tabela 6
(ver pa´gina 79). Isso permite a manutenc¸a˜o do histo´rico de desempenhos nas sesso˜es de
aprendizagem em que aquela CEA foi selecionada, o que, por sua vez, facilita o ca´lculo.
Assim, adaptando a referida equac¸a˜o ao contexto aqui apresentado, o ca´lculo e´
feito com base na MMEP calculada na sessa˜o de aprendizagem anterior e no desempenho
gerado na atual sessa˜o de aprendizagem. O seu resultado, juntamente com a nota obtida
pelo estudante, sa˜o paraˆmetros utilizados pelo CME para decidir se e´ necessa´ria ou na˜o
a aplicac¸a˜o de ajustes no ME.
Isso permite que, ao final da sessa˜o de aprendizagem, mesmo que o estudante
tenha obtido um desempenho ruim na atual sessa˜o, o resultado da MMEP pode ser
superior ao mı´nimo exigido pelo sistema, na˜o obrigando o CME a ajustar as probabilidades
presentes no ME.
Por outro lado, considerando que a CEA selecionada na˜o possui um histo´rico
de bons desempenhos e que o ca´lculo forneceu um resultado abaixo do mı´nimo exigido,
o CME decide enta˜o ajustar o ME. Assim, para que ajustes sejam feitos no ME, tanto
a nota do estudante quanto a MMEP de suas notas, quando utilizada a atual estrate´gia
pedago´gica, devem ser inferiores a 60. Esses ajustes consistem na alterac¸a˜o das probabi-
lidades de ocorreˆncia de todos EAs presentes no ME, de modo que aqueles presentes na
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estrate´gia pedago´gica selecionada teˆm sua probabilidade decrementada e os demais teˆm
a sua probabilidade incrementada.
Isso e´ feito porque dentro de uma dimensa˜o do FSLSM, os EAs a ela per-
tencentes sa˜o complementares entre si. Assim, a probabilidade de ocorreˆncia de um e´
complementada pela probabilidade de ocorreˆncia do outro, o que significa que a soma de
suas probabilidades deve ser igual a 1. Portanto, considerando essa regra, se a probabili-
dade de um EA aumenta, a do seu complementar deve diminuir.
Conforme ja´ mencionado, os ajustes no ME sa˜o realizados por meio de AR,
portanto todos os ajustes nas probabilidades dos EAp sa˜o realizados a partir de um sinal
de reforc¸o que, conforme propo˜e Dorc¸a (2012), e´ calculado com base no desempenho do
estudante e nas forc¸as dos EAs inferidos pelo sistema. Em notac¸a˜o matema´tica, o ca´lculo
do reforc¸o e´ dado pela Equac¸a˜o 4.2.
R =
1
PFM ×DEA (4.2)
Na Equac¸a˜o 4.2, PFM corresponde ao desempenho obtido pelo estudante na
sessa˜o de aprendizagem atual e DEA representa a diferenc¸a entre os EAp de uma mesma
dimensa˜o, calculada a partir da Equac¸a˜o 3.3 (ver pa´gina 66). A diferenc¸a entre os EAs
representa a forc¸a das prefereˆncias do estudante. Dessa forma, quanto mais forte for a
prefereˆncia do estudante, mais baixo e´ o sinal de reforc¸o e mais dif´ıcil e´ a detecc¸a˜o de
suas verdadeiras prefereˆncias.
Um ponto importante em sistemas que utilizam a AR e´ o valor da taxa de
aprendizagem do agente, que e´ utilizada juntamente com o sinal de reforc¸o para promover
adequac¸o˜es no ambiente. Com valor pertencente ao intervalo [0, 1], essa taxa tem grande
influeˆncia sobre as mudanc¸as realizadas, podendo fazer alterac¸o˜es muito profundas quando
seu valor e´ grande e alterac¸o˜es muito sutis quando seu valor e´ pequeno demais (DORC¸A,
2012).
Em seu trabalho, Dorc¸a (2012) utiliza o valor 0,5 como taxa de aprendizagem
do agente. Nesta proposta, diferente do que foi proposto por Dorc¸a (2012), a taxa de
aprendizagem do agente varia ao final de cada sessa˜o de aprendizagem. Essa variac¸a˜o se
deve ao ca´lculo da taxa, no qual e´ utilizada a nota obtida pelo estudante naquela sessa˜o
de aprendizagem. A Equac¸a˜o 4.3 representa o ca´lculo da taxa.
α = 1−
(
PFM
100
)
(4.3)
Na equac¸a˜o 4.3, α representa a taxa de aprendizagem que se deseja obter, e
PFM representa a performance do estudante ao final da sessa˜o de aprendizagem.
Conforme citado no in´ıcio desta sec¸a˜o, a presente proposta baseia-se no algo-
ritmo de AR Q-learning, de modo que o objetivo e´ estimar, para determinado estado, a
melhor ac¸a˜o, isto e´, o melhor valor para Q(s, a). Por se tratar de uma abordagem pro-
babil´ıstica, a func¸a˜o de ganho, geralmente utilizada em algoritmos de AR, precisou ser
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adaptada para que se adequasse a` realidade aqui apresentada. Dessa forma, a equac¸a˜o que
define a qualidade das estrate´gias pedago´gicas levando em considerac¸a˜o as prefereˆncias
do estudante e´ dada pela Equac¸a˜o 3.2 (ver pa´gina 66).
Assim, sa˜o necessa´rios para realizar os ajustes no ME:
• o valor do reforc¸o;
• a taxa de aprendizagem do agente;
• as probabilidades dos EAs presentes no ME.
Quando o estudante na˜o obte´m um resultado superior ou igual ao resultado
mı´nimo exigido, considera-se que houve deficieˆncia no processo de aprendizagem. Isso
evidencia, teoricamente, uma deficieˆncia no processo de escolha da estrate´gia pedago´gica.
Portanto, acredita-se que a estrate´gia pedago´gica na˜o e´ boa e que, consequentemente, sua
probabilidade de ser selecionada deve ser reduzida.
Dessa forma, todos os EAs que compo˜em a CEA selecionada devem ter suas
probabilidades decrementadas, ao passo que seus EAs complementares devem ter suas
probabilidades incrementadas. Esse decremento deve ser feito com base no sinal de reforc¸o
multiplicado pela taxa de aprendizagem do agente.
Assim, a regra que define o ajuste dos EAs que compo˜em a CEA selecionada
pode ser definida da seguinte forma:
EAd[i] = EAd[i] − α×R (4.4)
Em que:
• EAd[i] representa o EA da dimensa˜o d[i] que compo˜e a CEA;
• α representa a taxa de aprendizagem do agente;
• R representa o sinal de reforc¸o calculado com base na performance do estudante e
na forc¸a dos EAs inferidos.
Por outro lado, os ajustes dos EAs complementares aos presentes na CEA
podem ser dados pela diferenc¸a entre a probabilidade total (1) e as novas probabilidades
dos EAs que compo˜em a CEA. Matematicamente esse ca´lculo pode ser representado da
seguinte maneira:
EACd[i] = 1− EA′d[i] (4.5)
De modo que:
• EACd[i] representa o EA complementar ao EA da dimensa˜o d[i] presente na CEA
selecionada;
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• EA′d[i] representa o EA presente na CEA selecionada ja´ com a sua probabilidade
ajustada.
O funcionamento da ferramenta e´ apresentado atrave´s do Algoritmo 3 (ver
pa´gina 84), sendo cada etapa apresentada de maneira bem definida.
Algoritmo 3 Algoritmo que utiliza MMEP e AR para detectar EAs
1: Inicializa o ME;
2: enquanto houver conceito a ser apresentado fac¸a
3: Selecione o conceito C;
4: Selecione, atrave´s do MP, uma CEA a;
5: Apresente o conteu´do considerando a estrate´gia pedago´gica a selecionada;
6: Avalie a performance PFM do estudante;
7: se Existir MMEP dos desempenhos de a enta˜o
8: Calcule a nova MMEP dos desempenhos de a (MMEP ′);
9: se PFM < 60 enta˜o
10: se MMEP ′ < 60 enta˜o
11: Calcule o sinal de reforc¸o R conforme Equac¸a˜o 4.2 (ver pa´gina 82);
12: Aplique os ajustes no ME de acordo com as regras definidas em 4.4 e
4.5 (ver pa´gina 83);
13: Fac¸a MMEP receber o valor de MMEP ′;
14: Repita o conceito C;
15: fim se
16: sena˜o
17: Passe para o pro´ximo conceito, C ′;
18: fim se
19: sena˜o
20: se PFM < 60 enta˜o
21: Calcule o sinal de reforc¸o R conforme Equac¸a˜o 4.2 (ver pa´gina 82);
22: Aplique os ajustes no ME de acordo com as regras definidas em 4.4 e 4.5
(ver pa´gina 83);
23: Fac¸a MMEP receber o valor de PFM ;
24: Repita o conceito C;
25: sena˜o
26: Passe para o pro´ximo conceito, C ′;
27: fim se
28: fim se
29: fim enquanto
4.2 Metodologia de experimentac¸a˜o
A ferramenta proposta foi testada exaustivamente utilizando o simulador de
desempenhos dos alunos (PESDE), de modo que tais testes ocorreram em etapas. Na
primeira etapa, o objetivo foi obter o melhor valor para o coeficiente de suavizac¸a˜o (θ).
Isso foi necessa´rio porque o valor desse paraˆmetro e´ elemento determinante para o sucesso
da abordagem. Nela, o algoritmo aqui proposto foi testado com seu fator de suavizac¸a˜o
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variando entre 0,1 e 0,9, de modo que os resultados dessas execuc¸o˜es foram comparados
apenas entre si. Uma vez identificado o melhor valor para θ, passou-se para a etapa
seguinte, na qual os dois algoritmos, o aqui proposto e o apresentado por Dorc¸a (2012),
sa˜o executados com paraˆmetros iniciais iguais. Isso foi feito para que, ao final dos testes,
os resultados fornecidos por eles pudessem proporcionar ana´lises estat´ısticas comparativas
entre os dois algoritmos. Essas ana´lises permitiram verificar a eficieˆncia do me´todo aqui
proposto.
4.2.1 Escolha do melhor valor para θ
Para cada valor de θ foi elaborado um conjunto de testes, no qual cada poss´ıvel
perfil de estudante foi testado diante de uma u´nica Combinac¸a˜o de Estilos de Aprendi-
zagem, chamada de Estilos de Aprendizagem Probabil´ısticos (EAs Probabil´ısticos). Esse
processo teve in´ıcio com a definic¸a˜o do Modelo do Estudante, que em todos os expe-
rimentos teve as probabilidades definidas conforme a Tabela 7 (ver p. 90). Os EAs
Probabil´ısticos consistem nos EAs com a maior probabilidade de ocorreˆncia presentes no
ME: EAProb = {Ati, Sen, V is, Seq}.
Em seguida, foram selecionados 50 conceitos a serem apresentados ao estu-
dante, sendo que cada conceito somente foi aprendido caso o estudante atingisse todos
os n´ıveis de conhecimento definidos na Taxonomia de Bloom. Como ao todo sa˜o 6 n´ıveis
de conhecimento, a quantidade mı´nima de sesso˜es de aprendizagem para cada paraˆmetro
de entrada do sistema (EAs reais do estudante) e´ 300, resultado da multiplicac¸a˜o entre a
quantidade de n´ıveis da taxonomia e a quantidade de conceitos a serem vistos.
4.2.2 Realizac¸a˜o dos experimentos
O algoritmo foi executado 30 vezes para cada um dos 16 poss´ıveis perfis reais,
representados pelas 16 Combinac¸o˜es dos Estilos de Aprendizagem (24), o que permitiu
a observac¸a˜o do comportamento da ferramenta ao longo de diferentes situac¸o˜es. Cada
perfil de estudante teve as dimenso˜es Percepc¸a˜o e Processamento compostas por EAs de
peso forte, o EA da dimensa˜o Entrada teve peso moderado e o da dimensa˜o Organizac¸a˜o
recebeu peso leve.
Franzoni e Assar (2009) entendem que o aluno na˜o possui apenas um EA, mas
sim uma combinac¸a˜o deles, pois uma pessoa pode ter prefereˆncias por EAs em mais de
uma dimensa˜o do Modelo de Estilos de Aprendizagem de Felder e Silverman (FSLSM).
Dessa forma, existem, de acordo com a visa˜o dos autores sobre o FSLSM, 16 tipos de
estudantes, de modo que cada um deles tem uma resposta para as seguintes questo˜es:
• que tipo de informac¸a˜o (fatos concretos ou abstrac¸o˜es) ele prefere receber?;
• como ele prefere receber a informac¸a˜o (atrave´s de palavras ou imagens)?;
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• como essa informac¸a˜o e´ processada (em grupo ou individualmente)?;
• como se da´ a busca pelo conhecimento (por meio de etapas definidas ou na˜o)?
Considerando que as respostas para essas perguntas representam as prefereˆncias
do estudante no processo de aprendizagem, todo aluno possui um dos 16 perfis existentes.
Para facilitar o processo de ana´lise estat´ıstica, ao final das execuc¸o˜es foram
contabilizadas as quantidades de sesso˜es de aprendizagem para cada perfil real avaliado.
Isso fez-se necessa´rio para que pudessem ser feitas comparac¸o˜es entre os resultados desta
proposta e da abordagem apresentada por Dorc¸a (2012).
Os paraˆmetros para a realizac¸a˜o dos testes foram definidos da seguinte maneira:
• Quantidade de conceitos: 50 para ambos os algoritmos;
• Taxa de aprendizagem do agente (α): 0,5 para o me´todo encontrado na literatura e
varia´vel para o me´todo aqui proposto;
• Valor mı´nimo (MMEP) exigido pelo sistema: 60 para o algoritmo aqui proposto;
• Valor mı´nimo (desempenho) exigido pelo sistema: 60 para o algoritmo proposto em
2012;
• Valor de θ no ca´lculo da MMEP: 0,1 apenas para o algoritmo com aplicac¸a˜o de
MMEP.
Nas sec¸o˜es 5.2.1, 5.2.2 e 5.2.3, sa˜o apresentados alguns dos experimentos rea-
lizados. Ao todo, foram simuladas as 16 Combinac¸o˜es de Estilos de Aprendizagem, em
analogia aos 16 perfis de estudante existentes. Cada perfil foi simulado 30 vezes, dentre
as quais os melhores resultados de cada abordagem foram selecionadas para participar
dos experimentos.
4.2.3 Ana´lise estat´ıstica
A ana´lise estat´ıstica dos resultados foi feita utilizando a plataforma estat´ıstica
R sobre 2 conjuntos de dados, sendo cada conjunto obtido a partir de um dos me´todos:
proposto por Dorc¸a (2012) e proposto neste trabalho. A escolha da referida plataforma
se deu devido ao fato de ser uma plataforma livre e de fa´cil utilizac¸a˜o.
Cada conjunto de dados reu´ne as quantidades de sesso˜es de aprendizagem que
o me´todo do qual foram extra´ıdos os dados levou ate´ que todos os conceitos fossem vistos
pelo estudante considerando todos os n´ıveis da Taxonomia de Bloom. Cada conjunto de
dados possu´ıa 30 × 16 itens, em que 30 e´ a quantidade de vezes que cada um dos 16 perfis
foi testado, totalizando 480 itens.
O objetivo de se realizar essa ana´lise estat´ıstica foi identificar a proposta que
apresentou o melhor desempenho diante do conjunto de paraˆmetros definido. A principal
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informac¸a˜o utilizada nesse processo de identificac¸a˜o e´ a quantidade de sesso˜es de apren-
dizagem de cada abordagem para cada simulac¸a˜o, de modo que quanto menos sesso˜es de
aprendizagem for necessa´rio ate´ que o objetivo seja atingido, melhor o me´todo.
Assim, o primeiro passo foi a formulac¸a˜o das hipo´teses. Assumiu-se como
hipo´tese nula aquela de que a abordagem proposta em 2012 seria capaz de concluir o
processo de aprendizagem com uma quantidade menor de sesso˜es. Por outro lado, a
hipo´tese alternativa e´ de que a hipo´tese nula na˜o e´ verdadeira.
Uma vez formuladas as hipo´teses nula e alternativa, foi aplicado, sobre ambos
os conjuntos de dados, o teste de normalidade de Shapiro-Wilk, cujo resultado apon-
tou que os dois conjuntos de dados na˜o possuem distribuic¸o˜es normais. Essa afirmac¸a˜o
limita os testes de hipo´teses aos testes na˜o parame´tricos, uma vez que na˜o se conhece
a distribuic¸a˜o dos dados desses conjuntos. Assim, com o intuito de identificar a abor-
dagem cujos resultados foram os melhores, optou-se por utilizar o teste de hipo´teses de
Mann-Whitney.
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A princ´ıpio tentou-se calcular o sinal de reforc¸o utilizando a MMEP dos de-
sempenhos ao inve´s do u´ltimo desempenho encontrado, contudo os resultados na˜o foram
satisfato´rios. Quando o estudante apresenta um problema de aprendizagem, comumente
o valor da MMEP dos desempenhos obtidos anteriormente e´ maior do que o desempenho
obtido pelo estudante na presente sessa˜o de aprendizagem. Esse fato pode ser apontado
como uma prova´vel justificativa para os resultados na˜o satisfato´rios encontrados a partir
da utilizac¸a˜o da MMEP no ca´lculo do reforc¸o. Isso porque o alto valor da MMEP faz
com que o sinal do reforc¸o seja muito pequeno, refletindo em uma lenta convergeˆncia do
algoritmo.
Diante dos resultados ruins da primeira tentativa, uma alternativa seria utilizar
o algoritmo apresentado por Awheda e Schwartz (2013), que ja´ combinava aprendizagem
por reforc¸o e o conceito de MMEP. Nessa abordagem o ca´lculo do reforc¸o poˆde ser feito
conforme a proposta de Dorc¸a (2012). Contudo, mesmo com resultados melhores do que
os obtidos nos testes anteriores, os resultados na˜o foram ta˜o bons quanto se esperava.
A justificativa para os u´ltimos maus resultados, diferente da situac¸a˜o anterior, estava
na forma de atualizac¸a˜o do ME. Como os ajustes eram feitos considerando a MMEP
das probabilidades anteriores, os ajustes foram muito pequenos, culminando em uma
maior quantidade de sesso˜es de aprendizagem necessa´rias para a apresentac¸a˜o de todo o
conteu´do.
A partir dos resultados encontrados, optou-se por desenvolver o me´todo con-
forme apresentado na sec¸a˜o 4.1, utilizando o conceito de MMEP no processo de decisa˜o
sobre a aplicac¸a˜o das modificac¸o˜es no ME. As sec¸o˜es seguintes apresentam os resultados
desta proposta.
5.1 Escolha do melhor valor para θ
A busca pelo valor de θ se deu de forma sistema´tica, o que significa que foram
testados diversos valores dentro de um intervalo e aquele que apresentou os melhores
resultados foi eleito o melhor valor. Como o valor do coeficiente deve ser um valor entre
0 e 1, definiu-se que os valores testados deveriam variar de 0,1 a 0,9 sendo incrementados
sempre em 0,1. Dessa forma, foram testados 9 valores para o fator de suavizac¸a˜o.
E´ importante ressaltar que, como paraˆmetros para os testes, os 16 poss´ıveis
perfis de estudante tiveram definidas para as dimenso˜es Percepc¸a˜o e Processamento EAs
fortes. Por sua vez, a dimensa˜o Entrada desses perfis tiveram EAs de peso moderado e os
EAs da dimensa˜o Organizac¸a˜o sempre foram definidos com peso leve. Esses pesos foram
definidos dessa forma com base nos experimentos de Dorc¸a (2012), no intuito de realizar
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Tabela 7 – Definic¸a˜o das probabilidades no Modelo do Estudante
Estilo de Aprendizagem Probabilidade
Ativo 0,70
Reflexivo 0,30
Sensitivo 0,70
Intuitivo 0,30
Visual 0,70
Verbal 0,30
Sequencial 0,70
Global 0,30
comparac¸o˜es dos resultados de ambos algoritmos a partir de execuc¸o˜es com paraˆmetros
ideˆnticos.
Diferente da quantidade mı´nima de sesso˜es de aprendizagem, a quantidade
ma´xima na˜o e´ definida. Isso porque devido a desempenhos insatisfato´rios obtidos pelo
aluno, a quantidade de sesso˜es de aprendizagem pode aumentar em relac¸a˜o a` quantidade
mı´nima. Portanto, a quantidade ma´xima de sesso˜es de aprendizagem vai depender da
quantidade de desempenhos abaixo do mı´nimo exigido.
Ao final das execuc¸o˜es foram coletadas as quantidades de sesso˜es de aprendi-
zagem necessa´rias ate´ que o estudante alcanc¸asse o n´ıvel de conhecimento ma´ximo em
todos os conceitos selecionados. Assim, para cada perfil de aluno, e para cada fator de
suavizac¸a˜o aplicado, obtiveram-se 30 valores. Em seguida foi calculada a me´dia geral de
sesso˜es de aprendizagem por valor de θ. Isso consistiu em calcular a me´dia das quantida-
des de sesso˜es de aprendizagem de todos os perfis para cada valor do fator de suavizac¸a˜o.
O resultado desse ca´lculo e´ apresentado na Tabela 8.
Tabela 8 – Me´dia de sesso˜es de aprendizagem por valor de θ
Valor de θ Me´dia de sesso˜es
0,1 362,04
0,2 362,68
0,3 361,92
0,4 363,26
0,5 364,77
0,6 365,04
0,7 367,37
0,8 378,63
0,9 389,02
Conforme consta na Tabela 8, as menores me´dias de sesso˜es de aprendizagem
foram obtidas quando o fator de suavizac¸a˜o teve os valores 0,1, 0,2 e 0,3. A partir de enta˜o,
os resultados obtidos, quando esses valores de θ foram utilizados, foram comparados aos
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resultados fornecidos pelo me´todo encontrado na literatura. Mesmo as 3 me´dias na˜o sendo
estatisticamente diferentes entre si, conforme resultado obtido a partir da aplicac¸a˜o do
me´todo de Mann-Whitney, a comparac¸a˜o entre as quantidades de sesso˜es de aprendizagem
para cada valor de θ e a quantidade de sesso˜es do me´todo presente na literatura, permitiu
identificar que os resultados obtidos quando utilizado θ = 0,1 foram os melhores. Assim,
assume-se 0,1 como o melhor valor para θ.
5.2 Resultados dos experimentos
Uma vez definido o melhor para θ, a pro´xima etapa foi realizar os testes sobre
a proposta aqui apresentada e sobre a proposta elaborada por Dorc¸a (2012). Para isso,
foram utilizados os mesmos paraˆmetros da etapa em que houve a escolha do melhor valor
para o coeficiente de suavizac¸a˜o.
O Modelo do Estudante, assim como os paraˆmetros ja´ mencionados, foi defi-
nido da mesma forma que na definic¸a˜o do valor de θ: EAs Probabil´ısticos compostos pelos
EAs Ativo, Sensitivo, Visual e Sequencial, tendo todos, como probabilidade, 0,70. Lem-
brando que o processo de aprendizagem e´ um processo na˜o determin´ıstico e que simulac¸o˜es
cujas condic¸o˜es iniciais sa˜o ideˆnticas podem na˜o fornecer o mesmo comportamento e, con-
sequentemente, o mesmo resultado.
O intuito de comparar os resultados dos dois algoritmos e´ verificar e validar
a maior eficieˆncia do me´todo aqui proposto em relac¸a˜o ao me´todo proposto por Dorc¸a
(2012). Sendo assim, ana´lises estat´ısticas foram realizadas de maneira a evidenciar as
diferenc¸as dos resultados tanto por estrate´gia pedago´gica quanto de um modo geral.
Resumos das me´dias de sesso˜es de aprendizagem e das me´dias das notas do
estudante sa˜o apresentados em duas tabelas. Na Tabela 9 (ver pa´gina 92) sa˜o comparadas
as quantidades me´dias de sesso˜es de aprendizagem de cada abordagem para cada perfil
simulado, bem como seus respectivos desvios-padra˜o; e na Tabela 10 (ver pa´gina 92)
sa˜o apresentadas as me´dias das notas obtidas para cada perfil simulado, bem como seus
respectivos desvios-padra˜o. Em ambas as tabelas, o melhor resultado e´ destacado em
negrito de forma a facilitar sua identificac¸a˜o.
Percebe-se, com base nas me´dias de sesso˜es de aprendizagem presentes na Ta-
bela 9, que, para alguns perfis simulados, ambas as abordagens apresentaram dificuldades
para identificar os EAs do aluno. E´ o caso dos perfis 4, 6, 7, 10, 11 e 13, os quais
apresentaram me´dias acima de 400 sesso˜es. Por outro lado, para os outros perfis, ambas
detectaram os EAs com mais facilidade, apresentando me´dias abaixo de 370 sesso˜es de
aprendizagem. Assim, os perfis simulados sa˜o divididos em 2 grupos: o grupo daqueles
que tiveram seus EAs identificados com maior dificuldade, e o grupo daqueles cujos EAs
foram detectados com menor dificuldade.
Diante disso, optou-se por detalhar alguns experimentos de perfis pertencentes
a ambos os grupos, como forma de apresentar situac¸o˜es que podem ocorrer durante o
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Tabela 9 – Me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Perfil simulado
Dorc¸a Ribeiro
Me´dia Desvio-padra˜o Me´dia Desvio-padra˜o
Perfil 1 = {Ati, Sen, V is, Seq} 326,36 22,78 319,96 16,79
Perfil 2 = {Ref, Sen, V is, Seq} 351,5 41,20 325,46 31,51
Perfil 3 = {Ati, Int, V is, Seq} 343,96 41,81 329,2 36
Perfil 4 = {Ref, Int, V is, Seq} 433,1 11,32 429,3 16,34
Perfil 5 = {Ati, Sen, V er, Seq} 345,66 38,32 338,6 32,11
Perfil 6 = {Ref, Sen, V er, Seq} 428,1 11,39 426,73 15,12
Perfil 7 = {Ati, Int, V er, Seq} 428,93 17,78 429,86 15,22
Perfil 8 = {Ref, Int, V er, Seq} 313,5 9,87 316,9 11,03
Perfil 9 = {Ati, Sen, V is,Glo} 360,93 48,88 329,06 35,82
Perfil 10 = {Ref, Sen, V is,Glo} 432,2 12,80 431,1 13,51
Perfil 11 = {Ati, Int, V is,Glo} 429,3 13,10 428,96 13,37
Perfil 12 = {Ref, Int, V is,Glo} 313 9,95 316,26 15,22
Perfil 13 = {Ati, Sen, V er,Glo} 428,8 12,92 427,9 15,12
Perfil 14 = {Ref, Sen, V er,Glo} 316,03 10,10 317,4 13,01
Perfil 15 = {Ati, Int, V er,Glo} 314,23 10,52 317,43 13,9
Perfil 16 = {Ref, Int, V er,Glo} 308,33 3,77 308,6 5,82
Tabela 10 – Me´dias das notas e seus desvios-padra˜o
Perfil simulado
Dorc¸a Ribeiro
Me´dia Desvio-padra˜o Me´dia Desvio-padra˜o
Perfil 1 = {Ati, Sen, V is, Seq} 84,29 15,94 85,19 14,56
Perfil 2 = {Ref, Sen, V is, Seq} 74,51 18,03 77,03 15,44
Perfil 3 = {Ati, Int, V is, Seq} 75,30 17,33 76,69 15,76
Perfil 4 = {Ref, Int, V is, Seq} 69,85 19,34 69,98 19,49
Perfil 5 = {Ati, Sen, V er, Seq} 75,25 17,50 75,87 16,77
Perfil 6 = {Ref, Sen, V er, Seq} 69,83 19,37 70,3 19,37
Perfil 7 = {Ati, Int, V er, Seq} 69,93 19,44 69,92 19,44
Perfil 8 = {Ref, Int, V er, Seq} 78,73 13,47 78,11 14,15
Perfil 9 = {Ati, Sen, V is,Glo} 73,92 18,48 76,74 15,72
Perfil 10 = {Ref, Sen, V is,Glo} 69,78 19,34 70 19,42
Perfil 11 = {Ati, Int, V is,Glo} 69,96 19,19 70,08 19,59
Perfil 12 = {Ref, Int, V is,Glo} 78,56 13,62 78,15 14,26
Perfil 13 = {Ati, Sen, V er,Glo} 69,97 19,22 70,19 19,51
Perfil 14 = {Ref, Sen, V er,Glo} 78,23 13,97 78,19 14,22
Perfil 15 = {Ati, Int, V er,Glo} 78,52 13,77 78,13 14,11
Perfil 16 = {Ref, Int, V er,Glo} 87,74 10,55 87,58 10,73
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processo de aprendizagem e o comportamento do modelo desenvolvido neste trabalho
diante dessas situac¸o˜es. Pertencentes ao primeiro grupo, foi selecionado um experimento
realizado sobre o perfil 4, enquanto que, pertencentes ao segundo grupo foram escolhidos
experimentos sobre os perfis 1 e 8. Como o segundo grupo foi consideravelmente maior
do que o primeiro, foram selecionados 2 perfis pertencentes a ele: um perfil cuja me´dia de
sesso˜es de aprendizagem foi menor quando comparada com a me´dia do me´todo presente
na literatura (Perfil 1), e um perfil que apresentou uma me´dia de sesso˜es de aprendizagem
maior em relac¸a˜o ao me´todo de 2012 (Perfil 8).
As sec¸o˜es 5.2.1, 5.2.2 e 5.2.3 teˆm como objetivo apresentar situac¸o˜es obser-
vadas durante o processo de simulac¸a˜o de aprendizagem. Nelas sa˜o feitas ana´lises sobre
comportamento da abordagem aqui desenvolvida sobre os experimentos dos 3 perfis. Isso
porque a discussa˜o dos experimentos sobre todos os perfis na˜o se faz necessa´ria, uma vez
que os experimentos na˜o apresentados neste cap´ıtulo se assemelham muito a`queles aqui
discutidos. Contudo, apesar de na˜o serem aqui discutidos, seus gra´ficos e tabelas sa˜o
apresentados no Apeˆndice A.
5.2.1 Experimento com o Perfil 1
O primeiro experimento foi realizado a partir da simulac¸a˜o de um estudante que
possui as seguintes prefereˆncias de aprendizagem: Ativo, Sensitivo, Visual e Sequencial.
Percebe-se que as prefereˆncias desse perfil de estudante coincidem com as prefereˆncias
definidas inicialmente no ME. Com base nessa informac¸a˜o, espera-se que a quantidade
me´dia de sesso˜es de aprendizagem necessa´rias para que ocorra a detecc¸a˜o dos EAs do
estudante seja baixa.
A partir de enta˜o verificou-se, ao final das 30 simulac¸o˜es do referido perfil,
a quantidade me´dia de sesso˜es de aprendizagem para ambas as abordagens, bem como
seus respectivos desvios-padra˜o. Como resultado, a abordagem presente na literatura,
aqui nomeada abordagem 1, obteve uma me´dia de aproximadamente 326,36 sesso˜es de
aprendizagem, chamada de me´dia 1. Por outro lado, o me´todo proposto neste trabalho
(abordagem 2), considerando as mesmas condic¸o˜es, obteve uma me´dia de, aproximada-
mente, 319,96 sesso˜es de aprendizagem, chamada me´dia 2.
Apesar de a me´dia 2 ter sido menor do que a me´dia 1, e´ necessa´rio verificar,
tambe´m, a dispersa˜o dos dados (nu´meros de sesso˜es de aprendizagem) em torno de ambas
as me´dias. Para isso, foi calculado o desvio-padra˜o das me´dias de ambas as abordagens.
Como resultado, obteve-se, para a abordagem 1, um desvio-padra˜o de aproximadamente,
22,78. Por outro lado, o resultado do mesmo ca´lculo, considerando a abordagem 2, obteve
um desvio-padra˜o de, aproximadamente, 16,79. Esses valores mostram que os dados
gerados pela abordagem 1, e utilizados no ca´lculo da me´dia 1, esta˜o mais distantes dessa
me´dia quando comparados aos dados fornecidos pela abordagem 2 em relac¸a˜o a` me´dia 2.
As me´dias e seus desvios-padra˜o podem ser observados na Tabela 11 e nos gra´ficos das
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Figuras 13 e 14, na pa´gina 94.
Tabela 11 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 326,36 22,78
Ribeiro 319,96 16,79
Figura 13 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 1 - Abordagem de Dorc¸a
Figura 14 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 1 - Abordagem de Ribeiro
Em ambos os gra´ficos e´ poss´ıvel observar, de forma visual, a distribuic¸a˜o das
quantidades de sesso˜es de aprendizagem, ao longo das 30 simulac¸o˜es, em torno das me´dias
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encontradas, representadas graficamente por meio das retas horizontais.
Como forma de verificar se o me´todo aqui proposto, de fato, e´ capaz de apri-
morar o processo de aprendizagem do estudante, foram calculadas as me´dias das notas
dos estudantes em cada abordagem. A nota me´dia obtida a partir de simulac¸o˜es aqui
realizadas, utilizando o PESDE, para o me´todo presente na literatura, foi de, aproxima-
damente, 84,29 pontos em uma escala de 0 a 100 e desvio-padra˜o 15,94. Por outro lado, as
simulac¸o˜es do me´todo proposto neste trabalho geraram uma me´dia de, aproximadamente,
85,19 pontos, tambe´m em uma escala de 0 a 100. Como desvio padra˜o, foi obtido o valor
aproximado de 14,56.
Com base nesses dados, percebe-se que, utilizando o me´todo no qual e´ apli-
cado o conceito de MMEP, o desempenho me´dio do estudante, para o perfil simulado, e´
melhor quando comparado com o desempenho me´dio do estudante a partir da utilizac¸a˜o
do me´todo de Dorc¸a (2012). Ale´m disso, o me´todo aqui proposto tem uma distribuic¸a˜o
das frequeˆncias das notas mais pro´xima da me´dia em comparac¸a˜o com o me´todo de 2012,
o que pode ser comprovado pelos valores de desvio padra˜o calculado para cada aborda-
gem. A Tabela 12 apresenta as notas me´dias do estudante de perfil 1 e seus respectivos
desvios-padra˜o.
Tabela 12 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 84,29 15,94
Ribeiro 85,19 14,56
Conforme ja´ mencionado, para apresentar o comportamento do modelo desen-
volvido neste trabalho, foi selecionado o experimento em que o processo de aprendiza-
gem foi conclu´ıdo com a menor quantidade de sesso˜es de aprendizagem em cada perfil
detalhado. Assim, o primeiro passo foi verificar, dentre as 30 simulac¸o˜es, aquela cuja
quantidade total de sesso˜es de aprendizagem foi a menor.
Ao final da ana´lise, chegou-se a` conclusa˜o de que a simulac¸a˜o do perfil 1, cujo
processo de aprendizagem foi conclu´ıdo de forma mais ra´pida, demorou 304 sesso˜es de
aprendizagem. Ao todo, nessa simulac¸a˜o, foram identificados 4 problemas de aprendiza-
gem e 4 ajustes no Modelo do Estudante.
Com base nesses valores, percebe-se que o modelo aqui desenvolvido apresen-
tou comportamento bastante semelhante ao modelo desenvolvido por Dorc¸a (2012), em
que ambos apresentam quantidades de ajustes iguais a`s quantidades de problemas de
aprendizagem. Esse comportamento pode ser observado a partir dos gra´ficos das Figuras
15 e 16 (ver pa´gina 96). Ale´m disso, nota-se, pela quantidade de sesso˜es de aprendizagem,
que esta abordagem poˆde identificar os EAs do estudante sem grandes dificuldades, uma
vez que o processo foi conclu´ıdo com uma quantidade de sesso˜es pro´xima a` quantidade
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mı´nima – 300 sesso˜es de aprendizagem, resultado da multiplicac¸a˜o da quantidade de con-
ceitos (50) pela quantidade mı´nima de vezes que cada conceito e´ apresentado ao aluno
(6).
Figura 15 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 1
Figura 16 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 1
O gra´fico da Figura 15 apresenta a distribuic¸a˜o das notas ao longo do processo
de aprendizagem, de modo que cada nota representa uma sessa˜o de aprendizagem. O
gra´fico da Figura 16, por sua vez, apresenta os valores da MMEP ao longo do mesmo
processo, em que, de forma semelhante ao gra´fico anterior, cada valor de MMEP representa
uma sessa˜o de aprendizagem. As retas y = 60, em ambos os gra´ficos, representam o valor
mı´nimo exigido pelo sistema. Assim, nas sesso˜es em que os dois gra´ficos apresentarem
pontos abaixo dessas retas, ajustes no ME foram realizados.
E´ poss´ıvel perceber que os valores abaixo da reta y = 60, no primeiro gra´fico,
sa˜o bastante semelhantes aos valores inferiores a` mesma reta no segundo gra´fico. Como
foram identificados 4 problemas de aprendizagem e 4 ajustes no ME, nas mesmas sesso˜es
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de aprendizagem em que a nota do aluno esteve abaixo da referida reta, a MMEP tambe´m
esteve. Essa correspondeˆncia pode ser observada nos gra´ficos.
Outro ponto de destaque nesse experimento e´ o fato de ajustes terem sido apli-
cados no ME, mesmo quando a estrate´gia pedago´gica adotada foi adequada a`s prefereˆncias
do aluno. Isso evidencia a influeˆncia dos fatores aleato´rios na sua performance.
5.2.2 Experimento com o Perfil 4
Nesse experimento, as diferenc¸as entre as prefereˆncias reais do estudante (pre-
sentes no perfil simulado) e a estrate´gia pedago´gica inicialmente adotada ocorrem em
duas dimenso˜es do FSLSM. O perfil do estudante tem o seguintes EAs: Reflexivo, Intui-
tivo, Visual e Sequencial; enquanto as prefereˆncias presentes no ME sa˜o: Ativo, Sensitivo,
Visual e Sequencial.
Assim como no experimento anterior, foram calculadas as quantidades me´dias
de sesso˜es de aprendizagem obtidas por ambas as abordagens ao final das 30 simulac¸o˜es,
bem como seus desvios-padra˜o. Para a abordagem presente na literatura, identificou-se
uma me´dia de 433,1 sesso˜es de aprendizagem, com um desvio-padra˜o aproximado de 11,32.
Por outro lado, a me´dia de sesso˜es e o desvio-padra˜o para a abordagem aqui desenvolvida
foram respectivamente 429,3 e 16,34. Esses valores podem ser observados na Tabela 13.
Tabela 13 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 433,1 11,32
Ribeiro 429,3 16,34
Esse perfil e´ representante do grupo dos perfis simulados, cujas abordagens
identificaram os EAs com maior dificuldade. Isso pode ser inferido a partir da comparac¸a˜o
entre os valores presentes na Tabela 13 e os valores que compo˜em a Tabela 11 (ver pa´gina
94), apresentada no experimento anterior.
As altas me´dias encontradas no presente experimento indicam a ocorreˆncia
de muitos problemas de aprendizagem ao longo do processo, evidenciando a deficieˆncia
nas escolhas das estrate´gias pedago´gicas. Como essas estrate´gias sa˜o escolhidas, neste
modelo, atrave´s das probabilidades presentes no Modelo do Estudante, infere-se que,
devido ao fato de a performance do aluno na˜o ter sido boa, as estrate´gias pedago´gicas e,
consequentemente, os EAs Probabil´ısticos na˜o coincidem com os EAs reais do estudante.
Isso fez com que a quantidade final de sesso˜es de aprendizagem aumentasse.
As distribuic¸o˜es das quantidades de sesso˜es, ao longo das 30 simulac¸o˜es do
presente perfil, para ambos os me´todos, podem ser observadas nos gra´ficos das Figuras
17 e 18, na pa´gina 98.
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Figura 17 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 4 - Abordagem de Dorc¸a
Figura 18 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 4 - Abordagem de Ribeiro
Nesses gra´ficos, assim como nos gra´ficos das Figuras 13 e 14 (ver pa´gina 94),
apresentados no experimento detalhado na sec¸a˜o 5.2.1, sa˜o apresentadas as quantidades
de sesso˜es de aprendizagem de cada abordagem em torno de um me´dia, representada em
ambos os gra´ficos por retas horizontais. No primeiro gra´fico, a me´dia e´ representada pela
reta y = 433, 1, enquanto que no segundo, a reta y = 429, 1 e´ que representa a me´dia.
Ale´m disso, a dispersa˜o dos pontos ao redor de suas me´dias e´ representada, respectiva-
mente, pelos desvios-padra˜o 11,32 e 16,34, o que indica que os pontos do primeiro gra´fico
encontram-se mais pro´ximos de sua me´dia, quando comparados com os pontos e com a
me´dia do segundo.
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Ale´m das me´dias de sesso˜es, foram calculadas as me´dias das notas do aluno
em ambas as abordagens. Essas me´dias, juntamente com seus desvios-padra˜o, sa˜o apre-
sentadas na Tabela 14 (ver pa´gina 99).
Tabela 14 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 69,85 19,34
Ribeiro 69,98 19,49
De acordo com os dados da Tabela 14, nota-se, para o perfil 4, grande seme-
lhanc¸a entre os desempenhos dos dois me´todos, nos quais o aluno obteve notas me´dias
muito pro´ximas, com uma leve superioridade quando utilizado o me´todo aqui apresen-
tado – 69,85 do me´todo desenvolvido em 2012 e 69,98 do me´todo aqui elaborado. Por
outro lado, o desvio-padra˜o dos dados fornecidos por esta abordagem, apesar de muito
pro´ximo, tambe´m foi superior ao desvio-padra˜o dos dados oriundos do me´todo proposto
por Dorc¸a (2012) – 19,34 para o me´todo mais antigo e 19,49 para o me´todo desenvolvido
neste trabalho.
As baixas me´dias de notas em relac¸a˜o a`quelas identificadas no experimento
da sec¸a˜o 5.2.1 reforc¸am a dificuldade encontrada pelos dois me´todos para identificar os
EAs do aluno. Com base nas me´dias pode-se inferir que em boa parte das sesso˜es de
aprendizagem estrate´gias pedago´gicas inadequadas foram utilizadas, o que, de um modo
geral, fez com que o desempenho do aluno fosse baixo.
Para detalhar o funcionamento do me´todo de detecc¸a˜o que utiliza o conceito
de MMEP, foi selecionada uma das 30 simulac¸o˜es realizadas sobre o perfil de estudante
4. A escolha da simulac¸a˜o se deu com base na quantidade de sesso˜es necessa´rias ate´
que o processo de aprendizagem fosse conclu´ıdo, de modo que a escolhida foi aquele
que apresentou a menor quantidade de sesso˜es. Assim, foi selecionada a simulac¸a˜o cuja
quantidade de sesso˜es foi igual a 393.
Essa simulac¸a˜o apresentou 93 problemas de aprendizagem, pore´m foram feitos
apenas 86 ajustes no ME. Essa diferenc¸a entre a quantidade de problemas e a quantidade
de ajustes representa a quantidade de ajustes, considerados desnecessa´rios, evitados pelo
sistema. Isso acontece quando ha´ uma queda no desempenho do estudante a ponto de
deixa´-lo abaixo de 60, performance mı´nima exigida pelo sistema, pore´m muito pro´ximo
desse valor. O fato de serem muito pro´ximas do valor mı´nimo exigido pelo sistema, faz com
que a queda da MMEP dos desempenhos na˜o seja grande o suficiente para estar abaixo
de 60. Assim, estando a nota abaixo de 60 e a MMEP acima desse valor, o conceito e´
novamente apresentado ao estudante, pore´m nenhuma alterac¸a˜o e´ feita no ME.
Os gra´ficos das Figuras 19 e 20, dispon´ıveis na pa´gina 100, mostram, respec-
tivamente, as distribuic¸o˜es das notas e dos valores de MMEP calculados ao longo do
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processo de aprendizagem. Cada um dos pontos em ambos os gra´ficos representam uma
sessa˜o de aprendizagem, uma vez que ao final de cada sessa˜o tem-se uma nota como
resultado de uma avaliac¸a˜o.
Figura 19 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 4
Figura 20 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 4
As retas y = 60 nos dois gra´ficos representam o desempenho mı´nimo exigido
pelo sistema, o qual e´ utilizado como paraˆmetro para que o Componente de Modelagem
do Estudante identifique os momentos em que ajustes devem ser feitos no ME.
A quantidade de pontos presentes em ambos os gra´ficos dificulta a visualizac¸a˜o
do comportamento do modelo nesse experimento. Contudo, e´ poss´ıvel observar que nas
u´ltimas sesso˜es de aprendizagem, do lado direito do primeiro gra´fico, existem 3 notas
abaixo 60, pore´m muito pro´ximas. Ao se observar o segundo gra´fico, percebe-se que
apenas 2 desses pontos se mantiveram abaixo da reta y = 60. Isso porque a MMEP da
sessa˜o de aprendizagem em que o ponto, dentre os 3, que esteve mais pro´ximo da reta foi
superior a 60.
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Para melhor ilustrar o ocorrido, a Tabela 15 apresenta as notas e os valores de
MMEP das u´ltimas 10 sesso˜es de aprendizagem desse experimento (ver pa´gina 101).
Tabela 15 – Notas e MMEP das u´ltimas 10 sesso˜es de aprendizagem - Perfil 4
No da sessa˜o Nota MMEP
393 69,67 68,57
392 55,68 58,70
391 92,11 85,87
390 26,01 29,77
389 63,85 63,61
388 61,54 61,45
387 58,42 60,68
386 81,90 80,98
385 70,97 72,63
384 86,61 87,54
Com base nela, e´ poss´ıvel perceber que na sessa˜o de aprendizagem de nu´mero
387, a nota do estudante foi abaixo de 60, pore´m ela na˜o foi baixa o suficiente para fazer
com que a MMEP tambe´m ficasse abaixo desse valor. Dessa forma, o conceito foi nova-
mente apresentado ao aluno, pore´m nenhum ajuste foi feito no ME. Esse comportamento
foi identificado em 7 oportunidades nessa simulac¸a˜o do perfil 4, portanto, 7 ajustes des-
necessa´rios foram evitados a partir da aplicac¸a˜o do conceito de MMEP no processo de
decisa˜o sobre a aplicac¸a˜o de modificac¸o˜es no ME.
5.2.3 Experimento com o Perfil 8
Nesse experimento, pela primeira vez e´ simulado um perfil de estudante que di-
fere das caracter´ısticas definidas no ME em treˆs dimenso˜es. Na dimensa˜o Processamento,
o estudante simulado possui um EA Reflexivo, enquanto no ME o EA definido para essa
dimensa˜o foi Ativo. Quanto a` dimensa˜o Percepc¸a˜o, no ME o EA definido e´ Sensitivo e
o EA do estudante e´ Intuitivo. A dimensa˜o Entrada do estudante simulado tem o EA
Verbal, enquanto no ME, o EA dessa dimensa˜o e´ Visual. Por fim, a dimensa˜o Organizac¸a˜o
apresenta o mesmo EA em ambos, Sequencial no estudante simulado e Sequencial no ME.
O ca´lculo das me´dias e desvios-padra˜o das quantidades de sesso˜es de aprendiza-
gem obtidas por cada abordagem sa˜o os paraˆmetros utilizados no processo de comparac¸a˜o
dos desempenhos do me´todo desenvolvido por Dorc¸a (2012) e do me´todo apresentado
neste estudo. Esse ca´lculo forneceu, para o me´todo desenvolvido em 2012, uma me´dia de
313,5 sesso˜es de aprendizagem e um desvio-padra˜o de 9,87. O mesmo ca´lculo, aplicado
sobre os dados fornecidos por esta abordagem, obteve uma me´dia de 316,9 sesso˜es e um
desvio-padra˜o de 11,03. A Tabela 16 dispo˜e esses valores de forma organizada.
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Tabela 16 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 313,5 9,87
Ribeiro 316,9 11,03
Percebe-se, com base na Tabela 16, que a abordagem presente na literatura,
para o perfil de estudante 8, concluiu o processo de aprendizagem com uma me´dia de
sesso˜es menor do que a abordagem aqui desenvolvida. Ale´m disso, percebe-se que a
distribuic¸a˜o desses dados foi favora´vel ao me´todo mais antigo, o qual apresentou uma
menor dispersa˜o dos dados utilizados no ca´lculo da me´dia, conforme apontam os desvios-
padra˜o de ambas as me´dias. Isso significa que as quantidades de sesso˜es de aprendizagem
obtidas pelo me´todo proposto por Dorc¸a (2012), no caso do perfil 8, estiveram mais
pro´ximos da me´dia de sesso˜es quando comparados com os dados obtidos pelo modelo
apresentado neste trabalho. Essas distribuic¸o˜es podem ser observadas nos gra´ficos das
Figuras 21 e 22.
Figura 21 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 8 - Abordagem de Dorc¸a
Nota-se, no primeiro gra´fico, que ha´ uma maior concentrac¸a˜o de pontos pro´ximos
a` reta que indica a me´dia de sesso˜es de aprendizagem obtida a partir da utilizac¸a˜o do
me´todo proposto por Dorc¸a (2012), y = 313, 5. Por outro lado, no segundo gra´fico,
percebe-se uma maior dispersa˜o das quantidades de sesso˜es, as quais encontram-se mais
distantes da reta y = 316, 9, a qual representa a me´dia de sesso˜es do modelo apresen-
tado neste estudo. Essas observac¸o˜es sa˜o comprovadas pelos valores dos desvios-padra˜o
dispostos na Tabela 16 (ver pa´gina 102).
Assim como nos experimentos anteriores, foram verificados os desempenhos
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Figura 22 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 8 - Abordagem de Ribeiro
me´dios obtidos pelo aluno, a partir da utilizac¸a˜o de cada me´todo. Pelo me´todo de Dorc¸a
(2012), o estudante obteve um desempenho me´dio aproximado de 78,73 e desvio-padra˜o
13,47. Quando utilizado o me´todo que utiliza o conceito de MMEP, o desempenho me´dio
do estudante foi de, aproximadamente, 78,11, com desvio-padra˜o de 14,15. As notas
me´dias e seus desvios-padra˜o podem ser vistos na Tabela 17.
Tabela 17 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 78,73 13,47
Ribeiro 78,11 14,15
Conforme esperado, as notas me´dias para ambas as abordagens foram bastante
semelhantes, pore´m, ao contra´rio do que se percebe no experimento da sec¸a˜o 5.2.2, ha´
uma pequena diferenc¸a a favor do me´todo presente na literatura. Nele, nota me´dia do
estudante foi superior a` nota me´dia obtida pelo aluno quando utilizada a abordagem
aqui apresentada. Ale´m disso, a dispersa˜o de suas notas foi menor quando comparada a`
dispersa˜o das notas pertencentes ao conjunto fornecido por esta abordagem.
Mais uma vez, para observar o comportamento do modelo aqui proposto, foi
selecionada a simulac¸a˜o do perfil 8 que obteve a menor quantidade de sesso˜es de aprendi-
zagem. Dessa forma, a simulac¸a˜o escolhida promoveu apenas 4 ajustes e levou 304 sesso˜es
ate´ concluir o processo, o que significa que foram identificados, tambe´m, 4 problemas de
aprendizagem.
A partir dos gra´ficos das Figuras 23 e 24, na pa´gina 104, e´ poss´ıvel ver, res-
pectivamente, as notas obtidas pelo aluno e a MMEP dessas notas ao longo de todo o
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processo.
Figura 23 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 8
Figura 24 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 8
Ao contra´rio do que foi observado nos gra´ficos das Figuras 19 e 20 (ver pa´gina
100), em que a quantidade de notas inferiores a 60 e´ maior do que a quantidade de vezes
em que a MMEP das notas foi inferior a esse valor, no presente experimento a MMEP
esteve abaixo de 60 uma vez a mais do que as notas. Nota-se, no primeiro gra´fico, que
4 pontos abaixo da reta que representa o desempenho mı´nimo exigido pelo sistema. No
segundo gra´fico, pore´m, existem 5 pontos abaixo da reta y = 60. Isso aconteceu porque
foram identificados, em seguida, um desempenho muito baixo e um desempenho alto,
pore´m esse u´ltimo na˜o foi alto o bastante para fazer com que o valor da MMEP fosse
igual ou superior a 60.
Nesse caso, nem o conceito foi apresentado novamente ao aluno, nem ajustes
foram feitos no ME. A justificativa para isso e´ que, os ajustes somente sa˜o aplicados
quando ambas, nota e MMEP, sa˜o inferiores a 60, e o conceito e´ repetido pelo estudante
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quando a nota e´ inferior ao mı´nimo exigido pelo sistema. Dessa forma, foram aplicados 4
ajustes, mesmo nu´mero de problemas de aprendizagem.
5.3 Ana´lise estat´ıstica
A primeira ana´lise sobre os conjuntos foi feita para descobrir se os dados
proveˆm de populac¸o˜es de distribuic¸o˜es normais. Para isso, foi utilizado o me´todo de
Shapiro-Wilk. Esse me´todo foi escolhido por ja´ estar implementado na plataforma es-
tat´ıstica utilizada e por figurar entre os principais testes de normalidade, apresentando
uma das maiores preciso˜es dentre esses (TORMAN; COSTER; RIBOLDI, 2012).
Sabendo que a hipo´tese nula assumida nos teste foi de que ambos os conjuntos
de dados sa˜o oriundos de populac¸o˜es de distribuic¸o˜es normais, o teste foi realizado com
o intuito de aceitar ou rejeitar tal hipo´tese. Assim, ao final dos testes poˆde-se concluir
que, em um n´ıvel de significaˆncia de 0,05, a hipo´tese nula pode ser rejeitada. Assim, os
conjuntos de dados na˜o apresentam distribuic¸o˜es normais.
O fato de saber que os conjuntos na˜o apresentam distribuic¸o˜es normais na˜o sig-
nifica que as distribuic¸o˜es sa˜o conhecidas, mas sim que na˜o se tem conhecimento sobre as
distribuic¸o˜es das amostras. Para esse tipo de situac¸a˜o sa˜o utilizados os testes de hipo´teses
na˜o parame´tricos. Apesar de serem menos eficientes do que os testes parame´tricos, eles
podem representar o u´nico recurso para a realizac¸a˜o da ana´lise estat´ıstica (LARSON;
FARBER, 2010, p.486).
Considerando o fato de ser necessa´ria a aplicac¸a˜o de testes na˜o parame´tricos,
optou-se por utilizar o teste de Mann-Whitney. Ale´m de, assim como o teste de Shapiro-
Wilk, ja´ estar implementado na plataforma utilizada, o teste de Mann-Whitney foi esco-
lhido por ser capaz de tratar conjuntos de dados independentes, de modo que os dados
de um conjunto na˜o afetam os dados do outro (LARSON; FARBER, 2010, p.352).
A segunda ana´lise consistiu na aplicac¸a˜o do referido teste de hipo´teses sobre
ambos conjuntos de dados. Nessa ana´lise, assumiu-se como hipo´tese nula a hipo´tese de
que a quantidade de sesso˜es de aprendizagem presentes no conjunto de dados gerado
pelo algoritmo proposto por Dorc¸a (2012) e´ menor do que a quantidade de sesso˜es de
aprendizagem presentes no outro conjunto, gerado pelo me´todo com aplicac¸a˜o de MMEP.
Ao final do teste, poˆde-se concluir, com um n´ıvel de confianc¸a de 0,95, que
a proposta de Dorc¸a (2012) necessita de uma quantidade maior ou igual a` quantidade
de sesso˜es de aprendizagem que necessita a abordagem proposta neste trabalho. Isso se
deu por meio da rejeic¸a˜o da hipo´tese nula com base no valor de probabilidade (p-valor =
0,04861), que, apesar de muito pro´ximo do n´ıvel de significaˆncia, ainda e´ menor do que
ele, reforc¸ando os resultados encontrados a partir dos experimentos.
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6 CONCLUSO˜ES E TRABALHOS FUTUROS
A qualidade do processo de aprendizagem e´ dependente da soma de uma se´rie
de fatores, desde o estado emocional do estudante, ate´ suas prefereˆncias dentro do pro-
cesso, passando ainda pelas estrate´gias pedago´gicas adotadas pelos educadores. Muitos
desses fatores sa˜o tidos como incertos, pois na˜o se pode precisar ou medir a influeˆncia
de cada um deles no processo de aprendizagem, nem quando eles podem prejudicar ou
favorecer a construc¸a˜o de conhecimentos.
Contudo, outros desses fatores, quando devidamente conhecidos, podem elevar
a probabilidade de sucesso do estudante no processo. E´ o caso dos Estilos de Aprendi-
zagem (EAs), que representam a forma como indiv´ıduos preferem receber e processar a
informac¸a˜o (FELDER; SILVERMAN, 1988). A palavra probabilidade e´ utilizada porque,
embora se conhec¸am alguns desses fatores, os demais ainda exercem influeˆncia sobre a
aprendizagem.
Na intenc¸a˜o de identificar automaticamente os EAs do estudante enquanto esse
utiliza ambientes educacionais em cursos da modalidade de ensino a distaˆncia, diversos
trabalhos teˆm sido propostos. Dorc¸a (2012), por exemplo, propo˜e um me´todo baseado
em Aprendizagem por Reforc¸o (AR) e Cadeias de Markov para realizar a modelagem do
estudante inferindo os Estilos de Aprendizagem de acordo com o formato atual do Modelo
de Estilos de Aprendizagem de Felder e Silverman, apresentado por Felder e Henriques
(1995).
So´ no ano de 2016, va´rios trabalhos foram apresentados no mesmo sentido.
Em Gonc¸alves et al. (2016), melhorias sobre as propostas de Dorc¸a et al. (2011), Dorc¸a
(2012), Dorc¸a et al. (2012b), Dorc¸a et al. (2012a) sa˜o apresentadas, de modo que a
modelagem do estudante e´ feita tanto quando o estudante apresenta desempenhos tidos
como insatisfato´rios (abaixo de 60, em uma escala de 0 a 100) quanto quando apresenta
desempenhos de exceleˆncia (estabelecidos conforme indicac¸a˜o pedago´gica, tais como 90 e
95). Rodrigues et al. (2016), por sua vez, propo˜em uma forma diferente de selecionar as
estrate´gias pedago´gicas mais apropriadas a`s prefereˆncias do estudante, utilizando, em vez
de Cadeias de Markov, Lo´gica Fuzzy.
Essa recorrente busca pelo melhor me´todo de identificac¸a˜o dos EAs do aluno
confirma a importaˆncia do tratamento personalizado no processo de aprendizagem. Dessa
mesma forma, buscando apresentar uma nova proposta de detecc¸a˜o de EAs, este trabalho
foi proposto a partir da combinac¸a˜o de Aprendizagem por Reforc¸o, Me´dia Mo´vel Ex-
ponencialmente Ponderada (MMEP) e Estilos de Aprendizagem, precisamente aqueles
propostos por Felder e Henriques (1995) atrave´s do FSLSM.
Ale´m disso, ha´ de se levar em considerac¸a˜o que em diversos trabalhos, os
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autores1 consideram que o estudante na˜o possui um EA, mas sim uma combinac¸a˜o deles
(CEA), de modo que essa CEA possui 4 EAs, sendo um de cada dimensa˜o do FSLSM.
Neste trabalho e´ realizada a modelagem do estudante, de modo que sempre
que o resultado da MMEP dos desempenhos obtidos pelo estudante e a nota do estudante
ao final da sessa˜o de aprendizagem forem inferiores ao mı´nimo exigido pelo sistema (60),
o Componente de Modelagem do Estudante altera as probabilidades das prefereˆncias, ou
Estilos de Aprendizagem Probabil´ısticos, presentes no Modelo do Estudante. Dessa forma,
consideram-se na˜o apenas os resultados obtidos na u´ltima sessa˜o de aprendizagem, mas
tambe´m os resultados obtidos anteriormente quando determinada estrate´gia pedago´gica
foi adotada.
Ale´m disso, a taxa de aprendizagem do agente, definida no momento da atu-
alizac¸a˜o dos EAs Probabil´ısticos, e´ calculada em func¸a˜o do desempenho do estudante,
diferente do que foi definido por Dorc¸a (2012), que utiliza sempre o valor 0,5.
O fato de esta proposta levar em considerac¸a˜o os resultados obtidos anterior-
mente e a performance do estudante ao final da sessa˜o de aprendizagem pode garantir
uma detecc¸a˜o mais ra´pida dos EAs do aluno. Isso porque ela tem a capacidade de garan-
tir uma tendeˆncia em situac¸o˜es em que mudanc¸as repentinas e abruptas podem ocorrer.
E´ o caso das situac¸o˜es em que elementos externos ao processo de aprendizagem (humor
do aluno, ambiente onde ele tem acesso ao conteu´do, dentre outros) podem influenciar
negativamente o seu desempenho, mesmo quando sa˜o adotadas as estrate´gias pedago´gicas
que coincidem com as prefereˆncias do aluno.
Um ponto de grande importaˆncia, tido como uma vantagem da proposta aqui
apresentada, e´ a utilizac¸a˜o de Aprendizagem por Reforc¸o no processo de modelagem do es-
tudante. Por se tratar de uma tarefa complexa devido a`s incertezas presentes no processo
de aprendizagem, a lista de te´cnicas de Inteligeˆncia Artificial e´ reduzida consideravel-
mente. Isso se deve ao fato de muitas das te´cnicas na˜o serem capazes de tratar incertezas,
tornando o cena´rio prop´ıcio para aquelas que apresentam tal capacidade, como e´ o caso
do Aprendizagem por Reforc¸o.
Conforme proposto inicialmente e observado nos resultados apresentados ante-
riormente, a combinac¸a˜o de AR, MMEP e FSLSM mostrou-se capaz de agilizar o processo
de detecc¸a˜o dos EAs de estudantes a partir da eliminac¸a˜o dos ajustes desnecessa´rios no
ME, para a maioria dos perfis simulados. Devido a` precisa˜o no processo de modelagem, a
quantidade de sesso˜es de aprendizagem necessa´rias ate´ que todo o processo de simulac¸a˜o
fosse conclu´ıdo fosse menor quando comparada a` quantidade de sesso˜es de aprendizagem
obtidas a partir da simulac¸a˜o do me´todo proposto por Dorc¸a (2012), considerando as
mesmas condic¸o˜es iniciais.
Essa diferenc¸a entre as quantidades de sesso˜es de aprendizagem obtidas a partir
1 Franzoni et al. (2008), Franzoni e Assar (2009), Dorc¸a et al. (2012b), Dorc¸a et al. (2012a), Dorc¸a et
al. (2013a), Dorc¸a et al. (2013b), Gonc¸alves et al. (2016), Rodrigues et al. (2016), Sena et al. (2016)
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da simulac¸a˜o de ambos os me´todos foi apurada estatisticamente atrave´s do me´todo na˜o-
parame´trico de Mann-Whitney. Como resultado da ana´lise estat´ıstica, pode-se afirmar,
a um n´ıvel de confianc¸a de 0,95 e com base no valor de probabilidade (0,04861), que se
pode descartar a hipo´tese nula de que a quantidade de sesso˜es de aprendizagem obtidas a
partir da simulac¸a˜o do me´todo de Dorc¸a (2012) e´ menor do que a quantidade de sesso˜es
de aprendizagem obtidas a partir da simulac¸a˜o do me´todo proposto neste trabalho.
Ale´m dos resultados estat´ısticos apresentados, e´ poss´ıvel verificar, a partir dos
gra´ficos apresentados nos experimentos, que a utilizac¸a˜o do conceito de MMEP no pro-
cesso de decisa˜o sobre a aplicac¸a˜o de reforc¸os nas probabilidades do ME, e as pol´ıticas de
ajustes dos EAs Probabil´ısticos baseadas na variac¸a˜o da taxa de aprendizagem do agente
em func¸a˜o da performance do estudante, permitem agilizar o processo de modelagem do
estudante e detecc¸a˜o dos seus EAs, na maioria dos perfis, conforme apresentado na Tabela
9 (ver pa´gina 92). Nela, e´ poss´ıvel perceber que os perfis 1, 2, 3, 4, 5, 6, 9, 10, 11 e 13
apresentaram menores me´dias de sesso˜es de aprendizagem em relac¸a˜o a`s me´dias obtidas
pelo me´todo de Dorc¸a (2012).
A contribuic¸a˜o desta proposta, bem como seu sucesso, e´ mais evidente quando
analisados os experimentos em que a quantidade de sesso˜es de aprendizagem foram mai-
ores. Neles, a quantidade de problemas de aprendizagem difere da quantidade de ajustes
no ME. Com base nas simulac¸o˜es de ambos os me´todos, percebe-se que na simulac¸a˜o do
me´todo apresentado por Dorc¸a (2012), sinais de reforc¸os sa˜o aplicados no ME um maior
nu´mero de vezes quando comparado com a quantidade de modificac¸o˜es realizadas pela
abordagem apresentada neste estudo.
Outra vantagem proporcionada pela presente abordagem e´ a reduc¸a˜o do ı´ndice
de evasa˜o, preocupac¸a˜o destacada por Laguardia (2009) e que tem como alguns dos mo-
tivos o fracasso no curso e estrate´gias pedago´gicas que na˜o coincidem com as formas
atrave´s das quais o estudante prefere aprender. A utilizac¸a˜o da MMEP juntamente com
AR agiliza o processo de detecc¸a˜o dos EAs do estudante, consequentemente, a escolha das
melhores formas de se apresentar o conteu´do ao aluno e´ feita com mais precisa˜o. Assim,
com estrate´gias pedago´gicas que casam com as prefereˆncias e estilos de aprendizagem
do estudante, sua aprendizagem e´ facilitada e seu sucesso e´ iminente. Isso faz com que o
ı´ndice de desisteˆncias por motivos pedago´gicos e de fracasso no curso seja cada vez menor.
O fato de ser um me´todo de identificac¸a˜o dinaˆmico, pois a modelagem do estu-
dante e´ feita ao longo do processo de aprendizagem, faz com que a precisa˜o desta proposta
seja ponto de destaque diante de outros me´todos encontrados na literatura. Conforme
apresentado por Hwang et al. (2013), processos de detecc¸a˜o manuais baseados em ques-
tiona´rios sa˜o caracterizados como imprecisos, uma vez que a identificac¸a˜o ocorre apenas
no in´ıcio da aprendizagem. Assim, se as prefereˆncias do estudante sofrerem alterac¸o˜es du-
rante o processo, a selec¸a˜o dos me´todos de apresentac¸a˜o do conteu´do sera˜o prejudicados
e, consequentemente, todo o processo logo o sera´.
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Por se tratar de elemento chave para a velocidade da reac¸a˜o, estimar o me-
lhor valor poss´ıvel para θ e´ ponto crucial para o aumento da velocidade no processo de
identificac¸a˜o de EAs. Como a escolha do melhor valor, neste trabalho, foi feita de forma
sistema´tica, testando cada valor entre 0,1 e 0,9, propo˜e-se, a t´ıtulo de melhorias futuras, a
elaborac¸a˜o de um me´todo capaz de estimar, ao longo da execuc¸a˜o do algoritmo, o melhor
valor para θ a cada sessa˜o de aprendizagem. Estimando-se um valor o´timo, garante-se o
melhor desempenho do algoritmo em qualquer situac¸a˜o, proporcionando uma identificac¸a˜o
mais ra´pida dos EAs.
Conforme presente na literatura, ha´ outras formas de se fazer a selec¸a˜o das
estrate´gias pedago´gicas. Diante disso, melhores resultados podem ser obtidos a partir
da combinac¸a˜o de uma boa modelagem do estudante com diferentes me´todos de selec¸a˜o
de CEAs. Uma poss´ıvel contribuic¸a˜o seria a substituic¸a˜o das Cadeias de Markov para a
selec¸a˜o das CEAs pelo uso da Lo´gica Fuzzy conforme propo˜em Rodrigues et al. (2016).
Todo o processo de verificac¸a˜o e validac¸a˜o foi feito por meio de simulac¸a˜o com-
putacional. Assim, um pro´ximo passo seria aplicar o modelo proposto em ambientes reais
de aprendizagem. Isso permitiria a extrac¸a˜o de novos dados, os quais, quando manipula-
dos, forneceriam informac¸o˜es mais aprofundadas, tanto sobre o processo de aprendizagem,
quanto sobre a performance do me´todo aplicado.
Outra proposta seria a aplicac¸a˜o do modelo aqui apresentado juntamente com
sistemas capazes de fazer a recomendac¸a˜o de objetos de aprendizagem. Assim, este mo-
delo seria responsa´vel por fazer as infereˆncias sobre as prefereˆncias do aluno ao longo do
processo, enquanto objetos de aprendizagem seriam recomendados ao estudante com base
nessas infereˆncias.
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APEˆNDICE A – EXPERIMENTOS NA˜O APRESENTADOS NO
CAPI´TULO 5
Experimento com o Perfil 2
O experimento seguinte foi realizado a partir da simulac¸a˜o de um estudante que
possui as seguintes prefereˆncias de aprendizagem: Reflexivo, Sensitivo, Visual e Sequen-
cial. Nesse momento a diferenc¸a entre o perfil de estudante testado e o perfil definido no
ME concentra-se apenas na dimensa˜o Processamento, de modo que o perfil do estudante
para essa dimensa˜o e´ Reflexivo e o EA dessa mesma dimensa˜o, no ME, e´ Ativo.
Tabela 18 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 351,5 41,20
Ribeiro 325,46 31,51
Figura 25 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 2 - Abordagem de Dorc¸a
Tabela 19 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 74,51 18,03
Ribeiro 77,03 15,44
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Figura 26 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 2 - Abordagem de Ribeiro
Figura 27 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 2
Experimento com o Perfil 3
Para a realizac¸a˜o do terceiro experimento o perfil do estudante foi definido
com as seguintes prefereˆncias de aprendizagem: Ativo, Intuitivo, Visual e Sequencial.
Semelhante ao experimento anterior, este foi realizado com diferenc¸a apenas na dimensa˜o
percepc¸a˜o: o estudante prefere aprender de forma sensitiva e o perfil definido no ME
aponta a prefereˆncia para uma aprendizagem de forma intuitiva.
Tabela 20 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 343,96 41,81
Ribeiro 329,2 36,00
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Figura 28 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 2
Figura 29 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 3 - Abordagem de Dorc¸a
Tabela 21 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 75,30 17,33
Ribeiro 76,69 15,76
Experimento com o Perfil 5
O experimento de nu´mero 5 testa as prefereˆncias do estudante com uma dife-
renc¸a em relac¸a˜o a`s prefereˆncias definidas no ME. Neste experimento o estudante tem o
seguinte perfil: Ativo, Sensitivo, Verbal e Sequencial, ao passo que o ME possui continua
com os seguintes EAs: Ativo, Sensitivo, Visual e Sequencial. Nota-se que a diferenc¸a se
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Figura 30 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 3 - Abordagem de Ribeiro
Figura 31 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 3
da´ apenas na dimensa˜o Entrada.
Tabela 22 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 345,66 38,32
Ribeiro 338,6 32,11
Experimento com o Perfil 6
Neste experimento ocorre a simulac¸a˜o do processo de aprendizagem de um
estudante cujas prefereˆncias sa˜o: Reflexivo, Sensitivo, Verbal e Sequencial. Novamente
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Figura 32 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 3
Figura 33 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 5 - Abordagem de Dorc¸a
Tabela 23 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 75,25 17,50
Ribeiro 75,87 16,77
tem-se um perfil de estudante cujas caracter´ısticas de aprendizagem diferem das carac-
ter´ısticas definidas no ME em duas dimenso˜es: Processamento e Entrada.
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Figura 34 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 5 - Abordagem de Ribeiro
Figura 35 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 5
Tabela 24 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 428,1 11,39
Ribeiro 426,73 15,12
Tabela 25 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 69,83 19,37
Ribeiro 70,3 19,37
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Figura 36 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 5
Figura 37 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 6 - Abordagem de Dorc¸a
Experimento com o Perfil 7
No 7o experimento ocorreu a simulac¸a˜o do estudante com as seguintes carac-
ter´ısticas: Ativo, Intuitivo, Verbal e Sequencial. Por outro lado, assim como em todos os
demais experimentos, o ME foi definido com os seguintes EAs: Ativo, Sensitivo, Visual e
Sequencial. Diferindo do ME nas dimenso˜es Percepc¸a˜o e Entrada, o perfil de estudante
foi simulado em ambas as abordagens. Ao final das 30 simulac¸o˜es, aquela cuja quantidade
de sesso˜es de aprendizagem foi a menor em cada algoritmo foi escolhida para passar por
testes estat´ısticos.
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Figura 38 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 6 - Abordagem de Ribeiro
Figura 39 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 6
Tabela 26 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 428,93 17,78
Ribeiro 429,86 15,22
Tabela 27 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 69,93 19,44
Ribeiro 69,92 19,44
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Figura 40 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 6
Figura 41 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 7 - Abordagem de Dorc¸a
Experimento com o Perfil 9
Mais uma vez esta´ sendo simulado um estudante cujo perfil difere do ME ape-
nas em uma dimensa˜o. Neste experimento apenas a dimensa˜o Organizac¸a˜o na˜o coincide
entre os EAs do estudante e os EAs do ME. O estudante teve seus EAs definidos da
seguinte forma: Ativo, Sensitivo, Visual e Global.
Tabela 28 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 360,93 48,88
Ribeiro 329,06 35,82
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Figura 42 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 7 - Abordagem de Ribeiro
Figura 43 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 7
Tabela 29 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 73,92 18,48
Ribeiro 76,74 15,72
Experimento com o Perfil 10
O experimento de nu´mero 10 caracteriza-se por apresentar, novamente, duas
diferenc¸as entre os EAs do estudante simulado e os EAs presentes no ME. Neste expe-
rimento as prefereˆncias do estudante foram definidas como Reflexivo, Sensitivo, Visual e
Global.
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Figura 44 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 7
Figura 45 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 9 - Abordagem de Dorc¸a
Tabela 30 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 432,2 12,80
Ribeiro 431,1 13,51
Tabela 31 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 69,78 19,34
Ribeiro 70 19,42
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Figura 46 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 9 - Abordagem de Ribeiro
Figura 47 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 9
Experimento com o Perfil 11
O experimento seguinte simula um estudante com as seguintes prefereˆncias de
aprendizagem: Ativo, Intuitivo, Visual e Global. Mais uma vez o perfil do estudante
diverge dos EAs definidos no ME em duas dimenso˜es: Percepc¸a˜o e Organizac¸a˜o.
Tabela 32 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 429,3 13,10
Ribeiro 428,96 13,37
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Figura 48 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 9
Figura 49 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 10 - Abordagem de Dorc¸a
Tabela 33 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 69,96 19,19
Ribeiro 70,08 19,59
Experimento com o Perfil 12
Para a realizac¸a˜o deste experimento o perfil do estudante foi definido com
as seguintes prefereˆncias de aprendizagem: Reflexivo, Intuitivo, Visual e Global. Com
diferenc¸a em uma dimensa˜o a mais do que no experimento anterior, a dimensa˜o Percepc¸a˜o
do estudante apresenta o EA Intuitivo, enquanto no ME, o EA correspondente a essa
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Figura 50 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 10 - Abordagem de Ribeiro
Figura 51 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 10
dimensa˜o e´ o Sensitivo.
Tabela 34 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 313 9,95
Ribeiro 316,26 15,22
Experimento com o Perfil 13
O experimento seguinte foi realizado a partir da simulac¸a˜o de um estudante
que possui as seguintes prefereˆncias de aprendizagem: Ativo, Sensitivo, Verbal e Global.
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Figura 52 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 10
Figura 53 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 11 - Abordagem de Dorc¸a
Tabela 35 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 78,56 13,62
Ribeiro 78,15 14,26
Como os EAs presentes no ME sa˜o sempre os mesmos, nesse experimento a diferenc¸a entre
o perfil de estudante testado e o perfil definido no ME concentra-se em duas dimenso˜es:
Entrada e Organizac¸a˜o.
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Figura 54 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 11 - Abordagem de Ribeiro
Figura 55 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 11
Tabela 36 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 428,8 12,92
Ribeiro 427,9 15,12
Tabela 37 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 69,97 19,22
Ribeiro 70,19 19,51
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Figura 56 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 11
Figura 57 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 12 - Abordagem de Dorc¸a
Experimento com o Perfil 14
O experimento de nu´mero 14 avalia as prefereˆncias do estudante com treˆs
diferenc¸as em relac¸a˜o a`s prefereˆncias definidas no ME. Nele o estudante tem o seguinte
perfil: Reflexivo, Sensitivo, Verbal e Global, ao passo que o ME possui os mesmos EAs
que tinha nos outros experimentos: Ativo, Sensitivo, Visual e Sequencial.
Tabela 38 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 316,03 10,10
Ribeiro 317,4 13,01
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Figura 58 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 12 - Abordagem de Ribeiro
Figura 59 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 12
Tabela 39 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 78,23 13,97
Ribeiro 78,19 14,22
Experimento com o Perfil 15
Neste experimento ocorre a simulac¸a˜o do processo de aprendizagem de um
estudante cujas prefereˆncias sa˜o: Ativo, Intuitivo, Verbal e Global. Novamente tem-se
um perfil de estudante cujas caracter´ısticas de aprendizagem diferem das caracter´ısticas
definidas no ME em treˆs dimenso˜es: Percepc¸a˜o, Entrada e Organizac¸a˜o.
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Figura 60 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 12
Figura 61 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 13 - Abordagem de Dorc¸a
Tabela 40 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 314,23 10,52
Ribeiro 317,43 13,9
Tabela 41 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 78,52 13,77
Ribeiro 78,13 14,11
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Figura 62 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 13 - Abordagem de Ribeiro
Figura 63 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 13
Experimento com o Perfil 16
O experimento de nu´mero 16 caracteriza-se por apresentar um perfil de es-
tudante cujas caracter´ısticas de aprendizagem sa˜o todas diferentes das caracter´ısticas
definidas no ME. Enquanto o ME permaneceu definido com os EAs: Ativo, Sensitivo, Vi-
sual e Sequencial; o perfil estudante simulado tem seus EAs definidos da seguinte forma:
Reflexivo, Intuitivo, Verbal e Global.
Tabela 42 – Quantidades me´dias de sesso˜es de aprendizagem e seus desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 308,33 3,77
Ribeiro 308,6 5,82
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Figura 64 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 13
Figura 65 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 14 - Abordagem de Dorc¸a
Tabela 43 – Notas me´dias do estudante e seus respectivos desvios-padra˜o
Abordagem Me´dia Desvio-padra˜o
Dorc¸a 87,74 10,55
Ribeiro 87,58 10,73
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Figura 66 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 14 - Abordagem de Ribeiro
Figura 67 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 14
Figura 68 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 14
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Figura 69 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 15 - Abordagem de Dorc¸a
Figura 70 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 15 - Abordagem de Ribeiro
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Figura 71 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 15
Figura 72 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 15
Figura 73 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 16 - Abordagem de Dorc¸a
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Figura 74 – Distribuic¸a˜o dos dados em torno da me´dia - Perfil 16 - Abordagem de Ribeiro
Figura 75 – Distribuic¸a˜o das notas ao longo do processo de aprendizagem - Perfil 16
Figura 76 – Distribuic¸a˜o dos valores da MMEP ao longo do processo de aprendizagem -
Perfil 16
