Introduction
It has long been recognized that traditional deterministic models do not reflect the true dynamic behavior of real-world applications because they fail to take into account uncertainty. Since Dantzig (1955) [9] and Bede (1955) [l] independently proposed a stochastic model formulation, these models have been studied intensively. In the literature? a number of different algorithmic approaches have been proposed that we can broadly categorize as deterministic methods, approximation schemes, sampling-based algorithms and others.
Deterministic methods attempt to solve the deterministic equivalent problem, either directly or by exploiting structure. Prominent among these are the L-shaped method of Van Slyke and Wets (1969) [48] , its multi-cut variant by Birge and Louveaux (1985) [4], the Progressive Hedging algorithm of Rockafellar and [46] , the use of interior-point methods by Lustig et al. (1991) [37] , Ruszczynski's (1986) [47] regularized decomposition method, and other large-scale techniques implemented on serial and parallel computers. Clearly, even the most sophisticated deterministic techniques can only solve problems with a limited number of scenarios. So far, problems with up t o about 100,000 scenarios have been solved using deterministic techniques.
Approximation schemes calculate deterministic lower and upper bounds on the optimal objective of the problem via the inequalities of Jensen (1906) [33] (lower bound) and Edmundson (1956) 1171 and Madansky (1959) [39] (upper bound), and successively improve these bounds. Refinements of these bounds have been proposed by many authors, e.g., Kall (1974) [34] , Huang, Ziemba and Ben-Tal (1977) [30] , Frauendorfer and Kall (1988) [21] , Frauendorfer (1988) [20] , (1992) [22] , Birge and Wallace (1988) , Birge and Wets (1987) [6] , (1989) [7] ? Pr4kopa (1989) [43] and others. Approximation techniques work very well for problems with a small number of stochastic parameters, but seem to encounter difficulties when the number of stochastic parameters is large.
Sampling-based algorithms can be further categorized into methods that pre-sample a number of scenarios to create a tractable deterministic equivalent problem, which is then solved by a suitable deterministic method, and methods that use sampling within the algorithm. In the latter category fall stochastic quasigradient methods (Ermoliev (1983) [IS] and Gaivoronski (1988) [23] ) that select sequentially random search directions based on a limited number of observations of the random function in each iteration. Others are based on modifications of deterministic decomposition techniques to allow for sampling. Higle and Sen's (1991) [26] Stochastic Decomposition method relies on taking only one observation or a very small number of observations per iteration, while Pereira et al. (1989) [44] usedcontrol variables as a variance-reduction technique in Monte Carlo sampling in a modified Benders decomposition framework.
Sampling seems to be the best method for practical problems with a large number of stochastic parameters. The approach by Dantzig and Glynn (1990) [lo] and Infanger (1992) [31] combines Benders decomposition and Monte Carlo importance sampling for solving stochastic linear programs. Importance sampling serves as a variance-reduction technique and in practice often results in accurate estimates being obtained' with only small sample sizes. Infanger (1992) 1311 and [13] report the solution on personal computers of large-scale problems that seemed to be intractable in the past, even on large mainframes.
In this paper we present a rigorous theory for obtaining a probabilisti lower bound for the true optimal objective value when using Benders (1962) [2] decomposition and Monte Carlo sampling for estimating coefficients and right-hand sides of cuts t o solve two-stage stochastic linear programs. In Section 2, we state the problem. In Section 3 we review the original Benders decomposition algorithm for two-stage stochastic linear programs (Van Slyke and Wets (1969) [48]). We then derive in Section 4 the theory of a probabilistic lower bound. Finally, in Section 5 , we discuss the numerical results obtained from testing the theory on a number of practical problems.
The Problem
We consider the following two-stage stochastic linear program:
The matrix of constraint coefficients A, the right-hand side vector b, and the objective function coefficients c of the first stage are assumed to be known with certainty. In the second stage, the transition matrix B , the technology (or recourse) matrix D , the righthand side vector d and the objective function coefficients f are not known with certainty -only their joint distribution of values is assumed to be known.
We denote particular outcomes by B = B", 
2) where 8 denotes the expected second-stage costs.
The dual variables corresponding to the primal constraints of (2.2) are displayed in the column to the left of the equations. In particular, p is the vector of dual variables associated with the first-stage constraints Ax = b, and p"irw is the vector of dual variables associated with the second-stage constraint -BWx + Dy" = d", for each w E SZ.
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In practical applications the number of possible second-stage realizations W can be very large (e.g., lo2' or even 1O' Oo), and it is impossible to express system (2.2) explicitly . The different realizations are implicitly generated as needed by a combination of an underlying small set of h independent random parameters 41, h, . . . , &, where h might be 100 or so.
Sampling is required to solve such problems. The 4 structure underlying the set i2 makes it possible to use variancereduction techniques, such as importance sampling, to reduce the size of sample required. Since the theory for the lower bound estimate is the same with variance reduction, we omit the discussion of the latter to simplify the presentation.
The stochastic algorithm follows the same steps as the original Benders algorithm, except that the necessary conditions (the true cuts) are approximated by pseudo cuts obtained by summing over a random sample of w instead of a l l w. After a preassigned number of iterations K the algorithm terminates with a proposed first-stage decision z = < I , which yields the lowest approximate expected first-stage and second-stage cost found so far. We review the original algorithm first and then use estimated cuts based on random samples to determine the first-stage decision and estimate bounds on how close its objective is to the true minimum of 2.
Benders Decomposition Assumption 1
The problem mincx, Ax = b, z 2 0 has a finite optimal solution z = tl. It is used to initiate iteration 1 of the Benders algorithm for solving (2.2).
Assumption 2
For any feasible first-stage decision z = <, each second-stage subproblem w, min 6: = fy" s / t KW :
has optimal primal and dual feasible solutions yw = yy, R" = a : that depend on [. By the duality theorem, these satisfy Assumptions 1 and 2 imply that the convex set C of feasible solutions to (2.2) is non-empty---and that there exists an optimal solution t o (2.2): z*, xf, 8*, yy, for w E 0. True Cut (k) 1 0.
Generating
--Master problem (k) is optimized and its optimum solution is denoted 2 = Ckf1,
is then determined by (3.8) and adjoined to master (k) to generate master (k + l), and so on.
Lower bound
In particular, an optimal solution to (2.2), x*, e*, yy, w E 0, satisfies (3.10). Therefore and -G k t * +'e* 2 g k , k = 1,2,. . . .
(3.12)
Since master problem (IC) is a set of necessary conditions derived from (2.2), cleady its optimum objective v = vkil is a lower bound for -I*, Le.,
because master (k) may be viewed as a relaxation of its conditions evaluated at x = zu, 0 = 6' as shown here:
(3.14)
Upper bound
Given the first-stage solution 2 = Ck+l, the corresponding minimum second-stage cost is
The minimum expected cost, given the first-stage decision [ = tk+', is zp' = ctk+l +By1.
Therefore, The condition vk+' = z: will be reached in a finite number of iterations; see Benders (1962) [2] . In practice, however, the iterative process is terminated if
where TOL is a preassigned "close enough" criterion, implying zi -t* 5 TOL.
The objective value of the first-stage decision x = .$ is then deemed to be "close enough" to-%*. Otherwise, the iterative process continues with increasing Ic until k reaches a preassigned maximum number K and the solution z = [ I , where
chosen as the first-stage decision.
Probabilistic Lower Bound

C u t Generation Using Sampling
The need for sampling arises if W , 
4.3.
An and 5: is an unbiased estimate of the variance of $.
At the termination of the stochastic Benders algorithm, we choose z = t1 as the firststage decision, where I = argminZk. However, the minimum of several minima fk is no longer an unbiased estimate of 2'. To obtain an unbiased estimate of zll we re-estimate Ji, 2; and 5; using a new independently drawn sample 3'. In our applications, sample sizes are IS1 = 100 or more, so it is reasonable (by the central limit theorem) to assume 5; is normally distributed. Therefore an CY upper confidence interval for t* is where t is defined as (4.11)
4.4.
In order to know how close the objective associated with the first-stage decision z = is to the true min z = z*, we estimate a lower confidence level for t*. All feasible solutions to is a sample average about the true mean 9' drawn from the same distribution of fg:. We now show how the optimal dual multipliers of the pseudo master ( K ) , depicted in (4.15) below, can be applied to (4.13) to derive a lower bound for the optimal solution z*.
Pseudo Master Problem ( K ) ( 
4.15)
Let p', xl,. . . , XK be the optimal dual variables of (4.15) and let 5-= min +. These satisfy Applying these same multipliers to the corresponding relations in (4.13) and subtracting from the first relation of (4.13), we obtain By definition, a:, the variance of the population of the optimal second-stage costs fyy, w E R corresponding to the optimal first-stage solution z' , is given by a: = p"(fy*" -e->*.
W f Q
We assume that all sample sizes used in the various iterations are equal to N , Le., = N , k = l , . . . , K . Note that this is a theoretical result because we do not know z* and hence cannot generate sampled values of f y z to estimate a:. We estimate a: by setting it equal to the estimated variance of fyy, where < = a,"
Each error term Z$ is the difference of the average of N independently drawn observationswith repacements from the same distribution of fy: minus its true mean 6'. Because sample sizes in our applications typically satisfy N 2 100 and are often several hundred, it is reasonable (by the central limit theorem) to assume 2 : are normally distributed: Our goal now is to determine an upper bound for A = Zf=I ike, say AQ, such that Prob(A 5 A=) 2 a. Since we do not know the distribution of A, we cannot compute Ap directly. Instead, we determine two distributions, a worst-case distribution A, and a conservative distribution A,, each of which dominates the A distribution, and find an a-point €or each distribution. We call the lower bound (ij* -A%) the probabilistic worst-case Q! lower bound for z*.
4.7.
The conservative lower bound is based on the observation that the ik and Z t in the expression A = E?==, ikZi tend to be positively correlated. This can be seen intuitively. It is reasonable to expect, in forming the pseudo master problem, that dropping the term Zk when it is large and positive will give rise to a tighter constraint k, and dropping it when, negative w i l l slacken the constraint. This positive correlation of xk with Z t is very evident in practical problems; see the empirical evidence presented in Figures 1 and 2 .
In order to obtain A c (the conservative upper bound for A) and hence 5* -A, (the conservative lower bound for z*), we reorder the Ik from high to low and relabel them
Conservative Lower Bound for Z*
We also order the Zk from high to low and relabel them The difference xf=lfik$k -A depends on how correlated ik and ?: are; the higher the correlation, the smaller the difference. We have observed empirically that after ik and gf are reordered, jik and dk are no longer correlated; accordingly, for the development of the conservative lower bound, we make the assumption that jik and Jk are independent. Notice that the 8% are the distribution of instances of K normal ( c 7 * / f i ) N ( 0 7 1 )
It is then obvious (and straightforward to prove) that
variates ordered from high to low. We do not know which particular instance of the K ordered normal deviates Zk formed the products with the ordered f i k and were then summed.
We can, however, by our assumption of independence, view We call the lower bound (6* -A?) the probabilistic a lower bound for 2 ' .
To summarize, the main steps are as follows: Order X k from high to low to obtain jik7 k = 1,. . . ,I!.
Obtain the distribution A, by generating many sets of li' independent observations of the distribution (a,/v%)N(O,l), reordering them from high to low to form the 8 1 7 . . . , 6h obserwtions, and substituting into A, = zF=, fik6' to obtain instmces of AC.
-- If tr is a nearly optimal solution, 61 should be a good approximation to the true value of a*. Alternatively, 5~+ l , the estimated variitnce of 2 : " corresponding to t = JKfl, the optimal solution of the pseudo master problem (IC), could be used as a good estimate for 0'. As a third way of estimating Q . using an independent sample S = S. We recommend in practice using 5 1 as an estimator for a,. Nevertheless, to be on the safe side, it may be a good idea to inflate the estimated Q , , say by 5%.
. Test
In order to test the theory, we used a number of problems discussed in the literature (see, e.g., [29] ), and also problems we designed in-house. For each of these, the number W-of scenarios w was small enough to allow us to compute the optimal solution exactly. For the test we solved the universe problem to obtain the optimal universe solution z', z ' , y : , -and the true population variance a : . We also recorded the sequence of solutions z = tk, k = I,. . . , K that led to the optimal solution. Actually, we reserved room for only a fixed number of cuts, say K = Kmt. If the number of iterations for solving the universe problem exceeded Iicut, we replaced previously generated cuts. The solutions ck7 k = 1,. . . , K then represented the solutions corresponding to the cutting planes stored in the master problem when it terminated at the optimal solution.
To carry out the test we used the recorded solutions tk7 k = 1,. , . , Ii to generate the stochastic cuts. For each of these, we computed the true correction terms 2 : . Based on the true correction terms we computed the true value of the lower bound i7* -4, where 5" = pb + Cf=, i k j k is the optimal objective of the pseudo master problem ( K ) , and we computed the less tight but true lower bound C* -A,, based on the reordering of the i k and 6.
We then computed empirically an upper bound distribution A c by repeating R times the sampling of Ii observations from the normal distribution ( Q * /~) N ( O , l), and ordering the resulting values to obtain R observations of A, = Cf==, i i k j k . We used this empirical distribution of A, to calculate A$ and used A$ to calculate G* -A$, a one-sided CY lower confidence interval for z*.
For illustration purposes we describe in detail the results of applying the methodology to the test problem APLlP, which is a small electric power expansion planning problem with uncertainty in three demands and in the availability of two generators; see hfanger (1992) [31] . The master problem has 3 rows and 3 columns and each second-stage scenario has 6 rows and 9 columns. The total number of scenarios is W = 1280. The optimal values of 2" and y z resulted in z* = 24642.3, 6" = 13513.7 and Q, = 4808.8. For the experiment we estimated h ' = 20 cuts using a sample size of N = 100. The optimal dual multipliers for the pseudo master problem Xk, and the values of <! , as well as the ordered values f i k and j k for k = 1,. . . ,20, are displayed in To test the coverage of the computed lower bound, we repeatedly (say 100 times) ran the test described above with different seeds. That is, for each replication we used the sequence of soIutions ek, k = 1,. . . ~ Ii to compute cutting planes using independent samples Sk, and solved the corresponding pseudo master problem ( K ) to obtain the optimal , 5 and i1,. . . , i K . We computed for each of these replications the minimum objective function value of the pseudo master problem 5* = jib+Cf=l ikijk; a true lower bound G*-Cf==, pkbk, based on the true ordered d u e s of the correction terms Z: ; and the 95% point 5* -A:95, based on the reordering procedure. We also computed and recorded G* -A v 5 , the 95% point of the worst-case lower bound distribution 5--A W. Based on the 100 replications of the experiment we estimated the coverage of the probabilistic lower bounds by computing the percent of the 100 cases in which the probabilistic lower bound was actually less than or equal to the true optimal objective value B*. The results for the test problem APLlP are represented in Figure 1 , which displays the values of 5*, Z* -cf=,jik8k, 5* -Atg5, and 5* -A%s5 respectively as a histogram of the 100 values from the replications. Instead of the actual values, we report the quantities as percent deviation from the true objective function value z*. The true objective function value in the graph is labeled as 0.
The curve labeled "v-pseudo" represents the histogram of 5*, the minimum objective of the pseudo master problem. One cltn see that most of the 100 replications had C* values larger than the true optimal objective z*. It clearly reveals the bias of the optimal objective of the pseudo master G* as an under-estimator for B*. The curve labeled "true" represents the histogram of the true lower bound G* -pk@ based on the reordering of Xk and 6.
There was (as predicted by the theory) no instance in which this true lower bound exceeded the true optimal objective. The two observations at the zero point of the curve are two observations in the interval between -1 and 0. The curve labeled "conservative" represents the histogram (constructed from the 100 replications) of 5* -A%s5, the 95% point of the ij* -hodg5 distribution. The curve shows that A%95 is a conservative estimate of A. The coverage of the 5* -A;95 turned out 'to be 96%. Finally, the curve labeled "worst-case" represents the histogram of 5* -A y 5 , the 95% point of the probabilistic worst-case lower bound. As expected, the G* -Akg5 values turned out to be smaller than the 5* -AFg5 values, which makes the probabilistic worst-case lower bound i7* -A v 5 an even smaller but nevertheless tight lower bound for t*. Its coverage turned out to be 96%. With the other test problems, we obtained very similar results. As a representative example, we show the results for the test problem STORM described in Mulvey and Ruszczynski (1992) [41] . The problem is a freight-scheduling problem with uncertainty in demands. The version we used had a total of 40 universe scenarios. The size of the master problem was 126 rows and 289 columns, and each of the 40 subproblems had 347 rows and 769 columns.
The optimal objective of the universe problem was t* = 15.569 lo6 and the variance CT* was 89159.5. For the experiment we used K = 30 cutting planes estimated with a sample size of N = 20. Figure 2 gives the results. The Figure looks very similar to the one for APLlP, except the pseudo cutting planes are better estimates of the true cutting planes. Lookingat the distribution labeled "v-pseudo" one can see the bias of the optimal solution of the pseudo master problem G* as an estimator for z*. There was no instance where the true conservative lower bound ij* -Cf==, jIkJk (labeled 'Yrue") exceeded the true objective z*.
The 95% point G* -A%95 of the estimated conservative lower bound distribution (labeled "conservative") gave a conservative estimate but nevertheless an excellent lower bound for z*. The coverage of G* -nodg5 turned out to be 100%. The point A Y of the worst-case lower bound distribution (labeled "worst-case") gave a smaller but nevertheless tight lower bound for t*. The coverage of the worst-case lower bound G* -A y 5 proved to be 100%.
We tested further with the following problems: PGPS, CEP1, and SCTAP1, all described in [29] . PGP2 (Louveaux and Smeers (1988) [3S]) is a small electric power capacity expansion planning test problem (master: 2 rows and 4 columns, sub: 7 rows and 16 columns) with uncertain parameters in three demands. The number of universe scenarios was W = 1280. CEPl (Higle and Sen (1990) 1251) is a small machine capacity expansion planning problem (master: 9 rows and 8 columns, sub: 7 rows and 15 columns) with uncertain parameters in the right-hand side. The number of universe scenarios was W = 1000. SCTAPl (Ho (1980) [28]) is a traffic assignment problem (master: 30 rows and 48 columns, sub: 60 rows and 96 columns) with stochastic right-hand sides. The number of universe scenarios was W = 864. The values of t* and a, for the various test problems, as well as the sample sizes N and the number of cutting planes K used for the experiments, are given in Table 2 . The coverage results of the test problems are summarized in Table 3 based on using the true value of u*, and in Table 4 based on using the estimate C K -Z as approximation for 0, (to simulate a situation where the optimum z* has not been reached yet). 
