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und	 analysiert	 werden	 können.	 Nicht	 nur	 Computer,	
Smartphones	und	tragbare	Sensoren,	sondern	auch	Autos,	
Haushaltsgeräte	und	Gebäude	erfassen	dank	eingebette-
ter	 Informations-	 und	Kommunikationstechnologie	 (IKT)	
routinemässig,	wo	wir	sind,	was	wir	tun	und	mit	wem	wir	
kommunizieren.	 Dies	 geschieht	 nicht	 unbedingt	 in	 der	
Absicht,	Menschen	gezielt	zu	überwachen.	Vielmehr	ist	es	
eine	inhärente	Eigenschaft	digitaler	Technologie,	Daten	zu	
erzeugen:	 «Wüsste»	 beispielsweise	 ein	 Mobilfunknetz	
nicht,	wo	sich	ein	Smartphone	befindet,	wäre	dieses	nicht	
erreichbar.	Für	viele	Unternehmen	erscheint	es	heute	un-
denkbar,	 Entwicklung,	 Produktion	 und	 Verkauf	 ohne	
massgebliche	 Unterstützung	 von	 IKT	 umzusetzen.	 Dies	
erzeugt	automatisch	Daten	über	Prozesse,	die	früher	qua-




billigere	 Weise	 gespeichert	 und	 auf	 immer	 raffiniertere	
Weise	ausgewertet	werden.	Damit	werden	Prozesse	von	
Produktion	und	Konsum	und	damit	letztlich	die	einzelnen	
Menschen	 auf	 eine	 Weise	 erfassbar,	 die	 vor	 wenigen	
Jahren	noch	undenkbar	erschien.
Tiefgreifende	 Entwicklungen	 wecken	 Hoffnungen	 und	
Ängste:	 Manche	 sehen	 in	 Big	 Data	 das	 «Öl	 des	 21.	
Jahrhunderts»	und	in	den	Daten	eine	enorme	Ressource	
für	 Innovation.	 Andere	 halten	 Big	 Data	 für	 eine	 funda-
mentale	Bedrohung	für	Freiheit	und	Privatsphäre,	ein	dä-
monisches	 Instrument	 in	 einem	 Orwell’schen	 Überwa-
chungsstaat.	 Beide	 Szenarien	 mögen	 überzeichnet	 sein	
–	sie	verdeutlichen	aber,	dass	mit	Big	Data	schwierige	ethi-
sche	 Fragen	 verbunden	 sind:	Was	bedeuten	Grundwerte	
wie	Selbstbestimmung,	Solidarität	und	Privatsphäre	in	einer	
Big-Data-Welt?	Stellen	gewisse	Daten	ein	öffentliches	Gut	






geschneiderte	 Angebote	 oder	 individualisierte	 Preisge-





che	 Fragen	 können	 zwar	 nicht	 endgültig	 beantwortet,	
aber	 zumindest	 in	 strukturierter	 Form	 vorgestellt	 und	
diskutiert	 werden.	 Nach	 methodischen	 Vorbemerkun-











dungen	 im	Bereich	Wirtschaft	 sowie	die	ethischen	Werte,	die	 von	
diesen	Anwendungen	berührt	werden,	zu	identifizieren	und	zu	disku-
tieren.	 Im	 Fokus	 steht	 die	 Schnittstelle	 zwischen	Unternehmen	und	
ihren	 Kunden.	 Die	 Ausführungen	 stützen	 sich	 auf	 qualitative	 und	
quantitative	Literaturanalysen,	Experteninterviews	und	Workshops.
Um	eine	Einschätzung	der	 Literatur	 zum	Themenbereich	Big	Data	zu	














bei	 der	 Nutzung	 von	 Kundendaten.	 Ergänzend	 wurden	 zwei	 Inter-
views	 mit	 Fachleuten	 durchgeführt.	 Die	 Experten	 kamen	 aus	 den	
Branchen	Banken	und	Versicherungen,	Unternehmensberatung,	Mar-
ketingdienstleister,	Soft-	und	Hardwarehersteller,	Detailhändler	sowie	





Die	 beteiligten	 Fachleute	 identifizierten	 und	
diskutierten	fünf	beispielhafte	Tätigkeitsfelder,	
in	denen	Unternehmen	Big-Data-Anwendun-
























Basierend	 auf	 diesen	 Normen	 und	 Werten	
werden	in	Kapitel	«Ethische	Debatte»	die	be-
schriebenen	 Big-Data-Anwendungen	 einer	





1	Web	 of	 Science	 (WoS):	 https://apps.webofknowledge.com;	 Scopus:	
http://www.scopus.com.	 Das	 Suchstichwort	 war	 in	 allen	 Datenbanken	

















deren	 Analyse	 verwendeten	 Technologien	 die	 kritischen	 Faktoren.	
Gängig	ist	eine	Charakterisierung	von	Big	Data	anhand	der	vier	«V»:	
Volume	(Datenmenge),	Variety	(Heterogenität	der	Datenquellen	und	








nehmen	 insbesondere	 das	 Datenschutzgesetz	 (DSG)	 zu	 beachten.	
Werden	Daten	von	in	der	EU	ansässigen	Personen	bearbeitet,	um	die-
sen	Dienstleistungen	 oder	Waren	 anzubieten	 oder	 ihr	 Verhalten	 zu	
überwachen	(Profiling),	kommt	zudem	die	Datenschutz-Grundverord-









weit	 gefasst.	Als	 Bearbeiten	wird	 jeder	Um-
gang	 mit	 Personendaten	 qualifiziert,	 unab-
hängig	 von	 den	 angewandten	Mitteln	 oder	
Verfahren,	insbesondere	das	Beschaffen,	Auf-
bewahren,	 Verwenden,	 Umarbeiten,	 Be-
kanntgeben,	Archivieren	oder	Vernichten	von	
Daten	(Art.	3	 lit.	e	DSG).	Als	Personendaten	
gelten	 alle	 Angaben,	 die	 sich	 auf	 eine	 be-
stimmte	oder	 bestimmbare	 Person	beziehen	
(Art.	3	lit.	a	DSG).	Bestimmt	oder	zumindest	
bestimmbar	 ist	 eine	 Person,	 wenn	 sich	 ihre	
Identität	aus	den	Daten	selbst,	aus	dem	Kon-
text	oder	durch	eine	Kombination	mit	weite-




dass	 ein	 Unternehmen	 diesen	 auf	 sich	 neh-
men	wird.	Sachdaten	und	anonymisierte	Da-
tensätze,	aus	denen	sich	keine	Person	bestim-
men	 lässt,	 fallen	 somit	 grundsätzlich	 nicht	


















sonen	 zumutbar	 ist.	 Letztere	 Leitlinien	 manifestieren	 sich	 in	 den	










immer	 noch	 durch	 ein	 überwiegendes	 Interesse	 des	 bearbeitenden	
Unternehmens	oder	der	Öffentlichkeit	sowie	aufgrund	einer	gesetzli-
chen	Grundlage	gerechtfertigt	sein.	
Big-Data-Anwendungen	 stehen	 in	 verschiedener	Hinsicht	 im	Konflikt	
mit	den	Grundsätzen	der	Erkennbarkeit	und	der	Zweckbindung	der	Da-















Geltungsbereich	 der	 DS-GVO	 gültig	 einwilli-
gen	zu	können.	Die	Zweckbindung	ist	im	Übri-
gen	immer	auch	von	eventuellen	Drittbearbei-






Datenminimierung	 und	 der	 Speicherbegren-
zung.	Die	Forderung,	eine	möglichst	geringe	
Menge	an	Personendaten	zu	beschaffen,	mi-
nimiert	 das	 Potenzial	 von	 Big-Data-Anwen-
dungen,	 da	 deren	 Vorhersagen	 mit	 zuneh-





Heute	 besteht	 ein	 Spannungsverhältnis	 zwi-
schen	diesen	rechtlichen	Vorgaben	und	dem	
tatsächlichen	Umgang	mit	Daten	in	der	Infor-









lagen»	 ist	 mit	 freundlicher	 Unterstützung	 von	
Prof.	Florent	Thouvenin	und	Damian	George	vom	




en	 soll	 einen	ersten	Eindruck	der	Bedeutung	der	Thematik	 vermit-
teln.	Zu	diesem	Zweck	zeigen	wir:	1)	die	Häufigkeit	der	publizierten	





zitieren.2	Das	gibt	 einen	Hinweis	darauf,	 dass	die	 Themen	«Privat-
sphäre»,	«Sicherheit»	und	«Überwachung»	in	der	wissenschaftlichen	
Diskussion	 auf	 besondere	 Resonanz	 stossen.	 Diese	 Themen	 sind	
nicht	 vollständig	 deckungsgleich	mit	 den	 acht	 ethischen	Gesichts-
punkten,	anhand	derer	im	weiteren	Verlauf	des	Berichts	die	Fallbei-
spiele	besprochen	werden.	Dies	erklärt	sich	dadurch,	dass	die	The-









inexistent	 ist.	Der	 erste	Artikel,	 in	dem	«big	
data»	 im	 heutigen	 Verständnis	 als	 zusam-
menhängender	 Begriff	 auftaucht,	 erschien	
1998.	2011	beginnt	dann	ein	enorm	starkes	
Wachstum	 der	 Zahl	 von	 Publikationen.	 Be-
merkenswert	ist,	dass	die	Entwicklung	in	den	
wissenschaftlichen	 Datenbanken	 (WoS	 und	
Scopus)	 jener	 in	 den	 allgemeinen	 Medien	
nachhinkt:	 während	 sich	 in	 Factiva	 bereits	
















































4000	 Zitationen.	Die	wissenschaftliche	Diskussion	 rund	 um	Big	Data	
trägt	somit	die	typischen	Anzeichen	eines	Hypes.
Abbildung	2	zeigt	das	relative	Gewicht	von	Pu-
blikationen,	 die	 jeweils	 Begrifflichkeiten	 einer	
der	 sechs	 ausgewählten	 moralischen	 Kate-
gorien	 enthalten.	 Beim	 Vergleich	 der	 beiden	










Für	 die	 weiteren	 Analysen	wurden	 innerhalb	
der	 WoS-Resultate	 jene	 Publikationen	 des	
Suchzeitraums	 ausgewählt,	 welche	 bis	 zum	






der	 Autoren	 bzw.	 im	 Fall	 von	 Factiva	 der	 im	
Artikel	 vorkommenden	Herkunftsbezeichnun-
gen,	mit	allen	des	Untersuchungszeitraums	so-




gen	 deutlich	 schrumpft	 (13,5%);	 hier	 domi-
niert	die	Literatur	aus	Nordamerika	(45,5%).
n  Privatsphäre							n  Sicherheit							n  Überwachung							n  Schädigung						
n  Selbst-/Eigentumsbezogenheit						n  Ethik	generell	










































Sozial-	 und	 Geisteswissenschaften	 überpro-
portional	diskutiert	wird.	Für	die	weitere	Ana-
lyse	 bedeutet	 dies,	 dass	 (ökonomische)	 Ver-













n  Informatik						n  Ingenieurwissenschaften						n  Medizin						n  Lebenswissen-	
schaften						n  Naturwissenschaften						n  Sozial-/Geisteswissenschaften						








Die	Ausführungen	 in	diesem	Kapitel	 illustrieren	 fünf	Anwendungs-
beispiele	von	Big	Data,	wie	sie	aktuell	von	Unternehmen	eingesetzt	









auf	 die	 Dienste	 klassischer	 Auskunf-
teien	 wie	 der	 schweizerischen	 Zent-
ralstelle	 für	 Kreditinformation	 (ZEK)	
oder	 der	 deutschen	 Schutzgemein-
schaft	für	allgemeine	Kreditsicherung	
(SCHUFA)	zurück,	welche	z.B.	auf	Ba-
sis	 von	Konsumkredit-,	 Leasing-	 und	
Kreditkartenverpflichtungen	 Bonitäts-
informationen	über	private	Haushalte	
erstellen.	 Sie	 beziehen	 zudem	 Infor-
mationen	 aus	 öffentlichen	 Verzeich-
nissen	 (z.B.	 über	 Insolvenzverfahren	
oder	 Betreibungen)	 sowie	 soziode-
mografische	Daten	mit	ein,	um	einen	
aussagekräftigen	Scoring-Wert	zu	er-




Data	 beruhen,	 bieten	 Unternehmen	
neue	 Möglichkeiten,	 die	 Zahlungs-
moral	eines	individuellen	Kunden	ein-
zuschätzen.	Hierzu	analysieren	Algo-








ausfällen	 zu	 tun	 haben,	 z.B.	 solche	
bezüglich	 Such-	 und	 Surfverhalten,	
verwendete	Schriftarten,	die	Art	und	
Weise,	 wie	 das	 jeweilige	 Formular	
ausgefüllt	 wird	 (Tempo	 und	 Rhyth-
mus,	 Häufigkeit	 der	 Betätigung	 der	
Lösch-	oder	Copy-Paste-Taste,	Recht-
Beispiel	1:	Debitorenausfälle	verhindern
schreibfehler	 etc.),	 sowie	 technische	
Daten	 des	 verwendeten	 Computers	
(z.B.	Alter	und	Preis).
Im	E-Commerce	findet	Social	Scoring	
bereits	 Anwendung.	 Der	 Kauf	 auf	
Rechnung	 ist	 eine	 der	 beliebtesten	
Zahlungsarten	bei	Online-Einkäufen.	
Bei	dieser	Zahlungsart	sind	die	Händ-
ler	 einem	 erhöhten	 Risiko	 von	 ver-
späteten	 Zahlungen	 und	 Zahlungs-
ausfällen	 ausgesetzt.	 Daher	 setzen	
sie	 im	 Rahmen	 des	 Bestellvorgangs	
eine	 aktive	 Zahlungsartensteuerung	
ein,	die	auf	Social-Scoring-Verfahren	
beruht.	 Während	 des	 Bestellungs-
vorgangs	 leitet	 der	 Algorithmus	 in	
Echtzeit	aus	den	verfügbaren	Daten-
punkten	 einen	 Scoring-Wert	 ab.	
Wird	 einem	 Kunden	 ein	 positiver	
Scoring-Wert	 zugeschrieben,	 erhält	
er	 die	 Auswahl	 zwischen	 diversen	
Bezahlmethoden,	 inklusive	Kauf	auf	
Rechnung.	 Fällt	 das	 Scoring	negativ	





Auch	 im	 Bankwesen	 gewinnt	 Social	
Scoring	 zunehmend	 an	 Bedeutung.	
Verschiedene	 digitale	 Banken	 bieten	
Kredite	unter	der	Voraussetzung	an,	
dass	der	Antragsteller	weitgehenden	
Zugang	 zu	 persönlichen	 Daten	 ge-
währt.	Die	technische	Voraussetzung	
hierfür	 ist,	dass	der	Kunde	eine	App	
herunterlädt,	 die	 z.B.	 Informationen	
zu	 Aufenthaltsorten,	 Telefonanrufen	
(Anzahl,	Dauer	und	Uhrzeit),	Anzahl	
erhaltener	 und	 versandter	 SMS,	 Ad-
ressbüchern	(z.B.	ob	die	Kontakte	ohne	








Aufgrund	 der	 technischen	 Entwick-
lung	ist	zu	erwarten,	dass	der	Zugang	
zu	 Finanzdienstleistungen	 zukünftig	
noch	 stärker	 als	 heute	 davon	 ab-























cherern	 liegt	 in	 der	 Festsetzung	 der	
Prämien.	Um	deren	Höhe	zu	bestim-
men,	 prognostizieren	Versicherer	 tra-
ditionell	 die	 Wahrscheinlichkeit	 und	
das	Ausmass	eines	Schadens	für	eine	
bestimmte,	 möglichst	 homogene	





junge	 Männer	 häufiger	 in	 schwere	
Autounfälle	verwickelt	sind	als	andere	
demografische	Gruppen.	Dies	 führte	









nern.	 Gespeist	werden	 diese	 Daten-
bestände	u.a.	von	immer	zahlreicheren	




rungswirtschaft	 stellt	 der	 Einsatz	 von	





der	 Strecke)	werden	 an	 die	 Versiche-
rungsgesellschaft	übermittelt,	die	dar-
auf	 basierend	 die	 Wahrscheinlichkeit	




rungen	 liefern	 immer	 mehr	 Sensoren	
wie	 Smart	 Watches	 oder	 Fitnessarm-
bänder	 Daten	 für	 eine	 personalisierte	
Risikoklassifizierung	der	Versicherungs-
nehmer.	 Diese	 Daten	 ermöglichen	
Rückschlüsse	 auf	 Gewohnheiten,	 Le-
bensstil,	Aktivitätsgrad	und	Gesundheit	
des	 Trägers.	 Versicherer	 im	 Ausland	
bieten	 bereits	 Versicherungsmodelle	
an,	die	an	solche	Aktivitätstracker	ge-
knüpft	 sind.	 Die	 Kunden	 können	 an-
hand	der	damit	generierten	Daten	ei-
nen	gesunden	Lebenswandel	belegen	
oder	 aufzeigen,	 dass	 sie	 ungesunde	
Verhaltensmuster	 verbessern,	um	eine	
Prämienreduktion	 zu	 erreichen.	 Der-
einst	können	auch	implantierte	Mikro-
chips	solche	Informationen	liefern.	Be-
reits	 heute	 nutzen	 weltweit	 mehrere	
tausend	 Menschen	 RFID-Implantate,	
um	 Haus-	 und	 Autotüren	 zu	 öffnen,	




Eine	 weitere	 Datenquelle	 stellen	 die	
menschlichen	 Erbgut-Informationen	
dar.	Mithilfe	von	Genomsequenzierung	
kann	 die	 genetisch	 bedingte	 Wahr-
scheinlichkeit	 für	 das	 Auftreten	 von	
Traditionell berechnen Unternehmen den für weite 
Kundengruppen identischen Produktpreis anhand 
ihrer Kosten, der Preise der Mitbewerber oder dem 
aggregierten Kundenverhalten. Lange galten auf 
einzelne Käufer massgeschneiderte Preise als nicht 
realisierbar, da das Wissen über die Zahlungsbereit-
schaft einzelner Kunden fehlte – Big Data ermöglicht 
es Unternehmen prinzipiell, den idealen Preispunkt 





setzen	 oder	 für	 bestimmte	 erwartete	
Krankheitsbilder	 den	 Versicherungs-






cherer	 bereits	 heute	 stark	 auf	 Big-	








Dieser	 Abgleich	 berücksichtigt	 einer-
seits	 das	 Verhalten	 des	Anspruchstel-
lers	 gegenüber	 der	Versicherung,	 an-






















noch	 zielgenauere	 Abschöpfung	 der	 Konsumentenrente.	
Zur	Preisbestimmung	werden	hierbei	nicht	nur	Umweltfak-
toren	 einbezogen,	 sondern	 die	 Kunden	 als	 Individuen	 er-
fasst.	Daten	wie	beispielsweise	Geschlecht,	Alter,	Wohnort,	
Einkommen,	Verwandtschafts-	und	Freundschaftsbeziehun-
gen,	 Beschäftigungsstatus	 und	 Tätigkeitsgebiet,	 Bewe-
gungsmuster	sowie	persönliche	Vorlieben	und	Wertvorstel-
lungen	 können	 in	 die	 Preisbildung	 einfliessen.	 Möglich	
machen	dies	Cookies,	Kundenkarten,	Smartphone-ID,	SIM-	
Kartennummer,	 Bluetooth-Kennung,	 Adresse	 des	WLAN-	
Moduls,	GPS	oder	 IP-Adressen.	Dank	dieser	Technologien	





mer	 angezeigt	wurden	 als	Windows-Nutzern.	 Das	 Portal	
hatte	herausgefunden,	dass	Apple-Nutzer	im	Schnitt	30%	
mehr	für	ihren	Aufenthalt	ausgeben.	Ein	anderes	Beispiel:	










sen	 und	 je	 zuverlässiger	 diese	 dem	 einzelnen	 Individuum	
zugeordnet	werden	können,	desto	präziser	können	Algo-
rithmen	 die	 individuelle	 Zahlungsbereitschaft	 bestimmen	
und	die	Unternehmen	 ihre	Preise	entsprechend	anpassen.	





tionären	Handel	 identifiziert	 und	 entsprechend	 ihrer	 Zah-
lungsbereitschaft	individuell	angesprochen	werden	könnten.
Werbung	ist	dann	erfolgreich,	wenn	sie	die	richtigen	Personen	erreicht.	
Während	 traditionelle	Werbung	 auf	 eine	 breite	 Streuung	 ihrer	 Bot-
schaft	angewiesen	 ist,	erreicht	auf	Big	Data	gestützte	Werbung	mit	




nenprinzip	 wird	 versucht,	 möglichst	
viele	 Personen	 zu	 erreichen,	 wobei	
nur	 wenige	 Informationen	 zu	 deren	
Demografie	 vorliegen.	 So	 erreicht	
beispielsweise	 klassische	 Plakatwer-





Paradigmenwechsel	 in	 der	 Werbein-
dustrie.	 Durch	 die	Analyse	 von	Daten	
aus	 Suchverläufen,	 sozialen	 Netzwer-
ken,	 GPS-Daten	 und	 vielen	 weiteren	
digitalen	 Anwendungen	 können	 Un-
ternehmen	 ermitteln,	 wie,	 wo,	 wann	
und	was	Kunden	einkaufen,	wie	viel	sie	
14




























liches	Angebot	beibehalten,	 z.B.	 das	 Erbringen	 von	 Tele-
kommunikationsdienstleistungen	 oder	 den	 Verkauf	 von	
Sportartikeln.	 Zunehmend	 stellen	 aber	 nicht	 mehr	 diese	
Produkte	und	Dienstleistungen,	sondern	die	damit	gewon-
ausgeben	und	was	sie	 in	 ihrer	Freizeit	






der	 sich	 im	 Onlineshop	 Schuhe	 an-
schaut,	wird	nach	Verlassen	der	Seite	
von	 diesen	 Schuhen	 regelrecht	 ver-
folgt	–	unabhängig	davon,	ob	er	diese	
gekauft	hat	oder	nicht.	Das	von	vielen	
Kunden	 als	 belästigend	 empfundene	
Re-Targeting	 wird	 zunehmend	 durch	
Pre-Targeting	 abgelöst.	 Mithilfe	 von	
«Predictive	Analytics»	werden	anhand	
des	 individuellen	 Such-	 und	 Kaufver-
haltens	Vorhersagen	über	weitere	für	
den	 Kunden	 relevante,	 ergänzende	
Angebote	 getroffen,	 etwa	 die	 pas-
sende	 Pflegecrème	 zum	 schwarzen	
Glattlederschuh.	 Werber	 ziehen	 zu-
dem	 Geo-Targeting	 heran,	 welches	
ihnen	anhand	der	 IP-Adresse	ermög-
licht,	nur	die	Nutzer	einer	gewünsch-
ten	 Region	 anzusprechen.	 Für	 ein	
Location-Based	 Marketing	 werden	
mittels	 Sendemastinformation	 oder	













chen	 Ländern	 kategorisiert.	 Die	
Technologie	wurde	bereits	bei	online-
basierten	 Computerspielen	 mit	 dem	
Ziel	erprobt,	den	Spielern	im	geeigne-
ten	Moment	personalisierte	Werbung	






Ferner	 gibt	 es	 Bestrebungen,	 perso-
nalisierte	Werbung	 in	der	nicht-digi-
talen	 Welt	 einzusetzen.	 iBeacons,	
WLAN-	und	GPS-Daten	ermöglichen	
es,	 Individuen	 präzise	 zu	 orten	 und	
















rameter	 wie	 Fahrverhalten,	 Verschleiss	 oder	 Verbrauch.	
Basierend	auf	diesen	Daten	können	die	Hersteller	mithilfe	
von	 Predictive	 Analytics	 beispielsweise	 Schwachstellen	
neuer	 Modelle	 erkennen	 und	 beheben	 sowie	 After-Sa-
les-Angebote	 (z.B.	Wartung	 und	 Reparatur)	 optimieren.	
Daten	aus	sozialen	Netzwerken,	Autoblogs	und	Videoauf-
zeichnungen	aus	Showrooms	und	von	Messen	unterstüt-
zen	 sie	 dabei,	 Trends,	 Kundenbedürfnisse,	 Nutzungsge-




ner	 Filme	 und	 Serien	 ihr	 datengestütztes	Wissen	 über	















Überdies	 eröffnen	 Big-Data-Anwendungen	 neue	 Mög-









Ethische	 Bewertungen	wirtschaftlicher	 Aktivitäten	 stehen	 in	 der	
Gefahr,	 einen	 Gegensatz	 zwischen	 Ethik	 und	Wirtschaft	 zu	 postu-	
lieren.	Ethik	bestimmt	gemäss	diesem	Verständnis	die	Grenzen	des	
wirtschaftlich	 Erlaubten.	 Das	 ist	 sicher	 eine	wichtige	 Funktion	 von	
Ethik;	allerdings	dürfen	drei	Aspekte	nicht	unterschlagen	werden:
1.	 Vielen	 wirtschaftlichen	 Argumentationen	 liegt	 die	 Annahme	
zugrunde,	dass	möglichst	wenig	regulierte	Märkte	insgesamt	mo-
ralisch	wertvolle	Ziele	 (z.B.	ökonomische	und	soziale	Wohlfahrt)	











In	 den	 durchgeführten	Workshops	 identifizierten	 und	 diskutierten	









niemand	 «willkürlichen	 Eingriffen	 in	 sein	 Privatleben,	 seine	 Familie,	
sein	Heim	oder	seinen	Briefwechsel	noch	Angriffen	auf	seine	Ehre	und	
seinen	 Beruf	 ausgesetzt	 werden.	 Jeder	 Mensch	 hat	 Anspruch	 auf	



















private	 Rückschlüsse	 gezogen	 werden.	 Eine	 Kundin	 stört	 es	 kaum,	
dass	der	Detailhändler	weiss,	welche	Bodylotion	sie	kauft;	wenn	aber	
der	Detailhändler	 aus	der	Kombination	der	gekauften	Produkte	mit	




aus	 verschiedene	 Datenbestände	 verknüpft	
und	 neue	 Erkenntnisse	 daraus	 gewonnen	
werden.	Doch	gerade	in	der	Kombination	ver-
schiedenartiger	 Daten	 und	 in	 ihrer	 Verwen-
dung	zu	anderen	Zwecken	als	denjenigen,	zu	
denen	sie	ursprünglich	erhoben	wurden	(Se-




Datenschutz	 bei	 der	 Integration	 verschiede-








komanagements	 (Beispiel	 2)	 müssen	 die	 er-
wähnten	Eingriffe	in	die	Privatsphäre	allerdings	
mit	den	berechtigten	Ansprüchen	von	Unter-
nehmen	 abgewogen	 werden.	 Niemand	 be-
streitet,	dass	Unternehmen	ein	Recht	darauf	
haben,	über	die	Bonität	 ihrer	Debitoren	und	
andere	 geschäftsrelevante	 Risiken	 Bescheid	
zu	wissen.	So	gesehen	ist	nicht	jeder	Eingriff	






Angebotskonditionen	 (Beispiel	 3)	 Angaben	
aus	sehr	unterschiedlichen	Bereichen	(z.B.	An-
gaben	über	Finanztransaktionen,	Bonität,	me-
dizinische	 Behandlungen,	 privaten	 Konsum,	
soziale	 Beziehungen,	 Berufstätigkeit)	 zusam-
mengeführt	werden,	 stellt	 dies	 in	 seiner	Ge-
samtheit	einen	Eingriff	in	die	Privatsphäre	dar.	
Darüber	hinaus	 erweisen	 sich	bei	 diesen	An-
wendungen	 auch	 die	 fehlende	 Transparenz,	
die	 allfällige	 Diskriminierung	 und	 die	 Verlet-
zung	 der	 kontextuellen	 Integrität	 der	 Daten	
als	 ethische	 Herausforderungen.	 Diese	 As-
pekte	 werden	 im	 weiteren	 Verlauf	 des	 Be-
richts	diskutiert.
Dass	Unternehmen	mit	Big	Data	die	 Effizienz	









nen	 Eingriffe	 in	 die	 Privatsphäre	 unter	 der	












handlung	 von	 Personen	 verstanden,	 die	 sachlich	 nicht	




werden	 (z.B.	 aufgrund	 unterschiedlicher	 Leistungen	 un-
terschiedliche	Löhne	erhalten)	 ist	oft	unvermeidbar	bzw.	
gilt	als	allgemein	akzeptiert.	Ethisch	problematisch	wird	es	



















Dagegen,	 dass	 in	 die	 Preisgestaltung	 die	 Zahlungsbereit-
schaft	der	Kunden	einfliesst,	ist	nichts	einzuwenden,	solan-
ge	 unverschuldete	 Notlagen	 nicht	 ausgenutzt	 werden	
und	keine	Monopole	bestehen.	Institutionen	wie	der	Basar	
oder	die	Auktion,	wo	Verkäufer	und	Käufer	um	einen	Preis	
feilschen	 bzw.	 mitbieten,	 um	 die	 Zahlungsbereitschaft	 zu	
eruieren,	 sind	 weithin	 akzeptierte	 Formen	 wirtschaftlicher	







welcher	 Kriterien	 sie	möglicherweise	 diskrimi-
niert	werden	(vgl.	Abschnitt	«Transparenz»).
Individualisierte	 Preise	 erscheinen	 besonders	
dann	problematisch,	wenn	sie	innerhalb	einer	
Branche	 flächendeckend	 eingesetzt	 werden	
und	Konsumenten	nicht	mehr	auf	andere	An-
bieter	 ausweichen	 können.	 Allerdings	 wäre	
dieses	 Argument	 nur	 dann	 entscheidend,	
wenn	man	nicht	mehr	zwischen	unterschiedli-
chen	individualisierten	Preisen	wählen	könnte.	
Eine	 solche	 Monopolsituation	 bestünde	 erst	
dann,	 wenn	 jeder	 Anbieter	 denselben	 Algo-
rithmus	 sowie	 dieselbe	 Informationsbasis	 für	








Bankgeschäft	 bislang	 verwehrt	 blieb.	 Um	 Debito-
ren-Ausfälle	zu	verhindern	(Beispiel	1),	verlangen	digita-
le	 Finanzdienstleister	 sehr	 persönliche	 Informationen.	
Ansonsten	erhalten	die	Antragsteller	keinen	Zugang	zu	
Finanzdienstleistungen.	 Im	 klassischen	 Bankgeschäft	




















lich	 der	 Gestaltung	 und	 Kontrolle	 des	 eigenen	 Lebens	
gibt.	Ein	praktischer	Ausdruck	von	Autonomie	und	Selbst-
bestimmung	besteht	 im	Prinzip	der	 informierten	Zustim-
mung,	 das	 ursprünglich	 aus	 dem	medizinischen	 Bereich	
stammt.	 Im	Fall	 von	Daten	 ist	damit	gemeint,	dass	 eine	
Person	der	Verwendung	ihrer	persönlichen	Daten	explizit	
und	 im	Wissen,	was	mit	 diesen	Daten	 geschehen	wird,	
zustimmen	sollte.
Ein	 Problem	wäre	 besonders	 dann	 gegeben,	 wenn	 im	







Eng	 mit	 der	 Forderung	 nach	 informationeller	 Selbstbe-
stimmung	 verbunden	 ist	 die	 Forderung	 nach	 Kontrolle	
über	die	eigene	digitale	Identität.	Es	handelt	sich	um	ei-
nen	wichtigen	 Spezialfall	 der	 informationellen	 Selbstbe-








den	 viele	 solcher	 Einzeldaten	 kombiniert	 und	 zu	 einer	
digitalen	 Identität	 geformt,	 erlauben	 sie	 jedoch	 Rück-
schlüsse	auf	den	zukünftigen	Schuldner	und	dessen	Um-
gang	mit	 Finanzen	 (seine	 Bonität).	 Diese	 Vorsichtsmass-
verwendet	(z.B.	Stereotype	von	Freiheit,	At-
traktivität	 oder	 Individualität	 in	 der	 Tabak-
werbung),	sondern	gezielt	den	emotionalen	
Zustand	einer	Person	erfasst	und	darauf	ab-
gestimmte	 Botschaften	 vermittelt.	 Proble-
matisch	ist	daran	einerseits,	dass	die	Betrof-
fenen	 in	 der	 Regel	 ihre	 Zustimmung	 zu	
diesem	Verwendungszweck	der	Daten	nicht	
bewusst	 gegeben	 haben	 (vgl.	 Abschnitt	
«Transparenz»),	 und	 dass	 andererseits	 auf-
grund	 des	 manipulativen	 Charakters	 die	
Möglichkeiten	einer	freien	Meinungsbildung	
und	 einer	 informierten	 Zustimmung	 zu	 ei-
nem	Produkt	oder	einer	Dienstleistung	ein-
geschränkt	 sind,	was	 letztlich	 die	Wahlfrei-
heit	 der	 Personen	 beeinträchtigt.	 Dass	
Werbung	 manipulative	 Züge	 aufweisen	
kann,	 ist	 kein	 neues	 Phänomen,	 und	 be-
wusste	Täuschungen	sind	in	keinem	Fall	ge-
rechtfertigt.	Die	Möglichkeiten	ethisch	prob-
lematischer	 Manipulation	 durch	 Werbung	
(z.B.	durch	das	sogenannte	Emotional	Targe-
ting)	und	damit	der	Einschränkung	der	infor-








nellen	 Selbstbestimmung	 beharren,	 könnten	
zudem	das	Problem	haben,	dass	sie	aufgrund	
der	Verweigerung	der	Preisgabe	von	privaten	




men	 private	 Informationen	 benötigen,	 um	
eine	 Dienstleistung	 überhaupt	 anbieten	 zu	
können	(z.B.	Abklärung	der	Kreditwürdigkeit	
im	Falle	der	Eröffnung	eines	Hypothekarkre-
dits	 (Beispiel	 1))	 oder	 um	 ihr	 Risikomanage-






Spricht	 man	 bezüglich	 der	 Wirtschaft	 von	
Transparenz,	 ist	 in	 der	 Regel	 gemeint,	 dass	
Kunden,	 Geschäftspartnern	 oder	 Investoren	
diejenigen	 Informationen	 über	 den	 Zustand	
des	 Unternehmens,	 seine	 Geschäftsabläufe,	
Dienstleistungen	und	Produkte	zur	Verfügung	
stehen,	 die	 sie	 benötigen,	 um	 rationale	 Ent-
scheidungen	zu	treffen.	Angestrebt	wird	eine	
offene	und	 relevante	Kommunikation	bezüg-







nahme,	 um	 den	 Ausfall	 von	 Debitoren	 zu	
vermeiden	(Beispiel	1),	ist	ethisch	dann	pro-
blematisch,	 wenn	 der	 Kunde	 davon	 nichts	
weiss	 (vgl.	 Abschnitt	 «Transparenz»)	 und/
oder	 keine	Möglichkeit	 hat,	 allfällige	 Fehler	
in	diesem	Bild	von	ihm	zu	korrigieren.	Dieses	
Problem	 tritt	 nicht	 zuletzt	 dann	 auf,	 wenn	
die	Möglichkeit	des	Vergessens	oder	Verjäh-
rens	nicht	vorgesehen	 ist.	Personenbezoge-
ne	 Situationen	 und	 Verhaltensweisen	 wer-
den	zu	einem	späteren	Zeitpunkt	oft	anders	
interpretiert	 als	 zu	 einem	 früheren	 –	 man	
denke	etwa	an	die	verbreitete	Nutzung	so-
zialer	 Medien	 in	 der	 Adoleszenz,	 in	 der	
«Jugendsünden»	 ihre	 digitalen	 Spuren	 hin-




potenzielle	 Kunden	 unfair,	 da	 diese	 an	 der	





son	 nicht	 gerecht	 werden.	 Personen	 selbst	







nehmen	 nur	 diejenigen	 Daten	 einer	 Person	
kennt	und	verwendet,	die	im	Hinblick	auf	den	
Verwendungszweck	 (z.B.	 die	 Vergabe	 von	
Krediten)	relevant	sind.
Ebenfalls	 kein	 grundsätzlich	 neues	 Problem	
liegt	vor,	wenn	sich	Individuen	in	Antizipati-
on	 der	 auf	 Algorithmen	 basierenden	 Ent-
scheidungen	 von	Unternehmen	 anders	 ver-
halten,	 sich	 für	 anderes	 interessieren	 und	
sich	mit	anderen	Personen	befreunden,	um	beispielsweise	ihre	Kre-
ditwürdigkeit	zu	beeinflussen	oder	bestimmte	Güter	und	Dienstleis-
tungen	 günstiger	 zu	 erhalten.	 Dass	 es	 hier	 sozusagen	 zu	 einer	
«Fremdbestimmung»	der	Identität	kommt,	gehört	zur	Art	und	Wei-
se,	wie	Menschen	sozial	interagieren	und	sich	Vorteile	zu	verschaf-
fen	 versuchen.	 Problematisch	 ist	 jedoch,	wenn	die	durch	Big	Data	
ermöglichte	permanente	kommerzielle	Überwachung	durch	Unter-







meiden	würden,	 wären	 die	 Big-Data-Prakti-
ken	transparent.
Im	Falle	massgeschneiderter	Angebotskondi-
tionen	 (Beispiel	 3)	 sind	 die	 der	 Preisberech-
nung	zugrundeliegenden	Algorithmen	für	die	
Konsumenten	nicht	einsehbar,	da	sie	zumeist	








hier	 also	 zu	 einer	 Spannung	 zwischen	 dem	
berechtigten	 Anspruch	 eines	 Unternehmens	
als	 Urheber	 bestimmter	 Algorithmen	 deren	




einer	 gesellschaftlichen	 Verantwortung	 von	
Unternehmen	 darf	 sie	 nicht	 auf	 Kosten	 der	
Kunden	gelöst	werden.




nen.	Dabei	 ist	 für	 den	Kunden	 in	 der	 Regel	
nicht	transparent,	welche	Daten	über	ihn	vor-







wortlichen	 in	 den	 Unternehmen	 oft	 nicht	















zu	 lesen.	 Aber	 die	mangelnde	 Verständlich-
keit	und	der	Umfang	vieler	AGB	lässt	eine	in-
formierte	Zustimmung	häufig	gar	nicht	zu.
Für	 die	 Nutzer	 ist	 in	 der	 Regel	 auch	 nicht	
transparent,	 auf	 welche	 Daten	 Plattformen	
und	 Apps	 zugreifen,	 wie	 lange	 diese	 Daten	
gespeichert	werden,	was	analysiert	wird	 so-
wie	an	wen	und	zu	welchen	Konditionen	die	
Daten	 weitergegeben	 werden.	 Wenn	 bei-
spielsweise	App-Hersteller	die	von	den	Apps	


















Krankheiten	 und	 Unfällen	 sowie	 Ar-
mut.	Dahinter	steht	die	Einsicht,	dass	










mit	 höheren	 Prämien	 belasten.	 Ein	









der	 Nutzung	 sozialer	Medien)	 kann	
mit	 dem	 Ziel	 durchgeführt	 werden,	
Risiken	 individualisiert	 zu	 beurteilen	
und	 als	 Ausdruck	 eines	 «selbstbe-
stimmt	 gewählten	 Verhaltens»	 zu	
klassifizieren.	 Dies	 könnte	 einen	
ethisch	 legitimierten	 Grund	 zum	
Ausschluss	 grosser	 Risiken	 generie-
ren.	 Solidarität	 würde	 damit	 durch	
die	 Hintertüre	 unterminiert,	 indem	
die	 Legitimität	 ihrer	 Inanspruchnah-
me	 hinterfragt	 würde.	 Oder	 aber	
man	 definiert	 mit	 Bezugnahme	 auf	
Solidarität	 Anreize	 zur	 Verhaltens-













bende	 Versicherte	 begünstigen,	 den	
Solidaritätsgedanken	als	Grundprinzip	
des	Versicherns	aus?	Das	Verursacher-
prinzip	 könnte	 hier	 dazu	 eingesetzt	
werden,	um	die	Solidarität	der	Versi-
cherten	einzugrenzen.	Das	Hervorhe-
ben	 des	Verursacherprinzips	 ist	 aller-





Gebot	 der	 Transparenz,	weil	 auch	 die	 Systementwickler	
selbst	nicht	mehr	wissen,	wie	das	System	zu	seinen	Schlüs-
sen	kommt.	Statistische	Korrelationen	werden	auf	der	Ba-











um	 einen	 zentralen	 Orientierungsmassstab	
bilden.	Menschen	erwarten,	in	einem	familiä-
ren	Kontext	 anders	 behandelt	 zu	werden	 als	
gegenüber	einer	staatlichen	Organisation.	Sie	
akzeptieren	 in	 einem	 ökonomischen	 Kontext	
Formen	der	Ungleichbehandlung,	die	man	im	
Gesundheits-,	 Rechts-	 oder	 Bildungswesen	
nicht	 akzeptieren	 würde.	 Die	 Interpretation	




das,	 was	 er	 verdient	 oder	 braucht»	 –	 unter-
scheiden	sich	je	nach	sozialer	Sphäre.	Entspre-
chend	unterscheiden	sich	auch	die	Informatio-
nen,	 die	 in	 diesen	 verschiedenen	 Sphären	
erzeugt	und	von	Individuen	preisgegeben	wer-
den	–	man	spricht	von	der	kontextuellen	Integ-
















Daten-Brokern	 gehandelt	 werden	 und	 in	
komplexe	statistische	Modelle	von	Personen-
gruppen	 einfliessen,	 ist	 eine	 solche	 Verlet-




und	 genetische,	 soziale	 und	 umweltbedingte	 Faktoren,	
für	welche	die	Betroffenen	nichts	können,	ausser	Acht	
gelassen	werden.
In	 der	 Schweiz	 dürfen	 Versicherer	 gemäss	 Bundesgesetz	
über	die	Krankenversicherung	(KVG)	Einwohner	allerdings	
weder	 von	 der	 obligatorischen	 Grundversicherung	 aus-
schliessen	noch	deren	Versicherungsprämie	nach	Einkom-
men	 oder	 Krankheitsrisiko	 differenzieren.	 Diese	 Bestim-















































eller	 Integrität	 ein	 ethisches	 Problem	
darstellt,	ist	nicht	einfach	zu	beurteilen,	
zumal	die	Grenzen	der	 verschiedenen	
sozialen	 Sphären	 und	 der	 darin	 herr-
schenden	 moralischen	 Normen	 nicht	
unveränderlich	 sind.	 Die	 Gewichtung	

































ihren	 Kunden	 individualisierte	 und	 dadurch	 rele-
vante	Angebote	zu	unterbreiten.	Daten	erhöhen	die	




Big	 Data	 birgt	 einen	 Mehrwert	 für	 Unternehmen	
wie	auch	für	die	Kunden	–	für	Letztere	beispielswei-
se	in	Form	von	relevanteren	und	innovativen	Ange-
boten	 und	 fokussierter	 Werbung.	 Je	 mehr	 Daten	
Unternehmen	 über	 ihre	 Kunden	 erheben	 können,	





ist	 unbestritten	 und	 wird	 sowohl	 in	 der	 wissen-
schaftlichen	Literatur	als	auch	in	den	Medien	breit	
diskutiert.	 Die	 ethische	 Debatte	 dieses	 Berichts	
zeigt,	dass	über	den	Schutz	der	Privatsphäre	hinaus	
weitere	ethische	Werte	und	Normen	von	Big	Data	
berührt	 werden,	 z.B.	 der	 Schutz	 vor	 Diskriminie-
rung,	Solidarität	oder	das	Recht,	die	eigene	(digita-
le)	 Identität	 zu	kontrollieren.	Dabei	wird	deutlich,	
dass	 Big-Data-Anwendungen	 nicht	 prinzipiell	
ethisch	 problematisch	 sind.	 Vielmehr	 müssen	 die	






re	 oder	 Ungleichbehandlungen	 von	 Kunden	 mit	
dem	Ziel	eines	individualisierten	Marketings	und	ei-





lematisch	 erweist	 sich,	 wenn	 die	 Kunden	 nicht	
transparent	 über	 das	 Ausmass	 einer	 Datenerhe-
bung	und	-nutzung	informiert	werden,	sie	für	den	























Unternehmen	 sollten	 bei	 der	 Entwicklung	 von	 neuen	
Big-Data-Anwendungen	 neben	 dem	 Business	 Case	 von	
Anfang	an	auch	die	ethischen	Aspekte	berücksichtigen.	

















Die	 möglichen	 Folgen	 von	 Big-Data-Anwendungen	 auf	
die	 Unternehmensreputation	 und	 die	 Bereitschaft	 der	
Kunden,	auch	bei	ausreichender	Transparenz	 ihre	Daten	
zur	Verfügung	zu	stellen,	können	als	Ethik-Indikator	ange-



































Die	 Ausführungen	 in	 diesem	 Bericht	
zeigen,	dass	der	heutige	Umgang	mit	
Daten	 häufig	 im	 Gegensatz	 zu	 den	
Grundprinzipien	des	Datenschutzes	
steht.	 Gerade	 in	 der	 Akkumulation	
möglichst	 vieler	 Daten	 («V»	 für	 volu-
me),	 in	der	Kombination	verschieden-




senz	 von	 Big	 Data.	 Eine	 weitere,	
grundlegende	 datenschutzrechtliche	
Problematik	 von	 Big	 Data	 liegt	 darin,	
dass	durch	die	grossen	Datenvolumen	





























haltenskodizes	 und	 Branchenregelungen	 zu	 unterstützen	
(z.B.	 im	Rahmen	von	Round	Tables	oder	durch	die	Förde-
rung	 von	 Forschungs-	 und	 Entwicklungskooperationen).	
Denkbar	ist	darüber	hinaus,	dass	eine	staatlich	akkreditierte,	
aber	 privat	 finanzierte	 Prüf-	 und	 Zertifizierungsstelle	 die	
ethische	Abwägung	vornimmt	und	die	Einhaltung	der	Ver-
haltenskodizes	überprüft.	Diese	Stelle	würde	prüfen,	welche	





setzung	 für	 die	Wahrung	 der	 informationellen	 Selbstbe-
stimmung	der	Kunden.	Nutzer	sollten	proaktiv	und	trans-
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