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Resumen
La correlacio´n cruzada de dos sen˜ales es una medida de que tan similares son e´stas.
Sin embargo los me´todos tradicionales de implementacio´n de este algoritmo requieren de
muchos recursos lo que implica la bu´squeda constante de alternativas de ca´lculo que sim-
plifiquen ese proceso. Este trabajo pretende proponer una implementacio´n protot´ıpica
funcional de la correlacio´n utilizando la representacio´n bitstream de los datos, simplifi-
cando as´ı el hardware requerido para las operaciones, haciendo viable su utilizacio´n para
el procesamiento de sen˜ales.
Se espera que este proyecto ayude con la proteccio´n ambiental contra la caza y tala ilegal
en los bosques tropicales de Costa Rica al ser un medio para la deteccio´n de sen˜ales como
so´nido de disparos y motosierras.
Palabras clave: Correlacio´n, Bitstream, Deteccio´n de Patrones, Modulacio´n sigma-
delta

Abstract
Cross correlation is a way of measuring how similar two signals are. However, traditio-
nal methods of implementing this algorithm require a lot of resources which promotes
a constant search of alternative ways of performing it. This project intended to deve-
lop a prototipical implementation of a bitstream based correlation between to signals,
simplifying the necessary hardware for the operations and making it feasible.
The results of this project are meant to be use to help in the battle against illegal hunting
and logging of Costa Rican tropical forest by providing another way to detect shooting
and chainsaws sounds.
Keywords: Correlation, Bitstream, Pattern Recognition
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Cap´ıtulo 1
Introduccio´n
De acuerdo con [13] Costa Rica posee 51 100 km2 de superficie terrestre, lo que corresponde
a un 0,03% de la superficie mundial. Por ello tan impresionante que se encuentre entre
los 20 pa´ıses con mayor biodiversidad del mundo. Las ma´s de 500 mil especies que se
encuentran en el pa´ıs representa cerca del 4% del total de especies estimadas a nivel
mundial.
Como se dice en [21] no es de extran˜ar entonces que Costa Rica sea ejemplo a nivel
mundial por su preocupacio´n por conservar el ambiente, convirtiendo el 29% del territorio
nacional en a´reas protegidas.
Au´n as´ı, de acuerdo con [18] solo hay 500 guardaparques encargados de la tala de los bos-
ques protegidos, la caza de animales en peligro de extincio´n y la invasio´n de las a´reas pro-
tegidas, por lo que cada guardaparque es responsable de aproximadamente 2654 hecta´reas,
el a´rea equivalente a 37 veces el Parque La Sabana.
Por esta razo´n el DCILab (Laboratorio de Disen˜o de Circuitos Integrados) de la Escuela
de Ingenier´ıa Electro´nica del Instituto Tecnolo´gico de Costa Rica ha estado desarrollando
un proyecto que consiste en crear una red de sensores para detectar estas actividades
ilegales. En particular se ha propuesto el desarrollo de un sistema de reconocimiento de
patrones basado en Modelos Ocultos de Markov, llamado SiRPA, que se encuentra en
sus etapas finales de prueba. Este sistema clasifica muestras de sen˜ales capturadas en el
bosque para discriminar entre sonidos naturales del bosque, sonidos de motosierras o de
disparos.
Para ello usa distintas te´cnicas de filtrado y generacio´n de s´ımbolos (ver [4, 5, 23]) para
luego aplicar estos u´ltimos al clasificador final (ver [1, 4] para detalles del sistema com-
pleto). No obstante, un clasificador es una unidad de procesamiento compleja, por lo
que es tradicional introducir un detector ma´s sencillo y de menor consumo de potencia
antes, que despierte por as´ı decirlo al clasificador cuando haya un feno´meno que requiere
su ana´lisis ma´s avanzado.
En [7,8] se muestra la evaluacio´n de cinco algoritmos de pre-procesamiento para la detec-
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2cio´n de disparos, entre ellos la correlacio´n, el uso de onditas o wavelets (ver [10] para una
implementacio´n parcial), y el uso de un filtro de mediana. De todos, el del correlacio´n
es el que teo´ricamente ofrece mayor calidad de deteccio´n, pero su costo de hardware lo
coloca debajo de otros algoritmos en te´rminos de consumo energe´tico.
Adema´s, como se menciona en [6,9,11], ha sido demostrado que la diferencia de fase entre
sen˜ales capturadas de manera independiente por dos o ma´s micro´fonos puede ser utilizada
para estimar en a´ngulo entre la fuente y el receptor, ya que la diferencia de fase entre dos
sen˜ales se puede determinar calculando la correlacio´n entre ellas [22].
Cap´ıtulo 2
Meta y Objetivos
2.1 Meta
Desarrollar un sistema de monitoreo ambiental orientado a la proteccio´n natural contra
caza y tala ilegal.
2.2 Objetivo General
• Disen˜ar en un lenguaje de descripcio´n de una prueba de concepto de un correlador
bitstream capaz de procesar sen˜ales con un ancho de banda de 20Hz a 20kHz.
2.3 Objetivos Espec´ıficos
• Desarrollar un modelo de correlacio´n bitstream en un lenguaje de alto nivel, para
que sirva de patro´n dorado.
• Disen˜ar en un lenguaje de descripcio´n de hardware las operaciones nume´ricas bitstream
en coma fija necesarias para realizar la operacio´n de correlacio´n bitstream.
• Disen˜ar en un lenguaje de descripcio´n de hardware una prueba de concepto del
mo´dulo correlador.
2.4 Metodolog´ıa
Para la consecucio´n de los objetivos se siguio´ con la metodolog´ıa del disen˜o en ingenier´ıa.
As´ı, una vez planteados los problemas a resolver para cada objetivo, se realizo´ una in-
vestigacio´n bibliogra´fica del estado del arte sobre la correlacio´n en formato bitstream y
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las te´cnicas de modulacio´n sigma-delta. Posteriormente, se propuso una solucio´n en alto
nivel de dicho algoritmo, que servir´ıa posteriormente como modelo de referencia para la
verificacio´n final (este modelo funcional fue primero contrastado contra el modelo teo´rico
de la correlacio´n). Adema´s, se utilizo´ un modelo de alto nivel de modulacio´n sigma-delta
necesario para producir la modulacio´n bitstream con la cual alimentar el algoritmo de
correlacio´n bitstream.
Con estos modelos ya verificados, se procedio´ a desarrollar la unidad propuesta a nivel
de RTL. Esta unidad se verifico´ mediante simulacio´n RTL contra los resultados de los
modelos de ma´s alto nivel. Aspectos como sincronizacio´n e interfaz con los mo´dulos que
alimentara´n a la unidad con la sen˜al bitstream, y aquellos que tomara´n los datos de
correlacio´n procesados, debieron incorporarse en esta etapa.
Cap´ıtulo 3
Marco teo´rico
3.1 Correlacio´n cruzada
La correlacio´n cruzada es una medida de que tan similares son dos sen˜ales, por lo que se
puede utilizar para reconocer cuando dos sen˜ales son iguales o para calcular un desfase
entre dos sen˜ales como en [22]. Esta se puede expresar de muchas maneras, siendo una
de las formas de expresarla
Ri =
n∑
k=1
x(k)y(k − i) (3.1)
donde x(k) es el patro´n y y(k) la muestra, cada ca´lculo de correlacio´n Ri implica un
desplazamiento y(k − i) en la muestra, una multiplicacio´n uno a uno entre cada valor
de las sen˜ales x(k) y y(k − i) y una sumatoria entre cada una de las multiplicaciones
realizadas. Es por esta razo´n que la correlacio´n es un calculo que normalmente consume
muchos recursos.
3.2 Implementacio´n de un algoritmo de correlacio´n
para sen˜ales moduladas sigma-delta (bitstream)
En la Figura 3.1 (tomada de [15]) se muestra un esquema´tico t´ıpico de la implementa-
cio´n del algoritmo de correlacio´n de una sen˜al contra un patro´n. Para ello se utiliza un
multiplexor para recorrer todos los datos en el registro de muestra y patro´n. Conforme
se recorren los datos se va realizando la multiplicacio´n uno a uno y el resultado de cada
multiplicacio´n va a un acumulador donde se suma con los resultados de las multiplicacio-
nes previas. No´tese que este correlador debe funcionar a n veces la tasa de adquisicio´n
de Nyquist, y que los datos deben venir codificados en algu´n esta´ndar PCM (t´ıpicamente
coma fija, en complemento a dos).
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63.2 Implementacio´n de un algoritmo de correlacio´n para sen˜ales moduladas sigma-delta
(bitstream)
Figura 3.1: Funcionamento a nivel de bloques de la operacio´n correlacio´n. Tomado de [15].
Una forma alternativa de implementar este algoritmo es efectuar todas las multiplicaciones
en paralelo, esto con el fin de reducir la cantidad de ciclos necesarios para realizar el
ca´lculo de la correlacio´n, y as´ı disminuir la frecuencia de conmutacio´n de las operaciones
aritme´ticas. Sin embargo, hacer eso requiere de un aumento desmedido en el hardware
ya que se deben utilizar n multiplicadores, que ya por s´ı mismos son circuitos complejos
y de gran consumo de potencia. Esto limitar´ıa entonces el taman˜o del vector n tambie´n.
En [16, 17] (ver Figura 3.2) se realiza una implementacio´n del algoritmo de correlacio´n
realizando todas las multiplicaciones en paralelo, con la diferencia de que los datos se
representan en una sen˜al modulada sigma-delta o bitstream (de ahora en adelante, tal
como se explicara´ en la Seccio´n 3.3, se considerara´ que siempre que se hable de una
sen˜al bitstream, e´sta estara´ modulada sigma-delta). Esto implica un aumento en los
registros de patro´n y de muestra, a la vez que un aumento en la velocidad requerida
para las operaciones, producto del sobremuestreo inherente a la modulacio´n sigma-delta,
mientras que el hardware necesario para el ca´lculo de la correlacio´n se simplifica, ya que
la multiplicacio´n entre dos sen˜ales moduladas bitstream, como se explicara´ en la Seccio´n
3.4 se puede realizar utilizando una compuerta lo´gica.
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Figura 3.2: Funcionamento a nivel de bloques de la operacio´n correlacio´n utilizando la repre-
sentacio´n bitstream. Tomado de [17].
3.3 Modulador Sigma Delta
En [20] se explica el funcionamiento del Modulador Sigma Delta; en la Figura 3.3(a) se
puede observar que este consta de un integrador y un cuantizador. Adema´s, en la Figura
3.3(b) se observa un diagrama de bloques equivalente al de la Figura 3.3(a), pero expresado
en el dominio de la frecuencia, y se sustituye el cuantizador por un nodo sumador al lado
derecho del integrador para agregar el ruido de cuantizacio´n.
Σ
-+
∫
X(s)
Y(s)
Integrador Cuantizador
(a) Componentes del Modulador.
Integrador
Σ
-
+
1
s
--
X(s)
Y(s)Σ
+ +
N(s)
(b) Modulador en el dominio de la frecuen-
cia.
Figura 3.3: Diagrama de bloques del Modulador Sigma Delta. Tomado de [20].
Suponiendo un ruido de cuantizacio´n N(s) igual a cero se tiene
Y (s) =
(X(s)− Y (s))
s
despejando Y (s)
X(s)
Y (s)
X(s)
=
1
s
1 + 1
s
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y al simplificar se obtiene la funcio´n de transferencia del Modulador Sigma Delta:
Y (s)
X(s)
=
1
s+ 1
(3.2)
Partiendo nuevamente del diagrama de frecuencia del Modulador Sigma Delta, pero esta
vez asumiendo que la entrada X(s) es cero se tiene
Y (s) = −Y (s)
s
+N(s)
despejando Y (s)
N(s)
Y (s)
N(s)
=
1
1 + 1
s
al simplificar se obtiene la funcio´n de transferencia del ruido de cuantizacio´n:
Y (s)
N(s)
=
s
s+ 1
(3.3)
De la Ecuacio´n (3.2) se observa que la funcio´n del Modulador se comporta como un filtro
pasobajo, mientras que la Ecuacio´n (3.3) muestra como la funcio´n de transferencia del
ruido de cuantizacio´n se comporta como un filtro pasoalto. Esto quiere decir que la sen˜al
muestreada se va a concentrar en frecuencias bajas, mientras que el ruido de cuantizacio´n
se va a trasladar a las frecuencias ma´s altas, tal y como se representa en la Figura 3.4.
Señal
fS
Salida
Ruido de
Cuantificación
Figura 3.4: Ana´lisis del Modulador Delta Sigma en la Frecuencia. Tomado de [3].
La cantidad de bits con los que se represente cada dato es igual al OSF y el valor que
representa el dato en bitstream depende de la densidad de bits en uno que se encuentran
en el bitstream; por ejemplo, en la Figura 3.5 se muestra la respuesta del Modulador
Sigma Delta a una rampa, se observa que para valores mayor a cero la mayor cantidad de
bits del bitstream son uno.
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Entrada
Salida
Figura 3.5: Respuesta del Modulador Delta Sigma a una Rampa. Tomado de [17].
3.4 Operaciones Bitstream
En [16] se menciona que la probabilidad de que una sen˜al x de un modulador sea uno esta´
dada por
P (X = 1) =
1 + x
2
(3.4)
mientras que la probabilidad de que la sen˜al x sea cero es
P (X = 0) =
1− x
2
(3.5)
Adema´s, de acuerdo con [19] la probabilidad de que la xnor de dos sen˜ales x y y sea uno
es
P (x⊕y = 1) = P (x = 1)P (y = 1) + P (x = 0)P (y = 0) (3.6)
Utilizando la Ecuacio´n (3.4) y (3.5) en la Ecuacio´n (3.6) para calcular la probabilidad de
que la xnor entre dos sen˜ales x y y moduladas sea uno, donde se representa como X y Y
las sen˜ales moduladas, se obtiene que
P (X⊕Y = 1) = P (X = 1)P (Y = 1) + P (X = 0)P (Y = 0)
P (X⊕Y = 1) = (1 + x
2
)(
1 + y
2
) + (
1− x
2
)(
1− y
2
)
P (X⊕Y = 1) = (1 + x+ y + xy) + (1− x− y + xy)
4
P (X⊕Y = 1) = 2 + 2xy
4
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P (X⊕Y = 1) = 1 + xy
2
(3.7)
Por lo que la Ecuacio´n (3.7) permite considerar el utilizar la compuerta xnor en dos
sen˜ales moduladas sigma-delta para calcular de manera aproximada la multiplicacio´n de
dos sen˜ales.
3.5 Relacio´n sen˜al a ruido (SNR)
Como se menciona en [2] la relacio´n sen˜al a ruido esta´ dada por
SNR = 10 log
(
σ2x
σ2e
)
(3.8)
Suponiendo un ADC de N bits con 2N niveles de cuantizacio´n se tiene que
σ2e =
∆
12
=
(
2V
2N−1
)2
12
≈
(
2V
2N
)2
12
(3.9)
Sustituyendo 3.9 en 3.8 y simplificando se obtiene que la relacio´n sen˜al a ruido para un
ADC de N bits es
SNR = 10 log
(
σ2x
V 2
)
+ 4.77 + 6.02N (3.10)
Como se observa en la ecuacio´n anterior, por cada bit adicional en el ADC se obtiene una
mejora de 6 dB en el SNR.
Adema´s, de [2] se tiene que para un conversor con sobremuestreo se tiene que el SNR es
SNR = 10 log
(
σ2x
σ2ey
)
(3.11)
y para un conversor sigma delta de primer orden
σ2ey = σ
2
e
pi2
3
(
2fB
fs
)3
(3.12)
Al sustituir 3.12 en 3.11 se obtiene
SNR = 10 log
(
σ2x
)− 10 log (σ2e)− 10 log(pi23
)
+ 30 log
(
fs
2fB
)
(3.13)
Si se define el factor de sobremuestreo como
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2r =
fs
2fB
(3.14)
Al sustituirlo en la ecuacio´n 3.13 se obtiene que para un conversor sigma delta de primer
orden que
SNR = 10 log
(
σ2x
)− 10 log (σ2e)− 10 log(pi23
)
+ 9.03r (3.15)
De lo cual se puede observar que al duplicar el OSF se mejora el SNR 9 dB, que comparado
con un ADC tradicional PCM como se vio en la Ecuacio´n (3.10), ser´ıa equivalente a
agregar 1.5 bits.
3.6 LabVIEW
Como se menciona en [14] LabVIEW, que recibe su nombre de Laboratory Virtual Instru-
mentation Engineering Workbench, es una plataforma de desarrollo creada por National
Instrument que utiliza lenguaje de programacio´n gra´fico conocido como G. Los archivos
creados utilizando LabVIEW se llaman VI, que es una abreviacio´n para Virtual Instru-
ment.
Al emplear un lenguaje de programacio´n gra´fico, las variables se representan por medio
de cables, el color del cable indica el tipo de la variable y su grosor o forma la dimensio´n
de la misma como se aprecia en la Figura 3.6.
Figura 3.6: Tipo de datos en LabVIEW.
Una de las estructuras ma´s utilizadas en LabVIEW es el for loop, como se muestra en la
Figura 3.7 este cuenta con un Count Terminal en el cual se indica cuantas veces se ejecuta
el co´digo contenido en esta estructura, y tambie´n cuenta con un indicador de iteracio´n
con el valor de la iteracio´n actual.
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Figura 3.7: For Loop en LabVIEW.
Cuando se conecta un array a la entrada de un for loop se puede escoger habilitar el auto-
indexing, esto se realiza cuando se desea que los datos ingresen al for loop de uno en uno
y no como un array. La Figura 3.8 muestra la conexio´n de un array a un for loop, notese
que el cuadro donde se realiza la conexio´n es el indicador de si esta opcio´n esta´ habilitada.
Si esta´ habilitada no es necesario realizar ninguna conexio´n al Count Terminal ya que la
cantidad de veces que se ejecuta el for loop esta´ definida por el taman˜o del array.
(a) Auto-indexing deshabilitado (b) Auto-indexing habilitado
Figura 3.8: Auto-indexing a la entrada de un for loop.
De igual manera cuando se tiene un array dentro del for loop se puede elegir si se habilita
el auto-indexing, por ejemplo en la Figura 3.9(a) se tiene un for loop que se ejecuta seis
veces en el cual se genera un nu´mero aleatorio, ya que se auto-indexing se encuentra
deshabilitado a la salida del for loop se va a generar solo un elemento con el valor de la
u´ltima iteracio´n realizada. En la Figura 3.9(b) se tiene el mismo co´digo, pero se habilita
el auto-indexing lo que hace que se genere una array a la salida del for loop con los seis
nu´meros aleatorios producto de cada iteracio´n realizada.
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(a) Auto-indexing deshabilitado (b) Auto-indexing habilitado
Figura 3.9: Auto-indexing a la salida de un for loop.
Adema´s, en los for loops se pueden utilizar shift register, esto se hace cuando se desea
utilizar un valor calculado en una iteracio´n anterior. Por ejemplo el co´digo de la Figura
3.10 se ejecuta cinco veces como se define en el Count Terminal, se observa que con cada
iteracio´n se incrementa en uno el valor calculado en la iteracio´n anterior, el valor inicial
de este ca´lculo es con el que se inicializa el shift register, en este caso cero. Por lo que el
resultado final es cinco.
Figura 3.10: Registro de desplazamiento en LabVIEW.
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Cap´ıtulo 4
Correlacio´n Bitstream
4.1 Implementacio´n en alto nivel
El VI de LabVIEW que implementa el conversor de los datos a bitstream de la Figura 4.1
es uno de los mo´dulos principales, ya que sin este no se podr´ıa probar el funcionamiento
de la funcio´n de correlacio´n. El for loop exterior se encarga de recorrer todos los elementos
de la sen˜al que se desea convertir, los cuales se representan con un array; e´ste se ejecuta
n veces, donde n es la cantidad de datos que conforman la sen˜al. El for loop interior
se ejecuta OSF veces ya que como se explico´ en la Seccio´n 3.3 cada dato al convertirse
en bitstream se representa con OSF bits. En el interior de este for loop se encuentra
la lo´gica para el Modulador Sigma Delta de primero orden, este se puede comparar con
el modulador de la Figura 3.3; se observa que cuenta con el integrador encargado de
trasladar el ruido debido a la cuantizacio´n a frecuencias ma´s altas [3]. Como cuantizador
se utiliza un comparador de un bit, se agrega un DAC en el lazo de realimentacio´n y por
u´ltimo se puede apreciar que tambie´n cuenta con el nodo sumador encargado de restar el
valor anterior, en este caso la salida del DAC, al dato que se desea muestrear.
Integrador
Comparador
DAC
Valor Muestreado
Nodo Sumador
0
Integrador
0
DAC Output
Vref
Oversampling Factor
Numeric Control
Waveform Graph
Array
Señal
Señal en Bitstream
Figura 4.1: VI de conversor bitstream.
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En la Figura 4.2 se encuentra el VI desarrollado en este proyecto para el algoritmo de
correlacio´n bitstream. Este contiene un for loop que se encarga de realizar los desplaza-
mientos en la sen˜al de muestra. Dentro de este ciclo el patro´n entra al conversor bitstream
sin ser modificado, mientras que la muestra primero pasa por un mo´dulo que selecciona
cuales son los datos que deben entrar al conversor. La salida de estos conversores es un
array de taman˜o OSF , y van a un mo´dulo de xnor donde cada bit es multiplicado uno a
uno. Despue´s, estos datos van a un sumador para obtener el resultado final de correlacio´n.
Figura 4.2: VI desarrollado para el algoritmo de correlacio´n bitstream.
Debido a que se esta´ utilizando la compuerta lo´gica xnor para aproximar la multiplicacio´n
de dos sen˜ales, se produce un escalamiento a la correlacio´n bitstream adema´s de agregarle
un valor medio, como muestra la Ecuacio´n (3.7), lo que hace que la correlacio´n teo´rica y la
correlacio´n bitstream no sean comparables. El VI de la Figura 4.3 corrige este feno´meno,
al remover de la correlacio´n teo´rica su promedio, es decir:
T = t− t¯ (4.1)
donde T es el nuevo valor de correlacio´n teo´rico. A la correlacio´n bitstream tambie´n se
le aplica la correccio´n
ξ = e− e¯ (4.2)
donde ξ es el nuevo valor de la correlacio´n bitstream; sin embargo, este valor au´n de-
be corregirse por ser de diferente amplitud a la correlacio´n teo´rica, por lo que el valor
definitivo es
E =
TMAX
ξMAX
ξ (4.3)
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Figura 4.3: Acondicionador de sen˜al necesario para corregir la escala de la salida de correlacio´n
bitstream.
4.2 Desarrollo de la solucio´n RTL del algoritmo de
correlacio´n bitstream
En la Figura 4.4 muestra un diagrama de bloques RTL de la solucio´n propuesta para
calcular la correlacio´n sobre una sen˜al en formato bitstream. La Tabla 4.1 contiene una
descripcio´n de las entradas y salidas de este mo´dulo. La parte superior de la imagen des-
criben el control y sincronizacio´n necesarias del sistema, que se explicara´n ma´s adelante.
Tabla 4.1: Descripcio´n de entradas y salidas de la solucio´n RTL.
Nombre de
la sen˜al
Tipo de Sen˜al Descripcio´n
Bitstream Input
Por esta sen˜al se ingresa el bitstream con el que se
representan las sen˜ales a correlacionar
Ready Input Indica que se debe leer el dato de la sen˜al bitstream
Correlacion Output Contiene el valor final de correlacio´n calculado
Flag Output Indica que el valor de correlacio´n esta´ listo
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Figura 4.4: Diagrama de bloques RTL de la solucio´n propuesta.
En el Registro de Patro´n se almacena la plantilla contra la que se correlaciona y el Registro
de Muestra almacena la sen˜al de entrada que ingresa a una tasa igual a la de la frecuencia
de sobre muestro del modulador. Sobre los bits de estos registros de va calculando la
correlacio´n aplicando las operaciones bitstream multiplicacio´n y suma.
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El Registro de Patro´n y Registro de Muestra son registros de desplazamiento de taman˜o
nxOSF , donde n es la cantidad de muestras y OSF el factor de sobremuestreo del mo-
dulador delta-sigma. Para este proyecto se utiliza como punto de partida un n=128 y un
OSF=8 que es el mismo utilizado en la implementacio´n realizada en [16]. La Ma´quina de
Estados es la que habilita el desplazamiento de estos registros por medio de las sen˜ales
Shift PR y Shift SR.
Para el multiplicador bitstream se utilizan compuertas xnor tal y como se sugiere en [16]
y [15] donde las operaciones se realizan bit a bit.
Finalmente para el ca´lculo de la correlacio´n bitstream se deben sumar todos los bits 1 del
resultado de la multiplicacio´n, lo cual se realiza en el bloque de sumatoria que se divide
en dos partes. La primera parte esta´ compuesta por unos decodificadores como los de
la Figura 4.5 puestos en paralelo, que toman un bus de datos de 8 bits y a la salida se
obtiene la cantidad de esos bits que son 1’s. Cada uno de estos decodificadores cumple
una funcio´n equivalente al Bubble register y al Thermometer− to− binaryencoder de la
Figura 3.2, al actuar tanto como sumador como filtro pasa bajo de la sen˜al.
Figura 4.5: Diagrama de bloques RTL del decodificador necesario para realizar la suma.
La segunda seccio´n del circuito es un arreglo de sumadores que tienen como entrada todas
las salidas de los decodificadores. El resultado de esta etapa es la suma de todos los datos
decodificados, lo que corresponde al valor parcial de correlacio´n, ahora en formato PCM.
Todo este ca´lculo es puramente combinacional, por lo que puede realizarse en un solo
ciclo de reloj. El valor parcial de correlacio´n se carga al Registro de Correlacio´n con el
resultado final una vez que se ingrese una cantidad OSF de bits correspondiente a un
dato nuevo de la sen˜al muestreada.
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Tabla 4.2: Descripcio´n de sen˜ales auxiliares para el control y sincronizacio´n del sistema.
Nombre
de la sen˜al
Descripcio´n
S1 Realiza un Set al FF encargado de activar la sen˜al ESR
S2 Realiza un Set al FF encargado de activar la sen˜al Flag
S3 Realiza un Reset al FF encargado de activar la sen˜al Flag
S5
Realiza un Reset al Contador de Bandera, adema´s carga el valor
de correlacio´n parcial al Registro Correlacion
Para poder interfazar esta unidad de correlacio´n, se crearon los bloques de Registro de
Correlacio´n, Contador de Bits y Contador de Bandera, junto con sus respectivos flip
flops que se encargan de mantener la sen˜al que activan los contadores. En la Tabla 4.2 se
encuentra la descripcio´n de las principales sen˜ales de estos bloques.
El Contador de Bandera, como se puede intuir por su nombre, se encarga de activar una
bandera que indica cuando el valor de correlacio´n es va´lido, as´ı el mo´dulo posterior al
algoritmo de correlacio´n bitstream sabe cua´ndo esta´ disponible este dato a su salida.
Tambie´n se crea el Contador de Patro´n para determinar cuando se ha terminado de
escribir en el Registro de Patro´n, de manera que los primeros datos solo se escriben en el
Registro de Patro´n.
4.2.1 Disen˜o de la ma´quina de estados de control (FSM)
Tabla 4.3: Descripcio´n de las sen˜ales de entrada y salida de la ma´quina de estados de
control.
Nombre de
la sen˜al
Tipo de Sen˜al Descripcio´n
Read Input Indica que se debe leer el dato de la sen˜al bitstream
ESR Input Indica el fin de la escritura en el Registro de Patro´n
EPC Output Habilita el Contador de Patro´n
EFC Output Habilita el Contador de Bandera
Shift PR Output Habilita el ingreso de datos en el Registro de Patro´n
Shift SR Output
Habilita el ingreso de datos en el Registro de Muestra,
tambie´n realiza un Reset al Contador de Bits
La Tabla 4.3 contiene una descripcio´n de las sen˜ales que componen la ma´quina de estados
propuesta para el control de la unidad de correlacio´n. Adema´s en la Figura 4.6 puede
verse el diagrama de estados que explica como responde la ma´quina de estados ante esas
sen˜ales. La Tabla 4.4 se resume el diagrama de estados.
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Figura 4.6: Diagrama de estados desarrollado para el control de la operacio´n.
Tabla 4.4: Descripcio´n de los estados de la FSM de control, estados siguientes y opera-
ciones realizadas en cada estado.
Estado Variable Operacio´n
Estado Siguiente
Salida
Verdadera Falsa
0 Read CC 1 0 (Shift PR)(EPC)
1 - CI 2 -
2 Read CC 2 3 -
3 ESR SC 4 0 -
4 Read CC 5 4 (EFC)
5 - CI 6 (Shift SR)(EFC)
6 - CI 7 (EFC)
7 Read SC 7 4 (EFC)
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Cap´ıtulo 5
Resultados y ana´lisis
5.1 Resultados y ana´lisis de la implementacio´n en al-
to nivel.
En esta seccio´n se presentan los resultados obtenidos al realizar tres pruebas diferentes con
diferentes combinaciones de patro´n y muestra, y se comparan los resultados obtenidos con
el algoritmo de correlacio´n bitstream en alto nivel con diferentes valores de sobremuestreo
contra el resultado teo´rico de correlacio´n.
5.1.1 Primera prueba
En la primera prueba se uso´ como patro´n una sen˜al senoidal, con un solo periodo de la
sen˜al como la de la Figura 5.1(a). Como sen˜al muestreada se utiliza una sen˜al cuadrada
como la de la Figura 5.1(b), ambas sen˜ales cuentan con 128 datos.
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Figura 5.1: Sen˜ales utilizadas para la primera prueba.
La Figura 5.2 contiene las formas de ondas de correlacio´n del modelo de alto nivel y la
teo´rica, luego de realizar un acondicionamiento a las sen˜ales obtenidas. La correlacio´n
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teo´rica es la sen˜al de color azul, la sen˜al roja es la correlacio´n bitstream con un OSF de
8, la verde con un OSF de 16, la morada con un OSF de 32 y por u´ltimo la anaranjada
con un OSF de 64. Estos colores se mantienen para todas las gra´ficas de las pruebas del
modelo de alto nivel exceptuando a la de la Figura 5.11.
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Figura 5.2: Primera prueba de correlacio´n para cuatro valores de OSF .
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Los porcentajes de error obtenidos al utilizar el algoritmo bitstream se presentan en la
Figura 5.3. Se puede apreciar de la Figura 5.2 que el valor del modelo de alto nivel se
apega fielmente a la correlacio´n teo´rica, pero hay momentos en que los porcentajes de
error alcanzan valores muy altos, incluso superior al 100%. Esto es producto del modelo
de error usado (ver Ecuacio´n (5.1)), que obviamente se indefine en aquellos casos en que
teo´ricamente la correlacio´n entre dos sen˜ales es cero. Se sabe que el error en sistemas
de representacio´n nume´rica son funcio´n de la precisio´n de dicho sistema [12]. Segu´n la
teor´ıa de modulacio´n sigma-delta, la precisio´n es una funcio´n directa de la relacio´n sen˜al
a ruido (SNR), es decir del sobremuestreo sobre la sen˜al a convertir (a diferencia de la
conversio´n esta´ndar PCM, donde la precisio´n se mapea directamente con la resolucio´n de
la representacio´n usada). Para averiguar si el valor de error es aceptable en estos casos
extremos, se grafica la precisio´n del algoritmo evaluado, segu´n la Ecuacio´n (5.2) que mide
el error absoluto en vez del relativo, tal como se aprecia en la Figura 5.4.
PorcentajeError =
∣∣∣∣V alorTeo´rico− V alor ExperimentalV alor Teo´rico
∣∣∣∣ (5.1)
Error Absoluto = |V alor Teo´rico− V alor Experimental| (5.2)
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Figura 5.3: Graficacio´n del porcentaje de error para la primera prueba(ver ecuacio´n (5.1)).
No´tese la divergencia del error en los casos en que teo´ricamente la correlacio´n es
cero.
Aunque en el gra´fico de la Figura 5.2 no se percibe gran diferencia al variar el sobremues-
treo para calcular la correlacio´n, ya que todos los modelos se asemejan en gran medida a
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la respuesta teo´rica, en la Figura 5.4 es claro que la sen˜al roja y la verde que representan
un OSF de 8 y de 16 respectivamente, tienen un error mucho mayor, respecto al obtenido
con un OSF de 32 y 64 representado con las sen˜ales morada y anaranjada.
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Figura 5.4: Error absoluto del algoritmo de correlacio´n bitstream de la primera prueba contra
su modelo teo´rico.
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Tabla 5.1: Error absoluto promedio para la primera prueba.
OSF8 OSF16 OSF32 OSF64
111,45 169,15 65,02 47,43
La Tabla 5.1 contiene los resultados obtenidos al promediar los datos del gra´fico de la
Figura 5.4. Se confirma entonces que el OSF de 32 y OSF de 64 son los que brindan un
menor error, llegando en el u´ltimo caso a un error tres veces menor que el de un OSF de
16.
5.1.2 Segunda prueba
Para la segunda prueba se utilizo´ como patro´n una sen˜al senoidal de tres periodos correla-
cionada contra una sen˜al triangular. Ambas sen˜ales cuentan con 128 datos y se observan
en la Figura 5.5.
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Figura 5.5: Sen˜ales utilizadas para la segunda prueba.
En la Figura 5.6 se encuentra el gra´fico de las correlaciones. Se destaca la sen˜al con un
OSF de 8 ya que a simple vista es la que sen˜al que ma´s difiere con la sen˜al teo´rica, al
apreciarse mucho ruido comparada con las otras sen˜ales, principalmente entre el dato 140
y 180. Adema´s en algunos ma´ximos y mı´nimos no se alcanza el valor debido como es el
caso del dato 25, 100 y 120.
Al utilizar un OSF de 16 se nota un comportamiento similar al que se comento´ para
un OSF de 8, pero con una reduccio´n en el ruido. Las sen˜ales obtenidas al utilizar un
OSF de 32 y 64 siguen mucho mejor a la sen˜al teo´rica que las otras dos sen˜ales, la mayor
mejora que se observa en la gra´fica es entre el dato 140 y 180 que es donde se da la mayor
reduccio´n del ruido, au´n asi al utilizar un OSF de 64 se tienen problemas para alcanzar
algunos valores ma´ximos y mı´nimos como en las cercanias del dato 80 y 120, siendo la
sen˜al que se obtuvo con un OSF de 32 la que brinda la mejor aproximacio´n a la sen˜al
teo´rica.
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Figura 5.6: Segunda prueba de correlacio´n para cuatro valores de OSF .
De la Figura 5.7 que contiene el error absoluto promedio para la segunda prueba realizada,
se observa a simple vista que se mantiene el patro´n esperado donde a menor OSF mayor
el error en los resultados obtenidos.
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Figura 5.7: Error absoluto del algoritmo de correlacio´n bitstream de la segunda prueba contra
su modelo teo´rico.
Tabla 5.2: Error absoluto promedio para la segunda prueba.
OSF8 OSF16 OSF32 OSF64
294,72 220,84 82,03 134,72
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La Tabla 5.2 el promedio del error de la Figura 5.7. Los resultados son similares a los
obtenidos en la primer prueba, donde el mayor error se obtuvo para un OSF de 8 y de
16 y el menor error con un OSF de 32 y 64. Sin embargo en este caso el error promedio
obtenido con un OSF de 64 supera al obtenido con un OSF de 32.
5.1.3 Tercera prueba
Para la tercera prueba se uso´ como patro´n una sen˜al senoidal, con tres periodos de la sen˜al
y como sen˜al muestreada una sen˜al senoidal con cinco periodos. Ambas sen˜ales cuentan
con 128 datos y se observan en la Figura 5.8.
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Figura 5.8: Sen˜ales utilizadas para la tercera prueba.
La Figura 5.9 contiene las gra´ficas resultantes al calcular la correlacio´n entre las sen˜ales
anteriores, en este caso se puede ver como a pesar de que la correlacio´n teo´rica es la
ma´s compleja de las 3 pruebas, debido a que esta tiene mayor cantidad de cambios en la
monoton´ıa. Todas las correlaciones obtenidas por el algoritmo de correlacio´n bitstream
brindan una buena aproximacio´n de este comportamiento.
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Figura 5.9: Tercera prueba de correlacio´n para cuatro valores de OSF .
La Figura 5.10 presenta el gra´fico del error absoluto promedio obtenido para la tercera
prueba para los cuatro valores de OSF utilizados para realizar el ca´lculo de correlacio´n.
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Figura 5.10: Error absoluto del algoritmo de correlacio´n bitstream de la tercera prueba contra
su modelo teo´rico.
Tabla 5.3: Error absoluto promedio para la tercera prueba.
OSF8 OSF16 OSF32 OSF64
321,21 183,577 157,58 159,86
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De la Tabla 5.3 se puede destacar que el error promedio de las sen˜ales de la Figura 5.10 fue
similar para la correlacio´n que utiliza un OSF de 16, 32 y 64. Cabe notar no obstante que
en este caso el error al usar un OSF de 8 no fue tan alto como en las pruebas anteriores,
con respecto a OSF ma´s altas.
5.1.4 Resultados generales
En la Figura 5.11 se encuentra un gra´fico que resume los resultados obtenidos en las
pruebas anteriores. Se puede notar que los mejores resultados para todas las pruebas se
obtienen con un OSF de 32 y de 64. Dada la proximidad de los errores en estos dos casos,
se favorece el uso de una OSF de 32 bits, que requira´ cerca de la mitad de hardware con
respecto al uso de un OSF de 64, con una pe´rdida no determinante de precisio´n.
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Figura 5.11: Gra´fico resumen del error promedio en pruebas de alto nivel.
5.2 Ana´lisis de la implementacio´n RTL del algoritmo
de correlacio´n bitstream
Se realizaron dos pruebas en las que se comparan los resultados obtenidos con el mo´delo
de alto nivel contra los de la implementacio´n RTL utilizando un OSF de 8. Para esta
aplicacio´n la frecuencia de muestreo esta´ dada por
Fs = K ×OSF × FMax (5.3)
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donde K es la constante de Nyquist, de acuerdo con el teorema de muestreo de Nyquist
la frecuencia de muestreo tiene que ser mayor a 2 veces la ma´xima frecuencia de la sen˜al
a muestrear para que la sen˜al sea recuperable
Fs > 2× FMax (5.4)
Partiendo de un K igual a 4 para cumplir con el teorema de muestreo de Nyquist y una
frecuencia ma´xima de 20kHz ya que es de intere´s el saber si se puede utilizar el algoritmo
de correlacio´n bitstream para detectar sonidos de disparo y motosierras (y que estas
sen˜ales tienen un ancho de banda de 20Hz a 20kHz), se puede calcular la frecuencia de
muestreo mı´nima que se debe utilizar para la implementacio´n al sustituir en la Ecuacio´n
(5.5).
Fs = 4× 8× 20× 103 = 640kHz (5.5)
Debido a que el reloj que se utiliza para la simulacio´n es de 100MHz, se elige utilizar una
frecuencia de muestro de 8.3MHz. Despejando la constante de Nyquist de la Ecuacio´n
5.5 se tiene
K =
Fs
OSF × FMax (5.6)
Si se utiliza la ecuacio´n anterior para calcular la constante de Nyquist y se mantiene la
frecuencia de muestreo y se cambia el OSF a 64 que es el mayor OSF que se utiliza en
este documento, se obtiene
K =
8.3× 106
64× 20× 103 = 6.48 (5.7)
Con lo que se cumple con el Teorema de Muestreo de Nyquist y se comprueba que esta
implementacio´n puede ser utilizada para la aplicacio´n deseada incluso para un OSF de
64.
5.2.1 Comportamiento del modelo RTL
En la Figura 5.12 se verifica el correcto ingreso de datos en el Registro de Patro´n. El valor
del ContadorPatron sera´ la encargada de indicar a la FSM cua´ndo esta operacio´n haya
finalizado. Recue´rdese que este registro actu´a como plantilla contra la que se realizara´
la correlacio´n de la sen˜al de entrada en el detector de sen˜ales acu´sticas en que se busca
aplicar este mo´dulo.
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Figura 5.12: Comprobacio´n del correcto almacenamiento en el Registro de Patro´n.
En el ejemplo mostrado, puesto que la OSF es de 8 y el Registro de Patro´n contiene
128 muestras quiere decir que el taman˜o del registro es de 1024 bits. Al alcanzar el
ContadorPatron entonces el valor de 1024, se activa la sen˜al S1 y la FSM sabra´ que debe
proceder al estado siguiente, dando por iniciado el proceso de escritura en el Registro de
Muestra (ver Figura 5.13) donde la sen˜al ira´ entrando a la Fs definida.
Figura 5.13: Comprobacio´n de la habilitacio´n de la escritura en el Registro de Muestra.
En la Figura 5.14 se comprueba el ingreso de datos en el Registro de Muestra, este se da
de manera similar a la escritura en el Registro de Patro´n mostrado en la Figura 5.12.
Figura 5.14: Comprobacio´n del correcto almacenamiento en el Registro de Muestra.
La funcio´n de la sen˜al ContadorBits es determinar cua´ndo se ha escrito un dato completo
en el sistema, para proceder a indicar que el ca´lculo de correlacio´n esta´ listo. Por la teor´ıa
de sobremuestreo en que se basa el convertidor sigma-delta, para obtener el equivalente
a un ca´lculo de correlacio´n para un dato codificado en PCM, se debe esperar a que
el ContadorBits sea igual a la OSF usada. Es decir, se debera´ calcular un nu´mero
OSF de correlaciones bitstream parciales, el u´ltimo valor calculado nos da la correlacio´n
equivalente en PCM.
De la Figura 5.15 se puede observar que cuando el valor de ContadorBits es igual al OSF ,
en este caso 8, se activa la sen˜al S5. Esta sen˜al hace que se cargue el valor parcial de
correlacio´n en el Registro de Correlacio´n y que inicie la cuenta en el Contador de Bandera.
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Figura 5.15: Comprobacio´n del correcto funcionamiento del Contador de Bits.
El Contador de Bandera es el que se encarga de activar y desactivar la bandera que in-
dica que ya el dato de correlacio´n calculado es va´lido. Adema´s determina cuanto tiempo
despue´s de que se carga correctamente el valor final de correlacio´n al Registro de Correla-
cio´n se activa la bandera y cuanto tiempo permanece la bandera activada. En la Figura
5.16 se aprecia que cuando ContadorBandera es igual a 2 se activa la sen˜al S2 que es la
encargada de que la sen˜al Flag sea igual a 1, y cuando ContadorBandera es igual a 4 se
activa la sen˜al S3 que se encarga de devolver a la sen˜al Flag a su valor inicial de 0.
Figura 5.16: Comprobacio´n de la activacio´n de la sen˜al de Flag.
Con lo anterior se verifica el comportamiento del disen˜o, para comprobar que los resultados
obtenidos son los correctos se realizan dos pruebas en las cuales se compara el resultado
del modelo de bajo nivel con el de alto nivel.
5.2.2 Primera prueba
En la primera prueba se utiliza la misma sen˜al como patro´n y como muestra: dos senoi-
dales ide´nticas de 128 datos como se puede ver en la Figura 5.17.
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Figura 5.17: Ondas usadas para la comprobacio´n durante la primera prueba del correlador
bitstream. Dos senoidales ide´nticas, de 128 datos de longitud.
En la Figura 5.18(a) se observan las salidas de la correlacio´n teo´rica y la bitstream,
para un OSF de 8. No´tese la relativa exactitud del algoritmo bitstream, excepto en los
lugares que la correlacio´n es ma´xima en magnitud. Deber recordarse que en el algoritmo
implementado existe un relativo escalamiento y cambio en valor medio que debe tenerse
en cuenta para aplicaciones posteriores.
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Figura 5.18: Resultados de la salida de la correlacio´n teo´rica y bitstream para las senoidales
de la Figura 5.17. No´tese la relativa exactitud del algoritmo bitstream, excepto
en los lugares que la correlacio´n es ma´xima en magnitud.
En la Figura 5.19 se encuentran los resultados obtenidos al simular el comportamiento del
disen˜o del RTL en la herramienta de simulacio´n de Vivado. En la Figura 5.20 pueden verse
con detalle los resultados obtenidos en la simulacio´n a nivel RTL contrastados contra el
resultato del modelo de alto nivel. Puede notarse entonces que el error visto de la Figura
5.17 es producto no de la implementacio´n RTL sino del mismo algoritmo, lo que significa
que las cotas de error se mantienen.
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Figura 5.19: Detalle de la simulacio´n RTL del algoritmo de correlacio´n bitstream para la
primera prueba. Se muestra los valores finales de correlacio´n calculados.
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Figura 5.20: Contraste entre resultado del modelo de alto nivel de la correlacio´n bitstream
y el modelo RTL. Puede verse que el algoritmo RTL ofrece resultados ide´nticos
al de alto nivel (y, por tanto, su error con respecto a la correlacio´n teo´rica es el
mismo.)
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5.2.3 Segunda prueba
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Figura 5.21: Ondas usadas para la comprobacio´n durante la segunda prueba del correlador
bitstream
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Figura 5.22: Resultados de la salida de la correlacio´n teo´rica y bitstream para las sen˜ales de
la Figura 5.21.
En la Figura 5.23 se encuentran los resultados obtenidos al simular el comportamiento
del disen˜o del RTL en la herramienta de simulacio´n de Vivado. La Figura 5.24 contiene
el gra´fico de los datos obtenidos con el modelo de bajo nivel, junto con los del modelo de
alto nivel, se observa que la forma de ambas sen˜ales es igual como se dio en la prueba
anterior.
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Figura 5.23: Detalle de la simulacio´n RTL del algoritmo de correlacio´n bitstream para la se-
gunda prueba.
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Figura 5.24: Contraste entre resultado del modelo de alto nivel de la correlacio´n bitstream y
el modelo RTL para la segunda prueba.
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Cap´ıtulo 6
Conclusiones
• La representacio´n bitstream permite calcular la correlacio´n entre dos sen˜ales sin
consumir tantos recursos con me´todos tradicionales.
• Al utilizar la representacio´n bitstream es posible aproximar la multiplicacio´n entre
dos datos utilizando simples compuertas xnor.
• Con un factor de sobremuestreo igual o superior a 32 se obtiene una aproximacio´n
satisfactor´ıa de correlacio´n comparada con su valor teo´rico.
• La mejor implementaccio´n del algoritmo de correlacio´n bitstream se obtiene utili-
zando un factor de sobremuestro de 32, ya que se obtienen resultados tan favorables
como al utilizar un factor de sobremuestreo de 64, con la diferencia de que simplifica
au´n ma´s el hardware requerido para su implementacio´n.
• El algoritmo de correlacio´n bitstream se puede utilizar con sen˜ales de con un ancho
de banda de 20Hz a 20kHz.
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