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ABSTRACT
In this paper, a methodology for automatically detecting symptoms of frequently occurring 
errors in large computer systems is developed. The approach may be thought of as a sophisticated 
automation of the process by which a service engineer relates errors occurring in different parts and 
at different times in a computer system. The proposed symptom recognition methodology and its 
validation are based on probabilistic techniques. The approach is independent of system architec­
ture. The technique is shown to work on real failure data from two CYBER systems at the Univer­
sity of Illinois. The methodology allows for the resolution between independent and dependent 
causes and also quantifies a measure of the strength of relationship among the errors.
1. INTRODUCTION
The diagnosis of the causes of persisting errors in computer systems is very difficult because 
the underlying faults are complex and may affect different parts of the system. The system usu­
ally detects the effects of the faults as many isolated errors. An incorrect diagnosis leads to 
improper recovery management which ultimately affects the integrity of the system. For the diag­
nosis to be effective, it is imperative that the system be able to relate errors occurring in different 
parts or different times.
When a service engineer tries to rectify a fault, he or she studies the error log for the period 
during which the fault occurred. Though the system may record the effect of a fault as many iso­
lated incidents, the service engineer recognizes the different error entries as symptoms of the same 
error. This recognition of related error records is based on the service engineer's observance of 
some similarity, e.g.. a recurring pattern among the error records.
This paper proposes a methodology to recognize symptoms of severe errors in large systems. 
The goal of the methodology is to automate and formalize the process by which a service engineer 
relates errors occurring in different parts of a system. The approach uses the system error rate to 
identify error records among which relationships can exist. Probabilistic techniques are then used 
to validate and quantify the strength of relationships among error records. The approach takes as 
input the raw error logs containing an entry for each error detected as an isolated event by a com­
puter system, and produces as output symptoms which characterize the severe errors.
The methodology to automatically recognize the error symptoms involves three steps:
(1) The recognition of error records among which relationships can exist,
(2) The determination of the existence and validity of relationships among these records and
(3) The quantification of the strength of a relationship if one is found.
The method is illustrated on error data collected from two large Cyber systems used on campus at 
the University of Illinois at Urbana-Champaign. It will be seen that the approach is highly flexible
2and system-independent. It can be used to analyze error log files from architecturally different 
computer systems, as well as both highly error prone and highly reliable systems.
1.1 Related Research
Two studies which offer insight into the characterization of errors by their associated symp­
toms are [Velardi 84] and [Iyer 83]. Software errors in a production environment are analyzed in 
[Velardi 84], and permanent CPU errors and their relationship to workload are discussed in [Iyer 
83], Other similar research includes [Endres 75], which discusses and categorizes errors and error 
frequencies during the internal testing phase of the IBM DOS/VS system, and [Glass 81], which 
examines the occurrence of persistent bugs and their causes in operational software.
Research closely related to that described in this paper is that of [Tsao 83] and [Sanders 85]. 
Tsao s work is motivated by the fact that a module exhibits a period of (potentially increasing) 
unreliability before final failure. The approach attempts to analyze trends in errors by first group­
ing errors occurring within a short period into Tuples. After grouping the errors, five different 
matching algorithms are used to further subdivide the groups into identical Tuples. The algorithms 
are hueristic (based on intuition) and employ simple recurrence. As the author points out. two 
Tuples may be found to be identical by one algorithm, not identical by another. It is not clear how 
this conflict can be resolved. Further, the approach assumes that all error records in a Tuple are 
related. Tsao outlines possible techniques to calculate predictions about system error behavior. 
Since the techniques are not implemented their usefulness in making a prediction remains to be 
determined. Further. Tsao's methodology is system-specific (based on DEC system errorlogs). and 
it is not clear how well it will work on other systems.
In [Sanders 85], a technique which uses both complete and partial recurrences (as opposed to 
identical recurrence by Tsao) is proposed. This is made possible through the use of a software table 
to quantify system organization. The software table is used to capture both partial and complete 
recurrences as well as similarities among error groups. It was found that nearly 15% of the groups
3(similar to Tuples) contained a collection of unrelated error records, i.e., random groups.
Research in the area of Artificial Intelligence has resulted in several sophisticated techniques 
to diagnose causes of faults. The development of a scheme based on the description of the structure 
and function of a system is described in [Davis 82]. Formal languages to describe the structure and 
function are also developed. Similar intelligent diagnostic schemes have also been proposed in 
[Shubin 82] and [Genesereth 82].
A new approach called "violated expectation" ([deKleer 76], [Brown 81], [Genesereth 81]) has 
been proposed for troubleshooting. This approach looks for mismatches between the values 
expected from correct operation and those actually obtained. When there is a mismatch, instead of 
postulating a possible fault and exploring its consequences, a wide range of components (deter­
mined from the structure and behavior of the component where the mismatch is detected) are con­
sidered as suspects. Whenever possible, the approach identifies a specific component that may be 
faulty.
All these intelligent diagnostic systems have been shown to work on modules within a com­
puter system. It is not clear how they will work when a whole computer system is taken into 
account.
In [Iyer 85], the analysis shows that the system is most vulnerable to errors in the 
hardware/software interface. It has not been convincingly established that a structure-based diag­
nosis can be fully successful under such circumstances. A structure-based diagnostic system may 
detect the hardware fault in an efficient manner, but the chances are that complex faults (e.g. 
hardware-related-software errors) may be detected as more than one error. In this context, it 
becomes important to study the relationship among errors that occur within a short time. To the 
author s knowledge, there is no methodology that actually evaluates how good the diagnosis is by 
analyzing the diagnoses made in the past, i.e., a diagnostic system with feedback. A methodology 
that quantifies the symptoms associated with related errors by determining the relationship among 
detected errors is essential for this purpose. The development of such an approach is discussed in
4the following sections. The methodology is shown to work on a large computer system.
2. SYSTEM CONFIGURATION AND ERROR MEASUREMENT
2.1 System Configuration
The system studied consisted of two Control Data CYBER 170 systems maintained by the 
Computer Services Office at the University of Illinois at Urbana-Champaign. The two machines, a 
model 174 and a model 175. are coupled by their disk system; Figure 2.1 shows the system 
configuration. The two machines run independently but share resources such as tape drives, etc.
DISKS
CYBER
174
196 K 
OF CM
CYBER
175
256 K 
OF CM
EXTENDED
CORE
STORAGE
Figure 2.1: System Configuration
5An interlock table is maintained for use by both machines to prevent deadlock arising from 
conflicts over shared resources.
Figure 2.2 is a block diagram of each computer. Each machine has central processing (CP) and 
peripheral processing capabilities. The peripheral processors, in addition to being used by system 
routines to get parallelism in the computing, also manage the peripheral equipment. All processors 
have access to main memory (CM) through the central memory controller (CMC). The peripheral 
processors (14 on the CYBER 174 and 20 on the CYBER 175), are divided into two subsystems, 
PPSO and PPS1, which form the interfaces with the CP and CMC. The 174 machine has two central 
processors as its main processing unit and the 175 machine has one multi-unit processor. Details of 
the system organization and architecture are given in [CDC 75].
This analysis uses detailed error data automatically collected over a six-month period by the 
operating system. As with other large systems, the CYBER machines maintain a log of a variety of
Figure 2.2: General Block Diagram of CYBER 170 System
6normal and abnormal events — called the "system dayfile." The normal events include such infor­
mation as mounting and dismounting of tapes, and the loading of the control code for the disk con­
trollers. The abnormal events are errors automatically detected by the system. Errors can originate 
in the peripheral processors, the central processor, main memory, or the disk subsystem. The 
errors are captured by hardware that checks the integrity of information being transmitted 
between physical elements in the system. When an error is detected, a system routine collects per­
tinent information from the hardware concerning the state of the machine at the time of the error 
and stores it in the dayfile.
The error data from the system dayfiles is fed as input into a system program which filters 
out the error information and normalizes the formats of the different record types into eight 60-bit 
words each, converting the character data into binary. The first three words are standard for all of 
the records. A decoded sample of the information logged is shown in Figure 2.3. The formats of 
the normalized data can be found in detail in [CDC 82].
The fields of information include:
(1) record type: specifies the format of the rest of the record (RECTYPE)
(2) error code: specifies the nature of the error (ERR)
(3) time and date of error
(4) channel in use at the time of error (CHAN)
(5) equipment number of the device involved (EST)
The three major record types are:
i. deadstarts (RECTYPE = 0001): these are logged for all scheduled and unscheduled system res­
tarts. The two common deadstart levels are (a) deadstart level zero which denotes a complete 
halt of the machine with no job recovery possible, and (b) deadstart level three which implies 
that the integrity of the machine state is maintained and recovery is possible for most jobs.
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Figure 2.3: Sample From Error Log
ii. disk subsystem errors (RECTYPE * 0024): these included disk checkword errors, channel par­
ity errors, and device contention errors.
iii. parity-related errors (RECTYPE = 0003): these include memory errors (single error correc­
tion. double error detection), peripheral processor errors, channel errors, extended core parity
and central memory controller errors.
For each memory error it is possible to determine the location in real memory where the error 
occurred. The memory is divided into two chassis (CSUO and CSU1). Each chassis is divided into 
four quadrants which, in turn, are divided into eight banks. Each bank has four chip select signals 
controlling the access of chip modules on the bank. The actual chip is designated by the bit syn­
drome, which isolates the bit in the word that had the parity error. The disk checkword errors are 
designated by their logical location on the disk. The cylinder, sector, and track involved in the
error are logged, (POSIT).
For example, observation 2 in Figure 2.3 has RECTYPE equal to 0003. which is a corrected 
parity error. This occurred on May 19 at 5:00:21. It occurred in chassis 0. and in quadrant 0. bank 
2 in that chassis. The chip select signal was 1 and the syndrome was 92. The chip select and syn­
drome fields isolate the problem to a particular chip within the bank specified.
82.2 Preprocessing
The error logs containing entries of each error detected in a system need to be preprocessed 
before relationships among the errors detected (as isolated or unrelated) can be studied. This 
involves unpacking the various fields of the binary entries in the error log and defining new vari­
ables formed from the logged variables. A software system to preprocess the raw binary error log 
file to make it suitable for analysis was constructed and is discussed in [Sanders 85].
A cursory analysis of the data showed duplicate entries within a short time period describing 
the same error condition. It was decided to coalesce error records that report the same conditions 
(i.e., same type of error and same machine state). This process is referred to as error coalescing,1 
([Rossetti 81], [Velardi 84]), and two different clustering algorithms exist. The first coalesces all 
adjacent error records occurring within a short time interval and reporting the same error condi­
tion. The second, known as an interleaving algorithm, coalesces all error records occurring within a 
short interval and reporting the same error condition. The difference between the two algorithms is 
illustrated with the example shown in Figure 2.4. The interleaving algorithm will cluster the 
seven error records shown in Figure 2.4 into two clusters, one pertaining to location (2-0-7-3) and 
the other pertaining to location (2-0-7-2). The first algorithm clusters only adjacent duplicate 
records and so will leave them as they are. i.e., forming seven different clusters. We have used the 
first algorithm because our aim is to study the relationship among errors detected as isolated errors. 
The pattern (2-0-7-3, 2-0-7-2) recurs three times within the example shown in Figure 2.4 and it is 
important to characterize the relationship between these two errors. The interleaving algorithm 
will eliminate this pattern information, and hence we have decided against using it.
The number of records deleted and the time span of these records are also now incorporated 
with the record representing each cluster. Figure 2.5 shows a sample of clustered data. The 
clustered group reported in observation 1 is a clustering of observations 2-3 from Figure 2.3. The 
span of the cluster is the time from the occurrence of the first error in the cluster to the last one in
1 [Velardi 84] and [Iyer 81] refer to error coalescing as clustering.
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Figure 2.4: An Interleaved Error Pattern
the cluster. It will be shown that this choice of time interval is not critical to the analysis.
After extensive examination of the general behavior of the data, the maximum time between 
two adjacent records in a cluster was selected to be one hour. The choice was such because it had 
the least likelihood of clustering unrelated events. Although most of the clusters have spans less 
than fifteen minutes, some possibly related errors occurred about an hour apart of each other.
Table 2.1 shows the breakdown of errors before and after clustering. Note the marked reduc­
tion of total number of errors — 71% for the CYBER 174 and 85% for the CYBER 175. It is 
interesting to note that although the 175 machine had twice as many records as the 174 machine, 
after clustering both had nearly the same number of errors.
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Figure 2.5: Sample of Clustered Data
TABLE 2.1: STATISTICS FOR DATA: UNCLUSTERED AND CLUSTERED 
Model 174 Model 175
un-
clust. clust.
%
change
un-
clust. clust.
%
change
#  of points 3698 971 74 8057 1133 86# deadstarts 12 10 17 40 36 10# parity 3186 889 72 5837 805 86#  disk sub. 494 66 87 2159 272 87#  other 6 6 0 21 20 5mean tbf (hours) 1.07 3.85 260 0.81 5.73 607median tbf 2 sec 1.34 hr 2411 1 sec 63 sec 63mean span(min) — 15.53 — — 14.83median span(min) — 0.00 — — 0.00 —
23  Recognition of Error Groups
The clustering of error records eliminates duplicate adjacent error records. A cursory analysis 
of the clustered data shows the existence of sets of clusters occurring within a short time interval. 
The sets sometimes consist of different errors but at the times the same errors occur in different
11
locations. The close time proximity among some clusters means a substantial increase in the system 
error rate during that period. The high error rate introduces a suspicion that the errors occurring 
during the high error rate period may be related, i.e.. different errors may be due to a single cause, 
to multiple but related causes, or to multiple and independent causes. A methodology to determine 
the cause of a high error rate period is described in the next section and a very simple rule is used 
to identify all high error rate periods.
The high error rate periods, called error groups, are formed by grouping all error clusters 
occurring within a small time interval of each other, (this interval was chosen to be fifteen 
minutes). It will be shown that the choice of a particular time interval does not affect the analysis 
in any way.2 It will be seen in section 4 that relationships among error records not captured by this 
choice of time interval will be captured during subsequent analysis. The primary difference 
between a cluster and a group is that clusters contain only occurrences of the same error (same 
error type and machine state), whereas groups contain occurrences of different errors (different 
error type or machine state).
As an example of grouping, consider the series of observations in Figure 2.6. Looked upon 
singularly, these would appear to be separate occurrences of different single bit memory errors. 
Yet, when combined into an error group, it is apparent that all of the errors occurred within bank 
4. Also, the syndrome, or the problem bit. is the same for all the observations. This points to a 
problem within bank 4, and not to three isolated problems occurring within three different memory 
locations. Specifically, it refers to a problem that affects one particular bit of the word — which 
means the problem is even further isolated to the module. The probable causes now are confined to 
those that affect only one module — such as a faulty driver or path.
A cursory analysis of the grouped data provides insight into the severity of the grouped 
errors and suggests possible techniques to study the relationship among the error records in a 
group. Table 2.2 lists information pertaining to the grouped data. The grouped data is divided into
2 The interval is selected by trial and error so as to minimize the likelihood of binding unrelated errors.
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Figure 2.6: Sample of Grouped Data
two major types — those containing only one record type, and those that contain more than one 
type of error (mixed).
Although the number of groups is not large (12% of CYBER 174 points and 29% of CYBER 
175 points) they tend to be severe problems. This is so because these errors occurring within 
groups are persistent, span a considerable length of time, and may involve different subsystems.
TABLE 2.2: STATISTICS FOR GROUPED DATA
Model 174 Model 175
#  clusters 762 463# groups 91 134# deadstarts 7 22# memory & parity (non-grouped) 628 163# disk (non-grouped) 29 135# other (non-grouped) 3 9#  parity (groups) 760 90#  disk (groups) 6 17# mixed groups 9 27mean tbf of groups 41.56 hrs 28.10 hrsmedian tbf of groups 11.20 hrs 4.99 hrsmean #  records/group 17.43 25.74median #  records/group 4.00 10.00mean #  clusters/group 3.20 5.96median #  clusters/group 2.00 5.00mean span of groups (min) 52.32 39.42median span of groups (min) 11.78 7.18
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The span reflects the time that the system needs to handle these grouped errors. From Tables 2.1 
and 2.2. the median span of the grouped data is 11.78 minutes on the 174 machine and 7.18 
minutes on the 175 machine, versus a median span of zero on both machines for the ungrouped 
data. The mean span of the grouped data is between 30 minutes and an hour, indicating the 
existence of some very severe problems that took long to handle. Clearly, the time needed to handle 
a fault is related to the severity of that fault, since the performance of the system will decline 
while it is in an error-handling mode.
A comparison of the mean and median time between failures (tbf) of the clustered and 
grouped data demonstrates the need for error groups. The mean and median time between failures 
for the clustered data are 2.85 hours and 1.34 hours for the Cyber 174, and 5.73 hours and 63 
seconds for the Cyber 175. The same values for the grouped data are 41.56 hours and 11.20 hours 
for the Cyber 174, and 28.10 hours and 4.99 hours for the Cyber 175. The low median tbf values 
for the clustered data are due to groups of clusters occurring within short time intervals. The short 
time between the clusters occurring within these groups lowers the overall system tbf value. The 
tbf values for the grouped data quantify how often high error rate periods occur in the system.
In summary, we start with the error log file and at the end of preprocessing we have reduced 
isolated errors to sets of clearly demarcated, possibly related error records. These sets of error 
records are called error groups. Error groups identify periods of high unreliability in the system. 
The frequency of error groups demonstrates the need to relate errors occurring in different parts or 
times, i.e., global diagnosis. Note that the tbf of the system increases considerably when groups are 
treated as single events. Thus, clearly, if the system were able to relate the errors in these groups it 
would be much more reliable. The determination of the existence and strength of relationships 
among error records in a group is described in the next section.
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3. RECOGNITION OF ERROR PATTERNS
Errors in computer systems occur at various times and in many different locations. Often, the 
most severe errors are hard to diagnose because of the varied and seemingly unrelated symptoms 
associated with them as they occur in different locations and at different times. A successful diag­
nostic technique should be able to relate these errors in much the same way as a service engineer, 
through past experience, identifies a set of error records as the symptoms associated with a particu­
lar problem. The goal of this research was to automate and formalize the process by which the ser­
vice engineer relates errors occurring in different parts of a system.
This section describes the key aspects of such a methodology, and the succeeding section gives 
examples illustrating the use of this approach. The objectives of the symptom recognition strategy 
are to start with the error log file, consisting of entries for all the errors detected as isolated errors 
by the system, and to produce as output symptoms associated with related errors that are being 
diagnosed as isolated and unrelated errors.
The symptom recognition methodology involves three steps:
(1) recognizing candidates among which relationships can exist,
(2) checking to see if a relationship actually exists among these candidates, and
(3) then estimating a measure of strength of the evaluated relationship (if a relationship does 
exist).
The first step. i.e.. recognition of potential candidates for further analysis, is essentially time-based, 
while the second and the third steps are probabilistic. This three-step procedure is used at three 
different levels to analyze the data. At the first level, the relationship among the error records 
within an error group is evaluated. The second level looks for inter-group relationships because the 
same cause(s) can give rise to multiple error groups within a short period. The third level looks for 
overall relationships in the entire data. Each level of analysis increases the resolution of the data 
and adds more certainty to the results. At each level, a measure of strength of the evaluated rela-
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tionship is quantified. The flow of data in this analysis is shown in Figure 3.1. The ellipses in the 
figure denote the current form of the error log file, while the boxes represent an executable program 
segment.
The next subsection discusses the probabilistic validation procedure; the subsequent sections, 
the use of this procedure at different levels of analysis.
3d Probabilistic Validation Criterion
In this subsection, the technique used to validate and measure the strength of relationships 
among the error records at various levels is described.
The technique is based on the simple intuitive fact that if records occur more often together 
than separately, then the records occurring together are likely to be related. In formal terms, con­
sider N error records A X, A 2 . • • • . An . Let P(A x ), P ( A 2 ). • • • JP(An ) be their respective 
individual probabilities calculated from the data. i.e..
Number o f occurrences o f A t P( Ak ) = -----------------------------------------t =n
LA
i =  1
Then, P ( A 1 )* P ( A 2 ) * • • • * P(An ) is the probability that A 1 . A 2 , • • • , An will occur 
together, assuming they are independent. Further, let P {A x . A 2 , • • • . An ) be the joint probabil­
ity of occurrence computed from all the joint occurrences of A  x , A 2 . • • • . A n in the error log.
i.e..
Number o f joint occurrences o f (A . . • • • A  )
P Í A , .  ••• , A m ):---------------------------------------------------- ------------ —
i = n
LA
i= 1
If
i U J *  P(A2)* ••• * P(.An ) <P(A1. ■■■ ,An ) (3.1)
then it is reasonable to assume that the joint occurrence of A  t . • • • . An is not random. A measure 
of the strength (S) of the evaluated relationship is given by the ratio
16
Figure 3.1 Flow of Data in the Analysis
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P d A , .  . A ,  )
S ---------------------------------- -
P U j ) *  • • •  * P U n )
What A i , A 2 , * • • , An stand for depends on the level of analysis:
(1) When we are attempting to validate the relationship among the error records in an error 
group, A 1 , • • • , An stand for the individual error records within the error group
(2) When we are studying the relationship among the error groups in an event, A  j , - - - , A n 
stand for each individual error group. Since the existence and strength of relationships are 
evaluated probabilistically, the approach is not constrained to specific architectures or system 
configurations.
3»2 Validation at Group lev e l: Inter-Record Relationships
Recall that error groups represent high error rate periods during the operation of the system. 
The high error rate introduces a suspicion that the error records within an error group may be 
related. It is, of course, possible that the rise in error rate is just a random incident. In order to dis­
tinguish between these two possibilities, error records in an error group are analyzed in three 
different ways to determine if the records in an error group have a valid relationship.
The first is referred to as a complete analysis. The probabilistic validation procedure discussed 
in the previous subsection is applied on all the records in an error group, i.e., the individual and the 
joint probabilities of all the error records in a group are computed from the data. If all the error 
records in an error group are found to be statistically related, no further analysis is done on that 
error group.
If error records in a group are found not to be related through a complete analysis described 
in the previous paragraph, then it may be that subsets of the original error group have valid rela­
tionships. Different combinations of error records in a group are then analyzed to determine the 
existence of valid statistical relationships among them. For example, if there are three records 
(A. B, C) in an error group, the subsets (A, B), (A. C) and (B. C) are analyzed and Equation
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(template) (time) (error description) (associated device) (exact location)Record Type Timestamp Error Type | Error Code | Syndrome channel disk chassis | quadrant | bank
Figure 3.2: Format of Error Log Entry for Memory Error
(3.1) is used to determine the relationship among the error records in these subsets. This approach 
is referred to as a subset-based analysis.
If no relationship is found in steps 1 and 2. a third analysis based on truncated records is car­
ried out. In this step, a few fields of the error records are masked from the analysis. This is best 
illustrated using the format in Figure 3.2, which refers to the log of a memory error.
The fields chassis, quadrant, bank and chip describe the location of error. It may be that a 
statistically valid relationship exists at the bank level (say among a few banks) and that the chip 
identity of the error records may thwart the recognition of the valid bank level relationship.3 
Thus, when the chip identity is dropped, we are attempting to determine the existence of statisti­
cally valid relationships at the bank level. Note that when the analysis is carried out with trun­
cated records, more records can enter the probability space. Thus, the final result can be substan­
tially different from the original result.
The fields to be masked are determined as follows: starting from the lowest level of resolu­
tion. i.e.. the beginning of error records, the records in a group are scanned until the first field 
wherein they are dissimilar is found. All the fields beyond this field are masked from the analysis. 
For example, two records with the format shown in Figure 3.2 may have identical fields up to the 
chassis. The quadrant is the first field with non-identical values. Then the fields bank and chip are
When the chip identity is also taken into account, we are essentially trying to determine if errors occurring in different chips within a short period are statistically related or not.
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masked from the analysis.4
This three-tier analysis eliminates error groups consisting of records with no relationships, 
i.e., random errors, from further analysis. The importance of this analysis is underscored by the 
fact that in our analysis (shown in section 4) approximately 15% of the groups were rejected as 
random groups. The validation of subsets eliminates stray records present among related error 
records in an error group, and the validation of truncated records captures non-obvious relation­
ships among error records. Thus, the original error groups consisting of records among which rela­
tionships can exist is refined to error groups consisting of records among which relationships do 
exist.
In some cases, the stray record does not invalidate a group. It merely reduces the strength of 
the evaluated relationship. Consider three records in a group, say A, B and C. A and B may be 
related and C may be the stray record. The strength of the relationship computed by analyzing A 
and B may be much higher than that obtained by analyzing A. B and C. It is possible to perform 
the three-tier analysis in all the cases and accept only the relationship with the highest strength. 
Such an analysis is, however, very computer-intensive and, therefore, was not performed here. 
Stray records are ultimately eliminated in subsequent analysis.
Relationships can exist across error groups; i.e., a single cause can give rise to a persistent error 
and thus foster multiple error groups within a short time. Therefore, it becomes necessary to 
examine the validated groups for inter-group relationships. The methodology to recognize inter­
group relationships is described in the following subsections.
3.3 Validation at Event L evel: Inter-Group Relationships
The persistence of a single cause(s) and the possibility of stray error records among related 
error records in an error group motivate the second level of analysis, i.e., recognition of related
4 The same masking analysis may be carried out by starting from the highest level of resolution, i.e., the last field of 
the record. The chip identity is masked and the analysis is carried out; then the bank identity is masked and so on until a re­
lationship is found or until all the fields are masked. This algorithm will require more run time. The higher resolution offered by this analysis is achieved by subsequent analysis.
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error groups and the elimination of stray error records from error groups.5
To analyze the relationship among error groups, it becomes necessary to introduce the con­
cepts of events and symptom sets. An event is defined as the collection of error groups occurring 
within twenty-four hours and having at least two error records in common. A symptom set asso­
ciated with an event is defined as a collection of statistically related error records that best describe 
the event. The symptom sets are recognized by analyzing the error groups in an event.
When an event has just one error group, the statistically related error records within that 
error group form the symptom set associated with that event. When there is more than one error 
group in an event, the symptom sets are formed by intersecting the error groups within the event. 
The error groups are taken N groups at a time. N -l groups at a time, and so on down to (N/2). or 
to the next higher integer number of groups. The intersection of such different combinations of 
error groups yields different symptom sets that are found in these groups. It also eliminates any 
stray records that occur in a few of the error groups in an event.
Once the different symptom sets associated with an event are derived. Equation (3.1) is used 
to check for the relationship among the different symptom sets. If only one symptom set is 
extracted from an event, the event is probably due to a single cause. When more than one symp­
tom set are extracted from an event, the probabilistic validation procedure is used to determine if 
the different symptom sets are caused by related or independent causes. For example, if two symp­
tom sets, say A and B, are extracted from an event, and if the symptom sets satisfy Equation (3.1), 
i.e.,
P(A) * P(B) < P(A,B)
then the event is due to multiple but related causes, and the ratio 
P(A,B) /  (P(A) * P(B))
5 Noise is a representative term for stray error records.
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quantifies the strength of the relationship between A and B. If 
P(A) * P(B) > P(A,B),
the event is caused by multiple and independent causes.
If two independent causes exist and persist simultaneously,6 the extracted symptoms will 
consist of confusing sets of error records. This is because all or most of the groups in the event 
contain records referring to both causes. When such groups are intersected, symptoms associated 
with both are extracted as though they were related causes. The records due to one cause are strays 
with respect to the other cause, and some technique is necessary to discriminate between the two. 
A higher level of analysis, necessary to deal with such occurrences, is described in the following 
section.
3.4 Validation at Super-Event L evel: Inter-Event Relationships
The possibility of the presence of stray records in all of the error groups in an event, and the 
need to capture relationships missed by the choice of twenty-four hours as the time interval while 
forming events, motivate the next and the last level of analysis, i.e.. determination of inter-event 
relationships. Further, when the events resulting from the same cause(s) across the entire data are 
analyzed, the stray records occurring in one particular event become visible. This allows for the 
resolution between independent and dependent (related) failures.
Three simple rules are used to recognize related events and to form super events. Two events 
are grouped into a super event if they satisfy any one of the following criteria:
(1) They have at least one symptom set in common
(2) A symptom set of one event is a sub or super set of at least one symptom set of another event
(3) If they are single-group events, then they have at least two records in common.
6 Such conditions occur rarely, but they do occur.
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Importantly, there is no time restriction when forming super events.
Next, a super symptom set, which is a collection of symptom sets found in common among 
two or more events in a super event, is generated. The procedure is exactly the same as for events 
except that instead of taking groups, we take events described by the symptom sets. The intersec­
tion operation among the events yields symptom sets found in common among these events. The 
non-null result of each intersection operation forms a super symptom set for the associated super 
event.
Some super events have just one super symptom set associated with them, while others have 
more than one associated with them. In order to determine whether the different super symptom 
sets associated with a super event are related, (i.e., whether the super event has a single cause) we 
use the probabilistic validation procedure described in Section 3.1. If the different super symptom 
sets are not related, then the super event is due to multiple and independent causes.
When a super event is due to multiple and independent causes, the number of such distinct 
independent causes may be determined as follows: the super symptom sets are considered in 
different combinations, taken N -l super symptom sets at a time, and so on down to 2 super symp­
tom sets. The probabilistic validation procedure is applied to each such combination. This analysis 
determines the relationship within a particular subset of super symptom sets associated with a 
super event. If the subset is found related, it is counted as one cause. The analysis is continued 
until all independent causes associated with a super event are found.
Figure 3.3 illustrates the flow of data and the various stages of analysis involved in this 
methodology. The salient features of all the stages of analysis are shown in this figure.
Recall that the goal of this paper is to automate the process by which a service engineer relates 
errors occurring in different parts of a computer system. The super symptom sets derived from the 
error log file not only consist of sets of related error records but also quantify the strength of their 
relationships. Whereas the service engineer usually scans the error log pertaining to the short 
period during which the error occurred, recognizes related error records and makes a local
Figure 3.3 Flow Chart Describing the Proposed Methodology
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judgement, the methodology scans all the errors that occur in a system and is capable of making a 
global judgement. The application of this technique to real data is discussed in the next section.
3 >5 Discussion
The methodology described in this section establishes that it is possible to build a system that 
will relate errors occurring in different parts or times in a computer system when two unrelated 
causes occur simultaneously in a system. It has been shown that the proposed methodology allows 
for resolution between them. Some causes persist for days or even months. While such causes per­
sist, other independent errors can also occur in a system. The technique is highly useful in recogniz­
ing stray-free symptoms associated with such persistent causes. The symptom sets obtained using 
this methodology imply that if one error within a symptom set occurs, other related errors within 
the symptom set can be expected to occur. The strength of the relationship says how likely it is 
that related errors will follow.
The number of levels of analysis can be varied for higher resolution. That is, if a system is 
highly error-prone and a grouping of errors occurring within fifteen minutes leads to coalescing of 
unrelated errors, then this grouping time interval may be reduced to. say. five minutes or less. The 
next section illustrates various facets of this approach by applying it to determine the error symp­
toms in the CYBER system.
4. EXAMPLES OF ERROR SYMPTOMS
This section illustrates the various stages of the analysis involved in the automatic recognition 
of error symptoms from error log data. A summary of the analysis is given first. Then four exam­
ples are provided. The first two illustrate the three levels of analysis, namely the group, event and 
super-event levels. Some features of the proposed methodology not illustrated by the first two 
examples are illustrated in the last two examples.
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TABLE 4.1 FREQUENCY OF GROUPS, EVENTS AND SUPER EVENTS.
Cyber 174 Cyber 175
#  of groups 91 134
#  of groups rejected 16 20
#  of events 44 60
#  of super events 25 51
#  of super events
due to single cause 25 51
due to multiple causes 0 0
4.1 Summary of the Analysis
Table 4.1 sums up the number of groups, events and super events derived from the error logs of 
Cyber 174 and Cyber 175 machines. Note that 17.6% of the Cyber-174 groups and 14.9% of the 
Cyber-175 groups were rejected as random groups. All the super events in both the machines were 
due to single or related causes. In all, there are twenty-five distinct causes that result in severe 
errors on Cyber-174 and fifty-one causes on Cyber-175.
There are 91 error groups in the Cyber-174 data and 134 groups in the Cyber-175 data. 
These numbers quantify the periods of highly unreliable operation during the operation of the com­
puter system. During these high error rate periods, much of the system resources may have been 
utilized in recovery measures.
4.2 Super Event w ith  Single Super Symptom Set
This section illustrates the various facets of the proposed methodology. This particular exam­
ple is chosen because it illustrates all the important steps and the major problems involved in the 
automatic recognition of symptoms.
Figure 4.1 shows a super event consisting of three events. The first event, marked EVENT # 
1 in Figure 4.1, consists of three groups. The groups have a span of about a minute. At the group 
level, the records in each group were tested using the probabilistic validation procedure described in 
Section 3.1. These records exhibited a valid relationship during the complete analysis, i.e.. taking all
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the records of a group into consideration. The subset-based and truncated record analyses were not 
performed on these groups.
Examining these three groups, we note that they have only one record in common. The inter­
section of all three groups does not yield a symptom set. The intersection operation performed on 
two groups at a time yields three distinct symptom sets. The symptom sets are the records pertain­
ing to locations:
( 1)  (  1— 1— 3— 3 . 3— 1— 7—3 )
( 2)  (  1— 1— 3— 3 . 0— 0— 2—1 )
(3) ( 1—1—3—3 , 1—0—0—1 ) (4.1)
The symptom sets extracted at the event level eliminate a stray record in the first group in the 
first event. This is the first step towards the elimination of stray records. At the event level, these 
three symptom sets were tested for a relationship among them using Equation (3.1). It was deter­
mined that these three symptom sets were related, i.e., the event is the result of a single cause. Had 
these symptom sets failed to satisfy Equation (3.1), then we would have inferred that the event 
was due to multiple causes. But this inference is only a local view. In order to get a global view, we 
look for related events across the entire data.
For the super-event level analysis, other events with at least one symptom set in common are 
extracted from the data. These are EVENTS # 2 and #  3, which are single-group events. Their 
symptom sets are simply the groups themselves. In this particular case the symptom sets are ident­
ical, i.e.,
( 3—1—7—3 .1 —1—3—3 , 1 -1 -1 -0  ), (4.2)
After the super events are formed, the super symptom sets are recognized by intersecting two or 
more events at a time. The super symptom sets obtained from this particular example are:
(1) ( 3—1—7—3 . 1—1—3—3 )
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0003 19AUG84: 07 :00: 03 S 00C8 14 0000 • 07 92 0000 0000 0 0 2 10003 19ADG84: 07 : 00:16 S 00C8 14 0000 0 07 A7 0000 0000 3 1 0 20003 19AUG84: 07 :00: 25 S 00C8 14 0000 • 07 3D 0000 0000 1 1 3 3E 0003 19AUG84:07:00:47 S 00C8 14 0000 # • 07 92 0000 0000 0 0 2 1V 0003 19ADG84:07:01 :04 S 00C8 14 0000 • • 07 58 0000 0000 3 1 7 3E 0003 19AUG84:07:01:16 S 00C8 14 0000 • • 07 A7 0000 0000 3 1 0 2NT 0003 19ABG84:07 :01 :18 S 00C8 14 0000 • • 07 58 0000 0000 3 1 7 3
0003 19AUG84:08:00:36 S 00C8 14 0000 • • 07 3D 0000 0000 1 1 3 30003 19ADG84:08:00 :36 S 00C8 14 0000 • 07 58 0000 0000 3 1 7 3# 0003 19AUG84:08:00 :39 s 00C8 14 0000 • 07 8A 0000 0000 1 0 0 10003 19ADG84:08:00 :50 s 00C8 14 0000 07 3D 0000 0000 1 1 3 31 0003 19AUG84:08:00:55 s 00C8 14 0000 0 0 07 58 0000 0000 3 1 7 30003 19ADG84:08:01 :02 s 00C8 14 0000 • • 07 3D 0000 0000 1 1 3 30003 19ADG84:08:01 :34 s 00C8 14 0000 • ©07 8A 0000 0000 1 0 0 10003 19ADG84:08:01:45 s 00C8 14 0000 • o 07 58 0000 0000 3 1 7 30003 19ADG84:08:01 :48 s 00C8 14 0000 - © 07 3D 0000 0000 1 1 3 3
0003 19AUG84:09:00:19 s 00C8 14 0000 • 07 8A 0000 0000 1 0 0 10003 19AUG84:09:00:23 s 00C8 14 0000 0 07 3D 0000 0000 1 1 3 30003 19ADG84:09:01 :04 s 00C8 14 0000 0 07 92 0000 0000 0 0 2 10003 19ADG84:09:01 :24 s 00C8 14 0000 • • 07 3D 0000 0000 1 1 3 3
E 0003 20ADG84:04:00:15 s 00C8 14 0000 • 07 58 0000 0000 3 1 7 3V 0003 20ADG84:04:00:22 s 00C8 14 0000 • 07 3D 0000 0000 1 1 3 3E 0003 20ADG84:04:01 :19 s 00C8 14 0000 * 07 58 0000 0000 3 1 7 3N 0003 20ADG84:04:01:22 s 00C8 14 0000 • 07 3D 0000 0000 1 1 3 3T 0003 20ADG84:04 :03 :30 s 00C8 14 0000 • 07 58 0000 0000 3 1 7 30003 20ADG84:04:03:45 s 00C8 14 0000 • 07 23 0000 0000 1 1 1 0
# 0003 20AUG84:04:05 :12 s 00C8 14 0000 • 07 58 0000 0000 3 1 7 32 0003 20ADG84:04:05:17 s 00C8 14 0000 • • 07 23 0000 0000 1 1 1 0
0003 21AUG84:05:00 :02 s 00C8 14 0000 • • 07 23 0000 0000 1 1 1 0# 0003 21ADG84:05:01:27 s 00C8 14 0000 # • 07 3D 0000 0000 1 1 3 33 0003 21ADG84:05:01:33 s 00C8 14 0000 07 58 0000 0000 3 1 7 30003 21ADG84:05:01:40 s 00C8 14 0000 # # 07 23 0000 0000 1 1 1 0
Figure 4.1: Example of Super Event with Single Super Symptom Set
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(2) ( 3—1—7—3 .1 —1—3—3 , 1 -1 -1 -0  ) (4 .3)
Note that the first super symptom set is a subset of the second symptom set. Hence, it is ignored. 
The measure of the strength of the relationship between the records in the first symptom set is 
1.486. The same measure for the second symptom set is 1.102. The second super symptom set 
characterizes this particular super event. The physical interpretation of the super symptom set is 
that when an error occurs in any one of these three locations, errors may be expected to occur in 
the other two locations. Since the strength of the relationship between ( 3-1-7-3 ) and ( 1- 1-3-3) is 
more than that among ( (3-1-7-3), (1-1-3-3), (l-l-l-O ) ), when an error occurs in location 3-1-7-3, 
an error is more likely to follow in location 1-1-3-3 than in location l-l-l-O . Thus, even when we 
ignore a symptom set because it is a subset of another symptom set, we still implicitly retain the 
information characterized by the ignored symptom set.
Note that the second and the third symptom sets associated with the first event are lost 
(rejected) during the intersection process. These are stray records symptomatic of another unre­
lated cause. It should be noted that these two symptom sets contain records pertaining to errors in 
two different chassis. From a system configuration point of view, the rejection of relationships 
among errors occurring in different chassis sounds very reasonable. It is true that these records 
satisfied Equation (3.1) when they were analyzed at the group level. However, as mentioned earlier 
in Section 3,
(1) some stray records merely weaken the strength of the relationship among the related error
records, and
(2) when stray records occur in more than half the number of groups in an event, the intersection
operation at the event level will not eliminate such stray records.
This example clearly demonstrates the power of the proposed methodology to eliminate stray 
records and extract good quality symptoms associated with severe errors in computer systems. It 
should be noted that the global analysis eliminated two of the three symptom sets associated with 
the first event. Both these symptom sets contain records that occur in different chassis. (There
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seems to be a pattern among rejected symptom sets too! )
In this example just one super symptom set is found. An example in which there is more than 
one super symptom set associated with a super event is illustrated in the next section.
4.3 Super Events w ith  M ultiple but Related Super Symptom Sets
Figure 4.2 shows a part of a super event. This super event consists of twenty events persisting
over a period of six months. All twenty events are given in Appendix A.2 and three of the events
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0003 17MAY84:08:05:01 S 0 0 C8 14 0000 • 05 DO 0000 0000 1 0 1 2
0003 17MAY84:08:07:23 S 00C8 14 0000 o o 05 25 0000 0000 1 0 5 0
0003 17MAY84:08:15:47 S 00C8 14 0000 • • 05 23 0000 0000 0 0 7 1
0003 20MAY84: 11:24:59 E 00C8 14 0000 o 05 23 0000 00000003 20MAY84: 11 : 33 : 21 S 00C8 14 0000 • • 05 23 0000 0000 0 0 7 10003 20MAY84: 11 : 40 : 48 E 00C8 14 0000 • • 05 23 0000 0000 • D0003 20MAY84: 11:58:14 S 00C8 14 0000 • 05 DO 0000 0000 1 0 1 20003 20MAY84: 11 : 58 : 14 S 00C8 14 0000 • • 05 25 0000 0000 1 0 5 0
0003 28MAY84: 11 : 55 : 21 S 00C8 14 0000 • • 05 23 0000 0000 0 0 7 1
0003 28MAY84: 11 : 58: 28 S 00C8 14 0000 • • 05 25 0000 0000 1 0 5 0
0003 28MAY84:1 2 :3 0 : 45 S 00C8 14 0000 • • 05 23 0000 0000 0 0 7 1
0003 28MAY84: 12:44 : 22 S 00C8 14 0000 • • 05 25 0000 0000 1 0 5 00003 28MAY84: 12 : 49 : 12 S 00C8 14 0000 • • 05 23 0000 0000 0 0 7 1
0003 2 8MAY84:1 2 : 53 : 47 S 00C8 14 0000 • • 05 DO 0000 0000 1 0 1 2
0003 28MAY84: 23 : 46 : 00 S 00C8 14 0000 05 23 0000 0000 0 0 7 1
0003 28MAY84:23:52 :48 S 00C8 14 0000 • • 05 DO 0000 0000 1 0 1 2
0003 29MAY84:03:03:31 S 00C8 14 0000 05 23 0000 0000 0 0 7 1
0003 29MAY84:03:04:59 s 00C8 14 0000 # 05 DO 0000 0000 1 0 1 2
Figure 4.2: Super Event with Multiple but Related Super Symptom Sets
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are shown in Figure 4.2.
The first two events are single-group events and the groups in them form the symptom sets. 
Two symptom sets are extracted from the third event. They are:
CD ( 0—0—7—1 . 1—0—5—0 )
(2) ( 0—0—7—1 . 1—0—1—2 ) (4 .4 )
Using the probabilistic validation procedure described in Section 3.1, we determined that the two 
symptom sets are related.
A super event is formed by extracting all events that have at least one symptom set in com­
mon with the above events. It was found that the super event consisted of twenty events and 
spanned nearly six months. The super symptom sets were extracted by intersecting two or more 
events. The super symptom sets extracted are the same as the symptom sets shown in Equation 4.4 
above.
Note that two stray error records within the second event shown in Figure 4.2 (one occurring 
at 20MAY84:11:24:59 and another at 20MAY:11:40:48) are eliminated. Many other stray error 
records occurring along with the related records were also eliminated.
The physical interpretation of these two super symptom sets is that the occurrence of one 
error implies that another error is likely to follow. The strength of the relationship among the 
errors in a symptom set tells us how likely it is that the related error will follow. The probabilistic 
validation procedure quantifies a measure of the strength of the relationship among error records 
based on their joint and individual occurrences.
The value of the measure of strength of relationship between error records pertaining to loca­
tions ( 0-0-7-1 , 1-0-5-0 ) is 1.067. The same value for the relationship between ( 0-0-7-1 , 1-0- 
1-2 ) is 1.517. Thus, when an error occurs in location ( 0-0-7-1 ). errors are likely to occur in loca­
tions ( 1-0-5-0 ) and ( 1-0-1-2 ). Given that an error has occurred in location ( 0-0-7-1 ), the 
chances are that an error is more likely to occur in location ( 1-0- 1-2 ) than in location ( 1-0-5-
31
0 ). Thus, the symptom sets tell us about the other parts or other errors that are likely to occur, 
and the measure of strength of the relationship among the records in a symptom set tells us which 
parts are more likely to be affected from among all the parts that can be affected»
A practical benefit of the proposed methodology is that it makes service/maintenance 
engineers aware of all the severe or persisting errors in a system. In this context, it is interesting to 
note that the maintenance engineers were unaware of the persisting errors discussed in this section 
until we brought it to their attention. This was not withstanding the fact that the same mainte­
nance engineers went through the error log on alternate days of the week during the six-month 
period when these errors persisted. They, however, failed to notice them. When we analyzed the 
error log for the next six-month period, we did not find a single occurrence of the error.
A specific procedure of the proposed methodology, namely, the truncated analysis, has not 
been illustrated in the examples discussed so far. The truncated analysis is illustrated in the next 
section.
4.4 Truncated Analysis
This section illustrates the truncated analysis performed at the group level. Figure 4.3 shows 
the five error groups that did not satisfy Equation (3.1) during complete analysis, i.e., analysis tak­
ing all error records in a group into account. Since all of them have just two error records, the sub­
set based analysis can not be carried out. Therefore, the truncated analysis is carried out.
The first field wherein the records in these groups have non-identical values is the quadrant 
field. Thus, the bank and chip fields are masked from the analysis. Three of these group records 
pertain to quadrants (0, 3) of chassis 0, and the other two quadrant (0, 1) of chassis 0. When the 
group pertaining to locations (0-0-7-1, 3-0-6-0) is analyzed, the probability space consists of all the 
occurrences of the records (0-0-7-1) and (3-0-6-0). But in this analysis using truncated records, the 
bank and chip identities are not taken into consideration. The probability space in this case consists 
of all records pertaining to quadrants (3,0) of chassis 0.
32
R E C G S QD CE R H H E Y A HC R P A N P N C p D AT T T A N s 0 R H p R S B CY I Y E N E T s E 0 P p A S A HP M P R E S A I C M A A N I N IE E E R L T T T s E R R T S K P
0003 17MAY84: 01: 56 : 37 S 00C8 14 0000 • 05 23 0000 0000 0 0 7 10003 17MAY84:01:59: 29 S 00C8 14 0000 • • 05 7A 0000 0000 1 0 7 1
0003 20MAY84:01:32: 43 S 00C8 14 0000 • • 05 23 0000 0000 0 0 7 10003 20MAY84 : 01:43 : 31 S 00C8 14 0000 • • 05 A8 0000 0000 3 0 6 0
0003 31MAY84:05:56: 02 S 00C8 14 0000 • 05 23 0000 0000 0 0 7 10003 31MAY84:05:56: 35 S 00C8 14 0000 • • 05 0B 0000 0000 3 0 2 2
0003 16JUN84:05:23 :30 S 00C8 14 0000 • 05 23 0000 0000 0 0 7 10003 16 JUN84: 06: 00: 00 S 00C8 14 0000 • • 05 4A 0000 0000 3 0 1 1
0003 22 JUL84: 09: 03 : 56 S 00C8 14 0000 05 7A 0000 0000 1 0 7 10003 22JUL84:09:08:14 S 00C8 14 0000 # 05 23 0000 0000 0 0 7 2
Figure 4.3: Example of Rejected Groups
Thus, the masking of the field bank and chip introduces records with different chip and bank 
identities into the probability space. Figure 4.4 shows a sample of records pertaining to quadrant 3 
of chassis 0, and Figure 4.5 shows a sample of records pertaining to quadrant 0 of chassis 0. All 
these records will be used in the validation of the relationship among the records in the three 
groups pertaining to quadrants (3.0) of chassis 0 in Figure 4.3.
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0003 20MAY84:03:00 
0003 20MAY84:03:00 
0003 20MAY84:03:00 
0003 20MAY84:03 : 00 
0003 20MAY84:03 : 00 
0003 20MAY84:03:00 
0003 20MAY84:03:00 
0003 20MAY84:03:00 
0003 20MAY84:03:00 
0003 20MAY84:03:00
E C GR H H ER P A NT A N SY E N E TP R E S AE R L T T
00 S 00C8 14 0000 •00 S 00C8 14 0000 •00 S 00C8 14 0000 •00 S 00C8 14 0000 •00 S 00C8 14 0000 «00 S 00 C8 14 0000 e00 S 00C8 14 0000
00 S 00C8 14 0000 0
00 S 00C8 14 0000 e00 S 00C8 14 0000 #
0003 20MAY84:04:00 :00 S 00C8 14 0000 . 
0003 20MAY84:04:00 :00  S 00C8 14 0000 . 
0003 20MAY84:04:00 :00 S 00C8 14 0000 . 
0003 20MAY84:04:00 :00  S 00C8 14 0000 . 
0003 20MAY84:04:00 :00 S 00C8 14 0000 . 
0003 20MAY84:04:00:00 S 00C8 14 0000 . 
0003 20MAY84:04:00 :00 S 00C8 14 0000 . 
0003 20MAY84:04:00:00 S 00C8 14 0000 . 
0003 20MAY84:04:00 :00 S 00C8 14 0000 . 
0003 20MAY84:04:00:00 S 00C8 14 0000 .
QS u CY A HP N C P D AO R H P R S B Cs E 0 P P A S A HI C M A A N I N IT S E R R T s K P
# 05 4A 0000 0000 3 0 1 1
• 05 A8 0000 0000 3 0 6 0
• 05 4A 0000 0000 3 0 1 1
« 05 C8 0000 0000 3 0 0 0
c 05 4A 0000 0000 3 0 1 1
• 05 C8 0000 0000 3 0 0 0
• 05 A1 0000 0000 3 0 4 0
o 05 4A 0000 0000 3 0 1 1
• 05 A8 0000 0000 3 0 6 0
• 05 4A 0000 0000 3 0 1 1
o 05 C8 0000 0000 3 0 0 0
• 05 4A 0000 0000 3 0 1 1
• 05 C8 0000 0000 3 0 0 0
• 05 4A 0000 0000 3 0 1 1
• 05 A1 0000 0000 3 0 4 0
• 05 4A 0000 0000 3 0 1 1
• 05 C8 0000 0000 3 0 0 0
• 05 A1 0000 0000 3 0 4 0
• 05 4A 0000 0000 3 0 1 1
• 05 C8 0000 0000 3 0 0 0
Figure 4.4 Example of Additional Groups used in Truncated Analysis 
Another interesting example is shown in Figure 4.6. This example consists of three identical 
error groups. Scanning from the lowest field of resolution, we note that the channel is the first field
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0003 040CT84:06:59:19 S 00C8 14 0000 • • 00 13 0000 00000003 040CT84: 06 : 59:19 S 00C8 14 0000 • • 00 13 0000 00000003 040CT84: 06 : 59:19 S 00C8 14 0000 • • 00 13 0000 00000003 040CT84:06:59:19 S 00C8 14 0000 # 00 13 0000 00000003 040CT84: 06: 59:19 S 00C8 14 0000 • # 00 13 0000 00000003 040CT84 : 07 : 00:18 S 00C8 14 0000 • • 00 13 0000 00000003 0400*84:07:00:18 S 00C8 14 0000 • • 00 13 0000 00000003 040 08 4 :0 7 :0 0 :1 8 S 00C8 14 0000 • 00 13 0000 00000003 040 084 :07 :0 0 :1 8 S 00C8 14 0000 • • 00 13 0000 00000003 0 4 0 084 :07 :0 0 :1 8 S 00C8 14 0000 • • 00 13 0000 00000003 040 084 :07 :0 0 :1 9 S 00C8 14 0000 • • 00 13 0000 0000
0003 040 084 :11 : 00: 55 S 00C8 14 0000 • 00 13 0000 00000003 0 4 0 084 :11 :0 0 :5 8 s 00C8 14 0000 • • 00 13 0000 00000003 0 40 084 :11 :0 0 :5 8 s 00C8 14 0000 • • 00 13 0000 00000003 040 0 8 4 :1 1 :0 0  : 58 s 00C8 14 0000 00 13 0000 0000
Q
D c
A HD A
R S B c
A s A H
N I N I
T s K P
0 0 0 1
0 0 0 1
0 0 0 2
0 0 0 0
0 0 0 2
0 0 0 1
0 0 0 0
0 0 0 2
0 0 0 1
0 0 0 0
0 0 0 1
0 0 0 2
0 0 0 1
0 0 0 0
0 0 0 3
Figure 4.5 Example of Additional Records used in Truncated Analysis
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0024 08MAY84 : 08: 53 : 07 -  
0024 08MAY84:08:53:34 -  
0024 08MAY84: 09: 05: 45 -
0024 17MAY84: 07 : 54: 33 -  
0024 17MAY84:08: 00:12 -
0024 23MAY84: 02: 25 :10 -  
0024 23MAY84: 02 : 28: 31 -
C G
H H E
P A N P
A N S 0
E N E T S E
R E S A I C
R L T T T S
0041 1 000A 65535
0041 16 000A 65535
0041 1 000A 65535
0041 1 000A 65535
0041 16 000A 6553 5
0041 1 000A 6553 5
0041 16 000A 65535
Q
S U C
Y A H
N C P D A
R H P R S B C
0 P P A S A H
M A A N I N I
E R R T S K P
00D5D6
00D5D6
00D5D6
00D5D6
00D5D6
00D5D6
00D5D6
Figure 4.6 An Interesting Example
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wherein the records in the group have non-identical values. The measure of the strength of the 
relationship between the two records is 0.9333. When we analyze the relationship at the channel 
level, i.e., we consider the fields up to the channel, masking device identity, posit, etc., from the 
analysis, the measure of the strength of the relationship among records with channel identities (16, 
1) is 0.6924. The records in the error groups shown in Figure 4.6 have a stronger relationship as a 
whole than at the channel level. If they indeed form a valid group, then they are bound to occur 
again. Thus, this group may become validated when more data become available.
4.5 Discussion of Results
The various facets and the usefulness of the proposed methodology are illustrated in this sec­
tion. The proposed methodology can be used to evaluate the goodness of any diagnostic system, 
whether primitive or sophisticated. This can be done by analyzing the relationship among the 
errors the diagnostic system detects as isolated errors. A very simple measure for the goodness of 
diagnosis of a system could be given by
number o f error entries coalescing into related errors 
total number o f error entries in the error log 
The symptom sets extracted can also be used in error prediction, etc. When an error occurs in
a particular location, the symptom sets associated with that particular location can be scanned to
determine the other locations that may be affected or other types of errors that may occur in the
same location.
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5. CONCLUSION
This paper has developed a methodology for automatically detecting symptoms associated 
with frequently occurring errors in computer systems. The methodology was shown to work on 
two large computer systems in a multisystem configuration. This result may be viewed as a 
sophisticated automation of the process by which a service engineer relates errors occurring in 
different parts or times in a computer system. The recognition process is based on probabilistic 
techniques and is implemented in three levels. Each level adds confidence to the results. The power 
of the methodology to allow for the resolution between single and multiple but independent causes 
was also demonstrated. With multiple but overlapping causes, the methodology determines the 
number of distinct independent causes. With single causes, the methodology quantifies the strength 
of the relationship among related errors. If a suitable diagnostic system can be designed to use the 
extracted error symptoms, then such a system will to a large extent automatically carry out the 
diagnosis done now by a service engineer. This would facilitate better diagnosis, and hence better 
recovery management, thus improving the overall reliability and performance of a system.
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APPENDIX A. EVENTS AND SUPER EVENTS
The events and the super events derived from the error log files of the CDC Cyber 174 and 
Cyber 175 machines are given below. The events consisting of groups, followed by the symptom 
sets and the super events consisting of events followed by super symptom sets for the Cyber 174, are given first. Cyber 175 data follow.
A.1 Events derived from  Cyber-174 Error log
Event #  1
Error Groups:
0024 27 APR84:16:16:56 767549816 -  0041 22 0018 65535 0BC24E 
0024 27APR84:16:20:39 767550039 -  0042 1 000C 65535 0C369C .
Event #  2
Error Groups:
0003 28APR84:03:59:01 767591941 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2
0003 28APR84:04:04:47 767592287 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1
0003 28APR84:05:50:43 767598643 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2
0003 28APR84:05:54:27 767598867 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2  
0003 S OOC8 14 0000 . .  06 23 0000 0000 0 0 7 1 *)
Event #  3 
Error Groups:
0003 29APR84:08:05:58 767693158 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1 
0003 29APR84:08:44:04 767695444 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2
Event #  4 
Error Groups:
0024 30APR84:14:17:21 767801841 -  0041 22 0018 65535 078480................
0024 30APR84:14:26:45 767802405 - 0041 5 0018 65535 078480................
Event #  5
Error Groups:
0003 07MAY84:04:02:53 768369773 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 07MAY84:04:08:26 768370106 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2
Event #  6
Error Groups:
0003 08MAY84:02:54:46 768452086 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 08MAY84:03:08:13 768452893 S 00C8 14 0000 . .  05 A2 0000 0000 1 0 3 2
Event #  7
Error Groups:
0003 08MAY84:04:13:06 768456786 S 00C8 14 0000 . .  05 DO 0000 0000 1 0  12  
0003 08MAY84:04:17:43 768457063 S 00C8 14 0000 . .  05 A2 0000 0000 1 0 3 2
Event #  8
Error Groups:
0003 09MAY84:02:43:18 768537798 S 00C8 14 0000 . .  05 DO 0000 0000 1 0  12  
0003 09MAY84:02:52:30 768538350 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 09MAY84:04:03:16 768542596 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 09MAY84:04:03:59 768542639 S 00C8 14 0 0 0 0 .. 05 DO 0000 0000 1 0 1 2
Symptom Sets:
(* 0003 S OOC8 14 0000 . .  06 DO 0000 0000 1 0 1 2
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1 *)
Event #  9
Error Groups:
0003 17MAY84:08:05:01 769248301 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 17MAY84:08:07:23 769248443 S OOC8 14 0000 . .  05 25 0000 0000 1 0 5 0 
0003 17MAY84:08:15:47 769248947 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 17MAY84:19:49:21 769290561 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 17MAY84:19:59:51 769291191 S OOC8 14 0000 . .  05 DO 0000 0000 1 0  12
0003 17MAY84:22:16:41 769299401 S 00C8 14 0000 . .  05 DO 0000 0000 1 0  12  
0003 17MAY84:22:23:24 769299804 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
Symptom Sets:
C* 0003 S OOC8 14 0000 . . 06 DO 0000 0000 1 0  12
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1 *)
Event # 10 
Error Groups:
0003 20MAY84:03:00:00 
0003 20MAY84:03:00:00 
0003 20MAY84:03:00:00 
0003 20MAY84:03:00:00 
0003 20MAY84:03:00:00 
0003 20MAY84:03:00:00 
0003 20MAY84:03:00:00 
0003 20MAY84:03:00:00 
0003 20MAY84:03:00:00 
0003 20MAY84:03:00:00
0003 20MAY84:04:00:00 
0003 20MAY84:04:00:00 
0003 20MAY84:04:00:00 
0003 20MAY84:04:00:00 
0003 20MAY84:04:00:00 
0003 20MAY84:04:00:00 
0003 20MAY84:04:00:00 
0003 20MAY84:04:00:00 
0003 20MAY84:04:00:00 
0003 20MAY84:04:00:00
769489200 S 00C8 14 0000 
769489200 S 00C8 14 0000 
769489200 S 00C8 14 0000 
769489200 S 00C8 14 0000 
769489200 S 00C8 14 0000 
769489200 S 00C8 14 0000 
769489200 S 00C8 14 0000 
769489200 S 00C8 14 0000 
769489200 S 00C8 14 0000 
769489200 S 00C8 14 0000
769492800 S 00C8 14 0000 
769492800 S 00C8 14 0000 
769492800 S 00C8 14 0000 
769492800 S 00C8 14 0000 
769492800 S 00C8 14 0000 
769492800 S 00C8 14 0000 
769492800 S 00C8 14 0000 
769492800 S 00C8 14 0000 
769492800 S 00C8 14 0000 
769492800 S 00C8 14 0000
05 4A 0000 0000 3 0 1 1 
05 A8 0000 0000 3 0 6 0 
05 4A 0000 0000 3 0 1 1 
05 C8 0000 0000 3 0 0 0 
05 4A 0000 0000 3 0 1 1 
05 C8 0000 0000 3 0 0 0 
05 A l 0000 0000 3 0 4 0 
05 4A 0000 0000 3 0 1 1 
05 A8 0000 0000 3 0 6 0 
05 4A 0000 0000 3 0 1 1
05 C8 0000 0000 3 0 0 0 
05 4A 0000 0000 3 0 1 1 
05 C8 0000 0000 3 0 0 0 
05 4 A 0000 0000 3 0 1 1 
05 A l 0000 0000 3 0 4 0 
05 4 A 0000 0000 3 0 1 1 
05 C8 0000 0000 3 0 0 0 
05 A l 0000 0000 3 0 4 0 
05 4A 0000 0000 3 0 1 1 
05 C8 0000 0000 3 0 0 0
Symptom Sets
(* 0003 S 00C8 14 0000 . .  05 C8 0000 0000 3 0 0 0
0003 S 00C8 14 0000 . .  05 A l 0000 0000 3 0 4 0 
0003 S 00C8 14 0000 . .  05 4A 0000 0000 3 0 1 1 *)
Event # 1 1  
Error Groups:
0003 20MAY84:11:24:59 769519499 E 00C8 14 0000 . .  05 23 0000 0000___
0003 20MAY84:11:33:21 769520001 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 20MAY84:11:40:48 769520448 E 00C8 14 0000 . .  05 23 0000 0000___
0003 20MAY84:11:58:14 769521494 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 20MAY84:11:58:14 769521494 S 00C8 14 0000 . .  05 25 0000 0000 1 0 5 0
Event # 12 
Error Groups:
0003 21MAY84:08:23:19 769594999 S 00C8 14 0000 . . 01 4F 0000 0000 1 0 7 1 
0003 21MAY84:08:23:19 769594999 S 00C8 14 0000 . . 01 4F 0000 0000 1 0 7 0 
0003 21MAY84:08:23:19 769594999 S 00C8 14 0000 . . 01 4F 0000 0000 1 0 7 1 
0003 21MAY84:08:23:19 769594999 S OOC8 14 0000 . .  01 4F 0000 0000 1 0 7 2 
0003 21MAY84:08:23:19 769594999 S 00C8 14 0000 . . 01 4F 0000 0000 1 0 7 1 
0003 21MAY84:08:23:19 769594999 S 00C8 14 0000 . .  01 4F 0000 0000 1 0 7 2 
0003 21MAY84:08:23:19 769594999 S 00C8 14 0000 . .  01 4F 0000 0000 1 0 7 1
Event #  13
Error Groups:
0003 2 IMA Y84:09:52:38 769600358 S 00C8 14 0000 . 
0003 21MAY84:09:58:35 769600715 S 00C8 14 0000.
Event #  14
Error Groups:
0003 25MAY84:23:13:11 769993991 S 00C8 14 0000 . 
0003 25MAY84:23:13:37 769994017 S 00C8 14 0000. 
0003 25MAY84:23:21:09 769994469 S 00C8 14 0000.
0003 26MAY84:10:53:15 770035995 S 00C8 14 0000 . 
0003 26MAY84:11:07:14 770036834 S 00C8 14 0000 .
0003 26MAY84:22:08:57 770076537 S 00C8 14 0000 . 
0003 26MAY84:22:09:22 770076562 S 00C8 14 0000.
0003 27MAY84:20:24:31 770156671 S 00C8 14 0000 . 
0003 27MAY84:20:34:46 770157286 S 00C8 14 0000.
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2 
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1
Event #  15 
Error Groups:
0003 28MAY84:11:55:21 770212521 S 00C8 14 0000 . 
0003 28MAY84:11:58:28 770212708 S 00C8 14 0000 .
0003 28MAY84:12:30:45 770214645 S 00C8 14 0000 . 
0003 28MAY84:12:44:22 770215462 S 00C8 14 0000 . 
0003 28MAY84:12:49:12 770215752 S 00C8 14 0000 . 
0003 28MAY84:12:53:47 770216027 S 00C8 14 0000 .
0003 28MAY84:23:46:00 770255160 S 00C8 14 0000 . 
0003 28MAY84:23:52:48 770255568 S 00C8 14 0000 .
0003 29MAY84:03:03:31 770267011 S 00C8 14 0000 . 
0003 29MAY84:03:04:59 770267099 S 00C8 14 0000 .
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1
. 01 DO 0000 0000 1 0 1 2 
. 01 23 0000 0000 0 0 7 1
. 05 DO 0000 0000 1 0 1 2 
. 05 23 0000 0000 0 0 7 1 
. 05 DO 0000 0000 1 0 1 2
. 05 DO 0000 0000 1 0 1 2 
. 05 23 0000 0000 0 0 7 1
. 05 DO 0000 0000 1 0 1 2 
. 05 23 0000 0000 0 0 7 1
. 05 23 0000 0000 0 0 7 1 
. 05 DO 0000 0000 1 0 1 2
•)
. 05 23 0000 0000 0 0 7 1 
. 05 25 0000 0000 1 0 5 0
. 05 23 0000 0000 0 0 7 1 
. 05 25 0000 0000 1 0 5 0 
. 05 23 0000 0000 0 0 7 1 
. 05 DO 0000 0000 1 0 1 2
. 05 23 0000 0000 0 0 7 1 
. 05 DO 0000 0000 1 0 1 2
. 05 23 0000 0000 0 0 7 1 
. 05 DO 0000 0000 1 0 1 2
0003 S OOCS 14 0000 . . 0 6  25 0000 0000 1 0  5 0 
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1 •)
Event #  16 
Error Groups:
0003 29MAY84:10:48:34 770294914 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 29MAY84:11:01:48 770296548 S 00C8 14 0000 _  05 92 0000 0000 1 0 5 3
Event # 1 7  
Error Groups:
0003 29MAY84:20:22:57 770329377 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2  
0003 29MAY84:20:36:17 770330177 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 29MAY84:23:03:16 770338996 S 00C8 14 0000 . . 05 DO 0000 0000 1 0 1 2 
0003 29MAY84:23:05:57 770339157 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2
0003 S OOC8 14 0000 ». 06 23 0000 0000 0 0 7 1 *)
Event # 1 8  
Error Groups:
0003 01JUN84:23:45:31 770600731 S 00C8 14 0000 . . 05 DO 0000 0000 1 0  12  
0003 01JUN84:23:57:45 770601465 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 02JUN84:0032:55 770604775 S 00C8 14 0000 . . 05 DO 0000 0000 1 0 1 2 
0003 02JUN84:00*.55:49 770604949 S 00C8 14 0000 . . 05 23 0000 0000 0 0 7 1
Symptom Sets:
C* 0003 S 00C8 14 0000 . .  06 DO 0000 0000 1 0  1 2
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1 *)
Event # 1 9  
Error Groups:
0003 02JUN84:03:54:51 770615691 S 00C8 14 0000 . . 05 23 0000 0000 0 0 7 1 
0003 02JUN84:04:00:00 770616000 S 00C8 14 0000 . . 05 38 0000 0000 0 1 5 3 
0003 02JUN84:04:10:46 770616646 E 00C8 14 0000 . . 05 23 0000 0000 . .
0003 02JUN84:04:15:16 770616916 E 00C8 14 0000 . . 05 23 0000 0000 .
0003 02JUN84:04:15:17 770616917 E 00C8 14 0000 . . 05 23 0000 0000 . . .
0003 02 JUN84:04:15:52 770616952 E 00C8 14 0000 . .  05 23 0000 0000 
0003 02JUN84:04:15:54 770616954 E 00C8 14 0000 . .  05 23 0000 0000
Event #  20 
Error Groups:
0003 03JUN84:12:23:51 770732631 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 03JUN84:12:25:04 770732704 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
Event #  21 
Error Groups:
0003 11JUN84:11:46:18 771421578 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 11JUN84:11:53:13 771421993 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2
0003 11JUN84:21:08:50 771455330 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 11JUN84:21:10:10 771455410 S 00C8 14 0 0 0 0 .. 05 DO 0000 0000 1 0 1 2
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 71  *)
Event #  22
Error Groups:
0024 12JUN84:14:23:21 771517401 - 0043 1 000A 65535 148500 
0024 12JUN84:14:23:22 771517402 - 0103 1 0008 65535 000000 . 
0024 12JUN84:14:23:31 771517411 - 0043 1 OOOA 65535 20F500 
0024 12JUN84:14:23:33 771517413 - 0103 1 OOOC 65535 000000 
0024 12JUN84:14:23:40 771517420 - 0043 1 OOOC 65535 013000 
0024 12JUN84:14:23:41 771517421 - 0103 1 OOOC 65535 000000 
0024 12JUN84:14:24:03 771517443 - 0043 1 OOOC 65535 008500 
0024 12JUN84:14:24:04 771517444 - 0103 1 OOOC 65535 000000 
0024 12JUN84:14:24:38 771517478 -  0043 1 OOOA 65535 14F500 
0024 12JUN84:14:24:39 771517479 - 0103 1 OOOA 65535 000000 
0024 12JUN84:14:25:02 771517502 - 0043 1 OOOC 65535 033501 
0024 12JUN84:14:25:03 771517503 - 0103 1 OOOA 65535 000000 
0024 12JUN84:14:25:07 771517507 - 0043 1 OOOA 65535 005000 
0024 12JUN84:14:25:08 771517508 - 0103 1 OOOA 65535 000000
Event #  23 
Error Groups:
0003 12JUN84:18:30:05 771532205 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2
0003 12JUN84:18:38:39 771532719 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7
0003 12JUN84:19:35:37 771536137 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 
0003 12JUN84:19:37:06 771536226 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7
0003 12JUN84:20:30:34 771539434 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 
0003 12JUN84:21:12:14 771541934 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  06 DO 0000 0000 1 0  12
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1 «)
Event #  24 
Error Groups:
0003 15JUN84:10:25:38 771762338 S 00C8 14 0000 . .  05 4F 0000 0000 1 0 7 
0003 15JUN84:10:25:40 771762340 S 00C8 14 0000 . .  05 4F 0000 0000 1 0 7 
0003 15JUN84:10:25:41 771762341 S 00C8 14 0000 . .  05 4F 0000 0000 1 0 7 
0003 15JUN84:10:25:45 771762345 S 00C8 14 0000 . .  05 4F 0000 0000 1 0 7
Event #  25 
Error Groups:
0003 16JUN84:02:35:03 771820503 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 
0003 16JUN84:02:49°-53 771821393 S 00C8 14 0000 _  05 52 0000 0000 2 0 2
Event #  26 
Error Groups:
0003 16JUN84:10:05:29 771847529 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 
0003 16JUN84:10:10:44 771847844 S 00C8 14 0000 . . 05 29 0000 0000 3 0 6
Event #  27 
Error Groups:
0024 18JUN84:21:39:06 772061946 - 0041 22 0018 65535 078480................
0024 18JUN84:21:39:12 772061952 - 0041 5 0018 65535 078480...............
0003 18JUN84:21:50:13 772062613 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7
1
2
1
2
1
1
3
1
3
12
1
2
1
Event #  28 
Error Groups:
0003 19JUN84:01:37:09 772076229 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 19JUN84:01:45:59 772076759 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 19JUN84:04:26:48 772086408 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 19JUN84:08:05:17 772099517 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2 
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1 *)
Event #  29 
Error Groups:
0003 23JUN84:10:19:11 772453151 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 23JUN84:10:27:35 772453655 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 24JUN84:10:02:04 772538524 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 24JUN84:10:16:38 772539398 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
Symptom Sets:
(* 0003 S OOC8 14 0000 . .  06 DO 0000 0000 1 0 1 2
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1 *)
Event #  30 
Error Groups:
0003 26JUN84:01:21:57 772680117 S 00C8 14 0000 . .  07 DO 0000 0000 1 0 1 2 
0003 26JUN84:01:29:47 772680587 S 00C8 14 0000 . .  07 23 0000 0000 0 0 7 1
Event # 3 1  
Error Groups:
0024 27JUN84:05:06:32 772779992 - 0042 3 0004 65535 1 3 9 5 5 1 ...
0024 27JUN84:05:06:33 772779993 - 0042 17 0004 65535 183059................
Event # 32 
Error Groups:
0003 30JUN84:04:14:59 773036099 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 30JUN84:04:29:00 773036940 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 30JUN84:04:29:57 773036997 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
Event #  33
Error Groups:
0003 03JUL84:20:08:47 773352527 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 
0003 03JUL84:20:14:07 773352847 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 
0003 03JUL84:20:20:38 773353238 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7
0003 04JUL84:10:46:21 773405181 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 
0003 04JUL84:11:00:30 773407290 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1
Symptom Sets
C* 0003 S OOC8 14 0000 . .  06 DO 0000 0000 1 0 1 2
0003 S 00C8 14 0000 . .  06 23 0000 0000 0 0 7 1 «)
Event #  34 
Error Groups:
0003 08JUL84:08:12:09 773741529 S 00C8 14 0000 . .  05 DO 0000 0000 1 0  1 
0003 08JUL84:08:20:43 773742043 S OOC8 14 0000 . .  05 23 0000 0000 0 0 7
0003 08JUL84:10:15:47 773748947 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1
0003 08JUL84:10:29:43 773749783 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7
0003 08JUL84:10:49:35 773750975 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1
0003 08JUL84:11:02:44 773751764 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7
0003 08JUL84:11:51:19 773754679 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1
0003 08JUL84:11:55:37 773754937 S OOCS 14 0000 . .  05 23 0000 0000 0 0 7
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  06 DO 0000 0000 1 0 1 2
0003 S OOC8 14 0000 . .  06 23 0000 0000 0 0 7 1 *)
Event #  35 
Error Groups:
0024 22JUL84:13:46:02 774971162 - 0043 21 OOOE 65535 000000 
0024 22JUL84:13:46:03 774971163 - 0103 21 OOOE 1024 000000 . 
0024 22JUL84:13:47:17 774971237 - 0043 21 OOOE 65535 10650C 
0024 22JUL84:13:47:18 774971238 - 0103 21 OOOE 1024 000000 . 
0024 22JUL84:13:48:29 774971309 - 0043 21 OOOE 65535 106517
12
1
12
2
1
2
1
2
1
2
1
Event #  36 
Error Groups:
0001 22JUL84:14:23:11 774973391 - OOCO O 0000 . 
0005 22JUL84:14:30:12 774973812 -  002A 16 0020 
0005 22JUL84:14:33:17 774973997 - 002B 16 0020
Event #  37 
Error Groups:
0024 19AUG84:12:38:24 777386304 -  0103 16 OOOA 65535 000000................
0024 19AUG84:12:49:32 777386972 - 0043 16 0010 65535 1A 8500................
0024 19AUG84:12:49:41 777386981 - 0103 16 OOOA 65535 000000................
0005 19AUG84:12:50:09 777387009 -  002A 16 0020.....................
0003 19AUG84:13:00:47 777387647 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2
Event #  38 
Error Groups:
0003 02SEP84:09:52:24 778585944 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 02SEP84:09:57:26 778586246 S 00C8 14 0000 . .  05 EO 0000 0000 1 13  3
Event #  39 
Error Groups:
0003 17SEP84:19:14:41 779915681 P 00C8 30 0000 . .  00 00 0020 000 0___
0024 17SEP84:19:20:57 779916057 -  0041 21 OOOE 65535 29A 105................
Event #  40 
Error Groups:
0003 18SEP84:10:49:05 779971745 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 0024 18SEP84:11:03:06 779972586 - 0041 22 0018 65535 08D 092................
Event # 4 1  
Error Groups:
0003 010CT84:17:36:35 781119395 P 00C8 14 0000 . .  05 58 0000 0100___0001 01OCT84:17:50:10 781120210 - 00C3 0 0000.....................
Event #  42 
Error Groups:
0003 04OCT84:06:59:19 781340359 S 00C8 14 0000 . .  00 13 0000 0000 0 0 01
49
0003 04OCT84:06:59:19 781340359 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 04OCT84:06:59:19 781340359 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 04OCT84:06:59:19 781340359 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 04OCT84:06:59:19 781340359 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:07:00:18 781340418 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:07:00:18 781340418 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:07:00:18 781340418 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:07:00:18 781340418 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:07:00:18 781340418 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:07:00:19 781340419 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0
0003 040CT84:11:00:55 781354855 S 00C8 14 0000 «. 00 13 0000 0000 0 0 0 
0003 040CT84:11:00:58 781354858 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:11:00:58 781354858 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:11:00:58 781354858 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0
0003 040CT84:12:00^4 781358454 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:12:00:54 781358454 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:12:00:55 781358455 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 04OCT84:12:00:55 781358455 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0
0003 04OCT84:13:15:47 781362947 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:13:15:47 781362947 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:13:15:47 781362947 S 00C8 14 0000 ». 00 13 0000 0000 0 0 0 
0003 040CT84:13:15:47 781362947 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:13:15:47 781362947 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0
0003 040CT84:14:00:00 781365600 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:14:00:00 781365600 S 00C8 14 0000 _  00 13 0000 0000 0 0 0
0003 040CT84:16:04:47 781373087 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:16:04:47 781373087 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:16:04:47 781373087 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:16:04:47 781373087 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 04OCT84:16:04:47 781373087 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0
0003 04OCT84:18:00:30 781380030 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:18:00:31 781380031 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:18:00:48 781380048 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:18:00:48 781380048 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:18:00:48 781380048 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0
0003 040CT84:19:01:59 781383719 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:19:02:30 781383750 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:19:02:30 781383750 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 
0003 040CT84:19:02:30 781383750 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0
Symptom. Sets:
(* 0003 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 1
0003 S OOC8 14 0000 . . 00 13 0000 0000 0 0 0 2 
0003 S 00C8 14 0000 . .  00 13 0000 0000 0 0 0 0 *)
12
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1
0
1
0
Event # 43
Error Groups:
0003 040CT84:22:10:14 781395014 S OOCS 14 0000 . .  00 13 0000 0000 0 0 0 1  
0003 040CT84:22:12:37 781395157 S OOCS 14 0000 . .  00 13 0000 0000 0 0 0 2 
0003 04OCT84:22:12:37 781395157 S 00C8 14 0 0 0 0 .. 00 13 0000 0000 0 0 0 1  
0003 040CT84:22:12:37 781395157 S 00C8 14 0 0 0 0 .. 00 13 0000 0000 0 0 0 2 
0003 040CT84:22:12:37 781395157 S 00C8 14 0000 . .  00 13 OOOO 0000 0 0 0 3 
0003 040CT84:22:12:37 781395157 S 00C8 14 0 0 0 0 .. 00 13 0000 0000 0 0 0 2 
0003 04OCT84:22:12:38 781395158 S 00C8 14 0 0 0 0 .. 00 13 OOOO 0000 0 0 0 1  
0003 040CT84:22:12:38 781395158 S OOC8 14 OOOO. .  00 13 OOOO OOOO 0 0 0 2
0003 050CT84:00:09:14 781402154 S OOC8 14 OOOO . .  00 13 OOOO OOOO OOOO 
0003 05OCT84:00K)9:14 781402154 S 00C8 14 OOOO. .  00 13 OOOO OOOO 0 0 0 3 
0003 050CT84:00*)9:14 781402154 S 00C8 14 OOOO. .  00 13 OOOO OOOO OOOO 
0003 050CT84:0009:14 781402154 S OOCS 14 OOOO . .  00 13 OOOO OOOO 0 0 0 1  
0003 050CT84:00:09:14 781402154 S OOCS 14 OOOO . .  00 13 OOOO OOOO OOOO
Symptom Sets:
(* 0003 S OOCS 14 OOOO . .  00 13 OOOO OOOO 0 0 0 1 
0003 S OOCS 14 OOOO . .  00 13 OOOO OOOO 0 0 0 3 
0003 S OOCS 14 OOOO . .  00 13 OOOO OOOO OOOO •)
A-2 Super Events derived from  Cyber-174 E rror log
Super Event #  1 
Events:
0003 28APR84:03:59:01 767591941 S OOCS 14 OOOO . .  06 DO OOOO OOOO 1 0  12  
0003 2SAPR84:04:04:47 767592287 S OOCS 14 OOOO . .  06 23 OOOO OOOO 0 0 7 1
0003 28APR84:05:50:43 767598643 S 00C8 14 OOOO . .  06 DO OOOO OOOO 1 0  12  
0003 28APRS4:05:54:27 767598867 S OOCS 14 OOOO . .  06 23 OOOO OOOO 0 0 7 1
0003 29APR84:08:05JS  767693158 S OOCS 14 OOOO . .  06 23 OOOO OOOO 0 0 7 1 
0003 29APRS4:08:44:04 767695444 S OOC8 14 OOOO . .  06 DO OOOO OOOO 1 0  12
0003 07MAYS4:04:02:53 768369773 S 00C8 14 OOOO . .  05 23 OOOO OOOO 0 0 7 1 0003 07MAY84:04:08:26 768370106 S 00C8 14 OOOO . .  05 DO OOOO OOOO 1 0 1 2
0003 09MAY84:02:43:18 768537798 S 00C8 14 OOOO . . 05 DO OOOO OOOO 1 0  12  
0003 09MAY84:02:52:30 768538350 S OOCS 14 OOOO . . 05 23 OOOO OOOO 0 0 7 1
51
0003 09MAY84:04:03:16 768542596 S OOC8  14 0000 . .  05 23 0000 0000 0 0  7 1 
0003 09MAY84:04:03:59 768542639 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2
0003 17MAY84:08:05:01 769248301 S 00C8  14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 17MAY84:08:07:23 769248443 S 00C8  14 0000 . .  05 25 0000 0000 1 0 5 0 
0003 17MAY84:08:15:47 769248947 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 17MAY84:19:49:21 769290561 S 00C8 14 0000 . .  05 23 0000  0000 0  0  7 1 
0003 17MAY84:19:59:51 769291191 S OOC8  14 0 0 0 0 .. 05 DO 0000 0000 1 0 1 2
0003 17MAY84:22:16:41 769299401 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2  
0003 17MAY84:22:23:24 769299804 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 20MAY84:11:24:59 769519499 E 00C8 14 0 0 0 0 .. 05 23 0000 0000 . . . .  
0003 20MAY84-.11:3321 769520001 S 00C8 14 0000 „ . 05 23 0000 0000 0 0 71 
0003 20MAY84:11:40:48 769520448 E 00C8 14 0 0 0 0 .. 05 23 0000  0000 . .
0003 20MAY84:11:58:14 769521494 S 00C8 14 0 0 0 0 .. 05 DO 0000 0000 1 0 1 2 
0003 20MAY84:!1:58:14 769521494 S 00C8 14 0000 . .  05 25 0000 0000 1 0 5 0
0003 21MAY84:09:52:38 769600358 S 00C8 14 0000 . .  01 DO 0000 0000 1 0 1 2 
0003 21MAY84:09:58:35 769600715 S 00C8 14 0 0 0 0 . .  01 23 0000  0000  0  0  7 1
0003 25MAY84:23:13:11 769993991 S 00C8 14 0 0 0 0 .. 05 DO 0000 0000 1 0 1 2 
0003 25MAY84:23:13:37 769994017 S 00C8 14 0000 „ . 05 23 0000  0000 0 0  7 1 
0003 25MAY84:23:21:09 769994469 S 00C8 14 0000 , « 05 DO 0000  0000  1 0 1 2
0003 26MAY84:10:53:15 770035995 S 00C8 14 0000 «. 05 DO 0000 0000 1 0 1 2 
0003 26MAY84:11:07:14 770036834 S 00C8 14 0000 . .  05 23 0000  0000 0  0 7 1
0003 26MAY84:22:08l57 770076537 S 00C8 14 0 0 0 0 .. 05 DO 0000 0000 1 0 1 2 
0003 26MAY84:22:09:22 770076562 S 00C8 14 0000  . .  05 23 0000 0000 0  0 7 1
0003 27MAY84:20:24:31 770156671 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 27MAY84:20:34:46 770157286 S 00C8 14 0000 . .  05 DO 0000  0000 1 0 1 2
0003 28MAY84:11:55:21 770212521 S 00C8 14 0000  . .  05 23 0000  0000  0  0 7 1
0003 28MAY84:11:58:28 770212708 S 00C8 14 0000 . .  05 25 0000  0000 1 0 5 0
0003 28MAY84:12:30:45 770214645 S 00C8 14 0000  . .  05 23 0000  0000  0 0 7 1
0003 28MAY84:12:44:22 770215462 S OOC8 14 0000  . .  05 25 0000  0000  1 0 5 0
0003 28MAY84:12:49:12 770215752 S OOC8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 28MAY84:12:53:47 770216027 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2
0003 28MAY84:23:46:00 770255160 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 28MAY84:23i52:48 770255568 S 00C8 14 0000 . .  05 DO 0000  0000 1 0 1 2
0003 29MAY84:03:03:31 770267011 S 00C8 14 0000 . .  05 23 0000 0000  0  0 7 1
0003 29MAY84:03:04:59 770267099 S 00C8 14 0000 . .  05 DO 0000  0000 1 0 1 2
0003 29MAY84:20:22:57 770329377 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 29MAY84:20:36:17 770330177 S 00C8 14 0000 . .  05 23 0000  0000 0  0 7 1
0003 29MAY84:23:03:16 770338996 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 29MAY84:23:05:57 770339157 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 01JUN84:23:45:31 770600731 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 01JUN84:23:57:45 770601465 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 02JUN84:00'J23 5  770604775 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2  
0003 02JUN84:00:55:49 770604949 S OOC8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 03JUN84:12:23:51 770732631 S OOCS 14 0000 . .  05 DO 0000 0000 1 0 1 2  
0003 03JTJN84:12:25:04 770732704 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 11JUN84:11:46:18 771421578 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 11JUN84:11:53:13 771421993 S OOC8 14 0000 . .  05 DO 0000 0000 1 0 1 2
0003 11JUN84:21:08:50 771455330 S 00C8 14 0 0 0 0 .. 05 23 0000 0000 0 0 7 1 
0003 11JUN84:21:10:10 771455410 S OOCS 14 0 0 0 0 .. 05 DO 0000 0000 1 0 1 2
0003 12JUN84:18:30:05 771532205 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 12JUN84:18:38:39 771532719 S OOCS 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 12JUN84:19:35:37 771536137 S 00C8 14 0 0 0 0 .. 05 DO 0000 0 0 0 0 1 0 1 2  
0003 12JUN84:19:37:06 771536226 S 00C8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 12JUN84:20dO:34 771539434 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 12JUN84:21:12:14 771541934 S 00C8 14 0 0 0 0 .. 05 23 0000 0000 0 0 7 1
0003 19JUN84:01:37:09 772076229 S OOC8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 19JUN84:01:453 9  772076759 S OOCS 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 19JUN84:04:26:48 772086408 S OOCS 14 0000 . .  05 23 0000 0000 0 0 7 1 
0003 19JUN84:08:05:17 772099517 S OOCS 14 0000 . .  05 DO 0000 0000 1 0 1 2
0003 23JUN84:10:19:11 772453151 S OOCS 14 OOOO . .  05 DO 0000 0000 1 0 1 2 
0003 23JUN84:10:27:35 772453655 S OOCS 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 24JUN84:10:02:04 772538524 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 24JUN84:10:16:38 772539398 S OOCS 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 26JUN84:01:21:57 772680117 S 00C8 14 OOOO . .  07 DO 0000 0000 1 0 1 2 
0003 26JUN84:01:29:47 772680587 S OOCS 14 OOOO . .  07 23 OOOO OOOO 0 0 7 1
0003 03JULS4:20:08:47 773352527 S OOCS 14 OOOO . .  05 23 OOOO OOOO 0 0  7 1 
0003 03JUL84:20:14:07 773352847 S OOCS 14 OOOO . .  05 DO OOOO OOOO 1 0 1 2  
0003 03JUL84:20:20:38 773353238 S 00C8 14 OOOO . .  05 23 OOOO OOOO 0 0 7 1
0003 04JUL84:10:46:21 773405181 S 00C8 14 OOOO . .  05 23 OOOO OOOO 0 0 7 1 
0003 04JUL84:11:00:30 773407290 S 00C8 14 OOOO . .  05 DO OOOO OOOO 1 0  12
0003 08JUL84:08:12:09 773741529 S OOCS 14 OOOO . .  05 DO OOOO OOOO 1 0  12  
0003 08JULS4:08:20:43 773742043 S OOCS 14 OOOO . .  05 23 OOOO OOOO 0  0  7 1
0003 08JUL84:10:15:47 773748947 S 00C8 14 OOOO . .  05 DO OOOO OOOO 1 0  12
53
0003 08 JUL84:10:29:43 773749783 S 00C8 14 0000  . .  05 23 0 000  0000  0  0  7 1
0003 08JUL84:10:49:35 773750975 S 00C8 14 0000 . .  05 DO 0000 0000 10  12 
0003 08JUL84:11:02:44 773751764 S OOC8 14 0000 . .  05 23 0000 0000 0 0 7 1
0003 08JUL84:11:51:19 773754679 S 00C8 14 0000 . .  05 DO 0000 0000 1 0 1 2 
0003 08JUL84:11:55:37 773754937 S 00C8 14 0000 . .  05 23 0000 0000 0  0  7 1
0003 02SEP84:09:52:24 778585944 S 00C8 14 0 0 0 0 .. 05 DO 0000 0000 1 0 1 2 
0003 02SEP84:09:57:26 778586246 S 00C8 14 0 0 0 0 .. 05 EO 0000 0000  1 13  3
Super Symptom Sets:
(* 0003 S 00C8 14 0 00 0 .. 06 DO 0000 0000 1 0 1 2  
0003 S OOC8  14 0 0 0 0 .. 06 23 0000 0000 0 0 7 1
0003 S OOC8 14 0 00 0 .. 06 23 0000 0000 1 0 5 0 
0003 S OOC8 14 0 00 0 .. 06 23 0000 0000 0 0 7 1 *)
A-3 Events derived from  Cyber-175 Error log
Event #  1 
Error Groups:
0003 03MAY84:11:58:19 768052699 P 00C8 14 0000  . .  06 FF FFFF FEOO 
0001 03MAY84:12:03:20 768053000 -  00C3 0  0 0 0 0 .....................
Event #  2 
Error Groups:
0003 18MAY84:03:12:59 769317179 S OOC8 14 0000 . .  00 23 0000 0000  1 1 1 0
0003 18MAY84:03:14:01 769317241 S 00C8 14 0000 . .  00 89 0000  0000  1 0 2 0
0003 18MAY84:03:15:12 769317312 S 00C8 14 0000 . .  00 23 0000  0000  1 1 1 0
0003 18MAY84:04:00:06 769320006 S 00C8 14 0000 . .  00 92 0000 0000 0 0 2 1
0003 18MAY84:04:00:17 769320017 S 00C8 14 0000  . .  00 23 0000 0000  1 1 1 0
0003 18MAY84:04:00:31 769320031 S 00C8 14 0000 . .  00 92 0000 0000  0 0 2 1
0003 18MAY84:04:01:09 769320069 S 00C8 14 0000 . .  00 A1 0000 0000  1 1 7 2
0003 18MAY84:04:01:13 769320073 S 00C8 14 0000 . .  00 89 0000 0000  1 0  2 0
0003 18MAY84:04:01:24 769320084 S 00C8 14 0000 . .  00 92 0000 0000 0 0 2 1
0003 18MAY84:04:01:55 769320115 S 00C8 14 0000  . .  00 23 0000  0000 1 1 1 0
0003 18MAY84:04:02:30 769320150 S OOC8 14 0000 . .  00 92 0000 0000 0 0 2 1
0003 18MAY84:04:03:19 769320199 S 00C8 14 0000 . . 00 89 0000 0000 1 0  2  0
Symptom Sets:
C* 0003 S OOC8 14 0000 . .  00 23 0000 0000 1 1 1 0
0003 S OOC8 14 0000 . .  00 89 0000 0000 1 0 2 0 *)
Event #  3 
Error Groups:
0003 19MAY84:05:00:21 769410021 S 00C8 14 0000 . .  00 92 0000 0000 0 0 2 1 
0003 19MAY84:05:01:13 769410073 S 00C8 14 0000 . .  00 89 0000 0000 1 0 2  0  
0003 19MAY84:05:01:53 769410113 S 00C8 14 0000 . .  00 A1 0000 0000  1 1 7 2 
0003 19MAY84:05:02:31 769410151 S 00C8 14 0000  . .  00 92 0000 0000  0 0 2  1 
0003 19MAY84:05:02:54 769410174 S 00C8 14 0000 . .  00 89 0000 0000 1 0 2 0 
0003 19MAY84:05:02:58 769410178 S 00C8 14 0000  . .  00  92 0000  0000 0 0 2 1 
0003 19MAY84:05:03:40 769410220 S OOC8 14 0000 . .  00 A1 0000 0000 1 1 7 2  
0003 19MAY84:05:03:59 769410239 S 00C8 14 0000  . .  00 23 0000 0000 1 1 1 0
0003 19MAY84:06:00:09 769413609 S 00C8 14 0000  . .  00  92 0000 0000 0  0  2  1 
0003 19MAY84:06:00:10 769413610 S 00C8 14 0000 . .  00 A1 0000 0000 1 1 7 2 
0003 19MAY84:06:00:11 769413611 S 00C8 14 0000 . .  00 89 0000 0000 1 0 2 0
0003 19MAY84:07:01:04 769417264 S 00C8 14 0000 . .  00 23 0000 0000 1 1 1 0  
0003 19MAY84:07:04:15 769417455 S 00C8 14 0000 . .  00 89 0000 0000 1 0 2 0  
0003 19MAY84:07:04:30 769417470 S 00C8 14 0 000  . .  00  23 0000  0000 1 1 1 0  
0003 19MAY84:07:04:31 769417471 S 00C8 14 0000 . .  00 89 0000  0000 1 0  2  0  
0003 19MAY84:07:04:52 769417492 S 00C8 14 0000  . .  00 23 0000 0000 1 1 1 0  
0003 19MAY84:07:04:55 769417495 S 00C8 14 0000  . .  00 89 0000  0000 1 0  2 0  
0003 19MAY84:07:07:11 769417631 S 00C8 14 0000 . .  00 23 0000 0000 1 1 1 0  
0003 19MAY84:07:07:27 769417647 S 00C8 14 0000  . .  00  89 0000  0000 1 0 2  0  
0003 19MAY84:07:07:48 769417668 S 00C8 14 0000 . . 00 23 0000 0000 1 1 1 0
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  00 A1 0000 0000 1 1 7  2
0003 S OOC8 14 0000 . . 00 92 0000 0000 0 0 2 1 
0003 S 00C8 14 0000 . .  00 89 0000 0000 1 0 2 0
0003 S OOC8 14 0000 . . 00 23 0000 0000 1 1 1 0  
0003 S 00C8 14 0000 . .  00 89 0000 0000 1 0 2 0 *)
Event #  4 
Error Groups:
0003 22MAY84:05:05:12 769669512 S 00C8 14 0000 . . 05 92 0000 0000 0 0 2 1 
0003 22MAY84:05:07:08 769669628 S 00C8 14 0000 . . 05 32 0000 0000  1 15  1
Event #  5
Error Groups:
0001 02JUN84:04:31:22 770617882 -  00C0 0 0000 . . . . . . . . . .
0003 02JUN84:04:33:29 770618009 E 00C8 14 0000  . . 05 A7 0000 0000  
0001 02JUN84:04:43:11 770618591 - OOCO 0 0000 . . . . . . . . . .
0005 02JUN84:04:45:46 770618746 - 002A 0  0000 . . . . . . . .
Event #  6 
Error Groups:
0003 03JUN84:04:00:30 770702430 S 00C8 14 0000 . .  04 26 0000  0000 
0003 03JUN84:04:00:33 770702433 S 00C8 14 0000 . .  04 58 0000  0000 
0003 03JUN84:04:00:52 770702452 S 00C8 14 0000 . . 04 45 0000  0000 
0003 03JUN84:04:02:38 770702558 S 00C8 14 0000 . . 04 58 0000 0000 
0003 03JUN84:04:02:46 770702566 S 00C8 14 0000 . . 04 45  0000  0000  
0003 03JUN84:04:04:09 770702649 S 00C8 14 0000 . .  04 26 0000  0000  
0003 03JUN84:04:04:28 770702668 S 00C8 14 0000  . .  04 45 0000 0000  
0003 03JUN84:04:04:37 770702677 S 00C8 14 0000 . . 04 26 0000  0000
0003 03JUN84:05:00:29 770706029 S 00C8 14 0000  . .  04 26 0000  0000  
0003 03JUN84:05:01:19 770706079 S OOCS 14 0000  . . 04 45  0000 0000  
0003 03JUN84:05:01:48 770706108 S OOCS 14 0000 . .  04 58 0000  0000  
0003 03JUN84:05:01:54 770706114 S OOCS 14 0000 . .  04 45 0000 0000 
0003 03JUN84:05:02:15 770706135 S OOCS 14 0000 . .  04 26 0000 0000
Symptom Sets:
(* 0003 S 00C8 14 0000  . .  04 26 0000 0000 3 0 6 3
0003 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3 
0003 S OOCS 14 0000 . .  04 45 0000 0000 3 1 6 1 •)
Event #  7
Error Groups:
0003 03JUN84:10:39:19 770726359 S OOCS 14 0000 . .  04 A7 0000 0000
0003 03JUN84:10:39:23 770726363 S OOCS 14 0000 . . 04 A7 0000 0000
0003 03JUN84:10:39:30 770726370 S OOCS 14 0000 . . 04 A7 0000 0000
Event # 8 
Error Groups:
W
 W
 W
 W
 W
 
W
W
W
W
O
JO
JW
W
0024 04JUN84:04:22:39 770790159 - 0041 21 OOOE 65535 18C5DA................
0003 04JUN84:04:29:28 770790568 S 00C8 14 0000 . .  04 45 0000  0000 3 1 6  1
Event #  9
Error Groups:
0001  04JUN84:07:59:43 770803183 - OOCO 0  0000 
0005 04JUN84:08:06:54 770803614 -  002A 0 0000
0001  04JUN84:16:34:48 770834088 - OOCO 0  0000 
0005 04JUN84:16:36:20 770834180 -  002A 0  0000
Symptom Sets:
(• 0001 -  OOCO 0 0000 ....................
0005 -  002A 0 0000 .................... •)
Event #  10 
Error Groups:
0024 04JUN84:20:09:32 770846972 -  0041 16 OOOE 65535 28988D 
0024 04JUN84:20:17:49 770847469 -  0041 21 0010 65535 16934D
Event # 1 1  
Error Groups:
0003 05JUN84:01:34:11 770866451 S 00C8 14 0000 . .  04 A7 0000 0000 2 0  7 3
0024 05JUN84:01:49:24 770867364 - 0041 16 0 010  65535 16934D................
0024 05JUN84:01:57:26 770867846 -  0041 21 0 010  65535 22F75E................
0003 05JUN84:02:01:26 770868086 S 00C8 14 0000 . .  04 A7 0000 0000  2 0 7 3
Event #  12 
Error Groups:
0024 05JUN84:04:50:33 770878233 - 0041 1 OOOC 65535 140695...........
0003 05JUN84:05:00:00 770878800 S 00C8 14 0000 . . 04 A7 0000 0000 
0003 05JUN84:05:00:00 770878800 S 00C8 14 0000 . .  04 A7 0000  0000 
0003 05JUN84:05:00:00 770878800 S 00C8 14 0000 . .  04 A7 0000 0000 
0003 05JUN84:05:00:00 770878800 S OOC8 14 0000  . .  04 A7 0000 0000
0003 05JUN84:06:00:12 770882412 S 00C8 14 0000  . .  04 A7 0000 0000  
0003 05JUN84:06:00:13 770882413 S 00C8 14 0000  . .  04 A7 0000  0000  
0003 05JUN84:06:00:13 770882413 S 00C8  14 0000 . . 04 A7 0000 0000 
0003 05JUN84:06:00:25 770882425 S 00C8 14 0000 . .  04 A7 0000 0000
0003 05JUN84:09:00:00 770893200 S 00C8 14 0000  . .  04 A7 0000  0000  2 0  7 0
to 
K> 
to 
to 
to 
to 
to 
to
57
0003 05JUN84:09:00:00 770893200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:09:00:00 770893200 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 0  
0003 05JUN84:09:00:01 770893201 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:09:00:01 770893201 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 0 
0003 05JUN84:09:00:01 770893201 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:09:00:01 770893201 S OOC8  14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 05JUN84:10:00:00 770896800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:10:00:00 770896800 S OOC8 14 0000 . „ 04 A7 0000 0000 2 0 7 1 
0003 05JUN84:10:00:00 770896800 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:10:00:00 770896800 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 0  
0003 05JUN84:10:00:00 770896800 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:10:00:00 770896800 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 0 
0003 05JUN84:10:00:00 770896800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 05JUN84:11:00:00 770900400 S 00C8 14 0 0 0 0 .. 04 A7 0000 0000 2 0 7 3 
0003 05JUN84:11:00:02 770900402 S 00C8 14 0 0 0 0 .. 04 A7 0000 0000 2 0 7 2  
0003 05JUN84:11:00:02 770900402 S 00C8 14 0000  . .  04 A7 0000 0000 2 0  7 3
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:12:00:00 770904000 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . „ 04 A7 0000 0000 2 0 7 3
0003 05JUN84:13:00:00 770907600 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 0  
0003 05JUN84:13:00:00 770907600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:13:00:00 770907600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:13:00:00 770907600 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:13:00:00 770907600 S 00CS 14 0000 . .  04 A7 0000 0000 2 0 7 0  
0003 05JUN84:13:00:00 770907600 S OOCS 14 0000 . .  04 A7 0000 0000 2 0 7 3
0003 05JUN84:23:00:00 770943600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:23:00:00 770943600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:23:00:00 770943600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:23:00:00 770943600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:23:00:00 770943600 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 06JUN84:00:00:00 770947200 S OOC8 14 0000 . .  04 A7 0000 0000 2 0  7 3 
0003 06JUN84:00:00:00 770947200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 06JUN84:00:00:00 770947200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0  7 3 
0003 06JUN84:00:00:00 770947200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 06JUN84:04:00:00 770961600 S OOCS 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:04:00:00 770961600 S 00C8 14 0000  . .  04 A7 0000 0000 2 0 7 2 
0003 06JUN84:04:00:00 770961600 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:04:00:00 770961600 S 00C8 14 0000 . .  04 A7 0000 0000  2 0 7 2 
0003 06JUN84:04:00:00 770961600 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:04:00:00 770961600 S OOCS 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 06JUN84:04:00:00 770961600 S OOCS 14 0000 . .  04 A7 0000 0000 2 0 7 3
0003 06JUN84:05:00:00 770965200 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 2
58
0003 06JUN84:05:00:00 770965200 S 00C8 14 0000 . .  04 A7 0000 0000  2 0 7 3
0003 06JUN84:07:50:34 770975434 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:07:50:39 770975439 S 00C8 14 0000 . .  04 A7 0000  0000 2 0 7 2 
0003 06JUN84:07i50:40 770975440 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3
Symptom Sets:
C* 0003 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 »)
Event #  13 
Error Groups:
0024 09JUN84:04:38:41 771223121 -  0041 3 0002 65535 095140 
0024 09JUN84:04:45:23 771223523 -  0041 3 0002 65535 OOF18E
Event #  14 
Error Groups:
0003 09JUN84:07:00:31 771231631 S 00C8 14 0000 . .  04 23 0000 0000 1 1 1 0  
0003 09JUN84:07:00:33 771231633 S 00C8 14 0000  . .  04 92 0000  0000  0  0  2  1 
0003 09JUN84:07:02:31 771231751 S 00C8 14 0000  . .  04 23 0000 0000  1 1 1 0  
0003 09JUN84:07:09:23 771232163 S 00C8 14 0000 . .  04 92 0000  0000  0 0 2 1 
0003 09JUN84:07:11:52 771232312 S 00C8 14 0000  . .  04 23 0000  0000  1 1 1 0
0003 09JUN84:08:25:57 771236757 S 00C8 14 0000  . .  04 92 0000  0000  0  0  2  1 
0003 09JUN84:08:26:14 771236774 S 00C8 14 0 0 0 0 . .  04 23 0000  0000  1 1 1 0
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  04 92 0000 0000 0 0 2 1
0003 S OOC8 14 0000 . .  04 23 0000 0000 1 1 1 0  •)
Event #  15
Error Groups:
0024 12JUN84:14:23:21 771517401 - 0103 1 0008 65535 000000  
0024 12JUN84:14:23:22 771517402 - 0043 1 0008 65535 1EB001 
0024 12JUN84:14:23:24 771517404 -  0103 1 0008 65535 000000 
0024 12JUN84:14:23:35 771517415 -  0043 1 000C 65535 21F002 
0001 12JUN84:14:35:13 771518113 -  00C0  0  0 0 0 0 ....................
Event #  16 
Error Groups:
0003 15JUN84:04:42:36 771741756 S 00C8 
0003 15JUN84:04:47:39 771742059 S 00C8 
0003 15JUN84:04:48:02 771742082 S 00C8 
0003 15JUN84:04:48:04 771742084 S 00C8 
0003 15JUN84:04:48:14 771742094 S 00C8 
0003 15JUN84:04:49:29 771742169 S 00C8
14 0000 . .  05 8A 0000 0000 1 0 0 1
14 0000 . . 05 A l 0000 0000 1 1 7 2
14 0000 . .  05 8A 0000 0000 10  0 1 
14 0000 . .  05 A l 0000 0000 1 1 7 2
14 0000 . .  05 8A 0000 0000 1 0 0 1
14 0000 . .  05 A l 0000 0000 1 17  2
Event #  17
Error Groups;
0024 20JUN84:13:22:29 772204949 - 0041 21 0012 65535 095784 . .  
0024 20JUN84:13:31:57 772205517 - 0041 16 000C 65535 2C71C7 . 
0024 20JUN84:13:35:02 772205702 - 0041 1 000C 65535 2C71C7 . .
Event #  18 
Error Groups:
0003 03JUL84:09:54:30 773315670 E 00C8 14 0000 . .  05 92 0000 0000 
0024 03JUL84:10:01:50 773316110 » 004F 3 0006 65535 24E500 . . . . . . . .
Event #  19 
Error Groups:
0003 04JUL84:01:34:16 773372056 S 00C8 14 0000 . .  05 92 0 000  0000 0 0  2 1 
0024 04JUL84:01:39:35 773372375 - 0041 16 000E 65535 29088D . . . . . . . .
Event #  20
Error Groups:
0003 08JUL84:06:00:06 
0003 08JUL84:06:00:58 
0003 08JUL84:06:01:56 
0003 08JUL84:06:02:40 
0003 08JUL84:06:02:49 
0003 08JUL84:06:02:57 
0003 08JUL84:06:03:47 
0003 08JUL84:06:05:11
0003 08JUL84:07:06:58 
0003 08JUL84:07:08:05 
0003 08JUL84:07:08:12 
0003 08JUL84:07:08:16 
0003 08JUL84:07:08:28 
0003 08JUL84:07:08:37 
0003 08JUL84:07:08:42 
0003 08JUL84:07:09:38
0003 08JUL84:08:00:14
773733606 S 00C8 14 0000 
773733658 S 00C8 14 0000 
773733716 S 00C8 14 0000 
773733760 S 00C8 14 0000 
773733769 S 00C8 14 0000 
773733777 S 00C8 14 0000 
773733827 S 00C8 14 0000 
773733911 S 00C8 14 0000
. .  05 3D 0000 0000 1 1 3  3 
. .  05 23 0000 0000 11 10  
. .  05 3D 0000 0000 1 13 3 
. .  05 92 0000 0000 0 0 2 1 
. .  05 23 0000 0000 1 1 1 0  
. . 05 92 0000 0000 0 0 2 1 
. .  05 3D 0000 0000 1 1 3  3 
. .  05 23 0000 0000 1 1 10
. 05 3D 0000 0000 1 13 3 
. 05 92 0000 0000 0 0 2 1 
. 05 3D 0000 0000 1 13 3 
. 05 92 0000 0000 0 0 2 1 
. 05 3D 0000 0000 1 1 3 3 
. 05 92 0000 0000 0 0 2 1 
. 05 23 0000 0000 1 1 10  
. 05 07 0000 0000 0 1 7 2
. 05 92 0000 0000 0 0 2 1
773737618 S 00C8 14 0000 . 
773737685 S 00C8 14 0000 . 
773737692 S 00C8 14 0000 . 
773737696 S 00C8 14 0000 . 
773737708 S 00C8 14 0000 . 
773737717 S OOC8 14 0000 . 
773737722 S 00C8 14 0000 . 
773737778 S 00C8 14 0000 .
773740814 S 00C8 14 0000 .
0003 08JUL84:08:00:32 773740832 S 00C8 14 0000 . .  05 07 0000 0000 0 1 7 
0003 08JUL84:08:00:37 773740837 S 00C8 14 0000 . .  05 3D 0000 0000 1 1 3 
0003 08JUL84:08:01:00 773740860 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1  
0003 08JUL84:08:01:01 773740861 S 00C8 14 0000 . .  05 92 0000 0000 0 0 2 
0003 08JUL84:08:01:56 773740916 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1  
0003 08JUL34:08:02:04 773740924 S 00C8 14 0000 . .  05 92 0000 0000 0 0 2 
0003 08JUL84:08:02:31 773740951 S 00C8 14 0000 . .  05 3D 0000 0000 1 13
0003 08JUL84:09:01:42 773744502 S 00C8 14 0 0 0 0 .. 05 23 0000 0000 1 1 1  
0003 08JUL84:09:01:53 773744513 S 00C8 14 0000 . .  05 3D 0000 0000 1 13  
0003 08JUL84:09:01:53 773744513 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1 
0003 08JUL84:09:02:19 773744539 S 00C8 14 0000 . .  05 3D 0000 0000 1 13  
0003 08JUL84:09:08:31 773744911 S 00C8 14 0000 . .  05 92 0000 0000 0 0 2 
0003 08JUL84:09:08:47 773744927 S 00C8 14 0000 . .  05 3D 0000 0000 1 13
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1 0  
0003 S 00C8 14 0000 . .  05 3D 00000000 1 1 3  3 
0003 S 00C8 14 0000 . .  05 07 0000 0000 0 1 7 2 
0003 S OOC8 14 0000 . .  05 92 00000000 0 0 2 1 *)
Event #  21 
Error Groups:
0024 22JUL84:13:44i59 774971099 - 0103 21 0012 65535 000000 
0024 22JUL84:13:46:27 774971187 -  0043 21 0014 65535 0279DF 
0024 22JUL84:13:46:28 774971188 -  0103 21 0014 65535 000000 
0024 22JUL84:13:46:29 774971189 -  0043 21 0012 65535 0830DF 
0024 22JUL84:13:46:31 774971191 - 0103 21 000E 65535 000000 
0024 22JUL84:13:46:32 774971192 - 0043 21 0012 65535 02899E 
0024 22JUL84:13:46:33 774971193 -  0103 21 0012 65535 000000 
0024 22JUL84:13:48:13 774971293 -  0043 21 OOOE 65535 03E500 
0024 22JUL84:13:48:14 774971294 - 0103 21 OOOE 65535 000000
Event #  22 
Error Groups:
0001 22JUL84:14:27:09 774973629 - 00C0 0 0000 . 
0005 22JUL84:14:38:00 774974280 -  002A 16 0020 
0005 22JÎJL84:14:39:09 774974349 - 002B 16 0020
Event #  23 
Error Groups:
0003 29JUL84:08:46:37 775557997 P 00C8 14 0000 . .  02 25 0000 0002 . .  0001 29JUL84:08:49:50 775558190 - 00C3 0 0 0 0 0 ....................
2
3
0
1
0
1
3
0
3
0
3
1
3
Event #  24
Error Groups:
0024 01AUG84:11:58:16 775828696 
0024 01AUG84:11:59:34 775828774 
0024 01AUG84:12:12:17 775829537 
0024 01AUG84:12:12:18 775829538 
0024 01AUG84:12:12:19 775829539 0024 01AUG84:12:12:20 775829540 
0024 01AUG84:12:12:22 775829542 
0024 01AUG84:12:12:23 775829543 
0024 01AUG84:12:12:24 775829544 
0024 01AUG84:12:12:26 775829546 
0024 01AUG84:12:12:27 775829547 
0024 01AUG84:12:12:28 775829548 
0024 01AUG84:12:12:30 775829550 
0024 01AUG84:12:12:31 775829551 
0024 01AUG84:12:12:32 775829552 
0024 01AUG84:12:12:34 775829554 
0024 01AUG84:12:12:35 775829555 
0024 01AUG84:12:12:36 775829556 
0024 01AUG84:12:12:38 775829558 
0024 01AUG84:12:12:39 775829559 
0024 01AUG84:12:12:40 775829560 
0024 01AUG84:12:12:42 775829562 
0024 01AUG84:12:12:43 775829563 
0024 01AUG84:12:12:44 775829564 
0024 01AUG84:12:12:48 775829568 
0024 01AUG84:12:12:49 775829569 0024 01AUG84:12:12:50 775829570 
0024 01AUG84:12:12:52 775829572 0024 01AUG84:12:12:54 775829574 
0024 01AUG84:12:12:55 775829575 
0024 01AUG84:12:12:56 775829576 
0024 01AUG84:12:12l58 775829578 
0024 01AUG84:12:12:59 775829579 0024 01AUG84:12:13:00 775829580 
0024 01AUG84:12:13:01 775829581 
0024 01AUG84:12:13:03 775829583 
0024 01AUG84:12:13:04 775829584 
0024 01AUG84:12:13:05 775829585 
0024 01AUG84:12:13:07 775829587 
0024 01AUG84:12:13:09 775829589 
0024 01AUG84:12:13:10 775829590 
0024 01AUG84:12:13:11 775829591 
0024 01AUG84:12:13:13 775829593 
0024 01AUG84:12:13:14 775829594 
0024 01AUG84:12:13:15 775829595 
0024 01AUG84:12:13:17 775829597 
0024 01AUG84:12:13:18 775829598 
0024 01AUG84:12:13:19 775829599 0024 01AUG84:12:13:21 775829601
- 004F 16 OOOE
- 004F 16 000F
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 16 OOOF
-  0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
-  0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF 
-0042 21 OOOF
- 0042 16 OOOF
-  0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 16 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
-  0042 21 OOOF
- 0042 21 OOOF
-  0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 16 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
- 0042 16 OOOF
- 0042 21 OOOF
65535 1E8001 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501 
65535 022501
0024 01AUG84:12:13:24 775829604 - 0042 21 000F 65535 022501 
0024 01AUG84:12:13:27 775829607 - 0042 16 OOOF 65535 022501 
0024 01AUG84:12:13:28 775829608 - 0042 21 OOOF 65535 022501 
0024 01AUG84:12:13:30 775829610 - 0042 16 OOOF 65535 022501 
0024 01AUG84:12:13:33 775829613 - 0042 21 OOOE 65535 022501
0001 01AUG84:12:20:21 775830021 -  OOCO 0 000 0 ....................
0024 01AUG84:12:20:21 775830021 -  0042 16 OOOF 65535 051500 
0024 01AUG84:12:20:40 775830040 -  0042 16 OOOF 65535 0D7004 
0024 01AUG84:12:21:39 775830099 - 0042 16 OOOF 65535 106509
Event #  25
Error Groups:
0003 03AUG84:15:51:17 776015477 P 00C8 14 0000 . .  02 FF 0000 0002 0001 03AUG84:15:59:25 776015965 - 00C3 0 0000....................
Event #  26 
Error Groups:
0003 04AUG84:03:19:14 776056754 P 00C8 14 0000 . .  02 FF 0000 000 2___0001 04AUG84:03:21:02 776056862 - 00C3 0 0000....................
Event #  27
Error Groups:
0003 04AUG84:08:00:20 
0003 04AUG84:08:00:24 
0003 04AUG84:08:00:49 
0003 04AUG84:08:01:01 
0003 04AUG84:08:01:48
Event #  28
776073620 S 00C8 14 0000 
776073624 S 00C8 14 0000 
776073649 S 00C8 14 0000 776073661 S 00C8 14 0000 
776073708 S 00C8 14 0000
. .  02 A7 0000 0000 3 1 0 2 
. .  02 58 0000 0000 3 1 7 3 
. .  02 A7 0000 0000 3 1 0 2 
. .  02 58 0000 0000 3 1 7 3 
. .  02 A7 0000 0000 3 1 0 2
Error Groups:
0024 04AUG84:14:25:48 776096748 - 0041 21 0012 65535 04711C 
0024 04AUG84:14:34:07 776097247 - 0041 16 0012 65535 04711C
Event #  29 
Error Groups:
0003 05AUG84:06:00:38 776152838 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3 
0003 05AUG84:06:01:56 776152916 S 00C8 14 0000 . . 02 45 0000 0000 3 1 6 1 
0003 05AUG84:06:04:57 776153097 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3
0003 05AUG84:06:05:28 776153128 S 00C8 14 0000 . .  02 45 0000 0000 3 1 61  
0003 05AUG84:06:05:58 776153158 S 00C8 14 0000 . .  02 A7 0000 0000 3 10  2 
0003 05AUG84:06:08:01 776153281 S OOC8 14 0000 . .  02 45 0000 0000 3 1 6 1
0003 05AUG84:07:00:14 776156414 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3 
0003 05AUG84:07:01:21 776156481 S 00C8 14 0000 . .  02 45 0000 0000 3 1 61  
0003 05AUG84:07:01:34 776156494 S 00C8 14 0000 . .  02 58 0000 0000 3 17  3 
0003 05AUG84:07:02:11 776156531 S 00C8 14 0000 . .  02 45 0000 0000 3 1 61
0003 05AUG84:08:00:03 77616 0003 S 00C8 14 0000 . .  02 A7 0000 0000 3 1 0 
0003 05AUG84:08:00:17 776160017 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3 
0003 05AUG84:08:00:19 776160019 S 00C8 14 0000 . .  02 26 0000 0000 3 0 6 3 
0003 05AUG84:08:00:49 776160049 S 00C8 14 0000 . .0 2  58 0000 0000 3 1 7 3 
0003 05AUG84:08:00:50 776160050 S 00C8 14 0000 . .  02 26 0000 0000 3 0 6 3 
0003 05AUG84:08:01:02 776160062 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3 
0003 05AUG84:08:01:55 776160115 S 00C8 14 0 0 0 0 .. 02 45 0000 0000 3 1 61  
0003 05AUG84:08:01:58 776160118 S OOC8 14 0000 . .  02 26 0000 0000 3 0 6 3 
0003 05AUG84:08:02:16 776160136 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3
0003 05AUG84:09:00:10 776163610 S 00C8 14 0000 . .  02 A7 0000 0000 3 1 0  2 
0003 05AUG84:09:00:28 776163628 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3 
0003 05AUG84:09:00:34 776163634 S 00C8 14 0000 . .  02 26 0000 0000 3 0 6 3 
0003 05AUG84:09:00:37 776163637 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3 
0003 05AUG84:09:00:44 776163644 S 00C8 14 0000 . .  02 45 0000 0000 3 1 61  
0003 05AUG84:09:00:53 776163653 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3 
0003 05AUG84:09:00:53 776163653 S 00C8 14 0000 . .  02 26 0000 0000 3 0 6 3 
0003 05AUG84:09:01:00 776163660 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3 
0003 05AUG84:09:01:03 776163663 S 00C8 14 0000 . .  02 A7 0000 0000 3 1 0  2
Symptom Sets:
(* 0003 S 00C8 14 0000 . .0 2  58 0000 0000 3 1 7 3 
0003 S 00C8 14 0000 . .  02 45 0000 0000 3 1 6 1 
0003 S 00C8 14 0000 . .  02 45 0000 0000 3 0 6 3 
0003 S OOC8 14 0000 . .  02 A7 0000 0000 3 1 0 2 *)
Event #  30 
Error Groups:
0003 05AUG84:13:54:19 776181259 P OOC8 14 0000 . .  02 45 0000 0002___0001 05AUG84:14:01:20 776181680 - 00C3 0 0000 . . . . ___
Event # 3 1  
Error Groups:
0003 05AUG84:19:06:36 776199996 P 00C8 14 0000 . .  02 45 0000 0002___0001 05AUG84:19:14:05 776200445 - 00C3 0 000 0....................
Event # 32
Error Groups:
0003 12AUG84:04:00:00 776750400 S 00C8 14 0000 . .  00 3D 0000 0000 1 1 3  
0003 12AUG84:04:00:00 776750400 S 00C8 14 0000 . .  00 C8 0000 0000 3 0 2 
0003 12AUG84:04:00:00 776750400 S 00C8 14 0000 . .  00 3D 0000 0000 1 13  
0003 12AUG84:04:00:00 776750400 S 00C8 14 0000 . .  00 C8 0000 0000 3 0 2 
0003 12AUG84K)4:00:00 776750400 S 00C8 14 0000 . .  00 3D 0000 0000 1 1 3
0003 12AUG84:08:00:00 776764800 S 00C8 14 0000 . .  00 23 0000 0000 1 1 4  
0003 12AUG84:08:00:00 776764800 S 00C8 14 0000 . .  00 3D 0000 0000 1 13
0003 12AUG84:09:00:00 776768400 S 00C8 14 0000 . .  00 23 0000 0000 1 1 4  
0003 12AUG84:09:00:00 776768400 S 00C8 14 0000 . .  00 3D 0000 0000 1 13  
0003 12AUG84:09:00:00 776768400 S 00C8 14 0000 . .  00 23 0000 0000 1 1 4  
0003 12AUG84:09:00:00 776768400 S 00C8 14 0000 . .  00 3D 0000 0000 1 13
0003 12AUG84:10:00:00 776772000 S 00C8 14 0000 . .  00 C8 0000 0000 3 0 2 
0003 12AUG84:10:00:00 776772000 S 00C8 14 0000 . .  00 23 0000 0000 1 1 4  
0003 12AUG84:10:00:00 776772000 S 00C8 14 0000 . .  00 3D 0000 0000 1 1 3
0003 12AUG84:11:00:00 776775600 S 00C8 14 0000 . .  00 23 0000 0000 1 1 4  
0003 12AUG84:11:00:00 776775600 S 00C8 14 0000 . .  00 3D 0000 0000 1 1 3  
0003 12AUG84:11:00:00 776775600 S 00C8 14 0000 . .  00 23 0000 0000 1 1 4  
0003 12AUG84:11:00:00 776775600 S 00C8 14 0000 . .  00 3D 0000 0000 1 13  
0003 12AUG84:11:00:00 776775600 S 00C8 14 0000 . .  00 23 0000 0000 1 14  
0003 12AUG84:11:00:00 776775600 S 00C8 14 0000 . .  00 3D 0000 0000 1 13  
0003 12AUG84:11:00:00 776775600 S 00C8 14 0000 . .  00 23 0000 0000 1 1 4  
0003 12AUG84:11:00:00 776775600 S 00C8 14 0000 . .  00 3D 0000 0000 1 13
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  00 23 0000 0000 1 14  0
0003 S 00C8 14 0000 . .  00 3D 0000 0000 1 13  3 *)
Event # 33 
Error Groups:
0003 19AUG84:07:00:03 777366003 S 00C8 14 0000 . .  07 92 0000 0000 0 0 2 
0003 19AUG84:07:00:16 777366016 S 00C8 14 0000 . .  07 A7 0000 0000 3 1 0 
0003 19AUG84:07:00:25 777366025 S 00C8 14 0000 . .  07 3D 0000 0000 1 1 3 
0003 19AUG84:07:00:47 777366047 S 00C8 14 0000 . . 07 92 0000 0000 0 0 2 
0003 19AUG84:07:01:04 777366064 S 00C8 14 0000 . .  07 58 0000 0000 3 1 7 
0003 19AUG84:07:01:16 777366076 S 00C8 14 0000 . .  07 A7 0000 0000 3 1 0 
0003 19AUG84:07:01:18 777366078 S 00C8 14 0000 . .  07 58 0000 0000 3 1 7
0003 19AUG84:08:00:36 777369636 S 00C8 14 0000 . . 07 3D 0000 0000 1 1 3 
0003 19AUG84:08:00:36 777369636 S 00C8 14 0000 . . 07 58 0000 0000 3 1 7 
0003 19AUG84:08:00:39 777369639 S 00C8 14 0000 . .  07 8A 0000 0000 1 0 0 
0003 19AUG84:08:00:50 777369650 S 00C8 14 0000 . .  07 3D 0000 0000 1 13
3
3
3
3
3
0
3
0
3
0
3
3
0
3
0
3
0
3
0
3
0
3
123
1
3
2
3
3
3
1
3
65
0003 19AUG84:08:00:55 777369655 S OOC8 14 0000 . .  07 58 0000 0000 3 1 7 3 
0003 19AUG84:08:01:02 777369662 S 00C8 14 0000 . . 07 3D 0000 0000 1 1 3 3 
0003 19AUG84:08:01:34 777369694 S OOC8 14 0000 . .  07 8A 0000 0000 1 0 0 1 
0003 19AUG84:08:01:45 777369705 S 00C8 14 0000 . .  07 58 0000 0000 3 1 7 3 
0003 19AUG84:08:01:48 777369708 S OOC8 14 0000 . .  07 3D 0000 0000 1 13 3
0003 19AUG84:09:00:19 777373219 S OOC8 14 0000 . .  07 8A 0000 0000 1 0 0 1 
0003 19AUG84:09:00:23 777373223 S 00C8 14 0000 . .  07 3D 0000 0000 1 13  3 
0003 19AUG84:09:01:04 777373264 S 00C8 14 0000 . .  07 92 0000 0000 0 0 2 1 
0003 19AUG84:09:01:24 777373284 S OOC8 14 0000 . .  07 3D 0000 0000 1 13 3
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  07 3D 0000 0000 1 1 3  3
0003 S 00C8 14 0000 . .  07 58 0000 0000 3 1 7 3 *)
Event #  34 
Error Groups:
0024 19AUG84:12:37:31 777386251 - 0103 16 OOOA 65535 000000 . . . . . . . .
0024 19AUG84:12:47:01 777386821 - 0043 16 0010 65535 17E500 . . . . . . . .
0024 19AUG84:12:48:06 777386886 - 0103 16 OOOC 65535 000000 _____ . . .
0024 19AUG84:12:48:07 777386887 - 0043 16 OOOE 65535 1BC50A . . . . . . . .
0024 19AUG84:12:48:08 777386888 - 0103 16 0010 65535 000000 . . . . ___
0024 19AUG84:12:49:31 777386971 - 0043 16 OOOE 65535 1BC503  ___ . . .
0024 19AUG84:12:49:32 777386972 - 0103 16 OOOE 65535 000000 . . . . . .0005 19AUG84:12:50:40 777387040 - 002A 16 0 0 2 0 ....................
0003 19AUG84:13:00:00 777387600 S 00C8 14 0000 . .  07 3D 0000 0000 1 13 3
Event #  35 
Error Groups:
0003 19AUG84:14:00:15 777391215 S 00C8 14 0000 . .  07 23 0000 0000 1 14  0 
0003 19AUG84:14:00:53 777391253 S 00C8 14 0000 . .  07 92 0000 0000 0 0 2 1
0003 19AUG84:14:01:50 777391310 S 00C8 14 0000 . . 07 23 0000 0000 1 14  0
0003 19AUG84:14:01:54 777391314 S 00C8 14 0000 . . 07 3D 0000 0000 1 13 3
0003 19AUG84:14:02:20 777391340 S 00C8 14 0000 . . 07 23 0000 0000 1 14  0
0003 19AUG84:14:02:33 777391353 S OOC8 14 0000 . . 07 91 0000 0000 1 1 7 2
0003 19AUG84:14:02:33 777391353 S OOC8 14 0000 . .  07 23 0000 0000 1 14  0
Event #  36 
Error Groups:
0005 19AUG84:16:06:40 777398800 - 002B 16 0 0 2 0 ....................
0005 19AUG84:16:07:55 777398875 - 002A 1 0 0 0 2 ....................
0024 19AUG84:16:08:34 777398914 - 0103 16 OOOC 65535 000000 
0005 19AUG84:16:10:16 777399016 - 002B 1 0 0 0 2 ....................
0005 19AUGS4:16:10:22 777399022 -  002A 16 0020
Event #  37 
Error Groups:
0003 20AUG84:04:00:15 777441615 S 00C8 14 0 0 0 0 .. 07 58 0000 0000 3 1 7 3 
0003 20AUG84:04:00:22 777441622 S 00C8 14 0 0 0 0 .. 07 3D 0000 0000 1 1 3  3 
0003 20AUG84:04:01:19 777441679 S 00C8 14 0 0 0 0 .. 07 58 0000 0000 3 1 7 3 
0003 20AUG84:04:01:22 777441682 S OOCS 14 0 0 0 0 .. 07 3D 0000 0000 1 13 3 
0003 20AUG84:04:03:30 777441810 S 00C8 14 0000 . .  07 58 0000 0000 3 1 7 3 
0003 20AUGS4:04:03:45 777441825 S OOC8 14 0000 . .  07 23 0000 0000 1 1 10  
0003 20AUG84:04:05:12 777441912 S 00C8 14 0 0 0 0 .. 07 58 0000 0000 3 1 7 3 
0003 20AUG84:04:05:17 777441917 S 00C8 14 0 0 0 0 .. 07 23 0000 0000 1 1 1 0
Event #  38
Error Groups:
0003 21AUG84:05:00:02 777531602 S OOCS 14 0000 . .  07 23 0000 0000 1 1 1 0  
0003 21AUG84:05:01:27 777531687 S OOCS 14 0000 . .  07 3D 0000 0000 1 1 3  3 
0003 21AUG84:05:01:33 777531693 S OOCS 14 0 0 0 0 .. 07 58 0000 0000 3 1 7 3 
0003 21AUG84:05:01:40 777531700 S OOCS 14 0000 . .  07 23 0000 0000 1 1 10
Event #  39
Error Groups:
0003 23AUG84-.07:11:53 777712313 S OOCS 14 0000 . .  07 3D 0000 0000 1 13 3 
0003 23AUG84:07:16:26 777712586 S OOCS 14 0000 . .  07 04 0000 0000 2 1 6 0 
0003 23AUG84:07:17:00 777712620 S OOCS 14 0 0 0 0 .. 07 3D 0000 0000 1 1 3  3
Event #  40 
Error Groups:
0003 02SEP84:09:00:03 778582803 S OOCS 14 0000 . .  05 3D 0000 0000 1 1 3 3 
0003 02SEP84:09:00:42 778582842 S OOCS 14 0000 . .  05 D3 0000 0000 1 10 3 
0003 02SEP84:09:01:10 778582870 S OOCS 14 0000 . .  05 E9 0000 0000 1 1 0 1  
0003 02SEP84:09:02:20 778582940 S 00C8 14 0000 . .  05 54 0000 0000 1 12  2 
0003 02SEP84:09:02:26 778582946 S OOCS 14 0000 . .  05 D3 0000 0000 1 10  3
0003 02SEP84:10:00:06 778586406 S OOCS 14 0000 . .  05 3D 0000 0000 1 13 3
0003 02SEP84:10:00:09 778586409 F OOCS 14 0000 . .  05 E9 0000 0000 1 10  1 0003 02SEP84:10:00:24 778586424 t  OOCS 14 0000 . .0 5  70 0000 0000 1 1 0  2 
0003 02SEP84:10:00:31 778586431 S 00C8 14 0000 . .  05 D3 0000 0000 1 1 0  3
0003 02SEP84:10:00:50 778586450 S OOCS 14 0000 . .  05 8A 0000 0000 1 0 0 1
0003 02SEP84:10:00:54 778586454 S OOCS 14 0000 . .  05 3D 0000 0000 1 13 3 
0003 02SEP84:10:01:01 778586461 S OOCS 14 0000 . .  05 D3 0000 0000 1 10  3
0003 02SEP84:10:01:19 778586479 S 00C8 14 0000 . 
0003 02SEP84:10:01:23 778586483 S 00C8 14 0000 . 
0003 02SEP84:10:01:32 778586492 S 00C8 14 0000 .
0003 02SEP84:11:00:03 778590003 S 00C8 14 0000 . 
0003 02SEP84:11:00:11 778590011 S 00C8 14 0000 . 
0003 02SEP84:11:00:16 778590016 S 00C8 14 0000 . 
0003 02SEP84:11:00:26 778590026 S 00C8 14 0000 « 
0003 02SEP84:11:00:28 778590028 S 00C8 14 0000 . 
0003 02SEP84:11:00:38 778590038 S 00C8 14 0000 . 
0003 02SEP84:11:00:46 778590046 S 00C8 14 0000 . 
0003 02SEP84:11:00:50 778590050 S 00C8 14 0000 .
0003 02SEP84:12:00:37 778593637 S 00C8 14 0000 . 
0003 02SEP84:12:00:43 778593643 S 00C8 14 0000 . 
0003 02SEP84:12:00:53 778593653 S 00C8 14 0000 . 
0003 02SEP84:12:01:01 778593661 S 00C8 14 0000 . 
0003 02SEP84:12:01:33 778593693 S 00C8 14 0000 . 
0003 02SEP84:12:01:37 778593697 S 00C8 14 0000 . 
0003 02SEP84:12:01:38 778593698 S 00C8 14 0000 . 
0003 02SEP84:12:01:43 778593703 S 00C8 14 0000 . 
0003 02SEP84:12:01:53 778593713 S 00C8 14 0000 .
0003 03SEP84:06:00:14 778658414 S OOC8 14 0000 . 
0003 03SEP84:06:02:09 778658529 S 00C8 14 0000 . 
0003 03SEP84:06:02:17 778658537 S 00C8 14 0000 . 
0003 03SEP84:06:05:05 778658705 S 00C8 14 0000 .
0003 03SEP84:07:00:05 778662005 S 00C8 14 0000 . 
0003 03SEP84:07:00:47 778662047 S 00C8 14 0000 . 
0003 03SEP84:07:02:28 778662148 S 00C8 14 0000 . 
0003 03SEP84:07:03:30 778662210 S 00C8 14 0000 . 
0003 03SEP84:07:03:42 778662222 S 00C8 14 0000 . 
0003 03SEP84:07:04l54 778662294 S 00C8 14 0000 . 
0003 03SEP84:07:05:45 778662345 S 00C8 14 0000 .
0003 03SEP84:08:00:05 778665605 S 00C8 14 0000 . 
0003 03SEP84:08:00:06 778665606 S 00C8 14 0000 . 
0003 03SEP84:08:00:09 778665609 S 00C8 14 0000 . 
0003 03SEP84:08:00:22 778665622 S 00C8 14 0000 . 
0003 03SEP84:08:00:35 778665635 S 00C8 14 0000 . 
0003 03SEP84:08:00:52 778665652 S 00C8 14 0000 . 
0003 03SEP84:08:00i56 778665656 S 00C8 14 0000 . 
0003 03SEP84:08:00:58 778665658 S 00C8 14 0000 . 
0003 03SEP84:08:01:07 778665667 S 00C8 14 0000 .
0003 03SEP84:09:00:08 778669208 S 00C8 14 0000 . 
0003 03SEP84:09:00:18 778669218 S 00C8 14 0000 . 
0003 03SEP84:09:00:21 778669221 S 00C8 14 0000 . 
0003 03SEP84:09:00:44 778669244 S 00C8 14 0000 . 
0003 03SEP84:09:00:47 778669247 S 00C8 14 0000 . 
0003 03SEP84:09:01:23 778669283 S 00C8 14 0000 .
. 05 3D 0000 0000 1 1 3 3 
. 05 D3 0000 0000 1 1 0  3 
. 05 3D 0000 0000 1 1 3 3
. 05 D3 0000 0000 1 1 0  3 
. 05 3D 0000 0000 1 1 3 3 
. 05 8A 0000 0000 1 0 0 1 
. 05 D3 0000 0000 1 1 0  3 
» 05 25 0000 0000 1 1 2  0 
. 05 70 0000 0000 1 1 0  2 
» 05 3D 0000 0000 1 1 3  3 
. 05 8A 0000 0000 1 0  0 1
. 05 54 0000 0000 1 1 2  2 
. 05 3D 0000 0000 1 1 3  3 
. 05 8A 0000 0000 1 0 0 1  
. 05 3D 0000 0000 1 1 3 3 
. 05 54 0000 0000 1 1 2  2 
. 05 A l 0000 0000 1 1 7 2 
. 05 54 0000 0000 1 1 2  2 
. 05 3D 0000 0000 1 1 3 3 
. 05 A l 0000 0000 1 1 7 2
. 05 SA 0000 0000 1 0 0 1 
o 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 1 0  0 1 
o 05 A l 0000 0000 1 1 7 2
. 05 8A 0000 0000 1 0  0 1 
. 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 1 0  0 1 
. 05 A l 0000 0000 1 1 7 2 
. 05 SA 0000 0000 1 0  0 1 
. 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 1 0  0 1
. 05 3D 0000 0000 1 1 3 3 
. 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 1 0 0 1 
. 05 3D 0000 0000 1 1 3 3 
. 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 10  0 1 
. 05 3D 0000 0000 1 1 3 3 
. 05 8A 0000 0000 10  0 1 
. 05 A l 0000 0000 1 1 7 2
. 05 45 0000 0000 3 1 6 1 
. 05 A l 0000 0000 1 1 7 2 
. 05 26 0000 0000 3 0 6 3 
. 05 A l 0000 0000 1 1 7 2 
. 05 3D 0000 0000 1 1 3 3 
. 05 8A 0000 0000 1 0 0 1
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  05 3D 0000 0000 1 1 7 2
0003 S 00C8 14 0000 . .  05 D3 0000 0000 1 0 0 1 *)
Event #  41
Error Groups:
0003 05SEP84:04:01:33 778824093 S 00C8 14 0000 . .  05 58 0000 0000 1 0 2 2
0003 05SEP84:04:01:47 778824107 S OOC8 14 0000 . .  05 89 0000 0000 1 0 2 0
0003 05SEP84:04:02:15 778824135 S 00C8 14 0000 . .  05 3D 0000 0000 1 1 3 3
0003 05SEP84:04:02:28 778824148 S 00C8 14 0000 . .  05 58 0000 0000 1 0 2 2
0003 05SEP84:04:03:32 778824212 S 00C8 14 0000 . .  05 3D 0000 0000 1 13  3
Event #  42
Error Groups:
0024 05SEP84: 
0024 05SEP84: 
0024 05SEP84: 
0024 05SEP84: 
0024 05SEP84:
12:14:05 778853645 
12:16:09 778853769 
12:23:28 778854208 
12:23:29 778854209 
12:23:30 778854210
0042 17 0004 65535 107553 
0042 3 0004 65535 11F10D. 
0103 17 0004 65535 000000 
0042 3 0004 65535 107611. 
0103 17 0004 65535 000000
Event #  43 
Error Groups:
0003 06SEP84:05:01:36 
0003 06SEP84:05:02:12 
0003 06SEP84:05:02:17 
0003 06SEP84:05:02:26 
0003 06SEP84:05:02:30 
0003 06SEP84:05:03:04 
0003 06SEP84:05:03:11
778914096 S 00C8 14 0000 . 
778914132 S 00C8 14 0000 . 
778914137 S 00C8 14 0000 . 
778914146 S OOC8 14 0000 . 
778914150 S 00C8 14 0000 . 
778914184 S 00C8 14 0000 . 
778914191 S OOC8 14 0000 .
. 05 89 0000 0000 1 0 2 0 
. 05 3D 0000 0000 1 13  3 
. 05 58 0000 0000 1 0 2 2 
. 05 89 0000 0000 1 0 2 0 
. 05 3D 0000 0000 1 13  3 
. 05 89 0000 0000 1 0 2 0 
. 05 3D 0000 0000 1 1 3 3
Event #  44 
Error Groups:
0003 09SEP84:05:00:06 779173206 S 00C8 14 0000 
0003 09SEP84:05:00:18 779173218 S 00C8 14 0000 
0003 09SEP84:05:00:19 779173219 S 00C8 14 0000 
0003 09SEP84:05:00:32 779173232 S 00C8 14 0000 
0003 09SEP84:05:01:18 779173278 S 00C8 14 0000 
0003 09SEP84:05:01:29 779173289 S 00C8 14 0000 
0003 09SEP84:05:01:44 779173304 S 00C8 14 0000
05 3D 0000 0000 1 1 3 3 
05 07 0000 0000 2 0 7 2 
05 3D 0000 0000 1 1 3 3 
05 3D 0000 0000 2 1 0  2 
05 3D 0000 0000 1 1 3 3 
05 3D 0000 0000 2 1 0  2 
05 07 0000 0000 2 0 7 2
0003 09SEP84:06:00:02 779176802 S 00C8 14 0000 . .  05 
0003 09SEP84:06:00:16 779176816 S 00C8 14 0000 . .  05 
0003 09SEP84:06:00:29 779176829 S 00C8 14 0000 . .  05 
0003 09SEP84:06:00:40 779176840 S 00C8 14 0000 . .  05 
0003 09SEP84:06:00:41 779176841 S 00C8 14 0000 . .  05 
0003 09SEP84:06:00:50 779176850 S 00C8 14 0000 . .  05 
0003 09SEP84:06:01:09 779176869 S 00C8 14 0000 . .  05 0003 09SEP84:06:01:41 779176901 S 00C8 14 0000 . .  05
0003 09SEP84:07:00:02 779180402 S 00C8 14 0000 . .  05 
0003 09SEP84:07:00:05 779180405 S 00C8 14 0000 . .  05 
0003 09SEP84:07:00:26 779180426 S 00C8 14 0000 . .  05 
0003 09SEP84:07:00:56 779180456 S 00C8 14 0000 . .  05 
0003 09SEP84:07:02:12 779180532 S 00C8 14 0000 . .  05 
0003 09SEP84:07:02:33 779180553 S 00C8 14 0000 . .  05 
0003 09SEP84:07:02:37 779180557 S 00C8 14 0000 . .  05
0003 09SEP84:08:00:22 779184022 S 00C8 14 0 0 0 0 .. 05 
0003 09SEP84:08:00:22 779184022 S 00C8 14 0000 . .  05 
0003 09SEP84:08:00:27 779184027 S 00C8 14 0000 . .  05 
0003 09SEP84:08:00:45 779184045 S 00C8 14 0000 . .  05 
0003 09SEP84:08:00:51 779184051 S 00C8 14 0000 . .  05 
0003 09SEP84:08:01:07 779184067 S 00C8 14 0000 . .  05 
0003 09SEP84:08:01:07 779184067 S 00C8 14 0000 . .  05
0003 09SEP84:09:00:09 779187609 S 00C8 14 0000 . .  05 
0003 09SEP84:09:00:36 779187636 S 00C8 14 0000 . .  05 0003 09SEP84:09:01:10 779187670 S 00C8 14 0000 . .  05 
0003 09SEP84:09:01:25 779187685 S 00C8 14 0000 . .  05 
0003 09SEP84:09:01:35 779187695 S 00C8 14 0000 . .  05 
0003 09SEP84:09:01:39 779187699 S 00C8 14 0000 . .  05 
0003 09SEP84.*09:02:19 779187739 S 00C8 14 0000 . .  05
0003 09SEP84:10:00:11 779191211 S 00C8 14 0000 . .  05 
0003 09SEP84:10:00:23 779191223 S 00C8 14 0000 . .  05 
0003 09SEP84:10:00:26 779191226 S 00C8 14 0000 . .  05 
0003 09SEP84:10:00:34 779191234 S 00C8 14 0000 . .  05 
0003 09SEP84:10:00:36 779191236 S 00C8 14 0000 . .  05 
0003 09SEP84:10:01:49 779191309 S OOC8 14 0000 . .  05
(* 0003 S 00C8 14 0000 . .  05 3D 0000 0000 1 13 3 
0003 S 00C8 14 0000 . .  05 3D 0000 0000 2 1 0 2 
0003 S OOC8 14 0000 . . 05 07 0000 0000 2 0 7 2
89 0000 0000 1 0 2 0 
3D 0000 0000 1 1 3  3 
07 0000 0000 2 0 7 2 
3D 0000 0000 2 1 0 2 
3D 0000 0000 1 13  3 
3D 0000 0000 2 1 0 2 
07 0000 0000 2 0 7 2 
3D 0000 0000 2 1 0 2
07 0000 0000 2 0 7 2 
3D 0000 0000 2 1 0 2 
07 0000 0000 2 0 7 2 
3D 0000 0000 2 1 0 2 
3D 0000 0000 1 13  3 
07 0000 0000 2 0 7 2 
3D 0000 0000 2 1 0 2
3D 0000 0000 1 1 3  3 
07 0000 0000 2 0 7 2 
3D 0000 0000 1 13  3 
3D 0000 0000 2 1 0 2 
3D 0000 0000 1 1 3  3 
07 0000 0000 2 0 7 2 
3D 0000 0000 2 1 0 2
07 0000 0000 2 0 7 2 
3D 0000 0000 2 10  2 
07 0000 0000 2 0 7 2 
3D 0000 0000 1 1 3  3 
07 0000 0000 2 0 7 2 
3D 0000 0000 2 1 0 2 
07 0000 0000 2 0 7 2
3D 0000 0000 2 1 0 2 
07 0000 0000 2 0 7 2 
3D 0000 0000 2 1 0 2 
07 0000 0000 2 0 7 2 
3D 0000 0000 2 1 0 2 
07 0000 0000 2 0 7 2
*)
Event # 45 
Error Groups:
0024 10SEP84:01:07:07 779245627 - 0041 5 0016 65535 2BB2C0................
0024 10SEP84:01:07:22 779245642 - 0041 5 0016 65535 30C117.........
0003 10SEP84:01:10:49 779245849 S OOCS 14 0000 . .  05 EO 0000 0000 3 1 5 3
Event #  46
Error Groups:
0003 13SEP84:06:00:09 779522409 S 00C8 14 0000 . 
0003 13SEP84:06:00:22 779522422 S 00C8 14 0000 . 
0003 13SEP84:06:00:42 779522442 S 00C8 14 0000 . 
0003 13SEP84:06:01:31 779522491 S 00C8 14 0000 . 
0003 13SEP84:06:02:40 779522560 S 00C8 14 0000 . 
0003 13SEP84:06:03:05 779522585 S 00C8 14 0000 . 
0003 13SEP84:06:03:28 779522608 S 00C8 14 0000 . 
0003 13SEP84:06:05:11 779522711 S 00C8 14 0000 . 
0003 13SEP84:06:05:40 779522740 S 00C8 14 0000 . 
0003 13SEP84:06:05:52 779522752 S 00C8 14 0000 . 
0003 13SEP84:06:05:58 779522758 S 00C8 14 0000 .
0003 13SEP84:07:00:02 779526002 S 00C8 14 0000 . 
0003 13SEP84:07:01:40 779526100 S 00C8 14 0000 . 
0003 13SEP84:07:02:03 779526123 S 00C8 14 0000 . 
0003 13SEP84:07:02:40 779526160 S 00C8 14 0000 . .  
0003 13SEP84:07:02:44 779526164 S 00C8 14 0000 . .  
0003 13SEP84:07:02:47 779526167 S 00C8 14 0000 .
0003 13SEP84:08:00:33 779529633 S 00C8 14 0000 . 
0003 13SEP84:08:01:09 779529669 S 00C8 14 0000 . 
0003 13SEP84:08:01:15 779529675 S 00C8 14 0000 . 
0003 13SEP84:08:04:12 779529852 S 00C8 14 0000 . 
0003 13SEP84:08:05:32 779529932 S 00C8 14 0000 . 
0003 13SEP84:08:06:12 779529972 S 00C8 14 0000 . 
0003 13SEP84:08:06:12 779529972 S 00C8 14 0000 . 
0003 13SEP84:08:07:24 779530044 S 00C8 14 0000 .
(* 0003 S 00C8 14 0000 . . 05 23 0000 0000 1 1 1 0  
0003 S 00C8 14 0000 . . 05 8A 0000 0000 1 0 0 1
0003 S 00C8 14 0000 . . 05 23 0000 0000 1 1 10  
0003 S 00C8 14 0000 . .  05 8A 0000 0000 1 12  2
0003 S 00C8 14 0000 . . 05 8A 0000 0000 11 10  
0003 S 00C8 14 0000 . . 05 8A 0000 0000 1 1 3 3 
0003 S 00C8 14 0000 . .  05 8A 0000 0000 0 1 7 2
Event #  47 
Error Groups:
0003 15SEP84:05:00:00 779691600 S 00C8 14 0000 . .
05 54 0000 0000 1 1 2  2 
05 E9 0000 0000 1 1 0 1  
05 54 0000 0000 1 1 2  2 
05 23 0000 0000 11 1 0  
05 54 0000 0000 1 1 2  2 
05 23 0000 0000 11 1 0  
05 54 0000 0000 1 1 2  2 
05 8A 0000 0000 10  0 1  
05 54 0000 0000 1 1 2  2 
05 23 0000 0000 11 1 0  
05 8A 0000 0000 1 0 0 1
05 3D 0000 0000 1 1 3  3 
05 54 0000 0000 1 1 2  2 
05 23 0000 0000 11 1 0  
05 3D 0000 0000 1 1 3  3 
05 07 0000 0000 0 1 7 2 
05 3D 0000 0000 1 1 3  3
05 23 0000 0000 11 1 0  
05 3D 0000 0000 1 1 3  3 
05 8A 0000 0000 10  0 1 
05 23 0000 0000 1 1 1 0  
05 07 0000 0000 0 1 7 2 
05 3D 0000 0000 1 1 3  3 
05 23 0000 0000 11 1 0  
05 3D 0000 0000 1 1 3  3
*)
05 8A 0000 0000 1 0 0 1
0003 15SEP84:05:00:39 779691639 S 00C8 14 0000 . 
0003 15SEP84:05:00:42 779691642 S OOC8 14 0000 . 
0003 15SEP84:05:01:24 779691684 S 00C8 14 0000 . 
0003 15SEP84:05:01:43 779691703 S 00C8 14 0000 . 
0003 15SEP84:05:01:54 779691714 S 00C8 14 0000 . .  
0003 15SEP84:05:02:00 779691720 S 00C8 14 0000 . .  
0003 15SEP84:05:02:19 779691739 S 00C8 14 0000 . .
0003 15SEP84:06:00:09 779695209 S 00C8 14 0000 . .  
0003 1JSEP84:06:00:14 779695214 S OOC8 14 0000 . .  
0003 15SEP84:06:00:25 779695225 S 00C8 14 0000 . .
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  05 8A 0000 0000 1 0 0 1 
0003 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1 0  
0003 S 00C8 14 0000 . .  05 3D 0000 0000 1 1 3  3
Event #  48 
Error Groups:
0003 16SEP84:10:00:09 779796009 S 00C8 14 0000 . .  
0003 16SEP84:10:02:22 779796142 S 00C8 14 0000 . .  
0003 16SEP84:10:02:39 779796159 S 00C8 14 0000 . .  
0003 16SEP84:10:03:52 779796232 S 00C8 14 0000 . .  
0003 16SEP84:10:03:58 779796238 S 00C8 14 0000 . .
0003 16SEP84:11:07:32 779800052 S 00C8 14 0000 . .  
0003 16SEP84:11:07:54 779800074 S 00C8 14 0000 . .  
0003 16SEP84:11:08:36 779800116 S 00C8 14 0000 . .  
0003 16SEP84:11:09:14 779800154 S 00C8 14 0000 . .  
0003 16SEP84:11:10:00 779800200 S 00C8 14 0000 . .  
0003 16SEP84:11:10:09 779800209 S 00C8 14 0000 . .  
0003 16SEP84:11:13:57 779800437 S 00C8 14 0000 . .
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1 0
0003 S 00C8 14 0000 . .  05 3D 0000 0000 1 13  3 
0003 S 00C8 14 0000 . .  05 A8 0000 0000 1 0 1 3
Event # 49 
Error Groups:
0003 18SEP84:05:01:53 779950913 S 00C8 14 0000 . .  
0003 18SEP84:05:03:26 779951006 S 00C8 14 0000 . . 
0003 18SEP84:05:03:30 779951010 S OOC8 14 0000 . . 
0003 18SEP84:05:03:59 779951039 S 00C8 14 0000 . .  
0003 18SEP84:05:05:06 779951106 S OOCS 14 0000 . .
05 23 0000 OOOO 1 1 1 0  
05 3D 0000 0000 1 1 3 3 
05 23 0000 0000 1 1 1 0  
05 3D 0000 0000 1 1 3 3 
05 8A 0000 0000 1 0 0 1 
05 3D 0000 0000 1 13  3 
05 8A 0000 0000 1 0 0 1
05 3D 0000 0000 1 1 3  3 
05 8A 0000 0000 1 0 0 1 
05 23 0000 0000 1 1 1 0
•)
05 23 0000 0000 1 1 1 0  
05 3D 0000 0000 1 1 3 3 
05 23 0000 0000 1 1 1 0  
05 3D 0000 0000 1 1 3 3 
05 A8 0000 0000 1 0 1 3
05 3D 0000 0000 1 1 3  3 
05 A8 0000 0000 1 0 1 3 
05 3D 0000 0000 1 1 3  3 
05 23 0000 0000 1 1 1 0  
05 A8 0000 0000 1 0 1 3 
05 3D 0000 0000 1 1 3 3 
05 23 0000 0000 1 1 1 0
•)
05 8A 0000 0000 1 0 0 1 05 23 0000 0000 1 1 1 0  
05 8A 0000 0000 1 0 0 1 
05 54 0000 0000 1 1 2  2 
05 23 0000 0000 1 1 1 0
72
0003 18SEP84:05:05:20 779951120 S 00C8 14 0000 . .  05 54 0000 0000 1 1 2  2
Event #  50 
Error Groups:
0003 18SEP84:06:00:01 779954401 S OOCS 14 0000 . .  05 8A 0000 0000 1 0 0 1  
0003 18SEP84:06:00:07 779954407 S 00C8 14 0 0 0 0 .. 05 70 0000 0000 1 1 0  2 
0003 18SEP84:06:00:10 779954410 S 00C8 14 0000 . .  05 3D 0000 0000 1 1 3  3
Event #  51 
Error Groups:
0003 22SEP84:05:01:34 780296494 S OOCS 14 0000 . .  04 58 0000 0000 3 1 7 3 
0003 22SEP84:05:01:37 780296497 S 00C8 14 0000 . .  04 A1 0000 0000 1 1 7  2 
0003 22SEP84:05:02:48 780296568 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3 
0003 22SEP84:05:04:34 780296674 S OOCS 14 0000 . .  04 A1 0000 0000 1 17  2 
0003 22SEPS4:05:05:29 780296729 S OOC8 14 0000 . .  04 58 0000 0000 3 1 7 3
0003 22SEP84:06:00:23 780300023 S 00C8 14 0 0 0 0 .. 04 58 0000 0000 3 1 7 3 
0003 22SEP84:06:01:09 780300069 S OOCS 14 0 0 0 0 .. 04 A1 0000 0000 1 1 7  2 
0003 22SEP84:06:01:38 780300098 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3 
0003 22SEPS4:06:01:41 780300101 S OOCS 14 0000 . .  04 A1 0000 0000 1 1 7  2 
0003 22SEP84:06:02:56 780300176 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3
0003 22SEP84:07:00:47 780303647 S 00C8 14 0000 . .  04 3D 0000 0000 2 1 0 2 
0003 22SEP84:07:01:25 780303685 S 00C8 14 0000 . .  04 A1 0000 0000 1 1 7  2 
0003 22SEP84:07:02:36 780303756 S 00C8 14 0000 . .  04 3D 0000 0000 2 1 0 2 
0003 22SEP84:07:02:54 780303774 S 00C8 14 0000 . .  04 A1 0000 0000 1 1 7  2 
0003 22SEP84:07:03:03 780303783 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3
0003 22SEP84:08:01:05 780307265 S 00C8 14 0000 . .  04 3D 0000 0000 2 1 0 2 
0003 22SEP84:08:01:26 780307286 S 00C8 14 0000 . .  04 A1 0000 0000 1 1 7  2 0003 22SEP84:08:01:44 780307304 S OOCS 14 0000 . .  04 58 0000 0000 3 1 7 3 
0003 22SEP84:08:01:46 780307306 S OOCS 14 0000 . .  04 3D 0000 0000 2 1 0 2 
0003 22SEP84:08:02:03 780307323 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3 
0003 22SEP84:08:02:27 780307347 S 00C8 14 0000 . .  04 3D 0000 0000 2 1 0 2 
0003 22SEP84:08:02:40 780307360 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3 
0003 22SEP84:08:02:46 780307366 S OOCS 14 0000 . .  04 A1 0000 0000 1 1 7 2
Symptom Sets:
C* 0003 S OOCS 14 0000 . .  04 58 0000 0000 3 1 7 3
0003 S OOCS 14 0000 . .  04 58 0000 0000 1 1 7 2 
0003 S OOCS 14 0000 . .  04 58 0000 0000 2 1 0 2 *)
Event #  52 
Error Groups:
73
0003 23SEP84:09:00:26 780397226 S 00C8 14 0000 . .  04 A7 0000 0000 3 1 0 2 
0003 23SEP84:09:00:46 780397246 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3 
0003 23SEP84:09:01:00 780397260 S 00C8 14 0000 . .  04 A7 0000 0000 3 10  2 
0003 23SEP84:09:03:57 780397437 S OOC8 14 0000 . .  04 58 0000 0000 3 1 7 3
Event #  53
Error Groups:
0003 23SEP84:14:38:18 780417498 S 00C8 14 0000 _  04 52 0000 0000 1 0 4 2 
0003 23SEP84:14:38:18 780417498 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 3 
0003 23SEP84:14:38:18 780417498 S 00C8 14 0000 ». 04 52 0000 0000 1 0 4 0 
0003 23SEP84:14:38:18 780417498 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 3 
0003 23SEP84:14:38:18 780417498 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 2 
0003 23SEP84:14:38:18 780417498 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 0
0003 23SEP84:17:32:01 780427921 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 0 
0003 23SEP84:17:32:01 780427921 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 2
0003 23SEP84:18:59:24 780433164 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 0 
0003 23SEP84:18:59:25 780433165 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 2 
0003 23SEP84:18:59:25 780433165 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 0 
0003 23SEP84:18:59:25 780433165 S OOC8 14 0000 . .  04 52 0000 0000 1 0 4 2
Symptom Sets:
(* 0003 S 00C8 14 0 0 0 0 .. 04 52 0000 0000 1 0 4 2
0003 S 00C8 14 0000 . .  04 52 0000 0000 1 0 4 0 *)
Event #  54
Error Groups:
0003 29SEP84:10:07:18 780919638 S 00C8 14 0000 . .  07 8A 0000 0000 1 0 0 1 
0003 29SEP84:10:07:30 780919650 S 00C8 14 0000 . .  07 A l 0000 0000 1 17 2 
0003 29SEP84:10:08:28 780919708 S 00C8 14 0000 . . 07 8A 0000 0000 1 0 0 1 
0003 29SEP84:10:08:47 780919727 S OOC8 14 0000 . . 07 A l 0000 0000 1 17 2
Event #  55
Error Groups:
0003 010CT84:05:00:25 
0003 010CT84:05:01:36 
0003 010CT84:05:01:58 
0003 010CT84:05:02:12 
0003 010CT84:05:02:15 
0003 010CT84:05:02:17 
0003 010CT84:05:02:26 
0003 010CT84:05:02:46
781074025 S 00C8 14 0000 
781074096 S OOC8 14 0000 
781074118 S 00C8 14 0000 
781074132 S OOC8 14 0000 
781074135 S 00C8 14 0000 
781074137 S 00C8 14 0000 
781074146 S 00C8 14 0000 
781074166 S 00C8 14 0000
07 A l 0000 0000 1 1 7 2 
07 54 0000 0000 1 12 2 
07 25 0000 0000 2 0 1 3 
07 A l 0000 0000 1 17 2 
07 25 0000 0000 2 0 1 3 
07 54 0000 0000 1 12 2 
07 25 0000 0000 2 0 1 3 
07 54 0000 0000 1 12 2
74
Event #  56 
Error Groups:
0024 020CT84:01:47:53 781148873 - 0041 5 0016 65535 108144 
0024 020CT84:01:49:05 781148945 -  0041 5 0016 65535 18144A
Event #  57 
Error Groups:
0024 020CT84:06:19:35 781165175 - 0103 17 0004 65535 000000 
0024 020CT84:06:22:14 781165334 -  0043 17 0006 65535 100500 
0024 02OCT84:06:22:15 781165335 -  0103 17 0006 65535 000000
Event #  58 
Error Groups:
0024 050CT84:01:52:01 781408321 -  
0024 050CT84:02:05:29 781409129 -
Event #  59 
Error Groups:
0003 070CT84:04:03:08 781588988 S 
0003 070CT84:04:03:25 781589005 S 
0003 070CT84:04:04:12 781589052 S 
0003 070CT84:04:04:59 781589099 S
0003 070CT84:06:00:50 781596050 S 
0003 070CT84:06:01:12 781596072 S 
0003 070CT84:06:02:10 781596130 S 
0003 070CT84:06:02:50 781596170 S
0003 070CT84:07:00:57 781599657 S 
0003 070CT84:07:01:04 781599664 S 
0003 070CT84:07:01:19 781599679 S 
0003 070CT84:07:02:36 781599756 S
0003 070CT84:08:00:04 781603204 S 
0003 070CT84:08:00:12 781603212 S 
0003 070CT84:08:00:15 781603215 S 
0003 070CT84:08:00:38 781603238 S 
0003 070CT84:08:00:40 781603240 S 
0003 070CT84:08:00:56 781603256 S 
0003 070CT84:08:02:57 781603377 S
0041 21 000E 65535 101256 
0041 21 000E 65535 29A105
00C8 14 0000 . .  07 58 0000 0000 3 1 7 3
00C8 14 0000 . .  07 8A 0000 0000 1 0 0 1
00C8 14 0000 . .  07 58 0000 0000 3 1 7  3
00C8 14 0000 . .  07 8A 0000 0000 1 0  0 1
00C8 14 0000 . .  07 54 0000 0000 1 12  2
00C8 14 0000 . .  07 8A 0000 0000 1 0  0 1
00C8 14 0000 . .  07 54 0000 0000 1 12  2
00C8 14 0000 . .  07 8A 0000 0000 1 0  0 1
00C8 14 0000 . .  07 54 0000 0000 1 12  2
00C8 14 0000 . .  07 8A 0000 0000 1 0  0 1
00C8 14 0000 . .  07 A l 0000 0000 1 1 7 2
00C8 14 0000 . . 07 8A 0000 0000 1 0  0 1
00C8 14 0000 . . 07 A l 0000 0000 1 1 7 2
00C8 14 0000 . .  07 8A 0000 0000 1 0  0 1
00C8 14 0000 . .  07 A l 0000 0000 1 1 7 2
00C8 14 0000 . .  07 8A 0000 0000 1 0 0 1
00C8 14 0000 . .  07 A l 0000 0000 1 1 7 2
00C8 14 0000 . .  07 8A 0000 0000 1 0  0 1
00C8 14 0000 . .  07 54 0000 0000 1 1 2 2
0003 070CT84:09:00:46 
0003 070CT84:09:00:53 
0003 070CT84:09:00:58 
0003 070CT84:09:01:19 
0003 070CT84:09:01:41 
0003 070CT84:09:02:02 
0003 070CT84:09:02:07
0003 070CT84:10:00:03 
0003 070CT84:10:00:38 
0003 070CT84:10:00:38 
0003 070CT84:10:00:46 
0003 070CT84:10:00:50 
0003 070CT84:10:01:08 
0003 070CT84:10:01:11
0003 070CT84:11:00:31 
0003 070CT84:11:00:36 
0003 070CT84:11:00:39 0003 070CT84:11:00:44 
0003 070CT84:11:01:01 
0003 070CT84:11:01:14 
0003 070CT84:11:01:57 
0003 070CT84:11:02:02
781606846 S 00C8 14 0000 
781606853 S 00C8 14 0000 
781606858 S 00C8 14 0000 
781606879 S 00C8 14 0000 
781606901 S OOC8 14 0000 
781606922 S 00C8 14 0000 
781606927 S 00C8 14 0000
781610403 S 00C8 14 0000 
781610438 S 00C8 14 0000 
781610438 S 00C8 14 0000 
781610446 S 00C8 14 0000 
781610450 S 00C8 14 0000 
781610468 S 00C8 14 0000 
781610471 S 00C8 14 0000
781614031 S 00C8 14 0000 
781614036 S 00C8 14 0000 
781614039 S 00C8 14 0000 
781614044 S 00C8 14 0000 
781614061 S 00C8 14 0000 
781614074 S 00C8 14 0000 
781614117 S 00C8 14 0000 
781614122 S 00C8 14 0000
07 8A 0000 0000 1 0 0 1  
07 A l 0000 0000 1 1 7 2 
07 8A 0000 0000 1 0 0 1 
07 A l 0000 0000 1 1 7 2 
07 8A 0000 0000 1 0 0 1 
07 54 0000 0000 1 1 2  2 
07 8A 0000 0000 1 0 0 1
07 70 0000 0000 1 1 0  2 
07 A l 0000 0000 1 1 7 2 
07 8A 0000 0000 1 0 0 1 
07 70 0000 0000 1 1 0  2 
07 A l 0000 0000 1 1 7 2 
07 54 0000 0000 1 1 2  2 
07 8A 0000 0000 1 0 0 1
07 70 0000 0000 1 1 0  2 
07 A l 0000 0000 1 1 7 2 
07 54 0000 0000 1 1 2  2 
07 A l 0000 0000 1 1 7 2 
07 54 0000 0000 1 1 2  2 
07 8A 0000 0000 1 0 0 1 
07 70 0000 0000 1 1 0  2 
07 54 0000 0000 1 1 2  2
Symptom Sets:
(* 0003 S 00C8 14 0000 . .  07 8A 0000 0000 1 0 0 1
0003 S 00C8 14 0000 . .  07 8A 0000 0000 1 12  2 
0003 S 00C8 14 0000 . .  07 8A 0000 0000 1 1 7  2 *)
Event #  60 
Error Groups:
0024 09OCT84:03:29:27 781759767 - 0041 3 0002 65535 00F18E 
0024 09OCT84:03:41:46 781760506 - 0042 1 OOOA 65535 223291
A 4 Super Events Derived from  Cyber-175 Error log
Super Event #  1
Events:
0003 18MAY84.03:12:59 769317179 S 00C8 14 0000 . .  00 23 0000 0000 1 1 1 0
0003 18MAY84:03:14:01 769317241 S 00C8 14 0000 . .  00 89 0000 0000 1 0 2 0
0003 18MAY84:03:15:12 769317312 S 00C8 14 0000 . .  00 23 0000 0000 1 1 10
0003 18MAY84:04:00:06 
0003 18MAY84:04:00:17 
0003 18MA Y84:04:00:31 
0003 18MAY84:04:01:09 
0003 18MAY84:04:01:13 
0003 18MAY84:04:01:24 
0003 18MAY84:04:01:55 
0003 18MAY84:04:02:30 
0003 18MAY84:04:03:19
769320006 S OOC8 14 0000 
769320017 S 00C8 14 0000 
769320031 S 00C8 14 0000 
769320069 S 00C8 14 0000 
769320073 S 00C8 14 0000 
769320084 S 00C8 14 0000 
769320115 S 00C8 14 0000 
769320150 S 00C8 14 0000 
769320199 S 00C8 14 0000
00 92 0000 0000 0 0 2 1 
00 23 0000 0000 1 1 1 0  
00 92 0000 0000 0 0 2 1 00 A l 0000 0000 1 1 7  2 
00 89 0000 0000 1 0 2 0 
00 92 0000 0000 0 0 2 1 00 23 0000 0000 1 1 1 0  
00 92 0000 0000 0 0 2 1 
00 89 0000 0000 1 0 2 0
0003 19MAY84:05:00:21 769410021 S 
0003 19MAY84:05:01:13 769410073 S 
0003 19MAY84:05:01:53 769410113 S 
0003 19MAY84:05:02:31 769410151 S 
0003 19MAY84:05:02:54 769410174 S 
0003 19MAY84:05:02:58 769410178 S 
0003 19MAY84:05:03:40 769410220 S 
0003 19MAY84:05:03:59 769410239 S
0003 19MAY84:06:00:09 769413609 S 
0003 19MAY84:06:00:10 769413610 S 
0003 19MAY84:06:00:11 769413611 S
0003 19MAY84:07:01:04 769417264 S 
0003 19MAY84:07:04:15 769417455 S 
0003 19MAY84:07:04:30 769417470 S 
0003 19MAY84:07:04:31 769417471 S 
0003 19MAY84:07:04:52 769417492 S 
0003 19MAY84:07:04:55 769417495 S 
0003 19MAY84:07:07:11 769417631 S 
0003 19MAY84:07:07:27 769417647 S 
0003 19MAY84:07:07:48 769417668 S
00C8 14 0000. .0 0  92 0000 0000 0 0 2  1 
00C8 14 0000 . .  00 89 0000 0000 1 0 2 0 
00C8 14 0000 . .  00 A l 0000 0000 1 1 7  2 
00C8 14 0000 . .  00 92 0000 0000 0 0 2 1 
00C8 14 0000 . .  00 89 0000 0000 1 0 2 0 
00C8 14 0000 . .  00 92 0000 0000 0 0 2 1 
00C8 14 0000 . .  00 A l 0000 0000 1 1 7  2 
00C8 14 0000 . .  00 23 0000 0000 1 1 1 0
00C8 14 0000 . .  00 92 0000 0000 0 0 2 1 
00C8 14 0000 . .  00 A l 0000 0000 1 17 2 
00C8 14 0 0 0 0 .. 00 89 0000 0000 1 0 2 0
00C8 14 0000 . .  00 23 0000 0000 1 1 1 0  
00C8 14 0000 . .  00 89 0000 0000 1 0 2 0 
00C8 14 0000 . .  00 23 0000 0000 1 1 1 0  
00C8 14 0000 . .  00 89 0000 0000 1 0 2 0 
00C8 14 0000 . .  00 23 0000 0000 1 1 10  
00C8 14 0000 . .  00 89 0000 0000 1 0 2 0 
00C8 14 0000 . .  00 23 0000 0000 1 1 10  
00C8 14 0000 . .  00 89 0000 0000 1 0 2 0 
00C8 14 0000 . .  00 23 0000 0000 1 1 10
Super Symptom Sets:
(* 0003 S 00C8 14 0000 . .  00 23 0000 0000 1 1 1 0
0003 S 00C8 14 0000 . .  00 89 0000 0000 1 0 2 0 »)
Super Event #  2
Events:
0003 03JUN84:04:00:30 770702430 S 00C8 14 0000 . 
0003 03JUN84:04:00:33 770702433 S 00C8 14 0000 . 
0003 03JUN84:04:00:52 770702452 S OOC8 14 0000 . 
0003 03JUN84:04:02:38 770702558 S 00C8 14 0000 . 
0003 03JUN84:04:02:46 770702566 S 00C8 14 0000 . 
0003 03JUN84:04:04:09 770702649 S 00C8 14 0000 . 
0003 03JUN84:04:04:28 770702668 S 00C8 14 0000 . 
0003 03JUN84:04:04:37 770702677 S 00C8 14 0000 »
0003 03JUN84:05:00:29 770706029 S 00C8 14 0000 . 
0003 03JUN84:05:01:19 770706079 S 00C8 14 0000 . 
0003 03JUN84:05:01:48 770706108 S 00C8 14 0000 . 
0003 03JUN84:05:01:54 770706114 S 00C8 14 0000 . 
0003 03JUN84:05:02:15 770706135 S 00C8 14 0000 .
0003 04AUG84:08:00:20 776073620 S 00C8 14 0000 . 
0003 04AUG84:08:00:24 776073624 S 00C8 14 0000 . 
0003 04AUG84:08:00:49 776073649 S 00C8 14 0000 . 
0003 04AUG84:08:01:01 776073661 S 00C8 14 0000 . 
0003 04AUG84:08:01:48 776073708 S 00C8 14 0000 .
0003 05AUG84:06:00:38 776152838 S 00C8 14 0000 . 
0003 05AUG84:06:01:56 776152916 S 00C8 14 0000 . 
0003 05AUG84:06:04:57 776153097 S 00C8 14 0000 . 
0003 05AUG84:06:05:28 776153128 S 00C8 14 0000 . 
0003 05AUG84:06:05:58 776153158 S 00C8 14 0000 . 
0003 05AUG84:06:08:01 776153281 S 00C8 14 0000 .
0003 05AUG84:07:00:14 776156414 S OOCS 14 0000 . 
0003 05AUG84:07:01:21 776156481 S 00C8 14 0000 . 
0003 05AUG84:07:01:34 776156494 S 00C8 14 0000 . 
0003 05AUG84:07:02:11 776156531 S 00C8 14 0000 .
0003 05AUG84:08:00:03 776160003 S 00C8 14 0000 . 
0003 05AUG84:08:00:17 776160017 S OOCS 14 0000 . 
0003 05AUG84:08:00:19 776160019 S 00C8 14 0000 . 
0003 05AUG84:08:00:49 776160049 S 00C8 14 0000 . 
0003 05AUG84:08:0Oi5O 776160050 S 00C8 14 0000 . 
0003 05AUG84:08:01:02 776160062 S 00C8 14 0000 . 
0003 05AUG84:08:01:55 776160115 S OOCS 14 0000 . 
0003 05AUG84:08:01:58 776160118 S 00C8 14 0000 . 
0003 05AUG84:08:02:16 776160136 S 00C8 14 0000 .
0003 05AUG84:09:00:10 776163610 S 00C8 14 0000 . 
0003 05AUG84:09:00:28 776163628 S OOCS 14 0000 . 
0003 05AUG84:09:00:34 776163634 S OOCS 14 0000 . 
0003 05AUG84:09:00:37 776163637 S 00C8 14 0000 . 
0003 05AUG84:09:00:44 776163644 S 00C8 14 0000 . 
0003 05AUG84:09:00:53 776163653 S 00C8 14 0000 . 
0003 05AUG84:09:00:53 776163653 S 00C8 14 0000 . 
0003 05AUG84:09:01:00 776163660 S 00C8 14 0000 .
. 04 26 0000 0000 3 0 6 3 
. 04 58 0000 0000 3 1 7 3 . 04 45 0000 0000 3 1 6 1 
. 04 58 0000 0000 3 1 7 3 
. 04 45 0000 0000 3 1 6 1 
. 04 26 0000 0000 3 0 6 3 
. 04 45 0000 0000 3 1 6  1 
o 04 26 0000 0000 3 0 6 3
. 04 26 0000 0000 3 0 6 3 
. 04 45 0000 0000 3 1 6 1 
. 04 58 0000 0000 3 1 7 3 
. 04 45 0000 0000 3 1 6 1 
. 04 26 0000 0000 3 0 6 3
. 02 A7 0000 0000 3 1 0 2 
. 02 58 0000 0000 3 1 7 3 
. 02 A7 0000 0000 3 1 0 2 
. 02 58 0000 0000 3 1 7 3 
o 02 A7 0000 0000 3 1 0 2
. 02 58 0000 0000 3 1 7 3 
. 02 45 0000 0000 3 1 6 1 
. 02 58 0000 0000 3 1 7 3 
. 02 45 0000 0000 3 1 6 1 
. 02 A7 0000 0000 3 1 0 2 
. 02 45 0000 0000 3 1 6 1
. 02 58 0000 0000 3 1 7 3 
. 02 45 0000 0000 3 1 6 1 
.0 2  58 00000000 3 1 7 3 
. 02 45 0000 0000 3 1 6 1
. 02 A7 0000 0000 3 1 0 2 
. 02 58 0000 0000 3 1 7 3 
. 02 26 0000 0000 3 0 6 3 
. 02 58 0000 0000 3 1 7 3 
. 02 26 0000 0000 3 0 6 3 
. 02 58 0000 0000 3 1 7 3 
. 02 45 0000 0000 3 1 6 1 
. 02 26 0000 0000 3 0 6 3 
. 02 58 0000 0000 3 1 7 3
. 02 A7 0000 0000 3 1 0 2 
. 02 58 0000 0000 3 1 7 3 
. 02 26 0000 0000 3 0 6 3 
. 02 58 0000 0000 3 1 7 3 
. 02 45 0000 0000 3 1 6 1 
. 02 58 0000 0000 3 1 7 3 
. 02 26 0000 0000 3 0 6 3 
.0 2  58 0000 0000 3 1 7 3
0003 05AUG84:09:01:03 776163663 S 00C8 14 0000 . .  02 A7 0000 0000 3 1 0 2
0003 23SEP84:09:00:26 780397226 S 00C8 14 0000 . . 04 A7 0000 0000 3 1 0 2 
0003 23SEP84:09:00:46 780397246 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3 
0003 23SEP84:09:01:00 780397260 S 00C8 14 0000 . .  04 A7 0000 0000 3 1 0 2 
0003 23SEP84:09:03:57 780397437 S 00C8 14 0000 . .  04 58 0000 0000 3 1 7 3
Super Symptom Sets:
(* 0003 S 00C8 14 0000 . .  02 58 0000 0000 3 1 7 3 
0003 S 00C8 14 0000 . .  02 45 0000 0000 3 1 6 1 
0003 S 00C8 14 0000 . .  02 45 0000 0000 3 0 6 3
0003 S 00C8 14 0000 . . 0 2  58 0000 0000 3 1 7 3 
0003 S 00C8 14 0000 . .  02 A7 0000 0000 3 1 0 2 *)
Super Event #  3 
Events:
0003 03JUN84:10:39:19 770726359 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3
0003 03JUN84:10:39:23 770726363 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 03JUN84:10:39:30 770726370 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3
0024 05JUN84:04:50:33 770878233 - 0041 1 OOOC 65535 140695................
0003 05JUN84:05:00:00 770878800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:05:00:00 770878800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:05:00:00 770878800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:05:00:00 770878800 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 3
0003 05JUN84:06:00:12 770882412 S 00C8 14 0000 . . 04 A7 0000 0000 2 0 7 3
0003 05JUN84:06:00:13 770882413 S 00C8 14 0000 . . 04 A7 0000 0000 2 0 7 2
0003 05JUN84:06:00:13 770882413 S 00C8 14 0000 . . 04 A7 0000 0000 2 0 7 3
0003 05JUN84:06:00:25 770882425 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 05JUN84:09:00:00 770893200 S 00C8 14 0000 . . 04 A7 0000 0000 2 0 7 0
0003 05JUN84:09:00:00 770893200 S 00C8 14 0000 . . 04 A7 0000 0000 2 0 7 3
0003 05JUN84:09:00:00 770893200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 0 
0003 05JUN84:09:00:01 770893201 S 00C8 14 0000 . . 04 A7 0000 0000 2 0 7 3
0003 05JUN84:09:00:01 770893201 S 00C8 14 0000 . . 04 A7 0000 0000 2 0 7 0
0003 05JUN84:09:00:01 770893201 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:09:00:01 770893201 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2
79
0003 05JUN84:10:00:00 770896800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:10:00:00 770896800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 1 
0003 05JUN84:10:00:00 770896800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:10:00:00 770896800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 0 
0003 05JUN84:10:00:00 770896800 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:10:00:00 770896800 S 00C8 14 0 0 0 0 .. 04 A7 0000 0000 2 0 7 0 
0003 05JUN84:10:00:00 770896800 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 05JUN84:11:00:00 770900400 S 00C8 14 0 0 0 0 .. 04 A7 0000 0000 2 0 7 3 
0003 05JUN84:11:00:02 770900402 S 00C8 14 0 0 0 0 .. 04 A7 0000 0000 2 0 7 2 
0003 05JUN84:11:00:02 770900402 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:12:00:00 770904000 S 00C8 14 0 0 0 0 .. 04 A7 0000 0000 2 0 7 3 
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:12:00:00 770904000 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3
0003 05JUN84:13:00:00 770907600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 0 
0003 05JUN84:13:00:00 770907600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:13:00:00 770907600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:13:00:00 770907600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:13:00:00 770907600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 0 
0003 05JUN84:13:00:00 770907600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3
0003 05JUN84:23:00:00 770943600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:23:00:00 770943600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:23:00:00 770943600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 05JUN84:23:00:00 770943600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 05JUN84:23:00:00 770943600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 06JUN84:00:00:00 770947200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:00:00:00 770947200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 06JUN84:00:00:00 770947200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:00:00:00 770947200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 06JUN84:04:00:00 770961600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:04:00:00 770961600 S 00C8 14 0000 . . 04 A7 0000 0000 2 0 7 2 
0003 06JUN84:04:00:00 770961600 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:04:00:00 770961600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 06JUN84:04:00:00 770961600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:04:00:00 770961600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 06JUN84:04:00:00 770961600 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3
0003 06JUN84:05:00:00 770965200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 06JUN84:05:00:00 770965200 S 00C8 14 0000 . .  04 A7 0000 0000 2 0 7 3
0003 06JUN84:07:50:34 770975434 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 3 
0003 06JUN84:07l50:39 770975439 S OOC8 14 0000 . .  04 A7 0000 0000 2 0 7 2 
0003 06JUN84:07:50:40 770975440 S 00C8 14 0000 . . 04 A7 0000 0000 2 0 7 3
Super Symptom Sets
(* 0003 S OOCS 14 0000 . .  04 A7 0000 0000 2 0 7 2
0003 S OOCS 14 0000 . .  04 A7 0000 0000 2 0 7 3 *)
Super Event #  4 
Events
0003 09iUN84:07:00:31 771231631 S OOCS 14 0 0 0 0 .. 04 23 0000 0000 11  1 0  
0003 09JUN84:07:00:33 771231633 S OOCS 14 0 0 0 0 .. 04 92 0000 0000 0 0 2 1 
0003 09JUNS4:07:02:31 771231751 S OOCS 14 0 0 0 0 .. 04 23 0000 0000 1 1 1 0
0003 09JUN84:07:09:23 771232163 S OOCS 14 0000 . .  04 92 0000 0000 0 0 2 1
0003 09JUN84:07:11:52 771232312 S 00C8 14 0000 . .  04 23 0000 0000 1 1 1 0
0003 09JUN84:0825 3771236757 S OOCS 14 0000 . .  04 92 0000 0000 0 0 2 1
0003 09JUN84:08:26:14 771236774 S OOCS 14 0 0 0 0 .. 04 23 0000 0000 1 1 1 0
0003 08JULS4:06:00:06 773733606 S 00C8 14 0 0 0 0 .. 05 3D 0000 0000 1 1 3  3 
0003 08JULS4:06KX)t58 773733658 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1 0  
0003 08JULS4:06.'01t56 773733716 S OOCS 14 0000 . .  05 3D 0000 0000 1 1 3 3 
0003 08JUL84:06:02:40 773733760 S OOCS 14 0000 . .  05 92 0000 0000 0 0 2 1 
0003 08JUL84:06:02:49 773733769 S OOCS 14-0000.. 05 23 0000 0000 1 1 1 0  
0003 08JUL84:06:02:57 773733777 S OOCS 14 0 0 0 0 .. 05 92 0000 0000 0 0 2 1  
0003 08JUL84:06:03:47 773733827 S OOCS 14 0000 . .  05 3D 0000 0000 1 1 3  3 
0003 Q8JUL84:06:05:11 773733911 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1 0
0003 08JUL84.-07:06J8 773737618 S 00C8 14 0000 . .  05 3D 0000 0000 1 1 3  3 
0003 08JUL84:07.-08:05 7737376S5 S 00C8 14 0000 . .  05 92 0000 0000 0 0 2 1 
0003 08JUL84:07:08:12 773737692 S OOCS 14 0000 . .  05 3D 0000 0000 1 1 3 3 
0003 08JULS4:07:08:16 773737696 S OOCS 14 0000 . .  05 92 0000 0000 0 0 2 1 
0003 08JUL84:07:08:28 77373770S S OOCS 14 0000 . .  05 3D 0000 0000 1 1 3 3 
0003 08JUL84:07:08:37 773737717 S OOCS 14 0000 . .  05 92 0000 0000 0 0 2 1 
0003 08JUL84:07:0S:42 773737722 S OOCS 14 0000 . .  05 23 0000 0000 1 1 1 0 
0003 08JULS4:07:09:38 773737778 S OOCS 14 OOOO . .  05 07 0000 0000 0 1 7 2
0003 08JULS4:08:00;14 773740814 S OOCS 14 0000 . .  05 92 0000 0000 0 0 2 1 
0003 08JUL84:08:00:32 773740832 S OOCS 14 0000 . .  05 07 0000 0000 0 1 7 2 
0003 08JUL84:08:00:37 773740837 S 00C8 14 OOOO . .  05 3D 0000 0000 1 1 3 3 
0003 08JULS4:08:01:00 773740860 S OOCS 14 OOOO . .  05 23 OOOO OOOO 1 1 1 0  
0003 08JULS4:08:01:01 773740861 S OOCS 14 OOOO . .  05 92 OOOO OOOO 0 0 2 1 
0003 08JUL84:08:01:56 773740916 S 00C8 14 OOOO . .  05 23 OOOO OOOO 1 1 1 0  
0003 08JUL84:08:02:04 773740924 S OOCS 14 OOOO . .  05 92 OOOO OOOO 0 0 2 1 
0003 08JUL84:08:02:31 773740951 S OOCS 14 OOOO . .  05 3D OOOO OOOO 1 1 3  3
0003 08JULS4:09:01:42 773744502 S OOCS 14 OOOO . .  05 23 OOOO OOOO 1 1 1 0
0003 08JUL84:09:01:53 773744513 S OOC8 14 0000 . .  05 3D 0000 0000 1 13  3 
0003 08JUL84:09:01:53 773744513 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1 0  
0003 08JUL84:09:02:19 773744539 S 00C8 14 0000 . .  05 3D 0000 0000 1 13  3 
0003 08JUL84:09:08:31 773744911 S 00C8 14 0000 . .  05 92 0000 0000 0 0 2 1 
0003 08JUL84:09:08:47 773744927 S 00C8 14 0000 . .  05 3D 0000 0000 1 13  3
0003 19AUG84:14:00:15 777391215 
0003 19AUG84:14:00:53 777391253 
0003 19AUG84:14:01:50 777391310 
0003 19AUG84:14:01:54 777391314 
0003 19AUG84:14:02:20 777391340 
0003 19AUG84:14:02:33 777391353 
0003 19AUG84:14:02:33 777391353
S 00C8 14 0000 ». 07 23 0000 0000 1 1 4  0 
S 00C8 14 0000 . .  07 92 0000 0000 0 0 2 1 
S 00C8 14 0000 . .  07 23 0000 0000 1 1 4  0 
S 00C8 14 0000 . .  07 3D 0000 0000 1 13  3 
S 00C8 14 0000 . .  07 23 0000 0000 1 1 4  0 
S 00C8 14 0000 . .  07 91 0000 0000 1 1 7  2 
S 00C8 14 0000 . .  07 23 0000 0000 1 1 4  0
Super Symptom Sets:
(* 0003 S 00C8 14 0000 . .  04 92 0000 0000 0 0 2 1 
0003 S 00C8 14 0000 . .  04 92 0000 0000 1 13  3
0003 S 00C8 14 0000 . .  04 92 0000 0000 0 0 2 1 
0003 S 00C8 14 0000 . .  04 23 0000 0000 1 1 1 0  *)
Super Event #  5 
Events:
0003 19AUG84:07:00:03 777366003 S 
0003 19AUG84:07:00:16 777366016 S 
0003 19AUG84:07:00:25 777366025 S 
0003 19AUG84:07:00:47 777366047 S 
0003 19AUG84:07:01:04 777366064 S 
0003 19AUG84:07:01:16 777366076 S 
0003 19AUG84:07:01:18 777366078 S
0003 19AUG84:08:00:36 777369636 S 
0003 19AUG84:08:00:36 777369636 S 
0003 19AUG84:08:00:39 777369639 S 
0003 19AUG84:08:00:50 777369650 S 
0003 19AUG84:08:00:55 777369655 S 
0003 19AUG84:08:01:02 777369662 S 
0003 19AUG84:08:01:34 777369694 S 
0003 19AUG84:08:01:45 777369705 S 
0003 19AUG84:08:01:48 777369708 S
00C8 14 0000 . .  07 92 0000 0000 0 0 2 1 
OOC8 14 0000 . .  07 A7 0000 0000 3 1 0 2 
OOC8 14 0000 . . 07 3D 0000 0000 1 1 3 3 
00C8 14 0000 . .  07 92 OOOO 0000 0 0 2 1 
00C8 14 0000 . .  07 58 0000 0000 3 1 7 3 
00C8 14 0000 . .  07 A7 0000 0000 3 1 0 2 
00C8 14 0000 . .  07 58 0000 0000 3 1 7 3
OOC8 14 0000 . .  07 3D 0000 0000 1 13  3
OOC8 14 0000 . .  07 58 0000 0000 3 1 7 3
00C8 14 0000 . .  07 8A 0000 0000 1 0 0 1
00C8 14 0000 . .  07 3D 0000 0000 1 13  3
00C8 14 0000 . .  07 58 0000 0000 3 1 7 3 
00C8 14 0000 . .  07 3D 0000 0000 1 1 3 3 
00C8 14 0000 . .  07 8A 0000 0000 1 0 0 1 
00C8 14 0000 . .  07 58 0000 0000 3 1 7 3 
OOC8 14 0000 . .  07 3D 0000 0000 1 1 3 3
0003 19 AUG84:09:00:19 777373219 S 00C8 14 000 0 .. 07 8A 0000 0000 1 0 01  
0003 19AUG84:09:00:23 777373223 S 00C8 14 0000 . .  07 3D 0000 0000 1 13  3 
0003 19AUG84:09:01:04 777373264 S 00C8 14 0000 . .  07 92 0000 0000 0 0 2 1 
0003 19AUG84:09:01:24 777373284 S 00C8 14 0000 . .  07 3D 0000 0000 1 13  3
0003 20AUG84:04:00:15 777441615 S 00C8 14 00 0 0 .. 07 58 0000 0000 3 1 7 3 
0003 20AUG84:04:00:22 777441622 S 00C8 14 0000 . .  07 3D 0000 0000 1 13  3 
0003 20AUG84:04:01:19 777441679 S 00C8 14 0 0 0 0 .. 07 58 0000 0000 3 1 7 3 
0003 20AUG84:04:01:22 777441682 S 00C8 14 0000 . .  07 3D 0000 0000 1 13  3 
0003 20AUG84:04:03:30 777441810 S 00C8 14 0 0 0 0 .. 07 58 0000 0000 3 1 7 3 
0003 20AUG84:04:03:45 777441825 S 00C8 14 0000 . .  07 23 0000 0000 1 1 10  
0003 20AUG84:04:05:12 777441912 S 00C8 14 0000 . .  07 58 0000 0000 3 1 7 3 
0003 20AUG84:04:05:17 777441917 S 00C8 14 0000 . .  07 23 0000 0000 1 1 10
0003 21AUG84:05:00:02 777531602 S 00C8 14 0 00 0 .. 07 23 0000 0000 1 1 10  
0003 21AUG84:05:01:27 777531687 S 00C8 14 0 00 0 .. 07 3D 0000 0000 1 13  3 
0003 21AUG84:05:01:33 777531693 S 00C8 14 00 0 0 .. 07 58 0000 0000 3 1 7 3 
0003 21AUG84:05:01:40 777531700 S 00C8 14 00 0 0 .. 07 23 0000 0000 1 1 10
Super Symptom Sets:
(* 0003 S 00C8 14 0000 . .  05 23 0000 0000 1 1 1 0  
0003 S 00C8 14 0000 . .  05 3D 0000 0000 1 1 3  3 
0003 S 00C8 14 0000 . .  05 3D 0000 0000 3 1 7 3
0003 S OOC8 14 0000 . .  05 3D 0000 0000 3 1 7 3 
0003 S 00C8 14 0000 . .  05 92 0000 0000 1 13  3 *)
Super Event #  6
Events:
0003 02SEP84:09:00:03 778582803 S 00C8 14 0 0 0 0 .. 05 3D 0000 0000 1 13  3 
0003 02SEP84:09:00:42 778582842 S 00C8 14 0000 . .  05 D3 0000 0000 1 1 0  3
0003 02SEP84:09:01:10 778582870 S 00C8 14 0000 . .  05 E9 0000 0000 1 1 0  1
0003 02SEP84:09:02:20 778582940 S 00C8 14 0000 . .  05 54 0000 0000 1 12  2
0003 02SEP84:09:02:26 778582946 S 00C8 14 0000 . .  05 D3 0000 0000 1 1 0  3
0003 02SEP84:10:00:06 778586406 S 00C8 14 0000 . .  05 3D 0000 0000 1 13  3
0003 02SEP84:10:00:09 778586409 S OOC8 14 0000 . .  05 E9 0000 0000 1 1 0  1
0003 02SEP84:10:00:24 778586424 S 00C8 14 0000 . .  05 70 0000 0000 1 1 0  2
0003 02SEP84:10:00:31 778586431 S 00C8 14 0000 . .  05 D3 0000 0000 1 10  3
0003 02SEP84:10:00:50 778586450 S 00C8 14 0000 . .  05 8A 0000 0000 1 0 0 1
0003 02SEP84:10:00:54 778586454 S 00C8 14 0000 . 
0003 02SEP84:10:01:01 778586461 S 00C8 14 0000 . 
0003 02SEP84:10:01:19 778586479 S 00C8 14 0000 . 
0003 02SEP84:10:01:23 778586483 S 00C8 14 0000 . 
0003 02SEP84:10:01:32 778586492 S 00C8 14 0000 .
0003 02SEP84:11:00:03 778590003 S 00C8 14 0000 . 
0003 02SEP84:11:00:11 778590011 S 00C8 14 0000 « 
0003 02SEP84:11:00:16 778590016 S 00C8 14 0000 . 
0003 02SEP84:11:00:26 778590026 S 00C8 14 0000 . 
0003 02SEP84-.11:00:28 778590028 S 00C8 14 0000 . 
0003 02SEP84:11:00:38 778590038 S 00C8 14 0000 . 
0003 02SEP84:11:00:46 778590046 S 00C8 14 0000 . 
0003 02SEP84:11:00:50 778590050 S 00C8 14 0000 .
0003 02SEP84:12:00:37 778593637 S 00C8 14 0000 . 
0003 02SEP84:12:00:43 778593643 S 00C8 14 0000 . 
0003 02SEP84:12:00:53 778593653 S 00C8 14 0000 . 
0003 02SEP84:12.*01:01 778593661 S 00C8 14 0000 . 
0003 02SEP84:12:01:33 778593693 S 00C8 14 0000 . 
0003 02SEP84:12:01:37 778593697 S 00C8 14 0000 . 
0003 02SEP84:12:01:38 778593698 S 00C8 14 0000 . 
0003 02SEP84:12:01:43 778593703 S 00C8 14 0000 . 
0003 02SEP84:12:01:53 778593713 S 00C8 14 0000 .
0003 03SEP84:06:00:14 778658414 S 00C8 14 0000 . 
0003 03SEP84:06:02:09 778658529 S 00C8 14 0000 . 
0003 03SEP84:06:02:17 778658537 S 00C8 14 0000 . 
0003 03SEP84:06:05:05 778658705 S 00C8 14 0000 .
0003 03SEP84:07:00:05 778662005 S 00C8 14 0000 . 
0003 03SEP84:07:00:47 778662047 S 00C8 14 0000 . 
0003 03SEP84:07:02:28 778662148 S 00C8 14 0000 . 
0003 03SEP84:07:03:30 778662210 S 00C8 14 0000 . 
0003 03SEP84:07:03:42 778662222 S 00CS 14 0000 . 
0003 03SEP84:07:04:54 778662294 S 00C8 14 0000 . 
0003 03SEP84:07:05:45 778662345 S 00C8 14 0000 .
0003 03SEP84:08:00:05 778665605 S 00C8 14 0000 . 
0003 03SEP84:08:00:06 778665606 S 00C8 14 0000 . 
0003 03SEP84:08:00:09 778665609 S 00C8 14 0000 . 
0003 03SEP84:08:00:22 778665622 S 00C8 14 0000 . 
0003 03SEP84:08:00:35 778665635 S 00C8 14 0000 . 
0003 03SEP84:08:00:52 778665652 S 00C8 14 0000 . 
0003 03SEP84:08:00:56 778665656 S 00C8 14 0000 . 
0003 03SEP84:08:00*.58 778665658 S OOC8 14 0000 . 
0003 03SEP84:08:01:07 778665667 S 00C8 14 0000 .
0003 03SEP84:09:00:08 778669208 S 00C8 14 0000 . 
0003 03SEP84:09:00:18 778669218 S OOC8 14 0000 . 
0003 03SEP84:09:00:21 778669221 S 00C8 14 0000 . 
0003 03SEP84:09:00:44 778669244 S OOC8 14 0000 . 
0003 03SEP84:09:00:47 778669247 S 00C8 14 0000 .
. 05 3D 0000 0000 1 13  3 
. 05 D3 0000 0000 1 1 0  3 
. 05 3D 0000 0000 1 13  3 
. 05 D3 0000 0000 1 1 0  3 
. 05 3D 0000 0000 1 13  3
. 05 D3 0000 0000 1 1 0  3 
. 05 3D 0000 0000 1 13  3 
. 05 8 A 0000 0000 1 0 0 1 
o 05 D3 0000 0000 1 1 0  3 
. 05 25 0000 0000 1 12  0 
. 05 70 0000 0000 1 1 0  2 
. 05 3D 0000 0000 1 1 3  3 
. 05 8A 0000 0000 1 0 0 1
. 05 54 0000 0 0 0 0 1 1 2  2 
. 05 3D 0000 0000 1 1 3  3 
. 05 8A 0000 0000 1 0 0 1 
. 05 3D 0000 0000 1 13  3 
. 05 54 0000 0000 1 1 2  2 
» 05 A l 0000 0000 1 1 7  2 
. 05 54 0000 0000 1 1 2  2 
. 05 3D 0000 0000 1 13  3 
. 05 A l 0000 0000 1 1 7  2
. 05 8A 0000 0000 1 0 0 1 
. 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 1 0 0 1 
. 05 A l 0000 0000 1 1 7 2
. 05 8A 0000 0000 1 0 0 1 
. 05 A l 0000 0000 1 1 7  2 
. 05 8A 0000 0000 1 0 0 1 
. 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 10  0 1 
. 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 1 0 0 1
. 05 3D 0000 0000 1 13  3 
. 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 1 0 0 1 
. 05 3D 0000 0000 1 1 3 3 
. 05 A l 0000 0000 1 1 7 2 
. 05 8A 0000 0000 1 0 0 1 
. 05 3D 0000 0000 1 1 3 3 
. 05 8A 0000 0000 1 0 0 1 
. 05 A l 0000 OOOO 1 1 7  2
. 05 45 0000 0000 3 1 6 1 
. 05 A l 0000 0000 1 1 7 2 
. 05 26 0000 0000 3 0 6 3 
. 05 A l 0000 0000 1 1 7 2 
. 05 3D 0000 0000 1 1 3 3
0003 03SEP84:09:01:23 778669283 S 00C8 14 0000 .
0003 070CT84:04:03:08 781588988 S OOC8 14 0000 . 
0003 070CT84:04:03:25 781589005 S 00C8 14 0000 . 
0003 070CT84:04:04:12 781589052 S 00C8 14 0000 . 
0003 070CT84:04:04:59 781589099 S OOC8 14 0000 .
0003 070CT84:06:00:50 781596050 S 00C8 14 0000 . 
0003 070CT84:06:01:12 781596072 S 00C8 14 0000 . 
0003 07OCT84:06:02:10 7815961305 00C8 14 0000 . 
0003 070CT84:06:02l50 781596170 S 00C8 14 0000 .
0003 07OCT84:07:00l57 781599657 S 00C8 14 0000 . 
0003 070CT84:07:01:04 781599664 S 00C8 14 0000 . 
0003 070CT84:07:01:19 781599679 S 00C8 14 0000 . 
0003 070CT84:07:02:36 781599756 S 00C8 14 0000 .
0003 070CT84:08:00:04 781603204 S 00C8 14 0000 . 
0003 070CT84:08:00:12 781603212 S 00C8 14 0000 . 
0003 070CT84:08:00:15 781603215 S 00C8 14 0000 . 
0003 070CT84:08:00:38 781603238 S 00C8 14 0000 . 
0003 070CT84:08:00:40 781603240 S OOC8 14 0000 . 
0003 070CT84:08:00:56 781603256 S 00C8 14 0000. 
0003 070CT84.*08:02^7 781603377 S 00C8 14 0000 .
0003 070CT84:09:00:46 781606846 S 00C8 14 0000 . 
0003 070CT84:09:00:53 781606853 S 00C8 14 0000 . 
0003 070CT84:09:00:58 781606858 S 00C8 14 0000 . 
0003 070CT84:09:01:19 781606879 S 00C8 14 0000 . 
0003 070CT84:09:01:41 781606901 S 00C8 14 0000 . 
0003 070CT84:09:02:02 781606922 S 00C8 14 0000 . 
0003 070CT84:09:02:07 781606927 S 00C8 14 0000 .
0003 07OCT84:10:00:03 781610403 S OOC8 14 0000 . 
0003 07OCT84:10:00:38 781610438 S 00C8 14 0000 . 
0003 070CT84:10:00:38 781610438 S 00C8 14 0000 . 
0003 070CT84:10:00:46 781610446 S 00C8 14 0000 . 
0003 07OCT84:10:0030 781610450 S 00C8 14 0000 . 
0003 070CT84:10:01:08 781610468 S 00C8 14 0000 . 
0003 070CT84:10:01:11 781610471 S 00C8 14 0000 .
0003 070CT84:11:00:31 781614031 S00C8 14 0000 . 
0003 07OCT84:11:00:36 781614036 S 00C8 14 0000 . 
0003 070CT84:11:00:39 781614039 S 00C8 14 0000 . 0003 07OCT84:l 1:00:44 781614044 S 00C8 14 0000 . 
0003 070CT84:11:01:01 781614061 S 00C8 14 0000 . 
0003 070CT84:11:01:14 781614074 S 00C8 14 0000 . 
0003 070CT84:11:01:57 781614117 S 00C8 14 0000 . 
0003 07OCT84:! 1:02:02 781614122 S OOC8 14 0000 .
. 05 8A 0000 0000 1 0 0 1
. 07 58 0000 0000 3 1 7 3 
. 07 8A 0000 0000 1 0  0 1 
. 07 58 0000 0000 3 1 7  3 
. 07 8A 0000 0000 1 0 0 1
. 07 54 0000 0000 1 1 2  2 
. 07 8A 0000 0000 1 0  0 1  
. 07 54 0000 0000 1 1 2  2 
. 07 8A 0000 0000 1 0  0 1
. 07 54 0000 0000 1 1 2  2 
. 07 8A 0000 0000 1 0 0 1  
. 07 A l 0000 0000 1 1 7  2 
. 07 SA 0000 0000 1 0  0 1
. 07 A l 0000 0000 1 1 7  2 
. 07 8A 0000 0000 1 0  0 1 
. 07 A l 0000 0000 1 1 7 2 
. 07 8A 0000 0000 1 0 0 1 
. 07 A l 0000 0000 1 1 7 2 
. 07 8A 0000 0000 1 0 0 1 
. 07 54 0000 0000 1 1 2  2
. 07 SA 0000 0000 1 0  0 1 
. 07 A l 0000 0000 1 1 7 2 
. 07 SA 0000 0000 1 0  0 1 
. 07 A l 0000 0000 1 1 7 2 
. 07 SA 0000 0000 1 0  0 1 
. 07 54 0000 0000 1 1 2  2 
. 07 SA 0000 0000 1 0  0 1
. 07 70 0000 0000 1 1 0  2 
. 07 A l 0000 0000 1 1 7 2 
. 07 SA 0000 0000 1 0  0 1 
. 07 70 0000 0000 1 1 0  2 
. 07 A l 0000 0000 1 1 7 2 
. 07 54 0000 0000 1 1 2 2 
. 07 SA 0000 0000 1 0  0 1
. 07 70 0000 0000 1 1 0  2 
. 07 A l 0000 0000 1 1 7 2 
. 07 54 0000 0000 1 1 2 2 
. 07 A l 0000 0000 1 1 7 2 
. 07 54 0000 0000 1 1 2  2 
. 07 SA 0000 0000 1 0 0 1 
. 07 70 0000 0000 1 1 0  2 
. 07 54 0000 0000 1 1 2  2
85
Super Symptom Sets:
(* 0003 S 00C8 14 0000 . .  05 8A 0000 0000 1 0 0 1
0003 S 00C8 14 0000 . . 05 A l 0000 0000 1 1 7 2 *)
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