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ON THE HAUSDORFF DIMENSION OF NEWHOUSE
PHENOMENA
PIERRE BERGER AND JACOPO DE SIMOI
Abstract. We show that at the vicinity of a generic dissipative homo-
clinic unfolding of a surface diffeomorphism, the Hausdorff dimension
of the set of parameters for which the diffeomorphism admits infinitely
many periodic sinks is at least 1/2.
Introduction
The main goal of Palis program [Pal08] is to prove that given a generic, d-
dimensional parameter family of Cr-diffeomorphisms of a compact manifold
(r ≥ 1, d ≥ 1), Lebesgue almost every parameter has the following property:
There exist finitely many invariant probabilities such that the
union of their basins has full Lebesgue measure in the mani-
fold.
According to the Palis program, homoclinic tangencies represent the main
obstructions for a surface diffeomorphism to be uniformly hyperbolic. More
precisely, Palis conjectured that every smooth surface diffeomorphism which
is not uniformly hyperbolic can be perturbed to one having a hyperbolic
periodic point P whose stable and unstable manifolds have a quadratic
tangency. This result has been proved in the C1-topology by Pujals and
Sambarino (see [PS00]; see also [CP10] for a weaker C1-version in higher
dimension, and [MSS83, DL13] for a weaker version in complex dynamics).
Homoclinic tangencies are associated to a remarkable dynamical feature dis-
covered by Newhouse (see [New74, New79]) and which is nowadays referred
to as the Newhouse phenomenon: in any neighborhood of a dissipative sur-
face diffeomorphism exhibiting a non-degenerate homoclinic tangency, there
exists a residual set of diffeomorphisms which admit infinitely many periodic
sinks. Adapting some of Newhouse’s results, Robinson (see [Rob83]) later
proved that the phenomenon takes place for a residual set of parameters in
a one-parameter family of diffeomorphisms which non-degenerately unfold
an homoclinic tangency.
It is natural to ask whether this topologically significant behavior is also
relevant from the point of view of probability (or more precisely, of preva-
lence). The first attempt towards a measure theoretic understanding of
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Newhouse phenomena is due to Tedeschini-Lalli and Yorke (see [TLY86]):
they considered a one-parameter unfolding of a homoclinic tangency involv-
ing a linear horseshoe, and showed that the set of parameters whose corre-
sponding diffeomorphism admits infinitely many periodic simple sinks (i.e.
sinks obtained with the Newhouse construction) is a null set for Lebesgue
measure. In the same setting (one-parameter unfolding of an homoclinic
tangency involving a linear horseshoe) Wang (see [Wan90]) proved that the
Hausdorff dimension of the parameter set of diffeomorphisms admitting an
infinite number of periodic simple sinks is strictly positive and smaller than
1/2.
More recently, Gorodetski and Kaloshin (see [GK07]) obtained the mea-
sure-zero result in a much broader setting: they introduced a quantitative
notion of combinatorial complexity of periodic orbit visiting a neighborhood
of a homoclinic tangency, which they call cyclicity1. Their result shows
that a prevalent dissipative surface diffeomorphism in a neighborhood of
one exhibiting a non-degenerate homoclinic tangency has only finitely many
sinks of cyclicity which is either bounded or negligible with respect to the
period of the orbit.
The techniques of [New79, Rob83] do not apply to conservative surface
diffeomorphisms; on the other hand, a clear analog of the Newhouse phe-
nomenon still occurs in a vicinity of conservative diffeomorphisms exhibiting
non-degenerate homoclinic tangencies, with elliptic islands filling in for the
roˆle of sinks. This result was finally established by Duarte and Gonchenko–
Shilnikov (see [Dua99, GS03] and [Dua08] for the one-parameter version).
In [DS13] the second author of this article proved an analog to Tedeschini-
Lalli–Yorke and Wang result for the Standard Family of conservative dif-
feomorphisms in the large parameters regime: the set of (sufficiently large)
parameters for which the Standard Family admits infinitely many simple
sinks has zero Lebesgue measure and its Hausdorff dimension is not smaller
than 1/4.
In this paper we obtain a similar lower bound on the Hausdorff dimen-
sion for dissipative surface diffeomorphisms. We prove that the Newhouse
parameter set for a generic family of sufficiently smooth diffeomorphisms
(nondegenerately) unfolding a homoclinic tangency has Hausdorff dimen-
sion not smaller than 1/2. It is important to stress that our lower bound
takes into account non-simple sinks (and thus does not contradict Wang’s
result) and moreover does not assume linearity of the horseshoe. The proof
of our result hinges on two crucial ingredients: the first one (Theorem 2.3)
is an improved version of Newhouse construction of a wild hyperbolic set;
the second one is Lemma 2.5 (proved in [Ber14]), which provides precise
estimates on the length of the stability range of a sink which is created by
1 In their terminology, simple sinks which were considered above correspond to cyclicity
one sinks.
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unfolding a homoclinic tangency via the Newhouse construction. As a con-
sequence of these results, we obtain that the Hausdorff dimension of the
simple Newhouse parameter set for strongly dissipative He´non like families
is close to one 1/2 but not greater than 1/2 (see Corollary 2.6). We conclude
by using Palis-Takens renormalization (see Theorem 1.5).
The paper is organized as follows: in Section 1 we give a precise statement
of our Main Theorem, and in Section 2 we collect the results used to give its
proof; Appendix A provides a proof of Theorem 2.3 based on renormalization
of He´non-like maps.
1. Statement of the Main Theorem
1.1. Main definitions. Let f be a Cr-diffeomorphism of a surface M , r ≥
1. A point p ∈ M is a periodic sink if p is periodic, fn(p) = p, and all
eigenvalues of the differential Dpf
n have modulus less than 1. A point
p ∈ M is a saddle periodic point if Dpfn has one eigenvalue of modulus
less than 1 the another one of modulus greater than 1. The local stable and
unstable manifolds of p are respectively:
W s (p; f) := {y ∈M :  > d(fn(p), fn(y))→ 0, 0 ≤ n→ +∞},
W u (p; f) := {y ∈M :  > d(fn(p), fn(y))→ 0, 0 ≥ n→ −∞}.
By Hadamard–Perron Theorem, for sufficiently small , they are embedded
Cr-curves; on the other hand the stable and unstable manifolds of p
W s(p; f) :=
⋃
n≤0
fn(W s (p; f)) W
u(p; f) :=
⋃
n≥0
fn(W u (p; f))
are immersed submanifolds. We say that a saddle point p has a homoclinic
tangency if these two immersed submanifolds are tangent at a point.
A family (fa)a∈R of diffeomorphisms of a surface M is of class Cr if the
map R×M 3 (a, z) 7→ fa(z) ∈M is of class Cr. It is well known that, if f0
has a saddle fixed point Ω0, then this point persists as a saddle fixed point
Ωa of fa for a small. Hence there exists a C
r-chart φa of a neighborhood D
of Ωa which maps Ωa to 0, W
s
 (Ωa; fa) onto {0} × (−1, 1) and W u (Ωa; fa)
onto (−1, 1)× {0}. By [HPS77], the following map can be chosen to be Cr:
φ : (−η, η)×D 3 (a, z) 7→ (a, φa(z)) ∈ (−η, η)× R2.
We say that the family (fa)a nondegenerately unfolds a homoclinic tangency
at a0 of the periodic point Ω, if there exist P = (p, 0) ∈ D sent by fNa0 to a
point Q = (0, q) ∈ D, and a neighborhood DP 3 P , such that, for every a
sufficiently small, fNa DP ⊂ D, and fNa |DP has the form:
P + (x, y) ∈ DP 7→ Q+ (ξx2 + a+ γ · y, ζ · x) + Ea(x, y) ∈ D
where ζ ∈ R, ξ, γ are non-zero constants (all independent of a) and Ea =
(E1a, E
2
a) ∈ Cr(R× R2,R2) satisfies at (x, y) = 0 and a = 0:{
E1a = ∂xE
1
a = ∂yE
1
a = ∂aE
1
a = ∂xxE
1
a = 0
E2a = ∂xE
2
a = 0
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Note that non-degenerate homoclinic unfolding tangency are stable by C2
perturbations, and open and dense among families having a homoclinic tan-
gency at some parameter. Let us illustrate this fact on a crucial class of
maps of R2.
Definition 1.1 (He´non like maps). A He´non map is a map of R2 of the
following form, with a, b ∈ R:
hab : R2 3 (x, y) 7→ (x2 + a+ y, bx) ∈ R2.
A He´non Cr-like map is a map f of the form
fa : R2 3 (x, y) 7→ (x2 + a+ y, bx) + (Aa(x, y), b ·Ba(x, y)) ∈ R2.
where Aa and Ba are C
r-small maps. The map fa is He´non C
r-δ-like if both
Aa and Ba have C
r-norm at most δ.
If Aa and Ba depend on the parameter a ∈ (−3, 1) so that (x, y, a) 7→
Aa(x, y) and (x, y, a) 7→ Ba(x, y) are of class Cr with norms both smaller
than δ, then the family (fa)a is He´non C
r-δ-like.
Example 1.2 (Unfolding of homoclinic tangencies in He´non-like families).
The family (ha0)a nondegenerately unfolds a homoclinic tangency at a0 =
−2 of the fixed point Ω, with Ωa0 := (2, 0). Hence for b small and δ small, any
He´non C2-δ-like family (fa)a nondegenerately unfolds a homoclinic tangency
at a certain a ≈ a0 of the hyperbolic continuation of Ω.
1.2. Main results. Here is the main result of this note:
Main Theorem. Let r be sufficiently large (e.g. r ≥ 24) and let (fµ)µ∈R be
a generic family of Cr surface diffeomorphisms (nondegenerately) unfolding
a homoclinic tangency at µ0 of a periodic point Ω. If |det (DΩµ0fµ0)| < 1,
then the following set has Hausdorff dimension at least 1/2:
N := {µ ∈ R : fµ has infinitely many sinks}.
Remark 1.3. In the Main Theorem, we need the family to be sufficiently
smooth and to satisfy some genericity conditions to satisfy the hypotheses of
a version of Sternberg linearization theorem due to Sell (see [Sel85]). Even
if it seems to be possible to weaken the assumptions (and prove the result
for e.g. C3-families not necessarily generic), we do not pursue this task here.
To show the main Theorem, we will prove the following result:
Proposition 1.4. For every He´non C4-like family (fa)a, with small deter-
minant, the following set has Hausdorff dimension at least 1/2:
N := {a ∈ R : fa has infinitely many sinks}.
Proposition 1.4 implies the Main Theorem, by the following result; for
the proof see ([Ber14, Theorem 1.4 and Remark 1.5])
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Theorem 1.5 (Palis-Takens revisited). For any δ > 0 and any one-parameter
family (fµ)µ as in the Main Theorem, there exists, for each positive inte-
ger n, a reparametrization µ = Mn(µ˜) of the µ variable and µ˜-dependent
coordinate transformations (x˜, y˜) 7→ (x, y) = Ψn,µ˜(x˜, y˜) such that:
• for each compact set K in the (x˜, y˜, µ˜)-space, the images of K under
the maps
(x˜, y˜, µ˜) 7→ (x, y, µ) = (Ψn,µ˜(x˜, y˜),Mn(µ˜))
converge, for n→∞, in the (x, y, µ) space to (P, µ0);
• the domains of the maps
(x˜, y˜, µ˜) 7→ Rfµ˜(x˜, y˜) := Ψ−1n,µ˜ ◦ ((f |D)n ◦ (fN |DP ))Mn(µ˜) ◦Ψn,µ˜(x˜, y˜)
converge, for n→∞, to all R3;
• when n is sufficiently large, the family (Rfµ˜)µ˜ is He´non C4-δ-like
and with determinant smaller than δ.
2. Proof of Proposition 1.4
The proof is based on the Newhouse construction of a wild hyperbolic
set and fine estimates in parameter space on the distribution of parameters
with many attracting periodic points.
2.1. Wild hyperbolic sets. We recall that an invariant compact set K ⊂
M is hyperbolic for a diffeomorphism f of M if the restriction of the tangent
bundle TM to K splits into two Df -invariant directions Es and Eu which
are contracted, respectively, by Df and Df−1.
The set K is basic if, moreover, it is transitive and the closure of the set
of periodic points of f contains K. This enables us to define, for  > 0, as
we did for periodic points, the -local stable and unstable manifolds W s (z)
and W u (z) of points z ∈ K; let W s (K) =
⋃
z∈KW
s
 (z) and W
u
 (K) =⋃
z∈KW
u
 (z).
For every f ′ C1-close to f , there exists (see [Yoc95]), a (continuous) em-
bedding if ′
if ′ : K ↪→ R2,
so that if is the canonical injection and f
′◦if ′ = if ′ ◦f |K. The map f ′ 7→ if ′
is smooth from a C1-neighborhood of f into the space C0(K,R2). Let us
denote for f ′ C1-close to f and Ω ∈ K:
K(f ′) := if ′(K) Ω(f ′) := if ′(Ω).
K(f ′) (resp. Ω(f ′)) is called the hyperbolic continuation of K (resp. Ω).
In particular K(f) = K.
Definition 2.1. We say that a basic set K is wild, if there exists L > 0
such that, for every C2-perturbation f ′ of f , there exists Ωf ′ ∈ K such that
W sL(Ωf ′(f
′), f ′) and W uL(Ωf ′(f
′), f ′) have a quadratic tangency.
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Remark 2.2. Even if W sL(Ωf (f), f) and W
u
L(Ωf (f), f) have a quadratic
tangency, there exists f ′ arbitrarily close to f so that W sL(Ωf (f
′), f ′) and
W uL(Ωf (f
′), f ′) are not tangent. Hence Ωf (f ′) is in general not equal to
Ωf ′(f
′). Since K is totally disconnected, the map f ′ 7→ Ωf ′ ∈ K is not
continuous; neither is the map f ′ 7→ Ωf ′(f ′) ∈ K(f ′).
By Example 1.2, the family of maps (fa)a nondegenerately unfolds a ho-
moclinic tangency of a fixed point Ω with small determinant. By [New79,
Theorem 3], there exists a0 ≈ −2 such that fa0 leaves invariant a wild basic
set K˜. Actually, we shall give a modern proof of this result in order to bound
the expansion of the unstable direction uniformly on the determinant of the
He´non-like map.
In the case of family of diffeomorphisms (fa)a, to make the notation less
cumbersome, K(a) and Ω(a) stand for the hyperbolic continuations K(fa)
and Ω(fa) respectively.
Theorem 2.3 (Newhouse Theorem revisited). There exists Λ > 1 such
that for any He´non C4-like family (fa)a with small determinant, there exist
a0 ≈ −2, L > 0, an open parameter interval I 3 a0 and a basic set K˜(a0),
such that for any a1 ∈ I, the following properties hold:
(i) there exists a Riemannian metric for which the expansion of K˜(a1) in
the unstable direction is at least Λ;
(ii) there exists Ωa1(a0) ∈ K˜(a0) close to Ω(a0) so that W sL(Ωa1(a), fa) is
tangent to W uL(Ωa1(a), fa) at a = a1, via a quadratic tangency, that
(fa)a nondegenerately unfolds.
In particular, K˜(a0) is wild.
Remark 2.4. Item (i) in the above theorem is not proved in the versions
of the Newhouse Theorem currently available in the literature. It will be
important that Λ > 1 does not depend on the (possibly very small) deter-
minant of fa.
In Appendix A we give a proof of Theorem 2.3 based not only on New-
house thickness but also on renormalization techniques.
2.2. Parameters with many attracting periodic points. In order to
get refined estimates on the distribution of parameters with many attracting
periodic points, we will use the following:
Lemma 2.5 ([Ber14, Lemma 3.2]). Let (fa)a be a He´non C
2-like family,
of class C4, such that a non-degenerate homoclinic unfolding holds with a
periodic point Ω in a hyperbolic set K at a = a0.
Then there exist C > 0, M ∈ N and N ≥ 0 such that for every periodic
point Ω′ of period p′ close to Ω, a non-degenerate homoclinic unfolding holds
with Ω′ at a′0 close to a0.
Moreover if p′ ≥M , by denoting by σ the unstable eigenvalue of DΩ′fp
′
a′0
,
there exists a parameter interval IΩ′ such that:
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• for every a ∈ IΩ′, the map fa has an attracting cycle of minimal
period p′ +N ,
• the length of IΩ′ is in [σ−2/C,Cσ−2],
• the distance between IΩ′ and a′0 is in [σ−1/C,Cσ−1].
The above lemma provides, in our general setting, the parameter space
estimate which has been essential in most previous results; for instance,
in [TLY86, Wan90] this estimate follows from the linearity of the horseshoe;
in our case it is obtained via renormalization techniques. We can employ it,
en passant, to recover a version of Tedeschini-Lalli–Yorke and Wang results
applicable to our broader setting.
Corollary 2.6. Given a horseshoe K for a He´non C4-like family, and a non-
degenerate unfolding of a homoclinic tangency, the set N1(K) of parameters
with infinitely many attracting simple2 sinks has Hausdorff dimension at
most 1/2. In particular, it is a null set for Lebesgue measure.
Proof. For  > 0 small and i ∈ N, define the intervals Ii := [i, (i+ 1)). Let
Per i be the set of periodic orbits of K whose mean expansion σ ∈ Ii and let
Ki be the closure of Per i; clearly Ki is a (hyperbolic) basic set. We claim
that N1(K) is the union N1(K) =
⋃
iN1(Ki): in fact every f ∈ N1(K)
has infinitely many simple sinks. Each such sink is 1-1 associated with an
integer n and a fixed point of fn. By compactness, only finitely many Ki
are nonempty, thus for every f ∈ N1(K), there exists i so that there are
infinitely many sinks associated to periodic saddles in Ki, which implies that
f ∈ N1(Ki).
Let hi be the topological entropy of Ki, by Ruelle inequality it holds
hi ≤ sup log σ ≤ log((i+ 1)).
On the other hand, the number of points in Per i fixed by f
n is at most
exp(nhi) ≤ ((i+ 1))n. Given p ∈ Fix fn|Ki of period n, Lemma 2.5 implies
that the attracting cycle associated to it exists for an interval of parameters
Ip of length Constσ
−2n ≤ Const(i)−2n.
The family (Ip)p∈Fix fn,n≥N is a covering ofN1(Ki) for every N . We notice
that ∑
p∈Fix fn,n≥N
|Ip|s ≤ Const
∑
n≥N
(i)−2ns((i+ 1))n.
The above series converges if (i)−2s(i + 1) < 1, thus the Hausdorff di-
mension of N1(Ki) is at most s. The above condition on s can be made
arbitrarily close to s = 1/2 by taking  small. 
Let us go back to the proof of our main result. We recall that, by The-
orem 2.3, for every a1 ∈ I 3 a0, the map fa1 has a wild basic set K˜(a1),
2 For our purposes we can define a cycle to be simple (with respect to a given homoclinic
tangency) if it appears as a consequence of the Newhouse construction, of which Lemma 2.5
is a refinement. In particular, there exist a neighborhood of the tangency point which
contains only one element of every simple cycle.
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which is the hyperbolic continuation of K˜(a0). Also, there exists L, such
that for every a1 ∈ I, there exists Ωa1(a1) ∈ K˜(a1) close to Ω(a1) so that
W sL(Ωa1(a1), fa1) is tangent to W
u
L(Ωa1(a1), fa1), via a quadratic tangency,
unfolded nondegenerately by (fa)a.
Since periodic points are dense in K˜, there exists, for any a1, a peri-
odic point Ω′a1(a1) nearby Ωa1(a1) and a parameter a
′
1 nearby a1, so that
W sL(Ω
′
a1(a
′
1), fa′1) and W
u
L(Ω
′
a1(a
′
1), fa′1) have a quadratic tangency, unfolded
nondegenerately by (fa)a.
We will bound the distance between a′1 and a1 as a function of the un-
stable eigenvalue of DΩ′a1 (a
′
1)
fp
a′1
, with p being the period of Ω′a1 , in view of
Theorem 2.3. Since the unfolding is nondegenerate, the distance between a′1
and a1 is of the same order as the distance between Ωa1(a1) and Ω
′
a1(a1).
Furthermore, by a standard computation, there exists C > 0, such that for
all such a1, a
′
1, Ωa1 , Ω
′
a1 , and n ≥ 0 we have:
d(a1, a
′
1)
C
< d(Ωa1(a1),Ω
′
a1(a1)) < Cd(a1, a
′
1)(1)
n
C
<
∂a‖DΩ′a1f
n
a ‖
‖DΩ′a1fna ‖
< Cn, ∀a ∈ I.
By the construction of a Markov partition by Bowen [Bow70], there exist
N ≥ 1, a matrix A ∈ Mn({0, 1}) such that K˜ is homeomorphic to ΣA :=
{(ji)i ∈ {1, . . . , N}Z : Ajiji+1 = 1, ∀i ∈ Z}, via a homeomorphism h which
conjugates f |K˜ to the shift σ : ΣA 3 (ji)i 7→ (ji+1)i ∈ ΣA.
Moreover, given any  > 0, we can find h, N and A so that, for every
j ∈ {1, . . . , N}, the set Rj ⊂ K˜ of points z such that the 0-coordinate of
h(z) is equal to j satisfies that the diameter of Rj is less than . We notice
that Rj is a clopen set of K˜.
An admissible chain from i to j of length m is a sequence i = j1, . . . , jm =
j, such that Ajkjk+1 = 1 for every k.
Fact 2.7. By transitivity of K˜, there exists MT ≥ 0 such that for all i, j ∈
{1, · · · , N}, there exists an admissible chain from i to j of length m ≤MT .
For n < m ∈ Z, an admissible chain j := (ji)mi=n ∈ {1, . . . , N}m−n+1,
define the sets:
Rj :=
m⋂
i=n
f i(Rji)
Let z ∈ K˜ and set for n ≥ 0 (we omit the obvious dependence on a):
λn(z) := ‖Dzfn|Es‖ σn(z) := ‖Dzfn|Eu‖,
λ−n(z) := ‖Df−n(z)fn|Es‖ σ−n(z) := ‖Df−n(z)fn|Eu‖.
A classical argument of binding proves the following
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Lemma 2.8. There exists C > 0, such that for all m ≤ 0 ≤ n, every
admissible chain j := (ji)
n
i=m, and all z, z
′ ∈ Rj, we have
λn(z) ≤ Cλn(z′) and σn(z) ≤ Cσn(z′).
λm(z) ≤ Cλm(z′) and σm(z) ≤ Cσm(z′).
Corollary 2.9. There exists C > 0, such that such that for all m ≤
0 ≤ n, any admissible chain j := (ji)mi=n, the diameter of Rj is less than
C max(σ−1n (z), λm(z)) for any z ∈ Rj.
Proposition 2.10. There exists C > 0, such that, for any a1 ∈ I and
n ≥ 0, with n′ = n′(n) such that
λ−n′−1(Ωa1(a1)) ≤ σ−1n (Ωa1(a1)) ≤ λ−n′(Ωa1(a1)),
let j := (ji)
n
i=−n′ ∈ {1, . . . , N}n+n
′+1, such that Ωa1 belongs to Rj. Then at
a = a1 and z = Ωa1
(σnσ−n′) ≤ C(σn)1−C/ log b.
Proof. For ease of exposition, although with abuse of notation, let us denote
λ−n′(Ωa1(a1)) by λ−n′ , σ−n′(Ωa1(a1)) by σ−n′ , and so on. However we keep
in mind the dependence in a1 and z.
Since the determinant of f is smaller than b, there exists C > 0 such that
for all a1 ∈ I and n ∈ Z:
σnλn ≤ Cb|n| .
Moreover, since the norm of Df is bounded by 5 on the complement of the
basin of infinity, and by (i) of Theorem 2.3, there exists C > 0 such that for
all a1 ∈ I and n ∈ Z:
5|n| ≥ σn ≥ CΛ|n|.
Hence there exists C > 0 such that for all a1 ∈ I and n ≥ 0:
λ−n′ ≤ C(b/Λ)n′ ≤ Cbn′ .
But 5−n ≤ σ−1n ≤ λ−n′ . Thus
5−n ≤ Cbn′ ⇒ n′ ≤ n log 5 + logC− log b .
Consequently:
σn′ ≤ C5
log 5
− log bn ≤ CΛ−
(log 5)2
log Λ log b
n ≤ Cσ−
(log 5)2
log Λ log b
n . 
By Corollary 2.9, if Ωa1 belongs to Rj , with j(n) := (ji)
n
i=−n′ , then the
diameter of Rj(n) is less than Cσ
−1
n .
By Fact 2.7, there exists a periodic point Ω
(n)
a1 in Rj(n) of period p(n) ∈
[n + n′, n + n′ + MT ]. By (1) and Lemma 2.5 we know that fa will non-
degenerately unfold a homoclinic tangency for Ω
(n)
a1 (a) at a = a
(n)
1 that is
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Cσ−1n -close to a1. Indeed:
d(a1, a
(n)
1 ) ≤ Cd(Ωa1(a1),Ω(n)a1 (a1)) ≤ sup
a∈[a1,a(n)1 ]
C
σ−n(a)
≤ C
σ−n(a1)
+ Cd(a1, a
(n)
1 ) sup
[a1,a
(n)
1 ]
∂a
1
σ−n(a)
=
C
σ−n(a1)
+ o(d(a1, a
(n)
1 ))
Moreover, again by Lemma 2.5, if n is large enough (e.g. n ≥M certainly
suffices), there exists an interval of parameters In, at a distance dominated
by σ−1n of a
(n)
1 (and consequently of a1), which is of length proportional to
(σ−n′σn)−2 ≥ C(σn)−2+
C
log(b) , such that for every a ∈ In, the map fa has an
attracting periodic point of minimal period p(n)+N . Let us summarize the
content of this subsection in the following
Proposition 2.11. There exist Λ′ > Λ > 1, C,D > 0, an open interval Iof
parameters a, such that for every a1 ∈ I, there exist a sequence of intervals
(Ik(a1))k and a sequence of positive integers (mk)k such that:
• Ik(a1) is at a distance at most D|Ik|1/2−C/ log b of a1,
• there exists M¯ > 0 so that mk+M¯ > mj for any 0 < j < k;
• fa has an attracting periodic point pk(a) of period mk, for every
a ∈ Ik(a1);
• Λ|Ik+1(a1)| < |Ik(a1)| < Λ′|Ik+1(a1)|.
2.3. Lower bound on the Hausdorff dimension of N . Proposition 2.11
enables us to build subsets of N which are particularly well-suited to obtain
bounds on the Hausdorff dimension. Let nl → ∞ be a sequence of natural
numbers which diverges super-exponentially fast; to fix ideas, take nl = 2
C·2l
where C > 1 is a large constant. We will now construct a Cantor set by
the following inductive procedure. Let I0 = I be the interval given by
Proposition 2.11. Then, for l > 0, assume by induction that we defined sets
I0 ⊃ · · · ⊃ Il−1 satisfying the following properties:
• for any a ∈ Il−1, fa has at least l − 1 attracting periodic points of
period at most mnl−1+M¯ ;
• for 0 ≤ k ≤ l − 1, Ik is a finite disjoint union Ik =
⊔
j Ijk where Ijk
are intervals such that
C ′−1Λ−nk ≤ |Ijk| ≤ C ′Λ−nk , C ′ :=
√
Λ′;
moreover, the intervals Ijk are separated by gaps of at least k =
D′Λ−αnk , for some D′ > 0 and α = (1/2− C/ log b);
• for 0 < k ≤ l − 1, each interval Ijk−1 contains a number κjk of
components of Ik so that, for some C ′′ > 0
κjk ≥ C ′′Λ−nk−1+αnk .
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We then define the set Il as follows: partition each interval Ijl−1 in sub-
intervals of length ranging in (2D′Λ−αnl , 4D′Λ−αnl), with D′ fixed to be
specified later. For any parameter a that is an internal3 endpoint of this
subdivision, we apply Proposition 2.11; we choose k (depending on a) so
that
C ′−1Λ−nl ≤ |Ik(a)| ≤ C ′Λ−nl ;
By design, for all a′ ∈ Ik(a), fa′ admits an attracting periodic orbit of
period mk; moreover, our construction ensures that ρnl ≤ k + k0 ≤ nl with
ρ = log Λ/ log Λ′ and k0 a constant independent of k, l; if we choose C in the
definition of nl to be large enough, we can guarantee that mk > mnl−1+M¯ ,
which ensures that the periodic orbit we found at this step is distinct from
the ones obtained at any of the previous steps.
Moreover, we know that the distance of Ik(a) from a is at most
DC ′αΛ−αnl ;
therefore, if we let D′ = 4DC ′α, such an interval will be separated from
the one which could be obtained applying this construction to any other
internal endpoint of our subdivision by at least D′Λ−αnl . We repeat this
construction for all internal endpoints and we define Il to be the disjoint
union of all such intervals. Observe that, by definition, each interval Ijl−1
contains a number κjl of intervals of Il which can be bounded as follows:
κjl ≥ C ′′Λ−nl−1+αnl
with C ′′ = (6C ′D′)−1. This concludes the proof of our induction step.
We can choose C sufficiently large in the definition of the sequence nl to
ensure that κjl ≥ 2 for any l and j. Let I =
⋂∞
l=0 Il; then by construction,
for any a ∈ I, fa admits infinitely many sinks, i.e. I ⊂ N . In order to obtain
a lower bound on the Hausdorff dimension of I, and thus on the Hausdorff
dimension of N , we use the following result (we refer the reader to [Fal03,
Example 4.6] for its proof).
Lemma 2.12. Let I be a Cantor set constructed as above so that for all l,
every interval Ijl−1 contains at least κl ≥ 2 intervals Ij
′
l , which are separated
by gaps of at least l; assume furthermore that l < l−1. Then
(2) dimH I ≥ lim inf
l→∞
log(κ1 · · ·κl−1)
− log(κll) .
By our construction, the hypotheses of the above lemma hold with l =
D′Λ−αnl and κl = C ′′Λ−nl−1+αnl . Let us then compute the lim inf on the
3 That is, we do not consider endpoints of intervals Ijl−1
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right hand side of (2); for any l > 0:
log(κ1 · · ·κl−1) = (l − 1) logC ′′+
+ (αnl−1 + (α− 1)nl−2 + · · ·+ (α− 1)n1 − n0) log Λ;
− log(κll) = − log(C ′′D′) + nl−1 log Λ.
Given the super-exponential growth of nl we obtain:
lim inf
l→∞
log(κ1 · · ·κl−1)
− log(κll) = α =
1
2
− C/ log b.
By Lemma 2.12 we can thus conclude that
dimHN ≥ dimH I ≥ 1
2
− C/ log b,
and, since b can be chosen to be arbitrarily small, Proposition 1.4 (and thus
the Main Theorem) is proved. 
3. Conclusions
In this paper we obtained a lower bound on the Hausdorff dimension
of the Newhouse parameter set for a family of smooth dissipative surface
diffeomorphisms which nondegenerately unfolds a homoclinic tangency. In
order to obtain our lower bound we take into account a specially designed
class of non-simple sinks. It is natural to wonder about the optimal of our
result: since we obtain this bound considering only a very special class of
non-simple sinks, one would expect that the Hausdorff dimension of the
Newhouse parameter set could indeed be larger than 1/2.
In the same spirit, we should mention two works the Hausdorff dimension
of related pathological phenomena:[Lyu98] and [AM02]. The first shows
that the Hausdorff dimension of infinitely renormalizable parameters is at
least 1/2 (by focusing only on Misiurewicz renormalization), the second
shows that this set has Hausdorff dimension less than 1. The latter shows
also that the Hausdorff dimension of various other pathological phenomena
(inexistence of physical measures, physical measures supported on expanding
Cantor sets, non-ergodic physical measures) is positive.
Our understanding of the topological properties of the Newhouse set are
still quite elusive and a more complete comprehension of the mechanisms of
construction of higher complexity sinks could be the key to shed some more
light on the subject.
We also believe that analogous results can be proved in the conserva-
tive setting; building from the renormalization techniques provided e.g.
in [MR97] and with constructions similar to the ones introduced in [DS13]
and developed in this paper, we believe possible to show that the Hausdorff
dimension of the Newhouse parameter set for a family of conservative dif-
feomorphisms which non-degenerately unfolds a homoclinic conservative is
bounded below by 1/4.
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Appendix A. A modern proof of Newhouse Theorem 2.3
Let us first recall the concept of Newhouse thickness, which will be in-
strumental in the proof of Theorem 2.3.
Definition A.1. Given a Cantor set K ⊂ R, a gap of K is a connected
component of R \K. Given a bounded gap G of K and u in the boundary
of G, a bridge B of K at u is the connected component of u in the com-
plement of the union of the gaps longer than |G|. The thickness of K at u
is: τ(K,u) = |B|/|G|. The thickness of K, denoted by τ(K) is the infimum
among these τ(K,u) for all boundary points u of bounded gaps.
Definition A.2. If K is a basic (hyperbolic) set of a C2-diffeomorphism,
the stable thickness of K, denoted by τ s(K), is defined by
τ s(K) = lim sup
→0
τ(W u (q) ∩W sη (K)),
where η > 0 and q a point in K. Proposition 5 of [New79] states that this
definition of thickness is independent of η and q ∈ K. Thus it is well defined.
The unstable thickness τu(K) is defined in a similar manner.
The following is the celebrated Newhouse Gap Lemma.
Lemma A.3 ([New79, Lemma 4], but see also [PT93, Section 4.2]). Let
K1,K2 ⊂ R be Cantor sets with thickness τ1 and τ2. If τ1 · τ2 > 1, then one
of the three following possibilities occurs: K1 is contained in a gap of K2,
K2 is contained in a gap of K1, K1 ∩K2 6= ∅.
A.1. He´non like maps close to Chebyshev quadratic polynomial.
We now proceed to construct thick Cantor sets for He´non-like maps in a
range of parameters which bring them close to the (one-dimensional) dy-
namics of the Chebyshev quadratic polynomial. We proceed in two stages:
in the first stage we construct thick Cantor sets for the one-dimensional dy-
namics; in the second one, we show that the hyperbolic continuation of such
sets give thick invariant Cantor sets for the two-dimensional dynamics.
Let us first recall that any He´non Cr-like family:
fa : (x, y) 7→ (x2 + a+ y,−bx) + (Aa(x, y), bB(x, y))
is Cr-close to the He´non family (ha,0)a defined by ha,0(x, y) = (x
2 +y+a, 0).
The restriction of ha,0 to the line R× {0} is equal to Qa(x) = x2 + a. The
map fa is also b-C
r-close to the real unimodal map P (x) = x2 +a+Aa(x, 0).
Up to conjugacy with a translation, we can assume that DP (0) = 0. Since
P is unimodal, it has a two–branched inverse: one branch is orientation
preserving and will be denoted with P−1+ and the other one is orientation
reversing and will be denoted with P−1− ; observe that, by construction, we
have P−1± = (P |R±)−1.
We will construct the wild basic set for a close to −2. For such a, P has
two fixed points: denote the orientation reversing fixed point by α ≈ −1
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and the orientation preserving one by β ≈ 2. We define inductively (α±n )n≥0
as follows: let α−0 = α and α
+
0 = P
−1
+ (α); then we let
α±n := P
−1
± (α
+
n−1) ∈ R±.
By linearizing the fixed point β of P , we remark that (α+n )n converges to β
and (α−n )n converges to P
−1
− (β). To fix notations, let α+∞ = β and α−∞ =
P−1− (β). Note that the distance between α±n and α±∞ is of the same order
as DP (β)−n. Define α˜±1 = α
±
0 ; if the critical value a of P is smaller than
α−n−1, we define α˜
±
n := P
−1
± (α
−
n−1) ∈ R±. Likewise, if a < α−∞, define
α˜±∞ := P
−1
± (α−∞).
Two Cantor sets will be important for our purposes:
C1(P ) :=
⋂
k≥0
P−k
(
[α−1 , α˜
−
2 ] unionsq [α˜+2 , α+1 ]
)
, if a < α−1 ;
C2(P ) :=
⋂
k≥0
P−k
(
[α−∞, α˜
−∞] unionsq [α˜+∞, α+∞]
)
, if a < α+∞.
For r ≥ 2, C1(P ) is a hyperbolic Cantor set, and we are going to show that
C2(P ) is also a hyperbolic Cantor set. Then we will compute the thickness
of these sets. The hyperbolic continuation of C1(P ) will be contained in the
wild basic set K˜ for fa, whereas the hyperbolic continuation of C2(RP ) will
be embedded in K˜ as a basic set K2, where RP is a pre-renormalization of
P . A general picture of the construction is given Figure 1.
Figure 1. Sketch of the relative positions of the Cantor sets
C1, K2 and K˜.
Let us now define I0 = I˜0 = [α
−
0 , α
+
0 ], and for n ≥ 1:
I−n = [α
−
n , α
−
n−1] I
+
n = [α
+
n−1, α
+
n ] I˜
−
n = [α˜
−
n−1, α˜
−
n ] I˜
+
n = [α˜
+
n , α˜
+
n−1]
when well defined. Then they are diffeomorphically sent onto I0 by P
n.
Lemma A.4. There exist D > 0 and  > 0, so that for every P C2--
close to Q−2, whose critical value a satisfies a < α−∞, it holds that C2(P ) is
hyperbolic and its thickness is at least D/
√
α−∞ − a.
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Proof. Let A := {I˜±n ; n ≥ 1} ∪ {I0}. Let T be formed by the pairs (J, J ′) ∈
A2 so that P (J) ⊃ J ′ and J 6= I0. A sequence of intervals (Ji)ni=1 ∈ An is
admissible if (Ji, Ji+1) is in T for every i.
Sublemma A.5. There exists C > 0 and  > 0, so that for every P C2--
close to Q−2 and satisfying a < α−∞, for every N ≥ 1 and every admissible
chain (Ji)
N
i=1 ∈ AN , there exist diffeomorphisms φ and ψ and an affine map
A so that:
• the norm of DA is at least (1.5)N/C;
• φ ◦ (P |JN ) ◦ · · · ◦ (P |J2) ◦ (P |J1) ◦ ψ = A;
• the C2-norm of φ, ψ and their inverses are bounded by C.
This sublemma enables us to prove Lemma A.4: in fact, the central gap
G0 3 0 of C2(P ) has length of the order of
√
α−∞ − a. For any other gap G
of C2(P ), there exists an admissible chain (Ji)
N+1
i=1 ending at JN+1 = I0, so
that G := (P |J1)−1 ◦ (P |J2)−1 ◦ · · · ◦ (P |JN )−1(G0). An associated bridge B
to G has length at least the order of (P |J1)−1◦(P |J2)−1◦· · ·◦(P |JN )−1(B0),
where B0 is a connected component of I0 \ G0. Hence, by Sublemma A.5,
the thickness associated to the gap G is at least of the order of |B0|
C2|G0| , which
is of the same order as 1/
√
α−∞ − a. 
Proof of Lemma A.5. To prove this linearization, we only need to control the
distortion of any admissible chain ending at I0. It is well known that such
a distortion is bounded if there exists C > 0 and λ > 1.5, so that for every
admissible chain (Ji)
N+1
i=1 ending at JN+1 = I0, the following hyperbolic
times inequality holds:
|DPN (x)| ≥ CλN , ∀x ∈ (P |J1)−1 ◦ (P |J2)−1 ◦ · · · ◦ (P |JN )−1(I0).
Such an inequality is easy to prove when J1, . . . , JN is a sequence of the form
I±N−1, I
+
N−2, · · · , I+1 , I0. To prove the general case, it is sufficient to show the
existence of a bounded Riemannian metric g on I0 so that for every x ∈ I˜±n ,
we have:
|DPn(x)| > (1.5)n.
The map Q−2(x) = x2 + a is expanding for the metric g(x) = 1/
√
x2 − 4,
which is bounded on [−1, 1]. Hence for every M ≥ 0, if P is close enough to
Q−2, the restriction Pn|I˜±n is expanding for the metric g and every M ≥ n ≥
2 (g|∪n≤M In∪ I˜n is bounded). On the other hand, by using the linearization
of the fixed point β, we remark that for n sufficiently large, the derivative
of Pn|I˜±n is at least of the same order as |DP (β)|n/2. 
Now that we have constructed invariant Cantor sets for the one-dimensional
dynamics and that we have obtained bounds on their thicknesses, we proceed
to consider the hyperbolic continuation of such invariant sets and estimate
their thicknesses.
16 PIERRE BERGER AND JACOPO DE SIMOI
Lemma A.6. For any C2-He´non like map f close to h−2,0, the Cantor set
C1(Q−2) persists as a basic set C1(f). The thickness τu(C1(f)) is of the
order of b2, with b := |det D0f |.
Similarly to Lemma A.4, we now prove:
Lemma A.7. There exist C > 0,  > 0, so that for every He´non-like map
f(x, y) = (x2 + y + a,−bx) + (A(x, y), bB(x, y)),
such that P (x) := x2 + a + A(x, 0) is C2--close to Q−2 and such that the
critical value a of P satisfies a < α−∞ and b (α−∞−a), then the hyperbolic
continuation C2(f) of C2(P ) is such that τ
s(C2(f)) ≥ C/
√
α−∞ − a.
Proof. The proof is the same as for Lemma A.4, provided that we show that
the local unstable manifolds of C2(f) are C
2-close to horizontal lines. We
now prove this horizontality condition.
Let β(f) (resp. α(f)) be the hyperbolic continuations of the orientation
preserving (resp. reversing) fixed point β (resp. α) of P .
First we notice that local stable manifolds of β(f) and α(f) are b-C2-close
to:
W sloc(β) = {(x, y) ∈ R× [−1,+∞) : P (x) + y = β}
W sloc(α) = {(x, y) ∈ R× [−1,+∞) : P (x) + y = α}
By continuity, the hyperbolic continuation C2(f) of C2(P ) must stay below
W sloc(β). Furthermore, from the analytic expression of f , C2(f) is included
in the strip b-close to:
{(x, y) ∈ R× [−10b, 10b] : P (x) + y ≤ β}
Recall that the central gap G0 of C2(P ) is given by [α
−∞, α+∞]; similarly,
hyperbolic continuations α˜±∞(f) of α˜±∞ have a local stable manifold which is
b-C2-close to:
W sloc(α˜
±
∞) = {(x, y) ∈ R× [−1,+∞) : P (x) + y = α−∞}
It is a parabola with its top at y of the order α−∞ − a, and so large with
respect to b. Hence this parabola cuts the strip R× [−10b, 10b] at a distance
of the order of
√
α+∞ − a of the line x = 0.
By continuity the set C2(f) must be above this parabola. Hence C2(f)
remains at a distance of the order of
√
α−∞ − a of the line x = 0.
Thus at a neighborhood of C2(f), the cone
χ = {(u, v) ∈ R2 : |v| ≤ |u|
√
α−∞ − a}
is sent into itself, and so the local unstable manifolds are included in it. This
implies that they are C1-close to horizontal curves.
Let Ye be the intersection of R × [−10b, 10b] with the domain below the
local stable manifold of α(f) and above the local stable manifold of α˜±∞(f).
We notice that Ye is close to the compact set ([α
−
0 , α˜
−∞] ∪ [α˜+∞, α+0 ])× {0}.
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Similarly to the one dimensional case, every point z ∈ C2(f) ∩ Ye has
infinitely many preimages in Ye. From the same argument as for Lemma A.5,
if z′ is sent by fn to z, and w ∈ χ, then:
‖Dzfn(w)‖ ≥ ‖Dzf j(w)‖, ∀j ≤ n.
By [YW01, Lemma 2.4], we can conclude that the local unstable of z has a
curvature of the same order as b. 
A.2. Misiurewicz pre-renormalization. In this subsection we quickly
sketch the construction of the Misiurewicz pre-renormalization of a smooth
family of He´non-like maps; we refer once more the reader to [Ber14] for more
details.
Let, as before, (fa)a be a C
2-He´non like family of class C4. Hence fa
has the form fa(x, y) = (x
2 + a+ y,−bx) + (Aa(x, y), bBa(x, y)). Put Pa :=
x2 + a+Aa(x, 0).
The set K(Pa) := {α±n (Pa); n ≥ 0} ∪ {α±∞(Pa)} is hyperbolic for Pa.
Let K(f) be a hyperbolic continuation of K(Pa)× {0} for a map f . Hence
for every continuation k ∈ K(f) of (x0, 0) ∈ K(Pa) × {0}, a local stable
manifold W sloc(k, f) of k is C
2-close to the connected component of (x0, 0)
in {(x, y) ∈ R× [−0.2, 0.2] : x2 − 2 + y = x20 − 2}.
For any n ≥ 0, let Yˆ ±n,f be the rectangle bounded by the local stable
manifolds W s(k, f) associated to the boundary points k ∈ ∂I±n , and the lines
{(x, y) ∈ R2 : y = ±0.1}; let furthermore Iˆ±n,f := Yˆ ±k,f ∩{(x, y) ∈ R2 : y = 0}.
Observe that by linearizing the fixed point β+, there exists C > 0, such
that for every 0 ≤ k ≤ n, we have:
∀x ∈ Iˆ±n,f , |DP k−2(x)| ≥ C|DP−2(β+)|k.
By [Ber14, Section 2.2.2], there exists  > 0, a C4-neighborhood V of the
Hn´on map h−2,0, so that for each f ∈ V which is C2-He´non like, any n ≥ 0,
there exist C2-coordinates yn,f on an -neighborhood Y
−
n,f of Iˆ
−
n,f in Yˆ
−
n,f and
y′n,f on an -neighborhood Y0,f of Iˆ0,f in Yˆ0,f :
yn,f : Iˆ
−
n,f × [−, ]→ Y −n,f y′n,f : Iˆ0,f × [−, ]→ Y0,f ;
so that there exist σn,f > 3
n and λn,f satisfying for n ≥ 6 the following
properties
• y′−1n,f ◦ fn ◦ yn,f (x, y) = (σn,f · x, λn,f · y), for (x, y) ∈ Iˆ+n,f × [−, ];
• derivatives up to the second order of (f, x, y) 7→ y′n,f (x, y), (f, x, y) 7→
yn,f (x, y) and their inverses (f, x, y) 7→ y′−1n,f (x, y), (f, x, y) 7→ y−1n,f (x, y)
are bounded independently of f ∈ V which is C2-He´non like (even
if the determinant of Df is zero!).
Since the unfolding of the homoclinic tangency is nondegenerate, for every
C2-He´non like family (fa)a, for every n ≥ 2, there exists an, with an ≈ −2
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when n is large, so that for fa ∈ V , y−1n,fa ◦ fa ◦ y′n,fa(x, y) is of the form:
y−1n,fa◦fa◦y′n,fa(x, y) : (p+x, y) 7→ (ξx2+θ(a−an)+γ·y, q+ζ·x)+Ea(x, y) ∈ R2,
where p ∈ int Iˆ0, q ∈ (−, ), ζ are constants, and ξ, θ and γ are non-zero
constants (independent of a)4 and Ea = (E
1
a, E
2
a) ∈ C2(R×R2,R2) satisfies
at P := (p, 0):{
E1an(P ) = ∂xE
1
an(P ) = ∂aE
1
an(P ) = ∂yE
1
an(P ) = ∂xxE
1
an(P ) = 0
E2an(P ) = ∂xE
2
an(P ) = 0.
By [Ber14, Theorem 3.1], the family (y′−1n,fa ◦ fn+1a ◦ y′n,fa)a is conjugated
to the He´non C2-like map Rnfa(n) , with Rnfa(n)(a) = Ψfa ◦ y′−1n,fa ◦ fn+1a ◦
y′n,fa ◦Ψ−1fa , where
Ψfa(x, y) := ξ · σn,fa · (x− p, σn,faγy − σn,faλn,faq),
a(n)(a) := σ2n,fa · (ξθ(a− an) + λn,faξγq −
ξp
σn,fa
).
Moreover Rnfa(n)(a) is He´non C2-δ-like with δ small when n is large.
Remark A.8. If the determinant b of Dfa(0) is small, the determinant of
DRnfa(n)(a) is dominated by bn+1 when n is large.
A.3. Our proof of Theorem 2.3. We have now introduced all the results
which we need in order to give the
Proof of Theorem 2.3. Let us consider a He´non C4-like family (fa)a: recall
that fa is of the form
fa : (x, y) 7→ (x2 + a+ y,−bx) + (Aa(x, y), bBa(x, y)).
Define Pa(x) := x
2 + a + Aa(x, 0) and f˘a(x, y) := (Pa(x) + y, 0). For
a < −1, let β+a be the orientation preserving fixed point of Pa and β−a :=
(Pa|R−)−1(β+a ). We consider a ≈ −2 such that β−a − a is small and posi-
tive. For such values of a we can define the Cantor set C1(Pa); the stable
thickness of its hyperbolic continuation C1(fa) is of order b
2 by Lemma A.6.
Also for many such values of a we can perform the Misiurewicz pre-
renormalization Rnf˘a(n) and Rnfa(n) which we have defined in the previ-
ous section, for large n ≥ 2. Actually Rnf˘a(n) preserves the horizontal line
R×{0} and its restriction is a unimodal mapRnPa(n) . Let  be the parameter
appearing in Lemmata A.4 and A.7; then there exists N so that for N = N
large enough and a(N) = a(N)(a) ∈ [−3, 0], this renormalization is a map
C2--close to the quadratic map x2+a(N). Note that the value of N depends
only on  and the C4-norm of (fa)a, as far as the family is C
2-He´non like.
We assume a(N) close to −2. More precisely, if β′+
a(N)
denotes the orientation
4These constants p, q, ζ, ξ, θ and γ depend on n and depend smoothly on the He´non
like family (fa)a.
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preserving fixed point of RNPa(N) and β′−a(N) := (RNPa(N) |R−)−1(β′+a(N)), we
assume b and a so that:
(C1) 0 < β′−a(N) − a(N)(a) b4.
Hence by Lemma A.4, the Cantor set C2(RNPa(N)) has thickness large with
respect to b−2.
Also the same pre-renormalization of (fa)a defines a map (RNfa)a which
is close to (RN f˘a)a. By Remark A.8, the determinant bN of D0RNfa is of
the order of bN+1, and so RNfa is C2-bN+1-close to RN f˘a (for a large N).
In order to apply Lemma A.7, we assume b and a so that at a(N) = a(N)(a):
(C2) 0 < bn+1 ∼ bN 
(
β′−
a(N)
− a(N)
)2
.
Then, by Lemma A.7, there exist a constant C and a hyperbolic horseshoe
C2(RNfa(N)) of stable thickness greater than C/
√
β′−
a(N)
− a(N)  C/b2.
We remark that conditions (C1) and (C2) are simultaneously possible as far
as b8 is large with respect to bN+1 (e.g. we shall assume N ≥ 8). Moreover,
for N large but bounded, condition (C2) remains possible for b arbitrarily
small.
The hyperbolic horseshoe C2(RNfa(N)) is embedded into the following
basic set of fa:
K2(fa) :=
N−1⋃
k=0
fka (y
′
N,a ◦Ψ−1fa (C2(RNfa(N)))),
where y′N,a and Ψ
−1
fa
are the charts defining the Misiurewicz renormalization.
Since C2(RNfa(N)) is embedded into K2(fa), we conclude that K2(fa) has
also stable thickness large with respect to b2. Consequently,
(3) τu(C1(fa)) · τ s(K2(fa) 1.
We notice that, for some Riemannian metric, the expansion of C1(fa) is close
to 2, whereas the expansion of K2(fa) is close to
N
√
2. This observation will
be useful to prove condition (i) of Theorem 2.3.
Note that if we prove that there exist a basic set K˜ which contains both
C1(fa) and K2(fa) and which has a homoclinic tangency, then by (3) and
the Gap Lemma A.3 it is a wild hyperbolic set; this implies item (ii) of
our statement. Let us first take care of constructing K˜: the reader might
find useful to refer to Figure 1 while reading through the description which
follows.
We will use the following result, which is indeed just a rephrasing of [New79,
Lemma 8]:
Lemma A.9. Assume there exist z1, z
′
1 ∈ C1(fa) and z2, z′2 ∈ K2(fa), local
unstable manifolds W uloc(z1), W
u
loc(z2) and local stable manifolds W
s
loc(z
′
1),
W sloc(z
′
2) such that W
u
loc(z1) intersects W
s
loc(z
′
2) transversely at a point w,
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W uloc(z2) intersects W
s
loc(z
′
1) transversely at a point w
′, and w,w′ /∈ C1(fa)∪
K2(fa). Then there exists a basic set K˜a containing both C1(fa) and K2(fa).
Moreover, in order to prove condition (i) of Theorem 2.3, we shall also
prove that the intersection points w,w′ enjoy an expansion which is uni-
formly bounded from below when b is small.
To this end, let us go back to the one dimensional dynamics, which ap-
pears at the limit when b → 0. More precisely, when b approaches 0, Con-
ditions (C1) and (C2) imply a to be such that a ∈ IN , and PN+1a |P−1a (IN ) is
conjugated to the Chebyshev map (both restricted to their maximal invari-
ant compact set).
Let β+N be the orientation preserving fixed point of P
N+1
a |P−1(IN ). Let
β−N be the preimage of β
+
N by P
N+1
a |P−1a (IN ). From classical unimodal
theory, the maximal invariant set:
K1(Pa) :=
⋂
n≥0
P−na ([β
−
a , β
+
a ] \ (β+N , β−N ))
is hyperbolic (one can even show that its expansion is at least of the order
of N
√
2) and transitive. This basic set persists as a basic set K1(fa) for b
small, with a similar expansion.
We notice that K1(fa) ∩ K2(fa) contains the hyperbolic continuation
β+N (fa) of β
+
N . Since both K1(fa) and K2(fa) are hyperbolic Cantor sets,
we can find z1, z
′
1 ∈ K1(fa) and z2, z′2 ∈ K2(fa) all close to β+N (fa) such that
W uloc(z1) intersects W
s
loc(z
′
2) transversely at a point w, W
u
loc(z2) intersects
W sloc(z
′
1) transversely at a point w
′, and w,w′ /∈ K1(fa) ∪ K2(fa). Hence,
using Lemma A.9 we prove the existence of a basic set K˜a containing both
K1(fa) ⊃ C1(fa) and K2(fa), with expansion bounded from below uniformly
on b (actually at least of the order of N
√
2).
In order to conclude the proof, we now need to show that the basic set
K˜a has a homoclinic tangency for some a which satisfies (C1) and (C2); to
this end observe that the local stable manifold W sloc(β
+
N (fa)) is b-C
2-close to
the parabola
{(x, y) ∈ [−1,+∞) : x2 + y = β+N}.
Since K1(fa) contains β
+
N (fa), the local stable manifold W
s
loc(β
+
N (fa)) is C
2-
accumulated by other local stable manifolds (W sn(a))n of points in K1(fa);
the parabolas W sn are above W
s
loc(β
+
N (fa)) =: W
s∞(a).
If σ denotes the unstable expansion of DfN+1(β+N (fa)), there exists C > 0
independent of (fa)a (and so of b), but depending on N already fixed, such
that we can assume, for any n:
σ−n/C < d(W sn(a),W
s
∞(a)) < Cσ
−n.
By taking C larger, we can examine the images of (W sn)n∈{0,...,∞} by the
renormalization chart φa := Ψfa ◦ y′−1N,fa and obtain, for any n:
σ−n/C < d(φa(W sn), φa(W
s
∞(a))) < Cσ
−n
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Furthermore, the parameter dependence of (φa(W
s
n))n∈{0,...,∞} depends con-
tinuously on n in the one point compactification {0, . . . ,∞} of N.
On the other hand, a certain local unstable manifold W u of φa(K2(fa))
is bN+1-C2-close to the curve
{RNfa(N)(a)(t, 0) : t ∈ [−1, 1]}.
This curve has a fold which is bN+1-close to (a(N)(a), 0). Also, there exists
a
(N)
∞ which is bN+1-close to β′−
a
(N)
∞
so that W u(a
(N)
∞ ) is tangent to the local
stable manifold φa(W
s∞(a
(N)
∞ )), and the unfolding of this tangency is non-
degenerate. So there are parameters an so that W
u(a(N)(an)) is tangent to
the local stable manifold φa(W
s∞(a(N)(an))) and satisfy (by taking C larger)
for any n:
σ−n/C < d(a(N)n , a
(N)
∞ ) < Cσ
−n.
Consequently there exists n so that a(N)(an) satisfies (C1) and (C2). 
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