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Abstract
We present experimental studies on the charge transfer inefficiency (CTI) of charge-coupled device (CCD) developed
for the soft X-ray imaging telescope, Xtend, aboard the XRISM satellite. The CCD is equipped with a charge injection
(CI) capability, in which sacrificial charge is periodically injected to fill the charge traps. By evaluating the re-emission
of the trapped charge observed behind the CI rows, we find that there are at least three trap populations with different
time constants. The traps with the shortest time constant, which is equivalent to a transfer time of approximately one
pixel, are mainly responsible for the trailing charge of an X-ray event seen in the following pixel. A comparison of
the trailing charge in two clocking modes reveals that the CTI depends not only on the transfer time but also on the
area, namely the imaging or storage area. We construct a new CTI model by taking into account both transfer-time
and area dependence. This model reproduces the data obtained in both clocking modes consistently. We also examine
apparent flux dependence of the CTI observed without the CI technique. The higher incident X-ray flux is, the lower
the CTI value becomes. It is due to a sacrificial charge effect by another X-ray photon. This effect is found to be
negligible when the CI technique is used.
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1. Introduction
The X-ray Imaging and Spectroscopy Mission
(XRISM) is planned to be launched in the early 2020s,
Preprint submitted to Journal of LATEX Templates September 16, 2020
ar
X
iv
:2
00
9.
06
24
6v
2 
 [a
str
o-
ph
.IM
]  
15
 Se
p 2
02
0
and will carry the soft X-ray imaging telescope, Xtend
[1]. Xtend consists of the X-ray Mirror Assembly
(XMA) and the Soft X-ray Imager (SXI) [2]. The SXI is
an X-ray charge-coupled device (CCD) camera and em-
ploys four back-illuminated devices arranged in a 2 × 2
array, which covers a 38′ × 38′ field-of-view with a to-
tal imaging area size of 62 mm × 62 mm. The energy
range is 0.4–13 keV and the energy resolution defined
as full width at half maximum (FWHM) is required to
be less than 200 and 250 eV for 6 keV X-rays just after
and three years after the launch, respectively.
A CCD is a charge transfer device, and charge trans-
fer is inevitably accompanied by charge loss. This is
because signal charge is trapped by lattice defects in
the transfer channel, which could be generated by vari-
ous mechanisms including CCD process, radiation dam-
age, and so on. Therefore, the charge transfer ineffi-
ciency (CTI), the fraction of charge loss per transfer,
is an important measure in evaluating CCDs. In ad-
dition to trap populations and densities, the CTI gen-
erally depends on several operation parameters: trans-
fer time [3], operating temperature [4, 5, 6], amount of
transfer charge [7, 8, 9], and the existence of “sacrificial
charge” [10, 11, 12, 13, 14, 15]. In the case of a photon-
counting X-ray CCD, which serves as a spectrometer as
well as an imager, the charge loss during transfer results
in misidentification of an incident photon energy. Un-
derstanding and appropriate modeling of the charge loss
during transfer in our operation conditions are essential
to fully derive its spectroscopic performance.
In this paper, we present experimental studies on the
CTI of X-ray CCDs developed for the XRISM SXI. We
demonstrate the time constants of the charge traps, the
area dependence of the CTI, an updated CTI model, and
the flux dependence of the CTI in this order.
2. Specifications, Operation, and Experiments
We have developed flight model (FM) CCDs for the
XRISM SXI with Hamamatsu Photonics K.K. The ba-
sic specifications were inherited from the CCDs de-
veloped for the SXI aboard Hitomi [16]; however, we
paid particular attention to improvements in the optical-
blocking performance [17] and radiation tolerance [18].
Here, we briefly summarize the CCD specifications that
are relevant to this study. It is a buried p-channel CCD
with a notch structure. The architecture is frame trans-
fer. The pixel format is 1280 × 1280. The pixel sizes
in the imaging area (IA) and the storage area (SA)
are 24 µm × 24 µm and 22–24 µm (Horizontal; H) ×
16 µm (Vertical; V), respectively. One chip has four
readout nodes, called A, B, C, and D (see Figure 1).
Figure 1: Schematic view of the charge transfer in the full and 1/8
window modes.
The left and right halves of the IA are referred to as
segments AB and CD, respectively, and are simultane-
ously read out with nodes A and C, respectively. Nodes
B and D are used as a redundant option. Our CCD is
equipped with a charge injection (CI) structure on top
of the columns, which injects sacrificial charge periodi-
cally to fill the traps. With this CI technique, an amount
of charge corresponding to ∼ (3–8)×104 e− is injected
into every 160 rows. Applying 2 × 2 binning, we obtain
a frame data with the effective pixel size and pixel for-
mat of 48 µm × 48 µm and 320 (H) × 640 (V) for each
segment, respectively. In what follows, our descriptions
are given in the unit of the binned pixel. The CI rows
are then seen every 80 rows in the frame data.
We prepared two clocking modes for in-orbit opera-
tion: the full window mode and the 1/8 window mode.
Figure 1 shows a schematic view of the charge transfer
in the two clocking modes. The full window mode is a
nominal mode to read out the entire IA in 4 sec. The 1/8
window mode reads out one-eighth of the IA in 0.5 sec.
The readout area position, 460 pixels above the bottom
of the IA, was selected to cover the focal point of the
XMA. This mode is designed for observations of bright
point sources to reduce event pile-up and improve the
time resolution at the expense of the readout area size.
In both clocking modes, the transfer times are 57.6 µsec
from the IA to the SA (hereafter referred to as fast trans-
fer) and 5240 µsec per pixel from the SA to the serial
register (hereafter referred to as slow transfer), respec-
tively. Considering the transfer time, area, and CI effect,
there are four kinds of transfers as follows:
1. Fast transfer in the IA before reaching the nearest
CI row (F′I),
2. Fast transfer in the IA after passing the nearest CI
row (FI),
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3. Fast transfer in the SA (FS), and
4. Slow transfer in the SA (SS).
The number of transfers to the serial register depends on
the location of the X-ray event and common in the two
clocking modes. However, in the two clocking modes,
the ratios among the numbers of the four types of trans-
fers differ, and therefore the amounts of charge loss can
also differ.
We performed on-ground calibration experiments for
all four FM CCDs, FM02-02, 09, 10, and 13, with the
two clocking modes at −110 °C, which is the initial op-
eration temperature in orbit. We also performed sup-
plemental experiments using the same type of a CCD at
−120 °C, to which the operation temperature could be
lowered. The CCDs were irradiated with X-rays from
55Fe in the experiments. From the frame data obtained,
we extracted X-ray event data consisting of a 3×3 pixel
island in the same manner as applied in the Hitomi SXI
[9]. The pulse-height of the pixels in each event island
was calculated by subtracting the dark level. We used
only grade-0 events, whose signal charge was observed
in a single pixel alone.
3. Analysis and Results
In the following analysis, we used raw frame data ob-
tained by the FM CCDs at −110 °C for the time con-
stant measurement of the charge traps (§ 3.1). We an-
alyzed the 55Fe event data obtained by the FM CCDs
at −110 °C for studies on the trailing charge (§ 3.2)
and CTI modeling (§ 3.3). The flux dependence of the
CTI (§ 3.4) was examined by studying the 55Fe events
obtained with the same type of CCD at −120 °C. All
the best-fit models in the following sections were deter-
mined by chi-square minimization with the Levenberg-
Marquardt method.
3.1. Measurement of time constants of the charge traps
Figure 2 shows the pixel value of the frame data taken
with the CI as a function of row number. The pixel
value was calculated from a raw digital output with no
X-rays irradiated in a pixel subtracted by the contribu-
tion of the bias voltage estimated from outputs in the
horizontal overclock area. We also subtracted the con-
tribution of dark current estimated from the frame data
taken without the CI. The data points shown in Figure 2
are averaged values in each row. The figure indicates
that the pixel value exponentially decays as a function of
the distance from the preceding CI row. The amplitude
of the decay component corresponds to the amount of
re-emitted charge, Qemit, from the traps that were filled
Figure 2: Pixel value of the frame data taken with the CI as a function
of row number (black dots). The hatched area is shown in the upper-
right inset on a logarithmic scale. The red solid line denotes the best-
fit model while the orange, green, and purple dashed lines represent
short, middle, and long components, respectively.
by a large amount of charge in the CI row [19]. The
pixel value can be well approximated by the following
function:
Qemit(∆Y) =
∑
i
ai exp
(
−∆Y
τi
)
, (1)
where ∆Y is the distance from the preceding CI row,
and τi and ai are the time constant and normalization of
each component, respectively. We note that the “time
constant” was defined in the unit of pixels for the con-
venience in the following analysis. We found that there
are at least three trap populations having short, middle,
and long time constants. They consist of approximately
1, 10, and 100 pixels (see the inset in Figure 2), which
correspond to 57, 570, and 5700 µsec, respectively. We
also noticed that they are almost independent of the seg-
ments or CCDs.
Figure 3 summarizes the integrals of the three com-
ponents up to infinity for each segment. The differences
between the segments may result from variations in the
trap density in the channel and/or the amount of injected
charge. This figure indicates that trap populations with
the short, middle, and long time constants account for
4–17, 7–27, and 56%–89% of the total charge loss pro-
portional to the sum of integrals, respectively. As shown
in Figure 2, the re-emission from the trap with the short
time constant accounts for a large part of charge in the
following pixel to a CI row. Limiting the integration
range up to the following pixel, the numbers become
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Figure 3: Integrals of the three components of Eq. 1 for each segment.
The orange, green and purple bars denote those with short, middle,
and long time constants, respectively.
62–75, 17–22, and 5%–19%, respectively.
3.2. Area dependence of the charge trail
In X-ray event data, where the amount of charge gen-
erated by an X-ray photon is significantly smaller than
that injected into a pixel by the CI structure, re-emitted
charge in one or two following pixels is only virtually
observable in each event, which is the so-called charge
trail. Figure 4 shows the averaged pulse-height of the
preceding and following pixels of grade-0 events as a
function of row number. The pulse-height is calculated
from a raw digital output subtracted by that with no X-
rays irradiated, namely a dark level, so that it represents
the amount of charge originated from X-rays. The prac-
tical difference between the pixel value used in § 3.1 and
the pulse-height defined here is that the former contains
re-emitted charge from CI rows whereas the latter does
not. The pulse-height of the following pixel increases
with row number, namely the number of transfers, as
the number of re-emissions into the following pixel also
increases. The pulse-height of the preceding pixel is
almost constant, which represents the amount of split
charge to neighboring pixels below the threshold used
in the event grading. The difference in pulse-height be-
tween the following and preceding pixels corresponds
to the amount of “trailing charge”. It almost linearly
increases with row number, but discontinuously drops
just after the CI rows. This is because the number of
filled traps discontinuously increases just after the CI
row and gradually decreases with the time constants we
measured; the amount of re-emitted charge, which is in-
versely proportional to the number of the traps filled by
Figure 4: Averaged pulse-height of preceding (triangles) and follow-
ing (circles) pixels of grade-0 events as a function of row number. The
black and red symbols represent the data taken in the full and 1/8 win-
dow modes, respectively. The dashed line indicates the pulse-height
of the full window mode data below the row number of 80, which is
drawn to make it easier to compare the pulse-height with that of the
1/8 window mode data. See texts for the meaning of labels (i) and (ii).
the injected charge, is accordingly lesser in the events
generated closer to the CI row.
The amount of trailing charge at the bottom of the IA,
labeled as (i) in Figure 4, can be a measure of the CTI of
FS because of the dominance of FS in the entire trans-
fer. Similarly, the difference in the amount of trailing
charge at the same ∆Y between the data of the 1/8 win-
dow mode and the first 80 pixel data of the full window
mode, labeled as (ii) in Figure 4, can be a measure of
the CTI of FI because the difference is solely attributed
to the difference in the number of FI. In other words, the
numbers of F′I, FS, and SS are the same (Figure 1).
Figure 5 summarizes the amounts of the trailing
charge per transfer of FS and FI for all segments. The
former and the latter were derived from values (i) and
(ii) by dividing by 640 and 460, respectively. The value
(i) was estimated based on the difference in the inter-
cepts of the two lines that were obtained by fitting each
data set of the preceding and following pixels in the full
window mode. The value (ii) was estimated at ∆Y > 20,
for which the value is almost constant. Although the
transfer times of FS and FI are identical, the amount of
trailing charge in the IA is several times larger than in
the SA in all segments. This result clearly shows that
the CTI depends on the transfer area.
3.3. CTI model considering area dependence
We cannot extract information about the trap with the
long-time constant from the following pixels, since the
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Figure 5: Amount of trailing charge per transfer of FS (red circle) and
FI (black circle) for all segments. The solid lines are guides for the
eye.
amount of charge in the following pixels re-emitted by
those traps is much smaller than those from the traps
with other time constants. To restore the initial pulse-
height, we need to estimate the amount of the charge
loss by a CTI model, which should well predict the
pulse-height observed as a function of row number. In
the case of the Hitomi SXI, we introduced a CTI model
that distinguishes the CTIs between the fast and slow
transfers but not between the imaging and storage areas
[9]. The CTI model describes the data obtained in the
full window mode, whereas it is not yet verified if the
same model with the same parameters can reproduce the
data obtained in the 1/8 window mode.
As described in § 3.2, the CTIs due to FI and FS
are different even though their transfer times are equal.
Following the CTI model shown in Ref.[9], the pulse-
height observed, PH, is expressed as follows:
PH = PH0 · (1 − cF′I )∆Y · (1 − cFI )YFI
· (1 − cFS )YFS · (1 − cSS )YSS , (2)
where PH0 is the initial pulse-height, and ci and Yi are
the CTI and the number of transfers, respectively. The
index i denotes the transfer time and area as shown in
Figure 1. Among the four ci functions, cF′I has only a
constant factor and the other three are functions of ∆Y
as follows:
ci = c0i ·
{
1 − pi · exp
(
−∆Y
τi
)}
(i = FI,FS,SI) , (3)
where c0i, pi, and τi are the CTI values without the CI
effect (c0 FI = cF′I ), probability that the injected charge
fills a trap, and net time constant of re-emission in the
unit of a transfer number, respectively.
Figure 6: Pulse-height of the Mn–Kα line as a function of row number.
The black and red symbols represent the data obtained in the full and
1/8 window modes, respectively. The dashed and solid lines show
the best fits of the two CTI models with cFI = cFS and cFI , cFS ,
respectively. The lower panels show the residuals from the models.
Figure 6 shows the pulse-height of the Mn–Kα line
as a function of row number. The pulse-height peri-
odically changes and follows a sawtooth shape because
the CTI depends on the fraction of traps filled by the
injected charge. Therefore, the CTI is expressed as a
function of the distance from the CI rows, as in Eq. 3.
Figure 6 also shows the residuals from the best fits of
two CTI models: one is the previous model, wherein
the CTI does not have an area dependence, cFI = cFS ,
and the other is the one described in Eq. 2. Both mod-
els reproduce the pulse-height observed in the full win-
dow mode well, but not that in the 1/8 window mode;
the previous model underpredicts the charge loss. This
would be explained as follows. In both models, cFS is
determined almost solely by the charge loss in the first
80 pixels in the full window mode because FS domi-
nates here. Following the discussion in § 3.2, we can
determine the additional decrease in the pulse-height in
the 1/8 window mode from the pulse-height of the first
80 pixel data in the full window mode because FI domi-
nates the difference of their transfers. As shown in § 3.2,
it is suggested to be cFI > cFS in reality. Therefore, the
previous model, assuming cFI = cFS , predicts smaller
charge loss values than the actual values. In contrast,
our model which incorporates the area dependence can
reproduce the data obtained in two different clocking
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modes with identical parameters. For the XRISM SXI,
we employ the CTI model that takes into account with
both transfer-time and area dependence. We confirmed
that the energy resolutions after all of the corrections
including the CTI model were smaller than 200 eV for
6 keV X-rays for all segments in the laboratory mea-
surement; that is to say, FM CCDs met the requirement
for the initial energy resolution.
3.4. Flux dependence of CTI
Figure 7: Pulse-height of the Mn–Kα line as a function of row number.
The red and black filled circles represent the data taken with high and
low X-ray fluxes, respectively. The red open circles denote the case
using “no precursor charge packet” alone (see text for details).
Figure 7 shows the pulse-height of the Mn–Kα line as
a function of row number. We obtained the data with-
out the CI at two different X-ray fluxes, ∼1200 and ∼50
counts frame−1 segment−1. The former value is compa-
rable with the count rate expected in the observation of
the core region of the Perseus cluster, which is one of
the brightest diffuse sources in the X-ray sky. Both data
match each other well for very low row numbers. In
the low-flux data, the pulse-height almost linearly de-
creases as a function of row number. In contrast, in the
high-flux data, not only the pulse-height but also its lo-
cal slope decrease as a function of row number. As a
shallower slope means a smaller CTI value, it is indi-
cated that the CTI value in the high-flux data appar-
ently becomes smaller for higher row numbers. This
phenomenon is expected, if a precursor charge packet,
generated by another X-ray photon incident on a lower
row number pixel in the the same column in the same
exposure of the X-ray photon of interest, serves as sac-
rificial charge. This chance coincidence becomes higher
for higher flux data and a higher row number event. Us-
ing the high-flux data, we made the same plot but us-
ing the events with no precursor charge packets alone,
which is also shown in Figure 7. This “no precursor
charge packet” plot matches well the low flux data plot,
indicating that the above hypothesis is correct. This
phenomenon obviously brings complexity to the inter-
pretation of the results in spectroscopy because the cal-
ibration parameters determined at a certain flux value
are not valid for different flux data sets. In other words,
the energy resolution is degraded and the peak energy
is shifted by the correction for a certain flux that does
not match observed data if the flux dependence is not
negligible.
Figure 8: CTI as a function of incident X-ray flux. The red and black
symbols represent the data taken with and without the CI, respectively.
The open circles denote the case of using no precursor charge packets
alone and filled circles represent the case of using all events. The
dashed and solid lines are guides for the eye.
Figure 8 shows how the apparent CTI value depends
on the incident X-ray flux. We obtained the data with
various flux levels with and without the CI. We eval-
uated the CTI value by fitting the pulse-height of the
Mn–Kα line vs. row number plots to
PH = PH0 (1 − CTI)Y , (4)
where Y , CTI, PH, and PH0 are the row number, CTI
value, pulse-height of the Mn–Kα line at a given Y ,
and pulse-height of the Mn–Kα line at Y = 0, respec-
tively. As expected, in the data set without the CI, the
CTI value becomes smaller for a higher flux, whereas
it becomes almost constant, independent of the flux, in
the case of using no precursor charge packets alone. In
contrast, in the data set with the CI, the CTI value is
almost constant regardless of the flux. The same result
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was obtained using all events. The difference between
the data sets with and without the CI can be explained
by the fact that traps with a long time constant of ∼100
pixels are already filled by the injected charge. Because
the XRISM SXI in orbit will operate only with the CI to
fill traps by a large amount of charge, there is no need to
consider the effects of precursor charge packets acting
as sacrificial charge.
Summary
We reported experimental studies on the CTI of FM
CCD developed for Xtend aboard XRISM. The time
constants of the charge traps were measured. We found
that there were at least three trap populations, and their
time constants in the unit of a pixel were approximately
1, 10, and 100 pixels. A comparison of the amounts of
trailing charge in the full and 1/8 window mode data in-
dicated that the charge loss due to a fast transfer in the
IA is larger than that in the SA. Considering the area
dependence as well as the transfer-time dependence, our
CTI model was able to reproduce the charge loss of both
full and 1/8 window mode data with identical parame-
ters. We confirmed that the spectroscopic requirement
is met applying all of the corrections including the CTI
model. We also confirmed that the CTI depends on the
incident X-ray flux without the CI. In the case with the
CI, the flux dependence was found to be negligible. The
new CTI model (§ 3.3) is directly useful for the XRISM
SXI because it will be used to correct the CTI of the
data obtained after the launch. The rest of our works are
needed to build the model (§ 3.1, § 3.2) and verify the
model to the incident flux (§ 3.4).
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