Neurons in plastic regions of the brain undergo fundamental changes in the number of cells connecting to them as a result of development, plasticity and disease. Across these same time periods, functional changes in cellular and synaptic physiology are known to occur and are often characterized as developmental features of these periods. However, it remains possible that many such changes are direct consequences of the modified degree of partnering, and that neurons intrinsically scale their physiological parameters with network size. To systematically vary a recurrent network's number of neurons while measuring its synaptic properties, we used microfabricated extracellular matrix adhesive islands created with soft lithography to culture neuronal clusters of precise sizes, and assessed their intrinsic connectivity using intracellular recordings and confocal microscopy. Both large and small clusters supported constant densities of excitatory and inhibitory neurons. However, neurons that were provided with more potential partners (larger clusters) formed more connections per cell via an expanded dendritic surface than cocultured smaller clusters. Electrophysiologically, firing rate was preserved across clusters even as size and synapse number increased, due in part to synapses in larger networks having reduced unitary strengths, and sparser paired connectivity. Larger networks also featured a particular increase in the number of excitatory connections onto inhibitory dendrites. We suggest that these specific homeostatic mechanisms, which match the number, strength, and architecture of connections to the number of total available cellular partners in the network, could account for several known phenomena implicated in the formation, organization and degeneration of neuronal circuits.
Introduction
A remarkable property of a neuron is its ability to sustain meaningful dynamics while the number of its functional cellular partners is being revised by development, refinement, plasticity, migration and disease. As an example, neurons in the developing lateral geniculate nucleus (LGN) across development reduce the number of retinal axon inputs with which they partner from Ͼ20 down to only one to three (Sur et al., 1984; Chen and Regehr, 2000) . Similarly, during aging and pathological states such as Alzheimer's Disease, it is believed that brain areas such as the hippocampus suffer losses in neuronal number (Coleman and Flood, 1987; Simic et al., 1997) . Throughout these changes, remaining neurons are believed to sustain comparable activity levels (Rao et al., 1993; Tanila et al., 1997; Smith et al., 2000) , raising the question of whether changes in neuron number may directly impact the biophysics of network connectivity to sustain functional spiking as the size of the network scales.
Changes in synaptic physiology, for example, appear to correlate with alterations in partner number: neurons in the LGN exhibit a 50-fold increase in synaptic strength across development (Chen and Regehr, 2000) . During aging, a decline in hippocampal circuitry may paradoxically be accompanied by increases to synaptic strength in those regions (Barnes and McNaughton, 1980; Foster et al., 1991) . Still, despite the intuitive explanation that a neuron's synaptic circuitry might be responsive to the number of neurons available for partnering, an assay to highlight this relationship and distill which physiological parameters are involved has yet to be produced.
Assays for manipulating the number of neuronal partners have been implemented elegantly in muscle (Colman et al., 1997; Davis and Goodman, 1998; Lichtman and Colman, 2000; Davis and Bezprozvanny, 2001) , where the number of input partners was genetically perturbed and the physiological consequences measured. In contrast, it is difficult to imagine a CNS preparation for cleanly varying the number of a neuron's partners, and the architecture is further complicated by the addition of recurrent connections and the interplay of excitatory and inhibitory con-nections. As such, although a relationship between the number of available partners and consequent synaptic physiology has been suggested (Liu and Tsien, 1995a) , it has yet to be systematically studied.
We therefore sought to develop a simplified assay to (1) systematically vary the number of CNS neurons available in a network with recurrent connectivity, (2) examine the consequences of such perturbations for cellular and synaptic physiology, and (3) visualize excitatory and inhibitory connectivity patterns that change with network size. We adapted neuronal cultures to a soft lithography-based microcontact printing system (Singhvi et al., 1994; Whitesides et al., 2001 ) to engineer discrete neuronal networks in "islands" of distinct sizes but constant densities, on the same coverslip, at the same developmental stage, and in the absence of exogenous input. Our observations indicate that neurons, when connected recurrently and in the absence of external cues, can sense the size of the distributed cellular collective in which they are situated, and they endogenously redistribute synaptic efficacy to reflect this size.
Materials and Methods
Micropattern fabrication. AutoCAD software (Autodesk, San Rafael, CA) was used to define a spatial pattern template of increasingly larger squares. This pattern was custom printed onto a transparency (Advance Reproductions Corporation, North Andover, MA) and used to selectively cover regions of a silicon wafer covered with a thin layer of photoresist during UV exposure (Silicon Sense, Nashua, NH). Regions exposed to the UV hardened, whereas the regions covered by the pattern remained soft and eventually were washed away. The result was a threedimensional imprint of the original pattern designed in the software. This surface then served as a mold on which a polymer was poured, to create a "stamp" with microfeatures. Polydimethylsiloxane (PDMS; Dow Chemical, Midland, MI) was used as a polymer to coat the silicon surface, after which it was cured with heat. When the PDMS had solidified, it was gently peeled from the wafer mold and was used to bring the chemicals described below into contact with the surface of culturing interest.
To prepare the culture surface, an electron-beam evaporator (Massachusetts Institute of Technology Whitehead Institute) was first used to deposit a thin layer of gold (Sigma, St. Louis, MO; catalog #373168) and titanium (Sigma, catalog #433675) onto the surface of a glass coverslip. The PDMS stamp described above was then "inked" with hydrophobic alkanethiols dried with nitrogen gas, and brought into tight contact with the surface of the coverslip. Thus, alkanethiol molecules were transferred onto the gold and titanium surface in the predefined pattern of squares illustrated previously. Once the alkanethiols were deposited, they immediately formed self-assembled monolayers (SAMs) limited to the square islands.
Up to 12 h after alkanethiol deposition, patterned coverslips were sterilized in ethanol, rinsed several times in sterile water, and coated with laminin (50 g/ml, L2020; Sigma). Laminin only adhered to the islands coated with the hydrophobic alkanethiol, and cell adhesion was therefore restricted only to these regions (Singhvi et al., 1994) . When hippocampal neurons were plated onto the laminin-coated micropatterned islands, they preferentially attached to these islands as well as avoided the gold surface. Over the next 4 d, approximately, the adherence between neuron and original island shape tightened as neurons settled and dispersed their axons and dendritic fields to assume each island's size and shape. Cell culture. Hippocampi were dissected from postnatal day 1 (P1) Sprague Dawley rat pups and cultured as described previously (Liu and Tsien, 1995b . All images were collected at 1280 ϫ 1024 pixel resolution and 1-4ϫ software zoom, using a z series projection of 8 -11 images taken at 0.8 m depth intervals. Single-cell labeling (see Fig. 3E ) was achieved by backfilling a pipette with the intracellular solution described below plus Alexa 488 dye, and then waiting for 20 min after rupture to image the filled cell. Electrophysiology. Patch pipettes (2-6 M⍀) contained (in mM) potassium 120 gluconate, 3 KCl, 10 HEPES, 8 NaCl, 0.5 CaCl 2 , 5 EGTA, 2 Mg 2ϩ -ATP, and 0.3 GTP, pH adjusted to 7.3 with NaOH. Extracellular solution was based on Tyrode's solution containing (in mM) 145 NaCl, 3 KCl, 15 glucose, 10 HEPES, 1.3-2.6 MgCl 2 , 1.3-2.6 CaCl 2 , pH adjusted to 7.4 with NaOH. EPSCs and mEPSCs were recorded under voltage clamp (Ϫ60 mV) in the presence of 50 M picrotoxin (Sigma) using a MultiClamp 700A amplifier (Molecular Devices, Foster City, CA), sampled at 10 kHz, filtered at 1 kHz, and recorded using Axon AxoScope or in-house software written in Cϩϩ (G. Liu laboratory). A 5 M concentration of 1,2,3,4-tetrahydro-6-nitro-2,3-dioxo-benzo[f]quinoxaline-7-sulfonamide (NBQX; Sigma) was used to verify AMPA currents. One micromolar tetrodotoxin (TTX; Biotium, Hayward, CA) was added for mESPC recordings. For dual-cell evoked EPSCs, a second whole cell patch was achieved and action potentials were stimulated by injecting 100 -300 pA of current over Ͻ10 ms (current clamp), or 30 -80 mV over 0.5 ms (voltage clamp).
Analysis. Quantification of electrophysiological data were performed in MiniAnalysis (Synaptosoft, Leonia, NJ) for mEPSCs, and custom scripts written in Cϩϩ and Matlab (MathWorks, Natick, MA) for EPSCs evoked presynaptically. Traces for which access resistance varied substantially or were Ͼ25 M⍀ were rejected from analysis. mEPSCs were measured using a 4 pA threshold in MiniAnalysis and then verified manually. Action potentials and EPSCs were located and quantified using custom MATLAB scripts and then verified manually. Image analysis was performed via custom scripts written in ImagePro Plus (Media Cybernetics, Carlsbad, CA) for puncta localization and quantification. Pixels within each punctum were assigned intensity values, and the combined sum of a punctum's intensity values, or integrated optical density, was taken as the punctum's total intensity. All error bars report standard mean error unless otherwise noted. All p values refer to unpaired t tests unless otherwise noted (*p Ͻ 0.05; **p Ͻ 0.01; ***p Ͻ 0.001).
Results

A system for designing the geometry of cultured neuronal networks to grow identical networks of varying size
To explore specific changes in synaptic function that accompany changes in network architecture, we sought a system that would let us spatially restrict the size and shape of neuronal networks in an open-faced culture preparation amenable to direct optical and electrical measurements of function. We made use of cellular patterning methods afforded by microcontact printing Whitesides et al., 2001) , integrating fine-scale techniques developed by others (Scholl et al., 2000; Dertinger et al., 2002; Sanjana and Fuller, 2004) to our established culture protocols for quantifying synaptic physiology in neuronal cultures.
A micropattern was designed in AutoCAD and manifested as a three-dimensional PDMS stamp (see Materials and Methods) that matched the size and shape of our desired neuronal islands, which we engineered to be small squares of geometrically increasing size. The remainder of the procedure is detailed graphically in Figure 1 A. The stamp was "inked" with purified hydrophobic alkanethiols, and brought down tightly on a "coverslip," which had previously been covered with a thin layer of gold and titanium. A solution of laminin was then applied, the physiosorption of which was specific to the patterned hydrophobic regions. Polyethylene glycol (PEG) was next applied to bind preferentially to the nonpatterned regions, to further repel neurons. Finally, hippocampal neurons were dissected, dissociated and plated onto the laminin-coated micropatterned substrates, preferentially attaching to the islands and spreading to assume the island's size and shape.
After 14 d of incubation to allow circuits to mature within each network size, the stability of neurons on the substrates was assessed. Neurons took root and eventually exhibited morphology similar to that observed in normal dissociated cultures ( Fig.  1 B) , and adhered closely to the template pattern, whether the design was for thin edges (Fig. 1C ) or square islands ( Fig. 1 D, E) . Several days were required for crisp pattern adherence: high fidelity was not observed until ϳ4 d in culture (data not shown).
Patterned networks of controlled size can be cocultured and exhibit robust structural and functional properties
To explore how functional properties of cultured neurons changed based on the number of cellular partners available in their local network, we wished to create identical culture islands of varying size on the same coverslip. A template was thus created that featured increasingly larger squares, scaling in diameter from 200, 600, 1200, to 2000 m. Neurons plated on the chips manufactured from this template adhered with high fidelity, as captured by confocal imaging of P14 neurons fixed and stained with the excitatory neuronal marker ␣-CaMKII (Fig. 2 A) .
Neurons isolated to squares were first identified as 4Ј,6-diamidino-2-phenylindole (DAPI)-labeled cell bodies stained for the somatodendritic marker MAP2 (Fig. 2 B) . Additional staining revealed a heterogeneous mix of DAPI-labeled cells with and without coexpression of MAP2 and the synaptic marker VGLUT1 (Fig. 2C ), indicating that both neurons and nonneuronal glial support cells were present and that excitatory connections had formed between the neurons. The presence of synaptic connections was further elucidated with the presynaptic marker synapsin I (Fig. 2 D) , which appeared as localized puncta. Synapses were verified as functional using the optical marker FM1-43 (Betz and Bewick, 1992) (Fig. 2 E) , although vesicle turnover in our inverted microscope system could only faintly be visualized through the opaque gold coverslips.
Island size, measured using ␣-CaMKII staining and image reconstruction, was controlled quite rigorously with only small deviations in size across cultures (Fig. 2 F) . Cell density also tended to be quite stable regardless of the amount of island space available to the neurons for growth (Fig. 2G) , perhaps because cells were deposited simultaneously and evenly across all islands followed by preferential cell loss in the nonadhesive regions.
Neurons were also immunolabeled with ␣-CaMKII and GABA to verify the presence of excitatory and inhibitory cell bodies and dendrites (Fig. 2 H) . Whereas hippocampal excitatory neurons are believed to prominently display ␣-CaMKII and sometimes express GABA as well (Sloviter et al., 1996) , inhibitory interneurons express GABA only and lack ␣-CaMKII (Jones et al., 1994; Liu and Jones, 1996; Sik et al., 1998) . We thus used an ␣-CaMKII expression signature to differentiate excitatory neurons from GABA-positive inhibitory ones. Cell bodies could be visualized as bright puncta relative to diffuse dendritic staining, and the occurrences of these somata were counted manually. As shown in Figure 2 I, a similar ratio of excitatory and inhibitory neurons tended to be present across island sizes (for assessments of neuron morphology and connectivity between different cell types, see below). A system for specifying the geometry of cultured neuronal networks. A, Schematic of method for generation of micropatterned cultures. 1, Features of photoresist are carved by ultraviolet light to create a mold, onto which PDMS is poured, cured by heat, cooled, and peeled from the wafer, to form a microstamp. 2, The microstamp is inked with purified hydrophobic alkanethiols and dried with nitrogen gas. 3, The stamp is brought down tightly on a coverslip, which has previously been covered with a thin layer of gold and titanium using an electronbeam evaporator. 4, Consequently, the hydrophobic alkanethiol molecules are transferred onto the regions of the glass surface that contacted the raised regions of the stamp, where they immediately formed self assembled monolayers. A solution of laminin is then applied, the physiosorption of which is specific to the patterned hydrophobic regions. 5, PEG is applied and binds preferentially to the nonpatterned regions, to further repel neurons. 6, Finally, hippocampal neurons are dissected, dissociated and plated onto the laminin coated micropatterned substrates, preferentially attaching to the islands and spreading to assume the island's size and shape. B, Neurons took root and eventually exhibited morphology similar to that observed in normal dissociated cultures. C, Result of micropatterning neurons in a series of crossing lines. D, Corner of a square microisland of neurons labeled with the excitatory neuron marker ␣-CaMKII. E, Example of how small the islands can be crafted to support neurons. Islands this small were not used in the remaining experiments. Scale bars: B, C, E, 200 m; D, 500 m.
Changing network size changes structural synaptic capacity To distinguish whether cultured networks of different sizes result in a different or conserved number of synaptic connections per neuron, we performed immunostaining for synapsin I (Fig. 3A) . For this and the remaining quantifications, we focused our measurements on the largest island ( Fig. 2A , island 4 with 2 mm side length, "large") versus a smaller island (Fig. 2A, island 2 with 0.6 mm side length, "small"). Here, although neuron density was similar between large and small islands (Fig. 2G) , synaptic density was dramatically increased on the larger island (1072 Ϯ 73 synapses/image, large vs 506 Ϯ 34 synapses/image, small; p Ͻ 0.001 unpaired t test; n ϭ 7 images, large; 6 images, small) (Fig. 3C) , indicating that neurons in the larger networks form more synapses with one another. This capacity for greater connectivity may be partially provided by somewhat larger dendritic trees per neuron, as the overall density of dendrites in the images (Fig. 3B ) was also increased for large networks (42 Ϯ 3% pixels/image, large vs 24 Ϯ 4% pixels/image, small; p ϭ 0.003 unpaired t test; n ϭ 15 images, large; 13 images, small) (Fig. 3D) . Measured more directly, the extent of dendritic arborization measured per neuron by filling individual cells with Alexa 488 (Fig. 3E ) was significantly longer in larger clusters for the primary "basal" dendrite (1821 Ϯ 167 pixels long, large vs 1274 Ϯ 117 pixels long, small; p ϭ 0.02 unpaired t test; n ϭ 6 cells, large; 8 cells, small) (Fig. 3F ) and to some (nonsignificant) degree for branching "distal" dendrites (2558 Ϯ 505 pixels in length, large vs 1625 Ϯ 539 pixels in length, small; p ϭ 0.22 unpaired t test; n ϭ 6 cells, large; 8 cells, small) (Fig.  3F) .
Implications of increased connectivity for functional activity
Measuring electrophysiological properties across micropatterned islands of different sizes, our first observation was that neurons on different islands exhibited comparable functional synaptic and spiking activity (Fig.  4A,B) . First, synaptic activity was measured in voltage clamp (Fig.  4A) , to establish the amount and distribution of excitatory input received by representative neurons. Second, spiking activity was measured in current clamp (Fig. 4B) to examine the actual integration of input and summed output by the neurons. The frequency of excitatory bursting was slightly (although not significantly) reduced in the smaller networks compared with the larger ones (2.89 Ϯ 1.46 Hz, large vs 1.68 Ϯ 0.55 Hz, small; p ϭ 0.49 unpaired t test; n ϭ 4 cells, large; 4 cells, small) (Fig. 4C) , an observation that might be anticipated because there were fewer synaptic partners to initiate and propagate bursting activity. However, the size of these bursts when they did occur was slightly (although not significantly) enhanced (40.2 Ϯ 4.4 pA, large vs 56.1 Ϯ 10.5 pA, small; p ϭ 0.24 unpaired t test) (Fig. 4D) , such that the average integrated area of depolarization received by neurons in the different islands across time was nearly identical (3.10 Ϯ 1.77 pA/ms, large vs 3.90 Ϯ 1.05 pA/ms, small; p ϭ 0.71 unpaired t test) (Fig. 4E) . Similarly, the median interval between action potentials was nearly identical across neighboring clusters of disparate size (3.45 Ϯ 0.79 s, large vs 3.66 Ϯ 0.98 s, small; n ϭ 12 cells, large; 8 cells, small; p ϭ 0.88 unpaired t test) (Fig.  4F) . Thus, neurons in islands of different sizes exhibited stable degrees of excitatory input and integrated output.
Scaling network size changes unitary strength per synapse
The fact that a small number of neurons with a reduced number of synapses consistently fires at the same rate as a large number of neurons with a larger number of synapses suggested that a change in synaptic strength had occurred. We thus examined synaptic quantal size, or the amplitude of AMPA receptor-mediated mEPSCs (Fig. 5A ). Cells were patched and voltage clamped at Ϫ60 mV in the presence of picrotoxin and TTX to discourage synchronous release and measure the quantal size of excitatory events arising from the transmission of single vesicles. Plotting the distribution of quantal responses observed in large vs. small networks revealed that mEPSC responses recorded in small networks had significantly higher amplitudes than those recorded in large networks ( p Ͻ 0.001 Kolmogorov-Smirnov test; large, n ϭ 1985 mEPSCs analyzed from 14 cells; small, n ϭ 2942 events analyzed from 11 cells) (Fig. 5B) . Overall, when averaged cell by cell, excitatory quantal size in small networks was markedly increased compared with mEPSC amplitude in large networks (15.8 Ϯ 1.69 pA, large vs 24.51 Ϯ 1.96 pA, small; p ϭ 0.003 unpaired t test; large, n ϭ 14 cells; small, n ϭ 11 cells) (Fig. 5C ). However, mEPSC frequency was not observed to be significantly different in the two types of network (4.01 Ϯ 1.14 Hz, large vs 4.52 Ϯ 0.78, small; p ϭ 0.73 unpaired t test) (Fig. 5D) , despite a reduced number of synapses in the small network (Fig. 3A) .
Scaling network size changes the relative coupling between pairs of neurons
We next measured the extent of functional connectivity between pairs of synaptic partners, via evoked synaptic transmission using dual intracellular patch clamp (Fig. 5E) . Action potentials were elicited in one "presynaptic" neuron while the synaptic response Figure 3 . Scaling network size changes structural synaptic capacity. A, Immunostaining for synapsin I to count the number of presynaptic terminals. B, Immunostaining for ␣-CaMKII to quantify the percentage of area occupied by excitatory dendritic branches. C, Synapse density was significantly increased on the larger island, despite a constant neuron density between large and small islands (Fig. 2G) . D, Branch density was significantly increased on the larger island, despite a constant neuron density between large and small islands (Fig. 2G) , indicating that neurons in the larger networks interact via larger dendritic trees. E, Live imaging 15 min after filling neurons with the fluorescent dye Alexa 488. F, Dendritic area in single neurons was increased on the larger island, particularly in terms of the length of proximal branches. Scale bars: A,10m; B,20m; E,50m. *p Ͻ 0.05; **p Ͻ 0.01; ***p Ͻ 0.001. Error bars indicate SEM. was measured in voltage clamp in the second "postsynaptic" neuron. Typical evoked transmission in large networks (Fig. 5F , left trace) was significantly reduced compared with similar transmission in small networks (Fig. 5F , right trace), a trend that was maintained across multiple paired connections (18.9 Ϯ 2.92 pA, large vs 74.53 Ϯ 12.86 pA, small; p ϭ 0.02 unpaired t test; large, n ϭ 11 pairs; small, n ϭ 5 pairs) (Fig. 5G) . Evoked synaptic activity in some pairs overcame the voltage clamp in the postsynaptic neuron because of the large amplitude of the synaptic drive, and these pairs were not quantified. This was disproportionately common in the small networks (data not shown).
Excitatory neurons amplify inhibition via innervation of inhibitory dendrites
To test for changes in the identity and targeting of excitatory and inhibitory connections that occurred in networks of different sizes, we first used ␣-CaMKII staining to restrict our analysis to excitatory dendrites. We then used the markers VGLUT1 (excitatory) and VGAT (inhibitory) to label the synapse type onto these excitatory dendrites in large vs. small networks (Fig. 6 A) . We observed that the ratio of excitatory and inhibitory synapses along a given length of excitatory dendrite was maintained at a constant level from one size network to another (5.34 Ϯ 0.68 large vs 4.44 Ϯ 0.84 small; p ϭ 0.43 unpaired t test; large, n ϭ 5 images, 4914 VGLUT1 puncta, 920 VGAT puncta; small, n ϭ 5 images, 5462 VGLUT1 puncta, 1455 VGAT puncta) (Fig. 6 B) . However, when comparing relative size and intensity of excitatory and inhibitory synapses as measured by each punctum's integrated optical density (IOD), we did observe an increase in punctal IOD for inhibitory synapses (1232 Ϯ 143 large vs 2787 Ϯ 463 small; p ϭ 0.02 unpaired t test; measured over the same synapses as above) (Fig. 6C ). This suggests that inhibitory synapses may also be an important locus of functional scaling as the number of available partners changes.
The relative targeting of excitatory synapses to different postsynaptic cell types was next distinguished by labeling ␣-CaMKII (excitatory dendrites) and GABA (inhibitory dendrites), whereas the excitatory terminals themselves were identified and counted using VGLUT1 (Fig. 6 D) . Here, the most notable difference between large and small networks was not in the intensity of the synaptic terminals on excitatory dendrites (2157 Ϯ 146 intensity units/synapse, large vs 2368 Ϯ 613, small; p ϭ 0.75 unpaired t test; large, n ϭ 7 images, 1455 synapses; small, n ϭ 6 images, 932 synapses) (Fig. 6 E, left) or inhibitory dendrites (2407 Ϯ 347 intensity units/synapse, large vs 2042 Ϯ 445, small; p ϭ 0.51 unpaired t test; large, n ϭ 6 images, 1400 synapses; small, n ϭ 5 images, 164 synapses) (Fig. 6 E, right) , nor in the size of VGLUT1-labeled terminals (data not shown), but rather in their density. Specifically, whereas the density of excitatory-toexcitatory projections was similar between large and small networks (0.0069 Ϯ 0.0016 synapses/pixel, large vs 0.0056 Ϯ 0.0006 synapses/pixel, small; p ϭ 0.49 unpaired t test; large, n ϭ 7 images, 1455 synapses; small, n ϭ 6 images, 932 synapses) (Fig. 6 F,  left) the density of excitatory-to-inhibitory projections was massively increased in the larger networks (0.0104 Ϯ 0.0020 synapses/pixel, large vs 0.0017 Ϯ 0.0005 synapses/pixel, small; p ϭ 0.01 unpaired t test; large, n ϭ 6 images, 1400 synapses; small, n ϭ 5 images, 164 synapses) (Fig. 6 F, right) , suggesting an amplification of inhibition in these networks that could help to gate network activity by increasing the functional drive to inhibitory subcircuits (Hartman et al., 2006) . This structural rearrangement may work together with the scaling of quantal size and functional connectivity (Fig. 5) to redistribute synaptic efficacy throughout the network in support of an increased number of synaptic partners and connections.
Discussion
We present a system for varying the size of cultured cellular networks on a fine scale, and use it to identify a host of neuronal connectivity parameters that are reconfigured through intrinsic mechanisms after changes in the number of neurons situated in a network.
Although methods for micropatterning cellular substrates are now well worked out Whitesides et al., 2001) and have been applied to neurons (Scholl et al., 2000; Dertinger et al., 2002; Sanjana and Fuller, 2004) , we believe that the present work is the first to use these techniques to specify network morphology to study properties of synaptic function. Being able to coordinate the size and shape of deposited networks with read- (Fig. 3C) . E, The extent to which pairs of neurons were functionally coupled was assessed via evoked synaptic transmission using dual intracellular patch clamp. Action potentials were elicited in one "presynaptic" neuron whereas the synaptic response was measured in voltage clamp in the second "postsynaptic" neuron. F, Typical evoked transmission (stimulus artifacts replaced with arrows) in small networks was significantly increased in amplitude compared with evoked transmission in large networks. G, Quantification for all evoked transmission in large and small networks. Evoked responses in small networks were significantly larger than evoked responses in large networks. Note that pairs where evoked transmission in one neuron triggered an action potential in the postsynaptic neuron were omitted, because such depolarizations were too large to quantify in voltage clamp with our patch circuits. Although presynaptically induced spiking was rare in large networks, it was relatively common in small networks. ***p Ͻ 0.001. Error bars indicate SEM.
outs of synaptic connectivity and other physiological signatures demonstrates a first step toward engineering customized neuronal networks to explore how network architecture impacts network function.
In our system we observed that when the number of available synaptic partners is increased (Fig. 2) , the total number of connections they form is also increased (Fig. 3) , whereas total input and activity levels are maintained (Fig. 4) via a redistribution of strength across the connections (Fig. 5) and through a reorganization of connectivity between excitatory and inhibitory neurons (Fig. 6) .
Increasing the number of partners available to a neuron increases the number of synapses to each partner Our result that the number of synapses per partner increases with the number of available partners (Fig. 3) was not necessarily predictable. It could be that neurons are not sensitive to the addition of cellular neighbors, and would conserve their distribution of synapses among a set number of partners even when more are added, leading to a conserved number of synapses. Or, all other things being equal, neurons could be tuned to spread a conserved number of synapses evenly as potential partners are introduced, such that more and more neurons become connected using fewer and fewer synapses each, again for a conserved number of synapses. Hypothetically, adding more neurons to the recurrent network could even increase the opportunities for spontaneous excitability, thus generating more activity and leading to a homeostatic decrease in the number of synapses. Instead, we find that changing the number of available input partners directly scales synapse number to lead to a more richly connected network, with neurons selecting to scale down synaptic strength in compensation, a result that to our knowledge has no precedent in the literature. Thus, when presented with more potential partners, neurons seemed to trade off fewer, stronger connections for more, weaker ones.
An inverse relationship between number of synaptic partners and unitary synaptic strength
The tradeoff between a neuron's quantity and "quality" (strength) of synapses as a consequence of scaling is in line with mechanisms intended to redistribute some measure of synaptic efficacy to promote functional stability and/or maximize information processing (Laughlin, 1989; LeMasson et al., 1993; Turrigiano and Nelson, 2000; Davis and Bezprozvanny, 2001; Burrone and Murthy, 2003) , and possibly relates to the maintenance of a quantity of aggregate efficacy that is redistributed between a flexible number of partners. Biophysically, this quantity could take the form of postsynaptic AMPA receptors, which are known to undergo fluid trafficking between synapses because of activity-dependent cues (Poncer et al., 2002; Song and Huganir, 2002) and which have been implicated as the ultimate downstream benefactor of "synaptic tagging" protein-synthesis-dependent factors (Frey and Morris, 1997) over which synapses may compete for relative strength (Fonseca et al., 2004) .
Our observed changes in quantal size (Fig. 5A-C ) are compatible with a postsynaptic AMPA receptor model, as the size and intensity of a presynaptic molecular correlate of quantal size (VGLUT1) does not change (Fig. 6E) . At the same time, an increase in quantal size (ϳ66%) (Fig. 5C ) is probably not sufficient to fully explain the ϳ3.5-fold increase in overall connection strength that occurs when number of partners is reduced (Fig. 5G) ; rather, there is probably an additional increase in the probability of release per synapse, or the number of synapses comprising a connection [as in the study by Chen and Regehr (2000)], although the total number of synapses in the network is reduced with the total number of cells that need to be connected (Fig. 3C) . Interestingly, multiple aspects of this remodel- Figure 6 . Scaling network size changes functional network architecture and excitatory-inhibitory balance. A, Triple immunostaining for the excitatory dendrite marker ␣-CaMKII, the excitatory synapse marker VGLUT1, and the inhibitory synapse marker VGAT. B, Density of excitatory and inhibitory synapses per unit length of excitatory dendrite. There was no significant difference in the relative density of excitatory and inhibitory synapses between large and small networks. C, The punctal intensity of excitatory and inhibitory synaptic boutons, as measured by IOD, showed no change in the intensity of excitatory synapses from large to small networks. However, the intensity of inhibitory synapses in small networks was significantly decreased compared with those in large networks. D, Triple immunostaining for the excitatory dendrite marker ␣-CaMKII, the inhibitory dendrite marker GABA, and the excitatory synapse marker VGLUT1. E, Staining intensity of excitatory synaptic boutons on either excitatory or inhibitory dendrites. No significant difference was detected in excitatory intensity onto either type of postsynaptic cell between large or small networks. F, Density of excitatory synapses made onto either an excitatory or inhibitory dendrite in large or small networks. A significant reduction of excitatory synapses onto inhibitory dendrites is observed in small networks. Scale bars: A, 10 m; D, 20 m. *p Ͻ 0.05; **p Ͻ 0.01. Error bars indicate SEM.
