The concept of electrodiffusion based on the Nernst-Planck equations for ionic fluxes coupled with the Poisson equation expressing relation between gradient of the electric field and the charge density is widely used in many areas of natural sciences and engineering. In contrast to the steady-state solutions of the Nernst-Planck-Poisson (abbreviated as NPP or PNP) equations, little is known about the time-dependent behavior of electrodiffusion systems. We present numerical solutions of an NPP system modeling dynamics in the interior of a membrane channel containing an electrolyte after a potential jump at one side of the membrane (voltage-clamp). The NPP equations were solved using the VLUGR2 solver based on an adaptive-grid finite-difference method with an implicit timestepping. The used approach allows for solving the full set of the NPP equations without approximations such as the electroneutrality or constant-field assumptions. Calculations reveal interesting nonlinear time evolution of the ionic concentrations and potential.
INTRODUCTION
Movement of charged particles driven by gradients of both chemical and electrical (i.e. electrochemical) potentials is termed an electrodiffusion. The corresponding flux defined as the number (in moles) of the particles transported per unit time through unit area is given by the Nernst-Planck equation:
where J i denotes the flux of i-th particle, c i and z i are the molar concentration and the charge number, respectively, and ϕ is the electric potential. The symbols F and R stand for the Faraday and universal gas constants, respectively, and T represent the absolute temperature. In general, movement of charge is accompanied by a change of the electric field due to a change in the charge density. The charge density ρ (in C m −3 ) is related to the electric field intensity E by the Poisson equation:
where ε is the permittivity of the medium. The Nernst-Planck equations describing the fluxes of individual particles (e.g. ions) coupled to the field Poisson equation represent a mathematical framework for description of the elec-
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trodiffusion under the assumption of continuity usually referred to as the Nernst-Planck-Poisson (NPP) theory. The NPP theory (in the biophysics field also referred to as PNP theory) provides a valuable tool for investigation, analysis, modeling, and general theoretical description aimed at elucidation and interpretation of electrodiffusion phenomena that may be encountered in many areas of both living and non-living matter. The concept of electrodiffusion based on the NPP theory extends to a variety of fields such as membrane biophysics, enzyme kinetics, colloid science, electrochemistry and electroanalytical chemistry, microfluidics, solid state physics, and materials science. Although the mathematical formulation of the NPP theory is expressed in an elegant compact form of a set of partial differential equations, to solve these nonlinear equations is a particularly difficult task. Since the classical papers by Planck [1] and Goldman [2] , much work has been done on finding steady-state solutions of the NPP equations, e.g. modeling of ion transport through liquid junctions [3] , protein channels [4, 5] , and synthetic nanopores [6, 7] . However, very little is known about the time-dependent behavior of electrodiffusion systems.
An early attempt to solve nonlinear time-dependent NPP equations was presented in 1958 by Helfferich & Plesset [8] , who solved the electrodiffusion equations applied to ion exchange kinetics assuming the electroneutrality condition introduced by Planck. Using the finite differencing they obtained numerical results for counter ions of equal valence and different mobilities.
In 1965 in their renowned work, Cohen & Cooley [9] showed for the first time numerical solutions of the time-dependent NPP equations for a thin permeable membrane between electrolytic solutions (Na + /H + /Cl − ). The time and space changes in concentration, electrical potential and effective conductance were calculated as the response of the system to step current input. The current was defined including contribution of the displacement current. Finite-difference approximations were used for the space and time derivatives and a predictor-corrector scheme was used for time integration. Charge neutrality was assumed for the time-dependent case with additional discussion of boundary effects that occur when charge neutrality does not hold in the steady-state case.
Hafemann [10] then presented a method for computation of the liquid junction potential as a function of time and discussed applications to more complex systems, including biological membranes.
Particularly important is a contribution of MacGillivray [11] who solved analytically the time-dependent NPP system applied to a biological membrane. He introduced boundary conditions reflecting a "voltage-clamp" type of experiment, in which the system is subject to an instantaneous jump in potential difference across the membrane. The solutions were given in the form of asymptotic expansions, valid for small and large times and small voltage-clamp values. These results showed that the early time perturbation concentrations do not satisfy the electroneutrality assumption.
Another work analyzing time-dependent behavior of a membrane under the voltage clamp conditions is due to Offner [12] . He developed a numerical technique employing Crank-Nicolson method to calculate ionic current flows following a depolarizing step. Alternatively to the Nernst-Planck formulation of the problem, the activation energy formulation of diffusion was applied to the diffusion process treated as a series of discrete jumps across potential barriers.
Brumleve & Buck [13] presented an efficient simulation procedure for the steady state and transient solution of the NPP equations. The fully implicit algorithm involving Newton-Raphson technique allowed treatment of multi-ion systems and included refinements in time and distance scaling ensuring computational efficiency. The effectiveness of their method was demonstrated by using examples from the fields of membrane electrochemistry and solid state physics. The procedure allows for simulation of a transient response of the system to current or charge steps or ramps. However, potential is a dependent variable and cannot be controlled.
The work of Brumleve & Buck was followed by others, for example, the approach of numerically solving the NPP equations was used to study equilibrium and nonequilibrium diffuse electrical double layer at the metal electrode/electrolyte solution interface [14] and in ion-exchange membranes [15] . Rudolph [16] simulated electrical migration and diffuse double-layer effects using a fast implicit finite difference algorithm, which was developed as a part of a general tool for modeling electrochemical processes related to electroanalytical chemistry. Liquid junction and ion selective membrane potentials were studied using a numerical model based on the time-dependent NPP equations by Sokalski et al. [17] . Bieniasz [18] extended his numerical technique based on the finite-difference patch-adaptive strategy to time-dependent models involving electrodiffusion transport described by NPP equation systems in one-dimensional space geometry. Lim et al. [19] presented a finite element implementation of the NPP and modified NPP models for a transient analysis of electric double layer. Examples of recent applications of the 67 NPP theory to time-dependent problems concern translocation of DNA through nanopores and nanochannels [20] , or electrochemical methods like cyclic voltammetry [21] and electrochemical impedance spectroscopy [22] .
Numerical methods used for solving an initial boundary value problem of the NPP equation system can be divided into three groups. Most frequently used is the finite-difference approach as documented by majority of the references cited above. The second group is represented by techniques based on the finite element method. Although implementations of this method for time-dependent electrodiffusion problems were rare a decade ago [23] , recent work [19, 24, 25, 21] indicates advancements. A special class among the numerical methods used to solve the NPP equations in space and time represents the "network thermodynamic method" introduced by Horno et al. [26] . The key strategy of this approach is to transform the governing partial differential equations into an equivalent electric circuit and to solve numerically the resulting set of ordinary differential equations in time. Most of the works mentioned above used 1D geometry. Implementations of models in higher spatial dimensions for the time-dependent NPP problems are scarce. Samson et al. [27] published an interesting work on modeling electrodiffusion mechanisms in porous media in 1D and 2D geometries. Finite-difference methods used for initial value problems involving the NPP equations cover a wide spectrum of algorithms between entirely explicit and entirely implicit techniques. Although explicit algorithms are more convenient for implementation, they were criticized for numerical instability and computational ineffectiveness. Time integration schemes used by implicit methods usually include the implicit Euler scheme and backward differentiation formulae (BDF). Most of the finite-difference implementations that can be found in the literature concerning the NPP systems used fixed spatial grids and time steps in contrast to rare application of more efficient adaptive methods. A detailed review of the finite-difference approaches to solving the time-dependent NPP equations can be found in [18] .
Apart from numerical methods, significant results have been obtained by analytical approach to finding solutions of the timedependent NPP equations. From many contributions we mention here works of Bazant et al. [28, 29] , who analyzed the diffusecharge dynamics in electrochemical systems using matched asymptotic expansions. Of interest is also an investigation of charge transport in a planar device on application of a voltage step by Beunis et al. [30] , and an analysis by Golovnev & Trimper [31] giving an exact solution to the time-dependent NPP equations in the linear regime for a polyelectrolyte system subjected to a dc applied voltage.
Our motivation is a perspective of modeling electrodiffusion dynamics in biological processes. This aim requires implementation of numerical techniques of solving the NPP equations for complex models with spatially 2D and 3D geometry. We started with a simple two-dimensional model of a membrane channel and simulated concentration of ions and electric potential in space and time after a voltage or current step using the VLUGR2 solver for time-dependent PDEs in 2D [32] . The problem was formulated to be independent on y-coordinate, so the obtained numerical solutions are comparable to the analytical limits for 1D steady-state solutions and to the 1D asymptotic solutions for early times. In addition to testing the 2D solver for applicability to solving the time-dependent NPP equations, the results reported here bring further insight into physical processes of charge separation in a solution of strong electrolyte in a membrane under the voltageclamp conditions. Although the one-dimensional problem under study is classical, to our knowledge, spatiotemporal profiles of ionic concentrations, fluxes, electric potential, and both the faradaic and the displacement currents have not been presented in the literature for the given formulation without approximations such as those arising from the electroneutrality or the constant field assumptions.
THEORY
The used biophysical model is represented by a rectangular domain of 10 nm length and 3 nm height describing a simple membrane channel. The interior of the domain was filled by a water solution of a uni-univalent strong electrolyte without any internal or boundary fixed charges. The lower and upper boundary of the domain carried the Neumann boundary condition for the ionic concentrations and the potential: ∂c/∂ y = 0, ∂ϕ/∂ y = 0. Also, the initial and side boundary conditions were formulated without any gradients in y-direction, so the analyzed problem may be treated as one-dimensional. This simplification makes it possible to compare solutions obtained by a 2D solver of PDEs with the existing solutions and to test reliability and applicability of the chosen solver to deal with the electrodiffusion problems defined in two and potentially three dimensions. The left (x = 0) and right (x = 10 nm) boundaries were kept at constant concentrations of the electrolyte of 50 and 500 mmol dm −3 , respectively. The left boundary was all the time grounded at zero potential, while the right one was subject to a sudden (at t = 0) rise of the potential from zero to a value of +100 mV.
Initial concentrations of cation and anion were equal to each other with linear distribution along the x-coordinate, conforming to the constant gradient across the membrane given by the boundary conditions. Time evolutions of both ion concentrations and of electric potential after the potential change were calculated by numerical solving the governing PDEs. The conditions specified above are referred to as standard and were used in most of calculations. Alternatively to the potential step (voltage clamp), the current step condition were also applied. The used biophysical model was inspired by a model of the gramicidine A channel [5] with some modification and simplification. The channel length was extended to 10 nm which is a usual value representing the membrane thickness.
The governing equations were those arising from the NPP theory. For the non-stationary problems the fluxes and concentrations obey the continuity equation:
where t is time. Considering that the electric field intensity is related to the electric potential
and applying the continuity equation on the Nernst-Planck equation (1) for both ion fluxes, the following expressions are obtained for time derivative of ionic concentrations:
where the indexes 1 and 2 are related to cation and anion, respectively. Expressing the charge density in the equation (2) by means of the ion concentrations and with respect to (4), the Poisson equation takes the form:
where ε 0 and ε r are the vacuum permittivity and the relative permittivity of the medium, respectively. The initial boundary value problem described by equations (5)- (7) was solved with the initial and boundary conditions as described above, using the following standard set of the parameters (unless otherwise noted):
The parameter values were taken from [5] with minor modifications. The diffusion coefficient of anion was decreased twice to demonstrate more general example of inequal ionic mobilities. For the step-current case the left boundary was also held at zero potential, whereas the right boundary condition, instead of the Dirichlet one for the voltage-clamp case, was prescribed as follows:
where i F denotes the imposed faradaic current density.
Calculated spatiotemporal profiles of the ion concentrations and the potential may be used to evaluate other quantities of interest by an a posteriori numerical derivation as described in the next section. The ion fluxes and their decomposition to diffusion and migration terms were determined according to equation (1) . The ionic fluxes may be subsequently used to figure out the faradaic current caused by the net charge flow through the channel. The electric field E was evaluated using its relation to the electric potential (Eq. 4), ignoring electrodynamical contribution from the change of magnetic field in time. However, time change of the electric field induces the displacement current, whose contribution to the total current may be significant in electrolyte solutions [9, 14, 33] . So the total current density was calculated as the sum of the faradaic (conducting) current and the displacement current in accordance with the Maxwell's definition of "the true electric current" [34] :
where i T and i D stand for the total and displacement current densities, respectively. The second mixed spatio-temporal derivative of the potential was used for the displacement current evaluation.
COMPUTATIONAL METHODS
The system of the time-dependent NPP equations (5)- (7) was solved with the use of an adaptive grid solver for PDEs in 2D called by the autors VLUGR2 [32] . This Fortran 77 code is based on an adaptive-grid finite-difference method with an implicit timestepping. In the following, we present a brief outline of the numerical approaches utilized by the solver. More detailed information about algorithmic aspects and the code structure of the VLUGR2 can be found in [32] . The concept of a Local Uniform Grid Refinement method lies on adaptive grid refinement in regions with high spatial activity.
Starting from a uniform base grid covering the whole domain, a nested finer subgrid is recursively created where required by division of a coarser grid cell in 4 equal parts. The location and size of the subgrids are readjusted at each time step. For the space discretization, standard second-order finite differences are used, central on the internal domain and one-sided at the boundaries. The refinement is governed by a curvature monitor SPCMON:
where (i, j) is a specific grid point and ic denotes a component of the solution u of the number NPDE of PDEs. The subscripts x x and yy mean second partial derivatives with respect to x-and y-coordinate, respectively. x and y are the grid width in the x-and y-direction, respectively, and
The variables SPCWGT, UMAX, and TOLS are user specified quantities -a weighting factor for the relative importance of a PDE component on the space monitor, the approximate maximum absolute value of a component, and the space tolerance, respectively. The system of PDEs is solved by the VLUGR2 using the Method of Lines (MoL) approach. After the space discretization of the PDEs a system of ordinary differential equations (ODEs) or differential algebraic equations (DAEs) is obtained. The resulting system of ODEs/DAEs is integrated in time using the secondorder two-step implicit Backward Differentiation Formula (BDF) with variable step size. In the first step the Backward Euler method is used. The time integration is controlled by means of both absolute and relative tolerances which depend on the user specified parameters UMAX and TOLT. A relative weighting factor TIMWGT may be also specified. Although the size of each integration time step is automatically adapted by the solver, the user may control its lower and upper bound by DTMIN, DTMAX parameters, respectively. The initial time step size DT needs to be specified directly by the user.
We used a double precision version of the VLUGR2 code. For a standard calculation the domain was covered by a basic grid of 10 × 3 cells in x and y direction, respectively, with grid refinement allowed up to level 4. The initial time step size DT = 10 −11 s was used and space and time tolerances were specified as TOLS = 0.005 and TOLT = 0.003. The default option BiCGStab with ILU preconditioning was used as linear solver. Jacobian matrix was computed by numerical differencing. Convergence was tested by comparing the results obtained with various grid densities and time step sizes. Computations were carried out on a PC equipped by 2.13 GHz Intel Xeon 3050 processor. Duration of a job did not exceed several seconds.
The ion fluxes, currents and electric field were calculated by an a posteriori differentiation of the obtained solution profiles using the expressions described in the previous section. Numerical evaluations of the first and diagonal second derivatives (∂ 2 /∂ x 2 ) were obtained using seven (generally nonequidistant) point differential quadrature-like scheme which supress the contaminantion from higher (up to 6th) order derivatives. We examined several other computational setups (from the common 3-point formulae up to 11-point scheme), but the 7-point approach with properly adjusted distances of the independent variable gave most stable and reliable results. Accuracy of the calculated mixed spatio-temporal second derivatives (∂ 2 /∂ x∂t) was verified by comparison of the ∂(∂/∂t)/∂ x and ∂(∂/∂ x)/∂t values. The numerical partial derivatives also allow for testing the obtained solutions. For the purposes of the a posteriori data processing the solution profiles were calculated on a fixed uniform grid of 160 × 3 cells giving resolution x = 0.0625 nm without further refinement.
RESULTS AND DISCUSSION

Tests of accuracy of the numerical steady-state solutions
A basic test of reliability of the adopted numerical technique for solving the time-dependent NPP equations provides the possibility of comparing the calculated steady-state profiles with the limit solutions available in the form of analytical expressions. As mentioned above, the electroneutrality assumption, first used by Planck [1] , is applicable to long channels in contrast to the constant-field approximation, used by Goldman [2] , which is valid for short channels. Analytical expressions for the ion concentration and the electric potential profiles for both cases referred to as the "long-" or the "short-channel limit" can be found in the basic literature [35] . We compared steady-state profiles calculated under various conditions with the analytical limits. The results confirmed that the numerical solution for low electrolyte concentrations approach the short-channel limit with decreasing the channel length, while at higher ionic concentrations and longer channels the electroneutrality condition becomes valid and the solutions are close to the long-channel limit. Figure 1 illustrates the testing calculations with the standard set of parameters. The calculated steady-state profiles of the ionic concentrations through the membrane for the full NPP system (circles) slightly differ from the straight line demonstrating a moderate deviation from electroneutrality which gradually vanishes with the increasing channel length. On the other hand, shortening the channel induces a more significant separation of the cationic and anionic concentration profiles towards the nonlinear limits given by the constant-field assumption. The constant-field condition may be imposed for an arbitrary length of the channel by setting the right-hand side of the Poisson equation (7) to zero. The numerical stationary solution of the NPP system with the Poisson equation fixed that way (boxes) fully reproduces the short-channel limit represented by the well-known Goldman-Hodgkin-Katz equations. Numerical steady-state solutions of the NPP equations for the conditions corresponding to intermediate regions out of the applicability of both the analytical limits are available in the literature. We compared our solution with that presented by Corry and coworkers [36] for a 2.5 nm long channel with the concentrations of the electrolyte maintained at 500 and 100 mmol dm −3 at the left and right end, respectively, under the potential difference of 100 mV through the channel. The solutions matched very well, although small differences in the ionic concentrations appeared, particularly in the central region of the channel. This effect may be attributed to the different definition of the channel boundary for the systems under comparison. Corry et al. used a cylindrical 3D model of the ion channel with the solid wall and they obtained the 1D solution as a convergence limit for the increasing diameter of the channel. We used a 2D model as previously described giving a solution which was proved to be independent on the ycoordinate in accordance with the problem definition.
Comparison of the time-dependent numerical and asymptotic analytical solutions
Existence of an asymptotic analytical solution of the time-dependent NPP equations found by MacGillivray [11] for early times and small voltage-clamp values makes it possible to test the used numerical approach with respect to temporal dynamics and discuss time evolution of both the solutions for larger times. To this end, we performed calculations under the conditions that allow direct comparison of the numerical and analytical solutions. The diffusion coefficients of cation and anion were increased from their standard values to D 1 = 2 × 10 −5 and
The boundary electrolyte concentrations were set to 100 and 200 mmol dm −3 for the left and right boundary, respectively. The right boundary potential was subject to a voltage step (at the time t = 0) from the initial value of 50 mV to 52.5 mV. The initial spatial profiles of the ion concentrations and the potential were set to functions representing the steady-state solutions of the NPP equations satisfying the boundary conditions at t = 0. Since the electroneutrality assumption is not quite fulfilled, analytical solutions could not be used as the initial profiles. The profile functions were obtained in a preliminary calculation by solving the time-dependent problem of the voltage step from zero potential to a given value (50 mV) with linear initial distribution of ion concentrations. After a time long enough to reach the steady state, the integration was stopped and the solution was used as the initial conditions for the main calculation. Other model parameters were the same as those specified in the Theory section for the standard simulation. The resulting solution is presented in the form of the perturbation variables which describe time evolution of the difference between the actual value of a dependent variable (ion concentration or potential) and its initial steady-state value. Figure 2 shows perturbation concentrations of ions as functions of time and position in the channel using the dimensionless variables introduced by MacGillivray [11] . It can be seen that the numerical solution for both ions initially follows the asymptotic limits. The analytical solutions for various positions coincide at early times, so only the two solid lines for each ion can be distinguished in Figure 2a . For the dimensionless timet > 0.01 the numerical solutions markedly diverge from each other depending on IVAN VALENT, PAVEL NEOGRÁDY, IGOR SCHREIBER and MILOŠ MAREK 71 the dimensionless positionx and significantly deflect from the asymptotes. This is mainly due to the fact that validity of the analytical solution is restricted for "small time" satisfying the conditiont
where L is the thickness of the membrane (the channel length), C is the concentration at x = 0, and other parameters have the same meaning as previously explained. For the conditions used in the calculation α 2 = 0.0185, which is in agreement with the discussed observations. Already at early times the process of charge separation occurs demonstrated by a positive growth of the perturbation concentration of cation in contrast to the perturbation concentration of anion which declines to negative values. This confirms the fact pointed out by MacGillivray that the early time perturbation concentrations do not satisfy an electroneutrality assumption. At higher times the nonlinear effects become significant resulting in non-monotonous evolution of the cation perturbation concentration which passes through a maximum. The steady state is established approximately att ≈ 2. The spatial profiles shown in Figure 2b also demonstrate good agreement between the numerical and analytical solutions at early times (t = 0.002 and 0.003), in particular for the anion perturbation concentration. With increasing time, apart from the deviation from the asymptotes, the numerical solution continuously loses its symmetry across the channel center with a more profound effect of the charge separation at the left boundary.
An additional source of discrepancy between the presented numerical solution and the analytical solution given by MacGilliray is the definition of the initial (and hence the final) steadystate condition. MacGillivray constructing his asymptotic expansions [11] used the solution corresponding to electroneutrality, noting that other approximations, such as constant field assumption, could also be used to describe the quiescent state. Once the electroneutrality assumption is applied as the initial condition, the final steady state will also satisfy electroneutrality as MacGillivray proved by analysis of the "large time" behavior [11] . Thus, the perturbation concentration of ions initially stirred by the voltage jump will return to zero values when the new steady state is achieved. In fact, for a channel of a finite length, the electroneutrality solution is not a true solution of the stationary NPP equations, rather it is a limit of the actual steady-state solution for a channel length approaching infinity. Nevertheless, the electroneutrality assumption is a good approximation applicable for channels of more than, say, 10 nm length assuming usual electrolyte concentrations. However, even for relatively long channels, the steady-state concentration profiles of ions will curve from linearity in a non-zero electric field. Consequently, in a real channel, the final steady state will differ from the initial one not only in the profile of the potential, but also in distribution of the ion concentrations, even for small voltage-clamp values. Accordingly, the perturbation concentrations in Figure 2a do not converge to zero, but are split into several final values depending on the sign of ion charge and the positionx.
The time-dependent behavior of the NPP system under the voltage/current-clamp
In this section we present the numerical results of solving the time-dependent NPP system under the conditions specified above (the standard conditions) using the computational methodology based on the VLUGR2 solver for PDEs as previously described. Figure 3 shows the time evolution of the ionic concentrations and the electric potential at one quarter of the channel (x = 2.5 nm) after a potential jump from 0 to +100 mV. The figure illustrates typical nonlinear dynamics of the process which is extremely fast
NUMERICAL SOLUTIONS OF THE FULL SET OF THE TIME-DEPENDENT NERNST-PLANCK AND POISSON EQUATIONS
at the beginning requiring a very small and flexible time step. After a nanosecond, the charge separation is obvious (Fig. 3a) and the ionic concentrations diverge from each other. While the concentration of cations passes through a maximum at roughly 20 ns, the anionic concentration exhibits a sigmoid decrease. The steady state is established after approximately 1 μs from the voltage switch-on and apparently does not satisfy electroneutrality. The time course of the potential (Fig. 3b) shows a sigmoid increase from the initial value of 25 mV to a steady-state value of 47.4 mV. Although the initial conditions prescribe the zero potential as the starting value everywhere in the channel, after the first time step the potential profile is abruptly switched by the solver to a linear one, correctly satisfying the new potential boundary condition and the initial electroneutrality. Subsequently, the electric field, and the potential accordingly, is continuously changed as the ions move in the process of electrodiffusion. Applying voltage-step of the negative polarity leads to the same time courses of the ionic concentration, however cationic and anionic course are exchanged. By increasing the anionic diffusion coefficient twice, so that its value equals that for the cation, causes a shift of the maximum in the cationic concentration course to an earlier time associated with a decrease of the maximum value. The inflection point of the anionic concentration and the potential curves show a similar shift to shorter times. Further increase of the anionic diffusion coefficient exceeding the cationic value makes the described effect more pronounced.
The presented standard calculation with the tolerances set as TOLS = 0.005 and TOLT = 0.003 required 99 various time steps with the dynamically adapted space grid as documented by Figure 4 . The most densely spaced grid of the fourth level allowing a resolution of x = 0.125 nm was generated after 10 ns and covered almost one half of the computational domain indicating a higher spatial activity in the left part of the channel. -Space grids generated in the course of the standard calculation (see Fig. 3 ). Only the x-nodes are shown, while the y-nodes were kept fixed.
The space tolerance TOLS affects the computational accuracy influencing the grid refinement by means of the curvature monitor (Eqs. 10, 11), however, once the spatial resolution is set on by the grid adjustment, or the fixed grid is used, the TOLS parameter has no impact on the effective accuracy of the calculation. The time tolerance TOLT is particularly important for the problem under study and a proper specification of this parameter is crucial to obtain correct results. The effect of the TOLT parameter on the residuals -differences of the right-hand and left-hand sides of the solved equations (5)- (7) and on the calculated values of the ionic concentrations and the potential was investigated using the standard NPP model as previously specified. Table 1 lists the residuals and the values of the dependent variables for x = 7 nm at t = 10 ns. The numbers of the time steps performed for the whole calculations to the end time of 10 μs for the given TOLT values are also included. It can be seen that a decrease of TOLT from 0.05 to 0.02 resulted in a significant reduction of the residuals, although impact on the discrete values of variables, particularly the concentrations, is less profound. Nevertheless, the calculated time profiles suggest that a satisfactory resolution of the most dynamical phases of the process under study requires values of TOLT below 0.01. In addition to the voltage-clamp, an alternative way how to induce an electrodiffusion process in a membrane channel is imposing the electric current of a defined magnitude on the system. We tested also this option using the definition of the right boundary condition as specified in the Theory section (Eq. 8). It should be noted that the boundary condition expressed by Equation 8 prescribes the Neumann condition for the derivative of the potential in accordance with the specified ionic net-flux. Hence, the imposed current represents exclusively the faradaic (conducting) current in contrast to the current-step conditions used previously [9, 13] including the displacement current. Since the displacement current appears merely as a transient phenomenon (though possibly of a considerable magnitude) that vanishes in the steady state, it is a matter of the particular problem formulation which current step definition is physically more adequate. In our simulations the NPP system was solved subject to a current step from 0 to −2 pA nm −2 and spatiotemporal profiles of the ionic concentrations and potential were calculated similarly as for the standard case shown in Figure 3 . The faradaic current density of −2 pA nm −2 developed a steady-state potential of +168.48 mV at the right boundary of the channel. In order to compare behavior of the system under the voltage and current-clamp conditions, we performed a reference calculation imposing a potential step from 0 to +168.48 mV at the right channel end. No significant difference in the time courses of the ionic concentrations was observed. The maximum in the concentration of cation is somewhat smaller (difference of 3.5 mmol dm −3 for the current-clamp condition and shifted to a later time (difference of 7.3 ns). The anionic concentrations show qualitatively the same sigmoid time course with a similar time shift indicating a longer induction period for the process of charge separation in the current-clamp case. As expected, both simulations attained the same steady state.
The obtained solution of the studied NPP problem in the form of spatiotemporal profiles of the ionic concentrations and the potential provides information on other physical quantities such as the electric field intensity, the ionic fluxes or various components of the electric current. Data for the required quantities as functions of the position and time may be retrieved from the original solution by the numerical differentiation as described in the previous sections. Such data allow deeper insight into the nature of the physical processes underlying the electrodiffusion dynamics in the system under study. A more detailed analysis and interpretation of such processes will be reported separately. As an illustration we present here data concerning the faradaic and displacement currents (Fig. 5) . It is evident that the displacement current represents a significant component of the total current, in particular at the channel boundaries. For example, in a time of 1 ns from the voltage jump the displacement current accounts for more than 60% of the total current magnitude at the position x = 0.25 nm. Despite the spatial inhomogenity of both faradaic and displacement currents, the total current is uniform throughout the channel as it is documented by Figure 5b . This feature of the total current emerges as a consequence of the Poisson and continuity equations as it can be proved by differentiation of the current with respect to x [37] . Verification of spatial uniformity of the total current may serve as another useful test of the reliability of the computed data both with respect to the NPP solution itself and the numerical partial derivatives of the solution. We used the a posteriori numerical partial differentiation also to examine the reliability of the obtained solution in the sense of satisfying the PDEs that were solved. Such an examination is reasonable, since it is known that despite the convergence of the used numerical treatment, in some cases the obtained "solution" may follow an asymptotic solution or a numerical artifact due to the discretization of the problem. For that purpose, we compared the left-and right-hand sides of the solved equations (5)- (7) calculated using the numerical partial derivatives of the obtained solution. Table 2 presents an example of the most critical part of the solution that covers time period approximately from 5 to 23 ns for the position x = 7 nm. The respective sides of the NPP equations compare very well except in a few points. For example, the L1 and R1 values significantly differ at the time of 7.288 ns. However, one should consider that in this particular point the examined values are close to zero as the time derivative of the cationic concentration change the sign. Hence, it may be assumed that the concerned numerical derivative carries a high relative error which is probably the cause of the observed discrepancy.
We can conclude that the adopted numerical technique for solving the time-dependent Nernst-Planck and Poisson equations shows numerical reliability and efficiency together with "well posedness" and structural stability in terms introduced by Baxter & Iserles [38] . The technique proved to be a useful tool, potentially capable of resolving electrodiffusion dynamics of quite complex models in higher spatial dimensions.
