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Compressive sensing beamforming 1
Abstract
Compressive sensing is the newly emerging method in information tech-
nology that could impact array beamforming and the associated engineer-
ing applications. However, practical measurements are inevitably polluted
by noise from external interference and internal acquisition process. Then,
compressive sensing based beamforming was studied in this work for those
noisy measurements with a signal-to-noise ratio. In this article, we firstly
introduced the fundamentals of compressive sensing theory. After that, we
implemented two algorithms (CSB-I and CSB-II). Both algorithms are pro-
posed for those presumably spatially sparse and incoherent signals. The
two algorithms were examined using a simple simulation case and a practi-
cal aeroacoustic test case. The simulation case clearly shows that the CSB-I
algorithm is quite sensitive to the sensing noise. The CSB-II algorithm, on
the other hand, is more robust to noisy measurements. The results by CSB-
II at SNR = −10 dB are still reasonable with good resolution and sidelobe
rejection. Therefore, compressive sensing beamforming can be considered
as a promising array signal beamforming method for those measurements
with inevitably noisy interference.
PACS numbers: 43.60.Fg
1. Introduction
Compressive sensing1–5, a new revolutionary signal processing strategy in information tech-
nology, has been recently proposed to extensively relieve the required sampling rate. It should
be interesting to apply this idea to extend beamforming techniques6 that visualize a signal of in-
terest with a sensor array. Potential applications can be found in acoustics7–12 that includes those
practical test scenarios with poor signal-to-noise ratio (SNR), which could be quite challenging to
compressive sensing based beamforming. In an effort to fill this gap, we developed an algorithm
of compressive sensing based beamforming, which constitutes the main contribution of this work.
Recently, some compressive sensing based beamforming algorithms have been developed for
direction-of-arrival estimation problem13,14. It has been demonstrated in numerical simulations
that a large quantity of samples can be saved for most sensors, except the so-called reference
sensor that should still satisfy the well-known Nyquist-Shannon sampling rate13. For practical
data from undersea measurements, it was proposed that the sensing matrix should be manipulated
to maintain a stable calculation of compressive sensing14.
The particular attention of the present article is to develop a working algorithm for compres-
sive sensing in aeroacoustic tests that usually contains strong background noise and broadband
interference. The algorithm that we proposed here for compressive sensing beamforming is dif-
ferent to those in the literature. It was tested in this work using either simulated data with various
levels of SNR or practical aeroacoustic test data. The results suggest that the proposed algorithm
is effective, general and of wide applications.
The rest of the paper is organized as follows. Section 2 introduces the preliminary knowledge
of wave model and compressive sensing. Section 3 developed two algorithms of compressive
sensing based beamforming. Section 4 examines the proposed algorithms. A simulation case with
a simplified monopole signal is firstly considered. In particular, the effect of measurement noise
on compressive sensing is investigated. Then, the proposed algorithms are applied to a practical
aeroacoustic test case to demonstrate general applicability. Finally, Section 5 concludes the present
a)Electronic address: huangxun@pku.edu.cn
work.
2. Preliminary knowledge
A. Wave model
Given a sensory array with M microphones, the output y(t) denotes time domain measure-
ments, y = (y1 . . . yi . . . yM)T ∈ RM×1 and (·)T stands for transpose. For a single signal of interest
s(t) ∈ R1 in a free propagation space, using the associated Green’s function, we can have
y(t) =
1
4pir
s(t− τ), τ = r
C
, (1)
where C is the propagation speed; r ∈ RM×1 are the distances between s and sensors; and τ is the
related sound propagation time delay.
For practical applications, beamforming is generally conducted in the frequency domain. The
frequency domain version of Eq. (1) is:
Y(jω) =
1
4pir
S(jω)e−jωτ = Gv(r, jω)S(jω), (2)
where j =
√−1; Gv ∈ CM×1 is the associated steering vector; ω is angular frequency; (jω)
and (r, jω) are omitted in the following for brevity; Y and S are in the frequency domain. For
simplicity, we can write Eq. (2) as Y = GvS. The subscript (·)v suggests that Gv is a vector.
The situation becomes more complicated for multiple signals of interest plus measurement
noise. For clarity, the array output is represented in the scalar form,
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where Gik is the steering vector between the i th sensor and the k th signal of interest; Yi(jω) is
the i th sensory measurements; Sk(jω) is the k th signal of interest; and Ni(jω) is the collective
measurement noise of the i th sensor. Potential noise sources include background interference and
electronic noise during data acquisition. For brevity, Eq. (3) can be written as
Y = GmI S + N, (4)
where GmI ∈ RM×N is the associated matrix of steering vectors; and S ∈ CN×1 and N ∈ CM×1.
Generally, it is assumed that S and N are of zero-mean and statistically independent. In this work,
we define the SNR of the k th sensor in decibels, as the following,
SNRdB = 10 log10
(
|∑Ni=1GikSi|2
|Ni|2
)
, (5)
where the variables are the same as those in Eq. (3).
B. Compressive sensing
Candes et al.1 proposed that a perfect reconstruction of a discrete-time signal σ ∈ CN using
sub-Shannon sampling rates is possible, as long as σ is sparse in some Hilbert basis ψ ∈ CN×N ,
that is, σ = ψα, α ∈ CN . The so-called sparsity means that the number of nonzero entries in α is
pretty small, i.e. ||α||0 ≪ N .
According to compressive sensing theory, we can perform a small number of measurements to
collect y = φσ, where y ∈ CK and the sensing matrix φ ∈ CK×N , in the form of underdetermined
linear equations. The sparse signal can then be reconstructed from those K projections by solving
an L1 regularization optimization1,
arg min ||αˆ||1, subject to φψαˆ = yi, i = 1, ..., K, (6)
where (ˆ·) represents the recovered estimation.
For those measurements polluted by some noise, a closely related programming with an error
constraint should be adopted, as the following
arg min ||αˆ||1, subject to ||y− φψαˆ||2 6 δ, δ > 0. (7)
In this work, δ is empirically chosen according to the corresponding SNR.
The above programming can be resolved using any available convex optimization tools, such
as CVX15. Once αˆ is achieved, the original signal σ can be straightforwardly recovered as ψαˆ.
The reconstruction error is negligible with a high probability if
K > Ck ·M · log(N/M), (8)
where Ck is a universal constant that directly determines the accuracy of the optimization out-
comes. A small Ck, such as 2, could work if the mutual coherence between φ and ψ is small.
Random projections for φ is thus recommended in the literature for their general incoherence with
respect to most fixed transformation basis ψ.
3. Compressive sensing beamforming
To the best of our knowledge, beamforming work based on compressive sensing is rarely
applied to practical applications as yet. Because the only way to validate an algorithm is to apply it
for practical applications, the main contribution of this work fills the gap, developing compressive
sensing based beamforming algorithms for one of aeroacoustic applications.
In this work, signals of interest are presumably regarded as spatially sparse. The same assump-
tion has been adopted in the literature16 for bearing estimation. Then, by checking with Eq. (7)
and Eq. (4), we can simply propose a straightforward algorithm of compressive sensing based
beamforming,
arg min ||Sˆ||1, subject to ||Y −GmI Sˆ||2 6 δ, δ > 0, (9)
where δ is empirically assigned according to the corresponding SNR, and δ = 0 if the measure-
ments are free of noise (i.e., SNR = ∞). In addition, the beamforming results are generally
represented by signal power. Then, the estimated signal power is
PCSB−I = ||Sˆ||2. (10)
For convenience, this compressive sensing beamforming is denoted by CSB-I in the following.
In this work, we developed a new compressive sensing beamforming algorithm based on so-
called cross spectrum matrix (also known as covariance matrix or cross-spectral density matrix).
The definition is
R = E {YY∗} , (11)
which can be approximated by
Rˆ ≈ 1
K
K∑
k=1
YY∗, (12)
where K is the number of sampling blocks. For statistical confidence, the associated sampling
duration should be much larger than the the period of signal of interest.
The associated algorithm is called CSB-II throughout this article. Its derivation is as the
following. From Eq. (3), we have
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P+Q = GmIIP+Q, (13)
where RV = (E[Y1Y ∗1 ],E[Y1Y ∗2 ], · · · ,E[YMY ∗M ])T ∈ CM2×N is a vector that can be approximately
achieved by reshaping Rˆ [Eq. (12)]; the symbol of (·)∗ denotes the conjugate transpose; P =
[S1S
∗
1
, S2S
∗
2
, · · · , SNS∗N ]T ∈ RN×1, where Si and Sk (i 6= k) are incoherent; and Q is the vertical
vector form of E[NN∗] ∈ CM2×1. Then, the proposed CSB-II algorithm works by solving
arg min ||Pˆ||1, subject to Pˆ > 0, ||RˆV −GmII Pˆ||2 6 δ, δ > 0. (14)
As a result, the estimated signal power is
PCSB−II = Pˆ. (15)
In summary, both the algorithms developed in this work are started by,
Step 0: Collect measurements and obtain Y by performing Fourier transform.
Then, the CSB-I algorithm is conducted as the following,
Step 1: Prepare GmI using Eqs. (2)–(4).
Step 2: Calculate the CSB-I beamforming with Eqs. (9)–(10). Done.
On the other hand, the steps of the CSB-II algorithm include
Step 1: Prepare GmII using Eq. (13).
Step 2: Prepare RV by reshaping Rˆ that is calculated with Eq. (12).
Step 3: Perform l1-minimization and achieve the CSB-II beamforming results, using
Eqs. (14)–(15). Done.
4. Rresults and discussion
Test data achieved in our previous experiments17 is used to examine the proposed algorithms
(CSB-I and CSB-II). The experimental setup is briefly introduced for the completeness of this
paper. The experiments were conducted in an anechoic chamber facility (9.15m × 9.15m ×
7.32m) at ISVR, University of Southampton. Figure 1 shows the setup. A nozzle (500mm ×
350mm) connecting to a plenum chamber produces a jet flow of U∞ = 30m/s. An airframe model
representing a part of a landing gear was studied in experiments. The corresponding Reynolds
number based on the cylinder diameter is 2.1× 105.
Figure 1. The setup of experimental units.
An array of 56 electret microphones (Panasonic WM-60A) is placed on the ground, underneath
the test model. The coordinates shown in Fig. 1 are used throughout the rest of the paper. The
distance between the array and the model is 0.7m. The center of the array is aligned with the
origin. The sensitivity of each microphone is −45 ± 5 dBV/Pa. The frequency response of each
WM-60A microphone is calibrated to decrease amplitude and phase deviations from a B&K 4189
microphone. The layout of the microphones is a multi-arm spiral line, which is de facto adopted
in acoustic tests (pp.118–128, in the reference18).
Before working on those experimental data, we first conducted a simulation case to quantity
the performance of the proposed algorithms. In the simulation, we assume free space propagation
for a monopole tonal sources that locates at the origin, 1m away from the array. The frequency of
the source is 5 kHz. For this simple case, we just use 10 microphones, which are randomly chosen
in the array, to yield the beamforming results. In addition to this sound wave, we assume that
each sensor also perceive a white noise, which could come from background noise or electronic
noise. Various SNR levels, from ∞ to −10 dB, have been tested. According to Eq. (5), SNR =
∞ suggests a negligible noise; SNR = 0 dB suggests that the power from the monopole signal
equals the power from the background noise; and SNR = −10 dB suggests that the power of the
background noise is ten times greater than the power of the monopole signal.
Figures 2(a-b) show the normalized beamforming results using the CSB-I algorithm. The
dynamic range of the CSB-I results is more than 100 dB and those data smaller than −100 dB is
cut off for clarity of the figures. In Fig. 2(a), the simulated measurements are free of background
noise (i.e., SNR =∞). It can be seen that the CSB-I algorithm perfectly capture the desired signal
with very fine resolution and nice sidelobe rejection. However, as the value of SNR decreases,
we found that the CSB-I algorithm fails to output reasonable results. For example, when SNR =
−10 dB, Fig. 2(b) shows that false signal sources scatter on the entire imaging domain. In contrast,
Fig. 2(c) shows that the CSB-II algorithm is still able to capture the mainlobe as well as maintain
a good sidelobe rejection. The dynamic range is however diminished to 60 dB that is still quite
satisfactory.
Figure 2(d) examines the x-axial performance on the dashed line, which has been shown in
Fig. 2(b). In comparing CSB-I and CSB-II algorithms with conventional beamforming (CB), the
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Figure 2. Beamforming results of the monopole case at 5 kHz, where: (a) SNR =∞, CSB-I; (b)
SNR = −10 dB, CSB-I; (c) SNR = −10 dB, CSB-II; and (d) the x-axial only performance, (−−)
the CB result for SNR = −10 dB, (⋄) the CSB-I result for SNR = ∞, () the CSB-I result for
SNR = −10 dB, and (◦) the CSB-II result for SNR = −10 dB. The contour levels in (a-c) are set
between −100 dB and 0 dB. The levels below −100 dB are cut off.
following expression is used,
σCB = W
∗RˆW,W = (G∗vGv)
−1Gv. (16)
The above CB algorithm is narrowband and only for a single gridpoint. We have to scan each
gridpoint of the imaging plane using this algorithm to yield the desired images at frequency ranges
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Figure 3. Acoustic images, (a-b) 2 kHz, (c-d) 5 kHz, (a)(c) using the CB algorithm, and (b)(d)
using the CSB-II algorithm.
of interest. It can be seen that the CB algorithm produces a very broad mainlobe. The associated
dynamic range is slightly over 10 dB. Then, Fig. 2(d) clearly identify the distinctive performance of
CSB algorithms, in terms of the resolution and dynamic range. In addition, the CSB-II algorithm
can suppress detrimental interference of noisy measurements to some extent. In this very simple
case with an idealized monopole source, the CSB-II algorithm fails to produce correct results if
SNR is smaller than −15 dB. On the other hand, the CSB-I algorithm fails quickly when SNR is
just 0 dB. As a result, only the CSB-II algorithm is applied in the following practical test.
Most compressive sensing works are validated using simulation results. Very few beamform-
ing results from compressive sensing can be found in the literature for practical experimental data.
It should be interesting to apply the proposed method to practical aeroacoustic test data, which
consists of multiple broadband noise sources. In this work, a bluff body model that represents the
main part of a landing gear is used. The CSB-II results are compared to those obtained with the
CB algorithm at various frequencies. Figure 3 shows some results at 2 kHz and 5 kHz. The contour
levels are between −10 dB and 0 dB. Compared to the CB results, the CSB-II results have a better
resolution (with narrow mainlobes) and smaller sidelobe levels. In short, the imaging quality is
improved with the proposed compressive sensing based beamforming method.
The CSB-II algorithm was developed in MATLAB and computed on a laptop with an Intel i5
CPU (@1.7GHz) and 4GB 1333MHz DDR3 memory. The CSB-II algorithm spends 450 s for
the case including 56 sensors and 1600 imaging gridpoints. In addition, the calculation cost of
the CSB-I algorithm is much less and negligible. It is worthwhile to mention that the code is not
extensively optimized.
5. Summary
Compressive sensing is the newly emerging method in information technology that could sig-
nificantly impact acoustic research and applications. In this article, we firstly introduced the fun-
damentals of compressive sensing theory. After that, we implemented two different compressive
sensing based beamforming algorithms (CSB-I and CSB-II). Both algorithms are proposed for
those presumably spatially sparse and incoherent signals.
The two algorithms are examined using a simple simulation case and a practical aeroacoustic
test case. The simulation case clearly shows that the CSB-I algorithm is quite sensitive to the sens-
ing noise. The CSB-II algorithm, on the other hand, is more robust to noisy measurements. The
results by CSB-II at SNR = −10 dB are reasonable with good resolution and sidelobe rejection.
Although the inherent reason is not discussed in this work, we believe it has connection with the
so-called restricted isometry property1. Detailed analysis id beyond the scope of this paper.
The proposed method was then successfully evaluated and demonstrated in the numerical
simulations. The sound source considered in the simulation case is an idealised monopole. Few
results for practical experimental data can be found in the literature. This work develops compres-
sive sensing based beamforming algorithms specifically for aeroacoustic tests and applies it to the
practical data in an effort to fill this gap. The CSB-II algorithm is applied to experimental data
acquired in an anechoic chamber facility. The results suggest that the proposed CSB-II algorithm
is robust to potential interference in practical tests, and can produce an acoustic image with a sig-
nificant improvement of resolution. As a result, the classical deconvolution post-processing can be
omitted, or as suggested in the reference12, the post-processing time can be extensively improved.
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