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Abstract
We solve the initial value problems for the (combinatorial) heat, wave, and Cattaneo equations
on a Hamming graph. We compute the Green kernel of the in3nite graph G∞ containing all
Hamming graphs GN , N¿ 1, got by joining GN and GN+1 along the boundary. c© 2002 Elsevier
Science B.V. All rights reserved.
MSC: 2000: 05C90, 68R10, 94B05.
1. Introduction
Let G=(V (G); E(G)) be a locally 3nite graph without isolated vertices. Let L2(G)
be the space of all R-valued functions on V (G). The combinatorial Laplacian
G :L2(G)→L2(G) of G is given by
Gf(x)=f(x)− 1mG(x)
∑
y∼G x
f(y) (1)
for any f∈L2(G); x∈V (G). Here mG(x) is the degree of the vertex x∈V (G) and we
write y∼G x if the vertices y; x are adjacent in G. Inasmuch as G is a discrete analogue
of a Riemannian manifold, G is a discrete analogue of the ordinary Laplace–Beltrami
operator in Riemannian geometry. This analogy has been widely exploited both towards
the development of a harmonic analysis on graphs (cf. e.g. [3,12,11,14]) and within
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the spectral geometry of graphs, where a quite extensive literature is available (cf. e.g.
[1,17,5–10,15]).
The present paper deals with combinatorial analogues of certain partial diGerential
equations, such as the heat and wave equations, though only on Hamming graphs. Let
Z2 be the binary 3eld. Given X; Y ∈ZN2 , the Hamming distance H (X; Y ) is the number
of coordinates where X and Y disagree. The Hamming graph is the N -regular graph
GN of order 2N whose vertex set is V (GN )=ZN2 and X; Y ∈V (GN ) are connected
by an edge if and only if H (X; Y )= 1. The reason we limit ourselves to the case
of Hamming graphs is the availability of (discrete) Fourier and Radon transformation
techniques on ZN2 (cf. [4], and our Appendix A), originally developed for the needs
of coding theory, see [4], (p. 330–332) (and admitting striking applications in graph
reconstruction problems, cf. [13]).
The paper is organized as follows. In Section 2 we solve the initial value problem (2)
for the combinatorial heat equation. In Section 3 we solve the initial value problem (7)
for the combinatorial wave equation. A similar problem for the combinatorial (analogue
of the) Cattaneo equation is solved in Section 4. In Section 5 we compute the Green
kernel for the combinatorial Laplacian on the in3nite graph G∞ given by
V (G∞)=
∞⋃
N=1
ZN2 ;
E(G∞)=
[ ∞⋃
N=1
E(GN )
]
∪{{1N ; 1N+1}: N¿1};
where 1N =(1; : : : ; 1)∈ZN2 . Appendix A collects a few properties of the Fourier (the
inversion formula, the transform of a convolution product, etc.) and Radon transforms,
used throughout the paper.
2. The combinatorial heat equation
Set Z+ = {0; 1; 2; : : :}. Given a function v :Z+→R we set
@nv(n)= v(n+ 1)− v(n):
We may state the following theorem.
Theorem 1. Let GN be the Hamming graph of order 2N . Given f∈L2(GN ) the initial
value problem
2(Lu)(X; n)= @nu(X; n) on V (GN )×Z+;
u(X; 0)=f(X ) (2)
for the (combinatorial) heat equation admits a unique solution expressed by
u(X; n)=f ∗ Kn(X );
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where
Kn(X )= {0}(X ) +
n∑
j=1
(−2) j
(
n
j
)
(B ∗ · · · ∗ B)︸ ︷︷ ︸
j
(X ) (3)
X ∈V (GN ); where B⊂V (GN ) is the boundary of the Hamming ball of center zero
and radius 1.
Here (and through Sections 2–4), we set L=NGN . Throughout, if A is a set, A
denotes its characteristic function. The Hamming ball of center X0 ∈ZN2 and radius
r¿0 is Br(X0)= {X∈ZN2 : H (X0; X )6r} and {X∈ZN2 : H (X0; X )= r} is its bound-
ary. The Hamming distance and the usual distance dGN (de3ned as the length of the
shortest path in GN connecting two given vertices) in the Hamming graph GN , actually
coincide. Let B= {e1; : : : ; eN} be the canonical Z2-basis in ZN2 . Then B is the boundary
{X ∈ZN2 : H (0; X )= 1} of the Hamming ball B1(0).
Let GN be the Hamming graph of order 2N and endow L2(GN ) with the inner product
(f; g)=
∑
X∈ZN2 f(X )g(X ). For any f∈L
2(GN ) and any ∈{1; : : : ; N} we set
(Df)(X )=f(X + e)− f(X ); X ∈ZN2 ;
Df=(D1f; : : : ; DNf):
Let L2(GN ;RN ) be the space of all functions ’ :V (GN )→RN endowed with the inner
product
(’;  )=
∑
X∈ZN2
’(X ) ·  (X )
where “ · ” is the ordinary dot product in RN . Let D∗ :L2(GN ;RN )→L2(GN ) be the
adjoint of D, i.e.
(D∗’;f)= (’;Df): (4)
We shall need
Lemma 1. L= 12D
∗D.
Proof. Let Y ∈ZN2 . By setting f={Y} in (4) we obtain
(D∗’)(Y ) = (’;D{Y})=
∑
X
’(X ) · (D{Y})(X )
=
∑
X
∑

’(X )[{Y}(X + e)− {Y}(X )]
=
∑

[’(Y − e)− ’(Y )];
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i.e.
D∗’=
N∑
=1
D’:
In particular, for ’=Df
D∗Df=
N∑
=1
D2f:
The operator D∗D may also be expressed as
(D∗Df)(X )=
∑

{f(X + 2e)− 2f(X + e) + f(X )};
i.e.
D∗Df=−2
∑

Df:
Finally, a calculation based on (1) shows that
(Lf)(X ) =N

f(X )− 1mGN (X )
∑
H (X;Y )=1
f(Y )


= Nf(X )−
N∑
=1
f(X + e)
=−
∑

(Df)(X )=
1
2
(D∗Df)(X ):
Set a(X )=N −∑N=1 (−1)X . To prove Theorem 1 we apply the Fourier transform
(in the X variables) to (2) and get (by Lemma 3)
uˆ(X; n+ 1)= [1 + 2a(X )]uˆ(X; n);
uˆ(X; 0)= fˆ(X )
or
uˆ(X; n)= [1 + 2a(X )]nfˆ(X ):
Moreover, as F transforms convolution in ordinary product (cf. Lemma 2)
u(X; n)= [f ∗ (F−1(1 + 2a)n)](X )
or
u(X; n)=f ∗ Kn(X );
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where Kn(X ) (the combinatorial Weierstrass kernel) is given by
Kn(X )= 2−N
∑
Y∈ZN2
(−1)X ·Y
[
2N + 1− 2
N∑
=1
(−1)Y
]n
:
To derive expression (3) of Kn(X ), note 3rst that
Kn(X ) = 2−N
∑
Y
(−1)X ·Y
n∑
j=0
(
n
j
)
2 ja(Y ) j
=
N∑
j=0
2 j−N
(
n
j
)
(Faj)(X ):
It remains that we compute the Fourier transform of aj, j¿0. For j=0 we have
1ˆ=2N{0}, by Lemma 2. Moreover F2 = 2N I yields
F(aj)= 2N (1−j) (aˆ ∗ · · · ∗ aˆ)︸ ︷︷ ︸
j
; j¿2:
Therefore, to end the proof of Theorem 1, we need to compute the Fourier transform
of a. Note 3rst that
aˆ(X )=N2N{0}(X )−
N∑
=1
∑
Y∈ZN2
(−1)Y+
∑N
%=1 X%Y%
hence, aˆ(0)= 0. Let M=M (X ) be the weight of X as a codeword. When X has weight
¿1 we may assume w.l.o.g. that Xa =1; 16a6M . Then AM (1)=AM (0)+ e1 (cf. the
notations in Appendix A) and
aˆ(X ) =
N∑
=1
∑
Y∈ZN2
(−1)1+Y+
∑M
b=1 Yb
=
∑


 ∑
Y∈AM (0)
(−1)1+Y +
∑
Y∈AM (1)
(−1)Y


=
∑


 ∑
Y∈AM (0)
(−1)1+Y +
∑
Y∈AM (0)
(−1)(Y+e1)


=
∑
Y∈AM (0)
N∑
=1
(−1)Y [−1 + (−1)(1 ]
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(where (% is the Kroneker delta), i.e.
aˆ(X )=−2
∑
Y∈AM (0)
(−1)Y1 : (5)
When M =1, i.e. X∈{e1; : : : ; eN}, then
aˆ(X )=−2
∑
Y∈A1(0)
1=−2|A1(0)|=−2N :
When M¿2 note that
|{Y ∈AM (0): Y1 = )}|=2N−2; )∈Z2:
Indeed, the map Y →Y + e1 + e2 gives a bijection
{Y ∈AM (0): Y1 = 0}≈{Y ∈AM (0): Y1 = 1}:
Thus, if this is the case then (by (5)) aˆ(X )= 0. We may conclude that
aˆ(X )=−2NB(X ): (6)
3. The combinatorial wave equation
We may state the following theorem.
Theorem 2. Let GN be the Hamming graph of order 2N . Given f; g∈L2(GN ) the
initial value problem
2(Lu)(X; n)= @2n u(X; n) on V (GN )×Z+;
u(X; 0)=f(X );
@nu(X; 0)= g(X )
(7)
has solution if and only if∑
X∈ZN2
g(X )= 0:
Moreover, if this is the case, then the solution is unique and is expressed by
u(X; n)=f + ng+
[n=2]∑
i=1
(−2)i
(
n
2i
)
RiBf +
[(n−1)=2]∑
i=1
(−2)i
(
n
2i + 1
)
RiBg (8)
where RB is the Radon transform based on translates of B.
Here RiB denotes the ith iterate of RB; i¿1.
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Proof of Theorem 2. To prove Theorem 2 we apply the Fourier transform (in the X
variables) to (7) and get
uˆ(X; n+ 2)− 2uˆ(X; n+ 1)−
[
2N − 1− 2
N∑
=1
(−1)X
]
uˆ(X; n)= 0;
uˆ(X; 0)= fˆ(X ); uˆ(X; 1)− uˆ(X; 0)= gˆ(X ):
The solution is of the form
uˆ(X; n)= )(t1)n + .(t2)n; t1;2 = 1±
√
2a;
where the functions ); . are to be determined from the initial conditions. The system
)+ .= fˆ(X );
)t1 + .t2 = fˆ(X ) + gˆ(X )
is compatible if and only if gˆ(0)= 0, hence the 3rst statement in Theorem 2 is proved.
When gˆ(0)= 0
uˆ(0; n)= fˆ(0);
uˆ(X; n)=
(1−√2a)n
2
[
fˆ − 1√
2a
gˆ
]
+
(1 +
√
2a)n
2
[
fˆ +
1√
2a
gˆ
]
; X =0:
A calculation leads to
u(X; n)=f ∗ Fn(X ) + g ∗ Gn(X ); (9)
where
Fn =
[n=2]∑
i=0
2i−N
(
n
2i
)
F(ai);
Gn =
[(n−1)=2]∑
i=0
2i−N
(
n
2i + 1
)
F(ai):
Using (6) and (1) in Lemma 2 we get
Fn = {0} +
[n=2]∑
i=1
(−2)i
(
n
2i
)
B ∗ · · · ∗ B︸ ︷︷ ︸
i
;
Gn = n{0} +
[(n−1)=2]∑
i=1
(−2)i
(
n
2i + 1
)
B ∗ · · · ∗ B︸ ︷︷ ︸
i
:
Finally, as RBf= B ∗ f, we may write (9) in the form (8).
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4. The combinatorial Cattaneo equation
Consider
2)Lu(X; n)= 0@2n u(X; n) + @nu(X; n) (10)
where ); 0 are positive constants. Note that (10) is the combinatorial analogue of the
constitutive law for the conductive heat Oux, proposed by Cattaneo (cf. [2]). Here
V=
√
)=0 may be thought of as a combinatorial analogue of the velocity of propagation
of thermal disturbances. We may state the following.
Theorem 3. Let ’∈L2(GN ). The initial value problem
2)Lu(X; n)= 0@2n u(X; n) + @nu(X; n); (X; n)∈V (GN )Z+;
u(X; 0)=0;
@nu(X; 0)=’(X )
(11)
admits the unique solution u0(X; n) given by
u0(X; n)=
2−N
(20)n−1
[[(n−1)=2]∑
i=0
(
n
2i + 1
)
(20− 1)n−2i−1F(Di0)
]
∗ ’(X ); (12)
where D0(X )= 1 + 80)a(X ). In particular, lim0→+∞ u0(X; n)= n’(X ).
So the solution to (11) looks like n’(X ) when V → 0. However, as a consequence
of (12), lim0→0 |u0|=∞ (unlike the continuous case where u0→ 0 as 0→ 0, cf. [16]),
as an expression of the failure of @n to resemble ordinary time derivatives.
The proof is similar to that of Theorem 2. By applying the Fourier transform to (11)
and solving the corresponding Fibonacci recurrence equation one gets
uˆ(X; n)=
0√
D0
(t n2 − t n1 )’ˆ(X ); t1;2 = 1−
1
20
±
√
D0
20
;
and a straightforward calculation leads to (12). The Fourier transforms F(Di0) entering
(12) may be calculated from
Dˆ0 =2N{{0} − 80)B};
F(Di0)= 2
N (1−i)(Dˆ0 ∗ · · · ∗ Dˆ0︸ ︷︷ ︸
i
); i¿2;
hence (12) reads
u(X; n) =
(
20− 1
20
)n−1
n’(X )
+
(20− 1)n−3
(20)n−1
n(n− 1)(n− 2)
6
[’(X )− 80)(RB’)(X )]
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+
1
(20)n−1
[(n−1)=2]∑
i=2
(
n
2i + 1
)
(20− 1)n−2i−1
i∑
j=0
(
i
j
)
(−80)) j(RjB’)(X ):
5. The Green kernel of G∞
Let G be an in3nite, locally 3nite (i.e. mG(x)¡∞ for any x∈V (G)) graph and set
p0(x; y)=
{
1; x=y;
0; x =y:
A Green kernel for G is a function G(x; y) satisfying
GG(x; y)=p0(x; y) (13)
for any x; y∈V (G). Here G acts in the x-variable. Note that our de3nition slightly
modi3es the situation in [14]. There, one sets
p(x; y)=


1
mG(x)
; x∼G y;
0 otherwise;
pn+1(x; y)=
∑
z∈V (G)
p(x; z)pn(z; y); n¿0
and calls
G(x; y)=
∞∑
n=0
pn(x; y) (14)
the Green kernel of G. Indeed, if the graph G is transient (i.e. the series in (14) is
convergent) then (14) satis3es (13). The Green kernel of an in3nite graph is rather
diPcult to compute, even in simple cases. The explicit expression is known (cf. [3])
for homogeneous regular trees, yet only estimates on G(x; y) are available (cf. [14])
in the general case of a transient in3nite graph. In the present section we apply the
Fourier transformation technique, illustrated in Sections 2–4, to solve explicitly (13)
for the in3nite graph G=G∞. We obtain the following.
Theorem 4. The solutions to (13) for G=G∞ are given by
G(X; y)= 12 [g1(y) + (−1)Xp0(0; y)]
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for any X ∈Z2, and
G(X; y)=

2−N

gN (y) + N ∑
Z∈ZN2 \{0N}
(−1)X ·Z (−1)
Z·y − (−1)Z·1N
N −∑N=1 (−1)Z

 ; y∈ZN2 ;
2−NgN (y); y =∈ZN2 ;
(15)
for any X ∈ZN2 ; N¿2, and
G(12; y)=G(1; y)− p0(0; y)− 2p0(1; y) (16)
G(1N+1; y) =G(1; y) + N [G(12; y)− G(1; y)]
−
N∑
k=2
k∑
j=2
[j(Fp0)(0j; y) + 2p0(1j; y)] (17)
for any N¿2. Moreover
G(1; y)=  (y)− p0(0; y); (18)
G(12; y)=  (y)− 2p0(0; y)− 2p0(1; y) (19)
hence,
g1(y)= 2 (y)− p0(0; y):
Similarly, one may determine the function g2(y) by setting X = 12 in (15) and using
(19); respectively the functions gN+1(y); N¿2; by setting X = 1N+1 into (15) and
using (17) together with (16) and (18), while G(0; y)=  (y) is an arbitrary function,
 ∈L2(G∞).
Here 0N =(0; : : : ; 0)∈ZN2 and 0= 01; 1= 11. Also, in (17) one restricts the
x-variable in p0(x; y) to Zj2 (and lets F act in that variable).
For a given graph G and two sets of vertices A; B⊆V (G) we denote by E(A; B) the
set of all A–B edges. We recall that a 3nite graph G=(X ∪ @X; E ∪ @E) is a graph-with-
boundary if (1) E⊆E(X; X ), (2) @E⊆E(X; @X ), and (3) {x∈V (G): mG(x)= 1}⊆ @X
(cf. [10]).
For a Hamming graph GN , note that BN (0)=ZN2 . Moreover, if we let
@X = {1N}= @BN (0); X =ZN2 \@X;
@E=NGN (1N )≈ @BN−1(0); E=E(GN )\@E;
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then GN =(X ∪ @X; E ∪ @E) is a graph-with-boundary. By construction, the in3nite
graph contains each GN ; N¿1, as a subgraph. Moreover, the boundaries of two con-
secutive Hamming graphs GN and GN+1 are joined by an edge {1N ; 1N+1}. For each
x∈V (G∞), set m∞(x)=mG∞(x). Then
m∞(X )=
{
N; X ∈BN−1(0);
N + 2; X = 1N
for any N¿2. In particular, the minimum and maximum degrees are ((G∞)= 1 and
(G∞)=∞ (hence Theorem 7:1 in [14, p. 228], does not apply). It is an open question
whether G∞ is transient or recurrent (i.e. the series in (14) is divergent).
Let G=(D∪ @D; E(G)) be a 3nite graph-with-boundary and set
p0D(x; y)=
{
1; x=y;
0; x =y;
x; y∈D∪ @D:
Moreover, consider the problem
GG(x; y)=p0D(x; y); x∈D;
G(x; y)= 0; x∈ @D or y∈ @D:
(20)
We shall show that
Theorem 5. Problem (20) for D=BN−1(0) admits a unique solution G(x; y)=GD(x; y)
GD(X; Y )
= 2−N
∑
Z∈ZN2 \{0}
D(Y )
1− (−1)Z·(Y+1N ) + (−1)Z·(X+Y ) − (−1)Z·(X+1N )
N −∑N=1(−1)X
(the Green kernel of D).
The method of the proof will be adapted, modulo some technical diPculties, to solve
(13) (for G=G∞).
Proof of Theorem 5. As @D= {1N} one has
GD(1N ; Y )=− 1N
∑
X∼1N
GD(X; Y )=− 1N
N∑
=1
GD(1n + e; Y ):
Combining this with the 3rst equation in (20) gives
GD(X; Y )=fY (X ) (21)
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for any X; Y ∈V (GN ), where
fY (X )=
{
p0D(X; Y ); X ∈BN−1(0);
g(Y ); X = 1N ;
g(Y )=− 1
N
N∑
=1
GD(1N + e; Y ):
Taking the Fourier transform of (21) (in the X variables) gives
a(X )GˆD(X; Y )= fˆY (X );
fˆY (X )=
{
(−1)X ·Y ; Y ∈BN−1(0)
0; Y = 1N
+ (−1)X ·1N g(Y ):
Then a(0)= 0 yields fˆY (0)= 0, i.e.;
g(Y )=−BN−1(0)(Y )
hence,
fˆY (X )= [(−1)X ·Y − (−1)X ·1N ]D(Y ):
Set )(Y )= GˆD(0; Y ), for simplicity. Then,
GˆD(X; Y )=


)(Y ); X =0;
(−1)X ·Y − (−1)X ·1N
a(X )
D(Y ); X =0:
By applying the inverse Fourier transform one has
GD(X; Y )= 2−NF2GD(X; Y )= 2−N
∑
Z∈V (GN )
(−1)X ·ZGˆD(Z; Y );
hence,
GD(X; Y )= 2−N

)(Y ) +∑
Z =0
(−1)X ·Z (−1)
Z·Y − (−1)Z·1N
a(Z)
D(Y )

 :
It remains that we determine the function )(Y ). Setting X = 1N in the last formula,
and using the second equation in (20) leads to
)(Y )=
∑
Z =0
1− (−1)Z·(Y+1N )
a(Z)
D(Y ):
The same procedure may be used to solve (13), except that the terms G(1N ; y);
N¿1; y∈V (G∞), are not prescribed anylonger; to compute these terms, besides (22)
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(similar to (21)) one needs to solve the Fibonacci equation (27). Eq. (13) may be
explicitly written as
G(x; y)− 1
m∞(x)
∑
z∼x
G(z; y)=p0(x; y):
Let N¿2 and x=X ∈ZN2 . We may distinguish two cases, as
(1) X∈BN−1(0), or (2) X= 1N . In the 3rst case
G(X; y)− 1
N
∑
Z∈NGN (X )
G(Z; y)=p0(X; y)
or
NG(X; y)=Np0(X; y); (22)
where N is the operator L in Sections 2–4 (where N was 3xed). In the second case,
we have
G(1N ; y)− 1N + 2
∑
z∼1N
G(z; y)=p0(1N ; y)
or
NG(1N ; y)= (N + 2)p0(1N ; y) + G(1N+1; y)− 2G(1N ; y) + G(1N−1; y): (23)
Combining (22), (23) we obtain
NG(X; y)=fy(X ); (24)
fy(X ) =

Np0(X; y); X∈BN−1(0);
(N + 2)p0(1N ; y) + G(1N+1; y)
− 2G(1N ; y) + G(1N−1; y); X= 1N :
The Fourier transform of fy is given by
fˆy(X ) =N (Fp
0)(X; y)
+ (−1)X ·1N {2p0(1N ; y) + G(1N+1; y)− 2G(1N ; y) + G(1N−1; y)};
(Fp0)(X; y)=
{
0; y =∈ZN2 ;
(−1)X ·y; y∈ZN2 :
(25)
Applying the Fourier transform to (24) one gets
a(X )Gˆ(X; y)= fˆy(X ): (26)
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As a(0N )= 0, it must be that fˆy(0N )= 0. Hence
fˆy(X )=N [(Fp
0)(X; y)− (−1)X ·1N (Fp0)(0N ; y)]
and
G(1N+1; y)− 2G(1N ; y) + G(1N−1; y)
=−N (Fp0)(0N ; y)− 2p0(1N ; y); N¿2: (27)
This is easily solved by setting
6N =G(1N+1; y)− G(1N ; y); N¿1:
Then,
6N = 61 −
N∑
j=2
[j(Fp0)(0j; y) + 2p0(1j; y)]
and a calculation leads to (17) in Theorem 4. Going back to (26), gN (y)= Gˆ(0N ; y)
is an arbitrary function, gN ∈L2(V (G∞)), and
Gˆ(X; y)=


gN (y); X = 0N ;
N [(Fp0)(X; y)− (−1)
∑N
=1 X(Fp0)(0N ; y)]
N −∑N=1 (−1)X ; X = 0N
for any X ∈ZN2 ; N¿2. Finally, using F−1 = 2−NF and (25) we may derive (15).
To complete the proof of Theorem 4 we need to look at the case N =1. As
NG∞(0)= {1} the equation
G(0; y)−
∑
z∼0
G(z; y)=p0(0; y)
may be written as
1G(0; y)=p0(0; y):
Moreover, NG∞(1)= {0; 12} hence
G(1; y)− 1
2
∑
z∼1
∑
z∼1
G(z; y)=p0(1; y)
may be written as
1G(1; y)= 2p0(1; y) + G(12; y)− G(1; y):
Summing up
1G(X; y)=fy(X )=
{
p0(0; y); X =0;
2p0(1; y) + G(12; y)− G(1; y); X =1
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for any X∈Z2. Then (by a calculation similar to the above)
a(X )Gˆ(X; y)= fˆy(X ); a(X )= 1− (−1)X ;
fˆy(X )= [1− (−1)X ]p0(0; y);
G(12; y)− G(1; y)=−p0(0; y)− 2p0(1; y);
Gˆ(X; y)=
{
g1(y); X =0;
p0(0; y); X =0;
etc.
Appendix A. The Fourier and Radon transforms on ZN2
Let GN be the Hamming graph of order 2N . The Fourier transform of a function
f∈L2(GN ) is given by
(Ff)(X )= fˆ(X )=
∑
Y∈V (G)
(−1)X ·Yf(Y ); X ∈V (GN );
where X ·Y = ∑N=1 XY (mod 2). We sum up the basic properties of the Fourier trans-
form on ZN2 in the following
Lemma 2. (1) The Fourier transform of the constant function 1(X )= 1 is 1ˆ=2N{0}.
(2) F is invertible with inverse F−1 = 2−NF.
(3) F is an isometry of L2(GN ) in itself.
(4) F(f ∗ g)= fˆgˆ.
We give a proof of Lemma 2, for the sake of completeness. First, we claim that
Y =0⇒
∑
X∈ZN2
(−1)X ·Y =0:
For any Y ∈ZN2 we set 2
M =M (Y )= |{∈{1; : : : ; N}: Y =0}|:
To prove the claim, given Y =0, we may assume w.l.o.g. (by relabeling the variables,
if necessary) that Ya =1; 16a6M . Set
AM ())=
{
X ∈ZN2 :
M∑
a=1
Xa = )
}
; )∈Z2; M =M (Y ):
2 Here, it may be convenient to use the language of coding theory. A vector space over Z2 is a code. If
V is a code, any vector v∈V is a codeword. Given a codeword X ∈ZN2 its weight is the number of ones
in X , hence M (X ) is the weight of X .
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Note that |AM ())|=2N−1. Indeed {AM ()): )∈Z2} is a partition of ZN2 and the
map X →X + e1 gives a bijection AM (0)≈AM (1). Then the claim follows from the
calculation∑
X∈ZN2
(−1)X ·Y =
∑
)∈Z2
∑
X∈AM ())
(−1)X ·Y =
∑
)
∑
X∈AM ())
(−1)
∑M
a=1 Xa
=
∑
)
∑
X∈AM ())
(−1)) =
∑
)∈Z2
(−1))|AM ())|=2N−1
∑
)∈Z2
(−1)) =0
and (1) of Lemma A:1 is proved. The proof of (2) follows from (the claim above
and) the calculation
2−N (Ffˆ)(Y ) = 2−N
∑
X∈ZN2
(−1)Y ·X fˆ(X )= 2−N
∑
X
(−1)X ·Y
∑
Z
(−1)X ·Zf(Z)
= 2−N
∑
X;Z
(−1)X ·(Y+Z)f(Z)= 2−N
∑
X;W
(−1)X ·W f(W − Y )
= 2−N
∑
W
f(W − Y )
∑
X
(−1)X ·W =
∑
W
f(W − Y ){0}(W )
=f(−Y )=f(Y ):
Let us prove (3). We may conduct the calculation
(Ff;Fg) =
∑
X∈ZN2
fˆ(X )gˆ(X )=
∑
X;Y; Z
(−1)X ·(Y+Z)f(Y )g(Z)
=
∑
X;Y

(−1)X ·(2Y )f(Y )g(Y ) + ∑
Z∈ZN2 \{Y}
(−1)X ·(Y+Z)f(Y )g(Z)


= (f; g)
(again by the claim above) for any f; g∈L2(GN ). The convolution product of f; g is
given by
(f ∗ g)(X )=
∑
Y∈ZN2
f(Y )g(X − Y ):
Then,
F(f ∗ g)(X ) =
∑
Y
(−1)X ·Y (f ∗ g)(Y )=
∑
Y
(−1)X ·Y
∑
Z
f(Z)g(Y − Z)
=
∑
Z
f(Z)
∑
Y
(−1)X ·Y g(Y − Z)
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=
∑
Z
f(Z)
∑
W
(−1)X ·(Z+W )g(W )
=
∑
Z
f(Z)(−1)X ·Z gˆ(X )= fˆ(X )gˆ(X )
and (4) is proved.
Lemma 3. For any f∈L2(GN )
F(Df)(X )= [(−1)X − 1]fˆ(X ):
In particular F(Lf)=
∑N
=1 [1− (−1)X ]fˆ.
Proof.
F(Df)(X ) =
∑
Y
(−1)X ·Y (Df)(Y )
=
∑
W
(−1)X ·(W−e)f(W )− fˆ(X )= (−1)X ·e fˆ(X )− fˆ(X )
and the 3rst statement in Lemma 3 is proved. The second statement follows from the
3rst and Lemma 1.
The Radon transform based on translates of a set S ⊂V (GN ) is the map
RS : L2(GN )→L2(GN ); (RSf)(X )=
∑
Y∈X+S
f(Y );
where X +S = {X +Z : Z ∈ S}. Diaconis and Graham have studied (cf. [4]) the Radon
transform on ZN2 and proved an inversion formula for RB1(0) (respectively RB) provided
N is even (respectively odd). The Fourier and Radon transforms are related: RS is an
isomorphism if and only if FS =0 everywhere (cf. [4], p. 325–326). Remarkably,
this turned out to be the main ingredient in Stanley’s solution to the vertex-switching
reconstruction problem (cf. [13]).
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