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Abstract
A CMOS VLSI design was developed for the implementation of the
Quick Look algorithm which is used to accomplish satellite navigation
through use of the Global Positioning System. The resulting design can be
produced in a chip set that includes a full custom correlator chip.
The algorithms and significant circuit layouts required for the design
are discussed and explained. Algorithms included a 4096-point squared radix
fast fourier transform. Designs worthy of note are a five input serial-parallel
adder, and a high speed two input ripple carry adder.
The final design is intended to be developed using a 2pm Mosis N-well
fabrication process. The overall chip should measure approximately 8cm on a
side. It can perform the necessary correlation that is an integral part of the
Quick Look algorithm.
Work was performed at the Charles Stark Draper Laboratory as an
internal research and development project.
Company Supervisor: Peter Nuytkens,
Section Chief, Draper Laboratory
Thesis Supervisor: Jonathan Allen
Director, Research Laboratory of Electronics
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1 Introduction
A system design for an integrated circuit has been developed to
perform part of the process of computing a navigation solution using the
satellite navigation system known as the Global Positioning System. It uses
an algorithm known as Quick Look which was developed at the Charles Stark
Draper Laboratory1.
The design is intended to be implemented with a CMOS layout using a
Mosis 2gm process. The layout of the critical parts of the system have been
completed and simulated in order to estimate the achievable performance of
the complete ASIC. The work involved in this design was performed as an
internal research and development project for Draper Laboratory by Daniel
Rothman during his time there as a Draper Fellow.
Fast Fourier Transform
Code
Generator
Clock
Main
Controller
1.0 GPS Quick Look ASIC
1W Guinon, Porpoise Mode - GPS, Memo 15L-85-070, Charles Stark Draper Laboratory,
Cambridge, Massachusetts, May 1985.
Complex Multiplier
2 The Global Positioning System
The Global Positioning System, hereinafter referred to as GPS, is a
publicly available satellite navigation system that is currently used in a
variety of commercial and military applications. It can be used to pinpoint a
user's location with a great deal of accuracy and has been adopted in many
situations where precise measurements of distance are required.
The system utilizes spread spectrum techniques to receive a signal that
is often buried in noise. Through use of a direct sequence methodology, the
signal can be recovered from noise and other interference without requiring a
great deal of power at transmission. A direct sequence system uses a specific
code which is modulated by a data signal and transmitted on an RF carrier.
By matching the received signal to the code the receiver can identify the valid
information and separate it from other spurious signals.
2,1 Subsystems
The GPS system consists of three separate but interrelated subsystems -
the satellites, a number of ground stations, and a vast variety of users.
2.1.1 Satellites
There are currently 24 satellites in orbit around the earth. They are in
three orbit planes, each inclined by 630 with respect to the equatorial plane,
and offset from one another by 1200. This configuration guarantees that at
least 6 and as many as 11 satellites can be seen at any given time.
2.0 Satellite orbit configuration
The satellites continually transmit information at two different L-band
center frequencies of 1575.42 MHz (Link 1), and 1227.6 MHz (Link 2). The
direct sequence used by GPS systems comes in the form of one of two codes
which are transmitted by the satellites. The 10.23 MHz P code is the product
of two PN codes which are reset at the beginning of each week. The 1.023
MHz C/A code, also the product of two PN codes, has a period of 1023 code
chips and a clock rate of 1mS. Both codes are modulated with a data message.
Each bit in the data message is transmitted over 20mS and is sent by simply
multiplying the carrier code by either one or negative one. The Link 1
in-phase component of the carrier is modulated by the P code, and the
quadrature carrier component is modulated by the C/A code. The Link 2
signal can be biphase modulated by either code. During normal operation,
the P code is selected.1
1 j. Spilker Jr., GPS Signal Structure and Performance Characteristics, Global Positioning
System, Papers published in Navigation, vol. I, The Institute of Navigation, 1980, pp. 37-41.
Data transmitted in the data message can be interpreted and used by
any receiver and is important in finding a navigation solution. Three
different types of data are transmitted on the data message - almanac data,
ephemeris data, and a time mark.. Almanac data describes the satellites'
locations and is current for approximately one month. Ephemeris data
reports any unusual changes in the satellites' operation or position and is
current for four hours. The time mark is used to maintain the user's clock
and to determine the satellite's distance from the user.
The P code can be used to achieve more accurate measurements than
the C/A code. However this requires the ability to determine the current
time within 100nS in order to be able to determine what frame of the P code is
being received. This is due to the fact that the P code has a one week period
and thus cannot be interpreted all at once. The C/A code, on the other hand,
with its 1mS period can easily be examined in its entirety. This advantage is
exploited by the Quick Look algorithm. Thus the C/A code is the only code
that is used by the system currently being discussed.
Each 1mS of C/A code consists of 1023 chips. A code chip refers to a
single datum in the code sequence. Each is transmitted as a one or a negative
one. Because the code is the product of two PN codes, each satellite transmits
a unique set of code chips, periodically repeating every millisecond. These
unique codes are called gold codes and they are related in such a way that they
autocorrelate very well while they have nearly no crosscorrelation. Thus
when a group of received satellite signals is correlated with a given gold code,
little noise is produced from the presence of other gold codes in the signal.
This is an important strength utilized by the Quick Look algorithm.
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2.1 Autocorrelation with all C/A codes present
Even if all of the gold codes were present at once, a correlation with one of the
gold codes provides a clean peak well above the noise level as shown in the
figure above.
2.1.2 Ground Stations
A number of ground stations are used to maintain the satellites'
almanac and ephemeris data, as well as their clocks. The ground stations
communicate with the satellites and monitor their operations. When any
satellite malfunctions, the ground stations record this problem and update
the ephemeris and almanac data. This data is regularly transmitted to the
satellites to update the information that they are transmitting. The ground
stations are also responsible for assuring that all of the satellites' clocks are
accurate and kept synchronous. This task is extremely important, as any
discrepancies between the different satellite clocks could make it impossible
for an accurate navigation solution to be found.
2.1.3 Users
There are a wide variety of receivers currently in existence providing
many different functions. Their uses range from military and space
navigation to surveying and mapping. They all have in common the fact
that they receive and interpret the data transmitted by the satellites in order to
arrive at a solution that requires highly accurate measurement of distance,
position, time, or any combination of these three. These different
applications require different degrees of precision and thus utilize more or
less of the satellite information. Of course, higher precision usually comes at
a cost of more time and/or power.2
Most of the early GPS development was conducted by the military.
Although many commercial applications are currently being developed and
marketed, many of today's users are still military in nature. Many of these
users require extremely high precision and can afford to sacrifice power
efficiency. The systems used in such applications are accurate to within a
meter (or less, the exact values are classified). However, this requires access to
information about the P code that is not available to commercial users. In
addition, the military has the ability to degrade the GPS signal through a
process known as selective availability. This process adds random offsets to
the GPS ephemeris data so that the locations of the satellites are not reported
accurately. Thus a user loses approximately an order of magnitude of
precision when selective availability is active (which has been the case for
most of the time since the GPS satellites were first launched).
Regardless of the military's efforts to degrade the quality of the
commercial uses of the GPS system many companies around the globe are
2Private communique with Trimble Navigation.
pursuing research and developing GPS products. Many of these products are
used primarily in industrial applications, but there is great promise that, as
research continues, many commercial products will be available to the
general population. High end systems are already available to be used for
boating and long distance car racing. These products have achieved accuracies
within five meters, and the companies that are working on these systems
hope to improve this value in the future.3
2.2 Methodology
The general algorithm used to attain a navigation solution is common
to all GPS systems. The ephemeris and almanac data are used to maintain a
database which contains the location of each of the satellites. If the user can
determine his location relative to the satellites, he can use their known
locations relative to the earth to attain the desired navigation solution.
If four satellites are in view, the full GPS solution can be found. By
comparing the time a given satellite transmitted its signal with the time at
reception, the user can determine how long it took for the signal to travel
from the satellite to the user (the transmission time). Given that the satellite
signal travels at or near the speed of light, the distance from the user to the
satellite can be calculated by multiplying the transmission time by the speed
of light. The user now knows that his location falls on a sphere centered at
the satellite (whose location is contained in the database) with a radius equal
to the distance just determined.
This process can be repeated with another satellite that is in view. Thus a
similar sphere is found centered around the other satellite. The user's
3 Private communique with Trimble Navigation.
location must now be somewhere on the circle formed at the intersection of
these two spheres.
2.2 Two satellites restrict the solution to a circle
Finally, a third satellite is used to find a third sphere in the same manner.
The intersection of these three spheres restricts the user's location to two
points.
In most cases, one of these two solutions can be ignored as it would put
the user at an impossible location (e.g. inside the earth), however a fourth
satellite is almost always used. The fourth satellite will provide another
sphere which will restrict the user's location to a single point, however this is
not its primary use. Each of the spheres was found by determining the
satellites' distance based upon the transmission time. Each of these times is
calculated by taking the difference between the time at transmission and the
time at reception. Thus in order to accurately determine the user's location,
all the satellites and the user must have clocks that are synchronous with
each other. The satellite clocks are all synchronized by the ground stations,
however there is nothing to guarantee that any given user's clock has the
same time as the satellite clocks. Thus, in addition to the user's X, Y, and Z
coordinates, the GPS system must solve for a fourth variable - the time error,
Te. This requires the use of the fourth satellite.
In general, this algorithm is used and four satellites are required.
However, in some specific applications fewer satellites may be necessary. In
some applications, a highly accurate clock is available. In these situations,
only three satellites will be needed as Te will not have to be found at all, or
will only have to be found occasionally. Other applications exist where the
user need not find all three position values. For example, when the user's
altitude is known, the GPS solution must only provide X, Y, and Te. Thus
three satellites can be used as described above with the added constraint of a
given Z coordinate. In other cases only one satellite may be used. This is the
case when GPS is used only for its highly accurate clock. A stationary user, or
a user who knows his location may wish to use the GPS clock as a time
reference. In such cases, one satellite is used and Te can be determined
applying the user's X, Y, and Z coordinates as constraints.
3 Standard GPS
Many GPS systems are currently in use today. They use the general
algorithm described above by reading the information transmitted in the data
message. This method has some shortcomings that are more or less apparent
depending on the specific application.
3.1 Method
Most systems that implement the GPS solution do so by reading the
data message. This enables them to maintain their database using the
ephemeris and almanac data. It also gives them a time mark which they can
read and compare to their own clock in order to solve their navigation
problem as discussed above.
On initial power up, the system generally does not know where it is.
Thus it must process a search in which it compares the current signals it is
receiving to its local copy of the codes. Because the system's clock is also
inaccurate at power up, the system does not know where in a given
transmission sequence it is and thus it must make this comparison one chip
at a time. In addition to this search, the receiver must also achieve phase
lock, frequency lock and code lock for each satellite that it finds in the area
and that it chooses to use. A similar search must be performed whenever a
satellite is lost off the horizon or temporarily blocked from view. In these
cases, the search is much simpler as the system can make an educated guess as
to where it is and what satellites are in the area. All three locks must still be
achieved once the satellite is reacquired or a new satellite is found.
3.2 Shortcomings
The method used by the standard GPS is robust and can achieve highly
accurate solutions, however it has a number of shortcomings that limit its
usefulness.
The standard GPS requires constant contact with the satellites in order
to maintain phase, frequency and code lock. Any time that contact is lost, the
receiver must go into a search mode which requires a good deal of time
during which no navigation solution can be found. This reacquisition
process can take seconds before the search and acquisition process is complete
and phase, frequency and code lock are each achieved. The search required on
power up can take many seconds or even minutes to find all four satellites
from an unknown location.
The power up problem is often excused as the initial search can be done
during a noncritical time in preparation for use. However, the time required
during satellite reacquisition can not be explained away so quickly. Contact
with one or more satellites can be lost in many cases. An airplane being
passed by another airplane overhead may temporarily lose contact with one
or two of the satellites that it is using to find its GPS solution. When a car
drives down a city street, the satellites are often blocked from view by
buildings and can only be seen rarely for a brief amount of time. In this case,
the standard GPS may never have enough time to lock onto four satellites
between their disappearances behind buildings.
In addition to examples such as these, some covert applications require
that the user be able to put up an antenna for a minimal amount of time to
find a GPS solution from an unknown location with little or no initial
information. This forces the GPS system into a state very similar to initial
power up. These applications, and others, have shown the need for a system
with a quick acquisition time that need not maintain constant contact with
the satellites, and can perform a search in a relatively short amount of time.
The Quick Look GPS offers to fulfill this need.
4 The Ouick Look GPS
The Quick Look GPS provides a quick acquisition algorithm that is
both robust and accurate. It can attain a GPS navigation solution with only a
20mS snap shot of satellite signal. Thus it does not require continuous
contact with the satellites to achieve accurate solutions. The snap shot is
stored and processed in non-real time. Another snap shot can be stored while
the current one is being processed, or an additional one can be found some
time later when it is available.
The Quick Look algorithm' uses only the C/A code and does not read
the data message. It does not use the ephemeris or almanac data but instead
uses the code itself to solve the GPS problem. This system can be used alone
or in tandem with a standard GPS. When it is used alone, it relies on
almanac data that can be updated from some outside source. Since this
information is current for about a month, little accuracy is lost due to the fact
that it is not continually maintained. When the system is used in tandem
with a standard GPS, the standard GPS is responsible for maintaining the
ephemeris and almanac data, and may calculate its own solutions, especially
if it can utilize the P code's greater accuracy. In such cases, the Quick Look
system is used primarily to decrease search time.
4.1 Method
The Quick Look system uses a slightly different approach to decoding
the direct sequence signal than the standard GPS systems. It performs a
correlation using the C/A code. By generating a local copy of any given
satellite's C/A code, the system can use this correlation to effectively pass the
1W Guinon, Porpoise Mode - GPS, Memo 15L-85-070, Charles Stark Draper Laboratory,
Cambridge, Massachusetts, May 1985.
received signal through a matched filter. Due to the nature of the code, this
process will provide a peak, where the received signal matches the local code,
surrounded by a relatively low noise level. Unlike other direct sequence
systems (including standard GPS), the data message is not read, as the
transmission time can be found using the correlation alone.
4.1.1 Direct Sequence Systems
The Quick Look system is a spread spectrum receiver that utilizes the
direct sequence C/A code to provide enough process gain that a signal can be
received and accurately processed in the presence of a great deal of noise. In
fact, the satellite signals are often below the noise threshold of the received
signal, and must be pulled up from within the noise in order to be used
effectively.
In direct sequence spread spectrum systems, such as the Quick Look
GPS, process gain can be expressed is achieved through the correlation of a
received signal with a specific code.2 Such a system is susceptible to two forms
of noise - random noise that is received with the intended signal, and noise
due to other signals that look similar to the intended signal such as jamming
signals or, in this case, other satellite signals. The following discussion will
first show how the intended satellite signal can be recognized even though it
is received below the noise threshold. After this is accomplished,
crosscorrelation noise due to other satellite signals will be examined. It will
be shown that the GPS system can easily receive and accurately utilize
received signals that are hidden in noise and thus difficult to find without the
aid of the correct direct sequence.
2Robert Clyde Dixon, Spread Spectrum Systems, USA, 1976, pp. 13-27
Random Noise
Much noise may be received with the satellite signals. This noise is
due to atmospheric interference, system thermal noise, and various
transmitted signals that may be in the area. Such noise is generally not
correlated and can be assumed to be random in nature. It is not synchronized
with the satellite signals in any way.
The correlation process provides a frequency by frequency
multiplication of the received signal with the reference copy of a given
satellite code. The intended signal is built up through this multiplication as
its frequency components match those of the reference signal exactly. The
received signal, on the other hand is effectively spread throughout the
frequency spectrum of the reference signal. No matter where the energy of
the original noise was, it is now spread throughout a bandwidth equal to its
original bandwidth plus that of the reference signal. This spreading greatly
attenuates the noise resulting in a relative gain for the desired signal.
The reference signal is composed of a series of square waves. It is
modulated by the data message which is itself a square wave with a far longer
period. Examination of this signal in the frequency domain results in a
sin(x)/x shape with initial nulls at the positive and negative frequencies
equal to the code rate. This is modulated by a number of other sin(x)/x
spectrums due to the data modulation and the lower frequency square waves
found throughout the code. The main lobe's null to null bandwidth is equal
to twice the code rate.
The process gain is a function of the bandwidth of the reference code
compared with the data rate. The gain in question is the signal to noise
improvement resulting from the code to data bandwidth tradeoff. For the
GPS system, this can be expressed as
A=R
Rd
where Rc is the code rate, and Rd is the data rate. Since the C/A code rate is
1.023 Mbps and the data rate is 50bps, the process gain is about 41 or 92dB.
Crosscorrelation Noise
The C/A codes are gold codes whose amplitude is positive or negative
one. These gold codes are made up of the product of two PN codes having the
same period. The autocorrelation of a PN sequence isN
R(i) = - s(t)s(t + i)dt
Using the maximal length 1023 chip sequence,
s(x) = x'o + x3 +1
we get the following autocorrelation.
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4.0 Maximal length sequence autocorrelation
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The autocorrelation of a product of such PN sequences will give a similar
result with some noise caused by the crosscorrelation between parts of the two
different PN sequences. Thus the autocorrelation of a gold code looks like
this.
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4.1 Gold code autocorrelation
If one of the two copies of the gold code that is being autocorrelated is
delayed in relation to the other, the peak will be centered around a point
equal to this delay. For example, the following figure shows the correlation of
a given C/A code with a copy of the same code delayed by 700 chips.
AALkL.~L.J~iiL Lu ILII~MI~ M~L1ilM JI&.IbIhLa.LkI IIiAi &J~IJ1J
__
kuML~llrS*1~USrlan~L~h~
E
E
1500
1000
500
0
0 200 400 600 800 1000
4.2 C/A code correlation showing delay offset
The Quick Look algorithm correlates the received signal with the C/A
codes for four of the satellites that are in view. As compared to the rather
ideal cases just shown, the results of the Quick Look correlations have
somewhat more noise due to crosscorrelation from the other satellites' C/A
codes. The advantage of the gold codes over other direct sequences is that this
crosscorrelation is uniformly minimized across any combination of satellites.
Noise due to crosscorrelation varies based on time offset and Doppler
offset. The crosscorrelation between two gold codes Gk(t) and Ge(t) is3
Gk (t)G,(t + n)cos ,dt = G, (t) cos odt
Where Gs(t) is another gold code. Using this equation and averaging for all
time offsets, we find that the C/A codes have a peak crosscorrelation of
-21.6dB with any Doppler shift, and -23.8dB without Doppler shift Thus a
3J J. Spilker Jr., GPS Signal Structure and Performance Characteristics, Global Positioning
System. Papers published in Navigation, vol. I, The Institute of Navigation, 1980, pp. 29-54.
given C/A code can be pulled out of a linear combination of gold codes
resulting in a peak that is at least 21.6dB above the noise.
Now that both of the noise sources have been discussed, the actual
ability of the Quick Look system to pull a desired signal out from within the
noise may be examined. Although the process gain shown above is 92dB, a
signal cannot be identified if it is originally 92 dB below the noise. It must
have some magnitude greater than the noise when it is examined after the
correlation in order for it to be identified. Since the peak from the
autocorrelation can only be 23.8dB above the crosscorrelation noise, there is
no reason to try to make it higher out of the random noise. Thus the desired
final signal to noise ratio is 23.8dB. Subtracting this from the 92dB of process
gain shows that a signal can be found from as much as 68dB below the
incoming noise threshold.
4.2 Algorithm4
The Quick Look system utilizes the correlation process described above
to arrive at the desired navigation solution. The received signal is correlated
with each satellite reference C/A code that it must be compared to. When the
user's approximate position is known, this requires four correlations with
four different satellite signals in order to arrive at a three dimensional
solution and to maintain the user's clock. When a satellite search is required
any number of satellite reference signals may have to be correlated with the
received signal until four matches are found.
4W Guinon, Porpoise Mode - GPS, Memo 15L-85-070, Charles Stark Draper Laboratory,
Cambridge, Massachusetts, May 1985.
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The correlations are performed in the following manner. The
frequency spectrum of the received signal is found using a fast fourier
transform, and stored. A given satellite signal is then transformed using the
same process and the two transforms are complex conjugate multiplied. The
resulting frequency spectrum is then inverse fast fourier transformed and the
resulting time domain solution is squared and stored. This process is
repeated 20 times with the same satellite and the solutions are accumulated as
they are produced. This entire process is repeated once for each satellite that
requires a correlation (except that the transformation of the received signal
need not be repeated). The final result will be four time domain solutions
containing a clean autocorrelation peak that can be used to measure the four
transmission times and thus the user's position.
Two interrelated steps in this process deserve further explanation - the
squaring and the accumulation of the solution. The transforms are squared
because their sign is determined by the data bit. Since the sign could change
across the 20 solutions, they are squared in order to permit the accumulation
to be independent of the sign bit. The solutions are accumulated to lower the
noise level. The noise found at the result of the correlation process has been
distributed throughout the reference signal's bandwidth and is uncorrelated.
It can be considered gaussian in amplitude around zero and white in
frequency within the bandwidth of the reference signal plus the original
noise's bandwidth.
The accumulation of the noise is the accumulation of a number of
gaussian distributions. When N gaussian distributions with a mean of g and
a variance of a are added together, the result is another gaussian with a mean
of Ng and variance of oFNa. The peak is also effected by the accumulation.
However, since all solutions have their peaks in the same place, the peak
magnitude is simply multiplied by N, Thus, although the accumulations
increase the amplitude of the noise, they increase it at a lesser rate than they
increase the amplitude of the peak. In general, the accumulation improves
the signal to noise ratio by a factor of N / 4-i. This result is only statistically
true however. In the worst case, the noise from each solution is correlated
and the signal to noise ratio is not improved by the accumulation.
4.3 Top Level Specification
The hardware to produce the correlation required for the Quick Look
GPS was developed as an internal research and development project at
Draper Laboratory. The purpose of the endeavor was to show that such a
technique could be implemented in a small chip set and display this ability to
potential customers. Many aspects of the design were unspecified when the
design was first undertaken and were determined based upon constraints that
were discovered during the design process.
4.3.1 Hardware
The entire correlation is designed to be a single chip set. All of the
processing is done on a single chip which was developed as a full custom
VLSI CMOS design. The only hardware required to perform the correlation
that is not on the chip is the necessary memory.
The decision to not include the memory on the chip was affected by
two major considerations. The first consideration was chip size. Moving the
memory keeps the size of the chip down, making the overall design more
manageable, and increasing the yield of each wafer when the chip is
fabricated. The second consideration was speed. Although having the
memory off chip requires chip to chip accesses which are longer than on chip
access times, it is likely that memory access will be no slower than it would be
if it was included on chip. In fact, it may very well be faster. Very fast RAM's
can be purchased from companies that have customized their fabrication
process and design techniques to the design of such memories. Such chips
would probably be much faster than anything that could have been designed
using the available technology and design tools.
4.3 Quick Look chip set
The Quick Look chip set shown above requires 4 Am99C134 4K*8
CMOS SRAM random access memories. 2 for the received signal memory,
and 2 for the code memory. Two Am27519A 32*8 bipoolar PROM read only
memory, and one Am27C43 4K*8 CMOS PROM read only memory are also
needed. The RAM's are used to provide intermediate data storage during the
processing of the FFT's and the correlation. The ROM's provide the twiddle
factors for the 64-point and 4096-point FFTs. All control and address signals
for the memories are produced on the correlator chip. These memories
provide an access time of 35nS. Thus they must be addressed one clock cycle
before a value is needed.
4.3.2 Input
Data is provided to the correlator system from a GPS front end which
receives the signal, and does the necessary RF demodulation and A/D
conversion. The result is the system's input - a digital stream of 6 bit 2's
compliment values representing the received signal. Because there are 1023
code chips, there are 2046 samples in the digital stream in order to satisfy the
Nyquist criterion. The first thing the correlator does is to receive this data
from the front end and store it in memory.
4.3.3 Internal Data Format
Internally all numbers are processed as 10 bit signed 2's compliment
values. The most significant bit is the sign bit. The next bit is the units
position and there is an assumed binary point between bits 8 and 7. The
memories, however store the data as 8 bit words.
When the data is first input it is put directly into the received signal
memories. Two zero bits are appended at bit zero and bit one as the data is
written into the memories.
±1 b4 b31 b2 bo
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4.4 Conversion of input data word to memory word
After this step, all data is stored in the memory word format. The highest bit
in memory is the sign bit. The next bit holds the units values, and the rest of
the bits are to the right of the binary point.
b7 b l b, 41 b4 b I I441I
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4.5 Conversion of memory word to internal data word
On the correlator chip all data is processed in words that are ten bits
wide. Whenever the data is read, the sign bit is copied into the three most
significant bits of the internal data word. When it is stored back into the
memory, the two lowest bits are truncated. The extra bits are used internally
to maintain a high level of precision during calculations. The data is aligned
as described when moved in and out of the memory so as to provide ample
bits for overflow protection.
5 Quick Look Implementation
The Quick Look system performs a correlation in the frequency
domain. 1mS of received signal is represented by a 2046 sample input stream.
This stream is correlated with reference copies of the C/A codes that are
generated locally.
5.0 Quick look correlation
A fast fourier transform is used to find the frequency domain
representation of both the input stream and the local code for one of the four
satellites that is being processed. The resulting transforms are then complex
conjugate multiplied, performing the equivalent of a correlation in the time
domain. The results of the multiplication are then inverse transformed
using an inverse fast fourier transform. This process is repeated once for each
of the four satellites being processed. The entire procedure is then repeated 20
times to accumulate a solution and lower the relative noise.
In the case of a search, the process is modified slightly. Four satellites
cannot be processed simultaneously as it is not yet known which satellites are
in view. Thus each satellite is processed individually and then accumulated.
This process is repeated for each satellite until four are found that are in view
and can be used.
In either case, the resulting solutions will have a peak in the time
domain representation found from the IFFT that is 23.8dB above the noise
threshold. This peak will be offset from zero by the amount of time that has
passed since the satellite began transmission of the current ImS segment of
C/A code. Thus the offset of the peak can be used to determine the
transmission time which can be used to determine the user's distance from
the given satellite. Once this information is found for all four satellites, the
user's location can be computed.
5,1 Correlation
The correlation is implemented in the frequency domain through use
of an FFT followed by a complex conjugate multiplication. In order to operate
as quickly and simply as possible, it is desired that a radix 2 FFT be used. This
requires zero padding of the streams of data that are to be transformed. The
FFT assumes periodic repetition of its input in the time domain. If a 2048
sample FFT is used, the zeros appear in the middle of the correlation,
effectively smearing the peak out into two half peaks two samples apart.
In the figure below, the actual code is outlined in dark lines, part of the
periodic duplication of the code is shown, outlined with lighter lines. At four
points in time, the two codes align and create a peak as shown.
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5.1 2048-point correlation
As the received signal slides past the reference code, two pieces of the
code match at offsets equal to 1023±A, where A is the reference code's offset
from zero. The total energy is divided between these two peaks, lessening the
peak magnitude and increasing the relative noise threshold. To avoid this
problem, a 4096 sample correlation is used instead. The reference code is
duplicated making 4092 samples. It is then zero padded with four zeros,
creating the necessary 4096 samples. The received signal is zero padded with
2050 zeros so that it will provide 4096 frequency points after it is transformed.
The results of these two transforms can then easily be complex conjugate
multiplied and emulate a linear correlation in the time domain. The
resulting correlations will have two peaks. However this in no way effects
the noise threshold of the system as duplicating one of the codes doubles the
total amount of energy. Therefore , the extra half of the solution, which
provides a second peak, simply uses this extra energy.
When the satellite signals are received, each code will be aligned in one
of three ways. The received code will either be exactly aligned with the
starting point at reception, it will begin somewhere within the first half of the
samples, or it will begin somewhere in the second half. When these are
correlated with the received code, the resulting correlation peaks will be as
shown below.
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5.2 4096-point correlation
All of the correct correlation peaks can be found between samples 2048
and 4096 and thus the search area can be restricted to these samples. In the
first case, the code is perfectly aligned. There are no false peaks and the one
true peak will be found at sample 2048, and the other at 4096. The second and
third cases actually collapse into one case. The true peaks are in the correct
area and can be found at the sample equal to 2048 plus the offset of the
received code. The second peak in these cases is broken into two smaller
peaks. These peaks will not complicate the process of finding the true peak
however, as they will always be outside of the search area and thus they will
be ignored.
5.1.1 Fast Fourier Transform
To perform the 4096 sample correlation, an FFT of that size is required.
The algorithm that is used is a 'squared radix' algorithm.1 This algorithm
uses an N point FFT to perform an N2 FFT. This process can be repeated to
use the N2 FFT to produce an N4 FFT. In this case, an 8-point FFT is used to
produce a 64-point FFT which is in turn used to produce a 4096-point FFT.
The FFT's are performed in a matrix. A square 8x8 matrix is used to perform
the 64-point transform. First an 8-point transform is performed on each of
the rows, then all items are multiplied by a twiddle factor, and then an
8-point transform is performed on each of the columns.
This algorithm can easily be derived, starting with the
basic DFT equation:
N-1
X(k)= jx(n)W' k = 0,1,2,...N-1
o=0
where
.2xnk
Wf = e1 N
The N2 point DFT is defined as:
N2 -1
X(k)= - x(n)W4 k=0,1,2,...N -1
n=0
If we redefine the indices n and k in the following manner,
1Joseph H. Gray and Mark R. Greenstreet, A VLSI FFT System Design, ESL, a subsidiary of
TRW, Sunnyvale, CA
n = Nn, +n2  n,n= 0,1,2,...N-
k =• +Nk2  k,k2 = 0,1,2,...N- I
we get the following equation for the DFT:
N-I N-1
X(k, + Nk2)= X x(Nn, + n N)W +i)(+4+Nk
o sWm ix(Nn, +2 ON )WA W
The term in brackets is the N point DFT with the index nl. The
other summation is the N point DFT of the bracketed expression
after multiplying it by the twiddle factors Wf .2
In order to more fully explain this algorithm, it will be shown in the
matrix format mentioned above. The 4096-point FFT is broken down into a
number of 64-point FFT's by putting all 4096 points into a 64*64 square matrix.
A 64-point FFT is performed on each of the columns, then each element is
multiplied by the appropriate twiddle factor, W•• . The transform is
completed by performing a 64-point FFT on each of the columns. This
requires 128 64-point FFT's and 4096 complex multiplications.
2Joseph H. Gray and Mark R. Greenstreet, A VLSI FFT System Design, ESL, a subsidiary of
TRW, Sunnyvale, CA p 2.
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5.3 N2 FFT in N*N matrices
In addition, the 64-point FFT's must somehow be accomplished. They are
performed in a similar manner. Each 64-point FFT is put into an 8*8 matrix.
The columns are transformed using 8-point FFT's, each element is multiplied
by a twiddle factor, and then the rows are transformed using 8-point FFrT's.
This requires 16 8-point FFT's and 64 complex multiplications for each
64-point FFT. Assuming that an 8-point FFT core is used, the entire
procedure requires 2048 8-point FFT's and 12,288 complex multiplications.
For comparison, a standard iterative radix-8 4096-point FFT would
require 4 stages of 512 8-point FFT's with 4096 complex multiplications at each
stage. This would require a total of 2048 8-point FFT's and 16,384 complex
multiplications.
5.4 Standard radix 8 4096 point FFT
The squared radix algorithm requires 4096 fewer multiplications than a
normal radix-8 4096-point FFT, without any added complexity in the required
8-point FFT's.
5.1.2 Complex Multiply
In addition to the FFT, the correlation requires a complex
multiplication. Normally a complex multiplication is performed using
4 multiplications and 2 additions as shown.
Re{(a + bi) x (c + di)} = a x c - b x d
Im{(a + bi) x (c + di)} = a x d + b x c
The necessary multiplications are explicitly shown. The single subtraction
found in each of the real and imaginary parts comprise the two additions.
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Multiplications require more chip area and take more time to execute
than additions. Thus it would be preferable if the number of multiplications
could be lessened even if the number of additions would have to be
increased. The same complex multiplication can be achieved with 3
multiplies and 5 additions in the following manner.
Re{(a + bi) x (c + di)} = a x (c + d) - d x (a + b)
Im{(a + bi) x (c + di)} = a x (c + d) - c x (a - b)
Again, the necessary multiplications are shown explicitly, as are the additions
(including subtractions). In this case, however, the first term in the real and
imaginary parts of the solution is the same. Thus that multiplication and
addition need not be repeated. This is what makes the second algorithm
favorable and is why it is used in this system design.
6 ASIC Design
The methodologies and algorithms discussed above are combined in
the design of a single ASIC to perform the Quick Look correlation. Parts of
the design have been laid out utilizing full custom design techniques in 2pm
CMOS. The design rules for a Mosis N well process which includes two metal
layers was used. The full design fits on a die approximately 8cm on a side.
The chip utilizes a data flow architecture as shown. Data is input from
the GPS front end and processed through the various functional blocks as
needed. The complex multiplier is used to perform twiddle factor
multiplications and the correlation. The FFT block performs the 4096-point
FFT and inverse FFT. The code generator produces the reference copy of the
C/A code for the correlation. The main control circuitry provides control
signals that direct the entire process.
Fast Fourier Transform
Generator
Clock
6.0 Quick Look ASIC block diagram
The chip requires 32 pins for input and output of data, 23 pins for
control signals, and one additional pin for a single 25MHz clock. Values are
Complex Multiplier
input and output to and from the chip as two 8 bit quantities representing
their real and imaginary parts. This requires 16 pins for input and 16 pins for
output. All the memory addressing is done on chip. Thus 12 bits of memory
address register information must come off chip to be used as the address for
all the memories. Two more bits are used to select between the four
memories (two ROM's and two RAM's). Thus memory selection and
addressing requires 14 bits. Seven control signals are used to select the C/A
code. One is used to tell the system that a C/A code is being input. The other
six represent the number of the C/A code (1 to 37). The two remaining
control signals are a START signal and an output available signal. The
START is used by the external system to instruct the chip that data is ready
and it should start processing. The output available signal is asserted by the
chip to inform the external system that outputs are being produced and must
be read in.
When all of this hardware is assembled, the Quick Look correlation can
be processed as follows:
1. Wait for START signal.
2. Load received signal.
3. Perform FFT of received signal.
4. Get C/A code number.
5. Generate and store reference code.
6. Perform FFT of reference code.
7. Complex conjugate multiply reference
code transform with received signal
transform.
8. Goto 4 on new C/A code or
Goto 1 on START.
6.1 Full Custom Layout
The functional blocks shown in the figure above are currently
composed of a combination of sub-blocks that are modeled behaviorally and
those that are fully laid out. Two main blocks were chosen to be laid out
because they have the greatest impact on the overall chip design. Their
design constrains the rest of the chip and gives enough information to
approximate the overall chip's performance. They are the main building
blocks from which the rest of the design is developed and will be explained
first so that they may be understood now and referred to later when other
parts of the chip are being discussed. The other, less significant blocks that
were also laid out will be discussed with the larger blocks that they are a part
of.
Throughout the layout, a number of basic conventions were used. At
the lowest level, metal two transparency was maintained. Thus it was
possible to utilize metal two as interconnect across larger parts of the chip
without being concerned about what it was passing over. This saved both
design time and silicon die area. Except where stated otherwise, one bit slice
of each low level block was designed and replicated for the necessary number
of bits. These n bit blocks were then interconnected as necessary to design the
larger circuits. Time was taken to maintain modularity at every level so that
once a given sub-block was completed, it could be viewed as a functional
block with little concern about its specific design.
Mentor Graphic's GDT design tools were used for behavioral modeling,
schematic capture and layout. It's Lsim tool was used for the simulations.
Lsim provides a switch level simulation mode which was used to check the
functionality of each functional block as it was designed. It also provides an
'adept mode'. This mode simulates at a pseudo-analog level and was used to
check timing constraints, propagation delays, and power use. Unless
otherwise stated, average power was found by causing as many transistors as
Spossible to switch state and then averaging the amount of current used over
time.
6.1.1 Clocked Gates
Throughout the design, clocked gates are used to synchronize the
operation of various parts of the chip. These gates will be represented using
the standard gate icon with a triangle in the lower left hand corner
representing the clock input. For example, if a NAND gate icon is the icon on
the left, the clocked NAND gate will be depicted by the icon on the right.
6.1 Clocked gate icon
The design of these clocked gates is relatively simple. The normal
CMOS gate design is used, but in between the PMOS and NMOS structures
(on either side of the output), a single complementary pair of transistors are
added.
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6.2 Clocked NAND gate schematic
These transistors are driven by a clocked signal and its complement. Thus
when the clock is asserted, both of the additional transistors are on, and the
gate can operate normally. When the clock is not asserted, the pair turns off
and the output is allowed to float, maintaining whatever voltage it was
previously charged to.
6.1.2 Clock
The full ASIC will have a single 25MHz, half duty cycle clock input.
Internally, this clock is used to produce four clock signals - a two phase
non-overlapping clock, and its compliments. There are two pieces of circuitry
that comprise the clock subsystem. The main clock circuit produces the two
different phases and is found in the functional block marked clock. The other
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part consists of pairs of inverters and buffers that are distributed throughout
all clocked subsystems on the chip.
The clock period was determined after the critical layouts had been
completed. The five input adder, which is discussed below, has a critical path
that must fit within one half clock cycle. Once this path was determined to be
the critical path, it was optimized so that a satisfactory clock period could be
found. Thus it was determined that a 25MHz clock gives enough time for all
parts of the chip to complete their operations. Any future layout should not
bring about any conflicts as the lowest level blocks that are needed are already
laid out and it does not appear that any new critical path could arise.
Main Circuit
The main clock circuit uses the external clock to produce two positive
non-overlapping signals. Each of these clock signals is high for almost half
the clock period, and low long enough so that the two do not overlap. These
two clock signals will be referred to as (Di and 02. They are produced using a
pair of cross coupled NOR gates connected to the input clock as shown.
f1i1.
6.3 Main clock circuit schematic
When the input clock is high, Z1 is high and 02 is low. When the
clock goes low, the top NOR gate immediately sees a 0 and a 1 at its input. Its
output, however remains low. The bottom NOR gate sees a 1 at the output of
the inverter after one inverter propagation delay (tpdNOT) The bottom NOR
gate now has inputs of 1 and 0 and, after one NOR gate propagation delay
(tpdNOR), there will be a 0 at its output, 01. The second input to the top NOR
gate now becomes a 0 after whatever propagation delay there is in the
feedback wire between the two gates (tpdSKEW). Thus, tpdNOR+tpdSKEW later,
02 goes high. The process is similar at the rising edge of the input clock
except that the first delay seen (before 02 falls) is tpdNOR instead of tpdNOT.
This one difference provides some incentive to try to closely match tpdNOR to
tpdNOT, although this is not essential as all that is important is that the two
clocks are both high for a given minimum time and that they do not overlap.
In order to account for clock skew problems, some additions are made
to the circuit above. As the clock signals are run from the clock to each
succeeding functional block, they must cover increasing lengths of wire. Each
of these inputs thus receives the clock signal at a slightly later time than the
sub- block before it. This skew is accounted for in the clock by wiring the
feedback paths at the output of each NOR gate across the entire chip. The
wire that is used to distribute the clock signal throughout the chip is brought
back to the NOR gates beyond the point where it has been connected to all the
sub-blocks' clock inputs. This adds extra time to the tpdSKEW term in order to
make sure that both clocks stay low long enough to account for the clock skew
caused by distribution through wires.
So far, only part of the clock skew is accounted for. After the clocks are
distributed to each of the functional blocks, these sub-blocks distribute the
clock internally. All of these internal clock paths create are in parallel with
each other. They create additional skew and must also be accounted for. This
can be done when the full chip is designed by finding the longest one of these
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paths and creating a single buffer that has the same total delay. This buffer
should be added to the feedback path of the long wires mentioned above
between the last functional block's clock input, and the input to the NOR
gates. With these two additions, the tpdSKEW delay will be great enough to
guarantee that all clock skew will be occur during the time that both clocks are
low and effectively be masked out of the system.
At this point, the NOR gates are 24gm each. When the rest of the chip
is laid out, laid out, the total load on the clock must be determined and
resizing the NOR gates will have to be considered.
Buffers
In order to maintain modularity and increase the ease of completion of
the chip layout and future incremental improvements in the ASIC design,
the clock buffering is distributed throughout the chip. Each sub-block is
responsible for providing the buffering and inversion of the clock signal that
it needs, and guaranteeing that both 4t and 02 are loaded equally. As most
clock inputs in CMOS need to be complementary, this usually requires a
buffer and inverter for each of 41 and 42. However, if both phases are not
required, some gate or other load must be connected to the unused clock
signal as both must be effected the same by any given sub-block.
When an inverter and buffer are used, they must be sized so that their
propagation delays are closely matched. This is done by using two minimum
length inverters for the buffer and an inverter whose length is twice
minimum.
The widths of these gates should be determined based upon the
number of gates that they must drive. Each gate being driven adds an
additional capacitor that must be charged and discharged each clock cycle. The
amount of time it takes to do this is determined by how much current is
being provided by the clock buffers. Thus the sizing of the clock buffers is
determined by the capacitance that is seen and the desired rise and fall times
of the clock signals. The amount of current necessary can thus be expressed as
I.= 5CLr
r refers to the desired rise and fall time. CL is the total capacitance seen at the
output of the buffers.
CL Co W.
X=-o LX
Where N is the total number of transistors being driven. The width of the
buffers can be determined from this current.
2LI
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When additional parts of the chip are laid out, care must be taken to properly
size these buffers. It must also be noted that, if many of these buffers are being
driven by the main clock circuit, the NOR gates discussed above may have to
be resized. This can be accomplished by performing a similar analysis. In this
case, the buffers and inverters provide the capacitive load and the NOR gates
widths would be determined.
6.1.3 Two Input Adder
The two input adder is fully combinational and can be used to add two
10 bit numbers. Because this circuit is used throughout the chip, and the
ripple carry nature of many parallel adders can take a large amount of time, it
was considered important to optimize this circuit for speed. The complexity
and size of some of the fastest types of adders (i.e., carry look ahead adders)
were considered too great to utilize such a design. Instead, a fast ripple carry
design was used.
In general, when inputs arrive at an adder, each bit slice sees its two
addend inputs immediately. It then must wait for the carry to ripple through
each bit slice before a solution can be calculated. In this design, all possible
computations are carried out before the carry input arrives. A pair of
possibilities are determined for both the sum and carry outputs. The carry in
is then used to determine which actual outputs should be used. In order to
accomplish this, two main pieces are required. A specialized carry chain is
needed. It determines the two possibilities for the carry bit and selects which
is necessary. An adder is also used that calculates the two alternative sum
outputs and then chooses the correct one based on the incoming carry bit.
Carry Chain
The greatest concern in the carry chain was to minimize the time
between arrival of the carry in and output of the carry out. In order to
accomplish this, the addend inputs control a multiplexer that determines
whether the required carry output need be determined by the carry in or if it
can be determined from the addend inputs alone.
A B Cin
0 0 X 0
0 1 0 0
0 1 I 1
1 0 0 0
1 0 1 1
1 1 X 1
6.4a Two input adder carry chain logic table
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The carry output must satisfy the above logic table. It can be
determined simply using the addend input when they are both either low or
high. Otherwise, the carry out is the same as the carry in. Thus a multiplexer
can be used to choose between these two circumstances. When the addend
inputs both have the same value, an AND of the two inputs provides the
carry out. When the two addend inputs differ, the carry input is simply
propagated along as the carry out. This is accomplished with the following
circuit.
AB+ AB
Carry
6.4 b Two input adder carry chain schematic
AB + AB is used instead of some other XOR because the ;A is being
determined anyway as one of the two possible carry results. In general, the
appropriate transmission gates are set on (and off) long before the carry signal
arrives. This way there is only a 1.43nS propagation time when the carry
signal must ripple through the transmission gates. The only other delay
worthy of note is the 3.43nS time that is required to initially set up the
transmission gates.
Sum Determination
The sum bit uses a methodology similar to that of the carry chain in
order to satisfy the following logic table.
Cin
0
0
0
0
0
0
1
I
0
0
1
1
0
1
0
1
Sum
0
1
1
0
6.5a Two input adder sum bit logic table
When the carry in is zero, a half adder can be used to determine the correct
sum output. When the carry in is one, the sum outputs are simply inverted.
Thus a half adder is used and either its output or the inverse of its output is
selected as the sum output based on the carry in bit. A multiplexer (as
opposed to an XOR) is used to do this selective inversion in the interest of
speed. Both choices of solution are ready and waiting for the carry in bit to
select the appropriate one.
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6.5b Two input adder sum bit schematic
The half adder is simply an XOR of its inputs. This value is already calculated
as the AB + AB selector signal for the carry bit. Thus no additional circuitry
need be built to provide the half adder function. The worst case delay
between the arrival of the carry in and the determination of the sum output
is 1.50nS.
When these two pieces are put together, a fast ripple carry adder is
created. Each bit slice measures 107gm*1361m and uses an average of
5.50mW/nS at 25 MHz with a maximum power dissipation of 17.86mW. The
worst case delay occurs when the carry bit must ripple from the first bit all the
way through to the last bit. When this is the case, the full 10 bit addition
(resulting in 11 bits of output) requires 19.71nS to complete. In order to
prevent this long propagation delay from creating critical paths and requiring
a greater clock period, a pair of registers are added to this adder at its inputs.
The addition is allowed to continue across more than one clock cycle while
the registers maintain the correct inputs. Since the adder always appears with
these registers, their design must be discussed before the adder's specifications
can be understood.
1Cirm
Registers
The registers are designed using a pair of clocked inverters and two
transmission gates. Feedback is used to maintain a given value at the output
indefinitely when new values are not being loaded.
LD
out
6.6 Register schematic
Two cascaded clocked inverters allow a value to ripple from the input of one
inverter through to the output of the next inverter as each inverter's clock
goes high. (See appendix A, entry 1 for the register's timing diagram). When
the LD signal is high, the value to propagate through the inverters is taken
from the input through the first transmission gate. When the LD signal is
low, the feedback transmission gate permits the same value to repeatedly be
propagated through the two inverters so that it is refreshed and remains valid
as long as is necessary. For a more complete discussion of how the cascaded
clocked inverters operate, see the description of shift registers below.
The registers have a worst case delay, measured after 0 2 goes high, of
2.03nS. They have a peak power dissipation of 2.97mW and use 208gtW/nS at
25 MHz when loading new values on each dock. Their dimensions are
75gm*58gm.
When the registers and adder are assembled together and a clock buffer
is added, the full ten bit adder measures 1130pm*309.5pm. The circuit has a
peak power dissipation of 65mW with a worst case average dissipation of
18.9mW/nS at 25 MHz. It has a worst case delay (after 02 goes high) of
23.19nS. Its timing diagram can be found in appendix A, entry 2.
When the registers are connected to the adder circuit, the two addends
can be loaded on )1. The adder can then be allowed to find a solution while
the input values are maintained by the registers. Using this scheme, a
solution is guaranteed during the following l1 no more than 3.19nS after the
clock goes high.
Incrementer
An incrementer is built based upon the design of the two input adder.
This circuit uses the same carry chain methodology to produce a fast ripple
carry incrementer. An incrementer only requires one set of inputs, and thus
the necessary logic is much simpler. Each bit of the incrementer is
functionally a half adder. It requires a single input IN, and a carry input from
the previous stage, C. The necessary circuitry boils down to a pair of
multiplexers and four inverters.
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6.7 Incrementer bit slice
This 10 bit incrementer measures 941tm*7691nm. Its worst case
propagation delay, when all bits increment from 1 to 0 is 9.52nS. It uses an
average of 3.97mW/nS with a peak power dissipation of 6.53mW.
6.1.4 Five Input Adder
The five input adder is used in two different ways in the FFT, and it is
the main component of the complex multiplier. A vast majority of the chip's
area is used to create instances of this block.
As its name implies, the five input adder is used to add five 10 bit
numbers. It can do this more effectively than a cascade of two bit adders. The
basic strategy of the adder is to compute columnwise partial sums of its
inputs. It shifts and adds these partial sums to calculate the result. Since it
only uses its inputs one column at a time, the adder can be bit-partitioned,
allowing parallelism at the bit level. For the columnwise bit-partitioned
adder used in this design, it can be shown that the partitioning is optimized
when the partition width, m, satisfies the following equation:1
m = log2(k - 1)]
where k is the number of inputs. Thus the selected partition width is 2, and
the following design is used for each 2 bit slice of the adder.
S3 S2 S, So
6.8 Five input adder two bit slice
The input values are stored in shift registers which are full custom
designs. All ten bits can be loaded in parallel. The column adder was
1Kai Hwang, Computer Arithmetic: Principles, Architecture and Design, John Wiley & Sons,
New Yprk, U. S. A., 1979, pp. 103-107
Column Adder
implemented using a PLA generator, and the half adders, full adder, and flip
flops are full custom designs.
Shift Registers
The shift registers are implemented using clocked inverters and
transmission gates.
LD
out
6.9 Shift register schematic
The clocked inverters require a two phase non-overlapping clock. When a
given phase of the clock is high, it enables the inverter that it is connected to.
By cascading alternately clocked inverters, a given input value can be made to
propagate through the shift register as each clock phase goes high. The data is
input through the first inverter on 1DI. When 0 2 is high, the second inverter
is enabled and it can take the value waiting at its input. Assuming the LD
signal is low, this process repeats through the next pair of inverters
The transmission gates select whether a new value is to be loaded or
the current value is to be shifted. When the LD signal is low, the first pair of
inverters are connected to the second pair, and shifting can occur. When the
signal is high, the input to the first inverter in the second pair is connected
directly to its input value. The first pair of inverters are always connected to
their input, as they need not be aligned differently when shifting occurs.
Refer to appendix A, entry 3 for the shift register's timing diagram. It
shows how a new value processes its way through the docked inverters.
When the input is loaded high on 01, the first inverter responds with a low
output. The value then shifts through each of the following inverters on
each phase of the clock. At the end of each clock cycle, the value has shifted
through two inverters, or one stage of the shift register. The propagation
delay, measured as time after 02, is 1.12nS for a rising value and 0.48nS for a
falling value.
This low level block measures 110.5gm*106.5ýpm. When loading new
values, it uses 331pW/nS with a peak power dissipation of 3.17mW. When
shifting, the average is 223pW/nS, and the peak is 3.04mW.
Column Adder
The column adder adds the 5 bit input representing a column of 1 bit
from each input value. This requires logic that can count the number of its
inputs that are ones. A PLA generator was used to produce this logic as it
would otherwise simply require a great deal of tedious design which would
not provide a great increase in performance, size or density. The resulting
design is a 5 input, 3 output PLA. It requires inputs during 01 and provides
outputs during 02 which stay valid throughout the next half clock cycle.
The worst case delay for the three outputs is 6.51nS. The PLA uses
57.5mW/nS with a peak power dissipation of 100mW. Its dimensions are
440gm*1038.51im.
Half Adder
The half adder takes two
outputs based on the following
0
0
0
1
addend inputs and produces sum and carry
logic table:
B
0
1
1
1
6.10 Half
0
0
0
1
adder logic
Sum
table
The carry output is simply the AND of the two inputs and the sum output is
the XOR of the two inputs. Because the AND needs to be produced anyway,
the XOR is produced as the following expression: (AB) + (A + B). This is
implemented in CMOS logic as shown below.
Sum
6.11 Half adder schematic
The carry output has a worst case propagation delay of 1.29nS. Because
the sum output uses the carry output as an input, it takes slightly longer,
having a worst case propagation delay of 1.43nS. This entire circuit is
/m
66pm*80pnm. It uses 178p1W/nS and has a maximum power dissipation of
8.94mW.
Full Adder
The full adder takes 3 inputs, two addends and a carry in, and produces
sum and carry outputs according to the logic table below.
0
0
0
0
1
6.12
Cin Car. Sum
Full adder logic table
It is not produced through an amalgamation
constructed of two complex gates as shown2.
minimize carry propagation time.
of standard gates. Instead it is
The carry gate. is designed to
2Neil Weste & Kamran Eshragian, Principles of CMOS VLSI Design: A Systems Perspective, A
T& T ell Laboratories, USA, June 1988. pp. 311-315.
I _____
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6.13 Full adder carry gate schematic
The second gate produces the sum output. The Carry input is provided from
the carry gate immediately before the final inverter. Because it uses the carry
gate as input, the sum gate is necessarily slower in providing an output.
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6.14 Full adder sum gate schematic
The worst case delay is 4.17nS for the carry output and 5.92nS for the sum
output. The full adder (both gates) measures 103pm*851im and uses an
average of 408p.W/nS, with a maximum dissipation of 8.85mW.
Flip Flop
The flip flop utilizes a similar design to that of the shift registers. A
clocked inverter followed by a clocked NOR gate enables a value to be loaded
on one clock cycle and output on the next, as long as the RST input is held
low.
out
02
6.15 Flip flop schematic
The input inverter accepts values on 01. Its output holds this value
throughout 02 during which time the NOR takes the value as input and
inverts it. The result is that any value that is input during 41 is found at the
output of the NOR gate during 02 and throughout the next 01. When RST is
forced high during 02, the NOR gate outputs a zero and effectively ignores its
input. (See appendix A, entry 4 for the flip flop timing diagram). The delay
after 02 before the output can be found at the second inverter is 2.89nS for a
high value, and .89nS for a low value. The entire flip flop measures
67gm*38.Lm. It dissipates 198.LW/nS with a maximum dissipation of
2.93mW.
These five blocks are assembled to form a single 2 bit slice of the 5 input
adder as shown in the figure above. Five of these 2 bit adders are then
assembled to form the 5 input 10 bit adder. One additional piece of hardware
is required to produce the final 13 bit solution. The outputs of each of the 2
bit slices overlap and must be added together. The two input adder described
above is used for this purpose.
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6.16 Five input adder
The final result of this assembly is a single five input 10 bit adder
which measures 13129pm*3682.5gm. The worst case delay through this whole
adder begins at the output of the column adder. It continues through the first
half adder, then through the full adder, the second half adder, and finally into
the registers before the two input adder. This can take as long as 17.69nS and
determines the minimum clock period for the entire chip. The adder uses an
average of 191mW/nS, with a peak dissipation of 520mW.
Control Logic
The five input adder requires three control signal - LD, ADD, and RST.
The load signal instructs the shift registers to load a set of values. After they
load these values, they immediately start shifting. The RST signal is used in
the section of the circuit that shifts and accumulates the columnwise partial
sums. It resets the outputs of the flip flops to zero before the accumulation
process begins. The ADD signal is used by the final two input adder to load its
registers and begin computing the final result.
The five input adder can produce a result in four clock cycles and can
be pipelined to some extent without the addition of any latches. A second set
of values could be loaded two clock cycles after the first. As long as the LD,
RST and ADD signals are reasserted at the appropriate times, a new addition
can be performed every two clock cycles. This increases the throughput of the
adder to one add per two cycles, while the latency remains the same.
Whenever possible, the adder is utilized in this fashion in order to optimize
performance. (See appendix A, entry 5 for the timing diagram of the
pipelined five input adder.)
The control logic for the five input adder is built local to the adder. It
takes one input signal, ADD, that tells it when to start adding. It then
produces the correct set of control signals to load and sum a new set of values
every two clock cycles. As long as the input bit is high at the end of four clock
cycles, the process is begun again.
A two bit incrementer with a register that provides feedback from its
output to its input is used to keep track of state. The increment control bit
into this counter is determined using the ADD signal and the output of the
incrementer. The ADD signal is latched into a register whose LD input is
produced as INCo + INC,, Where INC represents the output of the
incrementer. The output of this register connects to the increment input of
the counter. Thus the incrementer continually increments as long as the
ADD bit is high. When the ADD bit is low, the incrementer completes its last
cycle and stops with its output at zero.
The three control signals are produced from a combination of the
incrementer's output and the clock signals using NOR gates.
LD = ADD + INCo + 42
RST = INCi + 41
ADD = INC, + 0 2
6.17 Five input adder control signals
By using the low part of the clock signal, the control signals will be asserted
before the rising edge of the clock and will stay asserted after the falling edge.
They will however only be asserted for the half clock cycle when they are
needed as shown in the timing diagram for the full five input adder which
can be found in appendix A, entry 5.
6.2 Functional Blocks
The following includes a description of all necessary parts of the Quick
Look correlator chip. Most of these designs have only been simulated using
behavioral modeling and thus some of their performance parameters are yet
unknown. However, some important aspects of the overall performance of
the chip can be accurately approximated by extrapolating based upon the
completed layouts.
The two main parts of the chip are the 8-point FFT and the complex
multiply. In addition to these two functional units, there is some control
logic that instructs the rest of the chip how and when to process the data.
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6.2.2 Fast Fourier Transform
The fast fourier transform is the largest functional unit on the chip. It
performs a 4096-point FFT on its inputs which it reads in from the off chip
memories. As discussed above it uses a 'squared radix' algorithm to build the
4096-point transform out of 8-point FFTs. The full block consists of the
necessary hardware to perform an 8-point FFT and the control logic that
repeats the 8-point FFT in the proper order to perform the full transform.
Although the complex multiplier is used during the algorithm, it is
complicated enough to be considered a separate unit in its own right, and it is
discussed in another section below.
6.18 Fast fourier transform block diagram
8-point FFT Algorithm
The 8-point FFT is used repeatedly to provide the 4096-point transform
required for the correlation. The hardware design for this process was chosen
in an effort to maximize efficiency. Of primary concern was minimization of
the number of multiplications, as they require a great deal of time, space and
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power. Thus the major optimizations in this circuit were made at the
algorithmic level.
The DFT of an 8-point sequence is defined as3
7
X[k]-= Ix[n]W k = 0,1,2,3,4,5,6,7
a=O
where W =e N
This single summation can be separated into two summations over the even
and odd numbered points of the sequence, respectively.
3 3X[k] = x[2n]Wt" + x[2n + ]W•S"* ÷
X=0 :=O
3 3
= $x[2n•]W + w,• x["2n + 1]W
n:O n=O
However, W 2 = W4. Making this change in both summations results in the
following.
3 3
X(k)= .x[2n]W4 + WCI Ix[2n + 1]W
n:O nAO
= G[k]+ W,4H[k]
Where G[k] and H[k] are each 4-point FFT's. When the twiddle factors for
the 4-point FFT are examined, it can be seen that the only multiplications
necessary in producing the 4-point transforms are
W° =1 W1,-j W,=-1 W = j
None of these require the complexity of a true multiplier. Looking back at the
final expression for the 8-point FFT, it can be seen that there is still one set of
multiplications not accounted for. The W. term requires that the H[k]
4-point FFT be multiplied by a set of twiddle factors. Even these
multiplications can be simplified. The Oth, 2nd,4th and 6th twiddle factors
correspond to the 4-point twiddle factors listed above. They are 1,-j, +j and -1
respectively. The others are just ±cos(f)m sin(A). Let w= cos(f) = sin(A), then
3Alan V. Oppenheim & Ronald W. Schafer, Discrete-Time Signal Processing Prentice Hall,
NJ, USA, 1989.
the 1st and 5 th twiddle factors can be expressed as w - wj and the 3rd and 7th
can be expressed as w+ wj.
If the 8-point FFT is expanded in terms of the 4-point FFT's using these
twiddle factors. The following set of equations describe the process necessary
to find all eight frequency values when the real and imaginary parts of the
results are computed separately.
X,[0] = G,[0]+ H,[O] X,[O] = G,[0]+ H,[0]
X,R[] = GR[1]+ HR[1I]w + H,[l]w X,[1] = G,[1]- H,[I]w + H,[l]w
X,[2] = G,[2] - H,[2] X,[2] = G,[2] - H,[2]
X,R[3] = G,[3] - H,[3]w + H,[3]w X,[3] = G,[3]+ H, [3]w + H,[3]w
XR[4] = GR[]- HR[0] X,[41 = G,[]- H,[O]
X,[5] = GR[l] - H,[1]w - H,[l]w X,[5] = G,[1] + H,[l]w - H,[l]w
XR[ 6 ] = GR[2] + H,[2] X,[6] = G,[2]+ H,[2]
X,[7] = G,[3]+ H,[3]w- H,[3]w X,[7] = G,[3]- H,[3]w-H,[3]w
These equations are implemented directly by the 8-point FFT hardware.
Although they are not processed in the order shown here, each step in the
computation can be seen in the hardware implementation. No
multiplications are required. Instead a special '*w' unit is built that does the
multiplication by the single non trivial twiddle factor.
4-point FFT
The four point FFT can be represented by the following flow graph.
64
X(O)
x(1)
x(2)
x(3)
X(1)
X(2)
X(3)
6.19 4-point FFT flow graph
As discussed above, the only twiddle factors that are needed are ±1 and ±j.
Neither of these requires a true multiplication. After these 'multiplications'
are completed, each output node can be determined by summing its four
inputs. Thus there are two main parts to the 4-point FFT. Some simple logic
and basic low level blocks are used to provide the twiddle factor
multiplications, and five input adders are used to provide the summations at
the output nodes. Throughout the 4-point FFT, the real and imaginary parts
of each value are processed separately as suggested by the sixteen equations
shown above.
The twiddle factors are provided through a set of simple logic circuits.
Multiplication by positive one requires no modification of the incoming bits.
Multiplication by negative one requires inverting all the bits of both the real
and imaginary parts of a number and then adding one. At this stage, the bits
are simply inverted. The addition of one is saved for the next step when the
large adder is used. Multiplication by j (-j) requires swapping the real and
65
x(O)
imaginary parts and them multiplying the resulting real (imaginary) part by
negative one using the method described.
The circuitry that accomplishes these pseudo-multiplications is rather
simple. A set of input registers are loaded with all eight input values. The
outputs of these registers are connected to circuitry providing all the necessary
twiddle factors for each given value. Thus, shortly after the input values
arrive, they are multiplied by the appropriate twiddle factors. These values
are then registered again where they wait at the inputs of a group of
multiplexers which select the appropriate value for each output addition.
The original registers can be loaded with a new set of values while the rest of
the transform is proceeding.
x(o) - x'(o)
x(1)
x(2)
x(3)
x'(1)
x'(2)
x'(3)
6.20 4-point FFT twiddle factor circuit
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The same set of control signals can be used for all of the multiplexers in
parallel. The same circuit is duplicated so that it can be used for the first four
input values as well as the second four input values. A second set of two
input multiplexers are used to select between the two sets of inputs.
Two five input adders are used to produce the four additions at the
output nodes. The fifth input is not wasted however. Recall that a number
of twiddle factors required multiplication by negative one. The values have
had their bits inverted by the previous stage, but they have not as yet been
properly incremented. The fifth input is used to perform these necessary +1's.
Its input is connected to a two input multiplexer that uses the same control
signal as the twiddle factor multiplexers described above (So). It selects
between the necessary input values to accommodate all of the multiplications
by -1 that need to be completed. Fortunately, this simply requires shifting
back and forth between 0 and 2. This circuit is used for both the real and
imaginary outputs and is the same for the first and second four input values.
Thus the full 4-point FFT is accomplished using two five input adders
and the set of inverters and multiplexers described above. The control logic
that process the full 8-point FFT provides the necessary control signals for this
circuitry. The multiplexers have already been laid out as have the inverters
required for the multiplication by negative one. The 4 input multiplexer
takes 4.74nS and uses 3.13mW/nS with a peak power dissipation of 65mW.
The two input multiplexer takes 2.18nS and uses 825pW/nS. Its peak
dissipation is 21mW. The inverters and buffers take 0.17nS and 0.48nS and
use 184gW/nS (35.1mW peak) and 322p.W/nS (38.1mW peak) respectively. It
takes no additional clock ticks to select the correct twiddle factor values once
they are loaded into the second set of registers. Thus the throughput and
latency of the 4-point FFT are identical to those of the five input adder. It
requires four clock ticks for a single pair of output values (real and imaginary)
to be processed, and a new value can be output every two clock ticks.
Intermediate Twiddle Factors
Once the 4-point transforms are calculated, some of the second set of
transforms must be multiplied by the twiddle factors, Wk as shown in the
sixteen equation above. This is accomplished by multiplying the real and
imaginary parts of these values by w (cos(1)). The resulting values are then
added and subtracted form each other in the necessary combinations using
two input adders and inverters.
Since all of the multiplications are by the same value, w, the full
flexibility of a multiplier is not needed. Instead a canned multiplier can be
used that is specifically suited to this particular task. In binary, multiplication
can be accomplished by repeatedly shifting and adding one of the
multiplicands based on the other. In the internal binary representation used
by this system, w is represented as 0101101010. Thus multiplying any value A
by w results in the following addition.
a, a, a7 a6  a, a4  a3 2 a, ao
x 0 1 0 1 1 0 1 0 1 0
a, a, a7 a6 as a4 a3 a2  a1  ao
a, a a,a a, a7a 6 a5 a4  a3 a2
a, a, a, a, a, a7 a6 a5  a4 a3
a, a, a, a, a, a, a, a7 a6 a5
+ a, a, a, a,9 a, a, a, a, a, a7
P, PS P, P6 PS P4 P3 P2 P1 Po
621 Multiplication by w shown as addition
As shown, the final product will be taken one bit to the left of the input
values. This will realign the result so that it conforms to the internal format
used throughout the chip. Fortunately, because there are five ones in the
binary representation of w, the five input adder can be used to implement
this operation.
If the multiplication is performed exactly as shown above, some error
will be introduced due to the truncation of the bits to the right of the addition.
Instead, after the bits are shifted into their proper positions, a group of
incrementers are used to round off the values. The first bit to the right of
those included in the addition is used to select whether incrementing should
occur. If the bit is a one, the value is incremented. If it is a zero it is not. This
improves the expected value of the error introduced when the bits are shifted
to the right of the addition. However, in the worst case, this is just as bad as
truncation.
input
output
6.22 Multiply by w circuit
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Thus the overall multiply by w circuit consists of four incrementers
and one five input adder as shown. Two of these circuits are used. One
multiplies the real part of the H[k] values, and the other, the imaginary part.
The entire circuit requires five clock ticks to complete a single multiplication.
A new value can be loaded every two clock ticks. The fully assembled circuit
will measure approximately 1500gm*3700p.m, and should use no more than
225mW/nS. It.
Adders
The final circuitry that is needed to complete the 8-point transform is
six 2 input adders and some additional simple logic. The adders are used for
two functions. As is shown in the sixteen equations that form the 8-point
transform, the following two additions must be performed.
H,[k]w + H,[k]w
H,[k]w - H,[k]w
The first two adders are used for these additions. One of the two adders
effectively multiplies its real part by -1 by using a set of inverters at its real
input, and adding an extra 1 during the addition by having its carry in forced
high.
The sixteen equations above can be grouped into pairs whose frequency
indices are four apart. The first half of these pairs is an addition of the G[k]
values and H[k] values and the second half is a subtraction. The next four
adders are used to perform these pairs of additions. They each have a G[k]
register and an H[k] register that can be loaded separately. After both values
are loaded the addition is calculated, and then the subtraction is calculated by
inverting the values from the Hk]i registers using an XOR gate placed
between the register and the input to the adder and inputting a 1 to the initial
carry in input.
Registers
A set of output registers are used to store the final frequency outputs.
These register get their inputs from the outputs of the last four adders. From
these registers, values go to the complex multiplier or to memory. The
8-point transform provides four frequency values in two clock ticks, The
complex multiplier cannot process values that fast, so they are stored in these
registers until they can be used.
These register require three control signals to determine if they should
be loaded and which registers should be loaded. Some simple logic decodes
these three inputs. A LD signal is asserted when a pair of these registers
should be loaded. Signals R1 and R2 then select which registers are to be
loaded per the following table.
R1 R2 Registers
0 0 0&1
0 1 4&5
1 0 2&3
1 1 6&7
6.23 Register loading control
In addition, a transmission gate tree is provided at the registers output
to multiplex their values onto a bus line that can provide inputs to the
multiplier or to the received signal memory.
Memory Addressing
The addressing scheme for the data RAM must have the flexibility to
make it appear as though it is composed of 64 8*8 matrices or 1 64*64 matrix,
each of which can be addressed by row or by column. This is accomplished
using four separate resetable three bit counters for the memory address
registers. The carry out signal of each MAR is connected to the next higher
MAR through a 2:1 multiplexer. While the FFT's are being processed, this
multiplexer selects the bottom input which is grounded. Thus from 111, each
simply increments to 000 without effecting the others. When the main
control unit takes control of the MAR's, it selects the top input which is the
next lower MAR's carry out signal. Thus the four MAR's are connected and
can be incremented as a single 12 bit quantity.
From main controller
6.24 Memory address register
The bottom memory address register (MARI) is used to move column by
column through the 8*8 matrices. The next higher register (MAR2) is used to
skip from one 8*8 matrix to the next adjacent one to the right. The third
(MAR3) is used to move row by row. The highest address register (MAR4 )
skips from one 8*8 matrix downward to the next.
The two ROM's are addressed using the same address register. When
the 64-point FFT's are being computed, the 64*8 ROM is used. MAR4
concatenated above MAR2 can be used because the ROM is loaded such that
the twiddle factor values are in the locations that correspond to when they are
needed by the FFr. The larger ROM is used to produce the 4096-point FFT
twiddle factors in the same manner. It uses the entire address register.
In addition to being utilized during the FFT process, these address
registers are used to load the received signal into memory. The increment
inputs to these MAR's have OR gates connected to them so that either the
4096-point FFT FSM or the main control FSM can manipulate them.
Control Circuitry
Two separate pieces of control logic are used to process the full
4096-point FFT. The first piece process an 8-point FFT. It assumes that the
input values are in the appropriate input registers. It controls everything
from the 4-point FFT twiddle factors through the last set of adders that add
G[k] to the H[k] values. The second piece builds the 8-point FFT's into the
4096-point FFT. It loads the appropriate values from memory into the input
registers and instructs the 8-point FFT logic to process each 8-point FFT
section.
Units used
0
2
4a
4b
6
9
10a
10b
11a
11b
6.25 8-point
Clk
The 8-point FFT control logic processes the algorithm above. The first
column shows the numbered clock tick on which each instruction begins.
Recall that most of the instructions do not take only one clock cycle to
execute. Thus the process above is the most efficient way of computing half
of the points required for the FFT. It is repeated a second time adding 2 to the
indices for each of the values in the third column. This is implemented in a
single FSM with a resetable toggle latch to select between the first time it is
processed and the second time.
Three control bits select the appropriate twiddle factors for the 4-point
FFT. The first two (S1, So) are the selectors for the first set of multiplexers in
the 4-point FFT. The S1 bit is actually found at the output of a toggle latch
which the FSM controls via a control signal (T) that it asserts each time it
completes the one half sequence above. The third twiddle factor selector
4-point FFT
4-point FFT
Multiply by w
4-point FFT
4-point FFT1
2 adders and inverters
2 adders
2 adders
2 adders
2 adders
Values processed
HR[1], HI(l]
GR[1], GIll]
HR[I1]w, H[ll]w
HR[O], HI[O]
GR[O], GI[O]
HR[l]w±HI[l]w, ±(HR[l]w+H[l1]w)
XR[O], XI[O]
XR[1], XI[1]
XR[4], XI[4]
XR[5], XI[5]
FFT operational algorithm
(G/H) provides the input to the second set of multiplexers. An add signal
(4add) goes to both of the five input adders in the 4-point FFT. The two five
input adders in the multiply by w block also need a control signal (w) to tell
them when to proceed. Another control signal (Hadd) is used to instruct the
first two adders when to add their H[k]w inputs. The next four adders can be
grouped into two pairs. Each pair has two signals (GI,H1,G2,H2) that load the
necessary G[k] and H[k] inputs. They also share a signal (-L) that flips the sign
of their H[kl inputs. Two additional control signals are required to load the
output registers. One (RLD) simply informs the registers that some register
should be loaded. The other (R) provides the Ro input that is required to
select which register. The S1 signal is used to provide
following two tables show when these various control
Clk G/H
0
0
0
0
0
0
1
0/1
0/1
0/1
0/1
0/1
0/1
0/1
So 4add
the R1 input. The
signals are asserted.
RLD
6.26a 8-point FF' control signals (part A)
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Clk
0
2
4
6
8
9
10
11
Hadd
0
0
0
0
0
1
0
0
Gi1
0
0
0
0
0
0
1
0
H1
0
0
0
0
0
0
0
G2
0
0
1
0
0
0
0
H2
0
0
0
0
0
0
1
0
H.
0
0
0
0
0
0
0
1
6.26b 8-point FFT control signals (part B)
The 4096-point FFT control circuit actually accomplishes both the
4096-point FFT and the correlation. It uses a hierarchical FSM design. It is
responsible for loading the input registers to the 8-point transform, clearing
the toggle latch, and then instructing that transform's control circuit to begin.
After the first 8-point FFT is started, it loads additional input values for each
successive 8-point FFT during the previous FFT. It can increment the
memory by 8 item row, by 8 item column, or by 64 item matrix. It also directs
the outputs of the 8-point FFT's to the complex multiplier in order to
multiply them by the appropriate multiplicands which are either found in
one of the twiddle factor ROM's or in the received signal RAM.
The necessary state machine can best be built by using one small FSM
that runs a basic subroutine with a larger FSM around it that calls it and
controls the differences between each run. The subroutine FSM does the
following,
Ho
0
1. Begin 8-point FFT.
2. Increment MAR A.
3. Load eight input values using MAR B.
4. Multiply 8-point result by appropriate
multiplicand as they are ready.
5. Decrement MAR A
6. Store results of multiplication as they are
ready using MAR B.
7. Increment MAR A
8. Goto 1. Repeat eight times.
9. Exert done signal.
The main FSM initializes the FFT process. It then calls this subroutine
after selecting which multiplicand to use, and which MAR's to increment.
The multiplicand choice consists of selecting which off chip memory should
be used as an input to the complex multiplier. This requires control over two
bits that go off chip to select which of the four memories should be enabled. It
can be set to chose either of the twiddle factor ROM's, or the received signal
RAM (which will contain the FFT of the received signal). The correct
memory address register can be selected using a 4:2 multiplexer and a 1:4
decoder. Two sets of two selector bits will be provided by this FSM at the
inputs to the multiplexer. When the subroutine FSM increments memory, it
chooses MAR A or B by setting the selector bit for the multiplexer. Each
memory access must begin half a clock cycle before the values are needed in
order to ensure that the values are ready in time. Thus the signals to
increment the memories will be asserted a clock cycle early on 02. The two
output bits then become the selectors for the decoder. When its input goes
high, the appropriate MAR is incremented. The main FSM must thus
perform the following functions.
1. Load initial input values.
2. Clear 8-point toggle latch.
3. Select A=MAR3, B=MAR4 and W6 ROM.
4. Call subroutine.
5. Select A=MAR4, B=MAR3 and W. ROM.
6. Call subroutine.
7. Select A=MARi, B=MAR 2 and W6 ROM.
8. Call subroutine.
9. Select A=MAR2, B=MAR1 and received
signal*
10O.Call subroutine.
11. Assert done signal.
Step 9 deserves some explanation. This FSM is used to perform an FFT
on the received signal or on a given reference code. If it is producing the FFT
of a reference code, which is the case more often than not, the correlation will
be performed by multiplying by the transform of the received signal at this
step. If, however the received signal is being transformed, the main FSM that
controls the overall chip will assert a signal which will be used by this FSM to
instruct the subroutine FSM to skip the multiplication step.
6.2.3 Complex Multiplier
The complex multiplier is the other main processing block. It is called
by the FFT to perform twiddle factor multiplications and to perform the
correlation.
jinary
6.27 Complex multiplier block diagram
It takes four inputs - the real and imaginary parts of each of the multiplicands
- and produces two outputs - the real and imaginary parts of the product. It
produces these outputs by performing three additions, three multiplications,
and then two additional additions to perform a complex multiplication as
shown.
Re{(a + bi) x (c + di)} = a x (c + d)- d x (a + b)
Im{(a + bi) x (c + di)} = a x (c + d)- c x (a - b)
Adders
There are two sets of additions that must be performed. The first set
performs the additions shown in parentheses. The second set performs the
two subtractions shown in the middle of each of the equations above. Three
two input adders are used as shown in the block diagram above. The top and
bottom adder calculate a+b and a-b respectively. The bottom one has a set of
inverters before its b input and has its carry in bit set high. The middle adder
is used to calculate c+d. These adders require one input instruction which
loads the values that are at their inputs.
The second set of adders calculate the final set of subtractions and
output the real and imaginary parts of the product. They are each made of a
two input adder with a set of inverters at one of its inputs. Both of their carry
in bits are set high. The noninverted inputs of both adders are connected to
the output of the middle multiplier. The inverting inputs of the top and
bottom adders are connected to the top and bottom multiplier respectively.
These adders require one input control signal to tell them when to load their
inputs from the multipliers.
Multipliers
The three multipliers are used to calculate the three multiplications in
the two equations above. The top multiplier calculates d*(a+b), the bottom
multiplier calculates c*(a-b), and the middle multiplier calculates a*(c+d).
They take input values from the first set of adders as well as directly from the
adders' input registers.
The design of the multiplier utilizes a technique known as recoding4 in
order to transform the multiplication into a five input addition which
enables use of the five input adder. Recoding effectively takes one of the
input multiplicands and expresses it as a five digit value where each digit
takes on values between -2 and 2 inclusive. Multiplication is then processed
much the way a human multiplies two base ten numbers. Each new digit is
4Kai Hwang, Computer Arithmetic: Principles. Architecture and Design. John Wiley & Sons,
New Yprk, U. S. A., 1979, pp. 151-155
multiplied by the second multiplicand and the resulting partial product is
shifted. The resulting five values are then added together. The reason this
process is advantageous is that multiplication by -2, -1, 0, 1 or 2 can be
accomplished by simple shifting and inverting operations. Thus the entire
multiplication requires far less hardware than a full-blown parallel multiplier
and can be done in less time.
The recoding of the first multiplicand is processed in the following
manner. A zero is appended to the right of the LSB. Groups of three bits are
selected as shown, each producing a three bit number ready for recoding.
6.28 Multiplicand grouping for recoding
Each three bit number is assigned a value by summing the three bits after
weighting them by (in order from MSB to LSB) by -2, 1 and 1 respectively.
The resulting values are shown in the table below.
r2 rl ro
0 0 0
0 0 1
0 1 0
0 1 1
1 0 0
1 0 1
1 1 0
1 1 1
Value
0
1
1
2
-2
-1
-1
0
6.29 Multiplicand recoding table
To implement this recoding in hardware, the second multiplicand is
loaded into a register. At the output of this register are four different circuits
built out of incrementers and inverters. They provide the multiplications by
-2, -1, 1 and 2. A set of transmission gates direct these values, or a grounded
input to the correct inputs of a five input adder. These transmission gates are
controlled by a recoding block which is comprised of some simple logic that
takes the three bits of input and asserts one of five signals to turn the
appropriate transmission gate on. One of these recoding blocks is used for
each three bit grouping shown above. Thus a total of five recoding blocks are
needed.
The first input to the adder is produced from the recoding of the lowest
bits of the first multiplicand. The values are not shifted at all before being
input to the adder. The next input is provided from the next set of three bits
and is shifted two places to the right. Each successive input is selected by the
next higher group of three bits of the first multiplicand and is shifted an
additional two places to the right. When the five input adder adds these
inputs, the result is the multiplication of the original two multiplicands.
This result is realigned so that the MSB is the sign bit and the next MSB is the
units place.
A
Product P[
6.30 Multiplier block diagram
Control Circuitry
The control circuitry for the multiplier is relatively simple. An FSM
can be used to produce the necessary signals. The algorithm that must be
executed is shown in the table below.
Clk Process
0 Load first set of adders
1 Load recoding registers
2 Begin add
6 Load second set of adders
7 Assert done signal
631 Complex multiplier control circuitry
Each step in this process requires one control signal which is asserted during
that step and not asserted during any other step.
6.2.4 Code Generator
A local copy of the C/A code must be generated to use as a reference
signal for the correlation. The code generator block takes a 6 bit input that
represents the number of the code to be generated, and a control input that
tells it to produce the next code output. It provides a string of output values
that are the appropriate C/A code. The inputs to this block come directly
from off chip inputs. This block can be built out of shift registers and XOR's as
the C/A code sequences are made to be generated in that manner. The
hardware required to build this block was provided by another staff member
at Draper Lab5. The layout that was created was simply imported into this
design.
5Scott Stambaugh, Advanced GPS Receiver Project.
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6.2.5 Main Control
One final overall control circuit is required to manipulate the
operation of the entire chip. It sends control signals to each of the other
control circuits to tell them when to execute their functions. It also controls a
number of other small pieces of circuitry.
The first thing the main control circuit does is to read the input values
being provided from the GPS front end. It inputs these values directly into
the received signal memory. This requires it to take control of the MAR's and
increment through each address while it asserts a write signal to this
memory. A signal is also asserted that effectively chains the four MAR's
together so that this incrementing can be done properly. After this is
completed, the 4096-point FFT is instructed to begin. A signal is asserted that
notifies the FFT FSM that the received signal is being processed. This informs
it not to perform the multiplications that are used to execute the correlation.
It also selects the received signal memory for input as opposed to the C/A
code memory that is usually used. When this is completed, the C/A code
ready input bit is checked to see if there is a C/A code number waiting to be
processed. If there is, the code generator is told to proceed, and its outputs are
loaded into the C/A code memory. The 4096-point FFT FSM is then directed
to produce the first correlation. When this is completed. the 4096-point FFT
FSM is used again to produce the IFFT which can be done by processing
through the input array backwards. This is accomplished by inverting the
outputs of the MAR whenever the RAM is being read. Again, a control
signal is produced to turn off the correlation multiplication. As the outputs
of the IFFT are produced, the external system is informed that they are
coming. It is expected that the external system will use some method of
receiving them as they are ready. As it receives the output values, the
external system should either deassert the C/A code ready signal or provide a
new C/A code to be processed.
This process is repeated for each C/A code that the external system,
provides. Normally, the external system will process four C/A codes, then
provide another millisecond of received signal and repeat the procedure. It
will do this 20 times so that a solution may be accumulated. However, during
a search procedure, it may only process one C/A code at a time. It may also
identify that it has or has not acquired a given satellite before the twenty
accumulations are completed, at which time it may not need to proceed
further.
The actual hardware that is necessary to provide these functions is
relatively simple due to the fact that much of the functional control has been
distributed locally. This technique was used as it decreases the complexity of
the control circuits and thus decreases their area and increases their speed.
Thus the main FSM can be constructed efficiently with a single PLA.
7 Future Development
This project was performed as an internal research and development
project at Draper Laboratory. As such, its main purpose is to shown that the
FFT Quick Look correlation can be implemented in a VLSI ASIC design.
Upon evaluation of this project future steps will be taken in a variety of
directions. The full chip design may be laid out as described, or
improvements and modifications may be made according to customer
specifications after this project is used to find an interested party. This section
deals with some of the possible improvements that can be made once certain
specifications are further determined for a specific application. This is in no
way an exhaustive list, however it includes the most logical changes that can
provide sizable optimizations.
7.1 Process Improvements
This system used design rules for a Mosis 2gm N well process. This is
a standard process that is easily scaleable. It was chosen due to its inexpensive
availability through a fabrication program that MIT participates in. This is a
somewhat old process and, although it is rather robust, it is also slow
compared to some of today's state of the art processes which have minimum
device sizes as small as 0.8pm. For the purposes of demonstration, the 2pmn
process is satisfactory and will produce reliable chips that can show the
advantages of an ASIC Quick Look design.
In order to produce this product for actual use, it may very well be
necessary to increase its speed, and decrease its size and power consumption.
There shouldn't be much trouble in simply scaling down all the sizing in this
design by a constant factor to implement it with one of the smaller
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technologies. This can bring about reasonable improvements in all three of
these aspects.
In addition, another sizing modification can be made. The minimum
sized devices used in this chip were 6ýtm, instead of 3p.m which was
permitted by the process' design rules. This was done due to the fact that the
foundry that was going to fabricate some parts of the chip said that transistors
had to be this large to guarantee that they were electrically 3mun in width. All
transistors in the design could be scaled down so that the minimum sized
transistors were minimum sized for whatever process that is chosen. This
will take a little more work than simply scaling to the new process size
because only the transistors will be scaled while the rest of the design will not.
This can be done without modifying any of the layout that has been produced.
However, the smaller transistors will provide more empty area that could be
used to lessen the size of the low level sub-blocks used throughout the chip.
This would result in a decrease in size of the overall chip. Whether the low
level layouts are modified or not, resizing the transistors will decrease the
power consumption. However it will also decrease the speed of the design.
Such a tradeoff must be analyzed based upon the specifications that must be
met for a given application.
7.2 Parallelism and Pipelining
At 8cm square, the current design fits on a rather large chip. It is
unlikely that any more hardware could be added that would make
worthwhile improvements without making the chip too large to be fabricated
reliably. However, if a new technology is used, the size of the chip could be
cut to less than a quarter of its current size. This would allow a great deal of
room for additional circuitry which could be used to optimize the chips speed
(at the expense of power).
Two similar methods exist that will allow the current design to be
expanded upon in order to improve its speed without requiring a great deal of
additional design time. Parallelism requires duplicating various functional
blocks in order to use two or more copies of the same block in parallel where
only one block is now used serially. Pipelining requires taking a single low
level function that can be completed in one clock cycle and breaking it down
into smaller pieces that can be done simultaneously in a number of clock
cycles. Neither of these processes improves the latency of the block being
modified. In fact, pipelining tends to increase latency. However, both of
these implementations improve throughput and can effectively increase the
latency of the larger functional units of which the modified unit is a part. In
both cases little additional circuit design is required. The primary additional
work involved in implementing these features is in redesigning the control
circuitry to take advantage of the improvement.
7.2.1 Parallelism
Many parts of this chip are used repeatedly in a serial fashion where
they could be accomplished in parallel. In order to implement such
parallelism, the given part must simply be duplicated and space must be
provided for it on the chip. The input output bandwidth will be increased,
but can often be handled by judiciously controlling scarce resources such as
pinout.
Parallelism can be implemented in the 8-point FFT. Currently, the
8-point FFT is used 16 times to perform each 64-point FFT. The algorithm
could thus use as many as 16 of these blocks in parallel. It is unlikely that
there would be enough space for all sixteen of these copies. However, 2 or 4
copies could be provided. The 4096-point FFT controller would have to load
values for all of them, and utilize them in its algorithm. This could probably
be done by staggering their operation by one or two clock ticks relative to each
other in order to load each of their input registers with the appropriate value
from memory. The speed of the 4096-point FFT would be increased by a factor
close to the number of copies of the 8-point FFT that were made because
currently, most of its time is spent waiting for 8-point FFT to complete.
Another functional block that could be duplicated to achieve an
increase in speed is the complex multiplier. It too is used repeatedly in the
4096-point FFT. In fact, the best way to improve the 4096-point FFT is to
duplicate each of these blocks the same number of times. Thus each pair
would calculate their fraction of the total transform and the control circuitry
would simply have to load the 8-point FFT's inputs separately and unload the
multipliers outputs. If extra pinout could be provided, some of this input and
output could be done in parallel by carefully allocating the space in the
memories.
At a somewhat higher functional level, parallelism could be
implemented by separating the FFT hardware from the IFFT hardware. This
would basically require duplicating the 4096-point FFT hardware. Each copy
could be slightly simplified as it would be dedicated to its function. The real
speed improvement would come from the fact that the IFFI could be begun
while the correlation was still completing. This would require the main
control circuitry to process the three major steps differently. As each set of
eight correlation values comes out of the multiplier, it would be passed to
the IFFT. This would allow less memory use, and quicker execution of the
entire process.
At an even higher level, the external system could take advantage of
parallelism by duplicating the correlator ASIC. Using this approach, four
satellites could be processed simultaneously. Some of the control circuitry on
the chip itself could be simplified as it would only have to process one C/A
code. In fact, only one chip could be responsible for processing the received
signal and putting it in a memory that all four copies could access.
In all of these cases, parallelism can be implemented in order to
improve speed. This speed increase however will come at the expense of
power and size. Size constraints are usually strictly specified and will limit
the possible parallelism. Power constraints however may not be that clear
cut. The Quick Look GPS is intended for use in portable applications where it
is likely to be battery powered. In these cases, energy, not power, is an
important limiting factor. Parallelism can be used carefully so that it will
increase the amount of power being used at a given time, without increasing
the energy used. This is due to the fact that although more circuitry is being
used at one time, it is being used for less total time. If two copies of the same
circuit operate for half the time that one copy had operated for originally, the
total energy will be close to the same.
7.2.2 Pipelining
Pipelining is generally implemented at a lower level than parallelism.
It can be used in some of the more basic functional blocks to improve
throughput, and thus improve the speed of the larger circuits of which these
basic blocks are a part. The two main sub-blocks that have already been laid
out can both be improved by this technique.
Pipelining has already been implemented in the five input adder.
Although it has a latency of four clock ticks, it has a throughput of one add
per two clock ticks. This could be improved to one add per clock cycle with
some minor changes. The shift registers would have to be loaded bit serially.
Each new two bit value would be loaded in one bit at a time while the current
values were being processed. This would eliminate the need for the LD signal
as the shift registers would continually shift values and new values would
simply have to be provided at the beginning of each clock cycle. Some sort of
wait signal could be used to tell the adder that a new pair of bits are not ready
so that the RST control signal would not be asserted too early. An extra set of
flip flops would also have to be added at the inputs of the full adder and two
half adders that compute the partial sums. These flip flops would have to
load on the opposite clock signal from the flip flops that currently provide the
shifting functions. Their job would be to store the appropriate partial sums
between the two input bits that are paired together. The ADD signal would
no longer be necessary as the adder could add its inputs every clock cycle. In
fact, the adder's registers could be replaced by flip flops.
The fully pipelined version of the five input adder would have a
throughput of one addition per clock cycle. Its latency however, would be
increased to five clock cycles due to the extra set of flip flops that were added.
The decision to pipeline this adder should be based on the particular use. If
all stages of the pipeline can be kept busy, than pipelining should be
considered. This is the case in the adders that are used to perform the 4-point
FFT where they are continually being reloaded. However many of the other
instances of the five input adder cannot take advantage of the pipelining and
would be detrimentally effected by its implementation due to the increased
latency.
If some of these other improvements are implemented, it may be
possible to reduce the period of the clock. As this happens, the two input
adder's long combinational propagation delay will become the critical path in
the circuit. At this point, the two input adder could be loaded as needed and
simply be given two or more clock cycles to complete. This would require
waiting for this adder in many places and would slow down overall
operation. It would also defeat the point of the pipelining in the five input
adder as it calculates a new value every clock cycle and cannot afford to wait.
The alternative is to pipeline the two input adder. This can be done by
splitting the chain into two five bit chains with a single flip flop in between.
The flip flop would be used to hold the carry out of the bottom chain for one
clock cycle before it is passed to the carry in of the five higher bits. This would
require inputting the second five A and B inputs one clock cycle after the first
set. This staggering could be propagated up to the adder's inputs in order to
take advantage of this ability. For instance, when the multiplier gets its
values from the outputs of the 8-point FFT, the results of a series of adders are
passed to yet another adder. After the first adder in the series wasted one
clock cycle providing staggered outputs, each successive adder would have the
staggered inputs it requires. Thus the added one cycle of latency required to
stagger the inputs can be spread out over a number of adders to maintain a
one add per cycle throughput even at higher clock speeds than the
propagational delay of the adder.
93
8 Conclusion
An implementation for the Quick Look algorithm to find a navigation
solution using the Global Positioning System can be achieved as a CMOS
VLSI design. An ASIC design for the correlation process, which is the main
part of the Quick Look algorithm, has been developed in order to show that
these capabilities can be implemented in this fashion. A portion of the design
has been laid out using full custom design to provide an idea as to the overall
performance of the chip. There is a great deal of room in this design for
modifications as application specific specifications are provided.
This design shows that the Quick Look algorithm is a viable alternative
for the standard GPS in applications where a quick acquisition time is needed.
The Quick Look implementation can be used in tandem with standard GPS or
as a stand alone system that can be built easily in a small unit using a simple
set of ASIC designs. The Quick Look system will provide an additional
means of solving the GPS navigation solution and will find many
applications in the future.
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Appendix A
Timing Diagrams
Entry 1 - Register timing diagram
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Entry 2 - Adder timing diagram
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Entry 3 - Shift register timing diagram
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Entry 4 - Flip flop timing diagram
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Entry 5 - Pipelined five input adder timing diagram
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