We have developed two public domain linear programming programs for several years, LPAKO and LPABO, which can solve large-scale sparse LP problems stably and fast. In this paper, several important numerical aspects which were considered in developing LPAKO and LPABO are presented. Common issues are scaling, tolerances and presolving. For the LPAKO, LU factorization and pivoting rule are important aspects. In case of LPABO, Cholesky factorization, ordering and dense column handling are important. In the end of this paper, several issues to be considered in the future development are proposed.
Introduction
Linear programming (LP) is one of the most useful and fundamental mathematical programming models which is used widely in operations, research and in many areas of science [15] .
We consider the primal and dual linear programming problems with general bounds on variables in the standard form: where c ∈ R n , b ∈ R m , and A ∈ R m×n . There has been greatly meaningful improvement on the theoretical aspects as well as the implementational aspects in LP. The simplex method has been studied extensively since its invention in 1947 by Dantzig and still remains to be one of the most e cient methods for solving a great majority of practical problems [22] . Since the Karmarkar's seminal paper was published, many papers on interior point methods have been written. Contrary to the simplex method, the interior point methods show polynomial time complexity. Furthermore, they work better than the simplex method on the large-scale LP problems in real life.
Along with the theoretical improvement on LP, many LP packages have been developed and widely used in industry. Several famous LP packages can be listed as BPMPD, CPLEX, HOPDM, LOQO, MINOS, SOPLEX, etc. They are either commercial or open in public domain.
Linear Programming PAcKage with Ordering (LPAKO) and Linear Programming of A nescaling methods and Barrier methods with Ordering (LPABO) are LP packages which implement the simplex method and interior point methods, respectively. They have been developed through many years, and solve large-scale sparse LP problems stably and fast. They also show superior performance over many other public domain LP packages. The source codes of the two programs are available at the web site, http://orlab.snu.ac.kr/software.
H. Mittelmann compared several public domain LP packages in his website (http://plato.la.asu. edu/bench.html). The benchmark results are summarized as in Tables 1 and 2 . The ÿgures in the tables are running times in seconds of each programs, and ' * ' or '#' means some failure whose detailed meaning is described in the website. As it can be seen in the above benchmark, it can be said that LPAKO outperforms all other codes except SOPLEX and it shows similar performance with SOPLEX. Among the programs using interior point methods, BPMPD and COPLLP are the best, and LPABO performs better than LOQO and LIPSOL.
In this paper, we will deal with various numerical aspects which we have encountered in developing LPAKO and LPABO. This paper is organized as follows. In Section 2, we deal with important numerical aspects which are common issues in both LPAKO and LPABO. In Sections 3 and 4, several speciÿc numerical aspects considered important in developing LPAKO and LPABO, respectively. Finally, some concluding remarks and future direction for further development are presented in Section 5.
Important numerical aspects-common issues

Scaling and tolerances
Orchard-Hays said that the purpose for using scaling is to adjust the values regularly so that the given problem becomes more stable numerically [17] . If there exist quite small or large values compared to other values in the input data of a problem, numerical instability may occur. Therefore, it is necessary to adjust the values regularly in order to make the problem stable numerically. This procedure is called scaling. Three scaling methods are implemented in LPAKO and LPABO [16] . These are:
• Arithmetic mean method: calculates the arithmetic mean of absolute values for each row and column, and divides the elements in the corresponding row and column by those values, respectively. • Equilibration method: ÿnds the maximum of absolute values for each row and column, and divides the elements in the corresponding row and column by those values, respectively. In this method, all elements of the transformed matrix have values between −1 and 1. • Geometric mean method: calculates the geometric mean of minimum and maximum absolute values for each row and column, and divides the elements in the corresponding row and column by those values, respectively.
The default scaling method of LPAKO and LPABO is to apply the geometric mean method followed by the equilibration method. Some optimal scaling methods have also been implemented but they showed poorer performance than the above heuristics, so they are excluded in LPAKO and LPABO. The use of scaling enhanced the numerical stability of LPAKO and LPABO, so that it resulted in about 20% average speed-up.
To adjust numerical errors, several tolerances are used. The ÿrst is tol feas which is used to decide primal or dual feasibility; the current basis is primal feasible if its corresponding primal basic solution(x) satisÿes l − tol feas 6 x 6 u + tol feas, and dual feasible if its corresponding dual solution(y) satisÿes c j − A T j y ¿ − tol feas for each nonbasic variable x j at lower bound and c j − A T j y 6 tol feas for each nonbasic variable x j at upper bound. The second tolerance is tol zero which is used to discriminate zero elements from nonzero elements. That is, if a value in A or in LU factors of basis is smaller than tol zero, it is dealt as zero and excluded from computations. The third tolerance is tol stab used for pivot row selection. The elements whose absolute value is smaller than tol stab are considered as pivot element in LPAKO and LPABO. Other miscellaneous tolerances are also used to maintain stability of LPAKO and LPABO. In LPAKO and LPABO, the tolerances mentioned in the above paragraph are set as
Presolving and postsolving
It is often that a large-scaled LP problem may contain many constraints which are redundant or cause infeasibility on account of ine cient formulation or some errors in data input. Presolving (or Preprocessing) is a series of operations which removes the underlying redundancy or detects infeasibility in the given LP problem. It is essential for the speed-up of a LP system solving large-scaled problems. Various presolving techniques were suggested by many authors [1, 10] .
In LPAKO and LPABO, almost all state-of-the-art presolving techniques are implemented [12] . For the detection of infeasibility and unboundedness, the following methods are implemented.
• Detection of infeasibility in empty rows.
• Detection of infeasibility in singleton rows.
• Detection of infeasibility by examining the value-ranges of rows.
• Detection of unboundedness in empty columns.
• Detection of unboundedness by examining the value-ranges of columns.
Techniques for problem size reduction implemented in LPAKO and LPABO are categorized as follows:
• Basic process.
• Substitution.
• Removal of inherent redundancy.
The basic process contains
• Elimination of empty rows and columns, • Elimination of singleton rows and free rows, • Processing singleton columns and ÿxed columns.
The substitutions occurs in
• doubleton rows, • sparse rows containing (implied) free variables.
Inherent redundancy is removed by
• ÿxing variables using information on reduced costs, • elimination of redundant rows, • tightening bounds on variables.
The e ect of presolving is that it reduces the problem size up to 50%. For the recovery of an optimal solution to the original problem from an optimal solution to the preprocessed problem, a postsolving procedure is necessary. In LPAKO and LPABO, all presolving processes are logged in a data structure, and after the end of solution method an optimal solution to the original problem is obtained by a postsolving procedure using the log information.
Numerical issues in developing LPAKO
LU Factorization for basis matrix
The storage form of basis inverse has evolved from the explicit form over the product form to the LU factorization (LUF) computed by Gaussian elimination. The product form of basis inverse represents the inverse as an ordered set of elementary matrices whereas the LUF stores the factors of the basis matrix produced by LU factorization. It is well known that the LUF is generally sparser than the product form of inverse [20] . Often a large part of the basis matrix can be triangularized by permuting it. In LPAKO, we implemented triangularization algorithm following the principles presented by Orchard-Hays [17] . After triangularization, the matrix is permuted to the form shown in Fig. 1 , where the nucleus(N ) will be numerically factorized [20] .
To maintain numerical stability, it is very important that the selected pivot element is not too small with respect to the size of other elements in the active submatrix. For the pivot strategies considering numerical stability, there are various kinds of pivot selection rules such as full pivoting, partial pivoting, and threshold pivoting. Full pivoting guarantees numerical stability but requires much computational e orts. In practice, partial pivoting provides enough numerical stability on nearly all problems at a much lower cost than full pivoting. For sparse matrices, both approaches are not appropriate since they do not restrict ÿll-ins and may make the factors very dense as a result [20] . Threshold pivoting allows more freedom to select a pivot element based on sparsity grounds without too much consideration on numerical stability. Let I s be the set of row indices which were not pivotal until stage s, J s be the set of column indices which were not pivotal until stage s, and B s be the active submatrix at stage s, i.e., that part of the matrix which has not yet been factorized. The elements of B s are denoted by b s i; j . In a given row i of the active submatrix at stage s an element b s i; j is a candidate for pivoting, if and only if it satisÿes the following stability criterion:
where u is a real parameter in the range 0 ¡ u 6 1 [20] . It was recommended in [3] that a value of u around 0:1 would be a good compromise between numerical stability and sparsity. In LPAKO, however, we used 0.01 or 0.02 for the value of u, and obtained good performance for large-scaled LP problems with sparse matrices experimentally. Among the elements which satisfy the threshold pivoting criterion we choose a pivot element with the smallest Markowitz count in order to maintain sparsity of LU factors. The stability of the factorization is controlled by the threshold pivoting tolerance u and the tolerance tol zero. A computed value in L or U is set to zero if its absolute value is smaller than the tolerance tol zero. In LPAKO, the default value of u is 0:02. During computation we monitor the absolute largest element d in L and U . If the ratio of d to the largest absolute element of B exceeds a given value(=100 in LPAKO), the factorization is cancelled and restarted with the value of u multiplied by 1:2. If u exceeds to 1:0, it is set to 1:0.
LU update and refactorization
Markowitz used the LUF in reinversion and used the product form of basis inverse in inverse update. This method could not take advantage of LU form of basis inverse. Bartels and Golub [2] found a technique of updating the LUF after each step of the simplex method. Forrest and Tomlin [5] developed an e cient update technique and showed that their technique had small growth rate in the number of nonzero elements compared to the updating technique using product form of inverse for large scale LP problems.
In most commercial packages or academic programs in public domain, the modiÿed ForrestTomlin method [21] is implemented for the update of LU factors. It is well known that the method allows the fast LU update and is not so bad for numerical stability, compared with Reid's method [19] or Bartels-Golub's method.
The modiÿed Forrest-Tomlin method exploits the sparsity of spike columns. Di erently from the original Forrest-Tomlin method, it permutes the upper triangular matrix so that the spike column is placed on the column corresponding to the last nonzero element in the spike column. This method can reduce the size of bump.
For the fast implementation of the modiÿed Forrest-Tomlin LU update, two techniques suggested by Suhl [21] are adopted in LPAKO. First, the nonzero pattern of spike column is stored in stack data structure so that the linear search over the spike column is avoided. Second, the column index of the eliminated row is stored in stack data structure so that the scatter/gather technique can be applied during Gaussian elimination.
In our computational experiment, the modiÿed Forrest-Tomlin method works better than Reid's method by about 15%.
Choice of entering variable and leaving variable 3.3.1. Dynamic steepest-edge pricing rule
The steepest-edge pricing rule measures the improvement of the objective in the space of all variables whereas Dantzig's rule does in the space of only nonbasic variables. The variable space where the objective improvement is measured is called "the reference framework" of a given pricing rule. That is, the reference framework in the steepest-edge pricing is the set of all variables whereas that in Dantzig's rule is the set of nonbasic variables.
The exact steepest-edge pricing rule involves computing the norm of each updated nonbasic column which makes this rule impractical. Forrest and Goldfarb [4] suggested several variants of the steepest-edge pricing rule, including the dynamic steepest-edge pricing rule.
The dynamic steepest-edge pricing rule [4] implemented in LPAKO enlarges the reference framework gradually as iteration goes. Initially the reference framework is set to the set of nonbasic variables as in Dantzig's rule, and in every end of iteration the leaving variable is added to the reference framework. After su cient iterations, the dynamic steepest-edge pricing rule is almost same with the exact steepest-edge pricing rule. The large amount of computational burden of the dynamic steepest-edge pricing rule can be compensated by the use of interim computational results in the update of reduced costs and dual solution. The periodic re-initialization of the reference framework can also be helpful for lessening the computational burden. Full pricing rule can also be adopted without not so much increase of computational e ort because the update of reduced costs can be easily done in the dynamic steepest-edge pricing rule [18] . Compared with Danzig's rule, the steepest-edge pricing rule gains about 30 -40% speed-up.
For the numerical stability consideration, a rejection heuristic is adopted, where an entering column whose corresponding pivot element is less than a given value(=tol stab in LPAKO) is rejected.
Anti-degeneracy technique
Anti-degeneracy technique implemented in LPAKO is a variant of the EXPAND procedure which was originally invented by Gill et. al. [6] . In conventional LP terminology, the EXPAND procedure is a pivot row selection method that speciÿes the choice of pivot row in the simplex method. In EXPAND, the "maximum pivot" property of Harris's row-selection method [11] is retained, and permitting infeasibility in nonbasic variables removes the di culty with traditional implementations of the Harris procedure. The EXPAND procedure is summarized by the following pseudocode [6] :
Given the current basic solution x, an edge direction p, and predetermined tolerances ; . Procedure EXPAND(x; p; l; u; ; ) ( 1; r1) ← ratio test(x; p; l − e; u + e); (ÿrst pass) r ← 0; p max ← 0; for j = 1 until n do (second pass) j ← step(x j ; p j ; l j ; u j ); if j 6 1 and |p j | ¿ p max then r ← j; 2 ← j ; p max ← |p j | end if end for min ← =|p r |; (minimum acceptable step) ← max{ 2; min } end of EXPAND In the above pseudo-code, ratio test(x; p; l; u) is a function that performs the standard minimum ratio test given a current solution x, a moving direction p, and the lower and upper bounds on x(l and u, respectively). The function returns the minimum ratio( 1) and the corresponding variable index(r1). The function step(x j ; p j ; l j ; u j ) returns the maximum step length by which x j can move along p j without violating its lower bound l j and upper bound u j .
In LPAKO, the EXPAND procedure is not applied in every iteration. Only when the degree of degeneracy is seen to be excessive, the EXPAND procedure is invoked. In our experience, infeasibility problem is considerable when the EXPAND is invoked in every iteration. Contrary to the original EXPAND procedure, the values of nonbasic variables are not stored explicitly in LPAKO [18] . By implementing the anti-degeneracy technique on LPAKO, about 5% speed-up is made.
The most important issues for LPAKO
In developing LPAKO, we put an emphasis on three issues. They are sparsity exploitation, numerical stability and e cient algorithm. To exploit sparsity in input data, careful data structure design, especially for input data and LU factors, should be done. Furthermore, it is important to design computation sequence avoiding multiplications where zero element participates. To keep numerical stability, zero identiÿcation and growth control are important factors. Stable initial basis is also helpful to enhance the stability. Normalized pricing rule, such as the steepest-edge pricing rule or Devex rule, is essential for the improvement of LPAKO. An e cient approximate implementation of the steepest-edge pricing rule is important to reduce the computational burden.
Numerical issues in developing LPABO
Normal equations form
Primal-dual interior point methods ÿnd an optimal solution by solving the following central path equations as (¿ 0) goes to zero [23] : By eliminating x; s, Newton direction equations reduce to A A T y = r, which is a main part of normal-equations form. Usually, Cholesky factorization is used to ÿnd (A A T ) −1 , as is true in LPABO. That is, the system becomes LL T y = r, which can be solved by simple forward and backward transformations.
Cholesky factorization is a symmetric version of LU factorization applicable to positive deÿnite system. It is well known that the number of nonzeros in Cholesky factors determines the computational burden in direction ÿnding step. In LPABO, an ordering heuristic is pre-performed to control ÿll-in's in Cholesky factors. However, when there exist dense columns, Cholesky factors become very dense despite of ordering. Dense column handling method in LPABO is the use of augmented form instead of normal-equations form.
Cholesky factorization 4.2.1. Ordering
The purpose of ordering is to reduce ÿll-in's in Cholesky factors. There are many heuristics for ordering, such as minimum degree heuristic, minimum deÿciency heuristic, etc [3] . Because of its cheap cost, most interior point programs adopt minimum degree heuristic.
The most time-consuming part of minimum degree heuristic is degree updates. To reduce the number of degree updates, we developed modiÿed minimum degree heuristic where lower and upper bounds of node degree is utilized. With the method, signiÿcant reduction in the number of degree updates can be accomplished, so that more than 200% speed-up over the standard minimum degree heuristic is obtained.
Dense column handling
Dense column handling method in LPABO is the use of augmented form instead of normal-equations form. Newton direction equations reduce to
by eliminating s. Augmented form allows more freedom in the choice of pivot elements, and proved to be e cient for dense column handling. If the nonzero count of a column is more than 50% or 10% of the number of constraints, LPABO considers the column as a dense column. By experimental results, we can see 20 -40% speed-up and obtain more exact solution than Schur-complement method [8] .
Implementation
In LPABO, columnwise packed form is used for the data structure of Cholesky factors, and supernodal Cholesky factorization [13] is implemented so that a compressed row-index scheme can be used. To keep numerical stability, if a small pivot element of which value is less than tol stab is encountered, its value is set to zero and the corresponding column is considered as dependent column. Loop-unrolling technique is also applied to Cholesky factorization, and 10% speed-up is obtained.
More exact solution of central path equations
Newton direction uses a ÿrst-order approximation to the central path, so there exists a second-order e ect which is an inherent error caused by ignoring second-order term.
In LPABO, Mehrotra's predictor-corrector algorithm [14] along with Gondzio's multiple centrality correction [9] is implemented to get more exact solution of central path equations. Mehrotra's predictor-corrector algorithm adds a corrector step to the Newton direction, and can be seen as a second-order approximation to the central path. Gondzio applied a corrector step repeatedly, and got signiÿcant improvement. We also obtained 20 -50% reduction in the number of iterations by applying the algorithm to LPABO.
Interior point methods show so-called boundary behavior near an optimal solution, so that considerably inexact solutions of Newton system can be produced. To remedy this situation, LPABO runs conjugate gradient method [7] to reÿne solutions of Newton system iteratively when the current prima-dual solution is considered nearly optimal.
The most important issues for LPABO
As in the case of LPAKO, we emphasize sparsity exploiting, numerical stability, and e cient algorithm in developing LPABO. To exploit sparsity, ordering heuristic and sparse Cholesky factorization are implemented in LPABO. Augmented form is also used selectively to avoid excessive ÿll-in's in Choleksy factors when there exist dense columns.
To enhance numerical stability, LPABO detects dependent rows in A by identifying zero elements in diagonal part of L. The use of Augmented form in the existence of dense column is also helpful for the numerical stability.
Predictor-corrector algorithm and multiple centrality corrections are essential for the signiÿcant reduction in the number of iterations of LPABO. Furthermore, iterative reÿnement using conjugate gradient method is useful for the stable convergence of LPABO.
Concluding remarks
In this paper, we presented some implementational details of LPAKO and LPABO, focusing especially on numerical aspects. We have implemented almost all the state of the art on LPAKO and LPABO. The two packages are in the top class of public domain LP solvers, and utilized widely in industry and academy.
There are several research topics for our further development of LPAKO and LPABO. The introduction of e cient programming techniques exploiting hardware characteristics is essential for the competitiveness with commercial packages. Also, we will implement special structure exploiting facility and wart starting facility for LPABO.
