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Abstract
Both stochastic and PDE modeling approaches have been used and compared in various context in biol-
ogy. Typically, stochastic models are easier to parameterize, can be used to integrate underlying biolog-
ical phenomena, but hard to analyze mathematically and usually computational expensive. PDE models
are amenable to mathematical analysis and computational methods are well-developed, but biological
processes are usually lumped together in them and parameters harder to obtain. Therefore it is impor-
tant to find connections of different approaches. In this note, I give some investigation of methods to
derive a Chapman-Kolmogorov type PDE model from a stochastic hybrid system, highlighting the close
connection between these two.
1 The basic stochastic model
We consider a stochastic system


dxi =
1
µ
∑
j
(Rij + sijSij)dt+ σdWi,
sij jumps between 0 and 1 with rates
γ01(xj − xi) and γ10(xj − xi) independently.
(1)
where xi ∈ Rd, Sij := S(xj − xi), Rij := R(xj − xi), x := (x1,x2, ...,xN ), Wi is a d-dimensional
Brownian motion, 1 ≤ i ≤ N with some positive integerN .
For further description and application of the model, one may refer to [1]
.
Notice that in (1), sij is a discrete stochastic process taking values in {0, 1}. If we fix all the sij ,
then (1) reduces to a typical Ito stochastic differential equation. Since N can be a very large number, it’s
extremely hard to perform any meaningful analysis onto large stochastic systems.
In the remaining of the note, I’m proposed to derive the PDE counterpart from (1), making it easier
for mathematical analysis. The key idea is to apply current results in a stochastic hybrid system (simply
speaking, a stochastic differential equation with a jump).
2 Basic Notations
2.1 Stochastic hybrid system (SHS)
We start this section by introducing basic notations stochastic hybrid system (SHS) [2].
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• S: the discrete state space of s.
• X : the hybrid state space S ×Rd×N , where the process (s(t),xs(t)) lie on, where the superscript
on x(t) highlights the dependence of x on s. Notice that if the discrete state s is fixed, we may
denote the continuous state space of process (s,xs(t)) byXs, such thatX = ∪s∈SXs andXs1 ∩
Xs2 = ∅ whenever s1 6= s2.
• (Ω,F , P ): the underlying probability space of X . Ω is a Borel space, F the σ-algebra generated
by all the measurable subsets of Ω, and P the probability measure on Ω.
• Ft: the natural filtration generated by (s,xs(τ))0≤τ≤t. It’s easy to show that the family (Ft) are
nondecreasing and right continuous.
• Px: Wiener probabilities, which are naturally induced by the expectation Exf := E
s0
xs0
f , x ∈ X ,
(s0,x
s0) the initial state and f a F -measurable function on Ω.
• Lb: the Frechet derivative defined for any f ∈ C1(X,R) and vector field b : X → RdN by
Lbf(s,x) = ∇xf · b(s,x).
• Hf (s,x) = (hij(x))i,j=1,...,dN ∈ RdN × RdN , where hij(x) =
∂2f
∂xi∂xj
(x).
• (Tk)k≥1 : Ω → R+: a family of stopping times which indicate all moment that jump takes place.
We see that Tk increases with k.
• λ(s,x) : X → R+: the transition rate function which determines the distribution of waiting time
Tk+1 − Tk for any k ≥ 1.
• R : X × B(X)→ [0, 1]: the transition measure such that the distribution of xTk+1 is governed by
the law R(sTk ,xT−
k+1
, ·, ·).
In addition to above general notations in SHS models, we have some further notions that will be
useful in our derivation below:
• w(s|s′): the transition rate that state s′ jumps to s (we naturally require that s 6= s′).
• q(s′|s): the probability that the system to have state s′ at time Tk+1 with initial state s at time
Tk. In fact this definition doesn’t depend on the exact value of stopping time Tk because of strong
Markov property of SHS models.
2.2 Process generator
We denote by Bb(X) the set of all bounded measurable functions f : X → R. This is a Banach space
under the norm ||f || = supx∈X |f(x)|. Associated with the semigroup (Pt) is its strong generator.
Let D(L) ⊂ Bb(X) be the set of functions f for which the following limit exists: limt→0 1t (Ptf − f)
and denote this limit Lf . This refers to convergence in the norm || · ||, i.e. for f ∈ D(L) we have
limt→0 1t ||Ptf − f || = 0. Specifying the domainD(L) is an essential part of specifying L.
Proposition 2.1 (Martingale property) For f ∈ D(L) we define the real-valued process (Cft )t≥0 by
C
f
t = f(st,xt)− f(s0,x0)−
∫ t
0
Lf(sτ ,xτ )dτ (2)
Then for any x ∈ X , the process (Cft )t≥0 is a martingale on (Ω,F ,Ft, Px).
3 Main results
We have the following result for (1) [2]:
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Theorem 3.1 Let H be the SHS as in (1) and notations in section 2.1. Then the domain D(L) of the
extended generator L of H, as a Markov process, consists of those measurable functions f onX satisfying
for f ∈ D(L), Lf is given by
Lf(s,x) = Lcontf(s,x) + λ(s,x)
∫
X
(f(s′,y) − f(s,x))R(s,x, ds′, dy)
= Lcontf(s,x) + λ(s,x)
∑
s′ 6=s
∫
RdN
(f(s′,y)− f(s,x))R(s,x, s′, dy). (3)
where
Lcontf(s,x) = LF (s,x)f(s,x) +
1
2
Tr(σσTHf(s,x)). (4)
Proof. Define operator B : Bb(X) → Bb(X × R
+), Bf(s,x, t) := f(s,x) − f(st−,xt−). Let Tm
denote the last jump time prior or equal to t, remind generalized Ito’s formula
f(st,xt) = f(s0,x0) +
∫ t
0
Lcontf(sτ ,xτ )dτ +
m∑
k=1
[f(sTk ,xTk)− f(sT−
k
,xT−
k
)] (5)
then by definition of R(s,x, s′, dy), the last term of (5)
∑
k≥0,Tk<t
[f(sTk ,xTk)− f(sT−
k
,xT−
k
)]
= {f(st,xt)− f(sTm ,xTm) +
m∑
k=1
(f(sTk ,xTk)− f(sTk−1 ,xTk−1))}
− {f(st,xt)− f(sTm ,xTm) +
m∑
k=1
(f(sTk−,xTk−)− f(sTk−1 ,xTk−1))}
= f(sTm ,xTm)− f(s0,x0)−
∑
s′ 6=s
∫ t
0
∫
RdN
[f(s′,y) − f(sτ ,xτ )]R(sτ ,xτ , s′, dy)λ(sτ ,xτ )dτ
(6)
Q.E.D.
Next we need to determine the transition rate function λ(s,x) and transition measure R(s′,y, s, dx)
explicitly.
Proposition 3.2 The rate function λ(s,x) of (1) is given by
λ(s,x) =
∑
i6=j
(γ01(xi − xj)I{sij=0} + γ10(xi − xj)I{sij=1}) (7)
Proof. Since λ(s,x)∆t is the probability that the system to have particle locating at x and state s that
will have exactly one jump in time period∆t when∆t ≈ 0, so
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λ(s,x) = lim
∆t→0
1
∆t
(1− P (no jump during∆t)− P (more than one jumps during∆t))
= lim
∆t→0
1
∆t
(1−
∏
i6=j
[1− γ01(xi − xj)I{sij=0}∆t− γ10(xi − xj)I{sij=1}∆t]−O(∆t
2))
= lim
∆t→0
1
∆t
∑
i6=j
(γ01(xi − xj)I{sij=0}∆t+ γ10(xi − xj)I{sij=1}∆t)
=
∑
i6=j
(γ01(xi − xj)I{sij=0} + γ10(xi − xj)I{sij=1})
and thus yields (7).
Q.E.D.
Combining Proposition 2.1, Theorem 3.1 and Proposition 3.2 together, we finally get
Theorem 3.3 Corresponding dCK equation of system of (1) takes form
∂p(s,x, t)
∂t
+∇x · [F (s,x)p(s,x, t)] = ∆x(
σ2
2
p(s,x, t))
+
∑
s′ 6=s
[
∫
RdN
λ(s′,y)R(s′, dy, s,x)p(s′,y, t) −
∫
RdN
λ(s,x)R(s,x, s′, dy)p(s,x, t)]
(8)
with λ(s,x) given in (7), and R(s′, dy, s,x) defined such that
R(s′, dy, s,x)dx = R(s′,y, s, dx)dy (9)
Proof. By Proposition 2.1, since (Cft )t≥0 is a martingale, then
Es0,x0 [C
f
t ] = Es0,x0 [C
f
0 ] = 0 (10)
hereEs0,x0 [·] representing taking expectation with initial state and locations s,x respectively and on
probability space Ω. Taking derivative on both sides of (10) yields
0 =
∂
∂t
Es0,x0 [C
f
t ]
=
∂
∂t
[
∑
s∈S
∫
RdN
f(s,x)p(s,x, t)dx] −
∂
∂t
{
∑
s∈S
∫
RdN
∫ t
0
Lf(sτ ,xτ )p(s,x, t)dτdx}
=
∑
s∈S
∫
RdN
f(s,x)
∂
∂t
p(s,x, t)dx −
∑
s∈S
∫
RdN
[Lf(s,x)]p(s,x, t)dx
(11)
we used Dominate Convergent Theorem and Fubini’s Theorem in the last equality because f(s,x) is a
bounded function on a probability space. By Theorem 3.1, (11) is equivalent to
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∑
s∈S
∫
RdN
f(s,x)
∂
∂t
p(s,x, t)dx =
∑
s∈S
∫
RdN
[Lf(s,x)]p(s,x, t)dx
=
∑
s∈S
∫
RdN
{∇x(f(s,x)) · F (s,x) +
σ2
2
[∆xf(s,x)]}p(s,x, t)dx
+
∑
s,s′∈S,s′ 6=s
∫
RdN×RdN
λ(s,x)f(s′,y)R(s,x, s′, dy)p(s,x, t)dx
−
∑
s,s′∈S,s′ 6=s
∫
RdN×RdN
λ(s,x)f(s,x)R(s,x, s′, dy)p(s,x, t)dx
(12)
note that by swithing the dummy variables, the third line of (12)
∑
s,s′∈S,s′ 6=s
∫
RdN×RdN
λ(s,x)f(s′,y)R(s,x, s′, dy)p(s,x, t)dx
=
∑
s,s′∈S,s′ 6=s
∫
RdN×RdN
λ(s′,y)f(s,x)R(s′,y, s, dx)p(s′,y, t)dy
=
∑
s,s′∈S,s′ 6=s
∫
RdN×RdN
λ(s′,y)f(s,x)R(s′, dy, s,x)p(s′,y, t)dx
meanwhile applying integration by parts formular to the secend line, we get
∑
s∈S
∫
RdN
f(s,x)
∂
∂t
p(s,x, t)dx+
∑
s∈S
∫
RdN
{[∇xf(s,x)]F (s,x)p(s,x, t)dx
=
∑
s∈S
∫
RdN
σ2
2
[∆xf(s,x)]p(s,x, t)dx
+
∑
s,s′∈S,s′ 6=s
∫
RdN×RdN
λ(s′,y)f(s,x)R(s′, dy, s,x)p(s′,y, t)dx
−
∑
s,s′∈S,s′ 6=s
∫
RdN×RdN
λ(s,x)f(s,x)R(s,x, s′, dy)p(s,x, t)dx
(13)
Since f(s,x) ∈ D(L) is arbitrary andD(L) is dense in Bb(X), we finally obtain (8).
Q.E.D.
Remark 3.4 If the transition measure preserves locations, i.e.
R(s,x, s′, dy) = P (the system has state s′ at time Tk+1 given it had state s at Tk)δ(x − y)
=
∫
τ≥0
λ(s,x)e−λ(s,x)τ (1 − e−w(s
′|s)τ )
∏
u 6=s′
[e−w(u|s)τ ]dτ · δ(x− y)
= q(s′|s)δ(x− y)
(14)
then
∫
RdN
λ(s,x)R(s,x, s′, dy)p(s,x, t) = λ(s,x)q(s′|s)p(s,x, t) (15)
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similarly, for R(s′, dy, s,x) we have
∫
RdN
λ(s′,y)R(s′, dy, s,x)p(s′,y, t) = λ(s′,y)q(s|s′)p(s′,y, t) (16)
pluging (15) and (16) into (8), then (8) reduces to
∂p(s,x, t)
∂t
+∇x · [F (s,x)p(s,x, t)] = ∆x[
σ2
2
p(s,x, t)]
+
∑
s′ 6=s
[λ(s′,x)q(s|s′)p(s′,x, t)− λ(s,x)q(s′|s)p(s,x, t)]
(17)
3.1 Nondimensionalization (rescaling)
Neural experiments showed us that compared to cytoskeleton movement, binding and unbinding pro-
cesses can occur much faster, suggesting we should take a shorter time scale. Besides, it also makes
sense that in such a short time scale, the locations of system (1) are approximately preserved and thus
reduced system (17) becomes valid. In the following analysis we will discuss equation (17).
Let t∗ = t
t0
, x∗i =
xi
L0
, 1 ≤ i ≤ N be dimensionless time and length variables, here we expect t0 =
1
ǫ
to be a large time scale. Denote p∗(s,x∗, t∗) = p(s,x, t),F ∗(s,x) = t0F (s,x)
L0
, σ∗ =
√
t0σ
L0
. After these
transformations, the dimensionless form of the transition rates, γ∗01(x
∗
i − x
∗
j ) =
1
ǫ
γ01(xi − xj) and
γ∗10(x
∗
i − x
∗
j ) =
1
ǫ
γ10(xi − xj), consequently the total transition rate function λ∗(s,x∗)
λ∗(s,x∗) =
∑
i6=j
(γ∗01(x
∗
i − x
∗
j )I{sij=0} + γ
∗
10(x
∗
i − x
∗
j )I{sij=1})
=
∑
i6=j
1
ǫ
(γ01(xi − xj)I{sij=0} + γ10(xi − xj)I{sij=1})
=
1
ǫ
λ(s,x)
(18)
Similarly we can show thatw∗(s|s′) = 1
ǫ
w(s|s′). In (16) applying change of varible, we can easily show
that q∗(s′|s) = q(s′|s). In summary, equation (17) becomes dimensionless form
∂p(s,x∗, t∗)
∂t∗
+∇x∗ · [F
∗(s,x∗)p(s,x∗, t∗)] = ∆x∗ [
(σ∗)2
2
p(s,x∗, t∗)]
+
1
ǫ
∑
s′ 6=s
[λ∗(s′,x∗)q∗(s|s′)p(s′,x∗, t∗)− λ∗(s,x∗)q∗(s′|s)p(s,x∗, t∗)]
(19)
4 One step further – Asymptotic analysis
Let’s discuss (5) further. For simple we neglect all the star marks and denoteW (s|s′,x) := λ(s′,x)q(s|s′),
so (5) turns to be
∂p(s,x, t)
∂t
+∇x · [F (s,x)p(s,x, t)] = ∆x[
σ2
2
p(s,x, t)]
+
1
ǫ
∑
s′ 6=s
[W (s|s′,x)p(s′,x, t)−W (s′|s,x)p(s,x, t)]
(20)
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Since there is a large parameter 1
ǫ
that may produce huge errors both analytically and numerically, we are
inspired to hunt for a way to get rid of the fast term. One way we consider is homogenization [4]. Let
p(s,x, t) = u(x, t)ρ(s,x) + ǫV (s,x, t), where u(x, t) =
∑
s
p(s,x, t), ρ(s,x) is the quasi-stationary
distribution of s, and V (s,x, t) is the noisy term satisfying
∑
s
V (s,x, t) = 0. In (20) taking sum over
s and multiply both sides by ρ(s,x) we get
∂u(x, t)
∂t
ρ(s,x) = −ρ(s,x)∇x · [
∑
s
F (s,x)p(s,x, t)] +
σ2
2
∆x[u(x, t)]ρ(s,x) (21)
Next, substitute p(s,x, t) = u(x, t)ρ(s,x) + ǫV (s,x, t) into (20) to get
∂u(x, t)
∂t
ρ(s,x) + ǫ
∂V (s,x, t)
∂t
=
∑
s′ 6=s
[W (s|s′,x)V (s′,x, t)−W (s′|s,x)V (s,x, t)]
−∇x · {F (s,x)[u(x, t)ρ(s,x) + ǫV (s,x, t)]}
+
σ2
2
∆x[u(x, t)ρ(s,x) + ǫV (s,x, t)]
(22)
Substituting (21) into (22) yields
ǫ
∂V (s,x, t)
∂t
=
∑
s′ 6=s
[W (s|s′,x)V (s′,x, t)−W (s′|s,x)V (s,x, t)]
−∇x · [F (s,x)u(x, t)ρ(s,x)] + ǫ∇x · [F (s,x)V (s,x, t)]
+ ρ(s,x)∇x · [
∑
s
F (s,x)p(s,x, t)]
+
σ2
2
u(x, t)∆x[ρ(s,x)] +
σ2
2
∆x[ǫV (s,x, t)]
(23)
Collecting leading order terms of (23) in ǫ, we get
∑
s′ 6=s
[W (s|s′,x)V (s′,x, t)−W (s′|s,x)V (s,x, t)]
= F (s,x)u(x, t)∇x · [ρ(s,x)] +
σ2
2
u(x, t)∆x[ρ(s,x)]
(24)
We can regard s as a set of vector and denote A(x) = (a(x)s,s′)s,s′∈S , ~g(x) = (g(s,x))s∈S a
vertical vector, where a(x)s,s′ := (1 − δ
s
′
s )W (s|s
′,x) − δs
′
s
∑
s 6=s′ W (s|s
′,x), g = V, F or ρ and δs
′
s
being Kronecker symbol. Then we can write (24) as vector form
A(x)~V (x, t) = ~F (x) · {u(x, t)∇x · [~ρ(x)]} +
σ2
2
u(x, t)∆x[~ρ(x)] (25)
which is a linear equation of ~V (x, t). Note that A(x)~ρ(x) = 0, so A(x) is singular, and by Perron-
Frobenius theorem (details not shown here), A(x) has only one-dimensional nullspace spanned by
ρ(x).
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5 Comments and future works
Finally we arrived at a PDE system from our original stochastic system (1), and we consequently apply
results in Chapman-Kologolov equation to get some meaningful results in a analytical context. Besides,
the underline relation between deterministic PDE system and stochastic system is well-developed in
this context, via the general idea of stochastic hybrid system (SHS) with application to a Bernoulli-type
jumps (jump state takes only two possible values for each particle).
However from a computational point of view, though numerical costs on a PDE system are much
cheaper than its stochastic counterpart, it can still be expensive for large N’s. Therefore in practice, a
coarse-grain scheme may be preferred for such a large system, see [5, 6] for example. Nevertheless,
the key idea of reducing the whole system via coarse-grain method is, roughly speaking, that by taking
”average” on particle locations. The idea is more or less the same as the procedure that had been pro-
ceed in this paper, as an analogy that, the ”average behavior” of all the particles can be described by a
deterministic PDE system whenN is large.
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