We investigate the singular limit, as ε → 0, of the Fisher equation ∂ t u = ε∆u + ε −1 u(1 − u) in the whole space. We consider initial data with compact support plus perturbations with slow exponential decay. We prove that the sharp interface limit moves by a constant speed, which dramatically depends on the tails of the initial data. By performing a fine analysis of both the generation and motion of interface, we provide a new estimate of the thickness of the transition layers.
Introduction
In this work, we consider u ε = u ε (t, x) the solution of the rescaled Fisher-KPP equation
with ε > 0 a small parameter, related to the thickness of a diffuse interfacial layer. Let us recall that, in the classical works of Fisher [8] and Kolmogorov, Petrovsky and Piskunov [12] , the authors consider a smooth monostable nonlinearity f : [0, 1] → R such that f (0) = f (1) = 0 , 0 < f (u) ≤ f ′ (0)u for all u ∈ (0, 1) .
Our results would hold for such nonlinearities but, for the sake of clarity, we restrict ourselves to the case where f (u) = u(1 − u).
In [1] we have investigated the singular limit, as ε → 0, of (P ε ) when initial data have compact support plus, possibly, perturbations with a fast exponential decay. We proved that the sharp interface limit moves by constant speed which is the minimal speed c * = 2 of the underlying travelling waves. We also obtained a new O(ε| ln ε|) estimate for the thickness of the transition layers of the solutions u ε .
The present paper is a completion of [1] : we are concerned with initial data with a slow exponential decay. In this case, it turns out that the limit interface moves by a speed which dramatically depends on the tails of the initial data. We prove the convergence and again obtain a new O(ε| ln ε|) estimate for the thickness of the transition layers of the solutions u ε .
We shall assume the following properties on the initial data. Assumption 1.1. We assume that u 0,ε = g + h ε where (i) g is a bounded, nonnegative and compactly supported function. We define Ω 0 := supp g.
(ii) We define g as the restriction of g on Ω 0 and assume that g is of the class C 2 .
(iii) h ε is a nonnegative function and there exist λ ∈ (0, 1) and 0 < m < M such that, for all ε > 0 small enough, for some λ ≥ 1. In some sense, see subsection 2.2 for details, the exponential decay of the initial data is faster than the exponential decay of the underlying travelling wave of minimal speed c * . In this case, λ ≥ 1 does not affect the asymptotic speed of the limit interface which is always c * .
In the present case λ ∈ (0, 1) we consider, (3.6) indicates that the exponential decay of the initial data and that of the underlying travelling wave of speed λ + λ −1 are the same; it follows that the construction of efficient sub-solutions is more involved than in [1] . Here, λ ∈ (0, 1) does affect the asymptotic speed of the limit interface, which turns out to be λ + λ −1 . Assumption 1.4. We assume the existence of δ > 0 such that, if n denotes the Euclidian unit normal vector exterior to the initial interface Γ 0 , then
(1.1) Assumption 1.1 gives the structure of our allowed initial data. Note that Assumption 1.3 is used to find upper bounds for the solutions u ε (see Lemma 4.1) whereas Assumption 1.4 is only used to derive the correspondence (3.4).
Before going into much details, let us comment on related known results. It is long known that the tails of the initial data play a key role in the study of the long time behavior of u = u(t, x) the solution of the Fisher-KPP equation ∂ t u = ∆u + u(1 − u). As far as initial data with exponential decay are concerned, we refer among others to [15] , [5] , [14] for a probabilistic framework and to [13] , [16] , [17] for a reaction-diffusion framework. More recently, Hamel and Roques [10] studied the case where the initial data decays more slowly than any exponentially decaying function.
In a singular limit framework, the question of the convergence of Problem (P ε ) has been addressed when the initial data u 0,ε does not depend on ε and is compactly supported : first by Freidlin [9] using probabilistic methods and later by Evans and Souganidis [7] using Hamilton Jacobi technics (in this framework we also refer to [3, 4] ). In [1] , we provide a new proof of convergence for Problem (P ε ) with fast exponentially decaying initial data, by using specific reaction-diffusion tools such as the comparison principle. Moreover, we obtain an O(ε| ln ε|) estimate of the thickness of the transition layers of the solutions u ε . To the best of our knowledge, no such fine estimate of the thickness of the transition layers existed for the Fisher-KPP equation (in contrast with the Allen-Cahn equation).
As ε → 0, by formally neglecting the diffusion term, we see that, in the very early stage, the value of u ε quickly becomes close to either 1 or 0 in most part of R N , creating a steep interface (transition layer) between the regions {u ε ≈ 1} and {u ε ≈ 0}. Once such an interface develops, the diffusion term is large near the interface comes to balance with the reaction term. As a result, the interface ceases rapid development and starts to propagate in a much slower time scale. Therefore the limit solutionũ(t, x) will be a step function taking the value 1 on one side of the moving interface, and 0 on the other side.
We shall prove that this sharp interface, which we will denote by Γ c λ t , obeys the law of motion
where V n denotes the normal velocity of Γ c λ t in the exterior direction. Note that c λ = λ + λ −1 > 2 = c * , with c * = 2 the minimal speed of some related one-dimensional travelling waves (see subsection 2.2 for details). Therefore, as expected, the slower the initial data decay, the larger is the the speed of the sharp interface limit.
Since the region enclosed by Γ 0 , namely Ω 0 , is smooth and convex, Problem (P c λ ), possesses a unique smooth solution on [0, ∞), which we denote by Γ c λ = t≥0 ({t} × Γ t . We define a step functionũ(t, x) bỹ
2)
which represents the asymptotic limit of u ε as ε → 0.
Our main result, Theorem 1.5, shows that, after a short time of order O(ε| ln ε|), the solution u ε quickly becomes close to 1 or 0, except in a small neighborhood of the initial interface Γ 0 , creating a steep transition layer around Γ 0 (generation of interface). The theorem then states that the solution u ε remains close to the step functionũ on the time interval [t ε , T ] (motion of interface). Last, (1.3) shows that, for any 0 < a < 1, for all t ε ≤ t ≤ T , the level-set Γ ε t (a) := {x ∈ R N : u ε (t, x) = a} lives in an O(ε| ln ε|) tubular neighborhood of the limit interface Γ c λ t . In other words, we provide a new estimate of the thickness of the transition layers of the solutions u ε . Theorem 1.5 (Generation, motion and thickness of interface). Let Assumptions 1.1, 1.3 and 1.4 be satisfied. Then there exist positive constants α and C such that, for all ε > 0 small enough, for all t ε ≤ t ≤ T , where
we have
where
As a immediate consequence of the above Theorem, we collect the convergence result. The organization of this paper is as follows. In Section 2, we present the basic tools that will be used in later sections for the construction of sub-and super-solutions. In Section 3 we construct two sub-solutions, one for small times (during the generation of interface) and one for later times (during the motion of interface). Section 4 is devoted to the construction of a single super-solution which is efficient to study both the generation and the motion of interface. Last, in Section 5, by using our different sub-and super-solutions we prove Theorem 1.5.
Materials
The needed tools are the same than in [1] . For the self-containedness of the present paper we recall them here. Let us note than the non monotone travelling waves of speed 0 < c < c * used in [1] are useless here.
A monostable ODE
The generation of interface is strongly related to the dynamical properties of the ordinary differential equation associated to (P ε ), that is
In the sequel, for technical reasons we shall apply the semiflow generated by the above dynamical system to negative initial data. In order to have some good dynamical properties, let us modify the monostable nonlinearity u → u(1 − u) on (−∞, 0) so that the modified function, we call itf : R → R, is of the class C 2 and enjoys the bistable assumptions. More precisely,f has exactly three zeros −1 < 0 < 1 and
As done in Chen [6] , we considerf ε a slight modification off defined bȳ
with ψ a smooth cut-off function satisfying conditions (29)-(32) as they appear in [11] . As explained in [11] ,
Then we defined w(s, ξ) as the semiflow generated by the ordinary differential equation
Here ξ ranges over the interval [
We claim that w(s, ξ) has the following properties (for proofs, see [6] or [11] ).
Lemma 2.1 (Behavior of w). The following holds for all
(iii) w is of the class C 2 with respect to ξ and
(iv) For all a > 0, there exists a constant C(a) such that
(v) There exists a positive constant α such that, for all s ≥ α| ln ε|, we have
Travelling waves
A travelling wave is a couple (c, U ) with c > 0 and
Define c * := 2. Then, for all c ≥ c * there exists a unique (up to a translation in z) travelling wave denoted by (c, U ). It is positive and monotone.
Lemma 2.2 (Behavior of U ).
Let c > 2 = c * be arbitrary and consider the associated travelling wave (c, U ). Then there exist constants C > 0 and 0 < r < R such that We refer the reader to [2, 18] and the references therein for more details.
Cut-off signed distance functions
Recall that Γ c λ = t≥0 ({t}×Γ 
(2.9)
We remark that d = 0 on Γ c λ and that |∇ d| = 1 in a neighborhood of Γ c λ .
We now introduce the "cut-off signed distance function" d, which is defined as follows. Recall that T > 0 is fixed. First, choose d 0 > 0 small enough so that d is smooth in the tubular neighborhood of Γ c λ
Next let ζ(s) be a smooth function satisfying
such that
We then define the cut-off signed distance function d by 12) and that the equation of motion (P c λ ) yields
Then the mean value theorem provides a constant A > 0 such that
Moreover, there exists a constant C > 0 such that
(2.15)
Sub-solutions
As explained before, the construction of efficient sub-solutions is more involved than in the fast exponential decay case considered in [1] . We start by constructing refined sub-solutions for small times.
Generation of interface
Let us recall that me
for all x ∈ R N . We then define the map u(t, x) := max me
where w(s, ξ) is the solution of the ordinary differential equation (2.3) and wherem = min( 1 2 , m). The constant K > 0 is to be specified below.
Lemma 3.1 (Sub-solutions for small times). Let Assumption 1.1 be satisfied. Then for all a > 0, there exists K > 0 such that, for all ε > 0 small enough, we have
Proof. Let us first notice that, for all x ∈ R N ,
Then it remains to show that u is a sub-solution of Problem (P ε ). Let us consider the operator
Let a > 0 be arbitrary. We show below that, if K > 0 is sufficiently large then, for all ε > 0 small enough, L ε [u] ≤ 0. We distinguish two cases.
We first consider the points (t, x) where u(t, x) =me =: ϕ ε (x). We compute
Therefore, we get
Since 0 ≤ ϕ ε ≤ 1/2, we get
for ε > 0 sufficiently small. The case where d(0, x) ≤ 0 is very similar and omitted.
Next we consider the points (t, x) where u(t, x) = w t ε , g(x) − Kt . We have
Then, we get
where we have successively used (2.2) and (2.3). In view of Lemma 2.1 (iv), there exists a constant C(a) > 0 such that, for all (t, x) with 0 ≤ t ≤ aε| ln ε|, we have
This completes the proof of Lemma 3.1.
As a consequence of the above construction of sub-solutions for small times, we deduce that, after a very short time, the solution u ε approaches 1 in most part of the support of the initial data.
Corollary 3.2 (Generation of interface "from the inside"). Let Assumption 1.1 be satisfied. Then there exist k > 0, α > 0 such that, for all ε > 0 small enough,
wherein t ε := αε| ln ε|.
Proof. In Lemma 3.1, we select a = α where α > 0 is as in Lemma 2.1 (v). Note that, in view of (1.1), the mean value theorem provides the existence of a constant k > 0 such that
Then, using (3.2), we see that, for all x satisfying d(0, x) ≤ −kε| ln ε|,
The last inequality follows from Lemma 2.1 (v). Note that the upper bound 1 + ε is actually valid for all x and all t ≥ t ε , as seen in (5.1), and will be proved in Section 5.
The corollary is proved.
Motion of interface
In the fast exponential decay case, the limit speed of the sharp interface limit is c * . Therefore sub-solutions for the motion of interface are constructed in [1] by using the travelling waves associated with the speeds c * − o(ε) < c * .
Since they are changing sign, a slight modification make the sub-solutions compactly supported from one side. In the slow exponential decay case we consider, the limit interface moves with speed c λ > c * . Since the travelling waves with speeds c λ − o(ε) > c * are not changing sign we are not able to construct compactly supported sub-solutions.
In the sequel, we denote by U the travelling wave associated with the speed of the limit interface c λ = λ + λ −1 and by d(t, x) the cut-off signed distance function associated with Γ c λ the solution of the free boundary problem (P c λ ). We also consider V the travelling wave associated with the speed c ε := c λ − ε| ln ε|.
From Lemma 2.2, we see that for U (whose speed is c λ = λ + λ −1 ), the µ that appears in (2.6) is actually equal to λ. Therefore, we collect
Moreover, since V which is slightly slower it will decay faster. More precisely, we deduce from Lemma 2.2 that
with η ε ≥ η + γε| ln ε| and µ ε ≥ λ + γε| ln ε|, for some γ > 0. The estimates on the derivatives of U and V corresponding to (2.7) and (2.8) also hold.
We are looking for sub-solutions in the form
(3.9) In the sequel we set 
for all x ∈ R N , with t ε = αε| ln ε|.
Proof. Choose k > 0 so that (3.3) holds and m 1 ≥m 1 := 3k. Note that to prove Lemma 3.3, it is sufficient to check that 12) where u is the sub-solution for small times defined in (3.1). To prove this inequality we shall split our arguments into three parts according to the value of d(0, x).
If x is such that d(0, x) ≥ 0. Since z(0, x) ≥ 0, we deduce from (3.6) that, for ε > small enough,
If x is such that −kε| ln ε| ≤ d(0, x) ≤ 0. The choice of m 1 implies that z(0, x) ≥ 2k| ln ε| so that, for ε > small enough,
If x is such that −2d 0 ≤ d(0, x) ≤ −kε| ln ε|, which implies that z(0, x) ≥ −d 0 /ε. We claim that (see proof below), for ε > 0 small enough,
Therefore, by using (3.5) and (3.7) we get
for ε > 0 small enough. In view of Corollary 3.2, this completes the proof of (3.11). It remains to prove (3.13) . Note that (U − εV )(−∞) = 1 − ε and (U − εV )(∞) = 0 and assume, by contradiction, that there exist ε 0 > 0 and a family {z ε } 0<ε<ε 0 such that
First assume that {z ε } is bounded. Then there exists a sequence {ε n } n≥0 tending to zero such that z εn → z 0 ∈ R when n → ∞ for some z 0 . Recall that V depends on ε > 0 and is uniformly bounded with respect to ε up to its second derivative. Passing to the limit n → ∞ leads us to U ′ (z 0 ) = 0, a contradiction. Next, assume that {z ε } is unbounded. Then there exists a sequence {ε n } n≥0 tending to zero such that z εn → ∞ or z εn → −∞ when n → ∞. Consider the case where z εn → ∞ then we obtain that
a contradiction with the behavior of {ε n } when n → ∞. The case where z εn → −∞ is similar. The claim (3.13) is proved.
Lemma 3.4 (Sub-solutions for later times). Recall that u − was defined in (3.9) and assume that U (0) > 1 2 . Then there existsm 2 > 0 such that for all m 1 ≥m 1 , all m 2 ≥m 2 , all ε > 0 small enough, we have
Proof. By using straightforward computations we get
where z = z(t, x) was defined in (3.10). Now, the ordinary differential equations
Note that E 2 ≤ 0. We show below that the choicẽ
is enough to prove the lemma, with A > 0 the constant that appears in (2.14). To that purpose we distinguish four cases, namely (3.15), (3.17) , (3.18) and (3.20) . In the sequel we denote by C positive constants which do not depend on ε (and may change from places to places).
Assume that
This implies
Using the estimates for U ′ and V ′ we see that, for ε > 0 small enough,
thanks to (3.16) . Using similar arguments we see that |E 3 | ≤ Cε 2 . At least note that z → −∞ as ε → 0 and that
From (2.12) we deduce that E 3 = 0. From (2.13), we deduce that ∂ t d + c λ = 0. Since, for ε > 0 small enough, m 2 ε| ln ε|m 1 e m 2 t − ε∆d ≥ 0 we deduce from (3.13) that E 1 ≤ 0. Next, since (3.17) implies that z ≤ 0 we get
Hence we obtain that E 4 ≤ 0, so that we have εL
Here, E 3 = 0 and ∂ t d + c λ = 0 also hold true. Note that, for ε > 0 small enough,
for all z ∈ R, whose proof is similar to that of (3.13), we see that
As a consequence we get
We rewrite εL ε [u − ] ≤ F 1 + F 2 + F 3 where
Since |F 3 | ≤ Cεe −µεz ≤ Cεe −λz , we deduce from (3.19) that, for ε > 0 small enough,
It remains to estimate the term F 1 . Since (3.20) implies that z ≥ d 0 /ε we have, for ε > 0 small enough, U (z) ≤ α with 0 < α < 1 to be selected below. Therefore it holds that
Recall that (see subsection 2.3)
where the function ζ ′ is evaluated at point d. It follows that
Since, as ε → 0, U ′ (z) = −βe −λz (1 + o (1)) and U (z) = β λ e −λz (1 + o(1)) for some β > 0, we see that (1)) .
Recall that 0 ≤ ζ ′ ≤ 1 so that by selecting α ∈ (0, 1−λ 2
2 ) we see that The lemma is proved.
Super-solutions
This section is devoted to the construction of super-solutions which are efficient for the study of both the generation and the motion of interface. Before proving the lemma, for a given x ∈ R N , choose x 0 ∈ ∂Ω 0 as the projection of x on the convex Ω 0 . For such a choice we have (x − x 0 ) · n 0 = d(0, x) , and the lemma yields, for some K > 1,
for all t ≥ 0 and all x ∈ R N . Next, we prove Lemma 4.1.
Proof. We recall that λ and M were defined in Assumption 1.1 (iii) and that U (z) ≥ re −λz for all z ≥ 0. Then we define
Hence the choice of C implies that z(t − t ε , x) ≤ − C 2 | ln ε|. Therefore, using (3.9) and (3.5), we see that, for ε > 0 small enough,
This completes the proof of Theorem 1.5.
