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Abstract 
Suppose a shallow membrane cap, with an undeformed shape described in cylindrical coordinates by z- -C(1 - r ~) 
(where 0~<r~< 1 and 7> 1), is subjected to a uniform vertical pressure P. If the resulting deformed shape is radially 
symmetric, then under certain assumptions, the radial stress Sr satisfies the ordinary differential equation 
22r2r -2 flvr 2 r 2 
r2S  "' + 3rS'r = - -  + - -  
2 sr 8s} '  
for 0 < r ~< 1 and either the boundary condition St(1 ) = S > 0 (if the boundary stress S is specified) or S[(I )+(1 -v)Sr(1 ) = F 
(if the boundary displacement F is specified). Here v (0~<v<0.5) is the Poisson ratio, and 2 and/3 are positive constants 
depending on the pressure P, the thickness of the membrane, and Young's modulus. We show that if ~> 1, a radially 
symmetric solution St(r), positive for 0<r~< 1, exists, and if S ~< 1/(4/%) or F/(1 -v)<<. 1/(4/%), the solution is unique. 
In the case 7 ~< ~, if 2 is fairly large, it may happen that St ( r )~ 0 as r--* O. In all other cases, Sr(r) has a positive 
limit as r --~ 0. Rather detailed information on the behavior of solutions S~(r) is provided. Conditions are obtained which 
guarantee monotonicity of St. In any case, S~ has at most one critical point and is monotone in some neighborhood of 
r = 0. A computational gorithm, making use of the qualitative behavior of St, is discussed and some numerical results 
are included. (~) 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
Consider a shallow membrane cap which is rotationally symmetric in its undeformed state. When 
radial stress is applied on the boundary and a small uniform vertical pressure P is applied to the 
membrane, the shape that the cap takes is described by a nonlinear model. Dickey [5-7] showed 
that under the assumptions of small strain and small constant vertical pressure, if the deformed 
membrane is rotationally symmetric, then the (rescaled) radial stress & on a membrane whose 
undeformed profile is given in cylindrical coordinates by z(r)= C(1 - r r ) ,  7> 1, is determined by 
the following equation: 
/~2r27-2 fivr 2 r 2 
2,~,, ' - - +  . (1) r Jr + 3rS' r - 2 Sr 8S~ 
Here, the undeformed radius of the membrane is r = 1 and v is the Poisson ratio while 2 and fl 
are positive constants depending on the pressure P, the thickness of the membrane, and Young's 
modulus. Given a solution Sr to (1), the actual shape of the membrane is then described by 
gs,.(r) = r[rS'~(r) + (1 - v)Sr(r)], 
fr  t Ws,(r) = S -~ dt, 
where U is the radial displacement of the membrane and W is the vertical displacement. Although the 
Poisson ratio always satisfies 0 ~< v< 0.5, the mathematical work below only requires that 0 ~ v < 1. 
We focus attention on two boundary value problems: the stress problem for which the stress at 
the boundary is specified 
Sr(1)=S, 
with S>0,  and the displacement problem for which the radial displacement at the boundary is 
specified 
Us,(1)=_S'~(1) + (1 - v)Sr(1)= F, 
where F is any real number. We write this boundary condition in the form 
boSr(1) + b,S;(1)=A, (2) 
where b0 >0 and bl ~>0. For the stress problem b0 = 1, b~ = 0 and A >0; for the displacement problem 
b0 = 1 - v, bl = 1, and A is any real number. 
We must also impose a condition at the singular end r = 0; we here take this condition to require 
S~ bounded as r -+ 0 +. (3) 
The purpose of this paper is to extend the results of [2] in the case 7 = 2 to other values of 
? 6 (1, co). As in [2] we use a change of variables, setting t = r -2 and u(t)= Sr(r) to change (1) to 
u,,= 11  22 1 fly 1 
}5 8t7--2 32u ~ + 4uu " (4) 
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Our boundary conditions become 
u(t) bounded as t--+ co 
and 
(s) 
aou(1 ) - al u'(1 ) = A, (6) 
where a0 = b0 and a~ = 2b~. Thus, the singular point r = 0 has been moved to +co, and moreover, the 
term involving a first derivative has disappeared. Both these features are important for our methods. 
The first feature allows the application of a known existence theorem for nonlinear problems on 
infinite intervals and the second feature allows us to use concavity arguments. In this sense, the 
behavior of u(t) is simpler than the behavior of Sr(r), since concavity conclusions about Sr(r) do 
not seem possible. 
We shall call a function Sr(r) a positive solution of (1)-(3)  if it is positive and satisfies the 
differential equation (1) for 0 <r  ~< 1 and satisfies the conditions (2), (3). In all cases we consider, 
we are able to prove that limr--.0+ Sr(r) exists; a condition stronger than (3). For physical reasons 
we prefer solutions for which this last limit is positive so that S~(r) is positive on the entire interval 
0 ~<r ~< 1; such will often be the ease and we call these solutions fully positive. One should note 
that fully positive solutions are the only ones considered in the papers of Dickey mentioned above 
and Johnson [10, 11]; since these papers use shooting arguments with Sr (0 )=a>0 as the shooting 
parameter, their nonexistence results imply only the nonexistence of solutions which are positive 
on 0 ~< r ~< 1. We shall show below that in these cases, there exist positive solutions with limit 0 at 
r = 0. Further, all of our positive solutions Sr(r) will satisfy 
lim r3S~(r) = 0; 
r.--.+0 + 
for fully positive solutions, we shall prove a stronger condition generalizing the limiting relationship 
22 
lira r3-27SIr(r)= ~ (7) 
r----,0+ 
3 For 7>3,  the proved by Dickey [7] for the stress problem with S>22/ (8~(7-  1)) and 1<7<~.  
result is different. For example, for 7 = 2 (see [2] or [10]), we have 
lim r-lS~(r)= 22 1 fly 
r+0+ 8 32L -----5 + 4--L -= T. (8) 
We shall see below that (7) is correct for 1 <7<2 and that for 7>2,  not only does the correct limit 
depend on L, but the rate of convergence is always the same as for 7 = 2. The situation is already 
clear since for 7>2,  (4) implies that t3u"(t) tends to T -  ~22 independently of 7. 
In addition to the papers of Dickey already mentioned, this problem was studied earlier in [4, 12, 
9] and more recently in [1-3, 10, 11]. The paper [2] contains a discussion of the previous status of 
the problem. Johnson [10, 11] proved that the stress and displacement problems have at least one 
4 and v = 0. If 7 = 2 and 0 ~< v < 1 existence of fully positive solutions fully positive solution if 7 > ~ 
for both problems was proved in [2], with uniqueness if the boundary stress or displacement is not 
too large. (In the case v = 0 with zero boundary displacement, his last result appeared earlier in 
[1].) The purpose of the current paper is to extend the results of [2] to include all 7 > 1. 
206 J.V. Baxley, S.B. Robinson~Journal of Computational and Applied Mathematics 88 (1998) 203-224 
Dickey [7] gave an interesting examination of the case y-- 4, which has turned out to be a border- 
line case. He showed that the problem could then be reduced essentially to an autonomous system 
of two differential equations and a phase plane analysis indicates that fully positive solutions exist 
if 2 is fairly small, but if 2 is large, a fully positive solution exists only if S is large, or F is large. 
We shall see below that positive solutions exist for all real F and all S > 0. The work of Dickey 
4 plays a special role in the behavior of the membrane cap and Johnson has pointed out that 7 =:  
problem when v = 0: it is the borderline between those 7 for which the problem always has a fully 
positive solution and those for which existence of a fully positive solution may fail. 
Our results here depend on strengthening the methods and using the results in [2]. We now see 
more clearly that y - -2  is also a special value. Not only does it represent the physically most in- 
teresting case (that of a spherical membrane cap), but turns out to be the only value for which 
all solutions are monotone, as shown in [2]. For 7 ~ 2, we shall see that there are always values 
of A/ao for which solutions are not monotone, although bounds similar to those in [2] are still 
obtained. 
For 7 > 1, we shall obtain existence and uniqueness results, as well as information about the qual- 
itative behavior of solutions which will be used to describe an effective method for the computation 
of fully positive solutions. As might be expected, the most difficult problem is existence. In previ- 
ous papers, Schauder's theorem [7] and shooting methods [11] have been used. As in [2], we use 
a recent existence theorem for existence of solutions on infinite intervals. 
4 4 in We deal with the case 7>2 in Section 2, the case : <7<2 in Section 3, the case 1 <7~< 
Section 4, and finally Section 5 gives some numerical results. 
We shall use the notation 
22 1 fly 
k(t, u ) -  8t?,_2 32u 2 + 4uu' 
ko(U)- 32u  + 
and 
kl (u) = k(1, u). 
For each fixed t >~ 1, we let u = z(t) denote the unique positive solution of k(t, u)= 0. Since the graph 
of k(t, u) = 0 (for fixed t) is just the graph of ko(u) = 0 translated upward by )~2/(8t~-2), it is clear 
that z(t) exists for each t >/1. (An explicit expression for z(t) can be obtained using the quadratic 
formula.) Note that our z(1) is the unique positive solution of kl(u)= 0 and is the same as the u0 
in [2]. Moreover, if v = 0, then we have the simple expression z( t )= t~/2-:/(22). 
2. The case 7 > 2 
For y>2,  it is clear that z(t) is a strictly increasing function of t. In fact, it is straightforward 
to verify, using implicit differentiation, that z ' ( t )>0 for t~>l. Also, as t - - -~ ,  the value of z(t) 
approaches 1/(8flv) (interpreted as +cxD in case v = 0). The following lemma, slightly modified from 
[2, Lemma 3], and proved in similar fashion, is clear since any solution of (4) is concave up when 
it lies above z(t) and concave down when it lies below z(t). 
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Lemma 1. Suppose ~ > 2 and u" = ( l it  3 )k(t, u) for 1 <~ t < vc. 
1. I f  there exists to >~ 1 such that u( to ) >~ 1~8fly and u' ( to ) ~ O, then u' ( t ) is increasing for t > to and 
thus u(t) ~ +c~ as t -+ e~. 
2. I f  u(t)>O for all t>>-I and there exists to>~l such that O<u(to)<<,z(to), then u'(to)>0. 
Throughout his section, we let T(t) denote a positive solution of problem (4)-(6) for 7=2.  
From [2], we know that such a solution exists and is bounded away from 0. Moreover, this solution 
is unique if A/ao<. 1~(4fly). Our main result for 7>2 will be a corollary to the following theorem. 
Theorem 2. Consider problem (4)-(6), where ao > 0 and al >~ 0, and A is any real number, assumed 
positive in the case al =0. Suppose 7>2. Let 
{A 1}  {A 
M~ = max M2 = 1 + max 
ao'  ' 
Then 
(i) every positive solution u(t) satisfies 
ao 
min{T(1),z(1)} <.u(t)<~ min{Mi,M2}, 
for all t >>- 1; 
(ii) there exists at least one positive solution u(t); 
(iii) i f  A/ao <<. 1~(4fly), there exists at most one positive solution; 
(iv) i f  A/ao ~<z(1), then the positive solution u( t ) satisfies u'( t )>0 for t >>. 1; 
(v) if z(1 ) <A/ao <<. 1/(813v), then for the positive solution u(t), there exists b >>. 1 so that u'(t) < 0 
for 1 <.t <b, u(b)>z(b), and u'(t)>O for t >b; 
(vi) i f  A/ao> 1~(8fly), then for each positive solution, either u'( t )<0 and u(t)> 1/(8/~v)for t>>. 1 
or there exists b>l  so that u'(t)<O for l <.t <b, z (b)<u(b)< l/(8flv), and u'(t)>0, u(t)< 
1/(8fiv) for t>b. 
In all cases, i f  u is a positive solution, we have 
L = l im u(t) 
t - -+  OO 
ex&ts and & positive, and 
T flv 1 lim t2u'(t)= - - -  = + - -  
t - - '+  c<z 2 8L 64L 2" 
The value of  L, and hence T, varies with the solution u, which in turn depends on all the parameters 
of  the problem. 
Proof. (i) We first show that u(t)<<.Ml for all t >~ 1, which is trivial if v = 0. Let v > 0 and suppose the 
contrary. Then there exists to >/1 for which u'(t0)>0 and U(to)>Ml. (If u(1)>M~, then (6) implies 
that we may take to = 1; otherwise the existence of to > 1 is obvious.) Lemma l(i) immediately 
implies that u(t) is unbounded, a contradiction. 
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If 341 ~<M2, we are finished with the upper bound. Otherwise, we let ~(t )=M2 - lit. We shall 
apply [2, Lemma 1] with ul = 4~, u2 = u. To do so, we need to verify that 
t345"(t) <.k(t, ~(t)), (9) 
for t ~> 1 and 
a04~(1) - al~'(1) ~>A. (10) 
The left-hand side of (9) is the constant -2;  the right-hand side is greater than 
-1  -1  
~> ~>-2 ,  
32((b(t)) 2 32(Mz - 1) 2 
since M2 - 1 ~> ½, so (9) is true. Inequality (10) reduces to ao(M2 - 1) -  al ~>A, which is true since 
a0(M2- 1 )~>A +al.  Since u(t) and ~b(t) are both positive and bounded above by 1/(83v), then k(t, u) 
is increasing between these two curves. Thus [2, Lemma 1] applies to show that u(t)<~q~(t)<M2 
for all t/> 1, since otherwise we get the contradiction that u(t) - 4~(t) is unbounded. 
To prove the lower bound, we begin first with the case ~F(1 )<z(1 ). Then [2, Theorem 2] implies 
that ~g( 1 ) ~< q~(t) <z(1 ) for all t >~ 1 and A/ao <z(1 ) ~< 1/(83v). Thus u(t) <~ M1 = 1/(83v) for all t ~> 1. 
It follows immediately from [2, Lemma 1] that u(t)~q~(t) for all t~>l. In the case z(1)~< q~(1), 
again [2, Theorem 2] implies that A/ao ~>z(1 ). Assuming that the lower bound is false in this case, 
then there exists t0~>l for which U(to)<Z(1) and u'(t0)<0. (If u(1)<zl,  then (6) implies that 
u ' (1)<0 and we may take to= 1; otherwise the existence of to> 1 is obvious.) Lemma l(ii) gives 
an immediate contradiction. 
(ii) As in [2] we prove existence by redefining the right-hand side of (4). If Ml < cx~, let M = M1; 
otherwise, let M=M2.  Let m= min{~(1),z(1)}. Define 
ko(M)+u-M if u>~M, 
leo(U) = ko(u) if m<u<M,  
ko(m) + u - m if u<~m. 
Then let 
22 
k(t, u )= 8t~_--- 5 + ko(u), 
and replace (4) by 
= lk ( t ,  u). ( 11 ) U tt 
It is easy to see that [2, Theorem 1] may be applied to obtain a solution u(t) of (11), (5), (6). 
Since the proof of (i) applies equally to this solution u(t), we see that this u(t) satisfies the same 
bounds as in (i), and in particular, u(t) is a solution of the unmodified problem (4)-(6). 
(iii) If u~ and u2 are both positive solutions, then they both satisfy the upper bound in (i). Thus 
k(t, u) is an increasing function of u between these two curves. Since [2, Lemma 1] may be applied 
to the pair u~, uz equally well with the roles reversed, it follows immediately that u~ -u2.  
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(iv) If u(1)>z(1),  it follows from (6) that u' (1)>0. If u(1)~<z(1), it follows from Lernma l(ii) 
that u' (1)>0. Suppose u ' ( t )>0 is not always true. Then we may let to> 1 be the first point where 
u'(to) = 0. But U( to ) > Z( to ) is impossible for then (4) implies that to gives a minimum. Moreover, 
U( to ) <<. Z( to ) is impossible for then Lemrna l(ii) provides a contradiction. 
(v) If u(1)>~l/(Sflv), then (6) implies that u'(1)~>0, contradicting Lemma l(i). Thus u(1)< 
1~(Stir). Also, (6) and Lemma l(ii) imply that u(1)>z(1). If u ' (1)>0, then as in (iv), it follows 
that u ' ( t )>0 for all t~>l and setting b= 1 completes the proof. Suppose u'(1)~<0. Then u ' ( t )<0 
for all t>~l is impossible for then there would exist t0>l  for which u( to ) < Z( to ) and u'(t0)<0, 
contradicting Lemma l(ii). Thus we may let b~> 1 be the first point for which u ' (b)=0.  We must 
have u(b)>z(b) for otherwise Lemma l(ii) again gives a contradiction. Thus b gives a strict relative 
minimum. The argument in (iv) now shows that u ' ( t )>0 for t>b. 
(vi) If u(1)>>.l/(813v), then by Lemma l(i), u '(1)<0. If u(1)<l/(813v), then (6) implies that 
u' (1)<0. Therefore, u'(1)<0. If u( t )> 1/(S]~v) for all t~> 1, then Lemma l(i) implies that u ' ( t )<0 
for all t ~> 1. Otherwise the proof may be completed by the same argument as in (v). 
Clearly, L = l imt~ ~ u(t) exists and is positive because u(t) is bounded, bounded away from 0, 
and ultimately monotone. Also, it follows from (4) that [u"(t)l <<.Kt -3, for some positive constant K. 
Thus the limit of 
S' u'(t)=u'(1) + u"(s)ds 
exists, as t ~ cxD, and this limit must be 0, else 
/' u(t)=u(1)-t- u'(s)ds 
would not be bounded. Finally, 
lim t3u"(t) = r =-- fly 1 
t ~ ~ 4L 32L 2 
and so by L'H6pital's rule, 
lim t2u'(t)= lira -t3u"(t)/2---- T/2. 
Since S~(r)= u(t) and r3S~(r)=-2u'(t), the above theorem translates easily to 
Corollary 3. Suppose bo >0, b~ ~>0, and A is any real number (assumed positive in the case b~ = 0). 
Suppose 7 > 2, and let 
M, = max , M2 -- 1 + max . 
bo' 8fly bo ' 8 
Then every positive solution S~(r) of (1)-(3)  satisfies 
S~(r) <<. min{M1,M2}, 
for all r E (0, 1]. Moreover, such a solution exists and, if A/bo <<. 1/(4/~v), is unique. Further, 
(i) if A/bo <~Z(1), then the positive solution satisfies S~(r)<0 for 0<r~< 1; 
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(ii) i f  z(1)<A/bo <<. 1/(8fly), then for the positive solution St(r), there exists b<. 1 so that S[(r)<O 
for O<r<b and S[(r)>O for b<r~<l ;  
(iii) i f  A/bo > 1/(8fly), then for each positive solution, either S ' ( r )>0 and Sr(r)> 1/(8fly) or there 
exists b E (0, 1 ) so that S~(b) >z(b -z), S'~(r) < 0 and St(r) < 1/(8fly) for 0 < r < b, and S[(r) > 0 
for b<r<~l. 
In all cases, i f  S~ is a positive solution, we have 
L = lira Sr(r) 
r---,0 + 
exists and is positive, and 
lim r-lSIr(r) = T -- flv 1 
r~O+ 4L 32L z" 
The value of  L, and hence T, depends on the solution Sr and hence on all the parameters of  the 
problem. 
4 3. The Case  ~ < ~ < 2 
For ~,<2, it is clear that z(t) is a decreasing function of t for t~> 1 and limt__.~ z(t )= 0. Implicit 
differentiation may be used to verify that z ' ( t )<0 for all t>~l. Again, we need a rather obvious 
lernma. 
Lemma 4. Suppose ~ < 2 and u"(t) = (1/t 3)k(t, u) for 1 <~ t < ~.  I f  there exists to >1 1 so that U(to) >~ 
Z(to) and u'(to) >~ O, then u'(t) is increasing for t >~ to and thus u(t) ~ +~ as t ~ ~.  
In this section, we shall make use of a function of the form 
• a(t) :- ct#2-1[m - (t - a)2-3#2], (12) 
where 0 <a < 1, c = (1 - a) r, m = (1 - a )  2-3~'/2 q- (1 - a) -q, and 3~ _ 2 <q <r  < 3V _ 1. This function 
will provide a lower bound for positive solutions if a is chosen sufficiently close to 1. Smaller values 
of A/ao will force choices of a closer to 1. 
Theorem 5. Consider the problem (4)-(6), where a0>0 and at t>0, and A is any real number, 
4 <7<2.  Let assumed positive in the case al = O. Suppose 
K=maX{a~,Z( l )  }.  
Then 
(i) there exists a E (0, 1 ) so that every positive solution satisfies 
~a(t)<~u(t)<~K, 
for all t>~l, where ga(t) is given by (12); 
(ii) there exists at least one positive solution; 
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(iii) if A/ao <~ 1~(4fly), there exists at most one positive solution; 
(iv) /f A/ao >~ z(1 ), then every positive solution satisfies u'(t) < 0 for t >t 1; 
(v) if A/ao <z(1 ), then for the positive solution u( t ), there exists b >>. 1 so that u'(t ) > 0 for 1 <<. t < b 
and u'(t)<O for t>b. 
In all cases, if u is a positive solution, we have 
L~ lim u(t) 
t ---+ OO 
exists and is positive, and 
_)2 
lira tru'(t)= 
t ----~ OO 812 
The value of L depends on the solution u, and hence all the parameters of the problem. 
Proof. (i) We first verify the upper bound. Assuming the contrary, there exists to/> 1 so that u(to)>K 
and u'(t0)>0. (If u(1)>K,  then (6) implies that u ' ( l )>0 and we may take to = 1; otherwise, the 
existence of to > 1 is obvious.) Then Lemma 2 gives an immediate contradiction to the boundedness 
of u(t). The lower bound is not as quick. We shall show that for the choices q = 37 - ~ and 
= 37 _ 9, then a can be chosen to satisfy 
(a) ~a(t)<~l/(8flv), for all t>~l; 
(b) ~(t)>~(1/t3)k(t, ~a(t)) for t~> 1; 
(c) a0~a(1) - al~'a(1)<A. 
l~hen (a) implies that k(t,u) is increasing in u for fixed t for all points (t,u) below the curve u(t) 
after which (b) and (c) allow the application of [2, Lemma 1] to show that ~(t)<~u(t) for all t~> 1. 
(Note that the proof of the cited lemma only needs the fact that k(t, u) is increasing between the 
curves when the graph of u(t) is below the graph of ~a(t).) For (a), observe that 
~a(t) ~ cm----(1 - a) r+2-37/2 -~- (1 - a) r-q. 
Since q < r and r > 37 - 2, then certainly (a) is true if a is sufficiently close to 1. As a ~ 1-, it is 
also easy to see that ~a(1)---(1 -a )  r-q ---+ 0 and 
~jt ( l )=  - -  ( l  - -  17) (1  - -  a) r-q + (3 7 -- 2)(1 - a) r+'-3•/2 ~ +co. 
thus (c) is easily satisfied. (Recall that A >0 in the case a~ = 0.) Equivalent o (b) is the inequality 
22t 2-~ 1 [ 1 ] 
t3~( t )> ~ 4~(t )  8~( t )  f l v .  (13) 
It is straightforward to see that ~"(t) is a sum of three terms, one of which is positive. We shall 
discard the positive term and verify the strengthened version of (13). (Note here that the right-hand 
side of (13) must then be negative; this fact will be used below.) In view of (a), the inequality 
• a(t) <~ cmt ~/2-1 may be used to replace the right-hand side of (13) by a larger quantity. Simplifying 
the resulting strengthened version of (13) and realizing that t / ( t -  a) is a maximum at t=  1, we see 
that (13) will certainly be true if the expression 
(1 -- a) 3r/2 [1  flvc] J 
4-mc ~ 18m- " (14) 
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can be made larger than an expression which is bounded as a--~ 1-. In turn, it is easy to see that 
(14) behaves, as a--+ 1-, like (1 -a )3~#Z-3r+2q/32 ,  which becomes arbitrarily large with our choices 
of r and q. 
(ii) Existence is proved in the now familiar way. In order to apply [2, Theorem I], we redefine 
the right-hand side of (4) in order to remove the singularity at u = 0. Now, we let 
(1 - a)  r q 
Uo(t) = t l -7/2 < ~a( t ) ,  
and then let 
)2 
+ko(K)+u-K  if u~K, 
fc(t, u) = ~ +ko(u) if Uo(t)<u<K, 
+ ko(uo(t)) + u - uo(t) if u<.uo(t)). 
Existence of a solution u(t) of the modified problem follows from [2, Theorem 1], where we may 
take the number u2 =0 because the negativity of the right-hand side of (13) forces lc(t,u)<0 for 
u <~ uo(t). Since the proof of the bounds in (i) applies equally to the modified problem, then u(t) is 
also a solution of the original problem (4)-(6). 
(iii) Uniqueness is proved just as in Theorem 2. 
(iv) If u(1)~>z(1), then Lemma 4 implies that u'(1)<0; if u(1)<z(1), then (6) implies that 
u'(1)<0. If the desired inequality is not true, then we can let to be the first point where u'(t0)=0. 
Lemma 4 guarantees that U(to)<Z(to). But then (4) implies that u has a maximum at to, a contra- 
diction. 
(v) If u'(1)<0, then the argument of (iv) implies that u ' ( t )<0 for all t~>l and we may let 
b= 1. If u'(1)~>0, then u'(t)>>,O for all t~> 1 is impossible for then there would exist to> 1 so that 
U(to) >z(t0) and u'(to)>~O, contradicting Lemma 4. Thus, we may let b~> 1 be the first point where 
u' (b)=0.  We must have u(b)<z(b) for otherwise Lemma 4 again gives a contradiction. Thus b 
gives a strict relative maximum. The argument of (iv) now implies that u ' ( t )<0 for all t>b. 
Since the lower bound Cba(t) is smaller than 1/(Sflv), it is easy to verify that for our solution u(t), 
we have 
O> tT-2ko(u(t) ) >~ 
(1 - -  a) 2q-2r 
32 
Thus there exists Q > 0 so that 
lu"(t)l <Qt -~-1, 
for t >~ 1 and, as in the proof of Theorem 2, the limit as t ~ c~ of u'(t) must be 0. Thus, 
ft ~ 
lu'(t)l ~< lu"(s)[ ds ~< Qt-~'-m' 
y 
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Since u(t) is positive and ultimately monotone decreasing, then L exists and is nonnegative. Suppose 
L = 0. Then 
f lu(t)l <~ lu'(s)l ds~ Qt~-';. 7(7 - 1) 
Since we have the lower bound from (i), it follows that 
(1 - a) ~-q Qt 1-~' 
<. a(t) <. 7(7 -- 
from which we conclude that t 3~'/2-2 is bounded, a contradiction since the exponent is positive. Thus 
L >0. From (4), it follows that 
lim tl+~u"(t)= 122 
t ---+ (X3 8 
and L'H6pital's rule quickly completes the proof. 
We restate the conclusions of Theorem 5 in terms of St(r) as the following corollary. 
Corollary 6. Consider the problem (1)-(3),  where b0>0 and bl >/ O, and A is any real number, 
assumed positive in the case bl : O. Suppose 4 <7 <2. Let 
K :max{ ~,z (1 )} .  
Then every positive solution St(r) of (1)-(3)  satisfies 
Sr(r )<K,  
for 0 <r<<. 1. Moreover, such a solution exists and, if A/bo <<. 1/(4fly), is unique. Further 
(i) if A/bo >~ z(1), then every positive solution satisfies S~(r)>O for 0<r~<l ;  
(ii) if A/bo<z(1), then for the positive solution Sr(r), there exists b<.l so that S~(r)>0 for 
0<r<b and S'(r)<O for b<r~l .  
In all cases, if Sr(r) is a positive solution, we have 
L = lim Sr(r) 
r -~0 + 
exists and is positive, and 
22 
lim r3-2yS~(r) = -7-" 
r~0+ ~47 
The value of L depends on the solution S~(r) and hence all the parameters of the problem. 
4. The case 1<7~3 
4 Dickey [7] has essentially dealt with the case 7 = ~ completely when v = 0 by observing that the 
problem can be treated as an autonomous system and phase plane methods can be used. A close 
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examination of the phase plane argument in [7] shows that only solutions which are fully positive 
are sought. So it is only the nonexistence of fully positive solutions which Dickey shows. Also 
4 deal only with fully positive solutions. Our Johnson's [11] nonexistence r sults in the case 1 <7< 5
4 4 for 0 ~< v< 1, just as when g < 7 < 2, next goal is to show that positive solutions exist when 1 < 7 ~< 
even though the solutions may not be fully positive. 
We will proceed less formally and indicate how things work. As in the previous section, the 
problem hinges on getting usable lower bounds. In this case, we use a function of the form 
q~a(t) = ct #2-1 [m - (log(t ÷ a))-l],  
where now 0 < a < 1, c = (log( 1 +a))  r, m = (log(1 +a) ) - t  +(log( 1 ÷a))  -q, and 1 < q < r < 2. Choosing 
9 and r = ~, it is straightforward to verify that this function provides a lower bound if a is q=g
chosen sufficiently close to 0. The proof of Theorem 2 now proceeds just as before to verify items 
( i) -(v) for the case 1 <7~< 4. Thus, any positive solution u(t)  is ultimately decreasing and its limit 
L as t ~ e~ exists and is nonnegative. An attempt to use this lower bound in the form 
u(t)  >~ (log(1 + a)r-qt 7/2-1, 
similar to the method in the previous section, to find conditions which force L > 0 leads nowhere. 
Instead, we use a function of the form 4~(t)= ct 1-~ as a candidate for lower bound. The needed 
boundary inequality simplifies to 
A 
c< . (15)  
a0 + (7 - 1)al 
rhe needed ifferential inequality simplifies to 
41 [8"~---'~ -  flytI--71 ~ [~'~: --C7(7-- 1)] t 4-3y. (16) 
If c<~ 1~(8fly), the left-hand side is nonnegative; if c/> 22/(87(7- 1 )), the right-hand side is non- 
positive. Thus, it follows from (15) and (16) that if 
2 2 { 1 A } (17) 
87(7 -1)  <min  8flv' ao + (7 -1 )a l  ' 
then we may choose c as the value of the right-hand side of (17) and ~(t) will be a lower bound 
for any positive solution of problem (4)-(6). Using this lower bound in (4), it is easy to see that 
there exists K so that u"( t )<~Kt - l - L  Integrating implies that l imt_~u'(t)  exists, and must be 0 
since u(t) is bounded. Let us now assume that L = 0. Since (4) and the lower bound imply that 
22 fly -4 
u"( t )<. -~t  - ' -~  + --~c F , 
we obtain 
f ~ 2 2 flv u'(t)  = - u"(s)  ds >~ - - -  t -~ t ~-3. 87 4c(3 - y) 
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Hence, 
f t cc  ,~2 1) tl 7 fly et 1-~ <. u(t) = - u'(s) ds <. 8y(y - - + 4c(3 - 7)(2 - Y) F-2" 
Dividing by t ~-~' and noting that y - 2 - (1 - Y) is negative, then we must have 
22 
c~< 8y(7 -  1)' (18) 
which is a contradiction of our choice of c. Thus (17) is a sufficient condition for L>0.  Note that 
in the case that v=0,  a0= 1, and a~ =0,  then (17) reduces to the condition in [7] and also in [11]. 
4 Thus Eq. (17) generalizes this sufficient condition for a fully positive solution when 1 <7 ~< g to the 
case v>0, a~ >/0. If L>0,  then we obtain the same limiting relationships as in Theorem 2. If (17) 
is not satisfied, it may happen that L = 0. One may use the quadratic formula to show that 
lim tl-~'/Zz(t)= 1/(22), (19) 
t----* OC 
and then implicit differentiation to show that 
7 -2  lirn t2-'/Zz'(t) = ~ , 
and finally that 
lira t3-~/Zz"(t) = (2 - 7)(27 + 1) 
t~ 82 ' 
and it follows that z" ( t )>0 on some interval (to, oc). Then u(t)<~z(t) for to >to is impossible, for 
then u"(t)<<.0 for to >0 and u'(t) must ultimately be negative, contradicting u(t)>0 for t>to. Thus, 
there is tl ~> to for which u(q)>Z(tl); it is then clear that u(t)>z(t)  for t >>. tl, for if the graphs 
meet again at t2 > tl, we would have (z -  u)"(t2)= z"(t2)> 0 and hence the graph of u(t) would pass 
with negative slope below the graph of z(t), after which u(t) would be concave down, contradicting 
u(t) > 0 for t ~> 1. Thus u(t) is concave up, decreasing, and bounded on (q, oc) and it follows easily 
that 
lim r3S~(r)= lim u'(t)= 0 
r ----~0 + t~oo 
and limr~0+ St(r)= l imt_~ u(t) exists and is nonnegative. 
The foregoing results are summarized in the following theorem. 
Theorem 7. Consider the problem (1)-(3), where bo>0 and bl >~ 0, and A is any real number, 
4 Let assumed positive in the case bl = O. Suppose 1 < y <~ ~. 
K=max{b~,Z(1)  }.
Then every positive solution of  (1)-(3)  satisfies 
S~(r)<~K, 
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for 0<r~< 1. Moreover, such a solution exists and, if A/bo <~ 1~(4fly), is unique. Further, 
(i) /f  A / bo >~ z(1 ), then every positive solution satisfies S" ( r ) > 0 for 0 < r ~ 1; 
(ii) i f  A/bo<z(1), then for the positive solution Sr(r), there exists b<~l so that S~(r)>0 for 
0<r<b and S'(r)<O for b<r<. l. 
For any positive solution Sr(r), we have 
lim 3 t r S'~(r) = O, 
r--+O + 
and 
L -- lim S~(r) 
r--,0 + 
exists and is nonnegative. I f  L >O, then the value of  L depends on the solution &(r) and hence all 
the parameters of  the problem and moreover, 
i~ 2 
lim r3->"S~(r) (20) 
r--+0+ ~ ~"  
A sufficient condition for L > 0 is 
< min , . (21 ) 
87( 7 -  1) 8flv bo+2(7-  1)b~ 
I f  L = 0 and 1 < 7 < 3' then either 
(a) (20) holds and limr-~0+ r2-2ySr(r)- ;2 8y(?--l)~ or 
1 (b) limr~0+ r~-2S~(r)= ~. 
I f  L=O and 7= 4, then p=- lim~+0+ r-2/3Sr(r) exists and p is a positive solution of  the equation 
1 32p 
- -  --I- = 22;  (22)  
4p 2 9 
/ f  22 <(?)1/3,  then (22) has no positive solutions and L = 0 is not possible. 
Only the final statements in the case L = 0 remain to be proved. We have seen (following (19)) that 
u(t)>z(t)  on some interval (h,cx)). Using (19) we then obtain 
1 
p - lim inf tl-~/2u(t) >/ lim tl-~/Zz(t) = 
t--+oo t----~oo 2"~" 
(23) 
Consider first the case p = co. Then 
lim F+lu"(t)= + 
t---+ oo t 
flv 1 
4t2-ru(t) 32(tl-~/2u(t)) 2 
,~2 
8 (24) 
Two applications of L'H6pital's rule then gives 
lim Fu ' ( t ) -  
t~ 87 
and 
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lim F- lu ( t )= 
t~ 87(7 - 1)" 
4 If 7 = 4, the last equation contradicts p = oo, These equations imply altemative (a) in the case y < 5" 
4 We pass to the case p < oo and we shall show that so this case does not occur if 7 = g. 
lim t J-z' /2u(t) = p.  (25) 
t ----+ O~ 
If (25) is not true, then we may choose c > p for which 
lim sup t I- 7/2 u( t ) > C. (26) 
t----* OO 
We let 7J(t)=cF/2-1 and we shall show that there exists T >/ 1 such that h~(t) is either a lower 
or an upper bound for u(t) on [T, oo), either of which immediately gives a contradiction. Using [2, 
Lemma 1], in order for ~( t )  to be an upper bound for u(t), we need the differential inequality 
)~2t2-~' flv 1 
t3~"( t )~<- - - -~  + 4~(t )  32(Tt(t)) 2' (27) 
which is equivalent o 
4 (2 -7) (4 -7 )~<~cc  t ~+ 8 32c 2 (28) 
Since c>p ~ 1/(22) then the expression in parentheses is positive and, if 7< 4, the right-hand 
side of  (28) tends to +oo as t ~ oo. Thus there exists t~ > 1 such that t ~> t~ implies (27) is true. 
Also there exists t2 >~ 1 for which t >/t2 implies that both u(t) and kg(t) are bounded above by 
1~(4fly). Using (23), there exists T ~> max{tz, t3} so that Tl-;'/2u(T)<c. Since k(t,u) is increasing 
for 0<u< 1/(4fly) and hence between the curves hu(t) and u(t), it follows from [2, Lemma 1] that 
u(t)<~ ~(t)  for t /> T. If y = 4, the argument is a little more delicate. Now, the right-hand side of 
(28) tends to the expression in parentheses as t --+ oo. If  it happens that 
22 1 (29) 
(2 - 7)(4 - Y)~< 8 32c 2' 
then the same argument as before holds. I f  (29) is not true, then the reverse of  the inequality (27) 
holds on some interval [tl, oo). Then we use (26) to show that hu(t) is a lower bound for u(t) on 
some interval IT, o o). In all cases we have a contradiction and (25) is true. Suppose p= 1/(22), 
4 which is alternative (b) if y< 7" Now, we have (cf. (24)) 
lim t;'+lu'(t) ---- O, 
l----* O0  
and two applications of  L'H6pital 's rule gives 
lim f /- lu(t) = O, 
t - -~  
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4 Finally, 4 since p>0.  Note that there is no contradiction if Y < 7" which contradicts (25) for ~ =7
suppose that p> 1/(22). Now, we have 
,~2 1 
lim F+lu"(t)=Q = - -  >0. 
t~  8 32p 2 
From L'Hrpital's rule we obtain 
lim F-lu(t)= Q 
- 1 )  
If y < 4, this last equation contradicts (25) since p >0; if y = 4, the equations are consistent if and 
only if (22) holds. Using elementary calculus, it is easy to see (22) has no positive solution if 
If 1 <y<4 and v=O, it is known from [11] that the solution S~(r) of the stress problem is zero 
at r = 0 if the boundary stress S is sufficiently small. Thus all such solutions for S small "fan 
out" from the origin. We conjecture that only the largest of these solutions exhibits the asymptotic 
behavior of alternative (a) in Theorem 3 and that all the others behave asymptotically as described 
in alternative (b). Some support for this conjecture appears in the computational section below. 
4 deserves further comment. From Theorem 3, we see that  22"( (? )  1/3 The borderline case 7 =7
implies that solutions are fully positive. This extends a result of Dickey [7] to the case v>0. 
However, this is only half of Dickey's result. In the case that v=0 and 22 t> (~)~/3, Dickey showed 
that the stress problem has a fully positive solution if the boundary stress S is greater than the larger 
of the two positive roots of (22). For ~= 4, v=0,  b0= 1, bl =0,  the condition (21) simplifies to 
~1 > 922, a weaker conclusion than the phase plane argument in [7]; it is easy to verify that 922 is 
greater than the largest root of (22). (We note here that a careful analysis of the flow in the phase 
plane indicates that the case 22 =(~)~/3 belongs with [7, Fig. 1] rather than [7, Fig. 2]; in this case, 
linearizing about the one equilibrium point in the first quadrant leads to a zero eigenvalue and no 
conclusion can be drawn about its behavior in the nonlinear problem.) 
5. Computation 
For 7> 1 and Sr(r) any positive solution of (1)-(3), we know from the preceding sections that 
0~<L= lira &(r). (30) 
r----,0 + 
If ~> 4, then L>0;  if 1 <7~< 4, then L may be positive, (21) being a sufficient condition. 
We first consider the computation of solutions for which L > 0. We have been unable generally 
to modify the ideas below to compute solutions for which L---0; such modification in the case of 
alternative (b) of Theorem 3 seems to require a higher-order term on the asymptotic behavior or 
the solutions as r ~ 0 +. In the case of alternative (a), some computational results will be described 
later. As in [1, 2], we find it convenient to make a new change of variable in (1)-(3). We put 
r =r  2, Sr = y/x. Then (1)-(3) become 
22x >2 x 2 
y" - -  - -  + (31) 
8 32y 2 4y ' 
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y(x) bounded as x ~ 0 +, 
x 
2b~y'(1) - (2b~ - bo)y(1)=A. 
We now have 
L = lim y(x) 
x-*0  + X 
Therefore, for L > 0, the differential equation (31 ) gives 
22XY--2 
y" (x )  ~ - -  + M -  - -  
8 
We then integrate to obtain 
2X7 - 1 
y'(x) ,--, L + - -  
80 - 1) 
since 
y'(O)= lim y(x) -L ,  
x-*O + X 
so integrating again gives 
/~2XY 
y(x) ~ Lx + 
- l )  
2Zx 7-2 1 fly 
8 32L 2 + ~ as x --* 0 +. 
+Mx as x--~0 +, 
mx 2 
+ T as x---~0 +, 
because y (0)= 0. We now easily modify the algorithm used in [1, 2] to obtain: 
1. Choose x~ > 0 with x~ close to 0. 
2. Guess L1 >0 and let k= 1. 
3. Compute Mk = -(1/32L 2) + (flv/4Lk). 
4. Solve the initial value problem 
• ~2X?--2 X 2 flYX 
y ' - - - -  - - ,  X l~x~l ,  
8 32y 2 + 4y 
Mkx  , 2x -1 
y(xl ) = LkXl + q'- - -  y' (xl ) ---- Lk + - -  + Mkxl. 
8y(y -1)  2 ' 8 (y - l )  
(32) 
(33) 
5. if 2b ly ' (1 ) -  (2bl -bo)y (1) -AT~O,  replace Lk by Lk+l using Newton's method or the secant 
method. 
6. Repeat steps (3)-(5) until satisfied. 
In actual practice, we guess until we find two numbers L1 and L2 which respectively undershoot and 
overshoot he boundary condition at x = 1, and then continue with the secant method. Depending 
on the value of y and A/ao, the applicable bounds from the appropriate arlier theorem indicate 
appropriate initial guesses for L. 
Since 
lim St( r )= lira y(x) 
r - - *0  + x--~0 + X ' 
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Table 1 
Nonmonotone solution (7 = 4.0) 2 = 1.0, fl = 1.0, v = 0.3, S = 0.38 
r St(r) r Sr(r) 
0.0000000 0.3798690 0.7288422 0.3760865 
0.1774450 0.3795671 0.8071376 0.3761389 
0.3946322 0.3783948 0.8793141 0.3767845 
0.5342348 0.3773016 0.9415926 0.3780300 
0.6413903 0.3764969 1.0000000 0.3799997 
Table 2 
Nonmonotone solution (7= 1.6) 2= 1.0, fl--1.0, v=0.3, S=0.1 
r Sr(r) r St(r) 
0.0000000 0.1964852 0.5785666 0.2037227 
0.0414637 0.1989766 0.7014930 0.1917023 
0.1093520 0.2031971 0.8064651 0.1740363 
0.2139147 0.2080699 0.8739257 0.1569951 
0.3350698 0.2106441 0.9352557 0.1351570 
0.4405000 0.2098654 1.0000000 0.1000077 
then the final value of L produced is a very good estimate of the radial stress St(0) at the center of 
the membrane. If Sr is increasing or decreasing, this value is then the minimum or maximum radial 
stress on the membrane. In addition, we can compute the edge radial stress S~(1)= y(1) and the 
edge radial displacement, given by 
S~'(1) + (1 - v )S~(1)=2y ' (1 )  - (1 + v )y (1) .  
Since any initial value method used for step (4) automatically computes not only y(x)  but also y'(x), 
it is a simple matter to report all three quantities of interest at the conclusion of the computation. 
Our theorems indicate parameter ranges which are likely to give solutions St(r) which are not 
monotone. Searching in these parameter ranges led to computational verification. We report some 
representative r sults. For example, if y > 2 and fly > 0, we would expect solutions to be nonmonotone 
for the stress problem if the prescribed boundary stress is slightly less than 1/(8/~v)~0.41666. 
Table 1 reports points on the graph of Sr(r) for 7 = 4.0 and a prescribed boundary stress of 0.38. 
The radial stress here is almost constant across the membrane, but our computations are accurate to 
about six significant digits, so the small oscillation can be seen. 
For ~ < 2, we would expect he solution of the stress problem to be nonmonotone if the prescribed 
boundary stress is close to 0. Table 2 reports points on the graph of S~(r) for ~ = 1.6 and a prescribed 
boundary stress of 0.1. Here the oscillation is more pronounced as the maximum radial stress is about 
twice the prescribed boundary stress. 
As in [1, 2], all computations were done in double precision using the FORTRAN code RKF45 
of Shampine and Watts for the solution of  the initial value problems and a modification of  the 
code ZEROIN for the secant method. RKF45 was asked to compute with error less than 1 x 10-8; 
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ZEROIN was asked to satisfy the prescribed boundary stress with error less than 1 x 10-6; we are 
confident our computations are accurate to at least five significant digits. There existence of  multiple 
solutions if A/bo > 1/(4flv) has already been confirmed computationally in [2] for the case ? = 2. 
We consider briefly the computation of  solutions described by alternative (a) in Theorem 3. 
In terms of  the new variables x and y, we obtain 
xX_i,y(x) - 22 
x ST(y -  1)" 
so we have 
y(x) 22x ;'-~ 
x 87(7 - 1) 
for x ,-~ 0. Using this approximation i  (31 ) gives 
22x 7-2 2"y2(y - 1 )2x2-27 2flvy(? - 1 )x 1-;' 
y"(x) ~ 8 24 ~- ~2 
Even though the exponents on the right are all negative, so that y" (x )~ oc as x---, 0, nonetheless 
they are all greater than - 1, so the right-hand side is integrable near x = 0. We may integrate twice 
to find asymptotic formulas for y'(x) and y(x) near x = 0. These are bulkier than the ones used in 
the algorithm above for L > 0, but can be used in the same way to provide an initial value problem. 
There is no parameter in these approximations to play the earlier role of  L as a shooting parameter 
when the initial value problem is solved on [xl, 1] with xl close to 0, say xl =0.001. The initial 
value problem has a unique solution; this is the support for the conjecture mentioned in the previous 
section. We conjecture that the solution St(r) of this problem is the boundary between the solutions 
which are fully positive and those which are zero at r = 0, and we refer to the boundary values 
S=Sr(1)  and F=S~( I )+ (1 -v )Sr (1 )  as the critical boundary stress and displacement. Computed 
value of  S and F are shown for certain parameter values in Tables 3-6 .  Note that when v = 0, the 
value of /3 is irrelevant. 
The critical boundary stress and displacement in the case 22 =(5-)64 1/3 ~2.773445, 1)=0, 7=74 
which separate fully positive solutions from those which are 0 at r =0 is known from [7]; these 
Table 3 
Critical boundary stress and displacement 22= 2.778, v = 0.0 
7 S F ? S F 
1.01 34.0602847 34,7478750 1 .19 1.4416253 
1.03 10.9636925 11.6376802 1.21 1.2773670 
1 .05 6 .3797169 7.0403134 1.23 1.1393597 
1 .07 4.4350854 5.0824105 1.25 1.0196112 
1 .09 3 .3668051 4.0008881 1.27 0.9115032 
1.11 2 .6944985 3.3152772 1.29 0.8079625 
1 .13 2.2336714 2.8409875 1.31 0.6966367 
1 .15  1 .8983712 2.4919614 1.33 0.5206061 
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Table 4 
Critical boundary stress and displacement fl = 5.0, 22= 2.778, v = 0.3 
7 S F y S F 
1 .01  34.0658736 24,5447663 1.19 1.6147475 
1 .03  10.9816017 8.3958090 1 .21  1.4774960 
1 .05  6.4114834 5.2087794 1 .23  1.3686680 
1.07 4.4822602 3.8720527 1 .25  1.2808684 
1.09 3.4309520 3.1511917 1.27 1.2087387 
1 .11  2.7771939 2.7095863 1.29 1.1481616 
1 .13  2.3365064 2.4177484 1 .31  1.0956184 
1 .15  2.0229586 2.2151825 1 .33  1.0470588 










Critical boundary stress and displacement ,~2 = 1.4, v---0.0 
7 S F 7 S F 
1 .01  17.1649627 17.5113870 1 .13  1.1082335 
1 .03  5.5247684 5.8635100 1 .15  0.9300654 
1 .05  3.2135688 3.5437004 1.17 0.7883689 
1.07 2.2316528 2.5519786 1.19 0.6677624 
1.09 1.6902648 1.9992977 1 .21  0.5554969 








Critical boundary stress and displacement / /= 5.0, 2 z = 1.4, v = 0.3 
S F 7 S F 
1 .01  17.1760508 12.3916081 1.17 1.0690706 1.4187629 
1 .03  5.5602502 4.2995614 1.19 0.9966078 1.3942526 
1.05 3.2763136 2.7418337 1 .21  0.9415570 1.3787921 
1.07 2.3243843 2.1172225 1 .23  0.8981123 1.3690047 
1.09 1.8155394 1.8021778 1 .25  0.8619447 1.3629735 
1.I1 1.5071846 1.6257050 1.27 0.8287160 1.3599797 
1 .13  1.3058097 1.5214079 1.29 0.7852750 1.3627402 
1 .15  1.1675705 1.4579756 
9 ~1/3 values are S =,~,  ~ 0.52002 and F = (~)1/3 + (9)1/3 ~ 0.86672. Hence we chose 22= 2.778 for 
our computat ions.  (We wanted to choose 22 as c lose as poss ib le  to 2.773445; however,  this value 
is a precar ious p lace for computat ion  since there the asymptot ic  behav ior  o f  a solut ion near  r = 0 
changes suddenly.  Not  surpr is ingly our computed  results behaved bad ly  i f  we were c loser to this 
value than the one we report . )  
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4 Two Table 3 provides the values of S and F for a number of values of  3' between 1 and 5" 
comments are in order. First, one will note the remarkable agreement between the values of S and 
4 Our computations are accurate to at least 5 F for 7 = 1.33 and the known values above for ~ = ~. 
significant digits. The agreement to 3 places is what one would expect since the computed values 
4 are for 7 = 1.33 rather than 5 and our value of 2.778 differs from 2.773 in the fourth significant 
digit. 
4 Second, a plot of  S (or F)  versus 7 for 1 < 7 <5 suggests that ~, = 1 is likely a vertical asymptote. 
Thus we are led to the conjecture that in the case the undeformed shape of the membrane is conical 
(7= 1), then there is no radially symmetric deformed shape for which the stress St(r) is fully 
positive. 
Table 3 indicates, for example, that for 7 = 1.11, the stress problem with boundary stress S > 2.6945 
should have a fully positive solution. As a check, we solved the stress problem in this case for S = 3.0 
and S =2.8,  obtaining solutions with Sr(O)~ 0.16, and St (0)~ 0.022, respectively. 
Finally, we would like to know the effect which /3v > 0 has on the existence of fully positive 
solutions. Since the relevant term in (1) is positive, one would suspect that the effect of/3v > 0 
would be similar to a slight increase in 2, which should increase the critical radial stress. Thus 
we repeated the computation of Table 3, using /3 = 5.0 and v = 0.3. The results appear in Table 4. 
Note that the critical radial stress has increased from Table 3 to Table 4. The big changes in the 
radial displacement are caused by the change in v from 0.0 to 0.3 in the expression for radial 
displacement. For example, when 7= 1.01, for Table 3, the computation gives S[(1)~0.6876; for 
Table 4, St' (1) ~ 0.6987. 
For comparison to Tables 3 and 4, we also report the analogous computations with 22= 1.4 in 
Tables 5 and 6. As expected, we see a "lowering" of the boundary between fully positive solutions 
and those which are 0 at r = 0; we also see a shift to the left (with respect o 7) of the value of 
at which the existence of fully positive solutions may cease to exist. For /3 : v = 0, this happens 
near 7= 1.25; for /3=5.0 ,  v=0.3,  it happens between 7= 1.29 and 7--= 1.31. 
Table 6 indicates, for example, that for 7 = 1.11, the stress problem with these parameters should 
have a fully positive solution if the boundary stress S > 1.51. For S = 1.7, we computed S~(0) -- 0.139, 
for S = 1.6, we computed Sr(O)= 0.04. As before all computations were done asking RKF45 for an 
error less than 1 x 10 .8 and ZEROIN for error less than 1 x 10 -6. 
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