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1 Introduction 
 
Earth’s climate is determined by several factors: its orbital characteristics and rotation 
rate, the emission of radiation from the Sun, the composition of the atmosphere, the 
interactions between other components of the planet and the atmosphere, among other 
things (Wallace & Hobbs 2006). The climatic system is highly non-linear, displaying 
complex interactions among the climatic variables, which cause complex oscillatory 
signals. As a consequence, the prediction of future climate scenarios is challenging. 
 
After the industrial revolution, and especially after 1950 the mean temperature of planet 
Earth has suffered an unparalleled raise over decades to millennia (IPCC, 2014). The 
global averaged increase of land and ocean surface temperature data shows a warming 
of 0.85 °C from 1880 to 2012 (IPCC, 2014). The IPCC attributes global warming to 
human activity with around 95% certainty (IPCC, 2014). The increase in temperature is 
due to the increase in green house gases concentrations, which are the highest in at least 
800000 years (IPCC, 2014). Such increase in green house gases concentrations helps to 
add more energy to the atmosphere, thus yielding a more dynamic climatic system and 
consequently climate change (CC). Projections of precipitation indicate a not uniform 
impact of CC. For instance, in many mid-latitude and subtropical dry-regions, 
precipitation will decrease. Contrarily, the tropics under CC conditions, especially over 
wet regions, are very likely to present more intense and more frequent extreme 
precipitation events (IPCC, 2014). In summary, CC will have varying influences across 
diverse regions and societal aspects.     
 
Projections of climate are generated by the use of Global Climate Models (GCMs). 
GCMs solve the so-called primitive equations: the momentum balance, the conservation 
of energy, the conservation of dry air mass and all phases of moisture, as well as the 
equation of state for a perfect gas (Kalnay, 2002). For the representation of sub-grid 
processes, parameterizations of land surface, vegetation, planetary boundary layer and 
turbulence, convection, microphysics, radiation in clear skies, cloud cover and radiation 
in cloudy skies, and orographic drag are mainly considered (Stensrud, 2007). GCMs’ 
typical resolution to date is roughly of 1 to 2 degree, due to computational constraints. 
Therefore, the climate representation skill of GCMs is region dependent, due to the fact 
that sub-grid processes occur differently across planet Earth. Nevertheless, GCMs are to 
date the best tools to estimate the dynamics of the atmosphere, especially at continental 
and larger scales (Randall, et al 2007). The capabilities of GCMs in simulating some 
aspects of the climate system have improved, e.g. El Niño-Southern Oscillation 
(ENSO). However, the description of other aspects of the climate signal, such as the 
representation of the Madden-Julian Oscillation (Randall, et al 2007), is still limited.  
 
GCMs results present some limitations due to the misrepresentation of parameterized 
processes and due to their low resolution. For instance, climate in the tropics is strongly 
influenced by convective activity due to the excess of solar energy input on these 
latitudes. The function of the global climate system is to transport the excess of energy 
to higher latitudes (Meehl, 1992), where there is an energy deficit, caused by radiation 
into space. Due to the condensation of moisture in towering clouds along the tropics, 
2		
latent heat is released, which in turn, is an important source of energy to the global 
climate system (Meehl, 1992). Lauer & Hamilton (2012) evaluated state of the art 
GCMs from CMIP5 representation of cloud climatology against CMPI3 models. They 
found that CMPI5 models present small improvement over CMIP3 models, which 
present important deviations from observations, especially in the tropics and subtropics. 
They attribute this shortcoming to the treatment of sub-grid cloud and boundary layer 
processes.   
 
On the other side, due to the low resolution of GCMs, the representation of regional 
climate is a challenge. In mountain regions, in addition to continentality and latitude, 
altitude and orography are key aspects controlling climate (Barry, 1994). Elevation, 
slope, aspect, and exposure may create local climates (Beniston, 2008), and mild 
orographic components might produce important modifications to climatic features. 
Nonetheless, the meteorological and climatological processes in mountain regions 
influence ecosystems beyond their boundaries (Beniston, 2006). Furthermore, around 
40% of the population on the Earth lives in river basins, which originated in mountain 
regions (Beniston, 2006), providing with resources and water services. For instance, 
mountains supply from 50 to 90% of total discharge in arid regions and from 20 to 50% 
in humid regions (Viviroli, & Weingartner, 2004). Furthermore, mountain regions are 
susceptible to CC and thus constitute strategic regions for early detection of CC signal 
(Beniston, 2003). These facts make the study of CC in mountain regions a matter of 
major importance. However, current studies of climate on these regions require the 
application of downscaling of GCMs, to overcome the mismatch of spatial scales 
between GCMs results and the scale for impact assessment. 
 
To assess the impact of climate change for societal concerns it is necessary to improve 
climate projections spatial scales. For instance, the application of downscaling 
techniques to precipitation fields helps to improve the resolution of GCMs results, 
besides the improvement of the estimates themselves (Maraun, D., et al. 2010). 
However, the downscaling of temperature has been applied with higher success due to 
the fact that precipitation presents higher spatio-temporal variability and is the result of 
complex nonlinear processes (Maraun, D., et al. 2010). There are mainly two 
approaches to downscaling: (i) Dynamical downscaling (DD), which nests a regional 
climate model (RCM) into the GCM solving the climate equations with higher 
resolution, and (ii) Statistical downscaling (SD), which aims to find statistical relations 
between large-scale climate variables and local variables (Maraun, D., et al. 2010). 
Furthermore, SD methods can be classified as: (i) Weather classification schemes, 
which groups weather types by synoptic similarity typically by applying clustering 
techniques. Examples of this approach are the Analog or hidden Markov chain method 
(Maraun, D., et al. 2010). (ii) Regression models, establish linear or nonlinear relations 
between predicted local variables and large-scale synoptic variables, which are called 
predictors. Examples of this approach are multiple linear regression, artificial neural 
networks, support vector machines and canonical correlation analysis (Maraun, D., et al. 
2010).  (iii) Weather generators, this approach use models, which aim to resemble 
statistical characteristics of observed variables, without considering the time series as a 
sequence of events (Wilks and Wilby, 1999).      
Hitherto, mixed conceptions about the capabilities and applicability of either statistical 
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downscaling or dynamical downscaling exist. Despite several approaches are used for 
the downscaling of GCMs across the world, such procedure along mountain regions is 
still an active topic of research (Hamlet, et al. 2010, Hu et al. 2013, Souvignet, M., & 
Heinrich, J. 2011), especially in remote regions with scarce observational networks. 
Buytaert, et al 2010, studied the added valued of the regional climate model, PRECIS 
(50km resolution), for the representation of precipitation and temperature in Ecuador. 
Interestingly they found that the RCM results could capture the gradients better than 
GCMs outputs. However, they showed that RCM results were prone to higher 
mismatches with respect to observations than GCMs outputs. In conclusion, the author 
recommends an increase in the resolution of RCMs in order to capture local gradients 
besides the implementation of ensembles of downscaling results to assess the 
uncertainty involved in the procedure. The application of the RCM, Regional Climate 
Model version 3, RegCM3, from the The Abdus Salam International Centre for 
Theoretical Physics (ICTP), tends to overestimate precipitation along the Andes, despite 
a negative bias across South America (Pal, et al. 2007), which is in agreement with 
other studies, e.g. Fernandez et al. 2006. On the other side, Sachindra et al. (2015) 
studied the issues and challenges of statistical downscaling of GCMs to hydroclimatic 
variables at basin scale. The authors acknowledge several sources of uncertainty on the 
process e.g. (i) the predictors of statistical downscaling possess high uncertainty due to 
limitations in the mathematical representation of processes which are exacerbated by the 
limited knowledge on the physical processes, (ii) the formulation of several 
equiprobable green house gases future scenarios adds uncertainty to the climatic 
projections, (iii) the quality and length of observations, which are used during the 
calibration and validation process, (iv) uncertainty due to the specific technique used in 
the process of statistical downscaling, which imply a dependence of the predictor-
predictand relation on the used technique. They finally concluded that although such 
limitations and uncertainties are involved in the statistical downscaling process, such 
technique is still considered as a potential method for the generation of 
hydroclimatology at basin scale.   
 
1.1 Motivation 
 
Ecuador is located in the tropical region, around the equatorial line on the northwestern 
part of south-America. The continental region of Ecuador is located between 1.43N-
5.02S and 75.25W-81.01W. The insular region corresponds to the Galapagos Islands, 
located ca. 1000 km west of the coastal line in the Pacific Ocean. Ecuador is divided by 
the Andes cordillera, which is formed by two ridges corresponding to the western 
(cordillera occidental) and eastern cordillera (cordillera oriental). It is located from 
north to south along 600 km, and from 150 to 180 km wide (Coltorti & Ollier, 2000). 
To the northeast there is a third ridge, which develops it maximum elevation in 
Colombian territory. The Andes separate the coast form the Amazon region. Between 
both cordilleras the inter-Andean depression is located.  
 
The climate in Ecuador presents a conspicuous variability. However, a main climatic 
influence is the Inter-Tropical Convergence Zone (ITCZ) enhancing convective 
precipitation across the country. The Andes cordillera, which acts as a weather divide 
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(Bendix & Lauer, 1992), shapes three natural regions, with their own climatic 
influences: the Amazonian, the coastal, and the inter-Andean region. The coastal 
regions are strongly influenced by the ITCZ, the Pacific Ocean, and the Southeast 
Pacific anticyclone. On the other hand, the Amazonian region is strongly influenced by 
the ITCZ, the easterlies, and abundant moist air from the Amazon. The inter-Andean 
region receives a mix influence from both regions depending on elevation and 
orographic features, e.g. exposure, slope, aspect. Also, Vuille et al. (2000) found 
teleconnections of precipitation in the inter-Andean region, with the Atlantic Sea 
Surface Temperature (SST) Anomalies. They proposed a dipole-like mechanism where 
positive Atlantic SST anomalies south of the ITCZ, and negative Atlantic SST 
anomalies north of the ITCZ, produced more rainfall over the eastern cordillera. They 
also showed that the temperature in the Andes is linked to the SST in the Tropical 
Pacific regions El Niño 3 and Niño 3.4 with one-month lag.  
 
In Ecuador, the main source inter-Annual precipitation variability is ENSO. (Bendix, 
2000, Bendix & Bendix, 2006b, Rossel et al, 1998, Pavón, J. D., & Dorado, J. 2008). 
The El Niño events produce anomalous positive rainfall in the coastal region, and weak 
negative anomalies in the Amazon region (Bendix et al, 2011, Vuille et al. 2000). On 
the other hand, La Niña events produce anomalous positive rainfall in the Amazon and 
drought in the coastal region. The influence of ENSO on the precipitation of the inter-
Andean region is weakly related Niño 3.4 region (Recalde-Coronel, et al. 2014, Morán-
Tejeda et al, 2015, Vicente-Serrano, et al., 2016). Thus further research related to the 
drivers modulating climate in the inter-Andean region is necessary. 
 
Currently, GCMs present shortcomings in representing climate change signals in 
tropical mountain regions. This is mainly due to limitations in convection 
parameterization and low resolution. Furthermore the downscaling of GCMs is 
necessary to study CC impact at basin scale. Thus, the evaluation of the skill of 
downscaling approaches in reproducing present day precipitation and future projections 
in regions of complex spatio-temporal variability of precipitation, as the inter-Andean 
region in Ecuador, is scientifically interesting, challenging, and still is a major concern.  
 
Besides the scientific value of such studies, they also have a strategic importance for 
Ecuador’s economy. Around 54% of energy in Ecuador comes from hydroelectric 
production (CELEC EP, 2014), and around 87% of hydroelectricity is generated from 
inter-Andean watersheds. Furthermore, the spatio-temporal availability of accurate 
rainfall data also for future projections would be of utmost importance for planning 
Ecuador’s energy production. However, due to the challenges described above, this is 
not realized to date.  
 
For instance, the Paute  basin (PB), fosters two power plants (e.g. Molino 1100 MW, 
Mazar 170 MW), producing around 40% of Ecuador energetic demand (CELEC EP, 
2014). The PB is located in the inter-Andean depression between the western and 
eastern cordillera from 3.3-2.3 S to 79.4 – 78.3 W (Figure 1.1). The Paute river is a 
tributary of Santiago river which is a tributary of the Marañón river (Amazon river) into 
the Amazon basin. The basin covers 6292 km2, where the downstream ends on the 
flanks of the eastern cordillera and the beginning of the Amazon region. The altitudinal 
range of the PB varies from 895 to 4172 m asl and around 3000 m asl of mid-elevation. 
Páramo (tropical alpine grassland) covers almost half of the PB. Thus the PB provides 
water for irrigation systems, industrial and domestic uses besides of providing water for 
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hydroelectric production. Due to these facts, the PB is one of the best-monitored basins 
countrywide, thus facilitating research and helping water management institutions in 
charge of the water resource to be leading institutions in the country and regionally.  
 
 
Figure 1-1:	The Paute river basin located in the Andes of Ecuador (dashed grey line)	
 
The climate in the PB presents a complex spatio-temporal variability and is probably the 
most studied basin in the country. For instance, Celleri et al, 2007, studied the 
precipitation regimens across the PB. Using correlation analysis they determined the 
existence of four regimens: (i) the bi-modal 1 regime present in the inter-Andean 
regions, which present rainy season in March-April and October-November, and very 
dry August-September, with a mean annual precipitation between 660 and 1100 mm, 
(ii) the bi-modal 2 regime, with similar seasonality as bi-modal 1, but less pronounced 
dry season. This regime is located on higher elevations, presenting a mean annual 
precipitation from 1000 to 1800 mm, (iii) the uni-modal 1 regime, with a peak rainy 
season in July, presenting an average annual precipitation of from 2900 to 3400 mm, 
located in the lower part of the basin, and (iv) the uni-modal 2, with similar seasonality 
to uni-modal 1, located in the northern part of the PB, presenting an average annual 
precipitation from 1100 to 1600 mm. Mora & Willems, 2011, studied decadal 
oscillations in the PB. They showed that temperature in the PB is linked to the SST on 
the Pacific Ocean, with higher influence on stations with higher elevations, especially 
from December to February. However they claim that the influence in precipitation 
depends on other factors as, e.g. aspect orientation, slope, and hydrological regime. The 
climatic complexity of the PB is the result of interactions between the synoptic scale 
and orographic factors, making the PB a natural laboratory to evaluate the downscaling 
of precipitation at basin scale in tropical mountain regions.  
 
 
In summary, the climatic influences in Ecuador, mainly due to the ITCZ, ENSO, SST 
from the Pacific and Atlantic Ocean, added to the complex orography of the Andes, 
produce complex spatio-temporal variability. The inherent complexity in the climatic 
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systems of this region, added to the low resolution of GCMs and limited representation 
of convective processes, cause a poor climate representation of GCMs especially at the 
scale of CC impact. Thus it is necessary to evaluate the application of downscaling 
techniques under these limiting conditions.  
 
To the best knowledge of the author, to date, just a few studies have evaluated the 
improvement of climate representation by the downscaling of GCMs in this region. For 
instance, Buytaert, et al 2010, studied the added valued of the regional climate model, 
PRECIS (50km resolution), for the representation of precipitation and temperature in 
Ecuador. They concluded that the RCM results could capture the gradients better than 
GCMs outputs. However RCMs results were prone to higher mismatches with respect 
to observations than GCMs outputs. The author finally recommends the application of 
RCMs with higher resolution in order to capture local gradients. This study also 
recommends the implementation of ensembles of downscaling results to assess the 
uncertainty involved in the procedure. A shortfall of Buytaert, et al 2010, might be the 
lack of a specific sensitivity analysis of sub-grid scale parameterizations, which may be 
even more necessary in the tropics, where the convective precipitation represents a 
larger proportion of the total precipitation. On the other side, the application of 
ensembles of downscaling results to evaluate inter-model related uncertainties in fact is 
necessary. However, limitations in computational capabilities hampered such 
investigations. A more specific study was conducted by Mora, et al 2012. They 
evaluated the representation of temperature and rainfall of IPCC AR4 GCMs and RCM 
PRECIS (50 Km) in six stations of the PB. The analysis was conducted at annual, 
monthly and daily scales. Several statistical criteria such as the relative mean squared 
error, bias and Pearson correlation were used to evaluate models performance. They 
showed that no model performed well for all the statistical criteria. However some 
models performed better than others in general, differing from station to station. They 
found that several GCMs performed better that PRECIS RCM, concluding that the 
increase of spatial resolution do not necessarily results in a more accurate description of 
climate. The author finally encourages the evaluation of statistical downscaling 
techniques for climate representation in the region.   
 
To have a better understanding of regional or global climate models limitations on the 
representation of precipitation in the region, it is necessary to study the dynamics of 
clouds and rainfall. However very limited climatic monitoring networks make difficult 
to convey such investigations. Furthermore the monitoring based on ground stations in 
complex terrain in remote regions bring further complications. Thus satellite products 
may be an option for the study of climate in this region. Bendix, et al 2004, presented a 
threshold technique for cloud detection in the tropical mountainous area of Ecuador 
based on National Oceanic and Atmospheric Administration Advanced Very High 
Resolution Radiometer (NOAA-AVHRR) data. Maps of relative cloud frequency base 
on 155 images where generated for Ecuador and adjacent areas. Clear relations between 
topography, main airflow and cloudiness due to barrage and lee-effects were found. In 
another study, Bendix, et al 2006a, used a 3 yr data set of NOAA-AVHRR (Advanced 
Very High Resolution Radiometer) imagery to investigate cloud frequency, cloud-top 
height and cloud liquid water path for the Ecuadorean area, with special emphasis on 
the Andes of southern Ecuador. They found significant correlation between cloudiness 
and rainfall seasonal cycle. They also showed that the complex topography of the Andes 
cause a local spatial structure of cloud frequency and cloud properties, as is the case 
along the eastern Andean slopes, where a line of high cloud frequency and rain is 
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caused by the barrage effect of the Andes. Interestingly the average cloud-top height 
revealed a clear division between the Pacific area west of the western Cordillera chain, 
and the eastern parts of the country. Increase values of average cloud-top height towards 
the Amazon are an indication of enhanced convective cloud formation processes. 
However the study of satellite cloud products and its potential use to derive 
precipitation products at basin scale needs further investigation.     
 
1.2 Aims and Outlines 
 
Based on the current knowledge gaps summarized in the previous section, the purpose 
of the present work is to investigate the downscaling of precipitation at basin scale in a 
Tropical mountain region in Andes of south Ecuador. Given the context presented in 
previous sections, it is necessary in the first place to investigate the dynamics of clouds 
and rainfall in the Paute basin. It is assumed that two factors, the orography and the 
climatic synoptic conditions, influence the development of several specific rainfall 
regimes across short distances, e.g. uni-modal and two-modal regimes. Such 
investigation will illuminate the added value expected from the application of 
downscaling procedures, given that, for instance, statistical methods do not provide 
information about orographic features, whereas the dynamical approach adds the 
orographic influence by resolving the atmospheric processes using high-resolution 
terrain information. Secondly, in order to isolate the orographic component, statistical 
downscaling to the station will be applied. Such procedure will be evaluated in stations 
with diverse precipitation regimes. It is expected to gain more knowledge about the 
stations and regimens with greater synoptic climatic influence over stations with local 
influence. After the evaluation of the statistical downscaling techniques, which isolate 
the orographic component, in third place, the evaluation of the dynamical downscaling 
approach, e.g. using a RCM, will be conducted. The application of a RCM in 
comparison with a statistical downscaling approach will provide evidence about the real 
value of incorporating the orographic information, besides the added value of including 
sub-grid processes as parameterizations of the regional climate model. Finally, after the 
evaluation of the strengths and weaknesses of each technique, both approaches 
combined, e.g. the statistical and the dynamical downscaling, will be applied and 
evaluated for a specific use, as is the generation of future precipitation scenarios for the 
Paute basin.    
 
Thus, the main hypotheses of the present study are: 
 - H1: In the Paute basin the interplay between the synoptic climatic influences 
and the orography produce shifts in rainfall regimens at local scale.  - H2: Statistically downscaled estimates of precipitation have an improved 
representation of observations in stations with greater synoptic climatic 
influence in the Paute basin.   -  H3: Dynamically downscaled estimates of precipitation will surpass the skill 
of statistical downscaling estimates in the Paute basin, due to the incorporation 
of the orographic information. - H4: The combined application of dynamical and statistical downscaling of 
precipitation improves the representation and reliability of downscaled estimates 
of precipitation in the Paute basin. 
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To verify the main hypothesis presented above, the main aims of this work are: 
 - To investigate the dynamics and cross-scale generation processes of clouds and 
rainfall at basin scale in the Paute basin. - To evaluate several approaches of statistical downscaling of precipitation at 
basin scale, in stations with diverse orographic characteristics and precipitation 
regimes. - To evaluate the added value of incorporating orography in the downscaling of 
precipitation by using regional climate modeling. - To evaluate the estimations of the combined, dynamical and statistical 
downscaling approaches, for precipitation in the Paute basin. 
           
Current difficulties of this investigation are: 
 - To date the study of the climatic and orographic influences, which produce the 
complex precipitation seasonality in the Paute basin is not fully understood. - There is a gap of knowledge about the capabilities of downscaling approaches, 
particularly in tropical high mountains such as the Andes. - There is low spatio-temporal representativity of data availability. - There is limited computational power for the implementation of regional 
models. 
 
To study the downscaling of precipitation at basin scale in the Paute river basin in 
Ecuador is important, both from a scientific perspective as well as for water resource 
management and planning assessment.  
 
The present work is structured in 7 chapters. In chapter 2 the conceptual design is 
described. Within this chapter (section 2.1) the elaboration of hypotheses to working 
packages is presented, followed by some theoretical background on downscaling 
methods in section 2.2, and in section 2.3 information about the data and 
methodological aspects of working packages is finally explained.  
 
The following four chapters are supporting working packages from 1 to 4, summarized 
in the following publications. The analysis of the orographic and synoptic influences on 
the precipitation and clouds variability of the Paute basin is conducted in Campozano, 
L., Célleri, R., Trachte, K., Bendix, J., & Samaniego, E. (2016). Rainfall and Cloud 
Dynamics in the Andes: A Southern Ecuador Case Study. Advances in Meteorology, 
2016, 15. doi:10.1155/2016/3192765, corresponding to chapter 3. In chapter 4 the 
evaluation of the downscaling of precipitation in the Paute basin by the statistical 
approach is presented in Campozano, L., Tenelanda, D., Sanchez, E., Samaniego, E., & 
Feyen, J. (2016). Comparison of Statistical Downscaling Methods for Monthly Total 
Precipitation: Case Study for the Paute River Basin in Southern Ecuador. Advances in 
Meteorology, 2016, 1–13. doi:10.1155/2016/6526341. The evaluation of the dynamical 
and statistical approaches is presented in Ochoa, A., Campozano, L., Sánchez, E., 
Gualán, R. and Samaniego, E. (2016), Evaluation of downscaled estimates of monthly 
temperature and precipitation for a Southern Ecuador case study. Int. J. Climatol., 36: 
1244–1255. doi:10.1002/joc.4418, corresponding to chapter 5. In chapter 6, the 
combined application of the dynamical and statistical downscaling approaches is 
evaluated in the Paute basin, followed by the generation of climatic projections of 
precipitation and temperature. This work is presented in the publication, Mora, D. E., 
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Campozano, L., Cisneros, F., Wyseure, G., & Willems, P. (2014). Climate changes of 
hydrometeorological and hydrological extremes in the Paute basin, Ecuadorean Andes. 
Hydrology and Earth System Sciences, 18(2), 631–648. doi:10.5194/hess-18-631-2014. 
Finally, the conclusions and outlook is presented in chapter 7.    
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2 Conceptual Design 
2.1 Elaboration of Hypotheses to Working Packages  
 
The purpose of the present work is to investigate the downscaling of precipitation at 
basin scale in the Paute river basin, in the Tropical Andes of Southern Ecuador. Given 
the context presented above, it is necessary to explore the dynamics of clouds and 
rainfall in the Paute basin. It is assumed that two factors, the orography and the climatic 
synoptic conditions, produce precipitation regime shifts at local scale. For instance, uni-
modal and bi-modal regimens are found across short distances (e.g. in regions few 
kilometers apart). Such investigation will illuminate the added value expected from the 
application of downscaling procedures. Secondly, in order to isolate the orographic 
component, statistical downscaling to the station will be applied. Such procedure will be 
evaluated in stations with diverse precipitation regimens. It is expected to gain 
knowledge about the stations and regimens with grater synoptic climatic influence over 
stations with local influence. After the evaluation of the statistical downscaling 
techniques, in third place, the evaluation of the dynamical downscaling technique 
through the use of a RCM is conducted. The application of a RCM in comparison with a 
statistical downscaling approach will provide evidence about the real value of 
incorporating a finer orographic representation besides the added value of including 
sub-grid processes parameterizations. Finally, after the evaluation of strengths and 
weaknesses of the precedent techniques applied independently, the combined 
application of both approaches, e.g. the dynamical and the statistical downscaling 
approaches, will be evaluated in the Paute basin, and future precipitation scenarios will 
be generated.  
 
To evaluate the hypothesis presented in section 1,2, from H1 to H4, the working 
packages are devised as follows: 
 - WP1: Develop monthly precipitation models considering satellite clouds 
products as well as orographic variables in order to conduct a regionalization of 
precipitation in the PB. Analysis of the relation between synoptic climatic 
variables to explain types of rainfall seasonality across the PB. - WP2: Implement state of the art statistical downscaling models in order to 
evaluate and analyze their skill in representing the seasonality in stations of 
diverse precipitation regime. - WP3: Implementation of a regional climate model in the PB with high 
resolution e.g. 15 km and comparison with statistical downscaling results. 
Following WP3 the representation of the seasonality will be evaluated.  - WP4: Based on the comparative skill between statistical and dynamical 
downscaling approaches, develop the implementation of a combined application 
of dynamical and statistical downscaling approaches to generate projections of 
precipitation in the PB. 
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Figure 2-1:	Conceptual design of doctoral project	
 
 
2.2 Data and methodological aspects of working 
packages 
 - WP1: Pronounced spatiotemporal precipitation variability is characteristic in 
mountain regions worldwide. In the present WP the relation between clouds and 
rainfall seasonality types in the PB with orography and synoptic conditions is 
studied. Firstly the regionalization of precipitation types is conducted. In regions 
as the PB, scarce monitoring networks hamper our understanding of the 
precipitation and clouds generation processes involved. Thus, the use of satellite 
and GIS data may be suitable for the generation of data-driven statistical models 
to study spatiotemporal rainfall seasonality. In WP1 the satellite products used 
are based on 452 NOAA- AVHRR scenes retrieved during 2002 and 2004. The 
data set consist of cloud frequency (CF), cloud top height (ZMIT) and cloud 
liquid water path (LWP) on 1 km resolution. For more details on the generation 
of the data set the reader may refer to (Bendix et al. 2004 & Bendix and Bendix 
2006). The Global 30 Arc-Second Elevation (GTOPO30) is used for terrain 
information (Data available from the U.S. Geological Survey). Also, data from 
15 rainfall stations of the Ecuadorian National Institute of Meteorology and 
Hydrology, INAMHI, delivering daily values for the period January 2000 to 
December 2009 were available. Data from 4 rainfall stations of the Empresa 
Municipal de Telecomunicaciones, Agua Potable y Saneamiento, ETAPA, 
delivering hourly values for the period December 2001 to December 2009 were 
also available. The observational data was previously quality controlled and 
checked for homogeneity (Campozano et al. 2014). Then, several multiple linear 
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regression models were devised and regionalization was conducted by pixel-
wise correlation with precipitation regimen types.  - Secondly, to study the relation between the precipitation types in the PB with the 
orography and synoptic influences, (i) the synoptic analysis of dynamical 
variables and its relation to seasonal clouds products, and (ii) the evaluation of 
normalized precipitation types (NPRs) along a representative transect in the 
Paute river basin, is conducted. For (i), the analysis of the synoptic conditions is 
conducted using Hovmöller diagrams across a zonal transect from 270º to 300º, 
averaged from latitude -5º to latitude 5º vs the month of the year. NCEP/NCAR 
40-year reanalysis 1 project (Kalnay 1996), from Omega, zonal wind, 
meridional wind and specific humidity during the 1981 - 2010 period is used. 
The dynamical variables omega at 600 hPa as a proxy for air vertical velocity 
influencing cloud formation, zonal and meridional winds at 600 hPa, influencing 
advection and orographic cloud and rain formation, and specific humidity at 600 
hPa, are studied to explain the atmospheric processes throughout the year. The 
influence of synoptic conditions on the spatial distribution of CF, LWP and 
ZMIT, for the seasons March to May and June to August, is studied. March-
April-May period is important because it is the rainiest season of the year for 
BM regions. Contrarily, June-July-August is the rainiest season for UM regions, 
and the driest season for BM and TM regions. For (ii), the correlation between 
cloud products and NPRs across a representative transect in the Paute basin is 
calculated. An East-West transect is considered because year around easterlies 
are among the main climatic influence in the North-South oriented Andean 
mountains. 
 - WP2: H1 validation is underpinned on the development and results of WP1. 
Thus, the degree of influence that a specific station may have from the synoptic 
or local conditions is studied in the previous WP. For H2 it is expected that 
downscaling results are station dependent, with higher skill for some stations 
belonging to precipitation types with more synoptic influence over precipitation 
types with more local influence. It is worth noticing that the information on the 
performance of downscaling methods in the Andean mountain region is limited. 
In order to have more robust results and to asses about the uncertainty related to 
the technique used for downscaling, the intercomparison of several statistical 
downscaling methods is conducted, e.g. the statistical downscaling model 
(SDSM), artificial neural networks (ANNs), and the least squares support vector 
machines (LS-SVM). For the statistical evaluation of the results, the 
representation of the climatological median and variance of the 30-year 
observations (e.g. from 01-1980 to 12-2009) is conducted in 5 climate stations 
from diverse precipitation regimens, located in the Paute River basin in southern 
Ecuador. 
 - WP3: In WP2 the evaluation of downscaling methods without considering 
terrain information is conducted to validate H2. WP3 is devised to evaluate the 
added value of RCMs against the statistical downscaling counterpart based on 
ANN. For dynamical downscaling, the RCM, WRF model version 3, with high-
resolution orography (e.g. 15km) is implemented. Because, to a certain extent, 
the value added of RCMs is to consider more detailed terrain information, the 
study region included the PB and the Jubones basin (Fig. 5-1), which present 
higher altitudinal gradients, thus providing a scientifically interesting location 
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for exploring how well the scale effects are captured. For WRF, a sensitivity 
analysis is conducted following the parameterizations recommended from 
several studies available in the literature, which consider microphysics, 
convective and shallow clouds, surface layer, land and urban surface, planetary 
boundary layer, long wave radiation, short wave radiation. The comparison of 
dynamical and statistical downscaling methods is not straightforward. Thus, in 
order to make a more fairly comparison we devised two versions of the 
statistical downscaling approach. One of them includes regional orographic 
variables as predictors to allow for spatial extrapolation, and the other is purely 
local. For the evaluation, some predictive capabilities regarding the generation 
of station-scale mean monthly rainfall and temperature of both, the statistical 
and the dynamical downscaling approaches are assessed.   
 - WP4: From WP3, which validates H3, the added value of incorporating 
orographic information in the downscaling processes is assessed. Thus, finally 
WP4 is devoted to the evaluation of the combined application of the dynamical 
and statistical downscaling approaches, and to the generation of future 
precipitation and temperature projections in the PB. The inputs from GCMs and 
RCMs from the IPCC AR4 and the IPCC SRES future scenarios A1B, A2 and 
B1 are considered for the period 2045 - 2065.  
 
 
 
References 
 
Bendix, J., Rollenbeck, R., & Palacios, W. E. (2004). Cloud detection in the Tropics--a 
suitable tool for climate-ecological studies in the high mountains of Ecuador. 
International Journal of Remote Sensing, 25(21), 4521–4540. 
doi:10.1080/01431160410001709967 
 
Bendix, A., & Bendix, J. (2006). Heavy rainfall episodes in Ecuador during El Ni no 
associated regional atmospheric circulation and SST patterns. Advances in 
Geosciences, 43–49. 
 
Campozano, L., Sánchez, E., Aviles, A., & Samaniego, E. (2014). Evaluation of infilling 
methods for time series of daily precipitation and temperature: The case of the 
Ecuadorian Andes. MASKANA, 5(1), 99–115. Retrieved from 
http://dspace.ucuenca.edu.ec:8080/handle/123456789/5586 
 
Kalnay, E. (1996). The NCEP/NCAR 40-year reanalysis project. Bulletin of the American 
Meteorological Society, 77, 437–471. Retrieved from 
http://journals.ametsoc.org/doi/abs/10.1175/1520-
0477(1996)077%3C0437:TNYRP%3E2.0.CO;2 
  
17		
 
 
3 Rainfall and cloud dynamics in the 
Andes: a southern Ecuador case 
study 
 
This chapter is published in Advances in Meteorology, 2016, 15.  
Received:  11 November 2015 / Accepted:   20 December 2015 
 
 
 
 
  
18		
Rainfall and cloud dynamics in 
the Andes: a southern Ecuador 
case study 
 
Lenin Campozano1,2,3, Rolando Célleri1,4, Katja Trachte3, Joerg 
Bendix3, and Esteban Samaniego1,2 
 
1  Departamento de Recursos Hídricos y Ciencias Ambientales, Universidad de Cuenca, 
Cuenca, Ecuador  
2  Facultad de Ingeniería, Universidad de Cuenca, Av. 12 de Abril s/n, Cuenca, Ecuador 
3  Laboratory for Climatology and Remote Sensing (LCRS), Faculty of Geography, 
University of Marburg, Deutschhausstr. 10, D-35032 Marburg, Germany 
4  Facultad de Ciencias Agropecuarias, Universidad de Cuenca, Av. 12 de Abril s/n, 
Cuenca, Ecuador 
  
Corresponding author: lenin.campozano@ucuenca.edu.ec 
________________________________ 
 
Abstract Mountain regions worldwide present a pronounced spatio-temporal 
precipitation variability. Such variability added to scarce monitoring networks limits our 
understanding of precipitation dynamics and generation processes. To improve our 
understanding of clouds and precipitation dynamics and cross-scale generation 
processes in mountain regions, we analyzed spatio-temporal rainfall patterns using 
satellite cloud products (SCP). The Paute basin (900 - 4200 m a.s.l. and 6481 km2) in 
the Andes of Ecuador was chosen as the study site due to its good combination of 
rainfall complexity and monitoring infra-structure (the best monitored basin country-
wide). Precipitation models using SCP (based on NOAA-AVHRR images) and GIS 
data, reveal the spatial extension of three regimes: A tri-modal (TM) mainly present 
across the basin, a bi-modal (BM), typical for sheltered valleys, and a uni-modal (UM) 
at windward slopes of the eastern cordillera. Once these regimes are spatially located, 
the spatio-temporal analysis is performed. Using synoptic information we show that the 
dry season of the BM regime during boreal summer is caused by strong subsidence 
inhibiting convective clouds formation. Meanwhile, in UM regions, low advective 
shallow cap clouds mainly cause precipitation, highly influenced by water vapor from 
the Amazon and year around easterlies, stronger during boreal summer. TM regions are 
transition zones from UM to BM, and zones on the windward slopes of the western 
cordillera. These results highlight the suitability of satellite and GIS data-driven 
statistical models to study spatio-temporal rainfall seasonality in highly complex terrain 
as the Andes, especially in regions of scarce monitoring. Although models cannot be a 
substitute for observations, the application of high-resolution mesoscale models might 
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be required to fully explain the spatial distribution of cloud and rain forming processes, 
and further investigations will be oriented on this direction for future studies.  
 
 
Keywords: convective precipitation, Paute basin, rainfall in mountain regions, model 
of rainfall, Andean Occurring System.    
 
3.1 Introduction 
 
Mountain regions provide diverse resources and services worldwide. Of especial 
importance is the provision of water for several uses like irrigation and drinking water 
(Viviroli et al., 2007). However, the assessment of water resources in mountain regions 
is uncertain due to the combination of high spatio-temporal precipitation variability and, 
scarce monitoring networks. These also hinder the understanding of the precipitation 
processes. In particular the Andes represent a privileged region for studying the 
processes involved in clouds formation and rainfall development (Pourrut & Gómez, 
1998). 
 
The Andes cordillera in Ecuador, is oriented from north to south, and is formed by two 
mountain ranges, which are sharply pronounced in the northern and central part, and 
hardly established in the southernmost part of the country (Coltorti & Ollier, 2000). The 
Andes acts as a weather divide in Ecuador (Bendix & Lauer, 1992). Towards the west 
of the cordillera, in the coastal plains, one rainy season occurs from December to April, 
which is mainly modulated by the Pacific Ocean sea surface influence, especially by the 
region Nino 1+2, and by the evolution of the Inter-tropical Convergence zone (ITCZ). 
In the Amazon, towards the eastern part of the Andes, the rainfall is present year 
around, with two periods of higher rainfall during March-May and October-November, 
modulated by the ITCZ and moist air from the Amazon basin. The inter-Andean valleys 
between the two mountain ranges, present a bi-modal regime of rainfall, with a dry 
period during boreal summer. The wind field in the eastern Andes is generally 
characterized by a very high frequency of easterlies (75%) all year around, (Rollenbeck 
& Bendix, 2011) and the east facing slopes without shelter are frequently exposed to the 
main air stream. These climatic influences added to the complex topography of the 
Andes, make their study scientifically important and challenging.   
 
Nonetheless, there are some studies that deal with the characterization of rainfall 
dynamics in this region. For instance, in the Paute basin (PB, 6481 km2) in the Southern 
Andes of Ecuador, Mejia et al. (1996), used 35 stations to study the annual precipitation 
variability, identifying 7 homogeneous regions. Not all sub-catchments could be 
considered because of a lack of data. Célleri et al. (2007) analyzed 23 rainfall stations to 
study the spatial variability of annual rainfall, the relation of precipitation and altitude 
as well as intra-seasonal rainfall variability / trends for 11 stations with longer time 
series. They identified two main annual rainfall regimes in space, a bi- (BM) and a uni-
modal (UM) type, including subtypes BM1, the inter-Andean valley stations, with a 
marked dry season during JJA and BM2, a high mountain regime with higher amounts 
of annual precipitation. Because no spatial precipitation information was available, 
delineation of the regions was conducted by using a digital terrain model. With respect 
to the dependence of precipitation on elevation they could not find a clear relation. 
Buytaerd et al. (2006) studied spatial and temporal rainfall patterns in the west part of 
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the PB (3500 - 4100 m asl) using 14 stations installed from 2001 to 2005. They found 
that only stations within 4 km distance are strongly correlated. Also they found that 
seasonal variation was low, around 100 mm between the wettest and the driest month. 
With respect to the relation between average daily rainfall and orographic features as 
slope and aspect, significant correlations were found. For inter-annual precipitation 
variability, the Rio Paute system is also influenced by quasi-periodic oscillations of the 
ENSO system (Bendix et al., 2011). Therefore, Mora & Willems (2012) studied decadal 
oscillations on time series of monthly precipitation (25 stations) and temperature (16 
stations). They found that rainfall variations were negatively correlated with the sea 
surface temperature anomalies of El Niño 1+2 region. The stations from the BM2 
region with a northeast aspect showed strong anomalies in similar periods as Amazon 
regime stations. BM1 stations revealed similar behavior with lower correlation to large-
scale circulation. These facts highlight the influence of orographic features in the 
rainfall spatial distribution. Therefore, depending on the climatic influences, orography 
complexity and data accessibility, the instauration of adequate monitoring networks to 
properly understand rainfall distribution and generation processes may be difficult and 
sometimes impossible. 
 
The lack of adequate monitoring networks for studying such rainfall variability makes 
necessary the use of remotely sensed data and / or regional climate modeling. With 
reference to a specific mountain region in the Andes of southern Ecuador, Bendix et al. 
(2006) investigated cloud frequency, cloud-top height and cloud liquid water path using 
a dataset of NOAA-AVHRR (Advanced Very High Resolution Radiometer) imagery in 
1 km resolution. In general they found that the seasonal cycle of cloudiness is 
significantly correlated to the spatial occurrence of the rainy seasons. However, the 
complex topography of the Andes, with dynamic effects at the windward and lee sides, 
as well as thermal breeze-systems, cause a specific spatial structure of cloud frequency 
and cloud properties. Regarding rainfall, Ochoa et al. (2014) evaluated a big data set of 
surface precipitation stations against data from the Tropical Rainfall Measuring Mission 
(TRMM) 3B42 V7 and its predecessor V6, and the North Western South America 
Retrospective Simulation (OA-NOSA30), covering 21 sub-catchments situated in the 
westernmost axis of South America, the Pacific-Andean Basin into Ecuador and Peru. 
They found that only the southern sub-catchments of Ecuador and northern Peru were 
relatively well estimated by both methods. However, the accuracy of both approaches 
was quite poor in the northern and central basins in the region of study (0-3.6 S), 
limiting the possibility of its use. Particularly the model based OA-NOSA30 was 
inferior in generating the spatial distribution of the mean annual precipitation. 
Considering regional climate modeling, Ochoa et al. (2015), aimed at reproducing 
temperature and rainfall seasonality for 3 stations in the PB and 2 stations in the 
Jubones basin, located towards the south. Although the seasonal patterns were 
represented, improving those of reanalysis data, however monthly amounts were 
strongly overestimated. Finally, the uncertainties in climate change projections as 
derived by climate models for the Andes of Ecuador and the Paute system are shown to 
be enormous. For instance, for precipitation, climate models differ considerably in the 
region of study: some models project positive anomalies meanwhile others project 
negative anomalies (Mora et al., 2014). This is due, in part, to climate models non-
adapted to the complex topography which is required to resolve rainfall formation 
processes cross different scales (Buytaerd et al., 2009; Buytaerd et al., 2010; Bendix et 
al., 2009; Trachte & Bendix, 2012). In addition, climate models need observational data 
to be adequately calibrated, which, in the case of the PB, is still required. 
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In summary, different rainfall regimes exist in the Rio Paute catchment area, but to date 
a spatial explicit delineation is still lacking due to the scarcity of the station network. 
Furthermore, no study hitherto exists that links the zonation to potential rainfall 
generation processes and the varying influences ranging from global circulation patterns 
to mesoscale atmospheric processes, which might be responsible for rainfall formation 
in time and space. Hence, the main aim of the present study is to understand the spatio-
temporal dynamics of precipitation and clouds, and the potential cross-scale generation 
processes of rainfall in the Paute basin. In section 2, the study area and data are 
presented. Section 3 describes the methods used in this study, while section 4 introduces 
the results and discussion. Finally, section 5 presents a summary, which is followed by 
the conclusions in section 6. 
 
3.2 Study area and data 
 
The study region is the Paute river basin (Fig. 3.1), 6481 km2. The Paute basin is 
located in the inter-Andean depression between the western and the eastern Andean 
escarpments of southern Ecuador (Coltorti & Ollier, 2000). Its elevation range varies 
from 900 - 4200 m a.s.l. and around 40% of the basin is covered by Páramo (Célleri et 
al., 2007). The páramo is a neotropical alpine wetland ecosystem covering the upper 
Andean region of Venezuela, Colombia, Ecuador and Peru (Buytaerd & De Bievre, 
2012).  Ecosystem services provided by the páramo include high water regulation 
capacity and carbon sequestration. Particularly, several cities along the Andes like Quito 
and Bogotá (De Bievre, 2003) and irrigation systems benefit from water yielded from 
the páramo. Its high water regulation capacity (Mosquera et al., 2015) originates from a 
combination of its soil properties (mainly Andosols and Histosols, with high organic 
matter content) that can store large volumes of water (Buytaerd, et al., 2006), the 
climate (rainy, cold and cloudy) (Padrón et al., 2015; Córdova et al., 2015) and the 
vegetation (mainly tussock grasses and cushion plants). Predicted changes in the climate 
will lead to negative changes in its water regulation (Buytaerd et al., 2011) and 
therefore they are considered a very fragile component of the high Andean ecosystems. 
The Paute river basin feeds several hydroelectric power plants, Amaluza (1075 MW), El 
Labrado y Chanlud (38.4 MW), Mazar (162.6 MW) and Sopladora (500 MW), 
generating around 40% of the Ecuadorian national hydroelectrical production. Several 
cities in the region depend directly on diverse hydro-ecological services of the basin. 
 
 The topography shows main ridges of the Andean western Cordillera bordering the 
basin to the South and East. Two lower ridge systems are striking SW-NE, separated by 
river valleys as the one of the Rio Paute. The lowest part in the Northeast marks the 
outflow of the river system toward the Amazon lowlands. The eastern part of the Paute 
basin, is located on the escarpments of the eastern cordillera. In this region the Paute 
basin is influenced by the Andean Occurring System (AOS), which is a band of clouds 
and rain located along the eastern escarpments of the eastern cordillera.  
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Figure 3-1: The Paute river basin in south Ecuador. Profile Y-Y black line. Prominent 
orographic features are: Mount El Calvario(A), Mount Bellavista (B) and Paute canyon (C). 
 
      Data from 15 rainfall stations of the Ecuadorian National Institute of Meteorology 
and Hydrology, INAMHI, delivering daily values for the period January 2000 to 
December 2009 were available (Table 3.1). Data from 4 rainfall stations of the Empresa 
Municipal de Telecomunicaciones, Agua Potable y Saneamiento, ETAPA, delivering 
hourly values for the period December 2001 to December 2009 were also available 
(Table 3.1). For the quality control of the data, time series with less than 10 % of gaps 
during the study period was considered in first place. Then homogeneity was checked 
with the package RHTestsV3 (Wang, 2008a; Wang, 2008b) on monthly data, since 
daily time series can be very noisy. The software change point detection test is based on 
the penalized maximal F-test. Finally infilling of gaps in homogeneous time series was 
conducted using a multiple regression model with the stations of higher correlation 
(Campozano et al., 2014). 
 
      The satellite products used in this study are based on 452 NOAA- AVHRR scenes 
acquired during 2002 and 2004. The data set has a spatial resolution of 1 km and 
consists of cloud frequency (CF), cloud top height (ZMIT) and cloud liquid water path 
(LWP). For more details on the generation of the data set the reader may refer to Bendix 
et al. (2004) and Bendix & Bendix (2006). For elevation terrain information the Global 
30 Arc-Second Elevation (GTOPO30) was used (Data available from the U.S. 
Geological Survey). Also, reanalysis data from 1981 to 2010 period was used. Omega, 
zonal wind, meridional wind and specific humidity from NCEP/NCAR 40-year 
reanalysis 1 project was used (Kalnay et al., 1996).  
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Table 3-1	 :	 Precipitation stations of the Paute river basin. INAMHI (Instituto Nacional de 
Meteorología e Hidrología) stations with daily data, and ETAPA (Empresa Pública Municipal de 
Teléfonos, Agua Potable y Alcantarillado de Cuenca) with hourly data. (*) Stations used for 
validation of rainfall models. 
# Code Name Lat (deg) Log (deg) 
Altitude  
Institution 
(m asl) 
1 M045 PALMAS -2.716 -78.63 2400 INAMHI 
2 M137 BIBLIAN -2.709 -78.892 2640 INAMHI 
3 M138 PAUTE -2.778 -78.726 2289 INAMHI 
4 M139 GUALACEO -2.882 -78.776 2360 INAMHI 
5 M141 EL LABRADO -2.85 -79.267 3260 INAMHI 
6 M197 JACARIN -2.821 -78.933 2700 INAMHI 
7 M217 PEÑAS COLORADAS -2.579 -78.566 2000 INAMHI 
8 M410 MAZAR RIVERA -2.574 -78.65 2450 INAMHI 
9 M414 CHANIN -2.67 -78.747 3020 INAMHI 
10 M418 CUMBE -3.083 -79.0128 2720 INAMHI 
11 M424 SIGSIG INAMHI -3.048 -78.786 2600 INAMHI 
12 M426 RICAURTE -2.851 -78.949 2545 INAMHI 
13 M427 SAYAUSI -2.866 -79.076 2710 INAMHI 
14 M431 SEVILLA DE ORO -2.798 -78.653 2360 INAMHI 
15 M067 CUENCA AEROPUERTO * -2.887 -78.983 2516 INAMHI 
16 -- JIMA * -3.194 -78.958 2898 ETAPA 
17 -- PORTETE * -3.134 -79.084 3174 ETAPA 
18 -- LA ESMERALDA * -2.649 -78.934 3171 ETAPA 
19 -- CHANLUD * -2.677 -79.031 3485 ETAPA 
 
 
 
 
3.3 Methods 
 
      To improve our understanding of spatio-temporal dynamics of precipitation and 
clouds, and the potential cross-scale generation processes of rainfall in the Paute basin, 
the present study was conducted in two stages. First, we pursue the delineation of 
precipitation regimes across the basin, based on cloud products and GIS data. We 
considered that the identification of precipitation regimes by regions might help to 
differentiate influences in precipitation at synoptic, meso and local scales. Secondly, we 
analyzed the rainfall dynamics and the relation to cloud dynamics and orography using 
reanalysis data and cloud products to understand further the synoptic conditions 
influencing precipitation in the PB. 
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3.3.1 Spatial delineation of rainfall seasonality 
 
The work flow for spatial data set generation of seasonality is presented in Fig. 3.2. The 
approach consists of five consecutive steps including (i) generation of normalized 
precipitation regimes (NPR), (ii) area-wide seasonal delineation using satellite derived 
variables CF, LWP, ZMIT, (iii) the development of a model of rainfall based on 
principal component analysis (PCA) applied to CF (CFM) to generate seasonality 
delineation, (iv) the development of a multiple linear regression model of rainfall 
(MLRM) to generate seasonality delineation, and (v) the pixel-wise evaluation of 
regionalization obtained from CF, LWP, ZMIT, CFM and MLRM against zonation 
from Célleri et al. (2007). Kendall’s tau correlation is a robust non-parametric estimate 
of similarity between two ranked series. Therefore, no a-priory assumption about the 
distribution is necessary. Because NPRs and CF, LWP, ZMIT, MLRM, CFM, exhibit 
non-Gaussian asymmetric distributions, the Kendall's tau correlation was calculated and 
tested at 0.05 significance level. The relation between rainfall and the variables used 
from cloud products is complex. Therefore to detect at least low linear correlations 
between them is important. Thus, to represent the seasonal delineation, the evaluation of 
the maximum Kendall's tau correlation greater than 0.3 comparing the three NPRs with 
CF, LWP, ZMIT, MLRM, and CFM was conducted. In the following paragraphs these 
steps will be explained. 
 
 
 
 
 
Figure 3-2:	Overall work flow of spatial data set generation of seasonality.	
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Figure 3-3:	The three seasonal precipitation regimens, average monthly rainfall (left y-axis) and 
normalized regimens NPR (right y-axis). a) bi-modal regime, b) uni-modal regime and c) three modal 
regime. 
 
3.3.1.1 Normalized observational precipitation regimes (NPR) 
 
 
      Stations with similar seasonality were grouped to obtain a representative pattern for 
each type of precipitation regime. Following Bendix & Lauer (1994) and Célleri et al. 
(2007), three seasonal rainfall regimes are present in the Paute river basin (Fig. 3.3), 
BM, UM, and three-modal (TM). While the BM regime is the typical high inter-Andean 
type, TM is a high mountain regime with higher amounts of annual precipitation.  In 
order to classify monthly precipitation by signal, three normalized observational 
precipitation regimes (NPRs) as shown in Fig. 3.3 are defined. The normalization of 
precipitation was calculated dividing the average monthly precipitation from all stations 
of the respective regime (UM, BM, TM) by the average maximum monthly 
precipitation occurring in the seasonal regime.  
 
 
3.3.1.2 Types of area wide seasonal regimens using satellite-
derived variables 
  
      From a conceptual consideration, three variables derived from satellite data are 
expected to be related to monthly rainfall (Thies et al., 2008): monthly CF, average 
LWP, and mean ZMIT. It is expected that (i) the higher the cloud frequency in one grid 
cell, the higher the likelihood for rainfall (e.g. blurred by non-raining low clouds), (ii) 
the greater the cloud top height, the higher the likelihood for convective precipitation 
(e.g. blurred by strong cloud advection), and (iii) the greater the liquid water path, the 
greater the likelihood for big droplets forming rainfall (Thies et al., 2008). For the 
assessment of the satellite dataset, a pixel-wise calculation of Kendall tau correlation 
and significance between the NPRs UM, BM and TM NPRs and the space-borne 
variable is conducted. 
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3.3.1.3 PCA cloud frequency model of rainfall 
 
      The rainfall model based on the application of PCA to monthly cloud frequency 
(CFM), use the 3 main principal components as inputs and the monthly rainfall as 
output. These components were selected after the application of the scree test. The 
scores from the first 3 PCs, are the three main CF patterns, and their occurrence thru the 
12 months is represented by the weights Therefore the product of the scores multiplied 
by the weights represent the monthly influence of each PC, as a weighted score. In order 
to map the weighted scores to rainfall amounts, an exponential fitting is applied to 
monthly observed precipitation of 14 stations, generating pixel-wise monthly rainfall 
data. Because precipitation is a variable with positive values, the fitting to an 
exponential function was conducted. 
  
Applied pixel-wise, the CFM rainfall model for each month is in general of the form: 
 
Pk = exp(ck + aiksikLiki=1
n∑ )  
 
      Where Pk  is the rainfall for the month kth on a pixel, aik & ck  are regression 
coefficients for the kth month, sij  is the score for the kth month corresponding to the ith 
principal component, Lij  is the weight for the kth month corresponding to the ith 
principal component.  
 
      For the validation of the model, the monthly precipitation was calculated for 5 
stations not considered in the calibration group, then the bias, the slope and total 
variance explained by the model was calculated. Finally, area-wide seasonality of 
rainfall is derived from correlation analysis with NPRs. 
  
3.3.1.4 Multiple regression model of rainfall 
  
      A multiple linear regression model of rainfall (MLRM) is applied to generate area-
wide data sets of NPRs. A principal component analysis (PCA) was applied to satellite-
borne and GIS based data variables, and the 5 main principal components were used as 
inputs to the model. As in CFM, the main components were selected after the 
application of the scree test. The three satellite products are the aforementioned CF, 
LWP, and ZMIT, while the five GIS predictor variables encompass (i) the average 
potential radiation per month (Lauer et al., 2003) as a proxy for the energy available for 
generation of local convection, (ii) the average monthly wind shelter as a proxy for the 
formation of advective rainfall (Wagemann et al., 2015), and (iii) latitude, longitude and 
elevation as important predictors accounting for orographic effects.  
 
      Therefore, the multiple linear regression model of precipitation applied pixel-wise 
is: 
 
Pk = ck + akj pcskjj=1
5∑  
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where Pk  is the precipitation corresponding to the kth month, ck  is the regression 
coefficient independent term of the kth month, akj  is the regression coefficient of the jth 
principal component score (pcs), corresponding to the kth month, and pcskj  is the jth 
pcs of kth month.  It is important to observe that prior to PCA application, the variables 
derived from cloud products and GIS were normalized by subtracting the mean and then 
dividing by the standard deviation.  
 
      The MLRM model was calibrated using the monthly precipitation for a group of 14 
stations from UM, BM and TM regimens. For the validation of the model, the monthly 
precipitation was calculated for 5 stations not considered in the calibration group, then 
the bias, the slope and total variance explained by the model was calculated. Then, area-
wide seasonality of rainfall is derived from correlation analysis with NPRs.  
 
3.3.2 Rainfall dynamics and the relation to cloud dynamics and 
orography 
 
      In order to study the relation between rainfall dynamics with clouds dynamics and 
orography, we conducted (i) the synoptic analysis of dynamical variables and its 
relation to seasonal clouds products, and (ii) the evaluation of NPRs along a 
representative transect in the Paute river basin. For (i), the analysis of the synoptic 
conditions was conducted using Hovmöller diagrams across a zonal transect from 270º 
to 300º, averaged from latitude -5º to latitude 5º vs the month of the year. The 
dynamical variables omega at 600 hPa as a proxy for air vertical velocity influencing 
cloud formation, zonal and meridional winds at 600 hPa, influencing advection and 
orographic cloud and rain formation, and specific humidity at 600 hPa, are studied to 
explain the atmospheric processes throughout the year. To study the influence of 
synoptic conditions on the spatial distribution of CF, LWP and ZMIT, the seasons 
MAM and JJA, were studied. To concentrate on MAM is important because MAM is 
the rainiest season of the year for BM regions. On the other hand, JJA is the rainiest 
season for UM regions, and the driest season for BM and TM regions. For (ii), we 
calculated the correlation between cloud products and NPRs across a representative 
transect in the Paute basin. A East-West transect was considered because year around 
easterlies are among the main climatic influence in the North-South oriented Andean 
mountains (profile location presented in Fig. 3.1). 
 
 
3.4 Results and discussion 
 
3.4.1 Delineation of seasonal regimes 
 
      Based on the evaluation of the maximum Kendall’s tau correlation greater than 0.3, 
comparing the three NPRs with CF, LWP, ZMIT, CFM and MLRM, the representation 
of precipitation regimens delineation are presented in Fig. 3.4) a-e. Also, the pixels 
significant at 0.05 level where plotted in Fig. 3.4 f-j. As a reference for evaluating NPRs 
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spatial delineation, the regionalization proposed by Célleri et al. (2007) was used, due to 
the lack of basin-wide rainfall observations availability. It was assumed that UM is 
UM1 and UM2, BM is BM1, and TM is BM2 in the present and Célleri et al. (2007) 
work respectively. The study area on Célleri et al. (2007), present less area than the area 
used in the present study. However it is important to mention that delineation of rainfall 
seasonality furnished in Célleri et al. (2007) was based mostly in topographic features 
and a limited number of stations. It must be stressed that significance of correlation is 
given but only based on 12 values representing the monthly climatology. This means 
that correlation is very sensible to outliers and thus, not a full spatial coverage of 
significant correlations can be expected. Also, it is important to highlight that although 
precipitation in complex terrain is highly variable in time and space, the spatial 
delineation of rainfall regimes using clouds products with 1 km resolution may be 
appropriate when considering the climate scale. 
 
      The results of the regionalization and pixels significant at 0.05 level using CF is 
presented in Fig. 3.4 a,f. Correlation with UM NPR is not represented. Correlation with 
TM present an irregular spotty pattern in the centre of the Paute basin. Correlation with 
BM, significant at 0.05 level, is shown in the centre of the Paute basin around BM 
stations Gualaceo and Jacarín, on the north, on the west near by TM station El Labrado, 
and on the south next to TM station Cumbe. Although BM regime is depicted, however 
a clear delineation of seasonality is not represented. For LWP, regionalization and 
significant pixels at 0.05 level are presented in Fig. 3.4 b, g. Isolated regions of BM 
towards the west near to BM station Sayausí, UM towards the north around UM stations 
Peñas Coloradas, and Palmas, and TM to the south west is presented. However a clear 
delineation of seasonality is not represented as well. Further, significant values at 0.05 
level are present in just a few pixels. The regionalization of ZMIT (Fig. 3.4 c), represent 
the BM NPR in almost the full extent of the Paute basin. However significant values at 
0.05 level (Fig. 3.4 h), are presented, in the centre to the west region. NPRs UM and 
TM are not represented by ZMIT. This fact, points to a pronounced influence of 
convective clouds with greater top heights producing strong rainfall during MAM and 
SON. At the same time, regimes with enhanced rainfall during JJA are not represented 
by ZMIT. This fact might be due to the presence of low clouds. 
 
Table 3-2:	Multiple linear regression coefficients for the 5 main PCs. 
Month c a1 a2 a3 a4 a5 
Jan 63.10 3.24 5.80 -7.45 3.20 -5.69 
Feb 75.84 -0.84 4.27 -5.69 3.31 7.17 
Mar 103.78 -2.28 -9.78 -0.78 4.45 -10.15 
Apr 127.35 1.25 10.96 -8.24 -4.52 -0.47 
May 95.23 -8.50 12.70 15.82 0.97 -4.52 
Jun 102.10 5.47 -17.48 22.95 -27.38 21.41 
Jul 66.13 -21.30 -5.13 -3.02 -14.41 1.83 
Aug 53.04 -7.39 -5.71 17.49 15.44 10.53 
Sep 52.82 6.05 3.67 -1.71 -10.09 -11.60 
Oct 80.50 -0.12 -0.41 -10.16 -1.65 0.77 
Nov 99.25 -1.53 -11.52 -4.87 -6.41 -9.29 
Dec 88.62 0.90 -1.01 5.70 11.68 15.59 
 
29		
 
 
Figure 3-4:	Pixel-wise maximum Kendall tau correlation between NPRs UM, BM, TM for CF (a), 
LWP (b), ZMIT (c), CFM (d), MLRM (f). Only correlations greater than 0.3 are plotted. 
Corresponding significance of maximum correlation at 0.05 level for CF (f), LWP (g), ZMIT (h), 
CFM (i), MLRM (j). 
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      For CFM the regionalization based on the maximum Kendall's tau correlation with 
NPRs, and significant pixels at 0.05 level are presented in Fig. 3.4 d,i. CFM was 
calibrated using the multiyear monthly mean precipitation of 14 stations, and validated 
against 5 stations. The regression coefficients are presented in Table 3.4. The r2, bias, 
and slope is presented in Table 3.5. Although R2 is low 0.357 in average, the spatial 
pattern of NPRs is similar to Célleri et al. (2007) regionalization, assuming that TM is 
BM2 in the cited work. CFM regionalization highlights the importance of orography in 
precipitation seasonality. UM regime in CFM is located in parallel to the orientation of 
the Eastern cordillera, along the AOS. However in the region in front of the Paute 
canyon, UM regime enters the basin, highlighting the influence of this orographic 
feature for the climate of the basin. The region with the UM regime is important for the 
Paute hydroelectric power production and thus, of mayor importance for the Ecuadorian 
economy. Therefore it is an important feature that must be properly captured by any 
rainfall delineation scheme.    
 
 
 
Table 3-3:	Validation parameters for MLRM. Multi-year monthly mean precipitation observed vs  
modeled with MLRM. R^(2), bias and slope. 
	
Name Bias Slope R2 
Esmeralda -35.90 0.92 0.72 
Chanlud -1.33 0.54 0.17 
Cuenca aeropuerto 5.51 0.92 0.85 
Portete -34.81 0.59 0.54 
Jima -61.33 0.79 0.22 
Average  -25-57 0.75 0.50 
 
 
 
 
      A drawback of CFM is the overrepresentation of UM regime on a short extension in 
the western part of the basin, but it is important to acknowledge that the model captures 
the enhancement of rainfall on the eastern flanks of the eastern and the western 
cordillera. This enhancement of rainfall might be due to the orographic lifting of air on 
the windward side of the cordillera, forcing convection and rainfall. For CFM, TM is 
mainly present across the Paute basin, and BM regime is located only in regions 
sheltered by the eastern cordillera. Also, the TM regime divides the basin due to the 
influence of the passage of clouds between Mounts Bellavista and El Calvario (Fig. 
3.1). This feature is absent in Célleri et al. (2007), but still necessary to be confirmed.  
The CFM model points out that TM is a transition state between UM and BM regimens. 
Therefore on the unsheltered eastern flanks of the cordillera UM and TM NPRs are 
expected, and BM NPR is more present in isolated sheltered regions. 
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Table 3-4:	CFM regression coefficients for the 3 main PCs.	
	
Month c a1 a2 a3 
Jan 3.90 -0.55 0.01 0.12 
Feb 4.18 0.27 -0.01 0.04 
Mar 4.58 -0.12 0.00 -0.04 
Apr 4.76 -0.28 -0.02 -0.07 
May 4.83 0.14 -0.01 0.05 
Jun 4.82 0.15 0.04 -0.29 
Jul 4.59 0.09 -0.42 1.21 
Aug 4.06 0.09 -0.05 0.93 
Sep 4.20 0.10 -0.03 -0.03 
Oct 4.35 -0.65 -0.02 0.16 
Nov 4.60 0.10 -0.03 0.04 
Dec 4.21 0.10 -0.23 0.33 
 
 
 
Table 3-5:	Validation parameters for CFM. Multi-year monthly mean precipitation observed vs 
modeled with CFM. R^(2), bias and slope.	
	
Name Bias Slope R2 
Esmeralda 31.34 0.63 0.21 
Chanlud -68.24 1.21 0.49 
Cuenca aeropuerto 26.80 0.58 0.61 
Portete 18.52 0.26 0.32 
Jima 32.99 0.34 0.16 
Average 8.28 0.60 0.36 
 
 
  
      The regionalization based on maximum Kendall’s correlation greater than 0.3 and 
significance at 0.05 level of MLRM with NPRs are presented in Fig. 3.4 e&j. As CFM, 
the MLRM was calibrated using multi year monthly mean precipitation of 14 stations, 
and validated with 5 stations. The regression coefficients are presented in Table 3.2. 
The R2, bias, and slope between the model results and the observations of 5 stations are 
presented in Table 3.3. The delineation of MLRM presents the BM regime located 
toward the west and southwest of the basin. UM is depicted on the north and northeast. 
TM regime is located between BM and UM regions, rightly represented as a mix 
between these two regimes. However, there is a lack of representation of TM on the 
eastern flank of the western cordillera on higher elevation slopes, missing therefore the 
enhancement of precipitation during JJA due to orographic features. It is interesting to 
observe that MLRM captures UM region on the Paute canyon area. This fact might be 
due to the consideration of orographic variables. A drawback of the model is the 
overestimation of UM influences in the northern part of the basin, where BM regime 
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was found by Célleri et al. (2007). In comparison with CFM regionalization, where UM 
is located in parallel to the eastern flanks of the eastern cordillera, MLRM lack UM 
representation along this regions. 
 
      To summarize the previous results, in Table 3.6 the pixel-wise evaluation of 
seasonality of CF, LWP, ZMIT, MLRM, and CFM was conducted against 
regionalization proposed by Célleri et al. (2007), presupposing that TM is BM2 on their 
study. It is important also to highlight that the region considered in Célleri et al. (2007) 
study covers less area than the region considered in the present study. The station-wise 
evaluation of seasonality representation by the models was also possible, but this 
approach does not give information about the extended spatial delineation 
representation. Therefore, in order to make a distributed evaluation score, pixels with a 
perfect match were assigned a value of 1 and 0 otherwise. In order to calculate the total 
concordance the summation of all pixels is calculated and then divided by the number 
of pixels. The results show that MRLM and CFM outperformed CF, LWP and ZMIT, 
with CFM presenting a slightly higher concordance score. 
 
Table 3-6:	Concordance of seasonal regimens of cloud frequency, liquid water path, average cloud 
top height, multiple linear regression model of rainfall and PCA cloud frequency model of rainfall 
against Célleri's regionalization.	
     
Approach 
Concordance 
(%) 
CF 17.05 
LWP 19.52 
ZMIT 16.71 
MLRM 46.88 
CFM 53.67 
 
      The spatial representation of the seasonality of rainfall in the Paute basin was better 
conveyed by the MLRM and CFM models of rainfall. Quantitatively, regarding the 
pixel-wise evaluation of seasonality representation (Table 3.6), the two models present 
similar coincidences, CFM with slightly higher values, although is important to stress 
that the evaluation was developed against Célleri et al. (2007) based mostly on 
topographical features, besides the fact that the region considered for evaluation do not 
covers the eastern slopes of the Paute basin toward the Amazon, where strong 
differences in seasonality representation between the two models arise. Furthermore, the 
validation of the two rainfall models was conducted against the monthly rainfall of 5 
stations, displaying on average similar results. Qualitatively, MLRM is able to represent 
UM, BM and partly TM regions in the transition zone from the lower to the upper part 
of the Paute basin. However, the lack of representation of TM regions on the western 
slopes of the Paute basin oriented to the east, is an important drawback of the MLRM 
model.  
 
      With regard to CFM, it is able to represent UM, BM, and the transitional TM 
region: the seasonal delineation resembles the one presented in Célleri et al. (2007) 
(considering TM as equivalent to BM2). A remarkable capability of this model is the 
good representation of the BM regime in the sheltered regions to the easterlies. Another 
important feature is the representation of the shift of seasonality from UM to TM on the 
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northernmost part of the basin towards higher elevations. A drawback of this model is 
the overrepresentation of UM on a small area in the western slopes of the western 
Cordillera eastward oriented. As a general finding, the NPRs delineation highlighted the 
relation between the precipitation regime and the orographic features in the PB. Thus, in 
order to understand the spatio-temporal dynamics of precipitation and clouds, and the 
potential cross-scale generation processes of rainfall in the PB, further analysis is 
conducted. 
 
3.4.2  Spatio-temporal analysis of cloudiness and 
consequences for rainfall seasonality related to 
orography 
 
3.4.2.1 Analysis of synoptic conditions and seasonal cloud 
products 
 
      To understand the atmospheric conditions producing rainfall and clouds in the Paute 
river basin, the long-term 1981-2010 multiyear monthly mean omega, zonal wind, 
meridional wind and specific humidity was studied. We used Hovmöller diagrams 
across a zonal transect from 270º to 300º averaged from latitude -5º to latitude 5º vs the 
month of the year (Fig. 3.5). Omega negative values (up oriented) mean ascending air, 
enhanced convection, the development of clouds, therefore more probability of rainfall. 
On the other hand, positive values of omega (down oriented) imply subsidence, 
producing inhibition of clouds formation and rainfall. From Fig. 3.5-a, is evident a 
relative peak of omega, from February to April. Therefore higher cloud formation and 
rainfall of convective nature is expected during this season. This is related to the rainy 
season MAM. On the other hand, from June to September, omega positive values mean 
subsidence, inhibiting cloud formation and rainfall, accounting for the drier season for 
BM regions. Also, due to subsidence lower clouds are expected. From October, omega 
values are low negative again until December, where higher negative values are 
presented. Although subsidence during JJA account for the drier season in BM regions, 
however, JJA is the rainiest season for UM regions, and TM regions present a shallow 
peak in rainfall in June. To account for JJA precipitation in UM and TM regions, the 
analysis of horizontal winds and specific humidity are important. Fig. 3.5-b, shows that 
easterly winds influence the Paute basin throughout the year, with values markedly 
stronger during JJA. Further, in Fig. 3.5-c, the highest values of specific humidity are 
present from April to July. This fact points to strong easterlies with high content of 
moist, are cooled adiabatically due to the raising air along the eastern slopes of the 
cordillera, enhancing clouds and precipitation along the escarpments of the cordillera. 
Similar situation might occur, to a lesser extent, on the eastern slopes of the western 
cordillera, accounting for a shallow peak in clouds and rainfall in June. We also, studied 
meridional winds, however results are not presented, because, intra-annual variation 
was not significant.  
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Figure 3-5:	Hovmöller diagram across a longitudinal transect from 270E to 300E averaged from 
5S to 5N of: a) omega 600hPa, b) zonal velocity wind 600 hPa, c) specific humidity 600 hPa vs the   
months of the year. The black line located at 281E represents the Paute basin. 
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      Therefore, in order to explain the rainfall dynamics of the seasonal regimens in the 
study area, the driving macro and mesoscale mechanisms should be considered. Rainfall 
seasonality near the equator around the world is mainly BM with local variations 
(Basalirwa, 1995; Basalirwa et al., 1999; Poveda et al.,2001). This seasonal regime is 
characterized by two rainy seasons, i.e. one during March-April and the second one 
during October-November with a dry season during June-July. The rainfall behavior is 
related to the evolution of the ITCZ, and thus, the rainfall mainly develops due to 
convective processes. To support this fact, we used omega as a proxy for vertical 
velocity which influence convection (Fig.  3.5-a). This fact is also confirmed by the 
study of outgoing longwave radiation in tropical regions by Wang (1994). Rainfall 
seasonality toward the east of the Paute basin, on the Amazon basin is reported to be 
BM near equatorial areas (Ronchail et al., 2002). On the contrary, toward the west in the 
coastal plains of Ecuador, the precipitation regime observed describes one rainy season 
from December to April with its maximum in March. The second rainy season during 
October is suppressed (Bendix & Lauer, 1994). Therefore considering the UM regime 
with its maximum in June-July, available on the eastern part of the Paute river basin, 
rainfalls are expected to develop due to local effects. On the other side, subsidence in 
JJA, is due to a intensified Walker-Circulation, producing advective low clouds rather 
than the formation of deep convective activity. Thus, the June-July precipitation 
maximum  for UM and TM regions are strongly linked to the synoptic scale state of the 
Walker circulation. UM or TM with the June-July maximum should be related to 
unsheltered windward sides of the slopes where local to mesoscale forced convection 
counteracts macroscale subsidence induced by the seasonality of the Walker-
Circulation, as explained before. Because of the northward shift of the ITCZ during this 
season, stronger easterlies are enabled to enhance the advection of moisture toward the 
eastern slopes of the Andes (Figs. 3.5-b,c). These findings are supported by the study of 
Laraque et al., (2007). They found that the east-west water vapor flux is highest for 
May-June (215 kg m^-1 s^-1) at 2.5ºS, 77.5W) with a zonal orientation, increasing the 
precipitation on the windward side of the cordillera. 
 
      To study the influence of the atmospheric synoptic conditions on cloud products, the 
average CF, LWP, and ZMIT for MAM and JJA are presented in Fig. 3.6 for the Paute 
catchment. CF for MAM and JJA is presented in Figs. 3.6a&b, respectively. During 
MAM, CF is high across the Paute basin pointing out to a generalized convective 
situation, affecting UM, BM and TM stations. During MAM, the wetter season for BM 
and TM regimes, convective cloud formation is common due to ITCZ passages. Toward 
the coastal plains increased values of CF coincide with the rainiest season during MAM. 
For JJA, CF is much lower with respect to MAM, with exception of the regions along 
the eastern slopes. This fact reveals that (i) across the basin the dry season is present 
during JJA and more evidently marked on the sheltered inter-Andean valleys, and (ii) 
that there is a band like pattern of enhanced CF and rainfall along AOS, where UM 
regime could be dominant. Therefore clouds and rainfall are strongly dependent on the 
easterlies exposure in the Paute basin. As a confirmation to this fact, on the western 
escarpment of the western cordillera toward the coastal plains, a lee effect is evident 
during JJA for CF and LWP  (Fig. 3.6 b&d). It is striking the resemblance between CF 
patterns during JJA with CFM seasonality delineation (Fig. 3.6), pointing to the 
importance of the Amazon influence in seasonality of precipitation and climate for the 
basin 
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Figure 3-6:	 Seasonal average for CF, LWP and ZMIT (left, center and right columns) during 
MAM and JJA seasons (top and bottom rows). 
 
      For liquid water path, a more patchy structure can be observed during MAM due to 
convective cloud formation. In JJA LWP is depicted as an east to west decreasing 
gradient Fig. 3.6 c&d). This points to advective clouds with high content of water 
originating from the Amazon influencing the Paute basin. During JJA UM stations are 
affected as well as TM stations located at the eastern escarpment of the western 
cordillera. The strong decrease in LWP and CF toward the west of the basin in the 
western flanks of the western cordillera confirms the findings of Bendix & Lauer, 
(1992) that the Andes act as a weather divide. For ZMIT, values during MAM are 
higher due to the generally more convective predisposition compared to JJA. At the 
average, ZMIT in JJA is around 80% the value of annual mean of ZMIT for the stations 
selected in the present study. This is due to the general tendency for a subsiding air in 
the Walker circulation during this season. Thus, inhibition of convective cloud 
formation accounts for lower ZMIT values of the prevailing lower advective clouds. 
 
3.4.2.2 The influence of orography on cloud products 
 
      Regarding the relation between orography, cloud frequency and rainfall, in Fig. 3.7 
a west-east cross-section through the Paute basin generally depicts five different zones: 
(i) The eastern foothills show a tendency that CF is more related to BM and TM NPR. 
(ii) This changes at escarpment heights around 2300 m asl where high cloudiness in BM 
and TM means low precipitation. The weak positive correlations between CF and UM 
point out that UM rainfall is concomitant with a peak in CF possibly related to AOS 
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region running parallel to the Andes. (iii) At the windward side of the western crest 
altitude (at approx. 3000 m asl), TM and BM NPRS positively correlates very similar 
with CF which means that this is the most distinct area where different cloud processes 
leading to BM and UM NPR are blended. (iv) The basin between the eastern and the 
western crest altitudes are most dominated by BM related cloud processes, UM is 
clearly negatively correlated to CF which means rain minima in JJA are a result of 
minima in CF. (v) The western slopes of the eastern crest at 3000 m asl clearly resemble 
the situation of the blended UM/BM TM regime of (iii).  
 
 
 
Figure 3-7: Profile of elevation and Pearson correlation of CF with UM, BM, TM normalized 
observational precipitation regimenes. (For the location of the profile line refer to figure 3.1). 
 
3.5 Summary 
 
 
      In the Paute river basin three defined precipitation regimes can be differentiated: 
UM, BM, and TM. AOS might produce the UM regime in the Paute basin due to the air 
masses coming from the Amazon through the Paute Canyon, diminishing its influence 
toward higher elevations, shifting the seasonality of rainfall to TM regime. Therefore, 
the AOS influence on the eastern slopes of the cordillera is important, and a clear BM 
seasonality is possible just in the inter-valley locations most sheltered against the 
influence of the easterlies. An indirect influence from the Amazon is evident for TM 
stations on the eastern oriented slopes of the western cordillera as El Labrado, Chanin, 
and, to a lesser extend, for Biblian (Fig. 3.1). Also a direct but weaker influence is 
detectable for the stations Sigsig and Cumbe due to the passage of clouds between 
Mount Bellavista and El Calvario, although there is a high inter-annual variability of the 
June-July peak (Fig. 3.1).   
 
      Similar climatological conditions, as those occurring the Paute basin, are expected 
along the Andes cordillera in tropical latitudes. For instance, in Bendix & Lauer, (1992) 
UM regime was found to be located in elevations greater than 1000 m asl on the eastern 
slopes along the eastern cordillera, as stations Papallacta(3160 m asl), Baños (1843 m 
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asl) and Sucua (910 m asl). Confirming these results UM stations in the present study 
were found above 1000 m asl in stations Palmas (2400m), Sevilla de Oro ( 2360m), 
Peñas Coloradas (2321m) and Mazar (2450m). This fact confirms that UM regime 
along the eastern slopes of the cordillera might be due to the influence of AOS, and 
further, is evident that the presence of UM regime in the lower part of the Paute basin 
might be more related to the local influence of AOS (Bendix & Bendix, 2006). With 
respect to the transitional regime between UM and BM, TM, in Bendix & Lauer, (1992) 
was found toward the east in lower elevations such as Puyo (960masl), Sangay (880 m 
asl), Tena (665 m asl) concluding that TM regime is confined between 700 and 1000 m 
asl in basins with outlet toward the eastern cordillera. However, in the present study TM 
was found toward the west in higher elevations, as El Labrado (3335 m asl), Chanin 
(3270 m asl). In consequence, it seems plausible that the TM regime is present above 
and below the rain and clouds band produced by the AOS. Further studies are necessary 
on the processes and influence for cloud formation and rainfall on AOS along the 
eastern slopes of the eastern cordillera in Ecuador, even more importantly knowing that 
rainfall along this region could influence strategic hydro-electrical projects for the 
Ecuadorian economy. 
 
      Based on these findings, Fig. 3.8 describes a conceptual model of rainfall 
seasonality in inter-Andean basins like the Paute basin. The basin gets rainfall all over 
the year mainly from high convective clouds. On the eastern slopes of the eastern 
cordillera, a zone of advective cloud immersion exists particularly in JJA where 
especially moist but shallow cap clouds lead to the UM rainfall maximum. JJA rainfall 
at windward slopes seems therefore to be due to an advective barrage effect. The BM 
rainfall is of typical convective character during the equinoxes. The increase of the TM 
rainfall regime shows that the clear convective BM regime is blended with cloud 
advection where the latter also leads to some additional rainfall in JJA, mostly not 
exceeding the more convective rains in the BM seasons. 
 
      The high spatio-temporal variability in the Paute river basin, which is summarized 
as the conceptual model presented in Fig. 3.8, shows that although the ITCZ plays an 
important roll in enhancing convection throughout the year, the strengthening of the 
Walker Circulation producing subsidence during boreal summer, account for the dry 
season of the inter-Andean regions. Also, of major importance is the influence during 
boreal summer of the easterlies bringing moist air from the Amazon, which enhances 
the precipitation amounts on the eastward oriented slopes. The enhancement of 
precipitation is due to low advective shallow cap clouds along AOS. The inter-annual 
precipitation variability due to climatic influences as ENSO is weak in the Paute basin 
(Mora & Willems, 2012), due to the fact that the western cordillera, higher than the 
eastern cordillera around this latitude, limits the influence of the Pacific Ocean sea 
surface temperature, as is the case for the coastal plains of the country. These facts 
highlight the importance of considering the interplay between the climatic factors and 
the orography for determining rainfall variability in regions of complex topography. 
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Figure 3-8: Conceptual model of seasonal rain formation for the Rio Paute catchment area.  
 
3.6 Conclusions 
 
      The main aim of the present study was to understand the spatio-temporal dynamics 
of precipitation and clouds, and the potential cross-scale generation processes of rainfall 
in the Paute basin, located in the Andes of Ecuador. Precipitation models using satellite 
cloud products and GIS data, reveal the spatial extension of three regimes: A tri-modal 
(TM) mainly present across the basin, a bi-modal (BM), typical for sheltered valleys, 
and a uni-modal (UM) at windward slopes of the eastern cordillera. The spatio-temporal 
analysis shows that the ITCZ plays an important roll in enhancing convection 
throughout the year. However, during boreal summer, the strengthening of the Walker 
Circulation produce subsidence, accounting for the dry season of the inter-Andean 
regions. Of major importance is the influence during boreal summer of the easterlies 
bringing moist air from the Amazon, which enhances the precipitation amount on the 
eastward oriented slopes. Therefore, low advective shallow cap clouds mainly cause 
precipitation in uni-modal regions. Due to these facts, the three-modal seasonality is the 
main regime for this region in the Andes, where the western cordillera is higher than the 
eastern cordillera, while bi-modal only occurred on sheltered valleys with precipitation 
mainly of convective nature. Further, in altitudes from 1000 to 3000 m asl on the 
eastern flanks of the eastern cordillera, uni-modal features a maximum in June-July. 
The precipitation is mainly of advective nature related to the rainfall and clouds band, 
Andean Ocurring System. Therefore, three-modal is suggested to be a mixture between 
UM and BM, characterized by both, convective and advective influences.  
 
      The use of remote sensing showed to be a feasible tool to study climatology for case 
studies in highly complex terrain. Moreover, this work adds to a thin literature on 
convective and advective variability in the tropical Andes. Although models cannot be a 
substitute for observations, the use of regional climate models is also necessary to 
understand the underlying mechanisms occurring on such a complex terrain. However, 
it demands an exhaustive sensitivity analysis of the parameterizations in order to be able 
to represent the precipitation and cloud dynamics on this region. Further investigations 
will be oriented on this direction in future studies. 
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Appendix: List of Acronyms 
   
 
Acronym	 Meaning	
UM	 Uni-modal	regime	of	rainfall		
BM	 Bi-modal	regime	of	rainfall		
TM	 Three-modal	regime	of	rainfall		
NPR	 Normalized	precipitation	regime	
CFM	 Cloud	frequency	based	model	of	rainfall	
MLRM	 Multiple	linear	regression	model	of	rainfall	
CF	 Cloud	frequency	
LWP	 Cloud	liquid	water	path	
ZMIT	 Cloud	top	height	
ENSO	 El	Niño	Southern	Oscillation	
ITCZ	 Inter-tropical	convergence	zone	
AOS	 Andean	occurring	system	
MAM	 March-April-May	
JJA	 June-July-August	
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________________________________ 
 
      Abstract Downscaling improves considerably the results of General Circulation 
Models (GCMs). However, little information is available on the performance of 
downscaling methods in the Andean mountain region. The paper presents the 
downscaling of monthly precipitation estimates of the NCEP/NCAR reanalysis 1 
applying the statistical downscaling model (SDSM), artificial neural networks (ANN), 
and the least square support vector machines (LS-SVM) approach. Downscaled monthly 
precipitation estimates after bias and variance correction were compared to the median 
and variance of the 30-year observations of 5 climate stations in the Paute River basin in 
southern Ecuador, one of Ecuador’s main river basins. A preliminary comparison 
revealed that both artificial intelligence methods, ANN and LS-SVM, performed 
equally. Results disclosed that ANN and LS-SVM methods depict, in general, better 
skills in comparison to SDSM. However, in some months SDSM estimates matched the 
median and variance of the observed monthly precipitation depths better. Since synoptic 
variables not always present local conditions, particularly in the period going from 
September to December, it is recommended for future studies to refine estimates of 
downscaling, for example by combining dynamic and statistical methods, or to select 
sets of synoptic predictors for specific months or seasons.       
 
      Keywords: statistical downscaling, artificial neural network, least squares support 
vector machine, SDSM, Andean mountain range. 
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4.1 Introduction 
 
      General Circulation Models (GCMs) are widely used to predict the impact of 
climate change on, for instance the regional precipitation trend. The resolution of these 
models, typically around 2°x2°, is unsuitable for climate change impact estimations at 
basin scale (Buytaert et al., 2010; Mora et al., 2014). Additionally, these models do not 
capture well the sub-grid processes, which can be very complex in mountain regions, 
and fail to account properly for the orographic features of those regions. Therefore, to 
obtain projections of the impact of climate change at basin scale, particularly in a 
mountain region, downscaling is a must. In general, the downscaling methods can be 
subdivided into two large groups: dynamical downscaling (DD) and statistical 
downscaling (SD) methods. On the one hand, the DD methods integrate a regional 
climate model (RCM) in the GCM, which enables capturing the atmospheric 
phenomena at a much higher resolution, in the order of tenths of kilometers. The SD 
techniques, on the other hand, are based on the determination of statistical relations 
between large-scale synoptic predictors and local observations from ground stations, 
which are considered to be stationary; an assumption that might not be true for future 
climate projections. The computational cost of these methods is low, they are relatively 
easy to implement, and present generally a higher accuracy than dynamical models. 
Particularly when the aim is not to understand the change in weather processes 
provoked by climate change, the generation of future projections at basin scale using 
SD methods might be convenient. 
 
      Several SD techniques exist and among them the Statistical DownScaling Model 
(SDSM) is probably the most widely used (Wilby et al., 2002). The SDSM approach 
facilitates the rapid development of multiple, low cost, single-site scenarios of daily 
surface weather variables, and is considered as a stochastic weather generator on a daily 
scale. The limited use of this technique in the Andean mountain region is perhaps the 
consequence of its complex topography, location in the tropical zone, and the influence 
of the warm and cold ENSO phases, El Niño y La Niña, respectively. All these 
influences add complexity to the atmospheric processes, making more difficult the 
representation by downscaling techniques. Artificial Neural Networks (ANN) are 
another SD technique commonly used, however to a limited extent in the Andes region. 
As stated by Coulibaly et al. (2005), the success of this technique is primarily due to its 
ability to map highly non-linear relations between inputs and outputs of the model. 
Ochoa et al. 2015 applied ANN for downscaling monthly precipitation and temperature 
in the Paute basin in the Andes of Ecuador. The application of ANN based SD was 
conducted in order to evaluate the performance on seasonality representation against 
DD using a regional climate model, Weather Research and Forecasting model, WRF 
(Skamarock et al., 2008). With respect to rainfall representation, they found that 
although both downscaling approaches represent qualitatively well seasonality in this 
highly complex terrain, ANN estimates of rainfall were more accurate than WRF 
estimates. This fact highlights the applicability of ANN when the understanding of the 
processes involved is not required. Another technique with recent application for the 
downscaling of GCMs is, support vector machines, SVM (Vapnik, 1995). In particular 
the least-squared support vector machines, LS-SVM (Suykens, 2002), downscale GCM 
output even better, mainly due to the reduction of the optimization problem to the 
resolution of a linear system reducing considerably the computational requirements. 
Despite SD methods presenting greater accuracy than DD methods, from a statistical 
point of view they possess two handicaps: bias and low variance. Normally, the quantile 
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mapping technique (QM) (Gudmundsson, 2012), is applied to improve the 
representation of the distribution of derived applications. 
 
      This paper presents a comparative evaluation of downscaled GCM estimates of 
monthly precipitation at the scale of a large river basin situated in the Andean mountain 
region in southern Ecuador, applying SDSM and two artificial intelligence (AI) 
techniques: artificial neural networks (ANN) and the support vector machines (SVM) 
approach. The downscaled results were corrected for bias and variance inflation 
applying the QM technique prior to the comparative analysis. For the evaluation, 
historic data was used. 
 
4.2 Study area and data 
 
      The Paute River basin, tributary of the Amazon basin and 6148km2 in size, was 
selected for the comparative evaluation of the downscaling methods, a basin located 
between the eastern and western cordillera of the Andes in Ecuador. The basin is 
characterized by a high spatial and temporal variation in precipitation that broadly can 
be classified into three rainfall regimes; respectively sub-regions with a uni-, bi- and 
three-modal precipitation pattern (Campozano, et al., 2016; Célleri et al., 2007). Data of 
5 rainfall stations (see Table 4.1) were used of whom the geographical distribution is 
given in Figure 4.1. The measured monthly rainfall for the 30-year period 01-1980 to 
12-2009 was used to quantify the differences in the performance of the selected 
downscaling methods. The dataset was split in a first set for the calibration of the 
methods, encompassing 75% of the total dataset, and the remaining 25% was used for 
the validation. The results presented herein belong all to the validation set. Quality 
control of the data was performed using double mass curves on the time series with 
gaps not exceeding 20% of the observations. The infilling of the data was accomplished 
using multiple linear regression with stations with higher Pearson correlation 
(Campozano et al., 2014). 
 
      NCEP/NCAR reanalysis 1 data (Kalnay et al., 1996) with 2.5ºx2.5º resolution was 
used as input. The selected synoptic predictors for the SDSM and AI models are 
presented in Table 4.2. 
 
	
Table 4-1:	Stations used for the present study.	
Code Station Regime Latitude (º) Longitude (º) Elevation (m asl) Annual precipitation (mm) 
M141 El Labrado TM -2.732 -79.073 3335 1286 
M139 Gualaceo BM -2.882 -78.776 2230 820 
M138 Paute TM -2.800 -78.763 2194 750 
M045 Palmas UM -2.716 -78.630 2400 1341 
M137 Biblián BM -2.709 -78.892 2640 1001 
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Figure 4-1: The study area Paute basin in the Andes of Ecuador.	
 
4.3 Methods 
 
      The methodology of the present study encompasses the following steps: (i) selection 
of the predictors, (ii) calibration and validation of the SDSM and AI models, (iii) SDSM 
and AI ensemble generation, (iv) bias correction by quantile mapping, and (v) 
evaluation of results. SDSM can be conceived as a weather generator model, while 
ANN and LS-SVM are both transfer functions in statistical downscaling models. Given 
the analogy between ANN and LS-SVM models, the results of both formed one 
ensemble, which were compared to the SDSM ensemble. Notwithstanding it is well 
known (Pervez & Henebry, 2014) that a selection of predictors for specific months or 
seasons might be a good option to improve the accuracy in climate projections, in the 
present study only one set of predictors for the whole year was considered given that the 
main interest was the comparison of downscaling methods rather than the analysis of 
climate projections. The same predictors were used for the AI ensemble of ANN and 
LS-SVM models, and one set of predictors in each station for the SDSM model. A more 
detailed description of the tested downscaling models is given in the following 
paragraphs.   
4.3.1 Downscaling using SDSM 
 
      SDSM is a hybrid between a stochastic weather generator and a multilinear 
regression method (Pervez & Henebry, 2014), forcing synoptic-scale weather variables 
to local meteorological variables using statistical relationships. In order to be better in 
agreement with the variance of the observed time series, stochastic techniques are used 
to artificially inflate the variance of the downscaled weather time series. The reader is 
referred to Wilby et al. (2002) for a detailed description of the SDSM technique, an 
approach widely used for the downscaling of large-scale meteorological, hydrological 
and environmental variables. 
 
#
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      Partial correlation at a significance level of p=0.05 was used to select the predictors 
that capture best for each of the climate stations the effect of global climate. 
Precipitation data from the reanalysis products was evaluated as the predictor that 
considerably helped improving the downscaling. For the climate stations Biblián, Paute 
and Gualaceo, 5 predictors were identified, of whom 4 are similar: precipitation, 
pressure, relative humidity and the temperature 2m above the surface. For the Palmas 
station, the only station with a uni-modal regime, the best results were obtained using 
three predictors, namely precipitation, potential temperature at the 700 hPa level, and 
the geopotential height at the 850 hPa level. Table 4.2 provides the list of the selected 
predictors as a function of the downscaling technique and station.  
 
      Using the selected predictors, daily precipitation was downscaled. Given the low 
match with the observed time series of daily data, monthly time series were generated. 
At the monthly scale the precipitation time series in the study basin are continuous; 
months with zero precipitation are not present even during the dry months. Regarding 
the SDSM model, 20 versions were applied (Mahmood & Babel, 2014). Then, the 
median of the simulated results was calculated as the representative value for the 
ensemble of the SDSM model variants.   
 
	
Table 4-2:	Synoptic predictors.	
#  Synoptic predictors ANN/LS-SVM SDSM (all stations) El Labrado Gualaceo Paute Palmas Biblián 
1 Precipitation * * * * * * 
2 Pressure (surface) *  * *  * 
3 Relative humidity (surface) * * * *  * 
4 Specific humidity 700 hPa *      
5 Sea level pressure *      
6 Temperature 2m * * * *  * 
7 Potential temperature  700 hPa * *  * *  
8 Zonal wind (surface) *      
9 Omega 500 hPa *  *   * 
10 Geopotential height 200 hPa * *     
11 Geopotential height 500 hPa *      
12 Geopotential height 850 hPa *    *  
 
4.3.2 Downscaling using ANN 
 
 
      An artificial neural network (ANN) is composed of several interconnected layers of 
computing elements, transferring inputs to outputs subjecting at each node the incoming 
signal to a transfer function. ANNs are characterized by their topology, and probably 
the most widely-known neural network is the multilayer perceptron (MLP). The later 
consists of multiple layers of adaptive weights with full connectivity between inputs and 
hidden units, and between hidden units and outputs. The MLP is a feedforward artificial 
neural network mapping sets of input data onto a set of appropriate outputs. The 
neurons with a nonlinear activation function in the neural layers are grouped. They can 
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mutually but independently process portions of data. The group defines the relationships 
of the neurons of a neural layer with adjacent layers. For the processing of data whose 
properties change over time either dynamic or pseudo-dynamic networks can be used. 
Dynamic models feed back to the network the outputs obtained of the network, while 
pseudo-dynamic networks consider lagged values of the variables as input.  
 
      The neural network toolbox of Matlab (Beale et al., 2011) was used, and 
optimization of the neural network was pursued using the Levenberg-Marquardt 
method, minimizing the mean square error. The performance of a total of four ANNs 
were tested, respectively a model considering either one or two intermediate neural 
layers, and a linear or sigmoidal transfer function in the neurons (Table 4.3). For the 
input layer all networks had 12 neurons (equal to the number of predictors; see Table 
4.2) and for the network with one hidden layer 8 neurons were used, which was 
determined by trial and error. In a similar way for networks with two hidden layers 
respectively 9 and 5 neurons were used.      
 
Table 4-3:	Artificial intelligence models.	
Model Type Transfer Function 
1 Ann Linear & 1 hidden layer 
2  Sigmoidal & 1 hidden layer 
3  Linear &2 hidden layers 
4  Sigmoidal & 2 hidden layers 
5 LS-SVM Linear 
6  Polynomial 
7  Radial basis functions 
 
4.3.3 Downscaling using LS-SVM 
 
      Support vector machines, SVM (Vapnik, 1995), solve nonlinear classifications and 
estimations of functions and densities using quadratic programming. A least squares 
support vector machine, LS-SVM (Suykens et al., 2002), is a reformulation of a SVM 
replacing the solution of the convex quadratic programming problem by the solution of 
a set of linear equations. As explained by Suykens et al. (2002) it is possible to adopt 
into LS-SVM the robustness, sparseness and weightings.  
 
       Due to the fact that LS-SVM has more recent application than ANN and SDSM 
techniques for the downscaling of GCMs, we present here a succinct description of LS-
SVM theory. For a more in deep description of LS-SVM see Suykens et al. (2002).  
 
       Lets consider  𝑥 ∈ ℝ!  and 𝑦 ∈ ℝ, the LS-SVM model, mapping the x into a 
feature space is: 
 
y =  𝑤!𝜑 𝑥 + 𝑏 
 
      The optimization problem can be stated as: 
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      Where 𝑒  and  is the error and the regularization parameter respectively. The 
minimization of the cost function Γ 𝑤, 𝑒 , is subject to the constrains: 
 𝑦! =  𝑤!𝜑 𝑥! + 𝑏 + 𝑒! 
 
      The Lagrangian of the optimization is: 
  ℒ 𝑤, 𝑏, 𝑒,𝛼 =  Γ 𝑤, 𝑒 −  𝛼!(𝑤!𝜑 𝑥! + 𝑏 + 𝑒!!!!! − 𝑦!) 
      Where 𝛼! are the Lagrangian multipliers.  
 
After considering the conditions for optimality: 
 [𝜕ℒ 𝜕𝑤 ,𝜕ℒ 𝜕𝑏 ,𝜕ℒ 𝜕𝑒! ,𝜕ℒ 𝜕𝛼!]! = [0,0,0,0]! 
 
We obtain the matrix equation: 
 
 
 
Where Ω!" =  𝜑 𝑥! !𝜑 𝑥!  is the Kernel function 𝐾(𝑥! , 𝑥!), and I the identity matrix.  
 
     Finally the LS-SVM model for function estimation is: 
  𝑦 𝑥 =  𝛼!𝐾 𝑥! , 𝑥 + 𝑏!!!!  
 
      A Bayesian framework with three levels of inference was developed for the 
optimization of parameters (Suykens et al., 2002). The LS-SVMlab tool (Brabanter et 
al., 2011) developed in Matlab applying three Kernel tuning options (linear, polynomial 
and RBF) was used within the ensemble of AI methods. 
 
4.3.4 Bias correction using the Quantile Mapping approach 
 
      First the predictors were selected, followed by the application of the multiple 
compositions of the SDSM model and the 7 AI models, 4 ANNs and 3 LS-SVM models 
(Table 4.3). The output distributions of the ensemble of SDSM models and the 7 AI 
models were grouped into two distinct populations. Both this populations were 
corrected for bias and variance inflation applying the quantile mapping technique. The 
QM applied to SDSM population distributions is from now on called the SDSM_QM 
and QM applied to ENS-AI the AI_QM. 
 
      The quantile mapping technique for bias correction and variance inflation can be 
regarded as a statistical transformation of the original distribution into a reference 
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probability distribution. It aims to find the function that maps the distribution of the 
model variables into the distribution of the observed variables. Basically three types of 
approaches exist to find the mapping function; it is adjustment i) based on theoretical 
distributions, ii) based on parametric transformations, and iii) based on non-parametric 
transformations.  
 
      After evaluation of several transformations the power parametric transformation was 
applied because of its good results and the parsimony of the model (Gudmunsson et al., 
2012). The power parametric transformation is defined as:  
 𝑃!∗ = 𝑏 𝑃! − 𝑋! ! 
 
      where 𝑃!∗ and Pm are the corrected modeled and modeled variables, and a, b, x0 are 
parameters to be determined. To find the parameters a, b, x0, the tool R QMAP was used 
(Gudmunsson et al., 2015). For SDSM_QM and AI_QM the parameters obtained after 
QM adjustment are presented in Table 4.4.  
 
4.3.5 Criteria for model evaluation 
 
      For the qualitative assessment of the used methods of downscaling the long-term 
monthly mean precipitation of both ensembles, the SDSM and AI, were compared with 
the long-term monthly mean observed precipitation, and for the quantitative evaluation 
statistical metrics of the distributions of the time series of observed and modeled values 
for the validation period were calculated. In addition to the statistical metrics, Box-
Whisker plots presenting both ensembles versus the observations were drawn. This type 
of graphical representation was selected throughout the study because in addition to the 
median, the Box-Whisker plot depicts the extreme values, respectively the minimum 
and maximum (the caps at the end of each box), and the outliers which fall more than 1 
times the interquartile range above the third or below the first quartile (the points in the 
graph). 
 
      As statistical metrics the following were used: 
 
- Pearson correlation (R): to evaluate the linear correlation. 
- Mean bias (MB): to evaluate the mean (the 50th percentile) difference between 
modeled and observed distributions. 
- The root mean squared error (RMSE): to evaluate the error between modeled and 
observed time series. 
- The interquartile relative fraction (IRF): to evaluate the modeled variability 
representation relative to the observed. 
 𝐼𝑅𝐹 = 𝑄!! − 𝑄!!𝑄!! − 𝑄!!  
 
      where: IRF = the interquartile relative fraction. A value of IRF>1 represents 
overestimation of the variability, IRF=1 is a perfect representation of the variability, 
and IRF<1 is an underestimation of the variability; 𝑄!! and 𝑄!! = the 75th modeled 
and observed percentile; 𝑄!! and 𝑄!! = the 25th modeled and observed percentile. 
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- The absolute cumulative bias (ACB) was used to evaluate the bias of the 25th, 50th 
and 75th percentiles; or 
 𝐴𝐶𝐵 =  𝑄!! − 𝑄!! + 𝑄!! − 𝑄!! + 𝑄!! − 𝑄!!  
 
      where: ACB = the absolute cumulative bias. A value of ACB=0 is a perfect 
representation of the three percentiles (respectively the 25th, 50th and 75th percentile) 
of modeled and observed distributions, while under- or overestimation indicates a 
divergence of ACB from zero to positive values. 
 
4.4 Results and discussion 
4.4.1 Evaluation of SDSM and AI ensembles 
4.4.1.1 Relative performance of ANN and LS-SVM models 
 
      As mentioned before, ANN and LS-SVM models were grouped into one ensemble 
considering both models as transfer function based models. Although previous studies 
(Chen et al., 2010; Tripathi et al., 2006) demonstrated the relative superior performance 
of SVM based downscaling methods over other approaches including ANN based 
methods, we compared for the first time in the region, to the best of our knowledge, an 
ANN ensemble against a LS-SVM ensemble to evaluate their downscaling 
performance. The ensembles were not bias corrected in order to evaluate their actual 
performance. In Table 4.5 presents the values of R, RMSE, MB, IRF, and ACB 
comparing ANN and LS-SVM ensembles. In El Labrado and Paute station similar 
results of both ensembles are obtained. However, both ensembles for Gualaceo station 
under represent the variability. IRF is 0.55 and 0.40 for ANN and LS-SVM 
respectively. Therefore LS-SVM represents 15% less variability than ANN ensemble. 
The MB for ANN is -2.29 mm whereas for LS-SVM is -0.21 mm, which in monthly 
scale is very low. The ACB metric for ANN is 33.41 mm whereas for LS-SVM is 41.70 
mm, meaning that although the MB is lower for LS-SVM the bias in the 25th and 75th 
percentiles is higher than for the ANN ensemble. In Palmas station R is 0.25 and 0.45 
respectively for the ANN and LS-SVM ensembles. IRF values of 0.45 and 0.53 for 
ANN and LS-SVM are obtained, indicating a greater representation in variability by the 
latter approach. However, MB values of -1.85 and 7.87 mean than LS-SVM present 
more bias in the 50th percentile than ANN. For Biblián station, MB is -18.39 mm and -
7.05 mm and ACB 52.34 mm and 35.49 mm for ANN and LS-SVM ensembles 
respectively, meaning a strong bias for the ANN ensemble with respect to LS-SVM 
ensemble.      
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Table 4-4:	Quantile Mapping parameters for artificial intelligence and SDSM ensembles. 
Model Stations Parameters a b x0 
AI BIBLIAN   0.03280 1.83727 0.87053 
 LABRADO   0.00820 1.98426 -8.57836 
 PALMAS   0.00334 2.21628 6.04480 
 GUALACEO 0.31943 1.40124 16.92140 
  PAUTE     0.02791 1.94766 0.03257 
SDSM BIBLIAN   0.00986 2.08840 3.21195 
 LABRADO   0.39313 1.19070 -45.84738 
 PALMAS   0.00056 2.46774 -13.06023 
 GUALACEO 0.00077 2.62716 -1.14051 
  PAUTE     0.04141 1.80403 3.91130 
 
 
 
 
Figure 4-2: Box plots for ANN and LS-SVM ensembles evaluated in station El Labrado (M141), 
Gualaceo (M139), Paute (M138), Palmas (M045), and Biblián (M137). 
 
      For a qualitative evaluation of ANN and LS-SVM ensembles the Box-Whisker plots 
for the results during the validation period is presented in Figure 4.2. For El Labrado 
station both ensembles similarly represent the median, although the low variance is 
clearly showed, as measured by IRF in Table 4.5. For Gualaceo and Paute stations both 
ensembles represent less variance, with LS-SVM presenting lower values. The 
percentiles above 75th are strongly underestimated in both stations making evident the 
necessity of correction on the distribution of the ensembles. In Palmas station both 
ensembles under-represent the variance, and the median is rightly represented by ANN 
but overestimated by LS-SVM. Finally for Biblián station the variance is strongly 
under-estimated as well as the higher percentiles. The median is better represented by 
LS-SVM and under-estimated by ANN ensemble. Both methods were able to perform 
similarly well for the downscaling of monthly precipitation in the selected stations. In 
addition, comparison of the quantitative analysis based on the statistical metrics and the 
qualitative analysis based on Box-Whisker plots shed light on the relative performance 
of ANN and LS-SVM methods. 
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4.4.1.2 Comparison of SDSM and AI ensembles 
 
      Once the ANN and LS-SVM ensembles were evaluated, in a next step the derived 
SDSM and AI ensembles were compared after QM correction. Table 4.6 depicts for the 
5 climate stations in the Paute River basin, of which data were used, the comparison 
between the SDSM and AI versus SDSM_QM and AI_QM. The evaluation between 
both sets is based on the statistical metrics R, RMSE, MB, ACB, and IRF. For El 
Labrado station SDSM_QM presents lower correlation than AI_QM with 0.38 and 0.58 
values. Although SDSM_QM present a lower bias than AI_QM; the RMSE of AI_QM 
is a bit lower. For Gualaceo station R for AI_QM and SDSM_QM are 0.72 and 0.5. 
RMSE as in El Labrado station is lower for AI_QM than for SDSM_QM with 32.87 
and 44.86 respectively. For Paute station also R is higher for AI_QM with 0.57 and 0.47 
for SDSM_QM; although the ACB is higher for AI_QM with 15.59 and 7.77 for 
SDSM_QM. For Palmas there is a marked difference in R values with 0.44 for AI_QM 
and 0.14 for SDSM_QM, depicting for the former a lower RMSE than the latter. Also 
for the Biblián station is R for AI_QM higher than SDSM_QM with 0.67 and 0.45 and 
analogous to the Palmas station a lower RMSE of 39.87 for AI_QM compared to the 
RMSE for SDSM_QM, equal to 51.81.  
 
 
 
Figure 4-3: Monthly precipitation box plots for artificial intelligence and SDSM ensembles bias 
corrected. Results evaluated in station El Labrado (M141), Gualaceo (M139), Paute (M138), Palmas 
(M045), and Biblián (M137).   
	
      All other metrics in Table 4.6 present similar values. The stronger differences arise 
generally in the RMSE and R statistical metrics, which might be related to the fact that 
QM corrects only the characteristic of the distribution, as can be seen in Figure 4.3. This 
figure presents the monthly precipitation Box-Whisker plots for AI and SDSM 
ensembles bias corrected for the 5 climate stations. As can be observed the distributions 
are fairly alike. From the analysis for all stations AI_QM presented higher values of R 
than SDSM_QM. Similarly AI_QM presents better agreement with the observed data 
with the exception of the Paute station. This fact might point to a slightly better 
representation of the observed monthly precipitation distribution by AI_QM ensemble, 
for this specific region. 
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4.4.2 Evaluation of intra-annual precipitation seasonality 
representation  
 
      Whereas in previous section the entire distribution of downscaled estimates was 
evaluated, in the following the representation of seasonality is evaluated. Although the 
evaluation of seasonality representation might not help to quantify e.g. flooding events, 
however it is very important for issues related to water availability for hydroelectricity 
generation, drinking water availability, and agriculture. Further, the evaluation of 
seasonality representation is of special importance in the study region due to the low 
resolution of GCMs, unable to depict the precipitation regime due to meso-scale 
influences (Ochoa et al., 2015). 
 
 
Table 4-5:  Statistical metrics for ANN and LS-SVM ensembles. 
	
Station Metric ANN_ENS LSSVM_ENS 
El Labrado Pearson correlation 0.49 0.58 
 IRF 0.59 0.53 
 Mean-bias 4.20 6.16 
 Cum_bias 31.63 37.79 
  RMSE 40.73 37.63 
Gualaceo Pearson correlation 0.70 0.71 
 IRF 0.55 0.40 
 Mean-bias -2.29 -0.21 
 Cum_bias 33.41 41.70 
  RMSE 34.82 35.33 
Paute Pearson correlation 0.55 0.54 
 IRF 0.41 0.31 
 Mean-bias -9.90 -8.34 
 Cum_bias 44.16 48.21 
  RMSE 31.61 31.04 
Palmas Pearson correlation 0.25 0.45 
 IRF 0.45 0.53 
 Mean-bias -1.85 7.87 
 Cum_bias 36.99 37.81 
  RMSE 52.44 47.51 
Biblián Pearson correlation 0.67 0.65 
 IRF 0.57 0.54 
 Mean-bias -18.39 -7.05 
 Cum_bias 52.34 35.49 
  RMSE 44.75 40.97 
 
 
 
 
58		
 
4.4.2.1 The added value of quantile mapping 
 
      The QM correction parameters for the power parametric transformation applied to 
AI and SDSM ensembles are presented in Table 4.4. The comparison of the multiyear 
monthly mean (mymm) precipitation of the SDSM with the SDSM_QM ensemble is 
presented in Figure 4.4-a to e. As shown in Figure 4.4-a, SDSM applied to the El 
Labrado station fails to capture the observed seasonality. However, the performance, 
bias and variance improved considerably after applying QM. Seasonality applying 
SDSM to the Gualaceo (Figure 4.4-b) station is less correctly presented, and fails to 
capture the maximum in April and overestimates precipitation during the dry season in 
August. Application of QM only corrects the representation in August, but not in April. 
The ensemble of SDSM compositions represents well seasonality but underestimates 
significantly the November precipitation depth. Application of QM improves the 
representation of seasonality but does not improve the November estimate. The SDSM 
in Paute station represents seasonality well, but underestimates significantly the 
maximum in November. QM applied to SDSM in Paute improves the performance of 
seasonality, yet fails to improve the representation of the November precipitation 
(Figure 4.4-c) The SDSM approach calibrated to the observations of the Palmas station 
(Figure 4.4-d), a station with uni-modal regime (UM), depicts fairly correct seasonality 
notwithstanding the limited spatial extent of the UM regime and the poorly 
representation of the meso-scale influences in the synoptic predictors. Application of 
QM negatively affects the SDSM representation during the first 6 months of the year, 
but improves slightly the representation during the remaining period of the year. The 
seasonality of the Biblián station (Figure 4.4-e) is properly represented by the SDSM 
ensemble and so does the SDSM_QM. Only the November peak in precipitation is 
neither captured by SDSM nor SDSM-QM. 
 
      The comparison of mymm of the AI with the AI_QM ensembles is presented in 
Figure 4.4-f to j. The AI ensembles (ENS-AI) underestimates precipitation in April, 
overestimate in July and August and underestimate in November, although at some 
extend represents seasonality. QM improves the intra-annual variability, but still the 
November maximum is not correctly estimated. The ENS-AI in Gualaceo (Figure 4.4-g) 
station captures well both peaks in April and November, but underestimates 
precipitation in August. The estimation in August is considerably improved after 
correction of the bias and the inflation of the variance. In the Paute station (Figure 4.4-
h) are both peaks, respectively in April and November, and the minimum in August 
well captured by the ENS-AI, while QM further improves the distribution of the median 
of the monthly precipitation. The ENS-AI represents poorly the distribution of the 
Palmas station (Figure 4.4-i, UM regime), even after QM application. For the Biblián 
station (Figure 4.4-j) the ENS-AI_QM captures the April peak one month earlier, but 
fails to correctly depict the magnitude of the November peak. 
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Table 4-6:	Statistical metrics for artificial intelligence and SDSM ensembles. 
 
Station Metric AI SDSM AI_QM SDSM_QM 
El Labrado Pearson correlation 0.58 0.37 0.58 0.38 
 IRF 0.49 1.00 0.87 1.14 
 Mean-bias 4.37 -41.49 -3.24 -0.54 
 Cum_bias 38.23 126.89 12.19 9.96 
  RMSE 37.70 65.41 41.67 51.44 
Gualaceo Pearson correlation 0.74 0.53 0.72 0.50 
 IRF 0.52 0.46 1.04 1.03 
 Mean-bias -1.01 10.28 4.33 1.85 
 Cum_bias 34.02 47.50 7.35 9.01 
  RMSE 33.92 38.26 32.87 44.86 
Paute Pearson correlation 0.59 0.47 0.57 0.47 
 IRF 0.36 0.47 0.80 0.89 
 Mean-bias -10.46 1.14 -4.26 1.34 
 Cum_bias 47.61 31.73 15.59 7.77 
  RMSE 30.60 30.26 31.13 35.03 
Palmas Pearson correlation 0.44 0.16 0.44 0.14 
 IRF 0.52 0.54 1.12 1.02 
 Mean-bias 7.39 16.31 0.97 -3.66 
 Cum_bias 38.14 56.93 8.77 12.28 
  RMSE 47.45 56.09 55.73 66.62 
Biblián Pearson correlation 0.66 0.46 0.67 0.45 
 IRF 0.61 0.56 1.29 1.25 
 Mean-bias -11.12 -2.87 -1.21 1.66 
 Cum_bias 35.01 29.99 18.91 17.30 
  RMSE 41.73 44.89 39.87 51.81 
 
 
      Results clearly reveal that the application of QM to the output of both modeling 
approaches, SDSM and ENS-AI, overall improves the representation of seasonality, as 
well as the representation of rainy and dry periods. However, both approaches 
underestimate the median value of the precipitation depth in November. This fact could 
indicate that the set of synoptic predictors do not include a variable that is related to an 
enhancement of precipitation in this period. Further studies are needed to determine the 
variables and related phenomena.  
 
Table 4-7:  Pearson correlations between observations and SDSM_QM and ENS-AI_QM models. 
STATION ENS-AI_QM SDSM_QM 
EL LABRADO 0.741 0.516 
GUALACEO 0.946 0.672 
PAUTE 0.730 0.629 
PALMAS 0.788 0.593 
BIBLIAN 0.691 0.532 
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4.4.2.2 Representation of monthly variability by downscaled 
results 
       
      To compare the representativeness of SDSM_QM and ENS-AI_QM, the correlation 
of the mymm time series with the observed values is shown in Table 4.7. For all stations 
ENS-AI_QM presents greater Pearson correlation coefficient than SDSM_QM. The 
multi-year median observed and estimated monthly precipitation depth, using 
respectively the SDSM_QM and ENS-AI_QM model ensembles, are presented in the 
Figure 4.5-a,c,e,g and i. For the graphical presentation the Box-Whisker plot type was 
selected, as to show in addition to the median the variation in estimates (see Figure 4.5-
b,d,f,h and j).  
 
      For the El Labrado station (Figure 4.5-a,b) is the observed interquartile range higher 
for the period January to April, with lower values in August and September. It is 
worthwhile noticing that although ENS-AI_QM captures seasonality, the intra-annual 
variability is not captured. Even for some months SDSM_QM captures the variability 
better, as is the case for March. This fact suggests that an assessment for SD should be 
based on several models. The median and interquartile range is relatively well captured 
for the Gualaceo station (Figure 4.5-c,d), the variability of the months from January to 
September is similar for the SDSM-QM and ENS-AI_QM estimates. October and 
November variability is different for the two models, but the median is well represented. 
The variability and the median are better represented by ENS-AI_QM and slightly 
overestimated by SDSM_QM in the period June to August. Figure 4.5-e,f depicts the 
results for the Paute station, illustrating that both models relatively well represent the 
median and interquartile ranges in the period January to September, but fail to do so for 
the period October to December. This fact highlights the need to further explore the 
relation between the synoptic conditions and rainfall. Neither the SDSM_QM nor the 
ENS-AI model estimates correctly the median of the Palmas station (Figure 4.5-g,h), 
the only station with a uni-modal regime. Because both model approaches indistinctly 
overestimate or underestimate in some months it might be worthwhile examining more 
in detail the representation of an ensemble of both models. The interquartile range of 
each month is relatively well represented except in a distinct number of months, such as 
January, April, June, July, September and October. This could mean that in those 
months the influences of the meso-scale factors are not properly represented in the 
synoptic variables. An option for its remediation could be a methodology in which the 
influences of meso-scale factors are considered, e.g. dynamic downscaling, followed by 
the application of statistical downscaling to regional predictors. However, further 
studies are necessary to support the applicability of such an approach in mountain 
regions. For the Biblián station (Figure 4.5-i,j), the two approaches overestimate 
precipitation in the period January to March. ENS-AI_QM captures adequately the 
median from April to December, with exception of November, as was the case for the 
other stations. Overall, the ENS-AI_QM depicts fairly well the variability, except for 
October and November, whereas SDSM_QM underestimates the variability throughout 
the year.  
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Figure 4-4: Multiyear monthly mean precipitation for SDSM ensemble and SDSM ensemble bias 
corrected (a-e), and multiyear monthly mean precipitation for AI-ENS and AI-ENS bias corrected (f-
j). 
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Figure 4-5: Comparison of SDSM and AI ensembles bias corrected (a, c, e, g, i), and Box-
Whisker plots for SDSM and AI ensembles bias corrected, from January through December (b, d, f, 
h, j). 
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4.5 Conclusions 
 
      The evaluation of downscaling methods in mountain regions is of major importance 
due to the misrepresentation of climate by GCMs. The low resolution of GCMs limits 
the accurate prediction of the probable impacts of climate change at basin scale. In the 
present work, the applicability of monthly precipitation downscaling of global climate 
models by SDSM, and methods of artificial intelligence, as neural networks and support 
vector machines, was studied. Also a comparative analysis of the applied downscaling 
methods was conducted. Comparative analysis revealed that with respect to the 
downscaling of monthly precipitation neural networks and least square support vector 
machine models perform equally. Considering the statistical metrics, such as Pearson 
correlation, root mean square error, and percentiles biases, overall the AI methods 
showed better skills in relation to SDSM, although in some seasons and some months, 
the importance of considering both model approaches was necessary in order to derive 
robust conclusions. In general, although the representation of precipitation from January 
to August is adequate, especially in November both approaches failed to represent 
precipitation in some stations. Further analysis of the synoptic conditions for this period 
is therefore recommended and a methodology considering downscaling with specific 
predictors by month or season might be advisable. From the analysis on Palmas station, 
a station with important meso-scale influences, we could derive that further evaluation 
of a methodology of downscaling using dynamic and statistical methods in cascade, 
could help capture features that GCMs are not able to represent. 
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ABSTRACT The Downscaling of Global Climate Models (GCMs) aims at 
incorporating finer-scale information to their horizontal resolution in order to represent 
regional and local processes better. There are two main approaches to downscaling: 
statistical (based on data relationships between synoptic atmospheric variables and 
observations of local variables) and dynamical (based on the modeling of regional 
atmospheric processes and land surface interactions). In this study, some predictive 
capabilities regarding the generation of station-scale mean monthly temperature and 
rainfall of both a statistical (ANN-based) and a dynamical (WRF-based) downscaling 
approach are assessed. We have devised two versions of the statistical downscaling 
approach. One of them includes regional orographic variables as predictors to allow for 
spatial extrapolation; the other is purely local. Historical observational data, from the 
period 1990-1999, of two major watersheds in the Ecuadorian Southern Andes, the 
Jubones and Paute river basins, were used. Since, to a certain extent, the value added by 
downscaling techniques can be attributed to terrain information; it is worth noting that 
some characteristics of the selected catchments (as notorious altitude differences and the 
presence of qualitatively different precipitation regimes) provide a scientifically 
interesting location for exploring how finer-scale effects are captured. For this reason, 
we concentrate on the ability of downscaling techniques to reproduce seasonality. A 
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decade of evaluation proved that both approaches were able to qualitatively describe 
precipitation and temperature seasonal variations for different regimes at representative 
weather stations. Furthermore, the seasonality of precipitation represented by both 
downscaling approaches surpassed the seasonality representation of reanalysis data. 
However, shortcomings on the estimates were found. Specifically, dynamical 
downscaled precipitation estimates were prone to overestimation. Despite the fact that 
the considered downscaling approaches are different in nature, their ability to represent 
the high spatio-temporal variability in this region highlights the importance of 
evaluating their strengths and limitations. 
 
Keywords: Statistical downscaling, dynamic downscaling, RCM, WRF, artificial 
neural network (ANNs), Ecuador. 
 
5.1 Introduction 
 
      Climate and hydrological impact studies demand high-resolution temporal and 
spatial meteorological data, more in particular precipitation and temperature data. More 
and more, simulations of global climate models (GCMs) represent the basis of 
hydrologic impact studies. Although GCMs are quite skillful at large scales, they are 
unable to represent local climate characteristics and dynamics such as local 
topographical features, land surface-atmosphere interactions, and convective cloud 
processes (Coulibaly and Dibike, 2004). To increase the resolution of GCMs output 
data, both in time and space, several downscaling techniques have been developed. 
Fowler et al. (2007) considered two groups, statistical and dynamical methods.  
 Downscaling techniques based on artificial neural networks (ANNs) can be 
classified as statistical (or empirical), since they are data-driven. ANNs are well known 
machine-learning tools and were used in this study to derive cross-scale relationships 
between synoptic atmospheric (predictors) and local variables such as precipitation and 
temperature (predictands). Dynamical downscaling is processes-driven and can be 
performed by means of Regional Climate Models (RCMs). An example of an RCM is 
the Weather Research and Forecasting (WRF) model, selected for this study. WRF can 
be parallelized, is open source, and continuously updated and maintained by The 
National Centre for Environmental Prediction (NCEP) and The National Centre for 
Atmospheric Research (NCAR); which is a tremendous advantage for potential users. 
Dynamical downscaling not only offers higher resolution than GCMs, but also furnishes 
spatial information about atmospheric processes. However, a considerable handicap of 
dynamical downscaling in comparison to statistical techniques is its high computational 
demand.  
 With regard to statistical downscaling, one can also say that it is, in principle, of 
local character, in the sense that cross-scale relationships are sought between global and 
local surface variables at specific points in the study area. Furthermore, these 
relationships are supposed to be stationary (Pielke and Wilby, 2012), which is a major 
issue if one wishes to use this kind of techniques for climate change studies. It must be 
mentioned that some stationarity assumptions are also present in dynamical 
downscaling through the introduction of parameterized schemes (Pielke et al., 2012). 
 Early applications of RCMs were compared with GCMs or observations (Giorgi 
and Mearns, 1991; Giorgi et al., 1994); but few studies evaluated RCMs and 
statistical/empirical techniques against observations. Several studies indicated little 
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difference between statistical and dynamical downscaling results for mean monthly 
surface temperature and precipitation (Kidson and Thompson, 1998; Mearns et al., 
1999; Murphy, 1999). More recently, Haylock et al. (2006) compared six statistical and 
two dynamical downscaling models for heavy precipitation and, besides the similarities 
between all methods, non-linear artificial neural network models proved to be the best 
to model inter-annual variability, although they underestimated extremes. Schmidli et 
al. (2006) found that a statistical technique was similar in performance to three RCMs 
in several regions of the European Alps; however they perceived that RCMs did add 
value in small regions. Furthermore, Hellström et al. (2001) found a difference between 
the results of two dynamical and statistical downscaled precipitation scenarios for 
Sweden. These authors identified a higher temporal and spatial variability of 
precipitation changes in the statistical downscaled scenarios than in the dynamical ones; 
and also the spread of the scenarios created by the statistical model was larger than that 
between the RCM scenarios on average. In regions of complex topography, Schmidli et 
al. (2007) obtained, for the current climate, similar bias in six statistical downscaling 
models and three RCMs, on the one hand, but differences with respect to inter-annual 
variations, on the other hand. Summarizing, dynamical and statistical downscaling 
approaches have their own strengths and limitations. Despite the fact that the former is 
conceptual and the latter empirical, their specific evaluation for applications is highly 
advisable for several reasons. First, they can be used as a validation tool for each other 
(Landsea and Knaff, 2000). Second, different applications imply different requirements. 
For instance, if computational cost is an issue, one could resort to a statistical method, 
whereas, if explaining mechanisms is the objective, dynamical downscaling appears as a 
better option. Finally, downscaling techniques can be combined in order to obtain more 
accurate predictions (Chen et al., 2012). 
 Seldom has the capability of downscaling techniques with application to the 
Ecuadorean Andes been tested. Buytaert et al. (2010) evaluated the value of an RCM 
with respect to a GCM, using the PRECIS model with 50 km pixel resolution. For 
annual precipitation, they concluded that PRECIS downscaled results added information 
in some cases, but in other cases they produced inappropriate results, even worse than 
the parent GCM (HadAM3p). With regard to temperature, they found that PRECIS 
produced locally better results than HadAM3p. As a general conclusion, Buytaert et al. 
(2010) stressed, given the high degree of uncertainty, the need of screening the capacity 
of several RCMs for the Andes region. They recommended improving the spatial 
resolution, and the evaluation of RCMs on seasonality description. With respect to 
statistical downscaling methods, just a few studies have been performed in the Andes 
region to the authors’ knowledge (e.g. Minvielle & Garreaud, 2011; Souvignet et al., 
2010; Labraga, 2009; Souvignet & Heinrich, 2011). Mora et al., 2014, applied the 
adjusted quantile perturbation approach to downscale climate in the Paute basin, in 
order to generate discharge for future scenarios. However, a prior evaluation of this 
statistical downscaling technique was not conducted. Consequently, assessment of the 
capacity of downscaling techniques in the Andes mountain region is no unnecessary 
luxury, since it will enable the derivation of the desired temporal and spatial resolution 
of temperature and precipitation, as well as other weather variables, for the purpose of 
model-based impact studies. 
 In a first step towards the understanding of the underlying processes, the 
representation of seasonal variations is important, and the added value of downscaling 
tools could greatly benefit this long-term objective. However, it is crucial to guarantee 
the validity of these tools. The presence of unimodal and bimodal precipitation regimes 
in the study area is an opportunity to evaluate if downscaled estimates do in fact add 
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value to the large-scale results, given that these results are not able to capture the spatial 
variability of climate due to meso and local scale influences. To this end, we have 
evaluated the predictive capability of the WRF and ANN downscaling approaches. In a 
preparatory stage for this evaluation, a sensitivity analysis of the WRF physical 
schemes and a training process of ANNs were performed. Thereafter, the downscaled 
monthly time series of precipitation and temperature were evaluated against 
observations. For the evaluation, we calculated the bias, the RMSE, and the correlation 
coefficient. However, our main concern was to analyze the ability of the different 
downscaling models to represent seasonal variations, especially with regard to the 
presence of qualitatively different precipitation regimes in the study area. 
 
 
5.2 Materials 
 
5.2.1 Study Area 
 
     The study region encompasses the Paute (6148 km2) and Jubones (4353 km2) 
catchments, with their outlet towards the east into the Amazon basin and towards the 
west into the Pacific Ocean, respectively. Catchment delineation and topography are 
depicted in Fig. 5.1. Both river basins are located in the Andean region of Ecuador, 
geographically defined by 3,8°-2,3°S to 80°-78,2°W and altitudinally ranging between 0 
and 4000 m a.s.l. The importance of the study area for this research does not only come 
from its orographic complexity but also from its services to society. The Andean 
highlands are a unique natural resource system for hydropower, irrigated agriculture, 
fresh water for domestic and industrial uses, and ecoservices (Célleri and Feyen, 2009). 
 
Climate is influenced by the Pacific coastal regime from the west, and the continental 
and tropical Atlantic air masses from the east (Vuille et al., 2000). Mean annual 
precipitation and temperature vary spatially in a significant amount: from 250 to 1500 
mm and from 12°C in the highlands to 22°C in the lowlands (INAMHI, 2013). In the 
Paute basin, the rainfall regime can be split, according to Célleri et al. (2007), into four 
different spatial structures (two unimodal (UM) and two bimodal (BM) regimes). The 
two unimodal regimes, UM1 and UM2, have rainfall all year round with a pronounced 
rainy season in June-July. They are caused by moist advection fluxes (Laraque et al., 
2007) coming from the central Amazon region by persistent easterlies (Bendix & Lauer, 
1992), increasing orographic lifting on the east flanks of the Andes cordillera, thereby 
forming the Andean Occurring System (AOS). AOS is a cloud and rainfall band located 
along the eastern slopes of the eastern cordillera produced by the barrage effect of the 
Andes to the easterlies at this latitude, increasing clouds formation and rainfall. The 
AOS has its local influence in the lower part of the Paute basin through the Paute 
canyon in regions with UM regime. Regimes UM1 and UM2 were differentiated by 
Célleri et al. (2007) based on the total annual precipitation, varying between 2900 and 
3400 mm yr-1 and 1100 and 1600 mm yr-1. The two regions with unimodal rainfall 
regime are located on the eastern part of the basin, towards the outlet. The regions with 
bimodal regimes, BM1 and BM2, characterized by Célleri et al. (2007) as having a total 
annual precipitation in the range of 660 to 1100 mm yr-1 and 1000 to 1800 mm yr-1, 
respectively, are located on the central and western part of the basin. BM seasonality, 
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with peaks in March-April and October-November, convective in nature, is the typical 
inter-Andean regime. The phenomenon is due to the interplay between the passage of 
the intertropical convergence zone (ITCZ), the solar cycle (Bendix and Lauer, 1992), 
and the equatorial Walker circulation. The interplay between these elements results in a 
strong decline in rainfall in the period June-July, typical for the dry period experienced 
in the region during these months (Lau and Yang, 2002). The rainfall regime in the 
Jubones catchment is bimodal (BM) with a heavy rainy season lasting from January to 
April, and the second rainfall peak from October to November is suppressed due to the 
South Pacific anticyclone seasonality in the lower region (Bendix and Lauer, 1992). 
These unique terrain characteristics and the presence of several precipitation regimes in 
a relatively small area make each of the studied catchments a privileged natural location 
for testing the skills of downscaling techniques. 
 
 
Figure 5-1: Location of the study area, WRF principal and secondary domains and meteorological 
stations chosen for the calibration and validation of the statistical and dynamical downscaling 
methods 
 
 
  
  In other respects, the effect of ENSO on precipitation at a given location in 
Ecuador is mainly determined by its position with respect to the western cordillera and 
by its elevation (Rossel et. al., 1998). Regions located towards the west of the western 
cordillera and below 1500 masl are strongly influenced by ENSO. This effect dissipates 
eastward towards the higher innermost valleys, where additional climatological 
influences and complex precipitation processes are especially important (Rollenbeck et 
al 2011, Pineda et al. 2013). In the case of the Jubones basin, high elevations and 
sheltered canyons account for around 70% of its area, which limits ENSO influence. 
For inter-Andean valleys as the Paute basin, ENSO influence is almost negligible due to 
their high elevation and eastward oriented exposure towards the Amazon basin (Célleri 
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et al. 2007, Rossel et. al., 1998). Also, for the Amazon region ENSO influence is 
negligible (Rossel et. al., 1998), which confirms the findings of Bendix & Lauer (1992) 
that the Andes cordillera acts as weather divide. However, during 1982-83 and 1997-98, 
ENSO exceptional events affected Ecuador severely, thereby producing significant 
positive anomalies in precipitation countrywide. Anomalies of much lesser extent were 
observed during the years 1965-66, 1969-70, 1972-73, 1986-87, and 1991-92. In 
summary, the effect of the ENSO system in Ecuador is characterized by a high degree 
of uncertainty both in periodicity and in amplitude. Although ENSO influence on the 
studied basins is either limited or negligible most of the time, its uncertainty can distort 
the climate-scale representativeness of monthly averages. Since the main objective of 
this article is the study of climatological seasonality of precipitation, we decided to use 
synoptic data in periods not affected by ENSO for both the model selection and the 
validation of the downscaling approaches considered. This is a challenging task in itself 
due to the existence of complex processes in a rather complex topography. 
 
5.2.2 Data 
 
 The National Institute of Meteorology and Hydrology of Ecuador (INAMHI) 
provides precipitation and temperature records in several sites within the study area. 
Data quality from all available stations was checked. Stations having a missing data 
percentage greater than 20% were not considered in the analysis. Proportionality and 
homogeneity of the data series were checked by using double mass plots and the R-
based RHtests-V3 software package, developed by the Climate Research Division of the 
Meteorological Service of Canada which is available at the website of the Expert Team 
on Climate Change Detection, Monitoring and Indices (ETCCDMI) (Wang and Feng, 
2012). While the double mass plots check for proportionality in the cumulative monthly 
volumes between stations, the temporal homogeneity of each station is verified applying 
the RHtests-V3 functions based on the penalized maximal F test, which identifies 
change points (shifts in the mean) in the precipitation and temperature time series 
(Wang, 2008a; Wang, 2008b). Although ENSO events were identified as change-points, 
they were not considered as shifts since they are reckoned as common climate variations 
in the region. Also, change-points repeatedly encountered in more than one nearby 
station were not interpreted as shifts assuming that they are the consequence of local 
modifications in the climate. 
 
A total of 18 stations located in the study area were found to have homogeneous time 
series. From these stations, five were selected for temporal calibration and validation 
analysis, considered as accurately depicting the climate variability in both study 
catchments. In the Paute catchment, Rio Mazar-Rivera (M410) with a unimodal regime 
UM2, Cuenca-Aeropuerto (M067) with a BM1 regime, and El Labrado (M141) with a 
BM2 regime were chosen because of the available amount of data that those stations 
have, after approval by an expert (Célleri, 2013, personal communication). For the same 
reasons, the stations Pasaje (M040) in the Coastal region and Saraguro (M142) in the 
highlands, both with unimodal regime, were considered as representative for the climate 
variability in the lower and upper reaches of the Jubones basin. Characteristics of these 
5 weather stations are listed in Table 5.1 and their location depicted in Fig. 5.1. The 
time series of these stations, spanning the period 1964-1999 were used for model 
74		
selection and validation of the downscaling techniques. The period 1964-1989 was 
chosen for model selection, and the period 1990-1999 for validation.  
 
Table 5-1: Weather stations in the Paute and Jubones basins with weather data in the record period 
1964-1999. 
Code Station name Altitude (m a.s.l.) Institution 
% missing 
precipitation data 
M067 Cuenca Aeropuerto 2516 DAC 0,32 
M138 Paute 2289 INAMHI 7,01 
M139 Gualaceo 2360 INAMHI 6,37 
M141 El Labrado 3260 INAMHI 0,96 
M410 Rio Mazar-Rivera 2450 INAMHI 9,24 
M045 Palmas 2400 INAMHI 17,00 
M040 Pasaje 40 INAMHI 5,41 
M431 Sevilla de oro* 2708 INAMHI 1,20 
M197 Jacarín* 2478 INAMHI 12,30 
M072 Machala Aeropuerto** 4 FAE 10,00 
M142 Saraguro 2525 INAMHI 0,00 
M419 Girón* 2130 INAMHI 4,78 
M292 Granja Sta. Inés 5 INAMHI 0,47 
 
Legend: INAMHI: Instituto Nacional de Meteorología e Hidrología; DAC: Dirección General 
de Aviación Civil; INECEL: Instituto Ecuatoriano de Electrificación; FAE: Fuerza Aérea 
Ecuatoriana; INOCAR: Instituto Oceanográfico de la Armada. * The period for spatial cross-
validation stage dates from 1996 to 2000. ** The periods for spatial cross-validation stage are 
1998-2000 and 2009-2010. 
 
   
 Complementarily, for spatial cross-validation analysis, the Jacarín (regime BM1) 
and Sevilla de Oro (regime UM) stations located in the Paute basin, and Girón station 
located in the Jubones basin, were used to validate precipitation estimates obtained from 
the statistical downscaling method (refer to section 3). Meanwhile, for temperature, 
Paute and Machala stations in the Paute and Jubones basins, respectively, were used to 
validate the statistical downscaling method by spatial cross-validation (refer to section 
3). Due to the high percentage of gaps in the time series of these stations, a shorter 
period was considered during the spatial cross-validation stage. The period for spatial 
cross-validation of Jacarín, Sevilla de Oro, Girón and Paute stations is from 1996 to 
2000. For Machala station, the period goes from 1998 to 2000 and from 2009 to 2010 
(Table 5.1). 
  Reanalysis data variables from NCAR/NCEP Reanalysis Project (NNRP) were 
used as predictors during the training and validation stages in statistical downscaling. 
Also NNRP data were used for the characterization of the boundary and the initial 
conditions for the dynamical downscaling. The National Centre for Environmental 
Prediction (NCEP) and The National Centre for Atmospheric Research (NCAR) 
maintain the NNRP dataset which has a spatial resolution of 2,5 by 2,5 degrees 
(approximately 209 km) with 28 sigma levels and a temporal resolution of 6 hours 
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(Kistler et al., 2001). Data is available online from 1948 to the present with more than 
80 meteorological variables such as temperature, relative humidity, precipitation, etc. 
(NCAR et al., 1994). The NNRP dataset was chosen for this study since reanalysis 
variables come from the interpolation of observations or are at least influenced by 
observations assimilated in a physical based model (Kistler et al., 2001); therefore it is 
expected to allow for the best performance of a downscaling method in comparison with 
other datasets. 
 
 
5.3 Methods 
 
As mentioned before, downscaling methods can be grouped in two classes: 
statistical (SD) and dynamical (DD). Although both try to attain the same objective of 
incorporating finer-scale information to GCM’s results, their conception is quite 
different, which entails different features for each method. Despite this, we have 
devised a methodology to obtain downscaled estimates that is intended to be as similar 
as possible for both approaches. First, a model selection phase was implemented. For 
the statistical case, several ANN models were trained: some devised to be purely local, 
and the other incorporating regional orographic variables (such as elevation, slope, and 
aspect) as predictors to explore the possibilities of obtaining spatial extrapolation 
capabilities from the ANN approach. With regard to dynamical downscaling, a 
sensitivity analysis was performed in order to compare different combinations of 
physical parameterizations with observations. We do not claim that the selected 
combination is optimal in any rigorous sense. What we try is to have some rational 
criterion to support the selection of a plausible combination of physical schemes, which, 
in our case, leads to the smallest precipitation error.  
The second stage is validation. It is based on (i) temporal validation and (ii) 
spatial cross-validation. The former has been applied station-wise for DD and for the 
purely local SD. The DD model furnishes area-wide results and regional cross 
validation is not needed. For SD, the temporal validation consists on the comparison of 
the results with observations at a given station in a period different from the one used 
for the training stage. In contrast to temporal validation, for the spatial cross-validation 
of SD, the period for the training stage could be coincident with the period of 
validation. However, the results of simulations are compared with observations in a 
different station from the stations considered for training. Thus, the spatial cross-
validation on SD evaluates the spatial generalization capabilities of the statistical 
downscaling approach. In order to assess performance for temporal validation and 
spatial cross-validation, the bias, root mean square error (RMSE) and the Pearson’s 
correlation coefficient (γ) were calculated. 
  
5.3.1 Statistical downscaling 
 
      Statistical techniques for scale reduction are based on models that relate empirically 
large-scale circulation variables (predictors) with regional variables observed in stations 
(predictands). This can, according to Dibike and Coulibaly (2007), formally be 
expressed as R = F(L), where, R represents the predictands (i.e. precipitation and 
temperature), L the predictors (i.e. sea level pressure, specific humidity, geopotential 
heights, air temperature, relative humidity, mean wind velocity, and surface zonal 
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wind), and F is the transfer (cross-scale) function. The transfer functions are based on 
linear and nonlinear regression models to infer relationships between local predictands 
and large-scale predictors. Here a nonlinear technique was used. Examples of this kind 
of models, besides neural networks, are multiple regressions analysis, canonical 
correlation analysis, support vector machines, among other techniques. The authors 
selected neural networks for downscaling for their well-known ability to capture non-
linear relationships. A typical ANN consists of a series of nodes or neurons arranged as 
an input layer, one or more hidden layers, and one output layer. The neurons accept a 
vector of inputs, which are then multiplied by a weight matrix W and summed, before 
further processing through an activation function f. There are no fixed rules for selecting 
the number of hidden layers and the number of nodes per layer. Therefore, 
experimentation by trial and error is still the most reliable method for delineating the 
optimal architecture of the network. 
The model selection phase for statistical downscaling starts typically by defining the 
network architecture. For this work, a feed-forward network was chosen. Then, a 
hyperbolic tangent activation function was applied at the only hidden layer and a linear 
activation function at the output layer. In addition, the networks were trained using a 
back propagation algorithm. That is, the Mean Squared Error (MSE) between the output 
and the observations was back-propagated through the ANN to determine the weights 
for the next training iteration, until a tolerance on the MSE was reached. 
 
5.3.2 Dynamical downscaling 
 
As mentioned before, the Weather Research and Forecasting (WRF) model was applied 
as dynamical downscaling technique. It is a Regional Climate Model (RCM) simulating 
atmospheric processes. Since dynamical downscaling techniques are computationally 
demanding, the authors selected the WRF model, because the latter possesses the 
capacity to simulate a multitude of processes in parallel. Other elements that contributed 
to the selection of the WRF model are the fact that it is open source and that the model 
is continuously actualized and maintained by The Mesoscale and Microscale 
Meteorology Division of NCAR, United States. The Advanced Research WRF 3 
version was used to perform the dynamical downscaling. NNRP dataset, archived in 
ds090.0 dataset, was used as input for the WRF model. It includes temperature, wind 
velocity in the x- and y-direction, relative and specific humidity, elevation, surface 
pressure, sea-level pressure, terrain conditions, soil moisture, sea ice, land/sea flag, and 
snow depth. The WRF model domains are detailed in Fig. 5.1. The nested domain 
covers the study area, 225 km by 225 km in size and a 15 km by 15 km resolution. This 
domain is placed in the main domain which is three times larger (675 km by 675 km) 
and it has a three times coarser resolution (45 km by 45 km) than the nested domain. 
The purpose of nesting the domain is to increase the resolution of the initial and 
boundary conditions up to 45 km by 45 km, which is much higher than the GCM 
resolution. The size of the bigger domain meets the recommendations made by Gill and 
Pyle (2011), and Moeng et al. (2007) leaving at least 5 cells distance from the nested 
domain at each side. The WRF system includes several mathematical schemes that 
solve the following physical processes: microphysics (MP), convective and shallow 
clouds (CU), surface layer (SL), land and urban surface (SF), planetary boundary layer 
(PBL), long wave radiation (RALW), and short wave radiation (RASW). Herewith, 
only a limited number of combinations among physics schemes were chosen. The first 
configuration SIM1 (Table 5.2) was defined according to the recommendation of Wang 
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et al. (2012) for regional climate modeling with a 10 to 30 km resolution. The other 
simulations were combined following the recommendations of Skamarock et al. (2008) 
who detail only schemes widely used and propose their use taking into account 
downscaling resolution and the fact that not all combinations of physical schemes are 
plausible. MP schemes recommended for a downscaling resolution greater than 10 km 
are Kessler (Kessler 1969), WRF Single-Moment 3-class = WSM3 (Hong et al, 2004) 
and WRF Single-Moment 5-class scheme = WSM5 (Hong et al, 2004); however WSM5 
is similar to WSM3 but it takes supercooled water into consideration and gradual 
melting of snow; hence Kessler and WSM5 will be tested. CU schemes should only be 
used in grids bigger than 5 km and the following schemes are recommended for grids 
bigger than 10 km: Kain-Fritsch (KF-Eta, KF-Eta 2 and KF-Eta 3, which are small 
variations of KF-Eta) (Kain, 2004), Grell-Devenyi (Grell and Devenyi, 2002), and 
Betts-Miller-Janjic = BMJ (Janjic, 1994, 2000). SL schemes discussed in Skamarock et 
al. (2008) are NCAR Mesoscale Model Version 5 = MM5 which has to be combined 
with Yonsei University (Korea) = YSU (Hong et al., 2006) as a PBL scheme, Eta which 
has to be combined with Mellor-Yamada-Janjic = MYJ as a PBL scheme, and 
Similarity theory = PX (Pleim, 2006). Two SF schemes were chosen for 
parameterization: NOAH LSM and Urban canopy = Noah (Chen and Dudhia, 2001; 
Kusaka et al, 2001), which is the most complex and complete scheme, and also the 
simple Thermal scheme that was already used in Ecuadorian regions (Muñoz and 
Recalde, 2010). PBL schemes recommended are: YSU, MYJ and Asymmetrical 
Convective Model version 2 = ACM2 (Pleim, 2007) taking into account that YSU has 
to be combined with MM5 and MYJ with Eta scheme, thus ACM2 is combined with 
PX. The most complete and proven RALW schemes are Rapid Radiative Transfer 
Model = RRTM (Mlawer et al. 1997) and NCAR Community Atmosphere Model = 
CAM3 (Collins et al, 2004) while RASW recommended schemes are Goddard (Tao et 
al., 1989) and CAM3. Therefore, in this study, the schemes mentioned were combined 
as shown in Table 5.2. By finding the best scores (bias, RMSE, and Pearson’s 
correlation coefficient) between the WRF simulations and rain gauge data, we wish to 
identify a plausible combination of physical schemes that leads to the smallest 
precipitation error in the simulated periods for the study region. Since the WRF model 
integrates atmospheric processes, it is recommended to use only data of ENSO neutral 
years, as discussed above. Therefore, two ENSO neutral years in each decade were 
selected for sensitivity analysis. A month prior to each simulation period was included 
for the model spin-up (Wei et al., 2002). The following periods were selected for the 
sensitivity analysis of the WRF model: 03/1966-04/1968, 11/1977-12/1979, and 
04/1983-05/1985. 
 
 
5.4 Results and discussion 
 
5.4.1 Model selection phase for dynamical and statistical 
downscaling 
 
 In statistical downscaling for temporal validation, the networks were first trained 
with all available predictor variables from the NNRP dataset as inputs. Then, a 
sensitivity analysis using MSE values was conducted to identify the best performing 
networks. After that, a new sensitivity analysis was performed to select a smaller group 
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of input variables (predictors). This analysis provided a measure of the relative 
importance of the predictors (inputs of the neural network) by calculating how the 
model output varies in response to input variations. The relative sensitivity of the model 
to each input is calculated by dividing the standard deviation of the output by the 
standard deviation of the varied input. The network was then retrained with the most 
relevant predictor variables. In addition to the predictors selected for temporal 
validation, data of elevation, slope, aspect, and month switch were used as predictors for 
spatial cross-validation. Regarding precipitation, an ANN for each station was devised 
for temporal validation, on the one hand. The selected stations were Cuenca-
Aeropuerto, El Labrado, Río Mazar-Rivera, Pasaje, and Saraguro. On the other hand, 
for spatial cross-validation, three networks were developed according to the 
precipitation regime of each specific region. For instance, the bi-modal region in the 
Paute basin, Cuenca-Aeropuerto, El Labrado, and Gualaceo stations were used for 
calibration and Jacarín station for validation. For the uni-modal region in the Paute 
basin, Río Mazar-Rivera and Palmas stations were used for calibration and Sevilla de 
Oro station for validation stage. Finally, for the Jubones basin, the stations Pasaje and 
Saraguro were used for calibration and Girón station for validation. With regard to 
temperature, the temporal validation was developed with one ANN for each basin, in 
Cuenca-aeropuerto and Saraguro for the Paute and Jubones basins, respectively. For 
spatial cross-validation of temperature, one ANN was developed for the Paute basin, 
using the stations Palmas and Cuenca-Aeropuerto for calibration and station Paute for 
validation; and one ANN for the Jubones basin with stations Saraguro and Granja Sta. 
Ines for calibration and station Machala for validation. 
 
The model selection phase of the WRF model was based on a sensitivity analysis 
combining twelve parameterizations (see Table 5.2). Several schemes for the 
parameterization of the atmospheric microphysics, the convective and shallow cloud 
layer, the surface layer, land/sub-surface, the planetary boundary layer, and the long 
wave and short wave radiation were considered. The results of the combinations were 
compared quantitatively to the observations of the five homogeneous weather stations 
representing the regional climate using bias, root mean square error and Pearson’s 
correlation coefficient, and qualitatively by comparing seasonal values. The schemes 
that influenced the results most were the ones that model the physics of convective and 
shallow clouds. Wang and Seaman (1997) and Gallus Jr. (1999), among others, also 
showed that the choice of the convective scheme strongly influences the simulated 
rainfall patterns. The scheme that produced rainfall results closest to the rain gauge data 
is the SIM8 simulation (Table 5.2), consisting of the combination of the Kessler scheme 
for microphysics, the Kain-Fritsch scheme for mimicking the convective and shallow 
cloud system, the Eta similarity for surface layer (Janjic, 1994), the 5-layer thermal 
diffusion representing the turbulence above the land surface layer, the Mellor-Yamada-
Janjic Eta a local closure model for planetary boundary layer (Mellor and Yamada, 
1982), and the CAM 3.0 scheme for modeling the long and shortwave radiation (Collins 
et al., 2004). Therefore, SIM8 was identified as a plausible combination of physical 
schemes that leads to the smallest precipitation error in the simulated periods for the 
study region. Table 5.3 summarizes the average bias, the RMSE and the correlation 
between the WRF model results and the rain gauge observations in the calibration 
period. The bias range of the monthly precipitation varies between 0,1 and 106 mm; the 
correlation coefficient is negative for the El Labrado weather station, ranging between 
0,18 and 0,49 in the remaining stations (Table 5.3a). Monthly temperature bias is 8°C in 
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the Cuenca-Aeropuerto weather station and 3°C in the Saraguro weather station and the 
correlation coefficient is respectively 0,32 and 0,13 (Table 5.3b). 
 
 
 
Table 5-2: Used parametrization schemes in the WRF model. 
Simulati
on MP CU SL SF PBL RALW RASW 
SIM1 WSM 6 Kain-Fritsch MM5 
NOAH LSM and Urban 
canopy YSU CAM3 CAM3 
SIM2 WSM 5 Kain-Fritsch MM5 
NOAH LSM and Urban 
canopy YSU CAM3 CAM3 
SIM3 Kessler Kain-Fritsch MM5 
NOAH LSM and Urban 
canopy YSU CAM3 CAM3 
SIM4 Kessler Kain-Fritsch Eta 
NOAH LSM and Urban 
canopy MYJ CAM3 CAM3 
SIM5 Kessler Kain-Fritsch PX PX ACM2 CAM3 CAM3 
SIM6 Kessler Kain-Fritsch Eta 
NOAH LSM and Urban 
canopy MYJ RRTM CAM3 
SIM7 Kessler Kain-Fritsch Eta 
NOAH LSM and Urban 
canopy MYJ CAM3 Goddard 
SIM8 Kessler Kain-Fritsch Eta Thermal MYJ CAM3 CAM3 
SIM9 Kessler BMJ Eta Thermal MYJ CAM3 CAM3 
SIM10 Kessler Grell-Devenyi Eta Thermal MYJ CAM3 CAM3 
SIM11 Kessler 
KF 
kfeta = 
2 
Eta Thermal MYJ CAM3 CAM3 
SIM12 Kessler 
KF 
kfeta = 
3 
Eta Thermal MYJ CAM3 CAM3 
 
 
Legend: MP = microphysics, CU = convective and shallow clouds, SL = surface layer, SF = land and 
urban surface, PBL = planetary boundary layer, RALW = long wave radiation, RASW = short wave 
radiation; WSM5 = WRF Single-Moment 5-class scheme (Hong et al, 2004); WSM6 = WRF Single-
Moment 6-class scheme (Hong and Lim, 2006); Kessler  scheme (Kessler  1969); Kain-Fri tsch 
scheme (KF-Eta,  KF-Eta 2,  KF-Eta 3) (Kain, 2004); Grell-Devenyi (Grell and Devenyi, 2002); 
BMJ = Betts-Miller-Janjic scheme (Janjic, 1994, 2000); MM5 =  NCAR Mesoscale Model Version 5; 
PX = Similarity theory (PX) (Pleim, 2006); NOAH LSM and Urban canopy (Chen and Dudhia, 
2001; Kusaka et al, 2001); Thermal; YSU =  Yonsei University (Korea) (Hong et al., 2006) MYJ = 
Mellor-Yamada-Janjic PBL (Janjic, 1990, 1996, 2002); ACM2 = Asymmetrical Convective Model 
version 2 PBL (Pleim, 2007); CAM 3.0 =  NCAR Community Atmosphere Model (Collins et al, 
2004) ; RRTM =  Rapid Radiative Transfer Model (Mlawer et al. 1997); Goddard (Tao et al., 1989). 
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Table 5-3: Bias, root mean square error (RMSE) and Pearson’s correlation coefficient for 
precipitation (a) and temperature (b) data from 1964 to 1989 for statistical downscaling calibration 
period and around six years (03/1966-04/1968, 11/1977-12/1979, and 04/1983-05/1985) for 
dynamical downscaling model selection period. 
(a) 
Station Dynamical downscaling Statistical downscaling Bias [mm] RMSE [mm] γ [-] Bias [mm] RMSE [mm] γ [-] 
Cuenca-Aeropuerto 22,07 53,69 0,18 -0,97 35,50 0,62 
El Labrado -6,60 59,69 -0,17 -0,85 40,26 0,42 
Río Mazar-Rivera 0,08 43,55 0,49 2,94 44,98 0,55 
Saraguro -32,91 48,75 0,12 -2,27 37,20 0,60 
Pasaje 105,78 154,76 0,45 -7,60 57,06 0,56 
Average 33,49 72,09 0,21 2,93 43,00 0,55 
 
(b) 
Station Dynamical downscaling Statistical downscaling Bias [°C] RMSE [°C] γ [-] Bias [°C] RMSE [°C] γ [-] 
Cuenca-Aeropuerto -8,32 8,35 0,32 0,06 0,69 0,82 
Saraguro -2,82 2,86 0,13 0,02 0,57 0,55 
Average -5,57 5,61 0,23 0,04 0,63 0,69 
 
 
 
Figure 5-2: Multiyear monthly mean precipitation of the dynamical and statistical downscaling 
results in comparison with rain gauge data and the NNRP reanalysis dataset during the temporal 
validation for the period 1990-1999 for the five stations depicting the regional climate variability 
(Pasaje is shown with different y-axis values). 
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5.4.2 Predictability of monthly time series 
 
 For temporal validation stage, the multiyear monthly mean of precipitation derived 
by the rain gauge observations, and statistical and dynamical methods are depicted in 
Fig. 5.2. According to observations, the bimodal regime in the Paute catchment presents 
a wet season from February to May and a second but lower peak from October to 
December (Cuenca-Aeropuerto and El Labrado, Fig. 5.2); while the unimodal regime 
presents a wet season from April to August (Río Mazar-Rivera, Fig. 5.2). In the Jubones 
catchment, the wet season starts earlier from December to April and rainfall intensity is 
higher in the coastal area (Pasaje station) than in the mountain region (Saraguro station). 
It is shown that both statistical and dynamical methods follow the seasonal patterns of 
precipitation, except in El Labrado station, where only the dynamical downscaling 
technique is able to represent its variability. Since artificial neural networks "learn" 
from the provided data, it is likely that local effects on El Labrado station, related to 
rainfall production, are not represented by the synoptic variables on the inputs. Cuenca-
Aeropuerto and El Labrado stations present bimodal regimes BM1 and BM2, 
respectively. The total rainfall in the dry season in both regimes differs more than 50 
mm according to rain gauge measurements (Fig. 5.2). Although the WRF model 
captures the bimodal regime in both stations, the simulated difference in precipitation 
amount is not accurate. The statistical downscaling method represents well the dry 
season of the two bimodal regimes, with exception of El Labrado station, possibly for 
the reasons mentioned above. Indeed, statistical and dynamical methods are not accurate 
capturing precipitation amount, although the intra-annual dynamics is captured. Neural 
networks usually underestimate extremes probably due to their ability to extract a 
background signal from noisy series, tending to preserve the homogeneity of the center 
(Haylock et al., 2006). The tendency of the dynamical downscaling method to 
overestimate mean precipitation and underestimate dry season is shown in Fig. 5.2 and 
was also observed by Sunyer et al. (2012). These authors analyzed the performance of 
four different RCMs, and even the best performing RCM could not represent regional 
variability. The dynamical downscaling method when compared with observations 
presents a bias of 20 mm, a RMSE of 84 mm, and a correlation of 0.4 on average 
overall stations (Table 5.4a). Table 5.4a also shows that the statistical downscaling 
method bias is 18 mm, the RMSE is 55 mm and the correlation is around 0.5 on average 
overall stations. 
 
Figure 5-3: Multiyear monthly mean temperature of the dynamical and statistical downscaling 
results in comparison with observations during the temporal validation for the period 1990-1999. 
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 For the spatial cross-validation stage, in Fig. 5.4, the multiyear monthly mean of 
precipitation is presented for Jacarín, Sevilla de Oro and Girón stations. Seasonality is 
well represented by statistical downscaling, and it is striking that correlation values are 
similar to those during the temporal validation stage. The consideration of specific 
ANN models by climatological regimes added to the GIS information provided for each 
station might account for these good results. This fact means that the ANN model for 
statistical downscaling have, to a certain extent, spatial generalization capabilities. On 
the other hand, dynamical downscaling is able to represent seasonality on Jacarín and 
Sevilla de Oro stations reasonably well. However, for Girón station, there is an 
overestimation of precipitation during the second half of the year. Although in general 
seasonality is well represented by DD, the amounts of precipitation are overestimated, 
as confirmed by high values of the bias and RMSE presented in Table 5.5a. This fact 
could be largely explained by an overestimation of the convective component of rainfall 
of WRF model during the equinoxes (Bendix & Lauer, 1992). 
 
Figure 5-4: Multiyear monthly mean precipitation of dynamical and statistical downscaling 
results in comparison with rain gauge data and NNRP reanalysis dataset during the spatial cross-
validation period 1996-2000 for three stations of the study area (Girón is shown with different y axis 
values) 
With regard to temperature seasonality, it is qualitatively well represented by both 
downscaling methods during temporal validation and spatial cross-validation (Fig. 
5.3&5.5), confirming the findings by Buytaert et al. (2010). Due to strong gradients of 
elevation in the Ecuadorian region, there is a strong spatial variability in temperature 
compared to the seasonal variation. For instance, the annual mean temperature in 
Cuenca-Aeropuerto station is around 17°C, in Saraguro 15°C, in Machala station is 
around 25°C. However, seasonal temperature variations are minimal, around 3°C. 
Country-wide during July and August there is a small dip-in that was correctly seized 
by both downscaling methods (Fig. 5.3&5.5). Quantitatively, the dynamical 
downscaling method presents a 6 ºC bias and RMSE, and a 0.6 correlation in the 
temporal validation (Table 5.4b), while the spatial cross-validation analysis results in a 
4 ºC bias and RMSE and a 0.7 correlation coefficient (Table 5.5b). The statistical 
downscaling bias and RMSE are lower for the temporal validation (2 ºC) than for 
spatial cross-validation (7 ºC), while the correlation coefficient is similar in both 
analysis (0.7) (Table 5.4b&5.5b). The SD method is able to represent even small 
differences in temperature among stations. DD method results are highly biased 
presenting lower mean monthly temperatures for all stations. 
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Table 5-4: Bias, root mean square error (RMSE) and Pearson’s correlation coefficient for the 
dynamical and statistical downscaling results compared to precipitation (a) and temperature (b) data 
for temporal validation during the period 1990-1999.	
(a) 
 
Station Dynamical downscaling Statistical downscaling Bias [mm] RMSE [mm] γ [-] Bias [mm] RMSE [mm] γ [-] 
Cuenca-Aeropuerto 31,57 72,87 0,41 -30,02 41,28 0,60 
El Labrado -8,95 84,62 0,16 -13,11 51,90 0,33 
Río Mazar-Rivera -16,20 63,86 0,43 5,76 52,83 0,42 
Saraguro -5,00 54,61 0,39 -13,07 40,21 0,57 
Pasaje 40,42 143,40 0,63 -30,02 89,59 0,52 
Average 20,43 83,87 0,40 18,40 55,16 0,49 
 
(b) 
Station Dynamical downscaling Statistical downscaling Bias [°C] RMSE [°C] γ [-] Bias [°C] RMSE [°C] γ [-] 
Cuenca-Aeropuerto -8,84 8,86 0,71 -2,33 2,37 0,86 
Saraguro -4,21 4,28 0,43 -2,20 2,30 0,58 
Average 6,53 6,57 0,57 2,27 2,34 0,72 
 
 
 
Table 5-5: Bias, root mean square error (RMSE) and Pearson’s correlation coefficient for the 
dynamical and statistical downscaling results compared to precipitation (a) and temperature (b) data 
for spatial cross-validation during the period 1996 - 2000. 
(a) 
Station Statistical Downscaling Dynamical Downscaling Bias [mm] RMSE [mm] ã [-] Bias [mm] RMSE [mm] ã [-] 
Jacarín 38,82 59,29 0,60 127,70 189,96 0,49 
Sevilla 25,51 63,15 0,32 75,35 125,45 0,17 
Girón -5,35 58,77 0,67 313,39 427,64 0,68 
Average 23,23 60,40 0,53 172,15 247,68 0,45 
 
 
(b) 
Station Statistical Downscaling Dynamical Downscaling Bias [°C] RMSE [°C] ã [-] Bias [°C] RMSE [°C] ã [-] 
Paute -2,37 2,44 0,80 -9,67 9,70 0,71 
Machala -5,58 5,77 0,57 -4,80 4,90 0,81 
Average 3,98 4,11 0,69 7,24 7,30 0,76 
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Figure 5-5: Multiyear monthly mean temperature of dynamical and statistical downscaling results 
in comparison with observations during the spatial cross-validation period 1996-2000. 
 
 To evaluate de added value of downscaling techniques with respect to NNRP 
reanalysis data, Figs. 5.2&5.4 show the multiyear monthly mean precipitation from the 
NNRP reanalysis dataset plotted together with the downscaled estimates. Due to the 
coarse resolution of the NNRP data, all stations, except Río Mazar-Rivera and Sevilla 
de Oro stations, are located in the same grid. Therefore, the precipitation on these 
stations is estimated as a bimodal regime, lacking seasonal variability representation 
and agreement with observations. Although Río Mazar-Rivera and Sevilla de Oro 
stations are located in a neighboring pixel, neither was the seasonality at these stations 
represented properly by the reanalysis data. Similar results were found in a climate 
change study using dynamical downscaling by Mannig et al. (2013), concluding that 
simulations are closer to observational data than reanalysis data.  The fact that the 
unimodal and bimodal regimes are captured qualitatively by both tested downscaling 
techniques suggests that these methods, when compared to NNRP data, improve not 
only the grid size resolution but also have a better representation of local climate 
variability. Therefore, it is important to evaluate the strengths and limitations of SD and 
DD for specific applications, as in the case of the present study, to the southern Andes 
of Ecuador, a region characterized by complex interactions between orographic features 
and several large-scale circulation influences.  
  
5.5 Conclusions 
 
 In this study, some predictive capabilities regarding the generation of station-scale 
mean monthly temperature and rainfall of both a statistical (ANN-based) and a 
dynamical (WRF-based) downscaling approach were assessed. Since, to a certain 
extent, the value added by downscaling techniques can be attributed to terrain 
information, it is worth noting that some characteristics of the selected catchments (the 
Paute and the Jubones catchments, in the south Andes of Ecuador), as notorious altitude 
differences and the presence of qualitatively different precipitation regimes, provide a 
scientifically interesting situation for exploring how finer-scale effects are captured. 
Therefore, we concentrate on the ability of downscaling techniques to reproduce 
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seasonality as a first step towards the understanding of the underlying processes. A 
decade of evaluation proved that both approaches were able to qualitatively describe 
precipitation and temperature seasonal variations for different regimes in representative 
weather stations. Further, the seasonality of precipitation represented by both 
downscaling approaches surpassed the seasonality representation of NNRP reanalysis 
data, fitting observations better. However, shortcomings on amount estimations, 
especially for precipitation, were found. Specifically, dynamical downscaled estimates 
were prone to overestimation.  
Despite the fact that the SD and DD are empirical and conceptual in nature, both 
approaches added value in representing seasonality in precipitation and temperature in a 
region of complex topography as the Andes of South Ecuador, a region characterized by 
complex interactions between orographic features and several large-scale circulation 
influences. Given that GCMs are validated against reanalysis data, these facts highlight 
the value of considering downscaling techniques in the local representation of present 
and future climate. Furthermore, the evaluation of strengths and limitations for the 
specific application of each approach is highly advisable for several reasons, as 
mentioned in the Introduction. First, they can be used as a validation tool for each other; 
for instance, because SD might constrain unrealistically the cross-scale relationships 
intended to model future climate. Second, different applications entail different 
requirements. For instance, if computational cost is an issue, one could resort to a 
statistical method, whereas, if explaining mechanisms is the objective, dynamical 
downscaling appears as a better option. Finally, it is important to keep in mind that 
downscaling techniques can be combined in order to obtain more accurate and useful 
predictions (Chen et al., 2012), given that blending the best features of each one is 
feasible for specific applications. 
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Abstract. Investigation was made on the climate change signal for 
hydrometeorological and hydrological variables along the Paute River basin, in the 
southern Ecuador Andes. An adjusted quantile perturbation approach was used for 
climate downscaling, and the impact of climate change on runoff was studied for two 
nested catchments within the basin. The analysis was done making use of long daily 
series of seven representative rainfall and temperature sites along the study area and 
considering climate change signals of global and regional climate models for IPCC 
SRES scenarios A1B, A2 and B1. The determination of runoff was carried out using a 
lumped conceptual rainfall–runoff model. The study found that the range of changes in 
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temperature is homogeneous for almost the entire region with an average annual 
increase of approximately +2.0 C. However, the warmest periods of the year show 
lower changes than the colder periods. For rainfall, downscaled results project increases 
in the mean annual rainfall depth and the extreme daily rainfall intensities along the 
basin for all sites and all scenarios. Higher changes in extreme rainfall intensities are for 
the wetter region. These lead to changes in catchment runoff flows, with increasing high 
peak flows and decreasing low peak flows. The changes in high peak flows are related 
to the changes in rainfall extremes, whereas the decreases in the low peak flows are due 
to the increase in temperature and potential evapotranspiration together with the 
reduction in the number of wet days.  
 
6.1 Introduction  
 
The impact of climate change on hydrological systems is receiving higher attention 
during the last decades due to its consequences on water resources, especially related to 
droughts and floods (Nijssen et al., 2001; Hirabayashi et al., 2008; Urrutia and Vuille, 
2009; Dirmeyer et al., 2012). Changes in rainfall are strongly related to changes in 
runoff and therefore with water availability (Bradly et al., 2006). Changes in 
temperature, humidity, and atmospheric pressure are related to changes in 
evapotranspiration, which is also an important input of the hydrological system. In 
addition, rainfall intensity is a primary weathering agent for rocks and soils increasing 
the transport of sediments and dissolved solids to water bodies. Furthermore, 
hydrological processes at the land surface influence the natural environment at a range 
of spatial and temporal scales through their impacts on biological activity and water 
chemistry (Beldring et al., 2008). This is also the case for the Paute River basin in 
Ecuador, where future climate change might severely impact hydrological and 
ecological conditions. Especially the water availability is a concern (Ontaneda et al., 
2002), due to changes in temperature and humidity and high variability in rainfall 
extreme events (Parry et al., 2007).  
A common methodology to quantify climate change signals makes use of general 
circulation model or global climate model (GCM) results. These results might, however, 
be too coarse to provide regional and local details, and should not be used directly for 
hydrological modeling, especially for regions with a high spatial and temporal 
variability in climate variables. This is the case of the Paute River basin in the tropical 
Andes in southern Ecuador (Célleri et al., 2007; Mora and Willems, 2012). One solution 
is the use of regional climate model (RCM) results, which provides finer-scale 
information. However, Buytaert et al. (2010) state that for some tropical regions and 
scales of aggregation, RCM simulations, especially for precipitation, do not necessarily 
give better results compared with GCM simulations. In addition, Cloke et al. (2013) 
conclude that the inability of some RCMs to produce realistic precipitation to be used in 
local climate impact studies for flooding, even in present conditions, is a serious issue. 
Two available RCM were considered in this study: the Precis Hadley and the Precis 
Echam (see Table 6.1).  
To solve this problem, different statistical downscaling techniques, with different 
strengths and weaknesses (Fowler et al., 2007) were developed in order to obtain a 
higher spatial resolution (Giorgi et al., 2001; Hewitson and Crane, 1996). The 
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application of these downscaling techniques to climate variables as rainfall and 
temperature may account for the mesoscale hydro-climatologic processes for areas of 
complex topography. In the study of Maraun et al. (2010), a perfect prognosis statistical 
downscaling, model output statistics and weather generators were reviewed as an 
improvement of the representation of rainfall space–time variability. The main 
uncertainties arise for the representation of extreme precipitation, subdaily precipitation 
and full precipitation fields on fine scales. Within the statistical downscaling 
techniques, the delta change or perturbation techniques are developed to translate large-
scale GCM/RCM outputs onto a finer resolution based on change factors (Prudhomme 
et al., 2002; Willems et al., 2012). The change factors consider the differences between 
control and future GCM/RCM simulations and are applied to observed series.  
Taking this state of the art into account, this paper aims to estimate future scenario 
projections for temperature, rainfall and discharge within the Paute River basin for 
2045– 2065. This is done with the application of an adjusted change factor-based 
statistical downscaling method, the quantile perturbation approach (QPA). The effect of 
changes in temperature and rainfall are used to estimate changes in discharge for two 
catchments in the basin. Following sections describe the study area, the data, the 
adjusted QPA and the evaluation of the approach. This is followed by a section that 
presents and discusses the climate change impact results. The final section summarizes 
this study with some concluding remarks.  
6.2 Methodology  
6.2.1 Study area  
 
The basin of the Paute River is located in the inter-Andean depression separating the 
western and Cordillera Real in southern Ecuador (Coltorti and Ollier, 2000). With an 
área of 5066 km2 and elevation range from 1840 to 4680 m a.s.l., the basin has a vital 
hydropower plant complex at its downstream end. The upper part of the basin is located 
only 62 km from the Pacific coast line at its western point. The downstream part of the 
basin ends in a scattered region between the Andes and the Amazon (Fig. 6.1). For the 
discharge analysis, two subcatchments within the Paute River basin are analyzed. The 
catchment of Tomebamba in Monay (To Mo) is located in the western headwaters of 
the Paute River basin. It has an extension of 1265 km2 and an elevation range between 
2500 and 4680 m a.s.l. The city of Cuenca is located within this catchment with nearly 
350 000 inhabitants (the third largest city). The catchments consist mainly of tropical 
alpine grasslands (páramo) and native forests, agriculture and urban areas. Within the 
catchment of To Mo, the subcatchment of Matadero in Sayausi (Ma Sa) is located, with 
an area of 300 km2 that covers mainly páramo and native forest land use.  
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Figure 6-1:Rainfall regimes in the Paute River basin (spatial regions BM1, BM2, UM1 and 
UM2).  
 
6.2.2 Database  
 
The Paute River basin is one of the most monitored basins in Ecuador. It has rainfall 
and temperature observation records since 1963 due to its importance in hydropower 
energy production. For this research, 7 sites located in different rainfall regime regions 
and at varying elevations were selected. The available data series start near 1962–1964 
and continue till 1992–1993 with daily series for rainfall and monthly series for mean 
temperature. The names and characteristics of these sites are shown in Table 6.1. The 
available GCM-RCM control and scenario simulations covering Ecuador, which were 
considered in this study, are shown in Table 6.1. The control runs are available with 
daily simulation results for the historical period 1961–1990 and the future scenario 
simulation results for 2045–2065. The simulated future greenhouse gas emissions were 
based on the IPCC Special Report on Emission Scenario (SRES) for the A1B, A2 and 
B1 scenarios (Nakicenovic et al., 2000; Solomon et al., 2007).  
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Table 6-1:  GCM/RCM runs for the Ecuadorean region (top), and observed rainfall/temperature 
sites (bottom). 
Model run      Center  Country  	
1. cccr_bcm2_0    Bjerknes Centre for Climate Research  Norway  	
2. cccma 
cgcm3_1   Canadian Centre for Climate Modelling and Analysis  Canada		 	
3.	cccma_cgcm3	1	
t63		 	 	 	 	 	
4.	crm_cm3		 	 	 	 	 	
5. csiro_mk3_0    Australia’s Commonwealth Scientific and Industrial Research Organization  Australia  	
6.	csiro_mk3_5		 	 	 	 	 	
7. gfdl_cm2_0    Geophysical Fluid Dynamics Laboratory  USA  	
8.	gfdl_cm2_1		 	 	 	 	 	
9. giss_aom    Goddard	Institute	for	Space	Studies		 USA  	
10.	
giss_model_e_r		 	 	 	 	 	
11. 
iap_fgoals1_0_g    Institute of Atmospheric Physics  China  	
12.	ingv_echam4		 	 	 National	Institute	of	Geophysics	and	Volcanology	 Italy		 	
13.	inmcm3_0 	 	 	 Institute	for	Numerical	Mathematics 	 Russia		 	
14.	ipsl_cm4		 	 	 Institute	Pierre	Simon	Laplace 	 France	 	
15. 
miroc3_2_hires    Meteorological	Research	Institute,	Japan		 	Japan		 	
16.	
miroc3_2_medres		 	 	 	 	 	
17. miub_echo_g    Meteorological Institute, University of Bonn  Germany  	
18. mpi_echam5    Max-Planck	Institute	for	Meteorology	 Germany	 	
19. 
mri_cgcm2_3_2a    	National	Institute	for	Environmental	Studies		 	Japan	 	
20. ncar_ccsm3_0    National	Centre	for	Atmospheric	Research		 USA		 	
21.	ncar_pcm1		 	 	 	 	 	
22. Precis Hadley    Hadley Center UK  	
23.	Precis	Echam		 		 		 Hadley	Center/Max-Planck	Institute	for	Meteorology		 UK/Germany		 	
 
Site  Name  Elevation 	Region		
M410  Rio Mazar-Rivera  2600 UM1		
M217		 Penas	Coloradas		 2000 	UM2		
M139		 Gualaceo	 2360	 BM1		
M067		 Cuenca	Aeropuerto		 2516	 BM1		
M424		 Sigsig	INAMHI		 2600	 BM2		
M141		 El	Labrado		 3260	 BM2		
M541		 Cochapamba–Quingeo		 2760	 BM1		
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6.2.3 Perturbation or delta approach  
 
The perturbation approach is the most common method to transfer the signal of climate 
change from a climate system level represented by climate models to the hydrological 
system level represented by hydrological models (Middelkoop et al., 2001; Andréasson 
et al., 2004; Nguyen et al., 2007; Olsson et al., 2012; Willems et al., 2012). This method 
is applied to the most relevant climate variables in hydrology, notably rainfall, 
temperature and ET0. In its most simple form, monthly perturbation factors (PF), Eqs. 
(1) and (2), are determined and applied to the input series of hydrological models:  
TF,daily = Tob,daily + (TCMF,monthly -TCM20th,monthly)                       
 
(1)  
PF,daily = Pob,daily *(PCMF,monthly /TCM20th,monthly)                          (2)  
 
where Tob and Pob are the observed temperature and rainfall values in the series, 
TCM20th and PCM20th the 20th century climate model control run results, TCMF and 
PCMF the projected future climate model results and TF and PF the projected future 
results after perturbation.  
However, some of the disadvantages of this method include the assumption of no shift 
in the shape and type of changes. Extremes are indeed modified by the same factor as 
the other events. In addition, the assumption of no change in the number or the 
frequency of events is another disadvantage (Harrold and Jones, 2003).  
The adjusted perturbation approach considers a climate change signal on both the 
number of wet or dry days and on the rainfall intensity. The change in the rainfall 
intensity is calculated in a quantile-based way, making use of a quantile mapping 
technique (Nguyen et al., 2008; Ntegeka and Willems, 2008; Willems and Vrac, 2011) 
hence with the PF depending on the exceedance probability. The method is applied with 
a relative PF or an absolute shift in the rainfall intensity, depending on whether relative 
or absolute changes are applied.  
The change in wet day frequency is calculated as the ratio of the number of wet days for 
the scenario period (2045– 2065) over the number of wet days for the control period 
(1961–1990) considering that a wet day is any day with rainfall depth above a certain 
daily rainfall intensity threshold (wd_th). The PF on the wet day frequency (PFwf) is > 
1 when the scenario series have more wet days than the control series and PFwf is < 1 
when dry days should be added (or wet days should be removed) from the observed 
series.  
Once the PFwf is obtained, the PF on the wet day rainfall intensity (PFri) is determined 
in a quantile-based way by comparing ranked daily extremes from the control period vs. 
the scenario period. Instead of using a unique PF for all events, the rainfall intensity PF 
is obtained dependent on the empirical exceedance probability of the intensity (see Fig. 
6.2). However, the application of a relative intensity PF on observed values close to 
zero will produce signal changes near to zero even if the PF is high, or vice versa, small 
absolute changes between scenario and control values might lead to excessive PF when 
the control value is close to zero. Therefore the inclusion of an absolute change applied 
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to rainfall intensities α under a threshold exceedance probability is considered in the 
adapted methodology. For high rainfall intensities corresponding to exceedance 
probabilities below p(α), a relative rainfall intensity PF is applied. For rainfall 
intensities corresponding to exceedance probabilities above p(α) the rainfall intensity 
change is derived by calculation of a weighted average of the relative and absolute 
rainfall intensity changes. The weighting factor varies linearly between p(α) and p(0), 
where p(0) is the exceedance probability of the ranked rainfall intensities equal to the 
wet day threshold on the observed series (see Fig. 6.3). In case PFwf > 1, wet days need 
to be added to the observed series to obtain perturbed series. The intensities of these 
days are taken from the absolute change in rainfall intensity corresponding to 
exceedance probabilities above p(0). For the addition of the different wet/dry days, the 
wet/dry spells are first identified in the observed series and ranked per month according 
to rainfall volume and duration of the different spells. In the case new days need to be 
added, the first wet day will be added at the end of the highest/longer rainfall 
volume/duration wet spell. A second day will be added at the end of the second 
highest/longer spell and so on. In case that a dry day is added, a wet day rainfall 
intensity will be changed to zero at the end of the lowest/shorter rainfall spell. In case 
the number of new wet or dry days is higher than the number of wet or dry spells, the 
addition of new days will start again in the ranked spells.  
This method solves the above mentioned problem related to the application of a relative 
PF to low rainfall intensities and allows to determine the rainfall intensity values of the 
additional wet days.  
6.2.4 Rainfall–runoff model  
 
The downscaled future series of rainfall and evapotranspiration were used for the study 
of the climate change impact on river discharges based on a calibrated lumped 
conceptual model with emphasis on the peak flows. The model has been implemented 
using the generalized lumped conceptual and parsimonious model-structure 
identification and calibration (VHM) approach of Willems (2000, 2014) and Willems et 
al. (2014). The model was previously calibrated and validated for the To Mo and Ma Sa 
catchments (Célleri et al., 2010), and previously applied for hydrological climate 
change or variability impact analysis by Taye et al. (2011), Liu et al. (2011), Van 
Steenbergen and Willems (2012) and Taye and Willems (2013).  
The equations of Penman–Monteith (Penman, 1948; Monteith, 1965) were used to 
estimate future evapotranspiration (ET0) series considering the future temperature series 
previously described. For the calculation of ET0, future series of maximum, mean and 
minimum air temperature were applied. Future catchment rainfall and ET0 were 
estimated with the downscaled climate model output series at each site and lumped at 
catchment scale by interpolation using the inverse distance squared method. However, 
attention must be paid to the moment of using the estimated future ET0 series. The 
Penman–Monteith equation involves other parameters than temperature, which were not 
taken into account in this research and therefore were kept constant. Future series of 
solar radiation, humidity and wind speed, among others, may have an influence on the 
future ET0 as well. According to Vuille et al. (2003), humidity and convective cloud 
cover tend to increase in the region. This might have an impact on the future ET0, 
increasing discharge peaks and reducing the frequency of low flows.  
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6.2.5 Impact indicators  
 
In order to evaluate the impact of the different climate scenario projections on 
temperature, rainfall and runoff, few statistics are used as impact indicators. These 
indicators summarize the changes between historical and future conditions. To evidence 
the influence of the downscaling technique, the indicators are first calculated based on 
the GCM-RCM results, considering changes between the future and the control period 
series. Subsequently, the high climate variability along the study area, for both 
temperature and rainfall, are described in function of these indicators. Finally, the 
impact indicators based on the GCM-RCM outputs are compared against the impact 
indicators derived from the downscaled series. This comparison is for the future 
projections based on the SRES scenario A2, as results from one RCM is also available 
for this scenario. Based on the analysis of the indicators, the influence of the local site 
specific properties, the statistical downscaling technique and the interaction with the 
changes projected by the climate model simulations is studied.  
The impact indicators considered in this study focus on the change in annual and 
monthly mean values, in the frequency of wet–dry days, and in annual and daily values 
at different quantiles. The change in the frequency accounts the change in the number of 
wet days. A wet day is any daily rainfall depth higher than or equal to 0.5 mm. The 
changes at different quantiles allow identifying the dependency of the changes with the 
probability of no exceedance (p.n.e.). For rainfall, quantiles are considered for 100, 99, 
97, 95 and 90 p.n.e. This allows the changes to be analyzed for extremes.  
For temperature, the quantiles are considered for 100, 75, 50, 25 and 0 p.n.e. also called 
quartiles (Max, Q3 , Q2 , Q1 , Min). These impact indicators are calculated at each site 
for the ensemble of all GCM-RCM control and scenario run combinations and for the 
three future scenarios A1B, A2 and B1. Figure 6.4 shows, as an example, the impact 
indicators for rainfall change for scenario A2 at site M067. In the results and discussion 
section, results of the ensemble models are averaged.  
6.3 Results and discussion 
 
This section reports on the change in the downscaled series for temperature and rainfall 
at the seven sites previously described, and the change in runoff for the To Mo and Ma 
Sa catchments.  
6.3.1 Spatio-temporal patterns from the observed series  
 
The observed series of rainfall and temperature show the presence of high spatial and 
temporal variability within the region for both variables. Table 6.2 shows some 
properties of temperature and rainfall at the observed sites. The spatial variability in 
temperature is explained by its correlation to elevation. Sites at higher elevations 
present lower temperatures than sites at lower elevations. The temperature gradient is 
ca. 0.6 C per 100 m increase in elevation. Figure 6.5 shows the spatio-temporal patterns 
in monthly averages within the Paute River basin based on the sites. There is a small 
temporal variability in temperature throughout the year. Warmer months are found 
during DJF and colder months during JJA. The seasonal distribution of temperature is 
similar at all sites, but with different magnitudes. The same is valid for the distribution 
of quantiles.  
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Figure 6-2:(a) Perturbation factor of the wet day frequency PFwf, (b) perturbation factor of the 
rainfall intensity PFri averaged for each month and (c) quantile-based PFri for January in site M067 
for the four selected GCM runs.  
 
To explain the variability in rainfall, Célleri et al. (2007) and Mora et al. (2012) 
classified the basin in four rainfall regime regions according to the annual rainfall 
distribution (see Fig. 6.1). Two rainfall regimes show a bimodal rainfall distribution, 
BM1 and BM2. BM1 is highly marked with two wet seasons during May-March-April 
(MMA) and September-October-November (SON), and two dry seasons during June-
July-August (JJA) and December-January-February (DJF) and with annual rainfall 
depths between 700 and 900 mm (Fig. 6.5). Region BM2 presents a less notable 
bimodal annual distribution, but in similar to BM1. The annual rainfall depth for the 
BM2 region is about 1000 mm. This region corresponds to the upstream part of the 
Paute basin, having páramo soils. The bimodal annual cycle is determined by the 
displacement of the intertropical convergence zone (ITCZ). In addition, rainfall regimes 
BM1 and BM2 are influenced by Pacific Ocean airstreams and the anticyclone from the 
south. The first one is a west–east direction current with two main rainy periods during 
February and March and other less intense rainy periods in October and November. The 
El Niño phenomena have a major impact on this current. The anticyclone from the south 
is present during the south winter (JJA) and prevents precipitation in the southern part 
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of the basin. The more uniform annual rainfall distribution for region BM2 is influenced 
by raising of coastal moisture along western Andes slopes.  
 
Figure 6-3:(a) Illustration of the second adjustment to the QPA including an exceedance 
probability threshold value p(α) for site M067 and GCM run cnrm_cm3_run1; (b) relative weight 
given to absolute change (vs. relative change). 
Regions UM1 and UM2 are located in the downstream eastern part of the basin (Fig. 
6.1). These regions are close to the tropical forest influence and to the easterly 
continental low level jet during austral winter (JJA), (Garreaud, 2009). This results in 
high annual rainfall depths of ca. 1300 mm for UM1 and 3000 mm for UM2. The 
annual distribution shows a single wetter season during JJA.  
Table 6.1 shows that the ratio of the number of wet days over the total number of days 
is 0.4 for sites located at BM1 (M067, M139), 0.6 for sites at UM1 (M410), 0.8 for sites 
at UM2 (M217) and 0.85 for BM2 (site M141). This means that region BM2 has the 
highest number of wet days in the basin, even more wet days than regions UM1 and 
UM2 that are influenced by the tropical forest. As annual and monthly magnitudes vary 
from site to site, variability is also high for extreme events. High rainfall intensities 
(quantile Q100) of about 100 mm day-1 are found in site M217 (UM2). For sites located 
in regions BM1 and BM2, Q100 quantile have daily intensities up to about 60 mm day-
1. The rainfall distribution shows that high intensities occur at Q100 and Q99. For all 
sites the rainfall intensity at Q100 is about two times than at Q99 , and reduces strongly 
towards Q95 . Sites M141 and M217 have the highest extreme intensities. Regions 
UM1 and UM2 are influenced by the Amazon airstream, which is a current that enters 
the basin from the east–west and is related to periods of higher rainfall between March 
and October.  
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Figure 6-4: Example of the impact indicators for downscaled rainfall change in site M065 
(scenario A2). (a)  Change of monthly rainfall depths, (b) change of rainfall depths at extreme 
quantiles, (c)  change of annual rainfall depths and (d) change in the number of wet days. 
6.3.2 Impact indicators from the GCM-RCM series  
 
The different impact indicators were first calculated for the changes resulting directly 
from the climate model simulations, hence without the influence of statistical 
downscaling.  
Table 6.3 shows that all sites in the basin have a similar change in mean annual 
temperature. This change is approximately +2.0 C on average for all GCM simulations. 
Results from individual GCM simulations may, however, differ from that average; they 
range between +1.1 and +2.9 C. However, note that the change is the same for sites 
M067 and M541 and for M141 and M410 because they share the same pixel for most of 
the GCMs. The different GCM simulations also report similar annual average 
temperatures for all sites (23 C). This is opposed to the spatial temperature variations 
we reported in Sect. 3.1. Due to the coarse resolution of the GCMs, the spatial 
variability because induced by the topographical variations is indeed not accounted for. 
This is different for the RCMs, where different pixels cover the spatial variability hence 
is better described by these regional models. However, when the simulation results are 
evaluated for the RCM Precis_echam model (not shown), the projected changes are 
approximately the same (+2.6 C) for all sites. This change is about the same as for the 
Echam GCM (+2.5 C). It shows that the changes (not the absolute values) are primarily 
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controlled by the GCM in which the RCM is nested. A similar conclusion was 
formulated by Wood et al. (2004), ho stated that a dynamical downscaling step does not 
lead to large improvement in retrospective hydrological simulation relative to the direct 
use of the GCM output. However, climate dynamics are intrinsically more detailed in 
RCMs and we believe that the use of RCM outputs should be considered in further 
research.  
 
Figure 6-5:Temperature and rainfall properties at observed sites (1960–1990). (a) Monthly 
average temperature distribution, (b) monthly temperature for different quantiles, (c) monthly rainfall 
depth distribution, (d) daily rainfall depths for different quantiles.  
 
Temporal analysis of the monthly temperature (Fig. 6.6) shows higher changes in the 
monthly temperatures for the colder months June-July-August (JJA) (on average +2.3 
C) and lower changes for the warmer months December-January-February (DJF) (on 
average +1.9 C). The changes for different quantiles show that most GCMs predict 
higher changes at higher temperatures. For the highest temperature monthly quantiles 
the changes are about +2 C, whereas for the lowest monthly quantiles the temperature 
changes are about +1.6 C in all sites. The temporal distribution of temperature is similar 
for all sites, not only for the temporal changes but also for the absolutes temperature 
magnitudes. This again differs from the observed series, where higher spatial 
differences are noted (see Sect. 3.1).  
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Table 6-2: Observed mean annual temperature and rainfall, quantiles of monthly temperature, 
quantiles of daily rainfall depths, and number of wet/dry days at the observed sites during the control 
period (1960–1990). 
Temperature ( C)  		 Quantiles   	 	 	 	
Site		 Year		 	 Max	 Q3	 Q2		 Q1	 Min		 	 	 	 	
M067  14.9	 	 16.8 15.5	 15	 14.4 11.1	 	 	 	 	
M139		 17.1	 	 19.4	 17.7	 17.2	 16.5	 14.3	 	 	 	 	
M141		 8.4	 	 10.4	 9.2	 8.6	 7.9	 5.7	 	 	 	 	
M217		 14.1	 	 16.5	 14.8	 14.3	 13.5	 11.3	 	 	 	 	
M410		 14	 	 17.6	 14.7	 14.2	 13.3	 11.1	 	 	 	 	
M424		 15.3	 	 17.5	 15.9	 15.5	 14.8	 12.9	 	 	 	 	
M541		 13.9	 		 15.6	 14.4	 14	 13.5	 12	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	
Rainfall (mm)  		 Frequency  		 Quantiles  
Site		 Year		 	 Nwet		 Ndry		 Ratio  	 Q100		 Q99		 Q97		 Q95  Q90		
	 	 	 days  days		 Nw	/Ntot	 	 	 	 	 	
M067  840 	 2800 4505	 0.4 	 61.1 26.5	 17.2	 12.2	 7.4	
M139		 736 	 2693	 4612	 0.4	 	 65.7	 24.2	 14.5	 10.7 6.2	
M141		 1392 	 6296	 1009	 0.9	 	 95.3	 22	 15.6	 13.2	 10	
M217	 2997 	 5823	 1482	 0.8	 	 101.9 53.9	 38.8	 31.8	 22.6	
M410		 1296 	 4161	 3144	 0.6	 	 60	 25.6	 18.8	 15.1	 10.8	
M424	 784 	 2951	 4354	 0.4	 	 44.5	 20	 13.4	 10.2	 7.1	
	M541		 813 		 2969	 4336	 0.4	 		 54.6	 24.7	 15.7	 11.9	 6.8	
 
 
Results for rainfall change (Table 6.3 and Fig. 6.6) are similar to those for temperature. 
The high rainfall variability is not described by the GCMs. The control and scenario 
series give similar annual rainfall depths for all sites. These result in a homogeneous 
annual rainfall change of about 102 mm on average for all GCM simulations. The 
annual rainfall change for individual GCM simulations ranges between 203 and 327 
mm. In contrast to the case of temperature, annual rainfall depth changes projected by 
the RCM Precis_echam differ much from site to site (not shown). This is different from 
the spatially homogenous changes in the results of the Echam GCM, in which the RCM 
is nested, about (+72 mm) for all sites. However, it is seen that the annual rainfall 
depths projected by the RCM during the control period differ strongly from the 
observed depths. The RCM projects increases in annual rainfall depths between +175 
and +650 mm for sites located in the BM1 and BM2 rainfall regions and +1285 mm for 
region UM1. However, for site M410 located in region UM2, the model predicts a 
change of 1450 mm. More details about the performance of GCMs compared with 
observed series for this study area can be found in Mora et al. (2012).  
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Table 6-3: Impact indicators for temperature and rainfall output series of GCM-RCMs without 
downscaling for 2045–2065, scenario A2. 
Temperature  Annual Abs.	Change	 Abs. changes quantiles [C]   
	 mean	 on	annual	mean	 	 	 	 	
Site		 [C]	 [C]	 Max	 Q3	 Q2		 Q1	 Min		
M067  22.5	 2	 2	 2	 2	 2	 1.6	
M139		 22.4	 2.1	 2.2	 2.1	 2.1	 2.1	 1.8	
M141		 22.6	 2	 2.3	 2	 2	 2	 1.7	
M217		 22.6	 2	 2.3	 2	 2	 2	 1.7	
M410		 22.5	 2	 2.3	 2	 2	 2	 1.7	
M424		 22.5	 1.9	 2	 2	 2	 2	 1.5	
M541		 22.5	 2	 2	 2	 2	 2	 1.6	
 
Rainfa
ll 
Annua
l 
Abs(rel)	
change	
Frequency  		 Abs. changes in quantiles [mm]   
	 mean	
annual	
mean	 Nwet		 Ndry		
Ratio  
	 	 	 	  	
Site		 [mm]	 [mm]	([%])	days	
days  Nw	/Ntot	 		 Q100		 Q99		 Q97		 Q95  Q90		
M067  2030 104	(5.4)	 5210 2095	 0.7 
	
11 2.6	 1.5	 1	 0.8	
M139		 2030 104	(5.4)	 5232	 2073	 0.7	
	
11	 2.6	 1.5	 1 0.8	
M141		 2135 104	(5.0)	 5649	 1656	 0.8	
	
9.9	 2.6	 1.4	 0.9	 0.6	
M217	 2135 101	(5.0)	 5649	 1656	 0.8	
	
9.9 2.6	 1.4	 0.9	 0.6	
M410		 2135 101	(5.0)	 5650	 1655	 0.8	
	
9.9	 2.6	 1.4	 0.9	 0.6	
M424	 2030 102	(5.4)	 5232	 2073	 0.7	
	
11	 2.6	 1.5	 1	 0.8	
	M541		 2030 104	(5.4)	 5232	 2073	 0.7	 		 11	 2.6	 1.5	 1	 0.8	
 
The change in monthly rainfall depths is similar for all sites. The GCMs project nearly 
no change (ca. +5 mm) during JJA and negative changes (ca. 45 mm) for SON at all 
sites. The change in the frequency of events shows for all sites an increase in the 
number of wet days. This increase is similar for all sites. The ratio of the number of wet 
days over the total number of days is about 0.7. The RCM presents different ratios 
depending on the site, although these values again differ from the observed ones. Sites 
located in the eastern region (M424, M410, M217, M139) are projected with a higher 
increase in the number of wet days (ratio ≈ 0.9), independent of the rainfall regime 
region. In contrast, sites located in the western part of the basin (M067, M141, M541) 
have a lower increase in the number of wet days (ratio ≈ 0.55). Changes in extreme 
daily rainfall quantiles are spatially homogeneous for most GCM simulations with 
relatively low changes (about +10mm day-1). No significant changes are projected at the 
99% quantile (about +2.5 mm day-1). The spatial pattern of changes in quantiles again 
differs from the pattern of the observed quantiles. There is no need to have both patterns 
the same, because changes are controlled by large-scale circulation whereas absolute 
rainfall values are more affected by local (topographical) conditions. However, also the 
absolute rainfall results differ much from the observed values, and some changes are 
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inconsistent with the observations. The RCM-based change in annual rainfall depth of 
1450 mm at site M410 is for instance higher than the observed annual rainfall depth of 
1300 mm at that site. That climate models are less reliable in the simulation of 
precipitation than temperature has been reported by many researchers (Parry et al., 
2007; Buytaert et al., 2010). This does, however, not mean that the climate model 
results for precipitation cannot be trusted. The change signal from both, GCM and RCM 
simulations, are mainly greenhouse gas scenario driven. Transferring this signal to the 
local-scale changes is one of the aims of statistical downscaling. Converting the coarse 
spatial-scale precipitation from GCM-RCMs to the local scale by making use of local 
observations is proposed with the present downscaling technique. These local 
observations are expected to intrinsically reflect the effect of local, mainly topography 
driven, small-scale conditions.  
 
Figure 6-6:Temperature and rainfall properties obtained from the average of ensemble GCM-
RCM simulations (2045–2065). (a) Monthly average temperature distribution, (b) monthly 
temperature for different quantiles, (c) monthly rainfall depth distribution, (d) daily rainfall depth for 
different quantiles.  
 
6.3.3 Impact indicators from the downscaled series  
 
The same impact indicators but applied to the downscaled observed versus the observed 
series are shown in Tables 6.4 and 6.5 and Fig. 6.7.  
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Figure 6-7:Temperature and rainfall properties obtained from the average of ensemble downscaled 
series (2045–2065). (a)  Monthly average temperature distribution, (b) monthly temperature for 
different quantiles, (c)  monthly rainfall depth distribution, (d) daily rainfall depth for different 
quantiles. 
 
Similar to the changes obtained directly from the climate models, the changes in 
downscaled mean annual temperature show a spatially uniform value of about +2.0 C 
on average for all sites. The individual GCM simulations give changes that range 
between +0.4 and +2.9 C. Also based on the RCM model results, no strong spatial 
variation in these changes is found. Moreover, the temporal variations in mean monthly 
temperature changes after statistical downscaling are similar to those obtained from the 
climate model outputs. They show higher changes of about +2.3 C during colder 
months (JJA), and lower changes of about +1.9 C for DJF. The monthly temperature 
quantile distribution, however, differs from site to site. This is in contrast to the 
temperature quantile distributions projected by the climate models. In addition, the 
monthly quantile distributions of downscaled temperature are close to those derived 
from the observed series, whereas the climate model outputs show a less uniform 
temperature distribution. It is expected that this is due to the influence of the 
topographical variations on the local temperature dynamics. Because this influence is 
reflected in the observed series, it is also transferred to the statistically downscaled 
series, as opposed to the non-downscaled series. However, the change in temperature 
quantiles is again approximately the same (+2.0 C) for all sites. This is due to the fact 
that the changes in temperature are mainly controlled by the changes in the large-scale 
circulation (GCM outputs), as discussed before in Sect. 3.2.  
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Table 6-4: Impact indicators for temperature and rainfall downscaled output series for 2045–
2065, scenario A2. 
Temperature  Annual Abs.	Change	 Abs. changes quantiles [C]   
	 mean	 on	annual	mean	 	 	 	 	
Site		 [C]	 [C]	 Max	 Q3	 Q2		 Q1	 Min		
M067  17	 2	 2.1	 2.1	 2.1	 2.1	 2.2	
M139		 19.2	 2.1	 2	 2.1	 2	 2.1	 2	
M141		 10.5	 2.1	 2.1	 2	 2	 2	 2.1	
M217		 16.2	 2	 1.9	 2	 2	 2.1	 2	
M410		 16.1	 2	 1.9	 2	 1.9	 2.2	 2	
M424		 17.4	 2	 2	 2	 2	 2	 1.8	
M541		 16	 2	 2.1	 2.1	 2	 2	 1.9	
 
 
Rainfal
l Annual 
Abs(rel)	
change	 Frequency  		 Abs. changes in quantiles [mm]   
	 mean	
annual	
mean	 Nwet		 Ndry		 Ratio  	 	 	 	  	
Site		 [mm]	 [mm]	([%])	days	 days  Nw	/Ntot	 		 Q100		 Q99		 Q97		 Q95  Q90		
M067  967 127	(15.1)	 2518 4787 0.3 
	
48.1 5.4	 2.4	 2	 0.7	
M139		 841 105	(14.3)	 2448	 4857	 0.3	
	
25.9	 2.7	 1.6	 1.2 0.7	
M141		 1497 105	(7.5)	 5747	 1558	 0.8	
	
35.9	 3.1	 2	 1.4	 0.7	
M217	 3292 295	(9.8)	 5444	 1861	 0.7	
	
62.2 9.5	 5.9	 4.7	 2.8	
M410		 1381 84	(6.5)	 3779	 3526	 0.5	
	
27.7	 3.4	 2.1	 1.7	 0.9	
M424	 903 120	(15.3)	 2688	 4617	 0.4	
	
30.9	 4.6	 2.3	 1.8	 0.7	
	M541		 902 79	(9.8)	 2664	 4641	 0.4	 		 25.2	 2.9	 1.6	 1.1	 0.7	
 
When the downscaled series of temperature are compared among the different 
scenarios, no significant differences are found between scenario A1B and A2 and 
annual average temperature changes remain approximately constant (+2.0 C) for the 
different sites. However, annual average temperature changes projected for scenario B1 
indicate a low increase compared to the other scenarios (+0.5 C). This will have an 
effect on the runoff changes, as discussed in the next section. Changes in the 
temperature quantile distributions are similar (ca. +2.0 C for scenarios A1B and A2, and 
ca. +0.5 C for scenario B1). All scenarios project higher changes for colder months and 
lower changes for warmer months.  
 
 
 
 
111		
 
 
Table 6-5: Impact indicators for temperature and rainfall downscaled output series for 2045–
2065, scenarios A1B and B1. 
Temperature  Annual Abs.	Change	 Abs. changes quantiles [C]   
	 	 mean	 on	annual	mean	 	 	 	 	 	
Sc.	 Site		 [C]	 [C]	 Max	 Q3	 Q2		 Q1	 Min		
A1B	 M067  16.9	 2.0	 2.2	 2.1	 2.0	 2.0	 2.1	
A1B	 M139		 19.1	 2.0	 2.0	 2.1	 2.0	 2.0	 1.9	
A1B	 M141		 10.5	 2.0	 2.1	 2.0	 2.0	 1.9	 2.1	
A1B	 M217		 16.1	 2.0	 2.0	 2.0	 2.0	 2.0	 1.9	
A1B	 M410		 16.1	 2.0	 2.0	 2.0	 1.9	 2.1	 1.9	
A1B	 M424		 17.4	 2.0	 2.0	 2.1	 2.0	 2.0	 1.9	
A1B	 M541		 15.9	 2.0	 2.2	 2.1	 2.0	 2.0	 1.9	
B1	 M067  15.6	 0.7	 1.8	 0.7	 0.6	 0.6	 0.8	
B1	 M139		 17.5	 0.4	 0.4	 0.5	 0.4	 0.4	 0.3	
B1	 M141		 8.9	 0.5	 0.6	 0.4	 0.4	 0.4	 0.6	
B1	 M217		 14.6	 0.5	 0.4	 0.4	 0.5	 0.5	 0.6	
B1	 M410		 14.5	 0.5	 0.4	 0.4	 0.4	 0.6	 0.4	
B1	 M424		 15.8	 0.5	 0.5	 0.5	 0.4	 0.5	 0.4	
B1	 M541		 14.3	 0.4	 0.5	 0.4	 0.4	 0.4	 0.4	
	 	 	 	 	 	 	 	 	
Rainfall Annual Abs(rel)	change	 Abs. changes in quantiles [mm]   
	 	 mean	 annual	mean	 	 	 	  	
Sc.	 Site		 [mm]	 [mm]	([%])	days	 Q100		 Q99		 Q97		 Q95  Q90		
A1B	 M067  923 82	(9.8)	 30.3 2.5	 1.1	 1.1	 0.6	
A1B	 M139		 817 81	(11.0)	 19.9	 2.4	 1.2	 0.9 0.6	
A1B	 M141		 1498 106	(7.6)	 22.0	 2.9	 2.1	 1.4	 0.8	
A1B	 M217	 3249 252	(8.4)	 50.2 10.9	 5.4	 3.8	 2.3	
A1B	 M410		 1415 119	(9.2)	 19.2	 4.0	 2.2	 1.8	 1.0	
A1B	 M424	 874 91	(11.6)	 27.4	 3.8	 1.9	 1.5	 0.6	
A1B	 	M541		 891 78	(9.6)	 18.4	 2.2	 1.5	 1.0	 0.6	
B1	 M067  921 81	(9.6)	 27.9 2.6	 1.3	 1.5	 0.7	
B1	 M139		 796 61	(7.6)	 18.6	 1.4	 0.8	 0.6 0.5	
B1	 M141		 1463 71	(4.9)	 17.5	 1.7	 1.2	 0.8	 0.4	
B1	 M217	 3245 248	(7.6)	 53.5 11.0	 6.6	 4.4	 2.3	
B1	 M410		 1370 73	(5.4)	 15.0	 1.9	 1.2	 1.3	 0.6	
B1	 M424	 847 64	(7.5)	 22.2	 1.9	 1.3	 1.3	 0.6	
B1	 	M541		 870 57	(6.6)	 19.5	 1.4	 1.0	 0.6	 0.5	
 
For rainfall, the effect of the statistical downscaling is more evident than for 
temperature. The projected annual rainfall depths differ from site to site. In addition the 
changes are less homogenous as was the case for the direct results of the climate 
models. For instance, sites M541 and M217 project positive changes in annual rainfall 
depths of +79 and +295 mm,  respectively. In contrast to the climate model  outputs, 
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the downscaled rainfall series show heterogeneous changes in monthly rainfall depths, 
following the patterns found at observed series (Sect. 3.1). The spatio-temporal patterns 
of the rainfall changes follow the bimodal or unimodal distributions, with higher 
changes are projected for wetter months and lower changes (decreasing depths in some 
cases) for drier months. The frequencies of wet/dry days differ from those projected by 
the climate model outputs. The ratio of the number of wet days over the total number of 
days is 0.35 at sites M067, M139 (BM1), 0.5 at site M410 (UM1), 0.75 at site M217 
(UM2) and 0.8 at site M141 (BM2). This is similar to the frequencies obtained from the 
observed series. Also the quantile distributions derived from the downscaled series are 
closer to the quantile distributions derived from the observed series. This is the result of 
the intrinsic climate bias involved in the selected QPA statistical downscaling method. 
When rainfall changes are analyzed, extreme quantile changes are also different than 
those projected by the climate model outputs. Higher changes are projected at higher 
intensities. The 100 % quantiles project the highest changes. These changes vary in 
magnitude depending on the location (i.e. +62 mm for site M217 and +25 mm for site 
M541). The 99 % quantiles, in contrast to those obtained from the direct output of 
GCM/RCMs, still show significant changes.  
 
Table 6-6: Absolute (relative) change in annual runoff quantiles for the To Mo and Ma Sa 
catchments, all scenarios. 
Change in runoff depth [mm /day] ([%]) 
Scenario	 Site	 Min	 Q1	 Average	 Q3	 Max	
A1B To	Mo	 -0.05	(-38)	 -0.01	(-0.4)	 0.12	(7.7)	 0.19	(9.4)	 3.19	(45)	
A2	 To	Mo	 -0.07	(-50)	 -0.02	(-2.2)	 0.17	(10.5)	 0.27	(13.7)	 4.84	(68)	
B1	 To	Mo	 -0.05	(-34)	 0.01	(1.2)	 0.13	(8.6)	 0.21	(10.6)	 2.89	(41)	
A1B	 Ma	Sa	 -0.12(-39)	 0.07	(3.7)	 0.34	(11.9)	 0.50	(14.3)	 4.23	(34)	
A2	 Ma	Sa	 -0.16	(-51)	 0.03	(1.3)	 0.34	(12.0)	 0.53	(15.2)	 5.33	(43)	
B1	 Ma	Sa	 -0.13	(-41)	 0.03	(1.4)	 0.21	(7.4)	 0.31	(8.8)	 2.91	(24)	
 
The rainfall increase depends on the scenario and the site. The highest absolute increase 
is projected for site M217 (ca. +250 mm) for all scenarios, whereas site M541 shows 
the lowest increase (< +80 mm) for all scenarios. The temporal pattern of changes in the 
different scenarios is similar. There is a higher rainfall increase for wet periods and a 
lower increase for the dry periods. However, when relative changes in rainfall are 
analyzed, higher changes occur in sites located in the middle part of the basin, that is, 
sites M067, M139 and M424 with relative changes of ca. 10, 15 and 8 % for scenarios 
A1B, A2 and B1, respectively (see Fig. 6.8). When the frequency of wet/dry days is 
compared to those obtained from the observed series, a reduction in the number of wet 
days is found for all sites and for all scenarios. The projected increase in annual and 
monthly rainfall depths thus is due to increasing rainfall intensities for the remaining 
wet days. Scenario A2 is the scenario that shows the higher reduction in the number of 
wet events and the higher increase in annual and monthly rainfall depths versus the 
other scenarios.  
The changes in quantiles indicate that the more extreme events are affected by higher 
rainfall increases. Sites M217, M424 and M067 show the highest increases in the 
rainfall extremes for all scenarios. Also site M141 presents high rainfall intensity 
changes but only for scenario A2. This scenario A2 shows for all sites the highest 
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changes in rainfall extremes in comparison with the other scenarios.  
 
 
 
Figure 6-8:Map of average change for annual temperature and annual rainfall depth (2045–
2065, all scenarios). 
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6.3.4 Impacts on runoff  
 
Changes in runoff discharges are analyzed based on the same types of impact indicators 
than for rainfall and temperature. First, the conversion of discharges in runoff depth was 
made. When annual averaged runoff is analyzed, Ma Sa shows a higher increase (ca. 
+0.30 mm day-1) than To Mo (ca. +0.14 mm day-1). These absolute changes correspond 
to relative changes of ca. 8% for To Mo and ca. 10% for Ma Sa (see Fig. 6.9). When 
runoff is analyzed at different quantiles, high daily runoff extremes indicates that for the 
To Mo catchment increases are about +3.6 mm day-1 and for Ma Sa about +4.2 mm day-
1. Low quantile daily runoff is about 0.06 and 0.15 mm day-1 for the To Mo and Ma Sa 
respectively. These suggest that higher changes are projected for the Ma Sa catchment. 
However, relative changes in high quantile indicate higher changes for the To Mo 
catchment, that is, 68% for To Mo and 43% for Ma Sa for scenario A2 (see Table 6.6). 
This difference might be due to the lower runoff in the To Mo catchment compared with 
to the Ma Sa catchment. When interpreting these impact results on runoff, it is worth 
mentioning that the runoff results have higher uncertainty for the To Mo catchment.  
 
Figure 6-9: Projected changes in daily runoff for To Mo and Ma Sa catchments (2045–2065). 
(a)  and (c)  relative changes in runoff quantiles (all scenarios), (b)  and (d) extreme runoff vs. 
return period (scenario A1B). 
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The changes in runoff are obviously related to the changes in rainfall and temperature. 
The increase in high runoff extremes is mainly controlled by the increase in rainfall 
extremes. Consequently, as for rainfall, higher changes in runoff are observed for 
extremes (higher quantiles). In contrast, the negative changes in low runoff events are 
due to the increase in temperature and to the low increase in rainfall for some scenarios. 
Higher changes in temperature are presumed to produce higher evapotranspiration 
causing a decrease in low runoff flows. In addition, the reduction in the number of wet 
days contributes to the decrease in runoff. This is shown for the low runoff flows in the 
To Mo catchment for scenario A1B, in which daily runoff below quartile Q3 shows 
lesser increase despite the fact that the rainfall increase is lower for scenario B1. 
However, in catchment Ma Sa, the effect of low changes in temperature is not reflected 
in the runoff. This might be explained by the more uniform rainfall distribution in that 
catchment due to which changes in runoff are also more uniformly distributed.  
6.4 Conclusions  
 
This study brings new knowledge about the impact of climate change in the tropical 
Andean basin of the Paute River, which is strongly related to the high heterogeneity of 
the region. This knowledge might be useful to determine the climate change impacts on 
water resources.  
Within the analysis of the GCM-RCM outputs, the RCM- based temperature changes 
are mainly driven by the large-scale circulation models in which the RCM is nested. 
This is different for the RCM projected rainfall changes, which show that topographical 
or other local dynamics control the climate projections. However, rainfall patterns are 
not similar to those identified in the observed series and inconsistent changes are 
projected. This brings some discussion on the accuracy of RCM outputs and its direct 
use, although we believe that the inclusion of RCM outputs should be considered for 
statistical downscaling together with the GCM outputs. RCMs indeed intrinsically 
involve climate dynamics acting at spatial scales smaller than the coarse GCM 
resolution.  
The comparison between climate model outputs and downscaled series for scenario A2 
shows that the local variation in temperature and rainfall are properly identified and 
transferred to the downscaled series with the advanced QPA downscaling technique. 
This, however, requires good quality observed data with a temporal resolution that is 
sufficient to derive the local patterns which might influence the results. In this study, 
this was the monthly resolution for temperature and the daily resolution for rainfall.  
As other statistical downscaling techniques, the present methodology has some 
limitations. First, the method does account for (and transfer) the local properties that 
control the spatial variability in the meteorological variables from the observed series, 
but future changes in these properties are not taken into account. As explained before, 
we (and several other authors) expect that the properties (such as local topography) are 
not subject to future changes. This, however, needs further investigation (e.g. based on 
high resolution RCMs). Second, although the method applied for addressing the wet/dry 
day changes is systematic, it still is a rather crude method based on assumptions 
regarding the clustering of wet spells, which needs further investigation.  
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Nevertheless, the proposed downscaling technique is considered to be a potential option 
to assess local climate impacts. Cloke et al. (2013) also encourage the use of statistical 
downscaling techniques above the direct use of RCMs. However, these techniques must 
be used together with multiple evidence streams considering grand ensembles of 
GCM/RCM. In addition, other downscaling techniques can be compared with the 
proposed technique. In this way, this sensitivity of the downscaled impact results to the 
assumptions underlying statistical downscaling can be tested. One interesting analysis 
would be the comparison between statistical downscaling methods that make direct use 
of the rainfall results of climate models and statistical downscaling techniques that take 
advantage of observed relationships between rainfall and large-scale circulation.  
From the downscaled results it was learned that the changes in annual averaged 
temperature are homogeneous for almost the entire region with an increase of about 
+2.0 C. Despite the fact that the temperature variability between sites was properly 
identified and transferred by the downscaling technique, no difference in the changes 
was found related to the spatial scale. However, this homogeneity may be due to the 
monthly temporal resolution of the observed data. Therefore, higher resolution (i.e. 
daily) temperature series need to be explored in future research.  
Despite the stable annual temperature average, the temperature changes differ at 
temporal scale. The warmest period of the year would experience lower changes than 
the colder ones, and the coldest period of the year would have higher changes. This 
finding disagrees with the idea that warmer months will become warmer and that colder 
months will become colder. Another insight gained from the temperature impact 
assessment is that scenario B1 brings the lowest temperature increase, whereas 
scenarios A1B and scenario A2 show similar changes in temperature. This differs from 
other temperature impact results around the world, where scenario A2 projects the 
highest temperatures among other scenarios.  
For rainfall, the changes are more heterogeneous than the changes projected for 
temperature. The downscaled results project an annual rainfall depth increase along the 
basin for all sites and for all scenarios. No site and no scenario indicate decrease in 
annual rainfall depths. However, the frequency of wet days reduces. This suggests that 
the annual rainfall depth increase is due an increase in the remaining wet day intensities, 
as was confirmed by quantile analysis. Higher rainfall increases are indeed projected for 
more extreme rainfall intensity events.  
Absolute changes in runoff are higher for the Ma Sa catchment than for the To Mo 
catchment, both higher increases in high runoff flows and stronger decreases in the low 
runoff flows. The increase in high runoff extremes can be linked to the fact that the Ma 
Sa catchment is more wet than the To Mo catchment. The changes in extreme rainfall 
intensities are indeed also higher in the wetter regions (i.e. sites M217, M141). 
Therefore, changes in high runoff extremes are mainly related to the changes of rainfall 
extremes for both catchments, whereas the decrease in low runoff flows are linked to 
the increase in temperature together with the reduction in the number of wet days. 
However, this conclusion should be taken with care, as climate change might influence 
other hydrological catchment characteristics that were not taken into account in this 
study. This is the case for parameters involved in the estimation of evapotranspiration. 
In this research, future variables of solar radiation, humidity and wind speed were kept 
constant, overestimating the ET0 values. Other hydrological parameters not taken into 
account are the ones related to the soil properties of the páramo tropical alpine region, 
117		
which involves a high water retention capacity that is highly dependent on cold 
temperatures (Buytaert et al., 2011).  
The climate change found in this study for temperature, rainfall and runoff might bring 
consequences to the hydrological processes and related water management needs; 
hence, this will need further investigation as well.  
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7 Summary and Outlook 
 
7.1 Summary 
 
The main objective of this research is to study the downscaling of precipitation at basin 
scale in the Paute river basin, which is located in the tropical Andes of Southern 
Ecuador. The main assumption is that, by incorporating orographic information in the 
downscaling of precipitation, improved estimates of precipitation can be achieved. Such 
research is important, both from a scientific perspective as well as for water resource 
management and planning assessment for this developing country.  
 
The main results of the WPs are as follows:  
 
1- In the first place, the spatio-temporal dynamics of precipitation and clouds, as 
well as the potential cross-scale generation processes of rainfall in the Paute 
basin were investigated with the aim of evaluating the influence of both the 
orography and the synoptic climate signals on the climate of the basin. To 
convey such investigations, the regionalization of precipitation regimes is 
necessary prior to the study of the diverse orographic and synoptic borne 
influences on the precipitation regimes. Previous studies conducted the 
regionalization of precipitation regimes by correlation among a scarce group of 
stations and delineation by expert knowledge. In this work for the first time 
precipitation models were used to regionalize precipitation regimes in the PB at 
high resolution (e.g. 1km). Precipitation models using satellite cloud products 
and GIS data revealed the spatial extension of three regimes: a tri-modal (TM) 
regime, mainly present across the basin; a bi-modal (BM) regime, typical for 
sheltered valleys; and a uni-modal (UM) regime, characteristic of the windward 
slopes of the eastern cordillera. These results show an important application of 
clouds products to derive precipitation products at basin scale, which may be 
useful especially in remote regions of complex orography. The synoptic analysis 
of 600 hPa omega vertical velocity show that the ITCZ plays an important role 
in enhancing convection throughout the year. However, during boreal summer, 
the strengthening of the Walker Circulation produce subsidence, accounting for 
the dry season of the inter-Andean regions. On the hand the analysis on 600 hPa 
zonal wind and specific humidity showed that during boreal summer, the 
easterlies bringing moist air from the Amazon, which enhances the precipitation 
amounts on the eastward oriented slopes. From these results, we can derive the 
processes involved in generating precipitation during the rainy seasons. This is a 
novel finding from the present study. For instance, during April-May and 
October-November, precipitation is of convective nature, whereas, during boreal 
summer low advective shallow cap clouds mainly cause precipitation in UM 
regions, e.g. from 1000 to 3000 m asl on the eastern flanks of the Andes and 
along transition zones between UM and BM regimes. As a main result of these 
findings a conceptual model of rainfall was proposed for the PB, which could 
also be applied along the tropical region of the Andes. 
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2- Subsequently, the evaluation of the performance of statistical downscaling 
methods applied to monthly precipitation in the Andes of Ecuador was 
conducted. With the aim of capturing the complex atmospheric processes 
occurring in mountain regions, non-lineal methods for downscaling were used 
for this study. To the best knowledge of the author, no previous studies have 
evaluated statistical techniques such as, SDSM, and methods of artificial 
intelligence, as neural networks and support vector machines, on the tropical 
Andes. A comparative analysis of the applied downscaling methods was 
conducted. Using statistical metrics, such as Pearson correlation, root mean 
square error, and percentiles biases to evaluate artificial intelligence against the 
well-established SDSM approach, the former showed better skills in relation to 
the latter. The intercomparison of artificial intelligence methods with respect to 
the downscaling of monthly precipitation, showed that neural networks and least 
square support vector machine models perform equally. However, in some 
stations, and some months, it was important to consider both model approaches 
AI and SDSM, in order to derive robust conclusions. Good performance of the 
statistical downscaling techniques was obtained along the year. However 
shortcomings especially in November rainfall depths were found in some 
stations. These results could also be influenced by the set of predictors used on 
each case. For instance, AI methods keep the original set of predictor variables. 
Whereas, SDSM evaluates the most significant set of variables using partial 
correlation, and then uses them to calibrate the models. This could derive in 
discarding important variables, which may have non-linear relations with the 
predictant. The analysis of the predictors used by SDSM for all stations, shows 
that Palmas station, the only UM station which has important meso-scale 
influences, kept only 3 variables from 12 variables in the original set, whereas 
BM and TM stations kept at least 5 variables. Thus a methodology considering 
downscaling with specific predictors by month or season might be advisable. 
 
3- Once some statistical approaches were evaluated, the predictive capabilities 
regarding the generation of station-scale mean monthly temperature and rainfall 
of both a dynamical (WRF-based) and a statistical (ANN-based) downscaling 
approach was assessed. Because to some extent the added value of dynamical 
downscaling can be attributed to terrain information, WRF model was run at 
high resolution, e.g. 15 km in the PB. To the best knowledge of the author it is 
the first time that WRF model is applied at high resolution in the Andes and an 
exhaustive sensibility analysis of sub-grid parameterizations is conducted. To 
evaluate the added value of regional modeling we chose two basins with 
complex orography, e.g. Paute and Jubones, which present high altitudinal 
gradients and diverse precipitation regimens. From a decade of evaluation it was 
unveiled that both approaches were able to qualitatively describe precipitation 
and temperature seasonal variations for different regimes in representative 
weather stations. However shortcomings in the estimation of monthly rainfall 
depths were found. For instance, despite the fact that an exhaustive sensitivity 
analysis was conducted to choose the adequate set of microphysical parameters 
for WRF, its results showed consistent overestimation. This finding is in 
agreement with other studies around the world. It is important to highlight that 
downscaling results from both approaches surpassed the precipitation 
seasonality representation of NNRP reanalysis data. In fact, NNRP show a bi-
modal regime over the entire region. However both downscaling approaches 
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could capture the uni-modal regime, which is due to the meso-scale influence of 
the Andes. This is particularly important for the regional modeling approach 
because it implies that the processes, which modify the synoptic signal, are 
captured. A limitation was found in the representation of the transition regime 
between uni and bi modal regimens, e.g. three-modal regime. It was not 
captured neither by statistical nor the dynamical techniques. With respect to the 
regional modeling approach this shortcoming may indicate that even higher 
resolution is necessary in order to capture local modifications to the synoptic 
signal of precipitation. On the other hand for statistical methods the 
consideration of predictors at higher resolution, which account for local 
atmospheric influences, may be necessary. Thus the statistical downscaling of 
dynamically downscaled fields could be an option. This fact may encourage the 
evaluation of a methodology of downscaling using dynamic and statistical 
methods in cascade, which could help capture meso-scale and local climatic 
features.  
 
 
4- Finally, the statistical downscaling of GCMs and RCMs (Precis Hadley and 
Precis Echam) was conducted to generate projections of precipitation and 
temperature in the Paute basin. Due to computational limitations, the projections 
of climate (e.g. from 2045 to 2065), with the regional climate model PRECIS on 
50km resolution was used. Thus, for the first time in the PB, the added value of 
combining both the dynamical and the statistical downscaling approaches at 
daily scale was evaluated. The statistical downscaling approach, e.g. the 
adjusted quantile perturbation method, was used to downscale GCMs as well as 
PRECIS results. The projections were calculated for the A2, A1B, and B2 SRES 
future scenarios from 2045 to 2065. For A2 scenario, increases of +2°C are 
projected across the entire basin, whereas for precipitation the projected changes 
varies from +175 to +650 mm/year, and for others negative trends in the order of 
the observed precipitation depths. Such results call the attention about the 
reliability of the projected values of precipitation, although similar values for 
temperature have been reported previously. Projected statistically downscaled 
temperature changes based on RCMs reflected more spatial variability than 
direct RCM based changes. However, the range of values remained similar, 
showing that RCM-based temperature changes are driven by the GCMs in which 
RCMs are nested. In a similar way, the changes projected from GCMs are 
similar to the statistically downscaled values, despite the fact that, the latter 
showed more spatial variability. However, for precipitation, RCM outputs 
present local gradients that are not similar to observations, and inconsistent 
changes are projected. On the other hand, the precipitation changes from the 
statistically downscaled results either from GCMs and RCMs showed similar 
variations. This brings some discussion on the accuracy of RCM outputs and its 
direct use. It is important to acknowledge that the limited performance of the 
RCMs used in this study, e.g. Precis Hadley and Precis ECHAM, may be related 
to (i) the resolution, ca. 50km, which may not reflect the complex orography of 
the Paute basin, and (ii) the lack of a specific sensitivity analysis of the 
parameterizations, causing that sub-grid effects may be affecting the results.  
 
 
Thus the following aspects are the main contributions of the present work: 
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- The determination of the orographic and synoptic factors generating uni, bi, and 
three modal precipitation regimes in the PB, which may also explain the 
dynamics of precipitation along the tropical Andes. As a result a conceptual 
model of rainfall for mountain regions with complex orography as the PB was 
presented. 
- The development of high-resolution precipitation models based on cloud 
products, which were used for the regionalization of precipitation regimes in the 
PB. This could have important applications in remote regions of complex 
orography.   
- The novel application in the Andes of Ecuador, of several non-linear statistical 
downscaling approaches as SDSM, artificial neural networks and support vector 
machines. It was shown that such techniques can capture meso-scale climatic 
influences, however shortcomings on the representation of local modification of 
the climatic signal were found. 
- The development of an exhaustive sensitivity analysis of sub-grid 
parameterization in the PB prior to the evaluation of high-resolution regional 
climate modeling, e.g. WRF 15km in the Tropical Andes. It was determined that 
RCM-WRF is able to capture meso-scale modifications of the synoptic signal, 
however strong over-estimation of precipitation amounts were found. 
- The evaluation of the added value of applying both, the dynamical and statistical 
downscaling approaches in cascade (e.g. PRECIS and perturbation factor 
respectively), proved to present improved estimates of precipitation in the PB. 
 
 
7.2 Outlook 
 
The findings from the present investigation encourage further research related to the 
downscaling of global climate models in mountain regions.  
 
In the downscaling of GCMs several uncertainties are involved, as was previously 
mentioned in section 1. Thus research efforts might be oriented towards the reduction of 
the diverse sources of uncertainty. For instance, to date there is a lack of studies 
evaluating the representation of the synoptic conditions either from GCMs or reanalysis 
data on this region, and furthermore their correspondence. Such investigations are of 
major importance for downscaling due to the fact that reanalysis data is used for the 
calibration of statistical models, or for the sensitivity analysis in dynamical approaches. 
However GCMs drive the future projections of climate, thus the evaluation of both 
inputs should be conducted. Nevertheless, the evaluation of GCMs and reanalysis data 
requires an improvement of the understanding of atmospheric processes. However, for a 
deeper understanding of such processes, the improvement of observational networks, in 
spatio-temporal representation, is required.  
 
Uncertainty is also inherent to the methods used for the downscaling of climate 
variables. Thus efforts should be oriented towards a more comprehensive evaluation of 
methods. For instance, successful applications of weather typing approaches have been 
studied especially in developed countries, however to date limited studies have been 
conducted on this region, e.g. Pineda, & Willems, (2015). Also, specifically applied in 
statistical approaches, the interpolation of point estimates is conducted as a final step to 
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produce downscaled grids. In regions with complex orography as the Andes such 
process may introduce further uncertainties, which are amplified by scarce monitoring 
networks in a region with strong climatic gradients. Thus the application of adequate 
geoestatistical methods for the interpolation of downscaled climatic fields in complex 
terrain should be further studied. For the present study two RCMs, e.g. Precis and WRF, 
were used. However in order to make more robust assessments of climate change, 
despite the fact that high computational power is required, more efforts towards the 
generation of ensembles of downscaled estimates are necessary.   
 
Another aspect, which is central to the assessment of climate change impact at basin 
scale, is the study of climate extremes. Such evaluation in regions where the GCMs 
representation of climate still limited is even more important. The representation of 
extremes can be achieved either by extreme climate indicators thresholds, or by the 
evaluation of extreme percentiles. However, the investigation related to the downscaling 
of extremes in complex terrain is not a trivial matter. For instance, methodological 
aspects, as, e.g. the downscaling of fields, and further calculation of extremes, or the 
calculation of extremes followed by the interpolation of fields, still in discussion.     
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8 Zusammenfassung 
 
Das Hauptziel der vorliegenden Studie ist die Erforschung des Downscaling von 
Niederschlägen auf die Einzugsgebietskala des Paute Flusses, welcher sich in den 
tropischen Anden im südlichen Ecuador befindet. Die Hauptannahme ist, dass durch die 
Berücksichtigung orographischer Informationen beim Downscaling von Niederschlägen 
eine Verbesserung der Niederschlagsprognosen ermöglicht wird. Eine solche Forschung 
ist sowohl aus wissenschaftlicher Sicht, als auch für das Management von 
Wasserressourcen sowie der raumplanerischen Beurteilung in dem Entwicklungsland 
wichtig. 
 
Die Hauptresultate der WPs sind die Folgenden: 
1- Zunächst wurden die raumzeitlichen Dynamiken von Niederschlag und Wolken, als 
auch mögliche skalenübergreifende Prozesse der Niederschlagsentstehung in dem Paute 
Becken (PB) untersucht um den Einfluss orographischer und synoptischer Klimasignale 
auf das Klima des Becken auszuwerten. Hierfür ist zunächst eine Regionalisierung der 
Niederschlagsregime notwendig um anschließend verschiedene orographische und 
synoptische Einflüsse auf die Niederschlagsregime zu untersuchen. Vorangehende 
Studien erreichten die Regionalisierung von Niederschlagsregimen mittels 
Korrelationen aus einer kleinen Gruppe von Messstationen und der Beurteilung durch 
Expertenwissen. In dieser Arbeit wurden zum ersten Mal Niederschlagsmodelle benutzt, 
um Niederschlagsregime im PB in hoher Auflösung (1 km) zu regionalisieren. Diese 
Niederschlagsmodelle, basierend auf satellitengestützten Wolkenprodukten und GIS 
Daten, zeigten die räumliche Ausdehnung von drei Regimen: Ein trimodales Regime 
(TM) hauptsächlich über dem Becken; ein bimodales Regime (BM) typisch für 
geschützte Täler; und ein unimodales Regime (UM) typisch für windexponierte Hänge 
der östlichen Cordillera. Die Ergebnisse zeigen die Bedeutung von Wolkenprodukten 
wenn Niederschlagprodukte auf Skala von Einzugsgebieten abgeleitet werden sollen, 
was vor allem in weit abgelegene Regionen mit komplexer Geländeoberfläche nützlich 
sein kann. Die synoptische Analyse der 600 hPa Omega Vertikalgeschwindigkeit zeigt, 
dass die innertropische Konvergenzzone (ITCZ) das ganze Jahr über die Konvektion 
verstärkt. Eine Abmilderung durch die ausgeprägte Walkerzirkulation während des 
borealen Sommers ist verantwortlich für die Trockenzeit in den interandinen Regionen. 
Die Analyse von 600 hPA zonalem Wind und spezifischer Luftfeuchtigkeit zeigte, dass 
während des borealem Sommers die Ostwindzone feuchte Luftmassen vom Amazonas 
bringen, wodurch die Niederschlagsmengen an ostexponierten Hängen steigen. Aus 
diesen Erkenntnissen können Prozesse abgeleitet werden welche die 
Niederschlagsentstehung während der Regenzeit bestimmen. Dies ist eine neue 
Erkenntnis der vorliegenden Studie. So sind beispielsweise, von April bis Mai und 
Oktober bis November, Niederschläge konvektivem Ursprungs, wohingegen während 
des borealen Sommers die Niederschläge hauptsächlich advektiv, mittels „shallow cap“ 
Wolken, in die UM Regionen gelangen, so z.B. von 1000 bis 3000 m ü. NN an der 
Ostflanke der Anden und entlang der Übergänge von UM zu BM Regimen. Als ein 
Hauptergebnis dieser Erkenntnisse wurde ein konzeptionelles Regenmodell für das PB 
vorgeschlagen, welches ebenso auf andere tropische Regionen entlang der Anden 
angewendet werden kann.  
 
2- Anschließend, wurde die Anwendbarkeit von statistischen Downscaling Methoden 
auf die monatlichen Niederschläge in den Anden von Ecuador ausgewertet. Um die in 
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den Anden vorkommenden, komplexen Prozesse der Atmosphäre zu erfassen, wurden 
nicht lineare Methoden des Downscalings in dieser Studie verwendet. Nach 
Wissensstand des Autors haben keine der bisherigen Studien statistische Techniken, 
beispielsweise SDSM, oder Methoden der künstlichen Intelligenz, wie neuronale 
Netzwerke und Support Vector Machines (SVM) für die tropischen Anden angewendet. 
Eine vergleichende Analyse der angewandten Downscaling Methoden wurde 
durchgeführt. Mit der Verwendung von statistischen Kennzahlen, wie beispielsweise 
dem Pearsons Korrelationskoeffizient, der Wurzel der mittleren Fehlerquadratsumme 
und der Perzentil Bias wurden die Ansätze der künstlichen Intelligenz (artificial 
intelligence – AI) mit dem etablierten SDSM Ansatz verglichen; wobei Erstgenannte 
besser abschnitten als Letzterer. Der Vergleich der Methoden der AI beim 
Downscalings der monatlichen Niederschlagsmengen zeigte, dass sich neuronale Netze 
und least square SVM-Modelle gleichermaßen anwenden lassen. Es war jedoch für 
manche Messstationen und in manchen Monaten wichtig beide Modelansätze, AI und 
SDSM, zu berücksichtigen um aussagekräftige Schlussfolgerungen zu gewinnen. Über 
das Jahr hinweg wurde ein gutes Funktionieren der statistischen Downscaling 
Techniken festgestellt. Jedoch wurden vor allem bei den Niederschlagsmengen im 
November für manche Stationen Fehler festgestellt. Diese Ergebnisse könnten von der 
Festlegung der Prädiktoren, die für jeden Fall verwendet worden, beeinflusst worden 
sein. So behalten zum Beispiel AI Methoden ihre ursprünglich festgelegten Variablen 
bei. Demgegenüber berechnet SDSM mit Hilfe von partiellen Korrelationen die 
signifikanteste Zusammenstellung von Variablen aus und benutzt diese, um die Modelle 
zu kalibrieren. Dies kann dazu führen, dass wichtige Variablen verworfen werden, 
welche eventuell nicht-lineare Zusammenhänge mit dem Prädiktoren haben. Die von 
SDSM für alle Stationen benutzte Analyse von Prädiktoren zeigt, dass Palmas Station, 
die einzige UM Station mit wichtigen mesoskaligen Einflüssen, lediglich drei der zwölf 
Variablen der ursprünglichen Zusammenstellung beibehält, wohingegen die BM und 
TM Stationen mindestens fünf Variablen beibehalten. Folglich könnte eine Methodik 
welche ein Downscaling mit monatlich oder jahreszeitlich spezifischen Prädiktoren 
verwendet empfehlenswert sein. 
 
3- Nach der Auswertung einiger statistischer Ansätze, wurden die 
Voraussagemöglichkeiten hinsichtlich der Erzeugung von stationsskalierten mittleren 
monatlichen Temperaturen und Niederschlägen, sowohl von dynamischen (WRF-
basiert) als auch statistischen (ANN-basiert) Downscaling Ansätzen beurteilt.Da die 
hinzugefügten Werte des dynamischen Downscalings zu gewissem Grad 
Geländeinformationen zugeschrieben werden können, wurden die WRF Modelle mit 
hoher Auflösung (15 km) für das PB gerechnet werden konnten. Nach Wissenstand des 
Autors ist es das erste Mal, dass das WRF Model mit hoher Auflösung in den Anden 
angewendet und eine vollständige Sensibilitätsanalyse der sub-grid Parametrisierung 
durchgeführt wurde. Um die hinzugefügten Werte der regionalen Modellierung 
auszuwerten, haben wir zwei Becken mit komplexer Geländeformung ausgesucht, Paute 
und Jubones, welche große Höhendifferenzen und verschieden Niederschlagsregime 
aufweisen. Jahrzehntelange Auswertungen zeigten, dass beide Ansätze anwendbar 
waren um die saisonalen Niederschlags- und Temperaturschwankungen für 
verschiedene Regime in repräsentativen Wetterstationen zu beschreiben. Es wurden 
jedoch Fehler in der Schätzung der monatlichen Regenfälle gefunden. So zeigten 
beispielsweise die Ergebnisse einer vollständigen Sensibilitätsanalyse trotz einer 
angemessenen Zusammenstellung von mikrophysikalischen Parametern der WRF, eine 
stetig überhöhte Schätzung. Diese Erkenntnis stimmt mit anderen Studien aus der 
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ganzen Welt überein. Es ist wichtig hervorzuheben, dass die Ergebnisse des 
Downscalings beider Ansätze die Darstellung der jahreszeitlichen Niederschläge der 
neu analysierten NNRP Daten übertreffen. Im Grunde zeigt NNRP ein bi-modales 
Regime für die ganze Region. Beide Downscalingansätze konnten jedoch ein uni-
modales Regime erfassen, welches dem meso-skaligem Einfluss der Anden 
zuzuschreiben ist. Dies ist speziell für die regionalen Modellierungsansätze wichtig, da 
hier Prozesse welche die synoptischen Signale verändern, erfasst wurden. Eine 
Beschränkung war in der Darstellung des Übergangs von uni- zum bimodalen Regime, 
dem tri-modeln System zu finden. Dieses konnte weder von statistischen noch 
dynamische Techniken erfasst werden. Im Kontext des regionalen Modelansatzes kann 
dieser Mangel darauf hinweisen, dass eine weiter erhöhte Auflösung notwendig ist, um 
lokale Änderungen im synoptischen Signal des Niederschlags zu erfassen. Für die 
statistische Verfahren scheint die Berücksichtigung von Prädiktoren, die lokale 
atmosphärische Einflüsse bedingen, mit höherer Auflösung erforderlich zu sein. So 
könnte das statistische Downscaling von dynamisch ge-downscalten Feldern eine 
Option sein. Diese Ergebnisse ermutigen zur Auswertung einer Methodologie des 
Downscalings durch das Nutzen von dynamischen und statistischen Verfahren in 
Kaskade, welche beitragen könnten mesoskalige und lokale klimatische Merkmale zu 
erfassen.  
 
4- Schließlich wurde das statistische Downscaling von GCMs und RCMs (Precis 
Hadley und Precis Echam) durchgeführt um Vorhersagen von Temperatur und 
Niederschlägen im PB zu erzeugen. Limitiert durch die Rechnerleistung wurden die 
Vorhersagen des Klimas von dem regionalen Klimamodell PRECIS mit 50 km 
Auflösung benutzt. Somit wurde das erste mal im PB, der zusätzliche Wert resultierend 
aus der Kombination von dynamischen und statistischen Downscaling Ansätzem auf 
täglicher Basis ausgewertet. Der statistische Downscaling Ansatz, namentlich „adjusted 
quantile perturbation method“, wurde für das Downscaling der GCMs sowie der 
PRECIS Ergebnisse verwendet. Die Vorhersagen wurden für das A2, A1B und das B2 
SRES Zukunftsszenario für 2045 bis 2065 gerechnet. Für das A2 Szenario, ist eine 
Erwärmung von 2 °C für das gesamte Becken vorhergesagt , wobei die Vorhersagen für 
den Niederschlag variieren von einer Zunahme von 175 bis 650 mm/Jahr und teilweise 
sogar negative Trends für die Niederschlagsmengen beobachtet werden. Solche 
Ergebnisse rufen zur Vorsicht auf über die Zuverlässigkeit der projizierten 
Niederschlagswerte, obwohl für die Temperatur ähnliche Werte bereits früher 
aufgezeichnet wurden. Projizierte, statistisch gedownscalte Temperaturänderungen 
basierend auf RCMs, spiegelten mehr räumliche Variabilität als die direkte RCM 
basierte Werte wieder. Jedoch blieb der Wertebereich ähnlich, was zeigt, dass RCM-
basierte Temperaturänderungen durch die GCMs gesteuert werden, in denen RCMs 
eingebunden sind. In ähnlicher Weise sind die von den GCMs vorhergesagten 
Veränderungen ähnlich zu den statistisch gedownscalten Werten, ausser das Letztere 
eine höhere räumlichere Variabilität aufweisen. Für den Niederschlag zeigen die RCM 
Ergebnisse jedoch lokale Gradienten, die den Beobachtungen nicht ähnlich sind, zudem 
werden inkonsistente Änderungen projiziert. Andererseits zeigten die 
Niederschlagsänderungen von den statistisch gedownscalten Ergebnissen sowohl von 
den GCMs und RCMs ähnliche Abweichungen. Dies führt zu Zweifeln an der 
Genauigkeit der RCM-Ergebnisse und deren direkter Verwendung. Es ist wichtig darauf 
hinzuweisen, dass die begrenzte Leistung der in dieser Studie verwendeten RCMs, 
namentlich Precis Hadley und Precis ECHAM, im Zusammenhang mit (i) der 
Auflösung von ca. 50 km, welche möglicherweise nicht die komplexe Orographie des 
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Paute-Beckens widerspiegeln kann, und (ii) dem Fehlen einer spezifischen 
Empfindlichkeitsanalyse der Parametrisierungen, was bewirkt, dass Sub-Grid-Effekte 
die Ergebnisse beeinflussen können. 
 
Die folgenden Aspekte sind Hauptbeiträge der vorliegenden Arbeit: 
 
- Die Bestimmung der orographischen und synoptischen Faktoren, welche uni-, bi- und 
tri-modale Niederschlagsregime im PB erzeugen, und auch die Dynamik der 
Niederschläge entlang der tropischen Anden erklären kann. Als Ergebnis wurde ein 
konzeptionelles Modell des Niederschlags für Bergregionen mit einer komplexen 
Orographie wie dem PB präsentiert. 
- Die Entwicklung von hochauflösenden Niederschlagsmodellen auf der Basis von 
Wolkenprodukten, welche für die Regionalisierung von Niederschlagsregimen im PB 
verwendet wurden. Dies könnte wichtige Anwendungen in abgelegenen Regionen 
komplexer Orografie haben. 
- Die neuartige Anwendung in den Anden von Ecuador, mit mehreren nicht-linearen 
statistischen Downscaling Ansätzen wie SDSM, sowie künstliche neuronaler Netze und 
Support-Vektor-Maschinen. Es wurde gezeigt, dass solche Techniken mesoskalige 
klimatische Einflüsse erfassen können, hingegen zeigten sich Mängel hinsichtlich der 
Darstellung der lokalen Modifikation des Klimasignals. 
- Die Entwicklung einer umfassenden Sensitivitätsanalyse der Sub-Grid-
Parametrisierung im PB, vor der Bewertung der hochauflösenden regionalen 
Klimamodellierung, z.B. WRF 15 km in den tropischen Anden. Es wurde festgestellt, 
dass RCM-WRF in der Lage ist mesoskalige Modifikationen des synoptischen Signals 
zu erfassen, wobei jedoch eine starke Überschätzung der Niederschlagsmengen 
beobachtet wurde. 
- Die Bewertung des zusätzlichen Nutzens durch Anwendung beider, des dynamischen 
als auch des statistischen, Downscaling-Ansatzes in Kaskade (z. B. PRECIS und 
Störungsfaktor) ergab verbesserte Schätzungen des Niederschlags im PB. 
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