Abstract. In this paper we construct a coarse moduli scheme of stable unramified irregular singular parabolic connections on a smooth projective curve and prove that the constructed moduli space is smooth and has a symplectic structure. Moreover we will construct the moduli space of generalized monodromy data coming from topological monodromies, formal monodromies, links and Stokes data associated to the generic irregular connections. We will prove that for a generic choice of generalized local exponents, the generalized RiemannHilbert correspondence from the moduli space of the connections to the moduli space of the associated generalized monodromy data gives an analytic isomorphism. This shows that differential systems arising from (generalized) isomonodromic deformations of corresponding unramified irregular singular parabolic connections admit geometric Painlevé property as in the regular singular cases proved generally in [8] .
Introduction
Let m, l be positive integers and ν be an element of Cdw/w lm−l+1 + · · · + Cdw/w. We denote the C[ For the proof of Theorem 0.1, see [[27] , Theorem 6.8.1] for example. Note that ν 1 , . . . , ν s in Theorem 0.1 are unique modulo Zdw/w. So we can take ν 1 , . . . , ν s as invariants of a connection. In this paper we consider only the case l = 1.
Let C be a smooth projective irreducible curve over C of genus g, t 1 , . . . , t n be distinct points of C and m 1 , . . . , m n be positive integers. Put D := However, there is a serious example (Remark 1.2) which states that for special ν, there is a member (E, ∇, {l After we construct the good moduli space M α D/C (r, d, (m i )) ν of the α-stable parabolic connections, we will investigate the Riemann-Hilbert correspondences for these moduli spaces and define the generalized isomonodromic flows or isomonodromic differential systems associated to them. For that purpose, it is necessary to construct a good moduli space of the generalized monodromy data for the parabolic ν-connection (E, ∇, {l
However, for that purpose, we should fix the types of decompositions in the HukuharaTurrittin formal types at all irregular singular points. However for some special ν, we can not recover these formal types (Remark 1.2). So in this paper, we will restrict ourselves to the case when the local exponents ν is generic (cf. Definition 5.1). In this case, we can also construct the coarse moduli scheme R(ν) of the data consisting of Stokes data, links and global topological monodromy representation of π 1 (C \ {t 1 , · · · , t n }). Let us denote by ν res the residue part of ν and by p = { γ i } = e(ν res ) its exponential. Under the assumption that ν is generic, non-resonant and irreducible, we can see that the moduli space R(ν) is a nonsingular affine scheme. Moreover for a fixed generic ν, we can define the Riemann-Hilbert correspondence RH (D/C),ν : M α D/C (r, d, (m i )) ν −→ R(ν), and in Theorem 5.1, we prove that RH (D/C),ν is an analytic isomorphism under the assumption that ν is generic, non-resonant and irreducible. In §6, we will define the isomonodromic differential systems induced by the family of the Riemann-Hilbert correspondences and show that the corresponding differential systems has geometric Painlevé property when ν is generic, simple, non-resonant and irreducible(cf. Theorem 6.1). Then as a corollary we can obtain the geometric Painlevé property of 5 types of classical Painlevé equations listed below when p = e(ν res ) is non-resonant and irreducible. (Note that if rank E =2, ν are always simple).
(1) P V I (D
4 ) p , P V (D
5 ) p , P III (D
6 ) p , P IV (E
6 ) p , P II (E
7 ) p For P V I (D
4 ) p , we showed the geometric Painlevé property for any p ( [9] , [10] , [8] ). More generally, the geometric Painlevé property for isomonodromic differential systems associated to the regular singular parabolic connections for any p was proved completely in [8] .
The rough plan of this paper is as follows. In §1, we will prepare some results on the formal parabolic connections and their reductions to the finite orders. In §2, we will construct the coarse moduli scheme M 
) ν is smooth for any ν. In §3, we will show the existence of the smooth family of the moduli spaces of parabolic connections over the space of generalized exponents when we also vary the divisor D = n i=1 m i t i in a product of Hilbert schemes of points (cf. Theorem 3.1). Theorem 3.1 seems important from the view point of confluence process of singular points. In §4, we will show the existence of the relative symplectic form ω on the family of moduli spaces of parabolic connections parametrized by ν. We will use Theorem 3.1 to reduce the proof of the closedness dω = 0 to the case of regular singular cases in [8] . In §5, we will review on the generalized monodromy data and construct the moduli space of them when ν is generic. Moreover we define the Riemann-Hilbert correspondence and show that it gives an analytic isomorphism for generic, non-resonant and irreducible ν. In §6, fixing a nonresonant and irreducible ν res , we will define the family of Riemann-Hilbert correspondences and define the isomonodromic flows on the phase space π 2,νres : M α D/C/T
•,s νres

−→ T
•,s νres which is the family of moduli spaces of α-stable parabolic connections over a certain space T
•,s νres of parameters including generic, simple exponents ν with the fixed residue part ν res (see (26) ). The isomonodromic flows define an isomonodromic foliation or an isomonodromic differential system on the phase space and its geometric Painlevé property follows easily from the definition based on Theorem 5.1. The geometric Painlevé property gives a complete and clear proof of the analytic Painlevé property for the isomonodromic differential systems with non-resonant and irreducible exponents ν res or p = e(ν res ).
As explained in [11] , it is important to construct the fibers of the phase space of the isomonodromic differential system as smooth algebraic schemes. One can use affine algebraic coordinates of the fibers over an open set of parameter spaces to write down the differential systems explicitly. Then the differential systems satisfy the analytic Painlevé property which easily follows from the geometric Painlevé property.
We should mention that Malgrange [14] , [15] and Miwa [16] gave proofs of the analytic Painlevé property for isomonodromic differential systems for irregular connections on P 1 . However, in order to give a complete proof of the geometric Painlevé property, we believe that our algebro-geometric construction of the family of the moduli spaces of connections is indispensable. (See also [9] , [10] and [8] for the regular singular cases).
Bremer and Sage studied in [2] the moduli space of irregular singular connections on P 1 . They consider also the ramified case. However, they assumed that the bundle V is trivial, which means that their moduli space only covers a Zariski open set of our moduli space which is not enough to prove the geometric Painlevé property even for generic unramified cases. See Remark 5.3.
The second author thanks Marius van der Put for the hospitality and many discussions on the generalized monodromy data of irregular singularities during his visits in Groningen. Both authors thank to the referee for pointing out mistakes about the multiplicity of singular lines in the first version of this paper and other useful suggestions.
Preliminary
As a corollary of Theorem 0.1, we obtain the following Proposition:
]-module of rank r and ∇ : V → V ⊗ dz/z m be a connection. Then there is a positive integer l such that for a variable w with w l = z, there exist ν 0 , . . . , ν r−1 ∈ Cdw/w lm−l+1 + · · · + Cdw/w and a filtration
Proof. We prove the proposition by induction on r. For r = 1, we take a basis e of V . Then we have ∇(e) = νedz for some ν ∈ C[[z]]z −m . We can write ν = j≥−m a j z j . We put ν 0 := j≥0 a j z j and µ := ν 0 = j≥0 (j + 1)
We put e ′ := exp(−µ)e. Then e ′ is a basis of V and
Hence we have V ∼ = V ((ν − ν 0 )dz, 1). Now assume that r > 1. By Theorem 0.1, there is a positive integer l such that for a variable w with w l = z, there exist µ 1 , . . . , µ s ∈ Cdw/w m + · · · Cdw/w, positive integers r 1 , . . . , r s and an isomorphism
We can take an element e r−1 ∈ ϕ −1 (V (µ s , r s )) such that ∇(e r−1 ) = µ s e r−1 . Let m r−1 be the smallest integer such that 
]-module of rank r − 1 and ∇ induces a connection
Then by the induction assumption, there is a filtration 
]/(z 6 ) can be given by the matrix
with respect to the basis
) with respect to this basis are
On the other hand, take the basis
Thus the representation matrix of ∇ ⊗ C[[z]]/(z 6 ) with respect to the basis
is given by
So the "eigenvalues" of ∇ ⊗ C[z]/(z 6 ) with respect to this basis are z −6 dz, z −6 dz. Thus we conclude that the "eigenvalues" of ∇ ⊗ C[z]/(z 6 ) can not be well-defined. In other words, the eigenvalues ν 1 , . . . , ν s given in Hukuhara-Turrittin theorem (Theorem 0.1) can not be recovered from ∇ ⊗ C[z]/(z 6 ).
On the other hand, we have the following proposition, which will be possible to improve more generally according to the referee's valuable comment. 
m be the morphisms induced by ∇ V and ∇ W , respectively. Choose a basis e
Proof. We prove the Proposition by induction on r. Assume that r = 1. We can write ϕ(e
with n ≥ 1 and α −n = 0. If we put c = c 0 + c 1 z + c 2 z 2 + · · · + c m−1 z m−1 with each c j ∈ C, then we have c 0 = 0. So we have
which is a contradiction. Thus we have ν
There exists an element
and so we have dc = c(ν
gives a splitting of the exact sequence
So we have V = V r−1 ⊕ V /V r−1 . Similarly we have a splitting W = W/W 1 ⊕ W 1 and we have an isomorphism V /V r−1 ∼ = W 1 which is compatible with the connections. So we obtain an isomorphism (
. By induction hypotheses, there is a permutation σ ∈ S r such that σ(r − 1) = 0 and ν
So assume that ψ is not an isomorphism. Then we can write c = c k z
So we have ν
Thus we have k − 1 = k − n and kc k = c k (a 
which also induces a morphism
We define c
So we have
By induction hypothesis, there exists a permutation σ ∈ S r such that σ(r − 1) = 1 and ν
If ψ 1 is not an isomorphism, then we can see by a similar argument to the above that ϕ induces a homomorphism
We repeat this argument and we finally obtain an isomorphism
for some j with 0 ≤ j ≤ r − 1. So there is a slitting
of the exact sequence
Therefore we have
So we have ν 
Moduli space of unramified irregular singular parabolic connections
Let C be a smooth projective irreducible curve over C of genus g and
be an effective divisor on C. Take a generator z i of the maximal ideal of O C,t i . Let E be a vector bundle of rank r on C and ∇ : E → E ⊗ Ω 
is a connection and
) is contained in the image of (l
We fix a sequence of rational numbers α = (α [3] for (E, ∇) under the Main assumption in [3] . Remark 2.2. Take a parabolic connection (E, ∇, {l
Then we obtain a new parabolic
We call this the elementary transform of (E, ∇, {l
j }) satisfies the following stability condition: for any subbundle
So we can consider a stability of a parabolic connection with respect to a weight α = (α
Let S be an algebraic scheme over C and C be a projective flat scheme over S, such that each geometric fiber C s of C over S is a smooth irreducible curve of genus g. Lett 1 , . . . ,t n ⊂ C be closed subschemes such that the compositet i ֒→ C → S is an isomorphism for any i and thatt i ∩t j = ∅ for any i = j. We put
be the scheme over S such that for any T → S,
Proof. Fix a weight α which determines the stability of irregular singular parabolic connections. We take positive integers β 1 , β 2 , γ and rational numbers 0 <α
j for any i, j. We assume that γ ≫ 0. We can take an increasing sequence 0 < α
Take any member (E, ∇, {l
is the moduli functor of α-stable unramified irregular singular parabolic connections of parabolic depth (N i ). We define subsheaves F p (E) ⊂ E inductively as follows: First we put
We can check that ι is representable by an immersion. So we can prove in the same way as [ [9] , Theorem 2.1] that a certain locally closed subscheme
There is also a coarse moduli schemeM
is not empty. We will prove Theorem 2.2 in several steps.
We can canonically define a morphism
and the morphism Tr :
Proof. We can see by an easy argument that it is sufficient to show that the morphism of moduli functors
is formally smooth. Let A be an artinian local ring with maximal ideal m and residue field k = A/m. Take an ideal I of A such that mI = 0. Let
for any a ∈ L| m i (t i ) A and i = 1, . . . , n. f corresponds to an element (E, ∇, {l
If (t i )
A ∈ U α , we may assume that parabolic structure {l
where e 1 , . . . , e r is the standard basis of E α . We define a parabolic structure {(l α )
We can take a liftB
and that Tr(
Then we obtain a local parabolic connection (
We can easily see that d{u αβγ } = 0 and
Since (E, ∇, {l
is α-stable, we have a = c·id E for some c ∈ C. So we have a = 0, because
In particular, we have ω(E, ∇, {l
Hence det is a smooth morphism. We can see that the moduli space M D/C/S (1, d, (m i )) is an affine space bundle over Pic
We define a complex F • on C x by
j for any i, j ,
for any α and ♯{α|(t i ) x ∈ U α } = 1 for any i. We can take an isomorphism
Uα is the given isomorphism. We put
and
. We can easily check that the correspondence v → σ x (v) gives an isomorphism
From the spectral sequence
, we obtain an exact sequence
Here we used the isomorphisms
Cx and Serre duality. We define a subsheaf E 1 ⊂ End(E) by the exact sequence
Inductively we define a subsheaf E k ⊂ End(E) by the exact sequence
Then we have E r−1 = F 0 and we have
and the statement of Proposition follows.
Proof of Theorem 2.2. By Proposition 2.1, we can see that
, where (C, t 1 , . . . , t n ) := (C,t 1 , . . . ,t n ) ν and z i is a generator of the maximal ideal of O C,t i . Assume that m i > 1 and a
−m i for any i and any j = j ′ . Then the canonical morphism
is an isomorphism.
Proof. Take any member (E, ∇, {l
We can see the following claim by Hukuhara-Turrittin theorem (see [[27] , Theorem 6.1.1):
By the above claim, we have l
Thus p is surjective. Take any member (E, ∇, {l
where U is a scheme over C. Take any point x ∈ U and a local section e 
Then we have
r−1 and l
r−1 . By induction on r, we have l
Thus p is a monomorphism.
Finally we will show that p is smooth. Let A be an artinian local ring with maximal ideal m and I be an ideal of A such that mI = 0. Assume that a commutative diagram
is given. Then g corresponds to a member (E, ∇, {l
jective by Nakayama's lemma. We can easily check that ϕ is also injective. If we put l
Thus p is a smooth morphism.
By the above proof, p becomes bijective andétale. Hence p is an isomorphism.
n i=1 m i by Proposition 2.3 and Theorem 2.2. Take x ∈ S and put C :
) and consider the connection
Then there is a canonical extension 0 → O C (−t 1 ) → E → O C → 0 which is compatible with the connections. We take the parabolic structure l
We define a complex F
• as follows:
where b
If we put
Since f is compatible with the connections, we have f ∈ ker H 0 ((
. 
Consider the affine space bundle
′ be the corresponding point and write
Though it is obvious that the function f (i) j defined above is an algebraic function on N , we give a proof by way of precaution. We can take a disk
Then we can write (ν
. By shrinking U if necessary, we can take an open 
is a rational function on N , which is holomorphic on N and hence f
becomes an algebraic function on N .
We define
Then we can easily see that N (n)
and define a moduli functor
E is a vector bundle on C x × T of rank r,
where T is a locally noetherian scheme over N (n)
and (E, ∇, {l
Theorem 3.1. There exists a relative coarse moduli scheme
. Moreover π is a smooth morphism. Proof. We can see by the same argument as Theorem 2.1 that there exists a relative coarse moduli scheme
Here
is the moduli space of line bundles with a connection. We can construct
as an affine space bundle over Pic
. Let A be an artinian local ring with maximal ideal m and residue field k = A/m. Assume that an ideal I of A such that mI = 0 and a commutative diagram
are given. f corresponds to an A/I-valued point (E, ∇, {l
Then we can see by the same argument as that of Proposition 2.1 that there is an obstruction class ω(E, ∇, {l
4. Relative Symplectic form on the moduli space Theorem 4.1. There exists a relative symplectic form
).
We prove Theorem 4.1 in several steps.
Proposition 4.1. There exists a skew symmetric nondegenerate pairing
Proof. There are an affine scheme U and anétale surjective morphism p :
, namely there is a universal family (Ẽ,∇, {l
Let π U : C × S U → U be the projection. Then we have
Take an affine open covering C × S U = α U α and a member v ∈ H 0 (U,
We define a pairing
By construction, ω U is functorial in U. So ω U descends to a pairing
Take any C-valued point x = (E, ∇, {l
We can check that ω(v, v) is nothing but the obstruction class for the lifting of (
and Serre duality. Thus ξ becomes an isomorphism by the five lemma. 
Then we have a canonical isomorphism
can define a skew symmetric pairing
Sinceω U is functorial in U, it descends to a 2-form
). 
By construction the restrictionω|
For given integers r > 0, d, let us fix generalized exponents ν = (ν (2)). In Theorem 2.1 and 2.2, we have constructed a smooth quasi-projective mod-
, with rank r, deg d.
For each fixed ν-parabolic connection (E, ∇, {l
(i) j }) ∈ M α D/C (r, d, (m i )) ν ,
we can define a formal connection by
In this section, we assume that ( E t i , ∇ t i ) is unramified for each i, 1 ≤ i ≤ n, that is, in Hukuhara-Turrittin decomposition in Theorem 0.1, l = 1.
By Proposition 1.1, there exists a filtration by C[[z i ]]-submodules
The isomorphism class of (
-connection is called the formal type of the connection (E, ∇) at t i . For each i, the dataν
Note that the original parabolic structure {l
. Moreover as we see in Remark 1.2, ν may not be equal to the formal generalized exponentsν.
The main purpose of this section is to define the Riemann-Hilbert correspondence from the moduli space M α D/C (r, d, (m i )) ν of ν-parabolic connections to the moduli space of generalized monodromy data consisting of monodromy representation of fundamental group π 1 (C \ {t 1 , · · · , t n }, * ), links (or connection matrices), formal monodromies and Stokes data. Moreover we may expect that the Riemann-Hilbert correspondence is a proper bimeromorphic surjective analytic morphism for any ν as we proved in the case of at most regular singularities, that is, the case when m i = 1 for all i, 1 ≤ i ≤ n (cf. [8] , [9] , [10] ).
As explained in [12] , [20] and [21] , in order to construct the moduli space of generalized monodromy data and define the Riemann-Hilbert correspondence, we need to fix a formal type of the parabolic connection (E, ∇, {l
j }) at each irregular or regular singular point t i . However the counter-example in Remark 1.2 shows that for a special ν, one can not determine the formal type of a connection (E, ∇, {l
that is, the reductions up to the order m i is not enough to determine the formal type for a special ν. Since we have Proposition 1.2, we may take deeper reductions of order N i = r 2 m i > m i to recover the formal type. However, in Remark 2.3, we see that the corresponding moduli space M α D/C (r, d, (N i )) ν is not smooth. At this moment, we do not know how to handle these difficulties. By this reason, we impose the following genericity conditions on ν = (ν
be written as in (4). (1) ν is generic if for every (i, j 1 ), (i, j 2 ), j 1 = j 2 , the top terms are different, that is, a
Moreover ν is called non-resonant if it is not resonant. (3) ν is reducible, if for some h, 1 ≤ h < r, there exist some choices of j
If ν is not reducible, we call ν irreducible.
Note that the genericity and resonance of ν does not depend on the choice of the local coordinates z i . An easy argument shows that if ν is irreducible, every ν-parabolic connection (E, ∇, {l (i) j }) is irreducible, hence α-stable for any choice of the weights α. From now on, we assume that ν is generic. From Hukuhara-Turrittin theorem ([ [27] , Theorem 6.1.1)]), it is easy to see the following Lemma.
Then we have a direct sum decomposition of the formal connection
.
-module with a connection given by e
j . In particular, the formal type of ( E t i , ∇ t i ) is uniquely determined by generalized exponents {ν (i) j } 0≤j≤r−1 . Moreover the decomposition (6) is compatible with the parabolic structure {l
This lemma implies that there exists a free basis e
Moreover for
For each t i , define the space of formal solutions at t i by (7) V
where Univ t i denote the differential ring extension of C[[z i ]] which is similarly defined as in [1.2, [20] ]. Under the isomorphism of (6), the space V t i is a C-vector space of dimension r and has a natural decomposition
where
j ) is a one dimensional vector subspace and f
5.2. Generalized monodromy data. As in the former subsection, we fix a nonsingular projective curve C and a divisor D = n i=1 m i t i on C such that m i > 0, t i = t j for i = j. Moreover, at each point t i , we fix a generator z i of the maximal ideal m t i of O C,t i so that we have the formal completion O C, (4) . Then Lemma 5.1 implies that the formal types of every ν-parabolic connection (E, ∇, {l
, (m i )) ν at t i can be fixed as in (6) . Fixing these data, we will associate a generalized monodromy data to each (E, ∇, {l
, (m i )) ν as follows. We will basically follow the formulation in [12] and [20] of genus 0 case, which is easily generalized to higher genus case. (For the known facts on generalized monodromy data, see [1] , [12] , [22] , [27] and [21] .)
(1) Local coordinates: For each i, 1 ≤ i ≤ n, we consider the fixed generator z i of the maximal ideal of O C,t i as a local analytic coordinate around t i of C. 
has "maximal descent" along the ray z i = r i e √ −1d for r i → 0. More explicitly, if
is a negative real number. (For more detail, see 1.3 of [20] ) . For each i,
s i < 2π be all the singular directions at t i . In order to fix the order of Stokes data at t i , we take a point t * i ∈ ∂∆ i such that d
(Later we will not impose this last condition for t * i when we will vary the associated data continuously.) We denote by γ i = ∂∆ i a closed counterclockwise loop starting from t * i . Moreover we set d Figure 1). For a singular direction d at t i , let J (d, i) be the set of all pairs (j 1 , j 2 ) such that a singular direction of ν We fix a point b on C \ {t 1 , · · · , t n } and a continuous path l i from b to t * i . Let us set γ
Moreover we assume that our choice of paths l i and loops γ i α k , β l satisfies the conditions
k . Then we have the following presentation of the fundamental group. (See Figure 2) .
(5) Spaces of formal solutions and analytic solutions: Since we assume that ν is generic, we can fix a decomposition of the formal connection (
r−1 , 1) as in (6) and the space of formal solutions V t i as in (8) . Moreover we fix the space of analytic solutions V b of (E, ∇) near b which is a C-vector space of dimension r. Fixing these data, we can associate the following generalized monodromy data to each ν-parabolic connection (E, ∇, {l
Generalized monodromy data.
• Formal monodromy { γ i }: For each i, 1 ≤ i ≤ n, we can define the formal monodromy γ i ∈ Aut(V t i ) coming from a monodromy on formal solutions. The eigenvalues of γ i are determined by {a
j,−1 } 0≤j≤r−1 with some exponential maps. Since we fix the decomposition (8), γ i are fixed diagonal matrices.
• Stokes data {St d k } 1≤i≤s i be the set of sectors defined in (9) 
k+1 , we have multi-summation maps Figure 2 . Paths and Loops which makes the following diagram commutative;
k+1 ) comes from analytic continuations.
According to the decomposition (8) of
is the projection and i j 2 :
is a linear map between one dimensional spaces. So M j 1 ,j 2 is given by a scalar c j 2 ,j 1 ∈ C. In the matrix form, one can write as St d
. Composition of this isomorphism and the inverse of multisummation map V t * i −→ V t i gives the linear map which is called a link (or a connection matrix)
with V t i by the multi-summation map, an analytic continuation along the loop γ i starting from t * i gives a topological monodromy T op i ∈ Aut(V t i ) ≃ GL r (C). We have the following relation.
• The global monodromy representation:
We can consider the monodromy representation ρ :
These data determine the monodromy representation ρ :
associated to analytic continuations of the space of solutions of ∇σ = 0. We have the relation
(Note that in this notation, ρ becomes an anti-homomorphism such that ρ(δ 1 δ 2 ) = ρ(δ 2 )ρ(δ 1 ).) By the relation (14), we see that the formal monodromy γ i , Stokes data {St d
(1) For each 1 ≤ i ≤ n, γ i ∈ GL(V t i ) preserving the decomposition (8) whose eigenvalues are determined by {a 
satisfying the relation (15).
Note that under the assumption that ν is generic we see that
Since the setR(ν) is an affine scheme with a natural action of the reductive group
in Definition 5.2, we can construct the categorical quotient
which is considered as the set of equivalence classes of the generalized monodromy data associated to ν. By definition of the categorical quotient, R(ν) is an affine scheme.
is generic, non-resonant and irreducible (cf. Definition 5.1). Then moduli space R(ν) is a nonsingular affine scheme and
, consider the affine variety of tuples
Set l i = (m i − 1)r(r − 1) and recall the equality 1≤k≤s i ♯J (d
(with l i = (m i − 1)r(r − 1)), hence S(ν) is a smooth affine variety of dimension n i=1 (m i − 1)r(r − 1) + (n + 2g)r 2 . Define the morphism
. Then we see thatR(ν) = µ −1 (I r ). As in [Theorem 2.2.5, [7] ], in order to prove the smoothness ofR(ν), we only have to prove that the derivative dµ s : T S,s −→ T SLr(C),Ir ≃ sl r (C) is surjective at any point s ∈ S. If ν is non-resonant and irreducible, this can be shown by direct calculations of dµ s as in the proof of [Theorem 2.2.5, [7] ]. ThereforeR(ν) is a smooth affine scheme with , (c, . . . , c) ) ∈ G, c ∈ C × } acts onR(ν) trivially. Then under the assumption on ν, it is also easy to see that the action of G/Z oñ R(ν) is free. Hence R(ν) =R(ν)//G is a smooth affine scheme with
5.3. The generalized Riemann-Hilbert correspondence. Let us fix a data (C, D = n i=1 m i t i ) and z i a generator of m t i , and take a generic element ν ∈ N (n)
. For these data, we can also fix an analytic neighborhood ∆ i = {z i ∈ C||z i | < ǫ i } of each t i , singular directions {d
k } and t * i ∈ ∂∆ i as in the previous subsection. Moreover we fix a base point b ∈ C \ {t 1 , · · · , t n } and a continuous path l i from b to t * i and loops {γ l i , α k , β k } with the condition (11) . Fixing these data, we can define the generalized Riemann-Hilbert correspondence as in the previous subsection. Proof. Under the assumption that ν is generic, we can fix formal types of all singularities of ν-parabolic connections (E, ∇, {l , (m i ) ) ν , and then we can define the Riemann-Hilbert correspondence RH (D/C),ν as we explained above. The fact that RH (D/C),ν is a holomorphic map can be proved as follows. All generalized monodromy data can be defined by a system of local fundamental solutions of ∇ = 0 defined in each open sets including the sectors near the singular points t i (cf. [Ch. VI, [27] ]). If one has a holomorphic family of ν-parabolic connections, Sibuya [26] showed that at least locally in the parameter space there exists a family of a system of fundamental solutions depending on the parameter holomorphically. Hence, this shows that RH (D/C),ν is holomorphic.
Recall that M α D/C (r, d, (m i )) ν is a smooth quasi-projective scheme (Theorem 2.2) and R(ν) is a smooth affine algebraic scheme (Proposition 5.1). Since RH (D/C),ν is an analytic morphism between smooth analytic manifolds, we only have to prove that RH (D/C),ν is bijective.
First, we prove the surjectivity of RH (D/C),ν . Let us take a tuple 
j (z i )} has one to one correspondence with the set of the formal monodromy and Stokes data with the formal type determined by ν (i) . So for each i, 1 ≤ i ≤ n, we can take local analytic connections (E (i) , ∇ (i) ) on ∆ i whose formal types are given by ν (i) and whose local generalized monodromy data is isomorphic to {{ γ i }, {St d
Since we assume that ν is generic and non-resonant, the parabolic structures {l
) at t i can be uniquely determined, so we obtain local analytic
is a locally free sheaf with a flat connection ∇ :
. Since by (15) , the local monodromy data of (E 1 , ∇) and (
) to obtain a holomorphic vector bundle E on C and a flat connection ∇ :
. Then by GAGA, we obtain a ν-parabolic connection (E, ∇, {l
(Note that by Fuchs relation, the residue part of ν determines the degree of E). Since ν is irreducible, this connection must be irreducible, hence it is α-stable for any weight α, so it is a member of M Remark 5.1. In the next section, we will vary the data (C, t), the local generators {z i ∈ m t i } in a suitable moduli space and ν = {ν
r (d, D) and we will construct the continuous analytic family of Riemann-Hilbert correspondences RH (D/C),ν . In order to do this, we first fix a data (C, t), {z 1 , · · · , z n }, ν as a base point in a connected component of the moduli space of such data. (We will assume that ν is generic and simple (see Definition 6.1) for a technical reason). We can also fix a small neighborhood ∆ i near t i and the (simple) singular directions {d k } 1≤k≤s i . Moreover, we can fix t * i as before (see Figure 1) . Fixing a base point b ∈ C \ {t 1 , · · · , t n }, we can also take and fix paths and loops as in the previous subsection. Once we fix these data, we can define the moduli space R(ν) of generalized monodromy data (17) and the Riemann-Hilbert correspondence RH (D/C),ν as in (20) . Note that in order to define a data of R(ν), we need fix the paths {l i }, {γ l , α k , β k } and the order of the sectors {S 1 contains the end point t * i of the path l i . If we vary ν continuously from the original data in the connected component under the condition that ν is generic and simple and fixing the data (C, t), {z i }, the singular directions and sectors are changing continuously. In this procedure, we need to keep the order of sectors, hence we need to change the point t * i and the path l i continuously. It is easy to see that when we vary the data (C, t), {z i }, ν continuously in the connected component of the moduli spaces (see 6.1 ) starting from the base data, we can vary continuously singular directions, sectors and paths and loops starting from the original data . By this procedure, we can define the continuous analytic family of Riemann-Hilbert correspondences in each connected component of the moduli space. Remark 5.3. The surjectivity part of Theorem 5.1 is related to the generalized RiemannHilbert problem with irregular singularities over C = P 1 which has been investigated, for example, in [12] , [5] , [20] . Usually, they would like to obtain singular connections (E, ∇) with trivial bundle E = O ⊕r P 1 . However from our view point of global moduli spaces of the connections, even in the case of C = P 1 and d = deg E = 0, it is not natural to assume that vector bundle E is always trivial, that is, E = O 
. The jumping phenomena of the bundle types in the moduli space of semistable bundles, which both of authors learned from professor Maruyama, is one of keys of many moduli problems and make the moduli theory interesting. In the case of the connections, divisors for jumping phenomena are corresponding to the τ -divisors.
Remark 5.4. In [4] , Boalch constructed the space of isomorphism classes of meromorphic connections on a degree zero bundles on P 1 with compatible framing of fixed generic irregular type by an analytic method and showed that taking monodromy data induces the bijection between the space of meromorphic connections on degree zero bundles and the corresponding spaces of monodromy data (cf. [Corollary 4.9, [4] ]). In [3] , Biquard and Boalch generalized the analytic construction of the moduli spaces of the connections and showed that under a slight weaker generic condition the space of meromorphic connections with fixed equivalence classes of polar part over a curve is a hyper-Kähler manifold. Despite these interesting analytic constructions, we believe that our algebro-geometric constructions of the moduli space of stable parabolic connections with fixed irregular singular types have some advantages such as natural algebraic structures on the moduli spaces which are crucial to write down the isomonodromic differential equations in some rational algebraic equations on the algebraic coordinates on the phase spaces.
Remark 5.5. In [8] , Inaba showed more stronger statement for Riemann-Hilbert correspondence when all of the singularities are at most regular (that is, m i = 1 for all i). See also [9] , [10] and [11] for former results on the Riemann-Hilbert correspondences.
6. Geometric Painlevé property for generalized isomonodromy differential systems 6.1. Generalized isomonodromic differential systems and their geometric Painlevé property. Let us fix integers g, n, d, r, (m i ) 1≤i≤n as in the previous section and let M g,n be an algebraic scheme which is a smooth covering of the moduli stack of n-(distinct) pointed curves such that M g,n is smooth and has the universal family (C,
i ) be ring isomorphisms. The moduli space M g,n,(m i ) of tuples (C, t 1 , · · · , t n , {Ψ i } 1≤i≤n ) is a smooth quasi-projective scheme over M g,n . Let M g,n,(m i ) −→ M g,n be the natural morphism and consider the scheme N (n) r (d, D) over M g,n of generalized exponents defined in (3) in §2. Then by using the local coordinates z i att i , we have a natural isomorphism (2) . This space is the parameter space of our moduli spaces, and for simplicity, from now on, we set
Let us consider the following decomposition according to the order of expansions in (22)
Since the genericity condition on ν ∈ N (n) D) . Moreover the conditions of resonance and reducibility on ν depend just on ν res (cf. Definition 5.1). Let us denote by P the set of formal monodromies { γ i } associated to ν res , which admits a surjective map by a exponential map e : N res −→ P, {a
(Note that we have the Fuchs relation of ν res .)
Recall that for ν ∈ N • , in the previous section, we define the moduli space of generalized monodromy data R(ν) as in (17) . Now we will see the dependence of isomorphism classes of R(ν) on ν ∈ N • . In order to avoid technical difficulties coming from the multiplicity of the Stokes lines, we give the following definition.
• is called simple, if all of the multiplicities of the singular directions of ν are one. We denote by N
•,s the set of all simple generic local exponents ν.
Since the singular directions for generic local exponents can be determined by ν top as in subsection 5.2, we have the following Lemma 6.1. We can write 
Note that N νres . The analycity of RH νres also follows from the result in [26] . Sinceπ 2,νres is smooth, we can consider the natural surjection of tangent sheaves
Now one can introduce the (generalized) isomonodromic flows and isomonodromic differential systems as follows. , and we can define an analytic foliation
It is natural to consider both isomonodromic differential systems θ νres andθ νres . Since their integral manifolds are the isomonodromic flows on the corresponding phase spaces, now it is almost trivial to see the following theorem as is explained in [8] , [9] . 
,νres is smooth and algebraic, we have a natural surjective homomorphism (37)
Over the phase space M α D/C/T
•,s νres , this is nothing but the surjection in (31). The following theorem says that the splitting Ψ in (34) can be extended to the algebraic splitting Ψ :
Theorem 6.2. We can extend the splitting Ψ in (34) to the algebraic splitting
Proof. Take 
Note that ǫdǫ = 0 and so 
−1 (U) such that V is an affine scheme and there is a universal family (Ẽ,∇, {l
We can take a basis e 0 , . . . , e r−1 of E α and A α ∈ End(E α ) such that∇| Wα (e j ) =g
We may assume that d ǫ (A α ) = 0. We can take a matrix B α ∈ End(E α )g
j has no residue part and so µ (i) j is single valued. We have
Then we have (A α + ǫC α )g
. We put
and define a connection ∇ α :
for a j ∈ O Wα , whereΩ 1 is the subsheaf of Ω
r = 0 is a filtration by subbundle for i = 1, . . . , n and (3) 
j for any i, j 
We can easily check that the complex F • is exact and so H 2 (F • ) = 0. So there is a horizontal lift (E, ∇ E , {(l E ) (i) j }) of (Ẽ,∇, {l . It seems natural to expect that θ ′ νres also satisfies the geometric Painlevé property when ν res is non-resonant and irreducible, that is, the condition for simpleness for ν (or ν top ) may not be necessary. If we will fix a nonsimple ν top and vary the other data in T νres , we obtain the vector fields θ ν res = {θ 1 , · · · , θ l } which are equivalent to the isomonodromic flows defined in Theorem 6.1. Hence θ νres can be written in partial algebraic differential equations with the independent variables T 1 , · · · , T n . Since all the solutions of θ νres are in the isomonodromic flows, the solutions stay in the phase space over U ∩T
•,s νres . This means that all solutions can be arranged in a coordinate chart after the rational transformations of algebraic coordinates of the fibers. So the movable singularities of the associated differential equations are only poles, which implies the analytic Painlevé property.
Remark 6.2. Jimbo, Miwa and Ueno [12] gave explicit isomonodromic differential systems in the case of C = P 1 .
Remark 6.3. Even if ν res is resonant or reducible, we can define the Riemann-Hilbert correspondence RH νres under the condition that ν is generic. We expect that the RiemannHilbert correspondence RH νres is a proper surjective bimeromorphic analytic map on each fiber of every closed point of T
• νres . If we can show this fact, we can define an isomonodromic differential system and show its geometric Painlevé property.
Relations to the classical Painlevé equations.
Painlevé ([18] , [19] ) and Gambier ([6] ) classified the second order rational algebraic ordinary differential equations which may have analytic Painlevé property into 6 types, P J , J = I, · · · , V I. We call these equations classical Painlevé equations. However they did not give the proof of Painlevé property for classical Painlevé equations.
Okamoto introduced a one parameter family of algebraic surfaces associated to each type of classical Painlevé equation ( [17] ) on which the Painlevé equation has horizontal separated solutions at least locally. A surface appeared as a fiber in the Okamoto's family is called Okamoto's space of initial conditions. It has a nice compactification S, which is a smooth rational projective surface, whose anti-canonical divisor −K S = Y = s i=1 n i Y i is an effective normal crossing divisor and the space of initial conditions can be given as S \ Y red . It satisfies the condition −K S · Y i = Y · Y i = 0 for all i, 1 ≤ i ≤ s. We call such a pair (S, Y ) where S is a smooth projective rational surface and Y ∈ | − K S | with the above condition an Okamoto-Painlevé pair ( [25] , [24] , [23] ). In [25] , [24] , [23] In [9] and [10] , we proved that the Okamoto-Painlevé pair of type D
4 which corresponds to Painlevé VI equation P V I can be obtained by the moduli space of stable ν-parabolic connections of rank 2 and degree −1 over P 1 with 4-regular singular points. Since it was known that Painlevé VI equations can be obtained as isomonodromic differential equations, so we can prove the Painlevé property for P V I in [9] , [10] .
One can classify types of regular or irregular singularities of parabolic connections of rank 2 on P 1 whose isomonodromic differential equations give the classical Painlevé equations of 8 types ( [12] , [20] ). In Table 1 , we list up the type of singularities of linear connections of rank 2 by specifying the orders m i of singularities at 4 points of P 1 i = 0, 1, ∞, t = 0, 1, ∞. When m i = −, it indicates that there are no singularities at the point, and when m i is a half integer, it indicates that the connection has a ramified irregular singularity with Katz invariant m i −1. Moreover P is the space of formal monodromies as in the previous subsection.
From Table 1 , we can see that the following 5 types depending on the parameter p ∈ P are corresponding to the rank 2 connections with regular or unramified irregular singularities.
(40)
P V I (D
6 ) p , P II (E Proof. It is easy to check that each classical Painlevé equation listed above coincides with our isomonodromic flows θ p on a Zariski open set of our family of the moduli space of the parabolic connections of the type above (cf. [12] or [20] ). Then by Theorem 6.1 classical Painlevé equations satisfy Geometric Painlevé property.
Remark 6.4. In the case of P V I (D (1) 4 ) p , the geometric Painlevé property holds even for resonant and reducible parameter p ∈ P (cf. [9] , [10] ). Actually, if all singularities are regular, the result of Inaba [8] implies that the corresponding isomonodromic differential systems θ p have geometric Painlevé property even for resonant or reducible parameter p ∈ P.
Remark 6.5. In [20] , explicit families of connections corresponding to each type in Table  1 are given as well as isomonodromic differential equations for these families. However these connections only cover a Zariski dense open set of our moduli spaces. So it is not enough to show the Painlevé property for classical Painlevé equations. Moreover even when C = P 1 , d = 0, constructions of moduli spaces by using only the trivial bundle does not give a whole moduli space of ours because of the existence of jumping locus of the bundle type.
Remark 6.6. In [20] , one can see the all of explicit equations corresponding to the moduli spaces R(ν res ) of generalized monodromy data for ten types in Table 1 . These equations are all cubic equations in three variables x 1 , x 2 , x 3 with the coefficients in parameters in P. In the case of P V I (D (1) 4 ) p , the equation is given classically by Fricke-Klein (cf. [11] , [20] ).
