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INTRODUCTION 
A (bounded linear) operator S on a (complex) Hilbert space $j is 
said to be subnormal if there is a Hilbert space si containing $J and 
a normal operator N on R such that $ is invariant for N and the restric- 
tion of N to J3 is S. The normal extension N is said to be minimal 
if the space si is the smallest reducing subspace for N containing fi. 
These concepts were introduced by Halmos [29], who showed that a 
minimal normal extension exists and is unique. He also gave an intrinsic 
characterization of subnormality and showed that the spectrum of N 
is contained in the spectrum of S. 
The study of subnormal operators was continued by Bram [ll], 
who gave other intrinsic characterizations of subnormality, refined 
the spectral inclusion theorem, and gave a lifting theorem for operators 
that commute with a subnormal operator and its adjoint. Several years 
later, the invariant subspace problem for subnormals was studied by 
Yoshino [56] and Brennan [12]. Lifting questions have been considered 
for general subnormals by Douglas [21] and Mlak [39] and for analytic 
Toeplitz operators by Deddens and Wong [19] and Baker, Deddens, 
and Ullman [8]. Some progress has been made on the classification 
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problems for cyclic subnormals by Clary [16, 171. This review of the 
literature is not complete. In particular, many results have been obtained 
for the larger class of hyponormal operators which remain interesting 
for subnormal operators. 
Nevertheless, it is fair to say that the structure of a general subnormal 
operator is still a mystery. The complexity of questions about the 
structure of a subnormal operator is made clear in the investigation 
of Kriete and Trutt on the Cesaro operator [36, 371. It is not known 
whether subnormal operators have invariant subspaces. There is no 
characterization of the commutant of a subnormal and, in particular, 
one does not know which operators in the commutant extend to operators 
that commute with the minimal normal extension. The classification 
problem for subnormals up to unitary equivalence, similarity, or quasi- 
similarity is essentially open. In general, the field has an abundance of 
questions and only a few answers. 
One class of subnormal operators which is well understood is that 
of isometrics. Indeed, the structure of an isometry was exhibited nearly 
50 years ago by von Neumann [41] when he characterized an isometry 
as the direct sum of a unitary operator with an appropriate number of 
unilateral shifts. This result was far from central in that paper and 
was used to characterize maximal symmetric operators via their Cayley 
transforms. Essentially, the same result was later obtained by Wold 
[55] in the context of the prediction theory for stationary stochastic 
processes. This characterization of isometries is commonly known as 
the Wold decomposition. 
From the point of view of subnormal operators, an isometry is a 
subnormal operator with a unitary minimal normal extension. In other 
words, if we define the normal spectrum of S to be the spectrum of the 
minimal normal extension, then an isometry is a subnormal operator 
with normal spectrum contained in the unit circle. In particular, if 
o(S) denotes the spectrum of S and if ui(S) denotes the normal spectrum 
of S, then an isometry has the property that a,(S) is contained in the 
boundary of a(S). 
In this paper, we study subnormal operators that share this property, 
that is, we consider subnormal operators S with a,(S) contained in 
the boundary of u(S). We further limit our study to subnormal operators 
related to nice domains in the plane. Let R denote a bounded, open, 
and connected subset of the complex plane whose boundary consists 
of n + 1 analytic Jordan curves. Our objective is to develop a theory 
for subnormal operators S with a(S) contained in the closure of R 
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and aL(S) contained in the boundary of R. Particular attention will 
be given to the ways that this theory parallels or diverges from the 
theory for isometries. 
There are two results known about this class of operators. The 
first is a lifting theorem due to Mlak [39] which asserts that if for i = 1, 2 
Si is a subnormal operator on sj, with spectrum contained in the closure 
of R and normal spectrum contained in the boundary of R, if Ni on 
sii is the minimal normal extension of Si and if V: $i -+ $j, intertwines 
S, and S, , that is, if S,V = VS, , then there is a W: W, + R, that 
intertwines Ni and N, such that W 1 !& = V. Actually, the Mlak 
theorem is a more general result for function algebras that are “approxi- 
mating in modulus” and the above assertion is a corollary. 
The second result is due to Sarason [45]. In his study of invariant 
subspaces on the annulus, Sarason produces a pure subnormal operator 
2, for each point a: on the unit circle. The operator 2, has spectrum 
contained in an annulus and normal spectrum contained in the boundary 
of the annulus. Sarason shows that for 01 and /3 in the unit circle, the 
operators 2, and Z, are similar [45, p. 511 but they are unitarily 
equivalent if and only if 01 = p [45, p. 501. 
This paper has three chapters. In Chapter 1, we generalize the 
Sarason Z, operators in two directions: to general multiply connected 
regions and to arbitrary multiplicity. To define these operators, we use 
the language of analytic vector bundles and flat unitary vector bundles 
over R. We refer to these operators as bundle shifts over R indicating 
the association which vector bundles and the connection with unilateral 
shifts. 
It is shown in Chapter 1 that the bundle shift TE over R is a pure 
subnormal operator with u( T,) contained in the closure of R and uL( TE) 
contained in the boundary of R. Furthermore, if k is the rank of the 
bundle E used to define T, , then (1) the minimal normal extension 
of TE has uniform multiplicity K, (2) for h in R the dimension of 
ker( T, - A)* is k, and (3) the operator TE is k-multi-cyclic. We define 
the multiplicity of TE to be k and we show that two bundle shifts over R 
are similar if and only if they have the same multiplicity. The proof 
of similarity rests upon a theorem on the triviality of analytic vector 
bundles over R due to Grauert 1271 and Bungart [15]. Further, we 
characterize the cornmutant and bicommutant of T, and show that 
the bicommutant is the closure in the weak operator topology of the 
algebra of rational functions in T, . 
In Chapter 2, we use the unit disk as the universal covering space 
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of R and show that every bundle shift TE over R is unitarily equivalent 
to an operator T, on a certain subspace of a vector-valued Hz space 
on the unit disk. Here, u is a unitary representation of a group G into 
the group of unitary operators on a Hilbert space that has dimension 
equal to the multiplicity of TE and determines E. The group G is 
the group of covering transformations for the universal covering map 
and is, therefore, isomorphic to the fundamental group of R. Since 
the fundamental group is a free group on n generators, the representation 
01 is determined by 71 unitary operators. We complete the generalization 
of the Sarason picture by showing that for representations 01 and /3, 
the operators Te and Tp are unitarily equivalent if and only if the 
representations 01 and p arc unitarily equivalent. 
Further results in Chapter 2 describe the relationship between the 
operator T, and the representation CZ. Let y1“*( T,) be the W*-algebra 
generated by T, , let Yi,‘*(ti) be the IV*-algebra generated by oi(G), 
and let 1)/’ denote the cornmutant of a set of operators J&. It is shown 
that j’t ‘*( TcL) ’ is *-isometrically isomorphic to Y$ -*(a)’ and that z&‘-*( T,) 
is unitarily equivalent to %‘*(E) @ Y($), where 9 is an infinite- 
dimensional separable Hilbert space and Z(e) is the algebra of all 
bounded operators on s. Moreover, the C*-algebra %‘*(T,) generated 
by Ta is determined explicitly in case T, has finite-multiplicity. Critical 
use is made of recent results on extensions due to Brown, Douglas, 
and Fillmore [13] and the fact that V*(T,) n X = W*(T,) n .f, 
where % is the closed two-sided ideal of compact operators. 
In Chapter 3, we give a generalization of the Wold decomposition 
for an isometry. We show that any subnormal operator S with o(S) 
contained in the closure of R and o,(S) contained in the boundary 
of R can be decomposed uniquely into a direct sum S = Y @ T, where 
I7 is a normal operator with spectrum contained in the boundary of R 
and T is a bundle shift over R. This chapter uses techniques developed 
by Hasumi [31] and Sarason [45] for determining invariant subspaces 
in the scalar case and it makes use of a projection operator defined 
and studied by Forelli [25]. 
These results also enable us to characterize the invariant subspaces 
of bundle shifts in terms of inner functions that are bundle maps, 
thus, extending the aforementioned results of Sarason and Hasumi. 
One might reasonably inquire as to the relevance of these results 
to operator theory in general. We offer two answers. First, the class 
of operators about which one can obtain rather detailed information 
is appallingly small. Bundle shifts are pure subnormal operators which 
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we show belong in this class. For example, the lattice of reducing 
subspaces of a bundle shift can be seen from the theorem on the com- 
mutant of W*(T,). In fact, since the lattice of reducing subspaces 
for T, (resp. a(G)), is isomorphic to the lattice of projections in W-*( T,)’ 
(resp. a(G)‘), it f 11 o ows from this theorem that the lattice of reducing 
subspaces for T, is isomorphic to the lattice of reducing subspaces 
for u(G). Thus, if n = 2 and OJ is determined by two unitary operators 
with no common reducing subspaces, then al(G) is irreducible, hence, 
so is T,. (Note that T, could have arbitrary multi-cyciicity.) Or, if 
12 = 1 and 01 is determined by a unitary operator on a five-dimensional 
space with five distinct eigenvalues, then the lattice of reducing sub- 
spaces for T, is isomorphic to the power set of (1, 2, 3,4, 51. 
Another example of interest is obtained when n = 1 and I is deter- 
mined by a unitary operator with no eigenvalues. In this case, any 
reducing subspace of T, with dimension greater than one properIy 
contains another reducing subspace of T, . Such operators are said 
to be completely reducible and have been studied by Rosenthal [58]. 
Thus, the operator T, is both pure subnormal and completely reducible, 
a combination of some interest in itself. Furthermore, the operator 
T, shows that the finite-dimensionality assumptions of [58, Theorem I, 
Corollary l] are necessary. 
Finally, if n = I and T, has multiplicity greater than one, then 131 
is determined by a unitary operator on a Hilbert space of dimension 
greater than one; hence, cr(G) and T, have nontrivial reducing subspaces. 
This fact is used by Abrahamse to answer a question of Nordgren 
on reducing subspaces of analytic Toeplitz operators [2]. 
A second reason for interest in these results is to prepare a way 
to study the compression to a semi-invariant subspace of a normal 
operator N with o(N) contained in the boundary of R. Results of Sarason 
[46, Lemma 0] and Arveson [7, Corollary to Theorem 1.2.21 show 
that such a compression is the most general operator that has the closure 
of R as a complete spectral set. One can hope that by studying these 
operators in concrete form, one might settle the problem of whether 
a spectral set is a complete spectral set (cf. [7, p. 2221). Furthermore, 
one can expect to generalize various aspects of the Sz-Nagy-Foias 
model theory for contractions to this setting. The authors have studied 
the C, class in this case [3]. 
Some additional avenues for research suggested by this study are 
discussed in a section of concluding remarks. 
A few comments on language and notation are necessary. By a Hilbert 
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space, we mean a complex and separable Hilbert space. Thus, the 
dimension of a Hilbert space is 0, 1, 2,..., or us . A subspace of a Hilbert 
space is a closed linear manifold. The term operator refers to a bounded 
linear operator. By projection we mean orthogonal projection. We 
denote Hilbert spaces by Fraktur letters $5, s,..., operators by capital 
letters A, B, C ,..., and the Banach algebra of all operators on the Hilbert 
space 5 by _(lp($j). F rom time to time, we shall have an L” space and 
an algebra % of functions in L”. We shall often speak of % as an algebra 
of operators when we mean, of course, the algebra of multiplication 
operators. Thus, such phrases as “911 reduces ,?/” or “A commutes 
with %” should be so interpreted. Finally, the letter R will always refer 
to a bounded connected open subset of the complex plane whose 
boundary consists of n + 1 analytic Jordan curves. 
CHAPTER 1 
1.1. Purity 
The class of subnormal operators includes the normal operators. 
At the other extreme are the pure subnormal operators. A subnormal 
operator S on a Hilbert space sj is said to be pure (or completely 
nonnormal) if there is no nonzero invariant subspace 9331 for S such 
that 5’ I91 is normal. The following result is well known (cf. [48]). 
PROPOSITION 1.1. Ifs is a subnormal operator on the Hilbert space &, 
then there are reducing subspaces 5jl and !& for S such that 5 = !& @ Bi3 , 
S 1 .fl is normal, and S ) G2 is pure. Moreover, the decomposition $J = 
-%I @ 9, is unique. 
Proof. Let N be a normal extension of S and let !& be the closed 
linear span of all subspaces of 9 that reduce N. Then, $r reduces N 
so that it reduces S and S j $r = N 1 !+jr so that S 1 &r is normal. Let 
bz = 5 0 .& and suppose YJI is a subspace of !& that is invariant 
for S and such that S I9.R is normal. Thus, N 1 911 = S I Y.R is normal 
and it follows that 9JI reduces N. Hence, 9JI C 5, n @a = (0). To prove 
uniqueness, suppose that $I = &’ @ Jjz’ is another such decomposition. 
Since N j !&’ = S / 3jr is normal, the subspace !&’ reduces N and, 
therefore, Jjr’ is contained in !& . Then, $r 0 !&’ is a subspace of !&’ 
that reduces N and thus, !& 0 sjr’ = 0. Hence, .& = !&’ and thus, 
also, & = &‘. 
607/19/r-8 
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Next we show that purity for subnormal operators is preserved under 
similarity. The proof is rather straightforward and is based on the 
observation due independently to Saffern and Stampfli (cf. [49, p. 295]), 
that a subnormal operator that is similar to a normal operator is itself 
normal. We state a slightly more general result covering quasisimilarity. 
Two operators Tl and T2 defined on the Hilbert spaces 9~~ and $j2, 
respectively, are quasi-similar if there exist operators X and I- such 
that XT, = T,X and T,Y = YT, , where X and Y are one-to-one 
and have dense range. 
PROPOSITION 1.2. If S is a subnormal operator that is quasi-similar 
to a pure subnormal operator, then S is pure. 
Proof. Suppose S’ is a subnormal operator and A is a one-to-one 
operator such that AS = S’A. If S h as an invariant subspace 1131 f (0) 
such that N = S / ‘J3i is normal, then the closure 91 of A’93 is invariant 
for S’ and the subnormal operator T = S’ / % is quasi-similar to N. If M 
on $J is a normal extension of T, then the operator B defined from 9X 
to 33 by Bf = Af for f in 98, satisfies BN = MB. By the Fuglede- 
Putnam theorem, we have BN* = M*B and, therefore, ‘91 = B’iWnl is a 
reducing subspace for M. Thus, S’ [ ‘8 is normal (cf. [17]) and S’ 
is not pure. Hence, S is pure if and only if S’ is pure, which completes 
the proof. 
1.2. Hardy Spaces 
In the next three sections, we are concerned with defining certain 
pure subnormal operators T with c(T) contained in the closure of 
R and crL( T) contained in the boundary of R. The simplest such operators 
are obtained by considering Hardy spaces over R. 
The theory of Hardy spaces over multiply-connected domains has 
been developed and used by Rudin [44], Sarason [45, 471, Ahern and 
Sarason [5], Gamelin [26], H eins [32], Abrahamse [l], and others. 
Briefly, the space H2(R) is defined to be the space of analytic functions 
f on R such that the subharmonic function /f 1s is majorized by a 
harmonic function U. For a fixed point t in R, there is a norm on H2(R) 
defined by 
llfl~ = inf{u(t)liz: u is a harmonic majorant of 1 f I”}. 
Let m be harmonic measure for the point t, let L2(3R) be the L2-space 
of complex valued functions on the boundary of R defined with respect 
to the measure m, and let H2(3R) be the set of functions f in L2(3R) 
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such that J&(x) g(z) dz = 0 f or every g that is analytic in a neigh- 
borhood of the closure of R. If f is in H2(R), then there is a function f^ 
in W2(3R) such that f(z) approaches j(h,) as z approaches A,, non- 
tangentially for almost every A/m. The map f +f; is an isometry from 
H2(R) onto H2(2R). Let R’ be a slight enlargement of R. That is, suppose 
that R’ contains the closure of R and that 8R’ is homotopic to 2R in R’. 
Then, the set JR’) of analytic functions on R’ is dense in H2(R). 
These results can be found in [44]. 
Define an operator T on H2(R) by T(f) = zf and define N onL”(2R) 
by the same equation N(f) = zf. It is easily seen that T is subnormal 
and that N is a normal extension of T. The reducing subspaces for N 
are those subspaces of the form xEL2(dm), where xE is the characteristic 
function of a measurable set E in 2R. Since a nonzero function in 
H2(2R) cannot vanish on a set of positive measure [44], it follows 
that T is a pure subnormal operator and that N is the minimal normal 
extension of T. Furthermore, it is shown in [I, Theorem 2.141 that the 
spectrum of T is the closure of R and the dimension of ker(T - A)* is 
one for all X in R. 
One can obtain new subnormal operators with spectrum in the 
closure of R and normal spectrum in 2R by considering T @ T, 
T @ T @ T, or more generally T @I, where I is the identity on an 
arbitrary Hilbert space. As is frequently the case in the unit disk, 
it is more convenient to consider vector-valued Hardy spaces than 
tensor products. We proceed with the appropriate definitions. 
Let R be a Hilbert space and let HR2(R) be the space of analytic 
functions f: R + si such that the subharmonic function iif( )li” is 
majorized by a harmonic function u. Fix a point t in R and define 
a norm on HR2(R) by llfil = inf{u(t)l/z: u a harmonic majorant of 
ilf( )li”}. Let m denote harmonic measure on 2R for the point t and 
let Ls”(2R) be the L2-space of H-valued functions on 2R defined with 
respect to the measure m. Let HR2(2R) be the set of functions f in 
LR2(2R) such that JzRf(z)g(z) dz = 0 for every function g analytic 
in a neighborhood of the closure of R. As in the scalar case, one can 
show that a function f in Hn2(R) has nontangential limits a.e./M, that 
the boundary function f is in HR2(2R), and that the map f-j is an 
isometry from Hfi2(R) onto HR2(2R). 
Define TH on H,2(R) by Ta(f) = zf, define NH on Ln2(2R) by the 
same equation NH(f) = zf, and define As(R’) to be the space of 
analytic functions from the region R’ into 52. The following three 
propositions summarize the important facts about Ha”(R) and T51 . 
114 ABRAHAMSE AND DOUGLAS 
PROPOSITION 1.3. The space Ha2(R) is a Hilbert space and the 
linear manifold AR(R’) is dense in HR”(R). 
PROPOSITION 1.4. The operator TR is a pure subnormal operator on 
Hn”(R) with spectrum equal to the closure of R and with minimal normal 
extension NR on LR2(BR). 
PROPOSITION 1.5. The operator T R is unitarily equivalent to the 
tensor product T @ I, where T is multiplication by z on H2(R) and I 
is the identity on 51. 
These results can be proved using a straightforward synthesis of 
techniques from [ 1, 32, 331. 
The choice of the point t affects the operators Ts in a nontrivial 
way. We shall comment on this further at the end of Section 3.3. 
1.3. Analytic Vector Bundles 
To do any kind of function theory on multiply connected domains, 
one is apt to encounter certain important classes of multiple-valued 
functions. There are many ways of dealing rigorously with multiple- 
valued functions. One can make cuts in the region and consider functions 
with certain prescribed discontinuities across the cuts, a point of view 
adopted by Sarason in [45]. Or, one can lift to the universal cover 
and deal with various kinds of automorphic or nearly automorphic 
functions, see, for example, Hasumi [31]. A third way is to view these 
functions as cross-sections of a bundle over the region, a point of view 
adopted by Widom in [54]. In this paper, we emphasize the third point 
of view mainly because of the importance of the triviality theorem 
proved by Grauert [27] and generalized by Bungart [15]. However, 
we depart from [54] in that we view a bundle as a geometrical entity 
and not merely as a cohomology class. We present in this section and 
in Section 1.4, the standard definitions of analytic vector bundle and 
fiat unitary vector bundle. References for this material are Steenrod 
[50], Husemoller [35], and Gunning [28]. 
A family of Hilbert spaces over R is a topological space E together 
with : 
(1) A continuous map p from E onto R. 
(2) A Hilbert space structure on each fiber E, = p-‘(z), z in R, 
such that the Hilbert space topology on E, is the same as the topology 
inherited from E. 
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Here, the term Hilbert space refers to a complex separable Hilbert 
space. If R is a Hilbert space and if U is an open subset of R, then 
a coordinate mapping from U x ti into E is a homeomorphism 
q: U x S -+ p-‘(U) such that: 
(1) For each (z, K) in U x $1, the point ~(z, k) is in E, . 
(2) For each 2 in Li, the map $: Ji + E, defined by $(K) = 
~(a, k) is a continuous linear isomorphism. 
If each point z in R is contained in an open set U of R for which 
there is a Hilbert space 9 and a coordinate mapping from U ,/ R into 
E, then the family of Hilbert spaces is said to be locally trivial. A locally 
trivial family of Hilbert spaces over R is called a vector bundle over R. 
Notice that local triviality implies that the function z -+ dim E, is 
locally constant and since R is connected, this function must be 
constant throughout R. The rank or dimension of E is defined to be 
the common dimension of E, . 
An isomorphism between two bundles E and E’ over R is a homeo- 
morphism g, from E onto E’ such that for each x in R, the restriction 
of 9 to EC is a continuous linear isomorphism of E, onto E3’. A vector 
bundle over R is said to be trivial if it is isomorphic to the product 
bundle R >: A. Here, si is a Hilbert space, the space R x si is the usual 
product space, and the projection p from R x SZ onto R is the function 
p(z, k) = ,“. 
All vector bundles over R are trivial. This follows from the fact 
that the group of invertible operators on a Hilbert space is pathwise 
connected (cf. [22, Corollary 5.301) and from the fact that R contracts 
to a wedge product of n circles. The assertion depends critically on 
the fact that we are considering only complex Hilbert spaces; there 
are nontrivial real vector bundles over R whenever n > 0. 
To define analytic vector bundles, let E be a vector bundle over R 
and let 52 be a Hilbert space with dimension equal to that of E. A 
coordinate covering {US , v,$) with jiber R consists of an open cover {US) 
of R and coordinate mappings qz~~ from US x !4 into E. The existence 
of such coordinate coverings is guaranteed by local triviality. If US 
and U, are two open sets in {US) with nonempty intersection, then there 
is a coordinate transition function f;( defined on the intersection U, A CT, 
that takes values in the set 99(R) of all invertible linear operators 
on R. For u” in U, n U, , the operator fSt(z) on R is defined to be 
(~2)~ vl”. Additional structure on the coordinate covering is obtained 
by placing restrictions on the coordinate transition functions. 
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In particular, an analytic coordinate covering is one in which all the 
coordinate transition functions are analytic. An analytic vector bundle 
is a vector bundle equipped with an analytic coordinate covering. 
To define equivalence of analytic vector bundles, let El and Es 
be vector bundles over R, let (1 be a bundle isomorphism from El onto 
-% , let (Us , P)J b e an analytic coordinate covering for El with fiber 
3, , and let {U, , R> b e an analytic coordinate covering for E, with 
fiber 9, . Since E, and E, are isomorphic, the dimension of 9, is the 
same as the dimension of A,, so that there is an isometry V from R, 
onto 9, . It follows that for each coordinate mapping vs , the function 
(z, A) - 44% V(h))) cl e nes fi a coordinate mapping from U, x 52, 
into E, . We denote this coordinate mapping by A 0 ys . The bundle 
isomorphism fl is said to be an analytic isomorphism if the coordinate 
covering{U,,~,}u(U,,clo~s} is an analytic coordinate covering for E, . 
To define an analytic coordinate covering for the product bundle 
R x R, let (Us} be the set of all open subsets of R and define 
ys: U, x si -+ R x R by setting p)J.z, k) = (z, k). The transition 
functions are then identically equal to the identity on fi and hence, 
analytic. An analytic vector bundle over R which is analytically iso- 
morphic to this bundle is said to be analytically trivial. 
Much of our work is based on the following theorem due to Grauert 
[27] in th e m e imensional case and to Bungart [ 151 in the infinite- fi ‘t -d’ 
dimensional case. 
THEOREM A. Every analytic vector bundle ovey R is analytically 
trivial. 
1.4. Flat Unitary Vector Bundles 
Now, assume that E is a vector bundle over R. A unitary coordinate 
covering for E is a coordinate covering {Us , FJ such that for each s 
and for each a in ET, , the fiber map qz~$“: R + E, is unitary. The unitary 
coordinate cover (Us , T,~} is said to be flat if the transition functions 
fqt on U, n U, are constant. Notice that for a unitary coordinate cover, 
the transition functions fst are already unitary-valued. Hence, assuming 
that fst is constant is the same as assuming that fsl is analytic when the 
intersection U, n U, is connected. (A unitary-valued analytic function 
is locally constant.) A flat unitary vector bundle is a vector bundle 
equipped with a flat unitary coordinate covering. 
To define equivalence of flat unitary vector bundles, let El and E, 
be vector bundles over R, let /l be a bundle isomorphism from E, 
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onto E, , let {U, , vs} be a flat unitary coordinate covering for E, , and 
let {U, , F~} be a flat unitary coordinate covering for E, . Then, /l is an 
isomorphism of flat unitary vector bundles if {U, , F~} u {Us , A 0 ys} 
is a flat unitary coordinate covering for E, . 
Grauert’s theorem guarantees that two flat unitary bundles over R 
are analytically equivalent, although they need not be equivalent as flat 
unitary vector bundles. In fact, there is an abundance of nonequivalent 
flat unitary vector bundles over R whenever R is not simply connected. 
The following theorem clarifies this point by establishing a one-to-one 
correspondence between equivalence classes of flat unitary vector 
bundles over R and unitary representations of the fundamental group 
of R. For the Hilbert space 3, let @(52) be the group of unitary operators 
on 52, let rl(R) denote the fundamental group of R, and let 
Hom(n,(R), 4?(s)) be th e set of group homomorphisms (representations) 
from r,(R) into %(a). Note that the group %(A) acts on the set 
Hom(n,(R), %(a)) by conjugation (V, a) --j Val/*. The set of orbits 
is denoted Hom(n,(R), %(S3))/“r?c(R). 
THEOREM B. There is a one-to-one correspondence between Hom(x,(R), 
*(!A)) !q(R) and the set of equivalence classes of flat unitary zyector bundles 
over R of dimension equal to that of !A. 
This theorem is proved in Gunning [28, p. 1861 and in Steenrod 
[SO, p. 62-671. 
Without actually reproducing the proof of Theorem B, we want to 
indicate the way a flat unitary vector bundle is obtained from a repre- 
sentation. For this, let n: r,(R) --) %(si) be a representation. Since 
r,(R) is the free group on n generators (where n is the number of holes 
in R), the representation a: is determined by n unitary operators V, ,..., V, 
in *(Ji). Let C, ,..., C, be cuts in the region R such that R\(jz==, C,< is 
simply connected and define a topology on the set R x 3 so that as 
a point (z, k) moves continuously across the cut Ci the vector k becomes 
Vi(k). Admittedly, this language is informal. It is made precise in [28]. 
(See Scheme 1.) 
SCHEME 1 
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The bundles constructed above have the nice property that they can 
be continuously extended into the open set R’ containing the closure 
of R. Thus, as a consequence of this and of Theorem B, we have the 
following result. 
COROLLARY. Every flat unitary vector bundle over R is equivalent to 
a flat unitary vector bundle that can be extended into R’. 
1.5. Similarity 
A cross section of a vector bundle E over R is a continuous function f 
from R into E such that p(f (z)) = x for all 2 in R. The set of cross 
sections of the bundle E is denoted r(E). If g, is a continuous complex 
function on R and if f is in r(E), thenf(x) is in E, , which is a complex 
vector space, so that one can define (yf)(z) = y(z) f (2). This multi- 
plication makes the space r(E) into a module over the ring of continuous 
complex functions on R. If E is an analytic vector bundle with fiber si 
and if {Us, vs) is a coordinate covering for E, then a cross section f of E 
is said to be analytic if for each s the function z -+ (v/)-i (f (.z)) is an 
analytic function from U, into 52. The space r,(E) of analytic cross 
sections is a module over the ring A(R) of analytic functions on R. 
If E is a flat unitary vector bundle over R with fiber 52 and coordinate 
covering (Us, y,> and if f is a cross section of E, then for z in U,? n Ud, 
the operator (y/-’ F,” is unitary so that ll(qs’)-’ (f (z))lj = jl(q/-’ (f (.z))il. 
This means that there is a function h, on R defined by h,e(z) = 
I/(y,“)-l (f(z))ll, where z is in Us . One defines HE2(R) to be the space of 
analytic cross sections f of E such that (h,E)2 is majorized by a harmonic 
function. The function (h,E)2 is subharmonic since this is a local property 
and one can proceed as outlined in Section 1.2 to show that HE2(R) is 
a Hilbert space [32, 441. 
The Hilbert space HE2(R) is invariant under multiplication by any 
bounded analytic function on R. Thus, one can define an operator TE 
on HE2(R) by TJf) = xf. W e refer to such an operator TE as a bundle 
shift over R. A basic question is now the nature of the relationship 
between E and TE . Actually, it is as nice as possible as the following 
theorem and its converse (Theorem 6) establish. 
THEOREM 1. If E and F are equivalent flat unitary vector bundles 
over R, then TE is unitarily equivalent to T, . 
Proof. Suppose that A: E ---f F establishes an equivalence between 
the flat unitary vector bundles E and F. Then, the map f + A 0 f is a 
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module isomorphism between the A(R) modules r,(E) and J’,(F). 
Furthermore, if v: U x R -+ E is a coordinate mapping for E and if f is in 
F,(E), then for x in U, !z,~(z) = /I(@-‘(f(x))11 = ~~(@-l(Az)-lAz(f(z))~~ = 
jl((A 0 ,)z)-r (A of)(z)lj = hfF(z). Thus, the isomorphism A defines an 
isometry from HE2(R) onto H,“(R). Since A is a module isomorphism, 
this isometry intertwines multiplication by a bounded analytic funciton 
on R and in particular, intertwines TE and TF . 
COROLLARY. A bundle shift over the unit disk is unitarily equivalent 
to a unilateral shift. 
Proof. If E is a flat unitary bundle over the unit disk D with fiber !A, 
then E is unitarily equivalent to the trivial bundle by Theorem B. Thus, 
by Theorem 1, the bundle shift TE is unitarily equivalent to TJi on 
H,?(D) and this is one of the standard representations for a unilateral 
shift. 
Rather than proving Propositions 1.3-1.5 in the context of bundles, 
we establish the similarity of the bundle shift TE with the operator Ta , 
where E and H have the same dimension. Thus, the corresponding 
results for TE follow. We begin with the following Lemma. 
LEMMA 1.6. For i = 1,2, let Ni be a normal operator on a Hilbert 
space Ai and let & be an invariant subspace for N., . If S: $3, -+ 52, is a 
similarity between N1 and N, such that S(sj,) = Sj2 , then the minimal 
normal extensions of the subnormal operators N1 1 a1 and N2 1 & are 
unitarily equivalent. 
Proof. It is a consequence of the Fuglede theorem that if ‘JJ1 is a 
reducing subspace for Ni , then S(LuI) reduces N, . The same theorem 
can be used to show that two similar normal operators are unitarily 
equivalent (cf. [21]). The lemma follows easily from these two facts. 
THEOREM 2. If E is a flat unitary vector bundle over R with fiber A, 
then TE is a pure subnormal operator with minimal normal extension 
unitarily equivalent to NR . Furthermore, the operator TE is similar to TR . 
Proof. Let E be a flat unitary vector bundle over R with fiber H. 
By the corollary to Theorem B, the bundle E is unitarily equivalent to 
a bundle E’ / R, where E’ is a flat bundle over the larger region R’. 
Define Li(BR) to be the L2-space of measurable cross sections of E’ / 8R 
and define Hj,(aR) to be the closure in Lt(BR) of r,,(E). Furthermore, 
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define pEg to be multiplication by z on Hj,(aR) and define NE, to be 
multiplication by a on Li(BR). It is clear that pEr is subnormal and 
that NE, is a normal extension of pE, . 
By Theorem A, there is an analytic isomorphism /l: R’ x si -+ E’. 
The map f + /l of is then a module isomorphism between the JR’) 
modules AB(R’) and I’,(E’). Since the functions x -+ I/ il” I/ and 
z -+ ll(/l”)-’ 11 are continuous on the compact closure of R in R’, these 
functions must be uniformly bounded on closure R. It follows from 
this that (1) there is an invertible operator W from HA”(R) onto 
I$ZT,~(R) defined by W(f) = n of and (2) there is an invertible operator 
IV from LR2(aR) onto Li,(BR) defined by I@(f) = fl 0 f. By (l), the 
operator TR is similar to TEtIR and hence, similar to TE by Theorem 1. 
Also, by (1) and Proposition 1.3, the space J’,(E’) is dense in H:,,,(R) 
and, therefore, TEc ,R is unitarily equivalent to pE, . It follows that 
T E’,R is subnormal, hence, so is TE . That TE is pure subnormal follows 
from Propositions 1.2 and 1.4. Finally, that the minimal normal extension 
of TE is Na follows from (2) and the lemma. This completes the proof 
of Theorem 2. 
The similarity statement actually implies Grauert’s theorem for the 
case of regions R. 
1.6. Multiplicity of bundle shifts 
Let S be an operator on a Hilbert space 45 and let %&(u(S)) denote 
the algebra of rational functions with poles off the spectrum of S. 
A rational generating set for S is a subset 4% of $J such that the linear 
span of {y(S)f: cp in g~~k(o(s)), f  in (?I} is dense in !$. Following Berger- 
Shaw [9], the operator 5’ is said to be k-multicyclic if k denotes the 
smallest cardinality of a rational generating set for S. 
THEOREM 3. I f  E is a JEat unitary vector bundle over R with dimension 
k, then: 
(1) The minimal normal extension of TE has uniform multiplicity k. 
(2) For h in R, the dimension of the kernel of ( TE - A)* is k. 
(3) The operator Te is k-multi-cyclic. 
Proof. Assertion (1) follows immediately from Theorem 2. The 
same theorem implies that it is sufficient to prove (2) and (3) for the 
operator Ta where dim fi = k. However, for Tn , these assertions 
follow from Proposition 1.5. 
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In the light of Theorem 3 and the corollary to Theorem 1 and in 
view of the language for unilateral shifts, it is appropriate to define the 
multiplicity of a bundle shift TE to be the dimension of the bundle E. 
The following assertion has already been proved and is included merely 
for emphasis. 
COROLLARY. Two bundle shifts TE and TF over R are similar if and 
only if they have the same multiplicity. 
1.7. The commutant and bicommutant of bundle shifts 
In this section, we make use of the similarity theorem to characterize 
various non selfadjoint algebras of operators related to a bundle shift. 
We begin with two lemmas. The first involves the cornmutant 
(9) = (X E Z(b): XS = SX for S E ,P} of a set of operators Sp on 9. 
LEMMA 1.7. If S is an operator on 5 and Ia is the identity operator 
on 6, then (S @I,)’ = (S)’ @ 2?(B) and (S @I)” = (S)” @ 19 . 
Proof. Realize 5 @ 3 as a direct sum of copies of Js. 
The second lemma is a mild generalization of a result of Yoshino [56] 
and is essentially due to Mlak [57]. For y in H”(R), let T, denote the 
multiplication operator defined by Tmf = p?f for f in H*(R). 
LEMMA 1.8. The commutant of T, on H?(R) is (T,: g, E H”(R)}. 
Proof. If X is in (Tz)‘, then Xl = $ is in Hz(R) and Xp, = XT,1 = 
T,Xl = T,# = #p’ for y in &zt(Cl R). 
Since the bounded operator X agrees with the closable operator 
defined by multiplication by # on the dense linear manifold g’at(C1 R), 
it follows that # is bounded (cf. [59, Lemma 31) and hence, in Hm(R), 
which completes the proof. 
These lemmas enable us to characterize the cornmutant and bicom- 
mutant of Tn which we do after introducing some more notation. For S 
an operator on $, let ;/l’(S) d enote the weak operator closure of 
.%*-l/(S) = (y(S): y l a’n/(a(S))}. Further, let Hz,,,(R) denote the 
algebra of bounded P(W)-valued analytic functions on R, which we 
also consider as consisting of multiplication operators on HR’(R). 
PROPOSITION 1.9. If R is a Hilbert space, then 
TV-( TR) = TV-( Tfi)” = H”(R) and (TR)’ = fGd~)~ 
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Proof. Once we verify that “w-(T,) = H”(R), the first statement 
will follow from the two previous lemmas. Since (T,)’ = H”(R), it 
follows that H”(R) is closed in the weak operator topology. Thus, we 
have L&J(R) C Yf( Ta) C H”(R). S ince the weak operator topology on 
H”(R) is obviously weaker than the weak*-topology and B%(R) is 
dense in H”(R) in the latter topology [5], it follows that w( Tz) = H”(R). 
The second statement follows from the fact that H”(R) @ .9(R) = 
HstRJ(R), where the tensor product refers to Hz(R) @ R. This is 
proved just as it is in the case of the disk (cf. [33]). 
All the work has been done to extend this result to general bundle 
shifts. We must introduce some further notation before stating the 
result. 
For E, a flat unitary bundle over R, let H%,,,(R) denote the algebra 
of bounded analytic bundle endomorphisms of E. Each Q, in H?&,,(R) 
defines a Gz in 9(Es) for z in R such that [I Qz 11 is bounded. Moreover, 
each @ m HzcE) (R) defines a bounded operator on HE2(R) by multi- 
plication. 
THEOREM 4. If E is a jlat unitary bundle over R, then 
,W(TE) = %qT,)” = H”(R) 
Proof. If /l is the analytic isomorphism from R x Ji to E of the 
proof of Theorem 2, then (1 defines the similarity W between Ts and TE . 
Moreover, since AH&(R) (1-l = H”(R) and AH%,,,(R) A-l = HgrE,(R), 
the result follows. 
This theorem overlaps results due to Mlak [57] on the cornmutant 
of subnormal representations of function algebras that are approximating 
in modulus. 
CHAPTER 2, BUNDLE SHIFTS ON SUBSPACES OF Hz OF THE DISK 
2.1. The universal cover 
In this section, we present the standard definitions of covering space, 
universal cover, and covering transformation. For a topological discus- 
sion of those ideas one may consult Steenrod [50, p. 671 and for the 
analytic point of view see Nevanlinna [42, p. 81. We then use the uni- 
versal covering map to lift the Hardy spaces over R to spaces of functions 
on the unit disk D. This is a standard tool in the subject (cf. [31, 44, 451). 
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A covering space of a topological space X consists of a topological 
space Y and an onto map rrr: Y -+ X for which each point x in X has a 
neighborhood U such that: 
(1) The set n-‘(U) is a disjoint union of open sets V/i . 
(2) The map n restricted to Vi is a homeomorphism of Vi onto U. 
The group of covering transformations for n is the group G of 
homeomorphisms A of I’ such that x 0 il = rr. Two covering spaces 
(Yl7 7~~) and (Ys , n2) of X are said to be equivalent if there is a homeo- 
morphism T from Yi onto Yz such that rrz 0 cp -= n-i . 
If X is a manifold, then there is a covering space (Y, n) of S such 
that 1’ is simply connected. This simply connected covering space is 
unique up to equivalence and is said to be the universal covering space 
of X. In this case the group G of covering transformations is isomorphic 
to the fundamental group of X. Moreover, the covering map 7~ induces 
a homeomorphism from the orbit space Y:G onto X. 
When the construction of the universal covering space is carried out 
for a Riemann surface, the covering space inherits a complex structure 
with respect to which the covering map is holomorphic. Since the 
universal covering space is simply connected, the Riemann mapping 
theorem says that it must be conformally equivalent to either the disk, 
the plane, or the Riemann sphere [42]. If the original space is a bounded 
subset of the plane, then the covering map is a nonconstant bounded 
analytic function, which eliminates the latter two possibilities. Thus, 
for the space R, the universal covering space is the unit disk. Moreover, 
since the boundary of R is analytic, the Schwarz reflection principle 
implies that the covering map extends to cover a neighborhood of the 
closure of R. 
To summarize, the construction outlined above produces the fol- 
lowing: 
1. A group G of linear fractional transformations that map the 
disk onto the disk. 
2. An open G-invariant subset Q of %D with p(aD\@) = 0. 
3. A simply connected open G-invariant subset D' containing D\.Q. 
4. An open set R' containing the closure of R. 
5. A holomorphic covering map rr from D' onto R' with the group 
of deck transformations G and such that T(D) = R and n(Q) = i3R. 
In the language of Fuchsian groups, the set aD\Q is the limit set of the 
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Fuchsian group G. That this set has linear Lebesgue measure zero for 
this special case is proved in [24]. 
A function f on D is said to be G-automorphic if f 0 A = f for each A 
in G. Since v induces a bijection from the orbit space D/G onto R, 
a function on D is G-automorphic if and only if it is of the form g o rr 
for some function g on R. Similarly, since z(Q) = aR and r induces 
a bijection from Q/G onto aR, there is a one-to-one correspondence 
between functions on 8R and G-automorphic functions on a. In passing 
from g on R or aR to g 0 n on D or Q, it is said that the function g is 
lifted to the disk. 
We now show that r lifts harmonic measure for n(O) to linear Lebesgue 
measure p on aD. Let t be ~(0) and let m be harmonic measure for the 
point t. This means that m is supported on 8R and if u is continuous 
on the closure of R and harmonic on R, then u(t) = J& u dm. It follows 
that the function u 0 rr is harmonic on D and continuous on D\Q and 
since p(aD\Q) = 0 we have saR u dm = u(t) = u(+O)) = JaD ZL o 7~ dp. 
Since the Dirichlet problem is solvable for R [6], every continuous 
function has a harmonic extension into R and since the continuous 
functions are dense in Ll(m), we have J&f dm = J’aD f 0 TI dp for each f 
in Ll(nz). This equation can be summarized as m T= p 0 n-l. 
For a Hilbert space 53, the Hardy spaces Ha”(R), Hs2(aR), and the 
Lebesgue space LRz(i?R) were discussed in Section 1.2. The map 
f + f o n lifts these spaces to closed subspaces of their counterparts on 
the unit disk D. If H%?(D), HR2(aD), and La2(aD) are defined with 
respect to linear Lebesgue measure p on aD and if HR2(D, G), 
Hn?(aD, G) and Lg’(aD, G) denote the subspaces of G-automorphic 
functions, then one obtains the following picture: 
The horizontal arrows represent the correspondence between an analytic 
function in H2 and its boundary function, while the vertical arrows 
represent the relationship between a function f on R or aR and the 
lifted function f 0 n on D or aD. All of these isomorphisms and contain- 
ments are isometric and they all commute with each other. 
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Let L”(aD, G) be the algebra of G-automorphic functions in LX(aD) 
and let W(aD, G) be the algebra of G-automorphic functions in H”(8D). 
The following proposition expresses in three different ways the “fullness” 
of HH2(aD, G). 
PROPOSITION 2.1. 
(a) The smallest invariant subspuce for L”(aD, G) containing 
H,?(aD, G) isLn”(aD, G). 
(b) The smallest invariant subspace for H’(ZD) containing 
N,“(aD, G) is flnz(aD). 
(c) The smallest invariant subspace for La(aD) containing 
HH2(aD, G) is Lnz(aD). 
Proof. Since H,i(aD, G) contains the constant functions, the proof 
is immediate. 
2.2. The bundle shift T, 
In this section, we present another realization for bundle shifts. 
For R, a Hilbert space, recall that “?d(%) is the group of unitary 
operators on 53, and that Hom(G, ,P(si)) is the set of representations 
(homomorbhisms) of G into 9(R). Thus, an element of Hom(G, “X(R)) 
is a mapping Al: G + %(Ji), such that (Y(AB) = a(A) cr(B). For a: in 
Hom(G, e(9)), define Ha2(D, a) to be the space of functions f in HR2(D), 
such that f (A(z)) = Cy(A)(f (z)) for all A in G and z in D. Notice that 
for f in HH2(D, CY) and A in G, 11 f (A(z))11 = /j f (z)lj for all z in D, that is, 
the norm of f is automorphic. In the scalar case, such a function is 
said to be modulus automorphic and these functions play a prominent 
role in the work of Sarason [45] and Hasumi [31] and in the inner-outer 
factorization for functions on R developed by Voichick and Zalcman [53]. 
Since the transformations in G are linear fractional transformations 
that leave D fixed, they also leave aD fixed. Thus, we may define 
Ln2(aD, CX) as the set of functions f in Lxz(8D) such that f (A(h)) = 
a(A)(f (A)) a.e.,ip for each A in G. Furthermore, we define Hs2(8D, a) 
to be Haz(PD) n LR’(FD, B). This leads to the following picture. 
Notice that when N is the identity representation, then the lower line 
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consists of spaces of G-automorphic functions and we are back in the 
setting of Section 2.2. 
If v is in H”(aD, G), that is, if q~ is a G-automorphic function in 
H’(8D) and if f is in Ha*(aD, ol), then vf is in HA”(aD, CX). In other 
words, the space Ha2(8D, ) . LY is invariant for HI-(aD, G). In particular, 
it is invariant for multiplication by the covering map n and we may 
define an operator T, on Hfi2(aD, N) by Ta(f) = n-f. The following two 
theorems make use of a standard topological construction of bundles 
over a region via the universal cover. General references are Husemoller 
[35] and Steenrod [50]. 
Recall by Theorem B, that every flat unitary vector bundle E over R 
is determined up to equivalence by a representation LX in Hom(G, I/‘(R)). 
This correspondence is referred to in the following theorem by saying 
that E is determined by 01. 
THEOREM 5. If a is in Hom(G, g(R)) and E is the fiat unitary 
bundle over R determined by 01, then T, is unitarily equivalent to the bundle 
sh$t TE . 
Proof. Given cy, define an action of G on D x A by the function 
(A (z, h)) + (AZ, a(A)(h)), let E d enote the space of orbits and let q 
denote the quotient mapping of D x 9 onto E. Since G is the covering 
group for the universal cover CT of R, the space E is the flat unitary 
vector bundle over R with fiber si determined by 01 in Theorem B 
and there is a module isomorphism from the space r,(E) of analytic 
functions f on D such that f 0 A = n(A)f for A in G [35, p. 461. Since 
the norm of a function f on D with f 0 A = cu(A)f is automorphic, the 
least harmonic majorant of /If Jj is automorphic; hence, the lift of a 
harmonic function on R. It follows that the above mentioned module 
isomorphism induces an isometry from HE2(R) onto HR2(D, CX), which 
intertwines multiplication by a function 9) in H”(R) acting on HE2(R) 
with multiplication by y o n on HH2(D, CL). Since TE is multiplication 
by z on H,?(R), this isometry intertwines TE and multiplication by r 
on HR2(D, a) and the latter is clearly unitarily equivalent to T, . 
An operator W on L,*(aD) is said to be decomposable if there is a 
weakly measurable function h + IV, from aD into the set of operators 
on $1 such that for f in L,‘(i?D), W(f)(h) = W,(f (A)) a.e.‘p. It is well 
known that an operator on L,*(aD) commutes with L”(aD) if and only 
if it is decomposable. Moreover, the algebraic operations can be per- 
formed pointwise, that is, (V + W)(f)(X) = VA(f (4) + W(f (X)), 
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W*(f)(X) = wA*(f(4), etc. and the norm can be computed by 
11 W 11 = ess sup 11 IV,, /I. Th ese facts will be used freely in the rest of 
this chapter. A good reference is [20, chap. II; or 331. 
PROPOSITION 2.2. There is a decomposable operator @ on L,?(aD) 
such that @(H,2(aD, G)) = HS2(ZD, a). Moreover, the operator @ 
satisjies @:(A, = a(A) Qnn a.e./p for each A in G. 
Proof. Recall from Section 2.1 that r extends to be a covering map 
from an open set D’ onto the open set R’ containing the closure of R. 
Given LX, let E be the bundle over R’ defined by 01 as in the proof of 
the previous theorem. By Theorem A, this bundle is analytically 
equivalent to the product bundle R’ x 51 and as in the proof of Theo- 
rem 2, there exists an analytic isomorphism # from E onto R’ x 9. The 
composition of the quotient map from D’ x si onto E with Y yields an 
analytic 
0 
D’ / Ji - +R’ 
R’ t- 
function @ from D’into 99(A), the group of invertible operators on a, 
such that @(A(z)) = a(A) Q(z) for all z in D’ and A in G. Set 
@ = CD / aD. Since Y 1 aR is continuous and aR is a compact set, it 
follows that there is an M > 0 such that /I @(a)-’ 11 < M for all x in 
D u Q (see Section 2.1). Hence, @I is an invertible decomposable 
operator and this, along with the analyticity of CD, implies that 
c@(H,~(~D, G)) = HR2(8D, CI). 
The following proposition expresses the “fullness” of HQ2(3D, IX) in 
the same way that Proposition 2.1 expresses the “fullness” of Hg2(3D, G). 
PROPOSITION 2.3. 
(a) The smallest invariant subspace for L”(aD, G) containing 
H,“(aD, a) is LR2(aD, CX). 
60?/'9/'-9 
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(b) The smallest invariant subspace for H”(aD) containing 
HR2(aD, a) is HR2(aD). 
(c) The smallest invariant subspace for L”(aD) containing 
HR2(aD, a) is La2(aD). 
Proof. Immediate from Propositions 2.1 and 2.2. 
2.3. Unitary equivalence 
In this section, we establish the converse of Theorem 1. We do this 
by analyzing the intertwining maps between bundle shifts. Before 
stating this result we need a lemma. 
LEMMA 2.4. An operator on La2(aD, G) commutes with Lm(aD, G) 
if and only if it is a G-automorphic decomposable operator. 
Proof. The cornmutant of L”(BR) on LS2(aR) consists of decom- 
posable operators on LS2(aR) [20, p. 1641. Thus, the lemma is a conse- 
quence of the isometric isomorphism between Le2(aD, G) and LR2(aR) 
discussed in Section 2.1. 
PROPOSITION 2.5. An operator W from LR2(aD, CX) into LR2(aD, fl) 
intertwines Lm(aD, G) if and only if W is decomposable and WA(&) = 
/3(A) W,a(A)* a.e./p for all A in G. 
Proof. Given W, the operator (~35”))’ W@ on LR2(aD, G) commutes 
with Lm(aD, G). Thus, by the lemma, there is a G-automorphic decom- 
posable operator V such that V = (@6)-l W@. Hence, W = @V(@)--l 
and thus W is decomposable. Moreover, W,,,tA) = @;(,,VA(A)(@:CA))-l = 
/I(A) QIBVA(cx(A) QAor)-l = P(A) W,&A)*. The converse is obvious. 
This result also can be stated in the language of bundles if we identify 
the spaces Lfi2(aD, CX) and Lfi2(aD, 8) with the L2-spaces of the measurable 
and norm square-summable cross sections of the restriction to aR of 
the bundles E and E’ over R corresponding to 01 and /3, respectively. 
Then, W can be identified as a bounded measurable bundle map. We 
continue to treat such notions, however, in the more familar context 
of vector-valued functions on aD. 
LEMMA 2.6. A decomposable operator on La2(aD) commutes with the 
projection onto Hg2(aD) if and only if it is constant. 
Proof. If the decomposable operator W is constant then clearly, 
HR2(aD) reduces W and hence, W commutes with the projection onto 
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Ha‘J(aD). Conversely, suppose that Ha”(aD) reduces IV. Fix f and g 
in 52 and define h(X) = (W,,f, g). S ince Ha”(aD) is invariant for IV, the 
function h is in Hl(aD) (cf. [33]). Similarly, since Ha”(aD) is invariant 
for IV*, the function h(h) = (g, II’,& = (W,*g, f) is in H’(aD). 
Thus, the function h is constant and since f and g are arbitrary, it 
follows that W, is constant a.e./p. 
THEOREM k. The operators T, and TO are unitarily equivalent ;f and 
only if 01 and /3 are unitarily equivalent. 
Proof. If V is a unitary operator on 9 that establishes a unitary 
equivalence between 01 and /3, that is a(A) = V*/I(A)V, then the con- 
stant operator U with U, = V can be seen to establish a unitary equiva- 
lence between T, and TB . 
Conversely, suppose that U is an isometry from Ha2(aD, a) onto 
Hfi2(aD, 8) with UT, = TBU. Then, by the theorem of Halmos [29], 
the operator U extends to a unitary equivalence of the minimal normal 
extensions. By Proposition 2.3, the minimal normal extension of T, is 
multiplication by n on La2(8D, a) and it follows that U extends to a 
unitary operator W from Laz(aD, a) onto LR2(8D, /3), which intertwines 
L”(aD, G). Thus, W is decomposable by Proposition 2.5. Since, in 
addition, W(HsB(aD, a)) = Ha2(aD, /3) it follows from Proposition 2.3 
that W(Ha2(aD)) = Hs2(8D). H ence, the space Ha2(aD) reduces W 
and thus, by Lemma 2.6, W is constant. Thus, there is a unitary operator 
V on R with IV, = V a.e./p. But, by Proposition 2.5, V = WacA) = 
B(4 JJJ,44* = P(A) v44* a.e./p and thus, a(A) = V*p(A)V, prov- 
ing that 01 and p are unitarily equivalent. 
Again, the reader will be able to recast the proof in terms of bundles 
over R. What is implicit is a characterization of intertwining maps in 
terms of bundle maps. 
Now, we restate this theorem for emphasis in the language of bundles 
over R. 
COROLLARY. If E and E’ are flat unitary bundles over R, then the 
bundle shifts TE and TEt are unitarily equivalent zjc and only if E and E’ 
are equivalent as flat unitary bundles. 
2.4. The commutant of W*(T,) 
Let S be a subnormal operator on a Hilbert space @ and let iV be its 
minimal normal extension on the Hilbert space R. It is known that 
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operators that commute with S need not lift to operators that commute 
with N [21]. The following theorem of Bram shows that operators 
that commute with both S and S*, that is, operators in the cornmutant 
of the IV*-algebra w*(S) g enerated by S, do lift to operators that 
commute with N. 
Let P, denote the orthogonal projection onto $, let % denote the 
algebra of operators on Ji that commute with N and Pa , and let %‘“*(S)’ 
denote the cornmutant of YJ/*(S). Note that if A is in %‘, then !?J reduces 
A so that A I !$ is a well-defined operator on 9. 
THEOREM C. The map A -+ A / $s is a *-isometric isomorphism from 
w onto W”(S)‘. 
This theorem is due to Bram [1 1, Theorem 81 and also follows from 
a general result of Mlak [39, Corollary 4.51. 
We now apply Bram’s result to determine the algebraic structure of 
the cornmutant of W*(T,). Let W*(E) be the IV*-subalgebra of .Z($) 
generated by al(G) and for B in V*(a)‘, let 7JB) be the constant decom- 
posable operator on Hs2(aD, a) defined by T%(B)(~) = Bf. 
THEOREM 7. The map r, is a *-isometric isomorphism from W-*(a)’ 
onto V*( T,)‘. 
Proof. Fix 01 and let @ be the algebra of operators on La”(aD, a) 
that commute with L”‘(aD, G) and with the projection onto HR2(aD, OZ). 
For B in %/*(a)’ andf inLa’(aD, a), observe that (Bf) 0 A = B(f o A) = 
Bcu(A)f = a(A) Bf f or all A in G. Thus, there is a decomposable 
operator 7,(B) on Ls2(aD, a) defined by Ta(B)(f) = Bf. Since a constant 
decomposable operator maps Ha2(aD) into Hs2(aD) and since T,(B) 
maps La2(aD, a) into Ls*( aD, cu), it also maps Ha2(aD, a) into Hs2( aD, a). 
In other words, the map 7, takes Y+‘-*(a) into %. 
Since the minimal normal extension of T, is multiplication by z= on 
LR2(aD, a) by Proposition 2.3a, it is sufficient by Theorem C to show 
that the map 7, is a *-isometric isomorphism from w*(a)’ onto @. 
Since 7, is evidently *-isometric, it remains to show that it is onto. 
If X is in @‘, then by Proposition 2.5, the operator X is decomposable 
and X,,u) = E(A) X,+(A)* f or all A in G. However, since X is reduced 
by Ha2(aD, a) it follows that both X and X* map Hs2(aD, a) into 
Ha*(aD, a). Thus, both X and X* map Ha2(aD) into Hs2(aD) by 
Proposition 2.3b and hence, X is reduced by Ha”(aD). Hence, the 
decomposable operator X is constant by Lemma 2.6 and thus, there is 
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a B in Z(s) with X, = B a.e.:p. Since we have Xach) = a(A) X&A*) 
a.e.ip for A in G, it follows that B = E(A) &(A)*. Thus, the operator B 
is in w*(a)’ and so X = 7,(B). This proves that T, is onto, which 
completes the proof. 
2.5. The algebra %*( T,,) 
We begin by recalling a known lemma on similar representations of 
C*-algebras (cf. [60, p. 261). 
LEMMA 2.7. If 011 is a C*-algebra, if for i = 1, 2 yi: @ -+ Y(&) 
is a *-representation, and if r1 is similar to r2 , then r1 is unitarily equivalent 
to 72 . 
Recall that T, is the representation of %‘-*(a) that assigns to the 
operator B in #‘-*(a)‘, the constant decomposable operator on Hs*(aD, a) 
defined by TJB)(f) = Bf. L e u, denote the representation of %‘*(a) t 
that assigns to the operator B in %c*(a)‘, the constant decomposable 
operator on Ha2(aD, G) defined by uJB)(f) = Bf. 
LEMMA 2.8. The representations r, and u, are similar. 
Proof. Let Y(E) be the group of invertible operators in ?F*(c~). 
The bundle E, which gives rise to the operator T, , can be defined with 
structure group .Y(a). Since .9(a) is pathwise connected (cf. [22, Proposi- 
tion 5.29 and Corollary 5.301) the bundle is topologically trivial. Thus, 
by the theorem of Bungart [15, Theorem 8.11, it is analytically trivial. 
It follows that the decomposable operator y6= of Proposition 2.2 can be 
chosen with range in Y(a). If @ is so chosen and if B is in H/*(E)‘, 
then 7(,(B) @ = @aa( which completes the proof. 
THEOREM 8. The algebra W-*(T,) is unitarily equivalent to W*(a) @ 
2qP(R)). 
Proof. Define T: -tlr*(z)’ + W*(a) @ L?(H2(12)) by 7(B) = B @I, 
where I is the identity on H*(R) and let 9 be the range of T. The natural 
unitary equivalence between the Hilbert spaces 52 @ H2(R) and 
Ha2(ao, G) induces a unitary equivalence between the representations 
T and oa . The latter is unitarily equivalent to 7, by Lemmas 2.7 and 2.8. 
Thus, the algebra ~~(?‘Y*(cy)‘) is unitarily equivalent to g. But ~&w*(a)‘) 
is ?‘F*( T,)’ by Theorem 7. Hence, the algebra WA*(T,)’ is unitarily 
equivalent to 2. The von Neumann double cornmutant theorem [20, 
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p. 421 implies that ?V*(T,) is unitarily equivalent to 9’. However, the 
algebra 9’ is %‘-*(a) @ 2(2?“(R)) by [20, Proposition 4, p. 241 and the 
von Neumann double cornmutant theorem. This completes the proof. 
2.6. The C*-algebra %?*(T,J 
Let V*(T,) be the C*-algebra generated by T, and the identity 
operator. We seek to describe ‘%*(TJ and we obtain rather complete 
information in the case of finite multiplicity. We begin by applying a 
theorem of Bunce [ 141 which involves the closed two-sided & in %?*( T,) 
generated by the commutators [X, Y] = XY - YX of all elements X 
and Y in V*(T,). 
PROPOSITION 2.9. There exists a unique *-homomorphism Y, from 
U*( TE) onto C(BR) with kernel SN such that Y,( TR) = x. 
Proof. By Bunce’s theorem [14], it suffices to show that the approxi- 
mate point spectrum u,(T,) is aR. Since the spectrum of T, is the 
closure of R by Proposition 1.4, the inclusion aR C a,( 7’=) is immediate. 
Furthermore, the approximate point spectrum of a subnormal operator 
is always a subset of the normal spectrum of T,, . Thus, we have 
aR C u,( T,) C uI( TU) = aR, which completes the proof. 
If the multiplicity of T, is infinite, then we can say very little about 
& and undoubtedly, the relationship between V?*(T,) and 01 may be 
quite complicated in this case. However, if T, has finite multiplicity, 
then $a C G+? by a theorem of Berger and Shaw [9] and we can apply 
the known structure theory for the C*-subalgebras of % together with 
the theory of extensions of C*-algebras recently developed by Brown- 
Douglas-Fillmore [13]. We begin by considering the irreducible case. 
THEOREM 9. If a: is an irreducible representation of rank n < CO, 
then ,a& = X and the pair (%?*( T,), U,) determines an extension of L%? by 
C(aR) that depends only on n. Moreover, the C*-algebras V*( T,) and 
U*( T,l) determined by the$nite rank irreducible representations a: and 01’) 
respectively, are isomorphic if and only if they have the same rank. 
Proof. Since T, is a finite multi-cyclic pure subnormal operator by 
Theorem 3, it follows from [9] that [Ta , T,*] is a nonzero compact 
operator. Since V*(T,) is generated by T, , we have JJ~ C Z” and 
equality follows since U*( T,) is irreducible by Theorem 7 (cf. [22, 
Theorem 5.391). That (U*(T,), Ye) defines an extension of %- by C(aR) 
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follows from the previous proposition and the identification of the 
extension follows from Theorem 3 and [13, Theorem 111; the extension 
is determined by the integer valued function, dim ker[( T, - A)*] for X 
not in aR, which is the same as the index in this case. Since the values 
are just 0 for h not in R and the rank of 01 for X in R, the result follows. 
The special case of rank one representations is treated in [23, chap. 81, 
using methods that avoid the theorems of Bunce and Berger-Shaw. 
Before considering the general case, we need the following well- 
known lemma. 
LEMMA 2.9. If d is a C*-subalgebra of x @ 37 satisfying p,(G) = 
37 = pz(&), where p1 and pz are the compressions of X @ X to the jirst 
and second coordinates, respectively, then either F = 3” @ 37, or there 
exists a unitary operator V such that & = (K @ VKV*: K E x}. 
Proof. Either there exists an element in B of the form K @ 0 with 
K f 0, or there does not. If there does, then (K E ~$7: K @ 0 ~a} is a 
nontrivial closed two-sided ideal in x and hence, equals Y. Thus, 
G = L%? @ ~6 in this case. Similarly, if d contains an element of the 
form 0 @ K with K # 0, then d = x @ x. Otherwise 8 is the graph 
ofa * -isomorphism of Z onto z%? and the result follows from the known 
characterization of such maps (cf. [22, Corollary 5.411). 
Now, we consider reducible 01 and begin with the simplest case. 
Suppose ci = 01~ @ 01~ , where cyi and 01~ are finite rank irreducible 
representations. There is an obvious way to identify Y*(T,) as a sub- 
algebra of v*(T,J @ %‘*( T,,> since T, = TW, @ TE, . Moreover, since 
!Pa,( T,J = z = Y,J T,J, Yml(Xl) = YJX,) for X = Xi @ X, in 
Y*( T,). We claim that there are only two possibilities. 
LEMMA 2.10. 
(a) If 01~ and 01~ are unitarily equivalent, then %?*( Tel) = 
{X @ UXU*: X E %‘*(Tml)}, w ere h U is a unitary operator such that 
UT$* = T,? . 
(b) If % and 01~ are not unitarily equivalent, then %‘*(T,) = 
{Xl 0 X,: Xl E ~*G’Q X, E q*(TaJ Yral(X,) = yI,,(&)}. 
Proof. Since the mappings pi(X, @ X,) = X1 and p2(X, @ X,) = X, 
define *-homomorphisms of U*( T,) onto %?*( T,,) and ‘%*( TWz), respec- 
tively, it follows that the subalgebra 9= of &” @ Z satisfies the 
hypotheses of the preceding lemma. 
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If there exists a unitary operator U such that S, = {K @ UKU*: 
K E x}, then for Xi @ X2 in %?*(T,J and K in 2?, there must exist K’ 
in ~7 such that (K @ UKlJ*)(X, @ X,) = (K’ @ UK’U*), or 
KX, = K’ = KU*X,U. Since this is valid for each K in -X, we have 
Xi = U*X,U and in particular, T 
unitarily equivalent by Theorem 6. 
5 = U* T,,U. Thus, 01~ and cya are 
Conversely, if 01~ and ol, are unitarily equivalent, then U*(T,) has the 
stated form. 
Finally, assume Se = .X @ 27 and let Xi and X2 be in %?*( T,J and 
U*(TJ, respectively, such that Ya,(X,) = Ya2(X,) = f. Since !P is a 
homomorphism of V*( TJ onto C(aX), there must exist Yi @ Ya in 
%?*( Tdl) such that !P& Yi @ Ya) = f. Thus, !Pzl( YJ = Y&Y, @ Y,) = 
f = YJXJ and Y,,( YJ = Y,( Y, @ YJ = f = YJX,), which implies 
that Xi @ X, - Yi @ Ya is in x @ X = .& . Therefore, Xi @ X2 
is in %?*( T,) and the latter algebra is seen to have the stated form, which 
completes the proof. 
The reader can check that an obvious induction argument will yield 
the following. 
LEMMA 2.11. Ifa = Cj"=, CyL, @ cyij, where 
(1) N is a positive integer, 
(2) for each j, Nj is a positive integer, 
(3) for each i and j, aij is an irreducible representation of G that is 
unitarily equivalent to cxlj , and 
(4) no two of the representations cxll ,..., C-Q,,, are unitarily equivalent, 
and if Uij is a unitary operator such that Toltj = UiiT,ljU~ , then 
??*(T,) = f ? @ L’jjXjUz : Ylj(Xj) = Yll(Xl) forj = I,..., N . I 
ij=l i=l 1 
With such an explicit characterization of V*( T,), the task of classifica- 
tion is rather straightforward. Before stating the results, we need some 
notation. 
Let %*(a) denote the C*-algebra generated by the range of 01. When 
01 has finite rank, we have U*(E) = ?%“-*(a). For each integer n we let 
&ol) denote the number of nonunitarily equivalent irreducible sub- 
representations of a of rank n. Two finite rank representations 01 and /3 
are said to be weakly equivalent if each irreducible subrepresentation 
of 01 occurs as a subrepresentation of fi and vice versa. 
SUBNORMAL OPERATORS 135 
THEOREM 10. Let 01 and /3 be jinite rank representations of G. 
(a) The C*-algebras V*(T,) and ?Z*(T,) are *-isomorphic if and 
only if pm(a) = &3) for 1 < n < co. 
(b) There exists a *-isomorphism q~ f o V*( T,) onto Y*(T,) such 
that q~( T,) = T, if and only if there exists a *-isomorphism y0 of W*(a) 
onto %7*(p) such that y0 0 01 = fl. This happens if and only if 01 and /3 are 
weakly equivalent. 
Proof. By virtue of the preceding lemma, we can reduce to the 
case where we can write CY. = CE, @ ei and /3 = $, @pi with each 
CQ and pj irreducible and the (ai}L1 p airwise nonunitarily equivalent 
and the (flj’jj”=t pairwise nonunitarily equivalent. Let y be an iso- 
morphism from %‘*(T,) onto %?*(T,). Since the decompositions 
A = g, @ sf(SJ and Y0 = Cc1 @ A?“(‘$) are unique, where T,+ 
and Ts, are defined on Bi and $jj, respectively, and ~(-a&) = J$ , then, 
v(X(O,)) = Z(sji) for some 1 <ji < N. Thus, N = M and i -ji 
defines a permutation of (I,..., M]. If we consider the diagram 
1 
0; 1’ pji 
G9:*(Tm3) -;+ z*pBji) 
then the isomorphism vi exists, making the diagram commute. This 
follows since the fact that ker pi = X(6,) @ *.. @ .X(Qi-1) @ (0) @ 
X(05,,+,) @ *em @ %(Q,,) and ker til. = PY($jl) @ ... @ X(!$-i) @ 
(0) 0 ,x(5ji+d 0 *-’ 0 s(?3A4) implies q~ is an isomorphism from 
ker pi onto ker pi, . 
If vi is an isomorphism from %*(TuL) onto %*(TBj), then rank 01~ = 
rank fljz by Theorem 9. Moreover, if ~J-Q( T,J = TBj, ,I then Tui and T, 
are unitarily equivalent, since yi takes .X(0,) onto .X(bj,) (cf. [22: 
Corollary 5.411) and h ence, cy,[ and pii are unitarily equivalent by Theo- 
rem 6. The remainder of the proof is routine. 
If R is simply connected, then all the algebras %*( T,) are isomorphic, 
which specializes to a theorem of Coburn [18] when R is the unit disk. 
It is not obvious how to relate the statements of this Theorem with 
the previous results obtained for W*( T,) and %‘-*(Tn)‘. However, 
we can go slightly further. Let FR be the C*-algebra generated by T, , 
where e is the trivial rank one bundle over R. The algebra also can be 
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described as the C*-algebra generated by the Toeplitz operators on R 
with continuous symbol [l, 231. 
COROLLARY. If m is a jinite rank representation of G on $, then V*( T,) 
is spatially isomorphic to 
FR 0 Isj + ST- 0 g*(a) and -I’, = 37 @ g*(a). 
Proof. First, we claim YR @ Iti + Y @ %‘*(a) is a C*-algebra. 
For this, all we need to verify is that it is closed. Since x @ %?*(a) is a 
closed two-sided ideal and since the quotient C(aR) is closed, it follows 
that & @ 1, + x @ %?*(a) is closed. 
Now suppose a is an irreducible representation of rank n < co. In 
the proof of Theorem 9 we showed that (%‘*(T,), Y,) determines a 
particular extension of &‘- by C(BR). This same extension can be obtained 
from (& @ 1m + z%?, ye @ l), as in [ 131. Thus, %‘*( T,) is spatially iso- 
morphic to YR @ In + X = & @ I, + X @ dm = .& @ I, + 
a? @v*(a). 
If we set a(k) = 01 @ a @ a** @ LY. (k-times), then it is easy to check 
that %‘*(Tol(k)) is still spatially isomorphic to YR @ I, @ Ik f X @ 
Am @I,; = & @I&#. + Lx- @ %*(dk)). 
Finally, suppose UL = @“I’ @ ..- @ ,6zn), where each pi is an irre- 
ducible representation of rank Zi < co and the {/3&i are pairwise non- 
unitarily equivalent. Then, an argument analogous to that given for 
Lemmas 2.10 and 2.11 shows that 
= (p), @ Ii,) for 1 < i < 71 .
1 
But since CL, @ Xi - X @ l~~zl Zzki lies in Z @ V*(a) for any X 
in YR such that q,,(X) = (ye @ 1 r,)(Xi) it follows that V*( Tm) has the 
form stated in the corollary. 
Since this result makes sense for infinite-dimensional 01, it is possible 
that the result is valid in that case also. However, rather different 
techniques would be required. 
Another result suggesting that T, and T, are close when c1 and /I 
have the same finite rank follows from Theorems 2 and 3, the 3erger- 
Shaw theorem [9], and the classification of essentially normal operators 
obtained in [13]. We state it as a corollary. 
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COROLLARY. If Te and Tp are bundle shzjts of equal$nite multiplicity, 
then TE is unitarily equivalent to a compact perturbation of T, . 
CHAPTER 3, THE GENERALIZED WOLD DECOMPOSITION 
3.1. The scalar spectral measure 
One form of the spectral theorem says that a normal operator is 
unitarily equivalent to multiplication by z on a direct integral 
JA @ !& dv(X), where fl is the spectrum of the normal operator [20, 
chap. II]. The measure v is usually called the scalar spectral measure 
of the normal operator and it is determined uniquely up to mutual 
absolute continuity. 
The following proposition extends the well-known result that the 
minimal normal extension of a pure isometry is a bilateral shift and 
hence, has an absolutely continuous scalar spectral measure. Although 
the result is, in part, implicit in the study by Mlak of operator-valued 
representations of function algebras [40], we offer a direct proof in our 
context both for completeness and to indicate the techniques that are 
involved. 
The proof is based on the following two lemmas whose proofs are 
merely sketched. Let X denote the closure of R and let R(X) be the 
closure in C(BR) of the algebra of rational functions with poles off X. 
Recall that m is harmonic measure on aR for the point t = n(O). Since 
m is mutually absolutely continuous with respect to linear Lebesgue 
measure d 1 z / [51, p. 201, we could work with d 1 z I. However, it will 
be convenient to emphasize the measure m because of the relationship 
m = y 0 n-l. 
LEMMA 3.1. If u is a positive Bore1 measure on aR and if 
JaR log(du/dm) dm = - 03, then R(X) is dense in L2(u). 
Proof. The assertion is reduced to absolutely continuous measures 
by the abstract Kolmogorov-Krein theorem [26, p. 1351 and for abso- 
lutely continuous measures, the assertion is proved by Ahern and 
Sarason [5, Lemma 5.1 and Corollary to Theorem 10.11. 
LEMMA 3.2. If E is an F,-set in aR with m(E) = 0, then there is a 
sequence of functions qn in R(X) uniformly bounded by one such that 
qn --+ 0 a.e./m and v,,(h) -+ 1 for h in E. 
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Proof. Since every representing measure for a point t in R is mutually 
absolutely continuous with respect to m [5], this assertion is immediate 
from Forelli’s lemma [26, Lemma 7.31. 
PROPOSITION 3.3. If S is a nonxero pure subnormal operator with 
spectrum contained in the closure of R and normal spectrum contained in 
the boundary of R, then the scalar spectral measure of the minimal normal 
extension of S is mutually absolutely continuous with respect to the measure 
m (or equivalently, d j z I). 
Proof. Let N be the minimal normal extension of S. Since the 
normal spectrum of S is contained in aR, the operator N is unitarily 
equivalent to multiplication by Z, denoted M, , on a direct integral 
j’aR @ 5j,, dv(X) over aR. The operator S then can be viewed as M, / m, 
where 9X is an invariant subspace for M, . Since o(S) C X, the space m 
is also invariant for R(X), that is, invariant under multiplication by v 
for any g, in R(X). 
The measure v has a Lebesgue decomposition dv = k dm + dv, , 
where vs is singular to m. The direct integral also decomposes into a 
direct sum 
The proof now reduces to two assertions. 
(*) The subspace 911 can be written as a direct sum 9.X = 9J, @ 9Jn, 
with 9J$, and 9Js invariant for R(X), and 9X, C J& @ !&k dm(X), and 
Ws C J-a 0 $a dv,(+ 
(**) IffisinJaR@!&dv(h), and 11 f /I2 k vanishes on a set of positive 
m-measure, and if mm, denotes the closure in ]2R @ !& dv(X) of R(X)f, 
then 9J$ reduces the operator MS . 
To see that (*) and (**) are sufficient, assume their validity for the 
moment. The purity of 9X and (**) imply that 9X$ is zero and since N 
is the minimal normal extension of S, we have vs = 0. Since S # 0, 
there is a nonzero f in 911 and by (**) the function //f II2 k cannot vanish 
on a set of positive m-measure; hence, k does not vanish on a set of 
positive m-measure and the theorem is proved. 
To prove (**), assume that jl f /I2 k vanishes on a set of positive 
m-measure. If p is the measure Ilf{l” dv, then dp/dm = Jj f }I2 k and, 
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therefore, SaR log(dp/dm) dm = -CD. Thus, if y is any continuous 
function on aR, then there is, by Lemma 3. I, a sequence {yn> of func- 
tions in R(X) with P)~, + q in L”(p). It follows that q,f-+ cpf in 
SaR @ $jA dv(X) so that yf is in YJ$ . Therefore, the space !N, reduces 
Mz , which proves (**). 
To prove (*), we choose an F,-set E with dm(E) = 0 and v,(BR\E) = I. 
The reason that E can be taken to be a F,-set is that the measure vs is 
regular. Let (yn} be the sequence of functions given by Lemma 3.2 
and let xr and XaR\E be the characteristic functions of E and aR\E. It is 
easy to verify that vPL + xE a.e.;v. Thus, if f is in !JJ331, then xEf is in 91 
because q,,f converges to xEf in SaR @ 6, dv(X) by the Lebesgue 
dominated convergence theorem. This proves (*), which completes the 
proof. 
3.2. Invariant subspaces 
In this section, we prove certain relationships between a subspace !Jl1 
in L,‘(aD, G) invariant for H”(aD, G) and the smallest subspace !JJU 
in Lti2(aD) containing 9J1 that is invariant for ZP(aD). The subspace 91331’ 
is easily shown to be G-invariant, meaning that for f in 911’ and A in G, 
the function f 0 A is in ‘331’. In fact, it can be shown that the function 
W + !Ul’ establishes a one-to-one correspondence between the invariant 
subspaces for H”(aD, G) and the invariant subspaces for H’(aD), 
which are also G-invariant. Furthermore, this correspondence preserves 
the common properties of invariant subspaces of subnormal operators, 
such as, reducibility, purity, fullness, and multiplicity. Since we do not 
need the full strength of this correspondence in this paper, we prove 
only what will be used later on. 
To prove these results, we make use of a projection operator defined 
and studied by Forelli [25]. F orelli considers the sigma-algebra :#, of 
Bore1 subsets B of 8D such that A(B) = B for all A in G. The expecta- 
tion operator E on Ll(aD) defined with respect to the sigma-algebra -ac , 
is a projection onto the space Li(aD, G) of G-automorphic functions 
in Li(aD). Furthermore, if g, is in Lm(aD) and f is in L’(aD, G), then 
E(y) is in L”(aD, G) and E(cpf) = E(q)f. Forelli shows that there is an 
invertible function #i in L”(aD, G) and there is a function #z in H”(aD) 
such that &E(H”(aD)) = H”(aD, G) and E($,) = $;l. Thus, if 
F: Ll(aD) -tLl(aD) is the operator defined by F(f) = #lE($,f), then 
F has the following properties. 
(i) The operator F is a projection onto Li(aD, G). 
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(ii) If y is inL”(aD) andfis inLl(aD, G), thenF(y) is inL”(aD, G) 
and J’(vf) = Wdf. 
(iii) The space F(H”(8D)) is H=(aD, G). 
PROPOSITION 3.4. Let 931 be a subspace ofLB2(aD, G) that is invariant 
for H*(aD, G) and let ‘W be the smallest subspuce ofLB2(aD) that contains 
,331 and is invariant for H=(aD). 
(a) The space ‘9.N’ is G-invariant. 
(b) The space 91 is the intersection of ‘331’ and Ls?(aD, G). 
(c) If9Jl is pure invariant for Hm(aD, G), then ‘2.R’ is pure invariant 
for HC(aD). 
Proof. A dense linear manifold in (J31’ is the set of functions f of the 
form f = vhf1 + ..* + z,hkfk with the $I$ in H”(aD) and the fi in ‘9X. 
For A in G, f 0 A is another function of this form and thus, 91’ is 
G-invariant. 
To prove (b), note that the inclusion $Jn C ‘9X n Ls2(8D, G) is evident. 
For the reverse inclusion, let f be in 92’ n LB2(aD, G) and let g in 
Lg2(aD, G) be orthogonal to 93. It is sufficient to show that f is orthogonal 
to g. To this end, note that J is the limit in L,*(aD) of a sequence (fk) 
with fk of the form 
where each #i”’ is in H”(aD) and eachfJk’ is in 93. Let f, fk, and J.j”’ 
be the functions in Li(8D) defined by 
m = (f@)>&D, 
.i&, = <f&)7 g(4), 
p)(x) = (fj”‘(x), g(x)>. 
Since jj2 converges to f in L,*(aD), j’k converges to 3 in Ll(aD). Thus, by 
property (i) of F, we have 3 = F(3) = lim,=, F(jk). Further, from 
property (ii) of the operator F, it follows that 
F(j) = 2 F(qp)p, 
i=l 
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while F(#jk’) is in H”(aD, G) by property (iii). Since 9lJJ1 is invariant for 
H”(aD, G) and g is orthogonal to ‘331, we have 
and hence, JaDF(j,) dp = 0. Thus, JaDfdp = 0, which means that f is 
orthogonal to g. This completes the proof of (b). 
To prove (c), suppose that 9X’ contains a nonzero reducing subspace %. 
Let % be the closed linear span in Ls2(aD) of the functions [fo A: 
fin $3, A in G). Since ‘9X’ is G-invariant by (a), the space ‘% is contained 
in $311’. Furthermore, the space ‘% is still a reducing subspace for H”(aD). 
It follows that the subspace ‘% is described by a range function x -+ PF 
[33] and since ‘ii? is G-invariant, this range function must be G-auto- 
morphic. Thus, since % is nonzero, it contains nonzero G-automorphic 
functions, which means that the intersection of 3 and L,*(aD, G) is 
a nontrivial reducing subspace for H”(aD, G). But by (b), 
is a subspace of 911, which proves that ‘28 is not pure 
H”(aD, G). 
this subspace 
invariant for 
3.3. The decomposition theorem 
We shall use the following vector-valued generalization 
theorem on invariant subspaces of the unilateral shift. 
spaces 9 and 9, an isometry Y: La2(aD) +L,2(aD) is said __ .- _. _ 
of Beurling’s 
For Hilbert 
to be decom- 
posable if there are isometries $A: % + 9 such that for f in LR2(aD), 
Yf>@) = ICln(f(4> a.e.:‘k 
THEOREM D. The closed subspaces of LG2(aD) that are pure invariant 
for H%(aD) are those of the form ‘yHH2(aD) f or some decomposable isometry 
!P: LA’(aD) --+ L,j2(aD). Moreover, two such subspaces Y,Hi,(aD) and 
ul,Hi%(aD) are equal if and only if there is a fixed isometry V from 3, 
onto H, such that z,bl,+ = z+~~,V a.e.lp. 
In the scalar case, this theorem is due to Beurling [IO] and Helson- 
Lowdenslager [34]. The finite-dimensional analytic case belongs to 
Lax [38] while the infinite-dimensional analytic case is due to Lax [38], 
Halmos [30], and Rovnyak [43]. The theorem is proved in this form by 
Helson [33]. 
The following result can be viewed as a generalization of the Wold 
decomposition to multiply-connected domains. 
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THEOREM 11. If S . zs a subnormal operator with spectrum contained 
in the closure of R and normal spectrum contained in the boundary of R, 
then there is a normal operator Y with spectrum contained in the boundary 
of R and a bundle shift T over R such that S is unitarily equivalent to 
Y@T. 
Proof. In view of Proposition 1.1, it is sufficient to prove that every 
pure subnormal operator T with normal spectrum in aR is unitarily 
equivalent to a bundle shift over R. By Proposition 3.3, the scalar 
spectral measure of the minimal normal extension of T can be taken to 
be harmonic measure m. Thus, by the spectral theorem for normal 
operators, there is a Hilbert space 6 and a subspace 91, of La2(aR) 
(defined with respect to the measure m) such that T is unitarily equiva- 
lent to M, / l)J1, , where M, denotes multiplication by x on La2(aR) and 
%J$, is invariant for M, . 
The subspace !.U$ is also invariant under multiplication by functions 
in the algebra Waat(o( T)). S ince u(T) is contained in the closure X of R, 
the subspace ‘%I$, is invariant for R(X). However, the algebra R(X) is 
weak star dense in II”’ [5]. Th us, the space ‘9J$ is a pure invariant 
subspace for H”(BR). 
Lifting to the universal cover via the covering map r, the operator T 
is unitarily equivalent to M, 1 +%R, where M, denotes multiplication by 
rr on L,-,2(?3D) and 9JI is a subspace of L,j2(aD) that is pure invariant for 
F(Z), G). Thus, it is sufficient to prove that M, / W is unitarily 
equivalent to a bundle shift over R. 
Let %V be the smallest subspace of L,‘(aD) containing 9331 that is 
invariant for H”(8D). By Proposition 3.4, the subspace 911 is pure 
invariant for Hm(8D) and hence, by Theorem D there is a Hilbert space 
R and a decomposable isometry Y from Ls2(aD) into Lti2(aD) such that 
Y(II~2(im)) = im’. s ince ‘35’ is G-invariant by Proposition 3.4, it 
follows that for A in G, (Y-’ 0 A)(Hs”(aD)) = Hs’(aD), where Y 0 A is 
the decomposable isometry defined by (Y 0 A), = YAcA) . Thus, by the 
uniqueness statement of Theorem D, there is a unitary operator a(A) 
on S such that Y = (Y 0 A) a(A). Moreover, for A and B in G, 
c+4B) = (Y 0 AB)“Y = [(Y 0 A) 0 q*!P = [(Ya(A)* 0 B]*Y 
= [Ya(l(B)*a(A)*]*Y = a(A) a(B), 
so that cy. is in Hom(G, S?(S)). 
Now, we show that the space 9Jl is precisely YHa2(8D, a). To show 
this, it is sufficient by Proposition 3.4b to show that YHa2(aD, a) = 
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‘332’ n L$(aD, G), which is equivalent to showing that for f in Ha”(aD), 
the function Yf is automorphic if and only if f is in Ha2(8D, CX). But 
this follows immediately from the fact that for A in G, (Yf) 0 A = 
(!PoA)foA = cu(A)*foA. 
Thus, the decomposable isometry Y establishes a unitary equivalence 
between the operator M,, I\)32 and the operator T, on Haz(aD, a). Thus, 
the operator M,, j m is unitarily equivalent to a bundle shift by Theo- 
rem 5, which completes the proof. 
This result suggests another point of view toward bundle shifts. 
Namely, they provide models for the restriction of a normal operator 
N with spectrum i?R to subspaces that contain no reducing subspace 
and that are invariant for the algebra of operators 9&d(N) = 
{r(N): r E &t(R)}. 
In case R is the unit disk, there is only one model for each countable 
cardinal, namely the unilateral shift of the appropriate multiplicity and 
each model is the direct sum of the appropriate number of copies of the 
multiplicity one model. The same holds true for simply connected 
domains in general. In the case of an annulus, the situation is more 
complicated as was shown by Sarason [45]. Already in the multiplicity 
one case, there are uncountably many distinct possibilities, although all 
are similar. However, it is still the case that the higher multiplicity 
models are built up from the multiplicity one models either by taking 
a direct sum or a direct integral because the fundamental group is 
abelian. For R of higher genus, no such synthesis is possible and models 
of all multiplicities form the building blocks. However, in all cases 
bundle shifts provide the models. 
A generalization of Beurling’s theorem to multiply-connected domains 
also follows from the theorem. Special cases were obtained earlier by 
Sarason [45] for genus one, multiplicity one and Hasumi [31], Voichick 
[521, and Forelli (unpublished) for finite genus, multiplicity one. 
Although our result can be stated in terms of operator-valued functions 
on the universal cover, greater simplicity and a more elegant and 
aesthetic statement is achieved in the language of bundles. Since we 
shall be treating this topic in considerable detail in future work, we 
shall be somewhat informal with both definitions and proofs. 
Before stating the result, we must extend the notion of inner function 
to multiply-connected domains. If E and F are flat unitary bundles over 
R that extend to R’ and 0 is a bounded holomorphic bundle map from 
E to F, then 0 can be shown to have nontangential limits a.e.jm on i?R. 
The limit at a point z of aR can be regarded as an operator from the 
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fiber of E at x to the fiber of F at x. A bounded holomorphic bundle 
map 0 is inner if the nontangential limits are isometric operators 
a.e.,lm. * 
THEOREM 12. Let TE be a bundle shift on HE2(R). 
(a) A closed subspace ‘91 of HEp(R) is invariant for 9%t( TE) if and 
only if 9Jl = OHp2(R), w h ere F is a jut unitary bundle over R and 0 is an 
inner bundle map from F to E. Moreover, two subspaces Q,H:l(R) and 
@,H;2(R) are equal if and only if FI and F, are equivalent JEat unitary 
bundles over R and there exists a bundle map Y from F, onto Fz that 
establishes the equivalence and satis$es 0, = 0,Y. 
(b) A closed subspace $331 of HE2( R) is invariant for %zt( TE) if and 
only tf9J is the range of an operator X in the commutant of TE . 
Proof. If I)Jz is a closed subspace of HE2(R) invariant for &zt(T,), 
then TE / %R is a pure subnormal operator with u( TE / 9-R) contained in 
the closure of R and D( TE j 91) contained in 3R. Thus, TE j ‘9Jl is unitarily 
equivalent to some bundle shift TF on HF2(R). If W is an isometric 
operator from HF2(R) onto rJJI satisfying WT, = TEW, then, using the 
techniques of Chapter 2 to lift to the unit disk, one can show that W is 
defined by a bounded holomorphic bundle map 0 from F to E and 
that 0 is inner. 
Suppose FI and F, are flat unitary bundles and 0, and 0, are inner 
bundle maps such that O,HzJR) = O,H:B(R). Then @,*a, defines an 
isometric isomorphism of H;I(R) onto HEz(R) intertwining Trl and TF,. 
Thus, O,*O, defines a bundle equivalence by Theorem 6 and (a) is 
proved. 
If (b) has been proved for TE , then (b) is true for all T, , where 
rank E = rank F, since TE and TF are similar by the corollary to 
Theorem 3. Thus we can confine our attention to Ta for some Hilbert 
space 3. Suppose ‘91 is a closed subspace of HB2(R) invariant for .%zt( T,). 
Then, TD ) !N is unitarily equivafent to a bundle shift of multiplicity n 
by Theorem 10 and hence, similar to TD 1 H%‘(R) for any subspace 5 
of D for which dimension 3 = n. Since the multiplicity of TD 1 ‘YJi is 
the uniform multiplicity of its minimal normal extension, it is obvious 
that n < dim 3. If X is an operator from H%“(R) onto ‘9JI such that 
TDX = XT,, then the operator Y from H,*(R) to H=“(R) defined by 
Yf = Xf for f in H%“(R) and Yf = 0 for f in H,2(R)’ and extended 
linearly to H,*(R) has the desired properties; that is, Y commutes 
with TD and !M is the range of Y. 
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The results of this section also enable us to shed a little light on 
another aspect of bundle shifts. Let T; denote the bundle shift defined 
by the flat unitary bundle E over R relative to the point t, in R. By 
Theorems 6 and 11 the mapping E --f T,) defines a one-to-one corre- 
spondence 8, between the equivalence classes of flat unitary bundles 
over R and ihe unitary equivalence class of pure subnormals with 
spectrum Cl(R) and normal spectrum t3R. If t, and t, are distinct points 
in R, then how are 8,* and E, related? In general, a change of base- 
point effects a conjugation 0: the correspondence and in particular, 
the operator corresponding to the trivial line bundle depends on the 
choice of basepoint. 
CHAPTER 4, FINAL COMMENTS 
We now can ask to what extent do the known results for the unilateral 
shift carry over to bundle shifts. The evidence so far suggests that 
most do, although the precise statements may change somewhat to 
reflect the fact that the region is no longer simply connected. We will 
have more to say about this in [3, 41. In this section, we will concentrate 
on three specific problems suggested by our work. 
First, it seems likely that one could weaken the strong regularity 
hypotheses we made on R without affecting the results. In particular, 
conformal mapping techniques as employed by Sarason [46] should 
enable one to drop the assumption that the boundary of R be smooth 
and possibly, to dispense with any hypothesis on the boundary alto- 
gether. Moreover, it would be interesting to know if any of the results 
extended to domains of infinite connectivity. As preparation for such 
a study we raise a specific problem. 
Problem 1. If for i = 1, 2 the pure subnormal operator Si has Ni as 
its minimal normal extension with a(NJ C &(S,), a(&) = u(S,), and 
Nr is unitarily equivalent to N, , then are S, and S, similar? 
Examples due to Clary [17] h s ow that the answer is no if the assump- 
tion that ol(Si) as contained in aa is dropped. 
The notion of the normal spectrum of a subnormal operator, implicit 
in earlier work, has been quite important in the preceding work. Very 
little is known about the normal spectrum beyond the inclusions 
a,(S) C o,(S) C gI(S) C u(S). The latter inclusion is the spectral inclu- 
sion theorem of Halmos [29] and is usually proper, while examples, 
again from [17], show that the first two inclusions can be proper. 
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An intrinsic characterization of the normal spectrum would be 
desirable, but is perhaps quite difficult. Thus, we might ask how the 
normal spectrum behaves under various notions of equivalence. The 
normal spectrum is preserved under unitary equivalence, but not under 
similarity. Various characterizations of subnormal operators show that 
if S is a subnormal operator on $j, T is an operator on 53, and r is a 
*-homomorphism from Y*(S) onto V*(T) such that r(S) = T, then T 
is also subnormal. Thus, we come to our second problem. 
Problem 2. Is o,(T) C GJS) ? 
Arveson’s work on positive maps and dilations [7] may be relevant 
to this problem. 
Finally, although we were able to characterize V*(T#) for finite 
rank LY rather completely, we can say very little when LY has infinite rank. 
Although there are many possible questions, perhaps the most incisive 
is whether %?*(a) determines %?*(T,). To be more specific we ask 
Problem 3. If Y*(T,) and Y*( TO) are isomorphic, then are cy and j? 
weakly equivalent ? 
The infinite-dimensional representations 01 and ,!? are weakly equivalent 
if QI @ 1 and /3 @ I are equivalent, where 1 is the infinite-dimensional 
identity representation. By this remark the converse is easily seen to 
hold. 
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