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Cap´ıtulo 1
Introduccio´n
Una de las principales funciones de la fotograf´ıa y de la cinematograf´ıa
consiste en obtener la manera o´ptima de representar y transmitir la infor-
macio´n mediante ima´genes. El posicionamiento de ca´maras, desde el punto
de vista del director de fotograf´ıa, y el movimiento de las mismas, desde el
punto de vista del director, son dos actividades orientadas a determinar la
informacio´n que se debe mostrar y el modo de conseguirlo. En el mundo de
la computacio´n gra´fica se han propuesto diversas te´cnicas y aproximaciones
para lograr estas funcionalidades en entornos virtuales, mediante el posicio-
namiento y movimiento automa´tico de las ca´maras virtuales. Los sistemas
de control automa´tico de ca´maras cubren un amplio abanico de tareas en
multitud de problemas de computacio´n gra´fica y aplicaciones, incluyendo
la visualizacio´n de informacio´n, inspeccio´n de objetos distantes o pro´ximos,
narratolog´ıa o juegos en 3D. Sin embargo, a diferencia de otros campos, los
sistemas de control de ca´maras han recibido poca atencio´n por parte de la
comunidad cient´ıfica.
Sorprendentemente, aunque las te´cnicas cinematogra´ficas proponen un
conjunto amplio de nociones que describen diversas aproximaciones de po-
sicionamiento, orientacio´n y movimiento de las ca´maras, para conseguir una
mejor expresividad e impacto sobre el espectador, es poco frecuente ver este
tipo de conceptos en los diferentes campos de la informa´tica gra´fica.
Es por esto que en los u´ltimos an˜os se han realizado diversos trabajos
que intentan adaptar y representar el conocimiento cinematogra´fico sobre la
gestio´n de ca´maras en los diversos tipos de entornos virtuales. Aunque es
cierto que este campo todav´ıa se en encuentra una fase previa de investiga-
cio´n, por lo que su aplicacio´n no se ha llevado a cabo au´n en las diversas
aplicaciones comerciales en las que tendr´ıa cabida, como los videojuegos, sis-
temas educativos, etc., actualmente este tipo de nociones empiezan a cobrar
un alto intere´s en las aplicaciones, en las que se requiere cada vez ma´s una
experiencia casi real.
Sin embargo, la mayor´ıa de estas aproximaciones se centran ma´s en el
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aspecto geome´trico de la escena que en el aspecto drama´tico y emotivo ca-
racter´ıstico de las te´cnicas cinematogra´ficas, intentando evitar as´ı, mediante
la aplicacio´n de los diferentes conceptos cinematogra´ficos, situaciones en las
no se obtiene una correcta visualizacio´n de los objetos importantes de la
escena, como por ejemplo conversaciones de varios personajes en las que la
disposicio´n geome´trica de e´stos requiere de diferentes planos para una co-
rrecta interpretacio´n, o tomas en las que un objeto se interpone entre la
ca´mara y el personaje, u objeto, principal.
Los pocos trabajos que han introducido en cierta forma un aspecto ma´s
drama´tico de las diferentes te´cnicas cinematogra´ficas no resuelven el pro-
blema de co´mo obtener la informacio´n necesaria para la gestio´n adecuada
de las ca´maras, aplicando en todos los casos configuraciones preestablecidas
sobre las acciones de los personajes del entorno virtual, como por ejemplo,
felicidad a la accio´n de re´ırse, o mediante estados de animo asociados a los
personajes que var´ıan segu´n sus acciones, o generando a mano los diferentes
para´metros previo estudio de los acontecimientos de la historia.
Adema´s, algo que no se suele precisar en este tipo de trabajos, o que
se suele realizar al igual que con la carga emotiva mediante configuraciones
asociadas a acciones, es la obtencio´n de la informacio´n necesaria para deter-
minar que´ es lo que esta´ sucediendo en la escena, como una conversacio´n o
una accio´n de un personaje.
Atendiendo a esto, parece interesante el estudio de un sistema automa´ti-
co de direccio´n cinematogra´fica basado en emociones, capaz de determinar
en tiempo real que´ es lo que esta´ sucediendo en la escena, as´ı como la for-
ma emotiva en la que sucede, y seleccionar la mejor forma de visualizarlo
mediante la aplicacio´n de las diferentes te´cnicas utilizadas en el mundo del
cine.
Es por esto que en este trabajo se propone la utilizacio´n de diversos
me´todos de Procesamiento del Lenguaje Natural sobre el guio´n de la his-
toria, para obtener la informacio´n necesaria en la gestio´n automa´tica de
las ca´maras del entorno virtual, interpretando a su vez las diferentes nocio-
nes cinematogra´ficas desde un punto de vista ma´s drama´tico y emotivo, y
pretendiendo obtener de esta forma un mayor impacto sobre el espectador.
Para poder realizar esto, el sistema debe ser capaz de identificar los
diferentes elementos de los que se compone un guio´n, as´ı como determinar
las emociones inmersas en los textos de dichos elementos, generando con
esta informacio´n una estructura de la historia con los diferentes atributos
necesarios para la correcta eleccio´n de la mejor configuracio´n de ca´mara. A
partir de esta estructura, el sistema podra´ determinar en tiempo real, junto
con un conjunto de eventos que permitan la sincronizacio´n con el entorno
virtual, la mejor configuracio´n de ca´mara para lo que esta´ sucediendo en la
historia en cada momento.
De esta manera, el sistema sera´ capaz de convertir la informacio´n con-
ceptual contenida en los textos de los guiones en las operaciones geome´tricas
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necesarias para la gestio´n de ca´maras en el mundo virtual de los motores
gra´ficos, pasando as´ı de un plano abstracto, como es el lenguaje natural del
guio´n, a un plano concreto, como son las diferentes posiciones y movimientos
de las ca´maras, y consiguiendo toda la expresividad inmersa en las te´cnicas
de cine aplicadas.
1.1. Estructura de la memoria del trabajo de in-
vestigacio´n
La presente memoria sobre el trabajo de investigacio´n que se ha realizado
esta´ dividida en seis cap´ıtulos, a trave´s de los cuales se pretende dar una
visio´n clara del sistema propuesto, detallando los aspectos ma´s importantes
e interesantes.
En el Cap´ıtulo 1, Introduccio´n, se introduce el sistema exponien-
do los diferentes aspectos que han motivado esta investigacio´n y los
objetivos que se pretenden conseguir.
En el Cap´ıtulo 2, Introduccio´n a las te´cnicas cinematogra´ficas,
se realiza un estudio de las diferentes te´cnicas cinematogra´ficas en las
que se basara´ parte del sistema.
En el Cap´ıtulo 3, Trabajo previo, se expone un visio´n de las dife-
rentes aproximaciones previas en las que se ha basado e inspirado este
trabajo.
En el Cap´ıtulo 4, REC: Sistema Automa´tico de Gestio´n de
Ca´mara en Entornos Virtuales Basado en Emociones, se des-
criben y detallan los diferentes componentes del sistema desarrollado,
a la vez que se expone el algoritmo de gestio´n de ca´maras basado en
emociones.
En el Cap´ıtulo 5, Resultados y evaluacio´n, se muestran y discuten
los resultados obtenidos con el sistema en una simulacio´n de un frag-
mento de una pel´ıcula, concluyendo con un ana´lisis de las diferentes
aportaciones e inconvenientes encontrados.
El Cap´ıtulo 6, Conclusiones y trabajo futuro, se presentan las
conclusiones extra´ıdas de la realizacio´n del trabajo y los resultados
obtenidos, proponiendo diferentes trabajos futuros para la mejora del
sistema.
Se completa el trabajo con la Bibliograf´ıa y los Ape´ndices A, Ejem-
plos de reglas en el sistema, B, Fragmento del guio´n de una
pel´ıcula, y C, Publicaciones.
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Cap´ıtulo 2
Introduccio´n a las te´cnicas
cinematogra´ficas
La cinematograf´ıa se define como el arte de hacer pel´ıculas. En este cam-
po se encapsulan las te´cnicas y principios que gobiernan co´mo debe filmarse
una accio´n o acontecimiento mediante ima´genes. Ma´s en particular, propor-
ciona una gu´ıa sobre co´mo se debe usar la ca´mara para conseguir potenciar el
intere´s del espectador, y obtener una mayor expresividad y claridad del tex-
to narrativo que se desea contar, presenta´ndolo de una manera interesante
y coherente.
A lo largo del cap´ıtulo se va a presentar una introduccio´n a las te´cnicas
cinematogra´ficas ma´s relevantes, as´ı como a los conceptos que implican, y
que han servido de inspiracio´n para la realizacio´n de parte de este trabajo. Se
comenzara´ describiendo que´ es lo que se entiende por lenguaje audiovisual,
y se expondra´ la visio´n de los autores ma´s destacados, para despue´s mostrar
la manera en que se estructuraran pel´ıculas y el formato espec´ıfico de los
guiones. Finalmente, se presentara´n los diferentes para´metros que entran en
juego en este lenguaje, y que permiten dotar de esa expresividad al mundo
del cine.
2.1. El lenguaje audiovisual
Si algo se puede decir del cine, desde el punto de vista te´cnico, drama´tico
y narrativo, es la gran diversidad y riqueza que a lo largo de los an˜os ha
conseguido para expresar, desde muchas perspectivas diferentes, un mismo
acontecimiento, cada una con sus matices y caracter´ısticas representativas.
Sin embargo, la gran mayor´ıa de estas te´cnicas se pueden clasificar segu´n
un conjunto de propiedades, con sus diferentes para´metros cada una, que
proporcionan ese amplio espectro del que tan caracter´ıstico es el se´ptimo
arte. A lo largo de los u´ltimos an˜os del siglo XX, un grupo numeroso de
autores propusieron diversas visiones sobre este conjunto de te´cnicas, y las
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diferentes aplicaciones de e´stas segu´n la secuencia filmada.
Los dos autores ma´s importantes y citados en este campo son Arijon
en (1991 (originally published 1976)) y Mascelli en (1965). En el primero,
se presenta una clasificacio´n de las distintas situaciones que pueden darse
en una escena, as´ı como sus componentes y caracter´ısticas principales, y se
muestran las distintas alternativas de tomas y restricciones sobre e´stas. Pa-
ra Arijon so´lo existen tres tipos simplificados de escenas : accio´n, dia´logo y
ambas a la vez, y en cada caso, dos conjuntos de te´cnicas a utilizar: aquellas
que implican movimiento de la ca´mara y las que no. Mascelli, por el contra-
rio, basa sus distintas configuraciones de ca´mara en principios narrativos y
de continuidad espacial y temporal, agrupando las distintas perspectivas en
que puede ser filmada una secuencia.
Este conjunto de configuraciones que describen ambos autores se basa en
para´metros como la distancia al objeto principal, los tipos de movimientos,
la l´ınea de visio´n, las diferentes posiciones de la ca´mara respecto a una situa-
cio´n, el encuadre de la escena o el a´ngulo de orientacio´n, mediante los que se
gestionan las distintas aproximaciones ma´s utilizadas, y que representan una
mayor expresividad y claridad de la historia que se desea contar. En ciertas
ocasiones, estas reglas son quebrantadas a propo´sito por los directores para
conseguir inducir en el espectador una emocio´n o sentimiento deseado, como
por ejemplo shock, confusio´n, etc.
2.2. Estructura de una pel´ıcula y el guio´n
A lo largo de los an˜os, se ha ido estableciendo en el mundo del cine
una estructura esta´ndar para representar las diferentes etapas y elementos
que componen la creacio´n y el disen˜o de una pel´ıcula, y que representa una
forma coherente y aceptada de presentarla. Por supuesto, no ser´ıa correcto
decir que todas las producciones se limitan a un formato concreto, y ma´s
en un campo en el que la palabra arte toma una gran relevancia, ya que
esto no habr´ıa dotado al cine de la amplia diversidad y riqueza que posee.
Sin embargo, por regla general, los diferentes elementos de esta estructura
se pueden encontrar, en mayor o menor medida, en casi todos los ge´neros
que se han producido, y aunque en cada caso estos elementos suelen estar
matizados y caracterizados segu´n la visio´n de sus creadores, se puede hablar
de un formato que generaliza este proceso.
As´ı, se puede decir que una pel´ıcula se divide en un conjunto de secuen-
cias, donde cada una comprende una unidad narrativa y esta´ compuesta por
un conjunto de escenas, relacionadas mediante el mismo momento drama´tico
o narrativo. A su vez, cada escena esta´ formada por un conjunto de tomas,
y representa una unidad drama´tica en la cual la accio´n transcurre en un
mismo lugar o per´ıodo de tiempo. La toma se define como la unidad ma´s
pequen˜a en esta estructura, y representa el intervalo de visio´n grabado con
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una misma ca´mara y sin interrupcio´n. Esto se puede realizar mediante pla-
nos, posiciones esta´ticas de la ca´mara, o mediante movimientos, dependiendo
del contenido de la escena y de lo que se pretenda expresar.
Para poder representar esta estructura en un formato escrito, se esta-
blecieron un conjunto de normas a la hora de escribir el texto de la obra,
mediante las que se pod´ıan identificar los distintos elementos de e´sta, y
que enriquec´ıan y ayudaban a los mu´ltiples componentes del equipo de la
pel´ıcula. Este conjunto de normas se establecieron como esta´ndar con el pa-
so de los an˜os, facilitando la compresio´n de los textos de los guiones. Esto
ha propiciado que en los u´ltimos an˜os hayan surgido numerosos programas
informa´ticos que facilitan la creacio´n y gestio´n de estos textos, automatizan-
do parte del proceso y permitiendo exportar este esta´ndar a formatos ma´s
manejables por los ordenadores que el texto plano.
Figura 2.1: Esquema del formato esta´ndar de los guiones.
En la Figura 2.1 se puede ver un ejemplo de este esta´ndar, en el que se
pueden observar los distintos formatos para representar los elementos que
lo conforman. Las diferentes escenas en los guiones se representan mediante
frases en letra mayu´scula y alineadas a la izquierda, normalmente precedidas
de expresiones como “EXT” o “INT”, exterior e interior respectivamente,
que representan el lugar y momento en el que se desarrolla la accio´n. Tras
esto suele comenzar una accio´n, mediante la que se describe la escena y lo que
esta´ sucediendo en ella, como un cambio de posicio´n de los personajes, un
evento nuevo, la entrada de un actor, etc., y que cuya posicio´n esta´ alineada a
la izquierda. Estos elementos suelen ir intercalados entre los dia´logos, siendo
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muy aclaratorios a la hora de manejar y visualizar la escena. Las acciones
y su calidad descriptiva dependen en gran medida del guionista y director.
Los dia´logos esta´n representados en los guiones como elementos alineados en
el centro, que se componen de una l´ınea en letra mayu´scula que representa
al actor y el pa´rrafo siguiente, que representa el dia´logo de e´ste.
Para dar mayor riqueza y facilidad de compresio´n a estos textos, se
suelen usar en los dia´logos los pare´ntesis, que se pueden interpretar como
pequen˜as acciones que describen el estado emocional del actor. Estos u´ltimos
se introducen mediante letras mayu´sculas en su primera aparicio´n en el
guio´n, pudie´ndose escribir en minusculas en posteriores apariciones en las
acciones, y siempre en mayu´sculas en los dia´logos.
2.3. Tipos de planos
El plano es uno de los elementos ma´s representativos de los lenguajes
audiovisuales, y uno de los que mayor capacidad expresiva y emotiva tiene.
Como dijo Hitchcock, “El taman˜o de un objeto en una escena es igual a la
importancia de e´ste en la historia”. Esta importancia se representa mediante
la distancia a la que es filmado el objeto, es decir, cuanto ma´s lejos se
presenta e´ste, menos relevante para la escena es. Por el contrario, cuando se
quiere enfatizar algo o expresar una alta carga emotiva, se utilizan distancias
cortas.
A lo largo de los an˜os, ha habido gran diversidad en la clasificacio´n de los
diferentes planos, as´ı como en su nomenclatura. Au´n a d´ıa de hoy, es dif´ıcil
encontrar un consenso en esta materia, variando las distintas opciones de
un autor a otro. Por ejemplo, Arijon en (1991 (originally published 1976))
propone 5 categor´ıas de planos, mientras que Millerson en (1983) propone
10 y Hawkins 13 en su sistema multiagente (2005). Un aspecto comu´n, a casi
todas las aproximaciones, es representar las distintas categor´ıas respecto al
taman˜o de una figura humana.
En lo que si que no hay duda, aunque hablando de te´cnicas de cine no
hay una regla escrita, es que el aspecto emotivo y drama´tico de una escena
suele presentarse con planos ma´s cortos y cercanos al personaje, y que los
ma´s alejados suelen representar mayor carga narrativa y permiten orientar al
espectador en la escena. Aunque, como en todo, hay excepciones, y como se
vera´ a continuacio´n, ciertos planos largos son utilizados con carga drama´tica.
En este trabajo se ha hecho una s´ıntesis de las diversas posibilidades
centra´ndose en las 9 que se describen a continuacio´n. En las Figuras 2.2, 2.3
y 2.4 se pueden ver los distintos planos y su representacio´n visual. Se han
diferenciado tres grupos: planos largos, medios y cortos. Los primeros son
planos introductorios en la accio´n, y suelen utilizar para establecer la accio´n
que esta´ sucediendo en la escena. Dentro de los planos largos, a su vez, se
pueden distinguir:
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(a) Gran Plano General (b) Plano General (c) Plano Figura
Figura 2.2: Clasificacio´n de planos largos usados en el sistema
1. Gran Plano General: Este plano suele ser utilizado con un cara´cter
descriptivo, representando un amplio paisaje, y mostrando al espec-
tador el lugar en donde se centrara´ la historia. En ciertas ocasiones,
tambie´n puede representar soledad o fatalidad. Otro uso muy comu´n
se puede encontrar en acciones masivas, como batallas.
2. Plano General: Este tipo de planos suele contener un alto valor
narrativo, orientando al espectador en la escena, y muy utilizado como
plano introductorio en las secuencias. Representa el encuadre de una
persona que ocupa un tercio del espacio.
3. Plano Figura: El plano figura tiene un valor narrativo, aunque po-
tencia el valor drama´tico al centrarse en una sola persona. Representa
el encuadre de una persona en la imagen.
Los planos medios, por regla general, suelen acompan˜ar a escenas con
movimiento de personajes, en los que es necesario situar al actor en la escena,
a la vez que se incrementa en cierto grado la carga drama´tica de la situacio´n
y se muestra la accio´n realizada. Dentro de los planos medios, a su vez, se
pueden distinguir:
1. Plano Medio Largo: Este plano representa el encuadre de una per-
sona de pantorrilla para arriba en la imagen, potenciando un poco el
valor drama´tico de la escena.
2. Plano Americano: Este plano es uno de los ma´s utilizados en las
pel´ıculas del oeste, donde se necesitaba encuadrar a una persona de
rodillas para arriba para poder presentar los duelos, mostrando las ma-
nos en las pistolas. Tiene un cara´cter narrativo, presentando a ambos
personajes en la accio´n, pero con cierto dramatismo.
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(a) Plano Medio Largo (b) Plano Americano (c) Plano Medio
Figura 2.3: Clasificacio´n de planos medios usados en el sistema
3. Plano Medio: Representa el encuadre de una persona de cintura para
arriba, y suele ser utilizado en dia´logos entre personas a una cierta
distancia, y donde la carga drama´tica no es muy alta.
Los planos cercanos representan una enfatizacio´n de una accio´n o evento,
es como decir “Mire aqu´ı, esto es importante”, aumentando sensiblemente la
intensidad emotiva segu´n se acorta la distancia al actor. Este tipo de planos
suelen ser los ma´s utilizados, intercala´ndolos con planos medios y largos, que
reorienten al espectador en la escena. Dentro de los planos cortos, a su vez,
se pueden distinguir:
(a) Plano Medio Corto (b) Primer Plano (c) Primer´ısimo Plano
Figura 2.4: Clasificacio´n de planos cortos usados en el sistema
1. Plano Medio Corto: Este plano tiene una alta connotacio´n drama´ti-
ca, y representa a una persona de busto para arriba en la imagen.
2. Primer Plano: Este plano es el que mayor carga drama´tica suele con-
llevar, con un alto valor expresivo y sicolo´gico. Representa el encuadre
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de la cara de una persona.
3. Primer´ısimo Plano: Plano muy descriptivo para centrar la atencio´n
del espectador en un objeto o elemento concreto. Suele conllevar un al-
to valor descriptivo, y representa un objeto determinado en la pantalla,
como una llave en una mano o los ojos de una persona.
Se ha elegido este conjunto de planos por ser lo suficientemente carac-
ter´ıstico de las distintas aproximaciones, y el cual permite un amplio rango
de posibilidades a la hora de interpretar una situacio´n especifica dentro de
una escena, tanto desde el punto de vista emotivo como desde el geome´trico.
Para poder representar las distancias adecuadamente respecto al perso-
naje, de cara´cter humano o no, un sistema virtual deber´ıa trata cada plano
como un nu´mero respecto a la distancia. Por regla general los entornos vir-
tuales definen las unidades de sus coordenadas en metros, por lo que se
podr´ıa tomar esta unidad como representativa de la distancia en los planos.
Sin embargo, si algu´n sistema tomara otra unidad, como el cent´ımetro o
mil´ımetro, un simple reajuste en la escala del sistema ser´ıa necesario para
una correcta interpretacio´n.
2.4. A´ngulo
El a´ngulo es otro de los factores que influyen en co´mo una secuencia
es interpretada por un espectador, y gracias a e´l se pueden caracterizar a
los personajes y su sicolog´ıa, por ejemplo, ensalzando su aspecto divino con
a´ngulos menores de 90o respecto de la l´ınea formada por el personaje y el
suelo. Las distintas posibilidades de este para´metro pueden afectar al ritmo
de la escena, a la intensidad drama´tica, etc. Existen muchas configuraciones
posibles, cada una con sus matices caracter´ısticos. A continuacio´n se van a
mostrar las ma´s utilizadas, junto con una descripcio´n y ana´lisis sobre su uso.
Un ejemplo visual de esta clasificacio´n se puede ver en la Figura 2.5.
Normal: En esta configuracio´n la ca´mara se situ´a justo a la altura de
los ojos de los personajes. Es una de las configuraciones ma´s comunes
para aquellas escenas que no conllevan carga drama´tica, y que suelen
servir como transiciones entre las que tiene gran intensidad emotiva.
Picados: Estos a´ngulos son los presentan una amplitud mayor de 90o
entre la l´ınea formada por el personaje y el suelo. Este tipo de con-
figuracio´n es muy usada para restar importancia a los elementos o
personajes de la escena, e incluso como una perspectiva de un ser di-
vino. Normalmente, se utiliza con a´ngulos no muy superiores a 90o,
para aumentar la carga drama´tica y mejorar la perspectiva del espec-
tador. Este a´ngulo con una configuracio´n de 180o se suele denominar
“vista de pa´jaro”.
20 INTRODUCCIO´N A LAS TE´CNICAS CINEMATOGRA´FICAS
(a) A´ngulo normal (b) A´ngulo picado (c) Vista de pa´jaro
(d) A´ngulo contrapicado (e) Vista de gusano
Figura 2.5: Clasificacio´n de a´ngulos
Contrapicado: Por el contrario, estos a´ngulos, menores de 90o con la
l´ınea del personaje y el suelo, producen una sensacio´n de exaltacio´n de
los elementos o personajes de la escena, ensalzando as´ı su superioridad.
Esta configuracio´n con un a´ngulo cercano a los 0o se suele denominar
“vista de gusano”.
2.5. L´ınea de intere´s
La l´ınea de intere´s o eje de accio´n es otro de los elementos fundamentales
de las te´cnicas de cine, aunque no es utilizado para todas las secuencias.
Para explicar este concepto, se suele hacer uso de las escenas de dia´logo
entre dos actores, donde la l´ınea de visio´n queda definida como la l´ınea
que une las miradas de ambos. En la Figura 2.6 se muestra este concepto.
Existen muchas configuraciones segu´n las distintas posiciones de los actores
dependiendo, por ejemplo, de si esta´n situados de espaldas, en paralelo, o
a diferente distancia visual (uno sentado y otro de pie). La l´ınea de visio´n
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se define en las acciones de movimiento como la direccio´n en la que e´ste se
esta´ produciendo.
Este concepto es muy importante porque en ningu´n caso la l´ınea de visio´n
debe ser atravesada por las ca´maras una vez que se ha empezado a filmar
desde un lado del eje de accio´n. Es lo que se conoce como la regla de los 180o
y sera´ explicada ma´s adelante en la seccio´n 2.7.2 de continuidad espacial.
2.6. Posicionamiento de ca´mara
Las diferentes te´cnicas sobre el posicionamiento de ca´maras ligan di-
rectamente la l´ınea de intere´s, entre dos o ma´s actores, con las diferentes
posiciones de la ca´mara. Este conjunto de posiciones predefinidas se suelen
utilizar para determinadas situaciones de escenas, como por ejemplo, los
dia´logos, aunque su uso puede ser extendido a cualquier circunstancia en
la que tomen parte personajes. De esta manera, se engloban las posibles
opciones dentro de 4 grupos principales, que se muestran en la Figura 2.6.
Figura 2.6: Posicionamiento de ca´mara.
Externos: Las figuras a y g muestran el posicionamiento de la ca´mara
detra´s del personaje, t´ıpico en el plano “over the shoulder”, forma´ndose
un a´ngulo mayor a 90o con la l´ınea de visio´n.
Paralelos: En las figuras b y f, la posicio´n es paralela al actor que se
desea enfocar, formando un a´ngulo de 90o con la l´ınea de visio´n.
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Internos: En las figuras c y e, la posicio´n es interior a la perpendicular
con la l´ınea de visio´n, formando un a´ngulo menor de 90o con la l´ınea
de visio´n.
Apex: La figura d es la posicio´n en la que se muestran los dos, o ma´s
actores, de una conversacio´n.
Este conjunto de posiciones suele denominarse “el principio del tria´ngu-
lo”, y puede extenderse a situaciones con tres o ma´s personas, donde la
ca´mara se centra en el conjunto del grupo desde una posicio´n d, o se se-
leccionan los personajes dos a dos, utilizando el resto de configuraciones
posibles. Esto se vera´ con ma´s detalle en la seccio´n 2.7.2.
En las secuencias en las que solo entra en juego un elemento o un actor
se suele mostrar a e´ste en el centro de la pantalla. Para ello se suele dividir la
escena en una cuadr´ıcula de 3x3, situando en las 3 filas centrales al personaje,
dependiendo del plano utilizado.
2.7. Continuidad
El proceso de creacio´n de una pel´ıcula es muy diferente al resultado
final que se puede ver en la pantalla. Normalmente los equipos de rodaje
graban las secuencias sin ningu´n orden, para ma´s tarde unir los distintos
fragmentos en el proceso de postproduccio´n. Adema´s, por regla general, no
se utiliza una sola ca´mara para rodar una misma escena, sino que se graba
desde muchos puntos de vista diferentes para lograr captar el ma´s adecuado
a la historia. Esto implica que todas las escenas deben disponerse en un
orden lo´gico, tanto temporal como espacial, sin producir cortes que har´ıan
que el espectador perdiera el hilo de la historia o tuviera que buscar por
toda la pantalla al actor que estaba a la izquierda, y que en el siguiente
plano esta´ situado a la derecha.
Debido a esto, la continuidad, espacial y temporal, es otro de los factores
importantes a la hora de reproducir, mediante una sucesio´n de ima´genes, una
escena. Si bien es cierto que este tipo de problemas son casi inexistentes, o
muy reducidos, en los entornos virtuales, ya que tanto el tiempo como las
acciones son continuas, es decir no se producen cortes en su ejecucio´n, son
en muchos casos muy beneficiosas para obtener una mayor calidad de las
ima´genes mostradas por las ca´maras virtuales.
A continuacio´n se van a mostrar las distintas te´cnicas que se han adop-
tado en el mundo del cine para evitar este tipo de cortes y confusiones en
las secuencias.
2.7.1. Temporal
La continuidad temporal quiza´ sea uno de los para´metros que menos
importancia tiene desde el punto de vista de las te´cnicas de ca´mara, ya que la
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principal carga de esta tarea se realiza en el proceso de edicio´n. Sin embargo,
este factor es muy importante a la hora de conseguir que el espectador tenga
la sensacio´n de que la historia sigue un hilo temporal correcto, y que no
suceden acciones imposibles, como por ejemplo, que un personaje andando
entre en la escena por la izquierda, se haga un plano corto sobre e´l durante
unos segundos, y al volver al plano largo el actor este´ situado a la izquierda
de nuevo, sin haber avanzado nada en el tiempo transcurrido, suponiendo
gran confusion y pe´rdida del espacio temporal en el espectador.
Para evitar esta situacio´n, los equipos de rodaje suelen filmar las distintas
escenas desde muchos a´ngulos distintos, para poder elegir en el proceso de
edicio´n el ma´s adecuado. Por el contrario, en los entornos virtuales este tipo
de situaciones no pueden darse, ya que no se producen cortes en el proceso
de filmacio´n de las escenas.
2.7.2. Espacial
Para evitar las situaciones descritas anteriormente, se han adoptado a
lo largo de los an˜os un conjunto de te´cnicas que permiten reducir en gran
medida posibles confusiones a la hora de visualizar la pel´ıcula. Para ello, se
toma como elemento principal la l´ınea de intere´s, descrita anteriormente en
la seccio´n 2.5, sobre la que se han creado una conjunto de reglas que mejoran
la calidad y evitan los cortes ano´malos.
Regla de los 180o
En esta regla se divide la escena en dos mitades a partir de la l´ınea de
intere´s, comenzando la grabacio´n desde uno de los lados. A partir de este
momento, todos los planos siguientes sera´n filmados desde el mismo lado,
independientemente de la posicio´n de la ca´mara, sin permitir cruzar la l´ınea
al otro lado, tal y como se aprecia en la Figura 2.7. Esta regla se basa en la
perspectiva de las ima´genes grabadas y en la nocio´n de profundidad inmersa
en ellas, obteniendo de esta manera una sensacio´n de que los personajes
esta´n enfrentados, y evitando posibles desorientaciones del espectador.
Segu´n el numero de actores que intervienen en la escena, se pueden uti-
lizar unas aproximaciones u otras, existiendo un amplio abanico de posibi-
lidades y te´cnicas. Aqu´ı se muestran algunas de las comunes.
Dos actores: Para el caso de dos actores, la regla se basa en el prin-
cipio explicado anteriormente (ver seccio´n 2.6), pudiendo posicionar
la ca´mara desde situaciones externas, internas, etc. Normalmente, las
posiciones over the shoulder son las ma´s utilizadas, intercaladas con
primeros planos de posiciones internas para momentos drama´ticos.
Tres actores: En este caso, se suele hacer uso de las te´cnicas de dos
personas, generando dos l´ıneas de visio´n entre los pares de actores e
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Figura 2.7: Regla de los 180o
interpretando las distintas posiciones de los personajes como una I, una
L o un tria´ngulo. Este tipo de tomas se suelen intercalar con planos
largos desde posiciones Apex, para reorientar al espectador.
Cuatro actores o ma´s: En este tipo de escenas existen muchas po-
sibilidades, pero por regla general se suele agrupar a los diferentes
actores en conjuntos de 2 o 3 personas, haciendo uso de las reglas
especificas para esas configuraciones en cada grupo.
2.8. Movimientos
Probablemente una de las te´cnicas que ma´s dinamismo y realismo ha
proporcionado al mundo del cine haya sido el movimiento de la ca´mara.
En sus inicios, el u´nico elemento del que se dispon´ıa para rodar una escena
consist´ıa en sucesiones de planos esta´ticos (ver seccio´n 2.3), donde el mo-
vimiento ven´ıa de la mano de los actores y elementos de la escena, y que
representaba una visio´n muy teatral de las pel´ıculas. Con el paso de los an˜os,
se fueron introduciendo diferentes tipos de movimientos que permit´ıan sentir
al espectador la grata sensacio´n, casi f´ısica, de adentrarse en las ima´genes y
viajar por ellas.
Actualmente se suelen identificar, en la gran mayor´ıa de textos relacio-
nados, un conjunto de movimientos ba´sicos que abarcan casi la totalidad de
los movimientos utilizados a lo largo de los an˜os, siendo estos u´ltimos varia-
ciones y combinaciones de los ba´sicos. Uno de los principales problemas que
se suelen dar con los movimientos de ca´mara es la sobreexplotacio´n de este
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recurso, lo que produce gran desorientacio´n al espectador. A continuacio´n se
va a mostrar una descripcio´n detallada de estos movimientos y su correcta
utilizacio´n, y cuya representacio´n visual se puede ver en las Figuras 2.8, 2.9,
2.10 y 2.11.
Panora´mica Horizontal o Pan: Como su propio nombre indica,
este tipo de movimiento fue utilizado en sus or´ıgenes para representar
en pantalla una visio´n completa de escenas distantes, como por ejem-
plo, unas montan˜as, mediante un movimiento lateral de la ca´mara a
lo largo de todo el espacio visual. Actualmente, el movimiento Pan
se utiliza para cualquier toma en la que la ca´mara necesite moverse
de una posicio´n a otra para seguir la accio´n que se esta´ desarrollando
en la escena. Existen muchos motivos para utilizar este tipo de mo-
vimiento, pero el ma´s importante involucra el movimiento de algu´n
elemento importante en la escena, y que tiene que ser visualizado por
el espectador, como la entrada o salida de un actor o el movimiento
de e´ste a trave´s de una habitacio´n.
Figura 2.8: Panora´mica Horizontal o Pan
Panora´mica Vertical o Tilt : Al igual que el Pan, la ca´mara puede
producir un movimiento a lo largo del eje vertical de visio´n, de arriba
a abajo o viceversa. Este tipo de tomas se suelen utilizar para mos-
trar situaciones en las que uno de los elementos realiza una accio´n, o
movimiento, que implica un cambio vertical en la l´ınea de visio´n de
la ca´mara, como por ejemplo, un personaje que se levanta de una si-
lla. Otro uso muy aceptado de este movimiento se basa en enfatizar
la grandeza de elementos de gran taman˜o, como por ejemplo un ras-
cacielos, o disminuir la importancia de los de taman˜o reducido, como
por ejemplo un animal.
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Figura 2.9: Panora´mica Vertical o Tilt
Zoom: En realizad esta te´cnica no es un movimiento propiamente
dicho, ya que la ca´mara esta´ esta´tica y es la lente la que produce
un acercamiento al objeto, pero suele ser considerado como tal por su
efecto. La principal motivacio´n de este movimiento consiste en aumen-
tar la importancia o dramatismo del objeto sobre el que se realiza el
Zoom, a la vez que supone un cambio suave en la escena, al contrario
que el cambio entre un plano largo y uno corto.
Figura 2.10: Zoom
Dolly : Tambie´n conocido como Track, produce la misma sensacio´n que
el Zoom, pero en este caso s´ı conlleva un movimiento de la ca´mara,
acerca´ndose o aleja´ndose del objeto.
2.8 Movimientos 27
Figura 2.11: Dolly
Esta clasificacio´n no limita los movimientos de las ca´maras a estos cua-
tro tipos, pero muestra un esquema claro de las distintas posibilidades y
combinaciones que se pueden dar en una pel´ıcula para enriquecer el aspecto
visual de las acciones de las escenas.
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Cap´ıtulo 3
Trabajo previo
A lo largo de este cap´ıtulo se mostrara´n las diferentes investigaciones en
las que se ha inspirado y apoyado este trabajo. Esta recopilacio´n del estado
del arte se divide en tres secciones, en las que se muestran las aproximacio-
nes ma´s relevantes en las que se basa esta memoria. En la primera seccio´n
se ralizara´ una breve introduccio´n a los entornos virtuales y a sus diferentes
definiciones y caracter´ısticas segu´n el campo de aplicacio´n. En la segunda
seccio´n se continuara´ con una examen de las diferentes te´cnicas, existentes
hasta la fecha, para la gestio´n automa´tica de ca´maras, mostrando primero
una visio´n general del campo y centra´ndose despue´s en aquellas que se basan
en la utilizacio´n de te´cnicas cinematogra´ficas. En la u´ltima seccio´n se presen-
tara´ una revisio´n de las distintas te´cnicas de reconocimiento de emociones,
as´ı como de las teor´ıas sicolo´gicas en las que esta´n inspiradas, mostrando
finalmente un ana´lisis de la aplicacio´n Emotag utilizada en el sistema.
3.1. Los entornos virtuales
Existen muchas definiciones en la literatura sobre que´ es un entorno
virtual y que´ caracter´ısticas debe poseer, variando desde las muy restrictivas
a aquellas de un a´mbito ma´s general (Iba´n˜ez-Mart´ınez, Delgado-Mata, y
Aylett, 2006). Esta gran diversidad de opiniones respecto a la definicio´n
de los entornos virtuales se debe, principalmente, a la gran variedad de
contextos en los que este tipo de aplicaciones han sido utilizadas, como por
ejemplo, el entretenimiento, la arquitectura, la medicina, el a´mbito militar,
la educacio´n o la robo´tica, por mencionar algunos.
Las definiciones ma´s restrictivas de los entornos virtuales los clasifican
como programas software de representacio´n de un espacio f´ısico, real o ima-
ginario, en tres dimensiones (3D) y en tiempo real, en el que los usuarios
pueden interactuar con e´l mediante sistemas tridimensionales de entrada y
salida. En un a´mbito ma´s general, otras definiciones plantean los entornos
virtuales simplemente como representaciones en 3D que pretenden simular
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espacios y situaciones reales o imaginarias.
Desde una perspectiva ma´s tradicional, y fuertemente influenciada por
los juegos de entretenimiento, los entornos virtuales son sistemas en los que
el usuarios puede navegar por el espacio tridimensional mediante personajes,
ya sean de cara´cter humano o no, conocidos como avatares. En este tipo de
sistemas, cada d´ıa se hace ma´s importante no so´lo el hecho de la existencia
de dichos personajes, sino de toda una poblacio´n y entorno, controlados
ambos por el propio sistema, con los que el usuario pueda interactuar.
Es por esto que, a d´ıa de hoy, muchos de estos sistemas son conocidos
como Entornos Virtuales Inteligentes (Aylett y Cavazza, 2001), debido a
que cada vez son ma´s demandados una interaccio´n y un comportamiento
del sistema ma´s humano, por lo que se han ido introduciendo a lo largo de
los an˜os diversas te´cnicas de Inteligencia Artificial que permiten dotar a los
entornos, y a los elementos controlados por e´stos, de una interfaz ma´s inter-
activa y real capaz de responder a las diferentes reacciones de los usuarios
a la vez que se les gu´ıa y orienta por el entorno.
El extremo de este tipo de sistemas, y que au´n a d´ıa de hoy la tecnolog´ıa
no permite alcanzar, se la denominada Realidad Virtual, en donde el usuario
es el propio avatar y las diferentes reacciones de este son interpretadas por
el entorno mediante sistemas de entrada y salida espec´ıficos. Aunque algu-
nos consideran ciertos sistemas predecesores de la Realidad Virtual, como
cascos espec´ıficos que hacen que el usuario visualice el mundo virtual como
si estuviera en e´l o sistemas de sensores capaces de identificar cierto tipo de
movimientos humanos, lo cierto es que actualmente no se ha alcanzado esta
meta.
3.1.1. Breve historia de los entornos virtuales
La evolucio´n de los sistemas de entornos virtuales ha sido extraordinaria
y muy amplia en los u´ltimos an˜os, ramifica´ndose en gran diversidad de a´reas
y materias. En esta seccio´n se introduce una pequen˜a s´ıntesis de los inicios
de este tipo de sistemas, que conllevan avances desde dispositivos de entrada
y salida hasta sistemas de gra´ficos en 3D.
Es ampliamente aceptado que los primeros sistemas de entornos virtua-
les fueron desarrollados para uso militar, y fundamentalmente para sistemas
de simulacio´n de vuelo (Sbretchs et al., 2002) durante la de´cada de los 70.
Sin embargo, Ivan Sutherland (1963), cient´ıfico especialista en gra´ficos por
ordenador, es considerado como la primera persona en desarrollar una si-
mulacio´n en tiempo real de gra´ficos interactivos para un ordenador en 1963.
Un poco posterior, aceptado en mucha literatura como realidad virtual, fue
el desarrollo en 1970, por parte de Scott Fisher, de un sistema capaz de
combinar gra´ficos de ordenador con ima´genes estereosco´picas y sonido en
tres dimensiones, con el que se pod´ıa interactuar mediante un casco y unos
guantes virtuales.
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En 1985 se desarrollo´ en el NASA-Ames Research Center el sistema
VIEW (Virtual Interactive Environment Workstation) (Fisher et al., 1986),
supervisado por Scott Fisher, el cual dispon´ıa de sistemas de reconocimiento
de voz, sistemas de sonido en 3D, guantes y casco virtuales, y que permit´ıa
una experiencia mucho ma´s realista del entorno virtual. En 1989 Atari
lanzo´ al mercado el primer videojuego en 3D.
Otro de los grandes impulsos en este campo fue la aparicio´n de los mo-
tores gra´ficos en 3D, o game engine, durante los an˜os noventa de mano de
los sistemas de videojuegos, los cuales supusieron un gran avance para es-
te tipo de entornos, permitiendo gran difusio´n en multiples a´reas, tanto de
uso comercial como cient´ıfico, y consiguiendo en los u´ltimos an˜os una gran
calidad.
A d´ıa de hoy, existe gran diversidad de entornos, dependiendo de la fun-
cionalidad requerida en cada campo, como ya se ha expuesto, pero quiza´ una
de las l´ıneas que ma´s peso esta´ adquiriendo son los sistemas que unifican la
Inteligencia Artificial con los entornos virtuales, y que como ya se ha dicho,
se denominan Entornos Virtuales Inteligentes.
3.1.2. Aplicaciones de los entornos virtuales
Los entornos virtuales han sido utilizados en multitud de disciplinas a
lo largo de los an˜os, lo que ha propiciado que las caracter´ısticas de e´stos
var´ıen segu´n su uso y funcionalidad, pudiendo interactuar con los usuario
o no, aceptando la existencia de avatares o no, haciendo uso de te´cnicas
de Inteligencia Artificial o no, etc. A lo largo de esta seccio´n se mostrara´n
algunas de las caracter´ısticas de estos sistemas segu´n su campo de aplicacio´n,
as´ı como algunos ejemplos de entornos.
Como se ha dicho, la simulacio´n de vuelo, (Robinson y Mania, 2007),
fue uno de los primeros campos en ver la potencialidad de los entornos
virtuales. En este caso concreto, los sistemas no se basan tanto en la calidad
gra´fica o la interaccio´n con el entorno, como en la correcta simulacio´n de
las distintas variables que entran en juego en el pilotaje del avion, as´ı como
en su correcto manejo de los sistemas de entrada y salida. Adema´s este
tipo de entornos requieren de un perfecto funcionamiento de sistemas de
coordenadas que puedan ubicar correctamente al objeto y la visualizacio´n
de la tierra, as´ı como de la f´ısica inmersa en todos los procesos de control del
veh´ıculo, existiendo en el caso de grandes simuladores todo tipo de controles
de mando y recreaciones con asientos y cabinas mo´viles. Algunos ejemplos
de software de simulacio´n de vuelo actuales son el creado por Google para
Google Earth o el simulador de vuelo Flight Simulator X de Microsoft.
La arquitectura, (Kahkonen y Whyte, 2003), ha sido otra de las a´reas
en las que los entornos virtuales han tenido gran aceptacio´n, permitiendo
generar simulaciones de futuras construcciones en las que se pueda navegar
mediante lo que se conoce como paseos virtuales, y que proporcionan una
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visio´n de lo que sera´ la futura construccio´n. Estos sistemas no precisan tanto
de un correcto sistema de f´ısica y una gran calidad en la interpretacio´n de
los sistemas de entrada y salida como los simuladores de vuelo, pero s´ı de
una gran calidad visual casi realista y una amplia de gama de perspectivas.
El a´rea de la educacio´n (Dillenbourg, Schneider, y Synteta, 2007) es otro
de los campos que en los u´ltimos an˜os ha experimentado un gran avance en
la adaptacio´n de las metodolog´ıas educativas mediante sistemas de entornos
virtuales. En estas aplicaciones no es tan necesaria una gran calidad visual
como en la arquitectura, pero s´ı una interfaz fa´cil de utilizar y atractiva
para el usuario. Adema´s, este tipo de entornos suelen utilizar sistemas de
multiusuario que permiten la interaccio´n de varios alumnos al mismo tiempo
en la resolucio´n de los problemas. Otra de las figuras importantes en estos
entornos suele ser el papel del tutor, ya sea como avatar o como ente imagi-
nario, que va guiando a los alumnos por los distintos temas de aprendizaje.
Existen multitud de sistemas de estas caracter´ısticas, desde simulaciones de
situaciones cr´ıticas a aulas virtuales.
El mundo del entretenimiento, de la mano de los videojuegos principal-
mente (Torres-Gu´ızar, 2006), es otro de los grandes beneficiados de este tipo
de entornos, donde uno o varios usuarios pueden interactuar con diversos ele-
mentos del entorno para lograr superar misiones u objetivos propuestos por
e´ste. En este caso, los sistemas de Inteligencia Artificial son imprescindi-
bles para el correcto funcionamiento del entorno, as´ı como para obtener una
interfaz ma´s atractiva al usuario. De igual manera, la calidad visual se ha
convertido en uno de los requisitos imprescindibles, y que gracias a los avan-
ces te´cnicos, ma´s ha mejorado en este tipo de entornos, produciendo mundos
virtuales cada vez ma´s realistas, que incluyen sistemas de f´ısica real y even-
tos atmosfe´ricos. A su vez, un correcto y sencillo sistema de entrada y salida
es necesario para que los usuarios puedan manejar los avatares del entorno,
as´ı como un sistema de ca´maras que permita mostrarles lo que esta´ suce-
diendo en cada instante. Otra caracter´ıstica muy demandada en los u´ltimos
an˜os en este tipo de entornos es la posibilidad de que varios usuarios puedan
interactuar a la vez en el mundo virtual, colaborando a la hora de resolver
los problemas planteados. Son lo que se conoce como Massively Multiplayer
Online Role-Playing Games (MMORPGs), y precisan de sistemas de cone-
xio´n multiusuario en red. Existen multitud de ejemplos de estos entornos,
pero quiza´s algunos de los que ma´s han impresionado en los u´ltimos an˜os
sean el World of Warcraft, un sistema de multijugadores en red ambientado
en un mundo de fantas´ıa, o el Assassin’s Creed, ambientado en las antiguas
cruzadas.
Siguiendo en esta l´ınea del entretenimiento, pero todav´ıa en un proceso
previo de investigacio´n, se encuentran los entornos virtuales utilizados para
contar cuentos, denominados como Interactive Storytelling (Peinado, 2006).
Estos sistemas son similares a los videojuegos en cuanto a la tecnolog´ıa
utilizada, con la diferencia de que precisan de sistemas de narratolog´ıa para
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ir guiando al usuario a trave´s de la historia. Algunos incluso no permiten
una interaccio´n por parte del usuario, y simplemente se limitan a mostrar
los cuentos producidos por el sistema de narratolog´ıa.
3.2. Sistemas automa´ticos de gestio´n de ca´mara
Los sistemas automa´ticos de gestio´n de ca´maras comprenden muchas dis-
ciplinas en el a´mbito de la computacio´n, tales como “path-planning”, gestio´n
de oclusio´n, modelado de sistemas de comunicacio´n de alto nivel, ca´lculo de
distancias, narratolog´ıa, juegos, etc. Por este motivo, ha habido a lo largo
de los an˜os, muchos y muy diversos sistemas propuestos por parte de la
comunidad cient´ıfica para la resolucio´n de este problema.
Si bien es cierto que en las diferentes propuestas el problema a resolver
es el mismo, conseguir automatizar un sistema capaz de obtener la ma´xima
expresividad e informacio´n mediante una secuencia de ima´genes, a trave´s de
la gestio´n de un conjunto de ca´maras, las te´cnicas y herramientas utilizadas
distan mucho de un sistema a otro, abriendo un amplio abanico de posibles
soluciones dependiendo de la naturaleza del sistema.
En el a´mbito de la gestio´n automa´tica de ca´maras se podr´ıan englobar
no so´lo los sistemas virtuales, en los que se emula el funcionamiento de una
ca´mara, sino tambie´n las aplicaciones reales en las que se utilizan sistemas de
visio´n, como por ejemplo robots, donde tareas como el correcto tratamiento
de la informacio´n filmada y la gestio´n de las futuras capturas pueden ser
cr´ıticas para el funcionamiento del sistema. Sin embargo este tipo de siste-
mas, aunque poseen caracter´ısticas similares y pretenden resolver el mismo
problema, o variaciones de e´ste, escapan al estudio de este trabajo (pudiendo
perfectamente extenderse en una o varias tesis).
A lo largo de esta seccio´n se describira´n las distintas soluciones que se
han propuesto a este problema, dependiendo de la naturaleza y del tipo
de entradas y salidas deseadas, poniendo especial e´nfasis en los sistemas
de gestio´n de ca´maras en los entornos virtuales, y en especial, en las po-
cas pero importantes, propuestas que han intentado adaptar las te´cnicas
cinematogra´ficas a estos sistemas.
3.2.1. Aplicaciones y gestores de ca´mara
Para poder realizar un ana´lisis ma´s detallado de las distintas aproxima-
ciones que se han utilizado a lo largo del tiempo en los sistemas automa´ticos
de gestio´n de ca´maras, es necesario, en primer lugar, conocer las diferentes
aplicaciones en las que tiene cabida un sistema de este tipo, y sus carac-
ter´ısticas especiales.
Existen multitud de para´metros que pueden discriminar unos sistemas
de otros, como por ejemplo, el tipo de entrada, el dominio de la aplicacio´n,
el sistema de representacio´n de las ca´maras virtuales, etc. Todo esto ha
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motivado que haya surgido una gran proliferacio´n en este tipo de sistemas
a lo largo del tiempo como, por ejemplo, videojuegos, sistema de domo´tica,
sistemas de modelado, sistemas geogra´ficos interactivos, etc., en los que se
capturar en secuencias de ima´genes lo que esta sucediendo, ya sea para
visualizarlo, o para trabajar con las ima´genes virtualizadas.
Frente a esta diversidad de sistemas, y sus posibles soluciones, Marc Ch-
riestie et al. proponen en su ana´lisis (2005), y ma´s extendido en (2006), una
clasificacio´n de los distintos tipos de aplicaciones atendiendo a las carac-
ter´ısticas de sus sistemas de gestio´n de ca´mara, engloba´ndolas en los tres
grupos siguientes.
Sistemas interactivos: En este tipo de sistemas, la finalidad ma´s
importante consiste en lograr un correcto mapeo entre los diferen-
tes para´metros que controlan las ca´maras y el sistema de entrada del
entorno virtual, ya sea un teclado, un rato´n, ambos o dispositivos es-
peciales.
Sistemas en reactivas en tiempo real: En este tipo de sistemas se
hace uso de te´cnicas similares a las utilizadas en robo´tica y gestio´n de
sensores.
Sistemas de cara´cter general: Este grupo comprende el conjunto
de aplicaciones que esta´n surgiendo actualmente, y cuya finalidad es
dotar de un control de ma´s alto nivel mediante la caracterizacio´n lo´gica
de los para´metros de la ca´mara y el camino a seguir por e´sta.
Segu´n esta clasificacio´n, Marc Chriestie et al. proponen cuatro categor´ıas
en las que se encuadran las distintas te´cnicas para la resolucio´n de la gestio´n
de ca´maras en relacio´n a la naturaleza del sistema y al dominio de la apli-
cacio´n. As´ı, dividen las diferentes aproximaciones en los siguientes grupos:
Aproximaciones interactivas: Gestionan el funcionamiento de las
ca´maras en respuesta a las directrices de un usuario mediante los dis-
positivos de entrada.
Aproximaciones reactivas en tiempo real: Gestionan el control
de ca´maras mediante te´cnicas basadas en sistemas de robo´tica.
Aproximaciones algebraicas: Representan el problema y la solucio´n
mediante sistemas de vectores.
Aproximaciones optimizadas y basadas en restricciones: Estos
sistemas modelan las propiedades de las ca´maras mediante restriccio-
nes y funciones objetivo.
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A continuacio´n se mostrara´n los trabajos ma´s relevantes realizados hasta
la fecha en las distintas categor´ıas, mostrando la gran variedad de te´cnicas
y planteamientos que se han propuesto por parte de la comunidad cient´ıfica,
y centra´ndose en los aspectos ma´s importantes de cada uno.
Te´cnicas en los sistemas interactivos
Como ya se ha adelantado, el aspecto fundamental en el control de la
ca´mara en estos sistemas se basa en la manejabilidad y expresividad que se
puede obtener mediante el mapeo de los diferentes para´metros de la ca´mara
con los dispositivos de entrada del sistema. De esta manera, se consigue
un sistema que permite al usuario decidir, mediante los movimientos de las
ca´maras, que´ elementos del entorno virtual van a ser mostrados.
Las primeras investigaciones en este tipo de sistemas basaron sus es-
fuerzos en obtener modelos capaces de representar correctamente los tres
grados de libertad en las rotaciones y su correcto mapeo con las diferen-
tes entradas, ya que los sistemas de traslacio´n no supusieron problema al-
guno. Diversas aproximaciones siguieron esta l´ınea de investigacio´n, como
por ejemplo, los sistemas que hacen uso de tabletas gra´ficas para gestionar
las entradas (Evans, Tanner, y Wein, 1981), las te´cnicas basadas en la se-
leccio´n del plano de trabajo y en la realizacio´n de los movimientos en los
otros dos planos (Nielson y Dan R. Olsen, 1987) y, ma´s modernos y simila-
res a las aplicaciones actuales, los sistemas basados en la idea de envolver al
objeto movible en una esfera lo´gica para gestionar as´ı su control mediante
algoritmos matema´ticos, (Chen, Mountford, y Sellen, 1988; Hanson, 1992;
Shoemake, 1992; Shoemake, 1994).
Otro de los aspectos fundamentales en los sistemas interactivos son las
diferentes posibilidades de representar la ca´mara de acuerdo a los distintos
modos de exploracio´n del entorno virtual. Ware y Osborne propusieron en
(Ware y Osborne, 1990) tres tipos de representaciones de lo que ellos llama-
ron “meta´foras de control de ca´mara”, en las que se recoge un amplio rango
de las aproximaciones existentes:
Camera in hand: Estos sistemas se basan en interpretar la ca´mara co-
mo si estuviera en la mano del usuario, representando las rotaciones y
movimientos que e´ste realiza. Un ejemplo de este tipo de representa-
cio´n se puede ver en el sistema de Brooks (1987).
World in hand: Se caracteriza por pivotar la ca´mara alrededor del
mundo mientras el foco apunta a una direccio´n, as´ı un movimiento
a la izquierda del usuario realiza un desplazamiento a la derecha en
el entorno virtual. Un ejemplo de esta representacio´n fue creado por
Phillips en su sistema Jack, (1992).
Flying vehicle: En este u´ltimo tipo de representacio´n, la ca´mara se
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trata como si fuera un veh´ıculo mo´vil a cierta altura, como si estuviera
situada en un avio´n. Un ejemplo de este tipo de representacio´n se
puede ver en los sistemas de Brooks (1987; 1988), en los que se utilizan
joysticks para el control de velocidad.
Otra aproximacio´n, en esta l´ınea, para la representacio´n de la ca´mara,
es la denominada walking metaphor, en la cual la ca´mara se situ´a a una dis-
tancia fija del suelo, intentando de esa manera evitar posibles colisiones con
las superficies, (Hanson y Wernert, 1997). Burtnyk et al. (2002) proponen
una te´cnica similar, en la que la ca´mara esta´ situada a una distancia fija de
la superficie que rodea al objeto explorador, restringiendo las posiciones de
e´sta a determinados puntos de intere´s en el espacio virtual, basa´ndose en
(Phillips, Badler, y Granieri, 1992), y garantizando cierta calidad en la ex-
ploracio´n. Profundizando ma´s en esta idea, Khan et al. (2005) proponen un
sistema de exploracio´n en el que la ca´mara se mantiene a una distancia fija
del objeto y de las distintas superficies del entorno, evitando as´ı la oclusio´n
y colisio´n.
Otro tipo de te´cnicas completamente diferentes, pero que tambie´n pre-
tenden evitar las colisiones y la oclusio´n entre la ca´mara y los objetos del
entorno, se basan en el estudio de modelos f´ısicos para el control de ca´mara,
incorporando nociones como la inercia o la friccio´n y considerando las en-
tradas del usuario como fuerzas que actu´an sobre la ca´mara, (Turner et al.,
1991). Parte de esta teor´ıa fue utiliza por Hanson et al. en (1997) y Xiao
y Hubbold en (1998), donde presentan sendos trabajos basados en sistemas
de gravedad para evitar colisiones.
La mayor´ıa de estas te´cnicas se centran en las distintas representaciones
para explorar el entorno virtual, pero no inciden en las posibilidades que
surgen al cambiar de una a otra “meta´fora”. Drucker et al. fueron unos de
los primeros en estudiar este tipo de transiciones en su sistema de ca´maras
CINEMA (1992), en el que se combinan las distintas meta´foras, permi-
tiendo incluso al usuario an˜adir nuevas. Un ejemplo de la utilidad de este
tipo de aproximaciones se puede ver en (Zeleznik y Forsberg, 1999), donde
se muestran transiciones suaves entre los distintos modos de representacio´n.
Ma´s centrado en los movimientos de la ca´mara, pero basa´ndose en estos
conceptos, es el trabajo de Mackinlay en el que se presenta un sistema de
movimientos de ca´mara que var´ıan segu´n la distancia al objeto, (1991).
Ma´s ejemplos y aproximaciones ma´s recientes del estudio de las distintas
meta´foras y las transiciones entre ellas se pueden apreciar en los trabajos de
Jung et al. (1998), Tan et al. (2000) o Li y Hsi (2004).
Te´cnicas en los sistemas reactivos
Los sistemas reactivos hacen uso de las propiedades de las ima´genes
mostradas para extraer la informacio´n necesaria, y realizar una gestio´n de
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ca´mara suave, cont´ınua y evitando la oclusio´n entre el objeto principal y
la ca´mara. Para realizar todos estos ajustes se basan, como se ha dicho, en
nociones de robo´tica y planificacio´n mediante sensores. Un ejemplo claro de
este tipo de te´cnicas son las utilizadas en las diferentes aproximaciones de
path-planning, o planificacio´n de caminos, tarea muy comu´n en los entornos
virtuales en los que, en muchas circunstancias, la ca´mara debe seguir a
elementos mo´viles.
Este grupo de te´cnicas son muy similares a las utilizadas en las aproxi-
maciones de control visual o visual servoing, en las que se define una tarea u
objetivo que sera´ alcanzado mediante el ana´lisis de las propiedades y carac-
ter´ısticas de las ima´genes del entorno. Para ello, se considera el sistema de
visio´n como un sensor ma´s dedicado a esa tarea, y encapsulado en un bucle
de control. Atendiendo a esto, se define el objetivo o funcio´n que representa
el problema, como el posicionamiento de la ca´mara, y se asocian unas res-
tricciones a esta funcio´n, por ejemplo, una determinada distancia al objeto
principal y la localizacio´n de e´ste en el centro de la escena filmada, obtenien-
do as´ı la forma de calcular la posicio´n adecuada a partir de la informacio´n
proporcionada en las ima´genes. Una descripcio´n ma´s detallada de este tipo
de te´cnicas se puede consultar en (Hutchinson, Hager, y Corke, 1996).
Estas nociones han sido abstra´ıdas a los sistemas de ca´maras para en-
tornos virtuales, en los que no so´lo hay que restringirse a ima´genes captadas
por sensores, ya que se posee toda la informacio´n de la escena a trave´s del
mundo virtual. De esta manera, han surgido diversas aproximaciones que se
han servido de estas ideas para gestionar la trayectoria de las ca´maras persi-
guiendo a elementos mo´viles, asociando restricciones a e´sta y basa´ndose en
funciones matema´ticas que hacen uso de para´metros como la velocidad, el
movimiento del objeto a seguir o la distancia con e´ste (Courty y Marchand,
2001). Otra te´cnica muy comu´n, que se rige por estos mismos principios,
consiste en evitar los diferentes obsta´culos que pueden aparecer en la tra-
yectoria de una ca´mara mediante la minimizacio´n de funciones y el ana´lisis
de la imagen que se esta´ representando, como por ejemplo, calculando la
funcio´n de coste de la distancia entre el objeto que se interpone y la ca´mara,
(Marchand y Courty, 2002; Marchand y Hager, ).
Este tipo de aproximaciones son muy eficientes computacionalmente y
muy versa´tiles, propiedad muy interesante en entornos dina´micos como los
videojuegos, en donde es fa´cil obtener las reacciones de los personajes y
generar las restricciones de las ca´maras respecto a ellos. Siguiendo esta l´ınea,
Halper et al. proponen en (2001) un sistema de ca´maras donde las posiciones
y a´ngulos se calculan a partir de eventos generados por los personajes, a los
que se les asocia propiedades como el a´ngulo de intere´s, posicionamiento en
la pantalla, etc.
En general, este tipo de te´cnicas se basan en la prediccio´n de futuras
situaciones, atendiendo a caracter´ısticas similares de hechos ya pasados para
ajustar los para´metros de la ca´mara adecuadamente.
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Te´cnicas en los sistemas algebraicos
Una de las primeras aproximaciones de los sistemas algebraicos se puede
ver en el trabajo de Blinn´s (1988), donde se presenta un sistema de gestio´n
de ca´mara automa´tico que permite visualizar en la pantalla, con las coor-
denadas y taman˜os dados, la sonda y el planeta que esta´ atravesando. Las
te´cnicas algebraicas basan el posicionamiento de la ca´mara en la resolucio´n
de sistemas de vectores definidos en el modelo del mundo que se esta´ mos-
trando, en el que los objetos esta´n definidos como puntos, con la ventaja de
la eficiencia computacional en el ca´lculo de la solucio´n y la restriccio´n de
e´sta a las dimensiones de la pantalla.
La forma o´ptima de obtener la solucio´n en estos sistemas se basa en la
resolucio´n de la ecuacio´n 3.1, que expresa la transformacio´n de un punto
P(x, y, z), representado en las coordenadas espaciales del mundo virtual, a
las coordenadas S(x’,y’) de la pantalla donde se tiene que visualizar. Este
proceso se realiza para cada punto del entorno multiplicando e´ste por la
matriz H, donde P es la matriz de proyeccio´n, R es la matriz de rotacio´n y



















Esta fo´rmula representa las variaciones de los objetos en el espacio, obte-
niendo las coordenadas en la pantalla, que sera´n las entradas de los sistemas
algebraicos a resolver, junto con sus posiciones en el espacio en tres dimen-
siones, el up-vector y la apertura de la ca´mara. Estudiando la posicio´n de
la ca´mara en el espacio, y la representacio´n en la pantalla de los objetos, se
infieren, a trave´s de las fo´rmulas, las nuevas posiciones de e´sta.
Otro campo importante son las aplicaciones basadas en sistemas de dos
dimensiones, las cuales han hecho uso de los me´todos algebraicos para resol-
ver problemas como la generacio´n de ima´genes de fondo, a partir de direc-
trices en tres dimensiones de los distintos movimientos de la ca´mara, (Wood
et al., 1997), o ma´s actual, para gestionar los movimientos y posiciones de
la ca´mara en los sistemas de gu´ıa multimedia de museos, en los que se hace
e´nfasis sobre elementos de cuadros o frescos a la vez que el audio describe
los mismos, (Zancanaro, Rocchi, y Stock, 2003).
Te´cnicas en los sistemas de optimizacio´n y basados en restricciones
Estos sistemas hacen uso del estudio de las diferentes propiedades de
las ca´maras, sus proyecciones en la pantalla y sus movimientos, para definir
funciones o restricciones mediante las que inferir el siguiente movimiento
o posicio´n. Para lograr esto las diferentes aproximaciones se basan en la
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expresividad y riqueza de las distintas te´cnicas cinematogra´ficas, expresando
las escenas mediante propiedades para, en un ana´lisis posterior, extraer las
relaciones que permitira´n deducir nuevas configuraciones de ca´mara.
Atendiendo a la generacio´n de estas relaciones, se pueden clasificar las
distintas aplicaciones segu´n las te´cnicas utilizadas, diferenciando entre sis-
temas basados en restricciones y sistemas de optimizacio´n. En los primeros,
el principal objetivo es satisfacer un conjunto de restricciones sobre las pro-
piedades de la ca´mara, las cuales se pueden relajar si, por ejemplo, ocurriera
un problema con la configuracio´n obtenida, como la oclusio´n con un objeto,
o no existiera solucio´n. El segundo tipo de sistemas se basa en la maximi-
zacio´n, o minimizacio´n, de funciones cuyos para´metros son las propiedades
de la ca´mara.
Las primeras aproximaciones de los sistemas basados en restricciones se
centraron en la resolucio´n del problema de path-planning, o planificacio´n de
caminos, utilizando para ello restricciones sobre las propiedades de la nue-
va toma deseada, como el taman˜o de los objetos o las proyecciones de las
ima´genes, (Jardillier y Langue´nou, 1998). Otra rama de este tipo de sistemas
basa sus te´cnicas en la resolucio´n de intervalos aritme´ticos mediante los que
se representan todas las posibles soluciones. De esta manera se comprueba
la posible solucio´n a un problema, que es representado como un intervalo en
un dominio de acuerdo con las restricciones, evaluando si existe solucio´n, no
existe o se desconoce. El principal problema de estas aproximaciones radica
en el alto coste computacional, adema´s de existir la posibilidad de no encon-
trar solucio´n. Un ejemplo de esto se puede ver en el trabajo de Christie et al.,
(2002), donde las restricciones esta´n basadas en te´cnicas cinematogra´ficas
y los movimientos esta´n encapsulados en elementos denominados hypertu-
bes. Un ana´lisis detallado puede encontrarse en el art´ıculo (Benhamou et
al., 2004). Otros sistemas, menos generales, como (Bares, Gre´goire, y Les-
ter, 1998) permiten relajar automa´ticamente las restricciones mediante una
jerarqu´ıa para evitar la posibilidad de que el sistema no encuentre solucio´n.
Sistemas ma´s actuales como (Bourne y Sattar, 2005) y (Bourne, Sattar, y
Goodwin, 2008) hacen uso de estas te´cnicas para la gestio´n de ca´maras en
entornos interactivos en tiempo real.
Los sistemas de optimizacio´n, como se ha dicho anteriormente, basan sus
te´cnicas en la maximizacio´n de funciones que representan las caracter´ısticas
deseadas de la ca´mara, parametrizando estas funciones con las propieda-
des de e´sta. Existe un amplio abanico de te´cnicas que permiten optimizar
las funciones objetivo, como por ejemplo sistemas deterministas, algoritmos
gene´ticos o me´todos probabil´ısticos. El problema a resolver en este caso es
matema´ticamente expresable como la bu´squeda de la configuracio´n de ca´ma-
ra ma´s o´ptima dentro del conjunto de todas las configuraciones posibles. Un
ejemplo de estos sistemas se puede ver en (Halper y Olivier, 2000; Pickering,
2002).
Si bien es cierto que ambas te´cnicas suponen una buena aproximacio´n
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a la resolucio´n de la gestio´n de sistemas automa´ticos de ca´maras, lo cierto
es que los mejores resultados han venido de la mano de sistemas que com-
binan las bondades de ambas. De esta manera se han presentado diversos
sistemas que modelan las diferentes propiedades de las ca´maras mediante
un conjunto de restricciones y un conjunto de funciones de optimizacio´n,
o funciones objetivo, obteniendo los beneficios de ambos y minimizando el
coste de ejecucio´n (Drucker y Zeltzer, 1995). Au´n con esto, la carga compu-
tacional de estas te´cnicas supone el principal cuello de botella en este tipo
de aplicaciones, por lo que muchas aproximaciones han utilizado diferentes
operadores geome´tricos, basados en las posiciones de la ca´mara o mediante
heur´ısticas, para discriminar y reducir el espacio de bu´squeda de las te´cnicas
basadas en restricciones, minimizando as´ı el tiempo de ejecucio´n. Ejemplo
de esto se puede ver en (Bares et al., 2000; Bares, Thainimit, y McDermott,
2000; Pickering, 2002; Christie y Normand, 2005).
3.2.2. Aplicacio´n de te´cnicas cinematogra´ficas a la gestio´n de
ca´mara
Como se ha dicho, existen muchas y muy diversas te´cnicas que permiten
automatizar los sistemas de gestio´n de ca´maras en los distintos campos de
la computacio´n gra´fica. Sin embargo, por regla general, la gran mayor´ıa no
incide en las caracter´ısticas que aportan las distintas nociones, que a lo largo
de todo el siglo XX, el cine ha desarrollado y utilizado. Caracter´ısticas como
la expresividad, suavidad de movimientos en las transiciones entre secuencias
o el posible impacto sobre el espectador, conseguir´ıan un mayor realismo en
este tipo de aplicaciones, enriquecie´ndolas en gran medida. Por todo ello, en
los u´ltimos an˜os han surgido diferentes trabajos que han intentado abstraer
ese conocimiento, modeliza´ndolo segu´n las distintas te´cnicas expuestas en
el apartado anterior, y resolviendo, segu´n las caracter´ısticas del sistema y
de la aproximacio´n utilizada, los problemas que se plantean al pasar del
mundo abstracto de las te´cnicas cinematogra´ficas al mundo geome´trico y
matema´tico de los entornos virtuales.
A lo largo de esta seccio´n se mostrara´n los sistemas ma´s importantes,
hasta la fecha, que se han servido de las nociones de las te´cnicas cinema-
togra´ficas para intentar mejorar los sistemas de ca´maras, no solo desde el
punto de vista de la expresividad, si no tambie´n centra´ndose en las distin-
tas formas de control de la ca´mara que se pueden adoptar al introducir los
para´metros y las propiedades necesarias de estos principios.
Uno de los trabajos pioneros en incorporar estos conceptos a un gestor de
ca´maras de un entorno virtual fue el sistema presentado por Drucker y Zelter
en (1994; 1995), donde la nocio´n de mo´dulo de ca´mara, elemento que abstrae
y encapsula los controles y restricciones de la ca´mara en el Framework, y que
representa un per´ıodo de tiempo que comprende el inicio y finalizacio´n de la
visualizacio´n de una escena en el que se preserva la continuidad, esta´ basado
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en el concepto cinematogra´fico de toma, que representa el per´ıodo de tiempo
de una secuencia en la que la ca´mara esta´ en una posicio´n esta´tica, o el
intervalo comprendido entre el inicio y finalizacio´n de un tipo de movimiento.
Aunque es cierto que este trabajo supuso el origen de este tipo de siste-
mas, no se puede hablar de su gestio´n de ca´mara como un mo´dulo puramente
cinematogra´fico, ya que simplemente se equiparan conceptualmente elemen-
tos del sistema con principios cinematogra´ficos, sin basar el control de las
ca´maras en e´stos.
Fueron Christianson et al. quienes en (1996) trataron de resolverlo mo-
delizando las diversas te´cnicas del cine mediante un lenguaje declarativo al
que llamaron Declarative Camera Control Language (DCCL), que formaliza
mediante una grama´tica, el conocimiento que se puede extraer de los diferen-
tes manuales de cine. Para realizar este lenguaje se basaron en el concepto
de film idioms o lenguajes cinematogra´ficos, y principalmente en la gran
clasificacio´n de te´cnicas que propone Arijon en (1991 (originally published
1976)). Estos lenguajes definen diferentes esquemas para filmar las distintas
acciones que se pueden dar en una historia, como, por ejemplo, que´ planos y
movimientos de ca´mara son los ma´s adecuados para una secuencia de dia´logo
entre dos personas.
DCCL abstrae los conceptos de film idiom y plano para representar el
control de ca´mara de las distintas situaciones de una historia, e introduce
la nocio´n de Fragment, que representa un intervalo de tiempo en el cual la
posicio´n y orientacio´n de la ca´mara es la misma. El Fragment esta´ definido en
DCCL como la primitiva del sistema, de tal manera que los film idioms esta´n
formados por un conjunto de planos, los cuales a su vez se componen de un
conjunto de Fragments. Adema´s, los Fragments encapsulan la informacio´n
de control de la ca´mara que permite especificar para´metros t´ıpicos de las
te´cnicas cinematogra´ficas como la distancia de la ca´mara al objetivo, la
posicio´n de e´sta, el tipo de movimiento, los actores que forman parte de la
escena, etc. Un ejemplo de este lenguaje se puede ver en la Figura 3.1.
Para probar este lenguaje (1996) presentaron el sistema Camera Plan-
ning System. Esta aplicacio´n permite generar una secuencia completa de
ca´maras a partir de una traza de animaciones, que representan las acciones
que han ocurrido en una simulacio´n previa de la animacio´n, junto con el
nu´mero de secuencias de la historia. El sistema se divide en tres mo´dulos
fundamentales:
The Sequence Planner : Esta parte del sistema toma como entrada la
traza de animaciones y genera un a´rbol que representa la estructura
de una pel´ıcula con un nodo ra´ız denominado film, cuyos nodos hijos
representan las secuencias, y de los que, a su vez, penden las escenas.
En este mo´dulo, a cada una de estas escenas se le asigna todos los
posibles film idioms compatibles, para lo que se realiza un mapeo entre
las acciones de la escena y las actividades t´ıpicas de cada tipo de
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(AcFilmIdiom name Arijon-13-2
:parameter (AcParamApproach :actor1 :actor2 :start :stop)
:line (AcLineIdiom :primary ?actor1 :other ?actor2 :side left)
(AcFilmShot name shot1
(AcFragGoBy name frag1
:time ?start :primary-moment beginning :entry-pos center
:exit-pos out-left
:placement (AcPlaceInternal :primary ?actor1 :other ?actor2
:range closeup :primary-side center)))
(AcFilmShot name shot2
(AcFragGoBy name frag2
:time ?frag3.first-tick :primary-moment end
:entry-pos on-right :exit-pos center
:placement (AcPlaceExternal :near ?actor1 :far ?actor2




:time ?stop :primary-moment end :entry-pos out-right
:exit-pos right12
:placement (AcPlaceApex :primary ?actor1 :other ?actor2
:range mediumshot :primary-side right12))))
Figura 3.1: Lenguaje DCCL correspondiente a una conversacio´n entre dos
personas.
lenguaje cinematogra´fico.
The DCCL Compiler : En este caso, se parte del a´rbol creado en el
mo´dulo anterior y se expanden, mediante la informacio´n de movimien-
tos de los actores en la escena, los film idioms en frames, que poseen
las propiedades geome´tricas del entorno virtual.
The Heuristic Evaluator : Mediante heur´ısticas basadas en te´cnicas ci-
nematogra´ficas, como por ejemplo, que las ca´maras no crucen la l´ınea
de visio´n, crear movimientos suaves, etc., se selecciona la lista con los
frames ma´s apropiados para cada escena, generando as´ı una secuencia
completa para la gestio´n de la ca´mara.
Siguiendo esta l´ınea de intentar obtener un mayor realismo y expresivi-
dad mediante te´cnicas de cine modelizadas en los diferentes film idioms, He
et al. proponen en (1996) el sistema interactivo en tiempo real The Virtual
Cinematographer. Esta aplicacio´n es capaz de decidir las posiciones y movi-
mientos de la ca´mara a partir de los eventos generados en el sistema virtual
Virtual Party, en el que un grupo de personas pueden interactuar con sus
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avatares mediante un conjunto de acciones predeterminadas.
El sistema The Virtual Cinematographer esta´ formado por dos compo-
nentes principales, el Camera Modules y los Idioms, que representan los
distintos mo´dulos de ca´mara posibles y los lenguajes cinematogra´ficos res-
pectivamente. Las diferentes te´cnicas esta´n agrupadas en los distintos Idioms
creados para la aplicacio´n, los cuales esta´n implementados mediante una
ma´quina de estados finitos, formada por los mo´dulos de ca´mara que compo-
nen el lenguaje. Estos mo´dulos de ca´mara representan las distintas opera-
ciones ba´sicas de ca´mara, como posiciones, movimientos, etc., que se pueden
llevar a cabo en el entorno virtual. Las transiciones entre los estados se reali-
zan atendiendo a los eventos del entorno virtual y las reglas implementadas
en los distintos Idioms, que esta´n organizados jera´rquicamente pudiendo
pasar de los ma´s concretos a los ma´s generales si no se dan los elementos
necesarios para activar los ma´s espec´ıficos. As´ı las transiciones se van pro-
duciendo dentro de los Idioms, hasta que se cumplan las propiedades que
activen otro lenguaje.
El principal problema de las aproximaciones basadas en film idioms, ya
sea mediante una grama´tica o mediante una ma´quina de estados, radica en
la posibilidad de no encontrar solucio´n a problemas que pueden surgir en
tiempo real, como la interposicio´n de un objeto entre la ca´mara y el objeto
filmado o configuraciones espaciales no contempladas en los film idioms.
Bares y Lester proponen en (1998; 2000) un sistema de gestio´n de ca´mara
que trata de solucionar este tipo de situaciones, modelizando el conocimiento
cinematogra´fico mediante restricciones en las configuraciones de ca´mara,
pudiendo suavizarlas en caso de producirse, por ejemplo, un problema de
oclusio´n.
Este sistema recibe como entrada, bien por un usuario o por un software
espec´ıfico, objetivos cinematogra´ficos que el gestor de ca´mara debe satisfacer
de acuerdo con la escena actual, como por ejemplo, el objetivo de mostrar
un objeto que ha cogido un personaje en la escena, o seguir a un personaje
a lo largo de una ciudad. Estos objetivos son analizados y formulados me-
diante restricciones basadas en para´metros de la ca´mara y en los objetos
que componen la escena, como incluir al personaje en el campo de visio´n de
la ca´mara, el a´ngulo de orientacio´n de e´sta, la distancia entre la ca´mara y
el personaje o evitar la oclusio´n con los objetos del entorno. Estas nuevas
restricciones generadas son evaluadas para determinar si existe una configu-
racio´n de ca´mara que satisfaga, acorde con la escena actual, los objetivos. Si
no fuera as´ı, el sistema relajar´ıa las restricciones hasta que una configura-
cio´n fuera posible, o descompondr´ıa el problema en multiples subproblemas,
analizando si alguna de las subsoluciones ser´ıa plausible en la escena.
Actualmente, los distintos sistemas basados en restricciones hacen uso
de un conjunto de te´cnicas de optimizacio´n para mejorar la eficiencia, ba-
sando sus propiedades como movimientos, posiciones, a´ngulos, etc., en los
conceptos cinematogra´ficos, al igual que los sistemas anteriores. Un ejemplo
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de esto se puede ver en el trabajo propuesto por Christie et al. en (2002) y
Christie y Langue´nou en (2003), donde el usuario proporciona los movimien-
tos y propiedades que desea obtener del gestor de ca´maras y el sistema, a
trave´s de los Hypertube y las restricciones, que representan los movimientos
de las ca´maras de cine y las propiedades cinematogra´ficas respectivamente,
instancia los objetivos descritos por el usuario.
Una aproximacio´n basada en ambas te´cnicas se propone en el trabajo
de Amerson y Kime en (2001). Este sistema abstrae el conocimiento de los
distintos film idioms mediante un a´rbol organizado jera´rquicamente deno-
minado scene tree, de tal manera que la ra´ız del a´rbol representa el lenguaje
que recoge las situaciones ma´s generales, especializando e´stas segu´n se avan-
za por el a´rbol, hasta llegar a las hojas, que simbolizan las secuencias ma´s
especificas recogidas por los lenguajes cinematogra´ficos. Cada film idiom es-
ta codificado mediante un conjunto de escenas en el lenguaje creado por
Amerson y Kime FILM (Film Idiom Language and Model), donde cada es-
cena esta´ formada, a la vez, por un conjunto de planos, que representan un
movimiento simple de ca´mara, y tienen asociadas un conjunto de restriccio-
nes que pueden ser suavizadas en tiempo real.
La informacio´n necesaria para que el sistema pueda gestionar las ca´mara
en tiempo real es proporcionada por un mo´dulo de narrativa que recopila
las distintas acciones de los personajes que componen la escena, y las conse-
cuencias de e´stas. Estos datos son procesados por el mo´dulo The Translator
y convertidos al formato interno que utiliza el mo´dulo The Director, de-
terminando en cada escena para´metros como el nu´mero de actores, el tipo
de escena, el sentimiento, etc. Con esto, el mo´dulo de direccio´n realiza una
bu´squeda en profundidad sin vuelta atra´s en el scene tree para determinar
cual es el film idiom ma´s adecuado. En u´ltimo lugar se realiza una compro-
bacio´n de las restricciones y el entorno virtual para determinar, por ejemplo,
que no existe oclusio´n. Si as´ı fuera, el mo´dulo The Cinematorapher relajar´ıa
las restricciones hasta obtener el plano ma´s adecuado, evitando as´ı configu-
raciones erro´neas.
Enfoques similares, como el propuesto por Halper et al. en (2001), uti-
lizan este tipo de conceptos para la gestio´n de ca´maras en videojuegos,
donde un conjunto de plantillas representan el conocimiento cinematogra´fi-
co asociado a acciones o situaciones determinadas. As´ı cada, Shot Template
esta´ compuesta por un conjunto de restricciones, que al igual que en los
sistemas anteriores, se pueden suavizar en caso de producirse errores. Estas
plantillas esta´n formadas por restricciones basadas en sentimientos median-
te las Emotion Templates y por un conjunto de plantillas llamadas Shot
Library, que representan tipos de planos.
Este sistema no solo pretende mejorar los gestores de ca´maras mediante
la utilizacio´n de te´cnicas de cine, sino que adema´s intenta que la transicio´n
entre las distintas secuencias sea suave. Para ello, hace uso de la entrada
proporcionada por un mo´dulo de narratolog´ıa, junto con el estado actual
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y previo de las ca´maras, para predecir en tiempo real la siguiente confi-
guracio´n, persiguiendo llegar a un compromiso entre la coherencia de las
ima´genes y las restricciones.
Un sistema tambie´n basado en videojuegos, pero ma´s centrado en el
punto de vista de la interaccio´n humana en tiempo real con el gestor de
ca´maras, se puede ver en el trabajo de Lin et al. en (2004). En este caso
el conocimiento cinematogra´fico esta´ encapsulado en los Camera modules y
Description Shots, que son equivalentes a los film idioms, y esta´n organizados
jera´rquicamente como en el sistema de Amerson y Kime, estructurados en
una ma´quina de estados finita, donde cada estado es un Camera module. El
sistema recibe de la aplicacio´n en tiempo real la posicio´n de los personajes,
la orientacio´n, la accio´n realizada, el equipamiento y las o´rdenes de entrada
del usuario, que junto con el estado actual de ca´mara es utilizado para elegir
la configuracio´n de ca´mara ma´s adecuada.
Otro tipo de sistemas utilizan las distintas interacciones entre las entida-
des que componen el sistema para determinar y modelizar el conocimiento
cinematogra´fico mediante un sistema reactivo. Un ejemplo de esto se puede
encontrar en el trabajo de Tomlinson et al., (2000), en el que un conjunto
de agentes, que representan los personajes, interaccionan en el sistema vir-
tual, y cuyo comportamiento y estado de a´nimo influira´ en las te´cnicas de
cine a utilizar. La ca´mara es, tambie´n en este caso, un agente denominado
CameraCriature, que determina el estilo con el que se mostrara´ el entorno
virtual de acuerdo con las emociones del resto de entidades, que condicio-
naran su propio estado emotivo. Por ejemplo, si el estado es de felicidad, se
producira´n ma´s cortes y movimientos de oscilacio´n que si es un estado de
tristeza.
En este caso, las nociones cinematogra´ficas son abstra´ıdas en objetos
denominados Shots, que a su vez esta´n formados por elements, mediante
los que se representan las diferentes propiedades de las ca´maras. Existen
cuatro tipos de elementos en el sistema: sensores, emociones, motivaciones
y acciones, cada uno de los cuales puede ser utilizados para inferir en la
ca´mara un nuevo estado.
Un punto de vista ma´s centrado en el aspecto drama´tico de las te´cnicas
cinematogra´ficas se puede ver en el trabajo presentado por Hornung et al.
en (2003), en el que la ca´mara, representada como un agente auto´nomo
en un sistema interactivo, elige la configuracio´n ma´s apropiada de acuerdo
al contexto narrativo. Para ello, cada evento narrativo es descrito mediante
ocho para´metros que definen la relevancia drama´tica del mismo, y de los que
se extraen, junto con la informacio´n geome´trica, el nu´mero de participantes,
etc., los para´metros de las configuraciones de ca´mara mediante un sistema
h´ıbrido de reglas y redes neuronales.
Por regla general, la mayor´ıa de estas aproximaciones se centran en el
aspecto f´ısico de las te´cnicas cinematogra´ficas, sin tener en cuenta la capaci-
dad expresiva y emotiva que hay inmersa en la mayor´ıa de estas te´cnicas. Si
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bien es cierto que en los u´ltimos an˜os han habido algunas aproximaciones en
este campo, en todas ellas la informacio´n necesaria para poder gestionar este
tipo de sistemas se obtiene por parte de un usuario o mediante configura-
ciones especiales asociadas a las distintas acciones que el sistema interactivo
puede representar.
3.3. Sistemas de reconocimiento de emociones
Quiza´ uno de los aspectos ma´s olvidados en los sistemas de interaccio´n
con humanos, y que en los u´ltimos an˜os esta´ consiguiendo una creciente
atencio´n por parte de la comunidad cient´ıfica, ha sido la capacidad de reco-
nocimiento y transmisio´n de las emociones por parte de las distintas aplica-
ciones interactivas. La capacidad, tanto de identificacio´n de emociones, ya
sea en un texto o un sistema de voz, como de generacio´n de e´stas en las
aplicaciones interactivas actuales, es una caracter´ıstica imprescindible que
permite dotar de una capacidad ma´s humana a estos sistemas, consiguiendo
as´ı una mejor´ıa notable en la interaccio´n entre el usuario y el sistema final.
Es por esto que actualmente esta´n surgiendo numerosos campos de in-
vestigacio´n en este a´mbito, variando desde el reconocimiento de emociones
en texto, en voz, o incluso en las propias expresiones faciales de los humanos,
permitiendo as´ı a los diferentes sistemas actuar de una determinada manera
segu´n el estado emocional analizado. De la misma forma, numerosas inves-
tigaciones esta´n realizando grandes avances en el campo de la generacio´n de
emociones, tanto en los sistemas de generacio´n del lenguaje natural como,
en sistemas de s´ıntesis de voz, o en la propia expresio´n facial de los robots
humanoides, obteniendo as´ı una interfaz ma´s cercana al usuario.
Los sistemas de emociones no solo permiten una mejora en la comu-
nicacio´n con el usuario, sino que adema´s, ampl´ıan el abanico de variables
a la hora de elegir una determinada solucio´n a un problema, permitiendo
as´ı una mejora en la respuesta del sistema. Como ya se ha dicho, las dife-
rentes te´cnicas de direccio´n cinematogra´ficas utilizadas tienen como uno de
los componentes esenciales, a la hora de elegir las distintas posibilidades,
la carga emocional que se desea transmitir en cada escena, y que viene in-
mersa en el guio´n de la historia. Es por esto que todo sistema de direccio´n
automa´tica basado en estas te´cnicas precisa de un sistema de reconocimiento
de emociones, en este caso concreto, de identificacio´n en el texto del guio´n,
que permita obtener esta informacio´n para poder determinar la manera ma´s
apropiada de visualizar las escenas de la historia.
Todos estos sistemas se basan en diferentes teor´ıas sicolo´gicas expuestas
a lo largo de los an˜os sobre la identificacio´n de los conceptos que repre-
sentan el espacio afectivo de los seres humanos, as´ı como en sus diferentes
clasificaciones de las emociones existentes. A lo largo de la siguiente seccio´n
se realizara´ un ana´lisis en profundidad de estas teor´ıas y su evolucio´n a lo
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largo de los an˜os. A continuacio´n, se presentara´, en las siguientes secciones,
las diferentes te´cnicas de anotacio´n sema´ntica ma´s utilizadas actualmente
en los sistemas de Procesamiento del Lenguaje Natural, concluyendo con un
ana´lisis de la aplicacio´n Emotag utilizada en este sistema.
3.3.1. La emocio´n
Uno de los principales problemas a los que se enfrenta este tipo de sis-
temas, a la hora de tratar la informacio´n, es la identificacio´n de que´ es una
emocio´n y co´mo se representa. A lo largo de los an˜os, se han planteado mu-
chas teor´ıas sicolo´gicas sobre que´ entiende el ser humano por una emocio´n
y co´mo la interpreta, existiendo incluso a d´ıa de hoy gran diversidad de
opiniones.
La identificacio´n de los diferentes aspectos que entran en juego en los
procesos de las emociones, as´ı como la realizacio´n de una clasificacio´n de
e´stas para su correcta identificacio´n, ha sido de gran intere´s a lo largo de
toda la historia de la humanidad, remonta´ndose hasta los filo´sofos griegos.
Actualmente existen dos teor´ıas principales, ampliamente aceptadas, para
representar y clasificar las diferentes emociones humanas: la teor´ıa de di-
mensiones emocionales y la teor´ıa de categor´ıas emocionales. La primera de
ellas se basa en la idea de que las emociones humanas se pueden representar
mediante dos o tres dimensiones, variando conceptualmente segu´n el autor,
a trave´s de las cuales se puede abarcar todo el espacio emocional humano.
La teor´ıa de las categor´ıas emocionales, expone, por el contrario, que las
distintas emociones humanas se pueden representar mediante un conjunto
de palabras que denotan las emociones, en las que se engloba todo el espa-
cio emocional humano. Las bases de estas dos l´ıneas principales se pueden
encontrar en los trabajos realizados por los sico´logos James Russel (1980)
y William James (1884), respectivamente, los cuales han ido evolucionando
con los an˜os hasta las teor´ıas actuales expuestas.
El trabajo de Russell se centra en la representacio´n del espacio emocional
humano mediante una estructura circular de dos dimensiones bipolares, el
placer y la activacio´n. Otro de los modelos emocionales en esta misma l´ınea,
fue el estudio realizado por Watson y Tellegen (1985), en el que se presenta
una estructura circular emocional similar a la de Russell, pero en este caso
basada en las dimensiones de afecto positivo y afecto negativo, la cuales a su
vez poseen una intensidad baja o alta. Un ejemplo se puede ver en la Figura
3.2.
Inspirado en esta misma idea es el estudio realizado por Lang (1980),
donde se expone el esta´ndar SAM, a partir del cual se puede asignar a cada
palabra inglesa un valor, generalmente entre 1 y 9, para cada una de las
tres dimensiones propuestas en el esta´ndar: evaluacio´n, activacio´n y control.
Esta forma de asignacio´n de los valores a las dimensiones esta´ basada en
la escala Semantic Differential, desarrollada en 1950 para el tratamiento
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Figura 3.2: Mapa bidimensional de espacio emocional de Watson y Tellegen.
de emociones, cuya teor´ıa se centra en la idea del pensamiento humano
mediante polos opuestos, como el bien y el mal. En base a esto, Lang y
Bradley (1999) crearon la Affective Norms for English Words (ANEW), a
trave´s de la cual se pretende obtener un conjunto amplio de palabras medidas
en te´rminos de las tres dimensiones emocionales.
Por el contrario, (en la otra l´ınea), James utiliza los conceptos de las
emociones como entidades, como unidades discretas con l´ımites entre ellas
claramente diferenciados, que engloblan todo el espacio emocional humano.
Esta teor´ıa ha ido evolucionando a lo largo de los an˜os hacia las categor´ıas
emocionales, (Cowie y Cornelius, 2003), cuya idea se basa en la lo´gica in-
terpretacio´n de las categor´ıas conceptuales de las emociones mediante las
palabras para denotarlas en cada idioma.
Uno de los puntos claves de esta teor´ıa es la gran diversidad de opiniones
que existe sobre cua´les deben ser esas categor´ıas, pudiendo variar desde
unas pocas hasta infinitas (Ortony y Turner, 1990). Realmente, los or´ıgenes
de la idea de un conjunto de emociones primitivas se podr´ıan remontar a
Rene´ Descartes, (Anscombe y Geach, 1970), quien propuso la teor´ıa de la
existencia de un conjunto de emociones puras y primitivas a partir de las
que se derivan el resto.
Ma´s recientemente, Plutchik’s (1980) propone un conjunto muy reducido
de emociones ba´sicas o primitivas (anger, anticipation, disgust, joy, fear,
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sadness y surprise), afirmando que el resto de emociones son mezcla de e´stas
o derivadas. Ekman (1992) reduce todav´ıa ma´s el conjunto de emociones
ba´sicas, asumiendo que so´lo existen seis emociones claramente diferenciadas
para las expresiones faciales (anger, disgust, fear, joy, sadness y surprise).
Izard (1977) determina que el conjunto ba´sico de emociones esta´ compuesto
por: anger, contempt, disgust, distress, fear, guilt, interest, joy, shame y
surprise.
En 1988 Ortony et al. (1988) presentaron el modelo OCC, el cual se
ha ido estableciendo como esta´ndar en la s´ıntesis de voz, y que cuenta con
22 categor´ıas emocionales: pride - shame, admiration - reproach, happy -
resentment, gloating - pity, hope - fear, joy - distress, satisfaction - fear-
confirmed, relief - disappointment, gratification - remorse, gratitude - anger
y love - hate. Parrot (2001), por el contrario, presenta una lista mucho ma´s
extensa de emociones, pero jerarquizada en una estructura de a´rbol, en la
que se encuentran las emociones ba´sicas (love, joy, surprise, anger, sadness
y fear), emociones secundarias y emociones terciarias.
Para poder calcular la intensidad emocional en este trabajo, se ha uti-
lizado una fo´rmula basada en las categor´ıas emocionales analizadas por el
programa Emotag, donde a cada emocio´n se le ha asignado un peso, depen-
diendo de la carga negativa o positiva de la emocio´n, que puede variar entre
el rango {−1, 1}. Para realizar esta asignacio´n de pesos, este trabajo recoge
parte de las ideas presentadas en el trabajo de Watson y Tellegen sobre el
estudio afectivo, positivo y negativo, del espacio emocional humano. Todo
este proceso se explicara´ con mayor detalle en la seccio´n 4.3.2.
3.3.2. Te´cnicas en los sistemas de reconocimiento de emo-
ciones
Los sistemas de reconocimiento de emociones se pueden catalogar como
un subconjunto dentro de los sistemas de anotacio´n sema´ntica, puesto que
aunque no extraen un significado sema´ntico como se suele entender en este
campo, son capaces de identificar las emociones inmersas en un texto, apor-
tando as´ı un conocimiento, y en parte una clasificacio´n, sobre el documento
evaluado. Este tipo de sistemas, adema´s, se basa en las mismas te´cnicas para
la identificacio´n de dichas emociones que los sistemas de anotacio´n sema´nti-
ca, por lo que a lo largo de esta seccio´n se realizara´ una breve introduccio´n
a las diferentes aproximaciones existentes.
Los sistemas automa´ticos de anotacio´n son aquellos que realizan el pro-
ceso de clasificar o categorizar las palabras, frases, o expresiones de un texto,
mediante entidades o significados sema´nticos. A trave´s de estas te´cnicas se
pretende solventar el cuello de botella producido por la adquisicio´n de cono-
cimiento anotado, que suele ser realizado a mano. Si bien es cierto que estos
procesos no son completamente automa´ticos, ya que en todos los sistemas
se precisa de la supervisio´n humana en algu´n punto, proporcionan una gran
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mejora y un menor coste en los sistemas que precisan de este conocimiento.
Actualmente, se pueden distinguir dos l´ıneas en este campo, atendiendo a
los me´todos utilizados: las basadas en patrones y las basadas en aprendizaje
ma´quina. Esta distincio´n no implica la separacio´n de ambas te´cnicas, y en
muchos casos se utilizan los beneficios de ambas en lo que se denominan
te´cnicas multi-estrategia. Un esquema de esto se puede ver en la Figura 3.3.
Multi estrategia
Basados en patrones Aprendizaje Máquina








Figura 3.3: Clasificacio´n de Sistemas de Anotacio´n Sema´ntica segu´n sus
me´todos.
Los sistemas basados en patrones se suelen clasificar en patrones defini-
dos manualmente mediante reglas o en patrones generados automa´ticamente
mediante te´cnicas de Extraccio´n de Informacio´n (EI). La mayor´ıa de estos
me´todos se basan en el reconocimiento de patrones entre las entidades de
un corpus, y para ello precisan de un conjunto inicial de entidades definido
manualmente. El sistema propone nuevas entidades hasta que no encuentra
ningu´n patro´n ma´s. Las aplicaciones basadas en patrones definidos manual-
mente suelen hacer uso de sistemas como JAPE (Java Annotation Pattern
Engine (Cunningham, 1999)), sistemas de reglas, taxonomı´as o listas de
palabras con categor´ıas.
Los sistemas basados en aprendizaje ma´quina se dividen entre los que
hacen usos de sistemas de modelos estad´ısticos para predecir la localizacio´n
de las entidades en el texto, y los sistemas basados en induccio´n, determinada
normalmente por la estructura de los textos y por caracter´ısticas lingu¨´ısticas.
Otra de las principales caracter´ısticas de este tipo de sistemas es la uti-
lizacio´n de diferentes recursos sema´nticos de donde poder obtener el cono-
cimiento necesario para realizar las distintas acciones llevadas a cabo en el
proceso de anotacio´n sema´ntica. Es por esto que la mayor´ıa de los siste-
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mas hace uso de taxonomı´as, ontolo´gicas, o repositorios sema´nticos como
WordNet1 o Mikrokosmos2, e incluso muchos sistemas se valen de los
resultados propuestos por el buscador Google3 a la hora de discriminar re-
sultados. Adema´s, en muchos casos se precisan de operaciones de EI previas
para poder identificar distintos aspectos de los texto o palabras, por lo que
se suelen herramientas como GATE4.
Se han desarrollado numerosas plataformas de anotacio´n sema´ntica en
muy diversos a´mbitos, la cuales incorporan, dependiendo de la implementa-
cio´n de cada una, las distintas te´cnicas expuestas anteriormente. Por ejem-
plo, AeroDAML (2001) hace uso de un sistema de patrones, especificados
mediante reglas definidas manualmente, para la identificacio´n de relaciones
entre los sustantivos de un texto y la ontolog´ıa DAML, utilizando como re-
positorio WordNet. KIM (2004) es un sistema ma´s gene´rico de anotacio´n
basado tambie´n en patrones y en reglas definidas manualmente, valie´ndose
de una ontolog´ıa propia denominada KIMO, en la que hay almacenadas ma´s
de 80.000 entidades relacionadas con localizaciones, organizaciones, etc. Ar-
madillo (2004), por el contrario, realiza el proceso de anotacio´n utilizando
patrones generados automa´ticamente mediante te´cnicas de EI, ayuda´ndose
de los repositorios sema´nticos que desee proporcionarle el usuario, y sin la
necesidad de un corpus inicial. Ont-O-Mat (2002) tambie´n permite que el
usuario sea quien proporcione el repositorio sema´ntico, pero al contrario que
los anteriores hace uso te´cnicas de aprendizaje ma´quina mediante induccio´n
para la creacio´n de anotaciones de metadata.
Mas informacio´n sobre este campo, y las distintas aproximaciones y sis-
temas que implementan estas te´cnicas, se puede encontrar en (Kiryakov et
al., 2004; Cohen y Sarawagi, 2004; Michelson y Knoblock, 2005; Reeve y
Han, 2005).
3.3.3. El sistema Emotag
La aplicacio´n Emotag, (Francisco y Herva´s, 2007), desarrollada en la
Facultad de Informa´tica de la Universidad Complutense de Madrid, es un
sistema de anotacio´n sema´ntica de emociones a trave´s del cual se pueden
obtener las emociones inmersas en un texto mediante el uso de diferen-
tes te´cnicas de Procesamiento del Lenguaje Natural. Este sistema posee,
adema´s, la capacidad de analizar y etiquetar texto tanto en ingle´s como en
espan˜ol.
Emotag abstrae las dos teor´ıas principales sicolo´gicas sobre la clasi-







categor´ıas emocionales y la teor´ıa de las dimensiones emocionales, descritas
ambas en la seccio´n 3.3.1. De esta manera, en el sistema se puede elegir
que´ tipo de etiquetado emocional se desea realizar sobre el texto a analizar,
obteniendo en cada caso resultados basados en dichas teor´ıas. En el caso
de las categor´ıas emocionales, el programa genera como salida la emocio´n
predominante, segu´n el ana´lisis realizado del texto, de un conjunto de cate-
gor´ıas emocionales organizadas jera´rquicamente e implementada mediante
una ontolog´ıa denominada OntoEmotions, la cual abarca todas las dife-
rentes clasificaciones expuestas en esta l´ınea. Por el contrario, en el caso
de las dimensiones emocionales, el programa se basa en el esta´ndar SAM,
expuesto en la seccio´n 3.3.1, para realizar el ana´lisis, devolviendo en este
caso una tripla con los distintos valores de evaluacio´n, activacio´n y control
inmersos en el texto analizado.
Para poder discernir cual es la emocio´n predominante en un texto, en el
caso de las categor´ıas emocionales, o los valores de las tres dimensiones, en
el caso de las dimensiones emocionales, el programa se vale de un corpus de
cuentos etiquetado previamente por humanos. Este corpus es denominado
en el sistema como List of Emotional Words (LEW), y es generado mediante
la siguiente sucesio´n de pasos.
Etiquetado de los cuentos: En primer lugar, los cuentos son eti-
quetados por humanos, los cuales deben asignar a cada fragmento de
los cuentos propuesto por la aplicacio´n una categor´ıa emocional, o una
tupla de valores de evaluacio´n, activacio´n y control.
Obtencio´n de la emocio´n ma´s asignada en cada frase: En el
caso de las dimensiones emocionales, se calcula la media de cada fra-
se, mientras que en las categor´ıas emocionales se realiza el siguiente
proceso: si al menos la mitad de los evaluadores han considerado una
emocio´n predominante en el fragmento, se obtiene esa emocio´n. Si no,
se sube un nivel en los conceptos de la ontolog´ıa por cada emocio´n,
propagando las elecciones de los evaluadores. Si as´ı hay al menos la
mitad de evaluadores que han elegido una emocio´n, se selecciona la de
menor nivel. Este proceso continu´a hasta que existe alguna emocio´n
con al menos la mitad de evaluadores de acuerdo.
Insercio´n en la LEW: Una vez asignadas las etiquetas y triplas de
dimensiones, se analiza cada frase con la aplicacio´n Minipar, eliminado
todas aquellas palabras cuya categor´ıa gramatical aparezca en la lista
de parada del programa; es decir, todo menos los nombres, verbos,
adverbios o adjetivos. Una vez analizada cada palabra, se obtiene la
ra´ız de e´sta y su categor´ıa gramatical, las cuales seran insertadas en
la lista LEW junto con la categor´ıa asignada a la palabra, o la tripla
de valores de las dimensiones.
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Extension de la LEW con WordNet: Una vez realizado todo este
ana´lisis, se buscan los sino´nimos y anto´nimos de cada palabra en Word-
Net, asigna´ndoles los mismos valores que a la palabra a los primeros,
y los valores opuestos a los segundos.
Finalizado todo este proceso, la lista LEW almacenara´, en el caso de
las dimensiones emocionales, la media de la tripla de valores asignados por
los evaluadores, mientras que en el caso de las categor´ıas emocionales al-
macenara´ la probabilidad de que ese par, palabra-categor´ıa gramatical, sea
designada con esa emocio´n.
El proceso de asignacio´n de una categor´ıa emocional o una tripla de las
dimensiones SAM a un texto se realiza en base a esta lista LEW descrita
anteriormente, a trave´s de los siguientes pasos:
Ana´lisis con Minipar: Cada frase es analizada con la aplicacio´n
Minipar, obteniendo de esta manera las palabras afectadas por una
negacio´n, as´ı como la ra´ız y categor´ıa gramatical de cada una en la
oracio´n. En funcio´n de estos pares, se continu´a con el ana´lisis del texto.
Eliminacio´n de las palabras no influyentes: Si alguna de las ca-
tegor´ıas gramaticales de las palabras analizadas en la oracio´n aparecen
en la lista de parada del programa, son eliminadas del ana´lisis.
Obtencio´n de la emocio´n del par: Con todos los pares obtenidos
en el proceso anterior, se consulta su existencia en la lista LEW. En
caso afirmativo, se asigna a esa palabra las probabilidades de las dis-
tintas emociones existentes para ese par en el caso de las categor´ıas
emocionales, y los valores de evaluacio´n, activacio´n y control en el caso
de las dimensiones emocionales.
Extensio´n con la lista ANEW: En el caso de de las dimensiones
emocionales, si la palabra buscada no aparece en la lista LEW se busca
en la lista ANEW, explicada en la seccio´n 3.3.1.
Extensio´n con WordNet: Si en ambos casos el par no aparece en
la lista LEW, ni en la lista ANEW en el caso de las dimensiones, se
obtiene el hipero´nimo de la palabra mediante WordNet y se vuelve a
realizar la bu´squeda en la lista LEW, y tambie´n en la lista ANEW
en el caso de las dimensiones. As´ı, se continu´a hasta que se encuentra
el primer hipero´nimo va´lido, insertando la nueva palabra en la lista
LEW con los valores de e´ste.
Eliminacio´n del par: Si ninguno de los procesos descritos ha resul-
tado satisfactorio, la palabra se elimina del proceso de marcado.
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Una vez se han obtenidos todas las categor´ıas y las triplas de cada pa-
labra, el proceso continu´a evaluando la frase completa. En el caso de las
dimensiones emocionales, la tripla final de la frase se genera mediante la
realizacio´n de la media de todos los valores de las palabras que la compo-
nen. En el caso de las categor´ıas emocionales, todas las probabilidades de
cada emocio´n que aparezca en cada palabra son sumadas, obteniendo as´ı el
total de cada emocio´n en la frase total. A continuacio´n, se realiza un proceso
de ascensio´n en la ontolog´ıa, donde todas las probabilidades de los nodos
hijos de una emocio´n son sumadas a su valor, continuando con este proceso
hasta las emociones primarias. Para finalizar se elige la emocio´n con mayor
probabilidad y con el nivel ma´s bajo en la jerarqu´ıa.
Mediante este proceso Emotag es capaz de anotar textos con las emocio-
nes que con mayor probabilidad etiquetar´ıa un ser humano, utilizando para
ello los diferentes recursos sema´nticos y las distintas te´cnicas de Procesa-
miento del Lenguaje Natural descritas, y pudiendo obtener de esta manera




de Gestio´n de Ca´mara en
Entornos Virtuales Basado
en Emociones
Como se ha dicho anteriormente, en este trabajo se presenta un sistema
automa´tico de direccio´n de ca´maras capaz de decidir, en tiempo real, cua´l
es la mejor configuracio´n de ca´mara para una situacio´n concreta del guio´n
de la historia que se esta´ narrando, basa´ndose para ello en te´cnicas cinema-
togra´ficas. Este trabajo esta influenciado por las pocas, pero importantes,
aproximaciones que han investigado sobre gestores de ca´maras basados en
te´cnicas de cine, y que han sido presentados en la seccio´n 3.2.2, si bien es-
te trabajo se centra ma´s, en el aspecto emocional inmerso en las diferentes
te´cnicas cinematogra´ficas, y en co´mo obtener y tratar la informacio´n nece-
saria, a partir del guio´n de la historia que se esta´ representando, para su
correcto funcionamiento.
Por regla general, este tipo de sistemas basan sus decisiones en el aspecto
geome´trico y espacial de las distintas te´cnicas de cine, intentando evitar, de
esta manera, situaciones de oclusio´n con objetos de la escena, o tomas en
la que la disposicio´n geome´trica de los elementos de la escena no permite
mostrar con claridad que´ es lo que esta´ sucediendo, como conversaciones de
tres personajes en las que un actor obstruya a otro, persiguiendo, adema´s,
lograr una mejor calidad de la historia representada. Sin embargo, no suelen
tener en cuenta una de las principales caracter´ısticas de estas te´cnicas, y que
ha dotado de la gran expresividad y riqueza visual a las pel´ıculas, como es
el aspecto emotivo y drama´tico que subyace en los distintos para´metros de
las te´cnicas.
La obtencio´n de la informacio´n necesaria para poder determinar en cada
momento la mejor configuracio´n de ca´mara para una situacio´n dada, es
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otro de los principales problemas de estos sistemas. En la mayor´ıa de los
casos, esta tarea se suele abordar mediante configuraciones predeterminadas
para ciertas acciones realizadas por los elementos del entorno virtual, o es
generada a mano en un proceso previo de evaluacio´n de los acontecimientos
de la historia, asignando a cada accio´n los para´metros correspondientes.
Este problema se acrecenta ma´s au´n en las pocas aproximaciones que han
introducido en cierta medida el aspecto emotivo en la gestio´n de ca´mara.
Si hace tiempo era impensable que las computadoras pudieran reconocer
elementos de un texto, como frases o categor´ıas sinta´cticas, o determinar
las emociones inmersas en un dia´logo, actualmente se ha producido un gran
avance en este sentido, surgiendo numerosas te´cnicas y sistemas de procesa-
miento del lenguaje que permiten dar los primeros pasos en esta direccio´n.
Atendiendo a esto, en este trabajo se ha intentado adaptar un conjunto
de estos me´todos para extraer la informacio´n necesaria para determinar,
centra´ndose como se ha dicho en el aspecto emotivo, las mejores configura-
ciones de ca´mara en un entorno virtual segu´n la historia narrada.
Para ello, el sistema toma como entradas dos archivos, el texto del guio´n,
en el formato especifico descrito en la seccio´n 2.2 y categorizado mediante el
lenguaje de marcado HTML proporcionado por el programa de edicio´n de
guiones Celtx1, y la lista de los nombres de los personajes que interactu´an
en ella. Estos dos archivos son procesados y analizados generando una estruc-
tura que representa los distintos elementos de los que se compone el guio´n de
una pel´ıcula, determinando as´ı las escenas, acciones, dia´logos y pare´ntesis,
los cuales son procesados y enriquecidos con etiquetas emocionales a trave´s
de las que se obtiene la intensidad emotiva de cada elemento.
A partir de esto, la aplicacio´n crea una nueva estructura mediante la que
se representa el hilo de la historia, que viene dictada por el guio´n, y en la
que cada escena esta´ formada por un conjunto de secuencias que representan
aquellas acciones de la historia que poseen caracter´ısticas similares a la hora
de visualizarse, como por ejemplo, dia´logos, escenas de movimientos, escenas
esta´ticas, etc. Mediante esta estructura y los distintos eventos recogidos por
el sistema en la reproduccio´n virtual en 3D de la historia, la aplicacio´n
es capaz de decidir en tiempo real cua´l es la mejor forma de filmar las
acciones que esta´n sucediendo en la escena, proporcionando, en cada caso,
una configuracio´n de ca´mara formada por un conjunto de para´metros que
abstraen el conocimiento de las diferentes te´cnicas cinematogra´ficas, y que
sera´ interpretada por el gestor de ca´maras del entorno virtual implementado.
Como se puede ver en la Figura 4.1, el sistema se ha disen˜ado e imple-
mentado en dos mo´dulos principales: el mo´dulo lo´gico y el mo´dulo gra´fico.
Todos los procesos de identificacio´n de los elementos del guio´n, ana´lisis de
e´stos, sincronizacio´n del flujo de la historia y toma de decisiones, son lle-
vados a cabo en el primero de ellos, mientras que todos los procesos que
1http://www.celtx.com/
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Figura 4.1: Arquitectura del sistema
El mo´dulo lo´gico esta´ formado por dos componentes principales, el Ana-
lizador de Guiones y el Director, en los que se dividen las dos etapas princi-
pales de este mo´dulo. En una primera fase, el Analizador de Guiones realiza
un proceso de ana´lisis del texto del guio´n, como se ha dicho anteriormente,
generando a trave´s de e´l una estructura lo´gica que permite representar los
diferentes elementos que lo componen, extrayendo cierta informacio´n rele-
vante de cada uno, como por ejemplo, los actores que lo componen o el texto
del elemento. En una segunda fase, esta estructura es enriquecida mediante
un conjunto de etiquetas emocionales asignadas a cada texto de cada com-
ponente utilizando el programa Emotag, y calculando a partir de e´stas la
intensidad emocional inmersa en el texto del guio´n.
El Director es el componente que transforma esa estructura de elementos
de un guio´n en una historia real, compuesta por escenas y secuencias, y, a
partir de la cuales, junto con la informacio´n proporcionada por los eventos
del mo´dulo gra´fico, determina en tiempo real la mejor manera de filmar la
secuencia, devolviendo una configuracio´n con los para´metros necesarios para
gestionar la ca´mara virtual.
El mo´dulo gra´fico, como puede observarse en la Figura 4.1, esta compues-
to principalmente por el Sistema de Visualizacio´n de Historias en 3D, que
permite reproducir el hilo de una historia mediante la carga de los objetos y
personajes que la componen, as´ı como las diferentes acciones de cada uno de
ellos en el tiempo. El sistema de gestio´n de ca´maras en este sistema ha sido
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adaptado para responder a las peticiones del mo´dulo lo´gico, permitiendo ob-
tener toda la riqueza de las te´cnicas de cine implementadas. Adema´s, posee
un Sistema de Eventos que captura las diferentes acciones lanzadas por cada
personaje, u objeto, e informa a la parte lo´gica del comienzo y finalizacio´n
de su ejecucio´n, a partir de los cuales se produce la sincronizacio´n entre los
dos mo´dulos.
Debido a la necesidad de utilizar un motor gra´fico para la visualizacio´n
de la historia (para poder as´ı obtener toda la funcionalidad del sistema
de gestio´n de ca´maras virtuales), y a que la gran mayor´ıa de los motores
gra´ficos esta´n implementados en C++, el sistema ha sido desarrollado en
los lenguajes de programacio´n Java y C++, conectando ambos mo´dulos
mediante Java Native Interface (JNI).
Para poder probar la viabilidad del sistema, y su correcto funcionamien-
to, se ha simulado, mediante el mo´dulo gra´fico, un fragmento de la pel´ıcula
“El Sen˜or de los Anillos: El retorno del rey”, contrastando los resultados
generados con un caso real de una pel´ıcula con un amplio abanico de te´cni-
cas cinematogra´ficas en su gestio´n de ca´maras. La interpretacio´n de estos
resultados, as´ı como su discusio´n, se detallara´n en el Cap´ıtulo 5, donde se
comparara´ la simulacio´n realizada con la subjetividad humana de un director
real.
Este cap´ıtulo se divide en tres secciones donde se explicara´n los dife-
rentes mo´dulos que componen el sistema, as´ı como el funcionamiento de
e´stos. En las dos primeras secciones se describira´n en detalle los diferentes
componentes de estos mo´dulos, presentando su arquitectura y explicando
su funcionamiento. En la ultima seccio´n se mostrara´n las diferentes fases en
las que se divide el algoritmo de gestio´n de ca´mara basada en emociones, a
trave´s del cual se obtienen las diferentes configuraciones de ca´mara acordes
a la secuencia, as´ı como su visualizacio´n en la parte gra´fica del sistema.
4.1. Mo´dulo lo´gico
Como ya se ha introducido anteriormente, en este mo´dulo se llevan a cabo
todos los procesos de ana´lisis del guio´n, creacio´n de la estructura lo´gica de
e´ste, etiquetado emocional, creacio´n de la estructura lo´gica de la historia
y eleccio´n, en tiempo real, de la configuracio´n de ca´mara ma´s adecuada a
lo que esta´ sucediendo en la escena. Para ello, este mo´dulo se ha divido en
dos componentes claramente diferenciados, segu´n su tarea y su momento de
ejecucio´n, el Analizador de Guiones y el Director. A lo largo de esta seccio´n
se detallara´n las distintas partes que forman cada componente, as´ı como
sus conexiones con los distintos elementos utilizados, dando una perspectiva
general de la arquitectura de cada uno.
Se ha intentado desde un principio que este mo´dulo fuera lo ma´s gene´rico
posible, proporcionando as´ı la posibilidad de ser utilizado por cualquier com-
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ponente gra´fico que permita visualizar una historia, con una mera adapta-
cio´n de su gestor de ca´mara y la creacio´n de un sistema de eventos. Por esto,
se ha abstra´ıdo toda la informacio´n relevante a las te´cnicas cinematogra´ficas
en una estructura de datos denominada Configuracio´n de Ca´mara, en la que
se integran los para´metros ma´s importantes de e´stas, como por ejemplo, los
tipos de movimientos, la distancia a los objetos, los objetos que componen
la secuencia, etc., y que permite, con una pequen˜a adaptacio´n en cada caso,
una fa´cil interpretacio´n, desde el punto de vista geome´trico, por parte de los
gestores de ca´maras de los entornos virtuales. La adaptacio´n de esta estruc-
tura de datos, pese a parecer todo lo contrario, no supone una complicacio´n,
al proporcionar casi todos los entornos gra´ficos funcionalidades de ma´s alto
nivel en la gestio´n de ca´mara como es el tracking sobre objetos del entorno,
la posibilidad de asignar la orientacio´n de la ca´mara hacia un objeto, el
posicionamiento de e´sta en el espacio mediante un sistema de coordenadas,
etc.
De esta manera, este mo´dulo realiza la seleccio´n en tiempo real de la
mejor configuracio´n de ca´mara, relegando el aspecto geome´trico al adaptador
de ca´mara del entorno virtual, y centra´ndose, por el contrario, en aspectos de
ma´s alto nivel de las te´cnicas cinematogra´ficas como el nu´mero de personajes,
la intensidad emocional, el tipo de secuencia, etc. Para ello, realiza un de
ana´lisis de los dos ficheros de entrada, el guio´n y la lista de actores de la
historia, junto con los eventos recibidos del sistema gra´fico en tiempo real
para la correcta sincronizacio´n, produciendo en cada caso una estructura de
datos con la configuracio´n de ca´mara segu´n los diferentes para´metros de las
te´cnicas de cine.
4.1.1. Analizador de Guiones
Existen muchas formas de presentar una historia en texto escrito, desde
un cuento, una novela, una obra de teatro o un guio´n, pero quiza´, de todas
ellas, e´sta u´ltima sea la que mejor estructurada presenta la informacio´n del
hilo y los acontecimientos de la historia, y su motivacio´n radica en el he-
cho de que debe ser revisado e interpretado por un grupo muy amplio de
personas que conforman el conjunto del rodaje de una pel´ıcula. Debido a es-
to, progresivamente el guio´n ha adquirido un formato esta´ndar (ver seccio´n
2.2) que permite una fa´cil interpretacio´n, tanto de los componentes de una
escena como de las acciones de los mismos, y que ha fomentado el desarro-
llo de diferentes aplicaciones que facilitan la creacio´n y gestio´n de guiones,
permitie´ndolos exportar a formatos ma´s manejables por los ordenadores.
En este trabajo se pretende dar una primera aproximacio´n de las dife-
rentes posibilidades que proporciona este formato, a partir del cual se puede
extraer mucha informacio´n relevante para la gestio´n de las configuraciones
de ca´mara, y que permite dotar de una mayor calidad a la filmacio´n. Para
ello, se ha desarrollado en la aplicacio´n este componente, mediante el cual
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se genera una estructura lo´gica de un guio´n con los diferentes elementos que
lo componen: las escenas, las acciones, los dia´logos y los pare´ntesis. A su
vez, en este proceso de ana´lisis se extrae la informacio´n ma´s relevante para
la gestio´n de la ca´mara, como los actores que componen cada elemento, el
texto de los dia´logos, las descripciones de las acciones o la intensidad emo-
cional de cada elemento, que posteriormente sera´ utilizada en el proceso de
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Figura 4.2: Elementos de Analizador de Guiones.
Como se puede ver en la Figura 4.2, este componente esta formado por
dos elementos principales, el Parser de Guiones y el Analizador de Emocio-
nes, cuya interaccio´n con la estructura lo´gica del guio´n esta´ guiada por el
Gestor del Analizador de Guiones. Adema´s, en este componente se realiza
toda la interaccio´n con el programa Emotag, a trave´s del elemento Analiza-
dor de Emociones, a partir del cual se podra´ evaluar la intensidad emocional
inmersa en los textos de cada elemento del guio´n.
De esta manera, mediante el Gestor del Analizador de Guiones, que
guiara´ el proceso de generacio´n de la estructura lo´gica del guio´n, en este
componente se realiza todo el ana´lisis y procesamiento de la informacio´n re-
levante contenida en el guio´n. Seguidamente, se generara´ la estructura lo´gica
de la historia que permitira´ identificar lo que esta´ sucediendo en tiempo real
y seleccionar la mejor configuracio´n de ca´mara.
Para ello, el Parser de Guiones realiza un primer ana´lisis del texto
del guio´n en formato HTML, identificando sus elementos, as´ı como sus ca-
racter´ısticas relevantes, y generando la estructura lo´gica del guio´n, la cual
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sera´ utilizada por el Analizador de Emociones para analizar los textos de
cada elemento, extrayendo las emociones ba´sicas inmersas mediante Emo-
tag, y generando la intensidad emocional de cada uno. Una visio´n ma´s en
profundidad de todo este proceso se mostrara´ en las secciones 4.3.1 y 4.3.2,
donde se exponen las dos primeras etapas del algoritmo de gestio´n de ca´ma-
ras implementado en el sistema.
4.1.2. Director
Al igual que en el proceso de creacio´n de una pel´ıcula existe el papel
de director, cuya funcio´n consiste en evaluar que´ es lo que esta´ sucediendo,
co´mo debe suceder y co´mo debe filmarse para ser visualizado de la mejor
manera posible, en este sistema se ha disen˜ado el componente Director en-
cargado de centralizar todo el proceso de creacio´n de la estructura lo´gica de
la historia, la sincronizacio´n con el entorno virtual a partir de los eventos y
la seleccio´n de la mejor configuracio´n de ca´mara de acuerdo a la secuencia
que esta´ sucediendo en cada momento.
DIRECTOR
GESTOR DE CÁMARASDROOLS: SISTEMA
DE REGLAS
ESTRUCTURA LÓGICA DE LA HISTORIA
ESTRUCTURA
GUIÓN


















Figura 4.3: Elementos del Director.
Para poder realizar todas estas tareas, este componente se ha dividido
en dos elementos principales, como se puede ver en la Figura 4.3, segu´n las
diferentes acciones realizadas en el proceso. El elemento Gestor de Direccio´n
es el encargado de centralizar todas estas acciones, interactuando para ello
con el elemento Gestor de Ca´maras, las estructuras de datos del guio´n y la
historia, y con el mo´dulo gra´fico del sistema. De esta manera, este elemento
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realiza las tareas de creacio´n de la estructura lo´gica de la historia a partir de
la estructura lo´gica del guio´n creada en el Analizador de Guiones, recepcio´n
de los eventos del entorno virtual mediante la conexio´n JNI, sincronizacio´n
en tiempo real de la estructura de la historia con el entorno virtual a partir de
estos eventos, y comprobacio´n de la necesidad de actualizar la configuracio´n
de ca´mara o no.
Si esta u´ltima comprobacio´n produce un resultado verdadero, el Gestor
de Direccio´n proporciona la informacio´n de la secuencia actual al elemento
Gestor de Ca´maras, cuya funcio´n es en determinar cua´l es la mejor manera
de visualizar la escena de la historia que se esta´ narrando, generando, si
fuera necesario, una nueva configuracio´n de ca´mara en cada caso. Para ello,
se ha utilizado el sistema de gestio´n de reglas de co´digo abierto Drools2,
el cual proporciona una fa´cil interaccio´n con el lenguaje de programacio´n
Java, en el que esta´ implementado este mo´dulo, y una rapidez similar a otros
sistemas de reglas conocidos, como Jess3, al utilizar una version optimizada
del algoritmo RETE. Adema´s de estos beneficios, se ha optado por este
sistema de reglas por la facilidad de su sintaxis, el cual, incluso, permite
definir lenguajes espec´ıficos de domino (DSL), pudiendo de esta manera
generar reglas en un lenguaje similar al utilizado por los humanos, aunque
esta funcionalidad no ha sido utilizada en el sistema.
Figura 4.4: Ejemplo de la sintaxis de reglas del sistema Drools para este
sistema.
Un ejemplo de la sintaxis del sistema de reglas utilizado se puede obser-
var en la Figura 4.4, y en mayo nu´mero en el Ape´ndice A, donde se aprecian
los elementos que componen las reglas. E´stas se dividen en dos partes dife-
renciadas: por un lado, las premisas o condiciones, que son caracter´ısticas
2http://www.jboss.org/drools/
3http://herzberg.ca.sandia.gov/
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que tienen que cumplir los hechos, que en Drools son Beans de Java, para
disparar la regla; y por otro lado, las consecuencias, que son las acciones
que se desean realizar en caso de que dicha regla sea activada. Las premisas
esta´n precedidas por la palabra reservada when, mientras que las conclusio-
nes esta´n precedidas por la palabra then. Adema´s, existen diversos atributos
asociados a las reglas que permiten gestionar grupos de estas, prioridades,
etc. En este caso, se ha utilizado el atributo salience, que permite asociar un
nu´mero indicador de la relevancia y orden de evaluacio´n de la regla, puesto
que en muchas ocasiones se dara´n circunstancias que puedan cumplir varias
premisas a la vez, al ser algunas ma´s especificas que otras. En estos casos,
se dara´ prioridad a estas u´ltimas, ya que generan una mejor visualizacio´n
de lo que esta´ sucediendo, al cumplir mayor numero de condiciones.
Se ha elegido un sistema de reglas para este componente del sistema debi-
do a su facilidad de uso e interaccio´n, a la perfecta adecuacio´n del problema
con la resolucio´n de e´ste mediante reglas, y a la capacidad que proporcio-
nan este tipo de sistemas para implementar nuevas reglas con un simple
conocimiento de los elementos utilizados para su desarrollo. En el caso de
las secuencias, que son los elementos evaluados en las condiciones, y de las
configuraciones de ca´mara, que son los objetos generados por las reglas, no
es necesario tener mayor conocimiento del sistema, pudiendo de esta manera
modificar, o ampliar, las reglas con un sencillo proceso.
Todas estas acciones realizadas por el componente Director, as´ı como su
funcionalidad dentro del proceso global del sistema, se detallara´n ma´s en
profundidad en las secciones 4.3.3 y 4.3.4, donde se describen las etapas tres
y cuatro del algoritmo de gestio´n de ca´maras implementado en el sistema.
4.2. Mo´dulo gra´fico
Como se ha dicho anteriormente, el mo´dulo gra´fico esta´ formado por dos
componentes principales, el Sistema de Visualizacio´n de Historias en 3D y el
Sistema de Eventos, a trave´s de los cuales se puede reproducir una historia en
un entorno virtual en 3D, as´ı como gestionar los diferentes eventos lanzados
en la reproduccio´n y representar las distintas configuraciones de ca´mara
propuestas por el mo´dulo lo´gico. Para poder realizar todas estas tareas, y
obtener la funcionalidad necesaria para generar las distintas te´cnicas de cine
impl´ıcitas en las reglas, esta aplicacio´n se ha disen˜ado e implementado sobre
el motor gra´fico de libre distribucio´n Ogre4.
Ogre es uno de los motores gra´ficos de co´digo abierto ma´s potentes y
versa´tiles que existen actualmente. Si bien es cierto que un prototipo del
sistema con un motor comercial mejorar´ıa en rendimiento y velocidad, se
ha optado por este motor tanto por sus beneficios econo´micos como por su
potencia y facilidad de uso. Adema´s, Ogre posee una amplia comunidad de
4http://www.ogre3d.org/
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apoyo y generacio´n de extensiones para el motor, junto con gran cantidad
de documentacio´n que hace realmente fa´cil su uso y compresio´n.
Un pequen˜o esquema de los elementos ma´s importantes de este mo´dulo
y sus respectivas conexiones se muestra en la Figura 4.5. Como se puede
observar, los dos componentes principales de este mo´dulo, el Sistema de
Visualizacio´n de Historias en 3D y el Sistema de Eventos, esta´n conectados
con el mo´dulo lo´gico mediante el sistema JNI, los cuales, a su vez, esta´n
interconectados para poder determinar y gestionar los diferentes eventos que
se producen en el entorno virtual, y que sera´n relevantes en la sincronizacio´n
de la estructura de la historia del mo´dulo lo´gico con la reproduccio´n en
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Figura 4.5: Esquema Mo´dulo Gra´fico
Atendiendo a esto, se ha disen˜ado e implementado un sistema capaz de
reproducir una historia en un entorno virtual a trave´s de la carga de los
modelos en 3D de e´sta y de las distintas acciones de cada personaje en el
tiempo. Para ello, se ha establecido un conjunto de objetos, con unas ca-
racter´ısticas determinadas, dependiendo de las distintas acciones que cada
personaje, u objeto, pueda realizar, as´ı como un conjunto de acciones per-
mitidas en el sistema, y que se expondra´n en mayor detalle en las siguientes
secciones. Adema´s, se ha desarrollado un gestor de ca´maras capaz de inter-
pretar y generar las distintas configuraciones de ca´mara propuestas por el
mo´dulo lo´gico, junto con un sistema de eventos que permite informar a este
u´ltimo de lo que esta´ sucediendo en la escena en cada instante.
Esta parte del sistema se ha intentando que sea lo ma´s funcional posible,
permitiendo evaluar los diferentes beneficios e inconvenientes del trabajo en
una simulacio´n real sobre un entorno virtual adaptado para el algoritmo de
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gestio´n de ca´maras propuesto en esta memoria, relegando todos los proce-
sos de toma de decisio´n a la parte lo´gica, y asociando a e´sta un cara´cter
meramente ejecutivo desde el punto de vista de la gestio´n de ca´maras.
4.2.1. Sistema de Visualizacio´n de Historias en 3D
E´sta es, quiza´, la parte ma´s importante del mo´dulo gra´fico, ya que pro-
porciona la informacio´n necesaria para la sincronizacio´n de eventos y permite
representar las decisiones tomadas en la parte lo´gica, adema´s de visualizar
una historia configurada previamente mediante la carga de los modelos en
3D y sus acciones en el tiempo.
Como se puede ver en el esquema de la Figura 4.5, el componente esta´ for-
mado por dos elementos principales. El primero de ellos, el Mundo Virtual,
gestiona toda la interaccio´n con el motor gra´fico y recibe las peticiones de
refresco de cada iteracio´n del mo´dulo lo´gico. En cada una de estas itera-
ciones se produce un ana´lisis de todos los objetos que conforman el mundo
virtual, actualizando todos aquellos objetos o personajes que lo precisen,
as´ı como el estado de las acciones de cada uno, e informando de ello al Sis-
tema de Eventos. El Mundo Virtual tambie´n recibe las configuraciones de
ca´mara proporcionadas por el mo´dulo lo´gico, actualizando la informacio´n
del Gestor de Ca´maras del componente, que a su vez interpreta la nueva
configuracio´n de ca´mara y realiza las acciones precisas para representarla.
A lo largo de esta seccio´n se describira´ en detalle el funcionamiento del
Sistema de Visualizacio´n de Historias en 3D, exponiendo en cada caso los
aspectos ma´s importantes de su funcionamiento y disen˜o. De esta manera,
se comenzara´ explicando los diferentes tipos de datos que el sistema acepta
como entrada y la forma en que se cargan en la aplicacio´n. Se continuara´ en el
siguiente punto exponiendo los distintos tipos de elementos del componente,
segu´n su funcio´n y modo de ejecucio´n, as´ı como los distintos tipos de acciones
que puede realizar cada elemento y co´mo se deben asociar a cada objeto o
personaje. Finalmente, se describira´n las funcionalidades ma´s importantes
del Gestor de Ca´maras.
Carga de los elementos de una historia
Como cualquier otro sistema virtual en 3D dimensiones, los datos fun-
damentales del sistema son los modelos en 3D de los objetos y personajes,
que sera´n cargados en el motor gra´fico para su posterior visualizacio´n. De
esta manera, este componente necesita como entrada los modelos en 3D de
la historia que se va a representar, as´ı como sus acciones en el tiempo que
permitan representar el flujo de la historia. El motor gra´fico utilizado po-
see un formato propio de representacio´n de modelos que permite un amplio
nu´mero de posibilidades, como por ejemplo, animaciones por esqueleto o por
ve´rtices, transparencias en las texturas, coordenadas originales del entorno
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de modelado o iluminacio´n en la textura, entre otras muchas.
Para poder realizar la carga de los objetos implicados en el sistema, es
necesaria una transformacio´n previa al formato del motor gra´fico. Existen
multitud de extensiones gratuitas, y descargables desde la pa´gina del motor,
que permiten transformar los formatos de los distintos entornos de modelado
al formato de Ogre.
La carga de los diferentes objetos y personajes en la aplicacio´n, as´ı como
sus posiciones iniciales, direcciones, rotaciones o taman˜os, se realiza manual-
mente mediante co´digo. Si bien es cierto que seria interesante un sistema de
carga ma´s potente que utilizara, por ejemplo, archivos de configuracio´n en
XML, este tipo de mejoras se deja para un trabajo futuro, ya que no son
determinantes de cara a evaluar la viabilidad del sistema. Los diferentes
modelos cargados se pueden configurar con una posicio´n inicial (en el siste-
ma de coordenadas del motor), una direccio´n inicial (aquellos que pueden
realizar movimientos), una rotacio´n y una escala para el taman˜o. Si alguno
de estos para´metros no se inicializa, el componente por defecto utiliza las
variables creadas en el sistema de modelado. Esto permite que se importe
directamente un mundo virtual generado completamente en el entorno de
modelado, sin necesidad de posicionar y escalar todos los objetos, de nuevo,
en el proceso de carga.
Para facilitar y poder estructurar este proceso se ha implementado el
paquete LoadData en el que so´lo hay una clase denominada, “LoadData”,
que debe implementar el me´todo createScene(SceneManager* mSceneMgr,
EventSystem *eventSystem, SoundManager* soundMgr).
Tipos de elementos
Actualmente, los motores gra´ficos incorporan multitud de funciones que
implementan las diferentes te´cnicas de representacio´n de modelos en 3D, y
que permiten realizar todas las posibilidades que e´stos proporcionan, obte-
niendo as´ı mayor realismo y rendimiento. Para ello, se suelen clasificar los
diferentes objetos dependiendo de las opciones que pueden realizar, como por
ejemplo animaciones, rotaciones, part´ıculas, etc., y de su forma de ejecucio´n.
Para el cometido de esta aplicacio´n, se ha realizado la siguiente clasificacio´n
de acciones relevantes segu´n su similaridad de ejecucio´n en el motor, y sobre
las que se basan los diferentes tipos de objetos del componente.
Acciones de movimiento: En este grupo se clasifican todos los obje-
tos que tienen la capacidad de trasladarse o rotar en el entorno virtual.
Acciones de animacio´n: Este grupo esta formado por todos aquellos
objetos que pueden realizar animaciones, como por ejemplo, hablar,
sentarse, luchar, etc., en el entorno virtual.
Con esto, se ha creado para este componente una jerarqu´ıa de clases
que va especializando los objetos segu´n sus funcionalidades (permitiendo
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un amplio rango de opciones a la hora de adoptar la representacio´n de un
elemento(. Como se muestra en el diagrama de clases de la Figura 4.6, el
elemento principal del sistema es el objeto “GeHi3DObject”, del que here-
dan el resto, y que abstrae todas las variables necesarias para la carga y
refresco de un modelo en el entorno virtual. Esta clase posee los me´todos
abstractos de load(SceneManager* sManager) y update(SceneManager ∗
sManager, floattime, constFrameEventevt) que deben ser implementados
en todas las clases que la hereden, particularizando en cada caso segu´n sus
propiedades y funciones espec´ıficas.
GeHi3DObject
GeHi3DMovableObject GeHi3DStaticObject
GeHi3DAnimatedMO GeHi3DInanimateMO GeHi3DAnimatedStO GeHi3DInanimateStO
Figura 4.6: Jerarqu´ıa de clases de los diferentes objetos de la aplicacio´n
Como se puede ver en la Figura 4.6, se ha optado por una estructura
jera´rquica que implementa las distintas opciones de elementos segu´n la clasi-
ficacio´n expuesta anteriormente y evitando la herencia multiple, que aunque
permitida en C++, puede llevar a ciclos en la herencia y suele ser propensa
a errores. As´ı, los distintos tipos de objetos posibles en la aplicacio´n son:
Objetos movibles: En este grupo se engloban todos aquellos objetos
o personajes que pueden realizar accio´n de movimiento o rotacio´n.
La clase “GeHi3DMovableObject” abstrae este comportamiento y es
extendida por las dos clases siguientes.
• Objetos movibles animados: Estos objetos tienen la funcio-
nalidad de poder realizar acciones de movimiento y animacio´n,
independientemente o a la vez. Este comportamiento ha sido im-
plementado en la clase “GeHi3DAnimatedMO”.
• Objetos movibles inanimados: Estos objetos so´lo implemen-
tan la funcionalidad de movimiento, no pudiendo tener acciones
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que impliquen animaciones. Este comportamiento ha sido imple-
mentado en la clase “GeHi3DInanimateMO”.
Objetos esta´ticos: En este grupo se encuentran todos los objetos
esta´ticos; es decir, que no pueden realizar ninguna accio´n de movi-
miento como transaccio´n o rotacio´n. La clase “GeHi3DStaticObject”
abstrae este comportamiento y es extendida por las dos clases siguien-
tes.
• Objetos esta´ticos animados: Este tipo de objetos so´lo permite
aquellas acciones que impliquen animaciones, sin ningu´n tipo de
movimiento. Este comportamiento ha sido implementado en la
clase “GeHi3DAnimatedStO”.
• Objetos esta´ticos inanimados: Aunque parece contradictorio
tener un objeto que no posea ninguna funcionalidad, estos objetos
son necesarios en este tipo de entornos y permiten hacer una dis-
tincio´n para acelerar el proceso de refresco al poder descartarlos
automa´ticamente. Este comportamiento ha sido implementado en
la clase “GeHi3DInanimateStO”.
Este tipo de clasificaciones jera´rquicas tienen la ventaja de automatizar
la discriminacio´n de objetos a la hora de refrescar el mundo virtual, lo que se
traduce en una mejora del rendimiento y la rapidez del sistema. Es por ello
que se ha optado por esta estructura de clases para determinar los diferentes
tipos de objetos en este componente.
Tipos de acciones
Hasta aqu´ı se ha expuesto un sistema que simplemente es capaz de cargar
y visualizar elementos en un entorno virtual. Sin embargo, el propo´sito de
este componente consiste en poder representar una historia dina´mica a lo
largo del tiempo. Para lograrlo se han disen˜ado un conjunto de acciones,
que pueden realizar los diferentes objetos de la aplicacio´n segu´n su tipo, que
van asociadas a los objetos o personajes y cuya ejecucio´n esta´ sincronizada
con la historia mediante el tiempo. Estas acciones se pueden asociar a los
objetos permitiendo programar las diferentes situaciones de una historia, y
proporcionando el dinamismo buscado. Para ello, es necesario evaluar en
cada iteracio´n de refresco del mo´dulo gra´fico, aquellos objetos que posean
esta funcionalidad, y comprobar si se debe comenzar la ejecucio´n de alguna
accio´n o no.
Atendiendo a la clasificacio´n expuesta en la seccio´n anterior, se han crea-
do un conjunto de acciones que permiten dotar de esa funcionalidad a los
distintos tipos de objetos permitidos en la aplicacio´n. Las diferentes acciones
implementadas en el sistema son:
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Accio´n de traslacio´n: Asignando a la accio´n un vector con la nue-
va posicio´n del objeto, o personaje, el sistema desplazara´, con una
velocidad predeterminada, el objeto a lo largo de una l´ınea recta.
Accio´n de rotacio´n: En este caso, el vector asignado a esta accio´n se
utiliza para calcular el a´ngulo entre el vector de direccio´n del objeto,
o personaje, y el nuevo punto, girando e´ste dicho a´ngulo.
Accio´n de animacio´n: En este caso, los para´metros necesarios son el
nombre de la animacio´n en el modelo y un booleano indicando si e´sta
se ejecutara´ en un bucle o no, produciendo en el instante de tiempo
indicado la ejecucio´n de dicha animacio´n.
Action
TraslateAction AnimateActionRotateAction
Figura 4.7: Jerarqu´ıa de clases de las diferentes acciones de la aplicacio´n
En la Figura 4.7 se puede ver la jerarqu´ıa de clases del sistema de ac-
ciones, en la que el objeto principal es la clase “Action”, que incluye los
atributos necesarios para la gestio´n de las acciones, as´ı como las funciones
abstractas que debera´n implementar las clases que hereden de ella. Las clases
“AnimationAction”, “TranslateAction” y “RotationAction”, que heredan de
la clase “Action”, implementan los me´todos necesarios para gestionar las ac-
ciones de la clasificacio´n anterior, especializando en cada caso sus atributos
dependiendo de su funcionalidad.
El conjunto de acciones que cada elemento realiza se almacena en una
tabla hash en el propio objeto, en la que la clave utilizada es el tiempo y el
objeto, la accio´n a ejecutar. As´ı, en cada iteracio´n se consultara´, en aquellos
objetos que puedan realizar acciones, la tabla hash comprobando si es preciso
o no realizar alguna accio´n. El proceso de carga de las acciones se realiza
de la misma manera que en los objetos, en la clase “LoadData” del paquete
del mismo nombre, mediante el me´todo setActions(map < int, vector <
Action∗ > ∗ > acts) de los objetos del sistema.
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Gestor de Ca´maras
Para poder evaluar correctamente la viabilidad del sistema, el Gestor de
Ca´maras del Sistema de Visualizacio´n de Historias en 3D debe ser capaz
de responder a las peticiones de configuraciones de ca´mara propuestas por
el mo´dulo lo´gico. Por ello, en cada iteracio´n el Gestor de Ca´maras debe
comprobar si hay o no una nueva configuracio´n de ca´mara, interpreta´ndola
y ejecuta´ndola, en caso afirmativo, de acuerdo a los para´metros de las re-
glas cinematogra´ficas establecidas en la configuracio´n, y actualizando la ya
existente en caso de no encontrar una nueva.
Debido a esto y a que la comunicacio´n en este sentido, al igual que
en sentido contrario como se mostrara´ ma´s adelante, se realiza mediante
el lenguaje de marcado XML, en este componente se ha implementado un
pequen˜o y sencillo parser de la estructura de datos de las configuraciones
de ca´mara, capaz de identificar los diferentes elementos contenidos en e´sta
para su posterior ejecucio´n.
A su vez, se ha adaptado, con las diferentes funciones proporcionadas por
el motor gra´fico utilizado y junto con diversas operaciones de geometr´ıa im-
plementadas para este componente, el sistema de gestio´n de ca´maras virtua-
les para que pueda realizar las diferentes acciones espec´ıficas de las te´cnicas
cinematogra´ficas que esta´n recogidas en los elementos de las configuraciones
de ca´mara del mo´dulo lo´gico, como por ejemplo, los movimientos de Pan
o Zoom, la elevacio´n de la ca´mara respecto del eje vertical segu´n el a´ngulo
indicado, el posicionamiento de la ca´mara a la distancia del tipo de plano
deseado, etc. Todas esta acciones son interpretadas en cada caso para los
diferentes actores involucrados en la secuencia, y que vienen determinados
en la configuracio´n de ca´mara proporcionada. Por ello, el Gestor de Ca´ma-
ras debe actualizar en cada iteracio´n la posicio´n y rotacio´n de la ca´mara de
acuerdo a la configuracio´n establecida y a los diferentes personajes involu-
crados en ella, manteniendo las restricciones impuestas.
Una visio´n ma´s en profundidad de las diferentes acciones y procesos rea-
lizados por este componente del mo´dulo gra´fico se mostrara´ en la seccio´n
4.3.5, donde se expondra´n las diferentes te´cnicas utilizadas para la gestio´n
de la ca´mara del entorno virtual, segu´n los para´metros de las posibles con-
figuraciones de ca´mara.
4.2.2. Sistema de Eventos
Como ya se ha expuesto, para poder sincronizar en tiempo real la estruc-
tura de la historia con el entorno virtual es necesario un sistema de eventos
que identifique e interprete las diferentes acciones realizadas por lo perso-
najes, informando de ello al mo´dulo lo´gico, para que e´ste pueda determinar
exactamente que´ es lo que esta´ sucediendo en la historia y seleccionar la
configuracio´n de ca´mara ma´s acorde a ello.
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Para ello, se ha desarrollado este componente del mo´dulo gra´fico, el cual
analiza en cada iteracio´n el estado de las acciones de los personajes del Siste-
ma de Visualizacio´n de Historias en 3D, a trave´s de un simple mapeo entre
e´stas y los diferentes eventos disen˜ados, identificando y almacenando, para
su posterior envio´ al mo´dulo lo´gico a trave´s de la conexio´n JNI, los distintos
eventos lanzados en cada instante. Adema´s del tipo de evento producido,
para una correcta sincronizacio´n es necesario identificar el personaje que lo
ha producido, por lo que los eventos se componen de dos elementos: el tipo
de evento y el actor que lo ha producido, cuyo reconocimiento es sencillo,
ya que es su objeto el que lo ha producido, obtenie´ndose de esta manera el
nombre del personaje u objeto.
Para este trabajo se han especificado tres tipos de eventos, de acuerdo
con la informacio´n necesaria para la sincronizacio´n e identificacio´n de lo que
esta´ sucediendo en cada instante por parte del mo´dulo lo´gico en la estructura
de la historia.
Eventos de inicializacio´n y finalizacio´n de dia´logo: Este tipo de
eventos, como su propio nombre indica, permiten identificar cua´ndo
un actor ha comenzado o finalizado un dia´logo, entendiendo en este
caso el dia´logo como el mono´logo del actor o personaje. Para poder
identificar este tipo de eventos, el sistema realiza un mapeo de las
distintas animaciones lanzadas, identificando aquellas cuyos nombres
este´n asociados a acciones de habla.
Eventos de inicializacio´n y finalizacio´n de movimiento: Estos
eventos permiten especializar las diferentes secuencias generadas en
el mo´dulo lo´gico en situaciones con movimiento o esta´ticas. La iden-
tificacio´n de este tipo de eventos es aun ma´s sencilla que en el caso
anterior, gracias al sistema de acciones desarrollado en este mo´dulo, ya
que se puede reconocer fa´cilmente cua´ndo un personaje va a comenzar
o finalizar una accio´n de traslacio´n o rotacio´n en el proceso de refresco.
Eventos de cambio de localizacio´n: Los eventos de cambio de lo-
calizacio´n permiten al mo´dulo lo´gico la identificacio´n de los personajes
que entran y salen de la escena, logrando sincronizar la estructura de
la historia. Por ejemplo, si un personaje entra en la escena, se pro-
ducira´ un cambio de localizacio´n de e´ste, lo que hara´ que el mo´dulo
lo´gico identifique si el actor esta´ en la secuencia o no. Si no estuvie-
ra, se deber´ıa producir un cambio a la siguiente secuencia, la cual
representara´ la entrada de este actor en la escena. Todo este proce-
so sera´ explicado con mayor detalle en la seccio´n 4.3.4. Este tipo de
eventos son generados cuando un objeto del entorno con posibilidad
de movimiento identifica que el plano sobre el que esta´ es diferente al
que se encontraba en el refresco anterior. Esto es reconocido debido a
que los personajes en movimiento lanzan en cada iteracio´n un rayo en
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direccio´n al suelo, comprobando en cada caso el nombre del plano con
el que colisiona el rayo lanzado.
Como ya se ha mencionado la comunicacio´n de estos eventos producidos
en el entorno virtual por parte del mo´dulo gra´fico al mo´dulo lo´gico se realiza
mediante el lenguaje de marcado XML y a trave´s de la conexio´n JNI. Una
explicacio´n ma´s detallada de esta eleccio´n, as´ı como del papel global de este
componente en el algoritmo de gestio´n de ca´maras se expondra´ en la seccio´n
4.3.4.
4.3. Algoritmo de gestio´n de ca´maras basado en
emociones
Hasta este punto se han descrito, a lo largo del cap´ıtulo, los diferentes
componentes del sistema, as´ı como su funcio´n dentro de la aplicacio´n, presen-
tando en detalle co´mo se han implementado y las decisiones que han llevado
a su eleccio´n. En esta seccio´n se va a presentar el algoritmo, y las distintas
fases de e´ste, mediante el cual la aplicacio´n es capaz de generar la configu-
racio´n de ca´mara ma´s adecuada para la accio´n que se esta´ desarrollando en
la historia.
Para poder realizar este proceso, la aplicacio´n debe ser capaz de discer-
nir en cada momento que´ es lo que esta´ sucediendo en la historia, y cua´les
son las caracter´ısticas de ese acontecimiento, como por ejemplo, los actores
implicados o la carga emocional. Para ello, el sistema se vale de una estruc-
tura lo´gica que representa una historia en orden cronolo´gico, formada por las
distintas escenas que la componen, las cuales a su vez, agrupan un conjun-
to de secuencias, ordenadas tambie´n cronolo´gicamente, que encapsulan los
para´metros necesarios para determinar la configuracio´n de ca´mara correcta.
De esta manera, las secuencias han sido definidas en este sistema como
la unidad principal, y a partir de ellas se pueden seleccionar las distintas
configuraciones de ca´maras en la aplicacio´n. Atendiendo a esto, y a la clasi-
ficacio´n propuesta por Arijon en (Arijon, 1991 (originally published 1976)),
en este sistema se han establecido dos tipos de secuencias ba´sicas: secuen-
cias de accio´n y secuencias de dia´logo, que, a su vez, se pueden especializar
en: acciones con movimiento, acciones esta´ticas, dia´logo con movimiento y
dia´logo esta´tico. Las primeras encapsulan todas aquellas acciones realiza-
das en la historia que no conllevan un dia´logo entre los personajes y que
se visualizan con un conjunto de te´cnicas determinadas, diferenciando entre
las te´cnicas para movimiento o esta´ticas. Por el contrario, las segundas re-
presentan exactamente lo inverso, acciones en las que interviene un dia´logo
entre dos o ma´s actores, distinguiendo al igual que en las acciones, entre las
te´cnicas para dia´logos esta´ticos y en movimiento.
Para poder clasificar cada una de las acciones de la historia en los dos
4.3 Algoritmo de gestio´n de ca´maras basado en emociones 73
tipos de secuencias anteriores, el algoritmo realiza en la primera fase un
ana´lisis del guio´n de la historia, determinando para cada escena los distintos
elementos que la componen, como los dia´logos, acciones, etc., as´ı como sus
propiedades, el texto descriptivo de las acciones, los actores implicados o
los mono´logos de cada actor en los dia´logos. Cada uno de estos elementos
es analizado en una segunda fase, en la que cada uno es etiquetado con
un conjunto de emociones ba´sicas, a partir de las cuales se determinara´ la
intensidad emocional. Estas dos primeras fases del sistema son realizadas en
el componente Analizador de Guiones del mo´dulo lo´gico.
Con esta estructura de datos representativa del guio´n, con las distintas
escenas que componen la historia, los elementos de cada una, y las propieda-
des de e´stos, se genera la estructura lo´gica de la historia antes mencionada,
que guiara´ en tiempo real al Director para determinar la configuracio´n de
ca´mara ma´s apropiada a la secuencia que se esta´ desarrollando. Para ello, la
aplicacio´n genera una secuencia de accio´n para cada elemento de accio´n en-
contrado en el guio´n, as´ı como una secuencia de dia´logo para cada conjunto
de mono´logos de actores analizados en el guio´n, agrupando e´stas segu´n el
orden temporal del guio´n en las escenas identificadas.
A su vez, el Director se vale de un conjunto de eventos, proporciona-
dos por el mo´dulo gra´fico, que indicara´n el comienzo o finalizacio´n de los
movimientos o dia´logos de los personajes, y que permitira´n sincronizar la
historia generada en tiempo real, as´ı como especializar las secuencias en ac-
ciones esta´ticas o con movimiento, o dia´logos esta´ticos o con movimiento.
Adema´s, se ha incluido otro tipo de evento que permite identificar cua´ndo
un actor entra o sale de la escena actual, pudiendo de esta manera sincroni-
zar escenas en las que los actores salgan de una localizacio´n para entrar en
otra en la que continu´a el flujo de la historia con ellos mismos.
Una vez que el Director ha determinado la mejor configuracio´n de ca´mara
a partir de la informacio´n proporcionada por la estructura de la historia y los
eventos del mo´dulo gra´fico, se realiza el proceso de interpretacio´n y ejecucio´n
de dicha configuracio´n en el entorno virtual por parte del Gestor de Ca´maras
del mo´dulo gra´fico, el cual, como se ha dicho, ha sido adaptado para poder
representar visualmente dichas configuraciones.
Una visio´n global de este proceso se puede ver en el Algoritmo 1, donde se
muestran las distintas etapas que se realizan en la aplicacio´n, y que han sido
brevemente expuestas, dando una perspectiva general del proceso que realiza
el sistema para controlar la gestio´n de las ca´maras en tiempo real. A lo largo
de las siguientes secciones se describira´ en detalle cada fase, explicando los
puntos ma´s caracter´ısticos de cada una, as´ı como su funcio´n en el proceso
global.
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Algoritmo 1 Algoritmo de Gestio´n de Ca´maras Basado en Emociones
1: EDG ← Ana´lisis del guio´n en HTML y creacio´n de la Estructura de
Datos del Guio´n (EDG)
2: EDG← Ca´lculo y asignacio´n de la intensidad emocional a las acciones,
dia´logos y texto de los actores en la estructura EDG
3: EDH ← Generacio´n de la Estructura de Datos de una Historia (EDH)
en escenas y secuencias a partir de EDG
4: ModuloGrafico← Inicializacio´n del mo´dulo gra´fico
5: FinHistoria← false
6: ConfCamInicial ← Ca´lculo de la configuracio´n de ca´mara inicial a
partir de la primera secuencia en EDH
7: ModuloGrafico ← Env´ıo de la configuracio´n de ca´mara
ConfCamInicial para su interpretacio´n y representacio´n en el
entorno virtual
8: while FinHistoria 6= true do
9: Eventos← Recepcio´n de eventos
10: if Hay algu´n evento then
11: CambioSecuencia← Comprobar si hay un cambio de secuencia en
EDH
12: ActualizarSecuencia ← Comprobar si hay que actualizar la se-
cuencia en EDH
13: end if
14: if ActualizarSecuencia o CambioSecuencia o la configuracio´n de
ca´mara ha agotado su tiempo then
15: FinHistoria← Comprobar fin de la historia en EDH
16: if FinHistoria 6= true then
17: NuevaConfCam ← Ca´lculo de la nueva configuracio´n con los
Eventos y la secuencia actual en EDH
18: ModuloGrafico ← Env´ıo de la nueva configuracio´n de ca´mara
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4.3.1. Fase I: Ana´lisis del guio´n
Este sistema se basa principalmente en la estructura espec´ıfica de los
guiones, y en su ana´lisis, para determinar los diferentes tipos de secuencias
que han sido definidas en la aplicacio´n, y extraer la informacio´n necesaria
para seleccionar adecuadamente la configuracio´n de ca´mara ma´s apropiada.
Para ello, como se ha dicho, el sistema debe reconocer los diferentes elemen-
tos que componen un guio´n, as´ı como la localizacio´n en el texto de e´stos, a
partir de los cuales se creara´ una estructura de datos interna, que se ira´ en-
riqueciendo a lo largo del proceso de ana´lisis con los diferentes para´metros
analizados.
Figura 4.8: Formato HMLT exportado por la aplicacio´n Celtx.
Para ello, la aplicacio´n toma como entrada dos ficheros. Por un lado, el
fichero con el texto del guio´n segu´n el esta´ndar (ver seccio´n 2.2 del capitulo
2); y por otro, un fichero con la lista de los diferentes actores. El primero de
estos ficheros esta´ estructurado en el lenguaje de marcado HTML, a trave´s
del cual se puede identificar fa´cilmente los distintos elementos que componen
el guio´n, as´ı como su localizacio´n en el texto, utilizando un sistema ba´sico
de ana´lisis con cualquier librer´ıa en Java para procesamiento de lenguajes
de marcado, y permitiendo extraer la informacio´n necesaria de una forma
sencilla. Un ejemplo de estos ficheros se puede ver en la Figura 4.8, don-
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de se aprecian fa´cilmente los distintos elementos que componen un guio´n.
Este formato de fichero es producido por el programa de edicio´n de guio-
nes de co´digo abierto Celtx5, disen˜ado espec´ıficamente para la realizacio´n
y gestio´n de guiones, facilitando enormemente la creacio´n de e´stos segu´n el
formato esta´ndar. Este sistema ofrece tambie´n la posibilidad de exportarlos
al formato HTML utilizado en este sistema, as´ı como su importacio´n desde
texto plano.
El segundo de los ficheros, la lista con los diferentes actores que com-
ponen la historia, es utilizada para identificar en cada elemento cua´les son
los personajes que intervienen en la secuencia. Se han evaluado distintos
me´todos para el reconocimiento automa´tico de los nombres de los perso-
najes, pero debido a su gran variedad, y a que en muchas ocasiones son
inventados, los resultados obtenidos no fueron satisfactorios.
Con estas dos entradas, el componente Parser de Guiones, del mo´dulo
lo´gico del sistema, crea una estructura de datos representativa del guio´n
(EDG), organizando en orden cronolo´gico, las escenas, junto con el texto de
la localizacio´n de e´stas, as´ı como sus distintos elementos, acciones y dia´logos,
identificando en ambos casos los actores que lo componen, el texto descrip-
tivo en los primeros y los mono´logos de los actores en los segundos. Los
pare´ntesis, otro de los elementos de los guiones, y que representan pequen˜as
anotaciones utilizadas para describir la forma, principalmente emotiva, en
que los actores interpretan los mono´logos, son utilizadas en este sistema pa-
ra enriquecer el proceso de reconocimiento de emociones de los textos de los
dia´logos de cada actor, por lo que son an˜adidos a los mono´logos de e´stos en
el proceso de ana´lisis del guio´n.
Un ejemplo de esta estructura de datos en formato XML se puede ver en
la Figura 4.9, donde se muestran los distintos elementos del guio´n analiza-
do, as´ı como la jerarqu´ıa y representacio´n de los mismos y sus atributos. De
esta manera, esta primera etapa permite identificar la informacio´n necesaria
dentro del guio´n de la historia, para, junto con los posteriores ana´lisis, po-
der identificar correctamente cada tipo de secuencia en la historia y poder
generar as´ı la estructura de la historia que permita gestionar el sistema de
ca´maras del entorno virtual.
5http://www.celtx.com/
4.3 Algoritmo de gestio´n de ca´maras basado en emociones 77
Figura 4.9: Estructura de datos del guio´n en formato XML.
4.3.2. Fase II: Ca´lculo de la intensidad emocional
Una vez generada la estructura de datos del guio´n (EDG) en la primera
fase del algoritmo, se continu´a el proceso de ana´lisis, en esta segunda etapa,
con el etiquetado de emociones de los textos que componen cada elemento,
a trave´s del cual se podra´ determinar la intensidad emocional. Este segundo
paso del algoritmo se vale de la informacio´n extra´ıda en la fase anterior,
an˜adiendo la informacio´n adicional de la intensidad emocional a cada ele-
mento de la estructura.
Como ya se ha dicho, la intensidad emocional inmersa en la secuencia
que se esta´ filmando es una de las caracter´ısticas principales de las te´cnicas
cinematogra´ficas, pudiendo determinar a partir de ella con mucha mayor
precision la mejor configuracio´n de ca´mara. Para ello, en este trabajo se
plantea el uso de la aplicacio´n Emotag (Francisco y Herva´s, 2007), imple-
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mentada en la Universidad Complutense de Madrid, y descrita en mayor
detalle en la seccio´n 3.3.3, que permite etiquetar automa´ticamente un tex-
to con un conjunto de emociones ba´sicas, a trave´s de las cuales se pueden
determinar, en mayor o menor medida dependiendo del caso, las emociones
inmersas en un texto.
Ma´s concretamente, Emotag permite calcular la probabilidad de cada
emocio´n, de entre un conjunto de emociones ba´sicas, con la que ser´ıa etique-
tado un texto, utilizando para ello aprendizaje automa´tico sobre un corpus
de cuentos etiquetado por humanos y diferentes te´cnicas de Procesamiento
de Lenguaje Natural. El proceso de ana´lisis de Emotag comienza por el
reconocimiento de cada palabra del texto, determinando su categor´ıa gra-
matical y su lexema, y eliminando del ana´lisis todas aquellas palabras que
aparecen en la lista de parada del programa; es decir, aquellas que no son
nombres, verbos, adverbios o adjetivos. Con estos pares, la aplicacio´n consul-
ta la lista LEW aprendida (List of Emotional Words), la cual almacena las
probabilidades de cada emocio´n para cada par, recuperando las probabilida-
des de las emociones almacenadas para ese par si e´ste existe en la lista. Si no
aparece el par en la lista LEW, se procede a la consulta de los hipero´nimos
de la palabra en WordNet, comprobando para cada uno su ocurrencia de
nuevo en la lista LEW, y recuperando sus datos en caso de existencia. Las
probabilidades de cada emocio´n no ba´sica en cada palabra son sumadas,
segu´n la jerarqu´ıa impuesta por la ontolog´ıa del programa OntoEmotions,
obteniendo as´ı la probabilidad final de cada emocio´n ba´sica para todo el
texto.
Tras este ana´lisis, Emotag proporciona como salida la emocio´n con ma-
yor probabilidad de ser asignada al texto. En el caso de este sistema, se ha
transformado esa salida para poder obtener las probabilidades de todas las
emociones ba´sicas, evitando as´ı la perdida de informacio´n en el calculo de
la intensidad emocional.
Todo este proceso, as´ı como la interaccio´n con el programa Emotag, es
realizado por el componente Analizador de Emociones del mo´dulo lo´gico del
sistema. Para ello, recibe como entrada la estructura de datos generada en el
paso anterior, analizando para cada accio´n el texto descriptivo, y para cada
dia´logo, los mono´logos de los actores, y asignando a cada uno la intensidad
calculada.
Cada conjunto de probabilidades de las emociones ba´sicas de cada ele-
mento devuelto por Emotag es normalizado en el intervalo {0, 1}, restrin-
giendo as´ı e´stos a porcentajes entre 0 y 100. Este conjunto de emociones
ba´sicas, basado en diferentes teor´ıas sicolo´gicas expuestas en la seccio´n 3.3.1,
se puede ver en la Figura 4.10, donde a cada una de las emociones le ha sido
asignado un peso en el rango {−1, 1}, dependiendo de la carga emocional
inmersa en cada una. Como se expuso en la seccio´n 3.3.1, existen muchas
teor´ıas sicolo´gicas sobre las emociones humanas, pero desde el punto de vista
de la intensidad, lo que s´ı parece ampliamente aceptado es que las emocio-
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Figura 4.10: Emociones ba´sicas manejadas por Emotag.
nes poseen una carga positiva o negativa, mayor o menor dependiendo de la
emocio´n. Un ejemplo de esto se puede ver en el modelo de Watson y Tellegen
(1985) expuesto en esa misma seccio´n, donde se realiza una divisio´n circular
de dos dimensiones sobre la afectividad positiva y negativa de las emociones,
y donde, adema´s, cada una posee una intensidad alta o baja. Apoya´ndose
en esta teor´ıa, y en su clasificacio´n de las distintas emociones segu´n la in-
tensidad afectiva positiva y negativa, se ha realizado esta asignacio´n inicial
de pesos de las distintas categor´ıas emocionales devueltas por Emotag.
Atendiendo a esto, una carga emocional positiva , representativa de sen-
timientos afectivos o de felicidad, es definida en el sistema con valores en
el rango {0, 1}, donde 0 representa una carga neutral y 1 es la ma´xima
intensidad positiva. Por el contrario, una intensidad emocional negativa, re-
presentativa de emociones como el miedo o la tristeza, es definida con valores
en el rango {−1, 0}, donde 0 representa una carga neutral, como ya se ha
dicho, y -1 indica la ma´xima carga negativa definida en el sistema.
A partir de este conjunto de pesos asignados a cada emocio´n, se puede
deducir la intensidad emocional inmersa en un texto mediante la ecuacio´n
4.1 propuesta, donde la intensidad emocional de cada elemento es calculada
como la suma de todas las probabilidades del conjunto ba´sico de emocio-
nes, ponderada cada una por el peso asignado. En este proceso, la emocio´n
neutral ha sido designada con un peso cero, ya que se ha considerado pre-
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ferible que todo texto tenga asociada una intensidad diferente a neutral, y
tambie´n debido a que e´sta puede darse en el sistema como la ausencia de
probabilidades en el resto de emociones. El valor devuelto por la ecuacio´n es
normalizado de nuevo entre los valores {−1, 1}, obteniendo de esta manera
un nu´mero en cada elemento que designara´ la carga emocional inmersa en





EmoBi ∗ Pi (4.1)
En resumen, el proceso del calculo de la intensidad emocional para cada
elemento se puede dividir en los siguientes pasos:
1. Ana´lisis del texto, ya sea la descripcio´n de las acciones o el mono´logo
del actor en los dia´logos, por el programa Emotag, identificando las
emociones ba´sicas y sus probabilidades de ser asignadas a ese texto.
2. Normalizacio´n de las probabilidades de todas las emociones ba´sicas
devueltas por Emotag para ese elemento.
3. Aplicacio´n de la formula 4.1 para el calculo de la intensidad emocional
de cada elemento mediante los pesos establecidos en el sistema para
cada emocio´n ba´sica.
4. Normalizacio´n del resultado de la intensidad calculada entre los valores
{−1, 1} .
5. Asignacio´n a la estructura de datos del guio´n de la intensidad de cada
elemento. En el caso de los dia´logos, cada mono´logo es etiquetado con
una intensidad emocional, a partir de las cuales se genera la intensidad
del dia´logo global, mediante la suma de las intensidades de e´stos y su
posterior normalizacio´n.
De esta manera, la estructura creada en el primer paso del algoritmo es
enriquecida con la informacio´n emocional generada por el sistema, haciendo
uso para ello del ana´lisis realizado por el programa Emotag, y obteniendo
as´ı la informacio´n suficiente para poder determinar en tiempo real la confi-
guracio´n de ca´mara ma´s adecuada. Como se puede ver en la Figura 4.11, a
cada accio´n de la estructura previa se le ha asignado la intensidad emocional
calculada en esta segunda fase, as´ı como a los mono´logos de cada actor, y a
los dia´logos que engloban a e´stos.
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Figura 4.11: Estructura de datos del guio´n enriquecida con la intensidad
emocional.
4.3.3. Fase III: Creacio´n de la historia virtual
Una vez completados los procesos de extraccio´n y ana´lisis de la informa-
cio´n relevante de la historia que se va a visualizar, se realiza el proceso, en
esta tercera etapa del algoritmo, de creacio´n de la estructura de datos de
la historia (EDH) que guiara´ al Director, junto con los eventos producidos
en el mundo virtual, a trave´s de la historia para poder determinar la mejor
configuracio´n de ca´mara acorde a lo que esta´ sucediendo en tiempo real.
Para ello, como se ha dicho, las diferentes acciones de la historia son
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clasificadas en los dos tipos de secuencias existentes en la aplicacio´n, segu´n
sean de dia´logo o de accio´n. Esto es fa´cilmente identificable en la estructura
generada en los pasos previos del algoritmo, donde cada elemento del guio´n
ha sido identificado y estructurado en un orden cronolo´gico, junto con los
datos ma´s importantes para el correcto tratamiento de la gestio´n de ca´mara.
Para poder realizar esta tarea, el Director, se vale de un simple mapeo
entre los distintos elementos de la estructura del guio´n (EDG) y las secuen-
cias que componen una historia, generando una nueva estructura formada
por las escenas existentes en el guio´n, ordenadas cronolo´gicamente, cada una
compuesta por las distintas secuencias, ordenadas tambie´n cronolo´gicamen-
te, resultantes del mapeo de los distintos elementos. De esta manera, cada
elemento de accio´n de la estructura del guio´n se traduce a una secuencia de
accio´n dentro de la estructura de la historia. De la misma manera, cada ele-
mento de dia´logo en la estructura del guio´n es traducido como una secuencia
de dia´logo, donde cada mono´logo de cada actor es almacenado como un par
formado por nombre del actor y la intensidad emocional de su dia´logo, para
identificar dentro de la secuencia quie´n esta´ hablando y su carga emocional.
Figura 4.12: Estructura de datos de la historia en formato XML.
Como se puede ver en la Figura 4.12 de la estructura de la historia en
formato XML, cada elemento del guio´n ha sido traducido a una secuencia,
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junto con los datos analizados relevantes para la eleccio´n de las posiciones
y movimientos de ca´mara dentro de e´sta. Adema´s, las secuencias precisan
de otro tipo de informacio´n importante para su correcta gestio´n, como es
la presencia o no de movimiento por parte de los actores. Para ello, cada
secuencia posee el atributo motion que permite identificar en tiempo real
esta caracter´ıstica, el cual es actualizado con los eventos proporcionados por
el mo´dulo gra´fico, especializando as´ı las secuencias, tanto de dia´logo como
de accio´n, en esta´ticas o con movimiento, puesto que las diferentes te´cnicas
cinematogra´ficas difieren segu´n este para´metro. Para una mejor gestio´n de
estas te´cnicas especificas de movimiento, la secuencia posee otro para´metro,
actorsInMotion, que permite identificar que´ actores son los causantes del
movimiento, y que es actualizado mediante los eventos de inicio de movi-
miento y finalizacio´n del movimiento de cada actor.
4.3.4. Fase IV: Eleccio´n de la configuracio´n de ca´mara
Esta´ etapa es, quiza´s, la ma´s importante de todas, puesto que en ella se
realiza el proceso de seleccio´n de la mejor configuracio´n de ca´mara en tiempo
real a partir de toda la informacio´n recopilada en las fases anteriores, y de
eventos recogidos en el entorno virtual, los cuales permiten especializar las
diferentes secuencias, y sincronizar el flujo de la historia segu´n la estructura.
Para ello, esta cuarta etapa del algoritmo precisa de varios pasos para
poder determinar la situacio´n actual de la secuencia, a trave´s de la estructura
generada y los eventos recibidos del entorno virtual, as´ı como discernir a
partir de e´sta en tiempo real, si es necesario un cambio de configuracio´n
de ca´mara o no, y si as´ı fuera, cua´l ser´ıa el ma´s adecuado segu´n lo que
esta sucediendo. Todo este proceso esta encapsulado en el bucle de refresco
del entorno virtual, en el que en cada iteracio´n se comprueba si se han
producido eventos nuevos, actualizando en caso afirmativo la secuencia que
esta´ sucediendo, y devolviendo una nueva configuracio´n de ca´mara si fuera
preciso.
De esta manera, el Director, en cada vuelta del bucle realiza el proceso
de actualizacio´n de la secuencia que se esta´ desarrollando, comprobando los
eventos y determinando si se ha avanzado a la siguiente secuencia de la his-
toria, o si se debe actualizar la secuencia actual especializa´ndola en esta´tica
o con movimiento, o si se ha agotado el tiempo de la configuracio´n de ca´ma-
ra actual. Si alguna de estas condiciones se cumpliera, el Director enviar´ıa
la secuencia actualizada al Gestor de Ca´maras, el cual, a partir de e´sta y
de la base de reglas implementada, determinar´ıa la nueva configuracio´n de
ca´mara ma´s apropiada.
La primera de estas operaciones realizadas en cada iteracio´n por el Di-
rector es el ana´lisis de los eventos recibidos por parte del mo´dulo gra´fico.
En este sistema se han introducido un conjunto de eventos, como ya se ha
dicho, que permiten reconocer en tiempo real que´ es lo que esta´ sucediendo
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en cada instante, y ayudar al Director a sincronizar la secuencia correcta de
la estructura de la historia, as´ı como la escena, a la vez que proporcionan
informacio´n sobre su especializacio´n. Para ello, se han disen˜ado eventos (con-
sultar seccio´n 4.2.2), que permiten identificar cua´ndo un actor comienza o
finaliza una accio´n de habla o movimiento, lo que es fa´cilmente identificable
gracias a la estructura de acciones del mo´dulo gra´fico mediante un simple
mapeo de e´stas. Adema´s, se ha an˜adido otro evento que permite identificar
cua´ndo un actor en movimiento produce un cambio de localizacio´n; es decir
sale o entra en la escena, mediante la interaccio´n de e´ste y los planos de
localizacio´n del escenario del entorno virtual.
Figura 4.13: Eventos del sistema.
Un ejemplo de este tipo de eventos se pude ver en la Figura 4.13, donde
se puede apreciar el formato y estructura de los mismos, y donde cada evento
va asociado con el actor que lo ha producido, pudiendo as´ı identificarlo en la
secuencia. Esta comunicacio´n entre los dos mo´dulos del sistema, al igual que
en el sentido contrario como ya se expuso la seccio´n 4.2, es realizada mediante
el lenguaje de marcado XML, tal y como se puede apreciar en la imagen.
La eleccio´n de esta te´cnica se debe, principalmente, a que el intercambio
de caracteres es una forma sencilla y poco costosa de interaccio´n entre los
dos lenguajes de programacio´n utilizados mediante el sistema de conexio´n
JNI, y a la capacidad de estructuracio´n y reutilizacio´n que proporciona este
lenguaje.
Una vez identificados los distintos eventos producidos en el entorno vir-
tual, as´ı como los actores a los que van asociados, se procede a la compro-
bacio´n de la actualizacio´n de la secuencia actual. En este proceso se pueden
dar tres tipos de circunstancias dependiendo de los eventos recibidos y de
la secuencia actual, a partir de las cuales se determina si es necesario, o no,
un cambio de secuencia o una actualizacio´n de la actual.
Actualizacio´n de la secuencia: Este caso se produce cuando es-
tando en una secuencia, ya sea de accio´n o de dia´logo, se recibe un
evento de inicio de movimiento, o de finalizacio´n de movimiento si ya
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hubiera iniciado algu´n personaje previamente el movimiento, especia-
lizando as´ı la secuencia actual en esta´tica o con movimiento, segu´n
proceda. Para indicar esto, los para´metros motion y ObjectsInMotion
de la secuencia son actualizados debidamente, permitiendo as´ı que en
un paso posterior el Director pueda proporcionar la nueva secuencia
al Gestor de Ca´maras y generar una nueva configuracio´n ca´mara.
Cambio de secuencia por accio´n: En este caso, por el contrario,
el resultado final no produce una actualizacio´n de la secuencia actual,
sino un cambio a la siguiente secuencia de la historia, obteniendo as´ı la
sincronizacio´n de la estructura de la historia con lo que esta´ ocurriendo
en el entorno virtual. Un ejemplo de esto se puede ver cuando se recibe
un evento de inicio de dia´logo y la secuencia actual que se esta´ visuali-
zando, segu´n la estructura generada de la historia, es de accio´n. Debido
a la estructura especifica de los guiones, explicada en la seccio´n 2.2, y
a que el ana´lisis de e´stos preserva el orden cronolo´gico de las acciones,
en este caso, la siguiente secuencia a visualizar ser´ıa una secuencia de
dia´logo, la cual representar´ıa la accio´n de dia´logo que acaba de comen-
zar, debiendo de esta manera avanzar en el flujo de la estructura de la
historia. De la misma manera, si se esta´ en una secuencia de dia´logo, y
se recibe un fin de dia´logo, y ya se han visualizado todos los mono´logos
de los actores en ese dia´logo, se debe producir un cambio de secuencia,
pudiendo ser la siguiente otra secuencia de dia´logo o de accio´n.
Cambio de secuencia por cambio de localizacio´n: En este caso,
al igual que en el anterior, el resultado final produce un cambio de
secuencia, y de la misma forma, una sincronizacio´n entre la estructura
de la historia y el entorno virtual. Sin embargo, las condiciones que
producen esta situacio´n se basan en el cambio de localizacio´n de los
actores, es decir, en la entrada y salida de e´stos de la escena actual, la
cual es especificada mediante las acciones en los guiones. Puesto que
la estructura generada preserva el orden cronolo´gico de la historia,
en estos casos, es preciso un cambio de la secuencia actual, la cual es-
tara´ indicando la accio´n del actor que sale o entra de la escena, siempre
y cuando la siguiente secuencia no sea de dia´logo, cuyo cambio estar´ıa
indicado por un evento de inicio de dia´logo. De esta manera, se cubren
situaciones en las que, por ejemplo, un actor sale de la escena y el flujo
de la historia continu´a con e´l en otra escena diferente. Al realizar este
cambio, la estructura de la historia determinara´ que se ha acabado
la escena, al estar visualizando su ultima secuencia, y continuara´ la
historia en la escena siguiente.
Tras este proceso de ana´lisis, se lleva a cabo, si fuera necesario, la actua-
lizacio´n de la estructura de la historia, avanzando a la siguiente secuencia,
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comprobando si ha finalizado la escena actual y es preciso cambiar a la
siguiente, o si ha finalizado la historia completa.
Si la historia no ha finalizado y se ha producido un cambio en la secuen-
cia, ya sea porque se ha actualizado la actual o porque se ha avanzado a
la siguiente, o el tiempo de la configuracio´n de ca´mara actual ha expirado,
se debe seleccionar una nueva configuracio´n de ca´mara acorde a los nue-
vos acontecimientos. Para ello, el Director proporciona la secuencia actual,
modificada o no, al Gestor de Ca´maras, el cual determinara´ la nueva con-
figuracio´n de ca´mara ma´s adecuada a lo que esta´ sucediendo mediante el
conjunto de reglas implementado.
Para poder realizar este u´ltimo paso de esta etapa, el Gestor de Ca´maras
se vale de la secuencia, que conlleva toda la informacio´n relevante de lo que
esta´ sucediendo para la eleccio´n de la mejor configuracio´n de ca´mara, y
del sistema de reglas, expuesto en mayor detalle en la seccio´n 4.1.2 y en
el Ape´ndice A. As´ı, a trave´s de los diferentes para´metros de la secuencia,
como los actores implicados, la intensidad emocional, la especializacio´n de
la secuencia en esta´tica o con movimiento, o los actores implicados en el
movimiento, y la configuracio´n de ca´mara previa, puesto que en muchos
casos la correcta realizacio´n de las te´cnicas cinematogra´ficas precisa de varias
configuraciones de ca´mara, se puede determinar la mejor manera de mostrar
lo que esta´ sucediendo en la historia.
Figura 4.14: Configuraciones de ca´mara seleccionadas por el sistema.
Un ejemplo de este tipo de configuraciones devueltas por el Gestor de
Ca´maras se puede observar en la Figura 4.14, donde se muestra la estruc-
tura en formato XML de algunas de las configuraciones de ca´mara para el
guio´n del ejemplo del primer paso. Estas configuraciones, como se puede ver,
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son independientes del sistema virtual utilizado, abstrayendo as´ı a un nivel
superior la gestio´n de las ca´maras, y relegando en el adaptador del entorno
virtual el aspecto geome´trico caracter´ıstico de cada sistema, permitiendo de
esta manera una mejor y ma´s fa´cil gestio´n y disen˜o de nuevas reglas.
As´ı, las configuraciones generadas por el sistema esta´n formadas por di-
ferentes elementos representativos de las distintas te´cnicas cinematogra´ficas
expuestas en el capitulo 2, como son la distancia, para la que se han elegido
los 9 tipos expuestos en la seccio´n 2.3, el a´ngulo de inclinacio´n de la ca´mara
con respecto al actor, o los movimientos. Estos u´ltimos, han sido disen˜ados
en el sistema como objetos diferentes dependiendo del tipo, como se expuso
en la seccio´n 2.8, donde cada uno posee para´metros espec´ıficos para su ges-
tio´n por parte del adaptador del entorno virtual, como es, por ejemplo, la
distancia a la que debe estar la ca´mara en el movimiento Pan, o la distancia
inicial y final en el movimiento Zoom.
Con este resultado final, en cada iteracio´n del bucle, el mo´dulo lo´gico
selecciona, si fuera necesario, la configuracio´n de ca´mara del conjunto de
reglas ma´s adecuada, relegando al mo´dulo gra´fico y a su Gestor de Ca´ma-
ras, las distintas operaciones geome´tricas necesarias para poder realizar las
posiciones y movimientos de las ca´maras seleccionadas.
4.3.5. Fase V: Representacio´n gra´fica de la configuracio´n de
ca´mara
Dichas configuraciones son enviadas por el Director al Gestor de Ca´ma-
ras del mo´dulo gra´fico en formato XML, el cual, mediante su sistema de
parser es capaz de identificar los diferentes elementos de la configuracio´n
para su posterior ejecucio´n. El adaptador se ha implementado de tal mane-
ra que pueda ejecutar las diferentes configuraciones de ca´mara existentes, de
tal forma que pueda ejecutar los diferentes planos existentes, la orientacio´n
de la ca´mara respecto del a´ngulo vertical o los movimientos Pan y Zoom.
Adema´s, las configuraciones de ca´mara aportan la informacio´n de los
objetos sobre los que se deben realizar las distintas te´cnicas, por lo que el
gestor debe diferenciar si el movimiento o plano a realizar va a ejecutarse
sobre uno, dos o ma´s personajes, puesto que la disposicio´n de la ca´mara
en cada configuracio´n difiere en funcio´n del numero de objetos. Otro de
los problemas a los que se enfrenta este gestor es que los personajes en los
entornos virtuales suelen tener el centro de coordenadas de sus modelos en
posiciones diferentes a la cabeza, por lo que el resultado obtenido no ser´ıa el
adecuado. Para solventar esto, el mo´dulo gra´fico asigna a cada objeto una
Bounding Box, o caja invisible, situada exactamente en el lugar que se desea,
en este caso las cabezas de los personajes, y que sera´ el centro de referencia
de las coordenadas del personaje, u objeto, para el Gestor de Ca´maras.
Con todo esto, una vez reconocidos los para´metros de la configuracio´n
de ca´mara, el gestor discrimina entre si se debe realizar un movimiento so-
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bre algu´n objeto, o por el contrario, una posicio´n esta´tica de la ca´mara. En
el caso de las configuraciones esta´ticas se pueden diferenciar tres represen-
taciones dependiendo del nu´mero de personajes principales, variando desde
las configuraciones para un objeto, dos, o tres o ma´s objetos. La primera de
ellas es la ma´s sencilla de todas, ya que se debe realizar una configuracio´n
esta´tica, con el tipo de plano indicado, sobre un solo objeto, lo que so´lo
supone calcular la direccio´n de orientacio´n del objeto, hacia donde mira, y
colocar la ca´mara en esa direccio´n a la distancia requerida pero orientada en
sentido contrario. Este proceso es refrescado en cada iteracio´n para ajustar-
se correctamente aun incluso si el personaje se esta´ desplazando. En el caso
de la configuracio´n de dos personajes el proceso es muy similar, so´lo que en
este caso el punto a donde debe apuntar la ca´mara es la posicio´n intermedia
entre ambos actores. La posicio´n de la ca´mara se calcula trazando una recta
que pase por el punto medio y perpendicular a la recta que une a los actores,
situa´ndola a la distancia indicada y orientada hacia esa posicio´n.
Las configuraciones para tres o ma´s personajes son un poco ma´s comple-
jas ya que se debe calcular el centro del pol´ıgono que forman los personajes u
objetos. Para poder determinar esto se optado por la Formula 4.4, utilizada
en sistemas de informacio´n geogra´fica, que permite calcular el centroide de
un pol´ıgono. Para ello los ve´rtices del pol´ıgono, en este caso las posiciones
de los personajes, deben estar ordenados en el sentido de las agujas del re-
loj, por lo que se ha implementado el algoritmo Andrew’s Monotone Chain
Convex Hull, el cual a partir de un conjunto de puntos en el espacio devuelve
el pol´ıgono convexo que forman los puntos, estando e´stos puntos orientados
segu´n el sentido de las agujas del reloj. De esta manera, el sistema es capaz
de determinar la posicio´n central del pol´ıgono, orientando la ca´mara hacia
ella y calculando una perpendicular a uno de los lados del pol´ıgono para




(xi ∗ yi+1 − xi+1 ∗ yi) (4.2)
Cx = (1/A ∗ 6)
n−1∑
i=0
((xi + xi+1)(xi ∗ yi+1 − xi+1 ∗ yi)) (4.3)
Cy = (1/A ∗ 6)
n−1∑
i=0
((yi + yi+1)(xi ∗ yi+1 − xi+1 ∗ yi)) (4.4)
Para este trabajo se han implementado los movimientos de Pan y Zoom,
que al igual que en el caso esta´tico, se pueden resolver para uno, dos, o tres
o ma´s personajes. En el caso del Pan la configuracio´n para una persona
es similar a la esta´tica. La ca´mara se posiciona a cierta distancia si e´sta
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esta´ indicada en la configuracio´n, o si no en la posicio´n en la que se encuentra
en ese momento, realizando un barrido sobre el movimiento del personaje
indicado. Para el caso de dos o ma´s personajes, el barrido se realiza entre
la distancia horizontal existente entre los personajes proporcionados por la
configuracio´n, ya este´n en movimiento o esta´ticos.
En el movimiento Zoom el proceso es similar al esta´tico para todas las
configuraciones de personajes, diferencia´ndose en que a partir de la ejecucio´n
de la configuracio´n, en cada iteracio´n la distancia se va reduciendo una
constante asignada hasta la distancia indicada en la configuracio´n de ca´mara
proporcionada por el mo´dulo lo´gico, produciendo un acercamiento progresivo
hacia los objetos.
En todos los casos expuestos, el a´ngulo indicado en la configuracio´n es
calculado para la correcta asignacio´n de la orientacio´n de la ca´mara respecto
del eje vertical.
De esta manera el Gestor de Ca´maras del entorno virtual es capaz de
representar las configuraciones de ca´mara seleccionadas por el mo´dulo lo´gico
acordes a lo que esta´ sucediendo y que representan las diferentes te´cnicas
cinematogra´ficas presentadas. Un ejemplo de su ejecucio´n se mostrara´ en el
Capitulo 5.
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Cap´ıtulo 5
Resultados y evaluacio´n
Hasta este punto se han definido todos los componentes del sistema que
intervienen en el algoritmo automa´tico de direccio´n cinematogra´fica, as´ı co-
mo las interacciones entre ellos y las distintas aplicaciones utilizadas en este
trabajo. A lo largo de esta seccio´n, se mostrara´ un ejemplo del funcionamien-
to del sistema, exponiendo los diferentes logros obtenidos e identificando los
fallos encontrados.
5.1. Simulacio´n de un fragmento de una pel´ıcula
A lo largo de toda esta seccio´n se mostrara´n los resultados obtenidos
en la simulacio´n de un fragmento de la pel´ıcula “El Sen˜or de los Anillos: El
retorno del Rey”, la cual posee gran cantidad y calidad de diferentes te´cnicas
cinematogra´ficas, siempre vistas desde la perspectiva e interpretacio´n de un
director humano, que proporcionan un interesante punto de referencia con
respecto al cual evaluar los resultados conseguidos. Ambas secuencias se
comparara´n exponiendo el por que´ de las distintas similaridades y diferencias
existentes entre ellas.
El fragmento de la pel´ıcula seleccionado para la simulacio´n y evaluacio´n
del funcionamiento del sistema desarrolla la accio´n en el Castillo de Rohan,
cuando el personaje de Aragorn se encuentra de pie y dispuesto para salir
de una de las habitaciones del Castillo, en la que todos los miembros de la
Comunidad del Anillo permanecen dormidos menos Pippin. Esta secuencia
continu´a en el salo´n principal del Castillo, hacia donde se dirige Aragorn
tras salir de la habitacio´n, y en la que e´ste mantiene una conversacio´n con
Eowyn, tras la cual finaliza la escena con la salida de Aragorn del Castillo. El
fragmento completo del guio´n utilizado en esta simulacio´n se puede consultar
en el Ape´ndice B, y que ha sido obtenido de la pa´gina The Internet Movie
Script Database1.
1http://www.imsdb.com/
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La eleccio´n de este fragmento se debe al hecho de que estas dos escenas
comprenden una amplia gama de situaciones que permiten una correcta eva-
luacio´n del sistema propuesto, como son el dia´logo entre Aragorn y Eowyn,
la salida de un personaje de la escena, en el caso del personaje de Aragorn al
salir de la habitacio´n, o el movimiento de e´ste entre ambas escenas, pudiendo
de esta manera comparar los resultados obtenidos con la pel´ıcula original.
(a) Simulacio´n (b) Pel´ıcula
(c) Simulacio´n (d) Pel´ıcula
Figura 5.1: Aragorn y Eowyn
Debido a que los modelos de los personajes que se han podido obtener
para esta simulacio´n no poseen todas las animaciones y rasgos fisiono´micos
que se representan en la pel´ıcula, y a que la distribucio´n del Castillo es li-
geramente diferente, no se ha podido generar una simulacio´n ide´ntica a la
original, como por ejemplo cuando Aragorn enciende la pipa en la hogue-
ra del salon del Castillo, aunque esto no supone un problema a la hora de
realizar una correcta evaluacio´n de los resultados obtenidos. As´ı mismo, se
hace preciso, para el adecuado entendimiento del ejemplo, una identificacio´n
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(a) Simulacio´n (b) Pel´ıcula
(c) Simulacio´n (d) Pel´ıcula
Figura 5.2: Gimli y Pippin
previa de los distintos modelos utilizados en la simulacio´n con sus corres-
pondientes personajes de la pel´ıcula, tal y como se muestra en las Figuras
5.1 y 5.2.
Las diferentes acciones realizadas por los actores en la simulacio´n han
sido sincronizadas segu´n los tiempos de la pel´ıcula, e intentando ser lo ma´s
similares a e´sta en cuanto a posiciones y movimientos de los actores, siempre
teniendo en cuenta que en un entorno virtual no existen cortes temporales
y espaciales. Adema´s, se ha extra´ıdo el sonido de la pel´ıcula para hacer la
simulacio´n ma´s real. La visualizacio´n completa de la simulacio´n se puede ver
en un video en la pa´gina web http://nil.fdi.ucm.es/index.php/REC.
Para poder realizar una valoracio´n adecuada de los resultados obtenidos
en la simulacio´n, se propone una clasificacio´n de tres situaciones que per-
miten identificar correctamente los beneficios y las debilidades del sistema,
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y que sera´n descritas a lo largo de las siguientes secciones. Por un lado, se
mostrara´n aquellas secuencias cuya disposicio´n de ca´maras es similar a las
de la pel´ıcula, y que desde la perspectiva de las te´cnicas cinematogra´ficas
son consideradas correctas. Se continuara´ exponiendo aquellas configuracio-
nes que difieren de la pel´ıcula original pero que, desde el punto de vista de
las te´cnicas de cine, responden a un comportamiento o´ptimo, concluyendo
con las secuencias que son distintas de las de la pel´ıcula y que no responden
al comportamiento correcto esperado.
5.1.1. Secuencias similares y correctas
Quiza´ la secuencia ma´s similar de toda la simulacio´n con respecto a la
pel´ıcula original, y correcta desde el punto de vista cinematogra´fico, sea la
escena en la que Aragon y Eowyn mantienen la conversacio´n. Tanto en la
pel´ıcula como en la simulacio´n, la escena comienza con una configuracio´n
presentando a los dos actores desde un plano largo, continuando en la pel´ıcu-
la con un plano corto sobre la accio´n de Aragorn arropando a Eowyn, y en la
simulacio´n, con un plano medio sobre e´ste. Las siguientes secuencias son casi
ide´nticas, presentando ambas a los actores mientras hablan, diferencia´ndose
en esto en que en la simulacio´n se presenta desde un plano medio mientras
que la pel´ıcula se realiza desde un plano corto. Una diferencia notable se
produce al finalizar Aragorn su primer mono´logo, en el cual la simulacio´n
vuelve a mostrar a ambos personajes desde un plano largo, mientras que en
la pel´ıcula se muestra co´mo e´ste inicia el movimiento de alejarse mientras
Eowyn agarra su mano atraye´ndole. Adema´s, durante el mono´logo ma´s lar-
go de Eowyn, en la simulacio´n se intercalan dos enfoques sobre Aragorn y
dos sobre Eowyn, algo similar a lo que sucede en la pel´ıcula, en la que so´lo
se realiza un cambio sobre Aragorn, acompan˜ando el movimiento de e´ste al
agacharse. La secuencia termina en ambos casos con un plano ma´s alejado
presentando a ambos. En las Figuras 5.3 y 5.4 se pueden ver algunas de
las secuencias, tanto de la pel´ıcula como de la simulacio´n, de esta escena, y
aunque no se puede apreciar correctamente la semejanza entre ambas, s´ı se
pueden detectar algunas de las diferencias y similitudes aqu´ı expuestas.
Aunque ambas secuencias son bastante parecidas, resulta obvia la difi-
cultad de conseguir una simulacio´n exactamente igual a la pel´ıcula, ya que
los sistemas automa´ticos no pueden a d´ıa de hoy detectar todas las pecu-
liaridades de una escena a trave´s del guio´n, junto con el hecho de que cada
director imprime su propio sello a cada una de las secuencias. Adema´s, como
se ha dicho, la simulacio´n no es ide´ntica y no contiene todos los movimientos
de los personajes de la pel´ıcula.
Analizando ma´s a fondo las diferencias, el caso concreto de la utilizacio´n
de planos cortos en la pel´ıcula frente a los planos medios de la simulacio´n
se debe a que la intensidad emocional de la escena calculada no es tan alta
como la interpretada por el director. Partiendo de que e´ste es un aspecto
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Figura 5.3: Secuencias de la simulacio´n similares y correctas
Figura 5.4: Secuencias de la pel´ıcula similares y correctas
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bastante subjetivo, lo que s´ı es cierto es que el corpus sobre el que se basa
el programa Emotag esta´ compuesto por un conjunto de cuentos, lo que
puede hacer que en ciertos ana´lisis gran parte del vocabulario analizado no
aparezca, ignora´ndolo o asigna´ndole una emocio´n neutral. Es por esto que
en algunos de los fragmentos del guio´n en los que quiza´ un humano asignar´ıa
una mayor intensidad, especialmente en el mono´logo ma´s largo de Eowyn,
el programa genera un intensidad menor.
Como se ha dicho, en la simulacio´n cuando Eowyn realiza su mono´logo
ma´s extenso, la ca´mara enfoca dos veces a Aragon. Este tipo de te´cnica
se suele utilizar para dar mayor dinamismo a las conversaciones cuando
el mono´logo de un personaje es muy extenso, variando entre los distintos
actores que intervienen. En el caso de la pel´ıcula, por el contrario, so´lo se
realiza un cambio, el cual acompan˜a la accio´n de agacharse de Aragorn, lo
que muestra una interpretacio´n propia del director de la escena, y que se
podr´ıa conseguir en este sistema simplemente aumentando el tiempo de la
configuracio´n de ca´mara cuando un personaje esta´ hablando. Al no realizarse
la accio´n de agacharse de Aragorn en la simulacio´n, e´sta no es mostrada
puesto que no se lanza ningu´n evento de movimiento, adema´s de que en el
guio´n de la pel´ıcula utilizado esta accio´n no es recogida.
La misma situacio´n se presenta en acciones como aquella en la que Ara-
gorn arropa a Eowyn, o tras los dos primeros mono´logos, cuando Eowyn
agarra a Aragorn, las cuales no han podido ser simuladas, aunque en estos
casos s´ı que aparecen en el guio´n.
5.1.2. Secuencias distintas y correctas
Un ejemplo claro de este caso se puede ver en la secuencia en que Aragorn
entra en el salo´n del Castillo donde se encuentra dormida Eowyn. Aunque
la distribucio´n de los elementos no es exactamente la misma, se pueden
apreciar las diferencias en las te´cnicas utilizadas en la pel´ıcula respecto a
la simulacio´n, considerando ambas aproximaciones validas desde el punto
de vista cinematogra´fico. En la pel´ıcula, toda la secuencia esta´ filmada por
un movimiento horizontal de la ca´mara que muestra la habitacio´n donde
Eowyn se encuentra durmiendo y en la que Aragorn aparece por detra´s para
dirigirse a la hoguera del centro de la sala, acabando con un plano medio
sobre e´ste. Por el contrario, en la simulacio´n la secuencia comienza con una
plano largo sobre ambos actores abrie´ndose segu´n avanza Aragorn hacia la
mesa, y continuando con movimiento de Pan sobre e´l hasta su posicio´n final.
En las Figuras 5.5 y 5.6 se muestran algunos planos de ambas secuencias,
donde se pueden apreciar las diferencias aqu´ı expuestas.
Si bien es cierto que la te´cnica utilizada en la pel´ıcula es perfectamente
correcta, ya que a trave´s del movimiento de la ca´mara se muestra toda la es-
cena, pudiendo el espectador observar tanto el movimiento de Aragorn como
la posicio´n de Eowyn en la habitacio´n, hasta finalizar con un plano medio de
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Figura 5.5: Secuencias de la simulacio´n diferentes y correctas
Figura 5.6: Secuencias de la pel´ıcula diferentes y correctas
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Aragorn cuando e´ste ya esta´ agacha´ndose, esta secuencia denota una clara
visio´n subjetiva del director de lo que esta´ sucediendo, empezando por un
plano casi oscuro para ir acercando al espectador a la accio´n completa de la
habitacio´n. Por el contrario, la simulacio´n muestra, como en toda secuencia
introductoria de una escena, un plano largo con los actores que componen
dicha escena para orientar al espectador en la habitacio´n y mostrarle lo
que en ella ocurre, pero continuando en este caso con la accio´n principal de
la escena, que es el movimiento de Aragorn hacia la mesa. Aunque ambas
te´cnicas son igual de va´lidas, se podr´ıa decir que en la simulacio´n se puede
apreciar con mayor claridad el uso de te´cnicas ma´s generales, mientras que
la pel´ıcula muestra ma´s una interpretacio´n propia del director.
5.1.3. Secuencias distintas y erro´neas
Este caso es propiciado por una de las principales debilidades del sistema
y que se describira´ con mayor detalle en la seccio´n 5.2, intentando aportar
posibles soluciones para trabajo futuro. Un ejemplo claro de esta situacio´n
se puede ver con claridad en las secuencias posteriores al movimiento de
Aragorn hacia la mesa, en el caso de la simulacio´n, o hacia la hoguera, en el
caso de la pel´ıcula. En este u´ltimo, la escena se centra mostrando a Aragorn
manipulando un tronco de la hoguera, continuando con un plano largo sobre
Eowyn tumbada, y terminando la secuencia con el movimiento de Aragorn
hacia e´sta con un plano largo. Por el contrario, en la simulacio´n, cuando
Aragorn llega a la mesa se continu´a con un plano largo de ambos personajes
en el que, debido a la distancia entre ellos, so´lo aparece parcialmente Ara-
gorn. Tras esto, se realiza un plano medio sobre cada uno de los personajes,
continuando con otro plano largo de ambos en el que esta vez no se ve a
ninguno de los personajes. La escena finaliza, al igual que en la pel´ıcula, con
el movimiento de Aragorn hacia donde se encuentra Eowyn tumbada, pero
con un movimiento de Pan. En la Figuras 5.7 y 5.8 se puede apreciar este
caso claramente.
Estas secuencias son, quiza´, las que mayores diferencias presentan con
respecto a la pel´ıcula original, y ello se debe a diversos aspectos, como el
hecho de que la distribucio´n del castillo no sea igual, haciendo que el tiempo
en el que el personaje de Aragorn anda sea menor en la simulacio´n de lo que
es en la pel´ıcula, generando una secuencia ma´s larga tras el movimiento de
e´ste en la que los actores esta´n alejados. Adema´s, el hecho de que Aragorn
no realice la accio´n de agacharse a coger el tronco supone la utilizacio´n de
te´cnicas diferentes, como es la visualizacio´n de ambos personajes en la esce-
na, con un plano medio de cada uno tras esa localizacio´n inicial de la escena
para el espectador. Sin embargo, esto produce el error antes mencionado, y
es que aunque el plano asignado a esa secuencia es largo, la distancia entre
ambos actores es mayor, por lo que, en un primer caso so´lo se muestra parte
de Aragorn, y en un segundo caso no se muestra a ninguno de los actores.
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Figura 5.7: Secuencias de la simulacio´n diferentes y erro´neas
Figura 5.8: Secuencias de la pel´ıcula diferentes y erro´neas
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Esto se debe a que en la eleccio´n de la configuracio´n de ca´mara a utilizar no
se dispone de ningu´n tipo de informacio´n geome´trica sobre los personajes y
sus disposiciones, por lo que, al aplicar la regla, el resultado no es el espera-
do al no visualizar los elementos principales indicados en la configuracio´n.
Existen varias formas de solventar este tipo de problemas, las cuales sera´n
descritas y propuestas como trabajo futuro en la siguientes secciones y en el
Capitulo 6.
5.2. Discusio´n
Como se ha comentado no existen demasiadas investigaciones en este
campo de los sistemas de gestio´n de ca´maras basados en te´cnicas cinema-
togra´ficas para entornos virtuales, y los pocos realizados no suelen presentar
sistemas de evaluacio´n o los resultados obtenidos, por lo que no se hace
fa´cil una comparacio´n entre los diferentes sistemas y el aqu´ı planteado. Aun
as´ı, a lo largo de las dos siguientes secciones se van a mostrar las diferentes
aportaciones e inconvenientes encontrados a lo largo del desarrollo del tra-
bajo, intentando comparar, siempre que se pueda, con los trabajos previos
analizados.
5.2.1. Principales aportaciones
Como ya se ha expuesto, la mayor´ıa de los sistemas de gestio´n automa´tica
de ca´maras basados en te´cnicas cinematogra´ficas se centran principalmente
en el aspecto geome´trico de las distintas te´cnicas, intentando mediante ellas
obtener una mejor calidad de las diversas situaciones existentes en la historia,
y evitando problemas de oclusio´n o configuraciones de ca´mara donde la
visualizacio´n de los personajes de la escena no sea del todo correcta, como
por ejemplo conversaciones entre tres personajes en los que la ca´mara so´lo
muestra a dos y parcialmente al tercero (Christianson et al., 1996; wei He,
Cohen, y Salesin, 1996; Bares, Gre´goire, y Lester, 1998; Bares, Thainimit,
y McDermott, 2000; Christie, Langue´nou, y Granvilliers, 2002; Christie y
Langue´nou, 2003), sin tener en cuenta un aspecto tan importante como es
la carga emotiva inmersa en las distintas te´cnicas cinematogra´ficas, y que
han dotado al cine de una gran riqueza visual.
Por el contrario, este trabajo se centra principalmente en el aspecto
emotivo de las te´cnicas cinematogra´ficas, aplicando a cada una de ellas los
diferentes aspectos que la intensidad emocional de la escena proporciona,
como por ejemplo el uso progresivo de planos ma´s cortos con respecto a
la intensidad emocional inmersa en el guio´n para situaciones de dia´logo, o
la utilizacio´n de movimientos de Zoom, variando las distancias tambie´n en
relacio´n a la intensidad, en vez de planos esta´ticos sobre personajes, cuando
la intensidad emocional es alta en secuencias de accio´n.
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Otro de los aspectos interesantes de este trabajo se centra en la utiliza-
cio´n de te´cnicas de Procesamiento del Lenguaje Natural sobre el guio´n de la
historia para obtener esta intensidad emocional. Si bien es cierto, como se ha
dicho, que algunos trabajos previos an˜aden un factor emotivo a las te´cnicas
cinematogra´ficas utilizadas, (Tomlinson, Blumberg, y Nain, 2000; Amerson
y Kime, 2001; Halper, Helbing, y Strothotte, 2001; Hornung, Lakemeyer, y
Trogemann, 2003), la mayor´ıa de ellos obtienen esta informacio´n mediante
configuraciones realizadas a mano, o con plantillas preestablecidas sobre las
acciones de los diferentes personajes, sin tener en cuenta la riqueza que pro-
porciona la propia historia y el ana´lisis de las emociones inmersas en ella.
Gracias a la utilizacio´n del programa Emotag, el cual permite identificar
las emociones inmersas en un texto, este sistema es capaz de obtener esa
riqueza sin tener que realizar manualmente configuraciones previas sobre las
acciones de los diferentes personajes, y pudiendo de esta manera pasar de
un plano ma´s abstracto, como es el lenguaje natural del texto del guio´n, a
una disposicio´n geome´trica de posiciones y movimientos de las ca´maras en
la historia del entorno virtual.
Adema´s, el ana´lisis del formato del guio´n proporciona al sistema la ca-
pacidad de identificar los diferentes tipos de secuencias que componen la
historia, que junto con los eventos del entorno virtual para la sincronizacio´n
en tiempo real, permiten una mejor eleccio´n de la configuracio´n de ca´ma-
ra ma´s adecuada a la situacio´n que esta´ sucediendo en la historia en cada
momento.
El sistema de reglas utilizado permite la propia interpretacio´n de cada
persona sobre las configuraciones de ca´mara utilizadas en cada situacio´n, sin
ma´s que modificar las reglas, y sin la necesidad de realizar modificaciones de
co´digo, pudiendo de esta manera imprimir diversas visiones sobre una mis-
ma situacio´n dependiendo del creador de la historia. Adema´s, este sistema
de reglas admite la utilizacio´n de lenguajes espec´ıficos de dominio (DSL),
a partir de los cuales se pueden definir las reglas mediante una sintaxis si-
milar al lenguaje natural (aunque esta mejora no ha sido implementada),
permitiendo as´ı una interfaz ma´s sencilla para su modificacio´n.
El hecho de excluir la informacio´n geome´trica de la toma de decisiones
sobre la configuracio´n de ca´mara ma´s adecuada, proporciona al sistema la
capacidad de actuar de una forma gene´rica e independiente, pudiendo ser
utilizado en cualquier entorno virtual con la simple tarea de adaptar su
gestor de ca´mara para que interprete y ejecute las configuraciones propuestas
por el mo´dulo lo´gico, junto con la generacio´n de un sistema de eventos
respecto de las acciones descritas anteriormente.
5.2.2. Principales inconvenientes
Quiza´ una de las carencias, que desde otro punto de vista puede ser
considerada una virtud, es la falta de conocimiento del sistema de direccio´n
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cinematogra´fica sobre la disposicio´n geome´trica tanto de los actores como
de los elementos existentes en la escena. Al abstraer a un nivel superior
del geome´trico las diferentes te´cnicas cinematogra´ficas, se relega sobre la
implementacio´n del adaptador los diferentes ca´lculos geome´tricos de las po-
siciones finales de las ca´maras. Aunque en un principio no supone un gran
inconveniente, puesto que la mayor´ıa de los sistemas gra´ficos actuales suelen
disponer de una interfaz con numerosas funciones que facilitan este tipo de
operaciones, como tracking sobre objetos, sistemas de coordenadas, sistemas
de deteccio´n de colisiones, etc., es posible encontrar situaciones en las que
las distintas operaciones realizadas para el correcto posicionamiento de la
ca´mara segu´n las directrices del Director no obtengan la forma optima de
visualizar la escena. Por ejemplo, se podr´ıa dar el caso de una escena en la
que tres actores, muy separados unos de otros, se les deseara´ mostrar desde
un plano medio con una posicio´n apex (ver capitulo 2 sobre te´cnicas cinema-
togra´ficas). En este caso, el sistema obtendr´ıa la visualizacio´n de uno, o a lo
sumo dos de los actores, dependiendo de la distancia entre ellos. Lo mismo
que ocurre en el ejemplo de la simulacio´n mostrado en la seccio´n 5.1.3.
Para solventar este tipo de situaciones se presentan dos posibles alterna-
tivas. Por un lado, se podr´ıa introducir el aspecto geome´trico en la seleccio´n
de la ca´mara ma´s adecuada, lo que supondr´ıa un aumento del coste compu-
tacional, tanto en memoria como en tiempo de ejecucio´n, obteniendo de esta
manera una eleccio´n diferente para la ca´mara que no intentara´ mostrar a los
tres actores en la escena a la vez. Un intermedio entre esta opcio´n y la actual
ser´ıa la utilizacio´n de otro tipo de eventos por parte del mo´dulo gra´fico, en la
que se indicaran este tipo de situaciones, informando as´ı al mo´dulo lo´gico de
que la configuracio´n de ca´mara elegida no es o´ptima por colisio´n, o porque
la disposicio´n geome´trica de los personajes no es la adecuada para el plano
elegido.
En ambas aproximaciones ser´ıa interesante estudiar la posibilidad, en
muchos aspectos ma´s parecida a la funcio´n del director de cine, de que en
estas situaciones el sistema, ya sea disponiendo de informacio´n parcial sobre
la disposicio´n de los actores o mediante configuraciones de e´stos preesta-
blecidas que el adaptador gra´fico interpretara´, pudiera desplazar los actores
hasta una disposicio´n ma´s adecuada a las mejores te´cnicas, introduciendo
planos que mostraran ese desplazamiento de los actores hasta la posicio´n
final deseada.
Otro de los inconvenientes encontrados en la realizacio´n de este sistema es
la situacio´n, todav´ıa inicial, en la que se encuentran los distintos sistemas de
reconocimiento de emociones existentes. Si bien es cierto que se ha realizado
un gran avance, y que, desde la perspectiva de este autor, continuara´n a
grandes pasos en los pro´ximos an˜os, a d´ıa de hoy este tipo de sistemas no
presentan un alto porcentaje de acierto a la hora de evaluarlos con cualquier
tipo de texto. Aunque esto se presenta como una limitacio´n del sistema, la
utilizacio´n de este tipo de programas se considera que mejora, au´n con las
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deficiencias descritas, notablemente los resultados obtenidos.
Este sea, quiza´, uno de los puntos de´biles del programa Emotag de
reconocimiento de emociones utilizado en el sistema, debido a que el corpus
utilizado para el entrenamiento utiliza exclusivamente cuentos infantiles, lo
que sin duda restringe mucho el vocabulario existente en la lista generada
por el programa, y que sera´ utilizada a la hora de evaluar los textos para
etiquetarlos emocionalmente. Otro de los inconvenientes encontrados en este
sistema es que en el proceso de ana´lisis de los textos, el programa se basa
so´lo en las palabras y sus probabilidades, sumando el conjunto de todas para
obtener la emocio´n final, pero sin tener en cuenta las relaciones entre ellas.
Un claro ejemplo de este problema se puede ver en expresiones como “La
muerte de la bruja” o la “La muerte del hijo”, en la que no se tendr´ıan en
cuenta las relaciones entre las palabras, asignando en ambos casos la misma
probabilidad a la palabra muerte, sin tener en cuenta la relacio´n con la
palabra bruja, en el primer caso, o hijo, en el segundo.
Para intentar solventar esta deficiencia se podr´ıa estudiar la aplicacio´n
de la teor´ıa de grafos a este tipo de sistemas, lo cual introducir´ıa una capa
ma´s en el ana´lisis en la que se tendr´ıan en cuenta las distintas relaciones
entre las palabras del corpus.
Otro aspecto que podr´ıa ser mejorado en el sistema es el cambio brusco
producido entre algunas configuraciones seleccionadas por el mo´dulo lo´gi-
co, y que se puede apreciar en algunos casos en la simulacio´n realizada en
el sistema. Estos cambios son generados en el sistema al detectar un nue-
vo evento que produce una sincronizacio´n de la historia y sobre la que se
debe volver a evaluar la configuracio´n de ca´mara actual, proponiendo en
ciertos casos transiciones bruscas entre e´stas. Para intentar solventar esto se
podr´ıan introducir un conjunto de configuraciones intermedias entre ambas
que produjeran una transicio´n ma´s suave desde las dos configuraciones selec-
cionadas como ido´neas, generando as´ı transiciones que no impactaran tanto
al espectador, siempre y cuando no se deseara esto a la hora de visualizar la
escena.




Hasta este punto se ha descrito el sistema automa´tico de direccio´n cine-
matogra´fica para entornos virtuales basado en emociones, el cual, a partir
del guio´n de la historia que se va a visualizar, junto con los nombres de los
actores y los eventos producidos en el entorno virtual adaptado al algoritmo,
es capaz de seleccionar la mejor configuracio´n de ca´mara de acuerdo a lo que
esta´ sucediendo en la escena en cada momento.
Adema´s de esta descripcio´n de los distintos componentes del sistema,
y de sus diferentes funciones en el algoritmo, se han analizado los diversos
trabajos previos encontrados en este campo y en los que esta investigacio´n
se ha apoyado, intentando aportar mejoras a las deficiencias encontradas
en los mismos mediante las diversas te´cnicas expuestas a lo largo de esta
memoria.
Para finalizar, se ha realizado una breve discusio´n sobre las diferentes
aportaciones encontradas en el resultado final del proyecto con respecto al
estado del arte actual de este tipo de sistemas, mostrando as´ı mismo los
diferentes inconvenientes encontrados.
Una vez realizado todo esto, so´lo queda exponer el estado final del traba-
jo, as´ı como extraer las conclusiones oportunas sobre e´l, describiendo adema´s
las futuras l´ıneas de investigacio´n que pretenden mejorar y solventar los di-
ferentes problemas identificados.
6.1. Estado actual del trabajo
Una vez desarrollado el sistema, expuestos sus resultado, y habie´ndolos
evaluado, se puede concretar que el trabajo aqu´ı presentado ha consegui-
do los objetivos marcados, como eran la introduccio´n del aspecto emotivo
en las diferentes te´cnicas cinematogra´ficas para la gestio´n de la ca´mara, y
la determinacio´n de si el uso de te´cnicas de Procesamiento del Lenguaje
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Natural sobre el guio´n de la historia pod´ıan proporcionar la informacio´n
suficiente para este cometido, permitiendo adema´s identificar y clasificar las
diferentes secuencias que componen cada escena para una mejor eleccio´n de
la configuracio´n de ca´mara ma´s acorde a lo que esta´ sucediendo.
Aunque es cierto que en este primer prototipo se han detectado proble-
mas que deben ser resueltos en un trabajo futuro, los resultados son alta-
mente satisfactorios. Se ha conseguido que el sistema sea capaz de generar
automa´ticamente los distintos movimientos y posiciones de ca´mara sin nece-
sidad de realizar manualmente diferentes configuraciones de ca´mara previas
segu´n el entorno, y se ha constatado el beneficio visual que aporta el uso de
las te´cnicas cinematogra´ficas, y principalmente el aspecto emotivo de e´stas,
a la hora de gestionar las ca´maras.
Otro de los aspectos interesantes encontrados en el desarrollo del trabajo
se basa en la utilizacio´n del guio´n como me´todo de obtencio´n de informacio´n
para la gestio´n de la ca´mara, ya que aunque la informacio´n obtenida a par-
tir de la estructura y el texto del guio´n es de gran utilidad para la gestio´n
de las ca´maras, una ana´lisis ma´s en profundidad del guio´n con las nuevas
te´cnicas que esta´n apareciendo en los u´ltimos an˜os en el campo del Proce-
samiento del Lenguaje Natural abrir´ıa un gran abanico de posibilidades que
podr´ıan proporcionar mucha ma´s informacio´n, y mucho ma´s relevante, para
la gestio´n y el control de las ca´maras en los entornos virtuales, as´ı como
para otros aspectos como la gestio´n de luces, la distribucio´n y acciones de
los personajes, etc.
La independencia del sistema del aspecto geome´trico, aunque suponiendo
una de las debilidades principales propuestas como trabajo futuro a solven-
tar, supone una interesante caracter´ıstica del sistema, ya que permite ser
incorporado a cualquier entorno virtual, previa adaptacio´n de e´ste al algo-
ritmo, y que abre la puerta a la evaluacio´n del sistema con otro tipo de
entornos utilizados en diversos campos como la narratolog´ıa interactiva o el
mundo de los videojuegos.
6.2. Trabajo futuro
El trabajo aqu´ı presentado se pretende que sea el inicio de un proyecto
ma´s ambicioso en el que el sistema no so´lo tenga el control de las ca´maras,
sino que adema´s pueda gestionar el sistema de luces, o las acciones y movi-
mientos de los propios personajes, pudiendo conseguir de esta manera una
mayor calidad visual en los entornos virtuales actuales. Para poder lograr
este propo´sito, lo primero que se debe mejorar son los distintos inconvenien-
tes detectados a lo largo de este trabajo, as´ı como evaluar el sistema con un
mayor nu´mero ejemplos para poder determinar con amplio grado de certeza
la eficiencia del sistema.
A lo largo de las siguientes secciones se van a proponer diferentes mejoras
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que sera´n desarrolladas y evaluadas en un futuro proximo para intentar
mejorar el sistema, supliendo las carencias detectadas, y pudiendo de esta
manera llegar al objetivo final planteado.
6.2.1. Incorporacio´n del aspecto geome´trico
Como se ha adelantando en el capitulo anterior, uno de los principales
problemas detectados es el desconocimiento, por parte del algoritmo, de la
disposicio´n geome´trica de los actores y del entorno en el que se encuentran,
produciendo en ciertos casos configuraciones de ca´mara no acordes a dicha
disposicio´n, o situando la ca´mara en posiciones en las que un objeto obstruye
lo que se desea filmar. Para intentar solucionar este tipo de situaciones se
proponen varias te´cnicas, las cuales sera´n desarrolladas y evaluadas para
determinar la aproximacio´n ma´s adecuada, tanto en resultados visuales como
en coste computacional.
Una de las posibles opciones consiste en incorporar el aspecto geome´trico
de la escena en el algoritmo, pudiendo as´ı el propio mo´dulo lo´gico determi-
nar si la configuracio´n seleccionada es la ma´s adecuada a la disposicio´n de
los objetos, o por el contrario, se deben modificar los para´metros de la con-
figuracio´n. El principal problema que se puede apreciar en esta opcio´n es la
sobrecarga computacional que supone para el sistema, puesto que los moto-
res gra´ficos ya esta´n optimizados para este tipo de tareas y supondr´ıa una
ejecucio´n paralela de las operaciones que el propio motor proporciona, con
el consiguiente aumento en el consumo de memoria.
Otra de las opciones viables ser´ıa la inclusio´n de un conjunto de even-
tos en el mo´dulo gra´fico que determinara este tipo de situaciones a la hora
de realizar una configuracio´n propuesta, exponiendo el problema al mo´du-
lo lo´gico, el cual a partir de los eventos recogidos podr´ıa determinar una
configuracio´n de ca´mara ma´s acorde a la disposicio´n de los objetos. Esta
aproximacio´n no supone un aumento sustancial de la memoria necesaria,
pero s´ı, por el contrario, un aumento en la comunicacio´n entre ambos mo´du-
los, con el consecuente incremento de carga computacional.
En ambas propuestas ser´ıa interesante la utilizacio´n de algu´n tipo de
plantillas de situaciones l´ımite que indicaran la imposibilidad de representar
lo que esta´ sucediendo de una forma o´ptima desde el punto de vista de
las te´cnicas cinematogra´ficas. En estos casos, ser´ıa deseable que el Director
pudiera tener cierto control sobre los personajes, pudiendo desplazarlos hasta
situaciones ma´s apropiadas a las configuraciones implementadas.
6.2.2. Ana´lisis de los diversos me´todos para el ca´lculo de la
intensidad
Otro punto que quiza´ habr´ıa precisado de un ana´lisis mayor es el estu-
dio de diferentes me´todos para el ca´lculo de la intensidad emocional de las
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etiquetas emocionales proporcionadas por Emotag. Para ellos, se pretende
realizar un ana´lisis exhaustivo de las diferentes teor´ıas sicolo´gicas existentes
sobre la intensidad emocional, as´ı como la evaluacio´n de los diferentes traba-
jos y recursos sema´nticos existentes, como por ejemplo WordNet Affect.
Una vez realizado esto, si el resultado no fuera satisfactorio para el
propo´sito del proyecto, se estudiar´ıa la forma de generar un corpus propio
de guiones basado en el programa Emotag, que permitiera realizar una eva-
luacio´n ma´s en profundidad de los resultados obtenidos, e incluir un me´todo
para el calculo de la intensidad emocional.
6.2.3. Estudio de la aplicacio´n de grafos a los sistemas de
emociones
Como se ha dicho, otra de las deficiencias encontradas en el sistema se
deriva de la limitacio´n del vocabulario del corpus utilizado por el sistema
Emotag, junto con la carencia encontrada de que no evalu´a las posibles
relaciones existentes entre las palabras desde el punto de vista emocional.
Para solventar esta limitacio´n, se propone el estudio de la aplicacio´n de
la teor´ıa de grafos a este tipo de sistemas, as´ı como el ana´lisis y la evaluacio´n
de los diferentes trabajos existentes en este a´rea que hayan aplicado este tipo
de te´cnicas, examinando los resultados obtenidos e intentando, en caso de
que la investigacio´n sea satisfactoria, desarrollar un prototipo basado en el
programa Emotag que permita incorporar un nivel ma´s de evaluacio´n en
el que se tengan en cuenta las diferentes relaciones de las palabras respecto
a la intensidad emocional.
De esta manera, el sistema analizar´ıa los diferentes textos hasta obtener
una evaluacio´n de la emocio´n inmersa en el mismo de cada palabra, al igual
que se realiza ahora, an˜adie´ndole en este punto una ponderacio´n respecto
de la relacio´n con el resto de palabras de la frase, obteniendo as´ı un sistema
capaz de tener en cuenta las distintas relaciones entre las palabras a la hora
de etiquetar un texto, y extendie´ndose con WordNet, al igual que se realiza
ahora, en caso de no disponer el corpus de alguna de las palabras del ana´lisis.
Adema´s, se intentara´ aumentar el numero de textos etiquetados por per-
sonas, as´ı como su a´mbito, para la generacio´n del corpus, pudiendo as´ı dis-
poner de un vocabulario ma´s amplio en la lista LEW del programa.
6.2.4. Generacio´n de transiciones suaves
Ya se ha comentado que, en algunos casos el sistema plantea transiciones
bruscas entre configuraciones de ca´mara al responder a los diferentes eventos
producidos en el entorno virtual. Aunque en ciertas ocasiones estos cambios
pueden resultar interesantes para impactar al espectador, por regla general
producen desconcierto y desorientacio´n.
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Para evitar este tipo de transiciones se podr´ıa introducir un ana´lisis a la
hora de seleccionar una nueva configuracio´n de ca´mara que comprobara si el
cambio entre la configuracio´n actual y la seleccionada producir´ıa una tran-
sicio´n suave o no, generando en caso negativo una configuracio´n intermedia
entre ambas para evitar el movimiento brusco de la ca´mara.
6.2.5. Aumento del tipo de secuencias
Otro aspecto que podr´ıa enriquecer notablemente al sistema ser´ıa la posi-
bilidad de poder identificar, por parte del Analizador de Guiones, y median-
te te´cnicas de Procesamiento del Lenguaje Natural, otro tipo de secuencias
ma´s especializadas; como por ejemplo, secuencias roma´nticas, de terror, de
persecucio´n, etc.
De este modo se plantea el estudio de diversos me´todos de EI que per-
mitan identificar patrones dentro de los textos de los guiones, a partir de
un corpus previamente anotado por humanos con las diferentes secuencias,
utilizando distintas te´cnicas de Aprendizaje Automa´tico implementadas en
numerosos sistemas de EI, pudiendo as´ı realizar un clasificador de secuencias
de guiones ma´s especificas.
Aunque es cierto que los sistemas de clasificacio´n actuales no suelen obte-
ner resultados con un alto porcentaje de acierto, actualmente esta´n surgiendo
te´cnicas y recursos sema´nticos, como WordNet o Google, que podr´ıan ser
de gran intere´s para la realizacio´n de esta tarea, y que esta´n empezando a
utilizarse en diversos sistemas de EI.
6.2.6. Adaptacio´n del algoritmo para entornos interactivos
Otro de los aspectos interesantes que se propone evaluar en un trabajo
futuro es la posibilidad de adaptar el algoritmo generado a entornos interac-
tivos, donde la gestio´n de ca´mara no se relega so´lo a lo que esta´ sucediendo
en la historia, sino que se debe tener en cuenta la entrada al sistema pro-
porcionada por el usuario en el control del avatar o personaje.
Una aproximacio´n sencilla ser´ıa interpretar la escena tal y como se realiza
actualmente, pero permitiendo que el usuario pudiera modificar las posicio-
nes y los movimientos realizados por el algoritmo, de tal manera que el gestor
de ca´maras ejecutara las distintas configuraciones siempre y cuando el usua-
rio no produjera ningu´n evento en la entrada. De esta forma el sistema le
mostrar´ıa las conversaciones, o movimientos de los personajes, o las entradas
y salidas de e´stos en la escena, segu´n las diferentes te´cnicas cinematogra´fi-
cas, relegando siempre el control al usuario cuando e´ste deseara visionar las
escenas desde su perspectiva por medio de los controles de entrada.
Otra opcio´n un poco ma´s compleja ser´ıa la introduccio´n de esa entrada
en el algoritmo de gestio´n de ca´maras, interpreta´ndola y llegando a un com-
promiso entre la posicio´n deseada por el usuario y la mejor configuracio´n de
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ca´mara seleccionada por el sistema. Esta aproximacio´n debe ser evaluada
cuidadosamente, ya que puede producir en el usuario la sensacio´n de que el
sistema no responde como e´l desea, pudiendo incluso llegar a disgustarle.
6.2.7. Mejora del sistema de carga del mo´dulo gra´fico
Como ya se ha adelantado, una caracter´ıstica interesante, aunque no
aporta una mejora a los resultados finales, ser´ıa la realizacio´n de un sistema
automa´tico de carga de los objetos y acciones del mo´dulo gra´fico, el cual
proporcionar´ıa una interfaz ma´s amigable y sencilla a la hora de generar la
historia en el mundo virtual.
Un forma simple de realizar esta tarea ser´ıa mediante una interfaz que
generara´ archivos de configuracio´n en formato XML que entendiera el mo´du-
lo gra´fico, en los que se incluyeran todos los para´metros necesarios para su
correcta carga en el sistema.
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Ape´ndice A
Ejemplos de reglas en el
sistema
A lo largo de este ape´ndice se van a exponer algunos ejemplos de las
diferentes reglas implementadas en el sistema.
Figura A.1: Ejemplo 1 de las reglas de las secuencias de accio´n del sistema.
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Figura A.2: Ejemplo 2 de las reglas de las secuencias de accio´n del sistema.
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Figura A.3: Ejemplo 3 de las reglas de las secuencias de accio´n del sistema.
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Figura A.4: Ejemplo 4 de las reglas de las secuencias de accio´n del sistema.
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Figura A.5: Ejemplo 5 de las reglas de las secuencias de accio´n del sistema.
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Figura A.6: Ejemplo 6 de las reglas de las secuencias de accio´n del sistema.
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Figura A.7: Ejemplo 1 de las reglas de las secuencias de dia´logo del sistema.
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Figura A.8: Ejemplo 2 de las reglas de las secuencias de dia´logo del sistema.
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Figura A.9: Ejemplo 3 de las reglas de las secuencias de dia´logo del sistema.
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Figura A.10: Ejemplo 4 de las reglas de las secuencias de dia´logo del sistema.
Ape´ndice B
Fragmento del guio´n de la
pel´ıcula
INT. EDORAS, SLEEPING QUARTERS - NIGHT
Gimli is snoring in the room. The floor of the hall
is scattered with sleeping bodies. Aragorn moves stealthily
across the room and goes out through the door. Pippin turns
over and wakes up. He tries to sleep obviously having an
inward struggle with himself.
INT. EDORAS, GOLDEN HALL - NIGHT
Eowyn sleeps in the centre of the room next to the fire.
Aragorn walks past her to the fire. He moves the logs
around to encourage it to burn, he looks at her sleeping
and walks over to her to pull her dress down to her ankle
and her collar up to her neck
EOWYN
(with her eyes closed)
What time is it?
ARAGORN
Not yet dawn.
Eowyn strokes the fur on her collar and withdraws his hand.
Eowyn grabs his hand as he draws away. Aragorn turns back
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and looks at her.
EOWYN
I dreamed I saw a great wave climbing over green
lands and above the hills. I stood upon the brink.
It was utterly dark in the abyss before my feet. A
light shone behind me but I could not turn
(he stoops down next to her and she looks at him
upset)I could only stand there, waiting.
(a tear runs down her face.)
ARAGORN
Night changes many thoughts. Sleep Eowyn.
Sleep while you can.
Aragorn clutches her hands and then leaves her. Eowyn sleeps.
Aragorn walks outside, starts to fill his pipe.
Ape´ndice C
Publicaciones
El desarrollo de este trabajo a dado lugar a las diferentes publicaciones
relacionadas con el sistema que aqu´ı se exponen.
Jorge Carrillo de Albornoz, Luis Garmendia, Pablo Gerva´s, Sistema
automa´tico de decisio´n del plano de ca´mara en videojuegos y entor-
nos virtuales. Segundo Congreso Internacional de Matema´ticas en la
Ingenier´ıa y la Arquitectura, Escuela Te´cnica Superior de Ingenieros
de Caminos, Canales y Puertos, Universidad Polite´cnica de Madrid,
2008. Pa´ginas: 219-230, ISBN: 978-84-7493-390-1.
Carlos Leo´n, Jorge Carrillo de Albornoz, Pablo Gerva´s, A Frame-
work for Building Creative Objects From Heterogeneous Generation
Systems. 5th International Joint Workshop on Computational Creati-
vity, Facultad de Informa´tica de la UCM, Madrid, Espan˜a. 17 - 19 de
Septiembre del 2008.
