In applications of (nonlinear) model predictive control a more and more common approach for the state estimation is to use moving horizon estimation, which employs (nonlinear) optimization directly on a model for a whole batch of data. This paper shows that horizon estimation may also be used for joint parameter estimation and state estimation, as long as a bias correction based on the Kalman filter is included. A procedure how to approximate the bias correction for nonlinear systems is outlined.
Introduction
This paper ultimately deals with parameter estimation in non-linear models. What triggers our interest in this area is the modelling for nonlinear model predictive control. While linear model predictive control has long been an established industrial area, nonlinear MPC has only found industrial applications more recently, see for example [5] and [9] .
To obtain models for real industrial plants, there are two main alternatives available: Deriving a model from first principles using laws of physics, chemistry, etc, socalled white-box modelling, or estimating an empirical model from experimental data -black-box modelling. In general, a white-box model becomes a set of nonlinear Differential and Algebraic Equations (DAE). A black-box model on the other hand is typically linear, although non-linear black-box structures do exist (e.g. neural nets), and are usually estimated in a stochastic framework. This paper will focus on the combination of these two techniques, i.e. to start with a physical model, but adding black-box elements to this model. This is often referred to as grey-box modelling or grey-box identification. The traditional solution for parameter estimation in grey-box modelling is to use a maximum likelihood criterion formed by running an extended Kalman filter. It will be argued that an interesting alternative is to work directly with a discretized version of the nonlinear model and fit both states and parameters using nonlinear optimization.
Model predictive control
As the name model predictive control indicates a crucial element of an MPC application is the model on which the control is based. Therefore, before a controller can be implemented a model has to be established. There are two main alternatives available for obtaining the model • Deriving a model from first principles using laws of physics, chemistry, etc, so-called white-box modelling
• Estimating an empirical model from experimental data, black-box modelling
In general, a white-box model becomes a DAE 0 = f (ẋ(t), x(t), u(t)) y(t) = h(x(t), u(t)) where y(t) denotes the measured process variables, and u(t) the manipulated variable, i.e. the output of the MPC. Finally the internal variable x(t) is what is usually referred to as the state of the system.
A black-box model on the other hand, is typically linear, but most often also discrete in time
Here the integer k denotes the k:th time index for which the signal value is available, i.e. at time kT s , where T s is the sampling interval. Hence, we have for example
The core of MPC is optimization. In each iteration of the control, i.e. any time a new measurement is collected, two optimization problems have to be solved (both using the model as an equality constraint); one using past data to estimate the current state vector x(t) and one to optimize the future control variables. When solving the forward optimization problem a number of future values of the manipulated variables are calculated. However, only the values at the first time instant are transmitted to the underlying process. At the next time instant the optimizations are repeated, with the optimization windows shifted one time step. This is known as receding horizon control, and is in fact what makes this a feedback control method. Performing optimization just once would correspond to open-loop control. The emphasis of this paper is on the second stepthe state estimation -which will be presented in some more detail in the next subsection.
State Estimation
For the state estimation the optimization target is to obtain the best estimate of the internal variable x using knowledge of y and u, to be used as starting point for the forward optimization. This can be done using a Kalman filter (for an old classic see [1] ) -or if the model is nonlinear an extended Kalman filter -where a stochastic modeling of process and measurement noises is applied. A Kalman filter is a recursive method, meaning that it takes only the most recent values of y k and u k to update the previous estimatex k−1 to obtain the new onex k . Hence it does not actually solve an optimization problem on-line. Kalman filtering is done in a statistical framework by adding process noise and measurement noise to the discrete-time state space system given in the previous section
where w k and v k are white Gaussian noises with covariance matrices Q and R respectively. Since we want to use certain quantities in the calculation later, the complete set of Kalman filter equations is given below:
With access to more computational power, a much newer and increasingly popular approach is to use socalled moving horizon estimation (MHE) [10] instead. Then the process and measurement noise introduced are used as slack variables in the optimization. If the model is non-linear these slack variables are usually introduced in a discretized version of the model
Moving horizon estimation then corresponds to minimizing
with respect to all states x n within the horizon and possibly subject to constraints as, for example,
Here P , Q and R are weight matrices used for tuning of the estimator, which have a similar interpretation and importance as the estimate and noise covariance matrices in Kalman filtering.
As indicated in its name, the optimization for moving horizon estimation is typically done over a horizon of data [t − (M − 1)T s , t] , where t is the current measurement time. Since this time interval is in the past, we assume access to historic values of the applied manipulated variables u k and the measured process variables y k . The first penalty term in the criterion is called the arrival cost. It is to create a link from one optimization window to the next, wherex k−M +1 denotes the estimate for this particular time instant from the optimization run at the previous cycle. Figure 1 tries to illustrate the MHE optimization which is a weighted sum of the the vertical bars in the upper and lower plots. Notice that in the optimization problems described above, the model (nonlinear or linear) should be considered as an equality constraint. We will not go into how these optimization problems are solved. Let us just point out that depending on the objective function and constraints (most importantly the model) different type of optimization problems result, leading to different type of optimization solvers needed. For example, a quadratic objective together with linear constraints corresponds to a quadratic programming (QP) problem, whereas a nonlinear objective or nonlinear model yields a nonlinear programming (NLP) problem which of course is much more difficult to solve. The latter case, when combined with the forward optimization, is usually referred to as a nonlinear MPC problem (NMPC).
Kalman filter vs MHE
Moving horizon estimation is identical to Kalman filtering if (see [10] 
)
• the model is linear and discrete, i.e. given by matrices (A, B, C)
• the horizon M = 1
• the arrival cost is given by the Kalman filter Riccati equation as P k−M +1|k−M
• the noises are zero-mean Gaussian with
• there are no active constraints When M > 1 the MHE estimates are identical to fixed interval smoothing estimates (see e.g. [1] ) if the arrival cost is given by the corresponding forward-backward Riccati equation as P k−M +1|k−1 . The big difference between the two methods is that the MHE optimization is easily extended with constraints.
For nonlinear systems this exact similarity does of course no longer hold, why extended Kalman filtering and MHE will produce different results. Again constraint handling as well as the fact that the model only needs to be fulfilled at convergence (particularly useful for unstable processes) are advantages for MHE, while the heavier computational burden is a disadvantage.
Parameter estimation
Even if physical modelling is used there are often parameters whose numerical values are unknown, and therefore need to be estimated from data. Furthermore it is typically not easy to know at what level of detail to perform the physical modelling. A systematic procedure to gradually build up non-linear models using collected process data is usually referred to as grey-box identification. One such procedure is presented in the book by Bohlin [2] , with which also follows a Matlab based software called MoCaVa. The software was also presented in [3] , and contains modules for
• Preparation of data
• Simulation -To solve the (nonlinear) differential equations for fixed parameters and known inputs
• Calibration -to start with a root model and extend model gradually
• Validation -to test the model for a specific purpose
The part of the procedure of particular interest in this paper is the Calibration which includes the steps:
• Start with the root model
• For each extension, make a fit to data
• Compute the statistical risk of rejecting the previous model
The goal of the calibration can be formulated as: "Find the simplest model that cannot be falsified using the available data". For the parameter fit, MoCaVa uses a maximumlikelhood criterion based on the extended Kalman filter
where S k is given by (1) . Then for the computation of the statistical risk the fact that V M L is (asymptotically) chi-squared distributed is utilized. Now instead, having an MPC implementation based on moving horizon estimation, a valid question is whether one cannot use the same optimization code for the parameter estimation? Because the identification is made on a collected set of input and output data, an offline identification would rather correspond to Horizon Estimation, since no moving window will be applied. The answer is that an ML citerion may be formed using horizon estimation, but in addition to the criterion (3) it will contain a bias correction term which (somewhat surprisingly) is exactly the same one as in (4), i.e the ML-criterion becomes min
See Appendix A for a detailed derivation of this expression.
A common approach is to not include any process noise w k when performing the parameter estimation (see e.g. [11] ), and only use the first term in (5) with fixed weighting matrix. This is, in the system identification literature (e.g. [8] ), known as Output Error (OE) and will also lead to unbiased estimates. Notice, however, that if we want to include the measurement covariance R as a free estimation parameter, then the bias correction term is indeed necessary, otherwise there is nothing preventing the covariance estimate from tending to infinity.
Monte-Carlo simulation
In this section we will illustrate the theoretical result of the previous section by simulating a simple first order (linear) process for many different noise realizations.
The chosen example is given by
where both w k and v k are zero mean Gaussian noises with unit variance.
The particular example a = 0.7 and b = 0.3 was simulated for 100 different noise realizations (one such simulation is shown in Figure 2 ) and the optimal parameter estimates where found using three different criteria:
HE Horizon estimation is also the same as the maximum a posteriori estimate using a flat prior, i.e. min x k ,a,b
ML Horizon estimation with the bias correction: The parameter estimates are shown in Figure 3 , where each cross corresponds to one estimate for one realization. From the figure it is clear that pure Horizon Estimation leads to significant bias in the parameter estimates, while both Maximum-Likelhood and Output Error are unbiased. However, as expected, ML clearly has much lower covariance of the parameter estimates. 
Suggested procedure for non-linear models
While the derivation and simulations above are for linear systems, the end goal is of course to use this new optimization approach for identification of non-linear models. Similar to extended Kalman filtering we suggest to use the linearized model, but only for the computation of the bias correction term. The rest of the optimization deploys the full non-linear model (although discretized). 
subject to
For every evaluation of V calculate the (time varying) linearized system along the trajectory to compute S k 8. Test which parameters to make free (including noise parameters) by hypothesis testing using the chi-squared risk calculation 9. Repeat 5-8 until no further improvement
Conclusions
The process modelling is by far the most time consuming part of an MPC project. When physical modelling is used a procedure for gradual extension of the model has been designed by Bohlin [2] , and is called grey-box identification. This procedure is built around maximum-likelihood identification. In its original form the ML criterion is evaluated using (extended) Kalman filters.
In this paper we have advocated that if the MPC implementation uses moving horizon estimation for the state estimation, this optimization code may be used also for the grey-box identification, as long as one includes a bias correction term. This is research still in progress and several issues are remaining such as
• How to deal with size and sparsity of P matrix
• The relationship between discretization of the DAE and the bias correction
• Creating a user friendly software environment similar to MoCaVa
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A Derivation of parameter estimation using Horizon estimation
Parameter estimation with the Maximum Likelihood (ML) method gives unbiased parameter estimates. Using a flat prior for the parameters and computing the Maximum Aposteriori (MAP) estimate will give biased estimates. Here, it will be shown how to select the prior in order to get unbiased estimates.
The following densities are given as a model of the system: p(y|x, θ), p(x|θ), and p(θ). The states, x, and parameters, θ, should be estimated given a measurement, y. This could be done either with maximum-likelihood (ML) estimation aŝ θ = arg max To analyze the difference between ML and MAP, rewrite the MAP estimation density as
ML density p(x|y, θ)p(θ), (6) were it can be seen that MAP adds a factor p(x|y, θ)p(θ) to the ML density. If the MAP solution should equal ML, p(x MAP |y, θ)p(θ) has to be independent of θ (x MAP = arg max x p(x|y, θ)). Selecting a p(θ) that fulfills this requirement corresponds to a noninformative prior.
Linear Gaussian System
The result above is here derived for the special case of a linear Gaussian system, where the data is given for a time window. Consider a linear state space model on the following form
where the system matrices A and C are dependent on the parameter θ, x is the system state, y is the system output, w and v are zero-mean Gaussian process and measurement noise with covariances Q and R respectively. This system can be described in batched form over a time window, directly derived from the linear state-space form. In addition to moving horizon estimation, the batch form is often used in fault detection/diagnosis, see [4, 6] . (the framework can easily be extended to nonzero initial states), the signals may be described as
The noise covariances are given byQ := covW = diag(Q, · · · , Q) andR := cov(V ) = diag(R, · · · , R).
To simplify notation, denoteF =F (θ) andH = H(θ). Now, the equations (7) and (8) can be described as the following probability densities
The likelihood density is computed as
whereS =HFQF TH T +R. The calculations are analogous to those made for the Kalman filter time update [7] . The distribution for the states in the window is computed as
where
For this result, the calculations are analogous to the Kalman filter measurement update. For its maximumX MAP = KY , the exponent is zero and the probability function evaluates to p(X MAP |Y, θ) = 1 (2π) n/2 det
1/2P
. which is clearly dependent of θ sinceP is a function of θ.
In order to fulfill that p(X MAP |Y, θ)p(θ) is independent of θ (condition from (6)), the prior must be selected as Notice that the two terms in (10) correspond exactly to the moving horizon estimation criterion (3). For the three remaining terms in (11) observe that log detR + log detFQF T − log detP = log detR det(I +FQF TH TR−1H ) = 1 2 log detS where the last equality follows from the determinant identity det(I + AB) = det(I + BA)
To computeS = EY Y T we apply the innovations form for the linear stochastic state space model (see e.g. [1] ):
where K k is the Kalman filter gain given by (2) and ν k is the prediction error which has covariance S k given by (1) . Utilizing a batch form similar to (7) and (8) we get log detS = N k=1 log det(S k ) which concludes the derivation of (5).
