It is well known that the equation x ὔ (t) = Ax(t) + f(t), where A is a square matrix, has a unique bounded solution x for any bounded continuous free term f , provided the coefficient A has no eigenvalues on the imaginary axis. This solution can be represented in the form
Introduction
An approximate computation of analytic functions f of matrices is an important problem in modern numerical mathematics [13, 15, 17, 18, 20] . Green's function of the problem of bounded on the axis solutions [3, 6, 9, 16, 25, 35, 36] of the differential equation x ὔ (t) − Ax(t) = f(t) can be represented as the analytic function g t applied to the matrix coefficient A (see formula (5.2) ). The difficulty lies in the facts that the domain of g t is the disconnected set ℂ \ iℝ, and g t depends on the parameter t. In this paper, we calculate g t by using a special representation of the Newton interpolating polynomial of g t .
If the eigenvalues of A are arranged in a special order, then the Newton interpolating polynomial of g t acquires a simple form (Theorem 5.5). It allows us to reduce the problem of calculating g t (A) to the substitution of A into the interpolating polynomial of the functions exp ± t which degree is half of the degree of g t . The norm of the differential of Green's function with respect to A is called the condition number. It shows how inaccuracies in A influence on g t (A). We give estimates of the condition number both from below (Corollary 6.2) and from above (Corollary 6.5).
In Sections 2, 3, and 4, preliminaries are collected. In Section 5, we recall the definition of Green's function and some of its properties, and describe its representation in the form of the Newton interpolating polynomial. In Section 6, we discuss the sensitivity of the problem under consideration. In Section 7, we present our algorithm. The algorithm is convenient for symbolic calculations. In Section 8, we describe some numerical experiments.
Applications may be connected with the preservation of the existence of bounded solutions under linear and nonlinear perturbations (see [7, Chapter 7] , [9, Chapter VII], [1, [32] [33] [34] , and the references therein) and the freezing method for equations with slowly varying coefficients [2, 4, 8, 16, 28-30, 37, 38, 40 ].
Matrix Functions
Let A be a complex N × N-matrix. Let 1 be the identity matrix. The polynomial
is called the characteristic polynomial of the matrix A. Let λ , . . . , λ M be the complete set of the roots of the characteristic polynomial p A , and let n , . . . , n M be their multiplicities; thus n + ⋅ ⋅ ⋅ + n M = N. It is well known that λ , . . . , λ M are eigenvalues of A. The numbers n k are called (algebraic) multiplicities of the eigenvalues λ k . The set σ(A) = {λ , . . . , λ M } is called the spectrum of A.
Let U ⊆ ℂ be an open set that contains the spectrum σ(A). Let f : U → ℂ be an analytic function. The function f of the matrix A is defined (see [19, Chapter V, Section 1] and [9, p. 17] ) by the formula
where the contour Γ surrounds the spectrum σ(A). 
where f + g, αf and fg are defined pointwise.
Proposition 2.2 (see, e.g., [13, Proposition 2.3] ). Let functions f and g be analytic in a neighborhood of the spectrum σ(A) and f (j) (λ k ) = g (j) (λ k ), k = , . . . , M, j = , , . . . , n k − .
Then f(A) = g(A).

Divided Differences
In this section, we recall some properties of divided differences. Let μ , μ , . . . , μ N be given complex numbers (some of them may coincide with others) called points of interpolation. Let a complex-valued function f be defined and analytic in a neighborhood of these points. Divided differences of the function f with respect to the points μ , μ , . . . , μ N are defined (see, e.g., [10, 11, 14, 21] ) by the recurrent relations
In these formulas, if the denominator vanishes, then the quotient is understood as the derivative with respect to one of the arguments of the previous divided difference (this agreement can be derived by continuity from Corollary 3.2). 
.
Proof. The statement follows from Proposition 3.1 and the Cauchy integral formula [24, p. 33 ].
The Newton Interpolating Polynomial
The set λ , λ , . . . , λ M ∈ ℂ of interpolation points together with the set n , n , . . . , n M ∈ ℕ of their multiplicities is called multiple interpolation data. We set N = n + ⋅ ⋅ ⋅ + n M . Let U ⊆ ℂ be an open neighborhood of the set λ , λ , . . . , λ M of the points of interpolation and let f : U → ℂ be an analytic function. An interpolating polynomial of f that corresponds to the multiple interpolation data is a polynomial p of degree N − satisfying the equalities For any analytic function f , the interpolating polynomial exists and is unique. Let μ , . . . , μ N be the points of multiple interpolation data λ , . . . , λ M , listed in an arbitrary order and repeated as many times as their multiplicities n , . . . , n M . Then the interpolating polynomial possesses the representation
Representation (4.1) is called the interpolating polynomial in the Newton form or shortly the Newton interpolating polynomial with respect to the points μ , μ , . . . , μ N ; see [10, 11, 14, 21] .
Green's Function
In this section, we recall the definition and prove some properties of Green's function.
Let A be a complex N × N-matrix. We consider the differential equation
We are interested in the bounded solutions problem, i.e. seeking bounded solution x : ℝ → ℂ N under the assumption that the free term f : ℝ → ℂ N is a bounded function. The bounded solutions problem has its origin in the work of Perron [36] . Its different modifications can be found in [3, 6, 9, 16, 25, 35] ; see also the references therein. Suppose that σ(A) does not intersect the imaginary axis. In this case, the functions
are analytic in the neighborhood ℂ \ iℝ of the spectrum σ(A). We set
The function G is called Green's function [9] of the bounded solutions problem for equation (5.1). Since the domain of the function g t is not connected, the Taylor series and the Padé approximants can not be used for the calculation of g t (A). Thus, more complicated methods are needed.
The following proposition is well known.
Proposition 5.1. Green's function possesses the following properties: (i) P + = G(+ ) and P − = −G(− ) are projectors, i.e. they satisfy the identity P = P,
Proof. The statement follows from Proposition 2.1 and the identities
The main property of Green's function is described in the following theorem. 
where G is Green's function (5.2) of equation (5.1). Below we assume that A is a fixed complex N × N-matrix and its spectrum does not intersect the imaginary axis. We denote by μ , . . . 
Proof. Suppose that all multiplicities equal 1. By Proposition 3.4,
Since divided differences continuously depend on their arguments (Corollary 3.2), the case of multiple points of interpolation is obtained by a passage to the limit. Then the Newton interpolating polynomial p + t of the function exp + t takes the form
is the interpolating polynomial of the function
with respect to the points ν , . . . , ν m . The interpolating polynomial p − t of the function exp − t can be represented in the form
with respect to the points μ , . . . , μ k .
Proof. We observe that exp + t (μ i ) = , i = , . . . , k. Therefore,
Now from Proposition 4.3 it follows that
It remains to apply Proposition 5.4.
We set
Clearly,
Thus P + = π + (A) and P − = −π − (A) are the spectral projectors that correspond to the subsets μ , . . . , μ k ⊆ σ(A) and ν , . . . , ν m ⊆ σ(A), respectively; cf. Proposition 5.1.
In passing, we note the following corollary. is the interpolating polynomial of the function
with respect to the points ν , . . . , ν m . The interpolating polynomial s − of the function π − can be represented in the form
Sensitivity
Let X be a complex Banach space. We denote by B(X) the algebra of all bounded linear operators A : X → X. If X = ℂ N , we identify B(X) with the algebra of N × N-matrices. Let t ̸ = be fixed. The (Fréchet) differential of the mapping A → g t (A) is defined (see [12, Chapter 8] ) as a linear mapping dg t ( ⋅ , A) : B(ℂ N ) → B(ℂ N ) depending on the matrix parameter A that possesses the property
The mapping dg t ( ⋅ , A) characterizes (see [17, Theorem 3 .1]) the influence on g t (A) of small perturbations ∆A in A. Such errors are unavoidable in the sense that they can not be diminished, regardless of which method is used to compute G(t) = g t (A). The main characteristic of the magnitude of such errors is the number
It is called the condition number of the function g t at the point A. 
where the contours Γ, Γ and Γ surround the spectrum of A. The spectrum of the mapping dg t ( ⋅ , A) is the set
We note that The following statement describes a simple estimate from below of the condition number. Corollary 6.2. We have
Proof. The proof follows from formula (6.1).
The following theorem is an analogue of the representation for the differential of the matrix exponential found in [22, (1.8) ]; see also [5, Chapter 10, Section 14] , [17, (10.15) ], [23, Example 2] and [39] . Theorem 6.3. The following representation holds:
Proof. By Proposition 6.1 (see also [27, Theorem 32] ), it is enough to establish the identity
By the definition, we have 
Suppose that Re λ > and Re μ < . Then we have
Suppose that Re λ > and Re μ > . Then we have
The case t < is considered analogously. Corollary 6.4.
Proof. This is a special case of Theorem 6.3 because π + (λ) = g + (λ) and π − (λ) = −g − (λ).
Corollary 6.5. The following estimates hold:
Proof. From Theorem 6.3 we have
which implies (6.2). The second inequality follows from the first one and the properties of convolution.
The Algorithm
In this section, we describe an algorithm based on Theorem 5.5 for computing Green's function of the bounded solutions problem. The algorithm is especially convenient for symbolic calculations. 0. Suppose a complex square matrix A is given. Let its size be N × N. If N is small (N ≤ ), Green's function can be calculated symbolically, i.e. presented as an expression that depends on t. If N is large, we choose a point t ̸ = and perform the following calculations for the specific value of t. If N is large, but Green's function is needed in the form of an expression depending on t, we calculate G(t) at several points t and then use an interpolation. Plot of the estimate of the function t ↦ dg t (·,A) 
Numerical Experiments
For numerical experiments, we took matrices A consisting of random (uniformly distributed) complex numbers from the rectangle [− , ] × [−i, i] ⊂ ℂ. Numerical experiments show that this algorithm is reliable for N ≤ . If N > , the relative errors are about 20%. The condition number is usually less than . We present results of two numerical experiments in Figures 1 and 2 . The eigenvalues of dg t ( ⋅ , A) are calculated by formula (6.1). We calculate the estimate from above of the function t → ‖dg t ( ⋅ , A)‖ according to formula (6.2); the integral is calculated numerically. We took the Euclidian norm in ℂ N and associated norms in B(ℂ N ) and B(B(ℂ N )); we calculated the norm of a matrix as its largest singular number.
As noted above, if N ≤ , it is possible to obtain Green's function in symbolic form, i.e. as an expression depending on t. In this case, the identities from Proposition 5.1 are fulfilled with the accuracy − .
When drawing Figure 2 for N = , we calculated G(t) for t ∈ [− , ] with the step size h = . , i.e. for t = − , − + h, − + h, . . . . Identities (i)-(iv) from Proposition 5.1 are fulfilled with the accuracy .
. In order to verify identity (v) from Proposition 5.1 we define the continuation of G(t) to [− , ] as a piecewise linear function. On each segment [kh, (k + )h] our approximate Green's function G is linear. Therefore, d dt G(t) is the constant-matrix g = (g − g )/h, where g = G((k + )h) and g = G(kh); thus, t → d dt G(t) − AG(t) is a linear function and its values at the ends of the segment [kh, (k + )h] are g − Ag and g − Ag . The maximum of a linear matrix-function on a segment is attained at one of its ends. Therefore, for the estimation of
it is enough to calculate the maximum of the norms of the matrices g − Ag and g − Ag . For h = . , identity (v) from Proposition 5.1 is fulfilled with the accuracy . , but for h = . it is fulfilled with the accuracy . . 
