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Abstract
Let P denote the class of languages accepted in polynomial time by Turing
machine, let NP denote the class of languages accepted in polynomial time by
nondeterministic Turing machine, coNP the class of complements of NP languages,
SAT the problem of Satisfiability, TAUT the problem of Tautologies. A central
problem in computational complexity is to determine whether the class of P and
NP are identical. In this paper, we first introduce the notion of reducibility from
a language L1 to another language L2 which is basically the same as Karp’s, but
to some extent is different, because our reducibility includes but not limited to
be computable in polynomial-time. Our starting point is that we suspect there
exists no polynomial-time reducibility from an arbitrary language L1 ∈ NP − P
(resp. L1 ∈ coNP − coP ) to another arbitrary language L2 ∈ P (resp. L2 ∈ coP ).
The whole discussions are divided into two parts, one is for |Σ| ≥ 2 (general case),
another is for |Σ| = 1 (special case). The main contribution of the present paper is
that a series of results are obtained. Specifically, we prove in general case that:
(1) Let L1 ∈ NP −P and L2 ∈ P , then the complexity of problem on reducibility
from L1 to L2 is Ω(m
p(|ω|)), m ≥ 2 is a constant, where p is a polynomial and
ω ∈ Σ∗ the input;
(2) There exists no polynomial-time algorithm for SAT;
(3) An immediate corollary of (1) and (2) is that P 6= NP , which also can be
deduced from (6), see Remark 7.1;
(4) Let L1 ∈ coNP − coP and L2 ∈ coP , then the complexity of problem on
reducibility from L1 to L2 is Ω(m
p(|ω|)), m ≥ 2 is a constant, where p is a
polynomial and ω ∈ Σ∗ the input;
(5) There exists no polynomial-time algorithm for TAUT;
(6) An immediate corollary of (4) and (5) is that coP 6= coNP ;
We next study the problem in special case. It is shown that:
(1) the complexity of problem of reducibility from L1 ∈ NP − P (resp. L1 ∈
coNP−coP ) to L2 ∈ P (resp. L2 ∈ coP ) is O(p
′′
(|ω|)) where p
′′
is a polynomial
and ω ∈ Σ∗ the input;
(2) an immediate corollary is that P = NP and coP = coNP in the special case.
However, the title of the paper will only reflect the general case.
∗E-mail address: tianrong.lam@gmail.com
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1 Preliminaries
Let Σ be a finite alphabet (with at least two elements), and let Σ∗ be the set of finite
words over Σ, and Σn the set of words over Σ with length n. For any word ω ∈ Σ∗, |ω|
denotes the length of ω, i.e., the number of elements in ω. Further, for an alphabet Σ,
Σ≤n will denote the set {w ∈ Σ∗ | |w| ≤ n}.
We say a language over Σ is a subset L of Σ∗. For each word ω ∈ Σ∗ there is a
computation associated with a Turing machine M (see Definition 1.2 below). We say
thatM accepts ω if this computation terminates in the accepting state. Note thatM fails
to accept ω either if this computation ends in the rejecting state, or if the computation
fails to terminate. The language accepted by M , denoted by L(M), associating alphabet
Σ, is defined by
L(M) = {ω ∈ Σ∗ |M accepts ω}
Further, denote by tM (ω) the number of steps in the computation of M on input ω.
If this computation never halts, then define tM(ω) = ∞. for n ∈ N we denote by TM(n)
the worst case run time of M , i.e.,
TM(n) = max{tM(ω) |ω ∈ Σ
n}.
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We say that M runs in polynomial time if there exists k such that for all n, TM (n) ≤
nk + k.1
Definition 1.1 P is the class of languages accepted by Turing machines which operate
in polynomial time, i.e.,
P = {L |L = L(M) for some Turing machine M that runs in polynomial time}
We supplement the definition of a Turing machine as follows. The Turing machine
stated in the paper, unless otherwise indicated, is deterministic Turing machine. For the
original definition, the reader is refer to Turing’s article [6].
Definition 1.2 (see [2]) Formally, a Turing machine M is a tuple (Σ,Γ, Q, δ), where
Σ, Γ, Q are finite nonempty sets with Σ ⊆ Γ and b ∈ Γ − Σ. The state set Q contains
three special states q0, qaccept, qreject and Q ∩ Γ = ∅. The transition function δ satisfies
δ : (Q− {qaccept, qreject})× Γ −→ Q× Γ× {−1, 1}.
If δ(q, s) = (q′, s′, h), the interpretation is that, if M is in state q scanning the symbol s,
then q′ is the new state, s′ is the symbol printed, and the tape head moves left or right one
square depending on whether h is −1 or 1.
A configuration of M is a string xqy with x, y ∈ Γ∗, y not the empty word, and q ∈ Q.
Then interpretation of the configuration xqy is that M is in state q with xy on its tape,
with its head scanning the left-most symbol of y.
If C and C ′ are configurations, then C
M
−→ C ′ if C = xqsy and δ(q, s) = (q′, s′, h) and
one of the following holds:
(1) C ′ = xs′q′y and h = 1 and y is nonempty.
(2) C ′ = xs′q′b and h = 1 and y is empty.
(3) C ′ = x′q′as′y and h = −1 and x = x′a for some a ∈ Γ.
(4) C ′ = q′bs′y and h = −1 and x is empty.
A configuration xqy is halting if q ∈ {qaccept, qreject}. Note that for each non-halting
configuration C there is a unique configuration C ′ such that C
M
−→ C ′.
Then computation of M on input ω ∈ Σ∗ is the unique sequence C0, C1, · · · of config-
urations such that C0 = q0ω (or C0 = q0b if ω is empty word) and Ci
M
−→ Ci+1 for each i
with Ci+1 in the computation, and either the sequence is infinite or it ends in a halting
configuration. If the computation is finite, then the number of steps is one less than the
number of configurations; otherwise the number of steps is infinite. We say the M accepts
ω if and only if the computation is finite and the final configuration contains the state
qaccept.
1Occasionally, we write TM (|ω|) ≤ |ω|k + k for any |ω| ∈ N, ω ∈ Σ∗, and p(·) stands for nk + k.
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Let R be a checking relation, which is simply a binary relation R ⊆ Σ∗ × Σ∗ for some
finite alphabet Σ.2 We associate with each such relation R a language LR over Σ ∪ {#}
defined by
LR = {ω#y |R(ω, y)}
where the symbol # 6∈ Σ. We say that R is polynomial-time iff LR ∈ P .
Now we define a language L over Σ by the condition that there is k ∈ N and a
polynomial-time checking relation R such that for all ω ∈ Σ∗,
ω ∈ L ⇐⇒ ∃y (|y| ≤ |ω|k and R(ω, y))
where |y| ≤ |ω|k, sometimes, it is also written as |y| ≤ p(|ω|), p stands for the polynomial
nk. We refer to L as the language derived from LR by polynomial-bounded existential
quantification. We also call LR the primal P -language of L.
Definition 1.3 NP is the class of languages L derived from LR by polynomial-bounded
existential quantification.
Originally, the class of NP was defined in terms of nondeterministic Turing machines
which have more than one possible move from a given configuration. The following The-
orem due to Karp [4] shows that two kinds of definition are equivalent. For the proof, the
interested reader is refer to [4] (see proof of Theorem 1 in [4]).
Theorem 1.1 L ∈ NP if and only if L is accepted by a nondeterministic Turing
machine which operates in polynomial time.
Let
∏
be the class of functions from Σ∗ into Σ∗ computable in polynomial time by
Turing machines, i.e., for any ω ∈ Σ∗ and ϕ ∈
∏
, there exists a polynomial p(·) such that
Tϕ(|ω|) ≤ p(|ω|) (or Tϕ(|ω|) ≤ |ω|
k + k).3
Definition 1.4 (Karp’s reducibility, cf. Definition 3 in [4], or see Definition 3 in [2])
Let Li be languages over Σ, i = 1, 2. We say that L1 ∝p L2 (L1 is p-reducible to L2) if
there is a polynomial-time computable function ϕ ∈
∏
such that ϕ(ω) ∈ L2 ⇐⇒ ω ∈ L1
for all ω ∈ Σ∗. 4
An obvious result is that, if L2 ∈ P and L1 ∝p L2 then L1 ∈ P . We call L1 and L2
equivalent if L1 ∝p L2 and L2 ∝p L1. Call a language L (polynomial) complete if L ∈ NP
and every language in NP is p-reducible to L.
The following remarkable Theorem, attributed to Cook [1], presents the first NP -
complete language. For the proof we refer the interested reader to [1] (see proof of Theorem
1 in [1]).
2Or, the relation is defined as R ⊆ Σ∗ ×Σ∗
1
for two different finite alphabets Σ and Σ1, but it has no
influence to our results.
3Note that ϕ is computable in polynomial-time by Turing machines, we can view ϕ as a Turing
machine.
4More generally, Li can be over different alphabet Σi. For example, Li ⊆ Σ
∗
i , i = 1, 2 and ϕ : Σ
∗
1 → Σ
∗
2
is computable in polynomial-time.
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Theorem 1.2 (Cook’s Theorem) If L ∈ NP , then L ∝p SAT.
We list the language SAT as follows (see [4]).
SAT
INPUT: Clauses C1, C2, · · ·, Cl
PROPERTY: The conjunction of the given clauses is satisfiable; i.e., there is a set
S ⊆ {x1, x2, · · · , xn;¬x1,¬x2, · · · ,¬xn} such that
(1) S does not contain a complementary pair of literals,
(2) S ∩ Ck 6= ∅, k = 1, 2, · · ·, l.
Remark 1.1 In Karp’s reducibility (Definition 1.4), it requires the functions ∈
∏
computable in polynomial-time. This is a strong constraint, since in our subsequent
study of reducibilities, we shall pay especial attention to all functions in
∨
, consisting
of ϕ : Σ∗ → Σ∗, which is computable by Turing machine, including but not limited to be
computable in polynomial-time. Thus, we introduce the following
Definition 1.5 Suppose that Li, i = 1, 2, are two languages over Σ. Then L1 ∝ L2(L1
is reducible to L2) if there is a computable function ϕ ∈
∨
, such that ϕ(ω) ∈ L2 ⇐⇒ ω ∈
L1 for all ω ∈ Σ
∗. We also call ϕ a reducibility from L1 to L2.
The complement of a decision problem L, denoted by L, will be defined as the decision
problem whose answer is “yes” whenever the input is a “no” input of L, and vice versa, see
[7]. For instance, the complement of SAT (i.e., TAUT) is the problem: Given a Boolean
expression φ in conjunctive normal form, is it unsatisfiable? Further, for any complexity
class C, coC denotes the class {L |L ∈ C}.
By the above explanations, now we also define a language L over Σ by the condition
that there is k ∈ N and a polynomial-time checking relation R such that for all ω ∈ Σ∗,
ω ∈ L ⇐⇒ ∀y (|y| ≤ |ω|k and ¬R(ω, y))
where |y| ≤ |ω|k, sometimes, it is also written as |y| ≤ p(|ω|), p stands for the polynomial
nk and ¬R(ω, y) means (ω, y) 6∈ R. We refer to L as the language derived from LR by
polynomial-bounded universal quantification, where LR = {ω#y |R(ω, y)} is over Σ∪{#}.
Definition 1.6 5 coNP is the class of languages L derived from LR by polynomial-
bounded universal quantification.
Dual to Theorem 1.2, we have the following theorem with its proof omitted, i.e., TAUT
is the standard example of a coNP -complete language
Theorem 1.3 (Dual of Cook’s Theorem) If L ∈ coNP , then L ∝pTAUT.
5Now it is obvious that coNP = {L |L ∈ NP} and TAUT = SAT ∈ coNP .
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In the following, we will divide our discussions into two parts, one is for the general
case, i.e., when the alphabet Σ contains at least two element; and another is for the special
case, i.e., when the alphabet Σ contains only one element. To summarize, we will prove
the following results:
In general case, i.e., when |Σ| ≥ 2, we show the following
Theorem 1.4 Let L1 ∈ NP − P be an arbitrary language, let L2 ∈ P be an arbitrary
language. Then the complexity of problem of reducibility from L1 to L2 is Ω(m
p(|ω|)), where
m ≥ 2 is a constant, ω ∈ Σ∗ the input.
Theorem 1.5 There exists no polynomial-time algorithm for SAT.
Corollary 1.1 P 6= NP .
This is a corollary of Theorem 1.5 and of the well known fact P ⊆ NP .
Theorem 1.6 Let L1 ∈ coNP−coP be an arbitrary language, let L2 ∈ coP be an arbi-
trary language. Then the complexity of problem of reducibility from L1 to L2 is Ω(m
p(|ω|)),
where m ≥ 2 is a constant, ω ∈ Σ∗ the input.
Theorem 1.7 There exists no polynomial-time algorithm for TAUT.
Corollary 1.2 coP 6= coNP .
This is a corollary of Theorem 1.7 and of the fact P = coP ⊆ coNP .
In special case, i.e., when |Σ| = 1, we prove that:
Theorem 1.8 If Σ contains only one element, then there exists polynomial-time re-
ducibility from L1 to L2, where L1 ∈ NP − P (resp. L1 ∈ coNP − coP ) and L2 ∈ P
(resp. L2 ∈ coP ). An immediate corollary is that when |Σ| = 1, P = NP and
coNP = coP .
The plan of the paper is the following. For convenience of the reader, almost all
notation and notions are presented in this section. In Section 2, we review some histories
and importance of the problem, as well as possible ways and our approach to the problem.
In order to prove our lower bounds on Theorem 1.4 and Theorem 1.6, we collect some
lower bounds lemmas in Section 3, where an interesting property on reducibility from
L ∈ NP − P to its LR is also listed. Section 4 is devoted to the whole proof of Theorem
1.4. The non-existence of polynomial-time algorithm for SAT is discussed in Section 5,
where we get an important conclusion that P 6= NP in general case. The Theorem 1.6 is
shown in Section 6 and non-existence of polynomial-time algorithm for TAUT is presented
in Section 7, where we claim that coP 6= coNP in general case. We discuss the special
case when the alphabet Σ contains only one element and show different results in Section
8. Finally, in the last section of the paper we draw some conclusions.
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2 Related work and importance
A central problem in computational complexity is, as is well known, the P versus NP
problem, which is to determine whether every language accepted by some nondetermin-
istic algorithm (alternately, nondeterministic Turing machine) in polynomial time is also
accepted by some (deterministic) algorithm (alternately, Turing machine) in polynomial
time. In this Section, we will review its history, importance, and possible ways and
attempts to resolve it, and we mention our proof ideas at the end of this section.
In 1971, Cook [1] introduced a notion of NP -completeness as a polynomial-time analog
of c.e.-completeness, except that the reduction used was a polynomial-time analog of
Turing reducibility rather than of many-one reducibility (see [10] Chapter 7). Besides
the first well-known NP -complete problem of Satisfiability, Cook also showed in [1] that
several natural problems, including 3-SAT and subgraph isomorphism are NP -complete.
A year later stimulated by the work of Cook [1], Karp used these completeness results
to show in [4] that 20 other natural problems are NP -complete, forcefully demonstrating
the importance of the subject. Thus far, there are many problems shown to be NP -
complete, see excellent reference [8] to this subject. Karp also introduced the now standard
notation P and NP and redefined NP -completeness by using the polynomial-time analog
of many-one reducibility, which has become standard. Meanwhile Levin [5], independently
of Cook [1] and Karp [4], defined the notion of “universal search problem”, similar to the
NP -complete problem, and gave six examples, which includes Satisfiability.
Although the P versus NP problem was formally defined in 1970s, there were previous
inklings of the problems involved. A mention of the underlying problem occurred in a
1956 letter written by K. Go¨del to J. von Neumann. Go¨del asked whether theorem-
proving (now known to be coNP -complete) could be solved in quadratic or linear time
(see [9]). It is worth mentioning that, besides the classical version of the problem, there
is one expressed in terms of the field of complex numbers, which catches interest in the
mathematics community, see [15].
The importance of the P versus NP is well known, and one reason (see [13] for other
explanations) for this may be that P and NP are very natural classes of languages,
invariant under reasonable changes of machine model. For example, P or NP is the same
class whether defined by computations by one-tap Turing machines, multitape Turing
machines, or random-access machines. Hence this question deals with the basic nature
of computation and not merely with minor aspects of computer models. Furthermore,
there are too many consequences if the question is resolved (see related survey in [3]). We
mention a few here, for example, if the first proof of P = NP is present, it is possible that
the proof is nonconstructive, in the sense that it does not yield an algorithm for any NP -
complete problem. Or it might give an impractical algorithm, for instance running in time
n1000. These may disappoint complexity theorists. If it is proved by exhibiting a truly
feasible algorithm for an NP -complete problem such as SAT, then it would be stunning.
First, as mentioned in [3], most of the hundreds of problems shown to be NP -complete
can be efficiently reduced to SAT, so many of the optimization problems important to
industry could be solved. Second, mathematics would be transformed, because computers
could find a formal proof of any theorem which has a proof of reasonable length. Similar
comments apply to the fundamental problems of artificial intelligence: planning, natural
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language understanding, vision, and so on. In each case success would depend on finding
good algorithms for recognizing good results. Of course, there is a negative consequence
of a feasible proof that P = NP , i.e., complexity based cryptography would become
impossible, because all of these problems are efficiently reducible to SAT. If P 6= NP is
proved, this might just answer the most basic of a long list of important related questions
that could keep complexity theorists busy far in the future.
Currently, there are three main ways have been tried to the problem, see survey of [2].
A case is to assume that P = NP and attempt to exhibit a polynomial-time algorithm
for 3-SAT or one of the other thousand or so known NP -complete problems. Because of
their importance in industry, a vast number of engineers have attempted to find efficient
algorithms for NP -complete problems, as well as a similar strong motivation for breaking
the cryptographic schemes that assume P 6= NP for their security. Another case is that,
suppose P 6= NP , and there are two general methods that have been tried: diagonalization
with reduction and Boolean circuit lower bounds.
Beginning with the Halting problem, the method of diagonalization with reduction
has been used very successfully in computability theory to prove a host of problems
undecidable, see [2]. It has also been used successfully in complexity theory to prove super-
exponential lower bounds for very hard decidable problems. For example, Presburger
arithmetic, the first-order theory of integers under addition, is a decidable theory for
which Fischer and Rabin [12] proved that any Turing machine deciding the theory must
use at least 22
cn
steps in the worst case, for some c > 0. Returning back the P versus NP
problem, it was, however, shown in [13] that there is an oracle set A relative to which
P = NP , suggesting that diagonalization with reduction cannot be used to separate these
two classes. Another to prove P 6= NP is to prove a super-polynomial lower bound on
the size of any family of Boolean circuits solving specific NP -complete problem, such
as 3-SAT. Combination of diagonalization and circuit lower bound methods is also used.
For example, Yao [11] presented exponential lower bounds on the size of depth-k Boolean
circuits for computing certain functions, which imply that there exists an oracle set A such
that, relative to A, all the levels in the polynomial-time hierarchy are distinct. However,
all attempts to find even super-linear lower bounds for unrestricted Boolean circuits for
“explicitly given” Boolean functions have met with total failure, see [14].
Our approach. Of central importance in computability theory is the notion of re-
ducibility, this is also true in this paper. Specifically, our starting point is that we suspect
there exists no polynomial-time reducibility from an arbitrary language L1 ∈ NP − P
to another arbitrary language L2 ∈ P . By Cook’s Theorem, it is well known that the
reducibility from any language L ∈ NP to SAT is polynomial-time. Furthermore, if the
reducibility from any language L1 ∈ NP −P to another arbitrary language L2 ∈ P is also
polynomial-time, then we assert that P = NP . This motivate us to study the complexity
of problem on reducibility from L1 ∈ NP −P to L2 ∈ P . It is shown that the complexity
of the above problem is Ω(mp(|ω|)), m = |Σ| a constant and ω ∈ Σ∗ the input. Such a result
enable us to prove that SAT is not in P , or equivalently, there exists no polynomial-time
algorithm for SAT.
Taking one further step, we also suspect there exists no polynomial-time reducibility
from an arbitrary language L1 ∈ coNP − coP to another arbitrary language L2 ∈ coP ,
which can be viewed as the second starting point. By Dual of Cook’s Theorem, the
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reducibility from any language in coNP to TAUT is polynomial-time, if the reducibility
from any language L1 ∈ coNP − coP to another arbitrary language L2 ∈ coP is also
polynomial-time, then coP = coNP . Similarly, we prove that the complexity of problem of
reducibility from any language L1 ∈ coNP − coP to another arbitrary language L2 ∈ coP
is also Ω(mp(|ω|)), m = |Σ| a constant and ω ∈ Σ∗ the input. As a consequence, we assert
that there exists no polynomial-time algorithm for TAUT.
Finally we are left with the case of |Σ| = 1. By carefully analyzing the cardinality
C of set Σ≤p(|ω|), we obtain a lower bound Ω(p(|ω|)) for the problem of reducibility from
any language L1 ∈ NP −P (resp. L1 ∈ coNP − coP ) to any language L2 ∈ P (resp. L2 ∈
coP ). Further, we show that there exists a reducibility from L1 to L2 with upper bound
O(p
′′
(|ω|)), where p
′′
(·) is a polynomial greater than polynomial p(·). Therefore we show
that, in the special case, there exists polynomial-time reducibility from L1 ∈ NP − P
(resp. L1 ∈ coNP − coP ) to L2 ∈ P (resp. L2 ∈ coP ), implying that P = NP and
coP = coNP when |Σ| = 1.
We would like to stress that the approach used in this paper had never been tried by
anybody before in the literature.
3 Lower bounds
Recall that a lower bound on a problem is a Ω bound on the worst-case running time
of any (i.e., all) algorithm that solves the problem. In this Section we list some lower
bounds results about searching an unordered set that is crucial in the proof of some of
our main results. We also study an interesting property on reducibility from any language
L ∈ NP − P to its primal P -language LR.
Lemma 3.1 Given an unordered set D of N elements. Then any (deterministic) al-
gorithm in the worst case to find whether there exists an element d ∈ D with the property
P needs at least N times test, i.e., its complexity is Ω(N).
This following Lemma is so obvious, so the proof is omitted.
Lemma 3.2 Given an unordered set D of N elements. Then any (deterministic) al-
gorithm in the worst case to find whether all elements in D are with the property P is
with the complexity Ω(N).
It is worth mentioning that, in computation theory, for any nondeterministic Turing
machine MN , there is a Turing machine MD such that the languages accepted by MN and
MD are identical [16](see Chapter 8, Theorem 8.11 of [16]). That is to say, equivalently, for
any L ∈ NP , there is an algorithm accepting it, but the algorithm may take exponentially
more time than the nondeterministic algorithm, and it is also unknown whether or not this
exponential slowdown is necessary. In this section, we present a property which is similar
to that. Specifically, we assert that for any language L1 ∈ NP − P , there is a language
L2 ∈ P , such that L1 ∝ L2, but the complexity of reducibility is exponential-time, i.e.,
the following
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Theorem 3.1 Let L1 ∈ NP − P be a language over Σ. Then there exists a language
L2 ∈ P such that L1 ∝ L2. Moreover, the complexity of the reducibility is Ω(m
p(|ω|)) where
m = |Σ| ≥ 2 is a constant and ω ∈ Σ∗ is the input, p an polynomial.
The first half part of the above theorem is expounded as follows and the second half
part can be deduced from Theorem 1.4, hence we omit its proof here.
For any L1 ∈ NP − P , let LR be the primal P -language of L1. And define the
computable function ϕ : Σ∗ → (Σ ∪ {#})∗ by
ϕ(ω) = ω#y
where y ∈ Σ∗ satisfies that |y| ≤ p(|ω|) and (ω, y) ∈ R if ω ∈ L1 and otherwise
ϕ(ω) = ω
It is clear that for any ω ∈ Σ∗
ω ∈ L1 ⇐⇒ ω#y ∈ LR
i.e., ϕ(ω) = ω#y ∈ LR ∈ P . So ϕ is a reducibility from L1 to LR. Then putting L2 = LR
completes the assertion.
4 Reducibility from L1 ∈ NP − P to L2 ∈ P
The notion of reducibility is important in computability theory, and is an effective mean
to establish certain unsolvability results, see [10] for more details. Roughly, one problem is
reducible to another if an algorithm for solving the second problem yields an algorithm for
solving the first. Further, Turing’s definition is : A language L1 is Turing reducible to a
language L2 if and only if there is an oracle Turing machine M that accepts L1, where M
is allowed to make membership queries of the form ω ∈ L2, which are correctly answered
by “oracle” for L2, see [2]. It is worth mentioning that reducibility plays an important
role, for example, the notion of NP -complete, which is an analog of c.e.-complete (due to
Post, see [10], p. 78), is based on more restricted notion of Turing reducibility [2], i.e., a
polynomial-time analog of Turing reducibility (see Definition 1.4).
Comparing our reducibility with Karp’s, we can see from the Definition 1.5 and the
Definition 1.4 that these two notions are basically the same, except that the former
includes but not limited to polynomial-time one. The goal here is to present a proof
to support our suspicion, i.e., we show that there exists no polynomial-time reducibility
from any language L1 ∈ NP − P to any language L2 ∈ P . In other words, we observe
that, if there exists polynomial-time reducibility from SAT to a language in P , then SAT
is in P , or there exists polynomial-time algorithm for SAT, which motivate us to further
study the complexity of problem on reducibility from any language L1 ∈ NP − P to any
language L2 ∈ P .
The following lemma gives a characterization of the reducibility from a language in
NP but not in P to a language in P . It provides a key step for the proof of the lower
bound of the complexity on reducibility from any language in NP − P to any language
in P .
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4.1 A auxiliary Lemma
Lemma 4.1 Let L1 ∈ NP−P , and L2 ∈ P be two language over Σ which are arbitrary.
Then for any computable function ϕ : Σ∗ → Σ∗, ϕ is a reducibility from L1 to L2 (i.e.,
L1 ∝ L2) iff
∃y (|y| ≤ p(|ω|) and R(ω, y))⇐⇒M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|) (1)
for any ω ∈ Σ∗, where p(·) and p′(·) are polynomials and R is a polynomial-time checking
relation, M is a Turing machine.6
Proof. Since L1 ∈ NP − P , then by definition, there exists a polynomial p(·) and a
polynomial-time checking relation R such that
ω ∈ L1 ⇐⇒ ∃y (|y| ≤ p(|ω|) and R(ω, y)) (2)
for all ω ∈ Σ∗. Because L2 ∈ P , also by definition, there exists a Turing machine M and
a polynomial p′(·) such that
ϕ(ω) ∈ L2 ⇐⇒ M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|) (3)
The “only if” part. If ϕ is a reducibility from L1 to L2, then by Definition 1.5, we
have
ω ∈ L1 ⇐⇒ ϕ(ω) ∈ L2 (4)
for all ω ∈ Σ∗.
Now (2), (3) and (4) lead to the following
∃y (|y| ≤ p(|ω|) and R(ω, y) ⇐⇒ M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|)
i.e., (1) is valid.
The “if” part. If (1) is valid, then we have
ω ∈ L1 ⇐⇒ ∃y ((|y| ≤ p(|ω|) and R(ω, y)) ⇐⇒ M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|)
⇐⇒ ϕ(ω) ∈ L2
for all ω ∈ Σ∗, where the first ⇐⇒ is by L1 ∈ NP − P , the second ⇐⇒ is by (1) and the
third ⇐⇒ is by L2 ∈ P .
This further implies that ω ∈ L1 ⇐⇒ ϕ(ω) ∈ L2 for any ω ∈ Σ
∗, by Definition 1.5, it
is not hard to see ϕ is a reducibility from L1 to L2.
Now we are ready to present the proof of Theorem 1.4 as follows.
6The reducibility from L1 ∈ NP −P to L2 ∈ NP − P is different. Let ϕ : Σ
∗ → Σ∗ be a computable
function, then ϕ is a reducibility from L1 ∈ NP − P to L2 ∈ NP − P if and only if
∃y (|y| ≤ p1(|ω|) and R1(ω, y))⇐⇒ ∃z (|z| ≤ p2(|ϕ(ω)|) and R2(ϕ(ω), z))
See proof of Cook’s Theorem (i.e., Theorem 1.2) in [1].
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4.2 Proof of Theorem 1.4
Proof. Let ϕ : Σ∗ → Σ∗ be any computable function. By Lemma 4.1 just shown above, ϕ
is a reducibility from languages L1 ∈ NP − P to L2 ∈ P iff
∃y (|y| ≤ p(|ω|) and R(ω, y)) ⇐⇒ M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|)
for any ω ∈ Σ∗ and for some Turing machine M .
For any input ω ∈ Σ∗, we proceed to estimate Tϕ(|ω|), which again is divided into two
cases: ϕ(ω) ∈ L2 and ϕ(ω) 6∈ L2.
(1) The case of ϕ(ω) ∈ L2, i.e., there exists a Turing machine M accepting ϕ(ω) with
TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|). By Lemma 4.1, it is equivalent to determining that there
is a string y ∈ Σ≤p(|ω|) such that (ω, y) ∈ R. Then by Lemma 3.1, this requires that
ϕ performs at least |Σ≤p(|ω|)| times test, and for each test it requires at least 1 step
to see whether (ω, y) ∈ R or not. Hence, 7
Tϕ(|ω|) ≥ |Σ
≤p(|ω|)| × 1 (by Lemma 3.1);
(2) The case of ϕ(ω) 6∈ L2, i.e., there exists no Turing machine M accepting ϕ(ω) with
TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|). Again, by Lemma 4.1, it is equivalent to determining that
there exists no string y ∈ Σ≤p(|ω|) such that (ω, y) ∈ R. By Lemma 3.2, this also
requires ϕ performing at least |Σ≤p(|ω|)| times test, and for each test it requires at
least 1 step to see whether (ω, y) 6∈ R or not. Hence,
Tϕ(|ω|) ≥ |Σ
≤p(|ω|)| × 1 (by Lemma 3.2);
In summary, we have
Tϕ(|ω|) ≥ |Σ
≤p(|ω|)| × 1
= |Σ≤p(|ω|)|
i.e., ϕ is with the complexity Ω(C), where C = |Σ≤p(|ω|)| is the cardinality of set Σ≤p(|ω|).
Now recall the definition of Σ≤n and assume, without loss of generality, that Σ = {σ1, σ2, · · · , σm}
where m ≥ 2 is a constant, we compute the cardinality of Σ≤p(|ω|) as follows
C = |Σ0|+ |Σ1|+ · · ·+ |Σp(|ω|)|
=
p(|ω|)∑
i=0
|Σi| =
p(|ω|)∑
i=0
mi
=
mp(|ω|)+1 − 1
m− 1
=
(m− 1)mp(|ω|) + (mp(|ω|) − 1)
m− 1
≥
(m− 1)mp(|ω|)
m− 1
= mp(|ω|) ( since mp(|ω|) − 1 ≥ 0)
7Without Lemma 3.1, we can prove that for any input ω ∈ Σ∗, in the case of ϕ(ω) ∈ L2, Tϕ(|ω|) ≥ m|ω|,
where m = |Σ| a constant. To show this, let us assume that |ω| = n and ϕ can test less than m|ω| times
producing the correct result for any input with length n. Then there is necessarily an element between 1
and mn that ϕ did not look at. Then assume, without loss of generality, that the ith element. Since ϕ is
deterministic, running ϕ with input ω′ ∈ Σ with |ω′| = n and the ith element is y such that (ω′, y) ∈ R
and for any y′ in other places with (ω′, y′) 6∈ R will produce incorrect result, which is a contradictory.
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where Σ0 = {ǫ}, and ǫ is empty word whose length is 0.
Therefore, ϕ is with complexity Ω(mp(|ω|)). Since ϕ is arbitrary, we get that, for any
ϕ ∈
∨
, ϕ is a reducibility from L1 to L2, then ϕ is with complexity Ω(m
p(|ω|)), where
m = |Σ| ≥ 2 is a constant and ω ∈ Σ∗ is the input. Consequently, this reaches the proof
of Theorem 1.4.
Remark 4.1 Theorem 1.4 implies that, for any languages L1 ∈ NP − P and L2 ∈ P ,
there exists no polynomial-time computable function ϕ : Σ∗ → Σ∗ such that ϕ(ω) ∈
L2 ⇐⇒ ω ∈ L1 for any ω ∈ Σ
∗. In other words, it is to say that any reducibility from L1
to L2 requires at least Ω(m
p(|ω|)) steps for any input ω ∈ Σ∗.
Remark 4.2 In the proof of Theorem 1.4, we calculate the cardinality of Σ≤p(|ω|). As
we can see, C is strongly connect to the cardinality of Σ. In our opinion, |Σ| ≥ 2 is
a general case, i.e., C is exponential in terms of |ω| (in fact, |Σ| = 2 is enough for
our discussion). The special case when |Σ| = 1 will be performed careful analysis in the
subsequent study.
5 No polynomial-time algorithm for SAT
As mentioned in Section 2, one may assume that P = NP and then to find a polynomial-
time algorithm for 3-SAT or just SAT or other so known NP -complete problems. Or, one
may prove a polynomial upper bound on the size of any family of Boolean circuits solving
specific NP -complete problem such as SAT or 3-SAT. Indeed, under the assumption that
P = NP , much research has already been done in the past 50 years, but without success,
see [2] for the details. This causes people to doubt that P may not be equal to NP .
In this section, we will show that there exists no polynomial-time algorithm for SAT,
implying that the success of the huge efforts to find polynomial-time algorithm for any
NP -complete problem would be impossible.
5.1 Proof of Theorem 1.5
Proof. We shall show the theorem by contradiction. Suppose there exists polynomial-time
algorithm for SAT. Then by Definition 1.1, we have
SAT ∈ P.
Clearly, for any language L ∈ NP − P , we have
L ∝p SAT ( by Cook’s Theorem, i.e., Theorem 1.2 ).
However, by Theorem 1.4 (or, by Remark 4.1)), we know that for any reducibility from
L1 ∈ NP − P to L2 ∈ P (where L1 and L2 are arbitrary), its complexity is Ω(m
p(|ω|))
where m ≥ 2 is a constant and ω ∈ Σ∗ the input. This is a contradictory. Therefore,
there exists no polynomial-time algorithm for SAT, i.e., SAT 6∈ P . This completes the
proof of Theorem 1.5.
Remark 5.1 Now, Corollary 1.1 follows immediately from Theorem 1.5 and P ⊆ NP .
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6 Reducibility from L1 ∈ coNP − coP to L2 ∈ coP
As mentioned above, the complexity of problem of reducibility from any language in
coNP − coP to any language in coP is our second starting point, which is similar to
Section 4. The goal here is to extend our discussion in Section 4 to this case. Again recall
that for any language L ∈ coNP , L ∝pTAUT, see Dual of Cook’s Theorem, if we can
prove that there exists polynomial-time reducibility from TAUT to any language in coP
(i.e., TAUT ∝p L where L ∈ coP ) then we can easily get that TAUT in coP , hence proving
coP = coNP . This is not true, since any reducibility from L1 ∈ coNP − coP to L2 ∈ coP
requires at least Ω(mp(|ω|)) steps where m = |Σ| ≥ 2 is a constant, which will be shown
soon. The first step to do this is similar to Section 4, i.e., to give a characterization of
when a computable function ϕ in
∨
is eligible to be a reducibility from L1 ∈ coNP − coP
to L2 ∈ coP .
The following lemma gives a characterization of the above problem. The reader may
find that it is similar to the Lemma 4.1. In fact, we can call it Dual of Lemma 4.1.
6.1 A auxiliary Lemma
The proof of the following Lemma is similar to that of Lemma 4.1, for the sake of com-
pleteness, we present the proof in detail.
Lemma 6.1 Let L1 ∈ coNP − coP , and L2 ∈ coP be two language over Σ. Then for
any computable function ϕ : Σ∗ → Σ∗, ϕ is a reducibility from L1 to L2 (i.e., L1 ∝ L2) iff
∀y (|y| ≤ p(|ω|) and ¬R(ω, y))⇐⇒ M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|) (5)
for any ω ∈ Σ∗, where p(·) and p′(·) are polynomials and R is a polynomial-time checking
relation, M is a Turing machine.
Proof. Since L1 ∈ coNP − coP , then by definition, there exists a polynomial p(·) and a
polynomial-time checking relation R such that
ω ∈ L1 ⇐⇒ ∀y (|y| ≤ p(|ω|) and ¬R(ω, y)) (6)
for all ω ∈ Σ∗. Because coP = P and L2 ∈ coP , then by definition, there exists Turing
machine M and polynomial p′(·) such that
ϕ(ω) ∈ L2 ⇐⇒ M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|) (7)
We show first the “only if” part. If ϕ is a reducibility from L1 to L2, then by Definition
1.5, we have
ω ∈ L1 ⇐⇒ ϕ(ω) ∈ L2 (8)
for all ω ∈ Σ∗.
(6), (7) and (8) lead to the following
∀y (|y| ≤ p(|ω|) and ¬R(ω, y)) ⇐⇒ M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|)
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i.e., (5) is valid.
We prove next the “if” part. If (5) is valid, then we have
ω ∈ L1 ⇐⇒ ∀y (|y| ≤ p(|ω|) and ¬R(ω, y)) ⇐⇒ M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|)
⇐⇒ ϕ(ω) ∈ L2
for all ω ∈ Σ∗, where the first ⇐⇒ is by L1 ∈ coNP − coP , the second ⇐⇒ is by (5) and
the third ⇐⇒ is by L2 ∈ coP .
This further implies that ω ∈ L1 ⇐⇒ ϕ(ω) ∈ L2 for any ω ∈ Σ
∗, i.e., ϕ is a reducibility
from L1 to L2.
6.2 Proof of Theorem 1.6
Proof. Similar to proof of Theorem 1.4, let ϕ : Σ∗ → Σ∗ be any computable function. By
Lemma 6.1 above, for any input ω ∈ Σ∗, ϕ is a reducibility from L1 ∈ coNP − coP to
L2 ∈ coP iff
∀y (|y| ≤ p(|ω|) and ¬R(ω, y)) ⇐⇒ M accepts ϕ(ω) and TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|)
for any ω ∈ Σ∗ and for some Turing machine M .
For any input ω ∈ Σ∗, we also proceed to estimate Tϕ(|ω|), which again is divided into
two cases: ϕ(ω) ∈ L2 and ϕ(ω) 6∈ L2.
(1) The case of ϕ(ω) ∈ L2, i.e., there exists a Turing machine M accepting ϕ(ω) with
TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|). By Lemma 6.1, it is equivalent to determining whether for
all string y ∈ Σ≤p(|ω|) such that (ω, y) 6∈ R. Then by Lemma 3.2, this requires that
ϕ performs at least |Σ≤p(|ω|)| times test, and for each test it requires at least 1 step
to see whether (ω, y) ∈ R or not. Hence,
Tϕ(|ω|) ≥ |Σ
≤p(|ω|)| × 1 (by Lemma 3.2);
(2) The case of ϕ(ω) 6∈ L2, i.e., there exists no Turing machine M accepting ϕ(ω) with
TM(|ϕ(ω)|) ≤ p
′(|ϕ(ω)|). Again, by Lemma 6.1, it is equivalent to determining
that there exists string y ∈ Σ≤p(|ω|) such that (ω, y) ∈ R. By Lemma 3.1, this also
requires ϕ performing at least |Σ≤p(|ω|)| times test, and for each test it requires at
least 1 step to see whether (ω, y) ∈ R or not. Hence,
Tϕ(|ω|) ≥ |Σ
≤p(|ω|)| × 1 (by Lemma 3.1);
In summary, we have
Tϕ(|ω|) ≥ |Σ
≤p(|ω|)| × 1
= |Σ≤p(|ω|)|
i.e., ϕ is with the complexity Ω(C), where C = |Σ≤p(|ω|)| is the cardinality of set Σ≤p(|ω|).
Similarly, we assume, without loss of generality, that Σ = {σ1, σ2, · · · , σm}, and compute
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the cardinality of Σ≤p(|ω|) in the following
C = |Σ0|+ |Σ1|+ · · ·+ |Σp(|ω|)|
=
p(|ω|)∑
i=0
|Σi| =
p(|ω|)∑
i=0
mi
=
mp(|ω|)+1 − 1
m− 1
≥ mp(|ω|)
where Σ0 = {ǫ}, and ǫ is empty word whose length is 0.
Hence, ϕ is with complexity Ω(mp(|ω|)). Since ϕ is arbitrary, we have that for any
reducibility ϕ from L1 to L2, ϕ is with complexity Ω(m
p(|ω|)), where m = |Σ| ≥ 2 is a
constant and ω ∈ Σ∗ is the input. Therefore, Theorem 1.6 follows.
Remark 6.1 As mentioned just now, Theorem 1.6 implies that, for any languages
L1 ∈ coNP − coP and L2 ∈ coP , there exists no polynomial-time computable function
ϕ : Σ∗ → Σ∗ such that ϕ(ω) ∈ L2 ⇐⇒ ω ∈ L1 for any ω ∈ Σ
∗. That is, any reducibility
from L1 to L2 requires at least Ω(m
p(|ω|)) steps for any input ω ∈ Σ∗.
Remark 6.2 In proof of Theorem 1.6, we calculate the cardinality of Σ≤p(|ω|). Simi-
larly, C is strongly connect to the cardinality of Σ. In our opinion, |Σ| ≥ 2 is a general
case, i.e., C is exponential with respect to |ω|(in fact, |Σ| = 2 is enough for our discus-
sion). The special case when |Σ| = 1 will be performed careful analysist in the subsequent
study.
7 No polynomial-time algorithm for TAUT
In similar to the case discussed in Section 5, one may also suppose that coP = coNP
and thereby to design a polynomial-time algorithm for TAUT, a standard example of a
coNP -complete language. Although we do not know whether much research has already
been tried previously. Now, we suggest not to do that, because we will show that no
polynomial-time algorithm for TAUT exists. We have seen in Section 5 the proof of non-
existence of polynomial-time algorithm for SAT is via Cook’s Theorem and Theorem 1.4.
Similarly, to prove that there exists no polynomial-time algorithm for TAUT is also by
contradiction via the Dual of Cook’s Theorem and Theorem 1.6. We now proceed to
prove Theorem 1.7 as follows
7.1 Proof of Theorem 1.7
Proof. Similar to proof of Theorem 1.5, we shall show the theorem by contradiction.
Suppose there exists polynomial-time algorithm for TAUT. Then by Definition 1.1, we
have
TAUT ∈ coP = P.
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Then for any language L ∈ coNP − coP , we have
L ∝p TAUT ( by Dual of Cook’s Theorem, i.e., Theorem 1.3 ),
But Theorem 1.6 says that there exists no polynomial-time reducibility from L1 ∈ coNP−
coP to L2 ∈ coP , see Remark 6.1, which is a contradictory. Therefore, there exists no
polynomial-time for TAUT. This finishes the proof of Theorem 1.7.
Remark 7.1 Now, Corollary 1.2 follows immediately from Theorem 1.7 and P =
coP ⊆ coNP . Further note that, Corollary 1.1 can also be deduced from Theorem 1.7.
To see this, assume that P = NP , then we obtain coNP = NP = P = coP , which
contradicts to coNP 6= coP , hence Corollary 1.1 follows immediately.
8 The special case of |Σ| = 1
Now we are left with the case that the alphabet Σ contains only one element. Although
we have shown that in general case, the complexity of problem on reducibility from L1 ∈
NP − P (resp. L1 ∈ coNP − coP ) to L2 ∈ P (resp. L2 ∈ coP ) is Ω(m
p(|ω|)) where m ≥ 2
is a constant, ω ∈ Σ∗ the input, we need carefully analyze the cardinality C of set Σ≤p(|ω|)
when |Σ| = 1 to see whether the similar result holds or not. If not, then moving one step
further, we need to find the upper bound of a reducibility to see whether it is a polynomial
upper bound. We proceed to prove in this section that, when Σ contains only one element,
there exists polynomial-time reducibility from L1 ∈ NP − P (resp. L1 ∈ coNP − coP )
to L2 ∈ P (resp. L2 ∈ coP ), which implies that in this case P = NP and coP = coNP .
However, as the reader see, the title of the paper will only reflect the general case.
8.1 Proof of Theorem 1.8
Proof. First, compute the cardinality C of Σ≤p(|ω|) by setting |Σ| = 1, similar to that in
Section 4 and Section 6
C = |{0}0|+ |{0}1|+ · · ·+ |{0}p(|ω|)|
=
p(|ω|)∑
i=0
1i = 1 + 1 + · · ·+ 1︸ ︷︷ ︸
p(|ω|)
= p(|ω|) + 1
That is, for any reducibility from L1 ∈ NP − P (resp. L1 ∈ coNP − coP ) to L2 ∈ P
(resp. L2 ∈ coP ), it is with complexity Ω(p(|ω|)), where p an polynomial and ω ∈ Σ
∗ the
input.
We prove next that there exists a reducibility ϕ ∈
∨
running in O(|ω|k + k) for k > 0
from L1 to L2 as follows. To do this, first assume p(n) = n
k1 + k1. Note that there is
only one element in Σ, assume Σ = {0}. Since R is a polynomial-time checking relation,
we may assume that there is a polynomial p′(n) = nk2 + k2 and a Turing machine for LR
such that TM(|ω|) ≤ p
′(|ω|) for all ω ∈ Σ∗.
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(1) for the case of reducibility from L1 ∈ NP − P to L2 ∈ P : given an input ω, then
we verify all string whose length is less than p(|ω|), i.e., to see whether there is a
string π among ǫ, 0, 00, · · ·, 00 · · ·0︸ ︷︷ ︸
p(|ω|)
such that ω#π ∈ LR. This requires at most
p′(|ω#00 · · ·0︸ ︷︷ ︸
p(|ω|)
|) steps for each string listed above. Hence, we get
Tϕ(|ω|) ≤ (p(|ω|) + 1)× p
′(|ω#00 · · ·0︸ ︷︷ ︸
p(|ω|)
|)
Clearly,
p′(|ω#00 · · ·0︸ ︷︷ ︸
p(|ω|)
|) = |ω#00 · · ·0︸ ︷︷ ︸
p(|ω|)
|k2 + k2
≤
(
2|ω|k1 + (k1 + 1)
)k2
+ k2
=
k2∑
i=0
(
k2
i
)
2i|ω|ik1(k1 + 1)
k2−i + k2
Hence,
Tϕ(|ω|) ≤ (|ω|
k1 + (k1 + 1))×
(
k2∑
i=0
(
k2
i
)
2i|ω|ik1(k1 + 1)
k2−i + k2
)
= p
′′
(|ω|)
where
(
k2
i
)
denotes binomial coefficient and p
′′
(·) is a polynomial.
(2) for the case of reducibility from L1 ∈ coNP − coP to L2 ∈ coP : it is similar
to the above case. Given an input ω, then we verify that for all string whose
length is less than p(|ω|), i.e., ǫ, 0,00, · · ·, 00 · · ·0︸ ︷︷ ︸
p(|ω|)
, to see whether (ω, ǫ) 6∈ R, · · ·,
(ω, 00 · · ·0︸ ︷︷ ︸
p(|ω|)
) 6∈ R. This is done by verifying that ω# 6∈ LR, ω#0 6∈ LR, ω#00 6∈ LR,
· · ·, ω#00 · · ·0︸ ︷︷ ︸
p(|ω|)
6∈ LR. For each string, it also requires at most p
′(|ω#00 · · ·0︸ ︷︷ ︸
p(|ω|)
|) steps.
Therefore
Tϕ(|ω|) ≤ (|ω|
k1 + (k1 + 1))×
(
k2∑
i=0
(
k2
i
)
2i|ω|ik1(k1 + 1)
k2−i + k2
)
= p
′′
(|ω|)
where
(
k2
i
)
denotes binomial coefficient and p
′′
(·) is a polynomial.
In summary,
p(|ω|) ≤ Tϕ(|ω|) ≤ p
′′
(|ω|)
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for all ω ∈ {0}∗. Hence, there exists polynomial-time reducibility from L1 to L2, which
implies that when Σ = {0},
SAT ∝p L ( L ∈ P )
TAUT ∝p L
′ ( L′ ∈ coP )
Therefore, in this case, it is true that P = NP and coNP = coP .
9 Conclusions
The main goals of this paper is to investigate the complexity of problem on the reducibility
from L1 ∈ NP − P (resp. L1 ∈ coNP − coP ) to L2 ∈ P (resp. L2 ∈ coP ), and to obtain
a lower bound of Ω(mp(|ω|)) (m ≥ 2 is a constant) for these problems, thus proving that
there exists no polynomial-time algorithm for SAT (resp. TAUT). Our reducibility is
basically the same as Karp’s, but Karp’s mainly focus on polynomial-time reducibility
and our definition includes but not limited to polynomial-time one. The whole discussion
is divided into two parts, one is for general case, i.e., when the alphabet Σ contains at
least 2 elements. In fact, for our purpose, the alphabet Σ contains 2 elements is enough
for our discussion. Another is for special case, i.e., when the alphabet contains only 1
elements. In the context, we begin with collecting some lower bound results, and also
present an assertion with respect to reducibility from any language L ∈ NP to its primal
P -language.
The main contributions of this paper are that showing a series of results : first we
obtain a lower bound for the problem on reducibility from any language L1 ∈ NP −P to
any language L2 ∈ P . Afterwards, by the lower bound result we show that there exists
no polynomial-time algorithm for SAT, hence showing that SAT is not in P , implying
further that P 6= NP . Moving one step further, we extend the techniques used above to
investigate the reducibility from any language L1 ∈ coNP−coP to any language L2 ∈ coP .
Similar lower bound is obtained and by this, we can present a proof of Theorem saying
that there exists no polynomial-time algorithm for TAUT, a standard example of coNP -
complete language. These results are dual of the results obtained above. We point out that
P 6= NP and coP 6= coNP are immediate corollaries of the above results. Furthermore,
the conclusion of P 6= NP also can be deduced from coP 6= coNP . By carefully analyzing,
we show that, when the alphabet Σ contains only 1 element, the complexity of problem
on reducibility from L1 ∈ NP − P (resp. L1 ∈ coNP − coP ) to L2 ∈ P (resp. L2 ∈ coP )
is greater than p(|ω|) and less than p
′′
(|ω|), where p and p
′′
are polynomial, implying that
there exists polynomial-time reducibility from L1 to L2, which shows that P = NP and
coP = coNP in the special case. However, the title of the paper attempts not to reflect
this.
Finally, note that the complexity of problem on reducibility from L1 ∈ NP − P to
L2 ∈ P is identical to that of problem on reducibility from L1 ∈ coNP −coP to L2 ∈ coP ,
i.e., both of them are Ω(mp(|ω|)), m ≥ 2 a constant and ω ∈ Σ∗ the input. We strongly
suspect that NP = coNP in the case of |Σ| ≥ 2, but currently without proofs.
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