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RÉSUMÉ 
 
 
 Dans ce mémoire, nous décrivons le travail effectué pour étendre nos 
connaissances sur les sources d’instabilité instrumentales en imagerie de résonance 
magnétique, en particulier dans le domaine anatomique par une étude où cinq adultes ont 
été scannés quatre fois dans la même plate-forme IRM, deux fois avant et deux fois après 
une mise à niveau importante d’un scanner 3T de Siemens. Les volumes de l’hippocampe 
droit et gauche de chaque sujet ont été mesurés avec une segmentation manuelle. Nous 
avons analysé la fiabilité test-retest avant et après la mise à niveau du système d’IRM.  
 Dans le domaine fonctionnel, cinq adultes ont été scannés quatre fois dans la même 
plate forme IRM deux fois avant et deux fois après la même mise à niveau du scanneur. 
Les acquisitions du signal BOLD sont faites dans deux différentes résolutions spatiales 
(2x2x2mm et 4x4x4mm) pour évaluer la sensibilité du signal BOLD sous conditions de 
haute et basse SNR. Une dernière étude fonctionnelle sur fantôme avait pour but 
d’étudier la stabilité de la machine pour les images fonctionnelles et détecter les sources 
de bruit de type machine. La séquence EPI (Echo Planar Imaging) d’écho de gradient à 
deux dimensions a été utilisée. Des analyses comme le pourcentage des fluctuations et 
l’analyse de Fourier des résidus ont également été réalisées. 
 Nous résultats indiquent que les différences dans le matériel provenant d’une 
importante mise à niveau ne peuvent pas compromettre la validité des études structurelles 
et fonctionnelles faites à travers la mise à niveau du scanneur. Les acquisitions 
quotidiennes ont permis de suivre l’évolution de la stabilité et de détecter toute source de 
bruit qui peut détériorer la détection des activations dans les images fonctionnelles.  
 
 
Mots-clés : IRM fonctionnelle, IRM structurelle, fiabilité, stabilité 
  v 
Abstract 
 
 
 In this thesis, we describe work we carried out to extend our knowledge on 
instrumental sources of MRI variability, in both anatomical and functional imaging.  
The anatomical study involved five adults scanned four times in the same platform MRI 
twice before and twice after a major update of a 3T Siemens scanner. The volumes of left 
and right hippocampus of each subject were measured with a manual segmentation. We 
then analyzed the test-retest reliability before and after updating the MRI system.  
In the functional study, five adults were scanned four times on the same MRI system 
twice before and twice after a major hardware update. Blood oxygenation level-
dependent (BOLD) acquisitions were made at two different spatial resolutions (2x2x2mm 
and 4x4x4mm) to assess the reproducibility of BOLD measurements under conditions of 
high and low SNR.  
 A final functional study using a gel phantom was used to study the stability of the 
machine for functional images and isolate the sources of noise arising from hardware. 
Two-dimensional gradient-echo EPI (Echo Planar Imaging) signals were analyzed to 
assess the percentage variability and Fourier analysis of residual error performed. 
 Our results indicate that the differences in hardware from a major upgrade do not 
significantly affect the reliability of structural and functional studies spanning a major 
hardware upgrade. Daily quality assurance acquisitions on phantoms can be used to 
monitor the stability of the machine, which may aid in the early detection of hardware 
faults. 
 
 
 
 
Keywords : functional MRI, structural MRI, Reliability, stability 
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CHAPITRE 1 
IMAGERIE PAR RÉSONANCE MAGNÉTIQUE : 
REVUE DE LITTÉRATURE. 
 
 
 L’imagerie par résonance magnétique se base sur des principes physiques 
découverts notamment par les scientifiques Rabi, Bloch et Purcell durant la première 
moitié du vingtième siècle. Le développement scientifique qui a conduit aux techniques 
d’imagerie par résonance magnétique moderne date des années 1920 où les scientifiques 
ont découvert que les nucleus ont des propriétés magnétiques et que ces propriétés sont 
manipulables et expérimentalement mesurables. Des études de grande importance 
réalisées par deux laboratoires en 1946 ont décrit le phénomène de résonance magnétique 
nucléaire dans des solides. Les premières images de résonance magnétique (IRM) sur des 
échantillons biologiques ont été acquises dans les années 1970 et elles étaient associées 
au développement des techniques d’acquisition des images RM. À la fin des années 1970, 
les images RM, en particulier les images de structure anatomique du cerveau ont été très 
utilisées dans les hôpitaux. 
 
1.1 Principe physique 
 
 La matière est composée d’atomes, ces derniers contiennent trois types de 
particules : les protons, les neutrons et les électrons. Les protons et les neutrons sont 
attachés ensemble et constituent le noyau de l’atome. L’atome d’hydrogène qui est le plus 
présent dans le corps humain contient un seul proton, par conséquent c’est le noyau 
utilisé pour générer du signal dans les images de résonance magnétique. Dans des 
conditions normales, l’énergie thermique permet aux protons d’hydrogène de tourner 
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autour d’eux même. Ce mouvement de rotation du proton a deux effets : d’abord, parce 
que les protons ont une charge positive, leurs rotations génèrent un courant électrique qui 
par la suite crée un moment magnétique de spin µ quand il est placé dans un champ 
magnétique intense. Puis, parce que l’atome d’hydrogène a un nombre de protons impairs 
(un seul proton), sa rotation crée un moment angulaire J.  
 Chaque proton d’hydrogène possède un moment magnétique et un moment 
angulaire, en absence d’un champ magnétique statique, les spins du proton d’hydrogène 
situé dans un échantillon sont orientés de façon aléatoire et leurs effets sont mutuellement 
atténués. Par conséquent, la magnétisation (M), qui est la somme de tous les moments 
magnétiques de l‘échantillon est quasiment nulle, voir figure Fig 1.1. 
 
 En présence d’un champ magnétique statique, tous les protons d’hydrogène dans 
l’échantillon tournent autour de l’axe déterminé par le champ magnétique statique et avec 
un angle déterminé par leurs moments angulaires. Dans ces conditions, les protons se 
trouvent en deux états : un état parallèle pour lequel les moments magnétiques des 
FIG. 1.1  Le champ magnétique cause l’alignement des nucleus d’hydrogènes. (A) en absence du 
champ magnétique externe, les protons d’hydrogènes sont orientés dans l’espace de façon 
randomisée. (B) en présence de champ magnétique, chaque proton prend une position soit 
parallèle ou antiparallèle selon son énergie. Tirée de (A. Huettel, et al., 2009). 
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protons et le champ magnétique statique sont orientés dans le même sens et qui 
représente le niveau d’énergie bas, puis un deuxième état antiparallèle (les moments 
magnétiques des protons et le champ magnétique statique sont de sens opposés) qui 
représente le niveau d’énergie haut. Parce que la position parallèle est plus stable, il y 
aura toujours plus de protons dans cet état que dans l’état antiparallèle, le rapport entre 
les deux états dépend de la température de l’échantillon et la force du champ magnétique 
statique (voir figure Fig 1.2). 
FIG. 1.2. Les protons qui se trouvent dans le champ magnétique statique sont soit en état 
parallèle (orange) qui a la plus faible énergie ou l’état antiparallèle (bleu) qui a la plus haute 
énergie. En absence d'excitation, il y a toujours plus de protons dans l’état parallèle que dans 
l’état antiparallèle. Tirée de (A. Huettel, et al., 2009). 
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 La technique de résonance magnétique ne mesure par le signal provenant de 
chaque proton, mais il mesure la magnétisation nette de tous les protons dans un volume. 
Cette magnétisation a deux composantes : une magnétisation longitudinale, qui est soit 
parallèle ou antiparallèle au champ statique, et une magnétisation transversale qui est 
perpendiculaire à cette dernière. La quantité de magnétisation, nommée M, est 
proportionnelle à la différence du nombre de spins parallèle et antiparallèle, voir figure 
Fig. 1.3. 
 
 
FIG. 1.3  Magnétisation nette M. la magnétisation nette M est 
déterminée par la différence entre le nombre de spins dans l’état 
parallèle et ceux dans l’état antiparallèle. Tirée de (A. Huettel, W. Song, 
& McCarthy, 2009). 
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 Une façon simple pour avoir plus de spins dans l’état parallèle est d’augmenter le 
champ magnétique statique. En effet, les scanneurs de résonance magnétique actuels 
utilisent des champs statiques de 1,5 et 3 T et peuvent aller jusqu’à 9T.  
 Selon les principes de physique quantique, lorsqu’un spin dans un état de haute 
énergie passe vers un état de basse énergie, il émet un photon d’énergie égale à la 
différence d’énergie entre les deux états. Inversement, un spin dans l’état de basse énergie 
peut passer à l’état de haute énergie par absorption d’un photon d’énergie égale à la 
différence d’énergie entre les deux états. Dans les scanneurs de résonance magnétique, 
des antennes radio fréquence bombardent les spins situés dans le champ magnétique 
intense de la machine avec des photons. Ces derniers sont un champ magnétique qui 
oscille à la fréquence de résonance des spins d’hydrogène. Certains spins dans le niveau 
de basse énergie absorbent cette énergie et passe au niveau de haute énergie, c’est ce 
qu’on appelle une excitation. Parce que l’excitation interrompt l’équilibre thermique, les 
spins en excès dans le niveau de haute énergie retournent à leurs niveaux plus bas dans le 
but de rétablir l’équilibre thermique. Pendant le retour à l’équilibre, les spins émettent de 
l’énergie électromagnétique détectable par antenne de radio fréquence. Le signal 
enregistré constitue la base qui forme les images de résonance magnétique, voir la figure 
Fig. 1.4. 
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Résumé 
 Plusieurs principes physiques sont à la base de génération du signal de résonance 
magnétique. Les premiers concepts sont ceux des nucleus et de magnétisation nette. Les 
nucleus des atomes avec moment magnétique et moment angulaire sont des spins, ils ont 
un mouvement de rotation gyroscopique dans tout champ magnétique externe. L’axe 
autour duquel ils tournent est connu par l’axe longitudinal, et le plan dans lequel il tourne 
est connu par le plan transversal. Chaque spin dans le système prend soit une position de 
basse ou de haute énergie. Ces deux niveaux d’énergie sont respectivement des états 
parallèle et antiparallèle au champ magnétique. En absence d’excitation, la magnétisation 
FIG. 1.4  Changement de niveau d’énergie due à l’absorption ou émission d’énergie. (A) En 
absence d’excitation, il y a toujours plus de spins dans l’état d’énergie bas (orange) que dans 
l’état d’énergie haut (bleu). (B) L’excitation avec onde électromagnétique de fréquence bien 
définie force certains spins de passer vers l’état haute énergie. (C) Après excitation, certains 
spins retournent à leurs états d’équilibre initial en émettant une onde électromagnétique de 
même fréquence que l’onde d’excitation. Tirée de (A. Huettel, et al., 2009). 
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nette est un vecteur parallèle au champ magnétique statique. L’application d’une onde 
électromagnétique qui oscille à la fréquence de Larmor force la magnétisation nette de 
passer de la position longitudinale vers le plan transversal. Dans le plan transversal, la 
magnétisation change dans le temps générant ainsi le signal de résonance magnétique 
détectable et mesurable par des antennes externes.  
 
1.2 Concepts fondamentaux pour générer le signal en résonance 
magnétique  
 
 Le concept fondamental dans la formation des images en résonance magnétique 
est le gradient du champ magnétique ou le champ magnétique spatialement variable 
introduit par Lauterbourg en 1972. Lauterbourg a démontré que l’ajout d’un gradient au 
champ principal statique force les spins situés aux différentes positions à avoir différentes 
fréquences de précession. En mesurant les changements dans la magnétisation en 
fonction de la fréquence de précession, le signal de résonance magnétique peut être 
séparé en différentes composantes. Chaque composante est associée à une fréquence 
différente et donne ainsi l’information sur la distribution spatiale des nucleus qui 
constitue l’échantillon.  
 La fréquence de précession des spins dans un champ magnétique est déterminée 
par deux facteurs : le coefficient gyromagnétique, qui est une constante pour un nucleus 
d’atome donné, et la force du champ magnétique statique B0 (équation 1.1). Puisque la 
fréquence de Larmor dépend de la force du champ magnétique, tout changement dans ce 
dernier provoquera un changement de la fréquence de Larmor. 
  
   
 
! = "2# B0 (1.1)
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 Deux champs magnétiques sont nécessaires pour générer le signal en résonance 
magnétique. Le premier est le champ statique principal B0  qui aligne les axes de 
précession des spins et génère la magnétisation M, le deuxième est le champ 
électromagnétique B1 qui excite les nucleus dans l’échantillon et qu’on détecte lorsque les 
nucleus retournent à leurs équilibres. L’effet combiné de ces deux champs magnétiques 
sur la magnétisation net d’un ensemble de spins est décrit par l’équation de Bloch 
(équation 1.2). 
  
 
 L’équation de Bloch décrit les changements dans la magnétisation nette comme la 
somme de trois termes. Comme le premier terme le montre, le signal de résonance 
magnétique tourne autour de l’axe défini par le champ magnétique à une fréquence 
donnée par le facteur gyromagnétique et la force du champ. Le terme T1 indique que la 
composante longitudinale de la magnétisation nette M recouvre selon un taux donné par 
T1 (figure Fig. 1.5 (A)), le terme T2 indique que la composante transversale décroît selon 
un taux donné par ce dernier, voir figure Fig 1.5 (B).  
(1.2)
 FIG. 1.5  Relaxation en temps T1 et T2. (A) Relaxation longitudinale. Le temps T1 est le temps nécessaire pour que 
la magnétisation récupère 63 % de sa valeur originale à l’équilibre. (B) Relaxation transversale. Après un temps T2, 
la magnétisation transversale est à 37 % de sa valeur originale à l’équilibre. Tirée de (A. Huettel, et al., 2009). 
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 La résolution de l’équation de Bloch donne le signal de résonance magnétique à 
chaque point dans le temps, M(t). La présentation scalaire de l’équation de Bloch met en 
évidence l’évolution de la magnétisation selon chaque axe (équation 1.3).   
 
 
 
 
  (1.3c)
(1.3b)
(1.3a)
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 Les changements de la magnétisation dans les directions x et y dépendent du 
facteur gyromagnétique et le temps T2. Par contre, les changements de la magnétisation 
selon l’axe z dépendent uniquement du temps T1. En effet, les équations 1.3a et 1.3b 
décrivent les changements de magnétisation dans le temps, selon les axes x et y lorsque 
les spins tournent autour de l’axe principal définit par le champ statique. La constante de 
temps T2 spécifie le taux de décroissance de la magnétisation dans le plan transversal, 
mais n’a aucun effet sur la magnétisation longitudinale au long de l’axe z. L’équation 
1.3c décrit les changements dans la magnétisation longitudinale dans le temps, lorsqu’elle 
recouvre selon un taux spécifié par le temps de relaxation longitudinale T1, voir figure 
Fig. 1.5. 
 
FIG. 1.6  Vecteur de magnétisation nette. Le vecteur de magnétisation nette M peut être représenté par un ensemble de 
trois vecteurs, par convention (MX, My, MZ). L’axe z est celui parallèle au champ magnétique statique et connu par l’axe 
longitudinal. Le plan x-y est perpendiculaire au champ magnétique statique et connu par le plan transversal. Tirée de 
(A. Huettel, et al., 2009). 
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 En assumant que la magnétisation initiale à t=0 est donnée par Mz0, la solution de 
l’équation de 1.3c au temps (t) est donnée par l’équation 1.4.  
 
   
Le terme exponentiel décrit la quantité de magnétisation longitudinale qui reste à tout 
instant t. Lorsque le temps t augmente, le système a plus de temps pour récupérer sa 
magnétisation longitudinale et le signal Mz approche le signal avant excitation M0, voir 
figure Fig. 1.6. 
FIG. 1.7  Récupération de la magnétisation longitudinale selon le temps T1. (A) Avant excitation, la 
magnétisation longitudinale est à son maximum et ne change pas dans le temps. (B) Après excitation, la 
magnétisation nette M passe au plan transversal et la magnétisation longitudinale devient nulle. (C) le 
système récupère sa magnétisation longitudinale. Après un temps T1, la magnétisation récupère 67 % de sa 
valeur originale. Tirée de (A. Huettel, et al., 2009). 
 
(1.4)
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 La résolution des équations 1.3a et 1.3b, pour une magnétisation initiale de (M0, 
0), donne la paire d’équations suivantes :  
   
 
 Ces deux équations décrivent deux composantes illustrées dans la figure Fig. 1.8. 
Les termes entre parenthèses décrivent les projections à une dimension d’un mouvement 
circulaire de vitesse angulaire ω. Le terme exponentiel e-t/T2 décrit la décroissance du 
cercle dans le temps. Les deux termes ensemble forment une spirale qui se dirige de 
l’extérieur vers l’intérieur. Plus en avance dans le temps, le signal transversal devient de 
plus en plus petit. La quantité ωt est l’angle de la magnétisation nette dans le plan 
transversal, elle détermine la vitesse à laquelle le spiral tourne. Les deux composantes x 
et y de la magnétisation nette sont combiné de façon à obtenir une quantité plus générale 
Mxy, qui représente la magnétisation transversale.  
 Pour une magnétisation initiale transversale arbitraire Mxy0 = Mx0 + iMy0, la 
magnétisation transversale peut être représentée par cette équation : 
 
 
 
 
 L’équation montre que la magnétisation transversale dépend de trois facteurs : la 
magnétisation transversale initiale Mxy0, la perte de la magnétisation dans le temps à 
cause de l’effet du temps T2 (e-t/T2), et l’accumulation de phase ou le changement dans 
l’angle (e-iωt). L’équation 1.6 est importante pour déterminer les paramètres de l’image 
pour un contraste pondéré en T2. Comme pour le temps T1, en choisissant le moment pour 
(1.6)
(1.5b)
(1.5a)
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acquérir l’image, on peut rendre l’image plus ou moins sensible à la différence du temps 
T2 entre les tissus. 
 Le champ magnétique total B, ressentie par un spin à une location (x,y,z) et au 
temps τ est une combinaison linéaire des champs statiques et de gradient, et qui sont 
variables dans le temps selon l’équation 1.7 :   
   
  Comme ω = γB, on peut remplacer le terme de ω  dans l’équation (1.7) pour avoir 
l’équation suivante :  
 
 
 
 Cette équation déclare que la magnétisation transversale à une position et un 
temps donné, Mxy(x,y,z,t), est gouvernée par quatre facteurs : (1) la magnétisation 
originale Mxy0(x,y,z); (2) la perte du signal dûe à l’effet de T2, (e-t/T2); (3) l’accumulation 
de phase due au champ magnétique principal, e-iγB0t ; (4) la phase accumulée dûe au 
champ des gradients :  
 
 Le signal de résonance magnétique mesuré par les antennes est la somme de la 
magnétisation transversale de tous les voxels excités dans l’échantillon. Le signal de 
résonance magnétique S(t) au temps t, s’écrit :   
  
  
 
La combinaison des équations (1.8) et (1.9) résulte dans l’équation suivante :   
(1.9)
e! i" (Gx (# )x+Gy (# )y+Gz (# )z )d#0
t
$
(1.8)
(1.7)
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 L’équation (1.10) connue par l’équation du signal de résonance magnétique 
déclare que le signal total mesuré en tout temps reflète la somme de la magnétisation 
nette à travers tous les voxels au temps zéro, multiplié par un facteur de décroissance 
basé sur le temps T2, avec une accumulation de phase donnée par l’effet combiné du 
champ statique et le champ des gradients. 
 En pratique, le terme (e-iω0t) n’est pas nécessaire pour le calcul du signal de 
résonance magnétique. En effet, les scanneurs de résonance magnétique moderne 
démodulent le signal à la fréquence de résonance ω0. Le terme de décroissance en T2 
affecte l’amplitude du signal mais pas la localisation spatiale.  
 En réécrivant l’équation du signal sans ces deux termes, on obtient une version 
plus simple: 
 
 
 
 Cette équation illustre l’importance profonde du champ des gradients pour le 
codage spatial de l’information dans les images de résonance magnétique. 
Résumé : 
 La magnétisation nette est composée d’une magnétisation longitudinale (même 
direction que le champ magnétique statique) et une magnétisation transversale 
(perpendiculaire au champ magnétique statique). L’onde d’excitation force la 
magnétisation à passer vers le plan transversal où elle tourne autour de l’axe longitudinal 
à la fréquence de Larmor. La précession de la magnétisation dans le plan transversal 
permet la détection et la mesure du signal de résonance magnétique. Comme la fréquence 
de précession des spins dépend du champ magnétique local, l’introduction d’un champ de 
(1.11)
(1.10)
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gradient spatialement variable permet le codage spatial du signal de résonance 
magnétique. L’équation du signal de résonance magnétique explique la relation entre le 
signal acquis S(t) et les propriétés de l’objet imagé M(x,y,z).  
 
1.3 Formation des images en résonance magnétique  
 
 Il est important de réaliser que dans le contexte d’imagerie par résonance 
magnétique, l’image n’est pas une simple photographie de l’objet scanné. L’image est 
une carte présentant la distribution spatiale de certaines propriétés du nucleus (spins) des 
atomes  constituant l'échantillon. Ces propriétés reflètent la densité des spins, leur 
mobilité, et les temps de relaxation T1 ou T2 du tissu dans lequel les spins résident.  
 L’équation du signal de résonance magnétique (équation 1.10) est une équation à 
trois dimensions, pour laquelle les trois composantes du champ de gradient contribuent 
pour coder le signal. L'obtention d’une équation à deux dimensions se fait en deux étapes 
: d’abord, la sélection de la coupe dans le volume total à imager, puis l’utilisation d’un 
codage spatial à deux dimensions pour coder la distribution spatiale des spins dans la 
coupe.  
 La sélection de coupe implique l’application d’une onde électromagnétique qui 
excite uniquement les spins de la coupe sans avoir aucun effet sur les spins en dehors. La 
coupe à exciter est déterminée par sa location, son épaisseur et son orientation. Après 
sélection de la coupe, la magnétisation M, ne dépend plus que des coordonnés x et y, mais 
pas de z.  
 La localisation de la coupe et son épaisseur sont déterminées par trois facteurs : la 
fréquence centrale d’excitation (ω), la bande passante de l’onde d’excitation (Δω) et 
l’amplitude du champ de gradient (Gz) (voir figure Fig. 1.8). La fréquence centrale et le 
champ de gradient ensemble déterminent la localisation de la coupe, alors que la bande 
passante et le champ de gradient déterminent son épaisseur.   
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Après la sélection de coupe, l’équation du signal de résonance magnétique devient : 
 
 
 
 Pour mieux comprendre la relation entre le signal de résonance magnétique S(t) et 
l’objet à imager M(x,y), on utilise l’espace K. Pour cela, on définit les termes Kx et Ky 
comme suit : 
(1.12)
FIG. 1.8 Changement de la place et d’épaisseur de coupe. L’utilisation simultanée d’un gradient 
linéaire (bleu) et un pulse radiofréquence de fréquence centrale (ω) et de largeur de bande (Δω) 
permettent la localisation de la position de la coupe et de son épaisseur. Tirée de (A. Huettel, et 
al., 2009). 
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 Ces deux équations déclarent que les trajectoires dans l’espace K sont données par 
l’intégrale de l’onde du gradient dans le temps, ou plus simplement l’aire sous la courbe 
des gradients. En remplaçant ces termes dans l’équation du signal, on obtient l’équation 
du signal avec les coordonnées de l’espace K : 
 
 
 
 Cette équation est très remarquable parce qu’elle indique que l’espace image et 
l’espace K sont reliés, se sont des transformées de Fourier 2D l’une à l’autre. En effet, la 
transformée de Fourier inverse convertit les données de l’espace K à une image, un 
processus connu par la reconstruction de l’image. Inversement, la transformée de Fourier 
converti les données de l’espace image aux données de l’espace K. Le signal S(t), de 
l’équation 1.14 peut être représenté par une fonction à deux dimensions S(Kx(t), Ky(t)) 
dans un système de coordonnées où Kx et Ky sont ses deux axes.  
 Pour une séquence d’acquisition typique comme écho de gradient, figure Fig. 1.9, 
l'espace K est rempli une ligne à la fois, suivant des excitations successives par des pulses 
d’excitations. À chaque excitation, la combinaison de l’onde électromagnétique et le 
gradient Gz sélectionne la coupe. Puis, un des gradients (p. ex. Gy) est appliquée avant la 
période d’acquisition des données pour accumuler une différence de phase avant 
l’application du deuxième gradient (p. ex. Gx). Cette technique permet l’acquisition des 
(1.14)
(1.13b)
(1.13a)
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données ligne par ligne selon l’axe y. Dans ce cas, le gradient Gy est considéré comme le 
gradient de codage de phase parce qu’il génère une différence de phase avant 
l’acquisition. À l’acquisition, la présence du  gradient Gx change la fréquence des spins 
pendant la lecture du signal. Gx est nommé le gradient de codage de fréquence.   
 
 
 Après que l’espace K soit rempli, la transformé de Fourier à deux dimensions est 
nécessaire pour convertir les données brutes de l’espace K en image M(x,y) de l’espace 
image. Les paramètres d'échantillonnage dans ces deux espaces sont inversement 
proportionnels les uns aux autres. Dans l’espace image, l’unité d’échantillonnage est la 
distance, alors que dans l’espace K, l’unité est la fréquence spatiale (1/distance).  
 L’espace K est brillant au centre et sombre dans les périphériques. Le centre de 
l’espace K code les basses fréquences qui sont déterminantes pour le rapport signal sur 
bruit de l’image. Par contre, les hautes fréquences situées sur la périphérie de l’espace K 
codent les basses fréquences et permettent d’augmenter la résolution spatiale de l’image 
(Fig. 1.10). 
FIG. 1.9  Séquence gradient d’écho à deux dimensions. (A) La séquence commence par un pulse d’excitation 
combiné avec le gradient de sélection de coupe Gz.  Le gradient Gy sélectionne une ligne de l’espace K suite à 
chaque excitation, alors que le gradient Gx est appliqué durant l’acquisition du signal. Cette séquence se répète pour 
différentes amplitudes de gradient Gy jusqu’à remplissage de toutes les lignes de l’espace K. (B) le chemin que la 
séquence suit pour remplir l’espace K. Tirée de (A. Huettel, et al., 2009). 
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 Le remplissage de l’espace K avec plus de données donne une meilleure 
résolution spatiale dans l’espace image (plus petits voxels). Inversement, un plus faible 
remplissage de l’espace K créera un élargissement du champ de vue dans l’espace image. 
Cette relation est illustrée par l’équation 1.15. Le champ de vue FOV (Field of View) est 
défini par la distance total au long d’une dimension de l’espace image.  
 
 
  
 
 
 
 
(1.15b)
(1.15a)
FIG. 1.10  transformée de Fourier deux dimensions d’une image de résonance magnétique. Tirée de (jezzard, 
2001). 
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Résumé : 
 L’expression du signal de résonance magnétique S(t) est une équation à une 
dimension dans l’espace K. Ce signal peut s’exprimer selon les coordonnées Kx et Ky de 
l’espace K pour faciliter la transformée de Fourier inverse. La décroissance de la distance 
séparant les points adjacents de l’espace K augmente le champ de vue (FOV) dans 
l’espace image. De la même façon, l’augmentation de cette distance diminue la taille des 
voxels.  
 
1.4 Architecture du système 
 
 Le système de résonance magnétique est composé de trois éléments principaux : 
(1) le magnéton principal (2) un ensemble d’antennes de gradient pour la localisation 
spatiale (3) les antennes de transmission et de réception des pulses radio fréquence, voir 
figure Fig. 1.11. 
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1.4.1 Magnéton 
 
 La forme cylindrique est la plus utilisée dans les systèmes de résonance 
magnétique, le magnéton est fait de fil supraconducteur de Niobium-titanium immergé 
dans l’hélium liquide maintenu à la température de 4 ºK. Le Niobium-titanium est un 
supraconducteur à des températures plus petites que 9,5 ºK, et l’hélium s'évapore à 
4,2 ºK. Pour prévenir l’hélium de s’évaporer, un système de refroidissement (cryostat) est 
utilisé. Pour un magnéton de 1,5T, l’énergie stockée dans le solénoïde est 
approximativement de 2.8 millions joules ce qui correspond à 740 ampères de courant 
dans un câble électrique. 
FIG. 1.11  Composantes principales du scanneur de résonance magnétique. Tirée de (L. Prince 
& M. Links, 2006).  
 
  
22 
 L'homogénéité du champ magnétique à l’intérieur du magnéton doit être 
maintenue à moins de ±5 ppm (partie par million). L’ajustement du champ magnétique à 
l’intérieur du magnéton est fait de deux façons : (1) l’ajustement passif à l’aide des pièces 
de métal où ces derniers perturbent le champ magnétique statique, et quand elles sont 
placés de façon adéquate elles donnent un champ plus homogène. (2) L’ajustement actif 
est fait par variation du courant électrique à travers des petites bobines placées tout autour 
du magnéton, cette technique est plus automatique mais plus couteuse que la méthode 
passive. 
 
1.4.2 Antennes de gradient 
 
 Le but des antennes de gradient est de créer un changement temporaire de 
l’amplitude du champ magnétique statique en fonction de la position dans le scanneur. En 
effet, les antennes de gradient permettent de choisir une coupe bien définie de l’objet à 
imager et font un codage spatial des pixels dans la coupe de façon à ce que les signaux 
provenant de différents pixels et qui constituent l’image de la coupe ne soient pas 
mélangés. Dans les scanneurs de forme cylindrique, il y a trois antennes de gradients 
placés de façon orthogonales selon les axes X, Y, Z. À cause du courant électrique qui 
circule dans ces antennes situées dans un champ magnétique intense, ces derniers 
subissent des forces de Lorentz ce qui provoque des vibrations significatives de la 
machine qui sont à l’origine du bruit généré par le scanner.   
 Le champ magnétique généré par chacune des antennes de gradient par variation 
du courant électrique dans leurs bobines est une fonction linéaire de la position spatiale, 
son but est d’ajouter ou soustraire un champ magnétique spatial du champ magnétique 
principal. Les amplitudes des gradients sont définies par de constantes Gx, Gy, Gz ayant 
des unités Gauss par centimètre. L’amplitude maximale est déterminée par le courant 
maximal que l’antenne peut faire circuler dans sa bobine qui est aussi limitée par la 
puissance de l’amplificateur de gradient, le chauffage et les forces générées dans 
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l’antenne. Le gradient maximum pour un scanneur clinique est de l’ordre de trois à quatre 
gauss par centimètre. Le plus rapide est le gradient, le plus rapide les images sont 
acquises. Le temps nécessaire pour qu’un gradient passe de zéro à son maximum est 
limité par l’antenne et l’amplificateur, des temps typiques est de l’ordre de 0,1-0,2 msec. 
La vitesse de balayage définie par l’amplitude divisée par le temps de montée est plus 
utilisée pour caractériser les performances de l’antenne et l’amplificateur du gradient. La 
vitesse de balayage qui est le taux maximum de changement de la valeur des gradients est 
exprimée en mT/m/msec. Des valeurs typiques sont de l’ordre de 100-250 mT/m/msec. 
Les changements du flux magnétique induit par les gradients à travers la structure 
métallique entourant le magnéton principal génèrent des courants de Foucault qui change 
complètement le profil temporel du champ des gradients. Les changements rapides du 
flux de gradient génèrent aussi des courants de Foucault dans le patient, ce qui cause une 
stimulation nerveuse ou contraction musculaire. Une limite de 40 Tesla/seconde est 
imposée par le FDA (Food and Drug Administration), au-delà de cette limite les 
probabilités d’une stimulation nerveuse ne sont pas négligeables. 
 
1.4.3 Antennes de radio fréquence 
 
 Les courants induits dans l’échantillon par les antennes RF et qui oscillent à la 
fréquence de Larmor obligent les spins à passer de l’état stable (parallèle) à l’état instable 
(antiparallèle) ou encore obligent la magnétisation totale de l’échantillon à passer du plan 
longitudinal au plan transversal. Une fois les spins excités, ils génèrent un courant 
électrique à la fréquence de Larmor dans toute antenne placée perpendiculairement au 
plan transversal. Donc, les antennes radio fréquence dans les systèmes d’imagerie par 
résonance magnétique peuvent jouer le rôle d'émetteur et récepteur du signal RF.  
 Il y a principalement deux types d’antennes : antennes de surface et d’autres de 
volume. Les dernières sont faites pour entourer l’objet à imager, alors que celles de 
surface sont placées sur la surface de l’objet. Les antennes de volume ont une sensibilité 
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plus uniforme à travers l’objet que celle de surface, cela veut dire que l’énergie transmise 
est uniformément distribuée à travers l’échantillon. Les antennes de surface sont plus 
sensibles aux sources de signal qui est plus proche à l’antenne et la qualité du signal 
diminue lorsque la source devient plus lointaine.  
 La transmission et la réception du signal RF nécessitent des courants d’amplitudes 
très différentes et ces deux fonctions sont faites par deux systèmes différents. En pratique, 
la transmission du signal RF est assurée par l’antenne principale située à l’intérieur des 
antennes de gradient (figure Fig. 1.11), alors que la réception est assurée par une autre 
antenne placée de manière plus proche à l’objet à imager et peut être une antenne de 
surface ou de volume. La séparation des antennes d’excitation et de réception permet une 
amélioration du rapport signal sur bruit.  
 
1.5 Sources de distorsion dans les images de résonance magnétique  
 
1.5.1 Distortions Géométrique 
 
 Différentes sources peuvent provoquer la perturbation du champ magnétique local 
(Jezzard…, 1999). Pendant l’acquisition des différentes lignes adjacentes de l’espace K, 
les perturbations trouvent le temps nécessaire pour causer une accumulation de phase 
significative relativement à celle produite par les gradients de codage de phase. Les 
différentes lignes de l’espace K se trouvent déplacées par rapport à leurs positions réelles, 
ce déplacement est proportionnel aux différences dans le champ magnétique statique 
local (B0) (Jezzard…, 1999).  
 La perturbation du champ magnétique local peut donner des élargissements ou 
rétrécissements des structures dans l’espace image. En effet, dans les différentes régions 
du cerveau, les gradients du champ magnétique local ajoutent soit une phase positive ou 
soit une phase négative à la phase produite par les gradients de phase. Dans le cas où l’on 
a un effet positif, les différentes lignes de l’espace K sont éloignées et le codage de phase 
couvre une partie plus large de l’espace K que la partie effective, les structures dans 
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l’espace image sont rétrécies. Dans le cas contraire, les lignes de l’espace K sont plus 
serrées et les structures dans l’espace image sont élargies.   
 La méthode la plus simple pour réduire la distorsion géométrique est de réduire le 
temps du codage en fréquence ce qui réduit le temps entre les impulsions du codage de 
phase. Cela est rendu possible en augmentant la fréquence et l’amplitude des gradients de 
lecture, mais au prix d’un SNR plus petit. Les grandes amplitudes et les grandes 
fréquences des gradients de lecture pouvant créer un courant dans les nerfs et causer une 
stimulation, un autre alternatif est de réduire le nombre et augmenter la taille des phases 
dans le codage de phase pour acquérir le même espace K en moins de temps et avec 
moins de distorsion. D’autres méthodes utilisent la symétrie conjugale de la transformée 
de Fourier pour faire une acquisition plus rapide de la moitié de l’espace K (Feinberg, 
Hale, Watts, & Kaufman, 1986) mais peuvent augmenter le brouillage dans les images.  
Finalement, il y a des méthodes qui corrigent la distorsion à l’aide des cartes du champ 
magnétique statique B0. Les plus simples utilisent deux images acquises à deux temps 
d’échos TE différents, la différence de phase entre les deux images est proportionnelle au 
champ magnétique local. La différence de phase locale peut être aussi transformée en une 
carte pour visualiser et corriger le décalage des pixels par rapport à leurs positions réelles 
(Hutton, Bork, Josephs, & Deichmann, 2002), (Weiskopf, Klose, & Birbaumer, 2005).  
 
1.5.2 Perte du signal  
 
 Deux mécanismes distincts sont à l’origine de la perte du signal dans les images 
de résonance magnétique. Le premier est l’inhomogénéité locale du champ magnétique à 
travers le plan d’image, ces inhomogénéités causent une altération de la fréquence des 
spins à travers l’épaisseur de l’image. Avec le temps, ces spins deviennent de plus en plus 
diphasés et le signal décroit plus vite. Si le signal est totalement atténué avant 
l’acquisition de la partie centrale de l’espace K où les basses fréquences sont codées, la 
plus grande partie du signal est perdue et la région apparaîtra foncée. 
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 Le deuxième mécanisme est l’imperfection des gradients dans le plan d’image 
(gradient de phase ou de fréquence), ces imperfections causent une altération dans la 
trajectoire de l’espace K. Dans un cas extrême, la partie centrale de l’espace K n’est pas 
remplie et une perte significative du signal apparaît (Weiskopf, Hutton, & Josephs, 2006; 
Weiskopf, Hutton, Josephs, & Turner, 2007). Toutefois, même s’il n’y a pas une perte 
importante du signal, les gradients dans le plan de l’image restent problématiques. En 
effet, les imperfections des gradients dans le plan de l’image donnent un temps d’écho TE 
plus court ou plus long que le TE effectif. Un TE plus court donne un signal plus grand 
avec un contraste BOLD plus petit, alors qu’un TE plus long donnera un plus grand 
contraste, mais le signal sera beaucoup plus petit.   
 Plusieurs approches sont adoptées pour minimiser la perte du signal dans les 
images. La première approche est la réduction du temps d’écho TE pour permettre une 
acquisition précoce du signal avant qu’il soit atténué par le déphasage rapide des spins, ce 
qui évite la perte du signal, mais dégrade le contraste BOLD sensible au TE. La deuxième 
technique est de réduire l’épaisseur de la coupe de l’image, ce qui réduit le degré de 
déphasage des spins et minimise les pertes du signal. Le problème associé avec cette 
technique est que les régions avec une bonne homogénéité du champ aient des voxels 
plus petits et un plus faible signal, alors que les régions avec moins d’homogénéité 
bénéficient d’une augmentation du signal. 
 
1.5.3 Brouillage dans les images 
 
 Parce que le signal RM est proportionnel au rapport T2*/T2 et à cause du temps 
d’acquisition, les différents points de l’espace K ne sont pas acquis avec le même temps 
d'écho. Pour la séquence EPI (Echo Planar Imaging), la grande différence dans les temps 
d’acquisition des lignes adjacentes cause une plus grande décroissance du signal et 
augmente le brouillage des images. Ce phénomène suit l'analogie d’appliquer dans 
l’espace image un filtre qui décrit la décroissance du signal durant l’acquisition, le 
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brouillage dans les images est décrit par la transformée de Fourier de ce filtre, qu’on 
appelle PSF (Point Spread Function), voir figure Fig 1.12.  
 La diminution du brouillage dans les images est atteinte par réduction du temps 
d’acquisition ou par une augmentation de la résolution des images sans augmenter le 
temps d’acquisition. Des méthodes pour diminuer le temps d'acquisition inclus le 
multishot EPI  (Menon, Thomas, & Gati, 1997) et l’imagerie parallèle (Griswold, et al., 
2002). Alternativement, l'augmentation de l'homogénéité du champ diminue localement 
le brouillage à l’aide d’une technique d’alignement des lignes du champ (Cusack, 
Russell, Cox, & De Panfilis, 2005), (Wilson…, 2003). 
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FIG 1.12  Brouillage dans les images EPI. À cause des propriétés de la transformée de Fourier on peut 
considérer chacun des filtres ci-dessus de façon séparée. Le brouillage des images est obtenu par 
convolution du filtre avec les données de l’espace image. Quand les données sont réorganisées dans 
l’espace K, la décroissance du signal (haut à gauche) crée une fonction de deux dimensions qui agit comme 
un filtre effectif dans l’espace K (bas à gauche). La transformée de Fourier de ce filtre détermine le PSF qui 
décrit le brouillage des données dans chaque voxel. 
 Dans la plupart des expériences d’acquisition du signal BOLD, le brouillage des 
images n’est pas considéré en premier lieu pour procéder à une optimisation de la 
séquence. Cela est dû à l'extension spatiale de l’activation qui excédent la taille des 
voxels et au fait que l’optimisation du rapport signal sur bruit (SNR), la résolution 
temporelle et la perte du signal sont plus importantes. Par contre, dans le cas des images 
de haute résolution où on s'intéresse aux petites structures, la minimisation du brouillage 
est très bénéfique.  
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1.5.4 Ombrage des images  
 
 Avec la séquence EPI, l’ombrage qui est une répétition partielle de l’image est 
produite grâce à un décalage entre les échos formés par les gradients de lecture de signe 
opposé. Effectivement, les lignes de l’espace K sont remplies de façon alternée; par la 
suite, les lignes sont reversées par rapport à leur origine pour avoir un espace K où toutes 
les lignes sont remplies dans la même direction. Toute erreur entre les lignes remplies 
dans des sens opposés donnera une erreur dans la reconstruction de l’image. Lorsque les 
différentes lignes alternées sont affectées, une ombre apparaît déplacée par la moitié du 
champ de vue dans la direction du codage de phase par dessus l’image originale (figure 
Fig. 1.13).  
 
 Une méthode fréquemment utilisée est l’acquisition d’une série d’échos de 
navigation au début de la séquence EPI (Wan, Gullberg, & Parker, 1997), ces échos sont 
acquis sans gradients de codage de phase, ce qui correspond à la ligne centrale de 
l’espace K. Tout décalage entre les temps d’écho TE de ces lignes dans l’espace K 
produira un décalage de phase dans l’espace image. Cette différence de phase permet de 
corriger toutes les lignes acquises par la suite. L’artefact de l’ombrage des images est plus 
prononcé quand le champ B0 est plus grand. 
FIG. 1.13  Ombrage d’images. Tirée de 
www.brainmapping.org/MarkCohen/Papers/EPI  
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1.5.5 Interférences de radio fréquences 
 
 La machine d’imagerie de résonance magnétique est toujours placée dans une 
cage de Faraday. La cage de Faraday est une enceinte conductrice reliée à la terre pour 
maintenir son potentiel électrique fixe. Elle est faite d’un matériau qui la protège contre 
les perturbations d’origine électromagnétique. Quand des radiations statiques ou 
électromagnétiques sont incidentes sur la cage, des courants électriques sont générés et 
dissipés à travers la terre. Typiquement, une atténuation des radios fréquences de 100 dB 
est atteinte. L’introduction d’équipements électriques comme stimulateurs, moniteurs 
physiologiques ou les équipements d’électro-encéphalographie (EEG) dans la cage 
peuvent causer des interférences avec les radios fréquence de la machine et dégrader la 
qualité des images. 
 Les interférences RF apparaissent dans les images principalement sous deux 
formes : une augmentation dans le bruit dans l’arrière-plan de l’image ce qui donne un 
SNR plus petit et qui est attribuable à un signal RF de large bande, et des points brillants 
localisés dans les images attribuables à des fréquences RF distinctes (figure Fig. 1.14). 
Les images de résonance magnétique fonctionnelle sont très sensibles aux interférences 
RF parce qu’elles causent des fluctuations de l’amplitude du signal local ce qui peut 
augmenter la variation temporelle et affecter la sensibilité à l’activation. 
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1.6 Imagerie de résonance magnétique fonctionnelle (IRMf): quel est le lien 
avec la stabilité du système dʼimagerie.  
 
1.6.1 Signal BOLD 
 
 Le signal BOLD en imagerie de résonance magnétique fonctionnelle (IRMF) est 
une mesure indirecte du flux sanguin associé à une activité neuronale, cette technique est 
basée sur la détection des changements locaux du champ magnétique (Zivadinov…, 
2007). Le signal BOLD est principalement utilisé pour étudier les mécanismes de 
fonctionnement du système nerveux central. Lorsque les neurones sont activés, il y a une 
augmentation du flux sanguin dans la région activée, qui augmente la quantité 
d'hémoglobine oxygénée dans les lits capillaires (Rocca…, 2007).  
 Durant l’activation, la quantité d’oxygène délivré par la réponse hémodynamique 
aux neurones activés dépasse la quantité demandée par les tissus, augmentant ainsi la 
proportion d’hémoglobine oxygénée par rapport à l’hémoglobine désoxygénée dans les 
lits de veines en activation comparativement à l’état de repos (Ogawa, Menon, Tank, & 
Kim, 1993).  
FIG. 1.14  Exemple d’apparence des interférences 
RF dans les images RM. Tirée de  
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 Au repos, l’hémoglobine désoxygénée cause une perturbation du champ 
magnétique local, qui est atténuée par une augmentation de la présence d’hémoglobine 
oxygénée diamagnétique durant l’activation neuronale, créant un T2* plus long et un 
signal d’intensité plus grand selon l’équation suivante :  
 
 Le changement dans le signal est très petit, mais il est mesurable par soustraction 
des images acquises en activation des images acquises au repos. 
  La différence entre la résonance magnétique fonctionnelle (signal BOLD) et 
structurelle est plus qu’une simple différence de sensibilité au contraste. Le but de la 
résonance magnétique structurelle est la distinction entre les différents types de tissus. Le 
signal BOLD a un but très différent : il relie les changements physiologiques temporels 
dans le cerveau avec le paradigme de l’expérience. Une simple image fonctionnelle ne 
peut donner aucune information sur l’activité cérébrale, il faut accumuler plusieurs 
images dans le temps pour pouvoir analyser les changements temporels reliés à une 
activité cérébrale.  
 Plusieurs types d’informations physiologiques peuvent être obtenus à partir des 
images de résonance magnétique fonctionnelle. Ces informations incluent : le volume 
sanguin cérébral de base (baseline cerebral blood volume) (Moonen, van Zijl, Frank, & 
Le Bihan, 1990), changement dans le volume sanguin (Belliveau, Kennedy, & 
McKinstry, 1991), changement dans la perfusion cérébrale (Detre, Leigh, & Williams, 
1992) et changement dans l’oxygénation sanguine (Ogawa, Lee, & Kay, 1990), 
(Bandettini, Wong, & Hinks, 1992).  
 L’analyse des données consiste à comparer les signaux obtenus durant une 
activation cérébrale avec ceux obtenus durant le repos. Les changements dans le signal 
qui proviennent des fonctions physiologiques, fluctuations métaboliques et d’autres 
sources ajoutent du bruit au processus de comparaison et diminuent la signification des 
1
T2*
=
1
T2
+
1
2 !"B0
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résultats. Parce que le signal provenant de l’activation neuronale est très petit, il est 
important que la technique d’imagerie soit optimisée pour maximiser le niveau du signal 
et réduire le plus possible toutes les sources du bruit.  
1.6.2 Sources de bruit dans les images fonctionnelles  
 
 Le bruit est le concept de base sur lequel toutes les mesures de qualité des images 
sont basées. Les premières sources de bruit sont l’échantillon à imager et la machine. 
L’échantillon (l’objet a imager) contient plusieurs sources de bruit, la plus basique est le 
bruit thermique. Puisque la température de l'échantillon n’est pas zéro absolu, le 
mouvement des molécules de l’échantillon incluant les molécules d’eau crée un échange 
d’énergie entre les molécules ce qui perturbe le signal de résonance magnétique. Dans le 
cas d’échantillon d’être vivant ; les échanges physiologiques dans les tissus, la respiration 
pulmonaire, et le flux sanguin créent aussi des variations dans le signal RM et sont 
classés comme source de bruit.  
 Il y a cinq principales sources de bruit spatial et temporel dans les images 
fonctionnelles : le bruit thermique intrinsèque de l’objet à imager et le bruit provenant des 
circuits électroniques de la machine, le bruit associé aux imperfections dans les 
différentes composantes du scanneur, les artefacts résultant du mouvement de l’objet 
dans le scanner, la respiration, le cycle cardiaque ainsi que d’autres processus 
physiologiques  comme la variation dans l’activité neuronale et les changements dans les 
performances et stratégies cognitives. 
 
1.6.2.1 Bruit thermique 
 
 Toutes les images de résonance magnétique (fonctionnel et anatomique) sont 
affectées par le bruit thermique appelé aussi bruit intrinsèque qui reflète l’échauffement 
des électrons à cause de leurs mouvements dans l’objet ou le détecteur. En effet, suite à 
l’excitation de l'échantillon par une onde de radio fréquence, l’objet émet à son tour une 
onde radio fréquence (retour à l’équilibre) détectable par l’antenne de réception. Le  
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signal détecté est converti en signal analogique et passe à travers une série de composants 
électriques. À travers chaque composant électrique du système, les électrons libres 
entrent en collision avec les atomes qui donnent un échange d’énergie. Plus la 
température du composant est élevée plus les collisions sont fréquentes et plus le courant 
électrique se déforme.  
 Le bruit thermique dépend de la bande de fréquence du convertisseur analogique 
numérique et la résistance dans l’antenne de détection. La magnitude du bruit thermique 
dans un voxel est indépendante de son placement spatial, par contre l’effet du bruit 
thermique dépend de l’amplitude du signal dans le voxel.  
 
1.6.2.2 Bruit du système  
 
 Un autre facteur qui contribue à la variabilité du signal dans les images 
fonctionnelles de résonance magnétique est le bruit de la machine. Souvent, le bruit du 
système est généré par l’inhomogénéité du champ magnétique statique dûe aux 
imperfections dans la compensation du champ statique, par la non linéarité et l’instabilité 
des gradients, par un éloignement de la fréquence de résonance, ou par l’effet de 
surcharge dans le transmetteur radiofréquence et l’antenne de détection. Une forme 
importante du bruit du système est la dérive du signal. 
 Les changements de la fréquence de résonance des protons d’hydrogène associé 
avec les petits changements dans la magnitude du champ magnétique statique sont à 
l’origine de la dérive du signal. Bien que le champ statique B0 soit généré par des 
courants supraconducteurs, il reste en dérive permanente. Cette dérive reflète une 
altération de l’amplitude du champ principal de l’ordre de 0,005 Gauss et des variations 
dans la fréquence de résonance de quelques Hertz. Ces variations peuvent créer des 
changements globaux ou locaux de l’intensité du signal dans le temps.   
 L’antenne radiofréquence peut introduire d’autres types de bruit d’origine 
système. Si la fréquence d’excitation n’est pas exactement la même que la fréquence de 
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résonance de l’échantillon, l’excitation devient moins efficace donnant une fluctuation du 
signal dans le temps. Parce que l’antenne de réception est couplée avec l’échantillon via 
des inductances mutuelles, tout changement dans la distribution des voltages ou courant 
dans l’échantillon introduira des changements dans le courant ou le voltage généré dans 
l’antenne de réception. Pour minimiser ce problème, le système optimise l’impédance de 
détection pour être la même que celle de l’échantillon et crée un couplage mutuel optimal 
entre l’échantillon et l’antenne de réception.  
 
1.6.2.3 Mouvements et Bruit physiologique 
 
 La variabilité du signal dûe au mouvement du sujet dans le scanneur est courante 
et très destructive. Pendant un examen d’IRMf, les sujets bougent leurs têtes, leurs 
épaules ou leurs jambes pour être plus confortables. Les petits mouvements peuvent être 
corrigés durant le prétraitement, mais les grands mouvements peuvent rendre les données 
inutilisables.  
 Certains types de bruit comme le bruit thermique et le bruit du système sont des 
propriétés intrinsèques du système d’imagerie ce qui signifie que même en scannant une 
bouteille remplie de gel ou de liquide on aura toujours du bruit. Comme les échantillons 
d’êtres vivants ne sont pas inertes (les muscles se contractent et le sang est pulsé à travers 
les veines et les artères, les réactions chimiques dans les cellules etc.); en plus des bruits 
d’origine thermique et systémique, on a du bruit d’origine physiologique. 
 Les mouvements qui proviennent de pulsation cardiaque et respiration pulmonaire 
sont plus périodiques et plus rapides que les grands mouvements. Pour les expériences 
d’IRMf, les mouvements dûs aux pulsations cardiaques sont très rapides pour être 
effectivement échantillonnés avec des temps de récupération TR > 500ms. Dans ces 
conditions, le bruit physiologique reste toujours présent dans les données d’IRMf et 
distribué d’une façon qui le rend plus difficile à détecter ou à supprimer. La respiration 
introduit aussi une variabilité du signal dans les images fonctionnelles par distorsion du 
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champ magnétique. Effectivement, lorsque le sujet respire, l'expansion des poumons crée 
une nuance de susceptibilité magnétique influençant la magnitude et l'homogénéité du 
champ magnétique et alterne l’intensité du signal à travers l’image (Raj, Anderson, & 
Gore, 2001).  
 Kruger et Glover (Krüger…, 2001) ont trouvé qu’à 1,5T, le bruit physiologique 
crée à peu près 40 % du bruit total dans les images fonctionnelles, mais pour les 
scanneurs de 3T, le bruit physiologique constitue 52 % du bruit total. Cela suggère que le 
bruit physiologique est la source de bruit la plus dominante dans les études utilisant des 
images fonctionnelles, en particulier pour de hauts champs magnétiques.   
 
1.6.2.4 Rapport Signal sur Bruit (SNR) 
 
 Si les variations dans le signal dûes au bruit excèdent les variations dans le signal 
qu’on veut mesurer, la détection devient très difficile voir impossible. Théoriquement, les 
images de résonance magnétique doivent avoir du signal là où il y a l’objet à imager et 
zéro signal là où il n’y a pas d’objet. En réalité, lorsqu’on regarde des images 
anatomiques du cerveau, on peut voir qu’il y a du signal qui provient de l’arrière plan de 
l’image, ce signal est le bruit. Une façon pour mesurer la quantité du signal contaminé par 
le bruit est de mesurer le rapport signal sur bruit, SNR (Signal To Noise Ratio). Le SNR 
est mesuré en obtenant le signal à partir de deux endroits d'intérêts dans l’image, le 
premier endroit situé dans l’échantillon et le deuxième en dehors de l’échantillon.  
 Il y a deux approches pour améliorer le rapport signal sur bruit : soit en 
augmentant le signal ou en améliorant la détection de la machine. L’augmentation du 
signal est possible de deux façons : la première est l’augmentation du champ magnétique 
statique B0 qui crée une magnétisation principale M0 plus grande et par conséquent un 
signal plus large; la deuxième est l’augmentation du volume des pixels. Évidemment, le 
signal provenant de chaque voxel est la somme des signaux provenant de chaque spin 
dans le voxel. Parce que le bruit est constant, l’augmentation de nombres de spins dans 
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chaque voxel améliorera le rapport signal sur bruit mais au prix d’une plus faible 
résolution. 
 
1.7 Calibration multi site 
 
 Un des défis des études longitudinales et multi site est de minimiser la variabilité 
des images causée par des facteurs technologiques liés aux machines de résonance 
magnétique. Ces questions ont déjà été adressées dans la littérature. 
 
1.7.1 Calibration multi site: Images structurelles 
 
 Les études de résonance magnétique structurelle permettent de quantifier les 
petites différences structurelles cérébrales entre les patients. Ils permettent aussi de 
quantifier des changements dans le temps, comme le développement d'atrophie dans le 
cas des maladies neuro dégénératives.  
 Parce que la distorsion des images structurelles affecte beaucoup la précision des 
mesures de volumes (Fischl, Salat, Busa, Albert, & Dieterich, 2002), de la forme (Miller, 
2004), et des frontières (Barnes, Scahill, Boyes, Frost, & Lewis, 2004) des différentes 
structures du cerveau. Plusieurs méthodes ont été développées pour détecter et corriger 
ces distorsions. La méthodologie suivie par ces différentes méthodes est de corriger la 
distorsion dans les images propres à chaque site pour ainsi diminuer la variance entre les 
sites.  
 
1.7.1.1 Effet de la non-linéarité des champs de gradients  
 
 Bien que plusieurs facteurs puissent être à l’origine de la distorsion des images de 
résonance magnétique, la non linéarité des champs de gradient est la plus éminente. En 
effet, la non linéarité des champs de gradient cause une dégradation de la géométrie ainsi 
que l’intensité dans les images.  
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 La correction de la distorsion causée par la non linéarité des champs de gradient 
consiste à transformer l’image originale déformée en une image sans déformation en 
déplaçant chaque voxel à sa bonne position 3D estimé et consiste aussi à adapter son 
intensité pour tenir compte de la distorsion de son volume (J. Jovicich, et al., 2006).  
Les déplacements 3D le long de chaque axe du système de coordonnées (x,y,z) sont 
calculés à partir des termes non linéaires du champ magnétique généré par chaque 
antenne de gradients (Janke, Zhao, & Cowin, 2004). La correction des intensités des 
voxel est aussi faite à partir  des termes non linéaires du champ magnétique. Ces termes 
sont souvent donnés par le vendeur sous forme de coefficients d’harmonique sphérique 
pour calculer la grandeur des champs.   
 La figure Fig. 1.15 explique de façon schématique le processus de correction de 
distorsion causée par la non linéarité des gradients.    
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 La table Tab 1.1 résume les résultats multi site obtenu dans quatre sites différents, 
elle montre comment la moyenne et la déviation standard de l’erreur (% de la différence 
entre la valeur du diamètre mesuré et sa vraie valeur relative aux vraies valeurs du 
diamètre) sont significativement réduites après correction de la distorsion. 
FIG. 1.15 Représentation schématique du processus de correction de la 
distorsion. (A) Coefficients des harmoniques sphériques spécifiques au 
système de résonance magnétique pour générer les champs de déplacements 
3D et les champs de correction des intensités. (B) la distorsion apparait sur le 
fantôme par un élargissement de son diamètre tout au long de l’axe z. (C) la 
distorsion géométrique est significativement réduite dans l’image corrigée. 
Tirée de (J. Jovicich, et al., 2006). 
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 La distorsion est maximale sur le diamètre du fantôme parce qu’il se trouve sur la 
périphérie du champ de vision, là où l’effet de la non-linéarité du champ de gradient est 
maximal.     
TAB. 1.1 Évaluation des distorsions avec fantôme erreur  
Images sans corrections  Images avec correction 3D 
% erreur le long de l’axe z   % erreur le long de l’axe z 
Site 
0 40 80 124  0 40 80 124 
GE-BWH 3.6 1.8 -2.3 -4.5  0.4 0 0.4 0 
GE-Duke 4.1 2.3 -3.2 -3.6  0.4 0.4 0.4 0.4 
GE-UCSD 1.8 0.9 -1.8 -5.9  0 0 0 0 
Siemens-MGH 2.7 2.3 -o.4 -7.7  0 0 0.4 0 
Erreur moyenne 3.1 1.8 -1.9 -5.4  0.2 0.1 0.3 0.1 
STD 1.0 0.7 1.2 1.8  0.2 0.2 0.2 0.2 
Variabilité de l’erreur relative du diamètre du fantôme à travers les sites MGH (Massachusetts 
General Hospital), BWH (Brigham and Women’s Hospital), Duke (Duke University Medical 
center), et UCSD (University of California San Diego), avec et sans correction 3D de la distorsion 
en fonction de la position du centre du fantôme par rapport à l’isocentre du scanneur au long de 
l’axe z. Tirée de (J. Jovicich, et al., 2006).  
 
 Dans le cas des images anatomiques, la distorsion cause un déplacement de 
plusieurs millimètres des frontières entre les structures du cerveau. La figure Fig. 1.16 
montre l’image corrigée, superposée avec l’image sans correction. Des déplacements de 
plusieurs millimètres sont corrigés.  
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1.7.1.2 Effet du champ principal, de la plate-forme, de la séquence 
d'acquisitions (MPRAGE vs. MEF) et de la mise à niveau de la machine. 
 
 Une des études les plus récentes qu’a étudiées l’effet du champ principal et du 
vendeur sur la fiabilité des résultats obtenus avec résonance magnétique structurelle a été 
réalisée par Xiao Han (X. Han, et al., 2006). 
 La fiabilité et la reproductibilité des mesures de l’épaisseur corticale sont évaluées 
par comparaison des valeurs du même sujet entre différentes sessions d’acquisition. Un 
groupe test-retest est composé de quinze personnes âgées en bonne santé (âgés de 66 à 81 
ans; moyenne : 69,5; SD : 4,8 ans. 8 hommes, 7 femmes). Chaque sujet a quatre sessions 
FIG. 1.16  Démonstration qualitative du déplacement des frontières des tissus 
cérébraux dûe à la non linéarité des gradients. (A) représentation coronale de la coupe 
structurelle T1 original. (B) volume corrigé avec la pie-mère en rouge. (C) le même 
volume superposé avec le volume sans correction. Les flèches en bleu indiquent les 
endroits avec déplacement visible, les flèches en vert indiquent les endroits où il y a 
moins de déplacement. Tirée de (J. Jovicich, et al., 2006). 
 
  
42 
d’acquisition avec deux semaines d’intervalle, incluant deux sessions utilisant le Siemens 
Sonata 1,5T, une session dans le Siemens Trio 3T et une dernière en GE signa 1,5T. 
Toutes les acquisitions incluent deux volumes MPRAGE et deux volumes avec multi écho 
Flash (MEF), sauf pour le scanner de GE où seulement deux MPRAGE sont acquises 
sans MEF.     
 Les mesures de l’épaisseur corticale globale de chaque sujet sont présentées dans 
la table Tab. 1.2, où la moyenne et la déviation standard sont calculées à travers toute la 
surface corticale combinant les deux demi-sphères droite et gauche. 
TAB. 1.2  Statistique de l'épaisseur globale (moyenne +/- DS) pour chaque sujet 
(en mm). Tirée de (X. Han, et al., 2006). 
 
 
 Les valeurs de l’épaisseur corticale sont similaires pour chaque sujet à travers les 
différentes sessions d’acquisition. La reproductibilité de la valeur globale moyenne de 
l’épaisseur corticale est démontrée dans la figure Fig. 1.17 pour quatre comparaisons test-
retest.  En moyenne, la différence absolue de l’épaisseur corticale moyenne globale est de 
moins de 0,03 mm pour des acquisitions au sein de la même plate-forme, cette valeur est 
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la même pour des comparaisons entre scanneurs de différente plate-forme (Siemens 
Sonata vs. GE signa). La variabilité est plus importante lorsqu’il s’agit de deux scanneurs 
avec deux champs magnétiques différents, mais elle reste au-dessous de 0,12 mm ou 1/8 
de la taille d’un voxel en moyenne.    
  D’après la table Tab. 1.2, les valeurs des épaisseurs à 3T sont plus grandes que 
celles à 1,5T. Ce résultat est aussi confirmé par la figure Fig. 1.17 qui montre que la 
reproductibilité est plus affectée par la grandeur du champ principal que par la plate-
forme. Cet effet est dû au fait que les paramètres de résonance magnétique, en particulier 
le temps T1, changent avec la grandeur du champ ce qui donne des changements dans 
l’intensité et le contraste dans les images.  
 
FIG. 1.17 Reproductibilité de l’épaisseur corticale globale moyenne à 
travers les plates-formes. Les barres montrent la différence absolue 
moyenne de l’épaisseur corticale moyenne globale entre des paires 
d’acquisitions, l’erreur indique une déviation standard. Les plates 
formes indiquées sont : Siemens Sonata 1,5T, Siemens Trio 3T, et GE 
signa 1,5T. Tirée de (X. Han, et al., 2006). 
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 La figure Fig. 1.18 montre les résultats de l’effet de la séquence d’acquisitions sur 
la fiabilité des épaisseurs corticales. La fiabilité des mesures est de moins 0,25 mm pour 
la même plate-forme ainsi que pour des plates-formes différentes. La fiabilité de 
l’épaisseur est plus faible avec la séquence MEF qu’avec la séquence MPRAGE. La 
figure FIG. 1.19 explique cette différence.  
 En effet, la figure Fig. 1.19 montre le même volume obtenu avec MPRAGE et 
MEF du même sujet. À partir des images, il est clair que le MPRAGE donne un meilleur 
contraste entre la matière blanche et la matière grise que la séquence MEF. Par 
conséquent, bien que la séquence MEF ait l’avantage de permettre l’estimation des 
paramètres des tissus (Fischl, et al., 2002), MPRAGE est actuellement la meilleure pour 
étudier les changements morphométriques.   
 
 
 
FIG. 1.18  Comparaison de la fiabilité des mesures de l’épaisseur corticale avec les séquences MPRAGE et MEF. 
L’erreur est une déviation standard. Tirée de (X. Han, et al., 2006). 
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 Pour étudier l’effet de la mise à niveau de la machine sur la fiabilité des mesures de 
l’épaisseur corticale, cinq jeunes personnes et en bonne santé (34 +/- 3 ans; 1 homme, 4 
femmes) ont été scanné quatre fois. Deux premières mesures avant la mise à niveau 
(Siemens Sonata) et deux autres après (Siemens Avanto). La figure Fig. 1.20 illustre la 
variabilité de la mesure d’épaisseur moyenne et la déviation standard de chaque 
hémisphère. La figure montre que la mise à niveau du système d’imagerie ne dégrade pas 
la reproductibilité des mesures. La mise à niveau du scanneur réduit significativement la 
variabilité des mesures pour le même scanneur qui est en moyenne de moins 0,1 mm pour 
les deux hémisphères.   
 
 
 
 
 
FIG. 1.19  Comparaison visuelle des images de (a) MPRAGE et (b) MEF : l’image de MPRAGE a un meilleur 
contraste entre matière grise et matière blanche que l’image de MEF. Tirée de (X. Han, et al., 2006)., 2006). 
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 Dans une autre étude (J Jovicich, Greve, Haley, & Kennedy, 2004), il a été trouvé 
que la mise à niveau du scanneur améliore la reproductibilité de l’intensité dans les 
images qui peut être la cause de l’amélioration des mesures de fiabilité des épaisseurs 
corticales. 
 
1.7.2 Problème de calibration multi site : Images fonctionnelles  
 
 Les études multi sites incluent inévitablement des différences qui proviennent du 
matériel et logicielles des différents sites, en particulier lorsque des scanneurs de 
différentes marques sont utilisés. Ces différences peuvent conduire à des erreurs 
systématiques dans la sensibilité des images fonctionnelles (L Friedman, et al., 2006), 
(Zou, et al., 2005). Pour se faire, il est important de comprendre et contrôler les effets de 
sites confondant pour pouvoir émettre des conclusions générales. 
FIG. 1.20  Moyenne et déviation standard des mesures de variabilité de l’épaisseur avant et après la mise à 
niveau du système d’imagerie. L’erreur indique une déviation standard. Tirée de (X. Han, et al., 2006). 
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1.7.2.1 Effet de lʼintensité du champ magnétique B0 
 
 Friedman et ses collègues (L Friedman, et al., 2008) ont étudié l’effet de 
l’intensité du champ magnétique B0 sur le pourcentage du changement dans le signal PSC 
(Percent Signal Change) ainsi que sur le rapport contraste sur bruit CNR (Contrast To 
Noise Ratio). 
 Cette étude a inclue cinq participants de sexe masculin (âge moyen : 25,2, de 20 à 
29 ans). Chaque sujet est scanné deux fois en deux jours consécutifs dans dix différents 
scanneurs pour un total de vingt numérisations par participant. La tâche utilisée est une 
tâche sensori-motrice. Les régions d'intérêt incluent seulement les voxels qui étaient 
activés dans les dix scanneurs avec un p-value non corrigé < 0.00001 et dans tous les 
sujets avec un p-value non corrigé < 0.00001. Six différentes régions ont été identifiées : 
cortex moteur gauche et droit (LM et RM), cortex auditif droit et gauche (LA et RA), 
cortex visuel bilatéral (BV), et l’air moteur supplémentaire bilatéral (BM). Les résultats de 
l’effet de l’intensité du champ B0 sur le PSC et CNR sont présentés dans la figure Fig. 
1.21.  
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 La fiabilité de ces mesures a été testée à l’aide du coefficient de corrélation 
interclasses ICC (Interclass Coefficient Correlation) (Shrout…, 1979). Le ICC est un 
nombre qui varie entre 0,0 et 1,0. L'interprétation des valeurs de ICC est la suivante ; 
FIG. 1.21  Effet de l’intensité du champ. (A) estimation du PSC moyenne 
pour des scanneurs 1,5T, 3T, et 4T à travers les six régions d'intérêts 
(BV5=bilateral visual cortex, LA =left auditory cortex, LM=left motor 
cortex, RA=right auditory cortex, RM=right motor cortex and 
SM=supplementary motor cortex). (B) estimation du CNR moyen pour 
les scanneurs 1,5T, 3T, et 4T à travers les six régions d'intérêts. Tirée de 
(L Friedman, et al., 2008). 
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faible (inférieur à 0,40), bien (0,60-0,74), et excellent (au-dessus de 0,75) (Cicchetti, 
2001). 
 La figure Fig. 1.22 montre les résultats d’estimation de la fiabilité pour des 
mesures de PSC et CNR de type test-retest ainsi qu’entre sites. 
 
 
 
FIG.1.22    Fiabilité. (A) Estimation de la fiabilité test-retest pour le PSC 
et CNR pour les scanneurs 1,5T et 3T aux six régions d’intérêt différents. 
(B) Estimation de la fiabilité entre les sites pour le PSC et CNR pour des 
scanneurs 1,5T et 3T. Tirée de (L Friedman, Stern, & Brown, 2008). 
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1.7.2.2 Effets des rapports signal sur bruit (SNR) et signal sur fluctuation 
du bruit (SFNR) 
 
 Une approche pour réduire les variations entre les scanneurs lorsque plusieurs 
types de scanneurs sont utilisés est de développer des méthodes pour réduire les 
variations induites par chaque scanneur. Les différents patrons d’activations obtenues 
dans chaque scanneur ajoutent du bruit aux données multi sites. Une des méthodes est de 
corriger les différences entre les scanneurs avant l’analyse des images (L Friedman, et al., 
2006).  
 Friedman et ses collègues (L Friedman, et al., 2006) ont ajusté les différences 
entre les scanneurs dans une étude multi sites de façon statistique. Dans cette étude, les 
auteurs ont choisi d’étudier le rapport signal sur bruit (SNR) et le rapport signal sur 
fluctuation du bruit (SFNR)  comme facteurs de performance entre les scanneurs. Il est 
bien connu que les scanneurs diffèrent par leurs SFNR (Krüger…, 2001), (C 
Triantafyllou, Hoge, Krueger, & Wiggins, 2005). Ainsi, les manipulations qui améliorent 
le SFNR permettent d’améliorer l’effet de la taille d’activation.  
Cette étude inclut les mêmes sujets, les mêmes scanneurs, et le même paradigme que 
celle qu’a étudiée l’effet de l’intensité du champ B0 dans le paragraphe précédent. La 
figure Fig. 1.23 montre l’effet du scanneur sur le SFNR. Le SFNR-type 1-GM-R est le 
SFNR calculé dans les pixels de la matière grise du cerveau. Les niveaux du SFNR 
diffèrent de façon remarquable entre les différents scanneurs. 
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FIG. 1.23  SFNR-type 1-GM-R à travers différents scanneurs. Les barres en blanc 
représentent les scanneurs avec faible champ et les barres en noir représentent les scanneurs 
avec haut champ. Tirée de (L Friedman, Glover, Krenz, & Magnotta, 2006). 
 
FIG. 1.24  Plot de la relation entre le SFNR-type 1-GM-R et l’effet de la taille 
d’activation à travers cinq sujets. La ligne pointillée représente la relation pour 
les scanneurs de faible champ, la ligne continue représente la relation pour des 
scanneurs de haut champ magnétique. Les autres lignes en pointillé représentent 
les erreurs standard pour les lignes de régression. Tirée de (L Friedman, et al., 
2006). 
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 La relation entre le SFNR et l’effet de la taille d’activation (PVAF) est illustrée 
dans la figure Fig. 1.24.  
 
1.7.3 Protocole dʼassurance qualité pour les IRMf      
 
 Dans le cadre d’un protocole multi site (FIRST-BIRN, www.nbirn.net), un 
protocole plus spécifique pour assister la stabilité des scanneurs a été développée par le 
Docteur Hary Glover (L. Friedman & Glover, 2006). L’idée est de collecter des séries 
temporelles d’images à l’aide d’un fantôme et d’effectuer des analyses sur ses séries 
d’images. 
  Le protocole d’assurance qualité utilise un fantôme sphérique de 17 cm de 
diamètre rempli de gel Agar dopé. Le but du dopage est de simuler les valeurs de T1 et la 
conductivité des ondes RF dans le tissu cérébral pour que les conditions d’équilibre de 
résonance magnétique nucléaire et les conditions dans l’antenne RF soient similaires à 
celles durant les acquisitions d’images fonctionnelles. Avec le gel, les valeurs de T2 et de 
transfert de magnétisation sont plus proches de celle du tissu cérébral. Les paramètres de 
la séquence utilisés pour ce protocole sont illustrés dans la table TAB. 1.3. 
TAB. 1.3 Paramètres de la séquence d’acquisitions pour le protocole FBIRN 
Type d’acquisition EPI (Echo Planar Imaging) 2D 
Plan de numérisation  Fantômes : axiale droite  
Champ de vue  22 cm 
Coupes 27, épaisseur-4-mm, 1-mm entrecoupe 
Temps de répétition TR 2000 msec 
Temps d’écho TE 30 msec  
Angle d’inversion 90 degrés 
Bande passante  ≥ ± 100 kHz 
Matrice 64×64 
Nombre de volumes collectés  200 
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Durée de la numérisation  6,67 minutes  
 
 Toutes les analyses sont basées sur des séries temporelles de 200 images. Les 
deux premières images sont écartées pour permettre l’achèvement d’équilibre de 
résonance magnétique nucléaire. 
 
Résumé : 
 
Bien que les études présentées ci-dessus dans la revue de littérature traitent le problème 
de calibrage multi site, elles présentent certaines limites. 
Études anatomiques : 
• Les différents articles utilisent tous le même type de segmentation automatique 
dans leurs analyses alors qu’il existe la segmentation manuelle. Cette technique a 
besoin d’être testée dans différentes plateformes.  
• Bien que les différentes études multi sites aient testé des sujets individuels sur une 
courte durée sur deux plates-formes d’IRM, la variabilité test-retest propre à la 
plate forme n’a pas été déterminée. 
Études fonctionnelles : 
• Les évaluations précédentes de la stabilité des images de résonance magnétique 
fonctionnelles (p. ex. fBIRN) ont acquis les données avec des résolutions typiques 
pour les acquisitions du signal BOLD, cela se traduit par un plancher de bruit 
thermique qui peut occulter certaines sources d’instabilité instrumentale qui 
pourraient être significatives dans d’autres méthodes comme ASL (Arterial Spin 
Labeling). 
• Les autres études n’ont pas exploré l’effet de la température ambiante. 
• Les études publiées ont uniquement utilisé l’antenne 8-canaux pour la tête, 
actuellement l’antenne 32-canaux est couramment utilisée et peut avoir différentes 
caractéristiques de bruit et de stabilité. 
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• Les autres études n’ont pas inclus un stimulus de référence bien contrôlée. 
 
 Dans ce mémoire, je décris le travail effectué pour étendre nos connaissances sur 
les sources d’instabilité instrumentale en imagerie par résonance magnétique, en 
particulier dans les domaines suivants :  
Anatomique 
• nous avons présenté une comparaison des volumes de l’hippocampe chez des 
sujets âgés sains et chez de jeunes sujets obtenus avant et après une mise à jour 
majeure de la machine de résonance magnétique, basée sur des mesures effectuées 
en utilisant la segmentation manuelle. 
Fonctionnelle  
• Nous avons étudié la stabilité de notre système d’imagerie avec des acquisitions 
quotidienne et hebdomadaire sur fantôme avec des antennes de 32, 12 et 8 canaux 
et avec une résolution standard. 
• Nous avons identifié un effet de la température ambiante sur les mesures de 
stabilité FBIRN. 
• Nous avons acquis des données de SNR chez des sujets humains avec deux 
résolutions spatiales, avant et après la mise à jour de la plate-forme IRM, 
permettant ainsi la caractérisation de la stabilité sous différentes conditions de 
bruit ambiant. 
• Les données d’activation humaine ont été acquises à haute et basse résolution et 
avec des intensités très différentes de stimulus visuel. Cela a permis d’étudier 
l'interaction entre le SNR et l’effet de taille avec beaucoup plus de détails que les 
études précédentes.  
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CHAPITRE 2 
MÉTHODOLOGIE 
 
2.1 Analyse fonctionnelle 
 
2.1.1 Analyse fonctionnelle sur fantôme 
 
 Dans le but d’assister la stabilité de notre scanneur de Siemens Trio 3T pour les 
images fonctionnelles dans des conditions similaires à ceux pendant les expériences 
d’IRMF, nous avons utilisé le fantôme de gel Agar développé par Dr Gary Glover. La 
séquence EPI (Echo Planar Imaging) d’écho de gradient à deux dimensions a été utilisée, 
le tableau 2.1 résume les différents paramètres de cette séquence. 
TAB. 2.1  Paramètre de la séquence EPI écho de gradient 2D 
Type d’acquisition EPI écho de gradient 2D 
Plan de numérisation  axiale droite  
Résolution dans le plan 3,4375 mm × 3,4375 mm (faible résolution) 
Coupes  30, 5-mm-thick, 1-mm entre coupe 
TR 2000 msec 
TE 30 msec  
Angle d’inversion 77 degrés 
Bande passante  147,2 kHz 
Matrice 64×64 
Nombre de volumes collectés  200 
Durée de la numérisation  6,67 minutes  
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 Trente coupes sont acquises avec un espace entre elles d’un millimètre. La 
reconstruction des images est faite automatiquement dans l’unité centrale du scanneur. 
Les analyses se basent sur des séries de 200 images obtenues durant une session 
d’acquisition. Les deux premières images sont écartées pour permettre l’achèvement 
d’équilibre de résonance magnétique nucléaire. 
 Nous avons procédé à des acquisitions quotidiennes avec une antenne de 32 
canaux, d’autres acquisitions hebdomadaires avec une antenne de 12 canaux ont aussi été 
réalisées. Toutes les acquisitions sont faites le matin avant toute autre acquisition pour 
éviter tout effet qui peut être lié à l’échauffement de la machine. Les différentes analyses 
réalisées sous Mathworks-Matlab sont décrites ci-dessous : 
L’image signal : l’image signal est simplement la moyenne voxel par voxel à travers les 
198 images. 
Image de fluctuation temporelle du bruit : une série temporelle à travers 198 images 
(obtenu durant une session d’acquisition) de chaque voxel est ajustée avec un polynôme 
de second degré pour éliminer la tendance de long terme. L’image des fluctuations de 
bruit est une image de la déviation standard des résidus après élimination de la tendance à 
long terme. 
Rapport signal sur fluctuation du bruit SFNR (Signal Fluctuation Noise Ratio) : l’image 
signal et l’image de fluctuation du bruit sont divisés voxel par voxel pour crée une image 
SFNR. Une région d’intérêt de 15 × 15 voxels est placée au centre de l’image, la valeur 
moyenne des 225 voxels est la valeur du SFNR. 
Valeur du SNR (Signal To Noise Ratio) : Tout d’abord, la somme de toutes les images 
paires et impaires est effectuée séparément. La différence entre les deux sommes est une 
mesure brute du bruit spatial statique. La valeur de la variance du bruit spatial statique est 
la variance à travers une région de 15 × 15 voxels placés au centre de l’image. La valeur 
du signal dans l’image est obtenue en moyennant le signal dans l’image signal à travers la 
même région d'intérêt. Le SNR est obtenu comme suit, SNR=                             . Signal var iance 198
  
57 
Pourcentage des fluctuations : d’abord, une série temporelle de l’intensité moyenne dans 
une région d'intérêt de 15 × 15 voxels placés au centre de la coupe est calculée pour les 
vingt coupes situées au centre du fantôme. Toutes ces séries temporelles sont moyennées 
pour donner une seule série. Un polynôme de second degré est utilisé pour éliminer la 
tendance de long terme du signal, voir figure FIG. 2.1a. La valeur moyenne de cette série 
temporelle ainsi que la déviation standard des résidus après soustraction de la ligne 
d’ajustement est calculée. Le pourcentage des fluctuations est égal au 100*(DS des 
résidus) / (intensité moyenne du signal).  
Analyse de Fourier des résidus : les résidus obtenus après soustraction de la ligne 
d’ajustement de la série temporelle d’intensité sont soumis à une transformé de Fourier, 
puis tracés dans un spectre des amplitudes, voir figure Fig. 2.1b.  
 
 
 
2.1.2 Analyse fonctionnelle sur jeunes adultes 
 
 Dans cette étude, cinq adultes ont été scannés quatre fois dans la même plate 
forme UNF (Unité de Neuro Imagerie Fonctionnelle). Les sessions d’acquisitions ont été 
FIG. 2.1 Fluctuation du signal et spectre en amplitude du bruit. (a) Courbe de fluctuation du signal avec la 
courbe de fit linéaire. Données obtenues avec l’antenne 32 c. (b) Spectre en amplitude du bruit. 
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réalisées avant et après une mise à niveau du scanneur 3Tesla type Trio de Siemens 
(version VA25A) vers le scanneur 3Tesla type TIM (version VB15).  
 Les sessions de test-retest ont été effectuées dans les mêmes jours consécutifs 
pour tous les sujets. Les images avant la mise à niveau ont été acquises en utilisant une 
antenne 8 canaux réception seule. Les acquisitions après la mise à niveau ont été faites 
avec une antenne 12 canaux réception seule ainsi qu’une antenne 32 canaux de haute 
performance pour assister l’effet des caractéristiques de l’antenne sur les mesures du 
SNR. Les sessions incluent une acquisition anatomique à l’aide de la séquence MPRAGE 
(Magnetization Prepared Rapid Acquisition Gradient Echo) avec les paramètres suivants 
(TR/TE/alpha=2300ms/3ms/9º dans une matrice 256x240), résolution de 1mm3, et une 
acquisition avec la séquence EPI pour le signal BOLD (Blood Oxygen Level 
Dependency).  
 Les acquisitions du signal BOLD sont faites dans deux différentes résolutions 
spatiales, 2x2x2mm et 4x4x4mm, pour évaluer la sensibilité du signal BOLD sous 
conditions de haute et basse SNR. Les paramètres TR/TE/alpha=2000ms/30ms/90º sont 
les mêmes pour les deux résolutions spatiales alors que des matrices de 64x64 et 
128x128, ainsi que 21 coupes et 33 coupes sont respectivement adoptées pour la basse et 
haute résolution. Pendant les acquisitions fonctionnelles, un stimulus visuel a été fourni 
avec une alternance de blocs de 30 secondes de repos et de stimulation. Deux types de 
stimuli visuels ont été alternés pour les blocs de stimulation : un faible contraste, faible 
intensité et un contraste élevé, avec haute intensité de stimulation en damier clignotant. 
Les données sont analysées avec le logiciel Neurolens (www.neurolens.org). Les 
mouvements ont été corrigés et les intensités normalisées. Un lissage spatial de type 
gaussien de 4 mm et 6 mm a été respectivement appliqué aux données de haute et basse 
résolution, pour l’analyse de groupe. Les régions d'intérêt individuelles n’ont pas été 
lissées. Une approche du modèle linéaire avec fonction de réponse hémodynamique 
canonique a été appliquée à tous les ensembles de données.    
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 Les cartes statistiques et les cartes du SNR ont été obtenues pour chaque individu. 
Trois séries d’acquisition ont été exclues des analyses à cause des mouvements excessifs 
des sujets causant une fausse activation. Les régions d’intérêts V1 et occipitaux ont été 
définis pour chaque sujet à chaque résolution. La région occipitale a été repérée de façon 
anatomique et restreinte autant que possible à la matière grise. La région V1 a été définie 
par suppression des grosses veines des voxels activés à partir des cartes statistiques.   
 
2.2 Analyse structurelle 
 
 L’analyse structurelle est basée sur la technique de volumétrie par segmentation 
manuelle. Contrairement au VBM (Voxel Based Morphology) (Ashburner & Friston, 
2000) qui est une méthode d’analyse en neuro imagerie qui permet l’investigation sur les 
différences focales dans l’anatomie du cerveau, en morphométrie traditionnelle, le 
volume du cerveau ou de ses sous parties est mesuré par le dessin des régions d’intérêt 
(ROI) sur des images anatomiques du cerveau puis en suite on calcule le volume. Cette 
méthode manuelle est plus lente et plus couteuse mais plus efficace que la méthode 
automatique. Dans cette étude, nous avons adopté la méthode traditionnelle manuelle. 
 
2.2.1 Personnes jeunes comme contrôle 
 
 Le but de cette étude est de vérifier la fiabilité des acquisitions faites avec notre 
machine IRM 3Tesla de Siemens avant et après sa mise à niveau. Nous avons voulu 
savoir si la mise à niveau de la machine peut affecté la validité des études 
morphologiques longitudinal (analyse VBM dans notre cas) qui étaient en cours au 
moment de la mise à niveau de la machine.  
 Pour cette étude, cinq jeunes adultes (âgés de 20 à 30 ans) ont été scanner quatre 
fois dans la même plate forme IRM, deux fois avant et deux fois après la mise à niveau 
détaillé dans l’étude fonctionnelle. Chaque session consiste en une acquisition 
anatomique à l’aide de la séquence MPRAGE avec les paramètres suivants 
(TR/TI/alpha=2300ms/900ms/9º) dans une matrice de 256x240, la résolution spatiale est 
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1x1x1mm. Les acquisitions sont faites à l’aide de l’antenne 8 canaux avant la mise à 
niveau alors que l’antenne 12 canaux a été utilisée pour les acquisitions après la mise à 
niveau. Les volumes de l’hippocampe droit et gauche de chaque sujet ont été mesurés à 
l’aide d’une segmentation manuelle. Nous avons analysé la fiabilité test-retest avant, 
après et à travers la modernisation du système d’IRM.  
 
2.2.2 Personnes âgées comme contrôle  
 
 Dans cette étude, vingt-neuf personnes âgées en bonne santé ont été scannées 
avant et après la mise à niveau du scanneur. Les acquisitions sont faites de la même façon 
que pour les sujets jeunes. Les volumes des hippocampes droits et gauches de ses 
différentes personnes ont manuellement été mesurés. Nous avons analysé la fiabilité test-
retest avant, après et à travers la modernisation du système d’IRM. 
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CHAPITRE 3 
RÉSULTATS 
 
 
3.1 Analyses fonctionnelles  
 
3.1.1 Résultats obtenus avec fantôme  
 
 La stabilité de notre système pour les images fonctionnelles a été testée en 
utilisant un fantôme de type Agar et des antennes de 8,12 et 32 canaux. La figure Fig. 3.1 
montre l’image du fantôme Agar obtenu avec l’antenne 32 canaux.  
FIG. 3.1  Image anatomique du fantôme Agar obtenu avec 
antenne 32 canaux,  
résolution dans le plan 3.44 x 3.44 mm. 
 
  
62 
 
a— Antenne 32 canaux 
 
 Le signal brut obtenu avec l’antenne de 32 canaux en plaçant une région d'intérêt 
de 15x15 pixels au centre du fantôme est représenté dans la figure Fig. 3.2a. Le 
pourcentage des fluctuations du signal est de 0,05 %, la dérivée du signal est de 1,24. 
L’analyse de Fourier du signal d’erreur obtenu en soustrayant le signal de son ajustement 
est représentée dans la figure Fig. 3.2b. La fréquence 0,0075 Hz est très significative par 
rapport à ces deux voisins les plus proches (Meigen…, 1999) avec (p < 0,01). La 
reconstruction du signal d’erreur à partir de cette fréquence est présentée dans la figure 
Fig. 3.2c.  
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b— Antenne 12 canaux 
 
 Dans le cas de l’antenne 12 canaux, le signal brut est présenté dans la figure  
FIG. 3.3a, le pourcentage des fluctuations du signal est de 0,06 % et sa dérivée est de 
1,14. L’analyse de Fourier du signal d’erreur est représentée dans la figure Fig. 3.3b.  
La fréquence 0,0075 Hz est significative par rapport à ces deux plus proches voisins  
(p < 0,01).  
FIG. 3.2. Signal brut, spectre en fréquence, et illustration du signal d’erreur pour une acquisition sur fantôme 
avec antenne de 32 canaux. (a) Signal brut obtenu avec antenne 32 canaux à partir d’une région d’intérêt de 
15x15 pixels placée au centre du fantôme. (b) Transformé de Fourier du signal d’erreur. (c) Illustration du 
bruit avec un signal de fréquence 0,0075 Hz. 
 
  
64 
 Une illustration du signal d’erreur reconstruit à partir de la fréquence significative 
est représentée dans la figure Fig. 3.3c. 
  
C— Antenne 8 canaux 
 
 Le signal brut dans le cas de l’antenne 8 canaux est présenté dans la figure  
FIG. 3.3  Signal brut, spectre en fréquence, et illustration du signal d’erreur pour une acquisition sur fantôme 
avec antenne de 12 canaux. (a) Signal brut obtenu avec antenne 32 canaux à partir d’une région d’intérêt de 
15x15 pixels placée au centre du fantôme. (b) Transformé de Fourier du signal d’erreur. (c) Illustration du 
bruit avec un signal de fréquence 0,0075 Hz. 
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Fig. 3.5a. Le pourcentage des fluctuations du signal est de 0,05 % et sa dérivée est de 
1,32. L’analyse de Fourier du signal d’erreur est représentée dans la figure FIG. 3.4b. La 
fréquence 0,0075 Hz est significative (p < 0,01) par rapport à ces deux plus proches 
voisins. Une illustration du signal d’erreur reconstruit à partir de la fréquence 
significative est représentée dans la figure Fig. 3.4c.  
 
 
FIG. 3.4  Signal brut, spectre en fréquence, et illustration du signal d’erreur pour une acquisition sur fantôme 
avec antenne de 12 canaux. (a) Signal brut obtenu avec antenne 32 canaux à partir d’une région d’intérêt de 
15x15 pixels placée au centre du fantôme. (b) Transformé de Fourier du signal d’erreur. (c) Illustration du bruit 
avec un signal de fréquence 0,0075 Hz. 
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d—Comparaison entre antennes 
 
 Les mesures quotidiennes avec l’antenne 32 canaux et hebdomadaire avec 
l’antenne 12 canaux nous ont permis d’avoir suffisamment de données pour comparer les 
performances des deux antennes. Ainsi, nous avons moyenné des valeurs du SFNR 
obtenu de façon quotidienne (pour l’antenne 32 cannaux), ou hebdomadaire (pour 
l’antenne 12 canaux) pour comparé les fluctuations du signal dans les deux antennes. 
Nous avons fait la même chose pour les valeurs de bruit dans les deux antennes. 
L’antenne 12 canaux montre un plus grand niveau de bruit que l’antenne 32 canaux, cette 
différence est significative (p < 0,01). Le rapport signal sur fluctuations du bruit dans 
l’antenne a été plus grand dans l’antenne de 32 canaux. La différence entre les valeurs 
des deux antennes est significative (p < 0,01), voir figure Fig. 3.5. 
 
 
 
e— Effet de la température  
 
 Dans le but d’étudier l’effet de la température sur les variations dans le SFNR, 
nous avons pris la température dans la salle au moment de l’acquisition. La figure 
Fig. 3.6 présente la relation linéaire entre les variations dans la température et le SFNR. 
La corrélation entre les deux est significative (p < 0,001). 
FIG. 3.5  Comparaison du Bruit et SFNR entre les antennes 12 et 32 canaux. (a) Bruit dans les antennes 32 et 12 
canaux. (b) Le SFNR (Signal To fluctuation Noise Ratio) pour les antennes 12 et 32 canaux. L’erreur ici est l’erreur 
standard. 
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  FIG. 3.6  SFNR en fonction de la température dans la salle au moment de l’acquisition. 
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3.1.2 Jeunes Adultes 
 
a— Basse résolution  
 
 L’effet de la mise à niveau de notre système d’imagerie a été d’abord testé en 
utilisant une basse résolution spatiale de 4x4x4mm. Ce type de résolution donne des 
changements importants du signal dans les aires visuelles du cortex occipital, voir figure 
Fig. 3.7.  
 Avant mise à niveau Après mise à niveau  
4x4x4 
mm 
   
 
 
 L’analyse quantitative des caractéristiques du signal dans les régions d'intérêts 
avant et après la mise à niveau du système n’a montré aucune différence significative. La 
variation du signal en pourcentage dans la région d’intérêt V1défini anatomiquement ne 
montre aucune différence (p > 0,39) entre l’avant et l’après mise à niveau pour les deux 
intensités de stimulus. Les variations moyennes du signal en pourcentage pour la 
stimulation à haute intensité ont été 1,77 % ± 1,06 et 2,13 % ± 0,84, respectivement pour 
l’avant et l’après mise à niveau. Pour la stimulation à faible intensité, les variations ont 
été beaucoup plus petites avec des valeurs moyennes de 0,22 % ± 0,21 et 0,30 % ± 0,21 
respectivement pour l’avant et après mise à niveau, voir figure Fig. 3.8. Il n’y avait pas de 
FIG. 3.7  Carte d’analyse de groupe pour la résolution 4x4x4mm. 
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différence significative dans les valeurs moyennes pour les changements du signal en 
pourcentage à travers la mise à niveau pour les deux intensités de stimulus visuel. 
 
 
 
 Les mesures du SNR temporel (Table TAB. 3.1) dans la matière blanche et la 
matière grise des lobes occipitaux et pariétaux ont été très similaires (p > 0,17) avant 
(antenne 8 canaux) et après (antenne 12 canaux) la mise à niveau, voir figure Fig. 3.9. Il 
n’y avait aucune différence significative dans tSNR pour les acquisitions avant (antenne 
8canaux) et après (antenne 12canaux) dans toutes les régions d’intérêt. Par contre, toutes 
FIG. 3.8  Changement du signal en pourcentage pour deux stimuli visuel de faible et haute intensité. 
L'histogramme montre la quantification des variations moyennes du signal en pourcentage dans la région 
V1 du cortex visuel pour les deux résolutions spatiales 2x2x2mm et 4x4x4mm et pour les deux intensités 
de stimulus visuel, avant et après la mise à niveau, moyennée sur tous les sujets et les sessions pour la 
même version du scanneur. L’erreur indique l’écart type. 
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les régions d’intérêts dans la matière blanche et la matière grise frontale (FGM) montrent 
une différence significative entre les données acquises après avec l’antenne 32 canaux et 
les données d’avant avec les antennes de 8 et 12 canaux.  
 Les valeurs moyennes du SNR temporel sont généralement plus grandes pour 
l’antenne 8 canaux (avant mise à niveau) que pour l’antenne 12 canaux (après mise à 
niveau). Les valeurs obtenues avec l’antenne 32 canaux reste plus élevés que celles avec 
les deux  antres antennes. 
 
TAB. 3.1  SNR temporel moyenné pour chaque antenne (avant mise à 
niveau=8canaux, après mise à niveau =12 et 32 canaux) dans le cortex frontal, 
occipitale et pariétale.  
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FIG. 3.9  SNR temporelle pour la basse résolution 4x4x4mm. L'histogramme montre la quantification des 
valeurs du tSNR dans la matière grise (GM) et la matière blanche (WM) dans les régions d’intérêt 
frontale (FGM et FWM), pariétale (PGM et PWM) et occipitale (OGM et OWM). Les barres indiquent la 
valeur moyenne à travers toutes les sessions et tous les sujets. Les erreurs indiquent l’écart type. 
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b—Haute résolution  
 
 L’effet de la mise à niveau du scanneur a été testé pour une plus haute résolution 
spatiale, 2x2x2mm. À cette résolution, certaines différences ont été détectées. L’analyse 
de groupe pour les acquisitions avant et après la mise à niveau montre encore les mêmes 
patrons d’activation, voir figure Fig 3.10.  
 
 Avant mise à niveau Après mise à niveau  
2x2x2 
mm 
  
 
 
FIG. 3.10  Carte d’analyse de groupe pour la résolution 2x2x2mm. 
 
 La variation du signal en pourcentage dans la région d’intérêt V1 n’a montré 
aucune différence (p > 0,11) entre l’avant et après mise à niveau pour les deux intensités 
de stimulus, voir figure FIG. 3.8. Les variations moyennes du signal en pourcentage pour 
la stimulation à haute intensité ont été 1,86 % ± 0,70 et 2,14 % ± 0,69 respectivement 
pour l’avant et l’après mise à niveau. Pour la stimulation à faible intensité, les variations 
ont été beaucoup plus petites avec des valeurs moyennes de 0,17 % ± 0,33 et 0,38 % ± 
0,21 respectivement pour l’avant et l’après mise à niveau. 
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 Le SNR temporel (Table Tab. 3.2) a été quantifié dans les lobes pariétaux et 
occipitaux pour la matière blanche et la matière grise. Le tSNR varie significativement en 
fonction du matériel utilisé, voir figure Fig. 3.11. Les valeurs du tSNR obtenu avant la 
mise à niveau (antenne 8 canaux) sont systématiquement plus grandes que celle obtenue 
après la mise à niveau (antenne 12 canaux). Cette différence est significative avec 
(p < 0,04) pour toutes les régions d’intérêt sauf la région d’intérêt située dans la matière 
grise du lobe frontal (p = 0,07).  
 
 
 
 Les valeurs moyennes du SNR temporel sont généralement plus grandes pour 
l’antenne 8 canaux (avant mise à niveau) que pour l’antenne 12 canaux (après mise à 
niveau). Les valeurs obtenues avec l’antenne 32 canaux restes plus élevés que celles avec 
les deux antres antennes. 
TAB. 3.2  SNR temporel moyenné pour chaque antenne (Avant=8canaux, Après=12 et 32 canaux) dans les 
lobes occipitaux et pariétaux. 
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FIG. 3.11  SNR temporelle pour la haute résolution 2x2x2mm. L'histogramme montre la quantification des 
valeurs du tSNR dans la matière grise (GM) et la matière blanche (WM) dans les régions d’intérêt pariétale 
(PGM et PWM) et occipitale (OGM et OWM). Les barres indiquent la valeur moyenne à travers toutes les 
sessions et tous les sujets. Les erreurs indiquent l’écart type. 
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3.2 Résultats des analyses structurelles  
 
3.2.1 Jeunes Adultes 
 
 La figure Fig. 3.12 montre une image anatomique mettant en évidence 
l'hippocampe gauche d’un jeune sujet. 
 
 Pour cette analyse, cinq sujets ont été scanners quatre fois dans la même plate 
forme. Deux fois avant la mise à niveau et deux fois après, ce qui nous donne vingt 
mesures en total. Nous n’avons pu faire que quinze segmentations des vingt fichiers 
obtenus.  
FIG. 3.12  Image anatomique obtenue avec MPRAGE montrant l’hippocampe 
gauche  
d’un jeune sujet. 
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 L’analyse consiste à comparer les volumes d’hippocampe des sujets scannés en 
deux temps avant la mise à niveau et qu’on appelle analyse PRE-PRE, comparer les 
volumes d’hippocampe des sujets scannés en deux temps après la mise à niveau et qu’on 
appelle analyse POST-POST, puis à faire une comparaison à travers la mise à niveau et 
qu’on appelle analyse PRE-POST. Comme nous avions seulement quinze segmentations, 
l‘analyse PRE-PRE ne contient que 3 sujets, l‘analyse PRE-POST contient 5 sujets, et 
l‘analyse POST-POST contient 2 sujets. Les résultats sont présentés sous forme de 
comparaison de la moyenne des volumes d’hippocampes obtenus en temps 1 et temps 2. 
 Les résultats de l’analyse PRE_PRE sont présentés dans la figure Fig. 3.13. Les 
valeurs moyennes de l’hippocampe gauche et droit en temps1 étaient respectivement de 
2625,2 ± 196,79 mm3 et 2838,8 ± 74,61 mm3. En temps2, les valeurs étaient 2708 ± 
98,64 mm3 et 2998,8 ± 253,92 mm3 pour l’hippocampe gauche et droit respectivement. 
La différence entre les volumes des temps 1 et temps 2 n’est pas significative. 
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FIG. 3.13  Comparaison des volumes des hippocampes droit et gauche de jeunes sujets en deux temps avant 
la mise à niveau de la machine. L’erreur représente l’erreur standard. 
 
 Pour l’analyse POST-POST, les résultats sont présentés dans la figure Fig. 3.14. 
Les valeurs moyennes de l’hippocampe gauche et droit en temps 1 étaient 2748,6 ± 41,4 
mm3 et 2874 ± 313,2 mm3. En temps 2, les valeurs étaient 2700 ± 81,6 mm3 et 2991 ± 
210,6 mm3. La différence entre les volumes des temps 1 et temps 2 n’est pas 
significative. 
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FIG. 3.14  Comparaison des volumes des hippocampes droit et gauche de jeunes sujets en deux temps après 
la mise à niveau de la machine. L’erreur représente l’erreur standard. 
 
 L’analyse faite à travers la mise à niveau est PRE-POST, ses résultats sont 
présentés dans la figure Fig. 3.15. Les valeurs moyennes des hippocampes gauche et droit 
obtenues en temps 1 sont respectivement de 2689,68 ± 114,87 mm3 et 2838,48 ± 
41,16 mm3. En temps 2, les valeurs sont respectivement de 2706,72 ± 67,43 mm3 et 
2837,76 ± 116 mm3 pour les hippocampes gauche et droit. Les différences entre les 
valeurs moyennes des hippocampes gauche et droit des temps 1 et temps 2 ne sont pas 
significatives. 
 Aucune des analyses ne montre une différence significative entre les volumes des 
hippocampes obtenus en temps 1 et temps 2, ce qui signifie que la machine n’affecte pas 
les valeurs des volumes des hippocampes obtenus par segmentation manuelle chez des 
personnes jeunes. 
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FIG. 3.15  Comparaison des volumes des hippocampes droit et gauche de jeunes sujets en deux temps à 
travers la mise à niveau de la machine. L’erreur représente l’erreur standard. 
 
3.2.2 Personnes âgées  
 
 Comme dans l’étude avec les jeunes adultes, celle-ci contient vingt-neuf 
personnes âgées en bonne santé. Les acquisitions anatomiques avec ces personnes ont été 
faites avant, après et à travers la mise à niveau de la machine de résonance magnétique. 
Les acquisitions sont réalisées on deux temps, temps 1 et temps 2, avec une période de 
deux ans entre les deux. Les volumes des hippocampes gauche et droit de chaque sujet 
ont été mesurés à l’aide d’une segmentation manuelle. Le volume intra crânien de chaque 
sujet a été aussi mesuré avec une méthode automatique. Les volumes absolus des 
hippocampes ont été obtenus en multipliant le volume en pixels par 1.2 (la résolution est 
1x1x1,2 mm) pour avoir le volume en mm3. Les analyses sont faites selon trois groupes, 
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le groupe PRE-PRE contenant les sujets scannés en temps1 et temps avant la mise à 
niveau. Groupe PRE-POST, dont les acquisitions du temps1 sont faites avant la mise à 
niveau, les acquisitions en temps2 sont faites après la mise à niveau. Finalement, pour le 
groupe POST-POST, les acquisitions en temps 1 et temps 2 sont faites après la mise à 
niveau. La séparation des sujets en trois groupes a fait diminuer le nombre total des sujets 
dans notre étude. Ainsi le groupe PRE-PRE se composait 6 sujets, le groupe PRE-POST 
contient 5 sujets, et le groupe POST-POST ne contient que 2 sujets. Les résultats sont 
présentés sous forme de comparaison de la moyenne des volumes d’hippocampes obtenus 
en temps 1 et temps 2. Les résultats de l’analyse PRE-PRE sont présentés dans la figure 
Fig. 3.16.  
 
FIG. 3.16  Histogramme comparant les volumes des hippocampes droit et gauche en mm3 ainsi que le 
volume intracrânien ICV en cm3 de personne âgée en deux temps à travers la mise à niveau de la machine. 
L’erreur représente l’erreur standard. 
 
 Les valeurs moyennes de l’hippocampe gauche et droit en temps1 étaient 
respectivement 2043,4 ± 121,9 mm3 et 2085,2 ± 100,2 mm3. En temps 2, les valeurs 
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étaient 1955,2 ± 112,9 mm3 et 1916,53 ± 56,27 mm3. Le volume intra crânien avait 
comme valeur moyenne 1185,03 ± 29,48 cm3 en temps 1 et 1235,27 ± 29,36 cm3 en 
temps 2. Les histogrammes montrent une diminution des volumes des hippocampes 
gauche et droit, cette diminution n’est pas significative pour les hippocampes droit et 
gauche (test de Student pairé avec 5 % de confidence). Le volume intra crânien montre 
une augmentation significative (p<0,01).  
 La figure Fig. 3.17 représente les résultats de l’analyse PRE_POST. Les valeurs 
moyennes de l’hippocampe gauche et droit en temps1 respectivement étaient 2255,76 ± 
120,79 mm3 et 2383,92 ± 128,44 mm3. En temps 2, les valeurs étaient 2609,04 ± 104,14 
mm3 et 2574,48 ± 132,29 mm3. Le volume intra crânien avait comme valeur moyenne 
1374,87 ± 71,65 cm3 en temps 1 et 1376,57 ± 61,07 cm3 en temps 2. Les histogrammes 
montrent un élargissement des volumes des hippocampes gauche et droit, cet 
élargissement est significatif pour l’hippocampe gauche (p<0,01) mais pas pour 
l’hippocampe droit. Le volume intra crânienne montre une faible diminution qui ne reste 
pas significative.  
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FIG. 3.17  Histogramme comparant les volumes des hippocampes droit et gauche en mm3 ainsi que le 
volume intracrânien ICV en cm3 de personnes âgées en deux temps à travers la mise à niveau de la 
machine. L’erreur représente l’erreur standard. 
 
 Les résultats de l’analyse POST-POST sont représentés dans la figure Fig. 3.18. 
Les valeurs moyennes de l’hippocampe gauche et droit en temps 1 étaient respectivement 
2198,40 ± 38,40 mm3 et 2102,40 ± 170,40 mm3. En temps 2, les valeurs étaient 2187,00 
± 135,00 mm3 et 2080,20 ± 63,00 mm3. Le volume intra crânien avait comme valeur 
moyenne 1295,27 ± 38,66 cm3 en temps 1 et 1310,71 ± 45,85 cm3 en temps 2. Il n’y a 
presque pas de changement dans les volumes des hippocampes gauche et droit ainsi que 
dans le volume intra crânien entre les temps 1 et temps 2. 
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FIG. 3.18  Histogramme comparant les volumes des hippocampes droit et gauche en mm3 ainsi que le 
volume intracrânien ICV en cm3 de personnes âgées en deux temps après la mise à niveau de la machine. 
L’erreur représente l’erreur standard. 
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CHAPITRE 4 
DISCUSSION 
 
 
4.1 Analyses fonctionnelles  
 
4.1.1 fantôme  
  
 Le but de cette étude est de caractériser les différentes sources de bruit de type 
machine qui peuvent affecter la qualité des images fonctionnelles.  
 L’analyse fréquentielle du bruit montre que la fréquence 0,075 Hz est significative 
par rapport aux autres fréquences du spectre. Cette fréquence apparait aussi lorsqu’on 
utilise d’autres antennes comme les 12 et 8 canaux. Cette fréquence peut être introduite 
par le système de refroidissement de la machine ou par des vibrations mécaniques. Toutes 
fois, le bruit ajouté par cette fréquence et qu’il donne des fluctuations de l’ordre de 
0.05 % ne compromettra pas la détection du signal BOLD qui varie entre 2 % et 5 %. 
 La comparaison entre les antennes 12 et 32 canaux montre que ce dernier est de 
meilleure qualité avec un SFNR nettement meilleur et un bruit beaucoup plus faible que 
l’antenne 12 canaux.  
 Les prélèvements de la température près de la machine de résonance magnétique 
révèlent une forte corrélation entre la température de la salle et le niveau du SFNR. 
L’échauffement  de la machine suite à de longues périodes d’acquisition ou une faille 
dans le système de refroidissement peut affecter significativement la qualité des images. 
Par mesure de sécurité, un système permanent de mesure des températures dans la salle a 
été mis en place. 
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4.1.2 Jeunes Adultes 
 
 L’ensemble des expériences réalisées  dans cette étude se concentre sur deux 
problématiques. La première est de savoir si une étude longitudinale, avec une résolution 
standard assurant un bon SNR, serait influencée par une mise à niveau majeure de la 
matérielle du scanneur. La basse résolution 4x4x4mm a été considéré parce qu’elle est 
moins sensible aux effets matériels subtils, en même temps, elle permet une détection 
robuste et des réponses très fortes pour les stimuli utilisés ici. Une deuxième question est 
de savoir si un ensemble de paramètres plus sensible aux différences de bruit serait 
d’avantage influencé par l’effet d’une différence dans la configuration matérielle du 
scanneur. Par conséquent, une meilleure résolution spatiale de 2x2x2mm a également été 
testée pour évaluer la présence de différences sous-jacentes.  
 La résolution spatiale 2x2x2mm a déjà été démontrée d’être à l’intérieur du 
régime où le bruit physiologique, spatialement corrélé, n’est pas totalement dominant. 
Donc, le bruit provenant de la différence entre le matériel devient détectable (C. 
Triantafyllou, Hoge, & Wald, 2006).  
a— Basse résolution spatiale  
 
 Les résultats de l’étude, pour cette résolution spatiale, montrent que le signal 
détecté est dans le régime asymptotique où le bruit est principalement d’origine 
physiologique (C. Triantafyllou, et al., 2006). À cette résolution, aucune différence dans 
le tSNR n’a été associée à des différences dans la configuration matérielle du scanneur 
dans aucune des régions d’intérêts étudiés avec les antennes de 8 et 12 canaux. Cela se 
reflète aussi par le fait que le pourcentage des changements dans le cortex visuel était le 
même à travers la mise à niveau. Une faible différence, mais significative a été trouvée 
entre les données tSNR acquis avec l’antenne 32 canaux et les deux autres antennes de 8 
et 12 canaux.  
  
86 
 Des différences significatives ont été détectées dans les régions d’intérêts de la 
matière blanche où les fluctuations physiologiques sont moins importantes (Krüger & 
Glover, 2001) et les régions d’intérêts dans la matière grise du lobe frontale, où la 
sensibilité semble être particulièrement renforcée avec l’antenne de 32 canaux. L’analyse 
de groupe qui inclut les données test-retest de tous les sujets, avant et après la mise à 
niveau, montre une tendance d’activation très similaire pour le paradigme visuel. Les 
aires visuelles du cortex occipital montrent une plus grande augmentation dans le signal.  
 Les tendances d’activation sont très similaires pour toutes les antennes, avant et 
après la mise à jour, ainsi que pour les deux types de stimuli. Cependant, l’examen 
attentif des données a révélé quelques différences, et les régions où un changement 
significatif dans le signal est présent sont situées dans les lobes frontaux et pariétaux 
avant la mise à niveau. Ces aires d’activation sont susceptibles de refléter les 
changements d’éveil et d’attention pendant les différentes sessions (C. Triantafyllou & 
Wald, 2009).  
 
b— Haute résolution spatiale  
 
 Pour la haute résolution spatiale, ici 2x2x2mm, le signal est maintenant dans la 
fourchette de détection du bruit thermique et les différences associées aux composants 
matériels ont été identifiés. Bien que les cartes d’analyse de groupe aient montré une 
tendance similaire d’activation et que les variations du signal en pourcentage en réponse 
aux deux stimuli n’aient pas montré de différence significative, le tSNR lui a montré une 
différence en fonction de la configuration du scanneur.  
 Une différence significative en tSNR a été trouvée à travers la mise à niveau et les 
données recueillies après la mise à niveau ont eu un faible tSNR comparativement aux 
données de l’après-mise à niveau, dans toutes les régions d’intérêts. Cet effet a été plus 
visible dans les régions d’intérêt de la matière blanche, puisque le bruit physiologique est 
moins important dans ce compartiment tissulaire (Krüger & Glover, 2001). Toutefois, 
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l’antenne utilisée avant la mise à niveau était un 8 canaux et de plus petite taille que 
l’antenne 12 canaux utilisé après la mise à niveau, cela peut être attribuable à une 
différence dans les caractéristiques des deux bobines (C. Triantafyllou & Wald, 2009). 
Les données recueillies à l’aide de l’antenne 32 canaux après la mise à niveau avaient un 
tSNR systématiquement plus élevé pour toutes les régions d’intérêts et tous les sujets. 
Ces résultats sont en accord avec les résultats présentés par Triantafyllou et ses collègues 
(C. Triantafyllou & Wald, 2009) et montrant que l’antenne 32 canaux sur le système Trio 
TIM donnent des profils statiques et tSNR nettement meilleures que l’antenne 12 canaux.  
 
4.2 Analyses structurelles  
 
 La distorsion des images structurelles affecte beaucoup la précision des mesures 
de volumes (Fischl, et al., 2002). Bien que plusieurs facteurs puissent être à l’origine de 
la distorsion des images de résonance magnétique, nous avons choisi d’étudier l’effet de 
la mise à jour de notre système de résonance magnétique sur les résultats des études 
longitudinales et de détecter tout effet lié à la machine qui peut affecter la validité de ces 
études. 
 Les résultats des analyses avec les jeunes sujets ne montrent aucune différence 
significative dans les volumes des hippocampes droit et gauche avant, après ou à travers 
la mise à niveau du système. Ce qui signifie que la machine n’affecte pas les valeurs des 
volumes des hippocampes obtenus par segmentation manuelle chez des personnes jeunes.  
Toute fois, ces analyses chez les personnes âgées montrent une différence significative à 
travers la mise à niveau du système. Puisque les analyses chez les personnes jeunes n’ont 
montré aucune différence attribuable à la machine, on ne peut pas attribuer les différences 
dans les volumes des hippocampes chez les personnes âgées à la machine. La différence 
chez les personnes âgées peut être attribuée à une faille dans la sélection des personnes 
âgées considérées comme saines. Nos résultats son en accord avec ceux de (Han, 
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Jovicich, Salat, & van der Kouwe, 2006) qui a conclu que la mise à niveau du système 
d’imagerie ne dégrade pas la reproductibilité des mesures.  
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CONCLUSION 
 
 Nous avons décrit le travail effectué durant cette maîtrise pour étendre nos 
connaissances sur les sources d’instabilité instrumentales en imagerie de résonance 
magnétique particulièrement pour les images anatomiques et fonctionnelles. Trois études 
différentes ont été réalisé, une étude fonctionnelle sur fantôme pour étudier la stabilité de 
la machine au fil du temps et détecter les sources de bruit de type machine, une autre 
étude fonctionnelle pour étudier l’effet de la mise à niveau de nôtre système sur les 
acquisitions du signal BOLD, une dernière étude structurelle a été réalisé et avait pour 
but de tester l’effet de la mise à niveau du système d’imagerie sur les acquisitions des 
images structurelles. Nous résultats indique que les différences dans le matériel 
proviennent d’une importante mise à niveau ne peuvent pas compromettre la validité des 
études structurelles et fonctionnelles faites à travers la mise à niveau du scanneur. Les 
acquisitions quotidiennes avec fantômes ont permises de suivre l’évolution de la stabilité 
de la machine et détecter toutes sources de bruit qui peuvent détériorer la détection des 
activations dans les images fonctionnelles. 
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