Introduction
In the study of error correcting codes mainly the Hamming metric [2] , being primarily developed for the binary case, is used even when the coding alphabet is q-nary, q>2. Another metric for q-nary is due to Lee. In case of Hamming metric, one digital change in one place is a single error, no matter what the magnitude is, whereas in case of Lee metric [2] , a digital change of magnitude i is made in one place by one of the two i ± entries in one place. In the case of constant length codes, error patterns have places where errors occur, at different positions. To imbue the efficiency, one has to use tools that can handle these considerations efficiently. Hamming weight-distance notion is not sensitive to them. A mathematically robust method of making the proper choices out of a class of distances was introduced by Sharma and Kaushik in 1977. This SK-class of metric provides freedom of choice that might logically correspond best to the error patterns that are encountered in different real communication systems. In this paper, by the random-error-correction with SK-metric considerations, a class of errors is studied, which in some sense is a "part" of the class of errors that may arise from Hamming considerations. The paper contains the sufficient condition for correcting errors of a certain number of partial random errors. Results derived under Hamming considerations follow as particular cases from this study, and those for Lee metric can also be directly obtained.
Preliminaries
We shall consider n-vectors over {0, where m is a natural number greater than or equal to two for introducing a class of metrics and weights. For this to happen, the partition is such that 
, the SK-distance between vectors u and v associated with SK-partition P is defined as the sum of the SK-distances between their components, i.e.,
In an earlier paper [6] we have introduced the idea of a partial error pattern and Limited Error pattern which is defined as follows.
Partial Error Pattern and Patterns of a Limited Error [6]
• Partial sets: It may be noted that in defining the SK-partition • Patterns of limited errors: We know that the error detection/correction studies are made taking into consideration the patterns of errors, which vary from a system to system. The study of block/linear codes is also limited to errors in which an entry in a code word is received as another symbol, the error is called a "substitution error". With SK-scheme of things, it is possible to consider various different limited kinds of substitution errors that were not possible under Hamming scheme of things. These can be in terms of (i) number of places of the errors (random or bursts), (ii) substitutions limited to one or more of B i 's, (iii) maximum overall SK-weight of the error patterns, (iv) combinations of any two or three of the above.
In obtaining a bound on the necessary number of parity-checks for an e-error correcting code, it is customary to define the volume of a sphere of radius e around every code word and consider their mutual disjointness, etc. In the SK-study that we undertake, this idea can be considered more closely. Given an n-vector u, we can find numbers of patterns which have specified SK-distance from vector u [6] .
We will need a generalization, which we call "partial independence" of vectors.
Definition. Partial independence: Given a set of n-vectors S over the field GF(q), and a subset B of GF(q), the set of vectors S will be called partially independent in B, if all linear combinations of vectors in S, with coefficients from B, some non-zero, is not zero. In this situation S may be termed "B-independent".
In [6] we obtained the necessary condition giving the number of parity check digits for linear codes correcting an SK-distance limited partial random error on e or fewer positions.
Sufficient condition on the number of parity check digits
This section presents the sufficient condition on the number of parity check digits for linear codes with a property that corrects all random errors of an ( ) k n, code with minimum distance at least d , with entries limited to 1 B , as also 1 B and 2 B . B having SK-weight s. These are given by various columns of Table 1 . Table 1 Number of entries from
Then the total number of such l-vectors is 
Concluding remarks
The study of the partial error corrections is guided by practical considerations. Here we have considered only the existence problem. This is an area of research on the actual construction of more efficient codes with designed partial errors. We propose to undertake further investigations in this direction.
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