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THE CIRCULAR LAW FOR RANDOM MATRICES WITH INTRA-ROW DEPENDENCE
CHRIS CONNELL† AND PAWAN PATEL
ABSTRACT. We consider the problem of determining the limiting spectral distribution for random
matrices whose row distributions are permitted to have limited dependence. We assume mild mo-
ment conditions and give an extension of the Marcˇenko-Pastur theorem for this context. The main
new feature here are geometric conditions on the distributions which allow us to extend the circular
law to this setting.
1. INTRODUCTION
A central point of interest in the theory of random matrices is spectral universality, i.e. the
degree to which the eigenvalues of a matrix randomly chosen from a given ensemble will follow a
particular density law independent of the choice of matrix and sometimes, within certain limits, on
choices that govern the ensemble such as the distributions for the entries. For a broad survey from
a historical perspective, see [DF]. A key example of universality comes from the Tracy-Widom
distribution [TW98] and the far reaching results of Tao and Vu [TV08, TV09] on the circular law.
Like most of the results obtained until recently, these have focused on the the classical setting
where one assumes independence of the entries.
More recently, a number of authors have attacked various generalizations and analogues (see
for example, [BY93, BGCD, BDn, BV, Cha, CTV06, DJ, EGP, ERS+10, GNR, HAF, KLLW, LW,
Lou, Mal, TV10, TV12, TV14, TV15, Yao]). Among these generalizations a number of recent re-
sults have begun to explore universality under the allowance for a (necessarily) limited amount
of dependence between the entries (e.g. [AGL+08, Ada11, AC15, LAP, Woo]). Among the latter
category include the original Marcˇenko-Pastur paper ([MP67]), where some dependence within
rows was allowed, but for a spherically uniform distribution. This was generalized by Pajor and
Pastor ([PP07]) to allow for an arbitrary isotropic log-concave distribution.
In this paper we are concerned with exploring the limits to which dependence can be allowed
in the current best approach to achieving the circular law. As in several recent results, we use the
Tao-Vu replacement principle ([TV08]) along with a generalization of the Marcˇenko-Pastur Law
to our situation to handle the middling and large eigenvalues. Combined with our geometric
conditions on the row distributions, we are able to obtain the appropriate bounds on the lowest
singular values of the random matrices to obtain the circular distribution in our dependent case.
We need three main assumptions on the distribution of the entries of our random matrices in
order to obtain the required Marcˇenko-Pastur law. These are only used for this purpose, and
without these assumptions our results would still follow if the Marcˇenko-Pastur component can
be guaranteed by other means.
For an ensemble of n×Nn random matrices An, denote by Momk(An) the expected value of the
k-fold Kronecker (tensor) product An ⊗ · · · ⊗ An.
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Assumptions on the Matrix Ensemble. Let (Nn) be an increasing sequence of positive integers with
limn→∞ nNn ∈ (0,∞). We assume that the distributions on our ensembles of n× Nn random matrices An
with entries x(n)ij satisfy:
(A1) for every k ∈N, supn max1≤i≤n,1≤j≤Nn E[|x(n)ij |k] < ∞;
(A2) for every k ∈N, the sum of all terms in Mom2k(An) with at least one x(n)ij appearing with a power
of 1 is of size ok(nk+1);
(A3) for every e > 0:
lim
n→∞
1
n ∑i≤n
P
(∣∣∣∣∣ 1Nn
Nn
∑
j=1
(x(n)ij )
2 − 1
∣∣∣∣∣ ≥ e
)
= 0
and
lim
n→∞
1
Nn
∑
j≤Nn
P
(∣∣∣∣∣ 1n n∑i=1(x(n)ij )2 − 1
∣∣∣∣∣ ≥ e
)
= 0.
The first and third of these conditions appear in Adamczak. The third assumption requires that
the rows (resp. columns) of the random matrix An have Euclidean norm, normalized by
√
Nn
(resp.
√
n) converge in probability to 1. This is necessary if one expects to have a universality
result of this kind.
The main difference between our version and earlier results is assumption A2, which allows
for more dependence in that it only requires a particular sum of the 2k-th moment of the random
vector to decay sufficiently quickly. Previous results used a stronger assumption, namely that for
every n, i, j the E(x(n)ij |Fij) = 0 where Fij is the σ-field generated by {x(n)kl : (k, l) 6= (i, j)}.
Our main result is the following. (For the definition of
∥∥∥ν(n)1 , . . . , ν(n)n ∥∥∥d,δ, see Section 2.)
Theorem 1.1. Let An be a sequence of n× n random matrices with independent rows X(n)1 , ..., X(n)n defined
on a common probability space and satisfying assumptions A1-A3. Assume that for each n and i, d ≤ n,
and all δ > 0, the probability measures ν(n)i for X
(n)
i have uniformly bounded
∥∥∥ν(n)1 , . . . , ν(n)n ∥∥∥d,δ. Then
almost surely the spectral measure of µ 1√
n An
converges weakly to the uniform distribution on the unit disk
in C.
Remark 1.2. The hypotheses are quite close to necessary in a certain sense, although there still
seems to be room to slightly weaken the hypotheses A1-A3.
Also, one only needs δ ≥ n− 52+β for almost sure convergence and δ ≥ n− 32+β for convergence in
probability. (Here β > 0 is any small number.) Moreover the bound on the ‖·‖d,δ is only needed
for d < n− n0.99, but this constraint is not very restrictive to begin with (see Proposition 2.9).
2. LEAST SINGULAR VALUE
While our results are stated in terms of arbitrary (Radon) probability measures for the distri-
butions of the rows of our random matrices, it is convenient to work with absolutely continuous
measures on Cn. The general case is recovered by passing to weak-* limits.
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For f ∈ L1loc(Cm) and any bounded Borel set E ⊂ Cm. We define AvE( f ) = 1volm(E)
∫
E f (x)dx. If
not explicitly specified, then the dimension m in the definition will be the minimal one for which
E belongs to an m dimensional affine subspace, in case it belongs to a larger copy of Cn.
Let ωn = pi
n
Γ(n+1) denote the volume of the unit ball in C
n. The volume of the sphere S2n−1(r) of
dimension 2n− 1 and radius r in Cn is then 2nωnr2n−1 = 2r2n−1pinΓ(n) . Moreover, let rn = (2nωn)
−1
2n−1
so that Vol(S2n−1(rn)) = 1. More generally, let SA(r), resp. BA(r), denote the sphere, resp. ball, of
radius r around 0 in the subspace A. For any set E ⊂ Cn we denote by x + E the translation of E
by x ∈ Cn.
Finally, let Grn,d represent the Grassmanian of all d-dimensional linear subspaces of Cn. We
define the following norms.
Definition 2.1. For any W ∈ Grn,n−d with orthogonal subspace W⊥ ∈ Grn,d and any Borel function
f : Cn → [0,∞), we set
‖ f ‖W,δ,1 =
∫
W
Avx+BW⊥ (δ)(| f |)dx
and
‖ f ‖d,δ,1 = sup
W∈Grn,n−d
‖ f ‖W,δ,1
Definition 2.2.
‖ f ‖d,δ,2 = (n− d)ωn−d
∫ ∞
0
‖ f ‖L∞(⋃t′∈[t,t+δ] S2n−1(t′)) tn−d−1dt
Given the that f is a probability measure on Cn, Def. 2.1 is the probability that the projection of
a random vector drawn from f to a fixed n− d dimensional subspace, W, will be less than δ. This
quantity is related to the probability that a singular value for a random matrix with independent
rows, distributed according to f , is small. Taking the supremum over W ∈ Grn,d yields, in some
sense, the worst subspaces W where a projection is likely to be small causing a singular value for
the random matrix to also be small. Thus, this is a quantity one would like to control. Def 2.2
allows one to express Def. 2.1 without reference to any subspace, without too much loss of preci-
sion. It yields a condition that is easier to check in that the role of W disappears. Moreover, it still
allows for f to have a pole of order at most d− 1 at the origin. We have the following two lemmas:
Lemma 2.3.
‖ f ‖d,δ,1 ≤ ‖ f ‖d,δ,2
and
‖ f ‖W,δ,1 ≤
‖ f ‖1
ωdδd
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Proof. The second inequality follows from the definition of the average, Fubini and the fact that
Vol(BW⊥(δ)) = ωdδ
d.
To get the first inequality, note that
‖ f ‖W,δ,1 =
∫
W
Avx+BW⊥ (δ)( f )dx
= (n− d)ωn−d
∫ ∞
0
AvSW(t)×BW⊥ (δ)( f )t
n−d−1dt
≤ ∥∥‖ f ‖L∞(y+BW⊥ (δ))∥∥L1(W)
≤ (n− d)ωn−d
∫ ∞
0
‖ f ‖L∞(SW(t)×BW⊥ (δ)) t
n−d−1dt
For any t > 0, and W ∈ Grn,n−d,
SW(t)× BW⊥(δ) ⊂ ∪t′∈[t,√t2+δ2]Sn−1(t′)
Hence the essential sup of f on SW⊥(t) × BW⊥(δ) will be achieved on Sn−1(t′) for some t′ ∈
[t,
√
t2 + δ2] ⊂ [t, t + δ]. 
Lemma 2.4. (Small Eigenvalue Lemma) Let fX be the PDF for the random variable X taking values in Cn.
For any W ∈ Grn,n−d we have
P(‖projW(X)‖ ≤ δ) ≤ ωd ‖ fX‖W,δ,1 δd.
Proof. For fixed n− d-dimensional subspace W ⊂ Cn we let
HW(δ) = {x ∈ Cn : ‖projW⊥(x)‖ ≤ δ}
Note that HW(δ) is just the δ-neighborhood of W. So we may write HW(δ) = W × BW⊥(δ).
Hence we may write,
P(‖projW⊥(X)‖ ≤ δ) =
∫
HW(δ)
fX(x)dx
=
∫
W
∫
BW⊥ (δ)
fX(y + z)dzdy
= ωdδ
d
∫
W
Avy+BW⊥ (δ)( f )dy.

Taking supremums over W in the previous lemma, we have the following.
Corollary 2.5. If X has probability distribution fX on Cn then
P( inf
W∈Grn,n−d
‖projW⊥(X)‖ ≤ δ) ≤ ωd ‖ fX‖d,δ,1 δd.
Note that since ‖ fX‖1 = 1 we have from Lemma 2.3 that ‖ fX‖d,δ,1 ≤ 1ωdδd . However, we want
to exploit the δ-decay in Lemma 2.12 below, so we would like a bound ‖ fX‖d,δ,1 ≤ C which is
independent of n or δ.
We first describe some examples where this doesn’t happen. That is, where ‖ fX‖1,δ,1 ≥ Cδdωd ,
and is therefore unsuitable for the estimates we need.
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Example 2.6. Suppose that X has iid entries each of which is a Bernoulli variable fi with point
masses at ±1. Then consider any choice of codimension d plane W⊥ which passes through the
origin and through 12d of the vertices, 1,−1n, of the n-cube of sidelength 2. Such a plane can be
chosen as the span of any n − d independent vectors with entries ±1. In this case, ‖ fX‖1,δ,1 ≥
‖ fX‖W,δ,1 = 12dωdδd .
A more obvious problem is the following.
Example 2.7. Consider a random vector X ∈ Cn whose PDF fX is concentrated completely in an
e neighborhood of W⊥ = Cn−d, i.e. it’s support is Cn−d × BCd(e). We could even have fX be
bounded, and then
‖ fX‖d,δ,1 ≥ ‖ fX‖W,δ,1 =
δd
ed
‖ fX‖1
ωdδd
=
1
ωded
.
In particular, this is bounded but arbitrarily badly as e→ 0.
We can generalize this last example considerably to obtain differing behaviors.
Example 2.8. Now consider a fixed subspace W of dimension d and fX : W⊥ ×W → [0,∞)
of the form fX(x, y) = Cχx+BW(g(‖y‖)) for some function g : (0,∞) → (0,∞). Employing polar
coordinates, the condition that ‖ fX‖1 = 1 becomes the condition
C =
(
(n− d)ωn−dωd
∫ ∞
0
rn−d−1g(r)ddr
)−1
and we may evaluate
‖ fX‖W,δ,1 =
1
ωdδd
[
1− C(n− d)ωn−dωd
∫ g−1(δ)
0
rn−d−1(g(r)d − δd)dr
]
.
Now we can specialize to the case
g(r)d = r1+d−n
{
1 r ≤ 1
r−1−α r > 1
for some choice of α ∈ (0,∞). We may explicitly compute 1C = (n − d)ωn−dωd(1 + 1α ) and for
δ < 1, g−1(δ) = δ
−d
n+α−d . Another explicit computation gives
ωdδ
d ‖ fX‖W,δ,1 =
1
α +
1
n−d
1
α + 1
δ
dα
n+α−d .
As we will need to take δ = n− 52−β for some small β > 0 (see Theorem 2.13), if we take α suf-
ficiently close to 0 then the above decays slower than n− 52 and our necessary estimates fail. On
the other hand for sufficiently large α the right hand side approaches δ
d
n−d and this is eventually
smaller than n
− 52
n−d = O(n
− 72 ), and the required estimates succeed.
We now describe some general cases where ‖ f ‖d,δ,1 is bounded independently of δ. For 0 ≤
d ≤ n, let Graffn,d be the affine Grassmanian of all d-dimensional affine spaces of Cn. Define the
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generalized Radon transform of f ∈ L1(Cn) as the measurable function Rd( f ) : Graffn,d → Ĉ
given by
Rd( f )(W) =
∫
W
f .
(Here the measure is the Lebesgue measure and we must both allow for infinite values and accept
that the Radon Transform is not invertible on all of L1(Cn).)
Proposition 2.9. If fX satisfies any of the following conditions,
(1) The row X consists of independent entries with PDF fi (not necessarily i.d.) and ‖ fi‖∞ < C
1
d√
2
(2)
∥∥∥tn−d−1 supSn−1(t) fX∥∥∥L1((0,∞)) < C(n−d)ωn−d
(3) ‖Rn−d( fX)‖∞ ≤ C
Then ‖ fX‖d,δ,1 < C.
Proof. For the first condition note that fX(x) = ∏ fi(xi), and suppose each is bounded by A = C
1
d√
2
.
For any choice of W⊥, and y ∈ BW⊥(δ), there is a projection P onto one of the ( nn−d) choices of n− d-
coordinate planes, say the first n− d coordinates, so that for all w ∈ W, d(P(w), w) ≤ ‖P(w)‖. In
other words, y +W is the graph of a linear map L : Cn−d → Cd followed by a translation where
‖L‖op ≤ 1. The volume distorsion of the corresponding graph map (I, L) : Cn−d → Cn is then√
det(I + L∗L) ≤
√
2
d
.
We may then write for any y ∈ BW⊥(δ),∫
W
fX(y + w)dw =
∫
W
n
∏
i=1
fi(wi)dw
≤
∫
Rn−d
n−d
∏
i=1
fi(xi)
n
∏
i=n−d+1
fi((Lx)i)
√
det(I + L∗L)dw
≤
∫
Rn−d
n−d
∏
i=1
fi(xi)Ad
√
2
d
dw
≤
√
2
d
Ad = C.
Here we have used that the fi are individually PDF’s. Finally, taking the average over y ∈ BW⊥(δ)
does not change this.
The second statement amounts to ‖ fX‖d,δ,2 < C, and the statement follows by Lemma 2.3. The
last condition states that for any W ∈ Graffn,n−d, every translate of W has fX integral bounded by
C. Hence
‖ fX‖d,δ,1 =
1
ωdδd
∫
BW⊥ (δ)
∫
W
fX(x + y)dxdy ≤ 1
ωdδd
∫
BW⊥ (δ)
Cdy = C.

It will turn out that Proposition 2.8 gives sufficient criteria for the singular values of a random
matrix whose rows are independently drawn from f to be small enough for the Circular Law to
possibly hold. However, Example 2.6 demonstrates that when all of these conditions fails the
Circular Law may still hold. Indeed, in the case of a random matrix of i.i.d. Bernoulli entries,
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Tao and Vu ([TV07]) have showed the circular law holds. On the other hand, there is no bound of
the form (1),(2) or (3) from Proposition 2.8 for a Bernoulli random vector, even with independent
entries.
The issue at hand, of course, is that the Bernoulli random vector has a support measure with
atoms that have unbounded Lebesgue integrals on lower dimensional slices. By taking the supre-
mum over W in in Definition 2.1 to arrive at Definition 2.2, we select the worst case W for our
purposes and, in the case of unbounded f , are doomed. To deal with this, we may instead take
the expectations over W.
Definition 2.10.
‖ f ‖d,δ = E
[
‖ f ‖W,δ,1
]
where the expectation is taken over W spanned by n− d vectors X1, . . . , Xn−d with the correspond-
ing joint expectation induced from fXi = f . (We will usually assume that the vectors are chosen
independently so that the joint distribution simplifies.)
More generally if we have n vectors X1, . . . , Xn in Cn randomly chosen via corresponding inde-
pendent distributions f1, . . . , fn then we define
‖ f1, . . . , fn‖d,δ = supE
[
‖ fi‖W,δ,1
]
Where the sup is over all i and all measures µi,k and µ′i,l on Gn,n−d. Here µi,k for 1 ≤ k ≤ (n−1n−d) is
the measure induced on Grn,n−d from the distributions fi1 , . . . , fin−d with i 6∈ {i1, . . . , in−d} and µ′i,l
for 1 ≤ l ≤ (n−1d ) is the pushforward of µi,l on Grn,d under the map W 7→ W⊥. More specifically,
for E ⊂ Grn,n−d, µi,k(E) is the probability that the n− d vectors with distributions fi1 ,. . . , fin−d span
a subspace in E where the choice of indices come from the k − th permutation. (Note that the
probability that the span is lower dimensional is zero.) In what follows, a “random subspace” will
mean one chosen with respect to one of these distributions.
Remark 2.11. Recall, that the map V 7→ V⊥ induces an isometry between Grn,d and Grn,n−d. How-
ever this map does not necessarily push forward the measure µi,l on Grn,d to any of the µi,k on
Grn,n−d. This is why we had to use sup over the µ′i,l as well.
Lemma 2.12. (Strong Small Eigenvalue Lemma) Let X ∈ Cn be a random vector with distribution fX :
Cn → [0,∞) and for W ∈ Gn,n−d chosen at random. Then,
P(‖projW(X)‖ ≤ δ) ≤ ωdδd ‖ fX‖d,δ .
(Here the probability on the left is over both X and W.) In particular, if X1, . . . , Xn are rows of an n× n
matrix, with possibly distinct distributions fXi , and σ is a permutation of {1, . . . , n} Then for 1 ≤ j ≤ d,
P(
∥∥∥projW(Xσ(j))∥∥∥ ≤ δ) ≤ ωdδd ‖ fX1 , . . . , fXn‖d,δ .
where the left hand side is the probability over Xσ(j) and all (n− d)-subspaces W of the form W = Xσ(d+1)∧
· · · ∧ Xσ(n) with their corresponding induced distribution.
Proof. Taking expectations in W on both sides of the inquality from Lemma 2.4 we have
ωdδ
dEW [‖ fX‖W,δ,1] ≥ EW [PX|W(‖projW(X)‖ ≤ δ|W)]
= PX,W(‖projW(X)‖ ≤ δ),
where the last equality follows by Fubini.
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The last statement follows from taking X = Xσ(j) and the distribution on Grn,n−d induced by
the map (Xσ(d+1), . . . , Xσ(n)) 7→ W = Xσ(d+1) ∧ · · · ∧ Xσ(n) (which is well defined off of a measure
zero subset). 
If ωdδd ‖ fX‖d,δ ≤ C(n, δ) we will need to bound the case that δ = n−
5
2−β for some small β, by
the decay rate C(n, n− 52−β) ≤ Cn− 52 for some universal constant C. (See Theorem 2.13 below.)
The following theorem demonstrates that when ‖ f ‖d,δ is suitably bounded, then the singular
values of a random matrix with iid rows drawn from f are almost surely nonzero.
Theorem 2.13. (Least Singular Value):
Let An be a random matrix with rows Xi drawn from multivariate distributions fi and suppose that
‖ f1, . . . , fn‖1,δ is bounded for δ = 1n 52 log(n) independently of n. Then the smallest singular value of An
is almost surely greater than 1
n
5
2 log(n)
as n→ ∞.
Proof. Denote the rows of An by Xi and lowest singular value of An by σn. Recall that
σn ≥ 1√n mini≤n (dist(Xi, Hi))
where Hi = span{Xj}j 6=i. Thus, given δ > 0,
P(σn ≤ δ) ≤
n
∑
i=1
P(dist(Xi, Hi) ≤ δ
√
n)
=
n
∑
i=1
EHi [PXi |Hi(dist(Xi, Hi) ≤ δ
√
n|Hi)]
≤ n max
i
EHi [PXi |Hi(dist(Xi, Hi) ≤ δ
√
n|Hi)]
≤ n max
i
EW∈Grn,n−1
[
PXi |W(‖projW⊥(Xi)‖ ≤ δ
√
n|W)]
≤ n 32 δmax
i
EW∈Grn,n−1 [‖ fi‖W,δ,1]
≤ n 32 δω1‖ f1, . . . , fn‖1,δ
Note here that the measure on the Grassmanian on the fourth and fifth line will depend on i unless
the vectors are identically distributed.
Setting δ = 1
n
5
2 log(n)
, the last line is O( 1n log(n) ) and the result follows from the Borel-Cantelli
Lemma. 
Remark 2.14. Note that the above theorem does not rely on the independence of the rows, but the
case where each fi limits sufficiently fast to the same single dirac measure shows that the condition
on the norm is an essential hypothesis.
We now give a family of examples where the rows are equidistributed, i.e. fi = fX, and
‖ fX‖1,δ,1 ≥ Cδdωd , but where we still have ‖ fX‖d,δ < C uniformly in n provided δ = o(n
−1). Hence
the asymptotic bound on the lowest singular value still applies.
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Example 2.15. Suppose that X has iid entries each of which is a Bernoulli variable distribution
with point masses of weight p at 0 and (1− p) at 1. The resulting distribution in Cn is supported
on the vertices of the n-cube with side-length 1 whose vertices are all binary vectors of length
n. Now consider any choice of codimension d plane W⊥ which passes through the origin and is
spanned by any choice of n− d distinct coordinate vectors ei. (Note these are admissible in that
each has a positive probability of being a row of a random n× n matrix.) In this case, W⊥ contains
a total of 2n−d vertices, for a total mass of pd. In this case, ‖ fX‖1,δ,1 ≥ ‖ fX‖W,δ,1 = p
d
ωdδd
, which
explodes as δ→ 0. Hence we cannot achieve a useful bound for this “worst case” choice of W⊥.
On the other hand, for the case p = 12 at least, the main result of [TV07] states that the prob-
ability that a random matrix with iid p = 12 -Bernoulli {−1, 1}-entries is singular is ( 34 + o(1))n.
A standard procedure using row and column operations produces from an (n + 1) × (n + 1)
{−1, 1}-matrix a new matrix with n × n {0, 1}-lower submatrix and first column e1 (see e.g.
[Orr05]). Hence the probability that a random iid 12 -Bernoulli {0, 1}-matrix is singular is also
( 34 + o(1))
n+1 ≤ ( 34 + o(1))n.
A plane P spanned by linearly independent {0, 1}-vectors v1, . . . , vn−d contains the {0, 1}-
vector v if and only if for all choices of {0, 1}-vectors w1, . . . , wd−1 the n × n {0, 1}-matrix An =
[v1, . . . , vn−1, v, w1, . . . , wd−1] is singular.
The condition that v1 ∧ · · · ∧ vn−d 6= 0 is the condition that there be {0, 1}-vectors w1, . . . , wd
such that Bn = [v1, . . . , vn−d, w1, . . . , wd] be nonsingular. Note that a subset of this last condition is
the case that the (n− d)× (n− d) minor, denoted Cn−d, be nonsingular. The probability that Cn−d
be nonsingular is the same that An−d be nonsingular. So the probability that v ∈ P for a randomly
chosen plane P ∈ Grn−d(Cn) can be estimated as
P(v ∈ P) ≤ P(det(An) = 0)
1−P(det(Bn) = 0 ∀w1, . . . , wd) ≤
P(det(An) = 0)
P(det(An−d) 6= 0)
≤ (
3
4 + o(1))
n
1− ( 34 + o(1))n−d
= (
3
4
+ o(1))n.
Now if we let P = W⊥ be the plane spanned by n− d randomly chosen rows of our random n× n
matrix we note that the nearest distance to the plane W⊥ of a vertex not in the plane is the distance
of the origin to the standard n-simplex, namely 1n . Hence, letting W
⊥ vary over all choices of rows,
and for δ < 1n we obtain that ‖ fX‖d,δ ≤ ( 34 + o(1))n. Since we will be taking δ < n−
5
2 we obtain the
desired bound. Note the same estimate still holds even when d is allowed to grow in n provided
d = o(n).
Lastly we consider a case where we allow coordinate-wise dependency. Suppose the random
Bernoulli vector X has coordinate wise probability 12 of being 0 or 1 but has symmetric n × n
covariance matrix Cov(X) = [Cij] with entries Ci,j ∈ [− 14 , 14 ] and Cii = 14 , i.e. the joint pairwise
probabilities on coordinates i and j being 1 are pij = Ci,j + 14 , but are otherwise independent. The
vector W · X, where W is the Whitening Matrix such that WtW = C−1, has covariance the identity
matrix. Provided the entries of the off-diagonal entries Cij are uniformly bounded away from 14 ,
and δ = o( 1n ), then we will have identical probability of X being in the δ-neighborhood of W
−1P as
for WX in some O(δ)-neighborhood of P. In particular ‖ fX‖d,δ ≤ ( 34 + o(1))n provided δ = o( 1n ).
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3. GENERALIZED MARCˇENKO-PASTUR
In this section, we discuss a key ingredient of the Circular Law: a corresponding limiting law
for symmetric random matrices. Given An, the shifted and symmetrized version of An is
Hn = Hn(z) = (
1√
n
An − zI)( 1√n An − zI)
∗
for z ∈ C.
One desires that the spectral distribution of Hn converges in the large n limit to a deterministic
measure, independent of the entries of An. Or, as in our case, independent of the probability mea-
sure in Cn (resp. Cn) that the rows of An are independently drawn from.
The classical version of this result is the Marcˇenko-Pastur law and does not assume that An is
square to begin with. Moreoever, the Marcˇenko-Pastur law deals with iid entries and with the the
partical case of shifting by z = 0. We state it here for the reader.
Theorem 3.1. (Marcˇenko-Pastur Law) Let An be a n × Nn random matrix with iid entries that satisfy
E[xij] = 0 and E[x2ij] = 1 and suppose that
p
n → c ∈ (0, 1] as n → ∞. Denote by µn the spectral
distribution of 1n An A
∗
n. Then, µn → µ almost surely, where µ is a deterministic measure given by
dµ
dx
=
1
2pixy
√
(b− x)(x− a)1a≤x≤b
where a = (1−√y)2 and b = (1+√y)2
The Marcˇenko-Pastur Law has many methods of proof: combinatorial, methods using the Stielt-
jes (Cauchy) transform, and methods using free probability. The combinatorial proof is the most
readily generalized to our setting and has been utilized by other authors to extend the Marcˇenko-
Pastur Law to have certain amounts of dependency (Adamczak) and we will follow similar suit,
but with some different assumptions.
Let (Nn)n≥1 be a sequence of postive integers such that limn→∞ n/Nn = y ∈ (0,∞). Recall we
have the following assumptions:
(A1) for every k ∈N, supn max1≤i≤n,1≤j≤Nn E[|x(n)ij |k] < ∞;
(A2) for every k ∈ N, the sum of all terms in Mom2k(An) with at least one xij appearing with a
power of 1 is of size ok(nk+1);
(A3) for every e > 0:
lim
n→∞
1
n ∑i≤n
P
(∣∣∣∣∣ 1Nn
Nn
∑
j=1
(x(n)ij )
2 − 1
∣∣∣∣∣ ≥ e
)
= 0
and
lim
n→∞
1
Nn
∑
j≤Nn
P
(∣∣∣∣∣ 1n n∑i=1(x(n)ij )2 − 1
∣∣∣∣∣ ≥ e
)
= 0.
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We need the following theorem for proof of the Circulaw Law. We will defer the proof of this
result to Subsection 3.2.
Theorem 3.2 (cf. Theorem 2.4 [Ada11]). Assume that Nn = n and An is a sequence of random matrices
with rows independently drawn from a probability measure in Cn given by f (n). Assume that An satisfies
assumption A1-A3. Then for any k ∈N,
lim
n→∞
1
n
E[tr Hkn] = µk(|z|2),
where µk(|z|2) is a function depending only |z|2 and not on the distribution of Hn.
Corollary 3.3 (cf. Corollary 2.5 [Ada11]). Let An be as in Theorem 3.2 and let Ln(z) be the spectral
measure of Hn(z). For every z ∈ C, Ln(z) converges weakly to a non-random measure which does not
depend on the distribution of the rows of An.
Proof. The proof of this corollary is verbatim identical to the proof of Cor 2.5 of [Ada11] except for
the replacement of Theorem 2.4 of [Ada11] with Theorem 3.2 above. 
3.1. Combinatorial Trees. In what follows, we will use certain combinatorial structures to keep
track of distinct classes of terms. A detailed background for these structures can be found in
Chapter 3 of [BS10]. We will closely follow the notation of [Ada11].
Let T = (V, E, r) be a rooted tree. A Γ-tree is a rooted tree having the following structure:
• The set V is partitioned into two sets S and O, denoting special and ordinary vertices
• Every edge adjacent to a special vertex is given an orientation so that
– For any u, w ∈ S such that on the path u = v0v1..vm = w connecting u and w, we have
that v1, .., vm−1 ∈ O. If m is odd, then the orientations of the first and the last edge on
this path are the same. That is to say, one has (u → v1 and vm−1 → w) or (v1 → u and
w → vm−1). If m is even, then the orientation of the first and the last edge in the path
are opposite.
– if r ∈ O, then for any u ∈ S such that u is the only special vertex on the path r =
v0v1...vm = u, one has vm−1 → u ⇐⇒ m is odd.
Given the orientation of paths between special vertices, we can partition O into two sets U and
D. Let u ∈ O and r = v0v1...vm = u be a path from the root r to u.
• if r ∈ O and v1, ..., vm−1 ∈ O, then u ∈ D ⇐⇒ m is odd. Otherwise, u ∈ U.
• if vl is the last special vertex on the path, then u ∈ D ⇐⇒ (m− l is odd and vl → vl+1) or
(m− l is even and vl+1 → vl).
Note that every edge which has ends that are ordinary vertices must have one end in D and one
end in U and we can assign to each edge an orientation u → v where u ∈ U and v ∈ D. We write
e = (u→ v).
Let An be a sequence of random n× n matrices with An = [x(n)ij ] and let T be a Γ-tree. Let InT be
the set of functions i = (iv)v∈V : V → {1, ..., n} such that if A is one of the sets D ∪ S, U ∪ S then
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∀u, v ∈ A, u 6= v =⇒ iu 6= iv. And, for every e = (u→ v) ∈ E, iu 6= iv.
We define
ξn(T) = n−|E|−1E
∑
i∈InT
∏
e=(u→v)∈E
(x(n)iuiv)
2

We will prove the following proposition necessary to prove Theorem 3.2.
Proposition 3.4. Let Nn = n and let An be as in Theorem 3.2. Then for every Γ-tree T,
lim
n→∞ ξn(T) = 1
Proof. We prove by induction on the size of the tree. If |V| = 1 then it is clear that ξn(T) = 1 for
all n.
Suppose that the proposition holds for all trees of size s ≤ m− 1 and that T is a tree of size m.
Consider an arbitrary leaf w of the tree T, where w is not the root and let x be the unique neighbor
of w.
We consider the case where w ∈ D (The proof when w ∈ U follows similarly so we omit it). Let
T˜ = (V˜, E˜, r) be the tree obtained from T by deleting w along with the edge e = (x → w).
Let I˜n be the set of multi-indices iV˜ : V˜ → {1, ..., n} which can be extended to a mutli-index
iV = (iV˜ , iw) ∈ InT. Denote U(iV˜) = ∏e=(u→v)∈E˜(x(n)iuiv)2. We have
ξn(T) = n−|U|−|D| ∑
iV˜∈ I˜n
∑
iw :(iV˜ ,iw)∈InT
E
(
(x(n)ix iw)
2U(iV˜)
)
For large enough n, InT˜ = I˜
n, and there are only |D| − 1 choices for iw such that (iV˜ , iw) /∈ InT. By
A1, we have thatE((x(n)ij )
2) is bounded for all i, j, independent of n. Thus, by generalized Ho¨lder’s
inequality, for every such iw we have that E((xix iw)
2U(iV˜)) is bounded by a number independent
of n. Thus, for large enough n, we have
ξn(T) = n−|U|−|D| ∑
iV˜∈InT˜
(
n
∑
iw=1
E
(
(x(n)ix iw)
2U(iV˜)
)
+OT(1)
)
= n−|U|−|D| ∑
iV˜∈InT˜
n
∑
iw=1
E
(
(x(n)ix iw)
2U(iV˜)
)
+ oT(1)
where the constant depends on T and where in the last inequality we use the fact that |InT˜| =
n(n− 1)...(n− |U|+ 1)n...(n− |D|+ 2) = OT(n|U|+|D|−1).
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Notice that, ∣∣∣∣∣∣n−|U|−|D| ∑iV˜∈InT˜
n
∑
iw=1
E
(
(x(n)ix iw)
2U(iV˜)
)
− ξn(T˜)
∣∣∣∣∣∣
≤ n−|U|−|D|+1 ∑
iV˜∈InT˜
E
(∣∣∣∣∣n−1 n∑iw=1(x(n)ix iw)2 − 1
∣∣∣∣∣U(iV˜)
)
.
Moreover, using that y ≤ max {e, y} for any e > 0 and then applying Cauchy-Schwarz, we have
for every iV˜ ∈ InV˜ that,
E
(∣∣∣∣∣n−1 n∑iw=1(x(n)ix iw)2 − 1
∣∣∣∣∣U(iV˜)
)
≤ eEU(iV˜)+
∥∥∥∥∥
∣∣∣∣∣n−1 n∑iw=1(x(n)ix iw)2 − 1
∣∣∣∣∣U(iV˜)
∥∥∥∥∥
2
P
(∣∣∣∣∣n−1 n∑j=1(x(n)ix j )2 − 1
∣∣∣∣∣ ≥ e
)1/2
By A1, the triangle inequality in Lp, and generalized Holder’s inequality, we have that
EU(iV˜) and
∥∥∥∥∥
∣∣∣∣∣n−1 n∑iw=1(x(n)ix iw)2 − 1
∣∣∣∣∣U(iV˜)
∥∥∥∥∥
2
are bounded by some constant C, depending only on T and the bounds from A1. Thus, we get
that
|ξn(T)− ξn(T˜)| ≤ e+ Cn−|U|−|D|+1 ∑
iV˜∈InT˜
(e+P(|
n
∑
j=1
(x(n)ix j )
2 − n| ≥ en)1/2)
Since for each ix there are at most n|U|+|D|−2 multi-indices iV˜\{x} such that iV˜ = (iV˜\{x}, ix) ∈ InT˜,
we get that
|ξn(T)− ξn(T˜)| ≤ (C + 1)e+ Cn
n
∑
ix=1
P(|
n
∑
j=1
(x(n)ix j )
2 − n| ≥ en)1/2
Using the Cauchy-Schwartz inequality and the first part of assumption A3 (note: for w ∈ U, we
simply use the second part of assumption A3 here), we get that
ξn(T)− ξn(T˜) = oT(1)
Thus, we have that
lim
n→∞ ξn(T) = 1
for trees of size m and the proof follows by induction.

3.2. ∆ Graphs. To prove Theorem 3.2 we begin by introducing the notion of ∆ graphs. Here we
follow closely the work outlined in Adamczak ([Ada11]) with slight modifications for our alterna-
tive assumptions.
For two sequences of integers i = (i1, ..., ik) and j = (j1, ..., jk), we define a ∆-graph ∆ = G(i, j)
as a bipartite graph (Ii, Ij, E) such that Ii = {i1, ..., ik} (the upper indicies) and Ij = {j1, ..., jk} (the
lower indices) and the set E of edges consisting of k directed edges from iu to ju and k directed
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edges from ju to iu+1, where we set ik+1 = i1. We also label the edges from 1 to 2k in the order of
(i1, j1), (j1, i2), (i2, j2), ..., (ik, jk), (jk, i1). Note that Ii and Ij may not be disjoint, but their common
elements are treated as different objects when considered as upper and lower vertices of the graph.
We would also like to partition into classes of up and down edges. An edge will be called per-
pindicular if its two end vertices are equal and skew if they are distinct. For any ∆-graph ∆, let
UP(∆) denote the up edges, DP(∆) denote the down edges, and S(∆) denote the skew edges.
Definition 3.5. Pairs (i, j) and (i′, j′) are isomorphic if there exist functions f : Ii → Ii′ and g :
Ij → Ij′ , such that for u = 1, ..., k one has:
• f (iu) = i′u, g(ju) = j′u
• f (iu) = g(ju) ⇐⇒ iu = ju
• f (iu+1) = g(ju) ⇐⇒ iu+1 = ju
Definition 3.6. G(i, j) and G(i′, j′) are isomorphic if and only if (i, j) and (i′, j′) are ismorphic. We
write G(i, j) ∼ G(i′, j′) when the two graphs are isomorphic.
Let ∆(k) be a set of representatives of isomorphism classes of ∆-graphs G(i, j)with i = (i1, ..., ik),
j = (j1, ..., jk), and il , jl ∈ {1, ..., 2k}. Any graph based on two sequences of length k is isomporphic
to a graph in ∆(k).
Definition 3.7. Given ∆ ∈ ∆(k), we definite In∆ to be the set of all indices i : V(∆)→ {1, ..., n} such
that
• for any two upper indices v, w, we have iv 6= iw
• for any two lower indices v, w, we have iv 6= iw
• for any edge iu(e) = id(e) ⇐⇒ e is perpindicular
Denote by Wn = 1√n An− zI = (wij), so that Hn = WnW∗n where we now supress the dependence
on n when we write the entries for ease of notation; we will also suppress this dependence for the
entries xij. We now prove Theorem 3.2.
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Proof. (of Theorem 3.2) We have
1
n
E[tr Hkn]
=
1
n
n
∑
i1,...,ik=1
n
∑
j1,...,jk=1
Ewi1 j1 wi2 j1 ...wik jk wi1 jk
=
1
n ∑∆∈∆(k)
∑
i,j∈{1,...,n}k :
G(i,j)∼∆
Ewi1 j1 wi2 j1 ...wik jk wi1 jk
= ∑
∆∈∆(k)
1
n ∑i∈In∆
E
(
∏
e∈S(∆)
wiu(e)id(e) ∏
e∈UP(∆)
wiu(e)id(e) ∏
e∈DP(∆)
wiu(e)id(e)
)
= ∑
∆∈∆(k)
1
nα ∑i∈In∆
E
(
∏
e∈S(∆)
xiu(e)id(e) ∏
e∈UP(∆)
wiu(e)id(e) ∏
e∈DP(∆)
wiu(e)id(e)
)
where α = 1+ |S(∆)|/2. For a fixed ∆, let ∆′ be the graph obtained by replacing each pair of
vertices connected with a perpendicular edge by one vertex and removing all corresponding per-
pendicular edges, while keeping all skew edges so that ∆′ is connected and has |S(∆)| edges. For
this fixed ∆, each term in the sum over i ∈ In∆ above is bounded by some constant in k, z as we
have all bounded moments of the individual xij.
As |In∆| ≤ n|V(∆
′)|, the graphs ∆ such that ∆′ has fewer than 1+ S(∆)/2 vertices have no asymp-
totic contribution. Note that in the case of z = 0, these are entries of Momk(An) that have xij terms
with powers greater than or equal to 2, but not all equal to 2.
Moreover, for skew edges e = (v, w) of multiplicity 1, (w, v) is not an edge of ∆ and so the cor-
responding variable xiu(e) jv(e) appears in the product exactly once. By assumption A2, the sum of
these terms is also asymptotically negligible. Note that in the case of a random matrix with mean
zero iid entries, these terms vanish automatically.
We are left with the graphs ∆ for which each skew edge e, treated as an undirected edge, appears
only twice and ∆′ has at least 1+ |S(∆)|/2 vertices. Let ∆′′ be the graph formed by identifying up
and down edges of ∆′ that share the same endpoints. This implies that number of edges a of ∆′′
is at most |S(∆)|/2. If b is the number of vertices of ∆′′, we have that b ≥ a + 1. Moreover, since
∆′′ is connected we have that b = a + 1 = |S(∆)|/2 + 1, and ∆′′ is a tree. Since the cycle in ∆′
inherited from ∆ corresponds to a walk in ∆′′ which goes through every vertex and returns to the
starting vertex, it means all skew edges in ∆ appear exactly twice. We also have that among the
perpendicular edges connected any two vertices of ∆, there are equal numbers of up and down
edges. Thus, we can write
1
n
EtrHkn = ∑
∆∈∆(k):
∆′′is a tree
|z|2|UP(∆)|n−α ∑
i∈In∆
E ∏
e∈S(∆)
xiu(e)id(e) + ok,z(1)
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To each ∆ such that ∆′′ is a tree, we can assign a Γ-tree T(∆), where the special vertices are
obtained by merging vertices of ∆ connected by perpindicular edges and the orinetation of edges
is always from up to down. Using Proposition 3.4, we have
1
n
E tr Hkn
= ∑
∆∈∆(k):
∆′′is a tree
|z|2|UP(∆)|ξn(T(∆)) + ok,z(1)
= ∑
∆∈∆(k):
∆′′is a tree
|z|2|UP(∆)| + ok,z(1)
which completes the proof. 
4. PROOF OF CIRCULAR LAW
In this section we prove the main theorem of this paper
Theorem 4.1. Let An be a sequence of n× n random matrices with independent rows X(n)1 , ..., X(n)n defined
on a common probability space and satisfying assumptions A1-A3. Assume that for each n and i, d ≤ n,
and all δ > 0, the probability measures ν(n)i for X
(n)
i have uniformly bounded
∥∥∥ν(n)1 , . . . , ν(n)n ∥∥∥d,δ. Then
almost surely the spectral measure of µ 1√
n An
converges weakly to the uniform distribution on the unit disk
in C.
To prove this theorem, we will use the following replacement principle for random matrices by
Tao and Vu.
Theorem 4.2 (Tao-Vu Replacement Principle). Suppose for each n that An, Bn ∈ Mn(C) are ensembles
of random matrices defined on a common probability space. Assume that
(1)
1
n2
‖An‖2 + 1n2 ‖Bn‖
2
is almost surely bounded
(2) for almost all complex numbers z,
1
n
log |det( 1√
n
An − zI)| − 1n log |det(
1√
n
Bn − zI)|
coverges almost surely to zero.
Then µ 1√
n An
− µ 1√
n Bn
coverges almost surely to 0.
To use the replacement principle, note that if the rows of random matrices are distributed
according to the multivariate Gaussian random variables with independent coordinates having
mean zero and finite second moment, then the
∥∥∥ν(n)1 , . . . , ν(n)n ∥∥∥d,δ is bounded and assumptions A1-
A3 are satisifed. As matrices of this kind are known to have spectral distribution converging to
the uniform distribution on the unit disk in C, we need only show that the replacement principle
holds for matrices of the kind described in Theorem 4.1.
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We first verify the second condition in Theorem 4.2. We wish to show that for any z ∈ C, with
probability one,
1
n
log |det( 1√
n
An − zI)| − 1n log |det(
1√
n
Bn − zI)| → 0
Denote the rows of 1√n An − zI by Z1, Z2, ..., Zn and the rows of 1√n Bn − zI by Y1, Y2, ..., Yn. Denote
by Vi the span of Z1, Z2, ..., Zi−1 and by Ui the span of Y1, Y2, ..., Yi−1. We then have that
1
n
log |det( 1√
n
An − zI)| = 1n
n
∑
i=1
log dist(Zi, Vi)
and
1
n
log |det( 1√
n
Bn − zI)| = 1n
n
∑
i=1
log dist(Yi, Ui)
and we wish to show that
1
n
n
∑
i=1
log dist(Zi, Vi)− 1n
n
∑
i=1
log dist(Yi, Ui)→ 0
Now, recall the following identity.
Lemma 4.3. Let 1 ≤ k ≤ n and M be a full rank k × n matrix with singular values σ1(M) ≥ ... ≥
σk(M) > 0 and rows X1, ..., Xk ∈ Cn. For each 1 ≤ i ≤ k, let Wi be the hyperplane generated by the k− 1
vectors X1, ..., Xi−1, Xi+1, ..., Xk. Then,
k
∑
j=1
σj(M)−2 =
k
∑
j=1
dist(Xj, Wj)−2
By Theorem 2.15 and the Borel-Cantelli lemma, we have that
log dist(Zi, Vi), log dist(Yi, Ui) ≥ −C1 log n
with probability one for some constant C1 > 0. Furthermore, by A3 (or from Proposition 4.5
proved independently below), we have that with probability one there exists a constant C2 > 0
such that for large n and i ≤ n,
log dist(Zi, Vi), log dist(Yi, Ui) ≤ C2
Thus, to show the second condition of the replacement principle, it suffices to show that
1
n
n−n.99
∑
i=1
log dist(Zi, Vi)− 1n
n−n.99
∑
i=1
log dist(Yi, Ui)→ 0
Following Tao and Vu in [TV10], we show this with the following two lemmas.
Lemma 4.4. (High-dimensional contribution) There exists a constant C, such that for every e ∈ (0, 1/4)
and every δ ∈ (0, e2), with probability one, for sufficiently large n,
1
n ∑
(1−δ)n≤i≤n−n.99
(| log dist(Zi, Vi)|+ | log dist(Yi, Ui)|) ≤ Ce
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Proof. We only consider the first part of the sum involving the Z′i s, since the argument for the
Yi terms is identical. We consider the positive and negative components of the logarithm sepa-
rately. For the positive component, as max(log dist(Zi, Vi), 0) is bounded by the constant C2, as
mentioned earlier, we have with probability 1, for δ < e,
1
n ∑
(1−δ)n≤i≤n−n.99
max(log dist(Zi, Vi), 0) ≤ C2e
To deal with the negative component of the logarithm, by the Borel-Cantelli lemma, it suffices
to show
∞
∑
i=1
P
 1
n ∑
(1−δ)n≤i≤n−n.99
max(− log dist(Zi, Vi), 0) ≥ e
 < ∞
To show this, we use the prove the following proposition.
Proposition 4.5 (Lower tail bound). Let 1 ≤ d ≤ n and c > 0, and let V be a random d-dimensional
subspace of Cn. Let X be a row of An. Then,
P(dist(
√
nX, V) ≤ c√n− d) = O(cdωd(1− dn )
d
2 )
where the constant depends on c. Moreover, the right hand side is less than O(( d2epic2 )
− d2 ).
Proof. Recall the definition of ‖ fX1 , . . . , fXn‖d,δ and the (non-measure preserving) homeomorphism
given by V 7→ V⊥. Then we have,
PX,V∈Grn,d(dist(
√
nX, V) ≤ c√n− d) ≤ PX,W∈Grn,n−d(‖projW(
√
nX)‖ ≤ c√n− d)
≤ PX,W∈Grn,n−d
(
‖projW(X)‖ ≤ c
√
1− d
n
)
≤ ωd
(
c
√
1− d
n
)d
‖ fX1 , . . . , fXn‖d,c√1− dn
The last inequality follows from Lemma 2.12.
Since, ‖ fX1 , . . . , fXn‖d,δ < C for all δ > 0, we obtain the bound O(ωdcd(1− dn )
d
2 ).
The last statement follows from the definition of ωd followed by an application of Sterling’s
estimate. 
Now, since with probability one, Vi is of dimension i− 1, and Zi and Vi are independent of each
other, the proposition implies that
dist(Zi, Vi) ≥
√
n− i + 1
for each (1− δ)n ≤ i ≤ n − n.99, with probability 1−O(n−10), say. Setting δ sufficiently small,
compared to e, taking logarithms and summing in i and n, one obtains the result. 
Lemma 4.6. (Low-dimensional contribution) There exists a constant C, such that for every e ∈ (0, 1/4)
and every δ0 > 0 such that for every δ ∈ (0, δ0), with probability one, for sufficiently large n,∣∣∣ 1
n ∑1≤i≤(1−δ)n
(log dist(Zi, Vi)− log dist(Yi, Ui))
∣∣∣≤ Ce
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Proof. Let n′ = b(1− δ)c and let Ann′ be the matrix with rows
√
nZ1, ...,
√
nZn′ , and let Bnn′ be the
matrix with rows
√
nY1, ...,
√
nYn′ . Expressing the determinant as product of singular values, we
have that
1
n ∑1≤i≤(1−δ)n
log dist(Zi, Vi) =
1
n
n′
∑
i=1
log(σi(Ann′))
and similarly for Yi, Ui, and Bnn′ . Thus, it suffices to show that
1
n′
n′
∑
i=1
log(σi(Ann′))− log(σi(Bnn′)) = O(e)
for all but finitely many n. Which amounts to showing that∫ ∞
0
log tdνnn′(t) = O(e)
for all but finitely many n, where dνnn′ = µ 1
n′ Ann′A
∗
nn′
− µ 1
n′ Ann′A
∗
nn′
. We show this by dividing the
region of t into parts.
(1) The region of very large t:
Note that ∫ ∞
0
t|dνnn′(t)| ≤ 1n′
n′
∑
i=1
(
1
n
σi(Ann′)2 +
1
n
σi(Bnn′)2)
=
1
n′
n′
∑
i=1
(|Zi|2 + |Yi|2) < C
for some C, with probability 1, for sufficiently large n and all i, by A3. Thus, we have that∫ ∞
Re
| log t||dνnn′(t)| ≤ e
for all but finitely many n and some Re depending only on e.
(2) The region of intermediate t:
Consider the region t ∈ [e4, Re]. First, recall the Cauchy Interlacing Property
Lemma 4.7 (Cauchy Interlacing Property). Let A be a n× n matrix with complex entries and let A′ be
the submatrix formed by the first n − k rows. Let σ1(A), ..., σn(A) denote the singular values of A, and
similarly for A′. Then,
σi(A) ≥ σi(A′) ≥ σi+k(A)
for every 1 ≤ i ≤ n− k
Let Ψ be a smooth function which equals 1 on [e4, Re] and is supported on [e4/2, 2Re]. Then,
using Lemma 4.7, we have∫ ∞
0
Ψ(t) log tdνnn′(t) =
∫ ∞
0
Ψ(t) log tdνnn(t) +O(e)
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if δ is sufficiently small, depending on e and Ψ. By Corollary 3.3, we have that µ 1
n An A
∗
n
and µ 1
n BnB
∗
n
converge to the same limit, and thus nunn converges to zero. Thus,∫ Re
e4
log tdνnn′(t) ≤
∫ ∞
0
Ψ(t) log tdνnn′(t) = O(e)
(3) The region of moderately small t:
Consider the region t ∈ [δ2, e4]. We wish to show that∫ e4
δ2
| log t||dνnn′(t)| = O(e)
By the triangle inequality and symmetry, it suffices to show that, with probability 1, one has∫ e4
δ2
| log t||dµ 1
n′ Ann′A
∗
nn′
(t)| = O(e)
for all but finitely many n. We can express the left hand side as
1
n
n′
∑
i=1
f (
1√
n
σi(Ann′))
where f (t) = | log t|1(δ2≤t2≤e4).
As f is less than | log δ|, if δ < e2, we may make the contribution for i ≥ (1− 2δ)n acceptable.
Thus, it suffices to show that we have, almost surely,
1
n ∑1≤i≤(1−2δ)n
f (
1√
n
σi(Ann′)) = O(e)
for all but finitely many n.
Recall that n′ = b(1− δ)nc. For any 0 < c < 1, by Proposition 4.5 and the Borel-Cantelli lemma,
we have with probability 1 that
dist(Zi, span(Z1, ..., Zi−1, Zi+1, ..., Zn′)) ≥ c
√
n− n′ = c
√
δn
for all but finitely many n and all 1 ≤ i ≤ n′. Thus, 1√nσi(An,n′) ≥ c
√
δ, so that
1
n
n′
∑
i=1
(
1√
n
σi(Ann′))−2 ≤ n
′
n
c
δ
= Oδ(1)
Moreover, as n′ = b(1− δ)nc and σi(An,n′) is decreasing in i, one has that 1√nσb(1−2δ)nc(An,n′) ≥
c
√
δ.
Now, using Proposition 4.5 and the Borel-Cantelli lemma again, we have with probability one,
dist(Zi, span(Z1, ..., Zi−1, Zi+1, ..., Zn′′)) ≥ c
√
n− n′′
for all but finitely many n, all 1 ≤ i ≤ n′′ and n2 ≤ n′′ ≤ n′. Thus,
(
1√
n
σi(An,n′′))−2 ≤ cnn− n′′
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so that we have almost surely that
1
n
n′′
∑
i=1
(
1√
n
σi(An,n′′))−2 = O(
n
n− n′′ )
for all but finitely many n and all n2 ≤ n′′ ≤ n′.
Using the last n− n′′ terms in the sum on the left hand side below, we get that
n′′
∑
i=1
(
1√
n
σi(Ann′′))−2 ≥ (n− n′′)( 1√nσ2n′′−n(Ann′′))
−2
we can conclude that
(
1√
n
σ2n′′−n(Ann′′)) ≥ c′ n− n
′′
n
for all but finitely many n and n/2 ≤ n′′ ≤ n′, for some constant c′ > 0. Using Lemma 4.7, we can
conclude that
(*)
1√
n
σi(Ann′) ≥ c n
′ − i
n
for all but finitely many n and all 1 ≤ i ≤ (1− 2δ)n.
Now recall,
1
n ∑1≤i≤(1−δ)n
f (
1√
n
σi(Ann′))
By (*), we see that the only terms in this sum that do not vanish are those with for which i =
(1−O(e2))n. For such terms, using (*) and the fact f (t) ≤ − log t, we have that
1
n ∑1≤i≤(1−2δ)n
f (
1√
n
σi(Ann′)) = O(e)
(4) The region of small t:
Consider t ≤ δ. As in the region of moderately small t, we need only show that
1
n
n′
∑
i=1
g(
1√
n
σi(Ann′)) = O(e)
for all but finitely many n, where g(t) = | log t|1(t2<δ2).
By Proposition 4.5 and the Borel-Cantelli lemma, we that with probability 1, for large enough n
and all i ≤ n′,
dist(Zi, span(Z1, ..., Zi, Zi+1, ..., Zn′)) ≥ c
√
δ.
Again, using Proposition 4.5 and Lemma 4.3, we have that
1
n′
n′
∑
i=1
((
1√
n
σi(Ann′))−2 = O(e).
If δ is small enough, we have g(t) ≤ e/t2, and the result follows.

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