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Abstract
LetA∈Rn×n. We provide a block characterization of copositive matrices, with the assump-
tion that one of the principal blocks is positive definite. Haynsworth and Hoffman showed that
if r is the largest eigenvalue of a copositive matrix then r  |λ|, for all other eigenvalues λ
of A. We continue their study of the spectral theory of copositive matrices and show that a
copositive matrix must have a positive vector in the subspace spanned by the eigenvectors
corresponding to the nonnegative eigenvalues. Moreover, if a symmetric matrix has a positive
vector in the subspace spanned by the eigenvectors corresponding to its nonnegative eigen-
values, then it is possible to increase the nonnegative eigenvalues to form a copositive matrix
A′, without changing the eigenvectors. We also show that if a copositive matrix has just one
positive eigenvalue, and n− 1 nonpositive eigenvalues then A has a nonnegative eigenvector
corresponding to a nonnegative eigenvalue.
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1. Introduction
Let ei ∈ Rn denote the vector with a 1 in the ith position and all 0’s elsewhere.
For x = (x1, . . . , xn)T ∈ Rn we will use the notation that x  0 when xi  0 for
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all i, 1  i  n, and x > 0 when xi > 0 for all i, 1  i  n. We will say that a
matrix is nonnegative (nonpositive) in the event that all of its entries are nonneg-
ative (nonpositive). A symmetric matrix is positive semidefinite if xTAx  0, for
all x ∈ Rn, and positive definite if xTAx > 0, for all x ∈ Rn, x /= 0. A symmetric
matrix A ∈ Rn×n is said to be copositive when xTAx  0 for all x  0, and A is
said to be strictly copositive when xTAx > 0 for all x  0 and x /= 0. A nonnega-
tive matrix is a copositive matrix, as is a positive semidefinite matrix. Clearly, the
sum of two copositive matrices is copositive. It was shown by Alfred Horn (see [2])
that a copositive matrix need not be the sum of a positive semidefinite matrix and a
nonnegative matrix.
2. Conditions for copositivity of block matrices
Lemma 1, which is an extension of a similar result for positive semidefinite matri-
ces, appeared in [4,6,9]. We include a proof for completeness.
Lemma 1. Let A ∈ Rn×n be copositive. If x0  0 and xT0 Ax0 = 0, then Ax0  0.
Proof. Let  > 0. Then for any i, 1  i  n, since x0 + ei  0, we have
(x0 + ei)TA(x0 + ei) = xT0 Ax0 + 2eTi Ax0 + 2eTi Aei  0. (1)
This says that 2eTi Ax0  −2aii , so eTi Ax0  − 2aii . But this is true for any  > 0,
so Ax0  0. 
A form of Theorem 2, restricted to when b  0, or b  0, was given in [1].
Theorem 2. LetA =
(
a bT
b A′
)
∈ Rn×n,whereA′ ∈ R(n−1)×(n−1), b ∈ Rn−1, and
a ∈ R. Then A is copositive if and only if a  0; A′ is copositive; if a > 0 then
x′T
(
A′ − bbT
a
)
x′  0, for all x′ ∈ Rn−1, such that x′  0 and bTx′  0; if a = 0
then b  0.
Proof. For x = (x1, x′)T ∈ Rn, where x1 ∈ R and x′ ∈ Rn−1, we have
xTAx = ax21 + 2bTx′x1 + x′TA′x′, (2)
= a
[
x1 + b
Tx′
a
]2
+ x′T
(
A′ − bb
T
a
)
x′ (if a > 0). (3)
Suppose A is copositive. Then evidently a  0 and A′ is copositive. If a > 0 and
bTx′  0 then taking x1 = − bTx′a we have that x′T
(
A′ − bbT
a
)
x′  0. If a = 0 then
from Lemma 1 with x0 = e1, we have b  0.
C.R. Johnson, R. Reams / Linear Algebra and its Applications 395 (2005) 275–281 277
For the converse, if a = 0, b  0, so from Eq. (2), A is copositive, since A′ is
copositive. Suppose a > 0. If bTx′ > 0, then use Eq. (2) to conclude that xTAx  0,
since A′ is copositive. Whereas, if bTx′  0 use Eq. (3) to conclude A is
copositive. 
Corollary 3. Suppose a > 0 in the matrix A in the statement of the theorem. If
A′ − bbT
a
is copositive then A is copositive.
Proof. Follows from Eq. (3). 
For an example to illustrate that if the matrix A in Theorem 2 is copositive it does
not necessarily follow that A′ − bbT
a
is copositive, consider A =
( 1 −1 2
−1 1 −1
2 −1 1
)
.
A is copositive, since A =
( 1
−1
1
)
(1,−1, 1)+
( 0 0 1
0 0 0
1 0 0
)
. We can extend Theo-
rem 2 to provide a Schur complement-like condition analogous to the well known
block characterization of positive definite matrices.
Theorem 4. Let A =
(
A1 B
T
B A2
)
∈ Rn×n, in which A1 ∈ Rl×l , B ∈ Rm×l , and
A2 ∈ Rm×m, with l +m = n. Let A1 be positive definite, and suppose that A−11 BT
is nonpositive. Then A is copositive if and only if A2 − BA−11 BT is copositive.
Proof. For x = (x1, x2)T ∈ Rn, where x1 ∈ Rl and x2 ∈ Rm, we have
xTAx = xT1 A1x1 + 2xT1 BTx2 + xT2 A2x2, (4)
= (x1 + A−11 BTx2)TA1(x1 + A−11 BTx2)+ xT2 (A2 − BA−11 BT)x2.
(5)
Reasoning as in Theorem 2, and using only Eq. (5), if A is copositive, taking x1 =
−A−11 BTx2, for any x2  0, we see that A2 − BA−11 BT is copositive. Conversely,
A1 being positive definite, and A2 − BA−11 BT being copositive implies the coposi-
tivity of A. 
3. Spectral theory of copositive matrices
Haynsworth and Hoffman [3] showed that for a copositive matrix A, its largest
eigenvalue r satisfies r  |λ|, where λ is any other eigenvalue of A. Their proof is:
Let λ < 0 and Ax = λx, where ‖x‖ = 1. Then write x = y − z, where y  0, z 
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0, and yTz = 0, so ‖y + z‖ = 1. Then r  (y + z)TA(y + z) = 2yTAy + 2zTAz−
(y − z)TA(y − z)  −λ.
The Perron–Frobenius Theorem [5] states that a nonnegative matrix A has an
eigenvalue r , such that r  |λ| for all other eigenvalues λ of A, and that the eigen-
vector corresponding to r has nonnegative components. For a copositive matrix, in
general, the eigenvector corresponding to r need not be nonnegative, since a positive
semidefinite matrix can be constructed as
∑k
i=1 uiuTi , n  k  1, with orthogonal
ui’s where the components of each ui has mixed signs.
We will use Stiemke’s version of the Theorem of the Alternative (see for instance
[8]) for what follows.
Theorem 5 (Stiemke). Let B ∈ Rm×n. Then either statement I or II occurs, but not
both.
I. yTB  0, for some y ∈ Rm;
II. Bx = 0, for some x ∈ Rn, x > 0.
Kaplan [7] proved, among other things, that a copositive matrix cannot have a
positive eigenvector corresponding to a negative eigenvalue. We now extend this
result as follows.
Lemma 6. Let A be a copositive matrix, with at least one negative eigenvalue.
Then A cannot have a (nonzero) nonnegative vector in the subspace spanned by the
eigenvectors corresponding to the negative eigenvalues.
Proof. Let λ1, . . . , λn be the eigenvalues of A. Suppose also that they are ordered
as λ1  · · ·  λk  0 and 0 > λk+1  · · ·  λn, with corresponding orthonormal
eigenvectors v1, . . . , vk, vk+1, . . . , vn, respectively. If there was a vector w  0 in
the subspace spanned by vk+1, . . . , vn, then writing w =∑ni=k+1 µivi , we would
havewTAw = (∑ni=k+1 µivi)T A (∑ni=k+1 µivi)=∑ni=k+1 λiµ2i < 0, which is not
possible, since A is copositive. 
We now use Theorem 5 and Lemma 6 to prove a weaker result, in Theorem 7,
than that A has a nonnegative or positive eigenvector. Theorem 7 also provides a
partial converse.
Theorem 7. Let A ∈ Rn×n be symmetric. If A is copositive then there is a positive
vector in the subspace spanned by the eigenvectors corresponding to the nonnegative
eigenvalues. Moreover, if A has a positive vector in the subspace spanned by the
eigenvectors corresponding to the nonnegative eigenvalues, then the nonnegative
eigenvalues may be made sufficiently large, without changing any eigenvectors so
that the resulting matrix A′ is copositive.
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Proof. If all the eigenvalues of A are nonnegative the result is clear. So, suppose
A has at least one negative eigenvalue. Let λ1, . . . , λn be the eigenvalues of A, and
label the eigenvalues and eigenvectors with the same notation as the lemma. Clearly,
λ1 > 0. Let B be the (n− k)× n matrix whose rows are vk+1, . . . , vn. Then from
Lemma 6 there is no y ∈ Rn−k , such that yTB  0. From Stiemke’s Theorem of the
Alternative, we must have Bx = 0, for some x ∈ Rn, x > 0. But then x must be in
the subspace spanned by the eigenvectors v1, . . . , vk .
To prove the “Moreover” part, let Z = {z = b1v1 + · · · + bnvn | z  0, ‖z‖ =
1}. Clearly, Z is both closed and bounded. Note also that ∑ni=1 b2i = 1, since
v1, . . . , vn are orthonormal. Let b = minz∈Z∑ki=1 b2i , c = maxz∈Z∑ni=k+1 b2i , and
let λm be the smallest positive eigenvalue among λ1, . . . , λk . Then zTAz = b21λ1 +
· · · + b2kλk + b2k+1λk+1 + · · · + b2nλn  (b21 + · · · + b2m)λm + (b2k+1 + · · · + b2n)λn
 bλm + cλn. Now if b = 0 then this would imply that there is a vector z ∈ Z
which is a linear combination of vk+1, . . . , vn. But then if B is the (n− k)× n
matrix whose rows are vk+1, . . . , vn, we would have z = yTB  0. But this is not
possible, since we already have that there is a positive vector in the subspace spanned
by v1, . . . , vk , and so this positive vector is orthogonal to vk+1, . . . , vn, that is to
say, there is an x ∈ Rn, x > 0, such that Bx = 0, which is the other alternative
of Stiemke’s Theorem of the Alternative. So, with b > 0 we can increase λm, to
λ′m, so that bλ′m + cλn  0. Then A′ = λ1v1vT1 + · · · + λ′mvmvTm + · · · + λnvnvTn , is
copositive, since b is smallest and c is largest for the given eigenvectors. There-
after, increasing any of the other nonnegative eigenvalues will retain copositivity,
since this is effectively only adding a positive semidefinite matrix to A′, to form a
new A′. 
One consequence of the construction in the proof of Theorem 7 is that we can see
that a copositive matrix might or might not have a nonnegative eigenvector corre-
sponding to one of its eigenvalues (although, of course, we know from Lemma 6, a
nonnegative eigenvector cannot correspond to a negative eigenvalue), since the only
requirement for the construction of A′ was that there be a positive vector in the span
of the eigenvectors corresponding to the nonnegative eigenvalues.
Theorem 9 is the strictly copositive version of Theorem 7, for which we will need
a strictly copositive version of Lemma 8.
Lemma 8. Let A be a strictly copositive matrix, with at least one negative eigen-
value. Then A cannot have a (nonzero) nonnegative vector in the subspace spanned
by the eigenvectors corresponding to the nonpositive eigenvalues.
Proof. A similar argument to that given in Lemma 6 is all that is required. 
Theorem 9. Let A ∈ Rn×n be symmetric. If A is strictly copositive then there
is a (nonzero) nonnegative vector in the subspace spanned by the eigenvectors
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corresponding to the positive eigenvalues. Moreover, if A has a (nonzero) non-
negative vector in the subspace spanned by the eigenvectors corresponding to the
positive eigenvalues then the positive eigenvalues may be made sufficiently large,
without changing any eigenvectors so that the resulting matrix A′ is strictly coposi-
tive.
Proof. Let λm be the smallest positive eigenvalue of A, then with B as the (n−
m)× n matrix whose rows are vm+1, . . . , vn, we can argue just as in Theorem 7.

However, with some conditions on the eigenvalues, we can guarantee that a co-
positive matrix has a nonnegative or positive eigenvector. Consider the copositive
matrices A =
(
1 −1
−1 1
)
, B =
( 1 1 0
1 1 0
0 0 0
)
, and C =
( 0 1 0
1 0 0
0 0 0
)
. A shows that
we can have a positive eigenvector going with a zero eigenvalue. B shows that we can
have a nonnegative eigenvector going with a positive eigenvalue. C shows that with
at least one negative eigenvalue we can have a nonnegative eigenvector going with
a positive eigenvalue. To prove the theorem, guaranteeing a nonnegative or positive
eigenvector, we will need a lemma.
Lemma 10. Let u ∈ Rn be a vector with components of mixed signs (i.e. at least
one positive component and at least one negative component), and let v ∈ R be any
vector linearly independent with u. Then there is a positive vector w, which is both
orthogonal to u and not orthogonal to v.
Proof. Since u has mixed signs, there are positive vectors orthogonal to u. Pick any
vector x > 0 orthogonal to u. If x is not orthogonal to v, take w = x and we are
done. If x is orthogonal to v, take w = x + v, where  > 0 is small enough so that
w > 0. Then wTv = vTv > 0, and we are done. 
Theorem 11. Let A ∈ Rn×n be copositive, with one positive eigenvalue r, and n−
1 nonpositive eigenvalues. Then A has a nonnegative eigenvector corresponding to
a nonnegative eigenvalue. Moreover, if A has no negative eigenvalues, then either r
has a nonnegative eigenvector, or zero has a positive eigenvector. Further, if A has
any negative eigenvalues, then r has a nonnegative eigenvector, and if A has n− 1
negative eigenvalues, then r has a positive eigenvector.
Proof. Using the notation of the previous lemmas and theorems (except that λ1 =
r), let v1 be the eigenvector corresponding to r . If A has no negative eigenvalues,
we must have A = rv1vT1 . If v1 is nonnegative then we are done, since v1 is the
desired eigenvector. If v1 has mixed signs then we can find w > 0 orthogonal to
v1, and this w is an eigenvector corresponding to zero. Now let A have at least one
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negative eigenvalue. Suppose v1 has mixed signs. Then from Lemma 10 there is a
positive vector w that is orthogonal to v1 and not orthogonal to vn. Then wTAw =∑n
i=2 λi(wTvi)2 < 0, which is not possible since A is copositive. So, v1 must be
nonnegative. Finally, let A have n− 1 negative eigenvalues, then A has a posit-
ive eigenvector corresponding with r from Theorem 7, since the subspace spanned
by the eigenvectors corresponding to the nonnegative eigenvalues is one dimen-
sional. 
References
[1] L-E. Andersson, G.Z. Chang, T. Elfving, Criteria for copositive matrices using simplices and bary-
centric coordinates, Linear Algebra Appl. 220 (1995) 9–30.
[2] M. Hall Jr., Combinatorial Theory, John Wiley and Sons, New York, 1986.
[3] E. Haynsworth, A.J. Hoffman, Two remarks on copositive matrices, Linear Algebra Appl. 2 (1969)
387–392.
[4] A.J. Hoffman, F. Pereira, On copositive matrices with −1, 0, 1 entries, J. Combin. Number Theory
(A) 14 (1973) 302–309.
[5] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, 1985.
[6] Kh.D. Ikramov, N.V. Savel’eva, Conditionally definite matrices, J. Math. Sci. 98 (1) (2000) 1–50.
[7] W. Kaplan, A test for copositive matrices, Linear Algebra Appl. 313 (1–3) (2000) 203–206.
[8] O. Mangasarian, Nonlinear Programming, in: Classics Appl. Math., vol. 10, SIAM, 1994.
[9] H. Väliaho, Criteria for copositive matrices, Linear Algebra Appl. 81 (1986) 19–34.
