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Using one-dimensional spin-1/2 systems as prototypes of quantum many-body systems, we
study the emergence of quantum chaos. The main purpose of this work is to answer the following
question: how does the spin-orbit interaction, as a pure quantum interaction, may lead to the
onset of quantum chaos? We consider three integrable spin-1/2 systems: the Ising, the XX, and
the XXZ limits, and analyze whether quantum chaos develops or not after the addition of the
Dzyaloshinskii-Moriya interaction. We find that, depending on the strength of the anisotropy
parameter, the answer is positive for the XXZ and Ising models, while no such evidence is observed
for the XX model. We also discuss the relationship between quantum chaos and thermalization.
The main purpose of this work is to answer this question: how the spin-orbit
interaction as a pure quantum interaction may develop a quantum chaos which has no
classical counterpart?. The result can be summarized as follows:
1- Ising chain with added Dzyaloshinskii-Moriya (DM) Interaction is chaotic.
2- XX chain with added DM interaction does not show a chaotic features.
3- XXZ chain with added DM interaction is chaotic.
I. INTRODUCTION
Quantum chaos began as an attempt to find chaos,
in the sense of extreme sensitivity to changes in initial
conditions, in quantum mechanical systems. The most
natural guess would be that chaos would appear in the
quantum realm in much the same way as it appears in the
classical one, namely in the form of sensitive dependence
on initial conditions. However, the laws of quantum me-
chanics do not permit a similar definition, since the laws
do not show an exponential sensitivity to the initial con-
ditions. So it boosts this question, how does classical
chaos emerge from a quantum system? Are there any
signatures of chaos in a quantum system whose classical
counterpart is chaotic?1–4
Over recent decades, researchers have gained some im-
portant insights about the relationship between quantum
mechanics and classical chaos. One of the most solid con-
clusions concern the statistical properties of the energy
levels of large quantum systems5, such as heavy atomic
nuclei6,7. If a classical non-chaotic system is quantized,
the resulting discrete energy values (eigenvalues) tend to
cluster, while eigenvalues in quantum systems whose clas-
sical counterparts are chaotic typically repel each other
and tend to be distributed more uniformly within the
available energy range.
The general integrable systems have the Poisson dis-
tribution of energy level spacing, which implies the ex-
istence of many degenerate eigenenergies. On the other
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hand, the quantum chaotic systems have the Wigner-
Dyson distribution of energy level spacing. The Wigner-
Dyson distribution has two main features: zero proba-
bility at zero energy level spacing and a peak at a fi-
nite energy level spacing. The former feature means that
there is a little degeneracy while the latter implies that
there are a large number of energy level spacings around
the peak value. These signatures of chaos have been ex-
perimentally observed in the energy levels obtained from
molecular and atomic spectra8,9.
Low-dimensional many body quantum systems, spe-
cially, spin-1/2 chains, are very good candidates10–19 for
studying quantum chaos. It is known that the level
spacing distribution for the integrable XXZ chain is
Poissonian10 for all values of the anisotropy parameter,
apart from some special ones that may lead to excessive
degeneracies11. In 2004, Santos showed that a transition
to the chaotic phase happens with the addition of a single
defect in the spin-1/2 XXZ chain model12. One should
note that, an open chain with defects only on edges is
not chaotic. In addition, studies show that the transi-
tion to chaos can also be achieved with onsite disorder13,
by increasing the strength of the next-nearest neighbor
interaction10,14,15, or by coupling a second chain10.
On the other hand, motivated by some recent exper-
imental realization of spin-orbit coupled optical lattices
for both fermions20,21 and bosons22, author in ref[23] syn-
thesize spin-orbit and Zeeman coupling into an effective
Hamiltonian for bosons and spin-1/2 fermions in opti-
cal lattices. It is shown that spin-orbit coupling leads to
an effective in-plane Dzyaloshinskii-Moriya (DM) term,
which its strength predicted of the same order as the
Heisenberg coupling constant. Moreover, with the advent
of experiments on optical lattices (which mimic the lat-
tices in real materials), can enable to explore condensed
2matter phenomena in a controlled and almost pure en-
vironment. The general hope is to be able to simulate
interesting many-body systems beyond the reach of state-
of-the art numerical methods and to find answers to so
far unsolved questions of the field.
In this work, we explore whether the onset of chaos can
also take place in spin-1/2 systems if one includes also the
DM interaction. From a physical point of view, this inter-
action is one of the agents responsible for magnetic frus-
tration. Since this interaction may induce spiral spin ar-
rangements in the ground state, it is closely involved with
ferroelectricity in multiferroic spin chains26,27. More-
over, the DM interaction modifies the dynamic properties
and the quantum entanglement of spin chains28–31. Ising
model with the DM interaction was extensively studied32.
We consider the three limits of the 1D Heisenberg
model, namely the Ising, XX, and XXZ models. They
have been previously explored before in the context of
quantum chaos and quantum information33–38. We an-
alyze the effects of the DM interaction on these models
with focus on the level spacing statistics and localization
in real space. Using exact diagonalization, we find that
the Ising and XXZ models can develop chaos, but the
same does not happen for the XX model. In terms of
localization we find the structures of the eigenstates in
real space are very similar when the system is chaotic,
but differ in the integrable limit. We also address the re-
lationship between chaos and quantum thermalization in
isolated interacting many-body systems based on eigen-
state thermalization hypothesis(ETH). It is found that
the onset of chaos is intimately related with the viability
of thermalization and this indicates that the ETH should
be valid in the chaotic domain.
The paper is organized as follows. In section (II), we
summarize the model Hamiltonian. In section (III), the
approach and formalism are addressed. In section (IV),
we present our numerical results. Finally, the conclusion
is given in section (V).
II. THE MODEL
We consider a spin-1/2 chain with only nearest neigh-
bor interaction. The Hamiltonian of the anisotropic XXZ
model in a uniform magnetic field (h) with added the DM
interaction and an open boundary chain of length L, is
given by
H =
L−1∑
n=1
J
(
S
x
nS
x
n+1 + S
y
nS
y
n+1
)
+ Jz(S
z
nS
z
n+1)
+D
L−1∑
n=1
(
S
x
nS
y
n+1 − S
y
nS
x
n+1
)
+ h
L∑
n=1
Szn + ǫdS
z
d (1)
where Sx,y,zn are spin-1/2 operators on the n-th site.
J > 0 and Jz > 0 are the antiferromagnetic (AF) cou-
pling constants. J is the flip-flop coupling and responsi-
ble for propagating the excitation through the chain. A
spin pointing up corresponds to an excitation. Jz is the
Ising coupling. We work with an anisotropic chain, that
is, the coupling constant J for the XX type interaction is
different to the coupling constant Jz for diagonal Ising in-
teraction. The term h gives the Zeeman splitting of each
spin n subjected to a magnetic field in the z direction. A
defect corresponds to the site which has a larger Zeeman
splitting (hd = h+ ǫd) an it is caused by a magnetic field
slightly larger than the field applied on the other sites.
In the case ǫ = 0, the chain is ideal because all sites have
the same energy splitting.
It is also worth to address some characteristics of the
Ising and XXZ models compare with the XX model, re-
garding to the DM interaction. Using the raising and
lowering operators, S+n = S
+
n + iS
+
n and S
−
n = S
+
n − iS
+
n ,
one can rewrite the interaction part of the Eq.(1) as(
J+iD
2
)
S
x
nS
x
n+1+
(
J−iD
2
)
S
y
nS
y
n+1+JzS
z
nS
z
n+1. It is clear
that the DM interaction adds some anisotropic features
to the system due to the absences of inversion symmetry.
So, the XXZ model changes to the XY Z model. Never-
theless, the diagonal Ising interaction term which favors
localization exists without any modification and just the
off-diagonal terms modified which favors to propagate ex-
citation and consequently induce delocalization.
In this model, Eq. (1), the total spin in the z direction,
Sz =
∑N
i=1 S
z
i , is conserved: [H,S
z ] = 0, so states with
different Sz are not coupled. To obtain the level spacing
distribution, we focus on a particular subspace of the
Hamiltonian with size L = 15, namely subspaces with 10
spins up and 3003 eigenvalues.
Theoretically, in the simplest case of the XXZ spin
chain with nearest-neighbor interaction and in the ab-
sence of the defect, ǫ = 0, and the DM interaction,D = 0,
the model is integrable and it can be analytically solved
using the Bethe ansatz39,40. We also recall the behav-
ior of the model in the absence of the DM interaction,
(D = 0), but with the presence of a defect, (ǫ 6= 0), re-
ported by Gubin et al.41 and for an isotropic chain by
Santos12. Depending on the conditions bellow, the sys-
tem defined by Eq.(1) in the absence of the DM interac-
tion can be chaotic:
• The strength of the Ising interaction cannot be
much larger than XY-type coupling
• The defect cannot be placed on the edges of the
chain42
• We cannot have defect energy much larger than flip-
flop coupling.
The source of quantum chaos is the competition be-
tween the Ising interaction, the off-diagonal terms and
the defect43.
III. APPROACH
To discriminate between the chaotic and the integrable
behavior of the system under consideration, one should
3work with some tools. Below, we give a concise explana-
tion about our toolkit to deal with this problem.
A. Level spacing distribution
The first choice is the level spacing statistics which we
have addressed in the introduction. But one notes that
some extra manipulations are needed to harness the level
spacing as a good tool to quantify the crossover from in-
tegrability to quantum chaos. To find universal statistics
within each invariant subspace, it is necessary to to un-
fold the spectrum, which consists of locally rescaling the
eigenvalues Ei so that the mean level density of the un-
folded eigenvalues is equal to unity. There are different
standard numerical unfolding procedures. One of these
procedures is explained with details in Ref. [41].
We consider the nearest-neighbor spacing distribution
(NNSD) P (s), where si = εi+1−εi is the spacing between
consecutive unfolded eigenvalues. For a quantum inte-
grable system whose energy levels are not correlated, the
distribution is typically Poissonian , Ppoi(s) = exp(−s),
while for chaotic quantum system whose energy levels
are correlated and crossing are avoided, the level spacing
distribution is characterized by the Wigner-Dyson sur-
mise, P (s) = (πs/2) exp(−πs2/4), the Wigner surmise
for ensembles with time reversal invariance (GOE).
B. Number of principal components
Our second choice is the number of principal compo-
nents (NPC). Contrary to the previous tool, the NPC
exploits the eigenstates statistics. For eigenstate |ψi〉 =∑dim
n=1 cin|φn〉, the NPC is defined as
NPC =
1∑dim
n=1 |cin|
4
(2)
where |φn〉 is the basis vectors. The NPC is a tool to
measure the spreadness of eigenstates in the chosen ba-
sis. Indeed, this quantity gives the numbers of basis vec-
tors that contribute to each eigenstate. It is small when
the state is localized localized, in which case there are a
few number of non-zero components cin. It is large when
the state is delocalized, in which case a large portion
of the components are non-zero. Complete delocaliza-
tion occurs for Gaussian Orthogonal Ensembles (GOE),
where the eigenstates are random vectors, that is, the
coefficients cin are independent random variables from
a Gaussian distribution, the average over the ensemble
leads to the number of principal components, NPC
GOE
,
∼ D/343,44.
Note, the choice of basis is essential for studying the
structure of the eigenstates, so we use the configuration
space basis, which is also known as the site-basis45. The
site-basis vectors |φn〉 correspond to states where the spin
on each sith either pionts down or up along the z-axis as
| ↓↑↓↑ · · · >.
C. Thermalization
In order to check the relationship between quantum
chaos and quantum thermalization, we study the eigen-
state thermalization hypothesis (ETH). Several theoret-
ical works have focused on the question of thermaliza-
tion in nonintegrable quantum systems46–48. It is known
that the onset of thermalization in isolated interacting
many-body systems is related to a chaotic structure of
many-body eigenstates in the selected basis. According
to ETH, expectation values of physical observables in en-
ergy eigenstates are approximately smooth functions of
their energy in the chaotic phase. Here we consider the
magnetization on defect site as an observable which is
defined as
〈Szd〉 = 〈ψi|S
z
d |ψi〉, (3)
where 〈ψ〉 is the eigenstate corresponds to the energy
eigenvalue, Ei, of the system.
IV. NUMERICAL RESULTS
In this section, we present the numerical results ob-
tained from the simulation using the exact diagonaliza-
tion method. The mutual effect of a uniform magnetic
field and the DM interaction on the spacing distribution,
the NPC of the system and the expectation value of the
magnetization of the defect are investigated.
A. Ising model with the DM interaction
First, we analyze the effect of the DM interaction on
the Ising chain, so J=0, in the presence of an external
magnetic field the z direction and in the presence of a
defect on site d = [L/2]. When D = 0, the system is in-
tegrable and the spacing distribution is Poisson, as pre-
viously reported. The main question we are interested
in is, how the DM interaction may affect on the system
from the quantum chaos point of view.
In Fig. 1, we plot the level spacing distribution P (s),
the NPC distribution and the magnetization on the de-
fect site, 〈Szd〉 = 〈ψi|S
z
d |ψi〉, for chain with length L = 15
and for different values of the DM interaction (namely,
left column D = 0.01 and right column D = 0.5). P(s)
on the top panels shows that when the DM interaction
DM interaction is small (D = 0.01 < ǫd), the system is
still nearly integrable and a distribution close to Poisson
is obtained. Further increases of the DM strength causes
the system to undergo a transition to the chaotic domain,
the Wigner Dyson distribution is obtained. Further in-
spection can give the exact transition point called Dc. In
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FIG. 1: (Color online) Top, middle and bottom panels de-
pict the level spacing distribution P (s), the number of princi-
ple components NPC and EEV s of Szd vs energy for the full
spectrum, respectively, for the Hamiltonian in Eq. (1) with
L = 15, 10 up-spins up and for two values of DM interaction
(left column D = 0.01 and right column D = 0.5). Other
parameters are set to J = 0, JZ = 0.5, ǫ = 0.5, binsize = 0.1,
and a defect on site d = 7. In both level spacing distribution
functions, (top panels), dotted line gives the Poisson distribu-
tion and long-dashed line corresponds to the Wigner-Dyson
distribution.
the middle panels, we have depicted the corresponding
of NPC values over the energy range using the site-basis.
The regular system, left panel, shows a wide distribution
over energy range, while the chaotic regime shows less
fluctuations. Most eigenstates are concentrated in the
middle of the spectrum where we also find the largest
values of NPC. The bottom panels of Fig. 1, show the
eigenstate expectation values, EEV s, for the magnetiza-
tion on the defect site 〈Szd〉. The outcomes obtained for
the delocalization measure, parallel those for the EEV s.
For small values of DM, (left panel), there are large fluc-
tuations of the EEV s of the 〈Szd〉 over the entire spec-
trum. One finds a very wide distribution of the values.
As DM increases, and the system moves away from in-
tegrability, one can see that the fluctuations of EEV s
of nearby eigenstates reduce dramatically. A smooth be-
havior of the EEV s with energy is achieved. This is what
one needs for the validity of ETH. The comparison be-
tween the left and right columns make evident the strong
connection between quantum chaos and thermalization.
B. XX model with the DM interaction
We now investigate the effects f the DM interaction on
the chain in the absence of the Ising interaction, JZ = 0,
with only XX coupling and a defect in the middle chain.
In Fig. 2, we display the level spacing distribution
P (s), NPC as a function of energy for all eigenstates,
and 〈Szd〉 = 〈ψi|S
z
d |ψi〉 for chain with length L = 15 and
for two values of the DM interaction (namely, left column
D = 0.5 and right columnD = 1.0). The top panels show
the level spacing distribution P (s). For both selected
DM interaction strengths, the level spacing distribution
is Poissonian. We have also explored other DM interac-
tion strengths, ranging from D = 0.01 · · ·1.0, but we have
not found any transition point from the integrable to the
chaotic regime. In the middle panels, we plot the corre-
sponding NPC distribution over the energy range using
the site-basis. As it can be seen, in both cases a large
spread over the energy domain happens which could be
a feature of a regular regime. The larger the DM in-
teraction strength is, the more the spreading in energy
becomes.
In the chaotic regime, one expects less fluctuations
in the values of NPC, indicating that the structures of
the eigenstates with close energies are very similar. This
is referred to as the uniformization of the eigenstates49,
(note: the term uniformization refers to eigenstates that
become so delocalized that they look alike and are similar
random vectors.). However, by varying the value of the
DM strength, the uniformization of the eigenstates did
not happen. Large fluctuations is indeed what we expect
from systems with Poisson distributions. Analogously to
systems in the many-body localized phase, this system
shows non-ergodic features and many-body eigenstates
that are not thermal. Hence, initial states evolving under
this Hamiltonian cannot relax to thermal equilibrium.
In the bottom panels, we illustrate the EEV s of Szd
for all eigenstates of the Hamiltonian and for two values
of DM interaction. We also checked other values of DM.
In the absence of Ising interaction, for all values of DM,
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FIG. 2: (color online) Top, middle and bottom panels dis-
play the level spacing distribution P (s), the NPC and EEV s
of Szd vs energy for the full spectrum, respectively, for the
Hamiltonian in Eq. (1) with L = 15, 10 up-spins and two
values of DM interaction (left column D = 0.5 and right col-
umn D = 1.0). Other parameters are set to JZ = 0, J = 1,
ǫ = 0.5, binsize = 0.1, and a defect on site d = 7. In both his-
togram level spacing distribution functions, top panels, dot-
ted line gives the Poisson distribution and long-dashed line
corresponds to the Wigner-Dyson distribution.
there are large fluctuations of the EEV s of the observable
over the entire spectrum which reflecting the results for
NPC. Thus, ETH does not hold.
C. XXZ model with the DM interaction
Here, we analyze the effect of the DM interaction on
the anisotropic spin-1/2 XXZ chain in the presence of an
external magnetic field, h 6= 0, and a defect in the mid-
dle of the chain. In the case of J > JZ(gapless phase),
we computed numerically the level spacing distribution
P (s), the NPC distribution and 〈Szd〉 = 〈ψi|S
z
d |ψi〉 for
some values of the anisotropy D. Results are depicted
in Fig. 3. For all the DM interaction strength that we
consider, the system lives in the chaotic regime, as can
be seen from the Wigner-Dyson distributions in the top
row of the Fig. 3. In the middle panels, we show the cor-
responding NPC distribution over the energy range us-
ing the site-basis. The panels show, in both cases, that
the NPC is a smooth function of energy indicating the
uniformization of the eigenstates, specially in the mid-
dle of the energy spectrum, which is a signature of the
chaotic regime. Therefore, the XXZ model with added
DM interaction shows ergodic features including thermal
eigenstates. Generic initial states evolving according to
this Hamiltonian should relax to thermal equilibrium.
In the bottom row of the Fig. 3, we illustrate the EEV s
of Szd for all eigenstates of the Hamiltonian and for two
values of DM interaction. We also checked other values of
DM and observed that for all values of the DM strength
that are not much larger than the parameters J , Jz, and
ǫd, these fluctuations reduce in the center of the spec-
trum and a smooth behavior of the EEV s with energy
is achieved indicating that ETH is valid.
In the case of Jz ≫ J , the XXZ anisotropic spin-1/2
chain in the absence of the DM interaction and with only
nearest-neighbor interaction, even with the presence of a
defect in the middle, is nearly integrable, since we ap-
proach the limit of the Ising model. In this case, the
level spacing distribution is close to Poisson (not shown
here). When we add the DM interaction with different
values in the chain, depending on the DM value, the sys-
tem can be chaotic and have a Wigner-Dyson distribu-
tion, as can be seen from Fig. 4. By tuning the DM
interaction, the system gradually tends to show chaotic
characteristics which are visible in the case D = 0.5 (see
the top row of Fig. 4). By further increasing the DM
value, D = 1.0, 2.0, the system undergoing a dynamical
transition and moving away from the integrable domain,
in result the Poisson distribution is obtained.
In the bottom panels, we depict the EEV s of Szd for
all eigenstates of the Hamiltonian and for different values
of DM interaction. For small values of DM for example
D = 0.5, (left panel), there are less fluctuations of the
EEV s of the observable over the entire spectrum, smooth
behavior of EEV s with energy is achieved, and ETH
becomes valid. Increasing gradually the DM interaction
develops a transition from chaotic to integrable regime,
these is visible from large fluctuations of the EEV s of
Szd , in result ETH does not happen.
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FIG. 3: (color online) Top, middle and bottom panels dis-
play the level spacing distribution P (s), the NPC and EEV s
of Szd vs energy for the full spectrum, respectively, for the
Hamiltonian in Eq. (1) with L = 15, 10 up-spins and some
of the DM interaction values (left column D = 0.5 and right
column D = 1.0). Other parameters are set to JZ = 0.5,
J = 1, ǫ = 0.5, binsize = 0.1, and a defect on site d = 7. In
both histogram level spacing distribution function, top pan-
els, dotted line gives the Poisson distribution and long-dashed
line corresponds to the Wigner-Dyson distribution
V. CONCLUSION
Using exact diagonalization, the Heisenberg spin chain
with a local defect placed in the middle of the chain was
studied in the context of the quantum chaos. The main
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FIG. 4: (Color online)Top, middle and bottom panels are
depicting the level spacing distribution P (s), the NPC and
EEV s of Szd vs energy for the full spectrum, respectively).
Other parameters are set as J = 0.1, JZ = 2.0, ǫ = 0.5,
binsize = 0.1, 10 up-spins and a defect on site d = 7. In
histograms (top row) dotted line gives the Poisson distribu-
tion and long-dashed line corresponds to the Wigner-Dyson
distribution.
concern of this work was to explore the emergence of
quantum chaos in the presence of the spin-orbit interac-
tion as a pure quantum interaction. To this end, we
have considered the Ising, the XX and the XXZ lim-
its of the Heisenberg chain with added Dzyaloshinskii-
Moriya(DM) interaction. Our results show that quantum
chaos develops in the XXZ and Ising chains, but not in
7the XX model. In the case of the XXZ model, we also in-
vestigated the interplay between the anisotropy and the
DM interaction strength. Quantum chaos is the cause of
thermalization in isolated many-body quantum systems.
We showed that in the chaotic limit, the structures of the
eigenstates with close energies are very similar, resulting
in small fluctuations of the eigenstate expectation val-
ues of the magnetization. This indicates that the ETH
should be valid in the chaotic domain. We believe that
our finding may sound interesting for those are active in
this line.
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