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Abstract
This paper investigates the nonasymptotic properties of Bayes procedures for
estimating an unknown distribution from n i.i.d. observations. We assume that the
prior is supported by a model (S , h) (where h denotes the Hellinger distance) with
suitable metric properties involving the number of small balls that are needed to
cover larger ones. We also require that the prior put enough probability on small
balls.
We consider two different situations. The simplest case is the one of a parametric
model containing the target density for which we show that the posterior concentrates
around the true distribution at rate 1/
√
n. In the general situation, we relax the
parametric assumption and take into account a possible mispecification of the model.
Provided that the Kullback-Leibler Information between the true distribution and
S is finite, we establish risk bounds for the Bayes estimators.
1 Introduction
The purpose of this paper is to derive in a simple way some non-asymptotic results
about posterior distributions and Bayes estimators from a frequentist viewpoint, therefore
offering a complementary point of view to the classical results by Ghosal, Ghosh and van
der Vaart (2000) — see also the related papers: Ghosal, Lember and van der Vaart
(2003) and van der Vaart (2003) —. It can also be considered as a new and extended
presentation of Le Cam (1973 and 1982). In any case, it has been strongly influenced by
these three papers.
We shall work here within the following framework: we have at disposal a sample
X = (X1, . . . ,Xn) of size n, the Xi being measurable mappings from (Ω,A) to (X ,X )
with a common unknown distribution P . This distribution is an element of the metric
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space (P, h) of all probability measures on (X ,X ) endowed with the Hellinger distance
h given by
h2(R,T ) =
1
2
∫ (√
dR
dλ
−
√
dT
dλ
)2
dλ,
where λ is an arbitrary positive measure which dominates both R and T . We then
introduce a model for P , i.e. a dominated family S = {Pt | t ∈ S} ⊂ P of probabilities
on X with densities ft = dPt/dµ with respect to some reference measure µ on X . We
assume that the mapping t 7→ Pt is one to one which allows us to systematically identify
S and S , thus considering S as a metric space with distance h — h(t, u) = h(Pt, Pu) —
and the corresponding Borel σ-algebra. We then introduce a prior distribution ν on S,
turning the parameter t into a random variable t. The prior ν and the sample X give
rise to a posterior distribution ν = ν(·|X) and, given a loss function w ◦ h on S × S, to
a corresponding Bayes estimator s˜ defined by
s˜(·|X) = argmin
u∈S
E [w (h(u, t))|X] =
∫
S
w (h(u, t)) dν(t|X), (1.1)
where argmin refers to any minimizer in case it is not unique. In the sequel we shall
write Es[f(X)] to indicate that the Xi are i.i.d. with distribution Ps and Ps for the
corresponding probability on Ω that gives X the distribution P⊗ns .
Our purpose here will be twofold. When P = Ps truly belongs to S and the metric
structure of (S , h) is similar to that of a compact subset of some Euclidean space, we
shall study the concentration rate of the posterior distribution ν(·|X) of t around Ps.
When P does not belong to S or the metric structure of S does not follow the previous
requirements, we shall study the performance of the Bayes estimator(s) Ps˜ of P defined
via the loss function w ◦ h for suitable functions w. The main feature of our approach is
its non-asymptotic viewpoint, explicit deviation bounds being provided for fixed n.
Some notations To begin with, let us fix some notations to be used throughout the
paper. In the metric space (S, h), we denote by B(t, r) the closed Hellinger ball with
center t ∈ S and radius r while the ball with center y and radius r in the Euclidean space
R
d will be denoted Bd(y, r). The set of positive integers N \ {0} is denoted by N∗, the
cardinality of the set N by |N | and we write a ∨ b for max{a, b}. The distance between
two sets A and B is h(A,B) = inft∈A, u∈B h(t, u) and if x = (x1, . . . , xn) ∈ X n we write
ft(x) instead of
∏n
i=1 ft(xi).
For any measurable subset B of S such that ν(B) > 0, we define the density gB with
respect to µ⊗n and the probability PB on X
n by
gB(x) =
1
ν(B)
∫
B
ft(x) dν(t) and PB = gB · µ⊗n. (1.2)
We denote by PB the probability on Ω that gives X the distribution PB .
2 A toy example
Let us first consider, in order to motivate our approach, the very particular situation of
a finite or countable parameter set S containing the true density s to estimate. Besides,
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we shall assume that ν(t) > 0 for all t ∈ S. The posterior probability is given in this case
by
ν(B|X) =
∑
t∈B ν(t)ft(X)∑
t∈S ν(t)ft(X)
=
(
1 +
∑
t∈Bc ν(t)ft(X)∑
t∈B ν(t)ft(X)
)−1
≥ 1−
∑
t∈Bc ν(t)ft(X)∑
t∈B ν(t)ft(X)
for all B ⊂ S and it follows that
ν(B|X) ≥ 1−
∑
t∈Bc ν(t)ft(X)
ν(s)fs(X)
for all B ∋ s. (2.1)
In order to evaluate the concentration of the posterior distribution ν(.|X) around s,
we focus on those sets Bk which are Hellinger balls centered at s with radius k/
√
n,
k ∈ N∗. Bounding ν(Bk|X) from below requires to bound from above ratios of the form
ft(X)/fs(X) when the Xi are distributed according to Ps, which implies that fs(X) > 0
a.s. This control derives from Lemma 7 in Birge´ (2006) which implies the following
inequality:
Lemma 1 Given n i.i.d. random variables X1, . . . ,Xn with distribution P and another
distribution Q, then log
(
(dQ/dP )(Xi)
) ∈ [−∞,+∞) a.s. (with the convention log 0 =
−∞) and, for all y ∈ R,
P
[
n∑
i=1
log
(
dQ
dP
(Xi)
)
≥ y
]
≤ exp
[
−y
2
]
ρn(P,Q) with ρ(P,Q) =
∫ √
dP
dλ
dQ
dλ
dλ.
We recall here that ρ(P,Q) is called the Hellinger affinity between P and Q, the definition
being independent of the choice of the dominating measure λ, and that it satisfies
ρ(P,Q) = 1− h2(P,Q) and ρ (P⊗n, Q⊗n) = ρn(P,Q) ≤ exp [−nh2(P,Q)] , (2.2)
hence
h2
(
P⊗n, Q⊗n
)
= 1− ρn(P,Q) = 1− (1− h2(P,Q))n ≤ nh2(P,Q). (2.3)
We therefore derive from Lemma 1 and (2.2) that, for δ > 0,
Ps [ft(X) ≥ δν(s)fs(X)] ≤ [δν(s)]−1/2ρn(Ps, Pt) ≤ [δν(s)]−1/2 exp
[−nh2(Ps, Pt)] .
Setting, for k ∈ N∗,
Γk =
{
x
∣∣∣∣∣ supt∈Bc
k
ft(x) ≥ δν(s)fs(x)
}
and denoting by Nl, for l ∈ N∗, the cardinality of the set
Bl+1 \Bl =
{
t ∈ S
∣∣∣∣ l√n < h(Ps, Pt) ≤ l + 1√n
}
,
we conclude that√
δν(s)Ps[X ∈ Γk] ≤
∑
t∈Bc
k
exp
[−nh2(Ps, Pt)] ≤∑
l≥k
∑
t∈Bl+1\Bl
e−l
2
=
∑
l≥k
Nle
−l2 .
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Consequently, if the series
∑
l≥1Nle
−l2 converges, Ps[X ∈ Γk] can be made smaller than
any ǫ > 0, provided that k = k(ǫ, δ, ν(s)) is large enough (note that the smaller ν(s)
or δ, the larger k(ǫ, δ, ν(s))). For such a k, Ps[X ∈ Γck] ≥ 1 − ǫ and (2.1) implies
that ν(Bk|X) ≥ 1 − δν(Bck) ≥ 1 − δ provided that X ∈ Γck. These conclusions can be
summarized in the following way:
Proposition 1 Consider the previous toy example where P = Ps and assume that the
series
∑
l≥1Nle
−l2 converges. For all s ∈ S and ǫ, δ ∈ (0, 1), with probability at least
1− ε with respect to P⊗ns ,
ν
[
B
(
s, k/
√
n
)∣∣X] ≥ 1− δ,
where
k = k(ǫ, δ, ν(s)) = inf
j ≥ 1
∣∣∣∣∣∣
∑
l≥j
Nle
−l2 ≤ ǫ
√
δν(s)

is independent of n and nonincreasing with the positive parameters ǫ, δ and ν(s).
Of course, the situation of interest is more general than that of our toy example and one
would like to extend this result not only to more general sets S but also to cases where
the true distribution P does not belong to S . The main idea that allows to handle these
extensions is to replace P by some Ps that belongs to S , s by a small Hellinger ball
around it and the countable parameter set of our toy example by a countable covering
of S by small balls.
3 Concentration of the posterior distribution
In the sequel, we systematically fix an arbitrary point in S, denoted by s, which may or
may not satisfy P = Ps. One should think of Ps as an approximation for P although it
can be any point in S. It will remained fixed throughout the paper and play a central
role for the statements of our assumptions and results since all of them will be related to
it and involve balls centered at s. Therefore, given k ∈ N, we shall write B(k) instead of
B(s, 2−k) for simplicity.
We also want to recall some well-known facts about metric entropies and related notions
that can, for instance, be found in Kolmogorov and Tikhomirov (1961) or Lorentz (1966).
Let (M,d) be a metric space. A subset N of M is called x-separated (with x > 0) if
any two distinct points in N are at a distance larger than x. Given a subset A of M
we denote by NA(x) the smallest number of closed balls of radius x > 0 in M that are
needed to cover A.
Lemma 2 Let A be a subset of a metric space (M,d) and N be a maximal x-separated
subset N of A. Then NA(x) ≤ |N | ≤ NA(x/2).
3.1 Our assumptions
In our toy example, the concentration of the posterior distribution around Ps depends
on the amount of mass that the prior puts on the true distribution Ps = P and on the
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number of points that are contained in Hellinger balls centered on it. In the general
situation, the point s has to be replaced by a small ball around s and our assumptions
have to be modified accordingly. The first one deals with the number of small balls that
are needed to cover larger ones as an alternative to the behaviour of the numbers Nl of
our toy example.
Assumption 1 There exists a nonincreasing function D from (0, 1/4] to [1,+∞) such
that, for all x ∈ (0, 1/4], any closed ball B(·, 4x) with radius 4x in S and any x-separated
subset N of B(·, 4x), |N | ≤ exp[D(x)].
Such an assumption holds for Euclidean balls in Rd with a function D bounded by d log 9
as can be checked in the following way using a volume argument: all Euclidean balls
of radius x/2 with centers in N are disjoint and included in a ball of radius 9x/2 so
that their number is bounded by 9d. This result can be used to check Assumption 1
when S ⊂ Rd, which means that S is a parametric model, and there exists a polynomial
relationship in S between the Hellinger and Euclidean distances of the form
a‖t− u‖α ≤ h(t, u) ≤ A‖t− u‖α, for some A > a > 0, α > 0 and all t, u ∈ S. (3.1)
More generally, checking Assumption 1 amounts to making entropy computations as
shown by Lemma 2. Indeed, since
h(t, u) =
1√
2
∥∥∥√ft −√fu∥∥∥
2
with ‖f − g‖22 =
∫
(f − g)2dµ,
one can use the mapping t 7→ ψ(t) = √ft from S into L2(µ) to derive entropy bounds
for S from entropy bounds for ψ(S) in L2(µ). For suitable models S, the images ψ(S)
are compact subsets of function spaces (like Ho¨lder and Besov spaces) for which these
entropy bounds are well-known, typically resulting in functions of the type D(x) = cx−δ,
c, δ > 0.
Assumption 1 also provides a bound for NS
(
4−j
)
for all j ≥ 1. Indeed, to cover S
with balls of radius 4−k with k ≥ 1 it suffices to cover S with balls of radius 4−k+1 and
then cover each of these balls of radius 4×4−k with smaller ones of radius 4−k. Lemma 2
and Assumption 1 imply that NB(·,4x)(x) ≤ exp[D(x)] for any ball B(·, 4x) with radius
4x ≤ 1, which leads to the recursive formula
NS
(
4−k
)
≤ NS
(
4−k+1
)
exp
[
D
(
4−k
)]
for all k ≥ 1. (3.2)
Finally since S = B(t, 1) = B(t, 4×4−1) for all t ∈ S and D(·) is nonincreasing, it follows
from (3.2) that
NS
(
4−j
) ≤ j∏
k=1
exp
[
D
(
4−k
)]
≤ exp [jD (4−j)] for all j ≥ 1.
Our second assumption is about the behaviour of the prior ν in vicinities of s.
Assumption 2 Let B(j) denote the closed Hellinger ball with center s and radius 2−j
for j ∈ N. There exists a nondecreasing function β from N to [1,+∞) such that the
following property holds for the prior ν and some γ ∈ [1, 4]:
ν
(
B(j − k)) ≤ exp [γkβ(j)] ν(B(j)) for all j ≥ 3 and 3 ≤ k ≤ j. (3.3)
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Here are some comments in order. First of all, if the assumption holds for some γ < 4
it also holds with γ = 4. Then, on the one hand, (3.3) with k = j requires that
ν
(
B(j)
) ≥ exp [−γjβ(j)] since ν(B(0)) = ν(S) = 1. On the other hand, since k ≥ 3
and γ ≥ 1, the right-hand side of (3.3) is not smaller than exp [γ3β(j)] ν(B(j)) and the
assumption is satisfied as soon as ν
(
B(j)
) ≥ exp [−γ3β(j)].
This second assumption will in particular be typically satisfied by many parametric
models S when S is a bounded subset of Rd and ν the uniform distribution on S. Indeed,
the Lebesgue measure λ on Rd satisfies an analogue of (3.3), namely
λ
(
Bd(·, 2k−j)
)
= exp [kd log 2]λ
(Bd(·, 2−j)) ≤ exp [(3/2)k(d log 2)] λ(Bd(·, 2−j)) ,
for 3 ≤ k ≤ j, where Bd(·, r) denotes an arbitrary ball of radius r in Rd. As a consequence,
this property still holds when λ is replaced by the uniform distribution ν on the bounded
set S and d log 2 by another suitable constant, provided that the shape of S is regular
enough to imply that the ratio between the volume of Bd(t, r) and the volume of Bd(t, r)∩
S is bounded from above uniformly for t ∈ S. If, moreover, (3.1) holds, Assumption 2
will be satisfied for the uniform prior on S with a constant function β.
3.2 A basic concentration result
The following important auxiliary result to be proved in Section 6 below is not exactly
what we would like to get since it involves the probability PB(J1) (as defined by (1.2) with
B(J1) the Hellinger ball with center s and radius 2
−J1) instead of the true distribution
P⊗n of X. It will nevertheless be the main tool for our treatment of the cases of interest.
Theorem 1 Let ν(·|X) be the posterior distribution of t, s be a given element of S and
B(j) = B(s, 2−j) for j ∈ N. Let Assumptions 1 and 2 hold and
n ≥ 44
([
γ3β(3)/3
]∨
D(1/4)
)
. (3.4)
Then one can find integers J1 and J satisfying
1 ≤ J ≤ J1 − 2 and 4−(J+3)n ≥
[
γJ1−J+1β(J1)/3
]∨
D
(
2−(J+1)
)
. (3.5)
For any pair (J1, J) for which (3.5) holds, there exists some ΓJ ⊂ X n with
PB(J1)[ΓJ ] =
∫
ΓJ
gB(J1)(x) dµ
⊗n(x) ≤ 1.05 exp
[
−4−(J+3)n
]
(3.6)
and such that, if X 6∈ ΓJ , the posterior distribution satisfies
ν [B (j)|X] ≥ 1− 1.05 exp
[
−4−(j+3)n
]
for all j ∈ N, j ≤ J. (3.7)
Since D is nonincreasing, bounded from below by one and γ ≤ 4, (3.5) also implies that
4−(J+3)n ≥ 1 and
4−(J
′+3)n ≥
[
γJ1−J
′+1β(J1)/3
]∨
D
(
2−(J
′+1)
)
for J ′ ∈ N, 1 ≤ J ′ ≤ J. (3.8)
This means that (3.6) and (3.7) also hold with J ′ < J replacing J everywhere. Choosing
such a J ′ allows to find a set ΓJ ′ for which PB(J1)[ΓJ ′ ] ≤ 1.05 exp
[
−4−(J ′+3)n
]
, which
improves the bound in (3.6).
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4 The case of a “true” model
Throughout this section, we shall assume that the model S is “almost true” which means
that our observations are distributed according to some distribution P which is very close
to Ps ∈ S .
Theorem 2 Let Assumptions 1 and 2 hold with
γ < 4, β = sup
j≥3
β(j) < +∞ and D = sup
0<x≤1/4
D(x) < +∞.
Let c ∈ (0, 1/2] and assume that
n ≥ 44
([(
16c−2n
)(log γ)/(log 4)
β/3
]∨
D
∨
log(8/c)
)
(4.1)
and that the true distribution P of the Xi satisfies h(Ps, P ) = κ/
√
2n with 0 ≤ κ < 1/2.
For x > 0, let J2(x) be the smallest positive integer j such that
4j−4x2 ≥ (γj+2β/3)∨D∨ log(8/x). (4.2)
Then, with probability at least 1− (κ+ c) with respect to P⊗n,
ν
[
B
(
s, 2kc/
√
n
)∣∣∣X] ≥ 1− 1.05 exp [−4k−4c2] for all integers k ≥ J2(c). (4.3)
Proof: First note that the function J2 is well-defined and that (4.1) holds for n large
enough since γ < 4. Let cn ∈ [c, 2c) be such that log (2
√
n/cn) / log 2 ∈ N and J1 =
[log (
√
n/cn) / log 2] + 2; then cn = 2
−J1+2
√
n and J1 ≥ 7 since cn < 1 and n ≥ 44.
Moreover, since n = 4J1−2c2n and (4.1) remains true with cn replacing c, it implies that
4J1−6c2n ≥
[(
4J1
)(log γ)/(log 4)
β/3
]∨
D
∨
log(8/cn),
which means that (4.2) is satisfied for x = cn and j = J1 − 2. Therefore J0 = J2(cn)
satisfies
1 ≤ J0 ≤ J1 − 2 and 4J0−4c2n ≥
(
γJ0+2β/3
)∨
D
∨
log(8/cn).
or, equivalently,
4J0−2−J1n ≥ (γJ0+2β/3)∨D∨ log(8/cn). (4.4)
This means that (3.5) holds with J = J1−J0− 1 and Theorem 1 applies. We first derive
from (3.6) and (4.4) that
PB(J1)[ΓJ ] ≤ 1.05 exp
[
−4−(J1−J0+2)n
]
= 1.05 exp
[−4J0−4c2n] ≤ 1.05cn/8.
Since, for t ∈ B(J1), h(t, s) ≤ 2−J1 , it follows that h(P,Pt) ≤ cn/(4
√
n) + κ/
√
2n
hence h2
(
P⊗nt , P
⊗n
) ≤ (κ/√2 + cn/4)2 by (2.3). Then Lemma 3 below, to be proved in
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Section 6, shows that ρ
(
PB(J1), P
⊗n
) ≥ 1− (κ/√2 + cn/4)2. Hence, by a classical result
of Le Cam (1973) relating the variation distance to the Hellinger affinity,
sup
A
[
PB(J1)(A)− P⊗n(A)
]2 ≤ 1− ρ2 (PB(J1), P⊗n) ≤ 1− [1− (κ/√2 + cn/4)2]2
< 2
(
κ/
√
2 + cn/4
)2
and finally,
P[X ∈ ΓJ)] = P⊗n (ΓJ) < 1.05(cn/8) +
√
2
(
κ/
√
2 + cn/4
)
< κ+ (cn/2) < κ+ c.
Now observe that (3.7) can be written
ν
[B(s, 2J1−2−jcn/√n)∣∣X] ≥ 1− 1.05 exp [−4J1−j−5c2n] for all j ∈ N, j ≤ J.
Setting k = J1 − j − 1 leads to
ν
[
B
(
s, 2k−1cn/
√
n
)∣∣∣X] ≥ 1− 1.05 exp [−4k−4c2n] for J0 ≤ k ≤ J1 − 1, (4.5)
while, for larger values of k, 2k−1cn/
√
n > 1 and (4.5) still holds. Finally, (4.3) follows
from (4.5) and the monotonicty of J2.
Lemma 3 Let λ be a probability on S such that for some P ∈ P, λ({t |h(P,Pt) ≤
r}) = 1 and let Pλ be the distribution with density fλ(x) =
∫
S ft(x) dλ(t) with respect to
µ. Then, ρ(P,Pλ) ≥ 1− r2 or, equivalently, h(P,Pλ) ≤ r.
Interpretation As we already mentioned in Section 3.1, the case of bounded functions
β and D typically occurs in a parametric situation when S is a bounded subset of Rd
for which (3.1) holds and ν is the uniform prior, although more exotic priors can also be
considered since they only have to satisfy (3.3). The choice of c, provided that n is large
enough to satisfy (4.1), allows to get a control of the probability of the event X 6∈ ΓJ ,
for which (4.3) holds, by 1 − c − κ. As to (4.3), it provides concentration properties of
the posterior distribution for balls with center s and radius at least c2J2(c)/
√
n. This
confirms that, in the parametric case with P = Ps and under a suitable assumption on
the prior, the posterior concentrates around the true value s at rate n−1/2 (with respect
to the Hellinger distance) as shown by Le Cam (1973) and Ibragimov and Has’minskii
(1981). For parametric models with S ∈ Rd such that (3.1) holds, we can also derive
concentration rates for the posterior with respect to the Euclidean distance.
5 Convergence of Bayes estimators
If the requirements of Section 4 are not satisfied, we may still apply Theorem 1 with
J1 = J1(n) satisfying
J1(n) ≥ 3 and 4−J1(n)−1n ≥
[
γ3β(J1(n))/3
]∨
D
(
21−J1(n)
)
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which implies by monotonicity that (3.5) holds for 0 ≤ J ≤ J1(n) − 2. It is always
possible to find such an integer J1(n), at least for n large enough. If D ∨ β is bounded
we can set 2−J1(n) = cn−1/2 for a suitably large value of the constant c as we did in the
previous section. Otherwise 2−J1(n)
√
n goes to infinity with n, but, since β and D are
nonincreasing functions, one can choose 2−J1(n) converging to zero when n goes to infinity.
It then follows from Theorem 1 that, except on a set ΓJ ⊂ X n with PB(J1(n))-probability
bounded by 1.05 exp
[−4−J−3n], the posterior distribution satisfies
ν [B (j)|X] ≥ 1− 1.05 exp
[
−4−(j+3)n
]
for all j ∈ N, j ≤ J. (5.1)
Unfortunately, in such a case, we cannot get a control on P⊗n(ΓJ) since we are unable
to bound
∣∣PB(J1(n))(ΓJ )− P⊗n(ΓJ)∣∣ in a non-trivial way. Therefore, instead of studying
the concentration properties of ν, we shall content ourselves to use a different approach
which only provides concentration properties for Bayes estimators.
5.1 Preliminary considerations
In order to define a Bayesian estimator according to (1.1) we first have to fix our loss
function w ◦ h and therefore to choose a function w. It should satisfy the following
requirements for all z ∈ (0, 1/2] and suitable positive constants δ, a′, B′:
w(0) = 0 and xδw(z) ≤ w(xz) ≤ a′ exp [B′x2]w(z) for 2 ≤ x ≤ z−1. (5.2)
Functions w(z) = zδ with δ > 0 do satisfy (5.2) with B′ > 0 provided that δ log x ≤
log a′ +B′x2 for x ≥ 2, which holds with a′ = supx≥2 exp
[
δ log x−B′x2]. But there are
other less trivial cases as shown by the following proposition.
Proposition 2 For 0 < z ≤ 1/2, the function w(z) = exp[θzδ] − 1 with θ > 0 and
0 < δ ≤ 2 satisfies (5.2) provided that B′ ≥ θ and a′B′ ≥ 1. It holds in particular with
B′ = θ ∨ 1 and a′ = 1/B′.
Proof: On the one hand,
w(xz) = exp
[
θxδzδ
]
− 1 ≥ xδ
(
exp
[
θzδ
]
− 1
)
= xδw(z),
since a(eb − 1) ≤ eab − 1 for b ≥ 0 and a ≥ 1. On the other hand, since w(z) > θzδ,
it is enough to prove that exp[θ(xz)δ] − 1 ≤ a′θzδ exp [B′x2]. Expending both sides in
series we see that the inequality is satisfied provided that
(
θ(xz)δ
)k ≤ a′θzδ (B′x2)k for
all k ≥ 1 or, equivalently, 1 ≤ a′B′x(2−δ)k (B′θ−1)k−1 z−δ(k−1) which holds under our
assumptions.
Since our prior ν is concentrated on the model S but we do not assume that the true
distribution of theXi does belong to the model S , we need a control of the approximation
properties of P by S since it is clear that there is no hope to get anything useful if we
have chosen a model which does not approximate P closely enough. But, unlike for
universally robust estimators like the T-estimators of Birge´ (2006) and the ρ-estimators
of Baraud, Birge´ and Sart (2014), we have to measure the distorsion between S and P
not in terms of the Hellinger distance, as would be the case for the previous estimators,
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but in terms of the Kullback-Leibler divergence, as is the case for the maximum likelihood
estimator — see for instance Massart (2007) —. Assumptions involving the Kullback-
Leibler divergence also appear in other works on Bayesian estimators like Ghosal, Gosh
and van der Vaart (2000). We recall that the Kullback-Leibler divergence between two
probabilities P,Q is given by
K(P,Q) =
∫
log
(
dP
dQ
)
dP ∈ [0,+∞] if P ≪ Q and K(P,Q) = +∞ otherwise.
5.2 Application to Bayesian estimators
We are now in a position to prove the following theorem which describes the properties
of Bayesian estimators.
Theorem 3 Let Assumptions 1 and 2 hold and n and J1(n) satisfy
J1(n) ≥ 3 and 4−J1(n)−1n ≥
[
γ3β(J1(n))/3
]∨
D
(
21−J1(n)
)∨
κ, (5.3)
for some constant κ > 1. Let the observations Xi be i.i.d. with a distribution P such that
1
ν (B(J1(n)))
∫
B(J1(n))
K (P,Pt) dν(t) = Kn < +∞. (5.4)
Consider a Bayes estimator Ps˜ of P where s˜ is a minimizer over S of the function
u 7→ E [w (h(u, t))|X] and that the loss function w satisfies (5.2) with B′ ≤ (κ − 1)/4.
Then
E
[
h2
(
s˜(X), s
)] ≤ C∆2 (4−J1(n) +Kn) with ∆ = 4([(5/4)(1 + a′/2)]1/δ + 1) ,
for some universal constant C.
It immediately follows that
E
[
h2 (Ps˜, P )
] ≤ 2C∆2 (4−J1(n) +Kn)+ 2h2(Ps, P ). (5.5)
In this bound, Kn and h
2(Ps, P ) play the role of bias terms while 4
−J1(n) can be viewed
as a variance term which depends on both the metric structure of the model S via the
function D and the behaviour of ν in vicinities of s. Since Kn depends on J1(n), one
should choose J1(n) in order to minimize the risk bound.
An obvious bound for Kn is Kn ≤ κn = supt∈B(J1(n))K(P,Pt) but, due to the reg-
ularization properties of the averaging operation, Kn can be substantially smaller than
κn. It can also be controlled, in the case of bounded likelihood ratios, from the following
improved version of Lemma 4.4 page 208 of Birge´ (1983). We include a proof in Section 6
for the sake of completeness.
Lemma 4 For any two probabilities P and Q,
K(P,Q) ≥ −2 log[ρ(P,Q)] ≥ 2h2(P,Q). (5.6)
Moreover, if supx∈X (dP/dQ)(x) =M < +∞,
2 ≤ K(P,Q)
h2(P,Q)
≤ K(M) with K(z) = z(log z − 1) + 1
(z + 1)/2 −√z . (5.7)
In particular, K(z) ≤ 4 + 2 log z for z ≥ 1.
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Another consequence of this lemma is the fact that 2h2(Ps, P ) ≤ K(P,Ps). Therefore in
typical situations the additional term 2h2(Ps, P ) in (5.5) will not be of larger order than
Kn.
5.3 Two preliminary results
Let us first consider the situation of a probability Q on some metric space (S, d) of
diameter supt,u∈S×S d(t, u) ≤ 1 with its Borel σ-algebra. Then the following result, to be
proved in Section 6, holds:
Proposition 3 Let w be some nondecreasing function on [0, 1] such that (5.2) holds
for all z ∈ (0, 1/2] with δ, a′, B′ > 0. Let J ∈ N∗ and the random variable t on S be
distributed according to some probability Q which satisfies
Q
[B (s, 2j−J)] ≥ 1− a exp [−B4j] for all j ∈ N with j < J (5.8)
and a > 0, B ≥ 2, ae−B ≤ 1/5. Then Q [B (s, 2−J)] ≥ 4/5 and if B′ ≤ (B − 1)/4, any
minimizer u˜ of the function u 7→ E[w(d(t, u))] satisfies
d (u˜, s) ≤
([
(5/4)(1 + 0.4aa′)
]1/δ
+ 1
)
2−J .
Our next result is a suitable version, due to Yannick Baraud, of a lemma of Barron
(1991, Section 5.3) which appears as Proposition 1 in Baraud, Birge´ and Sart (2014).
Proposition 4 For any pair Q,R of probabilities such that K(R,Q) < +∞ and any
random variable T such that PQ[T ≥ z] ≤ ae−bz for all z ≥ z0 ≥ 0 with a, b > 0, we have
ER[T ] ≤ z0 + b−1
(
1 +A+
√
2A
)
with A = log
(
1 + ae−bz0
)
+K(R,Q).
5.4 Proof of Theorem 3
We recall from Section 3.2 that (5.3) and Theorem 1 imply that, for 0 ≤ J ≤ J1(n)− 2,
except on a set ΓJ ⊂ X n with PB(J1(n))-probability bounded by 1.05 exp
[−4−J−3n], the
posterior distribution satisfies (5.1), which can be written
ν
[
B
(
s, 2k−J
)∣∣∣X] ≥ 1− 1.05 exp [−4k−J−3n] for k ∈ N, k ≤ J.
Moreover, 4−J−3n ≥ κ by (5.3). This means that, when X 6∈ ΓJ , the posterior dis-
tribution ν(·|X) satisfies the assumptions (5.8) with a = 1.05 and B = 4−J−3n ≥ κ.
Therefore, according to Proposition 3, since the function w satisfies (5.2) with
B′ ≤ (κ− 1)/4 ≤ (B − 1)/4,
the corresponding Bayes estimator s˜(X) satisfies
h
(
s˜(X), s
) ≤ ([(5/4)(1 + 1.05 × 0.4a′)]1/δ + 1) 2−J < 2−J−2∆,
with ∆ = 4
(
[(5/4)(1 + a′/2)]1/δ + 1
)
> 4. This means that
PB(J1(n))
[
h
(
s˜(X), s
) ≥ 2−J−2∆] ≤ 1.05 exp [−4−J−3n] for 0 ≤ J ≤ J1(n)− 2
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or, equivalently,
PB(J1(n))
[
h2
(
s˜(X), s
) ≥ 4−k∆2] ≤ 1.05 exp [−4−k−1n] for 2 ≤ k ≤ J1(n)
and, consequently, since ∆ > 4,
PB(J1(n))
[
h2
(
s˜(X), s
) ≥ z] ≤ 1.05 exp [−nz/(16∆2)] for 1 ≥ z ≥ 4−J1(n)∆2. (5.9)
This allows us to apply Proposition 4 with Q = PB(J1(n)), R = P
⊗n, T = h2
(
s˜(X), s
)
,
z0 = 4
−J1(n)∆2, a = 1.05 and b = n/
(
16∆2
)
, from which we derive that
E
[
h2
(
s˜(X), s
)] ≤ 4−J1(n)∆2 + 16∆2n−1 (1 +A+√2A) (5.10)
with
A = log
(
1 + 1.05 exp
[
−4−J1(n)−2n
])
+K
(
P⊗n, PB(J1(n))
)
< 1.05 exp
[
−4−J1(n)−2n
]
+K
(
P⊗n, PB(J1(n))
)
.
Since K(P,Q) =
∫
log(dP/dQ)dP and − log is a convex function,
K
(
P⊗n, PB(J1(n))
) ≤ 1
ν (B(J1(n)))
∫
B(J1(n))
K
(
P⊗n, Pnt
)
dν(t)
=
n
ν (B(J1(n)))
∫
B(J1(n))
K (P,Pt) dν(t) = nKn
and our conclusion follows.
6 Proofs
6.1 Proof of Lemma 3
We may assume, without loss of generality, that µ dominates P with dP/dµ = g. Since λ
is a probability, Jensen’s Inequality implies that
√
fλ(x) ≥
∫
S
√
ft(x) dλ(t). If h(P,Pt) ≤
r, then ρ(P,Pt) ≥ 1− r2 and, according to Fubini’s Theorem,
ρ(P,Pλ) =
∫
X
√
g(x)fλ(x) dµ(x) ≥
∫
X
√
g(x)
(∫
S
√
ft(x) dλ(t)
)
dµ(x)
=
∫
S
dλ(t)
∫
X
√
g(x)ft(x) dµ(x) =
∫
S
ρ(P,Pt) dλ(t) ≥ 1− r2.
6.2 Likelihood ratio tests
Our results are based on the following fundamental result which is due to Le Cam and
can be found in his book, Le Cam (1986, Lemma 2 page 477).
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Proposition 5 Let {Pt, t ∈ S} be a dominated family of probability measures on X
with densities ft with respect to some mesure µ. We consider two distributions Q1, Q2
on X , two positive numbers r1, r2 such that h(Q1, Q2) > r1 + r2 and two probability
distributions λ1, λ2 on S such that λj ({t |h(Pt, Qj) ≤ rj}) = 1 for j = 1, 2. We define
the distributions R1, R2 on X
n by their densities with respect to µ⊗n,
dRj
dµ⊗n
(x) =
∫
S
ft(x) dλj(t) for all x ∈ X n and j = 1, 2 with ft(x) =
n∏
i=1
ft(xi).
Then
ρ(R1, R2) ≤
[
1− (h(Q1, Q2)− r1 − r2)2]n .
Corollary 1 Let {Pt, t ∈ S} be a dominated family of probability measures on X with
densities ft with respect to some mesure µ and let ν be a probability on S. Let B1 and B2
be two measurable subsets of S such that ν(B1)ν(B2) > 0 and Bj ⊂ Bj for j = 1, 2 where
B1 and B2 are two Hellinger balls in S such that h(B1,B2) > 0. Then, given a random
element X = (X1, . . . ,Xn) ∈ X n with density gB1 with respect to µ⊗n given by (1.2),
PB1
[
log
(
gB2(X)
gB1(X)
)
≥ y
]
≤ e−y/2ρ (PB1 , PB2)
≤ exp
[
−y
2
− nh2(B1,B2)
]
for all y ∈ R. (6.1)
Proof: The first inequality is an application of Lemma 1 and the second follows from
Proposition 5 applied with λj = PBj and Bj = {t |h(Pt, Qj) ≤ rj} so that h(B1,B2) ≥
h(Q1, Q2)− r1 − r2.
6.3 Proof of Theorem 1
Let us first observe that the monotonicity of D and β and the fact that γ ≤ 4 imply that
condition (3.5) can only be satisfied for some pair (J1, J) if it is satisfied for J1 = 3 and
J = 1 which shows that (3.4) is a necessary and sufficient condition for the existence of
such a pair (J1, J).
Given J1 and J that satisfy (3.5), we can partition [B(J)]
c into sets Fl,k, 0 ≤ l ≤ J−1,
1 ≤ k ≤ Kl in the following way: we set Fl = B(l) \B(l + 1) and consider a maximal(
2−l−2
)
-separated subset Nl of Fl, hence of B(l). By Assumption 1,
Kl = |Nl| ≤ exp
[
D
(
2−l−2
)]
. (6.2)
This induces a covering of Fl by Kl balls Bl,k, 1 ≤ k ≤ Kl with radius 2−l−2 and centers
in Nl from which one can deduce a partition of Fl into Kl subsets Fl,k, each one being
included in the corresponding ball Bl,k with center in Fl. It follows that
h(B(J1),Bl,k) ≥ h(s, Fl)− 2−l−2 − 2−J1 = 2−l−1 − 2−l−2 − 2−J1 for 1 ≤ k ≤ Kl
and, since l ≤ J − 1 ≤ J1 − 3 by (3.5),
h(B(J1),Bl,k) ≥ 2−l−2 − 2−J1 =
(
1− 2−J1+l+2
)
2−l−2 ≥ 2−l−3.
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Then, since Fl,k ⊂ Bl,k, it follows from (6.1) that
PB(J1)
[
log
(
gFl,k(X)
gB(J1)(X)
)
≥ y
]
≤ exp
[
−y
2
− 4−l−3n
]
for all y ∈ R.
Setting y = −4−l−3n, we get
PB(J1)
[
log
(
gFl,k(X)
gB(J1)(X)
)
≥ −4−l−3n
]
≤ exp
[
−(2n)× 4−l−4
]
.
This means that
gFl,k(X)
gB(J1)(X)
< exp
[
−4−l−3n
]
for 0 ≤ l ≤ J − 1 and 1 ≤ k ≤ Kl, (6.3)
except if X ∈ ΓJ with
PB(J1)[ΓJ ] ≤
J−1∑
l=0
Kl exp
[
−(2n)× 4−l−4
]
≤
J−1∑
l=0
exp
[
−(2n)× 4−l−4 +D
(
2−l−2
)]
,
by (6.2). Since 1 ≤ l + 1 ≤ J , (3.8) applies with J ′ = l + 1 leading to
4−l−4n ≥
[
γJ1−lβ(J1)/3
]∨
D
(
2−l−2
)
≥ 1 for 0 ≤ l ≤ J − 1. (6.4)
In particular, D
(
2−l−2
) ≤ 4−l−4n, which shows that PB(J1)[ΓJ ] ≤∑J−1l=0 exp [−4−l−4n].
Then (3.6) follows since
J−1∑
l=0
exp
[
−4−l−4n
]
<
∑
k≥0
exp
[
−4−J−3+kn
]
≤ exp [−4−J−3n]∑
k≥0
exp
[
−4−J−3n
(
4k − 1
)]
≤ exp [−4−J−3n]∑
k≥0
exp
[
−
(
4k − 1
)]
< 1.05 exp
[−4−J−3n] , (6.5)
where we used the fact that 4−J−3n ≥ 1.
Let us now turn to the proof of (3.7). The posterior distribution ν(A|X) of any subset
A ⊃ B(J1) of S is given by
1
ν(A|X) =
∫
S
ft(X) dν(t)
[∫
A
ft(X) dν(t)
]−1
=
[∫
A
ft(X) dν(t) +
∫
Ac
ft(X) dν(t)
] [∫
A
ft(X) dν(t)
]−1
≤ 1 +
∫
Ac
ft(X) dν(t)
[∫
B(J1)
ft(X) dν(t)
]−1
,
so that
ν(A|X) ≥ 1− [ν(B(J1)) gB(J1)(X)]−1 ∫
Ac
ft(X) dν(t). (6.6)
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For 1 ≤ j ≤ J (since there is nothing to prove for j = 0),
∫
[B(j)]c
ft(X) dν(t) =
j−1∑
l=0
Kl∑
k=1
∫
Fl,k
ft(X) dν(t) =
j−1∑
l=0
Kl∑
k=1
ν(Fl,k)gFl,k(X). (6.7)
Putting (6.6), (6.7) and (6.3) together, we derive that, when X 6∈ ΓJ ,
ν
[(
B(j)
)c∣∣X] ≤ ∑j−1l=0 ∑Klk=1 ν(Fl,k)gFl,k(X)
ν
(
B(J1)
)
gB(J1)(X)
<
1
ν
(
B(J1)
) j−1∑
l=0
Kl∑
k=1
ν(Fl,k) exp
[
−4−l−3n
]
=
j−1∑
l=0
ν(Fl)
ν
(
B(J1)
) exp [−4−l−3n] ≤ j−1∑
l=0
ν(B(l))
ν
(
B(J1)
) exp [−4−l−3n]
≤
j−1∑
l=0
exp
[
γ(J1−l)β(J1)− 4−l−3n
]
,
where the last inequality follows from Assumption 2. Applying (6.4) again, we derive
that ν
[(
B(j)
)c∣∣X] ≤∑j−1l=0 exp [−4−l−4n] and conclude as we did for (6.5).
6.4 Proof of Proposition 3
Let us first evaluate E [w(d(t, s))]. Since B − 4B′ ≥ 1,
E[w(d(t, s))] ≤ w (2−J)+ J−1∑
j=0
w
(
2j+1−J
)
P
[
2j−J < d(t, s)) ≤ 2j+1−J]
≤ w (2−J)+ a J−1∑
j=0
w
(
2j+1−J
)
exp
[−B4j]
≤ w (2−J)
1 + aa′ J−1∑
j=0
exp
[−B4j +B′4j+1]

≤ w (2−J)
1 + aa′ J−1∑
j=0
exp
[−4j]
 ≤ (1 + 0.4aa′)w (2−J) .
Let now t1 ∈ S with d(t1, s) ≥ [2j + 1]2−J . If d(t, s) ≤ 2−J , then d(t, t1) ≥ 2j−J hence,
E [w(d(t, t1))] ≥ w
(
2j−J
)
Q
[
d(t, s) ≤ 2−J ] ≥ (4/5)2jδw (2−J) .
It follows that t1 cannot be a minimizer of the function t 7→ E [w(d(t, t))] as soon as
(4/5)2jδ > (1 + 0.4aa′) or 2j > [(5/4)(1 + 0.4aa′)]1/δ
and the conclusion follows.
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6.5 Proof of Lemma 4
To prove (5.6) we use Jensen’s Inequality,
−1
2
K(P,Q) =
∫
log
(√
dQ
dP
)
dP ≤ log
(∫ √
dQdP
)
= log[ρ(P,Q)],
and log
(
1− h2(P,Q)) ≤ −h2(P,Q). Let η = dP/dQ so that ∫ η dQ = 1. Then
K(P,Q) =
∫
log η dP =
∫
η log η dQ
=
∫
(η log η − η + 1) dQ =
∫
K(η) [(η + 1)/2 −√η] dQ,
while
h2(P,Q) = 1−
∫ √
η dQ =
∫
[(η + 1)/2 −√η] dQ.
Since the function K is continuous and increasing on R+ with K(0) = 2, it follows that
2 ≤ K(η) ≤ K(M) hence (5.7). The bound on K follows from calculus.
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