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Abstract. Access to the large web content hosted all over the world by users of the Internet engage
many hosts, routers/switches and faster links. They challenge the internet backbone to operate at
its capacity to assure efficient content access. This may result in congestion and raises concerns over
various Quality of Service (QoS) issues like high delays, high packet loss and low throughput of the
system for various Internet applications. Thus, there is a need to develop effective congestion control
mechanisms in order to meet various Quality of Service (QoS) related performance parameters. In this
paper, our emphasis is on the Active Queue Management (AQM) mechanisms, particularly Random
Early Detection (RED). We propose a threshold based novel analytical model based on standard RED
mechanism. Various numerical examples are presented for Internet traffic scenarios containing both the
burstiness and correlation properties of the network traffic.
Key Words: Congestion Control, Active Queue Management (AQM) mechanisms, Random Early De-
tection (RED), Continous Time Markov Modulated Poisson Process (CT-MMPP)
1 INTRODUCTION
In recent years, there are two major technologi-
cal forces that have driven the evolutionary era
in communication. They are: (i) Wireless Tech-
nology evolution and (ii) the Internet. As these
forces converge, the demand for new services, in-
creasing bandwidth and ubiquitous connectivity
will grow continually. Increasing traffic due to
various services will cause traffic congestion at
input and output ports of Internet routers and
switches. Thus, the problem of congested net-
works occurring when the aggregate demand ex-
ceeds the available capacity of resources will al-
ways be a challenge for network operators, con-
sultants and researchers. Congestion results in
delay, packet loss or incomplete information ac-
cess and results in overflowing queues. The total
(end-to-end) network delay is essentially the sum
of the queuing delay in routers and switches and
propagation delay. Currently queuing delay dom-
inates most Round Trip Times (RTT). The goal
should be to reduce the network delay close to the
propagation delay.
The cost effective way of evaluating network
performance with regard to Quality of Service
(QoS) issues i.e, speedy connectivity and negli-
gible packet loss with high bulk throughput is
to use traffic models and performance modelling
techniques. Over a number of years traffic mod-
elling has received considerable attention from
the networking community. A good traffic model
should be accurate enough to capture the statis-
tical characteristics of actual traffic and at the
same time should be computationally efficient.
Along with Traffic modelling, the performance
modelling techniques help to determine the effi-
cacy of telecommunication networks capable of
providing interactive services (such as voice, data
and video) by developing good models. Thus, in
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this paper we use traffic and performance mod-
elling techniques for the analysis of our proposed
model for the Internet traffic containing both
burstiness and correlation properties of the net-
work traffic.
Router
Centric Approaches
HOST
Centric Approaches
HOST
GLOBAL ROUTER NETWORK
CONSUMERS
Fig. 1. Complex Internet Setup.
Over the past few years researchers have been
working on various methodologies to overcome
the Quality of Service (QoS) issues, particularly
Congestion Control 1 and Congestion Avoidance
2 faced by Internet Traffic due to increasing num-
ber of users around the globe. As a result, there
are mechanisms which operate from the edge of
the network called HOST-Centric approaches 3
for congestion control and avoidance, but they
are not enough to coupe for congestion in all cir-
cumstances because of the limit to how much
control can be exercised from the edge of the
network i.e. HOST. Thus, in order to comple-
ment the HOST-Centric approaches, there are
mechanisms devised to work inside the network
known as ROUTER centric approaches for con-
gestion control and avoidance.(c.f., Fig. 1). Thus,
each Internet router can be modeled as a queu-
ing system with certain arrival source (HOST), a
finite capacity Queue and a server (Router Net-
work), serving packets under certain service dis-
ciplines.(c.f., Fig. 2)
There are two main approaches for congestion
avoidance at routers. They are: (a) Schedul-
ing Algorithms, which regulate the allocation of
bandwidth and packet selection on the basis of
available resources and (b) Queue Management,
which manages queue length by dropping pack-
ets when necessary. Furthermore, there are two
classical Queue Management techniques.
Some Finite Capacity Queue
Arrival Process
Service Process
Fig. 2. A simple Queuing System .
Firstly, Drop Tail, where a maximum queue
length is set for each queue at the router and
accepts the packets until the maximum queue
length is reached. Once the maximum queue
length is achieved, the algorithm drops packets
until queue length is again below the maximum
set value. Thus, Drop Tail has serious limita-
tions to its use like:(i) It is not Suited for In-
teractive Networks such as voice-video sessions
and web transfers requiring low end-to-end de-
lay and jitter. Because the drop tail queues are
always full or close to full for long periods of time
and packets are continuously dropped when the
queue reaches its maximum length resulting in
large delays which makes interactive applications
(voice, video etc) untenable. (ii) Global synchro-
nization; arises because the full queue length is
unable to absorb bursty packet arrivals and thus
many packets are dropped resulting in global syn-
chronization. Thus, we may also say that the
main reason of global synchronization in drop tail
queues is its lockout behavior where the queue is
monopolized by some flows and other connections
may not easily use the queue.
1[2, 5], It comes into play after the congestion at a network has occurred and the network is overloaded.
2preventive technique [1 - 4], which comes into play before network is congested by overloading. A congestion
avoidance scheme maintains the network in a region of low delay and high through put by keeping the average
queue size low, such that fluctuations in the actual queue size should be allowed to accommodate bursty traffic
and transient congestion.
3In 1988, Jacobson [3], pioneered the concept of TCP congestion control and avoidance which forms the basis
of today’s HOST Centric congestion control approaches and mechanisms. TCP Congestion Control algorithms
like slow start, congestion avoidance, fast recovery and fast retransmission; and TCP variants like Tahoe: The
sender implements fast retransmission only, Reno: The sender implements both fast retransmission and fast re-
covery, Modified New – Reno: The sender retransmits one lost packet per round-trip time (RTT) upon receiving
partial Acknowledgements (ACKs) and terminates the recovery phase when the whole window is acknowledged,
and SACK.
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Service Process
Arrival Process
Threshold
   N
Fig. 3. Active Queue Management: Sec-
ond Traditional Queue Management Technique.
Secondly, Active Queue Management (AQM)
(c.f., Fig. 3) where packets are dropped before the
queue becomes full by using some sort of thresh-
old. AQM [10, 11], provides a solution to over-
come the demerits of the drop tail scheme. It
maintains a small size steady state queue, thus
resulting in reduced packet loss, decreased end-
to-end delay, and the avoidance of lock out be-
havior. In this way the network resources are
used more efficiently. Also, by keeping the av-
erage queue size small results in the efficient use
of bandwidth and increases the link utilization
by avoiding global synchronization. Furthermore,
due to availability of extra queue space, packet
bursts will be absorbed as well. Finally, the bias
of routers against flows that use small bandwidth
due to monopolize flows will be prevented, which
will result in prevention of lockout behavior.
p
thth
max
maxmin
1
Queue Size
Drop Probability
Fig. 4. RED’s Packet Drop Probability.
The AQM techniques to maintain Acceptable
Level of Service (ALoS) is Random Early Detec-
tion (RED) recommended by Internet Engineer-
ing Task Force (IETF) in RFC 2309 [6, 7], (c.f.,
Fig. 4 and 5). The basic idea is to sense conges-
tion and try to provide feedback to the sources
by either marking or dropping their packets, even
if space is still available in the queue. Therefore,
RED design objectives are to: (i) minimize packet
loss, (ii) minimize queuing delay, (iii) maintain
high link utilization (iv) remove biases against
bursty sources and (v) avoid global synchroniza-
tion.
Service Process
Arrival Process
   N
min
max th
th
Linear Reduction
Fig. 5. RED Queue.
The remainder of the paper is as follows: Sec-
tion 2 describes briefly an overview of the re-
lated work on RED as an AQM mechanism and
while doing so tries to highlight the limitations
of RED. Section 3 elaborates the proposed an-
alytical performance model, where a Continous
Time Markov Modulated Poisson Process (CT-
MMPP) is used under a sampling approach to
model input network traffic. Section 4 discusses
results obtained by using some of the numerical
examples and shows the effect of traffic burstiness
and correlation. We conclude the paper in Sec-
tion 5 with some future directions based on the
proposed model in this paper.
2 RELATED WORK
Many AQM schemes have been proposed [8], yet
no single one can achieve optimal performance
in all network and traffic scenarios. An AQM
scheme without adaptability can hardly meet the
QoS requirements under dynamic network and
traffic conditions. Also, most AQM schemes are
not efficient in providing fairness for users with
different congestion sensitivities, and thus are not
efficient to control non-responsive traffic. So, we
may say that all the existing AQM schemes can-
not be directly adapted when applied, for ex-
ample, to wireless networks. If it is applied in
wireless networks it will not be able to absorb
bursts of packets as allocated buffer capacity may
have already achieved its maximum threshold al-
location over a period of time. Now, till it re-
averages a significant amount of traffic will con-
tinue to be lost. On the other hand if we use
instantaneous queue length where the buffer ac-
commodates itself with the changing character-
istics of input traffic, the buffer is less likely to
be full since the initial packet losses as the in-
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stantaneous queue increases will give immediate
reduction of arrival rate and the network will not
experience overloading. This may be achieved by
time stamping the data arriving in the buffer at
every instance and storing this information. As
the time progress and packets are still arriving
the buffer adjusts its occupancy by keeping the
buffer thresholds moving to utilize the resource
more effectively. Thus, we consider the use of in-
stantaneous queue length to be more appropriate
in the analysis if the proposed model.
Sally Floyd and Van Jacobson proposed the RED
algorithm for RED Gateways [7], which calcu-
lates the average queue size, using a low pass fil-
ter with an exponential weighted moving average
(EWMA). The average queue size is compared
to two thresholds, a minimum threshold and a
maximum threshold. When the average size of
queue is less than the minimum threshold, no
packet is dropped but if the average queue size is
greater than the minimum threshold, every arriv-
ing packet is dropped with certain probability Pa
till it reaches the maximum threshold. After max-
imum threshold, all arriving packets are dropped.
Thus, we can summarize some of the key pa-
rameters for RED as: (i) maximum threshold
((maxTh)), (ii) minimum threshold ((minTh)),
(iii) queue length (qLen), (iv) weighted factor for
average queue length comparison (Wq), (v) the
maximum probability of early drop ((maxP ). Fig.
5 shows RED’s packet drop probability distribu-
tion and Fig. 6 shows a generic representation of
a RED queue.
Bonal et al [9] proposed a model that uses classi-
cal queueing theory (M/M/1/K Model and Drop
function for RED based on its algorithm) to eval-
uate RED performance and quantify the benefits
(or lack thereof) brought about by RED. Basi-
cally, three major aspects of the RED scheme,
namely the bias against bursty traffic, synchro-
nization of TCP flows and a queuing delay study
were presented in details and compared with
those of Drop Tail scheme to evaluate and val-
idate the performance of RED. Firoiu and Bor-
den [10], were the followers by introducing the
flow feedback control model established to ana-
lyze the stability of the RED control system. A
number of studies have been reported [10 - 13]
in the literature for deploying RED, or Adaptive
Virtual Queue (AVQ) when deployed as a conges-
tion control mechanism on TCP/IP routers. Al-
most exclusively these studies are based on simu-
lation and mostly consider the best case scenarios
for their simulations in which a constant number
of TCP connections, each sending continuously,
share a queue on a bottleneck link. More re-
cently, Mikkel et al [14] presented a simulation
based performance study for the worst case situ-
ation in which there are a dynamically changing
number of TCP connections with highly variable
lifetimes. However, the study focussed mainly on
a very special scenario where a link is considered
as carrying only Web-like traffic and is specific to
HTTP 1.0 protocols.
In spite of the fact that probably RED is the most
promising AQM [8, 10 - 15] scheme for conges-
tion avoidance and control, research has shown
that the performance of RED is highly dependent
upon the way its parameters are tuned and the
environment where it is used. Variants of RED
[8] try to solve some of the problems. One of the
main weaknesses pointed out in the RED vari-
ants [8] is the variation of the average queue size
of RED with the level of congestion and parame-
ter settings. When maxp is large and/or network
is lightly congested, the average queue size is near
minth; conversely when maxp is small and/or the
network is heavily congested, the average queue
size is close to maxth. Thus, the queuing delays
at the routers cannot be easily estimated because
the changes in the average queue size vary widely
according to the parameters and congestion in
the network. Unfortunately, a major consider-
ation of QoS is the delay, and this means network
providers will not be able to have an accurate es-
timate of the queuing delay in network. Some
researchers [9, 14] even claim that there is no ad-
vantage in using RED over Drop Tail as in their
opinion throughput may be very poor for RED
if the parameters are not tuned properly. Con-
sequently, the number of consecutively dropped
packets may be larger than those of Drop Tail so
that RED may not help the global synchroniza-
tion problem as well.
Thus, generally speaking, all queue management
mechanisms perform well in certain scenarios but
are sub-optimal in others. Thus development of
new AQM mechanisms and evaluation of their
performance can still be considered as a chal-
lenge for the research community [8]. Although
research on RED applications and its variants
[8] seem to be very elaborate and promising,
still further investigations are necessary. Bartek
Wydrowski et al. in [16] stresses the need of im-
proved AQM mechanisms for today’s best-effort
networks to deliver the performance required for a
wide range of interactive and multimedia applica-
tions that have demanding delay and bandwidth
requirements.
However, despite the recommendation [6] by the
Internet Engineering Task Force (IETF) and
RED being widely deployed, the fact is that RED
is not thoroughly understood. There is little oper-
ational experience of RED in large scale networks
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- one of the few published measurement study
is limited in scope because it only considers the
router performance as opposed to the end-to-end
performance and it does not clearly describe the
measurement settings and the exact information
being measured [15]. It is not quite clear how
to choose RED parameters whereas the recom-
mended values in [6] have changed over time and
there are few published analytical models of RED
that would, for example, allow us to quantify the
impact of parameter settings on performance or
the impact of different parameter values taken by
different ISPs in a large network. Hence, we can
say that so far no analytical solution for the per-
formance analysis of RED is available to help un-
derstand its specific operational functions. This
is the motivation for this paper.
3 PROPOSED MODEL
The Markov Modulated Poisson Process
(MMPP) has been extensively used to model
B-ISDN sources [17], such as voice and video, as
well as characterizing the superposed traffic. It
captures the burstiness and correlation properties
of the network traffic. In addition to characteriz-
ing the desired properties of B-ISDN applications,
these models are analytically tractable and pro-
duce results that are acceptable approximations
to reality.
An MMPP is a doubly stochastic Poisson Process
[17]. The arrivals occur in a Poisson manner with
a rate that varies according to a k-state Markov
chain, which is independent of the arrival process.
Accordingly, an MMPP is characterized by the
transition rate matrix of its underlying Markov
chain and arrival rates. Let i be the state of
the Markov chain, σij be the transition rate from
state i to state j, i 6= j and λi the arrival rate
when the Markov chain is in state i, λi > 0, and
i ∈ {1, ..., k}. Define:
σi = −
k∑
j=1;i 6=j
σik
In matrix form, we have
Q =

−σ1 σ12 .... σ1k
σ21 −σ2 .... σ2k
. . . .
σk1 σk2 .... −σk
 and
Λ =

λ1 0 .... 0
0 λ2 .... 0
. . . .
0 0 .... λk

Assuming that Q does not depend on time t, the
steady-state probability vector, pi, of Q is the so-
lution of the following system of equations:
piQ = 0;
k∑
i=1
pij = 1
Fig. 6. Sampling concept for proposed model.
A k-state MMPP can be viewed in two ways: (i)
As k independent traffic streams, each having a
different Poisson arrival rate, which are randomly
sampled at the input. Each stream might thus
represent a different class of traffic. (ii) As a
single traffic stream with correlated inter-arrival
times and a variable squared co-efficient of varia-
tion of the inter-arrival times (and thus a variable
burstiness). Fig. 6 shows the sampling process
for our analysis where two independent Poisson
streams are randomly sampled with exponentially
distributed inter-switching time.
In our model we use a pair of thresholds for
each traffic class. Fig. 7 shows the positions of
thresholds for two traffic classes, in a finite ca-
pacity buffer where traffic arrives using a 2-state
Markov Modulated Poisson Process (MMPP) dis-
tribution.
We use a conventional matrices approach to solve
two-dimensional CT-MMPP Markov chains [18-
21]. In order to do so we create a Z generator ma-
trix based on a system state transition diagram
(c.f., Fig. 9) comprising the input parameters λij
– arrival rate, µ – service rate, p = R – Rate of
transition from one state to the second state and
q = R´ – Rate of transition from second state to
the first state. The procedure of solving the ma-
trix is the same as depicted in [18]. Figs. 7 - 8,
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show the positions of thresholds and regions for
the linear reduction in arrival rate. We assume
that N21 - N11 = N22 - N12, such that N12 - N11
= N22 - N21 and N21 > N12.
Service Process
Arrival Process
   N
   N   N
   N   N
22 12
21 11
Linear Reduction of 
Arrival Rate
Fig. 7. RED Mechanism for AQM: Single
buffer with two thresholds per traffic class. (N1i-
min and N2i- max threshold per class where: i =
1,2, number of class.
Linear Reduction
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Fig. 8. Application of Standard RED Al-
gorithm to the arrival process(N1i- min and N2i-
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Fig. 9. State Transition Diagram for the
Proposed Model based on RED Mechanism and
CT-MMPP.
The arrival rate λij are all independent of the
state before N1i or after N2i and depend on the
state between N1i and N2i, where i = 1,2, and j
= 0, 1, 2, ... N, N being full queue capacity, i.e.
each arrival rate is different with each state and
will be linearly reduced by dropping packets in a
region between thresholds N11, N21, and thresh-
olds N12, N22, for first and second traffic class
respectively. These arrival rates can be obtained
as:
λij =

λ1i,
for, i = 1, 2 and 0 ≤ j ≤ N1i
λj = λ1i − (N1i − j) λ2i−λ1iN2i−N1i ,
for, i = 1, 2 and N1i + 1 ≤ j ≤ N2i
λ2i,
for, i = 1, 2 and N2i + 1 ≤ j ≤ N
(1)
In order to perform the steady state analysis of
the system, we use algorithm in [18] to solve the
joint steady state probability vector P = Pj (0≤ j
≤N) in the two-dimensional Markov chain, which
satisfies the following equations:
PZ = 0 and Pe = 1 (2)
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where Z is the generator matrix based on the sys-
tem state transition diagram (c.f., Fig. 9). We
have grouped states (c.f., Fig. 9) according to the
total number of customers in the queue (where:
j = states = 0, 1, 2, ... N, for i = 1,2, num-
ber of job class). We order states lexigraphically,
i.e. (1,0), (2,0), (1,1), (2,1), (1,2), (2,2)...(1,N),
(2,N) where, N is the maximum queue length (full
buffer capacity). Thus, the generator matrix Z is
given by:
Z =

Aij Eij 0 0 . . .
Cij Dij Eij 0 . . .
0 Cij Dij Eij 0 . .
0 0 Cij Dij Eij 0 .
. . . . . . .
. . . . . . .
. . . . . Cij Bij

(3)
Where:
Aij =
( − (p+ λij) p
q − (q + λij)
)
Bij =
( − (µ+ p) p
q − (µ+ q)
)
Eij =
(
λij 0
0 λij
)
Cij =
(
µ 0
0 µ
)
and
Dij =
( − (µ+ p+ λij) p
q − (µ+ q + λij)
)
Solving the generator matrix Z yield the steady
state vector as [18-23]:
P = u(I−Q + eu)−1 (4)
whereQ = I + Z/min{Zi,i} and u is an arbitrary
row vector of Q. I is an N×N identity matrix and
e = (1, 1, . . . , 1)T is a unit column vector of
length N.
After the equilibrium probabilities Pj (0≤ j
≤N) are found, we can evaluate system perfor-
mance metrics such as mean system occupancy,
mean packet waiting time, system throughput
and packet dropping probabilities. The average
buffer occupancy or Mean Queue Length (MQL)
can be expressed from the equilibrium probabili-
ties Pj as:
L =
N∑
j=0
jPj (5)
Using Little’s law, the delay for this finite capac-
ity queue can be obtained as:
W =
L
S
(6)
where S is the mean throughput of the continous-
time finite capacity queue given by the fraction of
time the server is busy and is given as follows:
S = (1− P0)× β (7)
Similarly, we calculate the aggregate probability
of packet Loss (as a measure of blocking probabil-
ity) for the system by using the following relation:
PB =
∑
j
[
1− λjλ1
]
P (j) =
∑
j
P (j)− 1λ1
∑
j
λjP (j)
⇒ PB = 1− 1λ1
∑
j
λjP (j)
⇒ PB = 1− 1λ1
∑
j
λj [P1j + P2j ]
⇒ PB = 1−
 1
(
2∑
i=1
λ1i)
 N∑
j=0
2∑
i=1
λijPij

 (8)
4 NUMERICAL RESULTS
This section presents typical numerical results ob-
tained from the proposed analytical model for In-
ternet traffic congestion control to demonstrate
its credibility subject to various parameter set-
tings. These results show the effectiveness of the
proposed technique for bursty external traffic at
routers in a network. These results demonstrate
the effect of threshold settings on various per-
formance measures including mean queue length,
throughput, delay, and packet loss probability
distribution. This section also includes some ex-
periments to show the impact of traffic burstiness
and correlated properties on the system perfor-
mance.
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4.1 System Performance
Figs. 10 - 13 present MQL, throughput, delay
and packet loss probability against input para-
meters and threshold variations respectively. In
our numerical examples for the fixed input para-
meters, we vary N12 and N22, where: N21 - N11
= N22 - N12, and N12 - N11 = N22 - N21, such
that N21 > N12. From the results it is clear that
as we increase the threshold values, the mean
queue length increases, which in turn increases
the utilization of the system resulting in high
throughput which is of the fact that even though
the queue is accumulating packets, they are being
served efficiently at the same time.
Threshold Positions (N21−N11 = N22−N12 : N21−N12 = N22−N11)
MQL Values w.r.t Threshold Positions
2 3 4 5 6 7 8 9 10 11 12 13 14
29.5
30
30.5
31
31.5
32
32.5
33
33.5
34
34.5
35
35.5
36
36.5
37
37.5
38
38.5
39
39.5
40
40.5
41
41.5
42
42.5
Legend
Q=50, N11=3, N21=19, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=4, N21=20, N12 & N22 = Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=5, N21=21, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=6, N21=22, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=7, N21=23, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Fig. 10. Effects of Threshold on Mean Queue
Length.
Threshold Positions (N21−N11 = N22−N12 : N21−N12 = N22−N11)
Thrghpt Values w.r.t Threshold Positions
2 3 4 5 6 7 8 9 10 11 12 13 14
7.4
7.405
7.41
7.415
7.42
7.425
7.43
7.435
7.44
7.445
7.45
7.455
Legend
Q=50, N11=3, N21=19, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=4, N21=20, N12 & N22 = Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=5, N21=21, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=6, N21=22, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=7, N21=23, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Fig. 11. Effect of Threshold on Throughput.
Also, we may see from figs. 12 and 13 that even
though the delay is increasing it can be seen as
trade off to the packet loss which in turn is de-
creasing. Similarly, with increase in threshold a
linear reduction is achieved for the number of jobs
in the system with a certain probability, which
is RED standard. Also, it is evident from results
that the mean queue length can be maintained
by setting the threshold value in order to prevent
congestion.
Threshold Positions (N21−N11 = N22−N12 : N21−N12 = N22−N11)
QD Values w.r.t Threshold Positions
2 3 4 5 6 7 8 9 10 11 12 13 14
3.99
4.08
4.17
4.26
4.35
4.44
4.53
4.62
4.71
4.8
4.89
4.98
5.07
5.16
5.25
5.34
5.43
5.52
5.61
5.7
Legend
Q=50, N11=3, N21=19, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=4, N21=20, N12 & N22 = Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=5, N21=21, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=6, N21=22, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=7, N21=23, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Fig. 12. Effects of Threshold on Delay.
Threshold Positions (N21−N11 = N22−N12 : N21−N12 = N22−N11)
Prob of Packet Loss Values w.r.t Threshold Positions
2 3 4 5 6 7 8 9 10 11 12 13 14
0.05
0.052
0.054
0.056
0.058
0.06
0.062
0.064
0.066
0.068
0.07
0.072
0.074
0.076
Legend
Q=50, N11=3, N21=19, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=4, N21=20, N12 & N22 = Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=5, N21=21, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=6, N21=22, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Q=50, N11=7, N21=23, N12 & N22=Vary, Meu=7.5, ar11=9.0, ar21=8.0, ar12=7.0 & ar22=6.0
Fig. 13. Effect of Threshold on Probability of
Packet Loss.
4.2 Effect of Traffic Burstiness and
Autocorrelation Coefficient
The Square Coefficient of Variation (SCV) is a
measure of the variability associated with the
interarrival and processing times of the system.
The variation in SCV value (a function of ar-
rival rate and transition probability in each state)
greatly affects the performance of a switch/router
and is an important measure of the degree of traf-
fic burstiness in the CT-MMPP traffic source. In
our model, the SCV, c2, of the interarrival time
of a two-state CT-MMPP for the packets arrival
process is given by the following expression [17]:
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c2 = 1 +
2pq (λ1 − λ2)2
(qλ1 + pλ2 + λ1λ2) (p+ q)
2 (9)
The autocorrelation coefficient of the interarrival
times and the number of arrivals are the two im-
portant measures of interest [17]. The autocorre-
lation function of the interarrival time of packets
with lag 1, C(1), is given by:
C(1) =
λ1λ2 (λ1 − λ2) pq
c2 {p+ q}2 {λ1λ2 + λ1q + λ2p}2
(10)
Fig 14 shows the effect of load variation (input
arrival rate) on SCV of interarrival times. Fig 15
shows the comparison results for the autocorrela-
tion coefficient of the interarrival times with lag 1.
Load Variation (increasing load − Arr_1 varying)
SCV of Interarrival times
9 10 11 12 13 14 15 16 17 18 19
2
2.5
3
3.5
4
4.5
5
5.5
6
6.5
7
7.5
8
8.5
9
9.5
10
Legend
p, q = 1, Arr_2 = 0.9, Arr_1 = 9 to vary
p, q = 0.7, Arr_2 = 0.9, Arr_1 = 9 to vary
p, q = 0.4, Arr_2 = 0.9, Arr_1 = 9 to vary
p, q = 0.1, Arr_2 = 0.9, Arr_1 = 9 to vary
Fig. 14. Effects of load variation on SCV.
Load Variation (increasing load − Arr_1 varying)
autocorrelation coefficient of interarrival times with lag 1
9 10 11 12 13 14 15 16 17 18 19
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
Legend
p, q = 1, Arr_2 = 0.9, Arr_1 = 9 to vary
p, q = 0.7, Arr_2 = 0.9, Arr_1 = 9 to vary
p, q = 0.4, Arr_2 = 0.9, Arr_1 = 9 to vary
p, q = 0.1, Arr_2 = 0.9, Arr_1 = 9 to vary
Fig. 15. Autocorrelation comparison for dif-
ferent values of SCV with Lag 1.
Figs. 16 - 18 show that the effect of varying
queue size on MQL, throughput and mean de-
lay for different values of SCV. The results show
higher burstiness traffic causing higher system
MQL,higher mean delay and also higher through-
put for the same threshold settings based on the
assumption that the total amount of traffic re-
mains constant.
Increasing Queue Size
MQL values w.r.t Queue Size increase
5 10 15 20 25 30 35 40 45 50 55 60
3
8
13
18
23
28
33
38
43
48
53
58
63
68
73
78
83
88
93
Legend
SCV = 3.8596
SCV = 6.0053
SCV = 7.1534
SCV = 10.9890
Fig. 16. Effects on MQL by varying Queue
Size for different value of SCV.
Increasing Queue Size
Throughput values w.r.t Queue Size increase
5 10 15 20 25 30 35 40 45 50 55 60
7
7.1
7.2
7.3
7.4
7.5
7.6
Legend
SCV = 3.8596
SCV = 6.0053
SCV = 7.1534
SCV = 10.9890
Fig. 17. Effects on Throughput by varying
Queue Size for different value of SCV.
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Increasing Queue Size
Mean Delay values w.r.t Queue Size increase
5 10 15 20 25 30 35 40 45 50 55 60
0
1
2
3
4
5
6
7
8
9
10
11
12
13
Legend
SCV = 3.8596
SCV = 6.0053
SCV = 7.1534
SCV = 10.9890
Fig. 18. Effects on Mean Delay by varying
Queue Size for different value of SCV.
Figs. 19 - 21 show that the higher burstiness traf-
fic causes higher system MQL and higher mean
delay but lower loss probability for the same
threshold settings for different SCV values.
Threshold position (N_1 − Fix, N_2 − Vary)
MQL values w.r.t Threshold variation
2 5 8 11 14 17 20 23 26 29 32 34
20
23
26
29
32
35
38
41
44
47
50
53
56
59
62
65
68
71
Legend
SCV = 3.8596
SCV = 6.0053
SCV = 7.1534
SCV = 8.6866
Fig. 19. Effects on MQL by varying threshold
for different value of SCV.
Threshold position (N_1 − Fix, N_2 − Vary)
Mean Delay values w.r.t Threshold Variation
2 5 8 11 14 17 20 23 26 29 32 34
2.7
3.7
4.7
5.7
6.7
7.7
8.7
9.7
Legend
SCV = 3.8596
SCV = 6.0053
SCV = 7.1534
SCV = 8.6866
Fig. 20. Effects on Delay by varying threshold
for different value of SCV.
Threshold position (N_1 − Fix, N_2 − Vary)
Loss Probability values w.r.t Threshold Variation
2 5 8 11 14 17 20 23 26 29 32 34
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Legend
SCV = 3.8596
SCV = 6.0053
SCV = 7.1534
SCV = 8.6866
Fig. 21. Effects on Probability of Packet Loss
by varying threshold for different value of SCV.
Figs. 22 - 25 show that the higher burstiness traf-
fic causes higher system MQL, higher throughput
and higher mean delay but trades offs as reduced
loss probability for the same threshold settings
variation over different SCV values.
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Threshold position (N_22 − N_21 = N_12 − N_11)
MQL values w.r.t Threshold variation
2 4 6 8 10 12 14 16 18 20 22 24
32
34
36
38
40
42
44
46
48
50
52
54
56
58
Legend
SCV = 1.014
SCV = 1.028
SCV = 1.047
SCV = 1.069
Fig. 22. Effects on MQL by using multiple
thresholds for different value of SCV.
Threshold position (N_22 − N_21 = N_12 − N_11)
Throughput values w.r.t Threshold Variation
2 4 6 8 10 12 14 16 18 20 22 24
7.42
7.43
7.44
7.45
7.46
7.47
7.48
7.49
7.50
Legend
SCV = 1.014
SCV = 1.028
SCV = 1.047
SCV = 1.069
Fig. 23. Effects on Throughput by using mul-
tiple thresholds for different value of SCV.
Threshold position (N_22 − N_21 = N_12 − N_11)
Mean Delay values w.r.t Threshold Variation
2 4 6 8 10 12 14 16 18 20 22 24
4
4.5
5
5.5
6
6.5
7
7.5
8
Legend
SCV = 1.014
SCV = 1.028
SCV = 1.047
SCV = 1.069
Fig. 24. Effects on Delay by using multiple
thresholds for different value of SCV.
Threshold position (N_22 − N_21 = N_12 − N_11)
Loss Probability values w.r.t Threshold Variation
2 4 6 8 10 12 14 16 18 20 22 24
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
Legend
SCV = 1.014
SCV = 1.028
SCV = 1.047
SCV = 1.069
Fig. 25. Effects on Loss Probability by using
multiple thresholds for different value of SCV.
Service Process
Arrival Process
   N
   N   N
   N   N
Lower Delay,
High Loss Probability
High Delay,
Low Loss Probability
22 12
21 11
Linear Reduction of 
Arrival Rate
Fig. 26. An example of multiple threshold
RED mechanism for marginal effects of threshold
variation on QoS for SCV.
4.3 Marginal System Performance
Similarly, some examples are carried out to
demonstrate the effect of thresholds on the mar-
ginal QoS measurements. Fig 26 demonstrates
one such example where we consider four thresh-
olds, two for each job class. In this example, the
thresholdsN11 - min andN21 - max correspond to
the arrivals of first job class, and N12 - min and
N22 - max correspond to the arrivals of second
job class, where N correspond to the full buffer
capacity, respectively. We consider two scenarios
for same SCV. The full queue capacity is fix at
N = 50 for both scenarios. Now, we first consider
that the threshold N12 and N22 vary from 11 - 22
and 27 - 38 position while keeping the threshold,
N11 = 9 and N21 = 25, fixed. Secondly, we fix
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the threshold N12 and N22 at 29 and 45 position
while varying the threshold N11 = 16 − 27 and
N21 = 32 − 43 position with the condition that
N22−N21 = N12−N11 andN21−N11 = N22−N12
where: N21 > N12 (for both scenarios) . Then the
results of marginal effects of threshold positions
obtained for most important QoS measures i.e.,
Delay and Loss Probability are as shown in Figs.
27 and 28.
In Fig 27, we see that as the difference between
the threshold values increases the marginal de-
lay increases for the second job class whereas it
decreases for the first job class and vice versa.
It is because of the fact that as the threshold
difference increases for a job class more space is
available for the arrivals of a particular job class
in the queue and thus packets of a job class will
be served more resulting in high throughput for
a job class. Similarly, Fig 28 provides the results
for the effects of threshold variation on marginal
loss probability which decreases for second job
class because marginal delay increases for second
job class. Consequently, marginal loss probability
increases for the first job class because marginal
delay decreases for first job class. Thus, we may
say that by tuning the threshold position we make
an effective use of available resource for bursty
and correlated traffic streams containing data,
real-time etc as multiple arrivals. Moreover, in-
crease in delay can be seen as a trade off for the
reduced packet loss.
Threshold position (N_22 − N_21 = N_12 − N_11)
Marginal Effect on Mean Delay w.r.t Threshold Variation
2 3 4 5 6 7 8 9 10 11 12 13
4
4.5
5
5.5
6
6.5
7
7.5
8
8.5
Legend
SCV = 1.014 : N11, N21 = Fix, N12, N21 = Vary, N21 > N12
SCV = 1.014 : N11, N21 = Vary, N12, N21 = Fix, N21 > N12
Fig. 27. Effect of Threshold Variation on
Marginal Delay for a fixed SCV.
Threshold position (N_22 − N_21 = N_12 − N_11)
Marginal Effect on Loss Probability w.r.t Threshold Variation
2 3 4 5 6 7 8 9 10 11 12 13
0.03
0.035
0.04
0.045
0.05
0.055
0.06
0.065
0.07
Legend
SCV = 1.014 : N11, N21 = Fix, N12, N21 = Vary, N21 > N12
SCV = 1.014 : N11, N21 = Vary, N12, N21 = Fix, N21 > N12
Fig. 28. Effect of Threshold variation on Mar-
ginal Loss Probability for a fixed SCV.
5 CONCLUSIONS and FU-
TURE WORK
A novel approximate analytical performance
model of a multiple threshold Random Early De-
tection (RED) congestion control mechanism for
implementing the AQM scheme is presented in
this paper. The analysis of finite capacity queue
based on Two-state CT-MMPP distribution has
been proposed to model the bursty Internet traf-
fic. The traffic source slows down the arrival
process once the queue size reaches the maximum
threshold, jobs are blocked. Different job loss
and QoS requirements under various load condi-
tions can be met by adjusting the threshold val-
ues. Also, the effect of threshold based queue on
correlated traffic scenarios by introducing corre-
lation to our CT-MMPP model of bursty traffic
is demonstrated. Typical numerical examples are
included to demonstrate the effects of threshold
variation on QoS measures and correlation func-
tion of a system.
The future work will involve the application of the
proposed model in a simulator environment con-
taining real-time 3G traffic [24] as an input source
and evaluating its impact on QoS measures while
using a model based on the one proposed in this
paper.
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