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Document exchange and error correcting codes are two fundamental problems regarding communica-
tions. In the first problem, Alice and Bob each holds a string, and the goal is for Alice to send a short sketch
to Bob, so that Bob can recover Alice’s string. In the second problem, Alice sends a message with some
redundant information to Bob through a channel that can add adversarial errors, and the goal is for Bob to
correctly recover the message despite the errors. In both problems, an upper bound is placed on the number
of errors between the two strings or that the channel can add, and a major goal is to minimize the size of the
sketch or the redundant information. In this paper we focus on deterministic document exchange protocols
and binary error correcting codes.
Both problems have been studied extensively. In the case of Hamming errors (i.e., bit substitutions)
and bit erasures, we have explicit constructions with asymptotically optimal parameters. However, other
error types are still rather poorly understood. In a recent work [8], the authors constructed explicit deter-
ministic document exchange protocols and binary error correcting codes for edit errors with almost optimal
parameters. Unfortunately, the constructions in [8] do not work for other common errors such as block
transpositions.
In this paper, we generalize the constructions in [8] to handle a much larger class of errors. These
include bursts of insertions and deletions, as well as block transpositions. Specifically, we consider docu-
ment exchange and error correcting codes where the total number of block insertions, block deletions, and
block transpositions is at most k ≤ αn/ log n for some constant 0 < α < 1. In addition, the total num-
ber of bits inserted and deleted by the first two kinds of operations is at most t ≤ βn for some constant
0 < β < 1, where n is the length of Alice’s string or message. We construct explicit, deterministic docu-
ment exchange protocols with sketch size O((k log n+ t) log2 nk logn+t) and explicit binary error correcting
code with O(k log n log log log n+ t) redundant bits. As a comparison, the information-theoretic optimum
for both problems is Θ(k log n+ t). As far as we know, previously there are no known explicit deterministic
document exchange protocols in this case, and the best known binary code needs Ω(n) redundant bits even
to correct just one block transposition [24].1
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1We note that by combining the techniques in [15] and [16], one can get an explicit binary code that corrects k block transposi-
tions with O˜(
√
kn) redundant bits. However to our knowledge this result has not appeared anywhere in the literature, and moreover
it requires at least Ω˜(
√
n) redundant bits even to correct one block transposition.
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1 Introduction
In communications and more generally distributed computing environments, questions arises regarding the
synchronization of files or messages. For example, a message sent from one party to another party through a
channel may get modified by channel noise or adversarial errors, and files stored on distributed servers may
become out of sync due to different edit operations by different users. In many situations, these questions
can be formalized in the framework of the following two fundamental problems.
• Document exchange. In this problem, two parties Alice and Bob each holds a string x and y, and the
two strings are within distance k in some metric space. The goal is for Alice to send a short sketch to
Bob, so that Bob can recover x based on his string y and the sketch.
• Error correcting codes. In this problem, two parties Alice and Bob are linked by a channel, which
can change any string sent into another string within distance k in some metric space. Alice’s goal is
to send a message to Bob. She does this by sending an encoding of the message through the channel,
which contains some redundant information, so that Bob can recover the correct message despite any
changes to the codeword.
These two problems are closely related. For example, in many cases a solution to the document exchange
problem can also be used to construct an error correcting code, but the reverse direction is not necessarily
true. In both problems, a major goal is to is to minimize the size of the sketch or the redundant information.
For applications in computer science, we also require the computations of both parties to be efficient, i.e., in
polynomial time of the input length. In this case we say that the solutions to these problems are explicit. Here
we focus on deterministic document exchange protocols and error correcting codes with a binary alphabet,
arguably the most important setting in computer science.
Both problems have been studied extensively, but the known solutions and our knowledge vary signifi-
cantly depending on the distance metric in these problems. In the case of Hamming distance (or Hamming
errors), we have a near complete understanding and explicit constructions with asymptotically optimal pa-
rameters. However, for other distance metrics/error types, our understanding is still rather limited.
An important generalization of Hamming errors is edit errors, which consist of bit insertions and dele-
tions. These are strictly more general than Hamming errors since a bit substitution can be replaced by a
deletion followed by an insertion. Edit errors can happen in many practical situations, such as reading mag-
netic and optical media, mutations in gene sequences, and routing packets in Internet protocols. However,
these errors are considerably harder to handle, due to the fact that a single edit error can change the positions
of all the bits in a string.
Non-explicitly, by using a greedy graph coloring algorithm or a sphere packing argument, one can show
that the optimal size of the sketch in document exchange, or the redundant information in error correcting
codes is roughly the same for both Hamming errors and edit errors. Specifically, suppose that Alice’s string
or message has length n and the distance bound k is relatively small (e.g., k ≤ n/4), then for both Hamming
errors and edit errors, the optimal size in both problems is Θ(k log(nk )) [20]. For Hamming errors, this can
be achieved by using sophisticated linear Algebraic Geometric codes [17], but for edit errors the situation is
quite different. We now describe some of the previous works regarding both document exchange and error
correcting codes for edit errors.
Document exchange. Orlitsky [22] first studied the document exchange problem for generally correlated
strings x, y. Using the greedy graph coloring algorithm mentioned before, he obtained a deterministic
protocol with sketch size O(k log n) for edit errors, but the running time is exponential in k. Subse-
quent improvements appeared in [10], [18], and [19], achieving sketch size O(k log(nk ) log n) [18] and
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O(k log2 n log∗ n) [19] with running time O˜(n). A recent work by Chakraborty et al. [6] further obtained
sketch size O(k2 log n) and running time O˜(n), by using a clever randomized embedding from the edit dis-
tance metric to the Hamming distance metric. Based on this work, Belazzougui and Zhang [3] gave an im-
proved protocol with sketch size O(k(log2 k + log n)), which is asymptotically optimal for k = 2O(
√
logn).
The running time in [3] is O˜(n+ poly(k)).
Unfortunately, all of the above protocols, except the one in [22] which runs in exponential time, are
randomized. Although randomized protocols are still useful in practice, having deterministic ones would
certainly bring much more benefits. Furthermore, randomized protocols are also not suitable for the applica-
tions in constructing error correcting codes. However, designing an efficient deterministic protocol appears
quite tricky, and it was not until 2015 when Belazzougui [2] gave the first deterministic protocol even for
k > 1. The protocol in [2] has sketch size O(k2 + k log2 n) and running time O˜(n).
Error correcting codes. As fundamental objects in both theory and practice, error correcting codes have
been studied extensively from the pioneering work of Shannon and Hamming. While great success has been
achieved in constructing codes for Hamming errors, the progress on codes for edit errors has been quite slow
despite much research. A work by Levenshtein [20] in 1966 showed that the Varshamov-Tenengolts code
[23] corrects one deletion with an optimal redundancy of roughly log n bits, but even correcting two dele-
tions requires Ω(n) redundant bits. In 1999, Schulman and Zuckerman [24] gave an explicit asymptotically
good code, that can correct up to Ω(n) edit errors with O(n) redundant bits. However the same amount of
redundancy is needed even for smaller number of errors. For more earlier works on this subject, we refer
the reader to the survey by Mercier et al. [21].
In recent years there have been several works trying to improve the situation. Specifically, a line of
work by Guruswami et. al [12], [11], [5] constructed explicit codes that can correct 1 − ε fraction of edit
errors with rate Ω(ε5) and alphabet size poly(1/ε); and codes that can correct 1− 2t+1 − ε fraction of errors
with rate (ε/t)poly(1/ε) for a fixed alphabet size t ≥ 2. Another line of work by Haeupler et al. [14], [15],
[7] introduced and constructed a combinatorial object called synchronization string, which can be used to
transform standard error correcting codes into codes for edit errors by increasing the alphabet size. Via this
transformation, [14] achieved explicit codes that can correct δ fraction of edit errors with rate 1− δ − ε and
alphabet size exponential in 1ε , which approaches the singleton bound. All of these works however require a
relatively large alphabet size.
In the case of binary alphabets, for any fixed constant k, a recent work by Brakensiek et. al [4] con-
structed an explicit code that can correct k edit errors with O(k2 log k log n) redundant bits. This is asymp-
totically optimal when k is a fixed constant, but the construction in [4] only works for constant k, and breaks
down for larger k (e.g., k = log n). Based on his deterministic document exchange protocol, Belazzougui
[2] also gave an explicit code that can correct up to k edit errors with O(k2 + k log2 n) redundant bits.
Finally, the work by Haeupler et. al [16] constructed explicit codes that can correct δ fraction of edit errors
with rate 1−Θ(√δ log(1/δ)), whereas the (non-explicit) optimal rate is 1−Θ(δ log(1/δ)).
In a very recent work by the authors [8], we significantly improved the situation. Specifically, we
constructed an explicit document exchange protocol with sketch size O(k log2 nk ), which is optimal except
for an additional log nk factor. This also implies an explicit binary code that can correct δ fraction of edit
errors with rate 1−Θ(δ log2(1/δ)), which is optimal up to an additional log(1/δ) factor. These two results
are also independently obtained by Haeupler [13]. We also constructed explicit codes for k edit errors with
O(k log n) redundant bits, which is optimal for k ≤ n1−α, any constant 0 < α < 1. These results bring
our understanding of document exchange and error correcting codes for edit errors much closer to that of
standard Hamming errors.
However, the constructions in [8] and [13] do not work for other common types of errors, such as block
transpositions. Given any string x, a block transposition takes an arbitrary substring z of x, cuts it to make
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x become x˜, and then finds a different position in x˜ and insert z as a block into x˜. These errors happen
frequently in distributed file systems and Internet protocols. For example, it is quite common that a user,
when editing a file, moves a whole paragraph in the file to somewhere else; and in Internet routing protocols,
packets can often get rearranged during the process. Block transpositions also arise naturally in biological
processes, where a subsequence of genes can be moved in one step during mutation. In the setting of
document exchange or error correcting codes, it is easy to see that even a single transposition of a block
with length t can result in 2t edit errors, thus a naive application of document exchange protocols or codes
for edit errors will result in very bad parameters.
In this paper we consider document exchange protocols and error correcting codes for edit errors as well
as block transpositions. In fact, even for edit errors we also consider a larger, more general class of errors.
Specifically, we consider edit errors that happen in bursts. This kind of errors is also pretty common, as most
errors that happen in practice, such as in wireless or mobile communications and magnetic disk readings,
tend to be concentrated. We model such errors as block insertions and deletions, where in one operation the
adversary can insert or delete a whole block of bits. It is again easy to see that this is indeed a generalization
of standard edit errors. Therefore, in this paper we study three block edit operations: block insertions, block
deletions, and block transpositions. However, in addition to the bound k on such operations, we also need to
put a bound on the total number of bits that the adversary can insert or delete, since otherwise the adversary
can simply delete the whole string in one block deletion. Therefore, we model the adversary as follows.
Model of the adversary. For some parameters k and t and an alphabet Σ, a (k, t) block edit adversary
is allowed to perform three kinds of operations: block insertion, block deletion and block transposition.
The adversary is allowed to perform at most k such operations, while the total number of symbols in-
serted/deleted by the first two operations is at most t. We also use (k, t) block edit errors to denote errors
introduced by such an adversary. All our results focus on the case of binary alphabet, but in our protocols
and analysis we will be using larger alphabets.
We note that by the result of Schulman and Zuckerman [24], to correct Ω(n/ log n) block transpositions
one needs at least Ω(n) redundant bits. Thus we only consider k ≤ αn/ log n for some constant 0 < α < 1.
Similarly, we only consider t ≤ βn for some constant 0 < β < 1 since otherwise the adversary can
simply delete the whole string. We also note the following subtle difference between the three block edit
operations. While we need a bound t on the total number of bits that the adversary can insert or delete, for
block transposition an adversary can choose to move an arbitrarily long substring. Therefore, we need to
consider the three operations separately, and cannot simply replace a block transposition by a block deletion
followed by a block insertion.
Edit errors with block transpositions have been studied before in several different contexts. For exam-
ple, Shapira and Storer [25] showed that finding the distance between two given strings under this metric is
NP-hard, and they gave an efficient algorithm that achieves O(log n) approximation. Interestingly, a work
by Cormode and Muthukrishnan [9] showed that this metric can be embedded into the L1 metric with dis-
tortion O(log n log∗ n); and they used it to give a near linear time algorithm that achieves O(log n log∗ n)
approximation for this distance, something currently unknown for the standard edit distance. Coming back
to document exchange and error correcting codes, in our model, we show in the appendix that non-explicitly,
the information optimum for both the sketch size of document exchange, and the redundancy of error cor-
recting codes, is Θ(k log n+ t).
Related previous work on block transpositions. When it comes to more general errors such as block
transpositions, as far as we know, there are no known explicit deterministic document exchange protocols.
The only known randomized protocols which can handle edit errors as well as block transpositions are
the protocol of [18], which has sketch size O(k log(nk ) log n); and the protocol of [19], which has sketch
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size O˜(k log2 n). The protocol of [18] uses a recursive tree structure and random hash functions, while
the protocol of [19] is based on the embedding of Cormode and Muthukrishnan [9]. We stress that both
of these protocols are randomized, and there are very good reasons why it is not easy to modify them
into deterministic ones. Specifically, unlike in our previous work [8] and the work of Haeupler [13], a direct
derandomization of the hash functions used in [18] (for example by using almost k-wise independent sample
space) does not give a deterministic protocol, because block transpositions will make the computation of a
matching problematic. We shall discuss this in more details when we give an overview of our techniques.
On the other hand, the embedding of Cormode and Muthukrishnan [9] results in an exponentially large
dimension, thus directly sending a sketch deterministically will result in a prohibitively large size. This is
why the protocol of [19] has to perform a dimension reduction first, which is necessarily randomized.
Similarly, the only previous explicit codes that can handle edit errors as well as block transpositions are
the work of Schulman and Zuckerman [24], and the work of Haeupler et al. [15]. Both can recover from
Ω(n/ log n) block transpositions with Ω(n) redundant bits ([15] can also recover from block replications),
but [24] has a binary alphabet while [15] has a constant size alphabet. However the work of Schulman
and Zuckerman [24] also needs Ω(n) redundant bits even to correct one block transposition. We further
note that by combining the techniques in [15] and [16], one can get an explicit binary code that corrects k
block transpositions with O˜(
√
kn) redundant bits. However to our knowledge this result has not appeared
anywhere in the literature, and moreover it requires at least Ω˜(
√
n) redundant bits even to correct one block
transposition. We note that however none of the previous works mentioned studied edit errors that can allow
block insertions/deletions.
1.1 Our results
In this paper we construct explicit document exchange protocols, and error correcting codes for adversaries
discussed above. We have the following theorems.
Theorem 1.1. There exist constants α, β ∈ (0, 1) such that for every n, k, t ∈ N with k ≤ αn/ log n, t ≤
βn, there exists an explicit binary document exchange protocol with sketch sizeO((k log n+t) log2 nk logn+t),
against a (k, t) block edit adversary.
This is the first explicit binary document exchange protocol for block edit errors. The sketch size matches
the randomized protocols of [18] and [19] up to an additional log nk logn+t factor, and is optimal up to an
additional log2 nk logn+t factor. Using this protocol, we can construct the following error correcting code.
Theorem 1.2. There exist constants α, β ∈ (0, 1) such that for every n, k, t ∈ N with k ≤ αn/ log n, t ≤
βn, there exists an explicit binary error correcting code with message length n and codeword length n +
O((k log n+ t) log2 nk logn+t), against a (k, t) block edit adversary.
For small k, t we can actually achieve the following result, which gives better parameters.
Theorem 1.3. There exist constants α, β ∈ (0, 1) such that for every n, k, t ∈ N with k ≤ αn/ log n, t ≤
βn, there exists an explicit binary code with message length n and codeword length n+O(k log n log log log n+
t), against a (k, t) block edit adversary.
In the case of small k, t, these results significantly improve the result of Schulman and Zuckerman
[24], which needs Ω(n) redundant bits even to correct one block transposition, and the result obtained by
combining the techniques in [15] and [16], which needs Ω˜(
√
n) redundant bits even to correct one block
transposition. The redundancy here is also optimal up to an extra log log log n factor or log2 nk logn+t factor.
As a special case, we obtain the following corollaries for standard edit errors with block transpositions.
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Corollary 1.4. There exist a constant α ∈ (0, 1) such that for every n, k ∈ N with k ≤ αn/ log n, there
exists an explicit binary document exchange protocol with sketch size O(k log n log2 nk logn), against an
adversary who can perform k edit operations or block transpositions.
Corollary 1.5. There exist a constant α ∈ (0, 1) such that for every n, k ∈ N with k ≤ αn/ log n,
there exists an explicit binary error correcting code with message length n and codeword length min{n +
O(k log n log2 nk logn), n + O(k log n log log log n)}, against an adversary who can perform k edit opera-
tions or block transpositions.
Remark 1.6. As illustrated by our theorems and corollaries, the sketch size in our document exchange
protocol or the number of redundant bits in our error correcting codes do not depend on the size of a block
in block transpositions, they only depend on the number of such operations performed. In contrast, the
sketch size or the number of redundant bits do depend on the size of a block in block insertions or deletions.
This again shows that we cannot simply treat a block transposition as a block deletion followed by a block
insertion, because that will lead to a sketch size dependent on the block size.
1.2 Overview of our techniques
In this section we provide an informal, high-level overview of our techniques. One important difference
between this work and previous works is that in this work, we cannot use several recently introduced syn-
chronization techniques, such as synchronization strings [14], self-matching hash functions [8], or synchro-
nization hash functions [8]. The reason is that synchronization strings are designed for relatively large al-
phabets (e.g., constant size), and often result in worse parameters when translating into the binary alphabet;
while self-matching hash functions and synchronization hash functions are specifically tailored for standard
edit errors, and they break down once block transpositions are allowed. Instead, for document exchange we
rely on the basic recursive tree structure used in [18] and improved in [8], together with a new and more
sophisticated way to approximate maximum non-monotone, non-overlapping matchings in the computation;
and for error correcting codes we combine the string parsing techniques in [9] with our framework in [8].
We start giving more details by describing our document exchange protocol.
Document exchange. We first briefly describe the construction in [8]. The protocol has O(log nk ) levels
where k is the number of edit errors between Alice’s string x and Bob’s string y. Throughout the protocol,
Bob always maintains a string x˜ (his current guess of Alice’s string x). In the i-th level, both Alice and Bob
partition their strings x and x˜ evenly into O(2ik) blocks, i.e., in each subsequent level they divide a block
in the previous level evenly into two blocks. The following invariance is maintained: in each level, at most
ck blocks are different between x and x˜, where c is a universal constant.
This property is satisfied at the beginning of the protocol, and maintained for subsequent levels as fol-
lows: in each level Alice constructs an appropriate hash function based on her string x. This function has a
short description. Alice then hashes every block of x and sends some redundancy of the hash values together
with the description of the hash function to Bob. The redundancy here is computed by a systematic error
correcting code that can correct ck Hamming errors, whose alphabet corresponds to the output of the hash
function. Bob, after receiving the redundancy of the hash values and the short description, first uses the hash
function to hash every block of x˜. Since x˜ and x differ in at most ck blocks, Bob can use the redundancy
to correctly recover all the hash values. He then uses dynamic programming to find a maximum monotone
matching between x and y under the hash function and the hash values, and uses the matched blocks of y
to fill the corresponding blocks of his string x˜. The analysis shows that the Bob can correctly recover all
blocks of x except at most ck/2 of them. Thus in the next level x˜ is the same as x except for at most ck
blocks. At the end of the protocol when the size of each block has become small enough (i.e., O(log nk )),
Alice can just send a sketch for ck Hamming errors of the blocks to let Bob finally recover x.
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Our starting point is to try to generalize the above protocol. However, one immediate difficulty is to
handle block transpositions. The protocol of [8] actually performs badly for such errors. To see this consider
the following example: the adversary simply moves the first 0.4n bits of x to the end. Since the protocol in
[8] tries to find the maximum monotone matching in each level, Bob can only recover the last 0.6n bits of x
since this gives the maximum monotone matching. In this case, one single error has cost roughly half of the
string; while as a comparison, for standard edit errors, the protocol in [8] lets Bob recover all except O(1)
blocks if there is only one edit error.
To resolve this issue, we make several important changes to the protocol in [8]. The first major change is
that, in each level, instead of having Bob find the maximum monotone matching between x and y using the
hash values, we let Bob find the maximum non-monotone matching. However, the hash functions used in [8]
are not suitable for this purpose, since the hash functions there actually allow a small number of collisions
in the hash values of blocks of x, and the use of these hash functions in [8] relies crucially on the property
of a monotone matching. Instead, here we strengthen the hash function to ensure that there is no collision,
by using a slightly larger output size. We call such hash functions collision free hash functions.
Definition 1.7 (Collision free hash functions). Given n, p, q ∈ N, p ≤ n and a string x ∈ {0, 1}n, we say
a function h : {0, 1}p → {0, 1}q is collision free (for x), if for every i, j ∈ [n − p + 1], h(x[i, i + p)) =
h(x[j, j + p)) if and only if x[i, i+ p) = x[j, j + p). Here x[i, j) denotes the substring of x which starts at
the i’th bit and ends at the j − 1’th bit.
This definition guarantees that if the hash function we used is collision free, then any two different
substrings of x cannot have the same hash values.
We show that a collision free hash function can be constructed by using a 1polyn -almost O(log n)-wise
independent generator with seed length (number of random bits used) O(log n). This can work since for
each pair of distinct substrings, their hash values are the same with probability 1/poly(n). Since there are at
most O(n2) pairs, a union bound shows the existence of collision free hash functions. To get a deterministic
hash function, we check each possible seed to see if the corresponding hash function is collision free, which
can be done by checking if every pair of different substrings of x have different hash values. Note that there
are at most O(n2) pairs and the seed length of the generator is O(log n), so this can be done in polynomial
time.
However, even a non-monotone matching under collision free hash functions is not enough for our
purpose. The reason is that in the matching, we are trying to match every well divided block of x to every
possible block of y (not necessarily the blocks obtained by dividing y evenly into disjoint blocks), because
we have edit errors here. If we just do this in the naive way, then the matched blocks of y can be overlapping.
Using these overlapping blocks of y to fill the blocks of x˜ is problematic, since even a single edit error or
block transposition can create many new (overlapping) blocks in y (which can be as large as the length of
the block in each level). These new blocks are all possible to be matched, and then we won’t be able to
maintain an upper bound of O(k) on the different blocks between x and x˜.
To solve this, we need to insist on computing a maximum non-overlapping, non-monotone matching.
Definition 1.8 (Non-overlapping (non-monotone) matching). Given n, n′, p, q ∈ N, p ≤ n, p ≤ n′, a
function h : {0, 1}p → {0, 1}q and two strings x ∈ {0, 1}n, y ∈ {0, 1}n′ , a (non-overlapping) matching
between x and y under h is a sequence of matches (pairs of indices) w = ((i1, j1), . . . (i|w|, j|w|)) s.t.
• for every k ∈ [|w|],
– ik = 1 + plk ∈ [n] for some lk, i.e., each ik is the starting index of some block of x, when x is
divided evenly into disjoint blocks of length p,
– jk ∈ [n′],
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– h(x[ik, ik + p)) = h(y[jk, jk + p)).
• i1, . . . , i|w| are distinct.
• Intervals [jk, jk + p), k ∈ [|w|], are disjoint.
Under this definition, we can indeed show a similar upper bound on the number of different blocks be-
tween x and x˜ in each level, if Bob finds the maximum non-overlapping matching. However, another techni-
cal difficulty arises: how to compute a maximum non-overlapping, non-monotone matching efficiently. This
is unclear since the standard algorithm to compute a maximum matching only gives a possibly overlapping
matching, while the dynamic programming approach in [8] only works for a monotone matching.
Computing the maximum non-overlapping, non-monotone matching turns out to be a hard task, and we
were not able to find an efficient algorithm that accomplishes this exactly. Instead, we consider an algorithm
that approximates the maximum non-overlapping, non-monotone matching. However, this raises several
other issues. The first issue is how to maintain the invariance that in each level x and x˜ only differ in a small
number of blocks. For example, consider level i and assuming x is partitioned into li blocks, then we would
like Bob to obtain a matching of size at least li−O(k+ t/ log n) (recall t is the total number of bits inserted
or deleted). Thus if k and t are small then even a 0.99 approximation is still far from achieving our goal.
To get around this, we modify the protocol so that in each level Bob only computes a matching for
the blocks that are unmatched in the previous level or detected to be incorrectly matched in this level (the
detection can be done by comparing the hash values of the block and its matched block). If the number of
such blocks can be bounded by some O(k + t/ log n), then we only need a constant factor approximation.
To keep the invariance in each level, note that the approximation factor should be larger than 1/2 since each
unmatched or incorrectly matched block will become two blocks in the next level.
Unfortunately, directly achieving such an approximation still seems hard. Thus we further relax the
problem to allow some slight overlaps in the matching, i.e., we require that each bit of Bob’s string y
appears in at most d matched pairs in each level for some small number d (e.g., a constant or log n). We call
this a degree d overlapping matching (note that a non-overlapping matching is simply a degree 1 overlapping
matching). Although this may cause extra errors in the matching, we show that the number of incorrectly
matched pairs can be bounded by O((k + t/ log n)i) (instead of O(k + t/ log n)) in level i.
To achieve this, we first give a 1/3 approximation algorithm for the maximum non-monotone, non-
overlapping matching. Then we give another algorithm that achieves matching size at least 2/3 of the
maximum non-monotone, non-overlapping matching, while this matching obtained is a degree 3 overlapping
matching. For simplicity we also refer to this as a 2/3 approximation algorithm.
The 1/3 approximation is obtained by a greedy algorithm, which starts with an empty matching w and
visits x’s blocks one by one and tries to match it with a substring in y (according to the hash function and
hash values), such that the substring does not overlap with any substring in y that is already matched. If
such a matched pair is found then it is added to w. The algorithm keeps running until it cannot add any more
matched pair.
To see this indeed gives a 1/3 approximation, assume the maximum non-monotone, non-overlapping
matching is w∗. Each time the algorithm adds a matched pair to w, at most 3 matched pairs in w∗ will
be excluded from being added to w since they either have overlaps with y’s substring in the added pair or
correspond to the same block of x. As a result, when |w| < 1/3|w∗|, there always exist some matched pairs
in w∗ that can be added to w. Thus, at the end of the algorithm, |w| ≥ 1/3|w∗|.
Next we show a 2/3 approximation algorithm that gives a degree 3 overlapping matching. The idea
is to run the greedy algorithm for 3 times, where each time the algorithm is applied to unmatched blocks
of x and the entire string y. To see the approximation factor, again let w∗ be the optimal non-monotone,
non-overlapping matching. After the first time, the matching w has size at least 1/3|w∗|. So |w∗| will have
at least |w∗| − |w| matched pairses for unmatched blocks in x. Therefore after the second time, the size of
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the matching is at least |w|+ 1/3(|w∗| − |w|) ≥ 5/9|w∗|. Similarly, after the third time, the matching will
have size at least 2/3|w∗|. As the greedy algorithm is applied three times, each bit of y can appear in at most
3 matched pairses in w.
We now bound the number of incorrectly matched and unmatched blocks in each level. First we claim
that each non-monotone non-overlapping matching has at most O(k+ t/ log n) incorrectly matched blocks.
This is because by our definition of collision free hash function, if a pair is incorrectly matched then
the substring of y must contain some edit operation applied to x, since otherwise the pair will definitely
have different hash values if they are different. Thus we only need to count how many non-overlapping new
substrings in y (i.e. those not equal to any substring of x) one can get after (k, t) block edit errors. One
insertion or deletion of t1 bits will create at most O(1) + O(t/ log n) new substrings since the block size
is always at least log n. One block transposition will create at most O(1) non-overlapping substrings in y
that are not equal to any substring of x. So in total there are at most O(k + t/ log n) new non-overlapping
substrings in y. Similarly, it is easy to generalize this claim, and show that each degree d overlapping
matching has at most O(d(k + t/ log n)) incorrectly matched blocks.
Now to bound the number of incorrectly matched blocks in level i, notice that the matching we obtained
in this level is a degree 3i overlapping matching, since in each level we compute a degree 3 overlapping
matching using the entire string y and we combine them together. Thus there are at most O((k+ t/ log n)i)
incorrectly matched blocks.
The number of unmatched blocks can also be upper bounded by O((k+ t/ log n)i) using induction. For
the base case, the number of blocks in the first level of Bob is at most l1 = O(k + t/ log n) so the claim
holds. Now assume in level i − 1, the number of unmatched blocks is c1(i − 1)(k + t/ log n), and the
number of incorrectly matched blocks is at most c2(i− 1)(k + t/ log n), for some constants c1, c2. In level
i, once Bob recovers all the correct hash values, he can detect some of the incorrectly matched blocks. Let
the total number of detected blocks and unmatched blocks be s with s ≤ (c1 + c2)(i − 1)(k + t/ log n).
In our algorithm, these blocks are to be rematched in level i, and following our previous argument at least
s−c3(k+t/ log n) of them can be matched in the maximum non-overlapping matching for some constant c3.
By our 2/3 approximation algorithm, the actual matchingwi we get has size at least 2/3(s−c3(k+t/ log n)).
Hence the number of unmatched blocks after this is at most s− |wi| ≤ 1/3s+ 2/3c3(k+ t/ log n). We can
set c1 to be large enough s.t. this number is still upper bounded by c1i(k + t/ log n).
As we have bounded the number of incorrectly matched blocks and unmatched blocks by O(i(k +
t/ log n)) in level i, at the beginning of level i + 1, Alice can send the redundancy of the hash values
of her blocks using a code that corrects O(i(k + t/ log n)) errors. This allows Bob to recover all the
hash values correctly, and the size of the redundancy is O(i(k + t/ log n) log n) since the hash function
outputs O(log n) bits. We start the protocol with a block size of O( nk logn+t) and thus the protocol takes
L = O(log nk logn+t) levels. A straightforward computation gives that the sketch size of our protocol is
O((k log n+ t) log2 nk logn+t).
Error Correcting Codes. We now describe how to construct an error correcting code from a document
exchange protocol for block edit errors. Similar to the construction in [8], our starting point is to first
encode the sketch of the document exchange protocol using the asymptotically good code by Schulman and
Zuckerman [24], which can resist edit errors and block transpositions. Then we concatenate the message
with the encoding of the sketch. When decoding, we first decode the sketch, then apply the document
exchange protocol on Bob’s side to recover the message using the sketch.
However, here we have an additional issue with this approach: a block transposition may move some
part of the encoding of the sketch to somewhere in the middle of the message, or vice versa. In this case,
we won’t be able to tell which part of the received string is the encoding of the sketch, and which part of the
received string is the original message.
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To solve this issue, we use a fixed string buf = 0`buf ◦ 1 as a buffer to mark the encoding of the sketch,
for some `buf = O(log n). More specifically, we evenly divide the encoding of the sketch into small blocks
of length `buf , and insert buf before every block. Note that this only increases the length of the encoding of
the sketch by a constant factor. The reason we use such a small block length is that, even if the adversary
can forge or destroy some buffers, the total number of bits inserted or deleted caused by this is still small. In
fact, we can bound this by O(k) block insertions/deletions with at most O(k log n) bits inserted/deleted, for
which both the sketch and the encoding of the sketch can handle. When decoding, we first recognize all the
buf’s. Then we take the `buf bits after each buf to form the decoding of the sketch, and take the remaining
bits as the message.
Unfortunately, this approach introduces two additional problems here. The first problem is that the origi-
nal message may contain buf as a substring. If this happens then in the decoding procedure again we will be
taking part of the message to be in the encoding of the sketch. The second problem is that the small blocks
of the encoding of the sketch may also contain buf. In this case we will be deleting information from the
encoding of the sketch, which causes too many edit errors.
To address the first problem, we turn the original message into a pseudorandom string by computing
the XOR of the message with the output of a pseudorandom generator. Using a 1polyn -almost O(log n)-
wise independence generator with seed length O(log n), we can ensure that with high probability buf does
not appear as a substring in the XOR. We can then exhaustively search for a fixed seed that satisfies this
requirement, and append the seed to the sketch of the document exchange protocol.
To address the second problem, we choose the length of the buffer to be longer than the length of each
block in the encoding of the sketch, so that buf doesn’t appear as a substring in any block. This is exactly
why we choose the length of the buffer to be `buf + 1 while we choose the length of each block to be `buf .
If we directly apply our document exchange protocol to the construction above, we obtain an error
correcting code with O((k log n+ t) log2 nk logn+t) redundant bits. However, by combining the ideas in [8]
and [9], we can achieve redundancy size O(k log n log log log n+ t), which is better for small k and t.
We first briefly describe the construction of the explicit binary code for k edit errors with redundancy
O(k log n) in [8]. The construction in [8] starts by observing that a uniform random string satisfies some
nice properties. For example, with high probability, any two substrings of length some B = O(log n) are
distinct. [8] calls this property B-distinct. The construction in [8] goes by first transforming the message
into a pseudorandom string, which is obtained by computing the XOR of the message with an appropriately
designed pseudorandom generator. The construction then designs a document exchange protocol for a pseu-
dorandom string with better parameters, and encodes the sketch of the document exchange protocol to give
an error correcting code.
The document exchange protocol for a pseudorandom string in [8] actually consisted of two stages: in
stage I, Alice uses a fixed pattern p to divide her string into blocks of size poly(log n). Next, Alice sends a
sketch of size O(k log n) to help Bob recover the partition of her string. To achieve this, Bob also divides
his string into blocks in the same way that Alice does, by using the same pattern p. Alice creates a vector V
where each entry of V is indexed by a binary string of length B. Specifically, Alice looks at each block in
her partition, and stores the B-prefix (the prefix of length B) of its next block and the length of the current
block in the entry of V indexed by the B-prefix of the current block. This ensures each entry of the vector
V has only O(log n) bits. Bob then creates a vector V ′ in the same way. [8] shows that V and V ′ differ in
at most O(k) entries, thus Alice can send a sketch of size O(k log n) using the Reed-Solomon Code to help
Bob recover V from V ′. Once this is done, Bob can use V to obtain a guess of Alice’s string, which we call
x˜, by using his blocks to fill the blocks of x˜, if they have the same B-prefix.
Stage II of the construction in [8] consists of a constant number of levels. In each level, both parties
divide each of their blocks evenly intoO(log0.4 n) smaller blocks, and Alice generates a sequence of special
hash functions called -synchronization hash functions with respect to her string. The nice properties of these
hash functions guarantee that in each level Alice can send O(k log n) bits to Bob, so that Bob can recover
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all but O(k) blocks of Alice’s string. This stage ends in O(loglog0.4 n(poly(log n))) = O(1) levels when the
final block size reduces to O(log n), at which point Alice can simply send a sketch of size O(k log n) for
Bob to recover her string x.
Checking these two stages, it turns out that stage I can be modified to work for block edit errors as well.
Intuitively, this is because it is still true that such errors won’t cause too many different blocks between V
and V ′. On the other hand, stage II becomes problematic, since the use of -synchronization hash functions
crucially relies on the monotone property of standard edit errors. Allowing block transpositions ruins this
property, and it is not clear how to give suitable -synchronization hash functions to work in this case.
To solve the issue, in stage II, we can apply the deterministic document exchange protocol we developed
earlier. This implies an error correcting code of redundancy O(k log n log logn + t). However, we show
that we can further improve the redundancy to O(k log n log log log n + t) by using the string parsing idea
in [9] to improve the partition in Stage I.
Given an input string, string parsing builds a tree where each leaf corresponds to a symbol of the in-
put string, and each non-leaf node corresponds to a substring of the input string. Each node of the tree is
associated with a label, which is the hash value of its corresponding substring under some hash function.
The structure of the tree only depends locally on the input string, e.g., an edit error on the input string only
affects O(log n log∗ n) nodes of the tree.
More specifically, string parsing builds the tree bottom-up from one level to another. The labels in the
bottom level are obtained by directly applying the hash function to the symbols. Then, the algorithm builds
one level of the tree as follows. The labels of the nodes in the previous level form a string of alphabet size
poly(n). The algorithm first finds all repetitive substrings in this string (we say a substring is repetitive, if it’s
of the form al, for some l ≥ 2). The remaining substrings satisfy the property that any two adjacent symbols
are different, and we say such substrings are non-repetitive. [9] then applies an algorithm called alphabet
reduction to the non-repetitive substrings, and obtains a new non-repetitive string for each substring, where
the new alphabet is {0, 1, 2}. In particular, the alphabet reduction works in log∗ n steps, where in each
step the alphabet size is reduced from the current size a to log a. The reduction keeps doing this until the
alphabet size is a constant. Now for all the new strings obtained, the algorithm finds local maximums and
local minimums that are not adjacent to any local maximum as landmarks, and partition the strings into
small blocks of length 2 or 3 by using the landmarks as the boundaries of the blocks. Finally, for each block,
the algorithm builds a new node in this level, whose children are the nodes in the block and whose label is
the hash value of the subtree.
Here, in our construction of error correcting codes, we use the idea of string parsing in stage I to partition
Alice’s string x into small blocks. Our goal is to partition the string into blocks of length roughly Θ(log n ·
poly(log log n)), while an edit error on the string can only affect a small number of contiguous blocks. In this
way, stage II only takes O(log log log n) levels and the sketch size in stage II is O(k log n log log log n+ t).
Note that each node in the parsing tree depends only locally on the input string. We use this property to
bound the number of errors among the small blocks obtained in stage I.
More specifically, instead of building a full parsing tree, we only build a partial parsing tree. That is, in
each level of the parsing tree, we check the number of leaves under each node. If a node has more than T
leaves for some threshold T , we mark the node as ‘finish’. We say a node is a ‘frozen’ node, if all its adjacent
nodes are marked as ‘finish’. For each ‘finish’ node, we build a new node in the next level, with the only
child being this ‘finish’ node. We then use these ‘finish’ nodes to divide the string into several substrings, and
apply the alphabet reduction to the substrings, choose the landmarks, and partition each substring into small
blocks according to the landmarks. Then for each small block, we build a new node in the next level, and set
the children of the new node to be all nodes in the same block. We keep doing this until each node is either
marked as ‘finish’ or ‘frozen’. Finally, we merge each ‘frozen’ node to the ‘finish’ node on its left or right.
At the end of this process, we obtain several trees, and we partition the string x into small blocks, where each
block consists of all the leaves in a tree. To further improve the parameters and remove theO(log∗ n) factor,
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we only do two levels of alphabet reduction in each level of the tree. However, this will result in an alphabet
size of O(log log n), which means the tree may have O(log log n) children. Hence, the block size may be
as large as O(T log logn). Note that each block depends on O(log T ) blocks on its left and right, since in
each level of the partial parsing tree, each node depends locally on a constant number of adjacent nodes. We
prove that, if y is obtained from x by (k, t) block edit errors, then the partition of y can be obtained from the
partition of x by (k,O(t/T+k log T )) block edit errors over a larger alphabet. If we set T = Θ(log n), then
in stage I Alice still needs to send a sketch ofO(k log n log logn+t) bits. To further reduce the redundancy,
we apply the partial parsing tree method again with another threshold T ′ = Θ(log log n). Now the errors
are reduced to (k,O( tTT ′ + k log T
′)) block edit errors over a larger alphabet, and the block size increases
by a O(T ′ log logn log log log n) factor, and becomes O(log n(log log n)2).
We show that now in stage I, Alice can send a sketch withO( tTT ′+k log T
′)·O(log n) = O(k log n log log log n+
t) bits; and in stage II, Alice can send a sketch with O(k log n log log log n+ t) bits. So the total sketch size
is still O(k log n log log log n+ t). By using the asymptotically encoding of Schulman and Zuckerman [24]
and the buffer buf, the final redundancy of the error correcting code is also O(k log n log log log n+ t).
1.3 Discussions and open problems.
In this paper we study document exchange protocols and error correcting codes for block edit errors. We
give the first explicit, deterministic document exchange protocol in this case, and significantly improved
error correcting codes. In particular, for both document exchange and error correcting codes, our sketch size
or redundant information is close to optimal.
The obvious open problem is to try to achieve truly optimal constructions, where an interesting inter-
mediate step is to try to adapt the ε-self matching hash functions and the ε-synchronization hash functions
in [8] to handle block transpositions. More broadly, it would be interesting to study document exchange
protocols and error correcting codes for other more general errors.
Organization of the paper. The rest of the paper is organized as follows. In Section 3 we give a deter-
ministic document exchange protocol for block insertions/deletions and block transpositions. In Section 4
we give a document exchange protocol for block insertions/deletions and block transpositions for uniformly
random strings. Then in Section 5 we give constructions of codes correcting block insertions/deletions and
block transpositions. Finally we give tight bounds of the sketch size or redundancy in Appendix A.
2 Preliminaries
2.1 Notations
[n] = {1, 2, . . . , n}. Let Σ be an alphabet (which can also be a set of strings) and x ∈ Σ∗ be a string over
alphabet Σ. x ∈ Σn is a string over alphabet Σ of length n. |x| denotes the length of the string x. Let x[i, j]
denote the substring of x from the i-th symbol to the j-th symbol (Both ends included). Similarly x[i, j)
denotes the substring of x from the i-th symbol to the j-th symbol (not included). We use x[i] to denote the
i-th symbol of x. The concatenation of x and x′ is x ◦ x′. The B-prefix of x is the first B symbols of x. xN
is the concatenation of N copies of x. For two sets A and B, let A∆B denotes the symmetric difference of
A and B.
Usually we use Un to denote the uniform distribution over {0, 1}n.
2.2 Edit errors
Consider two strings x, x′ ∈ Σ∗.
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Definition 2.1 (Edit distance). The edit distance ED(x, x′) is the minimum number of edit operations
(insertions and deletions) transforming x to x′.
A subsequence of a string x is a string x′ s.t. x′1 = xj1 , x′2 = xj2 , . . ., x′l = xjl , l = |x′|, 1 ≤ j1 < j2 <
· · · < jl ≤ |x|.
Definition 2.2 (Longest Common Subsequence). The longest common subsequence between x and x′ is the
longest subsequence which is the subsequence of both x and x′, its length denoted by LCS(x, x′).
We have ED(x, x′) = |x|+ |x′| − 2LCS(x, x′).
Definition 2.3 (Block-Transposition). Given a string x ∈ Σn, the (i, j, l)-block-transposition operation for
1 ≤ i ≤ i+ l ≤ n and j ∈ {0, · · · , i− 1, i+ l, · · · , n} is defined as an operation which removes x[i, i+ l)
and inserts x[i, i+ l) right after x[j] in the original string x (if j = 0, then inserts x[i, i+ l) to the beginning
of x).
Definition 2.4 (Block edit errors). A block-insertion/deletion (or burst-insertion/deletion) of b symbols to a
string x is defined to be inserting/deleting a block of consecutive b symbols to x. When we do not need to
specify the number of symbols inserted or deleted, we simply say a block-insertion/deletion.
We define (k, t)-block-insertions/deletions (to x) to be a sequence of k block-insertions/deletions, where
the total number of symbols inserted/deleted is at most t. Similarly, we define (k, t)-block edit errors to
be a sequence of k block-insertions, deletions, and transpositions, where the total number of symbols in-
serted/deleted is at most t.
2.3 Almost k-wise independence
Definition 2.5 (ε-almost κ-wise independence in max norm [1]). A series of random variablesX1, . . . , Xn ∈
F are ε-almost κ-wise independent in Maximum norm if ∀x ∈ Fκ,
∀i1, i2, . . . , iκ ∈ [n], |Pr[(Xi1 , Xi2 , . . . , Xiκ) = x]− 2−κ| ≤ ε.
A function g : {0, 1}d → {0, 1}n is an ε-almost κ-wise independence generator in Maximum norm if
Y = g(Ud) = Y [1] ◦ · · · ◦ Y [n] are ε-almost κ-wise independent in Maximum norm.
For simplicity, we neglect the term in Maximum norm when speaking of ε-almost κ-wise independence,
unless specified.
Theorem 2.6 (ε-almost κ-wise independence generator [1]). For every n, κ ∈ N, ε > 0, there exists an
explicit ε-almost κ-wise independence generator g : {0, 1}d → {0, 1}n, where d = O(log κ lognε ).
The construction is highly explicit in the sense that, ∀i ∈ [n], the i-th output bit can be computed in time
poly(κ, log n, 1ε ) given the seed and i.
2.4 Pseudorandom Generator (PRG)
Definition 2.7 (PRG). A function g : {0, 1}r → {0, 1}n is a pseudorandom generator (PRG) for a function
f : {0, 1}n → {0, 1} with error ε if
|Pr[f(Un) = 1]− Pr[f(g(Ur)) = 1]| ≤ ε
where r is the seed length of g.
Usually this is also called that g ε-fools function f . Similarly, if g fools every function in a class F then
we say g ε-fools F .
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2.5 Error correcting codes (ECC)
An ECC C for hamming errors is called an (n,m, d)-code if it has code length n, message length m, and
distance d. The rate of the code is defined as mn .
We utilize the following algebraic geometry codes in our constructions.
Theorem 2.8 ([17]). For every n,m ∈ N,m ≤ n, d = n −m − O(1), q = poly(nd ), there is an explicit
(n,m, d)-ECC over Fq with polynomial-time unique decoding.
Moreover, ∀n,m ∈ N, for every message x ∈ Fmq , the codeword is x ◦ z with redundancy z ∈ Fn−mq .
For an ECC C ⊆ {0, 1}n for edit errors, with message length m, we usually regard it as having an
encoding mapping Enc : {0, 1}m → {0, 1}n and a decoding mapping Dec : {0, 1}∗ → {0, 1}m ∪ {Fail}.
We say an ECC for edit errors is explicit (or has an explicit construction) if both encoding and decoding
can be computed in polynomial time.
To construct ECCs in following sections, we use an asymptotically good binary ECC for edit errors by
Schulman and Zuckerman [24].
Theorem 2.9 ([24]). For every n ∈ N, there is an explicit binary ECC with codeword length n, mes-
sage length m = Ω(n), which can correct up to k1 = Ω(n) edit errors and k2 = Ω(n/ log n) block-
transpositions.
3 Deterministic document exchange protocol for block edit errors
Definition 3.1 (Collision free hash functions). Given n, p, q ∈ N, p ≤ n and a string x ∈ {0, 1}n, we say a
hash function h : {0, 1}p → {0, 1}q is collision free (for x), if for every i, j ∈ [n− p+ 1], h(x[i, i+ p)) =
h(x[j, j + p)) if and only if x[i, i+ p) = x[j, j + p).
Theorem 3.2. There exists an algorithm which, on input n, p, q ∈ N, p ≤ n, q = c0 log n for large enough
constant c0, x ∈ {0, 1}n, outputs a description of a hash function h : {0, 1}p → {0, 1}q that is collision
free for x, in time poly(n), where the description length is O(log n).
Also there is an algorithm which, given the description of h and any u ∈ {0, 1}p, can output h(u) in
time poly(n).
Proof. Let ε = 1/poly(n) be small enough. Let g : {0, 1}d → ({0, 1}q){0,1}p be an ε-almost 2q-wise
independence generator from Theorem 2.6 with d = O(log 2q log(2
pq)
ε ). Here g outputs q2
p bits and we view
the output as an array indexed by elements in {0, 1}p, where each entry is in {0, 1}q.
To construct h, we try every seed v ∈ {0, 1}d. Let h(·) = g(v)[·]. This means that, for every u ∈
{0, 1}p, h(u) is the value of the entry indexed by u in g(v). For any i, j ∈ [n − p + 1], we check whether
h(x[i, i+ p)) = h(x[j, j + p)) if and only if x[i, i+ p) = x[j, j + p). If this is the case then the algorithm
returns h. The description of h is the corresponding seed v.
Now we show that we can indeed find such a v by exhaustive search. If we let v be chosen uniformly
randomly, then by a union bound, the probability that there exists i, j ∈ [n − p + 1] s.t. h(x[i, i + p)) =
h(x[j, j + p)) but x[i, i+ p) 6= x[j, j + p) is at most 1/poly(n) · n2 = 1/poly(n). Thus there exists a v s.t.
the corresponding h is collision free.
The exhaustive search is in polynomial time because the seed length is d = O(log n). The evaluation of
h is in polynomial time by Theorem 2.6. Thus the overall running time of our algorithm is a polynomial in
n.
Definition 3.3 (Matching). Given n, n′, p, q ∈ N, p ≤ n, p ≤ n′, a function h : {0, 1}p → {0, 1}q and two
strings x ∈ {0, 1}n, y ∈ {0, 1}n′ , a matching (may not be monotone) between x and y under h is a sequence
of matches (pairs of indices) w = ((i1, j1), . . . (i|w|, j|w|)) s.t.
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• for every k ∈ [|w|],
– ik = 1 + plk ∈ [n] for some lk,
– jk ∈ [n′],
– h(x[ik, ik + p)) = h(y[jk, jk + p)),
• i1, . . . , i|w| are distinct.
A non-overlapping matching is a matching with one more restriction.
• Intervals [jk, jk + p), k ∈ [|w|], are disjoint.
When considering overlaps, the matching has overlapping degree d, if each bit of y appears in at most
d matched pairs for some small number d.
For a match (i, j), it matches two intervals, one from x, the other from y. When we say the y’s interval
(of the match (i, j)), we mean [j, j + p), and similarly the x’s interval is [i, i + p). A match (i, j) in
a matching is called a wrong match (or wrong pair) if x[i, i + p) 6= y[j, j + p). Otherwise it is called
a correct match (or correct pair). A pair of indices (i, j) is called a potential match between x and y if
h(x[i, i+ p)) = h(y[j, j + p)). It may be wrong because x[i, i+ p) may not be y[j, j + p). When x, y are
clear from the context we simply say (i, j) is a potential match.
To compute a monotone non-overlapping matching we can use the dynamic programming method in
[8]. But our matching is not necessarily monotone. So this raises the question of how hard this problem is.
It seems difficult to find a polynomial algorithm which can exactly compute it. So instead we use
constant approximation techniques. There’re two difficulties at the first thought. One is that if we compute
the non-overlapping matching over the entire strings, then a constant approximation is too bad since there
will be O(n) unmatched blocks. So for each level, we restrict our attention to blocks that are uncovered and
wrongly recovered (but discovered by us). The other problem is that we need the approximation rate to be a
large enough constant. To achieve this goal, we actually computing matchings with constant degree.
We start from a 1/3-approximation algorithm, which is greedy.
Construction 3.4. Given n, n′, p, q ∈ N, p ≤ n, p ≤ n′, a polynomial time computable function h :
{0, 1}p → {0, 1}q and two strings x ∈ {0, 1}n, y ∈ {0, 1}n′ , we have the following 1/3-approximation
algorithm for computing the non-overlapping matching.
1. Let the sequence of matches w be empty;
2. Find i = 1 + pl ∈ [n] and j ∈ [n′], where l ∈ N, s.t.
• h(x[i, i+ p)) = h([j, j + p)),
• i is not in any match (as the first entry) of the current w,
• [j, j + p) does not overlap with any [j′, j′ + p) for any j′ as the second entry in any matches of
the current w;
3. If there is such a pair of indices i, j, then add the match (i, j) to w and go to step 2; Otherwise, output
w and stop.
Lemma 3.5. Construction 3.4 gives a 1/3-approximation algorithm for computing the non-overlapping
matching.
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Proof. Suppose w∗ is the maximum non-overlapping matching between x, y under h.
Every time the greedy algorithm adds a match (i, j) to w, we may delete at most 3 matches in w∗. They
may be the match which includes [i, i+ p), or the matches whose intervals of y overlap with [j, j + p).
Note that in the first case, there can be at most 1 match of w∗ deleted since by definition of matching,
[i, i + p) can only be the x’s interval for at most l match of w∗. For the second case, note that since w∗ is
non-overlapping, there are at most two y’s intervals, of matches in w∗, overlapping with [j, j + p).
If |w| < 1/3|w∗|, then we can delete less than |w∗| matches in w∗.
We claim that the matches left can be selected by the greedy algorithm. Suppose one remaining match
is (i, j). Note that [i, i+ p) is not in any match of w. Since if it is, then this match should have been deleted.
Also note that [j, j + p) does not overlap with any intervals in matches of w. Since if it does, then it also
should have been deleted.
As a result, if |w| < 1/3|w∗|, our greedy algorithm will not stop. Also note that every time the algorithm
conducts step 2 and 3 it will either increase the current matching size by 1, or stop, and the matching size is
O(n/p). So our greedy algorithm will halt in polynomial time.
Next we give an explicit algorithm which computes a even larger matching (better approximation), but
it allows overlaps.
Construction 3.6. Given n, n′, p, q ∈ N, p ≤ n, p ≤ n′, a (polynomial time computable) function h :
{0, 1}p → {0, 1}q and two strings x ∈ {0, 1}n, y ∈ {0, 1}n′ , we have the following algorithm.
1. Let the matching w be empty, set S = {i = 1 + pl | l ∈ N, i ∈ [n]}, integer c = 0;
2. Conduct Construction 3.4 to compute a matching w′ between xS and y under h. Here xS is the
projection of x on intervals in set S;
3. Let w = w ∪ w′;
4. Let S = S \ {u | ∃(u, v) ∈ w};
5. c = c+ 1;
6. If c ≥ 3, output w; Otherwise go to step 2.
Note that Construction 3.6 is in polynomial time since it simply conducts Construction 3.4 for 3 times
and after each conduction it removes matched blocks of x and only considers the remaining blocks in the
next iteration. So we only need to show its correctness.
Lemma 3.7. Construction 3.6 computes a degree 3 overlapping matching w between x and y under h, such
that |w| ≥ 2/3|w∗|, where w∗ is the maximum non-overlapping matching between x and y under h.
Proof. Let wi, i = 1, 2, 3 be the matching the algorithm computes after round i. Also let Si, i = 1, 2, 3 be
the set S after the ith round.
By Lemma 3.5, |w1| ≥ 1/3|w∗|. The number of unmatched blocks is n¯ − |w1| ≤ n¯ − 1/3|w∗|, where
n¯ = bn/pc is the total number of blocks of x.
The maximum matching between xS1 and y is at least |w∗| − |w1|. This is because that, each of the
matched blocks of x by w1, should be among the x’s blocks in the matches of w∗. There are at most |w1| of
them. So there are still |w∗| − |w1| remaining matches in w∗ which corresponds to blocks in xS1 .
Again by Lemma 3.5, for i ≥ 2, at least 1/3(|w∗| − |wi−1|) blocks of xSi−1 will be matched in the ith
round.
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Thus
|wi| ≥ |wi−1|+ 1/3(|w∗| − |wi−1|) (1)
= 1/3|w∗|+ 2/3|wi−1| (2)
≥ (1− (2/3)i−1)|w∗|+ (2/3)i−1|w1| (3)
≥ (1− (2/3)i−1)|w∗|+ (1/3)(2/3)i−1|w∗| (4)
= (1− (2/3)i)|w∗|. (5)
Inequality 1 is due to Lemma 3.5 as explained above. Equality 2 is due to a direct computation. 3 is by
recursively applying 1 and 2 from i− 1 to 2. 4 is because |w1| ≥ 1/3|w∗|.
As a result, |w3| ≥ 19/27|w∗| ≥ 2/3|w∗|.
Note that we apply Construction 3.4 for 3 times, where in each time, it gives a non-overlapping matching.
So each entry of y is in at most one of the matches in that round. So finally we get a degree 3 overlapping
matching.
We now give the following document exchange protocol.
Construction 3.8. The protocol works for every input length n ∈ N, every (k1, t) block-insertions/deletions
k2 block-transpositions, k1, k2 ≤ αn/ log n, t ≤ βn, for some constant α, β. (If k1 or k2 > αn/ log n, or
t > βn, we simply let Alice send her input string.) Let k = k1 + k2.
Both Alice’s and Bob’s algorithms have L = O(log nk logn+t) levels.
For every i ∈ [L], in the i-th level,
• Let the block size be bi = n18·2i(k+ t
logn
)
, i.e., in each level, divide every block of x in the previous level
evenly into two blocks. We choose L properly s.t. bL = O(log n);
• The number of blocks li = n/bi;
Alice: On input x ∈ {0, 1}n,
1. For the i-th level,
1.1. Construct a hash function hi : {0, 1}bi → {0, 1}b∗=Θ(logn) for x by Theorem 3.2.
1.2. Compute the sequence of hash values i.e. v[i] = (hi(x[1, 1+bi)), hi(x[1+bi, 1+2bi)), . . . , hi(x[1+
(li − 1)bi, libi)));
1.3. Compute the redundancy z[i] ∈ ({0, 1}b∗)Θ((k+ tlogn )i) for v[i] by Theorem 2.8, where the code
has distance at least 180(k + tlogn)i;
2. Compute the redundancy zfinal ∈ ({0, 1}bL)Θ((k+
t
logn
) logL) for the blocks of the L-th level by Theo-
rem 2.8, where the code has distance at least 90(k + tlogn)L;
3. Send h = (h1, . . . , hL), z = (z[1], z[2], . . . , z[L]), v[1], zfinal to Bob.
Bob: On input y ∈ {0, 1}O(n) and received h, z, v[1], zfinal,
1. Create x˜ ∈ {0, 1, ∗}n (i.e. Bob’s current version of Alice’s x), initiating it to be (∗, ∗, . . . , ∗);
2. For the i-th level where 1 ≤ i ≤ L− 1,
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2.1. Apply the decoding of Theorem 2.8 on hi(x˜′[1, 1 + bi)), hi(x˜′[1 + bi, 1 + 2bi)), . . . , hi(x˜′[1 +
(li − 1)bi, libi)), z[i] to get the sequence of hash values v[i]. Note that v[1] is received directly,
thus Bob does not need to compute it;
2.2. Let S = {j ∈ [n] | hi(x˜[1+(j−1)bi, 1+jbi)) 6= v[i][j] or x[1+(j−1)bi, 1+jbi) = (∗, . . . , ∗)};
2.3. Compute the matching wi = ((p1, p′1), . . . , (p|w|, p′|w|)) ∈ ([li] × [|y|])|wi| between xS and y
under hi, using v[i], by Lemma 3.6;
2.4. Evaluate x˜ according to the matching, i.e. let x˜[pj , pj + bi) = y[p′j , p
′
j + bi), where pj , p
′
j ∈
wi, j ∈ [|wi|];
3. In the L’th level, apply the decoding of Theorem 2.8 on the blocks of x˜ and zfinal to get x;
4. Return x.
Lemma 3.9. For every i, the maximum non-overlapping matching between xS and y under hi has size at
least |S| − (2k1 + 3k2 + t/ log n).
Proof. Note that block-insertions do not delete bits. One block insertion can corrupt at most one block. For
block-deletions, assume that the j-th block-deletion delete tj bits. This can corrupt (delete a block totally
or delete part of a block) at most dtj/bie + 1 blocks. So the total number of corrupted blocks is at most∑k1
j=1(dtj/bie+ 1) ≤ 2k1 + t/bi ≤ 2k1 + t/ log n.
On the other hand, k2 block-transpositions can corrupt at most 3k2 blocks, because one block-transposition
can only corrupt the two blocks at the end of the transposed substring and another block which contains the
position that is the destination of the transposition.
As a result, the total number of corrupted blocks is at most 2k1 + 3k2 + t/ log n. After corruption,
uncorrupted blocks can be matched to its corresponding blocks (before corruption) in x. So there exists a
matching between xS and y under hi having size at least |S| − (2k1 + 3k2 + t/ log n).
Lemma 3.10. For every i, if v[i] is correctly computed by Bob, then |wi| ≥ 2/3(|S|−(2k1+3k2+t/ log n)).
Proof. By Lemma 3.9, the maximum non-overlapping matching between xS and y under hi has size at least
|S| − (2k1 + 3k2 + t/ log n). By Lemma 3.7, |wi| ≥ 2/3(|S| − (2k1 + 3k2 + t/ log n)).
Lemma 3.11. For every i, if v[1], . . . , v[i] are correctly recovered, then in the i-th level the number of
wrongly recovered blocks of x is at most 3i(2k1 + 3k2 + tlogn).
Proof. Consider the matching w∗ corresponding to the current recovering of x after i levels, i.e., this match-
ing is generated at level 1 and adjusted level by level. In level j, we first use hash values to test every block to
see if it is correctly recovered. For wrongly recovered blocks we delete their corresponding matches. Then
for remaining wrongly recovered blocks and unrecovered blocks, we compute a matching wj for them, and
add all matches in wj to w∗.
For wj , j ≤ i, after level i, the number of wrongly recovered blocks in level i caused by (the remaining
part of) wj is at most 3(2k1 + 3k2 + tlogn).
This is because inwj is constructed by Construction 3.6, which is a union of 3 matchings. Each matching
of them is non-overlapping. We only need to show that wj , after eliminating detected wrong pairs in these
i levels, contains at most 2k1 + 3k2 + tlogn wrong matches between x’s and y’s blocks in the i-th level. To
see this, first note that these matches’ y intervals are only from blocks which are modified from x’s blocks
or newly inserted. For each block-insertion of tj bits, it can contribute at most dtj/bie+ 1 wrong matches.
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Each block-deletion can contribute at most 2 wrong matches. So totally block insertions/deletions can cause∑k1
j=1(dtj/bie+ 1) ≤ 2k1 + t/bi wrong matches. On the other hand, k2 block-transpositions can contribute
at most 3k2 wrong matches, because 1 block-transposition can only cause 1 wrong match when deleting the
block and inserting the block to its destination may contribute 2 wrong matches. Hence the total number
wrong matches is at most 2k1 + 3k2 + t/bi.
Since there are i matchings w1, . . . , wi, each containing 3 non-overlapping matchings, the number of
wrongly recovered blocks remaining in w∗ is at most 3i(2k1 + 3k2 + tlogn).
Lemma 3.12. For every i, if v[1], . . . , v[i] are correctly recovered, then in level i, the number of unrecovered
blocks is at most 36i(k + tlogn).
Proof. We use induction.
For the base case i = 1, all blocks of x are unknown to Bob. So the number is at most l1 = 18 · 21(k +
t/ log n) = 36(k + t/ log n).
For the induction case, assume the number of unrecovered blocks is at most 36j(k + t/ log n), for all
j ≤ i. By Lemma 3.11, for level i (after the matching is computed), the number of wrongly recovered
blocks of x is at most
3i(2k1 + 3k2 +
t
log n
).
So at level i+ 1, the number of wrongly recovered blocks is at most doubled, i.e.
|{j ∈ [n] | hi+1(x˜[1 + (j − 1)bi+1, 1 + jbi+1)) 6= v[i][j]}| ≤ 6i(2k1 + 3k2 + t
log n
) ≤ 18i(k + t/ log n).
Since Bob has the correct v[i+ 1], he can detect at most all the wrong blocks. So |S| ≤ (72 + 18)i(k+
t/ log n) = 90i(k + t/ log n).
By Lemma 3.10, the number of unrecovered blocks is at most |S| − |wi| ≤ 1/3|S| + (2k1 + 3k2 +
t/ log n) ≤ 30(i+ 1)(k + t/ log n).
Lemma 3.13. Bob can recover x correctly.
Proof. We use induction to show that for every i ∈ [L], v[i] can be computed correctly by Bob.
For the first level, v[1] is directly received from Alice.
Assume v[1], . . . , v[i − 1] can be computed correctly. By Lemma 3.12, the number of unrecovered
blocks after level i−1 is at most 36(i−1)(k+ t/ log n). By Lemma 3.11, the number of wrongly recovered
blocks is at most 9(i− 1)(k + t/ log n). So the total number of wrongly recovered and unrecovered blocks
is at most
2× (36(i− 1)(k + t/ log n) + 9(i− 1)(k + t/ log n)) ≤ 90(i− 1)(k + t/ log n) < 90i(k + t/ log n).
Note that with the redundancy z[i], its corresponding code has distance at least 180(k + t/bi)i. So Bob can
recover v[i] correctly by Theorem 2.8.
As a result, at level L. By Lemma 3.11, the number of wrongly recovered blocks is at most 3L(2k1 +
3k2 +
t
bL
). By Lemma 3.12 the number of unrecovered blocks, is at most 36L(k + t/ log n). So the
total number of wrongly recovered and unrecovered blocks is at most 45L(k+ t/ log n). Note that the code
distance corresponding to the redundancy zfinal is at least 90(k+t/bL)L. So all blocks of x can be recovered
correctly by using the decoding from Theorem 2.8.
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Lemma 3.14. The communication complexity is O((k log n+ t) log2 nk logn+t).
Proof. For the i-th level of Alice, |z[i]| = Θ(k + tlogn)ib∗ = Θ((k log n+ t)i). So
|z| =
L∑
i=1
|z[i]| =
L∑
i=1
O ((k log n+ t)i) = O(k log n+ t)L2.
Also |zfinal| = O(k + tbL ) · L ·O(log n) = O ((k log n+ t)L) by Theorem 2.8.
For every i ∈ [L], |hi| = O(log n) by Theorem 3.2. So |h| = O(log n)L.
The length of v[1] is l1O(log n) = nb1O(log n) = O(k +
t
logn) ·O(log n) = O(k log n+ t).
Since L = log nk logn+t , the overall communication complexity is O
(
(k log n+ t) log2 nk logn+t
)
.
Lemma 3.15. Both Alice and Bob’s algorithms are in polynomial time.
Proof. For Alice’s algorithm, let’s consider the i-th level. Constructing hi and evaluating hi takes polyno-
mial time by Theorem 3.2. Computing the redundancy z[i] takes polynomial time by Theorem 2.8. So the
overall running time is polynomial.
For Bob’s algorithm, we still consider the i-th level. By Theorem 2.8, getting v[i] takes polynomial time.
It takes linear time to visit every block and check if their hash value is equal to the corresponding entry of
v[i]. By Lemma 3.7, computing the maximum matching takes polynomial time. So the overall running time
is also polynomial.
Theorem 3.16. There exists an explicit binary document exchange protocol, having communication com-
plexity O((k log n + t) log2 nk logn+t), time complexity poly(n), where n is the input size and k = k1 + k2,
for (k1, t) block-insertions/deletions and k2 block-transpositions, k1, k2 ≤ αn/ log n, t ≤ βn, for some
constant α, β.
Proof. It follows from Construction 3.8, Lemma 3.13, Lemma 3.14 and Lemma 3.15.
4 Document exchange for block edit errors of a B-distinct string
Definition 4.1. For any integer B, we say a string A = A[1], A[2], · · · , A[n] is B-distinct, if for any
i 6= j ∈ [n−B + 1], A[i, i+B) 6= A[j, j +B).
Definition 4.2. We say a string A = A[1], A[2], · · · , A[n] is a non-repetitive string, if for any i ∈ [n − 1],
A[i] 6= A[i+ 1].
In this section we prove the following theorem.
Theorem 4.3. There exists an integer B = Θ(log n) such that for any B-distinct binary string, there is a
polynomial time one way document exchange protocol for (k, t) block edit errors with communication cost
O(k log n log log log n+ t) bits.
Recall that, for a integer B ≥ 1, and a string A = A[1], A[2], · · · , A[n], its B-prefix is defined as the
string A[1, B]. The construction consists of two stages. In Stage I, we partition the string into small blocks.
Alice then sends a short sketch to help Bob learn the partition and the B-prefix of each block. In Stage II,
we modify the Stage II in [8] to resist block edit errors.
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4.1 String Partition
In Stage I, our string partition algorithm uses the string parsing techniques in [9]. For completeness, we
include alphabet reduction and landmark in [9].
Alphabet reduction[9, Sligtly modified]
LetA = A[1], A[2], · · · , A[n] be a string of length n, where eachA[i], i ∈ [n] is a symbol in an alphabet
Σ. The alphabet reduction algorithm takes string A as input, and outputs a string A′ with the same length,
where each symbolA′[i] is computed as follows. Take two fixed symbols c0, c1 from Σ. For the first symbol
A[1], if A[1] = c0, set A[0] = c1, otherwise set A[0] = c0. For each i ∈ [n], represent A[i] and A[i− 1] as
binary integers. Let l be the least significant bit in which A[i] and A[i− 1] differ. Let bit(l, A[i]) be the l-th
least significant bit of A[i]. Then we define A′[i] = (l, bit(l, A[i])).
Lemma 4.4. [9, Lemma 1] For any i, if A[i] 6= A[i+ 1], then A′[i] 6= A′[i+ 1].
Note that the alphabet size of A′ is 2dlog |Σ|e. If we take the alphabet reduction twice, the alphabet size
of the resulting string is at most 2 log log |Σ|+ 4.
Landmark[9, Slightly modified] Let A be a non-repetitive string of length n. We take two passes on the
string to find the landmarks. In the first pass, for each i ∈ [3, n − 1], we say i is a landmark, if A[i] is the
local maximum, i.e. A[i − 1] < A[i] > A[i + 1]. In the second pass, for each i ∈ [3, n − 1], if A[i] is the
local minimum, i.e. A[i− 1] > A[i] < A[i+ 1], and i is not adjacent to any landmarks in the first pass, then
we say i is a landmark.
Lemma 4.5. Let A ∈ Σ∗ be a string. Suppose the landmarks of A are i1, i2, · · · , in′ . If we partition the
string A as A[1, i1), A[i1, i2), · · · , A[in′ , n]. then the length of each substring is in the range of [2, |Σ|+ 1].
Proof. The substring between any two adjacent landmarks must be monotone. Hence, for any two adjacent
landmarks, we have 1 < |i − j| < |Σ|. For the first and the last substring, their lengthes are at most
|Σ|+ 1.
Construction 4.6 (Algorithm : Partition). Input : A threshold integer T , and a 1-distinct string x of length
n over alphabet Σ.
Output : A series of n′ indices (i0 = 1 < i1 < i2 < · · · < in′ = n + 1), which corresponds to the
following partition of x : x[i0, i1), x[i1, i2), · · · , x[in′−1, in′).
The algorithm builds a series of trees, where each node is associated with a label in Σ. We finally output
the indices corresponding to the roots of the trees.
The algorithm builds the trees level by level. Initially, each position of the input string corresponds to a
single leaf node. In each level, the algorithm partition the nodes in the current level into blocks, and create
a new node for each block in the next level, where the children of the new node are set to be the the nodes in
the block.
Let n0 = n, x0 = x, and i
(0)
0 = 1, i
(0)
1 = 2, · · · , i(0)n = n+ 1.
For the h-th level, there are nh nodes, the labels on these nodes form a string xh ∈ Σnh . Each node
has some leaves, and these leaves form a contiguous interval in x. We denote the leaves interval of j-th
node in h-th level as [i(h)j−1, i
(h)
j ), then the label of j-th node is xh[j] = x[i
(h)
j−1] ∈ Σ. We apply the alphabet
reductions to xh and partition xh according to the landmarks, and thus obtain xh+1 and {i(h+1)j }j for the
next level.
Now for each h = 0, 1, 2, · · · , dlog T e, we do the following steps:
1. For each j ∈ [nh + 1], consider j-th node in h-th level. If i(h)j − i(h)j−1 ≥ T , mark the j-th node
as ‘finish’. If there are no adjacent non-‘finish’ nodes, then we merge each non-‘finish’ node to the
‘finish’ node to its left or right. That is, output {ihj | j-th node is a ‘finish’ node.} ∪ {n+ 1} and halt.
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2. Use the ‘finish’ nodes to partition the indices of string xh into intervals I1, I2, · · · , where each sub-
string x[I1], x[I2], · · · doesn’t contain any ‘finish’ node. Apply alphabet reduction twice to the sub-
strings xh[I1], xh[I2], · · · , and obtain x′h[I1], x′h[I2], · · · . Further partition the intervals I1, I2, · · ·
into small blocks by the landmarks in x′h[I1], x
′
h[I2], · · · .
3. For each node marked as ‘finish’, we build a new node in the next level. The ‘finish’ node is the single
child of the new node. Next, we iterate on all blocks in string xh. For j-th block xh[l, r), we create a
new node in the next level. The children of the new node are all nodes in xh[l, r). Now the label of
new node is xh+1[j] = xh[l], and the range of the leaves of the new node is [i
(h)
l−1, i
(h)
r−1). We set this
range as [i(h+1)j−1 , i
(h+1)
j ).
Figure 1: An example of Partition, where the input string is at the bottom level, the nodes in light grey are
‘finish’ nodes, and the nodes in deep grey are ‘frozen’ nodes.
Lemma 4.7. Let T be a threshold parameter, and x be a 1-distinct string in an alphabet of size O(log n),
then Partition(T, x) stops in dlog T e levels.
Proof. For any h, we say j-th symbol of xh is frozen, if both the (j−1)-th symbol and the (j+1)-th symbol
are marked as ‘finish’. To prove that the algorithm stops in dlog T e levels, we first prove the following claim:
for the j-th symbol in level h, if it’s not marked as ‘finish’ or frozen, then i(h)j − i(h)j−1 ≥ 2h.
We prove the claim by induction. The claim is true for the 0-th level, since i(0)j − i(h)j−1 = 1 ≥ 20. Now
let’s assume the claim is true for the h-th level, and the goal is to prove the claim for the (h+1)-th level. For
each block in the (h + 1)-th level, if it’s neither marked as ‘finish’ nor frozen, from Lemma 4.5, the block
must have at least two children, and the length of the block is at least 2h + 2h ≥ 2h+1. Hence, the claim is
true for all levels.
Now we prove the lemma by contradiction. If the algorithm doesn’t stop in the dlog T e-th level, then
there exists a block in level dlog T e such that it’s not marked as ‘finish’ or frozen. Thus the length of the
block is at least 2dlog T e ≥ T , hence it should be marked as ‘finish’, which is a contradiction.
Lemma 4.8. Let T be a threshold parameter, and x be a 1-distinct string over an alphabet Σ. Let {i0 =
1, i1, i2, · · · , in′ = n + 1} = Partition(T, x), then each block [ij−1, ij), j = 1, 2, · · · , n′ depends on
O(log T ) blocks on its left, and O(log T ) blocks on its right. Moreover, T ≤ ij− ij−1 ≤ T · (2 log log |Σ|+
7).
Proof. We first prove the size of each block is in the range of [T, T · (2 log log |Σ| + 7)]. Since we do the
alphabet reduction twice, from Lemma 4.5, each node has at most 2 log log |Σ|+ 5 children. Hence, the size
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of each ‘finish’ block is bounded by T ·(2 log log |Σ|+5). As we may add two ‘frozen’ nodes to this ‘finish’
node in the last level, and the sizes of them are bounded by T , the total length of the block is bounded by
T · (2 log log |Σ|+ 5) + 2T = T · (2 log log |Σ|+ 7).
For any h = 0, 1, 2, · · · , dlog T e, in the h-th level, we claim that the j-th node xh[j] depends on lh
blocks on its left, and rh blocks on its right, where lh = 100h, and rh = 100h.
We prove the claim by induction on h. For h = 0, the claim holds. Now we assume the claim holds for
level h, and we prove that the claim holds for level (h+ 1). For each j = 1, 2, · · · , nh+1, consider the j-th
node in level (h+ 1). There are two cases: (1). the j-th node is obtained by some ‘finish’ j′-th node in h-th
level, and (2). the j-th node has children from some j′1-th to j′2-th nodes in h-th level.
For the first case, the j-th node in (h+ 1)-th level also depends on lh blocks on its left and rh blocks on
its right, so the claim is true for (h + 1)-th level. For the second case, the j-th nodes depends on at most 3
blocks on the left of j′1, and at most 4 blocks on the right of j′2. Note that j′1, j′2 and j are in the same block.
Hence, the j-th nodes depends on lh+1 = lh + 3 blocks on its left, and rh+1 = rh + 4 blocks on its right.
Hence, the claim holds for the (h+ 1)-th level.
From Lemma 4.7, there are at most dlog T e levels, so we finish the proof.
Lemma 4.9. Let T be a threshold parameter, and x be a non-repetitive string over an alphabet Σ. Let
{i0, i1, i2, · · · } = Partition(T, x). Suppose y is the string obtained by applying (k, t) block edit errors to
x. Let {i′0, i′1, i′2, · · · } = Partition(T, y). Then string x[i0] ◦ x[i1] ◦ x[i2] ◦ · · · and y[i′0] ◦ y[i′1] ◦ y[i′2] ◦ · · ·
differ by at most (k,O(t/T + k log T )) block edit errors.
Proof. Since any (k, t) block edit errors can be regarded as a series of k single block edit error with parame-
ters (1, t1), (1, t2), · · · , (1, tk), where
∑
i∈[k] ti = t. For each block edit error with parameter (1, ti), i ∈ [k],
there are two cases: (1). the block edit error is an insertion or deletion of ti contiguous symbols, (2).ti = 0,
and the block edit error is a block transposition moving symbols in [j, j′) to the position j′′.
For case (1), w.l.o.g, we only need to prove for a block insertion of length t. From Lemma 4.8, each block
depends on O(log T ) neighboring blocks. Hence, ti contiguous insertion error affects at most contiguous
O(ti/T + log T ) blocks. For the second case, from Lemma 4.8, a block transposition error affact at most
O(log T ) blocks near the indices j, j′ and j′′. Hence, the total number of blocks affected in this case is
still O(log T ). Summing up the number of all affacted blocks, we bound the number of affected blocks by
O(
∑
i∈[k](ti/T + log T )) = O(t/T + k log T ).
4.2 Document exchange protocol
As stated before, our document exchange protocol for a B-distinctive binary string has two stages. Stage I
is modified from the stage I in the construction of [8] and combined the idea of parsing tree in [9], to resist
block edit errors.
Construction 4.10 (Stage I, modified from [8]). Let n denote the length of Alice’s string x, T = B =
3 log n, T ′ = log T = Θ(log log n), T ′′ = TT ′(log log n)2 log log log n = Θ(log n(log log n)3 log log log n).
Alice: On input a B-distinct string x ∈ {0, 1}n.
1 Create a string x¯ of length n¯ = n − B + 1, each symbol of x¯ is an element in {0, 1}B . Let x¯ =
x[1, B], x[2, B + 1], · · · , x[n−B + 1, n].
2 Compute a partition of x¯: {i0 = 1, i1, i2, · · · , in′ = n¯ + 1} = Partition(T, x¯). Create a string
x′ with alphabet {0, 1}B : x′ = x¯[i0], x¯[i1], x¯[i2], · · · , x¯[in′ ]. Now apply Partition to x′ again and
obtains a partition of x′: {i′0 = 1, i′1, i′2, · · · , i′n′′ = n′ + 1} = Partition(T ′, x′). Combine the
two partitions and obtain the following partition on x¯ : I ′′ = {ii′j−1−1 | j ∈ [n′′ + 1]}. Denote
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I ′′ = {i′′0, i′′1, i′′2, . . . , i′′n′′}, where i′′0 = 1 < i′′1 < i′′2 < · · · < i′′n′′ = n¯+ 1. Finally partition x into the
blocks x[i′′0, i′′1), · · · , x[i′′n′′−1, i′′n′′).
3 Create a set V =
{
(lenb,B-prefixb,B-prefixb+1) | 1 ≤ b ≤ n′′ − 1
}
, where lenb is the length of the
b-th block, and B-prefixb and B-prefixb+1 are the B-prefix of the b-th block and the (b + 1)-th block
respectively.
4 Represent the set V as its indicator vector, which has size poly(n), and send the redundancy zV being
able to correct Θ(k log log log n + t/TT ′) Hamming errors, using Theorem 2.8 (or simply using a
Reed-Solomon code).
5 Partition the string x evenly into n/T ′′ blocks, each of size T ′′.
Bob: On the redundancy zV sent by Alice, and the string y obtained from x by (k, t) block edit errors.
1 Create a string y¯ of length m¯ = m−B+ 1, each symbol of y¯ is in {0, 1}B . Let y¯ = y[1, B], y[2, B+
1], · · · , y[n−B + 1, n].
2 Compute a partition of y¯: {i0 = 0, i1, i2, · · · im′ = m¯ + 1} = Partition(T, y). Create a string
y′ with alphabet {0, 1}B : y′ = y¯[i0], y¯[i1], y¯[i2], · · · , y¯[im′ ]. Now apply Partition on y′ and ob-
tain a partition of y′: {i′0 = 1, i′1, i′2, · · · i′m′′ = m′ + 1} = Partition(T ′, y′). Combine the two
partitions and obtain the following partition on y¯ : I ′′ = {ii′j−1−1 | j ∈ [m′′ + 1]}. Denote
I ′′ = {i′′0, i′′1, i′′2, . . . , i′′m′′}, where i′′0 = 1 < i′′1 < i′′2 < · · · < i′′m′′ = m¯ + 1. Finally partition y
into the blocks y[i′′0, i′′1), · · · , y[i′′m′′−1, i′′m′′).
3 Create a set V ′ =
{
(lenb,B-prefixb,B-prefixb+1) | 1 ≤ b ≤ m′′ − 1
}
using the partition of y.
4 Use the indicator vector of V ′ and the redundancy zV to recover Alice’s set V .
5 Create an empty string x˜ of length n, and partition x˜ according to the set V in the following way: first
find the element (len(1),B-prefix(1),B-prefix′(1)) in V such that for all elements (len,B-prefix,B-prefix′)
in V , B-prefix(1) 6= B-prefix′. Then partition x˜[1, len(1)] as the first block, and fill x˜[1, B] with
B-prefix(1). Then find the element (len(2),B-prefix(2),B-prefix′(2)) such that B-prefix(2) = B-prefix′(1),
and partition x˜[len(1) + 1, len(1) + len(2)] as the second block, and fill x˜[len(1) + 1, len(1) +B] with
B-prefix(2). Continue doing this until all elements in V are used to recover the partition of x.
6 For each block b in x˜, if Bob finds a unique block b′ in y such that the B-prefix of b′ matches the
B-prefix of b and the lengths of b and b′ are equal, Bob fills the block b using b′. If such b′ doesn’t exist
or Bob has multiple choices of b′, then Bob just leaves the block b as blank.
7 Partition the string x˜ evenly into n/T ′′ blocks, each of size T ′′.
Construction 4.11 (Stage II). Stage II consists of O(log log log n) levels.
Let L = O(log n), i∗ = L − O(log log log n) be s.t. bi∗ ≥ T ′′ ≥ bi∗+1 where bi = Θ( n2i(k+ t
logn
)
) for
each i ∈ [L], and bL = O(log n).
Alice does the following.
1. For i = i∗ to L− 1,
• Construct a hash function hi : {0, 1}bi → {0, 1}B for x by using the first B bits of the input as
the output.
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• Compute the sequence v[i] = (hi(x[1, 1 + bi)), hi(x[1 + bi, 1 + 2bi)), . . . , hi(x[1 + (li −
1)bi, libi)));
• Compute the redundancy z[i] ∈ ({0, 1}B)Θ(k+ tbi ) for v[i] by Theorem 2.8, where the code has
distance c∗(k + tbi ) with c
∗ being a large enough constant;
2. Compute zfinal which is the redundancy for x[1, 1 + bL), . . . , x[1 + (lL − 1)bL, n) by Theorem 2.8,
where the code has distance cfinal(k + t/bL) with cfinal being a large enough constant.
3. Send z[i∗], z[i∗ + 1], . . . , z[L], zfinal.
Bob conducts the following. Assume now his version of x is x˜ (which is the input for this stage).
1. For i = i∗ to L,
• Apply the decoding of Theorem 2.8 on hi(x˜′[1, 1 + bi)), hi(x˜′[1 + bi, 1 + 2bi)), . . . , hi(x˜′[1 +
(li − 1)bi, libi)), z[i] to get the sequence of hash values v[i];
• Compute the matching wi = ((p1, p′1), . . . , (p|wi|, p′|wi|)) ∈ ([li] × [|y|])|wi| between x and y
under hi, using v[i], in the following way:
– Mark every symbol of y as unused and let wi be empty;
– Consider every j ∈ [li]. Find p′i which is the smallest index in [|y|] s.t. hi(y[p′j , p′j + bi)) =
v[i][j] and y[p′j , p
′
j +bi) only contains unused symbols. If there is such p
′
j , then add (pj , p
′
j)
to wi and mark every symbol in y[p′j , p
′
j + bi) as used;
– return wi;
• Evaluate x˜ according to the matching, i.e. let x˜[pj , pj + bi) = y[p′j , p′j + bi), j ∈ [li];
2. Apply the decoding of Theorem 2.8 on the blocks of x˜ and zfinal to get x;
4.3 Analysis
Lemma 4.12. If Alice’s input string x is B-distinct, then |V∆V ′| ≤ O(k log log log n+ t/TT ′).
Proof. In the first step of Alice and Bob, the string x¯ and y¯ differ by at most (k, t+k log n) block edit errors.
From Lemma 4.9, the string x′ and y′ differ by at most (k,O(t+k log T )/T +k log T = O(t/T +k log T ))
block edit errors. Applying Lemma 4.9 again, we derive that x′′ and y′′ differ by at most (k, t′′) block edit
errors, where
t′′ = O
(
t/T + k log T
T ′
+ k log T ′
)
= O(k log log log n+ t/TT ′)
Since string x isB-distinct, the symbols in string x¯ are 1-distinct, so are the symbols in x′′. (k, t′′) block
edit errors can affect at most O(k+ t′′) elements in V . Hence, |V∆V ′| ≤ O(k+ t′′) = O(k log log log n+
t/TT ′).
Theorem 4.13. If Alice’s input string x is B-distinct, then after Stage I, at most O(k + t/T ′′) blocks of x˜
contains unfilled bits or incorrectly filled bits.
Proof. By Lemma 4.12, Bob can recover the set V correctly using zV . We say a block in Bob’s step 7 is a
bad block, if it contains unfilled bits or incorrectly filled bits.
Suppose the (k, t) block edit errors are a series of k single block edit error with parameters (1, t1), (1, t2),
· · · , (1, tk), where
∑
i∈[k] ti = t. For each of block edit error with parameter (1, ti), i ∈ [k], there are two
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cases: (1). the i-th error is a block insertion or deletion. (2). the i-th error is a block transposition moving
the substring [j, j′) to the position j′′.
We first prove that each block in Bob’s step 6 depends on O(T ′′) symbols of x¯ on its left and its right.
From Lemma 4.8, each symbol of x′ depends on O(log T ) = O(log log n) neighboring blocks, and from
Lemma 4.7, each blocks contains at most O(T log log n) = O(log n log log n) indices of x¯. Hence, each
symbol of x′ depends on O(log log n) ·O(log n log logn) = O(log n · (log log n)2) contiguous symbols of
x¯. Similarly, each symbol of x′′ depends on O(log T ′) = O(log log log n) neighboring blocks, and each
block contains most O(T ′ log logn) = O((log logn)2) indices of x′. Hence, each symbol of x′′ depends on
O((log log n)2) · O(log log log n) = O((log log n)2 log log log n) contiguous symbols of x′. Now we can
conclude that each symbol of x′′ depends on O(((log log n)2 log log log n) +O(log T )) ·O(T log logn) =
O(log n(log log n)3 log log log n) = O(T ′′) symbols of x¯ on its left and right.
For case (1), as each block has size at least T ′′, from the argument above, inserting or deleting a block
of size ti can affect at most (ti +O(T ′′))/T ′′ = O(ti/T ′′) +O(1) blocks. For case (2), from the argument
above, we derive that the block transposition can only affect O(T ′′)/T ′′ = O(1) blocks in Bob’s partition
of y. Hence, the number of bad blocks created by this error is at most O(1).
We finish the proof by summing up all bad blocks in k errors.
Proof of Theorem 4.3. We use induction to show the claim that at level L, the number of unfilled blocks or
wrongly filled blocks is at most c′(k + t/bL) for some constant c′.
For level i∗, by Theorem 4.13 there are at most O(k+ t/T ′′) = O(k+ t/B) blocks, each having length
T ′′, that contain uncovered bits or incorrectly recovered bits. Let c′ be the maximum of constant factor here
and the number 2.
Assume for level i − 1 ∈ [i∗, L), our claim holds. In Construction 4.11, since c∗ is a large enough
constant, by Theorem 2.8 v[i] can be recovered correctly by Bob. Consider the computing of wi using v[i],
y. Note that 1 block insertion of a bits can cause at most 2+a/bi wrongly filled blocks or unfilled blocks. So
k1 block insertions/deletions of t bits can create at most 2k1 + t/bi wrongly filled blocks or unfilled blocks.
Also note that one block transposition can cause at most 2 wrongly filled blocks or unfilled blocks. So k2
block transpositions can cause at most 2k2 wrongly filled blocks or unfilled blocks. So the total number of
wrongly filled or unfilled blocks in i level is at most 2k + t/bi ≤ c′(k + t/bi).
This shows our claim. Note that by this claim, also since cfinal is a large enough constant, Bob can
recover all blocks of x in level L correctly using zfinal.
Next we compute the communication complexity.
For stage I, the size of zV is O(k log log log n+ tTT ′ ) log n = O(k log log log n+ t) bits.
For stage II, note that since bi∗ ≥ T ≥ bi∗+1, i∗ = L∗ − O(log log log n). For every level i, |z[i]| =
O(k + t/bi)B. So
L∑
i=i∗
|z[i]| =
L∑
i=i∗
O(k + t/bi)B = O(k log n log log log n+ t).
Also note that |zfinal| = O(k+ t/bL)B. Thus the overall communication cost isO(k log n log log log n+ t).
5 Binary codes for block edit errors
5.1 Encoding and decoding algorithm
Given the document exchange protocol for block edit operations, we can now construct codes capable of
correcting (k1, t) block insertions/deletions, and k2 block transpositions, where k1 + k2 = k, and t ≤ αn
for some constant α. The encoding and decoding algorithms are as follows:
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Algorithm 5.1. Encoding algorithm
Let `buf = 2 log n and buf = 0`buf−1 ◦ 1.
Input: msg of length n.
Ingredients:
• A pseudorandom generator PRG : {0, 1}O(logn) → {0, 1}n, from Theorem 5.3, s.t. there exists at
least one seed r for which msg ⊕ PRG(r) doesn’t contain buf as a substring and has B-distinctness.
• An error correcting code C1 from Theorem 2.9 which is capable of correcting O(k log n+ t) edit er-
rors, as well as k2 block transpositions. Denote the encoding map of C1 asEnc1 : {0, 1}ml1=O(k log2 n+t) →
{0, 1}cl1=O(k log2 n+t) and the decoding map as Dec1 : {0, 1}cl′1 → {0, 1}ml1 .
Operations:
1. Find a seed r of PRG s.t. msg ⊕ PRG(r) does not contain buf as a substring and satisfies B-
distinctness. Let msgP = msg ⊕ PRG(r).
2. Compute the sketch skm for msgP for Ω(k) block insertions/deletions and Ω(k) block transpositions,
where the number of bits inserted and deleted is Ω(k log n+ t) in total.
3. Let sk = skm ◦ r, and encode sk with C1. Let the codeword be c1 = Enc1(sk).
4. Divide c1 into blocks of length log n. Denote these blocks as c
(1)
1 , c
(2)
1 , . . . , c
(M)
1 where M is the
number of blocks.
5. Insert buf to the beginning of each block c(i)1 , 1 ≤ i ≤M .
6. Let c = (msg ⊕ PRG(r)) ◦ buf ◦ c(1)1 ◦ buf ◦ c(2)1 · · · ◦ buf ◦ c(M)1 .
Output: c.
The construction of PRG is left to subsection 5.2. We call the concatenation buf◦c(1)1 ◦buf◦c(2)1 · · ·◦buf◦
c
(M)
1 as the sketch part and msgP = msg ⊕ PRG(r) as the message part. Now we give the corresponding
decoding algorithm.
Algorithm 5.2. Decoding algorithm
Input: the received codeword c′.
Operations:
1. Find out all substrings buf in c′. Number these buffers as buf1, . . . , bufM ′ .
2. Pick the log n bits after bufj as block c′1
(j), 1 ≤ j ≤ M ′. Then remove all the buffers bufj and c′1(j),
1 ≤ j ≤M ′ from c′. The rest of c′ is regarded as the message part msg′P .
3. Let c′1 = c′1
(1) ◦ c′1(2) ◦ · · · ◦ c′1(M
′). Decode c′1 with the decoding algorithm Dec1 for C1 and get
sk = Dec1(c
′
1).
4. Get skm and r from sk.
5. Use skm and msg
′
P to recover msgP .
6. Compute msg = msgP ⊕ PRG(r).
Output: msg.
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5.2 Analysis
In this subsection we’ll give the construction of PRG and prove the correctness of the algorithms.
5.2.1 Building blocks: PRG
We recall the pseudorandom generator in Theorem 5.1 in [8].
Theorem 5.3 (Theorem 5.1 in [8]). For every n ∈ N, there exists an explicit PRG g : {0, 1}`=O(logn) →
{0, 1}n s.t. for every x ∈ {0, 1}n, with probability 1− 1/poly(n), g(U`) + x satisfies B-distinctness.
Theorem 5.4. For every n ∈ N, x ∈ {0, 1}n,there exists an explicit PRG g : {0, 1}`=O(logn) → {0, 1}n s.t.
for every x ∈ {0, 1}n, with probability 1− 1/poly(n), the following two conditions hold simultaneously.
• buf is not a substring of PRG(U`)⊕ x.
• PRG(U`)⊕ x satisfies B-distinctness.
Proof. Let κ = `buf be the length of buf, ε = 1/n2. From Theorem 2.6, there exists an explicit ε-almost
κ-wise independence generator g′ : {0, 1}d → {0, 1}n, where d = O(log κ lognε ) = O(log n). Then, for
any x ∈ {0, 1}n,
Pr
r′←{0,1}d
[buf is a substring of g′(r′)⊕ x] ≤
∑
i∈[n−`buf+1]
Pr[buf = (g′(r′)⊕ x)[i, i+ `buf)]
≤ n
(
1/2`buf + 1/n2
)
= 1/poly(n)
Let g be the generator in Theorem 5.3 with seed length `′. Let ` = max(`′, d), and construct PRG(r) =
g(r1) ⊕ g′(r2) where r1, r2 are disjoint substrings of r of length l′ and l. Then by the union bound, the
probability that at least one of the conditions fails is upper bounded by 1/poly(n).
5.2.2 Correctness of the construction
We show that a code C with encoding algorithm 5.1 and decoding algorithm 5.2 can correct (k1, t)-block
insertions/deletions and k2 block transpositions.
First, we prove the sketch sk can be correctly recovered.
Lemma 5.5. In the 4th step of decoding algorithm 5.2, the sketch sk is correctly recovered.
Proof. We show that c′1 can be obtained by applying at most 12k log n + t edit errors and k block transpo-
sitions over c1.
Note that after inserting buffers to the blocks of c1, the total number of appearance of the buffer in the
sketch part is equal to the number of buffers inserted, because the buffer length is longer than the block
length of c1. Also note that concatenating the message part and sketch part will not insert any buffers
because by the choice of r, msg ⊕ PRG(r) does not contain buf. As a result, if there are no errors, by the
decoding algorithm we can get the correct c1 and thus get the correct sk.
Next we consider the effects of block insertions/deletions and transpositions for the sketch part. Specif-
ically, we consider how the sketch part changes after each of these operations.
• block insertion: Consider one block insertion of t0 bits. We claim that after this operation, at most
dt0/(3 log n)e new blocks can be introduced to the sketch part, because to insert one new block to
the sketch, we only need to insert a new buffer and attach the new block to it. We also note that this
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operation may delete one block by damaging a buffer, or replace one block by damaging the block
right after the buffer.
So k1 block insertions of t bits inserted can insert at most k1 + t/(3 log n) new blocks. It can also
delete at most k1 blocks, and replace at most k1 blocks.
• block deletion: we first consider a block deletion of t0 bits. After this operation, at most dt0/(3 log n)e
blocks of the sketch part can be deleted, since there are at most dt0/(3 log n)e blocks in the deleted
substring. The operation may also create one extra block, since the remaining bits may combine
together to be a buffer. It may also replace an existing block, since the remaining bits may combine
together to be a new block after an original buffer.
So k1 block deletions of t bits deleted can delete at most k1 + t/(3 log n) blocks. It can insert at most
k1 blocks. It can also replace k1 blocks.
• block transposition: After one block transposition (i, j, l), at most 3 new blocks can be introduced to
the sketch part, since a new block may be created at the original position i, and two new blocks may
appear when inserting the block to the destination j. Also it may delete at most 3 blocks, since two
buffers may be damaged when removing the transferred block, and one buffer can be damaged when
inserting the transferred block. By a similar argument this operation can replace at most 3 blocks.
Also, a block transposition can cause one block transposition for the sketch part.
As a result, k2 block transpositions can insert or delete at most O(k2) blocks and cause O(k2) block
transpositions.
In summary, there are at most O(k+ t/ log n) block insertions/deletions and k2 block transpositions on
c1. Note that O(k + t/ log n) block insertions/deletions, each of length O(log n) bits can be regarded as
O(k log n+t) edit errors. Since our code C1 can correctO(k log n+t) edit errors and k2 block transpositions,
we can decode sk correctly.
Next, we show that the message output by the decoding algorithm is correct.
Lemma 5.6. At the end of algorithm 5.2, the original message is correctly decoded.
Proof. According to Lemma 5.5, we have correctly recovered sk. Thus we get skm and r correctly.
Note that if there are no errors, then by deleting the buffers and the blocks of c1 appended to these
buffers, the remaining string is exactly the original message part, since the original message part does not
contain buf as substrings.
Now we consider the effects of block insertions/deletions and transpositions for the message part.
Specifically, we consider how the message part changes after each of these operations.
• block insertion: First consider one block insertion of t0 bits. It can insert at most t0 symbols to the
message part if it does not damaging any original buffers. If it damages buffers, it may insertO(log n)
more bits to the message part. It can also cause at most one block deletion of O(log n) bits since the
rightmost buffer it inserts may cause our algorithm to delete the O(log n) bits following that buffer.
• block deletion: Consider a block deletion of t0 bits. It can delete at most t0 blocks of the message part.
If it damages buffers, it can cause at most one block insertion of O(log n) bits, since the rightmost
deleted buffer may cause our algorithm to regard the O(log n) bits following that buffer as part of the
message part.
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• block transposition: now we consider one block transposition. It may cause at most one block trans-
position of the message part. Also it may create at most 3 new buffers and thus delete 3 log n bits
of the message part. Moreover, it may delete three buffers and thus insert 3 log n bits to the message
part.
Thus (k1, t)-block insertions/deletions can cause inserting/deleting at most O(k1) blocks of O(t +
k1 log n) bits. Also k2 block transpositions can cause O(k2) block insertions/deletions of O(k2 log n) bits
in total and k2 block transpositions.
In summary, there are at mostO(k) block insertions/deletions ofO(k log n+t) bits in total and k2 block
transpositions. Since our sketch sk can be used to correct (O(k), O(k log n+ t)) block insertions/deletions
and k block transpositions, we can get msgP correctly. As a result we can compute msg = msgP ⊕PRG(r)
correctly.
Theorem 5.7. For every n, k1, k2, t ∈ N with k = k1 + k2 < αn/ log n, t ≤ βn, for some constant
α, β, there exists an explicit binary error correcting code for (k1, t)-block insertions/deletions and k2 block
transpositions, having message length n, codeword length n+O(k log n log log log n+ t).
Proof. We construct the encoding as Algorithm 5.1 where the sketch in Stage 2 is computed by using Alice’s
algorithm (encoding) of the protocol of Theorem 4.3. The decoding is as Algorithm 5.2, where its stage 5 is
computed by using Bob’s algorithm of the protocol of Theorem 4.3.
The correctness of the decoding algorithm in 5.1 is shown by Lemma 5.6.
The sketch length |sk| is O(k log n log log log n + t) by Theorem 4.3. The length of c1 is O(|sk|) =
O(k log n log log log n + t) by Theorem 2.9. As there are |c1|/ log n number of length lbuf = O(log n)
buffers, each followed by a length log n block of c1, the total length of the sketch part is O(|c1|) =
O(k log n log log log n+ t).
We can also directly using our document protocol to get an ECC.
Theorem 5.8. For every n, k1, k2, t ∈ N with k = k1 + k2 < αn/ log n, t ≤ βn, for some constant
α, β, there exists an explicit binary error correcting code for (k1, t)-block insertions/deletions and k2 block
transpositions, having message length n, codeword length n+O((k log n+ t) log2 nk logn+t).
Proof. We construct the encoding as Algorithm 5.1 where the sketch in Stage 2 is computed by using Alice’s
algorithm (encoding) of the protocol of Theorem 3.16. The decoding is as Algorithm 5.2, where its stage 5
is computed by using Bob’s algorithm of the protocol of Theorem 3.16.
The correctness of the construction is similar to Lemma 5.5, 5.6, the (k1, t)-block insertions/deletions
and k2 block transpositions causes (k,O(k log n + t))-block insertions/deletions and transpositions on the
message and sketch part. Hence, according to Theorem 3.16, a sketch of size O((k log n+ t) log2 nk logn+t)
for the document exchange protocol is enough to correct the errors.
By Algorithm 5.1 and Theorem 2.9, the size of c1 is O((k log n + t) log2 nk logn+t) . The total length
of the buffer inserted is O(log n) · |c1|/ log n = O(|c1|). Hence, the total length of the redundancy is
O((k log n+ t) log2 nk logn+t) .
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Appendices
A
Theorem A.1. Suppose there is a deterministic document exchange protocol for strings of length n, and can
resist k block insertions/deletions and block transposition errors, where the total number of bits inserted or
deleted is bounded by t, and t < n/2, then the sketch size is at least Ω(k log n+ t).
Proof. Suppose Alice has string x and Bob has string y, and Alice sends a sketch sk(x) to allow Bob
recovering her string x. For a fixed string y, each different strings x1, x2 satisfy sk(x1) 6= sk(x2), otherwise
the correctness of the document exchange protocol will be violated. Now suppose y is a fixed string of
length n satisfying B-distinct property, where B = O(log n), we give a lower bound on the number of
possible strings of x.
Consider the following adversarial tempering of the string x: delete the last t/2 bits as a block, then
insert arbitrary t/2 bits at the end as a block. Next, divide the (n − t/2)-prefix evenly to small blocks of
length B. Arbitrary choose k − 2 different small blocks and transpose them to the begining of the string in
an arbitrary order. Then any differences in the t/2 bits inserted, the choice of the blocks or the ordering will
result to different strings. Hence, the number of strings x is lower bounded by
2t/2
(
n−t/2
B
k − 2
)
k! ≥ 2t/2
(
3n
4(k − 2)B
)k−2(k − 2
e
)k−2
= 2t/2
(
3n
4eB
)k−2
Taking the log, we obtain |sk| ≥ Ω(k log n+ t).
Theorem A.2. Let n′, n be two integers, if C ⊆ {0, 1}n′ , |C| = 2n is an Error Correcting Code for k block
insertions/deletions and block transpositions, where the total number of bits inserted or deleted is bounded
by t, and t < n/100, then the redundancy size n′ − n ≥ Ω(k log n+ t).
Proof. Denote n′′ = n′− t/2. It suffices to consider the case n′′ < 2n. We evenly divide the interval [1, n′′)
into smaller intervals of length 10 log n′′, and denote these intervals as I1, I2, . . . , In′′/10 logn′′ .
Let C′ be a subset of C containing all the codewords c such that the number of distinct strings in
{cI1 , cI2 , . . . , cIn′′/10 logn′′} is at least n′′/1000 log n′′. We will show that C′ contains a large fraction of
the codewords.
For simplicity, we denote a = n′′/1000 log n′′. Now we bound the size of the set C \ C′. Note that any
codewords c ∈ C \ C′ satisfies that the number of distinct strings in {cI1 , cI2 , . . . , cIn′′/10 logn′′} is smaller
than a. Hence we have
|C \ C′| ≤ an′′/10 logn′′(210 logn′′)a2t/2 = 2n′′ log a/10 logn′′+10a logn′′+t/2
≤ 2n′′/10+n′′/100+t/2 ≤ 23n/5
Now we obtain the lower bound of |C′|. When n ≥ 2,
|C′| = |C| − |C \ C′| ≥ 2n − 23n/5 ≥ 2n/2
For any codeword c ∈ C′, define the ball Bc(k, t) to be the set containing all strings obtained by applying
k block insertions/deletions and block transpositions to c, where the total number of bits inserted or deleted
is bounded by t.
Consider the following adversarial tempering of the codeword c: delete the last t/2 bits of c as a block
deletion, then insert arbitrary t/2 bits at the ending of the tempered string as a block insertion. Next, arbitrary
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choose k − 2 distinct strings from cI1 , cI2 , . . . , cIn′′/10 logn′′ , and transport them to the begining of the string
in an arbitrary order. Then, any differences in the t bits inserted, the choice of the (k − 2) substrings or the
order of transpositions will result in different strings in Bc(k, t). Hence,
|Bc(k, t)| ≥ 2t/2
(
a
k − 2
)
(k − 2)! ≥ 2t/2
(
n′′/1000 log n′′
k − 2
)k−2(k − 2
e
)k−2
= 2t/2
(
n′′
1000e log n′′
)k−2
As C is a code, the ball Bc(k, t) should be disjoint, so we have
2n
′ ≥
∑
c∈C
|Bc(k, t)| ≥ |C′|2t/2
(
n′′
1000e log n′′
)k−2
≥ 2n+t/2−1
(
n′′
1000e log n′′
)k−2
Taking a log on both sides of the equation, we obtain n′ ≥ n+Ω(k log n′′+t) ≥ n+Ω(k log n+t).
Theorem A.3. There exists a deterministic document exchange protocol running in exponential time in n
with sketch size O(k log n + t). Moreover, we can construct an Error Correting Code with redundancy
size O(k log n + t) from the document exchange protocol. Hence the lower bounds in Theorem A.1 and
Theorem A.2 are tight.
Proof. We build a graph. Each string with length smaller than n + t corresponds to a vertex in the graph.
For every two different strings x and y, if one can transform x to y using k block insertions/deletions and
transpositions, and the total number of inserted and deleted bits is bounded by t, then add an edge between
x and y. Now the degree of the graph is at most (2n)O(k)2t = 2O(k logn+t), hence we can use 2O(k logn+t)
colors to color the graph.
We construct the document exchange protocol as follows. Given the input string, Alice sends the color
of the string as the sketch, so the sketch has sizeO(k log n+t) bits. Then Bob looks at the strings connected
to his string, and find the string whose color matches the sketch.
In fact, the construction of the Error Correcting Code in Section 5 can be applied to any document
exchange protocol, so we obtain an Error Correcting Code of redundancy O(k log n+ t).
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