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Abstract
This article deals with IDT processes, i.e. processes which are infinitely divis-
ible with respect to time. Given an IDT process (Xt, t ≥ 0), there exists a unique
(in law) Le´vy process (Lt; t ≥ 0) which has the same one-dimensional marginals
distributions, i.e. for any t ≥ 0 fixed, we have
Xt
(law)
= Lt.
Such processes are said to be associated. The main objective of this work is to ex-
hibit numerous examples of IDT processes and their associated Le´vy processes. To
this end, we take up ideas of the monograph Peacocks and associated martingales
from F. Hirsch, C. Profeta, B. Roynette and M. Yor (Le´vy, Sato and Gaussian
sheet methods) and apply them in the framework of IDT processes. This gives
a new interesting outlook to the study of processes whose only one-dimensional
marginals are known. Also, we give an integrated weak Itoˆ type formula for IDT
processes (in the same spirit as the one for Gaussian processes) and some links
between IDT processes and selfdecomposability. The last sections are devoted to
the study of some extensions of the notion of IDT processes in the weak sense
as well as in the multiparameter sense. In particular, a new approach for multi-
parameter IDT processes is introduced and studied. Main examples of this kind
of processes are the RN+−parameter Le´vy process and the Le´vy’s RM -parameter
Brownian motion. These results give some better understanding of IDT processes,
and may be seen as some continuation of the works of K. Es-Sebaiy and Y. Ouknine
[How rich is the class of processes which are infinitely divisible with respect to time
? ] and R. Mansuy [On processes which are infinitely divisible with respect to time].
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1
1 Introduction
In this introductory section, we are going to give several examples of IDT pro-
cesses (essentially constructed from Gaussian processes), as well as associated Le´vy
processes. First, let us recall some well known facts on the class of IDT processes.
Definition 1.1 A stochastic process X = (Xt; t ≥ 0) is an IDT process if it
satisfies the following condition:
∀n ∈ N∗, (Xnt; t ≥ 0)(law)= (X(1)t + · · ·+X(n)t ; t ≥ 0) (1)
where (X(i))1≤i≤n are independent copies of X.
Example 1.1 Let 0 < α < 2 and consider an (α/2)-stable positive random vari-
able ξ. Now, we consider a centered Gaussian process (Gt; t ≥ 0), such that its co-
variance function R(s, t) := E[GsGt] verifies for all λ > 0, R(λs, λt) = λ
2/αR(s, t).
Assume that (Gt; t ≥ 0) is stochastically continuous and independent of ξ.
Then, the stochastic process (Xt; t ≥ 0) defined by
Xt := ξ
1/2Gt,
is an IDT process, and following P. Embrechts and M. Maejima ([9] Example
3.6.4), it is also a stable sub-Gaussian process.
In fact, since ξ is an (α/2)-stable variable, we have E[exp{−zξ}] = exp{−|z|α/2}
for any z ∈ R. Then, for all n,m ∈ N∗, we get:
E[exp{iθ
m∑
k=1
akXntk}] = E[exp{iθ
m∑
k=1
akξ
1/2Gntk}].
This implies that:
E[exp{iθ
m∑
k=1
akXntk}] = EξEG[exp{iθξ1/2
m∑
k=1
akGntk}].
Then, we get:
E[exp{iθ
m∑
k=1
akXntk}] = Eξ[exp{−
1
2
|θ|2ξ
m∑
k,j=1
akajR(ntk, ntj)}].
And then,
E[exp{iθ
m∑
k=1
akXntk}] = exp{−|θ|α[
1
2
m∑
k,j=1
akajR(ntk, ntj)]
α/2}.
According to the properties of the covariance function R, we get:
E[exp{iθ
m∑
k=1
akXntk}] = exp{−n|θ|α[
1
2
m∑
k,j=1
akajR(tk, tj)]
α/2}.
Hence,
E[exp{iθ
m∑
k=1
akXntk}] = (E[exp{iθ
m∑
k=1
akXtk}])n.
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Following R. Mansuy [22], one may wonder which among centered Gaussian
processes (Gt; t ≥ 0) (which, for simplicity, are assumed to be centered) are IDT. In
order to give a characterization of IDT Gaussian processes, we recall the following
proposition due to R. Mansuy ([22] Proposition 3.2).
Proposition 1.1 Let (Gt; t ≥ 0) be a centered Gaussian process, which is assumed
to be continuous in probability. Then the following properties are equivalent:
1. (Gt; t ≥ 0) is an IDT process.
2. The covariance function c(s, t) := E[GsGt], 0 ≤ s ≤ t, satisfies
∀α > 0, c(αs, αt) = αc(s, t), for all 0 ≤ s ≤ t.
3. The process (Gt; t ≥ 0) satisfies the ”Brownian scaling property”, namely
∀α > 0, (Gαt; t ≥ 0) (law)= (
√
αGt; t ≥ 0)
4. The process (G˜y := e
−y/2Gey ; y ∈ R) is stationary.
5. The covariance function c˜(y, z) := E[G˜yG˜z ], y, z ∈ R, is of the form
c˜(y, z) =
∫
µ(du)eiu|y−z|, y,z ∈ R
where µ is a positive, finite, symmetric measure on R.
Then, under these equivalent conditions, the covariance function c of (Gt; t ≥ 0)
is given by
c(s, t) =
√
st
∫
µ(da)eia|ln(
s
t
)|.
Example 1.2 Let (Gt; t ≥ 0) be a centered Gaussian process such that its co-
variance function c(s, t) := E[GsGt], 0 ≤ s ≤ t, is continuous and satisfies for
0 ≤ α ≤ 1,
∀λ > 0, c(λt, λs) = λαc(s, t) for all 0 ≤ s ≤ t.
Then, the stochastic process (G˜t; t ≥ 0) defined by
G˜t := t
1−α
2 Gt for all t ≥ 0
is an IDT Gaussian process.
Now, in the following we are going to recall some relationships that bind IDT
processes to Le´vy processes.
Theorem 1.1 Any Le´vy process is an IDT process and conversely, any stochas-
tically continuous IDT process with independent increments, is a Le´vy process.
3
Proof.
The first implication is easy. For the second, it is enough to prove the sta-
tionary increments property. More details could be found in K. Es-Sebaiy and Y.
Ouknine ([10] Theorem 3.1) and R. Mansuy ([22] Proposition 1.1).

Definition 1.2 A stochastic process (Xt; t ≥ 0) is associated to a stochastic pro-
cess (Yt; t ≥ 0) if they have the same one-dimensional marginals distributions, i.e.
for any fixed t ≥ 0, Xt (law)= Yt.
Proposition 1.2 If X is a stochastically continuous IDT process, then there exists
a unique (in law) associated Le´vy process L, i.e. for any fixed t ≥ 0, Xt (law)= Lt.
Proof.
Given an IDT process X = (Xt; t ≥ 0), notice that X1 is an infinitely divisible
random variable. Then there exist a unique (in law) Le´vy process L = (Lt; t ≥ 0)
such that X1
(law)
= L1. Hence, according to the stochastically continuity of X and
L, Xt
(law)
= Lt for any fixed t ≥ 0.

In what follows, we illustrate the above proposition and give several examples
of IDT processes as well as associated Le´vy processes respectively.
Example 1.3 Let {Xt; t ≥ 0} be a non-trivial strictly α-stable Le´vy process on R
with 0 < α < 2. Define Yt = t
2/αX1/t for t > 0 and Y0 = 0. Then, we show that
{Yt; t ≥ 0} is an IDT process which is associated to the Le´vy process X.
Example 1.4 For α ≤ 12 , we consider the centered Gaussian process G defined
by
(Gt; t ≥ 0) := (tαBt1−2α ; t ≥ 0)
where (Bt; t ≥ 0) is the standard Brownian motion. Then, one can easily point
that
E[GλtGλs] = λE[GtGs] for all λ > 0.
Hence (Gt; t ≥ 0) is an IDT Gaussian process and its associated Le´vy process is
the standard Brownian motion (Bt; t ≥ 0) since ∀t ≥ 0, V ar(Gt) = V ar(Bt) = t.
Example 1.5 Let (BHt ; t ≥ 0) be a standard fractional Brownian motion with
Hurst index H ∈ (0, 1). One can easily show that the stochastic process G¯ defined
by
(G¯t; t ≥ 0) := (t
1
2
−HBHt ; t ≥ 0),
is an IDT Gaussian process and its associated Le´vy process is the standard Brow-
nian motion (Bt; t ≥ 0).
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Example 1.6 We consider the continuous Gaussian semimartingale (Xt; t ≥ 0)
defined by
Xt = Bt −
∫ t
0
∫ u
0
l(u, v)dBvdu
where (Bt; t ≥ 0) is the standard Brownian motion, l a continuous Volterra kernel
of the form l(u, v) = 1uϕ(
v
u ) and ϕ a function which satisfies
∫ 1
0
ϕ(x)dx =
∫ 1
0
∫ 1
0
ϕ(zx)ϕ(z)dzdx (2)
without satisfying
ϕ(x) =
∫ 1
0
ϕ(zx)ϕ(z)dz. (3)
An example of such functions ϕ could be found in H. Fo¨llmer, C.T. Wu and M. Yor
([11] Section 6.2 Theorem 6.3). To be quite explicit, they consider ϕ(x) = ce−ax
and then, for a given real number a, (2) is satisfied if and only if
c =
(1− e−a)∫ a
0 e
−u(1− e−u)duu
,
whereas (3) is never satisfied for any c 6= 0.
We further assume that
∫ t
0
(
∫ u
0
l2(u, v)dv)1/2du =
∫ t
0
(
∫ u
0
1
u2
ϕ2(
v
u
)dv)1/2du < +∞.
Clearly X has quadratic variation < X >t= t, and according to H. Fo¨llmer, C.T.
Wu and M. Yor ([11] Section 6.2.), (Xt; t ≥ 0) is a weak Brownian motion of order
1 which is not a Brownian motion. Now, one can easily show that (Xt; t ≥ 0) is
an IDT Gaussian process and its associated Le´vy process is the standard Brownian
motion (Bt; t ≥ 0).
Remark 1.1 Consider a stochastically continuous IDT process X and L its as-
sociated Le´vy process. Denote by (b, σ, ν) the characteristic triplet of L. Then we
can write
Lt = bt+ σWt +
∫ t
0
∫
|x|≥1
xµL(ds, dx) +
∫ t
0
∫
|x|<1
x(µL(ds, dx)− dsν(dx))
where µL(ds, dx) denote the random measure counting the jumps of L.
If E(X1) = E(L1) = b+
∫
|x|≥1 xν(dx) = 0 and E|L1| < +∞, then L is a martingale
and X is a 1-martingale and so X is a Peacock in the sense of F. Hirsch et al [17].
In the following, we give a result which allows us to derive a Fokker-Planck
PDE for IDT processes.
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Theorem 1.2 Consider X a stochastically continuous IDT process and denote by
pXt the law of Xt. Let L be the Le´vy process (in law) associated to X and denote
by L∗ the adjoint of its infinitesimal generator.
Then, t 7→ pXt is a weak solution, in the sense of distributions, of the Kol-
mogorov forward equation: 

∂pXt
∂t = L∗t .pXt
pX0 = δ0
(4)
Proof.
For any fixed t ≥ 0, we have Xt (law)= Lt, i.e. pXt = pLt . Now, applying
the Fokker-Planck equation for Le´vy processes, pLt = p
X
t is a weak solution of
the Kolmogorov forward equation (4) described in the above theorem, so we can
conclude.

Remark 1.2 Considering an open set U = (0,+∞)× R, the uniqueness of solu-
tion of the following problem in D′(U),


∂u
∂t = L∗tu
u0 = δ0
is an open question. In particular, we don’t know if all the generalized solutions of
this problem are densities of probability like pXt . For the case without jumps, it’s
a result of M. Pierre, more details could be found in the monograph of F. Hirsch
et al [17].
The previous theorem which is a classical result, can be meaningful if for a
given IDT process, we know explicitly the associated Le´vy process. Hence, the
main purpose of this paper, is to exhibit numerous examples of IDT processes and
their associated Le´vy processes. Now, let us give the organization of the paper.
In Section 2, we give examples that motivated us to make construction of IDT
processes and associated Le´vy processes via Le´vy sheet. In Section 3, we take up
ideas of the monograph from F. Hirsch et al [17] (Le´vy, Sato and Gaussian sheets
methods), and applying them to the framework of IDT processes, we present our
sheets method. In Section 4, relying on the fact that IDT processes have the same
one-dimensional marginals than Le´vy processes, we give a weak Itoˆ formula for
IDT processes like the one for Gaussian processes given by F. Hirsch, B. Roynette
and M. Yor [13].
Following K. Es-Sebaiy and Y. Ouknine [10], we extend in Section 5 some
results on Le´vy processes presented in O. E. Barndorff-Nielsen, M. Maejima and
K. Sato [3], to the case of IDT processes and we give a link between IDT processes
and selfdecomposability.
In Section 6, we introduce a new concept of weak IDT process, which is basi-
cally asking for equation (1) to be satisfied only for one-dimensional marginals, i.e.
an equality in law of random variables instead of an equality in law of processes.
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We also define the notion of 1-Le´vy process, in the same spirit as 1-martingale in
Peacocks and associated martingales, and show that both notions are equivalent.
The last Sections 7 and 8 are devoted to the study of multiparameter IDT
processes. Particularly, in Section 7 we invest multiparameter IDT processes in-
troduced by K. Es-Sebaiy and Y. Ouknine [10], and in Section 8 we give a new
approach of multiparameter IDT processes for which the RN+−parameter Le´vy pro-
cess studied by O. E. Barndorff-Nielsen et al [4], and the Le´vy’s RM -parameter
Brownian motion studied by P. Le´vy [19], N. N. Chentsov [6] and H. P. Mckean
Jr. [23], are typical examples. To avoid confusions in the sequel, we are going
to refer multiparameter IDT in the sense of K. Es-Sebaiy and Y. Ouknine [10]
as multiparameter IDT of type 1, and the multiparameter IDT in our sense as
multiparameter IDT of type 2.
2 The guiding example
In this section, we use the notion of Le´vy sheet (for which Brownian sheet is a
special case) to construct Le´vy processes associated to some given IDT processes.
We refer to R. C. Dalang and J. B. Walsh [7] for definition of a Le´vy sheet (and
also Brownian sheet), and we recall the following result which would be used in
the sequel.
Theorem 2.1 Let L = (Lt; t ≥ 0) be an Rd-valued Le´vy process starting from 0.
Then, there exists an Rd-valued two-parameter process L˜ = (L˜s,t; s ≥ 0, t ≥ 0)
satisfying the following properties:
• ∀s, t ≥ 0, L˜s,0 = L˜0,t = 0.
• Almost surely, for any s, t ≥ 0, L˜s,. and L˜.,t are ca`dla`g functions on R+.
• Let, for t ≥ 0, Lt = σ(L˜u,v;u ≥ 0, 0 ≤ v ≤ t). Then, for 0 ≤ t1 ≤ t2, the
process (L˜s,t2 − L˜s,t1 ; s ≥ 0) is a Le´vy process starting from 0, independent
of Lt1 , which is distributed as (L(t2−t1)s; s ≥ 0).
• The two-parameter processes (L˜s,t; s, t ≥ 0) and (L˜t,s; s, t ≥ 0) have the same
law.
The stochastic process L˜ is called the Le´vy sheet extending the Le´vy process L. Its
law is fully determined by the one of L.
Proof.
A proof of this theorem may be found in R. C. Dalang and J. B. Walsh [7],
who, themselves, refer R. J. Adler et al [1].

We consider the standard Brownian motion B = (Bt; t ≥ 0) and ϕ a function
of L2([0, 1]). It’s clear by R. Mansuy ([22] Example 3.4.) that the stochastic
process Gϕ well-defined for all t ≥ 0 by
Gϕt =
∫ t
0
ϕ(
u
t
)dBu =
∫ 1
0
ϕ(v)dvBvt
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is an IDT Gaussian process. We try to construct a Le´vy process having the
same one-dimensional marginals distributions as Gϕ. For this, let us consider
W = (Wv,t; v ≥ 0, t ≥ 0) the Brownian sheet extending the Brownian motion B
and let G¯ϕ the stochastic process well-defined for all t ≥ 0 by
G¯ϕt =
∫ 1
0
ϕ(v)dvWv,t.
Since ∀t ≥ 0 fixed , (But, u ≥ 0) (law)= (Wu,t, u ≥ 0), the following result holds.
Proposition 2.1 The stochastic process G¯ϕ is an associated Gaussian Le´vy pro-
cess to the Gaussian IDT process Gϕ, that is
∀t ≥ 0 fixed , Gϕt
(law)
= G¯ϕt .
In the sequel, we generalize the previous result to Le´vy processes. First, let us
give this remark due to K. Sato ([32], page 230).
Remark 2.1 We recall that
∫ +∞
0 f(s)dZs with (Zt; t ≥ 0) a Le´vy process, is de-
fined as the limit in probability of
∫ h
0 f(s)dZs as h→ +∞.
Proposition 2.2 Suppose that (Lt; t ≥ 0) is a Le´vy process on Rd, f(s) a locally
bounded function on [0,+∞) such that ∫ +∞0 f(s)dLs is well defined.
Then, the process X = (Xt; t ≥ 0) defined by:
Xt =
∫ +∞
0
f(s)dLts
is an IDT process and its associated Le´vy process (X˜t; t ≥ 0) is given by
X˜t =
∫ +∞
0
f(s)dsL˜t,s
where (L˜t,s; t, s ≥ 0) is the extending Le´vy sheet of the Le´vy process Z.
Proof.
For all n,m ∈ N∗, we have:
Eexp{i
m∑
k=1
< θk,Xntk >} = Eexp{i
m∑
k=1
< θk,
∫ +∞
0
f(s)dLnstk >}
Thanks to the IDT property of the Le´vy process L, we get
Eexp{i
m∑
k=1
< θk,Xntk >} = Eexp{i
m∑
k=1
< θk,
n∑
j=1
∫ +∞
0
f(s)dL
(j)
stk
>
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where L(j) are independent copies of L.
This implies that
Eexp{i
m∑
k=1
< θk,Xntk >} = (Eexp{i
m∑
k=1
< θk,
∫ +∞
0
f(s)dLstk >)
n.
Hence, X is an IDT process. Now, according to the properties of the Le´vy sheet
L˜ given in Theorem 3.1, it is straightforward to prove that X˜ is a Le´vy process
and for any fixed t ≥ 0, we have Xt (law)= X˜t.

3 A general framework involving measurable sheet:
Le´vy sheet, Sato sheet, Gaussian sheet.
In this section, we choose as in F. Hirsch et al ([13] and [16]), an adequate mea-
surable sheet (Gaussian sheet, Sato sheet, Le´vy sheet) from which we construct
general IDT processes and associated Le´vy processes.
Theorem 3.1 Let Γ be a measurable space and µ a ”good measure” on Γ, i.e. a
measure such that the integrals in (5) and (6) are well defined. For any t ≥ 0,
consider a real valued measurable process (Xγ,t; γ ∈ Γ). Denote by D the usual
Skorohod space of ca`dla`g functions and assume that the process (X.,t; t ≥ 0) is a
D-valued stochastically continuous IDT process. Assume now the existence of a
measurable sheet (X˜γ,t; γ ∈ Γ, t ≥ 0) such that:
(H1) For every t ≥ 0,
X.,t
(law)
= X˜.,t.
(H2) For all 0 ≤ s ≤ t,
X˜.,t − X˜.,s is independent of σ(X˜γ,u; γ ∈ Γ, 0 ≤ u ≤ s).
Then the process
Xµt :=
∫
Γ
µ(dγ)Xγ,t, for all t ≥ 0, (5)
is an IDT process and its associated Le´vy process is given by
X˜µt :=
∫
Γ
µ(dγ)X˜γ,t, for all t ≥ 0. (6)
Proof.
For every m,n ≥ 1, θ = (θ1, · · · , θm) ∈ Rm, we have:
J(n, θ) := Eexp{i
m∑
k=1
< θk,X
µ
ntk
>} = Eexp{i
m∑
k=1
< θk,
∫
Γ
µ(dγ)Xγ,ntk >}.
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Using the fact that (X.,t)t≥0 is a D-valued IDT process, we have
J(n, θ) = Eexp{i
m∑
k=1
< θk,
n∑
j=1
∫
Γ
µ(dγ)X
(j)
γ,tk
>}.
where (X
(j)
.,t )t≥0 are independent copies of (X.,t)t≥0.
Then,
J(n, θ) = E
n∏
j=1
exp{i
m∑
k=1
< θk,
n∑
j=1
∫
Γ
µ(dγ)X
(j)
γ,tk
>}.
According to the independence of the copies of (X.,t)t≥0, we have
J(n, θ) =
n∏
j=1
Eexp{i
m∑
k=1
< θk,
n∑
j=1
∫
Γ
µ(dγ)X
(j)
γ,tk
>}.
Therefore we have
J(n, θ) := (Eexp{i
m∑
k=1
< θk,X
µ
tk
>})n.
Now, it is enough to prove that the D-valued process (X˜.,t; t ≥ 0) has stationary
increments. This follows easily from (H1), (H2) and the stochastic continuity of
the D-valued IDT process (X.,t; t ≥ 0). And then (X˜.,t; t ≥ 0) is a D-valued Le´vy
process. Hence, it is straightforward to see that (X˜µt ; t ≥ 0 is a Le´vy process.
The proof is achieved.

In the following, we are going to illustrate the above theorem by some examples
which involve Le´vy sheet, Sato sheet and Gaussian sheet.
3.1 Le´vy sheet
We consider Γ = R+, a Le´vy process L = (Lt; t ≥ 0) and L˜ = (L˜γ,t; γ, t ≥ 0) its
extending Le´vy sheet. Now, setting Xγ,t = Lγt and X˜γ,t = L˜γ,t, the hypotheses
(H1) and (H2) are satisfied. We also consider a compactly supported measure µ
on Γ = R+. Then, the following result holds.
Proposition 3.1 Assume that for any t ≥ 0 fixed,∫ +∞
0
µ(dγ)E(|Lγt|) =
∫ +∞
0
µ(dγ)E(|L˜γ,t|) < +∞.
Then, the stochastic process Xµ defined by
Xµt =
∫ +∞
0
µ(dγ)Xγ,t =
∫ +∞
0
µ(dγ)Lγt
is an IDT process and its associated Le´vy process is the process X˜µ defined by
X˜µt =
∫ +∞
0
µ(dγ)X˜γ,t =
∫ +∞
0
µ(dγ)L˜γ,t.
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Now, in the sequel we calculate the Le´vy measure and the Le´vy exponent of
the Le´vy process X˜µ via those of the Le´vy sheet L˜.
Remark 3.1 We notice that, for all λ ∈ R
EeiλL˜1,1 = EeiλL1 = eψ(λ),
where ψ is the Le´vy symbol of the infinitely divisible random variable L1. So, we
call ψ the Le´vy symbol of the infinitely divisible random variable L˜1,1.
According to the fact that for all λ ∈ R and for all s, t ≥ 0, we have
EeiλL˜s,t = EeiλLst = estψ(λ).
We call the characteristic exponent of a given Le´vy sheet (L˜s,t; s, t ≥ 0), the Le´vy
symbol of the infinitely divisible random variable L˜1,1.
Proposition 3.2 Let (L˜s,t; s, t ≥ 0) the precedent Le´vy sheet and ψ its Le´vy ex-
ponent. Denote ψ(µ) the characteristic exponent of the Le´vy process (X˜µt , t ≥ 0).
Then,
ψ(µ)(λ) =
∫ +∞
0
ψ(λµ([h,+∞)))dh. (7)
Proof.
First, let us remark that a Le´vy process and its extending Le´vy sheet have the
same Le´vy exponent. Then we have,
EeiλL˜s,t = EeiλLst = estψ(λ).
In other hand, we also have
EeiλX˜
µ
1 = Eeiλ
∫+∞
0 µ(ds)X˜s,1 = Eeiλ
∫+∞
0 µ(ds)L˜s,1 = Eeiλ
∫+∞
0 µ(ds)Ls .
Since µ is a compactly supported measure, we have [
∫ +∞
h µ(ds)Lh]
+∞
0 = 0, and
then, by integration by part we obtain
∫ +∞
0
µ(ds)Ls =
∫ +∞
0
µ([h,+∞))dLh.
Then,
EeiλX˜
µ
1 = Eeiλ
∫+∞
0
µ([h,+∞))dLh
Now, let H > 0 such that Supp(µ) ⊂ [0,H], then we get:
EeiλX˜
µ
1 = Eeiλ
∫H
0 µ([h,+∞))dLh .
For all N ∈ N∗, let (hj = jHN )0≤j≤N be a regular subdivision of [0,H].
Then,
EeiλX˜
µ
1 = E lim
N→+∞
e
iλ
∑N−1
j=0 (Lhj+1−Lhj )µ([hj ,+∞))
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Thanks to the dominated convergence theorem, it follows that
EeiλX˜
µ
1 = lim
N→+∞
Ee
iλ
∑N−1
j=0 (Lhj+1−Lhj )µ([hj ,+∞))
And that is
EeiλX˜
µ
1 = lim
N→+∞
E
N−1∏
j=0
e
iλ(Lhj+1−Lhj )µ([hj ,+∞))
According to the fact that L is a Le´vy process, we get
EeiλX˜
µ
1 = lim
N→+∞
N−1∏
j=0
Ee
iλµ([hj ,+∞))(Lhj+1−hj )
This implies that
EeiλX˜
µ
1 = lim
N→+∞
N−1∏
j=0
e(hj+1−hj)ψ(λµ([hj ,+∞)))
Now, since Supp(µ) ⊂ [0,H] we get
EeiλX˜
µ
1 = e
∫H
0
ψ(λµ([h,+∞)))dh = e
∫+∞
0
ψ(λµ([h,+∞)))dh
Hence, according to the the fact X˜µ is a Le´vy process, i.e. EeiλX˜
µ
1 = eψ
(µ)(λ), we
immediately deduce (7).

Proposition 3.3 Assume that the previous Le´vy process L = (Lt; t ≥ 0) is now
a pure jump process and consider (L˜s,t; s, t ≥ 0) its extending Le´vy sheet. Denote
ν the Le´vy measure of L˜ and set νµ the Le´vy measure of the Le´vy process X˜µ.
Then for any non-negative Borel function f , we have
∫
νµ(dy)f(y) =
∫ +∞
0
dh
∫
ν(dx)f(µ([h,+∞))x). (8)
Proof.
First, notice that a Le´vy process and its extending Le´vy sheet have the same
Le´vy measure. Now, for any fixed t ≥ 0, we have
∫ +∞
0
µ(ds)L˜s,t = X˜
µ
t
(law)
= Xµt =
∫ +∞
0
µ(ds)Lst.
In particular we have
X˜µ1
(law)
=
∫ +∞
0
µ(ds)Ls.
By integration by parts, we obtain
∫ +∞
0
µ(ds)Ls =
∫ +∞
0
µ([h,+∞))dLh.
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Hence,
E[exp(−λ
∫ +∞
0
µ(ds)Ls)] = exp(−
∫ +∞
0
dh
∫
ν(dx)(1 − e−λµ([h,+∞))x))
This implies that
E[exp(−λX˜µ1 ] = exp(−
∫ +∞
0
dh
∫
ν(dx)(1 − e−λµ([h,+∞))x))
from which we immediately deduce (8).

3.2 Sato sheet
Let Γ = R+ and set Xγ,t = tLγ where (Lγ ; γ ≥ 0) is a Le´vy process starting from 0
and assume that L1 is a strictly 1-stable random variable. Notice that any stable
random variable is also selfdecomposable. Consider (S˜γ,t; γ ≥ 0, t ≥ 0) the Sato
sheet attached to L1, i.e. the process which is characterized by:
• The process (S˜.,t; t ≥ 0) is a D-valued process with independent increments.
• For any fixed t ≥ 0, (S˜.,t; t ≥ 0) is a D-valued 1-selfsimilar process i.e.
∀c > 0 (S˜.,ct; t ≥ 0) (law)= (cS˜.,t; t ≥ 0).
• For any fixed t ≥ 0, S˜.,t = (S˜γ,t; γ ≥ 0) is a Le´vy process.
• S˜1,1 (law)= L1.
Setting X˜γ,t = S˜γ,t, it’s clear that hypotheses (H1) and (H2) are satisfied. Then,
the following result holds.
Proposition 3.4 Consider a compactly supported measure µ defined on R+, and
assume that for any fixed t ≥ 0,
∫ +∞
0
tµ(dγ)E(|Lγ |) =
∫ +∞
0
µ(dγ)E(|S˜γ,t|) < +∞.
Then
Xµt =
∫
R+
µ(dγ)Xγ,t =
∫
R+
µ(dγ)tLγ
is an IDT process and its associated Le´vy process is
X˜µt =
∫
R+
µ(dγ)X˜γ,t =
∫
R+
µ(dγ)S˜γ,t.
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3.3 Gaussian sheet
We illustrate now our sheet method via Gaussian sheet. We refer to F. Hirsch et
al [17] for backgrounds on Gaussian sheet.
Proposition 3.5 Let (Gγ,t; γ ∈ Γ, t ≥ 0) be a family of centered Gaussian pro-
cesses, that is for each t ≥ 0, G.,t = (Gγ,t; γ ∈ Γ) is a centered Gaussian process.
Consider (G˜γ,t; γ ∈ Γ, t ≥ 0) the Gaussian sheet attached to this family of Gaus-
sian processes, i.e. the process which satisfied in particular:
• For any t ≥ 0 fixed, (G˜γ,t; γ ∈ Γ) (law)= (Gγ,t; γ ∈ Γ).
• (G˜.,t; t ≥ 0) is a D-valued process with independent increments.
Assume that (G.,t; t ≥ 0) is a D-valued IDT process and let µ be a ”good measure”
i.e. a measure such that the following integrals (9) and (10) are well-defined.
Then,
Gµt :=
∫
Γ
µ(dγ)Gγ,t for all t ≥ 0, (9)
is a Gaussian IDT process and its associated Gaussian Le´vy process is given by
G˜µt :=
∫
Γ
µ(dγ)G˜γ,t for all t ≥ 0. (10)
Example 3.1 We consider Γ = R+, µ a compactly supported measure on R+,
and we set for any γ, t ≥ 0,
Gγ,t =
√
tBγ and G˜γ,t =Wγ,t
where B and W are respectively the standard Brownian motion and the standard
Brownian sheet. Then, the processes defined by
Gµt :=
∫
R+
µ(dγ)Gγ,t =
∫
R+
µ(dγ)
√
tBλ for all t ≥ 0,
and
G˜µt :=
∫
R+
µ(dγ)G˜γ,t =
∫
R+
µ(dγ)Wγ,t for all t ≥ 0.
are respectively an IDT Gaussian process and its associated Gaussian Le´vy process.
4 An integrated Itoˆ formula for IDT processes
As an introduction to this section, let us recall the following theorem due to F.
Hirsch et al ([13] Theorem 2.1) for the simple case.
Theorem 4.1 Let f be a C2-function and G = (Gt, t ≥ 0) a centered Gaussian
process. Then,
Ef(Gt) = Ef(G0) +
∫ t
0
Ef ′(Gs)ds+
1
2
∫ t
0
Ef”(Gs)dsV ar(Gs).
14
In what follows, this integrated Itoˆ type formula, is extended to IDT processes.
Theorem 4.2 Let X = (Xt; t ≥ 0) be a stochastically continuous IDT process and
consider a C2 real function f . We denote by ν the Le´vy measure of the infinitely
divisible random variable X1, and we also assume that X1 is integrable. Then, we
have the following weak Itoˆ formula:
Ef(Xt) = f(0) + E
∫ t
0
f ′(Xs−)dsEXs +
1
2
E
∫ t
0
f”(Xs−)dsV ar(Xs)
+E
∫ t
0
∫
R
(f(Xs− + x)− f(Xs−)− xf ′(Xs−))dsν(dx).
Proof.
Let (Lt; t ≥ 0) be the Le´vy process which is associated to X. Then since
X1
(law)
= L1, L1 is also integrable. Denote the characteristic triplet of L by (b, σ, ν)
and let µ be the random measure counting its jumps. Then, we have the following
Le´vy-Itoˆ decomposition
Lt = bt+ σWt +
∫ t
0
∫
R
x(µ(ds, dx) − dsν(dx)).
Now, applying Itoˆ formula to the Le´vy process L (see P. E. Protter [28] Theorem
3.2), we get
f(Lt) = f(0) +
∫ t
0
f ′(Ls−)dLs +
1
2
∫ t
0
f”(Ls−)d[L,L]
c
s
+
∑
0≤s≤t
{f(Ls)− f(Ls−)− f ′(Ls−)∆(Ls)}
That is
f(Lt) = f(0) +
∫ t
0
f ′(Ls−)dLs +
1
2
∫ t
0
f”(Ls−)d < L >s
+
∫ t
0
∫
R
{f(Ls− + x)− f(Ls−)− xf ′(Ls−)}µ(ds, dx)
Since, Ef(Xt) = Ef(Lt) for any fixed t ≥ 0, it follows that
Ef(Xt) = f(0) + E
∫ t
0
f ′(Ls−)dLs +
1
2
E
∫ t
0
f”(Ls−)d < L >s
+E
∫ t
0
∫
R
(f(Ls− + x)− f(Ls−)− xf ′(Ls−))dsν(dx).
Hence, we get
Ef(Xt) = f(0) + bE
∫ t
0
f ′(Ls−)ds+
σ2
2
E
∫ t
0
f”(Ls−)ds
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+E
∫ t
0
∫
R
(f(Ls− + x)− f(Ls−)− xf ′(Ls−))dsν(dx).
Now, it follows that
Ef(Xt) = f(0) + E
∫ t
0
f ′(Xs−)dsEXs +
1
2
E
∫ t
0
f”(Xs−)dsV ar(Xs)
+E
∫ t
0
∫
R
(f(Xs− + x)− f(Xs−)− xf ′(Xs−))dsν(dx).

Remark 4.1 The previous theorem also called weak Itoˆ type formula for IDT
processes, emphasize more again on the usefulness of constructing associated Le´vy
process for a given IDT process.
5 A link with selfdecomposability and related topics
The notions of selfdecomposability, selfsimilarity, infinite divisibility and temporal
selfdecomposability of processes, that we use in this section, are in the sense of K.
Sato [30]. In order to give a link between IDT processes and selfdecomposability,
let us first recall some results due to O. E. Barndorff-Nielsen, M. Maejima and K.
Sato [3], which will be used in the sequel.
Definition 5.1 A stochastic process X = (Xt; t ≥ 0) on Rd is said to be of class
L1 or selfdecomposable (of order 1) if and only if, for every c ∈ (0, 1),
X
(law)
= cX ′ + U (c) (11)
where X ′ = (X ′t; t ≥ 0) is a copy of X, U (c) = (U (c)t ; t ≥ 0) is an infinitely divisible
process on Rd, and X’ and U (c) are independent.
Remark 5.1 For all m ∈ N∗, X is said to be of class Lm or selfdecomposable of
order m, if and only if, U (c) is of class Lm−1.
Theorem 5.1 If X is a selfdecomposable Le´vy process (respectively a selfsimilar
process) on Rd, then, for every c ∈ (0, 1), the process U (c) in (11), is also a Le´vy
process (respectively a selfsimilar process) on Rd.
Proof.
The reader is referred to O. E. Barndorff-Nielsen, M. Maejima and K. Sato
([3] Theorems 3.8 and 3.9).

Analogous to the previous theorem, we have the following for IDT processes.
Theorem 5.2 If X is a selfdecomposable IDT process on Rd, then for any
c ∈ (0, 1), the process U (c) in (11) is an IDT process.
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Proof.
Assume that X is a selfdecomposable IDT process. Then, we have
(Xt; t ≥ 0) (law)= (cX ′t + U (c)t ; t ≥ 0)
where X’ is a copy of X and U (c) an infinitely divisible process independent of X’.
By the IDT property, we also have for all integer n,
(Xnt; t ≥ 0) (law)= (X(1)t + · · ·+X(n)t ; t ≥ 0)
where X(1), · · · ,X(n) are independent copies of X.
For all m ∈ N∗, θ ∈ Rm, and by the selfdecomposability assumption, we have
Eei
∑m
k=1<θk,Xtk> = Ee
i
∑m
k=1<θk,cX
′
tk
+U
(c)
tk
>
.
According to the independence of X’ and U (c), we have
Eei
∑m
k=1<θk,Xtk> = Ee
i
∑m
k=1<θk,cX
′
tk
>
Ee
i
∑m
k=1<θk,U
(c)
tk
>
.
Then,
Ee
i
∑m
k=1<θk,U
(c)
tk
>
=
Eei
∑m
k=1<θk,Xtk>
Ee
i
∑m
k=1<θk,cX
′
tk
>
.
So, for all n ∈ N∗,
Ee
i
∑m
k=1<θk,U
(c)
ntk
>
=
Eei
∑m
k=1<θk,Xntk>
Ee
i
∑m
k=1<cθk,X
′
ntk
>
.
Now, by the IDT property of X and X’, we get
Ee
i
∑m
k=1<θk,U
(c)
ntk
>
=
(Eei
∑m
k=1<θk,Xtk>)n
(Ee
i
∑m
k=1<cθk,X
′
tk
>
)n
.
Thus,
Ee
i
∑m
k=1<θk,U
(c)
ntk
>
= (Ee
i
∑m
k=1<θk,U
(c)
tk
>
)n.
Then, U (c) = (U
(c)
t ; t ≥ 0) is an IDT process.

Remark 5.2 According to R. Mansuy ([22] Section 4), any IDT process is an
infinitely divisible process. The converse is not true.
Counterexample
Let V = (Vt; t ≥ 0) be a stationary OU process on Rd defined by
Vt =
∫ t
0
e−λ(t−s)dZλs for all t ≥ 0,
where Z is a Le´vy process with finite log-moments and λ > 0. Then, according to
O. E. Barndorff-Nielsen, M. Maejima and K. Sato ([3] Theorem 4.1), V is an
infinitely divisible process, but one can easily point that it is not an IDT process.
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In fact, assume that V is an IDT process. Since V is stochastically continuous
and according to R. Mansuy([22] Proposition 6.2), V is temporally selfdecompos-
able. However, according to O. E. Barndorff-Nielsen, M. Maejima and K. Sato
([3] Theorem 5.12), V is not temporally selfdecomposable which contradict the fact
that V is an IDT process.
In the following, we give a link between IDT processes and selfdecomposability.
Proposition 5.1 Let X be an Rd-valued stochastically continuous IDT process
and assume that X is a selfsimilar process.
Then, X is of class L∞ i.e. X is selfdecomposable of infinite order.
Proof.
Since X is a stochastically continuous IDT process, then according to R. Man-
suy ([22] Proposition 6.2), X is temporally selfdecomposable (of infinite order).
According to O. E. Barndorff-Nielsen, M. Maejima and K. Sato ([3] Remark 5.9),
and the selfsimilarity assumption, we claim that X is selfdecomposable i.e.
X
(law)
= cX ′ + U (c)
with X’ and U (c) described in (11). Now thanks to Theorem 5.1 and Theorem
5.2, we show in the same way that U (c) is a selfdecomposable process since it is
a stochastically continuous and selfsimilar IDT process. Hence, one can conclude
that X is selfdecomposable of infinite order, either it is of class L∞.

Corollary 5.1 Let L = (Lt; t ≥ 0) be a Le´vy process. Then,
L is selfsimilar ⇒ L is selfdecomposable.
Proof.
The corollary is direct consequence of the Proposition 5.1.

6 Weak IDT processes
This section is devoted to introduce the notion of weak IDT process which is deeply
linked to the notion of 1-Le´vy process. We also give a sufficient condition for a
weak IDT process to be a Le´vy process and we prove that weak IDT processes
could be obtained combining weak selfsimilarity and weak strict stability.
Definition 6.1 An Rd-valued stochastic process X = (Xt; t ≥ 0) is weakly IDT
process if for all n ∈ N∗, we have for any fixed t ≥ 0
Xnt
(law)
= X1t + · · ·+Xnt , (12)
where Xit , i = 1, · · · , n, are independent copies of Xt.
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Example 6.1 All IDT processes are weak IDT processes. In particular, all Le´vy
processes are weak IDT processes.
Proposition 6.1 Let 0 < α ≤ 2. A non-trivial, weakly strict α-stable and weakly
(1/α)-selfsimilar process (Xt; t ≥ 0) is a weak IDT process.
Proof.
Firstly, X is weakly strict α-stable, implies that for any fixed t ≥ 0, we have
n1/αXt
(law)
= X1t + · · ·+Xnt ,
where X1t , · · · ,Xnt are independent copies of Xt.
Secondly, X is weakly (1/α)-selfsimilar, entails that for any fixed t ≥ 0, we have
Xnt
(law)
= n1/αXt.
Combining the two above equalities in law, the desired follows easily.

Proposition 6.2 Let (Xt; t ≥ 0) be a non-trivial, stochastically continuous, weak
IDT process. Then (Xt; t ≥ 0) is weakly strict α-stable if and only if it is weakly
(1/α)-selfsimilar.
Proof.
The proof is straightforward, so we omit the details.

Proposition 6.3 Let (Xt, t ≥ 0) be a stochastically continuous weak IDT process
with independent increments. Then, (Xt, t ≥ 0) is a Le´vy process.
Proof.
Let θ ∈ R, n,m ∈ N∗. Since X is weakly IDT, we get by (12) that:
Eexp{iθXn} = (Eexp{iθX1})n.
And
Eexp{iθXm/n} = (Eexp{iθX1})m/n.
Then, by stochastic continuity of X and thanks to the density of Q+ in R+, we
have for all t > 0,
Eexp{iθXt} = (Eexp{iθX1})t.
Now, for 0 < s < t, we have:
Eexp{iθXt−s} = (Eexp{iθX1})t−s.
This implies that,
Eexp{iθXt−s} = Eexp{iθXt}
Eexp{iθXs} .
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Thanks to the assumption of independent increments of X, we get:
Eexp{iθXt−s} = Eexp{iθ(Xt −Xs)}.
From (12), we have in particular
Eexp{iθX2.0} = (Eexp{iθX0})2.
And then,
Eexp{iθX0} = 1.
Hence, it is easy to conclude thatX0 = 0 almost surely. The proof is now complete.

Definition 6.2 A stochastic process X is said to be a 1-Le´vy process if there exist
a Le´vy process Y which is associated to X.
So, we have the following which is just a reformulation of Proposition 1.2.
Proposition 6.4 Any stochastically continuous IDT process is a 1-Le´vy process.
The converse is not true.
Counterexample
Consider the stochastic process X defined by
Xt =
{
Bt if t ≤ 12
B1/2 + (
√
2− 1)Bt−1/2 if t > 12
Then, according to H. Fo¨llmer, C.T. Wu and M. Yor ([11] Remark 2.2), X is
a continuous weak Brownian motion of order 1, so it is a 1-Le´vy process. In other
hand, one can easily point that X is not an IDT (Gaussian) process.
Proposition 6.5 Let X = (Xt; t ≥ 0) be an Rd-valued stochastic process which is
assumed to be stochastically continuous.
Then, X is a weak IDT process if and only if it is a 1-Le´vy process.
Proof.
The second implication is trivial. For the first, let us assume that X is a weak
IDT process. Then, we notice that X1 is an infinitely divisible random variable
and then there exist a Le´vy process L (unique in law) such that X1
law
= L1. Now,
using the stochastic continuity of X and L, the result easily follows.

Corollary 6.1 Let X = (Xt; t ≥ 0) be a 1-Le´vy process which is provided to the
independence of increments property. Assume that X is stochastically continuous.
Then, X is a Le´vy process (in law).
Proof.
The corollary is straightforward from Proposition 6.3 and Proposition 6.5. So
the details are omitted.

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Corollary 6.2 Let X = (Xt, t ≥ 0) be a stochastically continuous weak IDT
process. Then, for all s, t ≥ 0, we have
Xs+t
(law)
= Xs +X
′
t
where (X ′t) is an independent copie of (Xt).
Proof.
The corollary is straightforward and a direct consequence of Proposition 6.5.
So the details are omitted.

7 Multiparameter IDT processes of type 1
In all the sequel, we denote δ(a) :=
∏N
i=1 ai for any a = (a1, · · · , an) ∈ RN+ , and
we also consider a (d× d) invertible matrix Q (which for simplicity, is assumed to
be symmetric), and for any α > 0 we let:
αQ = e(log α)Q =
∞∑
n=0
1
n!
(log α)nQn.
7.1 Definitions and some examples
Definition 7.1 A multiparameter process {X(s); s = (s1, · · · , sN ) ∈ RN+} on Rd
is a multiparameter IDT process of type 1, if and only if, for all n ∈ (N∗)N ,
{X(n.s); s ∈ RN+}
(law)
= {
δ(n)∑
i=1
X(i)(s); s ∈ RN+}, (13)
where X(1), · · · ,X(δ(n)) are independent copies of X and n.s := (n1s1, · · · , nNsN ).
Example 7.1 (1) Let ξ be a strictly α-stable random variable, the process defined
by
{X(s) = (s1/α1 · · · s1/αN )ξ; s ∈ RN+}
is a multiparameter IDT process of type 1.
(2) If X is a multiparameter IDT process of type 1 and µ a measure on RN+ such
that
X(µ)(s) =
∫
RN+
X(u.s)µ(du), s ∈ RN+
is well defined, then X(µ) is also a multiparameter IDT of type 1.
(3) Let {X(t); t ≥ 0} be an IDT process, then the multiparameter process defined
by
Y (s) = X(s1s2 · · · sN ) for any s = (s1, · · · , sN ) ∈ RN+
is a multiparameter IDT of type 1.
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In the following, we recall characterizations of Gaussian processes which are
multiparameter IDT processes of type 1, due to K. Es-Sebaiy and Y. Ouknine [10].
Proposition 7.1 Let {X(s); s ∈ RN+} be a stochastically continuous, centered
Gaussian process. Then, the following properties are equivalent:
1. {X(s); s ∈ RN+} is a multiparameter IDT process of type 1.
2. The covariance function κ(s, t) := E[X(s)X(t)], s, t ∈ RN+ , satisfies
κ(a.s,a.t) = δ(a)κ(s, t) for any a ∈ (R∗+)N .
3. The process {X(s); s ∈ RN+} is (N, d, 12)-selfsimilar (in the sense of W. Ehm
[8]), i.e.
∀a ∈ (R∗+)N , {X(a.s); s ∈ (R+)N}
(law)
= {δ(a)1/2X(s); s ∈ (R+)N}.
4. Its Lamperti transform {Y (y) := e{− 12
∑N
j=1 yj}X(ey1 , · · · , eyN );y ∈ RN} is a
strictly stationary process.
Example 7.2 Let {B(s); s = (s1, · · · , sN ) ∈ RN+} be a Brownian sheet studied
by S. Orey and W. E. Pruitt [24] and many others, as the centered, real valued
Gaussian random field with covariance function
E[B(s)B(t)] =
N∏
i=1
si ∧ ti.
It is easy to prove that {B(s); s = (s1, · · · , sN ) ∈ RN+} is a multiparameter Gaus-
sian IDT process of type 1.
7.2 Links with operator stability and operator selfsimilarity
In order to give a link between multiparameter IDT processes of type 1 and oper-
ator strict stability or operator selfsimilarity, let us recall the definitions of these
concepts. These definitions are in the sense of W. Ehm [8].
Definition 7.2 A multiparameter process {X(s); s ∈ RN+} is said (N, d,Q)-selfsimilar
or Q-operator (N, d)-selfsimilar, if and only if, for any a ∈ (R∗+)N ,
{X(a.s); s ∈ RN+}
(law)
= {δ(a)QX(s); s ∈ RN+}. (14)
Definition 7.3 A multiparameter process {X(s); s ∈ RN+} is said strictly (N, d,Q)-
stable or Q-operator strictly (N, d)-stable, if and only if, for any n ∈ (N∗)N
{
δ(n)∑
i=1
X(i)(s); s ∈ RN+}
(law)
= {δ(n)QX(s); s ∈ RN+}, (15)
where X(i), i = 1, · · · , δ(n), are independent copies of X.
22
Now, we are going to extend some results of K. Es-Sebaiy and Y. Ouknine [10]
on the connection between selfsimilarity and strict-stability for one-parameter IDT
to the case of multiparameter IDT of type 1.
Proposition 7.2 A nontrivial, strictly (N, d,Q)-stable, (N, d,Q)-selfsimilar mul-
tiparameter process {X(s); s ∈ RN+} is a multiparameter IDT process of type 1.
Proof.
Firstly, since {X(s); s ∈ RN+} is strictly (N, d,Q)-stable, for all n ∈ (N∗)N , we
have
{
δ(n)∑
i=1
X(i)(s); s ∈ RN+}
(law)
= {δ(n)QX(s); s ∈ RN+},
where X(i), i = 1, · · · , δ(n), are independent copies of X.
Secondly, since {X(s); s ∈ RN+} is (N, d,Q)-selfsimilar, for all n ∈ (N∗)N , we have
{X(n.s); s ∈ RN+}
(law)
= {δ(n)QX(s); s ∈ RN+}.
Now, combining these two equalities (in law), it follows easily that X is a multi-
parameter IDT process of type 1.

Proposition 7.3 Let {X(s); s ∈ RN+} be a nontrivial, stochastically continuous,
multi-parameter IDT process of type 1. Then, {X(s); s ∈ RN+} is strictly (N, d,Q)-
stable if and only if it is (N, d,Q)-selfsimilar.
Proof.
(=⇒) Since {X(s); s ∈ RN+} is a multi-parameter IDT process of type 1, for all
n = (n1, · · · , nN ) ∈ (N∗)N , we have
{X(n.s); s ∈ RN+}
(law)
= {
δ(n)∑
i=1
X(i)(s); s ∈ RN+},
where X(1), · · · ,X(δ(n)) are independent copies of X.
According to the assumption that X is strictly (N, d,Q)-stable, we get
{X(n.s); s ∈ RN+}
(law)
= {δ(n)QX(s); s ∈ RN+},
and also
{X(q.s); s ∈ RN+}
(law)
= {δ(q)QX(s); s ∈ RN+}
where q = (q1, · · · , qN ) ∈ (Q∗+)N and qj = njmj , j = 1, · · · , N , and n,m ∈ (N∗)N .
Now, thanks to the stochastic continuity of X and the density of (Q∗+)
N in (R∗+)
N ,
it follows that for all a = (a1, · · · , aN ) ∈ (R∗+)N ,
{X(a.s); s ∈ RN+}
(law)
= {δ(a)QX(s); s ∈ RN+}.
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(⇐=) Assume that {X(s); s ∈ RN+} is (N, d,Q)-selfsimilar, then we have for
all a = (a1, · · · , aN ) ∈ (R∗+)N ,
{X(a.s); s ∈ RN+}
(law)
= {δ(a)QX(s); s ∈ RN+}.
In particular, for all n = (n1, · · · , nN ) ∈ (N∗)N , we have
{X(n.s); s ∈ RN+}
(law)
= {δ(n)QX(s); s ∈ RN+}.
Now, thanks to the fact that X is a multiparameter IDT process of type 1, it
follows that
{
δ(n)∑
i=1
X(i)(s); s ∈ RN+}
(law)
= {δ(n)QX(s); s ∈ RN+},
where X(i), i = 1, · · · , δ(n), are independent copies of X.
The proof is complete.

7.3 Links with operator selfdecomposability and temporal selfde-
composability
In order to link multiparameter IDT processes of type 1 with operator selfde-
composability and temporal selfdecomposability, we give the definitions of these
concepts.
Definition 7.4 A multiparameter process X = {X(s); s ∈ RN+} is said Q-operator
(N,d)-selfdecomposable or (N,d,Q)-selfdecomposable, if and only if, for any
c = (c1, · · · , cN ) ∈ (0, 1)N ,
X
(law)
= δ(c)QX ′ + U (c), (16)
where X ′ = {X ′(s); s ∈ RN+} is a copie of X and U (c) = {U (c)(s); s ∈ RN+} a
multiparameter infinitely divisible process independent of X’.
Definition 7.5 An Rd-valued multiparameter process X = {X(s); s ∈ RN+} is
said (N,d)-temporally selfdecomposable, if and only if, for any c ∈ (0, 1)N , there
exist a process U (c) = {U (c)(s); s ∈ RN+} (called the c-residual of X) independent
of X and such that
{X(s); s ∈ RN+}
(law)
= {X(cs) + U (c)(s); s ∈ RN+}. (17)
Proposition 7.4 A stochastically continuous multiparameter IDT process of type
1 is (N,d)-temporally selfdecomposable of infinite order.
Proof.
The reader is referred to K. Es-Sebaiy and Y. Ouknine ([10] Proposition 4.5)
for a detailed proof.

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Proposition 7.5 If X = {X(s); s ∈ RN+} is an (N,d,Q)-selfdecomposable mul-
tiparameter IDT process of type 1, then for every c ∈ (0, 1)N , the process U (c)
defined in (16) is a multiparameter IDT process of type 1.
Proof.
Let m ∈ N∗ and (θ1, · · · , θm) ∈ Rm. Since X is (N, d,Q)-selfdecomposable, for
every c ∈ (0, 1)N , it follows by equality (16) that
Eexp{i
m∑
k=1
< θk,X(s
k) >} = Eexp{i
m∑
k=1
< θk, δ(c)
QX ′(sk) + U (c)(sk) >}.
The independence of U (c) and X ′ implies that:
Eexp{i
m∑
k=1
< θk,X(s
k) >} = Eexp{i
m∑
k=1
< θk, δ(c)
QX ′(sk) >}Eexp{i
m∑
k=1
< θk, U
(c)(sk) >}.
And then we get,
Eexp{i
m∑
k=1
< θk, U
(c)(sk) >} = Eexp{i
∑m
k=1 < θk,X(s
k) >}
Eexp{i∑mk=1 < θk, δ(c)QX ′(sk) >} .
Now, since X and X’ are multiparameter IDT processes of type 1, this implies that
for all n = (n1, · · · , nN ) ∈ (N∗)N , we get
Eexp{i
m∑
k=1
< θk, U
(c)(n.sk) >} = (Eexp{i
∑m
k=1 < θk,X(s
k) >})δ(n)
(Eexp{i∑mk=1 < θk, δ(c)QX ′(sk) >})δ(n) .
Then, U (c) is a multiparameter IDT process of type 1, that is:
Eexp{i
m∑
k=1
< θk, U
(c)(n.sk) >} = (Eexp{i
m∑
k=1
< θk, U
(c)(sk) >})δ(n).

Corollary 7.1 A stochastically continuous, (N,d,Q)-selfsimilar multiparameter
IDT process of type 1 is (N,d,Q)-selfdecomposable of infinite order.
Proof.
The corollary is a consequence of Proposition 7.2 and Proposition 7.3.

7.4 Study of the special case N=2
In order to study the bi-parameter IDT processes of type 1, we recall some results
on these processes.
Proposition 7.6 Let {Z(s); s = (s1, s2) ∈ R2+} be a Le´vy sheet on Rd, then it is
a bi-parameter IDT process of type 1.
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Proof.
The reader is referred to K. Es-Sebaiy and Y. Ouknine ([10] Proposition 4.1).

Proposition 7.7 Let {X(s); s ∈ R2+} be a stochastically continuous bi-parameter
IDT process of type 1. Then there exist a Le´vy sheet {Z(s); s ∈ R2+} such that
X(s)
(law)
= Z(s) for any fixed s = (s1, s2) ∈ R2+.
Proof.
The reader is referred to K. Es-Sebaiy and Y. Ouknine ([10] Proposition 4.3).

In the one-parameter case, K. Es-Sebaiy and Y. Ouknine [10] showed that
under hypotheses of stochastic continuity and independence of increments, an
IDT process is a Le´vy process. Also, they proved the inheritance of IDT property
under time change when base processes are Le´vy processes.
In the following, we are going to point out that those great properties are not
shared for the Le´vy sheet and the bi-parameter IDT processes of type 1.
Example 7.3 Let {X(u);u = (u1, u2) ∈ R2+} be a Le´vy sheet on Rd and denote
by µ the law of X(1, 1). Let {Z(s); s = (s1, s2) ∈ R2+} be a bi-parameter IDT
process of type 1 such that Z(s) ∈ R2+ a.s. for all s = (s1, s2) ∈ R2+. Assume that
these two processes are independent and define Y (s) = XZ(s). We give below an
example where {Y (s); s = (s1, s2) ∈ R2+} is not a bi-parameter IDT of type 1.
For this, we consider Z(s) = (s1s2, s1s2) for s = (s1, s2) ∈ R2+, then it is
obvious that {Z(s); s = (s1, s2) ∈ R2+} is a bi-parameter IDT of type 1 on R2+.
Then, we have Y (s1, s2) = X(s1s2, s1s2) and Y (s1, s2) has characteristic function
µˆ(z)(s1s2)
2
for (s1, s2) ∈ R2+. If Y is a bi-parameter IDT of type 1, there may exist
a Le´vy sheet {L(s); s = (s1, s2) ∈ R2+} such that
Y (s1, s2)
(law)
= L(s1, s2) for any fixed (s1, s2) ∈ R2+.
And this implies that the characteristic function of L(s1, s2) may be µˆ(z)
(s1s2)2 for
(s1, s2) ∈ R2+ where µˆ is the Fourier transform of µ = L(Y (s1, s2)) = L(L(s1, s2)).
Unfortunately, this is incompatible with the characteristic function of a Le´vy sheet.
Remark 7.1 Following J. Pedersen and K. Sato [26], one may prove that Y (s1, s2)
need not even be infinitely divisible. In fact, if we let X(u1, u2) = u1u2, which is a
Le´vy sheet on R+, then Y (s1, s2) = Z
1(s1, s2)Z
2(s1, s2), where Z
i(s1, s2) denotes
the ith coordinate of Z(s1, s2) for i = 1, 2, and those coordinates are bi-parameter
IDT of type 1. Since Zi(s1, s2), i = 1, 2, is an infinitely divisible random variable,
we just have to construct Z(s1, s2) such that the product of the coordinates is not
infinitely divisible. Following D. N. Shanbhag et al [33], V. Rohatgi et al [29],
such a construction is possible.
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Example 7.4 Let {X(s1, s2); (s1, s2) ∈ R2+} be a stochastically continuous bi-
parameter IDT of type 1. For any rectangle B = (s1, t1]× (s2, t2] in R2+ such that
si ≤ ti, we set
X(B) = X(t1, t2)−X(s1, t2)−X(t1, s2) +X(s1, s2).
If B1, · · · , Bn are disjoint rectangles in R2+ and B = ∪nj=1Bj , we set
X(B) =
n∑
j=1
X(Bj).
For any n ≥ 2 and B1, · · · , Bn disjoint rectangles in R2+, assume that X(B1), · · · ,X(Bn)
are independent. For all (s1, s2), (t1, t2) ∈ R2+ such that si ≤ ti, we consider two
rectangles B˜ = (0, t1 − s1]× (0, t2 − s2] and B = (s1, t1]× (s2, t2]. Then, we have
B = B˜ + s for s = (s1, s2) ∈ R2+.
Now, we shall give a stochastically continuous biparameter IDT process X such
that L(X(B)) 6= L(X(B˜)). For this, let {X(s1, s2); (s1, s2) ∈ R2+} defined by
X(s1, s2) = s
1/α
1 s
1/α
2 ξ for all (s1, s2) ∈ R2+,
where ξ is a strictly α-stable random variable of index 0 < α < 2. We choose
(t1, t2) such that t1 = 2s1 and t2 = 2s2. Then, we get:
X(B) = X((s1, 2s1]× (s2, 2s2]) = (41/α + 1− 2× 21/α)s1/α1 s1/α2 ξ
and
X(B˜) = X((0, s1]× (0, s2]) = s1/α1 s1/α2 ξ.
Denote by µ the law of ξ and µˆ its Fourier transform. Then we have
Eexp{izX(B)} = Eeiz(41/α+1−2×21/α)s1/α1 s1/α2 ξ = [µˆ{(41/α + 1− 2× 21/α)z}]s1s2
and
Eexp{izX(B˜)} = Eeizs1/α1 s1/α2 ξ = [µˆ(z)]s1s2 .
Now, L(X(B)) = L(X(B˜)) if and only if for all z ∈ R, we have
[µˆ(z)]s1s2 = [µˆ{(41/α + 1− 2× 21/α)z}]s1s2 .
This implies that 41/α − 2× 21/α = 0 i.e. α = 1. Hence, for α 6= 1, we get
L(X(B)) 6= L(X(B˜)),
where B and B˜ are rectangles in R2+ and B = B˜ + s with s = (s1, s2) ∈ R2+. And
then, X is not a Le´vy sheet.
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8 Multiparameter IDT processes of type 2
8.1 Definition and motivating examples
Following O. E. Barndorff-Nielsen et al [4], we are going to construct a multipa-
rameter process issued from an IDT process with independent components which
naturally need to be IDT. But it will not be the case in the sense of K. Es-Sebaiy
and Y. Ouknine [10]. Fortunately, our new approach solve this interesting case.
Now, we consider N independent IDT processes {X1(t)}, · · · , {XN (t)} respectively
on Rd1 , · · · ,RdN . The stacked process {X(t)} defined byX(t) = (X1(t), · · · ,XN (t))⊤
is then an IDT process on Rd, where d = d1+· · ·+dN . We deal with a multiparame-
ter time s = (s1, · · · , sN ) ∈ RN+ to define a multiparameter process {X(s); s ∈ RN+}
by X(s) = (X1(s1), · · · ,XN (sN ))⊤. Then, the process {X(s); s ∈ RN+} defined be-
fore, is an IDT in the following sense.
Definition 8.1 A multiparameter process {X(s); s = (s1, · · · , sN ) ∈ RN+} on Rd
is said to be a multiparameter IDT process of type 2, if and only if, for all n ∈ N∗,
{X(n.s); s ∈ RN+}
(law)
= {
n∑
i=1
X(i)(s); s ∈ RN+}, (18)
where X(1), · · · ,X(n) are independent copies of X and n.s := (ns1, · · · , nsN ).
Example 8.1 (1) Let ξ be a strictly α-stable random variable with 0 < α < 2.
Then, the process defined by
{X(s) = (s1/α1 + · · · + s1/αN )ξ; s ∈ RN+}
is a multiparameter IDT process of type 2.
(2) If X is a multiparameter IDT process of type 2 and µ a measure on RN+ such
that
X(µ)(s) =
∫
RN+
X(u.s)µ(du); s ∈ RN+
is well defined, then X(µ) is a multiparameter IDT process of type 2.
(3) Let {Z(t); t ≥ 0} be an IDT process on Rd. Fix c = (c1, · · · , cN ) ∈ RN+
and for any s = (s1, · · · , sN ) ∈ RN+ define
X(s) = Z(< c, s >) = Z(c1s1 + · · ·+ cNsN).
Then {X(s); s ∈ RN+} is a multiparameter IDT process of type 2.
In the following, we are going to characterize Gaussian processes which are
multiparameter IDT of type 2. A kind example of these processes, is the Le´vy’s
RM -parameter Brownian motion.
28
Proposition 8.1 Let {G(s); s ∈ RN+} be a centered Gaussian multiparameter pro-
cess, which is assumed to be continuous in probability. Then the following proper-
ties are equivalent:
1. {G(s); s ∈ RN+} is a multiparameter IDT process of type 2.
2. The covariance function c(s1, s2) := E[G(s1)G(s2)], 0  s1  s2, satisfies:
∀α > 0, c(αs1, αs2) = αc(s1, s2).
3. The process {G(s); s ∈ RN+} is 12 -selfsimilar, i.e.
∀a > 0, {X(a.s); s ∈ RN+}
(law)
= {a1/2X(s); s ∈ RN+}.
Proof.
(1⇔ 2) {G(s); s ∈ RN+} is a multiparameter IDT process of type 2, if and only
if, for any n ∈ N∗, s, t ∈ RN+ ,
c(n.s, n.t) = nc(s, t)
and also, for any q ∈ Q+, s, t ∈ RN+ ,
c(qs, qt) = qc(s, t).
Now by the stochastic continuity of G (i.e. the continuity of c), and the density
of Q+ in R+, the desired result follows.
(2 ⇔ 3) Since the law of a centered Gaussian process is determined by its co-
variance function, we easily get that G is 12 -selfsimilar.

Example 8.2 The Le´vy’s RM -parameter Brownian motion {X(s); s ∈ RM} is a
Gaussian process characterized in law by the properties that
E[X(s)] = 0 and E[X(s)X(t)] =
1
2
(||s||+ ||t|| − ||t− s||) for t, s ∈ RM .
Hence L(X(s)) = N (0, ||s||) and L(X(t)−X(s)) = N (0, ||t-s||). Thus, the restric-
tion {X(s); s ∈ RM+ } satisfies the previous proposition, then it is a multiparameter
Gaussian IDT of type 2.
8.2 Links with RN+−parameter Le´vy processes
In order to point out links between RN+−parameter IDT processes of type 2 and
RN+−parameter Le´vy processes, we refer to J. Pederson and K. Sato [26] for defi-
nition and properties of RN+−parameter Le´vy processes.
Proposition 8.2 Let X = {X(s); s = (s1, · · · , sN ) ∈ RN+} be a multiparameter
IDT process of type 2. For all s = (s1, · · · , sN ) ∈ RN+ , denote µ(s) = L(X(s)) the
law of the variable X(s). Then, {µ(s); s ∈ RN+} is a RN+−parameter convolution
semigroup on Rd.
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Proof.
From (18), it is clear that for any s ∈ RN+ , X(s) is an infinitely divisible
random variable i.e. µ(s) is an infinitely divisible distribution on Rd. Now, for
j = 1, · · · , N , let us consider ej = (δjk)1≤k≤N , where δjk = 0 or 1 according
as k 6= j or k = j. Set ρj = µ(ej) for j = 1, · · · , N . Since ej ∈ RN+ , j =
1, · · · , N , the distributions ρ1, · · · , ρN are infinitely divisible with characteristic
triplets (A1, ν1, γ1), · · · , (AN , νN , γN ) respectively. Then, following J. Pedersen
and K. Sato ([26] Theorem 1.1), {µ(s); s ∈ RN+} is a RN+−parameter convolution
semigroup on Rd. Also, for any s = s1e
1 + · · · + sNeN ∈ RN+ , µs is infinitely
divisible with characteristic triplet (As, νs, γs) such that
As = s1Ae1 + · · ·+ sNAeN ,
νs = s1νe1 + · · ·+ sNνeN ,
γs = s1γe1 + · · ·+ sNγeN .

Theorem 8.1 Any RN+−parameter Le´vy process is a multiparameter IDT process
of type 2. Conversely, any stochastically continuous multiparameter IDT process
of type 2 with independent increments, is an RN+−parameter Le´vy process.
Proof.
(=⇒) Let {X(s); s = (s1, · · · , sN ) ∈ RN+} be an RN+−parameter Le´vy process
on Rd. Then, according to O. E. Barndorff-Nielsen et al [4] Theorem 4.5, there
exist N independent Le´vy processes {Zj(t); t ≥ 0} (j = 1, · · · , N) on Rd such that
the RN+−parameter Le´vy process {V (s); s ∈ RN+} defined for s = (s1, · · · , sN ) ∈
RN+ by V (s) = Z1(s1) + · · · + ZN (sN ), has the property that, for any choice of
m ≥ 1 and s1  · · ·  sm,
(X(s1), · · · ,X(sm)) (law)= (V (s1), · · · , V (sm)).
Now, for all m,n ∈ N∗ and θ = (θ1, · · · , θm) ∈ Rm, we have:
Eexp{i
m∑
k=1
< θk,X(n.s
k) >} = Eexp{i
m∑
k=1
< θk, V (n.s
k) >}.
This implies that:
Eexp{i
m∑
k=1
< θk,X(n.s
k) >} = Eexp{i
m∑
k=1
< θk,
N∑
j=1
Zj(n.s
k
j ) >}.
According to the independence of the processes {Zj(t); t ≥ 0}, j = 1, · · · , N , we
have:
Eexp{i
m∑
k=1
< θk,X(n.s
k) >} =
N∏
j=1
Eexp{i
m∑
k=1
< θk, Zj(n.s
k
j ) >}.
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Thanks to the IDT property of the Le´vy processes {Zj(t); t ≥ 0}, j = 1, · · · , N ,
we get
Eexp{i
m∑
k=1
< θk,X(n.s
k) >} =
N∏
j=1
[Eexp{i
m∑
k=1
< θk, Zj(s
k
j ) >}]n.
That is,
Eexp{i
m∑
k=1
< θk,X(n.s
k) >} = [
N∏
j=1
Eexp{i
m∑
k=1
< θk, Zj(s
k
j ) >}]n.
Hence, by the independence of the Le´vy processes {Zj(t); t ≥ 0}, j = 1, · · · , N ,
we get:
Eexp{i
m∑
k=1
< θk,X(n.s
k) >} = [Eexp{i
m∑
k=1
< θk,
N∑
j=1
Zj(s
k
j ) >}]n.
And then,
Eexp{i
m∑
k=1
< θk,X(n.s
k) >} = [Eexp{i
m∑
k=1
< θk,X(s
k) >}]n.
This prove that X is a multiparameter IDT process of type 2.
(⇐=) Let {X(s); s = (s1, · · · , sN ) ∈ RN+} be a multiparameter IDT process of type
2 and assumed that it is stochastically continuous and provided the independence
of increments. Then, it is enough to prove that for any s1  s2 and s3  s4
satisfying s2 − s1 = s4 − s3,
X(s2)−X(s1) (law)= X(s4)−X(s3).
Let s  t, then t − s = (t1 − s1, · · · , tN − sN ) ∈ RN+ and L(X(t − s)) = µt−s is
infinitely divisible and its triplet is such that:
At-s = (t1 − s1)Ae1 + · · ·+ (tN − sN )AeN = At −As,
νt-s = (t1 − s1)νe1 + · · · + (tN − sN )νeN = νt − νs,
γt-s = (t1 − s1)γe1 + · · · + (tN − sN )γeN = γt − γs.
And then, for all z ∈ Rd, we have
µˆt-s(z) = exp{−1
2
< z,At-sz > +
∫
Rd
g(z, x)νt-s(dx) + i < z, γt-s >},
with g(z, x) = ei<z,x> − 1− i < z, x > 1{|x|≤1}(x).
This implies that,
µˆt-s(z) = [µˆt(z)][µˆs(z)]
−1.
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That is,
Eexp{i < z,X(t−s) >} = [Eexp{i < z,X(t)−X(s)+X(s) >}][Eexp{i < z,X(s) >}]−1.
Now, according to the assumption of independence of increments, we get:
Eexp{i < z,X(t − s) >} = Eexp{i < z,X(t)−X(s) >}.
Hence, for any s1  s2 and s3  s4 satisfying s2 − s1 = s4 − s3, we have
X(s2)−X(s1) (law)= X(s4)−X(s3).
In other hand, one may easily point that X(0) = 0 almost surely.
In fact, for n = 2, we get:
µˆ2.0(z) = (µˆ0(z))
2 ⇒ µˆ0(z) = 1 = δˆ0 i.e. L(X(0)) = δ0.
The proof is now completed.

Remark 8.1 The Le´vy’s RM+ -parameter Brownian motion emphasizes more again
on Theorem 8.1. In fact, J. Pedersen and K. Sato showed in [26] Example 2.16,
that the Le´vy’s RM+ -parameter Brownian motion is not an R
M
+ -parameter Le´vy
process for default of the independence of increments.
Theorem 8.2 Let {X(s); s = (s1, · · · , sN ) ∈ RN+} be a stochastically contin-
uous multiparameter IDT process of type 2. Then, there exist an associated
RN+−parameter Le´vy process {L(s); s ∈ RN+} i.e. for any fixed s ∈ RN+ ,
L(X(s)) = L(X(s1, · · · , sN )) = L(L(s1, · · · , sN )) = L(L(s)).
Proof.
By Proposition 8.2, we have that {µ(s); s ∈ RN+} is an RN+−parameter convo-
lution semigroup on Rd. For j = 1, · · · , N , ej = (δjk)1≤k≤N , where δjk = 0 or
1 according as k 6= j or k = j, form a strong basis of RN+ . Then, it follows by
Theorem 3.2 in J. Pedersen and K. Sato [26], that {µ(s); s ∈ RN+} is generative
i.e. there exist an RN+−parameter Le´vy process (in law) L = {L(s); s ∈ RN+} such
that for any s ∈ RN+ , we have L(L(s)) = µ(s) = L(X(s)). The proof is complete.

Remark 8.2 We prove that Brownian sheet studied by S. Orey and W. E. Pruitt
[24], M. Talagrand [34], and many others, and the so-called multiparameter Le´vy
process studied by W. Ehm [8] (in the strictly stable case), M. E. Vares [35], and
S. Lagaise [18] (both in the case N=2), are not multiparameter IDT of type 2.
In fact, if {X(s); s ∈ R2+} is a Le´vy sheet, L(X(s)) is infinitely divisible, and
denoting µ the law of X(1, 1), we have
Eexp{i < z,X(s) >} = µˆ(z)s1s2 for s = (s1, s2) ∈ R2+.
If {X(s); s ∈ R2+} is a bi-parameter IDT process of type 2, then {L(X(s)); s ∈ R2+}
is an R2+-parameter convolution semigroup. Following J. Pedersen and K. Sato
[26] Theorem 1.2,
Eexp{i < z,X(s) >} = [Eexp{i < z,X(1, 0) >}]s1 [Eexp{i < z,X(0, 1) >}]s2
and this is different from µˆ(z)s1s2 for s1 6= s2.
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8.3 Links with operator stability and operator selfsimilarity
In order to connect multiparameter IDT processes of type 2 with operator stability
and operator selfsimilarity, we recall definitions of these concepts (in the sense of
M. Maejima [21], and K. Sato [31] and [32]).
Definition 8.2 An Rd-valued multiparameter process {X(s); s ∈ RN+} is operator
selfsimilar with exponent Q or Q-selfsimilar if and only if for every α > 0,
{X(αs); s ∈ RN+}
(law)
= {αQX(s); s ∈ RN+}.
Definition 8.3 An Rd-valued multiparameter process {X(s); s ∈ RN+} is strictly
operator stable with exponent Q or strictly Q-stable if and only if for every positive
integer n,
{
n∑
i=1
X(i)(s); s ∈ RN+}
(law)
= {nQX(s); s ∈ RN+},
where {X(i)(s); s ∈ RN+}, i = 1, · · · , n, are independent copies of {X(s); s ∈ RN+}.
Now, we have the following extensions of Proposition 3.1 and Theorem 3.2 in
K. Es-Sebaiy and Y. Ouknine [10].
Proposition 8.3 A nontrivial, strictly Q-stable, Q-selfsimilar multiparameter pro-
cess X = {X(s); s = (s1, · · · , sN ) ∈ RN+} is a multiparameter IDT of type 2.
Proof.
Since X is strictly Q-stable, we have for all n ∈ N∗,
{nQX(s); s ∈ RN+}
(law)
= {
n∑
i=1
X(i)(s); s ∈ RN+},
where X(i) for i = 1, · · · , n, are independent copies of X.
Now, according to the Q-selfsimilarity of X, we get:
{nQX(s); s ∈ RN+}
(law)
= {X(ns); s ∈ RN+}.
This implies that X is a multiparameter IDT process of type 2, i.e. for all n ∈ N∗
{X(ns); s ∈ RN+}
(law)
= {
n∑
i=1
X(i)(s); s ∈ RN+},
where X(i) for i = 1, · · · , n, are independent copies of X.

Theorem 8.3 Let {X(s); s = (s1, · · · , sN ) ∈ RN+} be a non trivial, stochastically
continuous multiparameter IDT process of type 2. Then, {X(s); s ∈ RN+} is strictly
Q-stable if and only if it is Q-selfsimilar.
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Proof.
Let X = {X(s); s ∈ RN+} be a stochastically continuous multiparameter IDT
process of type 2.
(⇐=) Assume that X is Q-selfsimilar. Then for all n ∈ N∗,
{X(ns); s ∈ RN+}
(law)
= {nQX(s); s ∈ RN+}.
Now, since X is a multiparameter IDT process of type 2, we get:
{nQX(s); s ∈ RN+}
(law)
= {X(ns); s ∈ RN+}
(law)
= {
n∑
i=1
X(i)(s); s ∈ RN+},
where X(i) for i = 1, · · · , n, are independent copies of X.
Then X is strictly Q-stable.
(=⇒) Assume that X is strictly Q-stable.
Then, for all n ∈ N∗, we have:
{nQX(s); s ∈ RN+}
(law)
= {
n∑
i=1
X(i)(s); s ∈ RN+},
where X(i) for i = 1, · · · , n, are independent copies of X.
Since X is a multiparameter IDT process of type 2, it follows that for all n ∈ N∗,
{nQX(s); s ∈ RN+}
(law)
= {X(ns); s ∈ RN+}.
An then, we get:
{( 1
n
)QX(s); s ∈ RN+}
(law)
= {X( 1
n
s); s ∈ RN+}.
Hence, for any m,n ∈ N∗, we have
{(m
n
)QX(s); s ∈ RN+}
(law)
= {X(m
n
s); s ∈ RN+}.
Now, thanks to the stochastically continuity of X and the density of Q+ in R+,
we obtain for all α > 0,
{αQX(s); s ∈ RN+}
(law)
= {X(αs); s ∈ RN+}.
Then X is Q-selfsimilar and this complete the proof.

8.4 Links with temporal selfdecomposability and operator selfde-
composability
In this section, we are interested to link multiparameter IDT processes of type
2 with temporal selfdecomposability and operator selfdecomposability. First, we
recall the definitions of these concepts.
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Definition 8.4 An Rd-valued multiparameter process X = {X(s); s ∈ RN+} is
temporally selfdecomposable of order 1, if and only if, for any c ∈ (0, 1), there
exist a process U (c) = {U (c)(s); s ∈ RN+} (called the c-residual of X) independent
of X and such that
{X(s); s ∈ RN+}
(law)
= {X(cs) + U (c)(s); s ∈ RN+}. (19)
For every m > 1, X is temporally selfdecomposable of order m, if for any
c ∈ (0, 1), the c-residual U (c) is temporally selfdecomposable of order m−1. When
X is temporally selfdecomposable of order m for all m ∈ N∗, X is said temporally
selfdecomposable of infinite order.
Definition 8.5 An Rd-valued multiparameter process X = {X(s); s ∈ RN+} is Q-
selfdecomposable or Q operator selfdecomposable, if and only if for every c ∈ (0, 1),
X
(law)
= cQX ′ + U (c), (20)
where X ′ = {X ′(s); s ∈ RN+} is a copie of X, U (c) = {U (c)(s); s ∈ RN+} a multipa-
rameter stochastic process on Rd, and X’ and U (c) are independent.
Proposition 8.4 An Rd-valued stochastically continuous multiparameter IDT pro-
cess of type 2, is temporally selfdecomposable of infinite order.
Proof.
Let m ∈ N∗ and X = {X(s); s ∈ RN+} a multiparameter IDT process of type
2. Assume that X is stochastically continuous, then for any s1, · · · , sm ∈ RN+ , and
for all θ1, · · · , θm ∈ R and c ∈ (0, 1), we get
Eexp{i
m∑
k=1
< θk,X(s
k) >} = (Eexp{i
m∑
k=1
< θk,X(cs
k) >})1/c.
This implies that:
Eexp{i
m∑
k=1
< θk,X(s
k) >} = (Eexp{i
m∑
k=1
< θk,X(cs
k) >})1/c′(Eexp{i
m∑
k=1
< θk,X(cs
k) >}),
where 1c′ =
1
c − 1.
Then, it follows that:
Eexp{i
m∑
k=1
< θk,X(s
k) >} = (Eexp{i
m∑
k=1
< θk,X(cs
k) >})(Eexp{i
m∑
k=1
< θk,X(
c
c′
sk) >}).
Therefore X is temporally selfdecomposable and
{X(s); s ∈ RN+}
(law)
= {X(cs) + U (c)(s); s ∈ RN+},
where
{U (c)(s); s ∈ RN+}
(law)
= {X( c
c′
s); s ∈ RN+}.
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It is clear that U (c) is a stochastically continuous multiparameter IDT process of
type 2. The same steps as above applied to U (c), proves that it is temporally
selfdecomposable and so on, the desired result follows.

Proposition 8.5 Let X = {X(s); s ∈ RN+} an Rd-valued multiparameter IDT
process of type 2. Then, if X is Q-selfdecomposable, the process U (c) defined in
(20) is a multiparameter IDT process of type 2.
Proof.
Let m,n ∈ N∗ and θk ∈ R for k = 1, · · · ,m.
According to Definition 8.5 above, we get:
Eexp{i
m∑
k=1
< θk,X(s
k) >} = Eexp{i
m∑
k=1
< θk, c
QX ′(sk) + U (c)(sk) >}.
The independence of U (c) and X ′ implies that:
Eexp{i
m∑
k=1
< θk,X(s
k) >} = Eexp{i
m∑
k=1
< θk, c
QX ′(sk) >}Eexp{i
m∑
k=1
< θk, U
(c)(sk) >}.
And then we get,
Eexp{i
m∑
k=1
< θk, U
(c)(sk) >} = Eexp{i
∑m
k=1 < θk,X(s
k) >}
Eexp{i∑mk=1 < θk, cQX ′(sk) >} .
Since X and X’ are multiparameter IDT processes of type 2, it follows that
Eexp{i
m∑
k=1
< θk, U
(c)(nsk) >} = (Eexp{i
∑m
k=1 < θk,X(s
k) >})n
(Eexp{i∑mk=1 < θk, cQX ′(sk) >})n .
Then, U (c) is a multiparameter IDT process of type 2, that is:
Eexp{i
m∑
k=1
< θk, U
(c)(nsk) >} = (Eexp{i
m∑
k=1
< θk, U
(c)(sk) >})n.

Corollary 8.1 An Rd-valued multiparameter IDT process of type 2 which is con-
tinuous in probability and Q-selfsimilar, is Q-selfdecomposable.
Proof.
The corollary is a consequence of Propositions 8.4 and 8.5.

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8.5 Subordination by a multiparameter IDT process of type 2
The aim of this section, is to investigate the subordination of an RN+−parameter
Le´vy process by a chronometer (i.e. an increasing and stochastically continuous
process starting at 0), which is a multiparameter IDT process of type 2.
Proposition 8.6 Let {X(s); s = (s1, · · · , sN ) ∈ RN+} be an RN+−parameter Le´vy
process on Rd and consider {ξ(s); s = (s1, · · · , sN )} = {(ξ1s1 , · · · , ξNsN )} a multipa-
rameter IDT process of type 2 with {ξjt ; t ∈ R+} are independent IDT chronome-
ters. Assume that {ξ(s)} is independent of {X(s)} and define the subordinated
process by composition as follows:
Y (s) = X(ξs), s ∈ RN+ .
Then, {Y (s); s ∈ RN+} is a multiparameter IDT process of type 2.
Proof.
Let ξ(l), l = 1, · · · , n, be independent copies of ξ. Since X is independent of ξ,
then for every m ≥ 1 and θ = (θ1, · · · , θm) ∈ Rm, we have
J(n, θ) := Eexp{i
m∑
k=1
< θk,X(ξntk) >} = E[(Eexp{i
m∑
k=1
< θk,X(s
k) >})sk=ξ
ntk
, k=1,··· ,m].
Using the IDT property, we obtain
J(n, θ) = E
[
(Eexp{i
m∑
k=1
< θk,X(s
k) >})
sk=
∑n
l=1 ξ
(l)
tk
, k=1,··· ,m
]
.
According to the change of variables λk = θk + · · ·+ θm and t0 = 0, we have
J(n, θ) = E[(Eexp{i
m∑
k=1
< λk,X(s
k)−X(sk−1) >})
sk=
∑n
l=1 ξ
(l)
tk
, k=1,··· ,m
].
By the independence of increments of X, we get
J(n, θ) = E[(
m∏
k=1
Eexp{i < λk,X(sk)−X(sk−1) >})
sk=
∑n
l=1 ξ
(l)
tk
, k=1,··· ,m
].
Now, it follows from the stationary of the increments of X and the independence
of the ξ(l), l = 1, · · · , n, that
J(n, θ) = E[(
m∏
k=1
n∏
l=1
Eexp{i < λk,X(rl,k) >})
rl,k=ξ
(l)
tk
−ξ
(l)
tk−1
, k=1,··· ,m; l=1,··· ,n
].
And that is
J(n, θ) = E[(
n∏
l=1
Eexp{i
m∑
k=1
< θk,X(r
l,k) >})
rl,k=ξ
(l)
tk
, k=1,··· ,m; l=1,··· ,n
].
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Now, this implies
J(n, θ) = (E[(Eexp{i
m∑
k=1
< θk,X(ξrk) >})rk=ξ
tk
, k=1,··· ,m])
n.
Hence
J(n, θ) = (Eexp{i
m∑
k=1
< θk,X(ξtk) >})n.
The proof is achieved.

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