Nonlinear diffusion filtering and wavelet shrinkage are two successfully applied methods for discontinuity preserving denoising of signals and images. Recently, relations between both methods have been established taking into account wavelet shrinkage at one scale. In this paper, we propose a new explicit scheme for nonlinear diffusion which directly incorporates ideas from multiscale Haar wavelet shrinkage. We prove that our scheme permits larger time steps while preserving convergence to the mean signal value. Numerical examples demonstrate the behavior of our scheme for two and three scales.
Introduction
Nonlinear diffusion filtering has become a powerful tool in signal and image restoration, e.g., for denoising purposes. The choice of nonlinear diffusion filters leads to impressive results by removing insignificant, small-scale variations while preserving important features such as discontinuities, see [4, 10, 14, 16] and the references therein. On the other hand, wavelet shrinkage methods were also successfully applied for removing noise without sacrificing important structures such as edges, see [1, 5, 7, 11] and the references therein. Recently, the connections between explicit discrete one-dimensional schemes for nonlinear diffusion and shift-invariant Haar wavelet shrinkage were established in [15, 12] . The authors showed that one step of a (stabilized) explicit discretization of nonlinear diffusion can be expressed in terms of wavelet shrinkage on a single spatial level. This equivalence allows a fruitful exchange of ideas between the two fields. For example, new wavelet shrinkage functions can be derived from existing diffusivity functions and vice versa leading to explicit schemes with well understood stability properties. These considerations were generalized to two spatial dimensions in [13, 18] . In particular, diffusion inspired wavelet shrinkage schemes with improved rotation invariance were proposed. However, while these approaches rely on one scale of wavelet shrinkage, wavelet filter banks are usually applied with multiple scales. Of course, multiscale shrinkage with Haar wavelets can be interpreted as application of the one scale nonlinear explicit diffusion scheme to hierarchical signals [15] . In this paper, we propose a wavelet inspired explicit diffusion scheme which directly incorporates multiple scales. The new discretization admits larger time steps than the original explicit scheme and is therefore more efficient. It has been shown already in [2] that translationinvariant wavelet shrinkage can be interpreted as a smoothing scale-space. We prove that the new explicit scheme satisfies a lot of discrete scale-space criteria as the average level invariance, a certain extremum principle and convergence to spatial average. Note that the ideas for proving scale-space properties from [16] can not applied here. Compared to the model of discrete diffusion filtering presented in [16] , our iteration matrices do not satisfy all conditions given there. In particular, the nonnegativity of all elements of the iteration matrix may be violated. In this paper, we restrict our attention to the one-dimensional spatial setting. Moreover, we do not take semi-implicit discretization schemes into account which do not suffer from time step restrictions, but require to solve a linear system of equations, see, e.g., [17, 16] . This paper is organized as follows. Section 2 reviews the relation between explicit schemes for nonlinear diffusion and shift-invariant one-scale Haar wavelet shrinkage in a matrix-vector notation. We extend this scheme to multiple scales in Section 3. This results in a new explicit diffusion scheme which allows larger time steps while preserving convergence. Section 4 deals with convergence and stability properties of our new scheme. Finally, we present numerical results in Section 5.
Explicit discretization of the filter process
We consider the diffusion process
with a given noisy signal f as initial state
and periodic boundary conditions
Here subscripts t and x denote partial derivatives. The time t is a scale parameter. Increasing t corresponds to stronger filtering. The diffusivity function g(|u x |) is a non-negative function that determines the amount of diffusion. It is decreasing in |u x | in order to ensure that strong edges are hardly blurred by the diffusion filter while small variations (noise) are smoothed much stronger.
In this paper, we restrict our attention to bounded diffusivities g. Without loss of generality let
Frequently applied bounded diffusivities are
For further diffusivity functions which can be applied in this context, see, e.g., [12] .
In this paper, we restrict our attention to discrete signals f = (f 0 , . . . , f N −1 ) T representing, e.g., the sampled values of a function f at the locations x i = i, i = 0, . . . , N − 1. Moreover, the periodic boundary conditions are taken into account by considering spatial indices modulo N . Replacing the spatial derivative in (2.1) by simple forward differences, we obtain
where u i (t) approximates u(x i , t). For the time discretization we apply the Euler-forward scheme with time step size τ . Using t k := kτ, k ∈ N 0 and u
Hence, the approximate solutions u
N −1 ) T and let I be the identity matrix of order N and V the circulant shift matrix
i=0 . Then we can write the explicit scheme in matrix-vector notation as
where the diagonal diffusivity matrix is given by
In summary, one iteration step of the explicit scheme is of the form u (k+1) = A (k) u (k) with the iteration matrix
Let us briefly explain the connection with translation-invariant Haar wavelet shrinkage investigated in [12] . We consider the Haar wavelet filter bank with a single scale shown in Figure 1 . Applying the z-transform to the discrete signal
be the low-pass and the high-pass filter of the filter bank, 2 ↓ and 2 ↑ denote downsampling and upsamling by 2 and S the shrinkage function.
We obtain
such that downsampling, application of S, and upsampling lead to
Identifying z with the shift matrix V, the convolution of u (k) with the filter H yields H(V) u (k) , where H(V) := 
and upsampling by multiplication with P T . In summary, we obtain the matrix-vector representation of the filter bank
where S(y) := (S(y 0 ), . . . , S(y N/2−1 )).
A translation-invariant filter bank can be simply interpreted as a filter bank without downsampling and upsampling, where the result is "normalized" by the factor 1/2, i.e.,
where S (k) := S G(V)u (k) and the shrinkage operator is again applied componentwise. The translation-invariant filter bank is shown in Figure 2 .
which indeed holds true for every filter bank with perfect reconstruction property, we can rewrite (2.4) as
Consequently, we have that
This connection between diffusivity and shrinkage function was established in [12] . The diffusivity functions considered before correspond to the following shrinkage functions:
The diffusivities and corresponding shrinkage functions are depicted in Figure 3 , cf. [12] .
The new explicit scheme
In general, wavelet shrinkage is applied to multiple scales. We want to use the idea of multilevel wavelet shrinkage to develop a new explicit diffusion scheme. Let us consider two levels of translation-invariant wavelet shrinkage as described in Figure 4 . Since we can apply different shrinkage functions at different levels, we introduce S i , (i = 1, 2).
Translation-invariant Haar wavelet shrinkage at two scales produces for a given input vector u (k) the output vector
where
, and S (k)
as before. Using the perfect reconstruction property (2.5) this can be rewritten as
. In order to see how (3.1) can be interpreted as diffusion scheme we verify by Taylor expansion that both (I−V)u and 1 4 (I+V)(I−V 2 )u are consistent discretizations of u x at i, i = 0, . . . , N −1 of order 1. Now we consider the shrinkage parts as suitable splitting of the discretization of u x into these parts. More precisely, we replace the shrinkage parts by
This can be rewritten as
These considerations can simply be generalized to more scales. Let n j=1 α j = 1. For j ≥ 2 we introduce the following explicit discretization of the diffusion process (2.1) with initial condition u (0) = f and periodic boundary conditions, and
with diagonal diffusivity matrices 
we obtain by Taylor expansion assuming a sufficiently smooth function u (k) that
Analogously, for a sufficiently smooth periodic function w, the vector
i=0 by backward differences. The new discretization scheme (3.3) can be interpreted as follows. While the first term τ α 1 
is the weighted discretization (2.3), the further terms act more globally and smooth the signal stronger. In the following, we will see that we can use larger time steps τ for appropriately chosen parameters α j (j = 1, . . . , n). In other words, our wavelet inspired scheme needs much less iterations than the original discretization scheme (2.3) in order to achieve an equivalent denoising result.
Properties of the new explicit scheme
It is well-known that the solution of the continuous diffusion process (2.1) converges to the spatial average of the initial data f for t → ∞, see, e.g., [16] . Therefore, the explicit discretization should also have this property. In this section, we derive conditions for the parameters α 1 , . . . , α n and the time step τ such that the iteration process (3.3) converges for k → ∞ to the average of the initial discrete signal f = (f 0 , . . . , f N −1 ) T , i.e., to µ1 with 1 := (1, 1, . . . , 1) T and
Lemma 4.1 (Conservation of the average value)
The average value is preserved by the diffusion process (3.3) , that is
Linear diffusion
Let us consider the convergence for the linear diffusivity g(x) ≡ 1 first. In this case, we have D
. . , n and (3.3) is of the form
Observe that A n is a symmetric circulant matrix, i.e., it is diagonalizable by the N -th Fourier matrix, see [6] , and all its eigenvalues are real. Since (I−V)1 = 0, we have that A n 1 = 1. Thus, 1 is an eigenvalue of A n with corresponding eigenvector 1. In order to show that u (k) = A k n u (0) with u (0) = f converges to µ1 for k → ∞ it remains to ensure that all further eigenvalues of A n lie inside (−1, 1). 
Theorem 4.2 The iteration scheme (3.3) with linear diffusivity g(|x|) ≡ 1 converges for every
u (0) = f ∈ R N to the spatial average, lim k→∞ A k n u (0) = µ1,(4.p n (z) := 1 − τ (1 − z −1 ) α 1 + n j=2 α j 16 j−1 j−2 l=0 (1 + z −2 l ) 2 (1 + z 2 l ) 2 (1 − z) = 1 − τ (2 − z −1 − z) α 1 + n j=2 α j 16 j−1 j−2 l=0 (2 + z −2 l + z 2 l ) 2 .
Nonlinear Diffusion
Now we consider bounded nonlinear diffusivity functions g(|x|) satisfying (2.2). Recall that the explicit discretization scheme (3.3) has the form
strongly depends on the input vector u (k) . We will apply the following Theorem of Weyl (see e.g. [9] , page 181). 
Now we can prove the convergence of our scheme for nonlinear diffusivities. By (2.2), the diagonal elements of the matrices D 
n . We show that there exists some ε > 0 such that λ j (A
and d
max . We consider the two matrices
Obviously, these are the iteration matrices for the n level linear diffusion schemes with time steps τ d 
is symmetric and positive semidefinite. Analogously, A
min is symmetric and negative semidefinite. Hence, using the Theorem of Weyl, we obtain for all i = 1, . . . , N − 1 that
Similarly, we have for i = 1, . . . , N − 1 that
2. Now we prove that our scheme converges to µ1. Since 1 T u (k) = Nµ, the unique decomposition of u (k) with respect to the orthogonal sum Ker (I − V) ⊕ Im (I − V) = R N is given by
Then it follows by part 1 of the proof and by
Thus, lim k→∞ r (k) = 0 which implies the assertion. q.e.d.
Remark. Going through the proof of Theorem 4.4 without the assumption that the elements of D (k) j
are uniformly bounded from below by a positive number for all k ∈ N 0 , we can ensure
and in particular, |u
Considering the diagonal diffusivity matrices in (3.4) it follows that the above assumption on boundedness of (D (k) j ) −1 for all k ∈ N 0 is satisfied for Perona-Malik diffusivity and Charbonnier diffusivity.
For the special cases n = 1, 2, 3, we obtain the following corollary. ii) case n = 2 :
iii) case n = 3 : By sin 2α = 2 sin α cos α this can be rewritten as
For n = 3, this yields the assertion iii). For n = 1, i.e., This completes the proof.
q.e.d.
For n = 1, the above convergence result for the explicit scheme is well-known, see e.g. [15] . For n = 2 and given parameters α 1 , α 2 we obtain from Corollary 4.5 the bounds for the time step τ given in Table 1 (left). To get large time steps τ we have to choose α 1 small, e.g., for α 1 = 0.2, we can use five times larger time steps than in the original diffusion scheme. Table 1 : Bounds for the time step τ for n = 2 and given parameters α 1 , α 2 (left) and for n = 3 and given parameters α 1 , α 2 , α 3 (right).
For n = 3 and given parameters α 1 , α 2 , α 3 , simple computations result in the bounds for τ in Table 1 
Proof. By the proof of Theorem 4.4, we see for
2 . Now the assertion follows by 
Proof. By Theorem 4.4 we have A (k) n 2 = 1 for all k ∈ N 0 and consequently
Numerical Examples
In this section we want to show how our algorithms perform in contrast to the usual diffusion scheme. We start with the linear case where our algorithm with appropriately chosen parameters leads to nearly the same results as the ordinary diffusion scheme but requires less arithmetic operations. 
Linear Diffusion
We want to compare the ordinary linear diffusion with mk iterations of step size τ
with our new n-scale scheme with only k iterations of larger step size mτ
Here we use A n (τ ) instead of A n to emphasize the dependence of the iteration matrix on the step size τ . Since u
. By Theorem 4.2, we know that this norm converges for appropriately chosen α j and k → ∞ to zero. Now we want to fit for small k and m the parameters α j so that J α becomes small. To this end, we have computed for n = 2, 3, τ = 0.25 and fixed m, k the optimal parameters α j (up to 2 digits) for which J α becomes minimal. The results are contained in Tables 2 and 3 . Here we have taken N = 64. For larger N the values J α differ slightly, while the optimal parameters α j remain the same. Remember that for linear diffusion all A (k) n (τ ) are circulant matrices. By (4.3) with α 1 + α 2 = 1 and x j = cos 2πj N we have for the two-scale case n = 2 that
Minimization of this functional over x j ∈ [−1, 1] leads to the same optimal parameters α 1 as given in Table 2 .
In the two-scale case n = 2 the parameters m = 4 and α 1 = 0.27 lead to the best fit. For this choice our time step is 4 times larger.
At the left-hand side of Figure 5 we have plotted some columns of A mk 1 (τ ) (dashed) and of A k 2 (mτ ) (dotted) with m = 4, τ = 0.25 and α 1 = 0.27 in order to compare these diffusion kernels; see column 8 for k = 2, column 16 for k = 1 and column 24 for k = 3 (left to right). We have chosen the small matrix size N = 32 to visualize the differences. Table 3 . We have always used τ = 0.25.
Nonlinear Diffusion
In the nonlinear case, the 'best' choice of the parameters α j depends on the input signal and the chosen diffusivity function. In the following, we present some denoising results to sketch the behavior of our multiscale approach. As input signals we choose a ramp signal of length N = 512 with central jump and the signal 'blocks' of length N = 1024, one of the standard signals in wavelet denoising which mimics a scan line through a 2-D image depicting an object with several edges [7] . We added zero-mean Gaussian noise with SNR of approximately 10 and 8, respectively. Here the signal-to-noise ratio (SNR) is defined by SNR = 20 log 10 z−z 2 n 2 , with z standing for the ideal signal with meanz, and n representing noise. The input signals are depicted in Figure 6 . We applied the diffusion schemes with Perona-Malik diffusivity and Charbonnier diffusivity until we reached the maximal SNR. As filter parameters we applied λ = 0.25 for the ramp and λ = 0.05 for the blocks to achieve a good SNR. The ordinary diffusion algorithm (2.3) was applied with time step size τ = 0.25. As in the linear case this ensures the 'sign stability' of the algorithm, see [12] . We applied the two-scale algorithm (3.2) with five times larger step size τ = 1.25 and α 1 = 0.27 and the three-scale algorithm ((3.3) with n = 3) with 20 times larger step size τ = 5 and α 1 = 0.02, α 2 = 0.2. The denoising results are contained in Table 4 . The corresponding signals are shown in the Figures 7 and 8 . We observe the following: In the two-scale case, the results are rather similar to the original diffusion results. A slight superiority of the two-scale case is considered for the ramp and Perona-Malik diffusivity, an observation which cannot be generalized because of the strong dependence of the results from the input signal. However, we have used a five times larger time step which always leads to fewer iterations. In the three-scale case we have applied a 20 times larger time step. Consequently, the number of iterations further decreases. However, this method tends to incorporate specially localized artifacts. Finally, let us give some remarks on the efficiency of the new algorithms. Our filter in A 2 has length 7, i.e., A 2 has 7 nonzero entries per row, while the filter in A 1 has only length 3. If the time step for the two-scale algorithm is chosen five times larger, this leads to 7 versus 15 multiplications per pixel to obtain u (1) 2 and u (5) 1 , respectively. However, in the linear case we may also apply A m 1 with filter length 2m + 1 (here 11) at once. For larger m ≥ 6 the fit is still very good and we need fewer arithmetic operations.
For the three-scale algorithm, note that our filter in A 3 has length 15 while 20-fold application of A 1 requires 60 multiplications. 
