Abstract-Mobile robots that have the ability to cooperate with humans are able to provide new possibilities to manufacturing industries. In this paper, we discuss our mobile robot arm that can a) provide assistance at different locations in a factory and b) be programmed using complex human actions such as pointing in Take this object. We discuss the use of the mobile robot for a feeding scenario where a human operator specifies the parts and the feeders through pointing gestures. The system is partially built using generic robotic skills. Through extensive experiments, we evaluate different aspects of the system.
I. INTRODUCTION
Mobile robot arms that have the ability to cooperate with humans provide drastically new possibilities to manufacturing industries. Contrary to the traditional immobile and preprogrammed production robots, mobile robot arms can provide assistance at different locations, they are able to provide highly flexible logistic possibilities and they can improve productivity by providing assistance in dangerous or straining situations. Research within the field of mobile arms goes more than 20 years back and has the attention of many research groups around the world. Good research is ongoing and many interesting and relevant new technologies are constantly being developed. However, in spite of the large amount of research and the industrial needs and interest in the area there are only very few examples of applications of mobile robot arms in real manufacturing environments. Hence, real insight knowledge about the effects of applying mobile robot arms in manufacturing is limited.
One very important element preventing industrial application of mobile robot arms is the lack of basic humanrobot communication skills which has the effect that reprogramming the mobile arm is very resource demanding. It cannot be made by the operator on the shop floor; instead it involves various domain experts. One aspect of this paper is to to enhance our existing mobile robot arm [6] (Fig. 1 ) that has already been tested at the shop floor of the international company Grundfos [5] with the ability to interpret human actions and complex communicative gestures so that the Little helper technology demonstrator of AAU. Left: system components; a mobile platform from Neobotix, a KUKA Light-Weight robot, a MS Kinect for human tracking, a gripper camera and, in this demo, a fixed gripper. Right: Little helper robot serving a measuring machine. Navigation is based on artificial markers. mobile robot arm can be easily controlled through human gestures like Take this object and place it there. In the scenario considered here the robot will be used for automatically feeding production machines (Fig. 2) . In a typical example situation a human advises the mobile robot arm to follow him. When the human reaches the work site he/she can point at a set of small load carriers (SLCs) as to give the command take these. The robot is able to interpret the pointing action and is able to identify where the human was pointing to, i.e., which SLCs the human was talking about. Then, the human may walk to a different location and point again at a place with the command place here in order to identify for the robot where it should place the SLCs. In terms of the feeding task, the command empty in here would cause the robot to empty the SLCs into the specified feeders. After these instructions, the robot is able to execute the commands autonomously. When the robot receives the signal feeder nearly empty either from a sensor in the feeder, from the production control system or from a human it will fetch one of the specified SLCs, move it to the specified machine and empty it into the feeder.
Another very important aspect in building robots that are able to work in a human environment is the use of skills. As we will discuss below, skills are building blocks that contain the necessary functionalities for sensing the environment and for planning. Furthermore, while commonly used robot macros are based on 3D Cartesian coordinates (e.g. precise 3D location of SLCs), skills are object oriented: It is sufficient for the human to specify an SLC by pointing at it. The sensory capabilities of the robot will then be used to compute the corresponding 3D location. This makes the robot robust to, e.g., location variations of the SLCs. Furthermore, skills should eventually allow ordinary shop-floor workers to program the robot by offering an abstract and high-level programing interface. The contribution of this paper is: 1) the first implementation of a mobile robot arm for use in a feeding scenario, 2) the recognition of human gestures, and 3) the use of robot skills for programming. In Sect. II, we discuss the related work. In Sections III-V we discuss in details our demo, the gesture recognition approach and the skills idea. In the experimental Sect. VI, we discuss our extensive experiments on the gesture recognition and on the skills, and we will conclude the paper with our concluding remarks in Sect. VII.
II. RELATED WORK
Similar to papers that model human action using an abstraction hierarchy of action primitives, actions and activities [4] , [9] , or that model language out of phonemes, words and sentences [15] , we will denote the same type of hierarchy by using the terms skills, tasks and missions. A skill is the basic building block for the robot actions. Available skills are grasping, driving, lifting, etc. Skills are also often called action primitives or movement primitives. Sequences of skills are considered a task (or action). To keep the feeders of the production line filled at all time is a mission (or activity). Most skills have parameters. E.g., the graspingskill has a parameter with the information what to grasp. Modeling human actions for human-robot interfacing is an active research area, see [9] for a recent review. Several authors have represented actions in a hierarchical manner [3] , [17] , [18] .These works require the manual modeling of atomic movement primitives. In [10] this segmentation is done automatically. The experimental results from [16] suggest that action perception and execution of motor primitives are connected through objects. There are also further studies from experimental psychology which confirms the role of objects in action understanding [13] . We plan to exploit these observations along the line of our earlier work in [10] . Human motion capture for action recognition is an open problem. In robotics research on imitation started in early 1990s under the names such as teaching by showing, learning by watching, and programming by demonstration. A first focus was on the extraction of the task knowledge by observing and analyzing the changes in the environment caused by a human performing an assembly task [7] , [11] . In general, the work in the robotics community on teaching through demonstration focuses on tracking the human movements, and then executing these movements on the robot [9] . Such an appearance-level imitation of movements adapted to the robot kinematics and/or dynamics is often not sufficient to achieve the task goal. Many tasks require to consider the effect of movements on the target objects, the target object's location as well as the robot location [11] . Consequently, it is ongoing research, to identify action units (action primitives, skills, etc.) as atomic entities and to use a grammatical abstraction for recognizing and modeling actions on a robot [11] . Hidden Markov Models (HMMs) have been proposed as a suitable representation for this purpose [1] , [2] , [8] , [14] . HMMs have, however, the disadvantage that they are only able to model very specific action units or skills and that they are still not easily adaptable sufficiently to situation changes.
III. MOBILE ROBOT ARM FOR FEEDING PRODUCTION LINES
We are using an off-the-shelf Kinect RGBD camera for sensing and a KUKA Light-Weight Robot (LWR) arm as an actuator. The camera is mounted next to the LWR on a Neobotix MP-L655 mobile platform (Fig. 3) . The camera is 80 cm from ground level. We are using the Robot Operating System (ROS), Electric version, by Willow Garage, running in Ubuntu 11.10 64-bit on an Intel workstation mounted on the mobile robot. The boxes are open top 21x15x31 cm plastic boxes, called Small Load Carriers (SLCs).
The desire is being able to program the mobile robot using only gestures. The scenario is instructing the robot to pick up a certain box, follow the operator to another location in the production facility, emptying the box into a specified feeder, following the operator to a possibly third location, and then placing the now empty box at a specified shelf.
A. Calibration
One important step in manipulating objects that are seen by the camera is to determine the transformation from the image coordinates to the camera coordinate system and from the camera coordinate system to the coordinate system of the LWR. The calibration step in our robot is fully automatic. A QR code (a 2D barcode) on the LWR end effector facilitates easy and sub-pixel accurate tracking of the end effector of the LWR within the image coordinate system of the camera. 
IV. RECOGNITION OF COMMUNICATIVE GESTURES
In this system, we have three distinct gestures. One is the pointing gesture including the pointing direction. The other two are a "Follow me" gesture and a "Stop following me" gesture, starting and stopping the program that would move the robot to keep the human operator within the field of view.
In order to detect the human gestures, we use the OpenNI skeleton tracking software in ROS and determine if the human joints indicate a certain gesture.
In our ad-hoc method, pointing actions are distinguished from other movements by requiring the hand to be at least 60 cm from the body in the horizontal plane. Furthermore, the hand and head must be kept still (within 3 mm) for 6 frames, corresponding to 0.2 seconds. These requirements do not seem to pose any limitations on the pointing. To determine the pointing direction, we have decided to start with a simple approach where we determine the pointing direction by creating a vector from the head to the forward hand as suggested in [12] .
For the "follow me" and "stop following me" gestures we require the operator to keep his right or left hand, respectively, in front of his chest for 4 frames.
This approach has the advantage that it does not requiring any training of the system and it has a low computational complexity thus incurring very little run-time overhead.
V. USING ROBOT SKILLS
Skills are the foundation of task-level programming, and provide the building blocks for the robot to complete the task. Which skills are available to a robot depends on its hardware and its sensors. Skills are effectuating a change in a set of state variables, describing the knowledge the robot has of its surroundings. State variables can be either measured with vanishing uncertainty by dedicated sensors, e.g, by those that are built into the manufacturing systems, or by sensors on the robot, such as vision, torque or tactile sensors.
One core property and main justification for using skills is their object-centeredness. Classic robot macros are usually based on 3D coordinates, e.g. a pick up macro requires the object to be at an a-priori defined 3D location. Skills, on the other hand, are not applied on 3D locations but on objects, i.e. pick up <object>. In order to instantiate e.g. the pick up skill on object, the robot will use a sensing device such as a video camera or a range scanner to first detect and then localize the object. Once the 3D location is available, the robot is principally able to execute the classic macro for picking up the object.
A second core property of a skill is that each one needs preand postconditions to ensure and verify a correct functioning: Before the robot can execute a skill, all preconditions need to be fulfilled, e.g. reachability of the object is a precondition of the pick up <object> skill. If the object is not reachable, the skill cannot be executed. Instead, the robot will have to call the move to <location> skill. A check of the postconditions will verify that the skill was executed successfully. Thus, the pre-and postconditions are effectively a query on the state variables, that evaluates to true or false.
Robot skills have two very distinct features; execution and inspection, each requiring a different form of object interaction. Thus, a robot skill is expected to modify the state of the real world and concurrently update the systems state variables. A model of a robot skill is shown in Fig. 5 .
Queries on the state variables and input parameters (which If the preconditions are satisfied, the skill is executed based on the parameters and the state variables. Parameters are thus stored in the task description and are for instance objects or locations, e.g. <red box> for the locate or pick up skill or <warehouse> for the move to skill. The postconditions are two-part in relation to the skill; prediction and evaluation. The prediction specifies formally what the expected effect of executing the skill is, and can thus be used to select an appropriate skill for achieving a desired goal state. The evaluation checks that the state variables after execution is within an expected range and updates the state variables to reflect the actual state after the skill execution.
Since skills are goal-oriented, the postconditions of a skill must predict a change in the state variables. This change can either occur by letting the robot interact with objects or by letting the robot inspect the scene to gain further information of the world state, and thus updating the state variables.
VI. EXPERIMENTS

A. Gesture Recognition
We verified the gestures could be successfully recognized, which is sufficient for the "follow me" and "stop following me" gestures. For the pointing gesture, however, the accuracy of the extracted pointing direction is also important.
To determine how well the recognition of the pointing direction works and how good untrained humans are in communicating to a robot via pointing we carried out a set of experiments:
• 10 volunteers participated in the evaluation. They were male and female evenly distributed with ages 22 -50, and 7 volunteers were without technical background and had never worked with robots before. Each volunteer pointed with their right hand at each box 3 times. Fig. 6 . This figure shows the experimental setup in our lab.
• We have tested different distances of 2, 3 and 4 meters of the human to the robot. It can be assumed that the pointing gestures will be more confusing at a larger distance.
• We have tested 5 different locations within the field of view of the camera.
The human operator points at one of three boxes. The boxes are placed adjacently on a table 70 cm from the front of the robot, ordered from left to right as Blue, Red, and Green (from the point of view of the human volunteer). With the position of the boxes stored as the center of the barcode, the effective distance between the points in space the human operator must distinguish between using pointing gestures is 21 cm. The operator is standing behind the table within the field of view of the Kinect camera. The goal is to have the robot determine which box the operator is pointing at. Fig. 6 shows the experimental setup in our lab for testing the pointing accuracy.
1) Results:
Our system has so far only been tested in our lab, but the real test at Grundfos is upcoming. The robot itself has already been tested [6] , and given that the Kinect has proven to be robust, we do not expect the industrial test to be of any difficulties. Furthermore, we have tried to keep realistic variations within the demo, e.g., by letting the robot move and thus exert the usual uncertainty in localization with respect to the environment. Thus, key issues for testing were the use of the gestures and the use of the skills.
The overall percentage of correctly recognized pointing directions at distances of 2 m and 3 m are 95.3% and 94.4%, respectively. The recognition results at 4 m were still 79.9%. The confusion matrices summarize the pointing results for the volunteers at distances 2 m, 3 m and 4 m with more detail. Here, the volunteers were standing directly in front of the robot, i.e., in the direct line of the visual axis. During the experiments, we observed two types of errors:
1) The rows of the confusion matrices should in principle sum up to 30 measurements (10 volunteers, 3 repe- Distance  Error  2 m  5  3 m  1  4 m  25   TABLE I  THE TABLE SUMMARIZES THE PERCENTAGE titions). Missing measurements are due to complete tracking failures of the Kinect camera. These tracking failures were automatically detectable and were therefore excluded from the overall calculation of the pointing errors in Tab. I. 2) The errors in pointing direction were mostly due to tracking errors by the Kinect that were not automatically detectable as the tracking results and the pointing directions were in principle realistic. The error results presented in Tab. I contain these errors because in reality, the robot would not be able to automatically detect these errors. It is visible that the tracking failures for both types of errors were largest at 4 m. This is due to the fact that the Kinect is able to reliably track only up to 3.6 m. After that, tracking reliability indeed strongly degrades. Another reason for tracking failures was that the lower part of the human body was occluded and that for the 2 m distance, even the hands were sometimes occluded by the SLCs which resulted in lost tracks.
A cause for error is that the position of the box is stored as a single point in space, specifically the center of the front of the box as seen by the camera. Since participants could point at the box as they wanted, and thus did not necessarily point at the exact location of the barcode, the pointing ray when pointing from the left or right side of the field of view of the camera could be closer to a point representing one of the other two boxes.
We have also evaluated the influence on where in the field of view the human is standing. In the above confusion matrices (Tab. II), the individuals were standing in the direction of the visual axis of the Kinect. We also investigated the influence on the pointing recognition results when the person was standing in the leftmost and rightmost location within the field of view of the camera. Tab. III gives the results for the distance of 3 m. It seems the most common error is selecting the box to the right of the correct one, cf. Fig. 3 and Tab. II. Likewise, the results in Tab. III are skewed in favor of standing in the right side of the setup. A possible explanation is that participants pointed with their right hand.
One might argue that humans with robotics experience would potentially give better pointing directions to the robot. Thus, we have compared the recognition of the pointing results of the experienced users with the inexperienced ones. The results are summarized in Tab. IV and suggest that the results are independent of user experience and training.
B. Skill Implementation
In this experiment a full implementation of skills, as described in section V, has not been carried out, however a simplified version of the key aspects of the notion of skills has. This includes a) a simple set of state variables, b) object-centeredness and c) parameter-based execution. Thus, the check of preconditions prior to execution and the postconditions after execution is not implemented, since this preliminary experiment is merely a proof-of-concept, and not a full implementation.
For the bin-filling scenario in this experiment, the state variables are simply chosen to be the states of the gripper and the box. Thus, the gripper state variable can assume the values {full, empty}, to signify if the robot is carrying a box in the gripper, and the box state variable the same values, to signify whether or not the carried box contains parts. The settings of the two state variables are changed upon the execution of a skill, e.g. the execution of the pick up <box> skill sets the states gripper: full and box: full and the unload <box, feeder> skill sets the state box: empty (and the gripper state stays in the full setting). The feeder state is not included since we are not experimenting on the mission level in this setup.
Parameter-based execution and object-centeredness are intertwined in this experiment, since the state variables dictate which type of object should be located, and the parameter specify which particular object should be the focus of the skill. Based on the settings of the state variables, and given a pointing gesture, the system thus looks for all objects of a specific type in the scene, and locates the one closest to the direction of the pointing motion. For instance, if the robot is carrying an empty box, and observes a pointing gesture, the system looks for an object of the type shelf where it can put down the empty box. If multiple shelves are found, and they are all empty, the shelf closest to the direction of the pointing gesture is used as the parameter for the skill execution.
When the parameter is extracted through the method mentioned above, the location and orientation of the object is determined using the QR code on the object. This location is then used in the skill execution, since 3D locations are required for the motion of the robot arm. The execution phase can thus be divided into a motion through some hardwired locations, regardless of the parameter, and a motion specified by the parameter, e.g. the location of a feeder specifies where the robot should perform the actual unloading motion. The skill execution is thus the lowest abstraction level in this experiment. Upon execution of the skill, the state variables are updated, and the system returns to a waiting state.
A video of the feeding demo in our lab can be seen at http://www.youtube.com/watch?v=tusLjLp1r64.
VII. CONCLUSIONS
The mobile robot platform has been tested on the shop floor at Grundfos [5] without the use of human gesture recognition, whereas the human gesture recognition has only been tested in our lab, and remains to be tested on the real shop floor. However, given the success and the robustness of the Kinect camera, we do not expect any major difficulties.
The present approach for gesture recognition is able to recognize pointing directions very well, but uses only an ad-hoc and heuristic method to distinguish pointing gestures from non-pointing gestures. What remains to be implemented are the use of a powerful machine learning technique such as Parametric Hidden Markov models (PHMMs) [10] for a sound and robust recognition of pointing gestures.
The robot system has been partially implemented using skills. The experimental results already reflect that the use of skills will define a paradigmatic shift in robot programming: Instead of using the classic linear programing, the use of skills offers task-level programing [7] , [11] , which is a completely different programming paradigm. It is ongoing work to develop a planner and the corresponding processing infrastructure to support non-linear, task-level programing.
