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Prefacio
Los me´todos presentados en esta tesis han sido disen˜ados para facilitar el ana´li-
sis exploratorio de datos con mapas auto-organizativos de Kohonen. Los trabajos
esta´n orientados principalmente hacia una interpretacio´n mejorada de e´stos, y
por consiguiente de la distribucio´n de datos con la cual han sido entrenados. En
este sentido, cabe destacar que este trabajo se centra, ante todo, en MAPAS
AUTO-ORGANIZATIVOS. La mayor´ıa de los estudios de investigacio´n llevados
a cabo previos a la documentacio´n final de esta tesis esta´n relacionados con este
tipo de red neuronal artificial, abarcando campos como la inicializacio´n, clasifica-
cio´n automa´tica, medidas de bondad, variantes dina´micas y VISUALIZACIO´N.
Dados los resultados y la originalidad de los algoritmos propuestos relacionados
con la visualizacio´n, decid´ı finalmente orientar la tesis en esa direccio´n.
Esta tesis no debe ser considerada como libro de texto de ana´lisis explora-
torio de datos ni de redes neuronales artificiales. Tampoco es una recopilacio´n
de te´cnicas, ma´s o menos adaptadas, aplicadas a un problema real. El estudio
realizado es de cara´cter teo´rico, donde varias ideas originales y novedosas son
propuestas, dentro de un marco del estado del arte. Aunque varios experimen-
tos utilizan datos reales de habla, los algoritmos presentados han sido probados
principalmente con distribuciones de datos de simulacio´n, algunas especialmente
dif´ıciles de tratar por me´todos cla´sicos de ana´lisis de datos, clasificacio´n o reco-
nocimiento de formas. De esta manera, se pretende hacer hincapie´ en aspectos no
tratados por los me´todos cla´sicos de visualizacio´n de mapas auto-organizativos,
con el objetivo de poder detectar ma´s detalles de los datos y forzarnos a ver lo
que nunca espera´bamos, dentro de nuestro papel de detectives en el campo del
ana´lisis exploratorio de datos.
Los algoritmos (implementados con la herramienta de programacio´n Borland
C++ Builder 3.0. y Matlab) son capaces de generar por s´ı mismos ima´genes con
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las cuales es posible analizar caracter´ısticas importantes de distribuciones de da-
tos. Sin embargo, ser´ıa un error utilizarlas exclusivamente como te´cnicas o´ptimas
de ana´lisis. Los nuevos algoritmos deben ser combinados con otras te´cnicas de
visualizacio´n de mapas auto-organizativos y por supuesto con otras te´cnicas de
ana´lisis exploratorio de datos y visualizacio´n estad´ıstica.
Por otro lado, es necesario tener en cuenta que los ana´lisis llevados a cabo
esta´n basados en ima´genes mostradas en la pantalla de un monitor determinado.
Aunque los colores en dicho monitor no coinciden exactamente con los impresos
en este trabajo, esto no debe ser cr´ıtico para entender la filosof´ıa y los resultados
de los me´todos descritos. En cualquier caso, el lector interesado puede solicitarme
las ima´genes originales a trave´s de email1.
Dado que pra´cticamente la totalidad de la literatura sobre los temas tratados
esta´ escrita en lengua inglesa, he traducido varios te´rminos siguiendo un criterio
personal, indicando la correspondencia entre las definiciones espan˜olas e inglesas
en el Ape´ndice de la tesis. Por u´ltimo, las referencias a pa´ginas de Internet en la
bibliograf´ıa esta´n actualizadas a fecha de 9 de diciembre de 2003.
Como todo autor, he intentado escribir esta tesis de manera que le resulte
amena al lector, lo incite a continuar las investigaciones y a aplicar los me´todos
propuestos con datos reales. Por u´ltimo, animo a todo aquel interesado a ponerse
en contacto conmigo para comentar cualquier cuestio´n relacionada con este tra-




El mapa auto-organizativo (MAO) es un tipo de red neuronal artificial compe-
titiva y no-supervisada. Ha sido utilizado tradicionalmente en tareas de ingenier´ıa
como herramienta de clasificacio´n automa´tica (clustering) y especialmente en ta-
reas relacionadas con el ana´lisis exploratorio de datos y la miner´ıa de datos, ya
que su propo´sito principal es la visualizacio´n de relaciones no-lineales de datos
multidimensionales. Sin embargo, a pesar de la importancia de la tarea de vi-
sualizacio´n, las te´cnicas gra´ficas para analizar MAO no son abundantes en la
literatura.
Esta tesis presenta varias te´cnicas nuevas que complementan, mejoran y fa-
cilitan el ana´lisis visual de MAO de Kohonen, tanto desde el punto de vista del
ana´lisis exploratorio de datos, como desde el punto de vista de comprender el
proceso de adaptacio´n del MAO a una distribucio´n de datos.
La motivacio´n para desarrollar te´cnicas de visualizacio´n nuevas surge por los
siguientes motivos: la relativa carencia de me´todos destinados a la importante
tarea de visualizacio´n, la necesidad de analizar MAO con diferentes me´todos, la
necesidad de mejorar varios me´todos descritos en la literatura y la posibilidad de
innovar desarrollando nuevas estrategias de visualizacio´n. De esta manera, se ha
hecho hincapie´ en desarrollar te´cnicas generalmente no utilizadas con anterioridad
en un intento por superar limitaciones de varios me´todos descritos en la literatura.
El primer nuevo me´todo denominado “me´todo de semejanza de tria´ngulos”
consiste en una estrategia de interpolacio´n geome´trica donde los patrones de una
distribucio´n de entrada son proyectados a un espacio de observacio´n continuo.
Esta´ basado en la preservacio´n de la semejanza geome´trica entre varios tria´ngulos
formados por un patro´n y dos vectores de referencia del MAO en el espacio de los
datos, y por un punto candidato y las dos correspondientes neuronas en el espacio
de observacio´n. El me´todo encuentra la proyeccio´n minimizando una funcio´n de
coste que mide distancias o errores entre varios tria´ngulos. El me´todo supera
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notablemente a otras estrategias de interpolacio´n descritas en la literatura. Puede
proyectar todos los datos de manera no-lineal, resulta adecuado cuando el taman˜o
del MAO es pequen˜o, es robusto y puede describir adecuadamente ciertos tipos de
distribuciones dif´ıciles de visualizar con la mayor´ıa de me´todos de visualizacio´n.
Varios me´todos de visualizacio´n de MAO generan ima´genes monocroma´ticas
las cuales son analizadas individualmente y aportan informacio´n espec´ıfica sobre
los datos. Se propone una estrategia para facilitar la labor del analista a la hora de
combinar la informacio´n de varios me´todos mediante una simple superposicio´n de
ima´genes basada en un modelo aditivo de colores. Las ima´genes son definidas con
colores diferentes y combinadas mediante una simple suma de sus componentes
de color. Las ima´genes resultantes son ma´s completas y robustas, especialmente
cuando las ima´genes a combinar aportan el mismo tipo de informacio´n. El es-
tudio llevado a cabo se centra principalmente en la combinacio´n de matrices de
distancias con histogramas de datos.
Una alternativa a las matrices de distancias, que generan ima´genes mono-
croma´ticas y son los me´todos ma´s populares para visualizar la estructura de
clusters de los datos, consiste en emplear estrategias que ilustren los diferentes
clusters mediante colores diferentes. Una de estas estrategias consiste en utilizar
modelos de contraccio´n de neuronas. Se presenta un eficiente me´todo de con-
traccio´n, el “algoritmo de agrupacio´n de neuronas”, cuya estructura y filosof´ıa
es similar a la del algoritmo de entrenamiento de los MAO, donde los conceptos
han sido invertidos para actualizar las posiciones de las neuronas en un mapa
continuo en vez de los propios vectores de referencia del MAO. De esta manera,
las neuronas son atra´ıdas en el mapa en funcio´n de la distancia entre sus vectores
de referencia en el espacio de los datos. Su principal ventaja es su bajo coste
computacional que lo habilita para analizar MAO de taman˜o elevado.
Finalmente, el trabajo propone una te´cnica alternativa basada en la visuali-
zacio´n expl´ıcita en el mapa o espacio de observacio´n de grafos que unen neuronas
cuyos vectores de referencia se hallan pro´ximos en el espacio de los datos, como
son el a´rbol generador mı´nimo o el “grafo Hebbiano” creado con el principio de
aprendizaje Hebbiano competitivo. Las ima´genes resultantes ayudan a analizar la
dimensio´n intr´ınseca de los datos en cada zona del mapa y aportan una medida
visual e intuitiva de la preservacio´n de la topolog´ıa del MAO.
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Abstract
The self-organizing map (SOM) is a competitive, non-supervised artificial neu-
ral network. It is used traditionally in engineering tasks as a clustering tool and
especially in exploratory data analysis and data mining related tasks, since its
main purpose is the visualization of nonlinear relations of multidimensional data.
However, despite the importance of the visualization task, graphical techniques
for SOM analysis are not abundant in the literature.
This dissertation presents several new techniques that complement, enhance
and facilitate SOM visual analysis, from an exploratory data analysis point of
view and in an attempt to provide insight into the SOM’s adaptation process to
a data distribution.
The motivation to develop new techniques rises from: the relative lack of
visualization methods, the need to analyze SOM with different methods, the
need to enhance several methods described in the literature, and the possibility
to innovate developing new visualization techniques. The research was focused
on developing techniques generally not used in the literature in an attempt to
overcome some of their limitations.
The first method called the “triangle similarity method” is a geometric in-
terpolation strategy where input data patterns are projected onto a continuous
observation space. It is based on the preservation of the geometric similarity bet-
ween the triangles formed by a sample and two SOM reference vectors on the
input space, and by a candidate point and the two corresponding neurons in the
observation space. The method calculates the projection by minimizing a cost
function that measures distances or errors between triangles, and clearly out-
performs other interpolation strategies described in the literature. It can project
every input pattern in a nonlinear fashion, it is adequate when the SOM is small,
it is robust and can illustrate certain distributions properly that are difficult to
analyze with the majority of visualization methods.
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Many SOM visualization methods generate monochromatic images that are
analyzed individually, providing specific information about the input data dis-
tribution. In order to facilitate the analyst’s task of combining information from
various methods, a simple superposition method is proposed. It is based on an
additive color model where different images are defined using a different color
scale and then simply combined by adding their color components. The resulting
images are more complete and robust, especially when combining images that
provide similar information. The study focuses mainly on combining distance
matrices with data histograms.
An alternative to distance matrices, which generate monochromatic images
and are the most popular methods for visualizing the data’s cluster structure,
is the use of strategies that show different clusters with different colors. One of
these strategies is based on neuron contraction models. A new efficient contrac-
tion method, the “grouping neuron algorithm”, is presented. Its structure and
philosophy is similar to the SOM’s training algorithm, where the concepts are in-
verted in order to modify the neurons’ positions on the map instead of updating
the SOM’s reference vectors. The neurons are attracted to each other depending
on the distance between their reference vectors in the input space. Its main ad-
vantage is its low computational complexity, which permits the analysis of large
maps.
Finally, this dissertation presents an alternative technique based on the ex-
plicit visualization on the observable space or map of projected graphs that link
neurons whose reference vectors lie close to each other in the input space, like
the minimal spanning tree or the “Hebb graph” created with the competitive
Hebbian learning principle. The resulting images help analyze the intrinsic di-
mensionality of the data in different areas of the map and provide a visual and
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1.1. Miner´ıa de Datos
y Ana´lisis Exploratorio de Datos
La actual era de la informacio´n esta´ caracterizada por un extraordinario creci-
miento del volumen de datos, generados y almacenados generalmente en soportes
electro´nicos, sobre una gran variedad de disciplinas. Una creciente proporcio´n de
estos datos es almacenada en forma de bases de datos informa´ticas, para facilitar
su acceso. La disponibilidad de tal cantidad de datos ha generado una demanda de
nuevas y potentes herramientas para la extraccio´n de informacio´n y conocimiento
u´til, orientado hacia una determinada aplicacio´n. En un esfuerzo por satisfacer
esta necesidad, investigadores han explorado ideas y me´todos desarrollados den-
tro del campo del aprendizaje automa´tico, reconocimiento de patrones, ana´lisis
estad´ıstico, visualizacio´n de datos, redes neuronales artificiales, etc.
Estos esfuerzos han conducido a la aparicio´n de una nueva a´rea de investiga-
cio´n denominada miner´ıa de datos. E´sta esta´ englobada en un marco superior,
descubrimiento de conocimiento en bases de datos, cuyo propo´sito es encontrar
nuevo conocimiento en bases de datos de dimensio´n, taman˜o o complejidad de-
masiado elevados para un ana´lisis manual. Se trata de un proceso interactivo que
requiere la intuicio´n y el conocimiento de fondo de expertos, junto con la eficiencia
computacional de la tecnolog´ıa informa´tica moderna [Ves00].
En las primeras fases de un proceso de miner´ıa de datos se suele realizar un
ana´lisis exploratorio de datos (AED) [Tuk77]. Se trata de una disciplina cuyo ob-
jetivo es la formacio´n de visiones globales simplificadas, generalmente de cara´cter
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gra´fico, de conjuntos de datos. El AED no comprende una coleccio´n de te´cnicas,
sino que debe entenderse como una filosof´ıa sobre co´mo debe ser realizado un
ana´lisis de datos; sobre co´mo examinar un conjunto de datos, que´ buscar, co´mo
buscar y co´mo interpretar [FH02]. Tukey utiliza frecuentemente la meta´fora del
“detective” para referirse al papel del analista en el AED, que es explorar los
datos de tantas maneras como sea posible hasta que una “historia” plausible de
los datos emerja [Beh97, Yu01]. El enfoque puede resumirse con la siguiente fra-
se: “mirar los datos para ver lo que parecen decirnos” [Tuk77], insistiendo en la
idea de que un ana´lisis estad´ıstico debe ser complementado con un ana´lisis visual.
Dentro del marco del AED esta´n ubicadas las te´cnicas cla´sicas de visualizacio´n
estad´ıstica, adema´s de otras te´cnicas cuantitativas y gra´ficas. El peso de los me´to-
dos gra´ficos es debido a su mayor prestacio´n en cuanto a cumplir los propo´sitos
y objetivos del enfoque del AED: permiten explorar y representar los datos en
su estructura regular e irregular, y promueven un mayor entendimiento, visio´n o
intuicio´n (insight), al aprovechar la capacidad de reconocimiento visual del ser
humano [Led02]. De esta manera, se sigue una filosof´ıa en la que “una imagen vale
ma´s que mil palabras”, y donde las te´cnicas deben generar ima´genes cuyo valor
ma´s importante sea forzarnos a percibir lo que nunca espera´bamos ver [Tuk77].
Las te´cnicas tradicionales de ana´lisis de datos facilitan interpretaciones u´ti-
les de e´stos y pueden ayudar a comprender los procesos detra´s de ellos. E´stas
son utilizadas ampliamente para resolver problemas pra´cticos y esta´n orientadas
principalmente hacia la extraccio´n de caracter´ısticas estad´ısticas y cuantitativas.
Entre e´stas se encuentran te´cnicas de ana´lisis de regresio´n, ana´lisis de clusters,
taxonomı´as nume´ricas, ana´lisis multidimensional, me´todos estad´ısticos multiva-
riantes, modelos estoca´sticos, ana´lisis de series temporales, te´cnicas de estimacio´n
no-lineales, redes neuronales artificiales y otras. No obstante, el conocimiento ge-
nerado por estas te´cnicas tiene que ser extra´ıdo por analistas humanos, ya que
presentan limitaciones inherentes al no caracterizar las dependencias en un nivel
conceptual. No pueden producir una descripcio´n cualitativa de las regularidades
y determinar sus dependencias en factores que no hayan sido proporcionados ex-
pl´ıcitamente por los propios datos. Tampoco pueden determinar analog´ıas entre
diferentes dominios.
Una alternativa para automatizar el proceso de descubrimiento de conoci-
miento consiste en utilizar te´cnicas de aprendizaje automa´tico. Una de las bases
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fundamentales de la inteligencia artificial (IA) es la de abordar problemas formal-
mente intratables mediante la introduccio´n de conocimiento sobre su dominio, co-
dificado en estructuras de datos apropiadas (reglas de produccio´n, marcos, redes
sema´nticas, etc.) cuya implementacio´n deriva en sistemas expertos. El aprendiza-
je automa´tico se aprovecha de esta idea ya que su objetivo es desarrollar me´todos
computacionales que implementen varias formas de aprendizaje, en particular,
mecanismos capaces de inducir conocimiento a partir de ejemplos de datos. En
definitiva, se trata de construir sistemas de aprendizaje que adquieran concep-
tos de alto nivel y/o estrategias para resolver problemas mediante ejemplos de
un modo ana´logo al aprendizaje humano. Para abordar tareas relacionadas con
el ana´lisis automa´tico de datos, un sistema debe ser equipado con una cantidad
substancial de conocimiento de fondo, para poder llevar a cabo razonamientos
simbo´licos sobre la base del conocimiento y de los datos. Actualmente, el apren-
dizaje automa´tico ha alcanzado un estado de desarrollo en el cual las te´cnicas
y sistemas son capaces de resolver muchos problemas del mundo real. Sin em-
bargo, el proceso de adquisicio´n y codificacio´n de conocimiento en pra´cticamente
cualquier problema real suele ser muy complejo [MBK98].
1.2. Mapas Auto-Organizativos
Esta tesis se centra en el ana´lisis visual de mapas auto-organizativos (MAO)
[Koh82, Koh98, Koh01]. Se trata de una red neuronal artificial (RNA) competitiva
cuyo aprendizaje es no-supervisado. Los MAO sirven para realizar AED y pueden
ser considerados dentro de las te´cnicas de aprendizaje automa´tico.
El algoritmo de los MAO ajusta un conjunto discreto y ordenado de vectores
de referencia (centroides, vectores de pesos, vectores del diccionario de bloques)
a una distribucio´n de datos de entrada vectoriales definidos en el espacio de los
datos (espacio de caracter´ısticas, espacio de entrada).
Cada vector de referencia esta´ asociado a una neurona (unidad, nodo, elemento
de proceso) en una rejilla regular de e´stas. Dicha rejilla discreta, habitualmen-
te denominada mapa, esta´ incluida dentro del espacio de observacio´n (espacio
de salida) que suele ser de dimensio´n menor o igual a tres, por razones de vi-
sualizacio´n. Los MAO pueden ser vistos como redes ela´sticas que se adaptan a
una distribucio´n de datos de manera ordenada, siguiendo una filosof´ıa similar a
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la regresio´n, de tal forma que posteriormente puede ser posible determinar cier-
tas caracter´ısticas de dicha distribucio´n (clusters, distancias relativas entre clases,
datos o clases at´ıpicas, etc.) mediante te´cnicas de inspeccio´n visual de ciertas pro-
piedades y medidas asociadas al mapa. Resulta por tanto esencial utilizar te´cnicas
que permitan extraer la ma´xima informacio´n de estas RNA para una posterior
visualizacio´n [RDG+02]. De hecho, el algoritmo de entrenamiento de los MAO
fue desarrollado en primer lugar para la visualizacio´n de relaciones no-lineales de
datos multidimensionales [Koh01].
Los MAO son entrenados con distribuciones de datos de entrada nume´ricos
y pueden ser utilizados como algoritmos de clustering, es decir, de cuantizacio´n
vectorial; y especialmente como algoritmos de proyeccio´n vectorial no-lineal, me-
diante la correspondencia generada por el MAO entre las neuronas y los vectores
de referencia asociados a ellas. Esta dualidad esta´ basada en la propiedad de
preservacio´n del orden topolo´gico de la proyeccio´n, que queda reflejada en un
ordenamiento de los vectores de referencia en el mapa.
Aunque la lo´gica subyacente al modelo de los MAO es generalizable a meca-
nismos distintos de los neuronales [Koh82], es precisamente este ordenamiento el
que relaciona al algoritmo de los MAO con feno´menos de organizacio´n en ciertas
zonas del cerebro, y por tanto con una idealizada estructura neuronal. En efecto,
hay varios tipos de mapas o ima´genes de experiencias sensoriales en el cerebro.
Las ma´s familiares son las proyecciones retinoto´pica, somatoto´pica y tonoto´pica
en a´reas sensoriales primarias, adema´s del orden somatoto´pico de ce´lulas en la
corteza motriz [Koh82].
La preservacio´n de la topolog´ıa es satisfecha cuando los vectores de referencia
de neuronas que se encuentran pro´ximas en el mapa tambie´n se localizan pro´xi-
mos en el espacio de los datos. De esta manera, destaca la posibilidad de generar
ima´genes a partir de dicha proyeccio´n que revelen ciertas caracter´ısticas inheren-
tes sobre la estructura de la distribucio´n de datos de entrada, generalmente de
dimensio´n elevada, utilizada para entrenar un MAO. De esta manera, el MAO
resulta ser una herramienta especialmente indicada para realizar AED, combi-
nando la potencia de un me´todo de aprendizaje computacional con la capacidad
natural para el ana´lisis de ima´genes del ser humano.
Para una correcta visualizacio´n e interpretacio´n de los mapas, e´stos deben ser
entrenados adecuadamente, para que se ajusten de manera ordenada a la distri-
bucio´n. Esto se comprueba habitualmente con medidas de bondad, que incluyen
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medidas de preservacio´n de la topolog´ıa y otras, como el error de cuantizacio´n
medio.
Los MAO han resultado ser eficaces a la hora de realizar AED, ve´anse [Ult93,
MJ95, Kas97], y por tanto en tareas de miner´ıa de datos y descubrimiento de co-
nocimiento con aplicaciones en, por ejemplo, ana´lisis de textos, datos econo´micos
y sistemas industriales [HKLK97, KK98, SVVH99]. A su vez, han sido utilizados
con e´xito en una amplia gama de tareas como reconocimiento de patrones, ana´lisis
de habla, telecomunicaciones, ana´lisis de ima´genes, control de procesos, diagno´sti-
co de fallos, robo´tica, disen˜o de circuitos electro´nicos, IA, matema´ticas, etc. Una
extensa recopilacio´n de aplicaciones de los MAO se encuentra en [Koh01].
1.3. Antecedentes y Estado del Arte: Ana´lisis
Visual de Mapas Auto-Organizativos
1.3.1. Te´cnicas tradicionales
A pesar de la importancia de la tarea de visualizacio´n, las te´cnicas gra´ficas
para analizar MAO no son abundantes en la literatura. El propio Kohonen, a
pesar de destacar esta importancia, so´lo dedica un breve apartado (Using Gray
Levels to Indicate Clusters in the SOM ) a la visualizacio´n en su libro ma´s reciente
sobre MAO [Koh01], donde hace referencia al me´todo ma´s popular de ana´lisis: la
U-matrix o matriz de distancia unificada [US90, IKKK94], y a variantes descritas
en [Ult92, KMJ95, HD95] a las que posteriormente varios autores citan con el
nombre de matrices de distancias. Estos me´todos tradicionales generan ima´ge-
nes monocroma´ticas que muestran informacio´n relativa a las distancias entre los
vectores de referencia de las neuronas vecinas en el mapa (U-matrix), o a ca-
racter´ısticas estad´ısticas del conjunto de dichas distancias relacionadas con cada
neurona (matrices de distancias), como el valor ma´ximo, la mediana, la media,
etc. Las ima´genes son formadas asociando a cada valor hallado un determinado
grado de intensidad luminosa, cuando los MAO son de dimensio´n menor o igual
a dos. El me´todo denominado conexiones entre clusters [MR97], muy parecido a
la U-matrix muestra diferentes grados de similitud entre neuronas por medio de
barras de niveles de gris que conectan neuronas vecinas. Todas estas ima´genes son
capaces de ilustrar estructuras esenciales de la distribucio´n de datos, sin embar-
go, pueden presentar deficiencias con determinadas distribuciones al no tener en
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cuenta los propios datos para crear las ima´genes [RGD+02], adema´s de necesitar
generalmente un nu´mero elevado de neuronas para su correcta aplicacio´n.
En [Ves00] el autor clasifica los me´todos de visualizacio´n de MAO en tres
categor´ıas: me´todos de visualizacio´n de clusters, datos y componentes. Los me´to-
dos citados anteriormente esta´n englobados dentro de los me´todos de ana´lisis de
clusters.
Las te´cnicas relativas a visualizar los datos en el mapa esta´n basadas en la
definicio´n del lugar en el espacio de observacio´n donde debe ser ubicada una deter-
minada muestra de la distribucio´n. Existen varias te´cnicas tradicionales sencillas
que incorporan informacio´n sobre las muestras de la propia distribucio´n. La ma´s
simple consiste en visualizar la unidad de ma´xima similitud, tambie´n denomina-
da “neurona ganadora”, que corresponde a la neurona cuyo vector de referencia
es el ma´s pro´ximo a un dato de entrada. Teniendo en cuenta todos los datos es
posible generar un histograma de datos, el cual indica la proporcio´n de datos
asociada a cada neurona. Por otro lado, si el problema consiste en analizar una
secuencia de patrones de entrada, es posible calcular las neuronas ganadoras y
conectarlas mediante un grafo dirigido que indique una trayectoria en el mapa,
ve´ase [KKS92]. Otro me´todo tradicional de observacio´n basado en los propios
datos hace uso de etiquetas que asocia a varias neuronas del mapa. Despue´s de
entrenar un MAO datos conocidos a priori de varias clases son utilizados pa-
ra observar las neuronas ganadoras. De esta manera, es posible etiquetar dichas
neuronas con nombres de clases conocidas y visualizar la distribucio´n de e´stas
u´ltimas a lo largo del mapa. El proceso de etiquetado generalmente es manual
(al ser supervisado) aunque existen trabajos que lo automatizan. Por ejemplo,
el me´todo “labelSOM” [Rau99], que ilustra los nombres de los componentes de
los vectores de entrada que ma´s se asemejan a los del vector de referencia que
representa a dichos datos de entrada.
La te´cnica ba´sica de ana´lisis de componentes se denomina planos de compo-
nentes. Se trata de visualizar, con niveles de gris y en ima´genes separadas, los
valores que toman cada una de las variables (componentes) de los vectores de
referencia de un MAO entrenado. De esta manera, junto con una te´cnica de vi-
sualizacio´n de clusters, es posible observar el valor que toma cada variable en
cada cluster, adema´s de poder establecer dependencias o correlaciones entre las
variables. Los planos de componentes pueden ser combinados con otros me´todos
como la U-matrix para incluir ma´s informacio´n en una misma imagen. Varios de
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estos me´todos de visualizacio´n son descritos en [HK97], donde tambie´n aparecen
diversas estrategias para visualizar los valores de varios componentes de los vec-
tores de referencia, directa y simulta´neamente, mediante diagramas de barras o
l´ıneas.
1.3.2. Te´cnicas nuevas
Aproximadamente a partir de 1997 se empezo´ a desarrollar nuevas te´cnicas
mejoradas de visualizacio´n de MAO. Este punto de inflexio´n puede ser debido
al desarrollo de nueva tecnolog´ıa relativa a interfaces gra´ficas, librer´ıas gra´ficas,
lenguajes y entornos de programacio´n visuales que facilitan en gran medida el
uso de te´cnicas gra´ficas; lo que tambie´n justificar´ıa la escasez de me´todos hasta
entonces. Por ejemplo, el uso de colores en gra´ficas estad´ısticas fue abandonado
durante mucho tiempo debido a la carencia de software y hardware para producir
colores [YB95].
A continuacio´n se citan los trabajos recientes ma´s relevantes relacionados con
la visualizacio´n de MAO, que en general esta´n orientados a visualizar la estructura
de los clusters. Los nuevos me´todos pueden ser clasificados en dos categor´ıas:
estrategias para refinar los me´todos anteriores, por ejemplo, me´todos h´ıbridos
para combinar informacio´n de distancias, de los propios datos y de sus variables;
y nuevos me´todos de proyeccio´n y coloracio´n.
En cuanto a la visualizacio´n de datos, en [PRM02] se emplea una te´cnica
difusa que estima la densidad de probabilidad de la distribucio´n de datos en el
mapa. Utiliza histogramas de datos suaves (continuos) para ilustrar los clusters
con niveles de gris de manera similar al me´todo “generative topographic mapping”
[BSW98].
Otra forma de visualizar los datos, generalmente no comentada en la literatu-
ra, es proyectar los datos de la distribucio´n sobre el propio mapa, siguiendo una
filosof´ıa de interpolacio´n que tenga en cuenta las posiciones de las neuronas en
el mapa y los vectores de referencia de e´stas. En [GR93, GR95a] se propone un
me´todo de interpolacio´n basado en coordenadas afines de un sistema local. E´ste
presenta varios problemas que el mismo autor comenta, y propone un me´todo
iterativo para estimar varios para´metros para mejorar su rendimiento [GR95b].
En [KNK98] se describe un me´todo que puede ser englobado tambie´n dentro
de las te´cnicas de ana´lisis de componentes, en el que se estudia la contribucio´n
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expl´ıcita de las variables de la distribucio´n a la estructura del MAO, y por consi-
guiente a la de los clusters. El me´todo genera ima´genes monocroma´ticas de forma
similar al U-matrix, pero considerando solamente un componente.
Por otro lado, varios nuevos me´todos han sido introducidos que combinan
la informacio´n de las distancias representadas en la matriz de la U-matrix con
informacio´n acerca de los datos. En [KNK00, NTK+01] el me´todo propuesto
genera ima´genes monocroma´ticas en las que se mejora el ana´lisis de los bordes
entre los clusters. El me´todo tiene en cuenta la distancia entre los vectores de
referencia de las neuronas y la media o centroide de los datos de la distribucio´n
asociados a dicha neurona (pertenecientes a la clase representada por el vector
de referencia).
Varios autores presentan me´todos alternativos basados en proyecciones no-
lineales de los vectores de referencia al espacio de salida, real y generalmente
bidimensional, en el que se define el MAO para analizar la estructura de los clus-
ters. El primer me´todo descrito en [MR97], denominado coordenadas adaptativas,
esta´ basado en el propio algoritmo de entrenamiento de los MAO, y simula los
desplazamientos de los vectores de referencia durante el proceso de aprendizaje,
traducie´ndolos a desplazamientos relativos de las propias neuronas en un plano
real. Este me´todo resulta interesante no so´lo porque permite analizar la estruc-
tura de los clusters, sino porque ofrece una visio´n (en una secuencia dina´mica de
ima´genes) sobre el proceso de entrenamiento y la adaptacio´n del MAO a la distri-
bucio´n de datos. Por otro lado, en [Him00] se describe un modelo de contraccio´n
en el que las neuronas en el mapa se aproximan entre s´ı teniendo en cuenta la
similitud entre sus vectores de referencia. Esto produce una segunda proyeccio´n
que genera visualizaciones en forma de a´rboles jera´rquicos (dendogramas), donde
es posible ver la estructura de los clusters.
De esta manera, aparece un nuevo concepto en la literatura: el encadenado
de dos proyecciones de los vectores de referencia al espacio de observacio´n (ve´ase
[KK98]). El encadenado es una simple asociacio´n entre las dos proyecciones y
su utilidad radica en asignar a una proyeccio´n ciertas caracter´ısticas de la otra.
En el caso que nos ocupa, el encadenado suele ser llevado a cabo mediante el
uso de un co´digo de colores, en el que se realiza una asignacio´n de colores a
los vectores de una primera proyeccio´n (por ejemplo, en funcio´n de un co´digo
lineal), y posteriormente la segunda proyeccio´n es coloreada en funcio´n de la
asociacio´n entre ambas. El me´todo de Himberg [Him00] aprovecha de esta idea
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asignando colores mediante un co´digo lineal a la proyeccio´n que genera, para
posteriormente colorear las neuronas de la proyeccio´n original regular del MAO.
De hecho, una reciente l´ınea de investigacio´n esta´ desarrollando nuevos me´todos
ma´s eficaces para analizar la informacio´n contenida en los MAO. E´stos esta´n
basados en el encadenado y en los co´digos de colores para generar ima´genes ma´s
fa´ciles de interpretar, mejorando notablemente el ana´lisis del MAO, y por tanto
el ana´lisis exploratorio de las distribuciones. Las ima´genes resultantes muestran
cada cluster con un color diferente y las diferencias entre dichos colores indican la
relacio´n entre los propios clusters. En [Him98, KK98] se utilizan co´digos de colores
lineales para encadenar la proyeccio´n de un MAO con otras te´cnicas de proyeccio´n
lineal (diagramas de dispersio´n) o no-lineal como el escalado multidimensional,
por ejemplo, la conocida proyeccio´n de Sammon [Sam69]. En [KVK99, KVK00]
se utiliza un co´digo de colores no-lineal, basado en el espacio de color CIELab,
de manera que las diferencias entre los vectores de referencia vecinos queden
reflejadas en diferencias perceptivas en la imagen del nuevo mapa coloreado. Una
recopilacio´n de varias de estas te´cnicas se encuentra en [Ves99, VA00].
1.3.3. L´ıneas futuras
Actualmente, la mayor´ıa de trabajos que utilizan MAO para realizar AED de
distribuciones de dimensio´n elevada, incluida esta tesis, hacen uso de mapas bi-
dimensionales por razones de visualizacio´n en un soporte bidimensional (pantalla
de un monitor, papel, etc.). Sin embargo, teo´ricamente la dimensio´n del MAO
debe coincidir con la dimensio´n intr´ınseca de los datos para que la proyeccio´n
generada por el MAO preserve la topolog´ıa, en la mayor medida posible, y e´ste
se pueda adaptar a dicha distribucio´n para representarla lo ma´s fielmente posi-
ble. En este sentido, cabe destacar la necesidad de nuevos me´todos para analizar
MAO de dimensio´n tres o ma´s, en los soportes que nos ofrece la tecnolog´ıa actual.
Aunque en [Kiv98] se analiza un MAO tridimensional mediante la visualizacio´n
de varias U-matrices y planos de componentes simulta´neamente, los trabajos en
esta direccio´n son muy escasos.
Por otro lado, no hay que olvidarse de aprovechar al ma´ximo las nuevas tec-
nolog´ıas del momento, como hizo Santiago Ramo´n y Cajal (1852–1934), premio
Nobel de medicina y fisiolog´ıa en 1906, para muchos “el cient´ıfico ma´s grande que
ha tenido Espan˜a” [La202]. Ramo´n y Cajal utilizo´ los microscopios, te´cnicas foto-
gra´ficas y te´cnicas de preparacio´n de muestras ma´s vanguardistas (estereoscop´ıa,
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coloracio´n, impregnacio´n de muestras con plata, uso de tejido embrionario, etc.)
para descubrir, por ejemplo, la individualidad de las neuronas [Ram77, La202].
Nosotros debemos hacer uso de los avances en visio´n tridimensional, que esta´n
empezando a proporcionar una tecnolog´ıa que nos va a permitir analizar MAO
tridimensionales, ma´s generales y potentes a la hora de analizar distribuciones de
dimensio´n elevada. Varias de las te´cnicas comentadas y en particular las nuevas
propuestas en esta tesis podra´n beneficiarse de esta tecnolog´ıa, la cual seguramen-
te provocara´ una nueva generacio´n de me´todos para el ana´lisis visual de MAO,
adema´s de promover nuevas te´cnicas de visualizacio´n estad´ıstica y ana´lisis mul-
tivariante.
1.4. Objetivo de la Tesis
El objetivo principal de esta tesis es desarrollar nuevas te´cnicas de visualiza-
cio´n para analizar MAO; tanto desde el punto de vista del ana´lisis exploratorio de
la distribucio´n de datos con la que se ha entrenado un MAO, como desde el punto
de vista de comprender el proceso de adaptacio´n del MAO, que puede servirnos
como una medida de bondad visual. Por otro lado, un segundo objetivo consiste
en llevar a cabo una recopilacio´n de las te´cnicas ma´s relevantes aparecidas en la
bibliograf´ıa sobre el AED (visual) mediante MAO.
La motivacio´n para desarrollar nuevas te´cnicas de visualizacio´n surge por:
• La relativa carencia de me´todos destinados a la importante tarea de visua-
lizacio´n.
• La necesidad de analizar MAO con varios me´todos diferentes.
• La necesidad de mejorar varios me´todos descritos en la literatura.
• La posibilidad de innovar desarrollando nuevas estrategias de visualizacio´n.
De esta manera, se ha hecho hincapie´ en desarrollar te´cnicas generalmente
no utilizadas con anterioridad en un intento por superar limitaciones de varios
me´todos descritos en la literatura. En concreto, se propone abordar las siguientes
estrategias:
• Interpolacio´n o proyeccio´n eficaz y robusta de los datos sobre un mapa o
espacio de observacio´n continuo.
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• Superposicio´n de ima´genes monocroma´ticas para crear ima´genes coloreadas
ma´s completas y robustas.
• Contraccio´n eficiente de neuronas basada en algoritmos auto-organizativos.
• Visualizacio´n expl´ıcita sobre el mapa de grafos que conectan vectores de
referencia pro´ximos en el espacio de los datos.
1.5. Organizacio´n de la Tesis
Los primeros cap´ıtulos de esta tesis proporcionan una base esencial y un re-
sumen del trabajo relacionado con el AED y los MAO.
2. Revisio´n del campo del AED. Se introduce su filosof´ıa y relacio´n con otros
campos, y se lleva a cabo una recopilacio´n de me´todos de ana´lisis explora-
torio multivariante, haciendo hincapie´ en me´todos gra´ficos.
3. Revisio´n de MAO. El cap´ıtulo repasa brevemente conceptos generales de
RNA para posteriormente abordar los MAO en detalle (algoritmos, aspectos
relevantes para su empleo correcto, variantes, etc.).
El resto de la tesis esta´ relacionada con los nuevos me´todos de visualizacio´n de
MAO fruto de la labor de investigacio´n llevada a cabo:
4. Introduccio´n a los conjuntos de datos utilizadas en los diversos ejemplos y
experimentos.
5. Recopilacio´n y ana´lisis de las te´cnicas de visualizacio´n de MAO ma´s rele-
vantes de la literatura.
6. Nuevas te´cnicas de visualizacio´n de MAO. Este cap´ıtulo representa el tra-
bajo innovador llevado a cabo. Describe varios nuevos me´todos de visuali-
zacio´n de MAO que complementan o sustituyen a los me´todos anteriores,
exponiendo su filosof´ıa, disen˜o, implementacio´n y resultados.
7. El u´ltimo cap´ıtulo describe las principales conclusiones, aportaciones y
l´ıneas futuras de esta tesis.
Finalmente, el Ape´ndice recoge varias listas de s´ımbolos, acro´nimos y te´rminos





Dada la funcio´n principal de los MAO, que es analizar distribuciones multiva-
riantes, e´stos resultan ser herramientas muy indicadas para llevar a cabo ana´lisis
exploratorio de datos (AED). Este cap´ıtulo presenta varias definiciones y con-
ceptos generales sobre el AED, su relacio´n con los me´todos estad´ısticos cla´sicos
de ana´lisis y visualizacio´n, su papel dentro del marco de la miner´ıa de datos,
una revisio´n de la teor´ıa relacionada con la visualizacio´n de datos, y una amplia
coleccio´n de te´cnicas que pueden servir para realizar dicho AED.
2.1. Definiciones y Conceptos Generales
El AED [Tuk77] se refiere a una tradicio´n espec´ıfica de ana´lisis de datos cuya
ra´ız se encuentra en el trabajo pionero John Tukey y sus colegas a mediados
de los an˜os sesenta. Puede ser definido como una disciplina cuyo objetivo es la
formacio´n de visiones globales simplificadas, generalmente de cara´cter gra´fico, de
conjuntos de datos. Es una actitud, enfoque o filosof´ıa para el ana´lisis de datos
en la que se persigue [FH02]:
• Maximizar el conocimiento sobre un conjunto de datos.
• Desvelar su estructura fundamental.
• Extraer variables importantes.
• Detectar anomal´ıas o datos at´ıpicos.
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• Probar supuestos.
• Desarrollar modelos parsimoniosos.
• Determinar grupos de factores o´ptimos.
El AED esta´ relacionado con los me´todos gra´ficos estad´ısticos, los cuales
reu´nen un conjunto de te´cnicas centradas en visualizar un determinado aspecto
caracter´ıstico de los datos. Sin embargo, e´ste es ma´s amplio y debe ser entendi-
do, no como un conjunto de te´cnicas, sino como una filosof´ıa relativa al modo
de inspeccionar un conjunto de datos, definir que´ se busca, co´mo buscar y co´mo
interpretar. La idea principal es proporcionar al analista un apoyo visual para ex-
plorar, intentando que los datos desvelen sus secretos estructurales, y descubrir, a
veces de forma inesperada, nueva informacio´n sobre ellos [FH02]. Desde un punto
de vista cognitivo, se sigue una filosof´ıa en la que “una imagen vale ma´s que mil
palabras”, ya que resulta ma´s sencillo detectar patrones en datos inspeccionan-
do una imagen que examinando una lista nume´rica [Yu01]. En combinacio´n con
nuestras capacidades naturales de clasificacio´n y discriminacio´n, las ima´genes o
gra´ficas nos proporcionan una potencia extraordinaria para examinar datos.
En un t´ıpico proceso de AED, muchas variables son consideradas y com-
paradas, utilizando diferentes te´cnicas en la bu´squeda de patrones sistema´ticos
[Sta03a]. Tukey utiliza frecuentemente la meta´fora del “detective” para referirse
al papel del analista [Tuk77], que es explorar los datos de tantas maneras como
sea posible hasta que una “historia” plausible de los datos emerja [Beh97, Yu01].
El enfoque puede resumirse con la siguiente frase: “mirar los datos para ver lo
que parecen decirnos”, y donde “las te´cnicas deben generar ima´genes cuyo valor
ma´s importante sea forzarnos a percibir lo que nunca espera´bamos ver” [Tuk77].
Por otro lado, Tukey insiste en la idea de que un ana´lisis estad´ıstico (ana´lisis
confirmatorio de datos) debe ser complementado con un ana´lisis visual (AED).
Por otra parte, Velleman y Hoaglin [VH81], sugieren los siguientes elementos
generales del AED, tambie´n resumidos y desarrollados en [Beh97, Yu01]:
• Visualizacio´n de Datos. Se trata de utilizar te´cnicas gra´ficas para profundi-
zar en el conocimiento de los datos. Este punto es desarrollado en la Seccio´n
2.4.
• Ana´lisis de residuales. Un examen de la desviacio´n los datos con respecto a
un modelo propuesto, para comprobar si e´ste es adecuado.
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• Transformacio´n y re-expresio´n de los datos. Los tres objetivos principales
a la hora de transformar los datos son: normalizar la distribucio´n, ya que
datos no-normales violan los supuestos de tests parame´tricos; estabilizar las
varianzas, datos con varianzas desiguales ocasionan diversos problemas a los
me´todos de visualizacio´n, clasificacio´n y tests parame´tricos; y linealizacio´n
de la tendencia, para permitir ana´lisis como el de regresio´n, el cual requiere
el supuesto de linealidad.
• Robustez de los procedimientos. Por ejemplo, los tests parame´tricos esta´n
basados en la estimacio´n de la media, que es sensible a datos at´ıpicos. El
AED utiliza estimadores robustos o “resistentes” como la mediana u otros.
2.2. Relacio´n del AED con Te´cnicas Estad´ısti-
cas
Las te´cnicas tradicionales de ana´lisis de datos facilitan interpretaciones u´ti-
les de e´stos y pueden ayudar a comprender los procesos detra´s de ellos. E´stas
son utilizadas extensamente para resolver problemas pra´cticos y esta´n orientadas
principalmente hacia la extraccio´n de caracter´ısticas estad´ısticas y cuantitativas.
Entre e´stas se encuentran te´cnicas de ana´lisis de regresio´n, ana´lisis de clusters,
taxonomı´as nume´ricas, ana´lisis multidimensional, me´todos estad´ısticos multiva-
riantes, modelos estoca´sticos, ana´lisis de series temporales, te´cnicas de estimacio´n
no-lineales, RNA y otras.
Dentro del marco del AED se pueden ubicar las te´cnicas cla´sicas de visualiza-
cio´n estad´ıstica, adema´s de otras te´cnicas cuantitativas y gra´ficas. La visualizacio´n
estad´ıstica se ocupa de los fundamentos, investigacio´n, desarrollo y aplicacio´n de
me´todos gra´ficos para el ana´lisis de datos. Ello incluye aspectos estad´ısticos, cog-
nitivos, informa´ticos y de disen˜o entre otros [Led02]. La visualizacio´n estad´ıstica
puede ser incluida tambie´n dentro del campo ma´s general de la visualizacio´n
cient´ıfica, ve´ase la Seccio´n 2.4.1.
La diferencia principal entre el AED y los me´todos cla´sicos (estad´ısticos) de
ana´lisis de datos radica en el orden en el que se lleva a cabo dicho ana´lisis de datos
y la creacio´n de un modelo de e´stos, ve´ase la Figura 2.1. El AED primero analiza
los datos para posteriormente crear un modelo, mientras que las te´cnicas cla´sicas
primero imponen un modelo (lineal, normal, etc.) para posteriormente analizar
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Figura 2.1: Secuencia de etapas del ana´lisis cla´sico y exploratorio.
dichos datos. Por tanto, en el ana´lisis cla´sico la recoleccio´n de datos es seguida de
la imposicio´n de un modelo, el ana´lisis, la estimacio´n y las pruebas posteriores que
se centran en los para´metros del modelo. En el AED, despue´s de la recoleccio´n
de datos se realiza un ana´lisis con el propo´sito de inferir un modelo apropiado
[FH02]. De esta manera, en lugar de verificar hipo´tesis a priori sobre las relaciones
entre las variables, el AED es aplicado para identificar relaciones sistema´ticas
entre las variables, teniendo en cuenta que no hay informacio´n completa a priori
sobre la naturaleza de dichas relaciones [Sta03a]. El AED hace e´nfasis en buscar
estructuras inesperadas y desarrollar descripciones “ricas” mediante resu´menes
gra´ficos, estad´ısticos robustos e indicadores de ajuste de modelos. En los me´todos
tradicionales de ana´lisis confirmatorio se asume una estructura subyacente de los
datos y se procede con la inferencia sobre la base de supuestos como normalidad,
homogeneidad e independencia [YB95].
Las diferencias ma´s significativas entre el AED y el ana´lisis cla´sico de datos
son las siguientes [FH02]:
• Modelo. El AED no impone un modelo determinista ni probabil´ıstico sobre
los datos, permitiendo que los propios datos sugieran modelos admisibles
que se ajusten mejor a su distribucio´n.
• Enfoque. En el ana´lisis cla´sico el enfoque se centra en la estimacio´n de los
para´metros del modelo y en la prediccio´n de valores a partir del modelo. El
AED se centra en la estructura, datos at´ıpicos y modelos sugeridos por los
propios datos. Cabe destacar que muchos me´todos cla´sicos de ana´lisis mul-
tivariante esta´n basados u´nicamente en la estructura de correlaciones del
conjunto de datos, por lo que son inadecuados para tratar clusters, datos
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at´ıpicos u otras estructuras. En estas situaciones es conveniente utilizar los
me´todos de AED, en los cuales la “estructura” puede ser definida pra´ctica-
mente como uno desee [Nas92].
• Te´cnicas. Las te´cnicas cla´sicas son de naturaleza cuantitativa. E´stas inclu-
yen te´cnicas de ana´lisis de la varianza, pruebas T, pruebas chi-cuadrado
y pruebas F. Las te´cnicas empleadas para realizar AED son generalmente
gra´ficas, incluyendo te´cnicas de visualizacio´n estad´ıstica cla´sicas (histogra-
mas, diagramas de dispersio´n, diagramas de cajas, matrices de dispersio´n,
etc.), y otras te´cnicas de visualizacio´n multivariante (te´cnicas de clasifi-
cacio´n o clustering, te´cnicas basadas en proyecciones, etc.). Una amplia
descripcio´n de estas te´cnicas es presentada en la Seccio´n 2.5.
• Rigor. Las te´cnicas cla´sicas dan un soporte probabil´ıstico a la ciencia e in-
genier´ıa, son rigurosas, formales y objetivas. Las gra´ficas estad´ısticas deben
comunicar ideas sobre los datos con precisio´n, claridad y eficiencia. Se de-
ben evitar ima´genes que distorsionen los datos y dificulten su comprensio´n
y comparacio´n [Fri03]. Por el contrario, las te´cnicas de AED son subjetivas
y su interpretacio´n puede variar de un analista a otro, aunque analistas
experimentados suelen llegar a las mismas conclusiones. La carencia de ri-
gor es contrarrestada con las capacidades de sugerencia, indicacio´n y visio´n
sobre el modelo adecuado que debe ser empleado.
• Tratamiento de Datos. Las te´cnicas cla´sicas resumen los datos en un nu´me-
ro reducido de “estimaciones”. Aunque estos valores se centran en aspectos
importantes de los datos, en este “filtrado” se produce una pe´rdida de in-
formacio´n. El enfoque del AED puede utilizar y mostrar todos los datos de
la distribucio´n sin pe´rdida de informacio´n.
• Supuestos. La validez de las conclusiones cient´ıficas esta´ intr´ınsecamente
ligada a la validez de los supuestos subyacentes al realizar un ana´lisis cla´sico.
Si e´stos son desconocidos o no han sido probados se pone en duda la validez
de las conclusiones. Por el contrario, las te´cnicas de AED hacen muy pocos
o ningu´n supuesto y presentan todos los datos tal y como son.
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2.3. AED y Miner´ıa de Datos
La miner´ıa de datos es un proceso anal´ıtico disen˜ado para explorar datos, ge-
neralmente gran cantidad de ellos, en busca de patrones consistentes, tendencias
y/o relaciones sistema´ticas entre variables, para despue´s validar lo descubierto
aplicando los patrones detectados a nuevos conjuntos de datos [Sta03a]. La mi-
ner´ıa de datos puede ser considerada un h´ıbrido de la estad´ıstica, la IA y la
investigacio´n de bases de datos [Pre96]. Su objetivo es encontrar respuestas a
ciertas preguntas a partir de un conjunto de datos, lo cual es un tema de inves-
tigacio´n con profundas ra´ıces en estad´ıstica. Sin embargo, en la u´ltima de´cada se
ha establecido como un a´rea independiente de investigacio´n. De hecho, el te´rmino
miner´ıa de datos ten´ıa un significado negativo en el pasado, al referirse al peligro
de encontrar patrones incluso cuando e´stos no existen [Ves00].
La miner´ıa de datos puede ser englobada en el marco superior del descubri-
miento de conocimiento en bases de datos, cuyo propo´sito es encontrar nuevo
conocimiento en bases de datos de dimensio´n, taman˜o o complejidad demasiado
elevados para un ana´lisis manual. Se trata de un proceso interactivo que puede
utilizar te´cnicas de AED y que requiere la intuicio´n y el conocimiento de fon-
do de expertos, junto con la eficiencia computacional de la tecnolog´ıa informa´tica
moderna [Ves00]. Este campo hace e´nfasis en todo el proceso interactivo de descu-
brimiento de conocimiento, nuevos patrones o estructuras en los datos. El proceso
consta de varios pasos, desde especificar los objetivos hasta evaluar los resultados,
y posiblemente reformular los objetivos en funcio´n de los resultados. La miner´ıa
de datos es una de estas etapas, en la que en funcio´n de sus objetivos, caben
herramientas de otras disciplinas como el reconocimiento de patrones, aprendiza-
je automa´tico, ana´lisis multivariante y el citado AED, entre otras [Kas97].
Dada su reciente aparicio´n y desarrollo, existen varias definiciones relativas al
te´rmino miner´ıa de datos dependiendo de su propo´sito. Si e´ste es el descubrimien-
to de conocimiento, dicho conocimiento debe ser representado simbo´licamente en
un lenguaje formal, debe ser comprensible para seres humanos y debe servir co-
mo apoyo a los sistemas basados en conocimiento. En este sentido, una cuestio´n
fundamental es la transicio´n de los datos al conocimiento o “conversio´n de conoci-
miento”. E´sta es omitida en muchas aplicaciones comerciales de miner´ıa de datos,
las cuales utilizan herramientas estad´ısticas con “adornadas” interfaces visuales
[Ult99].
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Aunque siempre existe una medida de incertidumbre en los resultados de algo-
ritmos de descubrimiento de conocimiento, e´stos parecen adecuados en un marco
de AED [Hea96]. Rec´ıprocamente, las te´cnicas de descubrimiento de conocimien-
to pueden mejorar el ana´lisis de datos multidimensionales. En este sentido se
situar´ıan entre la herramienta de visualizacio´n y el conjunto de datos, actuando
de filtro para remarcar o comprimir regiones de intere´s de los datos. Varias de
e´stas te´cnicas pueden ser aplicadas conjuntamente y pueden mejorar el proceso
de visualizacio´n de las siguientes maneras [Hea96]:
• Reduciendo la cantidad de datos a visualizar, mediante agrupacio´n o clasi-
ficacio´n, ignorando grupos que no contribuyen a la relacio´n investigada.
• Reduciendo la cantidad de atributos de cada elemento, ignorando atribu-
tos independientes de la relacio´n investigada, descubriendo clasificaciones
que reemplacen dimensiones multiples de los datos o eliminando atributos
redundantes.
• Mostrando la estructura del conjunto de datos.
• Comprimiendo datos variantes en el tiempo en el eje temporal, lo cual reduce
la cantidad de datos a visualizar.
• Encontrando y visualizando tendencias o relaciones previamente descono-
cidas entre los elementos del conjunto de datos.
Por otro lado, el propo´sito principal de la miner´ıa de datos puede ser la pre-
diccio´n, en cuyo caso el proceso puede ser dividido en las tres siguientes fases
[Sta03a]:
1. Exploracio´n. Esta etapa suele comenzar por una preparacio´n de los datos
que puede involucrar una “limpieza”, transformacio´n y seleccio´n de subcon-
juntos de los datos, adema´s de una seleccio´n preliminar de las variables a
tratar. Posteriormente, dependiendo de la naturaleza del problema el pro-
ceso puede involucrar desde te´cnicas estad´ısticas sencillas hasta ana´lisis ex-
ploratorios ma´s sofisticados utilizando la gran variedad de te´cnicas gra´ficas
y estad´ısticas asociadas al AED.
2. Construccio´n de modelos y validacio´n. En esta etapa se trata de considerar
varios modelos y elegir el mejor en funcio´n de su comportamiento predictivo.
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Figura 2.2: CRISP-DM : modelo de proceso esta´ndar para la miner´ıa de datos.
3. Implantacio´n. En la que el mejor modelo de la etapa anterior es utilizado
y aplicado a nuevos datos con el objetivo de generar nuevas predicciones o
estimaciones.
Para facilitar el proceso de la miner´ıa de datos varios modelos han sido propuestos
para formalizarlo. Destaca el modelo CRoss Industry Standard Process model for
Data Mining (CRISP-DM) [CCK+99], creado a mediados de los noventa por un
consorcio europeo de compan˜´ıas, para servir como esta´ndar para el proceso. Se
trata de definir la miner´ıa de datos como un proceso c´ıclico, ilustrado en la Figura
2.2, que consta de las siguientes etapas: entendimiento del negocio, entendimiento
de los datos, preparacio´n de los datos, modelado, evaluacio´n e implantacio´n. Los
bucles son implementados ya que el proceso puede producir nueva informacio´n
en cada iteracio´n que vaya mejora´ndolo [Ves00].
La miner´ıa de datos sigue estando basada en los principios conceptuales de
la estad´ıstica, incluyendo el AED y el modelado, y comparte con ellos algunos
componentes de sus te´cnicas espec´ıficas y enfoques generales. Como se ha visto
anteriormente, en las primeras fases de un proceso de miner´ıa de datos suele lle-
varse a cabo un AED. Sin embargo, existe una importante diferencia general en
el propo´sito y enfoque entre el AED y la miner´ıa de datos. Esta u´ltima esta´ ma´s
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orientada hacia aplicaciones que hacia la naturaleza subyacente de los feno´me-
nos. En otras palabras, la miner´ıa de datos se preocupa menos en identificar las
relaciones espec´ıficas entre las variables, centra´ndose en producir soluciones que
puedan generar predicciones u´tiles. De esta manera, acepta enfoques de tipo “ca-
ja negra”, como ciertos tipos de RNA que generan predicciones va´lidas aunque
son incapaces de describir la naturaleza espec´ıfica de las interrelaciones entre las
variables sobre las cuales se basan las predicciones [Sta03a].
2.4. Visualizacio´n de Datos
Las te´cnicas modernas de AED hacen uso de ima´genes generadas por me´todos
computacionales. Para que e´stas resulten u´tiles, deben tenerse en cuenta ciertos
aspectos teo´ricos sobre visualizacio´n de datos, los cuales son introducidos breve-
mente en este apartado.
2.4.1. Visualizacio´n cient´ıfica
La visualizacio´n cient´ıfica puede ser definida como “el proceso de explorar
o mostrar datos de manera que se construya una analog´ıa con el mundo f´ısico
para servir al usuario de conocimiento y aprendizaje” [YB95]. El te´rmino fue
introducido en un informe de un tribunal de la National Science Foundation
en 1987 sobre la aplicacio´n de te´cnicas informa´ticas a problemas de ana´lisis de
datos [MDB87]. El tribunal predijo que las te´cnicas de visualizacio´n cient´ıfica
podr´ıan ser u´tiles para comprender la evolucio´n de modelos computacionales,
para ajustar ciclos de disen˜o, para integrar herramientas de hardware y software,
y para estandarizar interfaces gra´ficas de usuario. La capacidad para visualizar
simulaciones y computaciones complejas es absolutamente esencial para asegurar
la integridad del ana´lisis, profundizar en su comprensio´n, y poder divulgarlo. Por
otro lado, como alternativa a los nu´meros las ima´genes resultan ser una posibilidad
cognitiva y una realidad te´cnica, por lo que se afirmo´ que de manera significativa
ma´s complejidad puede ser comprendida mediante te´cnicas de visualizacio´n en
computacio´n cient´ıfica que mediante te´cnicas cla´sicas [MDB87]. El tribunal hizo
e´nfasis en una serie de objetivos de investigacio´n, en concreto, la visualizacio´n
[Hea96]:
• Debe ser un campo interdisciplinario en el se deben combinar resultados de
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investigacio´n en informa´tica, gra´ficas por computador, tratamiento de sen˜al
y de ima´genes, psicolog´ıa, artes visuales, disen˜o asistido por computador,
interfaces de usuario, etc.
• Debe referirse a un modo inteligente de mostrar los datos y a un modo
inteligente de gestio´n del conjunto de datos subyacente.
• No debe ser complicada para que sea u´til.
• Debe ser llevada a cabo de forma interactiva mientras los datos son gene-
rados.
Para el tribunal, “la visualizacio´n ofrece un me´todo para ver lo no visto, enri-
quece el proceso de descubrimiento cient´ıfico y fomenta profundas e inesperadas
visiones” [MDB87]. Dado que ma´s del 50 % de las neuronas del cerebro esta´n
asociadas a la visio´n, McCormick y sus colegas sugirieron que la visio´n huma-
na ser´ıa el me´todo ma´s eficaz para tratar grandes volu´menes de datos [Bre03].
Desde entonces, fabricantes de hardware y software han invertido recursos para
mejorar las capacidades de los gra´ficos por computador. La incorporacio´n de la
informa´tica permite adema´s interaccio´n por parte del usuario, visualizacio´n de
resultados en tiempo real y generacio´n de gra´ficos dina´micos. Esto confiere a las
te´cnicas mayor capacidad para transmitir informacio´n y mayores prestaciones en
situacio´n de ana´lisis exploratorio multivariante [Led02]. Estos desarrollos pueden
ser vistos como una extensio´n lo´gica del trabajo de Tukey [Yu95].
Miembros de un tribunal similar al anterior notaron que la demanda de una vi-
sualizacio´n basada en computadoras surgio´ de la necesidad de analizar conjuntos
de datos cada vez ma´s extensos y complejos [WF88]. La visualizacio´n cient´ıfica
ha crecido notablemente en los u´ltimos an˜os como resultado directo de la canti-
dad enorme de datos que esta´ siendo generada. Nuevas te´cnicas de visualizacio´n
necesitan ser desarrolladas para hacer frente a este torrente de informacio´n si
los usuarios esperan analizar incluso una pequen˜a fraccio´n de sus repositorios de
datos [Hea96].
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Figura 2.3: Proceso de visualizacio´n.
2.4.2. Aspectos perceptivos y anal´ıticos
2.4.2.1. Visualizacio´n = algoritmos + percepcio´n
Una verdadera ciencia de visualizacio´n de datos requiere tanto una teor´ıa de
percepcio´n como de te´cnicas gra´ficas por computador. Los disen˜adores de herra-
mientas de visualizacio´n han prestado relativamente poca atencio´n a aspectos
perceptivos, a pesar de que conocimiento sobre la percepcio´n y fisiolog´ıa visual
humana puede conducir a visualizaciones ma´s efectivas [Gre98].
La transformacio´n de nu´meros a conocimiento requiere dos fases, ve´ase la
Figura 2.3. La primera emplea un algoritmo para generar una imagen, mientras
que la segunda transforma el contenido de la imagen a conocimiento basa´ndose en
tareas perceptivas y cognitivas. La literatura de investigacio´n sobre visualizacio´n y
gra´ficos suele estar escrita por informa´ticos quienes describen nuevas te´cnicas para
generar ima´genes, muchas veces ignorando la segunda fase al no emplear modelos
expl´ıcitos de percepcio´n, basa´ndose u´nicamente en su intuicio´n e introspeccio´n
[Gre98]. La mayor´ıa de me´todos de visualizacio´n de AED, en efecto, no tiene en
cuenta dichos aspectos de percepcio´n y cognicio´n. En esta tesis, los algoritmos
propuestos constan generalmente de dos fases: una anal´ıtica o algor´ıtmica, con
cierta independencia de los factores de percepcio´n; y otra de visualizacio´n, en la
que se ha procurado facilitar la extraccio´n de conocimiento en funcio´n de dichos
factores, especialmente a la hora de emplear colores y tonos de gris.
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Investigadores en psicolog´ıa y visio´n han trabajado para explicar como el siste-
ma visual humano analiza ima´genes. La codificacio´n visual de informacio´n gra´fica
involucra tareas gra´ficas de percepcio´n (procesado “preatento”) y cognicio´n (pro-
cesado “atento”). La diferencia entre estas dos radica en el nivel mental en el
que ocurren. La percepcio´n puede ser llevada a cabo mediante un simple vistazo,
donde ciertas caracter´ısticas son detectadas inmediatamente por el sistema visual
(juicio del a´ngulo, a´rea, matiz del color, saturacio´n del color, densidad, distan-
cia, pendiente, etc.). Por otro lado, las tareas cognitivas requieren el estudio de
la gra´fica un cierto periodo de tiempo e involucran ca´lculos mentales. Aunque
fuera del alcance de esta tesis, se recomienda el estudio de la teor´ıa de imagen
de Bertin [Ber83], quiza´s el trabajo ma´s exhaustivo sobre teor´ıa perceptiva en
la literatura sobre visualizacio´n [Gre98]. El intere´s de Bertin se centra en crear
buenas visualizaciones de datos multidimensionales. Ba´sicamente, su teor´ıa de
percepcio´n gra´fica consiste en la descomposicio´n de una imagen en un conjunto
de componentes primitivos y la especificacio´n de una serie de procedimientos que
combinan dichos componentes para crear buenas visualizaciones [Gre98]. Sin em-
bargo, con respecto al AED, las teor´ıas sobre formatos gra´ficos suelen centrarse
en la presentacio´n gra´fica con el fin de comunicar un resultado del ana´lisis, y no
en la visualizacio´n de datos como un proceso de descubrimiento [Yu95].
2.4.2.2. Visualizacio´n multidimensional
Las caracter´ısticas perceptivas pueden ser utilizadas para realzar caracter´ısti-
cas importantes en las ima´genes [Hea96]. Bajo el contexto de la visualizacio´n
multidimensional, experimentos en psicolog´ıa han utilizado estas caracter´ısticas
para llevar a cabo las siguientes tareas relacionadas con un ra´pido y preciso AED
[Hea96]:
• Deteccio´n de objetivo. Deteccio´n de la presencia o ausencia de un elemento
objetivo en la imagen.
• Deteccio´n de bordes. Identificacio´n de las fronteras entre grupos de elemen-
tos o clusters, donde los elementos de un grupo comparten propiedades en
comu´n.
• Rastreo de regiones. Localizacio´n de grupos de elementos con una propiedad
en comu´n mientras se mueven a trave´s del tiempo y/o del espacio.
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Figura 2.4: Visualizacio´n de datos 5–dimensionales utilizando dos dimensiones espaciales y tres
basadas en co´digos de colores.
• Estimacio´n y Cuantificacio´n. Estimacio´n del nu´mero o porcentaje de ele-
mentos visualizados con una determinada caracter´ıstica.
De esta manera, es posible identificar a´reas que puedan beneficiarse de una in-
vestigacio´n posterior ma´s detallada.
Con respecto a la visualizacio´n multidimensional, el ser humano puede perci-
bir valores de datos de dos variables representadas en ejes espaciales, sin embargo,
tiene problemas con dimensiones ma´s elevadas. Dada la bidimensionalidad de las
ima´genes representadas en los medios que ofrece la tecnolog´ıa actual, las te´cnicas
de visualizacio´n multidimensional deben representar de alguna manera dimensio-
nes superiores mediante caracter´ısticas no espaciales. Por ejemplo (ve´ase la Figura
2.4), datos 5–dimensionales pueden ser representados de la siguiente manera: las
dos primeras componentes en un plano y las otras tres mediante las componentes
del modelo de color RGB: rojo, verde y azul. Parece claro que el ser humano
percibe datos codificados en dimensiones espaciales mucho ma´s fa´cilmente que en
no-espaciales. Esto puede ser debido a las dos dimensiones espaciales representa-
das en la imagen de la retina, e incluso a un tratamiento especial de e´stas en el
cerebro, en perjuicio de las no espaciales. La tercera dimensio´n de profundidad
espacial se puede an˜adir aunque su utilidad parece limitada [Gre98].
Por otro lado, varios me´todos de visualizacio´n multidimensional introducen
un componente de subjetividad. En estos casos, es necesario que varias personas
colaboren a la hora de realizar los ana´lisis. Por otro lado, para medir la efectividad
y rendimiento de un me´todo determinado de visualizacio´n, e´ste debe ser analizado
con numerosas distribuciones de datos y por varios analistas.
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Uno de los problemas que puede afectar a la visualizacio´n y que esta´ relacio-
nado en general con los conjuntos de datos multidimensionales es la denominada
“maldicio´n de la dimensionalidad”. Se trata del hecho de que la mayor parte del
espacio multidimensional esta´ vac´ıo, incluso cuando la cardinalidad de los datos
es considerable. Algunas te´cnicas estad´ısticas presentan limitaciones causadas por
esta demanda de datos, que crece exponencialmente con la dimensio´n del espacio
de los datos. Por fortuna, existen te´cnicas de proyeccio´n capaces de evitar este
problema [SSS88].
2.4.2.3. Color
Aunque existen diversas caracter´ısticas no-espaciales que pueden ser utiliza-
das para proporcionar ma´s informacio´n a las ima´genes, como la orientacio´n o la
textura de los elementos mostrados, este apartado se centra en el color, dados los
trabajos presentados en esta tesis.
El uso del color en gra´ficos estad´ısticos ha sido poco frecuente hasta hace poco
debido a la carencia de software y hardware orientado a la produccio´n de e´ste
[YB95]. Sin embargo, la tecnolog´ıa reciente facilita el uso del color y mejora varios
me´todos de AED, ya que e´ste proporciona mayor informacio´n al usuario. De esta
manera, el color es una caracter´ıstica visual a destacar que cada vez se hace ma´s
popular. En las u´ltimas de´cadas, ha habido un incremento del uso del color, el cual
ya no es considerado como una mera extensio´n de una escala de grises, sino que es
visto como un elemento clave en los sistemas de tratamiento de imagen y v´ıdeo. El
color juega un papel cada vez ma´s importante en sistemas de reconocimiento de
patrones y segmentacio´n de ima´genes. Los informa´ticos usan modelos de color,
generalmente tridimensionales, para describir los diferentes colores. Entre ellos
destacan el RGB (para monitores de color), CMY (para impresoras de color),
YIQ (para sen˜al de televisio´n por color), HSV, CIEXYZ, CIELUV, CIELab y
Munsell, ve´anse [Rus95, HE96, Cas96, Fai98].
Desafortunadamente, la eleccio´n de los colores para visualizacio´n de datos es
complicada, dado que varios factores diferentes pueden afectar las interacciones
que ocurren entre los colores. Por otro lado, el uso de demasiados colores puede
complicar la interpretacio´n y comprensio´n de las ima´genes y por tanto de los
datos. En [Hea96] se describe un extenso estudio y recopilacio´n sobre la aplicacio´n
de colores para analizar distribuciones de datos. La cuestio´n principal a la hora
de emplear color es seleccionar colores efectivos que proporcionen una buena
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discriminacio´n entre los datos en la tarea de visualizacio´n, por lo que es necesario
dar respuesta a las siguientes preguntas:
• ¿Co´mo se puede identificar de forma ra´pida y precisa un elemento individual
“objetivo” mediante el color?
• ¿Que´ factores determinan si el color de un elemento “objetivo” a buscar
lo hace ma´s fa´cil de encontrar en relacio´n a los colores de otros elementos
“no-objetivos”?
• ¿Cua´ntos colores pueden ser representados a la vez para poder seguir iden-
tificando elementos “objetivo” de forma ra´pida y precisa?
Healey identifica tres factores separados que pueden ser utilizados para medir la
efectividad de un conjunto de colores para representar datos durante la visuali-
zacio´n cient´ıfica:
• Distancia entre colores: diferencias entre colores, medidas en un modelo de
color perceptivamente equilibrado.
• Separacio´n lineal: capacidad de separar linealmente objetivos de los no-
objetivos en el modelo de color utilizado.
• Categor´ıas de colores: regiones nombradas ocupadas por objetivos como por
no-objetivos.
Dados los algoritmos presentados en esta tesis, nuestro intere´s se centra princi-
palmente en obtener control sobre las diferencias entre los colores. La solucio´n
ma´s comu´n es la de utilizar un modelo o espacio perceptivamente equilibrado o
uniforme como el CIELUV, CIELab, Munsell u otros. En estos espacios, ideal-
mente, la diferencia relativa entre pares de valores deben ser mostrados con la
misma diferencia relativa de percepcio´n del color [Hea96, HE96]. En otras pala-
bras, estos espacios esta´n definidos de tal manera que las diferencias perceptivas
entre los colores correspondan a su distancia Eucl´ıdea en el espacio de la mejor
manera posible, al menos cuando las diferencias entre los colores son pequen˜as
[KVK00]. Desafortunadamente, fijar la distancia entre los colores a un valor cons-
tante no garantiza que cada color vaya a resultar igual de fa´cil de detectar, debido
a diversos factores, como por ejemplo, el contraste simulta´neo [Hea96].
Lo que habitualmente llamamos color en realidad es nuestra percepcio´n sub-
jetiva de ondas de luz de una delgada banda de frecuencias dentro del espectro
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electromagne´tico. Dicha subjetividad supone que las ima´genes y me´todos de vi-
sualizacio´n basados en el color sean dependientes del analista. Un problema si-
milar relacionado con el uso del color en visualizacio´n por computador radica en
la dependencia del dispositivo de salida. El modelo de color RGB es el utilizado
por la mayor´ıa de monitores de tubo de rayos cato´dicos en los que se mezclan
diferentes cantidades de rojo, verde y azul para producir diferentes colores, los
cuales dependen de las caracter´ısticas f´ısicas del monitor. Este problema se ex-
tiende tambie´n a otros dispositivos de salida como impresoras y a otros modelos
de colores.
2.4.2.4. Marco de alineacio´n
Es comu´nmente aceptado que no todas las te´cnicas y formatos gra´ficos pue-
den ser aplicados apropiadamente en todas las situaciones. El te´rmino marco de
alineacio´n, aparece en la tesis de Yu [Yu95], y esta´ basado en la idea de que una
visualizacio´n de datos efectiva debe ser resultado de una combinacio´n apropiada
de te´cnica gra´fica, objetivo de investigacio´n y tipo de datos. A pesar de que Yu
hace referencia a te´cnicas de AED cla´sicas, un ana´lisis de estos tres aspectos pro-
porciona un buen punto de partida a la hora de escoger y aplicar una adecuada
te´cnica de AED. A continuacio´n se describen estos aspectos [Yu95]:
• Taxonomı´a de te´cnicas gra´ficas de visualizacio´n. La complejidad del gra´fico
viene determinada por las siguientes caracter´ısticas:
Dimensio´n de los datos. Es el nu´mero de variables de los datos. Los
gra´ficos sera´n unidimensionales, bidimensionales, tridimensionales o
multidimensionales, requiriendo mayor complejidad a medida que aumen-
ta la dimensio´n. E´sta puede ser disminuida mediante te´cnicas de reduc-
cio´n de la dimensio´n (proyecciones lineales o no-lineales) o mediante
te´cnicas de integracio´n de la dimensio´n, que no suprimen dimensio-
nes y visualizan todas las variables mediante un so´lo objeto (caras de
Chernoff, iconos basados en estrellas, etc.), ve´ase la Seccio´n 2.5.2.2.
Resolucio´n. Se refiere al detalle de la visualizacio´n y hace referencia a
la proporcio´n de elementos originales frente a la de resu´menes o repre-
sentantes de e´stos. Cuando se necesita precisio´n, cuando el objetivo
es explorar los datos o cuando se desea detectar datos at´ıpicos, los
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analistas deben visualizar todos ellos. No obstante, en muchas situa-
ciones esto no es deseable por efectos como el ruido o por la propia
te´cnica, por ejemplo, en un simple histograma. Por otro lado, si se de-
sea examinar relaciones, se deben utilizar ambos tipos de te´cnicas de
visualizacio´n.





Examinar relaciones entre variables.
Comparar diferencias entre clases.
Observar procesos temporales.
• Tipos de datos. Existen por lo menos cuatro aspectos relevantes del tipo de
datos:
Origen. Datos de diferentes or´ıgenes pueden contener diferentes estruc-
turas inherentes.
Formato. Nominal, ordinal, intervalos, racionales, etc.
Complejidad. Determinada por la dimensio´n, el nu´mero de observacio-
nes y la estructura de los datos.
Distribucio´n. Normal, no-normal.
2.5. Me´todos de AED
Los me´todos de AED incluyen tanto te´cnicas simples estad´ısticas como te´cni-
cas exploratorias multivariantes ma´s sofisticadas disen˜adas para identificar pa-
trones en conjuntos de datos [Sta03a]. Las siguientes preguntas juegan un papel
central a la hora de aplicar un me´todo a un conjunto voluminoso de datos de
dimensio´n elevada [Kas97]:
• ¿Que´ tipo de estructuras puede desvelar el me´todo?
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• ¿Co´mo muestra las estructuras?
• ¿Reduce la dimensio´n de los datos?
• ¿Reduce la cantidad de datos?
Este apartado presenta un repaso breve a las te´cnicas estad´ısticas cla´sicas para
posteriormente hacer e´nfasis en varias te´cnicas populares de ana´lisis exploratorio
de datos multidimensionales, especialmente en me´todos que ilustren estructuras
en conjuntos de datos y relaciones multivariantes entre elementos o variables.
En general, los me´todos tratan los datos de entrada como vectores me´tricos y
pueden ser utilizados sin hacer ningu´n supuesto sobre su distribucio´n. El estudio
esta´ ma´s orientado hacia me´todos no-supervisados (en los que se asume que no
existe informacio´n a priori sobre la pertenencia de los datos a un conjunto de
clases, ni sobre el nu´mero total de e´stas). Por otro lado, cabe destacar que en apli-
caciones pra´cticas la seleccio´n y preprocesamiento de los datos puede ser incluso
ma´s importante que el me´todo de ana´lisis empleado [Kas97]. En efecto, la selec-
cio´n o extraccio´n de un conjunto apropiado de caracter´ısticas discriminantes es
crucial a la hora de analizar la distribucio´n o emplear algoritmos de clasificacio´n
y reconocimiento. En cuanto al preprocesamiento, se deben considerar cuestiones
como la eliminacio´n del ruido o la normalizacio´n de los datos. La normalizacio´n
llevada a cabo en esta tesis consiste en eliminar la media e igualar la varianza
de cada variable (igual a uno), para que todas ellas afecten de igual modo al
resultado.
2.5.1. Introduccio´n a las te´cnicas gra´ficas estad´ısticas tra-
dicionales
Las te´cnicas gra´ficas (estad´ısticas) empleadas en AED a menudo son bastante
simples y pueden ser clasificadas segu´n:
• La dimensio´n de los datos que tratan (unidimensionales, bidimensionales,
tridimensionales o multidimensionales).
• La capacidad del usuario para manipularlas (esta´ticas o dina´micas).
• El tipo de tratamiento de los datos [FH02]:
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Figura 2.6: Diagramas de cajas para 4 variables.
Representacio´n de los datos tal y como son. Por ejemplo, los diagra-
mas de dispersio´n (ve´ase la Figura 2.5), en los que se representa dos
variables de los datos, es decir, una simple proyeccio´n lineal al plano
definido por dichos componentes. Otras te´cnicas incluyen histogramas,
trazas de datos, gra´ficos de probabilidad, gra´ficos de puntos, gra´ficos
rotacionales tridimensionales, etc.
Representacio´n de simples estad´ısticas. Por ejemplo, representacio´n de
medias, desviaciones t´ıpicas, intervalos de confianza, o diagramas de
cajas (ve´ase la Figura 2.6), en los que se representa la mediana, el pri-
mer y tercer cuartil, los valores extremos o colas de las distribuciones,
y a veces otros elementos como los datos at´ıpicos.
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Figura 2.7: Matriz de dispersio´n de cuatro variables.
Gra´ficos que optimizan nuestras habilidades de reconocimiento de pa-
trones. En esta categor´ıa caben las te´cnicas de ana´lisis multivariante,
en las que se hace e´nfasis en este apartado. Algunos ejemplos son matri-
ces de dispersio´n (ve´ase la Figura 2.7), gra´ficos condicionados, gra´ficos
basados en iconos, regresio´n mu´ltiple, etc.
2.5.2. Te´cnicas gra´ficas estad´ısticas multidimensionales tra-
dicionales
2.5.2.1. Matrices de dispersio´n y brushing
Una de las te´cnicas de ana´lisis multivariante ma´s extendida consiste en la
inspeccio´n de matrices de dispersio´n, en las que se muestran diagramas de dis-
persio´n de las variables de los datos tomadas de par en par, organizados de forma
ana´loga a una matriz de correlacio´n o covarianza. Este tipo de gra´fico permite
encadenar los diferentes diagramas de dispersio´n, de tal manera que los efectos de
alterar una observacio´n o diagrama son apreciados tambie´n en el resto (insercio´n,
eliminacio´n, coloracio´n de datos, etc.).
Quiza´s la primera y ma´s popular te´cnica expl´ıcitamente identificada como
“gra´fica” de AED es el brushing. Es un me´todo interactivo que permite seleccionar
subconjuntos de datos e identificar sus caracter´ısticas, examinar sus efectos en
relaciones entre variables relevantes (por ejemplo, en matrices de dispersio´n), o
identificar datos at´ıpicos [Sta03c]. La Figura 2.7 muestra una matriz de dispersio´n
de cuatro variables en la que es posible apreciar dos grupos de datos claramente
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Figura 2.8: Iconos circulares.
diferenciados gracias a la aplicacio´n de colores.
2.5.2.2. Gra´ficos basados en iconos
Los gra´ficos basados en iconos pertenecen al grupo de te´cnicas de integra-
cio´n de la dimensio´n (ve´ase la Seccio´n 2.4.2.4), y permiten visualizar elementos
de dimensio´n elevada directamente, permitiendo que cada dimensio´n o variable
gobierne un determinado aspecto de la visualizacio´n, para posteriormente inte-
grar los resultados en una figura [Kas97]. En otras palabras, se trata de unidades
de observacio´n representadas como s´ımbolos multidimensionales. La idea general
detra´s de estos me´todos es aprovechar la capacidad del ser humano para detec-
tar “automa´ticamente” relaciones complejas entre mu´ltiples variables si e´stas son
consistentes en un conjunto de instancias o iconos. Ofrecen una potente te´cnica
exploratoria aunque su uso no es fa´cil [Sta03c]. Su mayor desventaja, en el marco
de la miner´ıa de datos, es que no reducen la cantidad de datos. Si el conjunto
de datos es voluminoso la representacio´n de todos los elementos separadamente
es incomprensible. Sin embargo, estos me´todos pueden ser u´tiles para ilustrar
resu´menes como vectores de referencia o centroides de clases [Kas97]. A conti-
nuacio´n se describe una taxonomı´a de gra´ficos basados en iconos [Sta03c]:
• Iconos circulares. Siguen un formato de rueda en el que una serie de radios,
asociados a cada una de las variables de los datos, emanan del centro de e´sta
de tal manera que los valores de las variables son representados por medio
de distancias en dichos radios. Destacan los iconos basados en estrellas,
iconos basados rayos solares e iconos basados en pol´ıgonos, ve´ase la Figura
2.8.
• Iconos secuenciales. Siguen un formato ma´s simple donde las variables son
representadas mediante una secuencia de s´ımbolos (ve´ase la Figura 2.9, en
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(a)
(b)
Figura 2.9: Iconos secuenciales de columnas (a) y sectores (b). Tomados de [Sta03c].
Figura 2.10: Caras de Chernoff. Tomados de [Sta03c].
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la que se representan 10 elementos de seis variables). Ejemplos incluyen
los diagramas de barras; iconos de columnas, l´ıneas y perfiles; diagramas o
iconos de sectores; o las curvas de Andrews [And72], en las que se utilizan
los valores de las variables como coeficientes de sen˜ales sinusoidales que
posteriormente son sumadas.
• Caras de Chernoff [Che73]. Es uno de los me´todos gra´ficos ma´s popula-
res. Cada dimensio´n determina el taman˜o, localizacio´n o forma de algu´n
componente de una caricatura facial. Por ejemplo, una variable puede estar
asociada a la anchura de la boca, otra a la separacio´n de los ojos, etc. La
Figura 2.10 muestra las caras de Chernoff para los mismos datos represen-
tados en la Figura 2.9. Aunque el me´todo puede revelar patrones ocultos de
interrelaciones entre las variables, resulta dif´ıcil de utilizar y requiere mucha
experimentacio´n a la hora de asignar cada variable a un determinado rasgo
facial [Sta03c].
2.5.3. Me´todos de clustering o cuantizacio´n vectorial
El objetivo de los me´todos de cuantizacio´n vectorial (CV) o clustering es
reducir la cantidad de datos mediante la categorizacio´n o agrupacio´n de datos
similares. Esta idea esta´ relacionada con el modo en el que los humanos tratamos
informacio´n, y una de las motivaciones para el uso de estos algoritmos es propor-
cionar herramientas que ayuden a construir estas categor´ıas y taxonomı´as. Estos
me´todos pueden ser utilizados tambie´n para minimizar los efectos humanos en el
proceso de agrupacio´n [Kas97].
La aplicacio´n ma´s extendida de los algoritmos de clustering es la clasificacio´n
no-supervisada, en la que un conjunto de datos es segmentado en una serie de
clases, Ck, k = 1, · · · , K, desconocidas a priori. Realizan una particio´n del espa-
cio de los datos en regiones asociadas a dichas clases. La manera ma´s frecuente
de realizar esta particio´n es mediante la definicio´n de un conjunto de vectores
representantes de cada clase mk, k = 1, · · · , K (tambie´n denominados vectores
de referencia, vectores de medias, centroides, neuronas, etc.) y una distancia d
(Eucl´ıdea, Hamming, L1, etc.). Un dato xi, i = 1, · · · , N , de la distribucio´n a
analizar pertenecera´ a una clase en particular si su distancia al representante de
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Figura 2.11: Diagrama de Voronoi, generado a partir de 10 vectores de referencia, creando una
particio´n del espacio en clases disjuntas. Generada con [LF03].
e´sta es menor que su distancia al resto de representantes:
xi ∈ Cj ⇐⇒ d (xi,mj) < d (xi,mk) ∀k 6= j (2.1)
De esta manera, la clasificacio´n se considerar´ıa “dura”, aunque tambie´n existen
algoritmos de clasificacio´n difusa, como el algoritmo “C-means” [Bez74], que es
una generalizacio´n en la que cada muestra o dato tiene un grado de pertenencia
a cada clase. El clustering puede estar basado tambie´n en modelos de mixturas
[MB88, AG00], donde se asume que los datos son generados a partir de una serie
de distribuciones parame´tricas, generalmente funciones Gaussianas.
La Figura 2.11 muestra una particio´n (diagrama de Voronoi, en rojo) de un
espacio de datos en 10 clases disjuntas, definidas mediante 10 vectores repre-
sentantes (en amarillo). El diagrama de Voronoi de una coleccio´n de objetos
geome´tricos es una particio´n de un espacio en celdas, las cuales consisten en los
puntos ma´s cercanos a un determinado objeto que a cualquier otro. E´stos son
estudiados y aplicados en diversos campos, especialmente en geometr´ıa compu-
tacional [BKOS97].
Una definicio´n ampliamente aceptada de una CV o´ptima es una particio´n
que minimiza las distancias entre los elementos dentro de cada clase, mientras
maximiza las distancias entre las clases. Sin embargo, esto da lugar a mu´ltiples
soluciones dependiendo de las distancia empleadas, ve´ase la Tabla 2.1. La eleccio´n
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Distancias dentro de una clase W (Ck)












Distancias entre clases d (Ck, Cl)
enlace simple ds = mı´ni,j {‖xi − xj‖}
enlace completo dco = ma´xi,j {‖xi − xj‖}




enlace entre centroides dce = ‖mk −ml‖
Tabla 2.1: Distancias dentro de una clase W (Ck) y distancias entre clases d(Ck, Cl); xi, xi′ ∈





de las distancias depende de la aplicacio´n y la norma ‖ · ‖ es otro para´metro a
considerar. Esta tesis utiliza la distancia Eucl´ıdea como norma y las distancias
Wc y dce. Por otro lado, los me´todos de clustering deben abordar, en general, los
siguientes aspectos [VR95]:
• Determinacio´n del nu´mero de clases.
• Eliminacio´n de clases no utilizadas.
• Representacio´n completa del conjunto de datos.
• Divisio´n de clases existentes.
Una vez halladas las clases, la labor del analista consiste en etiquetarlas y asig-
narles una interpretacio´n. E´sta puede ser dif´ıcil ya que los vectores representantes
siguen siendo elementos multidimensionales [Kas97]. Por otro lado, los algoritmos
suelen preferir unas formas determinadas (por ejemplo, hiperesferas), y pueden
asignar datos a clases incluso cuando no existen clusters. Otros problemas re-
lacionados con el clustering son la eleccio´n del nu´mero de clases, el cual puede
ser cr´ıtico; y una buena inicializacio´n de los centroides, que tambie´n puede ser
crucial para conseguir una particio´n o´ptima o para que no aparezcan clases vac´ıas
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[Kas97]. Existen varios algoritmos incrementales (an˜aden centroides progresiva-
mente) y diversas soluciones algor´ıtmicas para tratar estos problemas: algunas
basadas en estrategias competitivas [MS91, MS94, Fri94, Fri95b, Fri96]; algorit-
mos como el “ISODATA” [BH65], que examina los clusters estad´ısticamente en
cada iteracio´n para fusionarlos o dividirlos; el algoritmo “LBG-U” [Fri97] (ve´ase
la Figura 2.14), que es una variante del K-medias y esta´ basada en la defini-
cio´n de una medida de “utilidad” de los vectores de referencia para redefinir su
localizacio´n; o te´cnicas de optimizacio´n para evitar que el algoritmo caiga en
mı´nimos locales, como el simulated annealing [VG88, FMF+89], deterministic
annealing [BGO97], o algoritmos gene´ticos y te´cnicas de programacio´n evolutiva
[KO95, HH95], los cuales son tambie´n aplicables a MAO.
Con respecto al AED, el objetivo no es solamente la compresio´n de los datos,
sino tambie´n hacer inferencias sobre la estructura de clusters y analizar si los
datos exhiben una tendencia a formar dichas agrupaciones [Kas97]. A pesar de
que algunos me´todos de CV no proporcionan directamente visualizaciones, son
utilizados frecuentemente en tareas de AED. Facilitan el uso de otras te´cnicas
de visualizacio´n al reducir la cantidad de datos a mostrar, lo cual simplifica las
ima´genes, reduce el ruido y la complejidad computacional (que puede hacer prohi-
bitivo el uso de ciertas te´cnicas, como la proyeccio´n de Sammon, ve´ase la Seccio´n
2.5.5.1). Por otro lado, existen algoritmos basados en estrategias competitivas
que definen conexiones entre sus vectores de referencia para generar topolog´ıas,
con las que posteriormente es posible trabajar en un espacio de dimensio´n menor
con el objeto de realizar AED. Por ejemplo, los MAO, las “redes de representa-
cio´n topolo´gica” [MS94] (que es una combinacio´n del neural gas con conexiones
generadas mediante el principio de aprendizaje Hebbiano competitivo [Mar93]) o
los growing cell structures [Fri94], ve´ase la Seccio´n 2.5.5.5.
A continuacio´n se describen los dos grandes tipos ba´sicos de algoritmos de
clustering : jera´rquicos y particionales.
2.5.3.1. Algoritmos jera´rquicos
Los algoritmos jera´rquicos de clustering fusionan pequen˜os clusters para for-
mar otros de mayor taman˜o o dividen los mayores. De esta manera, aparecen dos
tipos de algoritmos: aglomerativos o divisores, siguiendo una filosof´ıa bottom-up
o top-down, respectivamente. Los algoritmos difieren en el criterio utilizado pa-
ra decidir que´ clusters deben ser fusionados o cua´l (y co´mo) debe dividirse un
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Figura 2.12: A´rbol de clustering jera´rquico o dendograma.
cluster. El resultado de estos procesos genera un a´rbol de clustering jera´rquico
o dendograma (ve´ase la Figura 2.12), que permite visualizar las relaciones entre
los diferentes clusters, por lo que sirve para interpretar la estructura de los datos
y determinar el nu´mero de clases. El a´rbol puede ser “cortado” a una altura o
nivel deseado, o a varios (ve´ase [VA00]), apareciendo una particio´n de los datos en
un conjunto de grupos disjuntos. Estos algoritmos pueden ser aplicados tambie´n
a un conjunto de vectores de referencia previamente hallados, disminuyendo la
cantidad de datos a representar y simplificando los dendogramas. A continuacio´n
se muestra en pseudoco´digo la estructura general de los algoritmos aglomerativos
de clustering, los cuales son ma´s utilizados en la pra´ctica que los divisores [VA00]:
1. Iniciacio´n: asignar un cluster a cada patro´n de entrada.
2. Calcular las distancias entre los clusters.
3. Fusionar los dos clusters ma´s pro´ximos entre sı´.
4. Ir al paso 2 hasta que so´lo quede un cluster.
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Figura 2.13: A´rbol generador mı´nimo.
Aunque no puede ser considerado estrictamente como un algoritmo jera´rquico,
un caso particular de a´rbol de clasificacio´n lo constituye el a´rbol generador mı´nimo
(AGM) (ve´ase [Sed83]), el cual ha sido aplicado frecuentemente en tareas de
clasificacio´n. Existen varios algoritmos para calcularlo, por ejemplo, el popular
me´todo de Prim [Pri57]. El a´rbol puede ser dividido segu´n varios criterios (arista
ma´s larga, nodo con una arista significativamente ma´s larga que el resto de las
aristas incidentes en dicho nodo, etc.) dando lugar a diferentes clases. La Figura
2.13 muestra el AGM de un conjunto pequen˜o de datos y una clasificacio´n de
e´stos en cuatro clases. Esta tesis presenta un me´todo de visualizacio´n de MAO
basado en la proyeccio´n de un AGM sobre el espacio de observacio´n o salida de
un MAO, ve´ase la Seccio´n 6.4.2.2.
2.5.3.2. Algoritmos particionales
Estos algoritmos descomponen el conjunto de datos directamente en un con-
junto de K clases, generalmente minimizando algu´n criterio o funcio´n de error.
Este criterio suele minimizar una medida de disimilitud entre las muestras de una
clase, mientras maximiza la disimilitud entre las diferentes clases [Kas97]. Otra
opcio´n es hacer e´nfasis en la estructura local de los datos, asignando clusters a
picos en la funcio´n de densidad de probabilidad de los datos, intentando que cada
clase contenga un nu´mero similar de datos [AKCM90, SM96, Fri97, SM00]. La
estructura general de un algoritmo particional es la siguiente [VA00]:
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1. Determinar el nu´mero de clases.
2. Iniciar los vectores de referencia.
3. Calcular la pertenencia de los datos a cada clase.
4. Actualizar los centroides.
5. Si el algoritmo ha convergido o si la particio´n no ha
cambiado, fin; en otro caso, ir al paso 3.
Si el nu´mero de clases es desconocido, el algoritmo puede ser aplicado repetidas
veces variando el nu´mero de clases desde 2 hasta
√
N , donde N es el nu´mero
total de datos [VA00]. Quiza´s el algoritmo particional ma´s popular es el “K-
medias” [Mac67, LBG80], el cual esta´ estrechamente relacionado con el algoritmo
de entrenamiento de los MAO. Minimiza la siguiente funcio´n de error, tambie´n
denominada error de cuantizacio´n (o error de cuantizacio´n medio si es dividida







donde K es el nu´mero de clases y mk es el centroide de la clase Ck (en los MAO
mk = wk).
Los me´todos particionales funcionan mejor que los jera´rquicos en el sentido de
que no dependen de clusters previamente hallados. Sin embargo, los particionales
hacen supuestos sobre la forma (esfe´rica) de los clusters de manera impl´ıcita
[VA00].
El MAO [Koh82, Koh98, Koh01], que es un tipo de RNA competitiva con en-
trenamiento no supervisado, es un algoritmo de clustering particional. Tambie´n
existe una serie de te´cnicas tradicionalmente calificadas como RNA competitivas
no-supervisadas (ve´ase la discusio´n sobre el uso del te´rmino “neuronal” presen-
tada en la Seccio´n 3.2.3.2) que son fundamentalmente algoritmos de clustering
particional. Ejemplos incluyen redes de teor´ıa de resonancia adaptativa [CG91],
los me´todos neural gas [MS91, MBS93] o “redes de representacio´n topolo´gica”
[MS94], y otro algoritmos que modifican el nu´mero de clusters al llevar a cabo la
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Figura 2.14: Algoritmos de CV: K-medias (a), LBG-U (b), MAO (c), growing neural gas (d).
Generadas con [LF03].
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CV, de los cuales destacan varios algoritmos propuestos por Fritzke: growing cell
structures [Fri94], growing grid [Fri95a] (que es una variante incremental de los
MAO) y growing neural gas [Fri96].
La Figura 2.14 muestra la adaptacio´n final a una simple distribucio´n de varios
algoritmos de clustering utilizando 100 vectores de referencia. Es posible apreciar
como el algoritmo K-medias (a) se adapta de manera menos regular a la distri-
bucio´n que el LBG-U (b). En este caso, el K-medias ha convergido ra´pidamente
a un mı´nimo local mientras que el me´todo LBG-U ha hallado una particio´n en
la que cada centroide representa a un nu´mero similar de datos de la distribucio´n.
Las dos u´ltimas ima´genes de la figura ilustran un MAO (c) y el resultado de
aplicar el algoritmo growing neural gas (d). Los dos algoritmos definen relaciones
entre los vectores de referencia o neuronas vecinas generando una topolog´ıa. En
el caso del MAO la topolog´ıa es rectangular por lo que aparecen neuronas que no
se ajustan a la distribucio´n. Sin embargo, la topolog´ıa se define antes de comen-
zar el entrenamiento de la red y en un espacio diferente al de los propios datos,
lo cual aporta ventajas a la hora de realizar AED y visualizar distribuciones de
dimensio´n elevada. Por otro lado, en el algoritmo growing neural gas la topolog´ıa
es generada en el espacio de los datos por el principio de aprendizaje Hebbiano
competitivo.
2.5.4. Me´todos de proyeccio´n lineales
El objetivo de los me´todos basados en proyecciones es reducir la dimensio´n de
los datos. Las proyecciones deben representar los datos o elementos de una de-
terminada distribucio´n de entrada de dimensio´n n (xi ∈ <n, i = 1, · · · , N), en un
espacio de salida (<m) de baja dimensio´n (m ≤ 3, por razones de visualizacio´n),
de manera que se preserven los clusters y relaciones me´tricas entre los elemen-
tos lo ma´s fielmente posible. Este apartado repasa brevemente varios me´todos
de proyeccio´n lineales, mientras que otros no-lineales son descritos en la Seccio´n
2.5.5.
Una proyeccio´n lineal queda definida mediante la siguiente funcio´n:
yi = A · xi, i = 1, 2, · · · , N (2.3)
los vectores fila de la matriz (m × n)-dimensional A, tambie´n denominados vec-
tores de direccio´n o proyeccio´n, definen las propiedades y caracter´ısticas de la
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proyeccio´n, y suelen ser calculados optimizando algu´n criterio particular para
cada algoritmo de proyeccio´n. De esta manera, los algoritmos de visualizacio´n
basados en proyecciones lineales constan de dos partes: la primera computa la
matriz A, y la segunda, comu´n a todos, se encarga de generar una imagen de los
datos proyectados [SSS88].
Los diagramas de dispersio´n son las proyecciones lineales ma´s sencillas y con-
sisten en considerar u´nicamente dos componentes de los vectores de entrada. Va-
rios diagramas de dispersio´n pueden ser combinados en una matriz de dispersio´n
(ve´ase la Seccio´n 2.5.2.1), aunque su aplicacio´n es limitada cuando la dimensio´n
n de los vectores de entrada es elevada, ya que ser´ıa necesario analizar n(n−1)/2
diagramas de dispersio´n individuales.
A continuacio´n se describen varios algoritmos de proyeccio´n lineal utilizados
para realizar AED.
2.5.4.1. Ana´lisis de componentes principales
El ana´lisis de componentes principales (ACP) [Hot33], tambie´n denominado
“transformacio´n de Karhunen-Loeve” y “proyeccio´n de autovectores”, puede ser
utilizado para proyectar los datos a un subespacio del original de manera que
se preserve la ma´xima varianza de los datos. Es un me´todo estad´ıstico cla´sico
de ana´lisis de datos y existen multiples algoritmos para calcular la proyeccio´n,
incluyendo varios basados en RNA [Oja92, CU93]. Su aplicacio´n se fundamenta
en el supuesto de que las direcciones con mayor varianza contengan la informacio´n
necesaria para llevar a cabo un ana´lisis efectivo.
El ACP realiza una rotacio´n de los ejes del espacio original, los cuales son ali-
neados con las direcciones de mayor varianza de los datos. La proyeccio´n considera
u´nicamente las primeras componentes principales, que corresponden a las direc-
ciones de mayor varianza. Sea Σ la matriz de covarianza de toda la distribucio´n
de datos:
Σ = E{(x− µ)(x− µ)t} (2.4)
donde E denota esperanza estad´ıstica, x toma valores para todos los vectores




i=1 xi). El me´todo la diagonaliza, obtenie´ndo un cambio de base tras el
cual los nuevos componentes aparecen incorrelados:
Σ? = BΣBt (2.5)
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donde B es la matriz del cambio de base y Σ? es la nueva matriz de correlacio´n
diagonal despue´s del cambio de base. La matriz A, que define la proyeccio´n lineal,
es formada con los autovectores (vectores fila de B) asociados a los autovalores
de mayor valor (es decir, con las direcciones de mayor varianza tras el cambio de
base).
Un problema relacionado con el ACP es su dependencia de la escala de las
variables o componentes, las cuales pueden ser multiplicadas por constantes sin
que var´ıe la informacio´n contenida en los datos. De esta manera, las direcciones de
mayor varianza pueden corresponder a variables definidas en una escala relativa
mayor, pero cuya direccio´n no aporte informacio´n sobre discriminacio´n de las
clases o informacio´n relevante para el ana´lisis exploratorio [KA96]. Para evitar
este problema, en esta tesis se ha optado por normalizar los datos de manera que
la varianza de todas las variables sea igual a uno.
2.5.4.2. Ana´lisis de discriminacio´n lineal
El ana´lisis de discriminacio´n lineal es otra te´cnica estad´ıstica cla´sica utiliza-
da frecuentemente en tareas de clasificacio´n. Genera una proyeccio´n lineal de tal
forma que minimiza las distancias entre los elementos dentro de cada clase, mien-
tras que maximiza las distancias entre las clases, favoreciendo la discriminacio´n
entre las distintas clases. A diferencia del resto de me´todos presentados en este
apartado, es un me´todo supervisado, por lo que requiere informacio´n sobre la
pertenencia de los datos a sus respectivas clases. De esta manera, considerando
un conjunto de clases Ck, k = 1, · · · , K, con sus respectivos centroides mk, es
posible definir las siguientes medidas de dispersio´n:
• Dispersio´n dentro de una clase (Sw). Es una medida de la dispersio´n de las








(x−mk) (x−mk)t |x ∈ Ck
}
(2.6)
• Dispersio´n entre clases (Sb). Es una medida de la dispersio´n de los centroides
con respecto a la media general µ (calculada considerando todos los datos
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(mk − µ) (mk − µ)t (2.7)
Una vez definidas estas medidas (matrices) se busca la transformacio´n lineal
deseada A optimizando un criterio de discriminacio´n J entre las clases basa-
do en el cociente de dichas matrices, sus determinantes o trazas, por ejemplo,
J = tr(S−1w Sb). Cuando el co´mputo de estas matrices es realizado tomando ca-
da clase k independientemente de las dema´s, estas medidas son conocidas como
“cocientes de Fisher” [Fis36, Dı´a99a].
Con respecto a la visualizacio´n de datos, es posible utilizar la direccio´n que
maximiza el cociente de Fisher, para proyecciones unidimensionales; o hallar un
“plano de discriminacio´n o´ptimo” [Sam70], donde se trata de hallar sucesivamen-
te las dos direcciones que maximizan el cociente de Fisher, con la restriccio´n
de ortogonalidad para la segunda direccio´n una vez hallada la primera [SSS88].
Ana´logamente es posible generar proyecciones a un espacio tridimensional.
2.5.4.3. Projection pursuit y ana´lisis de componentes independientes
Los me´todos de projection pursuit son utilizados cuando no es posible obtener
informacio´n a priori sobre la pertenencia de los datos a las clases pero se quiere
encontrar una proyeccio´n discriminante (separar los clusters al ma´ximo y a la vez
mantenerlos compactos, es decir, la misma heur´ıstica que la sugerida por Fisher
[SSS88]). E´stos buscan una proyeccio´n de los datos, generalmente a una o dos
dimensiones, de tal forma que se maximice una medida “interesante”, distinta
de la varianza (utilizando informacio´n de momentos de orden superior, la cual es
ignorada en muchas te´cnicas estad´ısticas) e independiente de las escalas de las
variables [Rip96a].
La metodolog´ıa fue propuesta por Friedman y Tukey [FT74] quienes quer´ıan
encontrar una medida para encontrar agrupaciones en los datos. Posteriormente,
en [Hub85, Fri87, JS87] los autores se basaron en que una proyeccio´n aleatoria de
los datos tiende a producir una distribucio´n normal [DF84], por lo que argumenta-
ron que dicha medida interesante deb´ıa ser un ı´ndice o medida de no-normalidad.
Para una descripcio´n de varios de estos ı´ndices ve´ase [Nas92]. Los me´todos se
basan en su optimizacio´n, generalmente por me´todos distintos a los basados en
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Figura 2.15: Deteccio´n de clases mediante projection pursuit, que proyecta los datos sobre el eje
horizontal para poder discriminar las dos clases. Tomado de [Hyv99].
el gradiente, por lo que conviene que su co´mputo pueda realizarse ra´pidamente.
Otro factor importante es su independencia de valores at´ıpicos [Rip96a]. Despue´s
de encontrar una proyeccio´n interesante, la estructura que hace que esa proyec-
cio´n resulte interesante puede eliminarse de los datos, y el proceso puede repetirse
para buscar nuevas vistas y estructuras del conjunto de datos [Rip96a, Kas97].
La Figura 2.15 muestra una distribucio´n formada por dos clusters, donde
la proyeccio´n sobre el eje vertical (direccio´n de mayor varianza y primera que
se utilizar´ıa mediante el ACP) no conseguir´ıa detectar la diferencia entre los
clusters. Sin embargo, la proyeccio´n sobre el eje horizontal genera una distribucio´n
bimodal, menos cercana a una normal, en la que es posible observar claramente
dos clases separadas.
El ana´lisis de componentes independientes [Com94], es un me´todo de trans-
formacio´n (proyeccio´n) lineal en el que se intenta minimizar la dependencia es-
tad´ıstica entre los componentes resultantes. Con respecto al AED, las nuevas
representaciones parecen capturar la estructura esencial de los datos en muchas
aplicaciones [Hyv99]. Se trata de una te´cnica estrechamente relacionada con el
projection pursuit, ya que los ı´ndices de proyeccio´n coinciden con los criterios de
independencia estad´ıstica entre las variables utilizados en el ana´lisis de compo-
nentes independientes.
Se diferencia del ACP ya que la independencia estad´ıstica es un requisito mu-
cho ma´s fuerte que la incorrelacio´n. Si {yi} es un conjunto de variables aleatorias
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estad´ısticamente independientes se debe cumplir:
E [g1(yi)g2(yj)] = E [g1(yi)]E [g2(yj)] , para i 6= j (2.8)
para cualquier par de funciones g1 y g2 (asumiendo que son medibles). No´tese
que para la propiedad de incorrelacio´n g1 y g2 son la funcio´n identidad.
A continuacio´n se describe la relacio´n entre independencia estad´ıstica y no-
normalidad [SP98, Hyv99, HO00]. Conside´rese un vector de variables aleatorias
y = (y1, y2, · · · , ym) con funcio´n de densidad de probabilidad f(·), su entrop´ıa
diferencial H es definida como:
H(y) = −
∫
f(y) log f(y)dy (2.9)
Por otro lado, la informacio´n mutua I de las m variables aleatorias (escalares) yi,
i = 1, · · · ,m, es definida como:




La informacio´n mutua es una medida natural de dependencia entre variables alea-
torias, nunca es negativa y es igual a cero si y so´lo si las variables son estad´ısti-
camente independientes. Por tanto, si queremos realizar ana´lisis de componentes
independientes debemos minimizar la informacio´n mutua de las sen˜ales o compo-
nentes yi. Por otro lado, si tenemos una transformacio´n lineal invertible y = Ax,
con y ∼ f(y), y x ∼ g(x), entonces: f(y) = g(A−1y)/ |detA|, por tanto:
I(y1, y2, ..., ym) =
∑
i
H(yi)−H(x)− log |detA| (2.11)
Los vectores x corresponden a los datos originales de la distribucio´n, y no var´ıan.
Por otro lado, imponiendo las restricciones de incorrelacio´n y varianza igual a uno
a los yi, el determinante de A debe ser constante. De esta manera, se deduce que
minimizar la informacio´n mutua es equivalente a minimizar la entrop´ıa diferencial
de los yi (componentes transformados). Finalmente, como una variable normal
o Gaussiana tiene la mayor entrop´ıa entre todas las variables aleatorias de igual
varianza, minimizar la entrop´ıa diferencial (maximizar la independencia) de los
yi es equivalente a maximizar su no-normalidad.
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Los criterios de independencia/no-normalidad utilizados en el ana´lisis de com-
ponentes independientes (ve´ase [Hyv99]), esta´n basados en medidas de informa-
cio´n mutua, divergencia de Kullbak-Leibler, estad´ısticas de orden superior como
los cumulantes, negentrop´ıa, principio “infomax” en RNA [BS95] y criterio de
ma´xima verosimilitud no parame´trica [PGJ92], entre otras.
Por otro lado, el ana´lisis de componentes independientes tambie´n esta´ rela-
cionado con te´cnicas de reduccio´n de redundancia, ACP, deconvolucio´n ciega o
ana´lisis factorial no-normal. Su aplicacio´n ma´s extendida se encuentra en el AED
y en la separacio´n ciega de fuentes, en la que varias mixturas lineales (obser-
vables) de un conjunto de sen˜ales originales (no observables y supuestamente
estad´ısticamente independientes) pueden ser tratadas para descubrir las origina-
les. Otra aplicacio´n del ana´lisis de componentes independientes es la extraccio´n
de caracter´ısticas, fundamentada en la reduccio´n de redundancia entre las va-
riables [Hyv99]. La Figura 2.16 muestra un ejemplo de la aplicacio´n del ana´lisis
de componentes independientes (tomado de [KO98a]). El objetivo es encontrar
factores comunes que afectan a los flujos de caja de 40 tiendas pertenecientes
a la misma cadena comercial durante tres an˜os. La primera imagen del ejemplo
muestra so´lo cinco flujos de caja (a). Despue´s de preprocesar los datos se calcula-
ron los componentes independientes. Los cinco ma´s “interesantes” son mostrados
en la segunda imagen del ejemplo (b), donde es posible observar los siguientes
factores: los dos primeros siguen los cambios debidos a periodos de vacaciones,
especialmente en Navidades; el u´ltimo refleja una variacio´n ma´s lenta debido al
cambio de estaciones, donde el efecto del verano es claramente visible; el tercer
factor representa una variacio´n ma´s lenta, por ejemplo, una tendencia; el cuarto
factor es diferente al resto y ma´s dif´ıcil de interpretar (podr´ıa describir la posicio´n
de la cadena comercial respecto a la competencia).
2.5.5. Me´todos de proyeccio´n no-lineales
Como contraste a los me´todos lineales, los me´todos descritos en este apartado
no proporcionan una simple fo´rmula para transformar un dato multidimensional
a su imagen en un plano o recta. De hecho, para varios me´todos presentados no
existe una expresio´n anal´ıtica de la proyeccio´n. Con los me´todos lineales puede
ser dif´ıcil visualizar distribuciones cuando la dimensio´n de los datos es elevada
y/o cuando e´stos contienen estructuras no lineales [Kas97]. En casos espec´ıficos
la aplicacio´n de me´todos no-lineales puede ser ma´s adecuada, aunque su uso en
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(a)
(b)
Figura 2.16: Ejemplo de ana´lisis de componentes independientes: Flujo de caja de cinco comer-
cios (a). Variables “independientes” que proporcionan una nueva visio´n e interpretacio´n de los
datos (b). Tomados de [HO00].
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general es limitado [SSS88].
Varios enfoques han sido propuestos para reproducir estructuras no-lineales
de dimensio´n elevada en espacios visibles de menor dimensio´n. Los ma´s popu-
lares proyectan los datos intentando optimizar las representaciones para que las
distancias entre los datos originales sean preservadas los ma´s fielmente posible en
el plano o espacio de proyeccio´n. Los me´todos difieren en los pesos que asignan a
las distancias y en el modo de optimizar las representaciones [Kas97].
Entre los me´todos no-lineales de proyeccio´n se encuentran las versiones no-
lineales de ACP [Kra91] y ana´lisis de componentes independientes [HP99], adema´s
de otros me´todos que son descritos a continuacio´n.
2.5.5.1. Escalado multidimensional
Los me´todos de escalado multidimensional (EMD) consideran medidas de di-
similitud entre cada par de datos de una distribucio´n (generalmente de dimensio´n
elevada) que posteriormente intentan preservar en un espacio de proyeccio´n de
menor dimensio´n. Son, por tanto, me´todos de reduccio´n de dimensio´n y existen
dos tipos ba´sicos: me´trico, si la medida se basa en una me´trica; y no-me´trico,
cuyas medidas no son distancias en el sentido matema´tico estricto.
Los me´todos de EMD me´trico primero consideran N puntos o datos en el
espacio original de dimensio´n n, y seleccionan (aleatoriamente, utilizando ACP,
etc.) una configuracio´n de N puntos en el espacio de salida de dimensio´n m (ge-
neralmente m = 2), que corresponde a las proyecciones de los datos originales.
Posteriormente, dicha configuracio´n es optimizada, intentando aproximar las dis-
tancias entre pares de datos en el espacio original (dni,j) y las distancias entre pares
de datos en el espacio de salida (dmi,j). El me´todo original de EMD me´trico [Tor52]








En [KVK00] se propone una variante de la ecuacio´n anterior para conseguir un
ordenamiento global de la proyeccio´n sobre un espacio de color uniforme (ve´ase
la Seccio´n 5.5.2.2).
Quiza´s el me´todo ma´s popular de EMD me´trico sea la “proyeccio´n de Sam-
mon” [Sam69], la cual utiliza una te´cnica de descenso de gradiente para optimizar
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Figura 2.17: Ejemplo de la proyeccio´n de Sammon.
la configuracio´n de las proyecciones, de tal manera que minimiza el error cuadra´ti-
co medio entre las distancias. En concreto, minimiza la siguiente funcio´n de coste
o “error de Sammon” (donde se ha omitido una constante de normalizacio´n irre-









En el error de Sammon se divide por dni,j para enfatizar la preservacio´n de las
distancias cortas. Un problema asociado con esta te´cnica radica en su elevado
coste computacional. Una solucio´n frecuentemente utilizada consiste en considerar
u´nicamente el conjunto reducido de vectores de referencia provenientes de aplicar
un algoritmo de CV, en vez de tratar todos los datos de una distribucio´n. La
Figura 2.17 ilustra un ejemplo de la proyeccio´n de Sammon. En (a) se muestra
una distribucio´n tridimensional compuesta por dos anillos formando una cadena,
la cual es proyectada a un plano bidimensional mediante la proyeccio´n de Sammon
(b).
Por otro lado, una perfecta reproduccio´n de las distancias Eucl´ıdeas no siempre
es el mejor objetivo, especialmente si las variables de los vectores aparecen en
una escala ordinal. En este caso una alternativa consiste en intentar preservar el
“orden de clasificacio´n” de las distancias entre los datos. Es decir, se preserva el
orden entre los datos con independencia del valor de las distancias. En este caso,
el EMD es no-me´trico [She62, Kru64].
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Figura 2.18: Ejemplo de curvas principales. Generada con [URLa].
Una reciente te´cnica de EMD no-me´trico es el “Isomap” [TSL00], que esta´ ba-
sado en las distancias entre elementos calculadas a trave´s de un AGM. Esta te´cni-
ca forma parte tambie´n de una categor´ıa de me´todos de proyeccio´n y reduccio´n
de dimensio´n denominada “empotrados locales” [RS00, VDG+02], los cuales in-
tentan preservar lo mejor posible las vecindades locales de cada objeto, mientras
preservan distancias globales “a trave´s” del resto de objetos [VDG+02].
2.5.5.2. Curvas principales
El ACP puede ser generalizado para formar curvas no-lineales. Mientras que
el ACP construye una proyeccio´n a una “hipersuperficie” lineal, el objetivo a
la hora de crear una curva principal es proyectar los datos a una hipersuperfice
no-lineal. Las curvas principales [HS89] son curvas suaves definidas por la pro-
piedad de auto-consistencia, por la que cada punto de la curva es la media de
todos los puntos proyectados sobre ella. Intuitivamente e´stas pasan por el medio
de una nube de puntos o distribucio´n de probabilidad n-dimensional. Aunque
las estructuras extra´ıdas son curvas, la generalizacio´n a superficies es inmediata
[Kas97]. La concepcio´n de las curvas principales es u´til para entender las pro-
piedades de los MAO, ya que las curvas principales discretas son equivalentes a
e´stos [MC95a]. De hecho, el algoritmo descrito en [HS89] es similar al algoritmo
de entrenamiento “por lotes” de los MAO [Koh01] (ve´ase la Seccio´n 3.2.4.2). La
Figura 2.18 muestra la curva principal segu´n el algoritmo descrito en [HS89] (en
rojo), y segu´n una reciente variante denominada “algoritmo de l´ınea poligonal”
[KKLZ00] (en azul), que han sido ajustadas a una distribucio´n en forma de “S”
distorsionada.
Las curvas principales esta´n relacionadas tambie´n con el me´todo ana´lisis de
componentes curvil´ıneos [DH97], que es una variante de los me´todos de EMD.
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Utiliza un criterio para favorecer la preservacio´n de la topolog´ıa local introducien-
do un factor Fλ(·), que es una funcio´n mono´tona decreciente de su argumento, en














2.5.5.3. Me´todo de triangulacio´n
Un problema relacionado con los me´todos de EMD es su elevado coste com-
putacional. Una manera de reducir el problema es considerar un subconjunto de
las distancias entre elementos que se desea preservar. El me´todo de triangulacio´n
[LSB77] se basa en esta propiedad, que da como resultado una proyeccio´n diferen-
te, pero simple y eficiente. En concreto, se preservan (2N − 3) de las N(N − 1)/2
distancias entre puntos. Como contrapartida, la preservacio´n de una fraccio´n de
las distancias puede dificultar la interpretacio´n de conjuntos extensos de datos
[Kas97]. Por otro lado, el me´todo puede ser u´til en combinacio´n con la proyeccio´n
de Sammon [BJD81].
Segu´n el me´todo, los datos o puntos son proyectados a un plano secuencial-
mente, de manera que se preservan las distancias desde el nuevo punto proyectado
a dos puntos previamente proyectados. Los autores del me´todo utilizan un AGM
cuyos nodos son datos proyectados y donde los pesos de las aristas son distancias
entre puntos, de tal manera que se preservan todas las distancias entre vecinos
ma´s cercanos. Existen dos enfoques principales que consisten en elegir dos ele-
mentos con los que el nuevo va a preservar exactamente las distancias:
1. Un mismo elemento de referencia es escogido siempre en el espacio original
de los datos, mientras que el segundo es el vecino ma´s cercano al dato a
proyectar.
2. Los elementos escogidos son los dos ma´s cercanos al punto a proyectar.
El primer enfoque tiende a preservar informacio´n global, mientras que el segundo
intenta reproducir la informacio´n local de la distribucio´n de datos. Por otro lado,
no´tese que cada vez que un dato es proyectado existen dos posibles posiciones en
el plano que preservan exactamente las distancias consideradas. Por este motivo
es necesario utilizar un u´ltimo criterio para elegir entre las dos posiciones, el cual
puede estar basado en el error cometido al intentar preservar la distancia entre el
nuevo punto proyectado y su siguiente vecino ma´s cercano a considerar.
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Este me´todo esta´ muy relacionado con el me´todo de semejanza de tria´ngulos,
ve´ase la Seccio´n 6.1, para ana´lisis visual de MAO, introducido en esta tesis. E´ste
proyecta cada dato en funcio´n de un conjunto fijo de elementos o puntos pre-
viamente proyectados (los vectores de referencia que son proyectados a la rejilla
regular de neuronas del MAO). En concreto, intenta preservar en la proyeccio´n
las relaciones entre las distancias entre el nuevo elemento y el conjunto fijo de ele-
mentos existentes en el espacio de los datos. El criterio utilizado por el algoritmo
propuesto puede servir para crear nuevos me´todos de proyeccio´n no-lineal si el
conjunto fijo de elementos corresponde al generado por otro me´todo de proyeccio´n
diferente al MAO (ve´anse las l´ıneas futuras de la tesis en el Cap´ıtulo 7).
2.5.5.4. Modelos de variables latentes
Los modelos de variables latentes representan la densidad de probabilidad de
datos de varias dimensiones en te´rminos de un conjunto reducido de variables
latentes, tambie´n denominadas ocultas, intr´ınsecas o factores. Un ejemplo es el
cla´sico ana´lisis factorial (ve´ase [Dı´a99b]), que esta´ basado en una transformacio´n
lineal entre el espacio latente y el original. La te´cnica esta´ relacionada con el
ACP y es un enfoque estad´ıstico para analizar interrelaciones entre un elevado
nu´mero de variables, para poder explicarlas en te´rminos de sus dimensiones (fac-
tores) comunes, y poder condensar la informacio´n contenida en varias variables
originales en un subconjunto ma´s pequen˜o de dichas dimensiones (factores), con
una pe´rdida mı´nima de informacio´n.
Entre los me´todos no-lineales destaca la proyeccio´n topogra´fica generativa
[BSW98]. Es un me´todo latente gra´fico que puede simplificar la estructura de los
datos proyecta´ndolos a un espacio de variables intr´ınsecas [YZ01]. La proyeccio´n
topogra´fica generativa puede ser considerada como un me´todo de ACP no-lineal,
que tambie´n esta´ relacionado con los MAO. Al igual que e´stos, proyectan los datos
a un espacio observable utilizando una rejilla regular, pero seleccionan cada punto
en la rejilla de manera probabil´ıstica de manera que un dato puede ser proyectado
a todo el espacio latente, permitiendo una mejor visualizacio´n [YZ01].
El me´todo define una densidad de probabilidad (discreta y uniforme para
poder compararlo con los MAO, y por razones de coste computacional) en un es-
pacio latente (por ejemplo, bidimensional) y una transformacio´n de dicho espacio
al original, generando otra distribucio´n que puede ser modelada, por ejemplo, me-
diante una mixtura de funciones Gaussianas con restricciones. La transformacio´n
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Figura 2.19: Ejemplo de proyeccio´n topogra´fica generativa. Tomado de [BSW98].
puede ser generada a partir de varios modelos: redes neuronales con alimentacio´n
hacia adelante, modelos de regresio´n lineal generalizada, etc., y el objetivo es op-
timizar los para´metros de la transformacio´n (por ejemplo, los pesos y umbrales
de la red neuronal) siguiendo el criterio de ma´xima verosimilitud. Con el objetivo
de la visualizacio´n, la transformacio´n es invertida utilizando el teorema de Bayes,
dando lugar a una distribucio´n a posteriori en el espacio latente.
Existe una conexio´n entre la proyeccio´n topogra´fica generativa y los MAO
si consideramos los vectores latentes como neuronas y las funciones base como
la fuerza de conexio´n entre las neuronas [KO98b]. Por otro lado, el algoritmo
de la proyeccio´n topogra´fica generativa supera la mayor´ıa de limitaciones de los
MAO (mencionadas por el propio Kohonen [Koh01], como son: la ausencia de
una funcio´n de coste, la carencia de una base teo´rica para escoger los para´me-
tros y asegurar el orden topogra´fico, falta de demostraciones generales sobre su
convergencia, y el hecho de que el modelo no define una densidad de probabili-
dad) sin introducir desventajas significativas [BSW98]. La Figura 2.19 muestra
dos proyecciones de datos de “flujo de petro´leo”: en la imagen de la izquierda
se muestra la generada por la proyeccio´n topogra´fica generativa, la no-linealidad
del me´todo permite separar claramente los clusters ; mientras que la imagen de
la derecha corresponde a la generada mediante ACP. El ejemplo esta´ tomado de
[BSW98].
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(a) (b)
Figura 2.20: Adaptacio´n de growing cell structures y su proyeccio´n a un plano. Tomado de
[Fri94].
2.5.5.5. Me´todos basados en redes neuronales artificiales y estrategias
competitivas
Existen diversas RNA disen˜adas para realizar proyecciones de datos, las cuales
suelen implementar me´todos de proyeccio´n cla´sicos, ve´ase [MJ95]. Esta u´ltima
referencia bibliogra´fica propone varias RNA para implementar me´todos cla´sicos
como: el ACP, el ana´lisis de discriminacio´n lineal y la proyeccio´n de Sammon;
adema´s de proponer un me´todo de ana´lisis visual de MAO, que resulta ser una
simple matriz de distancias (ve´ase la Seccio´n 5.1.2); y un u´ltimo me´todo para
realizar ana´lisis de discriminacio´n no-lineal.
Como se comento´ en la Seccio´n 2.5.3, existen RNA competitivas que definen
conexiones entre sus vectores de referencia, lo que permite generar una proyeccio´n
a un espacio de dimensio´n menor. Las growing cell structures [Fri94] conectan
sus ce´lulas o (vectores de referencia) para generar hipertetraedros en el espacio
original. El algoritmo de entrenamiento adapta dichas ce´lulas a la distribucio´n
a la vez que inserta y elimina ce´lulas segu´n un criterio basado en la relativa
frecuencia de sen˜ales recibidas por una ce´lula (proporcio´n de elementos asociados
a cada ce´lula). El algoritmo empieza con dos, o tres ce´lulas formando un tria´ngulo,
y poco a poco va insertando (y eliminando) ce´lulas, las cuales son situadas en
los puntos medios entre dos de ellas. De esta manera, utiliza un simple modelo
f´ısico de manera que las ce´lulas proyectadas se atraen y repelen en el espacio de
menor dimensio´n hasta que el proceso queda estabilizado, mientras que las nuevas
ce´lulas insertadas son proyectadas tambie´n al punto medio entre dos de ellas, de
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forma ana´loga a como se insertan en el espacio original. La Figura 2.20 muestra
un ejemplo de esta proyeccio´n: la distribucio´n empleada se compone de dos cubos
tridimensionales a los que se han adaptado varias ce´lulas (a); las proyecciones de
e´stas son mostradas en (b).
Quiza´s el me´todo neuronal ma´s popular para realizar AED sea el MAO [Koh82,
Koh01]. De hecho, el me´todo anterior puede ser visto como una variante de los
MAO [Kas97, Ves00]. Los MAO realizan una CV “ordenada” de forma que pro-
porcionan tambie´n una proyeccio´n de sus vectores de referencia o neuronas a
una rejilla regular de puntos en un espacio de baja dimensio´n, adecuado para
ser analizado por me´todos de visualizacio´n. El Cap´ıtulo 5 describe los me´todos
ma´s relevantes del estado del arte de ana´lisis visual de MAO, mientras varios
nuevos me´todos que complementan a los anteriores y/o mejoran sus prestaciones





3.1. Revisio´n de Redes Neuronales Artificiales
Las redes neuronales artificiales (RNA) son te´cnicas anal´ıticas modeladas
segu´n procesos de aprendizaje (hipote´ticos) en el sistema cognitivo y funciones
neurolo´gicas del cerebro. En los u´ltimos an˜os se ha producido un aumento de
intere´s en las RNA, las cuales han sido utilizadas con e´xito en una amplia gama
de a´reas como economı´a, medicina, ingenier´ıa, f´ısica, y otras; aplicadas a proble-
mas de prediccio´n, clasificacio´n, control, optimizacio´n, aproximacio´n de funciones,
ana´lisis de datos, entre otros (ve´ase la Seccio´n 3.1.5). Sus ventajas son debidas a
dos factores clave [Sta03b]:
• Potencia. Las RNA son te´cnicas muy sofisticadas capaces de modelar funcio-
nes extremadamente complejas. Son me´todos no-lineales, lo cual las capaci-
ta para resolver muchos problemas reales, intratables por muchas te´cnicas
cla´sicas lineales.
• Facilidad de uso. Las RNA aprenden de ejemplos. El usuario primero re-
copila datos representativos para posteriormente emplear algoritmos de en-
trenamiento que permiten a la red aprender automa´ticamente la estructura
de los datos. El usuario debe poseer cierto conocimiento en cuanto a la se-
leccio´n y preparacio´n de los datos de entrada, el tipo de RNA a utilizar,
los para´metros de entrenamiento y la forma de interpretar los resultados.
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No obstante, el nivel de conocimiento necesario para aplicar RNA con e´xi-
to es mucho menor que el necesario para aplicar, por ejemplo, me´todos
estad´ısticos no-lineales tradicionales.
El conexionismo o estudio de las RNA surgio´ de la investigacio´n en IA, en un
intento de imitar la tolerancia a fallos y capacidad de aprendizaje de sistemas neu-
ronales biolo´gicos, mediante el modelado de la estructura de bajo-nivel del cere-
bro. De esta manera, su enfoque es diferente al de los sistemas expertos, los cuales
esta´n basados en modelos de procesos de razonamiento de alto nivel [Sta03b]. Mu-
chos investigadores del campo de las RNA creen que e´stas ofrecen la aproximacio´n
unificada ma´s prometedora en cuanto a la construccio´n de sistemas informa´ticos
verdaderamente inteligentes [Pat96]. Aunque originalmente fueron inspiradas por
la neurobiolog´ıa, el estudio de las RNA se ha convertido en un campo interdis-
ciplinario, abarcando la informa´tica, ingenier´ıa, matema´ticas, f´ısica, psicolog´ıa e
incluso la lingu¨´ıstica. El lector interesado puede encontrar ma´s material introduc-
torio sobre las RNA en [Fau94, Bis95, Rip96a, JMM96, Bis98, Hay99] y en los
trabajos citados en este apartado.
3.1.1. Inspiracio´n biolo´gica
El cerebro esta´ compuesto por alrededor de 10000 millones de neuronas alta-
mente interconectadas (desde un centenar hasta varios miles de conexiones por
neurona). Una neurona es una ce´lula nerviosa especializada que procesa infor-
macio´n y propaga una sen˜al electroqu´ımica. Esta´ compuesta de una estructura
ramificada de entrada (las dendritas), otra de salida (el axo´n) y un cuerpo ce-
lular (soma). Una neurona recibe sen˜ales (impulsos) de otras neuronas a trave´s
de sus dendritas y transmite sen˜ales por el axo´n, el cual se divide en numero-
sas ramificaciones al final de las cuales se encuentran las sinapsis, que son las
estructuras elementales y unidades funcionales entre dos neuronas. Cuando una
neurona se “dispara”, env´ıa una secuencia de impulsos por su axo´n que alcanza
las terminales sina´pticas, donde se liberan neurotransmisores en la membrana ce-
lular pre-sina´ptica. E´stos son difundidos por la brecha o salto sina´ptico y alteran
el estado ele´ctrico de la membrana post-sina´ptica. En funcio´n del neurotransmisor
liberado el mecanismo puede excitar o inhibir, dependiendo del tipo de sinapsis, la
tendencia de disparo de la neurona receptora. As´ı se modifica el potencial ele´ctri-
co “de membrana” de la neurona, el cual determina su actividad. E´sta mide la
59
3. MAPAS AUTO-ORGANIZATIVOS
frecuencia de generacio´n de impulsos, que es de unos 50 a unos pocos cientos de
impulsos por segundo. Despue´s de dispararse, existe un periodo refractario que
dura unos 10 ms durante el cual no puede volver a dispararse. De esta manera,
las sen˜ales cruzan las sinapsis y llegan hasta otras neuronas que a su vez pueden
dispararse, si el total de la sen˜al recibida supera un cierto umbral de potencial.
En cuanto al aprendizaje, Hebb postula que e´ste consiste principalmente en al-
terar la “fuerza” de las conexiones sina´pticas. As´ı, la efectividad de las sinapsis
puede ser ajustada por las sen˜ales que pasan por ellas de tal manera que e´stas
puedan “aprender” de las actividades en las que participan. La regla de Hebb,
ve´ase [Heb49], ha servido de inspiracio´n para muchos modelos de aprendizaje en
RNA a trave´s de los an˜os. Desde hace ma´s de medio siglo investigadores han
propuesto modelos matema´ticos para reproducir el comportamiento de las neu-
ronas biolo´gicas, individualmente y en grupos o redes, formando diversos tipos
de RNA, ve´anse las Secciones 3.1.2 y 3.1.4. La Figura 3.1 presenta un esquema
de una neurona y varias ima´genes de neuronas biolo´gicas obtenidas a partir de
diferentes te´cnicas.
Las redes biolo´gicas pueden procesar millones de est´ımulos en milisegundos.
No obstante, los procesos tienen una naturaleza electroqu´ımica, por lo que su
propagacio´n es relativamente lenta. Esto supone varios ordenes de magnitud de
diferencia con respecto a las operaciones en picosegundos realizadas, en serie, por
las computadoras digitales convencionales. De esta manera, dichas computado-
ras superan al ser humano en cuanto a computacio´n nume´rica y manipulacio´n
simbo´lica relacionada. Sin embargo, una persona puede resolver sin dificultad
ciertos problemas (por ejemplo, de percepcio´n, como reconocer la cara de un
individuo) a tal velocidad que los ma´s modernos sistemas informa´ticos son am-
pliamente superados.
La evolucio´n ha proporcionado al cerebro humano muchas caracter´ısticas de-
seables, pra´cticamente ausentes en computadoras modernas. Entre ellas se en-
cuentran [JMM96]:
• Paralelismo masivo.
• Representacio´n y computacio´n distribuida.
• Capacidad para aprender.
• Capacidad para generalizar.
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Figura 3.1: Esquema general de una neurona (a). Microfotograf´ıa electro´nica de una neurona
(b). Fotograf´ıas de neuronas utilizando me´todos de impregnacio´n (c) y (d). Ima´genes tomadas
respectivamente de [URLb, URLc, URLd, URLe].
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• Capacidad de adaptacio´n.
• Procesamiento inherente de informacio´n contextual.
• Tolerancia a fallos.
• Bajo consumo de energ´ıa.
Inspiradas en las redes neuronales biolo´gicas, las RNA son intuitivamente llama-
tivas al tratarse de modelos simplificados de e´stas, en un intento por presentar
mecanismos que exhiban algunas de las propiedades deseables citadas. De esta
manera, las RNA son sistemas computacionales con paralelismo masivo de un
nu´mero generalmente elevado de procesadores simples (neuronas) con muchas in-
terconexiones, en las que se pretende utilizar ciertos principios de “organizacio´n”
que se creen presentes en el cerebro humano. Por otro lado, modelar un sistema
nervioso biolo´gico utilizando RNA puede incrementar nuestro entendimiento de
funciones biolo´gicas [JMM96]. De todas formas, no hay que olvidar que muchos
detalles biolo´gicos son ignorados en los modelos artificiales (produccio´n de secuen-
cias de pulsos, asincronismo, los diferentes tipos, formas geome´tricas, periodos
refractarios, el efecto de hormonas y otros productos qu´ımicos, etc.), que pueden
resultar necesarios para modelar el comportamiento del cerebro. En cualquier
caso, incluso los modelos simplificados poseen suficiente potencia computacional
como para promover investigacio´n muy interesante [Teb95].
3.1.2. Desarrollo histo´rico
El estudio moderno de las redes neuronales biolo´gicas comienza en la segunda
mitad del siglo XIX, con investigadores como Camillo Golgi y Ramo´n y Cajal, en-
tre otros. En esta e´poca se produjeron avances considerables al llevarse a cabo los
primeros estudios extensos del sistema nervioso humano. Por ejemplo, Ramo´n y
Cajal acabo´ con la teor´ıa reticular determinando la individualidad de las neuronas
[Ram77, La202]. En las de´cadas siguientes, el marco de las redes fue elaborado al
identificar distintos tipos de neuronas, respuestas ele´ctricas, patrones de conecti-
vidad y a´reas funcionales en el cerebro. Aunque los neurobio´logos estudiaron con
relativa facilidad la funcionalidad de neuronas individuales, fue extremadamente
dif´ıcil establecer co´mo e´stas trabajaban en grupo para adquirir funcionalidad de
alto nivel como la percepcio´n o cognicio´n. La introduccio´n de las potentes com-
putadoras hizo posible crear modelos de sistemas neuronales para experimentar
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y entender mejor sus propiedades [Teb95].
La investigacio´n relacionada con las RNA consta de tres periodos de extensa
actividad [JMM96]. El primero es debido al trabajo pionero de McCulloch y Pitts
[MP43], quienes propusieron el primer modelo computacional de una neurona, la
“unidad binaria de umbral”, que creo´ gran expectacio´n al comprobarse que pod´ıa
calcular cualquier funcio´n lo´gica booleana ba´sica finita. Otro de los primeros
resultados fue publicado por Hebb [Heb49] al sugerir un proceso plausible de
aprendizaje neuronal.
Un segundo periodo de extensa actividad investigadora fue provocado por
el sensacional trabajo de Rosenblatt con los “perceptrones”, ve´ase [Ros62]. De-
sarrollo´ variantes de e´stos y estudio´ varias formas de aprendizaje, llegando al
teorema de convergencia del perceptro´n. Este descubrimiento hizo imaginar que
el objetivo de la inteligencia automa´tica estaba cerca [Teb95]. En relacio´n con
los perceptrones hay que destacar el trabajo de Widrow, quien desarrollo´ un ele-
mento neuronal simple similar al perceptro´n que denomino´ “adaline”, siendo los
“madaline” redes de estos u´ltimos. Por otro lado, Widrow y sus colegas son res-
ponsables del procedimiento supervisado de aprendizaje conocido como el least
mean square (LMS), tambie´n denominado regla Delta o regla de Widrow-Hoff
[WH60], que posteriormente servir´ıa de base para el algoritmo de retropropaga-
cio´n del error en el tiempo. Otra red de la e´poca a destacar es la red neuronal de
tiempo-retrasado [Cai61], utilizada para tratamiento de secuencias de patrones.
A pesar de los avances conseguidos, la excitacio´n sobre las redes de percep-
trones quedo´ seriamente mitigada cuando Minsky y Papert [MP69] propusieron
argumentos so´lidos argumentando que los perceptrones estaban demasiado limita-
dos computacionalmente como para tener un uso pra´ctico real. Esto provoco´ un
vac´ıo de investigacio´n conexionista que duro´ casi 15 an˜os. En los an˜os setenta
destacan los trabajos relacionados con memorias asociativas llevados a cabo por
investigadores como Kohonen [Koh72], Anderson y sus colegas [ASRJ77], y el
trabajo de Werbos relacionado con el perceptro´n multicapa y el ra´pido algoritmo
de retropropagacio´n del error [Wer74].
Desde principios de la de´cada de los ochenta, las RNA han recibido un intere´s
renovado y considerable. Este renacimiento es debido a trabajos como el de Hop-
field [Hop82], quien sugirio´ que una red pod´ıa ser analizada en te´rminos de una
“funcio´n de energ´ıa”. Esto condujo al desarrollo de una potente red estoca´sti-
ca denominada ma´quina de Boltzmann [AHS85]. Poco despue´s, Parker [Par85]
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y Rumelhart et al. [RMG86] popularizaron el algoritmo de retropropagacio´n del
error que pod´ıa entrenar un perceptro´n multicapa para computar cualquier fun-
cio´n deseada, mostrando que el pesimismo de Minsky y Papert no estaba bien
fundamentado. Lippmann realiza una extensa recopilacio´n de variantes del al-
goritmo de retropropagacio´n del error propuesto por Rumelhart en [Lip87]. En
cuanto a redes competitivas, generalmente relacionadas con me´todos de CV, cabe
destacar el MAO de Kohonen [Koh82, Koh98, Koh01] (que es analizado en detalle
en la Seccio´n 3.2), el me´todo supervisado cuantizacio´n vectorial de aprendizaje
[Koh90, Koh01] y las redes basadas en la teor´ıa de resonancia adaptativa pro-
puestas por Carpenter y Grossberg [CG91]. Otro tipo de red a destacar son las
funciones de base radial [BL88], consideradas h´ıbridos de me´todos competitivos
y redes con alimentacio´n hacia adelante. Recientemente se ha propuesto la red
neuronal de pulsos [MB98], que tiene en cuenta la frecuencia de llegada de las di-
ferentes sen˜ales de entrada. Una detallada descripcio´n histo´rica de los desarrollos
de las RNA se encuentra en [AR88].
3.1.3. Fundamentos y caracter´ısticas
Existen muchos tipos de RNA, aunque todas tienen los siguientes atributos
[Teb95]:
• Un conjunto de unidades de procesamiento. Una RNA puede contener un
nu´mero elevado de unidades de procesamiento simples, basadas en modelos
simplificados de las neuronas biolo´gicas. Operan simulta´neamente sopor-
tando paralelismo. La computacio´n so´lo se lleva a cabo en estas unidades.
En un instante dado, cada neurona calcula una funcio´n escalar de sus en-
tradas y transmite su resultado a unidades vecinas. Suelen ser clasificadas
en unidades de entrada, de salida y ocultas.
• Un conjunto de conexiones. Las unidades de una red esta´n organizadas
en una determinada topolog´ıa por medio de sus conexiones o pesos, que
llevan asociados un valor y determinan la reaccio´n computacional de la
red. Las diferentes topolog´ıas dan lugar a redes no-estructuradas, en capas,
recurrentes o modulares.
• Un procedimiento de computacio´n. La computacio´n se lleva a cabo de ma-
nera s´ıncrona o as´ıncrona en las neuronas aplicando una funcio´n f que de-
pende de sus entradas xi, sus pesos wi y otros para´metros (por ejemplo, un
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Figura 3.2: Modelo simple de una neurona artificial.
umbral). Ejemplos tradicionales son la aplicacio´n de una funcio´n no lineal
(por ejemplo, sigmoide) a una combinacio´n lineal de las entradas y pesos,
o al simple ca´lculo de la distancia entre entre el vector de entradas y el de
pesos. La Figura 3.2 muestra un modelo simple de una neurona artificial.
• Un procedimiento de aprendizaje. Entrenar una red significa adaptar los
valores de sus conexiones para que la red exhiba un comportamiento com-
putacional deseado para todo patro´n de entrada. Hay tipos especiales de
redes que modifican tambie´n el nu´mero de unidades de procesamiento. Hay
tres estrategias ba´sicas de aprendizaje [Pat96]: supervisada, en el que un
“profesor” indica a la red la respuesta correcta que debe producir; reforza-
da, en la que el profesor so´lo indica si la red ha producido una respuesta
correcta o incorrecta; y no-supervisada, en la que no interviene un profesor.
A su vez, hay varios tipos de me´todos de aprendizaje: Hebbiano o aprendi-
zaje correlativo, fundamentado en la regla de Hebb; competitivo, en el que
el ajuste es t´ıpicamente una forma modificada de aprendizaje Hebbiano;
estoca´stico, por ejemplo, el procedimiento simulated annealing utilizado en
ma´quinas de Boltzmann; y de correccio´n del error, por ejemplo, te´cnicas
de descenso de gradiente como la regla Delta o el popular algoritmo de
retropropagacio´n del error.
3.1.4. Taxonomı´a
Existen varios modos de clasificar las RNA. En [Pat96] se proponen tres tipos
de taxonomı´as: segu´n la estrategia de entrenamiento (supervisada, reforzada o no-
supervisada) y el tipo de aprendizaje (correccio´n de error, Hebbiano, competitivo
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o estoca´stico); segu´n el tipo de aplicacio´n (memoria asociativa, optimizacio´n, cla-
sificacio´n, reconocimiento de patrones, proyeccio´n general o prediccio´n); y segu´n
el tipo de arquitectura (monocapa con alimentacio´n hacia adelante, multicapa
con alimentacio´n hacia adelante, o recurrente).
En [Koh01] se sugieren las tres siguientes categor´ıas de RNA “puras”:
• Redes de transferencia de sen˜ales. En este tipo de redes, los valores de las
sen˜ales de salida dependen u´nicamente de sen˜ales de entrada, por lo que
esta´n disen˜adas para transformaciones de sen˜ales. Ejemplos t´ıpicos son los
perceptrones multicapa, madalines, funciones de base radial y redes con ali-
mentacio´n hacia adelante entrenadas con el algoritmo de retropropagacio´n
del error.
• Redes de transferencia de estados. En este tipo de redes la retroalimentacio´n
y las no-linealidades son tan fuertes que la actividad del estado converge
ra´pidamente a un atractor o valor estable, al alcanzar un mı´nimo local
de una “funcio´n de energ´ıa”. El estado final representa el resultado de la
computacio´n. Ejemplos representativos son las redes de Hopfield, ma´quinas
de Boltzmann y memorias asociativas bidireccionales.
• Redes con aprendizaje competitivo. En este tipo de redes las ce´lulas adoptan
la estructuras ma´s simples y reciben informacio´n de entrada ide´ntica, con la
cual compiten. Por medio de interacciones laterales una ce´lula se convierte
en la “ganadora” con plena actividad y por medio de retroalimentacio´n ne-
gativa suprime la actividad de las dema´s. El aprendizaje puede afectar a la
neurona ganadora o a un conjunto de e´stas, y al final quedan sensibilizadas
a diferentes dominios del espacio de datos de entrada, actuando como deco-
dificadores de dichos dominios. Estas redes esta´n relacionadas con me´todos
de CV y destacan los MAO, redes de cuantizacio´n vectorial de aprendizaje
y redes de teor´ıa de resonancia adaptativa.
3.1.5. Problemas y aplicaciones
La aplicacio´n de RNA a un problema real requiere tener en cuenta numerosas
cuestiones de disen˜o, como el modelo de red, su taman˜o, la funcio´n de activacio´n,
los para´metros de entrenamiento, el nu´mero de muestras de entrenamiento y la
preparacio´n de los datos, donde la experiencia del usuario suele ser un factor
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importante. En cualquier caso, las RNA han sido aplicadas con e´xito dentro del
campo de las matema´ticas, estad´ıstica, medicina, economı´a, ingenier´ıa, f´ısica, psi-
colog´ıa, informa´tica y otras ciencias. A continuacio´n se enuncia una lista general,
no exhaustiva, de los problemas tratados por las RNA:
• Prediccio´n y prono´sticos.
• Diagno´sticos.
• Clasificacio´n y categorizacio´n.
• Control y monitorizacio´n.
• Optimizacio´n.
• Ana´lisis y miner´ıa de datos.
• Compresio´n de datos.
• Aproximacio´n de funciones y proyecciones generales.
• Memorias direccionables por contenido.
• Reconocimiento de patrones.
• Percepcio´n artificial.
• Razonamiento artificial.
Algunas aplicaciones espec´ıficas son: deteccio´n de feno´menos me´dicos, prediccio-
nes del mercado de valores, asignacio´n de cre´ditos bancarios, monitorizacio´n del
estado de maquinaria, gestio´n de motores, reconocimiento o´ptico de caracteres,
desarrollo de robots auto´nomos, transcripcio´n de habla continua, organizacio´n de
ficheros de documentos extensos, resolucio´n del problema del viajero y muchos
ma´s. Esta tesis aborda el AED con MAO, los cuales son descritos en el siguiente
apartado.
3.2. El Mapa Auto-Organizativo Ba´sico
3.2.1. Mapas cerebrales
La corteza cerebral es posiblemente el sistema biolo´gico ma´s complejo. Es una
capa delgada (de 2 a 3 mil´ımetros de alto) de neuronas con aproximadamente
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medio metro cuadrado de a´rea, que esta´ replegada adecuadamente para caber
dentro del cra´neo, presentando la cla´sica forma “arrugada”. A escala microsco´pi-
ca esta´ organizada en varias capas de diferentes tipos y densidades de neuronas.
A escala macrosco´pica consta de diversas regiones espaciales constituidas por un
elevado nu´mero de neuronas similares, las cuales colaboran para realizar las ta-
reas espec´ıficas a las que se han especializado (por ejemplo, control del habla
o ana´lisis de sen˜ales sensoriales). Se conoce desde hace tiempo que varias zo-
nas del cerebro, especialmente de la corteza cerebral, se organizan dependiendo
de diferentes modalidades sensoriales. Grupos de neuronas dentro de una regio´n
responden conjuntamente a excitaciones de las ce´lulas sensoriales a las que sir-
ven. Por ejemplo, neuronas en la corteza visual responden a ciertos patrones de
luz en la retina, ce´lulas de la corteza somatosensorial son excitadas por sen˜ales
provenientes de ce´lulas sensoriales bajo la piel y neuronas del mapa auditivo o
tonoto´pico responden a diferentes sonidos dependiendo de su frecuencia [Pat96].
Recientes trabajos de investigacio´n han revelado la estructura fina de varias de
estas a´reas, aprecia´ndose que las sen˜ales aparecen en el mismo orden topogra´fico
tanto en la corteza cerebral como en el o´rgano sensorial en el que fueron recibi-
das. Estas a´reas o estructuras son denominadas “mapas cerebrales” [Koh01]. Por
ejemplo, el mapa somatoto´pico es definido como una a´rea asociativa del cerebro
que realiza una proyeccio´n, que preserva la topolog´ıa, de los o´rganos sensoriales
a la corteza somatosensorial. La figura 3.3 muestra el mapa somatoto´pico del ser
humano donde, por ejemplo, el a´rea que corresponde a la mano esta´ cerca de
la del brazo. De hecho, una figura humana distorsionada puede ser proyectada
topolo´gicamente en dos dimensiones en la superficie de la corteza cerebral.
Los mapas de la corteza cerebral presentan las citadas propiedades topolo´gicas
segu´n las cuales neuronas vecinas representan feno´menos o est´ımulos semejantes.
En otros te´rminos, se trata de una proyeccio´n “ordenada” desde un espacio de
caracter´ısticas ligado a neuronas sensoriales, a unas regiones espaciales asociadas
en la corteza cerebral.
Por otro lado, una regio´n corporal particular es representada en la corteza ce-
rebral mediante un a´rea proporcional al nu´mero de receptores sensoriales ta´ctiles
en dicha zona del cuerpo, y no por su taman˜o. Por esta razo´n las neuronas for-
man una proyeccio´n geome´trica distorsionada de la superficie del cuerpo. No´tese
que las neuronas en el mapa somatosensorial no esta´n dispuestas con forma de
ser humano, pero los relativos taman˜os de sus a´reas indican la sensibilidad de la
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Figura 3.3: Mapa somatosensorial humano. Tomado de [URLf].
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Figura 3.4: Homu´nculo sensorial. Tomado de [URLf].
piel en esa zona del cuerpo. De esta manera, es posible generar un homu´nculo
o “pequen˜o hombre” sensorial, mostrado en la Figura 3.4, donde aparecen zonas
muy sensibles como los labios, boca y manos. En esta tesis, esta propiedad de
proporcionalidad se denomina “sensibilidad a la frecuencia”.
3.2.2. Introduccio´n y terminolog´ıa
Los mapas auto-organizativos (MAO) [Koh82, Koh98, Koh01] esta´n inspirados
en la proyeccio´n y en la propiedad de organizacio´n “automa´tica” de los mapas
cerebrales, y comparten la propiedad de sensibilidad a la frecuencia. Se trata de
una RNA competitiva, no-supervisada y no-parame´trica, en el sentido de que no
realiza ningu´n supuesto sobre la distribucio´n de datos a tratar, por lo que puede
encontrar estructuras inesperadas en los datos [Kas97], encajando adecuadamente
en el marco del AED.
El algoritmo de los MAO ajusta un conjunto discreto y ordenado de vectores
de referencia (centroides, vectores de pesos, vectores del diccionario de bloques)
a una distribucio´n de datos de entrada vectoriales definidos en el espacio de los
datos (espacio de caracter´ısticas, espacio de entrada). Por tanto, los vectores de
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Figura 3.5: Adaptacio´n de un MAO bidimensional a una distribucio´n tridimensional en forma
de cactus. Tomado de [Koh01].
referencia presentan la misma dimensio´n que los datos de entrada, y cada uno
esta´ asociado a una neurona (unidad, nodo, elemento de proceso) ubicada en
una rejilla regular discreta. Dicha rejilla, habitualmente denominada “mapa”,
esta´ incluida dentro del espacio de observacio´n (espacio de salida), que suele ser
de dimensio´n menor o igual a tres por razones de visualizacio´n.
Los MAO pueden ser vistos como redes ela´sticas que se adaptan a una distri-
bucio´n de datos de manera ordenada, siguiendo una filosof´ıa similar a la regresio´n
(en lugar de ajustar una funcio´n a una distribucio´n de datos se ajusta un conjun-
to de vectores de referencia), de tal forma que posteriormente puede ser posible
determinar ciertas caracter´ısticas de dicha distribucio´n (clusters, distancias rela-
tivas entre clases, datos o clases at´ıpicas, etc.) mediante te´cnicas de inspeccio´n
visual de ciertas propiedades y medidas asociadas al mapa. La Figura 3.5 muestra
la adaptacio´n de un mapa bidimensional a una distribucio´n tridimensional en for-
ma de cactus, con densidad de probabilidad uniforme dentro e´ste. Recuperando
la estructura plana inicial del mapa es posible visualizar ciertas caracter´ısticas
de los datos, por ejemplo, las diversas ramificaciones del cactus. Por tanto, re-
sulta esencial utilizar te´cnicas que permitan extraer la ma´xima informacio´n de
estas redes neuronales para una posterior visualizacio´n [RDG+02]. De hecho, el
algoritmo de entrenamiento de los MAO fue desarrollado en primer lugar para la
71
3. MAPAS AUTO-ORGANIZATIVOS
Figura 3.6: Ejemplo de un MAO con topolog´ıa hexagonal que modela datos relativos al espectro
de frecuencia de habla natural (finlande´s). No´tese la similitud entre unidades vecinas. Tomado
de [Koh01].
visualizacio´n de relaciones no-lineales de datos multidimensionales [Koh01].
Los MAO son entrenados con distribuciones de datos de entrada nume´ricos y
pueden ser utilizados como:
• Algoritmos de clustering, es decir, de CV.
• Algoritmos de proyeccio´n vectorial no-lineal, mediante la correspondencia
generada por el MAO entre las neuronas y los vectores de referencia aso-
ciados a ellas.
Esta dualidad es debida a la propiedad de preservacio´n del orden topolo´gico de la
proyeccio´n (preservacio´n de la topolog´ıa), que queda reflejada en un ordenamiento
de los vectores de referencia en el mapa. Aunque la lo´gica subyacente al modelo
del los MAO es generalizable a mecanismos distintos de los neuronales [Koh82]
(ve´ase la Seccio´n 3.2.3), es precisamente este ordenamiento el que relaciona al
algoritmo de los MAO con feno´menos de organizacio´n en los mapas cerebrales, y
por tanto con una idealizada estructura neuronal.
La Figura 3.6 muestra un MAO con topolog´ıa hexagonal cuyas neuronas o uni-
dades, representadas por c´ırculos, modelan un tipo particular de espectro acu´stico
a corto plazo de frecuencias (la curva dentro de las unidades, en la que las fre-
cuencias bajas aparecen en su parte izquierda y las altas en la derecha), para
datos de habla natural (finlande´s). Inmediatamente es posible observar la simi-
litud entre los modelos de unidades adyacentes. Por otro lado, la coleccio´n de
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modelos aproxima la distribucio´n de los espectros de entrada [Koh01].
La preservacio´n de la topolog´ıa es satisfecha cuando los vectores de referencia
de neuronas pro´ximas en el mapa, tambie´n se localizan pro´ximos en el espacio de
los datos. De esta manera, destaca la posibilidad de generar ima´genes a partir de
dicha proyeccio´n que revelen ciertas caracter´ısticas inherentes sobre la estructura
de la distribucio´n de datos con la que el MAO haya sido entrenado. En la Seccio´n
3.2.7.5 se presenta una definicio´n ma´s formal de preservacio´n de la topolog´ıa.
3.2.3. Arquitectura
La arquitectura de los MAO es bastante sencilla. Consiste en un conjunto de
neuronas Ξ = {ηi}, i = 1, · · · ,M (que pueden ser interpretadas como simples
vectores n-dimensionales en vez de unidades de procesamiento), conectadas entre
s´ı y a un vector de entrada, y organizadas geome´tricamente en una rejilla regular
de una determinada dimensio´n m.
El MAO realiza una proyeccio´n no-lineal desde el espacio original de entrada
(Rn) donde los datos son definidos, al espacio de salida (Rm) donde queda definida
la rejilla regular. Cada neurona o nodo ηi ∈ Ξ queda representado por una posicio´n
en el mapa ri ∈ Rm y un vector de referencia asociado wi ∈ Rn. Esta asociacio´n
puede representarse mediante la definicio´n de una correspondencia discreta uno-
a-uno fd entre el conjunto de vectores de referencia (en el espacio de los datos)
Ω = {wi}, i = 1, · · · ,M , y el conjunto de las posiciones asociadas a las neuronas
(en el espacio de observacio´n o mapa) Φ = {ri}, i = 1, · · · ,M :
fd : Ω ↔ Φ (3.1)
Todas las neuronas esta´n conectadas entre s´ı para definir vecindades y todas
esta´n conectadas a un vector de entrada x ∈ Rn, con el cual van a comparar su
vector de referencia wi para generar un valor de salida. Lo habitual es calcular la
distancia Eucl´ıdea entre ambos, aunque existen otras alternativas para la funcio´n
de salida. Por ejemplo, es posible utilizar una funcio´n dependiente de valores de
salida de neuronas vecinas (ve´ase [Pat96]).
La Figura 3.7 muestra un ejemplo ba´sico de la adaptacio´n de un MAO bi-
dimensional a una simple distribucio´n tridimensional. Las neuronas en el mapa
permanecen fijas, mientras que son sus vectores de referencia los que se ajustan,
















Figura 3.7: Adaptacio´n de un MAO bidimensional a una distribucio´n tridimensional.
3.2.3.1. Doble interpretacio´n
Algunos autores describen los MAO como redes neuronales de dos capas:
la primera corresponde a un dato o vector de entrada, mientras que la segunda
corresponde al mapa o rejilla de neuronas. En este marco, los pesos de las conexio-
nes entre las capas corresponden a los componentes de los vectores de referencia,
mientras que la funcio´n de activacio´n genera la correspondiente salida. De esta
manera, el modelo de neurona es ide´ntico al representado en la Figura 3.2. En la
Figura 3.8 se muestra esta primera interpretacio´n de la arquitectura de los MAO,
donde x ∈ Rn representa un vector de entrada, y las neuronas quedan definidas
mediante una posicio´n r ∈ R2, un vector de referencia o de pesos w ∈ Rn y una
funcio´n de activacio´n f comu´n, generalmente f(w, x) = ‖w − x‖, donde ‖ · ‖
denota distancia Eucl´ıdea.
Por otro lado, teniendo en cuenta la filosof´ıa de los algoritmos de CV, los MAO
pueden ser vistos como un simple conjunto de vectores n-dimensionales situados
en una rejilla regular m-dimensional (ve´ase la Figura 3.9).
3.2.3.2. Discusio´n
Como se ha visto en el apartado anterior, los MAO pueden ser estudiados
desde un punto de vista distinto al neuronal. Dada la simplicidad de los modelos
artificiales de las redes neuronales, una interesante discusio´n surge al abordar el
problema de definir que´ es una RNA. En [Rip96b] se comenta que varios trabajos
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Figura 3.8: Interpretacio´n de la arquitectura de un MAO bidimensional desde el punto de vista






Figura 3.9: Interpretacio´n de la arquitectura de un MAO bidimensional desde el punto de vista
de los algoritmos de CV.
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publicados en la literatura sobre RNA no parecen ni neuronales ni redes, en el
sentido de que carecen de una motivacio´n biolo´gica y la informacio´n no aparece
codificada u´nicamente en fuerzas de conexio´n entre neuronas. De esta manera,
critica a los me´todos de Kohonen (MAO y cuantizacio´n vectorial de aprendizaje,
ve´ase la Seccio´n 3.3.4), ya que los pesos de la red no representan fuerzas de co-
nexio´n. Sin embargo, Kaski [Kas97] comenta que los componentes de los vectores
de referencia de los MAO corresponden a “pesos sina´pticos”, generando la consi-
guiente contradiccio´n. Por otro lado, dado que en la interpretacio´n neuronal las
neuronas so´lo calculan distancias y no se comunican (salvo en el caso particular
de generar salidas dependientes de varias neuronas), es necesario la incorporacio´n
de un proceso “superior” no-neuronal para que realice varias tareas del proceso
de entrenamiento (ve´ase la Seccio´n 3.2.5).
Para el autor de esta tesis, los MAO pueden ser considerados “neuronales”
dada la caracter´ıstica de organizacio´n de las neuronas artificiales en un espacio
“f´ısico” y distinto del de los datos (el mapa). E´sta resulta similar al modo en
que aparecen organizados los mapas cerebrales, donde las neuronas de la corteza
cerebral (f´ısica) se organizan y representan feno´menos del mundo externo (espacio
de los datos).
En este sentido, y considerando las observaciones de Ripley, parece ma´s con-
flictivo aplicar el te´rmino “neuronal” a varios procedimientos de CV que defi-
nen conexiones entre sus vectores de referencia para “organizarlos” u´nicamente
en el espacio de los datos, como las varios algoritmos propuestos por Fritzke
[Fri94, Fri95b, Fri96] o la combinacio´n del me´todo neural gas [MS91, MBS93] con
el principio de aprendizaje Hebbiano competitivo [Mar93].
3.2.3.3. Topolog´ıa
Esta tesis analiza principalmente mapas bidimensionales (m = 2) de topolog´ıa
rectangular. Una opcio´n frecuentemente utilizada consiste en emplear una topo-
log´ıa hexagonal, que resulta ma´s efectiva para el ana´lisis visual [KHKL96]. Sin
embargo, se ha optado por trabajar con rejillas rectangulares por varios motivos:
• Los estudios llevados a cabo sobre MAO no so´lo se han centrado en te´cnicas
de visualizacio´n, por lo que se ha aprovechado una infraestructura de co´digo
fuente basado en mapas rectangulares.
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Figura 3.10: Diferentes topolog´ıas para mapas bidimensionales.
• Facilidad y eficiencia a la hora de implementar y probar los nuevos algorit-
mos, acelerando el proceso de investigacio´n.
• Los algoritmos de visualizacio´n presentados son independientes del tipo de
topolog´ıa, y perfectamente adaptables al caso hexagonal.
En cualquier caso, en la pra´ctica es aconsejable utilizar los nuevos algoritmos
tambie´n con mapas de topolog´ıa hexagonal. La Figura 3.10 muestra los dos tipos
de topolog´ıas (rectangular y hexagonal) para mapas bidimensionales.
3.2.4. Algoritmo de entrenamiento
El algoritmo de entrenamiento de los MAO forma parte de los me´todos de
“aprendizaje competitivo”. Este te´rmino hace referencia al proceso adaptativo
por el cual las ce´lulas de una red neuronal se especializan progresivamente para
representar una serie de categor´ıas presentes en conjuntos de datos. A medida que
avanza el proceso de entrenamiento aparece una especie de divisio´n de tareas,
segu´n se van especializando las diferentes neuronas para representar diferentes
tipos de entradas. Esta especializacio´n es generada mediante una competicio´n
entre las neuronas, de manera que cuando se trata un nuevo dato, la neurona (o
un conjunto de e´stas) que mejor representa al dato gana y se le permite “aprender”
a representarlo mejor.
Cuando existe un ordenamiento de las neuronas, como es el caso en los MAO,
el aprendizaje se generaliza para que aprenda no so´lo la neurona ganadora, sino
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tambie´n un conjunto de sus vecinas (aunque la capacidad de aprendizaje de una
neurona suele disminuir segu´n se aleja de la neurona ganadora). El resultado
final resulta en que neuronas pro´ximas en el mapa se especializan en representar
datos similares, por lo que dichas representaciones aparecen ordenadas. Esta es
la esencia del algoritmo de aprendizaje de los MAO [Kas97].
El algoritmo de entrenamiento es un proceso iterativo que crea una proyeccio´n
no-lineal del espacio de los datos al mapa o rejilla discreta intentando preservar la
topolog´ıa de los datos originales. Despue´s del entrenamiento las neuronas pueden
ser consideradas como vectores de referencia de un algoritmo de CV, y es posible
aprovechar el ordenamiento entre dichos vectores para visualizar caracter´ısticas
de los datos (esta tesis propone nuevos me´todos para este propo´sito). En cuanto a
la proyeccio´n, la imagen de un dato puede corresponder al lugar de la rejilla donde
se encuentra la neurona que mejor lo representa, o puede emplearse una estrategia
de interpolacio´n para situarlo en el subespacio continuo en el que se situ´an las
neuronas (ve´anse las Secciones 5.2.3 y 5.4.4, y el nuevo me´todo presentado en la
Seccio´n 6.1).
Un detalle importante consiste en distinguir entre “algoritmo de entrena-
miento” y “proceso de entrenamiento” (ve´ase la Seccio´n 3.2.5). El proceso de
entrenamiento ejecuta el algoritmo de entrenamiento varias veces con diferentes
para´metros, adema´s de encargarse de una serie de tareas relacionadas con varios
para´metros de entrenamiento y caracter´ısticas generales de la red, e incluso de
los propios datos. Por ejemplo, se debe:
• Estudiar la dimensio´n intr´ınseca de los datos.
• Elegir una adecuada dimensio´n, topolog´ıa y taman˜o para la red.
• Especificar los para´metros de entrenamiento: tasa de aprendizaje inicial,
radio de vecindad inicial, funciones decrecientes relacionadas con la tasa de
aprendizaje y el radio de vecindad, nu´mero de elementos a tratar, etc.
• Asignar unos valores iniciales a los vectores de referencia de las neuronas.
Este apartado describe los dos tipos de algoritmos de entrenamiento propuestos
para construir un MAO ba´sico: secuencial, ma´s apropiado para ser modificado y
para entender la filosof´ıa de los MAO; y “por lotes” o batch, similar al algoritmo
K-medias, que proporciona una alternativa muy eficiente para construir MAO.
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3.2.4.1. Entrenamiento secuencial
El algoritmo ba´sico de entrenamiento secuencial consiste en los siguientes
pasos:
1. Introducir un nuevo vector de entrada y calcular la neurona
ganadora.
2. Actualizar los vectores de referencia de la neurona ganadora
y sus vecinas hacia el vector de entrada, segu´n una tasa de
aprendizaje y un nu´cleo de vecindad centrado en la neurona
ganadora.
3. Si se ha procesado un nu´mero determinado de muestras T: fin;
en caso contrario, reducir la tasa de aprendizaje y el radio
de vecindad, e ir al paso 1.
El nu´mero total de iteraciones del algoritmo T (nu´mero de muestras que
son procesadas) es uno de los varios para´metros que deben ser elegidos antes de
ejecutar el algoritmo. La Seccio´n 3.2.5 aborda la eleccio´n de los para´metros de
entrenamiento.
El primer paso consiste en presentar de un nuevo dato o vector de entrada
x(t) ∈ Rn, escogido aleatoriamente de la distribucio´n de entrenamiento ∆ = {xi},
i = 1, · · · , N , en el instante de tiempo discreto t correspondiente a una iteracio´n
del algoritmo. Posteriormente es comparado con todos los vectores de referencia
wi(t), i = 1, · · · ,M , del MAO para calcular la “neurona ganadora” o unidad de
ma´xima similitud ηc(t). Su vector de referencia wc(t) es el que mejor representa
al dato x(t). Generalmente, se emplea una me´trica como medida de similitud (o
disimilitud) entre el dato de entrada y los vectores de referencia:
‖x(t)− wc(t)‖ = mı´n
i
{‖x(t)− wi(t)‖} (3.2)
En esta tesis ‖ · ‖ denota distancia Eucl´ıdea.
El segundo paso consiste en la modificacio´n de los vectores de referencia de
la neurona ganadora y un conjunto de sus vecinas para que representen mejor
al dato de entrada x(t). El procedimiento consiste en mover dichos vectores en





Figura 3.11: Adaptacio´n del vector de referencia de la neurona ganadora (unidad de ma´xima
similitud) y los de sus vecinas hacia el patro´n de entrada x. Las l´ıneas continuas y discontinuas
corresponden a la situacio´n antes y despue´s de la adaptacio´n, respectivamente.
de x(t) sobre el vector de referencia de una determinada neurona depende de
una tasa de aprendizaje, de la distancia desde dicha neurona a la ganadora en el
mapa y de la distancia desde x(t) al vector de referencia en el espacio de los datos.
Durante el proceso de aprendizaje los vectores de referencia son actualizados de
acuerdo con la siguiente regla:
wi(t+ 1) = wi(t) + α(t)hc,i(t)[x(t)− wi(t)] (3.3)
donde el sub´ındice c representa a la neurona ganadora para el dato de entrada
x(t). No´tese como el vector wi(t) es adaptado hacia x(t) segu´n la distancia que
los separa y por el valor definido por el producto α(t)hc,i(t), que debe ser menor
o igual a uno y decrecer (tender a cero) a medida que avanza el tiempo y las
muestras son procesadas.
La “tasa de aprendizaje” α(t) es una funcio´n mono´tona decreciente que tiende
a cero. Su eleccio´n no es cr´ıtica [KHKL96, Koh01] y puede ser lineal, exponencial
o inversamente proporcional a t. En [MC95b] se propone la definicio´n de una
tasa de aprendizaje “o´ptima”, en el sentido de asegurar que todos los datos con-
tribuyan por igual a la configuracio´n del MAO, independientemente del orden
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de presentacio´n de e´stos. En esta tesis se han empleado las siguientes tasas de
aprendizaje:







α(t) = α(0) · exp (−βT t) (3.5)
donde el para´metro T representa el nu´mero de iteraciones que efectu´a el algoritmo;
α(0) es el valor inicial de la tasa de aprendizaje, que debe ser elevado (cerca de la
unidad [Koh01]) en la fase de ordenamiento si los vectores de referencia no esta´n
ordenados, y progresivamente debe descender en las siguientes fases del proceso
de entrenamiento. La constante βT debe ser elegida de tal forma que α(T ) ' 0
en (3.5).
El denominado “nu´cleo de vecindad”, hc,i(t), es una funcio´n definida sobre la
rejilla regular del mapa, y define el conjunto de neuronas alrededor de la ganadora
que van a ser actualizadas, adema´s de contribuir (junto con la tasa de aprendizaje)
a establecer la fuerza de atraccio´n de sus vectores de referencia hacia el dato
de entrada. Por otro lado, del nu´cleo de vecindad define la “rigidez” de la “red
ela´stica” del MAO en el espacio de los datos [KHKL96]. Generalmente depende del
tiempo y de la distancia Eucl´ıdea entre una neurona ηi y la ganadora ηc en el mapa
(‖rc− ri‖), y tiende a cero segu´n aumenta e´sta. Tambie´n depende impl´ıcitamente
de un “radio de vecindad” σ(t), que es otra funcio´n mono´tona decreciente y
puede ser definida de forma ana´loga a la tasa de aprendizaje. En este caso, la
eleccio´n del radio de vecindad inicial σ(0) es crucial en el entrenamiento (ve´ase
la Seccio´n 3.2.5.4). E´ste debe ser elevado (por lo menos la mitad del dia´metro
del mapa) cuando los vectores de referencia esta´n desordenados, pequen˜o en la
fase de adaptacio´n y pra´cticamente nulo en la fase de convergencia, para que so´lo
aprenda la ganadora, en cuyo caso el algoritmo se comporta como el K-medias
(ve´ase la Seccio´n 3.2.5).
Existen dos tipos cla´sicos de nu´cleos de vecindad: binario y continuo. El nu´cleo
de vecindad binario, tambie´n denominado “burbuja” o “truncado”, define un
conjunto de neuronas Ξc(t) alrededor de la ganadora ηc en funcio´n de una distancia
(no necesariamente la Eucl´ıdea) y del radio de vecindad σ(t): Ξc(t) = {ηi ∈






0 si i /∈ Ξc(t)
1 si i ∈ Ξc(t)
(3.6)









En este caso, la fuerza de adaptacio´n de una neurona es mayor cuanto ma´s cer-
ca este´ situada de la ganadora. En los trabajos presentados en esta tesis se ha
empleado este tipo de nu´cleo de vecindad. Por otro lado, es posible variar la fun-
cio´n anterior para que anule la actualizacio´n de los vectores de referencia cuyas
neuronas este´n situadas fuera del radio de vecindad.
La Figura 3.12 muestra los dos tipos de nu´cleos de vecindad: “burbuja” (a),
en el que se ha empleado la distancia L1; y “Gaussiano” (b). En ambos casos el
MAO es (100×100)-dimensional, la neurona ganadora esta´ situada en la posicio´n
(40,60), y el radio de vecindad igual a 30.
3.2.4.2. Entrenamiento por lotes
El mapa por lotes [Lut90, Koh93] es un algoritmo muy similar al K-medias,
con la excepcio´n de que introduce una vecindad decreciente con el tiempo. Uti-
liza todos los datos en cada iteracio´n, por lo que es independiente del orden de
presentacio´n e´stos, que afecta al proceso secuencial. Al no definir una tasa de
aprendizaje no sufre problemas de convergencia y presenta valores asinto´ticos
ma´s estables para los wi que los del algoritmo secuencial. Es especialmente efec-
tivo si los vectores de referencia iniciales esta´n algo ordenados, incluso si e´stos no
se han adaptado todav´ıa a la distribucio´n [Koh01]. En experimentos emp´ıricos el
tiempo de entrenamiento es reducido con respecto al empleado por el algoritmo
secuencial [MC95a].
A continuacio´n se describe el algoritmo, donde los primeros pasos realmente
corresponden al proceso de entrenamiento, aunque son incluidos para clarificar la
similitud de este algoritmo con el K-medias:
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Figura 3.12: Nu´cleos de vecindad: “burbuja” (a) y “Gaussiano” (b).
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1. Formar el MAO con K neuronas o clases.
2. Iniciar los vectores de referencia.
3. Para cada neurona ηi, calcular una copia de todos los datos
que este´n ma´s cerca del vector de referencia wi. En otras
palabras, calcular la pertenencia de cada dato a la clase o
regio´n de Voronoi Vi asociada a la neurona ηi.
4. Actualizar cada vector de referencia wi tomando la media del
conjunto de muestras incluidas en las regiones de Voronoi
asociadas a la neurona ηi y a sus vecinas (pertenecientes a
Ξi).
5. Reducir el radio de vecindad y repetir desde el paso 3
varias veces.
Formalmente, si se usa una funcio´n de vecindad hj,i general y xj es la media
de los datos x(t) en la regio´n de Voronoi Vj, entonces e´sta es ponderada por el







donde la suma sobre j se toma para todas las neuronas del MAO si la funcio´n
de vecindad no esta´ truncada. En caso contrario, se toma para las neuronas en







En relacio´n al K-medias, que minimiza una funcio´n de energ´ıa (el error de
cuantizacio´n, ve´ase (2.2)), el mapa por lotes minimiza (aproximadamente) una
funcio´n de energ´ıa que var´ıa en el tiempo, dada la vecindad decreciente [Lut90].
En realidad, el algoritmo MAO no posee una funcio´n de energ´ıa en el caso general
[EOS92]. En el caso de trabajar con un conjunto de datos discreto y un nu´cleo
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hc,i ‖xj − wi‖2 (3.10)
es una funcio´n de energ´ıa local del MAO [KMSK91] (donde N es la cardinalidad
del conjunto de datos, M la del conjunto de neuronas y c denota el ı´ndice de una
ganadora). En cualquier caso, el MAO so´lo da una solucio´n aproximada a (3.10)
dado que hc,i decrece en cada iteracio´n. Esta funcio´n es utilizada para comparar
diversos algoritmos de EMD con los MAO.
3.2.5. Proceso de entrenamiento
El proceso de entrenamiento de un MAO no so´lo consiste en aplicar el algo-
ritmo de entrenamiento con una serie de para´metros dados. Involucra la seleccio´n
de la dimensio´n, topolog´ıa y taman˜o de la red, la eleccio´n una estrategia para
inicializar los vectores de referencia y la ejecucio´n del algoritmo de entrenamiento
varias veces, adema´s de la eleccio´n de los para´metros de entrenamiento en cada
una de estas ejecuciones.
3.2.5.1. Dimensio´n de la red
Al trabajar con grandes conjuntos de datos multidimensionales suele ser ven-
tajoso descubrir o imponer alguna estructura sobre los datos. Una de estas estruc-
turas es el nu´mero mı´nimo de para´metros d necesarios para describir los datos,
tambie´n denominado “dimensio´n intr´ınseca” del conjunto de datos o del proceso
generador de e´stos. La interpretacio´n geome´trica de dimensio´n intr´ınseca es que
el conjunto de datos se encuentra en una curva topolo´gica de d dimensiones o
menos [FO71]. En otras palabras, podemos decir que los datos “viven” en una
hipersuperficie de dimensio´n d, empotrada en un espacio de dimensio´n n, con
d ≤ n. En la pra´ctica, debido al ruido los datos podra´n parecer de dimensio´n
n, aunque seguira´n pudiendo ser aproximados por una hipersuperficie de dimen-
sio´n d [Kiv98]. Existen otras definiciones de dimensio´n intr´ınseca, por ejemplo,
relacionadas con el ACP y correlaciones en los datos (nu´mero de componentes
principales necesarios para representar los datos con precisio´n), ve´ase [Bis95].
Conside´rese la Figura 3.13, en la que un MAO bidimensional se ha adaptado
a una distribucio´n con forma de superficie de una semiesfera. A pesar de que la
85
3. MAPAS AUTO-ORGANIZATIVOS
Figura 3.13: Adaptacio´n de un MAO bidimensional a una distribucio´n con forma de superficie
de una semiesfe´rica. Tomado de [BHV99].
distribucio´n es definida en un espacio tridimensional, intuitivamente, parece ma´s
apropiado adaptar un plano (de neuronas o vectores de referencia) a la distribu-
cio´n que un cubo o un segmento. Para que un MAO se ajuste adecuadamente
a una distribucio´n de datos, su dimensio´n debe coincidir lo mejor posible con
la dimensio´n intr´ınseca de los datos. Si la dimensio´n del MAO es menor que
la intr´ınseca de los datos, e´ste intenta rellenar la hipersuperficie de los datos
dobla´ndose y distorsiona´ndose de manera ana´loga a como una curva de Peano
unidimensional rellena una superficie plana [Kiv98]. Esto introduce discontinui-
dades que pueden afectar negativamente al proceso de exploracio´n de datos. En
otras palabras, las neuronas en el mapa pueden quedar desordenadas. Por otro la-
do, un MAO de mayor dimensio´n que la intr´ınseca de los datos tambie´n presenta
dificultades para adaptarse a la distribucio´n. En principio, esto no resulta ser un
problema serio ya que siempre es posible disminuir la dimensio´n del MAO. Por
u´ltimo, hay que destacar que una misma distribucio´n de datos puede no presentar
la misma dimensio´n intr´ınseca en todas sus regiones, por lo que los MAO pueden
tener dificultades para adaptarse a estas distribuciones.
Una de las estrategias para estimar la dimensio´n intr´ınseca de los datos con-
siste en entrenar varios MAO y utilizar medidas de preservacio´n de la topolog´ıa,
que sirven como medidas de bondad de MAO [GS96, BHV99] (ve´ase la Seccio´n
3.2.7). Se trata de entrenar varios MAO de diferente dimensio´n para posterior-
mente medir “lo bien” que se han adaptado a la distribucio´n. Como un MAO de
una dimensio´n dada se adapta mejor a datos de esa misma dimensio´n intr´ınseca,
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los MAO que mejor se adapten a la distribucio´n revelara´n su posible dimensio´n
intr´ınseca. Por ejemplo, mediante esta te´cnica se deduce que la dimensio´n in-
tr´ınseca de los datos de habla utilizados en [BHV99] esta´ comprendida entre dos
y tres.
En la mayor´ıa de aplicaciones y trabajos descritos en la literatura los MAO
suelen ser bidimensionales. Una de las razones pra´cticas de su popularidad es que
resultan sencillos de visualizar. Otra cuestio´n importante es que muchas imple-
mentaciones so´lo soportan MAO de una o dos dimensiones [Kiv98]. Otra razo´n
puede ser el “efecto de bordes” [Koh82] que es ma´s pronunciado cuando la di-
mensio´n de los MAO aumenta.
3.2.5.2. Topolog´ıa y taman˜o de la red
Otra de las etapas iniciales consiste en determinar la topolog´ıa y el taman˜o
(nu´mero de neuronas) del MAO. Su eleccio´n depende principalmente del propo´sito
para el que el MAO es aplicado: ana´lisis de datos y/o clasificacio´n. Una topolog´ıa
hexagonal resulta ma´s efectiva para el ana´lisis visual ya que no favorece tanto las
direcciones (ejes) horizontal y vertical como la rectangular [KHKL96, Koh01]. En
esta tesis se trabaja con rejillas rectangulares por los motivos mencionados en la
Seccio´n 3.2.3.3. En cualquier caso, la eleccio´n de la topolog´ıa no parece cr´ıtica ni
para tareas de visualizacio´n ni de clasificacio´n.
En cuanto a la “forma” del MAO, se prefieren rectangulares en vez de cuadra-
dos ya que la “red ela´stica” de vectores de referencia debe estar orientada segu´n
la densidad de probabilidad de la distribucio´n de entrada y debe estabilizarse en
el proceso de aprendizaje [Koh01]. En otras palabras, es deseable que los “ejes”
de la rejilla correspondan a las direcciones de mayor varianza de los datos. Sin
embargo, esta tesis utiliza principalmente MAO cuadrados ya que las distribucio-
nes de entrada pueden ser “blanqueadas” (aplicando una transformacio´n lineal
de modo que la nueva matriz de covarianza sea la matriz unidad) para no favo-
recer ninguna direccio´n. Por otro lado, los mapas cuadrados tambie´n poseen dos
direcciones “ma´ximas”: las diagonales. En cualquier caso, la interpretacio´n de los
“ejes” del mapa casi siempre resulta dif´ıcil [Ves99].
Sin embargo, el taman˜o de la red influye bastante a la hora de aplicar ade-
cuadamente un MAO. Si el objetivo es construir un clasificador no es necesario
modelar perfectamente la distribucio´n de datos, sino crear una serie de fronte-




Figura 3.14: Adaptacio´n de tres MAO de diferente taman˜o a distribuciones similares forma-
das por cuatro clusters (ima´genes superiores). Los me´todos de visualizacio´n (que generan las
ima´genes inferiores) son ma´s efectivos cuantas ma´s neuronas sean empleadas.
conseguirse con un nu´mero reducido de neuronas y sus correspondientes vecto-
res de referencia. En un extremo, cada neurona puede representar una clase de
la misma forma que lo hace un centroide del algoritmo K-medias. Sin embargo,
dado el proceso de adaptacio´n de los MAO, suele ser muy dif´ıcil que cada vector
de referencia se adapte a un cluster diferente (generalmente aparecen neuronas
interpolantes, ve´ase la Seccio´n 3.2.6, que no se ajustan a ningu´n cluster y varias
neuronas adaptadas a un mismo cluster), con lo cual es preferible emplear un
nu´mero mayor de neuronas. El uso de un nu´mero elevado de neuronas para cla-
sificacio´n es aconsejable si al mismo tiempo se lleva a cabo un ana´lisis visual del
MAO para facilitar el etiquetado de e´stas.
En cuanto a la visualizacio´n, el MAO podra´ modelar mejor la distribucio´n
cuantas ma´s neuronas tenga, por lo que es aconsejable utilizar un nu´mero eleva-
do de ellas. Alfred Ultsch, autor del algoritmo ma´s popular de ana´lisis visual de
MAO, sen˜ala que es necesario emplear miles de neuronas para crear MAO “emer-
gentes”, y que el nu´mero de neuronas puede superar incluso al nu´mero de datos
de la distribucio´n [Ult99]. Por otro lado, un nu´mero elevado de neuronas aumenta
el coste computacional de los algoritmos y puede provocar un “sobreajuste” del
modelo a los datos [LK00].
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La Figura 3.14 muestra, en las ima´genes superiores, la adaptacio´n de tres
mapas bidimensionales con topolog´ıa rectangular de diferentes taman˜os: (2 × 2)
(a), (5×5) (b) y (10×10) (c), a unas simples distribuciones formadas por cuatro
clusters de diferente forma pero con el mismo nu´mero de datos. Las ima´genes
inferiores muestran el resultado de aplicar el me´todo de visualizacio´n U-matrix
[US90] (ve´ase la Seccio´n 5.1.3) a los MAO.
En cuanto a la clasificacio´n, el primer MAO, a pesar de contar con el mismo
nu´mero de neuronas que de clusters, puede presentar errores de clasificacio´n si
se emplea la distancia Eucl´ıdea, ya que se supondr´ıa que las clases tienen forma
esfe´rica. Para reducir el error de clasificacio´n es necesario emplear ma´s neuronas,
como en los casos (b) y (c). Posteriormente, el analista debe etiquetar las neuronas
para determinar cuales representan a la misma clase. Los me´todos de visualizacio´n
pueden ayudar a realizar esta tarea al definir zonas que pueden representar a
clusters y a bordes entre e´stos.
En cuanto a la visualizacio´n, el MAO (2 × 2)-dimensional no aporta infor-
macio´n fiable sobre la distribucio´n al ser demasiado pequen˜o. En general no es
posible aplicar me´todos de visualizacio´n con MAO tan pequen˜os. En el MAO
(5×5)-dimensional empiezan a aparecer zonas oscuras y claras que corresponden
a clusters y a bordes entre e´stos, respectivamente. Finalmente, el MAO (10×10)-
dimensional muestra fielmente las caracter´ısticas de la distribucio´n (existencia de
cuatro clusters disjuntos, densidad relativa de los clusters, etc.). Este ejemplo pue-
de parecer sencillo, ya que la distribucio´n modelada es bidimensional. La utilidad
real de los MAO y los me´todos de visualizacio´n consiste en aplicarlos a distri-
buciones de dimensio´n elevada. El Cap´ıtulo 5 recoge una extensa coleccio´n de
me´todos de visualizacio´n, mientras el Cap´ıtulo 6 propone varios nuevos me´todos
de visualizacio´n alternativos.
3.2.5.3. Iniciacio´n de los vectores de referencia
Se trata de asignar unos valores iniciales a los componentes de los vectores de
referencia. Existen diversas estrategias para realizar esta tarea:
• Iniciacio´n aleatoria. Se ha demostrado que los valores pueden ser aleatorios
de manera que los vectores de referencia aparezcan inicialmente desordena-
dos en el mapa, ya que despue´s de la fase de ordenamiento e´stos acaban
ordenados (ve´ase la Seccio´n 3.2.5.4). En cualquier caso, esto no significa
que la iniciacio´n aleatoria sea la mejor estrategia ni la ma´s eficiente.
89
3. MAPAS AUTO-ORGANIZATIVOS
• Iniciacio´n en el dominio de los datos. Esto es deseable aunque los valores
iniciales sean escogidos aleatoriamente [Koh01]. Se trata de asignar valores
iniciales escogiendo: los propios datos de la distribucio´n (selecciona´ndolos
aleatoriamente entre la poblacio´n), o utilizando los vectores resultantes de
una previa fase de CV.
• Iniciacio´n lineal. Es posible ordenar los vectores de referencia iniciales segu´n
ciertas direcciones. Kohonen afirma haber obtenido buenos resultados uti-
lizando los autovectores de la matriz de autocorrelacio´n de los datos que
correspondan a los autovalores mayores [Koh01]. De esta manera, se podr´ıa
evitar la fase de ordenamiento.
• Otras. Una l´ınea de investigacio´n propuesta por el autor de esta tesis consis-
te en elaborar algoritmos para proyectar una serie de vectores de referencia
preestablecidos a un mapa regular bidimensional, de manera que queden
ordenados mediante la optimizacio´n de criterios de preservacio´n de la topo-
log´ıa, de bondad de MAO, y similares a los empleados en los me´todos de
EMD. Con estos nuevos mapas tambie´n podr´ıa evitarse la fase de ordena-
miento.
3.2.5.4. Fases del proceso de aprendizaje: ordenamiento, adaptacio´n
y convergencia
Una vez elegidas las caracter´ısticas del MAO y los vectores de referencia inicia-
les se procede a entrenar la red. Se trata de aplicar el algoritmo de entrenamiento
repetidas veces con diferentes tasas de aprendizaje y radios de vecindad iniciales,
que son escogidos cada vez ma´s pequen˜os segu´n se avanza en el entrenamien-
to, mientras que el nu´mero de iteraciones o muestras presentadas al algoritmo
aumenta. Para un adecuado entrenamiento de los MAO el proceso de aprendizaje
o entrenamiento puede ser dividido en tres fases diferentes [SM00]:
1. Ordenamiento. Esta fase consiste simplemente en ordenar los vectores de
referencia en el espacio de los datos, por lo que es posible aplicar un me´todo
alternativo de ordenamiento como sustituto al algoritmo de aprendizaje de
los MAO. Para que un MAO se ordene globalmente, el radio de vecindad
debe ser grande al principio para posteriormente “encoger” con el tiempo. Se
recomienda escoger un radio de vecindad inicial de por lo menos la mitad del
dia´metro de la rejilla de neuronas, ya que por el contrario podr´ıan aparecer
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diferentes zonas del mapa sensibilizadas a los mismos datos de entrada,
vulnerando la propiedad de preservacio´n de la topolog´ıa. En cuanto a la
tasa de aprendizaje inicial, tambie´n debe ser elevada (cercana a la unidad
[Koh01]), para posteriormente decrecer de forma mono´tona. Por otro lado,
el MAO se ordena muy ra´pidamente por lo que el nu´mero de muestras a
procesar (iteraciones del algoritmo) puede ser bastante bajo, representando
menos del 10 % del total de todo el proceso de aprendizaje.
2. Adaptacio´n. Dados los elevados valores del radio de vecindad y tasa de
aprendizaje iniciales, los vectores de referencia en la fase anterior se orde-
nan ra´pidamente pero tambie´n tienden a concentrarse ya que la fuerza de
atraccio´n es muy fuerte. Esto impide que el MAO se adapte adecuadamente
a los datos. Por tanto, es necesario una nueva fase de entrenamiento con un
radio de vecindad inicial relativamente pequen˜o y una tasa de aprendizaje
inicial menor, que implica a su vez la utilizacio´n de un nu´mero elevado de
iteraciones del algoritmo, por ejemplo, un 70 % del periodo de aprendizaje.
En esta nueva fase, los vectores tienden a adaptarse a la distribucio´n de
manera ordenada (ya que parten de la configuracio´n ordenada generada en
la fase anterior), siempre que la dimensio´n intr´ınseca de los datos coincida
con la del MAO.
3. Convergencia. Una vez alcanzada esta fase, el MAO ha debido adaptarse
adecuadamente a la distribucio´n. Sin embargo, al tratarse de un me´todo de
CV, es deseable minimizar en la medida de lo posible el error de cuantizacio´n
(ve´ase (2.2)). E´ste puede ser reducido aplicando un algoritmo de CV como
el K-medias, o el algoritmo de entrenamiento de los MAO una u´ltima vez.
En este caso, el radio de vecindad inicial debe contener u´nicamente a la
ganadora o a lo sumo unas pocas vecinas. La tasa de aprendizaje inicial
suele ser pequen˜a requiriendo ma´s iteraciones del algoritmo cuanto menor
sea e´sta. La precisio´n estad´ıstica, que es muy dif´ıcil conseguir cuando el
espacio es de dimensio´n elevada dada la maldicio´n de la dimensionalidad
[Kas97], depende del nu´mero de iteraciones en esta fase [Koh01]. Por u´ltimo,
cabe destacar que el algoritmo MAO es equivalente al K-medias cuando el
radio de vecindad afecta solamente a la neurona ganadora.
Con respecto al nu´mero total de iteraciones del proceso, Kohonen sugiere
utilizar por lo menos 500 veces el nu´mero de neuronas en el MAO para conseguir
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Fase α(0) σ(0) T
Ordenamiento [0.4,0.8] σ(0) > D/2 ≈ 5 %
Adaptacio´n [0.05,0.2] σ(0) < D/4 ≈ 70 %
Convergencia [0.01,0.05] σ(0) < 2 ≈ 25 %
Tabla 3.1: Sugerencias para los para´metros del algoritmo de aprendizaje segu´n la fase del proceso
de aprendizaje. D representa el dia´metro de la rejilla de neuronas del MAO.
precisio´n estad´ıstica [Koh01]. Por otro lado, si so´lo unas pocas muestras esta´n
disponibles, e´stas pueden ser recicladas hasta alcanzar el nu´mero deseado de
iteraciones.
En funcio´n de la experiencia, la Tabla 3.1 propone una serie de valores apro-
ximados, como mera sugerencia, para la tasa de aprendizaje inicial α(0), el radio
de vecindad inicial σ(0), y el nu´mero de iteraciones del algoritmo T en cada fase.
En cualquier caso, el conjunto de valores o´ptimos para estos para´metros siempre
sera´ dependiente de la distribucio´n de datos, desconocida a priori, con la que el
MAO sea entrenado, por lo que su eleccio´n no es trivial. En la pra´ctica, dado que
el algoritmo de entrenamiento es computacionalmente muy ligero, se recomienda
entrenar varios MAO con diferentes conjuntos de para´metros, e incluso varios
con los mismos para´metros (dada la naturaleza aleatoria del algoritmo secuen-
cial), para finalmente escoger uno de ellos, en funcio´n de medidas de bondad de
MAO, que son descritas en la Seccio´n 3.2.7. Por ejemplo, si el objetivo es realizar
solamente una CV, es posible escoger el MAO con menor error de cuantizacio´n.
La Figura 3.15 muestra dos ejemplos de la configuracio´n de los vectores de
referencia al finalizar cada una de las fases del proceso de entrenamiento. En (a),
un MAO unidimensional formado por 16 neuronas se adapta a una circunferencia
cuya dimensio´n intr´ınseca es uno. En (b), un mapa (3×3)-dimensional se adapta
a una distribucio´n bidimensional formada por cuatro clusters. En ambas ima´genes
se muestra de izquierda a derecha la configuracio´n de los vectores de referencia tras
completar la iniciacio´n aleatoria de los vectores de referencia, el ordenamiento, la
adaptacio´n y la convergencia.
3.2.6. Ventajas y deficiencias
El objetivo de los MAO es crear una proyeccio´n topolo´gicamente (es decir,
localmente) ordenada de los datos en el sentido de una curva o superficie principal
discreta. Adema´s de los beneficios ofrecidos por la CV, los beneficios principales
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(a)
(b)
Figura 3.15: Fases del proceso de entrenamiento. De izquierda a derecha: previa iniciacio´n de los
vectores de referencia (aleatoria), ordenamiento, adaptacio´n y convergencia. En (a), un MAO
unidimensional formado por 16 neuronas se adapta a una circunferencia. En (b), un MAO
(3× 3)-dimensional se adapta a una distribucio´n bidimensional formada por cuatro clusters.
de los MAO son los siguientes [Ves00]:
• Robustez. Si el radio de vecindad inicial es suficientemente grande, abar-
cando la mayor parte del mapa, el MAO es muy robusto a la configuracio´n
inicial de los vectores de referencia.
• Adaptacio´n local. El orden topolo´gico trabaja principalmente en la vecindad
de cada neurona, por lo que adapta los vectores de referencia localmente a
la densidad de datos.
• Facilita la visualizacio´n. La rejilla regular del MAO permite crear visuali-
zaciones e interfaces de usuario eficientes.
Algunos de los beneficios de los MAO son debidos a sus relaciones de vecindad,
que por el contrario tiene efectos secundarios (ve´ase la Figura 3.16):
• Efecto de bordes. La definicio´n de la vecindad no es sime´trica en los bordes
del mapa, por lo que la estimacio´n de la densidad es diferente en los bordes




Figura 3.16: Algunos problemas asociados a los MAO: efecto de bordes y contraccio´n (a),
neuronas interpolantes (b). Tomados de [Ves02].
• Contraccio´n. El rango de valores de las variables o componentes sufre una
contraccio´n. Los vectores de referencia de las neuronas exteriores son atra´ıdos
ma´s hacia el centro del mapa, con lo que puede que no representen adecua-
damente clases que pueden resultar interesantes desde el punto de vista del
ana´lisis, como son los datos at´ıpicos.
• Neuronas interpolantes. Cuando existen clusters disjuntos, es habitual ver
como ciertos vectores de referencia son adaptados a los espacios vac´ıos entre
dichos clusters. Las neuronas correspondientes reciben el nombre de “inter-
polantes”. La aparicio´n de e´stas puede ser beneficioso desde el punto de
vista de la visualizacio´n ya que representan bordes entre clases. Sin em-
bargo, en el caso de algunas herramientas de ana´lisis como el clustering de
enlace simple, e´stas pueden dar pistas falsas sobre la forma de los datos y
puede ser necesario eliminarlas.
Por otro lado, la rejilla discontinua de los MAO presenta los siguientes problemas
[Ves99]:
• Aunque el MAO tenga una forma rectangular, sus ejes raramente propor-
cionan una interpretacio´n clara.
• La proyeccio´n discreta implementada por el MAO es muy ba´sica. Los datos
son proyectados sobre su neurona ganadora y suele ser muy complicado
extraer informacio´n sobre la estructura global de la distribucio´n utilizando
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u´nicamente la rejilla. Por esta razo´n, es aconsejable combinar los MAO con
otros me´todos de proyeccio´n (por ejemplo, la proyeccio´n de Sammon).
El algoritmo del MAO es sencillo de implementar y simular, es muy ligero com-
putacionalmente, y sus propiedades pra´cticas son claras y fa´ciles de observar.
Sin embargo, sus propiedades teo´ricas siguen sin ser demostradas en un senti-
do general, a pesar del tremendo esfuerzo de varios autores. So´lo han aparecido
avances teo´ricos con respecto a MAO unidimensionales, e incluso en este caso
no se ha encontrado una tasa de aprendizaje conveniente que asegure la orga-
nizacio´n. Para MAO multidimensionales, el problema es au´n ma´s complicado
[CFP94, CFP98]. Desde un punto de vista teo´rico, los MAO sufren varias defi-
ciencias [BSW98, Koh01]:
• Ausencia de funcio´n de coste o energ´ıa a minimizar.
• Carencia de una base teo´rica para escoger una tasa de aprendizaje y nu´cleo
de vecindad que asegure el ordenamiento topogra´fico, por lo que e´ste debe
ser comprobado emp´ıricamente.
• Ausencia de demostraciones generales de convergencia.
• El modelo no define una densidad de probabilidad.
• La propiedad de suavidad de los MAO viene determinada indirectamente
por la funcio´n de vecindad, la cual cambia a trave´s del entrenamiento por
lo que es dif´ıcil de controlar.
Por otro lado, adema´s del problema del “sobreajuste”, el simple uso del MAO
puede llevar a un nu´mero excesivo de falsas hipo´tesis en tareas de visualizacio´n
(“sobreinterpretacio´n”) [LK00]. Tambie´n hay que tener en cuenta que al com-
binar una CV con una proyeccio´n, los MAO pueden presentar limitaciones con
respecto a otros me´todos disen˜ados para realizar solamente una de estas tareas.
Por ejemplo, el K-medias suele generar un conjunto de vectores de referencia con
menor error de cuantizacio´n, y la proyeccio´n de Sammon preserva mejor las dis-
tancias entre los elementos que la rejilla regular r´ıgida [Fle97]. De hecho, una
alternativa ampliamente utilizada es aplicar un me´todo de EMD sobre un con-
junto de vectores de referencia provenientes de un me´todo de CV. En cualquier
caso, las aplicaciones de los MAO son cada vez ma´s numerosas, especialmente en
el ana´lisis de datos [CFP94, CFP98].
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3.2.7. Medidas de bondad
Dada la incertidumbre sobre la distribucio´n de datos de entrada, al final del
proceso de entrenamiento es conveniente verificar de alguna manera si el MAO
generado se ha adaptado adecuadamente a los datos y si e´ste esta´ ordenado, lo
cual es un requisito primordial en cuanto a la validez y eficacia de la mayor´ıa de
me´todos de visualizacio´n. Este apartado presenta consejos pra´cticos para cons-
truir “buenos” MAO, adema´s de una serie de criterios denominados “medidas de
bondad” de MAO. Algunas de estas medidas sirven como funciones de evalua-
cio´n de algoritmos gene´ticos y estrategias evolutivas [Gol89, Mic92], para crear
variantes optimizadas (h´ıbridos de RNA–algoritmos evolutivos [Yao99, Gam01])
de los MAO [PU93, HH95, NH98].
3.2.7.1. Consejos pra´cticos para la construccio´n de buenos MAO
Aunque es posible generar un buen MAO sin tomar ninguna precaucio´n, Koho-
nen resalta una serie de consejos (algunos previamente mencionados en apartados
anteriores) para crear MAO estables, bien orientados y menos ambiguos [Koh01]:
• Formar la rejilla. Para tareas de visualizacio´n se recomienda utilizar la to-
polog´ıa hexagonal, mientras que la forma del mapa debe ser rectangular en
vez de cuadrada. En las Secciones 3.2.3.3 y 3.2.5.2 se discute el uso en esta
tesis de una topolog´ıa rectangular y una forma cuadrada, respectivamente.
• Aprendizaje con un nu´mero pequen˜o de muestras. En muchas ocasiones, el
nu´mero de iteraciones necesarias para obtener una buena precisio´n estad´ısti-
ca supera al nu´mero de muestras. En estos casos, las muestras deben ser
utilizadas reiterativamente en el aprendizaje. Es posible aplicarlas c´ıclica-
mente, en un orden permutado aleatorio o simplemente de manera aleatoria.
Los resultados son pra´cticamente los mismos en los tres casos.
• Reforzar datos poco frecuentes. El MAO tiende a representar a la densidad
de probabilidad de los datos p(x), por lo que se ajusta a regiones donde
existe una cantidad notable de datos. Sin embargo, en muchas aplicaciones,
datos importantes aparecen con poca frecuencia estad´ıstica. En estos casos
es posible reforzar el aprendizaje hacia estos datos, por ejemplo, aumentan-
do el valor de la tasa de aprendizaje o del nu´cleo de vecindad cuando son
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presentados, o introducie´ndolos repetidas veces en el proceso de entrena-
miento. La Seccio´n 3.3.1.2 describe brevemente algunas de estas variantes.
• Escalado de los componentes de los patrones. Este es un problema complejo,
ya que no existe una regla que determine el tipo de escalado o´ptimo que deba
ser aplicado a los componentes de los datos al introducirlos en el algoritmo.
En esta tesis los componentes son normalizados de modo que su varianza
sea igual a uno.
• Forzar representaciones a lugares concretos del mapa. A veces es aconsejable
localizar previamente el lugar en el mapa donde va a ser proyectado un cierto
tipo de dato. Esto puede conseguirse inicializando el vector de referencia de
la neurona en esa posicio´n y manteniendo baja su tasa de aprendizaje.
• Monitorizar la calidad del aprendizaje. El aprendizaje puede ser llevado a
cabo con diferentes para´metros de entrenamiento, diferentes conjuntos de
vectores de referencia iniciales y diferentes secuencias de patrones de en-
trada. Parece claro que algu´n MAO o´ptimo puede existir de acuerdo con
un criterio de bondad concreto. Al tratarse de un algoritmo de CV, un
ı´ndice frecuentemente utilizado es el error de cuantizacio´n. Por otro lado,
el MAO debe estar ordenado, presentando la propiedad de preservacio´n de
la topolog´ıa que lo caracteriza. Este apartado describe varios criterios para
medirla. Desafortunadamente, la preservacio´n de la topolog´ıa parece inver-
samente proporcional al error de cuantizacio´n, por lo que la eleccio´n de un
MAO o´ptimo dependera´ de la aplicacio´n que se le quiera dar. Finalmente,
cabe destacar que en la pra´ctica varios MAO de diferente dimensio´n, taman˜o
y forma son entrenados con diferentes para´metros de entrenamiento, con-
juntos iniciales de vectores de referencia, secuencias de entrada de patrones,
etc., para finalmente escoger el o´ptimo segu´n los criterios de bondad.
3.2.7.2. Criterio de clasificacio´n supervisada
Cuando un MAO es entrenado con el objetivo de crear un clasificador o re-
conocedor de formas, la bondad del mismo puede ser medida simplemente con la
tasa de acierto del clasificador [VA95], suponiendo que posteriormente se dispone
de informacio´n sobre la pertenencia de los datos a las distintas clases. No´tese que
en este sentido lo importante es crear fronteras de decisio´n que separen adecua-
damente las clases, en lugar de modelar fielmente la distribucio´n de datos.
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3.2.7.3. Bondad de la visualizacio´n
Para tareas de clasificacio´n, es posible medir la separacio´n entre las clases y
la calidad del MAO objetivamente. Cuando el objetivo es ana´lisis exploratorio,
la calidad del MAO generalmente debe ser evaluada por un experto en el a´rea
de aplicacio´n. En [KL96] se presenta una medida para comparar las ima´genes
generadas por dos MAO.
3.2.7.4. Error de cuantizacio´n medio
Algunos algoritmos de CV configuran sus vectores de referencia minimizando
una funcio´n de coste o energ´ıa. Aunque el MAO no tiene una funcio´n de coste,
es deseable que e´ste se adapte lo mejor posible a los datos. Despue´s del proceso
de entrenamiento casi siempre se realiza una estimacio´n de dicha adaptacio´n, por









donde N es el nu´mero total de muestras de la distribucio´n, K es el nu´mero de
clases y mk es el centroide de la clase Ck (en los MAO naturalmente mk = wk).
3.2.7.5. Medidas de preservacio´n de la topolog´ıa
A la hora de escoger un MAO o´ptimo no siempre debe ser elegido el que
presente el menor error de cuantizacio´n medio. El MAO debe adaptarse a la dis-
tribucio´n, pero de forma “ordenada”. Una extensa recopilacio´n de medidas de
organizacio´n es presentada en [Pol95]. Por tanto, tambie´n es necesario medir el
grado de preservacio´n de la topolog´ıa que ha realizado el MAO, que suele ser
“inversamente proporcional” al error de cuantizacio´n medio. No´tese que cuando
el MAO converge a la distribucio´n la estructura regular se distorsiona, “desor-
dena´ndose” en el sentido de que pueden aparecer neuronas que representen datos
similares, pero que se hallen lejos en el mapa. Por este motivo, es necesario buscar
un equilibrio entre estos dos tipos de medidas.
Formalmente, la preservacio´n de la topolog´ıa puede definirse como el requi-
sito de que la proyeccio´n del espacio de salida (de menor dimensio´n) al espacio
de entrada original sea suave y continua [Kas97]. Sin embargo, es bastante dif´ıcil
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de definir para una rejilla discreta. La mayor´ıa de textos sobre MAO dicen, co-
loquialmente, que la preservacio´n de la topolog´ıa se satisface cuando los vectores
de referencia de neuronas que se encuentran pro´ximas en el mapa tambie´n se
localizan pro´ximos en el espacio de los datos (y no necesariamente a la inversa).
Existen dos enfoques principales para calcular la preservacio´n de la topolog´ıa.
En el primero, se comparan las relaciones entre los vectores de referencia y las
posiciones de sus neuronas asociadas en el mapa. En el segundo, se utilizan las
muestras de la distribucio´n para determinar la continuidad de la proyeccio´n desde
el espacio de datos a la rejilla del mapa. En este sentido, si los dos vectores de
referencia ma´s pro´ximos a un dato no son vecinos en el mapa, la proyeccio´n no
es continua cerca de ese elemento.
A continuacio´n se presentan varias medidas de preservacio´n de la topolog´ıa.
Una introduccio´n ma´s extensa es descrita en [GS96] y [BHV99]. Cabe destacar
que dada la ambigu¨edad de la definicio´n de preservacio´n de la topolog´ıa existen
diferencias importantes entre las medidas, por lo que no siempre generan resul-
tados equivalentes para un mismo conjunto de datos y MAO.
• Producto topogra´fico. Esta medida P [BP92] relaciona para cada neurona la
secuencia de vectores de referencia vecinos en el espacio de los datos con la
secuencia de neuronas vecinas en el mapa. Sea dV la distancia en el espacio
de los datos (V ) y dA la distancia en el espacio del mapa (A). Para cada
neurona ηj, se ordenan las distancias entre los vectores de referencia en el
espacio de los datos y las distancias entre las neuronas en el mapa, de tal
forma que nVi (j) denota el ı´ndice del i-e´simo vecino ma´s cercano al vector de
referencia de la neurona ηj en V , y n
A
i (j) el ı´ndice de la i-e´sima neurona ma´s

























El signo de P indica aproximadamente la relacio´n entre la topolog´ıa de
ambos espacios. Si P < 0 el espacio de los datos es de menor dimensio´n
intr´ınseca, P ≈ 0 indica igualdad (aproximadamente) y P > 0 indica que
el espacio de datos es de mayor dimensio´n intr´ınseca.
• Coeficiente de Spearman. De forma similar al producto topogra´fico, en
[BP95] se propone un criterio que preserva la clasificacio´n del orden de
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similitudes, en vez de las propias similitudes. Utilizan un coeficiente de
correlacio´n de clasificacio´n entre las similitudes entre los dos espacios, en
concreto el coeficiente ρ de Spearman (ve´ase [PTVF93]), que es definido
como el coeficiente de correlacio´n lineal de las clasificaciones:
ρ =
∑





donde Ri y Si son las correspondientes clasificaciones en las listas ordenadas
de las distancias en ambos espacios. El coeficiente ρ de Spearman tiene la
propiedad deseable de que esta´ acotado en el intervalo [−1, 1]. Un ordena-
miento perfecto resulta si ρ = 1. Si el ordenamiento es aleatorio ρ ≈ 0, y si
esta´ completamente invertido ρ = −1.
• Medida de Zrehen. Este enfoque [Zre93] considera el nu´mero de veces que
el segmento conectando dos vectores de referencia vecinos en el mapa es
cruzado por la region de Voronoi asociada a otro vector de referencia. En
otras palabras, conside´rese dos vectores de referencia wi y wj cuyas neuronas
son vecinas en el mapa. La esfera de radio ‖wi−wj‖/2 con centro en (wi +
wj)/2 no debe contener otros vectores de referencia, es decir:
‖wi − wk‖2 + ‖wk − wj‖2 ≤ ‖wi − wj‖2 ∀k 6= i, j (3.14)
A los wk que violan esta condicio´n se les denomina “intrusos”, y la suma
del nu´mero de todos ellos sobre todos los pares de neuronas constituye la
Medida de Zrehen. Tambie´n es posible dividir esta medida por el nu´mero
de pares de vectores de referencia que son vecinos en el espacio de datos
[BHV99].
• Medida-C. Considere un espacio de entrada V y otro de salida A, los cuales
contienen N puntos, y una proyeccio´n Γ del espacio V en A. Asuma que
para cada espacio existe una funcio´n sime´trica de similitud (F en el espacio
de entrada y G en el de salida) que, dado cualquier par de puntos en el
espacio, especifica mediante un nu´mero escalar no negativo lo similares que
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F (i, j)G(Γ(i),Γ(j)) (3.15)
donde i y j son puntos del espacio de entrada V , y Γ(i) y Γ(j) son sus
respectivas ima´genes en A. La suma se hace sobre todos los pares de V .
Existen varias opciones a la hora de escoger las funciones F y G:
Longitud de camino mı´nimo [DM90]: F (i, j) es la distancia Eucl´ıdea,
G(p, q) = 1 si p y q son vecinas, y G(p, q) = 0 si no lo son.
Cableado mı´nimo [DM90]: G(p, q) es la distancia Eucl´ıdea, F (i, j) = 1
si i y j son vecinos, y F (i, j) = 0 si no lo son.
Distorsio´n mı´nima [Lut90]: F (i, j) es la distancia Eucl´ıdea al cuadrado.
G(p, q) = e−d
2/σ2 , donde d es la distancia Eucl´ıdea entre p y q, y σ es
la escala de longitud en el espacio de salida sobre la que se desea que
puntos cercanos representen puntos de entrada similares.
Distorsio´n mı´nima invertida [Mit95]: G(p, q) es la distancia Eucl´ıdea
al cuadrado. F (i, j) = e−d
2/σ2 , donde d es la distancia Eucl´ıdea entre i
y j, y σ es la escala de longitud en el espacio de entrada sobre la que
se desea que puntos cercanos representen puntos de salida similares.
• Error topogra´fico. Esta simple medida [Kiv96] consiste en la proporcio´n
de datos cuyas neuronas asociadas a sus dos vectores de referencia ma´s
pro´ximos en el espacio de los datos no son tambie´n vecinas en el mapa, es







donde u(xk) = 0 si las neuronas asociadas a los dos vectores de referencia
ma´s pro´ximos a xk son vecinas, y u(xk) = 1 si no lo son. N es la cardinalidad
del conjunto de datos.
• Camino mı´nimo en el mapa. Esta medida [KL96] (ϕ) tiene en cuenta tanto la
preservacio´n de la topolog´ıa (un ı´ndice de la continuidad), como un criterio
de ajuste estad´ıstico a los datos (el error de cuantizacio´n). Es un intento de
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combinar ambos tipos de medidas. Para cada dato de entrada x se calcula
la distancia d(x) al segundo vector de referencia ma´s pro´ximo wc′(x) a trave´s
del mapa, pasando primero por el ma´s pro´ximo wc(x), y a partir de ah´ı por
el camino ma´s corto siguiendo las conexiones (neuronas vecinas) del mapa
hasta wc′(x). Si hay una discontinuidad en el MAO la distancia entre c(x)
y c′(x) sera´ elevada, mientras que si son vecinos sera´ ma´s corta. De esta
manera, no so´lo se cuantifica el error topogra´fico, sino que tiene en cuenta la
magnitud de la discontinuidad. La medida ϕ es la media de estas distancias
ϕ = E[d(x)], donde:




‖wIi(k) − wIi(k+1)‖ (3.17)
donde Ii(k) es el ı´ndice de la unidad k en un camino en el mapa desde la
unidad Ii(0) = c(x) hasta Ii(Kc′(x),i) = c
′(x). Las unidades Ii(k) y Ii(k+ 1)
deben ser vecinas para k = 0, · · · , Kc′(x),i−1. En [KL96] tambie´n se propone
una medida de disimilitud entre MAO. La Figura 3.13 muestra un camino
desde la neurona A hasta la B a trave´s del MAO. La distancia es medida
sobre la rejilla en el espacio de los datos, y no en linea recta.
• Medida Hebbiana. La rejilla de un MAO puede ser interpretada como un
grafo. Por otro lado, es posible formar un grafo Hebbiano (tambie´n de-
nominado “triangulacio´n inducida de Delaunay”) conectando vectores de
referencia segu´n el principio de aprendizaje Hebbiano competitivo, que une
dos de ellos si son los ma´s pro´ximos a un dato de entrada. La medida Heb-
biana [Pol97] esta´ basada en la comparacio´n de estos grafos. Tambie´n asigna
unos pesos a las aristas del grafo Hebbiano para reducir la importancia de
conexiones irrelevantes. Formalmente, dados dos vectores de referencia wi
y wj, sea crea una arista Hebbiana ci,j = n, donde n es un peso que corres-
ponde al nu´mero de patrones de entrada que tienen a wi y wj como sus
dos vectores de referencia ma´s pro´ximos. La medida Hebbiana µH se define
como:
µH = 1−
ĉ · |AK\AH |+
∑
(j,k)∈AK\AH cj,k




donde AK denota el conjunto de aristas del grafo del MAO de Kohonen,
AH el conjunto de aristas del grafo Hebbiano y ĉ =
∑
(j,k)∈AH cj,k/|AH | es
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la media de los pesos del grafo Hebbiano. Valores inmediatamente inferiores
a uno indican un buen grado de preservacio´n de la topolog´ıa, mientras que
valores positivos y cercanos a cero indican una pobre preservacio´n de la
topolog´ıa.
• Funcio´n topogra´fica. En contraste con el producto topogra´fico, que utiliza
las distancias entre los vectores de referencia en el espacio de los datos, la
funcio´n topogra´fica Θ [VDHM97] esta´ basada en distancias dD en el grafo
inducido de Delaunay D. Las distancias entre dos puntos son calculadas en
el grafo, y se compara el grafo del espacio de salida con el de entrada, con
respecto al grado de desviacio´n topolo´gica entre ambos. Para cada par de
vecinos en un espacio se cuenta el orden de vecindad del par correspondiente
en el otro espacio. En concreto, para cada nodo i se evalu´a la siguiente
funcio´n:
fi(k) = card{j / ‖i− j‖ma´x > k; dD(i, j) = 1} (3.19)
fi(−k) = card{j / ‖i− j‖ = 1; dD(i, j) > k} (3.20)
donde k = 1, · · · , N−1, (N es la cardinalidad del conjunto de datos), ‖·‖ es
la distancia Eucl´ıdea, ‖·‖ma´x la norma ma´xima, y card{·} la cardinalidad de






j∈A fj(k) si k > 0




j∈A fj(k) si k < 0
(3.21)
donde A es el espacio de salida. Esto genera Θ ≡ 0, y en particular Θ(0) = 0
si tanto la proyeccio´n de V en A, como la de A en V preservan la topolog´ıa.
La forma de Θ(k) permite analizar la magnitud de las distorsiones en el
MAO, aunque si se quiere menos detalle es posible utilizar la diferencia:
Θ = Θ(+1) − Θ(−1). El signo de la funcio´n topogra´fica determina si la
dimensio´n del espacio de entrada es demasiado elevada (negativo) o pequen˜a
(positivo). Existe una relacio´n estrecha entre la medida de Zrehen y Θ(−1),
aunque no son exactamente iguales (la primera esta´ basada en distancias
Eucl´ıdeas, mientras Θ lo esta´ en la estructura de un grafo).
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3.2.8. Relacio´n entre el EMD y los MAO
La diferencia esencial entre las proyecciones generadas por los MAO y los
me´todos de EMD radica en que los primeros intentan crear una proyeccio´n local-
mente correcta, mientras que los segundos intentan preservar todas las distancias
entre puntos. De esta manera, las proyecciones pueden ser muy diferentes. En el
caso general, ningu´n me´todo puede proyectar “perfectamente” datos de un es-
pacio de dimensio´n elevada a otro de menor dimensio´n. En cuanto al AED, la
diferencia puede ser interpretada de la siguiente manera: el orden global de los
me´todos de EMD probablemente sera´ ma´s preciso y proporcionara´ una visio´n
ma´s correcta de las distancias entre los datos. Por el contrario, el MAO intenta
garantizar que los elementos proyectados en posiciones cercanas sean similares, y
donde el orden y la estructura local de los clusters sea lo ma´s fiable posible. La
estructura global tambie´n puede ser visualizada pero se considera ma´s importante
la local.
En otras palabras, los me´todos de EMD intentan preservar la me´trica (o en
el caso no-me´trico, las relaciones globales de orden) del espacio original, mien-
tras el MAO intenta preservar la topolog´ıa, es decir, las relaciones de vecindad
locales. La proyeccio´n de Sammon se encuentra en una posicio´n intermedia, al
preservar las estructuras locales y las distancias simulta´neamente. La diferencia
entre ambos tipos de me´todos puede verse, por ejemplo, con la distribucio´n se-
miesfe´rica presentada en la Figura 3.13. Los me´todos que preservan la topolog´ıa
necesitan dos dimensiones para representar los datos adecuadamente, mientras
que los me´todos que preservan las distancias necesitan tres.
Por otro lado, la complejidad de los me´todos de EMD es O(N 2), donde N
es el nu´mero de datos de la distribucio´n. Esta complejidad es muy superior a la
del MAO, que es O(MT ), donde M es el nu´mero de neuronas del mapa y T el
nu´mero de muestras presentadas al algoritmo.
En [KMJ95] se compara la proyeccio´n de Sammon con la del MAO. El criterio
utilizado esta´ basado en el error de Sammon (2.13), pero utiliza unas nuevas dis-
tancias para el MAO. De manera similar al me´todo de preservacio´n de la topolog´ıa
“camino mı´nimo en el mapa” (ve´ase la Seccio´n 3.2.7.5), es posible definir nuevas
me´tricas en el espacio de observacio´n o mapa. La distancia entre dos neuronas
puede ser definida mediante la suma de las distancias (en el espacio original) a
trave´s del camino mı´nimo (en el grafo del mapa) entre los dos vectores de refe-
rencia asociados a las neuronas. Por otro lado, la distancia entre dos patrones en
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el mapa puede ser definida mediante esta nueva distancia entre sus neuronas ma´s
pro´ximas.
Finalmente, una pra´ctica habitual es la combinacio´n de ambos me´todos [Him98,
Fle01]. Es posible reducir la informacio´n a tratar por los me´todos de EMD me-
diante la aplicacio´n de te´cnicas de CV, para reducir el nu´mero de vectores a
tratar. De esta manera, el algoritmo de EMD puede ser aplicado con los vectores
de referencia de un MAO. Esto no so´lo genera dos tipos de visualizaciones, sino
que permite un encadenado de ambas para obtener informacio´n adicional, ve´ase
la Seccio´n 5.5.2.
3.2.9. Visualizacio´n, interpretacio´n y uso
En cuanto a los me´todos de visualizacio´n de informacio´n contenida en MAO la
Seccio´n 1.3 presenta una breve descripcio´n de los ma´s relevantes de la literatura.
El Cap´ıtulo 5 lleva a cabo un ana´lisis ma´s detallado, mientras el Cap´ıtulo 6
propone diversos me´todos nuevos, que son la principal aportacio´n de esta tesis.
La interpretacio´n de los descubrimientos del AED siempre depende de la apli-
cacio´n, aunque algunas estrategias generales pueden ayudar al proceso de inter-
pretacio´n de las ima´genes generadas por los me´todos de visualizacio´n de MAO,
ve´anse [Kas97] y los Cap´ıtulos 5 y 6.
La forma de la rejilla esta´ predefinida y es regular por lo que cada neurona se
situ´a en una posicio´n u´nica y todas tienen el mismo taman˜o y forma en el mapa.
Sin embargo, a pesar de la meta´fora del mapa, el MAO transforma las posiciones
de los datos de manera no-lineal, por lo que la escala de distancias no es la
misma en todos los lugares del MAO, y no debe ser le´ıdo como un mapa cla´sico
(por ejemplo, de carreteras). Por la misma razo´n, no parece aconsejable intentar
interpretar los ejes vertical y horizontal del mapa. El MAO intenta sobre todo
preservar las estructuras locales, por lo que su interpretacio´n debe ser realizada
localmente. En cualquier caso, la estructura global tambie´n puede ser u´til.
Diferentes propiedades de los vectores de referencia pueden ser visualizadas
en el mapa para facilitar su interpretacio´n. Su organizacio´n “ordenada” ayuda
a comprender las estructuras en los datos y a an˜adir (y visualizar) otro tipo de
informacio´n. A medida que el analista queda familiarizado con el MAO, le es
ma´s fa´cil interpretar nueva informacio´n mostrada en e´l. En los MAO es posible
detectar clusters, bordes entre e´stos, sus densidades, sus relativos solapamientos
y una medida orientativa de la distancia entre ellos, entre otras. Los diagramas
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que muestran clusters son muy generales, en el sentido de que no debe asumirse
la forma de e´stos. Tambie´n existen me´todos para hallar clusters en los MAO
automa´ticamente, ve´ase [VA00].
Un problema frecuente a la hora de aplicar me´todos estad´ısticos es co´mo
tratar datos incompletos, de los que se desconoce el valor de algunos (pocos)
componentes. El MAO puede ser utilizado con vectores de datos incompletos si
en la eleccio´n de la neurona ganadora so´lo intervienen las variables conocidas.
Si el nu´mero de componentes desconocidos es pequen˜o la comparacio´n podra´ ser
estad´ısticamente bastante precisa. Al adaptar los vectores de referencia so´lo los
componentes disponibles en el dato sera´n actualizados.
Datos at´ıpicos fruto del ruido o de otro tipo de errores apenas afectan al
algoritmo de los MAO. Cada dato at´ıpico afecta a una neurona, y el resto del
mapa puede seguir siendo usando para inspeccionar los datos. Por otro lado, e´stos
pueden ser detectados fa´cilmente en los MAO, ya que por definicio´n el espacio de
datos es muy disperso cerca de los datos at´ıpicos. En cualquier caso, por supuesto,
pueden existir zonas dispersas que no correspondan a datos at´ıpicos.
Es posible mostrar informacio´n en las propias neuronas para ayudar a la inter-
pretacio´n del MAO. Por ejemplo, los valores de los componentes de los vectores
de referencia pueden ser visualizados mediante las te´cnicas comentadas en la Sec-
cio´n 2.5.2.2. Cuando los datos provienen de un proceso que var´ıa en en tiempo, es
posible visualizar la trayectoria de las sucesivas neuronas ganadoras y monitorizar
el estado del proceso. Por otro lado, informacio´n a priori sobre las clases a las que
pertenecen los datos puede ser utilizada para etiquetar las neuronas, ayudando
considerablemente a la interpretacio´n de los MAO y a tareas relacionadas con
la clasificacio´n de datos de entrada. Existen tambie´n intentos de automatizar la
interpretacio´n del MAO [SVSV01].
Las ima´genes generadas por los MAO sirven para obtener informacio´n acerca
de un conjunto de datos. Han resultado ser eficaces a la hora de realizar AED,
ve´anse [Ult93, MJ95, Kas97], y por tanto en tareas de miner´ıa de datos y des-
cubrimiento de conocimiento con aplicaciones en, por ejemplo, ana´lisis de textos,
datos econo´micos y sistemas industriales [HKLK97, KK98, SVVH99]. A su vez,
han sido utilizados con e´xito en una amplia gama de tareas como el reconoci-
miento de patrones, ana´lisis de habla, telecomunicaciones, ana´lisis de ima´genes,
control de procesos, diagno´stico de fallos, robo´tica, disen˜o de circuitos electro´ni-





3.3.1. Variantes cla´sicas de los MAO
El MAO ba´sico tiene numerosas variantes. El factor comu´n entre ellas es
una coleccio´n de vectores de referencia y un conjunto de relaciones de vecindad
entre ellos. Los vectores de referencia se ajustan a una distribucio´n de datos y
las relaciones son utilizadas de tal forma que los vectores de referencia vecinos
resultan similares [Ves00]. Este apartado describe brevemente algunas de estas
variantes.
3.3.1.1. MAO de producto escalar
Los datos de entrada pueden ser normalizados (a longitud uno) antes de ser
utilizados para entrenar un MAO. La normalizacio´n no es necesaria en principio,
pero puede mejorar la precisio´n nume´rica ya que los vectores resultantes tienden
a tener el mismo rango dina´mico [Koh01]. Varios conjuntos de datos utilizados
en esta tesis han sido normalizados siguiendo un criterio alternativo, que consiste
en transformarlos para que todos los componentes tengan varianza uno.
Por otro lado, diferentes me´tricas pueden ser utilizadas a la hora de comparar
o asociar vectores, aunque las reglas para identificar la neurona ganadora y para
actualizar los vectores de referencia deben ser compatibles con respecto a la misma
me´trica. El primer algoritmo de entrenamiento de los MAO [Koh82] utilizaba el
producto escalar como medida de similitud entre un dato x(t) y un vector de
referencia wi(t). Esta variante parece tener una conexio´n con procesos fisiolo´gicos
[Koh01]. En este caso, las ecuaciones de aprendizaje quedan modificadas de la
siguiente manera:
xT (t)wc(t) = ma´x
i
{xT (t)wi(t)} (3.22)
es utilizada para calcular la neurona ganadora ηc (donde T denota traspuesta),




‖wi(t)+γ(t)x(t)‖ si i ∈ Ξc(t)




donde Ξc(t) es el conjunto de neuronas vecinas a la ganadora en un instante
determinado, 0 < γ(t) < ∞ (Kohonen propone γ(t) = 100/t [Koh01]). No´tese
que este proceso normaliza automa´ticamente los vectores de referencia.
3.3.1.2. MAO sensibles a datos de poca frecuencia
Uno de los consejos pra´cticos para construir MAO consiste en reforzar el
aprendizaje hacia datos poco frecuentes. El MAO tiende de manera natural a
adaptarse a la densidad de probabilidad de los datos p(x). Esto es positivo en el
sentido de que zonas de alta densidad de datos son representadas por un nu´mero
mayor de vectores de referencia, aumentando la resolucio´n del ana´lisis visual en
esas zonas. Los centroides tienden a representar a un nu´mero “similar” de datos,
en comparacio´n con otros algoritmos de CV, especialmente los que esta´n basados
en minimizar el error de cuantizacio´n como el K-medias. En otras palabras, la
varianza del nu´mero de datos representados por cada centroide es menor. En esta
tesis este tipo de algoritmos de CV son denominamos “sensibles a la frecuencia”.
Esta caracter´ıstica de los MAO tambie´n esta´ presente en los mapas cerebrales
(ve´ase la Seccio´n 3.2.1).
Sin embargo, en muchas aplicaciones, datos importantes aparecen con poca
frecuencia estad´ıstica, y los MAO ba´sicos no pueden modelar adecuadamente las
clases a las que pertenecen. En estos casos el aprendizaje puede ser reforzado
hacia dichos datos siguiendo diversas estrategias:
• Aumentar la tasa de aprendizaje para neuronas que ganan con poca fre-
cuencia. En [AKCM90] se contabiliza el nu´mero de veces que una neurona
ha sido la ganadora, disminuyendo la atraccio´n de neuronas que han ganado
ma´s veces. Esto resulta equivalente a emplear una distancia modificada de
manera que los datos aparenten estar ma´s lejos de dichas neuronas.
• Modificar el nu´cleo de vecindad. En [SM96, SSM97] unas hiper-elipsoides
que representan zonas de mayor densidad son definidas en el espacio de
datos, y el nu´cleo de vecindad implementa una mayor atraccio´n para las
neuronas localizadas fuera de estas zonas. Otra idea similar consiste en
utilizar la distancia de Mahalanobis para modificar el nu´cleo de vecindad
[SM00].
• Utilizar una estructura jera´rquica de MAO. Mediante esta estrategia es
posible conseguir una resolucio´n de acuerdo con la densidad de los datos
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Figura 3.17: Vecindad del MAO de a´rbol generador mı´nimo. Tomado de [Koh01].
[SM00].
• Introducir ma´s datos poco frecuentes en la secuencia de aprendizaje [Koh01].
3.3.1.3. MAO de a´rbol generador mı´nimo
En este tipo de MAO las relaciones entre las neuronas vecinas son definidas
utilizando un a´rbol generado mı´nimo [KKL90]. Con respecto a la CV esta variante
es ma´s estable y mucho ma´s ra´pida que el MAO ba´sico. Sin embargo, los vectores
de referencia no tienen una posicio´n bien definida en la rejilla del mapa, por lo que
la visualizacio´n es ma´s problema´tica [Ves00]. La Figura 3.17 muestra la topolog´ıa
de la vecindad para este tipo de MAO.
3.3.1.4. MAO jera´rquico
Con respecto a la miner´ıa de datos, la reduccio´n de la complejidad computa-
cional del algoritmo de los MAO es un aspecto tremendamente importante, dado
el taman˜o de las bases de datos a analizar. El MAO jera´rquico [KO90, Koi95],
tambie´n denominado “MAO estructurado en a´rbol”, es una variante especialmen-
te eficiente de los MAO. Su estructura es dividida en una serie de niveles o capas
que representan todo el espacio de datos. La diferencia entre las capas reside en
que el nu´mero de vectores de referencia o neuronas crece exponencialmente a me-
dida que se atraviesa un nivel. Las capas superiores son utilizadas para entrenar
a las inferiores de manera que la velocidad de ca´lculo de la neurona ganadora es
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Figura 3.18: Estructura de un MAO jera´rquico.
aumentada. Por ejemplo, si el nu´mero de neuronas M en cada capa c es expre-
sada mediante M = µc, donde µ es el nu´mero de neuronas en el nivel inicial, la
complejidad computacional del calculo de la ganadora en un determinado nivel
pasa de O(M) a O(µ logµ(M)). En cualquier caso, no existe una norma estricta
para determinar el nu´mero de neuronas en cada nivel, por lo que esto puede variar
bastante. Desde el punto de vista de la visualizacio´n, a medida que se profundi-
za de nivel se obtiene una proyeccio´n mas detallada. La Figura 3.18 muestra la
estructura arquitecto´nica de esta variante.
3.3.1.5. Redes con topolog´ıas flexibles
Algunos algoritmos relacionados con los MAO, y considerados variantes de
e´stos, intentan mejorar la preservacio´n de la topolog´ıa utilizando otras estructuras
ma´s flexibles para los mapas, diferentes de la rejilla regular fija [MS91, MBS93,
MS94, Fri94, Fri95b, Fri96]. Destacan principalmente por sus buenas prestaciones
en tareas de CV, sin embargo, no pueden ser utilizadas para visualizacio´n, al
menos no tan fa´cilmente como las rejillas regulares [Kas97]. Esto es debido a que
no definen un espacio de observacio´n de menor dimensio´n diferente al de los datos,
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que es donde se manifiesta la caracter´ıstica bioinspirada de auto-organizacio´n.
Estos algoritmos proponen soluciones (siempre en el espacio de los datos) que
definen vecindades de forma adaptativa, insertan y eliminan nodos de la red, y/o
consideran el orden de clasificacio´n de los vectores de referencia a las muestras,
entre otras. Por otro lado, suelen ser algoritmos “sensibles a la frecuencia”, ya que
los vectores de referencia tienden a representar a un nu´mero similar de patrones
de entrada.
Por ejemplo, las redes de representacio´n topolo´gica [MS94], que consisten en
la combinacio´n del me´todo de CV neural gas [MS91, MBS93], con el principio
de aprendizaje Hebbiano competitivo [Mar93]. El me´todo neural gas adapta una
serie de vectores de referencia a una determinada distribucio´n definiendo de ma-
nera adaptativa una vecindad entre e´stos. Esta vecindad esta´ basada en el orden
de clasificacio´n de las distancias entre dichos vectores y las muestras (primero, se-
gundo, tercero, etc.), de manera que “aprenden” ma´s los primeros que los u´ltimos
en funcio´n de su clasificacio´n y no en su distancia real. Por otro lado, el prin-
cipio de aprendizaje Hebbiano competitivo inserta una arista o conexio´n entre
dos vectores de referencia si e´stos son los dos (vecinos) ma´s pro´ximos a cualquier
muestra de la distribucio´n. El grafo resultante es un subgrafo de la triangula-
cio´n de Delaunay que corresponde al conjunto de vectores de referencia [MS94].
Por otro lado, en [MS91] se implementa un procedimiento para eliminar aristas
obsoletas, el cual esta´ basado en un esquema de envejecimiento.
Las redes propuestas por Fritzke: growing cell structures [Fri94], growing grid
[Fri95a] y growing neural gas [Fri96], introducen un elemento ma´s en la adapta-
cio´n al no utilizar un conjunto de vectores de referencia de taman˜o fijo, sino que
insertan y eliminan centroides en funcio´n de un criterio de error. Las vecindades
son definidas cada vez que el conjunto de vectores de referencia es actualizado.
El algoritmo growing cell structures es descrito brevemente en la Seccio´n 2.5.5.5.
El algoritmo growing grid es una variante (incremental) muy cercana a los MAO
al insertar filas o columnas de centroides, con lo que la topolog´ıa final se asemeja
mucho a la de un MAO rectangular. El algoritmo growing neural gas puede ser
visto como una variante del growing cell structures (en la que unas restriccio-
nes estrictas sobre la topolog´ıa no son tenidas en cuenta) y como una variante




Los MAO han sido disen˜ados para trabajar con patrones esta´ticos, sin embar-
go, e´stos pueden ocurrir en secuencias, como las muestras espectrales obtenidas
a partir de habla natural (correspondientes, por ejemplo, a 20 milisegundos de
sen˜al). Existen ciertas variantes secuenciales (tambie´n denominadas temporales o
dina´micas) para tener en cuenta la dependencia estad´ıstica entre los patrones de
entrada. Una te´cnica simple consiste en an˜adir informacio´n a la entrada de la red:
concatenando varios patrones de entrada formando un “time-delay self-organizing
map”, formando promedios exponenciales de varios patrones [Kan94], o utilizando
una codificacio´n en el dominio complejo, donde el tiempo es codificado en la fase
o componente imaginaria [MADV95]. El uso de retroalimentacio´n, similar a las
redes recurrentes, nunca ha generado buenos resultados [Koh01]. Otra te´cnica con-
siste en utilizar una estructura jera´rquica de dos MAO, donde el segundo intenta
captar la dina´mica espacial de las entradas movie´ndose por el primero o introdu-
ce elementos para implementar memorias [Kan94, Car99, Voe00, VD01]. Existen
me´todos que integran memorias dentro del MAO, generalmente con trazas de
memoria exponencialmente decrecientes [RP95, JM95, EP96, FP97]. Quiza´s las
variantes secuenciales ma´s populares son el mapa de Kohonen temporal [CT93],
y el mapa auto-organizativo recurrente [VHM97], que son descritas brevemente
en los siguientes subapartados.
Desde el punto de vista del autor de esta tesis, los MAO secuenciales han sido
probados con secuencias muy simples, por lo que todav´ıa queda por demostrar
su utilidad a la hora de afrontar tareas complejas, como por ejemplo, el ana´lisis
de habla. En esta tesis los nuevos me´todos de ana´lisis visual han sido disen˜ados
para ser utilizados con MAO ba´sicos. Una l´ınea futura consiste en analizar la
capacidad de las variantes secuenciales y desarrollar me´todos de visualizacio´n
exclusivos para ellas.
3.3.2.1. Mapa de Kohonen temporal
El mapa de Kohonen temporal [CT93] so´lo difiere del MAO ba´sico en sus
salidas, es decir, al calcular la neurona ganadora. El MAO ba´sico so´lo tiene en
cuenta la entrada a la red para calcular la neurona ganadora, que es equivalente
a borrar toda la actividad de las salidas de las neuronas. El mapa de Kohonen
temporal utiliza un mecanismo de memoria (“integrador con pe´rdidas”) para que
una vez activada una neurona (con un determinado valor de salida), e´sta pierda
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su actividad gradualmente. Este modelo se asemeja al de las neuronas naturales,
que retienen un potencial ele´ctrico en sus membranas con un decaimiento. Este
decaimiento puede ser modelado mediante el siguiente potencial:
Vi(t) = dVi(t− 1)− 1
2
‖x(t)− wi(t)‖2 (3.24)






dk‖x(t− k)− wi(t− k)‖2 + dnVi(t− n) (3.25)
La adaptacio´n de los pesos en el instante t es ana´loga a la del MAO ba´sico, salvo




3.3.2.2. Mapa auto-organizativo recurrente
El mapa auto-organizativo recurrente [VHM97] surge de mover las memo-
rias (“integradores con pe´rdidas”) desde las neuronas de salida a las de entrada
[KVHK97]. Se trata de utilizar la naturaleza temporal no so´lo al buscar la gana-
dora, sino tambie´n a la hora actualizar los vectores de referencia. De esta manera,
a cada neurona ηi se le asocia un vector de diferencias yi(t) para un patro´n de
entrada x(t) en el instante t:
yi(t) = (1− α)yi(t− 1) + α(x(t)− wi(t)) (3.27)




(1− α)k(x(t− k)− wi(t− k)) + (1− α)nyi(t− n) (3.28)






Finalmente, la adaptacio´n de los vectores de referencia esta´ basada en los vectores
de diferencias yi(t):
wi(t+ 1) = wi(t) + γ(t)hc,i(t)yi(t) (3.30)
donde γ(t) es la tasa de aprendizaje y hc,i el nu´cleo de vecindad.
3.3.3. MAO de subespacio adaptativo
En los MAO tradicionales cada neurona tiene asociado un vector de referen-
cia que se actualiza en la direccio´n de un determinado vector de entrada y que
representa a una clase de datos. Imag´ınese la situacio´n si cada neurona tuviera
dos vectores de referencia asociados. En ese caso, la neurona estar´ıa definida,
entre otros elementos, por un plano o base (excepto si los vectores son linealmen-
te dependientes), que podr´ıa ser rotada en el entrenamiento para maximizar la
proyeccio´n ortogonal de un nuevo dato de entrada sobre dicho plano. De esta ma-
nera, cada neurona representar´ıa un subespacio lineal (adaptativo) y ser´ıa capaz
de representar ciertos grupos de patrones elementales, invariantes con respecto a
algunas transformaciones ba´sicas como traslacio´n, rotacio´n y escalado. Esta es la
idea subyacente de la variante mapa auto-organizativo de subespacio adaptativo
cuya filosof´ıa y algoritmo se describen en [Koh01].
El objetivo es utilizar un conjunto de caracter´ısticas invariantes, de manera
similar a las wavelets con respecto a la traslacio´n. En el mapa auto-organizativo
de subespacio adaptativo las unidades o neuronas desarrollan de forma adaptativa
filtros de muchos tipos de caracter´ısticas invariantes. Las formas matema´ticas de
estos filtros no necesitan ser descritas a priori, sino que e´stas y sus mixturas
encuentran su forma automa´ticamente en respuesta a transformaciones t´ıpicas
que ocurren en las observaciones [Koh01].
La funcio´n ma´s esencial del mapa auto-organizativo de subespacio adaptativo
es el aprendizaje competitivo de episodios, los cuales representan secuencias de
vectores de entrada, y a los cuales se adaptan las neuronas. Las bases de las
neuronas, al igual que los episodios, pueden estar compuestas de varios vectores.
Este esquema es u´nico dentro de los modelos de RNA [Koh01]. Por otro lado,
el mapa auto-organizativo de subespacio adaptativo difiere de otras RNA en el
sentido de no aprender patrones, sino nu´cleos de transformacio´n [Koh01]. Desde
un punto de vista, este algoritmo esta´ relacionado con las variantes secuenciales,
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ya que trata secuencias de datos en el tiempo (episodios).
3.3.4. Cuantizacio´n vectorial de aprendizaje
La cuantizacio´n vectorial de aprendizaje [Koh86, Koh01] es una variante su-
pervisada de los MAO que representa una clase de algoritmos como el LVQ1,
LVQ2, LVQ3 y OLVQ1. A diferencia de los MAO no definen una vecindad re-
laciona con la neurona ganadora, por lo que desaparece la organizacio´n espacial
de los vectores de referencia. Por esta razo´n, este algoritmo es utilizado exclusi-
vamente para clasificacio´n estad´ıstica (supervisada), donde el objetivo es definir
regiones asociadas a clases, que son representadas por los vectores de referencia.
A continuacio´n se describe brevemente el LVQ1. Sea W = {wi(t)} un conjunto
de vectores de referencia donde cada wi(t) representa a una clase predefinida Ci de
un conjunto de datos, y sea x(t) un vector de entrada del que conocemos la clase
a la que pertenece. El algoritmo es similar al del MAO, salvo que la adaptacio´n
se realiza solamente sobre la neurona ganadora mediante la siguiente regla:
wc(t+ 1) =
{
wc(t) + α(t)[x(t)− wc(t)] si x ∈ Cc
wc(t)− α(t)[x(t)− wc(t)] si x /∈ Cc
(3.31)
Es decir, dado un vector de entrada x(t), la neurona ganadora se mueve hacia
e´l si ambos pertenecen a la misma clase, o se aleja en caso contrario. La tasa de
aprendizaje α(t) es una funcio´n “lentamente” decreciente (su valor inicial suele




Los me´todos de visualizacio´n de MAO tratan de generar ima´genes que revelen
informacio´n u´til acerca de la distribucio´n de datos con la que han sido entrena-
dos. El Cap´ıtulo 5 reu´ne una extensa recopilacio´n de estos me´todos, mientras el
Cap´ıtulo 6 propone varios me´todos nuevos de visualizacio´n, que son la principal
aportacio´n de esta tesis. Para ilustrar, evaluar y comparar los me´todos es necesa-
rio considerar una serie de distribuciones de datos. El estudio llevado a cabo en
esta tesis esta´ basado en el ana´lisis de MAO bidimensionales, entrenados con dos
tipos de distribuciones de datos:
1. Distribuciones de simulacio´n.
2. Datos reales de habla.
Por otro lado, algunos ejemplos de los me´todos de visualizacio´n de MAO esta´n
tomados directamente de trabajos de la literatura, los cuales utilizan otros con-
juntos de datos.
4.1. Distribuciones de Simulacio´n
Las distribuciones de datos artificiales o de simulacio´n sirven para poder eva-
luar de forma general las propiedades de los diferentes me´todos de visualizacio´n
de MAO. En contraste con las distribuciones de datos reales, las distribuciones
de simulacio´n son aconsejables por varias razones:
• Pueden ser disen˜adas de manera que reu´nan determinadas caracter´ısticas,
conocidas a priori, que posteriormente queramos que sean detectables por
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los me´todos de visualizacio´n de MAO. De esta manera, resultan adecuadas
para evaluar si los me´todos de visualizacio´n son capaces de representar
dichas caracter´ısticas, permitiendo establecer con claridad las propiedades
de los diversos algoritmos de visualizacio´n.
• Los resultados son ma´s objetivos y no es necesario un profundo conocimiento
de los datos a analizar por parte del analista o experto.
• No es fa´cil encontrar datos reales que reu´nan caracter´ısticas especiales que
queramos detectar.
• Es posible controlar factores como el nivel de ruido, datos at´ıpicos, grado
de solapamiento entre las clases, etc.
Las distribuciones de simulacio´n han sido disen˜adas principalmente para evaluar y
comparar los diferentes algoritmos de visualizacio´n de MAO. E´stas esta´n definidas
en espacios de distinta dimensio´n (R2,R3,R8), y su dimensio´n intr´ınseca puede
ser 1, 2, 3 o´ 8. La mayor´ıa de distribuciones de simulacio´n esta´n compuestas por
2000 datos, excepto las dos primeras bidimensionales y otras 8-dimensionales for-
madas por clusters disjuntos. La mayor´ıa de distribuciones pueden ser analizadas
adecuadamente por otros me´todos de AED, y varias de ellas resultan especial-
mente dif´ıciles de tratar por algoritmos de clasificacio´n automa´tica o clustering.
El tratamiento de distribuciones cuya dimensio´n intr´ınseca no coincide con la
del MAO tambie´n es interesante ya que esto suele ocurrir en la pra´ctica, donde
aparecen los efectos de desorganizacio´n de las neuronas t´ıpicos de esta situacio´n.
La proyeccio´n de los MAO bidimensionales no puede preservar perfectamente la
topolog´ıa, lo que provoca problemas a la hora de visualizar la distribucio´n, al
aparecer discontinuidades en los MAO (ve´ase la Seccio´n 3.2.5.1). Los conjuntos
de datos de simulacio´n son descritos a continuacio´n.
4.1.1. Distribuciones bidimensionales
Los MAO utilizados en esta tesis son bidimensionales por motivos de visua-
lizacio´n. E´stos suelen adaptarse ordenadamente a distribuciones cuya dimensio´n
intr´ınseca es dos y suelen tener dificultades en caso contrario. Este apartado des-
cribe varios conjuntos de datos bidimensionales de dimensio´n intr´ınseca uno o dos.
Aunque es posible definir estas distribuciones en espacios de dimensio´n elevada,
en este primer apartado son definidas en el plano R2.
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Figura 4.1: Distribucio´n formada por cuatro clusters de igual taman˜o y diferente forma.
4.1.1.1. Cuatro clusters de igual taman˜o y diferente forma
La primera distribucio´n (ve´ase la Figura 4.1) consta de cuatro clusters dis-
juntos, con el mismo taman˜o o nu´mero de elementos (250), pero con matrices de
covarianza (formas) diferentes. Con este conjunto de datos es posible ver como
el nu´mero de vectores de referencia que se adaptan a un cluster no so´lo depende
del nu´mero de datos pertenecientes a e´ste, sino tambie´n de su distancia al resto
de clusters y de su densidad o error de cuantizacio´n medio.
4.1.1.2. C´ırculo y anillo
La Figura 4.2 muestra una distribucio´n formada por un c´ırculo y un anillo
de un determinado grosor conce´ntricos (ambas distribuciones son no-uniformes,
donde existe mayor cantidad de datos en direccio´n al origen de coordenadas).
El a´rea que corresponde a cada clase es la misma (pi) y ambas poseen la misma
cantidad de patrones. Se trata de una distribucio´n relativamente dif´ıcil de tra-
tar por me´todos de clasificacio´n convencionales (ambas clases tienen la misma
media y es necesario definir varios vectores de referencia para modelar el anillo
adecuadamente).
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Figura 4.2: Distribucio´n formada por un c´ırculo y un anillo grueso conce´ntricos.














Figura 4.3: Distribucio´n formada por una circunferencia.
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Figura 4.4: Distribucio´n formada por un periodo de una sinusoide.
4.1.1.3. Circunferencia
Las distribuciones de dimensio´n intr´ınseca uno tambie´n suelen ser dif´ıciles de
tratar en general ya que se alejan del concepto de cluster, donde se supone que los
datos esta´n ubicados alrededor de un centroide. En el caso de la circunferencia,
donde la distribucio´n es uniforme (ve´ase la Figura 4.3), aparecen los feno´menos de
desorganizacio´n t´ıpicos de una pobre preservacio´n de la topolog´ıa (especialmente
si el MAO contiene un elevado nu´mero de neuronas), ya que los vectores de
referencia organizados en una rejilla plana compiten por adaptarse a una curva
“unidimensional”. El efecto es como si comprimie´ramos un folio de papel en una
vara delgada. En cualquier caso, suele ser posible detectar la estructura c´ıclica de
la distribucio´n con me´todos cla´sicos de visualizacio´n de MAO.
4.1.1.4. Sinusoide
La distribucio´n uniforme formada por un periodo de una sinusoide (ve´ase
la Figura 4.4) es otro caso donde no existe una estructura de clusters. Tiene
los mismos problemas que la circunferencia y su forma sinusoidal tambie´n suele
poder ser visualizada adecuadamente con me´todos tradicionales de visualizacio´n
de MAO.
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Figura 4.5: Distribucio´n formada por anillos o eslabones encadenados.
4.1.2. Distribuciones tridimensionales
Las distribuciones presentadas en este apartado han sido definidas en R3, por
lo que es posible simular situaciones en las que la dimensio´n intr´ınseca de los
datos (tres) es superior a la dimensio´n del propio MAO. Este apartado tambie´n
describe distribuciones cuya dimensio´n intr´ınseca es uno o dos.
4.1.2.1. Dos eslabones encadenados
Esta distribucio´n, ilustrada en la Figura 4.5, esta´ formada por dos circunfe-
rencias (uniformes) encadenadas. Ha sido utilizada en la literatura para ilustrar
el me´todo U-matrix [UV94, Ult99], ve´ase la Seccio´n 5.1.3. Resulta muy dif´ıcil de
tratar por me´todos cla´sicos de clasificacio´n, aunque los MAO pueden detectar la
presencia de las dos clases mediante te´cnicas de visualizacio´n o incluso automa´ti-
camente. Sin embargo, los me´todos de visualizacio´n tradicionales no detectan la
estructura c´ıclica de las clases, la cual puede ser vista mediante varios me´todos
propuestos en esta tesis.
4.1.2.2. Dos superficies planas paralelas
La Figura 4.6 muestra una distribucio´n formada por dos superficies planas pa-
ralelas donde la distribucio´n es uniforme. La dimensio´n intr´ınseca de los datos es
dos, por lo que un MAO bidimensional no debe tener problemas para adaptarse a
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Figura 4.6: Distribucio´n formada dos superficies planas paralelas.
ellos de forma ordenada. Sin embargo, dada la posicio´n relativa de las superficies,
resulta dif´ıcil preservar la topolog´ıa en todas las zonas del MAO, apareciendo
discontinuidades que no pueden revelar los me´todos cla´sicos de visualizacio´n. En
cualquier caso, e´stos son capaces de discriminar las dos clases correspondientes a
cada superficie. La Seccio´n 6.4 propone varios me´todos para analizar las discon-
tinuidades de un MAO, los cuales esta´n basados en la proyeccio´n de grafos sobre
el espacio de observacio´n de un MAO.
4.1.2.3. Estrella
La distribucio´n presentada en la Figura 4.7 corresponde a tres ortoedros del-
gados (donde la distribucio´n es uniforme) dispuestos segu´n las direcciones de los
ejes de coordenadas. Aunque los MAO deben ser analizados especialmente de
forma local, este ejemplo describe una distribucio´n cuya estructura global puede
ser visualizada aceptablemente con MAO bidimensionales, mientras que la local
es dif´ıcil de interpretar, dada la dimensio´n intr´ınseca de los datos.
4.1.2.4. Esfera maciza dentro de una esfera hueca
La distribucio´n presentada en este apartado resulta muy dif´ıcil de analizar por
MAO bidimensionales ya que la dimensio´n intr´ınseca de los datos es claramente
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Figura 4.8: Distribucio´n formada por una esfera maciza recubierta por otra hueca.
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Figura 4.9: Distribucio´n formada por una circunferencia, un segmento, una superficie cuadrada
y un ortoedro.
tres. Se trata de una distribucio´n formada por una esfera maciza (uniforme) de
radio uno, rodeada por otra hueca (no-uniforme) con un ligero grosor, ve´ase la
Figura 4.8. Ambas distribuciones encierran el mismo volumen 4pi/3. En general,
los me´todos de ana´lisis visual de MAO no pueden representar adecuadamente las
propiedades de la distribucio´n, sin embargo, pueden llegar a discriminar ambas
clases.
4.1.2.5. Circunferencia, segmento, cuadrado y ortoedro
La Figura 4.9 presenta otro ejemplo utilizado en la literatura (ve´anse [MS94,
Fri95b, Fri96]). Se trata de una concatenacio´n de una circunferencia, un segmento,
una superficie plana cuadrada y un ortoedro. En todos los casos la distribucio´n
es uniforme. Resulta un ejemplo muy interesante ya que esta´ compuesto de datos
de menor, igual y mayor dimensio´n intr´ınseca que la dimensio´n de un MAO
bidimensional, acerca´ndose a una posible situacio´n real.
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Figura 4.10: Distribucio´n formada por cuatro clusters disjuntos con forma hipercu´bica.
4.1.3. Distribuciones multidimensionales
En este apartado las distribuciones de datos han sido definidas en R8. Las
tres primeras esta´n formadas por varios clusters disjuntos de dimensio´n intr´ınseca
ocho, mientras la dimensio´n intr´ınseca de las dos u´ltimas distribuciones es igual
a uno (a efectos de evaluar los me´todos de visualizacio´n estas u´ltimas podr´ıan
haber sido definidas igualmente en los apartados anteriores).
4.1.3.1. Cuatro clusters disjuntos con forma hipercu´bica
La distribucio´n de la Figura 4.10 muestra una proyeccio´n de cuatro clusters
disjuntos con forma hipercu´bica sobre el espacio definido por sus tres primeras
componentes. La distribucio´n contiene 2000 datos y es uniforme en los clusters.
Con este sencillo ejemplo es posible analizar las caracter´ısticas generales de los
me´todos de visualizacio´n de MAO al trabajar con distribuciones de dimensio´n
elevada.
4.1.3.2. Ocho clusters disjuntos con forma hipercu´bica
La Figura 4.11 muestra ba´sicamente el mismo ejemplo que el anterior, salvo
que el nu´mero de clusters es incrementado hasta ocho y el nu´mero de muestras
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Figura 4.11: Distribucio´n formada por ocho clusters disjuntos con forma hipercu´bica.
hasta 20000. Comparando las ima´genes de los me´todos de visualizacio´n de MAO
para las distribuciones de cuatro y ocho clusters es posible apreciar que existe un
l´ımite en el nu´mero de clusters que pueden ser detectados con un MAO de un
taman˜o dado.
4.1.3.3. Cuatro clusters disjuntos de diferente taman˜o e igual forma
Esta distribucio´n (ve´ase la Figura 4.12) consta de cuatro clusters disjuntos,
con forma hipercu´bica y distribucio´n uniforme, compuestos por un nu´mero di-
ferente de elementos: 8000, 2000, 4000 y 6000, en los clusters coloreados verde,
rosa (magenta), azul claro (cyan) y azul, respectivamente. Con esta distribucio´n
se persigue principalmente averiguar si un me´todo de visualizacio´n es capaz de
mostrar todos los bordes entre los clusters, es decir, discriminar las cuatro clases
(obse´rvese la pequen˜a distancia relativa entre las parejas de clusters centrados en
X1 = −10 y en X1 = 10).
4.1.3.4. Un segmento
Un caso particular de distribucio´n de dimensio´n intr´ınseca uno es el segmento
(ve´ase la Figura 4.13). Su estructura lineal resulta muy dif´ıcil de visualizar con
me´todos cla´sicos de ana´lisis de MAO. En el ejemplo, la distribucio´n en el segmento
es uniforme y so´lo son ilustradas sus tres primeras componentes.
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Figura 4.13: Distribucio´n formada por un segmento.
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Figura 4.14: Distribucio´n formada por dos segmentos.
4.1.3.5. Dos segmentos
La u´ltima distribucio´n de simulacio´n, presentada en la Figura 4.14, esta´ com-
puesta por dos segmentos (uniformes), de los cuales se ilustran u´nicamente sus
primeras tres componentes. Al igual que en el caso anterior, resulta muy dif´ıcil
determinar la estructura lineal de las dos clases, aunque los me´todos de visuali-
zacio´n de MAO las discriminan fa´cilmente.
4.2. Datos Reales de Habla
Una vez examinadas las propiedades de los diversos algoritmos de visuali-
zacio´n (capacidad para detectar clusters, bordes entre clusters, datos at´ıpicos,
relaciones entre variables, nuevas estructuras, etc.), es tarea del analista aplicar-
los adecuadamente a conjuntos de datos reales, en busca de ciertas caracter´ısticas
de los datos o para descubrir nueva informacio´n sobre las distribuciones. En com-
paracio´n con los MAO entrenados con datos de simulacio´n (artificiales), destacan
las siguientes caracter´ısticas de los MAO entrenados con datos reales:
• La verdadera utilidad de los MAO reside en la visualizacio´n de conjuntos
reales de datos de dimensio´n elevada.
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Locuciones de “right” Hombres Mujeres
Normal 20 20
Ruido inducido 20 20
Tabla 4.1: Distribucio´n de locuciones de la palabra “right”.
• Las ima´genes generadas a partir de datos reales son ma´s dif´ıciles de in-
terpretar, al influir factores como el ruido, casos at´ıpicos, variabilidad o
solapamiento de los datos, etc.
• Normalmente las conclusiones no pueden ser validadas directamente ya que
las propiedades de la distribucio´n de entrada no son conocidas a priori.
• Necesitan el conocimiento de un experto tanto en la te´cnica utilizada de
visualizacio´n, como en el dominio al que pertenecen los datos.
Esta tesis incluye el ana´lisis de una distribucio´n de datos reales de habla dis-
creta. El conjunto de datos consiste en una serie de vectores de caracter´ısticas,
obtenidos a partir de un proceso de extraccio´n parame´trica (que es comentada
a continuacio´n) sobre un subconjunto de trazas de habla de la base de datos de
comandos aislados del proyecto IVORY [IVO]. En concreto, 80 locuciones de la
palabra inglesa “right”. Este subconjunto fue grabado por locutores (principal-
mente no nativos) de diferente edad, sexo y variantes de habla, en la ca´mara
semianecoica del Laboratorio de Comunicacio´n Oral Robert Wayne Newcomb de
la Facultad de Informa´tica (Universidad Polite´cnica de Madrid), en dos modalida-
des diferentes: normal y “ruido inducido”. Ambos modos esta´n caracterizados por
un nivel de ruido ambiental pra´cticamente despreciable, con la diferencia de que
en el segundo, al locutor se le induce ruido por medio de auriculares, obliga´ndolo
a pronunciar el comando de manera forzada (con mayor volumen, imitando la
situacio´n en la que una persona aumenta el volumen de su voz para ser escucha-
do en ambientes ruidosos). La Tabla 4.1 muestra el nu´mero de locuciones de la
palabra “right” segu´n sexo y modo de grabacio´n.
Dada la enorme cantidad de informacio´n y complejidad asociada a las mues-
tras originales de trazas de habla, es necesario recurrir a me´todos de extraccio´n
parame´trica, que proporcionan vectores de unas pocas caracter´ısticas en funcio´n
de un ana´lisis de segmentos cortos de las trazas (de 10 a 20 milisegundos), donde
se puede suponer que la sen˜al es cuasi-estacionaria y presenta unas propiedades
constantes. De esta manera, a partir de estos tramos cortos de la sen˜al, una nueva
129
4. BASES DE DATOS
Vectores de para´metros Hombres Mujeres
Normal 1232 2226
Ruido inducido 1313 2170
Tabla 4.2: Distribucio´n de vectores de para´metros RASTA-PLP en la base de datos de habla.
representacio´n comprimida es generada en forma de vectores de caracter´ısticas
(tambie´n denominadas rasgos, coeficientes, para´metros, etc.), ma´s fa´cil de mane-
jar, donde la informacio´n contenida en la traza original es resumida.
Existen varios algoritmos de extraccio´n parame´trica que han sido aplicados a
datos de habla y su calidad debe ser medida en el contexto de una tarea particular
[Dı´a99a]. En esta tesis se ha optado por trabajar con una extraccio´n parame´trica
con la que es posible obtener buenos ı´ndices de reconocimiento de habla (ve´anse
[Ma95, SF96, Dı´a99a]) en condiciones adversas: el me´todo RelAtive SpecTrAl-
Perceptual Linear Prediction (RASTA-PLP) [HMBK91, HM94]. La herramienta
utilizada se encuentra disponible en [URLg]. La te´cnica es una mejora del me´todo
prediccio´n lineal perceptiva [Her90] (que a su vez combina caracter´ısticas del
ana´lisis cla´sico de prediccio´n lineal (linear predictive coding (LPC)) y bancos de
filtros), y realiza un filtrado especial de los diferentes canales de frecuencias del
analizador PLP. El resultado es un me´todo menos sensible a ligeras variaciones del
espectro, de manera que se produce una atenuacio´n de la sen˜al con poco cambio
espectral sobre el tiempo, mientras que se resaltan las porciones con cambios
que pueden indicar la iniciacio´n de nuevos segmentos fone´ticos. Los para´metros
RASTA-PLP son dependientes del contexto precedente, posibilitando que las
transiciones del habla queden mejor reflejadas [Dı´a99a]. Esto hace pensar que la
te´cnica puede ser u´til para etiquetar trazas de habla. Las Secciones 6.3.3.16 y
6.3.3.17 presentan ejemplos de esta aplicacio´n pra´ctica, en la que intervienen dos
nuevos me´todos de visualizacio´n de MAO para facilitar au´n ma´s el proceso.
La base de datos esta´ compuesta de un total de 6941 vectores de ocho para´me-
tros RASTA-PLP, donde el primero es una estimacio´n de la energ´ıa de la sen˜al.
La Figura 4.15 muestra la proyeccio´n de este conjunto de datos segu´n sus dos
primeras componentes principales. Cada componente o para´metro representa 10
milisegundos de la traza original y sus valores han sido normalizados de mane-
ra que la varianza final de cada componente es igual a uno. La frecuencia de
muestreo de las trazas originales es de 11025 KHz. En general, las trazas esta´n
compuestas de una primera zona de silencio que dura aproximadamente 75 mili-
segundos, la palabra, y un silencio final, generalmente de duracio´n mayor que 75
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Figura 4.15: Proyeccio´n de la base de datos de la palabra “right” segu´n sus dos primeras
componentes principales.
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Figura 4.16: Traza de la palabra “right” (a), su espectrograma (b), y sus respectivos para´metros
RASTA-PLP (c).
milisegundos. Esto tiene efectos sobre el ana´lisis con MAO ya que una cantidad
significativa de vectores de referencia se adaptan a este silencio. Por otro lado,
debido a defectos en el proceso de segmentacio´n de la base de datos original, al-
gunas trazas pronunciadas por mujeres contienen una cantidad muy superior de
silencio, contribuyendo au´n ma´s a estos efectos. La distribucio´n de los vectores
de para´metros segu´n sexo y modo de grabacio´n es mostrada en la Tabla 4.2.
La Figura 4.16 muestra una traza de la palabra “right” que corresponde a un
locutor masculino grabado sin ruido inducido (a), su espectrograma (b), y sus
respectivos para´metros RASTA-PLP en orden creciente de abajo a arriba, donde
niveles de gris oscuros representan valores altos de los coeficientes (c).
Para ilustrar las caracter´ısticas de algunos me´todos de visualizacio´n de MAO
en el Cap´ıtulo 6 se emplea un MAO (16×16)-dimensional entrenado con esta base
de datos. El MAO particular ha sido escogido entre varios, buscando un equilibrio







Los MAO encajan adecuadamente en un marco de AED ya que su propo´sito
principal es la visualizacio´n y ana´lisis de relaciones no-lineales de datos multidi-
mensionales [Koh01]. A pesar de la importancia de la tarea de visualizacio´n, las
te´cnicas gra´ficas para analizar MAO no son abundantes. Incluso el propio Ko-
honen so´lo dedica un breve apartado a los me´todos de visualizacio´n en su libro
ma´s reciente sobre MAO [Koh01]. Por el contrario, este cap´ıtulo lleva a cabo
una extensa revisio´n y recopilacio´n de las te´cnicas de visualizacio´n de MAO ma´s
relevantes de la literatura. En general, las te´cnicas son utilizadas para visualizar
los patrones de datos, los vectores de referencia, la estructura de clusters y/o los
componentes de los vectores de referencia.
Aunque es posible adaptar algunas te´cnicas para ser empleadas con tecnolog´ıa
de visio´n tridimensional, el estudio esta´ restringido al ana´lisis de MAO sobre
soportes bidimensionales, como el papel o la pantalla de un monitor, en los que
la visualizacio´n de MAO de dimensio´n superior a dos es problema´tica [Ves00]. De
esta manera, los me´todos son descritos principalmente para MAO de dimensio´n
menor o igual a dos (que son los ma´s utilizados por las razones mencionadas en
la Seccio´n 3.2.5.1). Cabe destacar que la capacidad de ana´lisis con estos MAO
es limitada, ya que un requisito general de los me´todos de visualizacio´n es que
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e´stos se adapten adecuadamente a la distribucio´n de datos. En otras palabras,
la proyeccio´n debe preservar la topolog´ıa, con lo cual la dimensio´n del MAO
debe coincidir (lo mejor posible) con la dimensio´n intr´ınseca de los datos. De
esta manera, los MAO bidimensionales pueden presentar deficiencias cuando la
dimensio´n intr´ınseca de la distribucio´n de datos es superior a dos.
Los tres primeros apartados de este cap´ıtulo describen te´cnicas tradicionales
de visualizacio´n de informacio´n en MAO. La mayor´ıa de e´stas fueron propuestas
en la primera mitad de la de´cada de los noventa, en plena revolucio´n informa´tica
asociada a interfaces gra´ficas de usuario. Son las ma´s utilizadas en la pra´ctica y
destacan por su eficacia y sencillez, posiblemente condicionada por el estado de
la tecnolog´ıa, relativamente poco desarrollada por entonces, relacionada con la
generacio´n y visualizacio´n de ima´genes por computador. De esta manera, suelen
representar informacio´n mediante ima´genes monocroma´ticas en las que aparece
la estructura de la topolog´ıa del MAO (por ejemplo, una cuadr´ıcula cuando la
topolog´ıa es rectangular).
Los siguientes apartados abordan otras te´cnicas ma´s recientes y sofisticadas,
que incluyen estrategias h´ıbridas para combinar varios me´todos anteriores, me´to-
dos de proyeccio´n de datos y/o vectores de referencia, incorporacio´n de color,
combinacio´n con otras te´cnicas de proyeccio´n y diversas mejoras.
Los nuevos me´todos propuestos en esta tesis, que siguen dichas l´ıneas recientes
de investigacio´n, son descritos en el Cap´ıtulo 6.
5.1. Visualizacio´n de Distancias
En general, la mayor´ıa de me´todos de visualizacio´n de MAO muestra infor-
macio´n acerca de los clusters de la distribucio´n de datos. Este apartado describe
los me´todos ma´s populares para detectar la estructura de clusters, los cuales
esta´n basados en representar las distancias entre los vectores de referencia de las
neuronas en el espacio de observacio´n o mapa.
Cuando un MAO se adapta a una distribucio´n de datos, los vectores de re-
ferencia tienden a agruparse donde ma´s datos hay, es decir, en los clusters. Por
esta razo´n los MAO pueden reflejar adecuadamente su estructura. La Figura 5.1
muestra la adaptacio´n final de un MAO (20 × 20)-dimensional a la distribucio´n
8-dimensional compuesta por ocho clusters disjuntos con forma hipercu´bica. La
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Figura 5.1: Adaptacio´n de un MAO (20× 20)-dimensional a la distribucio´n 8-dimensional (so´lo
las tres primeras componentes son visualizadas) formada por ocho clusters disjuntos con forma
hipercu´bica.
figura so´lo muestra las tres primeras componentes del espacio de entrada. Que-
da claro que dentro de los clusters las distancias entre los vectores de referencia
son pequen˜as, mientras que fuera de ellos aparecen vectores de referencia que no
representan a ningu´n dato o a muy pocos, encontra´ndose ma´s alejados entre s´ı.
5.1.1. Rejilla de distancias
Una primera idea consiste en representar de alguna manera las distancias entre
los vectores de referencia de neuronas vecinas en el mapa. Esto puede ser reali-
zado de varias maneras, por ejemplo, representando dichas distancias mediante
segmentos coloreados con un determinado grado de intensidad luminosa (ve´ase
la Figura 5.2). En esta tesis la estrategia general a la hora de transformar los
valores de una determinada variable x a valores de intensidad luminosa (niveles
de gris u otro color) I(x) consiste en aplicar la siguiente fo´rmula lineal:
I(x) =
255
xma´x − xmı´n (x− xmı´n) (5.1)
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Figura 5.2: Rejilla de distancias para un MAO (20×20)-dimensional adaptado a la distribucio´n
formada por ocho clusters disjuntos con forma hipercu´bica.
donde 255 es la ma´xima intensidad luminosa posible (codificada en un byte), y
donde xma´x y xmı´n representan los valores ma´ximo y mı´nimo que toma la varia-
ble x, respectivamente. De esta manera, se aprovecha todo el rango dina´mico de
intensidad luminosa o brillo en la imagen. Sin embargo, los valores xma´x y xmı´n
pueden ser at´ıpicos, en cuyo caso la imagen resultante presentar´ıa poco contraste,
dificultando su visualizacio´n e interpretacio´n. En la pra´ctica, es aconsejable tomar
otros valores extremos para calcular las intensidades luminosas. Por otro lado, el
resultado de este me´todo y de varios descritos en este cap´ıtulo son ima´genes mo-
nocroma´ticas, las cuales pueden ser mejoradas mediante te´cnicas convencionales
de tratamiento de ima´genes (suavizado, realce de bordes, operaciones sobre el
histograma, etc. [Rus95, Cas96]).
En el ejemplo de la Figura 5.2 la asignacio´n de colores es realizada segu´n
(5.1), de tal forma que los segmentos ma´s claros corresponden a distancias rela-
tivamente elevadas y los oscuros a distancias relativamente pequen˜as (la mı´nima
distancia corresponde al negro y la ma´xima al blanco). En el ejemplo, las distan-
cias “diagonales” son divididas previamente por el factor
√
2. Finalmente, zonas
oscuras en el mapa corresponden a los posibles clusters mientras zonas claras
representan bordes entre clusters. En la imagen es posible apreciar claramente
que la distribucio´n de entrada esta´ formada por ocho clusters disjuntos.
Este tipo de representacio´n, que denominamos “rejilla de distancias”, es muy
similar a otras descritas en este apartado. Fue desarrollada cuando el autor de
esta tesis abordo´ por primera vez el estudio de los MAO, sin conocimiento previo
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Figura 5.3: Configuraciones de las ima´genes de las matrices de distancias.
(a) (b)
Figura 5.4: Matrices de distancias para un (20 × 20)-dimensional adaptado a la distribucio´n
formada por ocho clusters disjuntos con forma hipercu´bica. La imagen (a) esta´ basada en la
media de las distancias a todas las neuronas vecinas, mientras (b) lo hace en el valor ma´ximo
a las vecinas ma´s pro´ximas en las direcciones horizontal y vertical.
sobre las existentes te´cnicas de visualizacio´n. No aporta informacio´n significativa
con respecto al resto de me´todos presentados en este apartado, pero ayuda a
entenderlos. Por otro lado, representa solamente las distancias entre los vectores
de referencia de neuronas vecinas, y no resu´menes de e´stas.
5.1.2. Matrices de distancias
Las ima´genes de las matrices de distancias pueden ser vistas como simplifica-
ciones de la rejilla de distancias y ba´sicamente muestran la densidad de vectores
de referencia en diferentes zonas del mapa. Primero el mapa es subdividido en una
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serie de regiones asociadas a cada neurona, apareciendo un diagrama de Voronoi
(regular) basado en las posiciones de las neuronas en el mapa. Por ejemplo, si la
topolog´ıa del mapa es cuadrada (rectangular) la imagen generada tendra´ forma
de cuadr´ıcula (o matriz); si la topolog´ıa es hexagonal la imagen se asemejara´ a un
panal de abejas (ve´ase la Figura 5.3). Posteriormente las celdas de Voronoi aso-
ciadas a cada neurona son coloreadas con niveles de gris. La asignacio´n de colores
suele ser lineal, como en la rejilla de distancias, y esta´ basada en resu´menes de
las distancias entre los vectores de referencia de neuronas vecinas. Por ejemplo,
la media, la mediana o el valor ma´ximo a un determinado conjunto de neuronas
vecinas [Ult92, Ult93, KMJ95, HD95, KMJ95]. Para MAO bidimensionales con











‖wi,j − wk,l‖ (5.3)
donde Vi,j representa un conjunto determinado de neuronas adyacentes a la neu-
rona ηi,j (en direccio´n horizontal, vertical y opcionalmente ambas diagonales), y
card denota cardinalidad. La Ecuacio´n (5.2) esta´ basada en la media mientras
(5.3) lo hace en el valor ma´ximo. Posteriormente es posible generar una imagen
monocroma´tica segu´n el procedimiento descrito en (5.1), donde valores pequen˜os
corresponden a tonos oscuros y elevados a claros.
La Figura 5.4 muestra una matriz de distancias basada en la media a todas
sus neuronas vecinas (ocho en el interior del mapa, cinco en los bordes y tres en
las esquinas) (a), y otra tomando el valor ma´ximo de las distancias asociadas a
las vecinas ma´s pro´ximas sin considerar las direcciones diagonales (cuatro en el
interior del mapa, tres en los bordes y dos en las esquinas) (b). Los resultados
son bastante similares, si bien la ma´xima distancia favorece el contraste de las
ima´genes [KMJ95]. El MAO corresponde al mismo utilizado en la Figura 5.2.
Aunque el uso del color es ma´s habitual, los valores di,j asociados a cada
neurona en las matrices de distancias pueden ser representados mediante otra
caracter´ıstica. La Figura 5.5 muestra un ejemplo donde la matriz de distancias es
visualizada mediante una rejilla regular hexagonal de celdas cuyo taman˜o (per´ıme-
tro o a´rea) depende de los valores di,j.
138
5.1. VISUALIZACIO´N DE DISTANCIAS
Figura 5.5: Matriz de distancias basada celdas de un determinado taman˜o. Tomado de [Ves00].
Las ima´genes de las matrices de distancias tambie´n pueden ser representadas
mediante paisajes tridimensionales reflejando sus valores en un eje vertical [UV94,
Ult99] (donde tambie´n es posible utilizar un co´digo de colores como soporte a
la visualizacio´n). La Figura 5.6 ilustra esta variante en un ejemplo cla´sico de
visualizacio´n de datos mediante MAO. La distribucio´n a analizar consiste en
una cadena de dos anillos o eslabones (ve´ase la Figura 4.5). La primera imagen
de la Figura 5.6 muestra como un MAO se adapta a dicha distribucio´n (para
simplificar en la imagen el MAO es (20 × 20)-dimensional) (a). En (b) la figura
muestra la imagen bidimensional de una matriz de distancias basada en la media
de las distancias a todas las vecinas de un MAO (64× 64)-dimensional adaptado
a la distribucio´n. Por u´ltimo, la imagen (c) muestra la alternativa tridimensional.
Los clusters o clases de la distribucio´n pueden ser detectados si existen zonas
asociadas a valles, las cuales aparecen rodeadas de colinas de una determinada
altura. Existen varios algoritmos disen˜ados para calcular automa´ticamente los
clusters de la distribucio´n (ve´ase la Seccio´n 5.5.1). Por ejemplo, es posible detectar
los dos eslabones de la distribucio´n inundando el paisaje con un l´ıquido hasta un
cierto nivel [Ult99]. No´tese la dificultad que tienen otros me´todos de clasificacio´n
para discriminar entre esas dos clases disjuntas. Las matrices de distancias han
sido utilizadas extensamente en los u´ltimos an˜os en numerosas aplicaciones, donde
se ha visto que aportan una visio´n muy eficaz de estructuras de dimensio´n elevada
[Ult99].
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Figura 5.6: Adaptacio´n de un MAO a la distribucio´n formada por dos eslabones de una cadena
(a). En (b) y (c) se muestran las matrices de distancias para un MAO (64 × 64)-dimensional,
en sus formas bidimensional y tridimensional, respectivamente.
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Figura 5.7: Configuraciones de las ima´genes del me´todo U-matrix.
u2x+1,2y = ‖wx,y − wx+1,y‖ x ∈ [0, X − 2] y ∈ [0, Y − 1]






x ∈ [0, X − 2] y ∈ [0, Y − 2]
u2x,2y = Valor arbitrario x ∈ [0, X − 1] y ∈ [0, Y − 1]
Tabla 5.1: Definicio´n de la matriz del me´todo U-matrix.
5.1.3. U-matrix
El primer y ma´s popular me´todo de ana´lisis visual de MAO es la U-matrix
o matriz de distancia unificada [US90], que es otro tipo de matriz de distan-
cias. Representa pra´cticamente la misma informacio´n que la rejilla de distancias
(cuando la topolog´ıa es rectangular en vez de mostrar cada una de las distancias
diagonales muestra una media ponderada de e´stas), pero en el mismo formato que
las matrices de distancias (cuadr´ıcula o “panal de abejas”), ve´ase la Figura 5.7.
Crea ima´genes de mayor resolucio´n y aporta ma´s informacio´n que las matrices de
distancias presentadas en el apartado anterior al insertar celdas, con la forma de
la topolog´ıa del mapa, entre las celdas asociadas a las neuronas de manera que
surge una nueva estructura regular.
Conside´rese un MAO con topolog´ıa rectangular constituido por una rejilla de
(X×Y ) neuronas. El me´todo U-matrix crea una matriz U ((2X−1)× (2Y −1))-
dimensional cuyos elementos representan distancias entre vectores de referen-
cia de neuronas vecinas. La definicio´n de la matriz es descrita en la Tabla 5.1
[US90, RGD+02]. El valor de u2x,2y es arbitrario (por ejemplo, es posible escoger
la media, la mediana o la moda de los valores de celdas adyacentes, o incluso
un valor constante). El factor
√
2 en el denominador de u2x+1,2y+1 es opcional.
Una definicio´n de la U-matrix para MAO con topolog´ıa hexagonal es descrita en
[IKKK94].
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Figura 5.8: Ima´genes generadas mediante el me´todo U-matrix. Ana´lisis del MAO (20 × 20)-
dimensional adaptado a la distribucio´n formada por ocho clusters disjuntos (a). U-matrix aso-
ciada a un MAO adaptado a datos de produccio´n de una fa´brica de papel y pulpa (b), tomado
de [SVVH99].
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La Figura 5.8 muestra dos ejemplos de ima´genes generadas mediante este
me´todo. La primera (a) corresponde al mismo ejemplo utilizado para representar
la rejilla de distancias y varias matrices de distancias (ve´anse las Figuras 5.1, 5.2
y 5.4). La segunda imagen (b) corresponde a un MAO entrenado con datos de
produccio´n de una fa´brica de papel y pulpa, ve´ase [SVVH99]. En estos casos las
zonas oscuras tambie´n representan clusters y las claras bordes entre e´stos. Para
facilitar la interpretacio´n del mapa los diversos clusters han sido etiquetados y
resaltados.
5.1.4. Suma de todas las distancias
Existen otras alternativas a la hora de definir matrices de distancias. Por
ejemplo, para cada neurona es posible tener en cuenta las distancias a vecinas
u´nicamente segu´n las conexiones (entre los vectores de referencia) del a´rbol ge-
nerador mı´nimo. Este apartado propone una sencilla variante que consiste en
representar mediante niveles de gris (u otra escala de colores), para cada neuro-
na, la suma de las distancias entre su vector de referencia y el resto de vectores de
referencia del MAO. Formalmente, considerando una MAO (X ×Y )-dimensional
cuyos vectores de referencia son representados mediante wi,j , se crea una matriz







‖wk,l − wi,j‖ (5.4)
Posteriormente es posible generar una imagen monocroma´tica segu´n el procedi-
miento descrito en (5.1). La imagen resultante requiere una interpretacio´n dife-
rente de los niveles de gris, en comparacio´n con el resto de matrices de distancias
descritas anteriormente. Esta imagen representa otra forma de analizar MAO
donde las neuronas asociadas a un cluster suelen aparecer con un nivel de gris
similar. De esta manera, los clusters pueden detectarse examinando las regiones
donde el color presenta poca variacio´n.
La Figura 5.9 muestra un ejemplo de este tipo de matriz de distancias, la cual
es generada a partir del MAO (20×20)-dimensional entrenado con la distribucio´n
de ocho clusters disjuntos. En la imagen es posible apreciar claramente los clusters
y sus bordes, donde cada cluster o clase puede quedar definido mediante un
determinado color o nivel de gris. Desafortunadamente, no es posible clasificar o
etiquetar las neuronas en funcio´n de su color ya que diferentes clusters pueden
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Figura 5.9: Representacio´n de la suma de todas las distancias para el MAO (20×20)-dimensional
adaptado a la distribucio´n formada por ocho clusters disjuntos.
aparecer con el mismo color. La Seccio´n 6.3 propone un nuevo me´todo en el que
todos los clusters suelen aparecer con colores diferentes, facilitando el etiquetado
de las neuronas y el ana´lisis trayectorias o secuencias de patrones de entrada.
5.1.5. Conexiones entre clusters
El me´todo conexiones entre clusters [MR97] puede ser visto como una varian-
te simplificada de la rejilla de distancias. Representa u´nicamente las conexiones
horizontales y verticales entre neuronas vecinas mediante barras o segmentos co-
loreados, con un conjunto muy reducido de niveles de gris: negro para neuronas
cuyos vectores de referencia son muy similares, un par de niveles de gris para
distancias intermedias y blanco o simplemente ninguna conexio´n cuando los vec-
tores de referencia se hallan muy separados. La Figura 5.10 muestra un ejemplo
del me´todo, donde la distribucio´n contiene caracter´ısticas de una serie de anima-
les (ve´ase [MR97]). En la imagen tambie´n aparecen algunas neuronas etiquetadas
con los nombres de los animales asociados a ellas.
5.2. Visualizacio´n de Datos
Las ima´genes generadas con los me´todos anteriores son capaces de ilustrar
estructuras esenciales de la distribucio´n de datos. Sin embargo, pueden presentar
deficiencias con determinadas distribuciones al no tener en cuenta los propios
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Figura 5.10: Conexiones entre clusters.
datos para crear las ima´genes [RGD+02], adema´s de necesitar generalmente un
elevado nu´mero de neuronas para su correcta aplicacio´n.
Para realizar un ana´lisis ma´s completo y robusto es necesario aportar informa-
cio´n sobre las muestras de la distribucio´n en las visualizaciones. De esta manera,
es posible investigar la relacio´n entre las diferentes regiones del mapa y los datos
conocidos a priori, pudiendo comprobar si la proyeccio´n del MAO ha sido cons-
truida adecuadamente. Adema´s de los datos de entrenamiento, la investigacio´n de
nuevos datos tambie´n es importante. Cuando las regiones del mapa son identifi-
cadas con clases conocidas se puede proceder a clasificar o a detectar nuevos tipos
de datos [Ves00]. Este apartado repasa brevemente varias te´cnicas tradicionales
para mostrar dicha informacio´n.
5.2.1. Unidad de ma´xima similitud y superficie de res-
puesta
Todas las te´cnicas de visualizacio´n de datos esta´n basadas en la definicio´n
de la proyeccio´n de un patro´n de entrada sobre el espacio de observacio´n del
MAO, y/o en su respuesta (salidas de las neuronas) ante un est´ımulo (patro´n)
de entrada. Generalmente, la posicio´n de la unidad de ma´xima similitud (UMS)
es utilizada para definir la proyeccio´n de un dato de entrada (ve´ase la Seccio´n
3.2.4.1). Sin embargo, no es habitual representar u´nicamente la UMS. Suele ser
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(a) (b) (c)
Figura 5.11: Ana´lisis visual de dos unidades de ma´xima similitud (a), y respuesta difusa del
MAO en ambos casos (b) y (c). Tomado de [Ves00].
u´til medir tambie´n la precisio´n de la similitud de la UMS y la del resto de neu-
ronas. La Figura 5.11 muestra diferentes formas de visualizar las unidades de
ma´xima similitud. La imagen (a) visualiza la posicio´n en el mapa de dos UMS
para dos patrones de entrada, donde una barra vertical indica la precisio´n de la
similitud. Su altura puede ser calculada teniendo en cuenta el cociente entre el
error de cuantizacio´n qi(x) = ‖x− wi‖ de la unidad de mı´nima y ma´xima simili-
tud: mı´ni qi(x)/ma´xi qi(x). Las ima´genes (b) y (c) son “superficies de respuesta”
que muestran respuestas difusas de las neuronas a los dos patrones de entrada.
E´stas han sido calculadas mediante 1/(1 + (qi(x)/a)
2), donde a es una constante
de normalizacio´n, ve´anse [Ves99, Ves00]. Las respuestas de las neuronas pueden
ser calculadas tambie´n mediante un modelo generativo de mixturas [AHV99].
5.2.2. Histograma de datos
Otra te´cnica para detectar clusters y bordes entre e´stos consiste en construir
un histograma de datos. Se trata de una matriz H de iguales dimensiones que las
del MAO. Los histogramas de datos visualizan el nu´mero o proporcio´n de patrones
de entrada asociados a cada neurona. Sea ∆ ⊂ Rn el conjunto de entrenamiento
del MAO (la distribucio´n a analizar), cada elemento de la matriz del histograma




card{x ∈ ∆ / ‖x− wi,j‖ < ‖x− wk,l‖ ∀(k, l) 6= (i, j)} (5.5)
donde card denota cardinalidad y N es el nu´mero de datos de la distribucio´n (que
puede ser omitido).
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x ∈ [0, X − 2] y ∈ [0, Y − 2]
Tabla 5.2: Suavizado especial de un histograma de datos.












x ∈ [0, X − 2] y ∈ [0, Y − 2]
Tabla 5.3: Insercio´n de vectores de referencia artificiales entre los originales.
La construccio´n y configuracio´n de las ima´genes es similar a las matrices
de distancias (ve´anse las Figuras 5.3 y 5.6), y la informacio´n que aportan puede
asemejarse bastante a la de los me´todos basados en distancias, dado que los MAO
tienden a representar la funcio´n de densidad de probabilidad de la distribucio´n de
datos de entrada. De esta manera, es posible generar ima´genes monocroma´ticas
que representen zonas de alta densidad de datos (posibles clusters) y zonas con
pocos datos asociados (posibles bordes entre clusters).
La Seccio´n 6.2 propone la fusio´n de histogramas de datos con matrices de
distancias para obtener ima´genes ma´s completas y robustas. Tambie´n pueden
ser combinados con la U-matrix. En [RGD+02] se proponen varias formas de
crear histogramas de datos con la misma resolucio´n que la U-matrix. Una de ellas
consiste en realizar un suavizado especial del histograma de datos original H para
generar una matriz H ′ de dimensio´n (2X − 1, 2Y − 1) definida en la Tabla 5.2,
suponiendo que el MAO tiene topolog´ıa rectangular con X filas e Y columnas.
Una segunda alternativa u´til cuando el MAO es pequen˜o consiste en generar un
nuevo MAO insertando neuronas artificiales entre las originales y calculando los
nuevos vectores de referencia w′ segu´n la Tabla 5.3, para posteriormente generar
un histograma de datos cla´sico en funcio´n de este nuevo MAO.
La Figura 5.12 muestra un histograma de datos cla´sico con la resolucio´n de
las matrices de distancias (a) y otro suavizado de mayor resolucio´n (b), para el
MAO (20×20)-dimensional adaptado a la distribucio´n formada por ocho clusters
disjuntos. Los ocho clusters aparecen n´ıtidamente, al igual que los bordes, que
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(a) (b)
Figura 5.12: Histogramas de datos para el MAO (20×20)-dimensional adaptado a la distribucio´n
formada por ocho clusters disjuntos. Resolucio´n normal donde cada neurona queda representada
por una celda (a), e imagen suavizada con la misma resolucio´n que la imagen del me´todo U-
matrix (b).
aparecen en blanco. Tambie´n es posible apreciar como los clusters en la parte
superior-derecha, que son ma´s pequen˜os, aparecen ma´s oscuros. Esto es debido
a que los ocho clusters contienen la misma cantidad de datos, por lo que las
neuronas de dichos clusters representan a ma´s patrones de entrada.
Generalmente, dada la estructura ordenada de los vectores de referencia, cuan-
do un MAO es entrenado aparecen neuronas interpolantes que corresponden a
nodos de la red cuyos vectores de referencia tienen una proporcio´n muy pequen˜a
o nula de datos asociados. Estas neuronas pueden ser marcadas de forma especial
en los histogramas de datos o en otras visualizaciones.
5.2.3. Interpolacio´n ba´sica
A diferencia de los me´todos de visualizacio´n de datos que proyectan los pa-
trones sobre la rejilla discreta del MAO, es posible variar la definicio´n de la
proyeccio´n de un dato sobre el espacio de observacio´n de modo que e´ste u´ltimo
sea continuo. El problema puede ser enfocado desde el punto de vista de la in-
terpolacio´n. En otras palabras, se puede aprovechar la correspondencia discreta
fd entre el conjunto Ω de vectores de referencia del MAO y el conjunto Φ de las
posiciones de las neuronas (ve´ase (3.1)), para definir una funcio´n, corresponden-
cia o proyeccio´n f del espacio continuo de los datos Rn al espacio continuo de
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observacio´n Rm:
f : Rn → Rm (5.6)
Esta estrategia incrementa la resolucio´n de los histogramas de datos y puede ayu-
dar a encontrar y descubrir nuevas e interesantes estructuras en los datos. Encaja
bien en el marco del AED ya que muestra todos los datos de la distribucio´n,
evitando la pe´rdida de informacio´n debida a la cuantizacio´n.
La forma ma´s sencilla de obtener una visio´n de todos los datos consiste en
proyectarlos sobre la posicio´n de la unidad de ma´xima similitud y an˜adir un
pequen˜o desfase o error aleatorio [Ves00]. Formalmente la proyeccio´n puede ser
descrita mediante:
f(x) = rc + εx,c (5.7)
donde rc es la posicio´n en el mapa de la UMS correspondiente al patro´n de entrada
x, y εx,c es un vector de desfase. En principio, tanto el mo´dulo como el a´ngulo de
este desfase pueden ser escogidos de manera aleatoria, restringiendo la ubicacio´n
del vector proyectado a la celda de Voronoi de la neurona ganadora en el espacio
de observacio´n. De esta manera, la imagen resultante es similar al histograma de
datos ya que ilustra la concentracio´n de datos en torno a cada neurona.
Para no perder informacio´n sobre la precisio´n de las similitudes, opcionalmen-
te el mo´dulo del desfase puede ser proporcional a la distancia entre el patro´n de
entrada y el vector de referencia de la UMS. Por ejemplo, si el dato coincide con
un vector de referencia, el mo´dulo del desfase debe ser igual a cero, con lo ser´ıa
proyectado sobre la posicio´n de la neurona ganadora. De esta manera, se obtiene
una imagen de la dispersio´n de datos relativa cerca de los vectores de referencia,
es decir, una medida visual del error de cuantizacio´n asociado a cada neurona.
Obse´rvese que es posible generar una imagen equivalente monocroma´tica segu´n
la filosof´ıa de las matrices de distancias o los histogramas de datos, donde el nivel
de gris de cada celda corresponda al error de cuantizacio´n relativo a cada neu-
rona. La Figura 5.13 muestra un ejemplo de esta sencilla forma de proyectar los
datos sobre el mapa. La distribucio´n de datos corresponde a la formada por una
circunferencia, un segmento, un cuadrado y un ortoedro, a la que se ha adaptado
un MAO (20×20)-dimensional (a). La matriz de distancias (b) y el histograma de
datos (c) indican que la distribucio´n se ha adaptado segu´n la diagonal secundaria
(45o), donde la circunferencia aparece en la esquina superior-derecha y el ortoedro
en la inferior-izquierda. El histograma de datos indica que las neuronas situadas
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Figura 5.13: Interpolacio´n ba´sica. MAO (20×20)-dimensional adaptado a la distribucio´n forma-
da por cuatro clases de diferente dimensio´n intr´ınseca (a). Matriz de distancias (b). Histograma
de datos (c). Visualizacio´n del error de cuantizacio´n de cada neurona con niveles de gris (d).
Proyeccio´n aleatoria (e). Proyeccio´n basada en la distancia desde cada dato a su vector de
referencia ma´s cercano (f).
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en las otras dos esquinas apenas representan datos, a pesar de que sus vectores
de referencia se hallan pro´ximos, como indica la matriz de distancias. En (d) la
imagen monocroma´tica indica el error de cuantizacio´n relativo de cada neurona,
donde niveles oscuros y claros representan errores de cuantizacio´n bajos y altos,
respectivamente; y donde el blanco indica ausencia de datos. La interpolacio´n
aleatoria (e) pra´cticamente aporta la misma informacio´n que el histograma de
datos. Por otro lado, la interpolacio´n basada en el error de cuantizacio´n (f) es
equivalente a (d), e indica los diferentes grados relativos de dispersio´n de datos
en cada zona del mapa. En otras palabras, ilustra la calidad de la adaptacio´n de
los vectores de referencia a los datos. En este ejemplo el error de cuantizacio´n es
mayor segu´n aumenta la dimensio´n intr´ınseca de los datos. Aunque la interpola-
cio´n ba´sica no considera la coloracio´n de los datos proyectados las dos u´ltimas
ima´genes han sido coloreadas para facilitar la ubicacio´n de las diferentes clases
en el mapa.
Estas estrategias simples de interpolacio´n presentan varios problemas. En pri-
mer lugar, so´lo tienen en cuenta la posicio´n de la UMS, por lo que no pueden
determinar un a´ngulo apropiado del desfase. Este problema se acentu´a si el MAO
es pequen˜o, al requerir mayor precisio´n y calidad en la proyeccio´n. Por otro lado,
la proyeccio´n no es una funcio´n, ya que los algoritmos pueden proyectar un mismo
vector de entrada a varias posiciones. Por otro lado, la proyeccio´n es discontinua
en el sentido de que dos patrones muy pro´ximos en el espacio de los datos pue-
den ser proyectados a posiciones muy diferentes en el mapa (por su naturaleza
aleatoria y porque dos datos pro´ximos pueden ser representados por dos vectores
de referencia diferentes). Su utilidad tambie´n es limitada ya que existen me´todos
equivalentes que aportan la misma informacio´n.
La Seccio´n 5.4.4 describe un me´todo de interpolacio´n basado en coordenadas
afines de sistemas locales [GR93, GR95a, GR95b], el cual considera tres neuronas
para calcular el a´ngulo y mo´dulo del desfase. Sin embargo, este me´todo tambie´n
presenta diversos problemas que limitan su aplicacio´n para ciertas distribuciones.
La Seccio´n 6.1 propone un nuevo me´todo de interpolacio´n [RDG+02, RG03] que
puede tener en cuenta todas las neuronas para calcular la proyeccio´n, resolviendo
la mayor´ıa de problemas asociados a estos u´ltimos me´todos.
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Figura 5.14: Visualizacio´n de trayectorias. Tomado de [SVVH99].
5.2.4. Visualizacio´n de trayectorias
Cuando el problema consiste en analizar una secuencia de patrones de entrada
una solucio´n consiste en calcular las neuronas ganadoras wc(t) y conectarlas me-
diante un grafo dirigido que indique una trayectoria en el mapa, ve´ase [KKS92].
De esta manera, es posible estudiar el comportamiento de un proceso en el tiem-
po. La Figura 5.14 ilustra esta idea, en la que diversas zonas del mapa aparecen
etiquetadas para facilitar la determinacio´n del estado de un proceso. Los datos
utilizados en este ejemplo pertenecen a varias medidas asociadas a un computador
en un entorno de red, como tasas de utilizacio´n de la unidad central de proceso
y el volumen de tra´fico en la red.
La identificacio´n de trayectorias o determinadas secuencias de patrones de
entrada puede estar basada en ima´genes de mapas en las que las neuronas de los
clusters aparecen con un mismo color [RGG01, RG03], como las generadas por
los me´todos de contraccio´n (ve´anse las Secciones 5.5.2.3 y 6.3). De esta manera,
las trayectorias pueden ser analizadas mediante secuencias de iconos coloreados,
donde el color de cada icono corresponde al de la neurona ganadora del dato de
la secuencia asociado a dicho icono.
5.2.5. Etiquetado
Otro me´todo tradicional de observacio´n basado en los propios datos hace uso
de etiquetas asociadas a varias neuronas del mapa. Despue´s de entrenar un MAO
los datos conocidos a priori de varias clases son introducidos para detectar las
posiciones de sus neuronas ganadoras. De esta manera, es posible etiquetar dichas
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neuronas con nombres de clases conocidas y visualizar la distribucio´n de e´stas a
lo largo del mapa. El proceso de etiquetado generalmente es manual (al ser su-
pervisado) aunque existen trabajos que lo automatizan, por ejemplo el me´todo
“labelSOM” [Rau99, RM99], que ilustra los nombres de las variables de los vecto-
res de entrada que ma´s se asemejan a los del vector de referencia que representa
a dichos datos de entrada.
La Figura 5.15 muestra dos ejemplos de mapas etiquetados. El “mapa fone´ti-
co” mostrado (a), tambie´n denominado “maquina de escribir fone´tica” [Koh88],
es el resultado de entrenar un MAO con un conjunto de vectores de coeficientes
cepstrales tomados de trazas de habla continua finlandesa de un hablante. Las
neuronas son etiquetadas con el fonema que ocurre ma´s frecuentemente cuando
e´stas son las ganadoras. El “mapa de pobreza” (b), ve´ase [KK96], describe la
calidad de vida en una serie de pa´ıses, cuyos nombres aparecen abreviados sobre
ciertas neuronas, mientras que las neuronas que no representan a ningu´n pa´ıs se
muestran mediante puntos. En ambos casos la topolog´ıa del mapa es hexagonal
y las ima´genes han sido suavizadas de manera que los niveles de gris represen-
tan el grado de agrupacio´n o clustering. Al igual que en el resto de ejemplos, las
zonas oscuras representan clusters y las claras bordes entre e´stos. El suavizado
es una simple operacio´n gra´fica que genera una variante que puede facilitar la
interpretacio´n del mapa.
5.3. Visualizacio´n de Componentes
Una vez analizada la estructura general de la distribucio´n en el mapa es posible
centrarse en detalles ma´s pequen˜os [Ves00], por ejemplo:
• ¿Que´ valores toman las diferentes variables?
• ¿Que´ combinaciones de valores aparecen en diferentes partes del mapa?
• ¿Existen dependencias significativas entre las variables?
Para dar respuesta a las cuestiones anteriores los me´todos tradicionales esta´n
basados en la visualizacio´n de los valores de los componentes de los vectores de
referencia del MAO.
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Figura 5.15: Etiquetado de MAO sobre ima´genes (suavizadas) generadas mediante el me´todo
U-matrix. “Mapa fone´tico” (a) y “mapa de pobreza” (b). Tomados de [KVK00].
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(a) (b) (c)
Figura 5.16: Visualizacio´n directa de vectores de referencia: iconos de estrellas (a), caras de
Chernoff (b), e iconos de columnas (c). Tomado de [Ves02].
5.3.1. Visualizacio´n directa
Aprovechando la estructura regular de la rejilla del MAO y la ordenacio´n de los
vectores de referencia, e´stos pueden ser visualizados y comparados directamente
en el mapa mediante las te´cnicas de visualizacio´n de datos de dimensio´n elevada
descritas en la Seccio´n 2.5.2.2, ve´anse [HK97, Ves02]. La Figura 5.16 muestra tres
tipos de visualizacio´n directa vectores de referencia: iconos de estrellas (a), caras
de Chernoff (b), e iconos de columnas (c).
5.3.2. Planos de componentes
La te´cnica ma´s popular para visualizar las variables de los vectores de referen-
cia de los MAO son los planos de componentes. Para cada variable generan una
rejilla o matriz donde ilustran su valor para todas las neuronas del MAO (por
ejemplo, mediante un co´digo de colores como una escala de grises). Es posible
apreciar relaciones (dependencias o correlaciones) entre variables cuando apare-
cen estructuras similares en ide´nticos lugares de los planos de componentes. En
estos casos, cuando cambia el valor de una variable la otra debe cambiar tambie´n.
Sin embargo, la sensacio´n visual de dependencia puede dar falsas pistas, por lo
que es necesario validar las dependencias encontradas mediante otros me´todos
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[LK00]. Los planos de componentes suelen ser representados simulta´neamente.
Junto con una te´cnica de visualizacio´n de clusters es posible observar el valor
que toma cada variable en cada cluster. Por otro lado, e´stos pueden ser utilizados
para visualizar MAO tridimensionales, mostrando un plano de componente por
cada capa horizontal de neuronas [Kiv98].
La Figura 5.17 muestra la U-matrix y los planos de componentes para dos
MAO (20×20)-dimensionales adaptados a la distribucio´n 8-dimensional formada
por ocho clusters disjuntos (a), y a la distribucio´n tridimensional formada por
dos eslabones encadenados (b). En estos ejemplos no se observan dependencias
entre las variables, aunque en (a) es posible intuir la configuracio´n de los clusters
en el mapa (no´tese que en este caso concreto, los clusters podr´ıan ser visualizados
mediante la superposicio´n de algunos planos de componentes), y en (b) las zonas
de color constante (verde, que corresponde al valor cero) en la primera y tercera
variable indican los dos eslabones (clases) existentes, ya que e´stos esta´n definidos
en el plano Y Z (X = 0) y XY (Z = 0).
Por otro lado, los planos de componentes pueden ser combinados con otros
me´todos como matrices de distancias [HK97] (ve´ase la Figura 5.18) o histogramas
de datos [SVVH99] (ve´ase la Figura 5.19), para incluir ma´s informacio´n en una
misma imagen.
Finalmente, si los clusters de la distribucio´n son disjuntos otra opcio´n consiste
en representar la media de los planos de componentes. La imagen final puede
representar cada cluster con un nivel de gris diferente. La Figura 5.20 muestra
un ejemplo de este me´todo con un MAO (20 × 20)-dimensional adaptado a la
distribucio´n formada por ocho clusters disjuntos.
5.4. Me´todos Refinados
Aproximadamente a partir de 1997 se empezo´ a desarrollar nuevas te´cnicas
mejoradas de visualizacio´n de MAO, algo ma´s sofisticadas que las presentadas en
los apartados anteriores. Este punto de inflexio´n puede ser debido al desarrollo
de nueva tecnolog´ıa en cuanto a interfaces gra´ficas, librer´ıas gra´ficas, lenguajes
y entornos de programacio´n visuales que facilitan y motivan en gran medida el
uso de te´cnicas gra´ficas; lo que tambie´n justificar´ıa la escasez de me´todos hasta
entonces. Por ejemplo, el uso de colores en gra´ficas estad´ısticas fue abandonado










































































Figura 5.17: U-matrix y planos de componentes para dos MAO (20×20)-dimensionales adapta-
dos a la distribucio´n 8-dimensional formada por ocho clusters disjuntos (a), y a la distribucio´n
tridimensional formada por dos eslabones encadenados (b).
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Figura 5.18: Plano de componente (niveles de gris) + matriz de distancias (representada por
la distancia entre los cuadros, que indica la disimilitud entre los vectores de referencia de las
neuronas). Tomado de [HK97].
Figura 5.19: Plano de componente (niveles de gris) + histograma de datos (taman˜o de los
cuadros). Tomado de [SVVH99].
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Figura 5.20: Media de los ocho planos de componentes relativos a un MAO (20×20)-dimensional
adaptado a la distribucio´n formada por ocho clusters disjuntos.
colores [YB95].
Los me´todos presentados en este apartado introducen diversas mejoras en un
intento por mitigar algunas de las limitaciones de los me´todos tradicionales. Las
nuevas te´cnicas esta´n basadas en definiciones ma´s sofisticadas de la proyeccio´n
de una patro´n sobre el mapa; o tratan de combinar informacio´n de distancias, de
los propios datos y de sus variables. En general esta´n orientados a visualizar la
estructura de los clusters de las distribuciones.
5.4.1. Histogramas de datos suaves
Uno de los problemas relacionados con los histogramas de datos ordinarios
es que no tienen en cuenta el hecho de que varias neuronas pueden represen-
tar adecuadamente un mismo vector de entrada. Los histogramas de datos suaves
[PRM02] tratan de solucionar este problema. Su objetivo es visualizar los clusters
de una distribucio´n de dimensio´n elevada a trave´s de la estimacio´n de su funcio´n
de densidad de probabilidad. Se trata de una estrategia difusa para ilustrar los
clusters con niveles de gris de manera similar al me´todo “generative topographic
mapping” [BSW98]. El grado de pertenencia de un dato a cada neurona es con-
trolado mediante un para´metro de suavizado s, el cual esta´ basado en el orden de
clasificacio´n de las distancias entre el dato y los vectores de referencia de las neu-
ronas. En concreto, el grado de pertenencia es s/cs, para la neurona cuyo vector
de referencia es el ma´s pro´ximo al dato; (s − 1)/cs, para la segunda; (s − 2)/cs,
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(a) (b) (c) (d) (e)
Figura 5.21: Histograma de datos suave. Cinco funciones de densidad de probabilidad Gaussia-
nas (a), son estimadas a partir de los datos de una mixtura de cinco funciones Gaussianas (b),
a los que se ha adaptado un MAO (c). El histograma de datos sueva es mostrado en (d) y (e)
mediante niveles de gris y un gra´fico de contornos, respectivamente. Tomado de [PRM02].
para la tercera; etc. A partir de la s-e´sima neurona, el grado de pertenencia es
cero. La constante cs =
∑s−1
i=0 s− i, asegura que la suma de pertenencias sea igual
a uno. La pa´gina electro´nica de [PRM02] contiene librer´ıas para Matlab de los
histogramas de datos suaves donde esta´n implementadas otras estrategias para
calcular el grado de pertenencia, por ejemplo, mediante el ca´lculo de los K-vecinos
ma´s cercanos.
La Figura 5.21 muestra un ejemplo del me´todo aplicado a una distribucio´n
formada por una mixtura de cinco funciones Gaussianas. La figura ilustra las
funciones de densidad de probabilidad estimadas (a), a partir de los datos de la
distribucio´n (b), que son utilizados para entrenar un MAO (10× 10)-dimensional
(c). El histograma de datos suave para s = 8 puede ser visualizado utilizando
niveles de gris (d), o mediante una gra´fico de contornos (e). En ambos casos las
zonas claras corresponden a valores elevados del histograma de datos suave. Para
s = 1 el me´todo corresponde al histograma de datos cla´sico. Ve´ase [PRM02] para
una descripcio´n del ejemplo con varios valores de s.
5.4.2. Contribucio´n de un componente a la estructura de
clusters
Un me´todo computacionalmente muy simple que describe el poder discrimi-
nante de las variables de entrada al realizar la proyeccio´n del MAO es descrito
en [KNK98]. Se trata de un me´todo h´ıbrido entre los planos de componentes y
las matrices de distancias. Sirve para medir y visualizar la contribucio´n expl´ıcita
de los componentes originales a la estructura de clusters del MAO. El me´todo
genera ima´genes monocroma´ticas de forma similar a la U-matrix, pero solamente
160
5.4. ME´TODOS REFINADOS
(Var. 1) (Var. 2) (Var. 3) (Var. 4)
(Var. 5) (Var. 6) (Var. 7) (Var. 8)
Figura 5.22: Contribucio´n de las variables a la estructura de los clusters para el MAO (20×20)-
dimensional adaptado a la distribucio´n formada por ocho clusters disjuntos.
considera un componente. El me´todo crea una “matriz de diferencias” teniendo
en cuenta la diferencia entre un solo componente de los vectores de referencia de
neuronas vecinas, en vez de calcular diferencias vectoriales con todos los compo-
nentes. Posteriormente, es posible calcular la correlacio´n entre la U-matrix y las
matrices de diferencias. Si e´sta es elevada para una determinada variable (com-
ponente), en una determinada zona del mapa, su contribucio´n a la estructura de
clusters sera´ significativa y tendra´ un elevado poder explicativo en ese dominio de
valores. El poder discriminante de las variables queda manifiesto especialmente
en los bordes entre los clusters, donde suelen aparecer las mayores diferencias
entre clusters vecinos [Koh01].
La Figura 5.22 muestra la contribucio´n de todas las variables a la estructura
de clusters del MAO (20 × 20)-dimensional adaptado a la distribucio´n formada
por ocho clusters disjuntos, donde los bordes entre los clusters quedan claramente
resaltados.
5.4.3. Ana´lisis de bordes
Las ima´genes generadas por las matrices de distancias pueden ser ruidosas si
no son tratadas con informacio´n adicional. Una estrategia para mejorarlas consis-
te en combinarlas con informacio´n acerca de los propios datos de la distribucio´n.
161
5. ME´TODOS TRADICIONALES DE VISUALIZACIO´N
DE MAPAS AUTO-ORGANIZATIVOS
(a) (b)
Figura 5.23: Ana´lisis de bordes para los MAO (20×20)-dimensionales adaptados a la distribucio´n
formada por ocho clusters disjuntos (a), y a la distribucio´n formada por dos eslabones de una
cadena (b).
En esta l´ınea, un me´todo que facilita el ana´lisis de bordes entre los clusters utili-
zando informacio´n sobre los datos en las vecindades de los vectores de referencia
es propuesto en [KNK00, NTK+01]. El me´todo busca dominios tanto de baja
densidad de datos, como en los cuales el gradiente de la densidad de muestras
cambia de direccio´n. Para cada vector de referencia wi, calcula:





donde ci es el centroide de los Ni patrones cuyo vector de referencia ma´s cercano
es wi, y Vi es la regio´n de Voronoi asociada a wi. El vector gi apunta a la direccio´n
donde la densidad de datos aumenta, o hacia el cluster ma´s cercano si la densidad
de datos alrededor de wi es baja. Finalmente, para cada par de neuronas vecinas
calcula las siguientes diferencias:
Gi,j = ‖gi − gj‖ (5.9)
que son detectores de bordes entre clusters. Los valores o distancias de Gi,j son
convertidos a tonos de gris de forma ana´loga al me´todo U-matrix. La Figura 5.23
muestra este me´todo para los MAO (20 × 20)-dimensionales adaptados a la dis-



















Figura 5.24: Interpolacio´n basada en coordenadas afines de un sistema local.
por dos eslabones de una cadena (b). En ambos casos el histograma de las ima´ge-
nes ha sido ecualizado. La idea de combinar informacio´n de datos y distancias
tambie´n es aprovechada en el nuevo me´todo presentado en la Seccio´n 6.2, el cual
esta´ basado en la superposicio´n de una matriz de distancias y un histograma de
datos.
5.4.4. Interpolacio´n basada en transformaciones afines
Los me´todos ba´sicos de interpolacio´n presentados en la Seccio´n 5.2.3 so´lo
tienen en cuenta la UMS para calcular la proyeccio´n de un dato sobre el mapa.
En [GR93, GR95a, GR95b] se describe un me´todo de interpolacio´n basado en
coordenadas afines de sistemas locales, el cual utiliza tres neuronas para calcular
la proyeccio´n del dato, cuando el MAO es bidimensional. En concreto, utiliza la
UMS ηc, y las dos neuronas ηi y ηj, cuyos vectores de referencia se encuentren
lo ma´s cerca del dato de entrada x, con la restriccio´n de que estas tres neuronas
este´n ubicadas en posiciones adyacentes en la rejilla regular del mapa. La idea
principal del me´todo, ve´ase la Figura 5.24, consiste en proyectar el dato original
sobre el sistema local (plano), en el espacio de los datos, cuyos vectores base son
wi−wc y wj−wc, y cuyo origen es wc. Posteriormente, realiza una extrapolacio´n
lineal de las coordenadas afines calculadas (a y b) para determinar la posicio´n final
del dato proyectado en el mapa p (definido mediante las coordenadas a′ y b′). El
sistema local de referencia es formado por las posiciones de las tres neuronas de
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Figura 5.25: Interpolacio´n basada en transformaciones afines. MAO (5× 5)-dimensional adap-
tado a la distribucio´n formada por ocho clusters (a). Histograma de datos (b). Interpolacio´n
aleatoria (c). Proyeccio´n resultante del me´todo de interpolacio´n basado en transformaciones
afines (d).
forma ana´loga al del espacio de datos.
La Figura 5.25 ilustra un ejemplo del me´todo para un MAO de pequen˜o
taman˜o ((5×5)-dimensional) adaptado a la distribucio´n formada por ocho clusters
disjuntos (a). El histograma de datos (b) y la interpolacio´n aleatoria (c) aportan
la misma informacio´n que la proyeccio´n resultante del me´todo (d), la cual ilustra
la ubicacio´n de los clusters en el mapa y las neuronas que los representan.
Uno de los problemas principales de esta te´cnica es su limitada utilidad pra´cti-
ca. Al tener en cuenta u´nicamente tres neuronas, los datos son proyectados ge-
neralmente cerca de la neurona ganadora. De esta manera, el me´todo aporta
pra´cticamente la misma informacio´n que un histograma de datos o una interpo-




Figura 5.26: Proyeccio´n generada por el me´todo de interpolacio´n basado en transformaciones
afines para el MAO (20 × 20)-dimensional adaptado a la distribucio´n formada por ocho clus-
ters disjuntos (a). Proyeccio´n generada por la interpolacio´n aleatoria basada en el error de
cuantizacio´n para el mismo MAO (b).
ma´s evidente. Como las neuronas suelen representar so´lo una parte de una cla-
se o cluster la estructura fina de los datos alrededor de una neurona no suele
ser relevante (salvo en casos muy especiales como bordes entre clusters cuyos
vectores de referencia se encuentran cercanos, o clusters representados por muy
pocas neuronas). La Figura 5.26 muestra la proyeccio´n del me´todo para el MAO
(20× 20)-dimensional adaptado a la distribucio´n formada por ocho clusters dis-
juntos (a), y la proyeccio´n generada por la interpolacio´n aleatoria basada en el
error de cuantizacio´n para el mismo MAO (b).
En cualquier caso, cuando el MAO es pequen˜o la interpolacio´n puede ser una
alternativa viable frente a la mayor´ıa de me´todos de visualizacio´n, los cuales
suelen tener problemas cuando el MAO contiene pocas neuronas. Obse´rvese que
con pocos vectores de referencia el MAO no modelara´ la distribucio´n con suficiente
precisio´n, requiriendo un ana´lisis de datos en vez de vectores de referencia. En
estos casos los clusters quedara´n representados o modelados por pocas neuronas,
con lo cual la forma de los datos proyectados puede aportar informacio´n u´til sobre
la distribucio´n, siempre que el me´todo de proyeccio´n o interpolacio´n sea preciso
y aporte descripciones adecuadas de los datos.
En cuanto a la calidad y exactitud del me´todo a la hora de representar gra´fi-
camente las distribuciones hay que destacar que no fue disen˜ado para visualizar
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Figura 5.27: La interpolacio´n basada en coordenadas afines de un sistema local no preserva
adecuadamente las distancias cuando el dato a proyectar se encuentra alejado del plano formado
por los tres vectores de referencia asociados al dato en los que la proyeccio´n esta´ basada.
datos, sino para aumentar la velocidad de bu´squeda de la UMS y acelerar el en-
trenamiento de los MAO. De esta manera, presenta deficiencias significativas a la
hora de visualizar distribuciones que limitan su uso incluso para mapas pequen˜os:
• Existen situaciones en las que los tres vectores de referencia o las tres neu-
ronas no forman una base, es decir, son linealmente dependientes. Este pro-
blema puede ser tratado en el propio algoritmo, escogiendo adecuadamente
las neuronas en torno a la ganadora.
• Al estar basado especialmente en la UMS la proyeccio´n es discontinua, ya
que dos patrones muy pro´ximos con distintas UMS pueden ser proyectados
a posiciones muy diferentes en el mapa.
• Las proyecciones pueden aparecer “invertidas” (ve´ase la Figura 5.28).
• El me´todo no es robusto ante situaciones en las que el MAO no se ha
adaptado adecuadamente a la distribucio´n, tanto de manera ordenada como
con un error de cuantizacio´n bajo.
• A medida que el dato a proyectar se aleja del plano formado por los tres
vectores de referencia seleccionados las distancias desde el dato a e´stos tien-
den a igualarse, mientras que las distancias entre el punto proyectado y las
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neuronas en el mapa pueden resultar muy diferentes. La Figura 5.27 ilus-
tra este problema. El dato x es proyectado cerca de la neurona ganadora,
donde la distancia ‖p − rc‖ es pequen˜a en comparacio´n con ‖p − ri‖ y
‖p − rj‖. Sin embargo, las distancias originales desde x a sus tres vectores
de referencia ma´s cercanos (vecinos del ganador en el mapa) son parecidas
‖x− wc‖ ' ‖x− wi‖ ' ‖x− wj‖.
La Figura 5.28 muestra como el me´todo tiene problemas incluso cuando el
espacio de los datos es bidimensional. Con los ejemplos se persigue averiguar si
el me´todo es capaz de revelar la estructura local de los datos alrededor de cada
vector de referencia. Para ello dos MAO (2×2)-dimensionales han sido entrenados
con dos distribuciones bidimensionales: cuatro clases con igual taman˜o y diferente
forma (a), y una circunferencia (b). Las respectivas proyecciones son mostradas
en (c) y (d). En ambos casos el me´todo presenta deficiencias, incluso con esas
distribuciones “sencillas”. Las proyecciones de las diferentes clases asociadas a
cada vector de referencia aparecen “invertidas”. Por otro lado, es posible apreciar
claramente la discontinuidad del me´todo al proyectar la circunferencia.
La Seccio´n 6.1 propone un nuevo me´todo de interpolacio´n [RDG+02, RG03]
que puede considerar un nu´mero mayor de neuronas para calcular la proyeccio´n.
El resultado es un algoritmo que presenta varias propiedades opuestas a las del
me´todo de interpolacio´n presentado en este apartado, resolviendo la mayor´ıa de
problemas asociados a e´ste. La Seccio´n 6.1 presenta ma´s ejemplos de la proyeccio´n
del me´todo de interpolacio´n basado en transformaciones afines, con el objetivo
de compararlo con el nuevo me´todo.
5.5. Proyecciones y Coloracio´n
Este apartado describe varios me´todos sofisticados de visualizacio´n de MAO
previamente descritos en la literatura. La idea principal consiste en generar ima´ge-
nes en las que cada cluster de la distribucio´n aparezca con un color diferente. De
esta manera, no so´lo resulta intuitivo identificar cada cluster y los bordes entre
e´stos, sino que adema´s se facilita el etiquetado y el ana´lisis trayectorias o secuen-
cias de patrones de entrada. Existen dos estrategias principales a la hora de crear
estas visualizaciones:
• Clustering del MAO. Los vectores de referencia del MAO son agrupados en
varias clases a las que se asignan colores diferentes.
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Figura 5.28: Deficiencias de la interpolacio´n basada en transformaciones afines. Dos MAO (2×2)-
dimensionales son adaptados a dos distribuciones bidimensionales: cuatro clases con igual ta-
man˜o y diferente forma (a), y una circunferencia (b). Las respectivas proyecciones son mostradas
en (c) y (d). En ambos casos las proyecciones aparecen “invertidas”. La discontinuidad de la
proyeccio´n es clara al proyectar la circunferencia.
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• Encadenado de proyecciones mediante co´digos de colores. La informacio´n de
dos me´todos de proyeccio´n es combinada mediante un co´digo de colores (un
elemento proyectado recibe el mismo color en ambas proyecciones, aunque
la asignacio´n de dicho color so´lo depende de la posicio´n del elemento en
una proyeccio´n). Esta estrategia ha motivado la creacio´n de varios nuevos
algoritmos de proyeccio´n o “reorganizacio´n” de las neuronas en el espacio
de observacio´n de los MAO. A partir de e´stos es posible generar mapas
donde las diferencias entre los colores de los clusters corresponden de alguna
manera a las distancias entre dichos clusters. La Seccio´n 6.3 propone un
algoritmo ra´pido para generar estas ima´genes cuya estructura es muy similar
a la del algoritmo de aprendizaje secuencial del MAO.
5.5.1. Clustering del MAO
El clustering es una de las aplicaciones ma´s importantes de los MAO en la
miner´ıa de datos [Ves02]. Los propios vectores de referencia pueden ser agrupados
en diferentes clases aplicando cualquier algoritmo de CV tradicional (K-medias,
algoritmos jera´rquicos, etc.) [VA00]. Tambie´n es posible emplear otros enfoques
ma´s relacionados con la arquitectura de los MAO, como estrategias que tienen en
cuenta sus relaciones de vecindad [Mur95] o estrategias basadas en las matrices de
distancias [Ult99, VLM99, VH02]. Estos enfoques resultan ser considerablemente
ma´s ra´pidos que realizar una CV de los datos directamente, y la correspondencia
entre los resultados del ambos enfoques es buena [Ves02]. Una vez hallados los
diferentes clusters en la rejilla regular del MAO se asigna un color diferente a cada
uno de ellos, apareciendo un mapa coloreado que aporta informacio´n acerca de su
estructura. En la pra´ctica, al igual que en la visualizacio´n, cuando el objetivo es
encontrar los clusters naturales de la distribucio´n de datos el nu´mero de vectores
de referencia del MAO debe ser mucho mayor que el nu´mero esperado de clusters
[Ult99].
La Figura 5.29 muestra un ejemplo de clustering del MAO tomado de [Ves02].
El MAO utilizado (cuya topolog´ıa es hexagonal) es (22× 10)-dimensional, mien-
tras que los datos de entrenamiento pertenecen a varias medidas asociadas a un
computador en un entorno de red: tasa de utilizacio´n de la unidad central de
proceso, volumen de tra´fico en la red, etc. En (a) una primera clasificacio´n de los
vectores de referencia genera 17 clusters, los cuales son representados mediante
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Figura 5.29: Clustering automa´tico de un MAO. Los diferentes clusters hallados aparecen con
diferentes colores (a). Proyeccio´n de los vectores de referencia del MAO segu´n las dos primeras
componentes principales de los datos (b). En (c) un algoritmo jera´rquico aglomerativo construye
un dendograma en funcio´n de los clusters hallados. Tomado de [Ves02].
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diferentes colores (en este caso el algoritmo de CV esta´ basado en mı´nimos loca-
les de la matriz de distancias). La proyeccio´n de los vectores de referencia segu´n
las dos primeras componentes principales de los datos es mostrada en (b), donde
tambie´n se ilustran las conexiones entre los vecinos en el MAO y donde cada
vector de referencia aparece con el color que le corresponde en el MAO coloreado.
La proyeccio´n de los vectores de referencia muestra la forma de los datos mejor
que la rejilla regular del MAO, sin embargo, es ma´s dif´ıcil apreciar los detalles en
las a´reas densas si no se dispone de una interfaz interactiva para poder realizar
un zoom. Por u´ltimo, en funcio´n de una distancia entre clusters, e´stos pueden ser
fusionados mediante un me´todo jera´rquico aglomerativo para generar estructuras
de mayor taman˜o, apareciendo un cla´sico dendograma (c) (donde los colores de
los “super-clusters” son calculados como promedios de los de sus “sub-clusters”).
5.5.2. Encadenado de proyecciones mediante co´digos de
colores
Los MAO deben ser analizados por varios me´todos de visualizacio´n. Los datos
generalmente contienen tanta informacio´n que resulta imposible mostrarla en
una sola imagen (ve´ase la Seccio´n 6.2.1). El nu´mero de “dimensiones visuales”
determina los tipos de informacio´n que pueden ser incluidos en una visualizacio´n
eficientemente. Las dimensiones visuales t´ıpicas incluyen posicio´n, taman˜o y color
(o textura). La forma o el movimiento son otras dimensiones visuales aunque su
uso es ma´s problema´tico. En entornos de realidad virtual otros sentidos como el
o´ıdo o el tacto pueden intervenir tambie´n [Ves99].
Dado el nu´mero limitado de dimensiones visuales el analista debe hacer uso
de varias visualizaciones, por lo que es necesario encontrar una forma de asociar
las diferentes ima´genes obtenidas. En la literatura, dicha asociacio´n se denomina
encadenado, y generalmente es generado entre dos proyecciones distintas de los
vectores de referencia del MAO al espacio de observacio´n. En [Ves02] el autor
distingue cuatro tipos de encadenado: por posicio´n, por color, utilizando l´ıneas
expl´ıcitamente y por movimiento. En el caso del MAO el encadenado suele ser
por posicio´n, ya que la mayor´ıa de visualizaciones esta´n basadas en la rejilla
regular, y por tanto utilizan la misma proyeccio´n de los vectores de referencia (las
posiciones de las neuronas en el mapa). El me´todo de superposicio´n de ima´genes
(ve´ase la Seccio´n 6.2) puede ser visto como un encadenado por posicio´n, donde
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(a) (b) (c)
Figura 5.30: Encadenado de dos proyecciones de los mismos elementos mediante taman˜o e
intensidad luminosa. Primera proyeccio´n no-lineal de un conjunto de vectores de referencia (a),
y segunda proyeccio´n de un MAO (b). A cada elemento proyectado se le asigna un taman˜o y
nivel de gris en funcio´n de sus coordenadas en (a). Posteriormente, cada neurona es visualizada
mediante un hexa´gono cuyo taman˜o y nivel de gris corresponde al asignado a su vector de
referencia en la primera proyeccio´n (c). Tomado de [Him00].
dos ima´genes son colocadas una encima de la otra.
En este apartado, sin embargo, el objetivo es encadenar dos proyecciones
distintas de los vectores de referencia de un MAO. En otras palabras, se trata
de relacionar dos proyecciones diferentes de una serie de centroides o vectores
de referencia de un me´todo de CV. El objetivo es combinar dos proyecciones de
datos de dimensio´n elevada para obtener ma´s informacio´n en las visualizaciones
bidimensionales, ya que diferentes proyecciones aportan diferentes relaciones en
los datos [Him98]. Una de las proyecciones corresponde a la estructura regular de
la rejilla de neuronas del MAO, mientras la segunda procede de otro me´todo de
proyeccio´n lineal, no-lineal o de otras estrategias disen˜adas para conseguir una
organizacio´n diferente de las neuronas en el espacio de observacio´n.
Al contar con dos proyecciones distintas es necesario utilizar un encadenado
no basado en la posicio´n. La alternativa ma´s utilizada (y posiblemente ma´s eficaz)
consiste en realizar un encadenado basado en co´digos de colores, aunque es posi-
ble utilizar otras caracter´ısticas (taman˜o, intensidad luminosa, forma, orientacio´n,
etc.). La Figura 5.30 muestra un primer ejemplo del encadenado de proyeccio-
nes utilizando como caracter´ısticas el taman˜o e intensidad luminosa. La figura
muestra una primera proyeccio´n (obtenida a partir del me´todo de contraccio´n de
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Himberg [Him00], ve´ase la Seccio´n 5.5.2.3) de un conjunto de vectores de referen-
cia (a), y una segunda del mismo conjunto de vectores de referencia (neuronas)
que genera un MAO (b). En funcio´n de sus coordenadas en (a), a cada vector
proyectado se le asigna un determinado grado de intensidad luminosa (segu´n el
eje horizontal) y un taman˜o (segu´n el eje vertical). Posteriormente, las neuronas
de la segunda proyeccio´n pueden ser descritas mediante elementos (hexa´gonos)
cuyo taman˜o y nivel de gris corresponden a los asignados en la primera proyec-
cio´n a sus vectores de referencia (c). De esta manera, es posible detectar varios
clusters identificando zonas de poca variacio´n de los hexa´gonos.
La idea del encadenado mediante co´digos de colores primero aparece en [KK98],
donde es utilizada para visualizar la estructura de clusters en los MAO. Se tra-
ta de asignar un color a cada neurona o centroide proyectado en funcio´n de sus
coordenadas en el espacio de observacio´n, para posteriormente representar con el
mismo color al centroide o neurona de la segunda proyeccio´n. De esta manera, re-
sulta sencillo visualizar la conexio´n entre ambas proyecciones. Las visualizaciones
pueden ser mejoradas introduciendo las conexiones entre vectores de referencia
vecinos [Him98].
La Figura 5.31 ilustra el encadenado de dos proyecciones mediante colores.
En (a) las neuronas (y por tanto sus vectores de referencia) de un MAO han sido
asignados un color en funcio´n de su posicio´n en la rejilla regular. En este caso el
co´digo de colores utilizado corresponde a una seccio´n (plano B = 255 − G) del
cubo RGB (b). En concreto, una neurona situada en la posicio´n (x, y) recibe el
correspondiente color 255(1 − y, 1 − x, x), donde las coordenadas son escaladas
al intervalo [0, 1] y 255 es el ma´ximo valor de intensidad luminosa. En cualquier
caso, es importante tener en cuenta que el uso de una seccio´n del cubo RGB es
una solucio´n claramente heur´ıstica, al no tener en cuenta factores psico-visuales
[Ves99]. Posteriormente, en (c) cada vector proyectado (segu´n un segundo me´todo
de proyeccio´n) es ilustrado con su correspondiente color en el mapa coloreado,
donde los vectores de referencia vecinos han sido conectados mediante segmentos.
Por otro lado, el encadenado tambie´n puede ser realizado en sentido contrario.
Los vectores proyectados en (c) pueden recibir un color segu´n el mismo co´digo
lineal, para posteriormente colorear las neuronas del MAO (d), donde a´reas o
neuronas con matices similares corresponden, en la mayor´ıa de casos, a vectores
de referencia cercanos en el espacio de los datos.
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Figura 5.31: Encadenado de dos proyecciones mediante un co´digo de colores lineal. Las neuronas
(y sus vectores de referencia asociados) en (a) reciben un color en funcio´n de su posicio´n, donde
el co´digo de colores lineal utilizado es una seccio´n del cubo RGB (b). Los mismos vectores de
referencia toman ese mismo color en una proyeccio´n diferente a un plano bidimensional (c). En
(d) el proceso es realizado en sentido contrario. Tomado de [Ves99], excepto la imagen (b).
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En esta tesis, en la cual los MAO tratados son generalmente bidimensiona-
les, el recta´ngulo (o cuadrado) que define el co´digo de colores es reescalado para
ajustarlo al recta´ngulo definido por los valores mı´nimos y ma´ximos de las proyec-
ciones: mı´ni{ri,x}, ma´xi{ri,x}, mı´ni{ri,y} y ma´xi{ri,y}, para los l´ımites izquierdo,
derecho, abajo y arriba, respectivamente, donde ri = (ri,x, ri,y) corresponde a la
posicio´n o proyeccio´n del vector de referencia wi.
A pesar de la importancia del color en estas visualizaciones, es importante te-
ner en cuenta que una segunda proyeccio´n diferente a la del MAO tambie´n aporta
informacio´n por s´ı misma, donde generalmente es posible detectar diversas estruc-
turas de los datos. Por otro lado, en estos casos y en la mayor´ıa de situaciones
en las que se realiza un encadenado mediante co´digos de colores, es importante
trabajar con un elevado nu´mero de vectores de referencia, ya que son e´stos los
que modelan la distribucio´n y los que van a aportar los detalles necesarios para
realizar un ana´lisis efectivo de los datos.
5.5.2.1. MAO + proyeccio´n de Sammon
La rejilla del MAO describe las relaciones topolo´gicas de los datos, pero no
muestra las distancias entre los vectores de referencia vecinos. Aunque es posible
utilizar matrices de distancias para ese propo´sito, suele ser habitual proyectar
los vectores de referencia mediante la proyeccio´n de Sammon (ve´ase la Seccio´n
2.5.5.1) para obtener una visualizacio´n que intente preservar las distancias mu-
tuas entre ellos. Esto aporta una idea sobre las distancias entre los vectores de
referencia e incluso puede revelar como el MAO se dobla en el espacio de los da-
tos. Sin embargo, suele ser dif´ıcil ver la conexio´n entre la proyeccio´n de Sammon
de los vectores de referencia y la proyeccio´n del propio MAO.
Una solucio´n consiste en utilizar el encadenado de ambos me´todos de proyec-
cio´n, el cual puede ser realizado en cualquier sentido. La Figura 5.32 muestra las
dos formas de encadenar las dos proyecciones. En (a) primero se asignan colores
a las neuronas en la rejilla hexagonal de un MAO (11× 9)-dimensional para pos-
teriormente colorear la proyeccio´n de Sammon. En (b) el proceso es realizado a
la inversa, donde la proximidad de los vectores de referencia en el mapa queda
reflejada en las diferencias entre los colores.
Este procedimiento es u´til porque aporta una “segunda opinio´n” al combinar
dos me´todos de visualizacio´n [Him98], permitiendo realizar un ana´lisis ma´s com-
pleto de la estructura de clusters de la distribucio´n. Por otro lado, si el MAO ha
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Figura 5.32: Encadenado de un MAO con la proyeccio´n de Sammon de los vectores de referencia.
MAO → Sammon (a). Sammon → MAO (b). Tomado de [Him98].
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sido entrenado con datos sobre el estado de un proceso, las trayectorias pueden
ser analizadas de un modo intuitivo representando consecutivamente los colores
de las neuronas ganadoras, por ejemplo, en una lista. Esto suele resultar ma´s
sencillo que analizar grafos dirigidos (ve´ase la Seccio´n 5.2.4). Por otro lado, pue-
de ayudar a detectar vectores de referencia lejanos en el mapa pero cerca en el
espacio de los datos, y viceversa. En definitiva, el color aporta ma´s informacio´n
a las visualizaciones, y puede ser combinado con otros me´todos de ana´lisis ex-
ploratorio para mejorarlos. Por ejemplo, los diagramas de dispersio´n pueden ser
notablemente mejorados si cada elemento proyectado es ilustrado con el color
asociado a la neurona ganadora en un MAO coloreado [Him98].
5.5.2.2. Diferencias perceptivas
Es de especial intere´s colorear las neuronas del MAO de tal forma que el
resultado refleje de algu´n modo la estructura de clusters de los vectores de refe-
rencia [Him00]. Un modelo riguroso para alcanzar este objetivo es presentado en
[KVK99, KVK00]. El modelo utiliza un proceso de optimizacio´n estoca´stico para
proyectar los vectores de referencia a un plano bidimensional de tal forma que las
distancias entre los vecinos sean preservadas aproximadamente, y se preserve el
ordenamiento local definido por la rejilla regular. Adema´s, la proyeccio´n puede ser
restringida para encajar en el espacio del modelo de color CIELab (ve´ase [Fai98]),
de forma que las diferencias perceptivas entre los colores reflejen las relaciones
entre las distancias locales en la estructura de clusters lo ma´s fielmente posible,
y donde el ordenamiento topolo´gico global del MAO refleje estructuras de mayor
taman˜o en los datos [Him00].
Se trata de una variante de los me´todos de EMD. Realiza una proyeccio´n
de los vectores de referencia de un MAO, con una restriccio´n an˜adida para pre-
servar el orden topolo´gico de las neuronas, y una nueva restriccio´n para que la
proyeccio´n sea realizada sobre una seccio´n (de brillo o luminosidad constante)
del espacio de color CIELab. En este caso, se evita usar el modelo RGB por dos
razones: en primer lugar, depende del dispositivo de visualizacio´n; por otro lado,
las diferencias perceptivas entre los colores en diferentes partes del espacio de
color no son uniformes. Es decir, la diferencia perceptiva entre un par de colores
que tienen la misma distancia Eucl´ıdea en el espacio de color RGB var´ıa mu-
cho dependiendo de la posicio´n del par en el espacio de color. Afortunadamente,
existe un grupo de espacios de color (los uniformes) definidos de tal forma que
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Figura 5.33: Espacio de color CIELab (a), tomado de [URLh]. Seccio´n del espacio (b), tomado
de [URLi].
las diferencias perceptivas en color correspondan a las distancias Eucl´ıdeas en
el espacio, lo mejor posible. Uno de estos espacios es el CIELab, recomendado
por la Commission Internationale de L’E´clairage. Este modelo esta´ basado en la
teor´ıa de colores oponentes de Ewald Hering, en la que los est´ımulos de color en
la retina son traducidos a diferencias entre claro y oscuro, rojo y verde, y azul y
amarillo [URLh] (ve´ase la Figura 5.33).
De esta manera, el me´todo define una nueva reorganizacio´n (proyeccio´n) de
los vectores de referencia, mientras el co´digo de colores esta´ basado en el modelo
uniforme CIELab, en vez de en el RGB. Formalmente, se trata de un me´todo de
EMD con restricciones, que minimiza la siguiente funcio´n de error:
E = E1 + λ2E2 + λ3E3 (5.10)
donde λ2 y λ3 son para´metros que son escogidos “adecuadamente”. E1 es un







(di,j − d′i,j)2 (5.11)
siendo di,j = ‖wi − wj‖, d′i,j = ‖w′i − w′j‖, donde w′i es la proyeccio´n de wi a un
espacio de baja dimensio´n, y Ξ˜i es el conjunto de neuronas vecinas a la i (sin
incluirla a ella misma). El error E2 es an˜adido para conseguir un ordenamiento
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Figura 5.34: Definicio´n de ordenamiento de una proyeccio´n. Las proyecciones de los vectores de
referencia vecinos a la neurona ηi son ilustrados mediante c´ırculos blancos, donde los vecinos
esta´n conectados mediante l´ıneas delgadas. Si un vector proyectado no-vecino w′k pertenece al
“sector” de w′j , ilustrado mediante l´ıneas gruesas, y esta´ ma´s cerca de w
′
i que de w
′
j , entonces
esta´ demasiado cerca de w′i, y la proyeccio´n no esta´ ordenada. El sector consiste en los puntos
para los cuales el a´ngulo desde w′j , visto desde w
′
i, es ma´s pequen˜o que el visto desde el resto
de vecinos del punto central w′i [KVK00].






(d′i,j − d′i,k)2 (5.12)
donde Ii,j define un conjunto de ı´ndices que no satisfacen una restriccio´n de
ordenamiento para el par de vecinos (i, j). La idea consiste, grosso modo, en evitar
que un vector proyectado no vecino del wi entre dentro del cierre convexo formado
por las proyecciones pertenecientes a Ξ˜i. La definicio´n detallada es descrita e
ilustrada en la Figura 5.34. Finalmente, E3 es utilizado para escalar las distancias




‖Kw′i − w′i‖2 (5.13)
donde K es una constante tal que w′i es el punto en el espacio disponible ma´s
cerca de w′i/K (ve´anse [KVK99, KVK00]).
La Figura 5.35 muestra un ejemplo de esta proyeccio´n y coloracio´n para el
“mapa fone´tico” cuya U-matrix es ilustrada en la Figura 5.15. La proyeccio´n del
mapa fone´tico a un espacio bidimensional (sin considerar el error E3) es ilustrada
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Figura 5.35: Proyecciones del me´todo basado en diferencias perceptivas. Proyeccio´n del mapa
fone´tico a un espacio bidimensional sin tener en cuenta el error E3 (a). Incorporando E3 los
vectores de referencia son proyectados a una seccio´n de luminosidad constante del espacio
CIELab (b). Tomados de [KVK00]. A trave´s del encadenado es posible construir un mapa
fone´tico coloreado (c). Tomado de [URLj].
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Figura 5.36: Estrategia de los me´todos de contraccio´n. Las neuronas de cada cluster son atra´ıdas
entre s´ı.
en (a). No´tese que se respeta el orden hexagonal del MAO original. Incorporan-
do E3 los vectores de referencia son proyectados a una seccio´n de luminosidad
constante del espacio CIELab (b). Las l´ıneas gruesas delimitan la regio´n represen-
table por un tubo CRT, y el c´ırculo en el centro encierra colores demasiado poco
saturados (grises). A trave´s del encadenado con la proyeccio´n original del MAO
adaptado a los datos de habla, es posible construir un mapa fone´tico coloreado
donde las diferencias perceptivas entre los colores corresponden ma´s fielmente a
las distancias entre los vectores de referencia (c). Obse´rvese la relacio´n entre este
mapa coloreado y la U-matrix. En este caso, los clusters no so´lo aparecen con un
color diferente, sino que las diferencias entre dichos colores dan una idea de la
distancia relativa entre los clusters.
5.5.2.3. Me´todo de contraccio´n de Himberg
Este apartado describe una nueva alternativa para crear una proyeccio´n o re-
organizacio´n de las neuronas (vectores de referencia proyectados) sobre el espacio
de observacio´n de un MAO. Se trata de una estrategia importante en esta tesis,
ya que el algoritmo de agrupacio´n de neuronas (ve´ase la Seccio´n 6.3) esta´ basado
en ella. La idea fundamental consiste en modificar las posiciones de las neuronas
en el espacio de observacio´n continuo, para atraer aquellas cuyos vectores de refe-
rencia se hallan pro´ximos en el espacio de los datos. Es decir, aproxima aquellas
neuronas que representan a un mismo cluster. Esta idea es ilustrada en la Figura
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Figura 5.37: Proceso de contraccio´n de un MAO unidimensional (a), y otro bidimensional (b).
Los ejes verticales esta´n relacionados con el nu´mero de iteraciones llevadas a cabo por los
algoritmos de contraccio´n. Tomado de [Him00].
5.36. El proceso genera una nueva proyeccio´n no-lineal de los vectores de referen-
cia que posteriormente puede ser encadenada con la proyeccio´n original del MAO
mediante un co´digo de colores. El resultado es similar al me´todo de diferencias
perceptivas (ve´ase la Seccio´n 5.5.2.2), donde diferentes clusters aparecen con dife-
rentes colores y las diferencias entre los colores de neuronas vecinas corresponden
aproximadamente a la distancia Eucl´ıdea entre sus vectores de referencia. Por
otro lado, el proceso de contraccio´n tambie´n genera visualizaciones en forma de
a´rboles jera´rquicos o dendogramas. La Figura 5.37 ilustra el proceso de contrac-
cio´n para un MAO unidimensional (a) y otro bidimensional (b). No´tese que los
a´rboles pueden ser cortados por un nivel L para detectar clusters automa´tica-
mente y para asignar un color a cada neurona en funcio´n de sus coordenadas en
dicho nivel.
La idea esta´ muy relacionada con los me´todos de clustering basados en un
principio de contraccio´n o modelo gravitacional [Wri77, Kun99, Dav02, GDN03],
los cuales asignan masa a cada dato y aplican el modelo gravitacional para acer-
carlos progresivamente, lo cual automa´ticamente determina una serie de clusters.
Por ejemplo, el modelo propuesto por Wright [Wri77] es un algoritmo jera´rquico
aglomerativo donde las fuerzas gravitacionales son utilizadas como mecanismos
para fusionar part´ıculas (datos) hasta que so´lo quede una part´ıcula (cluster) en el
sistema. Algunas de las propiedades ma´s importantes de la simulacio´n de Wright
son:
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• Para determinar la posicio´n de una part´ıcula intervienen todas las del con-
junto de datos.
• Cuando dos part´ıculas esta´n lo suficientemente cerca como para fusionarlas,
una se elimina y la masa de la segunda se incrementa con la de la eliminada.
• Un para´metro del sistema determina la distancia ma´xima que puede des-
plazarse una part´ıcula en cada iteracio´n del algoritmo.
• La simulacio´n termina cuando so´lo queda una part´ıcula en el sistema.
Con respecto a la visualizacio´n de MAO, en [Him00] se describe un modelo de
contraccio´n, sencillo de implementar, para analizar la estructura de clusters de
los vectores de referencia. Comparte varias caracter´ısticas con el modelo gravita-
cional de Wright, aunque no esta´ basado estrictamente en un modelo f´ısico. En
primer lugar, las distancias entre los vectores de referencia wi de un MAO son
calculadas y transformadas adecuadamente a similitudes. Por otro lado, las neu-
ronas son organizadas segu´n su configuracio´n en la rejilla regular del MAO (ri),
y esas posiciones van a servir como punto de partida del proceso de contraccio´n.
Cada iteracio´n del algoritmo calcula unas nuevas coordenadas para cada neurona,
en concreto, medias ponderadas de las posiciones de las neuronas en la iteracio´n
anterior. Los pesos corresponden a las similitudes entre los vectores de referencia
de las neuronas (normalizados para que sumen uno). Si la operacio´n de prome-
diado es repetida, eventualmente todas las neuronas convergen a un punto. Las
trazas de estos puntos pueden ser visualizadas como a´rboles jera´rquicos (ve´ase la
Figura 5.37).
Formalmente, el me´todo primero calcula una matriz de similitudes entre las
neuronas S˜, cuyos elementos quedan definidos mediante s˜i,j = f(di,j), donde di,j es
una medida de disimilitud entre las neuronas ηi y ηj. En concreto, di,j = ‖wi−wj‖,
donde ‖ · ‖ denota la distancia Eucl´ıdea. La funcio´n f es mono´tona decreciente
para que s˜i,j corresponda a una medida de similitud, donde f(0) = 1 y f → 0
segu´n aumenta su argumento de disimilitud (la distancia). En [Him00] se utiliza
de forma heur´ıstica:








donde θ es un para´metro libre que controla la “fuerza de atraccio´n” de las neu-
ronas. El siguiente paso consiste en normalizar S˜ para generar una nueva matriz
S, donde si,j = s˜i,j/
∑M
j=1 s˜i,j , i = 1, · · · ,M , de tal forma que cada fila de S sume
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uno. Por u´ltimo, una vez definidas las coordenadas iniciales para las neuronas (ri),
se construye un vector inicial X0 = (r1, r2, · · · , rM)T y el proceso de contraccio´n
queda definido por:




donde r denota el nu´mero de sucesivos promediados.
El me´todo converge a un punto que resulta ser una media ponderada de las
posiciones iniciales de las neuronas. Sea S∗ = l´ımr→∞ Sr, el me´todo converge
a S∗X0, donde lo´gicamente todas las filas de S∗ son iguales y el valor en cada
columna i representa el peso asociado a cada neurona ηi a la hora de crear la
media ponderada.
Desde un punto de vista pra´ctico el analista dispone de dos alternativas a
la hora de aplicar este me´todo. Si el objetivo consiste en obtener una ra´pida
representacio´n de la distribucio´n modelada por los vectores de referencia, es con-
veniente reducir el nu´mero de iteraciones del algoritmo r, por lo que el para´metro
θ debe ser relativamente elevado. Por el contrario, el analista puede estar intere-
sado tambie´n en observar la evolucio´n de los puntos proyectados a medida que se
suceden las iteraciones del algoritmo (el a´rbol jera´rquico), por razones explorato-
rias, para obtener visualizaciones “suaves” del proceso dina´mico de clustering o
contraccio´n [Him00]. En ese caso, el nu´mero de iteraciones del algoritmo r debe
ser aumentado (por ejemplo, hasta varias decenas), lo cual alarga el tiempo de
ejecucio´n del algoritmo, cobrando especial importancia su complejidad computa-
cional, ve´ase la Seccio´n 6.3.4. Por otro lado, cuando el nu´mero de iteraciones es
elevado el analista debe evitar que las neuronas converjan a un solo punto. Esto
puede puede ser llevado a cabo escogiendo un valor de θ moderado, o reescalando
las posiciones de las neuronas (realizando progresivos zooms).
La Figura 5.38 muestra un ejemplo con un MAO unidimensional de las diferen-
tes proyecciones y a´rboles jera´rquicos que pueden ser generados con este modelo
de contraccio´n para diferentes valores de θ, que toma los valores 1, 0,5 y 0,07 en
(a), (b) y (c), respectivamente. Para acelerar el proceso r (en (5.16)) puede ser
escogido como r = 2i, por lo que la matriz S es elevada a dos progresivamente.
Los ejes de ordenadas de las ima´genes (a), (b) y (c) representan el valor i. Por
u´ltimo, el dendograma asociado a un clustering aglomerativo de enlace simple es
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(a) (b)
(c) (d)
Figura 5.38: Proceso de contraccio´n del me´todo de Himberg para θ = 1, 0.5 y 0.07 en (a), (b)
y (c), respectivamente, donde el eje de ordenadas representa log2 r. La imagen (d) ilustra el
dendograma asociado a un clustering aglomerativo de enlace simple, donde el eje de ordenadas
representa distancias entre clusters. Tomado de [Him00].
ilustrado en (d), donde el eje de ordenadas muestra distancias entre clusters. Pa-
rece ser que a medida que θ → 0 la proyeccio´n del me´todo es similar a este u´ltimo
dendograma, si el eje de ordenadas tiene una escala logar´ıtmica con respecto a r,
como ocurre en este caso [Him00].
La Figura 5.39 ilustra un ejemplo de la proyeccio´n que genera el me´todo y
el correspondiente encadenado con la proyeccio´n original regular del MAO, que
genera una imagen coloreada de la estructura de los clusters. Para facilitar la
comprensio´n del me´todo la distribucio´n utilizada es la formada por cuatro clusters
disjuntos, a la que se ha adaptado un MAO (20×20)-dimensional. En (a) aparece
la proyeccio´n original del MAO y dos co´digos de colores lineales (planos B = 0 y
B = 255−G del cubo RGB) que van a ser aplicados para construir el encadenado.
El resto de ima´genes muestra las proyecciones obtenidas para θ = 0,01 y r = 1, 2
y 4, en (b), (c) y (d), respectivamente. Obse´rvese co´mo las neuronas asociadas a
cada cluster son atra´ıdas entre s´ı, formando progresivamente grupos compactos
de puntos. Las neuronas interpolantes tambie´n aparecen claramente entre cada
cluster. Estas proyecciones apenas var´ıan al aumentar el nu´mero de iteraciones del
algoritmo r. En las ima´genes coloreadas el color que recibe cada cluster aparece
ma´s uniforme a medida que aumenta r, y las neuronas interpolantes aparecen
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Figura 5.39: Proceso de contraccio´n del me´todo de Himberg y encadenado basado en dos co´di-
gos de colores lineales (planos B = 0 y B = 255−G del cubo RGB) para un MAO (20× 20)-
dimensional adaptado a la distribucio´n formada por cuatro clusters disjuntos. Las proyecciones
mostradas utilizan θ = 0,01 y r = 0 (proyeccio´n inicial del MAO), 1, 2 y 4, en (a-d), respecti-
vamente.
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tambie´n con mayor claridad. En este caso el resultado es independiente del co´digo
de colores utilizado. No obstante, esta tesis utiliza principalmente el plano B =
0 del cubo RGB. Desde un punto de vista subjetivo parece producir mejores
resultados en los experimentos, donde los MAO utilizados son cuadrados.
La Figura 5.40 muestra otros dos ejemplos de las proyecciones que genera el
me´todo y sus respectivos encadenados. Los MAO son (20 × 20)-dimensionales y
esta´n adaptados a las distribuciones formadas por dos eslabones encadenados (a) y
por una circunferencia, un segmento, un cuadrado y un ortoedro (b). En (a) θ = 1
y r = 1, mientras θ = 3 y r = 1 en (b). En estos casos, las proyecciones generadas
permiten distinguir las clases que forman las distribuciones, y hasta revelan su
forma. Por el contrario, las ima´genes coloreadas son ma´s dif´ıciles de interpretar
(sin la ayuda de la proyeccio´n del me´todo), ya que la dimensio´n intr´ınseca de varias
clases es uno, por lo que no forman clusters compactos. No´tese que el algoritmo
de proyeccio´n fue disen˜ado para analizar la estructura de clusters mediante el
encadenado. En cualquier caso, aportan informacio´n similar a las matrices de
distancias, donde es posible distinguir las diferentes clases (ve´anse las Figuras 5.6
y 5.13).
Con respecto a la complejidad computacional del me´todo, cuando θ es dema-
siado bajo es necesario elevar a dos S tal y como se ha realizado en la Figura 5.38,
lo cual implica una complejidad de O(RM 3), donde M es el nu´mero de neuronas
del MAO y R corresponde al nu´mero de iteraciones, el cual puede ser elevado. El
clustering de enlace simple esta´ ma´s cerca de O(M 2). De todas formas, no tiene
sentido aplicar el algoritmo con un θ demasiado bajo para obtener una versio´n de
proceso de enlace simple. En cambio, lo interesante del proceso puede consistir en
visualizar so´lo las primeras iteraciones del algoritmo, por razones exploratorias,
con lo que la complejidad se aproxima ma´s a O(RM 2) [Him00]. Por otro lado, si
el analista so´lo esta´ interesado en analizar la proyeccio´n final de los vectores de
referencia (no le interesa observar el proceso dina´mico de contraccio´n), una opcio´n
con la que es posible obtener descripciones precisas de las distribuciones consiste
en escoger un valor de θ elevado y ejecutar el algoritmo en una sola iteracio´n,
como en los ejemplos ilustrados en la Figura 5.40. Esto reduce la complejidad
computacional a O(M 2). No´tese que, independientemente del nu´mero de itera-
ciones a ejecutar, es importante que el taman˜o del MAO (M) no sea pequen˜o,
ya que la proyeccio´n que genera el me´todo debe contener los suficientes puntos
como para describir adecuadamente la distribucio´n de los vectores de referencia.
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Figura 5.40: Proyeccio´n de Himberg y encadenado basado en un co´digo de colores lineal (plano
B = 0 del cubo RGB) para dos MAO (20 × 20)-dimensionales adaptados a las distribuciones
formadas por dos eslabones encadenados (a) y por una circunferencia, un segmento, un cuadrado
y un ortoedro (b).
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En la pra´ctica el me´todo puede ser optimizado almacenando en memoria las
distancias entre cada par de vectores de referencia del MAO. En este caso, es
importante tener en cuenta detalles como el taman˜o de la memoria RAM del
sistema, ya que la velocidad del algoritmo puede ser reducida considerablemente
si la informacio´n de las distancias no cabe en e´sta (ser´ıa necesario almacenar
informacio´n en un disco del sistema). Mediante esta optimizacio´n un porcentaje
elevado del tiempo de ejecucio´n puede corresponder al proceso inicial asociado
a almacenar las distancias entre los vectores de referencia. De esta manera, el
algoritmo puede ejecutar varias decenas de iteraciones en un tiempo razonable,
sin que e´ste diste demasiado del tiempo de ejecucio´n de una sola iteracio´n (siempre
que el taman˜o del MAO no sea elevado). De no calcular dichas distancias el tiempo
de ejecucio´n del algoritmo resulta ser aproximadamente el producto del nu´mero
de iteraciones por el tiempo necesario en calcular una de ellas, por lo que puede ser
significativamente ma´s elevado que el tiempo necesario en calcular una iteracio´n.
La Seccio´n 6.3.4 compara la velocidad de este me´todo con la del algoritmo de
agrupacio´n de neuronas, propuesto en la Seccio´n 6.3.
La Figura 5.40 ilustra dos proyecciones del me´todo para una sola iteracio´n
r = 1 del algoritmo y un valor de θ relativamente elevado, que resultan ser
bastante precisas en el sentido de representar adecuadamente las clases y las
relaciones entre los diferentes elementos proyectados. De hecho, es posible ob-
servar como el me´todo de Himberg produce mejores resultados (ma´s precisos)
cuando el para´metro θ es relativamente elevado, al menos con los conjuntos de
datos utilizados en esta tesis. De esta manera, las proyecciones generadas con una
sola iteracio´n producen los resultados ma´s precisos. Las Figuras 5.41 y 5.42 ilus-
tran varias proyecciones finales obtenidas con diversos para´metros para un MAO
(32× 32)-dimensional adaptado a la distribucio´n formada por dos eslabones en-
cadenados, y otro (20× 20)-dimensional adaptado a la distribucio´n formada por
una circunferencia, un segmento, un cuadrado y un ortoedro, respectivamente.
En la Figura 5.41 los para´metros empleados son: θ = 3, r = 1 (a); θ = 0,2, r = 10
(b); θ = 0,1, r = 25 (c); θ = 0,05, r = 50 (d); θ = 0,03, r = 100 (e); y θ = 0,01,
r = 500 (f). En la Figura 5.42 los para´metros empleados son: θ = 3, r = 1 (a);
θ = 0,3, r = 10 (b); θ = 0,15, r = 25 (c); θ = 0,1, r = 50 (d); θ = 0,07, r = 100
(e); y θ = 0,03, r = 500 (f). En todos los casos se ha intentado producir una pro-
yeccio´n del mismo taman˜o en el espacio de observacio´n, es decir, las proyecciones
no han sido reescaladas. Visto de otro modo, para un nu´mero determinado de
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Figura 5.41: Proceso de contraccio´n del me´todo de Himberg para un MAO (32×32)-dimensional
adaptado a la distribucio´n formada por dos eslabones encadenados. Los para´metros utilizados
son: θ = 3, r = 1 (a); θ = 0,2, r = 10 (b); θ = 0,1, r = 25 (c); θ = 0,05, r = 50 (d); θ = 0,03,
r = 100 (e); θ = 0,01, r = 500 (f).
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(a) (b) (c)
(d) (e) (f)
Figura 5.42: Proceso de contraccio´n del me´todo de Himberg para un MAO (20×20)-dimensional
adaptado a la distribucio´n formada por una circunferencia, un segmento, un cuadrado y un
ortoedro. Los para´metros utilizados son: θ = 3, r = 1 (a); θ = 0,3, r = 10 (b); θ = 0,15, r = 25
(c); θ = 0,1, r = 50 (d); θ = 0,07, r = 100 (e); θ = 0,03, r = 500 (f).
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iteraciones se ha buscado un valor de θ apropiado para generar una proyeccio´n lo
ma´s similar posible a la primera, ejecutada en una iteracio´n.
En los ejemplos es posible observar como la calidad de las proyecciones es
degradada a medida que disminuye θ y aumenta r. Esto tiene dos consecuencias
importantes en esta tesis. En primer lugar, la proyeccio´n generada a partir de
una iteracio´n va a servir como referencia a la hora de comparar la precisio´n y
calidad de las proyecciones de este me´todo con respecto a las generadas con otros
me´todos. Por otro lado, si se desea analizar el proceso dina´mico de contraccio´n
con el me´todo de Himberg, es necesario tener en cuenta que las proyecciones
pueden aparecer cada vez ma´s distorsionadas a medida que aumenta el nu´mero
de iteraciones del algoritmo. De esta manera, cabe la posibilidad de emplear
otros me´todos de contraccio´n ma´s ra´pidos para visualizar el proceso dina´mico de
contraccio´n, aunque e´stos no produzcan resultados tan precisos como el me´todo
de Himberg aplicado en una sola iteracio´n, como el algoritmo de agrupacio´n de
neuronas (ve´ase la Seccio´n 6.3).
Las proyecciones obtenidas con el me´todo de Himberg han proporcionado
buenos resultados con las distribuciones de simulacio´n propuestas en el Cap´ıtulo 4.
Por su relacio´n con el algoritmo de agrupacio´n de neuronas, la Seccio´n 6.3 incluye
varios ejemplos de estas proyecciones y compara ambos me´todos. En general,
el me´todo de Himberg produce descripciones ma´s precisas de los datos, pero
en un tiempo de ejecucio´n mayor cuando los MAO son de taman˜o elevado, y
especialmente si el objetivo es analizar la evolucio´n de las neuronas a trave´s del
proceso de contraccio´n.
5.5.2.4. Coordenadas adaptativas
Este apartado presenta el me´todo coordenadas adaptativas [MR97], que re-
presenta una alternativa para facilitar la deteccio´n de bordes entre clusters en un
MAO. Genera una proyeccio´n no-lineal de los vectores de referencia de un MAO,
que en ocasiones resulta similar a las obtenidas con los me´todos de contraccio´n.
El me´todo esta´ basado en los movimientos o actualizaciones de los vectores de
referencia en el espacio de los datos durante el proceso secuencial de aprendizaje,
los cuales se intenta imitar de alguna manera mediante desplazamientos de las
neuronas en el espacio de observacio´n. El resultado es una imagen del clustering
de los vectores de referencia en el espacio de los datos [MR97].
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El me´todo es una extensio´n de la regla de aprendizaje para capturar los mo-
vimientos de los vectores de referencia en un espacio “virtual” de observacio´n.
En el paso inicial, las posiciones de los vectores proyectados ri (denominadas
coordenadas adaptativas) corresponden a las de las neuronas en la rejilla regular,
como en el me´todo anterior. Durante cada iteracio´n del algoritmo secuencial de
entrenamiento, las distancias entre los vectores de referencia wi y el nuevo dato
x escogido al azar que es presentado al algoritmo son calculadas y almacenadas
en una tabla Di(t). Despue´s de la adaptacio´n de los vectores de referencia, donde
se identifica una neurona ganadora ηc, se calcula una tabla de distancias similar
Di(t + 1). El siguiente paso consiste en calcular el cambio relativo de distancias





Finalmente, las coordenadas adaptativas de todas las neuronas excepto la ga-
nadora son actualizadas en direccio´n hacia la ganadora por la fraccio´n dada en
D′i(t+ 1), quedando definido el proceso mediante la siguiente expresio´n:
ri(t+ 1) = ri(t) +D
′
i(t+ 1)(rc(t)− ri(t)) (5.18)
En la pra´ctica, segu´n avanza el entrenamiento, los vectores proyectados son
atra´ıdos entre s´ı, lo cual genera visualizaciones en las que es posible apreciar
clusters y especialmente bordes entre ellos. Sin embargo, si la tasa de aprendizaje
del algoritmo es elevada los puntos pueden converger ra´pidamente a una u´nica
localizacio´n, o si es baja puede que no sean desplazados lo suficiente. Por este
motivo, en esta tesis se ha introducido un para´metro nuevo α en (5.18), para mi-
tigar o reforzar la fuerza de atraccio´n de las neuronas de cara a la visualizacio´n,
quedando finalmente la siguiente regla para calcular la proyeccio´n:
ri(t+ 1) = ri(t) + αD
′
i(t+ 1)(rc(t)− ri(t)) (5.19)
La Figura 5.43 ilustra un ejemplo de la proyeccio´n del me´todo y la corres-
pondiente imagen tras realizar el encadenado. La distribucio´n corresponde a la
formada por cuatro clusters disjuntos, a la que se ha adaptado un MAO (20×20)-
dimensional. No´tese la similitud con respecto a las ima´genes ilustradas en la Fi-
gura 5.39 (a pesar de que los datos y MAO utilizados son diferentes). En este
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Figura 5.43: Proyeccio´n final del me´todo coordenadas adaptativas y encadenado basado en un
co´digo de colores lineal para un MAO (20×20)-dimensional adaptado a la distribucio´n formada
por cuatro clusters disjuntos.
caso las neuronas tambie´n son atra´ıdas para formar clusters compactos.
El me´todo presenta dos principales desventajas. En primer lugar, los me´todos
de contraccio´n generalmente producen descripciones ma´s precisas de los conjuntos
de datos utilizados en el entrenamiento de los MAO. La Figura 5.44 ilustra las
proyecciones generadas por el me´todo y sus respectivos encadenados para dos
MAO (20 × 20)-dimensionales adaptados a las distribuciones formadas por dos
eslabones encadenados (a) y por una circunferencia, un segmento, un cuadrado
y un ortoedro (b) (ve´anse las mismas proyecciones generadas por el modelo de
contraccio´n en la Figura 5.40). En (a) es posible detectar los dos anillos, pero no
con la misma claridad que con los me´todos de contraccio´n. En (b) resulta muy
dif´ıcil distinguir las cuatro clases que componen la distribucio´n de datos. La falta
de precisio´n de este me´todo tambie´n queda reflejada en las ima´genes coloreadas,
resultado de aplicar el encadenado.
La otra desventaja reside en la necesidad de generar la visualizacio´n a la
vez que el MAO es entrenado, lo cual puede repercutir negativamente en su
velocidad y en las necesidades de almacenamiento. No´tese que generalmente se
entrenan muchos MAO con el objetivo de elegir uno “o´ptimo”. Por un lado, la
complejidad computacional del algoritmo es O(MT ), donde M es el nu´mero de
neuronas del MAO y T es el nu´mero de iteraciones del proceso de aprendizaje, que
generalmente suelen ser elevados. Por otro, el analista esta´ obligado a almacenar
las proyecciones de cada iteracio´n o la informacio´n suficiente como para repetir un
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(a)
(b)
Figura 5.44: Proyeccio´n final del me´todo coordenadas adaptativas y encadenado basado en un
co´digo de colores lineal para dos MAO (20 × 20)-dimensionales adaptados a las distribuciones
formadas por dos eslabones encadenados (a) y por una circunferencia, un segmento, un cuadrado
y un ortoedro (b).
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entrenamiento ide´ntico al llevado a cabo si se desea analizar el proceso repetidas
veces. La repeticio´n del proceso es importante por varias razones:
• El para´metro α generalmente debe ser modificado para conseguir una vi-
sualizacio´n efectiva.
• El analista no puede centrar su atencio´n en todas las regiones del espacio
de observacio´n al mismo tiempo.
• El ana´lisis del proceso dina´mico de contraccio´n es complejo. Resulta mucho
ma´s dif´ıcil analizar multitud de ima´genes en una secuencia que una sola
esta´tica. Los a´rboles tridimensionales (ve´ase la Figura 5.37 (b)) pueden
representar una solucio´n a e´ste problema, pero su ana´lisis e implementacio´n
tambie´n son muy complejos.
Por estas razones, este me´todo no ha sido considerado en la Seccio´n 6.3.4, donde
se comparan los tiempos de ejecucio´n del algoritmo de agrupacio´n de neuronas y






6.1. Me´todo de Semejanza de Tria´ngulos
La idea de proyectar los datos de la distribucio´n con la que se ha entrena-
do un MAO sobre un espacio de observacio´n continuo no ha sido explotada en
la literatura de visualizacio´n de MAO. Las estrategias de interpolacio´n propues-
tas (ve´anse las Secciones 5.2.3 y 5.4.4) generalmente no producen descripciones
adecuadas de los conjuntos de datos, o aportan la misma informacio´n que otros
me´todos de visualizacio´n.
Este apartado presenta un nuevo me´todo de interpolacio´n ma´s sofisticado y ro-
busto que los anteriores, el me´todo de semejanza de tria´ngulos (MST) [RDG+02,
RG03], capaz de solventar varias deficiencias relacionadas con e´stos al poder con-
siderar ma´s de tres neuronas a la hora de calcular la proyeccio´n de cada dato. El
me´todo esta´ basado en la correspondencia discreta entre los vectores de referencia
de las neuronas y las posiciones de e´stas en el mapa, creando una proyeccio´n no-
lineal desde el espacio de los datos al espacio de observacio´n del MAO. Un patro´n
determinado es proyectado en un intento por preservar la semejanza geome´trica
entre varios tria´ngulos formados por dicho patro´n y dos vectores de referencia en
el espacio de los datos, y por un punto candidato y dos neuronas en el espacio
de observacio´n. El me´todo encuentra la proyeccio´n de un dato minimizando una
funcio´n de coste que mide distancias o errores entre varios tria´ngulos. El MST
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esta´ relacionado con me´todos de EMD [Tor52, Sam69] y con el me´todo de trian-
gulacio´n [LSB77], y su objetivo es preservar relaciones de proporcionalidad entre
distancias en funcio´n de un conjunto de puntos fijos. En esta tesis los puntos fijos
son las neuronas en la rejilla regular del MAO y sus vectores de referencia en el
espacio de entrada, aunque el me´todo puede ser aplicado igualmente con otras
proyecciones que generen diferentes localizaciones de un conjunto de centroides
o vectores de referencia en un espacio observable. Este me´todo resulta atractivo
desde el punto de vista del AED ya que proyecta todos los datos de manera no-
lineal. Tambie´n resulta una te´cnica de visualizacio´n adecuada cuando el taman˜o
del MAO es pequen˜o (donde suelen tener problemas la mayor´ıa de me´todos de
visualizacio´n), es robusto a la adaptacio´n del MAO a la distribucio´n en cuanto al
error de cuantizacio´n y puede describir adecuadamente ciertos tipos de distribu-
ciones dif´ıciles de visualizar con la mayor´ıa de me´todos de visualizacio´n.
6.1.1. Descripcio´n del problema
Los me´todos de EMD (ve´ase la Seccio´n 2.5.5.1) primero proyectan todos los
datos de una distribucio´n de dimensio´n elevada a un espacio observable (de mane-
ra aleatoria, segu´n una proyeccio´n lineal, etc.) y posteriormente actualizan todas
las posiciones de los datos proyectados minimizando una funcio´n de coste, donde
persiguen preservar todas las distancias originales (absolutas) entre los datos de la
distribucio´n. Este apartado describe una nueva estrategia para proyectar los da-
tos. El objetivo consiste en proyectar primero un conjunto pequen˜o de elementos
al espacio observable para posteriormente proyectar la distribucio´n, dato a dato,
en funcio´n u´nicamente del primer conjunto proyectado, que sirve como referencia.
De esta manera, se desea preservar las relaciones de proporcionalidad entre las
distancias desde cada nuevo dato a los elementos del conjunto de referencia. En
esta tesis el conjunto de referencia queda definido mediante la correspondencia
discreta entre las neuronas y los vectores de referencia de un MAO adaptado a la
distribucio´n de datos. El me´todo de interpolacio´n propuesto puede ser aplicado
tambie´n con otros conjuntos de referencia, por ejemplo, una serie de centroi-
des calculados a trave´s de un algoritmo de CV o un subconjunto pequen˜o de la
distribucio´n de datos, los cuales pueden ser proyectados a un espacio observa-
ble mediante alguna te´cnica de proyeccio´n (lineal, basada en el EMD, etc.). La
idea de proyectar los datos secuencialmente tambie´n es utilizada en el me´todo de
triangulacio´n [LSB77], el cual preserva las distancias absolutas a dos elementos
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previamente proyectados.
Una vez entrenado un MAO ba´sico con una distribucio´n de patrones de entra-
da ∆ = {xi}, i = 1, · · · , N , donde xi ∈ Rn, se pretende proyectar cada elemento
x a un espacio observable continuo Rm, siguiendo la filosof´ıa de los me´todos de
interpolacio´n. Es decir, se desea construir una funcio´n f (ve´ase (5.6)) no-lineal,
teniendo como referencia la correspondencia discreta fd (ve´ase (3.1)) entre el con-
junto Ω = {wi}, i = 1, · · · ,M de vectores de referencia del MAO, y el conjunto
Φ = {ri}, i = 1, · · · ,M de las posiciones de las neuronas.
Este problema de interpolacio´n no es trivial ya que no es posible realizar
ninguna suposicio´n sobre f . Sin embargo, adema´s de la condicio´n de que el MAO
preserve la topolog´ıa adecuadamente, destacan las siguientes propiedades, a priori
deseables, que debe seguir f para crear el algoritmo:
• Continuidad. Vectores de entrada muy similares deben proyectarse a zonas
del mapa (espacio observable) muy pro´ximas.
• Ajuste. Los propios vectores de referencia deben ser proyectados a las posi-
ciones de sus neuronas asociadas en el mapa:
f(wi) = fd(wi) = ri ∀wi ∈ Ω (6.1)
En la pra´ctica esta propiedad es opcional ya que el analista puede desear
generar una proyeccio´n libre de la configuracio´n regular de las neuronas en
el espacio de observacio´n.
• Robustez. El me´todo debe ser capaz de encontrar una proyeccio´n adecuada
incluso cuando el MAO no se haya ajustado perfectamente a la distribucio´n
con un error de cuantizacio´n bajo.
• Velocidad. El algoritmo que implementa la funcio´n f debe ser capaz de
proyectar cada dato en poco tiempo.
La propiedad ma´s importante a la hora de proyectar adecuadamente una
distribucio´n de datos es la continuidad, ya que toda la informacio´n que aporta
la proyeccio´n esta´ basada en las distancias entre los elementos. El analista so´lo
sera´ capaz de interpretar la estructura de los datos y relacionar los diferentes ele-
mentos aparecidos en el mapa si la proyeccio´n es continua o si las discontinuidades
son pequen˜as. Por ejemplo, si la proyeccio´n genera discontinuidades apreciables
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no sera´ posible observar adecuadamente un cluster si diferentes subconjuntos de
e´ste aparecen en diferentes lugares separados en el mapa.
Un MAO puede ser visto como un conjunto de vectores de referencia distribui-
dos y ordenados en una rejilla regular que han sido adaptados a una distribucio´n
de datos. La propiedad de ajuste debe ser satisfecha para que el me´todo proyecte
los datos siguiendo la configuracio´n de los vectores de referencia en el mapa. Esto
puede ser u´til de cara a analizar la estructura local de los datos o comparar el
me´todo de interpolacio´n con otro me´todo de visualizacio´n de MAO, donde la po-
sicio´n de los vectores de referencia o sus neuronas asociadas no var´ıe (como suele
ocurrir en la mayor´ıa de los me´todos).
Por otro lado, si el objetivo es analizar la estructura global de la distribucio´n
la propiedad de ajuste puede ser ignorada para dar ma´s libertad a la proyeccio´n
para desvincularse de la configuracio´n fija de las neuronas y sus vectores de re-
ferencia. En este caso puede no ser estrictamente necesario que los vectores de
referencia del MAO se adapten a la distribucio´n con un error de cuantizacio´n
bajo, siempre que e´stos este´n ordenados para poder servir como referencia a la
proyeccio´n. De esta manera, la robustez del me´todo puede ser importante cuando
la dimensio´n intr´ınseca de los datos es mayor que la dimensio´n del MAO, ya que
se podra´ trabajar con un MAO que optimice la preservacio´n la topolog´ıa aunque
el error de cuantizacio´n medio sea relativamente elevado.
Por u´ltimo, dado el taman˜o de las actuales bases de datos, un ana´lisis exhaus-
tivo puede requerir proyectar millones de datos. En estos casos la velocidad del
me´todo de interpolacio´n resulta ser un factor decisivo a la hora de determinar su
utilidad.
Los me´todos de interpolacio´n descritos en la literatura (ve´anse las Secciones
5.2.3 y 5.4.4) son ra´pidos y satisfacen la propiedad de ajuste. Sin embargo, no
proporcionan una proyeccio´n continua ni robusta, por lo que generalmente no
pueden aportar descripciones adecuadas de las distribuciones. El siguiente apar-
tado describe el me´todo de interpolacio´n propuesto cuya principal ventaja reside
en que puede generar una proyeccio´n continua y robusta.
6.1.2. Solucio´n propuesta
Dado un dato de entrada x ∈ ∆ a proyectar, se selecciona un conjunto de
pares de neuronas Ψ(x) cuyos vectores de referencia van a formar tria´ngulos con
x en el espacio de los datos. Posteriormente se pretende proyectar el dato a una
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Figura 6.1: Necesidad de utilizar distancias relativas. Los vectores de referencia w y las posi-
ciones de las neuronas r esta´n definidas en escalas diferentes por lo que el me´todo no puede
preservar distancias absolutas a la hora de calcular la proyeccio´n de cada dato. En la figura las
distancias son aproximadas.
posicio´n en el mapa p, que a su vez va a formar un tria´ngulo con las posiciones de
los pares de neuronas de Ψ(x) en el espacio observable. La idea fundamental del
me´todo de interpolacio´n consiste en preservar lo mejor posible las relaciones de
proporcionalidad o cocientes entre las longitudes de las aristas de los tria´ngulos
formados, para que e´stos sean lo ma´s parecidos posible. Desde otro punto de vista,
la idea puede ser vista como un intento de preservar la semejanza geome´trica entre
dichos tria´ngulos, con lo que tambie´n puede considerarse la preservacio´n de los
a´ngulos de los tria´ngulos formados.
A diferencia de los me´todos de EMD o el me´todo de triangulacio´n, los cuales
preservan las distancias originales absolutas entre los elementos, en el MST el
objetivo es la preservacio´n de distancias relativas, es decir, de las relaciones de
proporcionalidad entre las distancias. No es posible utilizar distancias absolutas
ya que las posiciones de las neuronas (puntos fijos del conjunto de referencia a la
hora de calcular la proyeccio´n) pueden estar definidas en una escala diferente a la
de los datos y vectores de referencia. La Figura 6.1 ilustra este problema, donde
las distancias entre los vectores de referencia son muy distintas a las distancias
entre las neuronas, las cuales pueden estar basadas, por ejemplo, en un nu´mero
determinado de pixeles.
Para cada par de neuronas (ηi, ηj)i6=j ∈ Ψ(x) se obtiene la situacio´n descrita
en la Figura 6.2. Un patro´n x debera´ ser proyectado a un punto p en el mapa de
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Figura 6.2: Idea principal del MST. Dado un vector de entrada x y un par de vectores de
referencia wi y wj , se busca un punto p (p
′ o p′′) en el mapa de tal forma que el tria´ngulo
formado por los puntos proyectados (p, ri, rj) sea semejante al tria´ngulo formado por (x,wi, wj).











A = ‖x− wi‖n B = ‖x− wj‖n C = ‖wi − wj‖n
a = ‖p− ri‖m b = ‖p− rj‖m c = ‖ri − rj‖m
o si
αA = αa, αB = αb y αC = αc
Aplicando el teorema del coseno es posible calcular el valor de cada a´ngulo de los
tria´ngulos. Por ejemplo:
αA = arc cos
(
B2 + C2 − A2
2BC
)
No´tese que si Ψ(x) contiene un solo par de neuronas en MAO bidimensionales
aparecen dos posibles proyecciones p′ y p′′ en el mapa que preservan perfectamente
la semejanza del tria´ngulo original. Las dos proyecciones corresponden al lugar
geome´trico donde se cortan las tres circunferencias (salvo en casos degenerados)
definidas por A/a = B/b, A/a = C/c y B/b = C/c, ve´ase la Figura 6.3, o al
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Figura 6.3: Ca´lculo de las proyecciones en funcio´n de las relaciones entre las longitudes de las
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Figura 6.4: Ca´lculo de las proyecciones en funcio´n de los a´ngulos de los tria´ngulos.
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Figura 6.5: Incorporacio´n de un segundo par de neuronas a Ψ(x). Dos proyecciones adicionales
q′ y q′′ son generadas, que pueden servir para determinar un lugar geome´trico (sen˜alado en
gris) donde la semejanza entre los tria´ngulos sea preservada “lo mejor posible”. Por otro lado,
parece ma´s razonable intentar preservar la semejanza del tria´ngulo (x,wi, wj), donde p = p
′,
antes que la del (x,wi, wk), ya que el segmento wiwj se encuentra “ma´s cerca” de x que el
segmento wiwk.
lugar geome´trico donde se cortan las rectas definidas por αA = αa y αB = αb, y
los arcos capaces definidos por αC = αc, ve´ase la Figura 6.4.
Esta ambigu¨edad debe ser resuelta incorporando al menos otro par de neu-
ronas a Ψ(x) para poder aportar ma´s informacio´n sobre la ubicacio´n final de p.
Sin embargo, al considerar un nuevo par de neuronas aparecen dos nuevas pro-
yecciones q′ y q′′, que en la mayor´ıa de los casos no van a coincidir con p′ o p′′.
Por esta razo´n no va a ser posible determinar con exactitud un punto p de tal
forma que la semejanza geome´trica entre los dos pares de tria´ngulos sea preser-
vada perfectamente. De todas formas, las nuevas proyecciones pueden aportar
informacio´n ya que intuitivamente es posible escoger un punto p que preserve “lo
mejor posible” las semejanzas entre los tria´ngulos. Esta u´ltima idea es ilustrada
en la Figura 6.5, donde parece razonable proyectar x a un punto cercano a p′ y
q′′, ya que en esa regio´n los tria´ngulos formados en el mapa van a ser similares
(aunque no estrictamente semejantes) a los originales en el espacio de los datos.
Por otro lado, parece tener ma´s sentido proyectar x sobre p′ antes que sobre q′′ ya
que el segmento wiwj se encuentra “ma´s cerca” de x que el wiwk (definiendo un
criterio para determinar la distancia desde un punto a un segmento, por ejemplo,
la suma de distancias desde x a los dos vectores de referencia que componen el
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segmento). De esta manera, el tria´ngulo (x,wi, wj) ser´ıa preservado mejor que el
(x,wi, wk).
A medida que la cardinalidad de Ψ(x) aumenta y ma´s pares de neuronas
son considerados, es evidente que lo normal es no poder encontrar un punto p
tal que se preserve la semejanza entre todos los tria´ngulos. Sin embargo, parece
razonable la existencia de una zona del mapa donde la mayor´ıa de tria´ngulos
proyectados se asemejen a los originales (en cuanto a las relaciones entre las
longitudes de sus aristas o a sus a´ngulos) que pueda ser buscada mediante un
me´todo de optimizacio´n. Por tanto, surge la necesidad de crear un criterio o error
que aporte una medida de disimilitud o distancia entre tria´ngulos basada en las
diferencias entre sus a´ngulos o diferencias entre las relaciones de proporcionalidad
entre las longitudes de sus aristas. Al buscar una situacio´n en la que A/a = B/b,
A/a = C/c y B/b = C/c, o donde αA = αa y αB = αb (ve´ase la Figura 6.2), se
proponen las siguientes medidas de error o disimilitud entre dos tria´ngulos:
ξ1 = |Ab− aB|+ |Ac− aC|+ |Bc− bC| (6.2)
ξ2 =
|Ab− aB|+ |Ac− aC|+ |Bc− bC|
(A+B + C) · (a+ b+ c) (6.3)
ξ3 =
√
(αA − αa)2 + (αB − αb)2 + (αC − αc)2 (6.4)
Estas medidas son igual a cero si y so´lo si los tria´ngulos son geome´tricamente
semejantes y su eleccio´n resulta ser un factor importante de cara a visualizar
adecuadamente distribuciones en el espacio de observacio´n de un MAO. El error
ξ1 no es invariante ante el taman˜o de los tria´ngulos, sin embargo, ha generado los
mejores resultados (ve´ase la Seccio´n 6.1.3). Una de las l´ıneas futuras de esta tesis
es investigar nuevas medidas similares (por ejemplo, pueden estar basadas en los
lugares geome´tricos descritos en las Figuras 6.3 y 6.4).
Una vez definida la disimilitud entre dos tria´ngulos es posible buscar un punto
p en el plano que minimice dichos errores entre cada tria´ngulo formado por x y los
vectores de referencia (wi, wj) de cada par de neuronas de Ψ(x), y sus respectivos
tria´ngulos en el mapa formados por p, ri y rj. Para ello es necesario combinar
cada error individual de cada tria´ngulo en una funcio´n de coste total que considere
todos los tria´ngulos formados a partir de los pares de neuronas de Ψ(x). En esta
tesis dicha funcio´n de coste es una suma ponderada de los errores entre cada
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ξ(x,wi, wj, p, ri, rj)ϕ(x,wi, wj) (6.5)
donde ξ es una de las medidas de disimilitud entre dos tria´ngulos. La funcio´n
ϕ sirve para ponderar la importancia relativa de preservar la semejanza de un
determinado tria´ngulo. Por ejemplo, puede ser preferible preservar los tria´ngu-
los formados con vectores de referencia pro´ximos a x. En varios experimentos
presentados en la Seccio´n 6.1.3, ϕ es una funcio´n decreciente de la suma de las
distancias desde x a wi y wj:
ϕ(x,wi, wj) = e
−K(A+B) (6.6)
donde A = ‖x−wi‖n, B = ‖x−wj‖n y K = ln(10)/Diametro, siendo Diametro
la ma´xima distancia entre todos los datos de la distribucio´n de entrada.
Por otro lado, la funcio´n ϕ puede ser escogida para construir una proyeccio´n
continua si las neuronas de los pares en Ψ(x) son elegidas en funcio´n de una
distancia ma´xima D desde sus vectores de referencia a x y se consideran todos
los pares formados por todas las neuronas en Ψ(x) (como se vera´ a continuacio´n).
En este caso, ϕ debe ser una funcio´n continua, decreciente e igual a cero cuando





A < D y B < D
0 en otro caso
(6.7)
donde A = ‖x − wi‖, B = ‖x − wj‖ y D es escogida por el analista. En otras
palabras, ϕ debe asegurar que el conjunto de pares Ψ(x) no var´ıe ante pequen˜as
variaciones de x. En caso de introducir nuevos pares debe “ignorarlos” a la hora
de calcular εx(p). Esta idea es ilustrada en la Figura 6.6. En (a), a pesar de
que una pequen˜a variacio´n del vector de entrada introduce una nueva neurona y
tres pares ma´s en Ψ(x), e´stos son ignorados con la funcio´n de ponderacio´n ϕ. La
funcio´n descrita en (6.7) es ilustrada en (b) para D = 30.
Finalmente el MST resulta ser un problema de optimizacio´n, donde la pro-
yeccio´n p de un dato x es calculada minimizando εx(p):
f(x) = p / εx(p) < εx(pi) ∀i (6.8)
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Figura 6.6: Construccio´n de una proyeccio´n continua mediante la funcio´n ϕ. Las aristas uniendo
vectores de referencia indican pares de neuronas en Ψ(x). En (a) un pequen˜o desplazamiento
de x puede introducir nuevos pares que deben ser ignorados por la funcio´n de ponderacio´n ϕ.
La funcio´n descrita en (6.7) es ilustrada en (b) para D = 30.
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En los experimentos se ha utilizado una te´cnica sencilla (y lenta) de descenso de
gradiente donde el punto inicial es la posicio´n en el mapa de la neurona ganadora
rc asociada al dato x. En algunos casos puede ser necesario considerar varios
puntos iniciales para alcanzar un mı´nimo global de la funcio´n εx(p), especialmente
si se desea construir una proyeccio´n continua. En concreto, dado un punto o pixel
inicial p se busca un pixel vecino tal que minimice εx(p). Este proceso es repetido
hasta hallar un mı´nimo local. Hay que destacar que el objetivo principal del
estudio es evaluar la capacidad del me´todo para proyectar datos adecuadamente,
por lo que no se ha investigado la implementacio´n de un algoritmo ma´s ra´pido
para calcular la optimizacio´n. De esta manera, los tiempos de ejecucio´n descritos
en el apartado de resultados experimentales (Seccio´n 6.1.3) son relativos y pueden
ser notablemente reducidos.
La Figura 6.7 muestra gra´ficamente la idea principal del MST. Se supo-
ne que un MAO (2 × 2)-dimensional se ha adaptado a la distribucio´n bidi-
mensional formada por cuatro clusters de igual taman˜o y diferente forma. Pa-
ra un dato de entrada x se pretende hallar su proyeccio´n p en el espacio de
observacio´n del MAO, definido en una escala diferente, minimizando una de-
terminada funcio´n de error entre los tria´ngulos formados en ambos espacios
(a). En el ejemplo Ψ(x) contiene todos los pares (seis) de neuronas posibles
(Ψ(x) = {(η1, η2), (η1, η3), (η1, η4), (η2, η3), (η2, η4), (η3, η4)}) y la funcio´n de pon-
deracio´n es ignorada (ϕ = 1) para construir la superficie de error εx(p). Las
ima´genes (b), (c) y (d) muestran εx(p) para las medidas de disimilitud entre
tria´ngulos ξ1, ξ2 y ξ3, respectivamente. Como cab´ıa esperar, la proyeccio´n de
x = (100, 150) corresponde al mı´nimo de εx(p) en el punto p = (20, 30).
Otra cuestio´n crucial es determinar el conjunto de pares de neuronas Ψ(x)
(sobre todo su cardinalidad) con el que se quiere preservar la semejanza entre
los tria´ngulos, ya que e´ste determina las propiedades de la proyeccio´n f (conti-
nuidad, ajuste, robustez y velocidad) e influye notablemente en la calidad de las
descripciones de las distribuciones de datos. Lo ma´s razonable es escoger pares
de neuronas cuyos vectores de referencia este´n pro´ximos a x. Dada la propiedad
de preservacio´n de la topolog´ıa de los MAO eso es pra´cticamente equivalente a
escoger pares de neuronas que se hallen cerca de la neurona ganadora en el mapa.
En los experimentos los pares de neuronas han sido seleccionados de un conjunto
previo de neuronas Υ(x), principalmente mediante las dos siguientes estrategias:
• Considerar las neuronas cuyos vectores de referencia se encuentran dentro
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Figura 6.7: Ejemplo del MST. Un MAO (2× 2)-dimensional ha sido adaptado a la distribucio´n
bidimensional formada por cuatro clusters de igual taman˜o y diferente forma. El dato x =
(100, 150) debe ser proyectado al punto p = (20, 30) (a). Las ima´genes (b), (c) y (d) muestran
εx(p) para ϕ = 1 y ξ1, ξ2 y ξ3, respectivamente, donde el mı´nimo de estas funciones indica la
correcta proyeccio´n final de x.
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de una vecindad D del dato a proyectar en el espacio de los datos.
Υ(x) = {ηi / ‖x− wi‖ ≤ D i = 1, · · · ,M} (6.9)
En los experimentos D puede ser el dia´metro del conjunto de datos, para
asegurar (pra´cticamente) que Υ(x) contenga a todas las neuronas del MAO;
y tambie´n la mı´nima distancia tal que la cardinalidad de Υ(x) sea mayor o
igual a tres, para que Ψ(x) siempre contenga ma´s de un par de neuronas.
• Considerar las neuronas que se encuentren dentro de una vecindad d de la
neurona ganadora en el mapa.
Υ(x) = {ηi / ‖rc − ri‖ ≤ d i = 1, · · · ,M} (6.10)
donde rc es la posicio´n de la neurona ganadora asociada al dato de entrada
x. En los experimentos generalmente d = A
√
2, donde A es la separacio´n
horizontal o vertical entre dos neuronas en la rejilla regular, de forma que
so´lo las ocho (como ma´ximo) neuronas adyacentes a la ganadora sean con-
sideradas.
En ambos casos la vecindad esta´ definida mediante la distancia Eucl´ıdea, aunque
es posible utilizar otras medidas como la vecindad generada por el MAO de a´rbol
generador mı´nimo, ve´ase la Seccio´n 3.3.1.3.
El siguiente paso es definir las parejas de neuronas pertenecientes a Υ(x) que
van a formar parte del conjunto Ψ(x). Los experimentos utilizan las dos siguientes
estrategias:
• Considerar todos los u(u− 1)/2 pares posibles con las u neuronas de Υ.
Ψ(x) = {(ηi, ηj) / i < j ∀ηi, ηj ∈ Υ(x)} (6.11)
• Considerar los u − 1 pares construidos con la neurona ganadora ηc y otra
neurona de Υ.
Ψ(x) = {(ηc, ηj) / c 6= j ∀ηj ∈ Υ(x)} (6.12)
donde ηc es la neurona ganadora fija asociada al dato x.
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Figura 6.8: Relacio´n entre las propiedades de la proyeccio´n del me´todo y la cardinalidad del
conjunto de pares de neuronas Ψ(x).
De esta manera, queda definida la cardinalidad de Ψ(x) que resulta ser clave
de cara a satisfacer las propiedades de la funcio´n f , ve´ase la Seccio´n 6.1.1. La
Figura 6.8 ilustra la relacio´n entre la cardinalidad de Ψ(x) y las propiedades de
la proyeccio´n, suponiendo que los vectores de referencia de los pares de neuronas
se hallan pro´ximos al dato a proyectar y que las neuronas del MAO esta´n ade-
cuadamente ordenadas. Los me´todos de interpolacio´n descritos en la literatura
tambie´n se ajustan a este esquema. Al considerar pocas neuronas son ra´pidos y
satisfacen la propiedad de ajuste, aunque no proporcionan una proyeccio´n conti-
nua ni robusta. El MST otorga ma´s flexibilidad a la hora de escoger un conjunto
de neuronas de referencia permitiendo al analista controlar el grado con el que
las propiedades son satisfechas.
El siguiente apartado describe varios experimentos llevados a cabo con el
algoritmo, mientras la Seccio´n 6.1.4 presenta una discusio´n sobre los resultados
obtenidos.
6.1.3. Resultados experimentales
Este apartado describe varios experimentos con datos de simulacio´n. El ob-
jetivo consiste en ilustrar las caracter´ısticas del MST, analizar sus ventajas y
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limitaciones, y compararlo con otros me´todos. Los tiempos de ejecucio´n presen-
tados son relativos a un ordenador personal con procesador Intelr Pentiumr
4 a 1.7GHz con 256MB de memoria RAM. La Seccio´n 6.3.3.17 muestra varias
proyecciones del me´todo a partir de un MAO adaptado a datos reales de habla.
6.1.3.1. MAO (2× 2)-dimensionales + distribuciones bidimensionales
Dado que la mayor´ıa de MAO utilizados para AED son bidimensionales, el
primer objetivo planteado a la hora de construir la funcio´n de proyeccio´n f fue
que fuese capaz de proyectar adecuadamente distribuciones bidimensionales. En
otras palabras, el me´todo debe ser capaz de generar una funcio´n f : R2 → R2 que
permita visualizar adecuadamente una distribucio´n de datos bidimensional.
La Figura 6.9 muestra un primer ejemplo ba´sico del me´todo donde dos MAO
(2× 2)-dimensionales han sido adaptados a una circunferencia. Cuando el orden
de los vectores de referencia en el espacio de los datos coincide con el de las
neuronas en la rejilla regular del mapa la proyeccio´n del MST revela la esperada
forma circular (a), ya que la topolog´ıa es preservada correctamente. Sin embargo,
el MAO puede “doblarse” de manera que dos vectores de referencia intercambien
sus posiciones relativas (en la imagen, los representados mediante azul y rojo), en
cuyo caso el MAO genera la esperada proyeccio´n en forma de “∞” (b). La Figura
6.10 muestra un MAO (2 × 2)-dimensional adaptado a la distribucio´n formada
por cuatro clusters de igual taman˜o y diferente forma, y la correspondiente pro-
yeccio´n del MST que describe adecuadamente la distribucio´n de datos original.
En ambos ejemplos el error entre tria´ngulos es ξ1, ϕ = 1 y Ψ(x) contiene todos los
posibles pares de neuronas formados con las cuatro neuronas del MAO. De esta
manera, el me´todo es capaz de resolver las deficiencias del me´todo de interpola-
cio´n basado en transformaciones afines generando proyecciones continuas, donde
tampoco aparece el feno´meno de “inversio´n” de las clases, ve´ase la Figura 5.28.
Una vez visto que el me´todo es capaz de representar distribuciones bidimen-
sionales para el caso ma´s sencillo (con los MAO bidimensionales ma´s pequen˜os), el
siguiente paso es evaluar el me´todo para mapas ligeramente ma´s grandes. A con-
tinuacio´n varios experimentos son descritos con MAO (5× 5)-dimensionales, los
cuales han sido entrenados con distribuciones de diferente dimensio´n intr´ınseca.
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Figura 6.9: Proyecciones del MST para dos MAO (2 × 2)-dimensionales adaptados a una cir-
cunferencia. En (a) el orden de los vectores de referencia coincide con el de las neuronas en la
rejilla del mapa. En (b) el MAO se ha “doblado”, donde las posiciones relativas de los vectores
de referencia azul y rojo aparecen intercambiadas.
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Figura 6.10: Proyeccio´n del MST para un MAO (2× 2)-dimensional adaptado a la distribucio´n
formada por cuatro clusters de igual taman˜o y diferente forma.
6.1.3.2. MAO (5× 5)-dimensional + c´ırculo y anillo
En este experimento el objetivo consiste en analizar la capacidad del me´todo
para representar distribuciones bidimensionales con MAO pequen˜os y evaluar los
tres tipos de errores entre tria´ngulos ξ1, ξ2 y ξ3.
La Figura 6.11 muestra un MAO (5×5)-dimensional adaptado a la distribucio´n
formada por un c´ırculo y un anillo (a). En general, resulta muy dif´ıcil adaptar
el MAO de modo que preserve perfectamente la topolog´ıa ya que la atraccio´n de
los vectores de referencia que representan al c´ırculo suele desplazar algu´n vector
de referencia, que “deber´ıa” ajustarse al anillo, hacia el centro de la distribucio´n.
De esta manera, es posible observar que el MAO se dobla (en forma de “C”) para
ajustarse a la distribucio´n, apareciendo un “hueco” en su parte superior donde
no existe una conexio´n entre los vectores de referencia ajustados al anillo. Por
tanto, cabe esperar que la proyeccio´n del MST ilustre un cluster central rodeado
por un anillo abierto. Las ima´genes (b), (c) y (d) muestran las proyecciones del
MST para ξ1, ξ2 y ξ3, respectivamente, donde Ψ(x) esta´ compuesto por todos los
posibles pares de neuronas. Las ima´genes (e), (f) y (g) muestran las proyecciones
para ξ1, ξ2 y ξ3, respectivamente, utilizando un conjunto reducido de pares de
neuronas (en concreto, Ψ(x) contiene todos los pares de neuronas cuyos vectores
de referencia se encuentran a una cierta distancia D del dato a proyectar, siendo
D la mı´nima distancia tal que la cardinalidad de Υ(x) es siempre mayor o igual
a tres). En todos los casos ϕ es escogida segu´n (6.6).
Las ima´genes generadas a partir del error ξ2 no ilustran las caracter´ısticas de
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Figura 6.11: MAO (5 × 5)-dimensional adaptado a la distribucio´n formada por un c´ırculo y
un anillo (a). Las ima´genes (b), (c) y (d) muestran las proyecciones del MST para ξ1, ξ2 y
ξ3, respectivamente, donde intervienen todos los posibles pares de neuronas para construir
la proyeccio´n. Las ima´genes (e), (f) y (g) muestran las proyecciones utilizando un conjunto
reducido de pares de neuronas. En general, ξ1 aporta mejores resultados.
Figura 6.11 (b) (c) (d) (e) (f) (g)
Tiempo de ejecucio´n (segundos) 252 514 215 75 107 69
Tabla 6.1: Tiempos de ejecucio´n para generar las ima´genes de la Figura 6.11.
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Figura 6.13 (a) (b) (c) (d)
Tiempo de ejecucio´n (segundos) 6.53 0.83 1.81 0.99
Tabla 6.2: Tiempos de ejecucio´n para generar las ima´genes de la Figura 6.13.
la distribucio´n tan claramente como las creadas a partir de ξ1 y ξ3, a pesar de
que con ξ2 se satisface la propiedad de ajuste e introduce una modificacio´n a ξ1
de modo que resulta invariante ante el taman˜o de los tria´ngulos, como sucede con
ξ3. Por otro lado, las primeras proyecciones (b) (c) y (d) en las que interviene un
mayor nu´mero de pares de neuronas producen generalmente descripciones ma´s
precisas y fiables de las distribuciones de datos al ser continuas. Sin embargo, la
velocidad del me´todo disminuye a medida que ma´s pares de neuronas son conside-
rados. La Tabla 6.1 ilustra los tiempos de ejecucio´n aproximados para generar las
seis proyecciones de la Figura 6.11. Por otro lado, las ima´genes creadas a partir
de ξ2 generan proyecciones ma´s dispersas, lo cual conlleva una prolongacio´n del
tiempo de ejecucio´n dado el algoritmo de optimizacio´n utilizado. En general, los
tiempos de ejecucio´n pueden ser notablemente reducidos empleando un algoritmo
de optimizacio´n ma´s eficiente (ve´ase la Seccio´n 6.1.2).
Con respecto a la diferencia entre ξ1 y ξ3, con el primer error el anillo exterior
queda ligeramente mejor representado, ya que aparece un mayor grado de con-
tinuidad en el arco del anillo del lateral derecho de las proyecciones, indicando
la forma c´ıclica o cerrada de la distribucio´n. En este sentido, ξ1 es ma´s robusto
a la adaptacio´n del MAO a la distribucio´n. De hecho, la propiedad de ajuste se
cumple perfectamente con ξ2 y ξ3, mientras que para ξ1 so´lo se cumple para las
neuronas asociadas al anillo exterior, dando ma´s libertad a la proyeccio´n para
representar el arco exterior derecho.
Experimentalmente se observa que la propiedad de ajuste es satisfecha con
todas las distribuciones de simulacio´n y MAO (5 × 5)-dimensionales cuando el
error empleado es ξ2. En cambio, con ξ3 presenta algo ma´s de dificultad para
satisfacer la propiedad, mientras que con ξ1 rara vez la satisface. Con MAO de
mayor taman˜o sucede algo similar. Con ξ2 un elevado nu´mero de vectores de
referencia son proyectados sobre la posicio´n de sus respectivas neuronas. Este
nu´mero decrece generalmente al utilizar ξ3, y ma´s au´n con ξ1. En este sentido,
desde un punto de vista subjetivo las proyecciones de mayor calidad son generadas
a partir de ξ1, precisamente por su capacidad de desvincularse de la estructura
regular r´ıgida de las neuronas en el mapa.
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Figura 6.12: Proyeccio´n del me´todo de interpolacio´n basado en transformaciones afines para el
MAO (5× 5)-dimensional y distribucio´n ilustrados en la Figura 6.11 (a).
(a) (b)
(c) (d)
Figura 6.13: Proyecciones del MST para ξ1 con conjuntos reducidos de pares de neuronas. El
MAO y distribucio´n aparecen ilustrados en la Figura 6.11 (a).
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En general, ξ1 ha aportado los mejores resultados en los experimentos, don-
de las ima´genes que mejor describen las distribuciones de datos son generadas
utilizando todos los pares de neuronas del MAO. En estos casos existe una clara
mejor´ıa con respecto al me´todo de interpolacio´n basado en transformaciones afi-
nes, cuya proyeccio´n es ilustrada en la Figura 6.12 para el MAO y distribucio´n
ilustrados en la Figura 6.11 (a). La ventaja principal del MST radica en la posi-
bilidad de emplear ma´s pares de neuronas. La Figura 6.13 muestra proyecciones
del MST basadas en ξ1 y en conjuntos muy reducidos de pares de neuronas, para
el mismo MAO y distribucio´n. En (a) se han utilizado todos los pares de neu-
ronas formados por la neurona ganadora y todas sus vecinas adyacentes. En (b)
se consideran los pares formados por la neurona ganadora y una de sus vecinas,
donde la proyeccio´n es similar a la de los me´todos de interpolacio´n aleatoria. En
(c) Ψ(x) contiene los tres pares de neuronas formados con las tres neuronas cuyos
vectores de referencia se hallan lo ma´s cerca del dato a proyectar, y finalmente
(d) considera los dos pares formados por la neurona ganadora y las dos neuro-
nas adyacentes cuyos vectores de referencia se hallan ma´s pro´ximos al dato, con
la restriccio´n de que no aparezcan en linea recta en el mapa. La calidad de las
proyecciones decrece a medida que el conjunto de pares de neuronas utilizados
es reducido. Aunque en (a) la propiedad de ajuste no se satisface, el conjunto de
neuronas ya es demasiado pequen˜o como para representar adecuadamente el ani-
llo exterior (en el resto de ima´genes si se satisface la propiedad). Por el contrario,
la velocidad del algoritmo es superior al disminuir la cardinalidad de Ψ(x). La
Tabla 6.2 ilustra los tiempos de ejecucio´n del algoritmo para generar las ima´genes
de la Figura 6.13.
6.1.3.3. MAO (5× 5)-dimensional + sinusoide
Este apartado presenta otro experimento para analizar las caracter´ısticas ge-
nerales del me´todo, el cual analiza la proyeccio´n del MST basado en el error ξ1
para un MAO (5× 5)-dimensional adaptado a un periodo de una sinusoide.
La Figura 6.14 muestra un MAO (5×5)-dimensional adaptado a la distribucio´n
formada por un periodo de una sinusoide (a). La imagen (b) muestra la proyeccio´n
que genera el me´todo de interpolacio´n basado en transformaciones afines, donde se
satisface la propiedad de ajuste y es posible apreciar de forma global la estructura
de la distribucio´n, a pesar de las discontinuidades y deficiencias locales en torno
a las neuronas. Las ima´genes siguientes muestran proyecciones del me´todo donde
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Figura 6.14: MAO (5× 5)-dimensional adaptado a un periodo de una sinusoide (a). Proyeccio´n
del me´todo basado en transformaciones afines (b). El resto de ima´genes corresponden a pro-
yecciones del MST basado en ξ1, donde el nu´mero de pares de neuronas utilizado es reducido
progresivamente (c-h).
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Figura 6.14 (c) (d) (e) (f) (g) (h)
Tiempo de ejecucio´n (segundos) 400 72 4 0.44 1.37 0.76
Tabla 6.3: Tiempos de ejecucio´n para generar las ima´genes de la Figura 6.14.
el nu´mero de pares de neuronas utilizado es reducido progresivamente. En (c),
Ψ(x) contiene todos los pares de neuronas creando una proyeccio´n continua. La
imagen resultante es la que mejor ilustra la forma de la distribucio´n original.
En (d), intervienen todos los pares de neuronas cuyos vectores de referencia se
encuentran a una distancia tal que la cardinalidad de Υ(x) siempre es mayor o
igual a tres. En este caso la propiedad de ajuste se satisface mejor pero aparecen
discontinuidades. Este efecto es au´n ma´s acusado en (e), donde se han empleado
todos los pares de neuronas formados por la neurona ganadora y todas sus vecinas
adyacentes. En (f), Ψ(x) contiene los pares formados por la neurona ganadora y
una de sus vecinas. En este caso la propiedad de ajuste se satisface para todas
las neuronas, apareciendo una imagen similar a (b). En (g), se consideran los tres
pares de neuronas formados con las tres neuronas cuyos vectores de referencia se
hallan lo ma´s cerca del dato a proyectar. En este caso se satisface la propiedad
de ajuste y la imagen, que es generada en muy poco tiempo (ve´ase la Tabla 6.3),
aparece con un grado aceptable de continuidad. Esta proyeccio´n es interesante
desde el punto de vista de analizar co´mo el MAO se ha adaptado a la distribucio´n.
Finalmente, en (h) intervienen los dos pares formados por la neurona ganadora y
las dos neuronas adyacentes cuyos vectores de referencia se hallan ma´s pro´ximos
al dato, con la restriccio´n de que no aparezcan en linea recta en el mapa, donde
la imagen vuelve a ser similar a (b).
La Tabla 6.3 muestra los tiempos de ejecucio´n para generar las ima´genes
de la Figura 6.14. En este ejemplo (y en la mayor´ıa) la mejor opcio´n de cara
a obtener una representacio´n fiel de la distribucio´n consiste en utilizar todos los
pares de neuronas. Sin embargo, la proyeccio´n de la imagen (g) es generada mucho
ma´s ra´pidamente y resulta ser suficientemente adecuada como para representar
la distribucio´n de datos, respeta´ndose la propiedad de ajuste. Como conclusio´n,
dada la rapidez de ejecucio´n del algoritmo para conjuntos reducidos de pares de
neuronas el analista puede examinar primero estas proyecciones en las que se
satisface la propiedad de ajuste, antes de comenzar a analizar proyecciones ma´s
lentas basadas en grandes conjuntos de pares de neuronas.
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6.1.3.4. MAO (5× 5)-dimensionales + circunferencia
El siguiente experimento analiza la robustez del me´todo. Para ello varios MAO
(5× 5)-dimensionales han sido entrenados con datos procedentes de una circun-
ferencia y con distintos para´metros de entrenamiento, de manera que presentan
diferentes errores de cuantizacio´n. La Figura 6.15 muestra tres MAO y las res-
pectivas proyecciones del MST utilizando ξ1, para casos en los que el error de
cuantizacio´n es bajo, medio y elevado, en las ima´genes (a), (b) y (c), respectiva-
mente. En el primer caso, el MAO se adapta relativamente bien a la distribucio´n.
La proyeccio´n so´lo considera los tres pares de neuronas formados por las tres
neuronas cuyos vectores de referencia se hallan lo ma´s cerca de un dato de en-
trada, pero es capaz de describir adecuadamente la distribucio´n. En este caso se
satisface la propiedad de ajuste, por lo que es posible ver exactamente que´ neu-
ronas han sido ajustadas a la distribucio´n (las neuronas interpolantes forman un
“L” invertida en el centro del mapa) y la manera en que lo han hecho, donde
es posible apreciar la continuidad de la distribucio´n y su forma c´ıclica. Aunque
no ha sido representada en la figura, utilizando todos los pares de neuronas es
posible generar una proyeccio´n ma´s redondeada donde la propiedad de ajuste no
es satisfecha. En los siguientes casos (b) y (c) se ha optado por utilizar todos los
pares de neuronas para generar la proyeccio´n, ya que un elevado porcentaje de
neuronas no han sido adaptadas adecuadamente a la distribucio´n, con lo cual la
propiedad de ajuste puede ser ignorada. El segundo MAO so´lo adapta 12 de sus
neuronas exteriores (menos de la mitad) a la circunferencia, donde la propiedad
de ajuste no llega a ser satisfecha completamente, aunque los vectores de refe-
rencia son proyectados a lugares muy pro´ximos a las neuronas. En este caso la
proyeccio´n tambie´n muestra la estructura c´ıclica de la distribucio´n, que´ neuronas
han sido adaptadas a la circunferencia y es posible intuir una estructura circular
de los datos, al observar arcos en la proyeccio´n entre cada neurona adaptada a la
distribucio´n. Finalmente en (c) la proyeccio´n ilustra claramente una estructura
circular a pesar de que el MAO no se ha adaptado a la distribucio´n. En este caso,
es posible generar la proyeccio´n ya que los vectores de referencia del MAO esta´n
ordenados, y es posible considerar que se preserva la topolog´ıa. Esto indica que el
me´todo puede funcionar con una serie de puntos fijos en el plano de observacio´n
diferentes a las neuronas de un MAO, siempre que e´stos presenten cierto orden.
En otras palabras, el me´todo puede ser utilizado con otra correspondencia dis-
creta fd distinta a la que generan los MAO. Por ejemplo, el me´todo puede estar
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Figura 6.15: Robustez del me´todo. Tres MAO (5 × 5)-dimensionales adaptados a una circun-
ferencia con error de cuantizacio´n bajo (a), medio (b), y elevado (c), a la izquierda en las
ima´genes. Las proyecciones del MST (derecha) ilustran la estructura c´ıclica de la distribucio´n.
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basado en la correspondencia discreta entre una serie de puntos en el espacio de
los datos y sus ima´genes tras realizar una proyeccio´n lineal de e´stos al plano de
observacio´n.
6.1.3.5. MAO (5× 5)-dimensional + dos eslabones encadenados
Las distribuciones empleadas en los experimentos anteriores son bidimensio-
nales. Los dos siguientes apartados examinan la capacidad del me´todo para pro-
yectar distribuciones tridimensionales a un plano bidimensional.
La Figura 6.16 muestra como el me´todo es capaz de ilustrar estructuras que
generalmente no pueden ser visualizadas con el resto de me´todos de ana´lisis vi-
sual de MAO. El ejemplo esta´ basado en un MAO (5× 5)-dimensional adaptado
a la distribucio´n formada por dos eslabones encadenados (a). La proyeccio´n del
me´todo de interpolacio´n basado en transformaciones afines (b) no aporta una
visio´n adecuada sobre la distribucio´n. Por otro lado, dado el pequen˜o taman˜o del
MAO, los me´todos tradicionales como la U-matrix (c) o los histogramas de datos
(en este caso la variante generada segu´n la Tabla 5.2) (d) no aportan ima´genes
en las que aparezcan las dos estructuras circulares. Una posible alternativa es
mostrada en (e) donde un histograma de datos generado a partir de la insercio´n
artificial de neuronas entre las originales (segu´n la Tabla 5.3) es capaz de discrimi-
nar las dos clases. Aumentando el taman˜o del MAO tambie´n es posible detectar
dos clases pero no su estructura c´ıclica, ve´ase la Figura 5.6. El MST es capaz
de revelar la estructura c´ıclica de los dos anillos al crear proyecciones continuas
cuando intervienen todos los pares de neuronas. En (f), Ψ(x) contiene los pares
formados por la neurona ganadora y todas sus vecinas, el error entre tria´ngulos
corresponde a ξ1 y ϕ es escogida segu´n (6.6), donde la informacio´n aportada es
similar a la imagen (e). En (g), se ha utilizado ξ2 y todos los pares de neuronas
cuyos vectores de referencia se encuentran a una distancia tal que la cardinalidad
de Υ(x) es siempre mayor o igual a tres. Este caso es interesante ya que la pro-
yeccio´n satisface perfectamente la propiedad de ajuste, sin embargo, todav´ıa no
es continua. La proyeccio´n en (h) utiliza todos los pares de neuronas y ξ1. E´sta
es continua por definicio´n aunque en la imagen parece que el anillo inferior que-
da ligeramente abierto. Este efecto puede ser anulado mediante la incorporacio´n
de la funcio´n de ponderacio´n descrita en (6.7). El resultado es una imagen que
ilustra adecuadamente la forma de la distribucio´n original en dos dimensiones,
aportando una visio´n mucho ma´s clara que la generada a partir de otros me´todos
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Figura 6.16: MAO (5 × 5)-dimensional adaptado a la distribucio´n formada por dos eslabones
encadenados (a). Proyeccio´n del me´todo basado en transformaciones afines (b). U-matrix (c).
Dos variantes del histograma de datos (d) y (e). En (f) y (g) el MST utiliza conjuntos reducidos
de pares de neuronas mientras que en (h) e (i) utiliza todos los pares. En (i) la funcio´n de
ponderacio´n ϕ corresponde a la descrita en (6.7) para favorecer la continuidad en la imagen.
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Figura 6.17: MAO (5 × 5)-dimensional adaptado a la distribucio´n formada por un segmento
(a). Proyecciones del MST con un conjunto reducido de pares de neuronas (b), y con todos los
pares (c).
de visualizacio´n de MAO, especialmente cuando e´stos son de taman˜o pequen˜o.
6.1.3.6. Ma´s ejemplos con MAO (5× 5)-dimensionales
Los siguientes tres ejemplos muestran dos proyecciones del MST basadas en
ξ1 y donde ϕ es escogida segu´n (6.7), por lo que las proyecciones son continuas
por definicio´n. La primera proyeccio´n utiliza todos los pares de neuronas cuyos
vectores de referencia se encuentran a una distancia tal que la cardinalidad de
Υ(x) es siempre mayor o igual a tres, mientras la segunda utiliza todos los pares.
La Figura 6.17 muestra un MAO (5×5)-dimensional adaptado a la distribucio´n
formada por un segmento (a). Las proyecciones del me´todo (b) y (c) permiten
determinar con claridad que la dimensio´n intr´ınseca de la distribucio´n es uno. En
(b) la propiedad de ajuste no llega a satisfacerse para todas las neuronas, aunque
la imagen permite visualizar como se ha adaptado el MAO a la distribucio´n.
En (c) la imagen presenta mayor continuidad y la propiedad de ajuste no se
satisface para la mayor´ıa de neuronas, originando una proyeccio´n ma´s libre de las
posiciones fijas de las neuronas en el mapa.
Lo mismo ocurre en el siguiente experimento ilustrado en la Figura 6.18, donde
un MAO (5× 5)-dimensional ha sido adaptado a la distribucio´n formada por dos
segmentos (a). En este caso la propiedad de ajuste se satisface en (b) y es posible
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Figura 6.18: MAO (5 × 5)-dimensional adaptado a la distribucio´n formada por dos segmentos
(a). Proyecciones del MST con un conjunto reducido de pares de neuronas (b), y con todos los
pares (c).
detectar dos clases de dimensio´n intr´ınseca uno tanto en (b) como en (c).
El siguiente experimento ilustrado en la Figura 6.19 es una continuacio´n del
presentado en la Figura 6.10. En este caso el MAO es (5× 5)-dimensional (a). A
pesar de utilizar un MAO de mayor taman˜o, las proyecciones (b) y (c) describen
adecuadamente la distribucio´n formada por cuatro clusters de igual taman˜o y
diferente forma. En (b) se satisface la propiedad de ajuste por lo que es posible
ver exactamente co´mo se han adaptado las neuronas. La proyeccio´n en (c) es ma´s
robusta y no satisface la propiedad de ajuste permitiendo visualizar con mayor
precisio´n la forma original de los datos.
Los seis siguientes experimentos utilizan ξ1, Ψ(x) esta´ compuesto por todos
los pares de neuronas posibles y ϕ es escogida segu´n (6.7).
La Figura 6.20 muestra como el me´todo es capaz de ilustrar las cuatro clases
de la distribucio´n formada por una circunferencia, un segmento, un cuadrado y un
ortoedro, con un MAO pequen˜o, teniendo en cuenta que es imposible representar
adecuadamente el ortoedro en dos dimensiones. En este caso, la imagen del MST
es notablemente superior a las de otros me´todos de visualizacio´n cuando el taman˜o
del MAO es pequen˜o.
La Figura 6.21 muestra otro ejemplo de una distribucio´n dif´ıcil de analizar
con me´todos tradicionales de visualizacio´n de MAO cuando e´stos son pequen˜os.
La proyeccio´n muestra las seis ramas o brazos de la distribucio´n con forma de
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Figura 6.19: MAO (5× 5)-dimensional adaptado a la distribucio´n formada por cuatro clusters
de igual taman˜o y diferente forma (a). Proyecciones del MST con un conjunto reducido de pares
de neuronas (b), y con todos los pares (c).














Figura 6.20: MAO (5×5)-dimensional adaptado a la distribucio´n formada por una circunferen-
cia, un segmento, un cuadrado y un ortoedro, y proyeccio´n del MST.
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Figura 6.21: MAO (5 × 5)-dimensional adaptado a la distribucio´n con forma de estrella, y
proyeccio´n del MST.
estrella, donde aparece una discontinuidad evidente en la zona inferior-izquierda
del MAO, a pesar de que la proyeccio´n es continua por definicio´n. Esto es un
efecto debido a la propia adaptacio´n del MAO a la distribucio´n tridimensional,
que puede ser eliminado utilizando otro MAO que se adapte de manera ma´s
ordenada a la distribucio´n u otro de taman˜o ligeramente mayor.
La Figura 6.22 muestra la robustez del me´todo y resulta especialmente inte-
resante ya que, a pesar de que el MAO no puede adaptarse adecuadamente a la
distribucio´n tridimensional, la imagen resultante no es muy diferente de la que se
esperar´ıa obtener mediante otra te´cnica de proyeccio´n.
Los u´ltimos tres ejemplos de este apartado presentados en las Figuras 6.23,
6.24 y 6.25 esta´n basados en distribuciones que pueden ser tratadas por otros
me´todos de visualizacio´n de MAO aunque su taman˜o sea relativamente pequen˜o
(por ejemplo, las proyecciones son equivalentes a histogramas de datos). En estos
casos, el MST puede aportar una visio´n ligeramente diferente de los datos que
ayude a su interpretacio´n y ana´lisis.
6.1.3.7. MAO (20× 20)-dimensionales
Los siguientes experimentos confirman que el me´todo puede ser aplicado igual-
mente con MAO de mayor taman˜o. Varias proyecciones del MST han sido calcu-
ladas con MAO (20×20)-dimensionales adaptados a distribuciones de simulacio´n.
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Figura 6.22: MAO (5×5)-dimensional adaptado a la distribucio´n formada por una esfera maciza






















Figura 6.23: MAO (5 × 5)-dimensional adaptado a la distribucio´n formada por dos superficies
planas paralelas, y proyeccio´n del MST.
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Figura 6.24: MAO (5× 5)-dimensional adaptado a la distribucio´n formada por cuatro clusters


















Figura 6.25: MAO (5 × 5)-dimensional adaptado a la distribucio´n formada por ocho clusters
disjuntos con forma hipercu´bica, y proyeccio´n del MST.
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Figura 6.26: MAO (20× 20)-dimensional adaptado a la distribucio´n formada por 2 superficies
planas paralelas, y proyeccio´n del MST.
El error entre tria´ngulos es ξ1, ϕ ha sido escogida segu´n (6.6), y Ψ(x) contiene to-
dos los pares de neuronas posibles. Las ima´genes representan adecuadamente las
distribuciones, aunque el elevado nu´mero (79800) de pares de neuronas en Ψ(x)
repercute negativamente en la velocidad del me´todo (cada imagen es calculada en
aproximadamente 24 horas, en el sistema descrito en la introduccio´n de la Seccio´n
6.1.3, aunque este tiempo puede ser reducido al menos en un orden de magnitud
utilizando un algoritmo de optimizacio´n ma´s eficiente que el empleado).
6.1.4. Discusio´n
Un MAO u´nicamente aporta una correspondencia discreta entre un conjun-
to de vectores de referencia y otro de neuronas o posiciones fijas en un espacio
observable. Por tanto, la mayor´ıa de me´todos de visualizacio´n de MAO aportan
informacio´n sobre los vectores de referencia, que constituyen un conjunto general-
mente reducido de representantes de los datos, en comparacio´n con el taman˜o de
la distribucio´n. La diferencia principal entre el MST y otros me´todos de ana´lisis
visual de MAO reside en que e´ste aporta informacio´n sobre cada dato individual
de la distribucio´n mediante una visualizacio´n expl´ıcita de cada patro´n. Aunque
existen otros me´todos que tienen en cuenta los patrones (ve´ase la Seccio´n 5.2), la
informacio´n que aportan suele estar ligada a cada neurona o vector de referencia,
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Figura 6.27: MAO (20× 20)-dimensional adaptado a la distribucio´n formada por ocho clusters















Figura 6.28: MAO (20×20)-dimensional adaptado a la distribucio´n formada por cuatro clusters
disjuntos de diferente taman˜o e igual forma, y proyeccio´n del MST.
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Figura 6.29: MAO (20×20)-dimensional adaptado a la distribucio´n formada por cuatro clusters
de igual taman˜o y diferente forma, y proyeccio´n del MST.
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Figura 6.30: MAO (20× 20)-dimensional adaptado a la distribucio´n formada por dos eslabones
encadenados, y proyeccio´n del MST.
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Figura 6.31: MAO (20 × 20)-dimensional adaptado a la distribucio´n formada por una esfera
maciza rodeada por otra hueca, y proyeccio´n del MST.














Figura 6.32: MAO (20× 20)-dimensional adaptado a la distribucio´n formada por una circunfe-
rencia, y proyeccio´n del MST.
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Figura 6.33: MAO (20 × 20)-dimensional adaptado a la distribucio´n formada por un c´ırculo y





















Figura 6.34: MAO (20 × 20)-dimensional adaptado a la distribucio´n con forma de estrella, y
proyeccio´n del MST.
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Figura 6.35: MAO (20× 20)-dimensional adaptado a la distribucio´n formada por una circunfe-
rencia, un segmento, un cuadrado y un ortoedro, y proyeccio´n del MST.
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Figura 6.36: MAO (20 × 20)-dimensional adaptado a la distribucio´n formada un segmento, y
proyeccio´n del MST.
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Figura 6.37: MAO (20× 20)-dimensional adaptado a la distribucio´n formada por un periodo de
una sinusoide, y proyeccio´n del MST.
por lo que representan caracter´ısticas de conjuntos de datos asociados a estos re-
presentantes, y no informacio´n sobre datos individuales. En este sentido, el MST
resulta atractivo desde el punto de vista del AED al poder proyectar todos los
datos de la distribucio´n de manera no-lineal.
Con respecto a otros me´todos de interpolacio´n descritos en la literatura, que
tambie´n proyectan todos los datos sobre un espacio observable, su principal ven-
taja es la posibilidad de emplear ma´s de tres neuronas para calcular la proyeccio´n.
Esto es fundamental para generar proyecciones continuas y robustas, y aportar
descripciones adecuadas de conjuntos de datos. En este sentido, es posible apre-
ciar un aumento considerable en la calidad de las ima´genes con respecto a dichos
me´todos de interpolacio´n. La manera ma´s sencilla de conseguir la continuidad
consiste en emplear siempre todos los pares de neuronas formados con todas las
neuronas del MAO, y utilizar una funcio´n de ponderacio´n ϕ continua. Esta es-
trategia suele producir descripciones adecuadas de los conjuntos de datos. Sin
embargo, al considerar todos los posibles pares la velocidad del algoritmo puede
ser demasiado lenta si el taman˜o del MAO no es pequen˜o.
El me´todo es especialmente u´til cuando el taman˜o del MAO es pequen˜o por
varias razones:
• Si e´ste contiene pocas neuronas el conjunto de vectores de referencia puede
ser insuficiente como para representar o modelar adecuadamente la distri-
bucio´n de datos, por lo que es necesario utilizar un me´todo que no tenga
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una dependencia fuerte del conjunto de neuronas y sus vectores de referen-
cia (como ocurre con el MST). En este sentido, la mayor´ıa de me´todos de
visualizacio´n de MAO presentan problemas cuando e´stos son pequen˜os. Con
respecto a los me´todos descritos en la Seccio´n 5.5, que generan proyecciones
no-lineales para obtener una configuracio´n de las neuronas (diferente a la
regular) en un espacio observable, y donde el conjunto de neuronas debe ser
lo suficientemente grande como para describir con detalle la distribucio´n de
datos, el MST resulta una alternativa adecuada ya que no necesita trabajar
con un conjunto elevado de neuronas.
• La complejidad computacional del me´todo es O(NPT ), donde N es el
nu´mero de patrones de entrada a proyectar, P es la cardinalidad del con-
junto Ψ(x) y T depende del algoritmo de optimizacio´n (en este trabajo
denota el nu´mero de veces que se calcula εx(p) antes de alcanzar un mı´ni-
mo local). Si P es pequen˜o el me´todo genera proyecciones en tiempos de
ejecucio´n aceptables independientemente del taman˜o del MAO. Sin embar-
go, el me´todo presenta mejores resultados cuando Ψ(x) contiene todos los
pares de neuronas. En esos casos P = M(M − 1)/2, donde M es el nu´mero
de neuronas del MAO. Por tanto, la complejidad computacional pasa a ser
O(NM 2T ), por lo que el taman˜o del MAO es un factor clave de cara a
la velocidad del me´todo. En este sentido, el me´todo resulta ma´s apropiado
cuando el taman˜o del MAO es pequen˜o.
En cualquier caso, el me´todo es capaz de generar ima´genes adecuadas de las
distribuciones cuando el MAO es grande, y el analista debe evaluar que´ conjunto
de pares de neuronas es ma´s adecuado en cada situacio´n, ya que tambie´n es posi-
ble generar descripciones de datos adecuadas utilizando conjuntos relativamente
reducidos de pares de neuronas.
El me´todo resulta ser robusto a la adaptacio´n del MAO a la distribucio´n en
cuanto al error de cuantizacio´n y puede describir adecuadamente ciertos tipos de
distribuciones dif´ıciles de visualizar con la mayor´ıa de me´todos de visualizacio´n.
Por otro lado, es general en el sentido de no estar limitado a la correspondencia
discreta que genera un MAO, y tampoco esta´ limitado a MAO bidimensionales.
Por otro lado, antes de su implementacio´n se probo´ construir un me´todo de
interpolacio´n basado en RNA supervisadas para construir la funcio´n f . Para ello,
se entreno´ un perceptro´n multicapa que recib´ıa como entrada un vector de re-
ferencia (en la fase de entrenamiento) o dato (para calcular su proyeccio´n, una
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Figura 6.38: Proyeccio´n calculada a partir de un perceptro´n multicapa.
vez entrenada la red), conten´ıa varias capas ocultas, y la salida estaba formada
por dos neuronas asociadas a dos coordenadas de un plano bidimensional. A esta
red neuronal se le ensen˜aba a asociar los vectores de referencia wi (entradas) del
MAO con sus respectivas posiciones ri (salidas) en la rejilla regular. Despue´s de
entrenar la red, e´sta defin´ıa la proyeccio´n f , de manera que la proyeccio´n de un
dato x correspond´ıa a la salida de la red cuando se le introduc´ıa dicho dato en la
entrada (f(x)). Este proceso es ilustrado en la Figura 6.38. Sin embargo, a pesar
de que este h´ıbrido de un MAO con un perceptro´n multicapa en ocasiones pro-
duc´ıa visualizaciones aceptables, fue descartado por varias razones. En general,
no representaba las distribuciones de datos adecuadamente, y las proyecciones
depend´ıan en gran medida del perceptro´n multicapa utilizado, de su arquitectu-
ra, de los diversos para´metros de entrenamiento, del orden de presentacio´n de
los datos de entrenamiento, etc., generando resultados muy distintos en cada eje-
cucio´n. Por estos motivos, se decidio´ buscar una alternativa para prescindir del
elemento de azar, que origino´ la creacio´n del MST.
6.2. Superposicio´n de Ima´genes
Varios me´todos de visualizacio´n de MAO producen ima´genes monocroma´ticas
que aportan informacio´n espec´ıfica sobre los datos, las cuales suelen ser anali-
zadas de forma individual, por ejemplo, matrices de distancias, histogramas de
datos, planos de componentes, etc. En realidad, a la hora de examinar un MAO el
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analista dispone de mucha informacio´n relacionada con cada neurona a trave´s de
estas ima´genes. Aunque en la pra´ctica cada me´todo es empleado individualmente,
desde un punto de vista el analista examina una distribucio´n multidimensional
a trave´s de otros datos multidimensionales relativos a cada neurona del MAO
(distancias entre los vectores de referencia, proporcio´n de datos asociados a cada
neurona, valor de los componentes de los vectores de referencia en cada neuro-
na, etc.). Estos nuevos datos multidimensionales podr´ıan ser analizados mediante
cualquier te´cnica de ana´lisis multidimensional (ve´ase el Cap´ıtulo 2), sin embargo,
en la pra´ctica esto no es habitual dada la complejidad an˜adida que supone com-
binar tanta informacio´n, especialmente cuando cada me´todo puede proporcionar
informacio´n muy diferente.
No obstante, este apartado propone una estrategia para facilitar la labor del
analista a la hora de combinar la informacio´n de un nu´mero limitado de me´todos
mediante una simple superposicio´n de ima´genes basada en un modelo aditivo de
colores, siguiendo una estrategia similar a la empleada en la Figura 2.4. Definien-
do las ima´genes con diferentes colores primarios del modelo aditivo e´stas pueden
ser combinadas, por ejemplo, mediante una simple suma de sus componentes
de color. Las ima´genes resultantes son ma´s completas y robustas, especialmente
cuando se combinan ima´genes que aportan informacio´n similar. Esta tesis es-
tudia principalmente la combinacio´n de la U-matrix (matriz de distancias) con
histogramas de datos. La motivacio´n detra´s de esta idea reside en la posibilidad
de mejorar el me´todo U-matrix incorporando informacio´n acerca de las propias
muestras de la distribucio´n.
6.2.1. Descripcio´n del problema
Los MAO deben ser analizados mediante varios me´todos diferentes de visua-
lizacio´n por varias razones:
• Siguiendo la filosof´ıa del AED, el papel del analista es explorar los datos de
tantas maneras como sea posible hasta que una “historia” plausible de los
datos emerja [Beh97, Yu01].
• El MAO implementa una proyeccio´n en la que la dimensio´n de los datos es
reducida, lo cual conlleva una pe´rdida de informacio´n. Por tanto, ningu´n
me´todo de visualizacio´n puede aportar una descripcio´n completa de un
conjunto de datos definido en un espacio de dimensio´n elevada.
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• Puede que no exista un me´todo o´ptimo para observar una determinada
caracter´ıstica de los datos, por ejemplo, la estructura de los clusters.
• La utilidad de un me´todo en concreto siempre depende de la distribucio´n
de datos a analizar.
Teniendo en cuenta estas recomendaciones y dado que el analista frecuentemente
trabaja con ima´genes que aportan informacio´n u´til sobre la distribucio´n de datos,
e´ste debe considerar varios me´todos de visualizacio´n de MAO simulta´neamente.
Esto puede ser llevado a cabo mostrando las diferentes ima´genes generadas por
los me´todos en una configuracio´n adecuada, por ejemplo, alineadas en una l´ınea
recta o siguiendo una configuracio´n matricial. Desde un punto de vista pra´ctico
esto tiene dos inconvenientes dado el elevado taman˜o de los MAO utilizados con
el objetivo de visualizar y explorar datos. No´tese que al contar con un elevado
nu´mero de neuronas (a veces mayor que el nu´mero de patrones de entrada de la
distribucio´n [Ult99]) el taman˜o de las ima´genes generadas a partir de los diferentes
me´todos de visualizacio´n tambie´n es elevado. El primer problema esta´ relacionado
con el nu´mero limitado de ima´genes que pueden ser visualizadas simulta´neamen-
te en el monitor de un computador con una resolucio´n apropiada. El segundo
problema, de mayor importancia, concierne la habilidad o precisio´n humana para
combinar la informacio´n de dos o ma´s ima´genes. Independientemente de la seme-
janza entre ellas, el analista tiene la dif´ıcil tarea de proyectar mentalmente una o
varias ima´genes sobre otra que esta´ visualizando, lo cual puede provocar errores
de precisio´n e interpretacio´n, especialmente cuando el taman˜o de las ima´genes es
elevado.
El problema abordado en este apartado consiste en la representacio´n simulta´nea,
en una sola imagen, de la informacio´n contenida en un conjunto limitado de ima´ge-
nes (dos o tres) de igual dimensio´n. A la hora de combinar ima´genes de varios
me´todos es posible distinguir dos situaciones:
• Las ima´genes a combinar aportan informacio´n diferente. Por ejemplo, una
U-matrix y un plano de componente, donde la primera contiene informa-
cio´n sobre la estructura de los clusters y la segunda indica el valor de un
componente de los vectores de referencia (imagen generalmente no utilizada
para analizar la estructura de clusters, a pesar de que en ocasiones puede
revelar bordes entre algunos clusters). En general, la interpretacio´n de estas
ima´genes combinadas suele ser complicada.
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• Las ima´genes a combinar aportan informacio´n similar. En estos casos la
combinacio´n de ima´genes permite observar diferencias entre me´todos di-
sen˜ados para producir resultados similares. De esta manera, es posible ob-
tener ima´genes ma´s completas y robustas, ya que conclusiones similares
pueden ser corroboradas y es posible detectar (y corregir) deficiencias aso-
ciadas a las representaciones de cada me´todo.
Por tanto, el objetivo en este apartado consiste en disen˜ar un me´todo que facilite
la correcta interpretacio´n de la imagen combinada, cuando las originales represen-
tan informacio´n similar, aunque no se aporte ma´s informacio´n que la contenida
en las ima´genes originales.
6.2.2. Solucio´n propuesta
El problema encuentra una solucio´n en la eleccio´n de un me´todo apropiado
de visualizacio´n de elementos multidimensionales, por ejemplo, iconos circulares,
caras de Chernoff, etc. (ve´ase la Seccio´n 2.5.2). Debido a que el conjunto de ima´ge-
nes a combinar debe ser limitado y a que los me´todos ma´s populares de ana´lisis
visual de MAO generan ima´genes monocroma´ticas, se propone una estrategia pa-
ra combinarlas basada en un modelo aditivo de colores [Rus95, Cas96, Fai98]. En
concreto, cada imagen monocroma´tica a mezclar es definida mediante un color
primario (escala de color) diferente del modelo aditivo. De esta manera, su su-
perposicio´n genera una imagen final en la que cada componente de color queda
asociado a una y so´lo una imagen.
Los experimentos esta´n basados en el popular modelo RGB por comodidad
a la hora de implementar la combinacio´n (a pesar de sus conocidas limitaciones,
ve´anse [Hea96, Fai98]), por lo que el ma´ximo nu´mero de ima´genes a combinar es
tres. Segu´n este modelo, fundamentado en la teor´ıa tricroma´tica (basada en los
trabajos de Maxwell, Young y Helmholtz), cada pixel de una imagen es definido
mediante tres valores de intensidad luminosa (R,G,B), los cuales esta´n asociados
a tres regiones del espectro electromagne´tico visible (rojo, verde y azul). Con
este modelo cada imagen es definida segu´n una escala diferente de rojo, verde
o azul, es decir, so´lo un componente de color de cada imagen puede tomar un
valor distinto de cero. De esta manera, la superposicio´n de las ima´genes puede
ser realizada mediante una simple suma (u otra operacio´n ba´sica como una OR
lo´gica) de sus componentes de color.
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Figura 6.39: Superposicio´n de ima´genes monocroma´ticas segu´n el modelo de color RGB.
Formalmente, sean Ir, Ig y Ib tres ima´genes monocroma´ticas de igual di-
mensio´n, definidas segu´n los componentes rojo, verde y azul del modelo RGB,
respectivamente. Cada pixel x de las ima´genes queda representado por un vector
de tres componentes de color:
Ir(x) = (ir,x, 0, 0) Ig(x) = (0, ig,x, 0) Ib(x) = (0, 0, ib,x)
El color de los pixeles de la imagen combinada IC queda definido por:
IC(x) = Ir(x) + Ig(x) + Ib(x) = (ir,x, ig,x, ib,x) (6.13)
El proceso es ilustrado en la Figura 6.39, donde tres ima´genes monocroma´ticas
son sumadas para generar la correspondiente imagen combinada.
El nu´mero de posibles colores que pueden aparecer en la imagen final crece
exponencialmente con respecto al nu´mero de ima´genes a combinar. Por ejemplo,
si cada componente de color puede tomar p valores diferentes el nu´mero de po-
sibles colores resulta ser pn, donde n es el nu´mero de ima´genes a combinar. En
esta tesis todas las ima´genes generadas por los nuevos me´todos esta´n basadas en
el modelo RGB, donde cada componente de color queda definido por un byte. De
esta manera, en teor´ıa es posible generar hasta 2563 = 16777216 colores diferentes
al mezclar tres ima´genes, aunque en la pra´ctica el sistema visual humano no es
capaz de diferenciar tantos colores. En los experimentos la mezcla de tres ima´ge-
nes puede derivar problemas de interpretacio´n por el elevado nu´mero de colores
que pueden aparecer en la imagen final, especialmente si las ima´genes aportan
informacio´n distinta. Aunque el ser humano es capaz de distinguir millones de
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colores diferentes, encontrar dos puntos en una imagen con exactamente el mismo
color requiere un esfuerzo considerable cuando e´sta contiene un nu´mero elevado
de diferentes colores [Ves02]. Segu´n Healey [Hea96], el nu´mero ma´ximo de colores
que pueden ser separados entre s´ı de manera preatenta es de unos siete. Por otro
lado, la descomposicio´n de la imagen combinada en sus tres componentes primi-
tivos no es una tarea fa´cil, es decir, suele ser dif´ıcil precisar la cantidad de rojo,
verde y azul asociada a un determinado color.
Por el contrario, la combinacio´n de dos ima´genes suele producir resultados
intuitivos, al menos desde un punto de vista subjetivo. Al reducirse la compleji-
dad la cantidad de colores a interpretar suele ser abordable y resulta ma´s sencillo
precisar las cantidades de los dos colores mezclados en un pixel o regio´n de la
imagen final. De todas formas, la combinacio´n de tres ima´genes puede ser u´til
desde un punto de vista exploratorio, dado que una tercera imagen aporta ma´s
informacio´n y precisio´n. Por ejemplo, el analista puede estar interesado en lo-
calizar zonas espec´ıficas del MAO con un determinado color uniforme, o puede
localizar zonas donde no esperaba encontrar determinados colores.
6.2.2.1. U-matrix + histograma de datos
En realidad, el propo´sito de la combinacio´n de ima´genes es mejorar el me´to-
do U-matrix (o las matrices de distancias), que es el ma´s popular para analizar
la estructura de clusters, incorporando informacio´n sobre las propias muestras
de la distribucio´n mediante histogramas de datos. Ambos me´todos muestran la
estructura de clusters, por lo que suelen generar ima´genes parecidas, aportando
informacio´n similar, ya que los MAO aproximan la funcio´n de densidad de pro-
babilidad de la distribucio´n del conjunto de datos. De esta manera, los vectores
de referencia tienden a adaptarse a zonas de alta densidad de datos (clusters),
donde las distancias entre ellos son relativamente pequen˜as.
Sin embargo, aunque la U-matrix es capaz de proporcionar visiones u´tiles de
una distribucio´n de datos, al no considerar las muestras de la distribucio´n puede
presentar deficiencias a la hora de representar ciertas distribuciones [RGD+02].
Destacan las dos siguientes situaciones problema´ticas:
• Los vectores de referencia pueden hallarse relativamente cerca de sus vecinos
sin apenas representar datos, especialmente cuando el taman˜o del MAO es
elevado (como suele ocurrir cuando el objetivo es visualizar datos).
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• Los vectores de referencia pueden hallarse relativamente lejos de sus vecinos
representando a una cantidad elevada de datos, por lo que puede ser dif´ıcil
apreciar las clases o clusters asociados a ellos.
Por tanto, un ana´lisis de las distancias entre vectores de referencia debe ser com-
plementado con un ana´lisis de la proporcio´n de datos asociados a cada vector de
referencia (informacio´n que aporta el histograma de datos por definicio´n).
La Figura 6.40 ilustra dos ejemplos de los problemas asociados a la U-matrix.
Aunque dichos problemas pueden ser resueltos empleando MAO de mayor ta-
man˜o, por claridad los ejemplos emplean MAO (5 × 5)-dimensionales, donde el
nu´mero de neuronas parece suficiente como para modelar las distribuciones ade-
cuadamente (obse´rvese que un algoritmo de clasificacio´n basado en la distancia
Eucl´ıdea presentar´ıa una tasa de acierto cercana al 100 %). En ambos casos que-
da patente la necesidad de complementar la informacio´n acerca de las distancias
entre vectores de referencia con informacio´n sobre los propios datos de la distri-
bucio´n.
En (a) se muestra un MAO adaptado a la distribucio´n formada por cuatro
clusters de igual taman˜o pero distinta forma, donde aparecen cuatro neuronas
interpolantes cuyos vectores de referencia no se han adaptado a ningu´n cluster
espec´ıfico: dos entre los clusters de la izquierda y otros dos entre los clusters
inferiores. E´stas no representan a ningu´n dato de entrada, a pesar de que la
distancia entre sus vectores de referencia y los de sus vecinas es relativamen-
te pequen˜a. De esta manera, aparecen varias deficiencias en la U-matrix (b): a
pesar de que so´lo dos vectores de referencia se han adaptado al cluster superior-
izquierdo, la imagen de la U-matrix parece indicar que las cuatro neuronas de la
esquina superior-izquierda del MAO se han adaptado al cluster. Por otro lado,
no aparecen con claridad los bordes entre los clusters inferiores. Estos problemas
pueden ser corregidos incorporando informacio´n del histograma de datos (c), el
cual refleja mejor las caracter´ısticas de la distribucio´n: cuatro clusters disjuntos,
densidad relativa de patrones en cada cluster y forma (no´tese que todos los clus-
ters contienen el mismo nu´mero de patrones por lo que la intensidad luminosa
media de cada cluster resulta ser directamente proporcional al a´rea que ocupa en
el mapa).
El segundo ejemplo de la figura ilustra un MAO adaptado a la distribucio´n
formada por un c´ırculo y un anillo (d). El problema en este caso reside en las
distancias relativamente elevadas entre los vectores de referencia adaptados a
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Figura 6.40: Problemas del me´todo U-matrix que pueden ser resueltos incorporando informacio´n
del histograma de datos, que en estos casos representa mejor la distribucio´n. Se ilustra un MAO
(5 × 5)-dimensional adaptado a la distribucio´n formada por cuatro clusters de igual taman˜o
pero distinta forma (a), y otro a la distribucio´n formada por un c´ırculo y un anillo (d). Las
ima´genes (b) y (c) muestran la U-matrix y el histograma de datos, respectivamente, para el
primer MAO, y (e) y (f) para el segundo. En la primera U-matrix no es posible apreciar las
cuatro neuronas interpolantes por lo que no se distinguen bien los bordes entre los clusters. En
la segunda, el anillo exterior no es ilustrado con claridad debido a la mayor distancia entre los
vectores de referencia.
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Figura 6.41: Plano B = 0 del cubo RGB.
la clase formada por el anillo exterior. La U-matrix (e), que sirve principalmente
para detectar clusters, lo´gicamente tiene dificultades para describir el anillo por su
forma particular. En la imagen es posible apreciar un cluster central claramente,
pero no es trivial determinar la existencia de un anillo exterior. Sin embargo,
el histograma de datos (f), ilustra claramente una clase alrededor del cluster
central. En cuanto a la implementacio´n de los me´todos, en ambos ejemplos se
ha ecualizado el histograma de las ima´genes, y el histograma de datos ha sido
generado segu´n la variante descrita en la Tabla 5.3.
En los experimentos la U-matrix y el histograma de datos han sido definidos
mediante escalas de verdes y rojos, respectivamente, mientras que el componente
azul permanece constante e igual a cero. No se aprecia una diferencia significa-
tiva en los resultados al utilizar otras combinaciones de colores (rojo y azul, o
verde y azul), si bien el rojo y verde son dos colores opuestos de la teor´ıa de
colores oponentes de Ewald Hering (ve´ase [Fai98]), lo cual podr´ıa tener una lige-
ra repercusio´n a la hora de interpretar los diferentes colores que aparecen en la
imagen final (ve´anse las l´ıneas futuras de esta tesis). Las ima´genes aprovechan
todo el rango dina´mico de intensidad luminosa (ve´ase (5.1)) y los histogramas
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Superposicio´n U-matrix Histograma de datos
Color Oscuro A distancias cortas A densidad elevada A
Verde A distancias largas A densidad elevada A
Rojo A distancias cortas A densidad pequen˜a A
Amarillo A distancias largas A densidad pequen˜a A
Tabla 6.4: Simplificacio´n de las familias de colores a detectar al superponer una U-matrix
(definida mediante una escala de verdes) y un histograma de datos (definido mediante una
escala de rojos).
de las ima´genes originales generalmente han sido ecualizados antes de realizar
la superposicio´n. De esta manera, en la imagen final podr´ıa aparecer cualquier
combinacio´n de rojo y verde, es decir, cualquier color representado en la Figura
6.41, que ilustra el plano B = 0 del cubo RGB.
Dado que el objetivo de la combinacio´n de la U-matrix con el histograma
de datos es realizar un ana´lisis mejorado de la estructura de los clusters de la
distribucio´n, en la pra´ctica el analista debe buscar los siguientes grandes grupos
o familias de colores:
• Tonos oscuros. Indican claramente la existencia de una zona de alta densi-
dad de un cluster, ya que las distancias entre los vectores de referencia de
neuronas vecinas son cortas (valor oscuro en la U-matrix) y la proporcio´n de
patrones asociados a cada neurona es elevada (valor oscuro en el histograma
de datos).
• Verdes. En este caso las distancias entre los vectores de referencia son ma-
yores a pesar de que e´stos siguen representando una cantidad elevada de
datos. Suelen indicar clusters dispersos cuando el a´rea verde es extensa,
clusters aislados si e´sta es pequen˜a, fronteras de clusters o incluso bordes
entre clusters.
• Rojos. Indican vectores de referencia cercanos a sus vecinos pero con poca
densidad de datos en torno a ellos. Pueden revelar defectos en la formacio´n
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(a) (b) (c)
Figura 6.42: Superposicio´n de ima´genes para un MAO (5×5)-dimensional adaptado a la distri-
bucio´n formada por cuatro clusters de igual taman˜o y distinta forma. U-matrix (a), histograma
de datos (b) y superposicio´n (c).
del MAO, neuronas interpolantes, o simplemente zonas de clases con poca
densidad relativa.
• Amarillos. Es el caso opuesto al de los colores oscuros, por lo que representan
neuronas interpolantes y claros bordes entre clusters.
La Tabla 6.4 resume esta clasificacio´n. Las zonas oscuras y amarillas correspon-
den a a´reas del MAO donde la U-matrix y el histograma de datos presentan el
mismo resultado, mientras que las verdes y rojas corresponden a a´reas donde e´ste
difiere. De esta manera, la imagen final es ma´s robusta que las dos originales ya
que permite corroborar sus resultados (colores oscuros y amarillos) y detectar
sus diferencias (verdes y rojos). En comparacio´n con la U-matrix, proporciona
un ana´lisis ma´s fiable de los clusters y de los bordes entre e´stos al incorporar
informacio´n sobre la densidad de datos.
6.2.3. Resultados experimentales
Este apartado muestra varios ejemplos donde es posible apreciar como la U-
matrix y el histograma de datos pueden complementarse, independientemente del
taman˜o del MAO utilizado.
6.2.3.1. MAO pequen˜os
La Figura 6.42 muestra la superposicio´n de las ima´genes descritas en la Figura
6.40. La U-matrix (a) en tonos de verde y el histograma de datos (b) en tonos
de rojo son superpuestos en (c), para el MAO (5× 5)-dimensional adaptado a la
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distribucio´n formada por cuatro clusters de igual taman˜o y distinta forma. En
este caso, el histograma de datos indica la existencia de cuatro clusters disjuntos
y la densidad de datos en cada uno de ellos, mientras que la U-matrix aporta
informacio´n sobre la distancia relativa entre cada cluster. Por tanto, los bordes
entre los clusters se localizan donde aparecen zonas rojas, naranjas o amarillas, es
decir, donde las neuronas apenas representan datos. Como era de esperar, el clus-
ter superior-derecho queda claramente separado del resto (algo que no es posible
observar en el histograma de datos), tal como indica el borde amarillo, ya que las
distancias entre los vectores de referencia son ma´s elevadas en esa zona del mapa.
Obse´rvese que dichas zonas amarillas no corresponden a neuronas interpolantes
ya que no esta´n ubicadas directamente sobre neuronas en el mapa. El resto de
bordes no son tan claros debido a que la U-matrix no los ilustra adecuadamente.
Sin embargo, con la informacio´n del histograma de datos el analista puede loca-
lizar las neuronas interpolantes, las cuales van a formar parte del resto de bordes
(zonas naranjas y rojas). Por otro lado, en la superposicio´n es posible observar
como el cluster superior-izquierdo esta´ formado u´nicamente por dos neuronas.
La Figura 6.43 muestra la U-matrix (a) en tonos de verde, el histograma de
datos (b) en tonos de rojo, y la superposicio´n resultante del me´todo (c), para el
MAO (5×5)-dimensional adaptado a la distribucio´n formada por un c´ırculo y un
anillo. La imagen combinada muestra claramente las dos clases de la distribucio´n
y el borde entre e´stas. El anillo exterior queda representado en un tono verde
que indica una clase compuesta por una elevada cantidad de datos, pero ma´s
dispersa que la del c´ırculo (lo cual no queda claro en el histograma de datos).
En la zona del MAO asociada al c´ırculo aparece una zona muy oscura en el
centro mientras que el resto aparece con un color rojizo. Esto es debido a la
distribucio´n no-uniforme del c´ırculo, donde existe una mayor cantidad de datos
en su centro. Como el anillo y el c´ırculo poseen la misma cantidad de datos, los
vectores de referencia asociados a la zona exterior del c´ırculo representan menos
datos a pesar de encontrarse cerca unos de otros, por lo que quedan representados
mediante tonos rojos. Finalmente, aunque no existen neuronas interpolantes, el
borde amarillo entre las dos clases tambie´n es claramente visible.
En ocasiones el analista suele estar interesado principalmente en hallar los
clusters y los bordes entre e´stos. La imagen (d) muestra una combinacio´n dife-
rente de la U-matrix y el histograma de datos, que generalmente produce buenos
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(a) (b) (c)
(d) (e) (f)
Figura 6.43: Superposicio´n de ima´genes para un MAO (5×5)-dimensional adaptado a la distri-
bucio´n formada por un c´ırculo y un anillo. U-matrix (a), histograma de datos (b) y superposicio´n
(c). La imagen (d) muestra el promedio de las ima´genes (a) y (b) definidas mediante tonos de
gris. El error de cuantizacio´n de cada neurona es representado en (e) mediante tonos de azul.
La superposicio´n de (a), (b) y (e) es mostrada en (f).
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resultados para detectar estas estructuras. El proceso consiste en calcular la me-
dia entre las dos ima´genes representadas mediante niveles de gris. Sea IU(x) el
nivel de gris del pixel x de la U-matrix y IH(x) el del histograma de datos, el nivel
de gris de la imagen combinada IC(x) para ese pixel queda definido mediante:
IC(x) = IU(x) + IH(x)
2
(6.14)
De esta manera, las zonas donde las dos ima´genes son similares quedan claramen-
te representadas mediante un color oscuro o claro, que van a corresponder a los
clusters y a los bordes, respectivamente. Esto es equivalente a hallar las zonas os-
curas y amarillas de la superposicio´n coloreada. Aunque esta nueva superposicio´n
no es tan completa como la primera (no describe la proporcio´n de gris asociada
a cada imagen original) resulta un me´todo eficaz y sencillo de interpretar.
Una tercera imagen monocroma´tica puede ser combinada junto con la U-
matrix y el histograma de datos utilizando el u´ltimo componente disponible del
modelo RGB (azul). Sin embargo, el analista debe escoger con mucho cuidado
la informacio´n a an˜adir para no complicar la interpretacio´n de la nueva imagen.
Una imagen que en ocasiones puede revelar informacio´n acerca de la estructura
de los clusters es una representacio´n del error de cuantizacio´n asociado a cada
vector de referencia. Si e´ste es bajo, es razonable pensar que el vector de referen-
cia puede hallarse en una zona de alta densidad de datos y por tanto cerca de sus
vecinos. Por el contrario, un vector de referencia que represente a pocos patrones
generalmente se hallara´ lejos de e´stos (lo que provocara´ un elevado error de cuan-
tizacio´n) y de sus vecinos. La imagen (e) muestra una imagen suavizada del error
de cuantizacio´n asociado a cada vector de referencia en tonos de azul, donde la
intensidad luminosa es directamente proporcional a e´ste, y ma´xima cuando un
vector de referencia no representa a ningu´n patro´n. Para el MAO y la distribucio´n
utilizados la imagen es similar a la U-matrix. Finalmente, la imagen (f) representa
la superposicio´n de (a), (b) y (e). El resultado es similar al de (c), aunque queda
claro que la imagen es ma´s dif´ıcil de interpretar debido a la complejidad an˜adida
y a los mu´ltiples colores que aparecen en ella.
6.2.3.2. C´ırculo y anillo
En los ejemplos anteriores los MAO eran pequen˜os. Aunque con ellos es posible
determinar ciertas propiedades de las distribuciones, en la pra´ctica suelen ser de
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mayor taman˜o cuando el objetivo es visualizar datos. Los siguientes experimentos
utilizan MAO de taman˜o medio y elevado.
La Figura 6.44 muestra la U-matrix (a) en tonos de verde, el histograma de
datos (b) en tonos de rojo, y la superposicio´n resultante del me´todo (c), para el
MAO (20 × 20)-dimensional adaptado a la distribucio´n formada por un c´ırculo
y un anillo (ve´ase la Figura 6.33). La u´nica diferencia con respecto al ejemplo
anterior es el taman˜o superior del MAO. Esto permite representar mejor la distri-
bucio´n de datos (parece ma´s clara la forma circular de la clase interior, rodeada
casi completamente por la clase exterior). En el ejemplo se sigue apreciando la
distribucio´n no uniforme del c´ırculo, donde existe una mayor concentracio´n de
datos en su centro (oscuro en el interior y progresivamente ma´s rojizo hacia su
exterior). Tambie´n aparece claramente el borde amarillo entre las dos clases y el
anillo exterior verde que indica una clase ma´s dispersa.
6.2.3.3. Cuatro clusters disjuntos de diferente taman˜o e igual forma
La Figura 6.45 muestra la U-matrix en tonos de verde antes (a) y despue´s
(b) de ecualizar el histograma de la imagen, el histograma de datos (c) en tonos
de rojo, y la superposicio´n resultante del me´todo (d), para el MAO (20 × 20)-
dimensional adaptado a la distribucio´n formada por cuatro clusters disjuntos de
diferente taman˜o e igual forma (ve´ase la Figura 6.28). Este ejemplo resulta inte-
resante por varias razones. En primer lugar, como los vectores de referencia de
los clusters laterales (centrados en X1 = −10 y en X1 = 10) se hallan muy cerca
entre s´ı, un primer ana´lisis de la U-matrix original no permite detectar los bordes
entre dichos clusters, por lo que parece indicar la existencia de u´nicamente dos
clases. Este problema puede ser mitigado realizando una ecualizacio´n del histo-
grama de la imagen, donde resulta ma´s fa´cil detectar cuatro clases. Sin embargo,
la imagen resultante es ma´s “ruidosa”. Por otro lado, la imagen del histograma
de datos (que tambie´n ha sido ecualizada) esta´ muy relacionada con la imagen
ecualizada de la U-matrix y tambie´n revela los bordes estrechos entre los clusters
laterales. Curiosamente, en las zonas que corresponden a los clusters, la U-matrix
parece la imagen negativa del histograma de datos. Es decir, ambas ima´genes
parecen representar informacio´n opuesta dentro de los clusters (las zonas oscuras
y verdes de la U-matrix aparecen rojas y oscuras, respectivamente, en el histogra-
ma de datos). Aunque aparentemente contradictorio (las zonas oscuras deber´ıan
coincidir), debido a la distribucio´n de datos uniforme dentro de los clusters, si
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Figura 6.44: Superposicio´n de ima´genes para un MAO (20 × 20)-dimensional adaptado a la
distribucio´n formada por un c´ırculo y un anillo. U-matrix (a), histograma de datos (b) y super-
posicio´n (c).
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Figura 6.45: Superposicio´n de ima´genes para un MAO (20 × 20)-dimensional adaptado a la
distribucio´n formada por cuatro clusters disjuntos de diferente taman˜o e igual forma. U-matrix
(a), U-matrix despue´s de ecualizar el histograma de la imagen (b), histograma de datos (c), y
superposicio´n de (b) y (c) en (d).
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un vector de referencia se halla cerca de sus vecinos su celda de Voronoi va a ser
relativamente ma´s pequen˜a y por tanto va a representar a una cantidad menor
de datos. Por el contrario, si se halla lejos va a representar a ma´s datos. En ge-
neral, cuando una regio´n de un MAO se ajusta a una distribucio´n uniforme los
vectores de referencia tienden a distribuirse tambie´n de manera uniforme, don-
de las distancias entre e´stos y sus vecinos resultan similares. De esta manera,
la U-matrix y el histograma de datos suelen representar esas regiones mediante
un color pra´cticamente uniforme, donde las diferencias entre los colores no son
significativas. Sin embargo, al realizar la ecualizacio´n del histograma puede su-
ceder la situacio´n presentada en este ejemplo, donde esas pequen˜as diferencias
son amplificadas y la U-matrix parece indicar informacio´n opuesta al histograma
de datos. El resultado es una superposicio´n que no muestra regiones claramente
oscuras, donde los clusters aparecen compuestos de una mezcla de tonos rojos
y verdes. Finalmente, los bordes amarillos son claramente visibles (los laterales
contienen neuronas interpolantes cuyos vectores de referencia se hallan cerca de
los de sus vecinas, por lo que son distinguibles por su color rojo intenso).
6.2.3.4. Ocho clusters disjuntos con forma hipercu´bica
La Figura 6.46 muestra la U-matrix (a) en tonos de verde, el histograma de
datos (b) en tonos de rojo, y la superposicio´n resultante del me´todo (c), para el
MAO (20×20)-dimensional adaptado a la distribucio´n formada por ocho clusters
disjuntos (ve´ase la Figura 6.27). Este experimento es un ejemplo sencillo, donde
las ima´genes a superponer son muy similares, y donde es posible apreciar una
vez ma´s como la U-matrix puede ser complementada con el histograma de datos.
Informacio´n acerca de las distancias entre clusters (so´lo visible en la U-matrix) es
combinada con informacio´n sobre la densidad de datos en cada cluster (ma´s fa´cil
de ver en el histograma de datos). De esta manera, en la imagen final es posible
observar los claros bordes amarillos (mejor definidos donde aparece un amarillo
ma´s puro o menos “borroso”), las fronteras de los clusters en verde y la densidad
de datos dentro de cada cluster en funcio´n de su tono rojizo. En este ejemplo las
clases a las que se adaptan los vectores de referencia siguen distribuciones unifor-
mes. Sin embargo, el efecto debido a la ecualizacio´n no aparece tan claramente
como en el ejemplo anterior, especialmente en el histograma de datos, por lo que
existe menos varianza en los colores que aparecen en los clusters.
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(a) (b)
(c)
Figura 6.46: Superposicio´n de ima´genes para un MAO (20 × 20)-dimensional adaptado a la
distribucio´n formada por ocho clusters disjuntos. U-matrix (a), histograma de datos (b) y
superposicio´n (c).
257
6. NUEVOS ME´TODOS DE VISUALIZACIO´N
DE MAPAS AUTO-ORGANIZATIVOS
6.2.3.5. Dos eslabones encadenados
La Figura 6.47 muestra la matriz de distancias antes (a) y despue´s (b) de
ecualizar su histograma en tonos de verde, el histograma de datos ecualizado (c)
en tonos de rojo, y la superposicio´n resultante de las ima´genes ecualizadas (d),
para un MAO (100×100)-dimensional adaptado a la distribucio´n formada por dos
anillos encadenados. Debido al elevado nu´mero de neuronas del MAO tanto las
clases como los bordes entre e´stas son representados mediante muchas neuronas,
lo cual genera anchos bordes entre las clases con multitud de neuronas interpo-
lantes y extensas zonas representando clusters. De esta manera, a pesar de que la
dimensio´n intr´ınseca de los datos es uno, la matriz de distancias representa los dos
anillos mediante regiones oscuras anchas (especialmente en la imagen original sin
ecualizar). Sin embargo, no todas las neuronas de estas zonas oscuras represen-
tan datos. De hecho, la mayor parte de las neuronas en estas zonas son neuronas
interpolantes. Esto queda claro en el histograma de datos, el cual muestra con
ma´s precisio´n las neuronas que han sido ajustadas a la distribucio´n, apareciendo
una serie de curvas parecidas a las de Peano (ve´ase la Seccio´n 3.2.5.1). Por otro
lado, las discontinuidades de estas curvas dificultan la interpretacio´n del nu´mero
exacto de clases que forman la distribucio´n, que por el contrario, es ma´s fa´cil de
determinar utilizando la matriz de distancias. Finalmente, el lector puede com-
probar como, dado el taman˜o elevado del MAO, no es sencillo determinar sobre
la matriz de distancias que´ neuronas representan datos, incluso visualizando el
histograma de datos simulta´neamente a un lado. La superposicio´n de ima´genes
constituye una solucio´n a estos problemas al combinar la informacio´n de los dos
me´todos en una sola imagen.
6.2.3.6. Circunferencia, segmento, cuadrado y ortoedro
La Figura 6.48 muestra la U-matrix en tonos de verde antes (a) y despue´s
(b) de ecualizar el histograma de la imagen, el histograma de datos (c) en tonos
de rojo, y la superposicio´n resultante del me´todo (d), para el MAO (20 × 20)-
dimensional adaptado a la distribucio´n formada por una circunferencia, un seg-
mento, un cuadrado y un ortoedro (ve´ase la Figura 6.35). En este caso existe
una clara direccio´n de mayor varianza en los datos (el eje X). Por tanto, dada
su forma cuadrada, el MAO se adapta a la distribucio´n (adecuadamente) de tal
forma que e´sta queda representada a lo largo de una de las diagonales (la secun-
daria de 45o). Esto provoca que las neuronas de las esquinas superior-izquierda e
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(a) (b)
(c) (d)
Figura 6.47: Superposicio´n de ima´genes para un MAO (100 × 100)-dimensional adaptado a la
distribucio´n formada por dos eslabones encadenados. Matriz de distancias antes (a) y despue´s
(b) de ecualizar su histograma, histograma de datos ecualizado (c), y superposicio´n de (b) y
(c) en (d).
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Figura 6.48: Superposicio´n de ima´genes para un MAO (20 × 20)-dimensional adaptado a la
distribucio´n formada por una circunferencia, un segmento, un cuadrado y un ortoedro. U-
matrix (a), U-matrix despue´s de ecualizar el histograma de la imagen (b), histograma de datos
(c) y superposicio´n de (b) y (c) en (d).
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inferior-derecha apenas representen datos, a pesar de que sus vectores de referen-
cia se encuentran muy cerca de los de sus vecinas. Este problema naturalmente
aparece en la U-matrix, donde parece que existen dos grandes clusters en dichas
esquinas, cuando en realidad esas zonas esta´n compuestas de neuronas interpo-
lantes. En cualquier caso, en la U-matrix es posible visualizar la existencia de
las cuatro clases que componen la distribucio´n. En la esquina superior-derecha
se encuentra la circunferencia, donde es posible distinguir una forma c´ıclica. El
segmento tambie´n es visible, a pesar de que aparece como un cluster compacto
donde resulta imposible intuir su dimensio´n intr´ınseca. Para ello es necesario re-
currir a otros me´todos de visualizacio´n como los tres propuestos en las Secciones
6.1, 6.3 y 6.4. El ortoedro queda distorsionado y es fa´cil reconocerlo en la esquina
inferior-izquierda, donde naturalmente existe mayor distancia entre los vectores
de referencia que han sido adaptados a e´l, por lo que la U-matrix lo muestra
mediante un color verde intenso. Finalmente, la superficie cuadrada, algo ma´s os-
cura, aparece entre el ortoedro y el segmento. E´sta resulta ma´s fa´cil de localizar
despue´s de realizar la ecualizacio´n del histograma de la U-matrix. El histograma
de datos muestra pra´cticamente la misma informacio´n que la U-matrix, aunque
resuelve el problema de las esquinas de la diagonal principal. La superposicio´n
vuelve a proporcionar una imagen robusta donde es posible observar claramente
los bordes amarillos entre clases, las zonas rojas asociadas a neuronas interpolan-
tes y el grado de dispersio´n de las diferentes clases mediante los tonos de verde.
Incluso es posible intuir que las cuatro clases representan a un nu´mero similar de
patrones de entrada, ya que a medida que aumenta el a´rea asociada a cada clase
tambie´n lo hace su nivel de verde y rojo.
6.2.3.7. Datos reales de habla
La Figura 6.49 muestra la U-matrix (a) en tonos de verde, el histograma de
datos (b) en tonos de rojo, y la superposicio´n resultante del me´todo (c), para un
MAO (16× 16)-dimensional adaptado a la distribucio´n formada por datos reales
de habla de la palabra “right” (d) (proyeccio´n segu´n las dos primeras componentes
principales de la distribucio´n). La U-matrix muestra principalmente la existencia
de dos clusters (regiones oscuras) grandes y densos en la parte derecha de la re-
jilla. En la zona superior tambie´n es posible apreciar varias regiones coloreadas
con un verde ligeramente oscuro, indicando la posibilidad de existencia de otras
clases, algo que tambie´n ocurre en la esquina inferior-derecha. Por otro lado, la
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Figura 6.49: Superposicio´n de ima´genes para un MAO (16 × 16)-dimensional adaptado a la
distribucio´n formada por datos reales de habla de la palabra “right”. U-matrix (a), histograma
de datos (b), superposicio´n (c) y proyeccio´n de los vectores de referencia conectados del MAO
y de los datos de la distribucio´n segu´n sus dos primeras componentes principales (d).
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parte izquierda de la imagen toma un color verde intenso, lo cual indica la presen-
cia de un cluster disperso, datos at´ıpicos o incluso una malformacio´n del MAO.
Posteriormente se ha comprobado que los dos clusters oscuros corresponden a
dos tipos de silencio. De hecho, las trazas de voz utilizadas en el entrenamiento
del MAO contienen al menos 50 % de silencio, por lo que era previsible encontrar
una extensa regio´n del MAO adaptada a este silencio. En realidad, este es un
ejemplo de la capacidad de los MAO para realizar AED, ya que se desconoc´ıa la
existencia de dos tipos diferentes de silencio antes de analizar la distribucio´n de
datos. Por otro lado, la clase dispersa situada en la parte izquierda corresponde
a sonidos voca´licos. El fonema /t/ esta´ ubicado en la esquina inferior-derecha y
el /r/ en la superior-izquierda. Finalmente, la esquina superior-derecha contiene
clases totalmente inesperadas antes de realizar los experimentos de ana´lisis. Los
patrones asociados a esta regio´n proceden del final del fonema /i/, y pra´ctica-
mente constituyen otro tipo de silencio. Por otro lado, en esta esquina tambie´n
se localiza una clase at´ıpica de datos procedente de una traza con un nuevo tipo
de silencio. Con respecto al histograma de datos, e´ste se asemeja bastante a la
U-matrix, aportando informacio´n similar. Las diferencias entre las dos aparecen
en la superposicio´n, donde es posible apreciar con ma´s claridad el borde amarillo
entre las vocales y el silencio; el hecho de que a pesar de que los vectores de
referencia asociados al cluster voca´lico se hallan lejos entre s´ı, e´stos representan
una cantidad elevada de patrones de entrada (por lo que la clase no es at´ıpica ni
existe una malformacio´n del MAO); y las zonas rojizas de los clusters de silencio
que apenas representan datos. En definitiva, la superposicio´n genera una imagen
ma´s robusta que la U-matrix, ayudando al analista en su tarea de exploracio´n de
los datos. Esta distribucio´n y MAO son analizados tambie´n en las Secciones 6.3
y 6.4.
6.2.4. Discusio´n
El me´todo de superposicio´n de ima´genes surge fundamentalmente por la nece-
sidad de mejorar la U-matrix (el me´todo ma´s popular de ana´lisis visual de MAO),
incorporando informacio´n sobre la densidad de datos asociada a los vectores de
referencia (en este caso, mediante histogramas de datos).
El me´todo propuesto no an˜ade informacio´n nueva, ya que las ima´genes a
combinar pueden ser examinadas individualmente. No obstante, resulta ser una
solucio´n sencilla que ayuda a la interpretacio´n de la informacio´n contenida en
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los MAO. Su ventaja principal reside en que resulta mucho ma´s fa´cil comparar
ima´genes similares cuando e´stas son superpuestas una encima de otra, que com-
pararlas ubica´ndolas una al lado de otra, sobre todo cuando el taman˜o de e´stas
es elevado. Como curiosidad, el cla´sico pasatiempo que consiste en encontrar una
serie de diferencias entre dos ima´genes podr´ıa ser resuelto fa´cilmente aplicando
el me´todo de superposicio´n. La posibilidad de combinar y comparar me´todos que
proporcionan informacio´n similar genera ima´genes ma´s completas y robustas ya
que e´stas aportan ma´s informacio´n. Sin embargo, las ima´genes superpuestas no
deben ser analizadas individualmente. Resulta ma´s sencillo su ana´lisis si adema´s
las ima´genes originales son visualizadas simulta´neamente.
En general, la interpretacio´n de dos colores no es complicada. Un tercer color
puede incorporar demasiada complejidad, aumentando el rango de posibles colores
a discriminar, que puede ser intratable. En cualquier caso, un tercer color puede
ser adecuado en tareas de exploracio´n de datos, donde el analista puede buscar
colores espec´ıficos o descubrir zonas donde no esperaba encontrar ciertos colores.
Los experimentos esta´n basados en la mezcla de rojo y verde, dos colores opuestos
de la teor´ıa de colores oponentes de Ewald Hering (ve´ase [Fai98]), aunque otras
combinaciones de colores y otros modelos de color (por ejemplo, con separacio´n
uniforme entre colores) pueden favorecer el ana´lisis de las ima´genes.
Por u´ltimo, el me´todo realmente muestra vectores bidimensionales en una
rejilla regular (una componente verde y otra roja). El uso del color es una solucio´n,
aunque podr´ıa ser igual de efectiva otra representacio´n de los dos valores, por
ejemplo, una representacio´n espacial (diagramas de barras, iconos de sectores,
etc.).
6.3. Algoritmo de Agrupacio´n de Neuronas
Este apartado describe el tercer me´todo propuesto en esta tesis para el ana´lisis
visual de MAO. Se trata de un algoritmo de contraccio´n de neuronas denomina-
do algoritmo de agrupacio´n de neuronas (AAN) [RGG01, RG03]. Su estructura
esta´ estrechamente relacionada con la del algoritmo de entrenamiento secuen-
cial del MAO, donde los conceptos han sido “invertidos” para poder modificar
las coordenadas de las neuronas en el espacio de observacio´n del MAO, crean-
do una proyeccio´n no-lineal de los vectores de referencia siguiendo la filosof´ıa de
los me´todos de contraccio´n. El algoritmo modifica las posiciones de las neuronas
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atrayendo aquellas cuyos vectores de referencia se hallan pro´ximos en el espacio
de los datos, sin modificar los componentes de los vectores de referencia. La fuer-
za de atraccio´n esta´ gobernada por una “tasa de aproximacio´n” y un “nu´cleo de
vecindad”, ana´logos a la tasa de aprendizaje y nu´cleo de vecindad del algoritmo
de entrenamiento del MAO. De esta manera, es posible hablar de “inversio´n de
conceptos”, ya que el algoritmo de entrenamiento del MAO realiza, grosso modo,
justamente lo contrario: modifica los vectores de referencia en el espacio de los
datos atrayendo aquellos cuyas neuronas asociadas se encuentran pro´ximas en la
rejilla regular (sin modificar sus posiciones), en funcio´n de una tasa de aprendizaje
y un nu´cleo de vecindad decrecientes con respecto al tiempo.
La proyeccio´n no-lineal generada por e´ste algoritmo puede ser encadenada
con la del MAO para generar ima´genes coloreadas donde cada cluster aparece
con un color diferente y las diferencias entre los colores dan una idea de la dis-
tancia entre los clusters. Esto representa una mejora notable con respecto a los
me´todos tradicionales de visualizacio´n de clusters, ya que adema´s de ilustrar la
estructura de clusters, las ima´genes coloreadas facilitan el etiquetado y pueden
ayudar a detectar discontinuidades en el MAO, por lo que tambie´n sirven como
una medida visual de bondad. Por otro lado, el proceso de contraccio´n tambie´n
genera un a´rbol jera´rquico o dendograma de clasificacio´n “suave”, donde es posi-
ble detectar clusters automa´ticamente y ver el proceso dina´mico de contraccio´n
de las neuronas.
Con respecto al me´todo de contraccio´n de Himberg [Him00] y otros modelos
gravitacionales (ve´ase la Seccio´n 5.5.2.3), el algoritmo introduce una heur´ıstica
diferente, que no hace uso en cada iteracio´n de todas las neuronas a la hora de
calcular sus nuevas posiciones, y esta´ compuesto de un mo´dulo aleatorio. De esta
manera, el algoritmo gana en velocidad al presentar una complejidad computa-
cional ma´s ligera y puede producir diferentes proyecciones no-lineales (similares),
lo cual puede ser u´til desde un punto de vista exploratorio. En los experimentos
llevados a cabo las proyecciones de las distribuciones son similares a las obtenidas
con el me´todo de Himberg, aunque el aumento en la velocidad del algoritmo y su
naturaleza aleatoria hace disminuir ligeramente su precisio´n a la hora de mostrar
dichas distribuciones. En cualquier caso, esta pe´rdida de precisio´n no ha resultado
significativa en los experimentos llevados a cabo.
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6.3.1. Descripcio´n del problema
Los me´todos tradicionales de visualizacio´n de MAO son capaces de revelar
informacio´n importante de las distribuciones de datos utilizadas en su entrena-
miento. E´stos aprovechan la estructura regular del MAO para describir informa-
cio´n exacta y objetiva, como distancias entre vectores de referencia, proporcio´n
de datos asociados a cada neurona, valor de los componentes de los vectores de
referencia, etc. Por el contrario, los algoritmos de contraccio´n y coloracio´n son
ma´s sofisticados y utilizan heur´ısticas menos precisas y rigurosas para representar
la distribucio´n de los vectores de referencia adaptados a los datos y su estructura
de clusters. Sin embargo, a pesar de la falta de rigor de estos me´todos, son ca-
paces de proporcionar ima´genes con las que el de ana´lisis de MAO es mejorado
notablemente, al aportar informacio´n ma´s rica sobre los datos. En concreto, los
me´todos de contraccio´n generan:
• Proyecciones no-lineales de los vectores de referencia.
Proporcionan una visio´n general de los vectores de referencia no aso-
ciada a la estructura regular del MAO.
Proporcionan un dendograma o a´rbol jera´rquico de clasificacio´n suave,
el cual puede ser cortado por varios niveles para generar diferentes
proyecciones.
Permiten la deteccio´n (manual y/o automa´tica) de clusters.
Permiten identificar clases at´ıpicas y neuronas interpolantes.
• Ima´genes coloreadas de la estructura de clusters.
Permiten la deteccio´n de los diferentes clusters y los bordes entre ellos.
Facilitan el ana´lisis de trayectorias.
Facilitan el etiquetado de las neuronas.
Aportan una medida visual de bondad del MAO.
En los experimentos, el me´todo de contraccio´n de Himberg es capaz de generar
ima´genes que representen las distribuciones de datos de forma precisa. Sin em-
bargo, su complejidad computacional es elevada (ve´ase la Seccio´n 5.5.2.3), ya que
utiliza todas las neuronas en cada iteracio´n para calcular las sucesivas posiciones
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de las neuronas. El objetivo del nuevo me´todo consiste en la creacio´n de un al-
goritmo de contraccio´n eficiente, de menor complejidad computacional, capaz de
generar ima´genes similares a las producidas por el me´todo de Himberg.
Una primera idea consiste en crear una variante del propio algoritmo de Him-
berg de modo que so´lo actualice un conjunto limitado de neuronas en cada itera-
cio´n. De esta manera, ser´ıa posible reducir el nu´mero de operaciones del algoritmo
ignorando la fuerza de atraccio´n de neuronas cuyos vectores de referencia se hallan
lejos entre s´ı, y que por tanto no influyen significativamente a la hora de calcular
los desplazamientos de las neuronas. Por ejemplo, los pesos si,j de la suma pon-
derada (de la matriz S) podr´ıan ser anulados si la distancia ‖wi−wj‖ resulta ser
lo suficientemente grande como para no afectar al co´mputo total de los desplaza-
mientos de la neuronas. La cantidad de elementos de S anulados debe permanecer
fija, con lo cual la proyeccio´n converge a un solo punto (SrX0, r →∞), ve´ase la
Seccio´n 5.5.2.3. En caso de aumentar progresivamente segu´n aumenta el nu´mero
de iteraciones del algoritmo, la matriz S ser´ıa modificada en cada iteracio´n de
(5.15), quedando Xi+1 = SiXi, i = 0, 1, · · · , r. En este u´ltimo caso la proyeccio´n
no converge a un solo punto y el algoritmo es ma´s lento al tener que calcular
una nueva matriz Si en cada iteracio´n. Con estas variantes se pretende reducir
la complejidad computacional del me´todo. Si en el original e´sta se aproxima a
O(RM 2) (R = nu´mero de iteraciones del algoritmo, M = nu´mero de neuronas
del MAO), con estas variantes podr´ıa ser reducida a O(KRM), donde K depen-
de de M y puede llegar a ser mucho menor (K  M). En realidad, estas ideas
surgieron como consecuencia de los trabajos relacionados con el AAN propuesto
en este apartado, con los que es posible obtener buenos resultados (similares a los
del me´todo de Himberg original) utilizando conjuntos reducidos de neuronas a la
hora de calcular las sucesivas posiciones de e´stas. Sin embargo, estas variantes no
han sido probadas hasta ahora, por lo que se propone su implementacio´n, estudio
y comparacio´n con otros algoritmos de contraccio´n como una l´ınea futura de esta
tesis (ve´ase el Cap´ıtulo 7).
Sin embargo, no so´lo interesa incrementar la velocidad del algoritmo, sino que
tambie´n se busca un me´todo basado en una heur´ıstica de atraccio´n diferente, que
introduzca una nueva filosof´ıa de organizacio´n, y que presente varias propiedades
generales diferentes de las del me´todo de Himberg y de los me´todos gravitacionales
como el de Wright.
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Con respecto a las cuatro propiedades del algoritmo gravitacional de Wright
(ve´ase la Seccio´n 5.5.2.3), la u´nica que debe ser respetada en el nuevo algoritmo
es la de mantener un para´metro que limite el movimiento de las neuronas en el
espacio de salida. Esto es necesario para evitar que las neuronas se aproximen
a demasiada velocidad. La fuerza de atraccio´n debe ser moderada para evitar
que las neuronas se crucen o “pasen de largo”, para asegurar que el me´todo
no diverja (que las neuronas no se alejen) y para evitar otros efectos como los
oscilatorios. Por otro lado, la fuerza de atraccio´n debe permitir analizar el proceso
de contraccio´n detalladamente.
Las otras tres propiedades no son estrictamente necesarias. Al querer reducir
la complejidad computacional, es necesario trabajar con conjuntos reducidos de
neuronas. Es decir, no todas las neuronas deben intervenir a la hora de calcular sus
nuevas posiciones. Esto puede afectar ligeramente a la precisio´n del me´todo. Sin
embargo, teniendo en cuenta que el me´todo va a estar basado en una heur´ıstica
y que las proyecciones normalmente no preservan todas las distancias originales,
las ima´genes siempre van a contener defectos al proyectar datos de dimensio´n
elevada sobre un espacio de menor dimensio´n. Desde este punto de vista, en la
pra´ctica el grado de precisio´n no resulta ser un factor importante. Por ejemplo,
si en los datos existe un cluster de neuronas, el objetivo principal del me´todo
debe ser mostrarlo con claridad, aunque su posicio´n relativa con respecto a otros
clusters o su forma proyectada se alejen ligeramente de unas supuestas o´ptimas.
Tampoco es necesario que la proyeccio´n converja a un solo punto, ya que
naturalmente dicha proyeccio´n no aporta informacio´n va´lida. Lo interesante del
me´todo debe consistir en analizar el proceso dina´mico de atraccio´n u organizacio´n
de las neuronas y varias proyecciones intermedias esta´ticas que revelen estructuras
en los datos (clusters, clases at´ıpicas, relaciones en los datos, etc.). Por u´ltimo, al
igual que en el me´todo de Himberg, no es posible implementar una fusio´n de dos
neuronas ya que los ca´lculos esta´n basados en las distancias entre sus vectores de
referencia, que generalmente van a ser distintos.
6.3.2. Solucio´n propuesta
6.3.2.1. Inversio´n de conceptos
El algoritmo de entrenamiento secuencial del MAO resulta sencillo de imple-
mentar y simular, y sus propiedades pra´cticas son claras y fa´ciles de observar. Sin
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embargo, sus propiedades teo´ricas siguen sin ser demostradas en el caso general,
a pesar del enorme esfuerzo de varios autores [CFP98]. Quiza´s por esta razo´n
el autor de esta tesis no ha encontrado trabajos que aprovechen su estructura
algor´ıtmica para resolver otros problemas de auto-organizacio´n diferentes al del
propio entrenamiento del MAO.
La clave para entender el algoritmo propuesto en este apartado reside en en-
tender el proceso de auto-organizacio´n del MAO desde un punto de vista general.
El algoritmo de entrenamiento del MAO puede ser visto como un proceso en
el que una serie de elementos son organizados (vectores de referencia, los cua-
les adema´s se adaptan a unos datos de entrada) en un espacio “primario”, en
funcio´n de unas disimilitudes entre ellos definidas en otro espacio “secundario”
(las distancias entre sus respectivas neuronas en la rejilla regular del MAO). Es
decir, un conjunto de elementos del espacio primario son organizados siguiendo,
aproximadamente, la distribucio´n u organizacio´n de otro conjunto de elementos
asociados en un espacio secundario (existiendo una correspondencia uno-a-uno
entre ambos conjuntos). La tasa de aprendizaje y el nu´cleo de vecindad son es-
cogidos adecuadamente para que el algoritmo “converja” y para conseguir una
organizacio´n de esos elementos en el espacio primario similar a la definida en el
secundario. Al principio los elementos tienen mucha movilidad para conseguir la
organizacio´n “global” deseada y progresivamente se limita su movimiento para
suavizar el proceso y favorecer un ordenamiento “local” (y para que se ajusten a
los datos de entrada, en el caso de los vectores de referencia de un MAO).
Ahora bien, no es necesario que los elementos del espacio secundario este´n
organizados en una estructura regular (ni incluso que e´ste sea un espacio me´tri-
co). Por otro lado, si deseamos que la organizacio´n de los elementos del espacio
primario se aproxime a la del secundario, es necesario prescindir del ajuste de
dichos elementos a unos datos de entrada.
Conside´rese el siguiente problema (no-trivial) de auto-organizacio´n: sea un
recinto (espacio primario) en el que se encuentran varias personas de diferentes
nacionalidades, las cuales se hallan ubicadas inicialmente al azar. Se desea organi-
zarlas dentro de tal recinto en funcio´n de sus lugares de nacimiento (localizacio´n
geogra´fica en un espacio secundario). Una solucio´n a este problema puede consis-
tir en aplicar una estrategia basada en un modelo de contraccio´n. Cada persona
ejercer´ıa una fuerza de atraccio´n hacia s´ı sobre el resto de personas inversamente
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proporcional a la distancia entre sus lugares de nacimiento (por ejemplo, la lon-
gitud de una geode´sica en la “esfera” asociada al globo terra´queo). Al final del
proceso aparecer´ıa en el recinto un mapa mundial distorsionado, pero organizado
(especialmente si antes de comenzar el proceso existiese una cierta organizacio´n
geogra´fica de las personas en el recinto).
Este mismo problema puede ser resuelto utilizando un algoritmo con una
estructura similar a la del entrenamiento secuencial del MAO. Conside´rese un al-
goritmo iterativo donde en cada iteracio´n una persona del recinto es seleccionada
al azar para atraer al resto de personas hacia ella. La fuerza de atraccio´n que ejer-
ce dicha persona sobre otra podr´ıa estar determinada por una tasa de “atraccio´n”
o “aproximacio´n” (decreciente con el tiempo), por la distancia que los separa en
el recinto y por un factor (tambie´n decreciente con el tiempo) inversamente pro-
porcional a la distancia entre sus lugares de nacimiento (por ejemplo, un nu´cleo
de vecindad centrado en el lugar de nacimiento de la persona elegida donde toma
su valor ma´ximo, que decrece a medida que aumenta la distancia con respecto a
ese centro). De esta manera, las personas nacidas en una zona geogra´fica cercana
aparecera´n cerca en el recinto al final del proceso, y al igual que en el caso an-
terior, en el recinto aparecera´ un mapa mundial distorsionado, pero organizado.
Por otro lado, no´tese que la similitud entre las personas (espacio secundario) no
tiene que estar necesariamente basada en caracter´ısticas espaciales. E´sta puede
estar definida en funcio´n de diversos rasgos, que pueden ser representados me-
diante todo tipo de variables (continuas, discretas, difusas, binarias, nominales,
ordinales, etc.).
Volviendo a los MAO, las proyecciones no-lineales generadas por los me´todos
de contraccio´n pueden ser vistas como reorganizaciones de las neuronas en el es-
pacio de observacio´n del MAO segu´n el esquema descrito anteriormente. No´tese
que el objetivo consiste en organizar un conjunto de elementos (las neuronas) en
un espacio primario (el espacio de observacio´n del MAO) segu´n la distribucio´n
de un conjunto de elementos asociados (los vectores de referencia), en un espa-
cio secundario (el espacio de los datos). Es decir, es posible aplicar un algoritmo
similar al del entrenamiento del MAO en sentido contrario, donde los concep-
tos son invertidos, para conseguir la deseada proyeccio´n no-lineal. Partiendo de
la configuracio´n regular inicial de las neuronas, e´sta puede ser modificada para
conseguir una proyeccio´n lineal que intente reflejar la estructura de los datos,
donde las distancias entre los vectores de referencia proyectados (neuronas) sean
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preservadas mejor que en la rejilla regular.
La Figura 6.50 ilustra la idea de la inversio´n de conceptos, donde los papeles
de las neuronas y los vectores de referencia son “intercambiados” para obtener
una reorganizacio´n de las neuronas en funcio´n de la configuracio´n de los vectores
de referencia. En el entrenamiento del MAO (en este caso (20× 20)-dimensional
adaptado a la distribucio´n formada por una circunferencia, un segmento, un cua-
drado y un ortoedro) los vectores de referencia se adaptan a los datos en un
espacio primario (a), pero esta´n organizados en funcio´n de las posiciones fijas de
sus respectivas neuronas en la rejilla regular de un espacio secundario (b). En el
proceso contrario, son las neuronas las que se mueven en un nuevo espacio prima-
rio (c), para quedar organizadas de acuerdo con la configuracio´n de los vectores
de referencia calculados en el entrenamiento del MAO (d), que ahora permanecen
fijos en un espacio secundario. La imagen en (c) ha sido calculada mediante el
AAN.
6.3.2.2. Algoritmo
Formalmente, el AAN queda definido mediante los siguientes pasos:
1. Escoger una neurona elegida.
2. Actualizar un conjunto de neuronas "vecinas" de la elegida
en direccio´n a e´sta, segu´n una tasa de aproximacio´n y un
nu´cleo de vecindad centrado en el vector de referencia de
la neurona elegida (y opcionalmente tambie´n en la propia
neurona).
3. Si se ha procesado un nu´mero determinado de muestras T:
fin; en caso contrario, reducir la tasa de aproximacio´n y el
radio de vecindad, e ir al paso 1.
Ve´ase la similitud del algoritmo con el del entrenamiento secuencial del MAO
en la Seccio´n 3.2.4.1, donde la mayor diferencia reside en eliminar la actualiza-
cio´n de las neuronas hacia una serie de datos. En realidad, el algoritmo podr´ıa ser
modificado ligeramente para que la neurona “elegida” fuera calculada y no selec-
cionada al azar, en funcio´n de las distancias entre e´stas y un conjunto de datos de
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Entrenamiento del MAO







































Figura 6.50: Inversio´n de conceptos. En el entrenamiento del MAO los vectores de referencia
son ajustados a los datos en un espacio primario (a), en funcio´n de la configuracio´n regular de
e´stos en un espacio secundario (b). El proceso contrario consiste en actualizar las posiciones de
las neuronas (imagen obtenida a partir del AAN), ahora en un espacio primario (c), en funcio´n
de la configuracio´n de los vectores de referencia en un espacio secundario (d). El MAO (20×20)-
dimensional utilizado ha sido adaptado a la distribucio´n formada por una circunferencia, un
segmento, un cuadrado y un ortoedro.
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entrada proyectados sobre el propio espacio de observacio´n o mapa. En este caso,
el algoritmo ser´ıa una versio´n “invertida” exacta del algoritmo de entrenamiento
del MAO. Las neuronas ser´ıan adaptadas a los datos proyectados, pero siguiendo
la organizacio´n definida por los vectores de referencia en el espacio de los datos.
Sin embargo, esto dar´ıa lugar a proyecciones de las neuronas cuya utilidad no es
clara. Afortunadamente, el objetivo del algoritmo propuesto es crear un algoritmo
de contraccio´n, por lo que es posible prescindir de las proyecciones de los datos
de entrada.
El primer paso consiste en seleccionar una neurona “elegida” ηc, cuya posicio´n
en el espacio de observacio´n es rc y cuyo vector de referencia asociado es wc. En
los experimentos los resultados escogie´ndola al azar han resultado ser aceptables,
por lo que no parece necesario utilizar una estrategia ma´s compleja. En cualquier
caso, no se descarta el uso y estudio de otras opciones a la hora seleccionar esta
neurona, como ciclos aleatorios u otras estrategias no-aleatorias.
El segundo paso consiste en atraer hacia la neurona elegida a un conjunto de
neuronas “vecinas” de e´sta segu´n la siguiente regla:
ri(t+ 1) = ri(t) + λ(t)ψc,i(t)[rc(t)− ri(t)] (6.15)
donde λ(t) es la “tasa de aproximacio´n” y ψc,i(t) un nu´cleo de vecindad, los cuales
pueden ser ana´logos a la tasa de aprendizaje α(t) y al nu´cleo de vecindad hc,i(t),
respectivamente, de (3.3). El producto de ambas determina la proporcio´n de la
distancia entre rc(t) y ri(t) que va a recorrer la neurona ηi en direccio´n a la ηc,
por lo que debe ser menor o igual a uno y decrecer hasta cero segu´n se suceden
las iteraciones (t) del algoritmo.
La tasa de aproximacio´n λ(t) es una funcio´n mono´tona decreciente que tiende
a cero, y cuya eleccio´n no es cr´ıtica (puede ser lineal, exponencial o inversamente
proporcional a t). Los experimentos utilizan las dos siguientes tasas de aproxima-
cio´n:













donde el para´metro T representa el nu´mero total de iteraciones que efectu´a el
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algoritmo y λ(0) es el valor inicial de la tasa de aproximacio´n. La tasa de apro-
ximacio´n es pra´cticamente ide´ntica que la tasa de aprendizaje del algoritmo de
entrenamiento del MAO.
En cuanto al nu´cleo de vecindad ψc,i(t) existe una diferencia importante con
respecto al algoritmo de entrenamiento del MAO: e´ste puede ser definido en el
espacio de los datos y tambie´n en el de observacio´n. Es decir, debe definir un
conjunto de neuronas cuyos vectores de referencia se hallan cerca del de la elegida
en el espacio de los datos, pero tambie´n puede restringir ese conjunto para que
las neuronas tambie´n se encuentren alrededor de la elegida en el mapa. Por tanto,
los experimentos utilizan dos nu´cleos de vecindad diferentes, dependiendo de la
imposicio´n de esta u´ltima restriccio´n. Posteriormente, cada neurona perteneciente
a ese conjunto sera´ atra´ıda hacia la elegida en funcio´n de la distancia entre sus
vectores de referencia ‖wc−wi‖, y de otras variables relacionadas con un “radio de
vecindad”, que sera´n descritas a continuacio´n. Naturalmente, junto con la tasa de
aproximacio´n, ψc,i(t) contribuye a establecer la fuerza de atraccio´n de la neurona
elegida, la cual debe tender a cero a medida que aumenta ‖wc − wi‖.









La u´nica diferencia reside en que esta´ centrado en el vector de referencia (en el
espacio de los datos) de la neurona elegida ηc y depende de distancias entre vec-
tores de referencia. Naturalmente, la fuerza de atraccio´n es mayor cuanto menor
es la distancia ‖wc − wi‖. Asimismo, depende impl´ıcitamente de un “radio de
vecindad” σ(t), que es otra funcio´n mono´tona decreciente que puede ser definida
de forma ana´loga a la tasa de aproximacio´n o tasa de aprendizaje del algoritmo
de entrenamiento del MAO. La eleccio´n del radio de vecindad inicial σ(0) es im-
portante en el proceso ya que al principio el nu´cleo de vecindad debe contener
un porcentaje relativamente elevado de vectores de referencia. Los experimentos
utilizan generalmente la versio´n lineal decreciente de σ(t), donde σ(0) correspon-
de al 40 % del dia´metro del conjunto de vectores de referencia (ma´xima distancia
entre todos los pares de vectores de referencia):
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donde σ(0) = τ · D, siendo τ ∈ (0, 1] una constante y D = ma´x{‖wi − wj‖},
i, j = 1, · · · ,M .
El segundo nu´cleo de vecindad utilizado en los experimentos es definido me-
diante:






La diferencia principal con respecto a (6.18) radica en la funcio´n χc,i(t), que es un
nu´cleo de vecindad binario centrado en la neurona ηc, el cual define la restriccio´n
de que las neuronas a adaptar se hallen cerca de la elegida:
χc,i(t) =
{
0 si ‖rc − ri‖ > σ(t)
1 si ‖rc − ri‖ ≤ σ(t)
(6.21)
donde en este caso σ(t) es un radio de vecindad definido en el espacio de obser-
vacio´n del MAO. Se trata de una funcio´n mono´tona decreciente que puede ser
definida de forma ana´loga a (6.19), con la diferencia de que en este caso debe
ser tomada considerando las dimensiones del espacio de observacio´n, donde es
conveniente que el radio inicial σ(0) sea mayor que la mitad del dia´metro del
MAO.
El resto de la funcio´n ψc,i(t) es una ligera variante de (6.18). La distancia
‖wc−wi‖ no aparece elevada al cuadrado, β(t) es una funcio´n lineal decreciente:
β(t) = β(0) + [β(T )− β(0)] · t
T
(6.22)
los experimentos generalmente utilizan β(0) = 1/10 y β(T ) = 1/15. Finalmente,
δc corresponde a la distancia ma´xima desde el vector de referencia de la neuro-
na elegida al resto de vectores de referencia del MAO: δc = ma´x{‖wc − wi‖},
i = 1, · · · ,M . De esta manera, en general, una neurona cuyo vector de referen-
cia se halle lejos de la media de vectores de referencia (posiblemente ubicada
cerca del per´ımetro del MAO) tendra´ una fuerza de atraccio´n mayor que otra
cuyo vector de referencia este´ localizado ma´s cerca de esta media. Esto es imple-
mentado para impedir un colapso de las neuronas hacia el centro del espacio de
observacio´n (no´tese que tambie´n puede ser definida en el espacio de observacio´n
δ′c = ma´x{‖rc − ri‖}, i = 1, · · · ,M).
El algoritmo puede ser clasificado como me´todo de contraccio´n ya que el
proceso ba´sicamente atrae a varias neuronas hacia otra que permanece fija en
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cada iteracio´n. Por tanto, el me´todo comparte las caracter´ısticas generales de
este tipo de me´todos. Adema´s de la proyeccio´n no-lineal, que aporta informacio´n
por s´ı sola, e´sta puede ser encadenada con un co´digo de colores para obtener una
imagen coloreada de la estructura de clusters de la distribucio´n, como describe
la Seccio´n 5.5.2.
6.3.2.3. Complejidad computacional
La complejidad computacional del AAN es especialmente importante ya que
en ella radica la ventaja principal sobre el me´todo de contraccio´n de Himberg,
cuya complejidad computacional se acerca a O(RM 2), donde R es el nu´mero de
iteraciones del algoritmo y M representa al nu´mero de neuronas del MAO. El
me´todo de Himberg tambie´n puede ser ejecutado en una sola iteracio´n si no se
desea analizar el proceso de contraccio´n, en cuyo caso su complejidad es reducida
a O(M 2), ve´ase la Seccio´n 5.5.2.3.
La complejidad computacional del AAN es O(TM), donde T es el nu´mero de
iteraciones del algoritmo y M el nu´mero de neuronas del MAO. A continuacio´n
se analizan e´stos dos factores que influyen en la velocidad del algoritmo:
• Nu´mero de iteraciones del algoritmo (T ). Es uno de los para´metros que
debe escoger el analista en funcio´n de las estructuras y caracter´ısticas de
la distribucio´n de datos a analizar. En la pra´ctica no es necesario escoger
un valor elevado para este para´metro. De hecho, es posible obtener resul-
tados aceptables con T = K
√
M , donde K es una constante relativamente
pequen˜a (5 ≤ K ≤ 10) y M es el nu´mero de neuronas del MAO. No obstan-
te, este para´metro influye en la precisio´n del algoritmo, la cual parece ser
mayor si todas las neuronas influyen de igual manera en el proceso de con-
traccio´n, como en el me´todo de Himberg. Por la ley de los grande nu´meros,
a medida que aumenta el nu´mero de iteraciones T las frecuencias con las
que las neuronas son “elegidas” tienden a igualarse, y por tanto a igualarse
la influencia de cada neurona en el proceso, aumentando la precisio´n final
de la proyeccio´n. Cuando el nu´mero de iteraciones T es elevado la tasa de
aproximacio´n inicial λ(0) debe ser escogida pequen˜a para evitar un colapso
de las neuronas al centro del mapa. En cualquier caso, el objetivo del AAN
no es obtener proyecciones muy precisas sino eficientes, con lo que debe ser
aplicado con un valor de T bajo o moderado.
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Figura 6.51: Partiendo de un MAO (100×100)-dimensional (adaptado a la distribucio´n formada
por dos eslabones encadenados) la gra´fica muestra el nu´mero de neuronas procesadas en las 500
iteraciones necesarias para ejecutar el AAN, el cual decrece a medida que avanza el algoritmo,
de manera que la media de neuronas procesadas en cada iteracio´n (representada mediante la
l´ınea roja horizontal) es aproximadamente 5000.
• Nu´mero de neuronas del MAO (M). Este factor corresponde al nu´mero de
neuronas que deben ser procesadas en cada iteracio´n del algoritmo. Como
al principio del proceso suelen intervenir pra´cticamente todas las neuronas,
en la complejidad computacional debe aparecer M , que es el valor ma´ximo
de neuronas a procesar. Sin embargo, a medida que avanza el proceso, el
nu´mero de neuronas a tratar y desplazar disminuye considerablemente, por
lo que al final del proceso so´lo se habra´ procesado una fraccio´n (aproximada-
mente un 50 %, ve´ase la Figura 6.51) del producto TM . En otras palabras,
la media de neuronas tratadas en cada iteracio´n suele ser aproximadamente
la mitad de las del MAO.
Teniendo en cuenta estas consideraciones, la complejidad computacional del al-
goritmo se aproxima a O(K√M ·M/2), es decir, aproximadamente O(M 3/2).
La Figura 6.51 muestra una gra´fica que representa el nu´mero de neuronas
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procesadas en las 500 iteraciones necesarias para ejecutar el AAN para un MAO
(100 × 100)-dimensional (adaptado a la distribucio´n formada por dos eslabones
encadenados). Obse´rvese que M = 10000 y que el nu´mero de iteraciones T corres-
ponde al valor 5
√
M . La gra´fica ilustra como el nu´mero de neuronas procesadas
decrece a medida que avanza el algoritmo, lo cual lo acelera en las u´ltimas ite-
raciones. El algoritmo procesa en total 2514441 neuronas (≈ 50 % del producto
TM), donde la media de neuronas procesadas en cada iteracio´n es aproximada-
mente M/2 = 5000. La Seccio´n 6.3.4 presenta un estudio sobre la velocidad del
AAN y el me´todo de contraccio´n de Himberg.
6.3.3. Resultados experimentales: proyecciones
A continuacio´n varios experimentos son descritos con el objetivo de ilustrar
las caracter´ısticas del AAN, analizar sus ventajas y limitaciones, y compararlo
especialmente con el me´todo de contraccio´n de Himberg (ve´ase la Seccio´n 5.5.2.3).
La Seccio´n 6.3.4 analiza la velocidad del AAN y del me´todo de Himberg.
Los MAO utilizados son de taman˜o medio o grande (generalmente (20× 20)-
dimensionales) ya que generalmente no es posible representar adecuadamente
una distribucio´n de datos con un conjunto reducido de vectores de referencia.
Varias figuras de los apartados anteriores muestran la adaptacio´n de e´stos a los
datos. La forma de los MAO es cuadrada, por lo que se ha empleado el co´digo de
colores basado en el plano B = 0 (cuadrado) del cubo RGB, que parece producir
descripciones ma´s precisas que el basado en el plano B = 255−G (rectangular).
6.3.3.1. Para´metros utilizados
Afortunadamente, el conjunto de para´metros que intervienen en la regla de
actualizacio´n de las neuronas (6.15) no juega un papel cr´ıtico en el proceso, a
excepcio´n del radio inicial del nu´cleo de vecindad, que no debe ser pequen˜o. De
esta manera, no ha habido necesidad de adaptar todos los para´metros a las carac-
ter´ısticas de cada MAO y distribucio´n a analizar, que a priori son desconocidos.
Por esta razo´n, en pra´cticamente todos los experimentos se ha utilizado el mismo
conjunto de para´metros “esta´ndar”, dependiendo del tipo de nu´cleo de vecindad
utilizado en (6.15). Los dos principales conjuntos de para´metros utilizados son
descritos a continuacio´n en funcio´n del nu´cleo de vecindad empleado:
• Nu´cleo de vecindad descrito en (6.18):
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Tasa de aproximacio´n λ(t) lineal (segu´n (6.16)), donde su valor en la
primera iteracio´n del algoritmo es λ(0) = 0,2.
Radio de vecindad σ(t) lineal (segu´n (6.19)), donde su valor en la
primera iteracio´n del algoritmo es el 40 % del dia´metro del conjunto
de vectores de referencia. Es decir, σ(0) = τ · D, donde τ = 0,4 y
D = ma´x{‖wi − wj‖}, i, j = 1, · · · ,M .
Nu´mero de iteraciones T = 200 para MAO (20 × 20)-dimensionales o
de menor taman˜o.
• Nu´cleo de vecindad descrito en (6.20):
Tasa de aproximacio´n λ(t) lineal (segu´n (6.16)), donde su valor en la
primera iteracio´n del algoritmo es λ(0) = 0,8.
Radio de vecindad σ(t) lineal (segu´n (6.19)), donde su valor en la
primera iteracio´n del algoritmo σ(0) es aproximadamente la longitud
de una diagonal del mapa en el espacio de observacio´n (para abarcar
todas las neuronas al principio del proceso). En los experimentos las
ima´genes generadas son cuadrados de (500 × 500) pixeles, por lo que
σ(0) = 700 ≈ 500√2.
Funcio´n β(t) lineal (segu´n 6.22), donde β(0) = 1/10 y β(T ) = 1/15.
Nu´mero de iteraciones T = 200 para MAO (20 × 20)-dimensionales o
de menor taman˜o, y T=500 para MAO (100× 100)-dimensionales.
6.3.3.2. Cuatro clusters disjuntos con forma hipercu´bica
Los primeros ejemplos del ANN utilizan un MAO (20×20)-dimensional adap-
tado a la distribucio´n formada por cuatro clusters disjuntos con forma hipercu´bi-
ca, ve´ase la Figura 6.52. Las Figuras 6.53 y 6.54 muestran dos tipos de proyec-
ciones que genera el algoritmo y el correspondiente encadenado basado en un
co´digo de colores lineal con la proyeccio´n original regular del MAO utilizando los
nu´cleos de vecindad definidos en (6.18) y (6.20), respectivamente. Mediante estos
ejemplos se persigue analizar el comportamiento general del AAN con un caso
sencillo, y comparar los resultados en funcio´n del tipo de nu´cleo de vecindad utili-
zado. Los para´metros utilizados corresponden a los descritos en la Seccio´n 6.3.3.1,
a excepcio´n del nu´mero de iteraciones totales T que en este caso so´lo es 100. La
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Figura 6.52: MAO (20 × 20)-dimensional adaptado a la distribucio´n 8-dimensional formada
por cuatro clusters disjuntos con forma hipercu´bica (so´lo los tres primeros componentes son
visualizados).
reduccio´n del nu´mero de iteraciones es posible dada la relativa simplicidad de la
distribucio´n de datos, la cual contiene clusters claramente separados (disjuntos)
del mismo taman˜o. En ambos ejemplos la proyeccio´n original del MAO (t = 0)
y el co´digo de colores lineal (plano B = 0 del cubo RGB) corresponden a los
ilustrados en la Figura 5.39 (a). Las ima´genes de las Figuras 6.53 y 6.54 han sido
obtenidas en los instantes o iteraciones t = 15, 40 y 100, en (a), (c) y (e), respec-
tivamente. No´tese la similitud entre las proyecciones obtenidas y las ilustradas
en la Figura 5.39, la cual muestra el mismo ejemplo basado en las proyecciones
del me´todo de Himberg. El AAN consigue atraer a las neuronas que componen
cada cluster para formar progresivamente grupos compactos de puntos, mientras
las neuronas interpolantes aparecen claramente como puntos aislados entre los
clusters. Por otro lado, las ima´genes coloreadas tambie´n son muy similares a las
obtenidas en la Figura 5.39 (y a las generadas mediante me´todos tradicionales
de visualizacio´n, ve´ase la Figura 6.55). En ambos ejemplos los encadenados ba-
sados en un co´digo de colores lineal de las proyecciones de (a), (c) y (e) con la
proyeccio´n original del MAO son ilustrados en (b), (d) y (f), respectivamente. En
estas ima´genes es posible detectar los cuatro clusters con claridad a trave´s de su
color asignado. E´ste aparece ma´s uniforme a medida que aumenta t, y las neu-
ronas interpolantes tambie´n aparecen con mayor claridad. Comparando las dos
proyecciones obtenidas, la generada con el nu´cleo de vecindad descrito en (6.18)
tiene ma´s facilidad para mantener la estructura regular de las posiciones de las
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Figura 6.53: Proceso de contraccio´n del AAN basado en el nu´cleo de vecindad descrito en (6.18)
y encadenados basados en un co´digo de colores lineal para un MAO (20 × 20)-dimensional
adaptado a la distribucio´n formada por cuatro clusters disjuntos con forma hipercu´bica. Las
proyecciones son generadas en los instantes t = 15, 40 y 100, en (a), (c) y (e), respectivamente,
y los encadenados en (b), (d) y (f), respectivamente.
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Figura 6.54: Mismo ejemplo que el presentado en la Figura 6.53 utilizando el nu´cleo de vecindad
descrito en (6.20).
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(a) (b)
Figura 6.55: U-matrix (a) e histograma de datos (b) para un MAO (20 × 20)-dimensional
adaptado a la distribucio´n formada por cuatro clusters disjuntos.
neuronas. Sin embargo, esta caracter´ıstica generalmente no es deseable, ya que
los datos no suelen aparecer organizados en estructuras regulares. Por esta razo´n,
y a pesar de que las ima´genes finales suelen producir proyecciones similares, el
me´todo generalmente representa mejor las distribuciones y los procesos dina´micos
de contraccio´n utilizando el nu´cleo de vecindad descrito en (6.20).
6.3.3.3. Ocho clusters disjuntos con forma hipercu´bica
El siguiente experimento muestra un ejemplo de la proyeccio´n del AAN y la
imagen coloreada de la estructura de clusters para la distribucio´n formada por
ocho clusters disjuntos con forma hipercu´bica, a la que se ha adaptado un MAO
(20×20)-dimensional (ve´ase la Figura 6.27). Este experimento pretende comparar
las ima´genes producidas por el algoritmo con las generadas por otros me´todos
tradicionales de visualizacio´n de MAO. Por ejemplo, los basados en matrices de
distancias (ve´anse las Figuras 5.2, 5.4, 5.8 (a) y 5.9), histogramas de datos (ve´ase
la Figura 5.12), planos de componentes (ve´anse las Figuras 5.17 y 5.20) y otras
te´cnicas descritas previamente (ve´anse las Figuras 5.22, 5.23 (a), 5.26, y 6.46).
La Figura 6.56 muestra el proceso de contraccio´n de neuronas para los instan-
tes t = 50, 100 y 200 en (a), (b) y (c), respectivamente. La imagen (d) ilustra el
encadenado con la proyeccio´n final (c). El nu´cleo de vecindad utilizado es el des-
crito en (6.18) y los para´metros usados corresponden a los “esta´ndar”, descritos
en la Seccio´n 6.3.3.1. En las proyecciones generadas es posible observar como las
neuronas pertenecientes a cada cluster convergen hacia unos centros para formar
grupos ma´s densos a medida que se suceden las iteraciones del algoritmo. Por otro
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Figura 6.56: Proceso de contraccio´n del AAN para un MAO (20×20)-dimensional adaptado a la
distribucio´n formada por ocho clusters disjuntos. Las proyecciones corresponden a los instantes
t = 50, 100 y 200, en (a), (b) y (c), respectivamente. La imagen (d) ilustra el encadenado de
la proyeccio´n final (c) con la original (t = 0) del MAO mediante un co´digo de colores lineal.
Las ima´genes (e) y (f) muestran dos vistas en planta del dendograma que genera el AAN para
T = 200 y 500 iteraciones, respectivamente.
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Figura 6.57: Proyeccio´n final del me´todo de Himberg (a) y encadenado mediante un co´digo de
colores lineal (b) para un MAO (20× 20)-dimensional adaptado a la distribucio´n formada por
ocho clusters disjuntos.
lado, dado el nu´cleo de vecindad utilizado, en las primeras iteraciones del algorit-
mo es posible apreciar la estructura regular de las neuronas que representan a los
clusters. La proyeccio´n final (c) es encadenada con la original (t = 0) mediante
un co´digo de colores lineal para producir una imagen en la que la estructura de
clusters es representada adecuadamente (d). No´tese la similitud entre la imagen
obtenida y las obtenidas por los me´todos de visualizacio´n citados previamente.
En la imagen aparecen los ocho clusters claramente, donde las diferencias entre
sus colores dan una idea sobre la distancia real que los separa. En cuanto a los
bordes entre ellos, su deteccio´n es ligeramente ma´s dif´ıcil que en el experimento
anterior. Esto es debido a que el contraste entre los clusters vecinos es menor,
dado que el nu´mero de e´stos ha aumentado. Por esta razo´n, los me´todos de con-
traccio´n que generan ima´genes coloreadas mediante el proceso de encadenado
pueden presentar dificultades cuando las distribuciones esta´n compuestos por un
nu´mero elevado de clusters. La u´ltimas ima´genes corresponden a vistas en plan-
ta del a´rbol jera´rquico de clasificacio´n o dendograma que genera el proceso de
contraccio´n. Ilustran todas las proyecciones de las neuronas en cada iteracio´n del
AAN, es decir, los niveles del dendograma que corresponden a cada iteracio´n del
algoritmo. En (e) los para´metros coinciden con los “esta´ndar”, mientras que en
(f) el nu´mero de iteraciones es elevado hasta T = 500 y la tasa de aproximacio´n
inicial es reducida a λ(0) = 0,05 para suavizar la visualizacio´n. En general, este
tipo de imagen resulta ma´s ruidosa y dif´ıcil de interpretar que la visualizacio´n de
un so´lo nivel del dendograma (proyeccio´n generada en una determinada iteracio´n
del algoritmo).
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En cuanto a la relacio´n con el me´todo de Himberg, la Figura 6.57 muestra la
proyeccio´n final de este me´todo (con θ = 0,25 y r = 20) y la imagen coloreada
tras realizar el encadenado. Obse´rvese la similitud entre estas ima´genes y las
generadas por el AAN, donde la deteccio´n de los bordes entre los clusters de la
esquina superior-derecha del MAO empieza a resultar dif´ıcil.
6.3.3.4. Cuatro clusters disjuntos de diferente taman˜o e igual forma
En la pra´ctica, la diferencia principal entre los me´todos de contraccio´n de
neuronas y las matrices de distancias reside en el uso del color para representar
los diferentes clusters y sus bordes. El uso del color es ventajoso ya que permi-
te identificar cada cluster con un color determinado, lo cual aporta numerosas
ventajas (ve´ase la Seccio´n 6.3.1). Los bordes entre los clusters son identificados
mediante las diferencias entre los colores asociados a neuronas adyacentes en el
mapa. Estas diferencias pueden resultar dif´ıciles de detectar si existen clusters
muy pro´ximos en el espacio de los datos o si la distribucio´n de datos esta´ com-
puesta de un nu´mero elevado de clusters. No´tese que el nu´mero de colores de
un co´digo de colores que un analista puede diferenciar es limitado, lo cual limita
asimismo el nu´mero de clusters que puede percibir en una sola imagen.
Por otro lado, si la distancia en el espacio de los datos entre dos clusters
adyacentes en el MAO es pequen˜a, las matrices de distancias tambie´n van a
presentar dificultades a la hora de ilustrar el borde entre dichos clusters. Entre
las soluciones a e´ste problema cabe la posibilidad de realizar una transformacio´n
del histograma de la imagen, para incrementar el contraste en las zonas donde
existen bordes. Otra solucio´n consiste en emplear el me´todo de superposicio´n de
ima´genes (ve´ase la Seccio´n 6.2), el cual incorpora informacio´n del histograma de
datos para facilitar la visualizacio´n de bordes.
En el siguiente experimento un MAO (20× 20)-dimensional es adaptado a la
distribucio´n compuesta de cuatro clusters disjuntos de diferente taman˜o e igual
forma, ve´ase la Figura 6.28. La dificultad en este ejemplo radica en la pequen˜a
separacio´n entre los pares de clusters centrados en X1 = −10 y en X1 = 10
(ve´ase la Figura 4.12), que complica la discriminacio´n de los cuatro clusters y
la eleccio´n de los para´metros de los me´todos de contraccio´n. En este ejemplo
es necesario reducir la fuerza de atraccio´n del AAN, ya que de lo contrario las
neuronas de cada par de clusters laterales convergir´ıan ra´pidamente hacia un
solo punto en el espacio de observacio´n. En este caso, tanto la proyeccio´n como
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(c) (d)
Figura 6.58: Proyecciones generadas con el AAN y encadenado mediante un co´digo de colores
lineal para un MAO (20×20)-dimensional adaptado a la distribucio´n formada por cuatro clusters
disjuntos de diferente taman˜o e igual forma. En (a) se emplea el nu´cleo de vecindad descrito
en (6.20), mientras que en (c) se usa el descrito en (6.18). Los correspondientes encadenados de
(a) y (c) con la proyeccio´n original del MAO son ilustrados en (b) y (d), respectivamente.
la imagen coloreada so´lo mostrar´ıan dos clusters, como la U-matrix ilustrada
en la Figura 6.45 (a). Esto tambie´n aparece en la proyeccio´n de Himberg si el
para´metro θ es relativamente elevado, por lo que es necesario escogerlo bajo.
En definitiva, la dificultad de este problema es la misma que afecta a todos los
algoritmos de clustering cuando no es posible conocer a priori las caracter´ısticas
de la distribucio´n a analizar (generalmente el nu´mero de clusters no es conocido,
ni la altura por la que debe ser cortado un dendograma, etc.). En este caso, el
a´rbol jera´rquico suave de clasificacio´n debe ser cortado por un nivel bajo para
poder separar los cuatro clusters. En general, el analista debe generar varias
proyecciones con diferentes para´metros para observar la estructura de clusters
obtenidos en diferentes niveles del a´rbol jera´rquico o dendograma.
La Figura 6.58 muestra dos proyecciones finales generadas con el AAN y el
correspondiente encadenado mediante un co´digo de colores lineal para un MAO
(20 × 20)-dimensional adaptado a la distribucio´n formada por cuatro clusters
287
6. NUEVOS ME´TODOS DE VISUALIZACIO´N
DE MAPAS AUTO-ORGANIZATIVOS
disjuntos de diferente taman˜o e igual forma.
En la primera proyeccio´n (a), se ha utilizado el nu´cleo de vecindad descrito
en (6.20) y el conjunto de para´metros “esta´ndar” descritos en la Seccio´n 6.3.3.1,
a excepcio´n de la tasa de aproximacio´n inicial cuyo valor es reducido a λ(0) =
0,1. Esto es necesario para evitar que las neuronas se concentren alrededor de
dos puntos, cada uno en un lateral del MAO, lo cual indicar´ıa la presencia de
u´nicamente dos clusters. Con esta tasa de aproximacio´n baja es posible obtener
una imagen que ilustra adecuadamente la distribucio´n de los vectores de referencia
(refleja adecuadamente las distancias entre los clusters, la densidad de neuronas
en cada cluster y las neuronas interpolantes). Sin embargo, la separacio´n entre
los clusters laterales (centrados en X1 = −10 y en X1 = 10) no es manifiesta,
lo cual tambie´n queda reflejado en la imagen coloreada basada en el encadenado
(b), donde los bordes entre los clusters no aparecen n´ıtidamente. En este caso,
el algoritmo tiene problemas para conseguir acercar las neuronas de cada cluster
a cuatro lugares diferentes en el MAO, principalmente por el tipo de nu´cleo de
vecindad utilizado. Como e´ste esta´ definido en el espacio de los datos y en el
de observacio´n, una neurona no so´lo atrae a neuronas en funcio´n de la distancia
entre sus vectores de referencia, sino que tambie´n atrae con ma´s fuerza a las
neuronas que se hallan pro´ximas a ella en el propio mapa. Por tanto, existe una
mayor fuerza de atraccio´n entre clusters cercanos en el espacio de los datos y en
el mapa. De esta manera, con una tasa de aproximacio´n ma´s elevada los pares
de clusters laterales son fusionados ra´pidamente en la proyeccio´n, indicando la
presencia de u´nicamente dos clusters.
Por otro lado, en (c) se utiliza el nu´cleo de vecindad descrito en (6.18) y su
conjunto de para´metros “esta´ndar” asociado, a excepcio´n del radio inicial del
nu´cleo de vecindad que pasa a ser el 10 % (τ = 0,1) del dia´metro del conjunto de
vectores de referencia, σ(0) = 0,1 · D. El resultado es una proyeccio´n en la que
los clusters se encuentran ma´s separados que en (a), mientras que las neuronas
asociadas a e´stos forman grupos densos en torno a cuatro puntos en el espacio de
observacio´n. De esta manera, es posible identificar claramente los cuatro clusters
tanto en la proyeccio´n como en la imagen fruto del encadenado basado en un
co´digo de colores lineal (d). En esta segunda imagen cada cluster aparece con un
color diferente y los bordes entre e´stos, formados por neuronas interpolantes (que
tambie´n pueden ser detectadas con facilidad en la proyeccio´n), son claramente
visibles. Por otro lado, aunque parezca que la informacio´n relativa a la densidad
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Figura 6.59: Proyeccio´n generada con el me´todo de contraccio´n de Himberg (a) y encadenado
mediante un co´digo de colores lineal (b) para un MAO (20 × 20)-dimensional adaptado a la
distribucio´n formada por cuatro clusters de diferente taman˜o e igual forma. La proyeccio´n ha
sido calculada en cinco iteraciones con θ = 0,25.
de neuronas en cada cluster desaparece en la proyeccio´n, e´sta puede ser deducida
a partir del taman˜o de cada cluster en la imagen coloreada (generalmente la
densidad de datos de un cluster es directamente proporcional al taman˜o de e´ste
en el MAO). El algoritmo es capaz de revelar adecuadamente la estructura de
clusters en la imagen coloreada, a pesar de que las distancias relativas entre los
clusters en la proyeccio´n no coinciden con las originales en el espacio de los datos.
El me´todo de Himberg tambie´n puede producir descripciones adecuadas de la
distribucio´n de datos. La Figura 6.59 ilustra la proyeccio´n generada con r = 5 y
θ = 0,25 (a), y la imagen coloreada fruto del encadenado mediante un co´digo de
colores lineal (b). Las ima´genes son muy similares a las obtenidas en la Figura 6.58
(c) y (d), ya que la fuerza de atraccio´n que implementa el me´todo so´lo depende
de las distancias entre los vectores de referencia de las neuronas (como el nu´cleo
de vecindad descrito en (6.18)).
6.3.3.5. Cuatro clusters de igual taman˜o y diferente forma
La eleccio´n del conjunto de para´metros a la hora de ejecutar un algoritmo de
contraccio´n de neuronas influye principalmente en el grado de atraccio´n de e´stas.
La variacio´n de los para´metros permite generar diferentes proyecciones, obteni-
das en estados concretos de los procesos de contraccio´n (niveles de los a´rboles
jera´rquicos de clasificacio´n). En la pra´ctica, el analista debe variar los para´me-
tros para visualizar diversas proyecciones, hasta obtener una idea general de las
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(a) (b)
Figura 6.60: Proyeccio´n generada con el AAN (a) y encadenado mediante un co´digo de colores
lineal (b) para un MAO (20 × 20)-dimensional adaptado a la distribucio´n formada por cuatro
clusters de igual taman˜o y diferente forma.
(a) (b)
Figura 6.61: Matriz de distancias (a) e histograma de datos (b) para un MAO (20 × 20)-
dimensional adaptado a la distribucio´n formada por cuatro clusters de igual taman˜o y diferente
forma.
caracter´ısticas de la distribucio´n y posiblemente descubrir estructuras inespera-
das en los datos. Es cierto que puede existir un conjunto de para´metros “o´ptimo”,
con el que la proyeccio´n generada describa la distribucio´n de datos lo mejor po-
sible segu´n algu´n criterio (por ejemplo, los relacionados con el EMD, como la
preservacio´n de las distancias originales en el espacio de observacio´n). No obs-
tante, la necesidad de obtener una imagen precisa de la distribucio´n de datos
no suele ser cr´ıtica, especialmente si se desea analizar la imagen coloreada tras
realizar un encadenado basado en un co´digo de colores. En otras palabras, proyec-
ciones obtenidas con diferentes para´metros suelen producir ima´genes coloreadas
similares.
La Figura 6.60 muestra la proyeccio´n del AAN (a) y el encadenado median-
te un co´digo de colores lineal (b) para un MAO (20 × 20)-dimensional (ve´ase
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Figura 6.62: Proyecciones generadas con el me´todo de contraccio´n de Himberg y encadenados
basados en un co´digo de colores lineal para un MAO (20× 20)-dimensional adaptado a la dis-
tribucio´n formada por cuatro clusters de igual taman˜o y diferente forma. En (a) la proyeccio´n
ha sido calculada en r = 20 iteraciones con θ = 100. En (c) r = 1 y θ = 5000. El correspon-
diente encadenado de (a) y (c) con la proyeccio´n original del MAO es ilustrado en (b) y (d),
respectivamente.
la Figura 6.29) adaptado a la distribucio´n formada por cuatro clusters de igual
taman˜o y diferente forma. En este experimento se ha utilizado el nu´cleo de ve-
cindad descrito en (6.20) y el conjunto de para´metros coincide exactamente con
el “esta´ndar” (ve´ase la Seccio´n 6.3.3.1). Aunque la proyeccio´n no produce una
descripcio´n perfecta de la distribucio´n de datos, la imagen coloreada refleja ade-
cuadamente como el MAO ha sido adaptado a los datos. E´sta revela claramente
la existencia de cuatro clusters, los cuales lo´gicamente aparecen con un taman˜o
similar en el MAO, y donde incluso es posible intuir su forma. La imagen es si-
milar a las generadas por me´todos tradicionales de visualizacio´n, ve´ase la Figura
6.61.
Por otro lado, el me´todo de Himberg puede producir una proyeccio´n similar a
la ilustrada en la Figura 6.60 (a), adema´s de otra ma´s precisa de la distribucio´n
de datos o vectores de referencia. La Figura 6.62 (a) muestra la proyeccio´n del
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me´todo tras r = 20 iteraciones con θ = 100. En (c), θ es aumentado hasta 5000,
por lo que so´lo ha sido necesario ejecutar una iteracio´n del algoritmo para generar
la proyeccio´n, la cual describe los datos de forma ma´s precisa. Lo ma´s interesante
del experimento resulta ser la similitud entre las ima´genes coloreadas (b) y (d)
de esta figura y la (b) de la Figura 6.60, a pesar de haber sido generadas con
algoritmos distintos y para´metros diferentes.
En general, las ima´genes coloreadas suelen ser bastante robustas a la configu-
racio´n final de las neuronas en el espacio de observacio´n tras ejecutar un algoritmo
de contraccio´n. Por esta razo´n, es posible emplear me´todos ra´pidos de contrac-
cio´n como el AAN, ya que la pe´rdida de precisio´n no suele ser cr´ıtica a la hora
de analizar tanto las proyecciones como las ima´genes generadas a partir de un
encadenado con un co´digo de colores.
6.3.3.6. Un segmento
En el siguiente experimento el objetivo consiste en analizar el comportamiento
del algoritmo cuando la dimensio´n intr´ınseca de los datos es uno. La distribucio´n
escogida es un segmento definido en un espacio 8-dimensional. En este caso, un
MAO bidimensional va a tener problemas para adaptarse de forma ordenada a la
distribucio´n, y no va a ser posible desvelar una estructura de clusters, ya que e´sta
no aparece en la distribucio´n. De esta manera, las ima´genes producidas por los
me´todos disen˜ados para observar la estructura de clusters van a ser dif´ıciles de
interpretar, incluyendo las producidas por un encadenado basado en un co´digo
de colores. Con respecto a la forma del MAO, en este caso parece ma´s razonable
utilizar uno rectangular que uno cuadrado, ya que existe una clara direccio´n
de mayor varianza en los datos. Sin embargo, se ha optado por no variar la
forma de e´stos (cuadrada en la mayor´ıa de ejemplos presentados en esta tesis),
principalmente porque un MAO bidimensional cuadrado puede adaptarse a un
segmento de dos formas distintas que resultan interesantes de observar con el
AAN y otros me´todos:
1. El segmento se ubica u organiza en el MAO segu´n una de sus diagonales. Es
decir, los extremos del segmento aparecen en esquinas opuestas del mapa.
2. El segmento recorre el MAO desde una esquina determinada hasta otra
contigua a e´sta, apareciendo una figura en forma de “U”.
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(a) (b)
Figura 6.63: U-matrix (a) e histograma de datos (b) para un MAO (20 × 20)-dimensional
adaptado a un segmento, organizado en el mapa segu´n su diagonal secundaria.
Los resultados relacionados con ambas formas de adaptacio´n de un MAO (20×20)-
dimensional a un segmento (ve´ase la Figura 6.36) son presentados a continuacio´n.
En el primer caso el segmento queda organizado segu´n la diagonal secunda-
ria (45o) del MAO, donde un extremo del segmento esta´ ubicado en la esquina
inferior-izquierda y el otro en la superior-derecha. Ni la U-matrix ni el histograma
de datos, representados en la Figura 6.63 pueden aportar una descripcio´n ade-
cuada de la distribucio´n de datos. Las ima´genes son muy dif´ıciles de interpretar
ya que no aparece una estructura de clusters.
La Figura 6.64 muestra el proceso de contraccio´n producido por el AAN, donde
el nu´cleo de vecindad utilizado corresponde al descrito en (6.18) y los para´metros
son los “esta´ndar” descritos en la Seccio´n 6.3.3.1. Las ima´genes corresponden a los
instantes de tiempo t = 5, 10, 20, 40, 100 y 200, en (a-f), respectivamente. Queda
claro en el ejemplo que la proyeccio´n va tomando progresivamente la forma de un
segmento. Resulta igualmente interesante ver el proceso dina´mico, donde parece
que las neuronas empiezan a “enrollarse” alrededor de un segmento imaginario
en el mapa, donde es posible observar que las neuronas de una misma diagonal
paralela a la principal (135o) representan datos muy pro´ximos en el segmento.
Este feno´meno tambie´n puede ser detectado en las ima´genes coloreadas fruto
del encadenado con un co´digo de colores. La Figura 6.65 muestra el encadenado
con un co´digo de colores para la primera (a) y u´ltima (f) imagen de la Figura
6.64. Las ima´genes son dif´ıciles de interpretar por s´ı solas ya que no aparece una
estructura de clusters. Sin embargo, las neuronas localizadas en franjas diagonales
(135o) toman un color muy parecido, indicando que en realidad representan datos
muy pro´ximos en el segmento.
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Figura 6.64: Proceso de contraccio´n del AAN para un MAO (20× 20)-dimensional adaptado a
un segmento, organizado en el mapa segu´n su diagonal secundaria. Las ima´genes corresponden
a los instantes de tiempo t = 5, 10, 20, 40, 100 y 200, en (a-f), respectivamente.
(a) (b)
Figura 6.65: Encadenado con un co´digo de colores lineal para la primera (a) y u´ltima (f) imagen
de la Figura 6.64.
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(c) (d)
Figura 6.66: Proceso de contraccio´n del me´todo de Himberg para un MAO (20×20)-dimensional
adaptado a un segmento, organizado en el mapa segu´n su diagonal secundaria. Las ima´genes
corresponden a las proyecciones obtenidas con θ = 0,25 en las iteraciones r = 1, 5, 20 y 100, en
(a-d), respectivamente.
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(a) (b)
Figura 6.67: Encadenado con un co´digo de colores lineal para la primera (a) y u´ltima (d) imagen
de la Figura 6.66.
El me´todo de contraccio´n de Himberg tambie´n revela adecuadamente la forma
lineal de los datos. Los resultados que genera son similares a los obtenidos con el
AAN, aunque el proceso de atraccio´n de las neuronas es muy diferente. La Figura
6.66 muestra las proyecciones que genera el me´todo para θ = 0,25 y r = 1, 5,
20 y 100, ilustradas en (a-d), respectivamente. En la primera iteracio´n es posible
empezar a intuir la forma de los datos, al aparecer una curva continua organizada
a lo largo de la diagonal secundaria del MAO. A medida que transcurren las
iteraciones la curva se aproxima cada vez ma´s a un segmento, donde no existe
una diferencia significativa entre la proyeccio´n final de este me´todo y la del AAN.
Por u´ltimo, las ima´genes (a) y (b) de la Figura 6.67 muestran el encadenado
con un co´digo de colores lineal de las proyecciones ilustradas en las ima´genes
(a) y (d), respectivamente, de la Figura 6.66. Al igual que en la Figura 6.65, las
ima´genes indican que las neuronas esta´n organizadas en franjas paralelas a la
diagonal principal.
Un MAO tambie´n puede adaptarse a un segmento de forma que e´ste quede
organizado en el mapa en forma de “U” (el segmento queda representado desde
una esquina hasta otra contigua a e´sta en el mapa). Esto puede ser detectado en
la U-matrix, ilustrada en la Figura 6.68 (a), donde aparece una clase curvada en
forma de “∩” con un borde de distancias elevadas en la zona inferior-central. Por
el contrario, el histograma de datos (b) no aporta informacio´n u´til al no desvelar
la estructura de los datos. Al igual que en el caso anterior, el MAO utilizado es
(20× 20)-dimensional.
La Figura 6.69 muestra el proceso de contraccio´n producido por el AAN para
este nuevo MAO, donde el nu´cleo de vecindad utilizado corresponde al descrito
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(a) (b)
Figura 6.68: U-matrix (a) e histograma de datos (b) para un MAO (20 × 20)-dimensional
adaptado a un segmento, donde sus neuronas aparecen organizadas en forma de “∩”.
(a) (b) (c)
(d) (e) (f)
Figura 6.69: Proceso de contraccio´n del AAN para un MAO (20× 20)-dimensional adaptado a
un segmento, organizado en el mapa en forma de “∩”. Las ima´genes corresponden a los instantes
de tiempo t = 5, 10, 20, 40, 100 y 200, en (a-f), respectivamente.
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(a) (b)
Figura 6.70: Encadenado basado en un co´digo de colores lineal para la u´ltima proyeccio´n (f) de
la Figura 6.69 y para la u´ltima proyeccio´n (d) de la Figura 6.71.
en (6.18) y los para´metros son los “esta´ndar”. Las ima´genes corresponden a los
instantes de tiempo t = 5, 10, 20, 40, 100 y 200, en (a-f), respectivamente.
Tal y como ocurr´ıa en el ejemplo de la Figura 6.64, en el proceso dina´mico las
neuronas se aproximan hasta formar una curva continua de dimensio´n intr´ınseca
uno, donde parece que e´stas se “enrollan” alrededor de una figura en forma de
“∩”. Aproximadamente, a partir de las primeras 40 iteraciones el me´todo es
capaz de representar adecuadamente co´mo el MAO se ha adaptado al segmento.
Posteriormente, a medida que se suceden las iteraciones del algoritmo la curva
tiende a parecerse a un segmento. De hecho, es necesario elevar la tasa inicial de
aproximacio´n (por ejemplo, λ(0) = 2,5) para que al final del proceso aparezca
una curva pra´cticamente recta.
El encadenado de la proyeccio´n final del algoritmo tras 200 iteraciones con
la original del MAO mediante un co´digo de colores lineal produce la imagen
ilustrada en la Figura 6.70 (a). La imagen (b) muestra el encadenado con la
proyeccio´n creada por el me´todo de Himberg tras realizar 200 iteraciones con
θ = 1 (ve´ase la Figura 6.71). Ambas ima´genes son muy parecidas y resultan
dif´ıciles de interpretar dada la dimensio´n intr´ınseca del segmento. Sin embargo,
con la ayuda de las proyecciones es posible determinar los extremos del segmento,
el borde entre e´stos y en definitiva co´mo queda representado el segmento por las
neuronas en el mapa.
La Figura 6.71 muestra las proyecciones generadas por el me´todo de Himberg
para θ = 1 y r = 5, 50, 100 y 200 en (a-d), respectivamente. El encadenado de la
u´ltima proyeccio´n es ilustrado en la Figura 6.70 (b). Los resultados son similares
a los obtenidos mediante el AAN (no existe una diferencia significativa entre
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(a) (b)
(c) (d)
Figura 6.71: Proceso de contraccio´n del me´todo de Himberg para un MAO (20×20)-dimensional
adaptado a un segmento, organizado en el mapa en forma de “∩”. Las ima´genes corresponden
a las proyecciones obtenidas con θ = 1 en las iteraciones r = 5, 50, 100 y 200, en (a-d),
respectivamente.
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Figura 6.72: Proceso de contraccio´n del me´todo de Himberg para un MAO (20×20)-dimensional
adaptado a un segmento, organizado en el mapa en forma de “∩”. Las ima´genes corresponden
a las proyecciones obtenidas con θ = 20 en las iteraciones r = 1, 3, 5 y 10, en (a-d), respectiva-
mente.
las proyecciones finales de ambos me´todos), a pesar de que en el ejemplo de la
Figura 6.69 la baja tasa de aproximacio´n no es suficiente como para ilustrar una
curva recta al final del proceso. En este caso, el me´todo de contraccio´n de Himberg
tambie´n revela adecuadamente la adaptacio´n del MAO al segmento a partir de las
primeras iteraciones. El proceso dina´mico permite visualizar como la proyeccio´n
avanza desde la forma con la que el MAO representa al segmento (curva con forma
de “∩”), hasta su forma original (lineal). Por otro lado, en este experimento
queda patente la necesidad de reescalar las proyecciones (independientemente
del me´todo de contraccio´n utilizado), ya que una fuerza de atraccio´n elevada o
demasiadas iteraciones puede provocar una pe´rdida de resolucio´n en las ima´genes
debida a una aglomeracio´n densa de las neuronas.
Este experimento tambie´n resulta interesante a la hora de analizar la velocidad
del me´todo de contraccio´n de Himberg, mediante la relacio´n entre el nu´mero de
iteraciones r y el para´metro θ. No´tese que teo´ricamente θ no afecta a la velocidad
del algoritmo (aunque curiosamente s´ı en la pra´ctica, ve´ase la Seccio´n 6.3.4), sino
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(a) (b) (c)
Figura 6.73: Proyeccio´n generada con el AAN (a), correspondiente encadenado mediante un
co´digo de colores lineal (b) y la U-matrix (c), para un MAO (20× 20)-dimensional adaptado a
la distribucio´n formada por un periodo de una sinusoide. El nu´cleo de vecindad corresponde al
descrito en (6.20), mientras que el conjunto de para´metros es el “esta´ndar”.
al grado de atraccio´n de las neuronas. En el ejemplo anterior es necesario ejecutar
un nu´mero elevado de iteraciones para conseguir visualizar la estructura lineal de
los datos, ya que el para´metro θ = 1 resulta ser relativamente bajo. Por otro lado,
el analista puede estar interesado u´nicamente en la proyeccio´n final. En ese caso,
es posible aumentar el para´metro θ para elevar la fuerza de atraccio´n entre las
neuronas y acelerar el algoritmo disminuyendo el nu´mero de iteraciones a ejecutar.
De esta manera, es posible obtener pra´cticamente las mismas proyecciones con un
nu´mero significativamente ma´s reducido de iteraciones. La Figura 6.72 muestra el
mismo ejemplo, donde θ ha sido incrementado hasta 20, mientras que el nu´mero de
iteraciones es reducido a r = 1, 3, 5 y 10, en (a-d), respectivamente. En general,
es posible obtener proyecciones que describen adecuadamente los conjuntos de
datos con los que se ha entrenado un MAO utilizando una sola iteracio´n (r = 1)
del me´todo de Himberg, siendo necesario elevar adecuadamente el para´metro θ.
Por esta razo´n, la complejidad computacional del me´todo puede ser reducida de
O(RM 2) a O(M 2), si so´lo se desea analizar la proyeccio´n final.
6.3.3.7. Sinusoide
El siguiente experimento, muy similar al anterior, consiste en analizar los
resultados del AAN aplicado a un MAO (20 × 20)-dimensional adaptado a la
distribucio´n formada por un periodo de una sinusoide, ve´ase la Figura 6.37. La
Figura 6.73 muestra la proyeccio´n generada con el AAN (a), el correspondiente
encadenado mediante un co´digo de colores lineal (b) y la U-matrix (c). En este
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(a) (b)
Figura 6.74: Proyeccio´n generada con el AAN (a) y correspondiente encadenado mediante un
co´digo de colores lineal (b) para un MAO (20 × 20)-dimensional adaptado a la distribucio´n
formada por un periodo de una sinusoide. El nu´cleo de vecindad corresponde al descrito en
(6.18), mientras que el conjunto de para´metros es el “esta´ndar”.
experimento el nu´cleo de vecindad corresponde al descrito en (6.20) y el conjunto
de para´metros coincide exactamente con el “esta´ndar”. Tanto la proyeccio´n como
la imagen coloreada describen adecuadamente la distribucio´n (no´tese la similitud
entre esta u´ltima y la U-matrix).
Los para´metros escogidos en el ejemplo permiten observar una curva parecida
a un periodo de sinusoide en la proyeccio´n. Sin embargo, al emplear ma´s iteracio-
nes o una tasa de aproximacio´n ma´s elevada la curva tiende a aproximarse a un
segmento o incluso a un punto (al subir de nivel en el dendograma de clasifica-
cio´n). De hecho, la proyeccio´n que genera el algoritmo con el nu´cleo de vecindad
descrito en (6.18) y el conjunto de para´metros “esta´ndar” es muy parecida a un
segmento. E´sta es ilustrada en la Figura 6.74 (a), junto con el encadenado basado
en un co´digo de colores lineal (b). Esto naturalmente tambie´n ocurre cuando el
me´todo de Himberg es aplicado con un nu´mero de iteraciones r o un valor de θ
elevados. Sin embargo, a pesar de que en estos casos la proyeccio´n no representa
a la distribucio´n de datos con precisio´n, la imagen coloreada producida a trave´s
del encadenado sigue representando una figura sinusoidal, muy parecida a las
ima´genes (b) y (c) de la Figura 6.73.
Por u´ltimo, la proyeccio´n generada con el me´todo de Himberg para θ = 0,25
en r = 10 iteraciones es mostrada en la Figura 6.75 (a), la cual es ma´s precisa
que la del AAN, al representar ma´s fielmente la forma original de la distribucio´n.
En cualquier caso, el correspondiente encadenado basado en un co´digo de colores
lineal (b) aporta la misma informacio´n que el resto de encadenados generados a
partir del AAN, ilustrados en las Figuras 6.73 (b) y 6.74 (b).
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(a) (b)
Figura 6.75: Proyeccio´n generada con el me´todo de contraccio´n de Himberg (a) y encadenado
mediante un co´digo de colores lineal (b) para un MAO (20 × 20)-dimensional adaptado a la
distribucio´n formada por un periodo de una sinusoide. La proyeccio´n ha sido calculada en r = 10
iteraciones con θ = 0,25.
(a) (b)
Figura 6.76: Matriz de distancias (a) e histograma de datos (b) para un MAO (20 × 20)-
dimensional adaptado a la distribucio´n formada por dos segmentos.
6.3.3.8. Dos segmentos
La siguiente distribucio´n esta´ compuesta por dos segmentos de igual longitud
definidos en R8. Los me´todos tradicionales de visualizacio´n de MAO son incapaces
de revelar la dimensio´n intr´ınseca de los datos, aunque discriminan adecuadamen-
te las dos clases de la distribucio´n. La Figura 6.76 muestra la matriz de distancias
(a) y el histograma de datos para un MAO (20× 20)-dimensional adaptado a di-
cha distribucio´n, ve´ase la Figura 6.77. Ambas ima´genes representan las dos clases
separadas por un borde claro, mientras que la poca variacio´n de los tonos de gris
ma´s oscuros proporciona una pista sobre la uniformidad de los datos en cada
clase.
En las ima´genes de los me´todos tradicionales no es posible detectar si las
dos clases representan clusters. Para observar la estructura lineal de los datos
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Figura 6.77: MAO (20×20)-dimensional adaptado a la distribucio´n formada por dos segmentos.
(a) (b)
Figura 6.78: Proyeccio´n generada con el AAN (a) y correspondiente encadenado mediante un
co´digo de colores lineal (b) para un MAO (20 × 20)-dimensional adaptado a la distribucio´n
formada por dos segmentos.
304
6.3. ALGORITMO DE AGRUPACIO´N DE NEURONAS
(a) (b)
Figura 6.79: Proyeccio´n generada con el me´todo de contraccio´n de Himberg con θ = 1 y r = 1
(a), y correspondiente encadenado mediante un co´digo de colores lineal (b), para un MAO
(20× 20)-dimensional adaptado a la distribucio´n formada por dos segmentos.
es necesario recurrir a otro tipo de me´todos como los de contraccio´n. La Figura
6.78 muestra la proyeccio´n generada con el AAN para el mismo MAO (20× 20)-
dimensional (a), donde es posible observar la dimensio´n intr´ınseca de cada clase.
La proyeccio´n es generada a partir del nu´cleo de vecindad descrito en (6.20) y
el conjunto de para´metros “esta´ndar”. El correspondiente encadenado produce
la imagen coloreada ilustrada en (b), la cual consigue discriminar ambas clases
mediante las diferencias en los colores de neuronas vecinas. La imagen coloreada
es similar a las generadas con los me´todos tradicionales, aunque la transicio´n
continua de colores en las clases indica que e´stas no corresponden a clusters
compactos sino a estructuras mas “alargadas”.
Por otro lado, el me´todo de contraccio´n Himberg produce pra´cticamente las
mismas proyecciones que el AAN. La Figura 6.79 muestra la proyeccio´n generada
con el me´todo (a), para θ = 1 y r = 1, y el correspondiente encadenado mediante
un co´digo de colores lineal (b). No´tese la similitud entre estas ima´genes y las
ilustradas en la Figura 6.78.
6.3.3.9. Circunferencia
La circunferencia puede ser considerada como una distribucio´n de dimensio´n
intr´ınseca uno ya que sus datos representan una curva (localmente) y no una
superficie. De esta manera, un MAO bidimensional sufre los mismos problemas
de desorganizacio´n al adaptarse a esta distribucio´n que a segmentos u otras curvas
como el periodo de una sinusoide. Las neuronas situadas en regiones planas del
MAO compiten por adaptarse a una curva “unidimensional”, lo cual provoca
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(a) (b)
Figura 6.80: U-matrix (a) e histograma de datos (b) para un MAO (20 × 20)-dimensional
adaptado a una circunferencia.
que estas zonas del MAO se “compriman”, distorsiona´ndose para acoplarse a
los datos. Afortunadamente, al estar definida en un plano, la circunferencia (al
igual que el periodo de una sinusoide) puede ser modelada adecuadamente por un
MAO bidimensional, donde los me´todos de visualizacio´n pueden revelar algunas
caracter´ısticas de su forma, como su simetr´ıa y estructura c´ıclica. Casualmente,
resulta preferible modelar esta distribucio´n por un MAO cuadrado que por uno
rectangular al no existir una direccio´n de mayor varianza en los datos.
La Figura 6.80 muestra la informacio´n que aportan me´todos tradicionales
de ana´lisis visual de MAO como la U-matrix (a) y el histograma de datos (b),
generado a partir de la variante descrita en la Tabla 5.3. El MAO adaptado a
una circunferencia es (20 × 20)-dimensional, ve´ase la Figura 6.32. Las ima´genes
muestran como los datos quedan representados por las neuronas del MAO en una
figura c´ıclica sime´trica parecida al contorno de una “×”. Como era de esperar, la
circunferencia recorre el exterior del MAO, pero tiende hacia el centro a medida
que las neuronas se encuentran ma´s alejadas de las esquinas. A pesar de no existir
clusters en los datos, estas ima´genes revelan adecuadamente varias caracter´ısticas
importantes de la distribucio´n, aunque no son capaces de indicar su dimensio´n
intr´ınseca.
Los me´todos de contraccio´n resultan especialmente indicados para representar
datos cuya dimensio´n intr´ınseca es inferior a la del propio MAO. El AAN es ca-
paz de crear descripciones adecuadas y precisas de una circunferencia. La Figura
6.81 muestra varias proyecciones del AAN para un MAO (20 × 20)-dimensional
adaptado a una circunferencia, adema´s del encadenado basado en un co´digo de
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(a) (b)
(c) (d)
Figura 6.81: Proyecciones del AAN para un MAO (20 × 20)-dimensional adaptado a una cir-
cunferencia y encadenado basado en un co´digo de colores lineal. En (a) y (b) el conjunto de
para´metros corresponde al “esta´ndar” para los nu´cleos de vecindad descritos en (6.20) y (6.18),
respectivamente. La proyeccio´n ilustrada en (c) utiliza (6.18), con T = 1000 y λ(0) = 0,5, y
sirve para generar la imagen coloreada (d) tras realizar un encadenado con la proyeccio´n del
MAO.
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colores lineal con la proyeccio´n ma´s precisa. En (a) y (b) el conjunto de para´me-
tros corresponde al “esta´ndar” para los nu´cleos de vecindad descritos en (6.20)
y (6.18), respectivamente. La proyeccio´n en (a) es muy similar a la obtenida me-
diante el MST (ve´ase la Figura 6.32), donde la forma de la curva resultante es
similar a la forma en que los datos son representados en el MAO, que puede ser
apreciada en la U-matrix y el histograma de datos de la Figura 6.80. La proyec-
cio´n en (b) ilustra una curva ma´s redonda, algo ma´s precisa que la mostrada en
(a). La u´ltima proyeccio´n (c) esta´ generada con el nu´cleo de vecindad descrito
en (6.20), pero el nu´mero de iteraciones T es aumentado hasta 1000, mientras
que la tasa de aproximacio´n inicial es reducida a λ(0) = 0,5. De esta manera, la
proyeccio´n resulta ser ma´s precisa que las anteriores. Finalmente, el encadenado
de la proyeccio´n original del MAO con la de la imagen (c) genera la imagen colo-
reada (d). E´sta es similar a la producida por los me´todos tradicionales de ana´lisis
de MAO y aporta la misma informacio´n. La continuidad de la circunferencia (su
estructura c´ıclica) queda manifiesta en la continuidad de los colores a trave´s del
contorno en forma de “×”.
Por otro lado, el me´todo de Himberg es capaz de generar descripciones ma´s
precisas de la circunferencia. La Figura 6.82 ilustra tres proyecciones del me´todo
obtenidas con los para´metros: θ = 0,25 y r = 20 en (a), θ = 25 y r = 1 en (b), y
θ = 150 y r = 1 en (c). La primera proyeccio´n ilustra la forma en que los datos
son representados en el MAO (a). En (b) la imagen es similar a las creadas por
el MST y por el propio AAN (ve´anse las Figuras 6.32 y 6.81). Al subir de nivel
en el dendograma creado por el me´todo la curva es transformada hasta presentar
una forma bastante precisa de una circunferencia (c). La imagen (d) muestra el
encadenado de la proyeccio´n del MAO con esta u´ltima proyeccio´n. La imagen
coloreada es muy similar a la presentada en la Figura 6.81 (d).
6.3.3.10. Dos eslabones encadenados
En el siguiente experimento la distribucio´n de datos elegida es la formada
por dos eslabones encadenados, la cual ha sido analizada previamente con varios
me´todos de visualizacio´n de MAO (ve´anse las Figuras 5.6, 5.17(b), 5.23 (b), 5.40
(a), 5.44 (a) y 6.30). La adaptacio´n de un MAO bidimensional a esta distribucio´n
es ilustrada en la Figura 6.30 con un MAO (20× 20)-dimensional.
La Figura 6.83 muestra la proyeccio´n del AAN para dicho MAO (20 × 20)-
dimensional (a). El correspondiente encadenado es ilustrado en (b). La proyeccio´n
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(a) (b)
(c) (d)
Figura 6.82: Proyecciones del me´todo de Himberg para un MAO (20×20)-dimensional adaptado
a una circunferencia y encadenado basado en un co´digo de colores lineal. Para´metros utilizados:
θ = 0,25 y r = 20 en (a), θ = 25 y r = 1 en (b), y θ = 150 y r = 1 en (c). La imagen coloreada
(d) corresponde al encadenado de la proyeccio´n del MAO con la de la imagen (c).
(a) (b)
Figura 6.83: Proyeccio´n generada con el AAN (a) y correspondiente encadenado mediante un
co´digo de colores lineal (b), para un MAO (20 × 20)-dimensional adaptado a la distribucio´n
formada por dos eslabones encadenados.
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es generada con el nu´cleo de vecindad descrito en (6.20), donde el conjunto de
para´metros corresponde al “esta´ndar”, salvo el nu´mero de iteraciones que es in-
crementado hasta T = 500. A diferencia de los me´todos cla´sicos la proyeccio´n
consigue desvelar la dimensio´n intr´ınseca de los datos, y aporta una idea sobre
la forma real de las clases (circular y continua). La imagen coloreada es dif´ıcil
de interpretar ya que no aparecen clusters en los datos y el cruce de las dos cir-
cunferencias en el plano otorga el mismo color a neuronas pertenecientes a clases
diferentes. En cualquier caso, es posible discriminar ambas clases con la ayuda
de la proyeccio´n u otros me´todos de visualizacio´n (U-matrix). Por otro lado, la
continuidad suave de los colores ayuda a deducir la forma c´ıclica de los datos
y una posible distribucio´n uniforme de e´stos. Por otro lado, la Figura 5.40 (a)
muestra la proyeccio´n generada con el me´todo de contraccio´n de Himberg donde
θ = 1 y r = 1, y el correspondiente encadenado mediante un co´digo de colores
lineal. Estas ima´genes vuelven a ser muy similares a las generadas por el AAN.
6.3.3.11. C´ırculo y anillo
La dimensio´n intr´ınseca de la distribucio´n formada por un c´ırculo y un anillo
es claramente dos, por lo que un MAO bidimensional deber´ıa adaptarse adecua-
damente a esta distribucio´n. Sin embargo, resulta dif´ıcil entrenar un MAO de
modo que preserve perfectamente la topolog´ıa debido a la fuerza de atraccio´n
del c´ırculo central, lo cual provoca que varias neuronas del per´ımetro exterior del
MAO representen datos del c´ırculo. De esta manera, el anillo queda representado
en el exterior del MAO formando una figura con forma de “C”. Esto puede ser
apreciado con claridad observando directamente los datos y las conexiones de los
vectores de referencia en el espacio original de los datos (en este caso observa-
ble), ve´ase la Figura 6.33, donde el MAO es (20× 20)-dimensional. Las ima´genes
generadas por la mayor´ıa de me´todos de visualizacio´n de MAO tambie´n revelan
este defecto (ve´ase la Figura 6.44).
Los me´todos de contraccio´n superan el problema anterior ya que las neuronas
del exterior del MAO que representan al c´ırculo son atra´ıdas ra´pidamente hacia el
centro de la proyeccio´n donde e´ste queda representado. Las proyecciones ilustran
adecuadamente un anillo exterior continuo y un cluster central compacto, donde
existe una mayor concentracio´n en su centro, tal y como sucede en la distribucio´n
original de los datos. La Figura 6.84 muestra la proyeccio´n del AAN para el MAO
(20 × 20)-dimensional, generada con el nu´cleo de vecindad descrito en (6.20),
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(a) (b)
Figura 6.84: Proyeccio´n generada con el AAN (a) y correspondiente encadenado mediante un
co´digo de colores lineal (b) para un MAO (20 × 20)-dimensional adaptado a la distribucio´n
formada por un c´ırculo y un anillo conce´ntricos.
(a) (b)
Figura 6.85: Proyeccio´n generada con el me´todo de contraccio´n de Himberg con θ = 2 y r = 1
(a), y correspondiente encadenado mediante un co´digo de colores lineal (b), para un MAO
(20×20)-dimensional adaptado a la distribucio´n formada por un c´ırculo y un anillo conce´ntricos.
donde el nu´mero de iteraciones es relativamente elevado T = 1000 para obtener
mayor precisio´n en la representacio´n de la distribucio´n (a). El resto de para´metros
corresponden a los “esta´ndar”. El encadenado con la proyeccio´n original del MAO
es mostrado en (b). En esta imagen coloreada aparece un cluster central ilustrado
mediante un color uniforme, que lo separa claramente de la clase exterior. La
continuidad del anillo exterior, que no puede ser detectada mediante te´cnicas
tradicionales de ana´lisis de MAO, queda representada por la transicio´n continua
de los colores en el per´ımetro del MAO. Obse´rvese que las neuronas adaptadas
al anillo donde se produce la discontinuidad aparecen con un color similar en el
mapa.
Por otro lado, la Figura 6.85 muestra la proyeccio´n generada con el me´todo de
contraccio´n de Himberg (a), donde θ = 2 y r = 1. El correspondiente encadenado
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(a) (b)
Figura 6.86: U-matrix (a) e histograma de datos (b) para un MAO (20 × 20)-dimensional
adaptado a la distribucio´n formada por una esfera maciza dentro de otra hueca.
mediante un co´digo de colores lineal es mostrado en (b). Las ima´genes son muy
similares a las obtenidas mediante el AAN (ve´ase la Figura 6.84). Aumentando
cualquiera de los dos para´metros del algoritmo es posible generar una proyeccio´n
muy precisa de la distribucio´n de datos. Sin embargo, en este caso, a medida que
aumenta la precisio´n de la proyeccio´n resulta ma´s complicado detectar el borde
entre el c´ırculo y el anillo en el encadenado basado en un co´digo de colores. No´tese
que resulta ma´s fa´cil discriminar las dos clases en el encadenado generado a partir
del AAN.
6.3.3.12. Esfera maciza dentro de una esfera hueca
La distribucio´n formada por una esfera maciza dentro de una esfera hueca es
la “versio´n tridimensional” de la distribucio´n formada por un c´ırculo y un anillo.
La dimensio´n intr´ınseca de la esfera maciza es claramente tres, por lo que un
MAO bidimensional presenta serias dificultades para adaptarse ordenadamente a
ella. El grosor de la esfera hueca es lo suficientemente delgado como para conside-
rar que los datos se hallan aproximadamente sobre una superficie bidimensional,
y el MAO podra´ adaptarse mejor a ellos que a la esfera maciza. Sin embargo,
la forma “cerrada” de la esfera hueca genera discontinuidades en el MAO bidi-
mensional (especialmente en sus bordes exteriores dado que e´ste representa una
superficie acotada), al igual que el desorden de las neuronas que representan a la
esfera maciza. De esta manera, la informacio´n contenida en el MAO y visualizada
mediante los me´todos de ana´lisis generalmente no es fiable y resulta muy dif´ıcil
de interpretar.
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(a) (b)
Figura 6.87: Proyeccio´n generada con el AAN (a) y correspondiente encadenado mediante un
co´digo de colores lineal (b) para un MAO (20 × 20)-dimensional adaptado a la distribucio´n
formada por una esfera maciza dentro de otra hueca.
La Figura 6.86 muestra la U-matrix y el histograma de datos (creado a par-
tir de la variante descrita en la Tabla 5.3) para un MAO (20 × 20)-dimensional
adaptado a la distribucio´n formada por una esfera maciza dentro de otra hueca
(ve´ase la Figura 6.31), en (a) y (b), respectivamente. En este caso, la U-matrix y
el histograma de datos ilustran tres zonas oscuras disjuntas, que pueden ser inter-
pretadas como clusters. La clase central a lo largo de la diagonal secundaria (45o)
representa al cluster de la esfera maciza, mientras las otras dos clases representan
a la esfera hueca, que no son clusters. El analista tiene la dif´ıcil tarea de visuali-
zar que los datos de estas dos clases realmente pertenecen a una sola, a pesar de
estar ubicados en extremos opuestos del MAO y de la propia distribucio´n. Este
ejemplo demuestra la necesidad de comprobar la calidad de la adaptacio´n de los
MAO a los conjuntos de datos mediante medidas de bondad relacionadas con la
preservacio´n de la topolog´ıa, para determinar si el MAO resulta adecuado para
modelar y examinar visualmente los datos antes de ser utilizado. En este caso, la
dimensio´n del MAO no permite analizar adecuadamente la distribucio´n.
Sin embargo, los vectores de referencia pueden ser proyectados a un plano
bidimensional de manera que se pierda la estructura regular de la proyeccio´n
que genera el MAO. Una opcio´n consiste en utilizar me´todos de contraccio´n, que
adema´s facilitan la interpretacio´n de las ima´genes producidas por los me´todos
tradicionales. La Figura 6.87 muestra la proyeccio´n del AAN generada con el
nu´cleo de vecindad descrito en (6.18), donde el nu´mero de iteraciones es elevado
a T = 5000, la tasa de aproximacio´n es reducida a λ(0) = 0,005 y τ es incremen-
tado a 0,55, para obtener mayor precisio´n en la representacio´n de la distribucio´n
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(a) (b)
Figura 6.88: Proyeccio´n generada con el me´todo de contraccio´n de Himberg con θ = 3 y r = 1
(a), y correspondiente encadenado mediante un co´digo de colores lineal (b), para un MAO
(20× 20)-dimensional adaptado a la distribucio´n formada por una esfera maciza dentro de otra
hueca.
(a). Al estar disen˜ado principalmente para analizar clusters, la proyeccio´n consi-
gue agrupar los vectores de referencia asociados a la esfera maciza en un cluster
compacto, mientras que el resto quedan repartidos por el espacio observable. Esta
agrupacio´n permite detectar claramente la clase que representa al cluster central
en la imagen coloreada fruto del encadenado mediante un co´digo de colores lineal
de la proyeccio´n con la original del MAO (b). La esfera maciza queda represen-
tada mediante un color uniforme (verde-oliva), quedando claramente separada
del resto de clases en el mapa. Por otro lado, a pesar de que las neuronas que
representan a la esfera hueca aparecen en diversas regiones disjuntas en el MAO,
es posible detectar una relacio´n entre ellas a trave´s de las similitudes en los co-
lores de sus bordes. Este feno´meno queda au´n ma´s claro en la imagen coloreada
asociada al me´todo de Himberg, ve´ase la Figura 6.88 (b).
La Figura 6.88 muestra la proyeccio´n generada con el me´todo de contraccio´n
de Himberg (a), donde θ = 3 y r = 1, la cual es ma´s precisa que la generada con
el ANN. El correspondiente encadenado mediante un co´digo de colores lineal es
mostrado en (b). La imagen coloreada facilita la interpretacio´n de las relaciones
entre las diferentes regiones del MAO asociadas a la esfera hueca. Por ejemplo,
el borde derecho del “cluster” superior-izquierdo recibe un color anaranjado, al
igual que una pequen˜a regio´n de la esquina superior-derecha y el borde superior
del “cluster” inferior-derecho, indicando que todas estas zonas representan datos
similares. Con los tonos verdes claros sucede un feno´meno similar en el extremo
opuesto del mapa. Por otro lado, la no-uniformidad de los colores de las neuronas
asociadas a la esfera maciza indica las numerosas discontinuidades del MAO al
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(a) (b)
Figura 6.89: Matriz de distancias (a) e histograma de datos (b) para un MAO (20 × 20)-
dimensional adaptado a la distribucio´n formada por dos superficies cuadradas planas paralelas.
adaptarse a la distribucio´n tridimensional.
6.3.3.13. Dos superficies planas paralelas
En este caso la distribucio´n a analizar esta´ compuesta por dos superficies cua-
dradas planas paralelas. El experimento resulta muy similar al llevado a cabo con
la distribucio´n formada por dos segmentos. Un MAO bidimensional es capaz de
discriminar las dos clases, pero no aporta informacio´n va´lida sobre la forma de los
datos ni su dimensio´n intr´ınseca. La Figura 6.89 ilustra la matriz de distancias y
el histograma de datos para un MAO (20× 20)-dimensional adaptado a la distri-
bucio´n (ve´ase la Figura 6.26) en (a) y (b), respectivamente. No´tese la similitud
entre estas ima´genes y las ilustradas en la Figura 6.76. Las superficies cuadradas
quedan claramente separadas por un borde claro, mientras la poca variacio´n de
los tonos de gris indica una posible distribucio´n uniforme de los datos en ambas
clases.
La Figura 6.90 muestra la proyeccio´n del AAN, para el mismo MAO (20×20)-
dimensional, generada con el nu´cleo de vecindad descrito en (6.20) (a), donde el
nu´mero de iteraciones es elevado a T = 500 y el resto de para´metros corresponden
a los “esta´ndar”. En la proyeccio´n es posible intuir que las dos clases o clusters
representan superficies donde los datos aparecen segu´n una distribucio´n uniforme.
El correspondiente encadenado produce la imagen coloreada ilustrada en (b), la
cual es muy similar a las ima´genes generadas con los me´todos tradicionales de
visualizacio´n (ve´ase la Figura 6.89) y consigue discriminar adecuadamente ambas
clases. Por otro lado, la transicio´n suave y constante de los colores tambie´n indica
la uniformidad de los datos en cada clase.
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(a) (b)
Figura 6.90: Proyeccio´n generada con el AAN (a) y correspondiente encadenado mediante un
co´digo de colores lineal (b) para un MAO (20 × 20)-dimensional adaptado a la distribucio´n
formada por dos superficies cuadradas planas paralelas.
(a) (b)
Figura 6.91: Proyeccio´n generada con el me´todo de contraccio´n de Himberg con θ = 0,5 y r = 1
(a), y correspondiente encadenado mediante un co´digo de colores lineal (b), para un MAO
(20× 20)-dimensional adaptado a la distribucio´n formada por dos superficies cuadradas planas
paralelas.
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(a) (b)
Figura 6.92: U-matrix (a) e histograma de datos (b), para un MAO (20 × 20)-dimensional
adaptado a la distribucio´n con forma de estrella.
La Figura 6.91 muestra la proyeccio´n generada con el me´todo de contraccio´n
de Himberg (a), donde θ = 0,5 y r = 1. El correspondiente encadenado mediante
un co´digo de colores lineal es mostrado en (b). No´tese la similitud entre estas
ima´genes y las ilustradas en la Figura 6.90, donde la uniformidad de las clases
queda ligeramente ma´s clara en la proyeccio´n generada por el me´todo de Himberg.
6.3.3.14. Estrella
La siguiente distribucio´n tiene forma de estrella y esta´ compuesta por tres
ortoedros delgados, dispuestos segu´n las direcciones de los ejes de coordenadas en
R
3. La dimensio´n intr´ınseca de los datos es tres, por lo que aparecen numerosas
discontinuidades locales en MAO bidimensionales. No obstante, e´stos son capaces
de desvelar la forma global de los datos (sus seis “brazos”). La Figura 6.92 ilustra
la U-matrix y el histograma de datos (generado a partir de la variante descrita
en la Tabla 5.3) para un MAO (20 × 20)-dimensional adaptado a la distribu-
cio´n (ve´ase la Figura 6.34) en (a) y (b), respectivamente. Una vez ma´s, la poca
variacio´n de los tonos de gris indica que la distribucio´n de los datos es uniforme.
La Figura 6.93 muestra la proyeccio´n del AAN para el mismo MAO (20×20)-
dimensional (a), y el correspondiente encadenado (b). La proyeccio´n es generada
con el nu´cleo de vecindad descrito en (6.20), donde el conjunto de para´metros
es el “esta´ndar”. E´sta ilustra adecuadamente las estructuras que componen la
distribucio´n en dos dimensiones (mejorando la visualizacio´n aportada por los
me´todos tradicionales), donde es posible distinguir el ligero grosor de los seis
“brazos” de la estrella. La imagen coloreada fruto del encadenado es similar a la
aportada por los me´todos tradicionales (ve´ase la Figura 6.92), y muestra cada
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(a) (b)
Figura 6.93: Proyeccio´n generada con el AAN (a) y correspondiente encadenado mediante un
co´digo de colores lineal (b), para un MAO (20×20)-dimensional adaptado a la distribucio´n con
forma de estrella.
(a) (b)
Figura 6.94: Proyeccio´n generada con el me´todo de contraccio´n de Himberg con θ = 0,5 y r = 1
(a), y correspondiente encadenado mediante un co´digo de colores lineal (b), para un MAO
(20× 20)-dimensional adaptado a la distribucio´n con forma de estrella.
segmento o brazo con un color diferente, indicando la diferencia entre e´stos. Sin
embargo, la imagen resulta dif´ıcil de interpretar correctamente ya que a simple
vista aparecen siete zonas con colores diferentes. La continuidad entre los brazos
de la estrella y su centro no es evidente, por lo que el analista puede pensar que
existe un cluster central, separado de las clases situadas alrededor de e´ste. Por
esta razo´n el analista debe examinar al mismo tiempo la propia proyeccio´n, que
es la que aporta la informacio´n necesaria sobre la continuidad de los datos.
El problema anterior tambie´n puede ser mitigado aumentando ligeramente la
precisio´n de la proyeccio´n, lo cual puede ser conseguido aumentando las itera-
ciones del AAN o utilizando el me´todo de Himberg. La Figura 6.94 muestra la
proyeccio´n generada con el me´todo de contraccio´n de Himberg (a), donde θ = 0,5
y r = 1. El correspondiente encadenado mediante un co´digo de colores lineal es
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(a) (b)
Figura 6.95: Proyeccio´n generada con el AAN (a) y correspondiente encadenado mediante un
co´digo de colores lineal (b), para un MAO (20 × 20)-dimensional adaptado a la distribucio´n
formada por una circunferencia, un segmento, un cuadrado y un ortoedro.
mostrado en (b). No´tese la similitud entre estas ima´genes y las ilustradas en la
Figura 6.93. En este caso, la continuidad de los datos puede ser apreciada con
claridad en la imagen coloreada.
6.3.3.15. Circunferencia, segmento, cuadrado y ortoedro
Es posible ver en el experimento llevado a cabo en la Seccio´n 6.2.3.6 que los
me´todos tradicionales de visualizacio´n tienen problemas para representar adecua-
damente las caracter´ısticas de la distribucio´n formada por una circunferencia, un
segmento, un cuadrado y un ortoedro. La superposicio´n de la U-matrix con el
histograma de datos ayuda a interpretar correctamente las diversas estructuras
de la distribucio´n, ve´ase la Figura 6.48. No obstante, los me´todos de proyeccio´n
consiguen generar una descripcio´n ma´s clara de los datos, como el MST (ve´ase
la Figura 6.35) o los me´todos de contraccio´n, especialmente cuando su dimensio´n
intr´ınseca es menor que la dimensio´n del MAO.
La Figura 6.95 muestra la proyeccio´n del AAN para un MAO (20 × 20)-
dimensional adaptado a la distribucio´n (a), ve´ase la Figura 6.35. El correspon-
diente encadenado es ilustrado en (b). La proyeccio´n es generada con el nu´cleo
de vecindad descrito en (6.20), donde el conjunto de para´metros corresponde al
“esta´ndar”. La proyeccio´n ilustra todas las clases de los datos con suficiente preci-
sio´n, teniendo en cuenta que es imposible representar adecuadamente el ortoedro
en dos dimensiones. Por otro lado, aunque la proyeccio´n puede ayudar a inter-
pretar la imagen coloreada fruto del encadenado, en este caso resulta muy dif´ıcil
de interpretar, a pesar de que cada color en el mapa esta´ asociado a una clase
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de datos (el rojo brillante a la circunferencia, el rojo oscuro al segmento, el verde
oscuro al cuadrado y el verde brillante al ortoedro). Por ejemplo, no es posible
detectar que las esquinas superior-izquierda e inferior-derecha apenas representan
datos. Tampoco es posible apreciar con claridad una forma circular en la esquina
superior-derecha, ni una estructura lineal para el segmento.
Por otro lado, la Figura 5.40 (b) muestra la proyeccio´n generada con el me´todo
de contraccio´n de Himberg donde θ = 3 y r = 1, y el correspondiente encadenado
mediante un co´digo de colores lineal. Estas ima´genes vuelven a ser muy similares
a las generadas por el AAN.
6.3.3.16. Datos reales de habla
La complejidad de los datos reales de habla es considerablemente mayor que la
relativa a las distribuciones de simulacio´n. Suelen presentar casos at´ıpicos, ruido
y un solapamiento de clases notable debido a su alta variabilidad, lo cual dificulta
su ana´lisis. Al estar definidos en R8, so´lo es posible visualizarlos mediante te´cnicas
de proyeccio´n a un espacio observable, lo cual implica una pe´rdida de informacio´n.
Aunque la dimensio´n intr´ınseca de los datos reales sea menor o igual a tres (la
de los datos de habla utilizados en [BHV99] esta´ comprendida entre dos y tres
segu´n un estudio con medidas de bondad) generalmente no es posible conocer sus
caracter´ısticas a priori, por lo que no resultan adecuados para evaluar te´cnicas
de visualizacio´n. Por otro lado, el conocimiento de un experto sobre datos de
habla y sobre la propia herramienta de visualizacio´n es necesario para realizar un
ana´lisis efectivo y poder llegar a una conclusio´n en cuanto a la utilidad de dicha
herramienta.
La Seccio´n 6.2.3.7 presenta un experimento donde los datos reales de habla
son analizados mediante la superposicio´n de una U-matrix y un histograma de
datos (ve´ase la Figura 6.49). Estas ima´genes aportan informacio´n sobre la estruc-
tura de los clusters de la distribucio´n en el mapa. Sin embargo, la mayor fuente de
informacio´n relativa a la localizacio´n de los diferentes fonemas o “subfonemas”,
que permite etiquetar el MAO, analizar secuencias de fonemas, detectar las cla-
ses existentes y su relacio´n, e incluso detectar discontinuidades en el MAO, es
aportada por las ima´genes coloreadas que generan los me´todos de contraccio´n de
neuronas mediante el encadenado.
La Figura 6.96 muestra la proyeccio´n del AAN para un MAO (16 × 16)-
dimensional adaptado a la distribucio´n formada por datos reales de habla de la
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(a) (b)
Figura 6.96: Proyeccio´n generada con el AAN (a) y correspondiente encadenado mediante un
co´digo de colores lineal (b), para un MAO (16 × 16)-dimensional adaptado a la distribucio´n
formada por datos reales de habla de la palabra “right”.
palabra “right” (a), ve´ase la Figura 6.49. El correspondiente encadenado es ilus-
trado en (b). La proyeccio´n es generada con el nu´cleo de vecindad descrito en
(6.20), donde el conjunto de para´metros corresponde al “esta´ndar”, excepto el
nu´mero de iteraciones que es elevado a T = 500. La proyeccio´n atrae principal-
mente a las neuronas asociadas a los dos clusters densos claramente visibles en
la U-matrix (que corresponden a dos clases de silencio). Esto indica que dichas
clases representan datos muy similares. Por otro lado, en la parte izquierda del
mapa la atraccio´n entre las neuronas es mucho menor, lo cual indica una mayor
dispersio´n de datos en las clases representadas por dichas neuronas (vocales y el
fonema /r/). Esto naturalmente queda reflejado en la imagen coloreada generada
a partir del encadenado. El silencio queda representado por una clase de color
naranja (separada del resto), mientras no aparece otra zona de color constante
en el resto del mapa.
Dado el alto grado de dispersio´n y solapamiento de las clases en los datos
de habla (no existen clusters fa´ciles de discriminar excepto el silencio), la verda-
dera utilidad de la proyeccio´n consiste en aplicar el encadenado y obtener una
imagen coloreada donde cada clase quede representada por una familia de colo-
res. Posteriormente, a cada patro´n de la distribucio´n es posible asignarle el color
asociado a su correspondiente neurona ganadora. De esta manera, surgen nuevas
visualizaciones de los datos que ayudan a llevar a cabo el proceso de ana´lisis.
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Figura 6.97: Ana´lisis de secuencias mediante s´ımbolos coloreados. Cada vector de ocho para´me-
tros RASTA-PLP (los valores de sus componentes son mostrados por columnas mediante nive-
les de gris en orden ascendente) correspondiente a 10 milisegundos de una traza de la palabra
“right”. Cada vector puede ser representado (en este caso mediante recta´ngulos) en una lista
coloreada, donde recibe el color asociado a su neurona ganadora en el mapa coloreado.
Dada la naturaleza dina´mica de los datos de habla, una de las aplicaciones
principales del mapa coloreado consiste en analizar secuencias de datos, lo cual
va a permitir etiquetar tanto la sen˜al de habla como el propio MAO. La Figura
6.97 muestra la misma sen˜al de la palabra “right” y secuencia de vectores de
para´metros RASTA-PLP asociados, previamente ilustradas en la Figura 4.16.
La figura tambie´n muestra una lista de recta´ngulos coloreados asociados a cada
patro´n de entrada, donde su color corresponde al de la neurona ganadora de dicho
patro´n en el mapa coloreado. Mediante esta lista es posible distinguir los diferentes
fonemas y “subfonemas” que aparecen en la sen˜al de habla de forma visual, ya que
varias secciones de la lista aparecen con un color similar. Un ana´lisis detallado de
la sen˜al indica que el silencio /$/ queda representado por colores anaranjados y
castan˜os claros. El negro y marro´n oscuro corresponden al fonema /r/. Los verdes
al diptongo formado por los fonemas /a/ (verde oscuro) e /i/ (verde claro). El
rojo oscuro corresponde a una sen˜al de poca energ´ıa /$’/, parecida al silencio,
que aparece generalmente al final del fonema /i/ (el rojo brillante de la esquina
superior-derecha del mapa coloreado corresponde a otro tipo diferente de silencio,
poco frecuente, que resulta ser una clase at´ıpica, ya que un porcentaje elevado de
los datos asociados a ese color aparecen en una sola traza). Por u´ltimo, es posible
dividir la “t” en dos clases o “subfonemas” diferentes /t/ y /t’/, asociados a
colores marrones claros y amarillos, respectivamente.
La imagen coloreada no so´lo sirve para detectar los clusters o clases y sus
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bordes. El ejemplo tambie´n muestra el poder exploratorio de los MAO, ya que
permite detectar ciertas caracter´ısticas inesperadas en los datos, como eran el
silencio asociado al rojo brillante, el final del fonema /i/, los dos grandes clusters
separados de silencio, o la divisio´n del fonema /t/.
La lista o secuencia coloreada de la Figura 6.97, relativa a un locutor masculino
grabado sin ruido inducido, es similar a la mayor´ıa de secuencias obtenidas con
el resto de trazas de la base de datos de la palabra “right”. De esta manera, el
uso del mapa coloreado ayuda a etiquetar toda la base de datos (el etiquetado
de una base de datos de habla es un problema tremendamente complejo incluso
para un especialista), y el proceso puede ser realizado a la inversa para etiquetar
las neuronas del MAO.
La Figura 6.98 muestra tres ejemplos de las secuencias coloreadas obtenidas
a partir de trazas de la base de datos de habla. Aunque la mayor´ıa de trazas
corresponden a locutores espan˜oles (no nativos), en el primer ejemplo el locutor,
que es grabado con ruido inducido, tiene un acento claramente estadounidense
(en concreto de la ciudad de Nueva York, que es uno de los ocho principales
acentos estadounidenses). La diferencia con respecto al resto de trazas de la base
de datos resulta en que apenas pronuncia el fonema /t/, por lo que no aparece
una secuencia amarilla al final de la secuencia, aunque es posible apreciar algunos
elementos marrones claros (a). En (b) la traza corresponde a una mujer grabada
sin ruido inducido, y al contrario del primer ejemplo pronuncia la “t” de forma
exagerada, por lo que al final de la secuencia aparece una zona extensa amarilla
y marro´n clara. El u´ltimo ejemplo incluye una traza donde aparecen numerosos
datos at´ıpicos, y es la responsable de la mayor parte de datos asociados a la
esquina superior-derecha del mapa, coloreada con un rojo brillante. Al principio
de la traza tambie´n aparecen datos at´ıpicos antes del fonema /r/, donde el sonido
parece el principio de una “g”.
Por otro lado, resulta ma´s sencillo etiquetar la base de datos y el MAO me-
diante este tipo de visualizacio´n que por medio de grafos (ve´ase la Seccio´n 5.2.4).
La Figura 6.99 (a) muestra un grafo donde aparecen conectadas las neuronas
ganadoras de los vectores de datos adyacentes ilustrados en la Figura 6.97. El
mismo grafo puede ser mostrado aplicando el mapa coloreado como fondo (b), lo
cual facilita su ana´lisis.
Con respecto al me´todo de Himberg, e´ste sigue generando proyecciones simi-
lares a las obtenidas por el AAN. La Figura 6.100 muestra la proyeccio´n generada
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Figura 6.98: Ejemplos de secuencias coloreadas. La traza en (a) corresponde a un locutor mas-
culino grabado con ruido inducido, en (b) a una mujer sin ruido inducido y en (c) a una mujer
con ruido inducido.
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(a) (b)
Figura 6.99: Ana´lisis de la secuencia de datos de la Figura 6.97 mediante un grafo que co-
necta neuronas ganadoras de datos adyacentes (a). El mapa coloreado generado a partir del
encadenado puede ser utilizado como fondo para facilitar el ana´lisis (b).
(a) (b)
Figura 6.100: Proyeccio´n generada con el me´todo de contraccio´n de Himberg con θ = 0,25 y
r = 25 (a), y correspondiente encadenado mediante un co´digo de colores lineal (b), para el
MAO (16× 16)-dimensional adaptado a la distribucio´n formada por datos reales de habla de la
palabra “right”.
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(a) (b)
Figura 6.101: Uso de mapas coloreados como medidas de bondad. La imagen (a) corresponde a
un mapa coloreado (tras aplicar el AAN y el encadenado a una base de datos de habla) donde
aparecen tres clusters de color verde que representan silencio. Sin embargo, los dos clusters
superiores esta´n adaptados a los mismos datos, como muestra la arista larga de la proyeccio´n
del a´rbol generador mı´nimo (que conecta vectores de referencia en el espacio de los datos) sobre
el mapa (b).
con el me´todo de contraccio´n de Himberg (a), donde θ = 0,25 y r = 25. El corres-
pondiente encadenado mediante un co´digo de colores lineal es mostrado en (b).
Los para´metros han sido escogidos para que el me´todo represente los dos grandes
clusters de silencio mediante colores diferentes.
La Seccio´n 6.3.3.12 muestra un ejemplo donde es posible detectar discontinui-
dades en un MAO por medio de las asociaciones de colores relativas a los me´todos
de contraccio´n. E´stas aparecen cuando neuronas lejanas en el mapa presentan co-
lores similares. La Figura 6.101 muestra un ejemplo de un mapa coloreado (tras
aplicar el AAN y el encadenado) donde es posible observar tres clases de silen-
cio cuando en realidad so´lo existen dos (a). El ejemplo esta´ basado en un MAO
(16× 16)-dimensional adaptado a una distribucio´n de habla de la palabra ingle-
sa “up”, grabada en las mismas condiciones y por los mismos locutores que la
de la palabra “right”. En las ima´genes es posible detectar tres clusters de co-
lor verde-oliva (correspondientes a datos de silencio). Sin embargo, un ana´lisis
ma´s profundo indica que los dos clusters superiores representan pra´cticamente
los mismos datos. Es posible ver esta discontinuidad del MAO tras proyectar el
a´rbol generador mı´nimo, que conecta a vectores de referencia en el espacio de los
datos sobre el propio mapa. Una de las aristas es considerablemente ma´s larga
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Figura 6.102: Proyeccio´n coloreada de los datos de habla segu´n sus dos primeras componentes
principales.
que las dema´s, indicando un par de vectores de referencia pro´ximos en el espacio
de los datos pero lejos en el mapa. Tambie´n es posible obtener MAO con clusters
de silencio “repetidos” con la base de datos de la palabra “right”.
6.3.3.17. Combinacio´n del AAN con el MST
La asignacio´n de colores a los datos tambie´n puede ser aprovechada para
colorear proyecciones de e´stos a espacios observables. La Figura 6.102 muestra
la proyeccio´n coloreada de la distribucio´n de la palabra “right” segu´n sus dos
primeras componentes principales (ve´ase la proyeccio´n sin colorear en la Figura
6.49 (d)). El color aporta profundidad a la imagen, donde es posible observar la
misma transicio´n de colores que aparece en el mapa coloreado (verde claro, verde
oscuro, marro´n oscuro, rojo oscuro, rojo, naranja, marro´n claro y amarillo).
El MST crea proyecciones no-lineales de los datos que pueden ser coloreadas
siguiendo la misma estrategia. La Figura 6.103 muestra dos proyecciones colo-
readas del me´todo para la distribucio´n de habla. La proyeccio´n ilustrada en (a)
esta´ basada en el error entre tria´ngulos ξ1, mientras la mostrada en (b) lo esta´ en
ξ2. En ambos casos Ψ(x) contiene todos los pares de neuronas posibles y ϕ es
escogida segu´n (6.6). La proyeccio´n en (b) se ajusta ma´s a la estructura del MAO
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(a) (b)
Figura 6.103: Proyecciones coloreadas de los datos de habla mediante el MST. En (a) el me´todo
utiliza ξ1 y en (b) ξ2. En ambos casos Ψ(x) contiene todos los pares de neuronas posibles y ϕ
es escogida segu´n (6.6).
ya que la propiedad de ajuste se satisface mejor con ξ2 que con ξ1. Las proyeccio-
nes permiten discriminar las diferentes clases por medio de los colores asociados a
cada dato y dan una pista sobre datos at´ıpicos o clases inesperadas. Por ejemplo,
llama la atencio´n la separacio´n de los datos verdes claros en las zonas inferiores
de las ima´genes. En (a) los datos asociados al silencio y al fonema /t/ son pro-
yectados sobre la misma zona del espacio de observacio´n, lo cual no es extran˜o ya
que ambos tipos de datos corresponden a sen˜ales similares de poca energ´ıa. Esto
tambie´n ocurre en la proyeccio´n lineal basada en los dos primeros componentes
principales ilustrada en la Figura 6.102.
La Figura 6.104 muestra otro ejemplo de la proyeccio´n del MST para los datos
de habla. En esta ocasio´n el me´todo utiliza ξ1, Ψ(x) contiene todos los pares de
neuronas formados con las vecinas de la ganadora, y ϕ es escogida segu´n (6.6). De
esta manera, las proyecciones son ra´pidas y satisfacen mejor la propiedad de ajuste
que las mostradas en la Figura 6.103. En (a) la proyeccio´n so´lo contiene datos
relativos a trazas grabadas por locutores masculinos y en (b) por femeninos. Las
diferencias entre ambas proyecciones son notables. El cluster de silencio situado
ma´s a la izquierda esta´ presente sobre todo en las trazas grabadas por mujeres,
mientras los datos claramente amarillos so´lo aparecen en el mapa “masculino”.
Tambie´n es posible observar que los datos voca´licos de los hombres esta´n situados
ma´s hacia el exterior del mapa o espacio de observacio´n. Por otro lado, los datos
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(a) (b)
Figura 6.104: Diferencias entre hombres y mujeres mediante el MST. En (a) el me´todo proyecta
datos pertenecientes a trazas grabadas por hombres y en (b) por mujeres. En ambos casos el
me´todo utiliza ξ1, Ψ(x) contiene todos los pares de neuronas formados con las vecinas de la
ganadora, y ϕ es escogida segu´n (6.6).
at´ıpicos del final de la traza ilustrada en la Figura 6.98 (c) esta´n ubicados en la
esquina superior-derecha del mapa “femenino”.
6.3.4. Resultados experimentales: velocidad
Los experimentos anteriores confirman que el AAN puede producir resultados
similares a los del me´todo de contraccio´n de Himberg, aunque las proyecciones
generadas con este u´ltimo son ligeramente ma´s precisas. La ventaja del AAN
sobre el me´todo de Himberg radica en su velocidad cuando el MAO es de taman˜o
elevado o cuando el analista desea visualizar el proceso dina´mico de contraccio´n
(el a´rbol jera´rquico de clasificacio´n).
Este apartado presenta un ana´lisis de tiempos de ejecucio´n relativos al AAN
y al me´todo de contraccio´n de Himberg. El estudio ha sido llevado a cabo con
MAO cuadrados de varios taman˜os ((20× 20), (32× 32), (64× 64), (100× 100)),
adaptados a las distribuciones formadas por dos eslabones encadenados, ocho
clusters disjuntos con forma hipercu´bica, y cuatro clusters de igual taman˜o y di-
ferente forma. Los tiempos de ejecucio´n presentados son relativos a un ordenador
personal con procesador Intelr Pentiumr 4 a 1.7GHz con 256MB de memo-
ria RAM. El tiempo de pintado de las neuronas en las sucesivas iteraciones de
los algoritmos no ha sido tenido en cuenta ya que no es relevante a la hora de
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comparar los me´todos. So´lo influye a la hora de visualizar el proceso dina´mico
de contraccio´n, es muy dependiente del sistema, y el analista puede seleccionar
la cantidad de proyecciones a visualizar independientemente del me´todo de con-
traccio´n utilizado. De esta manera, los tiempos so´lo son relativos al ca´lculo de las
sucesivas posiciones de las neuronas en cada iteracio´n o proyeccio´n.
El ana´lisis de la velocidad de un algoritmo no suele ser una tarea fa´cil. Existen
multitud de factores tanto a nivel hardware como software a considerar a la hora
de medir la velocidad de cualquier algoritmo (arquitectura del sistema, tipo de
procesador, memoria RAM, memoria cache´, compilador o inte´rprete, estructuras
de datos, etc.). Por otro lado, la comparacio´n entre el AAN y el me´todo de
contraccio´n de Himberg es au´n ma´s compleja ya que e´stos no generan exactamente
los mismos resultados. Cada algoritmo esta´ basado en una heur´ıstica particular,
donde no existe una relacio´n clara entre los para´metros utilizados (por ejemplo,
la fuerza de atraccio´n o el nu´mero de iteraciones), lo cual genera proyecciones
de diferente precisio´n, a distinta velocidad. Por tanto, es necesario buscar una
proyeccio´n de referencia para poder comparar ambos algoritmos.
El objetivo del AAN (cuya complejidad computacional esta´ cerca de O(M 3/2))
es crear proyecciones que describan las distribuciones lo ma´s fielmente posible en
el menor tiempo posible, aunque e´stas no sean tan precisas como las generadas
por otros me´todos de contraccio´n ma´s lentos. De esta manera, con respecto a la
proyeccio´n final del proceso, la referencia escogida en este estudio es la proyeccio´n
que genera el me´todo de Himberg para una sola iteracio´n (donde su complejidad
computacional es O(M 2)), que es la ma´s ra´pida que puede generar el me´todo y
tambie´n la ma´s precisa, como es posible ver en los experimentos llevados a cabo
en la Seccio´n 5.5.2.3. En cuanto al AAN, aunque es posible generar proyecciones
que revelen adecuadamente caracter´ısticas de las distribuciones con muy pocas
iteraciones, la precisio´n aumenta a medida que lo hace el nu´mero de iteraciones.
En general, 1000 iteraciones suelen ser suficientes para generar proyecciones pre-
cisas. Por otro lado, si la visualizacio´n del proceso dina´mico de contraccio´n forma
parte del objetivo del ana´lisis, el me´todo de Himberg debe ser ejecutado en varias
iteraciones (donde su complejidad computacional es O(RM 2)). En este caso, la
referencia es el proceso de contraccio´n del AAN para 1000 iteraciones, el cual
garantiza una proyeccio´n final bastante precisa.
Las estructuras de datos y el taman˜o de la memoria RAM son unos de los
factores principales que intervienen en la velocidad de los algoritmos. Como e´stos
330
6.3. ALGORITMO DE AGRUPACIO´N DE NEURONAS
calculan distancias entre vectores de referencia continuamente, dichas distancias
pueden ser almacenadas en memoria, con lo que la velocidad del me´todo aumen-
ta, especialmente la del me´todo de Himberg. El ca´lculo previo de las distancias
entre los vectores de referencia puede representar un porcentaje elevado del tiem-
po total de ejecucio´n, por lo que es previsible que la varianza de los tiempos de
ejecucio´n sea menor al implementar esta optimizacio´n. No obstante, la estructura
que almacena las distancias debe caber en la memoria RAM, ya que el acceso a
la memoria virtual (disco) puede ralentizar considerablemente el proceso. De esta
manera, dos versiones diferentes de los algoritmos han sido probadas: una que al-
macena las distancias entre los vectores de referencia en memoria en una matriz
sime´trica, y otra que no las almacena y tiene que calcularlas repetidamente en
cada iteracio´n. La segunda versio´n de los algoritmos suele ser ma´s lenta, salvo en
algunos casos donde el nu´mero de iteraciones de los algoritmos es bajo, o espe-
cialmente si el taman˜o del MAO es muy elevado y la estructura de distancias no
cabe en la memoria RAM. En los experimentos el problema con la memoria RAM
so´lo afecta a los MAO (100 × 100)-dimensionales, donde es necesario almacenar
1004 · 4 bytes ≈ 381MB en memoria, que supera la disponible (256MB) en el
sistema. No´tese que la informacio´n relativa a las distancias puede ser almacenada
en una estructura no sime´trica, donde no aparezca informacio´n redundante, lo
cual reducir´ıa a la mitad la cantidad de informacio´n a almacenar y el problema
quedar´ıa solucionado. No obstante, el uso de la matriz sime´trica permite analizar
esta situacio´n, que puede surgir al trabajar con MAO todav´ıa ma´s grandes.
Cada experimento llevado a cabo analiza la velocidad del me´todo de Himberg
y del AAN al emplear los dos tipos de nu´cleos de vecindad propuestos. Cada pro-
yeccio´n es calculada dos veces para medir los tiempos de ejecucio´n al almacenar,
o no, las distancias entre vectores de referencia en memoria. Para cada una de
estas versiones de los algoritmos se calculan cinco proyecciones correspondientes
a T = 200, 500, 1000, 2000 y 5000 para el AAN; y r = 1, 10, 25, 50 y 100 para
el me´todo de Himberg. La tasa de aproximacio´n inicial λ(0) y el para´metro θ
son escogidos de tal forma que dichas cinco proyecciones resulten similares. Estos
valores no necesitan ser modificados en funcio´n del taman˜o del MAO. El resto
de para´metros del AAN corresponden a los “esta´ndar”. Los siguientes apartados
ilustran tablas con los tiempos de ejecucio´n obtenidos, adema´s de una serie de
gra´ficas para facilitar la comparacio´n entre los dos me´todos de contraccio´n de
neuronas.
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T λ(0) (20× 20) (32× 32) (64× 64) (100× 100)
200 0,2 0,05 0,44 28,50 184,00
AAN 500 0,1 0,11 0,49 28,67 170,32
(6.18) 1000 0,05 0,16 0,61 28,89 173,45
Mem. 2000 0,03 0,22 0,77 29,44 179,11
5000 0,01 0,55 1,21 30,98 215,69
200 0,2 0,05 0,55 30,04 43,01
AAN 500 0,1 0,16 0,72 32,41 45,53
(6.18) 1000 0,05 0,27 0,99 37,02 48,39
No Mem. 2000 0,03 0,50 1,59 44,92 53,99
5000 0,01 1,21 3,29 70,09 72,34
200 1 0,05 0,54 28,84 135,95
AAN 500 0,8 0,16 0,66 29,38 143,57
(6.20) 1000 0,5 0,22 0,94 30,32 151,70
Mem. 2000 0,3 0,44 1,43 32,35 168,57
5000 0,2 1,10 3,07 38,84 209,87
200 1 0,06 0,55 29,83 43,44
AAN 500 0,8 0,17 0,77 31,92 46,14
(6.20) 1000 0,5 0,32 1,21 35,75 50,53
No Mem. 2000 0,3 0,66 1,98 43,56 59,54
5000 0,2 1,59 4,56 68,16 88,54
Tabla 6.5: Tiempos de ejecucio´n (en segundos) para el AAN. Distribucio´n: dos eslabones enca-
denados.
6.3.4.1. Dos eslabones encadenados
La Tabla 6.5 muestra los tiempos de ejecucio´n (en segundos) para el AAN
aplicado a varios MAO adaptados a la distribucio´n formada por dos eslabones
encadenados, mientras la Tabla 6.6 muestra los tiempos obtenidos con el me´todo
de Himberg. La Tabla 6.5 esta´ dividida en cuatro secciones al considerar los dos
tipos de nu´cleos de vecindad utilizados (segu´n (6.18) o (6.20)), y las dos opciones
en cuanto a almacenar las distancias entre los vectores de referencia en memoria
(“Mem.”), o calcularlas en cada iteracio´n sin almacenarlas (“No Mem.”). La Tabla
6.6 esta´ dividida en dos secciones, tambie´n en funcio´n del tratamiento de dichas
distancias.
Los tiempos de ejecucio´n son similares a los obtenidos utilizando otras dis-
tribuciones (ve´anse las Secciones 6.3.4.2 y 6.3.4.3), aunque una mayor dimensio´n
de los datos de entrada lo´gicamente involucra ma´s operaciones y por tanto ralen-
tiza el ca´lculo de las proyecciones. Esto puede ser apreciado con mayor claridad
cuando el nu´mero de iteraciones de los algoritmos es elevado. La distribucio´n
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r θ (20× 20) (32× 32) (64× 64) (100× 100)
1 1 0,11 0,88 35,81 608,41
Himberg 10 0,2 0,16 1,04 38,23 1093,95
Mem. 25 0,1 0,22 1,48 46,58 1937,60
50 0,05 0,55 4,67 96,23 3176,72
100 0,03 2,36 18,40 311,65 11101,60
1 1 0,11 0,88 36,47 92,49
Himberg 10 0,2 1,31 9,01 370,42 902,21
No Mem. 25 0,1 3,30 22,96 916,65 2280,67
50 0,05 7,58 54,81 1971,66 5209,85
100 0,03 20,87 151,81 4605,56 14176,55
Tabla 6.6: Tiempos de ejecucio´n (en segundos) para el me´todo de contraccio´n de Himberg.
Distribucio´n: dos eslabones encadenados.
formada por dos eslabones encadenados es tridimensional, aunque en la pra´ctica
ha sido definida en R8, donde sus u´ltimos cinco componentes siempre son cero
(tanto para los datos como para los vectores de referencia adaptados a ellos). De
esta manera, los tiempos relativos a esta distribucio´n pueden ser incluso ma´s ele-
vados que los obtenidos con la distribucio´n formada por ocho clusters disjuntos
con forma hipercu´bica (implementados en R8). El me´todo de Himberg es menos
sensible a este detalle de implementacio´n. En general, para un nu´mero elevado de
iteraciones su tiempo de ejecucio´n aumenta segu´n lo hace la dimensio´n “real” de
los datos (dos para la distribucio´n formada por cuatro clusters de igual taman˜o
y diferente forma, tres para la formada por dos eslabones encadenados, y ocho
para la formada por ocho clusters disjuntos con forma hipercu´bica).
En este ejemplo el uso de memoria RAM para almacenar las distancias opti-
miza el proceso si el MAO no es (100 × 100)-dimensional, excepto al aplicar el
me´todo de Himberg con ma´s de 10 iteraciones, donde sigue siendo ma´s ra´pido
almacenar las distancias entre los vectores de referencia en memoria. Esto ocurre
tambie´n con el experimento llevado a cabo con la distribucio´n formada por ocho
clusters disjuntos con forma hipercu´bica (ve´ase la Seccio´n 6.3.4.2). No obstante,
prescindir del almacenado de las distancias en memoria puede ser ma´s ra´pido para
MAO ma´s pequen˜os. Esto sucede al aplicar el AAN para 200 y 500 iteraciones a
un MAO (64×64)-dimensional entrenado con la distribucio´n formada por cuatro
clusters de igual taman˜o y diferente forma (ve´ase la Seccio´n 6.3.4.3). Tambie´n
puede suceder al aplicar el me´todo de Himberg con una sola iteracio´n.
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Figura 6.105: Comparacio´n de tiempos de ejecucio´n o´ptimos del AAN y del me´todo de Himberg
para un MAO (20 × 20)-dimensional adaptado a la distribucio´n formada por dos eslabones
encadenados.
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Figura 6.106: Comparacio´n de tiempos de ejecucio´n o´ptimos del AAN y del me´todo de Himberg
para un MAO (32 × 32)-dimensional adaptado a la distribucio´n formada por dos eslabones
encadenados.
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Figura 6.107: Comparacio´n de tiempos de ejecucio´n o´ptimos del AAN y del me´todo de Himberg
para un MAO (64 × 64)-dimensional adaptado a la distribucio´n formada por dos eslabones
encadenados.
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Figura 6.108: Comparacio´n de tiempos de ejecucio´n o´ptimos del AAN y del me´todo de Himberg
para un MAO (100 × 100)-dimensional adaptado a la distribucio´n formada por dos eslabones
encadenados.
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Las Figuras 6.105, 6.106, 6.107 y 6.108 muestran gra´ficas en las que se compa-
ran los tiempos o´ptimos del AAN y del me´todo de Himberg para MAO (20×20),
(32 × 32), (64 × 64) y (100 × 100)-dimensionales, respectivamente, adaptados a
la distribucio´n formada por dos eslabones encadenados.
En las gra´ficas es posible ver como el AAN produce resultados ma´s ra´pida-
mente con el nu´cleo de vecindad definido en (6.18) que en (6.20). Esto es lo´gico
ya que el segundo define un nu´cleo de vecindad en el espacio de los datos y en el
propio mapa, mientras que el primero lo hace u´nicamente en el espacio de los da-
tos. Esto puede ser observado en el resto de experimentos llevados a cabo, ve´anse
las Secciones 6.3.4.2 y 6.3.4.3.
El estudio sobre la complejidad computacional (O(TM)) del AAN queda con-
firmado en los resultados experimentales. Es posible ver como para un MAO de
taman˜o M fijo, los tiempos de ejecucio´n aumentan de forma lineal con respecto
al nu´mero de iteraciones T en todos los experimentos. Con respecto al me´todo
de Himberg, su complejidad computacional es O(RM 2), por lo que fijando M el
tiempo de ejecucio´n tambie´n deber´ıa aumentar de forma lineal. Esto ocurre si no
se utiliza una estructura en memoria para almacenar las distancias entre vectores
de referencia (ve´ase la Tabla 6.6). Sin embargo, al emplear dicha estructura la
curva del tiempo con respecto al nu´mero de iteraciones puede no ser lineal debido
a factores relacionados con los aciertos de cache´ y fallos de pa´gina, o a efectos co-
mo el asociado a la funcio´n exponencial del lenguaje C (ve´ase la Seccio´n 6.3.4.2).
En este caso la derivada de la curva suele ser positiva.
Las gra´ficas superiores de las ima´genes ilustran los tiempos o´ptimos de eje-
cucio´n del AAN frente al tiempo de ejecucio´n del me´todo de Himberg para una
iteracio´n, que produce la proyeccio´n ma´s precisa. Considerando que el ANN ge-
nera proyecciones suficientemente precisas para T = 1000 iteraciones, es posible
apreciar (en este experimento y en el resto) como la diferencia entre el tiempo
mı´nimo necesario para crear proyecciones precisas con el me´todo de Himberg y
el AAN aumenta a medida que lo hace el taman˜o del MAO. Sin embargo, las di-
ferencias no son significativas excepto para los MAO (100 × 100)-dimensionales,
donde e´stas pueden ser superiores al 50 %. De hecho, el me´todo de Himberg es
ma´s ra´pido para el MAO (20×20)-dimensional. Por otro lado, para los dos MAO
ma´s pequen˜os las proyecciones son generadas pra´cticamente en tiempo real. Por
estas razones el me´todo de Himberg resulta ma´s ido´neo cuando so´lo se desea
analizar la proyeccio´n final y el MAO no es de taman˜o muy elevado.
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Cuando el objetivo es analizar el proceso dina´mico de contraccio´n de las neu-
ronas el nu´mero de iteraciones relativas al me´todo de Himberg debe aumentar
(por ejemplo, hasta varias decenas). En estos casos existe una diferencia signifi-
cativa entre los tiempos de ejecucio´n de ambos me´todos, especialmente cuando el
taman˜o del MAO es elevado. El uso del AAN resulta ma´s apropiado no so´lo por
su mayor velocidad, sino porque las proyecciones del me´todo de Himberg pierden
precisio´n a medida que aumenta el nu´mero de iteraciones. El me´todo de Himberg
puede ser aplicado a MAO de taman˜o medio ya que so´lo tarda unos pocos se-
gundos en generar las sucesivas proyecciones, sin embargo, resulta ser demasiado
lento para tratar MAO de taman˜o elevado.
La Figura 6.109 muestra varias proyecciones de los me´todos de contraccio´n
aplicados a un MAO (100×100)-dimensional adaptado a la distribucio´n formada
por dos eslabones encadenados. El objetivo de esta figura es ilustrar que incluso
con MAO de gran taman˜o el AAN es capaz de generar proyecciones similares
a la ma´s precisa del me´todo de Himberg, utilizando un nu´mero de iteraciones
relativamente bajo. La figura muestra la proyeccio´n de Himberg para r = 1 y
T = 1 (a); la proyeccio´n del AAN utilizando el nu´cleo de vecindad definido en
(6.20), y el conjunto de para´metros “esta´ndar”, con T = 500 y T = 1000 en
(b) y (c), respectivamente. La proyeccio´n de (c) es ligeramente ma´s precisa que
la de (b), aunque ambas aportan pra´cticamente la misma informacio´n que la
proyeccio´n de Himberg. Finalmente la imagen (d) ilustra la proyeccio´n obtenida
con el me´todo coordenadas adaptativas, la cual es muy diferente a las anteriores
y no describe adecuadamente las caracter´ısticas de la distribucio´n.
6.3.4.2. Ocho clusters disjuntos con forma hipercu´bica
La Tabla 6.7 muestra los tiempos de ejecucio´n (en segundos) para el AAN
aplicado a varios MAO adaptados a la distribucio´n formada por ocho clusters
disjuntos con forma hipercu´bica, mientras la Tabla 6.8 muestra los tiempos ob-
tenidos con el me´todo de Himberg. El ana´lisis de los tiempos de ejecucio´n aporta
la misma informacio´n que el estudio llevado con la distribucio´n formada por dos
eslabones encadenados, ayudando a corroborar las conclusiones.
Lo ma´s destacable del experimento es el tiempo de ejecucio´n del me´todo de
Himberg (con almacenamiento de distancias en memoria) para r = 50 y θ = 0,05,
que es igual a 361,14s. E´ste resulta ser mucho mayor que el empleado para el doble
de iteraciones con θ = 0,03 (180,65s). Por otro lado, el algoritmo tarda 102,60s
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Figura 6.109: Proyecciones de los me´todos de contraccio´n para un MAO (100×100)-dimensional
adaptado a la distribucio´n formada por dos eslabones encadenados. Me´todo de Himberg con
r = 1 (a). AAN con T = 500 (b) y T = 1000 (c). Coordenadas adaptativas (d).
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T λ(0) (20× 20) (32× 32) (64× 64) (100× 100)
200 0,2 0,05 0,22 3,35 238,16
AAN 500 0,1 0,11 0,28 3,46 200,14
(6.18) 1000 0,05 0,16 0,38 3,73 201,69
Mem. 2000 0,03 0,22 0,50 4,18 204,87
5000 0,01 0,49 0,99 5,44 238,43
200 0,2 0,05 0,21 3,51 42,07
AAN 500 0,1 0,11 0,33 3,90 43,72
(6.18) 1000 0,05 0,22 0,50 4,51 46,58
No Mem. 2000 0,03 0,38 0,77 5,71 52,23
5000 0,01 0,94 1,70 9,28 69,10
200 1 0,11 0,28 3,79 191,25
AAN 500 0,8 0,16 0,44 4,23 193,61
(6.20) 1000 0,5 0,27 0,66 5,11 197,73
Mem. 2000 0,3 0,38 1,26 6,92 202,84
5000 0,2 0,99 2,75 12,57 233,82
200 1 0,11 0,33 3,84 42,51
AAN 500 0,8 0,16 0,49 4,62 44,76
(6.20) 1000 0,5 0,27 0,82 5,95 49,11
No Mem. 2000 0,3 0,60 1,43 8,46 57,50
5000 0,2 1,48 3,46 16,59 82,67
Tabla 6.7: Tiempos de ejecucio´n (en segundos) para el AAN. Distribucio´n: ocho clusters dis-
juntos con forma hipercu´bica.
r θ (20× 20) (32× 32) (64× 64) (100× 100)
1 1 0,11 0,66 10,71 714,41
Himberg 10 0,2 0,16 0,82 13,01 1268,01
Mem. 25 0,1 0,22 2,75 63,27 2394,47
50 0,05 2,58 11,15 361,14 4950,71
100 0,03 3,13 26,47 180,65 12379,17
1 1 0,11 0,72 10,71 87,22
Himberg 10 0,2 1,37 7,52 107,05 878,21
No Mem. 25 0,1 3,57 22,52 422,04 2849,48
50 0,05 14,17 73,27 1823,86 10204,33
100 0,03 28,07 171,09 2398,87 17324,60
Tabla 6.8: Tiempos de ejecucio´n (en segundos) para el me´todo de contraccio´n de Himberg.
Distribucio´n: ocho clusters disjuntos con forma hipercu´bica.
341
6. NUEVOS ME´TODOS DE VISUALIZACIO´N
DE MAPAS AUTO-ORGANIZATIVOS
en calcular la proyeccio´n para r = 50 y θ = 0,03. Para un MAO determinado,
la velocidad del me´todo de Himberg so´lo depende del nu´mero de iteraciones r
empleadas, al menos teo´ricamente. Sin embargo, en la pra´ctica puede depender
tambie´n de la escala en la que este´n definidos los datos (que influye en las distan-
cias entre los vectores de referencia), y en el valor del para´metro θ. Tras realizar
un ana´lisis del co´digo fuente y estructuras de datos involucradas la respuesta a
este problema parece radicar en el valor de retorno de la funcio´n y = ex, es decir,
la funcio´n “double exp(double x)” de la librer´ıa esta´ndar de C “math.h”. Para
valores negativos elevados de su argumento la funcio´n puede retornar cero o un
valor muy pro´ximo a e´ste. El tratamiento del cero puede acelerar el algoritmo ya
que ciertas operaciones pueden ser “ignoradas”, mientras que el distinto de cero
debe ser procesado siempre. De hecho, tras implementar una modificacio´n (ope-
racio´n condicional) para convertir dichos valores ligeramente positivos (inferiores
a 10−4) de la matriz S˜ a cero, el tiempo de ejecucio´n fue reducido a 35,15s para
r = 50 y θ = 0,05, lo que supone una reduccio´n superior al 90 %. En cualquier
caso, esta modificacio´n no ha sido tenida en cuenta para calcular los tiempos de
ejecucio´n por varios motivos: En primer lugar, supone variar el algoritmo original
de Himberg. En segundo, optimizaciones similares no han sido tenidas en cuenta
en la implementacio´n del ANN. Por u´ltimo, los resultados no siempre aumentan
la velocidad del algoritmo. No´tese que el valor de retorno de la funcio´n exponen-
cial depende de distancias entre vectores de referencia y del para´metro θ (ve´ase
(5.14)). Cuanto mayor es θ y menor la distancia, mayor es el valor de retorno, lo
cual ayuda a evitar el problema anterior. Los tiempos de ejecucio´n para la dis-
tribucio´n formada por cuatro clusters de igual taman˜o y diferente forma, donde
θ toma valores elevados (ya que las distancias entre los datos son mayores), son
mayores al implementar la variante al tener que ejecutar la operacio´n condicional.
Por otro lado, la velocidad del ANN depende de numerosos factores: el nu´mero
de iteraciones, el nu´cleo de vecindad, la funcio´n decreciente del radio de vecindad,
la funcio´n decreciente de la tasa de aproximacio´n, y el orden de las neuronas
elegidas. En los experimentos todos estos elementos quedan fijados inicialmente,
excepto el orden de las neuronas elegidas que influye en el nu´mero medio de
neuronas que son adaptadas en cada iteracio´n. No obstante, en la pra´ctica este
orden apenas afecta al tiempo de ejecucio´n ya que el nu´mero de iteraciones suele
ser lo suficientemente elevado como para que dicha media no var´ıe de forma
significativa.
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Figura 6.110: Comparacio´n de tiempos o´ptimos de ejecucio´n del AAN y del me´todo de Himberg
para un MAO (20 × 20)-dimensional adaptado a la distribucio´n formada por ocho clusters
disjuntos con forma hipercu´bica.
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Figura 6.111: Comparacio´n de tiempos o´ptimos de ejecucio´n del AAN y del me´todo de Himberg
para un MAO (32 × 32)-dimensional adaptado a la distribucio´n formada por ocho clusters
disjuntos con forma hipercu´bica.
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Figura 6.112: Comparacio´n de tiempos o´ptimos de ejecucio´n del AAN y del me´todo de Himberg
para un MAO (64 × 64)-dimensional adaptado a la distribucio´n formada por ocho clusters
disjuntos con forma hipercu´bica.
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Figura 6.113: Comparacio´n de tiempos de ejecucio´n o´ptimos del AAN y del me´todo de Himberg
para un MAO (100 × 100)-dimensional adaptado a la distribucio´n formada por ocho clusters
disjuntos con forma hipercu´bica.
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T λ(0) (20× 20) (32× 32) (64× 64) (100× 100)
200 0,1 0,05 0,11 1,64 159,78
AAN 500 0,05 0,05 0,17 1,87 163,97
(6.18) 1000 0,02 0,11 0,33 2,14 168,79
Mem. 2000 0,01 0,22 0,44 2,74 196,63
5000 0,005 0,55 0,99 4,62 228,93
200 0,1 0,06 0,11 1,42 24,16
(6.18) AAN 500 0,05 0,11 0,22 1,76 25,43
No Mem. 1000 0,02 0,17 0,28 2,25 27,58
2000 0,01 0,38 0,49 3,14 31,85
5000 0,005 0,82 1,26 6,04 44,60
200 0,8 0,05 0,17 1,93 116,06
AAN 500 0,3 0,11 0,32 2,47 121,16
(6.20) 1000 0,1 0,22 0,55 3,41 129,02
Mem. 2000 0,05 0,44 0,99 5,16 146,27
5000 0,02 0,99 2,36 10,66 195,37
200 0,8 0,11 0,17 1,76 24,60
AAN 500 0,3 0,17 0,33 2,41 26,64
(6.20) 1000 0,1 0,27 0,60 3,57 29,99
No Mem. 2000 0,05 0,55 1,21 5,88 36,97
5000 0,02 1,48 3,07 13,51 59,43
Tabla 6.9: Tiempos de ejecucio´n (en segundos) para el AAN. Distribucio´n: cuatro clusters de
igual taman˜o y diferente forma.
Las Figuras 6.110, 6.111, 6.112 y 6.113 muestran gra´ficas en las que se compa-
ran los tiempos o´ptimos del AAN y del me´todo de Himberg para MAO (20×20),
(32 × 32), (64 × 64) y (100 × 100)-dimensionales, respectivamente, adaptados a
la distribucio´n formada por ocho clusters disjuntos con forma hipercu´bica. Las
gra´ficas son similares a las presentadas en el apartado anterior, aportando la mis-
ma informacio´n. Destaca el elevado tiempo de ejecucio´n del algoritmo de Himberg
para r = 50.
6.3.4.3. Cuatro clusters de igual taman˜o y diferente forma
La Tabla 6.9 muestra los tiempos de ejecucio´n (en segundos) para el AAN
aplicado a varios MAO adaptados a la distribucio´n formada por cuatro clusters
de igual taman˜o y diferente forma, mientras la Tabla 6.10 muestra los tiempos
obtenidos con el me´todo de Himberg. El ana´lisis de los tiempos de ejecucio´n
aporta la misma informacio´n que los estudios llevados a cabo en los apartados
anteriores.
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r θ (20× 20) (32× 32) (64× 64) (100× 100)
1 1000 0.06 0.55 9.06 371.25
Himberg 10 100 0.55 3.68 57.45 951.04
Mem. 25 50 0.66 3.79 57.89 1559.28
50 25 0.66 4.17 69.38 2376.03
100 15 1.15 6.87 106.39 5300.86
1 1000 0.06 0.56 10.43 77.56
Himberg 10 100 0.83 3.96 249.47 1572.46
No Mem. 25 50 1.92 9.34 554.58 1254.12
50 25 3.73 17.63 1000.90 6475.60
100 15 7.20 34.61 1585.15 10682.46
Tabla 6.10: Tiempos de ejecucio´n (en segundos) para el me´todo de contraccio´n de Himberg.
Distribucio´n: cuatro clusters de igual taman˜o y diferente forma.
En este ejemplo destaca el tiempo empleado por el AAN para 200 y 500
iteraciones cuando el MAO es (64 × 64)-dimensional, que resulta ser ma´s bajo
cuando las distancias entre los vectores de referencia no son almacenadas en
memoria. Por otro lado, la escala original de los datos obliga a escoger valores
elevados para el para´metro θ en el algoritmo de Himberg. Esto ayuda a evitar
los efectos de la funcio´n exponencial (ve´ase la Seccio´n 6.3.4.2), por lo que la
variante disen˜ada para igualar a cero componentes muy pequen˜os de la matriz S˜
no consigue reducir el tiempo de ejecucio´n del algoritmo.
Las Figuras 6.114, 6.115, 6.116 y 6.117 muestran gra´ficas en las que se compa-
ran los tiempos o´ptimos del AAN y del me´todo de Himberg para MAO (20×20),
(32× 32), (64× 64) y (100× 100)-dimensionales, respectivamente, adaptados a la
distribucio´n formada por cuatro clusters de igual taman˜o y diferente forma. Las
gra´ficas son similares a las presentadas en los apartados anteriores, aportando la
misma informacio´n.
6.3.5. Discusio´n
Los me´todos de contraccio´n mejoran la visualizacio´n y el ana´lisis de clus-
ters del MAO. Representan una seria alternativa a los me´todos tradicionales de
ana´lisis de clusters ya que aportan ma´s informacio´n u´til (ve´ase la Seccio´n 6.3.1).
Aunque existen variantes de los me´todos tradicionales que pueden generar ima´ge-
nes donde cada cluster aparece con un color diferente (superposicio´n de planos
de componentes y matriz de distancias basada en la suma de todas las distan-
cias, ve´anse las Secciones 5.3.2 y 5.1.4), estas ima´genes son monocroma´ticas y no
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Figura 6.114: Comparacio´n de tiempos de ejecucio´n o´ptimos del AAN y del me´todo de Himberg
para un MAO (20× 20)-dimensional adaptado a la distribucio´n formada por cuatro clusters de
igual taman˜o y diferente forma.
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Figura 6.115: Comparacio´n de tiempos de ejecucio´n o´ptimos del AAN y del me´todo de Himberg
para un MAO (32× 32)-dimensional adaptado a la distribucio´n formada por cuatro clusters de
igual taman˜o y diferente forma.
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Figura 6.116: Comparacio´n de tiempos de ejecucio´n o´ptimos del AAN y del me´todo de Himberg
para un MAO (64× 64)-dimensional adaptado a la distribucio´n formada por cuatro clusters de
igual taman˜o y diferente forma.
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Figura 6.117: Comparacio´n de tiempos de ejecucio´n o´ptimos del AAN y del me´todo de Himberg
para un MAO (100× 100)-dimensional adaptado a la distribucio´n formada por cuatro clusters
de igual taman˜o y diferente forma.
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suelen generar descripciones adecuadas con distribuciones de datos reales, por lo
que las prestaciones de los me´todos de contraccio´n son claramente superiores.
El AAN es una te´cnica de visualizacio´n ra´pida y potente para el ana´lisis de
estructuras en datos de dimensio´n elevada, y puede proporcionar una ayuda im-
portante en tareas dif´ıciles de clasificacio´n. Comparte varias caracter´ısticas del
modelo de contraccio´n de Himberg (ve´ase la Seccio´n 5.5.2.3), entre las que des-
taca la produccio´n de una visualizacio´n “suave” de los clusters utilizando una
heur´ıstica razonable. El algoritmo aporta una proyeccio´n no-lineal de los vectores
de referencia, donde es posible detectar clusters y otro tipo de estructuras. La
proyeccio´n puede ser encadenada a la original regular mediante un co´digo de co-
lores para generar una imagen donde cada cluster aparece con un color diferente.
Esto facilita el etiquetado del MAO y el ana´lisis de trayectorias, aporta una idea
sobre las distancias entre los clusters e incluso puede ayudar a detectar discon-
tinuidades en el MAO, por lo que tambie´n sirve como una medida de bondad.
Con respecto a los co´digos de colores empleados con MAO cuadrados, el plano
B = 0 del cubo RGB parece producir descripciones ma´s adecuadas que el plano
B = 255−G.
El me´todo de Himberg produce descripciones (proyecciones) ma´s precisas que
el AAN ya que la naturaleza aleatoria de este u´ltimo produce ligeras distorsiones
en sus proyecciones. La ventaja sobre el me´todo de Himberg es el aumento de
velocidad cuando el taman˜o del MAO es elevado, sin que esto repercuta significa-
tivamente en la calidad de la imagen final (las ima´genes generadas siguen siendo
similares a las obtenidas con el me´todo de Himberg). No´tese que las proyecciones
generadas a partir de los me´todos de contraccio´n deben contener un nu´mero de
puntos o neuronas suficiente como para aportar informacio´n u´til, por lo que los
MAO utilizados deben ser de taman˜o medio o elevado (ma´s de unos pocos cientos
de neuronas).
La complejidad computacional del me´todo de Himberg se acerca a O(RM 2),
donde R es el nu´mero de iteraciones y M el nu´mero de neuronas del MAO, mien-
tras que la del AAN se aproxima a O(M 3/2). A pesar de que los ca´lculos relativos
al me´todo de Himberg son ma´s sencillos, el AAN resulta ma´s adecuado a medida
que el taman˜o del MAO aumenta, y especialmente si se desea observar el proceso
dina´mico de contraccio´n, por razones exploratorias. No´tese que la complejidad del
me´todo de Himberg es O(M 2) (r = 1) si so´lo se desea ver la proyeccio´n final. Sin
embargo, si el objetivo consiste en analizar el proceso dina´mico de contraccio´n el
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nu´mero de iteraciones r tendr´ıa que tomar un valor ma´s elevado, lo cual puede
alargar considerablemente su tiempo de ejecucio´n.
En la pra´ctica, estos me´todos no producen resultados interesantes con MAO
pequen˜os (aproximadamente menos de cien neuronas). Para los de taman˜o me-
dio, el me´todo de Himberg produce los resultados ma´s precisos pra´cticamente en
tiempo real. Por tanto, el algoritmo propuesto en este apartado debe ser aplicado
a MAO de taman˜o relativamente elevado (ma´s de mil neuronas), sobre todo si el
objetivo es analizar el proceso de contraccio´n, dada su complejidad computacional
ma´s ligera. Por otro lado, el algoritmo no esta´ limitado a MAO bidimensionales.
La naturaleza aleatoria del algoritmo propuesto permite generar diferentes
proyecciones no-lineales cada vez que es ejecutado (ya que produce diferentes
secuencias de neuronas “elegidas”), lo cual puede ser interesante desde un punto
de vista exploratorio. Por otro lado, si se desea analizar el proceso dina´mico de
contraccio´n el analista debe poder visualizarlo repetidas veces. En este caso so´lo
es necesario almacenar la secuencia de neuronas elegidas en cada iteracio´n: una
lista de nu´meros enteros cuyo taman˜o es el nu´mero de iteraciones T del algoritmo.
La diferencia principal entre el MST y el AAN reside en que el primero proyec-
ta patrones de la propia distribucio´n de datos, mientras que el segundo proyecta
un conjunto de centroides o vectores de referencia adaptados a los datos. De es-
ta manera, el MST generalmente produce ima´genes de mayor resolucio´n, lo cual
puede ser importante desde un punto de vista exploratorio. En cualquier caso,
ambos me´todos pueden generar ima´genes similares cuando el MAO contiene un
nu´mero elevado de neuronas. Sin embargo, en esos casos el MST necesita utilizar
un nu´mero elevado de pares de neuronas para generar proyecciones precisas, por
lo que resulta mucho ma´s lento que el AAN.
Finalmente, destaca la posibilidad de modificar el me´todo de Himberg para
reducir su complejidad computacional. Aunque varias ideas han sido propuestas,
e´stas todav´ıa no han sido implementadas, por lo que su ana´lisis es incluido como
una de las l´ıneas futuras de esta tesis.
6.4. Proyeccio´n de Grafos
Este apartado presenta una estrategia muy diferente, no utilizada hasta la
fecha, para analizar MAO de manera visual. Consiste en la visualizacio´n expl´ıcita
en el mapa o espacio de observacio´n de grafos que unen neuronas cuyos vectores de
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referencia se hallan pro´ximos en el espacio de los datos, como son el grafo Hebbia-
no (“triangulacio´n inducida de Delaunay”), el a´rbol generador mı´nimo (AGM), o
grafos que conectan cada neurona ηi con el conjunto de neuronas asociadas a los
K primeros vectores de referencia ma´s cercanos al de ηi.
El objetivo consiste en generar una medida intuitiva y visual de la preservacio´n
de la topolog´ıa en cada zona del MAO, que aporte informacio´n sobre la calidad
del proceso de adaptacio´n del MAO y sobre la posible dimensio´n intr´ınseca de
los datos en su dominio. La estrategia propuesta pretende localizar las posibles
discontinuidades en el MAO que contribuyen a una pobre preservacio´n de la topo-
log´ıa, en vez de aportar u´nicamente un valor cuantitativo mediante una medida
de bondad. Las ima´genes generadas permiten observar a´reas del MAO que no
han sido adaptadas a la distribucio´n de forma ordenada, indicando do´nde la di-
mensio´n intr´ınseca de los datos es distinta de la dimensio´n del MAO. Como los
grafos conectan vectores de referencia pro´ximos entre s´ı, se espera que sus aristas
proyectadas conecten neuronas vecinas en el mapa. En otras palabras, las aristas
proyectadas deben ser cortas donde el MAO preserva adecuadamente la topolog´ıa
y largas donde existen discontinuidades. Cuando existen discontinuidades es po-
sible examinar la proporcio´n de aristas cortas para determinar si el MAO se ha
adaptado a los datos “lo mejor posible”, aunque su dimensio´n no coincida con
la intr´ınseca de los datos. Por otro lado, las ima´genes tambie´n pueden indicar la
existencia de clusters y bordes entre e´stos.
6.4.1. Descripcio´n del problema
En la pra´ctica, dada la naturaleza aleatoria y los diferentes para´metros de en-
trenamiento asociados al algoritmo secuencial de entrenamiento del MAO, varios
son entrenados y comparados con diversas medidas de bondad en un intento por
encontrar uno o´ptimo [Koh01]. Un criterio usado frecuentemente es el error de
cuantizacio´n medio que mide la precisio´n estad´ıstica del MAO, es decir, lo bien
que se han adaptado los vectores de referencia a los datos de la distribucio´n de
entrada. Sin embargo, estos vectores de referencia deben aparecer ordenados de
manera que neuronas vecinas en el mapa representen patrones de entrada simi-
lares. En otras palabras, la precisio´n con la que se preserva la topolog´ıa o las
relaciones de vecindad en el espacio de los datos debe ser medida tambie´n. Varias
medidas de preservacio´n de la topolog´ıa son descritas en la Seccio´n 3.2.7.5. Algu-
nas esta´n basadas en la idea de que los dos vectores de referencia ma´s pro´ximos
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a un patro´n de entrada deben corresponder a neuronas vecinas en el mapa. El
error topogra´fico [Kiv96] calcula la proporcio´n de patrones de entrada con los
cuales no se satisface el supuesto anterior. La medida Hebbiana [Pol97] compara
el grafo generado al conectar los vectores de referencia de neuronas adyacentes
con el grafo Hebbiano, creado con el principio de aprendizaje Hebbiano competi-
tivo [Mar93], donde dos vectores son conectados si son los dos ma´s cercanos a un
patro´n de entrada. Estas medidas ayudan a determinar si la dimensio´n del MAO
es apropiada para tratar la distribucio´n y para visualizarla.
Sin embargo, varios subconjuntos de la distribucio´n de datos pueden presen-
tar una dimensio´n intr´ınseca diferente. Es decir, e´sta no siempre es constante en
todo el dominio de los datos, por lo que varias zonas de un MAO pueden adap-
tarse a ellos de manera distinta, con menor o mayor grado de preservacio´n de
la topolog´ıa. Por esta razo´n no siempre es aconsejable medirla mediante un solo
valor cuantitativo. Aunque el analista puede dividir el espacio de entrada en va-
rias regiones para estudiarla en cada una de ellas, dicha subdivisio´n no es trivial.
El analista puede aplicar algoritmos de CV y me´todos de proyeccio´n de datos
multidimensionales para conseguir aislar las diversas clases que puedan tener una
dimensio´n intr´ınseca diferente. Afortunadamente los MAO realizan ambas tareas,
por lo que el propio MAO puede ser utilizado para estudiar el grado de preserva-
cio´n de la topolog´ıa y la dimensio´n intr´ınseca de los datos, en cada regio´n de la
distribucio´n.
No obstante, en general, los me´todos tradicionales de visualizacio´n de MAO no
aportan informacio´n relativa al grado de preservacio´n de la topolog´ıa del MAO,
ni sobre la dimensio´n intr´ınseca de los datos. Para poder visualizar estructuras de
menor dimensio´n intr´ınseca que la propia dimensio´n del MAO en el mapa es posi-
ble recurrir a histogramas de datos cuando el taman˜o del MAO es elevado (ve´ase
la Figura 6.47), o a me´todos de proyeccio´n como el MST o el AAN, es decir, a
me´todos de interpolacio´n o contraccio´n de neuronas (ve´anse las Figuras 6.30 y
6.83). No´tese que las clases de dimensio´n intr´ınseca uno quedan claramente refle-
jadas en las ima´genes generadas por estos me´todos para MAO bidimensionales.
Naturalmente, otros me´todos de proyeccio´n ma´s simples (por ejemplo, lineales)
pueden mostrar dichas estructuras, aunque en un espacio de observacio´n diferente
al del MAO. Con respecto a clases cuya dimensio´n intr´ınseca es mayor que la del
MAO, su localizacio´n es bastante ma´s compleja. Los mapas coloreados creados
a partir de me´todos de contraccio´n pueden indicar clusters en el MAO donde
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Figura 6.118: Tipos de discontinuidades de los MAO. En (a) un MAO 16-dimensional se ha
adaptado a una distribucio´n bidimensional cuadrada de forma totalmente desordenada. En (b)
la adaptacio´n aparece ma´s ordenada pero aparece un “cruce” que puede dificultar el ana´lisis
visual. En (c) no hay cruces pero aparecen vectores de referencia lejanos en el mapa que re-
presentan datos muy similares, los cuales se hallan cerca de dichos vectores de referencia (algo
que tambie´n ocurre en (b)). En (d) el MAO unidimensional se adapta “lo mejor posible” a la
distribucio´n, donde no aparecen cruces y las discontinuidades son debidas a datos relativamente
lejos de los vectores de referencia (adema´s, el error de cuantizacio´n es menor).
existen discontinuidades (generalmente asociadas a estructuras de dimensio´n ele-
vada), si en ellos varias neuronas no-vecinas aparecen con colores similares (ve´ase
la Figura 6.87). No obstante, esta solucio´n no siempre aporta resultados satisfac-
torios (en las Figuras 6.56 (d) y 6.57 (b) el color de las neuronas de cada cluster
es pra´cticamente constante, lo cual no permite visualizar discontinuidades a pe-
sar de que la dimensio´n intr´ınseca de los clusters es ocho). De esta manera, un
primer objetivo consiste en disen˜ar un me´todo de visualizacio´n capaz de revelar
informacio´n sobre el grado de preservacio´n de la topolog´ıa de cada regio´n del
MAO, y sobre la dimensio´n intr´ınseca de los datos asociados a dichas regiones.
El propo´sito principal de los MAO es la visualizacio´n de relaciones no-lineales
de datos multidimensionales [Koh01]. En la pra´ctica, una de las situaciones ma´s
habituales consiste en trabajar con conjuntos de datos cuya dimensio´n intr´ınseca
supera a la dimensio´n del MAO, ya que por razones de visualizacio´n e´sta no
puede ser mayor de tres. Por otro lado, la visualizacio´n de MAO tridimensionales
es considerablemente ma´s compleja que la relativa a MAO bidimensionales, dada
la tecnolog´ıa actual de visio´n tridimensional. Por esta razo´n, los analistas esta´n
“obligados” a trabajar con MAO bidimensionales para analizar distribuciones de
dimensio´n elevada, donde la preservacio´n de la topolog´ıa rara vez se satisface en
todas las regiones del MAO.
De esta manera, surge una nueva pregunta interesante: si el MAO se ha adap-
tado a la distribucio´n “lo mejor posible” o por lo menos “adecuadamente” dentro
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de sus posibilidades, cuando su dimensio´n es inferior a la dimensio´n intr´ınseca de
los datos. La Figura 6.118 muestra esta idea mediante cuatro MAO unidimensio-
nales (compuestos por 16 neuronas) adaptados a una distribucio´n bidimensional
cuadrada. En todos los casos no se preserva la topolog´ıa, pero existen diferencias
importantes de cara a analizar la distribucio´n. En (a) el MAO aparece totalmente
desordenado, lo cual impide visualizar la distribucio´n. Los MAO en (b), (c) y (d)
aparecen ma´s ordenados ya que vectores de referencia cercanos en el espacio de
los datos tambie´n se hallan cerca en el propio MAO. El cruce que aparece en (b)
puede dificultar el ana´lisis visual ya que neuronas alejadas en el mapa pueden
representar datos muy similares cercanos a sus vectores de referencia, algo que
tambie´n ocurre en (c). En (d) neuronas alejadas en el mapa pueden representar
datos muy similares, pero e´stos generalmente se hallan lejos de los vectores de
referencia. De esta manera, dada la dimensio´n del MAO, la adaptacio´n del cuarto
MAO puede ser considerada “la mejor posible” (o al menos “adecuada”) para
realizar un ana´lisis visual. El segundo objetivo relativo a visualizar la calidad de
la adaptacio´n del MAO a una distribucio´n consiste en disen˜ar un me´todo capaz
de detectar estas situaciones.
6.4.2. Solucio´n propuesta
Para alcanzar los objetivos anteriores, este apartado propone la visualizacio´n
expl´ıcita en el espacio de observacio´n del MAO de grafos que unen neuronas
cuyos vectores de referencia se hallan pro´ximos en el espacio de los datos. Esta
estrategia no ha sido utilizada previamente para analizar MAO de forma visual.
6.4.2.1. Grafo Hebbiano
Varias medidas de preservacio´n de la topolog´ıa esta´n basadas en el principio
de aprendizaje Hebbiano competitivo [Mar93] (el error topogra´fico [Kiv96] y la
medida Hebbiana [Pol97]), donde los dos vectores de referencia ma´s pro´ximos a
cada patro´n de entrada son conectados para formar el grafo Hebbiano, y deben
corresponder a neuronas vecinas en el mapa para que la topolog´ıa sea preservada
adecuadamente. No´tese que el principio esta´ basado en la regla de Hebb [Heb49],
donde se espera que exista una correlacio´n entre las actividades de las neuronas
asociadas a los dos vectores de referencia que mejor representan a un dato, por
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lo que e´stos son conectados. El grafo Hebbiano tambie´n es denominado “triangu-
lacio´n inducida de Delaunay” (ve´ase [Mar93]). Si existe un dato cuyos vectores
de referencia ma´s pro´ximos son wi y wj, entonces existe una regio´n no vac´ıa del
diagrama de Voronoi de segundo orden asociada a wi y wj. Esto implica que la in-
terseccio´n de las regiones del diagrama de Voronoi de primer orden asociadas a wi
y wj tampoco es vac´ıa y la arista que los conecta forma parte de la triangulacio´n
de Delaunay de todos los vectores de referencia por definicio´n. Por tanto, el grafo
Hebbiano es un subgrafo de la triangulacio´n de Delaunay, ya que pueden existir
regiones del diagrama de Voronoi de segundo orden que no contengan datos.
Cuando el objetivo consiste en visualizar el grado de preservacio´n de la topo-
log´ıa de cada regio´n del MAO una solucio´n consiste en proyectar el grafo Hebbiano
sobre su espacio de observacio´n. El grafo proyectado esta´ formado por aristas que
conectan pares de neuronas cuyos vectores de referencia son los ma´s cercanos a un
dato de entrada. Por tanto, las aristas proyectadas que conectan neuronas vecinas
en el mapa indican una buena preservacio´n de la topolog´ıa, mientras aristas ma´s
largas que conectan neuronas no-vecinas muestran discontinuidades en el MAO
donde la topolog´ıa no es preservada adecuadamente.
La visualizacio´n del grafo Hebbiano es una versio´n gra´fica del error topogra´fico
y la medida Hebbiana. El primero calcula la proporcio´n de patrones de entrada
con los cuales no se satisface el principio de aprendizaje Hebbiano competitivo,
que es equivalente a observar (aproximadamente) el nu´mero de aristas que conec-
tan neuronas no-vecinas. La medida Hebbiana compara el grafo Hebbiano con el
grafo que conecta a todos los pares de neuronas vecinas del MAO. Desde un punto
de vista gra´fico, el proceso vuelve a ser similar a visualizar las aristas del grafo
Hebbiano que conectan neuronas no-vecinas. La proyeccio´n del grafo Hebbiano
permite visualizar los pares de neuronas que contribuyen a una buena o pobre
preservacio´n de la topolog´ıa, por lo que es posible detectar zonas del MAO con
diferentes grados de preservacio´n de la topolog´ıa, lo cual aporta una pista sobre
la dimensio´n intr´ınseca de los datos asociados a dichas zonas.
El grafo Hebbiano contiene a lo sumo M(M − 1)/2 aristas, donde M es el
nu´mero de neuronas del MAO, aunque es necesario procesar N pares de vectores
de referencia para calcularlo, donde N es el nu´mero de muestras de la distribu-
cio´n. No´tese que varios datos pueden originar la misma arista. Su complejidad
computacional es O(MN). Aunque no es excesivamente elevada, si la distribu-
cio´n es de taman˜o elevado el analista puede optar por proyectar otros grafos que
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pueden ser calculados independientemente del nu´mero de muestras, como los dos
presentados en los siguientes apartados.
Cuando el objetivo es visualizar la calidad de la adaptacio´n del MAO cuando
su dimensio´n es inferior a la dimensio´n intr´ınseca de los datos, el grafo Hebbiano
produce ima´genes con multitud de aristas conectando neuronas no-vecinas, que
generalmente son dif´ıciles de interpretar. El grafo Hebbiano no proporciona infor-
macio´n sobre las distancias entre los pares de vectores de referencia que generan
las discontinuidades, por lo que no puede determinar cruces del MAO o situacio-
nes en las que neuronas lejanas en el mapa representan datos muy cercanos a sus
respectivos vectores de referencia. No obstante, el subgrafo del grafo Hebbiano
que conecta u´nicamente neuronas vecinas puede servir para determinar si el MAO
se ha adaptado a los datos “lo mejor posible” (siempre que se haya comprobado
previamente que el MAO no preserva adecuadamente la topolog´ıa). Si este sub-
grafo conecta un porcentaje elevado de neuronas vecinas, es posible suponer que
el MAO no puede adaptarse a la distribucio´n de forma considerablemente ma´s
ordenada.
Otra posible solucio´n al problema anterior consiste en ilustrar las aristas me-
diante niveles de gris, donde la intensidad luminosa de cada arista indique la
“gravedad” de la posible discontinuidad de cara a la preservacio´n de la topolog´ıa.
Por ejemplo, la intensidad luminosa puede depender del nu´mero de patrones aso-
ciados a una arista (par de vectores de referencia), o puede corresponder a una
funcio´n creciente con respecto a la longitud de la arista y decreciente con respecto
a las distancias entre el patro´n y los dos vectores de referencia asociados a la aris-
ta. Sin embargo, aunque varias estrategias han sido probadas en esta direccio´n,
las ima´genes obtenidas no indican si el MAO se ha adaptado a los datos “lo mejor
posible” con claridad. En este sentido, los otros dos grafos presentados en este
apartado o el subgrafo Hebbiano que conecta neuronas vecinas presentan mejores
resultados. En cualquier caso, el estudio de ı´ndices que indiquen la “gravedad” de
las discontinuidades es propuesto como l´ınea futura de esta tesis. Por ejemplo, al
utilizar niveles de gris para representar el nu´mero de patrones asociados a cada
arista del grafo Hebbiano, la imagen representa una versio´n “gra´fica” ma´s exacta
de la medida Hebbiana.
Por u´ltimo, el grafo Hebbiano puede revelar informacio´n sobre la estructura
de clusters. Al an˜adir aristas asociadas a datos, las neuronas que no aparecen
como ve´rtices del grafo son interpolantes, y permiten detectar algunos bordes
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entre clusters.
6.4.2.2. Proyeccio´n del a´rbol generador mı´nimo
El AGM tambie´n es un subgrafo de la triangulacio´n de Delaunay, y es una
simplificacio´n del grafo Hebbiano, aunque no corresponde estrictamente a un
subgrafo de e´ste. Contiene M − 1 aristas, donde M es el nu´mero de neuronas del
MAO (el grafo Hebbiano puede llegar a contener M(M − 1)/2 aristas). Por esta
razo´n no puede ilustrar todas las discontinuidades que aparecen en el MAO de
acuerdo con el principio de aprendizaje Hebbiano competitivo, y su interpretacio´n
es diferente.
Sin embargo, ilustra algunas de las discontinuidades ma´s importantes o posi-
bles “graves”, ya que conecta neuronas cuyos vectores de referencia se encuentran
pro´ximos entre s´ı. De esta manera, el grafo Hebbiano ilustra mejor la preserva-
cio´n de la topolog´ıa del MAO, mientras el AGM es capaz de dar una respuesta
ra´pida y generalmente clara sobre la capacidad del MAO para adaptarse a los
datos “lo mejor posible” (no´tese que el subgrafo Hebbiano que conecta neuronas
vecinas tambie´n aporta una visio´n aceptable en este sentido). Cuando las aristas
del AGM conectan neuronas vecinas o muy pro´ximas es posible suponer que el
MAO se ha adaptado adecuadamente a la distribucio´n. Si aparecen pocas aristas
largas conectando neuronas lejanas en el mapa resulta probable que otro MAO
pueda adaptarse mejor a los datos. Por u´ltimo, si aparecen muchas aristas largas
el AGM no aporta informacio´n fiable sobre la capacidad del MAO para adaptarse
a los datos “lo mejor posible”.
Las aristas del AGM tambie´n pueden ser mostradas mediante niveles de gris.
Por ejemplo, en funcio´n de la distancia entre los vectores de referencia asociados
a cada arista u otras estrategias como el nu´mero de patrones asociados al par de
vectores de referencia. Sin embargo, al igual que el resto de grafos presentados
en este apartado, el estudio de e´stos grafos coloreados es propuesto como l´ınea
futura de la tesis, ya que los resultados obtenidos mediante estas estrategias no
aportan informacio´n u´til excepto cuando el taman˜o del MAO es muy pequen˜o
(por ejemplo, menos de 100 neuronas).
Por u´ltimo, su complejidad computacional es O(M 2) (por ejemplo, mediante
el popular me´todo de Prim [Pri57]), donde M es el nu´mero de neuronas del
MAO. No´tese que e´sta puede ser reducida a O(M lgM) cuando los vectores de
referencia esta´n definidos en un plano (el espacio de los datos ser´ıa bidimensional),
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construyendo primero la triangulacio´n de Delaunay.
6.4.2.3. Grafo de los K-vecinos ma´s cercanos
El grafo presentado en este apartado es similar al AGM en el sentido de
no representar aristas entre pares de neuronas de acuerdo con el principio de
aprendizaje Hebbiano competitivo. En cambio, trata de ilustrar otras conexiones
importantes o posibles “graves” que deben ser cortas ya que unen vectores de
referencia pro´ximos entre s´ı en el espacio de los datos. En concreto el grafo conecta
cada neurona ηi con el conjunto de neuronas asociadas a los K primeros vectores
de referencia ma´s cercanos (vecinos en el espacio de los datos) al de ηi. Este grafo
puede ser utilizado para visualizar la capacidad del MAO para adaptarse a los
datos “lo mejor posible”, y tambie´n para analizar la preservacio´n de la topolog´ıa
general.
Cuando K = 1 el grafo contiene M aristas como ma´ximo (donde M es el
nu´mero de neuronas del MAO), es similar al AGM y representa las principales
aristas que deben ser cortas y conectar neuronas vecinas. Con K relativamente
bajo las aristas deben seguir siendo cortas y los grafos aportan una buena visio´n
sobre la calidad de la adaptacio´n del MAO a la distribucio´n cuando e´sta presenta
una dimensio´n intr´ınseca ma´s elevada que la dimensio´n del MAO. A medida
que K aumenta las aristas empiezan a conectar neuronas no-vecinas y el grafo
empieza a parecerse al propio grafo Hebbiano, por lo que puede ser utilizado
como medida aproximada de preservacio´n de la topolog´ıa general, pero no para
evaluar si el MAO se ha adaptado a los datos “lo mejor posible”. Si el MAO
tuviera una topolog´ıa rectangular y preservara perfectamente la topolog´ıa, cada
neurona del grafo Hebbiano deber´ıa conectar exactamente ocho vecinos en el
interior del mapa, cinco en los laterales, y tres en las esquinas. En ese caso K
podr´ıa ser elevado hasta a ocho (modificando el algoritmo para reducir el nu´mero
de aristas asociadas a las neuronas de los bordes del mapa) sin que aparecieran
aristas conectando neuronas no-vecinas. No obstante, si la dimensio´n intr´ınseca
de los datos es elevada esta situacio´n no ocurre (cada neurona no va aparecer
conectada exactamente a todas sus vecinas) y so´lo es posible evaluar si el MAO
se ha adaptado a los datos “lo mejor posible” con un valor de K relativamente
bajo.
Su complejidad computacional es O(M 2), donde M es el nu´mero de neuronas
del MAO. Puede ser utilizado como sustituto del AGM (para K = 1 o K = 2)
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ya que posee la misma complejidad computacional.
6.4.3. Resultados experimentales
Este apartado describe varios experimentos con el objetivo de ilustrar la in-
formacio´n que aportan los grafos propuestos. Los MAO utilizados son de taman˜o
medio o pequen˜o ya que generalmente resulta dif´ıcil interpretar las proyecciones
de grafos cuando e´stos contienen un nu´mero elevado de aristas. Como el taman˜o
de las distribuciones tampoco es excesivamente elevado, las ima´genes son genera-
das pra´cticamente en tiempo real con el sistema utilizado para llevar a cabo los
experimentos de esta tesis (ordenador personal con procesador Intelr Pentiumr
4 a 1.7GHz con 256MB de memoria RAM).
6.4.3.1. Ocho clusters disjuntos con forma hipercu´bica
La Figura 6.119 muestra el primer ejemplo de la proyeccio´n de grafos, el cual
esta´ basado en el MAO (20×20)-dimensional adaptado a la distribucio´n formada
por ocho clusters disjuntos con forma hipercu´bica utilizado a lo largo de la tesis.
Ilustra el grafo Hebbiano (a), el subgrafo Hebbiano que so´lo conecta neuronas
vecinas (b), el AGM (c), y los grafos de los K-vecinos ma´s cercanos para K = 1,
2 y 8, en (d), (e) y (f), respectivamente.
La proyeccio´n del grafo Hebbiano muestra las 20000 aristas correspondientes a
cada dato de la distribucio´n. Aunque muchas de e´stas aparecen repetidas (varios
datos tienen el mismo par de vectores de referencia ma´s cercanos) la imagen
resulta ruidosa, en el sentido de que no permite visualizar cada arista con claridad.
Esto es debido al elevado nu´mero de aristas y a su longitud relativamente elevada,
donde muchas de ellas conectan neuronas no-vecinas. A diferencia del resto de
grafos proyectados, los grafos “Hebbianos” en (a) y (b) so´lo conectan neuronas
asociadas a datos de la distribucio´n. Es decir, no conectan neuronas interpolantes,
lo cual permite detectarlas con claridad, y por tanto los bordes entre los clusters.
No´tese la similitud entre la proyeccio´n de grafo Hebbiano y las ima´genes obtenidas
con la mayor´ıa de me´todos de visualizacio´n de MAO (ve´anse las Figuras 5.2, 5.4,
5.8 (a), 5.9, 5.12, 5.17 (a), 5.20, 5.22, 5.23 (a), 5.26, 6.46, 6.56 (d) y 6.57 (b)). En
cuanto a la preservacio´n de la topolog´ıa, queda claro que un MAO bidimensional
no puede adaptarse ordenadamente a los clusters (cuya dimensio´n intr´ınseca es
ocho), por lo que aparecen numerosas aristas que conectan neuronas no-vecinas.
363





Figura 6.119: Grafos proyectados para un MAO (20× 20)-dimensional adaptado a la distribu-
cio´n formada por ocho clusters disjuntos con forma hipercu´bica. Grafo Hebbiano (a), subgrafo
Hebbiano conectando neuronas vecinas (b), AGM (c), grafo de los K-vecinos ma´s cercanos para
K = 1 (d), K = 2 (e) y K = 8 (f).
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No obstante, el subgrafo Hebbiano en (b) contiene un elevado nu´mero de aristas
conectando neuronas vecinas en cada cluster, lo cual indica que la adaptacio´n
del MAO es aceptable, teniendo en cuenta que la dimensio´n intr´ınseca de la
distribucio´n es muy superior a la dimensio´n del MAO.
Aunque la interpretacio´n del AGM es diferente que la del grafo Hebbiano,
su proyeccio´n tambie´n permite detectar la pobre preservacio´n de la topolog´ıa ya
que aparece un elevado nu´mero de aristas que conectan neuronas no-vecinas. Ge-
neralmente e´stas son numerosas cuando el MAO esta´ totalmente desordenado o
cuando la dimensio´n intr´ınseca de los datos es muy elevada, como ocurre en este
ejemplo. Por otro lado, el AGM so´lo indica que el MAO ha sido adaptado a la dis-
tribucio´n “lo mejor posible” cuando e´ste contiene una mayor´ıa de aristas “cortas”,
conectando neuronas cercanas en el mapa. En otras palabras, cuando aparecen
muchas aristas “largas” el AGM no es capaz de revelar si el MAO esta´ totalmente
desordenado o si ha sido capaz de adaptarse “lo mejor posible” a los datos. En
este caso el analista puede recurrir al subgrafo Hebbiano que conecta neuronas
vecinas para medir la calidad de la adaptacio´n del MAO a una distribucio´n de
dimensio´n intr´ınseca elevada. Por otro lado, es posible observar como las zonas
donde el MAO aparece ma´s desordenado corresponden a los clusters, mientras el
grado de desorden es menor en los bordes entre ellos.
Con respecto a los grafos de los K-vecinos ma´s cercanos para K = 1 y K = 2,
e´stos son muy parecidos al AGM. No pueden ilustrar si el MAO ha sido adap-
tado a la distribucio´n “lo mejor posible” por la misma razo´n que el AGM. Las
discontinuidades son muy numerosas por lo que so´lo pueden indicar un elevado
desorden en el MAO, pero no la calidad de la adaptacio´n. Por otro lado, cuando
K = 8 el grafo es parecido al grafo Hebbiano salvo en las conexiones asociadas a
las neuronas interpolantes.
6.4.3.2. Cuatro clusters disjuntos de diferente taman˜o e igual forma
El siguiente experimento es similar al anterior ya que esta´ basado en la distri-
bucio´n formada por cuatro clusters disjuntos de diferente taman˜o e igual forma,
donde la dimensio´n intr´ınseca de los clusters es ocho. La Figura 6.120 muestra el
grafo Hebbiano (a), el subgrafo Hebbiano que so´lo conecta neuronas vecinas (b),
el AGM (c), y el grafo de los K-vecinos ma´s cercanos para K = 1 (d), para un
MAO (20× 20)-dimensional adaptado a la distribucio´n, ve´ase la Figura 6.28.
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Figura 6.120: Grafos proyectados para un MAO (20×20)-dimensional adaptado a la distribucio´n
formada por cuatro clusters disjuntos de diferente taman˜o e igual forma. Grafo Hebbiano (a),
subgrafo Hebbiano conectando neuronas vecinas (b), AGM (c), y grafo de los K-vecinos ma´s
cercanos para K = 1 (d).
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Dada la elevada dimensio´n intr´ınseca de los clusters, el grafo Hebbiano mues-
tra numerosas aristas que conectan neuronas no-vecinas, indicando que el MAO
no puede adaptarse a ellos de forma ordenada. Aunque la imagen resulta ruido-
sa, es posible discriminar los cuatro clusters con claridad ya que las neuronas
interpolantes asociadas a los bordes entre ellos no pueden ser ve´rtices del grafo
Hebbiano. De esta manera, la imagen resultante aporta informacio´n similar a
otros me´todos de visualizacio´n (ve´anse las Figuras 6.45, 6.58 y 6.59). Por otro
lado, el subgrafo Hebbiano que conecta u´nicamente neuronas vecinas contiene un
elevado nu´mero de aristas en los clusters. Cada neurona aparece conectada a la
mayor´ıa de sus vecinas, lo cual indica que el MAO se ha adaptado “lo mejor posi-
ble” en los clusters, teniendo en cuenta la dimensio´n intr´ınseca elevada de e´stos.
La proyeccio´n del AGM y el grafo de los K-vecinos ma´s cercanos para K = 1, que
resultan muy similares, tambie´n indican que el MAO se ha adaptado a los clus-
ters adecuadamente ya que no aparecen aristas conectando neuronas no-vecinas
en ellos. E´stas ima´genes tambie´n muestran el desorden del MAO en su centro,
asociado al mayor borde entre los clusters. Aunque esta informacio´n no puede ser
vista mediante el grafo Hebbiano, en este caso no resulta importante de cara al
ana´lisis de la distribucio´n.
6.4.3.3. C´ırculo y anillo
La dimensio´n intr´ınseca de los datos puede coincidir con la dimensio´n del
MAO, en cuyo caso e´ste debe adaptarse a la distribucio´n de forma ordenada.
La Figura 6.121 ilustra una serie de grafos para un MAO (20 × 20)-dimensional
(bidimensional) adaptado a la distribucio´n formada por un c´ırculo y un anillo,
cuya dimensio´n intr´ınseca es claramente dos. La figura muestra el grafo Hebbiano
(a), el AGM (b), el grafo de los K-vecinos ma´s cercanos para K = 4 (c), y K = 8
(d).
En el grafo Hebbiano la mayor´ıa de las aristas conectan neuronas vecinas,
lo cual indica una muy buena preservacio´n de la topolog´ıa. Al igual que en los
ejemplos anteriores, las neuronas interpolantes que forman parte de los bordes
entre las dos clases son claramente visibles al no estar conectadas al grafo. De
esta manera, la proyeccio´n del grafo Hebbiano permite discriminar dos clases en
los datos, donde la imagen resultante esta´ relacionada con las generadas mediante
otros me´todos de visualizacio´n (ve´anse las Figuras 6.44, 6.84 y 6.85). En general,
el AGM tampoco muestra aristas conectando neuronas no-vecinas, por lo que
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Figura 6.121: Grafos proyectados para un MAO (20×20)-dimensional adaptado a la distribucio´n
formada por un c´ırculo y un anillo. Grafo Hebbiano (a), AGM (b), y grafo de los K-vecinos
ma´s cercanos para K = 4 (c) y K = 8 (d).
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(a) (b)
(c) (d)
Figura 6.122: Grafos proyectados para un MAO (20× 20)-dimensional adaptado a la distribu-
cio´n formada por dos segmentos. Grafo Hebbiano (a), subgrafo Hebbiano conectando neuronas
vecinas (b), AGM (c), y grafo de los K-vecinos ma´s cercanos para K = 1 (d).
confirma la buena preservacio´n de la topolog´ıa del MAO. Las pocas conexiones
entre neuronas no-vecinas no son relevantes al seguir siendo cortas. Con respecto
al grafo de los K-vecinos ma´s cercanos, cuando K es bajo las ima´genes muestran
la misma informacio´n que el AGM. Es necesario elevar K (por ejemplo, hasta
cuatro) para visualizar aristas que conecten neuronas no-vecinas. Sin embargo,
sus longitudes siguen siendo pequen˜as, lo cual es otro indicativo de la buena
preservacio´n de la topolog´ıa. Con K = 8 las longitudes de las aristas todav´ıa son
pequen˜as y destacan los claros bordes entre las dos clases.
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6.4.3.4. Dos segmentos
En este experimento la distribucio´n de datos utilizada corresponde a la for-
mada por dos segmentos, cuya dimensio´n intr´ınseca es uno, que es menor que la
dimensio´n del MAO. En este caso se espera que aparezcan aristas largas conec-
tando neuronas no vecinas, pero la interpretacio´n de las ima´genes es ligeramente
diferente ya que no aparece ninguna de las situaciones descritas en la Seccio´n
6.4.1 (ve´ase la Figura 6.118), donde la dimensio´n del MAO es menor que la in-
tr´ınseca de los datos. La Figura 6.122 muestra el grafo Hebbiano (a), el subgrafo
Hebbiano que so´lo conecta neuronas vecinas (b), el AGM (c), y el grafo de los
K-vecinos ma´s cercanos para K = 1 (d), para un MAO (20 × 20)-dimensional
adaptado a la distribucio´n, ve´ase la Figura 6.77.
El grafo Hebbiano discrimina las dos clases correspondientes a los segmentos
al mostrar un claro borde de neuronas interpolantes en el centro del mapa, por
lo que revela informacio´n similar a la obtenida mediante otros me´todos de vi-
sualizacio´n (ve´anse las Figuras 6.76, 6.78 y 6.79). Tambie´n muestra numerosas
aristas que conectan neuronas no-vecinas, lo cual indica una pobre preservacio´n
de la topolog´ıa. Por otro lado, el subgrafo Hebbiano que conecta neuronas veci-
nas contiene muy pocas aristas. En principio, esto podr´ıa indicar que es posible
entrenar el MAO de forma que se adapte ma´s ordenadamente a los datos. Sin
embargo, las aristas del grafo Hebbiano muestran claras estructuras en zigzag,
caracter´ısticas de los MAO bidimensionales al adaptarse a datos de dimensio´n
intr´ınseca uno. Cuando la dimensio´n intr´ınseca de los datos es superior a la di-
mensio´n del MAO e´ste puede doblarse para adaptarse de manera relativamente
ordenada a los datos (ve´ase la Figura 6.118). Sin embargo, cuando es inferior
resulta imposible adaptar los vectores de referencia a los datos preservando el
orden local de las neuronas en el mapa, por lo que aparecen dichas estructuras en
zigzag. De esta manera, el propio grafo Hebbiano indica mediante estas estructu-
ras que la dimensio´n intr´ınseca de los datos es uno y que es posible suponer que
el MAO se ha adaptado “lo mejor posible” a la distribucio´n. No´tese que en estos
casos el MAO no se adapta de manera aleatoria, sino que presenta cierto orden
y aparece una estructura en zigzag, reflejando el intento del MAO por adaptarse
a los datos de dimensio´n intr´ınseca uno. Por otro lado, el AGM y el grafo de los
K-vecinos ma´s cercanos con K = 1 son muy similares al grafo Hebbiano. E´stos
revelan aristas largas formando estructuras en zigzag por lo que tambie´n indican
una pobre preservacio´n de la topolog´ıa, la dimensio´n intr´ınseca de los datos (uno)
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(a) (b)
Figura 6.123: Grafos proyectados para un MAO (20×20)-dimensional adaptado a la distribucio´n
formada por dos eslabones encadenados. Grafo Hebbiano (a) y AGM (b).
y una calidad aceptable del proceso de adaptacio´n del MAO.
6.4.3.5. Dos eslabones encadenados
La Figura 6.123 muestra el grafo Hebbiano (a) y el AGM (b) para un MAO
(20×20)-dimensional adaptado a la distribucio´n formada por dos eslabones enca-
denados, ve´ase la Figura 5.6 (a). El grafo Hebbiano vuelve a mostrar una imagen
similar a las generadas con otros me´todos de visualizacio´n (ve´anse las Figuras 5.6,
5.17 (b), 5.23 (b), 5.40 (a), 5.44 (a), 6.30, 6.47 y 6.83). E´ste revela la existencia
de dos clases al mostrar las neuronas interpolantes, la dimensio´n intr´ınseca de
los datos (uno, debido a la organizacio´n de las aristas en zigzag) y, a diferencia
de los me´todos tradicionales, es capaz de ilustrar la estructura circular de las
clases al conectar mediante dos aristas largas las zonas del mapa donde aparecen
las discontinuidades ma´s notables. En este caso, el MAO ha sido adaptado a los
datos adecuadamente a pesar de dichas discontinuidades, necesarias para indicar
que los dos anillos esta´n encadenados. Sin embargo, si no se conoce la estructura
de los datos a priori no es posible determinar si el MAO ha sido adaptado a los
datos “lo mejor posible” u´nicamente a partir de los grafos proyectados. Las aris-
tas largas del grafo Hebbiano hacen sospechar que pueda existir otro MAO que
pueda adaptarse a los datos de forma ma´s ordenada. Por otro lado, la proyeccio´n
del AGM genera una imagen mucho ma´s ruidosa que la generada mediante el
grafo Hebbiano al conectar neuronas interpolantes y no aporta informacio´n u´til
sobre la distribucio´n. La proyeccio´n del grafo de los K-vecinos ma´s cercanos para
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Figura 6.124: Grafos proyectados para un MAO (20×20)-dimensional adaptado a la distribucio´n
formada por dos superficies planas paralelas. Grafo Hebbiano (a), subgrafo Hebbiano conectando
neuronas no-vecinas (b), AGM (c), y grafo de los K-vecinos ma´s cercanos para K = 8 (d).
valores bajos de K es similar a la del AGM por lo que no es mostrada en el
ejemplo.
6.4.3.6. Dos superficies planas paralelas
El siguiente experimento esta´ basado en un MAO (20×20)-dimensional adap-
tado a la distribucio´n formada por dos superficies planas paralelas, ve´ase la Figura
6.26. La Figura 6.124 muestra el correspondiente grafo Hebbiano (a), el subgrafo
Hebbiano que so´lo conecta neuronas no-vecinas (b), el AGM (c), y el grafo de los
K-vecinos ma´s cercanos para K = 8 (d).
Las ima´genes generadas con me´todos de visualizacio´n tradicionales logran dis-
criminar ambas clases pero no consiguen determinar la dimensio´n intr´ınseca de
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los datos. De esta manera, e´stas son parecidas a las obtenidas con otras distribu-
ciones compuestas por dos clases disjuntas (que contienen aproximadamente el
mismo nu´mero de patrones de entrada), como ocurre con la distribucio´n formada
por dos segmentos. No obstante, la proyeccio´n del grafo Hebbiano no so´lo esta´ re-
lacionada con otras ima´genes generadas por me´todos de visualizacio´n (ve´anse las
Figuras 6.89, 6.90 y 6.91), sino que permite detectar la dimensio´n intr´ınseca de
las dos clases. El grafo Hebbiano consigue discriminar ambas clases al revelar un
borde de neuronas interpolantes en el centro del mapa. Las aristas que conectan
neuronas no-vecinas en dicho borde indican que el MAO se ha doblado en el en-
trenamiento, por lo que parece factible entrenar otro MAO que quede ajustado
mejor a la distribucio´n. Por otro lado, pra´cticamente la totalidad de las cone-
xiones asociadas a las dos superficies corresponden a neuronas vecinas (ve´ase la
imagen (b)), lo cual indica que su dimensio´n intr´ınseca es dos. El AGM revela la
misma informacio´n que el grafo Hebbiano, aunque no es capaz de revelar el borde
entre las dos superficies. Por u´ltimo, el grafo de los K-vecinos ma´s cercanos para
K = 8 indica un muy buen ordenamiento del MAO en las clases, donde numero-
sas neuronas aparecen conectadas u´nicamente a sus neuronas vecinas. Esto indica
claramente que los datos se hallan sobre hipersuperficies de dimensio´n dos.
6.4.3.7. Circunferencia, segmento, cuadrado y ortoedro
Este apartado presenta uno de los ejemplos ma´s interesantes de la proyeccio´n
de grafos. La distribucio´n corresponde a la formada por una circunferencia, un
segmento, un cuadrado y un ortoedro, por lo que consta de varias clases con
diferente dimensio´n intr´ınseca. La Figura 6.125 ilustra el grafo Hebbiano (a),
el subgrafo Hebbiano que so´lo conecta neuronas vecinas (b), el AGM (c), y el
grafo de los K-vecinos ma´s cercanos para K = 1 (d), para un MAO (20 × 20)-
dimensional adaptado a la distribucio´n, ve´ase la Figura 5.13.
La proyeccio´n del grafo Hebbiano vuelve a estar relacionada con las ima´genes
producidas mediante otros me´todos de visualizacio´n (ve´anse las Figuras 5.13, 5.40
(b), 5.44 (b), 6.48 y 6.95), y muestra las cuatro clases que componen la distri-
bucio´n con claridad al mostrar el grado de preservacio´n de la topolog´ıa en cada
zona del mapa. La circunferencia aparece mediante una estructura circular en
zigzag (por lo que su dimensio´n intr´ınseca es uno) en la esquina superior-derecha.
El segmento aparece algo ma´s abajo, representado por numerosas aristas que
conectan neuronas no-vecinas formando otra estructura en zigzag. Queda claro
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Figura 6.125: Grafos proyectados para un MAO (20×20)-dimensional adaptado a la distribucio´n
formada por una circunferencia, un segmento, un cuadrado y un ortoedro. Grafo Hebbiano (a),
subgrafo Hebbiano conectando neuronas vecinas (b), AGM (c), y grafo de los K-vecinos ma´s
cercanos para K = 1 (d).
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en el ejemplo que el MAO se adapta mejor a la circunferencia que al segmento.
La clase correspondiente al ortoedro tambie´n es claramente visible en la esquina
inferior-izquierda, ya que aparece una zona donde las aristas conectan numerosas
neuronas no-vecinas de forma desordenada, lo cual revela una clase de datos cuya
dimensio´n intr´ınseca es superior a dos. Por u´ltimo, el cuadrado se encuentra entre
el segmento y el ortoedro, donde el MAO preserva adecuadamente la topolog´ıa
al aparecer menos discontinuidades.
A la hora de analizar la calidad de la adaptacio´n del MAO al ortoedro, el
grafo Hebbiano que conecta neuronas vecinas muestra un porcentaje elevado de
conexiones entre las neuronas del ortoedro, lo cual indica que dicha adaptacio´n es
adecuada. Esto queda corroborado mediante las proyecciones del AGM y el grafo
de los K-vecinos ma´s cercanos para K = 1, las cuales no muestran discontinuida-
des en la zona del mapa asociada al ortoedro. Con respecto al resto del MAO, las
ima´genes tambie´n muestran una adaptacio´n adecuada, teniendo en cuenta que
las aristas que conectan neuronas no-vecinas corresponden al segmento (datos de
dimensio´n intr´ınseca uno), al que no puede adaptarse ordenadamente un MAO
bidimensional.
6.4.3.8. Esfera maciza dentro de una esfera hueca
La Figura 6.126 muestra otro ejemplo basado en el MAO (20×20)-dimensional
adaptado a la distribucio´n formada por una esfera maciza dentro de otra hueca,
ve´ase la Figura 6.31. Ilustra el grafo Hebbiano (a), el subgrafo Hebbiano que
so´lo conecta neuronas vecinas (b), el AGM (c), y el grafo de los K-vecinos ma´s
cercanos para K = 1 (d).
En este caso la proyeccio´n del grafo Hebbiano muestra una imagen ruidosa,
debido al elevado nu´mero de aristas que conectan neuronas no-vecinas asociadas a
la esfera maciza. Las numerosas discontinuidades indican una elevada dimensio´n
intr´ınseca de los datos asociados a dicha clase. Por otro lado, la adaptacio´n del
MAO a la esfera hueca, cuya dimensio´n intr´ınseca puede ser considerada cercana
a dos, es considerablemente mejor. En las regiones del mapa asociadas a esta clase
las aristas del grafo Hebbiano conectan principalmente neuronas vecinas. De esta
manera, el grafo Hebbiano aporta una visio´n adecuada de la preservacio´n de la
topolog´ıa en cada regio´n del MAO.
La proyeccio´n del grafo Hebbiano que conecta neuronas vecinas esta´ relacio-
nada con otras ima´genes generadas con varios me´todos de visualizacio´n, ya que
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Figura 6.126: Grafos proyectados para un MAO (20×20)-dimensional adaptado a la distribucio´n
formada por una esfera maciza dentro de otra hueca. Grafo Hebbiano (a), subgrafo Hebbiano
conectando neuronas vecinas (b), AGM (c), y grafo de los K-vecinos ma´s cercanos para K = 1
(d).
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(a) (b)
(c) (d)
Figura 6.127: Grafos proyectados para un MAO (20×20)-dimensional adaptado a la distribucio´n
formada por datos reales de habla. Grafo Hebbiano (a), subgrafo Hebbiano conectando neuronas
vecinas (b), AGM (c), y grafo de los K-vecinos ma´s cercanos para K = 1 (d).
permite detectar bordes entre clases (ve´anse las Figuras 6.86, 6.87 y 6.88). Sin
embargo, de cara a observar si el MAO ha sido adaptado a la esfera maciza “lo
mejor posible”, no aporta informacio´n concluyente ya que la media de conexiones
a neuronas vecinas no es elevada. En cambio, el AGM y el grafo de los K-vecinos
ma´s cercanos para K = 1, que son muy similares, muestran un nu´mero relativa-
mente bajo de aristas conectando neuronas no-vecinas. Esto indica que puede ser
posible entrenar un MAO de manera que quede mejor adaptado a la distribucio´n.
6.4.3.9. Datos reales de habla
La Figura 6.127 muestra varias proyecciones de grafos para un MAO (16×16)-
dimensional adaptado a la distribucio´n formada por datos reales de habla de la
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palabra “right”, ve´ase la Figura 6.49 (d). Ilustra el grafo Hebbiano (a), el subgrafo
Hebbiano que so´lo conecta neuronas vecinas (b), el AGM (c), y el grafo de los
K-vecinos ma´s cercanos para K = 1 (d).
El grafo Hebbiano produce una imagen con multitud de aristas conectando
neuronas no-vecinas, lo cual indica que la dimensio´n intr´ınseca de los datos es
superior a dos. El elevado nu´mero de discontinuidades genera una imagen ruidosa
y dif´ıcil de interpretar, donde su relacio´n con otras ima´genes obtenidas a partir
de me´todos de visualizacio´n no es tan evidente como en otros ejemplos (ve´anse
las Figuras 6.49, 6.96 y 6.100).
No obstante, la adaptacio´n del MAO a la distribucio´n puede ser considerada
adecuada o “la mejor posible” dada la informacio´n que aportan el resto de gra-
fos proyectados. El grafo Hebbiano que so´lo conecta neuronas vecinas contiene
un elevado nu´mero de aristas, donde cada neurona suele estar conectada con la
mayor´ıa de sus vecinas. El MAO apenas muestra discontinuidades y las pocas
que aparecen conectan neuronas relativamente pro´ximas entre s´ı. Por u´ltimo, el
AGM y el grafo de los K-vecinos ma´s cercanos para K = 1 tampoco muestran
discontinuidades serias del MAO.
La Figura 6.101 ilustra un ejemplo con datos de habla de la palabra inglesa
“up”, donde es posible detectar una discontinuidad importante en el AGM. Las
neuronas asociadas a la arista ma´s larga corresponden al mismo tipo de datos, por
lo que aparece un cluster “repetido” (de silencio). Esto indica que el MAO emplea-
do no se ha adaptado a los datos “lo mejor posible”, y el analista puede entrenar
otro MAO para eliminar uno de los clusters repetidos. En este ejemplo, el grafo
Hebbiano muestra numerosas discontinuidades, el subgrafo Hebbiano esta´ com-
puesto por un elevado nu´mero de aristas y el grafo de los K-vecinos ma´s cercanos
para K = 1 no muestra discontinuidades. De esta manera, el AGM es el que
aporta la informacio´n necesaria para permitir ver la discontinuidad importante.
6.4.3.10. Proyeccio´n de grafos con MAO pequen˜os
La proyeccio´n de grafos puede ser utilizada como alternativa a los me´todos
tradicionales de visualizacio´n cuando el taman˜o del MAO es pequen˜o. La Figura
6.128 muestra varios grafos que ilustran informacio´n acerca de la estructura de
clusters de la distribucio´n formada por cuatro clusters de igual taman˜o y diferente
forma, a la que se ha adaptado un MAO (5×5)-dimensional (ve´ase la Figura 6.19
(a)). Los grafos coloreados, que resultan dif´ıciles de analizar cuando el taman˜o
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(a) (b) (c)
(d) (e) (f)
Figura 6.128: Grafos proyectados para un MAO (5× 5)-dimensional adaptado a la distribucio´n
formada por cuatro clusters de igual taman˜o y diferente forma. Grafo Hebbiano (a), grafo
Hebbiano coloreado segu´n el nu´mero de patrones asociados a cada arista (b), grafo Hebbiano
coloreado segu´n la longitud de las aristas en el espacio de los datos (c), AGM (d), AGM
coloreado segu´n la longitud de las aristas en el espacio de los datos (e), y grafo de los K-vecinos
ma´s cercanos para K = 3 (f).
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del MAO es medio o elevado, ayudan a discriminar las clases que aparecen en
los datos. En la imagen (b) las aristas reciben un color ma´s oscuro a medida que
representan ma´s datos, por lo que la imagen esta´ relacionada con el histograma
de datos. En (c) y (e) las aristas son ma´s claras a medida que aumenta la distan-
cia entre los dos vectores de referencia asociados a las aristas, por lo que esta´n
relacionadas con matrices de distancias (ve´ase la Figura 6.40).
6.4.4. Discusio´n
El propo´sito de la estrategia de proyeccio´n de grafos es aportar una medida
visual e intuitiva de preservacio´n de la topolog´ıa, por lo que las visualizaciones
no pueden ser comparadas con las generadas por el resto de me´todos descritos
en esta tesis, aunque en algunos casos existe una relacio´n entre ellas. Por otro
lado, el autor de esta tesis no ha encontrado ningu´n otro me´todo de proyeccio´n de
grafos en la literatura para ana´lisis visual de MAO. El me´todo puede ser utilizado
con MAO de cualquier taman˜o, aunque proporciona mejores resultados con los
de taman˜o pequen˜o o medio (menos de mil neuronas aproximadamente) ya que
en MAO grandes las conexiones mu´ltiples resultan dif´ıciles de interpretar y pro-
ducen ima´genes ruidosas. Por otro lado, a pesar de que las proyecciones de grafos
propuestas pueden mostrar informacio´n sobre la estructura de clusters de los da-
tos, otros me´todos de visualizacio´n de clusters generalmente producen ima´genes
ma´s claras cuando el MAO no es muy pequen˜o. No obstante, los grafos pueden
ser utilizados como alternativa cuando el MAO es pequen˜o (contiene menos de
100 neuronas aproximadamente), ya que en e´stos casos otros me´todos de ana´lisis
visual suelen presentar problemas. Por otro lado, las proyecciones de los grafos no
esta´n limitadas a MAO bidimensionales (no´tese que un MAO unidimensional o
bidimensional puede ser curvado a posteriori para poder apreciar todas las aristas
del grafo, mientras que uno tridimensional requerir´ıa una te´cnica de visualizacio´n
mucho ma´s sofisticada).
Finalmente, el grafo Hebbiano aporta ima´genes ma´s precisas en cuanto a vi-
sualizar el error topogra´fico (y por tanto de la preservacio´n de la topolog´ıa) y
en cuanto al ana´lisis de clusters. Sin embargo, el AGM y el grafo que conecta
los K primeros vecinos de cada vector de referencia no dependen del nu´mero de
muestras de la distribucio´n. Su complejidad computacional es O(M 2) mientras la
del grafo Hebbiano es O(MN), donde M es el nu´mero de neuronas del MAO y
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N es el nu´mero de muestras de la distribucio´n. De esta manera, pueden ser utili-
zados si la distribucio´n de datos es muy grande y el MAO es de taman˜o medio o
pequen˜o, por razones de velocidad y para simplificar las ima´genes reduciendo el
nu´mero de aristas. Por otro lado, la determinacio´n del grafo ma´s adecuado para
evaluar si un MAO se ha adaptado a los datos “lo mejor posible” depende de las






7.1. Conclusiones y Aportaciones
Siguiendo la filosof´ıa del AED, donde un conjunto de datos debe ser explorado
de tantas maneras como sea posible, esta tesis propone cuatro nuevos me´todos de
ana´lisis visual de MAO como principal aportacio´n, adema´s de llevar a cabo una
extensa recopilacio´n y ana´lisis de los me´todos de visualizacio´n ma´s relevantes des-
critos en la literatura. Los nuevos me´todos esta´n basados en estrategias diferentes
para poder tratar varios tipos de distribuciones de datos y MAO de diferentes
taman˜os, para los cuales un determinado me´todo de visualizacio´n pueda resultar
ma´s ido´neo. Los nuevos me´todos revelan diversas caracter´ısticas de los conjuntos
de datos y presentan mejores prestaciones en comparacio´n con otros me´todos de
ana´lisis visual descritos en la literatura. En definitiva, los nuevos me´todos com-
plementan, mejoran y facilitan el ana´lisis visual de MAO, tanto desde un punto
de vista exploratorio, como desde el punto de vista de analizar el proceso de
adaptacio´n del MAO a una distribucio´n de datos.
7.1.1. Conclusiones
Del ana´lisis de los diferentes experimentos realizados y de los resultados ob-
tenidos con cada me´todo es posible derivar las siguientes conclusiones:
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• Me´todo de semejanza de tria´ngulos:
Su principal ventaja es la posibilidad de emplear ma´s de tres neuro-
nas para calcular la proyeccio´n que genera. Esto es fundamental para
conseguir proyecciones continuas y robustas, y aportar descripciones
adecuadas de conjuntos de datos. En este sentido, es posible apreciar
un aumento considerable en la calidad de las ima´genes con respecto a
otros me´todos de interpolacio´n descritos en la literatura.
Al ser capaz de proyectar cada dato de la distribucio´n a un espacio
observable, la resolucio´n y detalle de las ima´genes es superior a la de
otros me´todos basados en conjuntos de vectores de referencia.
El me´todo tambie´n puede desvincularse de la estructura regular de las
neuronas en los mapas, lo cual permite ilustrar estructuras dif´ıciles de
observar con la mayor´ıa de me´todos de visualizacio´n, y es robusto a la
adaptacio´n del MAO en cuanto al error de cuantizacio´n.
Las proyecciones que mejor describen los datos son generadas emplean-
do todos los pares de neuronas del MAO, para que resulten continuas.
A pesar de que el MST puede generar descripciones adecuadas de los
datos con MAO grandes, la velocidad del me´todo disminuye al emplear
un nu´mero elevado de pares de neuronas, por lo que el taman˜o del
MAO debe ser moderado. Por otro lado, el me´todo resulta adecuado
cuando el MAO es pequen˜o ya que aporta la resolucio´n necesaria que
no puede proporcionar un conjunto reducido de vectores de referencia.
• Superposicio´n de ima´genes:
Genera ima´genes ma´s completas y robustas que las dos originales cuan-
do ambas representan el mismo tipo de informacio´n. Su principal ven-
taja reside en que resulta mucho ma´s fa´cil comparar ima´genes similares
cuando e´stas son superpuestas una encima de otra, que compararlas
ubica´ndolas una al lado de la otra.
La interpretacio´n de dos colores no es complicada, aunque un tercer
color puede incorporar demasiada complejidad a la imagen.
Al combinar matrices de distancias con histogramas de datos el me´todo




comprensio´n y el ana´lisis de la distribucio´n con la que se ha entrenado
el MAO.
La superposicio´n de ima´genes es ma´s ido´nea cuando el taman˜o del
MAO es elevado.
• Algoritmo de agrupacio´n de neuronas:
Los experimentos llevados a cabo muestran como los me´todos de con-
traccio´n de neuronas mejoran notablemente el proceso de ana´lisis de
un MAO con respecto a los me´todos tradicionales. Aportan una pro-
yeccio´n no-lineal de los vectores de referencia y un mapa coloreado, los
cuales proporcionan diversa informacio´n u´til sobre el MAO y sobre la
distribucio´n con la que ha sido entrenado.
Con respecto al me´todo de Himberg, el AAN produce descripciones
menos precisas dada su naturaleza aleatoria y los conjuntos reducidos
de neuronas con los que trabaja. La ventaja sobre el me´todo de Him-
berg reside en el aumento de velocidad cuando el taman˜o del MAO
es elevado, mientras las ima´genes generadas siguen siendo similares a
las obtenidas con el me´todo de Himberg. La mayor velocidad del AAN
tambie´n es crucial de cara a analizar el proceso dina´mico de contrac-
cio´n de neuronas cuando el taman˜o del MAO es elevado.
En la pra´ctica, los me´todos de contraccio´n no producen resultados
interesantes con MAO pequen˜os. Para los de taman˜o medio, el me´to-
do de Himberg produce los resultados ma´s precisos pra´cticamente en
tiempo real. Por tanto, el AAN debe ser aplicado a MAO de taman˜o
relativamente elevado (ma´s de mil neuronas), sobre todo si el objetivo
es analizar el proceso dina´mico de contraccio´n, dada su complejidad
computacional ma´s ligera.
• Proyeccio´n de grafos:
La proyeccio´n del grafo Hebbiano representa una versio´n gra´fica de
varias medidas de bondad o preservacio´n de la topolog´ıa al estar ı´nti-
mamente relacionada con el error topogra´fico y la medida Hebbiana.
Los experimentos muestran como esta proyeccio´n indica correctamente
las discontinuidades presentes en el MAO y si la dimensio´n intr´ınseca
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de los datos asociados a cada regio´n del MAO es menor, igual o mayor
que su propia dimensio´n.
En la mayor´ıa de experimentos llevados a cabo (incluido el basado
en datos reales) el subgrafo Hebbiano que conecta neuronas vecinas,
el AGM y el grafo de los K-vecinos ma´s cercanos para valores bajos
de K permiten analizar la calidad de la adaptacio´n del MAO a una
distribucio´n.
Los grafos basados en el principio de aprendizaje Hebbiano competitivo
suelen generar ima´genes relacionadas con otros me´todos de visualiza-
cio´n de MAO al revelar las neuronas interpolantes. De esta manera,
tambie´n pueden ser utilizados para observar estructuras como clus-
ters, especialmente si el MAO es pequen˜o, donde tienen problemas la
mayor´ıa de me´todos de visualizacio´n.
La proyeccio´n de grafos resulta ma´s ido´nea cuando el taman˜o del MAO
no es elevado, ya que un gran nu´mero de aristas puede dificultar la
interpretacio´n de las ima´genes.
• Relaciones entre los nuevos me´todos:
Las matrices de distancias y los histogramas de datos proporcionan
informacio´n exacta y precisa sobre distancias y proporciones de datos
en el MAO, por lo que su superposicio´n no esta´ basada en una estra-
tegia heur´ıstica, a diferencia del AAN. Sin embargo, en la pra´ctica los
me´todos de contraccio´n proporcionan ma´s informacio´n u´til por lo que
sus prestaciones son notablemente mayores.
La diferencia principal entre el MST y el AAN reside en que el primero
proyecta patrones de datos, mientras el segundo proyecta un conjunto
vectores de referencia. De esta manera, el MST generalmente produce
ima´genes de mayor resolucio´n. Ambos me´todos pueden generar ima´ge-
nes similares cuando el MAO contiene un nu´mero elevado de neuronas.
Sin embargo, en esos casos el MST necesita utilizar un nu´mero eleva-
do de pares de neuronas para generar proyecciones precisas, por lo que
resulta mucho ma´s lento que el AAN.
El encadenado basado en un co´digo de colores de la proyeccio´n genera-




vectores de referencia que pueden ser utilizados en otras proyecciones
de los datos o de los propios vectores de referencia. De esta manera,
es posible mejorar el MST combina´ndolo con el AAN para producir
proyecciones coloreadas de los datos de entrada.
Aunque en algunos casos es posible detectar discontinuidades en los
MAO mediante los mapas coloreados generados con el AAN, resulta
mucho ma´s adecuado utilizar las proyecciones de grafos para analizar la
preservacio´n de la topolog´ıa del MAO. Por otro lado, ambos me´todos
pueden ser combinados mediante una superposicio´n para corroborar
sus resultados.
El propo´sito de la estrategia de proyeccio´n de grafos es aportar una
medida visual e intuitiva de la preservacio´n de la topolog´ıa en varias
regiones del MAO. De esta manera, las visualizaciones no pueden ser
comparadas con las generadas por del resto de me´todos descritos en es-
ta tesis, aunque en algunos casos existe una relacio´n entre las ima´genes
que generan.
A pesar de que las proyecciones de grafos propuestas pueden mostrar
informacio´n sobre la estructura de clusters, la mayor´ıa de me´todos de
visualizacio´n de clusters producen ima´genes ma´s claras, especialmente
cuando el MAO no es muy pequen˜o.
7.1.2. Aportaciones
Adema´s de la extensa recopilacio´n y descripcio´n de los me´todos de visualiza-
cio´n de MAO ma´s relevantes de la literatura, la principal aportacio´n de la tesis
consiste en la descripcio´n y ana´lisis de cuatro nuevos me´todos de visualizacio´n de
MAO:
• Me´todo de semejanza de tria´ngulos:
Se trata de un me´todo mejorado, sofisticado y robusto de interpolacio´n
que proyecta cada dato de la distribucio´n a un espacio observable en
funcio´n de unos puntos de referencia y un criterio geome´trico.
A diferencia de la mayor´ıa de me´todos de visualizacio´n de MAO, aporta
informacio´n sobre cada dato individual de la distribucio´n mediante
una visualizacio´n expl´ıcita de cada patro´n. De esta manera, resulta
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atractivo desde el punto de vista del AED, ya que puede proyectar
todos los datos de la distribucio´n de manera no-lineal.
Es un me´todo general de proyeccio´n no-lineal. No esta´ limitado a la
correspondencia discreta que genera un MAO.
• Superposicio´n de ima´genes:
Es una solucio´n sencilla que ayuda a la interpretacio´n de la informacio´n
contenida en los MAO, a pesar de que el me´todo no an˜ade informa-
cio´n nueva, ya que las ima´genes a combinar pueden ser examinadas
individualmente.
Aplicado a matrices de distancias y a histogramas de datos, las ima´ge-
nes resultantes facilitan un ana´lisis ma´s completo y robusto de la es-
tructura de clusters de la distribucio´n con la que se ha entrenado un
MAO.
• Algoritmo de agrupacio´n de neuronas:
Es un algoritmo eficiente de contraccio´n de neuronas, el cual esta´ basa-
do en una heur´ıstica distinta a la empleada por me´todos gravitaciona-
les, que considera subconjuntos reducidos de neuronas para actualizar
sus posiciones por medio de un algoritmo auto-organizativo similar al
del entrenamiento secuencial del MAO.
El me´todo muestra como el algoritmo del MAO puede ser visto desde
un punto de vista ma´s general para poder ser aplicado a otros proble-
mas diferentes del entrenamiento de MAO. En el AAN los conceptos
son invertidos para conseguir organizar neuronas en el mapa en fun-
cio´n de la organizacio´n de sus vectores de referencia en el espacio de
los datos.
El AAN representa una seria alternativa a los me´todos tradicionales
de ana´lisis de clusters ya que aporta ma´s informacio´n u´til. Genera una
proyeccio´n no-lineal de los vectores de referencia y un mapa coloreado
que permite detectar los diferentes clusters y los bordes entre ellos,
facilita el ana´lisis de trayectorias y el etiquetado de las neuronas, y




• Proyeccio´n de grafos:
Representa la u´nica estrategia visual hasta la fecha para analizar la
preservacio´n de la topolog´ıa y la calidad de la adaptacio´n del MAO a
la distribucio´n de datos.
Los grafos propuestos tambie´n pueden revelar informacio´n sobre la
estructura de clusters de la distribucio´n.
7.2. L´ıneas Futuras
Considerando las conclusiones y aportaciones comentadas, las l´ıneas futuras
del presente trabajo pueden estar dirigidas en las siguientes direcciones:
• Me´todo de semejanza de tria´ngulos:
Estudiar otros tipos de errores entre tria´ngulos, por ejemplo, basados
en los lugares geome´tricos descritos en las Figuras 6.3 y 6.4.
Estudiar la velocidad del algoritmo empleando un me´todo de optimi-
zacio´n ma´s eficiente.
Compararlo con otros me´todos de proyeccio´n no-lineales.
Estudiar su aplicacio´n con otras proyecciones de vectores de referencia,
distintas a la regular del MAO.
Estudiar aspectos teo´ricos del algoritmo.
• Superposicio´n de ima´genes:
Estudiar la idoneidad del uso de colores en la superposicio´n, del modelo
RGB y de otros modelos de color uniformes.
Estudiar la idoneidad de utilizar un par de colores determinado.
Estudiar que´ tipo de informacio´n puede ser combinada, mediante un
tercer color, con un matriz de distancias y un histograma de datos para
mejorar el ana´lisis de la estructura de clusters de las distribuciones.
• Algoritmo de agrupacio´n de neuronas:
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Estudiar nuevas estrategias (por ejemplo, ciclos aleatorios o enfoques
no-aleatorios) para seleccionar las neuronas elegidas, de cara a obtener
un mayor grado de precisio´n en las proyecciones.
Estudiar variantes del me´todo de contraccio´n de Himberg ma´s eficien-
tes que actualicen un nu´mero reducido de neuronas en cada iteracio´n.
Comparar los resultados de estas variantes con el AAN.
• Proyeccio´n de grafos:
Estudiar estrategias para generar grafos coloreados.
Estudiar proyecciones de otros tipos de grafos, por ejemplo, basados
en nuevos ı´ndices que indiquen la “gravedad” de las discontinuidades
en el MAO.
• Otras l´ıneas futuras:
Estudiar la combinacio´n de los me´todos propuestos.
Estudiar la aplicacio´n de los me´todos de visualizacio´n a variantes de
los MAO.
Disen˜ar variantes de los MAO con el objetivo de mejorar el proceso de
ana´lisis exploratorio.
Adaptar los me´todos de visualizacio´n para poder analizar MAO tridi-
mensionales.
Disen˜ar nuevos me´todos de visualizacio´n para tratar MAO tridimen-






La siguiente lista ofrece una breve descripcio´n de los s´ımbolos ma´s relevantes utilizados en
la tesis1:
Ck clase k asociada a una distribucio´n de datos
I(x) intensidad luminosa asociada a la variable x
Ir imagen monocroma´tica expresada en tonos de rojo
Ig imagen monocroma´tica expresada en tonos de verde
Ib imagen monocroma´tica expresada en tonos de azul
IC(x) color del pixel x de una imagen combinada
IU imagen de una U-matrix
IH imagen de un histograma de datos
K nu´mero de clases de una distribucio´n de datos
M nu´mero de neuronas de un MAO
N nu´mero de vectores de entrada de una distribucio´n de datos
Nk nu´mero de muestras pertenecientes a la clase Ck
S matriz de similitudes normalizada del me´todo de Himberg
S˜ matriz de similitudes del me´todo de Himberg
T nu´mero total de iteraciones de un algoritmo
Vk regio´n de Voronoi asociada a la clase Ck
X nu´mero de filas de un MAO bidimensional
Xi posiciones de las neuronas en la iteracio´n i del me´todo de Himberg
Y nu´mero de columnas de un MAO bidimensional




c ı´ndice que representa a la neurona ganadora
d distancia
f proyeccio´n del espacio de los datos al espacio de observacio´n
fd correspondencia discreta entre Ω y Φ
hc,i(t) nu´cleo de vecindad del algoritmo secuencial del MAO
n dimensio´n del espacio de los datos
m dimensio´n del espacio de observacio´n
mk vector de referencia asociado a la clase Ck
p proyeccio´n del vector de entrada x sobre el espacio de observacio´n
p(x) densidad de probabilidad de una distribucio´n de datos
r posicio´n de una neurona o iteraciones del me´todo de Himberg
t instante de tiempo correspondiente a una iteracio´n de un algoritmo
x vector de entrada de una distribucio´n de datos
w vector de referencia
∆ distribucio´n de datos de entrenamiento
Ξ conjunto de neuronas de un MAO
Ξc conjunto de neuronas alrededor de la ganadora
Υ(x) conjunto de neuronas utilizado para formar Ψ(x)
Φ conjunto de posiciones de las neuronas de un MAO
Ψ(x) conjunto de pares de neuronas asociados a x
Ω conjunto de vectores de referencia de un MAO
α(t) tasa de aprendizaje del algoritmo secuencial del MAO
β(t) funcio´n lineal decreciente utilizada en ψc,i(t)
εx(p) coste ponderado al proyectar x sobre p
η neurona de un MAO
θ para´metro que controla la fuerza de atraccio´n en el me´todo de Himberg
λ(t) tasa de aproximacio´n del AAN
ξ distancia o error entre tria´ngulos
σ(t) radio de vecindad del nu´cleo de vecindad de un algoritmo
τ porcentaje del dia´metro de Ω
ϕ funcio´n de ponderacio´n utilizada en εx(p)
χc,i(t) nu´cleo de vecindad binario centrado en la neurona ηc
ψc,i(t) nu´cleo de vecindad del AAN
A.2. Acro´nimos
A.2.1. En espan˜ol
AAN Algoritmo de Agrupacio´n de Neuronas
ACP Ana´lisis de Componentes Principales
AED Ana´lisis Exploratorio de Datos
AGM A´rbol Generador Mı´nimo
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MST Me´todo de Semejanza de Tria´ngulos
RNA Red Neuronal Artificial
UMS Unidad de Ma´xima Similitud
A.2.2. En ingle´s
CRISP-DM CRoss Industry Standard Process model for Data Mining
LMS Least Mean Square
LPC Linear Predictive Coding
PLP Perceptual Linear Prediction
RASTA-PLP RelAtive SpecTrAl-Perceptual Linear Prediction
A.3. Traduccio´n de te´rminos
Algoritmo de agrupacio´n de neuronas (AAN) – Grouping neuron algorithm (GNA)
Ana´lisis confirmatorio de datos – Confirmatory data analysis (CDA)
Ana´lisis de componentes curvil´ıneos – Curvilinear component analysis (CCA)
Ana´lisis de componentes independientes – Independent component analysis (ICA)
Ana´lisis de componentes principales (ACP) – Principal component analysis (PCA)
Ana´lisis de discriminacio´n lineal – Linear discriminant analysis (LDA)
Ana´lisis exploratorio de datos (AED) – Exploratory data analysis (EDA)
Aprendizaje automa´tico – Machine learning (ML)
A´rbol generador mı´nimo (AGM) – Minimal spanning tree (MST)
Caracter´ıstica invariante – Invariant feature
Centroide – Centroid
Clasificacio´n automa´tica – Clustering2
Co´digo de colores – Color coding
Coeficiente de correlacio´n de clasificacio´n – Rank correlation coefficient
Coeficiente de Spearman – Spearman’s coefficient
Conexiones entre clusters – Cluster connections
Conglomerado – Cluster2
Coordenadas adaptativas – Adaptive coordinates
Cuantizacio´n vectorial (CV) – Vector quantization (VQ)
Cuantizacio´n vectorial de aprendizaje – Learning vector quantization (LVQ)
Curvas principales – Principal curves
2Los te´rminos ingleses cluster y clustering han sido incluidos en el texto ya que su uso
esta´ muy extendido.
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Descubrimiento de conocimiento en bases de datos – Knowledge discovery in databases
Diagrama de dispersio´n – Scatter plot
Elemento de proceso – Processing element
Empotrados locales – Local embeddings
Encadenado – Link
Error de cuantizacio´n medio – Average quantization error
Error topogra´fico – Topographic error
Escalado multidimensional (EMD) – Multidimensional scaling (MDS)
Espacio de caracter´ısticas – Feature space
Espacio de entrada – Input space
Espacio de los datos – Data space
Espacio de observacio´n – Observation space
Espacio de salida – Output space
Funcio´n topogra´fica – Topographic function
Funciones de base radial – Radial basis functions (RBF)
Grafo Hebbiano – Hebb graph
Hipersuperficie – Manifold
Histograma de datos – Data histogram
Histogramas de datos suaves – Smooth data histograms (SDH)
Integrador con pe´rdidas – Leaky integrator
Inteligencia artificial (IA) – Artificial intelligence (AI)
Maldicio´n de la dimensionalidad – Curse of dimensionality
Mapa auto-organizativo (MAO) – Self-organizing map (SOM)
Mapa auto-organizativo de subespacio adaptativo – Adaptive subspace self-organizing map
(ASSOM)
Mapa auto-organizativo recurrente – Recurrent self-organizing map (RSOM)
Mapa de Kohonen temporal – Temporal Kohonen map (TKM)
Mapa por lotes – Batch map
Marco de alineacio´n – Alignment framework
Matriz de dispersio´n – Scatter plot matrix
Matriz de distancia unificada – Unified distance matrix
Matriz de distancias – Distance matrix
Ma´xima verosimilitud – Maximum likelihood
Medida de bondad – Goodness measure
Medida de Zrehen – Zrehen measure
Medida Hebbiana – Hebb measure
Medida-C – C-measure
Me´todo de semejanza de tria´ngulos (MST) – Triangle similarity method (TSM)
Miner´ıa de datos – Data mining
Neurona – Neuron
Neurona ganadora – Winner neuron
Neurona interpolante – Interpolating neuron
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Nodo – Node
Nu´cleo de vecindad – Neighborhood kernel
Orden de clasificacio´n – Rank order
Perceptro´n multicapa – Multi-layer perceptron (MLP)
Plano de componente – Component plane
Prediccio´n lineal perceptiva – Perceptual linear prediction (PLP)
Preservacio´n de la topolog´ıa – Topology preservation
Principio de aprendizaje Hebbiano competitivo – Competitive Hebbian learning principle
Producto topogra´fico – Topographic product
Proyeccio´n de Sammon – Sammon’s mapping
Proyeccio´n topogra´fica generativa – Generative topographic mapping (GTM)
Red neuronal artificial (RNA) – Artificial neural network (ANN)
Red neuronal de pulsos – Pulsed neural network
Red neuronal de tiempo-retrasado – Time-delay neural network (TDNN)
Redes de representacio´n topolo´gica – Topology representing networks
Rejilla de distancias – Distance grid
Retropropagacio´n del error – Error backpropagation
Sobreajuste – Overfitting
Teor´ıa de resonancia adaptativa – Adaptive resonance theory (ART)
Triangulacio´n inducida de Delaunay – Induced Delaunay triangulation
Tubo de rayos cato´dicos – Cathode ray tube (CRT)
Unidad – Unit
Unidad de ma´xima similitud (UMS) – Best matching unit (BMU)
Vector de pesos – Weight vector
Vector de referencia – Reference vector
Vector del diccionario de bloques – Codebook vector
Unidad binaria de umbral – Binary threshold unit
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