1. Introduction {#s0005}
===============

Today, the third most common malignant disease in western countries is colon cancer. Therefore, a regular colon examination is recommended, especially for people at an age of 50 years and older. Currently the gold standard for colon examination is colonoscopy, which is performed by using a colonoscope. Modern colonoscopes are able to take pictures from inside the colon which allows to obtain images for a computer-assisted analysis with the goal of detecting tumorous lesions. To get highly detailed images a magnifying endoscope can be used ([@b0025]). Such an endoscope represents a significant advance in colonoscopy as it provides images which are up to 150-fold magnified, thus uncovering the fine surface structure of the mucosa as well as small lesions.

There already exists some previous work devoted to an automated cancer staging employing different colonoscopic imaging modalities or videos. For classic white-light endoscopy several studies have demonstrated that computer-based image analysis is capable of detecting colorectal polyps ([@b0095; @b0155]) in endoscopic video frames to a certain extent and to perform a first assessment of the malignant potential of these polyps ([@b0110; @b0100; @b0085; @b0080]). Narrow-band-imaging (NBI) has been shown to facilitate discrimination between neoplastic and non-neoplastic polyps relying on features of the observed microvasculature to some extent ([@b0050; @b0195; @b0200]). Confocal laser endomicroscopic images have also been used to differentiate lesions into the categories neoplastic and benign ([@b0010; @b0015]) using a dense variant of the bag-of-visual-words features.

While diagnostic accuracies of automated staging techniques employing the imaging modalities described so far range between 70% and 94%, classification accuracies ranging from 95% up to 99% depending on employed features and classification schemes (see e.g. [@b0125; @b0060; @b0065; @b0055]) have been achieved using high-magnification chromo-colonoscopy (where contrast enhancement is achieved by actual staining during colonoscopy).

We specifically target at the classification of the latter type of imagery based on the pit pattern scheme. In our previous work in this field ([@b0125]), for example, we used the Dual-Tree Complex Wavelet Transform (DT-CWT). While the DT-CWT allows to analyze content within an image in an approximately shift-invariant manner and is directionally selective, additional computational burden is introduced due to the necessity of applying the wavelet transform to an image multiple times.

Another work based on Fourier-features has been presented in ([@b0055]). In this work features are extracted from Fourier transformed images. To be able to focus on dominant information within the images the features are extracted from a certain number of frequency bands with configurable bandwidths only. Since however the set of optimal frequency bands is not known at beforehand (neither the ideal number of frequency bands nor the respective bandwidths) different feature selection techniques are compared to an evolutionary algorithm. While we achieve rather high classification accuracies using the evolutionary algorithm, the respective computational demand is very high.

An ensemble classification system, combining a set of different previously developed methods for classification, has been applied in ([@b0070]). Compared to the single methods, the ensemble classifier delivered a superior performance regarding the classification accuracy. However, to be able to build a fast ensemble classifier system it is also important that the single methods have a low computational demand, in terms of feature extraction as well as for the classification of an image. In addition to these aspects with respect to computational performance issues, a high error diversity of the techniques combined in ensemble classifiers is required to significantly enhance results as compared to the single classifiers' results. Besides the overall aim to develop techniques which are computationally efficient to be computed, we also focus on developing methods suited for inclusion in ensemble classifiers which rely on significantly different feature sets compared to earlier work ([@b0125; @b0055]).

In this work we propose a novel color texture operator, called the Local Color Vector Patterns operator (LCVP). This operator introduces a novel way to deal with color in Local Binary Patterns (LBP) based texture descriptors. In addition, LCVP offers a high compactness in terms of the features generated, leading to a fast classification. Another advantage of the compact texture descriptors is the small amount of time required to generate and classify them. We use the LCVP operator for an automated classification of visual data acquired by a magnifying colonoscope corresponding to different types of pit patterns. An overview of our system for endoscopic image classification is shown in [Fig. 1](#f0005){ref-type="fig"}. After the acquisition of endoscopic images and collecting the respective histologic classification, features are extracted using LCVP and classified using the *k*-NN classifier (based on the leave-one-patient-out cross-validation protocol). In the final step, the class predictions of the classifier are compared against the ground truth, providing the classification accuracy of the system.

In Section [2](#s0010){ref-type="sec"} we review the classification of pit patterns of the colonic mucosa. Section [3](#s0015){ref-type="sec"} summarizes related work on using color-based LBP methods. The Multi-scale Block LBP operator, which is the basis for this work, is reviewed in Section [4](#s0020){ref-type="sec"}. The proposed color texture operator is introduced in Section [5](#s0025){ref-type="sec"}, followed by the classification of the resulting features in Section [6](#s0050){ref-type="sec"}. Experimental results and configuration details of the classification system proposed are given in Section [7](#s0055){ref-type="sec"}, where we also compare the proposed scheme to other ways of dealing with color in LBP-based schemes. Section [8](#s0085){ref-type="sec"} concludes the paper.

2. Pit pattern classification {#s0010}
=============================

Polyps of the colon are a frequent finding and are usually divided into metaplastic, adenomatous, and malignant. As resection of all polyps is time-consuming, it is imperative that those polyps which warrant endoscopic resection can be distinguished: polypectomy of metaplastic lesions is unnecessary and removal of invasive cancer may be hazardous. For these reasons, assessing the malignant potential of lesions at the time of colonoscopy is important as this would allow to perform targeted biopsy. While such systems are still not standard-of-care, the aim of developing such automated polyp classification systems is to avoid random and, probably, unnecessary biopsies. Hence, such systems could potentially help to save time, lower the cost for a colonoscopy procedure, and reduce the risk of complications during the procedure.

The most commonly used classification system to distinguish between non-neoplastic and neoplastic lesions in the colon is the pit pattern classification, originally reported by [@b0115]. This system allows to differentiate between normal mucosa, hyperplastic lesions (non-neoplastic), adenomas (a pre-malignant condition), and malignant cancer based on the visual pattern of the mucosal surface. Thus this classification scheme is a convenient tool to decide which lesions need not, which should, and which most likely can not be removed endoscopically. The mucosal pattern as seen after dye staining and by using magnification endoscopy shows a high agreement with the histopathologic diagnosis. Due to the visual nature of this classification it is also a convenient choice for an automated image classification.

In this classification scheme exist five main types according to the mucosal surface of the colon, as illustrated in [Fig. 2](#f0010){ref-type="fig"}. Type III is divided into types III-S and III-L, designating the size of the pit structure. It has been suggested that type I and II pattern are characteristic of non-neoplastic lesions (benign and non-tumorous), type III and IV are found on adenomatous polyps, and type V are strongly suggestive of invasive carcinoma, thus highly indicative for cancer ([@b0120]).

Furthermore lesions of type I and II can be grouped into non-neoplastic lesions and types III--V can be grouped into neoplastic lesions. This allows a grouping of lesions into two classes, which is more relevant in clinical practice as indicated in a study by [@b0105].

Using a magnifying colonoscope together with indigo carmine dye spraying, the mucosal crypt pattern on the surface of colonic lesions can be observed ([@b0120]). Several studies found a good correlation between the mucosal pit pattern and the histological findings, where especially techniques using magnifying colonoscopes led to excellent results ([@b0105]).

From [Fig. 2](#f0010){ref-type="fig"} we notice that pit pattern types I to IV can be characterized fairly well, whereas type V is a composition of unstructured pits. At a first glance this classification scheme seems to be straightforward and easy to be applied. But it needs some exercising to achieve fairly good results ([@b0075]). Apart from that, similar to the reported inter-observer variability of NBI-based colonoscopy (*κ* ≈ 0.57 ([@b0175]), *κ* ≈  0.63 ([@b0030]), *κ* ≈ 0.69 ([@b0170])) inter-observer variability of magnification chromo-endoscopy in the interpretation of pit patterns of colonic lesions has been described (*κ* ≈ 0.56 ([@b0205]), *κ* ≈ 0.64 ([@b0030])). This work aims at allowing computer-assisted pit pattern classification in order to enhance the quality of differential diagnosis.

The topical staining used in chromo-endoscopy has the effect of visually enhancing mucosal crypt patterns or vascular features. Depending on the color dye applied, enhanced features appear in different colors such as red, violet, or blue ([@b0190]). Hence, it is important -- for the medical expert as well as for an automated polyp classification system -- to have color images at hand.

3. Related work on color in LBP operators {#s0015}
=========================================

The LBP operator, introduced by [@b0160], has become a very popular technique to describe the local properties of texture. This operator and extensions to it have been used already in many different areas of research such as for example medical image processing, face recognition, and image retrieval -- just to mention a few. However, the LBP operator is usually either applied to grayscale images, or, in case of color images, the most common way to deal with color is to combine color channels by concatenating LBP histograms from color channels, which have been processed separately using LBP (e.g. [@b0145]).

Another, more specific color-based LBP operator is the Opponent Color LBP operator (OCLBP) ([@b0150]) which exploits the inter-channel relationships between color channels. For this purpose the LBP transform is computed for all possible pairs of color channels, thresholding the neighbors from one color channels to a pixel from a second channel. Assuming that the histogram is not quantized, this results in nine different combinations, each yielding a histogram containing 256 bins. Concatenating these histograms results in a total number of 2304 bins. This LBP variant has been used for example in ([@b0005]) for texture-based polyp detection in endoscopic videos and in ([@b0165]) for color texture classification.

The work presented in ([@b0145]) is an extensive study, evaluating the performance of color-based LBP (concatenation of LBP histograms originating from different color channels) compared to color histograms and grayscale features in the context of image retrieval. In addition to the traditional techniques, color histogram concatenation and the OCLBP operator are evaluated. Similar experiments and comparisons can be found in ([@b0150; @b0165]).

In ([@b0035]) joint LBP histograms have been proposed. In this work the LBP operator is again applied to each color channel separately. But instead of concatenating 1D histograms three-dimensional joint histograms are created to capture relationships between different color channels. By using uniform patterns ([@b0140]), only binary patterns containing either zero or two bit transitions between 0 and 1 (and vice versa) are considered for the resulting histograms, resulting in a reduced number of 58 binary patterns. The remaining binary patterns are accumulated in an additional bin, hence a total of 59 bins is used. For three-dimensional histograms the final histograms used as features for classification contain 59^3^ = 205,379 histogram bins. These features have been used for example in ([@b0135]) to segment endoscopic videos. Recent work aiming at the classification of magnification-endoscopic images is also based on joint LBP histograms ([@b0065]). However, we used two color channels only to lower the dimensionality of the features. To compensate for the eventual loss in discriminative information, we considered all possible patterns instead of the restricted set of uniform patterns which results in 256^2^ = 65,536 histogram bins.

[Table 1](#t0005){ref-type="table"} provides a brief overview of the different methods found in the literature, which incorporate color information into LBP-based systems.

4. Basis for the local color vector patterns operator {#s0020}
=====================================================

Since the original LBP operator ([@b0160]) is very sensitive to noise and our images suffer from noise, we base our work on the Multi-scale Block LBP operator (MB-LBP), which has been proposed recently ([@b0130]). To achieve a higher robustness the comparison between pixel values in LBP is replaced by a comparison of pixel block intensity averages, which are computed for each pixel (hence, the blocks overlap). This operator is applied to each color channel *C*~*a*~ of an image *I* separately (*a* = 1, 2, 3).

This process is shown in [Fig. 3](#f0015){ref-type="fig"}a. The average intensity of the center block, which has a size of *K* × *K* pixels and is centered at the pixel position denoted by the white box, is compared against the intensity averages of the neighboring blocks (the center positions of these blocks are denoted by the dark gray boxes). The blue boxes surrounding the dark gray boxes denote the subwindows of pixels used to compute the respective intensity averages (in this example the blocks used are of size 3 × 3, hence *K* = 3).

This is equivalent to a convolution of *C*~*a*~ with a square averaging filter kernel of size *K* × *K*. The result of the convolution is denoted by $C_{a}^{\ast}$. The intensity of a pixel is compared against the intensities of the neighboring pixels, as depicted in [Fig. 3](#f0015){ref-type="fig"}b. In this case the neighboring pixels are not necessarily the pixels adjacent to the center pixel. The reason for this is that the position of the neighboring pixels must coincide with the block centers shown in [Fig. 3](#f0015){ref-type="fig"}a since these pixels now contain the intensity values for the respective neighboring blocks. As a consequence the distance of the neighboring pixels used for intensity comparisons depends on the size of the averaging filter kernel used. The averaging used in this work is based on a whole-point symmetric extension which allows us to compute LBP values near and on the border of an image as well. For *K* = 1 the averaging has no effect and MB-LBP reduces to LBP.

The thresholding result within a pre-processed color channel $C_{a}^{\ast}$ for a pixel located at (*i*, *j*) is computed as$$T_{n\text{,}i\text{,}j} = \left\{ \begin{array}{ll}
{1\text{,}} & {{if}\mspace{6mu} C_{a}^{\ast}(x_{n}\text{,}y_{n}) \geqslant C_{a}^{\ast}(i\text{,}j)} \\
{0\text{,}} & {otherwise} \\
\end{array} \right)\text{,}$$where *x*~*n*~ and *y*~*n*~ denote the position of the *n*th neighboring pixel (these are ordered in a clock-wise fashion, starting with the top left neighbor). Using *T*~*n*,*i*,*j*~, the LBP number can be formulated as$$\mathit{LBP}_{i\text{,}j} = \sum\limits_{n = 1}^{N}2^{n - 1}T_{n\text{,}i\text{,}j}\text{,}$$with *N* = 8 since we are using a 8-neighborhood. The computation of the LBP number for an example pixel neighborhood is illustrated in [Fig. 4](#f0020){ref-type="fig"}.

As shown in [Fig. 5](#f0025){ref-type="fig"} the MB-LBP operator significantly reduces the influence of noise. Choosing a small value for *K* preserves more detail but the operator gets more sensitive to noise, whereas higher values for *K* lower the sensitivity to noise but also result in loss of detail. Hence, adjusting the parameter *K* allows to find a trade-off between noise and detail loss. In addition, multiple resolutions of an image can be created by using different values for *K*. Based on this fact, the multi-scale LCVP operator in Section [5.4](#s0045){ref-type="sec"} is introduced.

5. The local color vector patterns operator (LCVP) {#s0025}
==================================================

In ([@b0065]) we combined MB-LBP with joint color LBP histograms to classify endoscopic images and exploit inter-channel relationships between different color channels (we refer to this method as joint color multi-scale block LBP (JC-MB-LBP) from now on). While the results of this method are superior compared to many of our previous approaches it has two major drawbacks. First, as already pointed out in Section [3](#s0015){ref-type="sec"}, we used a combination of two color channels resulting in histograms containing 256^2^ bins. The result was a rather poor performance in terms of classification speed. Secondly, the choice of the color channels used is somewhat arbitrary. Therefore, we conducted experiments with all possible combinations of two channels to find the combination performing best in terms of the classification accuracy in ([@b0065]) (equivalent to a manual feature selection). This results in an additional computational burden. But this is necessary since the different possible combinations might yield considerably different classification accuracies. While we could have used all color channels available this would have resulted in histograms containing 256^3^ bins which would have ended up in an even more time consuming classification.

The computational burden of using OCLBP histograms (see Section [3](#s0015){ref-type="sec"}) for classification is definitely lower compared to JC-MB-LBP. But things get worse as soon as multiple image scales come into play when introducing the multi-scale variant of OCLBP. This is quite obvious since the time for histogram comparison during classification is then approximately multiplied by the number of resolution stages used.

5.1. Motivation for the LCVP operator {#s0030}
-------------------------------------

Since the JC-MB-LBP operator yielded very promising results already in ([@b0065]) we introduce the LCVP operator with the aim of coping with the main limitations of JC-MB-LBP: the computational demand in terms of the classification and the fact that not all color information available is used. Hence, our goal is to develop a texture descriptor which, compared to JC-MB-LBP, utilizes all color information available, while being more compact and computable in a smaller amount of time.

It is out of question that the primary goal in medical image classification systems must be a high diagnostic accuracy. However, considering the fact that an endoscopic procedure should allow a real-time diagnosis (to enable the examiner to set an appropriate reaction like taking a biopsy or similar) it is also important to create algorithms steering into that direction, and thus to develop fast and efficient feature extraction and classification methods.

5.2. Threshold-based LCVP operator {#s0035}
----------------------------------

The main difference between LCVP and other local color texture operators similar to or derived from LBP is the way we process pixels. As described before, most work published so far using LBP or some variant of LBP in the context of color processing is based on computing the LBP transform considering pixel intensities within single color channels only. Thus, each color channel is processed separately. Although OCLBP at least incorporates the relationship between pairs of channels there exists no LBP variant using the full color information of a pixel at once.

LCVP by contrast treats each pixel as a 3D color vector, as illustrated in [Fig. 6](#f0030){ref-type="fig"}. This means that, in contrast to LBP, we are not able to use a simple thresholding of intensity values to get the binary sequence making up the LCVP number for a pixel. Our solution to this problem is to use functions measuring the similarity between color vectors. Along with a threshold such a function again produces a binary output. Possible choices for such similarity measures are ([@b0185])$$F_{1}(v_{1}\text{,}v_{2}) = \| v_{1} - v_{2}\|$$$$F_{2}(v_{1}\text{,}v_{2}) = |\mspace{6mu}\| v_{1}\| - \| v_{2}\|\mspace{6mu}|$$where ∥·∥ denotes the length of a vector in Euclidean space. The measures *F*~1~ and *F*~2~ are illustrated in [Fig. 7](#f0035){ref-type="fig"}. *F*~1~ corresponds to the magnitude of the difference vector between two color vectors *v*~1~ and *v*~2~, approximating the perceptual difference between two colors. *F*~2~ is the absolute difference between the lengths of *v*~1~ and *v*~2~.

[Fig. 8](#f0040){ref-type="fig"} shows different 2D-color planes which are either transformed to the HSV color space or to the LAB color space. As we notice from this figure, in case of RGB images the length of a color vector influences the brightness (value) only, while the color tone (hue) is only dependent of the color vector direction. As a consequence, *F*~2~ approximately corresponds to the brightness difference between two color vectors. However, when converting an image to the LAB color space the length of a color vector reflects color changes (*a*^∗^ and *b*^∗^) as well as brightness changes (*L*^∗^).

Similar to MB-LBP we first apply an averaging filter to each color channel *C*~*a*~ of an image *I* to obtain the pre-processed image *I*^∗^. In analogy to Eq. [(1)](#e0005){ref-type="disp-formula"}, the thresholding for a color vector located at (*i*, *j*) within *I*^∗^ can be expressed as$$T_{n\text{,}i\text{,}j}^{(p)} = \left\{ \begin{array}{ll}
{1\text{,}} & {{if}\mspace{6mu} F_{p}\left( {I^{\ast}(x_{n}\text{,}y_{n})\text{,}I^{\ast}(i\text{,}j)} \right) < t} \\
{0\text{,}} & {otherwise} \\
\end{array} \right)\text{,}$$where *x*~*n*~ and *y*~*n*~ denote the position of the *n*th neighboring color vector (ordered in a clock-wise fashion, starting at the top left color vector), *F*~*p*~(·, ·) denotes a similarity measure as defined in Eqs. [(3) and (4)](#e0070 e0075){ref-type="disp-formula"}, and *t* is a threshold allowing to control the strictness of the operator with *t* \> 0.

Using $T_{n\text{,}i\text{,}j}^{(p)}$ the final LCVP number based on color vectors can be formulated as$$\mathit{LCVP}_{i\text{,}j}^{(p)} = \sum\limits_{n = 1}^{N}2^{n - 1}T_{n\text{,}i\text{,}j}^{(p)}\text{.}$$Similar to MB-LBP, the parameter *K* we used to pre-process our images (averaging filter), allows us to find a trade-off between the influence of noise and loss of information. In addition, by adjusting *K* we are able to investigate an image at different scales, which is the basis for the multi-scale LCVP operator introduced in Section [5.4](#s0045){ref-type="sec"}.

The color texture descriptor for an image is obtained by creating a 1D histogram with 256 bins based on the LCVP values for the respective image.

5.3. Avoiding thresholds {#s0040}
------------------------

Although the LCVP operator as described above already uses the entire color information available and results in a very compact descriptor, we still have the problem that we do not know the optimal choice for the threshold value *t* in Eq. [(5)](#e0015){ref-type="disp-formula"}.

If we assume the color vectors having component values between 0 and 255, we quickly realize that the number of possible choices for *t* is rather big (between 0 and $256\sqrt{3}$ in case of *F*~1~ and *F*~2~).

A simple way to obviate the need for a threshold is to compute the aggregated similarity between a color vector and its neighbors. For this purpose the similarity from one color vector to all other color vectors belonging to the neighborhood is computed and summed up. The motivation behind using the aggregated measure is to obtain a single value for each color vector within the neighborhood which reflects the overall similarity of a vector to the remaining vectors belonging to the neighborhood.

As shown in [Fig. 9](#f0045){ref-type="fig"} this computation is performed for each color vector position (*x*~*l*~, *y*~*l*~) within the neighborhood and can be expressed more formally as$$A^{(p)}(x_{l}\text{,}y_{l}) = \sum\limits_{k = 1}^{9}(1 - \delta_{\mathit{kl}})F_{p}\left( {I^{\ast}(x_{l}\text{,}y_{l})\text{,}I^{\ast}(x_{k}\text{,}y_{k})} \right)\text{,}$$where (*x*~*k*~, *y*~*k*~) denotes the position of the *k*th color vector within the neighborhood with *l* = 1, ... , 9 (numbered row-wise, starting from the top left color vector). *δ*~*kl*~ denotes the Kronecker delta defined as$$\delta_{\mathit{kl}} = \left\{ \begin{array}{ll}
{1\text{,}} & {{if}\mspace{6mu} k = l} \\
{0\text{,}} & {otherwise} \\
\end{array} \right)\text{.}$$Using Eq. [(7)](#e0025){ref-type="disp-formula"} we can rewrite Eq. [(5)](#e0015){ref-type="disp-formula"} as$$T_{n\text{,}i\text{,}j}^{(p)} = \left\{ \begin{array}{ll}
{1\text{,}} & {{if}\mspace{6mu} A^{(p)}(x_{n}\text{,}y_{n}) \geqslant A^{(p)}(i\text{,}j)} \\
{0\text{,}} & {otherwise} \\
\end{array} \right)\text{,}$$where *x*~*n*~ and *y*~*n*~ denote the position of the *n*-th neighboring color vector (ordered in a clock-wise fashion, starting at the top left color vector). Based on this equation we use Eq. [(6)](#e0020){ref-type="disp-formula"} to compute the LCVP numbers and, subsequently, the histogram for the LCVP transformed image.

Based on Eq. [(7)](#e0025){ref-type="disp-formula"} we define the aggregated similarity measures *A*^(1)^ and *A*^(2)^ based on the similarity measures *F*~1~ and *F*~2~. While these measures do not depend on a threshold value, we must note that the computational demand is higher compared to the threshold-based versions. This is due to the additional computations introduced by Eq. [(7)](#e0025){ref-type="disp-formula"}.

5.4. Multi-scale extension to LCVP (MS-LCVP) {#s0045}
--------------------------------------------

As already pointed out above, different values for the averaging filter kernel width *K* allow us to apply LCVP at different scales. To get a descriptor considering multiple scales of an image we extract 1D histograms with different choices for *K* and concatenate the resulting histograms. Hence, the final LCVP histogram *H* for an image is obtained by$$H = H_{K_{1}}\oplus\ldots\oplus H_{K_{S}}\text{,}$$where $H_{K_{s}}$ denotes the histogram obtained by using LCVP with a filter kernel width of *K*~*s*~, *S* is the number of scales used, and ⊕ denotes the histogram concatenation. Starting with a kernel width of *K*~1~ for the finest scale, the subsequent kernel widths *K*~*s*~ for coarser scales are computed as$$K_{s} = K_{1} + 2 \cdot (s - 1)\qquad{with}\qquad 1 < s \leqslant S$$where *s* denotes the scale the kernel width should be computed for. This corresponds to increasing the filter kernel width between two successive scales by 2.

6. Classification {#s0050}
=================

To estimate the classification accuracy of our system we use leave-one-patient-out cross-validation (LOPO-CV). In this setup one image out of the database is considered as an unknown image. The remaining images are used to train the classifier (omitting those images which originate from the same patient as the image left out). The class of the unknown image is then predicted by the system. These steps (training and prediction) are repeated for each image, yielding an estimate of the overall classification accuracy.

To actually classify an unknown image (not contained in the training set) we use the *k*-nearest-neighbor classifier (*k*-NN). This rather weak classifier has been chosen to emphasize more on quantifying the discriminative power of the features used. The distance between two histograms *H*~1~ and *H*~2~ is computed by using the discrete Bhattacharyya distance metric. We chose this metric since, compared to the histogram intersection, it already delivered slightly higher results in earlier work ([@b0065]). This distance metric is defined as$$D(H_{1}\text{,}H_{2}) = \sqrt{1 - \sum\limits_{i = 1}^{B}\sqrt{H_{1\text{,}i}H_{2\text{,}i}}}\text{,}$$where *B* denotes the number of bins within the histograms, and *H*~1,*i*~ and *H*~2,*i*~ denote the values of the *i*th bin of *H*~1~ and *H*~2~, respectively. Prior to computing the distance between two histograms each histogram is normalized such that the bins sum up to 1.

7. Experiments {#s0055}
==============

7.1. Experimental setup {#s0060}
-----------------------

The image database used throughout our experiments consists of 716 color images of size of 256 × 256 acquired between the years 2005 and 2009 at the Department of Gastroenterology and Hepatology (Medical University of Vienna) using a zoom-colonoscope (Olympus Evis Exera CF-Q160ZI/L) with a magnification factor of 150. To obtain the images 40 patients underwent colonoscopy.

Lesions found during colonoscopy have been examined after application of dye-spraying with indigocarmine, as routinely performed in colonoscopy. Biopsies or mucosal resection have been performed in order to get a histopathological diagnosis. Biopsies have been taken from type I, II, and type V lesions, as those lesions need not to be removed or cannot be removed endoscopically. Type III and IV lesions have been removed endoscopically. Out of all acquired images, histopathological classification resulted in 198 non-neoplastic and 518 neoplastic cases. The detailed classification results, which are used as ground truth for our experiments, are shown in [Table 2](#t0010){ref-type="table"}. Since some patients appear in more than one class, the total sum of patients shown in [Table 2](#t0010){ref-type="table"} is slightly higher than 40.

Since the choice of the *k*-value for the *k*-NN classifier may have an impact on the classification rates, we chose a set of values (leading to the best overall classification rates in most cases) and carried out the classification of all images for each of these values. We then computed the mean classification rates over the overall classification rates achieved using the different choices for *k*. In addition we computed the respective deviations of the results from these mean values (maximum absolute difference between the mean rates and each experimental result for the different choices for *k*). The set of *k*-values used is {3, 5, 7, 9}. The reason for choosing odd values only is to avoid draws during the classification. While such draws could be resolved by assigning an unknown image to the class with the highest a priori probability this would lead to biased results due to the rather high number of neoplastic images in our image database.

In order to be able to compare the classification accuracy and runtime performance of the LCVP operator to other color-based LBP operators, we also conducted experiments using the OCLBP operator and JC-MB-LBP operator. To allow a comparison of the classification results, we use the feature extraction and classification methodologies, as described in the previous sections, for these operators too (single scale and multi-scale). To make a comparison in terms of runtime performance feasible, all operators have been implemented and compared using Java 1.6. The runtime measurements have been carried out on a machine equipped with an Intel Core i7 CPU at 2.66 GHz (single-threaded), running Linux.

We also conducted all experiments in two different color spaces, namely the RGB color space and the CIELAB color space ([@b0045]). The RGB color space has been chosen since the endoscopic images have been supplied to us in this color format. The CIELAB color space, on the other hand, is an interesting alternative to the RGB color space since it corresponds more to human perception. Apart from that, the relative perceptual distance between two colors in the CIELAB space can be approximated by computing the Euclidean distance between the according color vectors ([@b0090]), which perfectly corresponds to our similarity measure *F*~1~ (and therefore also to *A*^(1)^). To investigate the overall importance of color information we also conducted experiments using JC-MB-LBP with grayscale images (1D-histograms instead of 2D-histograms).

The single scale results for the different methods presented in the next section have been obtained using a filter kernel width of *K* = 7. While we also conducted experiments with other values, this choice almost always yielded the best overall classification results (in case of all methods investigated). It must be noted, however, that this value is of course image resolution dependent and most probably will differ for images with lower or higher resolutions.

In case of multi-scale experiments *K*~1~ has been set to 5. Using three scales and Eq. [(11)](#e0045){ref-type="disp-formula"} we end up with the filter kernel widths 5, 7, and 9 for the different scales. Hence, besides using the scale used in the single scale experiments we also use one finer and one coarser scale. This set of filter widths has been used throughout all multi-scale experiments.

It must be noted that we also apply an averaging filter to the images in case of the OCLBP operator. This way we are able to introduce different scales for the OCLBP operator the same way we do it in case of LCVP and JC-MB-LBP.

Since the JC-MB-LBP operator uses two color channels only, we conducted experiments for all different pairs of color channels. Concerning the average classification accuracy computed over different choices for *k*, only the channel combination yielding the highest overall classification for the respective *k*-value is taken into consideration. In case of the RGB experiments this was always the combination RB (red and blue channel), while in case of the CIELAB color space either the color channel combination *L*^∗^*a*^∗^ or *L*^∗^*b*^∗^ yielded the highest classification accuracies.

In order to be able to assess whether two different methods produce statistically significant differences in the results obtained we employ McNemar's test ([@b0040]). For two methods *M*~1~ and *M*~2~ this test statistic keeps track of the number of images which are misclassified by method *M*~1~ but classified correctly by method *M*~2~ (denoted by *n*~01~) and vice versa (denoted by *n*~10~). The test statistic, which is approximately Chi Square distributed (with one degree of freedom), is then computed as$$T = \frac{{(|n_{01} - n_{10}| - 0.5)}^{2}}{n_{01} + n_{10}}\text{.}$$From *T* the *p*-value can be computed as$$p = 1 - F_{\chi_{1}^{2}}(T)$$where $F_{\chi_{1}^{2}}$ denotes the cumulative distribution function of the Chi Square distribution with one degree of freedom. The null-hypothesis *H*~0~ for McNemar's test is that the outcomes of *M*~1~ and *M*~2~ lead to equal error rates. Given a fixed significance level *α*, there is evidence that the methods *M*~1~ and *M*~2~ produce significantly different results if *p* \< *α*. As a consequence we can reject the null-hypothesis *H*~0~. Throughout this work we chose a significance level of *α* = 0.05. This implies that, if *M*~1~ and *M*~2~ are significantly different, there is a confidence level of 95% that the differences between the outcomes of the methods are not caused by random variation.

7.2. Classification results {#s0065}
---------------------------

[Tables 3 and 4](#t0015 t0020){ref-type="table"} show the average classification results we achieved with the different methods (in case of the RGB and the CIELAB color space, respectively). The results represent the mean classification rates obtained by carrying out the experiments with different choices for the number of neighbors for the *k*-NN classifier. To get a picture of the result variations between the different choices for *k*, the tables also contain the observed deviations from the mean rates.

Since we also aim at answering the question whether the LCVP operator generates results which are significantly different compared to the other LBP variants tested, we carry out McNemar's test for method pairs only which include either LCVP *A*^(1)^ or LCVP *A*^(2)^. Throughout [Tables 3 and 4](#t0015 t0020){ref-type="table"} a check mark (√) in column **A**^(**1**)^(**A**^(**2**)^) shows that the observed result differences between the method in the respective table row and LCVP *A*^(1)^ (LCVP *A*^(2)^) are statistically significant according to McNemar's test. If one of the LCVP variants delivers significantly higher (lower) classification results compared to the method in the respective row this is indicated by '+' ('−'). To obtain the results for the significance results we fixed the parameters for the methods to values which on average resulted in the best classification results (*k* = 7 for the *k*-NN classifier, an averaging filter kernel width of *K* = 7, *K*~1~ = 5 in case of multi-scale experiments, and for the method JC-MB-LBP the color channel combinations RB and *L*^∗^*b*^∗^ in case of RGB and CIELAB experiments, respectively).

### 7.2.1. LCVP and LBP variants {#s0070}

From [Tables 3 and 4](#t0015 t0020){ref-type="table"} we notice that in most cases there are no significant differences between the overall classification rates obtained by LCVP *A*^(1)^ and LCVP *A*^(2)^. Only in the case of multi-scale experiments carried out in the CIELAB color space LCVP *A*^(2)^ delivers significantly higher overall classification rates (approximately 5.5 % higher compared to LCVP *A*^(1)^). Comparison of single scale and multi-scale overall classification accuracies reveals that the LCVP operator benefits from multiple scales (up to 6.3% higher compared to single scale experiments -- in case of CIELAB) as well as from switching to the CIELAB color space (approximately 5.4% higher compared to the results from the RGB experiments -- in case of multiple scales). In all cases the classification performance gain is higher for LCVP *A*^(2)^ compared to LCVP *A*^(1)^. The reason for LCVP *A*^(2)^ delivering higher results in case of the CIELAB color space compared to the RGB color space stems from the fact, that as already indicated earlier, LCVP *A*^(2)^ is better suited for CIELAB. While measuring the approximate brightness difference between two color vectors in case of RGB, in case of CIELAB LCVP *A*^(2)^ also measures color differences. We therefore recommend using the multi-scale extension with the CIELAB color space due to its superiority compared to the single scale operator and the RGB results.

Compared to the OCLBP operator the LCVP operator is always able to achieve significantly higher classification rates. In contrast to the LCVP operator, the OCLBP operator always delivers roughly equal classification rates, no matter whether we switch from single scale to multiple scales or from the RGB color space to CIELAB color space.

In case of the JC-MB-LBP operator the picture is quite different. When using a single scale only the color version of JC-MB-LBP always delivers significantly higher classification rates compared to both LCVP variants (up to 8.4% in case of the CIELAB experiments). However, when using multiple scales the superiority of JC-MB-LBP vanishes. As a result, in case of RGB experiments JC-MB-LBP delivers only an insignificantly higher overall classification rate compared to both LCVP variants. In case of CIELAB experiments at least LCVP *A*^(2)^ is able to deliver an approximately equal overall classification rate compared to JC-MB-LBP (again, the classification rate obtained with JC-MB-LBP is only insignificantly higher compared to LCVP *A*^(2)^). When applied to grayscale images, the JC-MB-LBP operator delivers either equal or significantly lower classification rates compared to LCVP. Similar to the OCLBP operator, the JC-MB-LBP is not able to benefit from multiple scales or from switching from the RGB colorspace to the CIELAB color space. Although LCVP *A*^(2)^ approximately reflects brightness differences when applied in the RGB color space, the operator delivers higher classification accuracies compared to JC-MB-LBP when applied to grayscale images. This stems from the fact that the comparison between neighboring pixels is slightly more complex in case of LCVP *A*^(2)^.

Considering the rather low number of images available for our experiments (see [Table 2](#t0010){ref-type="table"}) we may also run into the problem of overfitting in case of operators relying on high-dimensional features (high number of bins used in our histograms). The situation gets even worse since we use the LOPO-CV which reduces the number of training samples available for each image by the total number of images available for the respective patient. As a consequence we might run into a problem commonly known as "curse of dimensionality" ([@b0020]). This problem is caused by the fact that high-dimensional feature vectors are more likely to be sparsely distributed in the feature space if the pool of training images is not sufficiently large. Hence, especially the operators OCLBP and JC-MBLBP, both using more than 2000 bins (even in the single scale case), may suffer from the "curse of dimensionality". This indicates that the results we achieved could get even better in practical use due to the higher number of training samples which would then be available.

From [Tables 3 and 4](#t0015 t0020){ref-type="table"} we also notice that -- compared to JC-MB-LBP based on color -- the LCVP operator yields a rather low specificity. Experiments with a balanced training set have shown that this most probably is not due to the imbalance in the training set used. Hence, it is quite possible that the LCVP features extracted are not distinctive enough to capture the properties of the non-neoplastic images as good as JC-MB-LBP.

### 7.2.2. Previously developed approaches {#s0075}

To be able to compare the results of previously developed approaches (color-extended version of DT-CWT-based method in ([@b0125]) and Fourier-based in ([@b0055])) to the results of the LCVP operator, we repeated the respective experiments on the image database used throughout this work. Compared to alternative feature extraction approaches developed earlier (color-extended version of DT-CWT-based method in ([@b0125]) and Fourier-based in ([@b0055])) the overall classification rates yielded by color-based LBP schemes are highly competitive.

While the Fourier-based method always outperforms all LBP and LCVP variants (the best result is obtained in case of CIELAB), at least in case of LCVP *A*^(2)^ applied in the CIELAB color space the classification rates are only insignificantly higher (85.0 ± 1.9% for LCVP compared to 87.4% in case of the Fourier features). It must be noted, however, that the Fourier-based method proposed in ([@b0055]) uses a genetic algorithm for feature selection in order to choose the most suitable ring filters (due to the vast amount of such filters which may potentially be used). As a consequence, one explanation for the superiority of this method is the selection of optimal features, which however results in overfitting. Such an optimization is neither used in case of the LBP variants nor in the case of LCVP.

The overall classification rate of the DT-CWT-based method is significantly higher in case of the RGB color space (86.7% compared to 79.6 ± 0.8% in case of LCVP *A*^(2)^ with multiple scales). According to McNemar's test, however, the result of the DT-CWT method applied in the RGB color space is not significantly different from the result achieved with LCVP *A*^(2)^ using multiple scales in the CIELAB color space (85.0 ± 1.9%). In the CIELAB color space the DT-CWT method yields a significantly lower classification rate (84.4% compared to 85.0 ± 1.9% in case of LCVP *A*^(2)^ with multiple scales).

We notice that, compared to the results obtained in ([@b0125; @b0055]), the results presented for these methods in this work are considerably lower. The result discrepancies are due to the different kinds of cross-validation protocols used. While in ([@b0125; @b0055]) the leave-one-out cross-validation (LOO-CV) has been used, this work employs LOPO-CV, which is more restrictive (the training set must not contain features from the patient from whom an image is currently classified). This results in the limitation that the training set available for each image is smaller. In addition, LOPO-CV also inhibits the use of more than one image from the same polyp. Thus, the images contained within the training set are less likely to be similar to the image to be classified. This makes it more likely that neighbors from wrong image classes are selected as nearest neighbors during the classification, resulting in more classification errors and, therefore, lowered classification accuracies.

7.3. Performance analysis {#s0080}
-------------------------

[Table 5](#t0025){ref-type="table"} shows the results of our performance measurements (times are given in milliseconds). The column *T*~*O*~ shows the time needed to compute the respective operator on a single image including the time consumed by the histogram generation. *T*~*C*~ represents the time needed to classify a single image using the *k*-NN classifier with *k* = 1 and the Bhattacharyya distance. Carrying out the timing measurements for *k* = 1 only can be justified by the fact that the choice of this value has no noticeable influence on the time needed for classification. This is due to the fact that, no matter which *k*-value we choose, we have to compute the distances from an unknown sample to all training samples (which is the most time consuming part of the classification).

To obtain the values *T*~*O*~ and *T*~*C*~ we carried out the respective computations for all images in our database and divided the resulting times by the number of images. *T*~*T*~ = *T*~*O*~ + *T*~*C*~ is the total time. In case of the CIELAB experiments the color space conversion takes place as a pre-processing step. Since it therefore does not matter which color space we base our experiments on, we present time measurements for the RGB color space only. The column *SF* roughly indicates how much higher the total computational demand is for each method, compared to the fastest method listed in [Table 5](#t0025){ref-type="table"}, which is *A*^(2)^ (determined separately for single scale experiments and multi-scale experiments).

As we can easily see from the number of bins needed by each method (see [Table 5](#t0025){ref-type="table"}), the LCVP operator is superior in terms of compactness. In case of the single scale tests we obtain histograms containing 256 bins only, while OCLBP results in 9 such histograms, resulting in a total of 2304 bins. The JC-MB-LBP method contains even more bins since in this case we compute 2D joint-color histograms.

Hence, it is no surprise that the proposed operator is also the fastest one in terms of the classification for a single image. But it is also obvious that in case of LCVP the time needed for classification does not affect *T*~*T*~ very much since *T*~*O*~ is significantly higher in these cases. In case of JC-MB-LBP the situation is the other way round. While the time needed for the computation of the JC-MB-LBP data and the construction of the histograms (*T*~*O*~) is considerably lower compared to the other methods, the time needed for classification is significantly higher. Altogether this makes the JC-MB-LBP operator the slowest one.

In case of the multi-scale experiments a similar behavior can be observed. As indicated in Section [3](#s0015){ref-type="sec"}, in this case the total computational demand for each method roughly multiplies by 3. Regarding *T*~*T*~, LCVP *A*^(1)^ and *A*^(2)^ are considerably faster compared to JC-MB-LBP. OCLBP is slower than LCVP *A*^(2)^ but slightly faster than LCVP *A*^(1)^.

From the definitions of *F*~1~ and *F*~2~ (see Eqs. [(3) and (4)](#e0070 e0075){ref-type="disp-formula"}) one would expect that *T*~*O*~ should be lower for LCVP *A*^(1)^ compared to LCVP *A*^(2)^. However, this is not the case, as we notice from [Table 5](#t0025){ref-type="table"}. The reason for this behavior is that in case of *F*~1~ the computation of ∥*v*~1~ − *v*~2~∥ (coming along with a rather slow square root) has to be carried out for each possible pair of pixel positions within a neighborhood (see Eq. [(7)](#e0025){ref-type="disp-formula"}). In case of *F*~2~ the needed color vector lengths are precomputed, hence, Eq. [(7)](#e0025){ref-type="disp-formula"} reduces to the computation of the absolute values of a couple of subtraction results. Considering the huge number of different color vector pairs which must be taken into account in case of *F*~1~ (approximately 500,000 for our images of size 256 × 256), *A*^(2)^ will always be faster compared to *A*^(1)^ since in case of *F*~2~ we need to compute one square root only per color vector (65,536 in case of our images).

If we assume an endoscopy video to be captured at a frame rate of 25 frames per second a real-time application demands processing times of at most 40 ms for a single frame. From the timing results in [Table 5](#t0025){ref-type="table"} we notice that this requirement is currently not met by any of the operators. Nevertheless, the significant speedup between JC-MB-LBP and LCVP *A*^(2)^ represents a step into the direction of a real-time application -- especially when considering that both methods perform equally well in case of CIELAB multi-scale experiments.

In addition, LCVP can potentially be further optimized in terms of the runtime performance by employing hardware acceleration (e.g. GPU-based computing ([@b0180])).

8. Conclusion {#s0085}
=============

In this work we proposed a novel color texture operator which is based on a noise-robust LBP variant. Treating the color components of pixels as color vectors and introducing suitable similarity measures resulted in a compact descriptor for an image, which nevertheless incorporates all color information available.

Applied to the classification of chromo-colonoscopic imagery, we have shown that the inclusion of color information in LBP-based classification improves staging. This is supported by the fact that the grayscale variant of JC-MB-LBP is mostly outperformed by the color-based LBP operators (except for OCLBP, which consistently delivers lower classification rates compared to all other methods).

Compared to OCLBP, the different variants of the LCVP operator are always significantly superior, in terms of speed as well as in terms of the overall classification accuracy. But we notice that the JC-MB-LBP operator in many cases delivers higher classification accuracies as compared to LCVP. However, the multi-scale extension of the LCVP operator in the CIELAB color space either outperforms the JC-MB-LBP operator or at least performs equally well (with no statistically significant differences). In addition, comparing the computational demand between LCVP and all other LBP variants reveals that LCVP is up to 7.5 times faster compared to the other methods. This can be attributed to the compactness of the features used in case of LCVP.

From [Table 5](#t0025){ref-type="table"} we may further deduce that LCVP results may be improved by employing a stronger classifier at a moderate increase of overall classification time: The time spent in classification (**T**~**C**~) covers only a small share of the total time (**T**~**T**~) for LCVP, while for JC-MB-LBP **T**~**T**~ is already dominated by the **T**~**C**~ share. Hence, employment of a more costly classification will dramatically increase **T**~**T**~ in case of JC-MB-LBP, but will only marginally affect LCVP.

The promising results and the rather low computational complexity of the LCVP operator make it an alternative to JC-MB-LBP. Moreover, LCVP is also a sensible candidate for inclusion into a classifier ensemble.

One strength of the multi-scale LCVP operator is the fact that it needs only two parameters (the averaging filter kernel width for the finest scale and the number of scales to be used). Apart from that, since the operator is not tailored to a specific type of imagery we also conclude that the operator is generic and may also be applicable to other application scenarios.
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![Overview of our system for endoscopic image classification.](gr1){#f0005}

![Schematic illustration of the pit pattern classification along with example images for each pit pattern type.](gr2){#f0010}

![LBP code generation for one pixel position (a) using block averaging and (b) based on a pre-processed image (using an averaging filter).](gr3){#f0015}

![An example pixel neighborhood within some color channel along with the respective computation steps to obtain the final LBP number (for the center pixel denoted by the white box).](gr4){#f0020}

![Differences between different variants of LBP applied to the red channel of an example endoscopic image.](gr5){#f0025}

![Schematic overview of the proposed operator. Each pixel of an (already averaged) input image is treated as a 3D vector, resulting in a color vector field. Then the similarity between pixels is computed using a similarity function. Based on the resulting LCVP numbers we finally create a 1D histogram (the dark gray part within the slices denotes a sample window along with the respective color vectors).](gr6){#f0030}

![Illustration of the similarity measures used throughout this work (between two vectors *v*~1~ and *v*~2~).](gr7){#f0035}

![Illustration of color changes along a certain color vector in RGB color space and LAB color space. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](gr8){#f0040}

![Computation of the aggregated similarity between one color vector at (*x*~*l*~, *y*~*l*~) (shown by a white box) and all color vectors (*x*~*k*~, *y*~*k*~) within the neighborhood. This computation is repeated for each color vector *l* = 1, ... , 9 within the neighborhood. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](gr9){#f0045}

###### 

A comparison of LBP-based methods using color information (*N*~*C*~ and *N*~*B*~ denote the number of color channels considered and the number of histogram bins used, respectively).

  Reference   *N*~C~   Histogram type             *N*~B~
  ----------- -------- -------------------------- ---------
  [@b0150]    3        Inter-channel histograms   2304
  [@b0145]    3        Concatenated histograms    768
  [@b0035]    3        Joint histograms           205,379
  [@b0065]    2        Joint histograms           65,536

###### 

Number of images and patients per class.

                   Non-neoplastic   Neoplastic   Total
  ---------------- ---------------- ------------ -------
  \# of images     198              518          716
  \# of patients   14               32           46

###### 

Comparison of the average classification results for the RGB color space (the methods yielding the highest mean overall classification rates are shown in bold).

  Method             Accuracy             Specificity          Sensitivity          *A*^(1)^   *A*^(2)^
  ------------------ -------------------- -------------------- -------------------- ---------- ----------
  Single scale                                                                                 
  LCVP *A*^(1)^      75.9 ± 0.3           33.3 ± 3.0           92.2 ± 0.7                      
  LCVP *A*^(2)^      74.2 ± 0.6           25.5 ± 4.3           92.8 ± 1.3                      
  OCLBP              70.3 ± 1.8           33.5 ± 4.9           84.4 ± 3.7           √ (+)      √ (+)
  **JC-MB-LBP**      **82.4** ± **0.8**   **52.4** ± **4.2**   **93.9** ± **1.2**   √ (−)      √ (−)
  JC-MB-LBP (gray)   75.4 ± 1.1           27.8 ± 7.1           93.6 ± 3.9                      
                                                                                               
  Multi-scale                                                                                  
  LCVP *A*^(1)^      79.1 ± 0.5           45.5 ± 2.0           91.9 ± 0.7                      
  LCVP *A*^(2)^      79.6 ± 0.8           40.4 ± 5.1           94.5 ± 1.1                      
  OCLBP              70.0 ± 1.1           31.9 ± 6.9           84.6 ± 3.3           √ (+)      √ (+)
  **JC-MB-LBP**      **82.7** ± **0.8**   **55.1** ± **4.5**   **93.2** ± **0.8**              
  JC-MB-LBP (gray)   74.6 ± 0.7           22.0 ± 9.3           94.7 ± 2.6           √ (+)      √ (+)

###### 

Comparison of the average classification results for the LAB color space (the methods yielding the highest mean overall classification rates are shown in bold).

  Method             Accuracy             Specificity          Sensitivity          *A*^(1)^   *A*^(2)^
  ------------------ -------------------- -------------------- -------------------- ---------- ----------
  Single scale                                                                                 
  LCVP *A*^(1)^      76.9 ± 0.2           37.0 ± 1.4           92.1 ± 0.4                      
  LCVP *A*^(2)^      78.7 ± 2.2           35.9 ± 1.5           95.1 ± 3.0                      
  OCLBP              71.5 ± 0.7           27.0 ± 4.8           88.5 ± 2.7           √ (+)      √ (+)
  **JC-MB-LBP**      **85.3** ± **0.7**   **76.6** ± **9.0**   **88.6** ± **2.5**   √ (−)      √ (−)
  JC-MB-LBP (gray)   75.4 ± 1.1           27.8 ± 7.1           93.6 ±  3.9                     √ (+)
                                                                                               
  Multi-scale                                                                                  
  LCVP *A*^(1)^      79.5 ± 0.5           46.3 ± 1.4           92.2 ± 0.7                      √ (+)
  LCVP *A*^(2)^      85.0 ± 1.9           57.6 ± 2.0           95.5 ± 2.2           √ (−)      
  OCLBP              71.7 ± 0.8           28.4 ± 3.9           88.2 ± 2.5           √ (+)      √ (+)
  **JC-MB-LBP**      **85.1** ± **0.2**   **65.0** ± **3.2**   **92.8** ± **1.4**   √ (−)      
  JC-MB-LBP (gray)   74.6 ± 0.7           22.0 ± 9.3           94.7 ±  2.6          √ (+)      √ (+)

###### 

Result of the performance analysis of the different methods (time measurements are given in milliseconds).

  Method          Bins      *T*~O~   *T*~C~   *T*~T~   SF
  --------------- --------- -------- -------- -------- -----
  Single scale                                         
  LCVP *A*^(1)^   256       166      6        172      2.1
  LCVP *A*^(2)^   256       75       7        82       1.0
  OCLBP           2304      80       54       134      1.6
  JC-MB-LBP       65,536    38       426      464      5.7
                                                       
  Multi-scale                                          
  LCVP *A*^(1)^   768       505      26       531      2.1
  LCVP *A*^(2)^   768       232      27       259      1.0
  OCLBP           6912      254      158      412      1.6
  JC-MB-LBP       196,608   126      1824     1950     7.5
