Let π = ⊗πv and π ′ = ⊗π ′ v be two irreducible, automorphic, cuspidal representations of GLm (AK ) . Using the logarithmic zero-free region of Rankin-Selberg L-function, Moreno established the analytic strong multiplicity one theorem if at least one of them is self-contragredient, i.e. π and π ′ will be equal if they have finitely many same local components πv, π ′ v , for which the norm of places are bounded polynomially by the analytic conductor of these cuspidal representations. Without the assumption of the self-contragredient for π, π ′ , Brumley generalized this theorem by a different method, which can be seen as an invariant of Rankin-Selberg method. In this paper, influenced by Landau's smooth method of Perron formula, we improved Brumley's polynomial bound in the exponent of the analytic conductor to the linear bound of 4m + ε.
Introduction
For K an algebraic number field, let π, π ′ be two cuspidal automorphic representations of GL m (A K ) , with restricted tensor product decompositions π = ⊗π v and π ′ = ⊗π ′ v . Proved by Casselman [2] , Shalika [20] , Piatetski-Shapiro [13] , Gelfand and Kazhdan [5] , Jacquet and Shalika [7] , the strong multiplicity one theorem states that if π v ∼ = π ′ v for all but finitely many places v, then π ∼ = π ′ . By exploiting the logarithmic zero-free region of the Rankin-Selberg Lfunction L (s, π ×π ′ ) , Moreno [11] proved the following analytic form of strong multiplicity one theorem: The bound of exponential type in the case of n ≥ 3 is rather poor. The reason is: until now, we are only able to detect the logarithmic zero-free region for the Rankin-Selberg L-function L (s, π ×π ′ ) while at least one of π, π ′ is self-contragredient. This can be done by applying de la Vallée Poussin method to the corresponding positive L-function of the following isobaric automorphic representations [21] :
if π,π ′ are both self-contragredient (see Sarnak [15] ), and to
if π is self-contragredient andπ ′ is not. Hence, if at least one of π,π ′ is selfcontragredient, by the same argument of Moreno (see [11, p. 183 
In this paper, we reorganize Brumley's method and use a appropriate Perron formula, which can be traced back to Landau's method [8] on the L-functions with multiple gamma factors. We improve Brumley's result as following:
We notice that, applying the Riemann-Roch theorem on the modular curve X 0 (M ) , Murty [12] showed that when π and π ′ correspond to holomorphic modular forms of level M and even weight k, then π ∼ = π ′ if π p ∼ = π ′ p for all p < CkM log log M , which means A 1 (N ) = 1 + ε in that case.
Preliminaries on Automorphic L-function
If π is an automorphic irreducible cuspidal representation of GL m (A K ) , K is the algebraic number field of degree [K : Q] = l = r 1 + 2r 2 , d K its discriminant (in the standard notation). Then (see [3, p. 47]) at every finite place v where π v is unramified we have associated a semisimple conjugacy class, say
. . .
so that the local L-factors are defined by
where
For the other finite places v, it is possible to write the local factors at ramified places in the form of (1) with the convention that some of the α π,v (i)'s can be zero. For the infinite places, we write as [14 
Denote by
in which the absolute convergence can be provided by the following work of Luo-Rudnick-Sarnak [9] ,
L (s, π) has an analytic continuation and entire everywhere, we also have the functional equation that
whereπ is the contragredient of π, W π is a complex constant, and q π > 0 is called "arithmetic conductor". For π and π ′ are automorphic irreducible cuspidal representations of GL m (A K ) and GL m′ (A K ) respectively. The associated Rankin-Selberg L-function is given as an Euler product of degree mm
We can write it as
are finite local L-factors for unramified finite places v (i.e. π v and π 
The theory of
have been developed by Jacquet, Piatetski-Shapiro, Shalika, Shahidi, Moeglin and Waldspurger: RS1 The Euler product for L s, π f ×π ′ f converges absolutely for Re s > 1 (Jacquet and Shalika [7] ). L(s, π ×π ′ ) and L(s, π f ×π
The complete L-function L (s, π ×π ′ ) has an analytic continuation to the entire complex plane and satisfies a functional equation
where the "root number" W π×π ′ is a complex constant of modulus 1 and [16] , [17] , [18] , [19] ).
RS3 Denote by
for some τ 0 ∈ R, the only poles of L(s, π ×π ′ ) are simple poles at s = iτ 0 and 1 + iτ 0 . (Jacquet and Shalika [7] and Moeglin and Waldspurger [10] ). RS4 L (s, π ×π ′ ) is meromorphic of order one away from its poles, and bounded in the vertical strips (see [4] ).
Denote by the "analytic conductor " for L (s, π) and L (s, π × π ′ ) as
Note that the definition here differs only slightly from that given in Iwaniec and Sarnak's article [6] , in which we ignore the imaginary parameter. Ramakrishan and S. Wang named such definition as "thickened conductor" and proved that [14, (2.8)]
3 Proof of Theorem 3
In the following proof, without loss of generality, we can assume that π, π ′ is not twisted-equivalent, i.e.
with τ 0 = 0, then π v ≇ π ′ v for many finite places v. We can write the finite part of the Rankin-Selberg L-function as an Dirichlet series:
where w(x) is a nonnegative real-value function of C Hence for arbitrary integer k, the derivative w (k) (x) is also exponential decay as x → 0, 3.
We first need a Lemma of Brumley [1] to estimate the lower bound of S (x; π,π ′ ) for π ′ = π. Here, we call a π×π ′ (n) unramified coefficients if it is only determined by the product of unramified L (s, π v ×π 
Proof. As the coefficients a π×π (n) are nonnegative, the sum S (x; π,π) can be truncated to give
Therefore, using the prime ideals number theorem, and # {p | p is ramified} ≤ log Q, we get
for x ≥ (log Q) 3m and some positive constant c = c (K) .
Second, let A N (Q) denote the set of all cuspidal automorphic representations on GL m (A) (m ≤ N ) with analytic conductor less than Q. We assume that π, π ′ ∈ A N (Q) and
and L s, π f ×π ′ f are both holomorphic functions. We will provide an upper bound for S (x; π,π ′ ) by the classical analytic argument, which originates from Landau's method [8] .
For every fixed strip σ 1 ≤ σ ≤ σ 2 and uniformly growing positive t > 1, it is known by Stirling formula that
by formula (5). Hence, for 1/2 − σ > 0, we have
≪ σ,N,K (1 + |t|)
for t / ∈ S. Denote the Mellin transform of w (x) by
It is easily seen that W (s) is an analytic function since the integrand w (x) x s−1 decays exponentially as x → 0 for any complex s = σ + it. Furthermore, we notice that for σ < −1,
for any A > 1 by repeated partial summation, the parameters A and σ are independent of each other. By the Mellin inversion, we have
Hence we obtain the Perron summation formula as following, has no pole, to obtain that
for any H > 0 satisfying that G (s) does not have poles at the line Re s = −H. Using the functional equation, we have
where we can interchange the integral and the summation by the absolute convergence of the Dirichlet series and the rapid decay of W (s) (8 
Hence, we have
Proposition 5 If π, π ′ ∈ A N (Q) and π, π ′ ∈ A N (Q) and π ′ ≇ π ⊗ α iτ0 for any τ 0 ∈ R, then
Now, we can conclude Proof of Theorem 3. If π, π ′ is not twisted-equivalent, i.e. π ′ ≇ π ⊗ α 
There exists a constant C = C (H, N, K), such that if we take
then the main term is greater than the error term in the formula (11) . Assume that π v ≃ π ′ v for all finite places with norm N (v) < 3x, it is apparent that S (x; π,π ′ ) − S (x; π,π) = 0.
There will be a contradiction by formula (11) and the choose of x. Therefore, Theorem 3 follows by taking H sufficiently large.
