We present a coarse-grained model for evaluation of interactions of globular proteins with nanoparticles. The protein molecules are represented by one bead per aminoacid and the nanoparticle by a homogeneous sphere that interacts with the aminoacids via a central force that depends on the nanoparticle size. The proposed methodology is used to predict the adsorption energies for six common human blood plasma proteins on hydrophobic charged or neutral nanoparticles of different sizes as well as the preferred orientation of the molecules upon adsorption. Our approach allows one to rank the proteins by their binding affinity to the nanoparticle, which can be used for predicting the composition of the NP-protein corona. The predicted ranking is in good agreement with known experimental data for protein adsorption on surfaces.
I. INTRODUCTION
When uncoated nanoparticles (NP) enter a living organism, they are first exposed to biological fluids, which results in a formation of stable or transient NPbiomolecule complexes. For large NPs, the biomolecular coating is referred to as (protein) corona. It has been shown that composition and structure of the corona determines the biological reactivity and toxicity of the NPs 1-5 as well as the NP systemic transport including NP uptake into cells. The content of the corona can be directly linked to the toxic effects and used to predict the toxicity of engineered nanomaterials. 6 In addition to the study of possible hazards, the interest to nanobio interactions is driven by promising applications of NPs in food, cosmetics, and medicine. [7] [8] [9] A quantitative model of NP corona formation can facilitate designing of new nanomaterials with specific functions.
The composition of the protein corona and protein adsorption kinetics have been studied extensively by a broad range of experimental techniques such as fluorescence correlation spectroscopy (FCS), 10 differential centrifugal sedimentation (DCS) combined with imaging techniques, 11 quantitative liquid chromatography mass spectrometry (LC-MS) 12, 13 and dynamic light scattering (DLS) combined with isothermal titration calorimetry (ITC) 14 (for a recent review see Ref. 15 ). Despite the valuable information that experimental techniques have provided, there is still much controversy and gaps in the physical picture of protein adsorption on NPs: disagreement on whether the adsorption is reversible, whether proteins change conformation and preserve their functionality when complexed with certain particle type, whether the corona survives the NP uptake into the cell, etc. Undoubtedly, computer simulations can assist experimental data and reveal molecular scale information required to understand the corona formation process. Full atomistic simulation of protein on surfaces have already proved useful to advance the understanding of molecular interactions that determine the binding of proteins to inorganic nanoparticles. [16] [17] [18] [19] The atomistic simulations are however limited to systems composed of one or few proteins and give information well below the time scales relevant for the formation of the protein corona. A solution to overcome this restriction is to use coarsegrained (CG) models that reduce the number of interaction sites used in the simulation but keep the required molecular information about the proteins and the NPs. Some CG models to study the kinetics of the protein corona formation have already been proposed (see Vilaseca et al., 20 Bellion et al., 21 Oberle et al. 22 , as well as the section on computer simulations of the review by Rabe et al. 23 ), but most of these works use rather simplistic presentation of the proteins and lack molecular detail that could be essential for the adsorption kinetics.
In this work, we develop a CG model that allows us to calculate the adsorption energies of arbitrary globular proteins onto hydrophobic NPs of arbitrary size. The model is built starting from the molecular structure of the proteins, and the size of the NP is explicitly included in the model. In Section II we give a detailed description of our model and describe the parametrization process. In Section III we show the numerical results on adsorption of six most abundant human blood plasma proteins on NPs of different radii and charge. Finally, in Section V we present the conclusions.
II. MODEL A. Coarse-grained protein model
Our main aim is to design a CG model that would reflect NP-protein and protein-protein interactions and could be scaled up to simulate multiple biomolecules in contact with a NP on relatively long times. Much work has been done recently on systematic coarse-graining of the proteins (for reviews see [24] [25] [26] ). Based on the previous experience, we propose a single-bead-per-aminoacid model and consider each protein molecule as a rigid body. This model preserves the shapes and sizes of the proteins (and therefore, their mobilities and excluded volume effects) as well as the surface charge distribution, so we hope to be able to address their competitive adsorption on the NP surface. We use crystal structures of the proteins as obtained from the Protein Data Bank (PDB) and place one bead for each aminoacid at the position of the corresponding α-carbon atom. Fig. 1 shows an example of coarse-graining of protein α 1 -antitrypsin (A1A) as taken from the PDB file ID: 3NE4 and our one-beadper-aminoacid CG model. For the NP, we will consider here only spherical homogeneous objects, so that a single bead presentation is sufficient. 
B. Nanoparticle-aminoacid interactions
We assume pairwise additivity of all interactions and present the net NP-protein interaction energy (U ) as a sum of the individual interactions of the amnoacids that compose the protein with the NP material. Furthermore, U is not only a function of distance from the surface of the NP to the center of mass (COM) of the protein, d COM , but also depends on the protein orientation, which is characterized by two Euler angles φ and θ (defined in the next section). In our model, U (d COM , φ, θ) includes two contributions:
where N is the number of aminoacids in the protein, U VdW i
is the van der Waals interaction of aminoacid i with the surface and U el i is the electrostatics interaction of the aminoacid i with the surface.
As we are interested in studying the effect of the size of the NP on the adsorption energy, we present the van der Waals interaction potential in a form that explicitly includes the radius of the NP as a parameter, following the well known Hamaker procedure. 27 We start from the residue-residue interaction potential proposed by Bereau and Deserno, 28 which is based on a modified 12-6 Lennard-Jones potential. In this model, each aminoacid residue is characterized by the hydrophobicity index ( i ) and we additionally assume that any surface segment of the nanomaterial can be modelled in the same way as the aminoacid ( s ). With these assumptions, the interaction between the aminoacid i and a bead of the nanomaterial s being at a distance r from each other is given by:
σs,i r
where en is a parameter that scales the interaction energy, s,i is the combined hydrophobicity index of residue i and the nanomaterial according to the usual LorentzBerthelot mixing rules and is given by s,i = √ s i , σ s,i is the average van der Waals radius of residue i and the NP bead, σ s,i = (σ s + σ i )/2, and r c,i is the position of the minimum of the pair potential. We follow the same methodology as Ref. 28 to define the hydrophobicity index, which is based on the widely used residue-residue interaction energies proposed by Miyazawa and Jernigan, 29 but instead of having a 20 × 20 interaction matrix this is reduced to a table of hydrophobicities, one for each aminoacid (see Table II in 28 ). A hydrophobicity index 0 is assigned to the most hydrophilic residue (LYS) and an index 1 to the most hydrophobic one (LEU). At this point, we should stress that any other hydrophobicity scale can also be used, with the only condition that it has to be transformed in such a way that the indexes lay between 0 and 1.
In the above expression, we consider only a small volume element of nanomaterial, similar to an aminoacid in scale, but to further coarse-grain the interaction we integrate the energy over a semi-infinite volume of the material (with a flat surface) and then over a spherical NP. For a flat surface, the interaction potential can be expressed in terms of d, the distance between the residue center of mass and the closest element of the surface. An integration of the 12-6 potential defined in Eq. (2) over a semi-space gives:
where r is the distance from aminoacid i to the center of the nanoparticle. The distance r c,i corresponds to the minimum of the potential and U vdW c is the value of the function U vdW s,i (r c,i ) as defined in the range r c,i ≤ r ≤ r cut . We do not show the general expression for the position of the minimum as it is too bulky. The minimum is located at r c,i − R ≈ (2/5) 1/6 σ s,i at R σ s,i and is moved to shorter distances at smaller R. The variation, however, is not very large, at R → ∞, r c,i − R ≈ 0.858374σ s,i , at R = 200σ s,i it is 0.858375σ s,i , at R = 20σ s,i it is 0.858469σ s,i , and at R = 2σ s,i it is 0.865242σ s,i .
Note that the potential proposed (Eqs. (2) and (4)) will only give a repulsive interaction between a highly hydrophilic surface and any aminoacid residue (i.e. defining s = 0, gives s,i = 0 for all residues). On the other hand, assigning a non-zero value for s will only change the magnitude of the interaction between the aminoacid and the surface but not the shape of the potential. In this way, the proposed potential is limited to only hydrophobic surfaces and cannot reproduce the attraction between the beads across the hydration layer. Because of this limitation, we set the value of s = 1 for all simulations. As an illustration, Fig. 2 shows the proposed van der Waals potential for LEU ( i = 1) and LYS ( s = 0). Alternatively, a potential that includes hydration effects, such as a 12-10-6 Lennard-Jones potential for residue-residue interactions 30, 31 or the modified version proposed by Wei and Knotts 32 to model residue-surface interactions can be used to generate a more general interaction potential. The main drawback of the use of these more refined formulas for the potential is that the parametrization is more challenging and the applicability of a set of parameters can be very narrow.
The electrostatic interactions in Eq. (1) are modeled by placing point charges on the NP surface. This charges interact with the charged groups of the protein via a Debye-Hückel potential. The electrostatic interaction energy between an aminoacid i and all the charges on the surface is given by:
where r ij is the distance between the residue i and the point charge j on the surface, λ B = e 2 / (4πε 0 ε r k B T ) is the Bjerrum length, k B is the Boltzmann constant, T the temperature, ε 0 the dielectric permittivity of vacuum, ε r the relative dielectric permittivity of water, q i the charge of residue i, q j the charge of the point charge j on the surface, N e the total number of point charges on the surface and λ D is the Debye length (defined through . In practice, the points charges are evenly distributed on the spherical surface of the NP using a Golden Section spiral algorithm and all points will have the same charge q j given by q j = 4πσR 2 /N e , where σ is the surface charge density of the NP and R is the radius of the NP.
C. Orientational sampling and the calculation of the adsorption energy
Here, we are not considering conformational changes during the adsorption process and treat the proteins as rigid bodies. Although the adsorption process might lead to conformational changes, this usually happens at longer times than the molecule reorientation on the surface.
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Then, the adsorption energies calculated here should provide a reasonable insight into the kinetics of the NPprotein corona formation although may slightly underestimate the energy.
To identify the most favorable orientation of adsorbed protein globule (corresponding to the minimum adsorption energy) we will follow the method suggested by Sun et al. 34 Briefly, a configurational space scan is performed, where a systematic rotation of the protein is used to build a complete adsorption map. There are three degrees of freedom (DOF) that have to be scanned. Fig. 3 shows that any point within the protein molecule can be described by a position vector from the COM of the protein. This vector is characterized by two angles: φ and θ and by rotating the molecule an angle −φ about the z direction and then by an angle −θ + 180
• about the y axis will make the position vector point towards the surface (along the negative z-axis). The third DOF is the distance from the COM to the closest point of the surface, d COM . Here, we sample φ from 0 to 350
• in steps of 10
• and θ from 0 to 170 • in steps of 10 • (note that φ = 0
• is equivalent to φ = 360
• , and that θ = 0
• is equivalent to θ = 180
• ). Instead of obtaining the actual adsorption free energy by calculating the potential of mean force for all orientations, we only calculate the potential energy U (given by Eq. (1)), which is the sum of all the pairwise interactions between the surface and the aminoacids. As the net adsorption energies are expected to be well over k B T and, as the proteins are assumed to be rigid, neglecting thermal fluctuations is justified. Note that reference orientations must be chosen to define the angles φ and θ 0
• . For the simulations reported in this work, the reference orientation of each protein was the PDB configuration used to build the CG model (more details are given in II D). For each configuration (φ i , θ j ), the total potential energy is calculated as a function of distance of the COM to the surface, U (d COM , φ i , θ j ). Following a similar approach as in Kokh et al., 35 and denoting the reaction coordinate d COM = z, the mean interaction energy for any particular orientation is given by:
where a(φ i , θ j ) is the maximum interaction distance from the COM of the protein to the surface for the given orientation. Then the total mean adsorption energy of the system, E ad , can be estimated by averaging over all adsorbed states with Boltzmann weighting 34 :
where
is the Boltzmann weighting factor.
D. Details of the simulations, parametrization and validation
Due to complexity of blood plasma, here we will only consider the molecules that are most likely to affect the NP interactions and aggregation and mediate the NP interaction with the cell membranes. The plasma can then be modelled a solution of biomolecules in an implicit solvent with a dielectric constant of water and the Debye length corresponding to physiological ionic strength, van der Waals interactions set to corresponding triplets NPprotein-water, or protein-water-protein, and appropriate surface charges on the molecules. We selected six representative plasma proteins. As mentioned in Sec. II A, in our CG model each amino acid of a protein is represented by a single bead located at the α-carbon position. The native structures are obtained from the Protein Data Bank, and in Table II we list the proteins under study, their PDB IDa from which the CG model were built and the abbreviations that will be used in the rest of the text. Table II also summarizes their relative content in blood and their molar mass. Although these six proteins represent the most common components of the blood plasma, recent studies [2] [3] [4] 36 demonstrated that the protein corona can include hundreds of different plasma proteins. Figure 4 shows the CG representations of the six proteins chosen for our study. Note that the range of sizes of the proteins is very broad, from a big molecule as Fib (about 10 × 45 nm) to a relatively small molecule A1A (about 8 × 4 nm). After the CG model were built from the PDB files, the obtained structures were shifted so the COM of the molecules was in the origin of the frame of reference and this structure was defined as the (φ = 0 All simulation were performed using ESPResSo package 37 and the cutoff for the interaction potential in Eq. (4) was set to r cut = 6 nm. For all calculations the simulation box was taken big enough to fit the NP and the protein. The units of the simulations are: lengths (L) in nm, energy (E) in k B T ≈ 4.15 × 10 −21 J taking a temperature of T = 300 K, unless specified otherwise. For the mass unit (M) we selected the average mass of the 20 aminoacids (ca. 110 Da) hence in our simulations all aminoacids have a mass of 1. The values of i and σ i can be found in Table I and as mentioned in Sec. II B we will only consider hydrophobic NPs with s = 1 and σ s = 0.35 nm.
NPs with negative surface charges with charge density of −0.05 C/m 2 as well as neutral NPs were considered. As explained in Sec. II B, the charged surfaces are modelled by individual point charges. The surface density of these charged beads (σ c = N e /4πR
2 ) was set to π −1 nm −2 for all the simulations, which gives e. g. a N e = 100 for a NP of R = 5 nm. Then, we assumed that each bead carries a charge of −0.98e, where e is the elementary charge. As we are considering physiological conditions, we use λ B = 0.73 nm and λ D = 1 nm. Residue charges at these conditions are +e for LYS and ARG, −e for ASP and GLU, and +0.5e for HIS. The rest of the residues are neutral.
The only free parameter of the model is ρ es in Eq. (2), and the parametrization was done by systematically changing its value to match experimental data of adsorption of Lysozyme on hydrophobic surfaces (octyl-or butyl-sepharose) reported by Chen et al. 38 . The native structure for our CG model of Lysozyme was obtained from the PDB ID: 2LYZ. With ρ es = 1.972k B T /nm 3 we obtain a value of −7.9k B T for the adsorption energy (the same as the experimental reported value).
To validate the parametrization, the adsorption energy of Myoglobin (PDB ID: 1MBN used for the CG model) was calculated using the same value of ρ es obtained from the parametrization. In this way, a value of −5.9k B T was found for the adsorption energy of Myoglobin. This value is slightly lower that the experimental value of −7.6k B T also reported by Chen et. al. 38 but reproduces the trend that Myoglobin adsorbs slightly weaker than Lysozyme to a hydrophobic surface.
III. RESULTS

A. Mean adsorption energies
Mean adsorption energies for the six proteins calculated using Eq. (7) as a function of NP radius are shown in Fig. 5 . Firstly, the results show that in all cases with the exception of A2M the E ad decreases as the radius of the NP increases. This trend is due to a combination of two factors: (i) increasing R increases the magnitude of the van der Waals attraction as shown in Fig. 2 and (ii) increasing the radius of the NP also increases the surface exposed to the proteins. These effects are more pronounced for NPs of R < 100 nm, and after this radius the adsorption energies tend to decrease at a smaller rate.
For A2M the curve is non-monotonic and has a minimum of the adsorption energy for R = 20 nm. This protein is rather big and has a complex structure, which makes the effects mentioned above combine in a non-trivial way. We see that for all molecules (except Fib) the total E ad for the neutral NPs tends to the neutral slab value at R = 500 nm showing as expected that for large NPs the size has only a small effect on the van der Waals interactions. For Fib, more points would be needed for R > 500 nm to observe how the E ad converges to slab value but our results suggest as in the case of A2M that there is a minimum in the Fib adsorption energy.
Secondly, the effect of the electrostatics is smaller in magnitude than the van der Waals contribution for the surface charge studied here. This can be confirmed by noticing that the difference between the E ad of the negatively charged and neutral NPs are significantly smaller than E ad itself. In fact, the electrostatic interactions modify the adsorption energy by less than 3k B T per protein.
Thirdly, Tra and IgG attract stronger to the negatively charged surfaces, HSA and A1A to neutral surfaces while Fib and A2M do not show a clear pattern. HSA and A1A are sightly negatively charged (both with a total charge of −6e) so overall electrostatic attraction dominates over electrostatic repulsion. For Tra, the total charge is +15e but excluding the contribution from HIS the total charge is −4e. As the HIS residues contribute half a charge, effectively the positive charge of Tra is less localized and the molecule behaves as a slightly negative object. To confirm this observation, calculations of the adsorption energy for the same surfaces but with the HIS with no charge and with charge +1e were done. As expected, Tra with uncharged HIS residues attach stronger to the a neutral surface, while Tra with positively charged HIS residues adsorbs stronger onto the negatively charged surface. In the case of IgG, the total charge of the protein is +28e and stays positive even without the contribution of the HIS residues (they contribute +12e), so the overall electrostatic attraction is greater for the negatively charged surfaces. Fib is slightly positive (+3.5e) so it is expected that it attaches stronger to the negative surface. This is the case for all radii apart from R = 100 nm. Despite that for this radius the Fib molecule attaches stronger to the neutral NP, the difference in the E ad for both surfaces (neutral and charged) is only of about 3.5%, which again shows that van der Waals contributions dominate over electrostatic interactions.
For A2M which has a total charge of −5.5e, there is no clear indication of the charge effect on E ad . As this molecule is big, the relative contribution of the charge to the adsorption energy is expected to be small compared to the van der Waals contribution. Our results agree with this prediction as the differences in the E ad are always small (less than 5%) with the exception of R = 5 nm. For this radius, the NP is so small compared to the protein that the contact area includes only few aminoacids. In this case, the electrostatic interactions have larger relative effect than for the larger sizes.
Lists of the proteins for each NP size, sorted by the adsorption energy, are reported in Table III . In all cases, the big proteins (Fib, A2M and IgG) are within the three those most strongly attached to the NP independently of the radius, while the small proteins (A1A, Tra and HSA) are in the group of the three molecules with weaker adsorption. Also, HSA is the weakest attached protein and Fib has always the most negative adsorption energy for NPs of R > 5 nm.
B. Adsorption energy maps and preferred orientations
The systematic sampling applied for the calculation of the adsorption energies can also be used to identify the most favorable orientations for the adsorption. As an example, Fig. 6 shows a color map of the adsorption energy as a function of the angles θ and φ for HSA adsorbing on a neutral 20 nm-NP. The energy landscape is complex in structure showing several connected local minima with differences that are less that 1k B T . This observation suggests that orientational changes in the NP-protein complex after adsorption are likely to occur. Additionally, we should note that the map has big areas with adsorption energies of −6k B T or lower, which in practice means that more than one orientation gives a relatively strong adsorption, so that the proteins will bind to NPs at room temperature in various orientations. For the rest of the proteins and for the conditions studied in this work, similar features are observed in the energy maps.
To study the effect of the radius of the NP and the charge on the adsorption maps, in Fig. 7 we show the normalized adsorption energy maps for HSA. The adsorption energies have been normalized by rescaling the energies such that 0 denotes the the maximum adsorption energy while -1 denotes the minimum. This transformation has been performed to better illustrate the similarities or differences between the different cases. In Fig. 7 , each panel is for a radius of 5, 20 or 500 nm, respectively, and for a neutral or a negative charged surface. A first comparison of the structure of the maps in the different panels reveals that neither the radius nor the charge density have a major impact. A closer inspection of the maps for the same charge but different radii (compare Figs. 7a, 7c and 7e or Fig. 7b, 7d and 7f) shows that there are only small differences in the structure of the maps. The largest changes are seen for R = 5 nm compared to R = 20 or 500 nm. On the other hand, the effect of the charge on the structure of the maps is even smaller (compare Fig. 7a with 7b or Fig. 7c with 7d or Figs. 7e with 7f) . We performed similar analysis for the other proteins and found that the energy surfaces for Tra and IgG are again very stable regardless of the surface charge or the radius of the NP.
A different situation is observed for A2M. Fig 8 shows the adsorption energy map of A2M for three radii and two charges. The energy maps for R = 5 nm show clear differences with the maps for R = 20 nm and 500 nm. For the smallest radius (R = 5 nm) the maps contain few local minima compared to the other two radii. These are also more localized than the local minima observed for R = 20 and 500 nm. As in the case of the total adsorption energies, these results can be explained by the size and shape of the big A2M molecule. For small NPs, the aminoacids that come in contact with the surface in each relative orientation are determined by specific patch of the protein and as the NPs increases in size these patches become larger allowing the NP to interact with a larger part of the molecule. The results show that for A2M, a NP of R = 5 nm is small enough for the adsorption energy to be affected by the local structure of the molecule but for a R = 20 nm this effect is already lost. With respect to the charge, we observe no big difference in the energy maps. As mentioned before, the charge has a small effect on the total adsorption energy so it is expected that it would not dramatically change the energy maps.
For Fib molecule, we observe a different dependence of the energy maps on the NP size. Fig. 9 shows the energy landscapes obtained for NPs of radii 5, 20 and 500 nm for the neutral and charged surfaces. In this case, difference can be appreciated from comparing the maps for the three radii (compare Fig. 9 9a, 9c and 9e or Fig. 9b,  9d and 9f) . Fib is not only a big molecule but it is also long, so the size effect explained above for A1M is enhanced. The energies for Fib calculated for the other NP radius used in this work indicate that for a R > 50 nm the maps do not contain noticeable differences (results not shown). To better illustrate this result, in Fig. 10 we show the most favorable orientations for Fib on a neutral surface for four different NP radii (R = 5, 20, 50 and 100 nm). For the two smallest NPs (Fig. 10a and 10b) , Fib has its adsorption energy minimum in a configuration where the NP is attached to a tip of the molecule. The main difference between the R = 5 nm and 20 nm NP-protein complexes is that the second one is interacting with a larger portion of the tip. Meanwhile, as the NP increases in size, Fib tends to adsorb in a sidewise orientation (Fig. 10c and 10d) . These means that the most preferred orientation is the one that corresponds to the longest axis of the Fib molecule stretched along the surface, which maximizes the number of the aminoacids in direct contact with the NP. As for the other proteins, the surface charge of the NP does not induce noticeable differences (compare Fig. 9a with 9b or Fig. 9c with 9d or Fig. 9e with 9f) . For Tra molecule, we find similar behavior for the dependence of the energy landscape on the NP size to that observed for Fib, with the only difference that the landscapes do not change anymore for R > 20 nm. The effect is again due to the size of the molecule, which is not as big as Fib, although elongated and thus is distinct from the more spherical A1M or IgG.
C. Effect of temperature on the adsorption energy
The results reported until now were obtained at T = 300 K, which is a temperature commonly used in in vitro experiments. Now we also considere the adsorption of HSA at a temperature of T = 310 K, which is more relevant for in vivo conditions. For the calculations at T = 300 K the value of the free parameter of the model (ρ es = 1.972k B T /nm 3 ) was obtained from matching the E ad calculated using Eq. (7) to the value of −7.9k B T reported by Chen et al. 38 as the adsorption energy of Lysozyme on hydrophobic surfaces at T = 300 K (for more details on the parametrization, see Sec. II D). In the same experimental work, a value of −8.2k B T for adsorption energy of Lysozyme on a hydrophobic surfaces at T = 310 K is given which we used to scale the free parameter of the model. In this way, for the simulations at T = 310 K a value of ρ es = 2.07k B T / nm 3 was used. Additionally, the parameters for the electrostatic interactions were also changed to account for a temperature of 310 K: λ B = 0.72 nm and λ D = 0.96 nm.
Figs. 11a and Figs. 11b show the adsorption energy for HSA as a function of R at the two studied temperatures for the neutral and negatively charged surfaces, respectively. As expected, the HSA molecule attaches stronger at T = 310 K to both surfaces (neutral and negative). More importantly, the temperature does not change substantially the shapes of the curves, which suggests that the effect of the temperature increase simply shifts the adsorption energy toward the more negative values. As mentioned in the previous sections, the van der Waals interactions dominate over electrostatics and as they depend linearly on the parameter ρ es the overall effect merely reflects this trend. To get a better insight on how this energy change depends on the radius of the NP, in Fig. 11c the ratio between the adsorption energies at the two temperatures is shown. For the smaller NP (R = 5 nm) the ratio is lower than for the other cases, indicating that for this radius the effect of the temperature on the adsorption energy is more pronounced. For large NPs, the ratio is greater and tends to a value of about 0.88, which is less than the ratio between the energy scaling parameters ρ es 's for T = 300 K over T = 310 K of 0.92. Thus, we see that the effect of the temperature on the adsorption energies is not only in the uniform decrease of the energy, which is not very surprising as E ad for each orientation defined through an sophisticated integral (see Eq. (6)), so modulating the value of ρ es will affect the overall E ad in a non-linear way. As for T = 300 K, the charge of the surface at 310 K has a small effect on the adsorption energies. Finally, we compared the adsorption energy landscapes for the two temperatures (results not shown) and found that they do not differ from each other.
IV. DISCUSSION
We can now validate the CG model by comparing the predictions with known simulation and experimental data. Lacerda et. al 39 measured the binding association constant for HSA, Fib and a set of γ-globulins on citrate-coated gold NPs (which can be considered as negative moderately hydrophobic NPs). They find that for NPs with R = 50 nm (this was the biggest in their study), the γ-globulins are the proteins that adsorb most strongly, followed by Fib and finishing with HSA. Our rankings reported in Table III are slightly different as Fib is predicted to attach stronger that IgG. For NPs of 15 < R < 30 nm, the experiments show that HSA is still the weakest adsorbing molecule, but Fib shows equal or largest binding association constant than the γ-globulins, which agrees with our results. For R = 5 nm, the experiments show again that HSA has the smallest binding association constant while Fib and the γ-globulins exhibit the same affinity. This again fits well with our finding as Fib and IgG have a very similar E ad for R = 5 nm (−13.8k B T for IgG and −13.3k B T for Fib). This discrepancy for the bigger radius are mainly due to that in are calculations we are considering only one γ-globulin while the experimental data was collected for a set of proteins of similar structure. It is also interesting to compare our results with the simulations reported by Vilaseca et al., faces. Using CG MD simulations, they found that for a flat surface at long times the most abundant protein adsorbed were Fib, then IgG and at last HSA, which also agrees with the ranking based on adsorption energies. Generally, this phenomenon of adsorbed protein replacement is known in literature as the Vroman effect.
22,40-43
In general, we find bigger proteins adsorb stronger on the surfaces, even for small NPs.
It is important to remark that the adsorption energies and rankings calculated in this work can help to predict the long-time composition of the NP-protein corona but at short times other factors such as the protein sizes, their 
Neutral Negative concentrations and mobilities have to be considered. As calculations for any protein with known crystal structure can be done easily in our CG model, its results can be used as an input for studying competitive adsorption of proteins and the corona formation kinetics, such as the models in Refs.
20,22
In Fig. 12 we show a color-coded representation of HSA divided in three domains and the most favorable orientation for adsorption on a R = 500 nm NP (for HSA at this radius the NP the adsorption preference is equivalent to that on a flat surface). The HSA molecule adsorbs in a side-on configuration, in which all three domains are interacting with the surface. Khan et al., of HSA on a hydrophobic surface but using docking simulations based on full atomistic model. We conclude that our CG scheme indeed preserves enough information to capture the essential adsorption mechanisms. Therefore, our model can be used for a quick search for the preferred configurations to accelerate docking experiments or to study competitive protein adsorption in plasma or other protein solutions.
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The main limitation of our model is that as we consider the proteins to be rigid bodies, conformational changes are not allowed and in some cases this can be an important factor for the adsorption process. 39, 44 This assumption can be relaxed by e.g. using elastic network derived from the principal component analysis of the molecule dynamics 44 or a Gō-Type model (see 26 for a review on CG models of proteins). Another limitation is the inability to address properly the interaction of hydrated residues/surfaces. This deficiency can be corrected by introduction of more accurate potentials of mean force that take into account the water and surface structuring, which can be derived from all-atom MD simulations.
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We are currently working on combining the PMFs from atomistic MD simulations with our model of proteins.
V. CONCLUSIONS
In this work, we presented a CG model for calculation of the adsorption energies of globular proteins on hydrophobic charged NPs. The proposed method was parameterized and validated against more detailed simulation and experiments. The model can be applied for evaluation of binding energies for arbitrary plasma, cytosolic or membrane proteins with known structure, ranking them by binding affinity to the NP and predicting the content of NP protein corona. We performed a study of adsorption of six common blood plasma proteins onto hydrophobic NPs. We found that the NP surface charge has a small effect on the adsorption energies in comparison to van der Waals interactions between the residues and the surface. We also found that the charge of the NP does not have a major influence on the orientation, in which the proteins are to be mostly likely adsorbed. On the other hand, we showed that the size of the NP has a pronounced effect on the adsorption energy maps, as the curvature of the NP determine the sections of the protein that can come in contact with the NP surface. Finally, we note that, as the methodology presented here is computationally efficient and gives consistent predictions for the structure of NP-protein complexes, it can be used as a part of multiscale modelling methodologies or a supplement to more sophisticated approaches to modelling bionano interactions.
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