Abstract. We give a new criterion for solvability of group equations, providing proofs of various generalizations of the Kervaire-Laudenbach conjecture for Connes-embeddable groups.
Introduction
Let G be a group and let w 1 , w 2 , . . . , w k ∈ F n * G, the free product of G with the free group on n letters. Let ε : F n * G → F n be the augmentation homomorphism, sending G to the neutral element. We want to study the question under what conditions on ε(w 1 ), . . . , ε(w k ) the natural homomorphism G → (F n * G)/ w 1 , . . . , w k is injective. Equivalently, we ask: Under what conditions only on ε(w 1 ), . . . , ε(w n ) can the equations w 1 , . . . , w k , considered as equations with n variables and constants from G, be solved simultaneously in a group containing G?
These questions have a long history going back to [9] . See [7] for more background and references on this topic. In the case of one variable and one equation w ∈ Z * G the famous Kervaire-Laudenbach Conjecture predicts that w can be solved in a group containing G if ε(w) = 0 ∈ Z. This has been generalized by Klyachko and the second author as follows: Conjecture 1.1 (Generalized Kervaire-Laudenbach Conjecture, [7] ). Let G be any group and w ∈ F n * G. If ε(w) = 0 ∈ F n , then the single equation w(t) = e with n variables and constants from G can be solved in a group H containing G. If G is finite, then H can be taken to be finite.
The crux of the matter is that when forming ε(w) by deleting the constants from G, there may be a lot of cancellations, so that the structure of w can be considerably more complicated. The combinatorial approach pursued, among others, by Howie and Gersten ([3, 6] ), leads to positive results only under constraints on the unreduced words w 1 , . . . , w k .
The first method that was able to sidestep this complication was the topological approach by Gerstenhaber-Rothaus, see [5] . Later, in [10] Pestov made the connection with Connes' Embedding Problem, bringing their result into the following form: Theorem 1.2 (Gerstenhaber-Rothaus [5] , Pestov [10] ). Let G be a Connes-embeddable group and let w 1 , . . . , w k ∈ F n * G. If the presentation complex of the presentation x 1 , . . . , x n | ε(w 1 ), . . . , ε(w k ) has trivial second homology, then the system of equations w 1 , . . . , w n is solvable in a group H containing G. If G is finite, then H can be taken to be finite.
Here, a Connes-embeddable group is by definition a group which can be embedded into a certain metric ultra-product of unitary groups, see [10, 11] for more background on this topic. This proves the original Kervaire-Laudenbach Conjecture for Connes-embeddable groups, a large class of groups which includes all sofic groups, and to which to date no counterexamples are known. In regard to the Conjecture 1.1, however, Theorem 1.2 only applies to a limited class of equations.
We will combine the topological approach with combinatorial and compactness arguments and show the following theorem, which is our main result. Theorem 1.3. Let G be a Connes-embeddable group and let w 1 , . . . , w k ∈ F n * G. If the presentation complex of the presentation
admits a covering with trivial second homology, then the system w 1 , . . . , w n is solvable in a group containing G.
This result applies to many more systems of equations than Theorem 1.2. In particular, it proves the first part of Conjecture 1.1 for Connes-embeddable groups. This was previously only known in the case that ε(w) ∈ [F n , [F n , F n ]], see the main result of [7] . It is tempting to raise another conjecture, for example that the above result holds without the assumption that G is Connes-embeddable, but we refrain from doing so, since as of now it seems unclear to us if the the condition on existence of a covering with trivial second homology is the optimal condition. However, Example 3.2 shows that the slightly weaker assumption of vanishing of the second Hurewicz map is not enough to imply the conclusion.
The proof for the case of one-relator groups, which contains the essential new idea, was found by the first author with a slightly different argument, making essential use of orderability of one-relator groups. The present joint paper contains a reduction to a purely homological condition and arose when exploiting the newly found method in order to cover the case of many equations.
Proof of the main result
For simplicity, we first discuss the case that G is contained in the unitary group U(m). Recall that one can associate to a system of equations w 1 , . . . , w k ∈ F n * G a cell complex with one zero-cell, n one-cells and k two-cells that are glued according to the appearances of the letters in w 1 , . . . , w k , where we ignore the constants from G. As a combinatorial cell complex this depends on the words w i before cancellation. However, up to homotopy it only depends on ε(w 1 ), . . . , ε(w k ) and is homotopy equivalent to the presentation complex of the group presentation x 1 , . . . , x n | ε(w 1 ), . . . , ε(w k ) .
On the other side, when the group G is fixed, one can associate to every combinatorial two-dimensional complex a class of systems of equations over G with unknowns corresponding to one-cells and equations to two-cells: A system of equations belongs to the associated class iff its equations can be obtained from the gluing maps of the two-cells by inserting coefficients from G but not allowing cancellation. Note that the cell complex is allowed to have more than one zero-cell and can be infinite.
Lemma 2.1. Let m ∈ N and w 1 , . . . , w k ∈ F n * U(m). Assume that the presentation complex of the presentation
has some covering, associated to a subgroup π < Γ, that has trivial second homology. Then the system w 1 , . . . , w n is solvable in the overgroup π\Γ U(m) ⋊ Γ.
Proof. First, note that U(m) embeds into the wreath product π\Γ U(m) ⋊ Γ via the diagonal map U(m) → π\Γ U(m). The solutions to our system of equations will be of the form
with the u i,[γ] ∈ U(m) yet to be determined. When computing w j (z 1 , . . . , z n ), we see that by definition of Γ the second entry of the result is trivial, while the first is some element in π\Γ U(m). All together, we obtain a map w :
mapping the remaining freedom that we have in order to fix the z i 's to the outcome when applying the equations w 1 , . . . , w k . In order to solve our problem, we have to show that the neutral element is in the image of this map. This amounts to solving a new, bigger and typically infinite system of equations with the n · |π\Γ| many unknowns u i, [γ] and k · |π\Γ| many equationsw j, [γ] . Now, let X be the combinatorial cell complex X corresponding to the original system of equations {w 1 , . . . , w k } and letX be the covering corresponding to π < Γ as a combinatorial cell complex. The system of equations w j,[γ] {1,...,k}×π\Γ belongs to the class of systems of equations associated toX. Indeed, the zero-cells ofX correspond to the cosets [γ] ∈ π\Γ, the one-cells to the unknowns u i, [γ] and the two-cells to the equationsw j, [γ] with the appropriate gluing maps. Because {1,...,n}×π\Γ U(m) is compact in the product topology and each equation w j, [γ] involves only finitely many unknowns, it suffices to solve the system of equations {w s } s∈S for every finite subset S ⊂ {1, . . . , k} × π\Γ. A solution u i,[γ] {1,...,n}×π\Γ for the entire system can then be obtained as an accumulation point of the sequence of solutions with regard to an exhaustion of {1, . . . , k} × π\Γ by finite sets.
Each system of equations {w s } s∈S involves only a finite subset T ⊂ {1, . . . , n} × π\Γ of the unknowns in a non-trivial way. Putting aside the unused unknowns, the system of equations belongs to the class of systems of equations corresponding to some finite combinatorial subcomplexX S ⊂X. By assumption,X S has trivial second homology.
The remaining step is the argument of Gerstenhaber and Rothaus, which we reproduce for convenience: Because the cell complexX S has trivial second homology, the second differential of its chain complex d 2 :
S Z → T Z is injective. There is a subset T ′ ⊂ T of cardinality |S| such that the concatenation of d 2 with the projection T Z → T ′ Z is still injective. After setting the unknowns {u t } t∈T \T ′ to arbitrary values and collapsing the corresponding one-cells ofX S , we may assume that |T | = |S| and that d 2 is given by a square matrix with non-zero determinant.
The system of equations {w s } s∈S defines a map w S : T U(m) → S U(m) between orientable manifolds. To show that the map is surjective, and hence the image includes the neutral element, it suffices to show that a top-dimensional cohomology class of S U(m) is mapped non-trivially by w S * . The cohomology of U(m) is the exterior algebra
with generators in odd degrees, and H * ( S U(m); Z) = S H * (U(m); Z). Furthermore, the induced map of the multiplication U(m) × U(m) → U(m) sends a i to a i ∧ 1 + 1 ∧ a i . Hence, for every i we get w S * (∧ s∈S a i ) = det(d 2 ) · ∧ t∈T a i , and in the top dimension
This finishes the proof.
As in [10] and [7] , we can now pass from unitary groups to Connes-embeddable groups.
Proof of Theorem 1.3: By definition, G is Connes-embeddable iff it is isomorphic to a subgroup of i∈I U(m i ) / ∼, where the equivalence relation is convergence with regard to the normalized Hilbert-Schmidt norm and some ultrafilter on I.
Given any admissible system of equations, we lift the constants from G to I U(m i ). The method of the preceding proof can then be applied to all U(m i )-factors simultaneously to obtain a solution in Remark 2.2. The condition that the presentation complex has a covering with trivial second homology can be reformulated in terms of homology with local coefficients: It is met iff there exists a Γ-set Y such that the presentation complex has trivial second homology with local coefficients in Z[Y ].
Applications and open questions
There are a few special cases, when the condition of Theorem 1.3 is always satisfied:
(1) When the presentation complex itself has trivial second homology, the theorem reduces to the classical result of Gerstenhaber-Rothaus. This can only occur if there are at most as many equations as unknowns. (2) When the presentation complex is aspherical. A large class of group presentations satisfying this condition arises from small cancellation theory. In this case the number of equations can be larger than the number of unknowns, or even infinite (the theorem adapts to the infinite case without modifications), which is counter intuitive at first sight. This should lead to some interesting examples. (3) When there is a single (non-trivial) equation w, i.e. when Γ is a one-relator group. If Γ is torsion-free, the presentation complex is aspherical. If Γ has torsion, it follows ε(w) = z r for some z ∈ F n not a proper power, and we let Γ ′ = x 1 , . . . , x 2 | z be the torsion-free one-relator quotient. Then, the covering of the presentation complex corresponding to the subgroup π = ker(Γ → Γ ′ ) has trivial second homology. Indeed, the second differential in the cellular chain complex of this covering differs only by a factor of r from the differential in the chain complex of the universal covering of the presentation complex of Γ ′ . (4) Another example where the presentation complex is aspherical is when k = n − 1 and the first ℓ 2 -Betti number of the group Γ vanishes. In this case the second homology of the universal covering of the presentation complex embeds into the second ℓ 2 -homology, which vanishes due to vanishing of the Euler characteristic, see [1] .
When, for a given group presentation x 1 , . . . , x n | ε(w 1 ), . . . , ε(w k ) , we want to show that all systems of equations of this type, and this is allowing cancellation, are solvable over Connes-embeddable groups, Theorem 1.3 is currently the best known result. In the case of a single relation ε(w) the criterion is also sharp. For more than one relation we do not know, but we suspect that there are types of systems of equations that do not meet the conditions of the theorem but are still solvable. One simple example where this might be the case are systems of equations of type a, b, c | [a, b], [b, c], [c, a] . Here, the second homotopy group of the presentation complex is isomorphic to Z[Z 3 ], generated by the Hall-Witt identity. Note however that this cannot generalize. Indeed, equations of type
It may also happen that a certain class of systems of equations (not allowing cancellation) is solvable, but other systems of equations of the same type are not: [4, Theorem 6] ). Consider the systems of equations given by a 2 , b 2 , c 2 , d 2 , abtcdt −1 with unknowns a, b, c, d, t. Using combinatorial methods it is shown in [4] that these systems can be solved over any group. But if we allow cancellation, we can obtain the following system of equations of same type:
From the first four equations it follows that a, b, tct −1 , tdt −1 must all commute with g 1 .
This also means that the class of systems of equations of a combinatorial two-complex can be solvable even when the class of a homotopy equivalent two-complex is not. Moreover, Gersten noted that the two-complexes associated to the above type of systems of equations are Cockcroft, i.e. their second Hurewicz map π 2 (X) → H 2 (X) is zero. This is clearly a homotopy invariant condition, which follows to be insufficient for solvability in general. Compare this to the slightly stronger conditions appearing in Theorem 1.3.
The previous example shows that we loose some information by not differentiating between classes of systems of equations that are related by cancellation. But it also suggests that for universal solvability, allowing cancellations, the answer only depends on the (simple?) homotopy type of the two-complex. This is reflected by the fact that the condition of Theorem 1.3 only depends on the homotopy type of the presentation complex.
In fact, it is easy to see that the following operations on group presentations have no effect on whether the corresponding type of systems of equations is solvable:
• Nielsen transformations on the relations, • Nielsen transformations on the generators, • introduction of a new generator and a new relation in which the new generator occurs exactly once, • inversion of a relation, and • conjugation of a relation with a word in the generators On the level of two-complexes, the equivalence relation generated by these operations is simple homotopy equivalence with the restriction that all elementary expansions/contractions must be of dimension ≤ 3, and the question whether this is the same as simple homotopy equivalence is closely related to the Andrews-Curtis Conjecture, see [8] for background.
We also recall that any two presentations of the same group are related by Tietze transformations. Hence, they can be related by the above operations after adding to each one a sufficient number of trivial relations.
To what extend does the solvability question for types of systems of equations given by group presentations x 1 , . . . , x n | ε(w 1 ), . . . , ε(w k ) depend only on the group and the deficiency of the presentation?
Another line of questions concerns the nature of the group where a system of equations is solved. In contrast to the approach of [7] , our method is not able to address the second part of Conjecture 1.1: If the group G is finite, the group containing G can also be chosen to be finite. Note that the group Γ = a, b, c | (bab −1 )a(bab −1 ) −1 a −2 , [a, c] of the previous example is not residually finite. We suspect that the second part of Conjecture 1.1 still holds for systems of equations if the presented group is residually finite. In general, however, the semidirect product constructed in our proof is not even known to be Connes-embeddable itself.
Question 3.5. Under what conditions can a system of equations with constants in a Connes-embeddable group G be solved in a Connes-embeddable group containing G? Question 3.6. Under what conditions can a system of equations with constants in a finite group G be solved in a finite group containing G?
