Abstract-With the advent of multi-view data, multi-view learning has become an important research direction in both machine learning and data mining. Considering the difficulty of obtaining labeled data in many real applications, we focus on the multi-view unsupervised feature selection problem. Traditional approaches all characterize the similarity by fixed and pre-defined graph Laplacian in each view separately and ignore the underlying common structures across different views. In this paper, we propose an algorithm named Multi-view Unsupervised Feature Selection with Adaptive Similarity and View Weight (ASVW) to overcome the above mentioned problems. Specifically, by leveraging the learning mechanism to characterize the common structures adaptively, we formulate the objective function by a common graph Laplacian across different views, together with the sparse ' 2;p -norm constraint designed for feature selection. We develop an efficient algorithm to address the non-smooth minimization problem and prove that the algorithm will converge. To validate the effectiveness of ASVW, comparisons are made with some benchmark methods on real-world datasets. We also evaluate our method in the real sports action recognition task. The experimental results demonstrate the effectiveness of our proposed algorithm.
Ç

INTRODUCTION
I N many real applications of data mining, machine learning and image processing, data is represented by multiple distinct feature sets. For example, in image processing, each image can be described by different visual descriptors, such as SIFT [1] , HOG [2] , LBP [3] and GIST [4] etc. Different type of features can capture specific information of the images. For example, SIFT is robust to image rotation, noise, illumination and LBP is a powerful texture feature. In web mining, a web can be characterized by its content and its link information, which are two distinct descriptions or views. In Video Semantic Recognition (VSR) [5] , the key frames of a video are also images. We can also use different kinds of image descriptors to characterize the video. Multiview learning, which focuses on learning from data represented by multiple distinct feature sets, has aroused considerable research interests in recent years. The aim of multiple view learning is to fully use the diversity and consistency among different representations to obtain better performance than to use traditional single view methods by taking the connected multiple representations as the input.
In manipulating multi-view data, it is crucial to employ all the heterogeneous features to create more powerful models than using each individual type of features separately. Many multi-view learning approaches have already been proposed.
The researches of multi-view learning range from different areas, such as feature learning [6] , [7] , [8] , [9] , semi-supervised learning [10] , [11] , [12] , active learning [13] , [14] , ensemble learning [15] , [16] and transfer learning [17] , [18] . See more details on surveys [19] , [20] . Among these researches, multiview feature selection, a kind of feature learning pattern, has obtained plenty of research interests. It has been used in many applications, e.g., video action recognition [5] , human motion retrieval [21] and visual concept recognition [22] . In these applications, the data sets generally have multiple modalities, and each modality is usually represented in a high-dimensional feature space which frequently leads to the curse of dimensionality problem. Multi-view feature selection provides an effective solution to solve or at least alleviate this problem. It aims to find a compact set of representative features, which can retain the optimal salient characteristics. Preprocessing data in this way not only decreases the processing time but also leads to better generalization of the learned models [23] .
In the literature, there are totally two distinct ways for unsupervised multi-view feature selection. The first kind of approaches employ traditional single-view methods by taking the connected features from multiple views as the input directly. Typical unsupervised feature selection algorithms for single view data include Laplacian Score (LapScor) [24] , SPECtral feature selection (SPEC) [25] and Minimum Redundancy Spectral Feature selection (MRSF) [26] . Usually, these methods use various graphs to characterize the manifold structure at first and then rank each feature. Compared with the traditional unsupervised feature selection approaches, these methods have been proved to perform better in many cases [26] . Nevertheless, they are not suitable for multi-view data in most cases. They treat features from different views independently and discard the underlying correlations between different views.
The other way for unsupervised multi-view feature selection is to tackle multi-view data directly. Typical methods include Adaptive Multi-View Feature Selection (AMFS) method [21] . It employs one local descriptor to characterize local geometric structure of data in each view, combines them by the weighted sum and uses the trace ratio criteria to rank each feature. It can automatically assign multi-view features with adaptive feature weights. The authors have formulated the objective function as a general trace ratio optimization problem and applied their method in human motion retrieval successfully. Besides, Feng et al. have proposed the method named as Adaptive Unsupervised Multiview Feature Selection (AUMFS) [22] . It attempts to use three kinds of information, i.e., data cluster structure, data similarity and the correlations between different views, for feature selection. Concretely, it employs a robust sparse regression model with the l 2;1 -norm penalty to perform feature selection. Moreover, Tang et al. have proposed an unsupervised feature selection framework, MVFS, for multi-view data in social media [27] . Its relaxed formulation is similar to AUMFS, except for the determination of balance parameter and the loss function in regression. See more details about these methods in next section. Although the proposed feature selection methods perform well in many applications, their performances can also be improved. AMFS, AUMFS and MVFS all characterize the local structure of each view data by similarity matrix separately. They do not consider the underlying common structures across different views. Besides, the structure similarity matrices in these methods are computed in advance and fixed in the learning process. It is better to leverage the learning mechanism to characterize the common structures adaptively.
In this paper, we try to solve the problem of unsupervised feature selection for multi-view data. A novel method, named as Adaptive Similarity and View Weight (ASVW), has been presented. Different from traditional approaches which characterize the local structure in each view with predefined and fixed similarity matrix separately, we propose to learn a common similarity matrix to characterize the structures across different views. Besides, the parameters to balance the weights of views are also tuned automatically. For feature selection, some sparse constraints are added on the transformation matrix. We provide an effective method to solve the proposed problem with sparse constraints, together with the deep analysis. Compared with traditional multi-view unsupervised feature selection approaches, our method has been demonstrated to have better performances on some benchmark data sets. Further, we also evaluated our method in the real sports action recognition scenario.
The rest of this paper is organized as follows. Section 2 provides notations and related works. We formulate ASVW and provide an effective solution to this problem in Section 3. The convergence behavior, together with parameter determination and computational cost, are analyzed in Section 4. Section 5 provides some promising comparing results on various kinds of data sets. We evaluate our algorithm on a real task, i.e., sports action recognition, in Section 6, followed by the conclusions and future works in Section 7.
RELATED WORK
In this section, we will briefly review several representative multi-view unsupervised feature selection approaches.
Notations
In this paper, matrices and vectors are written in boldface. For an matrix M ¼ ðm ij Þ, its ith row, jth column are denoted by m i and m j respectively. The ' 2 -norm of a vector v 2 R n is defined as
The matrix Frobenius norm is denoted by Á k k F . The ' r;p -norm of an matrix M 2 R nÂm is defined as [28] , [29] 
When r ! 1 and p ! 1, ' r;p -norm is a valid norm as it satisfies the three norm conditions. Given n data samples fx i g n i¼1 , the data matrix is denoted as X ¼ ½x 1 ; . . . ; x n 2 R dÂn . The ith sample x i ¼ ½ðx Table 1 . We will explain the concrete meanings of the notation when it is used first.
AMFS
Adaptive Multi-View Feature Selection (AMFS) is an unsupervised feature selection approach for human motion retrieval. It employs local descriptors to characterize local geometric structure of motion data. There are totally three steps. First, as in traditional works, they use the viewspecified graph-Laplacian [30] as local descriptor by employing different methods, e.g., the local linear regression weight [29] , [31] or the graph similarity weight [30] . Then, these Laplacian matrices are combined together linearly by non-negative view weights to explore the complementary information between different view features. Finally, to discard the redundant features, AMFS uses the trace ratio criteria as in traditional Fisher Score feature selection method.
Briefly, the objective function of AMFS can be summarized as follows. The weight coefficient of the vth view r 1 The weight redistribution parameter r 2 The similarity redistribution parameter s v
The reduced dimensionality of the vth view data s
The number of selected features
The ith data point x The weight coefficient vector where L ðvÞ is the graph Laplacian that characterizes the vth view and H is the centralized matrix that is used to centralize the data. a a ¼ ½a 1 ; a 2 ; . . . ; a V T is a weight coefficient vector to combine all the Laplacian matrices and r > 1 is a parameter to avoid trivial solution (r ¼ 1 means that only the vth view with smallest loss is considered since only a v ¼ 1.). W 2 f0; 1g dÂs is a weight matrix in performing feature selection. As mentioned in [21] , since each row of W has one and only one non-zero element, the features corresponding nonzero elements are selected. This problem can be solved in an alternative way. Please refer to [21] for more details.
AUMFS
Adaptive Unsupervised Multi-view Feature Selection (AUMFS) is another unsupervised feature selection approaches for visual concept recognition. It attempts to use three kinds of information, i.e., data cluster structure, data similarity and the correlations between different views, for feature selection. To achieve this goal, it employs a robust sparse regression model with the ' 2;1 -norm penalty to predict data cluster labels. Meanwhile, it uses the same way as AMFS to characterize the local structure by linear combination of graph Laplacian matrices from different views. For feature selection, it also adds the sparse ' 2;1 -norm penalty to the transformation matrices for each view. As defined in Eq. (1), the ' 2;1 -norm penalty can impose row sparsity and be used for feature selection. Essentially, AUMFS can be regarded as extending spectral regression [32] , a traditional dimensionality reduction framework, for multiple view unsupervised feature selection. The first improvement is the robust regression and sparse regularizer. The second one is the joint optimization for multiple view data. After computing the optimal transformation matrix W, AUMFS employ the ' 2 -norm of each row vector of W as the criteria to rank the importance of each feature. The larger this value is, the more important the corresponding feature is.
Concretely, the objective function of AUMFS is
Here, I is an identity matrix and L ðvÞ is the same as that in Eq. (2) . F is the relaxed label matrix which approximates the real label matrix and F ! 0 indicates that all the elements of F is non-negative. and b are two non-negative balance parameters. This problem can also be solved in an alternative manner.
Different from AUMFS in Eq. (3), MVFS [27] predefined the view balance parameter a v and it is fixed during the iterations. Besides, in the second regression function, MVFS employed the traditional Frobenius norm, instead of the ' 2;1 -norm.
As we can see from the formulations of AMFS in Eq. (2) and AUMFS in Eq. (3), they characterize the multiple view local structure by simply adding the graph Laplacian matrix from each view. Besides, the combined graph Laplacian matrix is fixed during the following iteration.
MULTI-VIEW FEATURE SELECTION WITH ADAPTIVE SIMILARITY AND VIEW WEIGHT
Assume that we have been given multi-view data from totally V views, denoted as X ¼ ½ðX ð1Þ Þ T ; . . . ; ðX ðV Þ Þ T T 2 R dÂn . We want to select s features from the original d features. Essentially, this problem is equivalent to ranking all features by some metric and selecting the most important features. The differences among different methods are the ranking criterions.
Formulation
Considering that the input of our algorithm is multi-view data, we try to explore the homogenous prosperity among the heterogeneous views.
The objective function of ASVW is composed of two parts. Specifically, the first one measures the common local geometric among different views and the other one is the sparse constraint designed for feature selection. Before going into the details, we would like to characterize local structure for the vth view.
Inspired by the traditional dimensionality reduction approach Laplacian Eigenmap (LE) [30] and its linear extension, Local Preserving Projection (LPP) [33] , we also assume that the local similarity among different points should be preserved. Concretely, nearby points in high dimensional space should also be nearby in low dimensional space. It amounts to the following equation.
where S To utilize the homogenous prosperity among different views, it is direct to sum Eq. (4) for all views. Nevertheless, this kind of combination will cause some problems. (1) This simple strategy is not enough to characterize the common structure among different views since it can be regarded as trading the characterization for each view independently. (2) In the view of optimization, the simple adding strategy will lead to the trivial solution. It amounts to the computation of projection matrix W v for each view independently and ignores the correlations across different views. (3) The similarity matrices are fixed in traditional approaches, e.g., AMFS, AUMFS and MVFS. They can only characterize the geometric structure for the specific view.
To overcome above mentioned problems, we use the following two strategies. (1) To characterize the common structures for data points in all views, we assume that all the similarity matrices among different views are identical. More importantly, different from traditional methods, this common matrix is not predefined, it should be learned from the multi-view data to characterize the common structures for all views. (2) As in AMFS and AUMFS, we would like to use a balance parameter to balance the effectiveness of different views. Mathematically, the objective function is 
Here S ij is the common local geometric descriptor for multiview data. r 1 is a parameter to avoid trivial solution. In fact, if we set r 1 ¼ 1 as in traditional balance strategy, the solution of a a will be a v ¼ 1 corresponding to the minimum
j k 2 S ij and other entries in a a equal to 0. It means that only one view is selected by this method and it is a trivial solution [34] . Besides, we would like to add some constraints on the similarity matrix. Since it is learned from multi-view data and each row of S corresponds to a data point, we add the following constraint,
where S i: is the ith row of S. This constraint is added to ensure that S is an validate similarity matrix as in traditional approaches. In the following solving procedure, it can also be used to avoid trivial solution with S ¼ 0. Evoked by the above mentioned strategy, we also add a parameter r 2 as the power of the similarity matrix. Besides, as in LE, since S is used to characterize local structures, it should be assumed that most elements of S are zeros. Recall that each row of S corresponds to a data point, we add a sparse constraint on it. The sparse constraint should be
where k is the number of nearby neighborhoods. k Á k 0 denotes the ' 0 norm of a vector, that is, the number of nonzero elements of a vector. Intuitively, it is similar to the traditional approaches in constructing k-neighborhood graph. The second part of the objective function is designed for feature selection. Inspired by the basic idea of sparse regression for feature selection in [28] , we also add sparse constraints on projection matrix to measure their values.
Recall the definition of W v 2 R dvÂsv with s v the reduced dimensionality of the projections for the vth view, it can be regarded as the projection matrix in traditional model. Denote the ith row of W v as W ðvÞ i: . Since our task is feature selection, we expect that the transformation matrix W v holds some structure sparsity property. In particular, we expect that most rows of W v are zeros. In detail, the corresponding features can be neglected since these features are redundant for characterizing local similarities. When we use the ' 2 -norm of W ðvÞ i: as a metric to measure its contribution in regression, the sparsity property, i.e., a few number of W ðvÞ i: are non-zeros, indicates the following objective function,
with 0 p 1 for the sake of feature selection. Here kW v k 2;p is the ' 2;p -norm as defined in Eq. (1) corresponds to the important features since the W ðvÞ i: with all zero elements can be neglected in the former regression.
By combining the objective functions in Eqa. (5), (8) and joining all constraints, the multi-view unsupervised feature selection approach with Adaptive Similarity and View Weight (ASVW) can be summarized as follows:
where is a non-negative balance parameter.
After deriving the optimal solution, we use the ' 2 -norm of W ðvÞ i: , i.e., kW ðvÞ i: k 2 , to evaluate the importance of all features from different views. The larger this value is, the more important the corresponding feature is. In real application, we can either select a fixed number of the most important features or set a threshold and select the feature whose importance is larger than this value. In the following, we choose the first strategy. The fixed number is s percent of the total number of original features.
Solution
As seen from the optimization problem in Eq. (9), there are totally three groups of variables. All W v s are projection matrices. a a consists of all the balance parameters. S is the learned common similarity matrix. It is difficult to solve this problem directly since (1) both of the terms are non-smooth; (2) all the variables are coupled in the first function. We propose to optimize them alternatively. In other words, we fix two groups of variables and optimize the rest one alternatively. Our theoretical results show that this kind of iteration will converge.
, S and optimize a a. When all W v and S are fixed, we need to optimize a set of balance parameters a v . In this scenario, the second term of the objective function in Eq. (9) is not related to a v . For simplicity, denote
Then the optimization problem in Eq. (9) becomes
v g v ; s:t:
The optimization problem in Eq. (11) seems complicated. Nevertheless, after some deductions, we can derive its solution with closed form.
If we ignore the non-negative constraints, the Lagrange function is
where g is the Lagrange multiplicator. Take the derivative on a v and set it to zero, we get
It indicates that
Since
One point should be mentioned here. In the above deduction, we neglect the non-negative constraints on a v . Nevertheless, since g v ! 0, the derived results in Eq. (15) satisfied this constraint automatically.
In a word, when fW v g V v¼1 and S are fixed, the optimal a v can be computed in a closed form by using Eq. (15) .
, a a and optimize S. As seen from the formulation of ASVW in Eq. (9), although the objective function is simple, the constraint is non-convex and it is difficult to solve it directly. Evoked by the above deduction in computing a a, we can also derive its closed solutions.
Denote
The optimization problem concerning S in Eq. (9) can be reformulated as
Comparing the optimization problems in Eqs. (11) and (17) , they have similar forms, except that S has another constraint kS i: k 0 ¼ k. Since the constraint is added on each row of S, we update S row by row respectively. Taking the ith row as an example, the objective function in Eq. (17) becomes
Similarly, if we ignore the constraints kS i: k 0 ¼ k, the optimal solution to the problem in Eq. (18) is
Note that kS i: k 0 ¼ k. It means that only k elements in S i: are non-zero. Since we aim to minimize the objective function in Eq. (18) and only k elements in S i: are non-zero, we only need to optimize the k non-zeros element. The larger b ij is, the larger objective function is. Thus, we set the n À k elements of S i: , which corresponds to the n À k largest b ij , to zeros and only update the rest k elements. Concretely, assume that the smallest k elements of b ij (with fixed i and except for b ii ) are b ij 1 ; b ij 2 ; . . . ; b ij k , the optimal S i: to the problem in Eq. (18) is
3) Fix S, a a and optimize fW v g V v¼1 . As seen from the formulation of ASVW in Eq. (9), if S and a a are fixed, it can be separated into V independent sub-problems. In other words, we can compute W v by using the data in the vth view solely. Take the computation of W v as an instance, the optimization problem in Eq. (9) changes to
Recall the basic idea in solving the sparse constraints problem as in [28] , we take the derivative of kW v k p 2;p with respect to W v . When the ith row of W v , i.e., W
where
When D ðvÞ is fixed, the derivative of L in Eq. (21) can also be regarded as the derivative of the following objective function:
In the following, we use the objective function in Eq. (24) to approximate the formulation in Eq. (21). We will prove that the objective function of ASVM will also decrease by solving the approximated problem in Eq. (24) . More importantly, we can solve the problem in Eq. (24) in an effective way.
The first part of the objective function in Eq. (24) is similar to that of LE [30] , except that S in Eq. (24) is not a symmetric matrix. It could not guarantee that the corresponding Laplacian matrix is semi-definite. To avoid this problem, we define a new matrix Q as follows:
It is obvious that Q is a symmetric matrix and
Combine Eqs. (24) and (26), the optimization problem in Eq. (24) is equal to
Here L is the Laplacian matrix derived from the symmetric matrix Q. The optimization problem in Eq. (27) (27) .
In conclusion, when we fix one parameter and optimize the other two, we can derive the solutions in a closed form.
Finally, there are several points should be highlighted.
(1) In the above procedures, when S and a a are fixed, we need not to derive the optimal W v and D ðvÞ . In each round, we only need to update them once. Specifically, we update all the variables using Eqs. (15), (20), (23) and (27) in sequence and we need not to iterate Eqs. (23) and (27) to derive the optimal solution to the problem in Eq. (24) . We will prove that this kind of iteration will also converge.
(2) The second one is about initialization. Since ASVW is solved in an iterative way. We would like to initialize all views with equal a v and the similarity matrix S is computed by the same strategy as in LE, taking the whole data as the input. We initialize D ðvÞ ¼ I since every feature has the same importance at the beginning. In experiments, we use this kind of initialization if there is no specification.
(3) As seen from the formulation of ASVW, since we have derived the projection matrix W v for each view, beyond feature selection, ASVW can also be regarded as a feature learning algorithm. Besides, the byproduct of ASVW is the common similarity matrix S. It can also be widely used in many applications, such as feature learning, clustering and metric learning.
The procedure of ASVW is listed in Algorithm 1. 
PERFORMANCE ANALYSIS 4.1 Convergence Behavior
We solve ASVW in an alternative way and the following proposition indicates that the objective function of ASVW shown in Eq. (9) is non-increasing in each iteration. Before going into the details, we need the following lemma, which is introduced in [35] . Lemma 1. When 0 < p 2, for any nonzero vectors, a, b, the following inequality holds:
Proposition 1. By employing the optimization procedure in Algorithm 1, the objective function value of ASVW in Eq. (9) is non-increasing.
Proof. We useW v ;ã a;S to denote the updated W v ; a a; S in each iteration. We first prove that updatingW v will not increase the value of the objective function. According to Eq. (27)W v ¼ arg min
which indicates that
which is equivalent to the following inequality 
Combining Eqs. (31) and (32) and summarizing over all the views, we have LðW 1 ; Á Á ÁW V ; a a; SÞ LðW 1 ; Á Á Á W V ; a a; SÞ:
Then, since the updatedã a andS are the optimal solution to the problems in Eqs. (11) and (18) respectively, the following inequalities hold, LðW 1 ; Á Á ÁW V ;ã a; SÞ LðW 1 ; Á Á ÁW V ; a a; SÞ;
and LðW 1 ; Á Á ÁW V ;ã a;SÞ LðW 1 ; Á Á ÁW V ;ã a; SÞ:
Combine Eqs. (33) to (35), we get the results. t u
Computational Time and Parameter Determination
As seen from the procedure of ASVW in Algorithm 1, we have solved this problem in an alternative way. In other words, we solve the optimization problem in Eqs. (27) , (23), (15) and (20) alternatively. The computational complexity in solving each problem is listed as follows:
(1) The problem in Eq. (27) (20) is to update S. It is updated row by row. The total computational complexity is Oðn Â k Â P V v¼1 ðd v Â s v ÞÞ. In summary, the total computational complexity of ASVW is OðT Â ð
where T is the number of iterations and it is often less than ten [28] .
As for parameter determination, it seems that a lot of parameters should be determined as shown in the formulation of ASVM in Eq. (9) . Nevertheless, we set the most important parameters, e.g., a v and S as optimization variables and optimize them during the iteration. The other vital parameters that need predefined are r 1 , r 2 , and p.
Since parameter determination is still an open problem in the field of machine learning, we determine these parameters empirically as in previous researches. As for p, it is designed to add sparsity to measure the importance of row vector of W v . We set p ¼ 1 as in previous approach [28] , [29] and it has been demonstrated effective in most applications [29] . As for the parameters r 1 and r 2 , they play the same role as avoiding trivial solution in optimizing a and S. Thus, we set r 1 ¼ r 2 in our implementations. As illustrated and mentioned in AMFS and AUMFS, the larger r 1 (or r 2 ) is, the more possible that all the weights tend to be equal. To reflect the difference among different views, we set r 1 ¼ r 2 ¼ 2 empirically in our experiments. The experimental results shown in next section also validate the effectiveness of our choice.
As for the parameter , it is very vital to the final performance since it is employed to balance the importance of structure characterization and feature selection. Since there is no prior information about this parameter, we determine it by grid search in a heuristic way as in previous researches [21] , [22] , [29] . Concretely, the regularization parameter is tuned from f0:01; 0:1; . . . ; 100g. The parameters in other algorithms are also turned by grid search. Finally, we report the best results for each algorithm. We will provide some experimental result in next section.
EXPERIMENTS
In this section, we will compare ASVW with other related unsupervised methods. There are totally three groups of experiments. Since we focus on unsupervised learning here, the first group contains the clustering results of K-means(KM) on different data with different numbers of selected features. The second group is to measure the effectiveness of selected features directly, without the help of other added approaches. Finally, we show some results about convergence behavior.
Data Description and Evaluation Metric
To validate the effectiveness of our methods, we select six benchmark datasets. They are various kinds of data arisen in many real applications with different characters and commonly used in multiple view learning. They are SensIT Vehicle [36] , NUS-WIDE-OBJ [37] , Animal with attribute (Animal) [38] , MIRFLICKR [39] , Microsoft Research Cambridge Volume 1(MSRC-v1) [40] and Caltech-101 [41] . Each data set has some types of features (views). We adopted a subset whose details are summarized in Table 2 .
SensIT. Contains data from wireless distributed sensor networks. It is collected from two different sensors (views), that is, acoustic and seismic sensor to record different signals for three types of vehicle (three classes) in an intelligent transportation system. We use the processed data from LIBSVM [42] and sample 10000 data for each class. Therefore, we have 300000 data samples, 2 views and 3 classes.
NUS-WIDE-OBJ. Contains 31 categories and 30,000 images. To avoid the influence caused by imbalance of category size, we choose the smallest 20 classes of objects, such as book, zebra, flags etc. It contains 9133 samples. Five popular pre-extracted features are adopted for our experiments, they are, color histogram (CH), block-wise color moments(CMT) [43] , color correlogram (CORR) [44] , edge direction histogram (EDH) [45] and wavelet texture(WT) [46] . Animal. Consists of 30475 images of 50 animals classes. Similar to the above reason, images from the first 20 classes, including antelope, beaver and horse etc., which consists of 14112 samples, are selected. To show the effectiveness with different kinds of descriptions, we utilize another four popular features for all images, that is, color histogram (CH), SURF [47] , local self-similarity (LSS) [48] and colorSIFT (RGSIFT) [49] .
MIRFLICKR. Contains 25000 images from 38 categories downloaded from the social photography site Flickr through its public API. Since it is a data set with multi-label, we select samples with only one label for evaluation. It consists of 3048 images from 12 categories. Besides, we also utilize another two famous descriptors, i.e., GIST and SIFT, to form another two views.
MSRC-v1. Is commonly used for object recognition. It contains 8 classes, and each class has 30 images. Following [50] , we select 7 classes composed of tree, building, airplane, cow, face, car, bicycle. To get the different views, we extract LBP, HOG, GIST, CMT, CENTRIST [51] and SIFT with visual features from each image.
Caltech-7. Data set is an object recognition data set containing 8677 images, belonging to 101 categories. We chose the widely used 7 classes, i.e., Faces, Motorbikes, Dolla-Bill, Garfield, Snoopy, Stop-Sign and Windsor-Chair. Following [50] , we sample the data and totally we have 441 images referred to as Caltech-7. We extract the the same visual features: LBP, HOG, GIST, CMT, CENTRIST and SIFT.
Experimental Setup
Since we focus on unsupervised learning here, the clustering approach is employed to evaluate the effectiveness of different feature selection approaches. In the following experiments, a popular clustering methods, i.e., K-means(KM), is employed to cluster data with selected features. We compare our proposed ASVW with different kinds of methods.
(1) KM is the representative clustering method. It is employed to cluster original multiple view data by simply connecting all features into a single view. It is the baseline.
(2) LapScor, SPEC and MRSF are representative single view feature selection approaches. They take the samples with connected features as the input. We employ them to show the effectiveness of multi-view feature selection.
(3) AMFS and AUMFS are representative multi-view feature selection approaches. We compare with them to show the effectiveness of our method.
We utilize two metrics to evaluate the performances of clustering. One is the Clustering Accuracy (ACC) defined as ACC ¼ 1=n P n i¼1 dðl i ; mapðc i ÞÞ, where l i is the actual label and c i is the computed cluster index. dðÁÞ represents the d-function, and mapðÁÞ is a function that maps each cluster index to the best class label. Another one is Normalized Mutual Information (NMI). We run each experiments for 50 times independently and report the mean results.
Besides, to evaluate the quality of selected features directly, we also employed redundancy rate (RED)-the redundancy rate contained in the selected features. It is a popular evaluation metric for feature selection. It measures the quality of selected features directly, without employing the following tasks. Assume F ¼ ff i g is the set of selected features and X F is the data represented by the features in F . The following metric measures the redundancy rate:
where F j j is the cardinality of F and corr i;j is the correlation between two features f i and f j , computed by using data points in X F . This measurement assesses the averaged correlation among all feature pairs, and a large value indicates that many selected features are correlated and thus high redundancy is expected to exist in F .
Comparison between AVSW and Other Algorithms
In this section, we first evaluate our method in a typical unsupervised task, i.e., clustering. Table 3 show the clustering accuracy and NMI results of all the compared methods with different percents of selected features respectively. Due to the limitation of space, we only report three representative NMI results and the other results have similar trends. We use figure and table to show the ACC and NMI results since (1) Accuracy is the most popular criteria and we show them by figure intuitively. (2) Table is more informative and we report the NMI result with mean and standard deviation. Besides, it should be noted that KM is not a feature selection approach and it keeps a straight line in all figures. Due to the same reason, we do not report its NMI either.
In terms of the clustering accuracy, we have the following observations.
(1) Compared with other feature selection approaches, ASVW outperforms all the other feature selection methods on all data sets in most of the time. For example, on the SensIT data set, compared to the best result of all the other methods, ASVW gets more than 10 percent improvements in average. On the Caltech-7 data, the average improvements is also more than 10 percent. In terms of the NMI results, ASVW also performs the best. The above mentioned improvements can also be seen from the results in Table 3 .
(2) In comparison with KM, which is not a feature selection approach, ASVM outperforms KM in four data sets. While on the NUS-WIDE-OBJ data set, KM achieves the best results. It has higher accuracies than all the feature selection approaches, including single view methods and multi-view approaches. The reason may be that the original representation of NUS-WIDE-OBJ data is compact enough and it is not necessary to conduct feature selection. (3) As for the comparison between single view methods and previous multi-view approaches, the latter do not always perform better. This may be caused by the fact that previous method characterize the structures of each view data separately and combine them by simply addition operations. Our approach learns a common similarity matrix among different views and it performs better than single view methods in most cases. Fig. 2 shows the redundancy rate of the selected features of different feature selection approaches. Due to the limitation of space, we only report the results on three representative data sets.
As seen from the results, we also have the following observations. (1) Our ASVW has the smallest RED results in most cases. It means that, with the same number of selected features, our method could achieve more compact representations. (2) Compared with the results in Fig. 1 and Table 3 , it seems that RED is consistent with accuracy and NMI. Concretely, they show similar trends, even though they are different metrics concerning different aspects of feature selection performance. (3) As the number/percentage of selected features grows, the performances of feature selection methods do not increase simultaneously. It is consistent with intuition since the representation may be redundant with more features. The same trend can also been observed from Fig. 1 and Table 3 .
Convergence Behavior
In order to verify the convergence of Algorithm 1, we present the convergence behavior curves on datasets MSRC-v1 and Caltech-7. The convergence curves are displayed in Fig. 3 . As shown in Fig. 3 , the objective values are nonincreasing during the iterations and converge to a fixed value. Additionally, the algorithm converges within 10 iterations and our method has fast convergence speed.
Computational Time and Parameter Determination
To evaluate the computational complexity of our methods, we have compared ASVW with other feature selection methods on the above mentioned six benchmark data sets. These data sets are with different data scale and feature scale. Algorithms are tested on a work station with 8 processors (3.40 GHz for each) and 32.0 GB RAM memory by MATLAB implementations with MATLAB R2014a. The CPU time is shown in Table 4 . Since all the feature selection algorithms need KM for clustering and our aim is to investigate feature selection, we have not reported its computational time.
There are several observations from the results in Table 4 . (1) Compared with other feature selection methods, the computational cost of ASVW is not the largest, although we need to learn the similarity matrix S. The reason may be that traditional methods connect all the features for form data with high dimensionality while ASVW tackles them view by view respectively. (2) The computational complexity of different methods is dominated by different factors. For example, the number of data points n affects the computational cost of SPEC most since it needs to factorize a matrix with size n and computational complexity Oðn 3 Þ. AUMFS needs to compute the least square problem with total features d and computational complexity maxðOðn 2 dÞ; Oðnd 2 ÞÞ. Thus, the number of total features takes the largest influence on the cost of AUMFS. The performance of our method has also been influenced by these two key factors, whereas the orders are smaller.
As for the parameter determination problem, we conduct experiments on two data sets, i.e., MSRC-v1 and Caltech-7, for evaluation. We set the parameter r 1 ¼ r 2 and vary them from {2, 4, 6, 8, 10}. Simultaneously, another important As we can see from the results in Fig. 4 , it is clear that different combinations of parameters have different impact on the final results. It demonstrates the importance of parameter determination. Besides, it seems that when r 1 ¼ r 2 is small, ASVW achieves the prominent performances. It may be caused by the fact that the larger r 1 and r 2 indicate the less attentions on the diversity of different views. Besides, the two data sets have different optimal since they have different data characteristics.
APPLICATIONS TO SAR
Sports Action Recognition (SAR) is an important and challenging research topic for video analysis. The difficulty mainly lies in the high complexity in constructing visual patterns. There are a lot of interests dedicated to looking for suitable descriptors. In our paper, we try to handle this problem in another way. We use the popular descriptors and select the most discriminative features from them.
Methodology and Datasets
Before going into the details, we would like to show the procedure briefly. There are mainly three steps for our experiments. (1) As in traditional research, for each video, we extract its key frames and use these images as the representations of this video. In evaluation, different from the traditional problems, in sports action recognition, we can evaluate it in two aspects. In image level, we assign the extracted images the video label and report the results of images. In video level, we can also assign the label of each video according the predicted labels of images who are extracted from it by main voting. Besides clustering accuracy, considering the background of this particular application, we use Area Under the Curve (AUC), instead of NMI, for its popularity and stability.
There are two sports action video sets are presented as follows. UCF sports action data set 1 consists of about 200 video sequences at a frame resolution of 720 Â 480, collected from various sports featured on broadcast television channels such as the BBC and ESPN. The collection represents a natural pool of actions featured in a wide range of scenes and viewpoints. UCF includes 12 actions categories: diving side, golf swinging back, golf swinging front, golf swinging side, kicking, lifting, horseback riding, running, skating, swinging bench, swinging side angle and walking. This data set is very challenging for recognizing realistic actions from videos, due to large variations in camera motion, cluttered background and illumination conditions. In our experiments, we extract 7674 key frames from 200 video clips and each frame is represented by six different views.
Olympic sports data set 2 contains 16 types of sports actions: high jump, long jump, triple jump, pole vault, basketball lay-up, bowling, tennis serve, platform diving, discus throw, hammer throw, javelin throw, shot put, springboard diving, snatch, clean and jerk, and gymnastic vault. Currently, Olympic contains 783 video sequences of athletes practicing different sports at a resolution of 480 Â 640. All video sequences are obtained from YouTube and annotated their class label with the help of Amazon Mechanical Turk. In our experiments, we extract 7830 key frames from all video sequences. Each key frame is also represented by descriptors from six different kinds of views.
Accuracy Comparison
We will use clustering accuracy as the metric for evaluation. As mentioned above, we compare the performances in two aspects, i.e., image clustering and video clustering.
To avoid duplication to Fig. 1 and make the representation more vivid, we shows the clustering results of different methods on two data sets in Fig. 5 by bar figure. The results are evaluated on key frame images. Together with this, we also present the clustering accuracy on the videos themselves. The results are given in Tables 5 and 6 . The most prominent performances are boldfaced.
As seen from these results, it is clear that ASVW achieves the highest accuracies in most cases, both on key frame images and videos. It indicates that our method selects the most discriminative features from multi-view data features. The reason may be the same as in previous experiments, i.e., learning the common similarity matrix automatically.
Besides, one point should be explained here is that the reported accuracy in Table 5 is lower than the state-of-theart performance of UCF. The reasons may be (1) The aim of this application is to validate the effectiveness of ASVW by comparing its performance with other related feature selection approaches. Our method is not designed to solve this particular problem. (2) The final recognition accuracy has been highly dominated by the following clustering methods. In our work, we just employ the most common one, i.e., K-means. Certainly, we can also employ other kinds of clustering approaches. The performance may be better whereas it may cost more time. (3) In most of traditional works, sport action accuracy is conducted in supervised case while our method is unsupervised.
Comparison of AUC
Since AUC is one of the most important evaluation metric in video analysis, we also report its result in this section. Similar to the settings in the previous section, we also provide the AUC results on both key frame image clustering and video clustering. The corresponding results are shown in Fig. 6 , Tables 7 and 8 respectively.
As we can see from these results, it is obvious that ASVW outperforms other feature selection approaches in most cases on the task of sports action, no matter which kind of data set and the way of evaluation. Besides, combine with the results in previous section, we can also note that the comparison results based on accuracy and AUC both can validate the superiority of our method.
Interestingly, when the number of selected features increases within our predefined range, the improvement is significant. This may be caused by the reason that a small number of features are not enough to distinguish different action categories in videos. The performances of all methods degrade when the number of selected features is small. Moreover, due to the differences in data characteristic, the performances of different methods vary on different data sets. For example, AUMFS performs well on UCF data, while its performance is not so good on Olympic data.
CONCLUSION
In this paper, we aim to provide insights into the unsupervised feature selection for multi-view data, as well as to facilitate the design of new similarity measures. A novel algorithm named as ASVW has been proposed. Similarity matrix for characterizing multi-view data are learned automatically. As illustrated in this paper, ASVW has been shown to be more effective in selecting features for multiview data. Moreover, this algorithm can be extended to other multi-view learning algorithms concerning similarity matrix directly. A byproduct of this paper is a series of theoretical analysis and some interesting optimization strategies. One of our future works is to systematically compare all possible extensions of the algorithms developed by different configurations of p in sparse regularization and r 1 , r 2 in exponent, including their theoretical analyses and solving strategies. Another open problem is the selection of parameter , which is an unsolved problem in many learning algorithms. In this paper, they are empirically determined. Additional theoretical analysis is also needed for this topic. 
