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MIXING COMPLETELY SCRAMBLED SYSTEM EXISTS
JAN P. BORON´SKI, JIRˇI´ KUPKA, AND PIOTR OPROCHA
Abstract. We prove that there exists a topologically mixing homeomorphism
which is completely scrambled. We also prove that for any integer n ≥ 1
there is a continuum of topological dimension n supporting a transitive com-
pletely scrambled homeomorphism, and n-dimensional compactum supporting
a weakly mixing completely scrambled homeomorphism. This solves a 15 year
old open problem.
1. Introduction
The notion of Li-Yorke pair was introduced for the first time by Li and Yorke in
their seminal paper [14] from 1975. Recall that x, y ∈ X form a Li-Yorke pair for
a continuous map T : X → X on a compact metric space (X, d) if
lim inf
n→∞
d(T n(x), T n(y)) = 0 and lim sup
n→∞
d(T n(x), T n(y)) > 0
and a set D ⊂ X is scrambled when each pair of its distinct points is Li-Yorke.
A natural question which arose immediatelly was about possible size of scrambled
set. While it had been known since the beginning that scrambled sets can be
uncountable, it was soon after realized that when X = [0, 1] a scrambled set is
never residual, [9] but it can have full Lebesgue measure [6] (see also [15]; for more
detailed discussion on the size of scrambled sets see survey paper [4] and references
therein). Clearly the most extreme situation is when the whole X is a scrambled
set. In such a case we say that (X,T ) is completely scrambled. A question of
whether a completely scrambled system can exist for a compact X was open for a
while, and a positive answer was brought by the paper [13] by Huang and Ye. They
proved that completely scrambled sets exist on the Cantor set, and then used a nice
extension method to show that for every n ≥ 1 there exists a compact set (in fact, a
continuum) X together with a completely scrambled homeomorphism T : X → X .
Unfortunately their examples are not transitive, hence they were wondering if these
examples can be improved to obtain a transitive map. It has also been known that
a completely scrambled transitive, or even completely scrambled and weakly mixing
homeomorphism exist (see [1] or its extension in [8]) for a closed subset X in [0, 1]N
of unknown dimension (most likely infinite). Therefore the following question has
remained open since publication of [13] in 2001.
Question 1.1. Does there exist for every n ≥ 1 a continuum X of dimension n
supporting a completely scrambled transitive homeomorphims?
In Section 4.2 we will show that the answer to the above question is positive.
We will also prove the following theorem which extends the results of [8].
Theorem 1.2. There exists a mixing homeomorphism on the Cantor set which is
completely scrambled.
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Note that the above result cannot be obtained by a direct modification of the
approach in [8], because uniformly rigid systems (a core property in the construction
in [8]) are never mixing. In our approach we will use a technique of Shimomura [17]
which is based on the construction of an inverse limit of graph covers introduced by
Akin, Glasner and Weiss in [3]. While in many aspects our construction in the proof
of Theorem 1.2 is inspired by [17], our proofs are different and somehow shorter.
Using Theorem 1.2 and a class of examples discovered by Glasner and Maon [10],
we prove the following:
Theorem 1.3. For every n ≥ 1 there exists a compact set Y of topological dimen-
sion n supporting completely scrambled and weakly mixing homeomorphism.
2. Preliminaries
A dynamical system (X,T ) is a pair consisting of compact metric space (X, d)
and a continuous map T : X → X . By dimension, we always mean topological
dimension, and Cantor set is any 0-dimensional compact metric space without
isolated points, that is any space homeomorphic with the standard Cantor set in
the real line. A continuum is a compact connected metric space.
2.1. Transitivity and chaos. For each x ∈ X we define its (positive) orbit putting
O+T (x) = {T
n(x) : n ≥ 0} and its ω-limit set by ωT (x) =
⋂
n≥0O
+
T (T
n(x)). A set
Z ⊂ X is invariant if T (Z) ⊂ Z and Z is a subsystem if it is closed and invariant,
which in other words means that (Z, T ) is a dynamical system. A point x ∈ X is
recurrent if x ∈ ωT (x) and minimal if it is recurrent and ωT (x) = ωT (y) for every
y ∈ ωT (x). An invariant set Z is minimal if Z = ωT (x) for some x ∈ X .
A pair of points x, y ∈ X is:
(i) proximal if lim infn→∞ d(T
n(x), T n(y)) = 0;
(ii) asymptotic if lim supn→∞ d(T
n(x), T n(y)) = 0;
(iii) Li-Yorke if it is proximal but not asymptotic.
A set D ⊂ X is scrambled if any two distinct x, y ∈ D are a Li-Yorke pair. If
there exists an uncountable scrambled set then we say that (X,T ) is chaotic in the
sense of Li and Yorke. If the whole X is a scrambled set then (X,T ) is completely
scrambled.
A dynamical system (X,T ) is:
(i) transitive if for any nonempty open sets U, V there is n > 0 such that T n(U)∩
V 6= ∅;
(ii) weakly mixing if the product system (X ×X,T × T ) is transitive;
(iii) mixing if for any two open sets U, V there is N such that T n(U) ∩ V 6= ∅ for
all n ≥ N .
(iv) uniformly rigid if lim infn→∞ ρ(T
n, idX) = 0, where ρ is the metric of uniform
convergence, that is ρ(S,R) = supx∈X d(S(x), R(x)).
Let T : X → X be a homeomorphism and let Z be a compact metric space
obtained form X × [0, 1] by identifying pairs (x, 1) with (T (x), 0). The suspension
flow over (X,T ) is the flow 〈Φt〉t∈R defined on Z by the formula
Φt(s, x) = ({s+ t}, T
⌊s+t⌋(x))
where ⌊r⌋ and {r} denote the integer and fractional parts of a real number r ∈ R,
respectively. Clearly, if (X,T ) is transitive then Y is a continuum.
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A continuous map pi : X → Y is a factor map between dynamical systems (X,T )
and (Y, S) if pi is surjective and pi : T = S : pi.
2.2. Graph covers. By a graph we mean a pair G = (V,E) of finite sets, where
E ⊂ V × V . By a vertex in G we mean any element of V , and elements of E are
called the edges. The graphs we consider are always edge surjective, i.e. for every
v ∈ V there are u,w ∈ V such that (u, v), (v, w) ∈ E. In other words, each vertex
has an incoming and outgoing edge. A map φ : V1 → V2 is a homomorphism between
graphs (V1, E1), (V2, E2) if for every (u, v) ∈ E1 we have (φ(u), φ(v)) ∈ E2; to em-
phasize that φ is a graph homomorphism we write φ : (V1, E1)→ (V2, E2). For sim-
plicity, for edge e = (u, v) ∈ E1 we use notation φ(e) = (φ(u), φ(v)). This extends
onto paths e1 . . . en on (V1, E1) by the standard rule φ(e1 . . . en) = φ(e1) . . . φ(en).
A homomorphism φ is bidirectional if (u, v), (u, v′) ∈ E1 implies φ(v) = φ(v′) and
(w, u), (w′, u) ∈ E1 implies φ(w) = φ(w′). If φ is a bidirectional map between
edge-surjective graps then we call it bd-cover. Let G = 〈φi〉∞i=0 denote a sequence
of bd-covers φi : (Vi+1, Ei+1)→ (Vi, Ei), and let
VG = lim←−
(Vi, φi) = {x ∈ Π
∞
i=0Vi : φi(xi+1) = xi for all i ≥ 0}
be the inverse limit defined by G. As usual, let φm,n = φn ◦ φn+1 ◦ . . . ◦ φm−1 and
denote the projection from VG onto Vn by φ∞,n. Set
EG = {(x, y) ∈ VG × VG : (xi, yi) ∈ Ei for each i = 1, 2, . . .},
As usual, Vi is endowed with discrete topology and X =
∏∞
i=0 Vi is endowed with
product topology. This topology is compatible with the metric given by d(x, y) = 0
when x = y and d(x, y) = 2−k when x 6= y and k = min{i : xi 6= yi}. Then VG is a
closed subset of X and we consider it with topology (and metric) induced from X.
By a cycle on graph G we mean any path starting and ending in the same vertex.
If c1, . . . , cn are cycles starting in the same vertex v then by a1c1 + . . . + ancn we
denote the cycle at v obtained by passing a1 times cycle c1 then a2 times cycle c2,
etc. Length of a path η (i.e. the number of edges on it) is denoted |η|. By V (η)
we denote the set of vertexes on path η. The following important fact is given in
[16, Lemma 3.5], with injectivity of EG relying on the fact that the sequence is
bidirectional.
Lemma 2.1. Let G = 〈φi〉 be a sequence of bd-covers φi : (Vi+1, Ei+1) → (Vi, Ei).
Then VG is a zero-dimensional compact metric space and the relation EG defines a
homeomorphism.
3. A special homeomorphism
3.1. Construction of homeomorphism (VG , TG). For every integer n > 0 we
define a special vertex vn,0 ∈ Vn and a special edge en,0 = (vn,0, vn,0) ∈ En and
we put G0 = ({v0,0}, {e0,0}). Next we will specify other vertexes in Vn and accom-
panying edges, so that a graph Gn is defined. Our aim is to construct a special
sequence of bd-covers. In particular we put φn(vn+1,0) = vn,0. We embed in each
Vn exactly n additional cycles cn,1, . . . , cn,n (of appropriate length, which will be
determined later), such that each cycle starts in vn,0 and all the other vertexes are
pairwise distinct. For n = 1 we include in V1 a cycle c1,1 of length 10 and define
φ1(c1,1) = 10e0,0.
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We assume that length of each cn,i is appropriate so that the following bd-covers
are well defined. For 2 ≤ i ≤ n we put
φn(cn+1,i) = en,0 + 2cn,i + . . .+ 2cn,n + en,0.
We also put φn(cn+1,n+1) = (n+ 2)
2(
∑n
i=1 |cn,i|)en,0 and finally
φn(cn+1,1) = en,0 + 2cn,1 + 2en,0 + 2cn,1 + . . .
+knen,0 + 2cn,1 + en,0 + 2cn,2 + . . .+ 2cn,n + en,0,
where kn = 2(|en,0|+
∑n
i=1 |cn,i|). Since first and the last edge in each cycle cn+1,i
is sent by φn onto en,0 each φn is a bd-cover.
Definition 3.1. Let G = 〈φi〉∞i=0 be the sequence defined above and we denote by
TG : VG → VG the homeomorphism induced by EG in view of Lemma 2.1.
3.2. Properties of (VG , TG). In this section we prove a few auxiliary lemmas about
properties of the system (VG , TG) constructed in Section 3.1. They will be used
later in the proof of Theorem 1.2. For simplicity of notation we denote X = VG
and T = TG .
Denote p = (v0,0, v1,0, v2,0, . . .). It is not hard to see that p ∈ VG and (p, p) ∈ EG .
In particular, p is a fixed point of T . We easily obtain the following.
Lemma 3.2. The point p is the only periodic point of (X,T ).
Proof. Note that length of each cycle cn,i increases with n and each such cycle has
pairwise distinct vertexes. Hence if z is a periodic point then for sufficiently large
n it may not contain any vertex from cn,i, and so the only choice is zn = vn,0 for
each n. Indeed z = p. 
Lemma 3.3. For every x ∈ X we have p ∈ ωT (x).
Proof. Fix any integers n > 0 and m > 0 and let y = T n(x). If T n(x)m = vm,0 then
T n(x)i = vi,0 for all i ≤ m and so d(x, p) ≤ 2−m. In the case T n(x)m 6= vm,0, vertex
belongs T n(x)m to some cycle cm,j and then in a finite number of iterations (say
l > 0) T n+l(x)m reach terminal vertex of the cycle cm,j which is vm,0. This shows
that for every n there is s ≥ n such that T s(x)m = vm,0 and so d(T s(x), p) ≤ 2−m.
Therefore d(ωT (x), p) ≤ 2−m, and since m can be arbitrarily large and ωT (x) is
closed, we have p ∈ ωT (x). 
Corollary 3.4. Dynamical system (X,T ) is proximal.
Proof. By Lemma 3.3 the fixed point p belongs to every ω-limit set, hence {p} is
the unique minimal subsystem in X . But it is well known (e.g. see [2]) that it
equivalently means that (X,T ) is proximal. 
Lemma 3.5. Dynamical system (X,T ) is topologically mixing.
Proof. By the definition of product topology, it is enough to show that for any m
and any vertexes u, v ∈ Vm there is N > 0 such that for every n ≥ N there is x ∈ X
such that xm = u and T
n(x)m = v. Observe that φm(cm+1,1) contains all vertexes
from Vm. So it is enough to show that there is N > 0 such that for every n ≥ 0 there
is a point x ∈ X such that path induced by T i(x)m+1 on (Vm+1, Em+1) contains
cm+1,1+η+cm+1,1 as a subpath, with length of intermediate path |η| = n. Note that
each cj,1 is an inner element of the path φj(cj+1,1), i.e. subpath not containing the
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first or last vertex, hence for any j it is not hard to find x ∈ VG such that T i−1(x)j
is exactly the i-th vertex of cj,1 for each 0 < i ≤ |cj,1|.
We claim that:
(i) for each j ≥ 1 the cycle φm+j,m(cm+j,1) contains cycle cm,1 + ηi + cm,1 with
intermediate path ηi of length |ηi| = i, where i = 0, . . . , km+j−1.
(ii) jem,0 + cm,1 is a prefix of φm+j,m(cm+j,1),
(iii) there is α with |α| ≤ km+j−1−j such that cm,1+α is a suffix of φm+j,m(cm+j,1).
The claim is clear for j = 1 since cm,1+kem,0+cm,1 is a subpath of φm+1,m(cm+1,1) =
φm(cm+1,1) for k = 0, . . . , km, φm(cm+1,1) starts with em,0 + cm,1 and ends with
path
cm,1 + em,0 + 2cm,2 + . . .+ 2cm,m + em,0
whose length is exactly km − |cm,1| ≤ km −m.
Next assume that the claim holds for some j ≥ 0 and consider
ξ = φm+j+1,m(cm+j+1,1) = φm+j,m(φm+j+1(cm+j+1,1)).
This cycle contains as a subpath
(1) φm+j,m(cm+j,1) + η + φm+j,m(cm+j,1)
for each path η of lengths |η| = 0, 1, . . . , km+j . By assumption (i) each φm+j,m(cm+j,1)
contains a copy of cm,1 + α+ cm,1 with any |α| = 0, . . . , km+j−1.
On the other hand, by assumptions (ii) and (iii) and (1) there is a path α of
length |α| ≤ km+j−1 such that we can find in ξ a path cm,1 + γ + cm,1 with γ of
length |γ| = |α|+ |η|. The claim is proved, and so the result follows. 
As the last element we will show that (X,T ) does not contain an asymptotic
pair. The following notion of degree was used in [17].
Definition 3.6. For each v ∈ Vn we define its degree by
deg(v) =
{
+∞ , if v = vn,0,
i , if v ∈ V (cn,i) \ {vn,0},
and next for x ∈ X we put deg(x) = mini deg(xi).
It is not hard to see that for each x ∈ X and each n < m we have deg(xn) ≥
deg(xm) ≥ 1. Clearly, if deg(x) = +∞ then x = p. It is also clear that if deg(x) =
i < +∞ then there is N such that xn ∈ V (cn,i) \ {vn,0} for all n ≥ N .
Remark 3.7. Note that φn(cn+1, i) starts and ends with edge en,0 hence, if xn ∈
V (cn,i) \ {vn,0} for n ≥ N then T (x)n ∈ V (cn,i) \ {vn,0} for n > N .
Remark 3.7 immediately proves the following Lemma which is an analogue of
Lemma 3.11 in [17].
Lemma 3.8. For each x ∈ X we have deg(x) = deg(T (x)).
The following observation will simplify further considerations.
Lemma 3.9. Suppose that deg(x) = i < ∞ and fix any n > i. Then for every m
we have minj≥m deg(T
j(x)n) ≤ i+ 1.
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Proof. First note that if xj ∈ V (cj,i)\{vj,0} then also xj+1 ∈ V (cj+1,i)\{vj+1,0} and
so by Remark 3.7 we must have T (x)j+1 ∈ V (cj+1,i)\{vj+1,0}. As a consequence, by
induction, we easily obtain that Tm(x)j+m ∈ V (cj+m,i)\{vj+m,0}. But occurrence
of cj+m,i in φj+m(cj+m+1,i) is eventually followed by cj+m,i+1 and clearly cj+m,i+1
contains a subpath η such that φj+m,n(η) = cn,i+1. This immediately implies that
there is an integer r ≥ 0 such that Tm+r(x)n ∈ V (cn,i+1). 
Corollary 3.10. If x, y ∈ X are an asymptotic pair then | deg(x) − deg(y)| ≤ 1.
In particular there is no point x 6= p asymptotic with p.
Proof. Suppose that x 6= y and they are asymptotic. Then without loss of generality
we may assume that x 6= p and so deg(x) = i < ∞. Fix any n > i. Since x, y
are asymptotic, there exists m such that T j(x)n = T
j(y)n for all j ≥ m. By
Lemma 3.9 we obtain that T j(y)n ≤ i + 1 for some j and so deg(T j(y)) ≤ i + 1,
which by Lemma 3.8 gives deg(y) ≤ i + 1. In particular deg(y) < +∞ and hence
also y 6= p. Therefore we can change the role of x and y obtaining by symmetric
argument that deg(x) ≤ deg(y) + 1. 
Lemma 3.11. If deg(x) = i and deg(y) = i+ 1 for some i ∈ N then the pair x, y
is not asymptotic.
Proof. Assume to the contrary that deg(y) = deg(x)+1, but x and y are asymptotic
and denote i = deg(x). For each m, s ≥ 0 and z ∈ {x, y} write zsm := φ∞,m(T
s(z)).
Note that by Lemma 3.8 we have yji+1 6∈ V (ci+1,i) for every j ≥ 0 and so if x, y
are asymptotic, then xji+1 6∈ V (ci+1,i) for all j sufficiently large. Therefore without
loss of generality we may assume that xji+1 6∈ V (ci+1,i) for all j ≥ 0. Fix any
n > i + 1 sufficiently large to have φ∞,k(x) ∈ V (ck,i) and φ∞,k(y) ∈ V (ck,i+1) for
all k ≥ n − 1. We also assume that n is large enough to have xji+1 = y
j
i+1 for all
j ≥ n.
We can present a path induced on the graph Gn by the orbit of x by
〈xjn〉
∞
j=0 = η + 2cn,i+1 + . . .
where η is a path which does not contain complete cycle cn,i+1 as a subpath. Clearly
η cannot contain complete cycle cn,i because otherwise x
j
i+1 ∈ V (ci+1,i) for some
j ≥ 0 which is a contradiction. Therefore either |η| ≤ |cn,i+1| or
φn−1(η) = η
′ + 2cn−1,i+1 + . . .+ 2cn−1,n−1 + en−1,0
where η′ is a suffix of cn−1,i, hence in this case we obtain |η| ≤ |η′| + |cn,i+1|.
Repeating the above arguments inductively, and keeping in mind that φ∞,i+1(x) 6∈
V (ci+1,i) we obtain that
(2) |η| ≤
n∑
r=1
|cr,i+1| ≤ |cn,i+1|+ n|cn−1,i+1| ≤ |cn,i+1|+ |cn,n| − n.
Since φ∞,n−1(x) ∈ V (cn−1,i) we also have that |η| ≥ |cn,i+1|.
On the other hand, we must have yji+1 ∈ V (ci+1,i+1) for infinitely many iterates
j, as otherwise it is again easy to see that x, y are not asymptotic. Hence we may
assume that n is sufficiently large to ensure that
〈yjn〉
∞
j=0 = ξ + cn,i+1 + 2cn,i+2 + . . .+ 2cn,n + . . .
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where ξ is a suffix of cn,i+1. Let j > 0 be the smallest integer such that y
j
n ∈⋃n
s=i+2 V (cn,s). Since φ∞,n−1(y) ∈ V (cn−1,i+1) we have |ξ| > |cn,n| and hence
n ≤ |η| < j ≤ 2|cn,i+1| ≤ |η|+ |cn,i+1|.
Roughly speaking, it means that xjn−1 belongs to the first occurrence of cn,i+1 on
the path η + 2cn,i+1 + . . .. By the choice of j we have y
j
i+1 6∈ V (ci+1,i+1) and
xji+1 = y
j
i+1. Then calculations similar to (2) yield that there is r < 2|cn,i+2| such
that xj+rn is the first vertex of cn,i+1. This implies that x
j+r+n
i+1 ∈ V (ci+1,i+1) while
r + n ≤ 2|cn,i+2| + |cn,n|, hence we still have yj+r+nn ∈
⋃n
s=i+2 V (cn,s) and as a
consequence yj+r+ni+1 6∈ V (ci+1,i+1). This shows that x, y are not asymptotic which
is a contradiction. 
It remains to consider the case when x and y have distinct finite degrees.
Lemma 3.12. Let deg(x) = deg(y) = i for some i ∈ N and assume that there are
n > i+ 2 and k ≥ 1 such that
〈φ∞,n(T
j(x))〉∞j=k = 〈φ∞,n(T
j(y))〉∞j=k = cn,i + . . . .
Then 〈φ∞,n(T j(x))〉∞j=0 = 〈φ∞,n(T
j(y))〉∞j=0.
Proof. For each m, s ≥ 0 and z ∈ {x, y} write zsm := φ∞,m(T
s(z)). Then sequence
〈zsm〉
∞
s=0 is an infinite path on Gm. By assumption, there exist finite paths ηn, ξn,
|ηn| = |ξn| and an infinite path γn on Gn such that
(3) 〈xsn〉
∞
s=0 = ηn + cn,i + γn, 〈y
s
n〉
∞
s=0 = ξn + cn,i + γn.
We claim that either ηn = ξn or for every m > n there exist finite paths ηm, ξm,
|ηm| = |ξm| such that
(1) 〈xsm〉
∞
s=0 = ηm + cm,i + . . ., 〈y
s
m〉
∞
s=0 = ξm + cm,i + . . .,
(2) |ηm|+ |cm,i| > |ηm−1|+ |cm−1,i|,
(3) |ηm| < |ηm−1|.
Let us assume that ηn 6= ξn. This implies in particular that x0m 6= y
0
m for every
m > n. Observe that the cycle cn,i in 〈xsn〉
∞
s=0 must be contained in an image of
(possibly a part of) cycle cn+1,i in 〈xsn〉
∞
s=0 (the same is true for 〈y
s
n〉
∞
s=0). Picture
these images written one over another as in (4).
〈xsn〉
∞
s=0 =
cn+1,i︷ ︸︸ ︷
. . . . . .+ cn,i + . . . . . . . . .
〈ysn〉
∞
s=0 = . . . . . .+ cn,i + . . . . . .︸ ︷︷ ︸
cn+1,i
. . .(4)
If these images are shifted, then moving to the right from cn,i the first vertex of
cn,i+1 must appear before trace of φn(cn+1,i) finish in each of these sequences, and
it will appear earlier in 〈ysn〉
∞
s=0 than in 〈x
s
n〉
∞
s=0 or vice-versa (the first case occurs
if the situation is as in (4)). It leads to a contradiction with definition of γn. On
the other hand, whole cn+1,i must appear in 〈xsn+1〉
∞
s=0 because x
0
n+1 6= y
0
n+1. This
proves the claim for m = n+ 1.
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For the proof of the casem > n+1, we can repeat previous observations, however
now relative shift in images of cm,i in paths
〈xsm−1〉
∞
s=0 =
cm,i︷ ︸︸ ︷
. . . . . .+ cm−1,i + . . . . . . . . .
〈ysm−1〉
∞
s=0 = . . . . . .+ cm−1,i + . . . . . .︸ ︷︷ ︸
cm,i
. . .(5)
does not lead to immediate contradiction, because we cannot use γn directly in
this case. By the symmetry of argument, we may assume that the relative shift
is as in (5). As before, moving to the right from cm−1,i in both paths on Gm−1,
the first occurrence of a vertex of cm−1,i+1 will appear earlier in 〈xsm−1〉
∞
s=0 than
in 〈ysm−1〉
∞
s=0. Note that trace of φm−1,n(cm−1,i+1) in 〈x
s
n〉
∞
s=0 contains a copy of
cycle cn,i+1 in γn, hence cn,i+1 will also appear in 〈ysn〉
∞
s=0. But we know that it
cannot be obtained as image of cm−1,i+1 (it is a too early position to see a vertex
of cm−1,i+1), hence the only possibility is that it is a part of image φm−1,n(cm−1,i).
But then at level m− 2 we will see one of the following two paths:
〈ysm−2〉
∞
s=0 =
cm,i︷ ︸︸ ︷
. . . . . .+ cm−2,m−2 + em−2,0 + cm−2,i+1 + . . . . . . . . .
〈xsm−2〉
∞
s=0 = . . . . . . . . . . . . . . . .+ cm−2,i + cm−2,i+1 + . . . . . .︸ ︷︷ ︸
cm,i
. . .(6)
or
〈xsm−2〉
∞
s=0 =
cm,i︷ ︸︸ ︷
. . . . . .+ cm−2,i+1 + cm−2,i+1 + . . . . . . . . . .
〈ysm−2〉
∞
s=0 = . . . . . .+ cm−2,i+1 + cm−2,i+2 + . . . . . .︸ ︷︷ ︸
cm,i
. . . .(7)
Note that in the case (6) if we move left from cm−2,i+1 then in 〈ysm−2〉
∞
s=0 we will
reach the first position r (within cm−2,i) which φm−2,n(x
r
m−2) pointing at the last
vertex of cn,i while x
r
n 6∈ V (cn,i). ‘But the position r occurs after the start of γn
which is a contradiction.
In the case (7), now moving to the right from cm−2,i+1 in 〈xsm−2〉
∞
s=0 will even-
tually reach the first position r (within cm−2,i+1) which φm−2,n sends to the first
vertex of cn,i+1, while still y
r
n ∈ V (cn,i+1). A contradiction again. The claim is
proved.
To complete the proof, note that the condition (3) of the claim cannot be satisfied
for infinitely many m, hence the only possibility is that ηn = ξn and consequently
〈xsn〉
∞
s=0 = 〈y
s
n〉
∞
s=0. 
Lemma 3.13. Let deg(x) = deg(y) = i for some i ∈ N. If the pair x, y ∈ X is
asymptotic, then x = y.
Proof. Let us choose an asymptotic pair x, y ∈ X , x 6= y for which deg(x) =
deg(y) = i for some i ∈ N. There exists an integer N > i+ 2, for which deg(xn) =
deg(yn) = i for all n ≥ N . We may also assume that xn 6= yn for all n ≥ N .
As before, for each m, s ≥ 0 and z ∈ {x, y} write zsm := φ∞,m(T
s(z)). Since the
pair x, y is asymptotic, there exists K > 0 such that xkN = y
k
N for all k ≥ K. If
the sequence 〈xkN 〉
∞
k=0 contains infinitely many copies of cN,i then we may apply
Lemma 3.12 obtaining that xkN = y
k
N for every k ≥ 0, in particular xN = yN , which
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is a contradiction. Hence the only possibility is that 〈xkN 〉
∞
k=0 contains finitely many
copies of cN,i. Note that each complete cycle cn,i appering in 〈xkn〉
∞
k=0 induces at
least two copies of cycle cn−1,i in 〈xkn−1〉
∞
k=0, hence without loss of generality we
may assume that for all n ≥ N , complete cycle cn,i does not appear neither in
〈xkn〉
∞
k=0 nor in 〈y
k
n〉
∞
k=0. Note that xn, yn ∈ cn,i for all n ≥ N and for each n there
exist suffixes ηn and ξn of cn,i, starting with vertex xn and yn respectively, which
is a prefix of path 〈xkn〉
∞
k=0 and 〈y
k
n〉
∞
k=0. First observe that by the definition of cn,i
and φn we must have
lim
n→∞
|ηn| = lim
n→∞
|ξn| = +∞.
We may also assume that |ηn| < |ξn| for infinitely many n. If lim supn→∞ ||ηn| −
|ξn|| = +∞ then for each M there are n > N and j > M such that x
j
N =
φn,N (x
j
n) = yN ∈ V (cN,i) or y
j
N = φn,N (y
j
n) = xN ∈ V (cN,i) which is a contradic-
tion. We obtain that the sequence 〈||ηn|−|ξn||〉∞n=N is bounded, and therefore there
exists an integer m ∈ Z such that Tm(x) = y. If m = 0 then we are done, so with-
out loss of generality assume that m 6= 0, which implies that x is a periodic point.
But deg(x) <∞, so x 6= p contradicts Lemma 3.3. The proof is completed. 
4. Applications
4.1. Proof of Theorem 1.2. Consider the dynamical system (X,T )(=(VG , TG))
constructed in Section 3.1 and denote by p its unique (fixed) point with deg(p) =
+∞. By Corollary 3.4 (X,T ) is proximal, and by Lemma 3.5 it is topologically mix-
ing. Take any x, y ∈ X which are asymptotic. By Corollary 3.10 and Lemma 3.11
we have either x = y = p or there is i ∈ N such that deg(x) = deg(y) = i. By
Lemma 3.13 we obtain that also in the second case x = y. This shows that when
x 6= y then they are proximal but not asymptotic. Indeed (X,T ) is completely
scrambled.
4.2. Solution to Question 1.1. Let (X,T ) be a transitive completely scrambled
homeomorphism acting on a compact metric space X of topological dimension
n ≥ 0. We will show how to extend it to a system (Y, S) with connected Y of
topological dimension n + 1. Note that the case of (X,T ) for n = 0 is provided
by Theorem 1.2, hence by induction using the method described below, we can
construct it for any n > 0. This will solve Question 1.1.
Let 〈Φt〉t∈R be the suspension flow of (X,T ) acting on a corresponding space
Z obtained as a respective quotient of X × [0, 1]. Since (X,T ) is transitive, it is
not hard to verify that there is an irrational s > 0 such that the homeomorphism
R = Φs : Z → Z is transitive (in fact there is a residual set of parameters t ∈ R for
which Φt is transitive; e.g. see the first part of the proof of [7, Proposition 4]). Since
there is no asymptotic pair in (X,T ) it is also clear that (Z,R) does not contain
asymptotic pairs. Let p be a fixed point which is the unique minimal set for (X.T ).
Then it is not hard to see that the set M = ωR(p, 0) is a minimal set for (Z,R),
homeomorphic to the unit circle. Now fix any (x, r) ∈ Z. Since (p, x) are proximal
in (X,T ), for every m > 0 and open neighborhood V of p there is i > 0 such that
T i+j(x) ∈ V for all j = 0, . . . ,m. But m can be arbitrarily large, so for every
neighborhood U of (p, 0) there exists n > 0 such that Rn(x, q) ∈ U , so in particular
(p, 0) ∈ ωR(x, r). This proves thatM is the unique minimal set for (Z,R). Let Y be
obtained from Z by collapsingM to a point. This induces in a natural way a factor
(Y, S) with a factor map pi : (Z,R)→ (Y, S). Denote by q the unique fixed point of
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(Y, S) defined by {q} = pi(M). It is obvious that there is no other minimal subset
in (Y, S), hence (Y, S) is proximal (e.g. see [2]). Additionally observe that there is
no nontrivial asymptotic pair in (Y, S). Since there is no asymptotic pair in (Z,R)
consisting of distinct points, the only possibility could be that there is y ∈ Y , y 6= q
asymptotic to q. But then there exists (z, r) ∈ Z such that ωR(z, t) = ωR(p, 0),
which in turn implies that ωT (z) = p which is a contradiction.
We have just proved that (Y, S) is proximal without nontrivial asymptotic pairs,
which equivalently means that (X,S) is completely scrambled. It follows directly
from the construction that Y is of topological dimension n + 1. We have proved
the following.
Theorem 4.1. For every n ≥ 1 there exists a continuum X of dimension n sup-
porting a completely scrambled transitive homeomorphims.
4.3. Proof of Theorem 1.3. First fix any n ≥ 2. Apply Theorem 1.2 to obtain
a mixing completely scrambled homeomorphism (X,T ) where X is a Cantor set
(strictly speaking, it is the dynamical system (VG , TG) constructed in Section 3.1).
On the other hand, Glasner and Maon, inspired by an earlier work of Glasner and
Weiss [11], provided in 1989 a method of construction of minimal, weakly mixing
and uniformly rigid homeomorphisms [10, Proposition 6.5]. As a particular example
of application of this techniques we obtain a uniformly rigid, weakly mixing and
minimal dynamical system (Z,R) where Z = Tn is n-dimensional torus. Denote
by p the unique fixed point of (X,T ). Let (Y, S) be a factor of (X × Z, T × R)
obtained by collapsing minimal set M = {p}×Z to a point q ∈ Y , and let pi : X ×
Z, T × R) → (Y, S) be a corresponding factor map. Assume that x, y ∈ Y are
distinct points forming an asymptotic pair and take any u, v ∈ Z, s, t ∈ X such
that pi(s, u) = x and pi(t, v) = y. If s 6= p then there is an open set V ⊃ M such
that (T × R)n(s, u) 6∈ V for infinitely many n ≥ 0. Let us fix one such n and any
open set U ⊃ M such that U ⊂ V . Take any λ > 0 such that dist(X \ V, U) > 0
and lim supi→∞ d(T
i(s), T i(t)) > λ. Since we may assume that pi outside U does
not decrease distances, it is not hard to see that d(T n(x), T n(y)) > λ/2 which is
impossible. But then the only remaining possibility is that s = t = p which is
also impossible, because x 6= y. This shows that distinct points in Y are never
asymptotic. But it is also clear that {q} is the unique minimal subset in Y which
shows that (Y, S) is proximal. Finally, (Y, S) is weakly mixing as a factor of a weakly
mixing dynamical system (X × Z, T × R). We have just proved Theorem 1.3 for
n ≥ 2.
Finally, to prove Theorem 1.3 for n = 1 it suffices to use Handel’s minimal
homeomorphism on the pseudo-circle [12], since this homeomorphism is weakly
mixing and uniformly rigid [5].
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