ATLAS is a large multipurpose detector, presently in the final phase of construction at the CERN Large Hadron Collider accelerator. In ATLAS the muon detection is performed by a huge magnetic spectrometer, built with the Monitored Drift Tube technology. It consists of more than 1,000 chambers and 350,000 drift tubes, which have to be controlled to a spatial accuracy better than 10 µm and an efficiency close to 100%. Therefore, the automated monitoring of the detector is an essential aspect of the operation of the spectrometer. The quality procedure collects data from online and offline sources and from the Calibration Stream at the Calibration Centres, situated in Ann Arbor (Michigan), MPI (Munich) and INFN Rome. The assessment at the Calibration Centres is performed using the DQHistogramAnalyzer utility of the ATHENA package. This application checks the histograms in an automated way and, after a further inspection with a human interface, reports results and summaries. The analysis results are stored in an Oracle Database using the COOL LCG library, through a C++ object-oriented interface. In this study a complete description of the entire chain, from the calibration stream up to the database storage is presented.
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Introduction
High pressure Monitored Drift Tube (MDT) [1] chambers will be used as precision tracking detectors in the Muon Spectrometer [2] of the ATLAS experiment at the Large Hadron Collider (LHC) at CERN. An accurate knowledge of the space-time relation is needed to reach the design average resolution of about 80 µm.
The model for the calibration [3] of the MDT chambers defines the optimal number of muon tracks, the procedures and the requirements to the calibration software. This model imposes a substantial effort in data collection, software implementation and data management.
The standard Atlas data-flow cannot provide the required statistics and calibration frequency, therefore an ad hoc mechanism, allowing the extraction of a dedicated data stream [4] for muons (the Muon Calibration Stream), was introduced. The level-2 trigger turned out to be the ideal place to extract muon data.
Data are streamlined and processed in three remote Tier-2 Calibration Centres, situated in Ann Arbor (Michigan), MPI (Munich) and INFN Rome. The computation model foresees that the data are sent to the Calibration Centres synchronously, as soon as they are available from the Calibration Stream. The calibration model described above has been defined and approved by the ATLAS Management and fully tested during the cosmics tests. 
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Therefore the local computation and the data quality check start almost immediately after the beginning of the data taking. Each Calibration Centre runs the same software and performs a fraction of the total computation, with small overlaps for testing and checking purposes. At the end of the computation, the results (i.e. the assessment of the quality of the data and the calibration constants) are sent back to the central computing facilities at CERN, checked for overlaps, merged and inserted in the ATLAS Conditions database. In figure 1 the scheme of the MDT calibration chain from the calibration stream up to the database storage is presented.
The MDT data quality assessment at the Calibration Centre
The MDT data quality (DQ) assessment is performed at the Calibration Centres using the ATLAS software package DQHistogramAnalyzer. It is also referred to as 'offline DQMF', as the primary application uses the ATLAS Data Quality Monitoring Framework (DQMF) [5] , which is a distributed software system providing data quality monitoring functionality in the online environment.
The main purpose of the DQHistogramAnalyzer is to check histograms in an automated way and report results and summaries, generating alarms when deviations from the standard are encountered.
The detector expert configures the DQMF application, defining the DQ algorithms in use and providing, as an output, few monitoring histograms with the results. Comparisons with reference histograms are also implemented. Some MDT specific DQ algorithms were developed and added to the package. At the end of the analysis each histogram is associated with a quality flag (Green, Yellow or Red), which summarizes the result of the quality check.
The MDT DQ results are finally published in a web display which can be consulted by the shift crew and are also archived inside a dedicated database for future retrieval. The main page of the web display shows the chamber identifiers. Clicking on it, the DQ histograms and their associated flags become visible.
The MDT data quality database and dataflow
The MDT DQ results are stored in a dedicated database schema running on the Tier-0 at CERN. These conditions parameters are recorded during the ATLAS data taking and used by the reconstruction and analysis. The MDT DQ database schema foresees different tables dedicated to each relevant information. Each table has its own structure, mainly divided into several columns, where each column contains a single parameter (e.g. time of drift for multilyer), or an ordered sequence of parameters (e.g. all the dead tubes in that chamber).
Every MDT chamber information for a particular interval of time resides in one row, identified by the chamber 'offline' identifier in use in the ATHENA reconstruction program.
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The DQMF framework writes directly the 'algorithm results' in the database. It uses Python scripts running after the analysis on the histograms.
The MDT DQ database represents a part of the general MDT dataquality schema placed inside the ATLAS Online Rac (ATONR) server running on Tier-0. For development reasons we have a test replica inside the Integration Rac (INTR) server running on Tier-0 as well.
The MDT DQ database belongs to the General Conditions Database, in agreement with the ATLAS Database Model [6] . The conditions database is a general database dedicated to the managing of the parameters describing run conditions and logging, i.e. the data which will be accessed offline by the reconstruction or analysis software. These parameters include data archived by the ATLAS detector control system (DCS), online book-keeping data, online and offline calibration and alignment data, and monitoring data characterising the performance of the detector and software during any particular period of time.
The ATLAS Condition Database Design
In details, the ATLAS Condition Database is based on Oracle DB and it is implemented using the Conditions Objects for LHC (COOL) technology. COOL is an LCG product, that allows database applications to be written independently of the underlying database technology (this means that COOL databases can be stored in Oracle, SQLite or MySQL [7] ).
Moreover, the COOL API has been integrated into the ATLAS online software. Several special-purpose higher level interfaces are also being developed, including the Conditions Database Interface (CDI) for archiving Information System (IS) data to COOL, the Process Visualization and control System Software (PVSS) to COOL interface for archiving DCS data, and specialised interfaces for saving monitoring data.
The objects stored or referenced in COOL have an associated start and end time validity. The data are stored via an Interval of Validity (IoV).
The COOL data are stored in folders, which are themselves arranged in a hierarchical structure of folder sets. Within each folder, several objects of the same type are stored, each with its own interval of validity range. These times are specified either as run/event, or as absolute timestamps, and the choice between formats is made according to meta-data associated with each folder. The objects in COOL folders can be optionally identified by a channel number (or channel ID) within the folder. Each channel has its own interval of validity, but all channels can be dealt with bulk updates or retrieves. The retrieving and storing of the data inside a reconstruction job in the Athena framework is possible using the IOVService, an interface between the COOL DB and the reconstruction algorithms via IOV range.
Every Conditions data is stored in data objects which mantain the information about the time validity. For each event the IOV Service checks the interval of these object containers with respect to the current event. In case of expiration of validity it deletes the information in the containers and reloads the last updated data from the COOL DB.
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The operation of the ATLAS muon spectrometer requires that the more than 1,000 MDT chambers have to be constantly controlled. Therefore, the detector automated monitor is an essential aspect of this challenge.
Conclusions
In this paper the procedure for the data quality assessment at the MDT Calibration Centres has been presented. Some MDT specific DQ algorithms were developed and are available in the ATLAS software repository.
At the moment the offline DQMF utility for the MDT DQ assessment is almost completed and already used by the experiment. The DQ results are published daily on the web display and stored in the MDT DQA COOL database.
