Let X ∈ R p and Y ∈ R two random variables. In this paper we are interested in the estimation of the conditional covariance matrix Cov (E [X|Y ]). To this end, we will use a plug-in kernel based algorithm. Then, we investigate the related performance under smoothness assumptions on the density function of (X, Y ). Moreover, in high-dimensional context, we shall improve our estimator to avoid inconsistency issues. In the matrix case, the convergence depends on some structural conditions over the Cov (E [X|Y ]).
Introduction
Given a couple of random variable X ∈ R p and Y ∈ R, the conditional covariance matrix Σ = Cov (E [X|Y ]) = (σ ij ) p×p ,
plays a key role in reduction dimension techniques. For example, the sliced inverse regression (SIR) method is a popular one based on the accurate estimation of the matrix Σ. See for instance Li (1991) . On Section 5 we will give more details about this application.
In the statistical literature, many parametric and nonparametric techniques have been used to build an estimator of the matrix Σ. Just to name a few, nearest neighbor and SIR are tackled in Hsing (1999) . A version of k-means algorithm is used in Setodji and Cook (2004) and Cook and Ni (2005) transform SIR into a least square minimization program. Usual non parametric methods involving kernel estimators are fully used to model Σ as explained in, for instance, Ferré and Yao (2003) , Ferré and Yao (2005) , Zhu and Fang (1996) among others. From a parametric point of view Bura and Cook (2001) The aim of this paper is to build an estimator of Σ when the joint density of (X, Y ) is unknown. For this, we will plug an estimate of the marginal density of the observations into a parametric estimator of the conditional covariance and study its asymptotic behavior. Under some smoothness assumptions, we will prove that this density can be considered as a nuisance parameter which does not hamper the rate of the covariance. We face issues for the estimation of the covariance matrix, which arise in the high-dimensional context. Specifically, if p is larger than n the empirical covariance matrix has unexpected features like the lack of consistency or the significant spreading of the eigenvalues. In a slightly different context, we refer to Marčenko and Pastur (1967) , Johnstone (2001) and references therein.
Hence regularization methods are necessary to get a consistent estimator for the sample covariance matrix. Such estimation techniques have been developed recently, including banding methods in Wu and Pourahmadi (2009) and Bickel and Levina (2008b) , tapering in Furrer and Bengtsson (2007) and Cai et al. (2010) , thresholding in Bickel and Levina (2008a) and El Karoui (2008) , penalized estimation in Huang (2006) , Lam and Fan (2009) and Rothman et al. (2008) , regularizing principal components in Zou et al. (2006) .
In this paper, we will use the nonparametric estimator used by Zhu and Fang (1996) to compute entrywise the elements of Σ = (σ ij ). More precisely, the marginal density of Y and the vector of conditionals densities E[X|Y ] are unknown and has to be estimated by a kernel estimator. Then, we will propose a new estimator of the conditional covariance matrix Σ based on a plug-in version of the banding estimator. We will employ the normalized Frobenius norm to measure the squared risk over a given class of matrices.
We will prove, provided that the model is regular enough, that it is possible to obtain a pointwise parametric rate of convergence for the estimator of σ ij . A parametric behavior is also found for the estimator of Σ with respect to the Frobenius norm. In these cases, the estimation of the conditional covariance matrix Σ turns into an efficient semiparametric issue. This paper falls into the following parts. Section 2 describes the nonparametric algorithm introduced by Zhu and Fang (1996) to estimate entry-wise the matrix defined in (1). In Section 3.1, we present all the required assumptions to assure the consistency and convergence of our estimator. The core of this article is in Section 3.2 where we provide the convergence rate for the element-wise estimator of Σ. We extend, in Section 4, our study for whole matrix assuming some structure on Σ. Section 5 is devoted to the relation between the matrix Σ and the SIR method. In Section 5.1 we run some simulations comparing them with the classic SIR algorithm. Finally, the conclusions of this work are drawn in Section 6. All the technical proofs are gathered in Section 7.
Methodology for nonparametric conditional covariance estimation
Let X ∈ R p be a random vector and Y ∈ R be a random variable. We denote by f (x, y) the joint density of the couple (X, Y ). Let f Y (·) =´R p f (x, ·)dx be the marginal density function with respect to Y .
Suppose that X k = (X 1k , . . . , X pk ) and Y k , k = 1, . . . , n are i.i.d. observations from the random vector X = (X 1 , . . . , X p ) and Y respectively. Without loss of generality, we suppose E[
Our aim is to estimate, based on the sample (X k , Y k )'s, the covariance matrix
For the sake of convenience, we introduce the following notation,
For any i, j ∈ {1, . . . , p}, the (i, j)-entry of the matrix Σ can then be written as
Equation (3) has two functions to estimate, g i (·) and f Y (·). We will estimate them using a nonparametric method (based on the work of Zhu and Fang (1996) ) in an inverse regression framework.
Firstly, assume that we know f Y (·). Denoteσ
Here, K(u) is a kernel function that satisfies some assumptions that we will make precise later and h is a bandwidth depending on n. The next step is to replace the function f Y (·), in equation (4), by the nonparametric estimatorf
The drawback with this approach is the observations superposition. In other words, we need the whole sample twice to estimate first theĝ i 's and thenf Y . We can have dependency issues in the proper estimation of these functions.
To prevent any further difficulties, we will use a subsample of size n 1 < n to estimateĝ j , while the remaining data n 2 = n − n 1 will be used to estimatef Y . For the sake of simplicity, we choose n 1 = n 2 = n/2. Moreover, we will remove all the repeated observations in theĝ i 's estimation. This assumption entails the mutually independence between theĝ i 's andf Y .
In this context, given the bandwidths h 1 and h 2 depending on n 1 and n 2 respectively, we estimate Σ byΣ = (σ ij ) p×p where for all i, j ∈ {1, . . . , p}
However, to avoid any trouble due to small values in the denominator, let b > 0 a sequence of values satisfyinĝ
Besides, we assume that 0 < η < f Y (y). Then, we propose the following estimator for σ ij ,σ
The estimator defined (6) relies on an unknown nonparametric density distribution function f Y (y). Hence, we are dealing with a semiparametric framework. Our aim is to study under which conditions the density of Y is a mere blurring parameter, that does not play any role in the estimation procedure. In this case, the plug-in method does not hamper the estimation rate of the conditional covariance Σ, i.e. leading to an efficient estimation rate. In the next section we shall establish the rate of convergence for the mean squared risk ofσ ij .
Pointwise performance forσ ij

Assumptions
We denote C, C 1 , C 2 and so on, constants (independent of n) that may take different values throughout all the paper.
Assume that f (x, y) has compact support. Let β be a positive real value and define β as the largest integer such that β ≤ β. We define the continuous kernel function K(·) of order β to every function satisfying the following three conditions:
To guarantee a parametric consistency in our model, we need to impose some regularity conditions. In our case, define the Hölder class of smooth functions as follows. Definition 1. Denote as H(β, L) the Hölder class of density functions with smoothness β > 0 and radius L > 0, defined as the set of β times differentiable functions φ : T → R where T is an interval in R, whose derivative φ ( β ) satisfies
The following assumption will be used recurrently in the proofs:
Moreover, f Y (y) belongs to a Hölder class of smoothness β > β and radius
then by a direct calculation we can prove our assertion.
Denote as F = F β (L) the class of functions that fulfill Assumption 1. In the next section, we shall found the rates of convergence forσ ij depending on the parameter β.
Remark 2. To control the termf Y,b in the denominator on equation (6), we need to fix h 2 and b-both sequences converging to zero-to ensure the convergence ofσ ij . As n → ∞, set h 2 ∼ n −c1 and b ∼ n −c2 with the positives number c 1 and c 2 satisfying that c 1 /β < c 2 < 1/2 − c 1 , and the notation "∼" means that two quantities have the same convergence order.
Rate of convergence for the matrix entries estimates
We derive in this section the risk upper bound for the element-wise estimator of (1) defined in (5).
The upper bound risk of the estimatorσ ij defined in (5) over the functional class F satisfies:
In particular,
• if β ≥ 2 and choosing n
• if β < 2 and choosing h 1 = n
We provide the guideline for the proof of Theorem 1. The proofs of the auxiliary lemmas are postponed to the Appendix.
Proof. First consider the usual bias-variance decomposition.
where
The following lemma provides a control of the bias of the estimator.
Lemma 1. Under the same assumptions as Theorem 1 and supposing that
for C 1 and C 2 positives constants depending only on L, s, β and on the kernel K.
Then, the next lemma gives an upper bound for the variance term Lemma 2. Under the same assumptions as Theorem 1 supposing that n 1 h 1 → 0 as n 1 → ∞ and n 2 h 2 → 0 as n 1 → ∞, we have
for C 1 , C 2 and C 3 positives constants depending only on L, s, β and the kernel K.
Therefore, we obtain the following upper bound for the estimation error
Depending on the regularity of the model, we consider two cases
concluding the result.
• Otherwise, if β < 2, we need to find h 1 such that
We get h 1 = (log 2 (n 1 )/n 1 ) 1/(β+2) and the risk is bounded by
.
From Theorem 1 we find an "elbow" effect in the rates of convergence. It means, we recover a parametric rate for regular enough functions f Y (y) and g i (y) i = 1, . . . , p. Otherwise, the mean squared error has a slower-indeed logarithmic-rate depending on the regularity of the functional class F. This type of behaviour is common on functional analysis, for instance Donoho et al. (1996) . In other words, the problem can be solved in a semiparametric context as soon as the unknown functions f Y (y) and g i (y) for i = 1, . . . , p are regular enough.
We have provided rates of convergence for any β > 0, particularly the nconsistency for β ≥ 2. Additionally, the results obtained here are coherent with Zhu and Fang (1996) . In their case, they have a n-consistency of the mean squared error assuming a regularity of β = 4 supporting our method. Now, under some mild conditions, it seems natural to investigate the rate of convergence of the whole matrix estimatorΣ = (σ ij ). The next section will be dedicated to extend the result from Theorem 1 to find the rate of convergence ofΣ under the Frobenius norm.
Rate of convergence for the matrix estimator Σ
We have obtained in the previous section upper bounds of the quadratic risk related to the estimation of each coefficient of the matrix Σ = Cov(E[X|Y ]) = (σ ij ). We have estimated them withΣ = (σ ij ) whereσ ij is defined in equation (6). In this section, we shall extend this study to the whole matrix Σ.
There are several ways to measure the matrix mean squared error. In this work, we have choose the Frobenius norm defined as follows, Definition 2. The Frobenius norm of a matrix A = (a ij ) p×p is defined as the 2 vector norm of all entries in the matrix
In other words, this is equivalent to consider the matrix A as a vector of length p 2 .
The mean squared error over the normalize Frobenius norm betweenΣ and Σ is sup
This approach is impractical when p n 1 since it causes the lost of convergence. Some references about this issue in several contexts are: Muirhead (1987) , Johnstone (2001) , Bickel and Levina (2008a,b) and Fan et al. (2008) .
To avoid consistency problems, we consider a modified version ofΣ. We build this modification setting on zero the coefficients of the matrix from some point. This technique is also called "banding" and was studied by Bickel and Levina (2008b) for instance.
Formally, for a given integer m with 1 ≤ m ≤ p, we define the banding estimator ofΣ asΣ
where the function w ij is defined as
If p n, we require that Σ belongs to some space where it is sufficiently regular. Otherwise, it is not possible ensure any kind of convergence forΣ. The next assumption fixes Σ in a subset of the definite positive matrices.
Assumption 2. The positive-definite covariance matrix Σ belongs to the following parameter space:
where λ max (Σ) is the maximum eigenvalue of the matrix Σ, and M 0 > 0 and
as the functional class formed by the intersection between F β (L) and G α .
In our case, Assumption 2 defines a matrix space indexed by a regularity parameter α. This parameter α states a rate of decay for the conditional covariance as they move away from the diagonal. A detailed discussion over this subject can be found in the articles of Bickel and Levina (2008b) and Cai et al. (2010) .
The following theorem gives an upper bound for the rate of convergence of the estimate defined in (9) under the normalized Frobenius norm based on the sample { (X 1 , Y 1 
The upper bound risk, under the Frobenius norm, of the estimatorΣ = (σ ij ) defined in (5) over the functional class G satisfies:
otherwise.
• if β < 2,
The minimum in equations (10) and (11) depend if p is smaller or greater than n 1 . If p n 1 , we use the original covariance matrixΣ. Otherwise, it is necessary to regularize the estimator to conserve the consistency. For example, in the case β ≥ 2, if n 1/(2(α+1)) 1 > p, we are in a relative low-dimensional framework and we use the full matrixΣ. In other case, when n 1/(2(α+1)) 1 ≤ p, regularize the matrix is mandatory and we choose m = n 1/(2(α+1)) 1 to generate the matrixΣ m defined in (9). An similar analysis can be done if β < 2.
Proof of Theorem 2. For the estimator (9), we have
where γ n1 is the rate (7) or (8) depending on the value of β. Furthermore,
Since the cardinality of {(i, j) : |i − j| ≤ m} is bounded by mp we have directly that R 2 ≤ Cmγ n1 .
Thus, using Assumption 2 we show that
by choosing
> p we will choose m = p, then the bias part is 0 and consequently
Using the result of Theorem 1, we distinguish two cases depending on the regularity of the model. If β ≥ 2 then we take γ n1 = 1/n 1 and if β < 2 then γ n1 = (log 2 n 1 /n 1 ) 2β/(β+2) . The result is obtained combining the latter with (12) and (13).
Application to dimension reduction
We introduced the sliced inverse regression (SIR) method in the context of reduction dimension. In general, we want to predict the behavior of a quantity of interest. We have a multidimensional explanatory variables X ∈ R p and noisy measurements of this quantity denoted by Y ∈ R. In a nonparametric context, we deal with the model
where ψ is a unknown function. It is known in the literature that as p increases, the quality of estimation of the function ψ deteriorates as well. This is called the curse of dimensionality.
To cope this issue, Li (1991) proposed a methodology to reduce the dimensionality called Sliced Inverse Reduction (SIR). He considered the following regression model
where k is much less than p denoted as k p, X is a p−dimensional random vector, the ν's are unknown vectors but fixed, ε is independent of X and ϕ is a R k+1 arbitrary real valued function. This model implies, via projection, the extraction of all the Y 's relevant information by only a k-dimensional subspace generated by the ν's. These directions are called effective dimension reduction (EDR) directions.
The main idea of the SIR method is to estimate the unknown matrix
where we denote σ ij the (i, j) matrix element. This matrix is degenerate in any direction orthogonal to the ν's. Therefore, the eigenvectors, ν j (j = 1, . . . , k), associated with the largest k eigenvalues of Σ are the EDR directions. This lead the classical SIR method consisting in slice the inverse regression curve, calculate the empirical covariance of this curve and then estimate the largest eigenvalues with its corresponding eigenvectors. The first k eigenvectors span the space.
Theorem 2 claims that if β ≥ 2 and other mild conditions, the non-parametric estimator (9) behaves asymptotically as Cov(E[X|Y ]). As consequence, the eigenvectors ofΣ m estimates correctly the EDR directions in this context. In other words, we have an accurate characterization of the EDR space span by the eigenvectors ofΣ m .
Simulation study
We consider numerical simulations to asses the performance of our estimator. We will use two different models for the simulations.
Linear case: Define α > 0. Set the linear model,
The random variables Y and are independent having the standard normal distribution. This model provides the conditional covariance matrix Σ = (σ ij ) with,
Moreover, σ ij satisfies Condition 2.
Polar case:
Define the two dimensional model with independent random variables r ∈ R and 0 ≤ θ ≤ π/4, X 1 = 1.5 r cos(θ)
We use r and with standard normal distributions and θ with an uniform distribution from 0 to π/4. In addition to these variables, we also generate X 3 , . . . , X p , all variables being independent and following the standard normal distribution. The true conditional covariance matrix is,
In both cases, we do not assume any structure for the conditional covariance structure in the estimation ofΣ m . We choose the value m = n 1/(2(α+1)) 1 to regularize the estimated matrixΣ. We set the threshold b in the first quantile of each estimation off .
We consider a range of parameter values for n, p and α. The simulation uses values of α equals to 0.05, 0.1 and 0.5. Both p and n varying between 100 to 600. To estimate the kernel functionsĝ i andf we use the software R along the library np. Table 1 reports the average error under the Frobenius norm over 100 replications for the linear and polar case respectively. The mean error decreases with a rate equivalent to p/n as n increases due to the regularity of the model. In other words, in both cases f Y and g i belong to a Hölder class with β ≥ 2. These results highlight the convergence ofΣ m without any assumption in the data structure.
Graphical representations
We next examine a simple application to the projection of data in a reduced space. The models remains exactly the sames as before (linear and polar cases). In this section, we have generated 500 data points for each model over 200 variables.
We compare the projected points calculated by our method against the classical SIR method proposed by Li (1991) implemented in the package dr.
The results in general are satisfactory. Figure 1 shows the data representation in the linear model. In this case, both methods capture well most of the model information. The polar case is presented in Figure 2 . We observe how our method performs similar to the classic SIR capturing the data curvature for the first direction.
In Figure 3 and Figure 4 , we observe that our method behaves better with respect to the explained variance of the model. The nonparametric estimator explains around 80% of the variance with around 50 variables. In the meantime, the classic SIR describes at most 50% of the variance with the same number of variables. We have set in 0 all the negative eigenvalues, therefore the curves in the nonparametric cases remains constant at the end.
Conclusion
In this paper we have investigated the rate of convergence for a nonparametrical estimator for the conditional covariance Cov(E[X|Y ]). We have started studying the nonparametric behavior of each element of the matrix based in the work of Zhu and Fang (1996) . This approach, allow us to find rate of convergence depending on the value of β for the classical mean squared error. We have shown that if the model is regular enough, it is possible to achieve the parametric rate 1/n. Otherwise, we get a slower rate (log 2 (n)/n) 2β/(β+2) , depending on the regularity β of certain Hölder class.
As a natural extension, we studied the performance of mean squared risk of Σ under the Frobenius norm. In order to keep the consistency and avoid issues due to the high-dimension data, it is necessary regularize the matrixΣ. We used a regularized version ofΣ calledΣ m , obtained by doing a Schur multiplication This method could not ensure the positive definiteness of the estimate-but since we proved that under some mild conditions, our estimator is consistent given either p/n → 0 or p(log 2 (n)/n) 2β/(β+2) → 0, the estimator will be positive definite with probability tending to 1. Other practical solution for this issue is suggested by Cai et al. (2010) . He proposes projectΣ to the space of positivesemidefinite matrices under the operator norm. In other words, first diagonalizê Σ and replace the negative eigenvalues by 0. The matrix obtained is then semidefinite positive.
There are several alternatives norms to compute and matrix-based error, among them the operator norm. However, this approach would require the estimation of concentration inequalities for some specific matrices blocks ofΣ which is not suitable in our context. Nevertheless, the use of the operator norm in the nonparametric estimation of Σ is worth to investigate. Zhu, L. X. and Fang, K. T. (1996) 
The following lemma is a modified version of Theorem 2.37 of Pollard (1984) .
Lemma 4. Suppose that K is a kernel of order
i ] < ∞ and Assumption 1 is fulfilled. Then for any ε > 0,
We refer to Zhu and Fang (1996) for the proof of Lemma 4. Using the last result the uniform convergence rate ofĝ i (y) can be obtained. Choose ε = log n, then as n → ∞, we have
On the contrary, we will expand g i (y) in a Taylor series with the Lagrange form of the remainder term (see Prakasa Rao (1983) , page 47). Using Assumption 1 and Remark 1, for any 0 < τ < 1 and s = β we have,
Proof of Lemmas
Proof of Lemma 1. The proof follows three steps.
Step 1: Prove that
are not independent for k = 1, . . . , n 1 but have the same distribution. Thus,
Start by multiplying and dividing by f
log n 2 )).
To simplify the notations, we will write simply n = n 1 and h = h 1 through Steps 2 to 4
Step 2: Prove that,
Again, conditioning with respect to Y 1 and developing all the terms, we obtain,
Therefore,
Step 3: Prove that
We start with
Remark that given a m and b m , m = 1, 2 being real numbers such as a m < b m , the integrals containing the coordinate (x, y) will be evaluated in the cube [
Define the supremum norm of f as
Step 4: Show that
The second term of (14) can be bounded as follows
It is clear thatσ
We are going to bound every term separately.
We bound first the term
Using Cauchy-Schwartz's inequality, it is straightforward that
By Lemma 3 and Remark 2 we have
where the second inequality is due to the law of large numbers for n
To simplify the notation, we will write simply n = n 1 and h = h 1 through Steps 2 to 4. Moreover we will denote Z k = (X k , Y k ) k = 1, . . . , n.
Step 2. Prove that
By independence of the Z k 's and given that g j , g l andf Y are functions built with the second sample, it is clear that
Step 3. Show that
First we get a bound of Var(V 2 ). Note that,
Notice that
The term V 21 is indeed a one sample U-statistic of order two. Hence, if we define Z li = (X li , Y k ) and rewrite the expression, we get
where C n 2 = {(k, l); 1 ≤ k < l ≤ n} and
By similar calculations we bound,
Using the same procedure we can bound Var(V 3 ). We conclude that,
Step 4. Show that
Using Lemma 4 we obtain
Final bound Gathering all previous results, we have
