Abstract-Filter bank multicarrier systems with quadrature amplitude modulation (FBMC/QAM) have drawn attentions to get the advantage of complex symbol transmission, as well as very low out of band radiation and relaxed synchronization requirements for asynchronous scenarios. In order to make this system viable for practical deployment, the biggest challenge is designing appropriate filters to minimize the interference between adjacent subcarriers, while maintaining the Nyquist property of the filter. We show that the deviation from the Nyquist property can be compensated through the fractional shift of the filtered symbols, which provides flexibility to optimize the stopband of the filter. The proposed design method shows advantages over the state of the art designs, and provides guidance for the filter design in practical FBMC/QAM systems.
The idea of FBMC with QAM modulation (FBMC/QAM) is reaching a quasi-orthogonal signal while maintaining per-subcarrier filtering. There are two approaches of FBMC/QAM in the literature. The first one, which is called Type I in this paper, was introduced in [7] , [8] and uses two different prototype filters for odd and even subcarriers to mitigate intrinsic interference. One of the proposed filters in [7] suffers from very poor OoBR which was enhanced in [9] and [10] . Type II of FBMC/QAM introduced in [11] uses an optimized prototype filter for all subcarriers. Iterative receivers and an optimized filter aiming for reducing the residual intrinsic interference of this system were proposed in [12] and [9] , respectively. The advantage of Type II is that the OoBR rapidly decays to the desired level within one subcarrier spacing. This type is also known as filter bank based OFDM (FB-OFDM) in [13] . However, the filter design in this approach is quite critical to achieving an acceptable level of orthogonality, while the filter keeps its Nyquist property in time domain.
In this paper, we target at filter design for type II of FBMC/QAM systems. The proposed filters in [9] and [13] suffer from relatively high level of interference in time domain and frequency domain, respectively. Therefore in this paper, we optimize the stopband of the prototype filter to reduce inter-carrier interference (ICI) between adjacent subcarriers. Moreover, we show that when the designed filter does not satisfy the Nyquist property, the resulting inter-symbol interference (ISI) error of the filter can be compensated through fractional shift of the filtered symbols. As a result, we can optimize the design to reduce the energy of intrinsic interference and reach a quasiorthogonal system. Additionally, the result can be used in Type I systems as a primary filter, which eases the design of the secondary filter due to less interfering samples in frequency domain. The design process is inspired by a method proposed for single-carrier systems in [14] . This technique provides flexibility to control different parameters such as stopband attenuation, Nyquist property, and tails energy. However, the iterative optimization method proposed in [14] is not converging to the global minimum in some scenarios. Thus, we also derive an optimization method based on Newton-Raphson iterations to address the nonlinear problem solving in the filter design procedure.
The rest of this paper is organized as follows. In Section II, the system model of FBMC/QAM is introduced, the interference terms when receiving the symbols are extracted, and the Nyquist property is discussed. In Section III, the filter design procedure is proposed and optimization targets are explained. Simulation results and performance of the system with comparison to the state of the art filters are provided in Section IV. Finally, the conclusions are drawn in Section V.
Notations: R and C are the field for real and complex numbers. 0, 0 a ×b , I a are zero vector, a × b zero matrix, and a × a identity matrix, respectively.
[a] n is the nth element of the vector a. [ K is an integer number which indicates the overlap factor of the filter in frequency domain. The matrix representation of (1) can be written as
where a n ∈ C M ×1 is the symbol vector and and
) and G m are the cyclic shifts of G 0 with mK
which provides overlap-add operation. Assuming an ideal channel, i.e., no added noise and channel distortion, the demodulated symbols at the receiver side can be expressed aŝ
By definingḠ TḠ = I + G ICI , (4) can be rephrased aŝ a n = a n + G ICI a n + a
As can be seen, a ICI n and a ISI n appear as intrinsic interference due to ICI and ISI at the receiver. The energy of these terms depend on the designed prototype filter g. For conventional FBMC filters, the energy of ICI is significant [11] . In order to a have proper symbol detection, it is necessary to reduce the energy level of the ICI term.
A. Nyquist Property of The Prototype Filter
According to the Nyquist criterion for multicarrier systems, the matched filter which is the correlation of the transmit and receive prototype filters, i.e., In multicarrier systems, if the matched filter does not strictly follow the Nyquist property, it is possible to choose a proper integer parameter ΔM to minimize a ISI n . The amount of ΔM is chosen according to zero-crossings of the matched filter in time domain. To this end, E n in (3) is modified to
In this case, the spectral efficiency reduction factor (SERF) of the system is defined as = M/(M + ΔM ). Although this fractional shift in overlap-add process leads to reduction of spectral efficiency, it enables the flexibility to optimize the stopband of the prototype filter, so that the energy of a ICI n is minimized.
III. FILTER DESIGN PROCESS
In this section, we provide a filter design method to obtain a prototype filter with reduced ICI energy. As mentioned earlier, G 0 is the FFT output of the prototype filter g with length KM . Thus, G 0 are the samples of the frequency response of g at Δf = 1/(KM ). In typical FBMC filters, where they are localized within one subcarrier spacing, the adjacent subcarriers have K samples overlap in frequency domain, and G 0 will have only 2K − 1 non-zero samples. As shown in Fig. 1(a) , K − 1 samples out of K overlapping samples are non-zero and contribute to ICI energy. Accordingly, reducing the non-zero overlapping samples leads to ICI energy reduction.
The design procedure of g, to fulfill the condition mentioned above is enumerated as follows:
1) A single-carrier filter is defined in frequency domain as
, which contains the sequence of non-zero taps of G 0 .
2) The time domain filter taps can be obtained as g s = IFFT{G s }. The target is to optimize g s so that Fig. 1(b). 3) The resulting G s is zero-padded to reach the size KM and form G 0 . 4) The prototype filter g is extracted as g = IFFT{G 0 }.
A. Single-carrier Design
The single-carrier filter design is based on two optimization goal which is described in the following.
The first optimization goal is to minimize the stopband of the filter. Defining z-transform of g s as
and L g s is the length of g s , and
assuming normalized frequency spectrum, the stopband energy of g s is defined as
where f 0 is the stop frequency defined as f 0 = (1 + α)/4, and α is the roll-off factor of the filter. With some manipulations and using Parseval's theorem, it is easy to show that [14] 
where,
We assume that g s is symmetric odd length (FIR Type I). In this case, to reduce the computation complexity, it is possible to exploit only half of the filter g s in the calculations. Thus, we can define
T ∈ R L g ls ×1 as the left half of g s , where
to construct g s from g ls , so that g s = Og ls . In this case, (10) can be rewritten as
in (12),Φ = Λ T Λ is the Cholesky factorization.
To minimize the stopband ξ s , the first optimization goal can be described as Λg ls ≈ 0.
The second optimization goal is to try to fulfill the Nyquist property and to minimize of the tail of the matched filter, simultaneously. Since g s is the downsampled version of g, the Nyquist property for g s is obtained by placing M = 2 in (6). As a result, defining the matched filter as p s , the right half of p s has the following properties
whereS n = O T S n O, and S n is a shift matrix so that [S n ] i,j = δ i,j + n which performs shift-to-right for convolution. Defining S = [S 0 ;S 1 ; . . . ;S L g s ], the soft equality forp s can be written as
where δ ∈ R L g s ×1 is an impulse vector, i.e., [δ] i = δ i, 1 . In (15), we are seeking an ideal matched filter in which there is a unit sample at the centre of the filter, while its transient samples (tails) are minimized to zero.
Having the first and second soft equations (13) and (15) 
To solve (16), the error function is defined as
where Γ is a diagonal matrix of weights to manage the emphasis on stopband and tail minimization, as well as the restriction on zerocrossings of the matched filter. This matrix is defined as
where γ emphasizes the stopband attenuation, and Θ ∈ R L g s ×L g s is formed as
In (19), β and η emphasize on zero-crossings and tail minimization, respectively. For β, η, and γ, zero value means don't care, while larger values result in more strict minimization.
Since A is a function of g ls , the error function in (17) is nonlinear with respect to g ls . Therefore, the optimum value for g ls is found through an iterative process as in (20) as shown bottom of this page, in which
Proof of (20) and (21) is provided in the Appendix. The initial value g 0 ls in (20) can be a square-root raised cosine filter with roll-off factor α and arbitrary windowing. After sufficient iterations, g s can be derived from the resulted g ls . For almost all the cases, the optimization converges to a solution within 10 iterations. 
B. Multicarrier Filter Discussions
The vector g s is zero-padded at the sides to reach the size 2K and extract G s . In this design, we try to find β, η, and γ so that G(K − 1) and G(−K + 1) are approximately zero as shown in Fig. 1(b) . Using this approach, two of the dominant contributors to form a ICI n are minimized to zero, resulting in reduced energy of ICI. To do so, we release the strict Nyquist property by reducing β. Then, the residual ISI is compensated by choosing a proper ΔM for using in (7) . It is worth mentioning that there is no straightforward way to calculate the parameters β, η, and γ according to the design goal [14] . Thus, the best solution is to do exhaustive search of the parameters to get the desired filter characteristics.
IV. SIMULATION RESULTS
In this section, we demonstrate the effectiveness of the proposed filter design. Similar to typical FBMC filters, we choose L g s = 7 for the designed filters. Also, K = 5 is chosen for the designs to provide enough room for the matched filter to fit within the FFT window. The filter coefficients are scaled so that the correct constellation is received. The modulation type for transmission is QPSK and the number of subcarriers is M = 512. The orthogonality provided by the filters are evaluated via signal to interference ratio (SIR) defined as a 2 / a −â 2 . Moreover, ΔM chosen for the filters is according to their zero-crossings in the time domain. If a filter satisfies the Nyquist property, then we choose ΔM = 0. The results are also compared with Yun filter with K = 4 in [9] . Comparison of power spectral density (PSD) of the filters is provided in Fig. 2(a) . Bit error rate (BER) performance for synchronous and asynchronous uplink scenarios in the presence of added white Gaussian noise (AWGN) has been provided in Fig. 2(b) and 2(c), respectively. In these scenarios, three adjacent subbands are used for data transmission and the performance of the middle subband is evaluated. In the synchronous scenario, there is no synchronization error between the subbands. While in the asynchronous scenario, there are random timing and carrier frequency offset between the subbands. We discuss two scenarios using the proposed scheme. In the first scenario, a filter similar to conventional FBMC/OQAM systems has been designed. These filters are based on raised cosine filter with α = 1. The specification is shown as case 1 in Table I . With emphasis on β, and less emphasis on η, and γ, this filter in quite close to the defined one as g 0 ls . One can see that this filter has the lowest SIR among the filters, in which intrinsic interference mostly appears as ICI. This can be seen in Fig. 2(a) where case 1 is decaying slowly within the subcarrier spacing. Moreover, Fig. 2(b) shows the worst BER performance for this case.
The second scenario is the optimized filter in frequency domain with less emphasis on the Nyquist property to minimize G(K − 1) and G(−K + 1). As shown in Fig. 2(a) , the corresponding point of G(K − 1), i.e., (K − 1)/K = 0.8 shows approximately 35 dB improvement compared to case 1. This localization in the frequency domain comes with the cost of a little deviation from the Nyquist property in the time domain which is compensated by choosing a proper value for ΔM . To show the impact of ISI compensation, this scenario has been divided in to two cases 2.1 and 2.2. In the case 2.1, where ΔM = 0, the SIR is as good as Yun filter as shown in Table I . By choosing ΔM = 37 in the case 2.2, the SIR of the filter shows a significant enhancement and outperforms the rest of the filters. It is in fact a trade off between orthogonality and spectral efficiency. Fig. 2(b) shows the BER performance in synchronous scenario. While both cases 2.1 and 2.2 show the superior performance compared to the others, it is quite clear that the ISI compensation in case 2.2 makes a remarkable enhancement in the performance of the system. These performances have also been compared with OFDM which shows that this orthogonal system has a considerably better performance when there are no synchronization errors. However, Fig. 2(c) shows that OFDM incurs a significant performance degradation compared to FBMC systems in the asynchronous scenario. While the performance degradation of FBMC systems is negligible, OFDM performance reaches an error floor at higher SNRs. At lower SNRs, the residual intrinsic interference error is still dominant in FBMC which can be improved through the filter design.
Compared to the conventional and the state of the art FBMC filters, the performance of case 2.2 demonstrates its promising potential to be employed in FBMC systems.
V. CONCLUSION
In this paper, we investigated the filter design for FBMC/QAM systems. The system model of FBMC/QAM was derived with ability to compensate the ISI error, when the designed filter does not precisely provide the Nyquist property. Then, through the filter optimization problem, the stopband were minimized at the frequency sampling points to reduce the ICI energy between the adjacent subcarriers. The results showed significant enhancement in orthogonality provided by the optimized filter, compared to FBMC/OQAM filters and state of the art.
APPENDIX PROOF OF NONLINEAR PROBLEM SOLVING
We tackle the optimization problem by rewriting the error function in (17) as ξ(g ls ) = Γ(Ag ls − u)
T Γ(Ag ls − u) .
Defining w(g ls ) = ΓAg ls u = Γu,
we can write the necessary condition to minimize ξ(g ls ) through differentiation as [15] ξ (g ls ) = w (g ls ) ū − w(g ls ) = 0,
where w (g ls ) ∈ R L g ls ×(L g s + L g ls ) is the Jacobian matrix which with some manipulation can be derived as w (g ls ) = ∂w(g ls )
(24) is a set of L g ls simultaneous nonlinear equations. They may be solved using the Newton-Raphson iteration method as 
The Jacobian of ξ (g ls ) in (26), which is actually the scaled Hessian of ξ(g ls ) is calculated as 
Finally, by placing (29) and (23) in (26), (20) is achieved.
