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Sur les processus line´aires de naissance et de mort
a` coefficients pe´riodiques
Nicolas Bacae¨r ∗
Re´sume´
On obtient un de´veloppement limite´ pour la probabilite´ de non-extinction
d’un processus line´aire de naissance et de mort a` coefficients pe´riodiques
lorsque la pe´riode est grande ou petite.
Mots-cle´s : processus de naissance et de mort, cas pe´riodique
Abstract
An asymptotic expansion is obtained for the probability of non-extinction
of a linear birth-and-death process with periodic coefficients when the
period is large or small.
Keywords : birth-and-death process, periodic case
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1 Introduction
Pour un processus line´aire de naissance et de mort dans un environnement
variable avec un taux de naissance a(t) et une mortalite´ b(t), la probabilite´ de
non-extinction si l’on part d’un individu au temps t0 est
p(t0) =
1
1 +
∫
∞
t0
b(t) exp
[∫ t
t0
[b(s)− a(s)] ds
]
dt
, (1)
que l’inte´grale au de´nominateur soit finie ou infinie [1]. Ceci s’applique en par-
ticulier au cas ou` les fonctions a(t) et b(t) sont pe´riodiques de meˆme pe´riode,
disons T . Notons A(τ) et B(τ) les fonctions pe´riodiques de pe´riode 1 telles que
a(t) = A(t/T ), b(t) = B(t/T ).
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Conside´rons les moyennes
a¯ =
∫ 1
0
A(τ) dτ, b¯ =
∫ 1
0
B(τ) dτ .
Alors p(t0) est identiquement e´gal a` 1 si a¯ ≤ b¯ ; c’est une fonction T -pe´riodique
strictement infe´rieure a` 1 si a¯ > b¯ (voir [2, §5.2] et [3]). Plac¸ons nous donc
de´sormais dans le cas surcritique ou` a¯ > b¯.
La formule (1) se simplifie lorsque la pe´riode T est soit tre`s petite, soit
tre`s grande, comme l’a remarque´ re´cemment [4]. Si t0/T = τ0 ∈ [0, 1] est fixe´
et si T → 0, alors p(t0) ≈ 1 − b¯/a¯. Si t0/T = τ0 est fixe´ et si T → +∞, alors
p(t0) ≈ 1−B(τ0)/A(τ0), au moins pour certaines valeurs de τ0 ou` A(τ0) > B(τ0).
L’objectif ci-dessous est de pre´ciser ces observations en proposant un de´ve-
loppement limite´ ou un e´quivalent de la probabilite´ d’extinction p(t0). La limite
T → 0 est la plus simple : on a
p(t0) =
(
1− b¯
a¯
){
1− b¯ T
2
+
T
a¯
[∫ 1
0
B(τ0 + u)
∫ τ0+u
τ0
A(v) dv du
]
+ o(T )
}
. (2)
Pour l’e´tude de la limite T → +∞, supposons que les fonctions A(τ) et B(τ)
soient re´gulie`res (disons de classe C1) et envisageons deux cas :
– ou bien A(τ) > B(τ) pour tout τ ∈ [0, 1] (cas fortement surcritique) ;
– ou bien A(τ) > B(τ) pour tout τ ∈ [0, τ1[∪]τ2, 1] ou` 0 < τ1 < τ2 < 1 et
A(τ) < B(τ) pour τ ∈]τ1, τ2[ (cas faiblement surcritique).
Sans perte de ge´ne´ralite´, on peut supposer de plus dans le deuxie`me cas que∫ τ2
0
(A(τ)−B(τ)) dτ > 0. Il existe alors un unique τ∗ ∈]0, τ1[ tel que
∫ τ2
τ∗
(A(τ)−
B(τ)) dτ = 0.
Dans le cas fortement surcritique pour tout τ0 ∈ [0, 1] et dans le cas faible-
ment sous-critique pour tout τ0 6∈ [τ∗, τ2],
p(t0) =
(
1− B(τ0)
A(τ0)
){
1− A(τ0)B
′(τ0)−A′(τ0)B(τ0)
TA(τ0)[A(τ0)−B(τ0)]2 + o(1/T )
}
. (3)
Dans le cas faiblement surcritique avec τ0 ∈]τ∗, τ2[,
p(t0) ∼
√
2[A′(τ2)−B′(τ2)]
B(τ0)
√
piT
e
T
∫
τ2
τ0
[A(v)−B(v)] dv
. (4)
Cette dernie`re probabilite´ tend exponentiellement vite vers 0 quand T → +∞.
En montrera aussi que p(τ2T ) tend vers 0 comme 1/
√
T .
2 Calcul pre´liminaire
Conside´rons l’inte´grale au de´nominateur de la formule (1) et notons-la
J =
∫
∞
t0
b(t) exp
[∫ t
t0
[b(s)− a(s)] ds
]
dt .
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Par de´finition, on a
J =
∫
∞
0
B((t0 + t)/T ) exp
[∫ t0+t
t0
[B(s/T )−A(s/T )] ds
]
dt .
Puisque t0/T = τ0, posons u = t/T et v = s/T . Alors, en utilisant la pe´riodicite´
des fonctions A(τ) et B(τ), on obtient
J = T
∫
∞
0
B(τ0 + u) exp
[
T
∫ τ0+u
τ0
[B(v)−A(v)] dv
]
du
= T
∞∑
n=0
∫ n+1
n
B(τ0 + u) exp
[
T
∫ τ0+u
τ0
[B(v)−A(v)] dv
]
du
= T
∞∑
n=0
∫ 1
0
B(τ0 + u) exp
[
T
∫ τ0+u+n
τ0
[B(v)−A(v)] dv
]
du
= T
∞∑
n=0
exp[nT (b¯− a¯)]
∫ 1
0
B(τ0 + u) exp
[
T
∫ τ0+u
τ0
[B(v)− A(v)] dv
]
du .
Ainsi
J =
T
1− exp[T (b¯− a¯)]
∫ 1
0
B(τ0 + u) exp
[
T
∫ τ0+u
τ0
[B(v) −A(v)] dv
]
du . (5)
3 La limite T → 0
Avec le de´veloppement limite´ exp(x) = 1 + x + x2/2 + o(x2) quand x → 0
dans le facteur devant l’inte´grale et plus simplement exp(x) = 1+x+ o(x) dans
l’inte´grale, on obtient
J =
(
1
a¯− b¯ +
T
2
+ o(T )
)(
b¯+ T
[∫ 1
0
B(τ0 + u)
∫ τ0+u
τ0
[B(v)−A(v)] dv du
]
+ o(T )
)
.
On remarque qu’un terme s’inte`gre facilement :
∫ 1
0
B(τ0 + u)
∫ τ0+u
τ0
B(v) dv du =
1
2
[(∫ τ0+u
τ0
B(v) dv
)2 ]1
0
=
b¯2
2
.
On en de´duit que
J =
b¯
a¯− b¯ +
b¯ T
2
+
b¯2 T
2(a¯− b¯) −
T
a¯− b¯
∫ 1
0
B(τ0 + u)
∫ τ0+u
τ0
A(v) dv du+ o(T ).
Puisque p(t0) = 1/(1 + J), on en de´duit la formule (2).
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4 La limite T → +∞
Reprenons la formule (5). L’inte´grale est de la forme∫ 1
0
G(u) e−T F (u) du
avec
G(u) = B(τ0 + u), F (u) =
∫ τ0+u
τ0
[A(v) −B(v)] dv .
On peut appliquer la me´thode de Laplace puisque T → +∞. On a
F ′(u) = A(τ0 + u)−B(τ0 + u), F ′′(u) = A′(τ0 + u)−B′(τ0 + u).
4.1 Le cas fortement surcritique
Supposons tout d’abord que A(τ) > B(τ) pour tout τ ∈ [0, 1]. Alors F ′(u) >
0 pour tout u ∈ [0, 1], F (u) a son minimum en u = 0 et il vaut F (0) = 0. De
plus, F (u) = φ0 u + φ1 u
2 + o(u2) quand u → 0 avec φ0 = A(τ0) − B(τ0) et
φ1 = [A
′(τ0) − B′(τ0)]/2. Par ailleurs, G(u) = ψ0 + ψ1 u + o(u) quand u → 0
avec ψ0 = B(τ0) et ψ1 = B
′(τ0). D’apre`s un the´ore`me d’Erde´lyi [5, p. 85],∫ 1
0
G(u) e−T F (u) du = e−T F (0)
(
c0
T
+
c1
T 2
+ o
(
1
T 2
))
(6)
avec c0 = ψ0/φ0 et c1 = (φ0ψ1 − 2φ1ψ0)/φ30. Ainsi, puisque exp[T (b¯ − a¯)] est
exponentiellement petit, la formule (5) donne
J =
B(τ0)
A(τ0)−B(τ0) +
A(τ0)B
′(τ0)−A′(τ0)B(τ0)
T [A(τ0)−B(τ0)]3 + o(1/T ).
Avec p(t0) = 1/(1 + J), on en de´duit la formule (3).
4.2 Le cas faiblement surcritique
Supposons maintenant qu’il existe τ1 et τ2 tels que 0 < τ1 < τ2 < 1 et
A(τ) < B(τ) pour tout τ ∈]τ1, τ2[,
A(τ) > B(τ) pour tout τ ∈]0, τ1[∪]τ2, 1[.
Comme
∫ 1
0
(A(τ) −B(τ))dτ = a¯− b¯ > 0, on a∫ τ2
0
(A(τ) −B(τ))dτ > 0 ou
∫ 1
τ2
(A(τ) −B(τ))dτ > 0. (7)
Quitte a` de´caler dans le temps les fonctions A(τ) et B(τ), supposons que la
premie`re ine´galite´ soit vraie.
Il existe alors un unique τ∗ ∈ [0, τ1] tel que∫ τ2
τ∗
(A(u)−B(u)) du = 0.
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En effet, notons h(τ) la fonction de´finie sur l’intervalle [0, τ1] par
h(τ) =
∫ τ2
τ
(A(u)−B(u)) du .
Alors h′(τ) = B(τ) − A(τ) < 0 pour τ ∈ [0, τ1]. De plus, h(0) > 0 d’apre`s la
premie`re ine´galite´ (7) et h(τ1) < 0. Il existe donc un unique τ
∗ ∈ [0, τ1] tel que
h(τ∗) = 0.
Conside´rons d’abord le cas ou` 0 < τ0 < τ1. La fonction F (u) est croissante
pour u ∈ [0, τ1 − τ0], de´croisssante pour u ∈ [τ1 − τ0, τ2 − τ0] et a` nouveau
croissante pour u ∈ [τ2 − τ0, 1]. La fonction F (u) a donc un minimum local en
τ2 − τ0. Rappelons que F (0) = 0.
Si τ0 ∈]0, τ∗[, alors F (τ2 − τ0) > 0. Donc u = 0 reste le minimum global de
F (u) sur l’intervalle [0, 1]. Le de´veloppement asymptotique (6) reste valide et la
formule (3) aussi.
Si en revanche τ ∈]τ∗, τ1[, alors F (τ2 − τ0) < 0. Le minimum global de
F (u) sur l’intervalle [0, 1] est en u = τ2 − τ0, F ′(τ2 − τ0) = 0, F ′′(τ2 − τ0) =
A′(τ2)−B′(τ2) et∫ 1
0
G(u) e−T F (u) du ∼ B(τ0)
√
pi√
2T [A′(τ2)−B′(τ2)]
e−T F (τ2−τ0)
quand T → +∞, d’apre`s la me´thode de Laplace. Ainsi
J ∼ B(τ0)
√
piT√
2[A′(τ2)−B′(τ2)]
e
−T
∫
τ2
τ0
[A(v)−B(v)] dv
et p(t0) = 1/(1 + J) ∼ 1/J quand T → +∞, ce qui donne la formule (4).
Conside´rons maintenant le cas ou` τ1 < τ0 < τ2. La fonction F (u) est
de´croissante sur l’intervalle [0, τ2−τ0] puis croisssante sur l’intervalle [τ2−τ0, 1].
Son minimum dans l’intervalle [0, 1] est donc atteint en u = τ2−τ0, comme dans
le cas pre´ce´dent. Ainsi, la formule (4) est toujours valable.
Conside´rons enfin le cas ou` τ2 < τ0 < 1. La fonction F (u) est croissante sur
l’intervalle [0, 1 + τ1 − τ0], de´croisssante sur l’intervalle [1 + τ1 − τ0, 1 + τ2 − τ0]
puis croissante sur l’intervalle [1 + τ2 − τ0, 1]. Elle a donc un minimum local en
1 + τ2 − τ0 et
F (1 + τ2 − τ0) ≥
∫ 1+τ2
1
(A(τ) −B(τ)) dτ > 0
d’apre`s la premie`re ine´galite´ (7). Son minimum global dans l’intervalle [0, 1] est
donc atteint en u = 0. Ainsi, c’est la formule (3) qui s’applique.
5 Exemple
Prenons B(τ) = b¯ > 0 constant et
A(τ) = a¯(1 + k cos(2piτ))
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avec a¯ > b¯ et 0 ≤ k ≤ 1. Le cas fortement surcritique correspond a` a¯(1− k) > b.
Si au contraire a¯(1−k) < b, alors τ1 < τ2 sont les deux solutions dans l’intervalle
[0, 1] de l’e´quation cos(2piτ) = −(1− b¯/a¯)/k, a` savoir
τ1 =
arccos(−(1− b¯/a¯)/k)
2pi
∈]0, 1/2[, τ2 = 1− τ1.
Le seuil τ∗ est la solution dans l’intervalle [0, τ1] de l’e´quation
(a¯− b)(τ2 − τ∗) + a¯k sin(2piτ2)− sin(2piτ
∗)
2pi
= 0 .
La formule (2) donne
p(t0) =
(
1− b¯
a¯
)(
1− b¯ k T
2pi
sin(2piτ0) + o(T )
)
quand T → 0. Si a¯(1 − k) > b ou si a¯(1 − k) < b et τ0 6∈ [τ∗, τ2], alors la
formule (3) donne
p(t0) =
(
1− b¯
A(τ0)
)(
1− 2pi a¯ b¯ k sin(2piτ0)
TA(τ0)[A(τ0)− b¯]2
+ o(1/T )
)
quand T → +∞. Si a¯(1 − k) < b et τ0 ∈]τ∗, τ2[, La formule (4) donne
p(t0) ∼
2
√
−a¯k sin(2piτ2)
b¯
√
T
exp
[
T (a¯− b¯)(τ0 − τ2) + a¯kT sin(2piτ0)− sin(2piτ2)
2pi
]
quand T → +∞.
Prenons en particulier b¯ = 1, a¯ = 3 et k = 0,5. Alors a¯(1 − k) > b¯. La
figure 1 montre les re´sultats pour deux valeurs de la pe´riode : T = 0,5 et
T = 50. La probabilite´ de non-extinction p(t0), donne´e par la formule (1), est
estime´e par inte´gration nume´rique avec le logiciel Scilab. On voit que les formules
approche´es (2) et (3) donnent de meilleures approximations de p(t0) que les
termes d’ordre 0. On notera cependant que pour T → +∞, l’approximation (3)
s’e´carte un peu de p(t0) au voisinage du minimum de p(t0).
Prenons maintenant b¯ = 1, a¯ = 3 et k = 0,75. Alors a¯(1−k) < b¯, τ∗ ≃ 0,347,
τ1 ≃ 0,424 et τ2 ≃ 0,576. Les diverses formules approche´es sont repre´sente´es
dans la figure 2, notamment le formule (4) en vert. On remarque un proble`me
classique de raccordement des approximations au niveau de τ0 = τ2, ce qui nous
conduit a` regarder de plus pre`s ce qui se passe en ce point.
Comme dans le cas ou` τ2 < τ0 < 1 de la section 4.2, on voit dans le cas
spe´cial ou` τ0 = τ2 que F (u) a son maximum global dans [0, 1] en u = 0. Mais
cette fois-ci, F ′(0) = A(τ2) − B(τ2) = 0. D’apre`s le meˆme the´ore`me d’Erde´lyi
[5, p. 85],
J ∼ T
∫ 1
0
G(u) e−T F (u) du ∼ B(τ2)
√
piT√
2[A′(τ2)−B′(τ2)]
de sorte que p(τ2T ) = 1/(1 + J) tend vers 0, quand T → +∞, comme 1/
√
T .
La de´croissance exponentielle vers 0 lorsque τ0 ∈]τ∗, τ2[ est remplace´e par une
de´croissance en puissance au point τ2.
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Figure 1 – Deux exemples : T = 0, 5 (pointille´s) et T = 50 (lignes continues).
La probabilite´ de non-extinction p(t0), donne´e par la formule (1), est en noir.
En pointille´ : la formule approche´e (2) en rouge et le terme d’ordre 0, 1− b¯/a¯, en
bleu. Lignes continues : la formule approche´e (3) en rouge et le terme d’ordre 0,
1−B(τ0)/A(τ0), en bleu.
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Figure 2 – Comme dans la figure 1 mais avec T = 50 et k = 0,75. La formule
approche´e (4) est en vert.
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