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\luhiSIl1l-:"" 11lIl'/T"IIIl11l'('tioll \'clworks (:\.II\'s) am h"ing consideR-.:! for uS!' ill
...wildl f:lhril"s ..f hrnwlhancl 11.1ckl't switch Mc!LifCl'IUfPl'i. )olllSl lIf IlLl' \1I\'s ("(111-
1'ii,I"r'~[ ar,' 11111;<'(1 r'll 2 )( 2 switclJin,::: t'il'IIll:'IlIS (5E... ). Thronghput p,'rfonllunc('
is ,1"I~r:lIl,~1 mainly dm· III tIl\' hasic Si7.l' of tIll' SEs. III tllis work. IIII' 13alnlll"'(!
GnlllllW lOG) 1Il'lwllrk, It llIulliptlth \[IX. wllil"h f{'alurI's -I )( oj SEs has [w('l1 Sllld-
i,·,1 ill dr'fnil. ,·\rl'hil('('lllrc. fnul! loll'rallce. fl'liahilit,\' lIud h1lnll\'"r" romple:-:it,\' of
Ill/' DC Iwlwnrk an' COl1l[lnn·t[ with the 2-rl'IJlirlllt'd 2-dilnted Dall,vllli (R2D2) net-
Iw'rks :1lL,1 till' DntdLCr Onn,\'1\1I (DO) networks. .-\ IICll' simple routillJ; algorithm
tilL" h''l'll propOSl'lI for tile DC Ill'lwork 10 ('lilian!,'€! its fatllt lolertlllce rapahility.
S\\'ilrhin~ Iwrfnnmmt'c i!'; ~nhtll\l;PfI liy incn'a.sinJ; thc sizc of tile h..1Sic SEs ami
Ih"r"II,\' pm\'iclillJ; IIl11hi)Jlc p:llhs hctw{,{,11 l'ach input-ontput pair of lilt> nc lIet-
wurk. TIll' Ihroug:hllllt performalll'C of the DG nt>lwork is stullied limier certllin
HI"lIlislic 1Iniform nutl lion-uniform lraffic ronditions, These perfomHlllce results
:JrC t"OIlljl<1n'i1 with tile R2D2 111111 the DO nell\'orks under lite sam.... traffic comli-
linns. Pl'rfOrlllall« alltllysi~ Rill! simulation ",suits have showil high IhrollJ;hpul
Ill'rformnll(,,(, of the DO nctwork t'n'n in Illl:' prl'SCnce of all SE fault. It hns IK't'n
fOUIl,l that the fnult tolerance properties. r...liahility alld Ihrol1V;hpUI performnllcc
of Ih.. DC IIt'lwork nrc nmch superior to those of the R2D2 IIl1d the DI3 networks.
Dll'~ \0 incn'llsNI Iliroll~hJ>ul performancc of the DG lIct\\'Clrk it may he cousic!-
m'd m; 11 potential caluliclate for nse in switch fahrics of brondhmul packet switch
nrl'\lil,'t·tllrt~,
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in n "il'll!;1l llll'rp;rr of tlil'Sf-' two fields. Til,· n,)I';1111"',o,; in rUllllllll11i"nl j"l1 1",-111101·
of Compl1l~rs rilll he llttrihutf'l1 to hi).\h sp,<,·,l.", 1ll111tipl,· pro'·..s..... ,I"S. ,["\',,1"111111'1111<
in soft\\'i\I'L', dfectiw· illlcrCOlllll'l'tinll IIf 1ILl'S" prm','ssnrs 1'1", Th,·!'p hns Hls" 1""'11
rapid ,1('\"l;'!oplIwuts in the field nf \'f~ry Larl-;c $l·a],· Intl'j.(rat'·11 ('ir"1lit" {\"LSI).
Du(' 10 illcreasillll; nce,ls from IISt'fS lind gn'lIt"r ,1"1ll111ll1 uf l'at'iollsS"t"\'in'S I'll,.], 'IS
voice. fulllllOtioll video, data elr.. n's,~ardlt!rs slarlt·d Ill1lkiuJ.( 111101111" t l"HrI.o,;lllL...<;illll
mediUJll which could cffrdivc1y IUlIldh· all thl~St· .'wn·i,·"s. ITLT_T (orh.:illldl.\' 1"1.11,,"
CCITT) ltasilefilled Oromlhalld !l\t"l-(mt,'r! S,'rl"i,'I.'S Dil-(ilal ~f'tll'"rk (O-ISI);\") as
"n sl'l"I'ice rClItlirill1-\" tnHISlllis.<;ion dlllllnds 1:lljlalJh'lIf SlllJ[lortillJ,!; tail's I-\tl';lh'l" II,atl
the primary rnle offen'll hy the existing dl"l~nit 111111 1'1ll'ket swit.'·!Il_lll"tll"urks" [l],
This inte~rated network will he e:lpahl,~ of SIlJlIIJ,riuJ.l M'rl"iC/'s Sill'll :IS \'"in'. dal.,.
flill-motion video etc, individually or ("OmbilHlllllll ill tlu) CWoif' or lIlulti·JlII_lia 1"
rariulls pJIIl:I'S ilf varsilll-;" sJ)('l'ds. This is illnslnltl'd ill Fil-;"Ilrl' 1.1 whirll sllo\\"s II
D·[SO:,\ IlI'tll'ork 1'lIrr,Villl-;" dHft'rell( payloads, ,\sync!lrolllllls Tralls["r :\Iudl' (.-\.T:\I)
hH.~ ],1'1'11 illl'lltitil'd hy lTU·T as a SlI'itchilll( systC"1ll ('apahll' tlf 1lll'I·tilll{ the' r~·
qllin'lllt~l1ts nf D-ISD:-J slIdl as w!r,\' hi~h Illrnll~hplil. low switl·ltin~ rl"lay, a JO\I'
prllhllbilit,l' (If p;l('kt'l lOo'Ss. ,~xpl111d<l]'i1ily. tcsllihilit,\'. fnull lok'l'nllc(' (FT), 1,"\' (,(lSI,
1I1lt! abiJil,\' In adlicl'l' hrouIlcm;ting as well as 1l111lticastill~.
1.2 Asynchronous Transfer Mode
AT).I is n p;wkd·orieuted transfer mode tlmt list'S uSYlldlrollOllS till II' dil'isioll
nlUlriplcxin~ tcdlllifl\lt'S \\-ith thC' multiplexed informatioll tiow h!'in~ orl\"anizel! intn
ltlllrks of fixed SiZl', called cells [31·[61. Ani is also kno\\'u h.l' llaIlH,'S sudl l1S
,·\s~'nchrnllon~ Tilllc Didsioll alld fast Packet S\\"itdtin~ [-IJ, The pack,..ts ill thl'
:\T:\I lletll'orks nre cnlle<l C('l1s. Ellch cell consists of 5 h:rt('s ()f IWlldl!r aud ~8
h,\'tl'S of inrorrnatioll field. This is shown in fi~\Ire 1.2. The infofl1mlion field
is transportt.~1 tmnsparently hy an :\T~I network without allr proccs.~illg. erll
St'qHl'ncill~ is pn:'set\'ed in nil AT).I network.
\'irtunl circuits lIre eSlnhlished hetween the users hefore infornmlioll is ex·
dU1l1ged in lUl AT:\[ network. This is done hy a collnection set-up proccllure.
Similar loother switt'lIil1~s,ystems. O-ISD:'J protocol reference model for AT~( con-
sists of sc\'eml layers. Tllis model hns heen explnincll in (letA.il in referellces [-1]-[61.
An AT~I pnillic $witchNI network is showll in Figure 1.3. It CIlII be Sf{!11 that the
pHhlie AT~llIctwnrk connectslhe locnl AT),l networks, ""liese local AT:\[ networks
:1ft' in lurnarc m:ull' np of 11 llllmber of AT'I switches.
AT:"l s\\'itchiu~ networks arc currently exp('ded to operate at 155.52 or 622,08
Ht'ga hilS Ill'\' St'l'Olld Ill. rnlll\'t· lll'l\\"orks arl' "XPI~'ll',1 lit 1l1'"rlll,' "1 1 Gi~n hili'<
Pl'l' s''I.'und or more, n''S(';ll'i'!L i.~ h..ill~ ,'nrri,'d 11111 in ordn I" lind ;1I1 ..\T:\l ~ll"ildl
haviu).!;H'I'.\' hi~li throughput, 1011' ... ·11 [,lI'.~rnlin"rlhl' c,rd"r"I' In-"all,l ],'IIW
1.3 Asynchronous Transfer Mode Switch
Fabrics
\'/lfiOIlS AT:\I s\\'itdH's nrddt('('tnrC's hM'f' I"~'II Ilrfll)CJ,~,'cll·l]. [7). SUI1\I' IIf 111!'~"
hromlhl\1lCl Jlllcket s'\'l!ch lll'cltitpctlln:"s illrllldl· llll' !\:noc'kClll!. Ih,' IlUX;llItil', III!'
Coprin, the ..\thl'lla, the St. Louis. tIll' Starlitl', the' :\.IOIIIISldll(', Tlll"lH'\"S ISP,\I
slI'itch('s Illul th(· !Jall.\'I111 Ilf\s,'([ s\\'itdlL's, TlJ,~' ,~\I"itclll's ["nil Ill' das:-;itil.1 illt"
thl"ee Cllll'l;ories: the sh;m'(\ 1lll'I!iUlIl, fhl' shnn~llll\·l\lor." :Ilul 1\1I' spm-,· ,Iirisioll
nrd!it('('tl1fes (SI, In this Il'ol'k. til{' AT:\! switch fahrit' \\'hidl \lSc'S SpIW!' dirisioll
1l1'C'llitef'tlire isconsi(h.'r{'fl.
An AT:\I switch consists of.\' iU\l1l1 porls all/I S fIlllJlllt porrs. Elii'll illput J,"rt
is ,;olllwcl€,f! tocI'€'ry output pl,rt hy all illtl'n:nllllC~lil'll Iwt\\1,rk. O,Us arri\'iu~ at
tl,t" illlll1t port5 lire s\\'itdled t(llhl' re{Il((,~II~1 onl]lIL! port h.\' t1lf' illh'l'1'Ollllt<'li"IL
ll~t\\'ork. This i5 ,~IJO"'II in F'ip;lln~ lA.
TiJere are5Cl'eta! intl'ITOlillediolt nelll'orks r"l)/Irt"d ill \,l'f"I"!'lll'('S 19111111[ [JOJ, (Jf
1111 thesc intercOllllection l1cl\\'orks, Ille nos-shill' type b tile Silllplf'SI 111I1~. Figllrl~ I..)
shows ncrossbnrintercOllllt'Ctiol1 tlet\\'ork ('ollliectiuil illPllt links tn lhl'ollt!tlll link!-;.
There life severn! factor:> ilJ\'ohw! dnrilllt th,~ '~\'''[lIatioll of tlU' ,'lIs1 of :\lI ;\'1':\1
lletwork 1111. [12}, Tlie cost of an AT~I switch fllbrit.' Illld IW11I:1' till' !'(ISI "I' IllI ,\'1':-'1
net\\'orl;is mainl."dependrllt on tlll~('fQs.o;poilllCOl11]lll!xitynflh,! AT:\[swilr,11 f/lllrh-,
The cost of a switch fahric is dinoctl,Y dejl('t1dent till its r:ro.~.~JlfJillt cfUllpl,'xity II 1].
TIll' '·rfls:;poillt ctllllplcxit.r IIf 1111 .'" X Y l·rns.~mr iii .\~! (8]. Dill' [Q ,hi' f;l.ct Ih~l
lll'll\nrkli (:\II~s) 1m: hcillJ.:" ("(Illsiflen·d for 1ISf' in AT:\I :uritC"h fahric"s. TIll'rros.o;poiul
1ll1"1,'llltllKt'is tllI,,,I,, pr~..sihlc at tlip ontput ports ill n'rlllin :\II:-.11i IQ in('\l'a.w Illl'ir
Ihrnn~lip1l1 pCrfnr1lIAl1C""S,
1.4 Multistage Interconnection Networks
\loSI of tIll' AT\I switch fnbrit's nrc cOlllpll'icd of 1\ lnrw' lllllllher flf ic1eulklll
hn.~i(· hllildin~ hl(ld:~ or switrbillJ.!; dements (ZEs) which form n :\11:-:. COIll!llex SEs
hn\".~ l,eE'1l ll~[ onls in certnin CI\Ses such as Ihe Athenlllllld Ihe Rox.anlle switdll'S.
\I05t oflhe\lI:"lselllllloy \"eF:\'simplcself-roulin~SE.o;.\[05t oflhe \ H:'i"scollsidelt'll
for lise in AT\I switch fnl)fj('s employ Danyan nelworks [131 nnll cnhnllCClI \"prsiolls
flf the Dnuyall Iletl\urks (I-lHIT]. The D;l.n~'an Ilet"w\; is a )U:X ("(Insisting of
1000Y stages of 2)( 2 SEs, Il.ith ~ SEs in e.1th stngt nud follow destination till:
nlJ..'Orithm for rOllting the flo1tkets. In the destination lal{ alf:orithm. fltt' hinnT)'
[l"'llnosentatioll of t!lt destination of II pncket is lI~lto route tilt' packet throllll;b
the network. 1£ the routin,; liit for a I,arlicular~tll~(> isO, ,Ilen tILe p<leket is rontell
thronJ,:h the upwlIrd link. Otherwise. the pAcket is routed throu~h the downwanl
link of the SE. The Dnnynn netl\'orks are unip~th :\II)1s since thefe exists exact\)·
IlIlC poth hctwel'lI nil illput port 1lJl(1 nil outp\lt pOl"l. The I3lll1Y~1l networks suffer
throuJ,:hput lilllitntiolls hCCllUse of the 101\' throllJ.:hpllt of the 2)( 2 SE. Due to this
n'l\SOlI, enhnntL'<! \'crsions I'Jf the Danyan networks nrc hcing Wilsidered for use in
thl' AT:'-.I switch fnhrits. Tilt5€! :\II~salong with certain other \1I:"is which Are used
in COllUCClil:!-t l1lulriprocl'Ssor !',\'SII'IIIS art' l'xplailll',1 ill till' fll!lO\\'iug '~"I'II"t1S,
1.4.1 Batcher Banyan Network
The main rlrnwhack or thl' Dan.l·an 1ll.'!lI"orks is that IlIl'.\' llH' inll'rttnll.\' 1111 ...kil1~
in til(' sense thai two packets dl'Stiut'11 f(lr 11\'0 l!ifrl'l"I'nt 0I1IP11ts lIm~' "nllid,' tn nil,'
of the intcrnwdiMc lIodt'S. It has 11I'('n sllowll thlll pal'kl't!' will nut hl"l·k within
th(~ OaJ~vall networks if (\l(~ iUl'oming pack('ts an- WlJIJl;ldl~1 nnd llil~ir dl'stinat ion
addresses arc monotonic and IlOtl·wpent1,'<! Ill]. Tllis is tlu~ hasil' idl'a 11I'biud IIU'
00 network.
The 00 network consists or a Datchcr nelwork follm\'l'd hy tilt' adwd Oall,\'Hll
network. III nn S x.Y 00 network, the Onldwr nrt\\'ork is Im.'lL'11111l hiIOllil'!>llftilll-\
clements. whicillHe nrrnngcd in )01(2 ,y x ~'2"-1) stnp;es with t sudl "It'llll'lIts 1'1'1'
stnge, An 8)( 8 DB netll'ork isshowll ill Figmc l.Zi, Thl' lotaluI11ldll'I' nrSEs ill
II DO nelll'ork is equal 10 +x ({log~ .\')1 +lop;~ .\'). A dl~slillalioll 11'~ alj.((II'it!tlll is
rmplo'yClIIO route the packets within lllt"' DanYAn networks.
1.4.2 2-Replicated 2-Dilated Banyan Network
The R2D211etworks are forll1t~1 h.y dilation ofrlwlt link ill the Ol1llY:lIlIU'tll'lIl"k
followed IIy a replication of this llilated Dallyail JlCI\\'OI'k. 'flu.! duplicat.ed lillks an~
connected to the same SEs as tl111se of the ori~illallillks. The lh~t stHW~ sr::s of
the 2-r('plicntcd 2-diintcll DnnYll.nll('t\',,·ork.~ nre C(IlIIlcCtcd 10 Ilmltiplcxel""i. TIll' two
2-dilated Danyan networks arc Clllled HS subnelworks A anll 0 ill this t.lll~is. An
SE in an R.2D2 network is referred as SE,.j.l: where i illllicHt(!S tlw lay!'r Ullllllll'l".
j indicll.lL'S the stnge number lIllll ~. illllicl.tcs the row UUlI1hl:r. All 8 x 8 R2D2
nel\\"ork is show1I in FiJ!;ure 1.6,
DanY1l1i 11I~I\\'flrk. Faults ill ('itlll'l" of 11Il' 2-dilalfl!1 Dall~'nll IW1II"Orks arC' llulifi.!d to
Illf' ltllilliplc)wrs. If 11 f:llth i!S lorat.!" ill Oll(' of Ih('Sl1hllt'I\\·ot"ks. then tlL(' tl1ullipi.·x-
l,rs 110 Ilot smul :IllY pllc'kcts to lltat sulmct\\'nrk. .-\11 pack(·ts ,1rc rOIlI('d tl1roll/-;1I
till' f:ulll-fn'l·network. Tllerl' an' l·XflCII.\· t\\·o paths Iwtll"('l>ll each input aJllI oulput
port in the 11202 ndwnrk.
1.4.3 Extra Stage Cube Network
The cxtm stage rlth(' (ESC) network [18). [Ull is deriwd from the generaliz('d
nt!w \1I:'i 1201 hy mldin~ an extra staj,\(' to Ihe input side of 111(' network alOllj,\
witll lIlultiplrx('rs aud c1clllultipl('xcrs at the input and output stages. respef:ti\·d.\·
as sho1l'll in Fip;llre l.T. TILe last stage and the first stag(' haw a similar connection
pntt.!rll. Each of these stages can he enabled or di~alJled by the nse of the .wnilahle
11i1IltiplcxE'1'f;and {Iemultiplexcrs.
:'olnrnmlly, the nct\\'ork will he set so that staj,\e II is disahled an<l staj,\e 0 is
enahlc!l. If a fault is foulld after running fault detection and location tests. tilt'
network is recollfi~llrcd. .-\ fault in a stage n switcll re<luil't'S llO change in ndwork
(,ollfi~umtion;stage /I rcmnillS c1i~ahl~1. If the fault OCCllrs at stage O. then stnge
II is enabled and I'll n~e 0 is (\isahled. For II fault in a link or ill a switch in stages
/I - I to L hath stal-(es /I and 0 are enahled.
1.4.4 Augmented C-Network
The .-\t1~ull'nted C-nctYo'ork (.-\C~) [21) derives from the C-netll'ork. an X x .\'
~1l:"S hn\'in~ /III nrhitrnry numhcl' of stnl-;es of t 2 x 2 crossbar switches t'ach.
Slttgt>S an' lLUlllhel1'il 0 10 11 - I from iUlllll tn oUIPl1l. ('-llt'II\11rk." an' lIdl"'rk:o
which s;lti."ry the Jlroperl~' thai Ihl' SEs illl"'l'~' sin"". "XI"'pt tlL,' !:L"llIl\t', ";111 Ill'
h'l'O\lp~1 illtn Il.'lino s\lrl! Ihat l'ach pair is COIIllI,'I,'i! t" 1\ ""IlUUtm \);Iir "f SE." inllw
lIext stagt', Such SEs Mt· c.IIIC(IIIS 1'01ljlll-\:ntl'!",
The :\C:\I prot'illl'S 2" dislillrt p:tllt!:i 11("\\'('1'11 ;111,\' ~("Ir,'.' aud d,,,,,'illill inn: IUl'
most of these paths nrc not disjoint. ROlltill~ ill ,Ilt' AC:-.I is pn,li ...atl'll "II a rtlllliJlJ..:
'l'l!: schenll' existiul-\ for tht' particular haSt.' C-lll'twnrk. \\'\11'11 ,Ih'rl' liT" Uti rllnhi>
or when c('l"lllin SEs lire husy. the lag is t1('t"rl1litll~1 11IId illll'rprl'I,'d h.\· tll(' A('~
ill tile .<;;nmc 11131111('r liS it would have bl'Cll dtllll' illlh,' hast' C,nl'lwork. O'hl'I"\I'ist"
tile two proposed roulinK strategies utilize I."tlt the stnlldnr,l path and I'"ujugal\'
p<1th switches 1211, .-\n 8 x 8 AC~ ronstructed frolll all nUll'XlI nctwork l:!211lr tli ..
s..,me size is shown ill FiJ;llrt' l.8.
1.4.5 Merged Delta Network
All .Y)( X lIle~ed delta. network l:\lD~) result!! frollll'rr~....lillkillg 111.... I'IIm'·
sponding stages of C copies or 11I1 ~ )( ~ c1eltll nctwnrk, TIll' ,Mtn lIdl\1Jrks lIrI' a
dnss of Iwlworks that inc:lude tlte xenernli7.ccl culte lIl'lwork. All :\lD:'l d"lInll·,1 hy
C-:\lD:'ol indicates explicitly the numher or COI)ics. The hasic swi't'h ~lr tlll~ :\ID~
is 1\ 2C x 2C crosshnr, \\'ith IOg2'V/C sta!-:cs. An 8)( 8 :\tD~ wilh C=2 is shUl\'u
in Figure Ul.
Routing in ~tD:\' is hased on lbc delta lIctwork routiu/( proeclluw, Iloliliu/(
informntioll is iuitially pnsseilto Il lIo11·faulty switch ill Mage O. From Ihel'l~, "lIf:h
switch ill stage j rorwardslhe information hy dJonsiug with l'jllill prnhlllJilily !JUI'
of the copies. If the selectC(1 switch is faulty, 1Illotl.cr cupy is dltH!lI, :\t .~ti'"'~ /1- I
the switch output is chosen to rea.ch the inten(k''f! dl'SlillatiOIl.
1.4.6 F-Network
The f-Il('twnrk 1231 iJII/\ 2'" x 2- with II + I stnJ;('SoC.Y = 2" sldtchcs{'ach. Ihat
nre ill ~"lIcml 4 x 4 sclectorll. An 8 x 8 F_nelwnrk is sho\\"11 in fih'llrt' LI0. TILl'"
F-Iwrwnrkcnn cUl1llntft rht'lItructun'ofthe wmemlizCflcuhe nel\\'ork. AI ('ac1l stll!;!.'
I'.~repl Ilie oUlput slnJ.;e. 111"0 diffcll'llt switrhes cnn he selccICflll'hil(' lJIllintninill);
till' sallJ(' (lt~tilllliioll. A fnullY 01" n husy switch is :woitlcd hy taking the nltertlnte
llllih.
1.5 Motivation for this Thesis
Th." Illl1lYlIll uet\\'orks sulfer throul!;bput limitation clue to their ha.<;ic SE!5 wILil:h
:1fI! 2 x 2 switch('5. Evcn though the Oil network is 11 Ilonhlockinl!; switch ror
perlllutation traffic it i.'l hlocking muler realistic traffic ronclitions. The tllroughput
or llie Oil is severely flegraded limier realistic traffic conditions. ~loreO'"ff. ncither
the Banyan uor tile DD net.."Orks posst'SS all.Y IT properties. All tbe ~IL~smention
ill the pM'ious St.'Clioll also IUl\'e lo\\' throul::bput hecall5e they accept only olle
!l.1ckct nt their Olltput ports in each cycle. III order to he used lIS a switch fnhric for
hro.1dhand packet switch architectures. ~-II:'lsshould possess hil::il throughput rIIte.
The throughput of the R2D2 nnd the DG networks is increased hy illcreasinK the
size of their 5E8, This thesis work nims ill e\"ohmtinK the thrOlllthpul perfonnnnce
of thl' Oil lind the 0202 :\ll:'ls lind the DG aetwork [24), Since it is difficult
10 simulnte the renl time Irnffie conditious expected in Drol\dll1U\cl Packet S"witcll
Arehitcl'llill's, thl~ performnnce of :\IINs under certain well known traffic couditions
nfl' stllllied ill order to l'Stil11nte their performnllce ll11dtr renlistic traffic conditions.
If Ihe switches are to he used ill n relJlote ell\'irOllmenl. ~n~s con:;;iderf'l"1 for lise
shouM he hiJ.:hly rl"linhh'. AllIIrI fmlll throughput p,'rforl1lalw,', IIIl' ~1I~ssllltli, ..1
in lilis tlJl'Sis afl' n1lllplHt'll wilh u-spwl llllmnhl":m' ,·"mlll.'xil.'·. FT and rl'lillloilil~'_
in this tIL.'sis.
1.6 Thesis Organization
This thesis l'ollsisls of six rhapters....\,.11 illtro,lur'lioll i,hnUI :\'DI an,lltll' "It·
jeclhl' of this lhesis wl'Irk WE-n' provilled in pre\'illlls sl't:liIlUs. Til., DG 1I1-11I"{}1"1,: i~
disCllssed in Cltnptc'r Two. The hlll"dwan.' l"olllpkxiIY_ fJl1I11 lull'rilll''"l' illlli n-linhil·
it,\" analysis. of ~IIXs is ]1rl'sclltcd in Chnpt(,l" Thrn'. PI'rl"!lrlll:lllrC "I' :\lI.':s lluclc'r
certain unifoTm anc!1l011' uniform tmffic patterns is PI"I'lll'III,..1ill elmplc-r Fllllr. P"T'
formnnre nnnl.l'sis rl'Sults of the OC network ill lhe ]ll"ll'il'IlI'C (If SE rl1ulI is ,lis"lls-o;,..1
in CllRplE"r Fh'l'. COlllrihulionsof this Ilu:"Sis :l1(J1lJ.: willi SOUl" l"('("flllllllelllinliulls fllr








Figure 1.1: A B-ISON Network [2].
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Figure 1.6: AD 8 x 8 2-Replicated 2-Dilat.ed Banyan Network.
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Figure 1.7: An Extra Stage Cube Network for N = 8 [2].
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Figure 1.8: An 8 x 8 Augmented C·Network [21.
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Figure 1.10: An 8 x 8 F·Network [21.
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Chapter 2
The Balanced Gamma Network
2.1 Introduction
Ullipath lmd illulliplllh ~1I:'ts discus,'>eil in the prc\'ioull chaptt'r mE' heill~ ex-
]wrinJ('nted for lISC ill Ihe switch fahric of hro"dlll\llcl Ih'\ck('t switcl. nrchilcctutl'S.
III this chapter. .\'(" anotht'r lIlultipnth ~n~ cnllt"tl tilE' DC network is introcillcl"li.
TIle DC network 1Il\S multiple paths to roule Il p..'\cket (rom a source to n tlcsti-
111llioll. One tn 1lI111tipl~ paths in the network. l>ackeu elm he routed tlaroll~h tilt'
network 1!\'Cn in )ll"CS('lICC of failures of some of tILe switchiul( elements (SE.'l) in lilt"
IIl't\\YIrk. ~Ioreover tbe DG network is capaille of ll.C'Ceptinll; up to four packets III
"neh 11C'Slintitioll during Itach cych·.
St.'C.'lioll 2.2 discUSSl'S the !'ltructllrt.' of the DC network. The routillj,\ al!(orithm
followNI in the Be network is presented in St.'Ction 2.3 followed h~' a Sllllullnry ill
Section 2.4.
2.2 Structure
Tbt' DC network [24) £ealurrs 4 x 4 SEs and is derh-ecl hy the ellhancr.l1umt of
till' WlIlllnn 1ll'I\\'ork. An 8)( S ).\:1\11I1111\ network {25J is illustrated in Figure 2.1. An
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S x S ~i1lllll1a network I·onsist.~ of OIl!' I'taw' nf I x;l SE!'i. follnl,",·d 10,\' '''.It!.'· - I
sla~l':; of 3 x 3 SEs and lilUl.l1,v Ol\C sta~l' of 3 x I SEIi. Eal'll lila~1' "f tIll' ~allnl\1l
network ('nn:;iSI~ (If.\' SEs. Til£' itl! (0::; i /f'I/ S)SE illllw jIll (ll ::; j ::; I,,!t~.\· - ~l
stage is conl\ected to SEs i. (i + 2J ) mod S 111\11 (i - 2J ) mod S, in lh,· U + 1)lb
stag(', The l-:alllllUI network cOllsists of t\\"il'l' tlw 11l1l1lh"f of SEs ill ":\1'11 :"la~,· U!'i
that of tILt' Dan.\'I1ll n£'twork for th£' SI1111l' S.
In clIse of fllilur£' of n SE in the gumllla nrlwnrk, Olil' nf till' lLllll'lil\'ni/(1I1 links in
the gamma network can he consideH'11 as all altl'matil'" for till' 01111'1' lIoll·stl'1li,LI1l1
link lind a fe·routing nl/!;orithm Will he dl!velope!l to l~xploil lhis 1'l~111l111:1IIl'Y. I'lo\\"
t'\"Cf, the strnight link does not III\\'C all n1tcrnati\'l' link aud h,·('ou\l'S llll.' 111"1'1
critkal componenl. Helice tht' galllllll\ network call III! vil'\I'I~1 as nil 1lIlhalmll','d
net\\'ork,
The ga11l1llil. network is halanccd hy adlling 111\ extra link to l'lll'h SE. Tllis
additional link in an ith SE of jth stage will b(~ COll1Wl'I,·d III SI:: (i + '11+1) mll/I.v
in tile (j + I jth sta/!;e. TIll: SEs ill the last stage of the gamllla lIl'twnrk an' n'p1:II'!'d
hy Imlfers to forlll the 130 network, Til!'!${' hnffers rur~ 11"siWH,'11 10 ;1I'('l'l't lip tll
fOllr packets during each cycle. These hllffen; collt'r't Ilw "1l1l:nlllill~ 1111111 frulli
the network and feefl them to the respective d('stillatiolls. Silllillll' III till' Wltllllllt
network. the DC network consists of,V SEs llllml)(.!rcd 0 to ,Y -I ill "111·11 SIIlJ.\l~ an,1
II =: 10m.\' stages numhered 0 to " - 1. This network consists or I x ·1 SEs ill IllI'
first stage anel 4 x", SEs in thc suhsequcnt stngcs, A tG x tG GO III'l\\'(lrk is shown
in Figure 2.2, Figure 2.3 SIIOWS a recollfil-\uration or the 0(; llJ!twfIll thall'xplidll.r
shows its block strw::tme rlml llloliularily. If the output 111l1f(!fs in Figllft· 2.:1 nft'
replaced hy concentrators, thclI this lIetwork is illenliclll to the l\appa \l!~lwr,rk !2ijl.
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£.,('11 SE ill llie DC nelwork i'i flddNS'l('(I1l.s SE•.AO S i < S.O S j < "I wileI'(> i
ilJllirnll..'S lllf~ SE IlIlmllt!r within a slll~eaml j t!J('stal;(' /Illlllher. Within the ~x~ SEs
the illPlll porls lire 111l1ll·.1! as inpnt upfM'r (WI. input ll[lpt'r middll' (lL::\I). inpul
10""'r lllidll1.~ 111.:\1) 1Iml inpul lower (Il). The olllplll ports arc Ilillllal as outpul
"pl"'r (OU), oulllUt nppl:r mill<lle (OU:\!). output !tnl'('l" middle(Ol\l) allli onllJllI
low('T (OL). Each ~ X ~ SE, SEi .}. is tnnnectt'l"l to SEs SE;_1'J_I. SEi_'lH,j_I.
5Ei,j_I, ami SE'+1,*I,j_1 frollllhe prc~'io\ls stn~e nnd to SEs SEi _ 2'.i+l. 5Ei ,j+1.
SEi+"lt.i+l, SEi+2'''IJ+1 in the next stR/-Ie aSShOll"ll ill Fil-\me2..1. Each SE 5E;,1I_1 in
tile lnst stll~(' is cOllllccter! to the output hll!f('TS (;_2i .j+I). (i.)+l). (i+2i .j+l).
(i + 2)+1 ,j + 1). The link5 connt"Ctl"t1 to Ol':\! nnd ODlare cnlll'r! Ilormfllli"h
RIIII the links COllllcctClI to OU nnd OL are callNI "ltrrllnte nll£-&. Hereafter the
links rOllncctl...!lo outllut ports OU. OU:\I, QDI and OL will he rert'rrei! to as au
link, OU:\f link. OL:\!link and OL link respC('ti~'ely.
2.3 Routing Algorithm
Tile DG network ori~illally Ilsed a tlistance tag al~orithm [241. To en!Lance
11ll' fault tolerallce properties of the DG network a re\'erse destination t~ routing
nl~orilhm has heen Ilrol>OSeCl in this thesis [271. III the reverse destination tn~
rolltin~algoritlllll. the rOlltitl~ tal-\ for 1\ cell to he routl,...1from source 5 to destination
o is the binary rcpr('Selltation of D. viz. r111_II/~_2r1J1_3 ...llo. The SEs interpret the
tn~ ill tilt, rc\'crse' order. i.e.. the SE ill MngC' 0 switches II. packet hnsd Oil hit lin.
SE in .dnrJr:' 1 switcllf.'s !lnsecl 011 hit 111. ;\lul so Olllllltil the SE in stagr 11-1 which




This mlue 11 is IlSCtI ill tiwitclLilljl; a pac-ket lit 1111 inpul port {If illl SE ill "lit' sliI/:,l'
10 the next st3,::e, An SE SEiJ roUtl'S II llarkl'1 lhrnujl;h till' OU:-'llink Wh"ll <l i:<t1
anti the tn,:: hit is 0, or \\'hl.'l1 n is I allll ta~ bit i~ I. IIml Ill\' OI.:-'llillk wlu'll" is
o IU\l1 the tajl; bit is 1. or wllell n is I alHlllw til~ ilil is 0, Pa{'kt'ls ;lrri\'ill~ al Iht,
input port of an SE art' rOll ted IhrCllll-\h the illtcrnntt' links olll,\' if mon' Ihan Ulll'
llRcket is to he routl'll thrOll"11 with the SUlIl(' tnl{ hit 01' wltl'n 111t~ SE.~ l'OIllIl'i'II'tllll
normal links ill the next stal{e are fault}·, A1'Itllt'rt' un: {Nlr inputs "nmill~ illlo t'(wh
SE, it is quite likely that. in n S;in'n Q'c1e. more thaullllC II;wkl,t 1llay ,mivt, at (Ill
SE with 1\ 0 (or 1\ 1) AS thl' Ill'; hit. It is eas.\' to J;('i' lhat ullIn 21l;Il'\WIS wirll II...
sallle tn~ hit can he rontC(1 without any loss. If thn"i.' ur mun' illl'nls rt"ljllin' IIII'
same output link, any twn art- arhitmril,v Ch05t.·ll allll,h.' ro"t arc dnllllWfL If tl...
cells from inputs nre to I~ routC'd throu,::h tILe OU:\1 lill", tlll'll IIIII' n'll il'l rllull'll
lhroll~h tlle OU:\llink <lnll the olher is rotlll"(lthmllJ.:h Ilu~ OL link. Sillli1llrly, if
t\\'o of the incominv; cells IIrl" to II(' routcd throllV;h tl1l' ()L:\llink. tlli'li 'JIll' L'l rflllll"li
throuV;h the ODllink :Illd tILe other is routl'fl tllroU,a;:h Ihe UU link, TIll' (1I'll1ill'll
roulin~ proe«lurc is given in ApPl'lltlix A.
An example of this routin~ 1l1v;orithm is (It'pieled ill fiv;um 2':j whit-II sllUl\'s IIII'
p<llll taken hy a packet From sonrCl' i to Ilcstilllltioll l:t ill a IG x IG DG lll~tll'llrk,
TIle deslillatiOtl tap; us1.'11 for rOlltinj!; the pal'kcl;f; 12 in hillary whidl is Illlo..
Figure 2,6 shows the rOlltitl~ of n packet Crom Sl"lI1rc(~ 7 In ,ICfililllltiull 12 ill th':
reconfignred 16 X 16 DC network. It Cllil he lIot<~tl thnt in tlu: n:mll~lI;lIr,~1 13G
network, tILe upper two links of each SE lire llli/!(1 for switdtiuJ.: II PIIl'kcl wit II II II
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2.4 Simulation Program
I" ~illl1l1Ht" ~""n'nil \11;';,; Ilwl stud,l' II!!'i!" [H'rfnrm:llln'. TIlls fiilll1l1arion J1ro~nHl1
II"IlS "1Ipa],l,> "f ."iillllI1illilll-\ tIll' pl·rformanr.' of ,Ill' Di\ll~·all. ,ltl' rt2D2 and the I3G
1If'I\\"nrb Tlll1kr '·,'rlllill Irllfti(' NII"liriollS. TIl<' ~'1l1T('1l1 work iurhulprllllnditicatillll
mid !'1l11H1WI'IIll'1lI IJfrlJisl;llrtll"an'.
TII{' ~illlUlllrillll IlfU.l1:raltl Cflnsists (,[ [nUf maill Sl'f',iOIlS - llcl\\"Ork rll'tiniti(lll.
lrank w'w'ration. ~I\"it('hinli: Illlil r,'!'u]ts Sl'rtinlls, TIll' lll'llI'ork ,lcfinitjoll ."l'l'lirm
Ifllllit' I'llltt:fIl is ~"IH'ra!f'd h.I' tlw traffi" J:;('ueratiOll part and tlwll swit.hrd Ihrollv;h
!III' IWI\w>rk. fill"n.\, ,lil' results an.' enlculalNI ill the results S('('tioll.
TIl<" 110'1\' rnu I illl-( algorithm ]lro]ll~5Cd for the DC networks 1I11S been illl]lI(,IlII·nti~d
ill till' simulation IlTo~rnlll, Till' prognllll is no\\' cClpnhle of simlllatill~ tl1(' perfor-
tlWllce of tlu· DO ILf'tworks. Performllnces of tIl(' D[\n~'l\ll. th~ R2D2, the Dn and
tlie 13G Ill'tworks under the tlw permutation. tlte hotspot. the cOllllllunit,\' of in-
lt'n'sl ;Illtl till' hursl," traffic conditions. to he dis('llssl~1 in Chapler "J.. ban' hl't"1
i'illL,'r ;uldl'll 1o Ill{' ,'xisting pl'of-(ram. 01' the existing soft\\'1In' has lJeell modifil·d 10
illdndt' tlwse" Th(, [nilun' of an SE in the DC 1It:>1\\"ork has also heen simulated so
dill! Ib,· perfnl'llllUll'i' uuder f[\i1ed l'Ompollcllts can ht' studil'll.
2.5 Summary
.-\ lllultipath :'III\', rallell the DC 1Il'lll"ork ft':lIl1rinp; _I x -I s\\'itdlillltdnlll·lIl.~ hilS
hl'ell pr('sclitef] in tllis chllpter. EI·ollltion. slnll:II1I't' :lI\l! pr0(l"rli"s "f th,- 1.1(;
network are explainet! in ([",luil. S.I'mllletf.\' ;m.1 IIltullllaril,\" of tlu' DC lll'lll'ork an'
explicit ill the recollfigufl'l.[ DG network. The fO\ltill)!; :l1~orilh11l r"lI11I\",~l in Ill!' BG








Figure 2.1: An 8 x 8 Gamma Network [24J.
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Figure 2.2: A 16 x 16 BaJanced Gamma Net.work.
27
Stage 0 Stage 1 Stage 2 Staae 3 OutputBuffers




Figure 2.4: Connections of Switching Elemeot in Balanced Gamma Network.
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Figure 2.5: Routina iD 16 x 16 Balance Gamma Network.
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~fI:"ls arc b{~illg l'X]ll'l'illlcntcd with for uSt.' ill bro.11lhand p..1cket switch melli-
!,'eIUH'S. Slime :\ll~s nloll~ with their routing nil-toritlllll h<ln~ been pxplaiw.l in
ClLnpll.'n; I nlld ::!. There nrc certllin properties of \11:\'g that are 10 1,(' {:oll.~i,l·
erl'd for USl' in switch filhric~ of t bt' I,roadhalld )Jacket switcll architeclures. Thc:;,!
]lwpCl"til'1i of )'II~.~ arc detailed in this chapler.
Tll(' hllnlwarc complexity (He) of lhe \lI~s are explained in Section 3.2. The
F'f propt'rlil~ of \11:\'5 me l'xplaiucd in Section 3.3 followed fly their reliahility
;lIlnlysis ill Sl'Ction 3..1. Finally a sUlilmary is providell ill Section 3.5.
3.2 Hardware Complexity
T1l(~ \ll~s hcill/o: experil1lcllt~d for use in s..... itch fabrics of hroadhand packet
,;wild! llrrhill'('(nrrs have 10 he finnll,v impll.'melltt~1 on haHl\\'llre, ~Jost or Ihe
,~I\ldil':; illlikalc lilt, 1l\lInht!r of crosspoints required to implement tlw switchillll:
l11'I\\'Ork lIS proportional to the hnrdll'lIre cos! [11]. So tlle
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illlplcllll'llled 011:1 silll;lt'rhip. Hl'I1'. Ihl;' main f{wIIS is 011 hI' nossp"iul ""1Ilp1,'xit,\'
of the ,'mirf> :\11:\ inste:ul of takin!; till' Illllnlll'r of dlips n''llliro'l! for hafl[lI"ar,'
illlpleull'lltalionnftilc network,
Th£' He of a 1H'11\'ork ('lUI 1)(> l'tIIlMl'c1 tnlll<' sum "ftll<' hnnlwlm','mllpl,'~dli,'s"r
tIl(' SEsofthc :\II~, The HCof all SE is also{O'fC'I'\"",[t" ;\1', til<' <"rO""p"illl ,','ml'l,·xil.\·
hecause it depeurb 011 the tolal numher of r(llllll'(:linu~1",1\""0'11 Ilu' ill]llll purls llll'[
th£' output portswilhin an SE. TIll' crosspoint ('omph'xil.\" OffIll' SEs ,'all 1", flllllld
hy different methods [11]. [33J. Ont'sllC'h md1ulI[ slnt,'S IIU' 11(' f" 11<' "qllall" 1111'
jlrot!llct of numher of th,. input ports awl 0111Pllt IlOrts, This 1ll000h"d lias h",'n
('hosen for calculntion of HCs of :\l\:"ls in Ibis tll<~ ..:;is, Primarily 1.1", :\Il:-l"s ,lis<'u~~".1
ill the pr£'violls clrllptcrs an' mmlr up of ,..itlU'r 2 x ZSEs or·1 x ·1 SEs,
TIlt, rrosspoint cOlllplexity of all 2 x 2 SE is "qnnll'l ·1, Tlli.~ !Jas 1!l'O'1l illuslt:!!".1
in Figurt, 3,1. Eacll input port is ('1l11lll'("t('d tn lwo nth"t, olltput 1l000t,~ lI'illliu til" SE.
Hence tlw!'e are 4 l'onncl,ti'llIs within the SE nll<11H~lWl' tIll' ,'rossp"iut '~"llJpl"xil.\·
or tllt' HC of all 2 x 2 SE is equnl to --t, Simi1nrl)' till' .'mo;,~poillt "llUIIII"xill'!lr it
4 x -l SE is equal to 16 mHI is ShOWll ill FiRilrf~ 3.2, Hr>tI" til,,]"!, 11]"<,·1 iliPll1 !lIlrls
connected" outpnt ports 1IIld Iwnr.e rl totn1 nf IG rnlllll'ctiuns "xi!;! wil hill tli" SF:,
Although several researcheri!l have prolllliied mor.' cOlllpll~~ I1ll'a,~l1n's for now-
puting the He of an SE (for examp1~. a ~ChCllH! II'hkh ~i\'t, ,lilfl'rr:nl \\,,'ighls !u
the !lumher of crosspoillts, th(' totnl lltll11ht'r of input IIlId lIUI]l1l1 purls, 111111 11ll'
fll.hricatioll lcdmology), lhe mo~l IlopllJar approadl is to ,'ulploy rlll~ nos.<;poiu!
cOlliplexit,Y, Henc<' lhe choice here,
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3.2.1 Banyan Network
AlI.Y x .\" lJrlllYilll lwt\\"ork cnnsir,;ts (If IOI-!;:!.Y SlJl).;l;"S llnrl1 SEs ill ('I\('h slage.
TIl<' HC nf Hll N x .\' 01lnyn1l l1t'lwrork is l>aknlall'll to ]ll'
y
He( DIII/HfllI) = -t x T X lUI{:!.Y.
3.2.2 Batcher Banyan Network
(3.1)
T],l' [3[3 ru~twork ~onsiM~ of 1I OatdJ('r network to sort th(' incolllinl!; [l<lckets
f..llowed by l\ lJauYllll network 10 route the pHcket~. An.Y x .Y Dlllcher network
l'OllsjS\S of t x /O!1"l_\' SEs in lire Oanynn network anrl +x L~':r"\' i SEs in the
[3,ltdll~r lIetwork.
:\s lliscusSt'd in Sectioll 1. till' [30 is made lip of 2 x 2 SEs. Tire sorting of the
llac1WIS hy SEs of the Ontchcr network hAs to he done IlS fast as possihle. while
the SEs of the Dall}'all network just check one hit to route 11 packet. In order to
lllalclJ llie spcl'll of the DauYlInllctwork. tIre SEs in the DAtcher network must be
lit lenst log? N limes faster. which will he the time taken to compare log";!.\" hits.
Helice. rmlike tire He of SEs ill the OanYll11 network. the 2 x 2 5Es used in tile
Batcher network have a slightly hiJ.\her complexity tllan -I. The HC of the SEs of
the Datcher network is denotell hy 4+ illllicatiliH it to he sliglltly greater tlmn that
of a normal 2 x 2 SE. These SEs Illust hll'-e extra lmrclware in order to compare all
thl' hits used for ro\ltin~. ill onl!!r to sort the packets.
TIl(' o\'erall HC of the BD network is calculated to be
\" 10ll.,.\" -V
HC{ BlJl=4+X=Z x t1 i+4x=zxlolh N. (3.2)
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3.2.3 2~Rep1icated2-Dilated Banyan NetwOl'k
All S x.Y R~D2 network ('ollsi~ls of two.\' x .Y Onll.\·;lll .~\I111H'I\\"lIrk-;. II ilisli
l'omnins.Y I x 2 llmltiple)\crs.
SineI:' the lIlultipll')\ers in the R2D2nctwork ha\·" Oul' ill{llll IIIHII\\"l) ,l\ll\"lls.lll1'
He of these (an he c<luatNI to 2. Sil1r.1~ the I'l2D:! lH't\\'ork l"tlllsi.-;rs of 1\\'" DIlII.";11l
networks. the overall He of the R2D2 Ilctwork is cakulntl'.1 to 1)1'
HC(R2D2) .\'X2+2X'IX~XI",L\~.\'
2 x .v )( (I + 2 x lo~~ S) p.:\)
3.2.4 Balanced Gamma Network
An S x .Y DO nC'l\\'ork consists of 1 X.J SEs ill th,' tir~t ~taw' IUl.1 ·1 x ·1 ill
10';2 X - I sta~es: there are S SEs ill each stage. The ~IC Ilf tilt' I x ·1 SEs b "!lIlHI
to 4. As calculated t'adier. till" He of a.t x.J SE is (,{[IIHI to IG. TIll~n'li,r.· tilt' lie
of the DG network is cnlculntl!ll to he
llClDG) = 4 x:V + 16 x N x (I0~h;V - 1). (a..I)
The HCs for different sizl"$ of the llnn.Ytlll. the DO, ttw R2D2 111111 lh., nG
networks aregivcn in Tnhle 3.1. II call hesecn from TalJ]!'3.1 that tlw no, lIlt" n2D2
nn!! the DG networks have comparahle HCs. Therefore tllcse thrl!'~ lwtwork:; hm'"
heen taken into cOllsilleration for comparison of their performnuo.'s llt1d'~r Ilifr,'rr'nl
kinds of trnffic which can he expectClI in brOlulhand packct .~witdl ardlilectlll'l,!;.
FT calculations and reliability analysis are aIM! .Ione mainly for tht'Sl~ lldvmrks.
Comparison results of other existing networks which lliwe hClm Jlrf)viclerl al e'~rl;lill
places are taken from available references.
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3.3 Fault Tolerance Properties
Tile :\1I~s whinl nrc to he use.-I in switch faliric tiC bro."ulhand pocU! switdl
arrbill'cllll'CS arc fluite complex s~'stems which must 1~ hig:hl~' relinhll'. Tit", I)('f-
fonnnllCC of the ncl\mrk 51101111I1101 he affCCletl h:y the failure of allY of the romJlo·
llI'lltls) within till;' ~II:-J which forms II (l<1.rt of the switch rnbrics. FT is an essential
llIdtir for comparison of the ~1I)ls (281.
The SEs lind the links hctwccn the SEs CIII1 he colJccti\'ely termE'11 as network
{'OllllloncIlIs. A f/lIlll - tolerl'lII' .\-lIN is olle that is ahle to fOllte packets from
inpllt pnrls to the reqllcslClI output ports., in at least SOllie ClISfS. even when some
of its network components are faulty. A fault CRII he either permanent or transient.
Here. it is assumed that fnults are always permanent.
FT is dcfim,'il only "'ith rrspect tOll.dlOsen Iff/lit tokrrlnce IROtlel wltid. has t'll'O
pl\rts_ The fnult mOflei characterizes all fauhs assumed to occur. stating the failure
modes (if any) for each net"urk component. Tbe frwlt tolf'rnnC't' criftrion is the
ronclilion thnt must he met for the network 10 he Mid to h8\"e tolerated a given
ffllllt or faulls. :\-1051 of the ~lt:-ls ha\"e the Irwlt folt>rmrce rriftrion satisfying Ihe
£1111 access property. A network is !jilid 10 IHwe full access property if a packet at
oneo£its input portscau berouled through the network to anyo£i!s output ports.
The fault tolerance lIlorltl.the In lilt lolerallrf' criterion and the la1l1l toleran~
IIIt/hOtI used under component failures to he used for the :\1I:"Js discussed in earlier
dlllpfcrs nre given hdow. Any ndditionnl fallil tolermll't modtl specific for a ).II:"J
i~ ~iven uwlcr the section explaining the FT properties of Illftt ~n:-l.
FIIIlII tolrrflll('e mOllel
1. SE·faults are rnnclom and independent.
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2. SE·faults are \lCrmanCII!.
3. Each faulty SE is totally 111l11Sahh..
-I. The network is consill('r('d to 11ll\'c fnikll wll1'll tilt' nllllll,,'r all,1 hU'ali"ns .,1'
the fault.~' SEs pH'r('nt the rOIlIlC'<:tioll h"tWN'll OIt 11';1,;1 1'111' input all,l 11111 pIli
pair of the network,
5. All faults .1re d('t('Ctell WOw.,
Fault loIe"f!wt:' c,.iteriQn
Tile network has to 5l\tisfy till' f\lll acccss prop"r!,\',
Fault /O!.f:'I'QIICf;' /lLcthOJI
Thcre exists alternate route(s) hetlreen any input and output pair ill 1':lS' , lIr
SE·falllts.
A network is called lIi7lylc fmilt-tolctTmt if it call flillctioll a:-; sp('f:ifi,',l loy its FT
criterion despite any sill~le fault conforming to its fanlt IlIrHld, III W'lIl'r:l1. if a
network can tolerate an}' set of i fUll Its, then it is sai(l tn Ilf' i·/nuIt 1"[,;1"Iml. .'\
network that can tolerate some instnllccs of i faults is said tn Ill' rvlll/.~1 1,lt hOIlJ.;h
it is not j·!atJltlo[em71t.
3.3.1 Banyan and Hatcher Banyan Networks
An N x.\" DD network consists ofnn N xN l3allytln nctwnrk for rnlllillJ.( till' 1)lll'kr!ts,
The Dnnyan network which is made up of 2 x 2 SEs is II uniplltll ).11:\1, !l1'lIel! allY
component failure within tIle Danyun network will discnulicel II (lath l",tw"(!Il OIL'-
3J
nr IWIT" illjl1Jl-0U11'IIt (lairs. HI'III'" hotlr Ille 00 Jlt't\wJrk aurl Ilt~' Dart.ran JWtll"nrk
an' 11"1 faull-I"lr'rallt )'[I:'-is. Similarly. ;\1) smtiH!!: c1l'llwnts Hr(' also nitif'fll.
3.3.2 2-Replicated 2-Dilated Banyan Network
.\lo"ifi'·llli'JII.~ 10 FUll'! /1I1rn/Wf' //10111'1
I. TIl{' 'JIll [Jut Imffl'rs al](1 lllllltiJl1r~xcrs <HC hi,L!;hl.\· rclinhl('.
TIll' links "lIJrIl'-'flill~ last sl,,~c SEs with huffers <He highly reliahl~'.
An.\" x .\" Jl2D::! IIct\\"C1rk is a llluitipath \1I:'-i. Let tlte replicated Danyan net-
\\·"rks I", tCrllw,llls snbllctl\"orks A anti D. In tht" c:lse of link failures packets call still
Ill' rflrtl{'rI Ihrough tIre sallie network A or D. III case ofSE failures. the multiplexers
han' to h,' notified as to whiclr sulmet\\"ork lms failed. Therefore. dcpentlin,L!; lIpon
tlris. tlu' IIwltilllcxcr will route 1111 incoming packet to Ill(' fault-free suhnetwork.
Alllillk faults in tllP R2D2 trl.'lll"ork are rf>por1erl to the SEs to wllidl they arc
(""mll'!.·t",l. TIlt'reforc ill the ci\l';eof a link fault. the SE will roule n pllcket tllrollgb
tIl<" nltl'mate link wllt'n till! regular link has failed. When III (L < 111:::;01) packetlS
art' In hI' rOllted for :t particular tn~ hit value (0 or 1). and if one of the links
mrn'Spolldill~ to that tag hit has failed. then arhitrarily II' -1 packets are dropped
lIud only Oll~' packet is routed to the next SE.
Fi~un' 3.3 shows ro\ltil1~ in an R2D2 network in case of link fault. The link
fault is ilulkllll'd hy a hrokenlinc. III tlris fi,L!;ure H packet fwm input port 0 is to he
rnlll".lll1 output port 1. Instcad of tnkin!-: the r('gular link al Stage O. the ])acket
takl'J; th,' ;,lIt'mat(' link hl'cause the re,L!;ular link COllllt"cting SEs S £0.0.0 alJ,L S£n.l.o
i,; 1',11111.\". The' failure of hoth the regular nnd alternate links connecting two SEs
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tlHlltipll'XI'rs.
R2D2 twlll'orks Call toll'mte up III .Y X lo~~.Y Sf fajllln's prol'i,l,'", IIU'I'" ,.;,:isl:-
at lellst one pHth h,-t\\""\'11 nny input-output pair. Thi.~ haPP"Il>i ill 11\1' ":,:<,- II"h"lI
all tILe SEs of 0111' of tIll: subllclwol'ks fail. This is Sh"lI"ll ill Fi~I11"t, :U...\11 SEs
within the hlock d"'llot .... SE faults.
!fa romplex rontiuJ.: is follOlwd inlhe H2D:? 1Il'III'orks 1111'11 it ,';111 toll'l"illl'I·,'rt:lill
SE faults in llotlr the sulll1el\\'orks nllil still sati"(r th" FT rritl:ril>1l, 111 Ihi" "lmllll,';,:
routinll; al/!;oritllnl, each fanllY SE Iras to H'porl its f:\i!111"1- In IIIl' lIIull illl"x"rs. TIll'
tlmltiplc;,:ers will route un iucomin/!;pnckt't only through II li'lllt-fn',' path. if "III',~llt"h
path exisls, Checkinll; fe,r II fault-free palh iun,II'l'S dll't'kinll; faulty SE.~ in llr,' p;ltll
taken h.l· Ihe packet. Since this rOlltin/!; nlll;orillrlll is ('(lmpll''', allll n'ql1il'l's 1110\"1'
hardware, this hus 1101 heen propOlicII for tIll' R2D2 lll'twnrk. This IIlmlilil'ali"n :dso
introduces some dCl-\ree of rentraliz('(1 l'onlrol wllit'll lIllly \llli Ill' Ill'simhll', \\'illr
dewlopments in \"LSI technololO' this coule! 1)(' an'ol1llllislll'd, If slll'h a nHltill~
algorithm is followed for rOlltill/!; packcts, the R2D2 lll't\\'flrk ('lIll lol"ralo' 111' 10
(fX (1oIl;2.\" - I)) SE failures ill l!Heh of t!1l' subnetworks, In Slll:h 1\ ':mil', :11I1,11l'
even SEs ofSlal-\es 0 to IO/!;2 ,v -1 ill filII! subuet .....ork 11/111 all 111I~ mid SE.~ IIf slaAI'S l)
to log2 N - 1 of the other.sullllctwork must Ilave fnilell or Viel: versa, TIIl'l'<' ,~Ir{lut,l
he no SE faults in the last stnge, This is illlliratl!t'l ill Fignr'~ :l.,i, ..\1] SEs Wil11iu
blocks indicate SE faults. TIII,- fni!nre of SEs, 5E,../.1l allli 5£U.I, (j Mil! k lll'l~[ nul
necessarily be equal) makes the 11202 llct\\'cJrk lose its F'T I:ritf:rinll, Tllis is shllll'll
in Figure 3.G where SE5, 5Eu,o,llancl 5£1).0.1, of all 8 x 8 1l2D2 llNWlJrJ.. an' fllillty,
Hence tire network is Silll-\Ie fault-tolerant.
flflllrills.: hf 11 jlll,'ket ill 1m fl202 network Hnder SE fnull isslloll"ll ill Figurr 3.•.
Thl' failure of the SE. 5 £0.1.0. ill the R202 network is llotifil.'fl 1.0 thl' Illultip!cxers
wlJidl have til fOlltl' jll1l'kets to thnt slIhnetw{ '(:it will rOllte tlil' ]liwkrl. rhrollj.\h
Ille Iwtwnrk. TIll! fl202 Ilet\\"()rk is ~inl(lr fillllt-I"ll'filll{ HUrl wllllst 11m!"!" Illllllip!l'
fautts.
3.3.3 Balanced Gamma Network
.I1rJrliJif'tl/il"',~ fo Fill/it 10/('1"11/1('(' /llOllel
I. Fnlllts cnn occur in nllY switdlill/-l cll'lllent (5£) except the 5Es in tIle first
2. The output huffers me higllly relinble.
3. TIle link!; cOlillectinl( the Inst stng:e SEs to tlte output IHiffers nrc lli,;hly
noJi;lhle.
..\n .v x.V DC network is also a lllultipath :\11::'>1. In e1\ch stal(c of tlJC DC network,
prlck"ts can be rout(.'(l throuM}l Iwo different paths. Similar to the R202 network,
link faults arc llotifiell to the correspondiug: SEs to which the links arc cOllnecte,\.
If both the reMular and alternate liJlks for a specific switching: hit from a SE 5 E;.i
nrc faulty t!tell this 5E will inform ihis to tIle SEs in stnge (j - 1) to \\'hich it is
cOllnccted. The connection pattern of n 4 x -! SE was g:illen in Fi,;ure 2.4. F'tlilure
uf an SE SEi.j is notiliellto SEs SEi_2J.j_I, 5£i_2J-'.j_l. SEi,,_I. and SEi+2'-'.j_l
ofstlll-le{j-l).
There are certain pairs of SEs in each stage which are called lIS critical pairs.
Eneh SE forms II critical pair with two other SEs in tlie sallie stlll(e. In tlte DG
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network l'1l.ch SE. Sf;.) forms CI'ilif1l1 pair with l'xa"ll~' 1\\'" lltlll'r SEs, SE'~1'.J
1111/1 SE;_~,.J' for (J <.i < 11 - lnnd with SE.+~,.J for.i = " (If i + 1.1 > .Y tILl'n
U+2J ) = (i+2J ) llIod X).
Lemma 1 The failw"C IIf tillY of !be aitiml Jlllir SE.~ ill II,,; DO 1lI:/wtl!-k mill n;.<1I11
ill the lllss of ftlll IICCC,~I' Jlmperty.
Proof" If the criticlIl pair IIf SEs. SE'J 1/7Ift 5 E;+~,.j. fIlii ill 1111; {J(,' lII:twm-k. IIwl1 it
lie routed to olllput port i tlirrJll.lfh thc lJG 1/cl./JIork. Thill l:tIIl 11,: sef;" fm", Fi!JllTr. :1. .'1
thnt the fail11re of ccrtrlin pflir,~ nf SEs will rC1'1l1t "-71 lo,~1i of full 'WCI."~1i pmJ,o'I'!llor
the {JG uetwork. Thc f,mlt.'! SEIi lire cllf:lo,~f.d wUhill '1 I",x. II 11111:1.:1;/ m'il/11/11fill!l 1'/
input port i will lie mllted tn eitllerSEi .1 or SE'+'l.1 from SE 5£.,11, AI.,·I.lly'; I, Ihi.~
packet will he rolltell to either S£i,"l or SEi+.l:~' Similllrly /.Ill; IHu:kd will Ill: "fJlll,:d
till the last starJe where it i.~ mlltell to its ji'llllllcstiJIII/.iml i dthr.rfm1ll 8£,.,,_11/1'
5 Ej+f.,,-" This is depictcd i1l Fi,ljure 3,10 lor i=(J. whir:ll ,,·IWIll.~ flil tfll: 'Nlth.~ til/ii
cml lie taken IJII fl pllcket lrom the il/lml /Jflrf 0 to tllp. mll/lIll. ]Jrlrt (J ill II IG x IG
l'cconfi,qured DO network.
It can IIC noticed tJult i71 ellch ,~tn(fe II IHleJ,:ct i,~ cith,;r JYllltl;rl io S £'.1 (0 < .i :5
n - 1) (Jr to another SE which fomls a cf'itictillmir with S£'J ul I.hlll ,~/.II!J';. SO
if any 01 the criti.cal IXlir SEs filii. the'. II r.'mmedioll 'Jr.tWf)/:71 mil: rJf i"1nll-output
pairs cannot lie established. If the eriticd Jlllir fll SE,~ SEiJ mill SE,.vl.'" fail, t/um
n IJucket cunnot IIf: routerl from the ill1mt Imr/ ; to 111f~ md1J11t IJflrl i if; < {i :+ 2J )
aJlll fl packet from the illput port i + 2' CIlIl!lot IJc nmtcrl tn tll/: nlltrmt Imrt i +21 il
;«i+2J ).
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Lemma 2 Tlu:rr:: "n: un nl1u;r l/f,ir(.() nllllilrm;,; lI",t l.~m CJiIISC f"s,,' "111I1I1lr.1Xs.,·
IJmlJ1.Tty Inr tlu; DC' "ctllJf/rk oillcr llulIl Illi: criLi""ll1lir /uilllrc.".
Pmn/: Le"lIIlll 1 .dl,lc~ tllllt 111(: /,,;lIm: 0/ ""!! criticfli ptlir II/SE,. ill tlic DC IICLlIltlfi
Illi.II n;"ldt in In.'I$ 11/ /1111 "fXb.~ ProlJCrly /nr ti,c DC r,,::Iwmi~ Fllr II III/eLd III fll:
rrllllt:Jl /llmll!1" tflt: lJO m:I.lllf1rk. till: IN/eket IIII.S til Ire mllle,1 lh,nllyh "'Ir./t iI'''!/f;: 0/ tire
lJG ndllJmi:.. A /",ekd will IJC mlltell /rom ,~'f1!1e j In #"ye (j + I) (1l ~ j < " - I J
i/ ,II fr.""1 f111t: 0/ the 1.1I1(J SEll In wbelt it h(ls II' fl(! mlilcd ill S/(l.qf j + 1 i.~ /1I11/t./roc.
Thr. Iwo SE.~ In whidl "ll1l1:kr.l, IlIIs 1n Ire 1"01l1r.tl from #t1flr..i In StllYC U+ i) (IIWlIlI11
/orm II ,:1ilictll]Hlir. l't1ckels amI/illy tit the {luI. $L'/fJe will IIIWfllIS be dr:liverctl in
Iheir' Il:.(pt;dil/c nllt/Illt /HlI"LIl her.llIlse the mltpll/, ''''derll IIlid Ijllk.~ n/ Lhe ltl# .(ttlye
lIre lii!1hiy n:lillble llce'mlirlfj to tile c/W$erl F'T IIIOIJel.
o
Theorem 1 The DC fletlPnrl.; u1i/llosc /uflltcce.cs property il mId only if lilly 0/ tile
criLiad prcir ,,/ SE.f /Ilil.
Pmu/: Ler/IIIIII 1 states that. the /ailllre of Imy critienl pair 0/ SEs will rendt in In.(s
11/ /1I11 flccc.fS property for tlte DC network. Prom LCfIllllfl 2. it call fre olnlenJQl fJmt
Ille DG lIetwork will not lose iLc /tdl flCCCSS property fille tn failllre 0/ lin" ptlir(s) 0/
SE,( excellt tile criticallHlir SEll.
o
Similar 1o tIll! R2D2 llt'tll'ork, nil link fnults in the DC Ilt'twork nre reportt'd to
thl' SEs 10 whieh tlley nre connected. Tllerefort. in the cast of a link fault. the
SE will rollie a Ililcket through the alternate link when the regular link has failed.
Wlll'lI //I (1 < 1/1 :s:~) packets nre to he routed for n particular (0 or 1) tag hit. ami
if 0111' of the links 1'0rrt'spotLrlill~ to thaI taj.( hit llil~ f'lih11. tlll'll arl,itraril,\' III - I
packets lire tlroppcd ilwl nnl~' nne park!'t is rollll'c\ tl' till' I\l'xt SE. Fi~llr,' :\'11 sll\lws
routilll-( in 1111 DC network in thl' t'aS{' uf ,) lillk fHull. Till' link falill is ilillil'al,',ll,.\'
IT hrokt"l\ line. In thi" fil-(ure a packt,t from inpul port lJ is rontt,1! III Ilulp"t I'"rl 1.
Instt'nd oftakill~ tilt' HOI'll1nllink from SE".I to 5£'".11111' pack'" talit·s tIll' all"l'llal"
pl1th mvl/-lol's In 5 E,I.~'
Routing of 11 packet in n 16 x lG DC Ill't\\"Ork IIllder SE fl\l111 is ...hml·n in FiJ!:·
me 3.12. In this figure SE",2 is fnulty. This is lIotifil'd tn SE...I • SE2.1. 5E12.1 ,IUd
SEI.l.l. Hence as shown ill fiHur~' 3.12 a pal'kel arril'illl-\;,t SEIl.1 is rtl111t~1 tIl SEI.~
bemuse of SE fault at 5 En.2. Each SE of tlll' DC nelwork in stagl' j f"rtns nitic'al
pnir with two other SEs ill the same stage j, Tltt' DC lll'twork c'a1l1,,1~'ral,' lip lu 'f
SE faults in each stage. In total. th.' 13G ll('lI\"ork I:nll tult'mtl' f x (1/ -:?) SE faults
ill the whole lletwork. Fi/-lure 3.13 ShOWfi;HI I6 x 16 DC rll'twnrk ha\'illJ!: tll[,'rnl,~l
maximum SE faults. There are two s\1ch comhination of maxilllulII SE fllillln'.~ ill
the DG network: hoxed and Ilnhoxed SE~ ill which tlw nd\\"ork pOS.';CS.'iI'S Iii" full
access property even after Il\\\ltiplc SE failures. Till! faillln' of nllt' "1' ulI,n' .. rili'·;11
pairs in the DG network caUSl'S loss of full aI'CI'SS propert}'. [I has it sillll![,~ 1"l"llirrA
algorithm as SE faults ill stage j HI'C drcckccl only ill SEs ill .'iIIlW· (j - I) c'''IIlIHlr,'d
to tlte multiplexers in the R2D2 network. The DG IJlltwnrk is sinl-;Ie fault-wl,'ranl
)'Il:'\l and robust umler llIultiple fall Its.
Havin/-lstudied the FT proJlerti~of r.crtaiu ~II~s, a cOlllparisulL nf tht'Sl~ 11Tl'1"~I'­
tics with the hypotllt'ticallll.'twork and other networks rlcscrilwd ill [281 wl!ltld I-;h'" II
hetter understanding of the discussed ~f1~s. This hYJlfJLlwtkHI fall!t·tr'!l'f1L1lt ~1I:-t
is assumed to have the followinl-; illeal cnginccrill/-l chllrnctl~ri:<;ties:
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I. Fault lllodd - all.v network comporwnt call fail. al\ll failed rOlllpOIlt'tlls 1If('
Il1lusahlc.
2. FT ITitcrioll - fllUncress.
3. ROlllill~ cnmplrxily. low as Ilctwork di~cu.~~l in [28] .
.1. HC· 1,,\\' liS allY llet\\'ork discllsst'd 1::!8].
5. FT eapnbilily. sin~le fault-tolerant lind rohust with resp~'Ct to multiple
faults.
Tllhtc 3.2 sllows a summary of FT information for tILe networks discllssed in (28)
:,Ion/.: with ,!It' nctworks discussed in this scction,
3.4 Reliability Analysis
~1I~s hl'in~ cOllsidcrc(! for lise in hroadlmnd communication switch fahrics.
apart from Itaviu/-I hi/-lh throllghput performance. mllst nlso be highly reliahle as
thl'Y wou!d he used in rcal-time comll1unication networks. For real-time systems
the principlIl concerns lire time-(lependenl reliahility and tll~ mean time to failure
The reliahility of a component. or a system. is the conditional probahility tlmt
the component operates correct!)· throughout the interval [to. t] given that it was
operating correctly at time to [.301. Exact reliahility analysis of a complex system
is complicatl.'il even under simplifying as.~ull1ptions such as perfect cO\'era/-le and no
repair [311. The rcliahility analyses of severnl ~1I~s ha\'e heen reported in [31J+III.
There nrc tltr('(' basic forms of connections. and consequently three main reliahil-
ity tIlCaSUfl'$ afe computed for ~IINs (37). These arc the terminal reliability. tile
hroallcast r(,]iahilil,\" mIll till' lll't\\'ork rl'liahilit.1" Wllidl nn' t'xplllillt',1 in .~lIl~~I'qlwnt
S('ctions. Th(' :'I.tTTF' \\'hkh sp,'cilit'l' th<.' <llli\lit.\· (If 11 sn'!l'lIl is lilt' I'Xlll'l"I'~' linw
that II syst('1\l will operate' lwforc lIlt, first fnihm' orl'urs. Till' 1\\"(1 li1-\urt's wllich ill"l'
usually calclllal<.'d fOl" :'I.II:'-i.'i .. n· the input-output :'I.ITTF and till' 1ll'I1\"Pl"k :'1.1'1''1'1''.
For the reliahility analy.~is, tIll' followin~ assHlllplions lin' mild",
L Th(' SEs in till' first Iitllj!;<.' in enst· of th,· DC llPlImrk awl II!!' 11IILhiplt'x,'r,. in
thc case of the R2D2 network nr(' hij!;ltly relillhh~,
2, The output huffers arc hi~hl.\" rdiahh',
3. All SEs which cnn fail hlwc an ill<.'utic111 illulmllstalll faihm' rill" Ill' ,\, allli
SE failures are statistically il1llepclldent.
.j, SE faults are !)('rmnnent aud each fnllity SE is ((,tally ul1\1sabk
5. \ritltont loss of ~ellerality, we consider only SE f"illlres, Fnilures nf 11 link
connectinlt two SEs 5 Ei •j ancl SEi.i+1o r.an ht! ('ot1sidl'rt"ll1 as SE filUm.' of
SEiJ+1•
As mentioned in the earlier section botl1 tile Danyan Hlltl tIle on nd\\'lIrks :lft!
non-fault tolerant network and therefore tile relillhility allalysis lias be'~l1 d01W lIlIly
for the R2D2 and the DC network,
3,4.1 Terminal Reliability
Terminal reliability (TR) is the prohability that Illen! exisls al Il!l~"l flIl'! fllull·
free path from It particular input port to 1\ pnrticlliar output port. Tn. is 1I1wnys
associatell with a terminal path (TP) whit:h is a one-la-one r::(JfIlJl~:tinlJ 1,,'lwl:tm
an input port (the source) and an output port (Ille destinatinn). ;\ lll'tl'o'nrk is
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,;tlllsi,I,'rfOf[ failr.fl if it L~ nOI 1I"le 10 f"'Slahlish 11 C"Ollfl'Of>liOll frolll it ~i\l'n ~lIr~
If, II J:iW~fl dl':'ilitl1ltiulI, Tn. is normal!}' 1ISl'l'1 as a nlt'lISlln' of the rohuslnC5.'i of
a l:f1lJlIlllllliration 1lI'l\\'Ork 1331. The set of paths in 11 network 11e1\\'f'(>11 a ~i\"('l1
ill1mt'fJIIlpnl Imir is fl'llI"est'nICllas II direct('ll ~rlll}h. somNinu'l;i r('ferll ..lto as lilt!
n"llIlI<lilr...y J.;r:lph (or n'l;fI\ph) [421. with ils nortict'S r('Jlf'($Pntill~ the SEs 11l1l1 tIlt!
, ..I~I'S rq)fl~~llrinj.\: the l'Olllll'Ctin~ links. This R·Gruph iSlIsc<!IO ,[('Iermille thl' Tn
of illII~llI"nrk, Hl'rl' the rt·[jnIJility of each SE is IlS,'illllll'f! to he p where IJ is j.\:h'en hy
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3.4.1.1 2-Replicated 2-Dilated Banyan Network
III lhe R2D2 network. there are exactly two Ilislincl paths helwecn each inllllt·
lllllpni p<1.ir. Dct'isions are rnadE' at the multiplexer stlll-:e 10 roule the incomin);
J:l.1.ckl'l throllAh olle of tile pnll,s. After Ihe multiplexer sla);c ench SE in the TP has
101M' fnult-frtT, The R·graph for an .\' x .v R202 net\\'Ork is shown in Figure 3.1·1.
From thc R-p;raph it call be noted thai there Me only t\\'O palhs from a given input
IlOrl 10 a parliculnr output porI. There thl! TR of the R2D2 network is gh'en hy
TR(t) =l-(l-p·)'.
3.4.1.2 Balanced Gamma Network
13.6)
[n tlie DC network. n packet has 1\11 option of !leing route'! Ihrou);h either the
l"1'l(lllar or rhe nh~'Tllnlc link 1\1 ellch Slll);e. The n.-WaplJ of the DC network is not
till' S.11l1C for each illput'Olltput pnir nnd is dependent on the destination, Certnin
illPIlI-Olllput pairs lise only 1\ pair of SEs in each stage or their TPs lind hence ha\'e
1\ lower TR Ihan the otlter pairs which use more than 1\\'0 SEs 1\1 certain stages.
<6
The TR of an inpul-output pair i:< lilt' 10\\"-:;1 Wh"ll llll' Il'Ilsl signili"illil r~llaJ.(
!lils arc i,l('nlical. T1Jer{'fon', 1111' 1111111111'1' "f forlll,'r inplll-",llll1lt I'air:< (I.'.'n':ls",~
with all iucf{'ul't' in Ihe size nf tll(, DC Ill'I\\"fll'k. \\'hil.' Fi).\ltn· :Uj sh,,\\,s Ill\' n-
gl'uplJ cOl'rrsponrlillg to n d,~tilln!inn in a 16 x 16 DC uo'!wnrk 1t11\'ill~ tlU' hl'sl Til,
Figlln' 3.1G show.!; Ull ('xurnplr of tli., Ihlrsl ,'as('. Fi);lIrf' 3.1, shtl\I's lIlt' n.).\I''11'1o "I'
a gCl\rrnl .\" x .\" DC llt'llI'ork hal'ill); tl ... lI'orst ('iVil' TR . .-\t 1':1.-1, stil)-:;" (lIW "f lilt'
critical pair of SEs has 10 be fault fn'l' /lnt! tlJt'l"f' arl' /I -:? sui'll staw's for a Tr.
Tllt'refore, the \Iutsl cnsc TR of lhp 13G nctwork is gin'li hy
13.• )
where p is tlte reliability of cach SE ill sta~('s I to II-I wlJich is "qllal to /,-.11.
Dlle to rapid lIIlmnceUlcllts in \'LSI technology. rOlllJlom'nt (5E) faillll'!' r:ll"S "I'
1O-1l failures/hour (or hetter) arc ([uite realistic. The worst I'BSt! tl'rlllilwln'linllili-
ties of the R2D2 and the DC network for 10 yf'ats, ns.'mlllill~ 11 faHlIl't· ratl' of .\ =
lO-tl. are ,Ltivrn in Tahle 3.3, The exact tcrminal rcliahility of tIll' R2D2 allllillf' nG
networks nrc ohtained hy lllultiplyill,Lt till! fignrf'S in tIl(: tahl,' hy tIlt! I'f'!i:lhililif's ur
the components which are assumed to h{, fault-frec, viz" IIll' SEs inllll~ lirst sl:l~t',
the destinntion huffer.'! and the links t'otlllcftin1-\ till: last St11,LtI! SEs tQ !lw hulfNs
in CiUie of the DG network lind the lIlultiplrxers, dl':';tillatiOll Imffcrs alld I.ltl' links
connectin,Lt the last stage SEs to the huffers in fase uf llJC R2D2 llctwnrk, Frnm
Table 3,3 it Cflll be concluded that the DC network has "cHer TA. thllli till: H2D2
netlVork, It is also to he tloted that thl! TR of hoth thl:s') IIdwnrks di~en'IISl~swith
an increase in the size of the network. This is dIll: to tIle fact tlUlI Jar,Ltcr lll'lwllrk.~
have lllore SEs and hence the prohahility of failure of SEs in tlll:SI! IIf:t .....ork is wore,
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3.4.2 Broadcast Reliability
I3wmlcllst wliahilit.y (DR) is the probability that at least one path exists from a par-
tknlar iU[lut [>ort to all the output ports. DR is always associllted \\-ith a broadensl
pnth (Or) which is a ~oll1lectiol\ from one source to all llestillations ill the network.
DR i.s lIsaally referred to I1S the saure-e-to-IHultiple tcrminlll (S\IT) reJillhilit.\" [33}.
lIndt:r tllb criterion. I,he lletwork is cotlsidcp~d failed when a connection cannot be
madl' fmlll 1\ ~i\,(,tl illput port to at lenst one of the ontput porls. For hoth the
H2D2 Iliullhc DC networks. hro'\I!cnst capahility can he ohtainel\ h.y ll'winl!; a copy
network {III in order to make X COI)ies of an incoming packet ha\'in~ routing tags
t'Orr~IlOndil1l!; to ('nch of the outputs. These N copies of tIle incoming packet have
to he hulfC'red in II queue and supplied to tlte correspol\,ling input port.
3.4.2.1 2-Replicated 2-Dilated Banyan Network
TIle DR for each input port is identical in tile case of the R2D2 network ami
therefore the R,2D2 lIet\\"ork has It uniform DR. The DR. A.-Craph for an 8 x 8
R2D2 network is shown ill Figurf' 3.18. In the R2D2 network there are exactly
two Dr for each input port due to the replication. All SEs in the DP in each
of thl" subnetworks of the R.2D2 networks have to he reliable in order to establish
broatlcnst COllll€'ction. The DR. R-Graph ofille R2D2 network shown in Figure 3.18.
It can he seell that aU the SEs in the OP have to be fault free and there are 2 such
DPs. Tlll'rcfore. the OR of an _v x..v R.2D2 net\\urk can he expressed as
(3.8)
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3.4.2.2 Balanced Gamma NctwOI'k
Th(' DR for ('neh inpilt port ofth!' DG ndwork i~ also id('uti"a[ <1:; ill IIll' nt:;"llf th,'
R2D2 llt'twork nnd tlwrcfol'e t11(' OG nctwork hilS 1\ uniforlll hl'owlt'a:;t rt'linhilitr.
The hroadrast n·1iabilit.\· R-);rnph fill' all S x S llG Il"'work I:; .~hll\\·l1 in Fi~ul"l' 3.19.
The ('(ltlinll('lll rednn.'11 broadcnst l"rliahilit.\· R- ~ra[Jh fut nIL S x S DC; Iwtll"lIr1;
is /-lil'rll in Fi/-lure 3,20. Eadl of the composite Hodes In ri!-(Ilrt~ a,2U. ~hll\\'ll h.\"
a double circle, repl'ese]lts n pHiI' of SEs in the I1rtll'nrk: tli(' l'll!-(l' 11('1\\"'1'11 111'0
composite nodes ilulicntcs the set of ed!-(l':; hrtll'CCIl nny 0111.' of thl' SEs ill till' lirsl
composite nOlle nUll illly one of lhe SEs ill the S('t'0I111. Frolll tilt, hromil'nst rl'liahilit~,




The DRs of tile R2D2 and the DC network for 10 yf'Ut"l'i l1SSllllliul!: a lidlur,' rat"
of'\ = to-a are I;iven in Tallie 3.4
As in case of the Til, the eXilet DRs of the 112D2 and llw DG Ildwnrks :11'l' oJ.-
tained hy multiplying the fil;ures in TallIe 3.4 hy the I'l'lillhilities of thl! "Olllplllll'Jlls
which are assumed to he fault-free. viz., tIle SEs ill the lirst sta,L!;C, the dl!stillat.ioll
huffers and the links connectin/-l lhe last sta~c SEs to tIlt! IJIIlfcrs ill':1\Sl~ of lilt' IJG
network and the multiplexers, destinat.ion huffers and lht! lillks l:lIHIII)(:tilll!: tl\l~ lasl
stage SEs to the huffers in case of the 0202 netlVork. It can he S()fm fr{)lrJ Tahl,! :JA
that the DR of tlie R2D~ is very low when compute(l to thut of the DC 1Jt~lw(,rk.
DRs of the R2D2 for network sizes of 512 allll 1024 have Hot hl!ton prnvidl'll liS IJII!Y
are of very low values,
3.4.3 Network Reliability
:'J1!twnrk n:lillhility (:'-IR) is till.' prolJllhility of t1\aintnilliu/!; full access capahilit~·
throll/!;hout Illl' lletwnrk. FilII ncress property is defined as the [ll'opert.\· of network
10 t'stablislJ cOllncction hl·twccn each input-output pair. This measure considers Ihe
10lcrllhll" IIvcrll/!;c llumber of switch failures [35J. ;.JR. is a'SSOdatetl witll network path
C\lP) whidl is 11 lJlally-to-muny conllcction, linking sources to lIlany dl'stinaliotls.
3.4.3.1 2-Replicated 2-Dilated Banyan Network
Accon!inJ.; to tlH~ roulilJ/!; al/!;orithm of tlle R2D2 network discussed in Section 1.
(lJJI;' of the Datlyall suhnetworks of Ihe R.2D2 network has 10 he completely fault-free
in order to establish connections helweell every input-output pair in the network.
Therefore nil the SEs ill olle of the suhnetworks have to he fault-free for the R2D2
IIct.work to IlHve full access property at a particular time f. Thereforc the :-,tR of
the R2D2 network is l-livcn hy
(3.10)
3.4.3.2 Balanced Gamma network
The DG network loses full access property only wILen one or more critical pairs fail.
COllsi(lering all tILe possihle comhinations of critical pair failures, we arrive at the
~R. (If the DG network as
TN




T.v =.v x (11-1)- Total SEs inlhe DC 11I'Iwflrk l'xdlldill~ Ih,' SEs "I' illt' tin<l
stage.
F; • Total possihle comhinations of f;li!url' of i SEs l'allsill~ tlU' DC: llt'twnrk lu
lose fnll access property whcH' '2 ~ i ~ T.v.
As .v increases the calrnlntioll of F, henlllll's n \·"r.\· 11,.liuIiS Jll'lH·'·S.~. TIll' ,'\·al·
ll1\tioll of;.lR of a network is known to he an ;.IP-Il:lnl pr"hll'lll [3GI. U.~iltl-: Eljllil-
tion 3.11. with a failure rate of ,\ = IO- 'i . the ;.Ill for au S x 8 I3C 1Jl't\\'ork is 1-:i\"'11
hy
'"
-"'R(f) = 1 - ~ F,. x (1- pli x lllfi-i =(J.nZG:m (3.1'2)
One alternative approach is to d('velop npproximalf' 1JwthOlI.~ as tltt' nnl' I-:h'l'll
in [361.
For the IlG network to retain full access. 11011(' of IIll' critil-al plli~nlll hI' faulty.
Ooth tiLe SEs ill any critical pail' are nlways locatetl \\'ilhiu:l slal-:': uf Iht' III'IWfll'k.
Therefore. each stage of the DC network hili, 10 Ill' r('liahlp for tIll' DG lIt'twnrk
to he reliable. Stag:es 1 to (II - 2) nre identical as they havl' .V t:ritil-;t1 Jll1irs ilull
so ellch of tllem has the same relinhililY; stalo:e (II - 1) has (JlIly f nilit'I11 pairs
and so has a different reliability. Since tIle rcliahility of cadi strllo:f~ of tilt' BG
network is independent of other stag:cs, the ;.IR of the Oc: llf,!twerk is the Ilrm!lll'l
of reliahilities of the each stage ill the DG llclwork. The staW.' relillhility (SR) IIf
stage i, (i1'{1.2, ", /I - 2J) is givcn by
.,
SR(t) = ~INF, x (1-,'l1 x flx -,.
am! tlte reliahility of tlle last stag:e (LSR) is giW.'1l hy
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LSfl(lj = ~ L.VF, x (I - pJ' xpx-,. (3.1-1)
\\"11l'r" IS F, ~lllrl LXF, ilillicall' all 1l000sihll' com hi nations uf i SE faihm'f:i ill tlJr
1l<'llI'ork Iusl' full ~wn'Ss. TIH':\R of th{' DC llrl\\"nrk is v;in;'11 by
SRdl) = SR(t)"-~ X LSm/). (3.1.3)
Tltp ~R of th,~ fiG l\{'twork Ain't! hy SR1(I) is sliKhtly less than the actnal:'ill
IIf tltt' OG llt't\w'rk hr/:auS<' Equation 3.15 do('s not take into account th(' diffl'rl'llt
jJo.<;.<.;ihk I'olllbitla!iolls of SE failures ill Ihe overall networko The difference in :-iR
v;in'll hy Equiltion 3.11 and Equation 3.15 is 8.135,-1 x W- I for nn S x 8 DC
11t'1\\"ork. rltl' cotllputation of /XF; ami L-,"Fi is cumhersome for larger \O"lu('s of
S, :\!nrroller. th" valul's of !.VF, and L.V Fi for i=O ami I 110\'1' 11. tnajorcontrihlltion
to lhe "alllt~ of SR .md LSR rcspecliwlv. Therefore WI!' truncate tlte \"nlnes of LR
and SR ilt i = -t aud ~et tlt,,:'>in )o\\,('r hound of the DC network as
SRWll'(I) = (~[-,"FiXP·"_iX(l_p)')"_2X
(tLNFjXpo\'-j XU-P))) (3.10)
TIlt! computation of F,. is I'"en more complex thall /;V Fi and L.V Fi • The \"alues
of F.! nlltl F.1 constitute lite major facIal' in Equation 3.10. Therefore, the upper
hOlltltl of ~R ohtnllwtl h.v npllroxil11nlilll{:'IR ~i"ell ill Equntion 3.10 is
,
.YR/·/.(t} = 1- r; Fi X (1- p)i X pTS_j. (3,1,)
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It can h~ c1carl~' set'n that the ~R of au 8 x 8 DC nelwork is dO/>/'r In till' I'".wr
hound than to the upper hound.
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AS."illllliuJ.l; ,I fallnrl~ r:111! of _\ = 10-';, li't· X"R fur diff{,'rl'llt SiZl'S of the R~D2
Il..r\\'urk is ~i\'l'1I ill Tnlil.' 3.,1 i1mlthe 101\"('r alld tlJ>JX'r hOllluls of ~R for lill' DC
Ill't\\'nrk.~ of .lilfen'lIt sizl'S arc ~i\'f'" in Talll.. 3.G.
II e:1/l I~! SN'II frrom Tahlt'S 3,.i alld 3,G rim. tht, :'JRs of IlIl' R:!D~ anll the DC;
1ll'Iworks .Imp ,1"wlI wirll 1111 illl'rt';'l...;p in IIII' llt'lwork si1." similar ro tlwir t,'rmillal
111L11 ],rwltkast n:liahilitil"S. Sine,'.'IR has ht'('l\ shown to hl' doser to th.. lower
lwllwl. it ('all be condudNI lhat tIll: :'-JR of tIle OC nerwork rC<.luttS to <tUile 101\"
\'1IllIt'8 wilh all 11lneWW In 111(' netll'ork size.
Sine.. the HIl!WS uf ~R of til" R2D2 lIetlw,rks ofsizl"S j.\reatl'r than G.j, the lowcr
boulld uf 1!L<' I3G !1I:(work!; ar(' llI~arly 1.ero and thOS\.' of Ihe upper hound of the DC
networks :Ir{' nnt' for S > 128. tlll:'5e' \'allil'S have! uot heell included in thE' aho\'E'
lal,I".
TIll' lower hound SRwlI'(t) mInes of the DC network su~~t Ihe the DC
lu'twork to he more more reliallie than the R2D2 network. Lar~er size DC networks
,'xhihit hiJ{her rt'liahility thnn Ihose of similar size R2D2 nelworks. It shoulll also
h., lIoled that the actual \'lI.lue of.'lR would he Illllcillower if we take intn accoullt
Ih,' tll'twork ffimpolltmts which Im''I' h{'('n ronsillered to he fault-f~ durinJ{ Ihis
l\lI:tlysis. Howe\'"r, ~R. p;h't'5 tIle prohahility tlLat full :tCCl'SS is ne ....er lost over n
period of tCll ycnTS rt5S\lllling no I'{'pRir is pOfisihle.
3.4.4 Input-Output MTTF
TIll' Input-output ~tTTF i.~ the eX[lccted time n ncl\\'ork will he functional before
the failun' of ,It lellst olle of its terminal paths. II is gi\·en hy the formula
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.\lTTFr = L'" TRt!)rlt.
3.4.4.1 2-Replicated 2-Dilated Banyan Network
S\lhstitutin~theTRU) orlhe R2D21ll'lll'ork ,ll;h"'1l ill E\tl1:llioll 3.ft.lllt· iUI'I1I'''1I11'1I1
?l.ITTF for the R2D2 \\etwork it; l"[lknlllh·t\ tn Ill'
3.4.4.2 Balanced Gamma Network
Similar to the inp\ll-0\\t)lt't ~[TTF of the fl2D2 Hdwork. 11ll' illlllH.ol1tjlUI ?l.ITTF
for tbe I3G network is calculate,lllS
.\lTTFr =L"""(l - (1 - ,,-.\')~)"-I"I.
The input-output ?l.ITTF for different siu's of th,· R2D2 alld tlw DC Il"'\\'",ks
,ue ~iven ill Tahle 3.7.
It call he notl"! from Tahle 3.7 that the iUjlUl.outpUl ?l.ITTF nrtllt~ [3(; 11"1 .....llrk
is nearly twice than tlmt for the R2D2 nctll'ork. It "all IH' l'OIIl'IIl'!I:d Ihnl. if I is tIll'
expected time that the llG network will he sll..e,'s.~flll ill estllhlishitl~ lilly ll'rmillill
connection hefore it is unsuccessful in one or more sllch 1,'rlllillilll~('lIl1ed illllS, 1111'11
} is the corresponding expectell time for the R2D2 network.
3.4.5 Network MTTF
Tin' lll·l\n,rk ~ITTF i.oi till' .!XI..'l·r .....1 liml! :t IlI'lwork lI'ill I.e (IInctional IIl.'(oce il
IfL'it~ rlto' r,,11 t1N'f'S1i ll"'lw£ly. TIle Ileumrk :\ITIF for Ilu~ OC network is ~\"{'n hr
.lfTTF.," "" 10"'" XR{/l,It,
3.4.5.1 2-Replicatcd 2-Dilated Banyan Network
13.21)
SlIll:ititllting thr :'-SRlt) of tlte R2D2 network gin'lI in Equation 3.10 in Equa.
tion 3.21. tlw lIl'lwOl'k ~[TTF for the R2D2 network is cnlculated to lIe
.\/TTFs = foX, 1- (1 _/f·Ia"Js)~,II.
3.4.5.2 Balanced Gamma Network
13.22)
Siner till' exact :-lRoflh~DC network isclifficuh 10 oolUpule \\'e lise tbe lower houml
~iW'll ill Equl\tioll 3.16 lIS this is almost ~rtainl~' c1QS('r 10 the eXlIel ~R limn the
Uppct hOlllul ""h'cn ill Equntion 3.1 i. Suhsritutillg lilis lower hound expression in
Equation 3.21 \\"e have
.llITFs_UlIl' f(t,/,yF,Xi'-'X{I-P)')'-' x
( tL.\'FjX/JX-JX{l_PY) .It,., (3.23)
(3.2'1
TIll' lll'twork \ITTF for different SiZl'Softhe £1202 Il<!tll'ol'k is ~ivcn hy Table 3.8
alllltlw network ),ITTF lower llOU1UI for various sizes of the DC network are shown
in Tn"l(' 3.D. :\ failure nue of ,\ = 10-6 has IIE'en l\.'505umetl in culculatin~ the values
~i\"{'n ill Tahlt'li 3.8 ami 3.9. It can be seen [rom Tahles 3.8 and 3.9. that for .'V=
11124. tIl(' OG and Illl' R:!D:? lH't\IWks Ins!' tlwit· fl1l1 a<',','.,,~ pwp,'rt.\· ill anumd :?
months nIHil:! da.rs rps\wrtin'!y. Tht'rdml'. if n'lmir is 1101 II"s,.. ihll', I';w!l Sf-: "I'
tilt' larg-l' sized R:?D:! awl OG IIt'lworks s!lfllll,l ha\"l' I'n.\· lOll' faillln' tnlpl", .o.;iI.\" "I'
11ll'or<lrrof W- 11I•
3.5 Summary
The He, FT nnd n'liahilit.\' oftlil' ?l1I>ls h:we llO'f'l1 studi,',l in this ..haptl'r. Tlu'
three ~lI:\s - the 00. the R:?D2 and IlH' OG ll<'tworks 11'I'rt' found tn Ii" III' ,'(lmpa-
mhle He. The Dan.\":lll allli tlte 00 lIt'tworks an' nllipath lIl'lll"nrks nlld Ill('r"fol"l'
tlo not POSS<'SS till.\" FT properties, The R:?D:! HUlllhr OG lll'twnrks II'pn' (Ollllli
10 h(' sill~le fault-tolerant and rohnst ILlHler 1ll11ltipll' faults. n,'lillhilil,\" lIwlly,.. is
of tIll' R2D2 mill the DC lIctworks sllo\\'e([ that thl,DC 1lI'IImrk lind 1,,'I1,'r It'r-
mina\. hrondcnst and Iletll'ork relinhilities lInt' to tht, l'xistl'lIn' of lHlIltiplt, [Jill lIS
hetween ench input-output pnir within thc t1l'twfJrk. Tht' rtoliHhilily IIf 1I1l')';l' 111'1-
works reduced (,"ollshlerahl~' with increase in size. EW!1l thnllll;h tlll~ rl2D:! llwllllt'
OG network are more reliahle than Ihe Danyan lUlll the DO 1ll'twnrks, tIIP.\' Im\'l'
to have hi~her r('litlhility measures in onl,'r to Ill' coltsiden"l fur liS" ill l,r(H"II~IlHI
packet switch architectures, III onlcr to hlll'l' Iiigh':'r tl'lillhility,l'itlll'r til" n'liHliilily
of the hasic network compollcnts IHls to Ill~ incrt'ast'll or repair has 11l1H' pO'...'Iilll,·.
Since the on, the R2D2 tIlul the OG lIt'lworks a,,' tlf cOIllJlarablll ltardwan' I'om-
plexities, IlCrforlllnllce stud~' of tlll'sc Ilelwnrks mull!r dift'rm'llt [raf!if: [lnlll'flls will
~ive a hetter idea of hoI\' well tlte hnrdware hilS helm lttilizr!d, :'ll~xt dlil]lll'f studi,'s
the performllllcf' of tllcsf~ llctworks Iludl"r ccrtnill tr:dlir: tYIl''S
,3i









Figure 3.2: Cro!Spoint complexity or an 4 x 4 SE.
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Figure 3.3: RoutiD& in R2D2 network in cue of liDk fault.
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Figure 3.4: An 8 )( 8 ,ingle-fault tolerant R2D2 networ. ~·ith maximum SE fauJu.
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Figure 3.5: An 8 )( 8 linsle·tault tolerant R2D2 network witb maximum SE faulls
in each subnetwork.
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Figure 3.6: Au 8 x 8 R2D2 network lOlling full access properly due to SE faults.
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Figure 3.8: Connection pattern for an SE in the DO network.
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Figure 3.9: Los9 of full access property by the BO network due to SE faults.
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Figure 3.10: Different paths available during routing of a. packet in a 16 )( 16 Be
netwol'k.
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Figure 3.11: Dynamic rerouting in a 16 x 16 BG network in case of link fault.
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Stage 0 Stage 1 Stage 2 Stage 3 OutputBuffers
Figure 3.12: Dynamic rerouting in an 16 X 16 BG network in case of SE fault.
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Figure 3.13: Single-fault tolerant 16 x 16 BG network with maximum SE faulh.
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Figure 3.16: R-Grll.ph of a 16 x 16 DC nelwork having wout case TR.
Figure 3.17: R-Graph of an N)( N BO network having wont case TR.
71


















Figure 3.19: Broadcast Reliability R-Grapb of an 8 x 8 DO network.
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Fi:';llrt> :3.20: Redlll't'il [JI'CI1uh'nst n,']iahilitr R-Graph "r all oS x 8 1](; ll"tll'(Irk.
Network Banyan BB R2D2 Be
Size Network Network Network Network
., , 4++4 :j.i 8
, to 2-\+-+[G I:JO StJ
3
"
QG+ +48 388 :!H8
16 128 320+ + t28 IIl32 832
32 320 DGO+ +320 2ii7G :l17G
"
jG8 :W88+ + JGS GI7G :jJjG
128 ]j()2 JIGS+ + ti02 1,14UII 12SIII)
25G 4090 (S432+ +40()G 328% 2!JGDG
512 0216 4GOOO+ + 9216 7J!JS·1 (ij.,IH
1024 204S0 112G·IO+ + 20'180 10,1352 1.';I.",.j2
Tahle 3.1: He or ~Il\'s ror varying- wilul's "r ~
j3
~ -Fault- Routing Hardwar~ Fault-
Network Model Tolerance Complexity COlllp)exity Tolerance
Criterion Capability
Extra A' Salllf' C'olllJlarahll' Slil;;lltl~' ('uUlI)"r••bh'
Stage Cuhe stricl ~I'~'llll'r
Augmt'lLlt'd .\, Salllt' COlllparahle: rtltu:1i C'olllllamhl.,
C-network stri"l ("omplexit)' hiddl'U Sr"'llll~r
iuswitrh
r..lcrgcd Less Snlll\! COlllllllralJlc: 1I.lm:h Grf'al"r
Delta strict colllplexity hiddeu grentcr
;:' I inswilrh
F-lIctll'ork L,,,, Sallie COlllparabll' Slightly C'ump<lrallll'
lilriet ~renlt'r
DG lIetwork Slil!.lilly SaUle CUUlparal.lc. Gfl'IUCr I COllll'ilmhl1'
Il'SSstricl l:OlIlplcxit)'hi.IJ'!lI
ills\\'ilch
R2D2 IIctwork L,,,, Sume COlllparahl,,, Grclll"r IC')mpamhh'
strit'L cumplexity hidclell
ill switch
Table 3.2: Comparisollor propl'rtil'S or rtll~s witlL the hYPOLh.,ticallll'twurk allli .11]...r 1Il'!\\"••rk... tli'>i"lIs.",,1 ill PSI.




















Tahle 3.3: Worst case terminal reliahilitics of Ililfl'rC'1I1 sizes of lh~' R2D2 and lh!'
DG network.































Tahle 3.5: ~etwork reliahility for different sizes of the R2D2 network







Tahle 3.G: Network r('liahility houmls for different sizes of the IlG network
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Table 3.7: Input.Output \ITTF (in lOG Iiours) for dilferl'llt si7,t's of tht~ R2D2 and
the DG ~etworks.










Table 3.8: Network \ITTF for different sizes of tlw £1.202 IIclwork.
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Throughput performance of )'1I~:o; is Oll~ of the I1ll1j('r 1L'iI)('('ls '" Ill' 1l'lil·;lrdl,..1
for their use in hroadhand COllllllllllicntioll switch fahrics. This r.!mpt,·r 'tisnL........ 'S 1110'
performance of ~1I:'ls Iliscussed in earlier c!Lnptcl'5. uuder uniform :lIlel llfllHlIIi(nrnl
traffic patterru. All packets nrr1\'irlJ: at an input nrc ru!.'lllIUl... lln 1M! switdu..1,luriu,L\
tllc same cycle. It is also assumed tbat there are 110 Ill.!lwork ('fJllIjllllllml (,.jllln'!'!
\\;thin the ::-'11~s.
Performance of ~H)ls is mainly hn.'it'il 011 the extent of hlllckin,; within ~1I:'ls.
Throughput and cell loss rate are the main pmlUllctCI'5 ofim[mrtllllcC in pp,rrr,rrll:tJll~"
Ill\alysisof :\lINs for use ill switcll fabrics of hrolullH\llcl packet switch flrchill~rlllr''!\.
In this thesis work performnnce nnnlysisof the ~11~s hns ImclIllolle witlwllll'uflim..,
Throu,.;hput of n ~1I~ is flefineo-l ns the ratio of IOlnl rl1lmlH~r fJf dlJ1ivr~n~1 Jlal:kr~ls
to the total numher of incomin~ packets over a ~iVCll perioll rtf 111lU:, If /1J1,,1.i,,/wl
packets ure the packets \\'hich nrc feol to the ~'II:'<l flud lat"l.ulllplil edls :tl"~ ,Ilf~ J)lwk-
ets delivered to the destinations t1urin~ I\. ~i\'ell p<lrio,l of time !, tlll:n, thrnll~hpul
TIII'(1IIf/h/1UI =Illf,,/_,ml/ml!lo/,,/_i,,/IIII. I-Lll
Illllll!>er of ineomin,L:; jl1lCk('IS (J\'('r 11 !o(iw'l1 period "r lillit', [f 1,,1,11-1,,__1pad;<'IS ,1"11"1"1'
lilt' lowl packets lost within thl:' :'I[]~ and lol"/.il'JlII/lliwkl'1.' ;11'1' IIII' piwkl'ls II"liidl
arC' fed to th(' :'111:'11 (1\'('[ a gil'('ll perio,1 ot'lillW I. tlu'll til,' 1'..11 h,s., 1';11" is 1--\il"'11 I,y
Cf'lIlo.~.~ !'/lIe =lol,/UIMI!loI"Lill/illl.
In ellSe of :'IJI:'Js without 111lffers tli,> <"dl l(ls.~ rat.. is also j.(iwll h~'
(,1.2)
(.1.:1)
Section 4.2 discllsses hlockiu,L!; ill :-'lr~s. S(,'('lioll ·1.3 "xlllailis alullll 1111' ".~III"'l,~1
traffic patterns in D-ISD~. Perforl11alLce aualysis IIf :-'Il:'-Js Hudr'r ulliform 11';i1lic
pattcrnl'i - permutation traffic alld tluirorm T1ll1dOlll traitif' palh'l"lls nFl' ,'xplailwd ill
Section 4..1, The l>erformances oi :'Ilt:'-Js ullder nou-uniform lr;tllil: tYJlI'S hll!f;pol
traffic, community of intC!rest traffic and hursty traffic lift' l'xplailll.'(l ill Sl·(,tioll ·L.i,
Finally, Ii summary is provided in &~tion 4.G.
4.2 Blocking in MINs
DlockLg ill :'I11:'-Js is defined as failufC to satisry a COlltlcctioll r('(jllir'·Ill"lIl. Billow,l
Oil tllis property networks clln be classified m; strict seilS'! lll'/llblor;king. wi,l(~ s"uS"
nonblocking, rearrangeahly nonhlockiu!-l nnd blocking networks [431.
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:\ llf'twllrk is !>o,i,1 tn 114: mmlJorl.. i"g ;11 Ib" .~'r;f'1 .H'I!.!'" or lItr;,·' - .~rIlM·
IIImIJorNII!I if all.\· '\''lOir,.,1 colllw,·tioll l"'IW.....11 unuS('I1 purls call Iw l~t ..lJlishl,'ll
illlnlf~lialdy \\'itlmUl inll'rfcrcll('C fmm allY arllilrarr ('xis'ill~ rOlln('('tinns.
,.\. 11f'11l1>rk i5"'1.i,110 he /lmIMOI'N,,!/ i" 1J,f' lI'i"(' ",,,,, .•"'''r ".itlr-$('IMt' llo"t.!(}I,'NIl9
if lilly ,1C'Sir('lJ mllllt.'I':liOll helwt.'ell t\l'O IIIlIlSl'lI I>orts (";llll~ ('Stahlislll.·d Imlll('llia'dy
without il:tt'rfr.rcllt.:l! frotll nrhitrary "xistinl!; COlll\t'Cfiotls. pro\'idCl'1 that tll(' existitl~
l'llllllCdiollS hnw lwell ills('rtell Ilsinl!; some rOlltilll-lllll-l0rithm. Ir the al~ofithllllll'S
nnt 1J'~ell ffJlIowClI. sUllie ntlempted connections may he hlocked.
A lIt'twork is snid to he 'TmTfIIl,qeah/f' or r('f/rl'(III,qcf/MlJ l/o/llllo<:/.:i"9 whell n
d!'Sired connection hct\\'ccn ullused ports lllay I~ temporarily hlockC(1, hut call he
('t\tnhlislll'fl if one Of lIl('re existinl-l connections lire rerOlllel"1 or rearranged.
,.\. Ill'twork is said to I~ lJo('/,:iJl9 i£ there exist connection sets that will pre\"lmt
sollie 1lIlditional desire I connections from heill~ eslahlishel"1 hetween unused ports.
I'Vl'lI I'dth rearrangement of the existing connections.
H should he noted that the al)()\'C terminoloKY flenls with Ihe ahility of the
IIctworJ.:s to make permutation connections which is explained in Section 4.2.1. The
DD network is a wi,le-sensc non-hlocking network. while all other :\1I~s explaint"t[
in previous chapters are hlocking networks.
Tlte throughput of n :\tIN is mainly del-lT/\fled due to two kinds of hlockinl-l
\\'ithin a ~·IIN. They are internal hlockinl-l ami outpnt contention hlocking.
The illlcrllnl hlocking cnn occur within nn SE at lilly stllge other than the input
stage allll the Olltput stnl-le of n :\1I~. For extl.lllple in 1\ Dnnyan network, when t\\'o
incoming packets 10 lin SE. SE;J (j is lIny stnge otller thAn first or lnst stage), are to
hnve the smne ta~~ hit ror switchillg, then 0111.' of the pAckets is dropped arhitrarily.
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This r01l5titutf's ]0:;;5 of parkels alltl IWllel' ,lq:r;lIlnlillu uf Ill" rhl"llllJ.:,hpllt "f II",
:'1l>J. In g~'tl('rnl. if p il1C'Olllill~ pllckl'ts to au SE llIll'" tIll' sallll' Ttluting lag, alltl
lhe SE !tas If Ol1tPllt links for thaI routin,C; tap; (I' > ,/), 1I11'1I P- 'I pad(I'ls will \,,'
,lropp~1. All example of iuternal hloddnl-:" in;ln S x S Dnll.\'1111 11<'11I"l'rk is i'illl'\\'lI ill
Fi~ure ..J.j, III this fi~lIr(, tIm packl't8 from inpnt p"rls II alld G 11"I'cI til Ill' n,"t(~1
to c,llput :)0I't8 6 and i r~'spectiwl'y, Illlctllnl hlo,'killg O(TI11',~ at SE 1I111111",n'd ::' lit
stagC' 1.
Packets arc !llso 1051 due to output COlltl'lItioJl hlo"kiuJ.: ill H :'11:-.1, \\'hl'l\ II
]luck!'ts arc tit the output of a SE SEj,"ur..G!/.. Hud if I!I(' destiullti'1I1 ('lll1 H"'·l'pl. !lnly
If packets (q < p) durill~ a cycle. then nrhitrnrily,,- 'f arc Ilr())lpl~d nf th,' II I'Ill'kl'ls
at tlte olltput of SEs of the IMt sta~c. This is known as uutput !'lIut"lllion IllwkinJ.:.
An example of output contention hlockiu/; il1 1\11 S x 8 Onllyall Iwlwnl'k i,~ showll ill
Fi/;ure 4,2. 111 this fi/;lITe two packets from input ports () Hll,1 3 !Jaw 10 Ill' I"lIutr'd
to output port i. Since only onc packcl C/lll he a<'l'p.ptf'll in one ':yd" '!Il" (If flt~'
packets is dropped,
4.3 Traffic Patterns in B-ISDN
\Vhen voice, video, datn alld other pay]ouds i\W CIIITi,'!! ill all illt'·~ral,',l !let-
work, different types of traffic can he expeclC'lI. .-\ltholl~h it may tint ])1' possibll! t"
exactly simulate realistic traffic patterns, .~tudy of \1I~s IIll,lcr "I'rlain lrallk pat-
terns may hclp ill undcrstandin/; t!t('ir performallces untler realistic lrallk )lllt~r·rns.
Performance analysis of AT~'l nctworks Iw.s heell reported in rcrr!tf;Ilr.I~ ['13] allIl
[441·
The traffic patterns expectC(1 ill hroallhnllli pnckel switdl architectllr!!s <:1111 ],.;
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da:>sifi':lIII:> Iluifr,rm t~ilnk patll'rllS alltlllHII·\lnirormlr:tHk p;\ttertl.~. Tlw f"llnlrillJ,::
lll'n sl~'(i(,lts \\"ill ('Xpillill 1llmllt (11I'~w tmflk \llltll'l"l\S in delail.
4.4 Uniform Traffic Patterns
TIll' two m~lilllllliforltltl"<llfic p1\\Icrns II'hich an' hcillp,Slllllit>t1 are prnlllllntiOlI
Irojfi!' and ullijllflll fU/IIlol/1 tmj fi<'. In tIl(' prel'iolls chapter it lw!; bel'lI shown
lhat lite DC n<'l\\'ol'k. 11H.' 1313 nelwork nu,1 the R202 network have cOl11(l11J'able
Iianl\\"mt' coll1pk"iti('s. ,.\ comp1lrison of the performances of these :-'1I:'is will enable
11S tu Illld"rsland how 11'1'1l the hanlll'are has h(,l'll utilized. The followin,l\ Sl;'I:tiOllS
Ain' a mlnpnrisoll of llle jJl'rformallces of the IJD network. the R2D2 ndwork and
lIlt' I3G lH'l\\"ork.
4.4.1 Permutation Traffic
Thl' /lcl'Il1l1lf1fioli Imffic pattern refers to tIl£' cnse where the outpnt ports
requesl(>t[ h.v packets arrivilll{ to the switch in tile same time slot are distinct frolll
Olle nlwtller. It is referred to as permutation traffic hecause, at full loud. the list of
rcqIlNt!>t[ destinations onlercd hy input lines forms a permutation of the set (0. 1.
.... '.1).
Th!! amount of internal hlocking in the :-'1I:"Js is distinctly visihle under permuta-
tion traffic pattern. III the case of permutation traffic. at full load, only one J)llcket
i:'\ c1c:'\tinell to each dl"stinntion. So packets will be lost only due to internal hlockill~
in the network and not due 10 output contention at a particular destination.
4,4.1.1 Banyan and R2D2 networks
lJoth the IJllnyan and the R2D2 networks do not have 100% thrOlll-:hput l1tlller
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Iwrllilltalinn lraffic I)"IIC'r1\!'a.<;lhl'.\·,lollllt ha\1'lh'11-l1.nlli,·lill~'1.111.,., r,'r.·,'rl"ill
comhillaliollSofpcrnmtnliolllmffir. Hl'llt"f' Iht,.\, (m''-IIIl,,1 "I....k.in~ lll'l\\~.rk.s.
4.4.1.2 Satcher Banyan network
In the DD network, 11Il' illrolll:llj.!; parkets an' SQrll',1 hy th,' OaldlO'r Ill'lwurk.. iu
eit!Jl'r nsccndin~ or dl'S('eJltlill~urllcr haSt'll nil thf'ir ,I''ljlinnlit'uI<. 011,' tl' III iI<, park.
ets are COlllPflClpd illill II,cy IHe Hlonotonirfllly inl'n:asillg or ,11'I·n':I.~illg ,1"p"l1dilig
Oil the sortillj.!; elllp]oyf'll. Tlit'll 11 perfect shulll.' of th~'s,' Illidil'lS is dotll' aud gl\'I'li
\0 the Dany"n network, It 'HIS h{'l'll shown 11,al nOll·Cl.Jllllil'lillg p/llhs l'xIsI 1,,'tll'I'I'li
each SOl\rce anti destin:ltiou and hence Ille t]lroll~hplll of Ih,' 130 1ll'llI'llrk i.~ :']\\':I.I'S
1 under permut:llion traffic pl\ltemlll] .
4.4.1.3 Balanced Gamma network
Due 10 the cOllllL'ctioll pattem of DC nctwork., Jilnp;c 0 :lI1t1 slaw' I uf tIlt' DC:
network are nonhlockln~ for any kind of traffic. Ul\ller pernllllatj"n Iml!i,·. stagl:
(n -1) and stage (n - 2) are also non blocking. Hence an .V x .V DC: 1lf'I\\lIfk L~
1l0nbiockinK under permutation traffic, if and only ir .V ~ IG. TILl' DC: lll'lwork.s
suffers cell loss for networks of sizc .V > lG. TILese prol)('t'lit.-s IIrc ill lIL" f(Jllowiu~
Lemmas anti Theorcm I,
Lemma 1 Stage 0 oj an N x .V DO lie/work is nr/1l·lJ[od.-i.rll/.
ProoJ.' Stnge 0 oj the DC network colI.~i,~ts oj 1 x -4 SEN. EUI.'II SE ':!IIt 1Y;t:,;ill!:.~
only one ]lucket per cycle. This JHIcket can IX! rmde,l tltTYlll,l/h OIW of /lw n:!JIIIIl1·lill!.:s
hase(l on the switching bit. The fulemute liTiu ,It tltu,ge 0 liTe' TlrDuilJ,;1l for ""1' m"t
mOllularity.
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oLemma 2 Slll.lJf; J /lJ (11/ .\" x .v llG nr:tll)o7'k (Y > 2) is "m,.iJlncki"y.
Pm,.,!: All SB, rtl _,taw: 1 IlIllIe jllllr i1l111l1. link, mul fml1' Oil/pill. Huh The 1H1d'ct"
1II"11.II'''!1 /II .,Iflye 0 lire rfllll.ctl tlmmyh the n~lllilll'liJlk tn slllW: 1. Therefore lilly SE
III..".'I!!I: I <;/111 ,II mo.'" receive two //flckcf., {mm .,t/lye 0 thmllyh lIu; rC!llIltIT lillk.'!
AI. 111111 _.-llliIG of [JO Ilclworl.:, pucJ,:cls moe In,'l'. if fill" O1lly if more 111/111 thl'CC p(lckCI~,
!ltl1Ir: file MI1IH: 1.11.1/ hit for rlmtill!l 10 pmcr.cll to the (lext stuHc. Sillee ,he nw.xirllltll/
IlItmllcl' of iucrml'i"YIJ11I:kcl,'l III .,ru!Jf: 1 i,'l (mly two there eml be /10 In.'ls oj lJackel.s
III tlli.'! .'/'I.I/C. WheTI both the i"mlllhlY packet.'! to (I SE ul .'lta.qc 1 have the sume lay
hit mle oj them will be milled nlllo 'he rcYII/(tr Ii'l},; (md the other Quto the alternate
Ii"k.
o
Similarly it can he ~hown that an N x .Y network. having similar connection
patterns as that of thc DC network. constrncted of~: x k SEs( ;Y and k are powers
nf 2), will havc its first IO.fJ1I.· stages non-hlocking for any kiwI of traffic.
Lemma 3 Staue 1l-1 0/ an N x.V RC network is non-Modi/l.g umler pen/llttation
tmffic,
Pl'()o/ : Duc to tile connec/.ion paUern 0/ the DC network. allY SE in the (It - 1)th
.~ta!Jc i,~ C01l1lcdcrl to exactly two outputs, Moreover any two SEs ,~epllmtCll Ily
di,\'tflllcC :\'/2 lin: connected to thc same pail' of Ol/tputs, Sllppose we havc two SEs
SEl mil! SE2 sqlflmted 1Iy a dis/tlllce ;\'/2, and i/ SEl is connected to a particular
ollt11lit D jor tn.!} bit O. then SE2 will /Ie cO/wected to the snme oldput D /01' ta,9
/lU J flwl l!ice versa. Under pen/Illtation tmffic each output receives exactly OIle
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III/ckct;7I cue" cNf:lc Thcn:fnrc. I/IIN 56;11 .,·Iuyc n./ mill ",1/ /1.,.,:;I'( mon° thrill I,,'u
o
Lemma 4 Stullc II - ~ of ttl! .\" x X DC nctl/lntk(.Y > "2) i.,' IWIl-MIwhll!/ ,,"tllT
pet7r11llatioll tm/fic.
Sketch of proof: Due to I.he cflflllcclimJ III/Uti'll nf Ibc DC /wl.lIIorA'. tIIIII SE ill sll'.I}!:
n - 1 is cmmcdcrl In mdll Iwo OIl/putS, A1I1I tllm SE:; lit .~I,'I~Jf: II - :! .~q"lmlf:tlllll
distance .\"/2 lin:: cQlwcclcd to thc Sllmc lXl;r nf SE.~ ill .~tll!/C n - I. f,d 'I~' IIS.~lIl1lt"
thaI wc )Ul1/C two SEs SEI mltl SE2 .~cp<lmtcdby <I Ili.illl1l<x N/'2 ill .it"!!,, II - I. f.,d
these I,c referred (IS SEj.,,_1 IIJlti 5E;+,\"/2.,,_I. Dllc to the ClllIm:dill/l IlIlttall of 1ft,:
DO network, two incomin,q li71~:[;for 5£,.,,_1 from Iitll.IIC II - '2 illY: flYJm SE.i SE,.,,~,!
anri 5£i+-"I2.,,_'1 which lire sepflmtell hll <I tliitlUlCC N/2 lit ,~lIlYr. II - 2. Sillli/lld!!
two incomill.Q links for 5£;+,\"/'1.,,_1 from .du!lc Il - 21m; lIl.ill !mm lilt: .illllll~ SF:.i
5Ei.,,_'1 ami SE;+N/2.,,_'l' This i.~ .illl/llm clclldy lIsill.'lll 16 x lfi DC 1wtmm-J.: i"
Fi.qUTC .{3.
Here tile two BEs selected fire 711wJ 15. These hoo SE.i III'C r.!wslm IlrlJibmily,
but without IQ$$ of ycrtemlity. Any two SEs .icflllmted /Iy II fli,~tIllICC /6/2 :: 8 (.Vl!l
be chosen. The SEs '1 anr115 of .~tll.lfe 3 lire conncctcd 1.0 tIIltpuLi '1 mill 15. Tum
links of BE '1 of stage 2 are comleeted to SEs 7/t1l/1 150/ .ittlfjr.:/' 7'I11:.if: lI/JIJ tillh
correspollrL to the Te.lJulfir an,l altenude li7lk$ for 1/1.11 /iit 1 for .~I(I!J(; 2. Similm'ly 86
15 is It/SO connected to SEs 15 Imd '1 of stll!le :J for the .~Ilmc t(l,ll/!il I. 'fhi.i i.~
shown 1!.lI Ihick lines in Fi.qure 4••1. So, (ln1/ llU.cket with ItI~/ /tit 1 fIJr .~tll!Jr. J, lI1uf
amllin!/ at one of tlic SEs 7 or 15 at slafjc 2, lias /0 !l0 10 mlc of thc mdll1lt.~ '1 fir
15 flue to connection pattern of llG network. During pernmlflliOll tmj]ic ,wt 1I11m:
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lImli "'If; lJ,u:kd ;1< ,,,",di7lr.d I" II IJflrticlllllr oUtPlIt I/t 'mY.'1il)r.n cuelc. Therefore. fit
lII(j.~t IIl11} TJflt:kd.~ f.'I/1/ Iwriw; ulotic of Ihr. SE,~ 'l (Jr 15. with tllfJ hit 1. Olle IIncket
will hc Trmtell IlIltll O,C rr-fJulur ii"k Imd thc ofher Ill/to tile ulte1"/fIle liuk. Hencc
I,hen: is "" dWIlcc Ilfl'flckct loss ul. fliis ,~ttl!Jc which cnrTe~p()Jltls to stl/IIC u-l.
Lemma 5 111 1m N x.V DC network, tl'l1f stllye i (i f/:. O. 1, n-l. n-2) is },/od.-in.q.
SkclcllofTIITJof: AIl.v x;\' DC llcl1lJQrkCiml(tifl.~ II ,~tll!Je i. (i iJ O,1,n-l.II-2j
'miy if .v > IG. So. for plYJlli"tJ this 1132 x 32 DC nelwork 'is cn1l.~idel'ed. Figllre 4.4
.~}I(I1U.~ II 32 x 32 DC l/etwnrk with conneeliolls slwwi11.1J tile roul.in,q of ]lfickets from
i"'Jllt.~ 13, 15. 16 lmd 1"1 to outputs 15..11. 19 lIwl 23 respecti.vely.
Tile muli,lg t(IH'~ for the Il!lovc pIlckets are 01111. 11111, 10011 am/WIll re-
.~llCCtivd1J. AccorllinfJ In tile fflutill.f1 tag the packets from 5E's 5£1.1.(l,5EI5.0,5EIG.O
amI 5£1;.0 liTe rolltcd to 5E's SE1~.1t5EI!;.h5EI;.1 an/15E!;.1 respectively. 5E
5EI;.1 ha.~ two l}{ICkct.~ }/lImn.'! the sl1me tar} hit 1. Let lIS llsswne that the packet
dc8t'illcd 10 outpld 19 from 'i7lpllt 16 takes the TCrJular link and the packet destined
to uulput 2:1 from input 17 takes tlte alternate link. Then at stage 2 we have three
lJflckeL~ arrivina at 5E 5E16.2 awl one packel. to 5E 5EI9.2. Now at sta.qe 2, all the
three p(lcket.~ goin.q tlllt of 5E16.2 have roll ling tag bit 1. Imt since we have only one
re.qular Iillk owl one altcnlllte link. one of the packets is lost. Hence packets clln
lIe losl. at sta.qc 2 in a 32 x 32 DC network. For each SE in stage 2 we call find fI
Jlcnnulation tmffic. 1uliich will result in packet dropped. Since packets can lie lost
lit II/a.qc 2 of fI 32 x 32 DC network. stage 2 of the DC network is Mockin.q. For em
:V x N BC network where N > 16. similar pc1'lllUtl1tion tmlfic combinations can lie
fOlllul to .¥/(ow that lmy sta.qe i (i i {O.l, II - Lil - 2}} /JIod-iTlg.
ifll/III ouly 1j.Y:5 16
Prt!of : ...111'1 .Y x .Y DC IICL11)Ol'k hus IrJ.f/~.Y ... II/.I":.~ mlll:n 1'/f"1.Y i ... 1111 11/1"."1"/'.
Wlte" .\' :5 16 wc 11m/I:; f01l1' different I,o.~.~i/'/I: lll/II/IC.~ of.\'. 11/1111"'.1' :!. 4. S "'/II
If}. A llctwllrl is Ilml-fJl(J/;kill!l if 1/1111 ollly ,if OUI: 1/1' ullin: .,·III~"'S of Ih.. 1I1'lwUJ'k Ill)'
IJlnchll,lJ' A :2 x 2 DC lH:tlllm-k is 1I1l11-blrn:l..-h/y I/.~ 'il 1:,l/IllIil/." olliy mu: .,·IIIYG..~f'lfl" 1/
,wd from lewlIlli 1 lilis sf{Lyc is 1IOfI·h/od:il'.'lIllUllll:IICC thi,.. IIdllllll'l i ... 1I111/-lIItII:kiny.
A -1 x -1 DC lIel.l/Jork COlllrti".q :} '''II/flc... stll!}C n(/wl "'III!fI; I. Fmm 1"1/WUlS II/lid
2 '/I'is nclmorl: ~$ uL~() 11OfI-Mnckill.'1. A1I 8 x 8 DC W:/l1l11l't: (;III/Illill." Ihm: sl.IIIW," O.
J. IIII/i 2. From lemmll ... 1. 511tllll 'J. thi.•· IIClfllfll'k i .•· I/!."" 1I1J1/-M,)(:kiw/. /<'-"WIlYII
16 x 16 DC network emllnins .{ .~ftl!les ....fl/!/c O. 1. :l "'IfI .'1 ltll/l from I"WIIII/." /.
2..'1 IIIIII.{ tltis lIef.IlJOrk i.~ rd.~o lIml-Mneki,I!}. Fhml I,:nllllll 5 TlIf: /rl/III:. IHly ... Iu!/I: i.
(i ~ {O.l./! - 1.n - 21) of 1m .\' x .\' m:tml)f'k (.Y > IG) . i ... Madil/.'!. // slllN': i.
(i rt {O, 1, II - 1. 11 - 2}) 0/ lin .Y x .V IIcl.wurJ.: (.Y > IG) i.'" Illod:illY....mlll: Il/wk, I...
ure lost lit Ihut .~tll.qe. Therefore ]!Ilckel... me lo,.. / ill Illi .\' X N DG '1I:/III(l1'k WIIl:I'"
.Y > 16, which wen't.q thllt the nelwnrk i::; b1IJd:ill!l.
o
Table -1.1 shows the performance of the llll. tILe llc; alltl the 112D2 lIdwol'ks
under perillutatiolltrnffic at flllllonfl, wllerc loarl indicates the nlllllllllt or illl:otrJillg
traffic rate.
II can he seen from the above results that the DO IwtwfJrk is I;Olll]JJ!~ll:J'y 11011-
lliocking uwler permlltl\liOlltrnffic.
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4.4.2 Uniform Random Traffic
TIl" uniflJrIll randolU traffic pattern rdcn; to the case where the cudl output
jlort lias l'llllal prolmlJility (Jf hein~ rCljlwsted h.\· packets arri\·ing: at the input [,orIs.
.-\s rll~Iiua!inJl :nhln'sSl's (';111 Ill' rcpcatell. it is rcfl'rrcd as llniforlll falHlulll Imffk.
EVI'lI tllnUl{11 tltl' uuiform ral1dnlll traffic Iloes not propN[y descrilll' till" n'al
Iraffic, it is 11 ttludl more rcalistic trnffic pattern when comparell to tIle permutation
trnffic pattcrtll.'xplniJwcl ill Section 4.6. Performance of ~II~s used itlllluitiprocessor
intcrcolllll'dions 111111 in switch fabrics of hroadballli WIcket switch arelliteetures is
usually studied under uniform random traffic. It is a much simpler trnffic pattern
10 be Iltllllyzl.'d as colllpart'ti to the nOll-uniform traffic types.
Tahle 4.2, ·1.3 ;11ld 4.4 show the performance of the Dnnynn, the DO. tILe R2D2
and tlte DC networks under uniform rnndom traffic under 50% load. 70% load ancl
full land respectively.
It can he clearlY seen from tIle ahove tahles that the I3G network has higher
tllnlllghpnt thnn tlL01ic of the R2D2 find the 1313 net\\"orl.s under varying load~ of
uniform random trufflc types. .-\ severe degradntion on the performance of the 1313
lIetwork WI15 noted.
4.5 Non-Uniform Traffic Patterns
The type of traffic expected in D-ISDN may not be of the uniform traffic type
explained in Section 4.1. ~(ucll research is goillg en in determining a traffic type
more close to the expected real traffic. Since it is quite (lifficnlt to simulate and
nnalyze the C'xaet traffic expected in D·ISD:-.i, researchers have come up with certain
tractahle lion-uniform traffic types. Studying the performallce of ~lINs to he Ilsed
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ill switch fahrics of hroildhand pa"kl'l ,~lI"it('h ill't'hitl'l'tlll""" lm,Io'r till' nUll-lllliflll"l1l
traffic pattnllscollid /!;i\"('n bdfer lllldl'r.~lal1ding"fIWrrflr1llill11',·ofllll·).II~:; lI11d"1
real traffic.
;.iou-uuiform traffic pattl'rns H·:.I·[.jO! ar(' Ift'in~ stuoli,',1 ill l'\'allllllil1l-: till' Iwr-
formance of ~U:'ls. TllrlX' most \\'idd~' slu,Ii,'d 1\1llHIUiful"1lI frallk I.\"i"'" lin' tilt'
hotspot trnffic, comllliluity of inter!'st tralfic and hur,~t.\· traffit,. Tile fllllllll"illl-::;""-
tions will eXllJlI.iu abollt tllcst' traffic llIodl'ls autlllfOvid(' si1llu!alioll rt'suhs of till'
performance of ~1I:'Is tlIJ(ler the ahove llll'nliolWd traffi,' '.\'])('1',
4.5.1 Hotspot Traffic
Hotspot traffic [-HI, (-161 is dcfinC(1 as the IfIlm.: '.Ylw iu whit-h OIl!' "" 1lI11l"!'
uodes of the switch fahric, or of till' destinatiolls ret.'"iv(' H ~i\'('n lll'lT"llta~t' of tIll'
incomin/!; packels, The rL'st of the incominl; tTllffic is of the tYllt' uniform I'Illlllt!lll.
These !lodes or destinations arc refcrrt~1 t(l as hot~J>ots, Hotspilt Irallil' is ill.~fI
referred to as output-concentration traffic [48].
It is difficult to mOtlel hotspots al lIodt's within tIll' switch fahries alld hl'll("~
performance study of :\[[\11; under hotspot tlc:stillalion:s WHS ('lIlTicd {JilL
10% of the incominl-\ traffic is r1e.'itillcd to one output; in this !'xample, it is
destinatio.l 0, Performance of the OG network is milch hetler lhan tile DO ndwnrk
and the R2D2 network cven in tile casl' of the hotspot traffic.
Tahle 4.6 I-\h'cs the performance of the nq network !luder varyiJll-\ (1'~l-\w(~s "f
hotspots, Performance of tbe DG network umlt:r uniform rIIlldoll1 (fIlffi/; i:s also
providetl for comparison, It is c1carly seen tbat tlie throlll;lillllt or tile DG lldwnrk
drops down considerahly with an increase ill thp. p{'.rcentll~c of hotspot.
'0
4.5.2 Community of Interest Traffic
III 1111' 1':11,.. rlf Cnllllllllllity of fntf·n.-st traffic. llie Irnffit" p;1.II('m is in ~lI("h n
WilY lilill a ('f'rlain p{'r('j'ntn~c of til<' traffic :lITh-in!: I\l 11 certain inputfs) is always
flirl"('tf~1 III f'f'rtl1in UI!lpUI(sl. TIl(' remaillinl; Imffir ori~ilmtilll; al tltCSl' inputs art·
nf II.., uniform n1ll<lolll trame tYllt·. lJnifonn r;uulolll Irllffic type i!l l'xp«h,,1 at nil
olh(,r inputs.
III thb tmllk I.YJl(~. lwtain output request pnlt<'rlls cauS<',!cl;radatiotl ofthrouHh·
pul primllrily Ilur f(1l'Olllcntloll OIL ill/l'rnllllinks as 0PPosl·d to output cOllllirts[-ISj.
This occurs whl'll till' 111lrnher of community of illterlOS( input,olltput [lairs incre(l&''1l.
Dm' to this more path contlict!'l occur in the intermediate staHl'S of thl' :\n~. The
thrOllj.lhpllt degr.ulatioll is morc pronoullcetl in case of large size networks.
TIIIJlc -I.; giwl:I the l>erformauce of :\JJ~s uUller 100% community of intl:rest
traffic with one input-output pair. The input loac! offef'e(1 to the :\1I~s is l. This
indicates that durinj.l each cycle an,r packet arri"illg at a communit.,- of interest
inpnt will alwn.rs he destinl"! to tlmt output which fonns the community of intcr('1lL
Tltl' uuml)f'r of iUI)\Il-output pairs was not increascd with incTCI\SC in net\\'ork sizl!.
Due 10 tltis, !JerfOrmallce of :\1I~s under community of interest traffic is more or
k'lOS equivalent to tlte performauce under uniform ranllom traffic type. H<:llce the
throuJ;hpllt performance of the :\n~s is nearly similar to tlmt shown in Tahle .1.4.
Oy iucreasinJ; the 1I11111her of input·output pairs in this trllffic type, the deJ;rmln.
liollof the throllJ;hpllt can he secn clearly because there will he more path conflicts
in tbe illterllledi,1.te stngl'S of the :\1I~s. Still the throll!:hput performance of the
IJO network is lIIuch SIlIK'rior to that of the DO network and of the R2D2 network.
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4.5.3 Bursty Traffic
Dllrsl~' traRk is a traltie typ" ill whirll til<' iuputs "r IIII' I'lI"ildl fabri,' n.,.,-il·'·
Sll(ldl'll hurst I' of parkpts [.Iil, (..wI. TIll' traflk .~"lln'l' at 1'111'11 inpul porI :tlt,'I'uall's
!lpf\\'Cl'll nctil"p and idle Ill'riods [-10]\\'llidl nn' j.(l~1I1ll'tri"all.l·,lisl ri],Uft-,1 willi IIlO'nll
11/(..-1) Im,1 IIl(S). Till' acti\1' Iwriod lills plU'h't.~ ror /II n,utill1l'"I" ,'.n·],-" "all"01 rill'
IHlrst l('n~th. The idle !H'rlo,1 is aLsn r('fl'ITP,ltll;\1' hurst j.(ap as it ,W,'UI'S 1)('1\\'("'11 t\\,.,
actiw periods whidl haw hursty tmllk, Pm'h-ts arril"iu/-l nt illl inpul port lI'ithill
the same burst Me always directed to the SilllW oll!lml [lort awl an' 1""l'Hr"h-.1 fo.I'
fixed 01' random spal'illj.( [-10], It lias hl't.'ll a,~S\lIlH'lltltat tlt,~ Il!'tj\'(' p,'rimb Ita\"!' II
prohnhility p aIHI the idle periods a proIJllbilit.\· of I - p, Tlll~ IJlIl's1 h'lIj.(11r for:lll
input port is not l'Ollslant hl'cnUSl' the hurstilll'l';.~ i,~ a;;sll111t~1 to 1,,- '·all.~,~1 ,Iw' t"
differcnt payloads that arc to be inlCl-\ratcd in hwmihallli r"mm\lllkntioll,~
For the :\1I:"'sstmlicd here, Illl' ~ap lll'tWl'l'U hllrsts Ulul~r rull llOIIOl !lursly tmlli,'
has been llSSUllle<1 to he zero.. It is also l1SS1111Wd that tlu- distrihution oflmr1'l 1,-u~lh
is the snme for nll hurst arriving 011 allY ~ivl.'n input purt, luul burst tl'l1~IJJS 111111
gnp between bursts are drawn illdepCllflentl.r from II W'IJllll'lrk ,lislrihlltiolls [;;11
with mean L packets/hurst. Tile ontpnt port I"l'fpwstl'd hy a hurst is aSSlllllt'" tu
he unifflrmly distrihuted over all the output pol'ls ill<li~IWlld('lIt of alll>llwr bnrsl.s
entering thc switch [48].
Simulation results of the perfornmnec of tllc DC nd\\"nrks f,u' {liJf,~nmllm,llIllliJ­
ities of bursty traffic p, ami having a hurst lengl}1 of 1tll'11tI (111l1l1 to ;j pll,;k"ts/1111rst
is shown in Tahle ",8. Tllc performance of the DC lll,twork 111u!r-r ullifoflU mnd,uII
lraffic pattcrn is also providefl ill Tahle 4,8, It f;llll IH~ SI:Ctl thai till' thrfJugh]Jllt
of the DC network increases with a fk-crl'llSl' in proll1lhility of th,! hurst.v lraffif'
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hlll ,1,Jl'~ uut Qlr.\' 11l1wh hdl\"l'Pll prohabilities of 0,':; allfl 0.8. Thl' lllll'l>t.V tfnmc
lhrolll-:lqmt i!" sli,!.!;llll.\" h~!; tltlul tli,lt of thl' ulliform mn,lom tmffic type. TJIt' uui-
form ralll!olll lratlic is a !;peci.,l rase of hutst,\' traffic Huder filII IO,I!! whl'te tilt>
hursl,\' l"llgth is l'filla] to "It<'. Till' pcrfornllllll'(' of the DC lIetl\'orks unclel' hllrst~'
IralJie at fult loafl ,Ulr! wilh 11 hurst 11':J~th of lUl',lII {'fluallo') padil'ts/]mrst is
1',uujlllf1'd with 11)(' Iwrform,uwNi of tile DO and R2D2 llclll'orks in Tabll' -1.9. It
1'llll "f~ fiCl'lI thllt till' DC lletwork featnres II hetter perfofmauce as compared to tht>
DO and till' R2D2 lll'tIHJi-kfi wllidl arc of rompamhle hard\\'are cOlllplexitiefi. This
lta~ hl'l'll re[lort~1 ill [aOI·
TIlt' thr(llighpl:' ]lerrnrmlluee nf II 32 x 320G lletwork llllf]('r flllllo:ul for \'arying
!l1I'1ll\ hlln;! lellgths is sllOwn in TallIe -1,10, Tile performance of the fiG lletll"ork
rll'l"WllSCS with illcn~llse in the hUf!it lell/;ths. It call he illferrcilihat lbe throughp1\t
of II lll'(work dCCWllS{'S with all increase ill hurst leugtlls in case of hursty traffic.
In unler to IIIcet the \leeds of AT~1 stnndanls of \'ery hi/;h Ihrou/;hput. buffers are
n'illlin~d. The nc network requires I3G huffers in order to achieve a packet loss
mil! of 10-'; Ulldl'r fllllload hursty tmffic witl, mean equal to 15 packets pel' hurst.
Thi~ Imlff't ~izc rCltllirL'i1 hy the OG network is much l('ss whell compared to 256
required Ii)' R2D2 network with identical traffic comlitiolls and 1300 required hy
till' tandem I3l\llyan lletwork e\"en under 0.9 prohability hursty traffic (-lSI,
4.6 Summary
This f~hapl('r intrOllncCiI the dassiliclltioll of network:; hMed on tlle extent of block·
illg the Ill'lWOrk offers ill estahlishing permutation connections. Later sections ]ltO-
\'il\ccl tilt' ]l{'rformallcc of ~1I~s ullller ulliform nnd non-uniform traffic patterns.
\\"hile the nn network had hetter performance undel' pertnutation traffic type,
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tIll' I't'rfofllll\lln'of tIlt, DG u('l\\'ork was fOllthl t" I", 1111[("11 I",tt,'r ill nIl "llu'r (rulli,'
pat(l'rn.~. Till' !'xact traffic patll'l"lI(sl Ihat l'an Ill' !'XP"I'II~I dllrill~ 1lIl' t10rlllill
fll11clion of all AT:-'IIlI:I\\"ork is no( ('learl.\' knowII: it i~ l.nl.\' Il'.u:i,·al tn "XJlI"'1 Ihal IIll'
traffic \\"ill1J~ hllrsty mill non-llnifoflll \\'illl possilJl~' l'!'lwal,'.l ,J''l<til\:\lioll a,ldr"s,',,'S
at allY ).!;i\'(~n tillw - thaI is lwrllllltalioll Iraltk is far fmlll rt'alit.\'. Flll'tlll'rlllon',
as the AT?l1 lIPlwork typically ron,~ists of illtl'r('olllll,,'tl'll rlllstl'fs of sllllllll'l' swill'll
fahrics (cnch of which conld he a ?llI>J), till' tmUie Ilrri\'in).!; HI lltl' inpul purls nf an.\"
s\"itch is a n\orclliffil"utt pl'ol.II'1ll to pretlkl. HII\\'c\'I'r, it is I'l'asnllilhlt· I,. !'Xp,·,'t tllal
this traffic pnttem is, ifanYlhitl~, farther n'lllO\'~1 frollllll'in~a :....r1IlIllatioll tralli,'.
Thenofore, tlte DC tll"!work wllich Iwrforms I'd I,']" uIIII"r l,ul1it.\' tralli!' !'IIII,lili,lIt,~ is
a wiser choice than networks, sucll llS the DO ,'ollll,illalioll, II"hidl an' lI11ll-hllll"kill~
under pernmtalioll traffic but prrform poorly nnder otllL'r Ira 11k ronditiolls. II \\';!S
noticed that the throu).!;hpllt of all the ?l1I~s d,!cll"i\S,-'t! wilh all im'rl'HSi' itt swi1l'h
size I.ecause of increase in lIulllhcr or sra).!;t'fj i1nd lljlll'r' nilltlklitt~ llllllls 11l'1\\','!'U lhi'
pock!.'ls to he routed in t!lese sla).!;es,
Tahle 4.5 }l;iH'S the l)erform<lllC'c of ?lJT~s IIlld,', 10'1:, hotspot Irilllk willi jlrol,..
nhBit}' of packct lIrrivnl nt inputs equal 10 0111.', This in,lic;ltt,S thlll
Network BB R2D2 BG
Sb\c Network Network Network
2x2 1.000000 I.nooono 1.000000
'x' 1.000000 1.000000 1.000000
8 x8 1.000000 1.000000 1.000000
10 x 10 1.00lJOOO 0.993625 1.000000
32 x 32 I.DUOOOn 0.981,)62 0.097500
04 x 04 1.000000 0.9613156 0.993203
128 X 128 1.(jOOOnO 0.049203 0.086844
25G x 250 I.DUOOOO 0.033164 0.070062
.')12 x 51:? 1.000000 0.DI6GO; O.9;O!J28
1024 x 1O::?-l I.DOOIlOO 0.OOIG/l2 0.963329
Table 4.1: Tllwul!;hpn\ ]Jt'rforrnallce of \II:"Jlllludcr Pernllltalion Traffic
Network BB R2D2 BG
Size Network Network Network
2 x'2 0.880432 1.000000 1.000000
"x 4 0.810005 0.9959;8 1.000000
8 x 8 0.7S07i3 0.991580 0.999751
t6 x 16 0.7615.59 0.087135 0.997990
32 x 32 0.753663 0.978900 0.096650
64 x 64 0.7438.54 0.974748 0.994755
128 x 128 0.746248 0.968893 0.993120
256 x 256 0.741558 0.963810 0.991517
512 x 512 0.743932 0.957198 0.990516
1024 x 1024 O.743Ji3 0.951-163 0.988663
Tahlc 4.2: Throu~hp\lt performance of :\1l:Js under Uniform Rnndom Trnffic •
5O'X, Load
9.
Inpu ts Stage 0 Stage I Stage 2 Outputs
Figure 4.1: Internal Blocking in an 8 )( 8 BanYlLIl Network
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Inputs Stage 0 Stage 1 Stage 2 Outputs
Figure 4.2: Output Contention B10cking in an 8 )( 8 Banyan Ndwork
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Slage 0 Slage 1 Stage 2 Slage 3
Output
Buffers
Figure 4.3: A 16 x 16 Balanced Gamma Network showing Ct)DoectioD pAttefll be-
tween SEs in Stage2, Stage 3 and tbe output bufFers.
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Fipfe 4.4: Blocldq iD a 32 x 32 Balanced. Gamma Network
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Network BB R2D2 BG
Size Network Network NetwOI'k
2 x 2 0.$12282 1.000000 l.nnllOOn
.\ x·1 O.T31!JD3 O.D9nS.\5 I.oouoon
8 x S 0.690316 O.9~4937 tl.!Hl8401
16 x 16 1l.64T365 0.975640 0.994952
32 x 32 0.647592 0.962067 0.991767
64 x 64 0.643381 0.9548/2 0.08fi90l
128 x 128 0.6405-15 0.9-14439 0.083319
256 x 2:i6 0.636841 0.934695 0.Oi9464
512 x 512 0.63i367 11.92;;1'11 0.Di623·1
1024 x 1024 0.636125 Il.DIGOllO ().Di2·147
Tahle 4,3: TIJToughput performallce of ~1I:'Js Huder Uniform Rawlolll Tralli!- •
,0% Loml
NetwQ('k BB R2D2 BG
Size Network Network Network
2 x 2 0.774000 1.000000 LOODOOO
4 x 4 0.617250 0.988750 1.000000
8 x 8 0.b52000 O.96G5nO 0.993250
16 x 16 0.517;)63 0.953000 0.985(21)
32 x 32 0.490219 0.933620 0.976250
64 x 64 0.468250 0.916438 0.068750
128 x 128 OA60781 0.898008 O.!J09656
256 x 256 0.456086 0.883840 O.9i.11191
512 x 512 OA4994( O.869l76 0.94220D
1024 x 1024 OA4!HOO 0.8548!J7 0.934344
Table 4.4: Throughput performance of ~Il~s unllcr Uniform Rl1fl11ot!l Tmffic - full
toad
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Network BB R2D2 BG
Size Network Network Network
2 x 2 0.747000 1.000000 1.000000
4 x·1 0.61·1250 0.983000 1.000000
8 x 8 0.535250 0.962000 0.989250
lG x 16 0A-90813 0.937375 0.075125
32 x 32 0...J74000 0.903406 0.950688
6-1 x 64 0,458906 0.867922 0.917203
128 x 128 0..151234 0.836727 0.887-161
25G x 256 0..141719 0.810633 0.865-106
512 x 512 0.441041 0.792773 0.853939
1024 x 102-/ 0,438835 0.777368 0.845227
Tllhl~ -1.5: Throll)J;hput l>erformnllce of :>'ll:-.l's tIllller 10% Hotspot Traffic
Switch Throughput
Size Uniform 100 30 500 '00 90 0
:2 x:2 1.000000 l.000000 1.000000 1.000000 1.000000 l.000000
'x, 0.988750 0.984000 0.982250 0.965500 0.924000 0.869500
8x8 0.966500 0.968125 0.948375 0.871500 0.747625 0.580625
L6 x 16 0.953000 0.946063 0.874750 0.716250 0.531687 0.346812
32 x 32 0.933625 0.917594 0.783813 0.595312 0.403031 0.217125
64 x 64 0.916438 0.879094 0.707563 0.522172 0.337750 0.154047
128 x 128 0.898008 0.842023 0.666406 0.485594 0.304469 0.121211
256 x 256 0.883840 0.813082 0.642500 0.467578 0.288367 0.105074
512 x 512 0.869176 0.792910 0.627281 0.·J55584 0.278625 0.09T-I06
1024 x 1024 0.85-1897 0.778297 0.61701-1 D.·HS571 0.272758 0.093805
Tnhle4.6: Throllghput performance of the DG netwvrk for vnrying hotspot traffic.
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Network BB R2D2 BO
Size Network Network Network
'1x'1 0.77·1000 1.000000 1.nOOOOo
, x, 0.617250 OJJS5250 I.noonoa
8 x 8 0.,ji)2250 0.9G6250 0.D92250
IG x 16 0.,j20375 0.949000 0.98·1062
32 x 32 0.-187094 0.933375 0.975688
G-I x 64 0,472953 0.914594 0.967719
128 x 128 0.460523 0.D002D7 0.958164
256 x 2,j6 0.-155781 0.884215 0.D50824
,j12 x ,j12 0,-l,j0291 0.869-108 O.942m2
lO24 x 1024 0.-1-16037 0.8.j4766 0.93-1229
Table 4.7: Throughput performance of ~n:-ls under 100% COll1nHlllHy IIf 11ltPfl'st
Traffic
Network BB R2D2 BO
Size Network Network Network
2x2 0.73667 1.000000 I.oonooo
-I x-l 0.61925 0.986917 1.000000
8x8 0.,j43042 0.068458 0.993667
16 x 16 0.,j12812 0.951187 tl.082500
32 x 32 0,490271 0.932469 0.976083
64x64 0.47175 0.914969 0.067443
128 x 128 0,462409 0.898536 0.059146
256 x 256 0,454299 0.884061 0.950008
512 x 512 0,449662 0.868557 0.943021
1024 x 1024 0.44724 0.855262 0.934652




~~'" g~:.; ~ -.~ ~
ci5 <0
-
~ :2 " I'l ::J ~
j
1<", ~ &l ~ ~ ~,,0 - -. :;; ~ ~ ~ ~~(fJ ========
'" ~
,;g





.g~ ~~:: ~ ~ M ~ ~ ~ ;=E-§ ~ c; E- g '"E~ ~ ;; ~0; 0; 6 6~~ E.
::>
'":i . EPo ;::t:; ~ 0-
'"
~ ~ ~ ~ ;;;
"j j x x x x x x x x~ ~ ;;; ~ 0-;;;
103





Tllhle 4.10: 'Throughput performnnce of 11 32 x 3"20G 1ll'lll"lIrk Illlll"r vllryill~
hurst lengths of Dursty Traffic
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Chapter 5
Performance of the BG network
in the presence of SE faults
5.1 Introduction
The 'llriOll5 reliahility mensures explained in Chapter 3 do 1I0t pM"jilt> t\ draT
imlicalillllof the llt'pcnclt\hitil~'of tILe network. 011 the other hnnd. the performancc
of n nehmrk in the presence of faulty components gin's 115 1\ hetter in~ht ill tbis
~anl.
Performance of most of the networks is studied uncler the uniform random lraC-
fie patlE'fU. Theoretical performance analysis of tile DC network under unifonn
Tl\ntlom traffic p"Uern hM been clone in (241 and the simulation results of the per-
formance of the DG net .....ork nn<let uniform rnndom trllffic without the presence of
falllts have been given in the previous chapter.
This chapter presents the performance nnnlysis of the DC network in the pres-
~'IWI' of fnults. Similnr to the nssumptions mnde cluring reliahility analysis, hete we
cOllsillcr onl,v SE fnilures. Fnilures of links connecting tlVO SEs, SEi.j and S EiJ+1
an~ l"Ollsi,lercd as SE fnilures of S EiJ+l. The perfOlll1ance analysis of the OG net-
work in the presence of till SE [411 has been dealt with in detail in Section .5.2
105
5.2 Analysis and Simulation
lll11]('T ulliform random traffic. Lt'T T(S) lit' till: 111I"I111).(hput pl'rfnrlllilllt'I' "f all
S xX DG 11l'I\\"nl'k lI'ithollt I"nulls under ll11ifnrlLi ralldom tndlk. 1.l'1 Ill<' (;lil,',) SE
tIe Sf,., l.i:f 0). Thl' !ll'l'r(ll"1lHlIH'I~ nfille' DG lll·t\\,nrk with Ihl' f;\ilul'l' 1.( SE',J is
lower than l!ml of tht:' DC network without thl' rni!lITl' of SE'.J h'~';IIlS" till' InIHil'
which llonmll1y ~n.,s through Sf',J \\'olild Ill' roult'l"! through I Ill' SEs \dlidl f"rm
r:riticlI[ rnirslI'ilh SE,.)' Dill' tn itl('n:lls(~1 nmtenlinn at thl' SEs whirl! r"rlllt'l"iti'"I,j
IHlirs with S£•./ tIl(' lhwllg"ll]lllt uf till' DC m'lwnrk drnl~~ down.
Tile l)(!rforlJ1anc~ or an .\' x.v GG lIl'twnrk "Mi,'s d"lwlIllin/l lIpOIl 1h.· stag;l' ill
which the SE fault occurs. III this tlH'sis the sIaliC 0 SEs havC' hl'I'1l as..'nIlJl(~llo Ill'
fault free, Tilt' performallce illlllJysis of tile DC lldwork ill tl1l' pn','it'lll't' flf f;IIlII,:-; i,~
divided into two paris ~ the SE fault loraterlnl stag-t' I allll till' SE 1';11111 llll'at,'r!
1\t ~tage )(2 ~ i :;; II - I),
5.2.1 SE fault at stage 1
There is 110cclllossnt stage I of all lv' X .V EJ(; IwtwfJrk ifllwfc lin' lin SE faulll!
at stage 1 hecause ear;h SE ill staw;~ 1 receives 110 more tJUIll t\\'o )lilfkrls during t!w'll
cycle, Dlte to the prt.'SCllce of an SE fall1t at stnge I snlllr:r.dls t:rl111d 1,t, I',st Ht stllW'
1. Without loss of genelillity let liS consitlcr <\ SE fHult at .5£,1.1 in lUI .V x .v 00
network where V > 4, Due to SE faulllll S £'1.1, cells whkh wOl1hl havl' llonnally
heen routed through it (under no fault condition) from SEw Illlll SE:I.II would IInw
lOG
I.., r"Il"..1 tlJr<lll~h S£r,.1 Im.1 S£1.1. SE.. SEfJ.l allll S£,.I fonn rrjtic1l.IIl.1ir.;; Wilh
IIII' f;lIlh.\" SE S£~.l' :\"w SEs S~Ij.1 awl SE"!.1 ha\"l' a IlOS.'iihility of n..,.'i\·ill~ Ihn.oe
1'",·k",sl·;,..1I frnmSIIlIo:f't1. Ifalllhl'!;t',-hrf.'C 1"1rkcls h1l.\"e the Silllll'switrhilllo: hil fur
"':'/.1," I. 1111"11 filII' [J;ll"kcl \\1'1111.[ 1M.' .lropJl<'fl. There nrt' four IlO.'iSihlc cnml.inatinus
ill wllidl p;wkc's "[HI he In:'>1 - .,ltch of the SEs SEll.1 fllId SE2.l rf'Cf'i\'illlo: 'lmoe
1,;wk'·lS. wlI1'Tf' /,lItlll'sI' 1111"'" pnckets IlfI\'(' tire S1lme sll"itchill~ hit (0 or I) ill l'll("h
ur tIll" SEs. hi tIl!' \\'Ol'st enS('. -l Ollt of :Y illcOmilllo: pnckets nre lost. The ]>I'olmbility
J~l __,r",~.I' tltnt .'IWIt of th(' SEs S£!u and 8£1.1 receive tliree packets nnd all these
Ilrrr'i' p/wk1'lS IIHVl' till' .~ll1Ue switching hit for stllge 1 is gh'ell hy the eXllTf::'s.';iol\
TIWTf{OTf' IIII' IlrulJllhility of cl,lIloss at stage 1. P"'"-I.... -.'...9<I. will he
Pnl/-I~"-".9<1= yx Gf x Gf·
(5.1)
(;).2)
H"1I1'l' tllf' Ihrnll~hplll of an .\" x .\" DC network ill the presence of all SE fault e.11l
1M' approxilllatl..1ns
TlrrOll!11lplll =T(.V) - Pnll-I.... -m..... (5.3)
Talil.' 5.1 ~i\"('S tile throllKhput of lUI;\" x .\' DG network Ilsinl; Equation 5.3. The
IhrollJ;hplll of lite DC llt'I\\'Ork without fHuh. T(:'l), ohtllinl.. l hy analysis is taken
fWIll 1241. Tilt, throlll;hplit of tIle DC network Wilholll fault, T(:'l). ohtained hy
sil11lllatiollis lHk('l1 from Tllble-lA.
TIll' simulatioll results of throulo:hput of DC network under single SE fllul! at
S£l.I has al"'ll lJpCll ~i\'eJl in Table 5.1.
Thl' throll~hpllt ilual.v!lisofthc DC network carried out in 1241 \\'I\S approximate.
Tlll'rcfoTl'll!lill~lhe throughput T(.V). from 124) in columnl lInsgiven rise to further
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npproxillwtiOl1!J, III flJIlllllll ~ nfTal,l" ,j.I. WI' !l;1\',. takpli T(::\l. fn'lllllw ~illl1llali"11
resnlts pl"l's"I\I,'d in Tnhlp.jA. It ,'nlllll's('I'1\ dl'nrl",thal Illl' tllnJllghpul anal.,·siSllf
tIll' 0(; IU'lwork ill Ihl' pn~(>ll('(' of;) fnllil ;,1 slngl' I ~11"\\"1l I,.,' n,llllllll ~ "fTal,I" ;,.1
is rOlllparnhle III Ih~' Ihrnll~11]1\11 r"'~\Ihs uf Ill<" DG Iwl\\"ork ill tIll' Ill"'''''I1'T fanll
1:1 l>(aw.' I pf(widl~d b.\' simulalioll. It i.~ tn Ill' l1otl'd thaI Iii.. pro'Sl'I1I'''' "r a ,~illl-\I,'
SE fault;lI sla~c 1. dnl'S lIOI al£erl tIll' Ihr(Oll~lqmt Iwrfnnuanr,' of III<' 8G IwllI'"d,
nnder uniform rlHldol11 trntfic for lar~(>r lii?'l'S. TId:> is dill' 10 1111' fad Ihal III"
prohnhilit,\' of ('clllo.'~s is inH'rSt'ly proportional 10 IIII' size of lilt' IIdll'"rk. ;11; gil'I'll
hy Efillation 5.3,
Then' is a lar,L;"e "arillli!111 11,,\\\"('1>11 Ih,~ IltrrougltPllt p"rfol'lllan"I'S uf n ,I x·] nG
network ohtainl'll by fInal.\·sis nnl! .~illllll;jtioll, This is lu'17au:;I' stHW' ] in a ·1 )( ,I
13G nelwork is also tIl\' last staW' and WI' Ita\"!' nnt llI'l'OIIllII'1'1 for IIII' l'I'lllllsS dn,' 10
this e!ft'Ct. The throll~hpllt ofa fault·fn'l·.\ x oj DG llt'twork 1I11I1,'r \Il1ifllfl1l rillllllllll
traffic is 1. When there is II SE faull in sta,L;"(' I. whidl abo [lInlts 111<' Im;1 .~11I1!.1', ",·11
luss OCl:tlr,~ 111llinly clue to JIlultiple packet!> b('ill~ l[l'~liJled In a IHlrli",dnr olllpilt
[lOft. Apart from the cell loss explailll.'d in Ih,' (-'arlil'r I\lIal}'.~is. '111111 01'·1 t'I·II.~ 1'1"1'
l!roppell whenc\w <I celJsIITf.' d('Still~llo 2 Ollt of '\ nlltPIl! pnrl.~, durillV; all SE flU111
in stage 1 of a <I x <I fiG nclwork. Till.' prohabilily of lm\'il1~ ,I l'plls III'illl-( IIIOSI illt'd
to 2 ant of <I output port!>. it! which 2 17ells ar!' 11mI'llI'd i.~ I.'llll:d 10 Or )( or'
The SE fallh could be any 0111.' or till' 4 SEs of tlte <I )( ,[ DG 1II'llI"nrk. TIi"r'<[or<'.
the prohability of ("ell Joss due to Ih~ dfed of all t't~lIs gl)Jl<~rat''1'1 V;tJillV; til 2 "ul ..I'
.J output ports is
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Tlwr,'f"r,· tit.. """mll thl'fJIl~1J111\1 (If a ., x -lo ~C; t\f'lIl"ork ill till' pl'f'St'IlU' of II
"in"I!' SE fault at ~t;IW' I. hy Ilualysis is
ThrullV;11lllll =U.D843.::i - P,~I/_I"_"_'l = t1.!>SO-loG9.
TI... ahO\~' lhrfllll;hl'1l1 ;llllll.\'sis for a 4 x 4 DG lll't\\'mk Pl'fl(hl("l~ a l'f'Suh wltil"h
i.~ "olllimrahl,' t(, thaI uh'llinl'fl hy simulaliun.
5.2.2 SE fault at stage i ( i E {2,3, ... ,JI-1})
'I'll<' IhrtJllJ.{h]Jllt mml.\·sis lIf ,'1I.Y x X DC lIc1\\"ork (X > 4) in tIle ]J1'f~encl"' of..,illt;"lt~
SE fault ill staJ;"l' j (j > 1) is prCSf'l1tPd in Ihissectiol1. For lhis analysis, SEi.j has
I... i1I;,"illlll''f1 to III" faulty. Since SE;J has failed. thl) ]llldi!'lS which are normall,\"
rUlll<'flthrol1l;h SE,.J will 1101\" he TOlltt'llthrouv;h SEs which form critical pairs with
SEi.J' SE•.J f('f'l:+:l~ I,",ckl·ts from four SEs ill stnv;r j - 1. Of thrse fOllr SE.'1. lhe
n'V;lll;u links of 1\\"0 SEs are connl.'f:'tl'fl to S£'.J allclll!ler!lalC links of the otlJ('f I\\'o
SE... art' cnnllloctNlto SE•.J' Let tlt('Se SEs he SEL SE2. SE3 IIllll SE.J rC'Specti\"c1~'
wh,'I'f' till' f"h'1IIM Iillk.'1 of SEI and 5E2 life connected to SE,.j 1111,1 the alternitle
links of SEJ alII I SE.t are cOl1lH,'cted 10 SEiJ . SEl nml SE2 cnn reroute the packels
to Ill' switdll'fl to SE;J through their alternate links. QlIt of lhe /., packets which
llIl\"(' nmn'll at SE3 or SE.J ha\'ing lhe slime switching hit a.'!i thnl or it pllckel to he
switcl\(~1 to SE'J' k-l pl1C'kels lire clropped at these respective SEscausillJ; packet
10.<;..,. Tlds is due to the f"ilure of 5 E;,j. Silllilnrl~' ir SEJ and 5E-I have pllckets to
h,· "wildll'cllo SEi•j then thrse IHlckets are dropped nt SEa Ilnd SE4 respectively,
Th(' SE:s SEI. 5E2. SE3 l\ml 5E4 can each drop a cell due to the failure of 5 £;J.
Tlil'fl·rnH·. 1l11' prohnhility of packet loss at stav;e j -1 due to failure of SE;.j is
109
whl'r" IIl}_1 is tIll: prohnhilil.\' lliat tilt' altnllato· 1ilLk~ "I' ,;ta,e;.. i-I rnn'." ;1
p'l"ket. Du" to 'Ill' failure of 5£.,1' parkl'!s ar,' I",;t ,'WI1 011 sla,e;:,·.i, If S~~I "r
SE2 has n parket Pb whidJ is 10 1)(' rnutl"! In SE,.} th"11 this pa,.](,'t will Ill' rl'IIIl'd
tllrollgh the nltO!rnate links of SEl or SE2 Illakill\!. JI~ 10 J.,!;O I" SCs whirh \;'1'111
aitirn] pilir witll 5 E;.j' Let 1]ll'Sl.' SEiS wltit'h form l'riticnl pair~ \\'illt 5 £,./ hl'I'lllh'd
SEd. SEc:?, If SEd and SEc2 alrl'ml.\' lwn' a millimlllllllf 1\\"0 pad,!'ls, ltil\·illJ.,!; tIll'
saml' switching hit as thnt of Pl" tlll'1I lit,· pad",t PA' is drnppl~l ;11 sl:II-(" j, TIll'
prohahilit~ Ihal pm'kel luss Ol'rurs ill Slllgl'.i Ihw to tlU' f;tillin "I' SE,.} is
(.j.li)
Therefore the owrnll prolmllility of packd loss Illle to n faill1n· of .'iE,.} i.<; III<'
sum III' Equation ,j...l nlHI Equntion ,j,,j. Hl'llCI' til,' tllnl\lf.;ltllill "I'll,,· Be: 11"1\\"'1'1,
ullder sill).;le SE fanll nt a sta141' other Iltan ils firJiI two slHJ{l's is
The throughput performance of thl' DC; lletwork without SE fllilllTl', Ilrlll'~r lIlIi·
form random traffic T(~) is taken frnm Tahl,' ,1..1. Tlll~ mllll'S 'If rll} 1I11l1 ,,1,_1 Hrr~
calculated hy lite recursh'e cxprl'ssioll p;ivl'll in [24J. Tit,· Iltrullp;lJjJlll Wrful"lWIllf'I'
of nn ,Y x .Y DG netll'ork usin~: Equatioll ,j,G is )In-.'(<'lIt,'d ill Tllbl,· ,j,:!. wllilo'
tile simulation results are llre'SCntc~d ill Tahle· '-,.3. Tit,: lllrcl1\l!,hpllt lWI'forlilillll:1' of
the DG network obtained hy analysis ami silllulatiOll are~ fuulld to I,,~ IIr~HrJ.y I'qllal.
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h nm I", nofl'r! Ih;ll the throll).!;llput of lar).!;!· /lize DG IIctll"Mks is \"('1"\' minimall.,'
alfl"'led b.\· lilt' Ill"l'S"lIn' of ~itll4k SE fHull.
5.3 Summary
Till' throllJ,:hjlllf PI'TfOT11lallCe of Illl' DC lle!\\'ork in the presellCl' uf it siuJ,:I~' SE fault
undl'r unifocm l'1ludnm traffic hilS l)f'!;'u obtaillt'<l hy analysis and also h~' simillation,
R'~Slllrs fCllm analysis .\Ild simulation exhihit a close match, Performance of the DG
IWfwnrk is not siguificantlv l!egr:uI('1\ due 10 occnrrence of a sin).!;l ... SE fault. SUlo'l.lIer
sizt, DC net\\'{,rks haW' more tllrollg:llpUf degradation in the pf('sence of an SE fault
and t.his tll'~r;ltilltion dl'rn'ases with an increa~e in she of the network. Thl' per·
f"wl1l1ler nf the DC network in the presence of fanlts g-i\"f5 a IIp-tter understmuling-
of till' Ilt'pl'llIl:Lhilitv of tile network thlll! the reliahility metrks which lla\'l' heen
TI'purtl'il illlitcl'atufI' for most of the ~lI:-Js sindicil 50 far.
III
Network Throughput by Throughput by Throughpnt
Size Analysis Analysis frotu
(S) T(X) frolll [24] T(X) from Table 4.4 Simulation
'"
0.084375 0.98437,j IU17S2,j(l
SxS 0.085188 0.985438 O.U871:!.j
lGxlG 0.082004 0.981718 n.0830l1l1
32 x 32 0.077047 0.974207 1!.07·IS7,j
64 x 64 0.971023 0.96,,73 0.066301
128 x 128 0.065512 0.95916,7 ll.U;'DIl.11
256 x 256 0.058756 0.950946 n.O,jfla·IS
512 x 512 0.9528,8 0.942087 0.9·12387
1024 x 102-1 0.0-16030 1l.93-1283 0.0:14273
Tahle 5.1: Throllgllpllt performancc of DC nctwork ill llll~ prl'sellt'l' of II ~ill).\I,· SE
fault at ~tap;e 1 undcr Uniform nalulolll Traffic
Network Throughput
Size Stage in which SE has failed
S 2 3 , b G , S
"S 0.0598 )/A )/A ;.1.-\ :'oIA :"lA ~A :-SA
lG 0.9689 0.9671 :-SA :-SA ;.sA :"lA ~A :'lA
32 0.9679 0.9669 0.9669 ;.1,..1. ~.-\ ;.IA ;.l.-\ ;.sA
"
0.96/16 0.9641 0.96,11 0.0642 :'-IA :"lA ;.sA :-JA
128 0.9576 0.9573 0.0573 0.9574 0.057·1 ;.1:\ )/A )IA
256 0.9502 0.9500 0.9500 0.0500 0.0500 O.DilOO ;.lA :-JA
512 0.9417 0.9416 O.94IG 0.0'116 O.O'IIG 0.0417 0.9,117 ;.sA
1024 0.9341 0.9341 0.9341 0.9341 O.D34t n.!J334 1).03·11 1l.!):J·II
Table 5.2: Throughput Analysis of the DC nctwork ill tlll~ pn~:ll(:I~ of 1I sill).\I,~ SE
fault at different stages under IIl1iform rmilioln traffic.
112
Network Throughput
Size Stage in which SE has failed
.,. 2 3 , ; G , 8 9
8 0.95iD ~A .\I.-\. :"IA .\iA :"1.-\. :"IA :'J.-\.
1G O.96il Q.!)605 .\IA :"IA .\IA .\IA :"A :'JA
32 0.9666 O.9(}.j-l 0.DG16 .\iA .\iA ;.IA ;.IA .\iA
G, 0.9633 0.!)G3G 0.9610 O.DGOi .\iA ;.IA .\iA )iA
128 O.D5il 0.956i 0.9568 0.9554 0.9558 :'JA U .\iA
256 0.9496 0.9489 0.9483 0.9,191 0.9493 O.948i :"1A :"1:\.
512 0.0418 0.9424 O.!J-l20 O.!J-ili 0.!l·tI8 0.9413 0.9414 .\IA
1024 0.!J24G 0.93-13 0.!J345 0.9341 0.9342 0.93-11 0.93-14 O.!J3-l8
. A·. ot arr ICa) e
Tnhle 5.3: Simulation results of the perf"rm1l.nce of the DC network ill the presence




6.1 Contributions in the Thesis
There lms hl'Cli rapid lu!vancl:IllCnts ill the field of rOlllllllllliratilill 5,rslI'ms. A"nl
has hccn identified a6 the potential transfer morle for O-ISD:"i. Rl'H'llr<'lH'fS nn' <'x-
pcrimelltill~ with switch rahrics for AT~I 1l1.'lworks. Olll' of llll! main l'Olllpolll'nls
of an AT~I network is tlle switch fahric. :'\1081 of the switch fabril's which lin' 'It'ill~
considered have a :'\II>J for transporting datn frolll all iuput port to llll 011'1'111 I'llI'I
within the switch fahric. The performance of most of till! switch fahtit's ,·;(pt'rj.
lllcnled is not sufficient for meeting the needs of D-ISDN. This tliesis hilS (ncllsl'd
on the evaluation of a \tI>l' for use in switch fabrics of hromllmllfl 11lwkl!t swi!...h
ardlitectures. :\·Ioot of tlte ?>on:'>ls which have h<'C1\ l:Onsidcrcd for lll#~ in :\T~I 1ll'1-
works Ilse the Banyan networks or its enhanced versiOllS. Tllrcc ~II:'J.~ - the DO.
the R2D2 and the DG networks have heen studied ill this thesis.
Performance of a ~II:'J has heen themaillllspcctl:ollSitlen.lsofnr.for(~IlI!.Jo.vill~
It ~II~ in AT~llletworks. Apart rrom the tlJroll~bpllt performance. haNlwlJw t:OlJI-
plexity. falllt tolerance, relinhilit,Y lind performnncc ullIlt;r fn1llts ar'! r.crtnill other
important aspects which are to he considcretl while choosing ~lI:'Js for us.! in broad·
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hlllld f.'OllllllllJJicntioll switrh fahrks, The "(lst inmln'd in manufacturing an AT;"I
switch fabric is mainly rlcpelHlent on tIm hardware complexit.\, of tlte switch fnhric.
TIl(' He of a network is flin!ctly proportionalt/) its maltllfnctllrinl! cosl. The DO,
tlw R2D2 nllrllhc DC Ilre found to IUI\l~ comparahle llllfllwnre complexities,
The DD nctwork is a unipnth lll't\\"ork all,llltt'refore it dot's !lot possess allY FT.
:\ dd:dll'd stll<ly has bt'(,1l done on Ihe FT properli<'S of the R2D2 nnd the DC
IWI\\'ork. A Ill'\\' i'iimplc routing al).;"orithm has !Jl'cn proposed for the DC network in
ordt'r to cllhallc(' its FT cnpahility. It has been 5]10\\'11 that a complex rout in/; al/;o-
I'itltm woul,l increase till.' FT capahility of tIle R202 network, hut at tile same time.
Illso inrreascs thp hardware cost. The DC network has hetter FT properties than
tltc 11202 lIetworks since Ihere arc multiple paths hetween enell input-olltput pair
as comparCfI tll t\\"o paths between each input-output pair in the R202 networks.
RclinlJilit~' IInalysis has shown the BG networks to be more reliahle than the
R202 nClworks. The network rl'liahility of a ne!\\'(,rk is of J.c:reater importanc(" than
tltl! network's terminal and hrollClclIst reliallilities hecllllse. its denotes the \\"ol'kin).;"
of the overall ;"II:-.J at a pnrticullll' instance of timl'. Since the IIctual computation of
tlll':lJR. for the GC netwOIk is complex. lowerallll upper :lJR hounds \\'ere (Ierived for
tIle DC nctworks, The Jowf'r hOllnd:IJR. of the IlC network was found to he closer
to its :lJR.. The :lJR. of lar).;"e si1,e DG network was found to he very low. Considerin).;"
II fllilure rate of 10-6 for cllch SE, the network :\ITTF of a 102~ x 1024 DG network
\\'115 fOlll\f1 to hc around 2 months, This is not practical if the ;"11)/ is 10 he Ilsed
in n rClllol{' environment. 'P'rTefore, SEs of lower failure rate have to he llsed for
nJllstructilig the DC networks. In environments where repair is possihle, we can
sti1lmnke usc of SEs with tILe I\ho\'e mentione(1 failure rates,
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Di!f(,l"put \la.dolllis nr(' to II{' inll'J,lrat"ll in O-ISD\', Tht'l\·rllrt" it i.~ dilli"lIh III
t'xa('ll~' lln'dict Ille rl'lllistic traffic panl'tnS ill an .-\T~[ Ilt'III"Ork. Tltl' Il"rrnrmam'l'
of an .-\T:-'[ nelll'ork IHIS 10 be allaIY7.I',1 heron' ils nSt' iu D·[SD~, 5i11<'1' ~ll\'~
art> llt'inJ,l consi.[prC'd for liSt' in switt'h rahl'ks or all .-\T~llll't\I'('l'k. slnd,\' "r II1I'SI'
~lI\1s. Hlull'r tht' l'ealistic trnffk paltl'rns expcct,'d in D-ISD\', will IIl'[p in Tlll'ir
C\'allllltioll, Simulllliml or rcal tiul" traffic paltt'rlls I'X\WI'tl'll in O-ISD~ is l[lIil,'
tf(!iOIlS. There:nn', rcs('nrclwrs hm't' stllt!i('ll thl' lwrfflrmnllCl' or :-'[I;.Js 111ll11·r lwtaiu
traffic patterns. This lH.'lps illlllll[('rstHll1linA tILL' 11l'rrnrlllllllCt' or IIIt~ 11I'III"I'rl, ILllllt'l"
real time traffic l'omlilions. ;.IetwI>rks llal'c hCl.'ll rlas.'·;ificll HS hIOl'kinp; or IlUll-
hlocking networks h<L,~etl on their ahility to t'Stnlllish IWrtlllllllti'Hl t"lUlLl·,'t inlL.~, Till'
Datchcl" Dllllyan network is 1\ nou-hlocki1lA net\\"ork ror p,'rllllLtatillll traHil' \Ii].
Such a rlassificatioll docs llot rC\'l'al the perrormmH'l' or tlJf' lH'I\I'orks lIullt'r n'al
time trafli<' enm[itiotls, Tllcre[orl', til(' performances (If lwtworks arc ,~tlllli,',] mull'r
certain uniform and non-uniform traffic pattf~rm;, The lwrfurJlLall("l"~urtllt, no, tlU'
R2D2 and the DG networks under uniform random, hotspot, l~rllnJtlIl1Lit.\'(,f in'f'n~1
nnd hurstr traffic conditions have 1)I~n stlulicd in thili tht~sis, EVt'll thollll;h t[ll'SI~
networks have comparnhle HCs, simulation rl.~lLlt,~ IHwc showli lhl' ~C; 11l~1.\\·fJl'ks 10
(lOssesssuperior perrormanee in all the aIm\"(' rnentiuJII!(1 twffic plttt.crns, TllI'rdlln'
It can he conclud~1 that hardware has hf:Cll c!fectivcly~ltili1.I'i1 in till' DC; ndwnrks,
It was found that the performances of ull these :-'II:--;s d{'I:rmLse witll 1m illf:rf'IIS<' in
size or the :-'II:;-l. The hursty trnffic pattel'll ciln he 1:II11siclcrt~d lL~ II twllk Plltll~rtl
nenrly equal to those of the real-time traffic cotulitinns. It WI\!5 nh,<;f)f\'(',] Ilml llll'
perrormnncc or the DC networks 1lI11ler hursty traffie patl"rus drupp(~1 dO\l'1I with
nn increase in tlte hurst len~tll.
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Since rJl(' '~xact traffic pattt'rH(sJ f:I1I(~ring lin AT:'.l network is stillllut c1enrl,"
knowlI, it is onl.\' lo~i('nl to cxpec:t that tlie traffic would he nOll-lluiform and mainl."
hllrsty rather than the permutation traffic, E"cn though the DD til'tll'ork [lerforllls
hcttcr than the DG Ill'twork under pcrlllllllltion traffic. the DC network p<'rforllll;
1I111C;!l 11I~ttcr lllldl~r the Imrsty traffic conditions. So it may be a wiser choice to
dIm IS" tit!' DG network for IISC in switch fabrics of broadband packet switch archi-
Tlw reliability metrics just indicate thl' working of a network after a particular
periOlI of time. This does not show the IlepclHlahiJity of tlte network, It lias been
~howll thnt tlH.' pel'formance of a :'.II~ under fault ~ives a better lUlllerstlmding
of tIle depemlahility of the network. The performance of the DG ll('twork in tlie
presence of I;ingle SE fault. unller uniform rfIlHlom traffic pattern. bns hcen stll(licd
in this thesis, Doth performance analysis and simulation rC!sults for tlte snllle han>
h('l'n providtlil. Rl'fiults from analysis anti 5imulation have shown a clob:e agreement.
It was found that the performance of Inr~C! siztlil DG networks are not significantly
Ilcl-(tlldClI dll~ to tilt! occurrellce of a sinl-(le SE fauh.
Even though the DG network was fOlllul to he have hetter throughput perfor-
lIl1\llCC!S than the DD alll1lhe R2D2 networks, this performance is not hi~lt enough
to meet the high tltroughput rt!quiretl in D-ISD~. The high throughput rt!quire-
ments of D-TSDN could bC! attainc(1 hy eitlll~r employing differC!nt buffering schemes
ill till' DO networks [52] or hy the method of dilation or replication or enlargement
153). ElIlmnml DG lIC!tworks hy huffering, dilation. replication nnd enlargement
\\'ere found to ha\'c very low cC!llloss rate (of the OHler 10-6 and lowC!r), If hulTers
wl're 10 he employed for increasing the throughput capahility of the DG networks,
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th,' ('{'Ils arrh'ing at their fill;\l d,'!<litHllioll,~ tI111.\' Ill' UIlI of WClH"lI"", In onl"t, !Il
,woi,l !Ilis. out' has!o fnrllllllatc somt'onl..rillg lIledlilni!<1ll at till' ou!put ])llr1!<, En-
halln'll DC lwt\\'orks, apnrt from h,winl!: high Ihrnul!:hpllt. /lIN) ha\'(' !ldl,'r FT :lnd
r('liahility, Ther('fore l1w DC lll'tll'orks mll,\- h" ,:(lnsidt'n~lllN II !ll1h'ul ial";ltillidatl'
for use in switch fubrics e,f ],ton,lltall,1 pack"t ,~wirdl archit",'II1l't'!,>,
6.2 Recommendations for Future Research
TIl(' lI'ork reportell ill this thesis ('"u hI' ('xtctul('d In till! fo1Jo\\'itl,L!; 1lrt'Il,~:
L III an cu\'ironlllent wlH~re thcre is l\ fas!\'r r('pair ralt' (If Ihe f!lull,\' ,'r,ltlpolll'nts,
the flli1ure rate of lhe SEs of llle DC IWI\\'ork I'an still I", ..hmwlI 10 IH' 10-1;,
This lI"ill considerably d!'ercll.~(' tIll' I'ost uf the DC Ill'lwork as climpan',l to
th€' ou€' with lower failure rat(' SEs, III such a l'IlSt' aVllilnl,ilily 'lIl11l.\','ii.~ PO]
of the DC nelll'ork 511011111 he 11011(', This would ,L!;ivr' a h(~ul'r idl'a 011 Ihl'
a\Tlilnhilit~· of the network at a particular instilllt:e nf I iuw,
2. Since lite DC nelwork lllay be rOlisidt'rl!llllJo' 11 potl:tlliill {'llIld;r!i1t" fnr II,~C ilS
switch fnhrics in broarlhnwl pncket switch arcltit(.~:lllrl's, all ill ,It'p!h sturl.\'
of the hardware implementation of tIle DO lletwnrk to form a swill'll falrril'
may be a worthwhile task. This involves \OLS[ dl'si,L!;1l fnr the Nwilt'lJ fllbrir'
followed by the nctnal fabrication proce5.'i, After tIle f/lhric:atiml pro,'I'So" th,~
performance of the switch fahrie cnll he tl.'St!"l in nml tillw traWl' r'IIt1r1i!inlls,
~lodifications Clllering (0 the net,ls IIf Ihe rC'luirenwnts uf D-r~m~ I'llli 1>1'
done I,fter a thoroll!-~h tCl;till~ of tbe switch fnbric,
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Appendix A
Routing Algorithm for the Balanced Gamma Network
ROlltc_IJ<\rkets.DG:'IJetwork()
{




alpha = illt(ij2j)moI\2: l/clI1cnlate 1I1phn for 5E











..I; switch_hitO = Ilumltcr of packets at inpilt ports hnviuA" bit rlJ=U:
case(switdiJlitO)
(
0: delete 111'0 of the four packets al random;
switch.two_packcts(SE;,j, alpha):
hreak;
1: deleted one of the t!lrce packets hnvillg dj = 1;
switclL_lhree_pnckcts(SE'J' alpha);
break;
2: swi tch.packetO = 0;
switcll_packetl = 0;
for k varying from 1 to" f[O
{
if(SE;.; has II [)Jl.cket nt input port k and if rlj == 1)
case (nlpha)
(
0: if(packeuwitchcdl == 0)
12G




switch p{\~k,~t nt S E;.j through (lL' link:
!tn'uk:
1: if(packct.5witchcdl == 0)
I




switch packet nt SE i •j through OL link:
I'reak
}
if( SEi.j 1m."! a packet at input port k and if dj ~= 0)
elise (nlpha)
(
0: inpacket.switchedO == 0)
(




switch packet nt SEi .j through OL1in).;.:
hrcak:
1: if(packet-s\\"itchedO == 0)
(





















swildLone.packet (SEi,j , alpha)
(
for k var,\'ill~ from 1 to 4
I
ir(packt't 0\1 input port k of SE•.j )






0: switch packet <It Sfi,J through Omllink:
brenk:






0: switch packet at SEi,j through OD.lliuk:
break:











fl'rkl"Hryingrrom I '0-1 do
I
irlSE,.) lla~ HI""'-rkcl at inpl1l port k)
raSl' (nlpha)
I
I): if(parkl'!_'>witchcl[ == 0)
I




swit4'h packel al 5£',1 throll~lr OLT link:
hreak:
I: if(Jlllrkct_'Switdll~1 == 0)
(
switrh packel at 5E'J throngh OU:\lliuk:
packet_switched =1:,
t'lse




2: packcU.witched = 0:
for k vnryin~ from 1 to·1 do
(










switrh p;wkt't at SE:oJ Ihr"ll~h OL link:
hn'ak:
I: if(]lal'kl;'L~witchl'd == (I)
I









I: for k \"aryin~ from 1 to -t 110
I
if(SEiJ hils II packet at illpUI I'lITl k)
(





0: switch packet at SE'J thWllj.\h OUllink:
hrellk;






I: switch packet at SE;.; tllf<llll(ll nUl link:
hrenk;











);lI'it,·], ..thrCf!.paekl·IJ;(SE,.) . alpha)
I
switdiJJillJ = ll11lll!U'r lIf packets at input porls Itnl'in).!; l.it tlJ =0:
"asf'(s\\'jtr'],J,iln)
0: dl'lct!~ (jill' of Illf' park!'!s ill input port nr l'Iuulom:
switdl.twO.]MCk"ls(SE"j . alpha):
hn'ak:
1: swirdl_lwo..llnd_,lIlc(SE;.j' n. alpha):
lm'ilk:
2: s\\·itch_I\\"(t_illLIl_OIlC(SE,j. I. alpha}:
hn':lk:








for k \'nryill~ from I to.j
(






0: switch packet at input port k of SEi.j throu/;h OU~llink:
hrcak:







0: s\\'ill'h p.·Wkt'l :II input fIl'rt k "f S E•.) Ihr"'I):,h tlL:-" link:
hn'llk:



















switch parlet al SE.J Ihmul:h OL link:
hrellk:
1: if(p:lck~t.switcJll'd == 0)
[



















SlI'itdl )llll'k,·t at Sf;.} through or link:
hn'llk:
I: if(pltekcL-;witl'llf'd == 0)
f




switch pnckct <It Sf;J throllv;h Ot link:
brenk:
I
hreak:
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