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a b s t r a c t
There are many ways to measure the dispersion of a random variable. One such method
uses the concept of peakedness. If the random variable X is symmetric about a point
µ, then Birnbaum [Z.W. Birnbaum, On random variables with comparable peakedness,
The Annals of Mathematical Statistics 19 (1948) 76–81] defined the function Pµ(x) =
P(|X − µ| ≤ x), x ≥ 0, as the peakedness of X . If two random variables, X and Y ,
are symmetric about the points µ and ν, respectively, then X is said to be less peaked
than Y , denoted by X ≤pkd(µ,ν) Y , if P(|X − µ| ≤ x) ≤ P(|Y − ν| ≤ x) for all x ≥ 0,
i.e., |X −µ| is stochastically larger than |Y − ν|. For normal distributions this is equivalent
to variance ordering. Peakedness ordering can be generalized to the case where µ and ν
are arbitrary points. However, in this paper we study the comparison of dispersions in
two continuous random variables, symmetric about their respective medians, using the
peakedness concept where normality, and even moment assumptions are not necessary.
We provide estimators of the distribution functions under the restriction of symmetry
and peakedness ordering, show that they are consistent, derive the weak convergence
of the estimators, compare them with the empirical estimators, and provide formulas for
statistical inferences. An example is given to illustrate the theoretical results.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The concept of dispersion may be called the basis of inferential statistics. There are many concepts and corresponding
measures of dispersion. One such concept is that of peakedness, or concentration of probability around some centralmeasure
of location. At one time it was erroneously thought that kurtosis is a good measure of peakedness. Kaplansky [11] showed
by examples that this is false. This prompted Birnbaum [2] to give a very useful definition of peakedness as
Pµ(x) = P(|X − µ| ≤ x), x ≥ 0, (1)
of a random variable (RV), X , symmetric about the point µ. It measures directly the quantities of interest, namely, central
probabilities, rather than measuring a single integrated value, like variance or kurtosis, that can only offer possible bounds
for these probabilities.
Assume that the RVs X and Y have the distribution functions (DFs) F and G and that they are symmetric about the points
µ and ν, respectively. We define X to be less peaked than Y by
X ≤pkd(µ,ν) Y if P(|X − µ| ≤ x) ≤ P(|Y − ν| ≤ x) for all x ≥ 0. (2)
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We also write F ≤pkd(µ,ν) G in this case. If µ = ν = 0, as will be the case in most of the following, we write X(F)≤pkd Y (G)
for brevity. If X and Y are both mean-zero normals, then the ordering implied by Var(X) ≥ Var(Y ) is equivalent to the
peakedness ordering, although the latter is much stronger in general.
Bickel and Lehmann [1] (see also [22, p. 77]) show that this peakedness ordering has several desirable properties. If
F ≤pkd G, then Ht = tG + (1 − t)F ≤pkd G for all 0 < t < 1. This shows that a N(0, 1) distribution contaminated by a
symmetric normal with variance> 1 (Tukey model) is less peaked than the standard normal.
There is an even stronger ordering of spread that has been called the dispersive ordering [22, p. 69] or tail ordering [4], a
concept originally due to Fraser [8]. If X and Y are RVs with DFs F and G, respectively, then X is said to be smaller than Y in
dispersive order, denoted by X ≤disp Y , if F−1(b)− F−1(a) ≤ G−1(b)−G−1(a)whenever 0 < a ≤ b < 1,where F−1 and G−1
are the right continuous inverses of F and G, respectively. It is easy to check that this is strictly stronger than peakedness
ordering when the distributions are symmetric. Estimation under dispersive ordering was considered by Rojo [16].
In reliability context, X ≤pkd(µ,ν) Y implies uniformly less reliability of X than that of Y . If X ≤pkd(η,η) Y are competing
estimators of a parameter η, then η will have smaller confidence intervals based on Y at all confidence coefficients. If
the desired diameter of a ball bearing is d and X ≤pkd(d,d) Y are the diameters using two methods, then one method is
uniformly better than the other. In Finance, one portfolio may produce higher average yield than another, but may be much
more volatile. Nonnormality makes the usual inference procedures invalid because the variables of interest in financial
mathematics may have very heavy tails; in fact, symmetric α-stable distributions have been used in practice tomodel these.
Comparison of peakedness provides a useful nonparametric alternative to procedures using normality or other parametric
assumptions.
Let X and Y be random variables with DFs F and G, respectively. At first, we assume that X ≤pkd Y . This amounts to
assuming the pointsµ and ν above are known or given, so that, by a shift of location, if necessary, we can restate the ordering
as X ≤pkd Y , or, F+ ≤ G+, where F+ andG+ are the DFs of |X | and |Y |, respectively. The same problemwas considered by Rojo
and Batún-Cutz [18], hereafter referred to as RB-C [18], but with different estimators. We provide comparisons throughout
the paper as the occasions arise.
Although Birnbaum [2] defined peakedness ordering only for distributions symmetric aboutµ and ν, it can be generalized
to the case where µ and ν are arbitrary points. El Barmi and Rojo [7] and Oh [15] have worked on this problem in
the multinomial and the continuous cases, respectively. We consider different estimators in the continuous case in a
forthcoming paper.
In Section 2 we describe our estimators. In Section 3 we show that these are strongly uniformly consistent. In Section 4
we derive the asymptotic distributions of our estimators. In Section 5we show how the use of the assumptions of symmetry
and peakedness provides improvements over the empiricals when these assumptions are valid. In Section 6we compute the
asymptotic bias and asymptoticmean squared errors (AMSEs) of the estimators. In Section 7we discuss confidence intervals
and hypothesis tests. In Section 8 we extend our results to the k-sample problem when X1≤pkd X2≤pkd · · · ≤pkd Xk, and also
to the case when the centers have to be estimated. In Section 9 we give a real life example to illustrate our procedures. In
Section 10 we make some concluding remarks. We also show how to modify the 2-sample problems to the 1-sample cases
when F or G is known.
2. The estimators
We assume that X and Y are continuous RVs, both symmetric about 0, with DFs F and G, respectively, and that X ≤pkd Y ,
i.e., P(|X | ≤ x) ≤ P(|Y | ≤ x) for all x ≥ 0. Let X1, X2, . . . , Xn and Y1, Y2, . . . , Ym be independent random samples from F
and G, respectively, for somem and n, and let Fn and Gm denote the corresponding empirical DFs. We assume that there are
no ties and no observations at 0; modifications necessary are discussed in Section 2.1. For x ≥ 0, let
F+(x) = F(x)− F(−x) and F+n (x) =
1
n
n∑
i=1
I(−x ≤ Xi ≤ x). (3)
Define G+ and G+m in an analogous manner. Note that F+ (G+) and F+n (G+m) are the DF and the empirical DF of |X | (|Y |),
respectively.
From our symmetry assumption, we can write
F(x) = 1
2
[1+ F+(x)]I(x ≥ 0)+ 1
2
[1− F+(−x)]I(x < 0), (4)
with a similar expression for G(x). Under the symmetry assumptions alone, the nonparametric maximum likelihood
estimator (NPMLE) of F is given by Fˆn, where
Fˆn(x) = 12 [1+ F
+
n (x)]I(x ≥ 0)+
1
2
[1− F+n ((−x)−)]I(x < 0). (5)
This estimator was studied by Schuster [19]. Note that Fˆn puts a mass of 12n at each Xi and−Xi for 1 ≤ i ≤ n wp1 from our
continuity assumption, and that Fˆn(x) = 1 − Fˆn((−x)−) for all x. The estimator, Gˆm, of G under the symmetry assumption
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alone is defined analogously. Define
C+nm =
nF+n + G+m
n+m ≡ w1F
+
n + w2G+m, on [0,∞), the estimator ofw1F+ + w2G+.
Note that F+ ≤ G+ implies F+ ≤ w1F+ + w2G+ ≤ G+ for all w1 and w2. We define the restricted estimators (see [10]),
(F+∗nm ,G+∗nm), of (F+,G+), by the isotonic regression of F+n (x) and G+m(x) at each x, with weights, (w1, w2), subject to the
constraint, F+(x) ≤ G+(x):
F+∗nm = F+n ∧ C+nm = F+n ∧ (w1F+n + w2G+m) = F+n + w2(G+m − F+n ) ∧ 0,
G+∗nm = G+m ∨ C+nm = G+m ∨ (w1F+n + w2G+m) = G+m − w1(G+m − F+n ) ∧ 0. (6)
Hogg’s [10] estimators were also used by El Barmi et al. [5], Rojo [17], and El Barmi and Mukerjee [6] (hereafter referred to
as EBM [6]), the last one for the k-sample case.
The estimator, F∗nm, of F is defined by replacing F+n by F+∗nm in the rhs of (5):
F∗nm(x) =
1
2
[1+ F+∗nm (x)]I(x ≥ 0)+
1
2
[1− F+∗nm ((−x)−)]I(x < 0); (7)
that of G is given by the same equation with the symbol F replaced by G.
For the 1-sample problem, when G is known, the estimator, F∗n , of F is given by
F∗n (x) =
1
2
[1+ F+∗n (x)]I(x ≥ 0)+
1
2
[1− F+∗n ((−x)−)]I(x < 0), (8)
where F+∗n = F+n ∧ G+, the limiting case as w1 → 0 in (6). The estimator, G∗m, of G when F is known is similar, using
G+∗m = G+m ∨ F+.
RB-C [18] observe that, for symmetric distributions, the peakedness ordering is equivalent to F(x) ≤ (≥)G(x) for all
x ≥ (<) 0. They estimate F by its symmetrized version, Fˆn, of Fn at all points and then estimate G(x) in two ways (they also
mention the possibility of reversing the roles of F and G). For x ≥ 0, they define
(i) G1nm(x) = 12 [Fˆn(x) ∨ Gm(x)+ 1− Fˆn((−x)−) ∧ Gm((−x)−)] and
(ii) G2nm(x) = Fˆn(x) ∨ Gˆm(x);
the estimators for x < 0 can be found by symmetry. The second estimator simply switches the symmetrized estimators in
the case of a violation; our estimators could be obtained if both Fˆn(x) and Gˆm(x) were set equal to their weighted average.
In the first estimator they disregard their initial observation and the switching of Fˆn(x) and Gm(x) is performed in case
of a violation before symmetrizing Gm. The following hypothetical example illustrates these estimators and ours. Suppose
that x > 0 and −x are points of continuity of both Fn and Gm, Fˆn(x) = .7, Gm(x) = .4 and Gm(−x) = .1. These imply
F+n (x) = .4, Fˆn(−x) = .3, G+m(x) = .3, and Gˆm(x) = .65.Thus,G1nm(x) = 12 (.7∨.4+1−.3∧.1) = .8, G2nm(x) = .7∨.65 = .7,
and .3 < G+∗nm(x) < .4 H⇒ .65 < G∗nm(x) < .7 by (6) and (7), depending on the relative magnitudes of m and n. Since
F+n = Fˆ+n and G+m = Gˆ+m by definition, the ordering of symmetrization and isotonization does not affect our estimators.
2.1. Ties and observations at zero
The |Xi|’s and |Yi|’s are all distinct and P(Xi = 0 or Yj = 0) = 0 for all i and j wp1 by our continuity assumption. However,
violation of this could occur from rounding. This causes no problem for ties at an x > 0, but observations at 0 do since we
assume that C+nm(0) = 0. There are many ad hoc procedures used in nonparametric statistics to deal with this problem since
most of these inferences are for small sample sizes. Since our inferences are asymptotic only, we suggest putting one half of
all masses of Fn and Gm at 0 at±∆ for some∆ > 0, but less than the smallest positive order statistic of the absolute values of
the combined sample, as we have done in our example in Section 9 where some zeros did occur. This alters the probabilities
only on [−∆,∆]. For asymptotic inferences, we make the following assumption:
(A) F and G have continuous positive densities in a neighborhood of 0.
This assumption is essential when dealing with the case of unknown centers; see Section 8.2. Under this assumption, it
is well known that the maximal spacing in a neighborhood of 0 is 0a.s.(log n/n) so that the altered probabilities are of the
same a.s. orders. Hence, all usual asymptotic results continue to hold.
3. Consistency
We have the following consistency result for our estimators.
Theorem 1. The estimators F∗nm and G∗nm are strongly uniformly consistent.
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Proof. We give the proof of consistency of F∗nm only; that of G∗nm is similar. Since 0 < w2 < 1 for all n and m and F+ ≤ G+,
we have
0 ≥ F+∗nm (x)− F+n (x) = w2[G+m(x)− F+n (x)] ∧ 0
≥ w2[(G+m(x)− G+(x))− (F+n (x)− F+(x))] ∧ 0
≥ −‖G+m − G+‖ − ‖F+n − F+‖ a.s.−→ 0 as n,m→∞,
using (9). Thus, ‖F+∗nm − F+n ‖ a.s.−→ 0 and
‖F∗nm − F‖ =
1
2
‖F+∗nm − F+‖ ≤
1
2
‖F+∗nm − F+n ‖ +
1
2
‖F+n − F+‖ a.s.−→ 0. 
The consistency proofs in the 1-sample cases are similar. They could also be derived by taking limits as w1 → 0 or 1 as
n,m→∞ in the 2-sample case.
4. Weak convergence
Let Zn = √n[Fn − F ], Z+n =
√
n[F+n − F+] and Zˆn =
√
n[Fˆn − F ]. Define analogous entities for the processes involving
G with the symbols (F , Z, n) replaced by (G,W ,m). From standard theory, the continuous mapping theorem, and the
continuity of F and G, we have
(Z+n ,W
+
m , Zn, Zˆn,Wm, Wˆm)
wH⇒ (Z+,W+, Z, Zˆ,W , Wˆ )
on [0,∞)2 × (−∞,∞)4, where
Z = B ◦ F , Z+ = B ◦ F+, and
Zˆ(x) = 1
2
[Z+(x)I(x ≥ 0)− Z+(−x)I(x < 0)] = 1
2
Z+(|x|)sign(x), (9)
where B is a standard Brownian Bridge; (W , Wˆ ,W+) has the same distribution as that of (Z, Zˆ, Z+), with the symbols (F , Z)
replaced by (G,W ) above. It should also be noted that (Z, Z+, Zˆ) and (W ,W+, Wˆ ) are independent.
Let Z+∗nm =
√
n[F+∗nm − F+] andW+∗nm =
√
m[G+∗nm − G+]. Using our definitions,
Z+∗nm =
√
n[F+∗nm − F+] =
√
n{(F+n − F+) ∧ [w1(F+n − F+)+ w2(G+m − F+) ∧ 0]}
= Z+n ∧ [w1Z+n +
√
w1w2W+m +
√
nw2(G+ − F+)], and
W+∗nm = W+m ∨ [
√
w1w2Z+n + w2W+m −
√
mw1(G+ − F+)] ∧ 0. (10)
Let Z∗nm =
√
n[F∗nm − F ] andW ∗nm =
√
m[G∗nm − G]. Note that
Z∗nm(x) =
1
2
[Z+∗nm (x)I(x ≥ 0)− Z+∗nm ((−x)−)I(x < 0)], (11)
with a similar expression forW ∗nm(x). From the weak convergence of (Z+∗nm ,W+∗nm ) in [6] and by analogy with (9), we have the
following theorem.
Theorem 2. Assume that n,m→∞ and that w1 = n/(n+m)→ α ∈ [0, 1].
(i) If F+(x) < G+(x) for 0 < F+(x) < 1, then (Z∗nm,W ∗nm)
wH⇒ (Zˆ, Wˆ ) on (−∞,∞)2 with independent components.
(ii) If F+ = G+, then (Z∗nm,W ∗nm) wH⇒ (Zα,Wα) on (−∞,∞)2, where
Zα(x) = 12 [Z
+
α (x)I(x ≥ 0)− Z+α (−x)I(x < 0)] =
1
2
Z+α (|x|)sign(x),
Z+α = Z+ + 0 ∧ [
√
1− α(√αW+ −√1− αZ+)], and
W+α = W+ − 0 ∧ [
√
α(
√
αW+ −√1− αZ+)],
if α ∈ (0, 1), and (Z+0 ,W+0 ) = (Z+ ∧ 0,W+) and (Z+1 ,W+1 ) = (Z+,W+ ∨ 0). Wα(x) is obtained by replacing (Zα, Z+α )
by (Wα,W+α ) above.
RB-C [18] consider weak convergence only under the condition F+(x) < G+(x) for all x > 0 so that the peakedness
ordering is asymptotically inactive.
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5. Stochastic comparisons of the estimators
We have considered three estimators of F at a point x: Fn(x), the empirical; Fˆn(x), the estimator under the symmetry
assumption alone; and F∗nm(x), the estimator under the symmetry assumption and the stochastic ordering assumption,
F+ ≤ G+. In this section wemake a comparison of the asymptotic concentration of probabilities of these estimators around
F(x), i.e., a comparison of P(|Z(x)| ≤ u), P(|Zˆ(x)| ≤ u) and P(|Zα(x)| ≤ u) for u > 0. The comparison of the estimators of G
is similar, and will be omitted.
Fix x ≥ 0with F(x) < 1. Since F+(x) = 2F(x)−1 under the symmetry assumption, we have Z(x) ∼ N(0, F(x)[1−F(x)])
and Z+(x) ∼ N(0, σ 2(x)), where σ 2(x) = F+(x)[1− F+(x)] = 2[1− F(x)][2F(x)− 1]. Thus, for any u > 0,
P(|Z(x)| ≤ u) = 2Φ(u/√F(x)[1− F(x)])− 1,
whereΦ is the standard normal DF, and
P(|Zˆ(x)| ≤ u) = P(|Z+(x)| ≤ 2u) = 2Φ(2u/√2[1− F(x)][2F(x)− 1])− 1.
Since 42[1−F(x)][2F(x)−1] >
1
F(x)[1−F(x)] for all x > 0 and Zˆ(0) = 0, we have
P(|Zˆ(x)| ≤ u) > P(|Z(x)| ≤ u) for all x ≥ 0 and u > 0.
Since Z(x) d= Z(−x) and Zˆ(x) = −Zˆ(−x), we have
P(|Zˆ(x)| ≤ u) > P(|Z(x)| ≤ u) for all u > 0 if 0 < F(x) < 1.
We now compare P(|Zˆ(x)| ≤ u) and P(|Zα(x)| ≤ u) for u > 0 and α ∈ [0, 1]. If F+(x) < G+(x), then, from part
(i) of Theorem 2, these probabilities are the same. Now assume that F+(x) = G+(x) and that 0 < F+(x) < 1. Since
(Z+0 ,W
+
0 ) = (Z+ ∧ 0,W+) and (Z+1 ,W+1 ) = (Z+,W+ ∨ 0) from part (ii) of Theorem 2,
P(|Zˆ(x)| ≤ u) < P(|Z0(x)| ≤ u), P(|Wˆ (x)| ≤ u) = P(|W0(x)| ≤ u),
P(|Zˆ(x)| ≤ u) = P(|Z1(x)| ≤ u), and P(|Wˆ (x)| ≤ u) < P(|W1(x)| ≤ u)
for all u > 0.
Now consider the case when α ∈ (0, 1). Using the expressions for Z+α andW+α in Theorem 2, for x > 0, we can write
Z+α (x)√
α
= Z
+(x)√
α
∧
[
α
Z+(x)√
α
+ (1− α) W
+(x)√
1− α
]
and
W+α (x)√
1− α =
W+(x)√
1− α ∨
[
α
Z+(x)√
α
+ (1− α) W
+(x)√
1− α
]
.
Thus,
(
Z+α (x)√
α
,
W+α (x)√
1−α
)
may be viewed as the isotonic regression of
(
Z+(x)√
α
, W
+(x)√
1−α
)
with weights (α, 1− α), subject to Z+(x)√
α
≤
W+(x)√
1−α . Since
Z+(x)√
α
∼ N
(
0,
σ 2(x)
α
)
and
W+(x)√
1− α ∼ N
(
0,
σ 2(x)
1− α
)
,
for 0 < F+(x) < 1, by Kelly’s [12] theorem on stochastic loss reduction by isotonic regression of normal random variables,
we have
P(|Z+(x)| ≤ u) < P(|Z+α (x)| ≤ u) and P(|W+(x)| ≤ u) < P(|W+α (x)| ≤ u)
for all u > 0. Now, for 0 < F(x) < 1 and x 6= 0, we have
P(|Zˆ(x)| ≤ u) = P(|Z+(|x|)| ≤ 2u) < P(|Z+α (|x|)| ≤ 2u) = P(|Zα(x)| ≤ u) ∀u > 0,
where (Zˆ, Z+, Z+α , Zα)may be replaced by (Wˆ ,W+,W+α ,Wα). Thus, we have the following theorem.
Theorem 3. Let x be arbitrary with 0 < F(x) < 1. If F+(|x|) < G+(|x|), then
P(|Z(x)| ≤ u) < P(|Zˆ(x)| ≤ u) = P(|Zα(x)| ≤ u) for all u > 0. (12)
If F+(|x|) = G+(|x|) and α ∈ (0, 1), then, for all u > 0,
P(|Z(x)| ≤ u) < P(|Zˆ(x)| ≤ u) < P(|Zα(x)| ≤ u), (13)
with the last inequality being an equality for x = 0. We may replace the symbols (Z, Zˆ, Zα) by (W , Wˆ ,Wα) everywhere above.
When α = 0, (13) still holds for (Z, Zˆ, Zα), but only (12) holds for (W , Wˆ ,Wα); the situation is reversed when α = 1.
The cases α = 0 and α = 1 correspond to the 1-sample cases.
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6. Asymptotic bias and AMSE
It is well known that for any distribution function, H , E
[
n1/2|Hn(x)− H(x)|
]k is a bounded sequence for all k ≥ 0, where
Hn is the empirical DF based on a random sample of size n from H . By the norm reduction property of isotonic regression,
E
[
n1/2|F∗nm(x)− F(x)|
]k and E [m1/2|G∗nm(x)− G(x)|]k are also bounded sequences. By Theorem 4.5.2 in [3], the moments of
Z∗nm(x) andW ∗nm(x) converge to those of Zα(x) andWα(x), respectively.
If F+(|x|) < G+(|x|), then Zα(x) = Zˆ(x) andWα(x) = Wˆ (x). Thus, E[Zα(x)] = E[Wα(x)] = 0 and
Var(Z(x)) = F(|x|)[1− F(|x|)] > Var(Zα(x)) = Var(Zˆ(x))
= Var(Zˆ+(|x|)/2) = 2[1− F(|x|)][2F(|x|)− 1]/4 ≡ σ 2(|x|)/4. (14)
We have Var(W (x)) > Var(Wα(x)) = Var(Wˆ (x)) by a similar argument.
Now assume that x ≥ 0 and that F+(x) = G+(x), which implies that F(x) = G(x) and F(−x) = G(−x) fromour symmetry
assumption. Let
Yα(x) = √αW+(x)−
√
1− αZ+(x) for x ≥ 0.
Then Z+α andW+α in Theorem 2 can be written as
Z+α = Z+ +
√
1− αYα ∧ 0 and W+α = W+ −
√
αYα ∧ 0.
Now, Yα(x) ∼ N(0, F+(x)[1− F+(x)]) = N(0, σ 2(x)). Thus, for x ≥ 0,
E[Zα(x)] = E
[
Z+α (x)
2
]
= −
√
(1− α)σ(x)√
8pi
and E[Wα(x)] =
√
ασ(x)√
8pi
;
they are multiplied by−1 when x < 0 from the definitions of Zα(x) andWα(x) in Theorem 2.
To compute AMSEs when F+(|x|) = G+(|x|), note that Var(Yα(|x|)) = σ 2(|x|),
Cov(Z+(|x|), Yα(|x|)) = −
√
1− ασ 2(|x|), and Cov(W+(|x|), Yα(|x|)) = √ασ 2(|x|).
Now, if (U, V ) is a mean-zero bivariate normal, then E[V ∧ 0]2 = Var(V )2 and
E[U(V ∧ 0)] = E[(V ∧ 0)E[U|V ]] = Cov(U, V )
Var(V )
E[(V ∧ 0)V ] = Cov(U, V )
2
. (15)
Thus,
E[Zα+(|x|)]2 = σ 2(|x|)+ (1− α)σ
2(|x|)
2
− 2(1− α)σ
2(|x|)
2
=
(
1− 1− α
2
)
σ 2(|x|).
By a similar computation, E[W+α (|x|)]2 =
(
1− α2
)
σ 2(|x|). Since |Zˆ(x)| = |Zˆ+(|x|)|2 , we have E[Zˆ(x)]2 = σ
2(|x|)
4 . Similarly,
E[Wˆ (x)]2 = σ 2(|x|)4 ,
E[Zα(x)]2 =
(
1− 1− α
2
)
σ 2(|x|)
4
and E[Wα(x)]2 =
(
1− α
2
) σ 2(|x|)
4
.
Note that the reduction of AMSE by use of the order constraint depends on α, the limiting cases of α = 0 and α = 1
corresponding to the 1-sample cases.
We now compare the AMSEs of Fˆn(x) and G2nm(x), the second set of estimators of F(x) and G(x), respectively, of RB-C [18]
with ours for some x > 0when F(x) = G(x) < 1. Estimation of F(x) by Fˆn(x)produces no reduction inAMSEby isotonization.
It can be seen that√
m[G2nm(x)− G(x)] =
√
m[Fˆn(x) ∨ Gˆm(x)− G(x)]
= Wˆn(x)+ 0 ∨
{√
m
n
Zˆn(x)− Wˆn(x)
}
d→ Qα(x),
where
Qα(x) = Wˆ (x)+ 0 ∨
{√
1− α
α
Zˆ(x)− Wˆ (x)
}
= Wˆ (x)− 0 ∧ 1
2
{√
1− α
α
Z+(x)−W+(x)
}
= Wˆ (x)− 0 ∧ Yα(x)
2
√
α
.
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The computation technique used above yields
E[Qα(x)]2 = σ
2(x)
4
+ σ
2(x)
8α
−
√
ασ 2(x)
4
√
α
= σ
2(x)
8α
> E[Wα(x)]2 =
(
1− α
2
) σ 2(x)
4
for all 0 < α < 1, and in fact goes to infinity as α→ 0. G1nm fares worse because Fˆn and nonsymmetrized Gm are isotonized;
the complicated details are omitted.
7. Confidence intervals and hypothesis tests
By virtue of the stochastic dominance result in Theorem 3, confidence intervals of F(t) (G(t)) centered at F∗nm(t) (G∗nm(t))
could have a higher coverage probability than those centered at Fn(t) (Gm(t)) or Fˆn(t) (Gˆm(t)) using the same widths.
Since our primary concern is estimation of the peakedness functions, F+ and G+, the hypothesis test of interest is for
H0 : F+ = G+ against H1 : F+ ≤ G+ with strict inequality at some x > 0. For an asymptotic test, we make the assumption
that n,m→∞ and that n/(n+m) = w1 → α ∈ (0, 1) in the 2-sample problem. Here, a natural test statistic is given by
Tnm = inf
x≥0
√
n+m[F+n (x)− G+m(x)]
= inf
x≥0
{√
n
w1
[F+n (x)− F+(x)] −
√
m
w2
[G+m(x)− G+(x)] +
√
n+m[F+(x)− G+(x)]
}
.
Under H0 : F+ = G+, we have
Tnm
d→ Tα = inf
x≥0
[
1√
α
B1(F+(x))− 1√
1− α B2(F
+(x))
]
d= 1√
α(1− α) inf0≤u≤1 B(u),
where B1, B2 and B are standard Brownian Bridges with B1 and B2 independent. The test can be carried out using the well
known distributional fact that
P(
√
α(1− α)Tα < t) = e−2t2 for t < 0.
Suppose we use T ∗nm instead of Tnm by replacing F+n − G+m with F+∗nm − G+∗nm above. Since F+∗nm − G+∗nm = [F+n + w2(G+m −
F+n ) ∧ 0] − [G+m − w1(G+m − F+n ) ∧ 0] = F+n − G+m + (G+m − F+n ) ∧ 0 = (F+n − G+m) ∧ 0, we have T ∗nm d→ Tα ∧ 0, yielding the
same test.
In the 1-sample case, when G is known, we use the test statistic
Tn = inf
x≥0
√
n[F+n (x)− G+(x)] d→ T0 = inf0≤u≤1 B(u) under H0,
and, when F is known, we use
Tm = sup
x≥0
√
m[G+m(x)− F+(x)] d→ T1 = sup
0≤u≤1
B(u) under H0.
Test procedures are similar to those for the 2-sample case.
8. Two extensions
8.1. The k-sample case
For 1 ≤ i ≤ k, let Xi be a symmetric RV with continuous DF, Fi. Assume that X1≤pkd X2≤pkd · · · ≤pkd Xk. Let Fini and F+ini
be the empirical estimates of Fi and F+i , respectively, based on a sample of size ni, 1 ≤ i ≤ k. Assume that the samples are
independent and let n denote the vector of sample sizes. The key step of isotonization of the F+ini ’s under stochastic ordering
has been studied thoroughly by EBM [6]. The estimation of the symmetric Fi’s from these isotonized estimates of F+i ’s is
straightforward from (7). We estimate F+i by
F+∗in (x) = maxr≤i mins≥i
s∑
j=r
njF+jnj(x)
s∑
j=r
nj
for x ≥ 0, 1 ≤ i ≤ k. (16)
This is simply the pointwise isotonic regression of {F+ini(x)}with weights {ni} at each x, as suggested by Hogg [10]. We then
estimate Fi by F∗in as in (7), using F
+∗
in in place of F
+∗
nm .
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Strong uniform consistency of the isotonic regression estimators, F+∗in ’s, is well known (see, e.g, Theorem 1 in [6]). The
proof of the consistency of F∗in follows as in the proof of Theorem 1 in this paper.
Let n = ∑ki=1 ni. Assume that 0 < limn→∞(ni/n) ≡ ai < 1 for all i. From standard theory, we have Z+ini ≡√
ni[F+ni − F+i ]
wH⇒ Z+i ∼ Bi(F+i ) for all i, where the Bi’s are independent Brownian Bridges. Let Z¯+i = Z+i /
√
ai, and
Z+∗in =
√
ni[F+∗in −F+i ], 1 ≤ i ≤ k. Then, essentially under the assumption that F+i < F+i+1 or Fi = Fi+1 for every 1 ≤ i ≤ k−1,
EBM [6] showed that, if Si = {j : Fj = Fi}, then
(Z+∗1n , Z
+∗
2n , . . . , Z
+∗
kn )
T wH⇒ (Z+∗1 , Z+∗2 , . . . , Z+∗k )T ,
where
Z+∗i =
√
aimax
r≤i
min
s≥i
∑
{r≤j≤s,r,s∈Si}
ajZ¯+j
s∑
j=r
aj
.
This shows that, if Si = {i}, then Z+∗in wH⇒ Z+i , and, if Si has more than one element, then the ‘‘max-min’’ formula for
isotonization of F+∗in ’s carries over to the weak limits. We have
√
ni[F∗in − Fi] wH⇒ Z∗i , where Z∗i (x) = 12Z+∗i (|x|)sign(x), as in
Theorem 2.
EBM [6] show that the stochastic loss reduction by isotonization using Kelly’s [12] result, discussed in Section 5, continues
to hold in the k-sample case. However, the reduction of AMSE can only be deduced qualitatively from this stochastic loss
reduction. This is due to the fact that Kelly’s [12] proof is not constructive, only existential. The problem of testing equality
against the stochastic ordering constraint on the F+i ’s is identical to that in EBM [6] and we refer the reader to this paper for
details.
8.2. Unknown centers
When the median µ of F is not known and has to be estimated, a difficulty arises from getting a ‘‘good’’ estimator, µn, of
µ. If µ is known but arbitrary, then we redefine F+(x) = F(x)− F [(2µ− x)] and F+n (x) = Fn(x)− Fn[(2µ− x)−] for x ≥ µ,
and Fˆn in (5) by
Fˆn(x) = 1+ F
+
n (|x− µ|)sign(x− µ)
2
= 1
2
{Fn(x)+ 1− Fn[(2µ− x)−]} ∀x. (17)
When µ is estimated bu µn, Schuster [20] defined
F˜n(x) = 1+ F
+
n (|x− µn|)sign(x− µn)
2
= 1
2
{Fn(x)+ 1− Fn[(2µn − x)−]} ∀x. (18)
We assume that µn is unbiased and translation and scale invariant. Schuster [20] showed that Cov(Fˆn(x), µn) = 0 for all n
and x under these assumptions. If f (x) = F ′(x) exists and√n(µn − µ) converges in distribution, then Schuster [20], using
a strong approximation argument, showed that
√
n[F˜n(x) − F(x)] is convergence equivalent to what we would expect by
linearizing in the deterministic case,
√
n[Fˆn(x)− F(x)] −
√
n(µn − µ)f (x).
Further, if f is uniformly continuous and
√
n(µn − µ) d→ U ∼ N(0, σ 2µ), then
√
n[F˜n − F ] wH⇒ Z˜ = Zˆ − Uf , (19)
where Zˆ and U are independent and Zˆ is the weak limit of
√
n[Fˆn − F ], which is a shifted version of Zˆ in (9) where µ = 0.
Note that Z˜ is a mean-zero Gaussian process whose covariance function can be derived easily from above. We have seen a
substantial improvement of Fˆn over Fn in the preceding sections. However, the added variance of σ 2µf
2(x) raises the question
whether AMSE(F˜n(x)) ≤ AMSE(Fn(x)) for all x. Hinkley [9] showed that this is the case if µn is asymptotically efficient,
i.e., its asymptotic variance reaches the Rao–Cramér lower bound, with strict inequality except for some unusual cases.
It was Stone [21] who actually constructed such an estimator that does not depend on F . It is an adaptive estimator that
is very complicated to implement, and it was shown to be asymptotically minimax by Lo [13] with a slight modification.
Interestingly, the asymptotic distribution of F˜+n is the same as that of Fˆ+n since
√
n[F˜+n − F+] wH⇒ Z+ (Zˆ(x) = −Zˆ(2µ− x) = Z+(|x− µ|)/2 for x ≥ µ) (20)
from (18) and f (x) = f (2µ− x) from symmetry of F about µ.
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Fig. 1. Sib-difference in Lp(a). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
We consider the k-sample problem as in Section 8.1, except that the center of Fi is µi that is not assumed to be 0.
Note that the analysis above applies to each of the distributions with appropriate appended subscripts. With an obvious
notation, we estimate the centers by µini ’s, compute the empirical estimator, F
+
ini
(x) = Fini(x) − Fi,ni [(2µini − x)−] for
x ≥ 0, 1 ≤ i ≤ k, isotonize them using (16) to get the F+∗in ’s, and then estimate the Fi’s by F˜in’s as in (18). Consistency
and weak convergence results follow easily from above and Section 8.1. Reduction of stochastic loss by isotonization and of
AMSE using asymptotically efficient estimators of the µi’s also follow similarly.
9. Example
We illustrate our procedure with the same data set used by RB-C [18]. The study by Mooser et al. [14] indicates that the
variation in levels of plasma Lipoprotein(a), or Lp(a), is a decreasing function of the number of alleles (0, 1, or 2) identical
by descent (IBD) at the locus of the Apo(a) (apolipoprotein(a)) gene for African–Americans and Caucasians in the Dallas
metroplex area. Theymeasureddifferences in the Lp(a) levels of sibling pairs, classified by thenumber of alleles IBD. Itmaybe
argued that the sib-pair differences in each group are symmetric, e.g., if the Lp(a) levels of each pair with a common number
of alleles IBD are a bivariate normal with common means. The data seem to support both symmetry and the peakedness
ordering, although there are some violations.
Mooser et al. [14] compare only variances of the sib-pair differences of Lp(a) levels in various groups. Much stronger
claims could be made by showing a peakedness ordering. We illustrate this for the two groups of African–Americans with
0 and 1 allele IBD assuming that the distributions of the Lp(a) levels of both groups are symmetric and that the former is
less peaked than the latter. The test statistic, using our methods in Section 7, is −1.4142, corresponding to an asymptotic
p-value of 0.0183. Fig. 1 shows the corresponding estimators of the empiricals (0 = red solid line and 1 = blue solid line)
and the restricted estimators (0= red dotted line and 1= blue dotted line). Since there is little violation of the peakedness
ordering, our estimators and those of RB-C [18] (not shown) do not differ by much.
10. Concluding remarks
Peakedness provides a more comprehensive measure of dispersion of symmetric distributions than one-point numerical
summaries, e.g., variance or kurtosis. It is defined for all symmetric distributions, whethermoments exist or not. Peakedness
ordering of two symmetric RVs can provide direct comparisons of probabilities about their centers. In this paper, we have
considered the estimation of two continuous symmetric DFs under peakedness ordering and provided statistical inference
procedures. We have shown that our estimators improve on the AMSE of the estimators of Rojo and Batún-Cutz [18].
We have also extended our results to the k-sample case as well as to the case of unknown centers. We have illustrated
our procedure using the data on the relationship between levels of Lipoprotein(a) (Lp(a)) and a polymorphic glycoprotein
(apolipoprotein(a)) given in [14].
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