Abstract
Introduction
The localization consists in obtaining the relative or absolute position of a sensor node together with the uncertainty of its estimate. Equipping every sensor with a GPS receiver or equivalent technology may be expensive, energy prohibitive and limited to outdoor applications. Therefore, we consider the problem in which some small number of sensors, called anchor nodes, obtain their coordinates via GPS or by installing them at points with known coordinates, and the rest, unknown nodes, must determine their own coordinates. If unknown nodes were capable of high-power transmission, they would be able to make measurements with all anchor nodes (single-hop technique). However, we would like to use energyconserving devices without power amplifier, with lack the energy necessary for long-range communication. In this case, each sensor has available noisy measurements to several neighboring sensors (multihop technique). Typical measurements techniques [1] are time-of-arrival (TOA), receive-signal-strength (RSS), angle-of-arrival (AOA) or connectivity.
There are a large number of previously proposed localization methods. Range-free or connectivity-based localization algorithms [2, 3, 4] rely on connectivity between the nodes. The principle of this algorithm is to determine whether or not a sensor is in the transmission range of another sensor. The most attractive feature of the range-free algorithms is their simplicity. However, they can only provide a coarse grained estimate of each node's location, which means that they are only suitable for applications requiring an approximate location estimate. Range-based or distance-based localization algorithms [5, 6] use the inter-sensor distance measurements in a sensor network to locate the entire network. This type of algorithms is usually more accurate, but also sensitive to measurement errors. Based on the approach of processing the individual inter-sensor data, localization algorithms can be also considered in two main classes: centralized and distributed algorithms. Centralized algorithms [3, 5] utilize a single central processor to collect all the individual inter-sensor data and produce a map of the entire sensor network, while distributed algorithms [2, 4, 6] rely on self-localization of each node in the sensor network using the local information it collects from its neighbors. From the perspective of location estimation accuracy, centralized algorithms are likely to provide more accurate location estimates than distributed algorithms. However, centralized algorithms suffer from the scalability problem and generally are not feasible to be implemented for large scale sensor networks.
A recent direction of research in distributed sensor network localization is the use of particle filters [7, 8] . In [9] , Ihler et al. formulated the sensor network localization problem as an inference problem on a graphical model and applied one variant of belief propagation (BP) methods [10] , the so-called nonparametric belief propagation (NBP) algorithm, to obtain an approximate solution to the sensor locations. Comparing with deterministic approaches [2] [3] [4] [5] [6] , the main advantages of this statistical approach are its easy implementation in a distributed fashion and sufficiency of a small number of iterations to converge. Furthermore it is capable of providing information about location estimation uncertainties and accommodating non-Gaussian distance measurement errors. In this paper, we present a new variant of this method.
The remainder of this paper is organized as follows. In Section 2, we review Ihler's graphical model for the localization problem. In Section 3, we propose nonparametric boxed belief propagation method (NBBP). Simulation results are presented in Section 4. Finally, Section 5 provides some conclusions and future work perspective.
Graphical model
We begin by describing a graphical model [9] for the sensor network localization problem. We suppose that all sensors with unknown positions obtain noisy distance measurements of nearby subset of the other sensors in the network. Typically, this measurement procedure can be accomplished using a broadcast transmission (acoustic or wireless) from each sensor as all other sensors listen.
Let us assume that we have s N sensors ( a N anchors and u N unknowns) scattered randomly in a planar region, and denote the two-dimensional location of sensor t by . ) 
The final goal of this localization problem is to estimate the maximum a posteriori (MAP) sensor location t x given a set of observations { }. For large-scale sensor networks, it is reasonable to assume that only a subset of pairwise distances will be available, primarily between sensors which are located within the some radius R. We use improved model [9] which assumes that the probability of detecting nearby sensors falls off exponentially with squared distance:
We also need to exchange information between the nodes which are not directly connected. Let's define a pair of nodes s and t to be a 1-step neighbors of one another if they observe their pairwise distance st d . Then, we define 2-step neighbors of node s to be all nodes t such that we do not observe the st d , but do observe su d and ut d for some node u. We can follow the same pattern for the 3-step neighbors, and so forth. These n-step neighbors ( 1 n > ) contain some information about the distance between them. Therefore, if two nodes do not observe the distance between them, they should be far away from each other. In our case, we will include all 1-step and 2-step neighbors, others could be neglected without losing accuracy of the results.
The relationship between the graph of the nodes and joint distribution may be quantified in terms of potential functions ψ [9, 10] which are defined over each of the graph's cliques:
This only requires potential functions defined over variables associated with single nodes and pairs of nodes. Single-node potential at each node t, and the pairwise potential between nodes t and u, are respectively given by:
Finally, the joint posterior distribution for each node t is given by:
Having defined a graphical model for sensor localization, we can now estimate the sensor locations by applying the belief propagation (BP) algorithm. The form of BP as an iterative, local message passing algorithm makes this procedure trivial to distribute among the wireless sensor nodes. We apply BP to estimate each sensor's posterior marginal, and use the mean value of this marginal and its associated uncertainty to characterize sensor positions.
Each node t computes its belief ( )
x x x at iteration i) by taking a product of its local potential t ψ with the messages from its set of neighbors t G :
The messages ut m , from node u to node t, are computed by:
In the first iteration of this algorithm it's necessary to initialize for all u, t, then repeat computation using (8) and (9) until sufficiently converge. In fact, the number of iteration should be at least the length of the longest path in the graph.
Nonparametric Boxed Belief Propagation (NBBP)
The presence of nonlinear relationships and potentially highly non-Gaussian uncertainties in sensor localization makes described BP algorithm unacceptable. Besides, to obtain acceptable spatial resolution for the sensors, the discrete state space must be made too large for BP to be computationally feasible. However, using particle-based representations via nonparametric belief propagation (NBP) enables the application of BP to inference in sensor networks. The belief and message update equations, (8) and (9), are performed using stochastic approximations, in two stages: first, drawing samples from the belief ( ) i t t M x , then using these samples to approximate each outgoing message i tu m . In this section we propose nonparametric boxed belief propagation (NBBP) which includes three modifications: 1) Constrain the area from which the samples are drawn by building a box that covers the region where anchors' radio ranges overlap ( Figure 1 ). 2) In each iteration, filter erroneous samples of the beliefs (all the samples which are out of the appropriate box).
3) Locate nodes in the incremental way: As soon as the belief sufficiently converges, characterize sensor positions with mean value and uncertainty, and from that point consider this node as an anchor.
Computing messages
Given N weighted samples However, starting from the second iteration, we include information from the previous iteration using already computed beliefs. Therefore, for 1 i > , a direction is calculated by 
The samples are then weighted by the reminder of (9): 
We have also to define messages from anchor nodes, using (9) and the belief of the anchor node
Messages along unobserved edges (2-step,…) must be represented as analytic functions since their potentials have the form 1 ( , )
which is typically not normalizable. Using the probability of detection d P and samples from the belief i t M , an estimate of outgoing message to node u is given by:
, ,
Finally, the messages along unobserved edges from anchor nodes ( 
Computing beliefs
In the initialization phase for each unknown, we construct the box (Figure 1 ) using only 1-step and 2-step edges from the anchor nodes. 1-step edges are already measured with some noise tu v , and 2-step edges are approximated with the worst case scenario: sum of the two measured distances. Using this distances N is the number of 1-step and 2-step edges between this unknown and anchors. Of course, these bounds are limited to the bounds of the deployment area. To initialize belief 1 ( ) u u M x , we draw N samples with the uniform distribution within this box.
To estimate the belief 1 ( )
using (8), we draw samples from the product of several Gaussian mixture and analytic messages. In our case it is very difficult to draw samples from this product, so we use proposal distribution, sum of the Gaussian mixtures, and then re-weight all samples. This procedure is well-known as mixture importance sampling [12] .
Denote the set of neighbors of u, having observed edges to u and not including anchors, by Some of these calculated weights are much larger then the rest, especially after more iterations. This means that any sample-based estimate will be unduly dominated by the influence of a few of the particles, and the estimate could be erroneous. To avoid this, we then draw N values independently from collection with probability proportional to their weight, using resampling with replacement [8] . This means that we create N equal-weight samples drawn from the product of all incoming messages.
Convergence
A node is located when a convergence criteria is met. We use Kullback-Leibler (KL) divergence [13] , a common measure of error between two distributions. For the particle based beliefs in our algorithm, KLdivergence between beliefs in two consecutive iterations, is given by: 
KL
+ drops below the predefined threshold, the node u is located and starts to behave as an anchor.
In this way, we can locate all nodes incrementally. The execution is over when KL drops below the threshold for all nodes, or when the maximum number of iteration is reached. In any case, estimated positions of all unknowns and their uncertainties will be available.
Simulation results
In the simulation, we placed 50 nodes randomly in 2m 2m × area, 40 of them are unknowns. The values of parameters are set as follow: standard deviation of the Gaussian noise ( 0.1m sigma = ), transmission radius ( 30% R = of diagonal length of the deployment area -max 2 2 m d = ), number of particles ( 100 N = ), and the KL threshold ( min 0.02 KL = ). We run the simulation for both algorithm (NBP and NBBP), and obtained results shown in Figure 2 . Obviously, the location estimates for the NBBP are more accurate since all estimates are placed within its box. In Figure  3 and 4, we show comparison of the average error and coverage (percentage of located nodes) with respect to transmission radius. Finally, in Figure 5 and 6, we show comparison of the computational and communication cost with respect to the number of particles. The main conclusion is that NBBP algorithm performs better than NBP. This result is expected because constructed boxes increase accuracy, and incremental approach decreases computational and communication cost. 
Conclusion and future work
In this paper, we presented nonparametric boxed belief propagation (NBBP), a new variant of NBP. Our main goal was to increase the performance of the algorithm and we achieved it by adding boxes which constraint the area from which the samples are drawn. These boxes, which are created almost without any additional communication between nodes, are also used to filter erroneous samples of the beliefs. We also added incremental approach in order to decrease the computational and the communication cost. There remain few open directions for improving this algorithm. Accuracy could be improved by clustering the nodes and passing messages between the groups using some version of general belief propagation (GBP) [10] . Moreover, communication cost could be decreased using some specific message passing protocol, e.g. grouping similar samples and sending them like one. This will be a part of our future work.
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