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Взаимная энтропия вычисляется последова
тельным суммированием по строкам (или по
столбцам) всех вероятностей матрицы, умножен
ных на их логарифм:
Путём несложных преобразований также полу
чаем
Взаимная энтропия обладает свойством инфор
мационной полноты – из неё можно получить все
рассматриваемые величины.
Достигаемые в результате моделирования пол
нота вероятностей событий и информационная
полнота дают основания применять подходы и ре
зультаты показанного здесь моделирования к до
статочно широкому спектру разновидностей xO
LAP, в том числе FSeOLAP, TransSeOLAP и другим,
представленным в альбоме классификаций OLAP.( ) ( ) ( | ) ( ) ( | ).H AB H A H B A H B H A B   
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Согласно концепции Тима БернерсаЛи семан
тическая сеть является интегральным понятием,
объединяющим ряд наиболее перспективных на
правлений развития Интернета и представляет со
бой многослойную архитектуру, каждый последую
щий уровень которой отвечает за более тонкие ме
ханизмы представления и обработки данных и зна
ний [1]. Эта структура, рисунок, получила в науч
ных источниках название «сэндвича» БернерсаЛи:
В основе концепции лежат стандарты, специ
фикации и рекомендации консорциума W3C
(World Wide Web Consortium) для расширяемого
языка разметки XML, языка описания структуры
XML документа XML Schema, языка запросов
XQuery, словаря RDF, унифицированного иденти
фикатора ресурса URI, языка онтологии сетевых
сервисов OWLS [3]. Прогресс концепции заклю
чается в том, чтобы последовательно стандартизи
ровать «семантический сэндвич» – слой за слоем,
снизу вверх. Таким образом, выстраиваются меха
низмы функционирования на каждом уровне.
Необходимые средства для формализации инфор
мационных процессов на каждом отдельно взятом
уровне уже выработаны – их в должном количестве
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предоставляют математическая логика и искус
ственный интеллект, теории формальных и инфор
мационных систем [2].
Рисунок. Интерпретация архитектуры семантической сети
«сэндвичем» Бернерса$Ли
Вопрос в том, как из имеющегося арсенала вы
брать такие методы и средства, которые позволят
удовлетворить противоречивые требования к мате
матическому аппарату, возникающие при решении
задач моделирования межслоевого взаимодей
ствия. Итак, формализмы должны быть:
• строго определенными на заданном множестве,
в том числе на бесконечных множествах;
• достаточно выразительными, чтобы иметь сред
ства для решения нетривиальных задач;
• легкими с алгоритмической точки зрения, что
бы обеспечивать решение задач за допустимое
время;
• интуитивно понятными для сохранения главно
го преимущества семантических сетей в модели
«сэндвича» БернерсаЛи – машинного понима
ния содержания контента системы.
При таких условиях построение информацион
ной среды, реализующей принципы «семантиче
ского сэндвича», является задачей нетривиальной.
В настоящее время в литературе, находящейся в
открытом доступе, отсутствуют специализирован
ные методы формализации рассмотренной задачи
моделирования семантических информационных
сетей и систем, построенных на их основе. В связи
с этим, авторам видится целесообразным, учиты
вая специфику решаемой задачи воспользоваться
методами синергетической теории информации
для её решения.
С позиции синергетики носитель информации
возникает в результате самопроизвольного нару
шения существующей симметрии информацион
ного морфизма в точке бифуркации как следствие
синергетического развития информационного
объекта. Под информационным морфизмом в дан
ной статье понимается взаимодействие, предста
вляющее протяженный во времени процесс взаи
мозависимого изменения параметров состояния
информационного объекта и информационного
пространства [4]. В процессе этого взаимодействия
в информационной системе объектисточник не
всегда испытывает эмиссию, то есть не всегда теря
ет некоторое количество информации при переда
че ее другому объекту, в то время как другой
объектполучатель всегда приобретает некое новое
добавочное количество информации. Совокупный
объем информации, а также их суммарная энтро
пия при этом обмене неизбежно возрастают, а со
вокупная система расширяется. Процесс этот асси
метричен.
Композиции информационных морфизмов в
системе должны удовлетворять условиям ассоци
ативности, а для каждого элемента композиции
должен быть определен тождественный морфизм.
При этом морфизмы двойственной или nарной
категории могут возникать в результате транспор
тирования матричных форм и перехода к двой
ственным или множественным отображениям для
каждого элемента.
Исходя из этих представлений, авторами гипо
тезируется существование информационного мор
физма, определенного на пространстве моноидов.
В литературе информационный морфизм опреде
ляется, как гомоморфизм свободного моноида в
информационном поле [5].
Вероятностная модель информационного мор
физма Vi взаимодействия двух объектов А и В в ин
формационной среде определяется следующим об
разом:
(*)
где Ci – относительное количество информации
вида I[k–(k+1)] в дуплексном информационном про
странстве (самый общий случай информационного
обмена между объектами А и В), где k – максималь
но возможное количество уровней у одноветвной
вертикали архитектуры семантической сети; Ea и
Eb – относительные (долевые) распределения ин
формации в потоках; f – сложный коэффициент,
который определяется как мера энтропийносе
мантического соответствия через коэффициент
точности информационного обеспечения или ко
эффициенты полноты, шума, соответствия (в зави
симости от специфики поставленных задач).
Коэффициент f в первом приближении равен
натуральному числу е в степени произведения:
где L – коэффициент Лагранжа, G

ai и G

bi – характе
ристические коэффициенты информационных по
токов в направлениях от А к В и от В к А в декарто
вой системе координат.
Однако, рассмотренного определения недоста
точно для представления информационных про
цессов, происходящих с элементами, одновремен
но взаимодействующими внутри собственного
слоя и в межслойном пространстве, в том числе для
открытых информационных систем.
В связи с этим, авторами предлагается исполь
зовать модификацию формулы (*), заключающу
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юся в определении нового характеристического
коэффициента информационного потока G

ci, рас
пространяющегося в произвольном направлении,
не совпадающим с плоскостью, на которой описа
ны внутрислоевые взаимодействия.
Тогда
Вероятностная модель информационного мор
физма Vi, будет иметь вид:
Следовательно, математическое описание ин
формационных морфизмов на переходах из слоя в
слой в представлении семантической сети в виде
многоуровневого «сэндвича» БернерсаЛи, имеет
следующую форму записи:
На основе эмпирических результатов формули
руется гипотеза, отражающая следующее свойство
информационного морфизма расслоенных семан
тических сетей: «Межуровневые переходы в ком
плексной модели информационного морфизма в рас
слоенной архитектуре с прикладными нижними уров
нями осуществляют неоднородный вклад в оценку
обобщенного морфизма системы (сети)».
Обобщение приведенного выше математиче
ского описания выглядит следующим образом:
где m – число уровней; Zn=[0:1] – весовой коэффи
циент, отражающий передачу свойств объекта при
межуровневом информационном взаимодействии
в расслоенной системе; Zn=0 – незначимый мор
физм; Zn=1 – значимый морфизм.
Выводы
Предложен метод формализации описания
межслоевых взаимодействий в семантических ин
формационных сетях, основывающийся на моди
фикации обобщенной формулы информационного
морфизма информационных объектов. Получен
ные результаты позволяют применять методы се
мантикоэнтропийного регулирования информа
ционного морфизма к моделированию функцио
нала информационных систем, построенных на ос
нове расслоенных архитектур.
[( ( 1)]
[( ( 1)] 1
[( ( 1)]
1 1
,
( )
m
k k
iò
k k ë
i n k k
k k k
C
V Z
E f E
 
 

 






[( ( 1)]
[( ( 1)]
[( ( 1)]
1
[( ( 1)]
( ( ) [ ( 1)])
1
( )
.
( (e )ai bi ci
k k
k k i
i k k
k k
k k
i
L G G G k k
k k
CV
E f E
C
E E
 
 
 

 
      

 



[ ( )]
.
( )ai bi ci
i
i L G G G
a b
CV
E E e    

 
  
( ) .ai bi ciL G G Gf e   
  
Известия Томского политехнического университета. 2010. Т. 316. № 5
82
СПИСОК ЛИТЕРАТУРЫ
1. BernersLee T., Hendler J., Lassila O. The Semantic Web: Overvi
ew / Semantic Web // The Scientific American. – 2008. – № 5. –
Р. 32–45.
2. Hitzler P., Krotzsch M., Rudolph S. Foundations of Semantic Web
Technologies. – U.S.: Chapman & Hall/CRC, 2009. – 455 p.
3. De Bruijn J., Fensel D., Kerrigan M., Keller U., Lausen H., Sciclu
na J. Modeling Semantic Web Services: The Web Service Modeling
Language. – Germany: Springer 2008. – 192 p.
4. Иванников А.Д., Кулагин В.П., Миронов А.А., Мордви
нов В.А., Сигов А.С., Тихонов А.Н. Синергетическая теория
информационных процессов и систем / под ред. д.пед.н.,
проф. А.Б. Фоминой. – М.: МГДД(Ю)Т, МИРЭА, ФГУ ГНИИ
ИТТ «Информика», 2009. – 550 с.
5. Иванников А.Д., Кулагин В.П., Мордвинов В.А., Найхано
ва Л.В., Овезов Б.Б., Тихонов А.Н., Цветков В.Я. Получение
знаний для формирования информационных образовательных
ресурсов. – М.: ФГУ ГНИИ ИТТ «Информика», 2008. – 440 с.
Поступила 25.01.2010 г.
