Let ? 2n be the set of paths with 2n steps of unit length in Z 2 , which begin and end at (0; 0). For 2 ? 2n , let area( ) 2 Z denote the oriented area enclosed by .
Introduction
Let be a path of length m with unit steps in Z 2 for every n > 2k.
The assertion of Theorem 1.1 also holds for k odd, but in a trivial way, since in that case the left-hand side of (1.4) is zero. (Indeed, if ? denotes the path obtained by traversing 2 ? 2n in reversed direction, then area(? ) = ?area( ); thus for k odd, the terms area( )] k and area(? )] k in the summation of (1.4) will cancel each other.) For k even, we have for instance: R 2 (X) = X 2 (X ? 1) 6(2X ? 1) ; (1.5) R 4 (X) = X 3 (X ? 1)(7X 2 ? 18X + 13) 60(2X ? 1)(2X ? 3) : (1.6) For an arbitrary even k, the proof of Theorem 1.1 provides an explicit formula for R k , involving a family of polynomials Q ; , with ; partitions of the set f1; : : : ; kg { see the Equations (2.10), (2.11) in Theorem 2.9 below. This formula is not too simple (and in fact it is not clear if R k could be at all brought to a simple form, for arbitrary k); however, if we are concerned with the asymptotics of R k (n) as n ! 1, then we have: 1.2 Theorem 1 For every k 2, even, the degree of R k (i.e., the di erence of the degrees of the numerator and denominator of R k ) is equal to k. 2 For k 2, even, let k denote the leading coe cient of R k (i.e., the ratio of the leading coe cients of the numerator and denominator of R k ). Let us also put 0 = 1 and k = 0 for k 1, odd. Then the exponential power series of the k 's has radius of convergence 2 , and satis es: These results can be used for deriving the asymptotic distribution of the area enclosed by a random path in ? 2n . Let us view ? 2n as a probability space, where each 2 ? 2n has a probability of A 2n;k k ; (1.8) where for every k 2 Z we have denoted A 2n;k def = jf 2 ? 2n j area( ) = kgj; (1.9) and where \ k " stands for the Dirac measure at k. For every k 0, the moment of order k of n is: (1.11) Equation (1.11) and a basic application of the method of moments (as described for instance in 5] x8) give us that the sequence of distributions ( n ) 1 n=1 becomes weakly convergent as soon as the n 's are normalized by their variances. The method of moments also tells how the limit of the normalized n 's can be calculated explicitly { modulo normalization constants, one only needs to replace z by iz and then do an inverse Fourier transform in the right-hand side of (1.7). Stated directly in terms of areas enclosed by random walks, the conclusion of this calculation is the following:
1.3 Corollary For every < in R, (1.12)
The asymptotic formula (1.12) was known in the theory of Brownian motion. Indeed, the appropriately re-normalized random walks with n steps on Z 2 approach, as n ! 1, the 2-dimensional Brownian motion (see e.g. 2] Sections 9 and 10); therefore Corollary 1.3 can also be obtained as an application of the formula found by P.L evy ( 7] ) for the distribution of the area enclosed by a planar Brownian motion. Conversely, the above derivation of the asymptotics (1.12) can be viewed as a combinatorial approach to the L evy's area formula, where an extra piece of structure is put into evidence at the level of the approximating random walks. For a discussion of the analytical aspects of L evy's formula see e.g. 6], and the references mentioned there. While circulating a preliminary version of this paper, we heard of yet another approach to the asymptotics (1.12), very recently found by Bellissard et al. 4] , who exploit the connection between areas enclosed by random walks and the spectral properties of a certain 2-dimensional Schr odinger operator called the Harper operator. (For a presentation of combinatorial aspects of the theory of the Harper operator, see also Section 2 of 3].)
Besides the Introduction, the paper has four more sections. The proof of Theorem 1.1 is presented in Section 2, and the one of Theorem 1.2 is split between the Sections 3 and 4. The derivation of the asymptotics (1.12) is brie y presented in the nal Section 5.
2 The proof of Theorem 1.1
Our starting point here is a combinatorial formula for the area enclosed by a path 2 ? 2n .
The idea is that Equation (1.3) for area( ) takes a particularly nice form when is replaced by a certain pair ( ; ) of its one-dimensional projections. We will describe the correspondence 7 ! ( ; ) in Proposition 2.3, after introducing the appropriate notation. Proof: Fix for the moment a pair of elements = ( 1 ; : : : ; 2n ) and = ( 1 ; : : : ; 2n ) in X 2n . We consider: H = f1 i 2n j i = i g; V = f1 i 2n j i = ? i g; (2.3) and note that 2.8 Notation Another (standard) notation which we will repeatedly use is the one for falling factorials. Recall that for x 2 R and d a non-negative integer one writes:
We will also use Equation (2.9) with x replaced by an indeterminate X, and where (X) d will stand for the corresponding polynomial of degree d in X.
We will prove the following statement, which clearly implies Theorem 1.1. which to an element ( ; ; i; j) 2 I n;k associates the ( ; ; A; B) determined as follows:
Theorem
It is immediate that in (2.15) the set A is -saturated and the set B is -saturated, so that does indeed take values in the codomain stated in (2.14).
If ( ; ; i; j) 2 I n;k and ( ; ; A; B) are related as in (2.15), it is clear that i (1) i(k) = (?1) jAj ; j(1) j(k) = (?1) jBj : This means in particular that the term indexed by ( ; ; i; j) in the summation of (2.12) depends only on ( ; ; A; B). As a consequence, the named summation can be pulled forward by using the map ; when this is done, (2.12) becomes: The veri cation of (2.19) is straightforward; we only mention here that in the proof of \(" one also needs to check that ( ; ; i; j) 2 I n;k , i.e. that we have i( k]) V ( ; ); j( k]) H( ; ) { however, these properties are built in the equations on the right-hand side of (2.19). The merit of (2.19) is that it shows clearly what our counting problem is about: we have certain entries of and certain entries of the values of which are prescribed, and what we need to do is ll in the remaining entries of and , independently, such that each of and arrives to have n entries of 1 and n entries of ?1. A direct count shows that has jA= j + jB= j entries prescribed to be ?1, and jA c = j + jB c = j entries prescribed to be +1; while has jA c = j + jB= j entries prescribed to be ?1, and jA= j + jB c = j entries prescribed to be +1. Note that all these numbers of prescribed entries are smaller than n, e.g. jA= j + jB= j j j + j j 2k < n. It is an immediate veri cation that the number of ways of completing a vector 2 X 2n where s < n entries of are prescribed to be ?1 and t < n entries of are prescribed to be +1 is 2n ? s ? t n ? s ! .
We hence obtain that the number of possible choices for a pair ( ; ) satisfying the conditions in (2.19) is:
2n ? j j ? j j n ? jA= j ? jB= j ! 2n ? j j ? j j n ? jA c = j ? jB= j ! ; (2.20) where the rst factor in (2.20) counts the choices for , and the second one counts the choices for (we also took into account, for instance in the rst factor, that (jA= j+jB= j) + (jA c = j + jB c = j) = j j + j j ).
The conclusion of the preceding two paragraphs (obtained by putting (2.17) and (2.20) together) is that for every ; 2 P Let k be an even positive integer, let ; be in P( k]), and consider the polynomial Q ; (X) de ned by Equation (2.11) in Theorem 2.9. A straightforward calculation shows that every term in the sum in (2.11) is a polynomial of degree 2(j j + j j). However, the cancellations between terms generally make the degree of Q ; strictly smaller than that.
3.1 Notation For k a positive integer and 2 P( k]) we will denote by j j o (respectively j j e ) the number of blocks of which have odd (respectively even) cardinality. Note that if k is even, then j j o is an even number, for every 2 P( k]). By comparing (3.1) with 2(j j + j j) = 2(j e j + j e j) + 2(j o j + j o j), we thus see that in (2.11) the cancellations decrease the degree by (j o j + j o j)=2. (This will be essential for the considerations in Section 4 below.)
Our goal in the present section is to prove Theorem 3.2. We start by noticing that both the de nition of Q ; and the conclusion of Theorem 3.2 are more conveniently formulated in terms of the \direct sum" of and , as in the following statement which involves only one partition instead of two.
3.3 Theorem Let k be an even positive integer, let be in P( 2k]), and let S 2k] be a -saturated set (in the sense of Notation 2.7.2) for which jSj = k. Consider the involution on the family of -saturated subsets of 2k],de ned by the formula: 
where jD= j; jD c = j; : : : are also as in Notation 2.7.2. Then degree(Q) = 2j j e + 3 2 j j o ; (3.5) and the coe cient of highest degree in Q is equal to and (3.6) reduce to (3.1) and (3.2). It is therefore su cient to prove Theorem 3.3. From this point and until the end of the section we x k; ; S; Q as in the statement of Theorem 3.3, and we will prove that (3.5) and (3.6) hold for these xed k; ; S; Q.
De nition (Matching-joiner graphs)
. Let B denote the set of blocks of ; in some sense B and are the same thing, but it is convenient to make a notational distinction between them. We will work with graphs that have B as set of vertices, and thus often refer to a B 2 B as \vertex" { although B is at the same time a subset of 2k]. We will also use the notation B o (respectively B e ) for the subset of B consisting of the blocks of which have odd (respectively even) cardinality. We have of course jBj = j j, and jB o j = j j o , jB e j = j j e .
Recall The quantity in (3.12) is Q(x), thus (3.11) is proved.
But now, the right-hand side of (3.11) can also be evaluated in a di erent way: Similarly, the number of functions v : B ! x] in (3.14) which are at most 2-to-1 and have M v = M 2 is found to be equal to (x) j j?jM 2 j . Thus (3.14) coincides with the right-hand side of (3.10). 4.1 De nition Let k be an even positive integer. We will denote by P 2 ( k]) (respectively by P 1-2 ( k])) the set of partitions 2 P( k]) such that every block of has exactly (respectively not more than) two elements. with equality only when ; 2 P 1-2 ( k]). This and (2.10) prove that degree(R k ) k.
Moreover, if we use the formula found for the leading coe cient of Q ; in Theorem 3.2, we obtain that the coe cient of order k in R k is: We extend the function e to the set S k of all permutations of k], by setting e ( ) = 0 for every 2 S k which has at least one cycle of odd length. Proof: For the duration of this proof, it is convenient to extend the various notations considered in 4.4 to the situation where we deal with partitions and permutations of an arbitrary nite set S (rather than just having S = k] for some k).
Proposition
It is rst of all obvious that, back in the Notations 2.7, the hypothesis of ; being partitions of the special set k] was not essential; the number RP( ; ) can be de ned, in exactly the same way, for ; partitions of an arbitrary nite set S. It is also immediate that if f : S 1 ! S 2 is a bijection between nite sets, and if the partitions 1 ; 1 of S 1 are transported by f into the partitions 2 ; 2 of S 2 , then RP( 1 ; 1 ) = RP( 2 ; 2 ).
But then the number '( ; ) can be de ned whenever ; are partitions of some nite set S, by the same formula as in (4.5). Moreover, if S has even cardinality and if 0 ; 0 2 P 2 (S) (i.e. 0 ; 0 are partitions of S into blocks of exactly two elements), then the same formula as in (4.6) can be used to de ne the number ( 0 ; 0 ). It is clear that '( ; ) and ( 0 ; 0 ) also have the property of invariance under transportations with bijections, which was observed for RP( ; ) at the end of the preceding paragraph. Now, let S be a nite set, let be a permutation of S, and let us de ne the number e ( ). If has at least one cycle of odd length (which in particular is always the case when jSj is odd), then we take e ( ) = 0. If has only cycles of even length, then jSj must be even, and there exist 0 ; 0 2 P 2 (S) such that the blocks of 0 _ 0 coincide with the cycles of ( 0 ; 0 with this property can be constructed in a way similar to the one described in This de nition makes sense; indeed, if 00 ; 00 2 P 2 (S) have the same property as 0 ; 0 , then 00 _ 00 = 0 _ 0 , and it is easy to construct a bijection f : S ! S which sends 0 into 00 and 0 into 00 ; we therefore have ( 0 ; 0 ) = ( 00 ; 00 ), by the invariance of under transportation with bijections. From Equation (4.10) it is clear that e itself is \invariant under transportation with bijections", which in this case means that e ( ) depends solely on the cycle structure of the permutation .
We will show the following: let S be a nite set, let be a permutation of S, and let S 1 ; S 2 be non-void disjoint subsets of S which are invariant under and have S 1 S 2 = S. Then denoting by 1 ; 2 the permutations of S 1 ; S 2 which are induced by , we have: e ( ) = e ( 1 ) e ( 2 ): (4.11) It is immediate that our goal in this proof, Equation (4.9), follows from an iteration of (4.11).
The case of (4.11) when has at least one cycle of odd length is trivial: one of 1 ; 2 must also have cycles of odd length, and both sides of (4.11) are zero. We will therefore assume that has only cycles of even length; the same must then be true for 1 ; 2 (and the cardinalities of S; S 1 ; S 2 are all even).
Let 0 ; 0 2 P 2 (S) be such that the blocks of 0 _ 0 coincide with the cycles of . Then for i = 1; 2 we have that: S i is both 0 -saturated and 0 -saturated; 0 jS i ; 0 jS i 2 P 2 (S i ); and the blocks of ( 0 jS i ) _ ( 0 jS i ) coincide with the cycles of i . By taking (4.10) into account, we obtain that (4.11) reduces to: Finally, (4.14) is obtained via a direct counting argument. Indeed, a generic ( ; )-restricted permutation counted by RP( ; ) can be created in two steps:
(a) We rst decide on which j jS 1 j + j jS 1 j positions (out of the possible j j + j j) we want to place the blocks of and which are contained in S 1 . The number of ways of doing this is counted by the binomial coe cient in (4.14).
(b) We then arrange the blocks of and which are contained in S 1 in the j jS 1 j + j jS 1 j positions selected for them, and the blocks of and which are contained in S 2 within the remaining j jS 2 j + j jS 2 j positions. These arrangements can be made in RP( jS 1 ; jS 1 ) and respectively RP( jS 2 ; jS 2 ) ways, and combined with the step (a) above this leads precisely to Equation (4.14). There are 2 k=2 partitions 0 k (since every such is completely determined by the subset of the k=2 blocks of 0 k which are also blocks of ); similarly, there are 2 k=2 partitions 0 k . Thus the sum on the right-hand side of (4.18) has 2 k terms. We will single out and give a special name to the term of the sum corresponding to = 0 k , = 0 k : will be of the form considered in (4.21). An argument identical to the one which proved Equation (4.13) in the proof of Proposition 4.7 (but now applied to a decomposition into p subsets, instead of 2 subsets) gives:
'( jB i ; jB i ) = (2) jB 1 j (2) jBpj :
We thus obtain the formula: This concludes the proof of Theorem 1.2. We note that in Proposition 4.3 it was only stated that degree(R k ) k (instead of \= k"), because from the form given to k at that stage it was not obvious that k 6 = 0. However, this is easily checked now that (1.11) is established.
QED
5 The Proof of Corollary 1.3
For the reader's convenience, we make an outline of how the asymptotics (1.12) can be obtained, as a consequence of Theorem 1.2. As mentioned in the Introduction, this is a straightforward application of the method of moments.
5.1
The proof of Corollary 1.3 For every n 1, let n be the probability distribution de ned by Equation (1.8), and let 2 n denote the variance of n : As implied by the Equations (1.4) and (1.5), for large n we have n n= p 12.
Let us also consider, for every n 1, the measure n which is obtained when we the moments { is put into evidence at the level of random walks. We believe that this is by no means the only example of a combinatorial piece of structure which exists at the level of the random walks, and is re ected in some way (in the limit) in the framework of the Brownian motion. To give an example, it is tempting to conjecture that the inequality:
jf 2 ? 2n j area( ) = kgj jf 2 ? 2n j area( ) = k + 1gj (5.6) holds for every n 1 and k 0. The \limit as n ! 1" of (5.6) is just the obvious fact that the density function in (5.4) is decreasing on 0; 1). The inequality (5.6) is challenging, due to its simplicity, and is strongly supported by numerical evidence (e.g.
for n 36), but we don't know a proof at this moment.
