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Zusammenfassung
Seit einiger Zeit werden verteilte IT-Anwendungen entwickelt, die dezidierte Anforder-
ungen an die Qualität der Ende-zu-Ende-Verbindung zwischen ihren Teilnehmern stel-
len (z.B. Voice-over-IP, Videokonferenzsysteme etc.). Damit wird die Funktionsfähigkeit
solcher Applikationen maßgeblich durch die Beschaffenheit von Netz-Infrastrukturen
bestimmt, auf denen sie aufbauen. Die von einem Netz bereitgestellten Dienste müs-
sen also gewissen Qualitätsansprüchen genügen, sie müssen eine Dienstgüte bzw.
Quality-of-Service (QoS) anbieten und durchsetzen. Hierzu wurden und werden un-
terschiedlichste Architekturen entworfen, die QoS auf Ebene eines Netzes realisieren.
Während diese Architekturen in homogenen Netzen einzelner Betreiber ihre Funktions-
fähigkeit prinzipiell gezeigt haben, stellt sich auf Ebene der Netzverbünde ein vollstän-
dig anderes Bild dar. Betreiberübergreifend werden heute keine Netzdienste mit QoS
angeboten, nicht zuletzt aufgrund des Drucks von Seiten der Anwendungen wird dies
aber für die Zukunft erwartet. Da weiterhin nicht abzusehen ist, dass sich global eine
gemeinsame Netz-QoS-Architektur durchsetzen wird, müssenMöglichkeiten gefunden
werden, wie die Heterogenität im Netzverbund gehandhabt werden kann.
Betrachtet man bestehende Arbeiten, so fällt auf, dass diese größtenteils auf die Be-
trachtung spezifischer Architekturen oder bestimmter Dienste begrenzt sind. Eine uni-
verselle Koppelungsarchitektur im Sinne einer für jeden Fall unmittelbar anwendbaren
Lösungwurde bisher nicht entwickelt. Die Komplexität der Fragestellung und der Breite
des Spektrums denkbarer Netz-QoS-Architekturen lassen eine Existenz einer solchen
allgemeinen Koppelungsarchitektur auch fraglich erscheinen.
Die Dissertation verfolgt einen strikt dienstorientierten Ansatz, der sich in einem Satz
als „Generischer Weg zur Gewinnung einer spezifischen Lösung“ zusammenfassen
lässt. Dabei werden imWesentlichen zwei Hauptschritte durchgeführt. Ausgangspunkt
des ersten Schritts sind die zu koppelnden Netz-QoS-Dienste. Sie werden durchModel-
lierung in eine normalisierte Darstellung überführt. Dabei werden unter Betrachtung
statischer und dynamischer Aspekte zuerst die den Diensten zugrunde liegenden Netz-
QoS-Architekturen modelliert. Hierauf basierend werden Modelle für Netz-QoS-Dien-
ste erstellt. Durch die Normalisierung ist die Grundlage gelegt, um im zweiten Schritt
mittels der dann entworfenen generischen Methodik die fallspezifische Lösung gewin-
nen zu können. Dabei werden, neben der Identifizierung der zur Koppelung notwendi-
gen architekturellen Bausteine, auch die für die Koppelung benötigten Arbeitsabläufe
bestimmt. Sowohl Modellierung als auch die Methodik sind an den Gesichtspunkten
der Dienstorientierung ausgerichtet, speziell wird in beiden Teilen der gesamte Lebens-
zyklus eines Dienstes betrachtet.
Illustriert werden Modellierung und Methodik an verschiedenen Beispielen, die ihren
Ursprung in realen Szenarios haben. Die Betrachtung unterschiedlicher geschäftlicher




In recent years, distributed IT applications were developed which pose explicit require-
ments on the quality of end-to-end connections between the participating parties. Ex-
amples include voice-over-IP, video conferencing etc. Hence, those applications’ func-
tionality is significantly influenced by the underlying network infrastructures on which
applications build upon. Services offered by networks must therefore meet certain cri-
teria of quality – they have to provide and enforce quality-of-service (QoS). For this re-
ason, different architectures have been and still are being developed to realize QoS on
the network level. While such architectures have proven to be functional in principle for
homogeneous networks of single providers, the situation is completely different when
it comes to interconnecting autonomous or/and heterogeneous networks. Today, no
QoS-enabled network services are offered which span multiple provider domains. But
this is expected and necessary for the future, last but not least because of the pressu-
re imposed by the application level. As there is no universal QoS architecture on the
horizon to become accepted globally, ways have to be found to handle heterogeneity
in a network of networks.
When reviewing existing work in the field, it becomes evident thatmost approaches are
limited to specific architectures or certain services. What is still missing is a universal
internetworking architecture which could be applied in any situation and to any QoS
architecture. The existence of such a generic architecture seems to be uncertain re-
garding the complexity of the task and the broad spectrum of QoS architectures which
have to covered.
This thesis strictly follows a service-oriented approach which can be summarized as
“a generic way for gaining a specific solution”. The approach consists of two major
steps. The starting point of the first step are the QoS network services which are to be
coupled as well as the QoS architectures these services are built upon. Initially, a nor-
malized representation of the architectures is gained by modeling. In doing so, static
and dynamic aspects of QoS architectures are considered. Afterwards, the modeling
of QoS network services itself takes place and is based on the models for architectu-
res. The whole modeling process creates a normalized starting point for the second
major step. It consists of a generic methodology for gaining specific solutions to solve
the coupling problem for individual cases. In this step the necessary architectural buil-
ding blocks and the required workflows for the coupling are identified. The modeling
as well as the methodology are strictly service-oriented, especially in considering the
whole service life cycle for both parts.
The generic model and the methodology are illustrated by a series of examples which
are derived from real world scenarios. The thesis’ results are supported by an analysis
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Seit einiger Zeit werden verteilte IT-Anwendungen entwickelt, die dezidier- Ende-zu-Ende
Qualitätte Anforderungen an die Qualität der Ende-zu-Ende-Verbindung zwischen
ihren Teilnehmern stellen. Damit wird die Funktionsfähigkeit solcher Appli-
kationen maßgeblich von der Beschaffenheit von Netz-Infrastrukturen be-
stimmt, auf denen sie aufbauen.
Betrachtet man beispielsweise reine Hypertext-Anwendungen wie das klas-
sische HTTP / HTML im World Wide Web, so stellt man fest, dass sie ge-
ringe Ansprüche an ein Netz stellen. So ist seine prinzipielle Funktionalität
in Netzen unterschiedlichster Bandbreiten gewährleistet. Verzögerungen in
der Übertragung bringen zwar Komforteinbußen für den Nutzer mit sich, die





deokonferenzsysteme, benötigen für eine korrekte Funktion dagegen ganz
bestimmte Qualitätsmerkmale von Seiten des Netzes. Im Fall einer Video-
konferenz muss für die gesamte Dauer der Sitzung unter anderem eine hin-
reichend große Bandbreite für die zeitnahe Übertragung der Videodaten be-
reitgestellt werden. Weiterhin darf auch die Ende-zu-Ende Verzögerung zwi-
schen allen Teilnehmern ein gewisses Limit nicht überschreiten, da anson-
sten z.B. Lippensynchronizität, ruckfreie Filmqualität oder auch interaktive
Gespräche nicht mehr möglich sind. Können bei solchen Anwendungen also
Voraussetzungen durch ein Netz nicht erfüllt werden, so kann die Applika-
tion ihre Funktionalität nicht erbringen; sie ist nicht oder nur eingeschränkt
nutzbar.
Die für Anwendungen von einem Netz bereitgestellten Dienste müssen also
gewissen Qualitätsansprüchen genügen, sie müssen eine Quality-of-Ser-
vice (QoS)1 anbieten und durchsetzen. Hierzu wurden und werden unter-
schiedlichste Architekturen entworfen, die eine QoS auf Ebene eines Netzes
realisieren. Während diese Architekturen in homogenen Netzen einzelner
Betreiber ihre Funktionsfähigkeit prinzipiell gezeigt haben, stellt sich auf
Ebene der Netzverbünde ein vollständig anderes Bild dar. Betreiberüber-
greifend werden heute keine Netzdienste mit QoS angeboten, nicht zuletzt Betreiberübergrei-
fend heute kein
QoS
aufgrund des Drucks von Seiten der Anwendungen wird dies aber für die
Zukunft erwartet [BHPB+ 00, GHSB 03].
1Die englische Bezeichnung ist auch in deutschsprachiger Literatur sehr häufig vorzu-
finden und wird in dieser Arbeit dem Begriff „Dienstgüte“ vorgezogen.
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1.1 Fokus und Fragestellung der
Arbeit
Um die von verteilten IT-Anwendungen gestellten Anforderungen an die En-
de-zu-Ende Qualität befriedigen zu können, müssen mehrere Komponen-
ten zusammenspielen und betrachtet werden. Abbildung 1.1 zeigt ein gro-
bes Schichtenmodell. Die vorliegende Arbeit konzentriert sich dabei auf dieFokussierung auf
Netzebene Schicht der Netze. Entsprechend bleiben Fragestellungen der Ende-zu-Ende-







Abbildung 1.1: Grobschichtenmodell verteilter IT-Anwendungen
Die Netzebene ist nicht als monolithisches Netz realisiert, sie stellt sich viel-Koppelproblematik
mehr i.a. als ein Verbund von Teilnetzen dar, die durch verschiedene Dienst-
leister betrieben werden. Entsprechend können in den autonomen Teilnet-
zen unterschiedliche Netz-QoS-Architekturen zumEinsatz kommen. Soll nun
auf Netzebene eine Ende-zu-Ende-QoS realisiert werden, stellt sich unmit-
telbar die Frage, wie die unterschiedlichen Netz-QoS-Architekturen mitein-
ander zu koppeln sind.




Netz-QoS-Architekturen, so fällt neben anderen Einschränkungen auf, dass
diese größtenteils auf die Betrachtung spezifischer Architekturen begrenzt
sind (siehe Kap. 3). Eine generische Koppelungsarchitektur im Sinne einer
für jeden Fall direkt anwendbaren Lösung wurde bisher nicht entwickelt.Keine generische
Lösung der Koppe-
lungsproblematik
Die Komplexität der Fragestellung und die Breite des Spektrums denkba-
rer Netz-QoS-Architekturen lassen eine Existenz einer solchen allgemeinen
Koppelungsarchitektur auch fraglich erscheinen. Entweder würde nämlich
diese vereinheitlichte Koppelungsarchitektur selbst zu komplex sein, um
realisiert zu werden, oder eine prinzipiell handhabbare Lösung wäre zu ge-
nerisch, um für reale Koppelungsvorgänge eine sinnvolle Hilfestellung zu
geben.
Die vorliegende Arbeit geht im Weiteren von folgenden Grundannahmen
aus:
2
1.1 Fokus und Fragestellung der Arbeit
Netz-QoS-Architekturen als solche sind notwendig. Häufig wird das Ar-
gument genannt, dass QoS-Architekturen auf Netzebene nicht notwendig
seien, wenn Netzkapazitäten weit über das im Mittel benötigte Maß vor-
handen sind, um damit auch Spitzenlasten (und damit jegliche Lastsitua-
tion) ohne Einschränkungen bewältigen zu können (das sog. Overprovi-
sioning). Dabei wird meist nur der Parameter Bandbreite betrachtet. Al- Overprovisioning
nicht ausreichendlerdings lassen sich Parameter wie Verzögerung und Jitter durch Overpro-
visioning erheblich schwerer in den Griff bekommen. Weiterhin, unabhän-
gig von der Frage, inwiefern Overprovisioning ökonomisch zu verantwor-
ten ist, kann es den Anwendungen aber keine Auskunft darüber geben, ob
die geforderten Eigenschaften des Netzes, selbst im günstigsten Fall, über-
haupt erreichbar sind. Einen anwendungsorientierten Vergleich von Over-
provisioning und reservierenden QoS-Ansätzen finden sich beispielsweise
in [FHP 00, BBS 98, BrSh 98].
Global wird sich keine einheitliche Netz-QoS-Architektur durchsetzen. In
Anlehnung an die Durchsetzung des IP-Protokolls als globale Konvergenz
von Protokollen der Vermittlungsschicht könnte argumentiert werden, dass
für den Bereich der Netz-QoS-Architekturen eine analoge Entwicklung zu er-
warten sei. Dementsprechend wäre eine Behandlung der Koppelungsprob-
lematik nicht nachhaltig notwendig. Einer solchen Entwicklung stehen je-
doch einige schwerwiegende Argumente entgegen. Neben der reinen Tat-
sache, dass trotz des Drucks von Seiten der Anwendungen ein Konvergie-
ren der Architekturen nicht stattgefunden hat, haben sich bestehende Ar- Eignung von
Architekturen
szenarioabhängig
chitekturen für verschiedene Einsatzschwerpunkte als unterschiedlich ge-
eignet erwiesen (z.B. [RFC 2998, FLNN+ 00]). Auch neu entwickelte Archi-
tekturen werden häufig vor dem Hintergrund bestimmter Einsatzszenari-
os entworfen. Daraus leitet sich auch für die absehbare Zukunft eine zu
erwartende parallele Existenz mehrerer Architekturen ab. Bereits beste-
hende QoS-fähige Installationen (z.B. existierende ATM-Netze) würden aus
Gründen des Investitionsschutzes vergleichsweise langsam ersetzt werden Investitionsschutz
[BHPB+ 00, GHSB 03]. Hierfür ist also ein integrativer Ansatz erforderlich.
Zuletzt gibt der Fakt, dass weiterhin neue Architekturen entworfen werden,
ohne dass diese breiten Einsatz im Markt finden, keinen Anlass zu der An-
nahme, dass sich eine dieser Architekturen global durchsetzen wird.




le Betrachtung der zum Einsatz kommenden Netz-QoS-Architekturen nicht
ausreichend. Für eine Anleitung zur Koppelung müssen auch dynamische
Aspekte berücksichtigt werden. Dies bezieht sich vor allem auf die Vorgänge
zur Installation der Koppelung als auch auf jene, die während der Nutzung
der Koppelung notwendig ablaufen. Wichtige Einflussgrößen hierfür sind
z.B. die Beziehungen der beteiligten Entitäten zueinander und die mit der
Koppelung verfolgten Ziele und Gesamteigenschaften. Neben der Lösung
von eher statischen technisch / architekturellen Problemen ist also auch ei-
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ne Betrachtung der zur Koppelung notwendigen Vorgänge im Sinne einer
Prozessorientierung notwendig. Dies weist somit den Weg zu einer dienst-Dienstorientierung
orientierten Sichtweise (z.B. [Dreo 02, GHHK+ 01]) der Koppelungsproble-
matik.
Ziel dieser Arbeit ist es, einen nachhaltigen Beitrag zur Lösung der Kop-
pelungsproblematik von Netz-QoS-Architekturen zu leisten. Lösungsansatz
hierzu ist die Spezifikation einer dienstorientierten, generischen Methodik.Generische,
dienstorientierte
Methodik
Ihre Anwendung in konkreten Fällen soll dann unter Berücksichtigung der
individuellen Umstände strukturiert durch den Koppelungsprozess führen
und bei der Spezifikation der Koppelungsarchitektur behilflich sein.
Zur Umsetzung dieses Ziels ergeben sich die folgenden Teilfragestellungen:Teilfragestellungen
 Wie können Netz-QoS-Architekturen kategorisiert und klassifiziert wer-Klassifizierung
den?
Bei der gegebenen Spannbreite von existierenden und möglichen Ar-
chitekturen muss ein Klassifizierungschema existieren, anhand dessen
Architekturen zueinander in Relation gesetzt und verglichen werden
können.
 Basierend auf der Klassifikation, welche Architekturen können sinnvollGesamtfunktionali-
tät gekoppelt werden und welchen Einschränkungen unterliegt eine Kop-
pelung?
Erfahrungen mit bereits bestehenden Architekturen haben gezeigt,
dass der, aus einer Koppelung resultierende, Netzverbund hinsichtlich
der QoS-Gesamtfunktionalität deutlich hinter denen der Einzelarchitek-
turen zurückbleiben kann. Um für einen gegebenen Anwendungsfall
entscheiden zu können, ob eine Koppelung sinnvoll ist, gilt es zu klä-
ren, inwieweit die geforderten Eigenschaften erhalten werden.
 Welche Rolle spielt der Dienst-Lebenszyklus?Dienst-Lebenszyklus
Betrachtet man unterschiedliche Paare von zu koppelnden Architektu-
ren, so haben bisherige Erfahrungen gezeigt, dass hierbei gleiche oder
ähnliche Teilschritte zu erledigen sind. Allerdings ist der Zeitpunkt für
deren Ausführung bei unterschiedlichen Koppelungspaaren höchst un-
terschiedlich. Für Netz-QoS-Dienste stellt sich damit die Frage, welche
Rolle der Dienstlebenszyklus bezüglich einzelner Teilschritte spielt.
 Welche Schritte und Teilvorgänge sind für eine Koppelung notwendigTeilvorgänge und
architekturelle
Komponenten
und welche architekturellen Komponenten werden dabei benötigt?
Die Klärung dieser Frage kennzeichnet einen der Kernteile der vorlie-
genden Arbeit. Durch die Antwort auf diese Frage ergibt sich die Grund-
lage zur Entwicklung einer generischen Methodik.
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 Welchen Einfluss haben Diensttypen der zu koppelnden Architekturen Einfluss von
Diensttypen und
Einsatzzweck
und der Einsatzzweck des Gesamtnetzes?
Wie bereits festgestellt ist die Eignung konkreter QoS-Architekturen
einsatzspezifisch zu bewerten. Entsprechend stellt sich die Frage, wel-
chen Einfluss der Diensttyp spielt, der unter Verwendung einer QoS-
Architektur realisiert wird. Weiterhin steht zu vermuten, dass der ge-
plante Einsatzzweck Einflüsse auf die Koppelung ausübt.
 Wie können eventuell auftretende Mehrdeutigkeiten in der Lösung der Mehrere Lösungs-
möglichkeitenKopplungsproblematik beherrscht werden?
Die bisherigen Forschungsansätze haben selbst für identische Paare
konkreter Architekturen unterschiedliche Lösungen der Koppelungs-
problematik hervorgebracht. Demnachmuss eine allgemeineMethodik
mit der nicht existierenden Eindeutigkeit einer Lösung umgehen kön-
nen.
 Wie können bisherige Arbeiten zur Kopplungsproblematik eingeordnet Nutzung
bestehender
Arbeiten
und nutzbar gemacht werden?
Es wurden bereits eine Reihe von Arbeiten und Projekten zur Netz-QoS-
Kopplungsproblematik erstellt. Der Großteil teilt dabei die Einschrän-
kung, dass sie sich auf konkrete Architekturen beschränken und keinen
generischen Ansatz liefern. Die dort erworbenen Erkenntnisse können
aber auch einen Beitrag zu einer generischen Methodik liefern; ent-




1.2 Vorgehensmodell und Ergebnisse
der Arbeit
Die Bearbeitung der Aufgabenstellung und die Lösung der gestellten Teilfra-
gestellungen wird durch das im Folgenden vorgestellte und in Abbildung 1.2
dargestellte Vorgehensmodell erreicht. Die Pfeile in der Abbildung symbo-Pfeilsemantik
lisieren den Informationsfluss zwischen den einzelnen Bereichen. Beginnt
bzw. endet ein Pfeil am Rand eines übergordneten Bereichs, dann bedeu-
tet das, dass die Information aus allen Unterbereichen stammt bzw. in allen
Unterbereichen benötigt wird.
In Kapitel 2 werden zur Präzisierung der Aufgabenstellung zunächst einigeSzenarios
konkrete Szenarios und das grundlegende abstrakte Szenario eingeführt.
Anschließend daran werden einige grundlegende Begriffe definiert. Im wei-grundlegende
Begriffe teren werden dann die verschiedenen Dimensionen der Problemstellung
Dimensionen der
Problemstellung
konkretisiert. Neben weiteren Quellen werden dazu aus den Szenarios und
den Anwendungsfällen allgemeine Anforderungen abgeleitet. Zur Verfeine-
allg. Anforderungen rung der Anforderungen werden zunächst prinzipielle Lösungsextreme für
Lösungsextreme die Koppelungsproblematik diskutiert und dabei der in dieser Arbeit ver-
folgte Ansatz vorgestellt und eingeordnet. Abschließend werden die Anfor-
derungen für den verfolgten Ansatz konkretisiert.konkretisierte
Anforderungen
Anhand der ermittelten Anforderungen wird in Kapitel 3 der Status quo
bewertet. Dabei werden zunächst bestehende Netz-QoS-Architekturen da-Status quo zur
Lösung der Koppe-
lungsproblematik
hingehend untersucht wie diese mit der Koppelungsproblematik umgehen.
Weiterhin werden aktuelle und relevante Forschungsarbeiten untersucht,
wie auch Großprojekte im Koppelungsumfeld. Die anschließende Bewer-
tung zeigt dann, dass der Status quo nicht den gestellten Anforderungen
genügt. Ergänzend werden einige zur Arbeit benachbarte Gebiete angeris-
sen.
Die folgenden zwei Kapitel befassen sich dann mit der Entwicklung einer
generischen Methodik zur Lösung der Koppelungsproblematik.
In Kapitel 4 werden zunächst die Folgen der Dienstorientierung für das un-Aus Dienstorient.
folgen Rahmenbe-
dingungen
tersuchte Umfeld dargestellt und damit die Rahmenbedingungen für dieMo-
dellierung geschaffen. Im nächsten Schritt wird dann ein dienstorientiertes
Dienstorient. Modell
für Architekturen
Modell für Netz-QoS-Architekturen entwickelt, das den gestellten Anforder-
ungen entspricht. Dabei ist die Unterscheidung zwischen statischen Aspek-
ten und dynamischen Aspekten im Lebenszyklus ein entscheidender Schlüs-Statische und
dynamische Aspekte sel, um Gemeinsamkeiten und Unterschiede zwischen Netz-QoS-Architektu-
ren aufzeigen zu können. Aus dem Modell für Architekturen wird im darauf-
folgenden Schritt ein Modell für Netz-QoS-Dienste erstellt.Modell für Dienste
Nachdemmit den Modellen für Netz-QoS-Architekturen und Netz-QoS-Dien-
ste eine normalisierende Darstellung realisiert ist, wird in Kapitel 5 die ge-
nerische Methodik zur Koppelung von Netz-QoS-Diensten vorgestellt. In derMethodiken für
Architektur- und
Dienstmodelle
ersten Sektion wird eine Methodik zur Gewinnung eines Netz-QoS-Archi-
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tektur-Modells bzw. eines Dienst-Modells angegeben. Die anschließenden Methodik zur
KoppelungSchritte befassen sich mit der Koppelung an sich. Im Ergebnis können dann
mit der gesamten Methodik sowohl konkrete Teilkomponenten als auch
konkrete Teilprozesse gefunden werden, die für eine Koppelung bestimm-
ter Netz-QoS-Dienste notwendig sind.
Abschließend werden in Kapitel 6 unterschiedliche Anwendungsgebiete un- Anwendungsgebiete
für Modellierung
und Methodiken
tersucht. Dies gilt sowohl für die Modellierung von Netz-QoS-Architekturen
als auch für die entwickelte Koppelungsmethodik. Dabei werden u.a. Mög-
lichkeiten aufgezeigt, wie auf Basis der Methodik bestehende Arbeiten neu
erschlossen werden können. Weiterhin werden typische geschäftliche An-
wendungsfälle für Modellierung und Methodik diskutiert.
Kapitel 7 schließlich fasst die Arbeit zusammen und gibt einen Ausblick auf
mögliche weiterführende Arbeiten.
Hinweise zum Layout
In dieser Arbeit werden folgende Kennzeichnungen benutzt:
Englische Begriffe sind kursiv gesetzt.
Teile eines Modells sind inOptima kursiv gesetzt.
Absätze, die längere Beispiele enthalten, sind beidseitig eingerückt ab-
gedruckt.
„Längere wörtliche Zitate sind beidseitig eingerückt und kursiv ge-
druckt.“
Am Ende der Arbeit finden sich Verzeichnisse der im Text enthaltenen Abbildungen
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In diesem Kapitel werden die für diese Arbeit grundlegenden Begriffe de- Überblick über das
Kapitelfiniert und gegen benachbarte Bereiche abgegrenzt und somit der Fokus
dieser Arbeit aufgezeigt. Hierzu werden zunächst reale und abstrakte Sze-
narios vorgestellt, die im Weiteren dann als durchgängiges Beispiel in der
Begriffsklärung dienen. Die Koppelungsproblematik wird anschießend an-
hand ihrer typischen Dimension weiter charakterisiert. Abgeschlossen wird
dieses Kapitel mit einer Anforderungsanalyse an die Koppelung von Netz-
QoS-Architekturen, die anhand der Szenarios und vor dem Hintergrund des
Dienstumfeldes vorgenommen wird. Um dabei die Anforderungen präzise
formulieren zu können, werden auch prinzipielle Lösungsmöglichkeiten für
die Koppelungsproblematik diskutiert und es wird die für diese Arbeit ge-
wählte Lösungsvariante erstmalig kurz vorgestellt.
Zur Illustration dieses Kapitels werden im Schwerpunkt zwei bekannte Netz- ATM und DiffServ als
Standard-BeispieleQoS-Architekturen herangezogen. Zum einen ist dies die Asynchronous
Transfer Mode (ATM)-Technologie, zum anderen dieDifferentiated Services
(DiffServ)-Architektur. Eine tiefer gehende Betrachtung der beiden Netz-
QoS-Architekturen wird über die Arbeit hinweg erfolgen, zu ihrer groben
Charakterisierung werden sie nachfolgend kurz beschrieben.
Standardbeispiel 1: Asynchronous Transfer Mode (ATM)
ATM [ATM-ARCH 02]1 definiert umfassend eine medienunabhängige Netz- Asynchronous
Transfer Mode (ATM)technologie. Die Pflege und Weiterentwicklung von ATM wird von dem Indu-
striekonsortium ATM-Forum [ATMForum-HP] übernommen, das in enger Ko-
operation mit internationalen Standardisierungsgremien wie der Internatio-
nal Telecommunication Union – Telecom Standardization (ITU-T) [ITUT-HP]
zusammenarbeitet. In dieser Arbeit wird soweit als möglich auf Spezifikatio-
nen des ATM-Forums Bezug genommen, da diese eine Vorreiterrolle für die
1Das Dokument [ATM-ARCH 02] ist selbst nur eine Zusammenfassung und ein Wegwei-
ser durch die Vielzahl von Einzeldokumenten in denen ATM spezifiziert ist.
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Spezifikationen der ITU-T spielen und somit aktueller sind. Außerdem sind
die Spezifikationsdokumente des ATM-Forums zum Zeitpunkt der Druckle-
gung für den Leser kostenfrei zugängig, im Gegensatz zu den Standards der
ITU-T.
Die Spezifikation von ATM erstreckt sich von der Abbildung auf unterschied-
lichste Technologien der Bitübertragungsschicht, über ein eigenes Adres-
sierungsschema und eigene Management-Protokolle (z.B. Routing, Verbin-
dungsmanagement etc.), bis hin zur Definition unterschiedlicher Datendien-
ste. Interessant ist ATM für diese Arbeit deshalb, weil für die angebotenenUmfangreiche
Spezifikation Datendienste explizit und präzise deren Dienstgütemerkmale definiert wer-
den. Fordert ein Anwender solche Dienstgütemerkmale an, bietet die ge-
samte ATM-Technologie auch alle Möglichkeiten der absoluten Durchset-
zung der gewählten Einstellungen. Salopp gesagt ist ATM eine umfangreicheATM setzt Garantien
„hart“ durch Netztechnologie, die es ermöglicht Dienstgüteanforderungen „hart“ durch-
zusetzen.
Standardbeispiel 2: Differentiated Services (DiffServ)
DiffServ [RFC 2474, RFC 2475, RFC 3260] ist ursprünglich eine ErweiterungDifferentiated
Services (DiffServ) des IPv4-Protokolls2 [RFC 791] und ist durch eine mittlerweile abgeschlos-
sene IETF3 Working Group4 [DiffServ-WG] im Rahmen des Internet-Standar-
disierungsprozesses [RFC 2026] entstanden.
In Leistungsumfang und Ausführlichkeit der Spezifikation steht DiffServ im
direkten Kontrast zu ATM. Dienstgütemerkmale werden durch DiffServ nicht
konkret benannt, vielmehr wird eine relative Unterscheidung zwischen ver-
schiedenen Verkehrsklassen vorgenommen. Verkehrsklassen lassen sich in
DiffServ hinsichtlich ihrer zugrunde liegenden Dienstgütemerkmale frei de-
finieren. Allerdings ist die Durchsetzbarkeit der Dienstgüteeigenschaften
durch die Basis der IPv4-Architektur so weit eingeschränkt, dass eine abso-
lute Umsetzung von geforderten Parametern prinzipbedingt nicht gewähr-
leistet werden kann. Wiederum salopp ausgedrückt, kann DiffServ keineDiffServ bietet nur
relative Garantien „harten“, sondern nur relative Garantien bieten.
Selbstverständlich sind ATM und DiffServ weder die einzig existieren Netz-
QoS-Architekturen, noch werden in dieser Arbeit alleinig sie betrachtet. Al-
lerdings haben beide Architekturen eine gewisse Marktbedeutung erlangt,




die Beispiele ATM und DiffServ aufgrund ihrer Verschiedenheit sehr gut, wie
2Hier wird nur die DiffServ-Variante für das IPv4-Protokoll fokussiert, die IPv6-Variante
bleibt unbetrachtet. Dies geschieht ohne Beschränkung der Allgemeinheit, denn für die in
diesem Abschnitt gemachten Aussagen kann die IPv6-Variante als strukturell identische
gesehen werden.
3Internet Engineering Task Force (IETF)
4Die Tatsache, dass die Working Group abgeschlossen ist, besagt nur, dass die ur-
sprünglich gesteckten Ziele erreicht worden sind. Dies hat keinen Einfluss auf die Gültigkeit
der erarbeiteten Standards. Diese sind weiterhin gültig.
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stark sich Netz-QoS-Architekturen in ihren einzelnen Aspekten unterschei-
den können. Deshalb wurden sie für dieses Kapitel als Standard-Beispiele
ausgewählt.
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2.1 Szenarios für die Koppelung von
Netz-QoS-Architekturen




beit die praktische Relevanz der Koppelproblematik aufgezeigt. Später wer-
den die vorgestellten Szenarios auch zur Illustration der präzisierten Pro-
blemstellung dienen sowie zur Ableitung von Anforderungen, wie sie an die
in dieser Arbeit entwickelten Lösung zu stellen sind.
Die ersten beiden Szenarios werden dabei als real bezeichnet. Sie schildernReale und abstrakte
Szenarios exemplarische Problemstellungen, wie sie heute in realen Umgebungen vor-
zufinden sind und für die Aufgabenstellung dieser Arbeit typisch sind. Das
dritte, abstrakte Szenario beschreibt anhand des realen Beispiels Internet
die typischen Gegebenheiten in Netzverbünden autonomer Dienstanbieter,
die eine Grundursache für die Notwendigkeit dieser Arbeit darstellen.
2.1.1 Voice-over-IP-Koppelung von Standorten
In diesem Abschnitt wird ein Szenario vorgestellt, das die Koppelung einer







Abbildung 2.1: Standortvernetzung mit separaten Verbindungen
Die ALV AG ist ein auf die zwei Standorte M und L verteiltes UnternehmenVoIP Koppelung
zweier Standorte mit mehreren tausendMitarbeitern und setzt an jedem Standort Voice-over-
IP (VoIP) (z.B. [Blac 02, DPG 00]) als Telefonielösung ein. Innerhalb eines je-
den Standortes kommt dabei zur Qualitätsabgrenzung zu den Datendien-
sten die DiffServ-Architektur zum Einsatz. Die beiden Standorte sind bis-Zunächst separate
Verbindungen her über eine leitungsvermittelte Festverbindung in Form eines S2M Primär-
multiplexanschlusses [ITU-T I.431] verbunden, der 30 dedizierte ISDN5 B-
Kanäle bietet. Abbildung 2.1 stellt dieses Szenario dar. Weiterhin sind beide
5Integrated Services Digital Network (ISDN)
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Standorte zur Datenkommunikation auf IP-Basis über ein Virtual-Private-
Network (VPN) vernetzt, das durch die Firma Data-Systems realisiert wird
(für Betrachtungen zu VPNs in ähnlichem Umfeld siehe [Sail 02]). Charakte-
ristika des bestehenden VPN sind dabei:
 Vertraulichkeit der Datenkommunikation Vertraulichkeit
Der Dienstanbieter garantiert dafür, dass die zwischen den Standorten
ausgetauschten Daten von keinem Dritten eingesehen werden können.
 Best-Effort IP Best-Effort IP
Die Kommunikation erfolgt rein über das IP-Protokoll. Es werden keine
Garantien über die verfügbare Bandbreite, Verzögerung etc. gegeben.
Aus Kapazitäts- und Kostengründen soll nun die leitungsvermittelte Festver- Jetzt gemeinsame
genutzte Verbindungbindung durch eine IP-Strecke ersetzt werden. Während die bisher genutz-
ten Datendienste keine expliziten QoS-Anforderungen stellen, ändert sich
dies im Fall von VoIP. Damit die Qualität des Anwendungsdienstes VoIP von
seinen Nutzern als wenigstens zufrieden stellend beurteilt wird, müssen be-
stimmte Voraussetzungen hinsichtlich z.B. Verbindungsaufbauzeit, Verzö-
gerung und Bandbreite erfüllt werden [Thae 01]. Bei einer Zusammenlegung
des Verkehrs von Datenkommunikation und Sprachkommunikation müssen
also QoS-fähige Dienste eingesetzt werden, um die Qualitätsanforderungen












Abbildung 2.2: Standortvernetzung mit gemeinsamen Verbindungen
Der bisherige Dienstanbieter des reinen IP-Datendienstes, die Firma Data- ATM als Integrations-
plattformSystems, hat den ATM-basierten IP-Dienst in seinem Produktportfolio. Die-
ser Dienst würde es ermöglichen harte Garantien bezüglich der für VoIP be-
nötigten Qualitätsmerkmale zu vereinbaren und auch durchzusetzen. Da-
mit könnten Daten nichtprivilegierter Anwendungen und jene von VoIP über
den gleichen Dienst zwischen den Standorten ausgetauscht werden. In Ab-
bildung 2.2 ist das geplante Szenario dargestellt. Wollte man diesen Dienst
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nutzen, stellen sich nun einige typische Fragen bezüglich der Koppelung der
DiffServ-Architektur an den ATM-basierten Dienst:Typische Fragen
 Kann die DiffServ-Architektur so an den ATM-basierten Dienst gekop-Qualitätseigenschaf-
ten des
Gesamtsystems
pelt werden, dass das Gesamtsystem die erforderlichen Qualitätsmerk-
male erfüllt?
 Kann die Qualitätszuordnung von Daten nach der Übertragung am an-Übertragung der
DiffServ-
Markierungen
deren Standort wieder nachvollzogen werden?
Umein unternehmensweites IT-Management sinnvoll betreiben zu kön-
nen, müssen beide Standorte die gleichen DiffServ-Markierungen ver-
wenden. Nach dem Transit durch die Domäne der Data-Systems muss
dann am empfangenen Standort die gleiche DiffServ-Markierung wie-
der hergestellt werden, wie sie am versendenden Standort verwendet
wurde.
 Wie werden DiffServ-bezogene Qualitätsmerkmale an den Grenzen zwi-Umsetzung von
Qualitätsmerkmalen
an Domänengrenze
schen der ALV AG und der Data-Systems nach ATM und umgekehrt
übersetzt?
 Welche technischen Komponenten müssen ersetzt bzw. zusätzlich in-Zusätzliche
technische
Komponenten
stalliert werden? Wo werden sie installiert, wer betreibt sie und wie
werden sie betrieben?
 Welche (technischen) Managementaktionen sind vor der Betriebspha-Managementinterak-
tionen se notwendig? Welche während des Betriebs?
Diese und ähnlich Fragen stellen sich allerdings nicht nur im Falle der Kop-Fragestellungen
nicht spezifisch für
dieses Szenario
pelung mit ATM, sondern analog auch bei der Koppelung mit einer anderen
Architektur. Wiederum sind dann diese Fragen von neuem zum beantwor-
ten, da die Lösungen jeweils spezifisch für den jeweiligen Koppelungsfall
sind.
Dieser Abschnitt macht deutlich, dass spezifische Probleme in der Koppe-
lung zwischen unterschiedlichen QoS-fähigen Diensten und Architekturen
zu lösen sind. Aber selbst bei der Koppelung zwischen Diensten, die auf
derselben QoS-Architektur beruhen, werden Fragen aufgeworfen, die nicht
trivial zu beantworten sind. Das Szenario im folgenden Abschnitt wird dies
illustrieren.
2.1.2 Koppelung zwischen IP Zugangs- und
Kernnetzprovider
Ein deutschlandweit operierender Kernnetzprovider bietet einen Videokon-Videokonferenz-
dienst in
Providerverbund
ferenz-Dienst an. Eine Reihe von Zugangsprovidern (Kunden des Kernnetz-
providers) haben bereits oder möchten zukünftig diesen Dienst einkaufen,
um ihn einerseits selbst nutzen zu können und andererseits ihn an die eige-
nen Kunden wieder verkaufen zu können.
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Im Netz des Kernnetzproviders teilen sich Datendienste und der Videokon-
ferenzdienst die gleiche Kommunikationsinfrastruktur. Zur Abgrenzung der DiffServ beim
KernnetzproviderQualitätsanforderungen des Videokonferenzdienstes von den restlichen Da-
tendiensten wird dabei ein einfaches „Gold, Silber, Bronze“-Modell basie-










Abbildung 2.3: Ankoppelung eines neuen Zugangsproviders
Ein Zugangsprovider möchte nun den Videokonferenzdienst einkaufen. Er Zugangsprovider mit
anderen DiffServ-
Dienstklassen
setzt in seiner eigenen Domäne ebenfalls bereits DiffServ ein. Allerdings
nutzt dieser eine feinere Klassifizierung mit fünf unterschiedlichen Dienst-
klassen (Abb. 2.3), außerdem verwendet er Router eines anderen Herstel-
lers. Bevor die Koppelung an den Kernnetzprovider vollzogen werden kann,
stellen sich hierbei beispielsweise folgende typische Fragen: Typische Fragen
 Gibt es im Netz des Zugangsproviders bereits eine passende DiffServ- Existenz einer
geeigneten
Qualitätsklasse
Klasse für den Videokonferenzdienst? Da DiffServ nur die Unterschei-
dung unterschiedlicher Qualitätsklassen spezifiziert, selbst aber keine
solchen Klassen konkret definiert oder vorschreibt, muss zuerst geklärt
werden, ob imNetz des Zugangsproviders bereits eine Entsprechung zu
den Qualitätsklassen des Videokonferenzdienstes beim Kernnetzprovi-
der existiert.
 Um im Fall von DiffServ äquivalente Qualitätsklassen überhaupt iden- Vergleichbarkeit der
Qualitätsklassentifizieren zu können, muss zunächst geklärt werden, wie die Klassen
definiert sind. Häufig geschieht dies bei DiffServ nämlich nicht explizit
über eindeutig definierte Parameter (wie dies bei ATM der Fall ist) son-
dern nur implizit. Beispielsweise werden Qualitätsklassen häufig defi-
niert, indem Warteschlagen- und Verwerfungseinstellungen verwendet
werden, die in den Routern bereits durch ihre Hersteller vordefiniert
sind.
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nicht exklusiv dem Videokonferenzdienst zugeordnet ist, wie soll der
Verkehr dieser Dienste im jeweils anderen Netz behandelt werden? Sol-
len hier ebenfalls die Qualitätseigenschaften gelten oder sollen diese
beim Domänenübergang geändert werden? Wenn ja, wie unterschei-
det man den Verkehr des Videokonferenzdienstes und worauf bildet
man den anderen Verkehr ab? Von wem wird diese Abbildung vorge-
nommen?
 Wenn zwar äquivalente DiffServ-Klassen in beiden Netzen bestehen,Anpassung der Klas-
senmarkierungen ist allerdings deren (Bit-) Markierung in den IP-Datagrammen nicht
zwangsweise identisch. Falls notwendig, wer nimmt die Anpassung der
Markierungen beim Domänenübergang vor? Geschieht das für beide
Datenrichtungen in der gleichen Domäne oder behandelt jede Domäne
eingehende (oder ausgehende) Datenströme selbst?
 Konnte keine sinnvolle Übereinstimmung bei den QoS-Klassendefini-Klassenänderungen
oder neuer Klassen tionen gefunden werden, in welcher Domäne werden dann Änderungen
vorgenommen?Wird eine bestehende Klasse modifiziert oder wird eine
neue DiffServ-Klasse eingeführt?
 Für den Fall, dass in einer Domäne die Definition einer DiffServ-KlasseÄnderungen in
Klassendefinition verändert wird, wie muss die andere Domäne darauf reagieren?




Netz-QoS-Architektur eine Koppelung zweier Netze problematisch sein kann
und keineswegs trivial zu realisieren ist.
Weiterhin deutet das vorliegende Szenario bereits an, dass unterschiedli-
che Hierarchiestufen (hier zwischen Zugangs- und Kernnetzprovider) einen
Beitrag zur Koppelungsproblematik liefern. Der folgende Abschnitt zeigt an-
hand des Beispiels Internet-Eigenschaften von Providerhierarchien auf.
2.1.3 Providerhierarchien in Netzverbünden
Betrachtet man Netzverbünde allgemeiner, so zeigen sich hierarchischeInternet als typ.
Beispiel für
Netzverbünde
Strukturen bei den beteiligten Dienstanbietern. Die im Folgenden anhand
des Internets dargestellten Strukturen (beispielsweise nach [CDZ 97]) fin-
den sich dabei analog auch in anderen Netzverbünden. Unterschiede in Be-
nennung und Hierarchietiefe spielen für die in dieser Arbeit entscheidenden
strukturellen Aussagen keine Rolle. In Abbildung 2.4 ist eine solche Hierar-
chie exemplarisch für typische Strukturen im Internet dargestellt.
Ausgehend von der Domäne der Endsysteme sind diese über eine sog.Benennung der
Hierarchiestufen Point-of-Presence (PoP) an das Internet angekoppelt. Ein PoP zeichnet sich
durch räumliche Nähe zu seinen Kunden aus, und ist auf ein kleines Ge-
biet in der Größenordnung von Stadteilen bis maximal eines Ballungszen-
trums beschränkt. PoPs wiederum beziehen ihre Konnektivität von einem
Zugangsprovider (access provider), der mehrere PoPs bedient. Das Ein-
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Abbildung 2.4: Exemplarisches Schema eines hierarchischen Netzverbundes
zugsgebiet eines Zugangsproviders reicht typischerweise von Ballungszen-
tren bis zur Ausdehnung auf ein Staatsterritorium. Kontinental bis weltweit
operieren Kernnetzprovider (core provider), deren Kunden wiederum die
Zugangsprovider sind. Die Kernnetzprovider stellen die Wurzel der Hierar-
chie dar, sie bilden das Basisnetz (backbone) des Netzverbundes.
In der Realität ist diese Hierarchie aber nicht als Baumstruktur im strikten
Sinn ausgeprägt. Betrachtet man die Hierarchieschichten von den Endkun-
den zu den Kernnetzprovidern, stellt man fest, dass Vermaschungen auf so-




Regel existieren zwischen Endsystemdomänen keine direkten Verbindun-
gen und meist sind diese jeweils nur an einen PoP angebunden. Gleiches
gilt zwischen PoPs und ihren Beziehungen zu den Zugangsprovidern. Zwi-
schen Zugangsprovidern findet man allerdings auch direkte Verbindungen
und ebenso, dass diese an mehrere Kernnetzprovider angebunden sind. Auf
der untersten Hierarchiestufe der Kernnetzprovider finden sich neben direk-
ten Verbindungen auch zentrale Austauschpunkte.
Dienstorientiert betrachtet besteht eine Wertschöpfungskette ausgehend
von den Kernnetzen bis hin zu den Endsystemen. Dabei ist jede einzelne
der Domänen frei in der technischen Realisierung der Dienste.
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Zum Beispiel im Fall des Internets hat sich zwar bzgl. des ISO6-
OSI7 Referenzmodells [ITU-T X.200] auf der Netzebene ein durch-
gängiges Kommunikationsprotokoll durchgesetzt, nämlich IPv4
[RFC 791]. Andere Schichten aber sind völlig heterogen bei den un-
terschiedlichen Betreibern realisiert.
Nicht anders stellt sich die Situation für die sinnvoll einsetzbaren QoS-
Architekturen dar. Hier haben sich für die unterschiedlichen Ebenen derArchitekturen
unterschiedlich gut
geeignet
Providerhierarchie jeweils bestimmte Architekturen als geeignet erwiesen
[XiNi 99, VPMK 04]. Keine der heute verfügbaren QoS-Architekturen ist da-
bei für alle Ebenen und Anforderungen gleich gut geeignet und auch inner-Keine universell
geeignete
Architektur
halb einer Ebene gibt es durchaus konkurrierende Ansätze.
Am Beispiel der Internet-Welt zeigt sich dies bereits in deren bei-
den Hauptansätzen: Integrated Services (IntServ) [RFC 2210] ist
demnach wegen seiner Skalierungsproblematik eher für Endsy-
stem- und PoP-Domänen geeignet. DiffServ dagegen ist in unter-
schiedlicher Eignung auch in anderen Bereichen in der Provider-
hierarchie anwendbar und konkurriert in den Endsystem- und PoP-
Domänen mit IntServ.
Es sei hier nochmals darauf verwiesen, dass selbst für den Fall, dass gleiche
Architekturen verwendet würden, die Koppelungsproblematik trotzdem exi-
stieren kann. In Abschnitt 2.1.2 wurde dies am Beispiel von DiffServ bereits
erläutert.
Der vorausgegangene einfache Blick auf Providerhierarchien in Netzverbün-
den macht bereits deutlich, dass man im Bereich der QoS-Architekturen
aktuell mit einer heterogenen Landschaft zurechtkommen muss. Vor demHeterogenität
unausweichlich Hintergrund, dass nicht nur aus der Wissenschaft heraus, sondern auch
durch Produktentwicklungen neue QoS-Architekturen an Bedeutung gewin-
nen werden (Mobilfunknetze der dritten Generation sind ein Beispiel hier-
für), zeigt sich, dass die Heterogenität auch in Zukunft ein bestimmendes
Merkmal sein wird.
6International Organization for Standardization (ISO)
7Open Systems Interconnection (OSI)
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2.2 Einordnung von Netz-QoS-
Architekturen
Nachdem im vorangegangenen Abschnitt einige konkrete Beispielszenari-
os die Problemstellung exemplarisch verdeutlicht haben, werden in diesem
Abschnitt die zentralen Begriffe der Arbeit eingeordnet und voneinander ab-
gegrenzt.
Vor allem ist hier der Begriff der Netz-QoS-Architektur zu nennen. Er wird in Abgrenzung des
Architektur-BegriffsUnterscheidung zu Basistechnologien einerseits und zu Netz-QoS-Diensten
andererseits definiert. Dabei wird eine erste, sehr grobe Modellierung vor-
genommen, die im Weiteren zu einer ersten Strukturierung dieser Arbeit
dient. Im Rahmen der Abgrenzung zum Begriff der Netz-QoS-Dienste wird
außerdem auch eine Einordnung in das Dienstumfeld vorgenommen.
2.2.1 Netz-QoS-Architektur
Betrachtet man die Szenarios aus den Abschnitten 2.1.1 und 2.1.2, so stellt
man zunächst fest, dass sowohl auf Seiten der Kunden als auch auf Seiten
der Dienstanbieter standardisierte Grundlagen zur Realisierung von Dienst-
güte in den eigenen Netzen genutzt werden. Eine solche prinzipiell standar-




ne des Grobschichtenmodells von Abbildung 2.5 (vgl. Sekt. 1.1) beschränkt
sich dabei eine solche Architektur auf die untersten Schichten der Netze,







Abbildung 2.5: Grobschichtenmodell verteilter IT-Anwendungen
Bekannte Beispiele für Netz-QoS-Architekturen sind die bereits
beschriebenen ATM und DiffServ, aber auch das in Abschnitt 2.1.3
erwähnte IntServ. Mobilkommunikationssysteme der dritten Ge-
neration, wie z.B. Universal Mobile Telecommunications System
(UMTS) [TS 123 107, TS 123 207], bringen ebenfalls eigene QoS-Ar-
chitekturen mit. In der Aufzählung der prominentesten Beispiele
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mag der Leser hier Multi Protocol Label Switching (MPLS) vermis-
sen. Für die Einordnung von MPLS sei auf den nachfolgenden Ab-
schnitt 2.2.2 verwiesen.
Im Folgenden werden die für Nutzer einer Netz-QoS-Architektur wesentli-
chen Merkmale beschrieben. Diese Merkmale dienen auch als Basis für die
im Anschluss vorgenommene Grobmodellierung:
 Die Architektur ist im Sinne der sie nutzenden Anwendungen univer-Universell
anwendbar sell einsetzbar, mindestens ist sie auf eine ganze Klasse von Applikatio-
nen anwendbar. Architekturen, die auf genau eine Anwendung hin zu-
geschnitten sind und dabei auch andere Schichten aus Abbildung 2.5,
Seite 19 umfassen, fallen nicht darunter.
 Es werden konkrete Protokolle zum Versand und Empfang von DatenDatenprotokolle
spezifiziert, sog. Datenprotokolle. Dabei wird auch festgelegt, wie die
Zuordnung von QoS-Eigenschaften zu den Daten erfolgt.
DiffServ beispielsweise stützt sich für sein Datenprotokoll voll-
ständig auf IPv4 ab. Für die Zuordnung der QoS-Eigenschaften
zu den Daten wird in DiffServ ein Bit-Feld im IPv4 Protokoll-
Header verwendet.
 Die prinzipiell unterstützten QoS-Parameter werden spezifiziert. DabeiQoS-Parameter
unterschiedlich
präzise festgelegt
variiert der Grad der Spezifikation zwischen unterschiedlichen Archi-
tekturen erheblich.
ATM beispielsweise definiert alle verfügbaren QoS-Parameter
exakt (z.B. peak cell rate, sustained cell rate, maximum cell
transfer delay, peak to peak cell delay variation, cell loss rate
etc., vgl. [ATM-TM 99]).
DiffServ dagegen spezifiziert selbst letztlich überhaupt keine
konkreten Parameter [RFC 2475, RFC 3140]. Hier übernehmen
Zusatzspezifikationenwie z.B. [RFC 2597, RFC 3246] die nähere
Bestimmung und Beschreibung der Dienstgütemerkmale. Aller-
dings ist man nicht verpflichtet, sich auf solche Zusatzspezifi-
kationen abzustützen, man kann alternativ eigene Definitionen
verwenden.
 Weiterhin spezifizieren einige Architekturen sog. QoS-Kategorien. Ei-QoS-Kategorien
gruppieren QoS-
Parameter
ner solchen Kategorie werden allgemeine Eigenschaften zugeordnet,
die nicht explizit über QoS-Parameter ausgedrückt werden. Einer QoS-
Kategorie wird dann eine Untermenge der in der gesamten Architektur
verfügbaren QoS-Parameter zugeordnet. Hauptsächlich werden dabei
solche Parameter ausgenommen, die im Zusammenhang mit den allge-
meinen Eigenschaften einer Kategorie keinen Sinn ergeben.
Ein gutes Beispiel für QoS-Kategorien findet sich wiederum in
ATM. Hier sind 6 Kategorien definiert (vgl. Tab. 2.1). Die Kate-
gorie Unspecified Bit Rate (UBR) beispielsweise stellt die Best-
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ATM QoS-Kategorien
constant real-time non-real-time unspecified available guaranteed
QoS-Parameter bit rate var. bit rate var. bit rate bit rate bit rate frame rate
peak cell rate 4 4 4 4 4 4
sustained cell rate 4 4













cell loss rate 4 4 4
Tabelle 2.1: Spezifizierbare QoS-Parameter der ATM QoS-Kategorien (nach [ATM-TM 99])
Effort Kategorie von ATM dar, entsprechend machen QoS-Pa-
rameter wie cell delay variation oder cell loss rate unter Um-
ständen keinen Sinn und können für UBR auch nicht vereinbart
werden.
In der DiffServ-Architektur beschreiben die Zusatzspezifikatio-
nen (z.B. [RFC 2597, RFC 3246]) solche QoS-Kategorien, dort
Class-of-Service (CoS) genannt.
 Für Vorbereitungen der Datenkommunikation werden Steuerprotokol- Steuerprotokolle
le angegeben. Hierunter fallen u.a. die Anforderung bestimmter QoS-
Kategorien und die Vereinbarung von konkreten QoS-Parametern. Be-
troffen sind aber auch QoS-Aspekte wie Reservierung, Verfügbarkeits-
prüfungen, Verkehrskontrakte, Verkehrsglättung, Forwarding-Strategi-
en, Capability-Abgleich und dergleichen. Ebenfalls darunter zu verste-
hen sind Protokolle zur Signalisierung von Fehlerzuständen.
Die ATM-Protokolle zur Einrichtung eines Switched Virtual
Circuit (SVC) an den Schnittstellen User-Network Interface
(UNI) [ATM-UNI 02] bzw. Network-Network Interface (NNI)
[ATM-PNNI 02] sind Beispiele für Steuerprotokolle. Diese Pro-
tokolle regeln den Verbindungsaufbau und die Verhandlung
der gewünschten QoS-Parameter (sowohl mit den Netz als
auch mit dem Empfänger). Können die gewünschten Werte-
belegungen der QoS-Parameter z.B. von Seiten des Netzes
nicht erbracht werden oder lehnt der Empfänger den Verbin-
dungsaufbau ab, geschieht auch hier eine entsprechende
Fehlersignalisierung.
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 Zusätzlich zu den Protokollen werden (manuelle) Prozeduren undWorkflows häufig
nicht explizit
spezifiziert
Workflows angegeben, die durch Daten- und Steuerprotokolle nicht ab-
gedeckt werden. Häufig geschieht dies allerdings nicht explizit.
Die Festlegung der Semantik der DiffServ-Klassen ist ein Bei-
spiel für eine manuelle Prozedur. Hier wird von der Spezifika-
tion nur implizit gefordert, dass Klassen definiert sein müs-
sen. Konkrete Vorgaben, wie dies zu geschehen hat, werden
nicht gemacht. Durch die bereits erwähnten Zusatzspezifika-
tionen [RFC 2597, RFC 3246] werden allerdings Vorschläge für
eine Spezifikation unterbreitet.
Neben den beschriebenen Teilen umfassen die Spezifikationen von Netz-Implementierungs-
richtlinien nicht im
Fokus dieser Arbeit
QoS-Architekturen natürlich (mehr oder minder) exakte Spezifikationen zur
Implementierung der jeweiligen Architektur. Diese spielen aber für diese Ar-
beit keine weitere Rolle, wie in Abschnitt 4.2.2 gezeigt wird, und werden
deshalb an dieser Stelle nicht näher erläutert.
Stellt man die bisher beschriebenen Teile schematisch in Blöcken dar, ergibtSchematische
Grobmodellierung
der Begriffe
sich die Darstellung von Abbildung 2.6. Die Datenprotokolle werden vom
Segment Daten repräsentiert, die Steuerprotokolle vom Segment Steue-
rung. Im dritten Segment sind die Teile die Teile QoS-Kategorien und QoS-
Parameter zusammengefasst. Jedes dieser drei Segmente hat dabei unmit-
telbare Anknüpfungspunkte zu den jeweils anderen beiden Segmenten. Zwi-
schen dem Segment Daten und dem Segment QoS-Kategorien / QoS-Pa-
rameter repräsentiert dies die Zuordnung des Datenverkehrs zu Qualitäts-
eigenschaften. Hinter der Verbindung zwischen dem Segment Steuerung
und QoS-Kategorien / QoS-Parameter verbergen sich u.a. Protokolle, die
für die Definition und Belegung von QoS-Kategorien / QoS-Parameter rele-
vant sind. Der Anknüpfungspunkt zwischen Steuerung und Daten repräsen-
tiert zum einen die klassischen Steueraufgaben wie z.B. Verbindungsauf-
bau, Flusssteuerung etc., zum anderen sind damit aber auch QoS-spezifi-
sche Steueraufgaben gemeint, wie z.B. Verkehrsglättung, Überlastkontrolle
etc. Zentral in der Mitte, und mit Interaktionen zu allen der drei genannten
Segmente, befinden sich die manuellen Prozeduren und Workflows. Für alle
vier der genannten Bestandteile und den Interaktionen zwischen ihnen gilt
aber, dass deren konkrete Ausprägung individuell zur dargestellten Netz-
QoS-Architektur ist.
Prägt man Abbildung 2.6 am Beispiel DiffServ aus, haben die Ele-
mente folgende konkrete Bedeutung:
 Daten: Das IPv4-Protokoll
 Steuerung: Datensteuerungsprotokolle der IP-Welt, wie z.B.
Internet Control Message Protocol (ICMP), Open Shortest Path
First (OSPF), Border Gateway Protocol (BGP) etc. Keine QoS-
relevanten Steuerprotokolle.
 QoS-Kategorien / QoS-Parameter: Keine verbindlich vorge-
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Abbildung 2.6: Grobmodellierung von Netz-QoS-Architekturen
schriebenen Teile, Vorschläge durch [RFC 2597, RFC 3246].
 Interaktion zwischen Daten und Steuerung: Nur die klas-
sischen, rein Datenspezifischen Interaktionen (z.B. Routing
etc.), keine QoS-spezifischen Interaktionen.
 Interaktion zwischen Steuerung und QoS-Kategorien / QoS-
Parameter: Keine
 Interaktion zwischen Daten und QoS-Kategorien / QoS-Para-
meter: Kodierung der Verkehrsklasse im IP-Header.
 Interaktion Prozeduren / Workflows und QoS-Kategorien /
QoS-Parameter: Festlegung der CoS-Kategorien




prägung und Präzision der Festlegungen der oben genannten Merkmale
stark unterscheiden. Dies machen alleine die gegebenen Beispiele aus der
ATM-Architektur und der DiffServ-Architektur deutlich. Eben diese Spann-
breite unterbindet aber die Erstellung einer durchgängigen Koppelungsar-
chitektur und rechtfertigt den Ansatz wie er in dieser Arbeit verfolgt wird.





genommen. Der jetzt festgelegte Begriff der Netz-QoS-Architektur umfasst
keine Arbeiten, die sich anwendungsspezifischmit Dienstgüte beschäftigen,
z.B. rein auf VoIP ausgelegt sind. Auch Beiträge, deren Fokus die Ende-zu-
Ende Dienstgüte unter Einbeziehung der Endsysteme und den darauf ablau-
fenden Betriebssystemen und Applikationen ist, fallen nicht unter die Kate-
gorie der Netz-QoS-Architekturen.
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2.2.2 Basistechnologien
Die Spezifikation von Netz-QoS-Architekturen basiert in einigen Fällen auf
sog. Basistechnologien oder Basis-Rahmenwerken. Diese charakterisieren
sich dadurch, dass sie grundlegende Mechanismen zu Verfügung stellen,
die sich zwar zur Realisierung von Netz-QoS-Architekturen eignen, selbst
aber noch keine Netz-QoS-Architektur im Sinne von Abschnitt 2.2.1 darstel-
len. Entsprechend der Fokussierung dieser Arbeit auf Netz-QoS-Architektu-Basistechnologien
nicht im Fokus
dieser Arbeit
ren wird keine Basistechnologie und werden keine Basis-Rahmenwerke be-
trachtet.
Ein aktuelles und sehr prominentes Beispiel hierfür ist Multi Proto-
col Label Switching (MPLS) [RFC 3031]. Hierbei handelt es sich um
einen Internet-Standard, der die ATM zugrunde liegenden Forwar-
ding-Mechanismen auf die Internet-Welt überträgt. In der LiteraturMPLS alleine keine
QoS-Architektur wird MPLS häufig als QoS-Architektur bezeichnet. Dies ist im Rah-
men der hier getroffenen Definition so nicht korrekt, da die MPLS-
Spezifikation in [RFC 3031] alleine nur den Forwarding-Mechanis-
mus beschreibt, der es ermöglicht QoS-fähige Dienste zu realisie-
ren.
Erst durch zusätzliche Standards, wie [RFC 3035, RFC 3209,Zusätzliche
Standards für „QoS
over MPLS“
RFC 3270], werden QoS-Eigenschaften mit MPLS verfügbar. Zu-
sammen mit jeweils einem der genannten Beispiele wird dann
eine Netz-QoS-Architektur realisiert. Zu beachten ist dabei, dass
mit jedem der genannten Standards eine jeweils andere auf MPLS
basierende Netz-QoS-Architektur erstellt wird. So wird z.B. mit
der Kombination [RFC 3031, RFC 3270] eine dem ursprünglichen
DiffServ sehr nahe stehende Variante spezifiziert, während die
Kombination [RFC 3031, RFC 3209] wichtige Bestandteile für Int-
Serv auf Basis von MPLS spezifiziert. Im späteren Verlauf der
Arbeit wird gezeigt werden, dass nur diese zusätzlichen Stan-
dards zu betrachten sind, die Basis-Technologie MPLS selbst aber
keine Rolle spielt.
Der Charakter einer Basistechnologie wird dadurch unterstrichen,MPLS bedeutet nicht
immer QoS dass sich MPLS auch benutzen lässt, um z.B. VPN-Dienste zu rea-
lisieren, ohne dass diese QoS-fähig sind [DaRe 00]. Auch für An-
wendungen im Bereich des reinen Traffic-Engineerings wird MPLS
benutzt, wiederum ohne QoS-Eigenschaften zu nutzen.
2.2.3 Einordnung in das Dienstumfeld
Bevor die Spezialisierung der Begriffe aus dem Netz-QoS-Umfeld in Rich-
tung der Dienstorientierung begonnen wird, soll dieser Abschnitt zunächst
einige grundlegende Begriffe aus dem Dienstumfeld klären. Zwar wurden in
den Szenarios aus Sektion 2.1 bereits Begriffe aus dem Dienstumfeld, wie
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z.B. Provider verwendet, ohne diese aber eingeführt zu haben. Dies wird
nun nachgeholt.
In [GHHK+ 01, GHKR+ 01] wurde das sog.MNM-Dienstmodell entwickelt. Es
handelt sich um ein universelles Dienstmodell, das unabhängig vom konkre-






Dienstmodells ist die Schaffung einer einheitlichen, universellen Termino-
logie im Bereich des Dienstmanagements. Durch diese Voraussetzungen ist
dasMNM-Dienstmodell gut geeignet, um in diesem Abschnitt grundlegende
Begriffe im Dienstumfeld zu definieren.
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Abbildung 2.7: Basis-Modell (Basic Model) des MNM-Dienstmodells (nach [GHKR+ 01])
Im Rahmen des MNM-Dienstmodells wurden mehrere Sichten entwickelt.
Das Basis-Modell (Basic Model) (Abb. 2.7) stellt dabei die einfachste Sicht
dar. Es stellt die drei Fundamentalrollen Nutzer (user), Kunde (customer) Fundamentalrollen
Nutzer, Kunde und
Provider
und Dienstleister (provider) in Beziehung zum Dienst (service). Die drei
Rollen sind dabei den prinzipiellen Seiten Dienstnehmerseite (customer si-
de) und Dienstleisterseite (provider side) zugeordnet.
Auf der Dienstnehmerseite werden explizit die Rollen Nutzer und Kunde un-
terschieden. Eine natürliche oder juristische Person in der Rolle des Kunden Kundenrolle
ist mit zwei Hauptaspekten befasst. Zum einen ist es der Kunde, der eine
vertragliche Beziehung über den Dienst mit dem Provider eingeht. Zum an-
deren ist der Kundemit Managementinteraktionen des Dienstes befasst, die
er über das Customer Service Management (CSM) [LaNe 00] zur Verfügung
gestellt bekommt. Die Rolle des Dienstnutzers repräsentiert natürliche oder Nutzerrolle
juristische Personen, die auf die Nutzfunktionalität eines Dienstes zugrei-
fen. Selbstverständlich können die Rollen Nutzer und Kunde auch von der-
selben Person eingenommen werden. Auf der Dienstleisterseite übernimmt
die Rolle des Providers einerseits den Gegenpart zum Kunden im Rahmen Providerrolle
der vertraglichen Vereinbarung, andererseits ist er für die Realisierung des
Dienstes zuständig. Im MNM-Dienstmodell wird der Dienst als unabhängig
von seiner Realisierung angesehen. Entsprechend ist der Dienst selbst kei-
ner der beiden Seiten zugeordnet.
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Modelliert man das Szenario aus Abschnitt 2.1.1 mit dem Basis-
Modell ergibt sich die Darstellung aus Abbildung 2.8. Die ALV AG
ist Kunde des ATM-Dienstes. Da für die vorliegende Modellierung
keine Unterscheidung bis zu einzelnen Mitarbeitern gemacht wur-
de, tritt hier die ALV AG auch als Nutzer des Dienstes auf. Würden
einzelne Mitarbeiter der ALV AG, die den ATM-Dienst nutzen, sicht-
bar sein, dannwürdeman diese als eigene Klasse, die die Rolle der
Nutzer einnehmen, modellieren. Angeboten und realisiert wird der
ATM-Dienst von der Firma Data-Systems. Entsprechend ist diese












Abbildung 2.8: Basis-Modell für das Szenario der VoIP-Koppelung
Das Basis-Modell ist als Klassendiagramm der Unified Modeling Language
(UML) [OMG 03-03-01] dargestellt. Die beteiligten Entitäten und der Dienst
sind als Klassen modelliert. Da jede Rolle von einer natürlichen oder juristi-
schen Person (legal entity) eingenommen wird, müssen diese für jede Rolle
unterscheidbar gemacht werden, z.B. durch Anhängen eines Indexes. UmStereotypen im
abstrakten Modell das Modell übersichtlicher darstellen zu können, wird deshalb der Stereo-
typ «role» eingeführt. Nutzt man diesen, so stellt sich das Basis-Modell
in seiner nicht angewendeten, d.h. abstrakten Form wie in Abbildung 2.7-A
dar. Wendet man das Modell in einem konkreten Fall an, so wird die Stan-Standardnotation im
konkreten Modell dardnotation von UML für Rollen benutzt (Abb. 2.7-B). Somit sind beide Ab-
bildungen äquivalent.
Weiterhin wird das MNM-Dienstmodell in dieser Arbeit eine wichtige Rolle
spielen. Um nun die Beziehungen der Entitäten zum Dienst näher spezifizie-
ren zu können, bietet das MNM-Dienstmodell zwei unterschiedliche Detail-Verfeinerte
Detailsichten ansichten: Die Dienst-Sicht (Service View) konzentriert sich auf den Dienst
selbst, ohne auf Details der Umsetzung einzugehen. Die Realisierungs-Sicht
(Realization View) dagegen betrachtet Realisierungsaspekte eines Dienstes
in der Dienstleisterdomäne. Diese werden im späteren Verlauf der Arbeit
eingeführt.
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2.2.4 Netz-QoS-Dienst
Dienste, die von Providern ihren Kunden angeboten werden und auf Netz-
QoS-Architekturen beruhen, werden als Netz-QoS-Dienste bezeichnet. Das Dienstbegriff
Unternehmen ALV AG beispielsweise wird Kunde des Providers Data-Sy-
stems (Abschn. 2.1.1) für den ATM-Dienst.
Hierbei wird den Kunden nicht notwendigerweise der gesamte Umfang an Teilfunktionalität
einer Architektur als
Dienst
Diensten und Funktionalitäten angeboten, wie er prinzipiell mittels einer
Netz-QoS-Architektur realisiert werden könnte. Betreibt ein Provider bei-
spielsweise ein ATM-basiertes Netz, könnte er trotzdem nur einen Teil der
von ATM zur Verfügung gestellten QoS-Kategorien (vgl. Tab. 2.1, S. 21) als
Dienst seinen Kunden anbieten. Gründe für solche Einschränkungen können
zum einen technischer Natur sein. So befinden sich Infrastrukturkomponen-
ten auf dem Markt, die nur einen Teil einer Spezifikation implementieren.
Zum anderen sind auch wirtschaftliche und unternehmenspolitische Grün-
de ursächlich für eine Beschränkung, z.B. unpassende strategische Ausrich-
tung, zu geringe Ertragsaussichten etc.
Ebenfalls von Fall zu Fall unterscheidet sich die Abbildung von Teilen einer
Netz-QoS-Architektur auf Dienste. Wiederum am Beispiel von ATM kann das Unterschiedliche
Abbildungen auf
Dienst
bedeuten, dass der eine Provider einen Dienst anbietet, im Rahmen des-
sen der Nutzer zwischen unterschiedlichen QoS-Kategorien wählen kann.
Ein anderer Provider könnte für jede von ATM gebotene QoS-Kategorie einen
eigenen Dienst für die Kunden am Markt anbieten. Obwohl ATM bei beiden
Anbietern die Grundlage für die Realisierung ist, entstehen unterschiedliche
Dienst-Portfolios.
Ein Netz-QoS-Dienst ist also ein spezieller Fall eines IT-Dienstes, wie er Netz-QoS-Dienst
Spezialfall eines
allg. IT-Dienstes
durch das im vorangegangenen Abschnitt eingeführte MNM-Dienstmodell
beschrieben wird. Entsprechend können die von einem Provider angebote-
nen Dienste im Sinne der objekt-orientierten Modellierung als Klasse aufge-
fasst werden. Schließt ein Kunde einen Vertrag, so wird eine Dienstinstanz
erzeugt.
2.2.5 Netz-QoS-Dienstinstanz
Haben Kunde und Provider einen Vertrag über einen Dienst abgeschlossen, Fortführung des OO-
Ansatzwird der Dienst für diesen Kunden in Betrieb genommen. Folgt man dem
objekt-orientierten Modellierungsansatz aus [Dreo 02], so spricht man nun
von einer Netz-QoS-Dienstinstanz. Für das Szenario aus Abschnitt 2.1.1 un-
terhält der Provider eine Netz-QoS-Dienstinstanz für die ALV AG.
2.2.6 Zusammenfassung der Einordnung
Nachdem in den vorangegangenen Abschnitten die Einordnung in das Um-
feld erfolgt ist, fasst Abbildung 2.9 die Beziehungen zwischen den Basisbe-
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Abbildung 2.9: Beziehungen zwischen Basisbegriffen
griffen nochmals zusammen. Dem Paradigma der Objektorientierung weiterZusammenhang
zwischen
Basisbegriffen
folgend nutzt die Darstellung ein UML-Klassendiagramm [OMG 03-03-01] als
Meta-Modell. Anzumerken ist, dass dies kein Klassendiagramm im Sinne ei-
ner programmiersprachlichen Implementierung ist, sondern der bereits in
[GHKR+ 01] angewandten Meta-Modellierung entspricht. Die definierten Ba-
sisbegriffe sind hier als (Meta-) Klassen dargestellt, ihre Beziehungen unter-
einander durch entsprechende Assoziationen:
 Eine Netz-QoS-Architektur (Abschn. 2.2.1) wird in mehreren Netz-QoS-Architektur ist
Realisierungsbasis Diensten (Abschn. 2.2.4) benutzt, um diese zu realisieren. Dabei ba-
siert ein Netz-QoS-Dienst auf genau einer Netz-QoS-Architektur.
 Ein Netz-QoS-Dienst ist eine Spezialisierung eines allgemeinen IT-Netz-QoS-Dienst ist
Spezialisierung von
allg. IT-Dienst
Dienstes und damit eine Spezialisierung des Dienstbegriffs, wie er im
MNM-Dienstmodell [GHHK+ 01, GHKR+ 01] geprägt wurde und in Ab-
schnitt 2.2.3 eingeführt wurde.
 Eine einzelne, konkrete Kunden-Provider-Beziehung bezüglich einesKonkrete Instanz
Netz-QoS-Dienstes ist eine Netz-QoS-Dienstinstanz (Abschn. 2.2.5)
dieses Dienstes.
Bevor Anforderungen an einen Lösungsansatz identifiziert werden, wird der
folgende Abschnitt die Dimensionen der Koppelungsproblematik verdeutli-
chen.
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2.3 Dimensionen der
Koppelungsproblematik
Aus den Szenarios der Abschnitte 2.1.1, 2.1.2 und 2.1.3, sowie der im vor-
angegangenen Abschnitt getroffenen Einordnung, können in diesem Ab-
schnitt nun die typischen Dimensionen der Koppelungsproblematik identi-
fiziert werden. Abbildung 2.10 zeigt in einem Übersichtsdiagramm die Di-
mensionen auf. Sie leiten sich aus den typischen Fragestellungen der Sze-
narios, der bereits vorgenommen Grobmodellierung und der Einordnung in
das Dienstumfeld ab. In den nachfolgenden Abschnitten wird jeweils eine




























Abbildung 2.10: Dimensionen der Koppelungsproblematik
2.3.1 Dimension Architekturteilbereiche
Um eine Koppelung durchführen zu können, müssen die einzelnen Teile ei-
ner Architektur, wie sie in der Grobmodellierung in Abbildung 2.6, Seite 23
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Abbildung 2.11: Koppelung wesentlicher Teilbereiche von Netz-QoS-Architekturen
dargestellt sind, aufeinander abgebildet werden. Dabei stellen die architek-
turspezifischen Eigenschaften der einzelnen Teilbereiche die entscheiden-
den Hürden dar. Somit sind die spezifischen Eigenschaften der Architekt-Architekturspezifika
entscheidend für
Koppelproblematik
urteilbereiche einer Netz-QoS-Architektur einer der wichtigen Dimensionen
der Koppelungsproblematik. Entsprechend Abschnitt 2.2.1 werden hier die
vier Teilbereiche Daten, QoS-Parameter, Steuerung und Prozeduren / Work-
flows, sowie deren Interaktionen, zu unterscheiden sein. Für eine Koppelung
sind Abbildungen der jeweiligen Teilbereiche festzulegen (Abb. 2.11) und ar-
chitekturell zu unterstützen.
2.3.2 Dimension Anwendungsfall
Die beiden Szenarios der Abschnitte 2.1.1 und 2.1.2 zeigen zwei völlig un-Fundamentale
Anwebdungsfälle terschiedliche Anwendungsfälle. Diese nehmen Einfluss auf die Koppelung,
wie sich an den beiden Beispielen zeigen lässt.
Für die Koppelung der beiden Standorte aus Abschnitt 2.1.1 ist
entscheidend, dass die DiffServ-Markierungen am jeweils ande-
ren Standort korrekt nachvollzogen werden können. Während des
Transits durch das Netz der Data-Systems ist nur die Erhaltung
der Qualitätseigenschaften jeweils für VoIP- und Daten-Verkehr
wichtig, eine semantische Identifizierung der Verkehrstypen in der
Domäne der Data-Systems (Abb. 2.2, S. 13) ist nicht notwendig.
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Speziell ist es nicht nötig, dass die kundenspezifischen DiffServ-
Markierungen für den Provider erkennbar sind. Ein solcher Anwen- Anwendungsfall
Tunnel-Koppelungdungsfall wird im Weiteren als Tunnel-Koppelung bezeichnet.
Für das Szenario der Ankoppelung des Zugangsproviders an den
Kernnetzprovider zur Nutzung dessen Videokonferenzdienstes
(Abschn. 2.1.2 und Abb. 2.3, S. 15) dagegen muss der Datenver-
kehr auch nach dem Übergang zwischen den Domänen seman-
tisch identifiziert werden können. Der Grund hierfür ist, dass der
Kernnetzprovider einerseits selbst mit den Videokonferenzdaten
umgeht, und andererseits diese Daten beim Übergang in ande-
re Domänen als zum Videokonferenzdienst zugehörig markieren
muss. Für solche Anwendungsfälle wird von fortan der Begriff Anwendungsfall
Transitiv-KoppelungTransitiv-Koppelungen verwendet werden.
Später wird gezeigt werden, dass die Unterscheidung dieser beiden Anwen-
dungsfälle einen entscheidenden Einfluss auf die Umsetzung einer Koppe-
lung hat.
2.3.3 Dimension Providerhierarchie
Die Dimension der Providerhierarchie beeinflusst die Koppelung insofern, Providerhierarchie
bestimmt
Machtpositionen
dass selbst bei gleichen Paarungen von Netz-QoS-Architekturen unter-
schiedliche Realisierungen der Koppelung sinnvoll sind, wenn es sich um
unterschiedliche Partner in der Providerhierarchie handelt. Dies begründet
sich aus den sich von Fall zu Fall unterscheidenden „Machtpositionen“.
Bezüglich der „Machtpositionen“ wird beispielsweise ein kleiner
PoP-Betreiber alleine seinen Zugangsprovider kaum zu größeren
Änderungen in dessen Infrastruktur bewegen können. Bei Koppe-
lungen zwischen Kernnetzprovidern dagegen kann davon ausge-
gangen werden, dass Infrastrukturänderungen bei allen beteilig-
ten Seiten möglich sind.
Aber auch die Szenario-Charakteristika „Anzahl der beteiligten Partner“ und
der „Wechselhäufigkeit der Partner“ werden durch die Stellung in der Pro-
viderhierarchie beeinflusst. Diese Charakteristika können wiederum die Ge-
staltung einer Koppelung verändern:
Beispielsweise die Wechselhäufigkeit der Partner. Bei einem PoP-
Provider kann davon ausgegangen werden, dass Kunden deutlich
häufiger wechseln als das mit Vereinbarungen auf Ebene der Kern-
netzprovider der Fall ist, die häufig strategisch und langfristig an-
gelegt sind.
Ist nun eine Kopplung langfristig angelegt, sind beispielsweise
einmalige manuelle Vorgänge zu Beginn der Koppelung sicherlich
akzeptabel. Ist die Wechselhäufigkeit der Kunden dagegen hoch,
muss auf eine weitgehende Automatisierung für den Kopplungs-
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vorgang Wert gelegt werden. Manuelle Aktionen wären wegen der
Häufigkeit nur schwer zu akzeptieren.
2.3.4 Dimension Garantietyp
Für Abbildungen des Teilbereichs der QoS-Parameter (Abb. 2.11) ist derenUnterschiedliche
Garantiehärte Garantietyp von großer Bedeutung. Selbst bei gleichlautenden Bezeichnun-
gen eines QoS-Parameters kann sich dessen Umsetzung bezüglich der mög-
lichen Zusicherungen in verschiedenen Architekturen unterscheiden.
Wie bereits die Beispiele von ATM und DiffServ zeigen, können
QoS-Parameter hier nur mit unterschiedlicher „Härte“ durchge-
setzt werden. Da in DiffServ Verkehrsklassen nur relativ zu einan-
der unterschieden werden, kann DiffServ die Einhaltung diskreter
Werte für bestimmte QoS-Parameter nicht garantieren. Will man
nun DiffServ mit ATM koppeln, so unterscheidet sich die Güte und
Exaktheit der Einhaltung von QoS-Paramter erheblich, selbst wenn
bei der Festlegung der DiffServ-Verkehrsklassen die in ATM defi-
nierten QoS-Parameter zugrunde gelegt worden sind.
2.3.5 Dimension Lebenszyklus
Aus dem Teilaspekt der Prozeduren / Workflows motiviert sich die Dimensi-Workflows
implizieren
Lebenszyklus
on des Lebenszyklus. Selbst wenn zwei Netz-QoS-Architekturen gleiche Pro-
zeduren / Workflows spezifizieren, kann sich der Zeitpunkt, zu denen diese
auszuführen sind, unterscheiden.
Fasst man beispielsweise die Festlegung der Werte von QoS-Para-
metern als einen Workflow auf, dann muss in Implementierungen,
die auf DiffServ basieren, dieser Workflow zur Verhandlungspha-
se ausgeführt werden. Dagegen kann bei ATM eine Änderung der
Belegung von QoS-Parameter architekturbedingt jederzeit auch in
der Nutzungsphase durchgeführt werden.
2.3.6 Dimension Dynamik
Abhängigkeiten vom Lebenszyklus, wie eben beschrieben, können aber nurUnterschiedliche
Dynamiken dort existieren, wo eine Architektur eine entsprechende Dynamik zulässt.
Diese Dimension betreffend findet sich in Netz-QoS-Architekturen die ge-
samte Spannbreite beginnend von in der Spezifikation festgelegten Gege-
benheiten, über solche, die einmalig zu einem bestimmten Zeitpunkt fest-
gelegt werden müssen, bis zu solchen, die dynamisch über den gesamten
Lebenszyklus veränderlich sind.
Betrachtet man die Wertebelegung von QoS-Parametern in Diff-
Serv, so sind diese für die gesamte Betriebsphase häufig unver-
änderlich. Das resultiert daraus, dass in den meisten Fällen für
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die Festlegung der Verkehrsklassen Algorithmen und Parametri-
sierungen verwendet werden, die durch die Hersteller von Netz-
komponenten (wie z.B. Router) bereits vordefiniert sind. In diesem
Fall sind dieWertebelegungen der QoS-Parameter implizit statisch
vorgegeben.
ATM dagegen definiert zwar einen festen Satz von QoS-Parame-
tern, liefert aber die Möglichkeit deren Belegungen für jede ein-
zelne Verbindung neu zu bestimmen und zu verhandeln. Hier ist
die Belegung der QoS-Parameter also höchst dynamisch.
2.3.7 Dimension Freiheitsgrade
Schließlich wird die Koppelung von Netz-QoS-Architekturen durch unter- Freiheitsgrade durch
Standardsschiedlich präzisierte Freiheitsgrade erschwert. Im einen Extrem finden sich
exakte Definitionen, im anderen Extrem unterbleiben jegliche Angaben.
Für die Dimension der Freiheitsgrade markieren wiederum die
Beispiele ATM und DiffServ extreme Positionen. Bei ATM werden
durch die Standardisierungsdokumente alle verfügbaren QoS-Pa-
rameter umfassend aufgelistet (siehe auch Tab. 2.1, S. 21) und die
Semantik eines jeden Parameters exakt beschrieben. Für den Fall
ATM liegt also der definierte Fall vor.
Bei DiffServ selbst dagegenwerden nicht einmal die einzelnen Ver-
kehrsklassen benannt, entsprechend werden keine QoS-Parame-
ter spezifiziert, die eine Verkehrsklasse charakterisieren. Hier liegt
also der unbestimmte Fall vor.
Durch die hier beschriebenen Dimensionen sind nun im Wesentlichen die Dimensionen
umreißen Aspekte
für Lösungsansatz
Aspekte aufgezeigt, mit denen sich ein Lösungsansatz für die Koppelungs-
problematik zu beschäftigen hat. Im folgenden Abschnitt werden nun kon-
krete Anforderungen entwickelt, die ein Lösungsansatz zu bewältigen hat.
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2.4 Anforderungen und
Lösungsansätze
Nachdem im vorangegangenen Abschnitt die vielfältigen Dimensionen der
Koppelungsproblematik veranschaulicht wurden, ist es die Aufgabe dieses
Abschnitts Anforderungen zu entwickeln, die an eine Lösung der Koppe-
lungsproblematik zu stellen sind. Zur zielgerichteten Identifizierung der An-
forderungen wird dabei in drei Schritten vorgegangen:
I) Es werden allgemeine Anforderungen abgeleitet, die an jeglichen Lö-
sungsansatz zu stellen sind.
II) Bevor eine Präzisierung der Anforderungen erfolgen kann, werden prin-
zipielle Lösungsansätze diskutiert. Diese werden an den vorher ent-
wickelten allgemeinen Anforderungen gemessen. Speziell wird auch
der in dieser Arbeit gewählte methodik-basierte Lösungsansatz erst-
malig eingeführt.
III) Unter Kenntnis des hier verfolgten Lösungsansatzes werden speziali-
sierte Anforderungen abgeleitet, die an einen solchen Ansatz zu stellen
sind.
2.4.1 Allgemeine Anforderungen an einen
Lösungsansatz
In diesem Abschnitt werden allgemeine Anforderungen betrachtet, wie sie
an einen Lösungsansatz für die Problematik der Netz-QoS-Koppelung zu
stellen sind.




und allgemeinen Anwendbarkeit zu stellen. Dies meint speziell, dass
er sowohl für bestehende als auch für zukünftige Netz-QoS-Architek-
turen anwendbar sein muss. Diese Anforderung resultiert zum einen
daraus, dass sich bis heute keine der bestehenden Netz-QoS-Architek-
turen global durchsetzen konnte. Aufgrund ihres unterschiedlichen Eig-
nungsgrads für gegebene Anwendungen ist dies auch nicht zu erwarten
(siehe hierzu auch Sektion 1.1). Zum anderen ist von einer Entwicklung
neuer Netz-QoS-Architekturen auszugehen, beispielsweise aus den Be-
reichen der Mobilkommunikation.
 Die Produktorientierung des Lösungsansatzes ist eine weitere Anforde-Anforderung:
Produktorientierung rung. Sie ergibt sich daraus, dass die an Kunden verkauften Produkte
zwar auf Basis einer bestimmten Netz-QoS-Architektur implementiert
sind, aber ein Anbieter häufig individuelle Modifikationen für sein Pro-
dukt vornimmt oder sogar vornehmen muss.
Am Beispiel ATM heißt das, dass für einen Dienst nicht alle in
ATM definierten QoS-Kategorien angeboten werden. Im Falle
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eines DiffServ-basierten Dienstes ist die Definition und Spezi-
fikation der Dienstklassen dem Dienstanbieter überlassen.
Diese beiden Beispiele zeigen, dass ein praxisrelevanter Lösungsan-
satz nicht nur Netz-QoS-Architekturen alleine, sondern auch die darauf
aufbauenden Produkte, betrachten muss.
 Die dritte allgemeine Anforderung ist die szenariospezifische Ergebni- Anforderung:
szenariospezifische
Ergebnisorientierung
sorientierung. Wie bereits die beiden Beispielszenarios aus den Ab-
schnitten 2.1.1 und 2.1.2 gezeigt haben, gibt es grundlegend unter-
schiedliche Anwendungsfälle für eine Koppelung. Ein Lösungsansatz
muss die Möglichkeit bieten solche szenariospezifischen Anforderun-
gen einzubeziehen. Ein durch den Lösungsansatz erstelltes Ergebnis
muss sich demnach auch an den für das konkrete Szenario gestellten
Anforderungen messen lassen. Diese Anforderung bezieht sich aber
nicht alleine auf die Dimension des Anwendungsfalls, sie wird auch
durch die Dimension der Providerhierarchie unterstützt. Als szenario-
spezifisch ist nämlich ebenfalls die Anordnung in der Providerhierar-
chie anzusehen, entsprechend müssen hier alle Ebenen unterstützt
werden.
 Letztlich trivial ist die Anforderung, dass eine Lösung der Koppelungs- Anforderung:
Realisierbarkeitproblematik auch realisierbar sein muss. Dass es sich jedoch um eine
zu beachtende Anforderung handelt, wird der folgende Abschnitt zei-
gen. Dort werden mögliche Lösungsansätze diskutiert werden.
Der häufig bemühte Begriff der Unabhängigkeit von bestimmten Randbe- Klärung:
Unabhängigkeit von
Randbedingungen
dingungen und Eigenschaften ist hier irreführend. Ein nachhaltiger und uni-
verseller Lösungsansatz muss sehr wohl die Möglichkeit bieten, bestimmte
Randbedingungen in die konkrete Anwendung einzubeziehen. Der Lösungs-
ansatz darf also nicht auf bestimmte Randbedingungen und Eigenschaften
fixiert sein, sondern er muss vielmehr die Flexibilität bieten, in der konkre-
ten Anwendung solche Eigenschaften und Randbedingungen einbeziehen
zu können.
Am Beispiel der szenariospezifischen Ergebnisorientierung be-
deutet dies, dass der Lösungsansatz selbstverständlich für alle
Szenarios einsetzbar sein muss; wird er aber auf ein konkretes
Szenario angewendet, dann müssen sich dessen konkrete Eigen-
schaften, soweit sie für die Fragestellung von Belang sind, einbe-
ziehen lassen.
Mit den in diesem Abschnitt identifizierten grundlegenden Anforderungen Lösungsansatz noch
offenist nun noch kein bestimmter Lösungsansatz festgelegt. Bevor die Anfor-
derungen konkretisiert werden, wird im folgenden Abschnitt deshalb die
Spannbreite der prinzipiell denkbaren Lösungsansätze beleuchtet.
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2.4.2 Auswahl des prinzipiellen Lösungsansatzes
Zur Lösung der Problematik der Netz-QoS-Koppelung bieten sich prinzipiell
verschiedene Ansätze an. Um die Spannbreite der möglichen Ansätze aufzu-
zeigen, werden in diesem Abschnitt zunächst die zwei Extreme vorgestellt,
zwischen denen sich Lösungen bewegen können. Anschließend werden die-Lösungsextreme zur
Einordnung der
Arbeit
se Extreme vor den allgemeinen Anforderungen aus dem vorangegangenen
Abschnitt bewertet. Im Anschluss wird dann der für diese Arbeit gewähl-
te Lösungsansatz kurz vorgestellt, zwischen den Extremen eingeordnet und
ebenballs vor den allgemeinen Anforderungen erstmalig kurz bewertet.
2.4.2.1 Individuallösungen




konkrete Architekturen oder sogar zwischen zwei konkreten Diensten. Diese
Art von Lösungen ist individuell für die behandelte Architekturkombination
bzw. für die konkreten Dienstausprägungen.
Netz-QoS-Dienst A Netz-QoS-Dienst B
individuelle Koppelung
Abbildung 2.12: Individuallösung zwischen zwei Netz-QoS-Diensten
Misst man diesen Lösungsansatz an den allgemeinen Anforderungen ergibt
sich folgendes Bild:





prägt ist und ob die Betrachtungsebene nicht nur die von bestimm-
ten Netz-QoS-Architekturen, sondern sogar die bestimmter Netz-QoS-
Dienste ist, sind Produktorientierung und szenariospezifische Ergebni-
sorientierung beim Ansatz von Individuallösungen zumindest potenti-
ell gut erfüllt.
 Einer der wichtigsten Gründe, warum der Ansatz einer IndividuallösungRealisierbarkeit: 4
verfolgt wird, ist deren Realisierbarkeit. Häufig wird dieser Ansatz ge-
rade deswegen gewählt, damit das gewonnene Ergebnis eben auch im
konkreten Fall umgesetzt und eingesetzt werden kann.
 In Bezug auf allgemeine und nachhaltige Anwendbarkeit versagt dieserAllgemeine und
nachhaltige
Anwendbarkeit: 6
Lösungsansatz jedoch. Dies ist offensichtlich und liegt in der Art des
Ansatzes selbst begründet.
Obwohl es sich offensichtlich um eine sehr eingeschränkte Lösungsvarian-Heute häufig
vorzufinden te bezüglich der allgemeinen Verwendbarkeit handelt, ist diese Art der Be-
handlung der Koppelungsproblematik die aktuell in der Literatur vorherr-
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schende. Für eine ausführliche Behandlung sei hier vorausblickend auf Ka-
pitel 3 verwiesen.
2.4.2.2 Umbrella-Koppelung
Das andere Extrem ist eine voll integrierende, universelle und diskrete Kop- Lösungsextrem 2:
Umbrella-Architekturpelungsarchitektur, die in Analogie zum Ansatz von [Kell 98] als Umbrella-
Koppelung bezeichnet werden kann. Grundlegende Idee dieses Ansatzes ist
es, dass alle existierenden und zukünftigen Netz-QoS-Architekturen unter
einer allgemeinen Umbrella-QoS-Architektur U vereint werden können, wie
dies in Abbildung 2.13 dargestellt ist. Dabei werden von der Umbrella-Archi-




Abbildungen Dienste Ö Umbrella-Architektur
Abbildung 2.13: Umbrella-Koppelung umspannt beliebige Netz-QoS-Dienste
Grundvoraussetzung für diesen Lösungsansatz ist die Existenz der Umbrel-
la-Architektur U. Um die geforderten Abbildungen zu den speziellen Archi-
tekturen vornehmen zu können, ohne dass Veränderungen an U selbst not-
wendig werden, muss U eine absolute Obermenge der zu integrierenden Ar- Umbrella-Architektur
ist Obermengechitekturen darstellen, insbesondere in den folgenden Punkten:
 Umuß die Obermenge der unterschiedlichen Semantiken beherrschen. Obermenge der
SemantikenSpeziell sind hier die enorm differierenden Semantiken der QoS-Para-
meter zu nennen [Gars 04].
 Die Schnittstellen von U müssen mächtig genug sein um die unter- Mächtige
Schnittstellenschiedlichen Semantiken abbilden zu können.
Dabei wird bis jetzt nur die Ebene der Architekturen berührt. Soll eine Um-
brella-Koppelung auf Dienst-Ebene erfolgen, sind weitere Charakteristika
von U gefordert:
 Die Umbrella-Architektur muß auf allen Ebenen der Providerhierarchie Alle Ebenen der
Providerhierarchieanwendbar sein. Dabei steht einerseits für die Ebene der PoPs einfa-
che Anwendbarkeit im Vordergrund und andererseits ist auf Ebene der
Kernnetz-Provider Mächtigkeit und Leistungsfähigkeit gefragt.
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 Um auf Dienstebene einsetzbar zu sein, muß die Umbrella-KoppelungGesamter
Lebenszyklus die Dimension des Dienstlebenszyklus vollständig abdecken.
 Universalität der Umbrella-Architektur wird auch für die Dimension derAlle
Anwendungsfälle Anwendungsfälle benötigt. Hier müssen alle Anwendungsfälle von ei-
ner Architektur abgedeckt werden.
Bewertet man den Umbrella-Lösungsansatz bezüglich der allgemeinen An-
forderungen, dann ergibt sich folgendes Bild:
 Bedingt durch seinen prinzipiellen Ansatz könnte ein Umbrella-Lö-Allgemeine und
nachhaltige
Anwendbarkeit: 4
sungsansatz alle existierenden und zukünftigen Netz-QoS-Architektu-
ren behandeln und erfüllte damit die Anforderung der nachhaltigen und
allgemeinen Anwendbarkeit.
 Gleiches gilt für die Anforderungen nach Produktorientierung und sze-Produktorient.: 4
Szenariospezifische
Ergebnisorient.: 4
nariospezifischer Ergebnisorientierung. Wiederum werden diese Anfor-
derungen immanent durch den integrierenden und universellen Ansatz
abgedeckt.
 Das einzige, aber entscheidendeManko der Umbrella-Koppelung ist je-Realisierbarkeit: 6
doch, dass sie sich nicht realisieren lässt oder dies zumindest extrem
unwahrscheinlich ist. Dies begründet sich aus der notwendigen Mäch-
tigkeit der Umbrella-Architektur U, die sich aus der Breite der unter-
schiedlichen Arten von Netz-QoS-Architekturen motiviert. Die beiden
Standard-Beispiele dieses Kapitels, ATM und DiffServ, zeigen bereits,
in welch starkem Maß sich einzelne Architekturen unterscheiden kön-
nen. Zusammen mit der Vielzahl an existierenden und zu erwartenden
Netz-QoS-Architekturen ergibt sich ein breit gefächertes Spektrum an
zu beherrschenden Varianten.
Ein gewichtiger Hinderungsgrund ist der notwendige umfassende Um-Hinderungsgrund
Semantiken gang mit den Semantiken aller QoS-Architekturen. Einerseits kann der
aktuelle Stand der Forschung mit einer nahezu beliebigen Ausprägung
der Semantiken von QoS-Parametern in generischer Weise auf Maschi-
nenebene noch nicht so umgehen wie es hierfür notwendig wäre. An-
dererseits lassen Architekturen wie DiffServ aber bereits als Teil ihres
Standards eine freie Definition der Parametersemantiken zu und für zu-
künftige Architekturen lassen sich deren QoS-Parameter kaum antizi-
pieren.
Ein weiterer schwerwiegender Grund warum die Schaffung der Umbrel-Hinderungsgrund
allg.
Dienstmanagement
la-Architektur U als äußerst schwierig anzusehen ist, liegt im Bereich
des Dienstmanagements. Das Feld des allgemeinen Dienst-Manage-
ment momentan noch Gegenstand der Forschung. Hier ist man noch
nicht bei feingranularen und auf Maschinenebene automatisierbaren
Konzepten angelangt. Für einen Umbrella-Ansatz auf Dienst-Ebene wä-
re ein umfassendes und tiefgreifendes Verständnis des allgemeinen
Dienst-Managements aber erforderlich.
Zusätzlich kann man die Tatsache, dass bis heute kein solcher Ansatz
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Realisierbarkeit potentiell 4 6
4: erfüllt 6: nicht erfüllt
Tabelle 2.2: Erfüllung grundlegender Anforderungen durch prinzipielle Lösungsansätze
umgesetzt wurde, als einen weiteren Grund sehen, der die These der
Unrealisierbarkeit stützt.
2.4.2.3 Lösungsansatz dieser Arbeit
Fasst man die Bewertung der beiden Extreme aus den vorangegangen Ab- Beide Extreme
haben Schwächenschnitten zusammen, erkennt man bereits anhand der allgemeinen Anfor-
derungen, dass keine der beiden Lösungsansätze als befriedigend angese-
hen werden kann. Wie auch die zusammenfassende Tabelle 2.2 zeigt, sind
dabei die Anforderungen nach nachhaltiger und universeller Anwendbarkeit








Abbildung 2.14: Extreme für einen Lösungsansatz
Der in dieser Arbeit gewählte Lösungsansatz versucht nun, beide Anforder- Unerfüllte
Anforderungen
vereinen
ungen zu erfüllen, ohne dabei die anderen Anforderungen außer Acht zu las-
sen. Aus den Überlegungen zur Unrealisierbarkeit des Umbrella-Ansatzes ist
bereits klar geworden, dass die Anwendungen einer Koppelung immer einen
beträchtlichen Individualanteil hinsichtlich der Szenarios und der Produkte
(in Form der Dienste) aufweisen. Entsprechend werden die Ergebnisse einer
Koppelung ebenso individuell gestaltet sein müssen.
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Um dennoch der Anforderung nach allgemeiner Anwendbarkeit Rechnung
tragen zu können, schlägt der in dieser Arbeit vorgeschlagene Lösungsan-
satz einen anderen Weg ein. In dieser Arbeit wird ein generisches Mapping-Neuer Weg zur
allgemeinen
Anwendbarkeit
Konzept entwickelt, um daraus per „Verfeinerung“ schnell Abbildungslösun-
gen gewinnen zu können. Es wird also bewusst darauf verzichtet, eine Lö-
sung in Form einer Umbrella-Koppelung zu verfolgen. Stattdessen wird aber
ein generischer und allgemein anwendbarer Weg beschrieben, wie man un-
ter Berücksichtigung fallspezifischer Gegebenheiten zu einer konkreten Lö-
sung gelangen kann. Grundidee des hier vorgestellten Lösungsansatzes ist
also, eine generische Methodik zu verwenden, um zu individuellen Lösun-
gen der Koppelungsproblematik zu gelangen.
Grundlage für eine generische Methodik ist dabei eine Modellierung vonGrundlage
Modellierung Netz-QoS-Diensten, die für eine „normalisierte“ Darstellung der zu koppeln-
den Dienste sorgt. Diese Modellierung ermöglicht es schließlich die Metho-
dik so generisch zu halten, dass diese universell einsetzbar wird.
Abbildung 2.15 fasst die großen Hauptschritte des hiesigen Lösungsansat-Hauptschritte
zes zusammen:
 Individuelle Netz-QoS-Dienste werden durch eine Modellierung norma-
lisiert. Mit diesem Hauptschritt wird sich Kapitel 4 befassen.
 Basierend auf der normalisierten Darstellung wird durch eine generi-
sche Methodik eine individuelle Lösung erstellt. Kapitel 5 wird sich mit
dieser Methodik befassen.
Nachdem jetzt die beiden Hauptbestandteile des gewählten Lösungsansat-
zes charakterisiert sind, kann mit der Verfeinerung von Anforderungen fort-
gefahren werden. Entsprechend der beiden Hauptbestandteile werden in
den beiden folgenden Abschnitten spezifische Anforderungen an den jewei-
ligen Schritt gestellt werden.
2.4.3 Anforderungen an dienstorientiertes Modell
In diesem Abschnitt werden die spezialisierten Anforderungen an den er-Spezielle
Anforderungen an
Modell
sten der beiden Hauptschritte des gewählten Lösungsansatzes, nämlich an
die Modellierung, beschrieben. Es sei betont, dass die in Abschnitt 2.4.1
gestellten allgemeinen Anforderungen selbstverständlich nach wie vor Be-
stand haben.
 Um die Anwendbarkeit der generischen Methodik auch allgemein ge-Anforderung:
Normalisierung währleisten zu können, muss durch dieModellierung die Grundlage ge-
legt werden. Können nämlich beliebige Netz-QoS-Dienste durch gleich-
artige Modelle dargestellt werden, dann kann die generische Metho-
dik die unterschiedlichen Netz-QoS-Dienst über ihre Modellierung auf
struktureller Ebene in Beziehung zueinander setzen. Die Modellierung
muss also eine „normalisierende“Modellierung sein, die es der Metho-
dik ermöglicht, die Netz-QoS-Dienste systematisch gegenüberzustel-
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Netz-QoS-Dienst A Netz-QoS-Dienst B
modellierte Dienste
Abbildung 2.15: Übersicht über Methodik-basierten Lösungsansatz
len. Eine beliebige Darstellung des zu modellierenden Dienstes könnte
nicht oder nur äußerst aufwendig gehandhabt werden.
Beispielsweise wäre eine Modellierung, die nur die Forderung
einer beliebigen Darstellung mittels der UML macht, für eine
Methodik ungeeignet. Zwar wären alle modellierten Dienst for-
mal gleich dargestellt, eine inhaltlich unmittelbar vergleichbare
Darstellung würde sich aber nur in den seltensten Fällen erge-
ben.
Normalisierend ist hier also in dem Sinne zu verstehen, dass die Ergeb-
nisse derModellierungen beliebiger Netz-QoS-Dienste auf struktureller
Ebene miteinander in Beziehung gesetzt werden können.
 Die Modellierung muss dienstorientiert sein. Das bedeutet im vorlie- Anforderung:
Dienstorientierunggenden Fall, dass die Modellierung nicht auf Ebene der Netz-QoS-Ar-
chitekturen zu erfolgen hat, sondern auf Ebene der Netz-QoS-Dienste
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zu erfolgen hat. Diese Anforderung leitet sich aus den beiden allgemei-
nen Anforderungen nach Produktorientierung und szenariospezifischer
Ergebnisorientierung ab.
 DasModell muss eine Trennung zwischen dem zumodellierenden Netz-Anforderung:
Trennung von Dienst
und Realisierung
QoS-Dienst an sich und seiner tatsächlichen Realisierung vornehmen.
Erstens ist dies nach dem MNM-Dienstmodell [GHHK+ 01, GHKR+ 01]
eine allgemein an dienstorientierte Modellierung zu stellende Anfor-
derung. Zweitens befreit es die Lösungsfindung von unrelevanten De-
tails. Beispielsweise ist völlig unerheblich, ob in der Realisierung eines
DiffServ-Dienstes Edge-Router eingesetzt werden, die von Hersteller X
oder Hersteller Y stammen, solange die gleichen Algorithmen verwen-
det werden.




lierungen bereits gefordert, dass die Betrachtung von Management als
integraler Bestandteil des Dienstes gesehen werden muss. Entspre-
chend müssen alle Management-Interaktionen, die zum ordnungsge-
mäßen Betrieb eines Netz-QoS-Dienstes benötigt werden, explizit mit-
betrachtet werden.




werden. Dies ist wiederum bereits in [GHHK+ 01, GHKR+ 01] gefordert
undwirdweiterhin durch die gleichlautende Problemdimension aus Ab-
schnitt 2.3.3 zusätzlich unterstrichen.
Für eine dienstorientierte Modellierung nennt [GHHK+ 01, GHKR+ 01] noch
die generische und abstrakte Definition. Diese Anforderung ist für diese Ar-
beit bereits durch die allgemeine Anforderung nach allgemeiner und nach-
haltiger Anwendbarkeit an einen Lösungsansatz abgedeckt.
2.4.4 Anforderungen an Methodik
Nachdem mit dem vorangegangenen Abschnitt die Anforderungen an den
ersten Teil des Lösungsansatzes aufgestellt wurden, wird sich dieser Ab-
schnitt mit den Anforderungen an die generische Methodik beschäftigen.




schnitt 2.4.2 wurde bereits festgestellt, dass eine große Zahl solcher
Teil- oder Individuallösungen existieren. Eine generische Methodik darf
die dort bereits entwickelten wertvollen Teillösungen nicht ignorieren,
vielmehr muss sie die Möglichkeit bieten, die bereits erarbeiteten Er-
kenntnisse einzubeziehen und diese nutzbar zu machen.
 Wie für die Modellierung ist auch in der Methodik der gesamte Lebens-Anforderung:
Gesamter
Lebenszyklus
zyklus eines Dienstes von großer Bedeutung. Wie das Beispiel DiffServ
schon mehrfach gezeigt hat, genügt es nicht z.B. nur die Betriebspha-
se zu betrachten. Schon vor der Bereitstellungsphase müssen bei einer
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Beteiligung von DiffServ Entscheidungen für die Koppelung getroffen
werden, die sich später nicht mehr ändern lassen.




zeigt bereits, dass neben Protokollen und Koppelkomponenten auch
nichtautomatisierte Abläufe eine tragende Rolle spielen. Entsprechend
muss eine Methodik neben Koppelelementen und Workflows spezifi-
zieren.
Nochmals sei auch hier betont, dass die in Abschnitt 2.4.1 erarbeiteten all-
gemeinen Anforderungen ebenfalls von der Methodik zu beachten sind.
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Aus den einführenden Betrachtungen aus Sektion 1.1 und den vorgestellten




schaft von eingesetzten Netz-QoS-Architekturen zu erwarten ist. Ebenfalls
wurde bereits durch die gegebenen Beispiele deutlich, dass zwischen un-
terschiedlichen Netz-QoS-Architekturen die Möglichkeit einer ad-hoc Kop-
pelung im Allgemeinen höchst unwahrscheinlich ist und diese selbst zwi-
schen gleichen Netz-QoS-Architekturen nicht selbstverständlich oder trivial
ist.
Durch Sektion 2.2 wurde dann der zentrale Begriff der Netz-QoS-Architek-
tur definiert und mittels eines ersten Grobmodells dargestellt. Anhand desBegriffsbildung
MNM-Dienstmodells wurde eine kurze Einbettung in das Dienstumfeld vor-
genommen und mit dessen Hilfe wurden die Begriff Netz-QoS-Dienst und
Netz-QoS-Dienstinstanz definiert. Ebenfalls in dieser Sektionwurde eine Ab-
grenzung zu Basistechnologien vorgenommen, die nicht im Fokus dieser Ar-
beit stehen.
Die in Sektion 2.3 aufgezeigten Dimensionen der KoppelungsproblematikProblemdimensio-
nen haben die unterschiedlichen Ursachen für die Notwendigkeit dieser Arbeit
näher beleuchtet. Hierbei ist die Vielfältigkeit der Aspekte deutlich gewor-
den, die eine universelle und einfache Lösung der Koppelungsproblematik
verhindern.
Aus den Dimensionen der Koppelungsproblematik konnten dann in Sektion
2.4 zunächst erste allgemeine Anforderungen abgeleitet werden, die für al-
le Lösungen der Koppelungsproblematik erfüllt sein müssen. Durch die Be-Lösungsansätze und
mehrteilige
Anforderungen
trachtung zweier Lösungsextreme konnte dann einerseits im Überblick ge-
zeigt werden, dass die bisherigen Lösungsansätze Defizite aufweisen und
andererseits aber eine diskrete allumfassende Lösung als utopisch angese-
hen werden muss. Daraus resultierend wurde der Lösungsansatz für diese
Arbeit skizziert und anhand dessen spezifischere Anforderungen abgeleitet.
Im nachfolgenden Kapitel werden jetzt unter Kenntnis der Anforderungen
der Stand der Forschung genauer betrachtet und bewertet.
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Status quo der Koppelung von
Netz-QoS-Architekturen
Dieses Kapitel widmet sich der Untersuchung des aktuellen Standes in Fra-
gen der Koppelung von Netz-QoS-Architekturen.
Am Anfang steht die Untersuchung der Koppelungsverfahren von bestehen- Architekturstan-
dardsden Standards. Es werden vier prominente Netz-QoS-Architekturen betrach-
tet. Anschließend werden die in der Forschung beschrittenen Wege einge- Forschungsansätze
ordnet. Der dritte Teil schildert dann zwei konkrete Großprojekte zur Koppe- Großprojekte
lung von Netz-QoS-Architekturen.
Am Ende dieses Kapitels wird deutlich sein, dass die Koppelungsproble- Zusammenfassung
matik im Sinn der Anforderungen aus dem vorangegangenem Kapitel noch
nicht zufriedenstellend gelöst ist. Hieraus ergibt sich vor dem Hintergrund
des Status quo die Rechtfertigung dieser Arbeit.
Abschließend werden noch Bezüge zu benachbarten Gebieten der Koppe- Nachbargebiete
lungsproblematik hergestellt.
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3.1 Koppelungsverfahren bestehender
Netz-QoS-Architekturen
In dieser Sektion werden einige wichtige Netz-QoS-Architekturen kurz vor-Nur die wichtigsten
Architekturen gestellt. Die Liste der behandelten Architekturen kann und will nicht voll-
ständig sein. Es werden hier nur jene Architekturen behandelt, die eine ge-
wisse Marktbedeutung erlangt haben und selbst häufig Gegenstand von
Forschungsarbeiten sind.
Bezüglich der Koppelung einer Architektur an eine andere werden in dieserKoppelung aus den
Standards Sektion nur jene Beiträge betrachtet, die Teil der jeweiligen Architekturstan-
dards sind. Forschungsarbeiten, die nicht Teil eines der Standards sind, wer-
den später in diesem Kapitel untersucht.
3.1.1 Asynchronous Transfer Mode (ATM)
Asynchronous Transfer Mode (ATM) [ITU-T I.150, ATM-ARCH 02]1 definiertAsynchronous
Transfer Mode (ATM) umfassend eine medienunabhängige Netztechnologie. Die Pflege und Wei-
terentwicklung von ATM wird von dem Industriekonsortium ATM-Forum
[ATMForum-HP] übernommen, das in enger Kooperation mit internationalen
Standardisierungsgremien wie der International Telecommunication Union
– Telecom Standardization (ITU-T) [ITUT-HP] zusammenarbeitet.
Der Spezifikationsumfang von ATM ist weitreichend. Er erstreckt sich vonUmfangreiche
Spezifikation der Abbildung auf unterschiedlichste Technologien der Bitübertragungs-
schicht, über ein eigenes Adressierungsschema und eigene Management-
Protokolle (z.B. Routing, Verbindungsmanagement etc.) bis hin zur Definiti-
on unterschiedlicher Datendienste.
Im Bereich der Dienstgüte, die selbst nur ein Teil von ATM ist, glänzt ATMLeistungsfähige
QoS-Funktionalität mit einer extrem detaillierten Spezifikation. Es wird ein ganzes Bündel ver-
schiedener QoS-Kategorien samt zugehöriger Parameter (vgl. Tab. 2.1, S. 21)
spezifiziert [ATM-TM 99]. Hinsichtlich der Leistungsfähigkeit im QoS-Bereich
zeichnet sich ATM dadurch aus, dass es für alle Parameter aller Kategori-
en mindestens statistische Garantien bietet. Bei einigen Parametern wer-
den sogar deterministische Zusagen gemacht. ATM arbeitet komplett ver-
bindungsorientiert.
Eine Bewertung der Koppelungseigenschaften innerhalb der ATM-Welt an-
hand der Anforderungen aus Sektion 2.4 ergibt:
 Da es sich um einen spezifischen Standard handelt, ist eine generische
Verwendbarkeit der von ATM vorgestellten Techniken und Methoden
natürlich nicht gegeben. Das gleiche Argument erklärt, warum ATM kei-
1Das Dokument [ATM-ARCH 02] ist selbst nur eine Zusammenfassung und ein Wegwei-
ser durch die Vielzahl von Einzeldokumenten in denen ATM spezifiziert ist.
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ne normalisierende Modellierung von Netz-QoS-Architekturen mit sich
bringen kann.
 ATM ist ein bis ins Detail ausspezifizierter Standard, der keinen Spiel-
raum für Produktorientierung lässt. Auch auf spezifische Einsatzszena-
rios wird kein Bezug genommen.
 Koppelungen innerhalb der ATM-Welt sind voll realisierbar und auch
realisiert worden.
 Von ATM wird die Dienstorientierung gut umgesetzt. In allen Dokumen-
ten werden Realisierungsaspekte strikt von Nutzerschnittstellen ge-
trennt. Die für eine Koppelung von ATM-Domänen notwendigen Proto-
kolle und Verfahren werden in eigenen Dokumenten (z.B. [ATM-UNI 02,
ATM-PNNI 02]) behandelt. Dabei wird auch der gesamte Lebenszyklus
zumindest implizit betrachtet.
 Das Management von ATM ist eine der großen Säulen in der Spezi-
fikation. Managementfragestellungen sind integraler Bestandteil des
Standards, insbesondere wird die Managementschnittstelle zum Kun-
den explizit betrachtet.
indexLANE Zur Koppelung mit nicht-ATM-Netzen sieht der Standard im Prin-
zip zwei Varianten vor. Eine Variante nennt sich LAN2 Emulation Over ATM
(LANE), die andere Multi-Protocol Over ATM (MPOA).
Wie der Name bereits andeutet, ist der Ansatz von LANE [ATM-LUNI 97, ATM LANE
ATM-LANE 98] die Nachbildung eines LANs nach der Art von z.B. Ethernet.
ATM gestattet bei LANE die Vereinbarung von QoS-Parametern. Allerdings
werden keine detaillierten Angaben oder Vorschläge gemacht, wie LANE zur
Koppelung an andere Netz-QoS-Architekturen verwendet werden kann.
MPOA [ATM-MPOA 99] baut selbst auf LANE auf. Es kann benutzt werden um ATM MPOA
z.B. IP direkt auf einer ATM-Infrastruktur zu betreiben. Allerdings ist in der
MPOA-Spezifikation festgelegt, dass keine QoS-Vereinbarungen getroffen
werden können. Damit ist MPOA zur Koppelung anderer Netz-QoS-Architek-
turen ungeeignet.
Insgesamt macht die ATM-Spezifikation also keine konkreten Angaben zur
Ankoppelung fremder Netz-QoS-Architekturen.
3.1.2 Integrated Services (IntServ)
Integrated Services (IntServ) ist eine Netz-QoS-Architektur, die im Rah-
men des Internet-Standardisierungsprozesses [RFC 2026] entstanden ist.
Der Standard ist zu Ende entwickelt und die zuständige Working Group
[IntServ-WG] ist abgeschlossen.
Der Ansatz von IntServ [RFC 2210, RFC 2215, RFC 2216] verfolgt wie ATM
die Reservierung von Ressourcen von Ende zu Ende um Qualitätsmerkma-
2Local Area Network (LAN)
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le durchzusetzen. Da es sich um einen Standard der Internet-Welt handelt,
setzt IntServ zum Datentransport auf das IP-Protokoll; der Datentransport
ist also verbindungslos. Für die Reservierung wird auf das Resource Reser-Reservierung mit
RSVP vation Setup Protocol (RSVP) [RFC 2205, RFC 2208, RFC 2209] zurückgegrif-
fen. Mit diesem Internet-Protokoll wird für jeden Datenstrom einzeln die Re-
servierung entlang des Pfades von Quelle zum Ziel durchgeführt.




ten festgelegt. IntServ spezifiziert hier zwei Varianten; den „Controlled-Load
Network Element Service“ [RFC 2211] und den „Guaranteed Quality of Ser-
vice“ [RFC 2212]. Durch den modularen Aufbau von IntServ können aber
auch proprietäre Modelle spezifiziert werden.
Die generelle Problematik von IntServ liegt in seiner schlechten Skalierbar-IntServ skaliert
schlecht keit. Dadurch, dass für jeden Datenstrom ein eigener Pfad reserviert wird,
müssen die Router, je näher sie sich an den Kernnetzen in der Providerhier-
archie (Abb. 2.4, S. 17) befinden, immer mehr Reservierungen verwalten. In
den Außenbereichen der Providerhierarchie ist dies gerade noch möglich.
Spätestens im Bereich der Kernnetze können die Reservierungen durch ihre
schiere Anzahl aber nicht mehr verwaltet werden.
Bezüglich der Anforderungen aus Sektion 2.4 stellt sich IntServ folgender-
maßen dar:
 Durch die Fokussierung auf IP ist eine generische Verwendung der Int-
Serv-Konzepte nicht möglich. Aus gleichem Grund ist das IntServ-Mo-
dell nicht für eine normalisierende Modellierung geeignet.
 IntServ ist in Teilen produktorientiert, da es zumindest möglich ist eige-
ne Dienstvarianten neben „Controlled-Load Service“ und „Guaranteed
Quality of Service“ einzusetzen.
 Der IntServ Standard bietet keine spezifischen Ausrichtungen für un-
terschiedliche Szenarios.
 Koppelungen innerhalb der IntServ-Welt sind möglich und wurden in
der Vergangenheit durchgeführt.
 Die Art, wie IntServ spezifiziert ist, ist nicht dienstorientiert. Der Stan-
dard nimmt, mit wenigen Ausnahmen (siehe nächster Punkt), eine im-
plementierungszentrierte Sicht ein.
 Zur Trennung zwischen Dienst und Realisierung sind in IntServ Ansätze
vorhanden. Durch den Einsatz von RSVP und dermodularen Spezifikati-
on der damit reservierbaren Eigenschaften wird die Anwendersicht von
Implementierungsfragen getrennt.
 Managementfragestellungen werden durch IntServ teilweise abge-
deckt. Zwar findet keine explizite Trennung in internes und kundenspe-
zifisches Management statt, aber immerhin sind MIBs für das Internet-
Management spezifiziert.
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 Der Lebenszyklus wird nicht vollständig abgedeckt. IntServ konzen-
triert sich voll auf die Betriebsphase.
Zur Interoperabilität gibt IntServ konkrete Spezifikationen für wenige Fäl- Interoperabilität
le vor, beispielsweise zu ATM in [RFC 2381, RFC 2382] und zu DiffServ in
[RFC 2998]. Generische Konzepte gibt der Standard keine an.
3.1.3 Differentiated Services (DiffServ)
Bei Differentiated Services (DiffServ) handelt es sich ebenfalls um ei-
ne Technologie, die im Rahmen des Internet-Standardisierungsprozesses
[RFC 2026] entstanden ist. Der Standard ist zu Ende entwickelt und die zu-
ständige Working Group [DiffServ-WG] ist abgeschlossen.
Im Basisteil von DiffServ [RFC 2475, RFC 2474, RFC 3086, RFC 3140, Basis-Spezifikation
ohne konkrete QoS-
Eigenschaften
RFC 3260] werden die Einbettung in das IPv4- und das IPv6-Protokoll sowie
die grundsätzlichen Mechanismen der Architektur beschrieben. DiffServ
unterscheidet sich darin von den beiden vorher vorgestellten Technologien
ATM und IntServ. Die QoS-Mechanismen von DiffServ sind komponenten-
zentriert spezifiziert. Der Ausgangspunkt von DiffServ ist nicht das Ge-
samtverhalten eines Datenstroms im Durchgang durch das gesamte Netz.
DiffServ konzentriert sich auf das Verhalten einzelner Router und wie sie
die Datenströme bei deren Durchgang behandeln. Diese Verhaltensspezifi-
kationen werden Per Hop Behaviour (PHB) genannt.
Mit genau diesen PHBs beschäftigen sich ergänzende Spezifikationen, wie Standardisierte und
freie PHBsz.B. Assured Forwarding (AF) [RFC 2597] und Expedited Forwarding (EF)
[RFC 3246, RFC 3247, RFC 3248]. Prinzipiell ist es mit DiffServ aber auch
möglich, dass jeder Anbieter seine eigenen PHBs und damit seine eigenen
QoS-Eigenschaften festlegt.





rig, Aussagen über das Gesamtverhalten eines Datenstroms zu treffen. Da-
durch, dass nur das Verhalten an einzelnen Knotenpunkten betrachtet wird,
hängt das Gesamtverhalten nicht nur von der individuellen Netztopologie
ab. Verschärft wird das Vorhersagbarkeitsproblem noch dadurch, dass bei
IP im Prinzip für jedes Paket eine eigene Wegewahlentscheidung getroffen
werden und sich damit der tatsächliche Weg eines Datenstroms jederzeit
verändern kann. Zusammen mit der Tatsache, dass DiffServ keinen Pfadbe-
griff (wie bei IntServ) kennt, können in DiffServ nur relative Qualitätsgaran-
tien gegeben werden. Deshalb wird DiffServ auch als eine Class-of-Service
(CoS)-Architektur bezeichnet.
Eine Überprüfung auf Erfüllung der Anforderungen aus Sektion 2.4 ergibt:
 Die hinsichtlich der Leistung deutlich eingeschränkte CoS-Architektur
DiffServ ist nicht geeignet einen allgemeinen Beitrag zur Lösung der
Koppelungsproblematik zu leisten.
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 Durch die Freiheiten im Standard ist eine Ausrichtung auf unterschied-
liche Dienstprodukte möglich. Allerdings lässt der Standard Lücken in
Fragen, wie damit bei einer Koppelung umzugehen ist.
 Selbst eine Realisierung von Koppelungen innerhalb der DiffServ-Welt
ist nicht ohne ergänzende (Forschungs-) Arbeiten möglich. Dies ist be-
dingt durch die Freiheiten / Ungenauigkeiten im Standard.
 Wie bei allen Architekturstandards kann das DiffServ-Modell nicht als
normalisierendes, allgemeines Modell dienen.
 Die Dienstorientierung findet in der Spezifikation keinerlei Verwen-
dung. Beispielsweise müssen selbst zur Realisierung einfacher Dienst-
vereinbarungen zusätzliche (Forschungs-) Arbeiten hinzugezogen wer-
den.
 Durch die komponentenzentrierte Spezifikationsweise werden der
Dienst und seine Realisierung vollständig vermischt.
 Managementfragestellungen werden durch DiffServ teilweise abge-
deckt. Zwar findet keine explizite Trennung in internes und kundenspe-
zifisches Management statt, aber immerhin sind MIBs für das Internet-
Management spezifiziert.
 Von einer Abdeckung des gesamten Lebenszyklus ist DiffServ weit ent-
fernt. Es werden nicht einmal alle Details der Betriebsphase geklärt.
Zur Interoperabilität von DiffServ mit anderen Netz-QoS-ArchitekturenKeine
Spezifikationen zur
Interoperabilität
macht der Standard selbst keinerlei Angaben. Durch die im Prinzip frei
wählbare Semantik der PHBs ist nicht einmal zwischen zwei DiffServ-Net-
zen eine „out-of-the-box“ Interoperabilität gegeben.
3.1.4 Universal Mobile Telecommunications
System (UMTS)
Universal Mobile Telecommunications System (UMTS) ist keine reine Netz-
QoS-Architektur, sondern eine Mobilfunkarchitektur der dritten Generation.
UMTS spezifiziert auchQoS-Eigenschaften – sowohl auf der Luftschnittstelle
als auch im Festnetz zu anderen Anbietern. Hier wird die zum Zeitpunkt der
Drucklegung der Arbeit aktuelle Fassung „Revision 6“ von UMTS betrachtet.
Die aktuell implementierte Fassung von UMTS ist „UMTS Revision ’99“.
UMTS ist ein sehr ausführlicher Standard. In Umfang und Detailgrad gleichtUMTS ähnlich
ausführlich wie ATM die UMTS-Spezifikation der von ATM. Im QoS-Bereich werden explizit und
detailliert unterschiedliche QoS-Kategorien, deren Parameter sowie deren
Bedeutung und Wertebereiche festgelegt. Die einzelnen Kategorien und Pa-
rameter erinnern auf den ersten Blick stark an jene von ATM, im Detail sind
aber signifikante Unterschiede erkennbar.
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Die Spezifikation der Interoperabilität innerhalb der Architektur gleicht Anforderungserfül-
lung wie bei
ATM
bezüglich den in dieser Arbeit gestellten Anforderungen denen von ATM.
Die Interoperabilität zu anderen Architekturen, insbesondere zu denen der Interoperabilität
noch nicht
standardisiert
Internet-Welt, sind bis jetzt nicht im Detail spezifiziert und sollen erst später
ausgearbeitet werden.
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3.2 Forschungsansätze
Neben der Arbeit in Standardisierungsgremien wurden und werden im Um-
feld von Netz-QoS-Architekturen auch weitere Forschungsarbeiten betrie-
ben. In dieser Sektion wird zuerst eine Arbeit vorgestellt, die zum Ansatz
in dieser Arbeit einen engen Bezug aufweist. Im zweiten Abschnitt werden
dann weitere Forschungsarbeiten charakterisiert und in den Kontext dieser
Arbeit einsortiert.
3.2.1 Schmitt – Heterogenious Network Quality of
Service Systems
Mit [SchmJB 01] hat Schmitt ein Werk vorgelegt, das sich im Kern mit der
gleichen Problematik auseinandersetzt, wie es diese Arbeit macht. Schmitt






















Control Path Data Path
consists of
Abbildung 3.1: Konzeptuelles ER-Modell nach [SchmJB 01]
Schmitt entwickelt ein generisches Modell, dessen Entity Relationship (ER)-ER-Modell
Diagramm in Abbildung 3.1 dargestellt ist. Im Zentrum des Modells steht die
QoS Architecture. Diese untergliedert sich in QoS Declarations und QoS Pro-
cedures. Der eine Teil modelliert statische Eigenschaften, konzentriert sich
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dabei aber ausschließlich auf die QoS-Parameter und QoS-Kategorien. Sta-
tische Eigenschaften des Datentransports bleiben unmodelliert. Der andere
Teil modelliert dynamische Vorgänge. Hier werden neben den QoS-relevan-
ten Teilen auch Belange der Datenübertragung betrachtet.
Eine Abstraktionsstufe über der QoS Architecture steht das QoS Model. Da-
mit sind allgemeine Verkehrsmodelle und generelle Annahmen zur Steue-
rung und Verkehrskontrolle gemeint.
In der QoS Strategy ist die konkrete Umsetzung und Verwendung einer QoS
Architecture durch einen Provider abgebildet.QoS Strategy undQoS Architec-
ture bilden zusammen einQoS System.
In seiner Arbeit konzentriert Schmitt sich auf die in Abbildung 3.1 grau hin- Fokussierung
schränkt Schmitt einterlegten Teile. Diese Fokussierung bringt allerdings einige Einschränkun-
genmit sich, die den Beitrag im Kontext dieser Arbeit problematisch erschei-
nen lassen. Strikt zu widersprechen ist Schmitt in folgender Aussage:
[SchmJB 01][S.17]: „ [The shaded entities] ... are the factual com-
ponents of a QoS system, whereas all the other entities can be
considered as context. As such they are taken into account for the
interworking, but do not lead to interworking problems themsel-
ves.“
Für den Teil QoS Model ist die Aussage noch akzeptabel. Auch in dieser Ar-
beit werden allgemeine Verkehrsmodelle und ähnliches ebenfalls nicht ex-
plizit betrachtet werden. Das begründet sich durch den hohen Abstraktions- Verkehrsmodelle
nicht konkret genuggrad von Verkehrsmodellen und ihrem nur mittelbaren Einfluss auf QoS-Ar-
chitekturen selbst. Somit können sie keinen direkten Beitrag zur Problemlö-
sung liefern.
Allerdings ist die Aussage, dass der Teil QoS Strategy selbst nicht zu Proble-
men bei der Vernetzung führen würde, als äußerst problematisch anzuse-
hen. Im Modell von Schmitt verbergen sich nämlich hinter der QoS Strategy
Teile, die bei dienstorientierter Betrachtung den Netz-QoS-Diensten zuzu-
schreiben sind:
 QoS Policy: „The QoS strategy consists of a formal QoS policy how a
provider exploits the features of the underlying QoS architecture.“ Da-
hinter verbergen sich also Aspekte, wie ein Provider eine Architektur
auf einen Netz-QoS-Dienst abbildet.
 QoS Tariffing: „...a QoS policy which allows for gradual activation of fea-
tures of the utilized QoS architecture is QoS tariffing.“ Abgesehen da-
von, dass der Begriff QoS Tariffing für die beschriebene kundenspezifi-
sche Dienstanpassung sehr irreführend ist, wäre dies in einer dienst-
orientierten Betrachtung ein wichtiger Bestandteil.
Selbst wenn QoS Tariffing im (korrekten) Kontext des Abrechnungsma-
nagements stehen würde, dürfte es aus Sicht des Dienstmanagements
nicht ignoriert werden. Die Bedeutung des Abrechnungsmanagements
im Dienstumfeld wurde in [Radi 03] ausführlich dargestellt.
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Allgemeine Anforderungen
Anforderungen Bewertung von [SchmJB 01]




Anforderungen an die Modellierung
Anforderungen Bewertung von [SchmJB 01]
Normalisierung %
Dienstorientierung 6
Trennung von Dienst und Realisierung 6
Management integraler Dienstbestandteil 6
Abdeckung des gesamten Lebenszyklus 6
4: erfüllt %: bedingt erfüllt 6: nicht erfüllt
Tabelle 3.1: Erfüllung von Anforderungen durch [SchmJB 01]




weitere Beachtung. Allerdings wurde in dieser Arbeit bereits gezeigt, dass
die dienstorientierte Betrachtung der Koppelungsproblematik notwendig
und sinnvoll ist. Beispielsweise hat das Szenario der Koppelung zwischen
IP Zugangs- und Kernnetzprovider (Abschn. 2.1.2) gezeigt, dass unterschied-
liche Ausprägungen derselben Netz-QoS-Architektur in Form unterschiedli-
cher Dienste bereits zu erheblichen Problemen bei der Koppelung führen
können.
Schmitts Arbeit nimmt keine dienstorientierte Sichtweise auf die Koppe-Keine
dienstorientierte
Betrachtung
lungsproblematik ein. Folglich lässt seine Arbeit Anforderungen wie die
Trennung von Dienst und Realisierung, Management als integraler Bestand-
teil und die Abdeckung des gesamten Lebenszyklus, wie sie nach Abschnitt
2.4.3 an eine Modellierung zu stellen sind, außer Acht. Einzig die ForderungNormalisierenden
Modellierung nur für
Architekturen
nach einer normalisierenden Modellierung wird erfüllt, allerdings nur auf
Ebene der Netz-QoS-Architekturen und nicht auf Dienstebene.
Zusammengefasst ergibt sich, bezogen auf die Anforderungen aus Abschnitt
2.4.1 und Abschnitt 2.4.3, der Überblick aus Tabelle 3.1. Die Anforderungen
aus Abschnitt 2.4.4 finden hier keine Anwendung, da Schmitts Arbeit nicht
den gleichen Lösungsansatz wie diese Arbeit verfolgt. Abschließend bleibt
festzustellen, dass Schmitts Arbeit keine Aspekte der DienstorientierungBeitrag später
wieder
berücksichtigt
berücksichtigt. Dennoch ist sein Beitrag wertvoll und wird auch im Fortgang




Die in der letzten Dekade veröffentlichten Forschungsaktivitäten aus dem
Bereich der Koppelung von Netz-QoS-Architekturen konzentrieren sich auf
drei Schwerpunkte:
 Bestimmte Architekturen
Viele Forschungsarbeiten beschränken sich bei der Koppelung auf ei- Bestimmte
Architekturenne oder wenige konkrete Netz-QoS-Architekturen. Beispielsweise ana-
lysiert [Camp 96] die Koppelungsproblematik nur anfangs noch allge-
mein, beschränkt sich aber sehr schnell nur auf Spezialfragen der ATM-
Architektur. [KZS 00] behandelt die Koppelung von IntServ mit ATM und
liefert dabei ein gutes Beispiel, dass obwohl ein Standard vorhanden
ist (siehe Abschn. 3.1.2), es aber auch Sinn machen kann andere Lö-
sungsvarianten zu diskutieren.
Einen breiten Raum nehmen Arbeiten zur Koppelung von DiffServ ein Schwerpunkt
DiffServ– sowohl mit anderen Netz-QoS-Architekturen als auch mit DiffServ
selbst. Da DiffServ viel Raum zur Forschung lässt (positiv gesehen) bzw.
so schlecht spezifiziert ist (negativ gesehen), wurden viele verschiede-
ne Varianten diskutiert. Beispiele liefern [TAPC+ 01, GBTB+ 02, Bles 04,
HCMO+ 04].
Auch der Ansatz von [XiBo 05] fällt unter die Kategorie der Beschrän-
kung auf bestimmte Architekturen. Zwar ist die dienstorientierte Sicht-
weise der Arbeit im Sinne einer Black-Box-Sicht konsequent umgesetzt,
aber die vorgestellte Lösung geht wiederum stillschweigend von Diff-
Serv-Netzen aus. Dadurch werden etliche Probleme sehr unterschiedli-
cher Architekturen (z.B. DiffServ versus ATM), wie sie später in Kapitel
5 behandelt werden, nicht in die Untersuchungen in [XiBo 05] mitein-
bezogen.
 Spezifische Anwendungen
Einige Arbeiten beschränken sich nicht auf bestimmte Netz-QoS-Ar- Spezifische
Anwendungenchitekturen, sondern auf bestimmte Anwendungen. Dadurch sind ih-
re Lösungen wiederum szenariospezifisch. Jüngere Arbeiten sind z.B.
[HeRa 05] für Multimedia-Ströme und [BaBa 04] für VoIP.
 Isolierte Teilaspekte der Koppelungsproblematik
Die dritte generelle Problematik etlicher Forschungsarbeiten besteht Isolierte Teilaspekte
darin, dass sie zwar teilweise generisch angelegt sind, dabei aber nur
isolierte Teilaspekte der Koppelungsproblematik behandeln ohne die-
se in einen größeren Kontext einzuordnen. Einige neuere Beispiele
sind: Managementintegration mit speziellen Implementierungstechni-
ken [SGGG+ 01, VVWM+ 02, GrSe 05], Accounting [BSFR 05], Überlast-
kontrolle [LaOw 05], Stromaggregation [QGMT+ 05].
Durch jede der drei Fokussierungen ist eine universelle und generische Be- Generische
Betrachtungen nicht
im Fokus
trachtung der Koppelungsproblematik aus dem Blickfeld geraten. Auch die
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Arbeiten, die Teilaspekte der Koppelungsproblematik untersuchen, lassen
sich nicht unmittelbar zu einer großen Gesamtlösung kombinieren, weil
entweder bei den Betrachtungen weitergehende Einschränkungen gemacht
wurden oder die Arbeiten nicht in einem generischen Gesamtkontext ent-
wickelt wurden.
Unmittelbar lassen sich die genannten Arbeiten nicht für die anstehendeIntegration
bestehender
Arbeiten
Aufgabe dieser Arbeit verwenden. Wohl aber werden sich später die Teiler-
kenntnisse der bestehenden Forschungsarbeiten durch diese Arbeit in einen




Exemplarisch für viele Großprojekte zur Etablierung eines QoS-fähigen Netz-
verbundes werden in dieser Sektion zwei typische Vertreter vorgestellt.
Beide typischen Vertreter zeigen – in unterschiedlichem Ausmaß – das Pro- Typische
Großprojekteblem, dass sich Großprojekte meist auf eine sehr enge Auswahl an konkre-
ten Netz-QoS-Architekturen beschränken. Innerhalb des durch die konkre-
ten Architekturen gesteckten Rahmens findet sich dann eine große Band-
breite hinsichtlich der allgemeinen Verwendbarkeit.
Durch ihre Spezialisierung auf bestimme Architekturen und Technologien Spezialisierung
beschränkt
Verwendbarkeit
können Großprojekte in der Regel keinen allgemeinen Beitrag zum Ansatz
dieser Arbeit liefert.
3.3.1 Projekt TEQUILLA
Das TEQUILLA-Projekt [TEQUILA-HP] war ein von der Europäischen Union
gefördertes Großprojekt zur Entwicklung einer domänen- und länderüber-
greifenden QoS-fähigen Netzarchitektur. Die Ausgangsbasis des TEQUILLA-
Projekts war:
 Es wird nur DiffServ und IntServ betrachtet.
 Für IntServ werden nur die Standardmodelle Best Effort, Controlled
Load und Guaranteed Service unterstützt.
 Für DiffServ werden nur die Standard PHBs Expedited Forwarding und
Assured Forwarding unterstützt.
 RSVP-Signalisierung wird nur für IntServ unterstützt.
 Weder an IntServ noch an DiffServ werden Erweiterungen oder Verän-
derungen vorgenommen.
 Im Kernnetzbereich wird ausschließlich DiffServ unterstützt.
Misst man die Ergebnisse des TEQUILLA-Projekts [DGCG+ D3-4a, Abgleich mit
AnforderungenDGCG+ D3-4b, DGCG+ D3-4c] an den Anforderungen aus Sektion 2.4, kommt
man zu folgendem Fazit:
 Das TEQUILLA-Projekt ist durch seine Beschränkung auf DiffServ und
IntServ nicht allgemein anwendbar.
 Durch die Beschränkung auf die Standard-PHBs von DiffServ und die
Standardmodelle von IntServ werden Dienstspezifika, wie sie durch die
Basisstandards durchaus vorgesehen wären, nicht betrachtet. Deshalb
ist im Rahmen von TEQUILLA keine Produktorientierung möglich.
 Verschiedene Anwendungsszenarios und deren Einflüssewerden durch
TEQUILLA durchaus betrachtet. Im Rahmen des Projektumfangs kann
das Koppelungsergebnis szenariospezifisch gesteuert werden.
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 Insgesamt ist die von TEQUILLA vorgeschlagene Lösung realisierbar,
was als Teil des Projekts auch gezeigt wurde.
 Durch die Beschränkung von TEQUILLA auf zwei konkrete Architekturen
findet keine allgemeine normalisierende Modellierung statt.
 Dienstorientierung, Trennung von Dienst und Realisierung und die Be-
trachtung von Management als integralen Systembestandteil werden
in TEQUILLA umgesetzt, allerdings nur im beschränkten Projektrahmen
und nicht allgemein.
 TEQUILLA deckt den gesamten Lebenszyklus der Koppelung ab. Beson-
ders Fragen der Dienstvereinbarung werden im Projekt untersucht.
Für den speziellen Fall eines Netzverbundes, in dem DiffServ in den Kernbe-Kein generischer
Beitrag reichen und DiffServ oder IntServ in den Außenbereichen Verwendung fin-
den, liefert TEQUILLA einen umfassenden und sehr guten Lösungsansatz.
Insgesamt kann TEQUILLA aber keinen allgemeinen Beitrag zur Lösung der
Koppelungsproblematik leisten.
3.3.2 Projekt QUASAR
Das QUASAR-Projekt [QUASAR-HP] hatte zur Aufgabe eine Architektur zur
Implementierung von QoS im Gigabit-Wissenschaftsnetz (G-WiN) des Deut-
schen Forschungsnetz (DFN) Vereins zu entwickeln. Ganz im Fokus des Pro-
jektes standen...
[BCCK+ M6]: „ ... eine pragmatische Herangehensweise, Anwend-
barkeit in einer heterogenen Umgebung und Berücksichtigung der
Anforderungen mehrfacher, von einander unabhängiger admini-
strativer Netz-Domains. “
Ergebnisse und Projektverlauf sind in [BJMT+ M1, BCJM+ M2, BCCG+ M3,
BCCE+ M4, BCCE+ M5, BCCK+ M6] dokumentiert.
Die im Projekt entworfene Architektur stützt sich bei der Definition sei-
ner anspruchsvollsten von drei Dienstklasse auf die Expedited Forwarding
(EF) PHB von DiffServ. Explizit offen gelassen wird, wie die von EF PHB ge-
forderten Eigenschaften implementiert werden. U.a. werden neben klassi-
schen reinen IP-Router-Implementierungen auch ATM-Implementierungen
erwähnt.
Im Lichte der Anforderungen aus Sektion 2.4 zeigt QUASAR das folgendeAbgleich mit
Anforderungen Bild:
 Die QUASAR Architektur ist durch die strikte Beschränkung auf EF PHB
nicht generisch einsetzbar.
 Innerhalb des Projektrahmens ist durch die Freiheit der konkreten Im-




 Anpassungen auf unterschiedliche Szenarios sieht das Projekt nicht
vor. Es ist spezifisch auf die Bedürfnisse des DFN zugeschnitten.
 Die Realisierbarkeit wurde als Teil des Projekts explizit gezeigt.
 Eine normalisierende Modellierung im generischen Sinn findet nicht
statt.
 Was eine allgemeine Dienstorientierung angeht, zeigt das Projekt ein
durchwachsenes Bild. Teilweise sind Ansprüche der Dienstorientierung
gut verwirklicht (siehe z.B. nächster Punkt), andererseits werden wich-
tige Voraussetzungen zur Dienstorientierung (z.B. der Lebenszyklus)
nicht betrachtet.
 Die Trennung von Dienst und Realisierung ist im konkreten Projektrah-
men dadurch gegeben, dass für jede Domäne ein Verhalten nach EF
PHB gefordert wird, dessen technische Realisierung jeder Domäne aber
freigestellt ist.
 Managementfragestellungen nehmen einen breiten Raum in QUASAR
ein. Insbesondere Fragestellungen der Messung werden intensiv erör-
tert.
 Eine Abdeckung des gesamten Lebenszyklus findet nicht statt. Getreu
seiner „pragmatischen Herangehensweise“ fokussiert das Projekt klar
die Betriebsphase.
Insgesamt bleibt festzustellen, dass QUASAR ein spezifisches Projekt ist, Szenariospezifischer
Ansatzdas an den meisten Stellen auf die speziellen Bedürfnisse des Szenarios
zugeschnitten ist.
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3.4 Zusammenfassung und
benachbarte Gebiete
In den vorangegangenen Sektionen wurde der Status quo der Koppelung
von Netz-QoS-Architekturen in Architekturstandards, Forschungsarbeiten
und Großprojekten aufgezeigt. Tabelle 3.2 stellt die Ergebnisse anhand der
Anforderungen aus Sektion 2.4 im Überblick dar.







































6 6 6 6 4 (%) 6 6
Produktorientierung 6 (%) (%) 6 6  6 (4)
szenariospezifische
Ergebnisorientierung
6 6 6 6 %  (4) 6
Realisierbarkeit
(relativ)
4 4 % 4 4 (4) 4 4
Normalisierung
(absolut)
6 6 6 6 % (%) 6 6
Dienstorientierung (4) 6 6 (4) 6  (4) (%)
Trennung von Dienst
und Realisierung
(4) (%) 6 (4) 6  (4) (4)
Management integraler
Dienstbestandteil
(4) (%) (%) (4) 6  (4) (4)
Abdeckung des
gesamten Lebenszyklus
(4) 6 6 (4) 6  4 6
Heterogene Koppelung 6 4 6 6 4 (%) 4 4
4 erfüllt
% nur teilweise erfüllt
6 nicht erfüllt
(4) im Rahmen der Einschränkungen erfüllt
(%) im Rahmen der Einschränkungen nur teilweise erfüllt
 im Überblick nicht anwendbar
Tabelle 3.2: Erfüllung der Anforderungen durch den Status quo im Überblick
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Zusammenfassend lässt sich feststellen:
 Standards zeigen eine gewisse Ignoranz anderen Netz-QoS-Architektu- Standards ignorieren
andere Standardsren gegenüber. Von ihnen ist kein generischer Lösungsbeitrag zu erwar-
ten.
 Großprojekte fokussieren häufig auf die Implementierung und fixieren Großprojekte nicht
generischeine feste Menge konkreter Architekturen. Sie leisten keinen generi-
schen Beitrag.
 Bei Forschungsarbeiten zeigt sich ein ähnliches Bild. Ausgangsbasis Forschungsarbeiten
häufig nur
Teilprobleme
sind meist feste Architekturen oder Anwendungen. Dort, wo dies nicht
der Fall ist, werden nur kleine Teilaspekte der Koppelungsproblematik
behandelt.
 Dort, wo umfangreich die gestellten Anforderungen erfüllt werden, ge- Forschungsarbeiten
häufig eingeschränktschieht das nur in einem eng gesteckten Rahmen konkreter Architektu-
ren.
 Überall dort, wo Realisierbarkeit gegeben ist, mangelt es an nachhalti- Realisierbarkeit
bedeutet Mangel an
Generik
ger und allgemeiner Anwendbarkeit.
 Im Sinne der Zielstellung dieser Arbeit ist die Arbeit von Schmitt Schmitts Beitrag
generisch aber nicht
dienstorientiert
[SchmJB 01] ein sehr interessanter Beitrag, weil darin ein generischer
Standpunkt eingenommenwird. Allerdings wird von Schmitt die Dienst-
orientierung außer Acht gelassen.
Damit ist deutlich geworden, dass die Koppelungsproblematik von Netz- Bedarf für diese
ArbeitQoS-Architekturen in einem generischen Sinn durch den aktuellen Stand in
Standards und Forschung nicht zufriedenstellend gelöst wird. Somit besteht
Raum und Bedarf für diese Arbeit.
Im QoS-Bereich gibt es weitere benachbarte und spezielle Gebiete, die nicht
im direkten Fokus dieser Arbeit stehen. Hier sind beispielsweise Queue Ma-
nagement, Constraint Based Routing, Intradomain Traffic Engineering / Ma-
nagement, QoS / Constraint-Based Routing, Congestion Avoidance / Ma-
nagement und Service Level Management zu nennen. Auf zwei weitere be-
nachbarte Aspekte wird im Folgenden noch näher eingegangen.
3.4.1 Basistilechnologie MPLS
Wie in Abschnitt 2.2.2 bereits erläutert, basieren reale Implementierungen
von Netz-QoS-Diensten in einigen Fällen auf Basistechnologien oder Basis-
Rahmenwerken. Sie stellen grundlegende Mechanismen zur Verfügung, die MPLS stellt
grundlegende
Mechanismen bereit
sich zwar zur Realisierung von Netz-QoS-Architekturen eignen, selbst aber
noch keine Netz-QoS-Architektur im Sinne von Abschnitt 2.2.1 darstellen.
In den letzten Jahren hat dabeiMulti Protocol Label Switching (MPLS), ein
von der IETFWorking Group [MPLS-WG] entwickelter Internet-Standard, eine
bedeutende und noch stetig wachsende Verbreitung erfahren. Die steigende
Marktdurchdringung dieser konkreten Basistechnologie ist der Grund dafür,
weshalb sie hier explizit erläutert und eingeordnet wird.
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Forwarding equivalency classes (FECs)
MPLS
Abbildung 3.2: Grundidee von MPLS (nach [Roel 01])




gewahl bzw. Weiterleitung einerseits und der Vorgang der Weiterleitung
von Paketen andererseits untrennbar miteinander verwoben (linker Teil von
Abb. 3.2). Die Grundidee von MPLS besteht darin, diese beiden Vorgänge
explizit voneinander zu trennen (rechter Teil von Abb. 3.2). Dies ermöglicht
es, mehrere verschiedene Kontrollmechanismen parallel nebeneinander zu
betreiben. Die Kontrollmechanismen teilen die Pakete in sog. Forwarding
Equivalency Classes (FEC) ein. Jede FEC definiert dabei eine Menge von Pa-
keten, die auf gleiche Weise weitergeleitet werden sollen. Der Vorgang der
Weiterleitung selbst basiert auf einem einheitlichen Algorithmus, nämlich
dem der ATM-Welt entliehenen label swapping Prinzip. Der Weiterleitungs-
algorithmus wird hier nicht näher betrachtet.





selbst und Zusatzspezifikationen, die MPLS mit anderen Technologien kom-
binieren, zu trennen. MPLS definiert eine Zwischenschicht unterhalb der
OSI-Schicht 3 und oberhalb von OSI-Schicht 2 (Abb. 3.3). In der Basisspe-
zifikation [RFC 3031] wird ein schichtunabhängiger Teil definiert, in dem der
Forwarding-Mechanismus und die Beschaffenheit der Labels festgelegt wer-
den. Der Forwarding-Mechanismus benutzt alleine semantiklose Marken,
die sog. Labels, sowie das Interface, an dem ein Paket ankommt, um zu ent-
scheiden, an welches Interface das Paket weitergeleitet werden soll und mit
welcher Marke es versehen wird. Dieser ATM-ähnlicheMechanismus ermög-
licht es, analog zu ATM, für die Weiterleitung schnelle Switching-Komponen-
ten anstatt vergleichsweise langsame Router einzusetzen. In Richtung der
nach „oben“ und „unten“ angrenzenden Schichten werden Basismechanis-
men angeboten, die für eine schichtspezifische Abbildung auf und vonMPLS
benutzt werden können. Es ist zu betonen, dass die Basisspezifikation den-
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Abbildung 3.3:MPLS im OSI-Schichtenmodell (nach [Roel 01])
noch unabhängig von Schicht 3 und 2 gehalten ist (und das obwohl es sich
um einen Internet-Standard handelt).
Die Zusatzspezifikationen vonMPLS beziehen sich einmal auf die Abbildung Schichtspezifische
Abbildungendes Basismechanismus auf Schicht 2. Hier bestehen beispielsweise Defini-
tionen für Ethernet (in [RFC 3031] enthalten), Frame Relay (FR) [RFC 3034]
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und ATM [RFC 3035]. Speziell bezüglich dieser Arbeit sei erwähnt, dass ATM
hier nicht primär in seiner Eigenschaft als QoS-Architektur genutzt wird,
sondern als gewöhnliche Technologie der Schicht 2 gesehen wird. Auch zur
Abbildung von Technologien der Schicht 3 auf MPLS existieren zusätzliche
Standards, beispielsweise für die Netz-QoS-Architekturen IntServ / RSVP
[RFC 3209] und DiffServ [RFC 3270]. Aber auch zur Realisierung von Anwen-
dungen, die keine Qualitätseigenschaften umfassen, lässt sich MPLS ein-
setzen, z.B. VPN-Dienste (ohne dass diese QoS-fähig sind) [DaRe 00] und
für Anwendungen im Bereich des reinen Traffic-Engineerings. Diese Beispie-
le unterstreichen den Charakter einer Basistechnologie.
Nachdem bereits deutlich geworden ist, dass MPLS nicht als eine Netz-QoS-MPLS liefert keinen
Beitrag Architektur sondern als Basistechnologie einzustufen ist, stellt sich die Fra-
ge, warum MPLS mit seinem schichtunabhängigen Teil nicht zur Lösung der
Koppelungsproblematik beitragen kann. Die Antwort darauf liegt schlicht in
der Tatsache begründet, dass MPLS weder für FECs noch für Labels eigene
Semantiken oder auch nur Spezifikationsrichtlinien mitbringt. Dadurch wer-
den die Architekturspezifika von Netz-QoS-Architekturen, die sich auf MPLS
stützen, unmittelbar nach MPLS hinein übernommen. Somit kann MPLS
selbst keinen allgemeinen Beitrag zur Lösung der Koppelungsproblematik
leisten. Warum MPLS selbst bei gleichen zu koppelnden Architekturen kei-
ne generische Lösung bieten kann, wird in [Roel 01] gezeigt.
3.4.2 Spezifikation von QoS
Im späteren Verlauf der Arbeit wird klar werden, dass eine möglichst exakte
Spezifikation von QoS bzw. von QoS-Parametern ein wichtiger Punkt in der
Modellierung von Netz-QoS-Architekturen ist. Alleine das Gebiet der Spezifi-
kation von QoS-Parametern ist ein so weites Feld, dass es im Rahmen dieser
Arbeit nicht erschöpfend behandelt werden kann. In [Gars 04] werden ex-
emplarisch 18 verschiedene Ansätze zur QoS-Spezifikation vorgestellt und
anhand eines detaillierten Anforderungskatalogs untersucht.
Dass für die QoS-Spezifikation selbst noch nicht alle Forschungsfragestel-Aspekte der QoS-
Spezifikation lungen abgeschlossen sind, wird in [GaRo 04] anhand des Layer - Aspect -
Life cycle (LAL)-Kubus (Abb. 3.4) aufgezeigt. Der Name rührt von den Ach-
sen dieses Kubus her:
 Layer of abstraction: Abstraktionsebene im geschichteten System, von
konkreten (Hard- und Software-) Ressourcen über Anwendungen hin
zur Ebene der Anwender.
 Service Aspect: Neben den elementaren Dienstbestandteilen Funktio-
nalität und Management (siehe auch Abschnitt 4.2.1) stellt die durch
einen Dienst bereitgestellten / verarbeiteten Informationen einen eige-
nen Aspekt dar.
 Life cycle phase: Der Lebenszyklus eines Dienstes (siehe auch Ab-
schn. 4.3.2)
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Abbildung 3.4: LAL-Kubus (nach [GaRo 04])
Nach [GaRo 04] muss für eine vollständige Behandlung der QoS-Spezifikati- QoS-Spezifikation
noch nicht völlig
abgedeckt
on des gesamten LAL-Kubus abgedeckt werden. Trägt man die bisherigen
Ansätze in den LAL-Kubus ein, wie in Abbildung 3.4 geschehen, erkennt
man, dass dieses Ziel bei weitem noch nicht erreicht ist: Die dunkelgrauen
Bereiche markieren jene, die ausreichend abgedeckt sind, die gepunkteten
sind es nur teilweise. Erschwerend kommt hinzu, dass die Teilabdeckung
nicht mit einem Ansatz oder zumindest mehreren integrierten Ansätzen er-
reicht wird, vielmehr stehen die einzelnen Ansätze noch alleine nebeneinan-
der.
Der neue Ansatz aus [Gars 04] stellt einewesentliche Verbesserung hinsicht-
lich der Dienstorientierung im Allgemeinen und der Integration des Dienst-
lebenszyklus im Besonderen dar. Hervorzuheben ist, dass auch der Aspekt
der Messung als Teil der Semantik von QoS-Parametern breite Beachtung
findet. Auf den Ansatz von [Gars 04] wird später noch zurückgegriffen wer-
den.
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In diesem Kapitel wird der erste von zwei großen Teilen des Lösungsansat- Erster Teil des
Lösungsansatzeszes vorgestellt. Im Folgenden wird zuerst nochmals der gesamte Ansatz zu-
sammenfassend gezeigt und dann ein Überblick über diesen ersten Schritt
gegeben.
Erste wichtige Erkenntnisse werden durch eine Vertiefung der Dienstorien- Dienstmodellierung
tierung gewonnen. Sie liefert die Fokussierung für die sich anschließen-
den beiden Modellierungsschritte. Diese beiden Modellbildungen behan- Zwei Modellierungs-
schrittedeln dann nacheinander zuerst Netz-QoS-Architekturen und anschließend
die darauf aufbauenden Netz-QoS-Dienste.
Im Ergebnis wird dieses Kapitel in Form einzelner Modelle die notwendige
Ausgangsbasis für die dann im nächsten Kapitel entwickelte Methodik lie-
fern.
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Kapitel 4: Modellierung von Netz-QoS-Diensten
4.1 Lösungsidee und Vorgehen
Um das Vorgehen in diesem Kapitel motivieren zu können, wird im Fol-
genden die dieser Arbeit zugrunde liegende Lösungsidee erläutert. Im An-
schluss daran wird dann das Vorgehen für das restliche Kapitel beschrieben.




verfolgt diese Arbeit einenWeg, der sich in einem Satz als „Generischer Weg
zur Gewinnung einer spezifischen Lösung“ beschreiben lässt. Dabei werden








Abbildung 4.1: Aktivitätsdiagramm für das Vorgehen in diesem Kapitel
Ausgangspunkt des ersten Hauptschrittes sind die zu koppelnden Netz-
QoS-Dienste. Sie werden durch Modellierung in eine normalisierte Darstel-1. Hauptschritt:
Normalisierung
durch Modellierung
lung überführt. Mit diesem Teil wird sich dieses Kapitel beschäftigen. Durch
die Normalisierung ist die Grundlage gelegt, ummittels der generischenMe-
thodik die fallspezifische Lösung gewinnen zu können, d.h. dort wird der ei-
gentliche Koppelungsvorgang besprochen werden. Das nächste Kapitel wird
diese Methodik erarbeiten.
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4.1 Lösungsidee und Vorgehen
Die Entwicklung der normalisierenden Modellierung in diesem Kapitel wird Teilschritte als UML-
Aktivitätsdiagrammsich wiederum in Teilschritte untergliedern. Abbildung 4.1 stellt das Vorge-
hen als UML-Aktivitätsdiagramm [OMG 03-03-01]1 dar:
I) Ein grundlegender Ausgangspunkt dieser Arbeit ist die Ebene der Dien- 1. Teilschritt:
Dienstorientierung
zur Fokussierung
ste. Der gewählte Lösungsansatz fokussiert also Netz-QoS-Dienste im
Kontrast zu Netz-QoS-Architekturen. Die Dienstorientierung des Ansat-
zes fügt der Arbeit grundlegende Charakteristika hinzu, die im Teil-
schritt in Sektion 4.2 herausgearbeitet werden.
II) Nach der Einordnung des Begriffs Netz-QoS-Dienst aus Sektion 2.2 ba- 2. Teilschritt: Modell
für Netz-QoS-
Architekturen
siert jeder Netz-QoS-Dienst auf genau einer Netz-QoS-Architektur. Ab-
bildung 2.9, Seite 28 stellt dies auch bereits in einem Meta-Modell dar.
Entsprechend wird im nächsten Teilschritt zunächst eine Modellierung
von Netz-QoS-Architekturen vorgenommen (Sekt. 4.3) an dessen Ende
ein Modell für Netz-QoS-Architekturen aus Dienstsicht steht.
In der Anwendung bedeutet dies, dass bei mehrereren Diensten, die
auf derselben Architektur beruhen, deren Basis nur einmal modelliert
werden muss.
III) Der letzte Teilschritt in diesem Kapitel beschäftigt sich schließlich mit 3. Teilschritt: Modell
für Netz-QoS-
Dienste
der Modellierung der eigentlichen Netz-QoS-Dienste. Dabei wird die im
vorangegangenen Teilschritt gewonnene Architektur-Modellierung ver-
feinert, und dieMöglichkeit geboten, diese umdie für den individuellen
Dienst spezifischen Aspekte zu erweitern. Das Ergebnis ist ein Modell
für Netz-QoS-Dienste.
Formalisiert man die informelle Darstellung der Methodikanwendung aus Formalisierte Metho-
dikanwendungAbbildung 2.15, Seite 41 ebenfalls in einem UML-Aktivitätsdiagramm, so er-
hält man die Darstellung aus Abbildung 4.2. Die beiden Netz-QoS-Dienste
A und B sind jetzt als Objekte dargestellt. Der Schritt „dienstorientierte Mo-
dellierung“ aus Abbildung 2.15, Seite 41 ist entsprechend der Teilschritte
verfeinert dargestellt.
Im ersten Schritt werden die den Diensten zugrunde liegenden Netz-QoS- Modellierung
ArchitekturenArchitekturen α und β durch die Architektur-Modellierung normalisiert; in
Abbildung 4.2 als Modell α und Modell β dargestellt. Im zweiten Schritt,
der Dienstmodellierung nämlich, werden dann die Netz-QoS-Dienste A und Modellierung
DiensteB selbst unter Einbeziehung der normalisierten Architekturmodelle model-
liert; man erhältModell A undModell B. Der sich daran anschließende Schritt
der Methodikanwendung wird im nächsten Kapitel verfeinert werden.
Abbildung 4.3 gibt einen gemeinsamen Überblick über die beiden Ebenen
des Vorgehens. Dabei werden die Zusammenhänge zwischen den auftreten- Zusammenhänge zur
Begriffsbildungden Objekten mit den Begriffen aus Sektion 2.2 herausgearbeitet. In der
mittleren und rechten Spalte sind die Vorgehensmodelle für Modellentwick-
1In dieser Arbeit wird die UML in der Version 1.5 verwendet. Die neue Version 2.0 ist
zum Zeitpunkt der Erstellung der Arbeit zwar weit fortgeschritten, aber noch nicht endgültig
verabschiedet.
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lung und Anwendung des Modells dargestellt. Dazwischen ist ersichtlich,
welches Modell in der Anwendung eine Instanz welchen Modellteils der ge-
nerischen Modellierung ist. In der linken Spalte ist die Begriffsbildung plat-
ziert. Dabei sind jene Teile dargestellt, die von der generischen Modellie-


















ist Realisierungsbasis ist Realisierungsbasis
Architekturmodellierung
Dienstmodellierung
Abbildung 4.2: Aktivitätsdiagramm der Methodikanwendung
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Abbildung 4.3: Ebenen Begriffe, Modell und reale Instanzen
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4.2 Folgen der Dienstorientierung
Dem Vorgehensmodell aus der vorangegangenen Sektion folgend werden in
dieser Sektion die Folgen der Dienstorientierung für dieModellierung einge-
hend betrachtet. Ausgehend von den Erkenntnissen aus dem MNM-Dienst-
modell werden dann spezifische Eigenschaften für die dienstorientierte Mo-
dellierung von Netz-QoS-Architekturen und -Diensten herausgearbeitet.
4.2.1 Dienstorientierung anhand des MNM-
Dienstmodells
Das in Abschnitt 2.2.3 eingeführte MNM-Dienstmodell [GHHK+ 01,Sichten im MNM-
Dienstmodell GHKR+ 01] hält neben des bereits bekannten Basis-Modells (Basic Mo-
del) (Abb. 2.7, S. 25) auch noch weitere sog. Sichten (views) bereit. Für ein
gemeinsames Verständnis eines Dienstes auf Seiten von Dienstleister und
-nehmer wird der Dienst mittels der Dienstsicht (Service View) (Abb. 4.4) nä-Dienstsicht des
MNM-Dienstmodells her spezifiziert. Dabei zeigt die Dienstsicht detailliert die Grenzen zwischen
den jeweiligen Seiten auf und ist somit geeignet, die Dienstorientierung für
diese Arbeit näher zu untersuchen.
Dem Konzept der Dienstorientierung aus Dienstnehmersicht folgend, ste-
hen realisierungsunabhängige Eigenschaften eines Dienstes bei der Dienst-realisierungsunab-
hängige
Eigenschaften
sicht im Vordergrund. Umgesetzt wird dies durch eine strikte Trennung zwi-
schen Objekten auf Dienstleister / -nehmerseite und den davon unabhängi-
gen Objekten. Hieraus ergibt sich die Unabhängigkeit des Dienstes an sich
von seiner Realisierung.
Bezüglich des ATM-Dienstes aus dem Szenario von Abschnitt 2.1.1Dienstnehmer /
-leister im VoIP-
Beispiel
bedeutet das, dass die ALV AG auf der Dienstnehmerseite steht
und die Data-Systems auf der Dienstleisterseite.
4.2.1.1 Seitenunabhängiger Teil
Entsprechend den in [GHHK+ 01] durchgeführten Anforderungsanalyse wird
ebenfalls die Unterscheidung der beiden fundamentalen Funktionalitätsar-
ten vollzogen: Demnach besteht der Dienst (service) aus Nutzfunktionali-Unterscheidung
fundamentaler
Funktionalitätsarten
tät (usage functionality) und Managementfunktionalität (management func-
tionality) sowie den an sie gestellten Qualitätsanforderungen. Beide Funk-
tionalitätsarten müssen daher eine bestimmte Menge von QoS-Parametern
einhalten. Die KlasseQoS parameters definiert dabei nur die Typen der QoS-Klasse „QoS
parameters“ Parameter und höchstens eine zu erbringende Mindestanforderung, damit
der Service erfüllt ist.
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Abbildung 4.4: Dienstsicht (Service View) des MNM-Dienstmodells
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Die usage functionality stellt die eigentliche Dienstfunktionalität bereit. SieNutzfunktionalität
umfasst alle konkreten Interaktionen zwischen Dienstnehmer- und Dienst-
leisterseite, die den Dienst ausmachen.
Die Nutzfunktionalität des ATM-Dienstes ist beispielsweise dieNutzfunktionalität
im VoIP-Beispiel Möglichkeit ATM-Verbindungen unter Bestimmung der QoS-Kate-
gorie vom Standort M zum Standort L und umgekehrt aufzubauen.
Die QoS-Parameter sind jene der verschiedenen ATM QoS-Katego-
rien aus Tabelle 2.1, Seite 21.
Interaktionen, die der Kunde zur Steuerung des Dienstes, zur Überwachung
der Dienstqualität und Abrechnung und Bezahlung des Dienstes nutzt, sind
dabei aber nicht Teil der Nutzfunktionalität der Dienstes, sondern werdenManagementfunktio-
nalität durch die Managementfunktionalität (management functionality) abgedeckt.
Für das ATM-Szenario könnte die Managementfunktionalität desManagementfunktio-
nalität im VoIP-
Beispiel
Dienstes beispielsweise die Abrechnung der in Anspruch genom-
menen ATM-Verbindungen sein. Weiterhin sind Reporting-Funktio-
nalitäten über in Anspruch genommene Verbindungen, über über-
tragene Datenmengen und über dienstnehmerseite Einhaltung der
durch den ATM-Dienst verlangten Verkehrscharakteristika Beispie-
le von Managementfunktionalität.
Mit den bisher vorgestellten Klassen ist der Dienst zwar realisierungsun-
abhängig spezifiziert, jedoch stehen dem Nutzer bzw. Kunden die Dienst-
bzw. Managementfunktionalität noch nicht zum Zugriff zur Verfügung. Zu




lisierungsunabhängig Schnittstellen beschreiben, an denen die Funktionali-
tät zugreifbar gemacht wird. Diese Schnittstellenbeschreibung kann in Ab-
hängigkeit des Dienstes aus Dienstprimitiven, Protokollen, aber auch Hard-
ware-Schnittstellen bis hin zu Steckerbelegungen bestehen.




lität werden jeweils eigene Schnittstellen spezifiziert: Der Dienstzugangs-
punkt (service access point) für die Nutzfunktionalität und der sog. customer
service management (CSM) access point [LaNe 00] für die Managementfunk-
tionalität.
Im Falle des ATM-Dienstes könnte der Dienstzugangspunkt fürDienstzugangspunk-
te im VoIP-
Beispiel
die Nutzfunktionalität über einen ATM-Standard zur Abbildung
auf Medien der Bitübertragungsschicht spezifiert werden, z.B.
[ATM-PHY 01]. Würde die Managementfunktionalität Web-basiert
angeboten werden, wäre die Spezifikation der CSM access points
die URL des Web-Servers, sowie die für den Zugriff notwendigen
Authentisierungsinformationen.
Mit den bisher eingeführten Klassen besteht allerdings noch keine ver-
tragliche Beziehung zwischen Kunden und Anbieterdomäne. Erst über eine
Dienstvereinbarung (service agreement) wird eine vertraglich wirksame Be-Dienstvereinbarung
ziehung zwischen Kunde und Anbieter beschlossen. In dieser Dienstverein-
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barung werden, entsprechend der Definition des Dienstes, Nutz- und Mana-
gementfunktionalität aus Kundensicht beschrieben und den QoS-Parame-
tern konkrete Wertebereiche zugeordnet, die durch den Dienstleister einzu-
halten sind.
4.2.1.2 Dienstnehmerdomäne
Auf der Dienstnehmerseite finden sich analog zum Basis-Modell die beiden
Rollen customer und user wieder. Der Nutzer des Dienstes nutzt diesen, in- Fundamentalrollen
Nutzer und Kundedem er mittels eines service client über den service access point auf die Nutz-
„Clients“ für beide
Funktionalitätsarten
funktionalität zugreift. Der Kunde benutzt analog einen customer service ma-
nagement (CSM) client für den Zugriff auf die Managementfunktionalität des
Dienstes, die über den CSM access point bereitgestellt wird. Weiterhin ist der
Kunde, entsprechend seiner Rolle derjenige, der dem service agreement, z.B.
in Form eines unterzeichneten Vertrages, zustimmt und damit die juristische
Beziehung zum Dienst herstellt.
Beide clients der Kundenseite können dabei physische Geräte wie Compu- Ausprägung der
„clients“ter und Telefon, aber auch Software-Applikationen sein. Die clients müssen
nur kompatibel zu physischen und logischen Aspekten der korrespondie-
renden access points sein. Aus Managementsicht ist entscheidend, dass die
vollständige Verantwortung für die clients auf der Seite des Dienstnehmers
liegt.
Für unser Beispiel des ATM-Dienst wäre der service client ein zu „Clients“ im VoIP-
Beispieldem verwendeten Standard kompatibles Koppelelement. Der CSM
client wäre ein Web-Browser.
4.2.1.3 Dienstleisterdomäne
Die Hauptaufgabe auf Dienstleisterseite besteht darin, den Dienst zu rea-
lisieren, dem er in seiner Rolle als provider im service agreement zustimmt.
Zu diesem Zweck stellt der Anbieter eine Dienstimplementierung (service Implementierung der
Nutzfunktionalitätimplementation) bereit, die die Nutzfunktionalität realisiert und den Dienst-
zugangspunkt implementiert. Die service implementation ist dabei die Kom-
bination aus Know-How, Personal, Hard- und Software, die benötigt wird,
um den Dienst zu realisieren und ihn über den service access point zugreifbar
zu machen.
Neben der reinen Dienstfunktionalität zeichnet der Provider auch für das
Management des Dienstes verantwortlich. Mittels seiner Dienstmanage- Implementierung der
Managementfunktio-
nalität
ment-Implementierung (service management implementation) managt er die
eigentliche Dienstimplementierung und sorgt dabei für die Erbringung der
in der Dienstvereinbarung festgelegten Leistungen. Dabei überwacht er die
QoS-Parameter und sorgt für deren Einhaltung. Neben der reinen Vereinba-
rungssicherung dient die Dienstmanagement-Implementierung auch inter-
nen Zielen wie Optimierung des Betriebs, beispielsweise hinsichtlich Effizi-
75
Kapitel 4: Modellierung von Netz-QoS-Diensten
enzsteigerung und Risikominimierung. Weiterhin implementiert die Dienst-
management-Implementierung den CSM access point und realisiert die dort
zugreifbare Managementfunktionalität.
4.2.1.4 Kernaussagen der Dienstsicht
Vergleicht man das Basis-Modell mit der Dienstsicht, so erkennt man, dassDienstsicht ist
Verfeinerung von
Basis-Modell
alle Rollen des Basis-Modells in der Dienstsicht enthalten sind, ihre Assozia-
tionen zum Dienst jedoch verfeinert wurden. Ebenfalls nun detailliert dar-
gestellt ist der Dienst selbst in seinen Komponenten. Die für diese Arbeit
wichtigen Kernaussagen der Dienstsicht des MNM-Dienstmodells sind:
 In einer dienstorientierten Sichtweise gibt es drei Seiten. In der Dienst-Drei fundamentale
Seiten nehmerdomäne und der Dienstanbieterdomäne befinden sich realisie-
rungsspezifische Komponenten. Die den Dienst definierenden Kompo-
nenten stehen unabhängig dazwischen.
 Ein Dienst ist unabhängig von seiner Realisierung definiert. Er bestehtDienst unabhängig
von Realisierung
definiert
aus der Nutzfunktionalität, der Managementfunktionalität und den für
beide Funktionalitäten relevanten QoS-Parametern.
 Ein Dienst ist unabhängig von der Beschaffenheit der Zugriffspunkte.Dienst unabhängig
von Zugriffspunkten Werden die Zugriffspunkte eines Dienstes verändert ohne dabei die
Funktionalitäten zu verändern, dann ist die Definition des Dienstes
nicht verändert worden.
Basierend auf diesen Kernaussagen wird im nachfolgenden Abschnitt die
von der in diesem Kapitel vorzunehmenden Modellierung einzunehmende
dienstorientierte Sichtweise für Domänen im Netz-QoS-Dienstumfeld vorge-
nommen.
4.2.2 Reduktion auf Domänensicht
Um in der nächsten Sektion die Modellierung von Netz-QoS-Architekturen
vornehmen zu können, wird in diesem Abschnitt zunächst eine GrundlageDienstorientierung
beschränkt
Modellierungstiefe
zur Einschränkung der Modellierungstiefe gelegt. Diese Beschränkung mo-
tiviert sich in erster Linie aus den Betrachtungen zur Dienstorientierung aus
dem vorangegangenen Abschnitt.
Ein typisches Beispiel für einen Netzverbund wurde bereits in Abschnitt
2.1.3 gezeigt. Stellt man ein solches Szenario etwas detaillierter dar, erhält
man Abbildung 4.5. Darin sind neben den Anbietergrenzen sowohl von an-
deren Beteiligten wahrgenommene Komponenten als auch interne Kompo-
nenten abgebildet.
Für eine dienstorientierte Sicht fehlt dem Szenario aus Abschnitt 2.1.3 zu-
nächst der Begriff der Domäne. Um zu einer dienstorientiertenModellierungDomänenbegriff
notwendig zu gelangen sind nach dem vorangegangenen Abschnitt die Domänengren-
zen festzulegen. Betrachtet man die Dienstsicht (Abb. 4.4, S. 73) des MNM-
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Dienstmodells so definieren sich die Domänengrenzen an zwei Charakteri- Domänenbegriff im
MNM-Dienstmodellstika:
I) Die Fundamentalrollen der jeweiligen Seite liegen in einer eigenen Do- Jede Seite in eigenen
Domänenmäne.







Abbildung 4.5: Exemplarische Detailsicht auf Netzverbund
Im vorliegenden Szenario treten die Beteiligten im Rahmen der Wertschöp-
fungskette jeweils in zwei verschiedenen Rollen auf. Bezüglich der Hierar- Rollendualität in
Wertschöpfungsket-
te
chie sind sie nach oben Dienstanbieter, nach unten Dienstnehmer. Wegen
dieser Dualität genügt zur Definition der Domänengrenzen die Definition der
Dienstanbieterdomäne. Für das hier behandelte Gebiet der Netz-QoS-Dien-
ste ergibt sich damit folgende Definition einer Domäne:
Die Anbieterdomäne eines Netz-QoS-Dienstanbieters definiert sich aus Definition Dienstan-
bieterdomänedem 2-Tupel aus Dienstanbieter (Provider) und dem von ihm angebotenen
Dienst.
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Bietet ein und derselbe Provider mehrere unterschiedliche Dienste an, so
sind diese nach der Definition als verschiedene Domänen zu betrachten.
Der Fall, dass mehrere gleiche Dienste von unterschiedlichen Providern an-Detailfälle zur
Definition Dienstan-
bieterdomäne
geboten werden, führt ebenso zu mehreren unterschiedlichen Domänen. Zu
beachten ist, dass dieser Domänenbegriff selbst keine geographische Aus-
dehnung impliziert. Diese wird allein durch den Bereich, auf den sich der
angebotene Dienst erstreckt, gegeben. Entsprechend der Providerhierarchie
sind so z.B. Domänen von Stadtgebietsgröße (PoP-Provider) bis hin zu welt-
umspannenden Domänen (Kernnetzprovider) möglich.
Betrachtet man IP-Konnektivität als einen Dienst, findet sich in der
Internet-Welt eine Entsprechung für den hier definierten Domä-
nenbegriff: Ein Autonomous System (AS) umfasst ein oder meh-
rere Netze, die aus Sicht des globalen Routings als eine Einheit
betrachtet werden. Die Größe oder die örtliche Ausdehnung des
oder der Netze ist dabei unerheblich.
Nach dem MNM-Dienstmodell ist bei einem Dienst zwischen seiner Defini-Seitenunabhängiger
Teil und
Domänengrenze
tion selbst, d.h. wie er dem Kunden angeboten wird (seitenunabhängiger
Teil), und seiner Realisierung zu unterscheiden. Führt man diese Trennung
für unseren Fall durch, resultiert daraus zunächst die Unterscheidung zwi-
schen dem Äußeren oder Rand einer Domäne und ihrem Inneren.
Ein Kunde kommt zunächst nur mit dem Rand einer Domäne in Kontakt.Kundensicht auf
Domäne Dort befinden sich die sog. Edge-Devices. Diese sind Netzkomponenten
(z.B. Router), die im Sinne des MNM-Dienstmodells einen Teil des Dienst-
zugangspunkt (service access point) der Nutzfunktionalität darstellen. Netz-
komponenten im Inneren der Anbieterdomäne werden vom Kunden nichtNetzkomponenten
im Inneren nicht
wahrnehmbar
wahrgenommen, sie sind Teil der Dienstimplementierung (service implemen-
tation). Damit entsteht die in Abbildung 4.6 gezeigteBlack-Box-Sicht auf die
Anbieterdomänen eines Netzverbundes. Interna der Anbieterdomäne sind
hier ausgeblendet.




nicht, um die Black-Box-Sicht für Netz-QoS-Dienste präzise genug zu defi-
nieren, wie das folgende Beispiel zeigt.




Algorithmen und deren Parametrisierungen häufig die Basis der
Definition der von einem DiffServ-Dienst angebotenen Verkehrs-
klassen. Verändert man aber diese Algorithmen / Parametrisierun-
gen auf Routern im Inneren einer Anbieterdomäne, dann hat das
auch eine Änderung der vomDienst angebotenen Verkehrsklassen
zur Folge. Das Beispiel zeigt also, dass Koppelelemente wie Rou-
ter alleine keine zuverlässige Grundlage für eine Black-Box-Sicht
auf den Dienst sind.
Für diese Arbeit ist also eine phänomenologische Definition der Black-Box-
Sicht notwendig. Informell gesprochen bedeutet das, dass nur VorgängePhänomenologische
Black-Box-Sicht und Veränderungen im Inneren einer Anbieterdomäne, die keine Auswir-
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Abbildung 4.6: Black-Box-Sicht auf Domänen des Netzverbunds aus Abb. 4.5
kung auf den Dienst haben, nicht weiter zu betrachten sind. Analog läßt
sich dieser phänomenologische Ansatz auch auf die Grundlage der Netz-
QoS-Dienste, nämlich die Netz-QoS-Architekturen, übertragen. Die exakte
Festlegung der zu betrachtenden Eigenschaften einer Netz-QoS-Architektur
im Sinne der dienstorientierten Black-Box-Sicht wird eine der wesentlichen
Merkmale der nächsten Sektion sein.
Informell lassen sich aber bereits einige Beispiele dafür geben, was durch
die Black-Box-Sicht verborgen werden wird:




Hierbei handelt es sich um Dienste, die für einen Kunden nach aussen
nicht sichtbar sind bzw. nicht angeboten werden; darunter fallen auch
die internen Managementfunktionalitäten.
Ein Beispiel für eine interne Funktionalität eines Netz-QoS-
Dienstes ist das gesamte interne Traffic Engineering. Ein wei-
teres Beispiel aus dem IP-Bereich sind Interior Routing Proto-
kolle (z.B. Open Shortest Path First (OSPF) [RFC 2328] oder das
Routing Information Protocol (RIP) [RFC 2453]).
 Implementierung / Realisierung der nach außen angebotenen Dienste Verborgen:
Realisierung der
DiensteAm MNM-Dienstmodell festgemacht sind dies alle Teile in den Klassen
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service implementation und service management implementation der Pro-
viderseite.
Für einen DiffServ-Dienst spielt es nach aussen beispielsweise
keine Rolle, ob dieser klassisch mit einer reinen IP-Infrastruk-
tur realisiert ist oder ob dabei MPLS als Basisarchitektur zum
Einsatz kommt.




Hiermit sind alle Switches, Router etc. gemeint, die im Inneren der Do-
mäne verwendet werden. Insbesondere spielt z.B. deren Anzahl, Art
und Hersteller keine Rolle.
Andererseits sind bereits, wiederum nur exemplarisch, Punkte auszuma-
chen, die auch im Weiteren eine Rolle spielen werden:
 Nach außen angebotene Dienste. Hieraus ergibt sich Notwendigkeit fürSichtbar:
Angebotene Dienste ein dienstorientiertes Modell von Netz-QoS-Architekturen.
 Koppelstelle(n), an denen Dienste angeboten werden. Weitere Punkte,Sichtbar:
Koppelstellen die dabei prinzipiell zu betrachten sind, da sie (potentiell) Einfluß neh-
men auf die Koppelarchitektur:
H Anzahl der Koppelstellen.
H Örtliche Verteilung der Koppelstellen.
H Kardinalitäten an den Koppelstellen
 Stellung des Anbieters in der Providerhierarchie. Dies hat Einfluss aufSichtbar: Stellung in
Providerhierarchie die Koppelarchitektur.
4.2.3 Zusammenfassung und Fokussierung der
Modellierung
Zusammenfassend hat diese Sektion einige wichtige Festlegungen hinsicht-
lich der Dienstorientierung für die in der nächsten Sektion folgende Model-
lierung von Netz-QoS-Architekturen getroffen:
 Die Anbieterdomäne wird für den Rest der Arbeit als Black-Box betrach-Anbieterdomäne als
Black-Box tet. Interne Vorgängewerden keine weitere Rolle spielen. Auf einen kur-
zen Nenner gebracht heißt das, dass alles, was für den Kunden keine
wahrnehmbare Auswirkung hat, nicht weiter betrachtet wird.
 Für Netz-QoS-Architekturen muss eine Modellierung gefunden werden,Phänomenologische
Sicht auf Netz-QoS-
Architekturen
die eine phänomenologische Sicht auf sie ermöglicht. Dies bedeutet,
dass nur solche Aspekte zu modellieren sein werden, die eine Auswir-
kung auf die Dienste haben, die auf die jeweilige Architektur aufbauen.
 Die Differenzierung zwischen internen Komponenten und VorgängenDifferenzierung
intern / extern
wichtige Aufgabe
und solchen mit für den Kunden sichtbaren Effekten wird eine der wich-
tigsten Aufgaben der anstehenden Modellierung.
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Neben diesen Erkenntnissen ist es notwendig, einige weitere Festlegungen
zu treffen, um das Koppelungsproblem im Rahmen dieser Arbeit bearbeiten
zu können. Zur Schaffung eines Netzverbundes sind neben der Koppelung
funktionaler Komponenten prinzipiell noch zwei weitere Voraussetzungen
zu schaffen: gemeinsames Adresierungschema und Wegewahl im Netzver-
bund.
Die Frage eines gemeinsamen Adressierungsschemas im Netzverbund wird Adressierungspro-
blematik wird als
gelöst betrachtet
im weiteren als gelöst betrachtet. Dies lässt sich aus zwei Gründen recht-
fertigen. Zum einen stützen sich viele Netz-QoS-Architekturen auf den IP-
Standard, dessen Adressierungsschema sich in globalen Netzen als de-fac-
to Standard durchgesetzt hat. In diesem Fall stellen sich Fragen bzgl. des
Adressierungsschemas also nicht. Zum anderen gibt es für andere Adressie-
rungsschemen häufig bereits Umsetzungen, auf die dann zurückgegriffen
werden kann.
Das Problem der Wegewahl im Netzverbund unter Beachtung von QoS-Ei- Wegewahl bleibt
aussen vorgenschaften würde den Rahmen dieser Arbeit sprengen. Auf diesem Teilge-
biet sind noch Forschungsarbeiten in einem ähnlichen Umfang notwendig,
wie es zur Lösung der Koppelungsproblematik selbst der Fall ist. Allerdings
sind hier bereits auch schon einige Ansätze vorhanden, z.B. im Rahmen
des Border Gateway Protocol (BGP) [RFC 1771]: [PHS 00, CrJa 02, XLWN 02,
XWLN 04, Guti 04]. Ohne Beschränkung der Allgemeinheit kann für diese Ar-
beit davon ausgegangen werden, dass (soweit überhaupt notwendig) ein
sinnvolles Wegewahlverfahren existiert und funktionsfähig ist.
Zuletzt wird natürlich noch von einer weiteren, scheinbar trivialen, Rand- Dienst müssen
funktionierenbedingung ausgegangen: Eine Netz-QoS-Architektur und darauf basierende
Dienste funktionieren korrekt im Rahmen ihrer Spezifikation.
Nachdem in dieser Sektion die Rahmenbedingungen für eine Modellierung
aus Sicht der Dienstorientierung gesteckt worden sind, wird in der folgen-
den Sektion der zweite Schritt des Vorgehens aus Sektion 4.1 und Abbildung
4.1, Seite 68, nämlich die Modellierung der Netz-QoS-Architekturen, durch-
geführt.
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4.3 Modell für Netz-QoS-
Architekturen
Dem Vorgehensmodell aus Abbildung 4.1, Seite 68 entsprechend, wird in
dieser Sektion ein dienstorientiertesModell für Netz-QoS-Architekturen ent-
wickelt werden.
Will man Netz-QoS-Architekturen koppeln, muss zunächst kurz zusammen-
gefasst die zentrale Frage beantwortet werden:
„ Was haben Netz-QoS-Architekturen gemeinsam und worin bestehen dieSchlüsselfrage zur
Modellierung spezifischen Unterschiede? “
Der wichtigste Punkt zur Beantwortung dieser Frage wird die Unterschei-
dung zwischen statischen und dynamischen Aspekten von Netz-QoS-Archi-




 ... die statischen Aspekte die strukturellen Gemeinsamkeiten aller
Netz-QoS-Architekturen bestimmen.
 ... die dynamischen Aspekte der Modellierung die wesentlichen Unter-
schiede zwischen verschiedenen Netz-QoS-Architekturen offenlegen.
Mit einer universell anwendbaren Darstellung der beiden Aspekte wird die
normalisierende Modellierung geschaffen, die Ausgangspunkt für die gene-
rische Methodik zur Koppelung ist (Sekt. 4.1).
Wie bereits in Abschnitt 3.2.1 festgestellt wurde, hat Schmitt in [SchmJB 01]Schmitts Arbeit als
Hilfsmittel ein grundlegendes Werk im Bereich Netz-QoS geschaffen. Obwohl es, wie
ebenfalls schon festgestellt, bezüglich der für diese Arbeit gestellten An-
forderungen nicht ausreichend ist, kann es als Hilfsmittel für die nun vor-
zunehmende Modellierung dienen. Entsprechend werden in den einzelnen
Teilbereichen immer wieder Bezüge zu Schmitts Arbeit hergestellt werden.
Zur Veranschaulichung der Modellierung werden schwerpunktmäßig wieder
die Netz-QoS-Architekturen ATM und DiffServ herangezogen.
4.3.1 Statisches Grundmodell für Netz-QoS-
Architekturen
Im Rahmen der Einordnung von Netz-QoS-Architekturen in Sektion 2.2 wur-
de ein Grobmodell erstellt (Abb. 2.6, S. 23). Die Bestandteile des Grobmo-
dells lassen sich nach statischen und dynamischen Teilen unterscheiden:statische /
dynamische Teile
des Grobmodells  Statisch: Daten, QoS-Kategorien, QoS-Parameter
 Dynamisch: Steuerung, Prozeduren, Workflows
Der grundsätzliche Aufbau des statischen Modells aus Abbildung 4.7 folgt
zunächst aus den Komponenten des Grobmodells aus Sektion 2.2. Auffällig
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Abbildung 4.7: Statisches Grundmodell für Netz-QoS-Parameter
ist die strikte Trennung zwischen den Klassen Daten-Kategorie und QoS-Ka-
tegorie. Dabei modelliert Daten-Kategorie die Eigenschaften des Datentrans- Trennung zwischen
Daten-Kategorie und
QoS-Kategorie
ports, die nicht mit Qualitätsmerkmalen behaftet sind. Die KlasseQoS-Kate-
gorie fasst QoS-Parameter zusammen, die auf eine Daten-Kategorie angewen-
det werden können. Für diese Trennung gibt es mehrere Gründe:




Eigenschaften von Daten-Kategorien und QoS-Kategorien unabhängig
voneinander erfolgen. In bestehenden Netz-QoS-Architekturen ist dies
historisch bereits so erfolgt.
Die beiden QoS-Architekturen DiffServ und IntServ aus der
Internet-Welt haben genau diese Entwicklung durchgemacht.
Beide sind Erweiterungen des IP-Protokolls, das die Daten-Ka-
tegorie beider Architekturen stellt. Für jede der beiden Archi-
tekturen wurden dann jeweils unterschiedliche QoS-Kategorien
spezifiziert.
 Auch Schmitt nimmt in [SchmJB 01] diese Trennung vor. In seinem kon- Schmitt nimmt
Trennung bereits vorzeptuellen ER-Modell (Abb. 3.1, S. 52) finden sich die beiden Teile Con-
trol Path und Data Path. Sie repräsentieren genau diese Trennung.
 Die Trennung stellt auch eine Modularisierung in der Modellierung dar, Modularisierung
bringt Wiederver-
wendbarkeit
die in der späteren Anwendung den Vorteil der Wiederverwertbarkeit
in sich birgt.
Sollen beispielsweise die beiden Architekturen DiffServ und
IntServ modelliert werden, dann muss ihre gemeinsameDaten-
Kategorie (nämlich IP, siehe obiges Beispiel) nur einmal model-
liert werden.
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Bevor im Anschluss die einzelnen Teile des statischen Grundmodells erläu-
tert werden folgen zunächst einige kurze Anmerkungen zu den benutzten
Darstellungen in UML.
4.3.1.1 Modellierungstechnik mit UML
Zur Darstellung des statischen Grundmodells werden statische Diagramme




den, benutzt. Es handelt sich hierbei um die Fortsetzung der Darstellungs-
technik, wie sie bereits für das MNM-Dienstmodell z.B. in den Abbildungen
2.7 (S. 25) und 4.4 (S. 73) verwendet worden ist. Es sei an dieser Stelle
nochmals betont, dass es sich bei diesen Diagrammen nicht um Klassen-
diagramme handelt, die für eine unmittelbare Umsetzung in Klassen einer
objektorientierten Programmiersprache vorgesehen sind.
Die von Schmitt benutzte ER-Modellierung dagegen ist nicht mächtig genug,
insbesondere für die später wichtige Darstellung dynamischer Zusammen-
hänge. In dieser Arbeit wurde UML u.a. deshalb gewählt, weil es Darstel-Kompatibilität mit
dem MNM-
Dienstmodell
lungsoptionen sowohl für statische als auch für dynamische Zusammenhän-
ge bietet und weil mit UML die Darstellung kompatibel zum für diese Arbeit










Abbildung 4.8: Ebenen der Modellierung
Für die Modelle in dieser Arbeit werden drei Ebenen verwendet, die für dasModellierungsebe-
nen statische UML-Diagramm in Abbildung 4.8 anhand der KlasseQoS-Parameter
dargestellt sind:
 Ebene des generischen (Meta-) Modells
Auf dieser Ebene befindet sich das in dieser Sektion entwickelte gene-Generisches Meta-
Modell rischeModell für Netz-QoS-Architekturen und dasModell für Netz-QoS-
Dienste aus der folgenden Sektion 4.4. Die Entitäten des Modells wer-
den als Klassen des statischen UML-Diagramms abgebildet. Zur Dar-
stellung der verschiedenen Beziehungen zwischen den Modellentitä-
ten werden die von der UML für diesen Diagrammtyp vorgesehenen all-
gemeinen und spezialisierten Assoziationen verwendet.
Die in Abbildung 4.1, Seite 68 enthaltenen Klassen befinden sich auf
dieser Modellierungsebene.
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 Ebene des konkreten Modells
Wendet man das generische Modell auf eine konkrete Netz-QoS-Archi- Modell für konkrete
Architekturentektur an, so wird eine Instanz des generischen Modells erzeugt. Der
Zusammenhang zwischen einer Klasse im Meta-Modell und einer Klas-
se im konkreten Modell, die eine Instanz des Meta-Modells ist, wird
durch einen entsprechenden Stereotyp dargestellt, der den Namen der
Klasse im Meta-Modell trägt. Anhand dieser Stereotypen lassen sich
Diagramme des Meta-Modells von solchen einer konkreten Modellie-
rung unterscheiden.
In dieser Sektion werden zur Illustration wiederholt konkrete Modell-
teile für die Standardbeispiele ATM und DiffServ vorgestellt.
Im Aktivitätsdiagramm aus Abbildung 4.2, Seite 70 wird ebenfalls diese
Kennzeichnung verwendet.
 Ebene der (Kunden-) Instanz
Sollen bestimmte Netz-QoS-Architekturen in der konkreten Anwen- Modellinstanzen für
einzelne Kundendung im Kundenumfeld gezeigt werden, dann kommt die dritte Mo-
dellierungsebene zum Einsatz. Die dabei erzeugten Instanzen der Klas-
sen eines konkreten Modells werden durch Unterstreichungen gekenn-
zeichnet; in der UML-Terminologie gesprochen werden sie als Objekte
dargestellt. Diese Darstellung ist analog zur Beziehung zwischen Klas-
sen und Objekten in objektorientierten Programmiersprachen.
4.3.1.2 Daten-Kategorie
Die Daten-Kategorie beschreibt jene Eigenschaften des Datentransports, die
nicht mit Qualitätsmerkmalen behaftet sind, aber bei der Koppelung den- „Qualitätslose“
Eigenschaften des
Datenstroms
noch eine Rolle spielen. Von Kategorien wird deshalb gesprochen, da prinzi-
piell denkbar ist, dass im Rahmen einer Netz-QoS-Architektur unterschied-
liche Ausprägungen der Datenkommunikation spezifiziert sind. Abbildung
4.9 zeigt die nähere Spezifikation der Klasse Daten-Kategorie aus dem stati-
schen Grundmodell, die nun besprochen wird.
Zunächst werden die zwei grundsätzlichen Eigenschaften „verbindungsori- Einzelne
Bestandteile der
Daten-Kategorie
entiert / verbindungslos“ und „Paket / SDU2-Grenzen erhaltend“ bespro-
chen; anschließend die unterschiedlichen Ausprägungen der Kommunikati-
onsrelationen. Vervollständigt werden die Betrachtungen im Abschnitt „In-
haltsbezogene Eigenschaften“, insbesondere bezüglich solcher Eigenschaf-
ten, die mit „verbindungsorientiert“ häufig impliziert werden.
Eigenschaft: verbindungsorientiert / verbindungslos
Kommunikationsbeziehungen können prinzipiell zustandsbehaftet oder zu- Verbindungsorien-
tierungstandslos sein. Für Datenkommunikationsbeziehungen wird diese Eigen-
schaft als verbindungsorientiert bzw. verbindungslos bezeichnet. Diese Ei-
2Service Data Unit (SDU)
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Abbildung 4.9: Klasse Daten-Kategorie des statischen Grundmodells
genschaft wird im Modell als boolesches Attribut Verbindungsorientiert dar-
gestellt. Eine Belegung mit false wird entsprechend als verbindungslos,
true als verbindungsorientiert aufgefasst.
Zu beachten ist hier, dass sich dieses Attribut rein auf die Datenkommunika-





falls die gleiche Eigenschaft tragen. In der IntServ-Architektur beispiels-
weise wird der Datentransport mittels IP-Datagrammen realisiert, damit ist
die Daten-Kategorie verbindungslos bzw. zustandslos. Die Vereinbarung der
Qualitätseigenschaften erfolgt über das Resource Reservation Setup Pro-
tocol (RSVP) [RFC 2205, RFC 2208, RFC 2209], womit sie im Gegensatz zur
Datenkommunikation zustandsbehaftet ist.
Eigenschaft: Paket / SDU-Grenzen erhaltend
Häufig sind verbindungsorientierte Protokolle als sog. Strom-Protokolle
ausgelegt. Sie sind u.a. dadurch gekennzeichnet, dass Pakete bzw. allge-Erhaltung der
Paketgrenzen meiner die Grenzen einer Service Data Unit (SDU), wie sie vom Sender über-
geben worden sind, beim Empfänger nicht mehr nachvollzogen werden kön-
nen. Bei den sog. Datagramm-Protokollen dagegen können die Paketgren-
zen beim Empfänger wieder nachvollzogen werden. Da Protokolle höherer
Schichten sich auf die Erhaltung der Paketgrenzen verlassen könnten, muss




aber denkbar, dass unabhängig von verbindungsorientiert / -los die Paket-
grenzen, wie sie an den Dienst übergeben wurden, erhalten bleiben oder
auch nicht. Diesem Umstand wird durch ein eigenes boolesches Attribut Pa-
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ketgrenze_erhaltend Rechnung getragen.
Typische Vertreter für Paketgrenzen erhaltende Kategorien sind
die Datagramm-Protokolle (z.B. User Datagram Protocol (UDP)
[RFC 768]), Paketgrenzen nicht erhaltend sind Strom-Protokolle
(z.B. Transmission Control Protocol (TCP) [RFC 793]).
Eigenschaft: Kommunikationsrelation
Daten-Kategorien können in ihren Kommunikationsrelationen unterschied- Kommunikationsre-
lationenlich gestaltet sein. Hierbei sind zunächst die beiden Hauptvarianten zu un-
terscheiden:
 Unicast: Datenaustausch zwischen genau zwei Kommunikationspart-
nern.
 Multicast: Datenaustausch zwischen mehr als zwei Kommunikations-
partnern.
Bei beiden Hauptvarianten gibt es jeweils noch zwei Untervarianten:
 Unicast unidirektional: Datenstrom in nur eine Richtung. Die Kommu-
nikationspartner können explizit als Sender und Empfänger bezeichnet
werden.
 Unicast bidirektional: Datenströme in beide Richtungen. Beide Kom-
munikationspartner können als Sender und Empfänger auftreten.
 Multicast 1:n: Gerichtete Gruppenkommunikation, Daten werden aus-
schließlich von genau einem Teilnehmer zu den anderen Teilnehmern
versandt. Dieser Teilnehmer kann eindeutig als Sender identifiziert wer-
den, alle anderen sind Empfänger.
 Multicast m:n Ungerichtete Gruppenkommunikation, Daten können
von allen Teilnehmern an die jeweils anderen Teilnehmer versandt wer-
den. Alle Teilnehmer können in den beiden Rollen Sender und Empfän-
ger auftreten.
Zwar sind die Unicast-Varianten letztlich Spezialfälle der Multicast-Varian- Explizite
Unterscheidung Uni-
/ Multicast
ten, und könnten deshalb im Sinne einer generischen Modellierung theo-
retisch weggelassen werden. In existierenden Netz-QoS-Architekturen un-
terscheiden sich die beiden Hauptvarianten häufig aber so drastisch, dass
dieser Unterschied im Modell explizit nachvollzogen werden soll.
ImModell in Abbildung 4.9, Seite 86 ist eineDaten-Kategoriemit genau einer
Kommunikationsrelation assoziiert. Die beschriebene hierarchische Struktur Modellierung der
Kommunikationsre-
lation
der Kommunikationsrelationen ist im Modell durch eine gleichlautende Ver-
feinerung dargestellt. Die Klasse Kommunikationsrelation sowie die Klassen
der Hauptvarianten(Unicast undMulticast) sind als abstrakte Klassen model-
liert (Klassenbezeichner kursiv gesetzt), während die vier weiteren Ausprä-
gungen nicht-abstrakt modelliert sind. Dies zeigt an, dass in einer Instanzi-
ierung desModells für eine konkrete Netz-QoS-Architektur eine Ausprägung
vonDaten-Kategorie nurmit einer der vier nicht-abstrakten Klassen assoziiert
werden darf.
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Inhaltsbezogene Eigenschaften
In der klassischen Literatur, wie z.B. [HAN 99, Tane 03], werden zum Daten-
transport noch weitere Eigenschaften genannt. Dabei handelt es sich umInhaltsbezogene
Eigenschaften Eigenschaften, die den Inhalt des transportierten Datenstroms beeinflus-
sen. Die folgenden Beispiele stammen aus dem Bereich des Fehlermana-
gements:
 Verfälschungsgesichert: Daten werden inhaltlich nicht verfälscht (typ.:
Bitfehler).
 Reihenfolgengesichert: Daten bzw. Datenpakete erreichen den Emp-
fänger in der gleichen Reihenfolge wie sie abgesendet wurden.
 Verlustgesichert: Es gehen keine Daten(pakete) verloren.
 Duplikatgesichert: Daten(pakete) erreichen den Empfänger höchstens
einmal.
Häufig werden gerade mit dem Attribut „verbindungsorientiert“ auch die Ei-
genschaften „reihenfolgengesichert“, „verlustgesichert“ und „duplikatge-
sichert“ verstanden. Bei klassischen Stromprotokollen wie TCP [RFC 793],




lierung müssen diese Attribute allerdings unabhängig voneinander betrach-
tet werden. Beispielsweise ist es durchaus denkbar, verbindungsorientierte
Daten-Kategorien zu haben, die aber keine Garantien hinsichtlich eines Pa-
ketverlustes bieten. Gerade bei Datendiensten mit harten Dienstgütezusi-
cherungen kann es notwendig werden, extreme Überlastsituationen durch
Verwerfen von Paketen (dropping) zu bereinigen.
In dieser Arbeit werden zur Klasse Daten-Kategorie ausschließlich Eigen-
schaften gezählt, die den Inhalt der Daten nicht betreffen. Solche Eigen-Inhaltsbezogene
Eigenschaften als
QoS-Parameter
schaften, die Veränderungen am Inhalt des übertragenen Datenstroms be-
wirken, sind somit als Qualitätseigenschaften aufzufassen und werden
den QoS-Parametern zugeordnet. Insbesondere werden die bereits explizit
erwähnten inhaltsbezogenen Eigenschaften „reihenfolgengesichert“, „ver-
lustgesichert“ und „duplikatgesichert“ später als Spezialisierung der QoS-
Parameter-Unterklasse Korrektheitsparameter modelliert werden (siehe auch
Abb. 4.13, S. 94).
Diese Art der Modellierung, die zwar zunächst unorthodox vor dem Hinter-
grund der klassischen Literatur erscheint, ist aber in dieser Weise notwen-
dig um schwerwiegende Anomalien bei der Modellierung konkreter Netz-Vermeidung von
Anomalien in
Modellen
QoS-Architekturen zu vermeiden. Würde man nämlich z.B. das Attribut „ver-
lustgesichert“ in der Klasse Daten-Kategorie belassen, und modellierte man
dann eine Architektur, in der sich eine Paketverlustrate als QoS-Parameter
spezifizieren ließe, so ergäbe dies ein Modell, das die gleiche Eigenschaft
an zwei völlig unterschiedlichen Stellen in zwei unterschiedlichen Ausprä-
gungen modellierte. Das im weiteren Verlauf der Arbeit noch modellierte
DiffServ mit Assured Forwarding (AF) Per Hop Behaviour (PHB) ist ein Bei-
spiel hierfür. Um solchen Anomalien vorzubeugen, werden alle inhaltsbezo-
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genen Eigenschaften als QoS-Parametermodelliert. Dort können diese dann
individuell verfeinert werden und so Anomalien vermieden werden.
Daten-Kategorie im Modell von Schmitt
Im konzeptuellen Modell von Schmitt ist der Data Path ein Teil der hier mo- Aufgaben nach
Schmittdellierten Daten-Kategorien. Schmitts Data Path umfasst folgende Aufgaben
[SchmJB 01, S.21ff]:
I) Packet Classification / Stamping: Zuordnung von QoS-Eigenschaften
zum Datenverkehr.
II) Packet Scheduling / Bandwith Sharing: Beschäftigt sich mit der Ent-
scheidung, welches das nächste zu sendende Paket aus einer Reihe
von gepufferten Paketen ist, und entscheidet deshalb auch über die
Nutzung der zur Verfügung stehenden Bandbreite.
III) Buffer Management: Während „Packet Scheduling / Bandwith Sha-
ring“ sich mit der Nutzung einer Leitung beschäftigt, übernimmt das
Buffer Management die Verwaltung von Pufferkapazitäten in den Kop-
pelkomponenten.
IV) Traffic Policing / Shaping / Marking: Diese Komponente sorgt dafür,
dass der Datenverkehr den vereinbarten Charakteristika entspricht,
wenn er ein Netz betritt oder verlässt.
V) Adaptivity / Reactivity: Mechanismen die auf Endsystemen zum Einsatz
kommen, um auf sich verändernde Verhältnisse im Netz zu reagieren
(z.B. Explicit Congestion Notification (ECN) [RFC 3168]).
Aus Schmitts Modell spielen die Punkte II bis V in dieser Arbeit keine Rolle,
da es sich um Aufgaben handelt, die ...
 ... entweder im Inneren einer Domäne zur korrekten Funktion des Keine Internen
AufgabenDienstes zu erbringen sind und durch die eingenommene Black-Box-
Sicht keine Rolle spielen,
 ... oder auf den Endsystemen zu erbringen sind, die ebenfalls nicht Teil Keine Endsysteme
der hier angestellten Betrachtungen sind.
Punkt I „Packet Classification / Stamping“ dagegen spielt sehr wohl eine
Rolle in dieser Arbeit. Er wird aber nicht als Teil der Klasse Daten-Kategorie
aufgefasst, sondern wird explizit durch die Assoziationsklasse Session be-
handelt, die die Verbindung zwischen einer Daten-Kategorie und einer QoS-
Kategorie qualifiziert. Die Beschreibung dieser Assoziationsklasse erfolgt
später.
Modellierung von Daten-Kategorien im Beispiel
Nachfolgend noch ein Beispiel zur Modellierung der Daten-Kategorie in Diff- Stereotypen im
konkreten ModellServ. Da es sich nun um ein konkretes Modell handelt, werden die Unterar-
ten entsprechend Abbildung 4.8, Seite 84 als Stereotypen notiert.
Die «Daten-Kategorien» der DiffServ-Architektur basieren
auf dem IP-Protokoll [RFC 791]. Abbildung 4.10 zeigt dessen Mo-
89
Kapitel 4: Modellierung von Netz-QoS-Diensten
dellierung. Das IP-Protokoll ist ein Datagramm-Protokoll, das ver-
bindungslos die versendeten Datagramme transportiert, ohne de-
ren Paketierung zu verändern. Entsprechend sind die Attribute Ver-
bindungsorientiert und Paketgrenze_erhaltend konstant (static) auf
false bzw. true gesetzt. Diese gemeinsamen Attribute werden in
der abstrakten Oberklasse IP_Datagramm dargestellt. IP kennt die
zwei Varianten Unicast bidirektional und Multicast m:n als Kommu-
nikationsrelationen. Für diese Varianten sind von der abstrakten
Oberklasse die beiden Klassen IP_Unicast und IP_Multicast abgelei-









«Daten-Kategorie» static bool Verbindungsorientiert = false
static bool Paketgrenze_erhaltend = true
IP_Datagramm
«Daten-Kategorie»
Abbildung 4.10: IP Daten-Kategorien von DiffServ
4.3.1.3 QoS-Parameter
Eine der Kernfunktionalitäten von Netz-QoS-Architekturen ist die Möglich-Modellierung
einzelner Qualitäts-
eigenschaften
keit der Festlegung von Qualitätseigenschaften und deren Durchsetzung.
Mit der Klasse QoS-Parameter werden die einzelnen Qualitätseigenschaften
modelliert. Sie ist in Abbildung 4.11 dargestellt, ihre Teile werden in den
nachfolgenden Absätzen erläutert.
Eigenschaft: Semantik
Um QoS-Parameter in einer Koppelung vergleichen zu können, ist ein exak-Semantik eines QoS-
Parameters tes Verständnis der Semantik einesQoS-Parameters erforderlich. Dass hierfür
allein der Name eines Parameters nicht ausreichend ist, veranschaulicht ein
Beispiel:
Ein QoS-Parameter, der mit „Delay“ bezeichnet wird, kann für Da-
ten-Kategorienmit der KommunikationsrelationUnicast bidirektional
oder Multicast m:n grundsätzlich schon zwei verschiedene Bedeu-
tungen haben:
 „Oneway Delay“: Die Verzögerung, die zwischen einem Sen-
der und einem Empfänger auf einfachem Weg auftritt.
 „Roundtrip Delay“: Die Verzögerung, die zwischen einem Sen-
der und einem Empfänger auf Hin- und Rückweg auftritt.
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Abbildung 4.11: KlasseQoS-Parameter des statischen Grundmodells
Selbst wenn diese Unklarheit ausgeräumt ist, wird die Bedeu-
tung von „Delay“ noch durch die Punkte bestimmt, an denen
die Messungen zu seiner Bestimmung vorgenommen werden. Die
Messpunkte können beispielsweise zwischen den letzten Routern,
zwischen den Endsystemen oder zwischen den Applikationen sein.
Unmittelbar vergleichbar sind Werte für „Delay“ nur dann, wenn
sie zwischen den gleichen Referenzpunkten gemessen wurden,
d.h. durch die gleiche Messvorschrift bestimmt wurden.
Für eine konkrete Modellierung sollte im optimalen Fall auf eine möglichst Formale
Spezifikationformalisierte Spezifikation der Parameter zurückgegriffen werden, sofern
diese nicht bereits durch das der konkreten Architektur zugrunde liegende
Spezifikationsdokument geschieht. Dies erleichtert die spätere Koppelung
erheblich.
Wie das obige Beispiel auch gezeigt hat, sind Semantik einesQoS-Parameters Verknüpfung von
Messung und
Semantik
und dessen Messung eng miteinander verknüpft. Durch die Beachtung die-
ser Tatsache sowie durch Einbeziehung dienstorientierter Aspekte ist bei-
spielsweise die formale Spezifikationstechnik aus [Gars 04] sehr gut geeig-
net. Für weitere Hinweise zu diesem Themenbereich sei auf Abschnitt 3.4.2
verwiesen.
Eigenschaft: Wertemenge
Selbst wenn QoS-Parameter in unterschiedlichen Architekturen die gleiche Eigenschaft
WertemengeSemantik haben, können sie sich noch in ihrer Wertemenge unterscheiden.
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Dies ist die Menge aus der ein QoS-Parameter belegt werden kann, wenn er
instanziiert wird.
Die Wertemenge kann dabei z.B. als Liste diskreter Belegungen oder als einSemantik
interpretiert
Wertemenge
Intervall der rationalen Zahlen zusammen mit einer Einheit angegeben wer-
den. Für einen fest definierten Wert ist aber auch nur ein Skalar möglich.
Die Interpretation der Wertemenge wird dabei immer auch von der Semantik
bestimmt.
Für das vorherige Beispiel des „Oneway Delay“ könnten in ei-
ner Architektur nur die Werte „Niedrig“, „Mittel“ oder „Hoch“ be-
stimmt werden, in einer anderen Architektur dagegen ein skalarer
Wert in Millisekunden.
Eigenschaft: Garantietyp
Wie bereits die Beispiele ATM und DiffServ gezeigt haben, unterscheidenGarantietypen
unterscheiden
„Härte“
sich Netz-QoS-Architekturen auch in der „Härte“ oder Güte, in der sie QoS-
Parameter durchsetzen. Modelliert wird diese Eigenschaft mit der Klasse Ga-
rantietyp. Da eine Architektur nicht zwangsweise alle ihre Parameter in der
gleichen Güte durchsetzt, ist diese Klasse eine Eigenschaft eines Parame-










Abbildung 4.12: Statisches Modell des Garantietyps einesQoS-Parameters (nach [SchmJB 01])
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Schmitt gibt in [SchmJB 01] eine Hierarchie von Garantietypen an (Abb. 4.12), Hierarchie der
Garantietypendie sich nahtlos in die hiesige Modellierung einfügt:
 Best-Effort: Der Garantietyp ohne jegliche Zusicherung.
 Relative Garantie: Garantien werden nur in Relation zueinander unter-
schieden („besser als“), eine absolute (global) Einordnung findet nicht
statt. Class-of-Service-Architekturen wie DiffServ geben solche Garan-
tien.
 Absolute Garantie: Hier werden Garantien an einer absoluten (globa-
len) Skala gemessen und gegeneinander abgegrenzt. Dabei lassen sich
noch zwei Varianten unterscheiden:
H Statistische Garantie: Die Garantien werden nicht zu jeder Zeit im ab-
soluten Rahmen gehalten, aber in einem definierten statistischen
Mittel werden sie garantiert.
H Deterministische Garantie: Die geforderten Werte werden zu jeder
Zeit eingehalten.
Analog zur Modellierungstechnik der Klasse Kommunikationsrelationwird die
Hierarchie als Verfeinerung dargestellt, die im Instanzmodell nicht verwend-
baren Zwischentypen werden wieder als abstrakte Klassen dargestellt.
QoS-Parameter im Modell von Schmitt
Das Modell von Schmitt beinhaltet sog. QoS Declarations, die eine Analogie
zu denQoS-Parametern besitzen.QoS Declarations bestehen bei Schmitt aus
folgenden Teilen:
 Service Classes: Dies sind die oben bereits erläuterten Garantietypen
und damit bereits im hier vorgestellten Modell integriert.
 Performance Parameter: Ist ein Parameter einer Netz-QoS-Architektur.
 Specification Unit: Einheit, in denen ein Performance Parameter spezifi-
ziert wird. Einheiten werden modelliert, um Vergleichbarkeit vom Para-
metern zu erreichen.
Schmitts Modellierung muss, abgesehen von seinen Service Classes, leider Ungenauigkeiten im
Modell von Schmittals ungenau bezeichnet werden. Das Herausstellen von Einheiten zur Spezi-
fikation eines Parameters ohne dabei explizit die Semantik des Parameters
zu betrachten ist unzureichend. Wie das obige Beispiel des Parameters „De-
lay“ bereits gezeigt hat, muss die gesamte Semantik eines Parameters für
einen Vergleich mit einem anderen herangezogen werden. Schmitts Specifi-
cation Units sind in der vorliegenden Modellierung Teil der Klasse Semantik.
Für diesen Themenkomplex sei hier nochmals auf [Gars 04] verwiesen.
Unterarten von QoS-Parametern
In [SchmH 01] definiert H. Schmidt drei Arten von QoS-Parametern:
 Volumenparameter: Parameter, die das transportierte Datenvolumen
bestimmen.
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 Geschwindigkeitsparameter: Parameter, die spezifizieren, mit welcher
Geschwindigkeit Daten transportiert werden.
 Korrektheitsparameter: Parameter, die Korrektheit, „Unversehrtheit“
und Vollständigkeit der übertragenen Daten spezifizieren.
Diese Arten stellen Unterarten eines allgemeinen QoS-Parameters dar, des-Spezialisierungen
von allg. QoS-
Parametern
halb sind sie als Spezialisierungen des allgemeinen QoS-Parameters model-
liert. Die Unterscheidung wird hier in das Modell übernommen, da die Un-
terarten in der Koppelung ein grundlegend anderes Verhalten zeigen, wie in
Kapitel 5 gezeigt werden wird.
Standard-Parameter
In vielen existierenden Architekturen finden sich immer wieder Parameter,Einteilung häufig zu
findender QoS-
Parameter
die zumindest ähnlich und typisch für Netz-QoS-Architekturen sind. Diese



























Abbildung 4.13: Vollständiges Modell fürQoS-Parametermit Standard-Parameter
Die folgende Liste ordnet sie den jeweiligen Unterarten zu, Abbildung 4.13
zeigt sie zusammenmit dem vollständigenModell der KlasseQoS-Parameter:
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 Volumenparameter
H Bandbreite (bandwidth): Für Übertragung verfügbare Kapazität.
 Geschwindigkeitsparameter
H Verzögerung (delay):
H Verzögerungsvarianz (jitter): Variabilität der Verzögerung.
 Korrektheitsparameter: In dieser Unterart von QoS-Parameter gehen nun
auch die inhaltsbezogenen Eigenschaften aus der klassischen Literatur
auf, die für die Klasse Daten-Kategorie nicht berücksichtigt wurden.
H Verlust (loss): Beschreibt dieWahrscheinlichkeit dass Daten verwor-
fen werden. Der Spezialfall mit dem Wert 0 modelliert das Attribut
„verlustgesichert“.
H Verfälschungsgesichert: Daten werden inhaltlich nicht verfälscht (z.B.
durch Bitfehler).
H Reihenfolgengesichert: Daten erreichen den Empfänger in der glei-
chen Reihenfolge wie sie abgesendet wurden.
H Duplikatgesichert: Daten erreichen den Empfänger genau einmal.
Für konkrete Fälle müssen die genannten Standard-Parameter natürlich
noch entsprechend der oben eingeführten Modellierung weiter Spezifiziert
werden. Ebenso müssen Architekturen keinen, alle oder auch nur einen die-
ser Parameter spezifizieren.
Modellierung von QoS-Parametern im Beispiel









Abbildung 4.14: «QoS-Parameter» von DiffServ mit Assured Forwarding PHB
In Abbildung 4.14 ist der einzige für DiffServ Assured Forwarding
PHB festgelegte Parameter dargestellt, wie er in [RFC 2597] spezi-
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fiziert wird. Es handelt sich um den «Korrektheitsparame-
ter» Loss (Verlust). Seine Semantik ist in [RFC 2597] beschrieben,QoS-Parameter von
DiffServ Assured
Forwarding PHB
was im Diagramm in der entsprechenden «Semantik»-Klasse
dargestellt ist. Eine mögliche Belegung des Parameters kann laut
dem Standard aus der «Wertemenge» „low“ (niedrig) „medium“
(mittel) „high“ (hoch) gewählt werden. Dabei werden im Standard
keinerlei konkrete Werte für die drei Belegungen angegeben, we-
der statistische noch absolute. Da im Standard weder konkrete-
re Belegungen vorgegeben sind noch dies überhaupt vorgesehen
ist, handelt es sich bei diesem «QoS-Parameter» um einen, der
nur eine relative Garantie bietet. Deshalb ist Lossmit der Klasse Re-
lative Garantie aus Abbildung 4.12, Seite 92 assoziiert.
Neben den für DiffServ Assured Forwarding PHB spezifischenStandardparameter
von IP «QoS-Parameter» sind auch noch die durch IP vorgegebenen
Standard-Parameter zu modellieren, da DiffServ auf IP basiert.
Für die Standard-Parameter Bandbreite, Verzögerung und Verzöge-
rungsvarianz macht IP keine Zusagen, sie werden deshalb nicht
modelliert. Neben dem «Korrektheitsparameter» Verlust,
der durch Assured Forwarding PHB bereits verfeinert definiert

















Abbildung 4.15: Restliche Standard-Parameter von IP
 Klasse IP_Duplikatsgesichert: Durch die Art der in IP benutztenKlasse „IP_Dupli-
katsgesichert“ Weiterleitungsmechanismen können keine Duplikate auftre-
ten.
 Klasse IP_Verfälschungsgesichert: IP bietet nur für die Protokoll-Klasse „IP_Verfäl-
schungsgesichert“ header-Informationen eine Überwachung auf Verfälschung,
nicht jedoch für die transportierten Daten.
 Klasse IP_Reihenfolgengesichert: Dadurch dass in IP prinzipiellKlasse „IP_Reihen-
folgengesichert“ auf jedes Paket eine eigene Routing-Entscheidung angewen-
det werden kann, bietet IP keine gesicherte Reihenfolge.
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Allen Parametern gemein ist in der Modellierung ihre «Seman-
tik»-Klasse, nämlich das RFC3-Dokument von IP, und ihre Klassi- gemeinsame
Semantik-Klassefikation als relative Garantie. Die Assoziation zwischen «Seman-
tik»-Klasse und den Klassen für die «Wertemengen» (siehe
Abb. 4.11, S. 91) wurde der Übersichtlichkeit halber weggelassen.
Die ATM-Architektur gibt ein gutes Beispiel für eine reale Architek- ATM realisiert
Standard-Parametertur, die eine Reihe von Standard-Parametern realisiert. Die nach-
folgende Übersicht ordnet die ATM-QoS-Parameter in die oben de-
finierten Unterarten ein; die dabei eingeführten Abkürzungen sind
jene, die in den Standarddokumenten [ATM-TM 99] verwendet wer-
den:
 «Volumenparameter»
H Peak Cell Rate (PCR): Spitzenbandbreite
H Sustained Cell Rate (SCR): Dauerhaft benötigte Bandbreite
H Minimum Cell Rate (MCR): Minimale tolerierbare Bandbrei-
te
H Maximum Burst Size (MBS): Maximale Größe einer tempo-
rären Überanforderung
H Maximum Frame Size (MFS): Maximale Größe eines Rah-
mens
 «Geschwindigkeitsparameter»
H maximum Cell Transfer Delay (maxCDT): Maximale Über-
tragungsverzögerung
H peak-to-peak Cell Delay Variation (peakToPeakCDV): Vari-
anz der Verzögerung zwischen zwei Zellen
 «Korrektheitsparameter»
H Cell Loss Rate (CLR): Verlustrate von Zellen
4.3.1.4 QoS-Kategorie
Die Klasse QoS-Kategorie fasst QoS-Parameter zu einem Satz zusammen, im Gruppierung von
QoS-ParameternModell durch eine Komposition dargestellt. Eine bestimmte QoS-Kategorie
muss dabei nicht alle in der Architektur verfügbaren QoS-Parameter umfas-
sen. In einer Architektur finden sich für gewöhnlich mindestens zwei ver-
schiedeneQoS-Kategorien:
 Die Best-Effort-Kategorie gewährt keine Qualitätszusicherungen. Mit
dieser Kategorie ist genau einQoS-Parameter assoziiert, der vomGrund-
typ der Best-Effort-Klasse ist oder davon abgeleitet ist.
3Request For Comments (RFC)
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 Eine QoS-Kategorie, die mindestens einen QoS-Parameter enthält, der
nicht von der Best-Effort-Klasse abgeleitet ist.
QoS-Kategorien sind mit Daten-Kategorien assoziiert, sie weisen den Daten
die gewünschten Qualitätskriterien zu.
Modellierung von QoS-Kategorien im Beispiel
Die Modellierung vonQoS-Kategorienwird im folgenden an den beiden Stan-
dardbeispielen DiffServ und ATM illustriert.
Die DiffServ-Architektur mit Assured Forwarding PHB gibt 4QoS-Kategorien von

































Abbildung 4.16: «QoS-Kategorien» von DiffServ mit Assured Forwarding PHB
Abbildung 4.16 modelliert diese QoS-Kategorien. Um zu kenn-
zeichnen, dass diese Kategorien alle zu Assured Forwarding PHB
gehören, sind diese als Verfeinerungen der gemeinsamen abstrak-
ten Oberklasse AssuredForwarding_PHB modelliert. Weiterhin gibt
der Standard selbst keinerlei Unterscheidungsmerkmale der ein-
zelnen Kategorien an. Aus diesem Grund sind der einzige im Stan-
dard spezifizierte «QoS-Parameter» Loss (vgl. Abb. 4.14, S. 95)
und die durch IP definierten Eigenschaften (vgl. Abb. 4.15, S. 96)
an die Oberklasse gekoppelt, da diese Eigenschaften für alle Ka-
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tegorien gelten. Sie werden durch die Oberklasse an die einzelnen
Kategorien vererbt.
Die ATM-Architektur gibt ein gutes Beispiel für die selektive Aus-
wahl von QoS-Parametern für unterschiedliche QoS-Kategorien. Ab- Selektive Zuordnung
von Parametern zu
Kategorien bei ATM
bildung 4.17 modelliert ATMs «QoS-Kategorien»mit ihren zu-
gehörigen «QoS-Parametern», wie sie bereits in Tabelle 2.1,
Seite 21 kurz vorgestellt wurden. Durch den Einsatz von abstrakten
Kategorieklassen werden in der Modellierung die strukturellen Zu-
sammenhänge zwischen verschiedenen Kategorien verdeutlicht.
Mit der abstrakten Kategorie VBR_Kategorie ist eine sog. Mix-In-
Klasse realisiert, die über den Mechanismus der Mehrfacherbung Mix-In-Klasse
die zusätzliche Eigenschaft den erbenden Klasse hinzufügt. Nach-
folgend werden der hierarchische Aufbau und die Kategorien ge-
nauer beschrieben. In der zugehörigen Abbildung 4.17 sind die zu
den Kategorien gehörigen Parameter-Klassen zur besseren Über-
sicht grau hinterlegt dargestellt; aus gleichem Grund wird auf die
detaillierte Darstellung der einzelnen Parameter verzichtet. Für die
Parameter werden die Abkürzungen aus dem Abschnitt „Modellie-
rung von QoS-Parametern im Beispiel“ verwendet.
 Abstrakte Kategorie realTime_Kategorie
Ausschließlich für Kategorien, die von dieser abstrakten Kate- Echtzeit Kategorien
gorie abgeleitet sind, können die Geschwindigkeitsparameter
der ATM-Architektur (maxCDT und peakToPeakCDV) vereinbart
werden.
H Kategorie Constant Bit Rate (CBR): CBR_Kat
Die CBR-Kategorie ist für Verbindungen gedacht, die so-
wohl konstante Bandbreite als auch enge Grenzen für die
Verzögerung und deren Varianz über die gesamte Ver-
bindungsdauer benötigen, z.B. Sprachübermittlung, Vi-
deo, Leitungsemulation etc. Die Bandbreite wird über den
«QoS-Parameter» PCR vereinbart, Verzögerung und
deren Varianz übermaxCDT und peakToPeakCDV.
H Kategorie real-time Variable Bit Rate (rtVBR): rtVBR_Kat
Für Echtzeitanwendungen, die im Gegensatz zu solchen
der CBR-Kategorie eine variable Bandbreite benötigen,
d.h. „bursty“ sind, steht die Kategorie rtVBR zur Verfü-
gung. Hier können zusätzlich die durch die Klasse VBR_Ka-
tegorie geerbten Parameter SCR und MBS vereinbart wer-
den.
 Abstrakte Kategorie nonRealTime_Kategorie
Unterkategorien, die von dieser abstrakten Kategorie abgelei- Nicht-Echtzeit
Kategorientet sind, zeichnen sich dadurch aus, dass keine Geschwindig-
keitsparameter spezifiziert werden können. Mit Ausnahme der
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Kategorie nrtVBR_Kat kann auch keine Verlustrate über den Pa-
rameter CLR vereinbart werden.
H Kategorie non-real-time Variable Bit Rate (nrtVBR): nrtV-
BR_Kat
Die nrtVBR-Kategorie entspricht der rtBVR-Kategorie mit
dem Unterschied, dass sie nicht für Echtzeitanwendungen
gedacht ist. Entsprechend können die Geschwindigkeits-
parametermaxCDT und peakToPeakCDV hier nicht angege-
ben werden.
H Kategorie Unspecified Bit Rate (UBR): UBR_Kat
UBR stellt die „schwächste“ aller ATM-Kategorien dar. Sie
ist für klassische Anwendungen wie Dateitransfer oder
Email gedacht, die auch in Best-Effort-Netzen korrekt funk-
tionieren. Außer der PCR können keine weiteren Parameter
vereinbart werden.
H Kategorie Available Bit Rate (ABR): ABR_Kat
ABR entspricht im wesentlichen UBR, nur kann hier über
den Parameter MCR eine Mindestbandbreite spezifiziert
werden.
H Kategorie Guaranteed Frame Rate (GFR): GFR_Kat
Die GFR-Kategorie stellt eine Ausnahme im Vergleich zu
allen anderen Kategorien dar. Müssen zur Durchsetzung
der QoS-Eigenschaften des Gesamtsystems Daten verwor-
fen werden, dann werden in den anderen Kategorien ATM-
Zellen verworfen ohne Zugehörigkeiten zu den PDUs hö-
herer Schichten zu beachten. Bei GFR dagegen wird die-
se Zugehörigkeit beachtet und, wenn notwendig, werden
Zellen verworfen, die zu einer gemeinsamen höherschich-
tigen PDU gehören.
 Abstrakte Kategorie VBR_Kategorie
Die für die beide VBR-Kategorien rtVBR_Kat und nrtVBR_KatMix-In-Kategorie
charakteristischen«QoS-Parameter» SCR undMBSwerden
durch diese Kategorie zusammengefasst.
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Abbildung 4.17: «QoS-Kategorien» von ATM
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4.3.1.5 Session
Um den Datentransport mit QoS-Eigenschaften zu versehen, werden Daten-Assoziation
zwischen Daten- und
QoS-Kategorien
Kategorien mit QoS-Kategorien im Modell assoziiert. Damit werden einer Da-
ten-Kategorie auch die für sie bestimmendenQoS-Parameter zugewiesen.
In Anwendung der Black-Box-Sicht auf eine Netz-QoS-Architektur ist für die-
se Assoziation nur ein Attribut entscheidend. Grundlegend unterscheiden
sich die Architekturen nämlich darin, ob die Zuordnung von Qualitätseigen-
schaften zum Datentransport ...
 ... explizit ist. Dies bedeutet, dass unmittelbar im Datenprotokoll dieExplizite Zordnung
Zuordnung zu den Qualitätseigenschaften vorgenommen wird. Die
Qualitätseinstellungen lassen sich also durch Lesen des Datenproto-
kolls direkt ermitteln.
In der DiffServ-Architektur wurde im IP-Header das Type of Ser-
vice (ToS) Byte in DiffServ (DS) Feld umbenannt [RFC 2474].
Hierin wird in den oberen 6 Bits ein sog. DiffServ Codepoint
(DSCP) [RFC 3140] eingetragen. Dies ist ein Identifikator, der
unmittelbar eineQoS-Kategorie von DiffServ identifiziert.
 ... implizit ist. In diesem Fall ist im Datenprotokoll alleine nicht ermittel-Implizite Zordnung
bar, welche Qualitätseinstellungen für die Daten getroffen worden sind.
Vielmehr ist diese Zuordnung nur durch entsprechende Management-
Protokolle nachvollziehbar.
Bei ATM sind den datentransportierenden Zellen nur ein Virtual
Path Identifier (VPI) / Virtual Channel Identifier (VCI) zugeord-
net. Die Qualitätseigenschaften der ATM-Verbindung sind nur
implizit im ATM-Management mit den Zellen verknüpft.
Die Attributierung der Qualitätszuordnung geschieht im Modell durch die
Assoziationsklasse Session. Sie besitzt das boolesche Attribut Zuordnung_ex-
plizit. Seine Belegung repräsentiert die beiden Fälle „implizit“ (=false ) und
„explizit“ (=true ).
Bezüglich der Arbeit von Schmitt wurde bei der Erläuterung der Klasse Da-Eigenschaft aus
Schmitts Arbeit ten-Kategorie festgestellt, dass die Aufgabe „Packet Classification / Stam-
ping“ zu modellieren ist. Dies wird genau durch die Assoziationsklasse Ses-
sion realisiert.
4.3.1.6 Vollständiges statisches Grundmodell
In Abbildung 4.18 ist das statische Grundmodell für Netz-QoS-Architekturen
nochmals vollständig ohne Standard-Parameter dargestellt.
In Abbildung 4.19 ist die vorher Schritt für Schritt entwickelte sta-Vollst. Grundmodell
DiffServ AF PHB tische Modellierung der DiffServ-Architektur mit Assured Forwar-
ding PHB zusammengefasst dargestellt. In dieser Darstellung ist
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nun auch die Instanziierung des Grundmodells für die Klasse Ses-
sion in Form der Klasse Global_DS_Session enthalten. Wie im vor-
hergehenden Abschnitt bereits beschrieben, handelt es sich bei
DiffServ um eine Architektur, bei der die Zuordnung zu den QoS-
Eigenschaften explizit vorgenommenwird; deshalb ist das Attribut
Zuordnung_explizit auf konstant true gesetzt.
Am kompletten statischen Modell von AF PHB lassen sich bereits
einige Eigenschaften dieser Spezifikation ablesen:
 Die «QoS-Kategorien» AF_1 bis AF_4 können hinsicht-
lich ihrer QoS-Eigenschaften nicht voneinander unterschieden
werden, denn alle vom Standard definierten QoS-Parameter QoS-Kategorien
nicht unterscheidbargelten für die gemeinsame Oberklasse, aber für die verfei-
nerten «QoS-Kategorien» sind keine weiteren Parameter
definiert. Wenn mit Assured Forwarding PHB ein Netz-QoS-
Dienst aufgebaut werden soll und dabei die Unterscheidung
der QoS-Kategorien sinnvoll eingesetzt werden soll, dann
muss der Dienst die einzelnen Kategorien um differenzieren-
de «QoS-Parameter» erweitern.
Der Standard alleine genügt also nicht, um für einen Dienst Standard provoziert
Diversifizierungdie vom Standard bereits vorgesehenen Eigenschaften voll-
ständig zu nutzen. Ein solcher Standard provoziert somit die
bei realen Netz-QoS-Diensten zu beobachtende Diversifizie-
rung selbst. Diese wiederum unterstreicht die Notwendigkeit
der vorliegenden Arbeit.




ding_PHB wird eine Modularisierung und Kapselung der für AF
PHB benötigten Teile erreicht. In einem realen Dienst könnten
zusätzlich noch andere PHBs in den Dienst integriert werden.
Auch dieModellierung anderer DiffServ-Varianten (wie z.B. Ex-
pedited Forwarding PHB [RFC 3246]) wird hierdurch erleich-
tert. Zu deren Modellierung muss einfach nur der Teil ab der
abstraktenOberklasseAssuredForwarding_PHB durch einen für
die neue Variante spezifischen Teil ersetzt werden.
 Das Beispiel zeigt, wie bei einer realen Netz-QoS-Architek- Vermeidung von
Modellierungsan-
omalien
tur Anomalien auftretenwürden, wenn inhaltsbezogene Eigen-
schaften des Datentransports in bzw. mit der Klasse Daten-Ka-
tegoriemodelliert würden. Für das abgebildete Beispiel würde
dann die Eigenschaft „Verlustgesichert“ und der dazu duale
QoS-Parameter Loss gleichzeitig im Modell auftreten.
Jetzt sind die statischen Charakteristika aller Netz-QoS-Architekturen er-
klärt, die aus Dienst-Sicht relevant sind. Nun stellt sich die Frage, was Netz-
QoS-Architekturen dann so unterschiedlich macht. Darauf geben die folgen-
den Abschnitte eine Antwort.
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Abbildung 4.18: Vollständiges statisches Grundmodell ohne Standard-Parameter
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Abbildung 4.19: Statisches Grundmodell von DiffServ mit Assured Forwarding PHB
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4.3.2 Lebenszyklus bei Netz-QoS-Architekturen
Um die in späteren Abschnitten erläuterten Teile einer Netz-QoS-ArchitekturZeitachse für dyn.
Modell auf der Zeitachse einordnen zu können, wird in diesem Abschnitt ein allge-








Abbildung 4.20: Lebenszyklus von Netz-QoS-Architekturen
Der in Abbildung 4.20 als UML-Aktivitätsdiagramm dargestellte Lebenszy-
klus ist eine Erweiterung des in [Dreo 02] vorgestellten Dienst-Lebenszyklus.
In den folgenden Erläuterungen zu den einzelnen Phasen werden auch erste
Bezüge zur Dienst-Modellierung hergestellt.
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4.3.2.1 Lebenszyklusphase Standardisierung
Der Lebenszyklus einer Netz-QoS-Architektur beginnt mit ihrer Standardi-
sierung. Die Phase der Ausarbeitung eines Standards wird, im Unterschied Standardisierung
zu anderen Darstellungen, im hiesigen Lebenszyklus explizit modelliert. Mit
dem Abschluss der Phase kann dieser Abschnitt im Lebenszyklus nicht mehr
betreten werden.
In den Ebenen der Modellierung aus Abbildung 4.8, Seite 84 ausgedrückt, Erstellung eines
konkreten Modellswird in dieser Phase ein konkretes Modell einer Netz-QoS-Architektur ge-
schaffen, die sich auf Basis des Meta-Modells darstellen lässt.
4.3.2.2 Lebenszyklusphase Planung
Soll eine Netz-QoS-Architektur eingesetzt werden, beginnt die Planungs-
phase. Im Fall einer Dienstrealisierung kann der Anstoß dabei sowohl von Planung
Seiten des Providers als auch von Seiten des (zukünftigen) Kunden kom-
men. In dieser Phase liegt der Fokus auf generellen Betrachtungen zur Rea-
lisierbarkeit, zu Änderungen in Infrastruktur, Workflows und der Unterneh-
mensausrichtung.
Bezüglich der Modellierungsebenen aus Abbildung 4.8, Seite 84 beginnt Erste Schritte zur
Kundeninstanzhier der Weg vom konkreten Modell hin zur Kundeninstanz.
4.3.2.3 Lebenszyklusphase Vereinbarung
Wenn aus den allgemeineren Überlegungen der Planungsphase kein nega-
tiver Bescheid resultiert, dann können konkrete Verhandlungen über den Vereinbarung
Dienst in der Vereinbarungsphase erfolgen. An der Dienstsicht des MNM-
Dienstmodells (Abb. 4.4, S. 73) erklärt: Zwischen Provider und zukünftigen
Kunden finden Verhandlungen über den zu erbringenden service statt. Dabei
werden sowohl die Nutzfunktionalität usage functionality als auch die Ma-
nagementfunktionalität (management functionality) des Dienstes vereinbart.
Eine umfassende Behandlung der hier zu erfüllenden Aufgaben und deren
Abarbeitung liefert [SchmH 01].
Für einen ATM-basierten Dienst werden hier beispielsweise die für
den Kunden zur Verfügung stehenden «QoS-Kategorien» aus
den durch den Standard definierten Kategorien festgelegt. Weiter-
hin werden dann die für die jeweiligen Kategorien tatsächlich zur
Verfügung stehenden Wertebereiche der einzelnen Parameter ver-
handelt.
Das Ergebnis der Vereinbarungsphase ist eine Dienstvereinbarung (service Ergebnis ist
Dienstvereinbarungagreement), eine Niederschrift der Qualitäts- und Betriebsrichtlinien zwi-
schen Kunde und Provider. Diese enthält ein sog. Service Level Agreement
(SLA), in dem u.a. die vereinbarten QoS-Parameter (QoS parameters) und de-
ren Werte bzw. Grenzen festgehalten sind.
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4.3.2.4 Lebenszyklusphase Bereitstellung
Mit der Festlegung der Funktionalitäten in der vorherigen Phase ist der Aus-
gangspunkt für deren tatsächlicher Realisierung gelegt. In der Bereitstel-Bereitstellung
lungsphase implementiert der Provider beide Teile der Dienstfunktionalität
auf seiner Infrastruktur (service implementation und service management im-
plementation). Auf Seite des Kunden werden durch diesen die für den Zugriff
auf die Funktionalitäten benötigen Clients (service client und CSM client) be-
reitgestellt.
4.3.2.5 Lebenszyklusphase Nutzung
Wenn eine Netz-QoS-Architektur benutzt werden kann, dann ist die Phase
der Nutzung erreicht. Damit ist auch die erste Aktivität der BetriebsphaseNutzung ist Teil der
Betriebsphase beschritten. Bei einem Dienst stehen dem Kunden die vereinbarten Funktio-
nalitäten an den beiden Dienstzugriffspunkten für Nutz- und Management-
funktionalität zur Verfügung.
Für das ATM-Beispiel bedeutet das, dass jetzt ATM-Verbindungen
aufgebaut werden können, deren «QoS-Parameter» sich im
Rahmen der im SLA festgelegten Grenzen bewegen dürfen.
Im Rahmen der Modellierung ist in dieser Phase die Ebene der Kundenin-Kundeninstanz
ausgeprägt stanzen voll ausgeprägt (Abb. 4.8, S. 84).
4.3.2.6 Lebenszyklusphase Änderung
Die zweite Teilaktivität der Betriebsphase ist die Änderungsphase.
Die nach der Änderungsphase folgende Aktivität hängt individuell von derFolgephasen
abhängig von Art der
Änderung
Art der Änderung und den daraus resultierenden Folgen ab. Bei einfachen
Änderungen kann mit der Nutzungsphase fortgefahren werden. Die Folgen
einer Änderungsanforderung können aber so umfangreich sein, dass bis in
die Planungsphase zurückgegangen werden muss. Im Dienstkontext gese-
hen kann eine Änderung sowohl durch die Kundenseite als auch durch die
Providerseite angeregt werden.
Auch im ATM-Beispiel können in Abhängigkeit von der Art der Än-
derung unterschiedliche Folgephasen notwendig sein:
 Für eine bestehende ATM-Verbindung sollen neue Parameter
in den im SLA vereinbarten Grenzen festgelegt werden
⇒ Neue ATM-Verbindung ersetzt die alte
⇒ Zurück in die Nutzungsphase.
 Erneuert ein Provider seine Infrastruktur, dann muss der ATM-
Dienst erneut auf der neuen Infrastruktur realisiert werden
⇒ Zurück in die Bereitstellungsphase.
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 Die im SLA festgelegten Grenzen für die QoS-Parameter sind
nicht mehr ausreichend, der Provider könnte aber die neuen
Grenzen mit seiner Infrastruktur realisieren
⇒ Zurück in die Vereinbarungsphase.
 Es werden ATM-Eigenschaften benötigt, die der Provider nicht
mit seiner vorhandenen Infrastruktur realisieren kann
⇒ Zurück in die Planungsphase.
 Der Dienst wird nicht mehr benötigt
⇒Weiter in die Beendigungsphase.
4.3.2.7 Lebenszyklusphase Beendigung
Wenn eine Netz-QoS-Architektur nicht mehr benötigt wird, ist die Beendi-
gungsphase erreicht. Die in der Bereitstellungsphase für die Realisierung Beendigung
getätigten Aktionen werden hier „zurückgebaut“. Bei einem Dienst verliert
auch das zwischen Kunden und Provider geschlossene service agreement sei-
ne Gültigkeit.
4.3.2.8 Zeitpunkte im Lebenszyklus
Im späteren Verlauf der Arbeit werden die Zeitpunkte für Start (tSX) und En-
de (tEX) der einzelnen Lebenszyklusphasen X benötigt werden. Tabelle 4.1
führt ihre Bezeichnungen ein und gibt gleichzeitig Bedingungen für deren
Werte an.
Zeitpunkt, immer gilt: tSX < tEX
Phase Start Ende
Standardisierung tSStandard tEStandard
Planung tSPlanung > tEStandard tEPlanung
Vereinbarung tSVereinbarung > tEPlanung tEVereinbarung
Bereitstellung tSBereitstellung > tEV ereinbarung tEBereitstellung
Betrieb tSBetrieb > tEBereitstellung tEBetrieb
Nutzung tSNutzung ≥ tSBetrieb tENutzung
Änderung tSAenderung > tENutzung tEAenderung ≤ tEBetrieb
Beendigung tSBeendigung > tEBetrieb tEBeendigung
Tabelle 4.1: Zeitpunkte im Lebenszyklus
Nachdem jetzt eine universelle Zeitachse definiert ist, werden in den folgen-
den Abschnitten die dynamischen Teile der Modellierung erläutert.
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4.3.3 Kardinalitätsanalyse im statischen
Grundmodell
Mit der bisherigen Ausprägung des statischen Grundmodells können Netz-
QoS-Architekturen nun strukturell äquivalent dargestellt werden. Wie dieKardinalitäten der
Assoziationen Beispiele für ATM und DiffServ gezeigt haben, unterscheiden diese sich na-
türlich in ihren jeweiligen Verfeinerungen, in der bisherigen Variante des
Grundmodells sind aber die Basisbausteine jeweils gleich. Im Grundmodell
ist jedoch der Punkt der Kardinalitäten der Assoziationen noch nicht voll-
ständig betrachtet worden, und darin wird sich nun ein weiterer Unterschied
zwischen Architekturen manifestieren.
Die Kardinalitäten der Assoziationen zwischen
 Daten-Kategorie und Kommunikationsrelation
 QoS-Kategorie undQoS-Parameter
 QoS-Parameter und Garantietyp
 QoS-Parameter und Semantik
 QoS-Parameter undWertemenge
sind bereits im vorangegangenen Abschnitt einleuchtend abgeklärt worden.
Offen geblieben ist die Assoziation zwischen Daten-Kategorie und QoS-Kate-
gorie. Um diese erklären zu können muss zunächst der Begriff des Flows im
Kontext dieser Arbeit allgemein definiert werden.
Unter einem Flow soll auf Ebene der Netz-QoS-Architekturen verstandenDefinition des
Begriffs Flow werden: Ein Flow ist ein logisch zusammengehöriger Strom von Daten, die
alle mit den gleichen Qualitätseigenschaften versehen sind und von einem
Sender zu einer Menge von Empfängern im Kontext der Kommunikationsrela-
tion einer Daten-Kategorie.
Für den konkreten Fall ist zur Unterscheidung von Flows die Eigenschaft der
logischen Zusammengehörigkeit entscheidend: Für den Fall einer verbin-Flow im verbin-
dungsorientierten
Fall
dungsorientierten Daten-Kategorie ist ein Flow direkt mit dem Verbindungs-
begriff assoziiert: Genau ein Flow entspricht genau einer Verbindung und
umgekehrt. Wird eine neue Verbindung erstellt, entspricht dies einem neu-
en Flow, auch dann, wenn die Empfängermenge identisch zu einem bereits
bestehenden Flow ist. Im verbindungslosen Fall muss wegen des FehlensFlow im
verbindungslosen
Fall
eines Zustands zur Unterscheidung von Flows die Empfängermenge hinzu-
gezogen werden. Wie in der Definition festgelegt, bestimmt sich die Emp-
fängermenge aus der Klasse Kommunikationsrelation. Für Unicast-Varianten
ist dies genau ein Empfänger (1:1 Relation), für den Multicast-Fall besteht
die Empfängermenge aus den n Empfängern in der 1:n oder m:n Multicast-
Relation. Solange im verbindungslosen Fall die Empfängermenge konstant
ist, spricht man vom gleichen Flow. Ändert sich die Empfängermenge, dann
entspricht dies einem neuen Flow. Entsprechend der Definition erhält man
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immer einen neuen Flow, sobald sich der Sender oder die den Daten anhaf-
tenden Qualitätseigenschaften ändern.
Es sei an dieser Stelle darauf verwiesen, dass der Flow-Begriff im allgemei- Ergänzung: Flow-
Begriff ist
schichtabhängig
nen prinzipiell abhängig von der betrachteten Schicht im Protokollstapel ist.
Beispielsweise für das HTTP-Protokoll4 der Anwendungsebene würde ein
Flow deutlich feingranularer definiert werden. Hier wären unterschiedliche
Flows auch noch unterscheidbar, wenn z.B. Sender und Empfänger gleich
bleiben.
Zur Festlegung der Kardinalität und der Klasse Daten-Kategorie untersucht
man zunächst, wie viele Flows über eine Instanz einer Daten-Kategorie abge-
wickelt werden. Die grundsätzlichen Fälle hierfür sind:
I) Alle Flows werden über genau eine Instanz der Daten-Kategorie abge-
wickelt.
Es existiert während der Betriebsphase immer genau eine Instanz der Alle Flows werden
über genau eine
Instanz
Daten-Kategorie. Häufig ist diese Variante bei verbindungslosen Daten-
Kategorien (Attribut Verbindungsorientiert mit false belegt) vorzufinden,
bei denen ein Instanziierung nicht einmal explizit, sondern nur implizit
stattfindet.
Typische Beispiele hierfür sind die Internet-Architekturen Diff-
Serv und IntServ. Für deren «Daten-Kategorie» IP-Data-
gramm (Abb. 4.10, S. 90) wird für die ganze Betriebsphase nur
genau eine Instanz erzeugt. Sie entsteht implizit durch die In-
betriebnahme der Infrastruktur.
II) Für mehrere Flows werden mehrere Instanzen einer Daten-Kategorie er-
zeugt.
Im Laufe der Betriebsphase sind mehrere Instanzen einer Daten-Kate- Mehrere Flows über
mehrere Instanzengorie vorhanden. Sie werden während der Betriebsphase erzeugt und
auch während dieser Phase wieder zerstört. Es lassen sich Untervari-
anten unterscheiden:
a) Mehrere, aber nicht alle Flows werden einer Daten-Kategorie zuge- Mehrere Flows teilen
sich Instanzordnet. Es werdenmehrere Instanzen einerDaten-Kategorie erzeugt,
diese sind dann jeweils für mehrere Flows zuständig.
Hierzu gibt es kein aktuelles Beispiel, die Variante ist theo-
retisch aber denkbar und wird im Sinne der Vollständigkeit
der Modellierung erwähnt. Ein denkbares Beispiel wäre ei-
ne Architektur, die explizit nutzergesteuerte Aggregations-
mechanismen bereitstellt.
b) Für jeden Flow wird eine eigene Instanz einer Daten-Kategorie er- Jeden Flow über
eigene Instanzzeugt. Das bedeutet, dass mehrere Instanzen einer Daten-Kategorie
erzeugt werden, wobei jeder Instanz einer Daten-Kategorie für ge-
nau einen Flow zuständig ist. Dies ist typisch für verbindungsori-
4Hypertext Transfer Protocol (HTTP)
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entierte Daten-Kategorien (Attribut Verbindungsorientiert mit true be-
legt).
ATM ist ein klassisches Beispiel dafür.
Um in der Modellierung die Fälle I und II unterscheiden zu können, ist ei-
ne spezielle Kennzeichnung in den Klassendiagrammen notwendig. Der FallGraphischer
Stereotyp für
Singleton
mehrere Instanzen ist durch die Standard-Semantik der UML-Diagramme
abgedeckt. Das Erzeugen von genau einer Instanz (Fall I) ist ein sog. Single-
ton-Pattern [GHJV 95]. Um dies im UML-Diagramm ausdrücken zu können,
wird in dieser Arbeit ein graphischer Stereotyp verwendet, nämlich ein wei-








«Daten-Kategorie» static bool Verbindungsorientiert = false






Abbildung 4.21: IP «Daten-Kategorien»mit Singleton-Notation
Wie im obigen Beispiel bereits gezeigt, ist die Klasse IP-Datagramm
aus Abbildung 4.10, Seite 90 eine Daten-Klasse, für die das Single-
ton-Pattern gilt. Abbildung 4.21 zeigt die entsprechende Anwen-
dung des graphischen Stereotypen.
Die gerade angestellten Überlegungen zur Anzahl der Instanzen bei Daten-Analoge Überlegung
für QoS-Kategorien Kategorien lassen sich völlig analog auf die Klasse QoS-Kategorien übertra-
gen. Zu beachten ist, dass für dieQoS-Kategorie nicht zwangsweise der glei-
che Fall gilt wie für die Daten-Kategorie. Die Untersuchung der Instanzmen-
ge muss also für beide Klassen getrennt erfolgen. Bei der Gruppe der sog.
Class-of-Service (CoS)-Architekturen ist häufig der Singleton-Fall für QoS-
Kategorien gegeben (so auch bei DiffServ).
Die IntServ-Architektur liefert ein Beispiel für unterschiedliche In-
stanzenfälle bei Daten-Kategorien und QoS-Kategorien. Für die Da-
ten-Kategorie gilt Fall I, da IntServ auch auf IP basiert (siehe oben).
Für die Vereinbarung eines QoS wird aber RSVP verwendet. Für je-
den Flow ist mittels RSVP eine eigene Reservierung vorzunehmen,
deren Einstellungen entlang des Pfades eines Flows von jedem
Router gespeichert werden muss. Hier werden also für die QoS-
Kategorien für jeden einzelnen Flow Instanzen erzeugt, womit Fall
II.b (natürlich für QoS-Kategorie anstatt Daten-Kategorie) gegeben
ist.
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4.3.3.1 Auffaltungstransformation




rekte Semantik der Modellierungsstruktur geachtet werden. Besteht näm-
lich eine Singleton-Kategorie aus wenigstens einem QoS-Parameter, dessen
Wertemenge aus mehr als einem Element besteht, dann muss das Modell
evtl. transformiert werden. Für Abbildung 4.22 wird in der Betriebsphase ge-
nau eine Instanz der Kategorie K erzeugt, wobei der Parameter P entweder













Bei typischen CoS-Architekturen mit endlichen Wertemengen würden aber
für jeden Wert aus der Wertemenge genau eine Instanz in der Nutzungspha- Auffaltung der QoS-
Kategoriense erzeugt werden. Ist diese Semantik gewünscht, dann muss dies im Mo-
dell explizit gemacht werden. Dies geschieht durch „Auffalten“ einer jeden
QoS-Kategorie, dargestellt in Abbildung 4.23 für die Klasse K:
I) Zu Beginn wird für jeden «QoS-Parameter» P eine abstrakte Klas-
se Pa erstellt. Sie stellt die Verbindung zur «Semantik» SP und zum
«Garantietyp» TP her.
II) Anschließend wird für jeden Wert aus der «Wertemenge» eines je-
den Parameters ein eigener «QoS-Parameter» erstellt, in Abbildung
4.23 sind das die Parameter P1, P2 und P3. Der Zusammenhang zum
ursprünglichen Parameter wird durch die zuvor erstellten abstrakten
Klassen (hier Pa) hergestellt, von denen abgeleitet wird.
III) Im dritten Schritt wird die ursprüngliche «QoS-Kategorie» durch
eine abstrakte «QoS-Kategorie» Ka dargestellt.
IV) Abschließend werden durch Bildung des Kreuzprodukts aus den Men-
gen der konkreten Klassen, die durch die «Wertemengen» der Para-
meter entstanden sind, konkrete «QoS-Kategorien» gebildet (hier
K1, K2 und K3). Alle gebildeten Klassen werden von der vorher erstellten
abstrakten «QoS-Kategorie» Ka abgeleitet.
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Abbildung 4.23: Aufgefaltene Singleton-«QoS-Kategorie»
Auf das Standardbeispiel DiffServ angewendet:
Für die in Unterabschnitt 4.3.1.4 in Abbildung 4.16, Seite 98model-
lierte «QoS-Kategorie» AssuredForwarding_PHB von DiffServ
Assured Forwarding PHB ist die eben beschriebene Auffaltung not-
wendig: Es wird für die «QoS-Kategorie» prinzipiell nur eine
Instanz erstellt (CoS-Architektur), aber für alle möglichen Werte
des «QoS-Parameter» Loss wird eine eigene Instanz gebildet.
Die Abbildung 4.24 zeigt das Ergebnis der Auffaltung für DiffServ
AF PHB.
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Abbildung 4.24: Aufgefaltene «QoS-Kategorien» von DiffServ AF PHB
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4.3.3.2 Kardinalitäten der Session-Assoziation
Nachdem für die beiden Klassen Daten-Kategorie und QoS-Kategorie die An-Kardinalitäten der
Session-Assoziation zahl der Instanzen zur Betriebsphase jeweils einzeln geklärt wurden, kön-
nen diese in Relation zueinander gesetzt. Dies geschieht, wie von UML vor-
gesehen, schlicht durch Eintragung von Kardinalität an der Assoziation zwi-
schen den beiden Klassen. Damit wird ein weiteres wesentliches strukturel-
les Merkmal zur Unterscheidung von Netz-QoS-Architekturen modelliert.
Zwar sind prinzipiell beliebige Relationen zwischen Daten-Kategorie undHäufigste Fälle
QoS-Kategorie (d.h. beliebige Kardinalitäten)möglich und auchmodellierbar,
in den allermeisten Fällen wird aber eine der folgenden Varianten anzutref-
fen sein:
 Daten-Kategorie S –QoS-Kategorie S:





Abbildung 4.25: Kardinalitäten: Jeweils genaue eine Instanz
Wie am obigen Beispiel bereits gezeigt, ist DiffServ ein Vertre-
ter dieser Variante.
 Daten-Kategorie S –QoS-Kategorie *:
Alle Instanzen vonQoS-Kategorien teilen sich jeweils genau eine Instanz




Abbildung 4.26: Kardinalitäten: Alle QoS-Kategorien teilen sich genau eine Daten-
Kategorie
Die Internet-Architektur IntServ benutzt die gleiche «Daten-
Kategorie» IP_Datagramm wie DiffServ (Abb. 4.10, S. 90).
Für die QoS-Signalisierung wird RSVP benutzt, das für jede
Reservierung einen eigenen Status hält [RFC 2205, RFC 2208,
RFC 2209]. Das bedeutet, dass für jeden Flow bei IntServ eine
eigene Instanz einer «QoS-Kategorie» erzeugt wird.
 Daten-Kategorie * –QoS-Kategorie S:
Alle Instanzen von Daten-Kategorien teilen sich jeweils genau eine In-
stanz derQoS-Kategorien (Abb. 4.27).
Eine solche Konstellation lässt sich erreichen, indem man bei
DiffServ eine verbindungsorientierte «Daten-Kategorie»
einführt, beispielsweise TCP.
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Abbildung 4.27: Kardinalitäten: Alle Daten-Kategorien teilen sich genau eine QoS-
Kategorie
 Daten-Kategorie 1 –QoS-Kategorie 1:
Eine Instanz einerDaten-Kategorie ist mit genau einer Instanz einerQoS-
Kategorie verbunden (Abb. 4.28).
Daten-Kategorie QoS-Kategorie
1 1
Abbildung 4.28: Kardinalitäten: Jeweils eine Daten-Kategorie mit einer QoS-Katego-
rie
In der verbindungsorientierten ATM-Architektur werden QoS-
Anforderungen im Zuge des Verbindungsaufbaus für eine
«Daten-Kategorie» signalisiert. Damit wird für jeden Flow
für «Daten-Kategorie» und «QoS-Kategorie» eine
eigene Instanz erzeugt.




ren deutlich geworden, nämlich in den Kardinalitäten der Klassen Daten-Ka-
tegorie und QoS-Kategorie. Dieser Unterschied kann selbst dann bestehen,
wenn zwei Architekturen ansonsten sehr ähnlich sind, beispielsweise in al-
len ihren QoS-Parametern. Damit sind die Kardinalitäten ein wesentliches
Kennzeichen von Netz-QoS-Architekturen.
4.3.4 Dynamisches Modell durch
Lebenszyklusanalyse
Neben den Kardinalitäten unterscheiden sich Netz-QoS-Architekturen we- Einordnung in
Lebenszyklussentlich darin, wann ihre einzelnen Teile definiert, instanziiert und beendet /
vernichtet werden. In weiteren Unterkapiteln wird hier erklärt, welche Vor-
gänge zu beachten sind und wie sich diese in den Lebenszyklus aus Ab-
schnitt 4.3.2 einordnen.
4.3.4.1 Variabilitätsanalyse und Grundvorgänge
Der nächste Schritt zur Erstellung des dynamischen Teils der Modellierung
ist eine allgemeine Analyse der Veränderlichkeit über die Lebenszeit der ein-
zelnen Klassen im statischen Grundmodell.
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Die Klassen ...
 ... Kommunikationsrelation und alle davon abgeleiteten Klassen ...
 ... Garantietyp und alle davon abgeleiteten Klassen ...
... sind reine Markierungsklassen, die zur Kennzeichnung bestimmter Eigen-Markierungsklassen
nicht veränderlich schaften dienen. Diese Klassen tragen die im Laufe von Abschnitt 4.3.1 de-
finierte feste Semantik und haben keine zu belegenden Werte. Bei diesen
Klassen besteht also keinerlei Veränderlichkeit, auch nicht bei der Instanzi-
ierung des statischen Modells für eine konkrete Netz-QoS-Architektur.
Anders verhält es sich mit den Klassen Daten-Kategorie, Session, QoS-Katego-Gründe für
Variabilität rie, QoS-Parameter, Semantik und Wertemenge. Diese sind aus einer der fol-
genden Gründe variabel:
I) Konkretisierung durch spezifische Semantik
Ein Standard lässt (bewusst oder auch nicht) Freiheitsgrade in der Defi-
nition von Semantiken, die erst bei konkreter Umsetzung definiert wer-
den müssen (z.B. QoS-Kategorien bei DiffServ AF PHB Unterabschnitt
4.3.1.4).
II) Belegung von Attributen
Erst beim Erzeugen einer Instanz werden Attribute mit Werten belegt
(z.B.QoS-Parameter).
III) Kompositionsrelation zu einer variablen Klasse
Eine Klasse, die sich aus einer variablen Klasse zusammensetzt, wird
erst festgelegt, wenn auch die variable Klasse festgelegt ist (z.B. QoS-
Parameter oderQoS-Kategorie).
Analysiert man die Variabilitätsgründe I und II systematisch auf Klassen undGrundvorgänge
deren Instanzen, dann ergeben sich fünf charakteristische Grundvorgänge
für das dynamische Modell:
 Definition
Festlegung der Teilklassen einer Klasse, deren Semantik und der Se-
mantik der Klasse selbst.
 Belegung
Festlegung von Klassen und Attributen, die zwar im Rahmen der Defini-
tion noch variabel sind, aber für alle Instanzen der Klassen gleich sein
müssen, d.h. vor der Erzeugung einer Instanz belegt werden müssen.
 Instanziierung
Erzeugung einer Instanz und Festlegung von Werten, die konstant über
die Lebenszeit der Instanz sind. Die Werte können sich aber zwischen
unterschiedlichen Instanzen unterscheiden.
 Veränderung
Manipulation von Werten einer Instanz während ihrer Lebenszeit.
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 Beendigung
Löschen bzw. zerstören einer Instanz.
4.3.4.2 Lebensabschnittskorridore der Grundvorgänge
Für jede Klasse im statischen Modell können jetzt charakteristische Zeiten
unterschieden werden, zu denen die fünf entscheidenden Grundvorgänge
einer jeden Klasse stattfinden. Hierbei handelt es sich nicht um singuläre
Zeitpunkte, sondern vielmehr um Zeitabschnitte. Für jeden der im folgen- Einordnung von
Grundereignissen in
Zeitkorridore
den erläuterten Grundvorgänge gibt es demnach jeweils einen frühesten
bzw. spätesten Zeitpunkt, wann der Grundvorgang auftreten bzw. ausge-
führt werden kann. Die Zeitspanne zwischen dem frühesten und spätesten
Zeitpunkt wird als Lebensabschnittskorridor bezeichnet.
Die nachstehende Tabelle 4.2 gibt für jeden Grundvorgang einen eigenen
Korridor an. Zusätzlich soll mit demBegriff Lebenskorridor der Zeitraum zwi-
schen Instanziierung und Beendigung bezeichnet werden.





korridor tEDK < tSBetrieb
Belegungs-
Belegung nein
tSBelK > tEDK tSBelegung ≥ tSPlanung
korridor tEBelK < tSBetrieb
Instanziierungs-
Instanziierung ja
tSIK > tEDK tSIK ≥ tSBereitstellung
korridor tSIK > tEBelK tEIK ≤ tENutzung
Veränderungs-
Veränderung nein
tSV K > tEIK tSV K ≥ tSAenderung
korridor tEV K ≤ tEAenderung
Beendigungs-
Beendigung ja
tSBeendK > tEIK tSBeendK > tSBetrieb
korridor tSBeendK > tEV K tEBeendK < tEBeendigung
Tabelle 4.2: Korridore der Grundvorgänge
Allerdings ist für eine konkrete Netz-QoS-Architektur nicht jeder Korridor für Optionale Korridore
jede Klasse zwingend vorhanden:
 Der Belegungskorridor wird nur benötigt, wenn Attribute belegt werden
müssen, die für alle Instanzen identisch sein müssen. In den Klassen-
diagrammen sind solche Attribute mit static gekennzeichnet, aber es
darf noch kein konkreter Wert zugewiesen sein.
 Nur wenn während der Lebenszeit einer Instanz Veränderungen an ihr
vorgenommen werden können, dann ist der Veränderungskorridor vor-
handen.
In der Tabelle finden sich ebenfalls Bedingungen an die frühesten Startzei- Zeitrahmen für
Korridoreten tSX und die spätesten Endezeiten tEX . Diese werden zum einen relativ
zu den anderen Korridoren angegeben, zum anderen wird auch ihre Lage
bezüglich des Lebenszyklus (Abschn. 4.3.2) bestimmt.
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Bei einer Instanziierung des Modells für eine konkrete Netz-QoS-Architek-Korridormodelle für
Klassen tur müssen für fast jede Klasse im statischen Grundmodell die zugehörigen
Korridormodelle angegeben werden. Nur für die reinen Markierungsklassen
macht dies keinen Sinn, also für die Klassen Kommunikationsrelation, Garan-
tietyp und deren Spezialisierungen.




ser Korridore bezüglich des Lebenszyklus in den verschiedenen Architektu-
ren erheblich unterscheiden können. Es ist ein wesentlicher Punkt der Kop-
pelungsmethodik, diese Unterschiede festzustellen und adäquat zu behan-
deln.
Beispielsweise der Instanziierungskorridor von Daten-Kategorien:
Bei ATM-SVCs liegt er innerhalb der Grenzen der Nutzungsphase,
da ATM-Verbindungen erst dann auf- und abgebaut werden kön-
nen.
Bei DiffServ dagegen müssen die Singleton-«Daten-Katego-
rien» zu Beginn der Nutzungsphase bereits erstellt sein, damit
sie genutzt werden können. Ihre Instanziierung geschieht nämlich
implizit durch die Installation und Konfiguration der DiffServ-Netz-
komponenten. Also ist der Instanziierungskorridor der «Daten-
Kategorien» bei DiffServ in die Bereitstellungsphase eingebet-
tet.
Beim Vergleich zwischen ATM und DiffServ erkennt man, dass
die Instanziierungskorridore nicht nur unterschiedliche Ausdeh-
nung haben, sondern sie besitzen nicht einmal eine Zeitspanne
der Überschneidung im Lebenszyklus.
Mit den Korridormodellen wurde eine für jede Netz-QoS-Architektur indivi-
duelle Unterteilung des Lebenszyklus geschaffen. Diese wird auch im fol-
genden Abschnitt benötigt und dort als Referenzpunkte für Ereignisse die-
nen.
4.3.4.3 Ereignisse in den Korridoren




chitektur kommen Ereignisdiagramme zum Einsatz.
Ereignisse sind Nachrichten, die eine eigene Semantik tragen und optional
mit zusätzlichen Daten angereichert werden können. Die zusätzlichen Daten
werden z.B. gebraucht, umOptionen zu spezifizieren. In dieserModellierung
werden zwei Grundarten von Ereignissen unterschieden:
 Spontanereignisse
So werden Ereignisse bezeichnet, die von der Netz-QoS-Architektur oh-Spontanereignisse
ne vorangegangene Anforderung durch den Nutzer an diesen geschickt
werden.
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Ein typisches Beispiel für ein Spontanereignis findet sich bei
der «QoS-Kategorie» ABR_Kat (Abb. 4.17, S. 101) von ATM.
Hier können nach [ATM-TM 99, Abschn. 2.1.5 und 5.10] Verän-
derungen in den Qualitätseigenschaften der ATM-Verbindung
an den Nutzer signalisiert werden.
 Interaktionsereignisse
Als Interaktionsereignisse werden solche Ereignisse benannt, die von Interaktionsereignis-
seeinem Nutzer an eine Netz-QoS-Architektur gesandt werden. Häufig,
aber nicht verpflichtend, folgt ein Rückereignis von der Netz-QoS-Archi-
tektur zum Nutzer, um Ergebnisse oder Bestätigungen zu übermitteln.
ATM-Verbindungen liefern hier ein klassisches Beispiel für In-
teraktionsereignisse. Zum Aufbau einer Verbindung sendet der
Nutzer ein entsprechendes Ereignis an die ATM-Architektur. Mit
den zusätzlichen Daten des Ereignisses spezifiziert der Nutzer
die gewünschteQoS-Kategorie und die Belegung ihrerQoS-Para-
meter. Die ATM-Architektur antwortet mit einem Rückereignis,
bei dem angegebenwird, ob die Verbindungmit den gewünsch-
ten Eigenschaften aufgebaut werden konnte.
Die zu modellierenden Ereignisse finden sich in den Architekturen an haupt-
sächlich zwei Stellen. Zum ersten sind dies die konkreten Protokolle, die Ereignisquelle
Protokolledie Kommunikation mit dem Nutzer steuern. Die Aufrufprimitiven, die vom
Nutzer verwendet werden können, werden als Interaktionsereignisse mo-
delliert. Benachrichtigungen und Events, die von der Architektur an den Nut-
zer geschickt werden, sind als Spontanereignisse zu modellieren.
Die zweite Quelle für Ereignisse sind die Workflows, die (meist nur implizit) Ereignisquelle
Workflowsin den Standards enthalten sind. Wenn in einem Ablauf in einer Netz-QoS-
Architektur eine Interaktion mit dem Nutzer möglich ist, dann muss diese
als entsprechendes Ereignis modelliert werden. Um Nutzerinteraktionen zu
finden, müssen die Standardisierungsdokumente manuell untersucht und
interpretiert werden.
Bei beiden Quellen für Ereignisse sind die gefundenen Ereignisse den Klas- Ereignisse werden
Klassen zugeordnetsen aus der Modellierung zuzuordnen. Es sei angemerkt, dass nicht nur Er-
eignisse der Betriebsphase zumodellieren sind, sondern jegliche Ereignisse
im gesamten Lebenszyklus.
Um die Ereignisse, die für eine Klasse auftreten, strukturieren zu können, Zeitachse für
Ereignisse benötigtmuss eine passende Zeiteinteilung gefunden werden. Zunächst würde sich
dafür der Lebenszyklus aus Abbildung 4.20, Seite 106 anbieten. Eine solche
Einteilung wäre aber nicht optimal: Später in der Methodik gilt es zu kop-
pelnde Ereignisse aufzufinden. Gruppiert man Ereignisse aber in die Lebens-
zyklusphasen, dann müssten zusammengehörige Ereignisse auch in unter-
schiedlichen Phasen gesucht werden. Das Beispiel der Instanziierung von
DiffServ und ATM hat das bereits belegt.
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Stattdessen werden die Korridormodelle zur Gruppierung der Ereignisse
herangezogen. Durch die Einteilung nach den Korridoren werden die Ereig-Korridormodelle als
Zeiteinteilung für
Ereignisse
nisse semantisch so gruppiert, dass ein Vergleich zweier gleicher Korrido-
re zur Koppelung ausreichend sein wird. Dabei geht aber der Bezug zum
Lebenszyklus trotzdem nicht verloren, da nach dem vorangegangenem Ab-
schnitt die Korridore relativ zum Lebenszyklus eingeordnet wurden.
Zur Spezifikation der Ereignisse wird im Prinzip für jeden Zeitkorridor ein
eigenes Ereignisdiagramm erstellt. Dabei müssen nicht zwangsweise für je-
den der in Tabelle 4.2 genannten Korridore Ereignisse vorliegen. Dem Defi-
nitionskorridor wird man wahrscheinlich extrem selten Ereignisse zuordnen
müssen. Die entscheidenden Korridore für den Ereignisaustausch zwischen
Architektur und Nutzer sind der Instanziierungs- und der Veränderungskor-
ridor.
Da Anzahl, Art und Semantik der einzelnen Ereignisse sich bei konkretenEinzelne Ereignisse
sehr individuell Netz-QoS-Architekturen stark unterscheiden können, ist hier eine Grenze
der generischen Modellierung erreicht. Außer der Einteilung in Spontan-
und Interaktionsereignisse wird an dieser Stelle keine nähere Klassifizie-
rung getroffen.
Die Ereignisdiagramme der einzelnen Klassen können manchmal direktÜbernehmen von
Ereignisdiagrammen
aus Standards
aus den Standards gewonnen werden. Beispielsweise machen ATM in
[ATM-PNNI 02] und UMTS in [TS 123 207, TS 123 246] selbst massiv Ge-
brauch von Sequenzdiagrammen. Allerdings können diese Diagramme
meist nicht unmittelbar übernommen werden, da sie sowohl Interaktionen
an der Dienstschnittstelle und interne Aktionen miteinander vermischen.
Für die Black-Box-Sicht sind nur Ereignisse an der Dienstschnittstelle von
Interesse. Bevor die Diagramme genutzt werden können, ist diese Trennung
manuell vorzunehmen. Durch das bereits erstellte statische Modell kann
ermittelt werden, welche Teile aus den Sequenzdiagrammen der Standards
für die dynamische Modellierung zu übernehmen sind. Dies geschieht, in-
dem nur Ereignisse und Sequenzen übernommen werden, die in direkter
Verbindung mit einer im statischen Modell vorhandenen Klasse stehen.
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4.3.5 Zusammenfassung des Modells für Netz-
QoS-Architekturen
In dieser Sektion sind mehrere Teilmodelle zur Darstellung von Netz-QoS- Teilmodelle
Architekturen entwickelt worden:
 Mit dem statischen Grundmodell (Abschn. 4.3.1) sind die ersten wich-
tigen Unterschiede zwischen verschiedenen Netz-QoS-Architekturen
aufgezeigt worden.
 Mit den Modellen der Lebensabschnittskorridore (Unterab-
schn. 4.3.4.2) wurde eine zeitliche Unterteilung der dynamischen
Abläufe in einer Netz-QoS-Architektur erreicht und gleichzeitig wurde
der Zusammenhang zu den Lebenszyklusphasen aufgezeigt.
 Eine Feinmodellierung der Aktionen in den Lebensabschnittskorridoren
ist schließlich durch Ereignisdiagramme (Unterabschn. 4.3.4.3) reali-
siert worden.
Diese Teilmodelle zusammen bilden das Modell für Netz-QoS-Architekturen, Teilmodelle bilden
zusammen
Architekturmodell
wie es in Abbildung 4.1, Seite 68 als Ergebnis des zweiten Teilschritts an-
gekündigt wurde. Mit den Teilmodellen wird auch die phänomenologische
Sicht auf Netz-QoS-Architekturen definiert. Rein interne Ereignisse einer Ar-
chitektur spielen in der durch die Modellierung gewonnenen Darstellung
keine Rolle mehr.
Damit ist die in Abschnitt 4.2.2 geforderte Black-Box-Sicht zumindest für Black-Box-Sicht für
Architekturen
umgesetzt
die Ebene der Architekturen realisiert. In der nächsten Sektion wird auf Ba-
sis der Teilmodelle für Architekturen ein Modell für Netz-QoS-Dienste ent-
wickelt. Mit diesem Modell wird die Black-Box-Sicht auch auf die Ebene der
Dienste ausgedehnt.
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4.4 Modell für Netz-QoS-Dienste
Nachdemmit der vorangegangenen Sektion Netz-QoS-Architekturen im Sin-
ne einer dienstorientierten Black-Box-Sicht modelliert werden können, ist
es die Aufgabe dieser Sektion ein Modell für Netz-QoS-Dienste zu ent-
werfen. Die grundlegenden Teile zur Modellerstellung sind zum einen die
Teilmodelle der Architekturmodellierung, zum anderen ist es das MNM-
Dienstmodell.
4.4.1 Individualisierung des Architektur-Modells





eines Netz-QoS-Dienstes deutlich von denen der Netz-QoS-Architektur, auf
der er beruht, unterscheiden. Damit besteht der erste Schritt zur Erstellung
eines Modells für Dienste in der Anpassung der Modellierung der Architek-
tur auf den Dienst. In der Dienstausprägung kann die zugrunde liegende
Architektur im Prinzip eingeschränkt oder auch erweitert werden. Für beide
Fälle werden im folgenden Beispiele angegeben werden.
Da die für einen Dienst möglichen Änderungen theoretisch nahezu beliebigÄnderungen
theoretisch beliebig sind, können diese in den folgenden Abschnitten nur exemplarisch aufge-
zeigt werden. Generell können bei einer Dienstausprägung alle Teile einer
Architektur und damit des Architekturmodells verändert werden.
In der Praxis werden sich dieModifikationen allerdings in Grenzen halten, daÄnderungsmöglich-
keiten in der Praxis
begrenzt
massive Änderungen an einer Architektur der Definition einer neuen QoS-
Architektur gleichkommen würde. Einschränkungen der Modifikationsviel-
falt sind insbesondere auch durch die auf demMarkt befindlichen Netzkom-
ponenten gegeben. Sie orientieren sich nämlich sinnvollerweise an den ge-
gebenen Standards und lassen meist wenig Raum für individuelle Modifika-
tionen. Anders verhält es sich in der Praxis nur dort, wo Standards zu un-
genau sind oder sogar bewusst individuelle Erweiterungen zulassen oder
erzwingen.
4.4.1.1 Anpassungen am statischen Grundmodell
Typische Anpassungen im Bereich der Daten-Kategorie liegen in der Be-Typische
Anpassungen von
Daten-Kategorien
schränkung der Kommunikationsrelation. Hier werden seitens der Provider
getrennte Dienste für Uni- undMulticast angeboten, obwohl sie auf der glei-
chen Infrastruktur (d.h. gleichen Netz-QoS-Architektur) realisiert sind. Für
die Modellierung eines reinen Unicast-Dienstes werden also alleDaten-Kate-
gorien, die mit Multicast-Varianten assoziiert sind, gestrichen. Parallel muss
dabei darauf geachtet werden, dass im Bereich der QoS-Kategorien die ex-
klusiv fürMulticast-Varianten benötigten Teile gestrichen werden.
Für das Entfernen der Multicast-Kommunikation aus einem UMTS-
Dienst müssten gestrichen werden:
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 Die Klassen MBMS_Multicast, UMTS_MBMS_Session und
UMTS_MBMS_QoS aus Abbildung A.1
 Alle Klassen aus Abbildung A.4
 Alle Klassen aus Abbildung A.5
Die Ausprägungen der Attribute Verbindungsorientiert und Paketgrenze_erhal- Tief verwurzelte
Eigenschaftentend sind meist so tief in den Architekturen verwurzelt, dass eine Anpassung
nicht möglich ist.
Die Möglichkeiten der Anpassung sind auf Seiten der QoS-Kategorie weit Typische
Anpassungen von
QoS-Kategorien
vielfältiger. Im Bereich der QoS-Parameter sind Modifikationen in allen drei
der einen Parameter definierenden Klassen denkbar, beispielsweise:
 Der Garantietyp könnte aufgeweicht werden, z.B. von Deterministische
Garantie zu Statistische Garantie
 Die Wertemenge könnte verändert werden, weil die Implementierungs-
plattform den seitens des Standards vorgesehenen Bereich nicht ab-
decken kann.
 Die Semantik könnte angepasst werden, weil andere Messpunkte in
der Dienstimplementierung benutzt werden als von Seiten des Stan-
dards vorgesehen.
EineQoS-Kategorie kann modifiziert werden, indemman einen oder mehrere Streichen einzelner
ParameterQoS-Parameter herausstreicht. Selbstverständlich könnten auch ganze QoS-
Kategorien von einem Dienst nicht unterstützt werden, beispielsweise keine
realTime_Kategorien (Abb. 4.17, S. 101) der ATM-Architektur.
Teilweise sind aber auch Ergänzungen notwendig, um den vollen vom Stan- Modifikation durch
notwendige
Ergänzungen
dard definierten Umfang auszuschöpfen.
Der DiffServ Standard Assured Forwarding PHB [RFC 2597] (sie-
he Unterabschn. 4.3.1.4 und Abb. 4.16) ist ein Beispiel hierfür. Im
Standard sind zwar die «QoS-Kategorien» AF_1 bis AF_4 de-
finiert, es werden aber keine QoS-Parameter definiert, die die Ka-
tegorien voneinander unterscheidbar machen. Stattdessen wird
im Standard explizit dazu aufgefordert, eigene Unterscheidungs-
merkmale, sprichQoS-Parameter, zu definieren.
4.4.1.2 Anpassungen der dynamischen Modellteile
Die Anpassungen an den dynamischen Modellteilen (Korridor- und Ereig- Anpassung im dyn.
Teil folgen dem stat.
Teil
nismodelle) orientieren sich zunächst an jenen, die im statischen Teil vor-
genommen worden sind. Bei Streichungen im statischen Teil sind die kor-
respondierenden Teile im dynamischen Modell natürlich ebenfalls vorzu-
nehmen. Wurden Ergänzungen gemacht, sind die dynamischen Teilmodelle
ebenfalls zu ergänzen.
Wenn die Modellierung eines Dienstes möglichst eindeutig sein soll, dann
ist darauf zu achten, dass in den Korridormodellen keine Definitionskorrido-
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re vorhanden sind, die über die Standardisierungsphase hinausgehen. Wür-Keine
Definitionskorridore
mehr
de dies nämlich der Fall sein, bedeutete das, dass im Dienst noch Freiheits-
grade in der Definition vorhanden sind.
Eine weitere typische Modifikation an den Korridormodellen ist die Verle-Zeitl. Beschränkung
von Korridoren gung bzw. Beschränkung von Korridoren in bestimmte Lebenszyklusphasen.
Soll beispielsweise ein ATM-basierter Dienst angeboten werden,
der nur feste, unveränderliche Verbindungen über die gesamte Be-
triebsphase gestattet (z.B. für ein VPN-Szenario), dann kann dies
sehr einfach dargestellt werden. Dazu begrenzt man die Instanziie-
rungskorridore aller Klassen auf das Ende der Bereitstellungspha-
se. Das bewirkt, dass alle Verbindungen vor der Nutzungsphase
aufgebaut werden müssen. Um Veränderungen an den Verbindun-
gen zu unterbinden streicht man dann noch alle Veränderungskor-
ridore aus den Modellen heraus. Somit bekommt man insgesamt
das gewünschte Verhalten.
Detailmodifikationen sind auch in den Ereignismodellen denkbar. So könn-Modifikationen in
Ereignismodellen ten in realen Diensten beispielsweise bestimmte Funktionalitäten während
der Betriebsphase gewollt nicht angeboten werden. In den Ereignismodel-
len fände das dann seinen Niederschlag, indem die entsprechenden Inter-
aktionsereignisse herausgestrichen würden.
4.4.2 Einbettung in das MNM-Dienstmodell
Die Basis für das eigentliche Modell von Netz-QoS-Diensten ist das MNM-Basis MNM-
Dienstmodell Dienstmodell, genauer gesagt die Dienstsicht (Abb. 4.4, S. 73) davon.
Für eine realisierungsunabhängige Modellierung, wie sie als eine der An-Modellierung nur im
seitenunabhängigen
Teil
forderungen aus Abschnitt 2.4.3 gefordert ist, muss in der Dienst-Sicht nur
der seitenunabhängige Teil (Unterabschn. 4.2.1.1) spezifiziert werden. Die
Modellteile in der Dienstnehmerdomäne und der Dienstleisterdomäne ent-
halten nur realisierungsspezifische Teile (Unterabschn. 4.2.1.2 und Unterab-
schn. 4.2.1.3). Beide bleiben deswegen unbetrachtet.
In den nächsten beiden Abschnitten wird nun das MNM-Dienstmodell so
weiterentwickelt, dass es zum Modell für Netz-QoS-Architekturen wird.
4.4.2.1 Nutzungsspezifische Teile
Die linken Teile der Dienstsicht des MNM-Dienstmodells beschreiben jene
Aspekte eines Dienstes, die für die Nutzfunktionalität von Belang sind. Da
an dieser Stelle nur der seitenunabhängige Teil relevant ist, sind im ein-
zelnen die Modellteile QoS parameters, usage functionality und service access
point (SAP) zu verfeinern.
Der Teil usage functionalitywird im Fall eines Netz-QoS-Dienstes genau durch
die KlasseDaten-Kategorie des statischen Grundmodells für Netz-QoS-Archi-
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tekturen beschrieben. Mit ihr werden die unterschiedlichen vom Dienst zur Nutzfunktionalität
Verfügung gestellten Varianten zur Übermittlung von Daten beschrieben –







Abbildung 4.29: Aufgeteilte KlasseQoS parameters
Bevor die Dienstgüteeigenschaften eines Datenstroms im Modell darge- Auftrennung der
„QoS parameters“stellt werden können, muss zuerst eine kleine Erweiterung der Dienstsicht
vorgenommen werden. Die im MNM-Dienstmodell vorhandenen QoS para-
meters beziehen sich implizit sowohl auf die usage functionality als auch die
management functionality. Durch die in Abbildung 4.29 dargestellte Erweite-
rung der Klasse QoS parameters wird dieser Umstand explizit ausgedrückt:
Die KlasseQoS parameters besteht nun aus getrennten Parametern für beide
Funktionalitäten.
Nach der Auftrennung der QoS parameters werden die usage QoS parameters Usage QoS
parametersdurch die entsprechende Klasse aus dem statischen Grundmodell ersetzt,
nämliche der QoS-Kategorie. Es sei angemerkt, dass nicht die Klasse QoS-
Parameter aus dem statischen Grundmodell an die Stelle der usage QoS pa-
rameters treten kann, da sonst die durch die QoS-Kategorien vorgenommene
Gruppierung von Parametern nicht mehr im Dienstmodell vorhanden wäre.
Zwischen den in die Dienstsicht integrierten Klassen Daten-Kategorie und
QoS-Kategorie kommt wie im statischen Grundmodell die Assoziationsklasse
Session zum Einsatz. So wird der Zusammenhang zwischen Daten-Kategorie
undQoS-Kategorie auch im Dienstmodell explizit ausgedrückt.
Jetzt ist das statische Grundmodell vollständig in die Dienstsicht und da- Statisches
Grundmodell
vollständig integriert
mit in dasMNM-Dienstmodell integriert. In Abbildung 4.30 ist die erweiterte
Dienstsicht komplett dargestellt. Die dunkelgrau markierten Klassen stam-
men aus dem statischen Grundmodell, die hellgrau markierten sind durch
die Aufspaltung derQoS parameter verändert oder eingeführt worden.
Bei derModellierung konkreter Dienste werden natürlich nicht die ursprüng-
lichen Modelle der Netz-QoS-Architekturen in die Dienstsicht eingebettet.
Stattdessen kommen die nach den Dienstspezifika individualisierten Mo-
delle (siehe den vorangegangenen Abschnitt) zum Zuge.
Verblieben ist noch die Frage nach der Spezifikation des service access point Service access point
(SAP). Hierfür werden zusätzliche Spezifikationen benötigt. Zwar ist die am
service access point zugreifbare Funktionalität durch die KlasseDaten-Katego-
rie beschrieben, aber die technischen Aspekte des service access point sind
noch offen geblieben. Im Fall eines Netz-QoS-Dienstes stehen hier zwei Din-
ge im Vordergrund:
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 Konkrete Datenformate zur Übermittlung von Daten (d.h. zur Nutzung
der Daten-Kategorie spezifizierten Funktionalität)
 Konkrete Datenformate zur Anforderung und Zuordnung von Qualitäts-
eigenschaften (d.h. zur Nutzung derQoS-Kategorien).
 Beschreibungen der technischen Gestaltung des Anschluss- oder Über-
gabepunktes zum Kunden. Häufig wird auch eine Spezifikation der
im Schichtenmodell unterhalb der Netz-QoS-Architektur befindlichen
Technologie beteiligt sein.
Die Datenformate sind in den allermeisten Fällen in den gleichen Spezifika-Datenformate am
SAP tionsdokumenten beschrieben, in denen die Netz-QoS-Architektur (auf der
der Dienst basiert) beschrieben wird. Zur Beschreibung dieses Aspekts des
service access point kann direkt auf die entsprechenden Dokumente verwie-
sen werden.
Die Beschreibung des technischen Übergabepunktes ist absolut dienstspe-Techn. Aspekte des
SAP zifisch und kann deshalb stark variieren. Für die „unteren“ Schichten ste-
hen wiederum die jeweiligen Standardisierungsdokumente bereit. Teilwei-
se werden solche Spezifikationen schon von Netz-QoS-Architekturen mitge-
bracht, ATM ist ein Beispiel dafür.
Für einen DiffServ-AF-PHB-basierten Dienst kann der service access
point z.B. so beschrieben sein: Beim Kunden wird durch den Provi-
der ein Router aufgestellt. Dieser hat als Übergabepunkt zum Kun-
den ein 100MBit Ethernet Interface (Spez. der unteren Schicht).
Die Datenformate werden durch die IP- und DiffServ-AF-PHB-Stan-
dards beschrieben.
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Abbildung 4.30: Erweitertes MNM-Dienstmodell in der Dienstsicht
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4.4.2.2 Managementspezifische Teile
Der managementspezifische Teil eines Netz-QoS-Dienstes wird durch dieManagementfunktio-
nalität rechte Hälfte der erweiterten Dienstsicht im MNM-Dienstmodell (Abb. 4.30)
repräsentiert. In der management functionality werden ausschließlich Funk-
tionalitäten modelliert, die dem Kunden zur Verfügung gestellt werden. Da-
her rührt auch der Begriff des „Customer Service Managements“. Manage-
mentfunktionalitäten, die ein Provider intern im Rahmen der Realisierung
des Dienstes benutzt, sind hier nicht enthalten.
Die Spannbreite der potentiell auftretenden Funktionalitäten umfasst dabeiCSM individuell
alle Teile der fünf Funktionsbereiche wie sie im Funktionsmodell der OSI-
Managementarchitektur definiert sind: Konfigurationsmanagement, Fehler-
management, Leistungsmanagement, Sicherheitsmanagement und Abrech-
nungsmanagement. Die Ausprägung der einzelnen Teilbereiche ist dabei na-
hezu beliebig. Sie kann von „nicht vorhanden“ bis zu tiefsten Einblicken in
die Dienstrealisierung reichen. Selbst bei gleicher Nutzfunktionalität kann
die Managementfunktionalität, die dem Kunden angeboten wird, extrem va-
riieren.
Eine tiefgreifende Behandlung der management functionality kann aus zwei
Gründen in dieser Arbeit nicht geleistet werden. Zum einen würde es den
Rahmen dieser Arbeit bei weitem sprengen, zum anderen liegt bereits eine
sehr gute Arbeit für diesen Bereich vor.
In [Nerb 01] werden explizit die interorganisationalen Aspekte des CustomerVerweis auf Nerb
Service Managements ausführlich untersucht. In der Arbeit werden gene-
rische Modelle vorgestellt, die es ermöglichen Dienstmanagementschnitt-
stellen für konkrete Dienste zu entwickeln. Dabei werden neben statischen
Aspekten auch die dynamischen Gegebenheiten mittels Interaktionsmodel-
len dargestellt. Dadurch ist [Nerb 01] eine optimale Ergänzung dieser Arbeit.
Die Arbeit von Nerb hat (wie diese Arbeit auch) einen ihrer Ausgangspunkte
im MNM-Dienstmodell und verwendet zur Modellierung ebenfalls UML. Ein
Rückgriff auf [Nerb 01] ist nicht zuletzt deswegen möglich und sinnvoll.
4.4.2.3 Das Service Agreement
An dieser Stelle sind, mit einer Ausnahme, alle für diese Arbeit relevanten
Teile der Dienstsicht behandelt worden.
Die Darstellung des service agreementmuss an dieser Stelle noch offen blei-Service Agreement
im Rahmen der
Methodik behandelt
ben. Bei einer Koppelung zweier Netz-QoS-Dienste ist das service agreement
das Dokument, in dem unter anderem auch die für die Koppelung zu erledi-
genden Teilschritte und deren Aufgabenverteilung zwischen Kunden- und
Dienstleisterseite festgeschrieben werden. Weil zu diesem Zeitpunkt der
Vorgang der Koppelung an sich noch nicht behandelt ist, wird die Behand-
lung des service agreement auf das nächste Kapitel verschoben.
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4.5 Zusammenfassung der Modelle
Zu Beginn dieses Kapitels wurde durch allgemeine Betrachtungen zur Black-Box-Sicht
Dienstorientierung die sog. Black-Box-Sicht auf Netz-QoS-Architekturen in-
formell festgelegt.
Darauf basierend wurde in zwei großen Schritten ein dienstorientiertes Mo- Modell für Netz-QoS-
Architekturendell für Netz-QoS-Architekturen erstellt, das aus drei Teilmodellen besteht.
Im ersten Schritt wurde das statische Grundmodell entwickelt, das im zwei-
ten Schritt durch dynamisch Aspekte ergänzt wurde. Sie manifestieren sich
in Modellen der Lebensabschnittskorridore und in Ereignisdiagrammen.
Mit allen drei Teilmodellen für Netz-QoS-Architekturen ist die Black-Box-
Sicht umgesetzt und konkretisiert worden.
Im dritten Teil des Kapitels wurde aus dem Modell für Netz-QoS-Archi- Modell für Netz-QoS-
Dienstetekturen ein Modell für Netz-QoS-Dienste entwickelt. Dies geschah im er-
sten Schritt durch Aufzeigen der Anpassungsmöglichkeiten der Modelle von
Netz-QoS-Architekturen an die spezifischen Gegebenheiten in einem kon-
kreten Dienst. Der zweite Schritt führte dann eine Einbettung des angepas-
sten Architektur-Modells in das MNM-Dienstmodell durch. Daraus resultier-
te dann die Modellierung für Netz-QoS-Dienste.
4.5.1 Zwischenabgleich mit Anforderungen
Zum Ende des ersten großen Teils der Lösung der Koppelungsproblematik
wird jetzt ein erster (und noch unvollständiger) Abgleich mit den in Sektion
2.4 aufgestellten Anforderungen durchgeführt.
Der Vergleich der Modelle mit den allgemeinen Anforderungen aus Ab-
schnitt 2.4.1 ergibt:
 Anforderung: Nachhaltige und allgemeine Anwendbarkeit




Modell von Netz-QoS-Diensten werden konsequent in einem Verfah-
ren abgeleitet, das nur von allgemeinen Eigenschaften von Netz-QoS-
Diensten ausgeht. Bei der Entwicklung der Modelle werden keinerlei
Einschränkungen gemacht, die über die Dienstorientierung hinausge-
hen. Die Anforderung wird für den Bereich der Modelle voll erfüllt.
 Anforderung: Produktorientierung
Der Anforderung der Produktorientierung wird in der Modellierung Anforderung:
Produktorientierungexplizit Rechnung getragen. Vor der Dienstmodellierung ist eine An-
passung an Spezifika eines bestimmten Dienstes vorgesehen (Ab-
schn. 4.4.1). Die Anforderung wird für den Bereich der Modelle voll er-
füllt.
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 Anforderung: szenariospezifische Ergebnisorientierung
Die Spezifika eines konkreten Szenarios für eine Koppelung haben bei
der Entwicklung der Modelle noch keine Rolle gespielt. Andererseits
sind aber keine Einschränkungen gemacht worden, die eine Anwen-
dung der Modellierung auf bestimmte Szenarios beschränken würde.Anforderung:
szenariospezifische
Ergebnisorientierung
Die Anforderung ist zwar noch nicht erfüllt, durch die Modelle entsteht
aber auch kein Hinderungsgrund.
 Anforderung: Realisierbarkeit
Eine Aussage über die Realisierbarkeit des Lösungsansatzes dieser Ar-Anforderung:
Realisierbarkeit beit kann anhand der Modellierung alleine noch nicht getroffen wer-
den. Die Anforderung ist zwar noch nicht erfüllt, durch die Modelle ent-
steht aber auch kein Hinderungsgrund.
Nachfolgend erfolgt die Überprüfung der Anforderungen aus Abschnitt
2.4.3. Diese Anforderungen werden speziell an die Modellierung gestellt:
 Anforderung: Normalisierung
Alle für die in der Methodik zu verwendenden Modelle von konkre-Anforderung:
Normalisierung ten Netz-QoS-Architekturen und konkreten Netz-QoS-Diensten gehen
auf das gleiche, in diesem Kapitel vorgestellte (Meta-) Modell zurück.
Durch die Verwendung von Stereotypen sind die Zusammenhänge zum
(Meta-) Modell unmittelbar nachvollziehbar. Damit stellt die Modellie-
rung die geforderte Normalisierung von konkreten Netz-QoS-Architek-
turen und -Diensten dar. Die Anforderung ist voll erfüllt.
 Anforderung: Dienstorientierung
Mit der Entwicklung der Black-Box-Sicht in Sektion 4.2 wird vor BeginnAnforderung:
Dienstorientierung bereits die Grundlage zur Dienstorientierung in der Modellierung ge-
legt. Da die Modelle die Black-Box-Sicht strikt umsetzen, ist die Anfor-
derung voll erfüllt.
 Anforderung: Trennung von Dienst und Realisierung
Die strikt eingehaltene Black-Box-Sicht fokussiert nur Dienstbestand-Anforderung:
Trennung von Dienst
und Realisierung
teile; realisierungsspezifische Eigenschaften werden ausgeblendet.
Zusammenmit demMNM-Dienstmodell als Ausgangspunkt für die Mo-
dellierung von Netz-QoS-Diensten wird damit die Anforderung der Tren-
nung von Dienst und Realisierung voll erfüllt.
 Anforderung: Management integraler Dienstbestandteil




QoS-Diensten wird das Management eines Dienstes automatisch als
integraler Bestandteil eines Dienstes erfasst. Die Anforderung ist voll
erfüllt.
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 Anforderung: Abdeckung des gesamten Lebenszyklus




die Methodik geeignete Gruppierung der Einzelereignisse einer Netz-
QoS-Architektur vorgenommen. Durch die Einbettung der Lebensab-
schnittskorridore in den Lebenszyklus wird auch die Abdeckung des
gesamten Lebenszyklus erreicht. Die Anforderung ist voll erfüllt.
Tabelle 4.3 fasst den eben durchgeführten Abgleich mit den Anforderungen
nochmals zusammen.
Allgemeine Anforderungen, nur Modelle
Anforderung Bewertung
Nachhaltig und allgemein anwendbar 4
Produktorientierung 4






Trennung von Dienst und Realisierung 4
Management integraler Dienstbestandteil 4
Abdeckung des gesamten Lebenszyklus 4
4: erfüllt ?: keine Aussage möglich
Tabelle 4.3: Erfüllung der Anforderungen durch Modelle dieser Arbeit
Zusammenfassend lässt sich feststellen, dass alle Anforderungen, die spe- Anforderungen an
Modellierung erfülltziell an die Modellierung gestellt werden, auch erfüllt worden sind. Von den
allgemeinen Anforderungen werden jene Anforderungen, die auf die Model-
le anwendbar sind, ebenfalls erfüllt.
Mit der Entwicklung der Modelle wurde die Grundlage für den zweiten Teil
der Lösung der Koppelungsproblematik gelegt. Der zweite Teil wird sich mit
der eigentlichen Methodik der Koppelung beschäftigen und wird im näch-
sten Kapitel besprochen.
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Das vorangegangene Kapitel hat zwei Modellierungen vorgestellt – eine
dienstorientierte Modellierung von Netz-QoS-Architekturen und eine Mo-
dellierung von Netz-QoS-Diensten – und hat damit bereits eine Reihe der
gestellten Anforderung erfüllt. In diesem Kapitel wird jetzt das eigentliche
Ziel dieser Arbeit angegangen: Die Entwicklung einer Methodik zur Lösung
der Koppelungsproblematik.
Die Koppelung geschieht in fünf Hauptschritten, die in einem Aktivitätsdia-
gramm in Anlehnung an UML in Abbildung 5.1 dargestellt sind. In dieser Aktivitätsdiagramme
mit ArtefaktenAbbildung und allen im Weiteren folgenden Aktivitätsdiagrammen wird die
gleiche Darstellungsvariante angewendet, die bereits in [GHHK 02] benutzt
worden ist. Die Eingaben und Ausgaben von Aktivitäten sind darin nur in-
formell als sog. Artefakte dargestellt. Diese Variante wurde gewählt, da die
vollständig UML-konforme Darstellung mit Objekten ...
 ... einen signifikanten Aufwand zur korrekten Formalisierung der Arte-
fakte bedeuten würde.
 ... die notwendigen Formalismen den Blick auf den eigentlichen Kern –
die Methodik – verstellen würde.
 ... erheblich mehr Platz beanspruchen würde, was die Übersichtlichkeit
stark beeinträchtigen würde.
In Sektion 5.1 werden im initialen Schritt aus den beiden zu koppelnden Modellierung
Diensten A und B zwei Modelle nach dem generischen (Meta-) Modell aus
Kapitel 4 erstellt. Dieser Schritt geschieht noch völlig unabhängig vom kon-
kreten Anwendungsfall, für den die Koppelung durchgeführt wird.
Die gewonnenenModelle der Netz-QoS-Dienste A und B sind zusammenmit
dem konkreten Anwendungsfall für alle weiteren vier Schritte die Eingabear-
tefakte. Zuerst werden allgemeine Grundeigenschaften und generische Me- Grundeigenschaften
thodikteile der Koppelung erarbeitet (Sekt. 5.2). Diese werden in allen wei-
teren Schritten benötigt. Der nächste Schritt in Sektion 5.3 erarbeitet erste Statische Teile
Teillösungen für die Koppelung durch den Vergleich der statischen Teile der
Modelle. Im vorletzten Schritt folgt dann eine Gegenüberstellung von dyna- Dynamische Teile
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mischen Modellteilen (Sekt. 5.4), aus der weitere Teillösungen gewonnen
werden. Der letzte Schritt, der in Sektion 5.5 erläutert wird, vervollständigtVervollständigung
die Koppelung und fügt die Teillösungen zu einer einzigen Koppelungslö-
sung zusammen.
In der letzten Sektion dieses Kapitels wird die gesamte Methodik nochmals
kurz zusammengefasst. Abschließend wird ein Resümee durch einen Ver-



















Abbildung 5.1: Aktivitäten zur gesamten Methodik
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5.1 Methodik zur Modellierung
Um die Voraussetzungen für den eigentlichen Vorgang der Koppelung zu
schaffen, müssen die zu verbindenden Netz-QoS-Dienste in einer „norma-
lisierten“ Form dargestellt werden. Deshalb werden im ersten Teil der Me-






















Abbildung 5.2: Aktivitäten zur Modellierung
Der Teilprozess gliedert sich in zwei Schritte und ist in Abbildung 5.2 dar- Schritt: Architektur-
Modellierunggestellt. Zuerst werden die beiden Netz-QoS-Architekturen, auf denen die
Dienste aufbauen, modelliert (Abschn. 5.1.1). Im zweiten Schritt werden die- Schritt: Dienst-
Modellierungse Modelle zu den Modellen der Netz-QoS-Dienste weiterentwickelt (Ab-
schn. 5.1.2).
Die beiden folgenden Abschnitte stellen die Teilprozesse für jeweils eine Ar- Parallele
Modellierung beider
Dienste
chitektur bzw. einen Dienst dar. Wie in Abbildung 5.2 gezeigt, müssen diese
Schritte natürlich jeweils für beide zu koppelnden Dienste ausgeführt wer-
den. Dies kann aber parallel geschehen.
Der Detailgrad der im folgenden präsentierten Schritte ist vergleichsweise Menschliches
Analysevermögen
gefragt
niedrig. Außer der Reihenfolge, in der die Modellteile zu erstellen sind, kön-
nen nur wenige generische Hinweise für die Modellierung gegeben werden.
Wie für die meisten Modellierungsaufgaben kann hier nur auf den Einsatz
von menschlichem Abstraktions- und Analysevermögen verwiesen werden.
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5.1.1 Erstellung eines Netz-QoS-Architektur-
Modells
Aufgabe diese Teilprozesses ist es, aus dem (Meta-) Modell aus Sektion 4.3
ein konkretes Modell für eine bestimmte Netz-QoS-Architektur zu erstellen
(siehe auch Abb. 4.8, S. 84).
Die Schritte zur Instanziierung des allgemeinen Modells gleichen im We-Gleiche Struktur wie
bei Modellierung sentlichen der Struktur, die für das allgemeineModell in Sektion 4.3 bespro-










Abbildung 5.3: Aktivitäten zur Architektur-Modellierung




entsprechend Abschnitt 4.3.1 erstellt. Zu instanziieren sind beide Klassen
selbst sowie alle dazugehörigen Unterklassen. Hierfür werden Standardi-
sierungs- und Spezifikationsdokumente ausgewertet. Die beiden Aktivitä-
ten sollten parallel erfolgen, weilDaten-Kategorien undQoS-Kategorien in den
Dokumenten meist eng miteinander verwoben dargestellt werden.
Das sich aus den beiden Schritten ergebende statische Grundmodell wird
dann einer Kardinalitätsanalyse nach Abschnitt 4.3.3 unterzogen. In den Fäl-Schritt:
Kardinalitätsanalyse len von Singleton-Klassen ist besonders darauf zu achten, ob eine Auffal-
tungstransformation notwendig wird. Diese ist gegebenenfalls nach dem in
Unterabschnitt 4.3.3.1 dargestellten Verfahren durchzuführen.
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Abschließend werden die dynamischen Aspekte der Architektur-Modellie-
rung abgearbeitet. Zuerst müssen hierzu nach Unterabschnitt 4.3.4.2 die Le-
bensabschnittskorridore der Grundvorgänge bestimmt werden. Dabei kön- Schritt: Lebenszyklu-
sanalysenen die Zeitbedingungen aus Tabelle 4.2 benutzt werden, um zu überprüfen,
ob die Korridore relativ zueinander und absolut bezüglich des Lebenszyklus
korrekt erfasst worden sind. Anschließend werden zu jedem vorhandenen
Korridor nach Unterabschnitt 4.3.4.3 die zugehörigen Ereignisse erfasst und
modelliert.
5.1.2 Erstellung eines Netz-QoS-Dienst-Modells
Zur Darstellung eines Netz-QoS-Dienstes wird die Modellierung aus Sektion
4.4 verwendet. Die Erstellung eines konkreten Modells teilt sich in die in








Modell Netz-QoS-Architektur αrealer Netz-QoS-Dienst A
angepasstes Modell α
Abbildung 5.4: Aktivitäten zur Dienstmodellierung
Im vorangegangenen Teilprozess wurde bereits die Netz-QoS-Architektur,
auf der der Dienst basiert, modelliert. Der erste Schritt in diesem Teilprozess Schritt: Modellindivi-
dualisierungsorgt für eine Anpassung des Architektur-Modells auf die konkreten Ausprä-
gungen im vorliegenden Dienst nach Abschnitt 4.4.1. Die Unterabschnitte
4.4.1.1 und 4.4.1.2 haben bereits exemplarisch gezeigt, welche Modifikatio-
nen benötigt werden könnten.




werden: Eine notwendige Voraussetzung, dass ein Dienst später vollständig
spezifiziert sein kann, ist das Fehlen jeglicher Definitionskorridore in den dy-
namischen Modellen. Wären nämlich noch Definitionskorridore vorhanden,
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dann würde das bedeuten, dass später weitere Spezifikationen vorgenom-
men werden müssten.




wie exakt ein Dienst einen Architektur-Standard umsetzt:
 Mussten keine Modifikationen vorgenommen werden, dann wird der
Standard voll umgesetzt.
 Mussten Teile aus dem Architektur-Modell gestrichen werden, dann
wird der Standard nur eingeschränkt umgesetzt.
 Sind Ergänzungen oder andere Modifikationen notwendig gewesen um
den Dienst zu modellieren, dann ist der Dienst nicht konform zum Stan-
dard der Netz-QoS-Architektur. Dies gilt natürlich nur soweit, wie der
Standard die Modifikationen nicht vorsieht (siehe DiffServ).
Mit demmodifizierten Architektur-Modell ist nach Unterabschnitt 4.4.2.1 be-Schritt:
Modellierung
Nutzfunktionalität
reits ein Großteil der im nächsten Schritt zu bearbeitenden Nutzfunktionali-
tät modelliert worden. Es verbleibt die Spezifikation des service access point.
Soweit möglich sollten dabei Standards und offene Spezifikationen zum Ein-
satz kommen.




gementfunktionalität. Wie in Unterabschnitt 4.4.2.2 bereits dargelegt, wird
hierfür auf die Arbeit [Nerb 01] von Nerb zurückgegriffen.
Mit dem Abschluss des letzten Schritts im Teilprozess ist auch der gesam-
te Schritt der Modellierung aus Abbildung 5.1 abgeschlossen. Mit der an-
schließenden Sektion beginnt jetzt der eigentliche Teil der Methodik für den
Koppelungsvorgang.
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Nachdem mit der vorangegangenen Sektion die zu verbindenden Dienste
als Netz-QoS-Dienst-Modelle dargestellt sind, beginnt jetzt der eigentliche
Vorgang der Koppelung. Im Verlauf dieser Sektion werden zunächst einige
Grundlagen für die Koppelungsmethodik gelegt.
Der erste Abschnitt beschäftigt sich mit der Bestimmung allgemeiner Eigen- Grundeigenschaften
schaften einer Koppelung. Sie lassen sich rein aus dem konkreten Anwen-
dungsfall und ohne Detailvergleich der Netz-QoS-Dienste ableiten.
In allen weiteren Abschnitten der Sektion werden generische Bausteine ent-
wickelt, die im Laufe der Methodik für konkrete Teilproblemstellungen an-
gewendet werden:
Ein Abschnitt stellt Aktivitätsmuster vor, die mehrfach verwendbar sind (Ab- generische
Aktivitätsmusterschn. 5.2.3).
Weiterhin wird eine universelle Notationsstruktur eingeführt (Ab- Notationsstruktur
schn. 5.2.2). Mit ihr werden die unterschiedlichen Fälle der Teilproblem-
stellungen sowie die zugehörigen Lösungsmöglichkeiten systematisch
aufgeschrieben. Um Teilfälle und Lösungsvarianten eindeutig referenzieren Namensschema
zu können, wird auch ein Namensschema eingeführt.
Abschließend wird noch die Koppelungsproblematik zwischen zustandsbe- Abstrakte Koppelung
zustandslos /
zustandsbehaftet
hafteten und zustandslosen Entitäten abstrakt behandelt (Abschn. 5.2.4).
Die abstrakten Fälle werden im Laufe derMethodik anmehreren Stellen kon-
kretisiert.
5.2.1 Grundeigenschaften des Anwendungsfalls
Wie bereits in Abschnitt 2.3.2 festgestellt, lassen sich zwei Grundanwen- Zwei Grundanwen-
dungsfälledungsfälle für eine Koppelung unterscheiden (Abb. 5.5):
Dienst A Dienst B
Transitiv-Koppelung
Tunneldienst T
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 Grundanwendungsfall Transitiv-Koppelung
Bei einer Transitiv-Koppelung erfolgt die Kommunikation zwischen denAnwendungsfall
Transitiv-Koppelung beiden beteiligten Netz-QoS-Diensten A und B ohne Kenntnis und Be-
achtung anderer Netz-QoS-Dienste (linker Teil in Abb. 5.5). Das Szena-
rio aus Abschnitt 2.1.2 gibt ein Beispiel. Ziel der Koppelung muss es
sein, den Übergang soweit wie möglich verlustlos zu gestalten.





Eine Tunnel-Koppelung liegt dann vor, wenn zwei gleiche Netz-QoS-Anwendungsfall
Tunnel-Koppelung Dienste A1 und A2 über einen dazwischenliegenden Tunneldienst T ver-
bundenwerden sollen (rechter Teil in Abb. 5.5), wie z.B. im Szenario von
Abschnitt 2.1.1. Die Tunnel-Koppelung ist dabei mehr als nur die Kom-
bination zweier Transitiv-Koppelungen, weil bekannt ist, dass es sich
bei A1 und A2 um die gleichen Dienste handelt, die beide auf den glei-
chen Netz-QoS-Architekturen beruhen. Diese zusätzliche Information
wird im Laufe der Methodik noch vielfach zur Problemlösung benutzt
werden.
Für eine Tunnel-Koppelung von Dienst A1 mit Dienst A2 via den Tunnel-





In beiden Fällen muss noch die Richtung unterschieden werden, in der eineKoppelungssymme-
trie Kommunikation initiiert wird. Dies ist die sog. Koppelungssymmetrie:
 Asymmetrische Koppelung
Hier wird die Kommunikation immer nur von einer Seite begonnen. FürAsymmetrische
Koppelung eine Tunnel-Koppelung bedeutet das, dass immer entweder Dienst A1
oder A2 die Kommunikation initiiert. Im Fall der Transitiv-Koppelung ist
es entsprechend immer Dienst A oder B. Der Dienst, der die Kommu-
nikation initiiert, hat die Rolle Quelldienst inne. Die Rolle des anderen
Dienstes heißt dann entsprechend Zieldienst.
 Symmetrische Koppelung
Eine Koppelung wird als symmetrisch bezeichnet, wenn die Kommu-Symmetrische
Koppelung nikation von beiden Seiten begonnen werden kann. Wie im asymme-
trische Fall kann die Unterscheidung analog für Tunnel- und Transitiv-
Koppelung gemacht werden. Bei einer symmetrischen Koppelung kön-
nen die Rollen Quell- und Zieldienst nicht unterschieden werden.
Im späteren Verlauf derMethodik wird die symmetrische Koppelung auf
die asymmetrische Koppelung zurückgeführt. Dies geschieht, indem
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man den symmetrischen Fall als zwei asymmetrische Fälle begreift, wo-
bei jeweils die Rollen von Quell- und Zieldienst vertauscht sind.
Es sei bemerkt, dass auch bei einer Transitiv-Koppelung die Unterscheidung Asymmetrisch auch
bei Tunnel-
Koppelung sinnvoll
der Symmetrieeigenschaft sinnvoll ist. Häufig wird hier nur eine symmetri-
sche Koppelung betrachtet. Bei Anwendungen wie z.B. Video-On-Demand,
bei denen die QoS-relevante Kommunikation nur von einer Seite (im Bei-
spiel vom Video-Provider) initiiert wird, liegt aber nur ein asymmetrischer
Fall vor.
Ebenfalls zu beachten ist, dass die Koppelungssymmetrie nicht die Kommu- Kommunikations-
richtungnikationsrichtung festlegt. Bei einem Dienst wird diese nur durch die Klasse
Kommunikationsrelation eines Netz-QoS-Dienstes (Abb. 4.18, S. 104) festge-
legt:
 Unidirektionale Kommunikationsrichtung
Liegt vor bei Daten-Kategorien die mit Unicast unidirektional oder Multi- Unidirektionale
Kommunikationcast 1:n assoziiert sind.
 Bidirektionale Kommunikationsrichtung
Liegt vor beiDaten-Kategorien, diemitUnicast bidirektional oderMulticast Bidirektionale
Kommunikationm:n assoziiert sind.
Die insgesamt erzielbare Kommunikationsrichtung im gekoppelten System
wird in einem späteren Schritt der Methodik bestimmt.
Die Eigenschaften Grundanwendungsfall und Koppelungssymmetrie wer-
den für die restliche Methodik durchgehend benötigt. Entsprechend sind









Abbildung 5.6: Aktivitäten zur Feststellung grundlegender Koppelungseigenschaf-
ten
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5.2.2 Namensschema und Notationsstruktur
Durch verschiedene Anwendungsfälle, Protokollvarianten, Dienstausprä-
gungen etc. müssen bei der Koppelung von Netz-QoS-Diensten eine große
Anzahl von Detailfällen behandelt werden. Zu den einzelnen Detailfällen gibt
es weiterhin häufig nicht nur eine, sondern mehrere Lösungsmöglichkeiten.
In der Methodik müssen alle diese Detailfälle und ihre Lösungsmöglichkei-Große Fallanzahl
macht Systematik
nötig
ten unterschieden werden. Zu diesem Zweck wird jetzt ein Namensschema
und eine Notationsstruktur festgelegt.
Im weiteren Verlauf wird in der Methodik eine einheitliche Notation für Teil-
probleme bzw. Teilfälle und deren Lösungsmöglichkeiten verwendet. Zur
eindeutigen Referenzierung wird ein eigenes Namensschema benutzt. Das
Schema gehorcht folgender EBNF1-Syntax:
<fall> ::= KM– <bereich> – <einzelfall>
<bereich> ::= g? <part>+
<einzelfall> ::= <part>+
<loesung> ::= L <loesPart> ( – <loesPart> )* –( <fall> )
<loesPart> ::= <part>* <zahl>
<part> ::= <GBuchst> ( <kBuchst> )* <zahl>?
<zahl> ::= <ziffer> ( 0 | <ziffer> )*
<ziffer> ::= 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9
<GBuchst> ::= A | B | C | D | E | F | G | H | I | J | K
| L | M | N | O | P | Q | R | S | T | U
| V | W | X | Y | Z
<kBuchst> ::= a | b | c | d | e | f | g | h | i | j | k
| l | m | n | o | p | q | r | s| t | u
| v | w | x | y | z
Der Bezeichner eines Teilfalls <fall> besteht aus einem vorangestell-Fallbezeichner
tem „KM“ (für Koppelmuster), einem Bezeichner für den Teilbereich <be-
reich>, zu dem der Fall gehört, und einem individuellen Bezeichner
für den Teilfall <einzelfall>. Die Teile <bereich> und <einzel-
fall> bestehen jeweils aus mindestens einer Teilkomponente <part>.
Ein <part> beginnt immer mit einem großen Buchstaben. Einem <be-
reich> kann ein kleines „g“ vorangestellt sein, es markiert einen gene-
rischen Fall.
Der Bezeichner einer Lösungsmöglichkeit besteht aus einem vorangestell-Lösungsbezeichner
tem „L“, gefolgt von einer beliebigen Menge von Teilbezeichnern <loe-
sPart>. Ein solcher Teilbezeichner enthält mindestens eine fortlaufende
Nummer <zahl>. Nach den Teilbezeichnern folgt in Klammern angehängt
der Fallbezeichner <fall> des Teilfalls, zu dem die Lösung gehört.
Das Namensschema und die Notation werden am folgenden Beispiel illu-
striert:
1Extended Backus-Naur Form (EBNF)
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 KM-bereich-einzelfall: Teilfall eines Koppelmusters. Fall KM-bereich-
einzelfall
Zu Beginn wird die durch den Teilfall aufgeworfene Problemstellung be-
schrieben.
F L1-(KM-bereich-einzelfall): Erste Lösungsmöglichkeit zum Teilfall Lösung L1-(KM-
bereich-einzelfall)KM-bereich-einzelfall.
Zu Beginn kann eine allgemeine Beschreibung der Lösungs-
möglichkeit stehen.
I Voraussetzung: Voraussetzungen, die erfüllt sein müssen, be-
vor die Lösung angewendet werden kann.
I Lösungskomponenten: Teilkomponenten, die für die Lösung
benötigt werden.
I Lösungsworkflow: Teilworkflows, die für die Realisierung der
Lösung auszuführen sind.
I Problempotential:Mögliche Probleme, die durch diese Lösung
verursacht werden.
I Analoge Lösung: L1-(KM-bereich-einzelfall). Ist eine Lösungs-
möglichkeit analog zu einer anderen, dann wird auf diese direkt
verwiesen.
I Zusätzliche Aktivitäten:Bei einemVerweis auf eine analoge Lö-
sung werden hier zusätzliche Aktionen notiert.
Im weiteren Verlauf der Methodik werden konkret die folgenden Komponen-
ten in Bereichs- und Einzelfall-Bezeichnern verwendet werden (Tab. 5.1):
Bereichskomponente Einzelfallkomponente
g generisch



























Tabelle 5.1: Komponenten von Bereichs- und Einzelfallbezeichnern
Am Ende der Arbeit befinde sich getrennte Indexe für Teilfälle (S. 257) und
Teillösungen (S. 259).
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Durch die explizit getrennte Nennung von Teilworkflows und Teilkompo-Explizite Nennung
erfüllt Anforderung nenten einer Lösungsmöglichkeit wird über die gesamte Methodik hinweg
der Anforderung nach Spezifikation von Komponenten und Workflows (Ab-
schn. 2.4.4) Rechnung getragen.
Zur Unterstützung einer interaktiven Anwendung der Methodik ist vom Au-Querverweise im
PDF aktiv verlinkt tor eine elektronische Fassung dieser Arbeit erhältlich. Es handelt sich um
ein Dokument im PDF-Format. Darin sind alle Querverweise als Hyperlinks
angelegt, insbesondere auch solche auf Fallbezeichnungen und Lösungs-
möglichkeiten. In einer „real world“-Anwendung der Methodik können dann
alle Querverweise auf einfache Art unmittelbar und schnell nachvollzogen
werden.
5.2.3 Generische Aktivitätsmuster der Koppelung
Dieser Abschnitt stellt zwei allgemeine Muster von Aktivitäten vor, die im
Rahmen der Methodik mehrfach Verwendung finden.
5.2.3.1 Aktivitätsmuster zur Ermittlung optimaler Paarungen
Stellt man zwei Netz-QoS-Dienste gegenüber, kann es vorkommen, dass inMehrfachausprä-
gung gleicher Meta-
Modell-Klassen
jedem Dienst mehrere Ausprägungen des gleichen Modellteils aus demMe-
ta-Modell vorhanden sind.
Sind beispielsweise zwei DiffServ-basierte Dienste zu koppeln,
gibt es in jedem Dienst jeweils zwei Spezialisierungen der Klasse
Daten-Kategorie.
In einem solchen Fall ist es die Aufgabe der Methodik, die optimalen Kop-Optimale Paarungen
sind zu ermitteln pelpaarungen zu ermitteln. Um gewährleisten zu können, dass wirklich die
optimale Kombination gefunden wird, müssen im Allgemeinen zuerst alle
möglichen Paarungen untersucht werden. Dies kann mit dem in AbbildungIteratives
Aktivitätsmuster 5.7 dargestellten allgemeinen, iterativen Aktivitätsmuster geschehen:
 Eine Iteration beginnt mit der Auswahl eines Paares. Aus den DienstenAuswahl eines
Paares A und B bzw. T wird jeweils ein Teilnehmer ausgewählt.
 Der zweite Iterationsschritt besteht aus der Untersuchung der Koppe-Analyse des Paares
lung dieses einen Paares. Das Ergebnis der Aktion sind Lösungen zur
Durchführung der Koppelung.
 Die beiden vorhergehenden Schritte werden wiederholt, bis alle Paar-Iterationsschleife
kombinationen untersucht worden sind.
 Nachdem alle Paarkombinationen untersucht sind, liegen Lösungen für
alle Kombinationen vor. Im letzten Schritt müssen nun die tatsäch-Auswählen der
besten Paarung lich für die Koppelung zu verwendenden Paarungen ausgewählt wer-
den. Dies geschieht u.a. durch Bewertung der Aufwändigkeit der Lö-
sungsschritte und deren Erfolg hinsichtlich Erlangung einer vollständi-
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Abbildung 5.7: Allgemeines Aktivitätsmuster für Ermittlung optimaler Paarungen
gen Funktionalität des Gesamtsystems. Dabei müssen alle Bewertun-
gen immer im Kontext des konkreten Anwendungsfalls vorgenommen
werden: Bei zwei verschiedenen Anwendungsfällen, bei denen jeweils
die gleichen Dienste zum Einsatz kommen, können die beiden Koppe-
lungen durchaus unterschiedlich sein. Der Grund hierfür liegt dann dar-
in, dass Lösungen, die für den einen Anwendungsfall gut geeignet sind,
im anderen Fall schlechter bewertet werden müssen.
Die Gegenüberstellung von Daten-Kategorien in Abschnitt 5.3.1 gibt ein aus-
führliches Beispiel der Anwendung dieses Musters an.
5.2.3.2 Aktivitätsmuster für Koppelungssymmetrie




reits angekündigt, dass der symmetrische Fall auf den asymmetrischen zu-
rückgeführt wird. Teilprozesse der Methodik, in denen dies geschieht, sind
nach einem strukturell identischen Muster gestaltet. Dieses Muster ist in
Abbildung 5.8 dargestellt und wird im Folgenden erklärt.
Zu Beginn erfolgt eine Verzweigung nach dem Grundanwendungsfall.
 Liegt eine Transitiv-Koppelung zwischen den Netz-QoS-Diensten A und Asymmetrisch A→ B
B vor, dann wird zuerst immer der asymmetrische Koppelfall A→ B un-
tersucht. Unter Einbeziehung des konkreten Anwendungsfalls wird ei-
ne Teillösung ausgewählt. Handelt es sich tatsächlich um eine asym-
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Abbildung 5.8: Allgemeines Aktivitätsmuster für Koppelungssymmetrien
metrische Koppelung, dann ist diese Teillösung auch gleich die Lösung
des Teilprozesses.
Im symmetrischen Fall ist bis jetzt nur eine der beiden TeilrichtungenRückrichtung für
symmetrischen Fall bearbeitet worden. Deshalb wird im nächsten Schritt die gleiche Aktion
wie vorher ausgeführt, allerdings in der Rückrichtung. D.h. jetzt wird
der asymmetrische Fall B→ A untersucht, was zu einer weiteren Teillö-
sung führt.
 Bei einer Tunnel-Koppelung wird ebenfalls zuerst der asymmetrischeAsymmetrisch A y T
Fall analysiert, also von A1 nach A2 via T. Die unter Beachtung des kon-
kreten Anwendungsfalls gewonnene Teillösung ist wieder gleichzeitig
die komplette Lösung für eine asymmetrische Koppelung.
Für eine symmetrische Koppelung muss bei einer Tunnel-Koppelung
aber jetzt nicht der vorangegangene Schritt wiederholt werden, denn
schließlich befindet sich an beiden Tunnelenden der gleiche Dienst A.Gleiche Lösung für
Rückrichtung Für die Rückrichtung muss jetzt nur die bereits gefundene Lösung mit
vertauschten Rollen von A1 und A2 neu interpretiert werden. Hieraus
erhält man eine weitere Teillösung.
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Zum Schluss müssen die gefundenen Teillösungen noch miteinander kom-
biniert werden. Handelt es sich um eine asymmetrische Koppelung, dann
ist weiter nichts zu tun, da nur genau eine Teillösung erarbeitet wurde. Bei Kombination der
Teillösungenden symmetrischen Koppelungen müssen die beiden gefundenen Teillösun-
gen zu einer gemeinsamen Lösung verarbeitet werden. Bei der Kombination
zweier Teillösungen muss neben der Zusammenlegung von Lösungskom-
ponenten und Lösungsworkflows auch analysiert werden, inwieweit Ein-
schränkungen einer Teillösung sich auf die kombinierte Lösung insgesamt
durchschlagen.
Das erste Beispiel für die Anwendung des eben vorgestellten allgemeinen
Prozesses gibt das Attribut Verbindungsorientiert in Unterabschnitt 5.3.1.1.
5.2.4 Grundproblem zustandsloser und
zustandsbehafteter Entitäten
Ein im Laufe der Methodik immer wiederkehrendes Problem ist der Über- Übergänge
zustandslos /
zustandsbehaftet
gang zwischen zustandslosen und zustandsbehafteten Entitäten. Deshalb
werden in diesem Abschnitt alle auftretenden Fälle zuerst allgemein behan-
delt. Dabei wird jedem Fall eine Fallbezeichnung zugewiesen, die dann die
aus dem Fall resultierende Problemstellung erörtert. Anschließend werden
mögliche Lösungsmuster und deren Einschränkungen angegeben.
In der Arbeit wird später im konkreten Fall über die Fallbezeichnung wie- Allgemeine Muster
später
wiederverwendet
der Bezug auf diese allgemeinen Muster genommen. Um die im vorange-
gangenen Abschnitt identifizierten grundsätzlichen Anwendungsfälle in der
Untersuchung von zustandslosen / -behafteten Modellteilen schnell nach-
vollziehen zu können, werden diese Anwendungsfälle im Folgenden explizit
behandelt.
5.2.4.1 Zustandslos / -behaftet bei Transitiv-Koppelung
In diesem Unterabschnitt werden nacheinander alle Fallkombinationen des Übergänge bei
Transitiv-KoppelungÜbergangs zwischen zustandslosen und zustandsbehafteten Entitäten für
eine Transitiv-Koppelung untersucht.
 KM-gZ-Tr1: Zustandslos→ zustandslos. Fall KM-gZ-Tr1
Sind beide in Beziehung stehende Entitäten zustandslos, dann treten
keine Probleme auf. Keine der beiden Entitäten hält Zustandsinforma-
tionen, entsprechend sind keine zu übergeben.
 KM-gZ-Tr2: Zustandslos→ zustandsbehaftet. Fall KM-gZ-Tr2
Beim Übergang von einer zustandslosen zu einer zustandsbehafteten
Entität entsteht das Problem, dass die abhängige Zielentität vor dem
Übergangsbeginn in einen definierten Ausgangszustand gebracht wer-
denmuss, dessen Semantik kompatibel zur zustandslosen Quellentität
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ist. Ebenso muss nach Ende des Übergangs die Zielentität wiederum in
einen passenden Zustand versetzt werden. Hierzu gibt es zwei allge-
meine Lösungsansätze:
F L1-(KM-gZ-Tr2): Globale, statische Zielentität.Lösung
L1-(KM-gZ-Tr2)
I Voraussetzung: Zielentität muss a priori bestimmbar sein und
muss sich vor, während und nach dem Übergang im gleichen
Zustand befinden dürfen.
I Lösungskomponenten: Keine.
I Lösungsworkflow: Manuelle Festlegung der Zielentität und ih-
res globalen Zustands.
F L2-(KM-gZ-Tr2): Dynamische Anpassung der Zielentität.Lösung
L2-(KM-gZ-Tr2)
I Voraussetzung: Keine.
I Lösungskomponenten: Wächterkomponente, die kontrolliert,
wann der Entitätenübergang beginnt bzw. endet und dynamisch
den Zustand der Zielentität zu Beginn und am Ende festlegt.
I Lösungsworkflow: Erstellen und Installieren der Wächterkom-
ponente.
I Problempotential: Erkennen des Endes der Übergangsphase
zwischen Entitäten. Das Übergangsende kann nicht anhand ei-
nes Zustandes der Quellentität erkannt werden.
 KM-gZ-Tr3: Zustandsbehaftet→ zustandslos.Fall KM-gZ-Tr3
Erfolgt ein Übergang von einer zustandsbehafteten Entität auf eine zu-
standslose, dann treten keine Probleme auf, da die abhängige Zielenti-
tät keine Zustandsinformationen benötigt.
 KM-gZ-Tr4: Zustandsbehaftet→ zustandsbehaftet.Fall KM-gZ-Tr4
Liegt ein Übergang vor, bei der Quell- und Zielentität zustandsbehaftet
sind, dann müssen Ausgangszustand und jeder Zustandsübergang von
der Quell- auf die Zielentität abgebildet werden.
F L1-(KM-gZ-Tr4): Dynamische Umsetzungskomponente.Lösung
L1-(KM-gZ-Tr4)
I Voraussetzung: Keine.
I Lösungskomponenten: Umsetzungskomponente, die dyna-
misch den Initialzustand und die Zustandsübergänge von der
Quellentität auf die Zielentität überträgt.
I Lösungsworkflow: Erstellen und Installieren der Umsetzungs-
komponente.
I Problempotential: Möglicherweise lassen sich nicht alle Zu-
stände bzw. Zustandsübergänge der Quellentität auf die Zielen-
tität abbilden.
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5.2.4.2 Zustandslos / -behaftet bei Tunnel-Koppelung
Nachdem im vorangegangenen Unterabschnitt die Fallkombinationen für Übergänge bei
Tunnel-Koppelungdie Transitiv-Koppelung untersucht wurden, widmet sich dieser Unterab-
schnitt dem Übergang zwischen zustandslosen und zustandsbehafteten En-




Analog zu KM-gZ-Tr1 tritt hier kein Problem auf, da keine der betei-
ligten Entitäten zustandsbehaftet ist. Eine Zustandsübertragung zwi-




Am Tunneleingang liegt der Fall KM-gZ-Tr2 vor. Der Tunnelausgang ent-
spricht Fall KM-gZ-Tr3. Da zwischen Quell- und Zielentität keine Zu-
standsübermittlung stattfinden muss, ist das zu lösende Problem nur
analog zu KM-gZ-Tr2, da KM-gZ-Tr3 problemlos ist. Entsprechend die
Lösungsmöglichkeiten:
F L1-(KM-gZ-Tu2): Globale, statische Zielentität. Lösung
L1-(KM-gZ-Tu2)
I Analoge Lösung: L1-(KM-gZ-Tr2), zwischen Quell- und Tunne-
lentität.
F L2-(KM-gZ-Tu2): Dynamisch Anpassung der Zielentität. Lösung
L2-(KM-gZ-Tu2)





Das Problem in diesem Fall besteht in der Zustandsübermittlung zwi-
schen Quell- und Zielentität über eine zustandslose Tunnelentität. Ein
Rückgriff auf den Fall KM-gZ-Tr3 am Tunneleingang ist nicht sinnvoll, da
dabei die Zustandsinformationen für die Zielentität verloren gehen.
F L1-(KM-gZ-Tu3): Zusätzliche tunnelinterne Zustandssignalisie- Lösung
L1-(KM-gZ-Tu3)rung.
I Voraussetzung: Tunnelinterne Übertragungsmöglichkeit für Si-
gnalisierung.
I Lösungskomponenten: Zustandssender am Tunneleingang,
Zustandsempfänger am Tunnelausgang und zusätzlicher Me-
chanismus (z.B. Protokoll) zur Zustandsübermittlung zwischen
Sender und Empfänger. Es wird die Tunnelentität selbst zur
Übermittlung benutzt.
I Lösungsworkflow: Erstellen und Installieren von Sender, Emp-
fänger und Übermittlungsmechanismus.
I Problempotential:Wechselwirkung zwischen regulärer Tunnel-
nutzung und zusätzlicher Signalisierung.
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F L2-(KM-gZ-Tu3): Zusätzliche tunnelexterne Zustandssignalisie-Lösung
L2-(KM-gZ-Tu3) rung.
I Voraussetzung: Tunnelexterne Übertragungsmöglichkeit für Si-
gnalisierung.
I Lösungskomponenten: Zustandssender am Tunneleingang,
Zustandsempfänger am Tunnelausgang und zusätzlicher Me-
chanismus (z.B. Protokoll) zur Zustandsübermittlung zwischen
Sender und Empfänger. Es wird eine zusätzliche Tunnelentität
zur Übermittlung benutzt.
I Lösungsworkflow: Erstellen und Installieren von Sender, Emp-





Die Problemstellung ist identisch zu KM-gZ-Tu3. Allerdings ergibt sich
dadurch, dass die Tunnelentität selbst zustandsbehaftet ist, eine wei-
tere Lösungsmöglichkeit.
F L1-(KM-gZ-Tu4): Zustandssignalisierung indirekt durch ZustandLösung
L1-(KM-gZ-Tu4) der Tunnelentität.
I Voraussetzung: Bijektive Abbildung von Zuständen zwischen
Quell- / Zielentität einerseits und Tunnelentität andererseits.
I Lösungskomponenten: Zwei Umsetzungskomponenten nach
L1-(KM-gZ-Tr4) an den Übergängen Quellentität→ Tunnelenti-
tät und Tunnelentität→ Zielentität.
I Lösungsworkflow: Analog zu L1-(KM-gZ-Tr4).
F L2-(KM-gZ-Tu4): Zusätzliche tunnelinterne Zustandssignalisie-Lösung
L2-(KM-gZ-Tu4) rung.
I Analoge Lösung: L1-(KM-gZ-Tu3).
F L3-(KM-gZ-Tu4): Zusätzliche tunnelexterne Zustandssignalisie-Lösung
L3-(KM-gZ-Tu4) rung.
I Analoge Lösung: L2-(KM-gZ-Tu3).
Für ein konkreteres Beispiel sei auf Unterabschnitt 5.3.1.1 verwiesen. Dort
wird das allgemeine Muster auf das Attribut Verbindungsorientiert der Klasse
Daten-Kategorie angewendet.
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5.3 Vergleich der statischen
Modellteile
Nachdem in Sektion 5.2 erste allgemeine Eigenschaften einer Koppelung
festgestellt wurden, beginnt nun der detaillierte Vergleich der zu koppeln-
den Netz-QoS-Dienste. Wie bei der Entwicklung der Modellierung, werden
im ersten Teil die statischen Eigenschaften untersucht und miteinander ver-
glichen. Auf die in dieser Sektion gefundenen Lösungsmöglichkeiten kön-










Abbildung 5.9: Aktivitäten zum Vergleich statischer Modellteile
In Abbildung 5.9 sind die beiden Hauptschritte abgebildet, die in dieser Sek-
tion behandelt werden. In Abschnitt 5.3.1 wird zuerst die Koppelung bezüg-
lich der Klasse Daten-Kategorie untersucht. Die zweite Teilaktivität widmet
sich dann in Abschnitt 5.3.2 der Klasse QoS-Kategorie. Das Ergebnis beider
Aktivitäten sind Teillösungen, die zur Gesamtlösung beitragen.
5.3.1 Gegenüberstellung statischer Teile von
Daten-Kategorien
Der erste große Teilprozess der Koppelungsmethodik beschäftigt sich mit
der Klasse Daten-Kategorie, ihren Attributen und der assoziierten Klasse
Kommunikationsrelation. Wie bei der Modellentwicklung, werden zuerst rein
statische Eigenschaften betrachtet. Die Kardinalitäten der Instanzen, sowie
die dynamischen Eigenschaften fließen in spätere Schritte ein.
Hauptaufgabe des Teilprozesses aus Abbildung 5.10 ist es, zwischen den zu Iteration über alle
Paarungen von
Daten-Kategorien
koppelnden Netz-QoS-Diensten die beste Kombination von zu verbindenden
Daten-Kategorien zu finden. Hierzu werden in einem iterativen Prozess, der
eine Spezialisierung des Musters aus Unterabschnitt 5.2.3.1 ist, alle Kombi-
nationen von Daten-Kategorienmiteinander verglichen.
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Abbildung 5.10: Aktivitäten zur Koppelung der Klasse Daten-Kategorie
Ein Iterationsschritt beginnt mit der Auswahl von jeweils einer Daten-Kate-Teilschritte einer
Iteration gorie aus den Modellen der Dienste A und B bzw. T. Dieses Paar von Daten-
Kategorien bildet die Eingabeartefakte für die anschließenden drei Schritte.
Dort werden die beiden Attribute Verbindungsorientiert und Paketgrenze_er-
haltend und die assoziierte Klasse Kommunikationsrelation im Detail gegen-
übergestellt. Die hierfür notwendigen Teilprozesse werden in den kommen-
den Unterabschnitten erläutert. Das Ergebnis aller drei Teilprozesse sind Lö-
sungsmuster. Sie beschreiben die für eine Koppelung notwendigen Aktivitä-
ten und Komponenten sowie den erzielbaren Funktionalitätsumfang im ge-
koppelten System.
Im letzten Schritt des Teilprozesses werden dann die tatsächlich zu koppeln-Schritt
Koppelpaarungen
auswählen
den Paarungen von Daten-Kategorien ausgewählt. Eine Einflussgröße dafür
ist die Menge der analysierten Paarungen mit den für deren Koppelung not-
wendigen Lösungsschritte. Daran kann bemessen werden, wie aufwändig
und wie erfolgversprechend die jeweiligen Paarungen sind. Der konkrete
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Anwendungsfall muss dabei ebenfalls in die Entscheidung mit einbezogen
werden. Wenn beispielsweise keine Variante die volle Funktionalität der Ein- Individuelle
Entscheidungzeldienste im gekoppelten System realisieren kann, kann anhand des kon-
kreten Anwendungsfalls entschieden werden, welche der eingeschränkten
Varianten am ehesten akzeptabel ist. Betriebswirtschaftliche Überlegungen
(z.B. hinsichtlich der Kosten) können hier ebenfalls einfließen. Detaillierte
Anweisungen lassen sich hier nicht geben, vielmehr sind individuelle Ent-
scheidungen zu treffen. Das Ergebnis dieses Schritts kann auch sein, dass Abbruch möglich
eine Koppelung nicht sinnvoll ist. Die Methodik endet dann bereits hier.
5.3.1.1 Attribut Verbindungsorientiert
Die Koppelung des Attributs Verbindungsorientiert stellt einen Spezialfall der
in Abschnitt 5.2.4 vorgestellten allgemeinen Fallmuster KM-gZ-* dar. Die
zustandslose Entität ist dabei eine Daten-Kategorie mit Verbindungsorien-
tiert==false, eine zustandsbehaftete Entität ist durch eine Daten-Kategorie
mit Verbindungsorientiert==true gegeben. Nachfolgend geschieht die Unter-
suchung zunächst nur für die asymmetrische Koppelung. Eine symmetrische
Koppelung wird durch den im Anschluss geschilderten Teilprozess der Me-
thodik abgedeckt. Die Interpretation von KM-gZ-* ergibt:
 KM-Vo-Tr1: Transitiv-Koppelung mit verbindungslos → verbindungs- Fall KM-Vo-Tr1
los.
Keine Probleme, da beide Dienste verbindungslos sind.
 KM-Vo-Tr2: Transitiv-Koppelung mit verbindungslos → verbindungs- Fall KM-Vo-Tr2
orientiert.
Beim Übergang von einer verbindungslosen zu einer verbindungsori-
entierten Daten-Kategorie entsteht das Problem, dass im Zieldienst vor
Übertragungsbeginn eine Verbindung aufgebaut werden muss.
F L1-(KM-Vo-Tr2): Globale, statische Verbindung. Lösung
L1-(KM-Vo-Tr2)
I Voraussetzung: Zielverbindung muss a priori bestimmbar sein.
I Lösungskomponenten: Keine.
I Lösungsworkflow:
 Bereitstellungsphase: Aufbau der Verbindung im Zieldienst.
 Beendigungsphase: Löschen der Verbindung im Zieldienst.
F L2-(KM-Vo-Tr2): Dynamischer Verbindungsaufbau. Lösung
L2-(KM-Vo-Tr2)
I Voraussetzung: Keine.
I Lösungskomponenten: Wächterkomponente, die kontrolliert,
wann die Datenübertragung beginnt bzw. endet und dynamisch
im Zieldienst eine Verbindung auf- bzw. abbaut.
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I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren der Wächterkomponente.
I Problempotential: Erkennen des Endes der Datenübertragung.
Kann beispielsweise durch Timeout oder höhere Protokoll-
schichten erfolgen.
 KM-Vo-Tr3: Transitiv-Koppelung mit verbindungsorientiert → verbin-Fall KM-Vo-Tr3
dungslos.
Problemlos, weil keine Verbindung im Zieldienst aufgebaut werden
muss.
 KM-Vo-Tr4: Transitiv-Koppelung mit verbindungsorientiert → verbin-Fall KM-Vo-Tr4
dungsorientiert.
Liegt ein Übergang vor, bei dem die Daten-Kategorien in Quell- und Ziel-
dienst verbindungsorientiert sind, dann müssen im Zieldienst Verbin-
dungen aufgebaut werden, nachdem dies im Quelldienst erfolgt ist.
F L1-(KM-Vo-Tr4): Dynamischer Verbindungsaufbau.Lösung
L1-(KM-Vo-Tr4) I Voraussetzung: Keine.
I Lösungskomponenten: Umsetzungskomponente, die dyna-
misch den im Quelldienst stattfindenden Verbindungsaufbau
auch im Zieldienst initiiert.
I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren der Umsetzungskomponente.
I Problempotential: Signalisierung eines erfolglosen Verbin-
dungsaufbaus im Zieldienst an den Quelldienst.
 KM-Vo-Tu1: Tunnel-Koppelung mit verbindungslos
y
verbindungslos.Fall KM-Vo-Tu1
Analog zu KM-Vo-Tr1 tritt hier kein Problem auf, da alle Dienste verbin-
dungslos sind.




Am Tunneleingang liegt der Fall KM-Vo-Tr2 vor. Der Tunnelausgang ent-
spricht Fall KM-Vo-Tr3, bei dem nichts zu tun ist. Da zwischen Quell-
und Zieldienst kein Verbindungsaufbau stattfinden muss, ist das zu lö-
sende Problem nur analog zu KM-Vo-Tr2, da KM-gZ-Tr3 problemlos ist.
F L1-(KM-Vo-Tu2): Globale, statische Verbindung im Tunneldienst.Lösung
L1-(KM-Vo-Tu2) I Analoge Lösung: L1-(KM-Vo-Tr2), zwischen Quell- und Tunnel-
dienst.
F L2-(KM-Vo-Tu2): Dynamischer Verbindungsaufbau im Tunnel-Lösung
L2-(KM-Vo-Tu2) dienst
I Analoge Lösung: L2-(KM-Vo-Tr2), zwischen Quell- und Tunnel-
dienst.
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Das Problem in diesem Fall besteht im Verbindungsaufbau zwischen
Quell- und Zieldienst über einen verbindungslosen Tunneldienst hin-
weg. Ein Rückgriff auf den Fall KM-Vo-Tr3 am Tunneleingang ist nicht
sinnvoll, da dabei die Signalisierung für den Verbindungsaufbau im
Zieldienst verloren geht.
F L1-(KM-Vo-Tu3): Zusätzliche tunnelinterne Signalisierung für Ver- Lösung
L1-(KM-Vo-Tu3)bindungsaufbau.
I Voraussetzung: Tunnelinterne Übertragungsmöglichkeit für Si-
gnalisierung.
I Lösungskomponenten:
 Sender am Tunneleingang, der Verbindungsaufbau signali-
siert .
 Empfänger am Tunnelausgang, der Verbindungsaufbau im
Zieldienst vornimmt.
 Signalisierungsprotokoll zwischen Sender und Empfänger,
das den gleichen Tunnel benutzt, wie die Datenübertragung
selbst.
I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren von Sender, Empfänger und Signalisierungsprotokoll.
I Problempotential:Beeinflussung des QoS der regulären Daten-
übertragung durch zusätzliches Signalisierungsprotokoll, da
die Übertragung im gleichen Tunnel erfolgt.
F L2-(KM-Vo-Tu3): Zusätzliche tunnelexterne Signalisierung für Ver- Lösung
L2-(KM-Vo-Tu3)bindungsaufbau.
I Voraussetzung: Tunnelexterne Übertragungsmöglichkeit für Si-
gnalisierung.
I Lösungskomponenten:
 Sender am Tunneleingang, der Verbindungsaufbau signali-
siert.
 Empfänger am Tunnelausgang, der Verbindungsaufbau im
Zieldienst vornimmt.
 Signalisierungsprotokoll zwischen Sender und Empfänger,
das nicht den gleichen Tunnel benutzt.
 Zusätzlicher Übertragungsweg für Verbindungssignalisie-
rung.
I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren von Sender, Empfänger, Signalisierungsprotokoll und
Übertragungsweg für Verbindungssignalisierung.
157
Kapitel 5: Generische Koppelungsmethodik für Netz-QoS-Dienste




Die Problemstellung ist identisch zu KM-Vo-Tu3. Allerdings ergibt sich
dadurch, dass der Tunneldienst selbst verbindungsorientiert ist, eine
weitere Lösungsmöglichkeit.
F L1-(KM-Vo-Tu4): Verbindungssignalisierung indirekt durch Zu-Lösung
L1-(KM-Vo-Tu4) stand des Tunneldienstes.
I Voraussetzung: Wechselseitig kompatible Verbindungssignali-
sierung zwischen Quell- / Zieldienst und Tunneldienst.
I Lösungskomponenten: Zwei Umsetzungskomponenten nach
L1-(KM-Vo-Tr4) an den Übergängen Quelldienst→ Tunneldienst
und Tunneldienst→ Zieldienst.
I Lösungsworkflow: Analog zu L1-(KM-Vo-Tr4).
F L2-(KM-Vo-Tu4): Zusätzliche tunnelinterne Signalisierung für Ver-Lösung
L2-(KM-Vo-Tu4) bindungsaufbau.
I Analoge Lösung: L1-(KM-Vo-Tu3).
F L3-(KM-Vo-Tu4): Zusätzliche tunnelexterne Signalisierung für Ver-Lösung
L3-(KM-Vo-Tu4) bindungsaufbau.
I Analoge Lösung: L2-(KM-Vo-Tu3).
Fallübersicht
Tabelle 5.2 fasst alle eben besprochenen Fälle nochmals zusammen:
Transitiv-Koppelung Quelldienst→ Zieldienst
Fall- Aktion potent.
bezeichnung A:Verbor. B:Verbor. notwendig Lösungen vollst.
KM-Vo-Tr1 false false - - 4
KM-Vo-Tr2 false true ja
L1-(KM-Vo-Tr2) 4
L2-(KM-Vo-Tr2)
KM-Vo-Tr3 true false - - 4
KM-Vo-Tr4 true true ja L1-(KM-Vo-Tr4) 4




bezeichnung A:Verbor. T:Verbor. notwendig Lösungen vollst.
KM-Vo-Tu1 false false - - 4
KM-Vo-Tu2 false true ja
L1-(KM-Vo-Tu2) 4
L2-(KM-Vo-Tu2)
KM-Vo-Tu3 true false ja
L1-(KM-Vo-Tu3) 4
L2-(KM-Vo-Tu3)
Fortsetzung auf der nächsten Seite
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Fortsetzung von der vorhergehenden Seite




Tabelle 5.2: Koppelungsmuster für Attribut Verbindungsorientiert
Teilprozess der Methodik
Den Teilprozess zur Koppelung des Attributs Verbindungsorientiert erhält man
durch Anwendung des allgemeinen Musters aus Unterabschnitt 5.2.3.2.
Durch den in Abbildung 5.11 dargestellten Teilprozess wird jetzt auch der
Fall einer symmetrischen Koppelung abgedeckt. Für die drei Aktivitäten, in




























Abbildung 5.11: Aktivitäten zur Koppelung des Attributs Verbindungsorientiert
5.3.1.2 Klasse Kommunikationsrelation
Zur Analyse der Fälle bei der Koppelung verschiedener Kommunikationsre-
lationen werden zunächst alle Fälle für eine asymmetrische Koppelung be-
trachtet. Für eine symmetrische Koppelung wird gleich im Anschluss ein ent-
sprechender Teilworkflow vorgestellt, mit dem dieser Koppelfall bewältigt
wird.
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Für die Betrachtung der Kommunikationsrelationen kann eine UntersuchungUntersuchung nach
Mächtigkeit nach Mächtigkeit angewendet werden: Ist ein nachgeschalteter Dienst min-
destens gleich mächtig (bei asymmetrischer Transitiv-Koppelung) bzw. ein
Tunneldienst mindestens gleich mächtig zum Quell- / Zieldienst (bei asym-
metrischer Tunnel-Koppelung), dann besteht im Prinzip kein Problemfall.
Hinsichtlich der Kommunikationsrelation sind bidirektionale Kommunikati-
onsrelationen mächtiger als unidirektionale.
Unterschieden werden muss aber noch zwischen Unicast- und Multicast-Va-
rianten, sowie den Grundanwendungsfällen. Die Anwendung des Mächtig-
keitsprinzips ist nur bei homogenen Uni- / Multicast-Varianten Transitiv-
Koppelungen sinnvoll.
Außerdem ergeben sich bei allen Tunnelkoppelungen Optimierungsmög-
lichkeiten, die gesondert betrachtet werden müssen. Ebenso müssen alle
heterogenen Uni- / Multicast-Varianten eigens untersucht werden. Daraus
ergibt sich insgesamt:
Homogenen Kommunikationsrelationen sind Transitiv-Koppelungen problem-
los, wenn der nachgeschaltete Dienst bzw. der Tunneldienst bidirektional
ist oder beide Dienste unidirektional sind. Alle anderen Fälle müssen ein-
gehender untersucht werden. Nachfolgend geschieht diese Untersuchung
zunächst nur für die asymmetrische Koppelung. Eine symmetrische Koppe-
lung wird durch den im Anschluss geschilderten Teilprozess der Methodik
abgedeckt.
Spezielle homogene Uni- / Multicast-Varianten
 KM-Kr-UUTr3: Transitiv-Koppelung Unicast bidirektional→ Unicast uni-Fall KM-Kr-UUTr3
direktional.
Die Problematik besteht darin, dass für die Nachbildung des bidirektio-
nalen Quelldiensts auf einem unidirektionalen Zieldienst zwei Kanäle
(einer für jede Richtung) benötigt werden.
F L1-(KM-Kr-UUTr3): Splitten der bidirektionalen KommunikationLösung
L1-(KM-Kr-UUTr3) beim Dienstübergang.
Die Idee besteht darin, die eine bidirektionale Daten-Kategorie
durch zwei unidirektionale Daten-Kategorien (für jede Richtung
eine) zu substituieren.
I Voraussetzung: Anwendung, die den gekoppelten Dienst be-
nutzt, muss gesplittete Kommunikationskanäle unterstützen.
I Lösungskomponenten: Splittingkomponente, die die beiden
Richtungen des Quelldienstes in zwei getrennte Instanzen von
Daten-Kategorien aufteilt.
I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren der Splittingkomponente.
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I Problempotential: Wenn die Anwendung keine getrennten
Kanäle unterstützt, dann scheitert die Koppelung komplett.
 KM-Kr-UUTu3: Tunnel-Koppelung Unicast bidirektional
y
Unicast unidi- Fall KM-Kr-UUTu3
rektional.
Dadurch, dass der schwächere Dienst als ein Tunneldienst auftritt, kann
die Problematik ohne Einschränkung überwunden werden.
F L1-(KM-Kr-UUTu3): Splitten / Zusammensetzen der bidirektionalen Lösung
L1-(KM-Kr-UUTu3)Kommunikation an den Tunnelenden.
Die Idee besteht darin, die bidirektionale Daten-Kategorie des
Quell- / Zieldienstes im Tunneldienst durch zwei unidirektionale
Daten-Kategorien (für jede Richtung eine) zu substituieren.
I Voraussetzung: Keine.
I Lösungskomponenten: Splittingkomponenten in Quell- und
Zieldienst, die die beiden Richtungen aus Quell- / Zieldienst in
zwei getrennte Instanzen von Daten-Kategorien aufteilen bzw.
wieder zusammenführen.
I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren der Splittingkomponenten.
 KM-Kr-MMTr3: Transitiv-KoppelungMulticast m:n→Multicast 1:n. Fall KM-Kr-MMTr3
Das Problem hier ist, dass die Rückrichtungen der Multicastkommuni-
kation des Quelldienstes im Zieldienst nicht verfügbar sind.
F L1-(KM-Kr-MMTr3): Nachbildung der Rückrichtung durch zusätzli- Lösung
L1-(KM-Kr-MMTr3)che Multicastgruppen im Zieldienst.
Zur Nachbildung der m:n Kommunikation im Zieldienst werden
die Rückrichtungen durch zusätzliche Multicastgruppen gebil-
det, die für jeden Teilnehmer im Zieldienst einzeln eingerichtet
werden müssen.
I Problempotential: Die Lösung ist eher akademischer Natur, da
im Extremfall bis zum*nMulticastgruppen in der Zielarchitektur
erstellt werden müssten. Der dafür erforderliche Management-
aufwand ist enorm.
 KM-Kr-MMTu1/2/4: Tunnel-Koppelung Multicast
y
Multicast mit minde- Fall
KM-Kr-MMTu1/2/4stens gleich mächtigem Tunneldienst.
Hier besteht kein echtes Problem, allerdings ist der Tunneldienst stär-
ker als notwendig. Da kein Teilnehmer der Multicastkommunikation
im Tunneldienst sitzt, ist die Verwendung von Multicastkommunikati-
on letztlich Verschwendung.
F L1-(KM-Kr-MMTu1/2/4): Benutzung des Multicast-Dienstes als Lösung L1-(KM-Kr-
MMTu1/2/4)Unicast-Dienst und eigenes Tunnel-Protokoll.
I Analoge Lösung: L1-(KM-Kr-MUTu1/2/4).
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I Zusätzliche Aktivitäten: Zusätzlich zur analogen Lösung sind
keine weiteren speziellen Komponenten und Workflows not-
wendig. Eine Multicastgruppe mit nur zwei Teilnehmern wird
anstatt des Unicast-Dienstes benutzt.
 KM-Kr-MMTu3: Tunnel-KoppelungMulticast m:n
y
Multicast 1:n.Fall KM-Kr-MMTu3
Die Problemstellung ist analog zu KM-Kr-MMTu1/2/4, da ein Multicast-
Dienst hier als Tunneldienst auftritt.
F L1-(KM-Kr-MMTu3): Benutzung des Multicast-Dienstes als Uni-Lösung
L1-(KM-Kr-MMTu3) cast-Dienst und eigenes Tunnelprotokoll mit zwei Datenkanälen.
I Analoge Lösung: L1-(KM-Kr-MUTu3).
Fallübersicht
Transitiv-Koppelung Unicast→ Unicast
Fall- Quell- Ziel- Akt. potent.
bezeichnung dienst A dienst B notw. Lösungen vollst.
KM-Kr-UUTr1 unidir unidir - - 4
KM-Kr-UUTr2 unidir bidir - - 4
KM-Kr-UUTr3 bidir unidir ja L1-(KM-Kr-UUTr3) 6




Fall- Quell / Ziel- Tunnel- Akt. potent.
bezeichnung dienst A dienst T notw. Lösungen vollst.
KM-Kr-UUTu1 unidir unidir - - 4
KM-Kr-UUTu2 unidir bidir - - 4
KM-Kr-UUTu3 bidir unidir ja L1-(KM-Kr-UUTu3) 4
KM-Kr-UUTu4 bidir bidir - - 4
Tabelle 5.3: Koppelungsmuster für Kommunikatonsrelationen Unicast / Unicast
Transitiv-KoppelungMulticast→Multicast
Fall- Quell- Ziel- Akt. pot.
bezeichnung dienst A dienst B notw. Lösungen vollst.
KM-Kr-MMTr1 1:n 1:n - - 4
KM-Kr-MMTr2 1:n m:n - - 4
KM-Kr-MMTr3 m:n 1:n ja L1-(KM-Kr-MMTr3) 6
KM-Kr-MMTr4 m:n m:n - - 4
Fortsetzung auf der nächsten Seite
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Fall- Quell/ Tunnel- Akt. pot.
bezeichnung Zield. A dienst T notw. Lösungen vollst.
KM-Kr-MMTu1 1:n 1:n ja L1-(KM-Kr-MMTu1/2/4) 4
KM-Kr-MMTu2 1:n m:n ja L1-(KM-Kr-MMTu1/2/4) 4
KM-Kr-MMTu3 m:n 1:n ja L1-(KM-Kr-MMTu3) 4
KM-Kr-MMTu4 m:n m:n ja L1-(KM-Kr-MMTu1/2/4) 4
Tabelle 5.4: Koppelungsmuster für KommunikatonsrelationenMulticast /Multicast
Spezielle heterogene Uni- / Multicast-Varianten
Allgemein ist anzumerken, dass alle heterogenen Uni- / Multicast-Fälle mit
Ausnahme der Fälle KM-Kr-MUTu1/2/4, KM-Kr-MUTu3 wenn irgendmöglich
zu vermeiden sind. Zwar sind Koppelungen in einigen Fällen verlustfrei mög-
lich, erzeugen aber einen beträchtlichenManagementaufwand, der nicht ge-
rechtfertigt ist:
 KM-Kr-UMTr1/2/4: Transitiv-KoppelungUnicast→Multicastmit minde- Fall
KM-Kr-UMTr1/2/4stens gleich mächtigem nachgeschalteten Dienst.
Letztlich liegt kein echtes Problem vor, allerding ist diese Variante sehr
verschwenderisch, da in der Lösung die Multicastkommunikation viel-
fach zur Unicastkommunikation „missbraucht“ wird.
F L1-(KM-Kr-UMTr1/2/4): Benutzung des Multicast-Dienstes als Un- Lösung L1-(KM-Kr-
UMTr1/2/4)icast-Dienst.
Faktisch sind hier keine speziellen Komponenten und Work-
flows notwendig. Jede Multicastgruppe hat einfach nur zwei
Teilnehmer.
 KM-Kr-UMTr3: Transitiv-Koppelung Unicast bidirektional → Multicast Fall KM-Kr-UMTr3
1:n.
Auch dies ist analog zu KM-Kr-UMTr1/2/4 eine der extrem verschwen-
derischen Varianten. Der Aufwand verdoppelt sich hier sogar noch:
F L1-(KM-Kr-UMTr3): Splitten der bidirektionalen Kommunikation Lösung
L1-(KM-Kr-UMTr3)beim Dienstübergang.
I Analoge Lösung: L1-(KM-Kr-UUTr3).
I Zusätzliche Aktivitäten: Benutzung des Multicast-Dienstes als
Unicast-Dienst, analog zu L1-(KM-Kr-UMTr1/2/4).
 KM-Kr-UMTu1/2/4: Tunnel-Koppelung Unicast
y
Multicast mit minde- Fall
KM-Kr-UMTu1/2/4stens gleich mächtigem nachgeschalteten Dienst.
Ebenfalls eine der Verschwendungsvarianten, bei der eine Unicastkom-
munikation im Tunnel-Dienst eigentlich genügen würde.
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F L1-(KM-Kr-UMTu1/2/4): Benutzung des Multicast-Dienstes als Un-Lösung L1-(KM-Kr-
UMTu1/2/4) icast-Dienst.
I Analoge Lösung: L1-(KM-Kr-UMTr1/2/4).
I Zusätzliche Aktivitäten: Lösungsmöglichkeit reduziert die Fälle
auf die problemlosen Fälle KM-Kr-UUTr1/2/4.
 KM-Kr-UMTu3: Tunnel-Koppelung Unicast bidirektional
y
Multicast 1:n.Fall KM-Kr-UMTu3
Wiederum eine der Verschwendungsvarianten, bei der eine Unicast-
kommunikation im Tunnel-Dienst eigentlich genügen würde. Hier sogar
mit doppeltem Aufwand.
F L1-(KM-Kr-UMTu3): Splitten / Zusammensetzen der bidirektiona-Lösung
L1-(KM-Kr-UMTu3) len Kommunikation an den Tunnelenden mit Benutzung des Multi-
cast-Dienstes als Unicast-Dienst.
I Analoge Lösung: L1-(KM-Kr-UUTu3), L1-(KM-Kr-UMTr1/2/4).
 KM-Kr-MUTr1/2/4: Transitiv-KoppelungMulticast→Unicastmit minde-Fall
KM-Kr-MUTr1/2/4 stens gleich mächtigem nachgeschalteten Dienst.
Die Problematik dieses Falls besteht darin, dass eine Multicastkommu-
nikation durch eine Menge von Unicastkommunikationen substituiert
werden muss. Hierdurch entsteht ein enormer Managementaufwand,
um die Menge der Unicastkommunikationen kohärent zur Multicast-
gruppe zu halten.
F L1-(KM-Kr-MUTr1/2/4): Nachbildung des Multicast-MechanismusLösung L1-(KM-Kr-
MUTr1/2/4) durch Gruppe einzelner Unicast-Kommunikation.
In [SchmJB 01] werden diverse Varianten vorgestellt.
I Problempotential: Die Lösung ist eher akademischer Natur, da
im Extremfall bis zum*nMulticastgruppen in der Zielarchitektur
erstellt werden werden müssten. Der dafür erforderliche Mana-
gementaufwand ist enorm.
 KM-Kr-MUTr3: Transitiv-KoppelungMulticast m:n→ Unicast unidirektio-Fall KM-Kr-MUTr3
nal.
Dieser Fall ist der ungünstigste aller Fälle bei der Koppelung der
Kommunikationsrelationen. Zu den Schwierigkeiten aus Fall KM-Kr-
MUTr1/2/4 kommt hier noch die Tatsache, dass die ungerichtete
Gruppenkommunikation auch im Zieldienst durch unidirektionale Uni-
castkommunikation nachgebildet werden muss. Im Endeffekt bedeutet
dies, dass ein vollvermaschtes Netz aller Teilnehmer im Zieldienst
aufgebaut werden muss. Möglich ist dies aber nur dann (analog zu
Fall KM-Kr-UUTr3), wenn die Anwendung, die den gekoppelten Dienst
benutzt, mit gesplitteten Kommunikationskanälen umgehen kann.
Der Managementaufwand zur Realisierung einer solchen Koppelung ist
selbst bei einer einstelligen Teilnehmeranzahl so enorm, dass sie prak-
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tisch nicht mehr handhabbar ist. Deshalb wird auf die Angabe einer Lö-
sungsvariante hier verzichtet.
 KM-Kr-MUTu1/2/4: Tunnel-Koppelung Multicast
y
Unicast mit minde- Fall
KM-Kr-MUTu1/2/4stens gleich mächtigem nachgeschalteten Dienst.
Dies ist die bevorzugte Variante bei der Tunnel-Koppelung von Multi-
cast-Daten-Kategorien.
F L1-(KM-Kr-MUTu1/2/4): Eigenes Tunnelprotokoll mit einem Daten- Lösung L1-(KM-Kr-
MUTu1/2/4)kanal.
Die Idee dieser Lösung besteht darin, zur Übertragung der Mul-
ticastkommunikation im Tunneldienst ein eigenes Tunnelproto-
koll zu verwenden, das selbst nur Unicastkommunikation benö-
tigt.
I Lösungskomponenten:
 Sender am Tunneleingang, der Multicastkommunikation in
eigenes Protokoll einpackt.
 Empfänger am Tunnelausgang, derMulticastkommunikation
aus eigenem Protokoll wiederherstellt.
 Tunnelprotokoll zwischen Sender und Empfänger.
I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren von Sender, Empfänger und Tunnelprotokoll.
 KM-Kr-MUTu3: Tunnel-KoppelungMulticast m:n
y
Unicast unidirektional. Fall KM-Kr-MUTu3
Ebenfalls eine der bevorzugten Varianten bei der Tunnel-Koppelung von
Multicast-Daten-Kategorien.
F L1-(KM-Kr-MUTu3): Eigenes Tunnelprotokoll mit zwei getrennten Lösung
L1-(KM-Kr-MUTu3)Datenkanälen.
Bei dieser Lösung wird das Splitting im Tunneldienst aus L1-
(KM-Kr-UUTu3) kombiniert mit dem Tunnelprotokoll aus L1-(KM-
Kr-MUTu1/2/4).




Fall- Quell- Ziel- Akt. pot.
bezeichnung dienst A dienst B notw. Lösungen vollst.
KM-Kr-UMTr1 unidir 1:n ja L1-(KM-Kr-UMTr1/2/4) 4
KM-Kr-UMTr2 unidir m:n ja L1-(KM-Kr-UMTr1/2/4) 4
Fortsetzung auf der nächsten Seite
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Fortsetzung von der vorhergehenden Seite
KM-Kr-UMTr3 bidir 1:n ja L1-(KM-Kr-UMTr3) 6




Fall- Quell/ Tunnel- Akt. pot.
bezeichnung Zield. A dienst T notw. Lösungen vollst.
KM-Kr-UMTu1 unidir 1:n ja L1-(KM-Kr-UMTu1/2/4) 4
KM-Kr-UMTu2 unidir m:n ja L1-(KM-Kr-UMTu1/2/4) 4
KM-Kr-UMTu3 bidir 1:n ja L1-(KM-Kr-UMTu3) 4
KM-Kr-UMTu4 bidir m:n ja L1-(KM-Kr-UMTu1/2/4) 4
Tabelle 5.5: Koppelungsmuster für Kommunikatonsrelationen Unicast /Multicast
Transitiv-KoppelungMulticast→ Unicast
Fall- Quell- Ziel- Akt. pot.
bezeichnung dienst A dienst B notw. Lösungen vollst.
KM-Kr-MUTr1 1:n unidir ja L1-(KM-Kr-MUTr1/2/4) 4
KM-Kr-MUTr2 1:n bidir ja L1-(KM-Kr-MUTr1/2/4) 4
KM-Kr-MUTr3 m:n unidir ja – 6




Fall- Quell/ Tunnel- Akt. pot.
bezeichnung Zield. A dienst T notw. Lösungen vollst.
KM-Kr-MUTu1 1:n unidir ja L1-(KM-Kr-MUTu1/2/4) 4
KM-Kr-MUTu2 1:n bidir ja L1-(KM-Kr-MUTu1/2/4) 4
KM-Kr-MUTu3 m:n unidir ja L1-(KM-Kr-MUTu3) 4
KM-Kr-MUTu4 m:n bidir ja L1-(KM-Kr-MUTu1/2/4) 4
Tabelle 5.6: Koppelungsmuster für KommunikatonsrelationenMulticast / Unicast
Teilprozess der Methodik
Der Teilprozess der Methodik für die Klasse Kommunikationsrelation ist in Ab-
bildung 5.12 dargestellt. Er ist vomMuster aus Unterabschnitt 5.2.3.2 abge-
leitet. Die drei Fallanalysen sind anhand der Tabellen 5.3, 5.4, 5.5 und 5.6
durchzuführen. Der Schritt der Kombinierung der Lösungsansätze liefert in
diesem Fall nicht nur eine Lösung zur Koppelung der Klasse. Anhand der tat-
sächlich ausgewählten Lösung kann jetzt auch die Kommunikationsrichtung
(uni- / bidirektional, siehe Abschn. 5.2.1) des Gesamtsystems bestimmt wer-
den.
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Abbildung 5.12: Aktivitäten zur Koppelung der Klasse Kommunikationsrelation
5.3.1.3 Attribut Paketgrenze_erhaltend
Für die Koppelung des booleschen Attributs Paketgrenze_erhaltend ist neben
der Unterscheidung des Grundanwendungsfalls auch die Kommunikations-
richtung entscheidend. Dabei ist es unerheblich, von welcher Seite die Kom-
munikation initiiert wurde, d.h. ob symmetrische Koppelung vorliegt oder
nicht. Die Kommunikationsrichtung ist ein Ergebnis des vorherigen Schritts.
Es ergibt sich kein Handlungsbedarf bei beidseitig gleicher Attributbele-
gung: Entweder es müssen auf keiner Seite die Paketgrenzen erhalten wer-
den oder beide Seite können die Paketgrenzen erhalten. Dabei spielt es
auch keine Rolle, ob die Kommunikation uni- oder bidirektional ist.
Auch in den unidirektionalen Fällen, bei denen sich die Attribute unterschei-
den und der mächtigere Dienst (also mit Paketgrenze_erhaltend==true ) der
nachgeschaltete bzw. der Tunneldienst ist, muss nichts getan werden.
Bei allen verbleibenden Fällen liegt die Ursache in der Beteiligung eines
Übergangs des Datenstroms von Paketgrenze_erhaltend==true → Paketgren-
ze_erhaltend==false :
 KM-Pe-UdTr3:Unidirektionale Transitiv-KoppelungmitA:Paketgrenze_er-Fall KM-Pe-UdTr3
haltend==true → B:Paketgrenze_erhaltend==false .
Die Eigenschaft kann nicht auf Dienst B abgebildet werden. Es kommt
immer zu einem Informationsverlust beim Übergang.
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F L1-(KM-Pe-UdTr3): Reduktion der Eigenschaft des Gesamtsystems.Lösung
L1-(KM-Pe-UdTr3)
I Voraussetzung: Paketgrenze_erhaltend ist keine wesentliche Ei-
genschaft des Gesamtsystems.
I Lösungsworkflow: Planungsphase: Neuspezifikation des
Dienstes A auf Paketgrenze_erhaltend=false .
I Problempotential: Paketgrenze_erhaltend==true könnte in spä-
teren Anwendungsfällen benötigt werden.
F L2-(KM-Pe-UdTr3): Abbruch des Koppelungsprozesses.Lösung
L2-(KM-Pe-UdTr3)
I Voraussetzung: Keine.
I Lösungsworkflow: Abbrechen des Koppelungsprozesses.
I Problempotential: Koppelung kommt nicht zustande.




Die Problematik ist analog zu KM-Pe-UdTr3. Analog zu den Lösungs-
möglichkeiten des allgemeinen Musters KM-gZ-UdTu3 ergeben sich
zwei weitere Lösungsvarianten:
F L1-(KM-Pe-UdTu3): Zusätzliches tunnelinternes Protokoll zur Über-Lösung
L1-(KM-Pe-UdTu3) mittlung der Paketgrenzen.
I Voraussetzung: Tunnelinterne Übertragungsmöglichkeit für zu-
sätzliches Protokoll.
I Lösungskomponenten: Sender für Paketgrenzen am Tunnelein-
gang, Empfänger und Paketierer am Tunnelausgang und zusätz-
liches Protokoll zur Übermittlung der Paketgrenzen zwischen
Dienst A1 und A2. Es wird der Tunnel selbst zur Übermittlung
benutzt.
I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren von Sender, Empfänger / Paketierer und Übermittlungs-
protokoll.
I Problempotential:Wechselwirkung Beeinflussung des QoS der
Datenübertragung und der zusätzlichen Grenzenübermittlung.
F L2-(KM-Pe-UdTu3): Zusätzliches tunnelexternes Protokoll zurLösung
L2-(KM-Pe-UdTu3) Übermittlung der Paketgrenzen.
I Voraussetzung: Tunnelexterne Übertragungsmöglichkeit für
zusätzliches Protokoll.
I Lösungskomponenten: Sender für Paketgrenzen am Tunnelein-
gang, Empfänger und Paketierer am Tunnelausgang und zusätz-
liches Protokoll zur Übermittlung der Paketgrenzen zwischen
Dienst A1 und A2. Es wird ein zusätzlicher Kanal zur Übermitt-
lung benutzt.
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I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren von Sender, Empfänger / Paketierer und Übermittlungs-
mechanismus.
F L3-(KM-Pe-UdTu3): Reduktion der Eigenschaft des Gesamtsy- Lösung
L3-(KM-Pe-UdTu3)stems.
I Voraussetzung: Paketgrenze_erhaltend ist keine wesentliche Ei-
genschaft des Gesamtsystems.
I Lösungsworkflow: Planungsphase: Neuspezifikation des
Dienstes A auf Paketgrenze_erhaltend=false .
I Problempotential: Paketgrenze_erhaltend==true könnte in spä-
teren Anwendungsfällen benötigt werden.
F L4-(KM-Pe-UdTu3): Abbruch des Koppelungsprozesses. Lösung
L4-(KM-Pe-UdTu3)I Voraussetzung: Keine.
I Lösungsworkflow: Abbrechen des Koppelungsprozesses.
I Problempotential: Koppelung kommt nicht zustande.
 KM-Pe-BdTr2: Bidirektionale Transitiv-Koppelung mit unterschiedli- Fall KM-Pe-BdTr2
chen Paketgrenzenerhaltungseigenschaften.
Paketgrenze_erhaltend kann nur in der Richtung vom „schwächeren“ auf
den „stärkeren“ Dienst abgebildet werden. In der anderen Richtung
kommt es immer zu einem Informationsverlust beim Übergang.
F L1-(KM-Pe-BdTr2): Reduktion der Eigenschaft des Gesamtsystems. Lösung
L1-(KM-Pe-BdTr2)I Voraussetzung: Paketgrenze_erhaltend ist keine wesentliche Ei-
genschaft des Gesamtsystems.
I Lösungsworkflow: Planungsphase: Neuspezifikation des „stär-
keren“ Dienstes auf Paketgrenze_erhaltend=false .
I Problempotential: Paketgrenze_erhaltend==true könnte in spä-
teren Anwendungsfällen benötigt werden.
F L2-(KM-Pe-BdTr2): Abbruch des Koppelungsprozesses. Lösung
L2-(KM-Pe-BdTr2)I Voraussetzung: Keine.
I Lösungsworkflow: Abbrechen des Koppelungsprozesses.
I Problempotential: Koppelung kommt nicht zustande.
 KM-Pe-BdTu2: Bidirektionale Tunnel-Koppelung mit unterschiedlichen Fall KM-Pe-BdTu2
Paketgrenzenerhaltungseigenschaften.
Die Problematik ist identisch zu KM-Pe-UdTu3. Allerdings tritt sie an
beiden Tunnelenden auf. Entsprechend sind die Lösungen symmetrisch
an beiden Tunnelenden anzuwenden.
F L1-(KM-Pe-BdTu2): Zusätzliches tunnelinternes Protokoll zur Über- Lösung
L1-(KM-Pe-BdTu2)mittlung der Paketgrenzen.
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I Analoge Lösung: L1-(KM-Pe-UdTu3).
I Zusätzliche Aktivitäten: Anzuwenden an beiden Tunnelenden.
F L2-(KM-Pe-BdTu2): Zusätzliches tunnelexternes Protokoll zurLösung
L2-(KM-Pe-BdTu2) Übermittlung der Paketgrenzen.
I Analoge Lösung: L2-(KM-Pe-UdTu3).
I Zusätzliche Aktivitäten: Anzuwenden an beiden Tunnelenden.
F L3-(KM-Pe-BdTu2): Reduktion der Eigenschaft des Gesamtsy-Lösung
L3-(KM-Pe-BdTu2) stems.
I Analoge Lösung: L3-(KM-Pe-UdTu3).
F L4-(KM-Pe-BdTu2): Abbruch des Koppelungsprozesses.Lösung
L4-(KM-Pe-BdTu2)
I Analoge Lösung: L4-(KM-Pe-UdTu3).
Fallübersicht
Tabelle 5.7 fasst alle Koppelmuster für das Attribut Paketgrenze_erhaltend zu-
sammen und weist jeder Variante eine Fallbezeichnung zu. Die letzte Spalte
gibt zusammenfassend Auskunft darüber, ob eine Lösungsmöglichkeit ver-
fügbar ist, die im gekoppelten Gesamtsystem die gewünschten Eigenschaf-
ten erhält.
Unidirektional: Quelldienst A→ Zieldienst B
Fall- Aktion potent.
bezeichnung A: P_e B: P_e notwendig Lösungen vollst.
KM-Pe-UdTr1 false false - - 4
KM-Pe-UdTr2 false true - - 4
KM-Pe-UdTr3 true false ja
L1-(KM-Pe-UdTr3) 6
L2-(KM-Pe-UdTr3)
KM-Pe-UdTr4 true true - - 4




bezeichnung A: P_e T: P_e notwendig Lösungen vollst.
KM-Pe-UdTu1 false false - - 4
KM-Pe-UdTu2 false true - - 4





KM-Pe-UdTu4 true true - - 4
Fortsetzung auf der nächsten Seite
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Fortsetzung von der vorhergehenden Seite
Bidirektional: Quelldienst A→ Zieldienst B
Fall- Aktion potent.
bezeichnung A: P_e B: P_e notwendig Lösungen vollst.






KM-Pe-BdTr3 true true - - 4




bezeichnung A: P_e T: P_e notwendig Lösungen vollst.






KM-Pe-BdTu3 true true - - 4










Abbildung 5.13: Aktivitäten zur Koppelung des Attributs Paketgrenze_erhaltend
Die für die Koppelung hinsichtlich des Attributs Paketgrenze_erhaltend not-
wendige Aktivität ist in Abbildung 5.13 gezeigt. Sie besteht aus der Fallana-
lyse durch Tabelle 5.7. Die notwendigen Eingabeartefakte sind zunächst die
Paare der Klassen Daten-Kategorie und die Kommunikationsrichtung. Beste-
hen mehrere Lösungsmöglichkeiten, muss noch anhand des konkreten An-
wendungsfalls eine individuelle Auswahl der anzuwendenden Lösung ge-
troffen werden.
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5.3.2 Gegenüberstellung statischer Teile von QoS-
Kategorien
Nachdem die Prozesse zur Koppelung derDaten-Kategorien erklärt sind, folgt
nun die Gegenüberstellung der KlasseQoS-Kategorien.

















Abbildung 5.14: Aktivitäten zur Koppelung der KlasseQoS-Kategorie
Es wird hier eine Spezialisierung des allgemeinen Aktivitätsmusters aus Un-
terabschnitt 5.2.3.1 verwendet um die zu koppelnden Paarungen der QoS-
Kategorien zu ermitteln (Abb. 5.14). Der Iterationsschritt besteht alleine aus
der Koppelung der QoS-Kategorien, der in Unterabschnitt 5.3.2.1 verfeinert
wird.
Der Schritt der Auswahl der Koppelpaarungen ist hier besonders durch die
Einbeziehung des konkreten Anwendungsfalls geprägt. In vielen konkreten
Koppelungen werden nämlich keine völlig exakten Übereinstimmungen zwi-
schen QoS-Kategorien verschiedener Dienste zu erzielen sein. In einem sol-
chen Fall müssen dann anhand der konkreten Anwendung bzw. anhand des
Anlasses der Koppelung die Entscheidungen getroffen werden, ob eine Kop-
pelung sinnvoll ist, und wenn ja, welche Koppelpaarungen zu realisieren
sind.
Beispielsweise könnten als Paarungen zwei Varianten zur Verfügung stehen,
von denen ...
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I) ... die eine Paarung zu einer Reduzierung der Qualitätseigenschaften
am Dienstübergang führt. Diese sei aber mit geringen (technischen)
Aufwand zu realisieren und im Einkauf vergleichsweise billig.
II) ... die andere Paarung gravierend bessere Qualitätszusicherungen am
Dienstübergang ermöglicht als für die Koppelung notwendig wäre. Da-
für sei aber auch ein technisch höherer Aufwand zur Realisierung zu
betreiben und der Preis sei deutlich höher als bei der ersten Paarung.
Erst am konkreten Anwendungsfall kann entschieden werden, welche der
Paarungen ausgewählt wird. Das zeigen die folgenden Beispiele: Angenom-
men ...
 ... die Anwendung, für die die Koppelung durchgeführt wird, nutzt
den von der Koppelung gefordertenQualitätsrahmen erfahrungsgemäß
überhaupt nicht aus. Dann ist Variante I völlig ausreichend.
 ... der Kunde, für dessen Anwendung die Koppelung durchgeführt wird,
ist ein Premium-Kunde. In seinem Vertrag sind hohe Strafen für Verlet-
zungen der zugesicherten Qualität vereinbart. Dann ist Variante II zu
bevorzugen.
 ... die Anwendung benötigt die bessere Qualität am Dienstübergang,
aber der finanzielle Rahmen kann die Kosten von Variante II nicht ab-
decken. Dann muss die Koppelung scheitern und es muss nach alter-
nativen Diensten gesucht werden.
Wie schon an anderen Stellen der Methodik lassen sich hier keine generi-
schen Vorgehensweisen entwickeln. Die konkreten Entscheidungenmüssen
individuell von den Gegebenheiten des Anwendungsfalls abhängig gemacht
werden.
5.3.2.1 Klasse QoS-Parameter
Weil gemäß der Modellierung zu einer QoS-Kategorie mehrerer QoS-Parame-
ter gehören können, besteht die Problemstellung zur Koppelung derQoS-Pa-
rameter wiederum darin, optimale Koppelpaare auszuwählen. Deshalb wird
zunächst erneut auf das bereits bekannte allgemeine Aktivitätsmuster aus
Unterabschnitt 5.2.3.1 zurückgegriffen. Damit werden iterativ die möglichen
Paarungen derQoS-Parameter bestimmt.
Der Iterationsschritt ist hier dreigeteilt. Jeder der Schritte beschäftigt sich
mit einer der Eigenschaften, die nach dem Modell einen QoS-Parameter de-
finieren. Die drei Schritte werden in den folgenden Abschnitten en detail
erklärt. Entscheidend ist dabei der erste Schritt, nämlich der Vergleich der
Semantiken. Nur wenn die Semantiken zweier QoS-Parameter als gleichwertig
eingestuft werden können, dann ist die Ausführung der weiteren Schritte
sinnvoll.
Durch die unterschiedliche Mächtigkeit von Netz-QoS-Diensten hinsichtlich
der Parameter einer QoS-Kategorie ist es in realen Anwendungen durchaus
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Abbildung 5.15: Aktivitäten zur Koppelung der KlasseQoS-Parameter
wahrscheinlich, dass nicht für alle Parameter im zu koppelnden Dienst ein
Gegenpart gefunden werden kann. SolcheQoS-Parameter werden durch den
letzten Schritt gesondert betrachtet. Dieser wird in Unterabschnitt 5.3.2.5
besprochen.
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5.3.2.2 Klasse Semantik
Für die Gegenüberstellung der Semantiken zweier QoS-Parameter lassen sich
keine allgemeingültigen Muster angeben. Der Grund hierfür liegt in der
enormen Spannbreite der Techniken, mit der die Semantik eines Parameters
spezifiziert wird. Häufig werden dafür nur Fließtexte benutzt. Zu deren Ver-
gleich lassen sich überhaupt keine allgemeinen Vorgehensweisen definie-
ren. Wenn die Semantiken nach einer formalen Methode spezifiziert werden
(siehe auch Abschnitt 3.4.2), wie z.B. [Gars 04], dann ist ein systematischer
Vergleich zwar möglich, aber auch wiederum individuell für die eingesetz-
te Methode. Deshalb werden als Lösungsmöglichkeiten hier nur drei unter-
schiedliche Ergebnisse des Semantikvergleichs benannt.
 KM-QpS-Vgl: Vergleich zweier Semantiken der KlasseQoS-Parameter. Fall KM-QpS-Vgl
F L1-(KM-QpS-Vgl): Zwei Semantiken sind gleichwertig. Lösung
L1-(KM-QpS-Vgl)
Ergibt die Analyse, dass zwei Semantiken unmittelbar gleichwer-
tig sind, dann wird diese Lösung zugewiesen.
F L2-(KM-QpS-Vgl): Zwei Semantiken sind nach einfacher Umfor- Lösung
L2-(KM-QpS-Vgl)mung gleichwertig.
In vielen Fällen sind die Semantiken von QoS-Parametern zwar
nicht unmittelbar gleichwertig, sie können aber durch eine ein-
fache Umformung in Beziehung zueinander gesetzt werden.
Beispielsweise könnten sich zwei QoS-Parameter na-
mens „Delay“ gegenüber stehen, von denen der eine
ein „Roundtrip Delay“ und der andere ein „Oneway De-
lay“ ist. Die beiden können zumindest näherungsweise
durch die Formel
„Oneway Delay“ = 1
2
„Roundtrip Delay“
in Beziehung gesetzt werden.
F L3-(KM-QpS-Vgl): Zwei Semantiken sind nicht vergleichbar. Lösung
L3-(KM-QpS-Vgl)
Können zwischen zwei Semantiken keine unmittelbaren Bezie-
hungen hergestellt werden, dann bleiben dieQoS-Parameter, zu
denen sie gehören, ungepaart. Um dies für die späteren Metho-
dikschritte zu kennzeichnen, werden beiden Parametern diese
virtuelle Lösung zugewiesen.
Fallübersicht
Tabelle 5.8 zeigt eine Übersicht der virtuellen Lösungen. Für die Lösung L3-
(KM-QpS-Vgl) kann noch keine Aussage über die potentielle Vollständigkeit
der Lösung getroffen werden. Dies entscheidet sich erst im letzten Schritt
von Abbildung 5.15, der in Unterabschnitt 5.3.2.5 beschrieben wird.
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Klasse Semantik von KlasseQoS-Parameter
Fall- Relation zw. Akt. pot.
bezeichnung A:Sem. und B/T:Sem notw. Lösungen vollst.





KM-QpS-Vgl nicht vergleichbar ja L3-(KM-QpS-Vgl) -









Abbildung 5.16: Aktivitäten zur Koppelung der Klasse Semantik
Hinter dem einzigen Schritt im Aktivitätsdiagramm aus Abbildung 5.16 ver-
birgt sich die individuelle Analyse (wie oben beschrieben) und die Zuwei-
sung der virtuellen Lösungen.
5.3.2.3 Klasse Garantietyp
Beim Vergleich für die Klasse Garantietyp sind nur alle nicht-abstrakten
Spezialisierungen der Klasse zu betrachten, weil nur diese in einem kon-
kreten Modell für Netz-QoS-Dienste vorkommen können (siehe Unterab-
schn. 4.3.1.3). Zwischen diesen Klassen ist eine Ordnung nach steigender
Garantiegüte gegeben. Somit kann eine Untersuchung nachMächtigkeit an-
gewendet werden. Nachfolgend geschieht die Untersuchung zunächst nur
für die asymmetrische Koppelung. Eine symmetrische Koppelung wird durch
den im Anschluss geschilderten Teilprozess der Methodik abgedeckt.
In den Fällen einer Transitiv-Koppelung, in denen der Garantietyp stärker
oder gleich stark ist, treten keine unlösbaren Probleme auf, da die An-
sprüche des vorgeschalteten Dienstes befriedigt werden können. Gleiches
gilt für Tunnel-Koppelungen, bei denen der Tunneldienst mindestens gleich
stark zum Quell- / Zieldienst ist.
Die verbleibenden problematischen Fälle sind:
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 KM-QpG-Tr3: Transitiv-Koppelung mit stärkerem Garantietyp im Quell- Fall KM-QpG-Tr3
dienst.
Die Problematik in diesem Fall liegt darin, dass der geforderte Garan-
tietyp vom Zieldienst nicht erbracht werden kann. Es existiert kein Lö-
sungsmuster um dieses Problem verlustfrei zu lösen. Das Gesamtsy-
stem wird immer nur höchstens den Garantietyp des (schwächeren)
Zieldienstes haben.
F L1-(KM-QpG-Tr3): Akzeptieren der verminderten Garantiegüte im Lösung
L1-(KM-QpG-Tr3)Gesamtsystem.
I Voraussetzung: Keine.
I Problempotential: Dies ist keine Problemlösung im eigentli-
chen Sinn. Leider ist sie in einigen Fällen der einzige Ausweg
um überhaupt eine Koppelung zu realisieren.
 KM-QpG-Tu3: Tunnel-Koppelung mit stärkerem Garantietyp im Quell- / Fall KM-QpG-Tu3
Zieldienst.
Die Problematik ist analog zu KM-QpG-Tr3, da die Garantiegüte im Ge-
samtsystem durch den Übergang vomQuelldienst zum Tunneldienst re-
duziert wird.
F L1-(KM-QpG-Tu3): Akzeptieren der verminderten Garantiegüte im Lösung
L1-(KM-QpG-Tu3)Gesamtsystem.
I Analoge Lösung: L1-(KM-QpG-Tr3).
Fallübersicht
Tabelle 5.9 zeigt einen Überblick über alle Fälle der Koppelung vonGarantie-
typen einesQoS-Parameters.
Transitiv-Koppelung Quelldienst A→ Zieldienst B
Fall- Akt. potent.
bezeichnung Relation notw. Lösungen vollst.
KM-QpG-Tr1 A:Gtyp schwächer B:Gtyp - - 4
KM-QpG-Tr2 A:Gtyp gleich B:Gtyp - - 4
KM-QpG-Tr3 A:Gtyp stärker B:Gtyp ja L1-(KM-QpG-Tr3) 6




bezeichnung Relation notw. Lösungen vollst.
KM-QpG-Tu1 A:Gtyp schwächer T:Gtyp - - 4
KM-QpG-Tu2 A:Gtyp gleich T:Gtyp - - 4
KM-QpG-Tu3 A:Gtyp stärker T:Gtyp ja L1-(KM-QpG-Tu3) 6
Tabelle 5.9: Koppelungsmuster für Klasse Garantietyp
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Teilprozess der Methodik



























Abbildung 5.17: Aktivitäten zur Koppelung der Klasse Garantietyp
abgebildet. Der Teilprozess ist eine Spezialisierung des Musters aus Unter-
abschnitt 5.2.3.2. Der symmetrische Koppelungsfall wird dadurch nun eben-
falls abgedeckt.
5.3.2.4 Klasse Wertemenge
Wenn die Semantiken zweier QoS-Parameter als wenigstens „gleichwertig
durch Umformung“ klassifiziert wurden, sprich die Lösung L1-(KM-QpS-Vgl)
oder L2-(KM-QpS-Vgl) gefunden wurde, dann können auch derenWertemen-
gen sinnvoll miteinander verglichen werden.
Teilprozess der Methodik
Bevor der eigentliche Vergleich derWertemengen erfolgen kann, sind zuerst
noch zwei wichtige Schritte zu tun, wie das Aktivitätsdiagramm aus Abbil-
dung 5.18 zeigt.
Im ersten Schritt werden die Lösungen der beiden vorhergehenden Teilpro-
zesse benötigt (Lösungen QpS und Lösungen QpG). Es gibt zwei mögliche
Gründe warum Modifikationen vorgenommen werden müssen:
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Modell B: bzw T:QoS-Param.
(Teil)L"sung QpW
(Teil)L"sung QpW
Abbildung 5.18: Aktivitäten zur Koppelung der KlasseWertemenge
 KM-QpW-Semmod: Herstellung der semantischen Gleichwertigkeit Fall
KM-QpW-Semmoddurch Umformung.
Für Paarungen, für die die Lösung L2-(KM-QpS-Vgl) gewählt wurde,
also die Herstellung der semantischen Gleichwertigkeit durch Umfor-
mung, muss die gefundene Umformung für die Wertemenge analog
nachvollzogen werden.
Für das Beispiel der beiden Varianten „Roundtrip Delay“ und
„Oneway Delay“ aus Unterabschnitt 5.3.2.2 würde das be-
deuten, dass entweder die Elemente der Wertemenge von
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„Roundtrip Delay“ halbiert oder die Elemente der Wertemen-
ge von „Oneway Delay“ verdoppelt werden müssen.
F L1-(KM-QpW-Semmod): Anpassung der KlasseWertemenge I.Lösung L1-(KM-QpW-
Semmod)
I Voraussetzung: Keine.
I Problempotential: Dies ist keine Problemlösung im eigentli-
chen Sinn. Leider in einigen Fällen der einzige Ausweg um über-
haupt eine Koppelung zu realisieren.
 KM-QpW-Typmod: Paarung mit unterschiedlich starken Garantietypen.Fall
KM-QpW-Typmod
Für Paarungen mit unterschiedlich starkenGarantietypen (Fall KM-QpG-
Tr1, KM-QpG-Tr3, KM-QpG-Tu1 oder KM-QpG-Tu3) kann in manchen
Fällen die Wertemenge des „starken“ Parameters so eingeschränkt
werden, dass sich eine bessere Entsprechung zur Wertemenge des
„schwachen“ Parameters ergibt.
Bei Koppelung der Klasse Loss aus DiffServ AF PHB (Abb. 4.14,
S. 95) mit dem ATM-Parameter CLR (Abb. 4.17, S. 101) kann
die Wertemenge des „stärkeren“ CLR eingeschränkt werden.
Hierfür könnten im DiffServ-basierten Dienst numerische Wer-
te für low, medium und high empirisch ermittelt werden. An-
schließend würde man die Werte von CLR auf drei enge Inter-
valle einschränken, die jeweils einen der ermittelten DiffServ-
Werte einschließen.
F L1-(KM-QpW-Typmod): Anpassung der KlasseWertemenge II.Lösung L1-(KM-QpW-
Typmod)
I Analoge Lösung: L1-(KM-QpW-Semmod).
Das Ergebnis der Aktivität ist zum einen ein Paar modifizierter Wertemen-
gen. Zum anderen müssen die individuell gemachten Anpassungen noch in
einer Lösungmit der Bezeichnung L1-(KM-QpW-Semmod) bzw. L1-(KM-QpW-
Typmod) dokumentiert werden (Tab. 5.10).
Anpassungen derWertemengen
Fall- Akt. pot.
bezeichnung Anlass notw. Lösungen vollst.






Tabelle 5.10: Koppelungsmuster für Anpassungen der KlasseWertemenge
Der zweite Schritt im Teilprozess für Wertemengen beschäftigt sich mit der
Abbildung der Werte zwischen den Diensten. In einigen Fällen genügt es
180
5.3 Vergleich der statischen Modellteile
nämlich nicht, dass ein Netz-QoS-Dienst, der einen bestimmten Wert ei-
nesQoS-Parameters benötigt, den gleichenWert bei einem nachgeschalteten
Netz-QoS-Dienst anfordert. Das zeigt das folgende Beispiel:
Ein Unternehmen betreibt einen Netz-QoS-Dienst A. Dieser wird
von der Anwendung „Voice-over-IP“ genutzt. Der «Geschwin-
digkeitsparameter» Verzögerung des Netz-QoS-Dienstes A
ist dafür auf eine obere Schranke von 200ms eingestellt. Ein zwei-
tes Unternehmen hat seine Telefonie auch auf Voice-over-IP umge-
stellt und nutzt dafür den Netz-QoS-Dienst B. Beide Unternehmen
kooperieren nun und koppeln deshalb ihre Telefonie-Netze.
Wenn nun beim Übergang von A nach B der Wert für die Verzö-
gerung ohne Abbildung im Dienst B angefordert wird, dann steigt
die Gesamtverzögerung im gekoppelten System im schlechtesten
Fall auf 400ms an. Aus Sicht der VoIP-Anwendung wird damit der
«Geschwindigkeitsparameter» Verzögerung verletzt. Statt-
dessen muss Dienst A die Verzögerung intern auf 100ms limitieren
und darf von Dienst B ebenfalls höchstens 100ms anfordern. Dann
kann im Gesamtsystem die Schranke von 200ms eingehalten wer-
den.
Neben der Verzögerung wird auch eine minimale Bandbreite garan-
tiert. Bei diesem «Volumenparameter» wäre eine Aufteilung
zwischen den Diensten grundfalsch. Hier muss zwischen A und B
natürlich der benötigte Wert unverändert angefordert werden.
Das Beispiel zeigt, dass ...
 ... nicht alle Parameter beim Dienstübergang abgebildet werden müs-
sen bzw. dürfen.
 ... Abbildungen nicht nur zwischen den Diensten erforderlich sein kön-
nen, sondern dass möglicherweise auch die interne Behandlung von
Wertemengen einesQoS-Parameters angepasst werden muss.
Durch das Beispiel wird auch klar, dass die Fragen, welche Parameter ei-
ne Abbildung durchlaufen müssen und wie diese Abbildung dann konkret
auszusehen hat, nur individuell am konkreten Anwendungsfall beantwor-
tet werden kann. Allgemein lässt sich nur sagen: Wenn ein Parameter das
Merkmal aufweist, dass sich seine Werte „kumulativ“ verhalten, dann muss
überprüft werden, ob Abbildungen notwendig sind.
Zwar kann kein detailliertes Vorgehen im Sinne einer Schritt-für-Schritt-An-
leitung gegeben werden, aber aus den in Unterabschnitt 4.3.1.3 eingeführ-
ten Unterarten vonQoS-Parametern lassen sich zumindest Hinweise ablesen:
 Volumenparameter
Volumenparameter verhalten sich nicht kumulativ. Bei ihnen muss nur
sichergestellt werden, dass die gefordertenWerte durchgängig erreicht
werden.
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 Geschwindigkeitsparameter
Geschwindigkeitsparameter sind typische Kandidaten, bei denen so-
wohl interne Anpassungen und Transferabbildungen notwendig wer-
den. Die klassischen Vertreter Verzögerung und Verzögerungsvarianz ver-
halten sich beide kumulativ.
 Korrektheitsparameter
Für die hier häufig vorkommenden booleschenWertemengen sind keine
Abbildungen notwendig. Bei statistischenWerten muss eine Abbildung
individuell überprüft werden.
Weitere Einflussfaktoren auf die Notwendigkeit und insbesondere die Art
der Abbildung sind beispielsweise:
 Konkreter Anwendungsfall
 Semantik desQoS-Parameters
 Garantietyp des QoS-Parameters (Auf Abbildungsvorschrift ist insbeson-
dere bei statistischen Garantien zu achten.)
 Koppelsymmetrie
 Bisher erarbeitete Teillösungen aus anderen Teilprozessen
Umbei Abarbeitung derMethodik zu dokumentieren, dass Abbildungen not-
wendig sind, sind folgende Fall- / Lösungsbezeichnungen zu verwenden:
 KM-QpW-Trans: Abbildung derWertemengen.Fall KM-QpW-Trans
F L1-(KM-QpW-Trans): Interne Anpassung derWertemenge.Lösung
L1-(KM-QpW-Trans)
I Voraussetzung: Keine.





bezeichnung Anwendung notwendig Lösungen vollst.
KM-QpW-Trans
intern ja L1-(KM-QpW-Trans) 4
Dienstübergang ja L2-(KM-QpW-Trans) 4
Tabelle 5.11: Koppelungsmuster für Abbildungen der KlasseWertemenge
Nachdem in den beiden vorangegangenen Schritten die Wertemengen den
notwendigen Transformationen unterzogen worden sind, können nun die
modifizierten Wertemengen miteinander verglichen werden um die bei der
Koppelung weiteren notwendigen Aktionen zu bestimmen. Nachfolgend ge-
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schieht die Untersuchung nur für die asymmetrische Koppelung. Eine sym-
metrische Koppelung wird durch das bereits bekannte Muster aus Unter-
abschnitt 5.2.3.2 abgedeckt, das im Teilprozess in Abbildung 5.18 bereits
integriert ist.
 KM-QpW-Tr1: Transitiv-Koppelung: Wertemenge des Quelldienstes ist Fall KM-QpW-Tr1
echte Teilmenge derWertemenge des Zieldienstes.
Es gibt kein Problem, da der abhängige Dienst mächtiger ist als der
Quelldienst.
 KM-QpW-Tr2: Transitiv-Koppelung: Wertemenge des Quelldienstes ist Fall KM-QpW-Tr2
gleich derWertemenge des Zieldienstes.
Es gibt kein Problem, da beideWertemengen identisch sind.
 KM-QpW-Tr3: Transitiv-Koppelung: Wertemenge des Zieldienstes ist Fall KM-QpW-Tr3
echte Teilmenge derWertemenge des Quelldienstes.
In diesem Fall entsteht das Problem, dass der abhängige Dienst nur
einen Teil der Werte des Quelldienstes abbilden kann. Die Folge ist im-
mer eine eingeschränkteWertemenge des Gesamtsystems imVergleich
zum Quelldienst.
F L1-(KM-QpW-Tr3): Akzeptieren der verminderten Garantiegüte im Lösung
L1-(KM-QpW-Tr3)Gesamtsystem.
I Voraussetzung: Keine.
I Problempotential: Dies ist keine Problemlösung im eigentli-
chen Sinn. Leider ist sie in einigen Fällen der einzige Ausweg
um überhaupt eine Koppelung zu realisieren.
 KM-QpW-Tr4: Transitiv-Koppelung: Wertemengen von Quell- und Ziel- Fall KM-QpW-Tr4
dienst sind disjunkt.
Kann kein einziges gemeinsames Element zwischen den Wertemengen
gefunden werden, dann scheitert die Koppelung der beiden QoS-Para-
meter.
F L1-(KM-QpW-Tr4): Abbruch des Teilprozesses. Lösung
L1-(KM-QpW-Tr4)I Voraussetzung: Keine.
I Lösungsworkflow: Abbrechen des Teilprozesses.
I Problempotential: Koppelung des Parameter-Paares kommt
nicht zustande.
Die einzelnen Fälle einer Tunnel-Koppelung verhalten sich analog zu de-
nen einer Transitiv-Koppelung. Der einzige Unterschied besteht darin, dass
bei einer Tunnel-Koppelung eventuell noch die aktuelle Wertebelegung aus
dem Quelldienst hin zum Zieldienst signalisiert werden kann. Notwendig ist
dies nur, wenn die ursprüngliche Wertebelegung des Quelldienstes durch
die Wertebelegung im Tunneldienst nicht nachvollzogen werden kann (ana-
log z.B. zu den Fällen KM-Pe-*).
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 KM-QpW-TuSig: Signalisieren der tatsächlichen Wertebelegung imFall KM-QpW-TuSig
Quelldienst hin zum Zieldienst.
Die prinzipiellen Signalisierungsmöglichkeiten sind analog zu denen
vom KM-Vo-Tu4.
F L1-(KM-QpW-TuSig):Wertesignalisierung indirekt durch Werte desLösung
L1-(KM-QpW-TuSig) Tunneldienstes.
I Analoge Lösung: L1-(KM-Vo-Tu4).
F L2-(KM-QpW-TuSig): Zusätzliche tunnelinterne Signalisierung fürLösung
L2-(KM-QpW-TuSig) Werteübermittlung.
I Analoge Lösung: L2-(KM-Vo-Tu4).
F L3-(KM-QpW-TuSig): Zusätzliche tunnelexterne Signalisierung fürLösung
L3-(KM-QpW-TuSig) Werteübermittlung.
I Analoge Lösung: L3-(KM-Vo-Tu4).
 KM-QpW-Tu1: Tunnel-Koppelung: Wertemenge des Quelldienstes istFall KM-QpW-Tu1
echte Teilmenge derWertemenge des Tunneldienstes.
F L1-(KM-QpW-Tu1):Wertesignalisierung vom Quell- zum Zieldienst.Lösung
L1-(KM-QpW-Tu1) I Analoge Lösung: L1-(KM-QpW-TuSig) oder L2-(KM-QpW-TuSig)
oder L2-(KM-QpW-TuSig).
 KM-QpW-Tu2: Tunnel-Koppelung: Wertemenge des Quelldienstes istFall KM-QpW-Tu2
gleich derWertemenge des Tunneldienstes.
F L1-(KM-QpW-Tu2):Wertesignalisierung vom Quell- zum Zieldienst.Lösung
L1-(KM-QpW-Tu2) I Analoge Lösung: L1-(KM-QpW-TuSig) oder L2-(KM-QpW-TuSig)
oder L2-(KM-QpW-TuSig).
 KM-QpW-Tu3: Tunnel-Koppelung: Wertemenge des Tunneldienstes istFall KM-QpW-Tu3
echte Teilmenge derWertemenge des Quelldienstes.
F L1-(KM-QpW-Tu3): Akzeptieren der verminderten Garantiegüte imLösung
L1-(KM-QpW-Tu3) Gesamtsystem undWertesignalisierung vomQuell- zum Zieldienst.
I Analoge Lösung: L1-(KM-QpW-Tr3).
I Zusätzliche Aktivitäten: Muss mit einer der Lösungen L1-(KM-
QpW-TuSig), L2-(KM-QpW-TuSig) oder L3-(KM-QpW-TuSig) kom-
biniert werden.
 KM-QpW-Tu4: Tunnel-Koppelung:Wertemengen von Quell- und Tunnel-Fall KM-QpW-Tu4
dienst haben keine gemeinsamen Elemente.
F L1-(KM-QpW-Tu4): Abbruch des Teilprozesses.Lösung
L1-(KM-QpW-Tu4) I Analoge Lösung: L1-(KM-QpW-Tr3).
Die nachfolgende Tabelle 5.12 gibt einen Überblick über die eben diskutier-
ten Fälle:
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Transitiv-Koppelung Quelldienst A→ Zieldienst B
Fall- Mengen- Akt. pot.
bezeichnung relation notw. Lösungen vollst.
KM-QpW-Tr1 A:Wertem.⊂ B:Wertem. - - 4
KM-QpW-Tr2 A:Wertem.= B:Wertem. - - 4
KM-QpW-Tr3 A:Wertem.⊃ B:Wertem. ja L1-(KM-QpW-Tr3) 6
KM-QpW-Tr4 A:Wertm. ∩ B:Wertm.= ∅ ja L1-(KM-QpW-Tr4) 6




bezeichnung Relation notw. Lösungen vollst.
KM-QpW-Tu1 A:Wertem.⊂ T:Wertem. ja L1-(KM-QpW-Tu1) 4
KM-QpW-Tu2 A:Wertem.= T:Wertem. ja L1-(KM-QpW-Tu2) 4
KM-QpW-Tu3 A:Wertem.⊃ T:Wertem. ja L1-(KM-QpW-Tu3) 6
KM-QpW-Tu4 A:Wertm. ∩ T:Wertm.= ∅ ja L1-(KM-QpW-Tu4) 6
Tabelle 5.12: Koppelungsmuster für Klasse Garantietyp
Damit ist der letzten Block des Teilprozesses aus Abbildung 5.18 abge-
schlossen.
5.3.2.5 Behandlung ungepaarter QoS-Parameter
Bei der Koppelung der QoS-Parameter einer QoS-Kategorie kann es vorkom-
men, dass für einen QoS-Parameter des einen Dienstes keine Entsprechung
im anderen Dienst gefunden werden konnte. Dieser Umstand bedeutet aber
nicht sofort, dass die Koppelung scheitert oder dass das Gesamtsystem nur
mit reduzierten Eigenschaften realisiert werden kann.
Stammt ein ungepaarter QoS-Parameter nämlich aus einem nachgeschalte-
ten Dienst, dann bedeutet dies, dass der Parameter für das Gesamtsystem
(eigentlich) nicht benötigt wird. Da sich der Parameter aber nicht einfach
„wegdefinieren“ lässt, kommt als Problemlösung nur eine „sinnvolle“ Vor-
belegung des Parameters in Frage. „Sinnvoll“ lässt sich dabei nur anhand
des konkreten Anwendungsfalls definieren.
Bei der Abarbeitung der Methodik für eine Tunnel-Koppelung
zur Verbindung zweier VoIP-Standorte ist der «Geschwindig-
keitsparameter» Verzögerung im Tunneldienst ungepaart ge-
blieben. Im Quell- / Zieldienst wird nur der «Volumenparame-
ter» Bandbreite spezifiziert. Anhand der Anwendung VoIP kann
im Tunneldienst der Parameter Verzögerung auf einen für Telefonie
sinnvollen Wert von maximal 200ms vorbelegt werden.
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Ist der ungepaarte QoS-Parameter aber Teil des Quelldienstes, so heißt das,
dass eine Eigenschaft des Quelldienstes durch den nachgeschalteten Dienst
nicht befriedigt werden kann. Wird die Koppelung zwischen den Diensten
durchgeführt, dann verliert das Gesamtsystem die durch denQoS-Parameter
eigentlich zugesicherte Eigenschaft.
Unterscheidet man explizit die Grundanwendungsfälle, ergibt sich die fol-
gende Fallunterscheidung für eine asymmetrische Koppelung:
 KM-QpUp-ATr1: Asymmetrische Transitiv-Koppelung, ungepaarterFall KM-QpUp-ATr1
QoS-Parameter aus dem Quelldienst.
F L1-(KM-QpUp-ATr1): Abbruch des Teilprozesses.Lösung
L1-(KM-QpUp-ATr1) I Voraussetzung: Keine.
I Lösungsworkflow: Abbrechen des Teilprozesses.
I Problempotential: Koppelung des Parameters kommt nicht zu-
stande.
 KM-QpUp-ATr2: Asymmetrische Transitiv-Koppelung, ungepaarterFall KM-QpUp-ATr2
QoS-Parameter aus dem Zieldienst.
F L1-(KM-QpUp-ATr2): Vorbelegen desQoS-Parameters.Lösung
L1-(KM-QpUp-ATr2) I Voraussetzung: Keine.
I Lösungsworkflow: Bereitstellungsphase: Ermitteln eines Vor-
belegungswertes.
I Problempotential: Vorbelegungswert könnte schwierig abzu-
schätzen sein.
 KM-QpUp-ATu1: Asymmetrische Tunnel-Koppelung, ungepaarter QoS-Fall KM-QpUp-ATu1
Parameter aus dem Quell- / Zieldienst.
F L1-(KM-QpUp-ATu1): Abbruch des Teilprozesses.Lösung
L1-(KM-QpUp-ATu1) I Voraussetzung: Keine.
I Lösungsworkflow: Abbrechen des Teilprozesses.
I Problempotential: Koppelung des Parameters kommt nicht zu-
stande.
 KM-QpUp-ATu2: Asymmetrische Tunnel-Koppelung, ungepaarter QoS-Fall KM-QpUp-ATu2
Parameter aus dem Tunneldienst.
F L1-(KM-QpUp-ATu2): Vorbelegen desQoS-Parameters.Lösung
L1-(KM-QpUp-ATu2) I Analoge Lösung: L1-(KM-QpUp-ATr2).
 KM-QpUp-ATr1/2/Tu1/2: Symmetrische Koppelung, Grundanwen-Fall KM-QpUp-
ATr1/2/Tu1/2 dungsfall und Seite des ungepaartenQoS-Parameters beliebig.
Bei einer symmetrischen Koppelung tritt der ungepaarteQoS-Parameter
immer einmal auf der Seite des Quelldienstes auf. Eine Vorbelegung ist
daher nicht möglich:
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F L1-(KM-QpUp-ATr1/2/Tu1/2): Abbruch des Teilprozesses. Lösung L1-(KM-
QpUp-ATr1/2/Tu1/2)
I Analoge Lösung: L1-(KM-QpUp-ATr1).
Fallübersicht
Tabelle 5.13 stellt alle Fälle für ungepaarte QoS-Parameter nochmals zusam-
men.
Asymmetrische Koppelung: Dienst des ungepaartenQoS-Parameters
Fall- Anw.- Akt. pot.
bezeichnung Fall Dienst notw. Lösungen vollst.
KM-QpUp-ATr1 Trans. Quelld. ja L1-(KM-QpUp-ATr1) 6





KM-QpUp-ATu2 Tunnel Tunneld. ja L1-(KM-QpUp-ATu2) 4
Symmetrische Koppelung: Dienst des ungepaartenQoS-Parameters
Fall- Anw.- Akt. pot.
bezeichnung Fall Dienst notw. Lösungen vollst.
KM-QpUp-STr1 Trans. Quelld. ja L1-(KM-QpUp-ATr1/2/Tu1/2) 6





KM-QpUp-STu2 Tunnel Tunneld. ja L1-(KM-QpUp-ATr1/2/Tu1/2) 6









Abbildung 5.19: Aktivitäten zur Behandlung ungepaarterQoS-Parameter
Durch die Zusammenfassung der beiden Eingabeartefakte Grundanwen-
dungsfall und Koppelsymmetrie in einer Falluntersuchung ist im Teilprozess
von Abbildung 5.19 nur eine Aktion notwendig.
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5.4 Vergleich der dynamischen
Modellteile
Mit dem Vergleich der statischen Modellteile wurden in der vorangegange-
nen Sektion bereits eine große Anzahl von Teilproblemen analysiert und ver-
schiedeneMöglichkeiten zu deren Lösung aufgezeigt. In dieser Sektion wird












Abbildung 5.20: Aktivitäten zum Vergleich dynamischer Modellteile
Das Aktivitätsdiagramm in Abbildung 5.20 zeigt die beiden Hauptschritte
zum Vergleich der dynamischen Modellteile. Die erste Teilaktivität wird sich
mit der Anpassung unterschiedlicher Kardinalitäten der Klassen Daten-Ka-
tegorie und QoS-Kategorie beschäftigen. In der zweiten Teilaktivität werden
dann Maßnahmen zum Abgleich einzelner Ereignisabläufe in den einzelnen
Klassen besprochen.
5.4.1 Anpassung der Kardinalitäten
Wie im Rahmen der Erstellung der Modellierung in Abschnitt 4.3.3 festge-
stellt, unterscheiden sich Netz-QoS-Dienste auch in der Anzahl der Instan-
zen der Klassen Daten-Kategorie und QoS-Kategorie, die zur Betriebsphase
erzeugt werden.
In diesem Teilprozess, der in Abbildung 5.21 dargestellt ist, wird eine An-
passung der Kardinalitäten aus den Modellen – sprich eine Anpassung der
Instanzenanzahl – für Daten-Kategorien undQoS-Kategorien vorgenommen.
Andere Mengenunterschiede zwischen anderen Klassen von konkreten
Netz-QoS-Diensten werden bereits durch die iterative Paarsuche in den di-
versen Teilprozessen behandelt:
 Unterschiedlich viele Ausprägungen von Daten-Kategorien in konkreten
Modellen: Teilprozess in Abbildung 5.10, Seite 154
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 Unterschiedlich viele Ausprägungen von QoS-Kategorien in konkreten
Modellen: Teilprozess in Abbildung 5.14, Seite 172
 Unterschiedlich viele QoS-Parameter zweier QoS-Kategorien in verschie-















Abbildung 5.21: Aktivitäten zur Anpassung der Kardinalitäten
Im Prozess aus Abbildung 5.21 werden nacheinander die Anpassungen nur
noch für jene Paarungen vorgenommen, für die in den vorangegangenen
Teilprozessen festgestellt wurde, dass sie sich zur Koppelung eignen. Im Fol-
genden werden die Aktivitäten beschrieben, die für eine einzelne Paarung
auszuführen sind.
In diesem Abschnitt konzentriert sich die Analyse auf die in Unterabschnitt
4.3.3.2 aufgelisteten Varianten. Analysiert man dabei nur die Anzahl der In-
stanzen von jeweilsDaten-Kategorien undQoS-Kategorien, dann erkenntman,
dass es sich jeweils um genau eine Instanz (d.h. ein Singleton) oder um be-
liebig viele Instanzen handelt.
Singleton und beliebig viele Instanzen verhalten sich analog zu zustandslos
und zustandsbehaftet. Für die Koppelung wurden alle dabei auftretenden
Fälle bereits allgemein in Abschnitt 5.2.4 behandelt. Zu erledigen verbleibt
deren Interpretation für Daten-Kategorien undQoS-Kategorien.
Für Daten-Kategorien wurden die Fälle bereits interpretiert, nämlich bei der
Bearbeitung des Attributs Verbindungsorientiert. Das bedeutet: Wenn we-
nigstens eine der Daten-Kategorien aus einem Paar mit Verbindungsorien-
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tiert==true vorliegt, dann ist für die Kardinalitätsanpassung nichts mehr zu
tun, da die Teillösungen aus Tabelle 5.2 dies bereits implizit erledigt haben.
Liegen dagegen Daten-Kategorien mit Verbindungsorientiert==false vor, dann
müssen neue Teillösungen bearbeitet werden. Diese Variante deckt dann
noch den seltenen Fall ab, dass zwar verbindungslose Daten-Kategorien vor-
liegen, von diesen aber trotzdem Instanzen erzeugt werden müssen. Diese
verhalten sich aber völlig analog zum Fall mit Verbindungsorientiert==true.
Nachfolgend geschieht die Untersuchung zunächst nur für die asymme-
trische Koppelung. Eine symmetrische Koppelung wird durch den im An-
schluss geschilderten Teilprozess der Methodik abgedeckt.
 KM-DkI-Tr1: Transitiv-Koppelung mit Singleton-Daten-Kategorie →Fall KM-DkI-Tr1
Singleton-Daten-Kategorie.
Keine Probleme, da beide Daten-Kategorien nur genau einmal instanzi-
iert werden.
 KM-DkI-Tr2: Transitiv-Koppelung mit Singleton-Daten-Kategorie →Fall KM-DkI-Tr2
Mehrfachinstanz-Daten-Kategorie.
Beim Übergang von einer Singleton- zu einer Mehrfachinstanz-Daten-
Kategorie entsteht das Problem, dass im Zieldienst vor Übertragungs-
beginn eine Instanz erzeugt werden muss.
F L1-(KM-DkI-Tr2): Globale, statische Instanz.Lösung
L1-(KM-DkI-Tr2)
I Analoge Lösung: L1-(KM-Vo-Tr2).
F L2-(KM-DkI-Tr2): Dynamische Instanzerzeugung.Lösung
L2-(KM-DkI-Tr2)
I Analoge Lösung: L2-(KM-Vo-Tr2).
 KM-DkI-Tr3: Transitiv-Koppelung mit Mehrfachinstanz-Daten-Katego-Fall KM-DkI-Tr3
rie→ verbindungslos.
Problemlos, weil keine Instanzen im Zieldienst erzeugt werden müs-
sen.
 KM-DkI-Tr4: Transitiv-Koppelung mit Mehrfachinstanz-Daten-Katego-Fall KM-DkI-Tr4
rie→Mehrfachinstanz-Daten-Kategorie.
Liegt eine Koppelung vor, bei der in Quell- und Zieldienst jeweils meh-
rere Instanzen von Daten-Kategorien verwendet werden, dann müssen
die Instanzen im Zieldienst zu dem Zeitpunkt erzeugt werden, zu dem
im Quelldienst die Instanzen erzeugt werden.
F L1-(KM-DkI-Tr4): Dynamische Instanziierung.Lösung
L1-(KM-DkI-Tr4)
I Analoge Lösung: L1-(KM-Vo-Tr4).




Analog zu KM-DkI-Tr1 tritt hier kein Problem auf, da alle Dienste Single-
ton-Daten-Kategorien verwenden.
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Am Tunneleingang liegt der Fall KM-DkI-Tr2 vor. Der Tunnelausgang ent-
spricht Fall KM-DkI-Tr3, bei dem nichts zu tun ist. Da zwischen Quell-
und Zieldienst keine Relation zwischen Instanzen von Daten-Kategori-
en hergestellt werden muss, ist das zu lösende Problem nur analog zu
KM-DkI-Tr2, da KM-DkI-Tr3 problemlos ist.
F L1-(KM-DkI-Tu2): Globale, statische Instanz im Tunneldienst. Lösung
L1-(KM-DkI-Tu2)I Analoge Lösung: L1-(KM-DkI-Tr2), zwischen Quell- und Tunnel-
dienst.
F L2-(KM-DkI-Tu2): Dynamische Instanziierung im Tunneldienst. Lösung
L2-(KM-DkI-Tu2)I Analoge Lösung: L2-(KM-DkI-Tr2), zwischen Quell- und Tunnel-
dienst.




Das Problem in diesem Fall besteht in der gleichzeitigen Instanzerzeu-
gung in Quell- und Zieldienst über einen Tunneldienst hinweg, der nur
genau eine Instanz benutzt. Ein Rückgriff auf den Fall KM-DkI-Tr3 am
Tunneleingang ist nicht sinnvoll, da dabei die Signalisierung für die In-
stanziierung im Zieldienst fehlt.
F L1-(KM-DkI-Tu3): Zusätzliche tunnelinterne Signalisierung für In- Lösung
L1-(KM-DkI-Tu3)stanziierung.
I Voraussetzung: Tunnelinterne Übertragungsmöglichkeit für Si-
gnalisierung.
I Lösungskomponenten:
 Sender am Tunneleingang, der Instanziierung signalisiert.
 Empfänger am Tunnelausgang, der Instanziierung im Ziel-
dienst vornimmt.
 Signalisierungsprotokoll zwischen Sender und Empfänger,
das den gleichen Tunnel benutzt, wie die Datenübertragung
selbst.
I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren von Sender, Empfänger und Signalisierungsprotokoll.
I Problempotential:Beeinflussung des QoS der regulären Daten-
übertragung durch zusätzliches Signalisierungsprotokoll, da
die Übertragung im gleichen Tunnel erfolgt.
F L2-(KM-DkI-Tu3): Zusätzliche tunnelexterne Signalisierung für In- Lösung
L2-(KM-DkI-Tu3)stanziierung.
I Voraussetzung: Tunnelexterne Übertragungsmöglichkeit für Si-
gnalisierung.
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I Lösungskomponenten:
 Sender am Tunneleingang, der Instanziierung signalisiert.
 Empfänger am Tunnelausgang, der Instanziierung im Ziel-
dienst vornimmt.
 Signalisierungsprotokoll zwischen Sender und Empfänger,
das nicht den gleichen Tunnel benutzt.
 Zusätzlicher Übertragungsweg für Verbindungssignalisie-
rung.
I Lösungsworkflow: Bereitstellungsphase: Erstellen und Instal-
lieren von Sender, Empfänger, Signalisierungsprotokoll und
Übertragungsweg für Instanziierungssignalisierung.




Die Problemstellung ist identisch zu KM-DkI-Tu3. Allerdings ergibt sich
dadurch dass der Tunneldienst selbst mehrfache Instanzen von Daten-
Kategorien benutzt eine weitere Lösungsmöglichkeit.
F L1-(KM-DkI-Tu4): Instanziierungssignalisierung indirekt durch In-Lösung
L1-(KM-DkI-Tu4) stanz des Tunneldienstes.
I Voraussetzung: Wechselseitig kompatible Attributierung der
Daten-Kategorien zwischen Quell- / Zieldienst und Tunneldienst.
I Lösungskomponenten: Zwei Umsetzungskomponenten nach
L1-(KM-DkI-Tr4) an den Übergängen Quelldienst → Tunnel-
dienst und Tunneldienst→ Zieldienst.
I Lösungsworkflow: Analog zu L1-(KM-DkI-Tr4).
F L2-(KM-DkI-Tu4): Zusätzliche tunnelinterne Signalisierung für In-Lösung
L2-(KM-DkI-Tu4) stanziierung.
I Analoge Lösung: L1-(KM-DkI-Tu3).
F L3-(KM-DkI-Tu4): Zusätzliche tunnelexterne Signalisierung für In-Lösung
L3-(KM-DkI-Tu4) stanziierung.
I Analoge Lösung: L2-(KM-DkI-Tu3).
Für die Anpassung der Klasse QoS-Kategorie sind die Teilfälle und deren Lö-
sungen völlig analog, weil es sich um ein strukturell absolut analoges Pro-
blem handelt. Auf eine explizite Aufzählung der Teilfälle und Lösungsmög-
lichkeiten wird deshalb verzichtet. Im Namensschema sind statt KM-DkI-*
bei denQoS-Kategorie die Bezeichnungen KM-QkI-* zu verwenden.
Die Tabellen 5.14 und 5.15 fassen alle Fälle zusammen:
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Transitiv-Koppelung Quelldienst→ Zieldienst
Fall- Kardinalität Aktion pot.
bezeichnung A:D.-Kat. B:D.-Kat. notwendig Lösungen vollst.
KM-DkI-Tr1 Singl. Singl. - - 4
KM-DkI-Tr2 Singl. Mult. ja
L1-(KM-DkI-Tr2) 4
L2-(KM-DkI-Tr2)
KM-DkI-Tr3 Mult. Singl. - - 4
KM-DkI-Tr4 Mult. Mult. ja L1-(KM-DkI-Tr4) 4




bezeichnung A:D.-Kat. T:D.-Kat. notwendig Lösungen vollst.
KM-DkI-Tu1 Singl. Sing. - - 4
KM-DkI-Tu2 Singl. Mult. ja
L1-(KM-DkI-Tu2) 4
L2-(KM-DkI-Tu2)
KM-DkI-Tu3 Mult. Singl. ja
L1-(KM-DkI-Tu3) 4
L2-(KM-DkI-Tu3)




Tabelle 5.14: Koppelungsmuster für Kardinalitäten der Klasse Daten-Kategorie
Transitiv-Koppelung Quelldienst→ Zieldienst
Fall- Kardinalität Aktion pot.
bezeichnung A:QoS-Kat. B:QoS-Kat. notwendig Lösungen vollst.
KM-QkI-Tr1 Singl. Singl. - - 4
KM-QkI-Tr2 Singl. Mult. ja
L1-(KM-QkI-Tr2) 4
L2-(KM-QkI-Tr2)
KM-QkI-Tr3 Mult. Singl. - - 4
KM-QkI-Tr4 Mult. Mult. ja L1-(KM-QkI-Tr4) 4




bezeichnung A:QoS-Kat. T:QoS-Kat. notwendig Lösungen vollst.
KM-QkI-Tu1 Singl. Sing. - - 4
KM-QkI-Tu2 Singl. Mult. ja
L1-(KM-QkI-Tu2) 4
L2-(KM-QkI-Tu2)
KM-QkI-Tu3 Mult. Singl. ja
L1-(KM-QkI-Tu3) 4
L2-(KM-QkI-Tu3)
Fortsetzung auf der nächsten Seite
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Fortsetzung von der vorhergehenden Seite




Tabelle 5.15: Koppelungsmuster für Kardinalitäten der KlasseQoS-Kategorie
Teilprozess der Methodik
In Abbildung 5.22 ist der Teilprozess zur Anpassung der Kardinalitäten
vonDaten-Kategorien dargestellt. Zur Behandlung einer symmetrischen Kop-
pelung wird wieder auf das bereits bekannte Muster aus Unterabschnitt




























Abbildung 5.22: Aktivitäten zur Anpassung der Kardinalitäten von Daten-Kategorien
Jetzt sind alle Mengenunterschiede, sowohl solche auf Ebene der konkre-
ten Modellteile als auch auf der Ebene der Instanzen in der Betriebsphase,
durch die Methodik behandelt worden.
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5.4 Vergleich der dynamischen Modellteile
5.4.2 Abstimmung von Ereignissen
Zum Abschluss der Koppelung der dynamischen Teile müssen noch die Er-
eignisse aller Klassen der jeweiligen Dienste aufeinander abgestimmt wer-
den.
Zu betrachten sind hier nicht alle Kombinationen, sondern nur jene Paarun-
gen, die bereits zur Koppelung in den vorangegangenen Teilprozessen aus-
gewählt worden sind. Konkret besteht der Teilprozess (Abb. 5.23) aus fol-
genden Teilen:
 Ereigniskoppelung der Paarungen von Daten-Kategorien und alle asso-
ziierten Klassen
 Ereigniskoppelung der Paarungen vonQoS-Kategorien













Abbildung 5.23: Aktivitäten zur Abstimmung von Ereignissen
Bei der Gegenüberstellung der einzelnen Ereignisdiagramme ist, wie schon
bei deren Modellierung, die Grenze der expliziten generischen Behandlung
erreicht. Ebenso wenig wie für die verschiedenen Semantiken und optiona-
len Daten von Ereignissen ein generisches, aber trotzdem aussagekräftiges
Modell gegeben werden konnte, können nun keine allgemeine Abbildungs-
vorschriften explizit angegeben werden. An dieser Stelle ist also massiv die
menschliche Intelligenz gefordert. Eine detailreiche Methodik, die das Po-
tential für ein maschinell automatisiertes Verfahren in sich birgt, kann leider
nicht angegeben werden.
Allerdings lassen sich einige Fragen und Schemen nennen, die bei der Ab-
bildung zwischen den Ereignisdiagrammen helfen können:
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 Überprüfung, ob ein Ereignis bereits implizit behandelt wird
Möglicherweise sind manche Ereignisse durch eine der bereits vorher
ermittelten Teillösungen abgedeckt. Ein klassisches Beispiel:
Für eine Daten-Kategorie mit Verbindungsorientiert==true sei in
dem Ereignisdiagramm der Auf- und Abbau einer Verbindung
als explizite Ereignisse modelliert. Diese müssen nicht mehr
behandelt werden, da diese durch eine Lösung aus der Fallana-
lyse KM-Vo-* (Unterabschn. 5.3.1.1) bereits abgedeckt sind.
 Abbildung von Spontanereignissen
Spontanereignisse (Unterabschn. 4.3.4.3) sind in der Regel zwischen
den Diensten abzubilden. Spontanereignisse haben ihre Wurzel häufig
im Fehlermanagement; mit ihnen werden Fehlerzustände signalisiert.
Für eine korrekte Funktion des Gesamtsystems sind sie meist abzubil-
den. Allerdings gibt es auch Ausnahmen.
Beispielsweise sendet die ATM-QoS-Kategorie ABR_Kat zur An-
zeige einer Veränderung in den aktuellen QoS-Parametern ein
Ereignis. Da bei ABR_Kat aber keine Garantien gegeben wer-
den, hat dieses Spontanereignis nur informellen Charakter.
Kann es nicht abgebildet werden, führt das nicht zu einer Ein-
schränkung im gekoppelten System.
 Abbildung von Interaktionsereignissen
Bei den von einem Dienst angebotenen Interaktionsereignissen (Unter-
abschn. 4.3.4.3) muss unterschieden werden zwischen solchen, ...
H ... die für die korrekte Funktion des Dienstes benötigt werden, bei-
spielsweise das Ereignis, das den Aufbau einer Verbindung auslöst.
H ... die optional ausgelöst werden können. Ein Ereignis, das einen
QoS-Parameter nachträglich verändert, wäre ein Beispiel.
 Tunnelung von Ereignissen
Liegt der Fall einer Tunnel-Koppelung vor, dann muss bei jedem aus-
gehenden Ereignis des Quelldienstes überprüft werden, ob es genügt
das Ereignis zum Tunneldienst zu übermitteln. Möglicherweise ist es
nämlich notwendig, dass das Ereignis über den Tunneldienst hinweg
auch zum Zieldienst gesandt werden muss. Wenn dies der Fall ist, sind
L1-(KM-gZ-Tu4), L2-(KM-gZ-Tu4) und L3-(KM-gZ-Tu4) Kandidaten für Lö-
sungsmuster, die entsprechend adaptiert angewendet werden können.
 Einschränkung durch unvollständige oder fehlende Abbildung
Kann ein Ereignis des einen Dienstes nur unvollständig oder gar nicht
auf den anderen Dienst abgebildet werden, muss individuell ent-
schieden werden, ob dadurch die Leistung des Gesamtsystems einge-
schränkt wird. Pauschal lassen sich keine Aussagen treffen.
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Bei einer Tunnel-Koppelung bietet der Tunneldienst ein Interak-
tionsereignis zur Veränderung der Einstellungen der QoS-Para-
meter. Der Quell- / Zieldienst bietet aber überhaupt keine Mög-
lichkeit QoS-Parameter zu verändern, weil er z.B. auf einer CoS-
Architektur beruht. Hier ist es unkritisch für das Gesamtsystem,
wenn das Ereignis des Tunneldienstes nicht abgebildet wird.
Der Tunneldienst kann aber auch ein Spontanereignis aussen-
den, das anzeigt, dass keine weiteren Daten mehr übertragen
werden können. Wenn dieses Ereignis nicht auf den Quell- /
Zieldienst übertragen werden kann, dann ist dies fatal für die
Gesamtfunktionalität. Es wäre nämlich ein Abbruch der Daten-
übertragung möglich, ohne dass dies im Quell- / Zieldienst be-
merkt werden würde.
Bei der Gegenüberstellung der Ereignisse eines Zeitkorridors ist noch eine
weitere Problematik zu beachten: Die zu verbindenden Ereignisse müssen
auch in ihrer zeitlichen Lage „zueinander passen“. „Passend“ bedeutet hier,
dass die beiden Ereignisse im gleichen Abschnitt im Lebenszyklus der Kop-
pelung liegen müssen. Dies muss nicht der Fall sein, denn in den beiden zu
koppelnden Diensten kann der gleiche Korridor in den Diensten jeweils un-
terschiedlich im Lebenszyklus angesiedelt sein. Zwei prinzipielle Fälle kön-
nen unterschieden werden:
 Die beiden Korridore überschneiden sich
Dann entsteht kein Problem, da es immer eine gemeinsame Lebenszy-
klusphase zwischen den Korridoren gibt.
 Die beiden Korridore überschneiden sich nicht
Kann zwischen zwei Korridoren keine zeitliche Überschneidung herge-
stellt werden, dann bedeutet das immer, dass eine Lebenszyklusgrenze
zwischen den Korridoren liegt2. Damit liegen die Korridore in verschie-
denen Lebenszyklusphasen. Diesem Umstand ist bei der Verbindung
der Ereignisse individuell Rechnung zu tragen.
Nachfolgende Fallbezeichnungen sind für die gefundenen Teilfälle zu ver-
wenden:
 KM-Evt-class: Abbildung von Ereignis(sen) der Klasse class. Fall KM-Evt-class
2Dies ist deswegen der Fall, weil die Lebenszyklusgrenzen die einzigen absoluten Zeit-
marken zur Einordnung der Korridore sind.
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5.5 Abschließende Schritte der
Koppelung
Mit dem Abschluss der Koppelung der statischen und der dynamischen Teile
der Nutzfunktionalität kann die gesamte Koppelung der beiden Netz-QoS-






















Abbildung 5.24: Aktivitäten zum Abschluss der Methodik
Der unmittelbar nächste Schritt in Abschnitt 5.5.1 vervollständigt den Ver-Vervollständigung
gleich der verbleibenden Teile aus der Dienstmodellierung von Sektion 4.4.
Nachdem alle Teile aus dem Dienstmodell abgearbeitet sind, kann in Ab-Realisierungsent-
scheidung schnitt 5.5.2 final darüber entschieden werden, ob die Koppelung durchge-
führt werden soll.
Nach einer positiven Entscheidung können konkrete Projektplanungen zwi-Projektplanung
schen Kunde und Provider zur Umsetzung der Koppelung beginnen. Das Er-
gebnis sind Arbeitspakete, die von beiden Seiten abzuarbeiten sind. ZuvorDienstvereinbarung
werden die getroffenen Vereinbarungen formal in einer Dienstvereinbarung
festgehalten (Abschn. 5.5.3).
Im letzten Schritt kann die Koppelungslösung auf beiden Seiten implemen-Implementierung
tiert werden (Abschn. 5.5.4).
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5.5.1 Vervollständigung der Dienstkoppelung
Im Dienstmodell aus Abbildung 4.30, Seite 129 sind bis jetzt drei Teile unbe-
handelt geblieben, nämlich der service access point, die gesamte Dienstma-
nagementfunktionalität und das service agreement. Die beiden erstgenann-
ten Teile werden in diesem Abschnitt behandelt (gezeigt in Abb. 5.25), dem











Abbildung 5.25: Aktivitäten zur Vervollständigung der Koppelung
5.5.1.1 Koppelung der Service Access Points
Im Bereich der Nutzfunktionalität des Dienstmodells verbleibt noch die Kop-
pelung des service client an den service access point.




Umsetzung konkreter Datenformate, zum anderen gilt es technisch einen
Anschluss an den Übergabepunkt zu realisieren. Dadurch, dass die Be-
schreibung des service access point selbst sehr individuell ausgelegt ist, kann
die Koppelung auch nur individuell gestaltet werden. Nachfolgende Fall- /
Lösungsbezeichnungen sind für die Dokumentation zu verwenden:
 KM-Usap-*: Koppelung an den service access point der Nutzfunktionali- Fall KM-Usap-*
tät.
F L1-(KM-Usap-*): Individuelle Ankoppelung. Lösung
L1-(KM-Usap-*)
Muss individuell erstellt werden.
5.5.1.2 Koppelung der Managementfunktionalität
Zur Koppelung der Managementfunktionalität der Dienste wird, wie schon Koppelung Manage-
mentfunktionalität
mit Nerb
bei deren Modellierung, wieder auf die Arbeit [Nerb 01] von Nerb zurückge-
griffen. Neben der Modellierung von CSM-Schnittstellen enthält diese Arbeit
auch eine Methodik, wie CSM-Schnittstellen im konkreten Anwendungsfall
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zu realisieren sind. Diese Methodik kommt hier zum Tragen. Für die dort
entwickelten Lösungen sind nachfolgende Fall- / Lösungsbezeichnungen zu
verwenden:
 KM-Csm-*: Koppelung der Dienstmanagementseite.Fall KM-Csm-*
F L1-(KM-Csm-*): Individuelle Ankoppelung.Lösung
L1-(KM-Csm-*)
Muss individuell nach [Nerb 01] erstellt werden.
5.5.2 Realisierungsentscheidung
Mit dem vorangegangenen Teilprozess ist die Erarbeitung der Teillösungen
zur Koppelung abgeschlossen. Zwei wichtige Punkte sind somit fixiert:
 Der gesamte Aufwand, der benötigt wird um die Koppelung durchzu-
führen.
 Die Gesamteigenschaften, die das gekoppelte Gesamtsystem erhalten
wird.
Anhand dieser beiden Punkte kann nun entschieden werden, ob die Koppe-Entscheidung am
Anwendungsfall lung sinnvoll ist und auch realisiert werden soll. Diese Entscheidung kann
natürlich wieder nur vor dem Hintergrund des konkreten Anwendungsfalls
getroffen werden.
Um die Sinnhaftigkeit beurteilen zu können, sollten alle Teillösungen be-Sinnhaftigkeit
achtet werden, die Einschränkungen im Gesamtsystemmit sich bringen. Die
Gesamtheit aller Einschränkungen muss dann dem konkreten Anwendungs-
fall gegenübergestellt werden. So kann dann entschieden werden, ob die
Koppelung überhaupt sinnvoll ist.
Zusätzlich sollten auch die Problempotentiale der Teillösungen untersuchtProblempotentiale
von Teillösungen werden. Möglicherweise bringen sie zukünftige Probleme mit sich, die sich
negativ auf die strategische Ausrichtung von Kunde oder Provider auswir-
ken. Auch vor diesem Hintergrund kann eine Koppelung als nicht sinnvoll
eingestuft werden.
Wird die Koppelung als sinnvoll angesehen, dann kann anhand der Lösungs-Aufwandsbewertung
workflows und der Lösungskomponenten der Aufwand bewertet werden,
den eine Realisierung der Koppelung mit sich bringen würde. Hier müssen
wirtschaftliche Überlegungen zusammen mit dem konkreten Anwendungs-
fall angestellt werden. Wird auch der zu betreibende Aufwand akzeptiert,
dann kann die Koppelung schließlich realisiert werden.
Wenn die Realisierungsentscheidung negativ ausgefallen ist, dann bleiben
im Wesentlichen zwei Möglichkeiten:
 Auswählen eines anderen Dienstes
 Modifikation eines oder beider Dienste
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Durch Zurückverfolgen der Problempunkte über jene Lösungsmöglichkei-
ten, die zur negativen Entscheidung geführt haben, erhält man direkte Hin-
weise darüber, worin sich ein anderer Dienst unterscheiden muss. Soll ein Methodik zeigt




nen Netz-QoS-Architekturen Hinweise darüber, wo Modifikationen vorge-
nommen werden könnten.
5.5.3 Projektplanung und Dienstvereinbarung
Wenn entschieden worden ist, dass die Koppelung durchgeführt werden Eintritt in
Verhandlungsphasesoll, dann tritt der Lebenszyklus der Koppelung in die nächste Phase ein.




















Abbildung 5.26: Aktivitäten zu Projektplanung und Dienstvereinbarung
Die einzelnen Schritte, die in der Verhandlungsphase durchzuführen sind,
werden in Abbildung 5.26 gezeigt. Beschrieben werden die Schritte in den
nachfolgenden Unterabschnitten.
5.5.3.1 Abarbeitung relevanter Teillösungen
Bevor weitere Teilaktivitäten erfolgen können, müssen zunächst aus der
Menge der erarbeiteten Teillösungen jene herausgesucht werden, die Ak-
tivitäten in der Verhandlungsphase erfordern.
Wurden solche Teillösungen gefunden, sind diese jetzt abzuarbeiten. Ist de- Abarbeitung von
Lösungen der
Verhandlungsphase
ren Abarbeitung abgeschlossen, dann können jene Teillösungen deren Lö-
sungsworkflows ausschließlich Aktionen in der Verhandlungsphase benö-
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tigen, aus der Lösungsmenge entfernt werden. Sie sind abgearbeitet und
spätere Aktionen sind nicht notwendig.
5.5.3.2 Aufteilung der Umsetzung
Zu Beginn der Verhandlungsphase steht durch die vorangegangenen Schrit-
te fest, welche Lösungen zur Durchführung der Koppelung zu realisierenAufteilung zwischen
Kunde und Provider sind. Offen geblieben ist dabei zum jetzigen Zeitpunkt, welche Teillösung
von wem – Kunde oder Provider – umgesetzt wird. Im Schritt der Projektpla-
nung wird genau das zwischen Kunde und Provider ausgehandelt.
Die prinzipiellenMöglichkeiten, wie die zu erbringenden Lösungen zwischenVergleich der
Hierarchiestufen den Seiten aufgeteilt werden kann, wird zunächst durch die Stellung der
Beteiligten in der Providerhierarchie beeinflusst:
I) Beide Partner befinden sich auf der gleichen Hierarchiestufe
In diesem Fall wird die Aufteilung der Arbeitspakete zwischen Kun-Gleiche
Hierarchiestufe de und Provider individuell vereinbart werden, da beide „auf gleicher
Augenhöhe“ miteinander verhandeln. Nahezu beliebige Varianten sind
denkbar, von „einer macht alles“ bis „jeder kümmert sich um die Teile,
die von seinem Dienst verursacht wurden“.
II) Der Kunde befindet sich auf einer höheren Hierarchiestufe
Liegt dieser Fall vor, dann ist der Kunde meist einer unter vielen. Er istUngleiche
Hierarchiestufe potentiell in der schwächeren Position; er verhandelt nicht auf „glei-
cher Augenhöhe“. Die Unterscheidung verschiedener Diensttypen aufUnterscheidung von
Diensttypen Providerseite, wie sie in [SchmH 01] und [Dreo 02] gemacht wird, liefert
dann weitere Hinweise:
a) Massendienst und Standarddienst
Bei diesem Diensttyp können durch den Kunden keine (Massen-Massendienst,
Standarddienst dienst) oder nur wenige und fest definierte (Standarddienst) Ver-
änderungen an dem durch den Provider angebotenen Dienst vorge-
nommen werden. Dementsprechend wird der Provider keinen Bei-
trag zur Umsetzung der Lösungen leisten und alles wird vom Kun-
den zu erledigen sein.
b) Individualdienst
Bei einem Individualdienst wird der Dienst durch den Provider in-Individualdienst
dividuell auf die Kundenbedürfnisse zugeschnitten. Die Verhand-
lungsposition des Kunden ist viel stärker als bei Massen- und Stan-
darddiensten. Wie für den Fall, dass beide Partner auf gleicher Hier-
archiestufe stehen, wird die Aufteilung der Umsetzung individuell
verhandelt werden.
Das Ergebnis der Aufteilung der Teillösungen wird Arbeitspakete genannt.Arbeitspakete
Aus den Arbeitspaketen ergibt sich zum einen, wer die von den Teillösun-
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gen benötigten Lösungskomponenten betreibt, und zum anderen, wer die
benötigten Lösungsworkflows ausführt und umsetzt.
5.5.3.3 Entwurf einer Dienstvereinbarung
Ist die Aufteilung der Umsetzung in Arbeitspakete abgeschlossen, dann gilt Dienstvereinba-
rung /
SLA
es diese Aufteilung vertraglich zu fixieren. Das hierfür vorgesehene Doku-
ment ist eine Dienstvereinbarung – das service agreement aus Abbildung
4.30, Seite 129.
Für die obigen Aufteilungsvariante II.a ist an dem bestehenden service agree- Standard-SLA bei
Massen- /
Standarddienst
ment keine Änderung für die Koppelung notwendig. Im Fall eines Standard-
dienstes muss der Kunde nur die für die Umsetzung seiner Lösung benötig-
ten Optionen auswählen.
In den Fällen I und II.b dagegen muss ein individuelles service agreement Individuelles SLA
erstellt werden. H. Schmidt hat hierzu in [SchmH 01] eine Arbeit vorgelegt,
die exakt diese Problematik löst.
In [SchmH 01] wird ein Lösungsansatz für die Erstellung und die Darstellung H. Schmidts Ansatz
integriert sich
nahtlos
von Dienstvereinbarungen vorgestellt, der Konzepte der Workflow-Model-
lierung auf service agreements anwendet. Prinzipiell können auch andere An-
sätze als der von H. Schmidt für die Erstellung des service agreement benutzt
werden, aber [SchmH 01] ist hier geradezu prädestiniert: Dadurch, dass in
den Teillösungen zur Koppelung bereits Teilworkflows erarbeitet wurden
und Schmitdts Ansatz selbst Workflows zur Spezifikation des service agree-
ment verwendet, lassen sich die erarbeiteten Teilworkflows auch direkt in
der Erstellung des service agreement weiterverwenden. Weiterhin ergänzen
sich der von Schmidt spezifizierte Ablauf zur Erstellung der Dienstvereinba-
rung und die in dieser Arbeit vorgestellte Methodik optimal.
5.5.4 Implementierung der Koppelung
Nachdem das service agreement erstellt und von beiden Seiten unterzeichnet Eintritt in Bereitstel-
lungsphaseworden ist, wird die Verhandlungsphase verlassen und die Koppelung tritt
in die Phase der Bereitstellung.
Jetzt werden auf Seiten von Kunde und Provider die in der Projektplanung Beidseitig parallele
Implementierungvorgenommene Aufteilung der Teillösungen, die im service agreement formal
fixiert wurde, umgesetzt. Parallel führen Kunde und Provider die in den Teil-
lösungen spezifizierten Workflows aus und implementieren so die Koppe-
lungslösung.
Am Ende ist mit dem Abschluss der Bereitstellungsphase die Koppelung Koppelung vollzogen
vollzogen und das gekoppelte Gesamtsystem betritt die Betriebsphase.
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5.6 Zusammenfassung und Überblick
über die Koppelungsmethodik
In den vorangegangenen Sektionen dieses Kapitels wurde eine vollständigeHauptschritte
eingeordnet in
Lebenszyklus
und generische Methodik zur Koppelung von Netz-QoS-Architekturen ent-
worfen. Abbildung 5.27 zeigt die Hauptschritte der Methodik und ihre Ein-
ordnung in den Lebenszyklus des gekoppelten Gesamtsystems:
Die Planungsphase beginnt damit jeweils ein Modell der beiden zu koppeln-Planungsphase
den Netz-QoS-Dienste zu erstellen. Die einzigen Eingabeartefakte sind die
zu modellierenden Dienste. Der konkrete Anwendungsfall der Koppelung
spielt noch keine Rolle. Ergebnis dieses Schritts sind zwei Dienstmodelle
der zu koppelnden Dienste, die für alle restlichen Schritte der Planungspha-
se als Eingabeartefakte dienen.
Im zweiten Schritt, der Analyse von Grundeigenschaften, wird erstmals der
konkrete Anwendungsfall betrachtet. Ein wichtiges Ergebnis ist u.a. die
Einteilung in einen der beiden Grundanwendungsfälle Transitiv-Koppelung
oder Tunnel-Koppelung. Die gefundenen Grundeigenschaften sind Eingabe-
artefakte aller nachfolgenden Schritte der Planungsphase.
Der folgende Schritt führt erstmals einen direkten Vergleich der Dienstmo-
delle durch, nämlich eine Gegenüberstellung der statischen Modellteile der
Nutzfunktionalität. Das Ergebnis besteht aus einer Menge von Teillösungen
für die Koppelung.
Die dynamischen Aspekte der Nutzfunktionalität werden im nächsten Schritt
verglichen. Die im vorangegangenen Schritt gefundeneMenge der Teillösun-
gen dient zum einen als Eingabeartefakte, zum anderen wird sie im Laufe
des Teilprozesses um weitere Teillösungen erweitert.
Der vorletzte Schritt der Planungsphase bearbeitet dann die verbliebenen
Teile aus den Dienstmodellen.Wiederumwerden dabei weitere Teillösungen
gefunden.
Die Planungsphase wird abgeschlossen mit der Entscheidung, ob eine Kop-
pelung zwischen den Diensten realisiert werden soll. Die Basis für diese
Entscheidung ist durch die Menge der Teillösungen gegeben. Anhand derer
lässt sich der Aufwand der Koppelung und die Eigenschaften des Gesamtsy-
stems für den konkreten Anwendungsfall ablesen.
Wenn die Koppelung durchgeführt werden soll, dann beginnt nun die Ver-Verhandlungsphase
handlungsphase. Darin werden zuerst die gefundenen Teillösungen zwi-
schen Kunde und Provider in Arbeitspakete aufgeteilt. Diese Aufteilung wird
formal dann zwischen den beiden Parteien in einer Dienstvereinbarung fest-
gehalten. Die Eingabeartefakte für beide Vorgänge sind der konkrete An-
wendungsfall und die Menge der Teillösungen. Die Dienstmodelle selbst
werden nicht mehr zwingend benötigt, wenngleich sie Eingang in die Dienst-
vereinbarung finden können.
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Abbildung 5.27: Überblick über die gesamte Methodik
Mit der Unterzeichnung der Dienstvereinbarung ist die Verhandlungspha- Bereitstellungspha-
sese abgeschlossen und es beginnt die Bereitstellungsphase. Darin imple-
mentieren Kunde und Provider die ihnen zugewiesen Arbeitspakete. Ist die
Implementierung abgeschlossen, dann ist Koppelungslösung realisiert und
das Gesamtsystem kann in die Betriebsphase übergehen.
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5.6.1 Abgleich mit den Anforderungen
Mit der jetzt vollständig entwickelten Lösung der Koppelungsproblematik
gilt es diese mit den Anforderungen aus Sektion 2.4 abzugleichen.
Der Vergleich der vollständigen Lösung mit den allgemeine AnforderungenAllgemeine
Anforderungen aus Abschnitt 2.4.1 ergibt:
 Anforderung: Nachhaltige und allgemeine Anwendbarkeit
Die Methodik richtet sich vollständig nach der Modellierung aus Kapi-
tel 4. Deren nachhaltige und allgemeine Anwendbarkeit wurde bereits
in Abschnitt 4.5.1 gezeigt. Dies lässt sich direkt auch auf die Methodik
übertragen, weil bei deren Entwicklung wiederum keinerlei Einschrän-
kungen gemacht werden, die über die Dienstorientierung hinausgehen.
Die Anforderung ist vom Lösungsansatz dieser Arbeit voll erfüllt.
 Anforderung: Produktorientierung
Die Produktorientierung wurde bereits durch die Modellierung umge-
setzt (Abschn. 4.5.1). Die Anforderung ist vom Lösungsansatz dieser
Arbeit voll erfüllt.
 Anforderung: szenariospezifische Ergebnisorientierung
Der szenariospezifischen Ergebnisorientierung wird in der Methodik
durchgehend Rechnung getragen. Zu den einzelnen Teilproblemen wer-
den (soweit möglich) mehrere Lösungsmöglichkeiten angeboten. Die
konkrete Auswahl der Lösungsmöglichkeiten muss dann am konkre-
ten Anwendungsfall erfolgen. Dadurch kann die Lösung nach dem ge-
wünschten Ergebnis gestaltet werden. Die Anforderung ist vom Lö-
sungsansatz dieser Arbeit voll erfüllt.
 Anforderung: Realisierbarkeit
Die Realisierbarkeit des Lösungsansatzes zeigt sich in den einzelnen
Teilentscheidungen. Dort werden realisierbare Einzelkomponenten mit
Angabe der notwendigen Aktivitäten zu deren Realisierung genannt.
Die Gesamtlösung setzt sich ausschließlich aus den realisierbaren Teil-
lösungen zusammen. Damit ist die Gesamtlösung selbst auch realisier-
bar. Die Anforderung ist vom Lösungsansatz dieser Arbeit voll erfüllt.
In Abschnitt 2.4.4 wurden noch Anforderungen gestellt, die speziell von derAnforderungen an
Methodik Methodik zu erfüllen sind:
 Anforderung: Integrationsmöglichkeit für Teil- und Individuallösungen
In der Methodik selbst wurden zu einzelnen Teilproblemen bereits teil-
weise mehrere Lösungsmöglichkeiten angegeben. Diese Lösungslisten
können auch nachträglich noch erweitert werden und so können an-
dere Teil- und Individuallösungen in die Methodik aufgenommen wer-
den. Durch das erweiterbare Namensschema (Abschn. 5.2.2) können
existierende Teillösungen auch weiter diversifiziert werden. Durch die
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iterativen Vergleichsprozesse sind dabei aber häufig keine Änderun-
gen an den Teilprozessen der Methodik notwendig. Die Anforderung ist
durch die Methodik voll erfüllt.
 Anforderung: Gesamter Lebenszyklus
Der gesamte Lebenszyklus ist sogar auf zweierlei Art fester Bestandteil
der Arbeit. Zum einen behandeln Methodik (und auch Modellierung)
den gesamten Lebenszyklus. Zum anderen erstreckt sich die Methodik
selbst über alle für sie relevanten Phasen (Abb. 5.27). Die Anforderung
ist durch die Methodik voll erfüllt.
 Anforderung: Spezifikation von Komponenten und Workflows
Durch die in Abschnitt 5.2.2 eingeführte Notationsstruktur wurde die
Spezifikation von sowohl Komponenten als auch Workflows schon vor
der eigentlichen Methodik etabliert. Im Laufe der Methodik wurden
dann Komponenten und Workflows (soweit beides sinnvoll möglich ist)
für die einzelnen Teillösungen spezifiziert. Die Anforderung ist durch
die Methodik voll erfüllt.
Tabelle 5.16 fasst den eben durchgeführten Abgleichmit den Anforderungen
nochmals zusammen. Darin aufgenommen sind auch die Ergebnisse aus Ab-
schnitt 4.5.1. Dort wurden bereits die Anforderungen, die nur an die Model-
lierung gestellt wurden, abgeglichen.
Wie aus Tabelle 5.16 zu ersehen ist, erfüllt die Arbeit die an sie gestellten Teilfragestellungen
Anforderungen. Ganz zu Beginn dieser Arbeit wurden auch einige Teilfrage-
stellungen aufgeworfen, die jetzt größtenteils beantwortet werden können:
 Die einzelnen angegebenen Teillösungen geben jeweils explizit Ant-
wort darauf, ob und wie sie die Gesamtfunktionalität des gekoppelten
Systems beeinflussen.
 Die Frage nach der Rolle des Dienst-Lebenszyklus wird durch dessen
immanente Verwendung in Modell und Methodik beantwortet.
 Die Frage nach Teilvorgängen und architekturellen Komponenten, die
für eine Koppelung notwendig sind, wird detailliert in den einzelnen
Lösungsvarianten der Teilproblematik beantwortet.
 Der Einfluss des Einsatzzwecks ist ebenfalls im Laufe der Methodik an
den einzelnen Teilproblemen aufgezeigt worden.
 Der formale Aufbau und die Teilprozesse der Methodik sind so ge-
staltet, dass mit mehreren Lösungsmöglichkeiten umgegangen werden
kann und wird.
Einzig die Teilfragestellungen nach der Kategorisierung von Netz-QoS-Archi-
tekturen sowie der Nutzung und Einordnung bisheriger Arbeiten zur Koppe-
lungsproblematik sind bisher noch nicht vollständig beantwortet worden.
Diesen Fragen wird sich u.a. das nächste Kapitel widmen. Dort werden An-
wendungsbereich der Modellierung und der Methodik aufgezeigt.
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Allgemeine Anforderungen
Anforderung Bewertung
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Nachdem in den vorangegangenen Kapiteln sowohl die Modellierung als Anwendungsaspekte
auch die Methodik zur Koppelung von Netz-QoS-Diensten entwickelt wor-
den sind, beschäftigt sich dieses Kapitel mit Aspekten der Anwendungen
beider Teile.
Die Erfüllung der gestellten Anforderungen wurde bereits am Ende des vor-
angegangen Kapitels gezeigt. Die explizite Beantwortung einiger der in der Verbliebene
Teilfragestellungen
werden beantwortet
Einleitung aufgeworfenen Teilfragestellungen ist jedoch bis jetzt offen ge-
blieben. Diese werden im Laufe des Kapitels aufgegriffen und beantwortet.
Damit wird die letzte verbliebene größere Lücke in der Arbeit geschlossen.
Im Laufe des Kapitels wird deutlich, dass nicht nur die Methodik insgesamt
bedeutsam ist, sondern dass auch die Modellierung alleine ihre Anwendung
finden kann.
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6.1 Ergebnisabschätzung einer
Koppelung
In der Einführung zu dieser Arbeit wurde die Teilfragestellung nach der Ge-Schnelle
Abschätzung der Ge-
samtfunktionalität
samtfunktionalität eines gekoppelten Gesamtsystems gestellt. Diese Frage
lässt sich natürlich bereits detailliert beantworten, indem man die gesam-
te Methodik vollständig anwendet. In einigen Fällen ist jedoch eine initiale
Abschätzung der Gesamtfunktionalität von Interesse. Diese muss sich mög-
lichst einfach und vor allem schnell erstellen lassen.
Für eine einfache Abschätzung lassen sich Teile der Methodik verwenden.Voraussetzung:
Modelle der Dienste Die Ausgangsvoraussetzung ist, dass die abzuschätzenden Dienste nach
Sektion 5.1 bzw. Abbildung 5.2, Seite 137 modelliert sind. Liegen nur Model-Näherung durch
Architekturmodelle lierung der den Diensten zugrunde liegenden Netz-QoS-Architekturen vor,
dann können diese als Näherung benutzt werden. Die Abschätzung wird da-
durch natürlich unzuverlässiger.




Anwendungsfalls geklärt werden. Das geschieht identisch zur vollständigen
Ausführung derMethodik nach Abschnitt 5.2.1 und Abbildung 5.6, Seite 143.
Auch die weiteren Schritte, nämlich jene zur Koppelung der statischen Mo-Weitere Schritte
angelehnt an
Methodik
dellteile (Abb. 5.9, S. 153), werden zur Abschätzung im Prinzip wie in Sektion
5.3 dargelegt, ausgeführt. Zur Beschränkung des Aufwands in der schnellen
Abschätzung werden allerdings einige Näherungsmuster angewendet:
 Alle Iterationen der Methodik, d.h. jene Teilprozesse die dem MusterKein vollständiger
wechselseitiger
Vergleich
aus Unterabschnitt 5.2.3.1 bzw. Abbildung 5.7, Seite 147 gehorchen,
sollten nicht vollständig durchlaufen werden. Für einen beschleunigten
Durchlauf sollten nur „dem Namen nach“ ähnliche bzw. vergleichbare
Klassen gegenübergestellt werden.
 Zur Gegenüberstellung der Klasse Semantik von QoS-Parametern kannAbkürzung
Semantikvergleich ebenfalls der vergröberte Vergleich nach „ähnlichen Namen“ verwen-
det werden um die Abschätzung zu beschleunigen.
Beispielsweise beim Vergleich zwischen ATM und DiffServ AF
PHB würde nur die «QoS-Parameter»-Paarung CLR (von
ATM) und Loss (von DiffServ AF PHB) abgeglichen werden.
 Die größte Ersparnis in der Ergebnisabschätzung kommt durch die Ab-Abkürzung
Fallanalysen kürzung der Fallanalysen zustande. Für jede Fallanalyse wird in Sek-
tion 5.3 eine Tabelle angegeben. Für jeden Fall ist darin in der Spalte
„potentiell vollständig“ angegeben, ob es für diesen Fall eine im Sinne
des Gesamtsystems vollständige Lösung geben kann. Das Symbol „4“
zeigt an, dass es eine Lösungsmöglichkeit geben kann, bei der das Ge-
samtsystem die volle Funktionalität erhält. Ein „6“ dagegen zeigt an,
dass das Gesamtsystem in jedem Fall eingeschränkt sein wird.
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Anstatt eine Lösung für den Fall auszuwählen, wird in der Ergebnisab-
schätzung jetzt nur der Eintrag in der Spalte „potentiell vollständig“
aufgesammelt.
Anstatt eine Menge von Teillösungen zu ermitteln, werden durch die Metho-
dik nur eine Menge von Kurzbewertungen der Form „4“ oder „6“ erstellt.
Werden in den einzelnen Falltabellen nur mit „4“ gekennzeichnete Fälle ge- Ergebnisinterpretati-
onfunden, dann besteht eine Chance, dass das Gesamtsystem die gewünsch-
ten Eigenschaften erhalten kann. Findet sich aber nur ein Fall, der mit „6“
gekennzeichnet ist, dann wird das Gesamtsystem in jedem Fall nicht den
vollen gewünschten Umfang erhalten.
Für die Ergebnisabschätzung endet die Methodik mit dem Vergleich der sta- Abbruch nach
Vergleich statischer
Teile
tischen Modellteile. Auf die Schritte „Vergleich dynamischer Modellteile“
und „Abschluss der Koppelung“ aus Abbildung 5.1, Seite 136wird für die Ab-
schätzung verzichtet. Für eine Abschätzung ist dies sinnvoll, da zumindest Negativ-definites
Ergebnisein negativ-definites Ergebnis geliefert wird. Für ein positiv-definites Ergeb-
nis muss ohnehin die gesamte Methodik vollständig abgearbeitet werden.
Wie bereits eingangs der Sektion erwähnt handelt es sich bei dem Ergebnis Keine Details
nur um eine grobe Abschätzung. Selbst wenn das Fazit positiv ausfällt, be-
deutet das nicht, dass in Details keine weiteren Einschränkungen auftreten
können, z.B. bei den exaktenWertebereichen. Auch für die Abschätzung des Keine Aufwandsab-
schätzungAufwands zur tatsächlichen Implementierung der Koppelung muss die Me-
thodik detaillierter angewendet werden, weil die ausgewählten Teillösun-
gen den Aufwand maßgeblich beeinflussen.
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6.2 Taxonomien für Architekturen,
Dienste und Koppelungen
Durch die Modellierung von Netz-QoS-Architekturen und -Diensten in Kapi-
tel 5 wurden nicht nur eine vereinheitlichende Sicht auf Netz-QoS-Architek-
turen bzw. -Dienste gewonnen, die die wichtigste Ausgangsbasis für die ge-
nerische Methodik darstellt. Die Modellierung alleine kann auch als Mittel
zur Einordnung von Netz-QoS-Architekturen und -Diensten dienen.
6.2.1 Modellierung als Taxonomie
Um verschiedene Netz-QoS-Architekturen bzw. -Dienste zueinander in Be-
ziehung zu stellen, liefert die Modellierung durch ihre Dienstorientierung ei-
ne Antwort aus Anwendersicht. Mit der Modellierung wurde, quasi „neben-Taxonomie für
Architekturen und
Dienste
bei“, eine Taxonomie für Netz-QoS-Architekturen und Netz-QoS-Dienste ge-
schaffen. Der Begriff der Klassifikation wird an dieser Stelle absichtlich ver-
mieden, denn häufig wird damit ein streng hierarchisch aufgebautes Grup-
pierungssystem impliziert. Die durch die Modellierung dargestellten Eigen-
schaften verhalten sich jedoch nur in Teilen hierarchisch zueinander. An den
Stellen, wo sich hierarchische Beziehungen finden, wurde das im (Meta-)
Modell bereits dargestellt, z.B. bei der Klasse Garantietyp (Abb. 4.12, S. 92).
Durch die Taxonomie werden Netz-QoS-Modelle bzw. -Dienste untereinan-
der aus Anwendersicht vergleichbar: eine Eigenschaft, die die Basis für die
generische Methodik bildet. Aber die Modellierung alleine kann auch ge-Überprüfung auf
Eindeutigkeit und
Vollständigkeit
nutzt werden, um eine Spezifikation auf Eindeutigkeit bzw. Vollständigkeit
zu überprüfen. Können nämlich Teile des (Meta-) Modells für eine konkre-
te Architektur oder einen konkreten Dienst nicht instanziiert werden, dann
ist das ein Zeichen dafür, dass die Spezifikation nicht vollständig ist. Auch
Mehrdeutigkeiten werden durch die Modellierung aufgedeckt.
Im Modell von DiffServ Assured Forwarding PHB kann man un-
mittelbar erkennen, dass die «QoS-Kategorien» AF_1 bis
AF_4 hinsichtlich ihrer QoS-Eigenschaften nicht voneinander un-
terschieden werden können. Abbildung 6.1 zeigt einen Ausriss von
Abbildung 4.19, Seite 105. Darauf erkennt man, dass den «QoS-
Kategorien» AF_1 bis AF_4 keinerlei spezifische «QoS-Pa-
rameter» zugeordnet sind, die sie unterscheidbar machen wür-
den. Vom Standard selbst wird nur der gemeinsame «Korrekt-
heitsparameter» Loss spezifiziert.
Am Vorhandensein von Definitionskorridoren (Unterabschn. 4.3.4.2), dieDefinitionskorridore
zeigen Freiheiten über die Standardisierungsphase hinausreichen, kann für jeden Teil der Mo-
dellierung individuell abgelesen werden, inwieweit der Standard Freiheiten
bzw. Lücken lässt.
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Abbildung 6.1: Ausriss aus Abbildung 4.19
Mit den Modellen wird auch noch ein weiterer Effekt erzielt, der bereits bei
der Erstellung des MNM-Dienstmodells eine wichtige Motivation war: Eine Einheitliche
Terminologieeinheitliche und gemeinsame Terminologie. Durch die Bezeichnungen der
Klassen im (Meta-) Modell werden die einzelnen Teile von Architekturen und
Diensten mit einheitlichen Begriffen versehen.
In DiffServ werden QoS-Kategorien als „QoS classes“ bezeichnet.
ATM dagegen benennt die QoS-Kategorien als „QoS categories“.
Die Modellierung stellt die einheitliche Bezeichnung QoS-Katego-
rien her.
Mit der einheitlichen Terminologie und der Taxonomie, die durch die Model- Frage der
Kategorisierung
beantwortet
lierungen realisiert sind, ist auch die Teilfragestellung nach der Kategorisie-
rung von Netz-QoS-Architekturen beantwortet.
6.2.2 Methodik als Taxonomie
Auch die Methodik kann als Taxonomie angesehen werden und zwar für
Koppelungsfälle und deren Lösungen. Im Laufe der Methodik werden für
einen Koppelungsfall bestimmte Teilfälle identifiziert. Jeder dieser Teilfälle
ist Dank des verwendeten Namensschemas (Abschn. 5.2.2) mit einem ein-
deutigen Bezeichner versehen. Sammelt man während der Abarbeitung der Taxonomie für
KoppelungsfälleMethodik die Menge aller Teilfallbezeichner, dann erhält man automatisch
ein kompakte und standardisierte Beschreibung des Koppelungsfalls. Die-
se Beschreibung des Koppelungsfalls ist sogar unabhängig von konkreten
Netz-QoS-Architekturen und -Diensten. Damit ist eine allgemeine Taxono-
mie für Koppelungsfälle gegeben.
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Mit der Menge an Teilfallbezeichner lassen sich Koppelungsfälle bezüglichStrukturvergleich
von
Koppelungsfällen
ihrer strukturellen Eigenschaften auch untereinander schnell vergleichen.
Strukturell gleiche Fälle haben unabhängig von den konkreten Diensten die
gleichen Teilfallbezeichner. Je unterschiedlicher die Mengen der Teilfallbe-
zeichner sind, desto stärker unterscheiden sich zwei Koppelungsfälle.
Analog zu den Koppelungsfällen bilden die Mengen von Lösungsbezeich-Taxonomie für Kop-
pelungslösungen nern eine Taxonomie für Koppelungslösungen. Ebenso wie beim Vergleich
von Koppelungsfällen, können unterschiedliche Koppelungslösungen über
die Mengen der Lösungsbezeichner verglichen werden.
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6.3 Erschließung bestehender
Arbeiten
Die Frage nach der Integration bestehender Arbeiten im Koppelungsumfeld Integration
bestehender
Arbeiten
wurde bis jetzt noch nicht beantwortet. Das geschieht in dieser Sektion.
Die Voraussetzung zur Erschließung bestehender Arbeitenwurde bereits vor Voraussetzungen
geschaffender Schilderung der eigentlichen Methodik gelegt. In Abschnitt 5.2.2 wurde
eine einheitliche Notationsstruktur festgelegt und zur (Quer-) Referenzie-
rung ein Namensschema eingeführt.
Das Namensschema ist in zwei Richtungen erweiterbar:
 Horizontale Erweiterung
Es können neue Teilfälle eingeführt werden. Sowohl auf Ebene der Teil- Horizontale
Erweiterungbereichsbezeichner (2. Teil im Namensschema) als auch auf Ebene der
Teilfälle (3. Teil im Namensschema) können Erweiterungen hinzugefügt
werden. Dabei ist nur darauf zu achten, dass auf der jeweiligen Stelle
der neu eingeführte Bezeichner noch nicht existiert.
 Hierarchische Verfeinerung
Sowohl bei Fallbezeichnern als auch bei Lösungsbezeichnern können Hierarchische
Verfeinerungneue Hierarchiestufen durch Anhängen im Namensschema erzeugt
werden. Damit können bereits in der Methodik existierende Fälle und
Lösungen weiter verfeinert werden.
Durch die Notationsstruktur wird auch die „Aufschreibung“ für Ergänzungen
und Erweiterungen bereits vorgegeben.
Um eine Lösung aus einer bestehenden Arbeit in die Methodik integrieren Einordnung in
Methodikzu können verbleibt der Schritt der Einordnung. Anhand des (Meta-) Mo-
dell muss die Stelle in der Methodik gefunden werden, an der die in der
bestehenden Arbeit entwickelte Teillösung einzusortieren ist. Hierzu muss Abstraktion
die meist konkrete Lösung relativ zum Modell abstrahiert werden. Ist dies
geschehen, kann die Arbeit entweder als horizontale Erweiterung oder als
hierarchische Verfeinerung in die Methodik integriert werden.
Der folgenden Abschnitt führt das geschilderte Verfahren an einem konkre-
ten Beispiel vor.
Beispiel zur Integration einer bestehenden Arbeit
Die Arbeit [KZS 00] (siehe auch Abschn. 3.2.2) beschäftigt sich mit der Kop-
pelung von IntServ nach ATM. Das dort betrachtete Szenario untersucht die
Koppelung zweier Domänen ohne Einbeziehung dritter Domänen. Daher ist,
in der Terminologie dieser Arbeit, der Grundanwendungsfall eine Transitiv-
Koppelung.
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In der Arbeit werden drei unterschiedliche Varianten zum Verbindungsauf-
bau im Übergang RSVP→ ATM vorgestellt, die in Abbildung 6.2 dargestelltRSVP→ ATM
sind. RSVP ist in IntServ ein Protokoll zur Vereinbarung der QoS-Kategorien.
Wie in Abschnitt 4.3.3 gezeigt, handelt es sich bei IntServ und ATM um Ar-
chitekturen, bei denen für jeden Flow eine eigene Instanz fürQoS-Kategorien
erzeugt werden. In der Terminologie dieser Arbeit beschäftigt sich [KZS 00]
also mit einer Transitiv-Koppelung mit Mehrfachinstanz-QoS-Kategorie →




































Abbildung 6.2: Varianten zum RSVP→ ATM Verbindungsaufbau aus [KZS 00]
Abstrahiert man die drei Fälle aus Abbildung 6.2, dann entspricht die RSVP-Spezialfälle zur QoS
Vereinbarung Seite (links) dem Quelldienst, die ATM-Seite (rechts) dem Zieldienst. Alle
drei Teilabbildungen beschreiben unterschiedliche Varianten für den dyna-
mischen Verbindungsaufbau. Sie sind demnach Verfeinerungen der Teillö-
sung L1-(KM-QkI-Tr4), der dynamischen Instanziierung.
Aus den Analysen ergibt sich die Integration in dieMethodik der drei Teilfälle
aus Abbildung 6.2 als Verfeinerung der Lösung L1-(KM-QkI-Tr4):
 KM-QkI-Tr4: Transitiv-Koppelung mit Mehrfachinstanz-QoS-Katego-Fall KM-QkI-Tr4
rie→Mehrfachinstanz-QoS-Kategorie.
F L1-1-(KM-QkI-Tr4): Dynamische Instanziierung, Quelldienst zuerst.Lösung
L1-1-(KM-QkI-Tr4)
I Analoge Lösung: L1-(KM-Vo-Tr4).
I Zusätzliche Aktivitäten: Instanziierung erfolgt im Quelldienst
zuerst, nach [KZS 00, Abb. 6.2(a)].
F L1-2-(KM-QkI-Tr4): Dynamische Instanziierung, Quell- und Ziel-Lösung
L1-2-(KM-QkI-Tr4) dienst gleichzeitig.
I Analoge Lösung: L1-(KM-Vo-Tr4).
I Zusätzliche Aktivitäten: Instanziierung erfolgt in Quell- und
Zieldienst gleichzeitig, nach [KZS 00, Abb. 6.2(b)].
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F L1-3-(KM-QkI-Tr4): Dynamische Instanziierung, Zieldienst zuerst. Lösung
L1-3-(KM-QkI-Tr4)
I Analoge Lösung: L1-(KM-Vo-Tr4).
I Zusätzliche Aktivitäten: Instanziierung erfolgt im Zieldienst zu-
erst, nach [KZS 00, Abb. 6.2(c)].
Damit ist auch allgemein und an einem Beispiel gezeigt, wie das Wissen
aus bereits existierenden Arbeiten mit und für die Methodik dieser Arbeit
erschlossen werden kann.
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6.4 Geschäftliche Anwendungsfälle
Zur weiteren Illustration der praktischen Relevanz dieser Arbeit werden in
dieser Sektion einige geschäftliche Anwendungsfälle darauf untersucht, wie
sich Modellierung und Methodik einsetzen lassen. Die betrachteten Anwen-
dungsfälle sind jene aus [GHHK 02], die schon im Rahmen des MNM-Dienst-
modells untersucht worden sind.
6.4.1 Anwendungsfall Ausschreibung
Ein Unternehmen möchte sein eigenes QoS-fähiges Netz in einem Netzver-
bund erreichbar machen. Hierzu soll das günstigste Angebot zwischen ver-
schiedenen Anbietern ermittelt werden. Das probate Verfahren hierfür ist
eine (öffentliche) Ausschreibung. Dabei werden potentielle Anbieter zur Ab-
gabe eines Angebotes aufgefordert.
Zur Erstellung der Ausschreibung leistet die Modellierung des QoS-fähigen
Netzes für alle Beteiligten einen wertvollen Beitrag:
 Durch die Modellierung wird sichergestellt, dass alle für die ErstellungVollständigkeit
eines Angebotes relevanten Angaben den Teilnehmern bekannt ge-
macht werden. Verzögerungen im Angebotsprozess und spätere Streit-
fälle können dadurch minimiert werden.
 Das Netz des ausschreibenden Unternehmens wird durch die Model-Verbergen von
Details lierung in einer Sicht dargestellt, die Interna der Implementierung des
Netzes des Unternehmens verbirgt. Für das Unternehmen bedeutet das
einen Sicherheitsaspekt.
 Die Teilnehmer an der Ausschreibung erhalten durch die ModellierungZielgerichtete
Anfrage nur die für sie relevanten Angaben. Sie werden nicht mit unnötigen De-
tails überfrachtet. Dadurch können Angebote schneller und zielgerich-
teter verfasst werden.
 Durch die Modellierung wird die Ausschreibung in einer für alle Teil-Gemeinsames
Verständnis nehmer nachvollziehbaren und eindeutigen Terminologie verfasst.
Missverständnisse durch unterschiedliche Begriffsbildungen werden
ausgeschlossen.
Zur Erstellung der Modellierung kann das ausschreibende Unternehmen auf
den ersten Teil der Methodik zurückgreifen. Sektion 5.1 gibt die notwendi-
gen Teilaktivitäten an.
6.4.2 Anwendungsfall Angebotserstellung
Soll ein Provider ein Angebot zur Koppelung seines QoS-fähigen Netzes mit




 Wurde seitens des Anfragers die Modellierung dieser Arbeit noch nicht Anfragenormierung
verwendet, dann kann der Provider das Angebot intern zuerst im als In-
stanz des (Meta-) Modells darstellen. Er realisiert dadurch die bereits
im vorangegangenen Abschnitt erläuterten Vorteile der Vollständigkeit,
der Fokussierung auf relevante Angaben und einer gemeinsamen Ter-
minologie.
 Um festzustellen, ob im Sinne der Gesamtfunktionalität der Koppelung Schnelle
Vorüberprüfungüberhaupt ein sinnvolles Angebot möglich ist, kann der Provider die
schnelle Ergebnisabschätzung aus Sektion 6.1 verwenden.
 Zur Ermittlung der Details eines Angebots kann der Provider dann Angebotsdetails
die Koppelungsmethodik vollständig bis zumSchritt „Realisierungsent-
scheidung“ aus Abbildung 5.27, Seite 205 abarbeiten.
 Neben (technischen) Details für das Angebot, ermittelt der Provider da- Kalkulation
bei auch seinen internen Aufwand. Darauf basierend kann er seine An-
gebotskalkulation durchführen.
 Können die angefragten Leistungen im Rahmen einer Koppelung nicht Änderungen
unmittelbar umgesetzt werden, gibt die Methodik explizite Hinweise,
welche Teile der Provider entweder intern modifizieren muss oder wel-
che Änderungen der Kunde an seinen Wünschen akzeptieren müsste.
 Werden Provider und Kunde sich prinzipiell handelseinig, dann können Umsetzungsplanung
zur Umsetzung der Koppelung die restlichen Schritte aus Abbildung
5.27, Seite 205 ab „Realisierungsentscheidung“ ausgeführt werden.
Die vorgestellten Punkte unterstützen einen Provider vor allem in Fällen, in
denen ein Individualdienst (Unterabschn. 5.5.3.2) für den Kunden erstellt
werden soll.
6.4.3 Anwendungsfall Angebotsvergleich
Gilt es im Rahmen eines Koppelungsvorhabens aus einer Menge von Ange-
boten eines auszuwählen, dann können auch hier Modellierung und Metho-
dik nützlich sein.
Fast alle Punkte, die im Bereich der Angebotserstellung unterstützt werden
(siehe vorangegangenen Abschnitt) spielen auch beim Angebotsvergleich
eine Rolle:
 Alle Angebote können durch die Modellierung und durch die im Rah- Vergleichbarkeit
durch Normierungmen der Methodik entwickelten Teillösungen normiert dargestellt wer-
den. Dadurch werden die einzelnen Angebote miteinander vergleich-
bar.
 Die schnelle Ergebnisabschätzung aus Sektion 6.1 kann auch beim An- Vorsortierung
gebotsvergleich angewendet werden. Sie wird für eine schnelle Vorsor-
tierung der Angebote benutzt.
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 Die für eine Koppelung notwendigen Arbeite für ein bestimmtes Ange-
botn können im Detail mit der Koppelungsmethodik ermittelt werden.Koppelungsdetails
 Ebenso wie bei der Angebotserstellung können auf Kundenseite die in-Kalkulation
ternen Kosten einer Koppelung ermittelt werden, weil durch die Metho-
dik die notwendigen Arbeitsschritte und Komponenten ermittelt wer-
den können.
 Wird ein bestimmtes Angebot ausgewählt, dann können Kunde undUmsetzungsplanung
Provider die Umsetzung der Koppelung nach Abbildung 5.27, Seite 205
ab dem Schritt „Realisierungsentscheidung“ ausführen.
 Konnte kein zufriedenstellendes Angebot ermittelt werden, dann liefertGezielte
Neuanfragen die Methodik explizite Hinweise, welche Eigenschaften von anderen
Anbietern zu erfüllen sind bzw. welche Teile neue Angebote umfassen
müssen.
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6.5 Problemfall zentrale
Austauschpunkte
In der Providerhierarchie, wie sie in Abschnitt 2.1.3 erläutert wurde, gibt es
einen neuralgischen Punkt. In der hierarchischen Topologie werden fast alle
Koppelungen bilateral ausgeführt, mit einer Ausnahme.
An den zentralen Austauschpunkten (z.B. [StarTap-HP, DE-CIX-HP]) treffen Austauschpunkt-
Dienst muss mächtig
sein
unter Umständen viele verschiedene Netz-QoS-Dienste aufeinander. Dies
stellt deshalb ein Problem dar, da für einen möglichst verlustfreien Über-
gang zwischen allen Netzen, der Dienst eines Austauschpunktes alle Fähig-
keiten aller in sich vereinen muss. Mit einer wachsenden Vielfalt der ange-
schlossenen Dienste bedeutet das, dass der Austauschpunkt-Dienst gegen
einen Dienst konvergiert, der auf einer Umbrella-Architektur U aus Unterab-
schnitt 2.4.2.2 aufbaut. In Unterabschnitt 2.4.2.2 wurde aber auch darge-
legt, dass eine solche Architektur extrem schwierig zu realisieren ist.
Die Methodik dieser Arbeit kann in diesem Fall helfen, um eine individuel- Sukzessiver Aufbau
des
Austauschpunktes
le „Beinahe-Umbrella-Architektur“ sukzessive zu entwickeln. Beim Aufbau
eines QoS-fähigen zentralen Austauschpunktes sollte der Betreiber mit ei-
ner per se bereits sehr mächtigen Architektur beginnen. Mit Hinzukommen
von Kunden kann die Methodik dann eingesetzt werden, um den jeweili-
gen Erweiterungsbedarf im Austauschpunkt zu ermitteln. Durch die sukzes-
sive Hinzunahme weiterer Kunden kann dann der Austauschpunkt weiter-
entwickelt werden. Allerdings muss angemerkt werden, dass eine beliebi-
ge Weiterentwicklung des Austauschpunktes mit einer wachsenden Zahl an
verschiedenen Diensten technisch sehr problematisch werden kann.




dung der Methodik ein Vorteil. Der Aufwand zur Koppelung jener Kunden
sinkt, die Dienste verwenden, die zu einem bereits gekoppelten Dienst iden-
tisch oder ähnlich sind. Dies ist der Fall, weil die notwendigen Teillösungen
und deren Umsetzung bereits einmal durchgeführt worden sind und dies
durch die Methodik dokumentiert wurde.
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Die Koppelung von Netz–QoS–Architekturen und von Diensten, die auf sol-
chen Architekturen basieren, ist heute ein Problem, das in seiner ganzen
Allgemeinheit noch nicht gelöst ist. Diese Tatsache steht im scharfen Ge-
gensatz zu den Erfordernissen, die durch die Realität gestellt werden. Immer
mehr Anwendungen benötigen für ihre korrekte Funktion Qualitätszusiche-
rungen aus den Netzen, auf denen sie aufbauen. Prominente Beispiele sind
Multimedia-Anwendungen wie Videotelefonie und Videostreaming.
Zu Beginn dieser Arbeit wurde eine Einordnung der Koppelungsproblema-
tik vorgenommen. Es wurde dabei festgestellt, dass die Vielschichtigkeit
der Koppelungsproblematik zuerst einmal in der großen Spannbreite des-
sen begründet liegt, was man unter einer Netz-QoS-Architektur verstehen
kann. Auf dem Markt sind nahezu alle Abstufungen zu finden; von „schwa-
chen“ Architekturen wie DiffServ, die nur relative Garantien bieten, bis hin
zu „starken“ Variantenwie ATM.Wie weiterhin festgestellt wurde, trägt auch
die Tatsache, dass ein und dieselbe Architektur unterschiedlich in Diensten
umgesetzt werden kann, ihr Übriges zur Verschärfung der Problematik bei.
Im weiteren Verlauf wurde dann aufgezeigt, dass die bisherigen Ansätze aus
Standardisierungsgremien und Forschung keinen systematischen Beitrag
liefern, der es ermöglichen würde, die Koppelungsproblematik dienstorien-
tiert, nachhaltig und generisch zu lösen. Wie ebenfalls aufgezeigt wurde,
wäre der Versuch einen Ansatz zu verfolgen, der eine universell anwendbare
und gleichzeitig monolithische Lösung zum Ziel hat, höchstwahrscheinlich
zum Scheitern verurteilt. Deshalb wurde in dieser Arbeit ein anderer Weg
beschritten. Der Ansatz dieser Arbeit war die Entwicklung einer generischen
Methodik, die ermöglicht, für unterschiedlichste Anwendungsfälle schnell
eine spezifische Lösung zu entwerfen.
Um eine Ausgangsbasis für eine generische Methodik zu schaffen, wur-
de zunächst ein generisches Modell für Netz-QoS-Architekturen entwickelt.
Dieses Modell ist strikt dienstorientiert und stellt eine Architektur in einer
Black-Box-Sicht dar, in der nur noch jene Teile sichtbar sind, die von einem
Nutzer wahrgenommen werden können. Das entwickelte Modell kann dabei
nicht nur die statischen Teile einer Netz-QoS-Architektur darstellen, auch die
dynamischen Vorgänge über den gesamten Lebenszyklus hinweg finden im
Modell Beachtung. Auf dem Architektur-Modell aufbauend wurde dann ein
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Modell entwickelt, das einen Netz-QoS-Dienst, ebenfalls dienstorientiert,
darstellt. Durch die zweistufige Modellierung wurde der Tatsache Rechnung
getragen, dass die Erscheinung einer Netz-QoS-Architektur bei verschiede-
nen Diensten unterschiedlich gestaltet sein kann.
Nachdem mit der Modellierung die Ausgangsbasis gelegt wurde, ist der
eigentlich Lösungsansatz – die generische Methodik – entwickelt worden.
Ausgehend von den generischen Modellen, wurden die einzelnen Teilschrit-
te zur Koppelung von Netz-QoS-Diensten systematisch vorgestellt und be-
sprochen. Durch die einzelnen Teilschritte werden Teillösungen gewonnen.
Die Methodik zeichnet sich dabei dadurch aus, dass in den einzelnen Teil-
schritten kein starres Schema vorgegeben wird, sondern an allen Stellen
die Spezifika des konkreten Anwendungsfalls berücksichtigt werden kön-
nen. Dieser Umstand drückt sich auch darin aus, dass für viele Teilproble-
me mehrere Lösungsmöglichkeiten angegeben werden konnten. Zum Ab-
schluss der Methodik wurde dann geschildert, welche weiteren Schritte von
der Menge der gewonnen Teillösungen hin zu einer komplett implementier-
ten Koppelungslösung zu beschreiten sind. Zusammenfassend konnte dann
festgestellt werden, das die Einheit aus den entwickelten Modellen und der
generischen Methodik alle an sie gestellten Anforderungen erfüllt.
Zum Abschluss der Arbeit wurden dann noch konkrete Anwendungsberei-
che der Modelle und der Methodik diskutiert. Für eine Ergebnisabschätzung
einer Koppelung wurde eine beschleunigte Anwendung der Methodik vorge-
stellt. Weiterhin wurde gezeigt, dass die entwickelten Modelle eine Taxono-
mie für Netz-QoS-Architekturen und -Dienste liefern. Außerdem wurde auch
die Frage geklärt, wie sich die bestehenden Arbeiten in die Methodik dieser
Arbeit integrieren lassen.
Ausblick auf weiterführenden Arbeiten
Die vorliegende Arbeit klärt zwar viele wichtige Fragestellungen im Bereich
der Koppelung von Netz-QoS-Architekturen und Netz-QoS-Diensten. Den-
noch ist die Gesamtproblematik bei weitem noch nicht endgültig erschlos-
sen.
Zunächst ist im Rahmen des Ansatzes der Arbeit selbst noch Spielraum für
fortführende Arbeiten:
 Die Themenfelder Adressierung und Routing wurden aus Gründen desAdressierung und
Routing Umfangs explizit von der Bearbeitung ausgenommen. Diese beiden
Themengebiete könnten sowohl in die Modellierung als auch in die Me-
thodik integriert werden.
 Im Rahmen der Methodik wären weiterereichende Untersuchungen imEreignisabbildung
Bereich der Ereignismodellierung und Ereignisabbildung wichtig. Wenn
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es gelänge dort konkretere Modelle und Arbeitsabläufe zu spezifizie-
ren, dann würde die Methodik noch weiter an Präzision gewinnen.
 Weitere Arbeiten könnten sich mit der expliziten Integration der Arbeit Explizites CSM
von Nerb in die Modellierung und die Methodik beschäftigen. Bis jetzt
wurde auf die Arbeit von Nerb nur verwiesen. Würde durch die Inte-
gration von [Nerb 01] der Bereich des CSM unmittelbar in Modellierung
und die Methodik zur Verfügung stehen, so wäre dies eine weitere Auf-
wertung des gesamten Ansatzes.
 Gleiches gilt für den Bereich des SLA. Hier könnte sich eine Arbeit mit Explizites SLA
der expliziten Integration des Ansatzes von H. Schmidt auseinanderset-
zen.
 Durch die bereits sehr formalisierte Darstellung von Modellierung und Toolunterstützung
Methodik wurde die Grundlage für die Entwicklung einer Toolunter-
stützung gelegt. Ein Tool ist denkbar zur Unterstützung der Instanziie-
rung des (Meta-) Modells für konkrete Architekturen und Dienste. Hier-
für müsste u.a. eine maschinengerechte Repräsentierung der Modellie-
rungen entwickelt werden. Darauf aufbauend ist ein weiteres Tool vor-
stellbar, das bei der Anwendung der Methodik behilflich sein könnte.
Ein konkretes Tool könnte sich in Konzeption und Implementierung an
dem bereits realisierten Tool für die MNM-Dienstmodellmethodik aus
[Schm 02a] orientieren.
Die Anwendung von Modellierung und Methodik gibt ebenfalls Raum für
weitere Arbeiten:
 Da die Methodik sehr generisch gehalten ist, wäre zu überprüfen, in- Ausgedehnte
Anwendungwiefern ihr Anwendungsgebiet erweitert werden kann. Denkbar wären
zwei Richtungen:
„Vertikal“ entlang des OSI-Schichtenmodells: In der vorliegenden Ar-
beit werden Protokolle der Anwendungsschicht explizit ausgenommen.
Eine fortführende Arbeit könnte überprüfen, welche Teile der Methodik
für Problemstellungen der Anwendungsschicht und darüber hinaus ge-
eignet sind.
„Horizontal“ im Netzverbund: Die Methodik spart bis jetzt die Endsy-
steme aus. Eine weitere Arbeit könnte diese Beschränkung aufheben
und die Endsysteme in die Methodik miteinbeziehen.
 Die Modellierung der Arbeit kann benutzt werden, um eine systema- Aufbau einer
Architektur-
Datenbank
tische Aufarbeitung aller bisherigen Netz-QoS-Architekturen zu begin-
nen. Dadurch entstünde eine Art Datenbank der dienstorientierten
Sichten auf existierende Netz-QoS-Architekturen.
 Analog könnten aus den bisherigen Forschungsarbeiten systematisch Aufbau einer
Teillösungs-
Datenbank
die darin enthaltenen Teillösungen extrahiert und abstrahiert werden.
Dadurch würden sie in Kombination mit der Methodik einer nachhalti-
gen und breiteren Verwendbarkeit zugeführt werden.
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Die eben genannten weiterführenden Arbeiten sollen nur als Beispiele die-
nen, die zeigen, wie die vorliegende Arbeit fortgeführt werden kann. Selbst-
verständlich sind weitere Themengebiete denkbar.
Mit den genannten Beispielen wurde zum Abschluss gezeigt, dass die Ar-
beit nicht nur einen eigenen Beitrag leistet, sondern auch das Potential zur






In diesem Anhang wird ohne nähere Erläuterung das statische Modell der
QoS-Architektur von UMTS Revision 6 modelliert. Die zugrunde liegenden
Standards sind:
 Für Unicast: [TS 123 107, TS 123 207]
 Für Multicast: Multimedia Broadcast / Multicast Service (MBMS)
[TS 122 246, TS 123 246]
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Abbildung A.2: QoS-Parameter von UMTS Unicast
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Abbildung A.4: QoS-Parameter von UMTS MBMS
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Abbildung A.5: QoS-Kategorien von UMTS MBMS
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Abkürzungen
ABR Available Bit Rate
AF Assured Forwarding
AS Autonomous System
ATM Asynchronous Transfer Mode
BGP Border Gateway Protocol
CBR Constant Bit Rate
CLR Cell Loss Rate
CoS Class-of-Service





EBNF Extended Backus-Naur Form
ECN Explicit Congestion Notification
EF Expedited Forwarding
ER Entity Relationship
ETSI European Telecommunications Standards Institute





GFR Guaranteed Frame Rate
HTTP Hypertext Transfer Protocol
ICMP Internet Control Message Protocol
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
IntServ Integrated Services
IP Internet Protocol
ISDN Integrated Services Digital Network
ISO International Organization for Standardization
ITU-T International Telecommunication Union – Telecom Standardization
LAL Layer - Aspect - Life cycle
LAN Local Area Network
LANE LAN Emulation Over ATM
LDP Label Distribution Protocol
maxCDT maximum Cell Transfer Delay
MBMS Multimedia Broadcast / Multicast Service
MBS Maximum Burst Size
MCR Minimum Cell Rate
MFS Maximum Frame Size
MNM Munich Network Management Team
MPLS Multi Protocol Label Switching
MPOA Multi-Protocol Over ATM
NNI Network-Network Interface
nrtVBR non-real-time Variable Bit Rate
OSI Open Systems Interconnection
OSPF Open Shortest Path First
PCR Peak Cell Rate
PDF Portable Document Format
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Abkürzungen
peakToPeakCDV peak-to-peak Cell Delay Variation
PHB Per Hop Behaviour
PoP Point-of-Presence
QoS Quality-of-Service
RFC Request For Comments
RIP Routing Information Protocol
RSVP Resource Reservation Setup Protocol
rtVBR real-time Variable Bit Rate
SAP Service Access Point
SCR Sustained Cell Rate
SDU Service Data Unit
SLA Service Level Agreement
SVC Switched Virtual Circuit
TCP Transmission Control Protocol
ToS Type of Service
TTL Time To Live
UBR Unspecified Bit Rate
UDP User Datagram Protocol
UML Unified Modeling Language
UMTS Universal Mobile Telecommunications System
UNI User-Network Interface
VCI Virtual Channel Identifier
VoIP Voice-over-IP






1.1 Grobschichtenmodell verteilter IT-Anwendungen . . . . . . . . . . . . . . 2
1.2 Vorgehensmodell der Arbeit im Überblick . . . . . . . . . . . . . . . . . . 8
2.1 Standortvernetzung mit separaten Verbindungen . . . . . . . . . . . . . . 12
2.2 Standortvernetzung mit gemeinsamen Verbindungen . . . . . . . . . . . . 13
2.3 Ankoppelung eines neuen Zugangsproviders . . . . . . . . . . . . . . . . 15
2.4 Exemplarisches Schema eines hierarchischen Netzverbundes . . . . . . . 17
2.5 Grobschichtenmodell verteilter IT-Anwendungen . . . . . . . . . . . . . . 19
2.6 Grobmodellierung von Netz-QoS-Architekturen . . . . . . . . . . . . . . . 23
2.7 Basis-Modell (Basic Model) des MNM-Dienstmodells (nach [GHKR+ 01]) . . 25
2.8 Basis-Modell für das Szenario der VoIP-Koppelung . . . . . . . . . . . . . 26
2.9 Beziehungen zwischen Basisbegriffen . . . . . . . . . . . . . . . . . . . . 28
2.10 Dimensionen der Koppelungsproblematik . . . . . . . . . . . . . . . . . . 29
2.11 Koppelung wesentlicher Teilbereiche von Netz-QoS-Architekturen . . . . . 30
2.12 Individuallösung zwischen zwei Netz-QoS-Diensten . . . . . . . . . . . . . 36
2.13 Umbrella-Koppelung umspannt beliebige Netz-QoS-Dienste . . . . . . . . 37
2.14 Extreme für einen Lösungsansatz . . . . . . . . . . . . . . . . . . . . . . 39
2.15 Übersicht über Methodik-basierten Lösungsansatz . . . . . . . . . . . . . 41
3.1 Konzeptuelles ER-Modell nach [SchmJB 01] . . . . . . . . . . . . . . . . . 52
3.2 Grundidee von MPLS (nach [Roel 01]) . . . . . . . . . . . . . . . . . . . . 62
3.3 MPLS im OSI-Schichtenmodell (nach [Roel 01]) . . . . . . . . . . . . . . . 63
3.4 LAL-Kubus (nach [GaRo 04]) . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1 Aktivitätsdiagramm für das Vorgehen in diesem Kapitel . . . . . . . . . . . 68
4.2 Aktivitätsdiagramm der Methodikanwendung . . . . . . . . . . . . . . . . 70
4.3 Ebenen Begriffe, Modell und reale Instanzen . . . . . . . . . . . . . . . . 71
4.4 Dienstsicht (Service View) des MNM-Dienstmodells . . . . . . . . . . . . 73
4.5 Exemplarische Detailsicht auf Netzverbund . . . . . . . . . . . . . . . . . 77
4.6 Black-Box-Sicht auf Domänen des Netzverbunds aus Abb. 4.5 . . . . . . . 79
4.7 Statisches Grundmodell für Netz-QoS-Parameter . . . . . . . . . . . . . . 83
4.8 Ebenen der Modellierung . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.9 Klasse Daten-Kategorie des statischen Grundmodells . . . . . . . . . . . . 86
4.10 IP Daten-Kategorien von DiffServ . . . . . . . . . . . . . . . . . . . . . . . 90
4.11 KlasseQoS-Parameter des statischen Grundmodells . . . . . . . . . . . . . 91
4.12 Statisches Modell des Garantietyps einesQoS-Parameters (nach [SchmJB 01]) 92
237
Abbildungsverzeichnis
4.13 Vollständiges Modell fürQoS-Parametermit Standard-Parameter . . . . . . 94
4.14 «QoS-Parameter» von DiffServ mit Assured Forwarding PHB . . . . . . 95
4.15 Restliche Standard-Parameter von IP . . . . . . . . . . . . . . . . . . . . . 96
4.16 «QoS-Kategorien» von DiffServ mit Assured Forwarding PHB . . . . . 98
4.17 «QoS-Kategorien» von ATM . . . . . . . . . . . . . . . . . . . . . . . 101
4.18 Vollständiges statisches Grundmodell ohne Standard-Parameter . . . . . 104
4.19 Statisches Grundmodell von DiffServ mit Assured Forwarding PHB . . . . . 105
4.20 Lebenszyklus von Netz-QoS-Architekturen . . . . . . . . . . . . . . . . . . 106
4.21 IP «Daten-Kategorien»mit Singleton-Notation . . . . . . . . . . . . 112
4.22 Singleton-«QoS-Kategorie» . . . . . . . . . . . . . . . . . . . . . . . 113
4.23 Aufgefaltene Singleton-«QoS-Kategorie» . . . . . . . . . . . . . . . . 114
4.24 Aufgefaltene «QoS-Kategorien» von DiffServ AF PHB . . . . . . . . . 115
4.25 Kardinalitäten: Jeweils genaue eine Instanz . . . . . . . . . . . . . . . . . 116
4.26 Kardinalitäten: AlleQoS-Kategorien teilen sich genau eine Daten-Kategorie . 116
4.27 Kardinalitäten: Alle Daten-Kategorien teilen sich genau eineQoS-Kategorie . 117
4.28 Kardinalitäten: Jeweils eine Daten-Kategoriemit einerQoS-Kategorie . . . . 117
4.29 Aufgeteilte KlasseQoS parameters . . . . . . . . . . . . . . . . . . . . . . 127
4.30 Erweitertes MNM-Dienstmodell in der Dienstsicht . . . . . . . . . . . . . 129
5.1 Aktivitäten zur gesamten Methodik . . . . . . . . . . . . . . . . . . . . . 136
5.2 Aktivitäten zur Modellierung . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.3 Aktivitäten zur Architektur-Modellierung . . . . . . . . . . . . . . . . . . . 138
5.4 Aktivitäten zur Dienstmodellierung . . . . . . . . . . . . . . . . . . . . . 139
5.5 Grundanwendungsfälle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.6 Aktivitäten zur Feststellung grundlegender Koppelungseigenschaften . . . 143
5.7 Allgemeines Aktivitätsmuster für Ermittlung optimaler Paarungen . . . . . 147
5.8 Allgemeines Aktivitätsmuster für Koppelungssymmetrien . . . . . . . . . 148
5.9 Aktivitäten zum Vergleich statischer Modellteile . . . . . . . . . . . . . . . 153
5.10 Aktivitäten zur Koppelung der Klasse Daten-Kategorie . . . . . . . . . . . . 154
5.11 Aktivitäten zur Koppelung des Attributs Verbindungsorientiert . . . . . . . . 159
5.12 Aktivitäten zur Koppelung der Klasse Kommunikationsrelation . . . . . . . . 167
5.13 Aktivitäten zur Koppelung des Attributs Paketgrenze_erhaltend . . . . . . . 171
5.14 Aktivitäten zur Koppelung der KlasseQoS-Kategorie . . . . . . . . . . . . . 172
5.15 Aktivitäten zur Koppelung der KlasseQoS-Parameter . . . . . . . . . . . . 174
5.16 Aktivitäten zur Koppelung der Klasse Semantik . . . . . . . . . . . . . . . 176
5.17 Aktivitäten zur Koppelung der Klasse Garantietyp . . . . . . . . . . . . . . 178
5.18 Aktivitäten zur Koppelung der KlasseWertemenge . . . . . . . . . . . . . . 179
5.19 Aktivitäten zur Behandlung ungepaarterQoS-Parameter . . . . . . . . . . . 187
5.20 Aktivitäten zum Vergleich dynamischer Modellteile . . . . . . . . . . . . . 188
5.21 Aktivitäten zur Anpassung der Kardinalitäten . . . . . . . . . . . . . . . . 189
5.22 Aktivitäten zur Anpassung der Kardinalitäten von Daten-Kategorien . . . . . 194
5.23 Aktivitäten zur Abstimmung von Ereignissen . . . . . . . . . . . . . . . . 195
5.24 Aktivitäten zum Abschluss der Methodik . . . . . . . . . . . . . . . . . . . 198
5.25 Aktivitäten zur Vervollständigung der Koppelung . . . . . . . . . . . . . . 199
5.26 Aktivitäten zu Projektplanung und Dienstvereinbarung . . . . . . . . . . . 201
5.27 Überblick über die gesamte Methodik . . . . . . . . . . . . . . . . . . . . 205
238
Abbildungsverzeichnis
6.1 Ausriss aus Abbildung 4.19 . . . . . . . . . . . . . . . . . . . . . . . . . . 213
6.2 Varianten zum RSVP→ ATM Verbindungsaufbau aus [KZS 00] . . . . . . . 216
A.1 Daten-Kategorien von UMTS . . . . . . . . . . . . . . . . . . . . . . . . . 228
A.2 QoS-Parameter von UMTS Unicast . . . . . . . . . . . . . . . . . . . . . . 229
A.3 QoS-Kategorien von UMTS Unicast . . . . . . . . . . . . . . . . . . . . . . 230
A.4 QoS-Parameter von UMTS MBMS . . . . . . . . . . . . . . . . . . . . . . 231





2.1 QoS-Parameter der ATM QoS-Kategorien (nach [ATM-TM 99]) . . . . . . 21
2.2 Erfüllung von Anforderungen durch prinzipielle Lösungsansätze . . . . 39
3.1 Erfüllung von Anforderungen durch [SchmJB 01] . . . . . . . . . . . . . 54
3.2 Erfüllung der Anforderungen durch den Status quo im Überblick . . . . 60
4.1 Zeitpunkte im Lebenszyklus . . . . . . . . . . . . . . . . . . . . . . . 109
4.2 Korridore der Grundvorgänge . . . . . . . . . . . . . . . . . . . . . . . 119
4.3 Erfüllung der Anforderungen durch Modelle dieser Arbeit . . . . . . . . 133
5.1 Komponenten von Bereichs- und Einzelfallbezeichnern . . . . . . . . . 145
5.2 Koppelungsmuster für Attribut Verbindungsorientiert . . . . . . . . . . . 159
5.3 Koppelungsmuster für Kommunikatonsrelationen Unicast / Unicast . . 162
5.4 Koppelungsmuster für KommunikatonsrelationenMulticast /Multicast . 163
5.5 Koppelungsmuster für Kommunikatonsrelationen Unicast /Multicast . . 166
5.6 Koppelungsmuster für KommunikatonsrelationenMulticast / Unicast . . 166
5.7 Koppelungsmuster für Attribut Paketgrenze_erhaltend . . . . . . . . . . 171
5.8 Koppelungsmuster für Klasse Semantik . . . . . . . . . . . . . . . . . . 176
5.9 Koppelungsmuster für Klasse Garantietyp . . . . . . . . . . . . . . . . 177
5.10 Koppelungsmuster für Anpassungen der KlasseWertemenge . . . . . . 180
5.11 Koppelungsmuster für Abbildungen der KlasseWertemenge . . . . . . 182
5.12 Koppelungsmuster für Klasse Garantietyp . . . . . . . . . . . . . . . . 185
5.13 Koppelungsmuster für ungepaarteQoS-Parameter . . . . . . . . . . . . 187
5.14 Koppelungsmuster für Kardinalitäten der Klasse Daten-Kategorie . . . . 193
5.15 Koppelungsmuster für Kardinalitäten der KlasseQoS-Kategorie . . . . . 194





[ATM-ARCH 02] ATM-Forum: ATM User – Network Interface (UNI) Specification
Version 4.1. Specification af-arch-0193.000, ATM-Forum, Novem-
ber 2002, ftp://ftp.atmforum.com/pub/approved-specs/
af-arch-0193.000.pdf .
[ATMForum-HP] ATM-Forum, http://www.atmforum.com . Homepage.
[ATM-LANE 98] ATM-Forum: LAN Emulation Client Management Specification
Version 2.0. Specification af-lane-0093.000, ATM-Forum, Okto-
ber 1998, ftp://ftp.atmforum.com/pub/approved-specs/
af-lane-0093.000.pdf .
[ATM-LUNI 97] ATM-Forum: LAN Emulation over ATM, Version 2 – LUNI Spe-
cification. Specification af-lane-0084.000, ATM-Forum, Ju-
li 1997, ftp://ftp.atmforum.com/pub/approved-specs/
af-lane-0084.000.pdf .
[ATM-MPOA 99] ATM-Forum: Multi-Protocol Over ATM Version 1.1. Specification af-
mpoa-0114.000, ATM-Forum,Mai 1999, ftp://ftp.atmforum.com/
pub/approved-specs/af-mpoa-0114.000.pdf .
[ATM-PHY 01] ATM-Forum: Cell-Based 1000 Mbit/s (CB1G) Physical Layer Specifi-
cation over Single-mode or Multi-mode Fiber and Category 6 Twi-
sted Pair Copper Cabling. Specification af-phy-0162.000, ATM-Forum,
April 2001, ftp://ftp.atmforum.com/pub/approved-specs/
af-phy-0162.000.pdf .
[ATM-PNNI 02] ATM-Forum: Private Network – Network Interface Specification Ver-
sion 1.1 (PNNI 1.1). Specification af-pnni-0055.002, ATM-Forum,
April 2002, ftp://ftp.atmforum.com/pub/approved-specs/
af-pnni-0055.002.pdf .
[ATM-TM 99] ATM-Forum: Traffic Management Specification Version 4.1. Specifica-
tion af-tm-0121.000, ATM-Forum,März 1999, ftp://ftp.atmforum.
com/pub/approved-specs/af-tm-0121.000.pdf .
[ATM-UNI 02] ATM-Forum: ATM User – Network Interface (UNI) Signalling Spe-





[BaBa 04] Bahati, Raphael M. und Michael A. Bauer: Quality of Service Pro-
visioning for VoIP applications with Policy-Enabled Differentiated
Services. In: Managing Next Generation Convergence Networks
and Services: Proceedings of the 9th IEEE/IFIP Network Operati-
ons and Management Symposium (NOMS 2004), Seoul, Korea, April
2004. IFIP/IEEE, http://www.comsoc.org/tech_focus/pdfs/
2005/jan/0335baha.pdf .
[BBS 98] Bajaj, Sandeep, Lee Breslau und Scott Shenker: Is Service Priority
Useful in Networks? In: Proceedings of ACM SIGMETRICS ’98/PER-
FORMANCE ’98 Joint International Conference on Measurement and
Modeling of Computer Systems, Seiten 66–77, Madison, WI, USA, Ju-
ni 1998. ACM, http://www.cs.wpi.edu/∼sigmet98/bajaj.ps .
[BCCE+ M4] Burgstahler, Lars, Georg Carle, Paul Christ, Lutz Ender, Tassi-
lo Erlewein, Yuri Glickman, Jürgen Jähnert, Hyung-Woo Kim, Lutz
Mark, Jens Tiemann, Rudolf Roth, Vijai Krishna Srivivasan und
Tanja Zseby: Milestone 4: Quasar QoS Architecture – First Test Re-
sults. Projektbericht, Projekt QUASAR, 2002, http://www.ind.
uni-stuttgart.de/Content/Quasar/publications/M4.pdf .
[BCCE+ M5] Burgstahler, Lars, Cemal Coemert, Paul Christ, Tassilo Erlewein,
Jürgen Jähnert, Hyung-Woo Kim, Lutz Mark, Jens Tiemann, Rudolf
Roth, Carsten Schmoll, Vijai Krishna Srivivasan und Tanja Zseby:
Milestone 5: QUASAR QoS Architecture. Projektbericht, Projekt QUA-
SAR, Juni 2002, http://www.ind.uni-stuttgart.de/Content/
Quasar/publications/M5.pdf .
[BCCG+ M3] Burgstahler, Lars, Georg Carle, Paul Christ, Yuri Glickman, Jür-
gen Jähnert, Lutz Mark, Jens Tiemann, Rudolf Roth, Vijai Krishna
Srivivasan und Tanja Zseby: Milestone 3: Preliminary QoS Architec-
ture. Projektbericht, Projekt QUASAR, jan 2002, http://www.ind.
uni-stuttgart.de/Content/Quasar/publications/M3.pdf .
[BCCK+ M6] Burgstahler, Lars, Cemal Coemert, Paul Christ, Hyung-Woo Kim,
Lutz Mark, Jens Tiemann, Rudolf Roth, Carsten Schmoll und Tan-
ja Zseby: Milestone 6: QUASAR Final Report. Projektbericht, Pro-
jekt QUASAR, dec 2002, http://www.ind.uni-stuttgart.de/
Content/Quasar/publications/M6.pdf .
[BCJM+ M2] Burgstahler, Lars, Georg Carle, Jürgen Jähnert, Lutz Mark,
Jens Tiemann, Rudolf Roth und Tanja Zseby: Milestone 2: QUA-
SAR QoS Reference Model. Projektbericht, Projekt QUASAR,
2001, http://www.ind.uni-stuttgart.de/Content/Quasar/
publications/M2.pdf .
[BHPB+ 00] Broy, M., H.-G. Hegering, A. Picot, A. Buttermann, M. Garschham-
mer, R. Hauck und S. Vogel: Kommunikations- und Informationstech-
nik 2010 Trends in Technologie und Markt. SecuMedia Verlag, Ingel-
heim, Deutschland, September 2000. ISBN 3-922746-35-7.
244
Literatur
[BJMT+ M1] Burgstahler, Lars, Jürgen Jähnert, Lutz Mark, Jens Tiemann und
Rudolf Roth:Milestone 1: Technology Overview. Projektbericht, Pro-
jekt QUASAR, mar 2001, http://www.ind.uni-stuttgart.de/
Content/Quasar/publications/M1.pdf .
[Blac 02] Black, Uyless D.: Voice Over IP (2nd Edition). Prentice Hall Series in
Advanced Communications Technologies. Prentice Hall, 2nd Edition
Auflage, 2002. ISBN 0-13-065204-0.
[Bles 04] Bless, Roland: Towards Scalable Management of QoS-based End-
to-End Services. In: Managing Next Generation Convergence
Networks and Services: Proceedings of the 9th IEEE/IFIP Net-
work Operations and Management Symposium (NOMS 2004),
Seoul, Korea, April 2004. IFIP/IEEE, http://doc.tm.uka.de/
2004/noms04-crc-rb-tm-uka-de.pdf .
[BrSh 98] Breslau, Lee und Scott Shenker: Best-Effort versus Reservations:
A Simple Comparative Analysis. In: Proceedings of the ACM SIG-
COMM ’98 conference on Applications, technologies, architectures,
and protocols for computer communication, Seiten 3–16, Vancouver,
British Columbia, Canada, 1998. ACM, ACM Press, http://www.cs.
columbia.edu/∼zwb/my/oral/qos/sigcomm98/bs.pdf .
[BSFR 05] Blefari-Melazzi, N., D. Di Sorte, M. Femminella und G. Reali:
A tariff model to charge IP services with guaranteed quality: ef-
fect of users’ demand in a case study. In: Clemm, A., O. Fe-
stor und A. Pras (Herausgeber): Proceedings of the 9th IFIP/IEEE
International Symposium on Integrated Network Managment (IM
2005) – Managing New Networked Worlds, Nice, France, Mai 2005.
IFIP/IEEE, http://www.ist-simplicity.org/_publications/
C14Atariffmodelto.pdf .
[Camp 96] Campbell, Andrew T.: A Quality of Service Architecture. PhD The-
sis, Lancaster University, England, Januar 1996, http://comet.ctr.
columbia.edu/∼campbell/papers/thesis.pdf .
[CDZ 97] Calvert, Kenneth L., Matthew B. Doar und Ellen W. Zegu-
ra: Modeling Internet Topology. IEEE Communications Magazi-
ne, 35(6):160–163, June 1997, http://www.cc.gatech.edu/fac/
Ellen.Zegura/papers/model.ps.gz .
[CrJa 02] Cristallo, Geoffrey und Christian Jacquenet: An Approach to Inter-
domain Traffic Engineering. In: Proceedings of XVIII World Telecom-
munications Congress (WTC 2002), Paris, Frankreich, 2002. , http:
//www.ist-tequila.org/publications/wtc2002-idte.pdf .
Projekt TEQUILA.
[DaRe 00] Davie, Bruce und Yakov Rekhter: MPLS – Technology and Applicati-
ons. Morgan Kaufmann Publishers, 2000. ISBN 1-55860-656-4.
[DE-CIX-HP] DE-CIX, http://www.decix.de/ . Homepage.
245
Literatur
[DGCG+ D3-4a] Damilatis, T. (Herausg.), D. Goderis, G. Crystallo, P. Georgatsos,
T. Damilatis, M.Megalooikonomou, C. Jacquenet, M. Boucadair,
S. Van Den Berghe, P. Van Heuven, E. Mykoniati, D. Giannakopou-
los, M. Maurogiorgis, H. Asgari, M. Irons, R. Egan, D. Griffin,
M. Feng, J. Griem, P. Trimintzios, P. Flegkas und G. Pavlou: Final Sy-
stem Evaluation – Part A: Tests and Results. Projektbericht D3-4a,
TEQUILA Consortium, Oktober 2002, http://www.ist-tequila.
org/deliverables/D3-4a.pdf .
[DGCG+ D3-4b] Damilatis, T. (Herausg.), D. Goderis, G. Crystallo, P. Georgatsos,
T. Damilatis, M. Megalooikonomou, C. Jacquenet, M.Boucadair,
C. Rischette, C. Duret, J. Lattmann, V. Laspreses, Van Den Berg-
he, P. Van Heuven, E. Mykoniati, D. Giannakopoulos, M. Mauro-
giorgis, H. Asgari, M. Irons, R. Egan, D. Griffin, M. Feng, P. Tri-
mintzios, P. Flegkas und G. Pavlou: Final System Evaluation – Part
B: Final Architecture, Protocol and Algorithm Specification. Projekt-
bericht D3-4b, TEQUILA Consortium, Oktober 2002, http://www.
ist-tequila.org/deliverables/D3-4b.pdf .
[DGCG+ D3-4c] Damilatis, T. (Herausg.), D. Goderis, G. Crystallo, P. Georgatsos,
T. Damilatis, M. Megalooikonomou, C. Jacquenet, M.Boucadair,
C. Rischette, C. Duret, J. Lattmann, V. Laspreses, S. Van Den Berg-
he, P. Van Heuven, E. Mykoniati, D. Giannakopoulos, M. Mauro-
giorgis, H. Asgari, M. Irons, R. Egan, D. Griffin, P. Trimintzios,
P. Flegkas und G. Pavlou: Final System Evaluation – Part C: Scalabili-
ty and Stability Analysis. Projektbericht D3-4c, TEQUILA Consortium,
Oktober 2002, http://www.ist-tequila.org/deliverables/
D3-4c.pdf .
[DiffServ-WG] Differentiated Services (diffserv), http://www.ietf.org/html.
charters/diffserv-charter.html . IETF Working Group.
[DPG 00] Davidson, Jonathan, James Peters und Brian Gracely: Voice over IP
Fundamentals. Cisco Press, 2000. ISBN 1578701686.
[Dreo 02] Rodosek, Gabrijela Dreo: A Framework for IT Service Management.
Habilitation, Ludwig-Maximilians-Universität München, Juni 2002.
[FHP 00] Fiedler, Ulrich, Polly Huang und Bernhard Plattner: Over-provi-
sioning or Differentiated Services – A Case Study on integrating ser-
vices over IP, citeseer.nj.nec.com/384952.html .
[FLNN+ 00] Ferrari, Tiziana, Simon Leinen, Jan Novak, Simon Nybroe, Her-
ve Prigent, Victor Reijs, Roberto Sabatino und Robert Stoy: Re-
port on Results of the Quantum Test Programme. Projektbericht,
Projekt QUANTUM, Juni 2000, http://www.dante.net/quantum/
qtp/final-report.pdf .
[GaRo 04] Garschhammer, M. und H. Roelle: Requirements on Quality Speci-
fication Posed by Service Orientation. In: Proceedings of the 15th
IFIP/IEEE International Workshop on Distributed Systems: Operations
246
Literatur
and Management (DSOM 2004), Seiten 1–14, Davis, CA, USA, Novem-
ber 2004. IFIP/IEEE, Springer.
[Gars 04] Garschhammer, M.: Entwicklung und Anwendung eines universel-
len Konzepts zur rechnergestützten Spezifikation und Messung von
D ienstgütemerkmalen. Dissertation, Ludwig-Maximilians-Universität
München, August 2004.
[GBTB+ 02] Goderis, D., S. Van den Bosch, Y. T’Joens, G. Pavlou, P. Trimintzios,
D. Griffin, P. Georgatsos, G. Memenios, E. Mykoniati und C. Jac-
quenet: A Service-Centric Quality of Service Architecture for IP-based
Next Generation Networks. In: Stadler, R. und Ulema M. (Heraus-
geber): Proceedings of the 8th International IFIP/IEEE Network Ope-
rations and Management Symposium (NOMS 2002), Florence, Ita-
ly, April 2002. IFIP/IEEE, IEEE Publishing, http://www.ee.ucl.ac.
uk/∼dgriffin/papers/Goder-02a.pdf .
[GHHK+ 01] Garschhammer, M., R. Hauck, H.-G. Hegering, B. Kempter, M. Lan-
ger, M. Nerb, I. Radisic, H. Roelle und H. Schmidt: Towards
generic Service Management Concepts – A Service Model Ba-
sed Approach. In: Pavlou, G., N. Anerousis und A. Liot-
ta (Herausgeber): Proceedings of the 7th International IFIP/IEEE
Symposium on Integrated Management (IM 2001), Seiten 719–
732, Seattle, Washington, USA, Mai 2001. IFIP/IEEE, IEEE Pu-
blishing, http://wwwmnmteam.informatik.uni-muenchen.de/
php-bin/pub/show{_}pub.php?key=smtf01 .
[GHHK 02] Garschhammer, M., R. Hauck, H.-G. Hegering, B. Kempter, I. Ra-
disic, H. Roelle und H. Schmidt: A Case-Driven Methodology for
Applying the MNM Service Model. In: Stadler, R. und M. Ule-
ma (Herausgeber): Proceedings of the 8th International IFIP/IEEE
Network Operations and Management Symposium (NOMS 2002),
Seiten 697–710, Florence, Italy, April 2002. IFIP/IEEE, IEEE Pu-
blishing, http://wwwmnmteam.informatik.uni-muenchen.de/
php-bin/pub/show{_}pub.php?key=ghhk02 .
[GHJV 95] Gamma, Erich, Richard Helm, Ralph Johnson und John Vlis-
sides: Design Patterns – Elements of Reusable Object-Orien-
ted Software. Addison-Wesley Professional Computing Series.
Addison-Wesley, 1995, http://www.amazon.com/exec/obidos/
ISBN=0201633612 . ISBN 0201633612.
[GHKR+ 01] Garschhammer, M., R. Hauck, B. Kempter, I. Radisic, H. Ro-
elle und H. Schmidt: The MNM Service Model – Refined
Views on Generic Service Management. Journal of Com-
munications and Networks, 3(4):297–306, Dezember 2001,
http://wwwmnmteam.informatik.uni-muenchen.de/
php-bin/pub/show{_}pub.php?key=ghkr01 .
[GHSB 03] Garschhammer, M., H.-G. Hegering, M. Schiffers, M. Broy und
247
Literatur
A. Picot: Kommunikations- und Informationstechnik 2010+3. Bun-
desamt für Sicherheit in der Informationstechnik, Bonn, Deutschland,
Mai 2003. ISBN 3-922746-48-9.
[GrSe 05] Grampin, E. und J. Serrat: Cooperation of control and management
plane for provisioning in MPLS networks. In: Clemm, A., O. Festor
und A. Pras (Herausgeber): Proceedings of the 9th IFIP/IEEE Inter-
national Symposium on Integrated Network Managment (IM 2005) –
Managing New Networked Worlds, Nice, France, Mai 2005. IFIP/IEEE.
[Guti 04] Gutierrez, Pedro A. Aranda: BGP-4 Protocol Patterns and Their
Impact on QoS Behavior. Inter-domain Performance and Simula-
tion Workshop0, Projekt IST-INTERMON: Advanced architecture for
INTER-domain quality of service MONitoring, modelling and visua-
lisation, Budapest, März 2004, http://www.ist-intermon.org/
overview/ips_2004/ips2004_031.pdf .
[HAN 99] Hegering, H.-G., S. Abeck und B. Neumair: Integrated Management
of Networked Systems – Concepts, Architectures and their Operatio-
nal Application. Morgan Kaufmann Publishers, 1999. ISBN 1-55860-
571-1.
[HCMO+ 04] Hwang, Junseok, Steve J. Chapin, Haci A. Mantar, Ibrahim T. Oku-
mus, Rajeesh Revuru und Aseem Salama: An Implementation Stu-
dy of a Dynamic Inter-Domain Bandwidth Management Platform in
DiffServ Networks. In: Managing Next Generation Convergence Net-
works and Services: Proceedings of the 9th IEEE/IFIP Network Opera-
tions and Management Symposium (NOMS 2004), Seoul, Korea, April
2004. IFIP/IEEE, http://www.hpdc.syr.edu/∼chapin/papers/
pdf/BMP_impl.pdf .
[HeRa 05] Henig, Asaf und Danny Raz: Efficient management of transco-
ding and multicasting multimedia streams. In: Clemm, A., O. Fe-
stor und A. Pras (Herausgeber): Proceedings of the 9th IFIP/IEEE
International Symposium on Integrated Network Managment (IM
2005) – Managing New Networked Worlds, Nice, France, Mai
2005. IFIP/IEEE, http://www.cs.technion.ac.il/∼cshenig/
images/TPMapproximation.pdf .
[IntServ-WG] Integrated Services (intserv), http://www.ietf.org/html.
charters/intserv-charter.html . IETF Working Group.
[ITU-T I.150] ITU-T: I.150 – Integrated Services Digital Network (ISDN) – General
Structure – B-ISDN Asynchronous Transfer Mode Functional Charac-
teristics. ITU-T Recommendation, International Telecommunication
Union – Telecommunication Standardization Sector (ITU-T), Dezem-
ber 1995.
[ITU-T I.431] ITU-T: I.431 – Primary Rate User – Network Interface – Layer 1 Specifi-
cation. ITU-T Recommendation, International Telecommunication Uni-
on – Telecommunication Standardization Sector (ITU-T), März 1993.
248
Literatur
[ITU-T X.200] ITU-T: X.200 – Data Networks and Open System Communications
– Open Systems Interconnection-Model and Notation – Information
Technology – Open Systems Interconnection – Basic ReferenceModel:
The Basic Model. ITU-T Recommendation, International Telecommu-
nication Union – Telecommunication Standardization Sector (ITU-T),
Juli 1994.
[ITUT-HP] International Telecommunication Union – Telecom Standardization
(ITU-T), http://www.itu.int/ITU-T/ . Homepage.
[Kell 98] Keller, A.: CORBA-basiertes Enterprise Management: Interope-
rabilität und Managementinstrumentierung verteilter koope-
rativer Managementsysteme in heterogener Umgebung. Dis-
sertation, Technische Universität München, Dezember 1998,
http://wwwmnmteam.informatik.uni-muenchen.de/
php-bin/pub/show_pub.php?key=kell98 .
[KZS 00] Krasnodembski, Kai, Martina Zitterbart und Joachim Sokol: End-
to-End QoS Provisioning Across Heterogeneous Domains. In: IEEE
Conference on High Performance Switching and Routing (ATM 2000),
Heidelberg, Deutschland, Juni 2000. , http://www.ibr.cs.tu-bs.
de/users/krasno/atm2000_krasno.ps .
[LaNe 00] Langer, M. und M. Nerb: Customer Service Management: An Infor-
mation Model for Communication Services. In: Linnhoff-Popien, C.
und H.-G. Hegering (Herausgeber): Trends in Distributed Systems:
Towards a Universal Service Market. Proceedings of the third Inter-
national IFIP/GI Working Conference, USM 2000, Nummer 1890 in Lec-
ture Notes in Computer Science (LNCS), Munich, Germany, September
2000. Ludwig-Maximilians-Universität München, Springer.
[LaOw 05] Larrieu, N. und P. Owezarski: Measurement based networking ap-
proach applied to congestion control in the multi-domain internet.
In: Clemm, A., O. Festor und A. Pras (Herausgeber): Proceedings of
the 9th IFIP/IEEE International Symposiumon Integrated NetworkMa-
nagment (IM 2005) – Managing New Networked Worlds, Nice, Fran-
ce, Mai 2005. IFIP/IEEE, http://dbserver.laas.fr/pls/LAAS/
publis.rech_doc?langage=ENG&clef=101206 .
[MPLS-WG] Multiprotocol Label Switching (mpls), http://www.ietf.org/
html.charters/mpls-charter.html . IETF Working Group.
[Nerb 01] Nerb, M.: Customer Service Management als Basis für interorgani-
sationales Dienstmanagement. Dissertation, Technische Universität
München, März 2001, http://tumb1.biblio.tu-muenchen.de/
publ/diss/in/2001/nerb.html .
[OMG 03-03-01] OMG: UnifiedModeling Language Specification, v1.5. OMG Specifica-




[PHS 00] Pan, P., E. Hahne und H. Schulzrinne: BGRP: A Tree-Based Aggre-
gation Protocol for Inter-domain Reservations. Journal of Communi-
cations and Networks, 2(2):157–167, Juni 2002, http://www1.cs.
columbia.edu/∼pingpan/papers/bgrp.pdf .
[QGMT+ 05] Quickenborne, Frederic Van, Filip De Greve, Ingrid Moerman, Fi-
lip De Turck und Piet Demeester: On the management of aggre-
gation networks with rapidly moving traffic demands. In: Clemm,
A., O. Festor und A. Pras (Herausgeber): Proceedings of the 9th
IFIP/IEEE International Symposium on Integrated Network Manag-
ment (IM 2005) –Managing NewNetworkedWorlds, Nice, France, Mai
2005. IFIP/IEEE.
[QUASAR-HP] Projekt QUASAR – Quality of Service Architectures, http://www.
ind.uni-stuttgart.de/Content/Quasar/index.html . Home-
page.
[Radi 03] Radisic, I.: Ein prozessorientierter, policy-basierter Ansatz für
ein integriertes, dienstorientiertes Abrechnungsmanagement.
Dissertation, Ludwig-Maximilians-Universität München, Februar
2003, http://wwwmnmteam.informatik.uni-muenchen.de/
php-bin/pub/show_pub.php?key=radi03 .
[RFC 1771] Rekhter, Y. und T. Li: RFC 1771: A Border Gateway Protocol 4 (BGP-4).
RFC, IETF, März 1995, http://www.ietf.org/rfc/rfc1771.txt .
[RFC 2026] Bradner, S.: RFC 2026: The Internet Standards Process – Revision
3. RFC, IETF, Oktober 1996, http://www.ietf.org/rfc/rfc2026.
txt .
[RFC 2205] Braden, R., Ed., L. Zhang, S. Berson, S. Herzog und S. Jamin: RFC
2205: Resource ReSerVation Protocol (RSVP) – Version 1 Functional
Specification. RFC, IETF, September 1997, http://www.ietf.org/
rfc/rfc2205.txt .
[RFC 2208] Mankin, A., Ed., F. Baker,B. Braden, S. Bradner,M.O‘Dell, A. Roma-
now, A. Weinrib und L. Zhang: RFC 2208: Resource ReSerVation Pro-
tocol (RSVP) – Version 1 Applicability Statement Some Guidelines on
Deployment. RFC, IETF, September 1997, http://www.ietf.org/
rfc/rfc2208.txt .
[RFC 2209] Braden, R. und L. Zhang: RFC 2209: Resource ReSerVation Protocol
(RSVP) – Version 1 Message Processing Rules. RFC, IETF, September
1997, http://www.ietf.org/rfc/rfc2209.txt .
[RFC 2210] Wroclawski, J.: RFC 2210: The Use of RSVP with IETF Integrated Ser-
vices. RFC, IETF, September 1997, http://www.ietf.org/rfc/
rfc2210.txt .
[RFC 2211] Wroclawski, J.: RFC 2211: Specification of the Controlled-Load Net-




[RFC 2212] Shenker, S., C. Partridge und R. Guerin: RFC 2212: Specification of
Guaranteed Quality of Service. RFC, IETF, September 1997, http:
//www.ietf.org/rfc/rfc2212.txt .
[RFC 2215] Shenker, S. und J. Wroclawski: RFC 2215: General Characterization
Parameters for Integrated Service Network Elements. RFC, IETF, Sep-
tember 1997, http://www.ietf.org/rfc/rfc2215.txt .
[RFC 2216] Shenker, S. und J. Wroclawski: RFC 2216: Network Element Service
Specification Template. RFC, IETF, September 1997, http://www.
ietf.org/rfc/rfc2216.txt .
[RFC 2328] Moy, J.: RFC 2328: OSPF Version 2. RFC, IETF, April 1998, http://
www.ietf.org/rfc/rfc2328.txt .
[RFC 2381] Garrett, M. und M. Borden: RFC 2381: Interoperation of Controlled-
Load Service and Guaranteed Service with ATM. RFC, IETF, August
1998, http://www.ietf.org/rfc/rfc2381.txt .
[RFC 2382] Crawley, E., Ed., L. Berger, S. Berson, F. Baker, M. Borden und
J. Krawczyk: RFC 2382: A Framework for Integrated Services and
RSVP over ATM. RFC, IETF, August 1998, http://www.ietf.org/
rfc/rfc2382.txt .
[RFC 2453] Malkin, G.: RFC 2453: RIP Version 2. RFC, IETF, November 1998,
http://www.ietf.org/rfc/rfc2453.txt .
[RFC 2474] Nichols, K., S. Blake, F. Baker und D. Black: RFC 2474: Definition
of the Differentiated Services Field (DS Field) in the IPv4 and IPv6
Headers. RFC, IETF, Dezember 1998, http://www.ietf.org/rfc/
rfc2474.txt .
[RFC 2475] Blake, S., D. Black, M. Carlson, E. Davies, Z. Wang und W. Weiss:
RFC 2475: An Architecture for Differentiated Service. RFC, IETF, De-
zember 1998, http://www.ietf.org/rfc/rfc2475.txt .
[RFC 2597] Heinanen, J., F. Baker,W. Weiss und J. Wroclawski: RFC 2597: Assu-
red Forwarding PHB Group. RFC, IETF, Juni 1999, http://www.ietf.
org/rfc/rfc2597.txt .
[RFC 2998] Bernet, Y., P. Ford, R. Yavatkar, F. Baker, L. Zhang,M. Speer, R. Bra-
den, B. Davie, J. Wroclawski und E. Felstaine: RFC 2998: A Frame-
work for Integrated Services Operation over Diffserv Networks. RFC,
IETF, November 2000, http://www.ietf.org/rfc/rfc2998.txt .
[RFC 3031] Rosen, E., A. Viswanathan und R. Callon: RFC 3031: Multiprotocol
Label Switching Architecture. RFC, IETF, Januar 2001, http://www.
ietf.org/rfc/rfc3031.txt .
[RFC 3034] Conta, A., P. Doolan und A. Malis: RFC 3034: Use of Label Switching




[RFC 3035] Davie, B., J. Lawrence, K. McCloghrie, E. Rosen, G. Swallow, Y. Rek-
hter und P. Doolan: RFC 3035: MPLS using LDP and ATM VC
Switching. RFC, IETF, Januar 2001, http://www.ietf.org/rfc/
rfc3035.txt .
[RFC 3086] Nichols, K. und B. Carpenter: RFC 3086: Definition of Differentiated
Services Per Domain Behaviors and Rules for their Specification. RFC,
IETF, April 2001, http://www.ietf.org/rfc/rfc3086.txt .
[RFC 3140] Black, D., S. Brim, B. Carpenter und F. Le Faucheur: RFC 3140:
Per Hop Behavior Identification Codes. RFC, IETF, Juni 2001, http:
//www.ietf.org/rfc/rfc3140.txt .
[RFC 3168] Ramakrishnan, K., S. Floyd und D. Black: RFC 3168: The Addition
of Explicit Congestion Notification (ECN) to IP. RFC, IETF, September
2001, http://www.ietf.org/rfc/rfc3168.txt .
[RFC 3209] Awduche, D., L. Berger, D. Gan, T. Li, V. Srinivasan und G. Swallow:
RFC 3209: RSVP-TE: Extensions to RSVP for LSP Tunnels. RFC, IETF,
Dezember 2001, http://www.ietf.org/rfc/rfc3209.txt .
[RFC 3246] Davie, B., A. Charny, J.C.R. Bennet, K. Benson, J.Y. Le Boudec,
W. Courtney, S. Davari, V. Firoiu und D. Stiliadis: RFC 3246: An Ex-
pedited Forwarding PHB (Per-Hop Behavior). RFC, IETF, März 2002,
http://www.ietf.org/rfc/rfc3246.txt .
[RFC 3247] Charny, A., J. Bennet, K. Benson, J. Boudec, A. Chiu, W. Courtney,
S. Davari, V. Firoiu, C. Kalmanek und K. Ramakrishnan: RFC 3247:
Supplemental Information for the New Definition of the EF PHB (Ex-
pedited Forwarding Per-Hop Behavior). RFC, IETF, März 2002, http:
//www.ietf.org/rfc/rfc3247.txt .
[RFC 3248] Armitage, G., B. Carpenter, A. Casati, J. Crowcroft, J. Halpern,
B. Kumar und J. Schnizlein: RFC 3248: A Delay Bound alternative re-
vision of RFC 2598. RFC, IETF, März 2002, http://www.ietf.org/
rfc/rfc3248.txt .
[RFC 3260] Grossman, D.: RFC 3260: New Terminology and Clarifications for Diff-
serv. RFC, IETF, April 2002, http://www.ietf.org/rfc/rfc3260.
txt .
[RFC 3270] Faucheur, F. Le, L. Wu, B. Davie, S. Davari, P. Vaananen, R. Kris-
hnan, P. Cheval und J. Heinanen: RFC 3270: Multi-Protocol Label
Switching (MPLS) Support of Differentiated Services. RFC, IETF, Mai
2002, http://www.ietf.org/rfc/rfc3270.txt .
[RFC 768] Postel, J.: RFC 768: User Datagram Protocol. RFC, IETF, August 1980,
http://www.ietf.org/rfc/rfc768.txt .




[RFC 793] Postel, J.: RFC 793: Transmission Control Protocol. RFC, IETF, Sep-
tember 1981, http://www.ietf.org/rfc/rfc793.txt .
[Roel 01] Roelle, H.: Introduction to MPLS and its Application in a Custo-
mer/Provider Scenario. In: 8th International Workshop of the HP
OpenViewUniversity Association (HPOVUA 2001), Berlin, Germany, Ju-
ni 2001. .
[Sail 02] Sailer, M.: Klassifizierung und Bewertung von VPN-Lösungen
für die Neuausrichtung der europaweiten Extranetstrategie der
BMW AG. Diplomarbeit, Technische Universität München, Au-
gust 2002, http://wwwmnmteam.informatik.uni-muenchen.
de/php-bin/pub/show_pub.php?key=sail02 .
[Schm 02a] Schmitz, D.: Konzeption und prototypische Implementierung eines
Werkzeugs zur Unterstützung der MNM Dienstmodellierungsmetho-
dik. Diplomarbeit, Ludwig-Maximilians-Universität München, Sep-
tember 2002, http://wwwmnmteam.informatik.uni-muenchen.
de/php-bin/pub/show_pub.php?key=schm02a .
[SchmH 01] Schmidt, H.: Entwurf von Service Level Agreements auf der Basis von
Dienstprozessen. Dissertation, Ludwig-Maximilians-Universität Mün-
chen, Juli 2001.
[SchmJB 01] Schmitt, Jens Burkhard: Heterogeneous Network Quality of Service
Systems. Kluwer Academic Publishers, 2001. ISBN 0-7923-7410-X.
[SGGG+ 01] Serrat, J., E. Grampin R. Garcia, A. Galis, P. Bayvel, M. Daser,
C. Todd, H. Balemans, W. Verhoef, J. Sanchez, L. Raptis, Bruno
Mayersohn, N. Katsanou, F. Karayannis, J.A. Lozano, D. Chronis,
D. Josef und N. Silva: Integrated Management for IP end-to-end
Transport Services over WDM Networks. In: Pavlou, G., N. Anerou-
sis und A. Liotta (Herausgeber): Proceedings of the 7th International
IFIP/IEEE Symposium on Integrated Management (IM 2001), Seattle,
Washington, USA, Mai 2001. IFIP/IEEE, IEEE Publishing.
[StarTap-HP] StarTap, http://www.startap.net/startap/ . Homepage.
[Tane 03] Tanenbaum, Andrew S.: Computer Networks. Prentice Hall, fourth
edition Auflage, 2003. ISBN 0-13-066102-3.
[TAPC+ 01] P. Trimintzios and I. Andrikopoulos and G. Pavlou and C.F. Ca-
valcanti and D. Goderis and Y. T’Joens and P. Georgatsos and
L. Georgiadis and D. Griffin and R. Egan and C. Jacquenet
and G. Memenios: An Architectural Framework for Providing QoS
in IP Differentiated Services Networks. In: Pavlou, G., N. An-
erousis und A. Liotta (Herausgeber): Proceedings of the 7th In-
ternational IFIP/IEEE Symposium on Integrated Management (IM





[TEQUILA-HP] Traffic Engineering for Quality of Service in the Internet, at Large Sca-
le, http://www.ist-tequila.org/ . Homepage.
[Thae 01] Thaens, K.: Enwicklung eines Kriterienkatalogs zur Bestimmung
der Einsatzreife von Netzinfrastrukturen zum Einsatz von VoIP.
Diplomarbeit, Ludwig-Maximilians-Universität München, Januar
2001, http://wwwmnmteam.informatik.uni-muenchen.de/
php-bin/pub/show_pub.php?key=thae01 .
[TS 122 246] ETSI: Digital cellular telecommunications system (Phase 2+) – Univer-
sal Mobile Telecommunications System (UMTS) – Multimedia Broad-
cast/Multicast Service (MBMS) user services – Stage 1 (3GPP TS
22.246 version 6.2.0 Release 6). ETSI Technical Specification ETSI
TS 122 246 V6.2.0, European Telecommunications Standards Institute
(ETSI), September 2004, http://pda.etsi.org/pda/home.asp?
wkr=DTS/TSGS-0122246v620 .
[TS 123 107] ETSI: Universal Mobile Telecommunications System (UMTS) – Quali-
ty of Service (QoS) concept and architecture (3GPP TS 23.107 ver-
sion 6.2.0 Release 6). ETSI Technical Specification ETSI TS 123 107
V6.2.0, European Telecommunications Standards Institute (ETSI), De-
zember 2004, http://pda.etsi.org/pda/home.asp?wkr=RTS/
TSGS-0223107v620 .
[TS 123 207] ETSI: Digital cellular telecommunications system (Phase 2+) – Uni-
versal Mobile Telecommunications System (UMTS) – End-to-end Qua-
lity of Service (QoS) concept and architecture (3GPP TS 23.207
version 6.4.0 Release 6). ETSI Technical Specification ETSI TS
123 207 V6.4.0, European Telecommunications Standards Institute
(ETSI), September 2004, http://pda.etsi.org/pda/home.asp?
wkr=RTS/TSGS-0223207v640 .
[TS 123 246] ETSI: Universal Mobile Telecommunications System (UMTS) – Multi-
media Broadcast/Multicast Service (MBMS) – Architecture and func-
tional description (3GPP TS 23.246 version 6.6.0 Release 6). ETSI
Technical Specification ETSI TS 123 246 V6.6.0, European Telecommu-
nications Standards Institute (ETSI), März 2005, http://pda.etsi.
org/pda/home.asp?wkr=RTS/TSGS-0223246v660 .
[VPMK 04] Vali, Dimitra, Sarantis Paskalis, Lazaros Merakos und Alex-
andros Kaloxylos: A Survey of Internet QoS Signaling. IE-
EE Communications Surveys and Tutorials, 6(4):32–43, 2004,
http://www.comsoc.org/livepubs/surveys/public/2004/
oct/pdf/VALI.pdf .
[VVWM+ 02] Vermeulen, Brecht, Stefaan Vanhastel, Jeroen Wellen, Carmen
Mas, Frederik Scholaert und Piet Demeester: A Generic End-to-end
Distributed QoS Management Architecture and its application to IP-
DiffServ over a WDM Access Feeder Network. In: Stadler, R. und Ule-
ma M. (Herausgeber): Proceedings of the 8th International IFIP/IEEE
254
Literatur
Network Operations andManagement Symposium (NOMS 2002), Flo-
rence, Italy, April 2002. IFIP/IEEE, IEEE Publishing.
[XiBo 05] Xiao, J. und R. Boutaba: QoS aware Service composition in large sca-
le multi-domain networks. In: Clemm, A., O. Festor und A. Pras (Her-
ausgeber): Proceedings of the 9th IFIP/IEEE International Symposium
on Integrated Network Managment (IM 2005) – Managing New Net-
worked Worlds, Nice, France, Mai 2005. IFIP/IEEE.
[XiNi 99] Xiao, X. und L. M. Ni: Internet QoS: A Big Picture. IEEE Network, 13:8–
18, März 1999, http://www.cs.virginia.edu/∼cs757/papers/
xiao99internet.pdf .
[XLWN 02] Xiao, L., K. Lui, J. Wang und K. Nahrstedt: QoS extension to BGP. In:
10th IEEE International Conference on Network Protocols, Paris, No-
vember 2002. , http://citeseer.ist.psu.edu/694925.html .
[XWLN 04] Xiao, L., J. Wang K. Liu und K. Nahrstedt: Advertising In-
terdomain QoS Routing Information. IEEE Journal on Se-








KM-bereich-einzelfall . . . . . . . . . . . . . . . . . . . . . . 145, 145
KM-C...
KM-Csm-* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
KM-D...
KM-DkI-* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
KM-DkI-Tr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190, 190, 193
KM-DkI-Tr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190, 191, 193
KM-DkI-Tr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190, 191, 193
KM-DkI-Tr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190, 193
KM-DkI-Tu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190, 193
KM-DkI-Tu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191, 193
KM-DkI-Tu3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 191, 192, 193
KM-DkI-Tu4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192, 193
KM-E...
KM-Evt-class . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
KM-G...
KM-gZ-* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
KM-gZ-Tr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149, 151
KM-gZ-Tr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149, 151
KM-gZ-Tr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150, 151, 156
KM-gZ-Tr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
KM-gZ-Tu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
KM-gZ-Tu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
KM-gZ-Tu3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151, 152
KM-gZ-Tu4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
KM-K...
KM-Kr-MMTr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
KM-Kr-MMTr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
KM-Kr-MMTr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161, 162
KM-Kr-MMTr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
KM-Kr-MMTu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
KM-Kr-MMTu1/2/4 . . . . . . . . . . . . . . . . . . . . . . . . . 161, 162
KM-Kr-MMTu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
KM-Kr-MMTu3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162, 163
KM-Kr-MMTu4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
KM-Kr-MUTr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-MUTr1/2/4 . . . . . . . . . . . . . . . . . . . . . . . . . 164, 164
KM-Kr-MUTr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-MUTr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164, 166
KM-Kr-MUTr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-MUTu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-MUTu1/2/4 . . . . . . . . . . . . . . . . . . . . . . . . . 163, 165
KM-Kr-MUTu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-MUTu3 . . . . . . . . . . . . . . . . . . . . . . . . . 163, 165, 166
KM-Kr-MUTu4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-UMTr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
KM-Kr-UMTr1/2/4 . . . . . . . . . . . . . . . . . . . . . . . . . . 163, 163
KM-Kr-UMTr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
KM-Kr-UMTr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163, 166
KM-Kr-UMTr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-UMTu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-UMTu1/2/4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
KM-Kr-UMTu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-UMTu3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164, 166
KM-Kr-UMTu4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
KM-Kr-UUTr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
KM-Kr-UUTr1/2/4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
KM-Kr-UUTr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
KM-Kr-UUTr3 . . . . . . . . . . . . . . . . . . . . . . . . . . 160, 162, 164
KM-Kr-UUTr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
KM-Kr-UUTu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
KM-Kr-UUTu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
KM-Kr-UUTu3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161, 162
KM-Kr-UUTu4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
KM-P...
KM-Pe-* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
KM-Pe-BdTr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
KM-Pe-BdTr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169, 171
KM-Pe-BdTr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
KM-Pe-BdTu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
KM-Pe-BdTu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169, 171
KM-Pe-BdTu3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
KM-Pe-UdTr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
KM-Pe-UdTr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
KM-Pe-UdTr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167, 170
KM-Pe-UdTr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
KM-Pe-UdTu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
KM-Pe-UdTu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
257
Teilfallindex
KM-Pe-UdTu3 . . . . . . . . . . . . . . . . . . . . . . . . . 168, 169, 170
KM-Pe-UdTu4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
KM-Q...
KM-QkI-* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
KM-QkI-Tr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
KM-QkI-Tr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
KM-QkI-Tr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
KM-QkI-Tr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193, 216, 216
KM-QkI-Tu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
KM-QkI-Tu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
KM-QkI-Tu3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
KM-QkI-Tu4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
KM-QpG-Tr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177, 180
KM-QpG-Tr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
KM-QpG-Tr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 177, 177, 180
KM-QpG-Tu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177, 180
KM-QpG-Tu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
KM-QpG-Tu3 . . . . . . . . . . . . . . . . . . . . . . . . . . 177, 177, 180
KM-QpS-Vgl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175, 176
KM-QpUp-ATr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186, 187
KM-QpUp-ATr1/2/Tu1/2 . . . . . . . . . . . . . . . . . . . . . . . . 186
KM-QpUp-ATr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186, 187
KM-QpUp-ATu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186, 187
KM-QpUp-ATu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186, 187
KM-QpUp-STr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
KM-QpUp-STr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
KM-QpUp-STu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
KM-QpUp-STu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
KM-QpW-Semmod . . . . . . . . . . . . . . . . . . . . . . . . . 179, 180
KM-QpW-Tr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183, 185
KM-QpW-Tr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183, 185
KM-QpW-Tr3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183, 185
KM-QpW-Tr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183, 185
KM-QpW-Trans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182, 182
KM-QpW-Tu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184, 185
KM-QpW-Tu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184, 185
KM-QpW-Tu3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184, 185
KM-QpW-Tu4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184, 185
KM-QpW-TuSig . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
KM-QpW-Typmod . . . . . . . . . . . . . . . . . . . . . . . . . . 180, 180
KM-U...
KM-Usap-* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
KM-V...
KM-Vo-* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
KM-Vo-Tr1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155, 156, 158
KM-Vo-Tr2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155, 156, 158
KM-Vo-Tr3 . . . . . . . . . . . . . . . . . . . . . . . 156, 156, 157, 158
KM-Vo-Tr4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156, 158
KM-Vo-Tu1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156, 158
KM-Vo-Tu2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156, 158
KM-Vo-Tu3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157, 158




L1-(KM-bereich-einzelfall) . . . . . . . . . . . . . . . . 145, 145
...-(KM-C...)
L1-(KM-Csm-*) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
...-(KM-D...)
L1-(KM-DkI-Tr2) . . . . . . . . . . . . . . . . . . . . . . . 190, 191, 193
L2-(KM-DkI-Tr2) . . . . . . . . . . . . . . . . . . . . . . 190, 191, 193
L1-(KM-DkI-Tr4) . . . . . . . . . . . . . . . . . . . . . . 190, 192, 193
L1-(KM-DkI-Tu2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191, 193
L2-(KM-DkI-Tu2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191, 193
L1-(KM-DkI-Tu3) . . . . . . . . . . . . . . . . . . . . . . 191, 192, 193
L2-(KM-DkI-Tu3) . . . . . . . . . . . . . . . . . . . . . . 191, 192, 193
L1-(KM-DkI-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192, 193
L2-(KM-DkI-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . . 192, 193
L3-(KM-DkI-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . . 192, 193
...-(KM-G...)
L1-(KM-gZ-Tr2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150, 151
L2-(KM-gZ-Tr2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150, 151
L1-(KM-gZ-Tr4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150, 152
L1-(KM-gZ-Tu2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
L2-(KM-gZ-Tu2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
L1-(KM-gZ-Tu3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151, 152
L2-(KM-gZ-Tu3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152, 152
L1-(KM-gZ-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152, 196
L2-(KM-gZ-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152, 196
L3-(KM-gZ-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152, 196
...-(KM-K...)
L1-(KM-Kr-MMTr3) . . . . . . . . . . . . . . . . . . . . . . . . . . 161, 162
L1-(KM-Kr-MMTu1/2/4) . . . . . . . . . . . . . . . . . . . . 161, 163
L1-(KM-Kr-MMTu3) . . . . . . . . . . . . . . . . . . . . . . . . . 162, 163
L1-(KM-Kr-MUTr1/2/4) . . . . . . . . . . . . . . . . . . . . 164, 166
L1-(KM-Kr-MUTu1/2/4) . . . . . . . . . 161, 165, 165, 166
L1-(KM-Kr-MUTu3) . . . . . . . . . . . . . . . . . . . . 162, 165, 166
L1-(KM-Kr-UMTr1/2/4) . . . . . . . . . 163, 163, 164–166
L1-(KM-Kr-UMTr3) . . . . . . . . . . . . . . . . . . . . . . . . . . 163, 166
L1-(KM-Kr-UMTu1/2/4) . . . . . . . . . . . . . . . . . . . . 164, 166
L1-(KM-Kr-UMTu3) . . . . . . . . . . . . . . . . . . . . . . . . . 164, 166
L1-(KM-Kr-UUTr3) . . . . . . . . . . . . . . . . . . . . 160, 162, 163
L1-(KM-Kr-UUTu3) . . . . . . . . . . . . . . . 161, 162, 164, 165
...-(KM-P...)
L1-(KM-Pe-BdTr2) . . . . . . . . . . . . . . . . . . . . . . . . . . 169, 171
L2-(KM-Pe-BdTr2) . . . . . . . . . . . . . . . . . . . . . . . . . . 169, 171
L1-(KM-Pe-BdTu2) . . . . . . . . . . . . . . . . . . . . . . . . . . 169, 171
L2-(KM-Pe-BdTu2) . . . . . . . . . . . . . . . . . . . . . . . . . . 170, 171
L3-(KM-Pe-BdTu2) . . . . . . . . . . . . . . . . . . . . . . . . . . 170, 171
L4-(KM-Pe-BdTu2) . . . . . . . . . . . . . . . . . . . . . . . . . . 170, 171
L1-(KM-Pe-UdTr3) . . . . . . . . . . . . . . . . . . . . . . . . . . 168, 170
L2-(KM-Pe-UdTr3) . . . . . . . . . . . . . . . . . . . . . . . . . 168, 170
L1-(KM-Pe-UdTu3) . . . . . . . . . . . . . . . . . . . . . . . . . 168, 170
L2-(KM-Pe-UdTu3) . . . . . . . . . . . . . . . . . . . . . . . . . 168, 170
L3-(KM-Pe-UdTu3) . . . . . . . . . . . . . . . . . . . . . . . . . 169, 170
L4-(KM-Pe-UdTu3) . . . . . . . . . . . . . . . . . . . . . . . . . 169, 170
...-(KM-Q...)
L1-(KM-QkI-Tr2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
L2-(KM-QkI-Tr2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
L1-(KM-QkI-Tr4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193, 216
L1-1-(KM-QkI-Tr4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
L1-2-(KM-QkI-Tr4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
L1-3-(KM-QkI-Tr4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
L1-(KM-QkI-Tu2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
L2-(KM-QkI-Tu2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
L1-(KM-QkI-Tu3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
L2-(KM-QkI-Tu3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
L1-(KM-QkI-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
L2-(KM-QkI-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
L3-(KM-QkI-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
L1-(KM-QpG-Tr3) . . . . . . . . . . . . . . . . . . . . . . . . . . . 177, 177
L1-(KM-QpG-Tu3) . . . . . . . . . . . . . . . . . . . . . . . . . . . 177, 177
L1-(KM-QpS-Vgl) . . . . . . . . . . . . . . . . . . . . . . 175, 176, 178
L2-(KM-QpS-Vgl) . . . . . . . . . . . . . . . . 175, 176, 178–180
L3-(KM-QpS-Vgl) . . . . . . . . . . . . . . . . . . . . . 175, 175, 176
L1-(KM-QpUp-ATr1) . . . . . . . . . . . . . . . . . . . . . . . . 186, 187
L1-(KM-QpUp-ATr1/2/Tu1/2) . . . . . . . . . . . . . . 187, 187
L1-(KM-QpUp-ATr2) . . . . . . . . . . . . . . . . . . 186, 186, 187
L1-(KM-QpUp-ATu1) . . . . . . . . . . . . . . . . . . . . . . . 186, 187
L1-(KM-QpUp-ATu2) . . . . . . . . . . . . . . . . . . . . . . . 186, 187
L1-(KM-QpW-Semmod) . . . . . . . . . . . . . . . . . . . 180, 180
L1-(KM-QpW-Tr3) . . . . . . . . . . . . . . . . . . . . . 183, 184, 185
L1-(KM-QpW-Tr4) . . . . . . . . . . . . . . . . . . . . . . . . . . 183, 185
L1-(KM-QpW-Trans) . . . . . . . . . . . . . . . . . . . . . . . . 182, 182
259
Teillösungsindex
L2-(KM-QpW-Trans) . . . . . . . . . . . . . . . . . . . . . . . 182, 182
L1-(KM-QpW-Tu1) . . . . . . . . . . . . . . . . . . . . . . . . . . 184, 185
L1-(KM-QpW-Tu2) . . . . . . . . . . . . . . . . . . . . . . . . . . 184, 185
L1-(KM-QpW-Tu3) . . . . . . . . . . . . . . . . . . . . . . . . . . 184, 185
L1-(KM-QpW-Tu4) . . . . . . . . . . . . . . . . . . . . . . . . . . 184, 185
L1-(KM-QpW-TuSig) . . . . . . . . . . . . . . . . . . . . . . . 184, 184
L2-(KM-QpW-TuSig) . . . . . . . . . . . . . . . . . . . . . . . 184, 184
L3-(KM-QpW-TuSig) . . . . . . . . . . . . . . . . . . . . . . . 184, 184
L1-(KM-QpW-Typmod) . . . . . . . . . . . . . . . . . . . . . 180, 180
...-(KM-U...)
L1-(KM-Usap-*) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
...-(KM-V...)
L1-(KM-Vo-Tr2) . . . . . . . . . . . . . . . . . . 155, 156, 158, 190
L2-(KM-Vo-Tr2) . . . . . . . . . . . . . . . . . . 155, 156, 158, 190
L1-(KM-Vo-Tr4) . . . . . . . . . . . . 156, 158, 190, 216, 217
L1-(KM-Vo-Tu2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156, 158
L2-(KM-Vo-Tu2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156, 158
L1-(KM-Vo-Tu3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157, 158
L2-(KM-Vo-Tu3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157, 158
L1-(KM-Vo-Tu4) . . . . . . . . . . . . . . . . . . . . . . . 158, 159, 184
L2-(KM-Vo-Tu4) . . . . . . . . . . . . . . . . . . . . . . . 158, 159, 184




ABR . . . . . . . . . . . . . . . . . . . . . . . . siehe Available Bit Rate
Absolute Garantie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
access provider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Änderungsphase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
AF . . . . . . . . . . . . . . . . . . . . . . . siehe Assured Forwarding
Anforderungen . . . . . . . . . . . 34, 40, 42, 60, 131, 206
Anwendungsfall . . . . . . . . . . . . . . . . . . . . . . . 30, 141, 218
Arbeitspakete . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
Architekturstandards . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
AS . . . . . . . . . . . . . . . . . . . . . . siehe Autonomous System
Assured Forwarding . . . . 49, 88, 98, 102, 114, 118,
125, 128, 180
Asymmetrische Koppelung . . . . . . . . . . . . . . . . . . . . 142
Asynchronous Transfer Mode . . . 9, 9, 46, 97, 99,
102, 107, 108, 117, 120, 121, 126, 180, 196
ATM . . . . siehe Asynchronous Transfer Mode, 126
ATM-Forum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9, 46
Autonomous System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Available Bit Rate . . . . . . . . . . . . . . . . . . . . . 100, 121, 196
B
Basic Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Basis-Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25, 76
Basis-Rahmenwerken . . . . . . . . . . . . . . . . . . . . . . . . 24, 61
Basistechnologien . . . . . . . . . . . . . . . . . . . . . . . . . . . 24, 61
Beendigungskorridor . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Beendigungsphase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Belegungskorridor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Bereitstellungsphase . . . . . . . . . . . . . . . . . . . . . 108, 205
Best-Effort . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Betriebsphase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108, 205
BGP . . . . . . . . . . . . . . . siehe Border Gateway Protocol
Bidirektionale Kommunikationsrichtung 143, 160
Black-Box-Sicht . . . . . . . . . . . . . . . . . . . . . . . . 78, 131, 132
Border Gateway Protocol . . . . . . . . . . . . . . . . . . . . 22, 81
C
CBR . . . . . . . . . . . . . . . . . . . . . . . . siehe Constant Bit Rate
Cell Loss Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Class-of-Service . . . . . . . . . . . . . . . 21, 49, 93, 112, 197
CLR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . siehe Cell Loss Rate
Constant Bit Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Controlled-Load Service . . . . . . . . . . . . . . . . . . . . . . . . . 48
core provider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
CoS . . . . . . . . . . . . . . . . . . . . . . . . . . siehe Class-of-Service
CSM . . . . . . . siehe Customer Service Management
customer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Customer Service Management . 25, 74, 76, 130,
200
customer service management (CSM) client . . 75
customer side . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
D
Daten-Kategorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85, 153
Datenprotokolle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Definitionskorridor . . . . . . . . 119, 126, 140, 201, 212
Deterministische Garantie . . . . . . . . . . . . . . . . . . . . . . 93
Deutsches Forschungsnetz . . . . . . . . . . . . . . . . . . . . . . 58
DFN . . . . . . . . . . . . . siehe Deutsches Forschungsnetz
Dienst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25, 72, 126
Dienstimplementierung . . . . . . . . . . . . . . . . . . . . . 75, 78
Dienstleister . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Dienstleisterseite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Dienstmanagement-Implementierung . . . . . . . . . 75
Dienstnehmerseite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Dienstsicht . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Diensttypen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
Dienstvereinbarung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Dienstzugangspunkt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Differentiated Services . 9, 10, 49, 83, 89, 95, 98,
102, 103, 111, 114, 118, 120
DiffServ . . . . . . . siehe Differentiated Services, 102
DiffServ Codepoint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
dropping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
DS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . siehe DiffServ
DSCP . . . . . . . . . . . . . . . . . . . . siehe DiffServ Codepoint
E
EBNF . . . . . . . . . siehe Extended Backus-Naur Form
ECN . . . . . . . siehe Explicit Congestion Notification
EF . . . . . . . . . . . . . . . . . . . . . siehe Expedited Forwarding
Entity Relationship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
ER . . . . . . . . . . . . . . . . . . . . . . . . siehe Entity Relationship
Ereignisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120, 125, 195
261
Schlagwortindex
Expedited Forwarding . . . . . . . . . . . . . . . . . . . . . . . 49, 58
Explicit Congestion Notification . . . . . . . . . . . . . . . . 89
Extended Backus-Naur Form . . . . . . . . . . . . . . . . . . . 144
F
FEC . . . . . . . . . . siehe Forwarding Equivalency Class
Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Forwarding Equivalency Class . . . . . . . . . . . . . . . . . . 62
FR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . siehe Frame Relay
Frame Relay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Fundamentalrollen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
G
G-WiN . . . . . . . . . . siehe Gigabit-Wissenschaftsnetz
Garantietyp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92, 176
Geschwindigkeitsparameter . . . . 94, 181, 182, 185
GFR . . . . . . . . . . . . . . . . . siehe Guaranteed Frame Rate
Gigabit-Wissenschaftsnetz . . . . . . . . . . . . . . . . . . . . . . 58
Grundanwendungsfälle . . . . . . . . . . . . . . . . . . . . . . . . . 141
Grundvorgänge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
Guaranteed Frame Rate . . . . . . . . . . . . . . . . . . . . . . . . 100
Guaranteed Quality of Service . . . . . . . . . . . . . . . . . . 48
H
HTTP . . . . . . . . . . . siehe Hypertext Transfer Protocol
Hypertext Transfer Protocol . . . . . . . . . . . . . . . . . . . . 111
I
ICMP . . . siehe Internet Control Message Protocol
IETF . . . . . . . siehe Internet Engineering Task Force
Individualdienst . . . . . . . . . . . . . . . . . . . . . . . . . . . 202, 219
Instanziierungskorridor . . . . . . . . . . . . . . . . . . . 119, 126
Integrated Services . . . . . . . . . . . . 18, 47, 83, 111, 116
Integrated Services Digital Network . . . . . . . . . . . . 12
Interaktionsereignisse . . . . . . . . . . . . . . . . . . . . . . . . . . 121
International Organization for Standardization . .
18
International Telecommunication Union –
Telecom Standardization . . . . . . . . . . . . . 9, 46
Internet Control Message Protocol . . . . . . . . . . . . . 22
Internet Engineering Task Force . . . . . . . . . . . . . . . . . 10
IntServ . . . . . . . . . . . . . . . . . . siehe Integrated Services
ISDN . siehe Integrated Services Digital Network
ISO . . . . . . . . . . siehe International Organization for
Standardization
ITU-T . . . . siehe International Telecommunication
Union – Telecom Standardization
K
Kardinalitäten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110, 188
Kernnetzprovider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Klassifikation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
Kommunikationsrelation . . . . . . . . . . . . . . . . . . . . . . . 159
Kommunikationsrichtung . . . . . . . . . . . 143, 160, 166
Koppelungssymmetrie . . . . . . . . . . . . . . . . . . . . . . . . . . 142
Korrektheitsparameter . . . . . . . . . . . . . . . 94, 182, 212
Kunde . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
L
LAL . . . . . . . . . . . . . . . siehe Layer - Aspect - Life cycle
LAN . . . . . . . . . . . . . . . . . . . . . . siehe Local Area Network
Layer - Aspect - Life cycle . . . . . . . . . . . . . . . . . . . . . . . . 64
Lebensabschnittskorridor . . . . . 119, 126, 139, 197
Lebenskorridor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Lebenszyklus . . . . 32, 106, 117, 121, 126, 197, 204
Local Area Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
M
management functionality . . . . . . . . . . . . . . . . . . . . . . 72
Managementfunktionalität . . . . . . . . . . . 72, 130, 199
Massendienst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
maxCDT . . . . . siehemaximum Cell Transfer Delay
Maximum Burst Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
maximum Cell Transfer Delay . . . . . . . . . . . . . . . . . . . 97
Maximum Frame Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
MBMS . sieheMultimedia Broadcast / Multicast
Service
MBS . . . . . . . . . . . . . . . . . . . sieheMaximum Burst Size
MCR . . . . . . . . . . . . . . . . . . . . . . sieheMinimum Cell Rate
MFS . . . . . . . . . . . . . . . . . . . sieheMaximum Frame Size
Minimum Cell Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
MNM-Dienstmodell . . . . . . . . . . . . . . . 25, 72, 126, 130
MPLS . . . . . . . sieheMulti Protocol Label Switching
MPOA . . . . . . . . . . . . . sieheMulti-Protocol Over ATM
Multi Protocol Label Switching . . . . . . . . . 20, 24, 61
Multi-Protocol Over ATM . . . . . . . . . . . . . . . . . . . . . . . . . 47
Multicast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87, 160
Multicast 1:n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Multicast m:n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Multimedia Broadcast / Multicast Service . . 227
N
Network-Network Interface . . . . . . . . . . . . . . . . . . . . . . 21
Netz-QoS-Architektur . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Netz-QoS-Dienste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Netz-QoS-Dienstinstanz . . . . . . . . . . . . . . . . . . . . . . . . . 27
NNI . . . . . . . . . . . . . siehe Network-Network Interface
non-real-time Variable Bit Rate . . . . . . . . . . . . . . . . 100
nrtVBR . . . . . siehe non-real-time Variable Bit Rate
Nutzer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Nutzfunktionalität . . . . . . . . . . . . . . . . . . . . . . . . . . 72, 126
Nutzungsphase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
O
Open Shortest Path First . . . . . . . . . . . . . . . . . . . . 22, 79
Open Systems Interconnection . . . . . . . . . . . . . . . . . 18
OSI . . . . . . . . . siehe Open Systems Interconnection
OSPF . . . . . . . . . . . . . . siehe Open Shortest Path First
Overprovisioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
P
Paketgrenze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86, 167
PCR . . . . . . . . . . . . . . . . . . . . . . . . . . . . siehe Peak Cell Rate
Peak Cell Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
262
Schlagwortindex
peak-to-peak Cell Delay Variation . . . . . . . . . . . . . . 97
peakToPeakCDV . . siehe peak-to-peak Cell Delay
Variation
Per Hop Behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . . 49, 88
PHB . . . . . . . . . . . . . . . . . . . . . . siehe Per Hop Behaviour
Planungsphase . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107, 204
Point-of-Presence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
PoP . . . . . . . . . . . . . . . . . . . . . . . . siehe Point-of-Presence
provider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
provider side . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Providerhierarchie . . . . . . . . . . . . . . . 18, 31, 35, 37, 48
Q
QoS . . . . . . . . . . . . . . . . . . . . . . . siehe Quality-of-Service
QoS parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
QoS-Kategorie . . . . . . . . . . . . . . . . . . . . . . . . . . 20, 97, 172
QoS-Parameter . . . . . . . . . . . . . . . . . . . . . . . . . 20, 90, 173
Quality-of-Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Quelldienst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
R
real-time Variable Bit Rate . . . . . . . . . . . . . . . . . . . . . . 99
Relative Garantie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Request For Comments . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Resource Reservation Setup Protocol . . . . . 48, 86
RFC . . . . . . . . . . . . . . . . . siehe Request For Comments
RIP . . . . . . . . . . . siehe Routing Information Protocol
Routing Information Protocol . . . . . . . . . . . . . . . . . . . 79
RSVP . . . . . . . . . . siehe Resource Reservation Setup
Protocol
rtVBR . . . . . . . . . . . . siehe real-time Variable Bit Rate
S
Schmitt, Modell von . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
SCR . . . . . . . . . . . . . . . . . . . . . . siehe Sustained Cell Rate
SDU . . . . . . . . . . . . . . . . . . . . . . . . siehe Service Data Unit
Semantik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90, 175
service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25, 72
service agreement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
service client . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Service Data Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85, 86
service implementation . . . . . . . . . . . . . . . . . . . . . 75, 78
Service Level Agreement . . . . . . . . . . . . . . . . . . . . . . . 107
service management implementation . . . . . . . . . . 75
Sichten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
SLA . . . . . . . . . . . . . . . . siehe Service Level Agreement
Spontanereignisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
Standarddienst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
Standardisierungsphase . . . . . . . . . . . . . . . . . . 107, 212
Statistische Garantie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Strom-Protokolle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Sustained Cell Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
SVC . . . . . . . . . . . . . . . . . siehe Switched Virtual Circuit
Switched Virtual Circuit . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Symmetrische Koppelung . . . . . . . . . . . . . . . . . . . . . . 142
Szenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
T
Taxonomie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
TCP . . . . . . . . . siehe Transmission Control Protocol
Teilfragestellungen . . . . . . . . . . . . . . . 4, 207, 210, 213
Terminologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
ToS . . . . . . . . . . . . . . . . . . . . . . . . . . . siehe Type of Service
Transitiv-Koppelung . . . . . . . . . . . . . . . . . . . . . . . . 31, 142
Transmission Control Protocol . . . . . . . . . . . . . . . . . . 87
Tunnel-Koppelung . . . . . . . . . . . . . . . . . . . . . . . . . . . 31, 142
Tunneldienst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
Type of Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
U
UBR . . . . . . . . . . . . . . . . . . . . siehe Unspecified Bit Rate
UDP . . . . . . . . . . . . . . . . siehe User Datagram Protocol
UML . . . . . . . . . . . siehe Unified Modeling Language
UMTS . . . . . . . . . . . . . . . . . . . . . . siehe Universal Mobile
Telecommunications System
UNI . . . . . . . . . . . . . . . . . siehe User-Network Interface
Unicast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87, 160
Unicast bidirektional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Unicast unidirektional . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Unidirektionale Kommunikationsrichtung . . . 143,
160
Unified Modeling Language . . . . . . . . . . . . . . . . . . . . . 26
Universal Mobile Telecommunications System . . .
19, 50
Unspecified Bit Rate . . . . . . . . . . . . . . . . . . . . . . . . 20, 100
usage functionality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
user . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
User Datagram Protocol . . . . . . . . . . . . . . . . . . . . . . . . . 87
User-Network Interface . . . . . . . . . . . . . . . . . . . . . . . . . . 21
V
VCI . . . . . . . . . . . . . . . . siehe Virtual Channel Identifier
Veränderungskorridor . . . . . . . . . . . . . . . . . . . . . 119, 126
Verbindungsorientiert . . . . . . . . . . . . . . . . . . . . . . 85, 155
Vereinbarungsphase . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Verhandlungsphase . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
Verwerfen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
views . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Virtual Channel Identifier . . . . . . . . . . . . . . . . . . . . . . 102
Virtual Path Identifier . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
Virtual-Private-Network . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Voice-over-IP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
VoIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . siehe Voice-over-IP
Volumenparameter . . . . . . . . . . . . . . . . . . . . 93, 181, 185
VPI . . . . . . . . . . . . . . . . . . . . siehe Virtual Path Identifier
VPN . . . . . . . . . . . . . . . . . siehe Virtual-Private-Network
W
Wertemenge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91, 178
Z
zentrale Austauschpunkte . . . . . . . . . . . . . . . . . 17, 221
Zieldienst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142








Schulbildung 09.1978 - 07.1982 städt. Grundschule an der Regina-Ullmann-
Straße, München
09.1982 - 07.1991 staatl. Luitpold-Gymnasium, München
Abschluss: allgemeine Hochschulreife
Zivildienst 12.1991 - 02.1993 Klinik und Poliklinik für Psychiatrie und
Psychotherapie der Ludwig-Maximilians-
Universität München,
Abteilung für Klinische Psychologie und Psy-
chophysiologie
Studium 11.1993 - 05.2000 Informatik (Nebenfach Mathematik), Techni-
sche Universität München
Abschluss: Diplom-Informatiker Univ.
Beruf seit 06.2000 Wissenschaftlicher Mitarbeiter am Lehrstuhl
für Kommunikationssysteme und Systempro-
grammierung (Prof. Dr. Heinz-Gerd Hegering)
am Department Institut für Informatik der
Ludwig-Maximilians–Universität München

