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RESUME 
Les convertisseurs analogique-numerique (CAN) occupent une place cruciale dans les 
circuits electroniques, en particulier les biocapteurs. En effet, il existe plusieurs ar-
chitectures de CAN qui se differencient par : (i) leur vitesse d'operation, (ii) leur 
precision, (iii) leur consommation d'energie, etc. Le choix de Farchitecture du conver-
tisseur depend considerablement de la nature de l'application. Meme si le domaine 
de recherche lie aux CAN est tres actif, les architectures standards de convertisseurs 
atteignent difficilement les specifications des applications de basse puissance ne dis-
sipant que des nanowatts. C'est le cas de nos applications necessitant des CAN de 
basse consommation d'energie, dedies en particulier aux capteurs de signaux bio-
logiques implantables et ceux dedies a l'imagerie optique proche infrarouge. Cette 
application biomedicale de pointe necessite alors un CAN : (i) de basse puissance 
ne dissipant que des nanowatts (longue duree d'autonomie) a l'egard de sa vitesse 
d'operation, (ii) de taille reduite afin de l'integrer dans un systeme sur puce, et (iii) 
d'une resolution de l'ordre de 8 bits ainsi que de bons parametres statiques en vue de 
reproduire fidelement en format binaire le signal d'entree. 
Dans la litterature, les convertisseurs a redistribution de charges (Successive Ap-
proximation Register-SAR) semblent etre le choix le plus approprie pour ces types 
d'application, grace au nombre reduit de circuits analogiques actifs qu'ils requierent. 
Neanmoins, ils sont sensibles au decalage du comparateur et a la linearite du CNA 
qui affecte leurs performances. De plus, hormis pour les frequences d'echantillonnage 
inferieures a 100 kE/s, la puissance qu'ils dissipent pour le cas de 8 bits excedent 
toujours la gamme des nW. 
Inspire par la morphologie et les proprietes bioelectriques d'une cellule neuronale 
physiologique, en particulier la propagation de l'information sous la forme des po-
tentiels d'action (PA), nous proposons un CAN d'une architecture neuromimetique 
Vll 
(Neuron Cell ADC - NC-ADC) et de fondement [R.Raut and Zheng (2005)]. La partie 
frontale de cette architecture fonctionne similairement au CAN a double rampe d'in-
tegration, toutefois la difference reside dans sa partie terminale de numerisation. La 
grande partie de cette architecture proposee est numerique et ne requiert ni d'etage 
d'amplification ni un comparateur a base d'un amplificateur a l'oppose d'un CAN a 
double rampe d'integration. Le circuit resultant du dessin de masques ciblant la tech-
nologie CMOS 0.18 fim ne consomme que quelques centaines de nanowatts (486nW) 
a une frequence d'echantillonnage de 500 kE/s pour un courant d'entree de 8 /iA 
qui correspond a la moitie de la pleine echelle du CAN. De plus, notre CAN atteint 
une non-linearite differentielle (DNL) inferieure a 0.16 LSB ainsi qu'une non-linearite 
integrale (INL) inferieure a 0.41 LSB et une consommation d'energie de 5.46 pJ/cycle. 
Cette architecture inspiree d'une cellule de neurone physiologique est constitute prin-
cipalement de trois modules : 
• Un generateur d'impulsions de meme amplitude, et dont le nombre est proportion-
nel a un courant suffisant d'entree (superieur a 100 nA). Ce module est nomme 
cellule de neurone par analogie a un neurone qui transmet les informations par 
generation des potentiels d'actions (PA). L'implementation de ce dispositif neuro-
mimetique en technologie CMOS 0.18 jum est basee sur le modele mathematique 
de Hodgkin-Huxley qui decrit le comportement electrique d'une cellule de neurone 
physiologique; 
• Un compteur systolique asynchrone des PA, qui fournit sur 8 bits la valeur quantifiee 
correspondant au courant d'entree; 
• Un circuit de calibration fonctionnant comme une pompe a charges pour ameliorer 
la non-linearite integrate du NC-ADC. 
vm 
ABSTRACT 
Analog-to-digital converters (ADC) play a major role in electronic circuits parti-
cularly in implementing biosensors. Various architectures for ADCs are differentia-
ted by parameters such as; ( i) speed of operation, (ii) precision, and (iii) energy 
consumption. Although the research domain related to ADCs is still very active, the 
state-of-the-art low-power designs do not have the needed low power consumption of 
nanowatts. Our objective aims to design and implement ADCs dedicated to realize 
sensors with low power consumption. They could be used with implantable sensors 
and Near-Infrared Spectrometry (NIRS) which is used to measure the brain activity 
of patients at the cortex level. The cited wearable NIRS biomedical system requires 
ADCs with particular specifications such as : (i) low power dissipation in nanowatt 
range for long-last operation necessary for multichannel systems, (ii) small area to be 
integrated in a system-on-chip (SoC) devices, (iii) medium resolution of 7 to 8 bits, 
and (iv) good linearity (DNL < 0.5 LSB and INL < 0.5 LSB) to reproduce the input 
signal in a reliable binary format. 
The choice of adequate architecture considerably relies on the nature of the applica-
tion. Successive approximation (SA) ADCs are reported to be good candidates for 
our application considering their minimal requirement to active analog circuitries. 
However, for the sampling rates lower than 100 kS/s, they are remarkably constrai-
ned by the comparator offset, the DAC linearity and the overall power consumption. 
Therefore, these effects have significant impact on their performance. 
We propose a neuromimetic ADC based on [R.Raut and Zheng (2005)], so called Neu-
ron Cell ADC (NC-ADC). It comprises the morphology and the bioelectric properties 
of neurons. In particular, the architecture inherits the electrically excitable nature of 
neurons, and their primary function to transmit and spread the nerve pulses with the 
same amplitude or actions potentials (APs). The front-end of the proposed structure 
IX 
operates on the same principles as the classical dual-slope integrating ADC. However, 
the use of back-end digitization step realized by mostly digital circuitries differentiate 
it from other counterparts which are commonly implemented using either amplifiers 
or amplifier-based comparators. The proposed design is implemented using TSMC 
0.18/^m CMOS standard process with 1.5V supply voltage. It consumes only a few 
hundred nanowatts (486nW) at a sampling frequency of 500 kS/s for an input current 
of 8 //A ,which equals half of the full-scale range of our ADC. Furthermore, the new 
ADC structure presents a maximum differential non-linearity (DNL) and a maximum 
integral non-linearity (INL) of less than 0.16 LSB and 0.41 LSB, respectively. 
The proposed architecture inspired by physiological neuron mainly consists of the 
following three modules : 
• Generator of constant amplitude pulses, where their number is proportional to an 
input sufficient current (greater than 100 nA). This module is called neuron cell due 
to its similarities to a neuron. It transmits information by generating the actions 
potentials (APs). The implementation of this module is based on the mathematical 
model of Hodgkin-Huxley which describes the electrical behavior of a physiologic 
neuron; 
• Systolic asynchronous counter of APs, which provides 8-bit quantized value corres-
ponding to the input current; 
• Calibration circuit operating as a charge-pump to improve the integral non-linearity 
of the NC-ADC. 
X 
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1 
INTRODUCTION 
Les avantages que suscitent le traitement numerique des signaux nous incitent de plus 
en plus a nous tourner vers ce domaine numerique. Certes, la conception de circuits 
numeriques est, dans la majorite des cas, beaucoup moins complexe que sa contrepar-
tie analogique, ce qui entraine une reduction de cout et une fiexibilite incomparable. 
Le traitement numerique des signaux est stable, robuste et insensible au bruit, ce 
qui permet d'atteindre de tres grandes precisions. Cependant, les sources des signaux 
electriques sont sou vent analogiques; par consequent, les signaux analogiques doivent 
etre numerises pour ainsi etre traites de fagon numerique. C'est ici que les convertis-
seurs analogique-numerique (CAN) (Analog to digital converters - ADC), trouvent 
leur place comme etant le pont entre les deux domaines. La demande croissante en 
performance des applications, en particulier les applications biomedicales portables, 
a amene a developper des convertisseurs analogique-numerique plus performants et 
de basse consommation d'energie a l'egard de leurs vitesses d'operation. 
L'evolution de l'industrie des circuits integres durant la derniere decennie a ete tel-
lement rapide qu'il est maintenant possible d'integrer un systeme complexe sur une 
seule puce (System on Chip - SoC). Cette evolution vers des niveaux d'integration de 
plus en plus eleves est motivee par les besoins de systemes plus performants, legers, 
compacts et consommant un minimum de puissance. Dans ce cadre-ci se situe ce tra-
vail de maitrise qui consiste en la conception et l'implementation d'un convertisseur 
analogique-numerique pour un Systeme sur Puce. Ce systeme base sur le principe 
de la spectroreflectometrie infrarouge devrait permettre d'observer le taux d'oxygene 
de differentes zones du cortex pour localiser tout dommage cerebral. Cette applica-
tion portable de pointe doit integrer un emetteur de lumiere a plusieurs longueurs 
d'ondes proches infrarouges, des photodiodes, des amplificateurs, des convertisseurs 
analogique-numerique, controleur, lien RF, etc.[Normandin et al. (2005)]. Le systeme 
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est alimente par une batterie, alors la baisse de la consommation d'energie du sys-
teme et plus precisement celle du systeme de numerisation, constitue notre objectif 
primordial. 
Les principales architectures de conversion analogique-numerique se classent en deux 
families : 
• CAN a taux de Nyquist (Nyquist rate converters) qui sont ceux pour lesquels 
la frequence d'echantillonnage Fs coincide avec le taux de Nyquist F/v du CAN, 
i.e. Fs=2Fmax, ou Fmax est la frequence maximale du signal d'entree. Ces CAN 
se trouvant sous divers architecteurs : Integrateur, A redistribution des charges 
(SAR), Algorithmique, Parallele (Flash), Pipeline, etc. 
• CAN a sur-echantillonnage (oversampling converters), soient les Sigma-Delta et les 
Sigma-Delta a bande-passante. 
Une revue de litterature realisee sur les CAN de basse puissance prouve que les conver-
tisseurs a redistribution des charges sont les plus appropries pour ce type d'applica-
tion, grace au nombre minimal de circuits analogiques qu'ils requirent [Mortezapour 
and Lee (2000), Scott et al. (2003),Verma and Chandrakasan (2006), Hong and Lee 
(2007)]. Certains travaux ont procede a une diminution de la tension d'alimentation 
du CAN ce qui reduit la conductance des transistors limitant ainsi la bande passante 
du circuit [Verma and Chandrakasan (2006)]. D'autres ont tente la meme methode en 
incluant un seul commutateur muni d'un circuit de demarrage "boostrapped switch" 
[Hong and Lee (2007)]. Ceci augmente la complexity du circuit et affecte la consom-
mation d'energie. Ceux qui ont atteint la plus basse consommation d'energie rapporte 
a date ont utilise la methode d'operation des commutateurs sous leurs seuils d'acti-
vation [Abdelhalim et al. (2007)b], ce qui conduit a une frequence d'echantillonnage 
tres faible. Inspire par la fonctionnalite des neurones qui ont attire l'attention de 
plusieurs chercheurs depuis le milieu du 20eme siecle par la conception des plusieurs 
dispositifs electroniques [Sid Deutsch (1993), Sjulson and Miesenbock (2007)], nous 
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nous interessons dans ce travail aux architectures neuromimetiques pour mettre en 
ceuvre un CAN a basse consommation d'energie. 
En effet, le cerveau humain constitue la machine la plus complexe connue. Depuis 
les annees soixante-dix, plusieurs recherches ont ete faites et se poursuivent arm de 
comprendre cette complexite. Les neurones constituent Fun des elements principaux 
constituant le corps humain; ils assurent deux fonctions : 
• ils forment un ensemble de neurones appele reseau dont chaque element a une tache 
specifique; 
• ils assurent la communication entre le corps et le cerveau. 
Dans les deux cas de fonctionnement, des conversions naturelles des signaux analo-
giques au numerique se produisent [Sid Deutsch (1993)]. Ceci nous suggere qu'une 
approche visant la realisation d'un neurone electronique pourrait etre adoptee dans 
la realisation d'un CAN. 
La partie frontale de l'architecture neuromimetique fonctionne similairement au CAN 
a double rampe d'integration, toutefois la difference reside dans sa partie terminale de 
numerisation. La grande partie de cette architecture est numerique et ne requiert ni 
d'etage d'amplification ni comparateur a base d'un amplificateur a l'oppose d'un CAN 
a double rampe d'integration. La combinaison d'une telle technique de conception 
numerique de basse puissance avec les avantages d'un circuit analogique miniature 
requis par cette architecture nous permet d'implementer en technologie CMOS 0.18 
jtim un CAN a tres basse consommation d'energie. 
Cette architecture neuromimetique est constituee principalement de trois modules. Le 
premier est un generateur d'impulsions de meme amplitude, dont le nombre est cense 
etre proportionnel a un courant sufnsant d'entree (superieur a 100 nA). Ce module 
est nomme cellule de neurone, par analogie a un neurone qui transmet les informa-
tions par generation des potentiels d'actions (PA). Ce dispositif est implements en 
circuits CMOS en se basant sur le modele electrique d'un neurone etabli par Hodgkin-
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Huxley [HODGKIN and HUXLEY (1952)] et le travail [R.Raut and Zheng (2005)]. 
Le deuxieme module est constitue d'un compteur binaire asynchrone des impulsions 
generees par la cellule de neurone. Ce compteur fournit la valeur quantifier du cou-
rant d'entree, durant chaque periode d'echantillonnage. Vu les imperfections de la 
technologie CMOS, il est indispensable d'ajouter un troisieme module de calibration, 
qui permet d'atteindre la proportionnalite souhaitee entre le nombre d'impulsions ge-
nerees par la cellule de neurone et le courant a son entree, par injection d'une charge 
supplemental a l'entree. 
Dans le contexte de mise en ceuvre d'un SoC d'imagerie optique proche infrarouge, 
inscrit dans le cadre des travaux de recherche de l'equipe Polystim, l'objectif de ce 
travail consiste alors en la conception et l'implementation d'une nouvelle architecture 
de CAN de basse puissance ne dissipant que des nanowatts, d'une taille reduite qui 
favorise son integration dans le systeme et d'une resolution de l'ordre de 8 bits avec de 
bons parametres statiques, soient l'erreur de non linearite integrate (INL) et l'erreur 
de non linearite differentielle (DNL) n'excedant pas 0.5 LSB chacun. 
L'organisation de ce memoire est la suivante : 
Dans le chapitre 1 nous introduisons les notions fondamentales et la theorie associee 
a la conversion analogique-numerique. Par la suite, les differents criteres statiques, 
dynamiques et generaux (puissance consommee et figure de merite) pour l'estimation 
des performances des CAN sont detailles. Finalement les principales architectures des 
CAN sont presentees. 
Le chapitre 2 presente une breve description de la physiologie d'une cellule neuronale 
ainsi que son modele mathematique. Motive par la conversion naturelle analogique 
numerique des signaux qui se produisent lors de la transmission de l'information par 
le reseau neuronal, nous presentons le schema bloc de l'architecture neuromimetique 
du CAN propose. 
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L'architecture des differents dispositifs de CAN base sur la cellule de neurone fera 
l'objet du chapitre 3. Tout d'abord, une architecture de la cellule de neurone de 
basse puissance est presentee, suivie par le developpement de ces differents dispositifs. 
Par la suite aim d'atteindre notre objectif de rnise en ceuvre d'un CAN de basse 
puissance, une architecture d'un compteur binaire systolique asynchrone a 8 bits 
est presentee. Les performances de CAN sont aussi presentees. Ces dernieres nous 
introduisent a la necessite d'amelioration de cette architecture de la cellule de neurone. 
Le reste de ce chapitre detaille l'implementation de l'architecture amelioree de CAN 
neuromimetique presentee auparavant. Cette architecture calibree permet d'ameliorer 
la non-linearite integrale pour atteindre Pobjectif fixe auparavant (INL < 0.5 LSB). 
Le dessin de masques, les resultats de simulations et experimentaux, ainsi qu'une 
analyse comparative de l'architecture de CAN proposee aux architectures des circuits 
recents en se basant sur la consommation d'energie feront l'objet du chapitre 4. En 
plus, la robustesse du circuit CAN est caracterisee grace a des simulations Monte-
Carlo. Nous terminons ce memoire par nos conclusions et nos recommandations. 
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CHAPITRE 1 
INTRODUCTION AUX CAN 
1.1 Introduction 
L'univers est majoritairement analogique et le traitement de l'information en decou-
lant est essentiellement numerique. Le passage de l'un a l'autre necessite un pont de 
conversion analogique a numerique ou numerique a analogique. 
Le convertisseur analogique a numerique est un dispositif qui permet de passer d'un 
signal analogique continu en temps et en amplitude a un signal discret en temps 
(echantillonne) et amplitude (quantifie). La conversion analogique se passe alors ge-
neralement en deux etapes : l'echantillonnage-blocage et la quantification. La figure 
1.1 represente les deux phases de la conversion d'un signal analogique en codes nu-
meriques. 
L'echantillonnage d'un signal analogique Vin se realise a l'aide d'un echantillonneur-
bloqueur (E/B) en maintenant constante l'amplitude de l'echantillon preleve, durant 
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FIGURE 1.1: Conversion Analogique-Numerique sur 3 bits : (a) signal analogique, (b) 
signal echantillonne, et (c) signal quantifie sur 3 bits (numerique) 
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gnal analogique. En general on considere que le signal est bloque durant un temps 
nettement superieur au temps de conversion. La periode d'echantillonnage Tech est 
fixee selon le theoreme de Nyquist-Shannon de sorte que la frequence d'echantillon-
nage Fech d'un signal doit etre egale ou superieure au double de la frequence maximale 
du signal continu analogique. 
II existe deux techniques d'echantillonnage [Proakis and Manolakis (1996)] : 
• l'echantillonnage coherent, qui consiste a repartir les echantillons sur un nombre 
entier Np de periodes du signal d'entree sans avoir de repetition d'echantillons a 
l'interieur de la sequence d'echantillonnage. II impose une condition particuliere 
entre la frequence d'echantillonnage Fech et la frequence maximale du signal d'entree 
Fin pour un nombre d'echantillons NT donne : 
Fin NP 
—p- = -r— avec Np et NT premiers entre eux (1.1) 
Fech NT 
• l'echantillonnage non coherent, qui consiste a repartir les echantillons de ma-
niere aleatoire sur l'ensemble du signal d'entree. Pour satisfaire cette condition, 
il ne doit pas y avoir de synchronisation entre le signal d'entree et la frequence 
d'echantillonnage. 
La conversion analogique-numerique implique egalement apres echantillonnage une 
operation qui consiste a remplacer la valeur exacte analogique de l'echantillon Vanaiogi 
par la plus proche valeur approximative Vnum= (bi)o<t<Jv-i, extraite d'un ensemble 
fini de valeurs discretes. Cette operation s'appelle la quantification. 
Independamment de la structure du CAN (Integration, approximations successives, 
flash, sigma-delta,etc), un ensemble de parametres permettent de specifier les per-
formances du convertisseur. lis sont classes en deux categories. On a d'une part les 
erreurs systematiques dues a la conversion de signaux analogiques en signaux nume-
riques qui sont presentes sur un CAN ideal (erreur de quantification), et d'autre part 
les erreurs dues aux imperfections presentes sur un CAN reel. Egalement ces derniers 
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sont separes en deux classes, les erreurs statiques et les erreurs dynamiques. 
Pour illustrer les differents parametres des convertisseurs, nous traitons le cas d:un 
CAN a 3 bits. 
Un signal analogique a convertir peut etre presente soit par une tension ou un courant. 
Les codes numeriques peuvent etre representes par des niveaux en tension ou en 
courant. Pour des raisons de simplificite, nous restreignons le contenu de ce chapitre 
a la conversion des tensions analogiques en tensions numeriques. Certes toutes les 
definitions qui suivent restent toujours valables a condition de remplacer la tension 
par le courant. 
1.2 CAN ideal 
1.2.1 Fonction de transfert 
La fonction de transfert traduit la reponse du convertisseur a une entree analogique 
(figure 1.2). Elle sert de reference pour l'analyse des erreurs (les ecarts sont mesures 
par rapport a la droite ideale). 
0 l 
I 1 1 1 I I 
2 3 4 5 
Entree analogique 
FIGURE 1.2: Fonction de transfert d'un CAN ideal a 3 bits [BERNARD (2001)] 
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1.2.2 Parametres de performance 
En principe, les CAN convertissent un signal analogique en un mot binaire represents 
sur un certain nombre de bits (N) de resolution. L'unite de mesure sur l'erreur est 
souvent exprimee selon la resolution du convertisseur qui correspond a l'amplitude du 
bit le moins significatif (Least Significant Bit-LSB) associee a la precision du CAN et 
elle est notee par : 
1 LSB = - L , (1.2) 
Si on designe par AV = Vmax — Vmin la plage dynamique ou Pleine Echelle (PE) de la 
tension d'entree, alors la tension VLSB qui designe le changement de potentiel entre 
2 niveaux consecutifs du CAN est donnee par : 
Ay 
VLSB = - ^ (1-3) 
Souvent pour des raisons de simplification, le pas de palier VLSB est designe par LSB 
ou q (pas de quantification ou quantum). 
Pour une tension analogique d'entree Vanaiog, le CAN fait correspondre la tension 
analogique Vnum telle que : 
V J C D 
\Vanaiog ~ Vnum\ ^ —— sachant que, (1.4) 
Vnum = VLSBlbN-i^-
1 + •••• + M 1 + b02
0}. (1.5) 
La fonction de transfert ideale de la Figure 1.2 indique qu'une plage entiere de ten-
sion analogique comprise entre deux tensions de seuil successives est convertie en un 
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code unique. Ceci constitue une perte d'information, appelee erreur de quantifica-
tion, egale a Ve = Vanaiog — Vnum. Ce bruit est inherent au principe de la conversion 
analogique-numerique et ne peut jamais etre supprime. 
A cette erreur de quantification, on associe un bruit de quantification qui est considere 
comme une variable aleatoire uniformement repartie sur l'intervalle [^p, | ] . Sa densite 
de probability Fq est done constante sur cet intervalle. Alors la valeur efficace du bruit 
de quantification Bq est donnee par [Johns and Martin (1997)] : 
Bq= \ x
2 Fq(x) dx y = - /
 2 x2 dx | = 
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(1.6) 
Cette equation montre que cette erreur depend directement du pas de quantification 
q et done de la resolution du convertisseur. 
Le rapport signal sur bruit SNR (Signal to Noise Ratio - SNR) represente le rapport 
entre la valeur efficace du signal a convertir et celle du bruit. Generalement, ce para-
metre est defini pour un signal d'entree sinusoidal d'amplitude crete a crete egale a la 
pleine echelle du convertisseur. La valeur efficace ARMS du signal d'entree est donnee 
par l'expression [Johns and Martin (1997)] : 
ARMS ~ 271" ~7T ( L 7 ) 
Dans le cas d'un CAN parfait, le bruit etant du uniquement a la quantification du 
signal d'entree, nous pouvons en deduire l'expression suivante du rapport signal sur 
bruit exprime en dB [Johns and Martin (1997)] : 
5 ^ ^ = 20 log (If) ^ 
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Des equations (1.6), (1.7) et (1.8) nous deduisons que [Johns and Martin (1997)] : 
SNRdB = 6.02n + 1.76 (1.9) 
Ainsi, le rapport signal sur bruit d'un convertisseur analogique-numerique ideal de-
pend directement de sa resolution. 
1.3 CAN reel 
Dans le cas d'un convertisseur analogique-numerique reel, il est necessaire de definir 
d'autres parametres de performance. Ces parametres sont classes en deux categories : 
soit statiques ou dynamiques. Dans ce paragraphe, nous detaillerons les parametres 
les plus couramment utilises pour ces deux types. 
1.3.1 Paramet res statiques 
a- Er reur de decalage 
II s'agit de la difference entre la valeur nominale de decalage (le point 0) et la valeur 
actuelle definie comme la mi-largeur de la premiere marche de la fonction de transfert 
reelle (figure 1.3). Cette valeur est souvent exprimee en LSB. 
Au niveau de la fonction de transfert, l'erreur de decalage correspond a une trans-
lation de 1'ensemble de la caracteristique. Cette erreur peut etre compensee par des 






















Vmax Entree analogique 
FIGURE 1.3: Erreur de decalage [Baker (2005)] 
b- Erreur de gain 
L'erreur de decalage est maintenant supposee supprimee. L'erreur de gain est definie 
comme etant la difference entre la valeur nominale de gain (le point d'abscisse Vmax) 
et la valeur actuelle de gain defini comme l'abscisse a mi-largeur de la derniere marche 
de la caracteristique (figure 1.4). Cette valeur est exprimee en LSB. Cette erreur est 
equivalente a une variation de la pente de la droite de transfert ideale : elle affecte 
globalement toutes les marches du meme pourcentage de LSB. Cette erreur peut etre 
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FIGURE 1.4: Erreur de gain [Baker (2005)] 
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c- Erreur de non-linearite differentielle 
Pour un CAN ideal, le pas de quantification q est constant pour l'ensemble des codes 
du convertisseur. En realite, la largeur q(i) de chaque palier i peut varier d'un code a 
Tautre. 
La non-linearite differentielle (Differential Non-Linearity Error - DNL) d'un code k 
represente la difference, exprimee en LSB, de la largeur du palier associe au code k 




Une courbe de DNL peut etre tracee en fonction des codes numeriques de la sortie 
Vnum. Dans la litterature, la DNL d'un CAN peut etre definie comme la valeur maxi-
male des DNL ainsi calculees. Dans le cas ideal la DNL vaut zero. Par contre, dans le 
cas reel lorsque DNL depasse ±1 LSB, il y a un risque pour que le CAN ait un code 
manquant. Toutefois, lorsque cette derniere situation se presente, il est certain que la 
fonction de transfert a un DNL de ±1 LSB, comme illustre a la Figure 1.5. 
Codes numeriques 
dnCAtT 
INL = 3 /10LSB y 
D N L - OLSB 
< — DNL= -1/5 LSB 
DNL=-1 LSB 
Code Oil manquant 
DNL= 1 LSB 
^- Vin/Vmax 
0 1/8 2/8 3/8 4/8 5/8 
FIGURE 1.5: Illustration des DNL et INL d'un CAN [DANG (2005)] 
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d- Erreur de non-linearite integrate 
La non-linearite integrate (Integral Non Linearity - INL) traduit la deviation des 
points de la fonction de transfert reelle d'une droite ideate. Cette derniere peut etre 
definie de plusieurs fagons : soit comme la droite joignant les deux points extremes de 
la caracteristique ( (0,000) et (V^aa;,lll) : figure 1.2), soit comme la droite obtenue 
en minimisant Ferreur quadratique entre les points reels de la caracteristique. Tres 
souvent c'est la premiere approche qui est adoptee. 
L'INL d'un code k represente la variation entre la courbe reelle et la droite de transfert 
ideate au niveau de ce code. Elle correspond, pour chaque code k, a la somme des 
non-linearites differentielles des codes precedents : 
k 
INLk(LSB) = J2
 DNLU) (1-11) 
La Figure 1.5 illustre certaines erreurs INL d'un CAN. Un CAN est monotone si son 
INL maximal n'excede pas 0.5 LSB 
Une erreur permet d'inclure Ferreur de decalage, Ferreur de gain et Ferreur du FINL. 
Cette erreur s'appelle Ferreur absolue de precision. Elle est obtenue en calculant 
la valeur maximale des differences entre les abscisses des paliers a mi-largeur et les 
abscisses des points correspondant de la droite ideate. 
1.3.2 Parametres dynamiques 
a- Rapport signal sur bruit et distorsion 
Dans le cas d'un CAN reel, le SNR tient non seulement compte du bruit de quantifi-
cation, mais aussi du bruit thermique, de la DNL, de FINL,etc. II est alors pertinent 
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et rigoureux d'employer la terminologie rapport signal sur bruit et distorsion 
(Signal to noise and distortion ratio - SNDR) au lieu du SNR. De ce parametre de-
coule le parametre, appele nombre de bits effectifs du CAN (Effective Number Of 
Bits - ENOB) [Bin Le and Bostian (2005)]. 
EN0B=SNDRdB-1.7S 
6.02 v ; 
b- Dynamique de codage 
Les differentes erreurs de conversion creent des raies spectrales a des harmoniques 
bien definies par rapport a la frequence d'entree Fin . Dans des applications ou la 
purete spectrale est importante, la dynamique de codage (SFDR : Spurious Free 
Dynamic Range) devient un critere devaluation dans la selection d'un CAN. Le 
SFDR correspond a la difference entre l'amplitude ARMS de la raie fondamentale 
et l'amplitude Bi de la plus forte raie parasite (harmoniques comprises), comme le 
demontre la figure 1.6. Le SFRD, exprime en dB, est defini par l'expression suivante 
[BERNARD (2001)] : 
SFDRdB = 20log.{^W-} (1.13) 
I. ARMS ) 
c- Resolution effective de la bande passante 
La resolution effective de la bande passante (Effective Resolution Bandwith - ERBW) 
est la frequence Fin pour laquelle le SFDR du CAN chute de 3 dB par rapport a la 
valeur SFDR au niveau DC. La plupart des applications s'attendent a une conversion 
fidele du CAN pour tout signal d'entree Fin qui verifie la relation de Nyquist, i.e. 





SFDR = Fondamentale - g . 
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FIGURE 1.6: Analyse spectrale et SFDR [DANG (2005)] 
a des frequences au dessous de Fs/2 [Deguchi et al. (2007)]. Pour cette raison, la 
litterature rapporte souvent la vitesse d'un convertisseur par l'ERBW plutot que par 
la frequence d'echantillonnage Fs. 
1.3.3 Facteur de meri te 
Les parametres statiques et dynamiques decrits auparavant permettent de caracteriser 
un convertisseur analogique-numerique. Neanmoins, pour comparer les CAN entre 
eux un parametre general est souvent adopte, il s'agit du facteur de merite (Figure 
of Merit - FoM) [Hong and Lee (2007)]. 
FoM 
2ENOB 2 ERBW 
(1.14) 
V 
II est a noter que l'ENOB est calcule a partir du SNDR a faible frequence pour le 
signal d'entree par la relation (1.12). La bande effective du CAN (en Hz) est definie 
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auparavant, et Pm represente la puissance moyenne consommee (en W). 
Cependant la surface S (en m2) du coeur d'un CAN embarque est un parametre 
critique qui doit etre inclus dans l'expression de FoM , alors la definition suivante est 
aussi adoptee dans la litterature [Allier (2003)] : 
2E*OB 2ERBW „ 1C, 
FoM = — (1.15) 
1.4 Travaux de pointe sur les convertisseurs analogiques-numeriques 
1.4.1 Introduction 
Afin de determiner une architecture qui peut atteindre les specifications fixees pour 
ce projet ( CAN de basse puissance, resolution de 8 bits et taille reduite), il est pri-
mordial de presenter brievement certaines architectures presentement utilisees dans 
la litterature. Ces architectures sont classees en deux families. La premiere consiste 
en des CAN de Nyquist pour lesquels un echantillon numerique en sortie correspond a 
un echantillon analogique en entree. Dans le but de relaxer les contraintes sur le filtre 
anti-repliement en entree, les CAN de cette famille sont habituellement echantillonnes 
au dela de la frequence de Nyquist par un facteur inferieur a dix. La deuxieme famille 
regroupe les CAN sur-echantillonnes, i.e la frequence d'echantillonnage est bien su-
perieure a la frequence de Nyquist et la resolution est amelioree par une decimation 
a posteriori. Cette famille est souvent appelee par Sigma-Delta. 
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1.4.2 Les convertisseurs de Nyquist 
a- CAN double rampe (ou par integration) 
C'est une approche commune pour la conversion haute resolution de signaux lents. 
La figure 1.7 illustre le schema bloc d'un CAN a integration double. Ce convertisseur 
effectue deux integrations en deux phases (Figure 1.8) : 
Phase 1 : la capacite se charge sous la tension a mesurer V n̂, pendant une duree To 
fixee par la limite de depassement du compteur; 
Phase 2 : la capacite se decharge sous une tension de reference Vref fixee, jusqu'a 
une tension nulle. Durant cette phase, on incremente un compteur a n bits qui 
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FIGURE 1.7: Architecture d'un CAN a double rampe 
II faut noter que Vin et Vref doivent etre de signes opposes. La duree de fonctionnement 
du compteur est donnee par : 




Etant donne qu'il y a deux integrations avec le meme integrateur, la sortie du CAN 
n'est pas fonction du condensateur comme dans le cas du CAN a simple rampe, mais 
seulement de la tension d'entree. Ce qui le rend plus exact que la configuration a 
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C o m p t a g e 
FIGURE 1.8: Chronogramme d'un CAN a double rampe 
simple rampe. 
On a : T0 = 2
n.Te et T = N.Tei alors :N = 2 
Vi, n ' » 
K 
;i.i7) 
r e / 
ou n est le nombre de bits, N nombre d'impulsions et Te la duree d'une impulsion. 
Ces convertisseurs offrent une bonne resolution, mais ils sont tres lents (necessitent 
au moins 2 x 2 ^ cycles d'horloges par aquisition). Ils sont utilises pour la mesure de 
la temperature de valeurs quasi constantes. En instrumentation basse frequence, il 
existe des CAN a double rampe d'une resolution de 16 bits capable d'operer a une 
frequence de 44 kHz. 
b- CAN a Approximations Successives 
i) Structure de base 
Les CAN a approximations successives (CAN-AS) (Successive approximation - SA-
ADC) sont les plus utilises pour des applications de basse puissance en raison de 
leurs circuits analogiques miniaturises. Ce CAN determine les bits un a un, du MSB 
au LSB, en procedant par ramifications selon l'algorithme de la figure 1.9 (a). II est 
constitue d'un echantillonneur-bloqueur, d'un comparateur, d'un registre a approxi-
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mations successives et d'un convertisseur numerique-analogique, comme le decrit la 


















F I G U R E 1.9: (a) Principe de fonctiormement, et (b) schema bloc d'un CAN-AS 
Le signal est compare a une tension de reference : Vo/2 (Vref/2). S'il est supe-
rieur, on lui retranche cette valeur et on met le bit de comparaison a ' 1 ' , si-
non on met le bit de comparaison a '0' et on le compare a la tension suivante. 
(ViT v, ref\ 2 > puis (Vir 
vrt :bn- K. W - l -) etc. 
Ainsi pour obtenir la valeur numerique Vnum de sortie le CAN-AS necessite N cycles 
de conversion pour N bits de resolution. 
Ce genre de convertisseurs est sensible au decalage du comparateur et a la linearite 
du CNA. Ce CAN parait peu sensible a la variation de la tension durant la periode 
de conversion cependant cette derniere peut conduire a une perturbation si elle est 
inferieure au LSB [Horowitz and Hill (juin 1996)]. Par contre, les pics de tension tres 
elevee et de tres haute frequence a Fentree sont completement indesirables puisqu'ils 
peuvent conduire a un resultat completement incorrect. 
Lors de l'utilisation des SAR il faut absolument faire attention au crenelage (chevau-
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chement spectral : phenomene qui est du a la presence de frequences non souhaitees 
lorsque nous travaillons avec les hautes frequences). L'utilisation des nitres passe-bas 
s'avere tres utile dans des cas pareils pour supprimer les hautes frequences indesi-
rables. 
Cette famille de CAN est tres utilisee pour des applications a vitesse moyenne, re-
solution moyenne et de basse puissance. Plusieurs recherches sur ce genre des CAN 
ont ete publies recemment [Hong and Lee (2007),Sauerbrey et al. (2003), Scott et al. 
(2003)] qui ont tous tente de diminuer la puissance consommee. 
ii) CAN a redistribution de charges (SAR) 
Le CAN a redistribution de charges (CAN-SAR) est une implementation tres interes-
sante de la conversion a approximations successives puisqu'elle permet de minimiser 
fortement le materiel mis en ceuvre. L'idee de base est l'utilisation d'un reseau de 
capacites de valeurs ponderees, d'un comparateur, et d'un bloc numerique effectuant 
l'algorithme dichotomique. Le reseau de capacites assure la fonction d'echantillon-
nage blocage, ainsi la complexite du systeme est reduite puisqu'un E/B n'est plus 
necessaire. La figure 1.10 illustre le schema bloc d'un CAN-SAR. 
Veisbioc 
numerique 
FIGURE 1.10: Schema d'un CAN a redestribution de charges. 
Les trois phases suivantes illustrees par la figure 1.11 resument le principe de fonc-
























FIGURE 1.11: Fonctionnement d'un CAN a redestribution de charges [Allier (2003)]. 
Phase 1 : Echantillonnage de Vanaiog 
0i et (p2 sont fermes, alors la tension d'entree Vx du comparateur se maintient a 
zero. Ainsi toutes les capacites sont chargees entre la masse et Vanaiog. La charge 
totale accumulee par toutes les capacites (%2C — 2C) vaut : 
Qi = 2.C.V0 analog ;i.i8) 
Phase 2 : Systeme isole (Memorisation de -Vanaiog a l'entree du comparateur) 
4>2 est ouvert. Toutes les armatures superieures des capacites et le nceud d'entree 
du comparateur forment un systeme isole : en conservant la charge totale, toutes 
les armatures inferieures des capacites sont basculees sur la masse. La charge totale 
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devient : 
Q2 = 2.C.Vanalog (1.19) 
De 1.18 et 1.19, il en resulte que Vx = —Vanaiog. A la fin de cette phase, <pi bascule 
sur la tension de reference Vref. 
Phase 3 : Evaluation successive des bits 
Le bit de MSB 6JV_I est positionne a ' 1 ' , tandis que les autres a '0'. La capacite C 
est chargee a Vref, la charge du systeme vaut done : 
Q3 = C.(Vref-Vx)-C.Vx, (1.20) 
Alors, par conservation de la charge : 
Vx = -Vanalog + ^ , (1.21) 
Si Vx > 0, i.e Vanai0g < Vref/2, alors 6JV-I ='0 ' (MSB est fixe a '0'), d'ou l'armature 
inferieure de la capcite C sera liee a la masse et Vx redevient egale a - Vanaiog. Sinon 
(i.e Vx < 0), alors 6JV_I = '1 ' , il en resulte que la capacite C reste connectee a Vref, 
par consequent C est chargee par fc/v-i-K-e/, et le bit 6/v_2 est evalue de la meme 
fagon : il est positionne a ' 1 ' et tous les bits de poids inferieur sont positionnes a 
'0 ' . . . 
L'evolution des bits se fait done un par un, du MSB au LSB par la poursuite de 
meme processus avec chaque capacite, a l'exception de la derniere dont le commu-
tateur </>3 reste toujours connecte a la masse durant cette phase . La tension de 
sortie Vx a la fin de la conversion en N etapes d'approximation, est donnee par 
l'expression suivante : 
Vx = -Vanaiog + -^ . fa t f - l + ~ ^ ~
 + - + ^ 2 + ^N^} (L 2 2) 
Les CAN-SAR sont caracterises principalement par : 
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- Une tres bonne adaptation a une realisation monolithique en technologie CMOS ; 
- Une sensiblite faible aux capacites parasites, puisque toutes les capacites ont une 
borne a la masse; 
- Une precision essentiellement limitee par 1'appariement des capacites. Typiquement 
10 bits; 
- Une inutilite d'utilisation d'un (E/B), puisque la fonction d'echantillonnage preli-
minaire est inherente au processus de conversion (memorisation). 
Plusieurs travaux dedies pour des applications biomedicales de basse puissance ont ete 
realises recemment[Kim et al. (2008), Rodriguez-Perez et al. (2008), Hong and Lee 
(2007), Abdelhalim et al. (2007)b, Abdelhalim et al. (2007)a, Chang et al. (2007), 
Scott et al. (2003), etc.]. 
c- CAN algorithmique ou cyclique 
Ce convertisseur fonctionne de la meme maniere qu'un CAN a approximations suc-
cessives. La difference entre les deux families des CAN se voit dans le fait que pour 
un CAN-AS, le signal analogique est compare avec des references de tension divisees 
a chaque cycle de conversion, tandis que pour un CAN algorithmique, les references 
restent identiques et l'erreur est multipliee par deux a chaque cycle d'horloge. 
La conversion s'effectue bit apres bit du MSB au LSB. II suffit de reprendre le premier 
etage du pipeline (1 bit) et de le reboucler sur lui-meme. Ceci reduira sa consomma-
tion d'energie et sa surface par rapport un CAN pipeline puisque le materiel n'est 
plus duplique pour chaque bit. Les figures 1.12 et 1.13 illustrent le schema bloc et 
Falgorithme de fonctionnement de cette famille des CAN respectivement. 
Cette famille reste le bon choix qui offre le meilleur compromis entre vitesse et reso-
lution. On cite quelques travaux de recherche recents qui traitent des CAN algorith-
miques de basse puissance [Jarvinen et al. (2007), Agarwal et al. (2005)]. 
25 
analog E'B 
A V / 2 »» 
V d i f f 
E/B 
Registre 3 j N -y 
decalage [ i / ^ 
M^2 
gnd 
FIGURE 1.12: Schema bloc d'un CAN a architecture algorithmique [Johns and Martin 
(1997)]. 
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FIGURE 1.13: Fonctionnement d'un CAN a redestribution de charges [Johns and Mar-
tin (1997)]. 
d- Remarque importance : 
Bien que d'autres architecture des convertisseurs de Nyquist existent, tels que les flash 
(parallele), semi-flash, pipeline, interpolation, repliement, repliement et interpolation, 
et que ce domaine est un champ de recherche actif avec plusieurs publications dans 
les dernieres annees, nous ne les traiterons pas vu leurs inconvenients communs a des 
degrees differents : 
• Complexity materielle, ce qui implique une augmentation de la consommation 
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d'energie, 
• Surface de silicium tres grande, ce qui les rend non-integrables dans des systemes 
sur puces. 
Ceci justifie que ces architectures ne sont pas adaptees pour des applications de basse 
puissance comme la notre. 
1.4.3 Les convertisseurs sur-echantillonnes 
Quand on veut ameliorer la precision d'un convertisseur, on augmente le nombre de 
bits. Dans le cas d'un convertisseur a surechantillonnage, on se base sur un codage 
minimaliste (un bit) qui se deroule a tres haute frequence bien au dela de la frequence 
dite de Nyquist (fNyq = 2fmax). 
De cette maniere, on etale le spectre du bruit de quantification sur une plus grande 
gamme de frequence, ameliorant ainsi le rapport signal sur bruit d'un facteur de 
10.1ogO5i?, selon la relation suivante [Johns and Martin (1997)] : 
SNRdB,OS = 6.02 + 1.76 + 10. log (05'R), (1.23) 
SNRdBtNS 
sachant que SNRdB,os est le rapport signal sur bruit en dB du convertisseur sur-
echantillonne, tandis que SNRdB,NS est la meme grandeur physique mais pour un 
CAN de Nyquist. Le facteur de sur-echantillonnage (Over-Sampling Ratio - OSR) est 
defini comme le rapport OSR = 4££h-. 
Alors le SNR depend de la resolution materielle N du convertisseur et du facteur 
de sur-echantillonnage OSR. Pour une resolution materielle N du circuit fixe, plus le 
nombre effectif de bits du convertisseur augmente, plus le facteur OSR augmente. II 
est ainsi possible d'ameliorer la resolution effective de n'importe quel type de conver-
tisseurs par ce principe. L'autre avantage de cette methode est de repousser le bruit 
en haute frequence, diminuant d'autant ce bruit dans la bande passante, alors les 
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contraintes sur le filtre anti-repliement en entree du convertisseur sont moins striates, 
puisque travaillant a haute frequence, les replications de spectre sont repoussees plus 
loin. 
Independamment de l'architecture de conversion de type Nyquist retenue, tout CAN 
peut ainsi voir sa resolution amelioree par la technique de sur-echantillonnage suivie 
d'un filtrage de la sortie numerique afin de ne conserver que la bande utile du signal. 
Mais cette technique est cependant vite limitee, car la frequence d'echantillonnage 
fech ne peut physiquement etre augmentee indefiniment. Ainsi une resolution plus 
poussee ne peut etre obtenue que par une autre technique : c'est la conversion SA. 
Principalement, dans cette famille, on distingue deux categories selon leurs principes 
de fonctionnement. 
a) Modulation-Demodulation Delta-Sigma 
Cette modulation consiste a coder les variations du signal Ve par une suite d'impul-
sions binaires (Vs = 0 ou 1). Pour que le codage s'effectue correctement, il faut que 
la frequence d'echantillonnage soit assez elevee pour tenir compte des variations les 
plus rapides du signal. 
Le modulateur est constitue d'un comparateur lineaire (montage soustracteur), qui 
fournit un signal e = AVe representant la difference ("DELTA") entre la ten-
sion d'entree a l'instant k et cette meme tension a l'instant precedent k-1. Le 
signe de e est code par un comparateur binaire qui produit la tension de sortie Vs 
(Vs = 1 si £ > 0 , 0 sinon). Cette tension est a son tour integree (SIGMA) pour 
reconstituer une image de l'echantillon precedent Vr = Ve{k — 1) afin de calculer 
AVe = Ve(k)-Ve{k-l). 
La figure 1.14(a) illustre le schema bloc d'une modulation-demodulation Delta-Sigma. 
En reunissant les integrateurs dans le modulateur, le schema bloc devient alors celui 
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FIGURE 1.14: Schema bloc d'un Modulateur-sigma-delta,(a) basique, (b) ameliore. 
La tension VJ se presente sous la forme d'une suite de bits avec un debit de Fe 
bits/s, au lieu d'une suite d'echantillons analogiques. Sous sa forme la plus simple, 
elle equivaut a une tension modulee en largeur d'impulsions, avec un niveau de sortie 
binaire. 
b) Convertisseur Sigma-Delta 
Principalement un convertisseur SA est forme de deux modules (1.15a et b) : 
• Un module analogique qui convertit un signal analogique en une suite de bits; 
• Un filtre numerique qui convertit cette suite de bits en une valeur numerique sur n 
bits dependamment de la resolution du convertisseur. 
Le cas le plus simple est un modulateur 1-bit dont la fonction de transfert est im-
plementee par un simple integrateur. Le CAN se limite alors a un comparateur et le 
CNA n'est plus necessaire. Dans ce cas simple la sortie du modulateur est une suite 
de bits (la suite de '0' et ' 1 ' qui est obtenue a la frequence d'echantillonnage fech, doit 
etre traite par un filtre decimateur dont le role est de : 
- Ramener la frequence de sur-echantillonnage a celle de Nyquist, operation connue 
sous le nom de decimation; 
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FIGURE 1.15: Schema, (a) bloc general d'un CAN EA, (b) general d'un modulateur 
EA 
a l'interieur du module analogique ). 
En d'autres termes, les nitres ne font que la moyenne des bits d'une sequence donnee. 
Cette approche est correcte, cependant elle ne tient pas compte du bruit introduit 
par le modulateur, d'ou la necessite d'un pretraitement du signal pour supprimer le 
bruit et pour aller chercher l'information utile [F.BAILLIEU et al. (1996)]. 
Les nitres sont demeures longtemps l'outil de predilection pour les CAN EA. Nean-
moins avec Fapparition des nouvelles technologies comme les DSP et les FPGA, de 
nouvelles approches ont ete developpees. Notons par exemple les algorithmes de deco-
dage de la sequence generee par le modulateur EA. Le decodage a pu voir le jour pour 
ameliorer certains parametres comme le SQNR (Signal Quantized to Noise Ratio -
SQNR) qui est le rapport signal sur bruit applique pour un signal numerique. L'incon-
venient de ce decodage est que le traitement du signal requis necessite enormement 
de ressources. 
L'avantage d'une telle structure EA est qu'elle permet d'atteindre une tres grande 
resolution avec peu de structures analogiques. Elle tire directement profit de la forte 
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integration du traitement numerique. II est done facile et peu onereux de construire 
un convertisseur de grande precision. Mais 1'exigence du surechantillonnage impose 
une limite a la frequence maximale de conversion. En outre, en continu, la presence 
d'un integrateur entraine un risque de derive de la reponse du CAN au cours du 
temps. Au total, le domaine d'emploi typique de ces convertisseurs est des signaux 
dont la frequence est audio comprise entre 20 Hz et 20 kHz (domaine biomedical), 
ainsi que le controle de vitesse des moteurs DC et AC. 
Dans la conception d'un CAN EA pour atteindre le SNR desire (nombre effectif des 
bits) il faut considerer trois parametres distincts : le facteur de sur-echantillonnage 
OSR, l'ordre du modulateur (qui affecte la stabilite en l'augmentant), et le nombre 
de bits du modulateur. 
1.4.4 Comparaisons des CAN 
II est tres utile de faire une comparaison entre les convertisseurs existants, afm d'ex-
traire suivant l'application visee l'architecture la mieux adaptee. Ceci n'est pas assez 
simple a faire si on veut prendre en consideration tous les parametres de perfor-
mances des CAN : vitesse, consommation de puissance, frequence d'echantillonnage, 
resolution, etc. Ce travail necessite une etude approfondie de plusieurs travaux de re-
cherches les plus recents en etudiant parametre par parametre. Neanmoins le tableau 
1.1 [BERNAL (2006)] effectue une comparaison qualitative de quelques architectures 
les plus utilisees en se basant sur leurs parametres intrinseques. Une comparaison 
approfondie qui tient compte des parametres universels de performances des CAN 
qui sont le taux d'echantillonnage, la resolution et la puissance, sera developpee dans 
l'une des sections du chapitre qui suit. 
Comme nous pouvons bien le remarquer, aucun convertisseur ne monopolise la tete 
du classement dans toutes les caracteristiques et chaque architecture de CAN possede 
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une categorie d'application pour laquelle elle est la mieux adaptee. Alors les CAN pa-
rallels sont utilises pour des applications necessitant une frequence d'echantillonnage 
tres elevee sans donner une grande importance a la resolution. Tandis que les CAN 
EA ont une resolution tres elevee qui leur permet d'etre les plus utilisables dans des 
applications necessitant une grande precision pour des signaux analogiques de faible 
frequence par rapport aux autres types de CAN. Les CAN de type SAR restent les 
mieux places pour des applications qui mettent en ceuvre des signaux a faible fre-
quence grace a leurs avantages : relativement rapides, precis, une consommation de 
puissance faible comme l'a prouve plusieurs travaux de recherches les plus recents [ 
Kim et al. (2008),Hong and Lee (2007),Verma and Chandrakasan (2006),Scott et al. 
(2003),Mortezapour and Lee (2000), Abdelhalim et al. (2007)b]. 
L'objectif de notre application est d'atteindre une resolution effective moyenne de 
l'ordre 8-bits, vitesse moyenne, taille reduite et de basse puissance. Les SAR per-
mettent d'atteindre cet objectif, cependant nous nous proposons une solution alterna-
tive d'une architecture neuromimetique. La motivation et la description plus detainee 
de notre choix fera l'objet des prochains chapitres. 
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1.5 Conclusion 
Les notions fondamentales de la conversion analogique-numerique ont ete presentees 
dans ce chapitre. Apres la description de ses principes de base et de la theorie associee, 
les differents parametres de performance statiques et dynamiques ont ete egalement 
exposes. Egalement, le facteur de merite, le critere qui met en evidence les deux 
aspects statique et dynamique, a ete clairement defini. Les principales architectures 
de conversion de Nyquist et sur-echantillonnee ont egalement ete presentees. Enfin, 
une comparaison de ces differentes architectures classiques des CAN a ete presentee, 
afin d'y choisir l'architecture la plus appropriee pour notre application. Une solution 
alternative de fonctionnement est proposee. Elle est similaire a une cellule de neurone 





Ces dernieres annees ont vu le developpement de nombreux systemes embarques 
(biomedical mobile, portable, etc.) integrants des fonctionnalites de plus en plus 
complexes. La complexite de ces systemes s'est accompagnee d'une augmentation 
prejudiciable de la consommation d'energie a tel point que l'autonomie, i.e Femca-
cite energetique, est devenue un facteur important pour la viabilite de ces systemes. 
Etant donne que le convertisseur analogique-numerique est requis pour la plupart de 
ces systemes sur puces, tel le cas des applications de pointe que l'equipe Polystim 
developpe. Une de ces applications consiste en un systeme d'imagerie optique proche 
infrarouge qui doit integrer sur une seule puce des capteurs (phodiodes), amplifica-
teurs, convertisseur analogique-numerique du traitement numerique et un lien RF. Ce 
systeme devrait permettre d'observer l'activation de differentes zones du cortex pour 
localiser tout dommage cerebral. 
Etant donne que les signaux biomedicaux varient lentement, a des frequences infe-
rieure ou egales a 10 kHz ( f < 10 kHz) [Webster and Clark (1989)], et d'une dyna-
mique maximale d'entree inferieure a 60 dB, [Yang and Sarpeshkar (2006)], alors une 
resolution modeste (< 8 bits) et une vitesse modeste (< 40 kHz) sont tres suffisantes 
pour le convertisseur analogique-numerique que nous devrons concevoir et implemen-
ter en technologie 0.18 fim. Par contre, l'emcacite energetique est tres souhaitable 
pour assurer une duree de vie maximale des piles d'alimentation, en outre, plus la 
frequence d'echantillonnage sera elevee, meilleure sera la qualite du signal numerique. 
En d'autres termes, le circuit resultant doit bien repondre aux objectifs suivants : 
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• Une basse dissipation de puissance dans la gamme des nanowatts (longue duree 
d'autonomie) sous un taux d'echantillonnage de moins 100 kHz; 
• Une resolution de l'ordre de 8 bits; 
• Une taille reduite qui le rend integrable dans un systeme sur puce; 
• Des parametres statiques DNL et INL inferieurs a 0.5 LSB chacun, ce qui permet 
de reproduire d'une fagon fidele en format binaire le signal d'entree. 
Tel que nous l'avons rapporte dans le chapitre precedent, les CAN a approxima-
tions successives semblent etre le choix le plus convenable [Verma and Chandrakasan 
(2006), Hong and Lee (2007)], grace aux circuits analogiques actifs miniatures qu'ils 
requierent. Neanmoins, ils sont sensibles au decalage du comparateur et a la linearite 
du CNA, ce qui affecte les parametres de performances, de plus, hormis pour les fre-
quences d'echantillonnage inferieur a 100 kS/s, la puissance qu'ils dissipent pour le 
cas de 8 bits excedent toujours la gamme des nanowatts. Inspire par la morphologie 
et les proprietes bioelectriques d'une cellule neuronale physiologique, nous proposons 
un CAN d'une architecture neuromimetique et de fondement [R.Raut and Zheng 
(2005)]. Quelle est l'analogie qui existe entre une cellule physiologique nerveuse et 
l'architecture de CAN adoptee? Qu'est ce qui Justine notre choix de l'architecture 
neuromimetique ? 
Afin de repondre a ces questions, nous exposerons brievement l'architecture de la 
cellule nerveuse et le cheminement de l'influx nerveux. Par la suite, nous donnerons 
une description des proprietes electriques d'un neurone, ainsi que les mecanismes de 
propagation de 1'influx nerveux sous la forme de potentiels d'action (PA). Egalement, 
le modele electrique de la membrane neuronale et les travaux realises sur les CAN 
neuromimetique seront presentes. Finalement, nous presenterons le schema bloc de 
l'architecture neuromimetique proposee. 
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2.2 Architecture de la cellule nerveuse et cheminement de l'influx ner-
veux 
Dans ce paragraphe, nous allons introduire les fondements des mecanismes de l'ac-
tivite bioelectrique mise en jeu dans le systeme nerveux central. Premierement en 
introduisant les proprietes bioelectriques du tissu nerveux et de la membrane neuro 
nale, et par la suite en decrivant les caracteristiques de l'influx nerveux. 
Le neurone est une cellule, au meme titre qu'une cellule gliale, toutefois sa fonction 
premiere est differente de cette derniere, puisqu'elle sert principalement a propager 
de l'information sous forme d'impulsions electriques de meme amplitude, sur de plus 
ou moins longues distances. 
Les neurones forment un reseau sophistique de connexions qui permet de redistribuer 
l'information, en parallele ou/et en serie, dans differentes aires corticales. Les messages 
transitent selon deux formes differentes : electrique a l'interieur du neurone, et le plus 
souvent, chimique pour passer d'un neurone a Fautre. 
Le tissu nerveux dans le systeme nerveux central est essentiellement compose du soma 
des cellules nerveuses et de neurones amyeliniques. Macroscopiquement, le tissu ner-
veux dans le systeme nerveux central est assimilable a un milieu electrique purement 
conducteur dans la bande de frequences des potentiels enregistres pour les frequences 
de stimulus inferieures a 100 kHz. Par consequent, l'impedance du tissu biologique 
peut etre assimilee a une resistance due au milieu extracellulaire [Hubin (2008)]. 
Le neurone possede une architecture specifique qui lui permet : 
(i) d'integer l'information provenant en amont des autres neurones ou des cellules 
sensorielles, au niveau soma et des dendrites par intermediaire de synapses, on 
parle alors de signaux d'entree ; 
(ii) de propager cette information sous forme d'un potentiel d'action le long de sa 
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membrane cellulaire par l'intermediaire de l'axone, on parle alors des signaux de 
sortie. Le potentiel d'action est declenche lorsque la somme des influx transmis en 
amont est suffisante (superieure au potentiel de repos de la cellule neuronale); 
(iii) de transmettre l'influx nerveux a d'autres neurones ou cellules effectrices, comme 
le montre la figure 2.1, [Moulin (2006)]. 
FIGURE 2.1: Architecture du neurone et cheminement de l'influx nerveux, [Moulin 
(2006)] 
2.3 Proprietes electriques d'une cellule nerveuse 
Le neurone a un double fonctionnement : 
(i) une fonction chimique, avec fabrication d'un mediateur chimique (acetylcholine, 
nor-adrenaline); 
(ii) une fonction electrique, avec depolarisation, et done de l'influx nerveux. D'ou, 
des explorations faciles : electroencephalographie (Electroencephalography - EEG) 
et electromyogramme (Electromyography -EMG), ainsi que des traitements (elec-
trotherapie). 
Les notions de pole recepteur et emetteur du neurone traduisent la caracteristique 
fonctionnelle essentielle de ces cellules, a savoir leur capacite a conduire des influx 
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nerveux sous forme de signaux sur de longues distances, sans perte d'amplitude. 
La membrane du neurone a la particularity d'etre polarisee. Elle repartit les ions 
inegalement de part et d'autre. Le neurone est une cellule ultra specialisee, et a perdu 
ses capacites de multiplication; la seule zone vitale du neurone est le corps cellulaire. 
La conduction peut se faire de deux fagons suivant la constitution du neurone, [Eckert 
et al. (1999)] : 
- si l'axone est amyelinique, la conduction se fait par courant locaux, c'est-a-dire, 
que tous les points sont depolarises les uns apres les autres. La vitesse est de lm/s ; 
- si l'axone est myelinise, la conduction se fait de fagon saltatoire, c'est-a-dire que 
l'influx nerveux va « sauter » de nceuds de Ranvier en nceuds de Ranvier. La vitesse 
est de 120m/s. 
La conduction nerveuse obeit a plusieurs lois : 
(i) integrite de la fibre nerveuse : si elle est lesee, la conduction ne peut plus se faire; 
(ii) conduction isolee : au sein d'un nerf, chaque fibre conduit isolement 1'influx; 
(iii) conduction indifferente : a partir d'un point stimule, l'influx s'en va dans les 2 
sens (mais la transmission s'effectue dans un seul sens); 
(iv) vitesse de conduction de l'influx nerveux : elle varie de 1 a 20 m/s et est fonction 
du diametre de la fibre et de la presence de myeline. 
2.4 Mecanisme de propagation de l'influx nerveux 
L'information transmise par le neurone constitue l'influx nerveux que Ton peut defi-
nir comme une brusque perturbation, toujours semblable quelles que soient les causes 
de son apparition. Cette information se deplace de point en point sur la membrane 
plasmique du neurone de deux fagons : par des potentiels gradues, conduits electro-
niquement, et par des potentiels d'action (influx tout ou rien : lorsqu'il est declenche 
on ne peut pas empecher son auto propagation). Ces deux moyens de transmission al-
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ternent lorsque l'information se deplace sur un neurone, ceci est illustre sur le schema 

















FIGURE 2.2: Trajet emprunte par l'information lors de la transmission, [Eckert et al. 
(1999)] 
Un potentiel d'action est declenche lorsque la membrane est depolarisee au-dela d'un 
certain potentiel de seuil. Le seuil de decharge des AP n'est pas fixe. II depend de 
nombreux parametres comme la densite des canaux ioniques et de la vitesse avec 
laquelle le potentiel de membrane augmente. En pratique, le potentiel seuil se situe 
a quelques millivolts voir quelques dizaines de millivolts au dessus de potentiels de 
repos membranaires [Chen et al. (2006)] 
Pour qu'une depolarisation s'effectue, il faut que la stimulation soit sumsante. Lorsque 
celle-ci est atteinte, la reponse de l'axone presente toujours la meme amplitude : le 
neurone obeit a la loi du « tout ou rien» [Eckert et al. (1999)] et il se produit alors : 
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0- membrane au repos; 
1- Une depolarisation de la membrane entraine l'ouverture des canaux Na+ : aug-
mentation de la depolarisation par l'ouverture des canaux Na+ qui font rentrer des 
ions positifs a l'interieur du neurone; 
2- Les canaux Na+ commencent a s'inactiver alors que dans le meme temps les 
canaux K+ retardes s'ouvrent : les ions K+ sortent vers l'exterieur du neurone, la 
depolarisation diminue; 
3- Les canaux Na+ sont maintenant tous inactives, et les canaux K+ ouverts : on 
a hyperpolarisation de la membrane (exces de charges positives dans le milieu 
extracellulaire); 
4- Les canaux K+ et Na+ se ferment peu a peu, on tend vers le potentiel de repos 
membranaire. 
La figure 2.3, [Webster and Clark (1989)] resume le comportement temporel du po-
tentiel d'action. 
Dans le cas des neurones du systeme nerveux central amyeliniques, la conduction 
s'effectue par courants locaux. La depolarisation de la membrane s'opere de proche 
en proche de part et d'autre de la zone initialement depolarisee lors de l'ouverture 
des canaux Na+. La vitesse de propagation est proportionnelle a la racine carree du 
diametre de l'axone et elle est de l'ordre de quelques metres par seconde 
Les canaux ligands-ou chemio-dependants sont responsables de la transmission synap-
tique de 1'influx nerveux. Les ligands sont dans ce cas appeles neurotransmetteurs. 
Quand les canaux sont actives, les ions diffusent selon leur gradient de concentration 
vers le milieu de moindre concentration suivant la loi de diffusion de Fick [Buehler 
(2000-2007)]. 
II existe ensuite des canaux de fuite (typiquement les canaux chloriques) qui per-
mettent une diffusion de ions a travers la membrane selon leur gradient de concen-
tration. II existe par exemple une diffusion des ions K+ du milieu intracellulaire vers 
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Nombre de canaux ouverts 











m y v i 
MB* 
• t tt ^ • 
FIGURE 2.3: Comportement temporel de generation du potentiel d'action, [Webster 
and Clark (1989)] 
le milieu extracellulaire et une diffusion de Na+ dans le sens inverse. 
La pointe du PA dure generalement 1 a 3 ms alors que la duree totale du PA peut 
exceder 100ms en tenant compte de la periode ou la membrane reste hyperpolarisee. 
On ne peut pas declencher de PA tant que les canaux ioniques Na+ ne sont pas 
revenus dans leur etat initial. C'est la raison pour laquelle il existe une periode dite 
refractaire suite a un potentiel d'action durant laquelle il ne peut y avoir de nouveau 
declenchement. 
L'amplitude du potentiel d'action transmembranaire est de l'ordre de 100 mV crete 
a crete, et son contenu frequentiel de l'ordre de 100 Hz a quelques kHz. 
Le long d'un neurone, l'influx nerveux se propage et declenche, dans les terminai-
sons neuronales, la liberation de mediateurs chimiques. Ces mediateurs chimiques se 
41 
trouvant dans la fente synaptique, vont aller se fixer sur un autre neurone creant une 
depolarisation et un nouvel influx nerveux : post-synaptiques excitateurs (PPSE) ou 
post-synaptiques inhibiteurs (PPSI) suivant s'il depolarise ou hyperpolarise la mem-
brane. 
2.5 Modele electrique de la membrane neuronale 
Les travaux realises par Hodgkin et Huxley en 1952 sur Faxone de calamar geant, 
qui sont issus de la theorie ionique, et pour lesquels ils ont regu un prix Nobel, ont 
permis d'etablir un modele electrique de la membrane illustre par la figure 2.4 , ainsi 
que des equations empiriques decrivant son comportement bioelectrique a un endroit 
donne [Hodgkin and Huxley (1990), HODGKIN and HUXLEY (1952)]. 
Ce modele est issu par la modelisation de : 
- La couche bilipidique qui separe deux milieux de charges differentes par une 
capacite notee par Cm. Cette derniere est souvent exprimee par unite de surface. 
La valeur typique pour un neurone est 1 fiF/cm? ; 
- Les canaux ioniques par des resistances en parallele (conductances en series). Un 
canal ouvert a une impedance surfacique de 1 Mfl.fim2 a 100 Gfl.fxm2. L'impedance 
des canaux controles en tension est dependante de la valeur du potentiel membra-
naire. Tandis que les canaux de fuite (Leakage) sont d'impedance constante; 
- Les gradients ioniques par des sources de tension dont la valeur pour chaque ion 
est consideree egale au potentiel de Nernst calcule pour le meme ion. Le potentiel 
de Nernst de l'ion i est donne par : 
sachant que : Ei est le potentiel de Nernst de l'ion i en (V), R denote la constante 
des gaz parfaits en (J.mol^1 .k~l), T indique la temperature en (K), z est la valence 
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de l'ion i, F denote la constante de Faraday en (C.mol'1) finalement Cin et Cout sont 
les concentrations intra- et extra- cellulaire de l'ion i respectivement, exprimees en 
(mol.l~l); 
- Le potentiel membranaire de repos qui est du a la difference des compositions 
ioniques de part et d'autre de la membrane, par la difference des potentiels intra-
cellulaire et extracellulaire. Ce potentiel est note par Vm, il est de l'ordre de -60 
mV a -80 mV. 
Comme nous l'avons mentionne auparavant que la generation des PA par une cellule 
nerveuse lors d'un stimulus suffisant est decrite par le systeme d'equations de Hodgkin 
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FIGURE 2.4: Circuit electrique de la membrane neuronale selon le modele de Hodgkin 
et Huxley 
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a noter que : 
Vm et Cm sont le potentiel et la capacite membranaire respectivement, 'gi denote la 
conductivite specifique maximum des canaux ioniques de l'ion i, Ei est le potentiel 
de Nernst de l'ion i. m, h et n sont les probabilites d'ouverture et de fermeture des 
canaux ioniques, tels que Na+ depend de (m et h), K+ depend de (n). ctj et /3, sont 
des constantes de temps d'ouverture et de fermeture des canaux ioniques qui sont soit 
sodique Na+ ou potasique K+ ou les canaux de fuite. 
L'equation 2.2 definit la relation entre le potentiel membranaire Vm et les courants 
membranaires capacitifs et ioniques. Tandis que les equations 2.3, 2.4 et 2.5 decrivent 
les probabilites d'ouverture et de fermeture des canaux ioniques Na+, K+ ou de fuite. 
L'ouverture des canaux ioniques Na+ et K+ est controlee par la valeur de potentiel 
membranaire Vm. Etant donne que la conductivite ionique des canaux K
+ depend 
d'une seule variable n contre deux variables m et h pour les canaux K+, alors ceci 
signifie les canux K+ ont deux etats stables soit ouvert ou ferme, tandis que les canaux 
Na+ ont trois etats stables soit ouvert, ferme ou inactif par l'intermediaire de deux 
portes ( h controle l'inactivation et m l'activation). 
Les parametres qui defmissent les equations 2.3, 2.4 et 2.5 sont dermis par les equations 
suivantes : 
-0 .104 , + 35) 
am = 7 x ; (2.6) 
exp [-0.104, H- 35) J — 1 
{ (Vm + 60) >) pm = 4exp [ — J (2.7) 
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-0.01(Vm + 50) 
exp (-0.1(Vm + 50)] - 1 
(2.8) 
Pn = 0.125exp ( - 2 ^ J 9 ) ) ; (2.9) 
ah = 0.07 exp f —0.05 (Vm + 60)] ; (2.10) 
Ph = 7 x (2.H) 
exp [0.1(ym + 30)J + 1 
Les constantes des potentiels ioniques exprimees en (V), et les conductances mem-
branaires exprimees en (S/m2), ainsi la capacite membranaire exprimee en (F/m2) 
de l'equation 2.2, sont donnees par les equations suivantes : 
ENa = 0.05517; (2.12) 
EK = -0.07214; (2.13) 
EL = -0.04924; (2.14) 
Vm{aurepos) = -0.06 ; (2.15) 
gNa = 1200; (2.16) 
9K = 360 ; (2.17) 
9L = 3 ; (2.18) 
Cm = 0.01 (2.19) 
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Finalement les conditions initiales des equations differentielles 2.2, 2.3, 2.4 et 2.5 sont 
basees sur l'hypothese que le potentiel membranaire est constant, et que sa valeur au 
repos est Vm = -0.06V [Webster and Clark (1989)]. 
2.6 CAN neuromimetique ultra basse puissance 
2.6.1 Motivation neuromimetique 
Dans le chapitre precedent, une comparaison qualitative des CAN en se basant sur 
leurs proprietes intrinseques a ete presentee. Afin d'approfondir cette etude, une com-
paraison brute des performances des divers CAN est souhaitable. Toutefois cette com-
paraison doit prendre en consideration les trois parametres universels de performance 
des CAN qui sont le taux d'echantillonnage, la resolution et la puissance afin d'en ex-
traire suivant l'application visee l'architecture la mieux adaptee pour des applications 
biomedicals comme la notre. Les signaux mis en ceuvre par les bio-capteurs sont de 
basses frequences (f < 10 kHz) [Webster and Clark (1989)], et d'une dynamique maxi-
male d'entree inferieure a 60 dB [Yang and Sarpeshkar (2006)]. Alors le CAN dedie 
pour ce type d'application et en particulier pour le systeme d'imagerie optique proche 
infrarouge, s'inscrit dans le cadre des travaux de recherche de l'equipe Polystim, doit 
etre ultra basse puissance pour une autonomic longue et d'une resolution de 8 bits. 
Une derivation de la dissipation de puissance minimale en fonction de taux d'echan-
tillonnage et la resolution d'un CAN ideal est presentee dans [Kenington and Astier 
(2000)] par la relation suivante : 
(6JV + 1.76) 
Pmin = K.T.fs.10 re ; (2.20) 
a noter que : 
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K est la constante de Boltzmann et T denote la temperature absolue. Cette equation 
peut etre reformulee selon : 
6N 
log(Pmi„) = log(/s) + — + log(K.T) + 0.176 ; (2.21) 
Cette relation implique 
i) une variation lineaire de log (Pmi„) et log(/s) d'une pente 1; 
ii) une augmentation lineaire de log(Pmj„) par augmentation du nombre de bits N, 
d'une pente 6/10. 
Toutefois la variation de la combinaison de fs et N, en fonction de la puissance 
presentee dans [Bin Le and Bostian (2005)] par la figure 2.5, montre que les deux 
relations precedentes ne sont pas independantes et que la pente de proportionnalite est 
1.1 au lieu de 1. Cette legere variation est due au fait que dans la relation 2.20 le calcul 
de la puissance ne tient pas compte que de la consommation de E/B, en negligeant 
ainsi tous les autres modules actifs constituants un CAN tels que : amplificateurs, 
CNA, encodeurs numeriques, etc. 
On voit clairement en analysant la figure 2.5 que la consommation en energie d'un 
CAN depend de son architecture. En effet, la puissance est essentiellement consommee 
dans le processus de comparaison. Selon les differents mecanismes de la comparaison, 
le nombre de comparaisons par seconde varie de Nfs (structure SAR) a 2
Nfs (struc-
ture flash). Le CAN de type Flash a une gigantesque consommation en energie mais 
il offre l'ENOB le plus bas, en raison de sa structure parallele. Les architectures 
Pipeline et semi-flash se chevauchent, vu qu'elles ont la meme structure iterative 
de fonctionnement (structure semi-parallele). Bien que le CAN SAR ait aussi une 
structure iterative, il consomme beaucoup moins d'energie, car il reutilise la meme 
comparaison. 














FIGURE 2.5: Variation de la puissance en fonction de taux d'echantillonnage pour 
differentes architectures des CAN, [Bin Le and Bostian (2005)] 
d'echantillonnage et de la resolution. Par exemple, si on compare les deux types SAR 
et EA, on remarque que leur dissipation de puissance est dans la meme plage, mais les 
CAN SAR ont l'avantage d'un taux d'echantillonnage beaucoup plus grand, done un 
signal numerique de meilleure qualite, alors que les CAN EA offrent l'avantage d'une 
resolution plus importante mais avec une legere augmentation de la consommation 
d'energie. De cette comparaison, il est clair que les CAN de type SAR sont les plus 
appropries pour les applications dont l'autonomie est un facteur important pour leur 
viabilite, vu la taille miniature de leurs circuits analogiques actifs [Lin and Liu (2003), 
Scott et al. (2003),Sauerbrey et al. (2003), Verma and Chandrakasan (2006),Hong and 
Lee (2007),Abdelhalim et al. (2007)b]. 
Plusieurs travaux sur les CAN-SAR dedies pour des applications biomedicales de 
basse puissance ont ete realises recemment. Afin d'atteindre l'objectif d'une basse 
consommation d'energie, certains d'entre eux ont procede a une diminution de la 
tension d'alimentation de CAN au detriment d'une reduction de la conductance des 
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transistors limitant ainsi la bande passante du circuit [Verma and Chandrakasan 
(2006)]. Pour remedier a ce probleme, d'autres ont tente la meme methode en incluant 
un seul commutateur muni d'un circuit de demarrage (boostrapped switch) [Hong 
and Lee (2007)]. Mais ceci a un effet sur la complexity ainsi sur la dissipation de 
puissance qui augmente. Ceux qui ont atteint la plus basse consommation d'energie 
rapportee a ce jour ont procede a operer les transistors sous leurs seuils d'activation, 
pour des tensions d'alimentation variant de 0.4 V a 0.8 V et sous des frequences 
d'echantillonnage allant de 20 kE/s a 400 kE/s, [Abdelhalim et al. (2007)b]. Pour des 
frequences d'echantillonnage inferieures ou egales a 100 kE/s, ils sont arrives a des 
dissipations de puissance, dans la plage des nanowatts ( P < 950 nW) mais avec le 
procede de fabrication CMOS 0.13 ixm. 
Inspire par la morphologie et les proprietes bioelectriques d'une cellule neuronale 
physiologique, en particulier la propagation de l'information par une conversion 
analogique-numerique naturelle des signaux [Sid Deutsch (1993)] sous la forme des 
potentiels d'action (PA), nous sommes convaincus qu'une approche d'un neurone ar-
tificiel electrique pourrait etre adoptee dans la realisation d'un CAN. Ce convertisseur 
analogique a numerique, que nous avons propose, est base sur une architecture neu-
romimetique. Cette architecture tire avantage d'une consommation de puissance en 
nanowatts d'un circuit analogique miniature requis comme dans le cas de CAN-SAR. 
Ceci, sans diminuer la tension d'alimentation du circuit, arm d'operer les transistors 
sous leurs seuils d'activation qui a pour effet une diminution de sa bande passante 
et sans utiliser des commutateurs munis de circuits de demarrage. De plus, cette 
architecture permet d'augmenter le taux d'echantillonnage jusqu'a 500 kE/s, ce qui 
permettre de mieux reproduire le signal analogique en question. 
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2.6.2 Fondements de CAN neuromimetique 
Le reseau de 22 milliards de neurones du cerveau humain est extremement complexe. 
Toutefois, il ne consomme qu'environ 14.6 W, i.e 0.5 nW/neurone. Alors, une conver-
sion analogique a numerique inspiree d'un neurone a le potentiel d'avoir un rendement 
optimal en particulier une basse puissance. Cependant, les CAN inspires d'un neurone 
n'ont toujours pas exploite a fond ce potentiel et ne concurrencent pas les structures 
classiques telles les CAN-SAR par exemple. Le travail presente dans [Tank and Hop-
field (1986)] a propose une optimisation de CAN par l'ajout d'un reseau de resistances 
ponderees connecte a un processeur afin de minimiser l'erreur entre la valeur analo-
gique et la valeur quantifiee estimee. Le convertisseur presente dans [Sarpeshkar et al. 
(2000)] utilise deux neurones d'integration (integrate-and-fire) avec des courants me-
sures de reference pour quantifier un courant d'entree. Mais plusieurs sources d'erreur 
telles que l'injection de charges, les disparites (mismatches) de sources de courant, 
et le retard du comparateur ont rendu sa conception inefncace. De meme, le travail 
[R.Raut and Zheng (2005)] a presente un CAN d'une resolution limitee a 6-bits et 
d'une consommation etendue a des fxW. En plus, il a discute la linearite sans presenter 
la non-linearite integrate qui est un facteur important pour discuter la linearite d'un 
tel convertisseur analogique-numerique. Finatement, le travail [Yang and Sarpeshkar 
(2006)] a presente un CAN, ultra-efficace en energie, bio-inspire, qui genere des im-
pulsions par integration successive d'un courant d'entree par rapport a un courant de 
reference. Ce CAN est d'une resolution effective de 8-bits, d'une consommation de 960 
nW pour un signal d'entree d'une frequence uniquement de 3 kHz qui ne couvre pas 
tout le spectre biomedical qui peut alter jusqu'a 10 kHz [Webster and Clark (1989)], 
tandis que sa frequence d'echantillonnage est tres faible et de valeur egale a 45 kHz. 
De plus, sa gamme dynamique d'entree est tres etroite (10 nA a 320 nA), i.e 30.1 dB. 
Dans ce memoire, nous proposons la conception et l'implementation en technologie 
TSMC 0.18 jim, d'un convertisseur analogique-numerique d'une architecture basee 
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sur un circuit neuromimetique. Cette architecture est referee ci-apres par NC-ADC 
(Neuromimetic Analog to Digital Converter). La partie frontale de l'architecture neu-
romimetique fonctionne pareillement au CAN a double rampe d'integration. La dif-
ference reside dans sa partie terminate de numerisation. Cette architecture tire son 
profil de la domination de sa partie numerique par rapport a sa partie analogique, 
qui ne requit ni d'etage d'amplification ni de comparateur a base d'un amplificateur, 
a l'oppose d'un CAN a double rampe d'integration. Afin d'atteindre une consom-
mation de l'ordre de quelques nanowatts, nous avons adopte une combinaison d'une 
technique de conception numerique de basse puissance, avec les avantages d'un circuit 
analogique miniature requis par cette architecture, conformement au CAN de type 
SAR. 
Ce convertisseur analogique-numerique inspire d'une cellule de neurone physiologique 
est constitue de quatre modules : 
• Un generateur d'impulsions de meme amplitude, et dont le nombre est proportion-
nel a un courant suffisant d'entree (superieur a 100 nA). Ce module est nonrme 
cellule de neurone par analogie a un neurone qui transmet les informations par 
generation des potentiels d'actions (PA); 
• Un compteur systolique asynchrone des PA, qui fournit sur 8 bits la valeur quantifiee 
correspondant au courant d'entree; 
• Un circuit de calibration fonctionnant comme une pompe a charges pour ameliorer 
la non-linearite integrate du NC-ADC. 
• Un circuit fournisseur d'un courant suffisant au compteur, qui permet d'eviter 
l'oscillation de la sortie du generateur des PA. 
Les deux chapitres qui suivent seront consacres a la discussion et au developpement 
de quatre blocs de NC-ADC montres a la figure 2.6, a savoir : la cellule neuronale, le 























FIGURE 2.6: Diagramme bloc du NC-ADC propose 
2.7 Conclusion 
Les notions fondamentales de fonctionnement d'une cellule nerveuse ont ete decrites 
brievement dans ce chapitre, a savoir son architecture et cheminement de l'influx 
nerveux, suivie par une description de ses proprietes electriques, ainsi le mecanisme 
de la propagation de l'influx nerveux. Apres cette description de la physiologie de la 
cellule nerveuse et ses principales proprietes de fonctionnement lors de la transmis-
sion de l'information soit en aval ou en amont nous avons expose le modele electrique 
de la membrane neuronale. Egalement, une revue de la litterature sur les CAN de 
basse puissance a ete developpee. Finalement, motive par le fonctionnement d'un neu-
rone lors de la transmission de l'information par generation de potentiels d'actions, 
une architecture alternative neuromimetique a ete proposee et decrite brievement. 
Le modele electrique d'un neurone sera la base d'une implementation cette architec-




CAN NEUROMIMETIQUE ULTRA BASSE PUISSANCE 
3.1 Introduction 
Inspiree par la morphologie d'un neurone, en particulier sa propriete bioelectrique 
qui se traduit par la generation de potentiels d'action (PA) pour des stimulus suffi-
sants lors de la transmission de l'information, nous avons propose une architecture 
alternative de CAN ultra basse puissance, dite neuromimetique. Cette architecture 
tire ses avantages d'un circuit analogique miniature, et d'une technique de conception 
numerique de basse puissance. Ceci, permet d'atteindre une consommation de puis-
sance de l'ordre des nanowatts, pour des frequences d'echantillonnage plus elevees 
par rapport au cas des CAN-SAR proposes dans la litterature pour les biocapteurs 
de basse puissance. 
Comme nous l'avons mentionne au chapitre precedent, cette architecture est composee 
de quatre modules : 
- Un generateur d'impulsions de meme amplitude, et dont le nombre est proportion-
nel a un courant d'entree (superieur a 100 nA). Ce module est nomme cellule de 
neurone par analogie a un neurone qui transmet les informations par generation 
des potentiels d'actions (PA); 
- Un compteur systolique asynchrone des PA, qui fournit sur 8 bits la valeur quantifiee 
correspondante au courant d'entree; 
- Un circuit fournisseur d'un courant sufflsant au compteur, qui permet d'eviter 
l'oscillation de la sortie du generateur de PA; 
- Un circuit de calibration fonctionnant comme une pompe a charges pour ameliorer 
la non-linearite integrate du NC-ADC. 
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Dans ce chapitre nous decrivons en detail les differents modules du CAN neuromime-
tique montres par la figure 2.6, a savoir : la cellule neuronale, le compteur d'impulsions, 
le circuit fournisseur du courant, ainsi que le circuit de calibration. 
3.2 Cellule neuronale 
Tel que cela a ete mentionne auparavant, le module nomme cellule de neurone, par 
analogie au fonctionnement d'un neurone, genere des PA lors de la transmission des 
informations en aval ou en amont. Done, pour un courant d'entree, la cellule de 
neurone joue le role d'un generateur d'impulsions d'amplitudes egales, mais de nombre 
varie. 
De nombreux travaux de recherche ont implements la cellule de neurone en se basant 
sur le modele mathematique de la membrane neuronale etabli par Hodgkin et Huxley 
(figure 2.4). Certains d'entre eux ont tente d'imiter d'une facon exacte le mecanisme 
de la propagation de l'influx nerveux en tenant compte de tous les canaux ligands 
ou chemio-dependants (K+, Na+, canaux de fuite) [Douglas and Mahowald (1995), 
Shin and Koch (1999), ainsi que RASCHE and DOUGLAS (2000)]. Cependant, ces 
approches ne sont pas interessantes pour ce qui est de la consommation d'energie, 
puisque les circuits equivalents sont d'une grande complexity. Par ailleurs, d'autres ont 
procede a une implementation optimale du neurone en approchant son fonctionnement 
en un seul canal, dans le but atteindre une baisse de la consommation de puissance. 
Cette derniere approche a declenche la naissance d'une nouvelle famille de conver-
tisseurs analogiques-numeriques a basse puissance. II s'agit des CAN inspires d'une 
cellule nerveuse. Dans certains travaux [Tank and Hopfield (1986)], les auteurs ont 
propose une optimisation du CAN par l'ajout d'un reseau de resistances ponderees 
connecte a un processeur, afin de minimiser l'erreur entre la valeur analogique et la 
valeur quantifiee estimee. Le convertisseur presente dans le travail [Sarpeshkar et al. 
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(2000)] utilise deux neurones d'integration (integrate-and-fire) avec des courants me-
sures de reference pour quantifier un courant d'entree. Mais plusieurs sources d'erreur 
telles que l'injection de charges, les disparites (mismatches) de sources de courant, 
et le retard du comparateur ont rendu sa conception inefficace. De meme, le CAN 
presente dans les travaux [R.Raut and Zheng (2005) et Zheng (2006)] est d'une reso-
lution limitee a 6-bits, et d'une consommation etendue a des (iW. En plus, les auteurs 
ont discute de la linearite sans presenter la non-linearite integrale qui est un facteur 
important pour une telle discussion. Finalement, Yang and Sarpeshkar (2006) ont 
presente un CAN ultra-efficace en energie, bio-inspire, qui genere des impulsions par 
integration successive d'un courant d'entree par rapport a un courant de reference. 
Ce CAN est d'une resolution effective de 8-bits, d'une consommation 960 nW, pour 
signal d'entree d'une frequence 3 kHz qui ne couvre pas tout le spectre biomedical 
qui peut aller jusqu'a 10 kHz, tandis que la frequence d'echantillonnage est tres faible 
et de valeur 45 kHz en plus d'une gamme dynamique d'entree de 10 nA a 320 nA, ie 
30.1 dB. 
Cependant, les CAN inspires d'un neurone n'ont toujours pas exploite a fond le 
potentiel d'une consommation de 0.5 nW par neurone et ne concurrencent pas les 
structures classiques telles les CAN-SAR par exemple. Ceci nous a pousse a developper 
une nouvelle architecture de la cellule nerveuse montree a la figure 3.1(a) en se basant 
sur le travail [R.Raut and Zheng (2005)]. 
Les modifications apportees au travail [R.Raut and Zheng (2005)] au niveau de l'im-
plementation et de la conception de la cellule de neurone sont : 
• l'utilisation d'un commutateur analogique qui tient compte de l'injection de charge 
induite pour ameliorer de la non-linearite integrale (INL) du CAN propose; 
• le remplacement du circuit tampon (buffer), constitue par deux inverseurs classiques 
(4 transistors) par un circuit tampon compose de 5 transistors. Ce circuit tampon 
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FIGURE 3.1: (a) Circuit de la cellule nerveuse, (b) chronogrammes de l'horloge CLK, 
ainsi des signaux aux differents points de la cellule nerveuse durant une 
periode d'echantillonnage 
• L'inclusion d'un module supplement aire nomme circuit de calibration, qui a un 
impact sur l'amelioration de 1'INL du NC-ADC propose. 
Par analogie au modele mathematique de la membrane neuronale illustre par la figure 
2.4, on etablit que Vm et C denotent le potentiel et la capacite membranaire respec-
tivement, alors que le circuit de delai (Utd dans la figure 3.1) decrit les probabilites 
d'ouverture et de fermeture des canaux ioniques, soient Na+ , K+, ou de fuite. Ces 
probabilites sont controlees par les deux commutateurs analogiques SW1 et SW2 qui 
agissent comme des conductances constantes (cas ideal). Finalement on signale que 
le potentiel membranaire au repos est Vm = 0 F(etat initial). 
Lorsqu'un courant d'entree (excitation) circule du pole positif (milieu intracellulaire) 
de la cellule nerveuse au pole negatif (milieu extracellulaire) le circuit neuronal genere 
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des impulsions numeriques, i.e des potentiels d'actions PA a sa sortie. Le nombre 
de ces impulsions est proportionnel a l'intensite du courant d'entree. Initialement, 
la tension de la membrane (tension membranaire au repos) est nulle et les deux 
commutateurs analogiques SW1 et SW2 sont bloques. Des qu'un courant positif est 
applique a l'entree, la capacite C se charge jusqu'a ce que la tension membranaire Vm 
atteigne la valeur seuil (VthB) du circuit tampon (VthB = Vou/2). VthB represente le 
seuil de declenchement des PA. Alors, la tension de la sortie de ce dernier atteint son 
etat haut. Ainsi, la sortie de la cellule de nerveuse est a l'etat haut aussi longtemps 
que l'etat du commutateur SW2 reste inchange (a son etat OFF). Ce temps est fixe 
par le delai des trois circuits tampons et par le temps de reponse du commutateur 
SW2. II resulte de cet etat haut de la sortie un changement de l'etat du commutateur 
SW2 de son etat OFF a son etat passant (etat ON). Ceci cause une chute de la 
tension Vm a une valeur legerement inferieure a VthB- Par consequent, la sortie du 
circuit tampon devient basse et il en est de meme pour la sortie du neurone. Ceci 
declenche les memes processus de charge et decharge de la capacite, aussi longtemps 
que le commutateur SW1 est bloque. Done, un nombre d'impulsions est genere durant 
l'etat haut d'une horloge. A l'etat bas de l'horloge la cellule neuronale s'initialise (C 
est totalement dechargee, SW1 et SW2 sont OFF), pour debuter le prelevement d'un 
nouveau echantillon. La figure 3.1(b) resume le processus de generation des PA durant 
une periode d'echantillonnage fixee par la periode de l'horloge pour deux intensites 
du courant d'entree differentes. 
Certes, le fonctionnement de ce systeme est identique au fonctionnement d'un neu-
rone physiologique et a celui d'un convertisseur du courant a frequence (current to 
frequency conveter - CFC), dont nous presenterons la frequence en fonction de l'in-
tensite du courant d'entree dans une section de ce chapitre. 
En resumant, le module nomme cellule nerveuse ou de neurone (Neuron Cell-NC) 
denote par NC agit comme un generateur d'impulsions de meme amplitude, et d'une 
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largeur d fixe, donnee par le delai des trois circuits tampons que nous decrivons par 
la suite (le temps de reponse de SW2 peut etre neglige). Le choix de trois circuits 
tampons comme circuit du retard (delai) permet d'assurer le bon fonctionnement 
du compteur de la sortie de la cellule de neurone. Ce delai doit etre superieur a 
une certaine valeur minimale (150 ps : valeur de simulation) arm que le compteur 
fonctionnant sur le front descendant puisse le distinguer du front montant. Un autre 
element tres sensible constituant le circuit neuronal est le commutateur analogique 
SW2 que nous decrivons dans la section suivante. 
3.2.1 Commutateur analogique 
a- Generalites 
Le commutateur SW2 est alimente a une tension n'excedant jamais la valeur du 
seuil VthB du circuit tampon (VDS = Vbz>/2). Rappelons qu'un des problemes lies 
a la reduction d'echelle (Scaling) de la technologie CMOS est que la valeur absolue 
des tensions de seuil des transistors n'est pas reduite dans le meme rapport que la 
tension d'alimentation. Cette reduction est approximativement proportionnelle a la 
racine carree de l'alimentation [MEAD (1994)]. Alors, un commutateur NMOS simple 
n'est plus capable de transmettre les signaux analogiques dans une certaine gamme 
entre 0 V et VDD pour assurer dans notre cas la decharge partielle de la capacite 
C. Avant de discuter la solution proposee pour implementer le commutateur SW2, 
il est necessaire, dans un premier temps, d'etudier les caracteristiques intrinseques 
des commutateurs MOS arm de cerner les limitations inherentes a la topologie du 
transistor MOS pour pouvoir ensuite aborder la description de methodes permettant 
d'ameliorer leurs performances. 
Le commutateur SW2 dans son etat isole permet la charge de la capacite, tandis 
qu'a son etat passant il la decharge partiellement. Ainsi, ce commutateur doit etre 
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caracterise par une resistance r<ts minimale, qui lui permet de reagir rapidement. Dans 
le cas ideal, un simple transistor NMOS peut etre utilise puisque sa conductance a 
l'etat passant gds est censee etre constante et ne pas dependre du signal d'entree. 
Toutefois, ce n'est pas le cas dans la realite, puisqu'il est clair a partir de l'equation 
3.1 [FAYOMI et al. (2006)] que la conductance du commutateur depend de sa taille 
et de sa tension de commande. 
9ds = ^Cox— (Vgs - Vtho - 7(y20/ + V^-y/Wj) ~Vdsy (3.1) 
Vth • 
sachant que : Vgs et Vds sont les tensions grille-source et drain-souce respectivement, 
VthQ denote la tension de seuil, 7 est le parametre d'effet de substrat et </>/ denote le 
potentiel de Fermi. 
Done, pour augmenter la conductance du commutateur, il faut augmenter la largeur 
W du transistor, diminuer L la longueur de son canal et utiliser une forte tension 
de commande (Vin). II est a noter que l'effet de substrat diminue d'autant plus la 
conductance du commutateur que la difference de tension entre le signal d'entree 
et la tension de substrat est grande. Ceci montre la dependance non-lineaire de la 
conductance du commutateur avec l'amplitude de la tension du signal d'entree. En 
outre, ce type de commutateur analogique ne permet pas de balayer toute la plage du 
signal d'entree a cause de la tension du seuil qui est non nulle. Ceci est bien demontre 
par les figures 3.2(a) et 3.2(b). Cet aspect est d'autant plus critique que le rapport 
entre la tension de seuil et la tension d'alimentation est faible. 
Pour completer cette etude du commutateur analogique, il est necessaire d'etudier 
les phenomenes d'injection de charges et d'injection d'horloge (Clock feedthrough) 
qui ont limite les performances de NC-ADC du travail [R.Raut and Zheng (2005)], 
en terme de deux parametres INL et de sa gamme dynamique d'entree. Le detail de 
cette etude est presente en annexe I. 
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(a) NMOS 
FIGURE 3.2: Evolution de la conductance du commutateur analogique g,is a l'etat ON 
en fonction de l'amplitude du signal d'entree 
b- Amelioration de performances du commutateur analogique 
L'etude precedente (annexe I) a mis en evidence quelques defauts du commutateur 
analogique : 
• La conductance depend de l'amplitude du signal d'entree. 
• La plage effective de fonctionnement est plus petite que la plage du signal d'entree. 
• L'injection de charges non-lineaire depend du signal d'entree. 
Au fil des annees, afin de remedier a ces problemes, des circuits composes de plusieurs 
transistors ont ete proposes, tels que : la porte de transmission, transistor fantome 
(dummy transistor), la methode du bootstrapping , etc. 
b-1) La porte de transmission 
La porte de transmission montree a la figure 3.3 (a) permet de : 
- Faire jouer la complementarite du NMOS et du PMOS ; 
- Atteindre une plage effective de fonctionnement sur toute la plage du signal d'entree 
(rail-to-rail); 
- Atteindre une conductance montree a la figure 3.3 (b), qui est moins dependante du 
signal d'entree, sous certaines conditions, comme le justifiee l'equation 3.2 [FAYOMI 
(b) PMOS 
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et al. (2006)]. 
9ds 
'W\ (W\ (w\ r fw\ (w\ 
H-nC0x[—r) {VDD — Vth,n) — f
J'pCox[~j~j \Vth,p\ — l^nCox\~j~) ~ HpCox ( — J 
(3.2) 
Alors, dans le cas ou /J,nC0X (77) = fiPCox (77 ) la conductance devient independante 
du signal d'entree et sa valeur est donnee par : 
(W\ 
9ds,on — l^nC0x\~r\ (YDD ~ Vth,n ~ \Vt th,p I J ; (3.3) 
Toutefois. Vth,n et Vth.P varient avec Vin par l'effet du substrat [Allen and Holberg 
(2002)]. Par contre, la porte de transmission comporte de deux inconvenients majeurs : 
• elle ne permet ni d'obtenir une injection de charges constante independante du 
signal d'entree ni une annulation de l'injection de charges; 
• l'existence d'une zone de non-fonctionnement du commutateur (aucun des deux 
transistors ne conduit) lorsque la tension d'alimentation est tres faible vis-a-vis des 
tensions de seuil. 
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FIGURE 3.3: (a) Porte de transmission, (b) revolution de sa conductance gds.on en 
fonction du signal d'entree 
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b-2) La methode du «bootstrapping» 
L'idee de base de cette methode est d'assurer un Vgs du commutateur constant. Alors, 
d'apres l'equation 3.1, la conductance devient independante du signal d'entree au 
premier ordre. 
Le principe general de fonctionnement du bootstrapping est montre a la figure 3.4. A 
l'etat OFF ( figure 3.4 (a)), dans le cas du NMOS, la grille est mise a la masse. Alors 
qu'a l'etat ON (figure 3.4 (b)), une tension constante Vbias est appliquee entre un des 
terminaux (drain ou source) et la grille. En general, cette tension est egale a la tension 
d'alimentation du circuit (VDD) et fait appel a une technique de pompe de charges 
(charge pump) [FAYOMI et al. (2006),Waltari and Halonen (2002)]. Cette methode 
permet d'atteindre une grande conductance Vgs^on independante du signal d'entree. 
Afin d'assurer une bonne fiabilite en terme de duree de vie, ces circuits sont congus 
de sorte que les tensions entre les divers terminaux des transistors utilises n'excedent 
pas VDD. 
gnd 












FIGURE 3.4: Principe de fonctionnement d'un commutateur «bootstrapping» , (a) a 
l'etat OFF, (b) a l'etat ON 
Toutefois, bien qu'une tension de commande constante soit appliquee, a cause de l'effet 
de substrat, la conductance du commutateur est independante du signal d'entree 
seulement au premier ordre. II en va de meme pour le phenomene d'injection de 
charges. 
De plus, le substrat est par defaut polarisee soit a la masse (NMOS) ou a V D C ( P M O S ) . 
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Ceci implique done que la tension grille-substrat puisse depasser la tension VDD et 
meme peut atteindre d'une fagon transitoire 2VDD dans le pire des cas. Ces etats 
transitoires peuvent deteriorer la qualite de l'oxyde de grille (soit une rupture de 
grille soit creer des courants de fuite) bien que le stress ne soit pas continu [BERNAL 
(2006)]. 
b-3) Transistor fantome «dummy» 
Cette methode fait appel a un transistor supplement aire ou fictif (Mn, ) dont les 
IT sr 1.1. \ ,ldummy / 
terminaux sont court-circuites comme le montre la figure 3.5, afin de rainimiser l'im-
pact de Finjection de charges du commutateur principal. Ce transistor dummy joue le 
role d'une capacite qui absorbe les charges injectees par le commutateur analogique, a 
condition que sa taille soit deux fois plus petite que celle du commutateur analogique. 
Toutefois, une compensation exacte n'est jamais atteinte, car l'appariement entre les 
transistors MOS est de l'ordre de 1 a 2 %. 
9H ®, 
FIGURE 3.5: Commutateur analogique muni d'un transistor «dummy» 
c- Commutateur analogique choisi (SW2) 
II est clair d'apres les solutions presentees auparavant qu'aucunes d'elles n'est ideale 
selon toutes les caracteristiques recherchee. En tenant compte de notre objectif pri-
mordial d'une baisse de la consommation de puissance, nous avons ecarte la me-
thode de bootstrapping, malgre son avantage d'une grande conductance VgSj0n in-
dependante du signal d'entree, vu sa grande complexite. D'autre part, la solution 
63 
d'une porte de transmission parait interessante pour notre cas, puisqu'elle permet 
d'atteindre une plage effective de fonctionnement sur toute la plage du signal d'en-
tree, ainsi qu'une conductance qui est moins dependante du signal d'entree (equation 
3.3) si le dimensionnement de ces transistors NMOS et PMOS respecte la relation : 
UnCox ( 77 ) = HPCox yj;) • Toutefois, la conductance donnee par la relation 3.3 est 
implicitement dependante du signal d'entree sous l'effet du substrat. Par consequent, 
nous proposons d'utiliser un commutateur d'une architecture qui ressemble a une 
porte de transmission, mais dont le substrat du transistor NMOS est controle par 
deux autres transistors NMOS, comme c'est illustre par la figure 3.6 [Franco et al. 
(2006)]. 
FIGURE 3.6: Circuit d'un commutateur analogique de haute precision [Franco et al. 
(2006)] 
Le cceur de ce commutateur analogique est constitue de Qi (NMOS) et Q2 (PMOS), 
tandis que QA et QB, de type n, constituent un reseau de controle du substrat de Qi. 
Lorsque SW2 est ON (transistor Qi est ON et Q2 est OFF), la tension a la grille de 
Qi est VDDI alors le transistor QA est ferme, tandis que le transistor QB est ouvert. 
Par consequent, le substrat de Qi est a la tension du nceud S (VSs)- Dans le cas 
contraire (SW2 est OFF : Qi est OFF et Q2 est ON), la grille de Qi sera connectee 
a la masse par le biais du transistor QB qui devient passant. Le reseau de controle 
du substrat de Q\ permet d'eliminer l'effet du substrat sur la tension du seuil Vth,n, 
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ainsi, la conductance du commutateur devient dissociee d'effets decoulant du signal 
d'entree. 
A l'etat de la conduction, l'architecture proposee permet d'obtenir une resistance 
tres faible et constante (rds,on), d'ou une commutation tres rapide. En plus, cette 
methode de controle de la tension du substrat par deux transistors de type NMOS 
qui commutent d'une fagon complementaire a un impact sur l'injection de charges par 
SW2, puisque ces deux transistors sont dimensionnes de sorte qu'ils commutent avant 
Q\. Ceci rend le substrat flottant a chaque commutation de l'un de deux transistors 
de controle (QA et QB)- Cette methode ressemble a la methode du Botton plate 
[E.Waltari and Halonen. (2002)]. Cet effet de la reduction d'injection de charges 
permet dans notre cas une amelioration de 1'INL et la pleine echelle (Full Scale Range 
- FSR) du courant d'entree : IFSR du NC-ADC. propose. 
3.2.2 Circuit tampon (Buffer) 
Tel que nous Favons rapporte auparavant, la cellule neuronale proposee agit comme 
un generateur d'impulsions d'amplitudes egales et d'une largeur d fixe imposee par 
un circuit de delai qui est implements par trois circuits tampons cascades. Une im-
plementation simple du circuit tampon comme celle proposee par [R.Raut and Zheng 
(2005)] est constitute de deux inverseurs cascades comme le montre la figure 3.7 (a). 
Toutefois, cette implementation ne permet pas d'atteindre d'une fagon facile un point 
de basculement (ou Vin = Vout) a VDD/2, en plus elle ne permet pas d'atteindre notre 
objectif d'une consommation de puissance de l'ordre des nanowatts. Alors, nous pro-
posons une nouvelle architecture du circuit tampon implementee par transistor NMOS 
additionnelle par rapport a l'architecture classique, comme Fillustre la figure 3.7 (b). 
Afin de mettre en evidence les avantages de la nouvelle architecture du circuit, nous 
procedons par une comparaison de quelques proprietes de l'inverseur d'entree pour 
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FIGURE 3.8: Fonction de transfert de l'inverseur classique munie du point de commu-
tation 
La fonction de transfert de l'inverseur classique et celle de l'inverseur propose est 
donnee par les figures 3.8 (a) et 3.8 (b) respectivement. Rappelons que la capacite C 
dans la cellule de neurone se charge jusqu'a ce que la tension a ces bornes atteint la 
tension de seuil VtflB de declenchement des PA. Cette tension n'est rien d'autre que la 
tension correspondant au point de commutation (Switching point-SP) de l'inverseur, 
qui correspond a la tension d'entree reproduite a la sortie (Vin = Vout). Alors, 
ce point de commutation est donne par l'equation 3.4 pour un inverseur classique 
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[Rabaey et al. (2003)] et par l'equation 3.5 pour Finverseur propose : 
J^-Vthn + (VDD-Vthp) 
VSP = - ^ j= , (3.4) 
V Pp 
ou /3(n,p) = /i(n!p) COX(np).(W(niP)/L(„,p)), COX(np) denote grille-capacite de NMOS ou 
PMOS par unite de surface, et /̂ (n,p) est la mobilite des electrons (trous) a la proximite 
de la surface du silicon. 
Sachant que deux transistors NMOS en serie et a grilles connectees ensemble se 
comportent comme un simple transistor MOSFET d'une longueur du canal egale a la 
somme des longueurs des deux transistors NMOS. La longueur du canal correspondant 
est done 2L„ pour les deux transistors M2 et M5 de dimensions (Wn , Ln) identiques. 
Par consequent la transconductance du transistor equivalent est f3n/2. De l'equation 
3.4, on deduit que le point de commutation de l'inverseur propose est donne par 
l'equation suivante : 
M-Vthn + (VDD - Vthp) 
VSP = - ^ = = , (3.5) 
L^ y 2fsp 
Pour une valeur VDD tres grande par rapport aux tensions de seuil et de saturation 
les deux equations 3.4 et 3.5 peuvent etre simplifiees selon les deux equations 3.6a et 
3.6b respectivement : 
VSP = VthB 
rVpp 
(1 + r) 
rVpp 
(V2 + r 
; cas de l'inverseur classique (3.6a) 
; cas de l'inverseur propose (3.6b) 
Avec r = K/^s^ = 
Si les dimensions des transistors NMOS et PMOS utilises sont egales et f3n > f3p, 
alors l'utilisation des transistors NMOS en serie (ou (et) PMOS en parallele) rend 
plus facile le design des portes logiques dont le point de commutation est VDD/2. 
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Done, l'inverseur propose permet le declenchement des PA a VDD/2 ( valeur souhaitee) 
d'une fagon plus precise qu'un inverseur classique. Ceci est bien verifie lorsque r ~ v 2 
(equation 3.6b). 
Un autre important avantage de l'inverseur propose est la baisse de la consommation 
de puissance. Pour des raisons de simplification, nous adoptons le modele numerique 
de la caracteristique de commutation de l'inverseur (tous les commutateurs sont sup-
poses ouverts) pour en faire la demonstration. Ce modele numerique est montre par les 
deux figures 3.9 (a) et 3.9 (b) pour les deux cas : classique et propose respectivement. 
VDD VDD VDD 
- inp — 2 V 
Input 
VDD VDD VDD 
Ml J 
= ^ R P S _ L c 
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- ou ip — * - o x 1 
- inp — " * - ox l • 
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t7 
•Output t - inn 
* - ouTn — *-*~ ox2 
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^- outn2 * - ox2 
^ - o u t n 5 = *- ox5 
Kr 
(b) 
FIGURE 3.9: Modele numerique de la caracteristique de commutation de l'inverseur 
CMOS, (a) classique, (b) propose 
De ce modele on deduit que la capacite effective de sortie de l'inverseur est : 
Cant = < _ Co 
; cas de l'inverseur classique (3.7a) 
; cas de l'inverseur propose (3.7b) 
Ainsi, le transistor additionnel M5 dans le circuit tampon propose, permet de reduire 
d'un facteur de deux la dissipation de puissance dynamique, durant la transition 0 
a 1. Ceci aura un grand impact, puisque plusieurs circuits tampons de ce type sont 
utilises dans l'implementation de differents modules du NC-ADC. 
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Apres avoir presente l'implementation de la cellule nerveuse en technologie 0.18 /xm, 
nous presenterons par la suite les valeurs des composants de la cellule nerveuse, ainsi 
que leurs effets sur les performances du NC-ADC. 
3.2.3 Calcul des valeurs des composantes de la cellule nerveuse 
Tel que nous l'avons decrit auparavant, la cellule nerveuse joue le role d'un generateur 
d'impulsions de frequence variable selon l'intensite du courant d'entree (stimulus), i.e 
c'est un convertisseur du courant a frequence (current-to-frequency converter-CFC). 
Pour un courant d'entree I continu et durant une periode d'echantillonnage Te, la 
cellule nerveuse genere un nombre d'impulsions n par reproduction du processus de 
charge et de decharge de la capacite membranaire C. Ce nombre n est donne par : 
"=<£?& (3'8) 
ou T(e/j) denote l'etat haut d'une periode d'echantillonnage, et ou tch et tj sont 
respectivement les temps de charge et de decharge de la capacite. Si on suppose 
que td est negligeable ( decharge instantanee et totale de la capacite C) alors : 
n = ^ . (3.9) 
tch 
Si on suppose que tch est constant durant la meme periode d'echantillonnage et 
puisque At = j AVm, et sachant que AVm = {VthB ~ 0)
 e* ^ = (tch — 0) alors, 
tCh = j.VthB , (3.10) 
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il en resulte que la frequence a la sortie de CFC est 
{tch + td) tch C.VthB 
ou C est la capacite membranaire, I est le courant DC d'entree et VthB denote la 
tension de seuil du circuit tampon. 
Done, l'equation 3.11 traduit une variation lineaire du nombre de PA de la sortie du 
neurone (frequence) en fonction de l'intensite du courant d'entree, sous les conditions 
prescrites precedemment. Mais, ceci n'est pas le cas dans la realite. 
Pour une conversion analogique-numerique sur N-bits et pour un courant d'entree de 
pleine echelle (Full Scale Range-FSR) qui est note par IFSR, 1& cellule de neurone 
doit generer avant la surcharge du compteur, un nombre d'impulsions egal a 2N — 1 
durant une periode d'echantillonnage et plus precisement durant T(e,h)- Alors, le temps 
minimal de charge de la capacite C est calcule selon l'equation 3.9 par : 
(e,h) 
2 ^ - 1 t(ch.min) — 0 /v -, j \^-^^) 
alors, en combinant les deux equations 3.10 et 3.13 on a 
^max T r -* (e.h) 
IFSR
 inB ( 2 " - l ) 
par consequent, 
^ ( e , h ) - ' f S i J 
•vth  = T T T A F ^ ; (3-13) 
%w... 
[Z — i).VthB 
d'ou pour un rapport cyclique a d'une horloge CLK d'echantillonnage (a = -y^-) 
la capacite maximale est donnee par, 
Cmax = (2»-l)SVthB.Fe
 ; ( 3"1 5 ) 
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ou Fe denote la frequence d'echantillonnage. 
Cette equation permet de calculer soit C soit IFSR connaissant les autres parametres 
de l'equation 3.15 qui sont fixes comme objectif du depart. 
Les parametres de conception du NC-ADC sont resumes dans le tableau 3.1 
TABLEAU 3.1: Parametres de design de NC-ADC propose 
Tension d'alimentation 
Gamme du courant d'entree 








3.3 Compteur binaire systolique asynchrone 
Avant de developper le module subsequent qui fournit sur 8 bits la valeur quantifiee 
du signal d'entree, il est primordial de signaler qu'une connexion directe et cascadee 
du compteur des PA a la sortie de la cellule nerveuse cause une oscillation de la sortie 
de cette derniere. Ceci est du au fait que le courant delivre par la sortie de la cellule 
nerveuse n'est pas suffisant pour piloter le reste du circuit a sa sortie, i.e la sortance 
(Fan-out) du circuit pilote est insuffisante. Une solution simple a ce probleme est 
d'inclure un nombre d'etages tampons a la sortie du neurone arm d'augmenter la 
sortante du circuit pilote. Dans notre cas, ce circuit additionnel note par G dans la 
figure 2.6 est implements par quatre etages tampons cascades. 
Etant donne qu'une baisse de la consommation d'energie du circuit CAN integre dans 
un systeme portable de la mesure de Factivite cerebrale d'un patient, afin d'accroitre 
l'autonomie de cet appareil, constitue notre objectif primordial, alors les compteurs 
asynchrones restent le bon choix, par ce qu'ils presentent la caracteristique interes-
sante de consommer de l'energie seulement quand cela est necessaire. Aucune consom-
71 
mation d'energie n'est observee en dehors d'un traitement effectif sans toutefois ne-
cessiter du controle supplement aire. Paradoxalement, les compteurs synchrones ne-
cessitent du controle supplemental et l'utilisation d'une logique plus complexe pour 
limiter les effets de l'activite de l'horloge, afin de reduire de la consommation. Parmi 
les techniques utilisees a cet effet, on cite la technique « gated clock » et l'utilisation 
de bascules sensibles aux deux fronts [Strollo et al. (2000)]. En plus, les circuits asyn-
chrones, en particulier les compteurs, ont l'avantage d'une faible emission electroma-
gnetique (point crucial dans le domaine des telecommunications). Car de nombreuses 
parties du circuit fonctionnent a des instants differents et a des vitesses differentes, 
plutot que de commuter simultanement au signal d'horloge comme dans les circuits 
synchrones. 
Afin d'atteindre l'objectif d'un CAN a basse puissance, il est clair que les compteurs 
asynchrones restent le bon choix pour implementer la partie de quantification de notre 
systeme. Une implementation plus simple d'un compteur asynchrone est une serie 
cascade des bascules T (ripple counter) et dont le signal d'horloge n'est regu que par le 
premier etage (bascule LSB : Least Significant Bit). Pour chacune des autres bascules, 
le signal d'horloge est fourni par une sortie de la bascule de rang immediatement 
inferieur. Toutefois, cette architecture presente l'inconvenient d'accumulation de delai 
causee par la chaine de propagation du signal. Par consequent, elle depend du nombre 
de bits, ce qui limite la frequence du signal d'entree. 
Une solution alternative est rapportee par [Kakarountas et al. (2003)], il s'agit d'une 
architecture systolique (serie des bascules T cascade) asynchrone d'une vitesse d'ope-
ration tres grande et dont le delai est independant de la longueur du compteur. Cette 
architecture permet d'implementer des compteurs de 8 bits, 16 bits, 32 bits et 64 bits 
a partir de deux modules notes par BypO et Bypl dans [Kakarountas et al. (2003)] 
et avec le meme delai de cas de la chaine a 8 bits. En plus, pour des compteurs de 
8 bits, le signal d'horloge a l'entree de la bascule LSB peut atteindre une frequence 
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de 450 MHz. Les deux modules de base notee par BypO et Bypl respectivement sont 
montres par les deux figures 3.10 et 3.11.L'etage BypO prend a son entree enable note 
par EN les impulsions generees par la cellule de neurone a chaque prelevement d'un 
echantillon du courant de stimulation. L'implementation d'un compteur a 16 bits est 

















FIGURE 3.10: (a) Symbole et(b) schematique du circuit de BypO 
























FIGURE 3.11: (a) Symbole et(b) schematique du circuit de Bypl 
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FIGURE 3.12: Circuit du compteur systolique asynchrone a 16 bits 
L'implementation de la bascule T en circuits CMOS, et son fonctionnement sont 
presentes en annexe II. 
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La periode du signal d'entree du compteur a 16 bits illustre par la figure 3.12 est fixee 
par le delai cause par les deux premiers modules (BypO et Bypl) qui implementent 
les premiers 8 bits. Alors, ce delai est donne par 
Td — 2. tAND3 + tAND2 + IF IF ; (3.16) 
ou tAND3 et tAND2 sont les delais causes par les portes logiques AND a trois entrees 
(AND3) et a deux entrees (AND2) respectivement, alors que tp/F denote le delai de 
la bascule T. 
D'autre part, le delai d'un compteur classique asynchrone (type ripple) de n bits est 
donne par 
Td,rippie = n. tp/F ; (3-17) 
L'equation 3.17 montre la dependance du delai avec le nombre de bits, d'ou sa limi-
tation au niveau de la frequence du signal d'horloge d'entree, contrairement a l'archi-
tecture que nous avons choisie, qui tire son avantage principal de l'independance du 
delai avec la longueur de la chaine d'implementation, comme le prouve l'equation 3.16. 
Alors, cette caracteristique la rend tres rapide et efficace energetiquement, puisque 
son principe de fonctionnement demeure semblable au compteur asynchrone de type 
ripple, avec une legere augmentation de la complexite par rapport a ce dernier, mais 
beaucoup plus faible par rapport a son contrepartie synchrone. 
Tel que nous l'avons signale auparavant, cette architecture peut operer des signaux 
dont la frequence peut atteindre 450 MHz [Kakarountas et al. (2003)], ce qui est tres 
suffisant pour notre application, puisque la frequence maximale des impulsions a la 
sortie de la cellule nerveuse donnee par l'equation 3.11 est atteinte pour un courant 
d'entree IFSR e t qui n'excede jamais 128 MHz (equation 3.11 et par simulation). 
Nous presentrons dans la section qui suit les performances statiques de NC-ADC 
propose afin de mettre en evidence l'impact de la non neutralite de la largeur des 
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impulsions supposees dans le cas ideal. 
3.4 Performances de NC-ADC non calibre 
Les caracteristiques statiques d'un convertisseur analogique-numerique sont genera-
lement definies par les deux parametres DNL et INL, qui sont les deux parametres de 
performance les plus critiques, en particulier dans le cas des CAN de vitesse faible. 
Une rampe du courant lente est utilisee a l'entree du NC-ADC, pour simuler sa fonc-
tion de transfert. Les donnees de la simulation a la sortie de NC-ADC sont importees 
dans MATLAB ou la DNL et 1'INL sont calculees et tracees. Souvent, les DNL et INL 
d'un CAN sont definies par leurs valeurs maximales. Le Tableau 3.2 resume les resul-
tats de la simulation associes aux valeurs fixees comme objectif. Ces dernieres sont 
fixees comme objectif a 0.5 LSB pour 1'INL et le DNL, afln d'assurer la monotonicite 
du CAN et de valider qu'il n'ait pas de code manquant. 
TABLEAU 3.2: Parametres statiques de NC-ADC et ses parametres cibles 
Simulation 
Objectif 
DNL (en LSB) 
0.16 
0.5 
INL (en LSB) 
1.63 
0.5 
II est clair que d'apres les resultats de simulation rapportes dans le tableau 3.2, 
le convertisseur analogique-numerique propose est monotone, toutefois il est d'une 
mauvaise linearite. Ceci, implique que la variation de la frequence des impulsions a 
la sortie de la cellule nerveuse n'est pas lineaire comme c'est cense etre le cas selon la 
relation 3.11 sous Fhypothese d'une largeur nulle de ces impulsions. Ceci montre la 
necessite d'un autre module dans l'implementation du CAN neuromimetique propose. 
II s'agit du circuit de calibration. Dans la realite, les impulsions sont d'une largeur 
non nulle et egale au temps ta de la decharge de la capacite membranaire par le 
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commutateur analogique SW2 (figure 3.1). Ceci peut etre vu comme une perte des 
charges electriques a chaque occurrence d'une impulsion (PA). Alors, une calibration 
par injection des charges compensatoires peut rendre notre systeme d'une bonne 
linearite. Une implementation simple de ce circuit est une pompe a charges actives 
seulement en presence d'une impulsion electrique, done ce circuit est pilote par la 
sortie la cellule nerveuse. Cette pompe a charges doit injecter une meme quantite de 
charges a l'entree de la cellule nerveuse, autant de fois que le nombre de potentiels 
d'actions a la sortie de CN. Le fonctionnement detaille et l'implementation du circuit 
de calibration seront developpes dans la section qui suit. 
3.5 Circuit de calibration 
Tel que nous Favons montre auparavant, la cellule nerveuse fonctionne comme un 
convertisseur lineaire du courant a frequence (CFC) regi par l'equation 3.11, ceci sous 
l'hypothese d'une largeur d'impulsions a sa sortie nulle. Toutefois, cette hypothese 
n'est pas realiste. Alors, si Ton tient compte de ce parametre, qui n'est autre que le 
temps td de la decharge repetitive de la capacite par le commutateur SW2 durant 
chaque prelevement d'un echantillon, la frequence a la sortie du CFC qui donnee par 
(tch + U) C.VthB+I.td " • ' 
( car tch = j.VthB d'apres l'equation 3.10). 
L'equation 3.18 implique un effet tres remarquable sur la deterioration de la linearite 
du NC-ADC au fur et a mesure que le courant a son entree augmente. Afin de remedier 
a ce probleme, nous proposons d'integrer un module de calibration qui compense une 
perte virtuelle de charges durant chaque PA genere. Alors, ce systeme n'est autre 
qu'une pompe a charges active a la presence d'une impulsion. Cette pompe a charges 
injecte un courant (charge) supplementaire de compensation notee par Iinj (Qinj) dans 
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la capacite membranaire. Alors, le courant qui charge la capacite devient (/ + Iinj). 
II en resulte que d'apres l'equation 3.19, la frequence a la sortie de la cellule calibree 
est 
f = c.vthB + (i + iinj).td
 ( 3'19) 
Cette frequence devrait atteindre la proportionnalite lineaire entre le courant de sti-
mulus I et la frequence f de cas ideal regie par l'equation 3.11, alors 
/ + /, inj 
C.VihB + (I + Iinj).td C.VthB 
d'ou 
(3.20) 
•'inj — i + T ' (3.21) 
1 — a id 1 
avec a = -^— denotant le parametre de variation lineaire de la frequence en 
fonction du courant d'entree I dans le cas ideal. 
Cette equation montre bien que la compensation par injection de charges n'est pas 
lineaire, alors une proportionnalite exacte entre la frequence a la sortie de CFC et 
le courant a son entree ne peut etre jamais atteinte . Toutefois dans la plage du 
courant d'entree s'etalant entre 0.1^^4 et 16/xA, la meilleure compensation lineaire 
est donnee par l'equation 3.22 de linearisation au premier ordre de l'equation 3.21, 
comme l'illustre la figure 3.13. 
Iinj = 2.7 1(T
7 1 + 3 1CT7 (3.22) 
D'apres le modele lineaire (figure 3.13) le courant total a injecter par la pompe a 
charges pour un courant d'entree de pleine echelle IFSR est 7.5e -7A, durant 256 
cycles d'impulsions. II en resulte que durant chaque impulsion, le circuit de calibration 
doit injecter un courant cyclique note par hnj^ qui est egal a 7 ,^6 ' A ~ 3 nA. Ceci 
correspond a une erreur relative de 0.06% par rapport a la valeur souhaitee (3.5 nA) 
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FIGURE 3.13: Courant a injecter en fonction du courant d'entree et son modele li-
neaire au premier ordre 
pour une calibration exacte. 
Base sur l'analyse faite auparavant, nous proposons le circuit de calibration montre a 
la figure 3.14 [Ait-Yakoub et al. (2009)]. L'element le plus important de ce circuit est le 
transistor M12 qui joue le role d'une source du courant supplementaire injectable dans 
la capacite membranaire. Ce transistor de type PMOS est pilote par les PA de la sortie 
de neurone a travers les trois transistors M9 (PMOS), Mm (NMOS) et Mn (NMOS) 
montes selon la structure d'un inverseur econome en energie. A l'etat initial du circuit, 
le transistor M12 n'est pas actif, car aucune impulsion n'est presente a l'entree de son 
circuit de commande. Aussitot qu'une impulsion est generee par la cellule nerveuse, 
la source du courant Mi2 pompe un courant supplementaire que nous avons nomine 
auparavant le courant cyclique Iinjc dans la cellule de neurone. Ce processus aura 
lieu aussi longtemps qu'une impulsion est presente. Certes un delai s'ecoule entre le 
processus de l'activation de la pompe a charges par les PA et sa delivrance du courant 
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circuit de calibration (figure 3.14) pour assurer l'injection des charges dans la capacite 
au bon moment. Ceci amine est logiquement apres le basculement du commutateur 
SW2 de l'etat ON a OFF, sinon le circuit de calibration n'aura aucun interet. 
FIGURE 3.14: Circuit de calibration propose 
Le circuit inverseur a un transistor Mn de plus par rapport a l'inverseur classique, 
et circuit tampon propose (figure 3.7 (b)) dans le circuit de calibration permettent 
une reduction de la puissance dynamique lors de la transition 0 a 1 pour chaque. 
Etant donne que les PA generes par la cellule nerveuse sont de meme largeur, alors 
la meme quantite de courant l{njc (charges) sera injecte en presence d'une impulsion. 
Cette quantite injectee par le transistor Mi2, qui opere dans sa region active, est 
proportionnelle au ratio ^ de ces dimensions. Alors, un bon ajustement de W et L 
de M12 permet d'atteindre la quantite du courant Iinj ainsi que l'objectif desire. 
Apres avoir presente le circuit de calibration, il est tres interessant de presenter les 
performances statiques du NC-ADC, afin de mettre en evidence sa contribution dans 
l'amelioration de ces performances. 
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3.6 Performances du NC-ADC calibre 
Le Tableau 3.3 resume les resultats de la simulation pour les deux cas d'un CAN sans 
calibration et d'un CAN calibre, auxquelles sont associees les valeurs fixees comme 
objectif. 
TABLEAU 3.3: Parametres statiques de NC-ADC calibre et non calibre 
Objectif 
CAN sans calibration 
CAN calibre 












II est clair que d'apres les resultats de simulation rapportes dans le tableau 3.3 que 
le convertisseur analogique-numerique calibre est monotone, et d'une bonne linearite, 
contrairement au cas sans calibration. 
3.7 Conclusion 
Le principe de fonctionnement du CAN neuromimetique a ete presente dans ce cha-
pitre. Apres la description de la theorie associee a cellule neuronale, le circuit elec-
trique equivalent de CN a ete expose. Egalement, le developpement et l'implemen-
tation en technologie TSMC 0.18 fim de ses differents modules sont detailles, en 
particulier : 
- Le circuit « economique-energie » tampon d'une capacite effective reduite d'un 
facteur de deux par rapport a son contrepartie classique. Ceci, permet de reduire 
la dissipation de puissance dynamique d'un meme facteur; 
- Le commutateur analogique precis et le circuit de calibration d'impact direct sur 
l'amelioration de L'INL et VIFSR de NC-ADC. 
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Les resultats de simulation apres le dessin de masques et le test de la puce de NC-ADC 
propose seront l'objet du prochain chapitre. 
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CHAPITRE 4 
RESULTATS DES SIMULATIONS ET RESULTATS 
EXPERIMENTAL^ 
4.1 Introduction 
Apres avoir presente l'architecture d'un CAN neuromimetique, ainsi que rimplemen-
tation en technologie TSMC 0.18 /xm de ses differents modules. Nous rapportons dans 
cette section les resultats des simulations apres le dessin des masques. Egalement, nous 
presenterons les resultats experimentaux de test de la puce (ICFPMAM1) fabriquee 
par le biais de la Societe Canadienne de Microelectronique (CMC Microsystems). En-
fin, nous terminerons par une comparaison des performances du NC-ADC avec des 
travaux recents dans le domaine. 
4.2 Simulation post-layout 
Apres avoir realise le dessin des masques sous virtuoso de Cadence de chaque module 
du NC-ADC (en tenant compte des astuces du dessin de masques pour optimiser 
les performances du CAN), nous avons procede a l'extraction des parasites. Egale-
ment, la verification physique (aux niveaux DRC, LVS, et masque (DFM))a ete faite. 
Nous presenterons dans cette section les simulations post-layout de NC-ADC sous 
Spectre de Cadence. Dans un premier temps, nous commencerons par les simulations 




a- Cellule de neurone calibre 
Etant donne que l'interrupteur analogique SW2 dans la cellule de neurone est un 
element dont les performances de CAN sont tres sensibles. De plus, les largeurs de 
ces transistors excedent 10 /im. Alors, une attention tres particuliere a ete apportee 
a la conception de son dessin de masques, arm de minimiser les elements parasites. 
La premiere precaution a ete de fractionner les transistors de largeur superieure a 
10 [im en n (n est entier) unites elementaires, comme l'illustre la figure 4.1. Ces 
unites sont de meme forme, de meme dimension et interconnectables entre eux. Pour 
cela, nous avons utilise la propriete « Gate splitting » disponible pour les transistors 
de la librairie CMCpcells. Le fractionnement en unites elementaires a pour but de 
minimiser l'effet resistif parasite du silicium polycristallin (poly-Si) qui forme la grille 
du transistor. Egalement, il permet de reduire la valeur des capacites de depletion a 
la source (Cs&) et au drain (Cdb) du transistor, par un facteur d'environ (n +l) /2n 
dans le ou n est un nombre impair. Tandis que, lorsque n est pair, les facteurs sont 
de 1/2 pour l'une des deux valeurs capacitives et de (n + 2)/2n pour celle qui reste 
[Gatti et al. (1989)]. 
< w • 
I I D D D D D D D D D D D D D I ZIL 
f | D D D D D D D D D D D D D | 
^ c d b 
(a) 
FIGURE 4.1: Dessin de masques d'un transistor avec rapport W/L eleve (a) en une 
unite, (b) separe en n = 3 unites paralleles. 
Egalement, il faut maximiser le nombre de contacts qui permettent la connexion 
du drain (D) ou de la source (S) du transistor avec une autre composante du cir-
cuit comme le montre la figure 4.2. Le meme principe s'applique pour les vias, qui 
«-W/3> 
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(b) 
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connectent les metaux des differents niveaux. Reellement, chaque contact et chaque 
via comporte une resistance parasite qui est limite par une certaine densite de cou-
rant. Par consequent, il est preferable d'en placer autant que possible sur une surface 
donnee, afin de minimiser la resistance parasite equivalente et la densite de courant 
qui en resulte. 
Contacts 
D D D • D | 
• • • • • 
(a) (b) 
FIGURE 4.2: Dessin de masques d'un contact a un transistor forme (a) d'un seul 
contact, (b) d'un grand nombre de contacts. 
Lors du routage des interconnexions, nous avons evite d'utiliser de longues traces 
de metal, car celles-ci generent des resistances et des capacites parasites dont les 
valeurs sont fonction de la largeur et de la longueur de la couche metallique. De 
plus, les risques d'electromigration diminuent avec une plus grande largeur. Pour le 
routage des signaux nous avons evite d'utiliser du materiel poly-Si, car celui-ci est un 
materiel beaucoup plus resistif que celui qui compose les couches de metal. Ainsi, les 
couches Ml a M6 sont utilisees pour router nos signaux d'entrees et de sorties entre 
les differents modules, et la couche de poly-Si a ete utilisee pour construire les grilles 
des transistors. De plus, des anneaux de garde sont utilises pour les transistors de 
dimensions tres grandes, afin d'eviter la propagation de bruit de substrat entre eux. 
Finalement, il est important de mentionner que lors du dessin de masques, nous avons 
minimise le niveau d'interference en distangant le plus possible 2 traces paralleles 
adjacentes confinees dans un espace donne comme le montre la figure 4.3 (a), en 
gardant une distance qui correspond au double de la largeur de la trace, et en alternant 
l'usage des diverses couches, plutot que de placer les traces paralleles l'une a cote de 
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l'autre sur la meme couche de metal (Figure 4.3 (b)). Le procede a pour but de 
minimiser le bruit de couplage diaphonique (crosstalk). 
W 
M1 M1 M2 M3 
2W 
M1 M3 M2 M1 
W 
(a) (b) 
FIGURE 4.3: Techniques de dessins employees pour minimiser le couplage diapho-
nique (a) en distangant le plus possible deux traces paralleles, (b) en 
interchangeant les couches de metal. 
Apres avoir presente les precautions apportees au dessin de masques pour minimiser 
l'effet du bruit et d'assurer une bonne connexion du drain (D) ou de la source (S) du 
transistor avec une autre composante du circuit, nous allons presenter par la suite les 
resultats de simulation de la cellule nerveuse calibree. 
Le fonctionnement de la cellule de neurone calibree, apres le dessin de masques et 
l'extraction des capacites parasites, a ete valide, pour les trois courants d'entree 
I\ = 0.1 fj.A, 72 = 1 Â 4 et I2 = 10 /iA pour un temps de simulation t = 2.Te 
(Te = 2 /iS periode d'echantillonnage), Les resultats de simulation sont montres a la 
figure 4.4 
Ces resultats de simulation montrent que la cellule de neurone calibree genere des 
impulsions de meme amplitude et dont le nombre croit avec l'augmentation du courant 
d'entree. Son fonctionnement est alors semblable a celui d'un neurone physiologique 
et par consequent a un convertisseur lineaire du courant a frequence (CFC). Afin de 
verifier le bon fonctionnement de la cellule neuronale comme etant un CFC lineaire, 
nous avons introduit a son entree une rampe du courant, d'origine (0,0) et de valeur 
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FIGURE 4.4: Les impulsions (PA) a la sortie de la cellule de neurone pour des courants 
d'entree, (a) 1=0 A/j, A, (b) l=l/iA et (c) l=10/iA. 
« freq », nous avons preleve les variations de la frequence du signal a la sortie de la 
cellule neuronale. Les resultats obtenus sont montres a la figure 4.5. 
15 
x10 







FIGURE 4.5: Variation de la frequence de la sortie de la cellule de neurone. 
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II est clair d'apres les resultats obtenus (figure 4.5) que la frequence de sortie de 
la cellule nerveuse varie presque lineairement en fonction du courant d'entree. Ceci 
justifie le role du circuit de calibration. 
b- Compteur binaire systolique asynchrone 
L'economie d'energie consommee par le NC-ADC etant notre principal objectif, une 
baisse de la consommation d'energie de sa partie numerique (compteur et circuits tam-
pons) est done indispensable. Ainsi, le dimensionnement des transistors de ce module 
a la taille minimale (L et W sont minimales), la limitation de l'alimentation de ce cir-
cuit aux composants necessaires pour le traitement en cours et la reduction du nombre 
de transitions par cycle d'horloge permettent d'atteindre cet objectif. Ces deux der-
nieres conditions justifient notre choix d'un compteur asynchrone qui, contrairement 
aux compteurs synchrones traditionnels, presente la caracteristique interessante de ne 
consommer de Fenergie que dans les sous-parties du circuit reellement utilisees lors 
de l'execution d'une instruction. De plus, la technique de minimisation des capacites 
parasites au niveau de la conception du dessin des masques de ce module permet 
egalement une baisse de la consommation de puissance. 
Afin de valider le bon fonctionnement du compteur asynchrone nous le simulons par 
un signal carre qui varie entre 0 V et 1.5 V (representant les impulsions de la sortie 
de la cellule nerveuse) et d'une frequence 250 MHz. Les resultats de simulations 
apres dessin de masques sont montres par la figure 4.6, et une partie zoomee de ces 
simulations est illustree a la figure 4.7. 
Les resultats de simulation de la figure 4.6 montrent bien que le compteur fonctionne 
correctement pour des signaux d'entrees dont les frequences peuvent atteindre 250 
MHz. Ceci implique que cette architecture est bien adaptee a notre application puisque 
la frequence maximale des AP generees par la cellule de neurone est le 128 MHz 
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FIGURE 4.6: Signaux : d'entree, d'initialisation ainsi ceux de la sortie aux differents 
bits du compteur 
(valeur qui correspond a un courant d'entree de 16 fj,A). Un autre avantage de cette 
architecture systolique est que le delai ne depend pas de la taille du compteur, ainsi 
si une resolution plus grande que 8 bits est demandee et que la frequence maximale 
du signal d'entree est inferieure a 250 MHz, elle demeure une bonne candidate. 
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FIGURE 4.7: Une partie zoomee de signaux : d'entree, d'initialisation ainsi ceux de la 
sortie aux differents bits du compteur 
c- Puissance dissipee et consommation energetique du CAN propose 
L'energie consommee dans un intervalle de temps [a, b] est par definition l'integrale 
de la puissance dissipee : E = J P(t)dt , ou P(t) est la puissance dissipee a 
l'instant t. 
La puissance dissipee dans un circuit electronique se compose de la puissance statique 
et de la puissance dynamique. Dans les circuits CMOS la puissance dynamique est 
de l'ordre de 80-85 % de la puissance dissipee. Classiquement, on neglige la puissance 
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statique. La puissance dissipee totale peut done s'exprimer par : 
•* ~ *dynamique = J elk *DD ^ckt a\Vin) , l ^ . l ) 
ou a(Vin) est le nombre de transitions par cycle d'horloge, fcik la frequence de fonc-
tionnement, Cc\~t la capacite equivalente et VBD la tension d'alimentation. 
Cette relation montre bien les quatre parametres qui permettent de diminuer la dis-
sipation de l'energie. Toutes les techniques de reduction de la puissance dynamique 
s'attaquent alors a Fun ou l'autre de ces facteurs. Le terme Cckt est une caracteristique 
du circuit utilise alors il depend de dimensions des transistors et de technique de la 
conception du dessin de masques, done des transistors a tailles minimales et un bon 
dessin de masques permettent une economie d'energie. Egalement, reduire le nombre 
de transitions par cycle d'horloge en choisissant le compteur asynchrone au lieu d'un 
compteur synchrone reduira d'avantage la dissipation de puissance. En plus une ten-
sion d'alimentation de 1.5 V au lieu de 1.8 V renforce d'avantages la satisfaction de 
notre objectif. 
En se basant sur l'equation du calcul de la puissance moyenne dissipee par un circuit 
electronique qui est donnee par l'equation suivante, on obtient 
Pav = ^f P(t)dt = ^ j lDD(t)dt , (4.2) 
ou T est la periode d'interet, V^D et iDD sont la tension d'alimentation du circuit et 
le courant qui y circule respectivement. 
A l'aide de la calculatrice de Cadence nous calculons la puissance dissipee par NC-
ADC apres son dessin de masques en technologie CMOS 0.18/xm incluant les capacites 
parasites, pour un courant d'entree sinusoidal, dont la valeur crete a crete est de 8 fiA. 
Le resultat montre bien que notre convertisseur analogique-numerique consomme une 
ultra basse puissance d'une valeur egale a 486 nW (a l'exclusion de la consommation 
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des pads) et une tres faible dissipation d'energie de 5.46 pJ/cycle pour un taux 
d'echantillonnage de 500 kE/s. 
d- Espace occupe 
Les dessins de masques en technologie TSMC 0.18 \im du cceur et de la puce de 
CAN neuromimetique propose sont montres dans les deux figures 4.8 (a) et 4.8 (b) 
respectivement. Ceux-ci, montrent que le coeur de notre CAN occupe une surface de 
(0.252 x 0.197 = 0.05) mm2 et que sa puce occupe une surface de 0.896 mm2. Cette 
caracteristique fait du NC-ADC un bon candidat pour des applications bio-capteurs 
portables ultra basse puissance dans un systeme sur puce SOC. 
-0.252 mm-
•
• • Wf • M • • • • • 
FIGURE 4.8: dessin de masque (a) du cceur de NC-ADC et (b) du NC-ADC incluant 
les pads 
e- Linearite du NC-ADC 
La linearite du CAN est exprimee par les deux parametres de performance statiques 
DNL et INL. Afin de les determiner, nous avons transforme les donnees numeriques 
collectees a la sortie du CAN en des valeurs analogiques correspondantes a l'aide 
d'un convertisseur numerique a analogique CNA (digital to analog converter - DAC) 
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ideal modelise en Verilog-A. Les valeurs analogiques collectees a la sortie du CNA 
sont exportees vers Matlab afin d'etre comparees a des donnees d'une fonction de 
transfert ideale par un programme realise a cet effet. La figure 4.9 resume le banc 
d'essai realise pour ce test. Les deux figures 4.10 (a) et 4.10 (b) montrent les resultats 
de simulation apres les dessins de masques de DNL et INL respectivement, pour le 
NC-ADC sans calibration et avec calibration. 








(code en Verilog-A) 
Pogramme 
Matlab de calcul 
deDNL&INL 




* sans calibration 
itiliiiiii 
+ + • + • + • * 
0 0.2 0.4 /av 0.6 0 8 l(FSR)1 
-*— Avecet 
sans calibration 
0.4 ... 0.6 
(b) °-
8 l(FSR)1 
FIGURE 4.10: Resultats de simulations de (a) DNL et (b) INL du CAN propose 
IL est clair que d'apres les resultats de simulation illustres par les deux figures 4.10 
(a) et 4.10 (b), le CAN neuromimetique calibre propose offre une bonne linearite 
conforme aux specifications puisque le DNL et 1'INL sont tous les deux inferieurs a 
±0.5 LSB, contrairement au cas de CAN sans calibration ou l'INL est superieur a 0.5 
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LSB. Le CAN ainsi calibre permet de reproduire d'une fagon fidele le courant d'entree. 
De plus, ces resultats mettent en evidence le role du circuit de calibration, a savoir 
reduire la non-linearite integrale du CAN en injectant des charges supplementaires a 
chaque detection d'un PA a la sortie de la cellule du neurone. 
f- Resume des performances de CAN neuromimetique 
Le Tableau 4.1 presente les principales performances ciblees du CAN neuromimetique 
propose et celles obtenues a partir des simulations post-layout. 
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La robustesse du circuit NC-ADC est quantifiee grace a des simulations Monte-Carlo 
en visant seulement l'impact des precedes de fabrication. Le seul parametre sensible 
est la non-linearite integrale (INL) puisque dans le pire des cas il atteint 0.73 LSB tan-
dis que la non-linearite differentielle (DNL) n'excede jamais 0.5 LSB. Cette variation 
d'INL est due a la sensibilite du circuit aux variations des dimensions de l'interrupteur 
analogique SW2, cependant cette variation d'INL reste acceptable puisque la valeur 
de ce dernier n'excede pas 1 LSB, valeur a partir de laquelle la linearite n'est plus 
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verifiee. 
Les specifications ciblees sont validees au niveau des dessins de masques, ce qui nous 
permet de passer a l'etape suivante, qui est la fabrication de la puce par le biais de 
La CMC. 
4.3 Resultats experimentaux 
La microphotographie de la puce a tester est montree sur la figure 4.11. La confi-
guration de test de cette partie illustree sur la figure 4.12.11 regroupe un generateur 
d'horloge, un generateur de tension (alimentation), un oscilloscope et un convertisseur 
numerique-analogique a 12 bits. Dans un premier temps, nous avons verifie le fonc-
tionnement de la partie numerique du CAN representee par le compteur systolique 
asynchrone a 8 bits 
V\\%1!!#/•• 
////Ill WW 
FIGURE 4.11: Microphotographie de la puce 
a- Compteur binaire systolique asynchrone 
Pour un signal d'horloge carre de frequence 1 MHz introduit a l'entree du compteur 












FIGURE 4.12: Configuration du banc de test du CAN 
4.15 et 4.16. Ces resultats indiquent bien le bon fonctionnement du compteur puisque 
la frequence a la sortie du bit i ( 1 < i < 7) est divisee par deux par rapport a la 
frequence du signal du bit (i-1). 
m i^ si^ ^ ^. ^ 0 ^ ^ ^ mi- ^ i^ ^ 0^ 0^ m^ ^ m ^» ^^ m f^ ^ p^; 
t l v ^ l ^ W i t ^ i w I i K ^ ^ i V <m <Mf WK( *m m W 










Chi 2.0V Q 
FIGURE 4.13: Chronogrammes de haut en bas des signaux : l'horloge (CLK), Qo 
(LSB), Qi et Q2 
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Lo*w signal 
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Fteq£C2) 31 25kHz 
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Chi 2 0V O Ch2 2 0V Q 
FIGURE 4.14: Chronogrammes de haut en bas des signaux : Q3, Q4 et Q5. 
Ch1 1.0V Q 
Freq(CI)" 501.0KHZ 
Low signal 
ampl i tude 
M 2.0MS 125MS/S 8.0ns*t 
A Ch1 s 600nlV 
FIGURE 4.15: Chronogrammes du signal ENFULL 
b- Cellule de neurone calibre 
La configuration de test de la cellule neuronale d'une gamme dynamique d'entree 
entre 100 nA et 16 fiA, necessite une source du courant sophistiquee et pointue. 
Malheureusement, n'etant pas disponible dans notre laboratoire de test. Une solution 
alternative est de concevoir un dispositif electronique a base de composants discrets 
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FIGURE 4.16: Chronogrammes de haut en bas des signaux : Q6 et Qy 
qui consiste en un convertisseur de tension a courant (Voltage-to- Current Converter 
- VCC) et lineaire sur toute la gamme dynamique d'entree de la cellule neuronale. 
Plusieurs architectures sont possibles pour ce dispositif de transconductance qui sont 
a base d'amplificateurs et (ou) de miroirs du courant. Parmi ces dispositifs nous citons 
ceux presentes aux deux figures 4.17 (a) et 4.17 (b). Le courant I qui circulant dans 
la charge L est controle par la resistance R (1= Vin/R). Ce courant de la simulation 
du circuit 4.17 (b) avec PSpice pour une rampe d'entree variante de OV a 12 V est 
montre par la figure 4.18. 
Pour differents courants continus I de 0 a 16 /xA, generes par le circuit de la figure 4.17 
(b), nous avons teste le fonctionnement de la cellule de neurone (CN) en prelevant 
la tension Vm aux bornes de la capacite membranaire durant differentes periodes 
d'echantillonnage T entre 2 /is et 0.1 ms (10 kHz < fs < 500 kHz). Malheureusement 
la tension Vm n'excede jamais 512 mV comme le montre la figure 4.19. Cette valeur est 
inferieure a la tension seuil VthB {VDD/2) de basculement du circuit tampon ( circuit 
de retard). Par consequent la tension de sortie de la cellule de neurone est toujours 
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FIGURE 4.18: Courant I genere par le circuit de la figure 4.17. 
capacites parasites (en particulier la capacite de pad d'interconnexion) par rapport a 
la capacite membranaire, i.e que la capacite reelle a l'entree de CN est tres grande et 
ne permet done pas d'atteindre VthB avant un nouveau prelevement d'echantillon. 
Ann de prouver notre explication de mal fonctionnement du module CN, nous avons 
repris les simulations de ce dernier au niveau des dessins de masques en introduisant 
une capacite parasite parasite en parallele avec la capacite membranaire C. La librairie 
de la CMC que nous avons utilisee fournit des plots dont les diodes ESD ont une 
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grande capacite parasite Cp de valeur approximative de 35 pF. Pour une capacite Cv 
de 35 pF et pour un courant d'entree de 16 //A nous avons preleve la tension Vm aux 
bornes de la capacite effective Ce// (Ceff = (C / / Cp) — Cp) comme l'illustre la figure 
4.20. Cette tension est d'une valeur maximale de 525 mV qui est tres proche de la 
valeur experimentale. 
Afin de remedier a ce probleme et de rendre notre systeme fonctionnel et facilement 
testable, nous recommandons d'integrer un module VCC comme celui presente dans 
les travaux [Srinivasan et al. (2005)] et [ Fotouhi (2001)]. 
• • tJ ' i r C9 -./:.• P? 
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Chi SO.OmV a M 1 .Ops SOJOMS/S 20.0ns*H 
A Chi j- 512rnV 
FIGURE 4.19: Tension aux bornes de la capacite membranaire C. 
Dans le sens de prouver le fonctionnement de la cellule neuronale, nous avons pousse 
a bout nos tests experimentaux au-dela de la gamme dynamique d'entree de NC, en 
injectant des courants de quelques mA. Mais, une autre fois les resultats experimen-
taux n'ont pas ete concluants, et meme ces courants forts ont fait sauter nos deux 
puces disponibles. Ceci, est tout a fait normal puisque la largeur du metal utilise pour 
router le signal (courant) d'entree n'est pas suffisante pour injecter des courants dans 
cette gamme. 
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T e m p s (S) x 10~6 
FIGURE 4.20: Resultats de simulation, de la tension aux bornes de la capacite effective 
d'entree de CN. 
Nous presenterons dans la section qui suit une etude comparative de parametres de 
performance du convertisseur analogique-numerique neuromimetique propose a ceux 
des CAN de basse puissance les plus recents de la litterature. 
4.4 Comparaison des performances 
Faute de resultats experimentaux, cette section se consacrera a la comparaison de 
parametres de performance de NC-ADC qui sont issue de simulations apres le dessin 
de masques a ceux de simulations des travaux [Chang et al. (2007)], [Abdelhalim et al. 
(2007)a], [Abdelhalim et al. (2007)b] et [Robert et al (2006)], comme illustre par le 
tableau 4.2. 
Cette comparaison montre que notre CAN domine par sa basse consommation, sa 
frequence d'echantillonnage et par l'aire qu'il occupe. Ces caracteristiques font du 









TABLEAU 4.2: Comparaison des performances du CAN avec certains travaux sur des 
CAN basses puissance 
Reference 
Taux d'echantillonnage 
Tension d 'alimentation 
Resolution 
Dissipation de puissance 
Aire du Cceur 
Aire de la puce 
Technologie 

































0.896 m m 2 
0.18 \im 
4.5 Conclusion 
Les resultats des simulations post-layout de NC-ADC ont ete presentes, a savoir la 
puissance dissipee et les parametres de performance statiques (DNL, INL) ainsi que 
l'aire occupee. Par ailleurs, seuls les resultats experimentaux du compteur asynchrone 
ont ete concluants. Les resultats des simulations montrent que notre CAN a tout le 
potentiel d'etre le bon candidat pour les biocapteurs dans les applications portables. 
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CONCLUSION 
Ces dernieres annees ont vu le developpement de nombreux systemes embarques 
comme des assistants intelligents, des implants medicaux (capteurs varies, pacema-
kers, etc) ou des telephones portables integrants des fonctionnalites de plus en plus 
complexes. La complexite de ces systemes s'est accompagnee d'une augmentation 
prejudiciable de la consommation d'energie a tel point que l'autonomie est devenue 
un facteur important pour la viabilite de ces systemes arm d'assurer une longue du-
ree de vie des batteries d'alimentation. Parallelement, la technologie des batteries ne 
progresse pas sumsamment vite pour satisfaire ces nouveaux besoins. Ceci, rend ne-
cessaire le travail sur la reduction de la consommation en energie, declenchant ainsi 
un nouvel axe de la recherche scientifique de forte competition depuis plusieurs an-
nees, axe sur la baisse de la dissipation de puissance de ces dispositifs electroniques 
en particulier les CAN, par differentes methodes. 
Plusieurs techniques de reduction de la consommation en energie ont ete introduces 
au fil des ans. Le choix de la meilleure solution depend et differe d'une application a 
l'autre. Une premiere technique est d'optimiser la microfabrication des composantes 
electroniques. Ainsi, une diminution de la taille des composants, rendue possible par 
des progres dans les techniques de fabrication, permet une tension d'alimentation plus 
faible et done une consommation moindre. Une seconde strategie est de limiter 1'ali-
mentation en energie aux blocs necessaires pour le traitement en cours. Une troisieme 
possibility est de limiter le nombre de changements d'etat dans un circuit, car chaque 
changement d'etat en technologie CMOS induit un cout energetique. Une autre voie 
est de specialiser les composants pour l'usage fait par exemple a l'aide de composants 
reconfigurables. Enfin, certains travaux etudient l'utilisation de circuits electroniques 
asynchrones qui, contrairement aux circuits synchrones traditionnels, presentent la 
caracteristique interessante de ne consommer de l'energie que dans les sous-parties 
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du circuit reellement utilisees lors de l'execution d'une instruction. Finalement, les 
circuits inspires de la biologie et des autres neuromimetiques emergent pour permettre 
la mise en ceuvre de circuits flexibles a ultra basse consommation. Dans ce contexte, 
nous voyons apparaitre de plus en plus une nouvelle famille de convertisseurs ana-
logiques a numeriques de basse puissance, inspirees de fonctionnement du neurone 
physiologique et qui arrivent meme a concurrencer les architectures classiques telles 
que les CAN-SAR, dont l'emcacite energetique accompagnee de la robustesse a ete 
approuvee au fil des annees. 
Inspiree par la morphologie et les proprietes bioelectriques d'une cellule neuronale 
physiologique, nous avons congu et implements en technologie CMOS un convertisseur 
analogique a numerique base sur une architecture neuromimetique (NC-ADC). Ce 
convertisseur est dedie a la mise en ceuvre des capteurs varies que les membres de 
laboratoire de neurotechnologies mettent en ceuvre actuellement. 
Le circuit resultant apres dessin de masques en technologie CMOS 0.18 \xm ne 
consomme que 486nW pour une frequence d'echantillonnage de 500 kHz. Ceci, grace a 
la technique de minimisation des circuits analogiques requis combinee a la technique 
de diminution de la taille de sa partie numerique, et l'utilisation d'un compteur asyn-
chrone qui limite la consommation d'energie aux parties reellement actives du circuit. 
L'integration d'un commutateur de haute precision et d'un circuit de calibration a 
permis de reduire 1'INL en dessous de 0.5 LSB et par consequent la linearite du NC-
ADC est amelioree. Le NC-ADC propose atteint une consommation d'energie de 5.46 
pj/cycle a une tension d'alimentation VDD = 1-5V. De plus, le cceur du NC-ADC 
occupe une surface de 0.05 mm2. Ces caracteristiques font du NC-ADC un bon can-
didat pour les applications portables telles que les biocapteurs ultra-basse puissance 
qui requierent une integration complete sur puce soit le systeme-sur-puce (SOC). 
Comme la capacite du plot d'interconnexions domine sur la capacite membranaire 
C, les tests effectues ne permettent pas de conclure au bon fonctionnement du CAN. 
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L'integration d'un convertisseur tension a courant dans le design permettra de re-
gler ce probleme pour les tests futurs. Pourtant, nous avons reussi a verifier le bon 
fonctionnement de la partie numerique (compteur asynchrone) du NC-ADC. 
Quant aux recommandations pour ameliorer les performances de 1'architecture pro-
posee nous suggerons de : 
• Integrer un convertisseur tension a courant (transconductance) pour faciliter le test 
de la version integree du design, ce qui permet l'utilisation des blocs d'alimentation 
en tension standard et non pas des sources du courant pointues; 
• Rendre la sortie du CAN non fonction de la capacite membranaire (equation 3.14), 
mais uniquement dependante du courant d'entree comme dans le cas d'un CAN a 
double rampe. Ceci permettra d'atteindre une meilleur resolution; 
• Elaborer une architecture a plusieurs phases fonctionnant en parallele par execution 
de differentes taches, en d'autres termes, une architecture pipeline ou semi flash a 
plusieurs etages inspiree de la cellule neuronale. Ceci elargira son champ d'applica-
tion a des circuits fonctionnant a haute vitesse. Par contre, ce type d'architecture 
necessite la presence d'echantillonneurs/bloqueurs au niveau de chaque etage en 
plus d'un circuit de calibration numerique. 
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ANNEXE I 
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LE PHENOMENE D'INJECTION DE CHARGES ET DE CLOCK 
FEEDTHROUGH 
Ce phenomene est attribue a l'injection des charges accumulees dans le commutateur 
analogique lorsque le commutateur bascule de l'etat ON a l'etat OFF. Ces charges 
peuvent etre accumulees soit au niveau du canal du transistor soit au niveau des 
capacites parasites grille-source ou grille- drain). Alors, quand le transistor MOS est 
ON, il opere dans sa zone ohmique de fonctionnement et sa tension drain-source est 
quasiment nulle a la fin de la charge de la capacite. Durant cette phase de charge, 
le canal du transistor MOS dispose d'une certaine quantite de charges dans le canal 
comme le montre la figure 1.1. Cette quantite est directement liee a la conductance 
du canal. Lorsque le transistor bascule a l'etat OFF, deux mecanismes d'injection de 
charges interviennent : 
D + + i i i i i i + + + + + + + + + 
N+ ifteeQeeei N+" 
B 
FIGURE 1.1: Schema en coupe du commutateur analogique NMOS a l'etat ON 
(i) : Une partie des charges accumulees dans le canal sont reinjectees dans le circuit 
via le drain et la source du transistor. En general, en raison que les temps de 
transition de l'etat haut - bas de l'horloge sont brefs devant le temps moyen de 
recombinaison des charges dans le substrat, les charges reinjectees representent la 
totalite des charges du canal. Cette charge accumulee est donnee par l'expression 
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[Johns and Martin (1997)] : 
Qcanal = qWLCox(Vgs - V t h | ) i n ) , (1.1) 
a noter que : q = 1 dans le cas d'un transistor PMOS, alors que pour un NMOS 
q = - l . 
L'erreur commise sur une la tension aux bornes de la capicite equivante Ceq du 
circuit branche au borne du commutateur analogique est donnee par l'equation 
suivante [Baker (2005)] : 
C— *w„(v„ - v,Kln) 
A l /o„i„„, = a —^— = a - ; '- , (1.2) 
^eq ^eq 
sachant que : a est le rapport entre les charges injectees sur l'armature haute de la 
capacite Ceq et la totalite des charges accumulees dans le transistor. 
(ii) : Les charges accumulees dans les capacites de recouvrement Cov (entre grille-
source et grille-drain) du MOS sont elles aussi injectees dans le circuit lors des 
basculements d'horloge. L'erreur commise sur la tension de maintien est donnee 
par l'equation [Baker (2005)] : 
^Voutov =
 Co2 AVdock (1.3) 
^eq i ^ov 
Alors, ces mecanismes d'injection de charges sont intrinseques a la physique du tran-
sistor MOS et ils dependent de l'amplitude du signal d'entree (via la tension de 
commande Vgs et la tension de seuil Vthvin). Par consequent, l'erreur introduite est 
non-lineaire et d'apres les equations precedentes, un compromis entre la taille du 
transistor MOS, la bande passante et la resolution souhaitee est necessaire. Les deux 
equations 1.2 et 1.3 montrent la necessite d'utiliser des methodes pour diminuer l'im-
pact de l'injection de charges sur la precision du systeme. 
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ANNEXE II 
BASCULE T DANS LE COMPTEUR SYSTOLIQUE ASYNCHRONE 
La bascule T dans le compteur est implements en utilisant une bascule D maitre 
esclave a front descendant muni d'une entree d'initialisation a zero (Reset ou clear) 
montree par la figure II. 1. La bascule T est implementee en rebouclant la sortie Q 
de la bascule D esclave avec D de la bascule maitre. L'entree d'initialisation assure 
une initialisation du compteur a zero a chaque debut d'un nouvel echantillonnage du 
signal d'entree. Cette entree est commandee par le signal CLK (figure 2.6) qui a la 
meme amplitude du signal d'horloge d'echantillonnage (CLK), mais de phase opposee. 
Alors, la donnee D memorisee en sortie Q lors du front actif de l'horloge (impulsions 
generees par la cellule nerveuse) est Q, puisque ce dernier est relie a D. Autrement 
dit, quel que soit l'etat logique de la sortie Q avant le niveau bas de l'horloge, la 
bascule passera dans l'etat logique complement aire durant le front d'horloge actif. La 
figure II.2 illustre le chronogramme relatif au fonctionnement de la bascule T (1 bit). 
Le choix de la bascule D maitre esclave pour l'implementation du compteur a 8 bits 
est justifie par le fait que son fonctionnement est bien synchrone, alors elle permet 
de memoriser une donnee logique a un instant bien precis. Le synchronisme est tres 
important dans notre cas, car les donnees a memoriser sont d'une largeur tres courte 
(duree approximativement egale a 250 ps). Ceci rend l'utilisation d'une bascule D 
a verrouillage (ou latch) de fonctionnement asynchrone (sur niveau) tres difficile et 
meme elle necessite un circuit supplementaire qui permet de regler la largeur des 
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FIGURE II. 1: Schema de la bascule D maitre esclave reagissant au front descendant 
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FIGURE II.2: Chronogramme relatif a la bascule T 
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ANNEXE III 
CODE VERILOG-A DE CNA IDEAL A 8 BITS 








parameter real vmax=1.5 : / / Tension d'alimentation 




result=0; / / Initialisation de la tension de sortie a 0 
result=result+((V(bl)> vth) ?(vmax/2) :0); 
/ / Si V(bl)> vth alors result=result+ vmax/2 sinon result=result+0 
result=result+((V(b2)> vth) ?(vmax/4) :0); 
result=result+((V(b3)> vth) ?(vmax/8) :0); 
result=result+((V(b4)> vth) ?(vmax/16) :0); 
result=result+((V(b5)> vth) ?(vmax/32) :0); 
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result=result-f((V(b6)> vth) ?(vmax/64) :0); 
result=result+((V(b7)> vth) ?(vmax/128) :0); 
result=result+((V(b8)> vth) ?(vmax/256) :0); 
end 
V(aout)<+result; 
end 
endmodule 
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