A novel scheme for simulating networked agent systems is presented. In this approach, the system is composed of identical communicating agents, which have multi-role capabilities in such a manner that they can perform diverse tasks, according to a given execution context. The agent's behavior is modeled using a timed hybrid Petri net (THPN) whose evolution, valid for all the agents, is computed off-line using Matlab. The agents are interconnected and simulated in a Java platform using the JADE middle-ware.
Introduction
One suitable approach for analyzing large and complex distributed systems through simulation is to consider such systems as a collection of networked agents. [1] [2] [3] [4] [5] This kind of divide and conquer strategy allows handling both the complex behavior of the entities (agents) and their interaction. Complex entities may exhibit a hybrid behavior, in which discrete and continuous events take place; thus, an agent's internal state must represent these two dynamics by handling both integer and real valued variables. Hence, the behavior of the complete system can be obtained through the establishment of the interactions among agents and the individual evolution of each one of them.
In order to model and analyze properly hybrid dynamics, a modeling formalism is required; a timed hybrid Petri net (THPN) is a suitable formalism since it has a sound mathematical support and clear visual representation. Currently it is a well-studied formalism 6, 7 in the areas of modeling and simulation of biochemical reactions, 8, 9 travel routes, 10 water distribution networks, 11 and analog and mixed-signal circuits. 12 The simulation of THPN models is not easy; the most complex task is to compute the instantaneous firing speed (ifs) of continuous transitions. Several algorithms have been proposed for determining ifs by David and Alla 7 , and Gudiño-Mendoza et al. 13 proposed a mathematical formulation based on mixed integer linear programming. Usually a THPN model of a complex system can be huge and its processing can be demanding. For this reason, in the present paper we are proposing a new scheme which allows addressing large systems as the interaction of identical entities. In this scheme, it is assumed that the system can be decomposed into entities that perform a set of tasks; such entities are conceived as autonomous agents whose behavior can be modeled by a timed continuous Petri net (TCPN) and can interact with other agents in the community. According to the domain of application, the agents can be designed as multi-role agents, in such a manner that identical agents belonging to a reduced set of agent classes can perform together all the tasks in the whole system. Following this strategy, the computation of the ifs is made only for a section of the THPN model; then this calculation, which is valid for all the agents in the system, can be performed prior to the simulation of the networked system.
The modeling part can be performed by following the method proposed by Gudiño-Mendoza et al. 14, 15 The resulting models describe the agent's internal behavior and manages the interaction with other agents. Based on the assumption of identical agents, it is only necessary to model one generic agent.
The simulation scheme proposed herein, allows systematically developing the necessary software to simulate a networked agent system modeled as a THPN. Without loss of generalization, the results are presented by considering a single multi-role autonomous agent.
For simulating the agent network, first the agent models are processed by computing all the possible states of the agent, and then this information is used to compute the overall networked agent system. The simulation scheme is tested in a case study regarding a distributed energy household network system.
The remainder of this work is organized as follows. Section 2 summarizes basic concepts on timed hybrid Petri nets. Section 3 presents related works. Section 4 describes the software tool proposed using several Unified Modeling Language (UML) diagrams. Section 5 presents a case study on energy households. Section 6 includes final remarks and future perspectives.
THPN background
THPN is a suitable approach to model systems which exhibit continuous and discrete dynamics. The continuous part may include liquid flows, continuous production, and energy flows that can be influenced or controlled by discrete procedures such as valves, switches, or diverse events. Besides the graphical representation for THPN, Petri nets have the advantage of having a well-studied mathematical background that allows analysis and simulation results. Compared with other formalisms, for example hybrid automata, a THPN allows easier modeling and behaviors such as parallelism can be clearly distinguished. 16 Formally, a marked autonomous hybrid Petri net (HPN) 7 can be defined as a sextuple R = (P, T, Pre, Post, m 0 , h) fulfilling the following conditions: P = {P 1 ,P 2 ,.,P n } is a finite, not empty, set of places; T = {T 1 ,T 2 ,.,T m } is a finite, not empty, set of transitions; P\T = [, (i.e., the sets P and T are disjointed). h: P [ T ! {D, C}, called a 'hybrid function', which indicates for every node whether it is a discrete node (sets P D and T D ) or a continuous node (sets P C and T C ). Pre: P 3 T ! Q + [ 0 or N [0 is the input incidence application; Post: P 3 T ! Q + [ 0 or N [ 0 is the output incidence application. m 0 : P ! R + [ 0 or N [ 0 is the initial marking. Q + , N and R + make reference to rational positive, natural and real positive numbers respectively. In the definitions of Pre, Post, and m 0 , N corresponds to the case where P i 2 P D , and Q + or R + corresponds to the case where P i 2 P C . 8T j 8P i ð Þ denotes the set of input places (transitions) to T j (P i ); similarly, T j 8 P i 8 ð Þ denotes the set of output places (transitions) to T j (P i ). The Pre and Post functions must meet the following criterion: if P i and T j are such that P i 2 P D and T j 2 T C , then Pre(P i ,T j ) = Post(P i ,T j ) must be verified. The enabling condition for the proper evolution of the HPN is defined for each kind of transition. A discrete transition in a HPN is enabled, if each input place P i to T j has the following condition: m(P i ) 5 Pre(P i ,T j ); a continuous transition in a HPN is enabled if each input place P i to T j has the following condition: m(P i ) 5 Pre(P i ,T j ), if P i 2 P D ; and m(P i ) . 0, if P i 2 P C . Where m(P i ) is the marking value for place P i . A timed HPN (THPN) is a pair (R, tempo) where:
R is a marked HPN. tempo: T! R + is a function that assigns time to;
The set P of places may be divided into two subsets: P + (m k ) the set of places P i such that m i . 0 and P 0 (m k ) the set of places P i where m i = 0. A macro-marking is the union of all markings m k with the same P + (m k ) of marked places. In order to illustrate the previews concepts an example will be presented. Figure 1 presents a THPN in which the set of places is P = P 1 , P 2 , P 3 , P 4 f g : the set of discrete places is P D = P 1 , P 2 f g and the set of continuous places is P C = P 3 , P 4 f g. Similarly, the sets of transitions are The evolution of a THPN is divided on several invariant behavior states (IB-states), each one of them have a duration (dt k ), a constant vector of instantaneous firing speed (ifs) denoted as v k (where 0 4 v k 4 V ), a macromarking, and a constant discrete marking. The evolution marking of the THPN is represented by the evolution marking equation as follows:
where W = Post À Pre and m k 5 0. As previously mentioned, the relation between discrete places and continuous transitions is such that Pre(P i ,T j ) = Post(P i ,T j ); this is why, there is a 0 in the top right of W.
Vector n
contains the firing number that a discrete transition has performed from 0 to time t 2 , and n D t 1 is the same but from 0 to t 1 . Vector v C u ð Þ is a function of the ifs for continuous transitions,
gives the total flow of each continuous transition that must be consumed or delivered in the continuous places from time t 1 to t 2 . For the calculus of the ifs, first it is necessary to compute the maximal firing speed (V j ). This is the product of the flow rate by the D-enabling degree: V j = U j D(T j , m), where:
½2
This is called finite server semantics; in which ifs depends on the D-enabling degree for discrete places.
A change of IB-state occurs because a place becomes empty, the nonnegative marking requirement produces a change in vector v k . To compute ifs v j À Á for a transition T j in a THPN without conflicts, three conditions of enabling are necessary to consider:
Where I i is the feeding flow to P i ,
For the example in Figure 1 , the incidence matrix is as follows:
The marking evolution for this net can be observed in the evolution graph for Figure 1 . Each node in the graph represents an IB-state, the vector in the left part of each node is the discrete marking in the current IB-state, and in the right part is the ifs for the continuous transitions. IBstate 1, corresponds to the behavior from the initial state: the marking of the discrete part is m are strongly enabled, because all their input places are marked, the macro-marking is P + (m 1 ) = {P 3 ,P 4 }. Continuous marking evolves continuously and linearly as long as a marked continuous place becomes 0 or when a change occurs in the discrete marking due to a discrete firing; at t = 10, m 4 becomes 0, now transition T 4 is weakly enabled and T 3 still strongly enabled. The feeding flow I 3 = 2 and its maximal firing speed V 4 = 3 must be considered to calculate v 4 = min 2, 3 ð Þ= 2; during IB-state 2, the discrete marking remains the same and v = 2, 2 ½ , the macro-marking is P + (m 2 ) = {P 3 }. In t = 90, T 1 fires, m(P 1 ) = 0, and then T 3 is no longer enabled, it causes I 3 = 0 and with this also T 4 will not be enabled, v = 0, 0 ½ . After 60 units of time T 1 fires, the IB-state generated m D = 1, 0 ½ and v = 2, 2 ½ corresponds to IB-state 2, and THPN behavior becomes cyclic.
A structural conflict (SC) can be defined as SC = \ Pc, Tc . , where Pc = {P i } is one place in conflict, and Tc = {T 1 ,T 2 ,...,T s }4Pc8 are the transitions involved in the conflict ( Figure 2 ). An actual conflict occurs when in an SC m(P c ) = 0 and the feeding flow I c is not enough to fire all its output transitions; that is, at least one of these transitions must slow down its ifs. Two policy resolutions can be applied to solve an actual conflict: priorities or sharing. To establish the resolution by priority, the notation T 1 \ T 2 \ ... \ T s means that T 1 is the transition with more priority, then T 2 and so on until T s ; the input flow from Pc must satisfy first to transition T 1 , the remaining flow is applied now to T 2 and so on until T s . The resolution by sharing is specified by the following notation 
Related works
THPNs with finite server semantics is the formalism used to represent the networked agent system, described by David and Alla 7 and a summary presented in the last section. Several available tools for THPN simulation have been developed, but all of them operate with a different semantic than the one presented in this scheme. It is difficult to declare if one sematic is better than the other; each one of them exhibit specific properties that could be more suitable to cope with certain kinds of problems. In order to accomplish this aim they have added, or omitted elements in the structure and also in the calculus for the ifs. The description of these tools is summarized in Table 1 .
A comparison of the addressed sematic 7 and some closely related semantics is described below; only the most relevant properties are mentioned. The semantic presented by David and Alla 7 is very similar to the formalism simulated by Júlvez et al. 17 and Sessego et al. 18 However, when there are SCs, David and Alla 7 allowed the addition of a policy resolution for each one of them, specifying whether the resolution is solved by priorities or sharing. This policy not only defines the ifs for the transitions in the conflict, it also determines the ifs for the remaining transitions in the system. David and Alla 7 presented some examples on this. In the work of Júlvez et al. 17 and Sessego et al., 18 ifs is computed maximizing the total throughput, no matter if the net has a SC or not. Specifically, other important difference between David and Alla 7 and Júlvez et al. 17 is that when the continuous marking is lower than the discrete marking, the ifs computation obtained in both formalisms is quite different; in Júlvez et al., 17 finite server semantics is mimicked by infinite server semantics adding self-loop discrete places, but if the marking in these places is bigger than the marking in the rest of the continuous places, the ifs will be ruled by the making of the continuous places and not by the discrete ones. ... Currently, there is no an available simulation tool for the semantics addressed in the presented scheme; however algorithmic procedures exist to compute the simulation, all presented by David and Alla 7 . For this kind of network there are two challenges, one is the computation of the ifs vector in each IB-state and once performed this procedure, the other challenge is to compute this procedure in a consecutive way for each IB-state (first the IB-state 1, then 2, and so on), because the calculation of each IB-state depends on the information of the previous one, as was set in the last section. In Gudiño-Mendoza et al. 13 an analytical technique based on solving a mixed integer linear programming problem is presented to deal with both challenges, the advantages of this technique compared with the classical algorithmic procedures is presented in the same reference.
The novelty of the proposed scheme over the algorithmic procedures or the analytical technique is that the ifs is only computed once and for a fragment (agent) of the complete THPN that models the agent networked system. Part of the presented scheme is an extension of the work of Gudiño-Mendoza et al. 13 that has been modified to compute the overall space state of one agent modeled as THPN, the details of which are described in the following section.
Description of the simulation scheme
This section presents a description of the proposed simulation scheme. Several diagrams support the explanation: use case, activity diagram and class diagram. At the end, an example to illustrate the proposal is also presented.
Assumptions
Several conditions have been considered in order to propose a simple simulation scheme.
Referring to the networked agent system: s The number of agents is fixed during the simulation. The agent network topology is known and it does not change during the system's operation. The continuous interactions between agents are performed only in one direction, meanwhile the discrete interaction can be in both ways. Regarding the agents: The Petri net structure is a simple Petri net; meaning that each transition can only be involved at most in one conflict.
s The discrete part is 1-bounded.
Functional units
The scheme presented in this work has two parts: (a) one to compute the complete state space of an agent modeled as a Petri net, and (b) the other one to simulate an agent networked system.
For the first part, the analytical technique presented by Gudiño-Mendoza et al. 13 was selected and adapted to compute the complete state space for one agent. This technique consists of translating the overall behavior of one agent modeled as THPN in a mixed integer linear programing problem (MILPP). The technique is programmed in Matlab. Matlab is an optimized platform for solving engineering and scientific problems. It was selected because it has a matrix-based language, the most natural way to express computational mathematics, and also has a vast prebuilt toolbox and functions that let you get started right away to solve a problem.
For the second part, to simulate the agent network the platform, JADE was chosen. In the work of Bassiliades 21 a comparative up-to-date review of the most promising existing agent platforms is presented. It is based on universal comparison and evaluation criteria. Based on this work and reviews of practical experiences with this platform, it was decided that JADE exhibits the following desired properties for the development of this part. JADE is a free and open-source distribution based on Java. It simplifies the implementation of multi-agent systems through a middle-ware that complies with Foundation for Intelligent Physical Agents (FIPA) specifications and also supports a set of graphical tools that allows debugging and deployment phases. Besides, it is a very mature product used in research activities and industrial applications 22 and it still remains as the most popular agent platform.
The general objective of the scheme is to perform the simulation of a networked agent system represented by a THPN model. The input data includes only THPN incidence matrix information of one agent (called WA) and an incidence matrix with the interaction relationships among agents (called WR). The use case diagram depicted in Figure 3 shows the main functional units of the simulation scheme. As it was mentioned before, it is divided in two main parts: one of them, represented at the left side is performed in Matlab environment (Ifs for macro-makings) and the other one in Java and JADE (THPN Simulation).
First, the THPN model of the networked system is needed. It is up to the modeler to identify in the system, the individual dynamics of the identical entities and the interaction relations among them. The methodology proposed by Gudiño-Mendoza and Lopez-Mellado 14,15 follows this aim. The model of one agent in the form of the incidence matrix (WA) and the interaction relations among agents also through an incidence matrix (WR) will provide the necessary information for the simulation scheme.
The purpose of ifs for macro-makings is to obtain all the possible ifs for one agent modeled as TCPN. In the work of Gudiño-Mendoza et al. 13 a linear characterization of the switching dynamic behavior of timed continuous Petri nets is presented, in this work a mixed integer linear programming problem is formulated from a TCPN. The solution of these linear constraints allows obtaining the behavior of a TCPN (IB-states). Several advantages are presented in this kind of computing, such as the possibility to include conflicts (resolution policies), and cycles in the Petri net's structure, another important advantage is that with a few problem formulations all the possible TCPN behaviors can be computed off-line.
In our problem, the model of one agent is a THPN whose structure is constrained as stated in the previous section; the discrete part only disables or enables the continuous part. It means that the behavior is composed of several TCPNs and one of them is active in each IB-state. 13 Then, it is possible with Gudiño-Mendoza et al. 13 to obtain the ifs of a THPN with these characteristics. Table 2 describes the main functional units involved in ifs for macro-markings. THPN simulation is performed through a program coded in Java. Table 3 describes its functional units. Figure 4 shows the general activity diagram of the simulation scheme. This diagram details the activities and actions performed in each functional unit described before; the name of the activities that appear underlined will be described later. The ifs macro-making procedure performs the following steps: reads the input information, represents this data in an internal form, creates the necessary information for each variable in the problem, constructs the equations, solves the problem, and finally the information is presented to the user in a csv file. For the THPN simulation, the following process is performed: after the input information is read, all agents are created; each agent perform its own simulation, and when all agents have finished, the simulation ends; finally, the IB-state information is obtained. The activity Agent Setup establishes the agent's initializations; the activities performed in this part are shown in Figure 5 .
Activities step by step
When an agent is created, at the beginning, all the information regarding to the THPN is stored in an internal representation, also the variables dt, #ibstate and abstime are set at their initial values, abstime makes reference to agent's simulation time. In the first IB-state, when the information is still not calculated, the duration of the IBstate, is considered as infinite. For agents with incoming neighbors, it is necessary to modify the WA matrix to add the corresponding incoming transitions; this information is obtained through WR. A list with all the incoming neighbors is created and also the procedures Initial events and Dependent behavior are set. For agents with no incoming neighbors, the procedures Initial events and Autonomous behavior are added. At the end, if the agent has output neighbors, a list with their names must be constructed for future communication.
The procedures Initial events, Autonomous behavior, and Dependent behavior are described in Figures 6-8 respectively.
Initial events performs any discrete event occurring in time 0; it sends a message to all output neighbors with discrete communication.
Autonomous behavior is executed in agents without incoming neighbors. The main activities are managed in General Node Procedure, which performs the necessary steps to construct the information for an IB-state. Once this procedure is completed, the agent's time is updated (abstime) and its behavior is blocked until dt has passed. When the end of simulation arrives, the agent is killed and it finishes its simulation.
In the first IB-state, Dependent behavior starts reading and saving the incoming messages (discrete and continuous ones); this process is performed until the messages from all neighbors are received. If it is not the first IBstate or all the incoming messages were received, then the General Node Procedure can be performed; then the agent waits until it receives a message or dt has passed. At the end of simulation, the agent is killed.
Notice that both behaviors, autonomous and dependent, share a common procedure: General Node Procedure. Figure 9 presents a description of this procedure. First, the marking at the current IB-state is calculated, the last IBstate information is used to do that (marking, ifs and discrete events); of course, if it is the first IB-state, the initial marking is considered; from here, ifs for the current IBstate can be obtained, ifs table is used for this purpose. Now, it is necessary to determine the next event to occur (discrete or continuous) and dt is set. Finally, if the agent has output neighbors and there is a change to communicate, such as a change in the output flow from a continuous transition or the firing of a discrete transition, a message is sent to the output neighbors, otherwise the next IB-state is computed. Figure 10 shows the class diagram including the classes implemented for the THPN simulation. The main class Init begins with the simulation, InputDataGui provides a user interface to introduce the initial information, Simulation performs the agent's simulation by creating the ThpnAgent through class AgentContainer. This class includes: initialEvents, autonomousNode, and dependentNode.
Class diagram

Illustrative example
This section presents a simple example to illustrate the procedure described before. Overall, four identical agents compose this agent network and its topology is shown in Figure 11 (a). The internal dynamics of each agent is represented by the TCPN in Figure 11 (b).
The incidence matrix WA i for one isolated agent is the following one:
Formally this networked agent system can be described by the directed graph G = {{A 1 In this example one place (P 3 ) and one transition (T 4 ) of every agent model will receive/transmit flow from/to other(s) agent(s). In WR each column corresponds to T 4 and each row to P 3 from each agent respectively.
The message structure is the following one \ A i ,A j ,abstime, v 4 . , A i is the agent who sends the message, A j is the agent who receives the message, abstime is the time when T 4 acquires a new ifs and v 4 is the new ifs . The complete networked agent system modeled with TCPN is shown in Figure 13 .
Once the system is modeled, it is necessary to compute all the possible ifs for each macro-marking. For this, a TCPN generic agent is considered. This piece of net must represent any agent in the networked system. In order to determine all ifs for the possible macro-markings, it is necessary to know all possible incoming flows. The agent that receives more incoming flows is A 4; it receives from Agents 2 and 3, so this agent will serve as generic agent (Figure 14) . The transitions I 1 and I 2 will represent all the possible incoming flows that an agent can receive. Once the networked agent system is modeled as a THPN, the simulation scheme can be performed. Following this example several sequence diagrams will be presented in order to understand the procedure performed by the simulation. Figure 15 shows initial interaction between the modeler and the Matlab application ifs macro-marking to obtain ifs table.
At the end of this process, Table 4 is obtained. The column Macro-marking lists all the possible macro-markings for the THPN; there is a 0 if the place is considered unmarked and 1 if the place is marked. The first 16 rows consider the incoming flow 0. From here, now it is possible to know all the values for v 4 (the outgoing flow that at the same time will become the incoming flow for other agents), these possible values can be 0, 4, 6, 7, and 9. A new computation is needed, considering the all the combinations between I 1 and I 2 . In this particular case, considering only I 1 = 4, I 2 = 0 and I 1 = 0, I 2 = 4 is enough to determine all the ifs of the transitions in this THPN. The unique output transition from place P 3 (the place that is receiving the incoming flow) is T 3 ; its maximal firing speed is V 3 = 3, then the maximal ifs for T 3 always be v 3 = 3; any incoming flow greater than 3 will not generate different ifs for the other transitions. Rows 17-32 can be considered for any combination where I 1 + I 2 5 4.
Once the ifs table is computed, the THPN simulation can be performed. Figure 16 shows the first steps; the initial procedure Init begins creating a user interface usrInterface to obtain the location of the files: Pre, Post, WA, WR, m 0 , ifs table, h (hybrid function), dTempo (timing associated to each discrete transition), and the simulation time. Now, the simulation can be performed through the object sim. An object ibs from the class ibstate is created to store the IB-state information; the agents are created through the object mc (the AgentController). The agent controller manages the interaction with the objects Agent of the class ThpnAgent ('Create new agent' and 'Start agent'); this process is not specifically described here because class AgentController is provided by JADE; for further information the reader can consult JADE's documentation. 24 Autonomous nodes acquire autonomousNode behavior, and the non-autonomous agents require dependentNode behavior and inMsgs1, this last one receives/sends messages from/to other agents ( Figure 17 ). For this example, procedure InicialEvents is not performed; this is because the THPN only contains continuous nodes. Following the example, Agents 2 and 3 are autonomous nodes; and Agents 1 and 4 are dependent nodes.
The procedure autonomousNode performs the following sequence ( Figure 18 ): In the first IB-state ifs are obtained, the next continuous event is computed, IB-state information is stored (#ibstate, Agent, marking, dt, ifs), and if the agent has output neighbors, a message to each one of them is sent. As mentioned before, the message structure is \ A i ,A j , abstime, outputflow . . After the first IB-state, it is necessary to consider the previous IB-state information stored, then ifs is obtained, the following continuous and discrete events are computed, and the new IB-state information can be stored and sent to the output neighbors if the outgoing flow has changed or a discrete event has occurred. This last process is repeated until the end of simulation or if the net has reached a steady state (the marking remains constant and thus the ifs never change). At the end, all the IB-state information generated in the simulation is stored in a csv file. And finally, the agent is killed and this is notified to the AgentController. Figure 19 shows the sequence of actions for dependentNodes procedure. Here, there is a loop that is performed until the end of simulation. This loop is composed of two optional procedures: (a) messages received and (b) dt has passed.
In the first IB-state, dt is set at infinite, because it is necessary first to receive all the information from the input neighbors (incoming flows or discrete fires). Every time a message is received, storage received messages is performed. When all the incoming messages were received and stored, then dt is updated at 0. Now, the procedure dt has passed can be performed: v is obtained, the following continuous or discrete event is calculated, the IB-state information is stored (#ibstate, Agent, marking, dt, ifs), and if the agent has output neighbors and there is a change to communicate, a message to each one of them is sent. Afterwards, the agent waits until a message is received or dt has passed; when a message is received, the last IB-state must be updated according to the information received. At the end of simulation, the agent is killed and it is notified to the AgentController.
For the example, the information contained in the output csv file generated by the software is presented in Table 5 ; each row corresponds to IB-state information produced by each agent.
In Figures 20 and 21 the marking evolution of each place and the ifs evolution are shown. In Figure 20 the marking evolution for all the places is not presented; some of them remained at zero and were omitted.
Case study
This section presents a networked agent system for the simulation of energy interchange in households. This academic example is based on the system functioning described in the work of Negenborn et al. 25 It consists of several households interconnected, and each one of them has a device called micro combined heat and power (mCHP) system. 26 A mCHP system allows a household to participate in a distributed energy resource, comprising electricity and heat generators with its corresponding storage units. Households can operate independently of energy suppliers, and they can buy and/or sell electricity among them. Figure 22 depicts the system under study. The mCHP consists of a conversion unit 1 which converts gas into electricity and heat, and a conversion unit 2 which is an auxiliary burner, and it only produces heat. Both conversion units are designed to keep the level of heat storage between predefined upper and lower bounds. The electricity is stored in a battery. Three types of electricity consumption are considered: day, afternoon, and night; also the electricity can be imported/exported from/to another household. The generated heat is supplied to a heat storage unit in the form of hot water, which is used for the own household. Hot water consumption is only during the day. The household network is represented by the directed graph of Figure 23 . Each household can be seen as an independent agent. The arrows indicate the allowed electricity flows between households; however discrete communication is performed in both directions between them, for the electricity interchange.
The internal dynamics of each agent is modeled with the THPN shown in Figure 24 . This THPN models the four functionalities of each agent: Production (Tc1-Tc3, Pd4-Pd7, and Td4-Td6), storage (Pc1-Pc4), consumption (Tc4-Tc7, Pd1-Pd3, and Td1-Td3), and interchange of energy between households (Tc8-Tc10, Pd8-Pd10, and Td7-Td1). Figure 25 shows the interconnection of agents among communication nodes.
For the simulation, the flow rate and the timing associated to each transition are those shown in Figure 24 The simulation results are presented in the following graphics. Figures 26-30 show the evolution of the energy level in all agents.
Figures 31-33 present the energy production of units 1 and 2. The production only depends on the level of the heat storage, influenced by the heat production and heat consumption; both flows do not depend of external events, only internal. Agents 2 and 3 start with the same initial marking for heat storage, thus the graphs for Agents 2 and 3 are identical; the same situation occurs for Agents 4 and 5.
Figures 34 and 35 present the exported electricity from Agents 1 and 2; these flows correspond to the imported electricity from Agents 2, 3, 4, and 5.
Through simulation, the following behavior was observed. Agent 1 attends the importing energy request from Agent 2 at the beginning of the simulation; this is repeated in time 6.79. From this time until 22.79, the electricity level of Agent 2 remains lower or equal than 2 units; every 4 time units (delay of transition Td 8 , in Agent 1) Pd 4 in Agent 2 is marked and immediately Td 4 is fired requesting electricity from Agent 1. For Agent 3, only in time 14.53 an electricity request is made. Agent 4 never requests electricity because its electricity level always is bigger than 2. For Agent 5, it occurs in a similar way to Agent 2; its electricity level is lower or equal than 2 all the time, except at the end of the simulation, at time equal to 24; every 4 units of time, an electricity request to Agent 2 is made. As it can be seen in Figures 25-29 the electricity level storage is never empty for any agent. It means that the consumptions and the interchange of electricity can be satisfied all the time.
Simulating continuous and discrete events systems is not an easy task; the described scheme removes part of its complexity by computing in a first stage all the possible ifs for one agent, and later this information is used in the simulation part. The software allows the simulation of each agent, giving them computation autonomy of its own IB-state information. Only when communication between agents is necessary, is the simulation of receiver agent interrupted to consider the new neighbor's events.
Conclusions and future work
A scheme for the simulation of networked identical agent systems is presented. Unlike the simulation schemes found in the state of the art, this approach avoids repeatedly computing the instantaneous firing speeds for the overall network and along the simulation. The network is composed of identical structures, and the strategy is to take advantage of this and only compute the complete space state for one agent. A preprocessing procedure based on the mathematical representation, obtains all the possible IB-states for one agent. Using this information, the simulation of the overall networked agent system is performed, where the continuous and discrete parts of the agents are considered. The developed software for the simulation has been implemented in Java, using the framework JADE. To illustrate the simulation scheme, a case study on distributed energy household networks was presented.
The work herein presented furthers the current research in literature on the addressed problems. However, there are a lot of challenges regarding such problems, for example it could be useful to study more complex agent interconnections. This is absolutely possible since the computation of all IB-states for one agent can be performed by knowing all the possible incoming entrances through the time for one agent. Also, regarding the simulation issue, the scheme has the bare bones for a distributed simulation, but new communication protocols must be developed to cope with the asynchronous independent processing of each agent and the absence of a global clock. 
