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Abstract
The goal of this paper is to define the Grassmann integral in terms of a limit
of a sum around a well-defined contour so that Grassmann numbers gain geometric
meaning rather than symbols. The unusual rescaling properties of the integration of
an exponential is due to the fact that the integral attains the known values only over
a specific set of contours and not over their rescaled versions. Such contours live in
infinite dimensional space and their sides are infinitesimal, and they make infinitely
many turns. Finally, two different products are used: anticommutting wedge product
and a Clifford dot product (the wedge product is used in the finite part of the integral
and the Clifford dot product is used between the finite and infinitesimal parts). The
integrals of non-analytic functions will become well-defined, although their specific
value is unknown due to the various hidden parameters.
1 Introduction
In light of the fact that fermions anticommute, in quantum field theory anticommutting
Grassmann variables are used to model fermionic path integrals, which satisfy
θ1θ2 = −θ2θ1 (1)
In light of the fact that the square of anticommutting number is zero,
θ2 = 0 (2)
all analytic functions become linear. For example,
ekθ = 1 + kθ (3)
The integral of a general such linear function is defined∫
dθ (a+ bθ) = b (4)
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and, therefore, in light of Eq 3, ∫
dθekθ = k (5)
Conventionally, Grassmann integration is viewed as merely an algebraic operation as opposed
to the limit of the sum, for two reasons:
1. The properties of the integral contradict the expected ones. For example, the integral
over ekθ is proportional to k rather than k−1, the integral over the constant is zero and the
integral over the odd function is not, and so forth.
2. Even though the product of two anticommutting numbers is commutting, it is still not
a real number: after all, (θ1θ2)
2 = 0. So how can the sum of such products – in particular,
the sum of dθ θ – possibly be real?
We address both of those questions by replacing∫
dθ f(θ)g(θ) (6)
with ∫
Γ
dθ · (f(θ) ∧ g(θ)) (7)
where
1) Γ is a carefully selected contour. Thus, we have multi-dimensional space, while θ is
being confined to the contour living in that space. Furthermore, we claim that the integration
results match the conventional ones only over a particular set of contours, not all of them.
2) The dot-product is distinct from the wedge-product; in particular, θ1 · θ2 = θ1 ∧ θ2 +
λ(θ1, θ2), where λ is a symmetric, bi-linear, real valued function, such that λ(θ, θ) = |θ|2 and
λ(θ1, θ2) = 0 if θ1 is orthogonal to θ2.
If we claim that the integral obeys expected properties only over said Γ as opposed to
any other contour, we can then claim that∫
Γ
dθ · ekθ = 1
k
∫
kΓ
dθ · eθ = 1
k
k2 = k (8)
Thus, we appealed to the fact that the integral over kΓ of eθ returns k2 instead of 1. That
is because we never said that the integral returns 1 over all contours. We only said that it
returns 1 over some particular contour ; therefore, we are still free to say that it returns k2
over the rescaled version of that contour, which removes the contradiction.
As far as the second question, how can the integral return the real number, as long as
we have
θ1 · θ2 = θ1 ∧ θ2 + λ(θ1, θ2) (9)
we can always try to design the sum of dot-products in such a way that the wedge-product
terms cancel out while the λ-terms add up to whatever real number we would like to get.
This is accomplished by designing the contour in the appropriate way.
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In a typical case, the presence of the dot-product is irrelevent when it comes to the
definition of functions under the integral for the simple reason that said functions happened
to be defined in terms of the wedge product alone, which is what we mean by the word
analytic: for example,
ef(θ) = 1 + f(θ) +
1
2
f(θ) ∧ f(θ) + 1
6
f(θ) ∧ f(θ) ∧ f(θ) + · · · (10)
At the same time, one of the implications of this paper is that the theory can be extended to
non-analytic functions. One possibility of non-analytic function is replacing wedge with dot.
In fact, in Chapter 14 we have computted what would happen if we were to do just that.
But, as we show, the conventional results are only reproduced if we use wedge in the finite
part, and the sole purpose of using dot in finite part might be if we want to go outside of
conventional framework (theory of quantum measurement and so forth). At the same time,
when it comes to differential part, yes we do use dot, even in conventional case.
2 Definition of products
Before we proceed any further, let us define the products we just talked about. We start
from an infinite dimensional space, with the unit vector along the dimension k being ek. We
then assume that the general element takes the form
G = g +
∞∑
k=1
gkek +
∑
k<l
gklek ∧ el +
∑
i<j<k
gijkei ∧ ej ∧ ek + · · · =
= g +
∞∑
l=1
∑
k1<···<kl
gk1,··· ,klek1 ∧ · · · ∧ ekl (11)
where g, gk, gkl, gijk, and so forth, are real numbers,
ga1···ak ∈ R (12)
and, therefore, commute
ga1···akgb1···bl = gb1···blga1···ak (13)
The anticommutting part comes from unit vectors e:
ek ∧ el = −el ∧ ek (14)
If k 6= l, then the two products agree:
ek · el = ek ∧ el , k 6= l (15)
Their disagreement comes from where k = l:
ek · ek = 1 , ek ∧ ek = 0 (16)
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Finally, these products agree when it comes to multiplication by a real number:
r ∈ R =⇒ r ∧G = G ∧ r = r ·G = G · r = rG (17)
where rG without a dot or a wedge stands for vector space scalar multiplication. We then
generalize Eq 15 as
[∀i 6= j(ak 6= aj)] =⇒ ea1 · ea2 · · · · · ean−1 · ean = ea1 ∧ ea2 ∧ · · · ∧ ean−1 ∧ ean (18)
Once again, the assumption ak 6= aj is crucial. For example, if we were to have a1 = a2 then,
per Eq 16, we would have had
(a1 = a2 , ek 6= el, 2 ≤ k < l) =⇒
=⇒ ea1 · ea2 · · · · · ean−1 · ean = 1 · ea3 · · · · · ean−1 · ean =
= e3 · · · · · ean−1 · ean = e3 ∧ · · · ∧ ean (19)
In other words we would have ea3 ∧ · · · ∧ ean in a1 = a2 case, in contrast to ea1 ∧ · · · ∧ ean in
a1 6= a2 case. This should also be contrasted with the wedge product where we have
a1 = a2 =⇒ ea1 ∧ · · · ∧ ean = 0 (20)
which is not true for the dot product:
(a1 = a2 , ek 6= el, 2 ≤ k < l) =⇒ ea1 · · · · · ean = ea3 ∧ · · · ∧ ean 6= 0 (21)
Notably, in Eq 19 we have also used associativity, as evident from the first equal sign below:
a1 = a2 =⇒ ea1 · (ea2 · ea3 · · · · · ean−1 · ean) = (ea1 · ea2) · (ea3 · · · · · ean−1 · ean) =
= 1 · (ea3 · · · · · ean−1 · ean) (22)
It turns out that associativity is actually quite difficult to prove. But, for the purposes of
the physics paper, we will just assume associativity holds based on the intuition we have
derived from γ-matrices and so forth. Let me now give a few other examples to illustrate
how typical calculation works:
(e1 ∧ e3) · (e2 ∧ e3) = −(e1 ∧ e3) · (e3 ∧ e2) = −(e1 · e3) · (e3 · e2) =
= −e1 · (e3 · e3) · e2 = −e1 · 1 · e2 = −e1 · e2 = −e1 ∧ e2 (23)
and, on the other hand,
(e1 ∧ e3) · (e2 ∧ e4) = (e1 · e3) · (e2 · e4) = e1 ∧ e3 ∧ e2 ∧ e4 = −e1 ∧ e2 ∧ e3 ∧ e4 (24)
Notice that the second calculation could have been done differently:
(e1 ∧ e3) · (e2 ∧ e4) = (e1 · e3) · (e2 · e4) = e1 · (e3 · e2) · e4 = e1 · (e3 ∧ e2) · e4 =
= −e1 · (e2 ∧ e3) · e4 = e1 · (e2 · e3) · e4 = −e1 ∧ e2 ∧ e3 ∧ e4 (25)
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Notice that in both cases we got the same answer. Once again, actual proof that the answers
will always match is quite difficult, but for the sake of physics paper we will simply trust
that that’s the case. Finally, to give an example where the minus sign does not appear in
the final answer,
(e1 ∧ e3) · (e1 ∧ e2 ∧ e3) = (e1 ∧ e3) · (e3 ∧ e1 ∧ e2) = (e1 · e3) · (e3 · e1 · e2) =
= (e1 · (e3 · e3) · e1) · e2 = (e1 · 1 · e1) · e2 = (e1 · e1) · e2 = 1 · e2 = e2 (26)
and, on the other hand, the minus sign again appears in
(e1 ∧ e2) · (e1 ∧ e2 ∧ e3) = −(e2 ∧ e1) · (e1 ∧ e2 ∧ e3) = −(e2 · e1) · (e1 · e2 · e3) =
= −(e2 · (e1 · e1) · e2) · e3 = −(e2 · 1 · e2) · e3 = −(e2 · e2) · e3 = −1 · e3 = −e3 (27)
3 Definition of contours and single variable integrals
Now that we have defined the products, we are ready to go on to the next step and define
the contours that would produce the desired outcomes of integration. For any a ∈ R and
d ∈ N, let us define the contour Γd,a(t) in the following way:
Γd,a(t) =


0 t ≤ 0
a(e1 + · · ·+ ek−1) + uek 0 ≤ k ≤ d− 1, t = k + u, 0 ≤ u ≤ a
a(e1 + · · ·+ en) t ≥ an
(28)
It is easy to see that ∫
Γd,a
dθ = a(e1 + · · ·+ ed) (29)
and, with slightly more complicated calculation, one can show that
∫
Γd,a
dθ · θ =
d∑
k=1
∫ a
0
[(du ek) · (a(e1 + · · ·+ ek−1) + uek)] =
=
d∑
k=1
(
(ek · ek)
∫ a
0
du u+ a
k−1∑
l=1
(
(ek · el)
∫ a
0
du
))
=
=
d∑
k=1
(
a2
2
ek · ek + a2
k−1∑
l=1
ek · el
)
=
a2
2
d∑
k=1
1 + a2
∑
1≤l<k≤d
ek ∧ el =
=
da2
2
− a2
∑
1≤l<k≤d
el ∧ ek (30)
If we now set
a =
√
2
d
(31)
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we obtain ∫
Γ
d,
√
2/d
dθ =
√
2
d
(e1 + · · ·+ ed) (32)
∫
Γ
d,
√
2/d
dθ · θ = 1− 2
d
∑
1≤l<k≤d
el ∧ ek (33)
Now, if we were to find a way of getting rid of the non-real parts, this would leave us with
the 0 and 1 that we ”want”. Whether or not we can do that depends on how we define
our metric and limit procedure. On the one hand, in the limit of d → ∞, each individual
non-real component is small:
lim
d→∞
√
2
d
= 0 , lim
d→∞
(
− 2
d
)
= 0 (34)
on the other hand, the Eucledian norm of the sum of all of them is not:
√
2
d
√√√√ d∑
k=1
12 =
√
2
d
√
d =
√
2 (35)
lim
d→∞
(
2
d
√ ∑
1≤l<k≤d
12
)
= lim
d→∞
(
2
d
√
d(d− 1)
2
)
= 1 (36)
In order to avoid these issues, we borrow the definition of sup-norm and write∣∣∣∣g +
∞∑
l=1
∑
k1<···<kl
gk1···klek1 ∧ · · · ∧ ekl
∣∣∣∣
max
= max({g} ∪ {gk1,··· ,kl|l ∈ N}) (37)
We then define limmax with respect to the above max-norm as follows:
max
lim
n→∞
(
gn +
∞∑
l=1
∑
k1<···<kl
gn;k1,··· ,klek1 ∧ · · · ∧ ekl
)
= h +
∞∑
l=1
∑
k1<···<kl
hk1,··· ,klek1 ∧ · · · ∧ ekl =⇒
=⇒ ∀ǫ > 0∃N ∈ N∀n > N((|gn − h| < ǫ) ∧ ∀l ∈ N|gn;k1,··· ,kl − hk1,··· ,kl| < ǫ) (38)
Notice that Eq 38 is only true if the norm is defined per Eq 37. As one can see from Eq 35
and 36, under the Eucledian norm the Eq 38 will no longer hold. However, while norm-max
is not rotationally invariant, the lim-max is – provided that by rotation we mean a mixture
of only finitely many coordinates which, henceforth, we will call ”finite coordinate rotation”.
That is due to the fact that the same topology is being generated by many different norms.
Clearly, norm-max change under finite coordinate rotations, yet topology-max remains the
same, and so does lim-max. In any case, the important result is that
max
lim
d→∞
∫
Γ
d,
√
2/d
dθ = 0 (39)
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max
lim
d→∞
∫
Γ
d,
√
2/d
dθ · θ = 1 (40)
The situation with the wrong choice of contours seen in Eq 8 can be reproduced per
max
lim
d→∞
∫
Γ
d,k
√
2/d
dθ · θ = k2 (41)
where the only difference between the left hand sides of Eq 40 and Eq 41 is Γ
d,
√
2/d
being
used in the first case and Γ
d,k
√
2/d
in the second.
4 Sign conventions in multiple integrals
Before we proceed to investigate multiple integrals, it is important that we are on the same
page when it comes to signs – although this is merely a conventional issue that is a lot less
important than the other things we talk about. Traditionally, it is assumed that∫
dθ1dθ2 θ1θ2 = −
∫
dθ1dθ2 θ2θ1 = +1 (42)
However, from a logical point of view we would expect∫
dθ1dθ2 θ1θ2 = −
∫
dθ1dθ2 θ2θ1 = −
∫ [
dθ1
(∫
dθ2 θ2
)
θ1
]
=
= −
∫
dθ1 1θ1 = −
∫
dθ1θ1 = −1 (43)
The way we resolve the two is by claiming that, whenever there is a product ∗, there is a
corresponding inverted product ∗ defined as
a∗b = −a ∗ b (44)
As long as ∗ is associative, ∗ is associative as well, as evident from the following:
a∗(b∗c) = a∗(−b ∗ c) = −a ∗ (−b ∗ c) = a ∗ (b ∗ c) (45)
(a∗b)∗c = (−a ∗ b)∗c = −((−a ∗ b) ∗ c) = (a ∗ b) ∗ c (46)
Therefore, we have∫
(dθ1 ∗ dθ2) · (θ1 ∧ θ2) = −1⇐⇒
∫
(dθ1∗dθ2) · (θ1 ∧ θ2) = +1 (47)
The general integral that would lead to conventional signs takes the form∫
(dθ1∗dθ2 ∗ dθ3∗dθ4 ∗ · · · ∗ dθ2k−1∗dθ2k ∗ · · · ∗ dθ2n−1∗dθ2n) · (θ1 ∧ · · · ∧ θ2n) = 1 (48)
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∫
(dθ1∗dθ2 ∗ dθ3∗dθ4 ∗ · · · ∗ dθ2k−1∗dθ2k ∗ · · · ∗dθ2n ∗ dθ2n+1) · (θ1 ∧ · · · ∧ θ2n+1) = 1 (49)
whereas the form that leads to sign convention we prefer to use throughout this paper is∫
(dθ1 ∗ · · · ∗ dθn) · (θ1 ∧ · · · ∧ θn) = (−1)n(n+1)/2 (50)
where the shortened dθ1 ∗ · · · ∗ dθn and θ1 ∧ · · · ∧ θn indicate that neither ∗ nor ∧ are used.
All three of the above formulae are simultaneously correct, so the issue of sign convention is
merely an issue as to which of those formulae we prefer to use.
5 Double integral of f(θ1, θ2) = 1 and importance of or-
der of limits
Let us now turn to multiple integrals. First of all, we have to be careful as to how we take
the integral, or else we get the wrong results. Let me give you an example. From what we
have seen in the previous section,
∫
Γd,a
dθ = a
d∑
l=1
el (51)
Therefore,
∫
Γd1,a1
(
dθ1 ·
∫
Γd2,a2
dθ2
)
=
∫
Γd1,a1
(
dθ1 ·
(
a2
d2∑
l=1
el
))
=
d1∑
k=1
∫ a1
0
(
(dt ek) ·
(
a2
d2∑
k=1
ek
))
=
= a2
(∫ a1
0
dt
) d2∑
l=1
ek · el = a1a2
d1∑
k=1
d2∑
l=1
ek · el = a1a2
(∑
k=l
ek · el +
∑
k<l
ek · el +
∑
k>l
ek · el
)
=
= a1a2
(min(d1,d2)∑
k=1
1 +
∑
k<l
ek ∧ el +
∑
k>l
ek ∧ el
)
= a1a2
(
min(d1, d2) + 2
∑
k<l
ek ∧ el
)
(52)
Now if we were to follow Eq 31, we would set d1 = d2 = d and a1 = a2 = (2/d)
1/2, and
obtain ∫
Γ
d,
√
2/d
(
dθ1 ·
∫
Γ
d,
√
2/d
dθ2
)
=
2
d
(
d+ 2
∑
k<d
ek ∧ el
)
= 2 +
4
d
∑
k<d
ek ∧ el (53)
Therefore,
max
lim
d→∞
∫
Γ
d,
√
2/d
(
dθ1 ·
∫
Γ
d,
√
2/d
dθ2
)
= 2 (54)
which, of course, is bad since the choice of a and d, given in Eq 31, was specifically designed
to obtain the results expected from the conventional Grassmann integral; yet, in the present
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situation, we obtain 2 despite the conventional answer being 0. At the same time, it is still
true, even in our framework, that
max
lim
d1→∞
∫
Γ
d1,
√
2/d1
(
dθ1 ·
(
max
lim
d2→∞
∫
Γ
d2,
√
2/d2
dθ2
))
=
max
lim
d1→∞
∫
Γ
d1,
√
2/d1
(dθ1 · 0) = 0 (55)
The difference between those two cases is that, when we are taking two consequetive limits,
we are implying that 1 ≪ d1 ≪ d2, as opposed to the single limit that was implying
1 ≪ d1 = d2. If we go back to Eq 52 and plug in a1 = (2/d1)1/2 and a2 = (2/d2)1/2, we
obtain∫
Γ
d1,
√
2/d1
(
dθ1 ·
∫
Γ
d2,
√
2/d2
dθ2
)
= min
(√
2
d1
√
2
d2
d1,
√
2
d1
√
2
d2
d2
)
+2
√
2
d1
√
2
d2
∑
k<l
ek∧el =
= 2
√
min
(
d1
d2
,
d2
d1
)
+
4√
d1d2
∑
k<l
ek ∧ el (56)
That is why d1 = d2 leads to the answer being 2 whereas either d1 ≪ d2 or d2 ≪ d1 would
lead to the answer being 0 (due to ”minimum” being taken). In other words, it doesn’t
matter in what order we take the limits, as long as the limits are consequetive as opposed to
simultaneous; or, if we wanted to take the simultaneous limit, we could utilize the fact that
p < q =⇒ dp ≪ dq , q < p =⇒ dq ≪ dp (57)
and write
max
lim
d→∞
∫
Γ
dp,
√
2/dp
(
dθ1 ·
∫
Γ
dq,
√
2/dq
dθ2
)
= 2δpq (58)
which would give us the zero we want as long as p 6= q, regardless of which happens to be
greater. On the other hand, if we take the integral of the form∫
(dθ1 ∧ dθ2) · f(θ1, θ2) (59)
then we would be able to obtain the correct answer independent of the contour:∫
(dθ1 ∧ dθ2) = 0 (60)
In contrast to Eq 32, the above is exact zero rather than approximate, and is independent
of the contour. That is because dθ1 ∧ dθ2 is antisymmetric, and we couldn’t have used
antisymmetry in a single variable context. However, if we consider the integral of the form∫
(dθ1 ∧ dθ2) · θ1 (61)
then we no longer have exact zero either, since f(θ1, θ2) = θ1 is not symmetric, in contrast to
f(θ1, θ2) = 1 which is. So, in the case of f(θ1, θ2) = θ1 we will again have to get a non-zero
answer that approaches zero only in a limit.
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6 Integrating (dθ · ek) · θ and (dθ ∧ ek) · θ
In order to save ourselves some time, we would like to integrate (dθ∧ek)·θ and (dθ·ek)·θ more
or less at the same time, while keeping track of the differences between the two integrals.
For that purpose, let us introduce the notation
δ·· = δ
∧
∧ = 1 , δ
·
∧ = δ
∧
· = 0 (62)
And, furthermore, let us define ∗ to be either · or ∧:
∗ ∈ (·,∧) (63)
Thus, the integral we are interested in is∫
(dθ ∗ ek) · θ (64)
With this notation in mind, it is easy to see that
ei ∗ ej = ei ∧ ej + δijδ∗· (65)
Therefore, ∫
Γd,a
(dθ ∗ ek) · θ =
d∑
l=1
∫ a
0
[
((dt el) ∗ ek) ·
(
a
l−1∑
j=1
ej + elt
)]
=
=
d∑
l=1
∫ a
0
[
dt (el ∧ ek + δkl δ∗· ) ·
(
a
l−1∑
j=1
ej + elt
)]
=
=
d∑
l=1
[
(el ∧ ek + δkl δ∗· ) ·
(
a
l−1∑
j=1
ej
∫ a
0
dt+ el
∫ a
0
tdt
)]
=
=
d∑
l=1
[
(el ∧ ek + δkl δ∗· ) ·
(
a2
l−1∑
j=1
ej +
a2
2
el
)]
=
= a2
∑
1≤j<l≤d
(el ∧ ek) · ej + a
2
2
d∑
l=1
(el ∧ ek) · el + a2δ∗·
∑
1≤j<l≤d
δkl ej +
a2
2
δ∗·
d∑
l=1
δkl el (66)
Let us look at the first sum. From the condition under the sum, we know that j 6= l. So the
only question is whether or not either j or l is equal to k:
k = j 6= l =⇒ (el ∧ ek) · ej =j=k (el ∧ ek) · ek =l 6=k (el · ek) · ek = el · (ek · ek) = el · 1 = el (67)
j 6= l = k =⇒ (el ∧ ek) · ej =l=k (ek ∧ ek) · ej = 0 · ej = 0 (68)
k 6= j 6= l 6= k =⇒ (el ∧ ek) · ej = el ∧ ek ∧ ej (69)
The above can be summarized as
j 6= l =⇒ (el ∧ ek) · ej = el ∧ ek ∧ ej + elδkj (70)
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and, therefore,
∑
1≤j<l≤d
(el ∧ ek) · ej =
∑
1≤j<l≤d
el ∧ ek ∧ ej +
∑
1≤j<l≤d
elδ
k
j =
∑
1≤j<l≤d
el ∧ ek ∧ ej +
d∑
l=k+1
el (71)
This equation covers both k ≤ d as well as k > d if we define
a > b =⇒
b∑
l=a
(· · · ) = 0 (72)
Let us now look at the second term of Eq 66. We will compute the equation under the sum
by cases:
k = l =⇒ (el ∧ ek) · el = (ek ∧ ek) · ek = 0 · ek = 0 (73)
k 6= l =⇒ (el ∧ ek) · el = −(ek ∧ el) · el = −(ek · el) · el = −ek · (el · el) = −ek · 1 = −ek (74)
Thus, we can compute second term by cases as follows:
k ≤ d =⇒
d∑
l=1
(el ∧ ek) · el =
k−1∑
l=1
(el ∧ ek) · el + (ek ∧ ek) · ek +
d∑
l=k+1
(el ∧ ek) · el =
=
k−1∑
l=1
(−ek) +
d∑
l=k+1
(−ek) = −(d− 1)ek (75)
k > d =⇒
d∑
l=1
(el ∧ ek) · el =
d∑
l=1
(−ek) = −dek (76)
If we now define the truth value of a statement as
T (True) = 1 , T (False) = 0 (77)
the above two results generalize as
d∑
l=1
(el ∧ ek) · el = −(d − T (k ≤ d))ek (78)
Let us now look at the third term of Eq 66. Once again, we do that by cases:
1 ≤ k ≤ d =⇒
∑
1≤j<l≤d
δkl ej =
∑
1≤j<k
ej =
k−1∑
j=1
ej (79)
k > d =⇒
∑
1≤j<l≤d
δkl ej = 0 (80)
Therefore, ∑
1≤j<l≤d
δkl ej = T (1 ≤ k ≤ d)
k−1∑
j=1
ej (81)
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Finally, lets compute the last term:
1 ≤ k ≤ d =⇒
d∑
l=1
δkl el = ek (82)
k > d =⇒
d∑
l=1
δkl el = 0 (83)
and, therefore,
d∑
l=1
δkl el = ekT (k ≤ d) (84)
Thus, Eq 66 becomes
∫
Γd,a
(dθ ∗ ek) · θ = a2
∑
1≤j<l≤d
el ∧ ek ∧ ej + a2
d∑
l=k+1
el − a
2
2
(d− T (k ≤ d))ek+
+ a2δ∗· T (1 ≤ k ≤ d)
k−1∑
j=1
ej +
a2
2
δ∗· ekT (k ≤ d) (85)
By noticing that
d∑
l=k+1
el = T (1 ≤ k ≤ d)
d∑
l=k+1
el (86)
we can recombine the above terms to get∫
Γd,a
(dθ ∗ ek) · θ = a2
∑
1≤j<l≤d
el ∧ ek ∧ ej+
+ a2T (1 ≤ k ≤ d)
( k−1∑
j=1
δ∗· ej +
d∑
l=k+1
el
)
− a
2
2
(d− (1 + δ∗· )T (k ≤ d))ek (87)
Now, if we set
a =
√
2
d
(88)
then, in the limit of d→∞, all of the a2 terms will go to zero with an exception of a2d term.
Therefore, we obtain
max
lim
d→∞
∫
Γ
d,
√
2/d
(dθ ∗ ek) · θ = −ek (89)
where we have dropped T (k ≤ d) because, if k = const then
lim
d→∞
T (k ≤ d) = 1 (90)
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Finally, for any Grassmann number
η =
∑
ηkek (91)
we have
max
lim
d→∞
∫
Γ
d,
√
2/d
(dθ ∗ η) · θ = −η (92)
7 Integrating (ek ∗ dθ) · θ
The integration of (ek ∗ dθ) · θ is very similar to the one of (dθ ∗ ek) · θ yet this won’t allow
us to skip the calculation altogether since there is some set of rather trivial differences that
we have to keep track of. What we can do, however, is simply compute the sum of the two
results which would allow us to simply subtract the result of the previous section from that
sum. We note that
dθ = ejdt =⇒ (ek ∗dθ) · θ+(dθ ∗ ek) · θ = (ek ∗ ej+ ej ∗ ek) · θdt = 2δ∗· δkj · θdt = 2δ∗· δkj θdt (93)
where in the last step we used the fact that
c ∈ C =⇒ c · θ = cθ (94)
Now, the fact that dθ = ejdt implies that we know that we are on j-th edge of the contour
and, therefore,
θ = a
j−1∑
i=1
ei + tej (95)
which means that Eq 93 can be rewritten as
(ek ∗ dθ) · θ + (dθ ∗ ek) · θ = 2δ∗· δkj dt
(
a
j−1∑
i=1
ei + tej
)
(96)
Therefore, integrating the above expression gives us
∫
Γd,a
(ek ∗ dθ) · θ +
∫
Γd,a
(dθ ∗ ek) · θ =
d∑
j=1
(
2δ∗· δ
k
j
(
a
j−1∑
i=1
ei
∫ a
0
dt+ ej
∫ a
0
tdt
))
=
=
d∑
j=1
(
2δ∗· δ
k
j
(
a
j−1∑
k=1
eia+ ej
a2
2
))
= 2a2δ∗·
( d∑
j=1
δkj
)( j−1∑
i=1
ei +
ej
2
)
=
= 2a2δ∗· T (1 ≤ k ≤ d)
( j−1∑
i=1
ei +
ej
2
)
(97)
13
In the previous section we have obtained that∫
Γd,a
(dθ ∗ ek) · θ = a2
∑
1≤j<l≤d
el ∧ ek ∧ ej+
+ a2T (1 ≤ k ≤ d)
( k−1∑
j=1
δ∗· ej +
d∑
l=k+1
el
)
− a
2
2
(d− (1 + δ∗· )T (k ≤ d))ek (98)
and, therefore, we conclude
∫
Γd,a
(ek ∗ dθ) · θ = 2a2δ∗· T (1 ≤ k ≤ d)
( k−1∑
l=1
el +
ek
2
)
− a2
∑
1≤j<l≤d
el ∧ ek ∧ ej+
− a2T (1 ≤ k ≤ d)
( k−1∑
j=1
δ∗· ej +
d∑
l=k+1
el
)
+
a2
2
(d− (1 + δ∗· )T (k ≤ d))ek (99)
If we now set
a =
√
2
d
(100)
then, due to the fact that all terms have a2 factor, the only term that does not go to zero is
the one with d in the numerator, that would cancel the d in the denominator coming from
a2. By inspection of the above equation, we see that there is only one such term. Thus, we
obtain
max
lim
d→∞
∫
Γ
d,
√
2/d
(ek ∗ dθ) · θ = ek (101)
where we have dropped T (k ≤ d) due to Eq 90.
8 Integrating dθ · (θ ∧ ek) and dθ · (θ ∧ η)
Let us now try to multiply ek by the finite part rather than by the differential. Since we
know that the sign between the differential and the finite part is always a dot-product, while
the sign within the finite part is always a wedge, there is only one way of doing it: namely,
dθ · (θ ∧ ek). Let us now go ahead and evaluate it:
∫
Γd,a
dθ · (θ ∧ ek) =
d∑
l=1
∫ a
0
[
(dt el) ·
((
a
l−1∑
j=1
ej + elt
)
∧ ek
)]
=
=
d∑
l=1
[
el ·
((
a
l−1∑
j=1
ej
∫ a
0
dt+ el
∫ a
0
tdt
)
∧ ek
)]
=
=
d∑
l=1
[
el ·
((
a2
l−1∑
j=1
ej + el
a2
2
)
∧ ek
)]
=
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= a2
d∑
l=1
l−1∑
j=1
el · (ej ∧ ek) + a
2
2
d∑
l=1
el · (el ∧ ek) = (102)
= a2
∑
1≤j<l≤d
el · (ej ∧ ek) + a
2
2
d∑
l=1
el · (el ∧ ek) (103)
Let us look at the first sum. Since the condition under the sum implies j 6= l, the only
question we have is whether k = j, or k = l, or neither. Let us look at all three cases:
k = j 6= l =⇒ el · (ej ∧ ek) =k=j el · (ek ∧ ek) = el · 0 = 0 (104)
j 6= l = k =⇒ el · (ej ∧ ek) = −el · (ek ∧ ej) =k=l −el · (el ∧ ej) =j 6=l −el · (el · ej) =
= −(el · el) · ej = −1 · ej = −ej (105)
k 6= j 6= l 6= k =⇒ el · (ej ∧ ek) = el ∧ ej ∧ ek (106)
The above three equations generalize to
j 6= l =⇒ el · (ej ∧ ek) = el ∧ ej ∧ ek − ejδlk (107)
Therefore, ∑
1≤j<l≤d
el · (ej ∧ ek) =
∑
1≤j<l≤d
(el ∧ ej ∧ ek − ejδlk) (108)
Now Eq 81 tells us that ∑
1≤j<l≤d
δkl ej = T (1 ≤ k ≤ d)
k−1∑
j=1
ej (109)
Thus, we obtain
∑
1≤j<l≤d
el · (ej ∧ ek) =
∑
1≤j<l≤d
el ∧ ej ∧ ek − T (1 ≤ k ≤ d)
k−1∑
j=1
ej (110)
Let us now compute the second sum in Eq 103. First we note that
l 6= k =⇒ el · (el ∧ ek) = el · (el · ek) = (el · el) · ek = 1 · ek = ek (111)
l = k =⇒ el · (el ∧ ek) = ek · (ek ∧ ek) = ek · 0 = 0 (112)
We then separate the cases of k ≤ d and k > d:
1 ≤ k ≤ d =⇒
d∑
l=1
el · (el ∧ ek) =
k−1∑
l=1
el · (el ∧ ek) + 0 +
d∑
l=k+1
el · (el ∧ ek) =
=
k−1∑
l=1
ek +
d∑
l=k+1
ek = ek(d− 1) (113)
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k > d =⇒
d∑
l=1
el · (el ∧ ek) =
d∑
l=1
ek = ekd (114)
Therefore, we can summarize it as
d∑
l=1
el · (el ∧ ek) = ek(d− T (1 ≤ k ≤ d)) (115)
Therefore, if we plug in 110 and 115 into Eq 103 we obtain
∫
Γd,a
dθ · (θ ∧ ek) = a2
∑
1≤j<l≤d
el ∧ ej ∧ ek − a2T (1 ≤ k ≤ d)
k−1∑
j=1
ej+
+
a2d
2
ek − a
2
2
ekT (1 ≤ k ≤ d) (116)
Finally, if we set
a =
√
2
d
(117)
then, in the limit of d → ∞, all of the a2 terms will be going to zero with an exception of
the a2d term which will stay finite. As a result, we obtain
max
lim
d→∞
∫
Γ
d,
√
2/d
dθ · (θ ∧ ek) = ek (118)
Therefore, for a Grassmann number
η =
∑
ηkek (119)
we obtain
max
lim
d→∞
∫
Γ
d,
√
2/d
dθ · (θ ∧ η) = η (120)
9 Integrating (dθ ∗ ei) · (θ ∧ ej) where i 6= j
In the previous two sections we tried (dθ ∗ ek) · θ and dθ · (θ ∧ ek). It is now time to try
(dθ ∗ ei) · (θ ∧ ej). In this section we will deal with the case of i 6= j, and we will leave i = j
for the next section. Let us now go ahead and try to compute it.
∫
Γd,a
(dθ ∗ ei) · (θ ∧ ej) =
d∑
k=1
∫ a
0
[
((dt ek) ∗ ei) ·
((
a
k−1∑
l=1
el + ekt
)
∧ ej
)]
=
=
d∑
k=1
[
(ek ∗ ei) ·
((
a
k−1∑
l=1
el
∫ a
0
dt+ ek
∫ a
0
tdt
)
∧ ej
)]
=
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=d∑
k=1
[
(ek ∗ ei) ·
((
a2
k−1∑
l=1
el +
a2
2
ek
)
∧ ej
)]
=
= a2
∑
1≤l<k≤d
(ek ∗ ei) · (el ∧ ej) + a
2
2
d∑
k=1
(ek ∗ ei) · (ek ∧ ej) (121)
Let us look at the first term. We know that i 6= j from the title of this subsection, and we
also know that l 6= k from the condition under the sum. Finally we know that j 6= l since
we have the el ∧ ej factor. We summarize what we have just said as follows:
First Term Of Eq 121 =⇒ i 6= j 6= l 6= k (122)
So the three questions we have to ask is whether or not k equals to i, whether or not k equals
to j, and whether or not l equals to i. In other words,
l ? i 6= j 6= l 6= k ? i 6= j ? k (123)
and each of those three question marks needs to be replaced with either = or 6=. Now those
three replacements are not entirely independent of each other:
(Eq 122), (i = l) =⇒l 6=k i 6= k (124)
(Eq 122), (j = k) =⇒i 6=j i 6= k (125)
Let us now count the number of options the above constraints rule out:
1. The constraint 124 rules out i = k = l. However, if we were to have i = k = l we
could have either have j = k or j 6= k. In other words it would consist of two options and
we are ruling out BOTH of those two options.
2. The constraint 125 rules out an option i = j = k. In this case, again, there are two
options: either i = l or i 6= l. However the option i = l will match the option j = k from
part 1. So we don’t have to rule out the same option twice. Therefore, we are only ruling
out ONE option: namely, the j 6= k one.
Therefore, the number of options left is
23 − 2− 1 = 5 (126)
and the list of those options is the following:
l = i 6= j 6= l 6= k 6= i 6= j = k (127)
l = i 6= j 6= l 6= k 6= i 6= j 6= k (128)
l 6= i 6= j 6= l 6= k = i 6= j 6= k (129)
l 6= i 6= j 6= l 6= k 6= i 6= j = k (130)
l 6= i 6= j 6= l 6= k 6= i 6= j 6= k (131)
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Let us now compute (ek ∗ ei) · (el ∧ ej) for each of those 5 cases:
l = i 6= j 6= l 6= k 6= i 6= j = k =⇒ (ek ∗ ei) · (el ∧ ej) = (ej ∗ ei) · (ei ∧ ej) =i 6=j
=i 6=j (ej · ei) · (ei · ej) = ej · (ei · ei) · ej = ej · 1 · ej = ej · ej = 1 (132)
l = i 6= j 6= l 6= k 6= i 6= j 6= k =⇒ (ek ∗ ei) · (el ∧ ej) = (ek ∗ ei) · (ei ∧ ej) =k 6=i 6=j
=k 6=i 6=j (ek · ei) · (ei · ej) = ek · (ei · ei) · ej = ek · 1 · ej = ek · ej =k 6=j ek ∧ ej (133)
l 6= i 6= j 6= l 6= k = i 6= j 6= k =⇒ (ek ∗ ei) · (el ∧ ej) = (ei ∗ ei) · (el ∧ ej) =
= δ∗· · (el ∧ ej) = δ∗· el ∧ ej (134)
l 6= i 6= j 6= l 6= k 6= i 6= j = k =⇒ (ek ∗ ei) · (el ∧ ej) = (ej ∗ ei) · (el ∧ ej) =
=i 6=j (ej ∧ ei) · (el ∧ ej) = (ei ∧ ej) · (ej ∧ el) =i 6=j 6=l (ei · ej) · (ej · el) =
= ei · (ej · ej) · el = ei · 1 · el = ei · el =l 6=i ei ∧ el (135)
l 6= i 6= j 6= l 6= k 6= i 6= j 6= k =⇒ (ek ∗ ei) · (el ∧ ej) = ek ∧ ei ∧ el ∧ ej (136)
We will now sum over all of the above combinations:
i 6= j =⇒
∑
1≤l<k≤d
(ek ∗ ei) · (el ∧ ej) = T (1 ≤ i < j ≤ d)+
+ T (1 ≤ i ≤ d)
d∑
k=i+1
ek ∧ ej + δ∗· T (1 ≤ i ≤ d)
i−1∑
l=1
el ∧ ej+
+ T (1 ≤ j ≤ d)
j−1∑
l=1
ei ∧ el +
∑
1≤l<k≤d
ek ∧ ei ∧ el ∧ ej (137)
where, in each case, we have used the fact that either i and/or j is equal to either k and/or
l in order to read off the conditions for i and j (under T -functions) from our knowledge that
1 ≤ l < k ≤ j. The fact that we have k < l instead of k 6= l is the reason why in the 2-nd,
3-rd and 4-th terms we have terminated the sums instead of simply skipping over one term.
Intuitively, we can make sense of this in terms of ”contractions”: whenever two indexes
happened to be equal, they get contracted with each other and both disappear. Since the
condition under the sum implies k 6= l, we know that k can’t be contracted with l. Instead,
we can contract k with either i or j. Contracting k with i produces the third term, and
contracting k with j produces the first and fourth term (in the first term, in addition to
that contraction, i is also gets contracted with l, while in the fourth term i and l remain
un-contracted). Thus, we have exhausted all of the ways of contracting k. Now, if we don’t
contract k, we can either contract i or not. Now, we know that i can’t be contracted with j
since we have i 6= j in the title of this section. Therefore, if we wish to contract i, the only
way of doing so is to contract it with l. Now, if we contract i with l, then the only way of
contracting k would be with j, which would bring us back to the first term (which we have
already covered earlier). The only other option in case of i being contracted with l is not to
contract k at all, in which case we would get the second term. Thus, we have covered all of
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the ways of contracting either k or i or both. Finally, if we neither contract k nor i, then
the only way to contract l and j is to contract them with each other; but we can’t do that
since we know that l 6= j due to the wedge product. Thus, the only option is the last term.
In other words, every single way of contracting the indexes given the above conditions would
return to us one of the terms on the right hand side, which is why we don’t have any other
terms.
What we computed so far is only the first term on the right hand side of Eq 121. Let
us now compute the second term,
d∑
k=1
(ek ∗ ei) · (ek ∧ ej)
Now we have considerably fewer cases to work out. From the wedge product ek∧ej we know
that k 6= j and also from the title of this section we know that i 6= j. Therefore,
Second Term Of Eq 121 =⇒ i 6= j 6= k (138)
Thus, the only question is whether i = k or i 6= k, which leaves us at only two cases,
k = i 6= j 6= k and k 6= i 6= j 6= k.
k = i 6= j 6= k =⇒ (ek ∗ ei) · (ek ∧ ej) = (ei ∗ ei) · (ei ∧ ej) = δ∗· · ei ∧ ej = δ∗· ei ∧ ej (139)
k 6= i 6= j 6= k =⇒ (ek ∗ ei) · (ek ∧ ej) =k 6=i (ek ∧ ei) · (ek ∧ ej) = −(ei ∧ ek) · (ek ∧ ej)
=i 6=k 6=j −(ei · ek) · (ek · ej) = −ei · (ek · ek) · ej = −ei · 1 · ej = −ei · ej =i 6=j −ei ∧ ej (140)
Now, in the previous case we were contracting with either i or j and there was only one copy
of each of them. On the other hand, right now we are contracting k with itself, and there are
multiple copies of k; so we have to count all of them and put it as a coefficient. In the case
of k = i 6= j 6= k, there is only one option for k, namely k = i if 1 ≤ i ≤ d and zero options
if i > d. Thus, the coefficient is T (1 ≤ i ≤ d). On the other hand, in the case k 6= i ≤ j ≤ k
the number of ways of picking k is d− T (1 ≤ i ≤ d)− T (1 ≤ j ≤ d), and that would be the
coefficient. Therefore, we obtain
i 6= j =⇒
d∑
k=1
(ek ∗ ei) · (ek ∧ ej) = δ∗· ei ∧ ejT (1 ≤ i ≤ d)−
− ei ∧ ej(d− T (1 ≤ i ≤ d)− T (1 ≤ j ≤ d)) (141)
Since both terms have ei ∧ ej, we can combine them and obtain
i 6= j =⇒
d∑
k=1
(ek ∗ ei) · (ek ∧ ej) = −ei ∧ ej(d− (1− δ∗· )T (1 ≤ i ≤ d)− T (1 ≤ j ≤ d)) (142)
By noticing that
1− δ∗· = δ∗∧ (143)
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we can further rewrite it as
i 6= j =⇒
d∑
k=1
(ek ∗ ei) · (ek ∧ ej) = −ei ∧ ej(d− δ∗∧T (1 ≤ i ≤ d)− T (1 ≤ j ≤ d)) (144)
Therefore, Eq 121 becomes
i 6= j =⇒
∫
Γd,a
(dθ ∗ ei) · (θ ∧ ej) = a2
∑
1≤l<k≤d
(ek ∗ ei) · (el ∧ ej) = a2T (1 ≤ i < j ≤ d)+
+ a2T (1 ≤ i ≤ d)
d∑
k=i+1
ek ∧ ej + a2δ∗· T (1 ≤ i ≤ d)
i−1∑
l=1
el ∧ ej+
+ a2T (1 ≤ j ≤ d)
j−1∑
l=1
ei ∧ el + a2
∑
1≤l<k≤d
ek ∧ ei ∧ el ∧ ej+
− ei ∧ ej(a2d− a2δ∗∧T (1 ≤ i ≤ d)− a2T (1 ≤ j ≤ d)) (145)
Finally, if we set
a =
√
2
d
(146)
then, in the limit of d→∞, all of the a2-terms will disappear while the a2d will be replaced
with 2. As a result, we obtain
i 6= j =⇒
max
lim
d→∞
∫
Γ
d,
√
2/d
(dθ ∗ ej) · (θ ∧ ei) = −ei ∧ ej (147)
10 Integrating (dθ ∗ ei) · (θ ∧ ej) = (dθ ∗ ei) · (θ ∧ ei), where
i = j
Since in the previous section we were explicitly assuming i 6= j, we will now have to separately
cover the i = j case. Since Eq 121 was not based on that assumption, we can rewrite its
result while substituting i = j:
∫
Γd,a
(dθ ∗ ei) · (θ ∧ ei) = a2
∑
1≤l<k≤d
(ek ∗ ei) · (el ∧ ei) + a
2
2
d∑
k=1
(ek ∗ ei) · (ek ∧ ei) (148)
Now, as far as the first term goes, we know that l 6= k from the condition under the sum.
Furthermore, we know that l 6= i from el ∧ ei. Thus, we know that i 6= l 6= k. The only
question is whether i = k or i 6= k. Thus, we have two cases: i 6= l 6= k = i and i 6= l 6= k 6= i.
i 6= l 6= k = i =⇒ (ek ∗ ei) · (el ∧ ei) = (ei ∗ ei) · (el ∧ ei) = δ∗· · (el ∧ ei) = δ∗· el ∧ ei (149)
i 6= l 6= k 6= i =⇒ (ek ∗ ei) · (el ∧ ei) =k 6=i (ek ∧ ei) · (el ∧ ei) = −(ek ∧ ei) · (ei ∧ el) =k 6=i 6=l
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=k 6=i 6=l −(ek · ei) · (ei · el) = −ek · (ei · ei) · el = −ek · 1 · el = −ek · el =k 6=l −ek ∧ el (150)
Therefore,
∑
1≤l<k≤d
(ek ∗ ei) · (el ∧ ei) = δ∗·
d∑
l=1
el ∧ ei −
∑
k,l∈{1,··· ,d}\{i}
ek ∧ elT (l < k) (151)
Let us now look at the second term of Eq 148. In this case ek ∧ ei implies k 6= i and, since
no other letters are used, the latter is the only option. Thus,
k 6= i =⇒ (ek ∗ ei) · (ek ∧ ei) =k 6=i (ek ∧ ei) · (ek ∧ ei) = −(ek ∧ ei) · (ei ∧ ek) =k 6=i
=k 6=i −(ek · ei) · (ei · ek) = −ek · (ei · ei) · ek = −ek · 1 · ek = −ek · ek = −1 (152)
Since there are d− T (1 ≤ i ≤ d) copies of it, coming from the number of values of k 6= i, we
have
d∑
k=1
(ek ∗ ei) · (ek ∧ ei) = −(d− T (1 ≤ i ≤ d)) (153)
Therefore, Eq 148 becomes
∫
Γd,a
(dθ ∗ ei) · (θ ∧ ei) = a2δ∗·
d∑
l=1
el ∧ ei−
− a2
∑
k,l∈{1,··· ,d}\{i}
ek ∧ elT (l < k)− a
2d− a2T (1 ≤ i ≤ d)
2
(154)
Now, if we set
a =
√
2
d
(155)
then in the limit of d → ∞ all of the a2 terms will disappear, except for a2d, which will
become 2, thus we obtain
max
lim
d→∞
∫
Γ
d,
√
2/d
(dθ ∗ ei) · (θ ∧ ej) = −1 (156)
The fact that this is −1 instead of +1 is related to the minus sign we will see in Eq 199
which, in turn, is related to the sign issue discussed in Section 4
11 Integrating (dθ1 ∗ dθ2) · θ1
Let us now integrate (dθ1∗dθ2) ·θ1. Unline the previous integrals, we now have two contours:
dθ1 is integrated over Γd1a1 and dθ2 is integrated over Γd2a2 . We then extract ek out of dθ2
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(where k depends on what part of the contour θ2 happens to be at) and then integrating
(dθ1 ∗ ek) · θ1. Therefore, ∫
θ1∈Γd1,a1 ;θ2∈Γd2,a2
(dθ1 ∗ dθ2) · θ1 (157)
We have found earlier that∫
Γd,a
(dθ ∗ ek) · θ = a2
∑
1≤j<l≤d
el ∧ ek ∧ ej+
+ a2T (1 ≤ k ≤ d)
( k−1∑
j=1
δ∗· ej +
d∑
l=k+1
el
)
− a
2
2
(d− (1 + δ∗· )T (k ≤ d))ek (158)
Therefore, ∫
θ1∈Γd1,a1 ;θ2∈Γd2,a2
(dθ1 ∗ dθ2) · θ1 = a2
d2∑
k=1
∫
Γd1a1
(dθ1 ∗ ek) · θ1 =
= a2
d2∑
k=1
(
a21
∑
1≤j<l≤d1
el ∧ ek ∧ ej+
+ a21T (1 ≤ k ≤ d1)
( k−1∑
j=1
δ∗· ej +
d1∑
l=k+1
el
)
− a
2
1
2
(d1 − (1 + δ∗· )T (k ≤ d1))ek
)
(159)
Let us compute the first term:
a2
d2∑
k=1
(
a21
∑
1≤j<l≤d1
el ∧ ek ∧ ej
)
= a2a
2
1
d2∑
k=1
∑
1≤j<l≤d1
el ∧ ek ∧ ej (160)
The rest of the terms have single e, so we have to pay attention to how many times each e
occurs. We can get rid of the factor T (1 ≤ k ≤ d1) on the second term by simply changing
the condition under the sum from 1 ≤ k ≤ d2 to 1 ≤ k ≤ min(d1, d2). Keeping this in mind,
we can do the following calculation:
a2
d2∑
k=1
(
a21T (1 ≤ k ≤ d1)
k−1∑
j=1
δ∗· ej
)
= a2a
2
1
min(d1,d2)∑
k=1
k−1∑
j=1
δ∗· ej =
= a2a
2
1δ
∗
·
∑
1≤j<k≤min(d1,d2)
ej = a2a
2
1δ
∗
·
min(d1,d2)∑
j=1
ej(min(d1, d2)− j) (161)
Similarly, the third term of Eq 159 evaluates to
a2
d2∑
k=1
(
a21T (1 ≤ k ≤ d1)
d1∑
l=k+1
el
)
= a2a
2
1
min(d1,d2)∑
k=1
d1∑
l=k+1
el =
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= a2a
2
1
d1∑
l=2
min(d1,d2,l−1)∑
k=1
el = a2a
2
1
d1∑
l=2
(el min(d1, d2, l − 1)) (162)
The fourth term is
a2
d2∑
k=1
(
− a
2
1
2
d1ek
)
= −a2a
2
1d1
2
d∑
k=1
ek (163)
and the fifth term is
a2
d2∑
k=1
(
− a
2
1
2
(−(1 + δ∗· )T (1 ≤ d1)ek)
)
=
a2a
2
1
2
(1 + δ∗· )
min(d1,d2)∑
k=1
ek (164)
Thus, putting all those terms together, Eq 159 evaluates to
∫
θ1∈Γd1,a1 ;θ2∈Γd2,a2
(dθ1∗dθ2)·θ1 = a2a21
d2∑
k=1
∑
1≤j<l≤d1
el∧ek∧ej+a2a21δ∗·
min(d1,d2)∑
j=1
ej(min(d1, d2)−j)+
+ a2a
2
1
d1∑
l=2
(el min(d1, d2, l − 1))− a2a
2
1d1
2
d∑
k=1
ek +
a2a
2
1
2
(1 + δ∗· )
min(d1,d2)∑
k=1
ek (165)
Now, if we set
a1 =
√
2
d1
, a2 =
√
2
d2
(166)
then the 1-st, 2-nd, 3-rd and 5-th terms go trivially to zero. As far as the 4-th term, a21d1
becomes 2, but then the extra factor of a2 sends it to zero. Thus, the total sum is sent to
zero as well:
max
lim
d1→∞,d2→∞
∫
θ1∈Γd1,
√
2/d1
,θ2∈Γd2,
√
2/d2
(dθ1 ∗ dθ2) · θ1 = 0 (167)
12 Integration (dθ1 ∗ dθ2) · θ2
The integration of (dθ1 ∗ dθ2) · θ2 is similar to the (dθ1 ∗ dθ2) · θ1, yet there are some trivial
differences between the two expressions. In order not to have to repeat a very similar
calculation, we will use the following trick. First, we compute the sum of the integrals of
(dθ1 ∗ dθ2) · θ2 and (dθ2 ∗ dθ1) · θ2. Then we will re-label the indexes in the previous section
to obtain the integral of (dθ2 ∗ dθ1) · θ2. Finally, by subtracting the latter from the sum of
the two integrals, we will obtain the integral of (dθ1 ∗ dθ2) · θ2.
Let us go ahead and compute the sum of the two integrals. Given the definition of
contours Γd1,a1 and Γd2,a2 , we know that dθ1 and dθ2 are either perpendicular or parallel to
each other. If they happened to be perpendicular to each other, then dθ1 ∗ dθ2 and dθ2 ∗ dθ1
will be replaced with dθ1∧dθ2 and dθ2∧dθ1, which means that their sum will be zero (and θ2
will simply be factored out of the sum as a common factor). This means that the only terms
that survive are the ones where dθ1 and dθ2 are parallel to each other. In order for them
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to be parallel to each other, they have to reside on the edge number j of their respective
contours, where j is the same number, despite the fact that the contours are different. In
order for dθ1 to reside on edge number j, we need 1 ≤ j ≤ d1 and in order for dθ2 to reside on
the edge number j we need 1 ≤ j ≤ d2. In order for those two conditions to simultaneously
be true, we need
1 ≤ j ≤ min(d1, d2) (168)
As long as dθ1 and dθ2 both reside on the edge j, we have
Same Edge =⇒ dθ1 ∗ dθ2 = (ejdt1) ∗ (ejdt2) = dt1dt2ej ∗ ej = dt1dt2δ∗· (169)
and, therefore, we can evaluate the sum of the integrals as follows:∫
θ1∈Γd1,a1 ,θ2∈Γd2,a2
(dθ1 ∗ dθ2) · θ2 +
∫
θ1∈Γd1,a1 ,θ2∈Γd2,a2
(dθ2 ∗ dθ1) · θ2 =
=
min(d1,d2)∑
j=1
∫ a1
0
dt1
∫ a2
0
dt2(ej ∗ ej) ·
(
t2ej + a2
j−1∑
i=1
ei
)
=
=
min(d1,d2)∑
j=1
∫ a1
0
dt1
∫ a2
0
dt2δ
∗
· ·
(
t2ej + a2
j−1∑
i=1
ei
)
=
=
min(d1,d2)∑
j=1
δ∗·
(∫ a1
0
dt1
)((∫ a2
0
t2dt2
)
ej + a2
j−1∑
i=1
ei
(∫ a2
0
dt2
))
=
=
min(d1,d2)∑
j=1
δ∗· a1
(
a22
2
ej + a2
j−1∑
i=1
eia2
)
= δ∗· a1a
2
2
(
1
2
min(d1,d2)∑
j=1
ej +
∑
1≤i<j≤min(d1,d2)
ei
)
(170)
In the previous section, we have found that
∫
θ1∈Γd1,a1 ;θ2∈Γd2,a2
(dθ1∗dθ2)·θ1 = a2a21
d2∑
k=1
∑
1≤j<l≤d1
el∧ek∧ej+a2a21δ∗·
min(d1,d2)∑
j=1
ej(min(d1, d2)−j)+
+ a2a
2
1
d1∑
l=2
(el min(d1, d2, l − 1))− a2a
2
1d1
2
d∑
k=1
ek +
a2a
2
1
2
(1 + δ∗· )
min(d1,d2)∑
k=1
ek (171)
therefore, if we re-label the indexes, we obtain
∫
θ1∈Γd1,a1 ;θ2∈Γd2,a2
(dθ2∗dθ1)·θ2 = a1a22
d1∑
k=1
∑
1≤j<l≤d2
el∧ek∧ej+a1a22δ∗·
min(d1,d2)∑
j=1
ej(min(d1, d2)−j)+
+ a1a
2
2
d1∑
l=2
(el min(d1, d2, l − 1))− a1a
2
2d2
2
d∑
k=1
ek +
a1a
2
2
2
(1 + δ∗· )
min(d1,d2)∑
k=1
ek (172)
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which, in combination with Eq 170 produces
∫
θ1∈Γd1,a1 ;θ2∈Γd2,a2
(dθ1 ∗ dθ2) · θ2 = δ∗· a1a22
(
1
2
min(d1,d2)∑
j=1
ej +
∑
1≤i<j≤min(d1,d2)
ei
)
− (173)
− a1a22
d1∑
k=1
∑
1≤j<l≤d2
el ∧ ek ∧ ej − a1a22δ∗·
min(d1,d2)∑
j=1
ej(min(d1, d2)− j)−
− a1a22
d1∑
l=2
(el min(d1, d2, l − 1)) + a1a
2
2d2
2
d∑
k=1
ek − a1a
2
2
2
(1 + δ∗· )
min(d1,d2)∑
k=1
ek (174)
Now, if we set
a1 =
√
2
d1
, a2 =
√
2
d2
(175)
then, by noting that every single term contains a1a
2
2, we need some extra factors of d1 and
d2 in the numerator in order to prevent any given term from going to zero as d1 → ∞ and
d2 → ∞. The only term with d in the numerator is the second before the end. But even
then it doesn’t have enough d-s: after all, d2 neutralizes the effect of a
2
2 via a
2
2d2 = 2 yet we
don’t have any d-s to neutralize the effect of a1, so that we still have
a1a
2
2d2
2
= a1 =
√
2d1 → 0 (176)
Therefore, we have
max
lim
d1→∞,d2→∞
∫
θ1∈Γd1,a1 ;θ2∈Γd2,a2
(dθ1 ∗ dθ2) · θ2 = 0 (177)
13 Integrating (dθ1 ∗ dθ2) · (θ1 ∧ θ2)
If we assume that θ1 ∈ Γd1,a1 and θ2 ∈ Γd2,a2 then it is easy to see that
dθ2 = eidt (178)
θ2 = eit + a2
i−1∑
j=1
ej (179)
and, therefore, we obtain ∫
θ1∈Γd1,a1 ,θ2∈Γd2,a2
(dθ1 ∗ dθ2) · (θ1 ∧ θ2) =
=
d2∑
i=1
∫
θ1∈Γd1,a1
∫ a2
0
(dθ1 ∗ (eidt)) ·
(
θ1 ∧
(
eit+ a2
i−1∑
j=1
ej
))
=
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=d2∑
i=1
∫
θ1∈Γd1,a1
(dθ1 ∗ ei) ·
(
θ1 ∧
(
ei
∫ a2
0
tdt+ a2
i−1∑
j=1
ej
∫ a2
0
dt
))
=
=
d2∑
i=1
∫
θ1∈Γd1,a1
(dθ1 ∗ ei) ·
(
θ1 ∧
(
ei
a22
2
+ a22
i−1∑
j=1
ej
))
=
=
a22
2
d2∑
i=1
∫
θ1∈Γd1,a1
(dθ1 ∗ ei) · (θ1 ∧ ei) + a22
∑
1≤j<i≤d2
∫
θ1∈Γd1,a1
(dθ1 ∗ ei) · (θ1 ∧ ej) (180)
Now, we know from previous results that
∫
Γd,a
(dθ ∗ ei) · (θ ∧ ei) = a2δ∗·
d∑
l=1
el ∧ ei−
− a2
∑
k,l∈{1,··· ,d}\{i}
ek ∧ elT (l < k)− a
2d− a2T (1 ≤ i ≤ d)
2
(181)
i 6= j =⇒
∫
Γd,a
(dθ ∗ ei) · (θ ∧ ej) = a2T (1 ≤ i < j ≤ d)+
+ a2T (1 ≤ i ≤ d)
d∑
k=i+1
ek ∧ ej + a2δ∗· T (1 ≤ i ≤ d)
i−1∑
l=1
el ∧ ej+
+ a2T (1 ≤ j ≤ d)
j−1∑
l=1
ei ∧ el + a2
∑
1≤l<k≤d
ek ∧ ei ∧ el ∧ ej+
− ei ∧ ej(a2d− a2δ∗∧T (1 ≤ i ≤ d)− a2T (1 ≤ j ≤ d)) (182)
Thus, we obtain ∫
θ1∈Γd1,a1 ,θ2∈Γd2,a2
(dθ1 ∗ dθ2) · (θ1 ∧ θ2) =
=
a22
2
d2∑
i=1
(
a21δ
∗
·
d1∑
l=1
el ∧ ei − a21
∑
k,l∈{1,··· ,d1}\{i}
ek ∧ elT (l < k)− a
2
1d1 − a21T (1 ≤ i ≤ d1)
2
)
+
+ a22
∑
1≤j<i≤d2
(
a21T (1 ≤ i < j ≤ d1)+
+ a21T (1 ≤ i ≤ d1)
d1∑
k=i+1
ek ∧ ej + a21δ∗· T (1 ≤ i ≤ d1)
i−1∑
l=1
el ∧ ej+
+ a21T (1 ≤ j ≤ d1)
j−1∑
l=1
ei ∧ el + a21
∑
1≤l<k≤d1
ek ∧ ei ∧ el ∧ ej+
− ei ∧ ej(a21d1 − a21δ∗∧T (1 ≤ i ≤ d1)− a21T (1 ≤ j ≤ d1))
)
(183)
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Let us now evaluate it term by term. The first term is
a22
2
d2∑
i=1
(
a21δ
∗
·
d1∑
l=1
el ∧ ei
)
=
a21a
2
2
2
δ∗·
d2∑
i=1
d1∑
l=1
(el ∧ ei) (184)
The second term is
a22
2
d2∑
i=1
(
− a21
∑
k,l∈{1,··· ,d1}\{i}
ek ∧ elT (l < k)
)
=
= −a
2
1a
2
2
2
∑
k,l∈{1,··· ,d1}
(
ek ∧ elT (l < k)
d2∑
i=1
T (i 6= k)T (i 6= l)
)
=
= −a
2
1a
2
2
2
∑
k,l∈{1,··· ,d1}
(
ek ∧ elT (l < k)(d2 − 2)
)
= −a
2
1a
2
2(d2 − 2)
2
∑
1≤l<k≤d1
ek ∧ el (185)
The third term is
a22
2
d2∑
i=1
(
− a
2
1d1
2
)
= −a
2
1a
2
2d1
4
d2∑
i=1
1 = −a
2
1a
2
2d1d2
4
(186)
The fourth term is
a22
2
d2∑
i=1
(
− −a
2
1T (1 ≤ i ≤ d1)
2
)
=
a21a
2
2
4
d2∑
i=1
T (1 ≤ i ≤ d1) =
=
a21a
2
2
4
min(d1,d2)∑
i=1
1 =
a21a
2
2
4
min(d1, d2) (187)
The fifth term is
a22
2
d2∑
i=1
(
a22
∑
1≤j<i≤d2
(a21T (1 ≤ i < j ≤ d1))
)
= 0 (188)
due to the fact that T (1 ≤ i < j ≤ d1) = 0 whenever the condition of the sum, 1 ≤ j < i ≤
d2, is met. The sixth term is
a22
∑
1≤j<i≤d2
(
a21T (1 ≤ i ≤ d1)
d1∑
k=i+1
ek ∧ ej
)
= a21a
2
2
∑
1≤j<i≤min(d1,d2)
d1∑
k=i+1
ek ∧ ej =
= a21a
2
2
∑
1≤j<min(d1,d2)
( d1∑
k=i+1
ek ∧ ej
min(d1,d2)∑
i=j+1
1
)
=
= a21a
2
2
min(d1,d2)−1∑
j=1
(
(min(d1, d2)− j)
d1∑
k=j+1
ek ∧ ej
)
(189)
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The seventh term is
a22
∑
1≤j<i≤d2
(
a21δ
∗
· T (1 ≤ i ≤ d1)
i−1∑
l=1
el ∧ ej
)
= a21a
2
2δ
∗
·
∑
1≤j<i≤min(d1,d2)
i−1∑
l=1
el ∧ ej =
= a21a
2
2δ
∗
·
min(d1,d2)−1∑
j=1
min(d1,d2)−1∑
l=1
min(d1,d2)∑
i=max(j,l)+1
el ∧ ej =
= a21a
2
2δ
∗
·
min(d1,d2)−1∑
j=1
min(d1,d2)−1∑
l=1
(el ∧ ej(min(d1, d2)−max(j, l)) (190)
The eighth term is
a22
∑
1≤j<i≤d2
(
a21T (1 ≤ j ≤ d1)
j−1∑
l=1
ei ∧ el
)
= a21a
2
2
∑
1≤l<j<i≤d2
(T (1 ≤ j ≤ d1)ei ∧ el) =
= a21a
2
2
∑
1≤l<j≤min(d1,i−1)<i≤d2
ei ∧ el = a21a22
∑
1≤l<min(d1,i−1)<i≤d2
min(d1,i−1)∑
j=l+1
ei ∧ el =
= a21a
2
2
∑
1≤l<min(d1,i−1)<i≤d2
((
min(d1, i− 1)− l
)
ei ∧ el
)
(191)
The ninth term is
a22
∑
1≤j<i≤d2
(
a21
∑
1≤l<k≤d1
ek ∧ ei ∧ el ∧ ej
)
= a21a
2
2
∑
1≤j<i≤d2
∑
1≤l<d≤d1
ek ∧ ei ∧ el ∧ ej (192)
The tenth term is
a22
∑
1≤j<i≤d2
(
− ei ∧ ej a21d1
)
= −a21a22d1
∑
1≤j<i≤d2
ei ∧ ej (193)
The eleventh term is
a22
∑
1≤j<i≤d2
(
− ei ∧ ej
(− a21δ∗∧T (1 ≤ i ≤ d1))) = a21a22δ∗∧ ∑
1≤j<i≤d2
(
ei ∧ ej T (1 ≤ i ≤ d1)
)
=
= a21a
2
2δ
∗
∧
∑
1≤j<i≤min(d1,d2)
ei ∧ ej (194)
And finally, the twelth term is
a22
∑
1≤j<i≤d2
(
− ei ∧ ej
(− a21T (1 ≤ j ≤ d1))) = a21a22 ∑
1≤j<i≤d2
(
ei ∧ ejT (1 ≤ j ≤ d1)
)
=
= a21a
2
2
∑
1≤j≤min(i−1,d1)<i≤d2
ei ∧ ej (195)
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Therefore, after pulling those terms together, we obtain∫
θ1∈Γd1,a1 ,θ2∈Γd2,a2
(dθ1 ∗ dθ2) · (θ1 ∧ θ2) =
=
a21a
2
2
2
δ∗·
d2∑
i=1
d1∑
l=1
(el ∧ ei)− a
2
1a
2
2(d2 − 2)
2
∑
1≤l<k≤d1
ek ∧ el − a
2
1a
2
2d1d2
4
+
+
a21a
2
2
4
min(d1, d2) + a
2
1a
2
2
min(d1,d2)−1∑
j=1
(
(min(d1, d2)− j)
d1∑
k=j+1
ek ∧ ej
)
+
+ a21a
2
2δ
∗
·
min(d1,d2)−1∑
j=1
min(d1,d2)−1∑
l=1
(el ∧ ej(min(d1, d2)−max(j, l))
+a21a
2
2
∑
1≤l<min(d1,i−1)<i≤d2
((
min(d1, i−1)− l
)
ei∧ el
)
+a21a
2
2
∑
1≤j<i≤d2
∑
1≤l<d≤d1
ek ∧ ei∧ el ∧ ej−
−a21a22d1
∑
1≤j<i≤d2
ei∧ ej +a21a22δ∗∧
∑
1≤j<i≤min(d1,d2)
ei ∧ ej +a21a22
∑
1≤j≤min(i−1,d1)<i≤d2
ei∧ ej (196)
Now, if we set
a1 =
√
2
d1
, a2 =
√
2
d2
(197)
then, by observing that every single term above contains a21a
2
2, we conclude that it contains
the factor of
a21a
2
2 =
4
d1d2
(198)
Therefore, in order to prevent it from going to zero as d1 → ∞ and d2 → ∞, we need an
extra factor of d1d2 in the numerator in order to cancel the one in denominator. The only
term that contains such a factor is the third term. Therefore, the third term is the only one
that survives under the above limit, and we obtain
max
lim
d1→∞,d2→∞
∫
θ1∈Γd1,a1 ,θ2∈Γd2,a2
(dθ1 ∗ dθ2) · (θ1 ∧ θ2) = −1 (199)
The reason why this is −1 rather than +1 has been discussed in Section 4.
14 Arbitrary number of iterated integrals
Let us now discuss a more general integral, of the form∫
θ1∈Γd1,a1 ,··· ,θN∈ΓdN,aN
(dθ1 ∗ · · · ∗ dθN) · (θb1 ∧ · · · ∧ θbM ) (200)
29
where we assume that
{b1, · · · , bM} ⊂ {1, · · · , N} (201)
and, without the loss of the generality (due to the anticommutativity of the wedge product)
we further assume that
b1 < · · · < bM (202)
yet it doesn’t necessarily match {1, · · · , N} since we skip over some of the variables, as we
have done, for example, with (dθ1 ∗ dθ2) · θ2.
As one could see from the case of the single and double integrals, the expressions for
finite an and dn were quite complicated (where n ∈ {1, 2} as far as the previous sections are
concerned, and n ∈ {1, · · · , N} in this section); yet the lim-max of dn →∞ with
an =
√
2
dn
(203)
returned simple answers of 0 or ±1. In other words, the ”complications” involve the in-
finitesimal (in lim-max sense) deviations from 0 and ±1, which, at the end of the day, we
don’t care about. Therefore, in order to spare ourselves from even more complicated work,
we will avoid doing the finite calculation for the general case and, instead, simply come up
with a hand-waving argument (inspired by the inspection of the previous calculations) that
lim-max will return 0 and ±1 as desired.
Suppose we know that θn ∈ Γan,dn where an is given by Eq 203. Furthermore, suppose
that dθn lies on the edge number cn. Then, we immediately know that
1 ≤ cn ≤ dn (204)
dθn = ejndt (205)
θn = an
jn−1∑
in=1
ei + tejn (206)
This means that Eq 200 produces superposition of the terms of the form
K
( N∏
n=1
an
)( M∏
m=1
abm
)
(ej1 ∗ · · · ∗ ejN ) · (eib1 ∧ · · · ∧ eibM ) (207)
where the appearance of a-s is clear from dimensional analysis combined with the inspection
of our earlier calculations, and K is some finite factor obtained from the product of ±1-s,
1
2
-s and other trivial things we dealt with earlier. Now, suppose we are seeking out the term
of the form
ek1 ∧ · · · ∧ ekL (208)
First of all, there is no way for L to possibly exceed M+N . On the other hand, if it happens
that jn = ibm for some 1 ≤ n ≤ N and 1 ≤ m ≤ M then ejn and eibm will ”annihilate” each
other when we take a product (with the additional ±1 coefficient), which would allow L to
be less than M +N . Now, in order to make L as small as possible, we have to use up every
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single eibm (thus, instead of M of them there will be 0 of them) in annihilating ejn (thus,
instead of N , there would be N −M of them) resulting in a total of N −M remaining e-s.
Thus, we conclude
N −M ≤ L ≤ N +M (209)
Since L can only decrease in pairs, we also know that
N +M − L = Even (210)
and, equivalently,
L− (N −M) = Even (211)
The total number of contracted pairs is given by
♯{contracted pairs} = N +M − L
2
(212)
The Eq 209 implies
0 ≤ N +M − L
2
≤M ≤ N (213)
Now, if we know that n and bm, then we know that jn is bounded by dn and ibm is bounded
by dbm . But, in order for ejn and eibm to contract, we need to have jn = ibm . Thus,
they are bounded by the common upper bound min(dn, dbm). We then have to take the
product of (N +M − L)/2 different pairs (ml, nl) and also sum over all possible choices of
ml ∈ {1, · · · ,M} and nl ∈ {1, · · · , N}. Thus, the combinatoric factor takes the form
Combinatoric factor = C
M∑
m1=1
· · ·
M∑
mL=1
N∑
n1=1
· · ·
N∑
nL=1
N+M−L
2∏
l=1
min(dnl, dbml ) (214)
where, due to the fact that we get some ± signs that we have not taken into account, we
would expect
− 1 ≤ C ≤ 1 (215)
By combining Eq 203, 207 and 214, we obtain
CK
M∑
m1=1
· · ·
M∑
mL=1
N∑
n1=1
· · ·
N∑
nL=1
[( N∏
n=1
√
2
dn
)( M∏
m=1
√
2
dbm
)( N+M−L
2∏
l=1
min(dnl, dbml )
)
ek1∧· · ·∧ekL
]
(216)
where ek1 ∧ · · · ∧ ekL is some afore-given product we have in mind, and we are counting all
the possible ways of obtaining it. Now, from Eq 213 we know that
N∏
n=1
dn =
( N+M−L
2∏
l=1
min(d1, d2)
)∏
{Other d′ns} (217)
M∏
n=1
dbm =
( N+M−L
2∏
l=1
min(d1, d2)
)∏
{Other d′bms} (218)
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where we have assumed the ”most likely” situation that
Most Likely =⇒ min(dnl, dbml ) 6= min(dnl′ , dbml′ ) (219)
after we will convince the reader that some other things go to zero as dn → ∞, the reader
will hopefully be able to also convince himself that the contributions of the ”less likely”
situations we are neglecting go to zero as well. Anyway, from Eq 217 and 218, the Eq 216
becomes
CK
M∑
m1=1
· · ·
M∑
mL=1
N∑
n1=1
· · ·
N∑
nL=1
√
2N+M∏{Other d′s} (220)
where
Most Likely =⇒ {Other d′s} = {Other d′ns} ∪ {Other d′bms} (221)
Now, it is easy to see that
Most Likely =⇒ ♯{Other d′ns} = N −
N +M − L
2
(222)
Most Likely =⇒ ♯{Other d′bms} = M −
N +M − L
2
(223)
and, therefore,
Most Likely =⇒ ♯{Other d′s} =
(
N − N +M − L
2
)
+
(
M − N +M − L
2
)
= L (224)
But the right hand side of Eq 220 tells us that, as long as the number of ”other d-s” is
non-zero, the answer will go to zero as d→∞. Therefore,
LimMax Doesn′t Approach 0 =⇒ ♯{Other d′s} = 0 =⇒ L = 0 (225)
In other words, the only part with a non-zero coefficient in the limit of dk →∞ is the scalar.
Indeed, in the previous sections we have seen that, after taking the lim-max, we were left
with the scalar term. It is important to note that this only applies to the lim-max and not
to the regular limit. After all, the above argument shows that the coefficient next to the
particular ek1 ∧ · · ·∧ ekL . Now, if we were to have the Pythagorean metric, it would take the
form
Pythagorean =
√√√√ P∑
k=1
ǫ2 = ǫ
√
P (226)
where P is the total number of selections of ek1 ∧ · · · ∧ ekL, given by
L≪ dk =⇒ P ≈
L∏
l=1
dkl (227)
which means that the increase in magnitude due to the multiplication by
√
P can, at least
in principle, decrease in magnitude due to the division by the square roots of ”other d-s”.
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On the other hand, if we are dealing with the max-norm instead of the Pythagorean-norm,
then the value of P becomes irrelevant, and the max-norm remains ǫ rather than ǫ
√
P . So,
in this case, all that matters is that ǫ is small, and the latter is the case due to the presence
of the ”other d-s” which is linked to L 6= 0. Thus, it is strictly the max-norm that tells us
that L 6= 0 cases approach zero.
Anyway, now that we have established that L = 0, it is easy to see that this can be
accomplished only with M = N . To check if that’s the case, one could use Eq 213:
L = 0 =⇒Eq 213 N +M
2
≤M =⇒ N +M
2
≤ M +M
2
=⇒ N ≤M (228)
yet, at the same time
Eq 213 =⇒ M ≤ N (229)
and, therefore
L = 0 =⇒ M = N (230)
But Eq 201 implies that
M = N =⇒ {b1, · · · , bM} = {1, · · · , N} (231)
Thus, the only non-zero integrals are permutations of∫
(dθ1 ∗ · · · ∗ dθN) · (θ1 ∧ · · · ∧ θN) (232)
Since ”in most cases” dθi and dθj occupy a different edge, ”in most cases” the star-product
coincides with the wedge-product and anticommutes. Since in the lim-max only ”most
cases” survive, the permutation of differentials simply changes the sign as far as the lim-max
is concerned. Thus, we can make things simpler and just look at Eq 232 without worrying
about its permutations. Now, the above expression will produce products of the form
(ej1 ∗ · · · ∗ ejN ) · (ei1 ∧ · · · ∧ eiN ) (233)
Now, if we plug in Eq 205 and 206 into Eq 232, it is clear that we would have
∀n ∈ {1, · · · , N}(in ≤ jn) (234)
Now suppose (k1, · · · , kN) is a re-ordering of (1, · · · , N) such that
ik1 < · · · < ikN (235)
where we know that ik 6= il because θik ∧ θil 6= 0. Now, as we established earlier, only scalar
survives the limit. But, in order to have a scalar, each ejn has to be contracted with some
eim . Now, the combination of Eq 234 and 235 tells us that
n ≥ 2 =⇒ ik1 < ikn ≤ jkn (236)
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and, therefore, ik1 cannot be contracted with jkn . But ik1 has to be contracted with some-
thing. So the fact that it can’t be contracted with jkn for n ≥ 2 implies that it should be
contracted with jk1 . But the latter contraction requires
ik1 = jk1 (237)
We would now like to find what to couple ik2 to. Again, the combination of Eq 234 and 235
tells us
n ≥ 3 =⇒ ik2 < ikn ≤ jkn (238)
so ik2 can’t be contracted with jkn for n ≥ 3. Furthermore, ik2 can’t be contracted with jk1
since the latter has already been contracted with ik1 . Therefore, the only thing ik2 can be
contracted with is jk2 . So, in order to get a scalar, we have no choice but to contract them,
which means
ik2 = jk2 (239)
As we keep going in the same fashion, we can show by induction that
Scalar =⇒ ∀n ∈ {1, · · · , N}(ikn = jkn) (240)
But we know that (k1, · · · , kN) is merely a re-ordering of (1, · · · , N). Thus, we conclude
that
Scalar =⇒ ∀n ∈ {1, · · · , N}(in = jn) (241)
and, since only the scalar survives the lim-max, we have
max
lim 6= 0 =⇒ Scalar =⇒ ∀n ∈ {1, · · · , N}(in = jn) (242)
Now, as one can readily see by inspecting some of our derivations of single and double
integrals, same-index contraction produces the coefficient of∫ a
0
tdt =
a2
2
(243)
while different-index contraction produces
a
∫ a
0
dt = a2 (244)
Since now we have N same-index contractions, we have
N∏
n=1
a2n
2
(245)
However, as the above integrals indicate, they are only taken over a single edge. So now we
have to multiply by all possible choices of edges. In other words, we have to multiply by
the number of choices of (i1, · · · , iN) (and we don’t have to count the number of j-s since
we have already established that jn = in) Now the condition that in 6= in′ implies that,
once we fill some of the slots, we have fewer and fewer options. However, this won’t have a
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significant effect if we assume N ≪ min(d1, · · · , dN); in other words, the dimensionalities of
the contours are much greater than the number of integral signs (which is self evident since
the former is sent to infinity while the latter stays fixed). Thus,
N ≪ min(d1, · · · , dN) =⇒ ♯{Edge Combinations} ≈
N∏
k=1
dn (246)
The combination of Eq 245 and 246 implies that
N ≪ min(d1, · · · , dN) =⇒
=⇒
max
lim
d1→∞···dN→∞
∫
θ1∈Γd1,a1 ,··· ,θN∈ΓdN ,aN
(dθ1∗· · ·∗dθN)·(θ1∧· · ·∧θN ) = ±
N∏
n=1
da2n
2
= ±1 (247)
where, in the last step, we assumed that
an =
√
2
dn
(248)
and we put an exact sign rather than approximation because we were taking the LimMax; the
proof that the LimMax is indeed exact can be understood intuitively upon close inspection
of the combinatorial aspects of the various calculations that were presented; the rigourous
proof is beyond the scope of this paper. The sign of ±1 comes from the need of rearranging
e-s in order to obtain contractions. For example,
(e1 ∧ e2) · (e1 ∧ e2) = −(e1 ∧ e2) · (e2 ∧ e1) =
= −(e1 · e2) · (e2 · e1) = −e1 · (e2 · e2) · e1 = −e1 · 1 · e1 = −e1 · e1 = −1 (249)
The author is well aware that, conventionally, this integral is taken to be +1; the difference
between our conventions and the more standard conventions is discussed in Section 4. In
any case, we first move θN to the left, which requires (−1)N−1, then we move θN−1 to the
left which requires (−1)N−2, and so forth. Thus, the total factor is
N∏
n=1
(−1)n−1 = (−1)
∑N
n=1(n−1) = (−1)N(N−1)/2 (250)
and, therefore,
N ≪ min(d1, · · · , dN) =⇒
=⇒
max
lim
d1→∞···dN→∞
∫
θ1∈Γd1,a1 ,··· ,θN∈ΓdN ,aN
(dθ1 ∗ · · · ∗ dθN) · (θ1∧ · · ·∧ θN ) = (−1)N(N−1)/2 (251)
Now we would like to know what happens if we multiply the integrand by some anticommut-
ting constants. If we multiply it by ep1 ∧ · · · ∧ epq , then, provided that q ≪ min(d1, · · · , dN),
in the majority of cases, the edges that θ-s and dθ-s select do not coincide with epr . As a
result, ep1 ∧ · · · ∧ epq simply comes along for the ride. Roughly speaking, it works via the
following scheme:
1≪ min(d1, · · · , dN) =⇒ C Doesnt Overlap =⇒
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=⇒ X · C = X ∧ C =⇒ A · (B ∧ C) = A · (B · C) = (A ·B) · C = (A · B) ∧ C (252)
where
A = dθ1 ∗ · · · ∗ dθN (253)
B = θ1 ∧ · · · ∧ θM (254)
C = ep1 ∧ · · · ∧ epq (255)
Thus, by using the 0-s and ±1-s we just discussed, we conclude that
M = N =⇒
=⇒
max
lim
d1→∞···dN→∞
∫
θ1∈Γd1,a1 ,··· ,θN∈ΓdN,aN
(dθ1 ∗ · · · ∗ dθN) · (θ1 ∧ · · · ∧ θM ∧ ep1 ∧ · · · ∧ epq) =
= (−1)N(N−1)/2ep1 ∧ · · · ∧ epq (256)
M < N =⇒ (257)
=⇒
max
lim
d1→∞···dN→∞
∫
θ1∈Γd1,a1 ,··· ,θN∈ΓdN ,aN
(dθ1 ∗ · · · ∗ dθM) · (θ1 ∧ · · · ∧ θM ∧ ep1 ∧ · · · ∧ epq) = 0
Now, any constant η is a superposition of e-s. Thus, by linearity, we read off
M = N =⇒
=⇒
max
lim
d1→∞···dN→∞
∫
θ1∈Γd1,a1 ,··· ,θN∈ΓdN ,aN
(dθ1 ∗ · · · ∗ dθN ) · (θ1 ∧ · · · ∧ θM ∧ η1 ∧ · · · ∧ ηq) =
= (−1)N(N−1)/2η1 ∧ · · · ∧ ηq (258)
M < N =⇒ (259)
=⇒
max
lim
d1→∞···dN→∞
∫
θ1∈Γd1,a1 ,··· ,θN∈ΓdN ,aN
(dθ1 ∗ · · · ∗ dθM) · (θ1 ∧ · · · ∧ θM ∧ η1 ∧ · · · ∧ ηq) = 0
In all of the above statements, the assumption that q ≪ min(d1, · · · , dN) was crucial in order
for us to be able to assume that e-s coming from constants don’t overlap with e-s coming
from variables. At the same time, such an assumption becomes self-evident when we take a
limit of dn →∞, which we did.
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Analytic and non-analytic exponentials
As we have said earlier, in the typical situation the dot-product is reserved strictly for the
differential parts, while in finite part of the integral the wedge product is exclusively used.
However, the integral will still remain well defined if we replace wedge product with a dot
product in a finite part. The only ”problem” is that its well defined value would no longer
match the conventional one. This, however, is perfectly fine: we simply remember that we
have to use wedge product in the finite part to get conventional result, while the dot product
is something that we can use if our intention is to go outside of conventional realm. As
an example, since conventional QFT doesn’t deal with the problem of measurement, the
latter can be a good excuse to be unconventional. In particular, according to GRW model,
measurement is due to the multiplication of wave function by Gaussians. But it is easy
to see that wedge-based Gaussian of anticommutting number is a constant and, therefore,
accomplishes nothing. On the other hand, if we use dot-based Gaussian we would, in fact,
get non-trivial result. Be it as it may, the integral of dot-based Gaussian would still give
zero (see Eq RealFunctionZero). At the same time, the integral of some other function
would, in fact, change after its multiplication by Gaussian (see UsualIntegralsFinally) and,
therefore, GRW model would be of some consequence. In any case, as far as this paper is
concerned, it is not our intention to talk about quantum measurement models. Therefore,
we will limit ourselves to the integration of non-analytic exponential just to get the concept
of non-analytic integrals across, which would then be used in future papers.
The star-product between two Grassmann numbers computes as(∑
k
akek
)
∗
(∑
l
blel
)
=
∑
kl
akblek ∗ el =
∑
k<l
akblek ∗ el+
∑
l<k
akblek ∗ el+
∑
k
akblek ∗ el =
=
∑
k<l
akblek∧el+
∑
l<k
akblek∧el+δ∗·
∑
k
akbl =
∑
k<l
akblek∧el−
∑
l<k
akblel∧ek+δ∗·
∑
k
akbl =
=
∑
k<l
akblek ∧ el −
∑
k<l
albkek ∧ el + δ∗·
∑
k
akbl =
∑
k<l
(akbl − albk)ek ∧ el + δ∗·
∑
k
akbl (260)
Now, we will define (non-analytic) power as
θ∗0 = 1 , θ∗(n+1) = θ ∗ θ∗n (261)
and we will also distinguish between two different norms: max-norm and Eucledian norm.
If we set
θ =
∑
k
akek (262)
then
|θ|max =
∣∣∣∣∑
k
akek
∣∣∣∣
max
= max{ak|k ∈ N} (263)
|θ|Euc =
∣∣∣∣∑
k
akek
∣∣∣∣
Euc
=
(∑
k
a2k
)1/2
(264)
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We then obtain
θ ∗ θ = δ∗·
∑
k
a2k = δ
∗
· |θ|2Euc (265)
which implies that
θ∗(2n) = (θ ∗ θ)n = (δ∗· |θ|2Euc)n = δn0 δ∗· |θ|2nEuc (266)
θ∗(2n+1) = θ ∗ θ∗(2n) = δn0 δ∗· θ|θ|2nEuc (267)
We then define (non-analytic) exponential as
exp∗ θ =
∞∑
n=0
θ∗n
n!
=
∞∑
n=0
θ∗(2n)
(2n)!
+
∞∑
n=0
θ∗(2n+1)
(2n+ 1)!
=
∞∑
n=0
δ∗· |θ|2nEuc
(2n)!
+
∞∑
n=0
δ∗· θ|θ|2nEuc
(2n+ 1)!
=
= δ∗∧(1 + θ) + δ
∗
·
(
cosh |θ|Euc + θ|θ|Euc sinh |θ|Euc
)
(268)
Now, we already know how to integrate the first two terms on right hand side. Let us
evaluate the integrals of last two terms. Suppose f is a real valued function. In other words,
even though θ is Grassmannian, f(θ) ∈ R is real. Then the third term can be evaluated via
f(θ) ∈ R ∩ [−A,A] =⇒
∣∣∣∣
∫
Γd,a
dθf(θ)
∣∣∣∣ ≤ A
∣∣∣∣
∫
Γd,a
dθ
∣∣∣∣ =⇒ maxlimd→∞
∫
Γ
d,
√
2/d
dθf(θ) = 0 (269)
Now, in order to evaluate the fourth term, let us assume that
ǫ <
√
2
d
=⇒ f(θ + ǫek) ≈ f(θ) (270)
then, if we parametrize Γ
d,
√
2/d
with a parameter t satisfying
0 ≤ t ≤ 2 (271)
through
0 ≤ k ≤ d =⇒ θ
(
2(k − 1)
d
+ t
)
=
√
2
d
k−1∑
l=1
el + tek (272)
we have
max
lim
d→∞
∫
Γ
d,
√
2/d
dθ · θf(θ) = lim
d→∞
d∑
k=1
(
f
(
2k
d
)∫ √2/d
0
(
(ekdt) ·
(√
2
d
k−1∑
l=1
el + tek
)))
=
=
max
lim
d→∞
∑
1≤l<k≤d
(√
2
d
f
(
2k
d
)
ek · el
∫ √2/d
0
dt
)
+
d∑
k=1
(
f
(
2k
d
)
ek · ek
∫ √2/d
0
tdt
)
=
=
max
lim
d→∞
∑
1≤l<k≤d
(√
2
d
√
2
d
f
(
2k
d
)
ek ∧ el) +
d∑
k=1
(
1
2
(√
2
d
)2
f
(
2k
d
))
=
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=
max
lim
d→∞
∑
1≤l<k≤d
(
2
d
f
(
2k
d
)
ek ∧ el) +
d∑
k=1
(
1
d
f
(
2k
d
))
=
1
2
∫ 2
0
f(t)dt (273)
where we have sent the first term to zero via LimMax while the second term was sent to half
the integral, given that
1
t
=
1
2
δt (274)
and the upper limit of integration is 2 due to
tmax =
d∑
k=1
(δt)k = d
2
d
= 2 (275)
Now, it is easy to see that
|θ(t)|2Euc = t (276)
we conclude that
max
lim
d→∞
∫
Γ
d,
√
2/d
dθ · θ|θ|Euc sinh |θ|Euc =
1
2
∫ 2
0
sinh
√
t√
t
dt =
=
∫ 2
0
sinh
√
td
√
t = cosh
√
t
∣∣∣2
0
= cosh
√
2− 1 (277)
If we now plug in Eq 39, 40, 269 and Eq 277 into Eq 268 we obtain
lim
d→∞
∫
Γ
d,
√
2/d
dθ · exp∗ θ = δ∗∧ + δ∗·
(
cosh
√
2− 1
)
(278)
Therefore, in ”analytic” case of ∗ = ∧ we get a conventional answer of 1 and, in ”non-
analytic” case of ∗ = · we get a ”new prediction” involving hyperbolic cosine, which otherwise
isn’t defined.
Now, going back to what we talked about earlier, we would like to see how our result
changes if we multiply it by (non-analytic) Gaussian. In light of the fact that θ ∗ θ ∈ R, in
particular,
θ ∗ θ = δ∗· |θ|Euc (279)
the equation for non-analytic Gaussian is
G∗(θ) = e−(δ
∗
·
|θ|Euc)2/2 = δ∗∧ + δ
∗
· e
−|θ|2Euc/2| (280)
as a result, Eq 277 gets modified as
lim
d→∞
∫
Γ
d,
√
2/d
dθ ·G∗(αθ) exp∗∗ θ =
∫ 2
0
(δ∗∧ + δ
∗
· e
−α2t/2) sinh
√
td
√
t (281)
where we had e−α
2t/2 instead of e−α
2t2/2 due to the fact that t = |θEuc|2.
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15 Other non-analytic functions
Let us now go a step further and point out that the non-analytic function doesn’t have to be
expressible in terms of dot-product either. Just about any function can be integrated. To
get this concept across, let us consider a couple of examples, that don’t have any physical
motivation as far as the author is aware. In both cases, we will use the same contour we
were usually using, and take the same limit, except that we will plug in unusual functions.
Consider
f
(∑
xkek
)
=
∑
xk+1ek (282)
then the integral evaluates to
∫
Γd,a
dθ · f(θ) =
d∑
k=1
∫ a
0
(ekdt) ·
(
a
k−2∑
l=1
el + tek−1T (k ≥ 2)
)
=
=
d∑
k=1
ek ·
(
a
k−2∑
l=1
el
∫ a
0
dt+ ek−1T (k ≥ 2)
∫ a
0
tdt
)
=
=
d∑
k=1
ek ·
(
aela + ek−1
a2
2
)
= a2
( ∑
1≤l≤k−2<k≤d
ek · el +
d∑
k=2
ek−1
)
= a2
( ∑
1≤l≤k−2<k≤d
ek ∧ el +
d∑
k=2
ek−1
)
(283)
which, in the limit becomes
max
lim
d→∞
∫
Γ
d,
√
2/d
dθ · f(θ) = 0 (284)
Now lets ”shift” the coordinates in the opposite direction:
g
(∑
xkek
)
=
∑
xkek+1 (285)
in this case the integral evaluates to
∫
Γd,a
dθ · g(θ) =
d∑
k=1
∫ a
0
(ekdt) ·
(
a
k∑
l=2
el + tek+1
)
=
=
d∑
k=1
ek ·
(
a
k∑
l=1
el
∫ a
0
dt+ ek+1
∫ a
0
tdt
)
=
=
d∑
k=1
ek ·
(
a
k∑
l=1
ela+ ek+1
a2
2
)
= a2
( ∑
1≤l≤k≤d
ek · el + a
2
2
ek · ek+1
)
=
40
= a2
( ∑
1≤l<k≤d
ek · el +
∑
1≤k≤d
ek · ek + a
2
2
ek · ek+1
)
=
= a2
( ∑
1≤l<k≤d
ek ∧ el +
∑
1≤k≤d
1 +
a2
2
ek · ek+1
)
=
= a2
( ∑
1≤l<k≤d
ek ∧ el + d+ a
2
2
ek · ek+1
)
(286)
and, therefore,
max
lim
d→∞
∫
Γ
d,
√
2/d
dθ · g(θ) = 2 (287)
Notably, we just obtained 2, which we never obtained from the analytic integrals (unless, of
course, there was an outside coefficient that happened to be equal to 2 or an unusual contour
was selected, neither of which is the case right now).
16 Derivatives
Let us now turn to a much simpler issue and attempt to define the derivatives with respect
to the Grassmann coordinates. The only obstacle to overcome is the fact that we have to
”divide” by ”vectors”. We propose to define the division as
A
θ
=
θ · A
θ · θ (288)
It then can be easily shown that
A
θ
= B ⇐⇒ θ · B = A (289)
via the following calculation:
θ · θ · A
θ · θ =
1
θ · θθ · (θ ·A) =
1
θ · θ (θ · θ) · A = A (290)
where on the last step we were using the assumption that
k ∈ C⇒ ∀A(k ∧A = A ∧ k = k · A = A · k = kA) (291)
To write it more explicitly,
θ =
∑
k
xkek =⇒ θ · θ =
(∑
k
xkek
)
·
(∑
l
xlel
)
=
∑
kl
xkxlek · el =
=
∑
kl
xkxl(ek ∧ el + δkl ) =
∑
kl
xkxlδ
k
l =
∑
k
x2k (292)
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and, therefore
A
x1e1 + x2e2 + · · · =
x1e1 · A+ x2e2 · A+ · · ·
x21 + x
2
2 + · · ·
(293)
It should be noted that if G·G is not real, then division by G is not well defined: for example,
(1 + e1) · (1 + e1) = 1 + 2e1 =⇒ 1
1 + e1
Not Defined (294)
which is fine with us since the only reason we need the ratios to begin with is to define the
derivative, and all of the ratios that occur in the derivative are well-defined based on our
definition. In light of the fact that θ lives in a multidimensional space, we have to define
partial derivatives as
∂f(θ)
∂θk
= lim
ǫ→0
f(θ + ǫek)− f(θ)
ǫek
= lim
ǫ→0
ǫek · (f(θ + ǫek)− f(θ))
(ǫek) · (ǫek) =
= lim
ǫ→0
ǫek · (f(θ + ǫek)− f(θ))
ǫ2
= lim
ǫ→0
ek · (f(θ + ǫek)− f(θ))
ǫ
(295)
Therefore,
∂(el ∧ θ)
∂θk
= lim
ǫ→0
ek · (el ∧ (θ + ǫek)− el ∧ θ)
ǫ
= ek · (el ∧ ek) =
= −ek · (ek ∧ el) = −ek · (ek · el(1− δkl )) = −(ek · ek) · el(1− δkl ) =
= −1 · el(1− δkl ) = −el(1− δkl ) (296)
Therefore,
∂(η ∧ θ)
∂θk
= −η⊥k (297)
where η⊥k is defined as
η =
∑
l
xlel =⇒ η⊥k =
∑
l 6=k
xlel (298)
In ”usual situations” we have
η⊥k ≈ η =⇒ ∂(η ∧ θ)
∂θk
≈ −η (299)
which is why we sloppily replace ∂/∂θk with ∂/∂θ. However, if we consider non-analytic
functions, things get a lot worse. For example, suppose
f
(∑
xlel
)
=
∑
xl+1el (300)
then
∂f
∂θk
= lim
ǫ→0
ek · (ǫek−1)
ǫ
= ek · ek−1 = ek ∧ ek−1 (301)
which means that its dependence on the choice of ek is no longer negligible since it affects
every single k rather than just one of them. But, as long as we are dealing with the analytic
functions, we will most likely approximate the conventional definition.
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17 Conclusion
In this paper we have shown that we can define the Grassmann integral as a limit of the
sum, as opposed to merely an algebraic operation, if we obey the following conditions:
1. Select a contour with d orthogonal turns, each turn having the length of a =
√
2/d,
where d is a very large number. Admit that we would get an unwanted coefficient if said
contour is rescaled
2. Use the LimMax instead of the ordinal limit in d→∞
3. Have two different products rather than just one.
Under those conditions, we have reproduced the conventional integral, up to sign dis-
agreement. As explained in Section 4 said disagreement we introduced deliberately since we
like our convention better, but it would take very little effort to go from our convention to
the standard one, as described in Section 4.
In the process, we had to compute some of the ”unusual” integrals, such as (ek ∗ dθ) · θ.
This, however, was necessary in order to arrive at the more conventional integrals: in the
latter case, for example, it was needed in order to integrate (dθ1 ∗ dθ2) · θ2. In other words,
we claim to reproduce all of the conventional results, with some ”additional information” so
to speak.
Apart from that, we have found that we are able to integrate the non-analytic functions,
in addition to integrating the analytic ones. As it stands, we haven’t developed physical
applications of the non-analytic functions. However, one idea that we might want to develop
in the future is to invent a continuous measurement of the fermionic field (for example, use
non-analytic Gaussians to write down the GRW collapse model for the fermionic field, which
the analytic version of Gaussian won’t fulfill since the analytic Gaussian of an anticommut-
ting number is simply a constant, but the non-analytic doesn’t have to be). As was stated in
Conclusion of [1], such a model was previously impossible due to the fact that the Grassmann
numbers don’t have an ontological meaning, yet, again as suggested in [1], this situation has
changed with the interpretation of the Grassmann numbers proposed in the current paper,
which makes the idea of the continuous measurement of the fermionic field worth pursuing.
Apart from the GRW model, we might also contemplate various Bohmian approaches with
the fermionic field being used as beables.1
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