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This paper extends Hua’s theorem on the geometry of rectangu-
lar matrices over a division ring to the case of Bezout domains. Let
m, n,m′, n′ be integers  2, R and R′ be two Bezout domains. As-
sume that ϕ : Rm×n → R′m′×n′ is an adjacency preserving bijective
map in both directions. Further, assume that R′ is a local ring, or
ϕ is an invertibility preserving map, or ϕ is an additive map. This
paper obtains the algebraic formulas of ϕ. As applications, the ring
semi-isomorphisms from Rm×n to R′m
′×n′
are characterized, and the
group isomorphisms from GLn(R) to GLn′ (R′) are discussed.
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1. Introduction
Throughout this paper, every ring is associative with unity element 1, but not generally commuta-
tive. For a ring R, denote by R∗ the set of invertible elements of R, R× = R \ {0}. Let Rm×n be the set
of m × nmatrices over R, and GLn(R) be the set of n × n invertible matrices over R. Denote by tA the
transpose matrix of A ∈ Rm×n. For A = (aij) ∈ Rm×n and a map σ : R → R, we write Aσ = (aσij ).
Denote by |X| the cardinal number of a set X .
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A Bezout domain [1,2] is an integral domain in which every finitely generated left (right) ideal is
principal. Bezout domain includes several important types of ring, for example, principal ideal domain
(PID), commutative semilocal Pru¨fer domain [3]. Every Bezout domain is both an Hermite ring and a
Ore domain [1]. A local Bezout domain is both a local ring and a Bezout domain. For example, division
rings and discrete valuation rings (not necessary commutative) [6] are local Bezout domains.
Let R be a Bezout domain and 0 = A ∈ Rm×n. Then there is the least positive integer r such that
A = BC where B ∈ Rm×r and C ∈ Rr×n. This number r is called the inner rank of A [1,2] and denoted by
rank(A). Define the inner rank of a zero matrix is 0. The row rank [1,2] of A ∈ Rm×n is the rank of the
submodule of R1×n (as left R-module) spanned by the rows of A. The column rank of A can be defined
similarly. For any A ∈ Rm×n, the row rank, column rank and inner rank of A are all equal (cf. p. 285
of [1]). Let R be the division ring of fractions of R. Then rank(A) and the usual rank of A ∈ Rm×n (as a
matrix over division ring) are equal.
For A, B ∈ Rm×n, ad(A, B) := rank(A − B) is called the arithmetic distance of A and B. Clearly,
ad(A, B)  0, ad(A, B) = 0 ⇔ A = B; ad(A, B) = ad(B, A); ad(A, B)  ad(A, C) + ad(C, B). If
ad(A, B) = 1, then A and B are said to be adjacent and denoted by A ∼ B.
Let R, R′ be Bezout domains. A map ϕ : Rm×n → R′m′×n′ is called an adjacency preserving map in
both directions (“a.p. map in both directions” for short) if A ∼ B ⇔ ϕ(A) ∼ ϕ(B) for all A, B ∈ Rm×n.
A map ϕ : Rm×n → R′m′×n′ is called an invertibility preserving map if A − B has a right or left inverse
implies that ϕ(A) − ϕ(B) has a right or left inverse.
The set of all bijective maps
X 	−→ PXσQ + A, ∀X ∈ Rm×n, (1.1)
where A ∈ R′m′×n′ , P and Q are invertible matrices over R′, and σ is an isomorphism from R to
R′, forms a group, called the group of motions from Rm×n to R′m
′×n′
. The fundamental problem in
the geometry of rectangular matrices is to characterize the group of motions by as few geometrical
invariants as possible.When R = D is a division ring, Hua showed that the invariant “adjacency” alone
is “almost” sufficient to characterize the group ofmotions, and proved the fundamental theoremof the
geometry of rectangularmatrices over a division ring [7,8,20]. Hua’s theoremhasmany applications to
algebra and geometry, and his workwas continued bymanymathematicians (cf. [9–20]). Recently, the
“adjacency preserving bijective maps” on Grassmann spaces andm× nmatrices over Bezout domains
are discussed by the author [10,9]. On the other hand, the adjacency (singularity) preserving bijective
semi-linear maps on matrices over a local ring were investigated by Wong [22] and Guterman [5].
Byusingdistinctmethod, thispaperextendsHua’s theoremto thecaseofBezoutdomainsas follows.
Theorem 1.1. Let m, n,m′, n′ be integers 2, and let R and R′ be two Bezout domains. Let ϕ : Rm×n →
R′m
′×n′
be an a.p. bijective map in both directions. Further, assume that R′ is a local ring, or ϕ is an
invertibility preserving map, or ϕ is an additive map. Then either (m, n) = (m′, n′) or (m, n) = (n′,m′).
If (m, n) = (m′, n′) with m = n, then R is isomorphic to R′ and ϕ is of the form
ϕ(X) = PXσQ + ϕ(0), ∀X ∈ Rm×n, (1.2)
where σ is an isomorphism from R to R′, P ∈ GLm(R′) and Q ∈ GLn(R′). If (m, n) = (n′,m′)with m = n,
then R is anti-isomorphic to R′ and ϕ is of the form
ϕ(X) = P tXτQ + ϕ(0), ∀X ∈ Rm×n, (1.3)
where τ is an anti-isomorphism from R to R′, P ∈ GLn(R′) and Q ∈ GLm(R′). If m = n = m′ = n′, then
ϕ is of the form either (1.2) or (1.3).
Conversely, maps (1.2) and (1.3) are both a.p. bijective maps in both directions and invertibility pre-
serving maps.
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Remark 1.2. Ifϕ : Rm×n → R′m′×n′ is an a.p. bijection in both directions (resp. invertibility preserving
map, additivemap) and A ∈ Rm×n, thenψ(X) := Q1[ϕ(P1XP2+A)−ϕ(A)]σQ2 is also an a.p. bijection
in both directions (resp. invertibility preserving map, additive map) from Rm×n to R′m
′×n′
, where Pi
and Qi are fixed invertible matrices over R and R
′, respectively, and σ is an isomorphism from R to
R′. Moreover, ψ ′(X) := Q1 t[ϕ(P1XP2 + A) − ϕ(A)]ρQ2 is an a.p. bijection in both directions (resp.
invertibility preserving map, additive map) from Rm×n to R′n
′×m′
, where Pi and Qi are fixed invertible
matrices over R and R′, respectively, and ρ is an anti-isomorphism from R to R′.
This paper is organized as follows. In Section 2, we apply Theorem 1.1 to algebra, characterize the
ring semi-isomorphisms from Rm×n to R′m
′×n′
, and discuss the group isomorphism from GLn(R) to
GLn′(R′). In Section 3, we discuss the affine geometry of a maximal set of rectangular matrices over a
Bezout domain. In Section 4, we prove Theorem 1.1 for the case m = n = 2. Then Section 5 proves
Theorem 1.1.
2. Applications to algebra
Now, we discuss the applications of Theorem 1.1 to algebra. Denote by Ir the r × r identity matrix
(I for short). Let E
m×n
ij (Eij for short) be the m × n matrix whose (i, j)-entry is 1 and all other entries
are 0s. If 0 = A ∈ Rn×n and A2 = A, then A is called an idempotent matrix. Two n × nmatrices A1 and
A2 over R are said to be orthogonal, if A1A2 = A2A1 = 0. An idempotent matrix A is called primitive, if
A cannot be written as a sum of two orthogonal idempotent matrices.
Lemma 2.1 (cf. Lemma 4.4.1 of [9]). Let R be a Bezout domain, A ∈ Rn×n. Then A is an idempotent matrix
if and only if there exists P ∈ GLn(R) such that A = P diag(Ir, 0)P−1.
By Lemma 2.1, it is easy to prove the following lemmas.
Lemma 2.2 (cf. [9]). Let R be a Bezout domain. Then A ∈ Rn×n is a primitive idempotent matrix if and
only if A is an idempotent matrix of inner rank 1.
Lemma 2.3 (cf. [9]). Let R be a Bezout domain. Then a non-zero n × n matrix A over R is of inner rank 1
if and only if there is a primitive idempotent matrix E over R such that
(I − E)A(I − E) = 0, and (A − EAE)2 = 0. (2.1)
Let  and ′ be two rings. A bijective map f :  → ′ is called a ring semi-isomorphism if
f (a + b) = f (a) + f (b), f (aba) = f (a)f (b)f (a), f (1) = 1′ , for all a, b ∈ .
Theorem 2.4. Let R and R′ be Bezout domains. Then ϕ : Rn×n → R′n′×n′ (n, n′  2) is a ring semi-
isomorphism if and only if n = n′ and ϕ is a ring isomorphism either of the form
ϕ(X) = P−1Xσ P, ∀X ∈ Rn×n, (2.2)
or a ring anti-isomorphism of the form
ϕ(X) = P−1 tXτ P, ∀X ∈ Rn×n, (2.3)
where σ is an isomorphism from R to R′, τ is an anti-isomorphism from R to R′, P ∈ GLn(R′).
Proof. Letϕ : Rn×n → R′n′×n′ bea ring semi-isomorphism.Thenϕ−1 is alsoa ring semi-isomorphism,
ϕ(In) = In′ and ϕ(0) = 0. Thus ϕ and ϕ−1 carry idempotent matrices into idempotent matrices. Let
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X, Y be orthogonal idempotent matrices. Then ϕ(XY +YX) = ϕ((X +Y)2 −X2 −Y2) = ϕ(X)ϕ(Y)+
ϕ(Y)ϕ(X) = 0. Hence 0 = ϕ(XYX) = ϕ(X)ϕ(Y)ϕ(X) = −(ϕ(X))2ϕ(Y) = −ϕ(X)ϕ(Y), it follows
that ϕ(X)ϕ(Y) = ϕ(Y)ϕ(X) = 0. Therefore, ϕ and ϕ−1 carry orthogonal idempotent matrices to
orthogonal idempotent matrices. Then ϕ and ϕ−1 carry primitive idempotent matrices to primitive
idempotent matrices. By Lemma 2.3, ϕ is an a.p. bijective map in both directions. By Theorem 1.1,
n = n′ and either ϕ is a ring isomorphism of the form (2.2) or a ring anti-isomorphism of the form
(2.3).
Conversely, map (2.2) is a ring isomorphism, and map (2.3) is a ring anti-isomorphism. 
Let En(R) be the subgroup of GLn(R) generated by elementary matrices of the form I + rEij where
r ∈ R, 1  i = j  n.
Theorem 2.5. Let R and R′ be Bezout domains, and let ϕ : GLn(R) → GLn′(R′) (n, n′  4) be a group
isomorphism. Then n = n′, R is isomorphic to R′ or R is anti-isomorphic to R′, and we have either
ϕ(A) = P−1Aσ P, ∀A ∈ En(R), (2.4)
or
ϕ(A) = P−1(tAτ )−1P, ∀A ∈ En(R), (2.5)
where σ is an isomorphism from R to R′, τ is an anti-isomorphism from R to R′, P ∈ GLn(R′).
Proof. By the Golubchik’s theorem [4], there exist central idempotent matrices E ∈ Rn×n and F ∈
R′n
′×n′
appropriately together with ring isomorphism θ1 : ERn×n → FR′n′×n′ and ring anti-
isomorphism θ2 : (I − E)Rn×n → (I − F)R′n′×n′ , such that
ϕ(A) = θ1(EA) + θ2((I − E)A−1), ∀A ∈ En(R).
By Lemma2.1, every non-zero central idempotentmatrix in Rn×n is In. Therefore,we have either E = In
with F = In′ , or E = 0 with F = 0. Then ϕ(A) = θ1(A) or ϕ(A) = θ2(A−1) for all A ∈ En(R). By
Theorem 2.4, n = n′, R is isomorphic to R′ or R is anti-isomorphic to R′, and ϕ|En(R) is of the form (2.4)
or (2.5). 
An integral domain R is called a Euclidean ring, if there exists a function δ : R× → N such that
R satisfies the division algorithm: for all x, y ∈ R, y = 0, there exists q, r ∈ R such that x = qy + r,
and either r = 0 or δ(r) < δ(x). Every Euclidean ring is a Bezout domain. If R is a Euclidean ring and
A ∈ GLn(R), then A = A1diag(1, . . . , 1, a), where A1 ∈ En(R). By Theorem 2.5 and similar to the proof
in [21,8], it is easy to see the following corollary.
Corollary 2.6 [21]. Let R and R′ be Euclidean rings, and let ϕ : GLn(R) → GLn′(R′) (n, n′  4) be a
group isomorphism. Then n = n′ and we have either
ϕ(A) = χ(A)P−1Aσ P, ∀A ∈ GLn(R), (2.6)
or
ϕ(A) = χ(A)P−1(tAτ )−1P, ∀A ∈ GLn(R), (2.7)
where σ is an isomorphism from R to R′, τ is an anti-isomorphism from R to R′, P ∈ GLn(R′), and χ :
GLn(R) → center(GLn(R′)) is a group homomorphism.
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3. Affine geometry and maximal set on Rm×n
In this section, let R, R′ be Bezout domains, and let m, n,m′, n′ be integers  2. Denote by 0m,n
the m × n zero matrix (0 for short), 0n = 0n,n. If S is a subset of Rm×n, P ∈ GLm(R), Q ∈ GLn(R) and
A ∈ Rm×n are fixed, then we write PSQ + A := {PXQ + A : X ∈ S}. For 1  s  m and 1  t  n,
we write that
P
⎛
⎝ Rs×t 0
0 0
⎞
⎠Q =
⎧⎨
⎩P
⎛
⎝ X 0
0 0
⎞
⎠Q ∈ Rm×n : X ∈ Rs×t
⎫⎬
⎭ .
For convenience, some zero elements in matrices above may be disappearing.
We say that (a1, . . . , an) is a right unimodular (unimodular for short) row if
∑n
i=1 aiR = R. Similarly,
t(b1, . . . , bn) is left unimodular (unimodular for short) column if
∑n
i=1 Rbi = R. For anyα ∈ R1×n, there
exists a unimodular α′ ∈ R1×n such that α = kα′, and 〈α〉 := Rα′ is the submodule of R1×n spanned
by α. Note that [α] := Rα  〈α〉 if α is not unimodular.
A matrix over R is called regular if it is neither 0 nor a left or right zero-divisor. If A be a matrix over
R, then A is regular if and only if A is a square matrix and rank(A) is the order of A (cf. Corollary 5.4.5
of [1]).
Lemma 3.1. Let R be a Bezout domain. Then every non-zero matrix A over R has a factorization A =
P diag(A1, 0)Q, where P,Q are invertible matrices over R, A1 is an r × r regular matrix and rank(A) = r.
Proof. Since R is a semifir [1], Corollary 2.3.2 of [1] implies that there exist two invertible matrices
P1,Q1 over R such that the non-zero rows and non-zero columns of P1AQ1 are left and right linearly
independent, respectively. Interchanging rows and columns,we can assume that P2AQ2 = diag(A1, 0),
where P2,Q2 are invertible matrices over R, A1 is an r × r matrix with rank(A1) = r. Moreover, A1 is
regular. 
Lemma 3.2 (cf. Lemma 2.3.16 of [9]). Let R be a Bezout domain, and 1  r, s < min{m, n}. Assume that
α = {i1, . . . , ir}, β = {j1, . . . , js}, where 1  i1 < · · · < ir  m and 1  j1 < · · · < js  n. Let
A = (aij) ∈ Rm×n, Bi = ∑rt=1∑sk=1 b(i)it jk Em×nit jk , i = 1, 2, and B1 = B2. If A ∼ Bi, i = 1, 2, then either
aij = 0 for all i /∈ α, or aij = 0 for all j /∈ β .
Proof. We show that aij = 0 if i /∈ α with j /∈ β . Otherwise, there exists submatrices
⎛
⎝ di a1
a2 λ1
⎞
⎠ of
A − Bi, where d1 = d2 and λ1 = 0, such that rank
⎛
⎝ di a1
a2 λ1
⎞
⎠ = 1, i = 1, 2. Let R be the division ring
of fractions of R. Then rank
⎛
⎝ di − a1λ−11 a2 0
a2 λ1
⎞
⎠ = 1 over R, i = 1, 2, a contradiction. By aij = 0 if
i /∈ α with j /∈ β , we have either aij = 0 for all i /∈ α, or aij = 0 for all j /∈ β . 
Two distinct matrices A, B ∈ Rm×n are said to be of distance r, denoted by d(A, B) = r, if r is
the least positive integer for which there is a sequence of r + 1 points X0, X1, . . . , Xr ∈ Rm×n with
X0 = A and Xr = B such that Xi−1 ∼ Xi, i = 1, . . . , r. Define d(A, A) = 0. We have that d(A, B)  0,
d(A, B) = 0 ⇔ A = B; d(A, B) = d(B, A); d(A, B)  d(A, C) + d(C, B).
Lemma 3.3. If R is a Bezout domain, then d(A, B) = ad(A, B), ∀A, B ∈ Rm×n.
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Proof. For any distinct A, B ∈ Rm×n, let r = ad(A, B) = rank(A − B) > 0. By Theorem 3.1, there
are invertible matrices P and Q such that A − B = P diag(A1, 0)Q , where A1 =
⎛
⎜⎜⎜⎝
α1
...
αr
⎞
⎟⎟⎟⎠ is regular. Let
Bi =
⎛
⎜⎜⎜⎝
α1
...
αi
⎞
⎟⎟⎟⎠, Ti = P
⎛
⎝ Bi 0
0 0
⎞
⎠Q , and let X0 = A, Xi = A−Ti, i = 1, . . . , r. Then B = Xr , and Xi−1 ∼ Xi,
i = 1, . . . , r. Hence d(A, B)  r. Suppose that d(A, B) = s. Then there exist s+1 points X0, X1, . . . , Xs
in Rm×n with X0 = A and Xs = B such that Xi−1 ∼ Xi, i = 1, . . . , s. Since A − B = ∑si=1(Xi−1 − Xi),
it follows that rank(A − B)  ∑si=1 rank(Xi−1 − Xi) = s, i.e. r  d(A, B). Thus r = d(A, B). 
By Lemma 3.3 and the definition of the distance, we have clearly
Corollary 3.4. Ifϕ : Rm×n → R′m′×n′ is ana.p. bijection inbothdirections, thenϕ preserves the arithmetic
distance between any pair of matrices, that is, ad(A, B) = ad(ϕ(A), ϕ(B)) for all A, B ∈ Rm×n.
A nonempty setM contained in Rm×n is said to be a maximal set, if any two distinct points ofM
are adjacent and there is no other point outsideM in Rm×n, which is adjacent to each point ofM.
In Rm×n, let
Mi =
⎧⎨
⎩
n∑
j=1
xjEij : xj ∈ R
⎫⎬
⎭ , i = 1, . . . ,m,
Nj =
⎧⎨
⎩
m∑
i=1
yiEij : yi ∈ R
⎫⎬
⎭ , j = 1, . . . , n.
By Lemmas 3.1 and 3.2, it is easy to prove the following lemma.
Lemma 3.5. In Rm×n, all Mi’s, Nj ’s, i = 1, . . . ,m, j = 1, . . . , n, are maximal sets. Moreover, any
maximal set is of one of the following forms.
Type one. M = PM1Q + A = PM1 + A, where P ∈ GLm(R), Q ∈ GLn(R);
Type two. M = PN1Q + A = N1Q + A, where P ∈ GLm(R), Q ∈ GLn(R).
TheM1 (resp. N1) is called the standard maximal set of the type one (resp. the type two).
Corollary 3.6. Let A and B be two adjacent points in Rm×n (m, n  2). Then there are two and only two
maximal sets containing A and B.
Let RR
n (nRR) be the left R-module (right R-module) whose elements are n-dimensional row (col-
umn) vectors over R. By Corollary 0.3.4 of [2], every finitely generated submodule of RR
n is free of
rank at most n. An r-dimensional free submodule M of RR
n is said to be an (r − 1)-dimensional left
projective flat if M is a direct summand of RR
n (that is, RR
n = M ⊕ N for some submodule N). The
right projective flat on nRR is defined similarly. An r-dimensional free submodule [α1, . . . , αr] of RRn
(resp. nRR) is an (r − 1)-dimensional left (resp. right ) projective flat if and only if {α1, . . . , αr} is
a unimodular basis, i.e. the matrix
⎛
⎜⎜⎜⎝
α1
...
αr
⎞
⎟⎟⎟⎠ has a right inverse (resp. (α1, . . . , αr) has a left inverse).
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Denote by 〈α1, . . . , αr〉 the (r − 1)-dimensional left (or right) projective flat in RRn (or nRR), where{α1, . . . , αr} is a unimodular basis.
Let V = RRn (or nRR). If M is an (r − 1)-dimensional left (or right) projective flat in V and a ∈ V ,
thenM + a is called an r-dimensional left (or right) affine flat (r-flat or flat for short) in V . Let S be an
m-flat in V (m  n). The set of all flats in S is called an m-dimensional left (or right) affine geometry
on S and will be denoted by AG(S). The dimension of AG(S) ism, written dim(AG(S)). In particular, the
flats of AG(S) of dimensions 0, 1, 2 are called points, lines, planes in AG(S), respectively. AG(S) is also
called a left or right affine geometry over a Bezout domain.
In a left or right affine geometry, the set of points belonging to both flats M + a and N + b is
called the intersection of M + a and N + b, which is denoted by (M + a) ∩ (N + b). The minimum
dimensional flat containing flatsM + a and N + b is called a join ofM + a and N + b, which is denoted
by (M + a) ∨ (N + b). (M + a) ∨ (N + b) is also the intersection of all the flats which containM + a
and N + b.
In AG(S), we have (cf. Chapter 3 of [9]):
• Any two distinct points lie on a unique line, or, the intersection of two distinct lines is either a point
or empty.
• Any r + 1 points, not lying on any (r − 1)-flat, lie on a unique r-flat.
LetM = PM1Q be a maximal set of the type 1 in Rm×n which contains 0. Then we have the left
affine geometryAG(M) such thatAG(M) andAG(RRn) are affine isomorphic. InAG(M), the parametric
equation of a line is
l = P{xT + A : x ∈ R}Q = P
⎛
⎝ Rβ + α
0
⎞
⎠Q ,
where T =
⎛
⎝ β
0
⎞
⎠ , A =
⎛
⎝ α
0
⎞
⎠ ∈ M1 are fixed, and β ∈ R1×n is right unimodular.
In AG(PM1Q), the parametric equation of an r-flat p is
p = P
⎛
⎝ R1×rQr + α
0
⎞
⎠Q ,
where Qr ∈ Rr×n and α ∈ R1×n are fixed, and Qr has a right inverse, 1  r < n.
Similarly, we have the right affine geometry AG(PN1Q), andwe canwrite the parametric equations
of line and r-flat in AG(PN1Q).
Lemma 3.7. LetM be a maximal set in Rm×n which contains 0. Then l is a line in AG(M) if and only if
l = M ∩M′, whereM,M′ are two distinct maximal sets and |M ∩M′|  2.
Proof. Without loss of generality, we assumeM = M1. Let l = {xT + B : x ∈ R} be a line in AG(M1),
where T =
⎛
⎝ T1
0
⎞
⎠ satisfies that T1 ∈ R1×n is unimodular. Then there exists a T2 ∈ R(n−1)×n such that
P =
⎛
⎝ T1
T2
⎞
⎠ ∈ GLn(R). LetM′ = N1P + B. ThenM′ = M1. ByM1 = M1P + B, it is easy to see that
l = M1 ∩M′.
Conversely, letM′ be a maximal set such thatM′ = M1 and |M1 ∩ M′|  2. By Lemma 3.5,
M′ = PM1 + B or N1Q + B, where P ∈ GLm(R), Q ∈ GLn(R), B ∈ Rm×n. By |M1 ∩M′|  2, we
can assume that B ∈ M1. SupposeM′ = PM1 + B. It is easy to check thatM1 ∩ PM1 = {0}, thus
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M1 ∩M′ = {B}, a contradiction. ThusM′ = N1Q + B. ThenM1 ∩M′ = (M1 ∩ N1)Q + B. By
M1 ∩ N1 = RE11,M1 ∩M′ is a line in AG(M1). 
By the proof of Lemma 3.7, we have
Corollary 3.8. LetM andM′ be two distinct maximal sets of the same type in Rm×n. IfM ∩M′ = ∅,
then |M ∩M′| = 1.
Corollary 3.9. LetM andM′ be two maximal sets of different types in Rm×n. Then either |M∩M′|  2
orM ∩M′ = ∅.
By Corollaries 3.4, 3.8 and 3.9, it is easy to prove the following lemma.
Lemma 3.10. Let ϕ : Rm×n → R′m′×n′ be an a.p. bijective map in both directions. ThenM is a maximal
set if and only if ϕ(M) is a maximal set. Moreover, eitherM and ϕ(M) are of the same type for every
maximal setM containing 0, orM and ϕ(M) are of different types for every maximal setM containing 0.
By Corollary 3.4–Lemma 3.10, we have immediately
Lemma 3.11. Let ϕ : Rm×n → R′m′×n′ be an a.p. bijective map in both directions. Assume thatM is a
maximal set containing 0 in Rm×n. Then l is a line in AG(M) if and only if ϕ(l) is a line in AG(ϕ(M)).
Theorem 3.12. Let ϕ : Rm×n → R′m′×n′ be an a.p. bijective map in both directions with ϕ(0) = 0. Let
M be a maximal set of the type one (resp. type two) containing 0 in Rm×n. Then ϕ maps r-flats containing
0 in AG(M) onto r-flats containing 0 in AG(ϕ(M)) for all 1  r  n (resp. 1  r  m). Moreover, for
any r-flat 〈α1, . . . , αr〉 containing 0 (r  2) in AG(M), we have
ϕ(〈α1, . . . , αr〉) = ϕ(〈α1, . . . , αr−1〉) ∨ ϕ(〈αr〉). (3.1)
Thus dim[AG(M)] = dim[AG(ϕ(M))], and either (m, n) = (m′, n′) or (m, n) = (n′,m′).
Proof. LetM′1 =
{∑n′
j=1 xjE1j : xj ∈ R′
}
. By Lemma 3.5 and Remark 1.2, without loss of generality, we
assume thatM = M1 and ϕ(M) = M′1. By the proof of Theorem 4.2.17 of [9], ϕ carries planes in
AG(M1) onto planes in AG(M′1).
Weprove thatϕmaps r-flats containing0 inAG(M1)onto r-flats containing0 for all r as follows.We
prove it by induction on r. For r = 1, it is known by Lemma 3.11. Nowwe assume that it is true for r−1
(r  2). LetM = 〈α1, . . . , αr〉 be any r-flat containing 0 in AG(M1), and letMr−1 = 〈α1, . . . , αr−1〉.
Then M = Mr−1 + 〈αr〉 (as the direct sum of left R-module). By the induction hypothesis, we let
ϕ(Mr−1) = M′r−1, whereM′r−1 = 〈α∗1 , . . . , α∗r−1〉 is an (r−1)-flat containing 0 inM′1. Letϕ(〈αr〉) =
〈α∗r 〉. Since 〈α∗r 〉  M′r−1,M′r−1 ∨ 〈α∗r 〉 is an r-flat containing 0 inM′1.
Let v ∈ M. Then v = u+w, where u ∈ Mr−1 andw ∈ 〈αr〉. Without loss of generality we let u = 0
and w = 0. Let M2 be the plane containing u, w and 0. Let v′ = ϕ(v), u′ = ϕ(u), and w′ = ϕ(w).
Since u′ ∈ M′r−1, w′ ∈ 〈α∗r 〉, u′ and w′ are not lying on any line containing 0. By u′,w′ ∈ ϕ(M2),
ϕ(M2) = 〈u′〉 ∨ 〈w′〉, thus we have ϕ(M2) ⊆ M′r−1 ∨ 〈α∗r 〉. Since v ∈ M2, we get v′ ∈ ϕ(M2).
Therefore
ϕ(M) ⊆ M′r−1 ∨ 〈α∗r 〉. (3.2)
Conversely, for any u′ ∈ M′r−1 and w′ ∈ 〈α∗r 〉, let v′ = u′ + w′. Without loss of generality we
assume u′ = 0 and w′ = 0. There exists 0 = u ∈ Mr−1 and 0 = w ∈ 〈αr〉 such that ϕ(u) = u′ and
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ϕ(w) = w′. LetM′′2 be the plane containing u, w and 0. ThenM′′2 = 〈u〉 ∨ 〈w〉, thusM′′2 ⊆ M. Conse-
quently, ϕ(M′′2 ) ⊆ ϕ(M). Since u′,w′ ∈ ϕ(M′′2 ), we have v′ = u′ + w′ ∈ ϕ(M′′2 ). Then we obtain that
M′r−1 + 〈α∗r 〉 ⊆ ϕ(M). (3.3)
Since α∗r /∈ M′r−1, there exist br ∈ R× and α ∈ M′r−1 such that α∗r −α = brα′r andM′r−1 ∨ 〈α∗r 〉 =
M′r−1 + 〈α′r〉, where α′r is right unimodular. By (3.3), we have brα′r = α∗r − α ∈ ϕ(M), which implies
α′r ∈ ϕ(M). It follows that thereexists 〈α′′r 〉 ⊆ M such thatϕ(〈α′′r 〉) = 〈α′r〉. Following theproofof (3.3)
stepby step, but 〈α∗r 〉 and 〈αr〉 shouldbe replacedby 〈α′r〉 and 〈α′′r 〉, respectively,we canprove similarly
M′r−1 + 〈α′r〉 = M′r−1 ∨ 〈α∗r 〉 ⊆ ϕ(M).
It follows from (3.2) that
ϕ(M) = M′r−1 ∨ 〈α∗r 〉. (3.4)
Thus,ϕ maps every r-flat containing 0 in AG(M1) onto r-flat containing 0 in AG(M′1) for all 1  r  n,
and we have (3.1). It follows that dim[AG(M)] = dim[AG(ϕ(M))], hence Lemmas 3.5 and 3.10 imply
that either (m, n) = (m′, n′) or (m, n) = (n′,m′). 
Remark 3.13. Assume that (3.1) holds. Let ϕ(〈α1, . . . , αr−1〉) = 〈β1, . . . , βr−1〉. Then there exist a
unimodular βr such that ϕ(〈α1, . . . , αr〉) = 〈β1, . . . , βr−1, βr〉.
4. Geometry of 2× 2 matrices over Bezout domains
In this section, we write thatM1 and N1 (resp.M′1 and N ′1) are the standard maximal sets of the
type one and two in R2×2 (resp. R′2×2), respectively.
Lemma 4.1 (cf. Theorem 19.1 of [17]). For any ring R, the following statements are equivalent:
(a) R is a local ring,
(b) R/rad(R) is a division ring,
(c) a + b ∈ R∗ implies that a ∈ R∗ or b ∈ R∗,
Lemma4.2. Let R, R′ beBezout domains, andϕ : R2×2 → R′2×2 be ana.p. bijectivemap in bothdirections
with ϕ(0) = 0. Further, assume that R′ is a local ring, or ϕ is an invertibility preserving map, or ϕ is an
additive map. Then we have that either
ϕ(Mi) = PM′iQ and ϕ(Ni) = PN ′i Q , i = 1, 2, (4.1)
or
ϕ(Mi) = PN ′i Q and ϕ(Ni) = PM′iQ , i = 1, 2, (4.2)
where P,Q are fixed and invertible matrices over R′.
Proof. There exist P0,Q0 ∈ GL2(R′) such that ϕ(E11) = P0a1E11Q0 where a1 ∈ R×. Replacing ϕ by
the transformation ϕ(X) 	→ P−10 ϕ(X)Q−10 , we have ϕ(E11) = a1E11. By Corollary 3.6, we have that
either ϕ(M1) = M′1 with ϕ(N1) = N ′1, or ϕ(M1) = N ′1 with ϕ(N1) = M′1. We only prove the case
of ϕ(M1) = M′1 with ϕ(N1) = N ′1; the proof of the other case is similar.
Assume ϕ(M1) = M′1 with ϕ(N1) = N ′1. We prove (4.1) as follows. (When ϕ(M1) = N ′1 with
ϕ(N1) = M′1, we can prove similarly (4.2).) ByMi∩Nj = REij , we getϕ(RE11) = R′E11. Letϕ(xE11) =
xσ1E11 for all x ∈ R, where σ1 : R → R′ is a bijective map with 0σ1 = 0.
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Since l2 := RE12 is a line containing 0 in AG(M1), by Lemma 3.11, ϕ(l2) is also a line containing 0
in AG(M′1). Let ϕ(l2) = R′(a1E11 + a2E22), where (a1, a2) is right unimodular. Assume that
ϕ(yE12) = yμ1(a1E11 + a2E12), ∀y ∈ R, (4.3)
whereμ1 : R → R′ is a bijective map with 0μ1 = 0. Since l′2 := RE21 is a line containing 0 in AG(N1),
we have similarly
ϕ(zE21) = (b1E11 + b2E21)zμ2 , ∀z ∈ R, (4.4)
where t(b1, b2) is left unimodular, and μ2 : R → R′ is a bijective map with 0μ2 = 0. We distinguish
the following two cases.
Case 1. a2 ∈ R′∗. Then there exists an y0 such that yμ10 a2 = 1. It follows from (4.3) that ϕ(y0E12) =
y
μ1
0 a1E11 + E12 = E12Q4, where Q4 =
⎛
⎝ 1 0
y
μ1
0 a1 1
⎞
⎠. Replacing ϕ by the transformation ϕ(X) 	−→
ϕ(X)Q−14 , we have ϕ(y0E12) = E12. By ϕ(M1) = M′1 and Corollary 3.6, we obtain
ϕ(N2) = N ′2. (4.5)
SinceM1 ∩ N2 = RE12, ϕ(RE12) = R′E12. Let ϕ(yE12) = yσ2E12, ∀ y ∈ R, where σ2 : R → R′ is a
bijective map with 0σ2 = 0.
We prove b2 ∈ R′∗ as follows. If ϕ is an invertibility preserving map, then E12 − E21 is invertible
implies that b2 ∈ R′∗. If ϕ is an additive map, then
ϕ
(
x 0
z 0
)
= ϕ(xE11) + ϕ(zE21) =
(
xσ1 + b1zμ2 0
b2z
μ2 0
)
, ∀x, z ∈ R,
it follows from ϕ(N1) = N ′1 that b2 ∈ R′∗. Now we assume R′ is a local ring by the conditions. For an
arbitrary but fixed z ∈ R, l2z := RE11 + zE21 is a line in AG(N1). By Lemma 3.11, ϕ(l2z) is also a line
in AG(N1). Let ϕ(l2z) = (γzE11 + δzE21)R′ + ϕ(zE21), where t(γz, δz) is unimodular. Then by (4.4) we
can assume that
ϕ
⎛
⎝ x 0
z 0
⎞
⎠ =
⎛
⎝ γzxτ2 + b1zμ2 0
δzx
τ2 + b2zμ2 0
⎞
⎠ , ∀x, z ∈ R,
where τ2 : R → R′ is a bijective map with 0τ2 = 0. Here, t(γ0, δ0) = t(1, 0). By ϕ(N1) = N ′1, there
are x0, z0 ∈ R such that z0 = 0 and δz0xτ20 + b2zμ20 ∈ R′∗. Since b2zμ20 /∈ R′∗ and R′ is local, Lemma
4.1 implies δz0x
τ2
0 ∈ R′∗, which implies xτ20 , δz0 ∈ R′∗. Let ϕ
⎛
⎝ x0 y
z0 0
⎞
⎠ =
⎛
⎝ x∗0 y∗
z∗0 0∗
⎞
⎠ for any y ∈ R×,
where 0∗ is not necessarily zero. We show that z∗0 = 0. In fact, if ϕ
⎛
⎝ x0 y
z0 0
⎞
⎠ =
⎛
⎝ x∗0 y∗
0 0∗
⎞
⎠, then by
ϕ(RE11) = R′E11,
⎛
⎝ x∗0 y∗
0 0∗
⎞
⎠ ∼ x∗0E11 := ϕ(x′0E11), which implies
⎛
⎝ x0 y
z0 0
⎞
⎠ ∼ x′0E11, a contradiction.
Similarly, y∗ = 0. Since
⎛
⎝ x0 y
z0 0
⎞
⎠ ∼
⎛
⎝ 0 0
z0 0
⎞
⎠,
⎛
⎝ x∗0 y∗
z∗0 0∗
⎞
⎠ ∼
⎛
⎝ b1zμ20 0
b2z
μ2
0 0
⎞
⎠, thus
⎛
⎝ x∗0 − b1zμ20 y∗
z∗0 − b2zμ20 0∗
⎞
⎠ ∼ 0.
Since
⎛
⎝ x0 y
z0 0
⎞
⎠ ∼
⎛
⎝ x0 0
z0 0
⎞
⎠,
⎛
⎝ x∗0 y∗
z∗0 0∗
⎞
⎠ ∼
⎛
⎝ γz0xτ20 + b1zμ20 0
δz0x
τ2
0 + b2zμ20 0
⎞
⎠. Thus
⎛
⎝ x∗0 − b1zμ20 − γz0xτ20 y∗
z∗0 − b2zμ20 − δz0xτ20 0∗
⎞
⎠ ∼ 0.
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By
⎛
⎝ x∗0 − b1zμ20 y∗
z∗0 − b2zμ20 0∗
⎞
⎠ ∼ 0, there exist k1, k2 ∈ R′× such that
⎛
⎝ x∗0 − b1zμ20
z∗0 − b2zμ20
⎞
⎠ k1 =
⎛
⎝ y∗
0∗
⎞
⎠ k2, which im-
plies that rank
⎛
⎝ x∗0 − b1zμ20 − γz0xτ20 y∗
z∗0 − b2zμ20 − δz0xτ20 0∗
⎞
⎠ = rank
⎛
⎝ γz0xτ20 y∗
δz0x
τ2
0 0
∗
⎞
⎠ = 1.Thereforewehave
⎛
⎝ γz0xτ20 y∗
δz0x
τ2
0 0
∗
⎞
⎠ ∼
0. Recall that δz0 , x
τ2
0 ∈ R′∗. We obtain
⎛
⎝ γz0 y∗
δz0 0
∗
⎞
⎠ ∼ 0, and hence y∗ = γz0δ−1z0 0∗. Since the arithmetic
distance between
⎛
⎝ x0 y
z0 0
⎞
⎠ and xE11 is 2, for all x ∈ R, the arithmetic distance between
⎛
⎝ x∗0 y∗
z∗0 0∗
⎞
⎠ and
xσ1E11 is also 2, for all x
σ1 ∈ R′. Hence
rank
⎛
⎝ x∗0 − xσ1 y∗
z∗0 0∗
⎞
⎠ = rank
⎛
⎝ x∗0 − γz0δ−1z0 z∗0 − xσ1 0
z∗0 0∗
⎞
⎠ = 2, ∀xσ1 ∈ R′,
this is a contradiction. Then we have proved b2 ∈ R′∗.
Similar to the proof of (4.5), replacing ϕ by the bijection ϕ(X) 	−→ P−12 ϕ(X), we have ϕ(M2) =
M′2. Then we have proved that ϕ(Mi) = M′i and ϕ(Ni) = N ′i , i = 1, 2. Recall that we have made the
transformations. We have (4.1) and this lemma holds.
Case 2. a2 /∈ R′∗. We show that this is a contradiction as follows. If ϕ is an invertibility preserving
map, then E12–E21 is invertible implies a2 ∈ R′∗, a contradiction. If ϕ is an additive map, then
ϕ
⎛
⎝ x y
0 0
⎞
⎠ = ϕ(xE11) + ϕ(yE12) =
⎛
⎝ xσ1 + yμ1a1 yμ1a2
0 0
⎞
⎠ , ∀x, y ∈ R,
thus ϕ(M1) = M′1 implies a2 ∈ R′∗, a contradiction. Now we assume R′ is a local ring by the
conditions. For an arbitrary but fixed y ∈ R, l1y := RE11 + yE12 is a line in AG(M1), it follows from
Lemma 3.11 that ϕ(l1y) is also a line in AG(M′1). Let ϕ(l1y) = R′(αyE11 + βyE22) + ϕ(yE12), where
(αy, βy) is unimodular. By (4.3), we can assume that
ϕ
⎛
⎝ x y
0 0
⎞
⎠ =
⎛
⎝ xτ1αy + yμ1a1 xτ1βy + yμ1a2
0 0
⎞
⎠ , ∀x, y ∈ R,
where τ1 : R → R′ is a bijective map with 0τ1 = 0. Here, (α0, β0) = (1, 0).
Byϕ(M1) = M′1, thereare x0, y0 ∈ R such thaty0 = 0and xτ10 βy0+yμ10 a2 ∈ R′∗. Sinceyμ10 a2 /∈ R′∗
and R′ is local, Lemma 4.1 implies xτ10 βy0 ∈ R′∗. Let ϕ
⎛
⎝ x0 y0
z 0
⎞
⎠ =
⎛
⎝ x∗0 y∗0
z∗ 0∗
⎞
⎠ for any z ∈ R×. Similar
to the Case 1, we can prove that y∗0 = 0 and z∗ = 0. Since
⎛
⎝ x0 y0
z 0
⎞
⎠ ∼
⎛
⎝ x0 y0
0 0
⎞
⎠,
⎛
⎝ x∗0 − yμ10 a1 − xτ10 αy0 y∗0 − yμ10 a2 − xτ10 βy0
z∗ 0∗
⎞
⎠ ∼ 0.
L.-P. Huang / Linear Algebra and its Applications 436 (2012) 2446–2473 2457
By
⎛
⎝ x0 y0
z 0
⎞
⎠ ∼
⎛
⎝ 0 y0
0 0
⎞
⎠, we have
⎛
⎝ x∗0 − yμ10 a1 y∗0 − yμ10 a2
z∗ 0∗
⎞
⎠ ∼ 0. Similar to the Case 1, we can prove
that
⎛
⎝ αy0 βy0
z∗ 0∗
⎞
⎠ ∼ 0 and z∗ = 0∗β−1y0 αy0 .
Since the arithmetic distance between
⎛
⎝ x0 y0
z 0
⎞
⎠ and xE11 is 2, for all x ∈ R, the arithmetic dis-
tance between
⎛
⎝ x∗0 y∗0
z∗ 0∗
⎞
⎠ and xσ1E11 is also 2, for all xσ1 ∈ R′. Thus we have rank
⎛
⎝ y y∗0
z∗ 0∗
⎞
⎠ =
rank
⎛
⎝ y y∗0
0∗β−1y0 αy0 0
∗
⎞
⎠ = 2 for all y ∈ R′, a contradiction. Thus Case 2 cannot appear.
Combining the Case 1 with the Case 2, we have proved this lemma. 
Theorem 4.3. Let R, R′ be Bezout domains, and ϕ : R2×2 → R′2×2 be an a.p. bijective map in both
directions such that ϕ(M1) is a maximal set of the type one. Further, assume that R′ is a local ring, or ϕ is
an invertibility preserving map, or ϕ is an additive map. Then R is isomorphic to R′, and ϕ is of the form
ϕ(X) = PXσQ + ϕ(0), ∀X ∈ R2×2, (4.6)
where P,Q ∈ GL2(R′) are fixed, and σ is an isomorphism from R to R′.
Proof. When |R×| = 1, R = F2 is the finite field of 2 elements. By Lemma 4.2, it is easy to see that
R′ = F2, thus Theorem 4.3 holds by Hua’s theorem. From now on we assume |R×|  2. Then Lemma
4.2 implies |R′×|  2. Replacing ϕ by the transformation ϕ(X) 	−→ ϕ(X)−ϕ(0), we can assume that
ϕ(0) = 0.
Step 1. We need to prove some formulas of ϕ for the proof of Theorem 4.3. First, we prove five
formulas of ϕ as follows.
By Lemma 4.2, there are fixed P1,Q1 ∈ GL2(R′) such that ϕ(Mi) = P1M′iQ1 and ϕ(Ni) = P1N ′i Q1,
i = 1, 2. Replacing ϕ by the a.p. bijection ϕ(X) 	−→ P−11 ϕ(X)Q−11 , we have
ϕ(Mi) = M′i and ϕ(Ni) = N ′i , i = 1, 2. (4.7)
SinceMi ∩ Nj = REij , ϕ(REij) = R′Eij , i, j = 1, 2. Let ϕ(xEij) = xσij Eij for all x ∈ R, i, j = 1, 2, where
σij : R → R′ is a bijective map with 0σij = 0, i, j = 1, 2.
For an arbitrary but fixed y ∈ R×, let ψy(X) = ϕ(X + yE22) − ϕ(yE22) = ϕ(X + yE22) − yσ22E22.
Then ψy : R2×2 → R′2×2 is an a.p. bijective map in both directions with ψy(0) = 0. If ϕ is an
invertibility preservingmap (or additive), thenψy is also an invertibility preservingmap (or additive).
By the conditions, we have that ψy(M2) = M′2 and ψy(N2) = N ′2. By Lemma 4.2, we have that
ψy(Mi) = PyM′iQy and ψy(Ni) = PyN ′i Qy, i = 1, 2,
where Py,Qy ∈ GL2(R′). Since ψy(M2) = M′2 = PyM′2 and ψy(N2) = N ′2 = N ′2Qy, we can assume
that Py =
⎛
⎝ 1 0
p1 1
⎞
⎠, Qy =
⎛
⎝ 1 q2
0 1
⎞
⎠.
Since ψy(REij) = Py(R′Eij)Qy, we let ψy(xEij) = Pyxτij EijQy, ∀x ∈ R, i, j = 1, 2, where τij : R → R′
is a bijective map with 0τij = 0, and τij does not depend on the choice of y, i, j = 1, 2. Then
ϕ(xEij + yE22) = Pyxτij EijQy + yσ22E22, ∀x ∈ R, y ∈ R×, i, j = 1, 2. (4.8)
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By (4.8) and computing, we have
ϕ
⎛
⎝ x 0
0 y
⎞
⎠ =
⎛
⎝ xτ11 xτ11q2
p1x
τ11 p1x
τ11q2 + yσ22
⎞
⎠ , ∀x ∈ R, y ∈ R×, (4.9)
ϕ
⎛
⎝ 0 0
x y
⎞
⎠ =
⎛
⎝ 0 0
xτ21 xτ21q2 + yσ22
⎞
⎠ , ∀x ∈ R, y ∈ R×, (4.10)
ϕ
⎛
⎝ 0 x
0 y
⎞
⎠ =
⎛
⎝ 0 xτ12
0 p1x
τ12 + yσ22
⎞
⎠ , ∀x ∈ R, y ∈ R×, (4.11)
ϕ
⎛
⎝ 0 0
0 x + y
⎞
⎠ =
⎛
⎝ 0 0
0 xτ22 + yσ22
⎞
⎠ , ∀x ∈ R, y ∈ R×, (4.12)
where p1 and q2 are functions of y.
For an arbitrary but fixed y ∈ R×, let ψ ′y(X) = ϕ(X + yE12) − ϕ(yE12) = ϕ(X + yE12) − yσ12E12.
Then ψ ′y : R2×2 → R′2×2 is an a.p. bijective map in both directions with ψ ′y(0) = 0. If ϕ is an
invertibility preservingmap (or additive), thenψ ′y is also an invertibility preservingmap (or additive).
By (4.7), we have that ψ ′y(M1) = M′1 and ψ ′y(N2) = N ′2. By Lemma 4.2, we have that
ψ ′y(Mi) = CyM′iDy and ψ ′y(Ni) = CyN ′i Dy, i = 1, 2,
where Cy,Dy ∈ GL2(R′). Since ψ ′y(M1) = M′1 = CyM′1 and N2 = N ′2Dy, we can let Cy =
⎛
⎝ 1 c3
0 1
⎞
⎠
and Dy =
⎛
⎝ 1 d2
0 1
⎞
⎠.
By ψ ′y(REij) = Cy(R′Eij)Dy, we assume that ψ ′y(xEij) = Cyxτ
′
ij EijDy, ∀x ∈ R, i, j = 1, 2, where
τ ′ij : R → R′ is a bijective map with 0τ
′
ij = 0, and τ ′ij does not depend on the choice of y, i, j = 1, 2.
Then
ϕ(xEij + yE12) = Cyxτ ′ij EijDy + yσ12E12, ∀x ∈ R, i, j = 1, 2.
By computing, we have that
ϕ
⎛
⎝ x y
0 0
⎞
⎠ =
⎛
⎝ xτ ′11 xτ ′11d2 + yσ12
0 0
⎞
⎠ , ∀x ∈ R, y ∈ R×, (4.13)
where d2 is a function of y.
Step 2. Secondly, we prove five new formulas of ϕ. Computing these formulas, we obtain seven
simple formulas of ϕ.
For an arbitrary but fixed x ∈ R×, let x(X) = ϕ(X + xE11) − ϕ(xE11). Then x : R2×2 → R′2×2
is an a.p. bijective map in both directions with x(0) = 0. If ϕ is an invertibility preserving map
(or additive), then x is also an invertibility preserving map (or additive). By (4.7), we have that
x(M1) = M′1 and x(N1) = N ′1. By Lemma 4.2, we obtain that
x(Mi) = SxM′iTx and x(Ni) = SxN ′i Tx, i = 1, 2,
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where Sx, Tx ∈ GL2(R′). Since x(M1) = M′1 = SxM′1 and x(N1) = N ′1 = N ′1Tx , we can assume
that Sx =
⎛
⎝ 1 −s3
0 1
⎞
⎠ and Tx =
⎛
⎝ 1 0
−t3 1
⎞
⎠.
By x(REij) = Sx(R′Eij)Tx , we let x(yEij) = Sxyμij EijTx , ∀y ∈ R, i, j = 1, 2, where μij : R → R′ is
a bijective map with 0μij = 0, and μij does not depend on the choice of x, i, j = 1, 2. Then
ϕ(yEij + xE11) = Sxyμij EijTx + xσ11E11, ∀y ∈ R, i, j = 1, 2.
By computing, we have
ϕ
⎛
⎝ x 0
0 y
⎞
⎠ =
⎛
⎝ s3yμ22 t3 + xσ11 −s3yμ22
−yμ22 t3 yμ22
⎞
⎠ , ∀x ∈ R×, y ∈ R, (4.14)
ϕ
⎛
⎝ x y
0 0
⎞
⎠ =
⎛
⎝−yμ12 t3 + xσ11 yμ12
0 0
⎞
⎠ , ∀x ∈ R×, y ∈ R, (4.15)
ϕ
⎛
⎝ x 0
y 0
⎞
⎠ =
⎛
⎝−s3yμ21 + xσ11 0
yμ21 0
⎞
⎠ , ∀x ∈ R×, y ∈ R, (4.16)
ϕ
⎛
⎝ x + y
0
⎞
⎠ =
⎛
⎝ xσ11 + yμ11
0
⎞
⎠ , ∀x ∈ R×, y ∈ R, (4.17)
where s3 and t3 are functions of x.
For an arbitrary but fixed x ∈ R×, let ′x(X) = ϕ(X + xE21) − ϕ(xE21). Then ′x : R2×2 → R′2×2
is an a.p. bijective map in both directions with ′x(0) = 0. If ϕ is an invertibility preserving map
(or additive), then ′x is also an invertibility preserving map (or additive). By (4.7), we have that
′x(M2) = M′2 and ′x(N1) = N ′1. By Lemma 4.2, we get that
′x(Mi) = GxMiHx and ′x(Nj) = GxNjHx, i, j = 1, 2,
where Gx,Hx ∈ GL2(R′). Since ′x(M2) = M′2 = GxM2 and N1 = N ′1Hx , we assume Gx =
⎛
⎝ 1 0
g1 1
⎞
⎠
and Hx =
⎛
⎝ 1 0
−h3 1
⎞
⎠.
By ′x(REij) = Gx(R′Eij)Hx , we assume that ′x(yEij) = Gxyμ
′
ij EijHx , ∀y ∈ R, i, j = 1, 2, where
μ′ij : R → R′ is a bijective map with 0μ
′
ij = 0, and μ′ij does not depend on the choice of x, i, j = 1, 2.
Then
ϕ(yEij + xE21) = Gxyμ′ij EijHx + xσ21E21, ∀y ∈ R, i, j = 1, 2.
By computing, it is easy to see that
ϕ
⎛
⎝ 0 0
x y
⎞
⎠ =
⎛
⎝ 0 0
−yμ′22h3 + xσ21 yμ′22
⎞
⎠ , ∀x ∈ R×, y ∈ R, (4.18)
where h3 is a function of x.
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By (4.18) and (4.10), we get
yμ
′
22 = xτ21q2 + yσ22, ∀x, y ∈ R×. (4.19)
By (4.13) and (4.15), we have
xτ
′
11 = −yμ12 t3 + xσ11 , ∀x, y ∈ R×. (4.20)
By the comparison between (4.9) and (4.14), we have
xτ11 = s3yμ22 t3 + xσ11 , ∀x, y ∈ R×, (4.21)
xτ11q2 = −s3yμ22 , ∀x, y ∈ R×, (4.22)
p1x
τ11 = −yμ22 t3, ∀x, y ∈ R×, (4.23)
p1x
τ11q2 + yσ22 = yμ22 , ∀x, y ∈ R×, (4.24)
where p1, q2 are functions of y, and s3, t3 are functions of x.
Since |R×|  2, by (4.19), there are two distinct x, x′ ∈ R× such that (xτ21 − x′τ21)q2 = 0 for all
y ∈ R×, which implies q2 = 0 for all y ∈ R×. Then (4.22) implies s3 = 0 for all x ∈ R×. By (4.20),
there are two distinct y, y′ ∈ R× such that (yμ12 − y′μ12)t3 = 0 for all x ∈ R×, which implies t3 = 0
for all x ∈ R×. Then (4.23) implies that p1 = 0 for all y ∈ R×. Thus (4.21) and (4.24) become
xτ11 = xσ11 , ∀x ∈ R×, and yσ22 = yμ22 , ∀y ∈ R×.
By p1 = q2 = 0, t3 = s3 = 0, (4.9)–(4.12) and (4.14)–(4.17), we have
ϕ
⎛
⎝ x 0
0 y
⎞
⎠ =
⎛
⎝ xσ11 0
0 yσ22
⎞
⎠ , ∀x, y ∈ R, (4.25)
ϕ
⎛
⎝ 0 0
x y
⎞
⎠ =
⎛
⎝ 0 0
xτ21 yσ22
⎞
⎠ , ∀x, y ∈ R, (4.26)
ϕ
⎛
⎝ 0 x
0 y
⎞
⎠ =
⎛
⎝ 0 xτ12
0 yσ22
⎞
⎠ , ∀x, y ∈ R, (4.27)
ϕ
⎛
⎝ 0 0
0 x + y
⎞
⎠ =
⎛
⎝ 0 0
0 xτ22 + yσ22
⎞
⎠ , ∀x, y ∈ R, (4.28)
ϕ
⎛
⎝ x y
0 0
⎞
⎠ =
⎛
⎝ xσ11 yμ12
0 0
⎞
⎠ , ∀x, y ∈ R, (4.29)
ϕ
⎛
⎝ x 0
y 0
⎞
⎠ =
⎛
⎝ xσ11 0
yμ21 0
⎞
⎠ , ∀x, y ∈ R, (4.30)
ϕ
⎛
⎝ x + y
0
⎞
⎠ =
⎛
⎝ xσ11 + yμ11
0
⎞
⎠ , ∀x, y ∈ R. (4.31)
Step 3. Finally, we prove Theorem 4.3 by formulas (4.25)–(4.31).
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For any k, y ∈ R×, let ϕ
⎛
⎝ 0 y
k 0
⎞
⎠ =
⎛
⎝ 0∗ y∗
k∗ 0∗∗
⎞
⎠. Since
⎛
⎝ 0 y
k 0
⎞
⎠ ∼
⎛
⎝ x y
0 0
⎞
⎠ for all x ∈ R, (4.29)
implies
⎛
⎝ 0∗ y∗
k∗ 0∗∗
⎞
⎠ ∼
⎛
⎝ xσ11 yμ12
0 0
⎞
⎠ ∀ x ∈ R. Thus
⎛
⎝ x y∗ − yμ12
k∗ 0∗∗
⎞
⎠ ∼ 0 for all x ∈ R. By |R′×|  2
and Lemma 3.2, we get 0∗∗ = 0. Then ϕ
⎛
⎝ 0 y
k 0
⎞
⎠ =
⎛
⎝ 0∗ y∗
k∗ 0
⎞
⎠. Since
⎛
⎝ 0 y
k 0
⎞
⎠ ∼ yE12,
⎛
⎝ 0∗ y∗
k∗ 0
⎞
⎠ ∼
yσ12E12. Thus y
∗ = yσ12E12. Similarly, k∗ = kσ21E21. Hence ϕ
⎛
⎝ 0 y
k 0
⎞
⎠ =
⎛
⎝ 0∗ yσ12
kσ21 0
⎞
⎠.
By
⎛
⎝ 0 y
k 0
⎞
⎠ ∼
⎛
⎝ 0 0
k z
⎞
⎠ ∀z ∈ R and (4.26),
⎛
⎝ 0∗ yσ12
kσ21 0
⎞
⎠ ∼
⎛
⎝ 0 0
kτ21 zσ22
⎞
⎠ for all z ∈ R. It follows
that
⎛
⎝ 0∗ yσ12
kσ21 − kτ21 −zσ22
⎞
⎠ ∼ 0 for all z ∈ R. By |R′×|  2 and Lemma 3.2, we have similarly 0∗ = 0
and kτ21 = kσ21 . Then we have proved that
ϕ
⎛
⎝ 0 y
k 0
⎞
⎠ =
⎛
⎝ 0 yσ12
kσ21 0
⎞
⎠ , ∀k, y ∈ R, (4.32)
ϕ
⎛
⎝ 0 0
k z
⎞
⎠ =
⎛
⎝ 0 0
kσ21 zσ22
⎞
⎠ , ∀k, z ∈ R. (4.33)
Since
⎛
⎝ 0 y
k 0
⎞
⎠ ∼
⎛
⎝ 0 y
0 z
⎞
⎠, it follows from (4.32) and (4.27) that
ϕ
⎛
⎝ 0 y
0 z
⎞
⎠ =
⎛
⎝ 0 yσ12
0 zσ22
⎞
⎠ , ∀y, z ∈ R. (4.34)
Since
⎛
⎝ 0 y
k 0
⎞
⎠ ∼
⎛
⎝ x y
0 0
⎞
⎠, by (4.32) and (4.29) we get
ϕ
⎛
⎝ x y
0 0
⎞
⎠ =
⎛
⎝ xσ11 yσ12
0 0
⎞
⎠ , ∀x, y ∈ R. (4.35)
Since l := R(E11+E12) is a line containing 0 inAG(M1), by Lemma3.11,ϕ(l) is also a line containing
0 in AG(M′1). Let ϕ(l) = R′(a1E11 + a2E12), where (a1, a2) is unimodular. Thus we can assume that
ϕ
⎛
⎝ x x
0 0
⎞
⎠ =
⎛
⎝ xτ a1 xτ a2
0 0
⎞
⎠ =
⎛
⎝ xσ11 xσ12
0 0
⎞
⎠ , ∀x ∈ R,
where τ : R → R′ is a bijective map with 0τ = 0. Then xτ a1 = xσ11 and xτ a2 = xσ12 for all x ∈ R.
Thus a1, a2 ∈ R∗ and xσ12 = xσ11a−11 a2 for all x ∈ R. Let σ = σ11. Replacing ϕ by the bijective map
ϕ(X) 	−→ ϕ(X)diag(1, a−12 a1), we have
xσ11 = xσ12 = xσ , ∀x ∈ R, (4.36)
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and
ϕ
⎛
⎝ x y
0 0
⎞
⎠ =
⎛
⎝ xσ yσ
0 0
⎞
⎠ , ∀x, y ∈ R. (4.37)
Without loss of generality, we assume that (4.25)–(4.28) and (4.30)–(4.34) still hold.
By
⎛
⎝ 0 y
k 0
⎞
⎠ ∼
⎛
⎝ x 0
k 0
⎞
⎠where y = 0, (4.32), (4.30) and (4.36), it is clear that
ϕ
⎛
⎝ x 0
k 0
⎞
⎠ =
⎛
⎝ xσ 0
kσ21 0
⎞
⎠ , ∀x, k ∈ R. (4.38)
By (4.31), (x+y)σ = (y+x)σ = xμ11 +yσ for all x, y ∈ R. Taking y = −xwehave xμ11 = −(−x)σ
for all x ∈ R. Thus (x + y)σ = −(−x)σ + yσ for all x, y ∈ R, which implies that (y − x)σ = yσ − xσ
for all x, y ∈ R. Taking y = 0, we obtain that
(−x)σ = −xσ , (x + y)σ = xσ + yσ , ∀x, y ∈ R. (4.39)
By (4.28), we can prove similarly that
(−x)σ22 = −xσ22 , (x + y)σ22 = xσ22 + yσ22, ∀x, y ∈ R. (4.40)
Let x, z, k ∈ R× and ϕ
⎛
⎝ x 0
k z
⎞
⎠ =
⎛
⎝ x∗ 0∗
k∗ z∗
⎞
⎠. Since
⎛
⎝ x 0
k z
⎞
⎠ is adjacent with both
⎛
⎝ x 0
0 z
⎞
⎠ and
⎛
⎝ 0 0
0 z
⎞
⎠,
⎛
⎝ x∗ 0∗
k∗ z∗
⎞
⎠ is adjacent with both
⎛
⎝ xσ 0
0 zσ22
⎞
⎠ and
⎛
⎝ 0 0
0 zσ22
⎞
⎠. It follows from Lemma 3.2 that
z∗ = zσ22 and 0∗k∗ = 0. Since
⎛
⎝ x 0
k z
⎞
⎠ is adjacent with both
⎛
⎝ x 0
0 z
⎞
⎠ and
⎛
⎝ x 0
0 0
⎞
⎠, by Lemma 3.2, we
have similarly x∗ = xσ . Then ϕ
⎛
⎝ x 0
k z
⎞
⎠ =
⎛
⎝ xσ 0∗
k∗ zσ22
⎞
⎠, where 0∗k∗ = 0.
For k, z ∈ R×,
⎛
⎝ x 0
k z
⎞
⎠ ∼
⎛
⎝ x 0
y 0
⎞
⎠, thus (4.38) implies
⎛
⎝ xσ 0∗
k∗ zσ22
⎞
⎠ ∼
⎛
⎝ xσ 0
yσ21 0
⎞
⎠ for all y ∈ R.
Thus Lemma 3.2 implies 0∗ = 0 and ϕ
⎛
⎝ x 0
k z
⎞
⎠ =
⎛
⎝ xσ 0
k∗ zσ22
⎞
⎠. Since
⎛
⎝ x 0
k z
⎞
⎠ ∼
⎛
⎝ 0 −x
0 z − k
⎞
⎠, by
(4.34), (4.36), (4.39) and (4.40),
⎛
⎝ xσ 0
k∗ zσ22
⎞
⎠ ∼
⎛
⎝ 0 −xσ
0 zσ22 − kσ22
⎞
⎠ . Thus
⎛
⎝ xσ xσ
k∗ kσ22
⎞
⎠ ∼ 0, and
hence k∗ = kσ22 . Thus we have proved that
ϕ
⎛
⎝ x 0
k z
⎞
⎠ =
⎛
⎝ xσ 0
kσ22 zσ22
⎞
⎠ , ∀x, k, z ∈ R. (4.41)
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Let ϕ
⎛
⎝ x y
k z
⎞
⎠ =
⎛
⎝ x∗ y∗
k∗ z∗
⎞
⎠, where x, k, y, z ∈ R×. By (4.41), we see y∗ = 0. Since
⎛
⎝ x y
k z
⎞
⎠ is adja-
centwithboth
⎛
⎝ x 0
k z
⎞
⎠ and
⎛
⎝ 0 0
k z
⎞
⎠,
⎛
⎝ x∗ y∗
k∗ z∗
⎞
⎠ is adjacentwithboth
⎛
⎝ xσ 0
kσ22 zσ22
⎞
⎠ and
⎛
⎝ 0 0
kσ22 zσ22
⎞
⎠.
By Lemma 3.2, we have that z∗ − zσ22 = 0 and k∗ − kσ22 = 0. Then ϕ
⎛
⎝ x y
k z
⎞
⎠ =
⎛
⎝ x∗ y∗
kσ22 zσ22
⎞
⎠. Since
⎛
⎝ x y
k z
⎞
⎠ is adjacent with both
⎛
⎝ x 0
k 0
⎞
⎠ and
⎛
⎝ 0 y
0 z
⎞
⎠,
⎛
⎝ x∗ y∗
kσ22 zσ22
⎞
⎠ is adjacent with both
⎛
⎝ xσ 0
kσ22 0
⎞
⎠
and
⎛
⎝ 0 yσ
0 zσ22
⎞
⎠. It follows that x∗ = xσ and y∗ = yσ . Then
ϕ
⎛
⎝ x y
k z
⎞
⎠ =
⎛
⎝ xσ yσ
kσ22 zσ22
⎞
⎠ , ∀x, y, k, z ∈ R. (4.42)
There are y0, k0 ∈ R such that yσ0 = kσ220 = 1. Since
⎛
⎝ 1 y0
k0 k0y0
⎞
⎠ ∼ 0,
⎛
⎝ 1σ 1
1 (k0y0)
σ22
⎞
⎠ ∼ 0.
Thus 1σ (k0y0)
σ22 = 1 and 1σ ∈ R′∗. Similarly, 1σ22 ∈ R′∗. Replacing ϕ by the transformation
ϕ(X) 	−→ diag
(
(1σ )−1, (1σ22)−1
)
ϕ(X),
without loss of generality, we assume that (4.42) holds and 1σ = 1σ22 = 1.
Since
⎛
⎝ x 1
x 1
⎞
⎠ ∼ 0,
⎛
⎝ xσ 1
xσ22 1
⎞
⎠ ∼ 0. Thus xσ22 = xσ for all x ∈ R. Then we have proved that
ϕ
⎛
⎝ x y
k z
⎞
⎠ =
⎛
⎝ xσ yσ
kσ zσ
⎞
⎠ , ∀x, y, k, z ∈ R.
Since
⎛
⎝ 1 y
x xy
⎞
⎠ ∼ 0,
⎛
⎝ 1 yσ
xσ (xy)σ
⎞
⎠ ∼ 0, which implies (xy)σ = xσ yσ for all x, y ∈ R. Thus σ is an
isomorphism from R to R′.
Recalling the transformations we have made, the original ϕ must be of the form (4.6). The proof of
Theorem 4.3 ends. 
Similar to the proof of Theorem 4.3, we can prove the following theorem.
Theorem 4.4. Let R, R′ be Bezout domains, and ϕ : R2×2 → R′2×2 be an a.p. bijective map in both
directions such that ϕ(M1) is a maximal set of the type two. Further, assume that R′ is a local ring, or ϕ
is an invertibility preserving map, or ϕ is an additive map. Then R is anti-isomorphic to R′, and ϕ is of the
form
ϕ(X) = P tXτQ + ϕ(0), ∀X ∈ R2×2, (4.43)
where P,Q ∈ GL2(R′) are fixed, and τ is an anti-isomorphism from R to R′.
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Combination Theorems 4.3 and 4.4, we have immediately the following fundamental theorem of
the geometry of 2 × 2 matrices over Bezout domains.
Theorem 4.5. Let R, R′ be Bezout domains, and ϕ : R2×2 → R′2×2 be an a.p. bijective map in both
directions. Further, assume that R′ is a local ring, or ϕ is an invertibility preserving map, or ϕ is an additive
map. Then ϕ is of the form either
ϕ(X) = PXσQ + ϕ(0) ∀ X ∈ R2×2, or ϕ(X) = P tXτQ + ϕ(0) ∀X ∈ R2×2,
where P,Q∈GL2(R′) are fixed, σ is an isomorphism from R to R′, and τ is an anti-isomorphism from R to R′.
5. Geometry ofm× nmatrices over Bezout domains
In this section, we assume thatM1 andN1 (resp.M′1 andN ′1) are the standard maximal sets of the
type one and two in Rm×n (resp. R′m
′×n′
), respectively.
Lemma 5.1. Let R, R′ be Bezout domains and let m, n,m′, n′ be integers 2. Assume that ϕ : Rm×n →
R′m
′×n′
is an a.p. bijective map in both directions such that ϕ(0) = 0. If ϕ(M1) is a maximal set of the
type one, then (m, n) = (m′, n′), and there exist fixed P1 ∈ GLm(R′), Q1 ∈ GLn(R′), such that
ϕ
⎛
⎝ Rs×t 0
0 0
⎞
⎠ = P1
⎛
⎝ R′s×t 0
0 0
⎞
⎠Q1, s = 1, . . . ,m, t = 1, . . . , n. (5.1)
If ϕ(M1) is a maximal set of the type two, then (m, n) = (n′,m′), and there exist fixed P2 ∈ GLn(R′),
Q2 ∈ GLm(R′), such that
ϕ
⎛
⎝ Rs×t 0
0 0
⎞
⎠ = P2
⎛
⎝ R′t×s 0
0 0
⎞
⎠Q2, s = 1, . . . ,m, t = 1, . . . , n. (5.2)
Proof. There exist two fixed invertible matrices P0 ∈ GLm′(R′), Q0 ∈ GLn′(R′), such that ϕ(E11) =
P0a1E11Q0 where a1 ∈ R′×.
Case 1. ϕ(M1) is a maximal set of the type one. SinceM1 andN1 are twomaximal sets containing
0 and E11 (or a1E11), Corollary 3.6 implies that ϕ(M1) = P0M′1Q0 with ϕ(N1) = P0N ′1Q0. By Theorem
3.12, we have (m, n) = (m′, n′). Replacing ϕ by the transformation ϕ(X) 	−→ P−10 ϕ(X)Q−10 , we have
ϕ(M1) = M′1, ϕ(N1) = N ′1, ϕ(RE11) = R′E11. (5.3)
Let2t<n. Thendiag(R1×t, 0) is a t-flat containing0 inAG(M1). ByTheorem3.12,ϕ(diag(R1×t, 0))
is also t-flat containing 0 in AG(M′1). Thus ϕ(diag(R1×t, 0)) = diag(R′1×t, 0)
⎛
⎝ Qt
0
⎞
⎠, where Qt ∈
R′t×n has a right inverse. By ϕ(RE11) = R′E11, we can choose Q1 := (1, 0, . . . , 0). By Theorem 3.12
and Remark 3.13, we can choose qt+1 ∈ R′1×n such that Qt+1 =
⎛
⎝ Qt
qt+1
⎞
⎠ for all t = 1, . . . , n − 1.
Then Qn =
⎛
⎝ 1 0
∗ Q22
⎞
⎠ ∈ GLn(R′), and
ϕ
⎛
⎝ R1×t 0
0 0
⎞
⎠ =
⎛
⎝ R′1×t 0
0 0
⎞
⎠Qn, t = 1, . . . , n. (5.4)
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By ϕ(N1) = N ′1, similarly, there exists a Sm =
⎛
⎝ 1 ∗
0 S22
⎞
⎠ ∈ GLm(R′) such that
ϕ
⎛
⎝ Rs×1 0
0 0
⎞
⎠ = Sm
⎛
⎝ R′s×1 0
0 0
⎞
⎠ , s = 1, . . . ,m. (5.5)
Clearly, we have
ϕ
⎛
⎝ R1×t 0
0 0
⎞
⎠ = Sm
⎛
⎝ R′1×t 0
0 0
⎞
⎠Qn, t = 1, . . . , n,
ϕ
⎛
⎝ Rs×1 0
0 0
⎞
⎠ = Sm
⎛
⎝ R′s×1 0
0 0
⎞
⎠Qn, s = 1, . . . ,m.
Replacing ϕ by the transformation ϕ(X) 	−→ S−1m ϕ(X)Q−1n , we have
ϕ
⎛
⎝ R1×t 0
0 0
⎞
⎠ =
⎛
⎝ R′1×t 0
0 0
⎞
⎠ , t = 1, . . . , n, (5.6)
ϕ
⎛
⎝ Rs×1 0
0 0
⎞
⎠ =
⎛
⎝ R′s×1 0
0 0
⎞
⎠ , s = 1, . . . ,m. (5.7)
Let R
s×t
k = {X ∈ Rs×t : rank(X) = k}, where k  min{s, t}. Similarly, define R′s×tk . We are going to
prove that
ϕ
⎛
⎝ Rs×t1 0
0 0
⎞
⎠ =
⎛
⎝ R′s×t1 0
0 0
⎞
⎠ , s = 1, . . . ,m, t = 1, . . . , n. (5.8)
When s = 1 or t = 1, (5.8) is (5.6) or (5.7). When (s, t) = (m, n), (5.8) is clear. Without loss
of generality we assume that 2  s < m  n and 2  t < n. Let A =
⎛
⎝ A1 0
0 0
⎞
⎠ ∈
⎛
⎝ R′s×t1 0
0 0
⎞
⎠
such that A /∈ M1 and A /∈ N1. Let ϕ(A) =
⎛
⎜⎜⎝
A∗11 0∗1
A∗21 0∗2
0∗3 0∗4
⎞
⎟⎟⎠ =
⎛
⎝ A′11 A′12 01′
02
′ 03′ 04′
⎞
⎠, where A∗11 ∈ R′1×t ,
A∗21 ∈ R′(s−1)×t , A′11 ∈ R′s×1, and A′12 ∈ R′s×(t−1). There exists Bi =
⎛
⎝ βi 0
0 0
⎞
⎠ where βi ∈ R1×t ,
i = 1, 2, such that B1 = B2 and A ∼ Bi, i = 1, 2. By (5.6), ϕ(Bi) =
⎛
⎝ β∗i 0
0 0
⎞
⎠ where β∗i ∈ R′1×t ,
i = 1, 2. Since ϕ(A) ∼ ϕ(Bi),
⎛
⎜⎜⎝
A∗11 − β∗i 0∗1
A∗21 0∗2
0∗3 0∗4
⎞
⎟⎟⎠ ∼ 0, i = 1, 2. Then Lemma 3.2 implies that either
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ϕ(A) =
⎛
⎜⎜⎝
A∗11 0∗1
0 0
0 0
⎞
⎟⎟⎠ ∈ M′1 or ϕ(A) =
⎛
⎜⎜⎝
A∗11 0
A∗21 0
0∗3 0
⎞
⎟⎟⎠. Since A /∈ M1, (5.6) implies that ϕ(A) /∈ M′1. Thus
we must have ϕ(A) =
⎛
⎜⎜⎝
A∗11 0
A∗21 0
0∗3 0
⎞
⎟⎟⎠ =
⎛
⎝ A′11 A′12 0
02
′ 03′ 0
⎞
⎠.
There exists Ci =
⎛
⎝ αi 0
0 0
⎞
⎠ where αi ∈ Rs×1, i = 1, 2, such that C1 = C2 and A ∼ Ci, i = 1, 2. By
(5.7), ϕ(Ci) =
⎛
⎝ α∗i 0
0 0
⎞
⎠ where α∗i ∈ R′s×1, i = 1, 2. Since ϕ(A) ∼ ϕ(Ci),
⎛
⎝ A′11 − α∗i A′12 0
02
′ 03′ 0
⎞
⎠ ∼ 0,
i = 1, 2. By Lemma 3.2, we get that either ϕ(A) =
⎛
⎝ A′11 A′12 0
0 0 0
⎞
⎠ or ϕ(A) =
⎛
⎝ A′11 0 0
0′2 0 0
⎞
⎠ ∈ N ′1. Since
A /∈ N1, (5.7) implies that ϕ(A) /∈ N ′1. Thus we must have ϕ(A) =
⎛
⎝ A′11 A′12 0
0 0 0
⎞
⎠ ∈
⎛
⎝ R′s×t1 0
0 0
⎞
⎠.
Then we have proved that ϕ
⎛
⎝ Rs×t1 0
0 0
⎞
⎠ ⊆
⎛
⎝ R′s×t1 0
0 0
⎞
⎠. Considering ϕ−1, we have ϕ
⎛
⎝ Rs×t1 0
0 0
⎞
⎠ =
⎛
⎝ R′s×t1 0
0 0
⎞
⎠. Thus (5.8) holds.
Let 1  s < m and 1  t < n. Now we prove that
ϕ
⎛
⎝ Rs×tk 0
0 0
⎞
⎠ =
⎛
⎝ R′s×tk 0
0 0
⎞
⎠ , k = 1, 2, . . . , min{s, t}. (5.9)
When s = 1 or t = 1, (5.9) holds by (5.6) and (5.7). Now we assume s, t  2. We prove (5.9)
by induction on k. When k = 1, (5.9) holds by (5.8). Suppose that (5.9) holds for k − 1 (k  2).
Let A =
⎛
⎝ A1 0
0 0
⎞
⎠ ∈
⎛
⎝ Rs×tk 0
0 0
⎞
⎠ and ϕ(A) =
⎛
⎝ A∗1 0∗1
0∗2 0∗3
⎞
⎠, where A1 ∈ Rs×tk and A∗1 ∈ R′s×t . There
exists Di =
⎛
⎝ Dii 0
0 0
⎞
⎠ where Dii ∈ Rs×tk−1, i = 1, 2, such that ad(D1,D2)  2 and A ∼ Di, i = 1, 2.
By the induction hypothesis, ϕ(Di) =
⎛
⎝ D∗ii 0
0 0
⎞
⎠ where D∗ii ∈ R′s×tk−1, i = 1, 2. Since ϕ(A) ∼ ϕ(Di),⎛
⎝ A∗1 − D∗ii 0∗1
0∗2 0∗3
⎞
⎠ ∼ 0, i = 1, 2. By Lemma 3.2, we have that either ϕ(A) =
⎛
⎝ A∗1 0∗1
0 0
⎞
⎠ or ϕ(A) =
⎛
⎝ A∗1 0
0∗2 0
⎞
⎠.
Assume ϕ(A) =
⎛
⎝ A∗1 0∗1
0 0
⎞
⎠. Then rank(A∗1 − D∗ii, 0∗1) = 1, i = 1, 2. Since ad(D1,D2)  2,
ad(D∗11,D∗22)  2. Thus ad(A∗1 − D∗11, A∗1 − D∗22)  2. It follows that there are two columns Y1 and Y2
of A∗1 − D∗11 and A∗1 − D∗22, respectively, such that Y1 and Y2 are right linearly independent. Then every
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column of 0∗1 and Y1, Y2 are right linearly dependent, thus every column of 0∗1 must be 0, and hence
0∗1 = 0. Then ϕ(A) =
⎛
⎝ A∗1 0
0 0
⎞
⎠ ∈
⎛
⎝ R′s×tk 0
0 0
⎞
⎠.
Assume ϕ(A) =
⎛
⎝ A∗1 0
0∗2 0
⎞
⎠. Similarly, we can prove ϕ(A) =
⎛
⎝ A∗1 0
0 0
⎞
⎠ ∈
⎛
⎝ R′s×tk 0
0 0
⎞
⎠. Then
we always have ϕ(A) ∈
⎛
⎝ R′s×tk 0
0 0
⎞
⎠. Thus ϕ
⎛
⎝ Rs×tk 0
0 0
⎞
⎠ ⊆
⎛
⎝ R′s×tk 0
0 0
⎞
⎠. Considering ϕ−1, we get
ϕ
⎛
⎝ Rs×tk 0
0 0
⎞
⎠ =
⎛
⎝ R′s×tk 0
0 0
⎞
⎠. Therefore, we have proved (5.9). It follows that
ϕ
⎛
⎝ Rs×t 0
0 0
⎞
⎠ =
⎛
⎝ R′s×t 0
0 0
⎞
⎠ , s = 1, . . . ,m − 1, t = 1, . . . , n − 1. (5.10)
By (5.10), we can prove similarly that ϕ(Rm×t, 0) =
(
R′m×t, 0
)
, ϕ
(
Rs×n
0
)
=
(
R′s×n
0
)
, t =
2, . . . , n − 1, s = 2, . . . ,m − 1. Thus
ϕ
⎛
⎝ Rs×t 0
0 0
⎞
⎠ =
⎛
⎝ R′s×t 0
0 0
⎞
⎠ , s = 1, . . . ,m, t = 1, . . . , n. (5.11)
Case 2. ϕ(M1) is a maximal set of the type two. Similar to the proof of the Case 1, we have that
(m, n) = (n′,m′) and (5.2). This proof ends. 
Now, we prove Theorem 1.1 as follows.
Proof of Theorem 1.1. Let ϕ : Rm×n → R′m′×n′ be an a.p. bijective map in both directions. Further,
assume that R′ is a local ring, or ϕ is an invertibility preserving map, or ϕ is an additive map. Without
loss of generality, we assume 2  m  n. Replacing ϕ by the transformation ϕ(X) 	−→ ϕ(X)− ϕ(0),
we have ϕ(0) = 0.
When m = n = m′ = n′ = 2, the Theorem holds by Theorem 4.5. From now on we assume
(m, n) = (2, 2). By Corollary 3.4, ϕ preserves the arithmetic distance. By Theorem 3.12, we have
(m, n) = (m′, n′) or (m, n) = (n′,m′).
If ϕ(M1) is amaximal set of the type one (resp. type two), then by Theorem 3.12, (m, n) = (m′, n′)
(resp. (m, n) = (n′,m′)). When (m, n) = (m′, n′) with m = n, Theorem 3.12 implies that ϕ(M1)
must be a maximal set of the type one. Similarly, when (m, n) = (n′,m′) with m = n, ϕ(M1) must
be a maximal set of the type two. When m = n = m′ = n′, we have two cases: ϕ(M1) is a maximal
set of the type either one or two.
Case 1. ϕ(M1) is a maximal set of the type one. Then (m, n) = (m′, n′) = (2, 2) and 2  m  n.
By Lemma 5.1, there exist two fixed invertible matrices P1 ∈ GLm(R′), Q1 ∈ GLn(R′), such that
ϕ
⎛
⎝ Rs×t 0
0 0
⎞
⎠ = P1
⎛
⎝ R′s×t 0
0 0
⎞
⎠Q1, s = 1, . . . ,m, t = 1, . . . , n. (5.12)
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Replacing ϕ by the bijection ϕ(X) 	−→ P−11 ϕ(X)Q−11 , we have
ϕ
⎛
⎝ Rs×t 0
0 0
⎞
⎠ =
⎛
⎝ R′s×t 0
0 0
⎞
⎠ , s = 1, . . . ,m, t = 1, . . . , n. (5.13)
Subcase 1.1. m = 2 < n. By (5.13), we have
ϕ(R2×2, 0) = (R′2×2, 0). (5.14)
By (5.14), we can assume that
ϕ(X, 0) = (X∗, 0), ∀X ∈ R2×2, where X∗ ∈ R′2×2. (5.15)
Then ϕ induces an a.p. bijective map in both directions ϕ′ : R2×2 → R′2×2 by ϕ′(X) = X∗, where X∗
is defined by (5.15). Clearly, ϕ′(0) = 0. If ϕ is an invertibility preserving map (or additive), then ϕ′ is
also an invertibility preserving map (or additive). By Theorem 4.5, we have either ϕ′(X) = P2XσQ2∀X ∈ R2×2, or ϕ′(X) = P2 tXτQ2 ∀X ∈ R2×2, where P2,Q2 ∈ GL2(R′) are fixed, σ is an isomorphism
fromR toR′, and τ is an anti-isomorphism fromR toR′. Suppose thatϕ′(X) = P2 tXτQ2 for allX ∈ R2×2.
By (5.13), we have ϕ′
⎛
⎝ R1×2
0
⎞
⎠ =
⎛
⎝ R′1×2
0
⎞
⎠ = P2(R′2×1, 0)Q2 = (R′2×1, 0)Q2, a contradiction. Thus
we must have ϕ′(X) = P2XσQ2 for all X ∈ R2×2. By (5.13), we have ϕ′
⎛
⎝ R1×2
0
⎞
⎠ =
⎛
⎝ R′1×2
0
⎞
⎠
and ϕ′
(
R2×1, 0
)
=
(
R′2×1, 0
)
, thus P2 =
⎛
⎝ p11 p12
0 p22
⎞
⎠ and Q2 =
⎛
⎝ q11 0
q21 q22
⎞
⎠. Then ϕ(X, 0) =
P2(X, 0)
σ diag(Q2, In−2). Replacing ϕ by the a.p. bijective map in both directions
ϕ(X) 	−→
[
P
−1
2 ϕ(X)diag(Q
−1
2 , In−2)
]σ−1
,
ϕ becomes an a.p. bijection in both directions from R2×n to itself, and we have
ϕ(X, 0) = (X, 0), ∀X ∈ R2×2. (5.16)
Moreover, (5.13) holds for R = R′.
For 2  k  n, we are going to prove that
ϕ(Xk, 0) = (Xk, 0)Qk, ∀Xk ∈ R2×k, (5.17)
where Qk ∈ GLn(R) is of the form Qk = ∑ni=1,i =k Eii + dkEkk +∑k−1j=1 djEkj .
We prove (5.17) by induction on k. When k = 2, (5.17) holds by (5.16). Suppose that (5.17) holds for
k − 1 (k  3). For an arbitrary but fixed A1 ∈ R2×1, let A = (A1, 02,n−1) and let
ψ(X) = ϕ(XT + A) − A, ∀X ∈ R2×n,
where T is an n × n permutation matrix such that (Xk−1, 02,n−k+1)T = (02,1, Xk−1, 02,n−k) for
all Xk−1 ∈ R2×(k−1). Recall ϕ(A) = A. Then ψ : R2×n → R2×n is an a.p. bijective map in both
directions with ψ(0) = 0. If ϕ is an invertibility preserving map (or additive), then ψ is also an
invertibility preserving map (or additive). Similar to the proof of the induction hypothesis, there are
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PA ∈ GL2(R) and QA ∈ GLn(R) such that ψ(Xk−1, 0) = PA(Xk−1, 0)μQA, ∀Xk−1 ∈ R2×(k−1), where μ
is an automorphism of R. In other words, we have
ϕ(A1, Xk−1, 02,n−k) = PA(Xk−1, 02,n−k+1)μQA + A, ∀Xk−1 ∈ R2×(k−1). (5.18)
By the induction hypothesis, we have ϕ(A1, Xk−2, 02,n−k+1) = (A1, Xk−2, 02,n−k+1) for all Xk−2 ∈
R2×(k−2), thus (5.18) implies that
PA(Xk−2, 02,n−k+2)μQA = (02,1, Xk−2, 02,n−k+1) , ∀Xk−2 ∈ R2×(k−2). (5.19)
Let xj be that jth column of Xk−2, and let βi be the ith row of QA, i = 1, . . . , n. By (5.19), we get
that PAx
μ
i βi =
(
02,i, xi, 02,n−i−1
)
for all xi ∈ R2×1, i = 1, . . . , k − 2. By calculating, we have that
PA = p−1I2, βi = pE1×n1,i+1 where p ∈ R∗, i = 1, . . . , k − 2, and xμ = pxp−1 for all x ∈ R. Let
Xk−1 = (x1, . . . , xk−1) and p−1βk−1 = (d1, . . . , dn), where dj ∈ R is a function of A1, j = 1, . . . , n.
Then (5.18) can be written as
ϕ(A1, Xk−1, 0) = ∑k−1i=1 xip−1βi + A
= (A1 + xk−1d1, x1 + xk−1d2, . . . , xk−2 + xk−1dk−1, xk−1dk, . . . , xk−1dn) ,
for all xj ∈ R2×1, j = 1, . . . , k − 1. Since (A1, Xk−1, 02,n−k) ∈ (R2×k, 0), (5.13) implies that
dk+1 = · · · = dn = 0. Thus
ϕ(A1, Xk−1, 0) = (A1 + xk−1d1, x1 + xk−1d2, . . . , xk−2 + xk−1dk−1, xk−1dk, 0) , (5.20)
for all xj ∈ R2×1, j = 1, . . . , k − 1.
Let A1 = 0. Then we have similarly
ϕ(02,1, Xk−1, 0) =
(
xk−1d′1, x1 + xk−1d′2, . . . , xk−2 + xk−1d′k−1, xk−1d′k, 0
)
, (5.21)
where d′j ∈ R, j = 1, . . . , k.
For any A1 = 0, since (A1, Xk−1, 0) ∼ (02,1, Xk−1, 0), (5.20) and (5.21) imply that
(A1 + xk−1(d1 − d′1), xk−1(d2 − d′2), . . . , xk−1(dk−1 − d′k−1), xk−1(dk − d′k), 0) ∼ 0,
for all xk−1 ∈ R2×1. Thusdi = d′i , i = 2, . . . , k. In otherwords, alldi, i = 2, . . . , k, donotdependon the
choice ofA1 ∈ R2×1. By (5.20) and (5.13), it is easy to see thatdk ∈ R∗. LetY = (02,k−2, A1) ∈ R2×(k−1).
Then by (5.21) we have
ϕ
(
02,1, Xk−1 + Y, 0)
= ((xk−1 + A1)d′1, x1 + (xk−1 + A1)d2, . . . , xk−2 + (xk−1 + A1)dk−1, (xk−1 + A1)dk, 0) ,
(5.22)
for all xk−1 ∈ R2×1. Since (02,1, Xk−1 + Y, 0) ∼ (A1, Xk−1 + Y, 0), (5.20) and (5.22) imply that(
(xk−1(d′1 − d1) + A1(d′1 − 1), A1d2, . . . , A1dk, 0
)
∼ 0,
for all xk−1 ∈ R2×1. Then we must have d1 = d′1, i.e. d1 does not depend on the choice of A1 ∈ R2×1.
Thus (5.20) can be written as ϕ(A1, Xk−1, 0) = (A1, Xk−1, 0)Qk , ∀(A1, Xk−1) ∈ R2×k, where Qk =∑n
i=1,i =k Eii + dkEkk +
∑k−1
j=1 djEkj ∈ GLn(R) is fixed. In other words, we ave
ϕ(Xk, 0) = (Xk, 0)Qk, ∀Xk ∈ R2×k.
By the mathematical induction, we have proved (5.17). Taking k = n in (5.17), there exists a fixed
Q ′ ∈ GLn(R) such that
ϕ(X) = XQ ′, ∀X ∈ R2×n.
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Recalling the transformations we have made, the original ϕ must be of the form (1.2).
Subcase 1.2. 3  m  n. By (5.13), we have ϕ
⎛
⎝ R2×n
0
⎞
⎠ =
⎛
⎝ R′2×n
0
⎞
⎠. Let ϕ
⎛
⎝ X
0
⎞
⎠ =
⎛
⎝ X∗
0
⎞
⎠ for
all X ∈ R2×n, where X∗ ∈ R′2×n. Then ϕ induces an a.p. bijective map in both directions ϕ1 : R2×n →
R′2×n by ϕ1(X) = X∗. If ϕ is an invertibility preserving map (or additive), then it is easy to prove that
ϕ1 is also an invertibility preservingmap (or additive).Wehaveϕ1(0) = 0. By Case 1,ϕ1(X) = P2XσQ2
for all X ∈ R2×n, where P2 ∈ GL2(R′), Q2 ∈ GLn(R′) are fixed and σ is an isomorphism from R to R′.
Then ϕ
⎛
⎝ X
0
⎞
⎠ =
⎛
⎝ P2
In−2
⎞
⎠
⎛
⎝ Xσ
0
⎞
⎠Q2, ∀X ∈ R2×n. Let P3 = diag(P2, In−2). Replacing ϕ by the
a.p. bijective map ϕ(X) 	−→
[
P
−1
3 ϕ(X)Q
−1
2
]σ−1
, ϕ becomes an a.p. bijection in both directions from
Rm×n to itself, and we obtain
ϕ
⎛
⎝ X2
0
⎞
⎠ =
⎛
⎝ X2
0
⎞
⎠ , ∀X2 ∈ R2×n. (5.23)
For 2  k  n, we are going to prove that
ϕ
⎛
⎝ Xk
0
⎞
⎠ = Pk
⎛
⎝ Xk
0
⎞
⎠ , ∀Xk ∈ Rk×n, (5.24)
where Pk = ∑ni=1,i =k Eii + dkEkk +∑k−1j=1 djEjk ∈ GLm(R) is fixed.
We prove (5.24) by induction on k. When k = 2, (5.24) is (5.23). Suppose that (5.24) holds for k− 1
(k  3). For an arbitrary but fixed A1 ∈ R1×n, let A =
⎛
⎝ A1
0
⎞
⎠ and letψ(X) = ϕ(TX + A) − A, ∀X ∈
Rm×n, where T is a permutation matrix such that T
⎛
⎝ Xk−1
0
⎞
⎠ =
⎛
⎜⎜⎝
01,n
Xk−1
0
⎞
⎟⎟⎠ for all Xk−1 ∈ R(k−1)×n.
Recall ϕ(A) = A. Then ψ : Rm×n → Rm×n is an a.p. bijective map in both directions with ψ(0) = 0.
If ϕ is an invertibility preserving map (or additive), then ψ is also an invertibility preserving map (or
additive). Similar to the proof of the induction hypothesis, there are PA ∈ GLm(R) and QA ∈ GLn(R)
such that ψ
⎛
⎝ Xk−1
0
⎞
⎠ = PA
⎛
⎝ Xμk−1
0
⎞
⎠QA, ∀Xk−1 ∈ R(k−1)×n, where μ is an automorphism of R. In
other words, we have
ϕ
⎛
⎜⎜⎜⎝
A1
Xk−1
0
⎞
⎟⎟⎟⎠ = PA
⎛
⎜⎜⎜⎝
X
μ
k−1
01,n
0
⎞
⎟⎟⎟⎠QA + A, ∀Xk−1 ∈ R(k−1)×n. (5.25)
By the induction hypothesis on ϕ, we have ϕ
⎛
⎜⎜⎝
A1
Xk−2
0
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
A1
Xk−2
0
⎞
⎟⎟⎠, ∀Xk−2 ∈ R(k−2)×n. Thus by
(5.25) we get that
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PA
⎛
⎜⎜⎜⎝
X
μ
k−2
01,n
0
⎞
⎟⎟⎟⎠QA =
⎛
⎜⎜⎜⎝
01,n
Xk−2
0
⎞
⎟⎟⎟⎠ , ∀Xk−2 ∈ R(k−2)×n. (5.26)
Let xi be the ith row of Xk−2, and let αj be the jth column of PA. By (5.26), we have
∑k−2
i=1 αix
μ
i QA =⎛
⎜⎜⎝
01,n
Xk−2
0
⎞
⎟⎟⎠, and hence αixμi QA =
⎛
⎜⎜⎝
0i,n
xi
0m−i−1,n
⎞
⎟⎟⎠, ∀xi ∈ R1×n, i = 1, . . . , k − 2. By computing, we have
QA = p−1In, αi = pEm×1i+1,1, where p ∈ R×, i = 1, . . . , k − 2, and xμ = p−1xp for all x ∈ R. Let
Xk−1 =
⎛
⎜⎜⎜⎝
x1
...
xk−1
⎞
⎟⎟⎟⎠ where xk−1 ∈ R1×n, and let αk−1p−1 = t(d1, . . . , dm), where di ∈ R is a function
of A1, i = 1, . . . ,m. Then (5.25) can be written as
ϕ
⎛
⎜⎜⎜⎝
A1
Xk−1
0
⎞
⎟⎟⎟⎠ =
k−1∑
i=1
αip
−1xi + A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1 + d1xk−1
x1 + d2xk−1
...
xk−2 + dk−1xk−1
dkxk−1
...
dmxk−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, ∀xi ∈ R1×n.
By (5.13) we have dk+1 = · · · = dm = 0. Thus
ϕ
⎛
⎜⎜⎜⎝
A1
Xk−1
0
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1 + d1xk−1
x1 + d2xk−1
...
xk−2 + dk−1xk−1
dkxk−1
0m−k,n
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, ∀xi ∈ R1×n, i = 1, . . . , k − 1. (5.27)
Let A1 = 0. Similarly, there exist d′i ∈ R, i = 1, . . . , k, such that
ϕ
⎛
⎜⎜⎜⎝
01,n
Xk−1
0
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d′1xk−1
x1 + d′2xk−1
...
xk−2 + d′k−1xk−1
d′kxk−1
0m−k,n
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, ∀xi ∈ R1×n, i = 1, . . . , k − 1. (5.28)
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For any A1 = 0,
⎛
⎜⎜⎝
A1
Xk−1
0
⎞
⎟⎟⎠ ∼
⎛
⎜⎜⎝
01,n
Xk−1
0
⎞
⎟⎟⎠, thus by (5.27) and (5.28), we have
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1 + (d1 − d′1)xk−1
(d2 − d′2)xk−1
...
(dk−1 − d′k−1)xk−1
(dk − d′k)xk−1
0m−k,n
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∼ 0, ∀xk−1 ∈ R1×n.
Thus we must have di = d′i , i = 2, . . . , k. In other words, all di, i = 2, . . . , k, do not depend on the
choice of A1 ∈ R1×n. By (5.27) and (5.13), it is easy to see that dk ∈ R∗.
Let Y =
⎛
⎝ 0k−2,n
A1
⎞
⎠ ∈ R(k−1)×n. Then by (5.28) we get
ϕ
⎛
⎜⎜⎜⎝
0
Xk−1 + Y
0
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d′1(xk−1 + A1)
x1 + d2(xk−1 + A1)
...
xk−2 + dk−1(xk−1 + A1)
dk(xk−1 + A1)
0m−k,n
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, ∀xi ∈ R1×n, 1  i  k − 1. (5.29)
Since
⎛
⎜⎜⎝
0
Xk−1 + Y
0
⎞
⎟⎟⎠ ∼
⎛
⎜⎜⎝
A1
Xk−1
0
⎞
⎟⎟⎠, by (5.27) and (5.29),
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(d′1 − d1)xk−1 + (d′1 − 1)A1
d2A1
...
dkA1
0m−k,n
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∼ 0 for all
xk−1 ∈ R1×n, which implies d1 = d′1, i.e. d1 does not depend on the choice of A1 ∈ R1×n. Thus (5.27)
can be written as
ϕ
⎛
⎜⎜⎜⎝
A1
Xk−1
0
⎞
⎟⎟⎟⎠ = Pk
⎛
⎜⎜⎜⎝
A1
Xk−1
0
⎞
⎟⎟⎟⎠ , ∀Xk−1 ∈ R(k−1)×n, ∀A1 ∈ R1×n, (5.30)
where Pk = ∑ni=1,i =k Eii + dkEkk +∑k−1j=1 djEjk ∈ GLm(R) is fixed. Therefore (5.24) holds.
Replacing ϕ by the transformation ϕ(X) 	−→ P−1k ϕ(X), we have
ϕ
⎛
⎝ Xk
0
⎞
⎠ =
⎛
⎝ Xk
0
⎞
⎠ , ∀Xk ∈ Rk×n.
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Moreover, (5.13) still holds for 1  s  m and t = n. By the mathematical induction and taking k = n
in (5.24), there exists a fixed P′ ∈ GLm(R) such that
ϕ(X) = P′X, ∀X ∈ Rm×n.
Recalling the transformations we have made, the original ϕ is of the form (1.2).
Case 2. ϕ(M1) is a maximal set of the type two. Then (m, n) = (n′,m′) = (2, 2) and 2  m  n.
Similarly, we can prove that ϕ is of the form (1.3).
The converse part of Theorem 1.1 is trivial. The proof of Theorem 1.1 ends. 
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