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ON THE CLASSICAL LIMIT OF QUANTUM MECHANICS I.
BRUCE K. DRIVER AND PUN WAI TONG
Abstract. This paper is devoted to the study of the classical limit of quan-
tum mechanics. In more detail we will elaborate on a method introduced by
Hepp in 1974 for studying the asymptotic behavior of quantum expectations
in the limit as Plank’s constant (~) tends to zero. Our goal is to allow for
unbounded observables which are (non-commutative) polynomial functions of
the position and momentum operators. This is in contrast to Hepp’s original
paper where the observables were, roughly speaking, required to be bounded
functions of the position and momentum operators. As expected the leading
order contributions of the quantum expectations come from evaluating the
observables along the classical trajectories while the next order contributions
are computed by evolving the ~ = 1 observables by a linear canonical trans-
formations which is determined by the second order pieces of the quantum
mechanical Hamiltonian.
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1. Introduction
In the limit where Plank’s constant (~) tends to zero, quantum mechanics is
supposed to reduce to the laws of classical mechanics and their connection was first
shown by P. Ehrenfest in [5]. There is in fact a very large literature devoted in one
way or another to this theme. Although it is not our intent nor within our ability
to review this large literature here, nevertheless the interested reader can find more
information by searching for terms like, correspondence principle, WKB approx-
imation, pseudo-differential operators, micro-local analysis, Moyal brackets, star
products, deformation quantization, Gaussian wave packet and stationary phase
approximation in the context of Feynmann path integrals to name a few. Also,
[12, 6, 19, 21, 26, 14] may introduce readers a broad background on the subject
of semi-classical limit in one aspect or another. In this paper we wish to concen-
trate on a formulation and a method to understand the classical limit of quantum
mechanics which was introduced by Hepp [15] in 1974.
This paper is an elaboration on Hepp’s method to allow for unbounded observ-
ables which was motivated by Rodnianski and Schlein’s [23] treatment of the mean
field dynamics associated to Bose Einstein condensation. In fact, some of the ideas
in [7, 8, 9, 10, 11, 20, 1, 23] and [3] already appeared in Hepp’s [15] paper. In order
to emphasize the main ideas and to not be needlessly encumbered by more com-
plicated notation we will restrict our attention to systems with only one degree of
freedom. Before summarizing the main results of this paper, we first need to intro-
duce some notation. [See section 2 below for more details on the basic setup-used
in this paper.]
1.1. Basic Setup. Let α0 = (ξ + iπ) /
√
2 ∈ C (C ∼= T ∗R is to be thought of as
phase space), H (θ, θ∗) be a symmetric [see Notation 2.8] non-commutative polyno-
mial in two indeterminates, {θ, θ∗} , Hcl (z) := H (z, z¯) for all z ∈ C be the symbol
ofH. [By Remark 2.15 below, we knowHcl is real valued.] A differentiable function,
α (t) ∈ C, is said to satisfy Hamilton’s equations of motion with an initial condition
α0 ∈ C if
iα˙ (t) =
(
∂
∂α¯
Hcl
)
(α (t)) and α (0) = α0. (1.1)
[See Section 2.1 where we recall that Eq. (1.1) is equivalent to the standard real
form of Hamilton’s equations of motion.] Further, let Φ (t, α0) = α (t) (where α (t) is
the solution to Eq. (1.1) ) be the flow associated to Eq. (1.1) and Φ′ (t, α0) : C→ C
2
be the real-linear differential of this flow relative to its starting point, i.e. for all
z ∈ C let
Φ′ (t, α0) z :=
d
ds
|s=0Φ (t, α0 + sz) . (1.2)
As z → Φ′ (t, α0) z is a real-linear function of z, for each α0 ∈ C there exists unique
complex valued functions γ (t) and δ (t) such that
Φ′ (t, α0) z = γ (t) z + δ (t) z¯. (1.3)
where γ (0) = 1 and δ (0) = 0.
We now turn to the quantum mechanical setup. Let L2 (m) := L2 (R,m) be
the Hilbert space of square integrable complex valued functions on R relative to
Lebesgue measure, m. The inner product on L2 (m) is taken to be
〈f, g〉 :=
ˆ
R
f (x) g¯ (x) dm (x) ∀ f, g ∈ L2 (m) (1.4)
and the corresponding norm is ‖f‖ = ‖f‖2 =
√〈f, f〉. [Note that we are using
the mathematics convention that 〈f, g〉 is linear in the first variable and conjugate
linear in the second.] We say A is an operator on L2 (m) if A is a linear (possibly
unbounded) operator from a dense subspace, D (A) , to L2 (m) . As usual if A is
closable, then its adjoint, A∗, also has a dense domain and A∗∗ = A¯ where A¯ is the
closure of A.
Notation 1.1. As is customary, let S := S (R) ⊂ L2 (m) denote Schwartz space of
smooth rapidly decreasing complex valued functions on R.
Definition 1.2 (Formal Adjoint). If A is a closable operator on L2 (m) such that
D (A) = S and S ⊂ D (A∗) , then we define the formal adjoint of A to be the
operator, A† := A∗|S . Thus A† is the unique operator with D
(
A†
)
= S such that
〈Af, g〉 = 〈f,A†g〉 for all f, g ∈ S.
Definition 1.3 (Annihilation and Creation operators). For ~ > 0, let a~ be the
annihilation operator acting on L2 (m) defined so that D (a~) = S and
(a~f) (x) :=
√
~
2
(xf (x) + ∂xf (x)) for f ∈ S. (1.5)
The corresponding creation operator is a†
~
– the formal adjoint of a~, i.e.(
a†
~
f
)
(x) :=
√
~
2
(xf (x)− ∂xf (x)) for f ∈ S. (1.6)
We write a and a† for a~ and a
†
~
respectively when ~ = 1.
Notice that both the creation
(
a†
~
)
and annihilation (a~) operators preserve S
and satisfy the canonical commutation relations (CCRs),[
a~, a
†
~
]
= ~I|S . (1.7)
For each t ∈ R and α0 ∈ C we also define two operators, a (t, α0) and a† (t, α0)
acting on S by,
a (t, α0) = γ (t) a+ δ (t) a
† and (1.8)
a† (t, α0) = γ¯ (t) a† + δ¯ (t) a, (1.9)
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where γ (t) and δ (t) are determined as in Eq. (1.3). Because we are going to fix
α0 ∈ C once and for all in this paper we will simply write a (t) and a† (t) for a (t, α0)
and a† (t, α0) respectively. These operators still satisfy the CCRs, indeed making
use of Eq. (2.12) below we find,[
a (t) , a† (t)
]
=
[
γ¯ (t) a† + δ¯ (t) a, γ (t) a+ δ (t) a†
]
=
(
|γ (t)|2 − |δ (t)|2
)
I = I. (1.10)
This result also may be deduced from Theorem 5.13 below.
Definition 1.4 (Harmonic Oscillator Hamiltonian). The Harmonic Oscillator
Hamiltonian is the self-adjoint operator on L2 (m) defined by
N~ := a∗~a¯~ = ~a∗a¯. (1.11)
As above we write N for N1 and refer to N as the Number operator.
Remark 1.5. The operator, N~, is self-adjoint by a well know theorem of Von
Neumann (see for example [Theorem 3.24, p. 275 in 17]). It is also standard and
well known (or see Corollary 3.26 below) that
D (a∗~) = D (a¯~) = D
(
N 1/2
~
)
= D (∂x) ∩D (Mx) .
Definition 1.6 (Weyl Operators). For α := (ξ + iπ) /
√
2 ∈ C as in Eq. (2.1),
define the unitary Weyl Operator U (α) on L2 (m) by
U (α) = e(α·a
†−α¯·a) = ei
(
πMx− ξi ∂x
)
.
(1.12)
More generally, if ~ > 0, let
U~ (α) = U
(
α√
~
)
= exp
(
1
~
(
α · a†
~
− α¯ · a~
))
. (1.13)
The symmetric operator, i
(
α · a†
~
− α¯ · a~
)
, can be shown to be essentially self
adjoint on S by the same methods used to show 1i ∂x is essentially self adjoint
on C∞c (R) in [12, Proposition 9.29]. Hence the Weyl operators, U~ (α) , are well
defined unitary operators by Stone’s theorem. Alternatively, see Proposition 2.4
below for an explicit description of U~ (α) .
Definition 1.7. Given an operator A on L2 (m) let
〈A〉ψ := 〈Aψ,ψ〉
denote the expectation of A relative to a normalized state ψ ∈ D (A) . The vari-
ance of A relative to a normalized state ψ ∈ D (A2) is then defined as
Varψ (A) :=
〈
A2
〉
ψ
− 〈A〉2ψ .
From Corollary 3.6 below; if ψ ∈ S is a normalized state and P (θ, θ∗) is a
non-commutative polynomial in two variables {θ, θ∗} , then〈
P
(
a~, a
†
~
)〉
U~(α)ψ
= P (α, α¯) +O
(√
~
)
VarU~(α)ψ (P (a~, a
∗
~)) = O
(√
~
)
.
4
Consequently, U~ (α)ψ is a state which is concentrated in phase space near the α
and are therefore reasonable quantum mechanical approximations of the classical
state α.
Definition 1.8 (Non-Commutative Laws). If A1, . . . , Ak are operators on L
2 (m)
having a common dense domainD such that AjD ⊂ D, D ⊂ D
(
A∗j
)
, and A∗jD ⊂ D
for 1 ≤ j ≤ k, then for a unit vector, ψ ∈ D, and a non-commutative polynomial,
P := P (θ1, . . . , θk, θ
∗
1 , . . . , θ
∗
k)
in 2k indeterminants, we let
µ (P) := 〈P (A1, . . . , Ak, A∗1, . . . , A∗k)〉ψ = 〈P (A1, . . . , Ak, A∗1, . . . , A∗k)ψ, ψ〉 .
The linear functional, µ, on the linear space of non-commutative polynomials in 2k
– variables is referred to as the law of (A1, . . . , Ak) relative to ψ and we will in the
sequel denote µ by Lawψ (A1, . . . , Ak) .
1.2. Main results. Theorem 1.16 and Corollaries 1.18 and 1.20 below on the con-
vergence of correlation functions are the main results of this paper. [The proofs of
these results will be given Section 9.] The results of this paper will be proved under
the Assumption 1 described below. First we need a little more notation.
Definition 1.9. Let S be a dense subspace of a Hilbert space K and A be an
operator on K. We say A is symmetric on S provided, S ⊆ D (A) and A|S ⊆ A|∗S ,
i.e. 〈Af, g〉 = 〈f,Ag〉 for all f, g ∈ S.
We now introduce three different partial ordering on symmetric operators on a
Hilbert space.
Notation 1.10. Let S be a dense subspace of a Hilbert space, K, and A and B be
two densely defined operators on K.
(1) We write A S B if both A and B are symmetric on S and
〈Aψ,ψ〉K ≤ 〈Bψ,ψ〉K for all ψ ∈ S.
(2) We write A  B if A D(B) B, i.e. D (B) ⊂ D (A) , A and B are both
symmetric on D (B) , and
〈Aψ,ψ〉K ≤ 〈Bψ,ψ〉K for all ψ ∈ D (B) .
(3) If A and B are non-negative (i.e. 0  A and 0  B) self adjoint operators
on a Hilbert space K, then we say A ≤ B if and only if D
(√
B
)
⊆ D
(√
A
)
and ∥∥∥√Aψ∥∥∥ ≤ ∥∥∥√Bψ∥∥∥ for all ψ ∈ D (√B) .
Interested readers may read Section 10.3 of [24] to learn more properties and
relations among these different partial orderings. Let us now record the main
assumptions which will be needed for the main theorems in this paper. In this
assumption, R 〈θ, θ∗〉 denotes the subspace of non-commutative polynomials with
real coefficients, see Subsection 2.3.
Assumption 1. We say H (θ, θ∗) ∈ R 〈θ, θ∗〉 satisfies Assumption 1. if, H is
symmetric (see Definition 2.10), d = degθH ≥ 2 (see Notation 2.8) is even and
H~ := H
(
a~, a
†
~
)
satisfies; there exists constants C > 0, Cβ > 0 for β ≥ 0, and
1 ≥ η > 0 such that for all ~ ∈ (0, η) ,
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(1) H~ is self-adjoint and H~ + C ≥ I, and
(2) for all β ≥ 0,
N β
~
 Cβ(H~ + C)β . (1.14)
The next Proposition provides a simple class of example H ∈ R 〈θ, θ∗〉 satisfying
Assumption 1 whose infinite dimensional analogues feature in some of the papers
involving Bose-Einstein condensation, see for example, [1, 23].
Proposition 1.11 (p (θ∗θ) – examples). Let p (x) ∈ R [x] (the polynomials in x with
real coefficients) and suppose deg (p) ≥ 1 and the leading order coefficient is positive.
Then H (θ, θ∗) = p (θ∗θ) ∈ R 〈θ, θ∗〉 will satisfy the hypothesis of Assumption 1.
Proof. First we will show
H~ = p
(
a†
~
a~
)
= p (N~) .
We know that p (N~) is self-adjoint and by Corollaries 3.17 and 3.30 we have
p (N~) = p (a∗~a¯~) = p
(
a†
~
a¯~
)
⊂ p
(
a†
~
a~
)
.
Taking adjoint of this inclusion implies
p
(
a†
~
a~
)∗
= p
(
a†
~
a~
)∗
⊂ p (N~)∗ = p (N~) .
However, since p
(
a†
~
a~
)
is symmetric we also have
p
(
a†
~
a~
)
⊂ p
(
a†
~
a~
)∗
= p
(
a†
~
a~
)∗
⊂ p (N~)
which implies
p
(
a†
~
a~
)
⊂ p (N~) .
Since there exists C > 0 and Cβ for any β ≥ 0 such that x ≤ Cβ (p (x) + C) for
x ≥ 0, it follows by the spectral theorem that H~ satisfies Eq. (1.14).
The next example provides a much broader class of H ∈ R 〈θ, θ∗〉 satisfying
Assumption 1 while the corresponding operators, H~, no longer typically commute
with the number operator.
Example 1.12 (Example Hamiltonians). Let m ≥ 1, bk ∈ R [x] for 0 ≤ k ≤ m,
and
H (θ, θ∗) :=
m∑
k=0
(−1)k
2k
(θ − θ∗)k bk
(
1√
2
(θ + θ∗)
)
(θ − θ∗)k . (1.15)
With the use of Eqs. (1.5) and (1.6), it follows
H~ =
m∑
k=0
~
k∂kxMbk(
√
~x)∂
k
x on S (1.16)
If
(1) each bk (x) is an even polynomial in x with positive leading order coefficient,
and bm > 0, and
(2) degx(b0) ≥ 2 and degx(bk) ≤ degx(bk−1) for 1 ≤ k ≤ m,
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then by Corollary 1.10 in [4] H (θ, θ∗) satisfies Assumption 1. In particular, if
m > 0 and V ∈ R [x] such that degx V ∈ 2N such that limx→∞ V (x) =∞, then
H (θ, θ∗) = −m
2
(
θ − θ∗√
2
)2
+ V
(
1√
2
(θ + θ∗)
)
and (1.17)
H
(
a~, a
†
~
)
= −1
2
~m∂2x + V
(√
~x
)
(1.18)
satisfies Assumption 1.
Remark 1.13. The essential self-adjointness of H
(
a~, a
†
~
)
in Eq. (1.18) and all of
its non-negative integer powers on S may be deduced using results in Kato [18] and
Chernoff [2]. This fact along with the Eq. (1.14) restricted to hold on S and for
β ∈ N could be combined together to prove Eq. (1.14) for all β ≥ 0 as is explained
in Lemma 6.13 in [4].
Using Theorem A.1 of [4], for any symmetric noncommutative polynomial,H (θ, θ∗) ∈
R 〈θ, θ∗〉 , there exists polynomials, bl
(√
~, x
)
∈ R
[√
~, x
]
, (polynomials in
√
~ and
x with real coefficients), such that
H
(
a~, a
†
~
)
=
m∑
k=0
~
k∂kxMbk(
√
~,
√
~x)∂
k
x on S.
If it so happens that these bk
(√
~,
√
~x
)
satisfy the assumptions of Corollary 1.10
of [4], then Assumption 1 will hold for this H.
Example 1.14. Let
H (θ, θ∗) = θ4 + θ∗4 − 7
8
(θ − θ∗) (θ + θ∗)2 (θ − θ∗) ∈ R 〈θ, θ∗〉 . (1.19)
By using product rule repeatedly with Eqs. (1.5) and (1.6), it follows that
H
(
ah, a
†
h
)
= ~2∂2xb2
(√
~,
√
~x
)
∂2x − ~∂xb1
(√
~,
√
~x
)
∂x + b0
(√
~,
√
~x
)
where
b0
(√
~, x
)
=
1
2
x4 +
3h2
2
, b1
(√
~, x
)
=
1
2
x2, and b2
(√
~, x
)
=
1
2
.
These polynomials satisfy the assumptions of Corollary 1.10 of [4] and therefore
H (θ, θ∗) in Eq. (1.19) satisfies Assumption 1.
Notation 1.15. Given a non-commutative polynomial
P ({θi, θ∗i }ni=1) := P (θ1, . . . , θn, θ∗1 , . . . , θ∗n) ∈ C 〈θ1, . . . , θn, θ∗1 , . . . , θ∗n〉 , (1.20)
in 2n – indeterminants,
Λn := {θ1, . . . , θn, θ∗1 , . . . , θ∗n} , (1.21)
let pmin denote the minimum degree among all non-constant monomials terms ap-
pearing in P
({θi, θ∗i }ni=1) . In more detail there is a constant, P0 ∈ C, such that
P (θ1, . . . , θn, θ
∗
1 , . . . , θ
∗
n) − P0 may be written as a linear combination in words in
the alphabet, Λn, which have length no smaller than pmin.
Theorem 1.16. Suppose H (θ, θ∗) ∈ R 〈θ, θ∗〉 , d = degθH > 0 and 1 ≥ η > 0
satisfy Assumptions 1, α0 ∈ C, ψ ∈ S is an L2 (m) – normalized state and then let;
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(1) α (t) ∈ C be the solution (which exists for all time by Proposition 3.8) to
Hamilton’s (classical) equations of motion (1.1),
(2) a (t) = a (t, α0) be the annihilation operator on L
2 (m) as in Eq. (1.8), and
(3) A~ (t) denote a~ in the Heisenberg picture, i.e.
A~ (t) := e
iH~t/~a~e
−iH~t/~. (1.22)
If {ti}ni=1 ⊂ R and P
({θi, θ∗i }ni=1) ∈ C 〈θ1, . . . , θn, θ∗1 , . . . , θ∗n〉 is a non-commutative
polynomial in 2n – indeterminants, then for 0 < ~ < η, we have〈
P
({
A~ (ti)− α (ti) , A†~ (ti)− α (ti)
}n
i=1
)〉
U~(α0)ψ
=
〈
P
({√
~a (ti) ,
√
~a† (ti)
}n
i=1
)〉
ψ
+O
(
~
pmin+1
2
)
. (1.23)
Remark 1.17. The left member of Eq. (1.23) is well defined because; 1) U~ (α0)S =
S (see Proposition 2.4) and 2) eitH~/~S = S (see Proposition 6.3) from which it
follows that A~ (t) and A~ (t)
† = eiH~t/~a†
~
e−iH~t/~ both preserve S for all t ∈ R.
This theorem is a variant of the results in Hepp [15] which now allows for un-
bounded observables. It should be emphasized that the operators, a (t) , are con-
structed using only knowledge of solutions to the classical ordinary differential
equations of motions while the construction of A~ (t) requires knowledge of the
quantum mechanical evolution. As an easy consequence of Theorem 1.16 we may
conclude that
LawU~(α0)ψ ({A~ (ti)}ni=1) ∼= Lawψ
({
α (ti) +
√
~a (ti)
}n
i=1
)
for 0 < ~≪ 1.
(1.24)
The precise meaning of Eq. (1.24) is given in the following corollary.
Corollary 1.18. If we assume the same conditions and notations as in Theorem
1.16, then (for 0 < ~ < η)〈
P
({
A~ (ti) , A
†
~
(ti)
}n
i=1
)〉
U~(α0)ψ
=
〈
P
({
α (ti) +
√
~a (ti) , α (ti) +
√
~a† (ti)
}n
i=1
)〉
ψ
+O (~) . (1.25)
By expanding out the right side of Eq.(1.25), it follows that〈
P
({
A~ (ti) , A
†
~
(ti)
}n
i=1
)〉
U~(α0)ψ
= P ({α (ti) , α¯ (ti)}ni=1) +
√
~
〈
P1
({
α (ti) : a (ti) , a
† (ti)
}n
i=1
)〉
ψ
+O (~)
(1.26)
where P1
({α (ti) : θi, θ∗i }ni=1) is a degree one homogeneous polynomial of {θi, θ∗i }ni=1
with coefficients depending smoothly on {α (ti)}ni=1 . Equation (1.26) states that the
quantum expectation values,〈
P
({
A~ (ti) , A
†
~
(ti)
}n
i=1
)〉
U~(α0)ψ
, (1.27)
closely track the corresponding classical values P ({α (ti) , α¯ (ti)}ni=1) . The
√
~ term
in Eq. (1.26) represent the first quantum corrections (or fluctuations ) beyond the
leading order classical behavior.
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Remark 1.19. If both H (θ, θ∗) , H˜ (θ, θ∗) ∈ R 〈θ, θ∗〉 both satisfy Assumption 1
and are such that Hcl (α) := H (α, α) and H˜cl (α) := H˜ (α, α) are equal modulo a
constant, then Eq. (1.26) also holds with the A~ (ti) and A
†
~
(ti) appearing on the
left side of this equation being replaced by
eiH˜~ti/~a~e
−iH˜~ti/~ and eiH˜~ti/~a†
~
e−iH˜~ti/~
where H˜~ := H˜
(
a~, a
†
~
)
. In other words, if we view H and H˜ as two “quantiza-
tions”of Hcl, then the quantum expectations relative to H and H˜ agree up to order√
~.
Corollary 1.20. Under the same conditions in Theorem 1.16, we let ψ~ = U~ (α0)ψ.
As ~→ 0+, we have〈
P
({
A~ (ti) , A
†
~
(ti)
}n
i=1
)〉
ψ~
→ P ({αi (t) , α¯i (t)}ni=1) , (1.28)
and〈
P
({
A~ (ti)− α (ti)√
~
,
A†
~
(ti)− α¯ (ti)√
~
}n
i=1
)〉
ψ~
→
〈
P
({
a (ti) , a
† (ti)
}n
i=1
)〉
ψ
.
(1.29)
We abbreviate this convergence by saying
Lawψ~
({
A~ (ti)− α (ti)√
~
,
A†
~
(ti)− α¯ (ti)√
~
}n
i=1
)
→ Lawψ
({
a (ti) , a
† (ti)
}n
i=1
)
.
1.3. Comparison with Hepp. The primary difference between our results and
Hepp’s results in [15] is that we allow for non-bounded (polynomial in a~ and a
†
~
)
observables where as Hepp’s “observables” are unitary operators of the form
U~ (z) = exp
(
za~ − z¯a†~
)
for z ∈ C.
As these observables are bounded operators, Hepp is able to prove his results under
less restrictive assumptions than those in Assumption 1 of this paper. For the most
part Hepp primarily works with Hamiltonian operators in the Schrödinger form of
Eq. (1.17) where the potential function, V, is not necessarily restricted to be a
polynomial function. [Hepp does however allude to being able to allow for more
general Hamiltonian operators which are not necessarily of the Schrödinger form
in Eq. (1.17).] The analogue of Corollary 1.20 (for n = 1) in Hepp [15], is his
Theorem 2.1 which states; if z ∈ C and ψ ∈ L2 (R), then
lim
~↓0
〈
exp
(
z
a~ − α (t)√
~
− z¯ a
†
~
− α¯ (t)√
~
)〉
ψ~(t)
=
〈
exp
(
za (t)− z¯a† (t)
)〉
ψ
,
where ψ~ (t) := e
−iH~t/~U~ (α0)ψ.
Acknowledgment. Both authors would like to thank Ioan Bejenaru, Brian C.
Hall, Rupert L. Frank, and Jacob Sterbenz for helpful discussions at various stages
of this work.
2. Background and Setup
In this section we will expand on the basic setup described above and recall some
basic facts that will be needed throughout the paper.
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2.1. Classical Setup. In this paper, we take configuration space to be R so that
our classical state space is T ∗R ∼= R2. [Extensions to higher and to infinite dimen-
sions will be considered elsewhere.] Following Hepp [15], we identify T ∗R with C
via
T ∗R ∋ (ξ, π)→ α := 1√
2
(ξ + iπ) . (2.1)
Taking in account the “
√
2”above, we set
∂
∂α
:=
1√
2
(∂ξ − i∂π) and ∂
∂α¯
:=
1√
2
(∂ξ + i∂π)
so that ∂∂αα = 1 =
∂
∂α¯ α¯ and
∂
∂α α¯ = 0 =
∂
∂α¯α. As usual given a smooth real valued
function,1 Hcl (ξ, π) , on T ∗R we say (ξ (t) , π (t)) solves Hamilton’s equations of
motion provided,
ξ˙ (t) = Hclπ (ξ (t) , π (t)) and π˙ (t) = −Hclξ (ξ (t) , π (t)) (2.2)
where Hclπ := ∂H
cl/∂π and Hclξ := ∂H
cl/∂ξ . A simple verifications shows; if
α (t) :=
1√
2
(ξ (t) + iπ (t)) ,
then (ξ (t) , π (t)) solves Hamilton’s Eqs. (2.2) iff α (t) satisfies
iα˙ (t) =
(
∂
∂α¯
H˜cl
)
(α (t)) (2.3)
where
H˜cl (α) := Hcl (ξ, π) where α =
1√
2
(ξ + iπ) ∈ C.
In the future we will identify H˜cl with Hcl and drop the tilde from our notation.
Example 2.1. If H (α) = |α|2+ 12 |α|4 , then the associated Hamiltonian equations
of motion are given by
iα˙ =
∂
∂α¯
(
αα¯+
1
2
α2α¯2
)
= α+ α2α¯ = α+ |α|2 α.
Proposition 2.2. Let z (t) := Φ′ (t, α0) z be the real differential of the flow asso-
ciated to Eq. (1.1) as in Eq. (1.2). Then z (t) satisfies z (0) = z and
iz˙ (t) = u (t) z¯ (t) + v (t) z (t) , (2.4)
where
u (t) :=
(
∂2
∂α¯2
Hcl
)
(α (t)) ∈ C and v (t) =
(
∂2
∂α∂α¯
Hcl
)
(α (t)) ∈ R. (2.5)
Moreover, if we express z (t) = γ (t) z + δ (t) z¯ as in Eq. (1.3) and let
Λ (t) :=
[
γ (t) δ (t)
δ¯ (t) γ¯ (t)
]
, (2.6)
then
detΛ (t) = |γ (t)|2 − |δ (t)|2 = 1 ∀ t ∈ R
1Later Hcl will be the symbol of a symmetric element ofH ∈ C 〈θ, θ∗〉 as described in subsection
2.3.
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and
iΛ˙ (t) =
[
v (t) u (t)
−u¯ (t) −v¯ (t)
]
Λ (t) and Λ (0) = I. (2.7)
Proof. First recall if f : C→ C is a smooth function (not analytic in general),
then the real differential, z → f ′ (α) z := dds |0f (α+ sz) , of f at α satisfies
f ′ (α) z =
(
∂
∂α
f
)
(α) z +
(
∂
∂α¯
f
)
(α) z¯. (2.8)
By definition Φ (t, α0) satisfies the differential equation,
iΦ˙ (t, α0) =
(
∂
∂α¯
Hcl
)
(Φ (t, α0)) and Φ (0, α0) = α0.
Differentiating this equation relative to α0 using the chain rule along with Eq. (2.8)
shows z (t) := Φ′ (t, α0) z satisfies Eq. (2.4). The fact that v (t) is real valued follows
from its definition in Eq. (2.5) and the fact that Hcl is a real valued function.
Inserting the expression, z (t) = γ (t) z + δ (t) z¯, into Eq. (2.4) one shows after a
little algebra that,
iγ˙ (t) z + iδ˙ (t) z¯ =
(
u (t) δ¯ (t) + v (t) γ (t)
)
z + (u (t) γ¯ (t) + v (t) δ (t)) z¯
from which we conclude that (γ (t) , δ (t)) ∈ C2 satisfy the equations
iγ˙ (t) = u (t) δ¯ (t) + v (t) γ (t) and (2.9)
iδ˙ (t) = u (t) γ¯ (t) + v (t) δ (t) . (2.10)
Using these equations we then find;
d
dt
(
|γ|2 − |δ|2
)
= 2Re
(
γ˙γ¯ − δ˙δ¯
)
= 2Re
(−i (uδ¯ + vγ) γ¯ + i (uγ¯ + vδ) δ¯)
= 2Re
(
−iv |γ|2 + iv |δ|2
)
= 0. (2.11)
Since z (0) = z, γ (0) = 1 and δ (0) = 1 and so from Eq. (2.11) we learn(
|γ|2 − |δ|2
)
(t) =
(
|γ|2 − |δ|2
)
(0) = 12 − 02 = 1. (2.12)
Finally, Eq. (2.7) is simply the vector form of Eqs. (2.9) and (2.10).
Remark 2.3. Equation (2.4) may be thought of as the time dependent Hamiltonian
flow,
iz˙ (t) =
∂q (t, ·)
∂z¯
(z (t))
where q (t, z) ∈ R is the quadratic time dependent Hamiltonian defined by
q (t : z) =
1
2
u (t) z2 +
1
2
u¯ (t) z¯2 + v (t) z¯z
=
1
2
(
∂2
∂α2
Hcl
)
(α (t)) z2 +
1
2
(
∂2
∂α¯2
Hcl
)
(α (t)) z¯2
+
(
∂
∂α
∂
∂α¯
Hcl
)
(α (t)) |z|2 .
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2.2. Quantum Mechanical Setup. Recall that our quantum mechanical Hilbert
space is taken to be the space of Lebesgue square integrable complex valued func-
tions on R (L2 (m) := L2 (R,m)) equipped with the usual L2 (m)-inner product as
in Eq. (1.4). To each ~ > 0 (~ is to be thought of as Planck’s constant), let
q~ :=
√
~Mx and p~ :=
√
~
1
i
d
dx
(2.13)
interpreted as self-adjoint operators on L2 (m) := L2 (R,m) with domains
D (q~) =
{
f ∈ L2 (m) : x→ xf (x) ∈ L2 (m)} and
D (p~) = D
(
d
dx
)
=
{
f ∈ L2 (m) : x→ f (x) is A.C. and f ′ ∈ L2 (m)}
where A.C. is an abbreviation of absolutely continuous. Using Corollary 3.26 below,
the annihilation and creation operators in Definition 1.3 may be expressed as
a¯~ :=
q~ + ip~√
2
=
√
~
2
(
Mx +
d
dx
)
and (2.14)
a∗
~
:=
q~ − ip~√
2
=
√
~
2
(
Mx − d
dx
)
. (2.15)
2.2.1. Weyl Operator.
Proposition 2.4. Let α := (ξ + iπ) /
√
2 ∈ C, ~ > 0, and U (α) and U~ (α) be as
in Definition 1.6. Then
(U (α) f) (x) = exp
(
iπ
(
x− 1
2
ξ
))
f (x− ξ) ∀ f ∈ L2 (m) , (2.16)
U (α)S = S,
U~ (α)
∗
a~U~ (α) = a~ + α, and (2.17)
U~ (α)
∗ a†
~
U~ (α) = a
†
~
+ α¯, (2.18)
as identities on S.
Proof. Given f ∈ S let F (t, x) := (U (tα) f) (x) so that
∂
∂t
F (t, x) =
(
iπx− ξ ∂
∂x
)
F (t, x) with F (0, x) = f (x) . (2.19)
Solving this equation by the method of characteristics then gives Eq. (2.16). [Al-
ternatively one easily verifies directly that
F (t, x) := exp(itπ(x − 1
2
tξ))f(x − tξ)
solves Eq. (2.19).] It is clear from Eq. (2.16) that U (α)S ⊂ S and U (−α)U (α) =
I for all α ∈ C. Therefore S ⊂ U (−α)S. Replacing α by −α in this last inclusion
allows us to conclude that U (α)S = S. The formula in Eq. (2.19) also directly
extends to L2 (m) where it defines a unitary operator. The identities in Eqs. (2.17)
and (2.18) for ~ = 1 follows by simple direct calculations using Eq. (2.16). The
case of general ~ > 0 then follows by simple scaling arguments.
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Remark 2.5. Another way to prove Eq. (2.17) is to integrate the identity,
d
dt
U~ (tα)
∗ a~U~ (tα) = −U~ (tα)∗
[
1
~
(
α · a†
~
− α¯ · a~
)
, a~
]
U~ (tα) = α,
with respect to t on S and the initial condition U (0) = I.
Definition 2.6. Suppose that {W (t)}t∈R is a one parameter family of (possibly)
unbounded operators on a Hilbert space 〈K, 〈·, ·〉K〉 . Given a dense subspace, D ⊂
K, we say W (t) is strongly ‖·‖K-norm differentiable on D if 1) D ⊂ D (W (t))
for all t ∈ R and 2) for all ψ ∈ D, t → W (t)ψ is ‖·‖K-norm differentiable. For
notational simplicity we will write W˙ (t)ψ for ddt [W (t)ψ] .
Proposition 2.7. If R ∋ t → α (t) ∈ C is a C1 function and N := N~|~=1 the
number operator defined in Eq. (1.11), then {U (α (t))}t∈R is strongly L2 (m)-norm
differentiable on D
(√N) as in the Definition 2.6 and for all f ∈ D (√N) we
have
d
dt
(U (α (t)) f) =
(
α˙ (t) a∗ − α˙ (t)a¯+ i Im
(
α (t) α˙ (t)
))
U (α (t)) f
= U (α (t))
(
α˙ (t) a∗ − α˙ (t)a¯− i Im
(
α (t) α˙ (t)
))
f.
Moreover, U (α (t)) preserves D
(√N), Cc(R), and S.
Proof. From Corollary 3.26 below we know D(∂x)∩D(Mx) = D
(√N) . Using
this fact, the proposition is a straightforward verification based on Eq. (2.16). The
reader not wishing to carry out these computations may find it instructive to give
a formal proof based on the algebraic fact that eA+B = eAeBe−
1
2 [A,B] where A and
B are operators such that the commutator, [A,B] := AB − BA, commutes with
both A and B.
As we do not wish to make any particular choice of quantization scheme, in this
paper we will describe all operators as a non-commutative polynomial functions of
a~ and a
†
~
. This is the topic of the next subsection.
2.3. Non-commutative Polynomial Expansions.
Notation 2.8. Let C 〈θ, θ∗〉 be the space of non-commutative polynomials in the
non-commutative indeterminates. That is to say C 〈θ, θ∗〉 is the vector space over
C whose basis consists of words in the two letter alphabet, Λ1 = {θ, θ∗} , cf. Eq.
(1.21). The general element, P (θ, θ∗) , of C 〈θ, θ∗〉 may be written as
P (θ, θ∗) =
d∑
k=0
∑
b=(b1,...,bk)∈Λk1
ck (b) b1 . . . bk, (2.20)
where d ∈ N0 and{
ck (b) : 0 ≤ k ≤ d and b = (b1, . . . , bk)∈Λk1
} ⊂ C.
If cd : Λ
d
1 → C is not the zero function, we say d =: degθ P is the degree of P.
It is sometimes convenient to decompose P (θ, θ∗) in Eq. (2.20) as
P (θ, θ∗) =
d∑
k=0
Pk (θ, θ
∗) (2.21)
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where
Pk (θ, θ
∗) =
∑
b1,...,bk∈Λ1
ck (b1, . . . , bk) b1 . . . bk. (2.22)
Polynomials of the form in Eq. (2.22) are said to be homogeneous of degree k.
By convention, P0 := P0 (θ, θ
∗) is just an element of C. We endow C 〈θ, θ∗〉 with its
ℓ1 – norm, |·| , defined for P as in Eq. (2.20) by
|P | :=
d∑
k=0
|Pk| where |Pk| =
∑
b=(b1,...,bk)∈Λk1
|ck (b)| . (2.23)
Definition 2.9 (Monomials). For b = (b1, . . . , bk) ∈ {θ, θ∗}k let ub ∈ C 〈θ, θ∗〉 be
the monomial,
ub (θ, θ
∗) = b1 . . . bk (2.24)
with the convention that for k = 0 we associate the unit element u0 = 1.
As usual, we make C 〈θ, θ∗〉 into a non-commutative algebra with its natural
multiplication determined on the word basis elements ∪∞k=0
{
ub : b ∈{θ, θ∗}k
}
by
concatenation of words, i.e. ubud = u(b,d) where if d = (d1, . . . , dl) ∈ {θ, θ∗}l
(b,d) := (b1, . . . , bk, d1, . . . , dl) ∈ {θ, θ∗}k+l .
For example, θθθ∗ ·θ∗θ = θθθ∗θ∗θ.We also define a natural involution on C 〈θ, θ∗〉
determined by (θ)
∗
= θ∗, (θ∗)∗ = θ, z∗ = z¯ for z ∈ C, and (α · β)∗ = β∗α∗ for α, β ∈
C 〈θ, θ∗〉 . Formally, if b = (b1, . . . , bk) ∈ {θ, θ∗}k , then
u∗
b
= b∗kb
∗
k−1 . . . b
∗
1 = ub∗ where b
∗ :=
(
b∗k, b
∗
k−1, . . . , b
∗
1
)
. (2.25)
In what follows we will often denote an P ∈ C 〈θ, θ∗〉 by P (θ, θ∗) .
Definition 2.10 (Symmetric Polynomials). We say P ∈ C 〈θ, θ∗〉 is symmetric
provided P = P ∗.
If A is any unital algebra equipped with an involution, ξ → ξ†, and ξ is any fixed
element of A, then there exists a unique algebra homomorphism
P (θ, θ∗) ∈ C 〈θ, θ∗〉 → P (ξ, ξ†) ∈ A
determined by substituting ξ for θ and ξ† for θ∗. Moreover, the homomorphism
preserves involutions, i.e.
[
P
(
ξ, ξ†
)]†
= P ∗
(
ξ, ξ†
)
. The two special cases of this
construction that we need here are contained in the following two definitions.
Definition 2.11 (Classical Symbols). The symbol (or classical residue) of P ∈
C 〈θ, θ∗〉 is the function P cl ∈ C [z, z¯] (= the commutative polynomials in z and
z¯ with complex coefficients) defined by P cl (α) := P (α, α¯) where we view C as a
commutative algebra with an involution given by complex conjugation.
Definition 2.12 (Polynomial Operators). If P (θ, θ∗) ∈ C 〈θ, θ∗〉 is a non-commutative
polynomial and ~ > 0, then P
(
a~, a
†
~
)
is a differential operator on L2 (m) whose
domain is S. [Notice that P
(
a~, a
†
~
)
preserves S, i.e. P
(
a~, a
†
~
)
S ⊂ S.]We further
let P~ := P
(
a~, a
†
~
)
be the closure of P
(
a~, a
†
~
)
. Any linear differential operator
of the form P
(
a~, a
†
~
)
for some P (θ, θ∗) ∈ C 〈θ, θ∗〉 will be called a polynomial
operator.
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We introduce the following notation in order to write out P
(
a~, a
†
~
)
more ex-
plicitly.
Notation 2.13. For any ~ > 0 let Ξ~ : {θ, θ∗} →
{
a~, a
†
~
}
be define by
Ξ~ (b) =
{
a~ if b = θ
a†
~
if b = θ∗
. (2.26)
In the special case where ~ = 1 we will simply denote Ξ1 by Ξ.
With this notation if P ∈ C 〈θ, θ∗〉 is as in Eq. (2.20), then P
(
a~, a
†
~
)
may be
written as,
P
(
a~, a
†
~
)
=
d∑
k=0
∑
b=(b1,...,bk)∈Λk1
ck (b) Ξ~ (b1) . . .Ξ~ (bk) (2.27)
or as
P
(
a~, a
†
~
)
=
d∑
k=0
∑
b=(b1,...,bk)∈Λk1
~
k/2ck (b)ub
(
a, a†
)
(2.28)
Definition 2.14 (Monomial Operators). Any linear differential operator of the
form ub
(
a, a†
)
= Ξ1 (b1) . . .Ξ1 (bk) for some b = (b1, . . . , bk) ∈ {θ, θ∗}k and k ∈ N0
will be called a monomial operator.
Remark 2.15. If H (θ, θ∗) ∈ C 〈θ, θ∗〉 is symmetric (i.e. H = H∗), then;
(1) H
(
a~, a
†
~
)
is a symmetric operator on S (i.e.
[
H
(
a~, a
†
~
)]†
= H
(
a~, a
†
~
)
)
for any ~ > 0 and
(2) Hcl (z) := H (z, z) is a real valued function on C.
Indeed, [
H
(
a~, a
†
~
)]†
= H∗
(
a~, a
†
~
)
= H
(
a~, a
†
~
)
and
Hcl (α) := H (α, α¯) = H∗ (α, α¯) = H (α, α¯) = Hcl (α) .
The main point of this paper is to show under Assumption 1 on H that classical
Hamiltonian dynamics associated to Hcl determine the limiting quantum mechan-
ical dynamics determined by H~ := H
(
a~, a
†
~
)
.
We have analogous definitions and statements for the non-commutative algebra,
C 〈θ1, . . . , θn, θ∗1 , . . . , θ∗n〉 , of non-commuting polynomials in 2n – indeterminants,
Λn = {θ1, . . . , θn, θ∗1 , . . . , θ∗n} , as in Eq. (1.21).
Notation 2.16. Let C [x] 〈θ, θ∗〉 and C [α, α¯] 〈θ, θ∗〉 denote the non-commutative
polynomials in {θ, θ∗} with coefficients in the commutative polynomial rings, C [x]
and C [α, α¯] respectively. For P ∈ C [x] 〈θ, θ∗〉 or P ∈ C [α, α¯] 〈θ, θ∗〉 we will write
degθ P to indicate that we are computing the degree relative to {θ, θ∗} and not
relative to x or {α, α¯} .
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For any α ∈ C and P (θ, θ∗) ∈ C 〈θ, θ∗〉 with d = degθ P, let {Pk (α : θ, θ∗)}dk=0 ⊂
C [α, α¯] 〈θ, θ∗〉 denote the unique homogeneous polynomials in C 〈θ, θ∗〉 with coeffi-
cients which are polynomials in α and α¯ such that degθ Pk (α : θ, θ
∗) = k and
P (θ + α, θ∗ + α¯) =
d∑
k=0
Pk (α : θ, θ
∗) . (2.29)
Example 2.17. If
P (θ, θ∗) = θθ∗θ + θ∗θθ∗
then
P (θ + α, θ∗ + α¯) = (θ + α) (θ∗ + α¯) (θ + α) + (θ∗ + α¯) (θ + α) (θ∗ + α¯)
= P0 + P1 + P2 + P≥3
where
P0 (α, θ, θ
∗) = α2α¯+ α¯2α = P cl (α)
P1 (α, θ, θ
∗) =
(
2 |α|2 + α2
)
θ +
(
2 |α|2 + α2
)
θ∗
=
∂P cl
∂α
(α) θ +
∂P cl
∂α¯
(α) θ∗
P2 (α, θ, θ
∗) = αθ2 + αθ∗2 + (α+ α) θ∗θ + (α+ α) θθ∗
=
1
2
(
∂2P cl
∂α2
(α) θ2 +
∂2P cl
∂α¯2
(α) θ∗2
)
+
d
dt
|t=0 d
ds
|s=0P (sθ + α, tθ∗ + α¯)
P≥3 (α, θ, θ∗) = θθ∗θ + θ∗θθ∗.
This example is generalized in the following theorem.
Theorem 2.18. Let P (θ, θ∗) ∈ C 〈θ, θ∗〉 and α ∈ C, then
P0 (α : θ, θ
∗) = P cl (α)
P1 (α : θ, θ
∗) =
[
∂P cl
∂α
(α) θ +
∂P cl
∂α¯
(α) θ∗
]
and
P2 (α : θ, θ
∗) =
1
2
(
∂2P cl
∂α2
(α) θ2 +
∂2P cl
∂α¯2
(α) θ∗2
)
+
d
dt
|t=0 d
ds
|s=0P (sθ + α, tθ∗ + α¯) . (2.30)
where
d
dt
|t=0 d
ds
|s=0P (sθ + α, tθ∗ + α¯) = ∂
2P cl
∂α∂α¯
(α) θ∗θ mod θ∗θ = θθ∗
for all α ∈ C. So we have
P (θ + α, θ∗ + α¯)
= P cl (α) +
[
∂P cl
∂α
(α) θ +
(
∂
∂α¯
P cl
)
(α) θ∗
]
+ P2 (α : θ, θ
∗) + P≥3 (α : θ, θ∗)
(2.31)
where the remainder term, P≥3 is a sum of homogeneous terms of degree 3 or more.
Moreover if P = P ∗, then P ∗2 = P2 and P
∗
≥3 = P≥3.
16
Proof. If p = degθ P, then
P (tθ + α, tθ∗ + α¯) =
p∑
k=0
tkPk (α : θ, θ
∗) ∀ t ∈ R,
and it follows (by Taylor’s theorem) that
Pk (α : θ, θ
∗) =
1
k!
(
d
dt
)k
|t=0P (tθ + α, tθ∗ + α¯) . (2.32)
From Eq. (2.32),
P0 (α : θ, θ
∗) = P (α, α¯) = P cl (α) and
P1 (α : θ, θ
∗) =
d
dt
|t=0P (tθ + α, tθ∗ + α¯)
=
d
dt
|t=0P (tθ + α, α¯) + d
dt
|t=0P (α, tθ∗ + α¯)
=
∂P cl
∂α
(α) θ +
∂P cl
∂α¯
(α) θ∗.
Similarly from Eq. (2.32),
P2 (α : θ, θ
∗) =
1
2
(
d
dt
)2
|t=0P (tθ + α, tθ∗ + α¯)
=
1
2
(
d
dt
)2
|t=0 [P (tθ + α, α¯) + P (α, tθ∗ + α¯)]
+
d
dt
|t=0 d
ds
|s=0P (sθ + α, tθ∗ + α¯)
=
1
2
(
∂2P cl
∂α2
(α) θ2 +
∂2P cl
∂α¯2
(α) θ∗2
)
+
d
dt
|t=0 d
ds
|s=0P (sθ + α, tθ∗ + α¯) .
If P (θ, θ∗) ∈ C 〈θ, θ∗〉 is symmetric, then P (tθ + α, tθ∗ + α¯) ∈ C 〈θ, θ∗〉 is sym-
metric and hence from Eq. (2.32) it follows that Pk (α : θ, θ
∗) ∈ C 〈θ, θ∗〉 is still
symmetric and therefore so is the remainder term,
P≥3 (α : θ, θ∗) =
p∑
k=3
Pk (α : θ, θ
∗) .
3. Polynomial Operators
3.1. Algebra of Polynomial Operators.
Notation 3.1. For b = (b1, . . . , bk) ∈ {θ, θ∗}k , p (b) , q (b) , and ℓ (b) be the Z –
valued functions defined by
p (b) := # {i : bi = θ} , q (b) := # {i : bi = θ∗} , and (3.1)
ℓ (b) :=
k∑
i=1
(1bi=θ∗ − 1bi=θ) = q (b)− p (b) . (3.2)
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Thus p (b) (q (b)) is the number of θ’s (θ∗’s) in b and ℓ (b) counts the excess number
of θ∗’s over θ’s in b.
Lemma 3.2 (Normal Ordering). If P (θ, θ∗) ∈ C 〈θ, θ∗〉 with d = degθ P, then
there exists R (~ : θ, θ∗) ∈ C [~] 〈θ, θ∗〉 (a non-commutative polynomial in {θ, θ∗}
with polynomial coefficients in ~) such that degθ R (~ : θ, θ
∗) ≤ d− 2 and
P
(
a~, a
†
~
)
=
∑
0≤k,l; k+l≤d
1
k! · l!
(
∂k+lP cl
∂αk∂αl
)
(0) a†k
~
al
~
+ ~R
(
~ : a~, a
†
~
)
∀ ~ > 0.
Proof. By linearity it suffices to consider the case here P (θ, θ∗) is a homoge-
neous polynomial of degree d which may be written as
P (θ, θ∗) =
∑
b∈{θ,θ∗}d
c (b)ub (θ, θ
∗) =
d∑
p=0
∑
b∈{θ,θ∗}d
1p(b)=pc (b)ub (θ, θ
∗) . (3.3)
Since
P (α, α¯) =
d∑
p=0
 ∑
b∈{θ,θ∗}d
1p(b)=pc (b)
αpα¯d−p
it follows that
1
(d− p)! · p!
(
∂dP cp
∂αd−p∂αp
)
(0) =
∑
b∈{θ,θ∗}d
1p(b)=pc (b) .
On the other hand, if b ∈ {θ, θ∗}d and p := p (b) , then making use of the CCRs
of Eq. (1.7) it is easy to show there exists Rb (~, θ, θ
∗) ∈ C [~] 〈θ, θ∗〉 such that
degθ Rb (~, θ, θ
∗) ≤ d− 2 such that
ub
(
a~, a
†
~
)
= a
†(d−p)
~
ap
~
+ ~Rb
(
~, a~, a
†
~
)
. (3.4)
Replacing θ by a~ and θ
∗ by a†
~
in Eq. (3.3) and using Eq. (3.4) we find,
P
(
a~, a
†
~
)
=
d∑
p=0
∑
b∈{θ,θ∗}d
1p(b)=pc (b)ub
(
a~, a
†
~
)
=
d∑
p=0
 ∑
b∈{θ,θ∗}d
1p(b)=pc (b)
 a†(d−p)
~
ap
~
+ ~
∑
b∈{θ,θ∗}d
c (b)Rb
(
~, a~, a
†
~
)
=
d∑
p=0
1
(d− p)! · p!
(
∂dP cl
∂αd−p∂αp
)
(0)a
†(d−p)
~
ap
~
+ ~R
(
~, a~, a
†
~
)
where
R (~, θ, θ∗) =
∑
b∈{θ,θ∗}d
c (b)Rb (~, θ, θ
∗) .
Corollary 3.3. If P (θ, θ∗) and Q (θ, θ∗) are non-commutative polynomials such
that P cl = Qcl, then there exists R (~ : θ, θ∗) ∈ C [~] 〈θ, θ∗〉 with degθ R (~ : θ, θ∗) ≤
degθ (P −Q) (θ, θ∗)− 2 such that
P
(
a~, a
†
~
)
= Q
(
a~, a
†
~
)
+ ~R
(
~, a~, a
†
~
)
.
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Proof. Apply Lemma 3.2 to the non-commutative polynomial, P (θ, θ∗) −
Q (θ, θ∗) .
Proposition 3.4. For all H ∈ C 〈θ, θ∗〉 , there exists a polynomial, pH ∈ C [z, z¯]
such that
H2
(
α : a, a†
)
=
1
2
(
∂2Hcl
∂α2
)
(α) a2 +
1
2
(
∂2Hcl
∂α2
)
(α) a†2 +
(
∂2Hcl
∂α∂α
)
(α) a†a+ pH (α, α¯) I
for all α ∈ C where H2 (α : θ, θ∗) is defined in Eq. (2.29).
Proof. As we have seen the structure of H2 (α : θ, θ
∗) implies there exists
ρ, γ, δ ∈ C [α, α¯] such that
2H2 (α : θ, θ
∗) = ρ (α, α¯) θ2 + ρ (α, α¯)θ∗2 + γ (α, α¯) θ∗θ + δ (α, α¯) θθ∗.
From this equation we find,
2H2 (α : z, z¯) = ρ (α, α¯) z
2 + ρ (α, α¯)z¯2 + [γ (α, α¯) + δ (α, α¯)] zz¯
while form Eq. (2.30) we may conclude that
2H2 (α : z, z¯) =
(
∂2Hcl
∂α2
)
(α) z2 +
(
∂2Hcl
∂α2
)
(α) z¯2 + 2
(
∂2Hcl
∂α∂α
)
(α) z¯z. (3.5)
Comparing these last two equations shows,(
∂2Hcl
∂α2
)
(α) = ρ (α, α¯) ,
(
∂2Hcl
∂α2
)
(α) = ρ (α, α¯), and(
∂2Hcl
∂α∂α
)
(α) =
1
2
[γ (α, α¯) + δ (α, α¯)] .
Using these last identities and the canonical commutations relations we find,
2H2
(
α : a, a†
)
= ρ (α, α¯) a2 + ρ (α, α¯)a†2 + γ (α, α¯) a†a+ δ (α, α¯) aa†
= ρ (α, α¯) a2 + ρ (α, α¯)a†2 + [γ (α, α¯) + δ (α, α¯)] a†a+ δ (α, α¯) I
=
(
∂2Hcl
∂α2
)
(α) a2 +
(
∂2Hcl
∂α2
)
(α) a†2 + 2
(
∂2Hcl
∂α∂α
)
(α) a†a+ pH (α, α¯) I
with pH (α, α¯) = δ (α, α¯) .
Proposition 3.4 and the following simple commutator formulas,[
a†a, a
]
= −a, [a†2, a] = −2a†,[
a†a, a†
]
= a†, and
[
a2, a†
]
= 2a,
immediately give the following corollary.
Corollary 3.5. If H ∈ C 〈θ, θ∗〉 and α ∈ C, then[
H2
(
α : a, a†
)
, a
]
= −
(
∂2Hcl
∂α∂α
)
(α) a−
(
∂2Hcl
∂α2
)
(α) a†
[
H2
(
α : a, a†
)
, a†
]
=
(
∂2Hcl
∂α2
)
(α) a+
(
∂2Hcl
∂α∂α
)
(α) a†.
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3.2. Expectations and variances for translated states. The next result is a
fairly easy consequence of Proposition 2.4 and the expansion of non-commutative
polynomials into their homogeneous components.
Corollary 3.6 (Concentrated states). Let P (θ, θ∗) ∈ C 〈θ, θ∗〉 , ψ ∈ S, ~ > 0, and
α ∈ C, then 〈
P
(
a~, a
†
~
)〉
U~(α)ψ
= P (α, α¯) +O
(√
~
)
(3.6)
VarU~(α)ψ
(
P
(
a~, a
†
~
))
= O
(√
~
)
, (3.7)
and
lim
~↓0
〈
P
(
a~ − α√
~
,
a†
~
− α¯√
~
)〉
U~(α)ψ
=
〈
P
(
a, a†
)〉
ψ
(3.8)
where 〈·〉U~(α)ψ is defined in Definition 1.7. [In fact, the equality in the last equation
holds before taking the limit as ~→ 0.]
Proof. From Proposition 2.4 and Eq. (2.29),
U~ (α)
∗ P
(
a~, a
†
~
)
U~ (α) = P
(
a~ + α, a
†
~
+ α¯
)
=
d∑
k=0
Pk
(
α : a~, a
†
~
)
(3.9)
and hence〈
P
(
a~, a
†
~
)〉
U~(α)ψ
=
〈
U~ (α)
∗ P
(
a~, a
†
~
)
U~ (α)
〉
ψ
=
〈
P
(
a~ + α, a
†
~
+ α¯
)〉
ψ
=
〈
d∑
k=0
Pk
(
α : a~, a
†
~
)〉
ψ
= P0 (α) +
d∑
k=1
~
k/2
〈
Pk
(
α : a, a†
)〉
ψ
from which Eq. (3.6) follows where P0 (α) is defined in Notation 2.8. Similarly,
making use of the fact that
(
P 2
)
0
(α) =
(
P 20
)
(α)
〈
P 2
(
a~, a
†
~
)〉
U~(α)ψ
=
(
P 20
)
(α) +
2d∑
k=1
~
k/2
〈(
P 2
)
k
(
α : a, a†
)〉
ψ
(3.10)
and hence
VarU~(α)ψ
(
P
(
a~, a
†
~
))
=
(
P 20
)
(α) +
2d∑
k=1
~
k/2
〈(
P 2
)
k
(
α : a, a†
)〉
ψ
−
[(
P0 (α) +
d∑
k=0
~
k/2
〈
Pk
(
α : a, a†
)〉
ψ
)]2
= O
(√
~
)
.
Lastly, using Eq. (3.9) one shows,〈
P
(
a~ − α√
~
,
a†
~
− α¯√
~
)〉
U~(α)ψ
=
〈
P
(
a~ + α− α√
~
,
a†
~
+ α¯− α¯√
~
)〉
ψ
=
〈
P
(
a, a†
)〉
ψ
which certainly implies Eq. (3.8).
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Remark 3.7. If ψ ∈ S and α ∈ C, Eqs. (3.6) and (3.7) should be interpreted to say
that for small ~ > 0, U~ (α)ψ is a state which is concentrated in phase space near
α. Consequently, these are good initial states for discussing the classical (~ → 0)
limit of quantum mechanics.
The next result shows that, under Assumption 1, the classical equations of mo-
tions in Eq. (1.1) have global solutions which remain bounded in time.
Proposition 3.8. If C and C1 are the constants appearing in Eq. (1.14) of As-
sumption 1, α0 ∈ C, and α (t) ∈ C is the maximal solution of Hamilton’s ordinary
differential equations (1.1), then α (t) is defined for all time t and moreover,
|α (t)|2 ≤ C1
(
Hcl (α (0)) + C
)
, (3.11)
where Hcl (α) := H (α, α¯) .
Proof. Equation (1.14) with β = 1 implies
〈N~〉ψ ≤ C1 〈H~ + C〉ψ for all ψ ∈ S. (3.12)
Replacing ψ by U~ (α)ψ in Eq. (3.12) and then letting ~ ↓ 0 gives (with the aid of
Corollary 3.6) the estimate,
|α|2 ≤ C1
(
Hcl (α) + C
)
for all α ∈ C. (3.13)
If α (t) solves Hamilton’s Eq. (1.1) then Hcl (α (t)) = Hcl (α (0)) for all t. As the
level sets of Hcl are compact because of the estimate in Eq. (3.13) there is no
possibility for α (t) to explode and hence solutions will exist for all times t and
moreover must satisfy the estimate in Eq. (3.11).
3.3. Analysis of Monomial Operators of a and a† . In this subsection, recall
that a = a1 and a
† = a†1 as in Definition 1.3. Let
Ω0 (x) :=
1
4
√
4π
exp
(
−1
2
x2
)
and
{
Ωn :=
1√
n!
a†nΩ0
}∞
n=0
. (3.14)
Convention: Ωn ≡ 0 for all n ∈ Z with n < 0.
The following theorem summarizes the basic well known and easily verified prop-
erties of these functions which essentially are all easy consequences of the canonical
commutation relations,
[
a, a†
]
= I on S. We will provide a short proof of these well
known results for the readers convenience.
Theorem 3.9. The functions {Ωn}∞n=0 ⊂ S form an orthonormal basis for L2 (m)
which satisfy for all n ∈ N0,
aΩn =
√
nΩn−1, (3.15)
a†Ωn =
√
n+ 1Ωn+1 and (3.16)
a†aΩn = nΩn. (3.17)
Proof. First observe that Ωn (x) is a polynomial (pn (x)) of degree n times
Ω0 (x) . Therefore the span of {Ωn}∞n=0 are all functions of the form p (x)Ω0 (x)
where p ∈ C [x] . As C [x] is dense in L2 (Ω20 (x) dx) it follows that {Ωn}∞n=0 is total
in L2 (m) .
For the remaining assertions let us recall, if A and B are operators on some
vector space (like S) and adAB := [A,B] , then adA acts as a derivation, i.e.
adA (BC) = (adAB)C +B (adAC) . (3.18)
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Combining this observation with adaa
† = I then shows adaa†n = na†n−1 so that
aΩn = a
1√
n!
a†nΩ0 =
1√
n!
(
adaa
†n)Ω0 = n√
n!
a†(n−1)Ω0 =
√
nΩn−1
which proves Eq. (3.15). Equation (3.16) is obvious from the definition of {Ωn}∞n=0
and Eq. (3.17) follows from Eqs. (3.15) and (3.16). As {Ωn}∞n=0 are eigenvectors of
the symmetric operator a†a with distinct eigenvalues it follows that 〈Ωn,Ωm〉 = 0
if m 6= n. So it only remains to show ‖Ωn‖2 = 1 for all n. However, taking the
L2 (m) -norm of Eq. (3.16) gives
(n+ 1) ‖Ωn+1‖2 =
∥∥a†Ωn∥∥2 = 〈Ωn, aa†Ωn〉 = 〈Ωn, (a†a+ I)Ωn〉
= (n+ 1) ‖Ωn‖2 ,
i.e. n→ ‖Ωn‖2 is constant in n. As we normalized Ω0 to be a unit vector, the proof
is complete.
Notation 3.10. For N ∈ N0, let PN denote orthogonal projection of L2 (m) onto
span {Ωn : 0 ≤ n ≤ N} , i.e.
PNf :=
N∑
n=0
〈f,Ωn〉Ωn for all f ∈ L2 (m) . (3.19)
Notation 3.11 (Standing Notation). For the remainder of this section let k, j ∈ N,
b = (b1, . . . , bk) ∈ {θ, θ∗}k , q := q (b) , l := ℓ (b) , d = (d1, . . . , dj) ∈ {θ, θ∗}j , and
ℓ (d) be as in Notation 3.1. We further let A and D be the two monomial operators,
A := ub
(
a, a†
)
= Ξ(b1) . . .Ξ (bk) and
D := ud
(
a, a†
)
= Ξ(d1) . . .Ξ (dj) .
Lemma 3.12. To each monomial operator A = ub
(
a, a†
)
as in Notation 3.11,
there exists cA : N0 → [0,∞) such that
AΩn = cA (n) · Ωn+l for all n ∈ N0 (3.20)
where (as above) Ωm := 0 if m < 0. Moreover, cA satisfies cA† (n) = cA (n− l)
(where by convention cA (n) ≡ 0 if n < 0),
0 ≤ cA (n) ≤ (n+ q)
k
2 and cA (n) ≍ nk/2 (i.e. lim
n→∞
cA (n)
nk/2
= 1). (3.21)
Proof. Since a and a† shift Ωn to its adjacent Ωn−1 and Ωn+1 respectively from
Theorem 3.9, it is easy to see that Eq. (3.20) holds for some constants cA (n) ∈ R.
Moreover a simple induction argument on k shows there exists δi ∈ Z with δi ≤ q
such that
cA (n) =

√√√√ k∏
i=1
(n+ δi)
 ≥ 0. (3.22)
The estimate and the limit statement in Eq. (3.21) now follows directly from the
Eq. (3.22).
Since A†Ωn = cA† (n)Ωn−l, we find
cA† (n) =
〈A†Ωn,Ωn−l〉 = 〈Ωn,AΩn−l〉 = 〈Ωn, cA (n− l)Ωn〉 = cA (n− l) .
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Example 3.13. Suppose that p, q ∈ N0, k = p+ q, ℓ = q−p, and A = apa†q. Then
AΩn = apa†qΩn = ap
√√√√ q∏
i=1
(n+ i) · Ωn+q
=
√√√√ q∏
i=1
(n+ i) · apΩn+q =
√√√√ q∏
i=1
(n+ i)
√√√√p−1∏
j=0
(n+ q − j)Ωn+ℓ
where
0 ≤ cA (n) =
√√√√ q∏
i=1
(n+ i) ·
√√√√p−1∏
j=0
(n+ q − j) ≤ (n+ q) k2 . (3.23)
Definition 3.14. For β ≥ 0, let
Dβ :=
{
f ∈ L2 (R) :
∞∑
n=0
|〈f,Ωn〉|2 n2β <∞
}
.
[We will see shortly that Dβ = D
(N β) , see Example 3.19.]
Theorem 3.15. Let k = degθ ub (θ, θ
∗) , A = ub
(
a, a†
)
, l = ℓ (b) ∈ Z be as in
Notations 3.11 and 3.1 and cA (n) be coefficients in Lemma 3.12. Then A and A†
are closable operators satisfying;
(1) A¯ = A†∗ and A† = A∗ where we write A†∗ for (A†)∗ .
(2) D
(A¯) = Dk/2 = D (A†) and if g ∈ Dk/2, then
A∗g =
∞∑
n=0
〈g,Ωn〉A†Ωn =
∞∑
n=0
〈g,Ωn〉 cA (n− l)Ωn−l and (3.24)
A†∗g = A¯g =
∞∑
n=0
〈g,Ωn〉AΩn =
∞∑
n=0
〈g,Ωn〉 cA (n)Ωn+l (3.25)
with the conventions that cA (n) and Ωn = 0 if n < 0.
(3) The subspace,
S0 := span {Ωn}∞n=0 ⊂ S ⊂ L2 (m) (3.26)
is a core of both A¯ and A†. More explicitly if g ∈ Dk/2, then
A¯g = lim
N→∞
APNg and A†g = lim
N→∞
A†PNg
where PN is the orthogonal projection operator onto span {Ωk}nk=0 as in
Notation 3.10.
Proof. Since 〈Af, g〉 = 〈f,A†g〉 for all f, g ∈ S = D (A) = D (A†) , it follows
that A ⊂ A†∗ and A† ⊂ A∗ and therefore both A and A† are closable (see [22,
Theorem VIII.1 on p.252]) and
A† ⊂ A∗ and A¯ ⊂ A†∗. (3.27)
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If g ∈ D (A∗) ⊂ L2 (m) ,then from Theorem 3.9 and Lemma 3.12, we have
A∗g =
∞∑
n=0
〈A∗g,Ωn〉Ωn =
∞∑
n=0
〈g,AΩn〉Ωn
=
∞∑
n=0
〈g, cA (n)Ωn+l〉Ωn =
∞∑
n=0
〈g,Ωn+l〉 cA (n)Ωn
=
∞∑
n=0
〈g,Ωn〉 cA (n− l)Ωn−l =
∞∑
n=0
〈g,Ωn〉A†Ωn, (3.28)
wherein we have used the conventions stated after Eq. (3.25) repeatedly. Since, by
Lemma 3.12,
{A†Ωn = cA (n− l)Ωn−l}∞n=0 is an orthogonal set such that∥∥A†Ωn∥∥22 = |cA (n− l)|2 ≍ nk,
it follows that the last sum in Eq. (3.28) is convergent iff
∞∑
n=0
|〈g,Ωn〉|2 nk <∞ ⇐⇒ g ∈ Dk/2.
Conversely if g ∈ Dk/2 and f ∈ S = D (A) we have,〈 ∞∑
n=0
〈g,Ωn〉A†Ωn, f
〉
=
∞∑
n=0
〈g,Ωn〉
〈A†Ωn, f〉
=
∞∑
n=0
〈g,Ωn〉 〈Ωn,Af〉 = 〈g,Af〉
from which it follows that g ∈ D (A∗) and A∗g is given as in Eq. (3.28).
In summary, we have shown D (A∗) = Dk/2 and A∗g is given by Eq. (3.28).
Moreover, from Eq. (3.28), if g ∈ Dk/2 then
A∗g = lim
N→∞
N∑
n=0
〈g,Ωn〉A†Ωn = lim
N→∞
A†PNg
which implies g ∈ D
(
A†
)
and A∗g = A†g, i.e. A∗ ⊂ A†. Combining this last
assertion with the first inclusion in Eq. (3.27) implies and A∗ = A†. This proves all
of the assertions involving A∗ and A†.We may now complete the proof by applying
these assertions with A = ub
(
a, a†
)
replaced by A† = ub∗
(
a, a†
)
and using the
facts that A†† = A, ℓ (b∗) = −ℓ (b) = −l, and cA† (n) = cA (n− l) .
Theorem 3.16. Let k = degθ ub (θ, θ
∗) , j = degθ ud (θ, θ
∗) , A = ub
(
a, a†
)
, D =
ud
(
a, a†
)
, ℓ (b) , and ℓ (d) be as in Notations 3.11 and 3.1. Then;
(1) AD = A¯D¯,
(2) (AD)∗ = D∗A∗, and
(3) A¯ := ub (a, a†) = ub (a¯, a∗) , i.e. if A is a monomial operator in a and
a†, then A¯ is the operator resulting from replacing a by a¯ and a† by a∗
everywhere in A.
Proof. Because of the conventions described after Eq. (3.25), in the argument
below it will be easier to view all sums over n ∈ Z instead of n ∈ N0.We will denote
all of these infinite sums simply as
∑
n . We now prove each item in turn.
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(1) Since AD is a monomial operator of degree k + j it follows from Theorem
3.15 that D
(AD) = D(k+j)/2. On the other hand, f ∈ D (A¯D¯) iff f ∈
D
(D¯) = Dj/2 and Df ∈ D (A¯) = Dk/2. Moreover, Df = D†∗f ∈ D (A¯) =
Dk/2 iff
∞ >
∑
n
∣∣〈Df,Ωn〉∣∣2 nk =∑
n
∣∣〈f,D†Ωn〉∣∣2 nk
=
∑
n
∣∣〈f,Ωn−ℓ(d)〉∣∣2 |cD† (n)|2 nk. (3.29)
However, by Lemma 3.12 we know |cD† (n)|2 ≍ nj and so the condition
in Eq. (3.29) is the same as saying f ∈ D(k+j)/2. Thus we have shown
D
(A¯D¯) = D (AD) . Moreover, if f ∈ D(k+j)/2, then by Theorem 3.15 and
Lemma 3.12 we find,
A¯D¯f =
∑
n
〈Df,Ωn〉AΩn =∑
n
〈
f,D†Ωn
〉AΩn
=
∑
n
〈
f, cD (n− ℓ (d))Ωn−ℓ(d)
〉AΩn
=
∑
n
〈f,Ωn〉AcD (n)Ωn+ℓ(d)
=
∑
n
〈f,Ωn〉ADΩn = ADf. (3.30)
(2) By item 1. of Theorem 3.15 and item 1. of this theorem,
(AD)∗ = (AD)† = D†A† = D†A† = D∗A∗.
(3) This follows by induction on k = degθ ub making use of item 1. of Theorem
3.15 and item 1.
Corollary 3.17 (Diagonal form of the Number Operator). If N =u(θ∗,θ) (a¯, a∗) =
a∗a¯ as in Definition 1.4, then by N = a†a,
D (N ) = D1 =
{
f ∈ L2 (m) :
∞∑
n=0
n2 |〈f,Ωn〉|2 <∞
}
,
and for f ∈ D (N ) ,
Nf =
∞∑
n=0
n 〈f,Ωn〉Ωn.
Proof. Since N =u(θ∗,θ) (a¯, a∗) , it follows by Theorem 3.16 that
N =u(θ∗,θ) (a, a†) = a†a
and then by Theorem 3.15 that D (N ) = D1. Moreover, by items 1 and 2 in the
Theorem 3.15, if f ∈ D (N ) , then
Nf =
∞∑
n=0
〈f,Ωn〉 a†aΩn =
∞∑
n=0
n 〈f,Ωn〉Ωn.
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Definition 3.18 (Functional Calculus for N ). Given a function G : N0 → C let
G (N ) be the unique closed operator on L2 (m) such that G (N ) Ωn := G (n)Ωn for
all n ∈ N0. In more detail,
D (G (N )) :=
{
u ∈ L2 (m) :
∞∑
n=0
|G (n)|2 |〈u,Ωn〉|2 <∞
}
(3.31)
and for u ∈ D (G (N )) ,
G (N )u :=
∞∑
n=0
G (n) 〈u,Ωn〉Ωn.
Example 3.19. If β ≥ 0, then D (N β) = Dβ where Dβ was defined in Definition
3.14.
Notation 3.20. If J ⊂ N0 and
1J (n) :=
{
1 if n ∈ J
0 otherwise
,
then
1J (N ) f =
∑
n∈J
〈f,Ωn〉Ωn (3.32)
is orthogonal projection onto span {Ωn : n ∈ J}. When J = {0, 1, . . . , N} , then
1J (N ) (or also write 1N≤N ) is precisely the orthogonal projection operator already
defined in Eq. (3.19) above.
At this point it is convenient to introduce a scale of Sobolev type norms on
L2 (m) .
Notation 3.21 (β – Norms). For β ≥ 0 and f ∈ L2 (m) , let
‖f‖2β :=
∞∑
n=0
|〈f,Ωn〉|2 (n+ 1)2β . (3.33)
Remark 3.22. From Definition 3.18 and Notation 3.21, it is readily seen that
Dβ = D
(N β) = {f ∈ L2 (m) : ‖f‖2β <∞} ,
‖f‖2β =
∥∥∥(N + I)β f∥∥∥2
L2(m)
∀ f ∈ D (N β) ,
D
(N β) = D ((N + 1)β) for all β ≥ 0, and
‖·‖β1 ≤ ‖·‖β2 and D
(N β2) ⊆ D (N β1) for all 0 ≤ β1 ≤ β2.
The normed space,
(
D
(N β) , ‖·‖β) , is a Hilbertian space which is isomorphic to
ℓ2 (N0, µβ) where µβ (n) := (1 + n)
2β . The isomorphism is given by the unitary
map,
f ∈ D (N β)→ {〈f,Ωn〉}∞n=0 ∈ ℓ2 (N0, µβ) .
It is well known (see for example, [25, Theorem 1]) that
S =
∞⋂
n=0
D (Nn) =
⋂
β≥0
D
(N β) . (3.34)
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The inclusion S ⊂ ⋂∞n=0D (Nn) is easy to understand since if n ∈ N0, (a†a+ I)n
is symmetric on S and therefore if f ∈ S we have,
‖f‖2n =
∞∑
n=0
|〈f,Ωn〉|2 (n+ 1)2n =
∞∑
n=0
∣∣∣〈f, (a†a+ I)nΩn〉∣∣∣2
=
∞∑
n=0
∣∣∣〈(a†a+ I)n f,Ωn〉∣∣∣2 = ∥∥∥(a†a+ I)n f∥∥∥2
L2(m)
<∞.
The following related result will be useful in the sequel.
Proposition 3.23. The subspace S0 in Eq. (3.26) is dense (and so is S) in(
D
(N β) , ‖·‖β) for all β ≥ 0. Moreover, if f ∈ D (N β) , then PNf ∈ S0 and
‖f − PNf‖β → 0 as N →∞.
Proof. If f ∈ D (N β) , then
∞∑
n=0
|〈f,Ωn〉|2 (1 + n)2β = ‖f‖2β <∞
and hence
‖f − PNf‖2β =
∞∑
n=N+1
|〈f,Ωn〉|2 (1 + n)2β → 0 as N →∞.
Remark 3.24. The zero norm, ‖·‖0 , is just a standard L2 (m)-norm and we will
typically drop the subscript 0 and simply write ‖·‖ for ‖·‖0 = ‖·‖L2(m) .
Remark 3.25. If A = ub
(
a, a†
)
and k = degθ ub (θ, θ
∗) , then by Eq. (3.33) and
the Theorem 3.15, we have
D
(A¯) = Dk/2 = D (N k2 ) . (3.35)
Corollary 3.26. The following domain statement holds;
D (a¯) = D (a∗) = D
(
N 1/2
)
= D (Mx) ∩D (∂x) . (3.36)
Moreover for f ∈ D (N 1/2) ,
a¯f =
∞∑
n=1
√
n 〈f,Ωn〉Ωn−1 and (3.37)
a∗f =
∞∑
n=0
√
n+ 1 〈f,Ωn〉Ωn+1. (3.38)
Proof. D (a¯) = D (a∗) = D
(N 1/2) is followed by the Eq. (3.35) in the Remark
3.25. Eqs (3.37) and (3.38) are consequence from Theorem 3.15. The only new
statement to prove here is thatD
(N 1/2) = D (Mx)∩D (∂x) . If f ∈ D (Mx)∩D (∂x)
we have
√
n 〈f,Ωn〉 =
〈
f, a†Ωn−1
〉
=
1√
2
〈f, (Mx − ∂x) Ωn−1〉
=
1√
2
〈(Mx + ∂x) f,Ωn−1〉
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from which it follows that
∞∑
n=1
∣∣√n 〈f,Ωn〉∣∣2 = 1
2
‖(Mx + ∂x) f‖2 <∞
and therefore f ∈ D (a¯) = D (N1/2) . Conversely if f ∈ D (N 1/2) and we let
fm :=
∑m
k=0 〈f,Ωk〉Ωk for all m ∈ N, then fm → f, a¯fm → a¯f and a∗fm → a∗f in
L2. Thus it follows that in the limit as m→∞,
Mxfm =
1√
2
(a¯+ a∗) fm → 1√
2
(a¯+ a∗) f and
∂xfm =
1√
2
(a¯− a∗) fm → 1√
2
(a¯− a∗) f.
As Mx and ∂x are closed operators, it follows that f ∈ D (Mx) ∩D (∂x) .
3.4. Operator Inequalities.
Notation 3.27 (β1, β2 – Operator Norms). Let β1, β2 ≥ 0. If T : D
(N β1) →
D
(N β2) is a linear map, let
‖T ‖β1→β2 := sup
06=ψ∈D(Nβ1)
‖Tψ‖β2
‖ψ‖β1
. (3.39)
denote the corresponding operator norm. We say that T is β1 → β2 bounded if
‖T ‖β1→β2 <∞. In the special case when β1 = β2 = β, let
(
B
(
D
(N β)) , ‖·‖β→β)
denote the Banach space of all β → β bounded linear operators, T : D (N β) →
D
(N β) .
Remark 3.28. Let β1, β2, β3 ≥ 0. As usual, if T : D
(N β1) → D (N β2) and S :
D
(N β2)→ D (N β3) are any linear operators, then
‖ST ‖β1→β3 ≤ ‖S‖β2→β3 ‖T ‖β1→β2 . (3.40)
Proposition 3.29. Let k = degθ ub (θ, θ
∗) and A = ub
(
a, a†
)
be as in Notations
3.11 and 3.1. If β ≥ 0, then A¯D (N β+k/2) ⊂ D (N β) and
∥∥A¯∥∥2
β+k2→β
≤ kk (k + 1)2β ≤ (k + 1)2β+k . (3.41)
Moreover,∥∥A¯f∥∥
β
≤
∥∥∥(N + k)k/2 (N + k + 1)β f∥∥∥ ∀ f ∈ D (N β+k/2) . (3.42)
Proof. Let f ∈ D (N β+k/2) ⊂ D (N k/2) and recall from Lemma 3.12 that
c†A (n) = cA (n− l) and |cA (n)|2 ≤ (n+ k)k . Using these facts and the fact that
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A¯ = A†∗ (see Theorem 3.15), we find,∥∥A¯f∥∥2
β
=
∑
n
∣∣〈A¯f,Ωn〉∣∣2 (1 + n)2β =∑
n
∣∣〈f,A†Ωn〉∣∣2 (1 + n)2β 1n≥0
=
∑
n
|〈f,Ωn−l〉|2 |cA (n− l)| (1 + n)2β 1n≥0
=
∑
n
|〈f,Ωn〉|2 (1 + n+ l)2β 1n+l≥0 |cA (n)|2
≤
∑
n
|〈f,Ωn〉|2 (n+ k + 1)2β (n+ k)k (3.43)
=
∥∥∥(N + k)k/2 (N + k + 1)β f∥∥∥2
0
which proves Eq. (3.42). Using
n+ a ≤ a (n+ 1) for a ≥ 1 and n ∈ N0 (3.44)
in Eq. (3.43) with a = k and a = k + 1 shows,∥∥A¯f∥∥2
β
≤ kk (k + 1)2β
∑
n
|〈f,Ωn〉|2 (1 + n)2β+k = kk (k + 1)2β ‖f‖2β+k/2 .
The previous inequality proves Eq. (3.41) and also A¯D (N β+k/2) ⊂ D (N β) .
Corollary 3.30. If P (θ, θ∗) ∈ C 〈θ, θ∗〉 and d = degθ P, then D
(N d/2) = D (P (a¯, a∗)) ,
P (a¯, a∗) ⊆ P (a, a†), and
‖P (a¯, a∗)‖β+d/2→β ≤
d∑
k=0
kk/2 (k + 1)
β |Pk| for all β ≥ 0. (3.45)
Proof. The operator P (a¯, a∗) is a linear combination of operators of the
form ub (a¯, a
∗) where k = degθ ub (θ, θ
∗) ≤ d. By Theorem 3.15, it follows that
D (ub (a¯, a
∗)) = D
(N k/2) ⊇ D (N d/2) and hence D (N d/2) = D (P (a¯, a∗)) . Fur-
ther, Proposition 3.29 shows
‖ub (a¯, a∗)‖
β+d/2→β
≤ ‖ub (a¯, a∗)‖
β+k/2→β
≤ kk/2 (k + 1)β .
This estimate, the triangle inequality, and the definition of |Pk| in Eq. (2.23) leads
directly to the inequality in Eq. (3.45).
If f ∈ D (N d/2) , it follows from Eq. (3.45) and Proposition 3.23 that
P (a¯, a∗) f = lim
N→∞
P (a¯, a∗)PNf = lim
N→∞
P
(
a, a†
)PNf
which shows f ∈ D
(
P (a, a†)
)
and P (a, a†)f = P (a¯, a∗) f.
Notation 3.31. For x ∈ R let (x)+ := max (x, 0) .
Lemma 3.32. If A = ub
(
a, a†
)
, k = degθ ub (θ, θ
∗) , l = ℓ (b) ∈ Z are as in
Notations 3.11 and 3.1, then for all β ≥ 0 we have,
(N + 1)β A¯f = A¯ ((N + l)+ + 1)β f for all f ∈ D (N β+ k2 ) . (3.46)
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Proof. Using Proposition 3.29 and Remark 3.28 it is readily verified that the
operators on both sides of Eq. (3.46) are bounded linear operators from D
(
N β+ k2
)
to L2 (m) . Since S0 is dense in D
(
N β+ k2
)
(see Proposition 3.23) it suffices to verify
Eq. (3.46) for f = Ωn for all n ∈ N0 which is trivial. Indeed, A¯Ωn = cA (n)Ωn+l
which is zero if n+ l < 0 and hence
(N + 1)β A¯Ωn =
(
(n+ l)+ + 1
)β A¯Ωn = A¯ ((n+ l)+ + 1)β Ωn
= A¯ ((N + l)+ + 1)β Ωn.
Proposition 3.33. Let k ∈ N, b ∈{θ, θ∗}k , A, and ℓ (b) be as in Notation 3.1.
For any β ≥ 0, it gets∥∥∥[(N + 1)β , A¯] (N + 1)−β ϕ∥∥∥
≤ βkk/2 |ℓ (b)| (1 + |ℓ (b)|)|β−1|
∥∥∥(N + 1)k/2−1 1N≥−lϕ∥∥∥ (3.47)
≤ βkk/2 |ℓ (b)| (1 + |ℓ (b)|)|β−1|
∥∥∥(N + 1)k/2−1 ϕ∥∥∥ (3.48)
for all ϕ ∈ D (N k/2) .
Proof. Let l := ℓ (b) . By Lemma 3.32 and the identity, A¯ = A¯1N+l≥0, for all
ψ ∈ D (N k/2+β) we have,[
(N + 1)β , A¯
]
ψ =
[
(N + 1)β A¯ − A¯ (N + 1)β
]
ψ
= A¯
[(
(N + l)+ + 1
)β − (N + 1)β]ψ
= A¯1N+l≥0
[(
(N + l)+ + 1
)β − (N + 1)β]ψ
= A¯
[
(N + l + 1)β − (N + 1)β
]
1N+l≥0ψ
= A¯
[
β
ˆ l
0
(N + 1 + r)β−1 dr
]
1N+l≥0ψ.
Combining this equation with Eq. (3.42) of Proposition 3.29 shows,∥∥∥[(N + 1)β , A¯]ψ∥∥∥ ≤ ∥∥∥∥∥(N + k)k/2
[
β
ˆ l
0
(N + 1 + r)β−1 dr
]
1N≥−lψ
∥∥∥∥∥
≤ β
∣∣∣∣∣
ˆ l
0
∥∥∥(N + k)k/2 (N + 1 + r)β−1 1N≥−lψ∥∥∥ dr
∣∣∣∣∣ .
≤ βkk/2
∣∣∣∣∣
ˆ l
0
∥∥∥(N + 1)k/2 (N + 1 + r)β−1 1N≥−lψ∥∥∥ dr
∣∣∣∣∣ .
For x ≥ max (0,−l) and r between 0 and l, one shows
(x+ 1 + r)β−1 ≤ (1 + |l|)|β−1| (x+ 1)β−1
which combined with the previously displayed equation implies,∥∥∥[(N + 1)β , A¯]ψ∥∥∥ ≤ βkk/2 (1 + |l|)|β−1| |l| ∥∥∥(N + 1) k2+β−1 1N≥−lψ∥∥∥ . (3.49)
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Finally, Eq. (3.47) easily follows by replacing ψ by (N + 1)−β ϕ ∈ D (N k/2) in Eq.
(3.49).
3.5. Truncated Estimates.
Notation 3.34 (Operator Truncation). If Q = P
(
a, a†
)
is a polynomial operator
on L2 (m) and M > 0, let
QM := 1N≤MQ1N≤M = PMQPM . (3.50)
and refer to QM as the level-M truncation of Q. [Recall that PM = 1N≤M are
as in Notations 3.10 and 3.20.]
Proposition 3.35. If k ∈ N, β ≥ 0, 0 < M < ∞, b ∈ {θ, θ∗}k , A = ub
(
a, a†
)
,
and ℓ (b) are as in Notation 3.1, then
‖AM‖β→β ≤ (M + k)k/2 (1 + |ℓ (b)|)β ≤ kk/2 (1 + |ℓ (b)|)β (M + 1)k/2 . (3.51)
Consequently if P ∈ C 〈θ, θ∗〉 with d = degθ P, then∥∥[P (a, a†)]
M
∥∥
β→β ≤
d∑
k=0
(M + k)k/2 (1 + k)β |Pk| (3.52)
which in particular implies that the map,
P ∈ C 〈θ, θ∗〉 → [P (a, a†)]
M
∈
(
B
(
D
(N β)) , ‖·‖β→β) ,
depends continuously on the coefficients of P.
Proof. With l = ℓ (b) , we have for all n ∈ N0,
A∗MΩn = (PMAPM )∗ Ωn = PMA∗PMΩn
= 1n≤MPMA†Ωn = 1n≤McA (n− l)PMΩn−l
= 1n≤M1n−l≤McA (n− l)Ωn−l. (3.53)
From this identity and simple estimates using Eq. (3.44) repeatedly we find, for
f ∈ D (N β) ,
‖AMf‖2β =
∑
n
|〈AMf,Ωn〉|2 (1 + n)2β
=
∑
n
10≤n≤M10≤n−l≤M |〈f,Ωn−l〉|2 |cA (n− l)|2 (1 + n)2β
=
∑
n
10≤n+l≤M10≤n≤M |〈f,Ωn〉|2 |cA (n)|2 (1 + n+ l)2β
≤
∑
n
10≤n+l≤M10≤n≤M |〈f,Ωn〉|2 (k + n)k (1 + n+ |l|)2β
≤ (M + k)k (1 + |l|)2β
∑
n
10≤n+l≤M10≤n≤M |〈f,Ωn〉|2 (1 + n)2β
≤ (M + k)k (1 + |ℓ (b)|)2β ‖f‖2β ≤ kk (M + 1)k (1 + |ℓ (b)|)2β ‖f‖2β .
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Theorem 3.36. Let k ∈ N, β ≥ 0, b ∈ {θ, θ∗}k , and A = ub
(
a, a†
)
be as in
Notation 3.1. If α ≥ β + k/2, then∥∥A¯ − AM∥∥α→β ≤ (M − k + 2)(β+k/2−α) for all M ≥ k. (3.54)
Consequently, if α > β + k/2, then
lim
M→∞
∥∥(A¯ − AM)ϕ∥∥2β = 0 ∀ ϕ ∈ D (Nα) . (3.55)
Proof. Let M ≥ k. From Proposition 3.29, A¯−AM is a bounded operator from
(D (Nα) , ‖·‖α) to
(
D
(N β) , ‖·‖β) . Making use of Eq. (3.53) we find(A† − PMA†PM)Ωn = cA (n− l) [1− 1n≤M · 1n−l≤M ] Ωn−l
= cA (n− l) 1n>M∧(M+l)Ωn−l for all n ∈ Z.
Hence, if ϕ ∈ D (Nα) ⊂ D (N k/2) = D (A¯) , then∥∥(A¯ − AM)ϕ∥∥2β =∑
n
∣∣〈(A¯ − AM)ϕ,Ωn〉∣∣2 (n+ 1)2β
=
∑
n
∣∣〈ϕ, (A† − PMA†PM)Ωn〉∣∣2 (n+ 1)2β
=
∑
n
1n>M∧(M+l) (n+ 1)
2β |〈ϕ,Ωn−l〉|2 |cA (n− l)|2
=
∑
n
1n+l>M∧(M+l) (n+ l + 1)
2β |〈ϕ,Ωn〉|2 |cA (n)|2
=
∑
n
ρ (n) (n+ 1)2α |〈ϕ,Ωn〉|2 ≤ max
n
ρ (n) ‖ϕ‖2α
where
ρ (n) := 1n+l>M∧(M+l)
(n+ l + 1)
2β
(n+ 1)2α
|cA (n)|2 .
This completes the proof since simple estimates using Lemma 3.12 and the fact
that n ≥M − k + 1 shows,
ρ (n) ≤ kk (k + 1)2β (M − k + 2)2(β+k/2−α) .
Corollary 3.37. If P (θ, θ∗) ∈ C 〈θ, θ∗〉 , d = degθ P, β ≥ 0, and α ≥ β+d/2, then
for any M ≥ d,
∥∥[P (a, a†)]
M
− P (a¯, a∗)∥∥
α→β ≤
d∑
k=0
|Pk| (M − k + 2)(β+k/2−α)
≤ (M − d+ 2)(β+d/2−α) |P | . (3.56)
Proof. This result a simple consequence of Theorem 3.36, the triangle inequality,
and the elementary estimate,
(M − k + 2)(β+k/2−α) ≤ (M − d+ 2)(β+d/2−α) for 0 ≤ k ≤ d.
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Proposition 3.38. If P (θ, θ∗) ∈ C 〈θ, θ∗〉 is as in Eq. (2.20) and |Pk| is as in Eq.
(2.23), then for all β ≥ 0,∥∥∥[(N + 1)β , P (a, a†)M] (N + 1)−β∥∥∥0→0
≤
d∑
k=1
βkk/2k (1 + k)
|β−1|
(M + 1)
(k/2−1)+ |Pk| (3.57)
≤ K (β, d) ·
d∑
k=1
(M + 1)
(k/2−1)+ |Pk| (3.58)
where
K (β, d) := βd1+
d
2 (1 + d)
|β−1|
. (3.59)
Proof. If f ∈ L2 (m) , b ∈{θ, θ∗}k and Ab := ub
(
a, a†
)
, then by Proposition
3.33),∥∥∥[(N + 1)β , [Ab]M] (N + 1)−β f∥∥∥ = ∥∥∥[(N + 1)β ,PMAbPM] (N + 1)−β f∥∥∥
=
∥∥∥PM [(N + 1)β ,Ab] (N + 1)−β PMf∥∥∥
≤ βkk/2k (1 + k)|β−1|
∥∥∥(N + 1)k/2−1 PMf∥∥∥
≤ βkk/2k (1 + k)|β−1| (M + 1)(k/2−1)+ ‖f‖ .
Hence P ∈ C 〈θ, θ∗〉 with d = degθ P is given as in Eq. (2.20) (so that P
(
a, a†
)
is
as in Eq. (2.28) with ~ = 1), then by the triangle inequality we find,∥∥∥[(N + 1)β , P (a, a†)M] (N + 1)−β∥∥∥0→0
≤
d∑
k=1
∥∥∥[(N + 1)β , Pk (a, a†)M] (N + 1)−β∥∥∥0→0
≤
d∑
k=1
βkk/2k (1 + k)|β−1| (M + 1)(k/2−1)+ |Pk|
where the absence of the k = 0 term is a consequence P0
(
a, a†
)
M
is proportional
to PM and hence commutes with (N + 1)β .
4. Basic Linear ODE Results
Notation 4.1. If (X, ‖·‖) is a Banach space, then B (X) is notated as a collection
of bounded linear operators from X to itself and ‖·‖B(X) is denoted as an operator
norm. (e.g.
(
B
(
D
(N β)) , ‖·‖β→β) in Notation 3.27. )
Lemma 4.2 (Basic Linear ODE Theorem). Suppose that (X, ‖·‖) is a Banach
space and t → C (t) ∈ B (X) is an operator norm continuous map. Then to each
s ∈ R there exists a unique solution, U (t, s) ∈ B (X) , to the ordinary differential
equation,
d
dt
U (t, s) = C (t)U (t, s) with U (s, s) = I. (4.1)
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Moreover, the function (t, s) → U (t, s) ∈ B (X) is operator norm continuously
differentiable in each of its variables and (t, s) → ∂tU (t, s) and (t, s) → ∂sU (t, s)
are operator norm continuous functions into B (X) ,
∂sU (t, s) = −U (t, s)C (s) with U (t, t) = I, and
U (t, s)U (s, σ) = U (t, σ) for all s, σ, t ∈ R.
Proof. Let V (t) and W (t) in B (X) solve the ordinary differential equations,
d
dt
V (t) = C (t)V (t) with V (0) = I and
d
dt
W (t) = −W (t)C (t) with W (0) = I.
We then have
d
dt
[W (t) V (t)] = −W (t)C (t)V (t) +W (t)C (t)V (t) = 0
so thatW (t)V (t) = I for all t.Moreover, Z (t) := V (t)W (t) solves the differential
equation,
d
dt
Z (t) = −V (t)W (t)C (t) + C (t) V (t)W (t)
= [C (t) , Z (t)] with Z (0) = V (0)W (0) = I.
The unique solution to this differential equation is Z (t) = I from which we conclude
V (t)W (t) = I for all t ∈ R. In summary, we have shown W (t) and V (t) are
inverses of one another. It is now easy to check that
U (t, s) = V (t)V (s)
−1
= V (t)W (s)
from which all of the rest of the stated results easily follow.
Proposition 4.3 (Operator Norm Bounds). Suppose that (K, 〈·, ·〉) is a Hilbert
space, A, is a self-adjoint operators on K with A ≥ I, and make D (A) into a
Hilbert space using the inner product, 〈·, ·〉A , defined by
〈ψ, ϕ〉A := 〈Aψ,Aϕ〉 for all ϕ, ψ ∈ D (A) .
Further suppose that t → C (t) ∈ B (K)[see Notation 4.1] is a ‖·‖K-operator
norm continuous map such that C (t)D (A) ⊂ D (A) for all t and the map t →
C (t) |D(A) ∈ B (D (A)) is ‖·‖A-operator norm continuous. Let U (t, s) ∈ B (K) be
as in Lemma 4.2. Then,
(1) U (t, s)D (A) ⊂ D (A) for all s, t ∈ R, and
U (t, s)U (s, σ) = U (t, σ) .
(2) U (t, s) |D(A) solves
d
dt
U (t, s) |D(A) = C (t) |D(A)U (t, s) |D(A) with U (s, s) |D(A) = ID(A)
where the derivative on the left side of this equation is taken relative to the
operator norm on the Hilbert space, (D (A) , 〈·, ·〉A) .
(3) For all s, t ∈ R,
‖U (t, s)‖B(K) ≤ exp
(
1
2
∣∣∣∣ˆ t
s
‖C (τ) + C∗ (τ)‖B(K) dτ
∣∣∣∣) (4.2)
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where ‖·‖B(K) is as in Notation 4.1. Moreover, U (t, s) is unitary on K if
C (t) is skew adjoint for all t ∈ R.
(4) For all s, t ∈ R,
‖U (t, s)‖B(D(A))
≤ exp
(∣∣∣∣ˆ t
s
[
1
2
‖C (τ) + C∗ (τ)‖B(K) +
∥∥[A,C (τ)]A−1∥∥
B(K)
]
dτ
∣∣∣∣) . (4.3)
and
‖U (t, s)‖B(D(A))
≥ exp
(
−
∣∣∣∣ˆ t
s
[
1
2
‖C (τ) + C∗ (τ)‖B(K) +
∥∥[A,C (τ)]A−1∥∥
B(K)
]
dτ
∣∣∣∣) (4.4)
where
∥∥[A,C (τ)]A−1∥∥
B(K)
is defined to be ∞ if [A,C (τ)]A−1 is an un-
bounded operator on K.
Proof. Let U (t, s) be as in Lemma 4.2 when X = K and UA (t, s) be as in
Lemma 4.2 when X = D (A) . Further suppose that ψ0 ∈ D (A) and let ψ (t) :=
U (t, s)ψ0 and ψA (t) := UA (t, s)ψ0. We now prove each item in turn.
(1) Since ψ (t) and ψA (t) both solve the differential equation (in the K – norm)
[Note: ‖·‖A ≥ ‖·‖K ]
ϕ˙ (t) = C (t)ϕ (t) with ϕ (s) = ψ0, (4.5)
it follows by the uniqueness of solutions to ODE that
U (t, s)ψ0 = ψ (t) = ψA (t) = UA (t, s)ψ0 ∈ D (A) .
The results of items 1. and 2. now easily follow.
(2) It is well known and easily verified that U (t, s) is unitary on K if C (t) is
skew adjoint. The estimate in Eq. (4.2) is a special case of the estimate in
Eq. (4.3) when A = I so it suffices to prove the latter estimate.
(3) With ψ (t) = U (t, s)ψ0 = UA (t, s)ψ0 ∈ D (A) as above we have,
d
dt
‖ψ‖2A = 2Re 〈Cψ,ψ〉A = 2Re 〈ACψ,Aψ〉
= 2Re [〈CAψ,Aψ〉+ 〈[A,C]ψ,Aψ〉]
= 〈(C + C∗)Aψ,Aψ〉 + 2Re 〈[A,C]A−1Aψ,Aψ〉
and therefore,∣∣∣∣ ddt ‖ψ‖2A
∣∣∣∣ ≤ (‖C + C∗‖B(K) + 2 ∥∥[A,C]A−1∥∥B(K)) ‖ψ‖2A .
This last inequality may be integrated to find,(
‖ψ (t)‖2A
‖ψ0‖2A
)±1
≤ exp
(∣∣∣∣ˆ t
s
[
‖C (τ) + C∗ (τ)‖B(K) + 2
∥∥[A,C (τ)]A−1∥∥
B(K)
]
dτ
∣∣∣∣)
from which Eqs. (4.3) and (4.4) easily follow.
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4.1. Truncated Evolutions. Now suppose that P (t : θ, θ∗) ∈ C 〈θ, θ∗〉 with degθ P (t : θ, θ∗) =
d ∈ N is a one parameter family of symmetric non-commutative polynomials
whose coefficients depend continuously on t. In more detail we may write P (t : θ, θ∗)
as;
P (t : θ, θ∗) =
d∑
k=0
Pk (t : θ, θ
∗) where (4.6)
Pk (t : θ, θ
∗) =
∑
b∈{θ,θ∗}k
ck (t,b)ub (θ, θ
∗) (4.7)
and all coefficients, t → ck (t,b) are continuous in t. Let Q (t) := P
(
t : a, a†
)
and
for any M > 0 let QM (t) = PMQ (t)PM be the truncation of Q (t) as in Notation
3.34. Applying Lemma 4.2 with C (t) = −iQM (t) shows, for each M ∈ N there
exists UM (t, s) ∈ B (L2 (m)) such that for all s ∈ R,
i
d
dt
UM (t, s) = QM (t)U
M (t, s) with UM (s, s) = I. (4.8)
Theorem 4.4. Let M > 0 and UM (t, s) be defined as in Eq. (4.8). Then;
(1) (t, s) → UM (t, s) ∈ B (L2 (m)) are jointly operator norm continuous in
(t, s) and UM (t, s) is unitary on L2 (m) for each t, s ∈ R.
(2) If σ, s, t ∈ R, then
UM (t, s)UM (s, σ) = UM (t, σ) . (4.9)
(3) If β ≥ 0 and s, t ∈ R, then UM (t, s)D (N β) = D (N β) , UM (t, s) |D(Nβ) is
continuous in (t, s) in the ‖·‖β-operator norm topology, ∂tUM (t, s) |D(Nβ),
and ∂sU
M (t, s) |D(Nβ) exists in the ‖·‖β-operator norm topology (see Nota-
tion 3.21) and again are continuous functions of (t, s) in this topology and
satisfy
i
d
dt
UM (t, s)ϕ = QM (t)U
M (t, s)ϕ (4.10)
i
d
ds
UM (t, s)ϕ = −UM (t, s)QM (s)ϕ. (4.11)
(4) If β ≥ 0 and t, s ∈ R, then with K (β, d) <∞ as in Eq. (3.59) we have
∥∥UM (t, s)∥∥
β→β ≤ exp
(
K (β, d)
d∑
k=1
(M + 1)
(k/2−1)+
ˆ
Jst
|Pk (τ, θ, θ∗)| dτ
)
.
(4.12)
where Jst = [min (s, t) ,max (s, t)] , and ‖·‖β→β is as in Notation 3.27, Pk
as in Eq. (4.7) and K (β, d) is as in Eq. (3.59).
Remark 4.5. Taking t = σ in Eq. (4.9) and using the fact that UM (t, s) is unitary
on L2 (m) , it follows that
UM (t, s)
−1
= UM (s, t) = UM (t, s)
∗
. (4.13)
Remark 4.6. From the item 3 of the Theorem and Eq. (3.34), we can conclude that
UM (t, s)S = S.
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Proof. The continuity of UM in the item 1. and the identity in Eq. (4.9) both
follow from Lemma 4.2. Since QM (t)
∗
= QM (t) it follows that C (t) := −iQM (t) is
skew-adjoint and so the unitary property in the first item is a consequence of item 3.
of Proposition 4.3. The remaining item 3. and 4. follow from Proposition 4.3 with
A := (N + I)β and C (t) := −iQM (t) . The hypothesis that C (t)D (A) ⊂ D (A)
and t → C (t) ∈ B (D (A)) is ‖·‖β-operator norm continuous in t has been verified
in Proposition 3.35. Moreover, from Eq. (3.58) of Proposition 3.38 we know∥∥[A,C (τ)]A−1∥∥
B(L2(m))
≤ K (β, d)
d∑
k=1
(M + 1)
(k/2−1)+ |Pk (τ, θ, θ∗)| .
Equation (4.12) now follows directly from Eq. (4.3) and the fact that C (t) is skew
adjoint. Finally, the inclusion, UM (t, s)D
(N β) ⊆ D (N β) , follows by Proposition
4.3. The opposite inclusion is then deduced using UM (t, s)
−1
= UM (s, t) which
follows from Eq. (4.9).
Corollary 4.7. Recall P (t : θ, θ∗) as in Eq. (4.6). Let ~ > 0, M > 0, UM
~
(t, s)
denotes the solution to the ordinary differential equation,
i~
d
dt
UM~ (t, s) =
[
P
(
t : a~, a
†
~
)]
M
UM~ (t, s) with U
M
~ (s, s) = I,
If β ≥ 0 and s, t ∈ R, then∥∥UM
~
(t, s)
∥∥
β→β ≤ e
K(β,d)
∑d
k=1 ~
k/2−1(M+1)(k/2−1)+
´
Js,t
|Pk(τ :θ,θ∗)|dτ , (4.14)
where K (β, d) < ∞ is as in Eq. (3.59). In particular if P1 (t : θ, θ∗) ≡ 0, η ∈
(0, 1],and 0 < ~ ≤ η ≤ 1, then∥∥UM
~
(t, s)
∥∥
β→β ≤ e
K(β,d)(~M+1)
d
2
−1 ∑d
k=2
´
Js,t
|Pk(τ :θ,θ∗)|dτ . (4.15)
Proof. Since
1
~
Pk
(
t : a~, a
†
~
)
=
1
~
~
k/2Pk
(
t : a, a†
)
= ~k/2−1Pk
(
t : a, a†
)
,
Eq. (4.14) follows from Theorem 4.4 after making the replacement,
P (t :, θ, θ∗) −→
d∑
k=0
~
k/2−1Pk (t : θ, θ∗) .
Equation (4.15) then follows from Eq. (4.14) since for 2 ≤ k ≤ d and 0 < ~ ≤ η ≤ 1,
~
k/2−1 (M + 1)(k/2−1)+ = (~M + ~)(k/2−1) ≤ (~M + 1) d2−1 .
5. Quadratically Generated Unitary Groups
Let P (t : θ, θ∗) ∈ C 〈θ, θ∗〉 be a continuously varying one parameter family of
symmetric polynomials with d = degθ P (t : θ, θ
∗) ≤ 2. Then Q (t) := P (t : a, a†)
may be decomposed as;
Q (t) =
6∑
j=0
cj (t)A(j) (5.1)
where A(j) is a monomial in a and a† of degree no bigger than 2 and cj (·) is
continuous for each 0 ≤ j ≤ 6 and A(0) = 1 by convention. The main goal of this
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chapter is to record the relevant information we need about solving the following
time dependent Schrödinger equation;
iψ˙ (t) = Q (t)ψ (t) with ψ (s) = ϕ, (5.2)
where s ∈ R and ϕ ∈ D (N ) and the derivative is taken in L2 (m) .
Theorem 5.1 (Uniqueness of Solutions). If R ∋t→ ψ (t) ∈ D (N ) solves Eq. (5.2)
then ‖ψ (t)‖ = ‖ϕ‖ for all t ∈ R. Moreover, there is at most one solution to Eq.
(5.2).
Proof. If ψ (t) solves Eq. (5.2), then because Q (t) is symmetric on D (N ) ,
d
dt
‖ψ (t)‖2 = 2Re
〈
ψ˙ (t) , ψ (t)
〉
= 2Re
〈
−iQ (t)ψ (t) , ψ (t)
〉
= 0.
Therefore it follows that ‖ψ (t)‖2 = ‖ψ (s)‖2 = ‖ϕ‖2 which proves the isometry
property and because the equation (5.2) is linear this also proves uniqueness of
solutions.
Theorem 5.5 below (among other things) guarantees the existence of solutions
to Eq. (5.2). This result may be in fact be viewed as an aspect of the well known
metaplectic representation. Nevertheless, we will provide a full proof as we need
some detailed bounds on the solutions to Eq. (5.2).
In order to prove existence to Eq. (5.2) we are going to construct the evolution
operator U (t, s) associated to Eq. (5.2) as a limit of the truncated evolution oper-
ators, UM (t, s) , defined by Eq. (4.8) with QM (t) = PMQ (t)PM where Q (t) is as
in Eq. (5.1). The next estimate provides uniform bounds on UM (t, s) .
Corollary 5.2 (Uniform Bounds). Continuing the notation above if β ≥ 0, −∞ <
S < T <∞, and M ∈ N, then∥∥UM (t, s)∥∥
β→β ≤ exp (K (β, S, T, P ) |t− s|) for all S < s, t ≤ T (5.3)
where
K (β, S, T, P ) = β4 · 3|β−1|
6∑
j=1
max
τ∈[S,T ]
|cj (τ)| <∞. (5.4)
Proof. This result follows directly from Theorem 4.4 and the assumed continuity
of the coefficients of P (t : θ, θ∗) along with the assumption that d = degθ P (t : θ, θ∗) ≤
2.
The next proposition will be a key ingredient in the proof of Proposition 5.4
below which guarantees that limM→∞ UM (t, s) exists.
Proposition 5.3. If β ∈ R and ψ ∈ D (N β+1) , then for all −∞ < S < T <∞
lim
M→∞
sup
K<∞
sup
S≤s,τ≤T
∥∥∥[Q (τ) −QM (τ)]UK (τ, s)ψ∥∥∥
β
= 0 and (5.5)
lim
M→∞
sup
K<∞
sup
S≤s,τ≤T
∥∥∥UK (τ, s) [Q (s)−QM (s)]ψ∥∥∥
β
= 0. (5.6)
Proof. Let us express Q (t) as in Eq. (5.1). Since
QM (t) =
6∑
j=0
cj (t)A(j)M (5.7)
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where A(j)M is the truncation of A(j) as in Notation 3.34, to complete the proof it
suffices to show,
lim
M→∞
sup
K<∞
sup
S≤s,τ≤T
∥∥[A¯ − AM ]UK (τ, s)ψ∥∥β = 0 and (5.8)
lim
M→∞
sup
K<∞
sup
S≤s,τ≤T
∥∥UK (τ, s) [A¯ − AM]ψ∥∥β = 0 (5.9)
where A is a monomial in a and a† with degree 2 or less.
According to Theorem 3.36 and Corollary 5.2, if ψ ∈ D (Nα) with α ≥ β + 1,
then ∥∥[A¯ − AM ]UK (τ, s)ψ∥∥β ≤ ∥∥[A¯ − AM ]UK (τ, s)∥∥α→β ‖ψ‖α
≤ ∥∥[A¯ − AM ]∥∥α→β ∥∥UK (τ, s)∥∥α→α ‖ψ‖α
≤ C (α, β, S, T, P ) (M + 1)β+1−α ‖ψ‖α (5.10)
and ∥∥UK (τ, s) [A¯ − AM ]ψ∥∥β ≤ ∥∥UK (τ, s)∥∥β→β ∥∥[A¯ − AM ]ψ∥∥β
≤ ∥∥UK (τ, s)∥∥
β→β
∥∥[A¯ − AM ]∥∥α→β ‖ψ‖α
≤ C˜ (α, β, S, T, P ) (M + 1)β+1−α ‖ψ‖α (5.11)
from which Eqs. (5.8) and (5.9) follow if ψ ∈ D (Nα) with α > β + 1.
The general case, α = β+1, follows by a standard “3ε”argument, the uniform (in
M > 0) estimates in Eq. (5.10) and (5.11) and the density of S0 ⊂ S ⊂ D
(N β+1)
from Proposition 3.23.
Proposition 5.4. If β ≥ 0, −∞ < S < T < ∞ and ψ ∈ D (N β), then it follows
that
lim
M,K→∞
sup
S≤s,t≤T
∥∥[UK (t, s)− UM (t, s)]ψ∥∥
β
= 0. (5.12)
Proof. By item 3 in Theorem 4.4, we have
i
d
dt
[
UM (s, t)UK (t, s)
]
= UM (s, t) [QK (t)−QM (t)]UK (t, s) (5.13)
in the sense of ‖·‖β-operator norm. Integrating the identity Eq. (5.13) gives
UM (s, t)UK (t, s) = I − i
ˆ t
s
UM (s, τ) [QK (τ)−QM (τ)]UK (τ, s) dτ. (5.14)
Using Eq. (4.9) in Theorem 4.4 and multiplying this identity by UM (t, s) then
shows,
UK (t, s)− UM (t, s) = −i
ˆ t
s
UM (t, τ) [QK (τ)−QM (τ)]UK (τ, s) dτ.
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Applying this equation to ψ ∈ D (N β+1) and then making use of Corollary 5.2 and
the triangle inequality for integrals shows,∥∥[UK (t, s)− UM (t, s)]ψ∥∥
β
≤
∣∣∣∣ˆ t
s
∥∥UM (t, τ) [QK (τ)−QM (τ)]UK (τ, s)ψ∥∥β dτ
∣∣∣∣
≤
ˆ t
s
∥∥UM (t, τ)∥∥
β→β
∥∥[QK (τ) −QM (τ)]UK (τ, s)ψ∥∥β dτ
≤ K (β, S, T )
∣∣∣∣ˆ t
s
∥∥[QK (τ)−QM (τ)]UK (τ, s)ψ∥∥β dτ
∣∣∣∣
≤ K (β, S, T )
∣∣∣∣ˆ t
s
∥∥[QK (τ) − Q¯ (τ)]UK (τ, s)ψ∥∥β dτ
∣∣∣∣
+K (β, S, T )
∣∣∣∣ˆ t
s
∥∥[Q¯ (τ) −QM (τ)]UK (τ, s)ψ∥∥β dτ
∣∣∣∣
and the latter expression tends to zero locally uniformly in (t, s) as K,M →∞ by
Proposition 5.3. This proves Eq. (5.12) for ψ ∈ D (N β+1) . Note that S is dense
in
(
D
(N β) , ‖·‖β) from Proposition 3.23. The uniform estimate in Eq. (5.3) of
Corollary 5.2 along with a standard density argument shows Eq. (5.12) holds for
ψ ∈ D (N β) .
Theorem 5.5. Let Q (t) := P
(
t : a, a†
)
be as above, i.e. P is a symmetric non-
commutative polynomial of {θ, θ∗} of degθ P ≤ 2 and having coefficients depend-
ing continuously on t ∈ R. Then there exists a unique strongly continuous fam-
ily of unitary operators {U (t, s)}t,s∈R on L2 (m) such that for all ϕ ∈ D (N ) ,
ψ (t) := U (t, s)ϕ solves Eq. (5.2). Furthermore {U (t, s)}t,s∈R satisfies the follow-
ing properties;
(1) For all s, t, τ ∈ R we have
U (t, s) = U (t, τ)U (τ, s) . (5.15)
(2) For all β ≥ 0 and s, t ∈ R, U (t, s)D (N β) = D (N β) and (t, s)→ U (t, s)ϕ
are jointly ‖·‖β-norm continuous for all ϕ ∈ D
(N β) .
(3) If −∞ < S < T <∞, then
C (β, S, T ) := sup
S≤s,t≤T
‖U (t, s)‖β→β <∞. (5.16)
(4) For β ≥ 0 and ϕ ∈ D (N β+1) , t→ U (t, s)ϕ and s→ U (t, s)ϕ are strongly
‖·‖β –differentiable (see Definition 2.6) and satisfy
i
d
dt
U (t, s)ϕ = Q¯ (t)U (t, s)ϕ with U (s, s)ϕ = ϕ (5.17)
and
i
d
ds
U (t, s)ϕ = −U (t, s) Q¯ (s)ϕ with U (s, s)ϕ = ϕ (5.18)
where the derivatives are taken relative to the β – norm, ‖·‖β .
Proof. Item 1. Let ϕ ∈ D (N β) . From Proposition 5.4 we know that
Lϕ (t, s) := limM→∞ UM (t, s)ϕ exists locally uniformly in (t, s) in the β – norm
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and therefore (t, s) → Lϕ (t, s) ∈ D
(N β) is β – norm continuous jointly in (t, s) .
In particular, this observation with β = 0 allows us to define
U (t, s) = s− lim
M→∞
UM (t, s)
where the limit is taken in the strong L2 (m) - operator topology. Since the operator
product is continuous under strong convergence, by taking the strong limit of Eq.
(4.9) shows the first equality in Eq. (5.15) holds. By taking s = t in Eq. (5.15) we
conclude that U (t, s) is invertible and hence is unitary on L2 (m) as it is already
known to be an isometry because it is the strong limit of unitary operators. This
proves the item 1. of the theorem.
Items 2. As we have just seen, for any ϕ ∈ D (N β) we know that (t, s) →
U (t, s)ϕ = Lϕ (t, s) ∈ D
(N β) is ‖·‖β – continuous which proves item 2. Along the
way we have shown U (t, s)D
(N β) ⊂ D (N β) and equality then follows using Eq.
(5.15).
Item 3 follows by the Eq. (5.3) in Corollary 5.2 where the bounds are indepen-
dent of M.
So it only remains to prove item 4. of the theorem. We begin with proving the
following claim.
Claim. If ϕ ∈ D (N β+1) , then
QM (τ)U
M (τ, s)ϕ→ Q¯ (τ)U (τ, s)ϕ as M →∞ and (5.19)
UM (τ, s)QM (s)ϕ→ U (τ, s) Q¯ (s)ϕ as M →∞ (5.20)
locally uniformly in (τ, s) in the ‖·‖β – topology.
Proof of the claim. Using supτ∈[S,T ]
∥∥Q¯ (τ)∥∥
β+1→β <∞ (see Corollary 3.30)
and the simple estimate,∥∥QM (τ)UM (τ, s)ϕ− Q¯ (τ)U (τ, s)ϕ∥∥β
≤ ∥∥[QM (τ) − Q¯ (τ)]UM (τ, s)ϕ∥∥β + ∥∥Q¯ (τ) [UM (τ, s)− U (τ, s)]ϕ∥∥β
≤ ∥∥[QM (τ) − Q¯ (τ)]UM (τ, s)ϕ∥∥β + ∥∥Q¯ (τ)∥∥β+1→β ∥∥[UM (τ, s)− U (τ, s)]ϕ∥∥β+1 ,
the local uniform convergence in Eq. (5.19) is now a consequence of Propositions 5.3
and 5.4. The local uniform convergence in Eq. (5.20) holds by the same methods
now based on the simple estimate,∥∥UM (τ, s)QM (τ)ϕ− U (τ, s) Q¯ (τ)ϕ∥∥β
≤ ∥∥UM (τ, s) [QM (τ)− Q¯ (τ)]ϕ∥∥β + ∥∥[UM (τ, s)− U (τ, s)] Q¯ (τ)ϕ∥∥β
(5.21)
along with Propositions 5.3 and 5.4. Indeed, since (see Eq. (5.1)) Q¯(t)ϕ =∑6
j=0 cj (t) A¯(j) ∈ D
(N β) where each cj (t) is continuous in t, the latter term
in Eq. (5.21) is estimated by a sum of 7 terms resulting from the estimates in
Proposition 5.4 with ψ = A¯(j)ϕ for 0 ≤ j ≤ 6. This completes the proof of the
claim.
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Item 4. By integrating Eqs. (4.10) and (4.11) on t we find,
UM (t, s)ϕ = ϕ− i
ˆ t
s
QM (τ)U
M (τ, s)ϕdτ and (5.22)
UM (t, s)ϕ = ϕ+ i
ˆ s
t
UM (t, σ)QM (σ)ϕdσ (5.23)
where the integrands are ‖·‖β – continuous and the integrals are taken relative to
the ‖·‖β – topology. As a consequence of the above claim, we may let M → ∞ in
Eqs. (5.22) and (5.23) to find
U (t, s)ϕ = ϕ− i
ˆ t
s
Q¯ (τ)U (τ, s)ϕdτ and
U (t, s)ϕ = ϕ+ i
ˆ s
t
U (t, σ) Q¯ (σ)ϕdσ
where again the integrands are ‖·‖β – continuous and the integrals are taken rel-
ative to the ‖·‖β – topology. Equations (5.17) and (5.18) follow directly from the
previously displayed equations along with the fundamental theorem of calculus.
Remark 5.6. By taking t = s in Eq. (5.15) and using the fact that U (t, s) is unitary
on L2 (m), it follows that
U (t, τ)−1 = U (τ, t) = U∗ (t, τ) , (5.24)
where U∗ (t, τ) is the L2 (m) - adjoint of U (τ, t) . Also observe from Item 2. of
Theorem 5.5 and Eq. (3.34) that
U (t, s)S = S for all s, t ∈ R. (5.25)
Remark 5.7. Recall that if X is a Banach space, ψ (h) ∈ X, T (h) ∈ B (X) for
0 < |h| < 1, and ψ (h) → ψ ∈ X and T (h) s→ T ∈ B (X) as h → 0, then
T (h)ψ (h)→ Tψ as h→ 0.
Theorem 5.8. Let Q (t) and U (t, s) be as in Theorem 5.5 and setW (t) := U (t, 0) .
If ϕ ∈ S, R ∈ C 〈θ, θ∗〉 , and R := R (a, a†) , then
d
dt
W (t)
∗RW (t)ϕ = iW (t)∗ [Q (t) ,R]W (t)ϕ
where the derivative may be taken relative to the ‖·‖β – topology for any β ≥ 0.
Proof. Let d = degθ R, ψ (t) = RW (t)ϕ and
f (t) :=W (t)
∗RW (t)ϕ =W (t)∗ ψ (t) = U (0, t)ψ (t) .
In the proof we will write ‖·‖β- ddtψ (t) to indicate that we are taking the derivative
relative to the β – norm topology.
Using the result of Theorem 5.5 and the fact that ‖R‖β+d/2→β <∞ (Corollary
3.30) it easily follows that
‖·‖β -
d
dt
ψ (t) = −iRQ (t)W (t)ϕ. (5.26)
Combining this assertion with Remark 5.7 and the β – norm strong continuity of
W (t)∗ (again Theorem 5.5) we may conclude that
‖·‖β - limh→0W (t+ h)
∗ ψ (t+ h)− ψ (t)
h
=W (t)∗ ψ˙ (t) = −iW (t)∗RQ (t)W (t)ϕ.
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Hence, as
f (t+ h)− f (t)
h
=W (t+ h)
∗ ψ (t+ h)− ψ (t)
h
+
W (t+ h)
∗ −W (t)∗
h
ψ (t) ,
we may conclude
‖·‖β -
d
dt
f (t) = ‖·‖β - limh→0
f (t+ h)− f (t)
h
= −iW (t)∗RQ (t)W (t)ϕ+ W˙ ∗ (t)ψ (t)
= −iW (t)∗RQ (t)W (t)ϕ+ iW (t)∗Q (t)RW (t)ϕ
which completes the proof.
5.1. Consequences of Theorem 5.5.
Notation 5.9. Let H ∈ C 〈θ, θ∗〉 be a symmetric non-commutative polynomial in
θ and θ∗. Let α ∈ C and H2 (α : θ, θ∗) as in Eq. (2.21) be the degree 2 homogeneous
component of H (θ + α, θ∗ + α¯) . From Remark 2.15 and Theorem 2.18, Hcl (α) is
real-valued and H2 (α : θ, θ
∗) is still symmetric.
Corollary 5.10. Let H ∈ C 〈θ, θ∗〉 be a symmetric non-commutative polynomial in
θ and θ∗, H2 (α : θ, θ∗) be as in Notation 5.9, and suppose that R ∋ t → α (t) ∈ C
is a given continuous function. Then there exists a unique one parameter strongly
continuous family of unitary operators {W0 (t)}t∈R on L2 (m) such that (withW ∗0 (t)
being the L2 - adjoint of W0 (t));
(1) W0 (t)S = S and W ∗0 (t)S = S.
(2) W0 (t)D
(N β) = D (N β) , W0 (t)∗D (N β) = D (N β) , and for all 0 ≤ T <
∞, there exists CT,β = CT,β (α) <∞ such that
sup
|t|≤T
‖W0 (t)‖β→β ∨
∥∥W0 (t)∗∥∥β→β ≤ CT,β . (5.27)
(3) The maps t→W0 (t)ψ and t→W ∗0 (t)ψ are ‖·‖β-norm continuous for all
ψ ∈ D (N β) .
(4) For each β ≥ 0 and ψ ∈ D (N β+1) ;
i
(
‖·‖β -
∂
∂t
)
W0 (t)ψ = H2 (α (t) : a, a†)W0 (t)ψ with W0 (0)ψ = ψ (5.28)
and
− i
(
‖·‖β -
∂
∂t
)
W0 (t)
∗
ψ = W0 (t)
∗
H2 (α (t) : a, a†)ψ with W0 (0)
∗
ψ = ψ. (5.29)
[In Eqs. (5.28) and (5.29), one may replace H2 (α (t) : a, a†) by H2 (α (t) : a, a∗)
as both operators are equal on D (N ) by Corollary 3.30.]
Proof. The stated results follow from Theorem 5.5 and Remark 5.6 with
Q (t) := H2
(
α (t) : a, a†
)
after settingW0 (t) = U (t, 0) in which case thatW0 (t)
∗
=
U (t, 0)
∗
= U (0, t) .
Corollary 5.11. If α ∈ C, U (α) is as in Definition 1.6, and U (α)∗ is the L2 (m)-
adjoint of U (α) , then for any β ≥ 0;
(1) U (α)S = S and U (α)∗ S = S (also seen in Proposition 2.4),
(2) U (α)D
(N β) = D (N β) and U (α)∗D (N β) = D (N β) , and
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(3) the following operator norm bounds hold,
‖U (α)‖β→β ∨
∥∥U (α)∗∥∥
β→β ≤ exp
(
8β · 3|β−1| |α|
)
. (5.30)
Proof. Let α (t) = tα,
H (t : θ, θ∗) = α˙ (t) θ∗ − α˙ (t)θ + i Im
(
α (t) α˙ (t)
)
= αθ∗ − αθ
so that
Q (t) = αa† − αa+ i Im (tαα) = αa† − αa.
By Proposition 2.7, if ϕ ∈ D (N ) , ψ (t) := U (tα)U (sα)∗ ϕ, then ψ satisfies Eq.
(5.2) and therefore items 1. and 2. follow Theorem 5.5 and Remark 5.6. To get
the explicit upper bound in Eq. (5.30), we apply Corollary 5.2 with S = 0, T = 1,
P (t, θ, θ∗) = αθ∗ − α¯θ in order to conclude, for any M ∈ (0,∞), that∥∥UM (α)∥∥
β→β ≤ exp
(
β4 · 3|β−1| [|α|+ |α¯|]
)
= exp
(
8β · 3|β−1| |α|
)
Letting M →∞ (as in the proof of Theorem 5.5) then implies
‖U (α)‖β→β ≤ exp
(
8β · 3|β−1| |α|
)
.
Using U (α)∗ = U (−α) , the previous equation is sufficient to prove the estimated
in Eq. (5.30).
Corollary 5.12. Let U (α) be as in Definition 1.6, U (α)
∗
be the L2 (m)-adjoint of
U (α) , R ∋ t→ α (t) ∈ C be a C1 function, and
Q (t) := α˙ (t) a† − α˙ (t)a+ i Im
(
α (t) α˙ (t)
)
.
Then for any β ≥ 0;
(1) the maps t → U (α (t))ψ and t → U (α (t))∗ ψ are ‖·‖β-continuous for all
ψ ∈ D (N β) , and
(2) for each β ≥ 0 and ψ ∈ D (N β+1) ;
i
(
‖·‖β -
∂
∂t
)
U (α (t))ψ = Q (t)U (α (t))ψ (5.31)
and
− i
(
‖·‖β -
∂
∂t
)
U (α (t))
∗
ψ = U (α (t))
∗
Q (t)ψ. (5.32)
Proof. Let
H (t : θ, θ∗) := α˙ (t) θ∗ − α˙ (t)θ + i Im
(
α (t) α˙ (t)
)
so thatQ (t) = H
(
t : a, a†
)
. By Proposition 2.7 if ϕ ∈ D (N ) , ψ (t) := U (α (t))U (α (s))∗ ϕ,
then ψ satisfies Eq. (5.2) and therefore the corollary again follows from Theorem
5.5 and Remark 5.6.
Theorem 5.13 (Properties of a (t)). Let H ∈ C 〈θ, θ∗〉 be symmetric and Hcl ∈
C [z, z¯] be the symbol of H, (Hcl is necessarily real valued by Remark 2.15.) Further
suppose that α (t) ∈ C satisfying Hamilton’s equations of motion (see Eq. (2.3) has
global solutions, a (t) and a† (t) are the operators on S as described in Eqs. (1.8),
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and (1.9), and W0 (t) is the unitary operator in Corollary 5.10. Then for all t ∈ R
the following identities hold;
W0 (t)
∗
aW0 (t) = a (t) , W0 (t)
∗
a†W0 (t) = a† (t) , (5.33)
W0 (t)
∗
aW0 (t) = a (t), W0 (t)
∗
a∗W0 (t) = a∗ (t) , (5.34)
W0 (t)
∗
a†W0 (t) = a† (t) (5.35)
D
(
a (t)
)
= D
(√
N
)
= D (a∗ (t)) (5.36)
a∗ (t) = a† (t), (5.37)
a (t) = γ (t) a+ δ (t) a∗, and (5.38)
a∗ (t) = δ (t)a¯+ γ (t)a∗, (5.39)
where the closures and adjoints are taken relative to the L2 (m)-inner product.
Proof. Recall from Proposition 2.2 that
v (t) :=
∂2Hcl
∂α∂α
(α (t)) ∈ R and u (t) := ∂
2Hcl
∂α2
(α (t)) ∈ C.
With this notation, the commutator formulas in Corollary 3.5 with α = α (t) may
be written as, [
H2
(
α (t) : a, a†
)
, a
]
= −v (t) a− u (t) (α (t)) a†[
H2
(
α (t) : a, a†
)
, a†
]
= u¯ (t) a+ v (t) a†.
For ϕ ∈ S, let
ψ (t) :=W0 (t)
∗ aW0 (t)ϕ and ψ† (t) :=W0 (t)
∗ a†W0 (t)ϕ.
From Theorem 5.8 with W (t) = W0 (t) , Q (t) = H2
(
α (t) : a, a†
)
, and R = a and
R = a†, we find
i
d
dt
ψ (t) = W0 (t)
∗ [v (t) a+ u (t) (α (t)) a†]W0 (t)ϕ
= v (t)ψ (t) + u (t)ψ† (t)
i
d
dt
ψ† (t) = −W0 (t)∗
[
u¯ (t) a+ v (t) a†
]
W0 (t)ϕ
= −u¯ (t)ψ (t) + v (t)ψ† (t) .
In other words,
i
d
dt
[
ψ (t)
ψ† (t)
]
=
[
v (t) u (t)
−u¯ (t) −v¯ (t)
] [
ψ (t)
ψ† (t)
]
∈ L2 (m)× L2 (m) .
This linear differential equation has a unique solution which, using Proposition 2.2,
is given by [
ψ (t)
ψ† (t)
]
= Λ (t)
[
ψ (0)
ψ† (0)
]
= Λ (t)
[
aϕ
a†ϕ
]
where Λ (t) is the 2× 2 matrix given in Eq. (2.6). This completes the proof of Eq.
(5.33) since[
W0 (t)
∗
aW0 (t)ϕ
W0 (t)
∗
a†W0 (t)ϕ
]
=
[
ψ (t)
ψ† (t)
]
and Λ (t)
[
aϕ
a†ϕ
]
=
[
a (t)ϕ
a† (t)ϕ
]
.
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The statements in Eqs. (5.34), (5.35) and (5.36) are easy consequences of the fact
that W0 (t) is a unitary operator on L
2 (m) which preserves D (N ) (see Corollary
5.10). Using Eqs. (5.34) and (5.35) along with Theorem 3.15 shows,
a† (t) = W0 (t)
∗
a†W0 (t) = W0 (t)
∗
a∗W0 (t) = a (t)
∗
which gives Eq. (5.37).
If ϕ ∈ D (N ) , using item 3. of Theorem 3.15 and the formula for a (t) and a† (t)
in Eqs. (1.8) and (1.9) we find
lim
M→∞
a (t)PMϕ = lim
M→∞
[
γ (t) aPMϕ+ δ (t) a†PMϕ
]
= γ (t) aϕ+ δ (t) a∗ϕ
lim
M→∞
a† (t)PMϕ = lim
M→∞
[
δ (t) aPMϕ+ γ (t)a†PMϕ
]
= δ (t)a¯ϕ+ γ (t)a∗ϕ.
The above two equations along with Corollary 3.30 show Eqs. (5.38) and (5.39).
6. Bounds on the Quantum Evolution
Throughout this section and the rest of the paper, let H ∈ R 〈θ, θ∗〉 be a non-
commutative polynomial satisfying Assumption 1. Before getting to the proof of
the main theorems we need to address some domain issues. Recall as in Assumption
1 we let H~ := H
(
a~, a
†
~
)
.
The following abstract proposition (Stone’s theorem) is a routine application of
the spectral theorem, see [22, p.265] for details.
Proposition 6.1. Supposed H is a self-adjoint operator on a separable Hilbert
space, K, and there is a C ∈ R and ε > 0 such that H + CI ≥ εI. For any β ≥ 0
let ‖·‖(H+CI)β (≥ ε ‖·‖K) be the Hilbertian norm on D
(
(H + CI)
β
)
defined by,
‖f‖(H+CI)β =
∥∥∥(H + CI)β f∥∥∥
K
∀ f ∈ D
(
(H + CI)
β
)
.
Then for all t ∈ R and β ≥ 0,
e−itHD((H + CI)β) = D((H + CI)β) and∥∥e−itHψ∥∥
(H+CI)β
= ‖ψ‖(H+CI)β ∀ ψ ∈ D((H + CI)β).
Moreover, if β ≥ 0 and ϕ ∈ D((H + CI)β+1), then
‖·‖(H+CI)β −
d
dt
e−iHtϕ = −iHe−iHtϕ = −ie−iHtHϕ.
In this section we are going to show, as a consequence of Proposition 6.3 below,
that
eiH~t/~a¯e−iH~t/~S and eiH~t/~a∗e−iH~t/~S ⊆ S. (6.1)
Lemma 6.2. For any unbounded operator T and constant C ∈ R, then for any
n ∈ N0,
D ((T + C)
n
) = D (T n) .
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Proof. We first show by induction that D ((T + C)
n
) ⊂ D (T n) for all n ∈ N.
The case n = 1 is trivial. Then the induction step is
f ∈ D
(
(T + C)
n+1
)
=⇒ f ∈ D ((T + C)n) and (T + C)n f ∈ D (T + C)
=⇒ f ∈ D ((T + C)n) and (T + C)n f ∈ D (T )
=⇒ f ∈ D (T n) and (T + C)n f ∈ D (T )
But
(T + C)n f = T nf +
n−1∑
k=0
(
n
k
)
Cn−kT kf = T nf + g
where g ∈ D (T ) and hence
T nf = (T + C)
n
f − g ∈ D (T ) =⇒ f ∈ D (T n+1) .
finishing the inductive step.
To finish the proof, we replace T by T − C above to learn
D (T n) = D ((T − C + C)n) ⊂ D ((T − C)n)
and then replace C by −C to find D (T n) ⊂ D ((T + C)n) .
Proposition 6.3. Let H (θ, θ∗) and η > 0 be as in Assumption 1, then exp (−iH~t)
leaves S invariant and more explicitly, it is exp (−iH~t)S = S for all t ∈ R.
Proof. The fact that S ⊆ Hn
~
for all n ∈ N along with Eq. (1.14) in the
Assumption 1 and Eq. (3.51), we learn that
S(R) ⊂
∞⋂
n=1
D (Hn~ ) ⊆
∞⋂
n=1
D(Nn~ ) = S(R)
This shows S(R) = ⋂∞n=1D (Hn~ ) and this finishes the proof since, see Proposition
6.1, exp (−iH~t) leaves
⋂∞
n=1D (H
n
~
) invariant, i.e.,exp (−iH~t)S ⊆ S for all t ∈ R.
By multiplying exp (iH~t) on both sides, we yield S ⊆ exp (iH~t)S. Therefore,
exp (−iH~t)S = S is resulted if we replacing t to −t.
Lemma 6.4. If P ∈ C 〈θ, θ∗〉 , δ := degθ P ∈ N0, and C (P ) :=
∑δ
k=0 |Pk| kk/2,
then
‖P (a¯~, a∗~)ψ‖ ≤ C (P )
∥∥∥(I +N~)δ/2 ψ∥∥∥ ∀ 0 < ~ ≤ 1 and ψ ∈ D (N δ/2) . (6.2)
Proof. Let Pk be the degree k homogeneous component of P as in Eq. (2.22).
Then according to Corollary 3.30 with β = 0 and d = k we have,
‖Pk (a¯~, a∗~)ψ‖ = ~k/2 ‖Pk (a¯, a∗)ψ‖
≤ |Pk| kk/2~k/2 ‖ψ‖k/2
= |Pk| kk/2~k/2
∥∥∥(I +N )k/2 ψ∥∥∥
= |Pk| kk/2
∥∥∥(~I +N~)k/2 ψ∥∥∥
≤ |Pk| kk/2
∥∥∥(I +N~)k/2 ψ∥∥∥ ≤ |Pk| kk/2 ∥∥∥(I +N~)δ/2 ψ∥∥∥ .
Summing this inequality on k using P =
∑δ
k=0 Pk and the triangle inequality leads
directly to Eq. (6.2).
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The next important result may be found in Heinz [13], also see Kato [16, Theorem
2] and [24, Proposition 10.14, p.232].
Theorem 6.5 (Löwner-Heinz inequality). Let A and B be non-negative self-adjoint
operators on a Hilbert space. If A ≤ B (see Notation 1.10), then Ar ≤ Br for
0 ≤ r ≤ 1.
Corollary 6.6. Let H (θ, θ∗) ∈ R 〈θ, θ∗〉 , 1 > η > 0, and C be as in Assumption
1 and set C˜ := C + 1. Then for each β ≥ 0, there exists constants C˜β < ∞ and
D˜β <∞ such that, for all 0 ≤ ~ < η,
(N~ + I)β ≤ C˜β
(
H~ + C˜
)β
and (6.3)(
H~ + C˜
)β
≤ D˜β (N~ + I)βd/2 . (6.4)
Proof. Using the simple estimate,
(x+ 1)
β ≤ 2(β−1)+ (xβ + 1) ∀ x, β ≥ 0, (6.5)
along with Eq. (1.14) implies,
(N~ + I)β  2(β−1)+
(
N β
~
+ I
)
 2(β−1)+
(
Cβ (H~ + C)
β
+ I
)
 2(β−1)+Cβ (H~ + C + I)β , (6.6)
wherein we have assumed Cβ ≥ 1 without loss of generality. Lemma 10.10 of [24,
p.230] asserts, if A and B are non-negative self-adjoint operators and A  B, then
A ≤ B. Therefore we can deduce from Eq. (6.6) that
(N~ + I)β ≤ 2(β−1)+Cβ (H~ + C + I)β
which gives Eq. (6.3).
We now turn to the proof of Eq. (6.4). For n ∈ N, let P (n) ∈ C 〈θ, θ∗〉 be defined
by
P (n) (θ, θ∗) :=
(
H (θ, θ∗) + C˜
)n
so that degθ P
(n) = dn and for ψ ∈ D (N dn/2) , we have(
H~ + C˜
)n
ψ = P (n) (a¯~, a
∗
~
)ψ.
With these observations, we may apply Lemma 6.4 to find for any 0 < ~ < η ≤ 1
that ∥∥∥(H~ + C˜)n ψ∥∥∥ ≤ C (P (n))∥∥∥(I +N~) dn2 ψ∥∥∥ ∀ ψ ∈ D (N dn/2) .
The last displayed equation is equivalent (see Notation 1.10) to the operator in-
equality, (
H~ + C˜
)2n
≤ C
(
P (2n)
)
(I +N~)dn .
Hence if 0 ≤ β ≤ 2n, we may apply the Löwner-Heinz inequality (Theorem 6.5)
with r = β/2n to conclude(
H~ + C˜
)β
≤
[
C
(
P (n)
)]β/2n
(I +N~)βd/2 .
As n ∈ N was arbitrary, the proof is complete.
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Theorem 6.7. Let H (θ, θ∗) ∈ R 〈θ, θ∗〉 , d = degθH, and 1 > η > 0 be as in
Assumption 1 and suppose 0 < ~ < η ≤ 1.
(1) If β ≥ 0 then
e−iH~t/~D
(
N βd/2
)
⊆ D (N β) . (6.7)
and there exists Cβ <∞ such that∥∥∥e−iH~t/~∥∥∥
βd/2→β
≤ Cβ~−β for all t ∈ R. (6.8)
(2) If β ≥ 0 and ψ ∈ D (N (β+1)d/2) ⊂ D (Hβ+1
~
)
, then
e−iH~t/~ψ, H~e−iH~t/~ψ, and e−iH~t/~H~ψ
are all in D
(N β) for all t ∈ R and moreover,
i~
(
‖·‖β -
d
dt
)
e−iH~t/~ψ = H~e−iH~t/~ψ = e−iH~t/~H~ψ, (6.9)
where, as before, ‖·‖β- ddt indicates the derivative is taken in β – norm
topology.
Proof. If β ≥ 0, it follows from Corollary 6.6 (with β replaced by 2β) that
D
(
N βd/2
)
= D
(
N βd/2
~
)
⊂ D
((
H~ + C˜
)β)
⊂ D
(
N β
~
)
= D
(N β) (6.10)
and
‖ψ‖(N~+I)β ≤
√
C˜2β ‖ψ‖(H~+C˜)β ∀ ψ ∈ D
((
H~ + C˜
)β)
.
Moreover if 0 < ~ < η ≤ 1, a simple calculus inequality shows
~
β ‖ψ‖β = ~β ‖ψ‖(N+I)β ≤ ‖ψ‖(N~+I)β
and hence
‖ψ‖β ≤ ~−β
√
C˜2β ‖ψ‖(H~+C˜)β ∀ ψ ∈ D
((
H~ + C˜
)β)
. (6.11)
From Proposition 6.1 we know for all t ∈ R that
e−iH~t/~D
((
H~ + C˜
)β)
= D
((
H~ + C˜
)β)
and∥∥∥e−iH~t/~ψ∥∥∥
(H~+C˜)
β
= ‖ψ‖
(H~+C˜)
β .
Combining these statements with Eqs. (6.10) and (6.11) respectively shows,
e−iH~t/~D
(
N βd/2
)
⊂ e−iH~t/~D
((
H~ + C˜
)β)
= D
((
H~ + C˜
)β)
⊂ D (N β) .
Moreover, if ϕ ∈ D (N βd/2) ⊂ D((H~ + C˜)β) , then∥∥∥e−iH~t/~ϕ∥∥∥
β
≤ ~−β
√
C˜2β
∥∥∥e−iH~t/~ϕ∥∥∥
(H~+C˜)
β
= ~−β
√
C˜2β ‖ϕ‖(H~+C˜)β .
However, from Eq. (6.4) (again with β → 2β) we also know
‖ϕ‖
(H~+C˜)
β ≤
√
D˜2β · ‖ϕ‖(N~+I)βd/2 ≤
√
D˜2β · ‖ϕ‖(N+I)βd/2 .
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Combining the last two displayed equations proves the estimate in Eq. (6.8) with
Cβ :=
√
C˜2β · D˜2β.
If we now further assume that ψ ∈ D (N (β+1)d/2), then ψ ∈ D (Hβ+1
~
)
by Eq.
(6.10) then, by Proposition 6.1, it follows that
H~e
−iH~t/~ψ = e−iH~t/~H~ψ ∈ D
((
H~ + C˜
)β)
⊂ D (N β)
and
i~
(
‖·‖Hβ
~
-
d
dt
)
ψ (t) = H~ψ (t) = e
−iH~t/~H~ψ0. (6.12)
Owing to Eq. (6.11) the β – norm is weaker than ‖·‖Hβ
~
– norm and hence Eq.
(6.12) directly implies the weaker Eq. (6.9).
7. A Key One Parameter Family of Unitary Operators
In this section (except for Lemma 7.2) we will always suppose that H (θ, θ∗)
and 1 ≥ η > 0 are as in Assumption 1, α0 ∈ C, and α (t) denotes the solution
to Hamilton’s classical equations (1.1) of motion with α (0) = α0. From Corollary
3.6, U~ (α0)ψ is a state on L
2 (m) which has position and momentum concentrated
at ξ0 + iπ0 =
√
2α0 in the limit as ~ ↓ 0. Thus if quantum mechanics is to limit
to classical mechanics as ~ ↓ 0, one should expect that the quantum evolution,
ψ~ (t) := e
−iH~t/~U~ (α0)ψ, of the state, U~ (α0)ψ, should be concentrated near
α (t) in phase space as ~ ↓ 0. One possible candidate for these approximate states
would be U~ (α (t))ψ or more generally any state of the form, U~ (α (t))W0 (t)ψ,
where {W0 (t) : t ∈ R} are unitary operators on L2 (m) which preserve S. All states
of this form concentrate their position and momentum expectations near
√
2α (t) ,
see Remark 3.7. These remarks then motivate us to consider the one parameter
family of unitary operators V~ (t) defined by,
V~ (t) := U~ (−α (t)) e−iH~t/~U~ (α0) = U~ (α (t))∗ e−iH~t/~U~ (α0) . (7.1)
Because of Propositions 2.4 and 6.3, we know V~ (t)S = S for all 0 < ~ < η
and in particular, V~ (t)S = S ⊂ D
(
P
(
a, a†
))
for any P (θ, θ∗) ∈ C 〈θ, θ∗〉 . The
main point of this section is to study the basic properties of this family of unitary
operators with an eye towards showing that lim~↓0 V~ (t) exists (modulo a phase
factor). Our first task is to differentiate V~ (t) for which we will need the following
differentiation lemma.
Lemma 7.1 (Product Rule). Let P (θ, θ∗) ∈ C 〈θ, θ∗〉 , k := degθ P (θ, θ∗) ∈ N0,
and P := P
(
a, a†
)
. Suppose that U (t) and T (t) are unitary operators on L2 (m)
which preserve S. We further assume;
(1) for each ϕ ∈ S, t→ U (t)ϕ and t→ T (t)ϕ are ‖·‖β – differentiable for all
β ≥ 0. We denote the derivative by U˙ (t)ϕ and T˙ (t)ϕ respectively. [Notice
that U˙ (t)ϕ and T˙ (t)ϕ are all in ∩β≥0D
(N β) = S, see Eq. (3.34) for the
last equality, i.e. U˙ (t) and T˙ (t) preserves S.]
(2) For each β ≥ 0 there exists α ≥ 0 and ε > 0 such that
K := sup
|∆|≤ε
‖U (t+∆)‖α→β <∞.
50
Then for any β ≥ 0,
‖·‖β -
d
dt
[U (t)PT (t)ϕ] = U˙ (t)PT (t)ϕ+ U (t)P T˙ (t)ϕ. (7.2)
Proof. Let ϕ ∈ S and then define ϕ (t) = U (t)PT (t)ϕ. To shorten notation
let ∆f denote f (t+∆)− f (t) . We then have,
∆ϕ
∆
=
[
U (t+∆)P
∆T
∆
+
∆U
∆
PT (t)
]
ϕ
and so
∆ϕ
∆
− U (t)P T˙ (t)ϕ− U˙ (t)PT (t)ϕ
= U (t+∆)P
[
∆T
∆
− T˙ (t)
]
ϕ+ [∆U ]P T˙ (t)ϕ+
[
∆U
∆
− U˙ (t)
]
PT (t)ϕ.
(7.3)
Using the assumptions of the theorem it follows that for each β < ∞, since
P T˙ (t)ϕ ∈ S, we may conclude that∥∥∥[∆U ]P T˙ (t)ϕ∥∥∥
β
→ 0 as ∆→ 0, and∥∥∥∥[∆U∆ − U˙ (t)
]
PT (t)ϕ
∥∥∥∥
β
→ 0 as ∆→ 0.
Furthermore, using the assumptions along with Eq. (3.41) in the Proposition 3.29,
it follows that when △→ 0,∥∥∥∥U (t+∆)P [∆T∆ − T˙ (t)
]
ϕ
∥∥∥∥
β
≤ ‖U (t+∆)‖α→β ‖P‖α+ k2→α
∥∥∥∥[∆T∆ − T˙ (t)
]
ϕ
∥∥∥∥
α+ k2
→ 0.
which combined with Eq. (7.3) shows ϕ (t) = U (t)PT (t)ϕ is ‖·‖β – differentiable
and the derivative is given as in Eq. (7.2).
Lemma 7.2. If α : R→ C is any C1 – function and V~ (t) is defined as in Eq.
(7.1), then for all ψ ∈ S, t→ V~ (t)ψ and t→ V ∗~ (t)ψ are ‖·‖β-norm differentiable
for all β <∞ and moreover,
d
dt
V~ (t)ψ = Γ~ (t)V~ (t)ψ and (7.4)
d
dt
V ∗
~
(t)ψ = −V ∗
~
(t) Γ~ (t)ψ (7.5)
where
Γ~ (t) :=
1
~
(
α˙ (t)a~ − α˙ (t) a†~ + i Im
(
α (t) α˙ (t)
)
− iH
(
a~ + α (t) , a
†
~
+ α¯ (t)
))
.
(7.6)
Proof. Let U (t) := U~ (−α (t)) = U
(
−α (t) /√~
)
, T (t) := e−iH~t/~ and
ϕ := U~ (α0)ψ. From Propositions 2.4 and 2.7 we know U (t)S = S and
i
d
dt
U (t) f = Q (t)U (t) f for f ∈ S. (7.7)
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where
Q (t) = i
(
− α˙ (t)√
~
a† +
α˙ (t)√
~
a
)
− 1
~
Im
(
α (t) α˙ (t)
)
. (7.8)
As Q (t) is linear in a and a†, we may apply Corollaries 5.11 and 5.12 in order to
conclude that U (t) satisfies the hypothesis in Lemma 7.1. Moreover, by Proposition
6.3 and the item 2 in Theorem 6.7, we also know that T (t)S = S and it satisfies
the hypothesis of Lemma 7.1. Therefore by taking P (θ, θ∗) = 1 (so P = I) in
Lemma 7.1, we learn
d
dt
V~ (t)ψ =U˙ (t)T (t)ϕ+ U (t) T˙ (t)ϕ
=
[(
− α˙ (t)√
~
a† +
α˙ (t)√
~
a
)
+
i
~
Im
(
α (t) α˙ (t)
)]
U (t)T (t)ϕ
+ U (t)
H~
i~
T (t)ϕ
=
1
~
[(
−α˙ (t) a†
~
+ α˙ (t)a†
~
)
+ i Im
(
α (t) α˙ (t)
)]
V~ (t)ψ
+ U~ (−α (t)) H~
i~
U~ (α (t))U~ (−α (t))T (t)ϕ
=Γ~ (t)V~ (t)ψ,
wherein the last equality we have used Proposition 2.4 to conclude,
U~ (−α (t))H
(
a~, a
†
~
)
U~ (α (t)) = H
(
a~ + α (t) , a
†
~
+ α¯ (t)
)
.
This completes the proof of Eq. (7.4). We now turn to the proof of Eq. (7.5).
Now let U (t) = U∗
~
(α0) e
iH~t/~ and T (t) := U~ (α (t)) and observe by taking
adjoint of Eq. (7.1) that
V ∗~ (t) := U
∗
~ (α0) e
iH~t/~U~ (α (t)) = U (t)T (t) .
Working as above, we again easily show that both U (t) and T (t) satisfy the hy-
pothesis of Lemma 7.1 and moreover by replacing α by −α in Eq. (7.8) we know
i
d
dt
T (t)ψ = T (t)
[
i
(
α˙ (t)√
~
a† − α˙ (t)√
~
a
)
+
1
~
Im
(
α (t) α˙ (t)
)]
ψ.
We now apply Lemma 7.1 with P (θ, θ∗) = 1 and ϕ = ψ along with some basic
algebraic manipulations to show Eq. (7.5) is also valid.
Specializing our choice of α (t) in Lemma 7.2 leads to the following important
result.
Theorem 7.3. Let Γ~ (t) be as in Eq. (7.6). If α (t) satisfies Hamilton’s equations
of motion (Eq. (1.1), V~ (t) is defined as in Eq. (7.1), then
Γ~ (t) =
i
~
Im
(
α (t) α˙ (t)
)
− i
~
Hcl (α (t))
− iH2
(
α (t) : a, a†
)− i
~
H≥3
(
α (t) : a~, a
†
~
)
, (7.9)
on S where Hcl, H2 and H≥3 are as in Eq. (2.31) by replacing P by H.
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Proof. From the expansion of H (θ + α, θ∗ + α¯) described in Eq. (2.29) and
Theorem 2.18 we have
H
(
a~ + α (t) , a
†
~
+ α¯ (t)
)
= Hcl (α (t)) +
(
∂Hcl
∂α
)
(α (t)) a~ +
(
∂Hcl
∂α
)
(α (t)) a†
~
+H2
(
α (t) : a~, a
†
~
)
+H≥3
(
α (t) : a~, a
†
~
)
. (7.10)
So if α (t) satisfies Hamilton’s equations of motion,
iα˙ (t) =
(
∂
∂α¯
Hcl
)
(α (t)) with α (0) = α0, (7.11)
it follows using Eq. (7.10) in Eq. (7.6) that we may cancel all the terms linear in
a~ or a
†
~
in which case Γ~ (t) in Eq. (7.6) may be written as in Eq. (7.9).
In order to remove a (non-essential) highly oscillatory phase factor2 from V~ (t)
let
f (t) :=
ˆ t
0
(
Hcl (α (τ))− Im
(
α (τ) α˙ (τ)
))
dτ (7.12)
and then define
W~ (t) = e
i
~
f(t)V~ (t) = e
i
~
f(t)U~ (−α (t)) e−iH~t/~U~ (α0) . (7.13)
More generally for s, t ∈ R, let
W~ (t, s) =W~ (t)W
∗
~ (s) = e
i
~
[f(t)−f(s)]U~ (−α (t)) e−iH~(t−s)/~U~ (α (s)) . (7.14)
Proposition 7.4. Let H (θ, θ∗) ∈ R 〈θ, θ∗〉 and η > 0 satisfy Assumption 1, d =
degθH, and W~ (t, s) be as in Eq. (7.14). Then
W~ (t, s)D
(
N β d2
)
⊆ D (N β) ∀ s, t ∈ R and β ≥ 0. (7.15)
Moreover, we have W~ (t, s)S = S for all s, t ∈ R.
Proof. Eq. (7.15) is a direct consequence from U~ (α (·))N β = N β in Corollary
5.11 and e−iH~t/~D
(
N β d2
)
⊆ D (N β) from the item 1 in Theorem 6.7. Then, by
Eq. (3.34), it follows that W~ (t, s)S ⊆ S. By multiplying W~ (t, s)−1 = W~ (s, t)
on both sides of the last inclusion, we can conclude that W~ (t, s)S = S.
Definition 7.5. For ~ > 0 and t ∈ R, L~ (t) be the operator on S defined as,
L~ (t) =
1
~
(
H
(
a~ + α (t) , a
†
~
+ α¯ (t)
)
−Hcl (α (t))−H1
(
α (t) : a~, a
†
~
))
= H2
(
α (t) : a, a†
)
+
1
~
H≥3
(
α (t) : a~, a
†
~
)
. (7.16)
Theorem 7.6. Both t → W~ (t, s) and s → W~ (t, s) are strongly continuous on
L2 (m) . Moreover, if ψ ∈ S and β ≥ 0, then
i
(
‖·‖β -∂t
)
W~ (t, s)ψ = L~ (t)W~ (t, s)ψ, and (7.17)
i
(
‖·‖β -∂s
)
W~ (t, s)ψ = −W~ (t, s)L~ (s)ψ. (7.18)
2As usual in quantum mechanics, the overall phase factor will not affect the expected values
of observables and so we may safely ignore it in this introductory description.
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Proof. The strong continuity of W~ (t, s) in s and in t follows from the strong
continuity of both U (α (t)) and e−iH~t/~, see Corollary 5.10 and Proposition 6.1.
The derivative formulas in Eqs. (7.17) and (7.18) follow directly from Lemma 7.2
and Theorem 7.3 along with the an additional term coming from the product rule
involving the added scalar factor, e
i
~
[f(t)−f(s)].
For the rest of the paper the following notation will be in force.
Notation 7.7. Let α0 ∈ C, H (θ, θ) ∈ R 〈θ, θ∗〉 satisfy the Assumption 1, t→ α (t)
solve the Hamiltonian’ s equation Eq. (1.1) with α (0) = α0, andH2 (α (τ) : θ, θ
∗) be
the degree 2 homogeneous component of H (θ + α (τ) , θ∗ + α (τ)) as in Proposition
3.4. Further let
W0 (t, s) := W0 (t)W
∗
0 (s) (7.19)
where W0 (t) is the unique one parameter strongly continuous family of unitary
operators satisfying,
i
∂
∂t
W0 (t) = H2 (α (t) : a, a†)W0 (t) with W0 (0) = I (7.20)
as described in Corollary 5.10.
Remark 7.8. Since
i
~
H≥3
(
α (t) : a~, a
†
~
)
= i
√
~
∑
l≥3
~
(l−3)/2Hl
(
α (t) , a, a†
)
,
it follows that L~ (t) in Eq. (7.16) satisfies,
lim
~↓0
L~ (t)ψ = H2
(
α (t) : a, a†
)
ψ for all ψ ∈ S.
From this observation it is reasonable to expectW~ (t) → W0 (t) where W0 (t) is
as in Notation 7.7. This is in fact the key content of this paper, see Theorem 9.3
below. To complete the proof we will still need a fair number of preliminary results.
7.1. Crude Bounds on W~.
Theorem 7.9. Suppose that H (θ, θ∗) ∈ R 〈θ, θ∗〉 and 0 < ~ < η ≤ 1 satisfy
Assumption 1, d = degθH, and W~ (t, s) is as in Eq. (7.14). Then for all β ≥ 0,
there exists Cβ,H <∞ depending only on β ≥ 0 and H such that, for all s, t ∈ R,
W~ (t, s)D
(
N βd/2
)
⊂ D (N β) and∥∥N βW~ (t, s)ψ∥∥ ≤ ~−βCβ,H ‖ψ‖βd
2
. (7.21)
[This bound is crude in the sense that ~−βCβ,H ↑ ∞ as ~ ↓ 0. We will do much
better later in Theorem 9.1.]
Proof. Let β ≥ 0. From Proposition 7.4 it follows that W~ (t, s)D
(N βd/2) ⊆
D
(N β) . Moreover,∥∥N βW~ (t, s)ψ∥∥ ≤ ‖W~ (t, s)ψ‖β
=
∥∥∥U~ (−α (t)) e−iH~(t−s)/~U~ (α (s))ψ∥∥∥
β
≤ ‖U∗~ (α (t))‖β→β
∥∥∥e−iH~(t−s)/~∥∥∥
βd/2→β
‖U~ (α (s))‖βd/2→βd/2 ‖ψ‖βd/2 .
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Note that κ := supt∈R |α (t)| < ∞ from Proposition 3.8 , then by the Corollary
5.11, there exists a constant C = C (β, d, κ) such that
sup
t∈R
‖U∗
~
(α (t))‖β→β ∨ sup
s∈R
‖U~ (α (s))‖βd/2→βd/2 ≤ C (β, d, κ) .
Then, combing all above inequalities along with Eq. (6.8) in Theorem 6.7, we have∥∥N βW~ (t, s)ψ∥∥ ≤ Cβ,H~−β ‖ψ‖βd/2
and therefore, Eq. (7.21) follows immediately.
8. Asymptotics of the Truncated Evolutions
As in Section 7, we assume that H (θ, θ∗) ∈ R 〈θ, θ∗〉 and η > 0 are as in As-
sumption 1, α0 ∈ C, and α (t) denotes the solution to Eq. (1.1) with α (0) = α0.
Further let L~ (t) be as in Eq. (7.16), i.e.
L~ (t) =
d∑
k=2
~
k
2−1Hk
(
α (t) : a, a†
)
. (8.1)
Definition 8.1 (Truncated Evolutions). For 0 ≤ M < ∞ and 0 < ~ < ∞, let
LM
~
(t) = PML~ (t)PM be the level M truncation of L~ (t) (see Notation 3.34) and
let WM
~
(t, s) be the associated truncated evolution defined to be the solution to
the ordinary differential equation,
i
d
dt
WM
~
(t, s) = LM
~
(t)WM
~
(t, s) with WM (s, s) = I (8.2)
as in Section 4.1. We further let WM
~
(t) = WM
~
(t, 0) .
From the results of Theorem 4.4 withQM (t) = L
M
~
(t) and UM (t, s) = WM
~
(t, s) ,
we know that WM
~
(t, s) is unitary on L2 (m) and
WM
~
(t, s) = WM
~
(t, 0)WM
~
(0, s) = WM
~
(t)WM
~
(s)
∗
and in particular, WM
~
(t)
∗
= WM
~
(0, t) .
Proposition 8.2. Suppose that H (θ, θ∗) ∈ R 〈θ, θ∗〉 and η > 0 satisfy Assumption
1, d = degθH > 0 ∈ 2N, and further let W~ (t, s) , W0 (t, s) and WM~ (t, s) be as
in Eq. (7.14), Notation 7.7, and Definition 8.1 respectively. If ψ ∈ D
(
N d2
)
and
0 < ~ < η, then
W~ (t, s)ψ −WM~ (t, s)ψ = i
ˆ t
s
W~ (t, τ)
[
LM
~
(τ) − L~ (τ)
]
WM
~
(τ, s)ψdτ (8.3)
and
W~ (t, s)ψ −W0 (t, s)ψ = i
ˆ t
s
W~ (t, τ)
[
H2 (α (τ) : a¯, a
∗)− L~ (τ)
]
W0 (τ, s)ψdτ
(8.4)
where L~ (t) and H2 (α (τ) : a¯, a
∗) are as in Eqs. (7.16) and (7.20) and LM
~
(τ) =
PML~ (t)PM as in Definition 8.1. [The integrands in Eqs. (8.3) and (8.4) are
L2 (m)-norm continuous functions of τ and therefore the integrals above are well
defined.]
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Proof. Let B
(
D
(
N d2
)
, L2 (m)
)
denote the space of bounded linear operators
from D
(
N d2
)
to L2 (m) . The integrals in Eq. (8.3) and (8.4) may be interpreted as
L2 (m) – valued Riemann integrals because their integrands are L2 (m) – continuous
functions of τ. This is consequence of the observations that both
F (τ) :=W~ (t, τ)
[
LM~ (τ)− L~ (τ)
]
WM~ (τ, s) and
G (τ) :=W~ (t, τ)
[
H2 (α (τ) : a¯, a
∗)− L~ (τ)
]
W0 (τ, s)
are strongly continuous B
(
D
(
N d2
)
, L2 (m)
)
– valued functions of τ. To verify
this assertion recall that;
(1) τ → WM
~
(τ, s) is ‖·‖d/2→d/2 continuous by Item 3. of Theorem 4.4 and
τ →W0 (τ, s)ψ is ‖·‖ d
2
– continuous by Corollary 5.10.
(2) Both LM
~
(τ) − L~ (τ) and H2 (α (τ) : a¯, a∗) − L~ (τ) are easily seen to be
strongly continuous as functions of τ with values in B
(
D
(
N d2
)
, L2 (m)
)
by using Corollary 3.30 and noting that the coefficients of the four operators
depend continuously on τ.
(3) The map, τ →W~ (t, τ) is strongly continuous on L2 (m) by Theorem 7.6.
As strong continuity is preserved under operator products, it follows that both
F (τ) and G (τ) are strongly continuous.
By Remark 4.6 and Proposition 7.4 we know thatWM
~
(t, s)S = S andW~ (t, s)S =
S. Moreover, from item 3. of Theorem 4.4 and Theorem 7.6, if ϕ ∈ S, then both
t → WM
~
(t, s)ϕ and t → W~ (t, s)ϕ and are ‖·‖β-differentiable for β ≥ 0. Since
W~ (t, s) is unitary (see Eq. (7.14)), it follows that supt,s∈R ‖W~ (t, s)‖0→0 = 1.
Therefore, by applying Lemma 7.1 with U (τ) = W~ (t, τ) , P (θ, θ
∗) = 1, and
T (τ) =WM
~
(τ, s) while making use of Eqs. (7.18) and (8.2) to find,
i
d
dτ
W~ (t, τ)W
M
~
(τ, s)ϕ = F (τ)ϕ.
A similar arguments using Corollary 5.10 in place of Theorem 4.4 shows,
i
d
dτ
W~ (t, τ)W0 (τ, s)ϕ = G (τ)ϕ.
Equations (8.3) and (8.4) now follow for ψ = ϕ ∈ S by integrating the last two
displayed equations and making use of the fundamental theorem of calculus.
By the uniform boundedness principle (or by direct estimates already provided),
it follows that
sup
τ∈Js,t
‖F (τ)‖ d
2→0 <∞ and supτ∈Js,t
‖G (τ)‖ d
2→0 <∞,
where Js,t := [min (s, t) ,max (s, t)] . Because of these observation and the fact that
S is dense in D
(
N d2
)
, it follows that by a standard “ε/3 – argument”that Eqs.
(8.3) and (8.4) are valid for all ψ ∈ D
(
N d2
)
.
Theorem 8.3. Let 0 < η ≤ 1, H (θ, θ∗) ∈ R 〈θ, θ∗〉 be a polynomial of degree d
satisfying Assumption 1 and d ≥ 2 be an even number. Then for all β ≥ d/2 and
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−∞ < S < T <∞, there exists a constant, K (β, α0, H, S, T ) <∞ such that
sup
S<s,t<T
∥∥∥W~ (t, s)−W ~−1~ (t, s)∥∥∥
β→0
≤ K (β, α0, H, S, T ) ~β−1 ∀ 0 < ~ < η. (8.5)
Proof. Since W~ (t, s) and W
~
−1
~
(t, s) are unitary from Theorem 4.4 and Eq.
(7.14) and ‖·‖β ≥ ‖·‖0 in Remark 3.22, it follows
sup
S<s,t<T
∥∥∥W~ (t, s)−W ~−1~ (t, s)∥∥∥
β→0
≤ 1, (8.6)
and hence Eq. (8.5) holds if η ∧ d−1 ≤ ~ < η. The remaining thing to show is
Eq.(8.5) still holds for 0 < ~ < η ∧ d−1.
Let ψ ∈ D (N β) ⊂ D (N d/2) . Taking the L2 (m) – norm of Eq. (8.3) implies,∥∥[W~ (t, s)−WM~ (t, s)]ψ∥∥ ≤ ˆ
Js,t
∥∥∥W~ (t, τ) [LM~ (τ)− L~ (τ)]WM~ (τ, s)ψ∥∥∥ dτ,
(8.7)
where ∥∥∥W~ (t, τ) [LM~ (τ) − L~ (τ)]WM~ (τ, s)ψ∥∥∥
=
∥∥∥[LM~ (τ) − L~ (τ)]WM~ (τ, s)ψ∥∥∥
≤
∥∥∥LM~ (τ)− L~ (τ)∥∥∥
β→0
∥∥WM
~
(τ, s)
∥∥
β→β ‖ψ‖β . (8.8)
In order to simplify this estimate further, let
P (~, t : θ, θ∗) =
d∑
k=2
~
k
2−1Hk (α (t) : θ, θ∗) ,
in which case, L~ (t) = P
(
~, t : a, a†
)
. It follows from Corollary 3.37 with β = 0
and α→ β that (for M ≥ d)∥∥∥LM~ (τ)− L~ (τ)∥∥∥
β→0
≤
d∑
k=2
~
k
2−1 |Hk (α (t) : θ, θ∗)| (M − k + 2)k/2−β
≤ K (α0, H) ~−1
d∑
k=2
(~M − k~+ 2~)k/2 (M − k + 2)−β
and from Eq. (4.15) that
∥∥WM
~
(τ, s)
∥∥
β→β ≤ e
K(β,d)(~M+1)
d
2
−1 ∑d
k=2
´
Js,τ
∣∣∣∣~ k2−1Hk(α(σ):θ,θ∗)
∣∣∣∣dσ
≤ eK˜(β,d,H)(~M+1)
d
2
−1|t−s|.
Thus reducing to the case where M = ~−1 (i.e. M~ = 1) we see there exists
K˜ (β, α0, H, S, T ) <∞ such that∥∥∥L~−1~ (τ)− L~ (τ)∥∥∥
β→0
∥∥∥W ~−1~ (τ, s)∥∥∥
β→β
≤ K˜ (β, α0, H, S, T )~β−1
which combined with Eqs. (8.7) and (8.8) implies Eq. (8.5) withK (β, α0, H, S, T ) =
K˜ (β, α0, H, S, T ) [T − S] .
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9. Proof of the main Theorems
The next theorem combines the crude bound in Theorem 7.9 with the asymp-
totics of the truncated evolutions in Theorem 8.3 in order to give a much improved
version of Theorem 7.9.
Theorem 9.1 (N – Sobolev Boundedness of W~ (t)). Suppose that H (θ, θ
∗) ∈
R 〈θ, θ∗〉 and η > 0 satisfy Assumption 1, d = degθH > 0 ∈ 2N, and W~ (t, s)
and W~ (t) be as in Eqs. (7.14) and (7.13) respectively. Then for each β ≥ 0,
−∞ < S < T <∞, there exists Kβ (S, T ) <∞ such that for all ψ ∈ D
(N (2β+1)d) ,
all 0 < ~ < η ≤ 1, and all S ≤ s, t ≤ T we have∥∥N βW~ (t, s)ψ∥∥ ≤ Kβ (S, T ) ‖ψ‖(2β+1)d , (9.1)
and
sup
S≤s,t≤T
‖W~ (t, s)‖(2β+1)d→β ≤ K˜β (S, T ) , (9.2)
where
K˜β (S, T ) := (1 +Kβ (S, T )) 2
(β−1)+ . (9.3)
In particular this estimate implies, for 0 < ~ < η ≤ 1,
sup
S≤t≤T
[
‖W~ (t)‖(2β+1)d→β ∨ ‖W ∗~ (t)‖(2β+1)d→β
]
≤ K˜β (S, T ) . (9.4)
[The bound in Eq. (9.2) improves on the crude bound in Eq. (8.5) in that the bound
now does not blow up as ~ ↓ 0.]
Remark 9.2. The bound in Eq.(9.1) is not tight in that the index, (2β + 1) d, of
the norm on the right side of this equation is not claimed to be optimal.
Proof. The case β = 0 is a trivial and so we now assume β > 0. If ψ ∈
D
(N (2β+1)d) , then by Proposition 7.4 W~ (t, s)ψ ∈ D (N 2(2β+1)) . Some simple
algebra then shows
〈
W~ (t, s)ψ,N 2βW~ (t, s)ψ
〉
= A+B, where
A :=
〈
W ~
−1
~ (t, s)ψ,N 2βW ~
−1
~ (t, s)ψ
〉
and
B :=
〈[
W~ (t, s)−W ~−1~ (t, s)
]
ψ,N 2βW~ (t, s)ψ
〉
+
〈
N 2βW ~−1
~
(t, s)ψ,
[
W~ (t, s)−W ~−1~ (t, s)
]
ψ
〉
.
The |B| term is bounded by the following two terms.
|B| ≤
∥∥∥[W~ (t, s)−W ~−1~ (t, s)]ψ∥∥∥ · ∥∥N 2βW~ (t, s)ψ∥∥
+
∥∥∥[W~ (t, s)−W ~−1~ (t, s)]ψ∥∥∥ · ∥∥∥N 2βW ~−1~ (t, s)ψ∥∥∥ .
Therefore, using Eq. (4.15) in Corollary 4.7, Theorem 8.3 with β replaced by d2+2β,
and Theorem 7.9, it follows that
|B| ≤
∥∥∥[W~ (t, s)−W ~−1~ (t, s)]ψ∥∥∥ · (∥∥N 2βW~ (t, s)ψ∥∥+ ∥∥∥N 2βW ~−1~ (t, s)ψ∥∥∥)
≤ C~2β+ d2−1 ‖ψ‖ d
2+2β
·
(
~
−2β
∥∥∥(N + I)βd ψ∥∥∥+ ∥∥∥(N + I)2β ψ∥∥∥)
≤ C~ d2−1 ‖ψ‖ d
2+2β
(
‖ψ‖βd + ~2β ‖ψ‖2β
)
≤ C~ d2−1 ‖ψ‖2(2β+1)d <∞ for all S ≤ s, t ≤ T and 0 < ~ < η. (9.5)
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In the last inequality we have used, d2 + 2β ≤ (2β + 1) d when β > 0 and d ≥ 2.
Corollary 4.7 directly implies there exists C > 0 such that
|A| =
∥∥∥N βW ~−1~ (t, s)ψ∥∥∥2
β
≤ C ‖ψ‖2β ≤ C ‖ψ‖2(2β+1)d
for all S ≤ s, t ≤ T and therefore, we get
∥∥N βW~ (t, s)ψ∥∥2 = 〈W~ (t, s)ψ,N 2βW~ (t, s)ψ〉 ≤ (Kβ (S, T ))2 ‖ψ‖2(2β+1)d (9.6)
for an appropriate constant Kβ (S, T ) . Equation (9.1) is proved and Eq. (9.2) is
a consequence of Eq. (9.1) and the inequality in Eq. (6.5). Equation (9.2) also
implies Eq. (9.4) because W~(t) = W~ (t, 0)and W
∗
~
(t) =W~ (0, t) .
Theorem 9.3. Suppose that H (θ, θ∗) ∈ R 〈θ, θ∗〉 and 0 < η ≤ 1 satisfy Assump-
tions 1. Let d = degθH ∈ 2N, W~ (t, s) , and W0 (t, s) be as in Eq. (7.14) and
Notation 7.7 respectively. Then W~ (t, s)
s→ W0 (t, s) as ~ ↓ 0. Moreover for all
β ≥ 0 and −∞ < S < T < ∞ there exists K = Kβ (S, T ) < ∞ such that, for
0 < ~ < η ≤ 1,
sup
S≤s,t≤T
∥∥N β (W0 (t, s)−W~ (t, s))ψ∥∥ ≤ K√~ ‖ψ‖ d
2 (4β+3)
∀ ψ ∈ D
(
N d2 (4β+3)
)
(9.7)
and, with K˜ := (1 +K) 2(β−1)+ ,
sup
s,t∈[S,T ]
‖W0 (t, s)−W~ (t, s)‖ d
2 (4β+3)→β ≤ K˜
√
~. (9.8)
In particular, for 0 < ~ < η ≤ 1,
sup
S≤t≤T
‖W0 (t)−W~ (t)‖ d
2 (4β+3)→β ∨ ‖W
∗
0 (t)−W ∗~ (t)‖ d
2 (4β+3)→β ≤ K˜
√
~. (9.9)
Proof. The claimed strong convergence now follows from Eq. (9.7) with β = 0
along with a standard density argument. To simplify notation, let
p = d (2β + 1) and q =
d
2
(4β + 3) = p+
d
2
.
If ψ ∈ D (N q) ⊆ D
(
N d2
)
, then by Eq. (8.4) in Proposition 8.2, Eq. (7.16), and
Corollary 3.30,
W~ (t, s)ψ −W0 (t, s)ψ = i
ˆ t
s
W~ (t, τ)
[
H2 (α (τ) : a¯, a
∗)− L¯~ (τ)
]
W0 (τ, s)ψdτ
= i
ˆ t
s
W~ (t, τ)
[
1
~
H≥3 (α (τ) : a¯~, a∗~)
]
W0 (τ, s)ψdτ.
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Then, by using theorem 9.1, we find for all 0 < ~ < η ≤ 1 and S ≤ s, t ≤ T (with
d = degθH) that
‖(W~ (t, s)−W0 (t, s))ψ‖β
≤
ˆ
Js,t
∥∥∥∥W~ (t, τ) [1~H≥3 (α (τ) : a¯~, a∗~)
]
W0 (τ, s)ψ
∥∥∥∥
β
dτ
≤
ˆ T
S
‖W~ (t, τ)‖p→β
∥∥∥∥[1~H≥3 (α (τ) : a¯~, a∗~)
]
W0 (τ, s)ψ
∥∥∥∥
p
dτ
≤ K
ˆ T
S
∥∥∥∥1~H≥3 (α (τ) : a¯~, a∗~)
∥∥∥∥
q→p
‖W0 (t, τ)‖q→q ‖ψ‖q dτ
≤ K
√
~
ˆ T
S
∥∥∥H≥3 (α (τ) ,√~ : a¯, a∗)∥∥∥
q→p
‖W0 (t, τ)‖q→q dτ ‖ψ‖q . (9.10)
whereH≥3
(
α (τ) ,
√
~ : θ, θ∗
)
∈ R
[
α (τ) ,
√
~
]
〈θ, θ∗〉 is a polynomial in
(
α (τ) ,
√
~ : θ, θ∗
)
which is a sum of terms homogeneous of degree three or more in the {θ, θ∗} – grad-
ing. By Eq. (3.45) in Corollary 3.30 and Eq. (5.27) in Corollary 5.10,
sup
S≤t≤T
ˆ T
S
‖H≥3 (α (τ) : a¯~, a∗~)‖q→p ‖W0 (t, τ)‖q→q dτ <∞
which along with Eq. (9.10) completes the proof of Eq. (9.7). Equation (9.8) follows
directly from Eq. (9.7) after making use of Eq. (6.5). Equation (9.9) is a special
case of Eq. (9.8) because of the identities; W~ (t) = W~ (t, 0) , W
∗
~
(t) = W~ (0, t) ,
W0 (t) =W0 (t, 0) and W0 (t)
∗
= W0 (0, t) .
9.1. Proof of Theorem 1.16. We now finish this paper by showing that Eqs. (9.4)
and (9.9) can be used to prove the main theorems of this paper, namely Theorem
1.16 and Corollaries 1.18 and 1.20. For the rest of Section 9, we always assume that
H ∈ R 〈θ, θ∗〉 and 1 ≥ η > 0 satisfy Assumption 1, d = degθH > 0 ∈ 2N, W~ (t) is
defined as in Eq. (7.13), and W0 (t) is as in Notation 7.7.
Notation 9.4. For ~ ≥ 0, let
a (~ : t) := W ∗
~
(t) aW~ (t) and a
† (~ : t) := W ∗
~
(t) a†W~ (t) (9.11)
as operator on S. It should be noted that under Assumption 1 we have a† (~ : t) =
a (~ : t)
†
for 0 ≤ ~ < η.
According to Theorem 5.13, if a (t) and a† (t) are as in Eqs. (1.8) and (1.9)
respectively then satisfies,
a (t) =W ∗0 (t) aW0 (t) = a (0 : t) and (9.12)
a† (t) =W ∗0 (t) a
†W0 (t) = a† (0 : t) (9.13)
as operators on S. For this reason we will typically write a (t) and a† (t) for a (0 : t)
and a (0 : t) respectively.
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By Proposition 2.4 and Eq.(7.13), the operator A~ (t) defined in Eq. (1.22)
satisfies,
U∗~ (α0)A~ (t)U~ (α0) = U
∗
~ (α0) e
itH~/~a~e
−itH~/~U~ (α0)
=W ∗
~
(t) (a~ + α (t))W~ (t)
= α (t) +
√
~W ∗~ (t) aW~ (t)
= α (t) +
√
~ a (~ : t) on S. (9.14)
Notation 9.5. For t ∈ R and 0 ≤ ~ < η, let
Bθ (~ : t) := a (~ : t) = W
∗
~
(t) a¯W~ (t) and
Bθ∗ (~ : t) := a (~ : t)
∗ = W ∗
~
(t) a∗W~ (t) .
When ~ = 0 we will denote Bb (0 : t) more simply as Bb (t) for b ∈ {θ, θ∗} .
Lemma 9.6. Let η > 0 and d > 0 ∈ 2N be as in Theorem 9.1, b ∈ {θ, θ∗} ,
t ∈ [S, T ] , and Bb (~ : t) be as in Notation 9.5. Then, for any β ≥ 0, there exists a
constant C (β, S, T ) > 0 such that
sup
t∈[S,T ]
max
b∈{θ,θ∗}
‖Bb (~ : t)‖g(β)→β ≤ C (β, S, T ) for 0 < ~ < η (9.15)
where g (β) = 4d2β + 2d (d+ 1) .
Proof. For definiteness, suppose that b = θ∗ as the case b = θ is proved
analogously. If q = (2β + 1) d and
p =
[
2
(
q +
1
2
)
+ 1
]
d = 4d2β + 2d (d+ 1) ,
then
‖Bb (~ : t)‖p→β ≤ ‖W ∗~ (t)‖q→β ‖a∗‖q+ 12→q ‖W~ (t)‖p→q+ 12
which combined with the estimates in Eqs. (3.41) and (9.4) gives the estimate in
Eq. (9.15).
Lemma 9.7. Let β ≥ 0, b ∈ {θ, θ∗} , −∞ < S < T < ∞, η > 0, and d > 0 ∈ 2N
be the same as Lemma 9.6. Then there exists a constant C (β, S, T ) > 0 such that
sup
t∈[S,T ]
‖Bb (~ : t)−Bb (t)‖r(β)→β ≤ C (β, S, T )
√
~ for 0 ≤ ~ < η (9.16)
where r (β) =
(
4d2
)
β + (3d+ 2) d.
Proof. Let us suppose that b = θ as the proof for b = θ∗ is very similar. Given
p ≥ β (to be chosen later) we have,
‖Bb (~ : t)−Bb (t)‖p→β
= ‖W ∗~ (t) a¯W~ (t)−W ∗0 (t) a¯W0 (t)‖p→β
≤ ‖[W ∗~ (t)−W ∗0 (t)] a¯W~ (t)‖p→β + ‖W ∗0 (t) a¯ [W~ (t)−W0 (t)]‖p→β . (9.17)
Using Eqs. (3.41), (9.4), and (9.9), there exists a constant C1 := C1 (β, S, T ) such
that the first term will become
‖[W ∗
~
(t)−W ∗0 (t)] a¯W~ (t)‖p1→β
≤ ‖[W ∗~ (t)−W ∗0 (t)]‖q1→β ‖a¯‖q1+ 12→q1 ‖W~ (t)‖p1→q1+ 12 ≤ C1
√
~
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where
q1 =
d
2
(4β + 3) and p1 =
(
2
(
q1 +
1
2
)
+ 1
)
d =
(
4d2
)
β + (3d+ 2) d.
Likewise, using Eqs. (3.41), (5.27) and (9.9), there exists a constantC2 := C2 (β, S, T )
such that the second term will become
‖W ∗0 (t) a¯ [W~ (t)−W0 (t)]‖p2→β
≤ ‖W ∗0 (t)‖q2→β ‖a¯‖q2+ 12→q2 ‖W~ (t)−W0 (t)‖p2→q2+ 12 ≤ C2
√
~
where
q2 = β and p2 =
d
2
(
4
(
q2 +
1
2
)
+ 3
)
= (2d)β +
5d
2
.
Since d ≥ 2 and β ≥ 0, it follows that p2 ≤ p1 and so taking p = p1 in Eq. (9.17)
and making use of the previous estimates proves Eq. (9.16).
Notation 9.8. For n ∈ N, let d = degθH > 0 and
σn :=
(
4d2
)
2d (d+ 1)
(
4d2
)n − 1
4d2 − 1 + (3d+ 2)d. (9.18)
Lemma 9.9. Let S, T , d and η be the same as Lemma 9.6 and σn be as in Notation
9.5 for n ∈ N. Then there exists Cn (S, T ) <∞ such that for any b = (b1, . . . , bn) ∈
{θ, θ∗}n , 0 ≤ ~ < η, and (t1, . . . , tn) ∈ [S, T ] we have
‖B1 (~) . . . Bn (~)−B1 . . . Bn‖σn→0 ≤ Cn (S, T )
√
~, (9.19)
where Bi (~) := Bbi (~ : ti) and Bi := Bi (0) = Bbi (ti) for 1 ≤ i ≤ n, see Notation
9.5.
Proof. By a telescoping series arguments,
B1 (~) . . . Bn (~)−B1 . . . Bn
=
n∑
i=1
[B1 (~) . . . Bi (~)Bi+1 . . . Bn −B1 (~) . . . Bi−1 (~)Bi . . . Bn]
=
n∑
i=1
B1 (~) . . . Bi−1 (~) [Bi (~)−Bi]Bi+1 . . . Bn
and therefore
‖B1 (~) . . . Bn (~)−B1 . . . Bn‖σn→0
≤
n∑
i=1
‖B1 (~) . . . Bi−1 (~) [Bi (~)−Bi]Bi+1 . . . Bn‖σn→0 . (9.20)
To finish the proof it suffices to show for 1 ≤ i ≤ n that
‖B1 (~) . . . Bi−1 (~) [Bi (~)−Bi]Bi+1 . . . Bn‖σn→0 ≤ C
√
~.
Now
‖B1 (~) . . . Bi−1 (~) [Bi (~)−Bi]Bi+1 . . . Bn‖σn→0
≤ ‖B1 (~) . . . Bi−1 (~)‖v→0 ‖Bi (~)−Bi‖u→v ‖Bi+1 . . . Bn‖σn→u
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where we will choose all σn, u, and v ≥ 0 appropriately. First off if β ≥ 0 and A = a
or a∗, then (see Proposition 3.29) A : D
(
N β+ 12
)
→ D (N β) and (see Corollary
5.10) W0 (t) : N β → N β are bounded operators and therefore,
‖Bi+1 . . . Bn‖σn→u <∞ if σn = u+
1
2
(n− i) . (9.21)
Also, with r (v) as in Lemma 9.7, there exists C such that, for 0 < ~ < η,
‖Bi (~)−Bi‖u→v ≤ C
√
~ if u = r (v) . (9.22)
Using Lemma 9.6, there exists C > 0 such that, for 0 < ~ < η,
‖B1 (~) . . . Bi−1 (~)‖v→0 ≤ C
provided that
v = gi−1 (0) = 2d (d+ 1)
(
4d2
)i − 1
4d2 − 1 . (9.23)
If we let 1 ≤ i ≤ n and
σn (i) = r
(
gi−1 (0)
)
+
1
2
(n− i)
=
(
4d2
)
2d (d+ 1)
(
4d2
)i − 1
4d2 − 1 + (3d+ 2)d+
1
2
(n− i) ,
then the by the above bounds it follows that
‖B1 (~) . . . Bi−1 (~) [Bi (~)−Bi]Bi+1 . . . Bn‖σn(i)→0 <∞. (9.24)
One shows σn (i) is increasing in i and therefore max1≤i≤n σn (i) = σn (n) = σn
where σn is as in Notation 9.8. Equation (9.19) now follows from Eqs. (9.20) and
(9.24) with σn (i) increased to σn.
We finish the proof of Theorem 1.16 with Lemma 9.9.
Proof of Theorem 1.16. Note that we have already shown that A~ (ti) and
A†
~
(ti) preserve S from Eq. (6.1) and U~ (α0)S = S and U~ (α0)∗ S = S from
Proposition 2.4. To show Eq.(1.23), for ψ ∈ S, we have〈
P
({
A~ (ti)− α (ti) , A†~ (ti)− α (ti)
}n
i=1
)〉
U~(α0)ψ
=
〈
P
({
U∗~ (α0)A~ (ti)U~ (α0)− α (ti) , U∗~ (α0)A†~ (ti)U~ (α0)− α (ti)
}n
i=1
)〉
ψ
=
〈
P
({√
~a (~ : ti) ,
√
~a† (~ : ti)
}n
i=1
)〉
ψ
(9.25)
where 〈·〉ψ is defined in Definition 1.7 and the last step is asserted by Eq. (9.14).
Supposed p = deg (P ({θ, θ∗}ni=1)) and pmin is then minimum degree of each non-
constant term in P
({θi, θ∗i }ni=1) . As p = 0 is a trivial case, we assume p > 0. Then,
it follows
P ({θi, θ∗i }ni=1) = P0 +
p∑
k=pmin
Pk ({θi, θ∗i }ni=1) (9.26)
where P0 ∈ C and
Pk ({θi, θ∗i }ni=1) =
∑
b1,....,bk∈{θi,θ∗i }ni=1
c (b1, . . . , bk) b1 . . . bk
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is a homogeneous polynomial of {θi, θ∗i }ni=1 with degree k. Plugging Eq.(9.26) into
Eq.(9.25) gives, 〈
P
({√
~a (~ : ti) ,
√
~a† (~ : ti)
}n
i=1
)〉
ψ
=P0 +
p∑
k=pmin
~
k
2
〈
Pk
({
a (~ : ti) , a
† (~ : ti)
}n
i=1
)〉
ψ
(9.27)
wherein we have used the fact that Pk is a homogeneous polynomial of degree k in
{θi, θ∗i }ni=1 . By Lemma 9.9, for 0 < ~ < η, we have∥∥∥Pk ({a (~ : ti) , a† (~ : ti)}ni=1)ψ∥∥∥ = ∥∥∥Pk ({a (ti) , a† (ti)}ni=1)ψ∥∥∥+O (√~) .
Therefore, for k ≥ 1, we have
~
k
2
〈
Pk
({
a (~ : ti) , a
† (~ : ti)
}n
i=1
)〉
ψ
= ~
k
2
〈
Pk
({
a (ti) , a
† (ti)
}n
i=1
)〉
ψ
+O
(
~
k+1
2
)
. (9.28)
Applying Eq.(9.28) to Eq.(9.27), we have〈
P
({√
~a (~ : ti) ,
√
~a† (~ : ti)
}n
i=1
)〉
ψ
= P0 +
p∑
k=pmin
~
k
2
〈
Pk
({
a (ti) , a
† (ti)
}n
i=1
)〉
ψ
+O
(
~
k+1
2
)
=
〈
P
({√
~a (ti) ,
√
~a† (ti)
}n
i=1
)〉
ψ
+O
(
~
pmin+1
2
)
.
Therefore, Eq.(1.23) follows immediately.
9.2. Proof of Corollary 1.18. Let P
({θi, θ∗i }ni=1) ∈ C 〈{θi, θ∗i }ni=1〉 be a non-
commutative polynomial, ψ ∈ S and {t1, . . . , tn} ⊆ R. With out loss of generality,
we may assume deg (P ) ≥ 1. We define, (see Notation 2.16),
P˜ ({α (ti) : θi, θ∗i }ni=1) = P ({θi + α (ti) , θ∗i + α (ti)}ni=1)
∈ C
[{
α (ti) , α (ti)
}n
i=1
]
〈{θi, θ∗i }ni=1〉 .
Note that degθ
(
P˜
)
= deg (P ) (see Notation 2.16) and p˜min ≥ 1 because deg
(
P˜
)
≥
1. By Theorem 1.16 , for 0 < ~ < η, we have〈
P
({
A~ (ti) , A
†
~
(ti)
}n
i=1
)〉
U~(α0)ψ
=
〈
P˜
({
α (ti) : A~ (ti)− α (ti) , A†~ (ti)− α (ti)
}n
i=1
)〉
U~(α0)ψ
=
〈
P˜
({
α (ti) :
√
~a (ti) ,
√
~a† (ti)
}n
i=1
)〉
ψ
+O
(
~
p˜min+1
2
)
=
〈
P
({
α (ti) +
√
~a (ti) , α (ti) +
√
~a† (ti)
}n
i=1
)〉
ψ
+O
(
~
p˜min+1
2
)
=
〈
P
({
α (ti) +
√
~a (ti) , α (ti) +
√
~a† (ti)
}n
i=1
)〉
ψ
+O (~) .
The last equality is because p˜min is at least 1. Therefore, Eq. (1.25) follows.
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9.3. Proof of Corollary 1.20. By Eqs. (1.8) and (1.9) in Definition 1.3, the term〈
P1
({
α (ti) : a (ti) , a
† (ti)
}n
i=1
)〉
ψ
in Eq.(1.26) is bounded independent of ~ for ψ ∈
S. Therefore, by setting ~ → 0 in Eq.(1.26), Eq.(1.28) follows. To show Eq.(1.29),
let pmin be the minimum degree of all non constant terms in P
({θi, θ∗i }ni=1) . We
assume pmin ≥ 1 as usual. Otherwise, it means P is a constant polynomial which
is a trivial case in Eq. (1.29). With the same notations as in Eq. (9.26), we have
P ({θi, θ∗i }ni=1) = P0 +
p∑
k=pmin
Pk ({θi, θ∗i }ni=1) .
Then, we apply Eq.(1.23) on each term Pk where k ≥ 1, and get〈
Pk
({
A~ (ti)− α (ti) , A†~ (ti)− α (ti)
}n
i=1
)〉
U~(α0)ψ
=
〈
Pk
({√
~a (ti) ,
√
~a† (ti)
}n
i=1
)〉
ψ
+O
(
~
k+1
2
)
=~
k
2
(〈
Pk
({
a (ti) , a
† (ti)
}n
i=1
)〉
ψ
+O
(
~
1
2
))
. (9.29)
By applying Eq.(9.29), we have〈
P
({
A~ (ti)− α (ti)√
~
,
A†
~
(ti)− α (ti)√
~
}n
i=1
)〉
U~(α0)ψ
= P0 +
p∑
k=pmin
1
~
k
2
〈
Pk
({
A~ (ti)− α (ti) , A†~ (ti)− α (ti)
}n
i=1
)〉
U~(α0)ψ
= P0 +
p∑
k=pmin
〈
Pk
({
a (ti) , a
† (ti)
}n
i=1
)〉
ψ
+O
(
~
1
2
)
=
〈
P
({
a (ti) , a
† (ti)
}n
i=1
)〉
ψ
+O
(
~
1
2
)
.
Eq.(1.29) follows.
10. Appendix: Main Theorems in terms of the standard CCRs
Let
aˆ~ =
1√
2
(
Mx + ~
d
dx
)
and aˆ†
~
=
1√
2
(
Mx − ~ d
dx
)
(as an operator on S) be the more standard representation for the annihilation
and creation operators form of the CCRs used in the physics literature. We will
reformulate Theorem 1.16, Corollaries 1.18 and 1.20 in the standard CCRs. The
following lemma (whose proof is left to the reader) implements the equivalence of
our representation of the canonical commutation relations (CCRs) to the standard
representation of the CCRs.
Lemma 10.1. For ρ > 0, let Sρ : L
2 (R)→ L2 (R) be the unitary map defined by
(Sρf) (x) :=
√
ρf (ρx) for x ∈ R.
Then SρS = S and it follows that
aˆ~ = S~−1/2a~S~1/2 and aˆ
†
~
= S~−1/2a
†
~
S~1/2
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Definition 10.2. For ~ > 0 and α := (ξ + iπ) /
√
2, let
Uˆ~ (α) = exp
(
1
~
(
αaˆ†
~
− α¯aˆ~
))
be the unitary operator on L2 (R) which implements translation by (ξ, π) in phase
space.
Using the more standard representation of the CCRs instead, we have an imme-
diate corollary from Theorem 1.16.
Theorem 10.3. Suppose H (θ, θ∗) ∈ R 〈θ, θ∗〉 is a non-commutative polynomial in
two indeterminates, d = degH > 0 and 0 < η ≤ 1 satisfying the same assumptions
in Theorem 1.16. Let Hˆ~ := H
(
aˆ~, aˆ
†
~
)
. We define
Aˆ~ (t) := e
iHˆ~t/~aˆ~e
−iHˆ~t/~
denote aˆ~ in the Heisenberg picture. Furthermore for all ψ ∈ S, α0 ∈ C, 0 < ~ <
η, real numbers {ti}ni=1 ⊂ R, and non-commutative polynomial, P
({θi, θ∗i }ni=1) ∈
C
〈{θi, θ∗i }ni=1〉 , in 2n – indeterminants where pmin be the minimum degree of all
non constant terms in P
({θi, θ∗i }ni=1) , the following weak limits (in the sense of
non-commutative probability) hold;〈
P
({
Aˆ~ (ti)− α (ti) , Aˆ†~ (ti)− α (ti)
}n
i=1
)〉
Uˆ~(α0)S
~
−1/2ψ
=
〈
P
({√
~a (ti) ,
√
~a† (ti)
}n
i=1
)〉
ψ
+O
(
~
pmin+1
2
)
. (10.1)
where a (t) and a† (t) are as in Eqs. (1.8) and (1.9).
Proof. By the Lemma 10.1, we have
A~ (ti) = S~1/2Aˆ~ (ti)S~−1/2 and U~ (α0) = S~1/2 Uˆ~ (α0)S~−1/2
on S. Therefore,〈
P
({
Aˆ~ (ti)− α (ti) , Aˆ†~ (ti)− α (ti)
}n
i=1
)〉
Uˆ~(α0)S
~
−1/2ψ
=
〈
P
({
S
~
1
2
Aˆ~ (ti)S
~
− 1
2
− α (ti) , S
~
1
2
Aˆ†
~
(ti)S
~
− 1
2
− α (ti)
}n
i=1
)〉
S
~
1
2
Uˆ~(α0)S
~
− 1
2
ψ
=
〈
P
({
A~ (ti)− α (ti) , A†~ (ti)− α (ti)
}n
i=1
)〉
U~(α0)ψ
.
Then, Eq.(10.1) follows by applying Eq.(1.23)..
Likewise we can show two corollaries of Theorem 10.3 below which behave like
Corollaries 1.18 and 1.20.
Corollary 10.4. Under the same notations and assumptions in Theorem 10.3,
then ,for 0 < ~ < η, we have〈
P
({
Aˆ~ (ti) , Aˆ
†
~
(ti)
}n
i=1
)〉
Uˆ~(α0)S
~
−1/2ψ
=
〈
P
({
α (ti) +
√
~a (ti) , α (ti) +
√
~a† (ti)
})〉
ψ
+O (~) . (10.2)
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Proof. It is a similar proof as Theorem 10.3. Using Lemma 10.1, we can
conclude〈
P
({
Aˆ~ (ti) , Aˆ
†
~
(ti)
}n
i=1
)〉
Uˆ~(α0)S
~
−1/2ψ
=
〈
P
({
A~ (ti) , A
†
~
(ti)
}n
i=1
)〉
U~(α0)ψ
.
Then, the rest of the proof is simply to apply Eq.(1.25) and hence, Eq.(10.2) follows.
Corollary 10.5. Under the same notations and assumptions in Theorem 10.3, let
ψˆ~ = Uˆ~ (α0)S~−1/2ψ. As ~→ 0+, we have〈
P
({
Aˆ~ (ti) , Aˆ
†
~
(ti)
}n
i=1
)〉
ψˆ~
→ P ({α (ti) , α (ti)}ni=1) .
and〈
P
({
Aˆ~ (ti)− α (ti)√
~
,
Aˆ†
~
(ti)− α¯ (ti)√
~
}n
i=1
)〉
ψˆ~
→
〈
P
({
a (ti) , a
† (ti)
}n
i=1
)〉
ψ
.
(10.3)
We abbreviate this convergence by saying
Lawψˆ~
({
Aˆ~ (ti)− α (ti)√
~
,
Aˆ†
~
(ti)− α¯ (ti)√
~
}n
i=1
)
→ Lawψ
({
a (ti) , a
† (ti)
}n
i=1
)
.
Proof. Similar to the proof in Theorem 10.3, by using Lemma 10.1, we have〈
P
({
Aˆ~ (ti) , Aˆ
†
~
(ti)
}n
i=1
)〉
ψˆ~
=
〈
P
({
A~ (ti) , A
†
~
(ti)
}n
i=1
)〉
U~(α0)ψ,
and 〈
P
({
Aˆ~ (ti)− α (ti)√
~
,
Aˆ†
~
(ti)− α¯ (ti)√
~
}n
i=1
)〉
ψˆ~
=
〈
P
({
A~ (ti)− α (ti)√
~
,
A†
~
(ti)− α¯ (ti)√
~
}n
i=1
)〉
U~(α0)ψ
.
Therefore, the corollary is a direct consequence of Corollary 1.20.
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