Introduction {#Sec1}
============

Approximate reasoning is an often used concept when it is required to obtain meaningful results from imprecise data. One idea comes from Zadeh \[[@CR15]\], where we use some inference schemas to receive such results. These schemas are based on their classic versions like:hypothetical syllogism $$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$A'$$\end{document}$. More precisely, if we use the composition proposed by Zadeh - the compositional rule of inference (CRI), which is the most popular, we have the following formula for our result:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} B'(y):=\sup _{x\in X} T(A'(x),I(A(x),B(y))), \quad y\in Y, \end{aligned}$$\end{document}$$where *T* is a t-norm (or any generalization of classical conjunction) and *I* is a fuzzy implication (or any generalization of classical implication). Another kind of a composition $\documentclass[12pt]{minimal}
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                \begin{document}$$\star $$\end{document}$ is the Bandler-Kohout subproduct (BKS) \[[@CR3], [@CR13]\]. In this case we usually use different model of a relation *R* and we consider the following formula:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} B'(y): = \inf _{x\in X} I(A'(x),T(A(x),B(y))), \quad y\in Y. \end{aligned}$$\end{document}$$For both of them we almost always require a minimal property of interpolativity. It is nothing else but satisfying a classic version of modus ponens, i.e., if we take $\documentclass[12pt]{minimal}
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                \begin{document}$$B'=B$$\end{document}$. Therefore, if we take into account all possible values of fuzzy sets *A*, *B* (i.e., the unit interval \[0, 1\]), then from ([1](#Equ1){ref-type=""}) and ([2](#Equ2){ref-type=""}) we receive the following two functional equations: where *T* is a t-norm and *I* is a fuzzy implication. Both functional equations (or their counterparts written as inequalities) were studied extensively in the literature for different classes of operations (see \[[@CR2], [@CR14]\]).

In many applications of generalized modus ponens, the rule base is not consisted of only one rule IF - THEN, but is contains more of them. Hence we have the following scheme:$$\documentclass[12pt]{minimal}
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                \begin{document}$$B'$$\end{document}$ (which is based on all given rules) there are two main strategies (see \[[@CR2], [@CR10]\]):FATI - First Aggregate, Then Infer: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \text {Aggregate: } \;&R(x,y) = G(R_1(x,y),\ldots ,R_n(x,y)) \\&\qquad \quad = G(I(A_1(x),B_1(y)), \ldots , I(A_n(x),B_n(y))), \\ \text {Infer: } \;&B'(y): = A'(x)\circ R(x,y);\\ \end{aligned}$$\end{document}$$FITA - First Infer, Then Aggregate: $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \text {Infer: } \;&B'_i(y) = A'(x)\overset{T}{\circ } R_i(x,y) = A'(x)\overset{T}{\circ }I(A_i(x),B_i(y)), \\&\qquad \qquad \qquad \qquad \qquad \qquad \text {for all }i \in \{1,\ldots , n\}, \\ \text {Aggregate: } \;&B'(y) = G(B'_1(y), \ldots , B'_n(y)), \end{aligned}$$\end{document}$$where *G* is some aggregation function (it can be a t-norm).

Later we will present some conclusions regarding usage of FITA. Moreover, in our paper we would like to present some other results and corollaries that we obtained during work on a computer tool for image customization. We prepared it in order to test if our theoretical results concerning some reasoning schemas have an impact on applications of approximate reasoning (and what type). We used GMP scheme and this is a starting point for some other investigations.

The paper is organized as follows. Section [2](#Sec2){ref-type="sec"} contains briefly description of the mentioned tool and some preliminaries which will be used in a sequel. In Sect. [3](#Sec5){ref-type="sec"} we present some observations based on exemplary images. In Sect. [4](#Sec8){ref-type="sec"} we conclude our paper and give some plans for future work.

Basic Notions and Facts {#Sec2}
=======================

Preliminaries {#Sec3}
-------------

To make this paper self-contained we placed here some basic definitions regarding fuzzy connectives and some aggregation operators.

### Definition 2.1 {#FPar1}
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### Definition 2.2 {#FPar2}
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### Definition 2.3 {#FPar3}
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### Definition 2.4 {#FPar4}
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### Definition 2.5 {#FPar5}

**(**\[[@CR9], **Definition 1.1**\]**).** A function $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$T :[0, 1]^2 \rightarrow [0, 1]$$\end{document}$ is called a triangular norm (shortly t-norm) if it satisfies the following conditions, for all $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$x, y, z \in [0, 1]$$\end{document}$:**(T1)** $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$T (x, y) = T (y, x)$$\end{document}$, i.e., *T* is commutative,**(T2)** $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$T (x, T (y, z)) = T (T (x, y), z)$$\end{document}$, i.e., *T* is associative,**(T3)\]***T* is non-decreasing with respect to each variable,**(T4)** $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$T (x, 1) = x$$\end{document}$.

### Definition 2.6 {#FPar6}
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For more detailed facts about diagonals of t-norms see \[[@CR11]\].

### Definition 2.7 {#FPar7}
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### Definition 2.8 {#FPar8}

**(**\[[@CR8], **Definition 4.2**\]**).** A function $\documentclass[12pt]{minimal}
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### Definition 2.9 {#FPar9}

**(**\[[@CR2], **Definition 1.1.1**\]**).** A function $\documentclass[12pt]{minimal}
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### Definition 2.10 {#FPar10}

**(see** \[[@CR2]\]**).** We say that a fuzzy implication *I* satisfies (i)the left neutrality property, if(ii)the ordering property, if

### Definition 2.11 {#FPar11}

**(**\[[@CR2], **Definition 2.5.1**\]**).** A function $\documentclass[12pt]{minimal}
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### Definition 2.12 {#FPar12}

**(**\[[@CR2], **Definition 1.4.15**\]**).** Let *I* be a fuzzy implication. A function $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$N_I:[0,1]\rightarrow [0,1]$$\end{document}$ given by$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} N_I(x)=I(x,0), \quad x\in [0,1], \end{aligned}$$\end{document}$$is called the natural negation of *I*.

### Example 2.13 {#FPar13}

Some basic t-norms and generated R-implications are presented in Fig. [1](#Fig1){ref-type="fig"}.Fig. 1.Examples of basic R-implications.

Description of a Computer Tool {#Sec4}
------------------------------

Let us take any picture where colors are given in RGB romat. Any pixel of such image can be seen as an object where we could adjust properties according to user choice/preferences. For instance, the user wants to change the color palette like below:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned}{}[76, 153, 0]&\rightarrow [128, 255, 0] \\ \text {from green }&\text { to lighter between yellow and green}\\ [255, 255, 0]&\rightarrow [255, 178, 102] \\ \text {from yellow }&\text { to one with orange tones.} \end{aligned}$$\end{document}$$We can use GMP to compute values of such "vectors" of all pixels.

Let us consider some examples. Firstly, let us take the pair $\documentclass[12pt]{minimal}
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                \begin{document}$$(T_\mathbf{LK}, I_\mathbf{LK})$$\end{document}$. In the phase of aggregating (here for FITA) we need to apply an aggregation function. It turns out the same t-norm will not give satisfying results. Let us compare images presented in Fig. [2](#Fig2){ref-type="fig"}. Better results (according to our subjective opinion) are obtained in Fig. [2](#Fig2){ref-type="fig"}(b) and worse are presented in Fig. [2](#Fig2){ref-type="fig"}(c). For this pair we used different aggregation methods -- the arithmetic mean and the Łukasiewicz t-norm. In the next part of our paper we give some possible justification which shows why it is better to apply some means instead of t-norms or other class of aggregation functions.Fig. 2.Examples of images used in our programme -- CRI.

Main Results {#Sec5}
============

Case of FITA {#Sec6}
------------

As we mentioned in Introduction, the basic property for compositions like CRI or BKS is interpolativity. Sometimes it is also called consistency \[[@CR5]\] (in fact in \[[@CR4], [@CR5]\] the authors showed that FATI is not consistent). However, when we are thinking about this property we focus mainly on IF - THEN rules. Nevertheless, for the cases of more than one rule it is important to choose a proper aggregation operator. Note that for the rule base ([3](#Equ3){ref-type=""}) and the fact *x* *is* $\documentclass[12pt]{minimal}
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                \begin{document}$$G(B,\ldots , B)$$\end{document}$ should be equal to *B*, which means *G* is idempotent. Such functions are for instance OWA functions, medians, averaging aggregation functions. Among them there are also means.

### Remark 3.1 {#FPar14}

*(cf* \[[@CR8]\]*).* For many t-norms and means there is the following relationship between *M* (a mean) and *T* (a t-norm):$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \delta _T\circ M = T. \end{aligned}$$\end{document}$$

### Example 3.2 {#FPar15}

Some classical means associated with t-norms are presented in Fig. [3](#Fig3){ref-type="fig"}.

Fig. 3.Classical means, corresponding t-norms and their diagonals.

Motivated by the above usage of means and t-norms we can define the following class of aggregation functions.

### Proposition 3.3 {#FPar16}
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                \begin{document}$$\begin{aligned} G_{T_1,T_2} (x,y) = G(T_1(x,y),T_2(x,y)), \quad x,y\in [0,1], \end{aligned}$$\end{document}$$is a commutative semicopula.

### Proof {#FPar17}

It is easy to see that all properties are satisfied. For instance an existence of the neutral element 1 is as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} G_{T_1,T2}(1,y) = G(T_1(1,y),T_2(1,y)) = G(y,y) = y, \quad y\in [0,1]. \end{aligned}$$\end{document}$$   $\documentclass[12pt]{minimal}
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### Proposition 3.4 {#FPar18}
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                \begin{document}$$G_{T_1,T_2}$$\end{document}$ defined by a formula ([6](#Equ6){ref-type=""}) is a t-norm.

### Proof {#FPar19}
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                \begin{document}$$\begin{aligned} G_{T_1,T_2} (x,y) = G(T_2(x,y),T_2(x,y)) = T_2(x,y). \end{aligned}$$\end{document}$$
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### Example 3.5 {#FPar20}

Let *G* be the arithmetic mean and $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} G_{T_\mathbf{M},T_\mathbf{LK}}(G_{T_\mathbf{M},T_\mathbf{LK}}(x,y),z)&= G_{T_\mathbf{M},T_\mathbf{LK}}(G(0.8,0.6),0.5) \\&= G_{T_\mathbf{M},T_\mathbf{LK}}(0.7,0.5) = G(0.5,0.2) = 0.35, \end{aligned}$$\end{document}$$while$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} G_{T_\mathbf{M},T_\mathbf{LK}}(x,G_{T_\mathbf{M},T_\mathbf{LK}}(y,z))&= G_{T_\mathbf{M},T_\mathbf{LK}}(0.8,G(0.5,0.3)) \\&= G_{T_\mathbf{M},T_\mathbf{LK}}(0.8,0.4) = G(0.4,0.2) = 0.3. \end{aligned}$$\end{document}$$

Case of Usage BK-subproduct {#Sec7}
---------------------------

Firstly we cite the following result, which justify the reason of choice of pairs of functions for the generalized hypothetical syllogism and CRI.

### Theorem 3.6 {#FPar21}

**(**\[[@CR12], **Theorem 3.2**\]**).** Let *T* be a t-norm. Then the following statements are equivalent: (i)*T* is left-continuous.(ii)The pair $\documentclass[12pt]{minimal}
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                \begin{document}$$(T, I_T)$$\end{document}$ satisfies the following functional equation

In fact, we have the similar result for ([CRI-GMP](#Equ13){ref-type=""}).

### Proposition 3.7 {#FPar22}

For a t-norm *T* the following statements are equivalent: (i)*T* is left-continuous.(ii)The pair $\documentclass[12pt]{minimal}
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### Proof {#FPar23}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$I_T$$\end{document}$ satisfies the left neutrality property ([NP](#Equ19){ref-type=""}) (see \[[@CR2], Theorem 2.5.4\]), so$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \sup _{z\in [0,1]} \left( T( z, I(z,y))\right) = y, \quad y\in [0,1], \end{aligned}$$\end{document}$$and thus (ii) is satisfied.
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                \begin{document}$$(ii) \Longrightarrow (i)$$\end{document}$ Let *T* be a t-norm and let us assume that the pair $\documentclass[12pt]{minimal}
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                \begin{document}$$(T,I_T)$$\end{document}$ satisfies ([CRI-GMP](#Equ13){ref-type=""}), but *T* is not left-continuous. Based on \[[@CR2], Proposition 2.5.5\] we know that residual principle is not valid, so there exist $\documentclass[12pt]{minimal}
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Therefore, we know which pairs can be used in ([CRI-GMP](#Equ13){ref-type=""}), like we considered earlier the pair $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} y = \sup _{x\in [0,1]} T(I_T(x,y),x), \quad y\in [0,1]. \end{aligned}$$\end{document}$$However, if we consider BK-subproduct where there is a different composition and a different relation *R*, then the situation is unlike. Usually, we consider the Eq. ([BK-GMP](#Equ14){ref-type=""}). Nevertheless, when in case of CRI we can change the order of arguments, here we would obtain:Of course, it makes a big difference since we have a fuzzy implication *I*. This is in fact so called supercomposition $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} R_{\triangleright }(A)(y):=\inf _{x\in X} I(R(x,y),A(x)), \quad y\in Y. \end{aligned}$$\end{document}$$Now, let us mention about another functional equation obtained from the generalized hypothetical syllogism and based on the Bandler-Kohout subproduct:which is a generalization of the following equation, where *A*, *B*, *C* are fuzzy sets,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} I(A(x),B(y)) = \inf _{z\in Z} I(T(A(x),C(z)),T(C(z),B(y))), \quad x\in X, y\in Y. \end{aligned}$$\end{document}$$The next two results can be proven as corollaries from our previous article \[[@CR12]\].

### Proposition 3.8 {#FPar24}
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                \begin{document}$$I\in \mathcal {FI}$$\end{document}$ satisfies ([NP](#Equ19){ref-type=""}) and let *C* be a semicopula. If the triplet (*C*, *I*, *I*) satisfies ([BK-GHS](#Equ35){ref-type=""}), then the pair (*C*, *I*) satisfies ([BK-GMP](#Equ14){ref-type=""}).

### Proposition 3.9 {#FPar25}
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                \begin{document}$$(T,I_T)$$\end{document}$ satisfies ([BK-GMP](#Equ14){ref-type=""}).

However, in applications except interpolativity property we know that we have discrete cases, so the infimum is in fact the minimum. Moreover, these results are also valid for such cases.

### Proposition 3.10 {#FPar26}

Let *A*, *B*, *C* be fuzzy sets and let *T* be a t-norm. If *C* is normal, then the triplet $\documentclass[12pt]{minimal}
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                \begin{document}$$(T ,I_T, I_T)$$\end{document}$ satisfies ([7](#Equ7){ref-type=""}).

### Proposition 3.11 {#FPar27}

Let *A*, *B* be fuzzy sets and let *T* be a t-norm. If *A* is normal, then the pair $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} B(y) = \inf _{x\in X} I(A(x),T(A(x),B(y))), \quad y\in Y. \end{aligned}$$\end{document}$$

Note that for any fuzzy implication *I* with ([OP](#Equ20){ref-type=""}) we have the following equality $\documentclass[12pt]{minimal}
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                \begin{document}$$I(x,T(x,y))<1$$\end{document}$. Hence, for such fuzzy implications *I* Eq. ([BK-GMP-Rev](#Equ33){ref-type=""}) does not have any solutions. But as we can see on Fig. [4](#Fig4){ref-type="fig"}, usage of such order gave in our tool results which cannot be called useless. This could be a reason why we should consider these composition (BKS and supercomposition $\documentclass[12pt]{minimal}
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                \begin{document}$$\triangleright $$\end{document}$) in different frameworks then CRI and check some other properties besides interpolativity.Fig. 4.Examples of images used in our programme -- BK-subproduct.

Now let us give some other examples of using BK-subproduct for other reasoning schemas which does and does not have solutions. Firstly, let us consider generalized modus tollens:

### Remark 3.12 {#FPar28}

Note that ([BK-GMT](#Equ37){ref-type=""}) have no solutions. Indeed,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \inf _{y\in [0,1]} I(N(y),T(x,y)) \le I(N(0),T(x,0))=I(1,0) = 0 \ne N(x), \end{aligned}$$\end{document}$$for all $\documentclass[12pt]{minimal}
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                \begin{document}$$x\in [0,1]$$\end{document}$.

Hence, now let us focus on the following functional equationwhere $\documentclass[12pt]{minimal}
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                \begin{document}$$N_1,N_2$$\end{document}$ are some fuzzy negations.

### Proposition 3.13 {#FPar29}
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                \begin{document}$$N_1,N_2$$\end{document}$ be any fuzzy negations. Then the following statements are equivalent: (i)The quadruple $\documentclass[12pt]{minimal}
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### Proof {#FPar30}
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Next, let us consider the functional equation obtained from the reduction to absurdity:Here note that there is an analogous case as in ([BK-GMT](#Equ37){ref-type=""}) equation.

### Remark 3.14 {#FPar31}
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Hence, similarly as for ([BK-GMT](#Equ37){ref-type=""}), when we consider the reverse order of arguments we can write the following functional equation:

### Proposition 3.15 {#FPar32}
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### Proof {#FPar33}
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Conclusions {#Sec8}
===========

In this paper we briefly described the tool which we created. We can conclude that in case of FITA it may be worth to use means associated with t-norms for the aggregation part. Also, we noticed that a different look on BK-subproduct may give various results. Moreover, we presented some results regarding different functional equations. For the future work we would like to examine BK-subproduct deeply and investigate differences, which we discovered from our tool, between it and CRI.
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