Introduction
In this chapter, we first overview the challenges related to video streaming applications in mobile networks. Based on this, we define a research problem to improve quality of service in mobile video networks and solve the discussed challenges. Then we summarize our contributions in solving the stated problem and describe the organization of the rest of the thesis.
In recent years, mobile devices have become more powerful in terms of computing power, memory, screen size and screen quality. This has resulted in increasing demand for multimedia services for mobile devices [19] . Also rapid growth of wireless communication and networking protocols has provided necessary infrastructure for growth of video streaming applications for mobile devices. Video streaming provides the opportunity for simultaneous transmission and playback of the video. Compared to file downloading, the users do not have to wait for the entire video to be downloaded. Also since only a small portion of the video is saved in the buffer before being played out, less memory is required for the mobile devices to access and watch multimedia content.
Although video streaming services could be provided through unicast and over cellular networks, these services are very demanding in terms of network resources. Unicast streaming creates a one-to-one connection between the server and the client and each client receives a distinct video stream from the server. Establishing a separate connection for each client will quickly overwhelm bandwidth resources as the number of unicast clients increases. In broadcast/multicast streaming, the same video data is transmitted to multiple clients at the same time. This makes broadcast and multicast streams much less demanding on network resources. Based on this, the need for multicast/broadcast services to support multimedia transmission is clear and in our thesis, we focus on video streaming over wireless broadcast networks. Broadcast services have been addressed in wireless networks including WiMax [45] , DVB-H (Digital Video Broadcast-Handheld) [28] , MediFLO [18] , and Multimedia Broadcast Multicast Service (MBMS) [35] .
Video streaming to mobile devices still has many challenges that need to be addressed.
For example, mobile devices are small and can only be equipped with small batteries that have limited lifetimes. Thus, conserving the energy of mobile devices during streaming sessions is needed to prolong the battery lifetime and enable users to watch videos for longer periods. Therefore, energy saving is an important quality of service metric for mobile video services. Some broadcast networks like DVB-H and MediaFLO transmit video data in bursts to let the receivers save energy. This technique is called time slicing. Based on this, the server does not transmit video data continuously, but in compact bursts with higher bit rate than the actual bit rate of the video streams. This lets the receivers of each video stream to be active only during short time periods to receive video bursts and go into energy conservation mode during the time interval between receiving consecutive bursts.
Another challenge for mobile video is the limited wireless bandwidth in wide-area wireless networks. The wireless bandwidth is not only limited, but it is also quite expensive.
For instance, Craig Wireless System Ltd. agreed to sell one quarter of its wireless spectrum to a joint venture of Rogers Communication and Bell Canada for $80 million [7] , and AT&T sold a 2.5 GHz spectrum to Clearwire Corporation in a $300 million transaction [5] . Thus, for commercially viable mobile video services, network operators should maximize the utilization of their license-based wireless spectrum bands. Maximizing bandwidth utilization means maximizing the number of video streams that can be concurrently transmitted while having the rate of frame loss within an acceptable range. We consider a frame as a lost frame or a dropped frame if it is not transmitted to the receiver before its decoding deadline.
Otherwise, we call it an ontime frame. In this regard, minimizing the number of lost frames is equivalent to maximizing the number of ontime transmitted frames. Frame loss rate is an important quality of service metric in video streaming systems. A high rate of frame loss will result in screen freezes and playout glitches which cause user dissatisfaction and poor watching experience for viewers.
Some video encoders generate constant bit rate (CBR) streams to simplify the allocation of network resources. Since different frames are different in the level of complexity, enforcing constant bit rate to the video stream will result in uneven quality of the video which is not desirable for viewers. On the other hand, variable bit rate (VBR) encoding of video streams produces video with constant and higher quality, but produces challenging resource allocation problems in video transmission applications. Based on the advantages of VBR encoding, we consider VBR video streams in this thesis.
In this thesis, we consider the problem of multicasting multiple variable bit rate (VBR) video streams from a wireless base station to many mobile receivers over a common wireless channel. This problem arises in wide-area wireless networks that offer multimedia content using multicast and broadcast services, such as DVB-H [28] , ATSC M/H (Advanced Television Systems Committee-Mobile/Handheld) [4] , WiMAX [45] , and 3G/4G cellular networks that enable the Multimedia Broadcast Multicast Services [35] .
We propose a new algorithm to efficiently transmit the video streams from the base station to mobile receivers. The goal of our algorithm is to minimize the number of lost frames and maximize the energy saving of mobile devices.
Problem Statement and Thesis Contributions
In this, thesis we study optimization of two important quality metrics for mobile video streaming services: energy saving and rate of frame loss. Our first objective is to minimize the number of lost frames when transmitting variable bit rate video streams from a base station to mobile receivers with limited buffer capacity. Our second objective is to maximize energy saving of the mobile receivers by transmitting video data in bursts.
Problem Statement
Frame loss rate is an important metric to evaluate the quality of a video streaming service.
In video streaming, a frame is lost if it is not transmitted to the receivers before its decoding deadline. Wireless bandwidth is limited and expensive. Therefore, service providers have to employ mechanisms to optimize the use of their licensed bandwidth. Developing algorithms to minimize frame loss rate will allow the operators to provide high quality service and at lower costs. But achieving this objective when transmitting VBR video streams is a challenging problem. In VBR streams, the aggregate bit rate of video streams could instantaneously increase which makes a fixed resource allocation policy inefficient.
Mobile devices carry small batteries and thus energy conservation is another important concern for mobile applications. Therefore, video streaming techniques should be designed in a way to account for this limitation in order to be efficiently deployed for mobile networks.
A burst scheduling technique is used to let handheld devices save energy during a streaming session. In this technique, video data is not transmitted continuously, but in bursts with higher bit rate than the actual bit rate of the video stream. Therefore, receivers can be active for the period of receiving bursts, save the bursts into their buffers and then go to energy conservation mode when there is no burst to receive. In this thesis, we consider the average energy saving achieved among all video streams as our energy saving performance metric.
We state the problem we need to solve in the following.
Problem. Create a burst transmission schedule for broadcasting a set of variable bit rate video streams from a base station to mobile devices such that: (i) the number of video frames received before their decoding deadline is maximized, (ii) the average energy saving among all video streams is maximized, and (iii) no buffer overflow and underflow instances occur at the receivers.
Thesis Contributions
In this thesis we study and solve the problem of transmitting a set of video streams from a base station to mobile devices while maximizing ontime transmitted frames and energy saving. Our contributions can be summarized as follows [33, 42] .
• We propose a polynomial, dynamic burst scheduling algorithm for multiplexing variable bit rate video streams to maximize ontime transmitted frames while achieving high energy saving for mobile devices. Unlike previous algorithms, the new algorithm adaptively controls the buffer level of mobile devices receiving different video streams. This is done through dynamic control of the wireless bandwidth. Our proposed algorithm uses variable bit rate video streams, which are statistically multiplexed to increase the utilization of the expensive wireless bandwidth. We analytically prove that our algorithm can always find a feasible schedule if there exists one.
• We use burst scheduling technique in our algorithm to achieve energy saving for mobile receivers. It has been shown that creating an optimal burst schedule is an NPComplete problem [23] . We show that our algorithm is polynomial and analytically prove that the gap between energy saving resulted from our algorithm and optimal energy saving is bounded by a small value.
• We implement our new algorithm in a mobile video streaming testbed to practically demonstrate its performance. The results from the testbed confirm that our algorithm runs in real-time and achieves high performance in terms of energy saving and transmitting video frames ontime.
Thesis Organization
The rest of this thesis is organized as follows. We provide an overview of multicast/broadcast networks for multimedia streaming and discuss the related research to address the challenges in this domain in Chapter 2. In Chapter 3 we describe and analyze our proposed solution for the optimization problems of maximizing ontime transmitted frames and maximizing energy saving for mobile receivers. We extensively evaluate our algorithm and provide the results in Chapter 4. We conclude the thesis in Chapter 5 and describe the directions in which this work could be extended in the future.
Chapter 2 Background
In this chapter, we overview video broadcast/multicast networks and describe their characteristics. We also discuss current algorithms proposed in the literature and used in practice to solve challenges related to transmitting variable bit rate video streams in mobile networks.
Video Broadcast Standards
Broadcast/Multicast networks, compared to unicast services, use network infrastructure more efficiently as the source is required to send data only once even if it needs to be received by a large number of receivers. Broadcasting and multicasting multimedia may be performed through cellular networks, WiMAX (Worldwide Interoperability for Microwave) networks, or dedicated broadcast networks such as DVB-H [13, 15, 28] and MediaFLO [8, 18] .
Traditional cellular networks only support unicast which puts a large overhead on bandwidth resources and is not efficient for multimedia applications. Therefore, 3rd Generation Partnership Project (3GPP) [3] has proposed Multimedia Broadcast and Multicast Services (MBMS) for efficient utilization of cellular network resources in multimedia applications.
MBMS is a broadcasting service using existing GSM (Global System for Mobile Communications) [21] and UMTS (Universal Mobile Telecommunications System) [2] technologies.
This service provides an uplink channel that facilitates interaction between user and service provider. The main use of MBMS service is Mobile TV. It supports two modes, broadcast, which provides unidirectional point-to-multipoint transmission of multimedia, and multicast, which generally needs subscription to the multicast group. The WiMAX standard is specified by the IEEE 802.16 standard [26] An important technique to support energy saving in mobile multimedia networks is time slicing. Time slicing is supported by some network standards such as MediaFLO and DVB-H. In this scheme, service multiplexing is performed through time division multiplexing. This enables receivers to process only that part of the stream that is related to the current service selected by the receiver. Based on this, data of a service is not transmitted continuously, but in compact bursts with gaps in between. In other words, data is transmitted in bursts with significantly higher bit rates than the actual bit rate of video streams. The received bursts will be stored in the buffers of mobile devices. Therefore, services are processed by the receivers in a time-selective manner. Devices are synchronized to receive the bursts of the service they need and go into energy conservation mode in the time intervals between receiving bursts. For each service, the position of each burst is computed based on the relative time difference of two consecutive bursts. This time difference is included in the header of the proceeding burst so that the receiver could be synchronized with the burst transmission schedule. Considering the fact that handheld devices might be moved from one place to another place on a regular basis, time slicing can also result in soft handover if the receivers move from one network cell to another network cell.
Related Work
Energy saving at mobile receivers using burst transmission (aka time slicing) has been studied in [14, 46] . Simulations are used in these studies to show that time slicing can improve energy saving for mobile receivers. However, no burst transmission algorithms are presented. Some video encoders adjust the quality of video streams to produce constant bit rate video streams which makes them less complex when being transmitted. But this results in noticeable quality degradation for the video [16, 29] . A burst transmission algorithm for constant-bit-rate (CBR) video streams is proposed in [25] . This algorithm can not handle VBR video streams with fluctuating bit rates. In this thesis, we consider the more general VBR video streams which can achieve better visual quality and bandwidth utilization [31] .
Variable-bit-rate encoding of video streams results in higher quality video by assigning more bits to complex frames and fewer bits to less complex frames. This results in more complicated requirements for applications of VBR streams [20] . Transmitting VBR video streams over a wireless channel while avoiding buffer overflow and underflow at mobile devices is a difficult problem [37] . Rate smoothing is one approach to reducing the complexity of this problem. The main idea in this approach is to transmit video streams in segments of constant bit rate and let the receiver buffer store some data ahead of time to avoid large changes in the transmission bit rate of video streams. This reduces the complexities resulting from variability of video stream bit rates. The performance of smoothing algorithms could be measured via different metrics like the peak bit rate, the number of changes in the bit rate, traffic variability and the receiver buffer requirement. The minimum requirements of rate smoothing algorithms in terms of playback delay, lookahead time, and buffer size are discussed in [44] . The smoothing algorithms proposed in [9, 17, 47] minimize the number of rate changes.
In [36, 40] a smoothing algorithm is proposed to minimize traffic variability subject to a given receiver buffer and startup delay. The algorithms in [32] reduce the complexity by controlling the transmission rate of a single video stream to produce a constant bitrate stream. The authors of [39, 41] suggest smoothing algorithms to reduce the peak bandwidth requirements for video streams. In [30] , a monotonically decreasing rate (MDR) algorithm for smoothing the bit rates of video streams is discussed. This algorithm produces segments with monotonically decreasing bit rate for video streams to remove the resource allocation complexities resulting from upward adjustment. The worst case buffer requirement in this algorithm is unbounded which makes it unsuitable for mobile receivers with limited buffer capacity. None of the above smoothing algorithms considers energy saving as a performance metric as these algorithms are not designed for mobile multicast/broadcast networks with limited-energy receivers. In [6] , an online smoothing algorithm for bursts (SAB) is introduced which tries to minimize the percentage of lost frames due to bandwidth and buffer limitations. The algorithm calculates the minimum and maximum possible bit rates for video stream without experiencing buffer underflow and overflow instances. This algorithm transmits video data in bursts to achieve energy saving for mobile receivers. SAB, however, considers the transmission of only one video stream.
A different approach to handling VBR video streams is to employ joint rate control algorithms. In this approach, controlling the bit rates of video streams is achieved by using joint video coders [22, 27, 38, 43] , which consist of joint rate allocators, VBR coders and decoders to jointly encode video streams and dynamically allocate bandwidth to them. For example, Rezaei et al. [38] propose joint video coding and statistical multiplexing for video transmission. In their work, statistical multiplexing is implemented inside the encoders so the bandwidth is distributed among the bitstreams according to their coding complexities.
They use time slicing to achieve energy saving. But this mechanism cannot be used if we do not have access to expensive joint video encoders.
A recent algorithm for transmitting VBR video streams to mobile devices without requiring joint video encoders is presented in [24] . This algorithm, called SMS, performs statistical multiplexing of video streams. Unlike the proposed algorithm in this thesis, the SMS algorithm does not dynamically control the buffers of the receivers. We show that this dynamic control of buffers improves the performance in terms of dropped video frames and energy consumption of mobile devices. The VBR transmission algorithms deployed in practice are simple heuristics. For example, in the Nokia Mobile Broadcast Solution (MBS) [1, 34] , the operator determines a bitrate value for each video stream and a time interval based on which bursts are transmitted. The time interval is calculated on the basis of the size of the receiver buffers and the largest bitrate among all video streams and is used for all video streams to avoid buffer overflow instances at the receivers. In each time interval, a burst is scheduled for each video stream based on its bitrate. It is difficult to assign bitrate values to VBR video streams to achieve good performance while avoiding buffer underflow and overflow instances at the receivers. In this thesis, we compare our proposed algorithm to the SMS algorithm [24] (which represents the state-of-the-art in the literature) as well as to the algorithm used in the Nokia Mobile Broadcast Solution (which represents one of the state-of-the-art algorithms in practice).
Chapter 3 Optimized Mobile Video Transmission
In this chapter, we describe our proposed algorithm for transmission of video streams from a base station to mobile receivers while maximizing energy saving and maximizing ontime transmitted frames. First, we define the system model we use in this thesis based on which we design our solution. Then, we describe our algorithm, Adaptive Data Transmission (ADT) algorithm, to address the problem of lost frames and energy saving in mobile video networks.
System Model
We study the problem of transmitting several video streams from a wireless base station to a large number of mobile receivers. We focus on multicast and broadcast services enabled in many recent wide-area wireless networks such as DVB-H [28] , MediaFLO [18] , WiMAX [45] , and 3G/4G cellular networks that offer Multimedia Broadcast Multicast Services (MBMS) [35] . In such networks, a portion of the wireless spectrum can be set aside to concurrently broadcast multiple video streams to many mobile receivers. Since the wireless spectrum in wide-area wireless networks is license based and expensive, maximizing the utilization of this spectrum is important. To achieve high bandwidth utilization, we employ the variablebit-rate (VBR) model for encoding video streams. Unlike the constant-bit-rate (CBR) model, the VBR model allows statistical multiplexing of video streams [24] , and yields better perceived video quality [31] . However, the VBR model makes video transmission much more challenging than the CBR model in mobile video streaming networks [37] .
Mobile receivers are typically battery powered. Thus, reducing the energy consumption of mobile receivers is essential. To save energy, we employ the burst transmission model for transmitting video streams, in which the base station transmits the data of each video stream in bursts with a bit rate higher than the encoding bit rate of the video. The burst transmission model allows a mobile device to save energy by turning off its wireless interface between the reception of two bursts [23, 37] . The arrival time of a burst is included in the header of its preceding burst. Thus, the clocks at mobile receivers do not need to be synchronized. In addition, each receiver is assumed to have a buffer to store the received data. Figure 3 .1 shows a high-level depiction of the system model that we consider.
We note that in wireless broadcast/multicast networks, the parameters of the physical layer, e.g., signal modulation and transmission power, are fixed for all receivers. These parameters are chosen to ensure an average level of bit error rate for all receivers in the coverage area of the base station. In addition, in such networks, the transmission is oneway from the base station to the receivers, with no feedback channel from the receivers since there could be many receivers. However, an external channel can exist to allow user interactivity with the transmitted video streams, for example voting for best player during a soccer game. The external channel is a unicast channel and our work does not optimize it. We optimize the downward broadcast/multicast channel.
We list all symbols used in our formulation in 
Problem Statement
To achieve the burst transmission of video streams described in Figure 3 .1, we need to create a transmission schedule which specifies for each stream the number of bursts, the size of each burst, and the start time of each burst. Note that only one burst can be transmitted on the broadcast channel at any time. The problem we address in this section is to design an algorithm to create a transmission schedule for bursts that yields better performance than current algorithms in the literature.
In particular, we study the problem of broadcasting S VBR video streams from a base station to mobile receivers in bursts over a wireless channel of bandwidth R Kbps. The base station runs the transmission scheduling algorithm every Γ sec; we call Γ the scheduling window. The base station receives the video data belonging to video streams from streaming servers and/or reads it from local video databases. For example, the base station can be broadcasting a live hockey game, which it receives from the streaming server of a sports media network, as well as several pre-recorded TV episodes and movies from a video database.
The base station aggregates video data for Γ sec. Then, it computes for each stream s the required number of bursts. We denote the size of burst k of video stream s by b s k (Kb), and the transmission start time for it by f s k sec. The end time of the transmission for burst k of stream s is f s k + b s k /R sec. After computing the schedule, the base station will start transmitting bursts in the next scheduling window. Each burst may contain multiple video frames. We denote the size of frame i of video stream s by l s i (Kb). Each video frame i has a decoding deadline, which is i/F , where F is the frame rate (fps). The goals of our scheduling algorithm are: (i) maximize the number of frames delivered on time (before their decoding deadlines) for all video streams, and (ii) maximize the average energy saving for all mobile receivers. We define the average energy saving as γ = S s=1 γ s /S, where γ s is the fraction of time the wireless interfaces of the receivers of stream s are turned off.
Proposed Algorithm

Overview
We propose a novel algorithm, which we call the Adaptive Data Transmission (ADT) algorithm, to solve the burst transmission problem for the VBR video streams described in Section 3.1. The key idea of the algorithm is to adaptively control the buffer levels of mobile devices receiving different video streams. The buffer level at each mobile device is adjusted as a function of the bit rate of the video stream being received by that device. Since we consider VBR video streams, the bit rate of each video is changing with time according to the visual characteristics of the video. This means that the buffer level at each mobile device is also changing with time. The receiver buffer level is controlled through the size and timing of the bursts transmitted by the base station in each scheduling window. The size and timing of the transmitted bursts are computed by the proposed ADT algorithm.
The adaptive control of the receiver buffers provides flexibility to the base station, which can be used to transmit more video data on time to mobile receivers.
The ADT algorithm defines control points at which it makes decisions about which stream should have access to the wireless medium and for how long is should have access.
Control points for each video stream are determined separately, and based on a parameter denoted by α, where 0 < α ≤ 1. This parameter is the fraction of a receiver's buffer B that is played out between two control points. The parameter α can change dynamically between scheduling windows but is the same for all video streams. At a given control point, the base station selects a stream and computes the buffer level of the receivers for the selected stream and can transmit data as long as there is no buffer overflow at the receivers.
For small values of α, control points are closer to each other (in time) which results in smaller bursts. This gives the base station more flexibility on deciding which video stream should be transmitted to meet its deadline. That is, the base station has more opportunities to adapt to the changing bit rates of the different VBR video streams being transmitted. For example, the base station can quickly transmit more bursts for a video stream experiencing high bit rate in the current scheduling window and fewer bursts from another stream with low bit rate in the current scheduling window. This dynamic adaptation increases the number of video frames that meet their deadlines from the high-bit rate stream while not harming the low-bit rate stream. However, smaller bursts may result in less energy saving for the mobile receivers because they may turn their wireless interfaces on and off more often. In each transition from off to on, the wireless interface incurs an overhead because it has to wake up shortly before the arrival of the burst to initialize its circuits and lock onto the radio frequency of the wireless channel. We denote this overhead by T o , which is on the order of msec depending on the wireless technology. We analyze the impact of α on the energy saving and number of frames that arrive on time, theoretically in Section 3.4, and empirically using a mobile video streaming testbed in Chapter 4.
Details
The proposed ADT algorithm is to be run by the wireless base station to schedule the transmission of S video streams to mobile receivers. The algorithm can be called periodically every scheduling window of length Γ sec, and whenever a change in the number of video streams occurs. As will be shown in the next section, the algorithm is computationally efficient and can easily run in real time.
We define several variables that are used in the algorithm. Each video stream s is coded at F fps. We assume that mobile receivers of video streams have a buffer capacity of B The algorithm schedules bursts in scheduling windows of Γ sec. Based on this, in each scheduling window, the scheduler schedules Γ sec. of data that will be played within that scheduling window. We assume that at each scheduling window, the algorithm has access to a small amount of data (as large as the size of the buffer) from the next scheduling window too. Therefore, if all Γ sec. of video data for the video streams were scheduled within the current scheduling window and there is still some extra time remaining, the scheduler can go ahead and continue scheduling some bursts from the next scheduling window within the current scheduling window. Let us assume that the algorithm is currently computing the schedule for the time window t start to t start + Γ sec. The algorithm defines the variable t schedule and sets it equal to t start . Then, the algorithm computes bursts one by one and keeps incrementing t schedule until it reaches the end of the current scheduling window, i.e., This gives the receiver of stream s, the playout time of m s /F sec. Based on this, we can define the playout deadline for stream s at time t schedule as:
We let p s denote the number of frames played out at the receivers of stream s by the time t schedule . Therefore, we can define p s as p s = t schedule × F . The next control point h s of stream s after time t schedule will be when the receivers of stream s have played out αB Kb of video data. We compute the number of frames g s corresponding to this amount as follows:
2)
The control point h s is then given by:
Adaptive Data Transmission (ADT) Algorithm while the current scheduling window is not complete and α 4.
could be updated through binary search 5.
pick video stream s having the earliest deadline 6.
schedule a burst until the next control point or until the buffer is full 7.
update t schedule based on the length of scheduled burst 8.
//gradually increase α if it was reduced in the previous scheduling window 9.
if α < α max and α was not reduced during the current scheduling window 10.
update α (increase linearly) 11.
update d s and h s (control point) for video stream s 12.
if there is a stream s ′ which is late and α > α min or if α 12.
could still be updated through binary search 13.
//go back within the scheduling window and reschedule bursts 14.
reset t schedule to t start 15.
update α through binary search 18. } 19. } In our algorithm, we define α min and α max as the range based on which the value of α can change. The operator presets these values based on the desired control over bandwidth and flexibility in energy saving. The high-level pseudo-code of the ADT algorithm is given in Figure 3 .2. The algorithm works as follows. The scheduler picks a new video stream to assign a burst to at two points. First, if there is a control point and second, when the buffer of the receiver of the currently scheduled burst is full (after scheduling the current burst). When deciding to select a stream, the algorithm finds the stream s ′ which has the closest deadline d s ′ . Then it finds the stream s ′′ with the closest control point h s ′′ . Then the algorithm schedules a burst for stream s ′ until the control point h s ′′ if this does not exceed the available buffer space at the receivers of s ′ . Otherwise, the size of the new burst is set to the available buffer space. If the scheduled burst is as large as the available buffer space, which makes the buffer full, then we do not schedule any burst for stream s ′ before it's next control point. This lets the algorithm not schedule small bursts for video streams when the buffers are nearly full and results in achieving more energy saving for the receivers. The algorithm repeats the above steps until there are no more bursts to be transmitted from the video streams in the current scheduling window, or until t schedule exceeds t start + Γ and there remains data to be transmitted. The latter case means that some frames will not be transmitted. In this case, the algorithm tries to find a better schedule by increasing the number of possible control points to introduce more flexibility. This is done by decreasing value of α. In order to find the largest value of α that gives us the possibility to transmit all video streams, we do binary search between α min and α max . In order to do this, we consider all the values between α min and α max with a constant step (in our case 0.05). This gives us a constant number of choices for values of α. At each step of the binary search, we select a value for α, and run the algorithm. If it was successful, we continue binary search to choose a larger α. This gives us the chance to see if we can succeed with a larger α or not. Otherwise, we continue binary search to choose a smaller α. This process helps us find the largest value of α that lets us successfully schedule all video data within the current scheduling window. If no such α is found, then the binary search will result in selecting α min . It is important to note that since the search space is of the constant size, the number of steps in the binary search is constant too. Hence, the scheduling algorithm will be run a constant number of times to find the best α. If α is reduced in a scheduling window, then it will be gradually increased in the following scheduling windows based on a linear function.
This means that after scheduling every burst, the value of α will be increased by a constant value. In our work, we have used 0.01 as this constant value.
Analysis and Complexity of the ADT algorithm
In this section, we show that the proposed algorithm produces near optimal schedules in terms of energy saving for mobile receivers. We know that the burst scheduling problem has been shown to be NP-Complete [23] . Thus, solving it optimally and in real time is not feasible. In addition, we show that the proposed algorithm is efficient and it can run in real time. Finally, we prove that the algorithm results in correct burst transmission schedules without making mobile receivers suffer from buffer overflow and underflow instances as well as no two bursts overlap in time.
The following theorem shows that our algorithm produces near optimal energy saving for mobile devices. Theorem 1. The difference between the optimal energy saving and the energy saving of the ADT algorithm is less than or equal tor To B (2/α min − 1), wherer is the average bitrate of all video streams, T o is the wake-up overhead for the mobile receiver circuits, B is the buffer size, and α min is the minimum value of the control parameter used in the ADT algorithm.
Proof. The amount of energy saving is related to the number of the bursts scheduled for the video streams. In our algorithm, we schedule a new burst for a video stream whenever we reach a control point or when we schedule a burst for a video stream that completely fills its receiver buffer and we select a new stream to schedule a burst for. So, the number of bursts will be bounded by the number of control points and the number of times a receiver buffer gets full. We can see from the algorithm that for a video stream s, we will not have a new control point unless we have transmitted at least αB bytes of data since the previous control point for s. Since the value of α can vary, we use α = α min in the remainder of this proof to get bounds. This means that the number of control points is at most r s T /(αB) where r s is the average bit rate of video stream s and T (sec) is the total length of the video stream. Note that r s T is the total number of bits in video stream s. When we schedule a burst that fills the buffer of video stream s, we do not schedule a burst for that stream again before its next control point. Based on this, we can see that between two consecutive control points for stream s, we can only have one instance that its receiver buffer gets full and consequently, the total number of these instances will be bounded by the total number of control points. Therefore, the total number of bursts for stream s is at most 2r s T /(αB). Hence, the total overhead time that a wireless receiver of stream s is active is at most 2T o r s T /(αB). The wireless receiver of s will also be active during the data transmission time of stream s which is r s T /R. Consequently, the total time that a wireless receiver of stream s is active is at most 2T o r s T /(αB) + r s T /R. Assuming that all video streams have the same length T , the total time that the wireless receivers of all video streams are active is less than or equal to 2T o S s=1 r s T /(αB) + S s=1 r s T /R. Usingr = S s=1 r s /S as the average bitrate among all video streams, we get a lower bound on the energy saving, γ, of the ADT algorithm:
The size of a burst cannot exceed the size of the buffer, so the minimum number of bursts that could be scheduled for video stream s is r s T /B. Consequently, the overhead time for a wireless receiver of stream s is at least T o r s T /B and the total time that a wireless receiver of stream s is active is greater than or equal to T o r s T /B + r s T /R. This gives an upper bound on the optimal energy saving, γ opt :
The difference between the optimal energy saving and the energy saving of the ADT algorithm is ∆γ = γ opt − γ ≤r has little impact when α is small, but the impact can be quite large when α andr are both large. Therefore, if energy saving is critical, and both T o and the average bit rate of the video streams are large, the operator can use α as a control parameter to adjust the system for more energy saving or a finer control over bandwidth which results in a better dropped frame rate.
Next, we show that our proposed algorithm is computationally efficient in the following theorem. Proof. We showed in the proof of Theorem 1 that the number of control points for video stream s is at most u s = r s T /(αB). We are assuming that the length of each video stream is at least αB, so each video stream has at least one control point. Let N = S s=1 u s be the total number of control points. At each control point we select the stream with the smallest deadline and schedule a burst for it. Using a priority queue, the stream s with the minimum deadline can be chosen in O(1) time. Adding a new deadline and control point to the priority queue for stream s takes time O(log S). Therefore, this process takes time O(N log S). The cost of scheduling a burst depends on the number of frames between two control points.
Since the number of bytes in a burst cannot exceed the buffer size B, the number of frames that have to be considered is at most SB. Since B is a constant, the cost to schedule all bursts is O(N S) and the time complexity of the scheduling is O(N log S + N S) = O(N S).
Also the number of times that the scheduling process will be run in a scheduling window will be constant, because there are a constant number of α values that we choose from through binary search. Therefore, the total time complexity of the algorithm is O(N S).
We note that our algorithm is linear in terms of S (number of streams) and N (number of control points). Thus, our algorithm can easily run in real time. We have actually implemented our algorithm in a mobile video streaming testbed. The algorithm indeed runs in real time on a regular personal computer.
Next, we address the correctness of the proposed algorithm in the following theorem.
Theorem 3. The ADT algorithm produces feasible burst schedules with no two bursts overlapping in time and it does not result in buffer overflow and underflow instances.
Proof. First, we show that there always exists a value of α that results in no buffer underflow instances. In the ADT algorithm, there are time intervals for which we are scheduling bursts for video streams, and there will be slack times when no burst is being scheduled (Fig 3.4) .
The slack time could happen for two reasons. The first is that all receiver buffers have been completely filled, so no burst will be scheduled for them before their next control point.
Between two consecutive control point αB Kb of data will be played out, so the buffer level of the receivers will be at least (1 − α)B during the slack time. The second situation that we might have slack time is at the end of a scheduling window when all video data belonging to that scheduling window is scheduled and there is no data available. Since we assume that we have a small lookahead window and we can have access to data of as large as a buffer size from the next scheduling window, this case would never happen and we will not run out of data at the end of a scheduling window. Therefore, in our algorithm, a slack time period will only be an instance of the first case we discussed above. Based on this, after a slack time and at the beginning of a duration of consecutive bursts, the buffer level for all receivers will be at least (1 − α)B Kb. Now we prove the theorem by contradiction. We assume that there is a case for which there is no value of α that could avoid buffer underflow.
We assume stream s to be the first video stream that will have buffer underflow in this case.
Since, during the slack time, all buffer levels are at least (1 − α)B Kb, buffer underflow for stream s happens at a time interval when we have consecutive scheduled bursts. We let t b denote the beginning time of this consecutive bursts and t u denote the time when buffer underflow occurs. We represent the time of the last control point before underflow time, t u , by t c . Since buffer underflow has occurred for stream s, this stream was not selected at the time t c for burst scheduling. We represent the selected stream at time t c by s ′ . Hence, the deadline for stream s ′ is before deadline for stream s, which is t u . Since there is no control point between time t c and time t u , the buffer level of both streams at the time t c is less than αB Kb. Now, if we denote the sum of the buffer levels of all video streams at time t by e t , we will have e tc < (S − 2)B + 2αB, and e t b ≥ S(1 − α)B. On the other hand, we have
s=1 r s , we will have e tc ≥ e t b . Therefore we can say (S − 2)B + 2αB > S(1 − α)B. From this, we conclude that α > 2/(S + 2).
As a result, any value of α ≤ 2/(S + 2) will avoid buffer underflow which is contradicting the assumption that no value of α exists that could avoid buffer underflow. Also, at each scheduling time, we know the buffer level for stream s by subtracting the size of p s frames that have been played out at the receiver from the total size of m s frames that have been scheduled for the stream s. Based on this, we know the remaining capacity of the buffer and therefore, line 6 of the algorithm (Figure 3. 2) guarantees that no buffer overflow occurs at the receiver buffers. Finally, we show that no two bursts overlap in time in the produced schedules. Each new burst is created starting at the current scheduling time t schedule in line 6 of the algorithm (Figure 3.2) . After scheduling a burst in line 6, t schedule is updated in line 7 and moved forwards as much as the length of scheduled burst in line 6. Other than line 7, there is only one place where t schedule is updated in the algorithm and that is line 14. In line 14, t schedule is reset to the start time and the scheduling is started from scratch. Therefore, the ADT algorithm produces a feasible burst schedule for the base station.
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Evaluation
In this chapter, we rigorously analyze the performance of the proposed algorithm and compare its performance to recent algorithms. We start by describing the setup of our mobile video testbed. Then, we present detailed results for different performance metrics.
Testbed and Setup
The testbed that we used to evaluate our algorithm, shown in The mobile receivers in our testbed are Nokia N96 cell phones that have DVB-H signal receivers and video players. Two DVB-H analyzers are included in the testbed system. The first one, a DiviCatch RF T/H tester [10] , has a graphical interface for monitoring detailed information about the received signals, including burst schedules and burst jitters. The second analyzer, a dvbSAM [11] , is used to access and analyze received data at the byte level to monitor the correctness of the received content.
We implemented our ADT algorithm, the SMS algorithm [24] , and the Nokia Mobile Broadcast Solution (MBS) [1, 34] , in the testbed and integrated them with the IP encapsulator of the transmitter. We set the overhead T o to 100 msec and the modulator to a QPSK (Quadrature Phase Shift Keying) scheme and a 5 MHz radio channel. According to DVB-H Bit rate (Kbps) Description 83 -121 8 video streams, documentary, movie, news 240 -260 3 video streams, demo video and advertisements 400 -600 6 video streams, movie, sport, news 
Results for Dropped Video Frames
Dropped frames are frames that are received at the mobile receivers after their decoding deadlines or not received at all. The number of dropped frames is an important quality of service metric as it impacts the visual quality and smoothness of the received videos. stream. Even in this total of best cases, the number of dropped frames is more than 34000.
In practice, an operator heuristically chooses the assigned bit rates for video streams, so the results in practice likely will be worse.
We counted the number of dropped frames for each video stream to check whether the ADT algorithm improves the quality of some video streams at the expense of others. Two The curves in the figure show the average over all streams of the percentage of dropped frames; each point on the curves is the average percentage of frames transmitted to that point in time that were dropped. The bars show the ranges over all video streams. As shown in the figure, the difference between the maximum and minimum dropped frame percentages at the end of the transmission period is small. Therefore, the ADT algorithm does not sacrifice the quality of service for some streams to achieve good aggregate results.
We further analyze the patterns of dropped video frames for each algorithm in more detail. We plot the total number of dropped frames during each 1 sec interval across all video streams. Our results are shown in Figure 4 ADT algorithm achieves by dynamically adapting to the changing bit rate nature of VBR video streams by controlling the level of receivers' buffers through the parameter α.
We present the aggregate of average bit rate of all video streams over time in Fig. 4 .5.
We also show the aggregate of instantaneous bit rate of video streams in Fig. 4 .6. As you can see, although the aggregate of average bit rate over time does not exceed bandwidth capacity, the aggregate of instantaneous bit rate of streams exceeds available bandwidth. We can see the effect of such changes in the average buffer level of the receivers in Fig. 4 .7. We can see that when the instantaneous bit rate of video streams exceeds available bandwidth, the average buffer level of video streams will decrease. This is due to the fact that the size of played out data exceeds transmitted data. But when the available bandwidth exceeds the aggregate of instantaneous bit rate, the average buffer level of video receivers will increase again.
Results for Energy Saving
We compute the average energy saving γ achieved across all video streams, which represents the average amount of time that the wireless interface is in off mode. The results are shown in when α = 0.5 is very close to the optimal energy saving, and it is about 6.74% more than the average energy saving achieved by the SMS algorithm. Also, our experiments show that the energy saving achieved by ADT is considerably higher than the MBS algorithm, which achieves an average energy saving of up to 41.14%.
The impact of changing α on the energy saving achieved by the ADT algorithm is shown in not the optimal energy saving, but it is a conservative upper bound on the optimal energy saving which may not be achievable. According to the figure, the gap between our algorithm and the conservative upper bound is less than 5% for α = 0.5.
Finally, we measured the energy saving for the receivers of each individual stream to check whether the ADT algorithm unfairly saves more energy for some receivers at the expense of others. A sample of our results is shown in Figure 4 .11. The figure confirms that ADT does not sacrifice energy saving in some streams to achieve good average energy saving.
In summary, the results in this section show that the proposed algorithm achieves higher energy saving than the previous algorithms, the saving is uniform across all mobile receivers, and the saving is very close to the optimal energy saving.
Impact of Changing α
The results in the previous two subsections indicated that changing the value of the buffer control parameter α impacts the number of dropped frames and the energy saving achieved by mobile devices.
In this subsection, we analyze this impact for different values of α.
We change the value of α from 0.10 to 0.50 for our ADT algorithm. For each value of α, we ran the experiment of transmitting all video streams and measured the average energy saving as well as the percentage of video frames that arrived on time. We plot the results 
Dynamic Adjustment of α
The previous subsection shows the existence of a tradeoff between energy saving and the number of on-time video frames, which is controlled by α. Our ADT algorithm is capable of adaptively updating the value of α at run time based on bandwidth limitations and changes in the bitrates of the video streams to give a good balance between the number of dropped frames and energy saving. This is illustrated in the pseudo code of the ADT algorithm in Figure 3 .2, where the value of α is dynamically adjusted. The ADT algorithm tries to maintain the largest value of α that achieves the minimum number of dropped frames because larger values of α allow greater energy saving.
We conducted an experiment to show the merits of dynamically adjusting the value of α in the range of 0.1 to 0.5, instead of fixing it as in the previous subsections. We ran our ADT algorithm and allowed it to change α at run time. with a fixed value of α = 0.1 which also resulted in 0 dropped frames.
In summary, the results of this experiment show that dynamically choosing the parameter α as done by our algorithm achieves both good energy saving and small numbers of dropped video frames by dynamically using smaller values of α when we need finer control over bandwidth, and larger values of α when we do not have bandwidth limitations. And, more importantly, network operators do not need to heuristically set any parameters for our ADT algorithm.
Chapter 5
Conclusions and Future Work
In this chapter, we summarize our contributions in this thesis and then we highlight the directions in which this work could be extended.
Conclusions
We have presented a new algorithm for transmitting multiple VBR video streams to energyconstrained mobile devices. The algorithm is to be used by base stations in wide-area wireless networks that offer multimedia services in broadcast/multicast modes such as the MBMS (Multimedia Broadcast Multicast Service) of 3G/4G cellular networks, WiMAX networks, and DVB-H (Digital Video Broadcast-Handheld) networks. One of the novel aspects of the proposed algorithm is its ability to dynamically adjust the level of receivers' buffers according to the bit rates of the video streams being received by each receiver. This is done through dynamically controlling the allocation of wireless bandwidth to video streams.
We show that the proposed algorithm computes feasible schedules whenever they exist. We analytically computed the gap between the energy saving resulting from our algorithm and the optimal energy saving, and we showed that this gap is small. We presented a proofof-concept implementation of the proposed algorithm in a mobile video streaming testbed.
We compared the new algorithm against other algorithms proposed in the literature and used in practice. We conducted extensive empirical analysis using a number of VBR video streams with diverse visual characteristics and bit rates. Our results show that the proposed algorithm yields high energy saving for mobile receivers and reduces the number of video frames that miss their deadlines. The results also demonstrate that the proposed algorithm outperforms the current state-of-the-art algorithms.
Future Work
• We can extend the quality of service metrics considered in our work. In video encoding standards, different frames could have varying effects on the quality of decoded video.
We can extend our formulation to differentiate among video frames and define more complicated quality of service metrics to consider video quality.
• In this thesis, we proposed a general algorithm that is not dependent on any specific standard. But video streaming standards such as MediaFLO [18] and WiMax [45] use different multiplexing formats and deploy various data encapsulation techniques.
Considering characteristics of each standard while developing a solution could result in more efficient multiplexing algorithms for them.
• In this thesis, we developed our algorithm for the case where no feedback channel for the base station exists. However, video streaming applications could be interactive and the base station could receive feedback from mobile devices. Interactivity of the applications will impose many quality of service requirements for the video streaming services that could be a topic of research.
• This work could be extended to support temporal and quality scalability for scalable video streams. Considering the opportunities provided through temporal and quality scalability of scalable video streams could result in better solutions for multiplexing scalable video.
• Although transmitting video data in large bursts results in more energy saving for the receivers, it could increase channel switching delay. Considering channel switching delay as an additional performance metric could be an interesting extension for this work.
