Background: Determining the clonal composition and somatic evolution of a tumor greatly aids in accurate prognosis and effective treatment for cancer. In order to understand how a tumor evolves over time and/or in response to treatment, multiple recent studies have performed longitudinal DNA sequencing of tumor samples from the same patient at several different time points. However, none of the existing algorithms that infer clonal composition and phylogeny using several bulk tumor samples from the same patient integrate the information that these samples were obtained from longitudinal observations.
Introduction
Cancer is an evolutionary process, where cells accumulate somatic mutations over time through the process of clonal evolution [17] . As a result, many tumors contain heterogeneous populations of cells, or clones, with different combinations of somatic mutations. The clonal composition of a tumor may shift over time, particularly in response to treatment. Longitudinal sequencing, or sequencing DNA from tumor samples of the same patient at different time-points, is increasingly being used to track the progression of cancer over time. For example, Nadeu et al. [16] performed longitudinal DNA sequencing of 48 chronic lymphocytic leukemia (CLL) patients to study the impact of clonal and subclonal driver mutations on clonal dynamics and disease progression. In another study, Griffith et al [9] performed longitudinal sequencing of an acute myeloid leukemia (AML) patient and found a clone with a driver mutation in the gene IDH2 [9] that was present in less than 2% of the pre-treatment sample, but subsequently became the dominant clone after relapse. Longitudinal sequencing helps to identify and characterize clones that are present in small proportions prior to treatment, but become founder clones of a relapse or metastasis. Beyond blood cancers, longitudinal sequencing is increasingly being applied in clinical settings with the advent of noninvasive sampling of circulating tumor DNA (ctDNA) and circulating tumor cells (CTCs) -i.e., liquid biopsies [11] . Such studies allow researchers to track the evolutionary trajectories of cancer and hold promise for providing greater understanding of how tumor clones and individual mutations interact and respond to treatment.
A fundamental step in studying the evolutionary dynamics of cancer is the construction of a phylogenetic tree that describes the somatic mutation and cell division process. The vertices of such a tree correspond to cells (or clones) in the tumor, and edges describe ancestral relationships between cells/clones. The problem of constructing a phylogenetic tree from measurements of individual taxa is a well-studied problem. However, with DNA sequencing data of bulk tumor samples -each containing thousands to millions of cellsone must instead build a phylogenetic tree from mixtures of taxa. In recent years, a number of specialized algorithms have been developed to solve this phylogenetic mixture problem [1] [2] [3] [4] [5] [12] [13] [14] 18, 19, 22, 24] . While these algorithms are designed to address the complexities of bulk sequencing data, none directly integrate the constraint that samples are measured longitudinally.
In this paper, we leverage the additional information provided by longitudinal measurements in the reconstruction of phylogenetic trees from bulk samples. First, we introduce a model for longitudinallyobserved phylogenies as vertex-colored trees in which the order of colors encodes the temporal order of the samples. Next, we formulate the Longitudinal Variant Allele Frequency Factorization Problem (LVAFFP), a generalization of the problem of reconstructing a tree from bulk samples where the samples are temporally ordered. We derive a combinatorial characterization of the solutions to the LVAFFP as constrained spanning trees of a directed graph constructed from the variant allele frequencies (VAFs) of somatic mutations. We then introduce an algorithm, Cancer Analysis of Longitudinal Data through Evolutionary Reconstruction (CALDER), to solve the LVAFFP both for perfect data and for data that has uncertainty in the observed frequencies. In data with uncertainty, we use confidence intervals to capture uncertainty in VAFs and a Lasso-like objective function to enforce sparsity on the proportions of clones present at each time point. We also describe how the longitudinal structure of the data is revealed by the presence and absence of clones and mutations, and introduce an absence-aware method for clustering mutations into clones.
We compare CALDER to several existing approaches [3, 13, 14] for tumor phylogeny reconstruction on simulated and real longitudinal sequencing data. On simulated data, we show that longitudinal constraints reduce the solution space of phylogenetic trees that describe the bulk sequencing data by up to 90%, and on average by 30%. We apply CALDER to longitudinal bulk DNA sequencing data from CLL patients from Rose-Zerilli et al. [20] and Schuh et al. [23] . We find that CALDER produces more plausible evolutionary trees that respect the longitudinal ordering of the data. 
Longitudinally-Observed
Cell Tree mutation cell observation times Figure 1 : (Left) A cell tree describes the cell division and mutation history of a tumor, where vertices are cells and edges are parental relationships. We are typically not able to observe this evolutionary process continuously, and instead have a set of observations from discrete times. (Right) A longitudinally-observed cell tree describes the ancestral relationships between the observed cells. Cells are labeled (colored) with the time that they are observed.
Methods

Longitudinal observation of cancer evolution
The evolutionary history of a tumor at the level of individual cells can be represented by an edge-weighted binary cell tree P = (V, E), where a vertex v ∈ V is a cell, a directed edge between two cells indicates a parental relationship, the weight of an edge indicates the lifespan of a cell, and edges are labeled by the mutation(s) that distinguish child from parent. In longitudinal data, we observe a cell tree at a set of discrete time-points t 1 < t 2 < . . . < t m during the evolutionary process. Let C 1 , . . . , C m be the disjoint sets of cells present at times t 1 , . . . t m respectively. We define a longitudinally-observed cell tree P = (V, E, c) to be a vertex-colored tree where:
1. Every vertex v ∈ V has a color c(v) ∈ {0, . . . , m} where c(v) = i indicates that v ∈ C i , and c(v) = 0 indicates that v is not observed;
2. For every path p = r, . . . , v from the root r to a leaf v, the nonzero colors on the path are encountered in numerical order. Figure 1 shows an example of a longitudinally-observed cell tree.
With bulk sequencing data, we do not observe individual cells directly and instead reconstruct tumor evolution at the level of clones, or populations of cells that share a set of mutations. Thus, instead of a cell tree, we build a longitudinally-observed clone tree P = (V, E, c) where each vertex v ∈ V corresponds to a distinct population of cells, edges (v, w) ∈ E are ancestral relationships, and colors c follow the properties stated above.
Reconstructing longitudinal phylogenies
Suppose we obtain DNA sequencing data from bulk tumor samples at times t 1 < t 2 < . . . t m . Across the samples, we identify a total of n genomic positions containing single-nucleotide somatic mutations. For each sample t and each mutation i, we compute the variant allele frequency (VAF) f t,i as the fraction of reads from sample t that cover position i and contain mutation i. In the absence of copy-number aberrations, the variant allele frequency f t,i is directly proportional to the proportion of cells in sample t that contain mutation i. We represent the observed data as a frequency matrix F = [f t,i ]. Following El-Kebir et al. [3] , we assume that each mutation corresponds to a clone (i.e., we assume that mutations have been clustered according to their VAFs [13, 15, 21] ). Each tumor sample t is then a mixture of clones, where u t,i is the mixing proportion of clone i in sample t. Thus, u t,i ≥ 0 and
The fundamental problem in reconstructing a phylogenetic tree from bulk tumor samples is to identify the clone tree T and usage matrix U that generated the observed mutation frequencies F . Multiple algorithms have been developed to solve this problem in various settings [1-5, 12-14, 18, 19, 22] . All of these algorithms rely on the infinite sites assumption (ISA), which states that a mutation is gained at most once during evolution and is never subsequently lost. Under the ISA -also known as the perfect phylogeny model -there is a 1-1 correspondence between a phylogenetic tree T and a 01-valued matrix B. Using this 1-1 correspondence, El-Kebir et al. [3] formulated the problem of reconstructing a phylogenetic tree from bulk tumor samples as a matrix factorization problem.
Variant Allele Frequency Factorization Problem (VAFFP). Given frequency matrix F , find perfect phylogeny matrix B and usage matrix U such that F = U B.
The n × n matrix B is a binary perfect phylogeny matrix [10] whose rows correspond to clones and columns correspond to mutations, where b i,j indicates if clone i has mutation j. Under the ISA, there is a 1-1 correspondence between perfect phylogeny matrices B and mutation trees T = (V T , E T ) which describe the evolutionary relationships between clones. Vertices v ∈ V T correspond to clones, and edges (v, w) ∈ E T correspond to parental relationships between clones. We label each edge of a mutation tree with the mutation(s) that distinguish the parent and child vertex. Let M v be the set of mutations present in the clone corresponding to vertex v. Edge (v, w) ∈ E T is labeled by the difference M v \M w in mutations between the clones. Under the ISA, each mutation appears at most once on an edge in T . Let µ be a mapping from each vertex v ∈ V T to the mutation on its incoming edge, i.e., µ(v) = j. Without loss of generality, we use a single phylogenetic character to represent the set of mutations on each edge. In contrast to a clone tree, a mutation tree has exactly one vertex corresponding to each clone. Mutation trees are analogous to n-clonal trees as described in [3] . Under the ISA, the clones that contain the mutation j are the first clone v that acquired mutation j (i.e., µ(v) = j), and the descendants ∆ v of v. Thus, we have that the frequency
The usage matrix U and perfect phylogeny matrix B (together with B's corresponding mutation tree T ) determine a vertex-colored observed clone tree P U,B , which we construct as follows. See Figure 2 for an example.
1. Add observed clones. For each vertex v ∈ T and the corresponding column j = µ(v) of U , we represent the observations of v in the observed clone tree as follows. Let
2. Add mutation edges. Let t min v = min{t; u t,v + w∈∆v u t,w > 0}, where ∆ v is the set of descendants of v in T . For each edge (v, w) in T , add edge (v , w ) to P U,B , where v = argmax x∈π(v) {c(x); c(x) < t min w } and w is the uncolored vertex corresponding to clone w.
3.
Remove extra uncolored vertices. For every uncolored vertex v with incoming edge (u, v) labeled with mutation i, and exactly one unlabeled outgoing edge (v, w), replace vertex v and edges (u, v) and (v, w) with a single edge (u, w) labeled with mutation i.
The colored vertices in P U,B correspond to nonzero entries in U , and the edges in P U,B maintain the ancestral relationships in T : if mutation i precedes mutation j in T , then i also precedes j in P . In general, there are multiple clone trees that could be generated from a U and B -for example, one could add arbitrarily many unobserved clones with corresponding uncolored vertices. However, the construction above gives a unique clone tree P U,B . Moreover, if there exists a longitudinally-observed clone tree corresponding to the factorization (U, B), then the P U,B constructed above is longitudinally observed.
In the VAFFP, there are no assumptions regarding the temporal relationships between bulk sequencing samples. Indeed, often there are multiple factorizations F = U B for a given frequency matrix F . Interestingly, given a frequency matrix F obtained from longitudinal sampling, it is possible to obtain a factorization F = U B where the observed clone tree P U,B is not longitudinally observed (Figure 3) . Thus, given DNA sequencing data from longitudinal bulk tumor samples, the problem one wants to solve is the following variation of the VAFFP.
Longitudinal Variant Allele Frequency Factorization Problem (LVAFFP).
Given frequency matrix F whose rows correspond to longitudinal samples, find a perfect phylogeny matrix B and usage matrix U such that F = U B and the observed clone tree P U,B is longitudinally observed.
This problem, like the VAFFP, is NP-complete (see proof in Supplemental Information section 1).
Characterizing solutions to the LVAFFP
For a frequency matrix F , let S F = {(U, B)|F = U B} be the set of solutions to the VAFFP, and let L F = {(U, B)|F = U B and P U,B is longitudinally observed} be the set of solutions to the LVAFFP. Note that for all frequency matrices F , L F ⊆ S F . El-Kebir et al. [3] and Popic et al. [18] have previously characterized S F as a set of constrained spanning trees on a particular directed graph, and describe algorithms to enumerate these trees. Thus, one approach to solving the LVAFFP is to enumerate all trees corresponding to solutions in S F (solutions to the VAFFP) and check whether the corresponding clone trees are longitudinally observed. In the following, we describe a procedure to enumerate L F directly.
First, we review the necessary and sufficient conditions that characterize solutions (U, B) ∈ S F ; these conditions were presented in [3, 18] . For a vertex v ∈ T , let δ v be the children of v. In order for T to determine clones with non-negative mixture proportions, the following condition must hold for all samples t and mutations v,
This is known as the Sum Condition in [3] . A frequency matrix F and mutation tree T = (V, E) (corresponding to perfect phylogeny matrix B) satisfying the Sum Condition uniquely determine a usage matrix U with F = U B, as follows: An example of a frequency matrix F which yields two factorizations. The factorization F = U 1 B 1 (top) corresponds to a longitudinally-observed clone tree, but the factorization F = U 2 B 2 (bottom) does not. This is evident in the red highlighted path, which does not respect the ordered coloring.
We will say that a tree T is a solution to the VAFFP (i.e., T ∈ S F ) provided that the U defined in Equation 2 has non-negative entries. Figure 3 shows that there are frequency matrices F for which L F S F . Thus, we are interested in deriving conditions on F that characterize L F . First, we derive conditions on a mutation tree T and usage matrix U for the corresponding clone tree P U,B to be longitudinally observed. For a mutation tree T , let ∆ v be the set of vertices in the subtree of T rooted at v. For a clone v, let t min v = min{t; u t,v + w∈∆v u t,w > 0} represent the first sample after its birth, and let t max v = min{t; t ≥ t min v , u t,v = 0} represent the first sample after its death. We have the following result. Lemma 1. The following conditions are necessary and sufficient for a usage matrix U and mutation tree T to determine a longitudinally-observed clone tree P :
Using the relationship between usage matrix U and frequency matrix F (Equation 2), we can express t min v and t max v directly in terms of the frequency matrix as follows:
Note that ∆ v disappears from the definition of t min v , as mutation µ(v) is shared by all clones w ∈ ∆ v , and that the strict equality in the definition of t max v directly corresponds to a mixture proportion of 0. Then, the necessary and sufficient conditions on F for a mutation tree T = (V, E) and a usage matrix U to determine a longitudinally-observed clone tree are as follows:
1. Sum condition (SC). For all clones v and samples t, f t,µ(v) ≥ w∈δv f t,µ(w) .
Permanent extinction condition (PEC).
For all clones v, f t,µ(v) = w∈δv f t,µ(w) for all samples t ≥ t max v .
Lineage continuity condition (LCC).
For each edge (v, w) ∈ E, t min w ≤ t max v .
Trivially longitudinal factorizations
It is not difficult to see that only the zero entries in U determine whether a pair B, U correspond to a longitudinally-observed clone tree, as stated in the following Lemma.
Lemma 2. If F = U B for some perfect phylogeny matrix B and usage matrix U , and U is strictly positive (i.e., u t,p > 0 for all time points t and clones p), then the observed clone tree P U,B is longitudinally observed.
As a result, we refer to solutions of the LVAFFP with strictly positive U as trivially longitudinal. See Supplemental Information Figure 1 for an example. Such trivially longitudinal solutions are especially problematic when there is uncertainty in F (see below).
Enumerating spanning trees
In this section, we use the three constraints from the previous section -i.e., the sum condition, permanent extinction condition and lineage continuity condition -to enumerate the set L F of solutions to the LVAFFP. Following [3, 18] , we define the ancestry graph G F = (V, E) for a frequency matrix F to be the directed graph with vertices V = {1, . . . , n} and edges E = {(p, q)|f t,p ≥ f t,q for all t ∈ [1, m]}. The set S F of solutions to the VAFFP correspond to the set of spanning trees of G where the sum condition (SC) is met at each vertex [3, 18] . Similarly, the set L F of solutions to the LVAFFP is the set of spanning trees where the sum condition (SC), permanent extinction condition (PEC) and lineage continuity condition (LCC) are met.
We enumerate the set L F by adapting the Gabow-Myers algorithm [7] as was done previously for the VAFFP and extensions [4, 18, 22] . The Gabow-Myers algorithm iteratively builds a spanning tree by considering the addition of a single edge to the growing tree using depth-first exploration and backtracking. In our adapted algorithm, we add an edge to the tree only if for the resulting subtree T , the SC, PEC and LCC are met. See Supplemental Information section 4 for the full details of the algorithm. This adaptation relies on the property of rooted subtree consistency for these conditions. Definition 1 (Rooted Subtree Consistency). A condition, a function that maps a tree to a truth value, is rooted subtree consistent provided that if a rooted tree T meets the condition, any subtree of T with the same root also meets the condition.
Specifically, this property guarantees that we can enumerate the full set of constrained spanning trees by adding one edge at a time. We show that the SC, PEC, and LCC are rooted subtree consistent (see Supplemental Information).
Solving the LVAFFP on real data
In the previous sections, we assumed that the observed mutation frequencies F were the true mutation frequencies. On real data, however, there are two complications: (1) uncertainty in the variant allele frequencies (VAFs) estimated from aligned sequence reads, and (2) incomplete sampling. Tumor phylogenetic algorithms address the first issue using generative probabilistic models of observed read counts [2, 13, 22] or confidence intervals [3, 4, 14, 18, 24] . The second issue occurs because the clones that are measured in the sample may not be all the clones that are present at that time-point; for example, clones present in low proportions or in different spatial locations may not be quantified. Because our analysis relies on the presence and absence of clones in samples -corresponding to nonzero and zero values in U , respectively -failure to measure a clone may lead to incorrect phylogenies.
In order to accommodate uncertainty in the values in F , we derive a confidence interval for each entry f t,i from the number of reads covering position i. Let F − be the matrix of lower bounds on frequency values, and let F + be the matrix of upper bounds. Given F − and F + , our goal is to infer a frequency matrix F , usage matrix U , and perfect phylogeny matrix B such thatF = U B, where P U,B is longitudinally observed and f − t,p ≤f t,p ≤ f + t,p for all time-points t and samples p. With confidence intervals on mutation frequencies, longitudinal constraints become easy to satisfy. Specifically, for a fixed mutation tree T , the usage value u t,p for a clone p at time-point t satisfies u t,p =f t,p − q∈δpf t,q , and thus is equal to the slack between the frequency of the mutation on the incoming edge and the sum of the frequencies of the mutations on the outgoing edges. When frequencies are adjustable within their confidence intervals, it is almost always possible to setF so that most or all usage values are strictly positive with very small values. These trivially longitudinal solutions are generally uninteresting, as they imply that all clones are present at all time-points even if the inferred proportions of these clones are miniscule.
To avoid such trivial solutions, we impose two additional constraints. First, we aim to minimize the number of non-zero entries in U . We do this by adding a regularization term |U | 1 to the objective function. This term encourages sparsity in U , as in Lasso regression [25] . Second, we require that all non-zero entries of U exceed a minimum threshold h; that is, we require that u t,p = 0 or u t,p ≥ h for all t, p. These extra constraints prevent solutions with trivially small usages or solutions where the absence of a clone would violate the longitudinal constraints. Incorporating these extra constraints, we formulate the following problem.
Interval Longitudinal Variant Allele Frequency Factorization Problem (I-LVAFFP).
Given frequency matrices F − and F + , find a frequency matrixF , usage matrix U , and perfect phylogeny matrix B such that:F = U B, f − t,p ≤f t,p ≤ f + t,p and u t,p ∈ (0, h) for all time-points t and samples p, |U | 1 is as small as possible, and P U,B is longitudinally observed.
We solve this problem using an ILP (Supplemental Information section 5).
Absence-Aware Clustering
When there is uncertainty in variant allele frequencies, there are typically sets of mutations whose frequencies are indistinguishable. The standard approach to address this issue is to cluster mutations into clones either prior to [15, 21, 26] or simultaneously with phylogeny reconstruction [2, 12, 13, 22] . In real data, however, it may difficult to distinguish between mutations that are present in low proportions and mutations that are absent from a sample. Clustering algorithms do not explicitly distinguish between these two classes, and thus may group mutations that are present in low proportion in a sample into the same cluster as mutations that are absent from a sample. Indeed, we have observed this behavior on real data using popular mutation clustering algorithms [15, 21] . Such clustering errors are particularly problematic in the analysis of longitudinal data, where the presence and absence of clones in different samples determine whether a specific phylogenetic tree is consistent with longitudinal samples.
We develop an absence-aware approach to cluster mutations into clones. Specifically, this approach relies on the principle that if a pair of mutations is present in the same set of clones, then they will be present in the same set of samples. Thus, prior to clustering, we partition the set of mutations into subsets where each subset of mutations is present in the same set of samples. Then we perform clustering independently on each of these subsets of mutations. Further details are in Supplemental Information section 6.
Results
Longitudinal constraints reduce ambiguity on simulated data
First, we use simulated data to assess what fraction of solutions to the VAFFP are longitudinal, i.e., solutions to the LVAFFP. We generate 10 mutation trees using the simulation procedure described in El-Kebir et al. [5] , with between 4 and 13 vertices each as determined by the tumor evolution. For each of these trees, we generate frequency matrices F , for m = 2, . . . , 9 samples; this results in 10 6 F matrices for each tree and value of m, and a total of 8 × 10 7 F matrices (further details are in Supplemental Information section 7). We solve the VAFFP and the LVAFFP for each F , counting the number S = S F of solutions to the VAFFP A B Figure 4 : Comparison of the number S of solutions to the VAFFP and the number L of solutions to the LVAFFP on 423,328 simulated m × n frequency matrices which were generated uniformly at random from a total of 10 tree topologies, with m = 2, . . . , 9 and n = 4, . . . , 13. and the number L = L F of solutions to the LVAFFP. Note that because all solutions to the LVAFFP are also solutions to the VAFFP, L ≤ S. Because we are primarily interested in the difference between L and S, we restrict our analysis to those instances for which L < S. We find that on the 423,328 instances with L < S (representing 0.5%-11% of the instances for each tree; mean 5.3%, median 3.9%), L ≈ 0.7S on average (and also median), with a minimum of L ≈ 0.07S (Figure 4 ).
CALDER analysis of longitudinal CLL sequencing data
We apply CALDER to longitudinal sequencing data from 13 chronic lymphocytic leukemia (CLL) patients from Rose-Zerilli et al. [20] . We find that longitudinal constraints result in fewer phylogenetic trees (i.e., L < S) for 4 of the 7 patients that were sampled at more than 2 time-points. Figure 5 shows CALDER results on patient 9, whose tumor was sequenced at 4 time-points during treatment, using targeted deep sequencing of 21 mutations that were identified at diagnosis. We excluded 6 mutations with VAF 0.5 from analysis as these likely overlap copy-number aberrations -further details on data processing are in Supplemental Information section 9. CALDER finds 110 maximal mutation trees with 9 mutations, 74 of which yielded longitudinally-observed clone trees. Figure 5B shows an example mutation tree T 1 and the corresponding longitudinally-observed clone tree P 1 .
To demonstrate the importance of the regularization term |U | 1 and the minimum clone usage h in the I-LVAFFP, we examine in more detail a mutation tree T 2 for which CALDER did not report a longitudinallyobserved clone tree. We compute a usage matrix U 2 and a mutation tree T 2 that minimize |F −F | 1 , where the entries ofF are means of the mutation frequency confidence intervals, such thatF = U 2 B 2 and the corresponding clone tree P 2 is longitudinally observed. Figure 5C shows the mutation tree T 2 and the corresponding longitudinally-observed clone tree found by this approach. This resulting usage matrix U 2 has many entries u ij < 0.001 ( Figure 5 ). In particular, clone 5 is inferred to be present at all time points in order to meet longitudinal constraints, but has small usages (< 0.001) at time points t 2 and t 3 ( Figure 5D ). From the tree T 2 , the usage of clone 5 in a sample is equal to the difference in frequencies between mutations TSPEAR and SERPINB2. While the frequencies of these mutations are well separated at t 4 , they are indistinguishable (within the confidence intervals) at t 2 and t 3 . Thus, the sequencing data does not support the presence of these clones, implying that the tree T 2 is implausible. This example demonstrates how CALDER leverages longitudinal constraints to reduce ambiguity in clonal composition and clone tree reconstruction. [20] . (A) 110 mutation trees are consistent with the mutation frequencies measured in this patient, but only 74 of these trees correspond to longitudinally-observed clone trees. (B) Example of a mutation tree T 1 and its corresponding longitudinally-observed clone tree P 1 . (C) A mutation tree T 2 that does not correspond to a longitudinallyobserved clone tree. Without the requirement of a minimum clone usage h, we obtain the longitudinally-observed clone tree P 2 . (D) Usage matrix U 2 corresponding to T 2 has many small entries u ij < 0.001 (highlighted in red). These small usages are required to meet longitudinal constraints. The support for the presence of clone 5 at each time-point t i is the difference in frequency between mutations TSPEAR and SERPINB2. With the exception of t 4 , this difference is within the confidence bounds of each mutation, and thus clone 5 is unlikely to be present at times t 1 , t 2 , and t 3 .
CALDER infers more plausible trees on longitudinal data than existing methods
We apply CALDER to a CLL patient CLL003 from Schuh et al. [23] that was previously analyzed in the papers introducing the PhyloSub [13] , CITUP [14] , and AncesTree [3] tumor phylogeny algorithms. For this patient, high-depth targeted sequencing was performed at five time-points, and the published analysis reported 20 mutations. We excluded 3 mutations whose VAFs were 0.5 as these likely overlap with copynumber aberrations -note that the published results from AncesTree [3] also exclude the same 3 mutations. We cluster mutations as described in Section 2.7, obtaining 4 mutation clusters which we label A, B, C, and D. CALDER infers a clone tree containing 4/5 clusters and 15/17 mutations ( Figure 6A ). This clone tree is longitudinally observed and shows a process of ongoing clonal evolution in this patient, with mutations in cluster B occurring between t 1 and t 2 , and mutations in cluster C occurring between t 2 and t 3 . We see the tumor composition change from consisting primarily of clone 4 (containing mutation clusters A and D) at t 1 , to consisting primarily of clone 3 (containing mutation clusters A, B and C) at t 5 .
We compare the CALDER solution to the published results from PhyloSub [13] , AncesTree [3] , and CITUP [14] on this patient (Figure 6B-D) . The maximum-likelihood tree inferred by PhyloSub ( Figure 6B ) violates longitudinal constraints (highlighted in red on the tree), with clone 1 being present only at t 2 and t 5 . [13] , (C) AncesTree [3] , and (D) CITUP [14] , on CLL patient CLL003 from Schuh et al. [23] . For CALDER, PhyloSub, and CITUP, edges are labeled by mutation clusters. Mutations that CALDER and AncesTree excluded from tree construction are marked in boldface.
The tree reported by AncesTree ( Figure 6B ) includes 5/17 unclustered mutations. The corresponding clone tree is trivially longitudinal, with all clones present at all times, and consequently implies that the entirety of the tumor's evolution transpired before the first sample was taken. Many entries in the corresponding usage matrix are very small (highlighted in red), and the presence of these clones is not well-supported by the data. For example, the presence of clone 3 at time-point t 1 is determined by the presence of mutation NPY. However, only 0.09% of the total reads (42 of 45,586) at this locus support this mutation, which is within the range of the estimated per-base sequencing error rate for Illumina sequencers of ≥ 0.1% [8] . Overall, we find that the CALDER solution for this patient is more plausible than the PhyloSub and AncesTree solutions. Interestingly, the tree inferred by CITUP ( Figure 6C ) is longitudinally observed (but not trivially longitudinal), despite the fact that CITUP does not explicitly enforce longitudinal constraints. It is possible that the combinatorial optimization algorithm used in CITUP favors solutions where U is sparse, leading to a longitudinal solution in this case.
Discussion
Longitudinal sampling is becoming more common in cancer studies, particularly in leukemias and lymphomas, where biopsies are straightforward. Even for solid tumors, ctDNA and circulating tumor cell sequencing technologies are providing the ability to monitor cancer patients over time. Longitudinal sequencing enables researchers to gain further insight into tumor evolution by revealing shifts in clonal composition over time and/or in response to treatment. Here we demonstrated how longitudinal observations inform the reconstruction of phylogenetic trees from mixed samples. We introduced CALDER, an algorithm that leverages constraints from longitudinal sampling to reduce ambiguities in the reconstruction of phylogenies from bulk DNA sequencing data. We also introduce an absence-aware clustering approach that distinguishes between mutations that are absent in a sample and those that are present in low frequency. This absenceaware clustering is particularly important for enforcing longitudinal constraints, which rely on the presence and absence of clones. In addition, absence-aware clustering is helpful when analyzing cellular migration patterns using tumor samples from distinct anatomical sites, e.g., primary tumor and metastases samples from the same patient as studied in [5] . We showed on simulated and real data that CALDER yields more plausible phylogenetic trees than existing approaches.
There are several limitations of the present approach and directions for future work. First, we focused on SNVs in diploid regions, ignoring copy number aberrations which complicate tumor phylogeny reconstruction [2, 4, 12] . While copy number aberrations are less of an issue for the leukemias studied here, it is important to extend the longitudinal constraints to include copy number aberrations. Second, as with any tumor phylogeny construction algorithm, CALDER relies on clustering of mutations into clones. While we presently cluster in advance of phylogeny reconstruction, simultaneous absence-aware clustering and phylogenetic reconstruction with CALDER is an important future goal, as has been shown previously for methods that do not use longitudinal constraints [2, 12, 13, 22] . Finally, while CALDER was developed to analyze bulk sequencing data under the infinite sites assumption, we note that the longitudinal model we have presented is general, and can be extended to analyze other data types including single-cell sequencing, methylation, and gene expression data. Some of these data types may require extensive further work to develop an algorithm that applies longitudinal constraints. However, even without this work, one can apply longitudinal constraints post-hoc to solutions of exiting algorithms to assess their plausibility. Finally, while we presented the longitudinal model in the context of cancer evolution, we note that no part of the model or algorithm is specific to cancer, and CALDER can be applied to other evolving systems. One promising application of CALDER is to study the shifting composition of bacterial populations from longitudinal metagenomic samples [6] .
