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Abstract
In this paper we extend the notion of specialization functor to the case of several closed submanifolds
satisfying some suitable conditions. Applying this functor to the sheaf of Whitney holomorphic functions
we construct different kinds of sheaves of multi-asymptotically developable functions, whose definitions are
natural extensions of the definition of strongly asymptotically developable functions introduced by Majima.
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Introduction
Asymptotically developable expansions of holomorphic functions on a sector are an important
tool to study ordinary differential equations with irregular singularities. When we study, in
higher dimensions, a completely integrable connection with irregular singularities along a normal
crossing divisor H = H1 ∪ · · · ∪ Hℓ ⊂ X , it is known that these asymptotic expansions are too
weak for this purpose. Hence Majima, in [14], introduced the notion of strongly asymptotically
developable expansion along H for a holomorphic function defined on a poly-sector S, and the
one of consistent family of coefficients to which f is strongly asymptotically developable.
We can understand these notions from a view point of a locally defined multi-action. For each
smooth submanifold Hk (k = 1, 2, . . . , ℓ), we can locally identify X with the normal bundle
THk X of Hk near Hk . A conic action on THk X by R+ induces a local action µk on X near Hk .
Then a poly-sector S on which f is defined can be regarded as a multi-cone with respect to a
multi-action µ1, . . . , µℓ in the sense that it is an intersection of open sets Vk (k = 1, 2, . . . , ℓ)
where each Vk is a (locally) conic subset with respect to the action µk and its edge is contained in
Hk . A strongly asymptotically developable expansion of f is, roughly speaking, a formal Taylor
expansion with respect to an orbit generated by these actions µ1, . . . , µℓ.
Hence, from this point of view, one can expect that strongly asymptotically developability
extends to that along a more general H . As a matter of fact, we have succeeded to construct the
sheaves of multi-asymptotically developable functions along several kinds of H by the aid of a
multi-action, whose definitions are natural extensions of the one introduced by Majima in [14].
These sheaves contain, as important cases, not only that of strongly asymptotically developable
functions but also that associated with a multi-cone which appears in a binormal deformation
introduced by Schapira and Takeuchi in [21].
Now an important problem is to establish relations between these sheaves on different spaces
along different kinds of H , to be more precise, we need to construct operations such as inverse
images including restrictions and direct images for these sheaves. For that purpose, we need a
uniform machinery allowing us to treat geometries associated with these multi-actions. Namely,
we need the notion of multi-normal deformation and the one of multi-specialization introduced
in this paper, which are our main subjects.
Let us briefly explain these new notions.
Let X be a n-dimensional real analytic manifold with dim X = n, and let χ = {M1, . . . , Mℓ}
be a family of connected closed submanifolds satisfying some suitable conditions. The multi-
normal deformation of X with respect to χ is constructed as follows. We first construct the
normal deformation X M1 of X along M1 defined by Kashiwara and Schapira in [10]. Then,
taking the pull-back of M2 in X M1 , we can obtain the normal deformation X M1,M2 of X M1 along
the pull-back M2 of M2. Then we can define recursively the normal deformation along χ asX = X M1,...,Mℓ := (X M1,...,Mℓ−1)∼Mℓ . This manifold is of dimension n+ℓ, it is locally isomorphic
to X × Rℓ and in the zero section X × {0} it is isomorphic to
×
X,1≤ j≤ℓ
TM j ι(M j ) := TM1 ι(M1)×
X
TM2 ι(M2)×
X
· · · ×
X
TMℓ ι(Mℓ),
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where ι(M j ) denotes the intersection of the Mk’s strictly containing M j (or X if M j is maximal).
There is also an action of (R+)ℓ on X , which is obtained as a natural extension of the R+-
action of the normal deformation with respect to one submanifold. Its restriction to the zero
section will be crucial for the definition of multi-asymptotic functions. There are also natural
notions of multi-cone and multi-normal cone extending the one of Schapira and Takeuchi, which
will be the key to understand the geometry of the sections of the multi-specialization functor.
Given a morphism of real analytic manifolds f : X → Y , we are also able to extend f to
a morphism f : X → Y . This is done by repeatedly employing the usual construction of a
morphism between normal deformations, i.e. we extend f to f1 : X M1 → YN1 , then we extendf1 to f1,2 : X M1,M2 → YN1,N2 . Then we can define recursively f : X → Y by extending the
morphism f1,...,ℓ−1 : X M1,...,Mℓ−1 → YN1,...,Nℓ−1 to the normal deformations with respect to Mℓ
and Nℓ respectively. This morphism enables us to make a link between different kinds of multi-
normal deformations. As a kind of example, the desingularization map makes a link between the
normal deformation with respect to a normal crossing divisor and the binormal deformation of
Schapira and Takeuchi.
Once we have constructed the multi-normal deformation, we are able to extend the definition
of the specialization functor to the case of several submanifolds. Roughly speaking, it is a functor
associating to a subanalytic sheaf on X a subanalytic sheaf on ×X,1≤ j≤ℓ TM j ι(M j ). We perform
all these constructions in the subanalytic setting in order to treat sheaves of functions with growth
conditions. Given a morphism of real analytic manifolds f : X → Y we give conditions for the
commutation of the direct and inverse images with respect to the multi-specialization functor.
When we apply the multi-specialization functor to the subanalytic sheaf of Whitney
holomorphic functions we obtain the sheaf of multi-asymptotically developable functions along
χ and, outside the zero section in the normal crossing case, the sheaf of strongly asymptotically
developable functions of Majima. When we apply the multi-specialization functor to the
subanalytic sheaf of Whitney holomorphic functions vanishing up to infinity on M1 ∪ · · · ∪ Mℓ
(resp. Whitney holomorphic functions on M1 ∪ · · · ∪ Mℓ) we obtain the sheaf of flat multi-
asymptotically developable functions (resp. consistent families of coefficients) along χ . The
vanishing of the H1 of flat multi-asymptotically developable functions allows us to prove a
Borel–Ritt exact sequence for multi-asymptotic functions.
The paper is organized in the following way. In Section 1 we introduce the notion of multi-
normal deformation. In Section 2 we define the multi-action of (R+)ℓ on the zero section ofX . In Sections 3 and 4 we give the definitions of multi-cone and multi-normal cone which
are essential to understand the sections of the multi-specialization. Morphisms between multi-
normal deformations and their restrictions to the zero sections are studied in Section 5. The
functorial construction is performed in Section 6 with the definition of the multi-specialization
functor and its relations with the functors of direct and inverse images. In Section 7 we define
the sheaves of multi-asymptotically developable functions along χ whose functorial nature is
proved in Section 8, where we apply the multi-specialization functor to the subanalytic sheaf of
holomorphic functions with Whitney growth conditions.
We end this work with an Appendix in which we introduce the category of multi-conic
sheaves. Using o-minimal geometry we construct suitable coverings of subanalytic open subsets
which are helpful in order to study the sections of multi-conic sheaves.
For the reader convenience, we add some references. For basic notions on sheaves and the
definition of specialization we refer to [10] and to [21,22] for the theory of bispecialization. For
subanalytic sheaf theory and specialization in this setting we refer to [13,18,19]. A complete
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introduction to subanalytic sets can be found in [1] (see also [3,23] for the more general theory
of o-minimal structures). Strongly asymptotic expansions were introduced in [14], we also
recommend [6,8,9] for further developments and [16,17] for Gevrey asymptotics.
1. Multi-normal deformation
In this paper, all the manifolds are assumed to be countable at infinity. Let X be a real analytic
manifold with dim X = n, and let χ = {M1, . . . , Mℓ} be a family of closed submanifolds in X
(ℓ ≥ 1). We set, for N ∈ χ and p ∈ N ,
NRp(N ) := {M j ∈ χ; p ∈ M j , N ⊈ M j and M j ⊈ N }.
Let us consider the following conditions for χ .
H1 Each M j ∈ χ is connected and the submanifolds are mutually distinct, i.e. M j ≠ M j ′ for
j ≠ j ′.
H2 For any N ∈ χ and p ∈ N with NRp(N ) ≠ ∅, we have 
M j∈NRp(N )
Tp M j
+ Tp N = Tp X. (1.1)
Note that, if χ satisfies the condition H2, the configuration of two submanifolds must be either
1 or 2 below.
1. Both submanifolds intersect transversely.
2. One of them contains the other.
We set, for N ∈ χ ,
ιχ (N ) :=

X there exists no M j ∈ χ with N & M j ,
N&M j
M j otherwise.
When there is no risk of confusion, we write for short ι(N ) instead of ιχ (N ).
Since TM j ι(M j ) is contained in the zero section TX X if M j satisfies M j = ι(M j ), we assume
the condition H3 below for simplicity.
H3 M j ≠ ι(M j ) for any j ∈ {1, 2, . . . , ℓ}.
Example 1.1. Let X = R3 with coordinates (x1, x2, x3).
(i) Let χ = {M1, M2, M3} with Mi = {xi = 0}, i = 1, 2, 3. Then clearly χ satisfies H1. We
have ι(Mi ) = X , i = 1, 2, 3 and T0 Mi + T0 M j = T0 X , i, j ∈ {1, 2, 3}, i ≠ j . Hence χ
satisfies H2, H3.
(ii) Let χ = {M1, M2, M3} with M1 = {0}, M2 = {x2 = x3 = 0}, M3 = {x3 = 0}. Then clearly
χ satisfies H1. We have ι(M1) = M2, ι(M2) = M3, ι(M3) = X and N R0(Mi ) = ∅ for
i = 1, 2, 3. Hence χ satisfies H2, H3.
(iii) Let χ = {M1, M2, M3} with M1 = {0}, M2 = {x1 = 0}, M3 = {x2 = 0}. Then
clearly χ satisfies H1. We have N R0(M1) = ∅ and T0 M2 + T0 M3 = T0 X . We have
ι(M1) = M2 ∩ M3 % M1 and ι(M2) = ι(M3) = X . Hence χ satisfies H2, H3.
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(iv) Let χ = {M1, M2, M3} with M1 = {0}, M2 = {x1 = x2 = 0}, M3 = {x3 = 0}. Then
clearly χ satisfies H1. We have N R0(M1) = ∅ and T0 M2 + T0 M3 = T0 X . We have
ι(M2) = ι(M3) = X and ι(M1) = M2 ∩ M3 = M1. Hence χ satisfies H2 but not H3.
(v) Let χ = {M1, M2} with M1 = {x1 = x2 = 0}, M2 = {x2 = x3 = 0}. Then clearly χ
satisfies H1. We have T0 M1 + T0 M2 $ T0 X . Then χ does not satisfy H2.
(vi) Let χ = {M1, M2, M3} with M1 = {x1 = x2}, M2 = {x1 = 0}, M3 = {x2 = 0}. Then
clearly χ satisfies H1. We have T0 Mi +i≠ j T0 M j = T0 Mi $ T0 X for i = 1, 2, 3. Then
χ does not satisfy H2.
(vii) Let χ = {M1, M2, M3} with M1 = {x1 = x22}, M2 = {x1 = 0}, M3 = {x2 = 0}. Then
clearly χ satisfies H1. We have T0 M1 + 1≠ j T0 M j = T0 M1 $ T0 X . Then χ does not
satisfy H2 (even if

3≠ j T0 M j + T0 M3 = T0 X ).
Proposition 1.2. The following conditions are equivalent.
1. The family χ satisfies the condition H2.
2. For any p ∈ X, there exist a neighborhood V of p in X, a system of local coordinates
(x1, . . . , xn) in V and a family of subsets {I j }ℓj=1 of the set {1, 2, . . . , n} for which the
following conditions hold.
(a) Either Ik ⊂ I j , I j ⊂ Ik or Ik ∩ I j = ∅ holds (k, j ∈ {1, 2, . . . , ℓ}).
(b) A submanifold M j ∈ χ with p ∈ M j ( j = 1, 2, . . . , ℓ) is defined by {xi = 0; i ∈ I j } in V .
Proof. Clearly 2 implies 1. We will show the converse implication. We may assume, by taking
V sufficiently small, that p ∈ M j or V ∩ M j = ∅ for any j . We set, for N ∈ χ ,
d(N ) := max{k; N = M j1 & M j2 & . . . & M jk , M j1 , . . . , M jk ∈ χ},
and
d(χ) := max{d(N ); N ∈ χ}.
We show the proposition by induction with respect to d(χ). Clearly the equivalence holds for a
family χ with d(χ) = 1. Let us consider χ with d(χ) = κ > 1, and suppose that 1 ⇒ 2 were
true for any χ with d(χ) < κ . Let L1, . . . , Lm denote the least elements in χ with respect to the
partial order ⊂ of sets.
For each k = 1, 2, . . . ,m, we will determine defining functions fk,1, . . . , fk,ik of the
submanifold Lk in the following way. Set, for any N ∈ χ ,
χN = {L ∈ χ; N & L}.
Since we have d(χLk ) < κ (k = 1, 2, . . . ,m), and since the family χLk also satisfies the
condition 1 of the proposition, by the induction hypothesis, there exist local coordinate functions
(ϕk,1, . . . , ϕk,n) that satisfy the condition 2 for the family χLk . Then, for k = 1, 2, . . . ,m, we
take defining functions { fk,1, . . . , fk,ik } of Lk so that they contain all the coordinate functions
ϕk,i which vanish on Lk .
As L j ′ ∈ NRp(L j ) holds for 1 ≤ j ≠ j ′ ≤ m, it follows from the condition (1.1) that we
have
∧
1≤k≤m, 1≤i≤ik
d fk,i ≠ 0 near p.
Therefore the family of these functions { fk,i } can be extended to a system of local coordinates
near p, for which we can easily verify 2 of the proposition. This completes the proof. 
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Remark 1.3. As a consequence of the proposition, for the family χ satisfying the conditions H1,
H2 and H3, each M j ∈ χ is defined by linear equations xi = 0 with i ∈ I j near p ∈ M1∩· · ·∩Mℓ
where I j ’s satisfy
(i) either I j $ Ik, Ik $ I j or I j ∩ Ik = ∅ holds for any j ≠ k,
(ii)
 
Ik$I j
Ik
 $ I j for any j . (1.2)
For these I j ’s, we set
Iˆ j := I j \
 
Ik$I j
Ik
 (1.3)
which is not empty by (ii) of (1.2).
Let X be a n-dimensional real analytic manifold and let χ = {M1, . . . , Mℓ} be a family of
closed smooth submanifolds of X satisfying H2. First recall the construction of the normal defor-
mation of X along M1. We denote it by X M1 and we denote by t1 ∈ R the deformation parameter.
Let ΩM1 = {t1 > 0} and let us identify {t1 = 0} with TM1 X . We have the commutative diagram
TM1 X
sM1 /
τM1

X M1
pM1

ΩM1
iΩM1o
pM1|yyyyy
yy
y
M
iM1 / X.
(1.4)
Set ΩM1 = {(x, t1) ; t1 ≠ 0} and defineM2 := (pM1 |ΩM1 )−1 M2.
Then M2 is a closed smooth submanifold of X M1 . Now we can define the normal deformation
along M1, M2 asX M1,M2 := (X M1)∼M2 .
Then we can define recursively the normal deformation along χ asX = X M1,...,Mℓ := (X M1,...,Mℓ−1)∼Mℓ .
Set S = {t1, . . . , tℓ = 0}, M = ℓj=1 M j and Ω = {t1, . . . , tℓ > 0}. Then we have the commu-
tative diagram
S
s /
τ

X
p

Ω
iΩo
p~ ~~~~
~~
~
M
iM / X.
(1.5)
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Remark 1.4. By Proposition 1.2, there exists a family {X (α)} of subanalytic open subsets in X
satisfying the following.
1. {X (α)} covers M and it is locally finite in X .
2. Each X (α) is isomorphic to the whole Rn as a real analytic manifold. On the coordinates
(x1, . . . , xn) of Rn , the submanifold M j is defined by xi = 0 with i ∈ I j where I j ’s satisfy
the condition (a) of Proposition 1.2.
In what follows, we replace X with ∪α X (α). Therefore X has a locally finite subanalytic open
covering {X (α) := p−1(X (α))}α and each local model X (α) is isomorphic to the multi-normal
deformation Rn along M j := {xi = 0, i ∈ I j }’s. For further details about gluing of these local
models, see the proof of Proposition 1.5, in particular, Eq. (1.8).
Let (x1, . . . , xn) (resp. I j ’s) be the coordinates (resp. subsets of {1, . . . , n}) of X (α) given in
Remark 1.4. Set, for i ∈ {1, . . . , n},
Ji = { j ∈ {1, . . . , ℓ} ; i ∈ I j }, tJi =

j∈Ji
t j , (1.6)
where t1, . . . , tℓ ∈ R and tJi = 1 if Ji = ∅. Then p : X → X is locally defined by
(x1, . . . , xn, t1, . . . , tℓ) → (tJ1 x1, . . . , tJn xn).
We are interested in the bundle structure of the zero section
S := {t1 = · · · = tℓ = 0} ⊂ X .
Let us consider the canonical map TM j ι(M j )→ M j ↩→ X , j = 1, . . . , ℓ, we write for short
×
X,1≤ j≤ℓ
TM j ι(M j )
instead of
TM1 ι(M1)×
X
TM2 ι(M2)×
X
· · · ×
X
TMℓ ι(Mℓ).
Proposition 1.5. Assume that χ satisfies the conditions H1, H2 and H3. Then we have
S = ×
X,1≤ j≤ℓ
TM j ι(M j ). (1.7)
Proof. Let Xˆ be a copy of X , and ϕ : X → Xˆ a local coordinate transformation near p ∈ X . We
set Mˆ j = ϕ(M j ). We may assume that X = Rn (resp. Xˆ = Rn) with coordinates (x1, . . . , xn)
(resp. (xˆ1, . . . , xˆn)), and ϕ is given by xˆi = ϕi (x1, . . . , xn) (i = 1, 2, . . . , n). Moreover, by
Proposition 1.2, we may also suppose that there exists a family of subsets {I j }ℓj=1 of {1, 2, . . . , n}
satisfying the conditions (1.2) for both coordinate systems.
Recall that the set Jk ⊂ {1, . . . , ℓ} was defined in (1.6). Then, outside {t1t2 . . . tℓ = 0}, the
coordinate transformation between multi-normal deformations
(x1, . . . , xn, t1, . . . , tℓ)→ (xˆ1, . . . , xˆn, tˆ1, . . . , tˆℓ)
is given by
tˆJk xˆk = ϕk(tJ1 x1, tJ2 x2, . . . , tJn xn) (k = 1, 2, . . . , n),
tˆ j = t j ( j = 1, 2, . . . , ℓ), (1.8)
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which naturally extends to {t1t2 . . . tℓ = 0} (see below for the reason). For any k ∈ 1≤ j≤ℓ I j ,
we set
I (k) :=

k∈I j
I j =

j∈Jk
I j .
As the condition 2 (a) of Proposition 1.2 is equivalently saying that
I j ∩ I j ′ ≠ ∅ ⇒ I j ⊂ I j ′ or I j ′ ⊂ I j ,
the set {I j ; k ∈ I j } is totally ordered with respect to “⊂”, and I (k) is its minimal element. Hence,
for any k ∈ 1≤ j≤ℓ I j , there exists j (k) ∈ {1, 2, . . . , ℓ} such that I (k) = I j (k). By expanding
ϕk(x1, . . . , xn) along the submanifold M j (k), we obtain
ϕk(x1, . . . , xn) =

i∈I j (k)
∂ϕk
∂xi

M j (k)
xi + 12

i1,i2∈I j (k)
∂2ϕk
∂xi1∂xi2

M j (k)
xi1 xi2 + · · · ,
as ϕk |M j (k) = 0 holds. Then we get
tJk xˆk =

i∈I j (k)
∂ϕk
∂xi

M j (k)
tJi xi +
1
2

i1,i2∈I j (k)
∂2ϕk
∂xi1∂xi2

M j (k)
tJi1 tJi2 xi1 xi2 + · · · .
We can easily see Jk ⊆ Ji for any i ∈ I j (k) (in particular, the xˆk extends to t1t2 . . . tℓ = 0).
Indeed, this follows from the facts
j ∈ Jk and i ∈ I j (k) =⇒ k ∈ I j and i ∈ I (k) =

k∈Iβ Iβ
=⇒ i ∈ I j =⇒ j ∈ Ji .
Therefore, by letting t → 0, we have
xˆk =

i∈I j (k), Jk=Ji
∂ϕk
∂xi

M
xi
where M :=1≤ j≤l M j . Now we claim, for k ∈1≤ j≤ℓ I j ,
i ∈ I j (k); Jk = Ji
 = {i ∈ {1, 2, . . . , n}; j (k) = j (i)} ,
which is proved in the following way: we first prove the implication (⇐). Assume that i satisfies
j (k) = j (i), which implies i ∈ I j (i) = I j (k). We have already proved the fact Jk ⊆ Ji
for i ∈ I j (k). Therefore it suffices to show Ji ⊆ Jk . Let β ∈ Ji . Then, as i ∈ Iβ , we have
k ∈ I j (k) = I j (i) ⊂ Iβ , from which β ∈ Jk follows.
The converse implication comes from
I j (k) =

β∈Jk
Iβ =

β∈Ji
Iβ = I j (i)
as j (k) = j (i) is equivalent to saying I j (k) = I j (i) by the condition H1.
We divide the set

1≤ j≤ℓ I j ⊂ {1, 2, . . . , n} into equivalent classes {Bα} by the equivalence
relation “i ∼ k ⇐⇒ j (i) = j (k)”. Then, for an equivalent class B, we obtain
xˆi =

k∈B
∂ϕi
∂xk

M
xk for i ∈ B.
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We denote by EB the vector bundle over M defined by the above equations where its fiber
coordinates are given by xk’s (k ∈ B). Then, by the above observation, S is a direct sum of
bundles EB’s over M . Note that, since each equivalent class can be written in the form
I j (k) \
 
I j (i)&I j (k)
I j (i)
 = I j (k) \
 
I j&I j (k)
I j

for some j (k) ∈ {1, 2, . . . , l} with k ∈ 1≤ j≤ℓ I j , the bundle EB is isomorphic to
TM j (k) ι(M j (k))×
X
M . For any j ∈ {1, 2, . . . , ℓ}, the set Iˆ j defined by (1.3) is not empty and it
gives an equivalent class of

1≤ j≤ℓ I j/ ∼. Further it follows from the conditions (1.2) that we
get 
1≤ j≤ℓ I j = Iˆ1 ⊔ · · · ⊔ Iˆl .
Hence we have obtained that S is a direct sum of bundles TM j ι(M j )×
X
M ( j = 1, 2, . . . .ℓ). This
completes the proof. 
Example 1.6. Let us see three typical examples of multi-normal deformations.
1. (Majima) Let X = C2 (≃R4 as a real manifold) with coordinates (z1, z2) and let χ =
{M1, M2} with M1 = {z1 = 0} and M2 = {z2 = 0}. Then χ satisfies H1, H2 and H3.
We have I1 = {1}, I2 = {2}, J1 = {1}, J2 = {2} (in R4, if z1 = (x1, x2) and z2 = (x3, x4)
we have I1 = {1, 2}, I2 = {3, 4}, J1 = J2 = {1}, J3 = J4 = {2}). The map p : X → X is
defined by
(z1, z2, t1, t2) → (t1z1, t2z2).
Remark that the deformation is real though X is complex. In particular t1, t2 ∈ R. We have
ι(M1) = ι(M2) = X and then the zero section S of X is isomorphic to TM1 X ×
X
TM2 X .
2. (Takeuchi) Let X = R3 with coordinates (x1, x2, x3) and let χ = {M1, M2, M3} with
M1 = {0}, M2 = {x2 = x3 = 0} and M3 = {x3 = 0}. Then χ satisfies H1, H2 and H3.
We have I1 = {1, 2, 3}, I2 = {2, 3}, I3 = {3}, J1 = {1}, J2 = {1, 2}, J3 = {1, 2, 3}. The map
p : X → X is defined by
(x1, x2, x3, t1, t2, t3) → (t1x1, t1t2x2, t1t2t3x3).
We have ι(M1) = M2, ι(M2) = M3, ι(M3) = X and then the zero section S of X is
isomorphic to TM1 M2 ×
X
TM2 M3 ×
X
TM3 X .
3. (Mixed) Let X = R3 with coordinates (x1, x2, x3) and let χ = {M1, M2, M3} with M1 = {0},
M2 = {x2 = 0} and M3 = {x3 = 0}. Then χ satisfies H1, H2 and H3. We have I1 = {1, 2, 3},
I2 = {2}, I3 = {3}, J1 = {1}, J2 = {1, 2}, J3 = {1, 3}. The map p : X → X is defined by
(x1, x2, x3, t1, t2, t3) → (t1x1, t1t2x2, t1t3x3).
We have ι(M1) = M2 ∩ M3, ι(M2) = ι(M3) = X and then the zero section S is isomorphic
to TM1(M2 ∩ M3)×
X
TM2 X ×
X
TM3 X .
The following easy lemma is needed later as we work on the subanalytic site. Recall the
definitions of X (α) ⊂ X and the local model X (α) ⊂ X given in Remark 1.4.
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Lemma 1.7. Let U be a subanalytic subset in the local model X (α). If p(U ) is relatively compact
in X (α), then U is subanalytic in X.
Proof. It suffices to show that U is subanalytic near x˜ for any x˜ ∈ U . Here the closure is taken
in X . As p(U ) is relatively compact in X (α), we have p(x˜) ∈ p(U ) ⊂ X (α). This implies
x˜ ∈ p−1(X (α)) = X (α). Hence U is subanalytic near x˜ . 
2. Multi-actions
Let X be a real analytic manifold and let χ = {M1, M2, . . . , Mℓ} be closed submanifolds.
In what follows, we always assume that χ satisfies the conditions H1, H2 and H3. Consider the
diagram (1.5). There is an (R+)ℓ action
µ : X × (R+)ℓ → X
which is described in a local coordinate system by
((x1, . . . , xn, t1, . . . , tℓ), (c1, . . . , cℓ)) →

cJ1 x1, . . . , cJn xn,
t1
c1
, . . . ,
tℓ
cℓ

.
More precisely, the j-th component of the action is given by
µ j : ((x1, . . . , xn, t1, . . . , tℓ), c j ) →

c1 j x1, . . . , cnj xn, t1, . . . ,
t j
c j
, . . . , tℓ

,
where ci j = c j if i ∈ I j and ci j = 1 otherwise.
Remark 2.1. These multi-actions are stable on each local mode X (α). For the definition of X (α),
see Remark 1.4.
The zero section S has the natural actions induced from a direct sum of vector bundles. Hence
we consider the actions on X which are compatible with those on S.
Set
J)M j := {α ∈ {1, 2, . . . , ℓ}; Mα ) M j , there is no β with Mα ) Mβ ) M j }
J(M j := {α ∈ {1, 2, . . . , ℓ}; Mα ( M j , there is no β with Mα ( Mβ ( M j }.
Note that, by the conditions H1 and H2, the set J(M j either is empty or consists of only one
index.
Using the actions µ j for j = 1, 2, . . . , ℓ, we define the action τ j (λ) : X → X by
τ j (λ) := µ j (λ)

β∈J)M j
µβ(λ
−1) ( j = 1, 2, . . . , ℓ).
One can easily check that, on the zero section S of X , the action τ j (λ) coincides with
τ j (λ)

TMα ι(Mα)
=

TMα ι(Mα)
λ·→ TMα ι(Mα) (α = j)
idTMα ι(Mα) (α ≠ j).
Conversely, we can recover the original actions {µ j } by {τ j } in the following way.
µ j (λ) =

M j⊆Mα
τα(λ) ( j = 1, 2, . . . , l).
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Hence both multi-actions on X associated with {µ j } and {τ j } are equivalent.
Example 2.2. Let us see some examples of multi-actions.
1. (Majima) Let X = C2 with coordinates (z1, z2) and let M1 = {z1 = 0} and M2 = {z2 = 0}.
Then
µ : ((z1, z2, t1, t2), (c1, c2)) →

c1z1, c2z2,
t1
c1
,
t2
c2

τ1(λ) : (z1, z2, t1, t2) → (λz1, z2, λ−1t1, t2)
τ2(λ) : (z1, z2, t1, t2) → (z1, λz2, t1, λ−1t2).
2. (Takeuchi) Let X = R3 with coordinates (x1, x2, x3) and let M1 = {0}, M2 = {x2 = x3 = 0}
and M3 = {x3 = 0}. Then
µ : ((x1, x2, x3, t1, t2, t3), (c1, c2, c3)) →

c1x1, c1c2x2, c1c2c3x3,
t1
c1
,
t2
c2
,
t3
c3

τ1(λ) : (x1, x2, x3, t1, t2, t3) → (λx1, x2, x3, λ−1t1, λt2, t3)
τ2(λ) : (x1, x2, x3, t1, t2, t3) → (x1, λx2, x3, t1, λ−1t2, λt3)
τ3(λ) : (x1, x2, x3, t1, t2, t3) → (x1, x2, λx3, t1, t2, λ−1t3).
3. (Mixed) Let X = R3 with coordinates (x1, x2, x3) and let M1 = {0}, M2 = {x2 = 0} and
M3 = {x3 = 0}. Then
µ : ((x1, x2, x3, t1, t2, t3), (c1, c2, c3)) →

c1x1, c1c2x2, c1c3x3,
t1
c1
,
t2
c2
,
t3
c3

τ1(λ) : (x1, x2, x3, t1, t2, t3) → (λx1, x2, x3, λ−1t1, λt2, λt3)
τ2(λ) : (x1, x2, x3, t1, t2, t3) → (x1, λx2, x3, t1, λ−1t2, t3)
τ3(λ) : (x1, x2, x3, t1, t2, t3) → (x1, x2, λx3, t1, t2, λ−1t3).
3. Multi-cones
Let q ∈1≤ j≤ℓ M j and p j = (q; ξ j ) be a point in TM j ι(M j ) ( j = 1, 2, . . . , ℓ). We set
p = p1 ×
X
· · · ×
X
pℓ ∈ S = ×
X,1≤ j≤ℓ
TM j ι(M j ),
and p˜ j = (q; ξ˜ j ) ∈ TM j X designates the image of the point p j by the canonical embedding
TM j ι(M j ) ↩→ TM j X . We denote by Coneχ, j (p) ( j = 1, 2, . . . , ℓ) the set of open cones in
(TM j X)q ≃ Rn−dim M j that contain the point ξ˜ j ∈ (TM j X)q ≃ Rn−dim M j .
Definition 3.1. We say that an open set G ⊂ (T X)q is a multi-cone along χ with direction to
p ∈ Sq (the fiber of S over q) if G is written in the form
G =

1≤ j≤ℓ
π−1j, q(G j ), G j ∈ Coneχ, j (p)
where π j, q : (T X)q → (TM j X)q is the canonical projection. We denote by Coneχ (p) the set of
multi-cones along χ with direction to p.
Example 3.2. We now give three typical examples of multi-cones.
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1. (Majima) Let X = C2 with coordinates (z1, z2) and let M1 = {z1 = 0} and M2 = {z2 = 0}.
Then Coneχ (p) for p = (0, 0; 1, 1) is nothing but the set of multisectors along Z1 ∪ Z2 with
their direction to (1, 1).
2. (Takeuchi) Let X = R3 with coordinates (x1, x2, x3) and let M1 = {0}, M2 = {x2 = x3 = 0}
and M3 = {x3 = 0}. For p = (0, 0, 0; 1, 1, 1) ∈ TM1 M2 ×
X
TM2 M3 ×
X
TM3 X , it is easy to see
that a cofinal set of Coneχ (p) is, for example, given by the family of sets
{(ξ1, ξ2, ξ3); |ξ2| + |ξ3| < ϵξ1, |ξ3| < ϵξ2, ξ3 > 0}ϵ>0.
3. (Mixed) Let X = R3 with coordinates (x1, x2, x3) and let M1 = {0}, M2 = {x2 = 0} and
M3 = {x3 = 0}. For p = (0, 0, 0; 1, 1, 1) ∈ TM1(M2 ∩ M3)×
X
TM2 X ×
X
TM3 X , a cofinal set
of Coneχ (p) is, for example, given by the family of sets
{(ξ1, ξ2, ξ3); |ξ2| + |ξ3| < ϵξ1, ξ2 > 0, ξ3 > 0}ϵ>0.
4. Multi-normal cones
Definition 4.1. Let Z be a subset of X . The multi-normal cone to Z along χ is the set
Cχ (Z) = p−1(Z) ∩ S.
For any q ∈ X , there exists an isomorphism
ψ : X ∼→ (T X)q
near q which satisfiesψ(q) = (q; 0) andψ(M j ) = (T M j )q for any j = 1, . . . , ℓ. The existence
of such a ψ is guaranteed by Proposition 1.2.
Lemma 4.2. Let Z be a subset of X. We have the following equivalence: p ∉ Cχ (Z) if and only
if there exist an open subset ψ(q) ∈ U ⊂ (T X)q and a multi-cone G ∈ Coneχ (p) such that
ψ(Z) ∩ G ∩U = ∅
holds.
Proof. The problem is local. Hence we identify X ≃ (T X)q ≃ Rn by ψ , and we consider, in
what follows, Coneχ (p) as the set of cones defined in X . We may assume q = 0. Recall that
Iˆ j ⊂ {1, 2, . . . , n} is defined by (1.3). Set B := 1≤ j≤ℓ I j = ⊔1≤ j≤ℓ Iˆ j ⊂ {1, 2, . . . , n}. Then
the variables xi ’s with i ∈ B give the fiber coordinates of S. It suffices to show the following
claim
p ∈ Cχ (Z) ⇐⇒ For any p ∈ U and G ∈ Coneχ (p), ψ(Z) ∩ G ∩U ≠ ∅.
First we will show (⇒): assume that
p = (q; {ξi }i∈B) = ×
X,1≤ j≤ℓ
p j ∈ Cχ (Z)
where p j is a point in TM j ι(M j ). By the definition, we have a sequence
p(m) = (x (m)1 , . . . , x (m)n , t (m)1 , . . . , t (m)ℓ ) ∈ p−1(Z) ⊂ X m = 1, 2, . . .
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satisfying that x (m)i → ξi for i ∈ B, x (m)i → 0 for i ∉ B, and t (m)j → 0 for any j . For
j ∈ {1, 2, . . . , ℓ}, let us consider the commutative diagram
S → TM j X
↓ ↓
ϕ : X → X M j
↘ ↓
X
where the top horizontal arrow is given by the composition of morphisms
S → TM j ι(M j )×
X
M ↩→ TM j X
and ϕ : (x1, . . . , xn, t1, . . . , tℓ)→ (xˆ1, . . . , xˆn, tˆ) is defined by
tˆ =

Mβ⊂M j
tβ ,
xˆi = tJi xi (i ∉ I j ),
xˆi =
 
{β∈Ji ; M j(Mβ }
tβ
 xi (i ∈ I j ).
Here the definitions of Ji , etc. were given in the proof of Proposition 1.2. Then ϕ(p(m)) converges
to p j ∈ TM j X where p j is the image of p j by the canonical embedding TM j ι(M j ) ↩→ TM j X .
This implies p j ∈ CM j (Z). Therefore it follows from the definition of a usual normal cone that,
for any cone G j ∈ Coneχ, j (p), we have pM j (ϕ(p(m))) ∈ π−1j, q(G j ) for any sufficiently large m.
This entails that, for any multi-cone G ∈ Coneχ (p), we have p(p(m)) ∈ G for any sufficiently
large m, in particular, we have Z ∩ G ∩U ≠ ∅ for any U .
Let us show converse (⇐): set, for a subset I ⊂ {1, 2, . . . , n},
|x |I :=

i∈I
|xi |.
Note that, if I is empty, we set |x |I = 1. Let
p = (q; ξ) = ×
X,1≤ j≤ℓ
p j ∈ S
where p j = (q; ξ j ) ∈ TM j ι(M j ). By the conic actions τ j (·), we may assume either |ξ j | =
|ξ | Iˆ j = 1 or |ξ j | = |ξ | Iˆ j = 0 for 1 ≤ j ≤ ℓ.
Let {G(m)j }m=1,2,... be a cofinal set of Coneχ, j (p) and {U (m)}m=1,2,... a set of fundamental
neighborhoods of q. We set
G(m) :=

1≤ j≤ℓ
π−1j, q(G
(m)
j ) m = 1, 2, . . . .
Choose points in X as
q(m) ∈ Z ∩ G(m) ∩U (m) ⊂ X m = 1, 2, . . . ,
and define a sequence in X by p(m) := (q(m); 1, . . . , 1). Clearly we have p(p(m)) ∈ Z ∩G(m) ∩
U (m). For each 1 ≤ j ≤ ℓ, by taking a subsequence of {q(m)}, we may assume either |q(m)| Iˆ j ≠ 0
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for every m or |q(m)| Iˆ j = 0 for all m. We divide the set {1, 2, . . . , ℓ} into two sets J ′ and J ′′ as
follows:
J ′ =

j ∈ {1, 2, . . . , l}; |ξ j | = |ξ | Iˆ j ≠ 0

,
J ′′ = {1, 2, . . . , ℓ} \ J ′.
Note that |q(m)| Iˆ j ≠ 0 (m = 1, 2, . . .) holds for j ∈ J ′. Let us determine a sequence
κ(m) = (κ(m)1 , . . . , κ(m)ℓ ) of positive real numbers that satisfies the following conditions.
1. κ(m) → 0, κ(m)j = |q(m)| Iˆ j for j ∈ J ′ and
|q(m)| Iˆ j
κ
(m)
j
→ 0 for j ∈ J ′′.
2. For any pair α, β ∈ {1, 2, . . . , ℓ} with Mα ( Mβ , we have κ
(m)
β
κ
(m)
α
→ 0.
Set, for j ∈ {1, 2, . . . , ℓ},
d j := max{k; M j = M j0 ( M j1 ( . . . ( M jk , M j1 , . . . , M jk ∈ χ}
and
J ′k := J ′ ∪ { j ∈ J ′′; d j ≤ k}.
Now we construct a sequence κ(m) by induction with respect to k. For this purpose, we introduce
the following condition Cond( j, k) of indices k and j ∈ J ′k .
1. κ(m)j → 0.
2.
κ
(m)
j
κ
(m)
β′
→ 0 for β ′ ∈ J ′k with Mβ ′ ( M j .
3.
|q(m)| Iˆβ
κ
(m)
j
→ 0 for β ∈ {1, 2, . . . , ℓ} with M j ( Mβ , and
|q(m)| Iˆ j
κ
(m)
j
→ 0 if j belongs to J ′′.
Assume k = −1, i.e., J ′−1 = J ′. We set κ(m)j = |q(m)| Iˆ j for j ∈ J ′. It is easy to see that
Cond( j, k) is satisfied for any j ∈ J ′−1. Indeed, as ξ j ≠ 0 and q(m) ∈ π−1j, q(G(m)j ) hold, there
exists a sequence ϵ(m) → 0 such that |q(m)| Iˆβ ≤ ϵ(m)|q(m)| Iˆ j for β with M j ( Mβ . This implies
3 of Cond( j, k). By the same reason, as β ′ ∈ J ′, the condition 2 of Cond( j, k) also holds.
Assume that we have constructed κ(m)j for j ∈ J ′k and Cond( j, k) holds for any j ∈ J ′k . Let
j ∈ J ′′ with d j = k + 1. Then we will determine κ(m)j so that Cond( j, k) holds. First note that
χ∗ = {Mβ ′ ∈ χ; β ′ ∈ J ′k, Mβ ′ ( M j } is a totally ordered set with respect to “⊂”, in particular,
we have the maximal submanifold M j∗ ∈ χ∗. If we can determine κ(m)j satisfying
κ
(m)
j
κ
(m)
j∗
→ 0,
then
κ
(m)
j
κ
(m)
β′
→ 0 also holds for any Mβ ′ ∈ χ∗ by induction hypothesis. It follows from induction
hypothesis again that for any β ∈ {1, 2, . . . , ℓ}with M j∗ ( Mβ , we have
|q(m)| Iˆβ
κ
(m)
j∗
→ 0. Therefore
we can find κ(m)j such that
κ
(m)
j
κ
(m)
j∗
→ 0 and |q
(m)| Iˆβ
κ
(m)
j
→ 0 for β ∈ {1, 2, . . . , ℓ} with M j ⊂ Mβ (note
that this contains the case β = j).
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By repeating the same procedure, we obtain κ(m)j for any j ∈ J ′′ with d j = k + 1. As
I j ∩ I j ′ = ∅ for j and j ′ with d j = d j ′ , we can conclude that Cond( j, k + 1) holds for any
j ∈ J ′k+1. Hence we have obtained κ(m)j for all j ∈ {1, 2, . . . , ℓ}.
Let us define points in X by
p(m) :=
 
j∈{1,2,...,ℓ}
τ j

1
κ
(m)
j

p(m).
Note that p(p(m)) ∈ Z still holds. Then the value of j-th coordinate t j of p(m) is given by that of
j∈{1,2...,ℓ}
µ j

1
κ
(m)
j
 
β∈J)M j
µβ

κ
(m)
j

p(m),
which is equal to that of
µ j

1
κ
(m)
j
 
j∈J)Mβ
µ j

κ
(m)
β

p(m) = µ j

1
κ
(m)
j
 
β∈J(M j
µ j

κ
(m)
β

p(m).
Note that J(M j consists of at most 1 element. If J(M j is empty, then the j-th component is κ
(m)
j
which clearly tends to 0 when m →∞. If J(M j = {β} for some β, then it is given by
κ
(m)
j
κ
(m)
β
which
also tends to 0 by the construction of κ(m). As a result, we have p(m) → p. This completes the
proof. 
Given the family χ = {M1, . . . , Mℓ} and a sub-family χk := {M j1 , . . . , M jk } of χ . We denote
by Sχ the zero section ×
X,1≤ j≤ℓ
TM j ιχ (M j ) for the family χ . We also introduce the set
Sχ/χk :=

×
X,1≤α≤k
TM jα ιχ (M jα )

×
X
M, (4.1)
where M = ℓj=1 M j . We emphasize that, in the above definition, we use ιχ (not ιχk ). Then we
have the natural embedding
Sχ ←↪ Sχ/χk ↩→ Sχk .
Corollary 4.3. Let k ≤ ℓ and { j1, . . . , jk} be a subset of {1, 2, . . . , ℓ}. Set χk =
{M j1 , . . . , M jk }. Let Z be a subset of X. Then we have
Cχ (Z) ∩ Sχ/χk = Cχk (Z) ∩ Sχ/χk .
Proof. Let us prove ⊆. Suppose that p ∈ Sχ/χk does not belong to Cχk (Z). By Lemma 4.2
there exist an open subset ψ(q) ∈ U ⊂ (T M)q and a multi-cone G ′ ∈ Coneχk (p) such
that ψ(Z) ∩ G ′ ∩ U = ∅ holds. For α ∉ { j1, . . . , jk}, set Gα = (TMα X)q . Hence G :=
α∉{ j1,..., jk } π
−1
α (Gα)

∩ G ′ = G ′ ∈ Coneχ (p) and ψ(Z) ∩ G ∩ U = ∅. By Lemma 4.2
we obtain p ∉ Cχ (Z).
Let us prove ⊇. Suppose that p ∈ Sχ/χk does not belong to Cχ (Z). By Lemma 4.2 there exist
an open subset ψ(q) ∈ U ⊂ (T M)q and a multi-cone G ∈ Coneχ (p) such that ψ(Z)∩G∩U =
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∅ holds. For α ∉ {1, . . . , k}, p jα = (q; 0) and we have Coneχ, jα (p) = {(TM jα X)q}. Hence
G ′ := G can be regarded as an element of Coneχk (p) and ψ(Z) ∩ G ′ ∩ U = ∅. By Lemma 4.2
we obtain p ∉ Cχk (Z). 
Definition 4.4. Denote by Op(X) the category of open subsets of X , and let Z be a subset of X .
(i) We set R+j Z = µ j (Z ,R+). If U ∈ Op(X), then R+j U ∈ Op(X) since µ j is open for each
j = 1, . . . , ℓ.
(ii) Let J = { j1, . . . , jk} ⊂ {1, . . . , ℓ}. We set
R+J Z = R+j1 · · ·R+jk Z = µ j1(· · ·µ jk (Z ,R+), . . . ,R+).
We set (R+)ℓZ = R+{1,...,ℓ}Z = µ(Z , (R+)ℓ). If U ∈ Op(X), then R+J U ∈ Op(X) since µ j is
open for each j ∈ {1, . . . , ℓ}.
(iii) We say that Z is (R+)ℓ-conic (ℓ-conic for short) if Z = (R+)ℓZ . In other words, Z is
invariant by the action of µ j , j = 1, . . . , ℓ.
Definition 4.5. (i) We say that a subset Z of X is R+j -connected if Z ∩ R+j x is connected for
each x ∈ Z .
(ii) We say that a subset Z of X is (R+)ℓ-connected if there exists a permutation σ :
{1, . . . , ℓ} → {1, . . . , ℓ} such that
Z is R+σ(1)-connected,
R+σ(1)Z is R
+
σ(2)-connected,
...
R+σ(1) · · ·R+σ(ℓ−1)Z is R+σ(ℓ)-connected.
The proof of the following is almost the same as that of Proposition 4.1.3 of [10], and we shall
not repeat it.
Proposition 4.6. Let V be an (R+)ℓ-conic open subset of the zero section S.
(i) Let W be an open neighborhood of V in X, and let U = p(W∩Ω). Then V∩Cχ (X\U ) = ∅.
(ii) Let U be an open subset of X such that V ∩ Cχ (X \U ) = ∅. Then p−1(U ) ∪ V is an open
neighborhood of V in Ω .
Set, for j = 1, . . . , ℓ,
S j :=

(q; ξ1, . . . , ξℓ) ∈ S = ×
X,1≤α≤ℓ
TMα ιχ (Mα); ξ j = 0

⊂ S
and π j : S → S j be the canonical projection induced from one TM j ιχ (M j ) → TM j M j = M j .
Let V be an (R+)ℓ-conic subanalytic subset in S. We introduce the following conditions Va and
Vb of V for each j .
Va. V does not intersect S j .
Vb. π j (V ) ⊂ π j (V ∩ S j ).
Then we have the following proposition whose proof will be given in Appendix D.
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Proposition 4.7. Let V be an (R+)ℓ-conic subanalytic subset of S which satisfies the condition
either Va or Vb for each j . Assume that X = Rn and each M j is defined by linear equations as
described in 2 of Proposition 1.2. Then any subanalytic neighborhood W of V in X contains W
open and subanalytic in X such that:
(i) W ∩ Ω is (R+)ℓ-connected,
(ii) R+1 · · ·R+ℓ (W ∩ Ω) = p−1(p(W ∩ Ω)) is subanalytic in X. (4.2)
Let Z be a closed sub-bundle of the vector bundle S over a closed submanifold of M which is
(R+)ℓ-conic. We have the following corollary.
Corollary 4.8. Let V be an (R+)ℓ-conic open subanalytic subset in Z. Then there exists a locally
finite family {V (α)}α of (R+)ℓ-conic open subanalytic subsets in Z which satisfies the following
conditions.
1. V = ∪α V (α) and each V (α) satisfies the condition either Va or Vb for each j .
2. For any subanalytic open neighborhood W of V in X, there exists a subanalytic open
neighborhood W (α) ⊂ W of V (α) for which (4.2) of Proposition 4.7 holds. Furthermore
{p(W (α) ∩ Ω)}α is a locally finite family of subanalytic open subsets of X.
Remark 4.9. The following claim also holds. For any subanalytic open neighborhood W of a
finite intersection V ′ of V (α)’s in X , there exists a subanalytic open neighborhood W ⊂ W of V ′
for which (4.2) holds.
Proof. It is easy to find a finite family {V (k)} of subanalytic open subsets in Z such that
V = ∪k V (k) and each V (k) satisfies the condition either Va or Vb for each j . Therefore we
may assume that V satisfies these from the beginning.
Let {X ′(β)}β∈Λ′ be a locally finite family of open subanalytic subsets in X which is a finer
covering ψ : Λ′ → Λ of {X (α)}α∈Λ (see Remark 1.4 for X (α)) such that each X ′(β) is relatively
compact in X (ψ(β)). Set
V (β) := V ∩ p−1(X ′(β)), W (β) := W ∩ p−1(X ′(β)).
Then, in particular, W (β) is a subanalytic open neighborhood of V (β) in the local model X (ψ(β)).
It follows from Proposition 4.7 that there exists an open neighborhood W (β) ⊂ W (β) satisfying
(4.2) in X (ψ(β)). Since the multi-actions are stable on the local model, and since p(W (β)) ⊂ X ′(β)
and
p(R+1 · · ·R+ℓ (W (β) ∩ Ω)) = p(W (β) ∩ Ω) ⊂ X ′(β)
hold, both subsets W (β) and R+1 · · ·R+ℓ (W (β) ∩ Ω) become subanalytic in X by Lemma 1.7.
By stability of the multi-actions on the local model, W (β) is (R+)ℓ-connected in X . The family
{p(W (β)∩Ω)}β is clearly locally finite as {X ′(β)} is locally finite. This completes the proof. 
Corollary 4.10. For an (R+)ℓ-conic subanalytic open subset V , let T (V ) denote the family of
subanalytic open subsets U in X with
Cχ (X \U ) ∩ V = ∅.
Let V1 and V2 be (R+)ℓ-conic subanalytic open subsets in S. Then the family {U1 ∪
U2} (resp.{U1 ∩ U2})(Uk ∈ Tk, k = 1, 2) is equivalent to T (V1 ∪ V2) (resp. T (V1 ∩ V2)).
Here the equivalence is given by the inclusion of sets.
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Proof. The assertion for V1 ∪ V2 is clear. Let us show the assertion for V1 ∩ V2. It suffices to
show that, for U ∈ T (V1 ∩ V2), we find U1 and U2 (Uk ∈ T (Vk)) with U1 ∩U2 ⊂ U .
SetU := p−1(U ) ∪ (V1 ∩ V2) ∪ (X \ Ω).
Then U is a subanalytic open neighborhood of V1 ∩ V2 by (ii) of Proposition 4.6. It is easy to
construct, in X , a subanalytic open subset Wk (k = 1, 2) such that Wk is an open neighborhood
of Vk and W1 ∩ W2 ⊂ U . Let {V (α)k }α and {W (α)k }α be the families given by Corollary 4.8 for
Vk ⊂ Wk . Set
U (α)k := p W (α)k ∩ Ω = p (R+)ℓ(W (α)k ∩ Ω)
= p ((R+)ℓ(W (α)k ∩ Ω)) ∩ {t1 = · · · = tℓ = 1}
which is subanalytic in X thanks to (4.2) of Proposition 4.7. As {U (α)k } is locally finite in X ,
Uk := ∪
α
U (α)k , (k = 1, 2)
is also subanalytic in X . It follows from (i) of Proposition 4.6, each U (α)k belongs to T (V (α)k ),
and hence, we have Uk ∈ T (∪α V (α)k ) = T (Vk) for k = 1, 2. Finally, as p|{t=t∗} gives an
isomorphism for t∗j > 0 ( j = 1, . . . , ℓ), we have
U1 ∩U2 =

∪
α
p W (α)1 ∩ Ω ∩ ∪α p W (α)2 ∩ Ω
⊂ p(W1 ∩ Ω) ∩ p(W2 ∩ Ω) = p((W1 ∩ W2) ∩ Ω) ⊂ p(U ∩ Ω) = U.
This completes the proof. 
5. Morphisms between multi-normal deformations
Let X and Y be real analytic manifolds of dimensions n and m respectively and let χM =
{M j }ℓj=1, χN = {N j }ℓj=1 be families of smooth closed submanifolds of X and Y respectively
which satisfy H1, H2 and H3. Let f : X → Y be a morphism of real analytic manifolds such
that f (M j ) ⊆ N j , j = 1, . . . , ℓ.
We want to extend f to a morphism f : X → Y . This is done by repeatedly employing the
usual construction of a morphism between normal deformations, i.e. we extend f to f1 : X M1 →YN1 , then we extend f1 to f1,2 : X M1,M2 → YN1,N2 . Then we can define recursively f : X → Y
by extending the morphism f1,...,ℓ−1 : X M1,...,Mℓ−1 → YN1,...,Nℓ−1 to the normal deformations
with respect to Mℓ and Nℓ respectively. We also denote by SM (resp. SN ) the zero section of X
(resp. Y ).
In a local coordinate system set
f (x1, . . . , xn) = ( f1(x1, . . . , xn), . . . , fm(x1, . . . , xn)).
Let I Mj (resp. I
N
j ) ( j = 1, . . . , ℓ) be a subset of {1, . . . , n} (resp. {1, . . . ,m}) satisfying the
conditions (1.2). The J Mi (resp. J
N
i ) was defined in (1.6) for i ∈ {1, . . . , n} (resp. {1, . . . ,m}).
Then, outside {t1t2 . . . tℓ = 0} in X , the morphism f : X → Y
(x1, . . . , xn, t1, . . . , tℓ)→ (y1, . . . , ym, tˆ1, . . . , tˆℓ)
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is explicitly written in the form
tˆJ Nk
yk = fk(tJ M1 x1, . . . , tJ Mn xn) (k = 1, 2, . . . ,m),
tˆ j = t j ( j = 1, 2, . . . , ℓ),
which naturally extends to the whole X .
In order to understand the restriction of f to SM ⊂ X , we follow the notations of the proof of
Proposition 1.5. For any k = 1, 2, . . . ,m, we set
I N (k) :=

k∈I Nj
I Nj =

j∈J Nk
I Nj .
Let k ∈1≤ j≤ℓ I Nj , and let j (k) ∈ {1, 2, . . . , ℓ} such that I N (k) = I Nj (k). Then, for any j ∈ J Nk ,
we get f (M j ) ⊆ N j (k) because of f (M j ) ⊂ N j ⊂ N j (k). We set
I =

j∈J Nk
I Mj , MI =

j∈J Nk
M j .
By expanding fk(x1, . . . , xn) along the submanifold MI , we obtain
fk(x1, . . . , xn) =

i∈I
∂ fk
∂xi

MI
xi + 12

i1,i2∈I
∂2 fk
∂xi1∂xi2

MI
xi1 xi2 + · · · ,
as fk |MI = 0 holds due to f (MI ) ⊂ N j (k). Then we get, on t1 . . . tℓ ≠ 0,
yk =

i∈I
∂ fk
∂xi

MI
tJ Mi
tJ Nk
xi + 12

i1,i2∈I
∂2 fk
∂xi1∂xi2

MI
tJ Mi1
tJ Mi2
tJ Nk
xi1 xi2 + · · · . (5.1)
Let i1, . . . , i p be a sequence (i1, . . . , i p ∈ I ).
(i) If there exists j ∈ J Nk such that {i1, . . . , i p} ∩ I Mj = ∅, as fk |M j = 0 and derivatives ∂∂xi1 ,
. . ., ∂
∂xi p
are tangent to M j , we have
∂ p fk
∂xi1 . . . ∂xi p

MI
= 0.
(ii) Suppose that {i1, . . . , i p} I Mj ≠ ∅ holds for each j ∈ J Nk . This implies that, for any
j ∈ J Nk , the I Mj contains some iq ∈ {i1, . . . , i p} ⇐⇒ j ∈ J Miq with some iq ∈ {i1, . . . , i p}.
Hence we obtain
J Nk ⊂ J Mi1 ∪ · · · ∪ J Mi p .
Now we have two cases.
(a) If some pair of J Mi1 , . . . , J
M
i p
is not disjoint or if J Nk $ J
M
i1
⊔ · · · ⊔ J Mi p , then
tJ Mi1
· · · tJ Mi p t
−1
J Nk
→ 0 when t → 0.
(b) If J Nk = J Mi1 ⊔ · · · ⊔ J Mi p holds, then the term with its indices i1, . . . , i p in (5.1) becomes,
by letting t to 0,
1
p!
∂ p fk
∂xi1 · · · ∂xi p

MI
xi1 · · · xi p .
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From these observations, the morphism f is described by, on S ⊂ X ,
yk =

J Mi1
⊔···⊔J Mi p =J Nk
1
p!
∂ p fk
∂xi1 · · · ∂xi p

M
xi1 · · · xi p

k ∈

1≤ j≤ℓ I
N
j

.
Here M := M1 ∩ · · · ∩ Mℓ. Note that if there is no {i1, . . . , i p} with J Nk = J Mi1 ⊔ · · · ⊔ J Mi p , then
we set yk := 0.
Let us study the condition J Nk = J Mi1 ⊔· · ·⊔J Mi p . For this purpose, we introduce two definitions.
Let k ∈1≤ j≤ℓ I Nj and set
sup⊂ J Nk :=

j ∈ J Nk ; M j is a maximal submanifold in {Mβ}β∈J Nk

and
inf⊂ J Nk :=

j ∈ J Nk ; M j is a minimal submanifold in {Mβ}β∈J Nk

.
Note that # inf⊂ J Nk ≤ # sup⊂ J Nk holds.
Example 5.1. Let us consider closed submanifolds {M1, M2, M3} in X = Rn and {N1, N2, N3}
in Y = Rm . Let f : X → Y be a morphism satisfying f (M j ) ⊂ N j ( j = 1, 2, 3). We
assume that N3 ⊂ N2 ⊂ N1, M3 ⊂ M1, M3 ⊂ M2, M1 and M2 intersect transversely. For
k ∈ I N1 , J Nk = {1, 2, 3}, sup⊂ J Nk = {1, 2} and inf⊂ J Nk = {3}. For k ∈ Iˆ N2 = I N2 \ I N1 ,
J Nk = {2, 3}, sup⊂ J Nk = {2} and inf⊂ J Nk = {3}. For k ∈ Iˆ N3 = I N3 \ (I N1 ∪ I N2 ), J Nk = {3},
sup⊂ J Nk = inf⊂ J Nk = {3}.
Lemma 5.2. Let k ∈ 1≤ j≤ℓ I Nj and {i1, . . . , i p} be a subset of 1≤ j≤ℓ I Mj . Then J Nk =
J Mi1 ⊔ · · · ⊔ J Mi p holds if and only if the conditions (a) and (b) below are satisfied.
(a) k satisfies the following condition (Ď)k
# inf⊂ J Nk = # sup⊂ J Nk , (5.2)
Mβ ⊂ M j ( j ∈ J Nk , β ∈ {1, 2, . . . , ℓ}) =⇒ β ∈ J Nk . (5.3)
(b) p = # sup⊂ J Nk and the indices i1, . . . , i p satisfy
iα ∈ Iˆ Mσ(α) = I Mσ(α) \
 
I Mj $I Mσ(α)
I Mj
 (α ∈ {1, 2, . . . , p}) (5.4)
for some bijection σ : {1, 2 . . . , p} → sup⊂ J Nk .
Proof. We first show the claim that if # inf⊂ J Nk < # sup⊂ J
N
k , then there exists no {i1, . . . , i p}
with J Nk = J Mi1 ⊔ · · · ⊔ J Mi p . Assume that there exists {i1, . . . , i p} with J Nk = J Mi1 ⊔ · · · ⊔ J Mi p .
Then it follows from # inf⊂ J Nk < # sup⊂ J
N
k that we can find indices j , j
′, j ′′ in J Nk satisfying
I Mj ′ ⊂ I Mj , I Mj ′′ ⊂ I Mj and I Mj ′ ∩ I Mj ′′ = ∅. By the assumption, there exist α′ and α′′ in {1, 2, . . . , p}
such that j ′ ∈ J Miα′ and j ′′ ∈ J Miα′′ . As I Mj ′ ∩ I Mj ′′ = ∅, we have α′ ≠ α′′. On the other hand,
I Mj ′ ⊂ I Mj and I Mj ′′ ⊂ I Mj imply j ∈ J Miα′ and j ∈ J Miα′′ , which contradicts that J Miα′ and J Miα′′ are
disjoint. Hence we have obtained the claim.
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In what follows, we assume
# inf⊂ J Nk = # sup⊂ J Nk .
Suppose that {i1, . . . , i p} satisfies the condition J Nk = J Mi1 ⊔ · · · ⊔ J Mi p .
Let j ∈ J Nk and β ∈ {1, 2, . . . , ℓ} with Mβ ⊂ M j . Then we can find iα such that j ∈ J Miα .
Mβ ⊂ M j implies β ∈ J Miα ⊂ J Nk . Therefore we have (5.3).
Let j ∈ sup⊂ J Nk . Then some J Miq (q ∈ {1, 2, . . . , p}) contains j , which implies iq ∈ I Mj .
Further we can show that iq belongs to Iˆ Mj . If iq ∈ I Mj \ Iˆ Mj , then there exists j ′ with iq ∈ I Mj ′
and M j $ M j ′ by the definition of Iˆ Mj , from which we have j
′ ∈ J Miq ⊂ J Nk . This contradicts
j ∈ sup⊂ J Nk . Hence iq ∈ Iˆ Mj and we have obtained that the set {i1, . . . , i p} contains at least one
index that belongs to Iˆ Mj for any j ∈ sup⊂ J Nk . Further two or more indices in Iˆ Mj cannot belong
to {i1, . . . , i p} at the same time because any pair of J Mi1 , · · · , J Mi p is disjoint.
Now we show that {i1, . . . , i p} consists of only these indices. Let i be an element in
{i1, . . . , i p}. Choosing j ′ ∈ J Mi , we can find j ∈ sup⊂ J Nk with M j ′ ⊂ M j . Then, by the
above argument, there exists iq ∈ Iˆ Mj which belongs to {i1, . . . , i p}. As iq ∈ I Mj ⊂ I Mj ′ , we have
j ′ ∈ J Miq , which implies J Miq ∩ J Mi ≠ ∅. Since each pair is disjoint, we have i = iq .
Therefore we can find a bijection σ : {1, 2, . . . , p} → sup⊂ J Nk such that iα ∈ Iˆ Mσ(α) and
J Miα ⊂ J Nk (α ∈ {1, 2, . . . , p}).
Conversely if such a σ exists, then J Nk = J Mi1 ⊔ · · · ⊔ J Mi p easily follows from # inf⊂ J Nk =
# sup⊂ J Nk and J Miα ⊂ J Nk . The last inclusion can be obtained by the following argument. Let
β ∈ J Miα . Then, as iα ∈ Iˆ Mσ(α) and iα ∈ I Mβ hold, we have I Mσ(α) ⊂ I Mβ , from which we have
Mβ ⊂ Mσ(α) (the inclusion ⊃ cannot hold because of the maximality of Mσ(α)). Hence we
obtain β ∈ J Nk by the condition (Ď)k . 
Example 5.3. Let us consider closed submanifolds {M1, M2, M3} in X = R3 and {N1, N2, N3}
in Y = Rm . Let f : X → Y be a morphism satisfying f (M j ) ⊂ N j ( j = 1, 2, 3). We consider
these three cases:
1. Mi = {xi = 0}, i = 1, 2, 3 (Majima),
2. M1 = {0}, M2 = {x1 = x2 = 0}, M3 = {x1 = 0} (Takeuchi),
3. M1 = {x1 = 0}, M2 = {x2 = 0}, M3 = {0} (Mixed).
Let us see some examples of conditions (a), (b) of Lemma 5.2.
(i) Suppose that J Nk = {1, 2, 3}.
In 1, sup⊂ J Nk = inf⊂ J Nk = {1, 2, 3} and condition (Ď)k is clearly satisfied. Moreover
i1 = σ(1), i2 = σ(2), i3 = σ(3) satisfy (5.4) for any permutation σ of {1, 2, 3}.
In 2, sup⊂ J Nk = {3}, inf⊂ J Nk = {1} and condition (Ď)k is clearly satisfied. Moreover
i1 = 1 satisfies (5.4).
In 3, sup⊂ J Nk = {1, 2} and inf⊂ J Nk = {3}. Then condition (5.2) is not satisfied.
(ii) Suppose that J Nk = {2, 3}.
In 1, sup⊂ J Nk = inf⊂ J Nk = {2, 3} and (Ď)k is satisfied. It is easy to check that the indices
i1 = 2, i2 = 3 (or i1 = 3, i2 = 2) satisfy (5.4).
In 2, sup⊂ J Nk = {3} and inf⊂ J Nk = {2}. Then condition (5.2) is satisfied but M2, M3 ⊃
M1 and 1 ∉ sup⊂ J Nk , hence (5.3) does not hold.
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In 3, sup⊂ J Nk = {2}, inf⊂ J Nk = {3} and (Ď)k is satisfied. Moreover the index i1 = 2
satisfies (5.4).
(iii) Suppose that J Nk = {1, 2}.
In 1, sup⊂ J Nk = inf⊂ J Nk = {1, 2} and (Ď)k is satisfied. It is easy to check that the indices
i1 = 1, i2 = 2 (or i1 = 2, i2 = 1) satisfy (5.4).
In 2, sup⊂ J Nk = {2} and inf⊂ J Nk = {1}. In this case condition (5.2) is satisfied and (5.3)
holds too. Moreover the index i1 = 2 satisfies (5.4).
In 3, sup⊂ J Nk = inf⊂ J Nk = {1, 2}. Then condition (5.2) is satisfied but M1, M2 ⊃ M3
and 3 ∉ sup⊂ J Nk , hence (5.3) does not hold.
As an immediate consequence of Lemma 5.2, we have the following.
Corollary 5.4. For k ∈1≤ j≤ℓ I Nj , yk of the morphism f on SM ⊂ X is given by
yk =


i1∈ Iˆ Mj1 , ..., i p∈ Iˆ
M
jp
∂ p fk
∂xi1 · · · ∂xi p

M
xi1 · · · xi p ((Ď)k holds),
0 (otherwise).
(5.5)
Here p = # sup⊂ J Nk , { j1, . . . , jp} = sup⊂ J Nk and the condition (Ď)k for k was given
in Lemma 5.2.
Let j ∈ {1, 2, . . . , l}. Then, for any k and k′ in Iˆ Nj , as J Nk = J Nk′ holds, we have
inf⊂ J Nk = inf⊂ J Nk′ and sup⊂ J Nk = sup⊂ J Nk′ . This implies that the sets inf⊂ J Nk and sup⊂ J Nk
do not depend on a choice of k ∈ Iˆ Nj . We denote them by J ( j) and J ( j) respectively for short.
As the submanifolds in χM and χN are connected, the setsJ ( j) andJ ( j) are independent of the
choice of a local coordinate system. We also say that j satisfies the condition (Ď) if the condition
(Ď)k holds for some k ∈ Iˆ Nj . Note that this definition is also independent of a choice of k ∈ Iˆ Nj by
the above observation. Summing up, J ( j), J ( j) and the condition (Ď) are coordinate-invariant
notions and they depend only on the families of submanifolds and the index j .
For j ∈ {1, 2, . . . , l} that satisfies (Ď), by taking Corollary 5.4 into account, we have the map
ϕˆ j :

×
X, β∈J ( j)
TMβ ι(Mβ)

×
X
M →

TN j ι(N j )×
Y
N

×
Y
M
where N = N1 ∩ · · · ∩ Nℓ. Although ϕˆ j is not a morphism of vector bundles over M , we still
have
ϕˆ j

τ Xj1 (λ j1) . . . τ
X
jp (λ jp )p

= τYj (λ j1 . . . λ jp )ϕˆ j (p)
where { j1, . . . , jp} = J ( j) and τ Xβ and τYβ denote the action τβ on spaces X and Y respectively.
Hence ϕˆ j gives a multi-linear map on the fibers. This implies, in particular, that the image of a
multi-conic set is conic and the inverse image of a conic set is multi-conic. Summing up, we have
the following.
Corollary 5.5. The restriction of f to SM ⊂ X is the map
ϕ1 ×
Y
· · · ×
Y
ϕℓ : SM =

×
X, 1≤β≤ℓ
TMβ ι(Mβ)

→ SN =

×
Y, 1≤β≤ℓ
TNβ ι(Nβ)

,
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where ϕ j : SM → TN j ι(N j )×
Y
N is given as follows. If j satisfies the condition (Ď), the ϕ j is
defined by the composition
SM →

×
X, β∈J ( j)
TMβ ι(Mβ)

×
X
M
ϕˆ j−→ TN j ι(N j )×
Y
N .
For other j , the ϕ j sends a point to the corresponding one in the zero section of TN j ι(N j )×
Y
N.
Example 5.6. Set Y = C2, let X = {(z1, z2, ξ1, ξ2) ∈ C2 × P1C, ξ2z1 = ξ1z2} and let
π : X → C2
(z1, z2, ξ1, ξ2) → (z1, z2)
be the desingularization map. Let N1 = {0}, N2 = {z2 = 0}, M1 = π−1(0), M2 = {ξ2 = 0}.
Locally on X , for example on U1 := {ξ1 ≠ 0}, set λ = ξ2ξ1 . Then z2 =
ξ2
ξ1
z1 and we have a
homeomorphism
ψ : C2 ∼→ U1
(λ, z1) → (z1, λz1, 1, λ).
We have ψ−1(M1) = {z1 = 0} and ψ−1(M2) = {λ = 0}. We still denote them by M1, M2. The
map f := π |U1 ◦ ψ is given by (λ, z1) → (λz1, z1). Let us consider f . On the zero section,
let (w1, w2) be the coordinates of C2 ≃ S′, the zero section of Y . We have J N1 = J M1 = {1},
J N2 = {1, 2} = J M1 ⊔ J M2 , hence
w1 = ∂ f
∂z1
(0, 0)z1 = z1
w2 = ∂
2 f
∂λ∂z1
(0, 0)λz1 = λz1
which is a conic map with respect to the (R+)2-actions on S and S′.
One can ask when the morphism thus obtained becomes that of vector bundles.
Proposition 5.7. Suppose the conditions 1 and 2 below.
1. f (M j ) ⊂ N j for any 1 ≤ j ≤ ℓ.
2. M j ′ ⊂ M j if and only if N j ′ ⊂ N j for 1 ≤ j, j ′ ≤ ℓ.
Then the map ϕ1 ×
Y
· · · ×
Y
ϕℓ : SM → SN ×
Y
M is a morphism of vector bundles over M.
Proof. For any k ∈ {1, 2, . . . ,m}, we have # inf⊂ J Nk = # sup⊂ J Nk = 1. Therefore, by (5.5), the
map ϕ j becomes a bundle map and the result follows. 
Remark 5.8. More generally, the morphism exists for the case #χN ≤ #χM .
Let f : X → Y and χM = {M1, . . . , Mℓ} in X and χN = {N1, . . . , Nℓ′} in Y for ℓ′ ≤ ℓ.
Then the situation decomposes into the following:
(X; M1, . . . , Mℓ) Id−→(X; M1, . . . , Mℓ′) f−→(Y ; N1, . . . , Nℓ′).
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For the second arrow, we have already constructed the morphism. We will construct the
morphism for the first arrow. In what follows, we assume that Y = X , f = Id, ℓ > ℓ′ and
N j = M j .
Locally the morphism between multi-normal deformations
(x1, . . . , xn, t1, . . . , tℓ)→ (x ′1, . . . , x ′n, t ′1, . . . , t ′ℓ′)
is given by:
t ′j = tκχM ,χN ( j) (1 ≤ j ≤ ℓ′),
x ′i = tJχM ,χN , i xi (1 ≤ i ≤ n).
Here κχM ,χN is the map from {1, 2, . . . , ℓ′} to subsets of {1, 2, . . . , ℓ} defined by
κχM ,χN ( j) :=
β ∈ {1, 2, . . . , ℓ};
 
Nk(N j
Nk
 ( f (Mβ) ⊂ N j

and, for 1 ≤ i ≤ n,
JχM ,χN , i := J Mi \
 
j∈J Ni
κχM ,χN ( j)

with J Mi := { j ∈ {1, 2, . . . , ℓ}; i ∈ I Mj } and J Ni := { j ∈ {1, 2, . . . , ℓ′}; i ∈ I Nj }.
For example, if ℓ′ = 2 and Mℓ ( Mℓ−1 ( . . . ( M1 are satisfied, as κχM ,χN (1) = {1},
κχM ,χN (2) = {2, . . . , ℓ}, JχM ,χN ,i = J Mi (i ∉ I M2 ) and JχM ,χN ,i = ∅ (i ∈ I M2 ), the local
morphism is given by
t ′1 = t1, t ′2 = t2 . . . tℓ,
x ′i = tJ Mi xi (i ∉ I
M
2 ), x
′
i = xi (i ∈ I M2 ).
We can certainly glue these locally defined morphisms (by the definition of a multi-normal
deformation) and obtain the morphism between multi-normal deformed manifolds (say X and Y )
globally. Moreover, as J Mi = ⊔ j∈J Ni κχM ,χN ( j) is satisfied by definition, the following diagram
commutes.X → Y
↘ ↓
X = Y
Since ι(M j ) ⊂ ι(N j ) holds ( j = 1, . . . , ℓ′), we have the canonical injection
TM j ι(M j ) ↩→ TN j ι(N j ) ( j ≤ ℓ′).
These injections and the zero map on TM j ι(M j ) for j > ℓ
′ induce the bundle map over
M :=1≤ j≤ℓ M j
ϕ : ×
X,1≤ j≤ℓ
TM j ι(M j )→ M ×
Y

×
Y,1≤ j≤ℓ′
TN j ι(N j )

.
In this case, on the zero section SM , the morphism from X to Y coincides with ϕ.
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6. Multi-specialization
Let X be a real analytic manifold with dim X = n, and let χ = {M1, . . . , Mℓ} be a family
of closed submanifolds satisfying H1, H2 and H3. Let X be the multi-normal deformation of X
with respect to the family χ and consider the diagram (1.5).
Denote by Op(Xsa) (resp. Opc(Xsa)) the category of open (resp. open relatively compact)
subanalytic subsets of X . One endows Op(Xsa) with the following topology: S ⊂ Op(Xsa) is a
covering of U ∈ Op(Xsa) if for any compact K of X there exists a finite subset S0 ⊂ S such that
K ∩V∈S0 V = K ∩ U . We will call Xsa the subanalytic site and denote by ρ : X → Xsa the
natural morphism of sites associated to the inclusion Op(Xsa) ↩→ Op(X). Let Mod(kXsa ) (resp.
Db(kXsa ) denote the category of sheaves on Xsa (resp. bounded derived category of sheaves on
Xsa). For classical sheaf theory we refer the reader to [10], and for sheaves on subanalytic sites
to [13] and [18]. For an exposition on (R+)ℓ-conic sheaves see the Appendix.
Lemma 6.1. Let F ∈ Db(kXsa ). There is a natural isomorphism
s−1 RΓΩ p−1 F ≃ s!(p−1 F)Ω .
Proof. We prove the assertion in several steps. For I, J ⊆ {1, . . . , ℓ}, I ∩ J = ∅, set
SI = {ti = 0, i ∈ I } and ΩJ = {t j > 0, j ∈ J }.
(i) We show that if ♯J < ℓ, then (RΓΩJ (p
−1 F)Ω )|S = 0. By de´vissage we may reduce to
F ∈ Mod(kXsa ), so F = lim−→
i
ρ∗Fi with Fi ∈ ModR-c(kXsa ) for each i . Since RkΓΩJ commutes
with filtrant lim−→, we may reduce to F ∈ ModR-c(kX ). Taking a suitable triangulation adapted to
ΩJ and Ω we may assume that F = kU , where U is an open star associated to the triangulation.
In this case one checks that
(RΓΩJ (p
−1 F)ΩJ \Ω )|S ≃ (RΓΩJ p−1 F)|S .
(ii) We show that if ♯(I ∪ J ) < ℓ, then (RΓSI∩ΩJ (p−1 F)Ω )|S = 0. We argue by induction
on ♯I . If ♯I = 0 then it follows by (i) that (RΓΩJ (p−1 F)Ω )|S = 0. Suppose that it is true for
♯I ≤ ℓ− 2. Let i0 ∈ I . We have the distinguished triangle
(RΓSI∩ΩJ (p
−1 F)Ω )|S → (RΓSI\{i0}∩ΩJ (p−1 F)Ω )|S
→ (RΓSI\{i0}∩ΩJ∪{i0}(p−1 F)Ω )|S
+→ .
The second and third terms of the triangle are zero since ♯(I \ {i0}) ≤ ℓ − 2. Then the first one
is zero.
(iii) We show that if I ∪ J = ℓ then (RΓSI∩ΩJ (p−1 F)Ω )|S ≃ (RΓS(p−1 F)Ω )|S[♯J ]. We
argue by induction on ♯J . Let j0 ∈ J . We have the distinguished triangle
(RΓSI∪{ j0}∩ΩJ\{ j0}(p
−1 F)Ω )|S → (RΓSI∩ΩJ\{ j0}(p−1 F)Ω )|S
→ (RΓSI∩ΩJ (p−1 F)Ω )|S +→
where the second term is zero by (ii). If ♯J = 1 the result follows immediately. Suppose that it
is true for ♯J ≤ ℓ − 1. Then (RΓSI∪{ j0}∩ΩJ\{ j0}(p−1 F)Ω )|S[1] ≃ (RΓSI∩ΩJ (p−1 F)Ω )|S by (ii)
and (RΓSI∪{ j0}∩ΩJ\{ j0}(p
−1 F)Ω )|S ≃ (RΓS(p−1 F)Ω )|S[♯J − 1] by the induction hypothesis.
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(iv) By (iii) we obtain s!(p−1 F)Ω [ℓ] ≃ s−1 RΓΩ p−1 F . It remains to show that
(p−1 F)Ω [ℓ] ≃ (p!F)Ω . We may reduce to the case F ≃ lim−→
i
ρ∗Fi with Fi ∈ ModR-c(kX ).
In this case we have
H k+ℓ(p−1 F)Ω ≃ lim−→
i
ρ∗H k+ℓ(p−1 Fi )Ω
≃ lim−→
i
ρ∗H k(p!Fi )Ω
≃ H k(p!F)Ω
where the second isomorphism follows since p−1[ℓ] ≃ p! in Mod(kX ). 
Definition 6.2. The (multi-)specialization along χ is the functor
νsaχ : Db(kXsa )→ Db(kSsa )
F → s−1RΓΩ p−1 F.
Theorem 6.3. Let F ∈ Db(kXsa ).
(i) νsaχ F ∈ Db(R+)ℓ(kSsa ) (see Definition B.7).
(ii) Let V be an (R+)ℓ-conic open subanalytic subset in S. Then:
H j (V ; νsaχ F) ≃ lim−→
U
H j (U ; F),
where U ranges through the family of Op(Xsa) such that Cχ (X \U ) ∩ V = ∅.
Proof. (i) We may reduce to the case F ∈ Mod(kXsa ). Hence F = lim−→
i
ρ∗Fi with Fi ∈
ModR-c(kXsa ) for each i . We have p
−1 lim−→
i
ρ∗Fi ≃ lim−→
i
ρ∗ p−1 Fi and p−1 Fi is R-constructible
and (R+)ℓ-conic for each i . Hence p−1 F is (R+)ℓ-conic. Since the functors RΓΩ and s−1 send
(R+)ℓ-conic sheaves to (R+)ℓ-conic sheaves we obtain s−1RΓΩ p−1 F = νsaχ F ∈ Db(R+)ℓ(kSsa ).
(ii) Let U ∈ Op(Xsa) such that V ∩ Cχ (X \U ) = ∅. We have the chain of morphisms
RΓ (U ; F) → RΓ (p−1(U ); p−1 F)
→ RΓ (p−1(U ) ∩ Ω; p−1 F)
→ RΓ (p−1(U ) ∪ V ;RΓΩ p−1 F)
→ RΓ (V ; νsaχ F)
where the third arrow exists since p−1(U )∪V is a neighborhood of V inΩ by Proposition 4.6 (ii).
Let us show that it is an isomorphism. By Corollaries 4.8 and 4.10, we may assume that V is
one of the V (α)’s given in Corollary 4.8. We have
H k(V ; νsaχ F) ≃ lim−→
W
H k(W ;RΓΩ p−1 F)
≃ lim−→
W
H k(W ∩ Ω; p−1 F),
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where W ranges through the family of subanalytic open neighborhoods of V in X . By
Corollary 4.8, we may assume that W satisfies (4.2). Since p−1 F is (R+)ℓ-conic, we have
H k(W ∩ Ω; p−1 F) ≃ H k(p−1(p(W ∩ Ω)); p−1 F)
≃ H k(p(W ∩ Ω)× {(1)ℓ}; p−1 F)
≃ H k(p(W ∩ Ω); F),
where (1)ℓ = (1, . . . , 1) ∈ Rℓ. The second isomorphism follows since every subanalytic
neighborhood of p(W ∩ Ω) × {(1)ℓ} contains an (R+)ℓ-connected subanalytic neighborhood
(the proof is similar to that of Proposition 4.7). By Proposition 4.6(i) we have that p(W ∩ Ω)
ranges through the family of subanalytic open subsets U of X such that V ∩Cχ (X \U ) = ∅ and
we obtain the result. 
Remember that a sheaf F ∈ Mod(kXsa ) is said to be quasi-injective if the restriction morphism
Γ (U ; F)→ Γ (V ; F) is surjective for each U, V ∈ Opc(Xsa) with U ⊇ V .
Corollary 6.4. Let F ∈ Mod(kXsa ) be quasi-injective. Then F is νsaχ -acyclic.
Proof. The result follows from Theorem 6.3 and the fact that quasi-injective sheaves are Γ (U ; ·)-
acyclic for each U ∈ Op(Xsa). 
Corollary 6.5. Let F ∈ Db(kXsa ) and let p = (q; ξ) ∈ S. Then
(ρ−1 H jνsaχ F)p ≃ lim−→
W,ϵ
H j (W ∩ Bϵ; F),
where W ranges through the family Coneχ(p) and Bϵ ranges through the family of open balls
of radius ϵ > 0 containing q. Here we locally identify X with a vector space as in Section 4.
Proof. The result follows since for any subanalytic conic neighborhood V of p, any U ∈
Op(Xsa) such that Cχ (X \U ) ∩ V = ∅ contains W ∩ Bϵ , q ∈ Bϵ , ϵ > 0, W ∈ Coneχ (p). 
Corollary 6.6. Let F ∈ Db(kXsa ). Let k ≤ ℓ and { j1, . . . , jk} be a subset of {1, 2, . . . , ℓ}. Set
χk = {M j1 , . . . , M jk }. Then we have
(νsaχ F)|Sχ/χk ≃ (νsaχk F)|Sχ/χk .
Here the subset Sχ/χk was defined by (4.1).
Proof. Set Z = Sχ/χk . On Z the multi-actions induced by {µ1, . . . , µℓ} and {µ j1 , . . . , µ jk }
coincide, and we can regard Z as an (R+)ℓ-conic (resp. (R+)k-conic) sub-bundle of Sχ (resp.
Sχk ×
X
M). Let V be an (R+)ℓ-conic subanalytic open subset of Z . We may assume that V is one
of the V (α)’s given in Corollary 4.8. Let U ∈ Op(Xsa) such that V ∩ Cχ (X \U ) = ∅. Let W be
the complement of Cχ (X \U ). Then W is an (R+)ℓ-conic open subanalytic neighborhood of V
such that Cχ (X \U ) ∩ W = ∅. Then for j ∈ Z
H j (V ; νsaχ F) ≃ lim−→
W
H j (W ; νsaχ F)
≃ lim−→
U
H k(U ; F)
≃ lim−→
U ′
H k(U ′; F),
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where W ranges through the family of (R+)ℓ-conic open subanalytic neighborhoods of V ,
U ∈ Op(Xsa) is such that Cχ (X\U )∩W = ∅ and U ′ ∈ Op(Xsa) is such that Cχ (X\U ′)∩V = ∅.
Remark that the first isomorphism is a consequence of the fact that νsaχ F is conic and the fact that,
by 2 of Corollary 4.8, every open subanalytic neighborhood of V contains an (R+)ℓ-connected
one.
Clearly V satisfies the condition either Va or Vb for each j1, . . . , jk with respect to the family
χk . Hence, in the same way, we see that
H j (V ; νsaχk F) ≃ lim−→
U ′
H k(U ′; F),
where U ′ ∈ Op(Xsa) is such that Cχk (X \ U ′) ∩ V = ∅. To show the result it is enough to see
that
Cχ (X \U ) ∩ V = ∅ ⇐⇒ Cχk (X \U ) ∩ V = ∅.
This follows from Corollary 4.3, which says that
Cχ (X \U ) ∩ Z = Cχk (X \U ) ∩ Z .
Hence we have the isomorphism
H j (V ; νsaχ F) ≃ H j (V ; νsaχk F)
for each (R+)ℓ-conic globally subanalytic open subset of Z . By Lemma C.6 and the fact that
both νsaχ F and ν
sa
χk
F are multi-conic we obtain (νsaχ F)|Z ≃ (νsaχk F)|Z . 
Let f : X → Y be a morphism of real analytic manifolds, χM = {M1, . . . , Mℓ},
χN = {N1, . . . , Nℓ} two families of closed analytic submanifolds of X and Y respectively
satisfying the hypothesis H1, H2 and H3. Suppose that f (Mi ) ⊆ Ni , i = 1, . . . , ℓ. We call
Tχ f the induced map on the zero section. Let J ⊆ {1, . . . , ℓ} and set χJ = {M j1 , . . . , M jk },
jk ∈ J . The map TχJ f denotes the restriction of f to {t jk = 0, jk ∈ J }. In the following we will
denote with the same symbol CχJ (Z) the normal cone with respect to χJ and its inverse image
via the map X → X M j1 ,...,M jk .
Proposition 6.7. Let F ∈ Db(kXsa ).
(i) There exists a commutative diagram of canonical morphisms
R(Tχ f )!!νsaχM F

/ νsa
χN
R f!!F

R(Tχ f )∗νsaχM F ν
sa
χN
R f∗F.o
(ii) Moreover if f : suppF → Y and TχJ f : CχJ (suppF) → {t j1 = · · · = t jk = 0} for each
J = { j1, . . . , jk} are proper, and if suppF ∩ f −1(N j ) ⊆ M j , j ∈ {1, . . . , ℓ}, then the above
morphisms are isomorphisms.
Proof. (i) The existence of the arrows is done as in [10] Proposition 4.2.4.
(ii) If p−1(suppF) is proper over X , then all the morphisms are isomorphisms. We have to
prove that for a closed subset Z of X , the restriction of f to p−1(Z) is proper, if Z → Y
and CχJ (Z) → {t j1 = · · · = t jk = 0} for k ≤ ℓ are proper, and if Z ∩ f −1(N j ) ⊆ M j ,
460 N. Honda, L. Prelli / Advances in Mathematics 232 (2013) 432–498
j ∈ {1, . . . , ℓ}. We argue by induction on ♯χ . If ♯χ = 1 this is Proposition 4.2.4 of [10].
Suppose it is true for ♯χ ≤ ℓ − 1. It follows from the hypothesis that the fibers of f restricted
to p−1(Z) are compact (if t j1 = · · · = t jk = 0 this is a consequence of the fact that
CM j1 ...M jk (Z) → {t j1 = · · · = t jk = 0} is proper). Then it remains to prove that it is a closed
map. Let {un}n∈N be a sequence in p−1(Z) and suppose that {f (un)}n∈N converges. We shall
find a convergent subsequence of {un}n∈N. We may also assume that {p(un)}n∈N converges. The
map p−1(Z) \ {t1 = · · · = tℓ = 0} → Y \ {t1 = · · · = tℓ = 0} is proper. Indeed, let K be
a compact subset of Y \ {t1 = · · · = tℓ = 0}, and reduce to the case that K is contained in
{c ≤ t j ≤ d} ⊂ Y , c, d > 0, j ∈ {1, . . . , ℓ}. Suppose without loss of generality that j = 1. Then
K1 := pN1(K ) is a compact subset of YN2...Nℓ . Let us identify K1 with p−1N1 (K1) ∩ {t1 = 1}.
Then f −1(K1) is compact by the induction hypothesis. Hence f −1(K ) ⊆ µ1(f −1(K1), [c, d])
is compact since it is closed and contained in a compact subset. We may assume that {f (un)}n∈N
converges to a point of {t1 = · · · = tℓ = 0}. Then {p(un)}n∈N converges to a point of
Z ∩ f −1(N1 ∩ · · · ∩ Nℓ) ⊆ M1 ∩ · · · ∩ Mℓ.
Taking local coordinate systems of X and Y , let un = (x1n, . . . , xmn, t1n, . . . , tℓn), t jn > 0,
j = 1, . . . , ℓ. Then t jn → 0, j = 1, . . . , ℓ and tJ Mi n xin → 0, i = 1, . . . ,m. It is enough to show
that {|xin|}n∈N is bounded for each i = 1, . . . ,m. We argue by contradiction. Suppose without
loss of generality that |x1n| → +∞ and that {x1n/|xn|}n∈N is not infinitesimal (i.e. its limit is not
0). Set u(β)n = (x (β)n , t (β)n ), where x (β)in = tinβxin with tinβ = tβn if i ∈ Iβ and tinβ = 1 if i ∉ Iβ ,
and where t (β)jn = t jn if j ≠ β and t (β)βn = 1. Then un belongs to p−1(Z) \ {t1 = · · · = tℓ = 0}
and {f (u(β)n )}n∈N converges. Since f is proper on p−1(Z)\{t1 = · · · = tℓ = 0}, then {|x (β)n |}n∈N
is bounded.
(a) Suppose that there exists β ∈ {1, . . . , ℓ} such that 1 ∉ I Mβ . The sequence {|x (β)n |}n∈N is
bounded. In particular {|x1n|}n∈N is bounded which is a contradiction.
(b) Suppose that 1 ∈ I Mj for j = 1, . . . , ℓ. Suppose without loss of generality that I M1
is the biggest I Mj containing 1. Set un = (xn,tn) where xin = xin/|xn| if i ∈ I M1 andxin = xin otherwise and where t1n = t1n|xn|, t jn = t jn if j ≠ 1. Remark that |t1n xn| =
|t1n x1n||xn|/|x1n| is bounded since the sequences {|x (1)1n |}n∈N and {|xn|/x1n}n∈N are bounded. By
extracting a subsequence {un}n∈N converges to a non-zero vector v and un belongs to p−1(Z).
On the other hand f (un) converges and hence fk(tJ M1 n x1n, . . . , tJ Mm n xmn)/tJ Nk n|xn| converges
to 0 for each k such that k ∈ I N1 . Moreover for each k ∈ I N2 \ I N1 by (5.1) the sequence
fk(tJ M1 n
x1n, . . . , tJ Mm n xmn)/tJ Nk n
converges to 0. Hence f (µ2(v, λ)) = f (v) for each λ ∈ R+
which contradicts the fact that the fibers of p−1(Z)→ Y are compact. 
Proposition 6.8. Let F ∈ Db(kYsa ).
(i) There exists a commutative diagram of canonical morphisms
ωSX /SY ⊗ (Tχ f )−1νsaχN F

/ νsa
χM
(ωSX /SY ⊗ f −1 F)

Tχ f !νsaχN F ν
sa
χM
f !F.o
(ii) The above morphisms are isomorphisms on the open sets where TχJ f is smooth for each
J ⊆ {1, . . . , ℓ}.
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Proof. (i) The existence of the arrows is done as in [10] Proposition 4.2.5. When (ii) is satisfied
the function f is smooth at any point of the boundary of Ω and all the above morphisms become
isomorphisms. 
7. Multi-asymptotic expansions
Let I j ( j = 1, . . . , ℓ) be a subset of {1, . . . , n} which satisfies the conditions (1.2), and
let X be the n-dimensional complex vector space Cn with coordinates (z1, z2, . . . , zn). Let
χ = {Z1, . . . , Zℓ} be a family of ℓ complex submanifolds defined by
Z j := {z ∈ X; zi = 0 for i ∈ I j }.
Remember the definition of Iˆ j given by (1.3) and that of Ji by (1.6). Then, by the conditions
(1.2), we have TZ j ι(Z j ) ≃ Z j × C# Iˆ j and
1≤ j≤ℓ I j = Iˆ1 ⊔ Iˆ2 ⊔ · · · ⊔ Iˆℓ. (7.1)
For a subset I = {i1, i2, . . . , im} of {1, 2, . . . , n}, we denote by z I the coordinates
(zi1 , zi2 , . . . , zim ) and by CI the complex space C#I with coordinates z I . The map πI designates
the projection from X to CI .
Let µ j (z, λ) : X × R→ X ( j = 1, 2, . . . , ℓ) be the action defined by
µ j ((z1, . . . , zn), λ) = (λ j1z1, . . . , λ jnzn)
where λ j i = λ if i ∈ I j and λ j i = 1 otherwise. Let U be an open subset of product type defined
by
U = B1 × · · · × Bℓ × W ⊂ C Iˆ1 × · · · × C Iˆℓ × Cd = X, (7.2)
where d = n −ℓj=1 # Iˆ j and B j is an open ball with center at the origin in C Iˆ j and W is a
convex open subset in Cd . Let G j ( j = 1, 2, . . . , ℓ) be an open proper convex cone in C Iˆ j . Note
that, in our paper, we only consider a proper convex cone for simplicity.
We define an open proper multi-cone S(U, {G j }, ϵ) (ϵ > 0) in X as follows. Set, for
j = 1, 2, . . . , ℓ,
V j :=

z ∈ U ; z Iˆ j ∈ G j , |z Iˆβ | < ϵ|z Iˆ j | for β with Iβ ( I j

⊂ X.
Then we define
S(U, {G j }, ϵ) := V1 ∩ V2 ∩ · · · ∩ Vℓ ⊂ X.
If ℓ = 0, i.e., no submanifolds in χ , then we set S(U, {G j }, ϵ) := U by convention. Note that
S := S(U, {G j }, ϵ) is non-empty and
S ∩
 
1≤ j≤ℓ
Z j

= ∅
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follows from the condition (7.1). For example, S gives just a poly-sector when

1≤ j≤ℓ Z j forms
a normal-crossing divisor. The multi-cone S plays the same geometrical role as that of a sector
in an asymptotic expansion.
Let Zℓ denote the set of integers {1, 2, . . . , ℓ} and Pˆ(Zℓ) be the set of all the subsets of
Zℓ except for the empty set. For a J = { j1, j2, . . . , jm} ∈ Pˆ(Zℓ) and a proper multi-cone
S := S(U, {G j }, ϵ), we define
Z J := Z j1 ∩ Z j2 ∩ · · · ∩ Z jm ,
IJ := I j1 ∪ I j2 ∪ · · · ∪ I jm ,
SJ := IntZ J

S ∩ Z J

where A is the closure of a set A in X and IntZ J (B) denotes the interior of a set B in Z J . We often
write SJ by S j if J = { j} from now on. We give some fundamental properties of a multi-cone
which are needed later.
Lemma 7.1. For S := S(U, {G j }, ϵ) and J ∈ Pˆ(Zℓ), we have the following.
1. SJ is also a non-empty open proper multi-cone in Z J for submanifolds {Z j ∩ Z J } j∈J∗ . To be
more precise, we have, in Z J ,
SJ = S(U ∩ Z J , {G j } j∈J∗ , ϵ) (7.3)
where J ∗ is given by
J ∗ := { j ∈ Zℓ; Z J ⊈ Z j } = { j ∈ Zℓ; I j ⊈ IJ }. (7.4)
Note that I ∗j := I j \ IJ ( j ∈ J ∗) also satisfies the conditions (1.2), and it defines the
submanifold Z j ∩ Z J .
2. SJ = S ∩ Z J and Z J ′ ∩ SJ = ∅ for J ′ ∈ Pˆ(Zℓ) with Z J ⊈ Z J ′ .
3. {SJ }J∈Pˆ(Zℓ) covers the edge S ∩

1≤ j≤ℓ Z j

∩U of S, i.e.,
S ∩
 
1≤ j≤ℓ
Z j

∩U =

J∈Pˆ(Zℓ)
SJ . (7.5)
Proof. Note that Z J ⊈ Z j is equivalent to Iˆ j ∩ IJ = ∅ because of the conditions (1.2). We first
show 1 of the lemma.
Lemma 7.2. We have S = V 1 ∩ · · · ∩ V ℓ.
Proof. Clearly we have
V 1 ∩ · · · ∩ V ℓ =

1≤ j≤ℓ

z ∈ U ; z Iˆ j ∈ G j , |z Iˆβ | ≤ ϵ|z Iˆ j | for β with Iβ ( I j

=

z ∈ G1 × · · · × Gℓ × Cd ∩U ; |z Iˆβ | ≤ ϵ|z Iˆα | for Iβ ( Iα ,
where d = n −ℓj=1 # Iˆ j and X = C Iˆ1 × · · · × CIℓ × Cd . In the same way, S is defined by
z ∈

G1 × · · · × Gℓ × Cd

∩U ; |z Iˆβ | < ϵ|z Iˆα | for Iβ ( Iα

.
The claim of the lemma follows from these expressions. 
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By the lemma, we get
SJ = IntZ J (V 1 ∩ · · · ∩ V ℓ ∩ Z J ) = IntZ J (V 1 ∩ Z J ) ∩ · · · ∩ IntZ J (V ℓ ∩ Z J ).
As
IntZ J (V j ∩ Z J ) =

V j ∩ Z J ( Iˆ j ∩ IJ = ∅),
U ∩ Z J (otherwise),
holds, we have
SJ =

Iˆ j∩IJ=∅
(V j ∩ Z J ).
Hence SJ is the multi-cone S(U ∩ Z J , {G j } j∈J∗ , ϵ) of Z J .
Next we show 2 of the lemma. We have, by the same argument used in the proof for
Lemma 7.2,
Iˆ j∩IJ=∅
V j ∩ Z J =

Iˆ j∩IJ=∅
V j ∩ Z J .
Hence, by noticing V j ∩ Z J = U ∩ Z J if Iˆ j ∩ IJ ≠ ∅, we obtain
SJ =

Iˆ j∩IJ=∅
V j ∩ Z J =

Iˆ j∩IJ=∅
V j ∩ Z J =

1≤ j≤ℓ
V j ∩ Z J = S ∩ Z J .
For Z J ⊈ Z J ′ , we can find j ∈ J ′ satisfying Z J ⊈ Z j . Then j belongs to J ∗ by definition, from
which we obtain (Z j ∩ Z J ) ∩ SJ = ∅ since SJ is an open proper multi-cone in Z J by 1 of the
lemma.
Noticing that SJ = S ∩ Z J and SJ is still a multi-cone, 3 of the lemma can be shown by
induction. 
The following properties of S := S(U, {G j }, ϵ) are easily verified.
1. For any j and z ∈ S, we have µ j (z, (0, 1]) ⊂ S.
2. For any z˜ ∈ S j (1 ≤ j ≤ ℓ), there exists a point z ∈ S satisfying µ j (z, 0) = z˜.
For J = { j1, j2, . . . , jm} ∈ Pˆ(Zℓ), we set
µJ (z, (λ j1 , λ j2 , . . . , λ jm )) = µ j1(µ j2(. . . µ jm (z, λ jm ), . . . , λ j2), λ j1).
Then the above properties 1 and 2 also hold for these multi-actions.
Lemma 7.3. Let J ∈ Pˆ(Zℓ) and S := S(U, {G j }, ϵ).
1. For any z ∈ S, we have µJ (z, (0, 1] × · · · × (0, 1]) ⊂ S.
2. For any z˜ ∈ SJ , there exists z ∈ S with µJ (z, (0, . . . , 0)) = z˜.
Proof. The claim 1 is easy. We prove 2 by induction with respect to the number of elements of J .
Assume #J > 1 and fix an element k ∈ J . The set Sk is the multi-cone S(U ∩ Zk, {G j } j∈J∗ , ϵ)
in Zk . Here J ∗ was given in (7.3). Noticing that Zk ⊂ Z j if Iˆ j ∩ Ik ≠ ∅, we have
SJ = (Sk)J∗∩J .
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Then, by induction hypothesis, we can find z0 ∈ Sk satisfying
z˜ = µ′J∗∩J (z0, (0, . . . , 0))
where µ′J∗∩J is the multi-action in Zk defined by {I ∗j } j∈J∗ . We can also find z1 ∈ S with
µk(z1, 0) = z0. As the restriction of µJ∗∩J to Zk coincides with µ′J∗∩J , we have
z˜ = µ(J∗∩J )∪{k}(z1, (0, . . . , 0)).
Since µ j (z, 0) ( j ∈ J ) is the identity map on Z J , we finally obtain z˜ = µJ (z1, (0, . . . , 0)),
which completes the proof. 
Thanks to the lemma, we have the following.
Corollary 7.4. Let J ∈ Pˆ(Zℓ) and S := S(U, {G j }, ϵ). We have πJ (S) = SJ where πJ : X →
Z J is the canonical projection defined by (z) → (z I CJ ) (I
C
J is the complement set of IJ ).
Proof. As πJ (z) = µJ (z, (0, . . . , 0)) holds, the inclusion SJ ⊂ πJ (S) comes from 2 of
Lemma 7.3. Let us show a converse inclusion. Let z˜ ∈ πJ (S) with z˜ = πJ (z′) (z′ ∈ S). Then
z′λ := µJ (z′, (λ, λ, . . . , λ)) (0 < λ ≤ 1) is contained in S, and
lim
λ→0+
z′λ = µJ (z′, (0, . . . , 0)) = πJ (z′) = z˜.
Moreover, as µJ (z, (0, . . . , 0)) : X → Z J is an open map, an open neighborhood of z′
contained in S is mapped to an open neighborhood of z˜ in Z J by µJ (z, (0, . . . , 0)). This implies
z˜ ∈ SJ . 
Lemma 7.5. The multi-cone S := S(U, {G j }, ϵ) is 1-regular, that is, there exists a positive
constant C such that, for any points z and w in S, there exists a continuous subanalytic curve s
in S which joins z and w and which satisfies
(the length of s) ≤ C |z − w|.
Proof. We may assume X = C Iˆ1 × · · · × C Iˆℓ × Cd with d = n −ℓj=1 # Iˆ j and
z = (z Iˆ1 , . . . , z Iˆℓ , z′), w = (w Iˆ1 , . . . , w Iˆℓ , w′) ∈ S
where z Iˆ j (resp. w Iˆ j ) is a point in C
Iˆ j and z′ (resp. w′) is one in Cd . Set
r j := min{|z Iˆ j |, |w Iˆ j |} > 0.
We define the points z˜, w˜ and ˜˜w by
z˜ =

r1
|z Iˆ1 |
z Iˆ1 , . . . ,
rℓ
|z Iˆℓ |
z Iˆℓ , z
′

, w˜ =

r1
|w Iˆ1 |
w Iˆ1
, . . . ,
rℓ
|w Iˆℓ |
w Iˆℓ
, z′

˜˜w =

w Iˆ1
, . . . , w Iˆℓ
, z′

respectively. Note that these points belong to S by definition of S.
We will construct a path with the desired property by joining these points. The points z and
z˜, w˜ and ˜˜w, ˜˜w and w are connected by the straight paths. We can easily see that they are also
contained in S.
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Let H j be the sphere in C Iˆ j with radius r j and center at the origin. Then the points z˜ and w˜
are in
H := H1 × · · · × Hℓ × {z′} ⊂ C Iˆ1 × · · · × C Iˆℓ × Cd = X.
Then we join the points z˜ and w˜ by the shortest path in H . This path also belongs to S. Now the
points w and z are joined by the paths constructed above, for which the estimate of the lemma
holds with the constant C = √ℓ(1+ π)+ 1. This completes the proof. 
Now we introduce a formal power series appearing in our multi-asymptotic expansions.
Let J = { j1, . . . , jm} ∈ Pˆ(Zℓ), and let λ = (λ1, . . . , λℓ) be variables of parameters for
the multi-action µ := µ{1,2,...,ℓ} in X . We denote by ZJ≥0 the subset of Zℓ≥0 consisting of
β = (β1, β2, . . . , βℓ) ∈ Zℓ≥0 with β j = 0 if j ∉ J . Note that ZJ≥0 is isomorphic to Z#J≥0.
We set ∂βλ := ∂
β
∂λβ
for β ∈ Zℓ≥0. When β belongs to ZJ≥0, we sometimes denote it by ∂βλ,J to
emphasize the fact that β is an element of Z J≥0.
For β ∈ ZJ≥0, we introduce the polynomial of the variables z IJ with constant coefficients by
T βJ (z IJ ) :=
1
β! exp(−µ(z, λ))∂
β
λ,J exp(µ(z, λ))

λ=eλ,J
. (7.6)
Here eλ,J ∈ Cℓ is the point (λ1, . . . , λℓ) with λ j = 0 ( j ∈ J ) and λ j = 1 ( j ∉ J ) and the
exponential function exp on Cn is defined by exp(z1, . . . , zn) := ez1 . . . ezn as usual.
Then, for N = (n1, n2, . . . , nℓ) ∈ Zℓ≥0, we define a polynomial of z IJ with constant
coefficients by
T<NJ (z IJ ) :=

β <J N , β∈ZJ≥0
T βJ (z IJ ) (7.7)
where β <J N if and only if βk < nk for any k ∈ J . Note that if there exists no index β <J N ,
then we set T<NJ (z IJ ) := 0 as usual convention.
We now give a concrete form of the polynomial T<NJ (z IJ ). Let I = {i1, . . . , im} be a subset
of {1, 2, . . . , n}. We denote by ZI≥0 the subset of Zn≥0 whose element is (α1, . . . , αn) with αi = 0
if i ∉ I . For α ∈ Zl≥0, a monomial zα designates zα11 . . . zαnn . If α belongs to ZI≥0, we also write
it by zαI . We set
|α|I = αi1 + · · · + αim .
Lemma 7.6. We have
T<NJ (z IJ ) =

α∈A(N )
1
α! z
α
IJ (7.8)
where the indices set A(N ) is given by
A(N ) := {α ∈ ZIJ≥0; |α|I j < n j for any j ∈ J }.
Proof. Let i ∈ IJ and β = (β1, . . . , βn) ∈ Z J≥0 (β j = 0 if j ∉ J ). We first assume β j ≥ 1 for
any j ∈ J . Then we have
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∂
∂zi
T βJ =
∂
∂zi

1
β! exp(−µ(z, λ))∂
β
λ,J exp(µ(z, λ))

λ=eλ,J

= 1
β! exp(−µ(z, λ))∂
β
λ,J

j∈Ji
λ j exp(µ(z, λ))

λ=eλ,J
= 1
(β − eJi )!
exp(−µ(z, λ))∂β−eJiλ,J exp(µ(z, λ))

λ=eλ,J
= T β−eJiJ
where eJi = (e1, Ji , . . . , eℓ, Ji ) ∈ Zl≥0 is determined by e j, Ji = 1 for j ∈ Ji and e j, Ji = 0 for
j ∉ Ji (the definition of Ji is given by (1.6)). This formula also holds for any β ∈ Zl≥0 if we set
T βJ (z IJ ) := 0 for β = (β1, . . . , βl) ∈ ZJ with some β j < 0 ( j ∈ J ). Hence we obtained, for
N = (n1, . . . , nℓ) ∈ Zl≥0,
∂
∂zi
T<NJ = T
<N−eJi
J .
We prove the lemma by induction with n = n1 + · · · + nℓ. If n = 0, as both sides of Eq. (7.8)
are zero by definition, the lemma is true.
Now we prove the lemma for a general n > 0. Let us consider the system of partial differential
equations of an unknown function u(z IJ ) defined by
∂
∂zi
u = T<N−eJiJ (i ∈ IJ ). (7.9)
Then, by induction hypothesis, the right hand side of the above equation is given by
α∈A(N−eJi )
1
α! z
α
IJ
. Clearly both u = T<NJ (z IJ ) and u =

α∈A(N ) 1α! z
α
IJ
satisfy the same
equation (7.9). The solution of (7.9) is uniquely determined if the initial values at z IJ = 0 are
given. It is easy to see that T<NJ (0) = 1 if A(N ) ≠ ∅ and T<NJ (0) = 0 if A(N ) = ∅. Hence we
have obtained (7.8) for N . This completes the proof. 
Definition 7.7. Let S := (U, {Gi }, ϵ) be a multi-cone in X . We say that F := {FJ }J∈Pˆ(Zℓ) is
a total family of coefficients of multi-asymptotic expansion along

1≤ j≤ℓ Z j on S if each FJ
consists of a family of holomorphic functions { f J,α(z I CJ )}α∈ZIJ≥0 defined on SJ . Here I
C
J is the
complement set of IJ (note that z I CJ
are the coordinates of the submanifold Z J ).
Let F be a total family of coefficients defined in the above definition. We introduce a map
τF,J from polynomials of the variables z IJ to those with coefficients in holomorphic functions
on SJ in the following way. Let p(z IJ ) =

α cαz
α
IJ
be a polynomial of the variable z IJ with
constant coefficients. Then we define τF,J (p)(z) by replacing a monomial zαIJ in p(z IJ ) with
f J,α(z I CJ
)zαIJ where f J,α is given in FJ = { f J,α}, that is,
τF,J (p)(z) :=

α
cα f J,α(z I CJ
)zαIJ . (7.10)
Note that τF,J (p)(z) is a holomorphic function on π
−1
J (SJ ), in particular, it is defined on
S ⊂ π−1J (SJ ) by Corollary 7.4. We set
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T βJ (F; z) = τF,J (T βJ ),
T<NJ (F; z) :=

β <J N
T βJ (F; z), (7.11)
and
App<N (F; z) :=

J∈Pˆ(Zℓ)
(−1)(#J+1)T<NJ (F; z). (7.12)
It follows from Lemma 7.6 that, if

1≤ j≤ℓ Z j forms a normal crossing divisor, App<N (F; z)
coincides with one defined by Majima in [14].
Let us recall the definitions of the sets J)Z j and J(Z j for j ∈ Zℓ.
J)Z j := {k ∈ Zℓ; Zk ) Z j , there is no m with Zk ) Zm ) Z j }
J(Z j := {k ∈ Zℓ; Zk ( Z j , there is no m with Zk ( Zm ( Z j }.
Then the function w j : Zℓ≥0 → Z ( j = 1, 2, . . . , ℓ) is defined by
w j (N ) = n j −

k∈J)Z j
nk (7.13)
for N = (n1, n2, . . . , nℓ) ∈ Zℓ≥0. Note that w j takes not only positive values but also negative
ones.
Let S′ be another open proper multi-cone S(U ′, {G ′j }, ϵ′). We say that S′ is properly contained
in S if ϵ′ < ϵ, U ′ is relatively compact in U and G ′j ( j = 1, 2, . . . , ℓ) is properly contained in
G j as a conic cone.
Definition 7.8. Let f be a holomorphic function on S = S(U, {G j }, ϵ). We say that f is multi-
asymptotically developable along

1≤ j≤ℓ Z j on S if there exists a total family F of coefficients
of multi-asymptotic expansion along

1≤ j≤ℓ Z j on S that satisfies the following condition.
For any open proper multi-cone S′ = S(U ′, {G ′j }, ϵ′) properly contained in S and for any
N = (n1, . . . , nℓ) ∈ Zℓ≥0, there exists a constant CS′,N > 0 for which we have an estimate f (z)− App<N (F; z) ≤ CS′,N 
1≤ j≤ℓ
dist(z, Z j )w j (N ) (z ∈ S′). (7.14)
Let us see some typical examples.
Example 7.9. Let X = Cn with the coordinates (z1, z2, . . . , zn) = (z1, z2, z′) and Z j ( j = 1, 2)
submanifolds defined by {z j = 0} (i.e. I j = { j}). Let G j ( j = 1, 2) be a proper open sector in
C and UR := B1R × B1R × Bn−2R where BkR designates an open ball in Ck with its radius R > 0
and center 0. In this case, the multi-cone S = S(UR, {G1,G2}, ϵ) is nothing but a poly-sector
(G1 × G2 × Cn−2) ∩UR and we have
S1 = (G2 ∩ B1R)× Bn−2R , S2 = (G1 ∩ B1R)× Bn−2R , S{1,2} = Bn−2R .
Let F be a total family of coefficients of multi-asymptotic expansion, that is,
F = (F{1}, F{2}, F{1,2}) =

f{1},k(z2, z′)

k≥0 ,

f{2},k(z1, z′)

k≥0 ,

f{1,2},α(z′)

α∈Z2≥0

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where f{1},k (resp. f{2},k and f{1,2,}α) is a holomorphic function on S1 (resp. S2 and S{1,2}). For
N = (n1, n2) ∈ Z2≥0, an asymptotic expansion App<N (F; z) is given by
T<N{1} (F; z) =

k<n1
f{1},k(z2, z′)
zk1
k! ,
T<N{2} (F; z) =

k<n2
f{2},k(z1, z′)
zk2
k! ,
T<N{1,2}(F; z) =

α1<n1,α2<n2
f{1,2},α(z′)
zα11 z
α2
2
α1!α2!
App<N (F; z) = T<N{1} (F; z)+ T<N{2} (F; z)− T<N{1,2}(F; z).
As w j (N ) = n j and dist(z, Z j ) = |z j | ( j = 1, 2), a holomorphic function f is multi-
asymptotically developable to F if, for any poly-sector S′ properly contained in S and for any
N = (n1, n2) ∈ Z2≥0, there exists a positive constant CS′,N such that f (z)− App<N (F; z) ≤ CS′,N |z1|n1 |z2|n2 (z ∈ S′).
Hence our definition coincides with that of strongly asymptotic developability established by
Majima in [14]. We give some examples of asymptotics:
N = (0, 0) | f (z)| ≤ CS′,N ,
N = (1, 0) | f (z)− f{1},0(z2, z′)| ≤ CS′,N |z1|,
N = (0, 1) | f (z)− f{2},0(z1, z′)| ≤ CS′,N |z2|,
N = (1, 1) | f (z)− f{1},0(z2, z′)− f{2},0(z1, z′)+ f{1,2},(0,0)(z′)| ≤ CS′,N |z1||z2|.
Example 7.10. Let X = Cn with the coordinates (z1, z2, . . . , zn) = (z1, z2, z′), and let
Z1 = {z1 = 0} and Z2 = {z1 = z2 = 0}. In this case, I1 and I2 are given by {1} and {1, 2}
respectively, and we have Iˆ1 = {1}, Iˆ2 = {2}. Let G1 and G2 be proper open sectors in C. We set
UR := B1R × B1R × Bn−2R . The multi-cone S = S(UR, {G1,G2}, ϵ) is defined by
{(z1, z2, z′) ∈ (G1 × G2 × Cn−2z′ ) ∩U ; |z1| < ϵ|z2|}.
Then we have
S1 = (G2 ∩ B1R)× Bn−2R , S2 = S{1,2} = Bn−2R .
Let F be a total family of coefficients of multi-asymptotic expansion, which consists of
F = (F{1}, F{2}, F{1,2})
=

f{1},k(z2, z′)

k≥0 ,

f{2},α(z′)

α∈Z2≥0 ,

f{1,2},α(z′)

α∈Z2≥0

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where f{1},k (resp. f{2},α and f{1,2},α) is a holomorphic function on S1 (resp. S2 and S{1,2}). Then
we have, for N = (n1, n2) ∈ Z2≥0,
T<N{1} (F; z) =

k<n1
f{1},k(z2, z′)
zk1
k! ,
T<N{2} (F; z) =

α1+α2<n2
f{2},α(z′)
zα11 z
α2
2
α1!α2! ,
T<N{1,2}(F; z) =

α1<n1, α1+α2<n2
f{1,2},α(z′)
zα11 z
α2
2
α1!α2! ,
App<N (F; z) = T<N{1} (F; z)+ T<N{2} (F; z)− T<N{1,2}(F; z).
It follows from the definition that we have
w1(N ) = n1 and w2(N ) = n2 − n1
and
dist(z, Z1) = |z1| and dist(z, Z2) ≃ |z1| + |z2|.
Hence a holomorphic function f is multi-asymptotically developable to F if, for any proper
multi-cone S′ properly contained in S and for any N = (n1, n2) ∈ Z2≥0, there exists a positive
constant CS′,N such that f (z)− App<N (F; z) ≤ CS′,N |z1|n1(|z1| + |z2|)n2−n1 (z ∈ S′).
We give some examples of asymptotics:
N = (0, 0) | f (z)| ≤ CS′,N ,
N = (1, 0) | f (z)− f{1},0(z2, z′)| ≤ CS′,N |z1||z1| + |z2| ,
N = (0, 1) | f (z)− f{2},0(z′)| ≤ CS′,N (|z1| + |z2|),
N = (1, 1) | f (z)− f{1},0(z2, z′)− f{2},0(z′)+ f{1,2},(0,0)(z′)| ≤ CS′,N |z1|.
One of the important features of multi-asymptoticity is stability for differentiations.
Proposition 7.11. Let S := (U, {Gi }, ϵ) be a proper multi-cone in X and f a holomorphic
function on S. If f (z) is multi-asymptotically developable along

1≤ j≤ℓ Z j on S, then any
derivative of f is also multi-asymptotically developable along

1≤ j≤ℓ Z j on S.
Proof. It suffices to show that, for an i ∈ {1, 2, . . . , n}, ∂ f
∂zi
is also multi-asymptotically
developable. We need the lemma below. Let F := {FJ }J∈Pˆ(Zℓ) be a total family of coefficients
of multi-asymptotic expansion with FJ = { f J,α}
α∈ZIJ≥0
.
Lemma 7.12. Let N = (n1, n2, . . . , nℓ) ∈ Zℓ≥0. Then we have
∂
∂zi
App<N+(F; z) = App<N (F ′; z).
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Here N+ = (n′1, . . . , n′ℓ) is determined by n′j = n j + 1 for j with i ∈ I j and n′j = n j otherwise.
The total family F ′ = {F ′J } is given by
F ′J := { f ′J,α} =

∂ f J,α
∂zi

(for J ∈ Pˆ(Zℓ) with i ∉ IJ )
and
F ′J := { f ′J,α} := { f J,α+ei } (for J ∈ Pˆ(Zℓ) with i ∈ IJ )
where ei ∈ Zn≥0 is the unit vector whose i-th element is equal to 1.
Proof. Let J = ( j1, j2, . . . , jm) ∈ Pˆ(Zℓ). For J with i ∉ IJ , as the polynomial T<NJ does not
contain the variable zi and n′j = n j for j ∈ J , we have
∂
∂zi
T<N+J (F; z) =
∂
∂zi
τF,J

T<N+J

= τF ′,J

T<N+J

= T<NJ (F ′; z).
Assume that J satisfies i ∈ IJ . Then, by the proof of Lemma 7.6, we have
∂
∂zi
T<N+J = T<NJ .
As
∂
∂zi
τF,J (p) = τF ′,J

∂p
∂zi

holds for a polynomial p(z IJ ) of the variables z IJ , we have obtained
∂
∂zi
T<N+J (F; z) =
∂
∂zi
τF,J (T
<N+
J ) = τF ′,J

∂
∂zi
T<N+J

= τF ′,J

T<NJ

= T<NJ (F ′; z). 
We continue the proof of the proposition. It suffices to consider the case for i ∈ I{1,2,...,ℓ}. By
the lemma, we have ∂ f∂zi − App<N (F ′; z)
 =  ∂∂zi

f (z)− App<N+(F; z)
 .
Let j0 be a unique integer with i ∈ Iˆ j0 and S′ := S(U ′, {G ′j }, ϵ′) (resp. S′′ := S(U ′′, {G ′′j }, ϵ′′))
a proper multi-cone properly contained in S (resp. S′). Then, as dist(z, Z j0) ≤ ϵ′′ dist(z, Z j )
(z ∈ S′′) holds for Z j ⊂ Z j0 , there exists a positive constant κ > 0 such that for any point
z∗ ∈ S′′
z∗ + z ∈ Cn; zk = 0 (k ≠ i), |zi | ≤ κ min{1, dist(z∗, Z j0)} ⊂ S′. (7.15)
Assume that z ∈ S′′. Set
D =

(ζ1, . . . , ζn); ζα = zα (α ≠ i), |ζi − zi | = κ2 dist(z, Z j0)

.
(Here we may assume κ < 1). D is a circle in the zi -plane and the other coordinates are fixed.
By (7.15), D is contained in S′.
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Now remark the following fact. Let j ∈ {1, 2, . . . , ℓ}. Then
dist(z, Z j ) ≃

i∈ Iˆ j
|zi | (7.16)
(note that sum is taken over indices in Iˆ j and not in I j ) as long as z ∈ S′, which comes from the
fact that each cone G j is proper. Hence, for j ≠ j0, we may assume
dist(z, Z j ) = dist(ζ, Z j ) (ζ ∈ D)
because Iˆ j does not contain the index i and D is a circle in the zi -plane (the other coordinates
are fixed). Further, for j = j0, we have
1− κ
2

dist(z, Z j ) ≤ dist(ζ, Z j ) ≤

1+ κ
2

dist(z, Z j ) (ζ ∈ D)
(note that both inequalities are needed in the estimation (7.17) below, which depends on the sign
of w j0(N )).
Since f (z) is multi-asymptotically developable, there exists a constant CS′,N+ satisfyingh(z) := f (z)− App<N+(F; z) ≤ CS′,N+ 
1≤ j≤ℓ
dist(z, Z j )w j (N+) (z ∈ S′).
Therefore we obtain
|h(ζ1, . . . , ζi , . . . , ζn)| ≤ Cκ

1≤ j≤ℓ
dist(z, Z j )w j (N+) (ζ ∈ D) (7.17)
for some positive constant Cκ . By the Cauchy integral formula, we have
∂h
∂zi
(z) = 1
2π
√−1

∂D
h(z1, . . . , ζi , . . . , zn)
(ζi − zi )2 dζi ,
where the path of the integration is the projection of D to the zi -plane. Putting the estimation of
h(z) and the above estimations into the formula, we get
∂h(z)∂zi
 ≤ C

1≤ j≤ℓ
dist(z, Z j )w j (N+)
dist(z, Z j0)
(z ∈ S′′)
for a constant C > 0. As w j0(N ) = w j0(N+)− 1 and w j (N ) = w j (N+) for j ≠ j0, we finally
obtain ∂ f∂zi − App<N (F ′; z)
 ≤ C 
1≤ j≤ℓ
dist(z, Z j )w j (N ) (z ∈ S′′).
This completes the proof. 
By this proposition and integration by parts, we can obtain the following theorem.
Theorem 7.13. Let S := S(U, {Gi }, ϵ) be a proper multi-cone and f a holomorphic function on
S. Then the following conditions are equivalent.
1. f is multi-asymptotically developable along

1≤ j≤ℓ Z j on S.
2. For any open proper multi-cone S′ := S(U ′, {G ′i }, ϵ′) properly contained in S and for any
α ∈ Zn≥0,
 ∂α f∂zα  is bounded on S′.
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3. For any open proper multi-cone S′ := S(U ′, {G ′i }, ϵ′) properly contained in S, the
holomorphic function f |S′ on S′ can be extended to a C∞-function on XR (XR denotes the
underlying real analytic manifold of X).
Proof. We first show that 1 implies 2. By (7.14) with N = (0, . . . , 0), we obtain that f is
bounded on S′. Since each higher derivative of f is still multi-asymptotically developable thanks
to Proposition 7.11, ∂
α f
∂zα is also bounded for any α ∈ Zn≥0 on S′.
As S′ is 1-regular by Lemma 7.5 and as f is holomorphic (i.e. ∂
α f
∂ z¯α = 0), the claim 3 follows
from 2 by the result of Whitney in [25]. Clearly 3 implies 2. Hence the claims 2 and 3 are
equivalent.
Now we will show that 3 implies 1. Assume that f satisfies 3. In particular, any derivative of
f extends to S′ and is bounded on S′. It follows from Lemma 7.3 that for z ∈ S′ and 0 ≤ λ j ≤ 1
( j = 1, 2, . . . , ℓ), we get µ(z, λ) ∈ S′. Therefore, for N = (n1, . . . , nℓ) ∈ Zℓ≥0,
ϕN ( f ; z) :=
 ∞
0
. . .
 ∞
0
∂N f (µ(z, λ))
∂λN

1≤ j≤ℓ
Kn j−1(1− λ j )dλ1 . . . dλℓ
where
Kn(t) :=
δ(t) (n = −1),tn+
n! (n ≥ 0)
is well-defined on S′. Here δ denotes the Dirac delta function and t+ = t if t ≥ 0, t+ = 0 if
t < 0. We define eJ = (e1,J , . . . , eℓ,J ) ∈ Zℓ by e j,J = 0 if j ∈ J and e j,J = 1 otherwise. Then,
by integration by parts, we have
ϕN ( f ; z) = f (z)−

J∈Pˆ(Zℓ)
(−1)#J+1

β∈ZJ ,β <J N
1
β!∂
β
λ,J f (µ(z, λ))

λ=eJ
.
Hence it suffices to show that ϕN ( f ; z) has an estimation which appears in a multi-asymptotic
expansion. Let us consider coordinate transformation of λ as λ j = ν j (z)λ˜ j ( j = 1, 2, . . . , ℓ)
where ν j (z) is given by
ν j (z) :=

1
|z I j |
(J(Z j = ∅),
|z Ik |
|z I j |
(k ∈ J(Z j ).
Note that J(Z j consists of at most one element. Then we have
∂N f (µ(z, λ))
∂λN
= 1
1≤ j≤ℓ
ν
n j
j (z)
∂N
∂λ˜N
f

z1
|z I j (1) |
λ˜J1 , . . . ,
zn
|z I j (n) |
λ˜Jn

.
Here, for k ∈ {1, 2, . . . , n}, we denote by j (k) the integer j that satisfies k ∈ Iˆ j and we set
Jk = { j ∈ Zℓ; k ∈ I j }. Since 1ν j (z) is bounded on S′, λ˜ j is also bounded when 0 ≤ λ j ≤ 1.
Hence we get
sup
λ∈[0,1]ℓ
∂N f (µ(z, λ))∂λN
 ≤ C
1≤ j≤ℓ
ν
n j
j (z)
(z ∈ S′)
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for some constant C > 0. By noticing
1
1≤ j≤ℓ
ν
n j
j (z)
=

1≤ j≤ℓ
dist(z, Z j )w j (N ),
we have obtained a multi-asymptotic expansion of f with desired estimation. The proof has been
completed. 
Let S := S(U, {Gi }, ϵ) be a proper multi-cone and f a holomorphic function that is
multi-asymptotically developable along

1≤ j≤ℓ Z j on S. Let S(k) := S(U (k), {G(k)i }, ϵ(k))
(k = 1, 2, 3, . . .) be a family of proper multi-cones properly contained in S, which satisfies
S(1) ⊂ S(2) ⊂ S(3) ⊂ . . . and

k≥1
S(k) = S.
Let J ∈ Pˆ(Zℓ). Then ∂α f∂zα

S(k)
has a unique Whitney extension ϕ(k) on S(k) by the above
theorem. As

k≥1 S
(k)
J = SJ , a family

ϕ(k)|
S(k)J

determines a function on SJ , which is
holomorphic. We denote it by ∂
α f
∂zα

SJ
. Note that, as SJ is a multi-cone in Z J for a family of
submanifolds χJ := {Z j ∩ Z J } j∈J∗ where J ∗ is given by { j ∈ Zℓ; Z J ⊈ Z j }, it follows again
from the theorem that the holomorphic function ∂
α f
∂zα

SJ
is multi-asymptotically developable
along

j∈J∗(Z j ∩ Z J ) on SJ .
Proposition 7.14. Let S := S(U, {Gi }, ϵ) be a proper multi-cone and f a holomorphic function
on S. Assume that f is multi-asymptotically developable to a family F := {FJ }J∈Pˆ(Zℓ) of
coefficients of multi-asymptotic expansion with FJ = { f J,α}
α∈ZIJ≥0
. Then we have
∂α f
∂zα

SJ
= f J,α (J ∈ Pˆ(Zℓ), α ∈ ZIJ≥0). (7.18)
In particular, coefficients of multi-asymptotic expansion are unique and they are multi-
asymptotically developable functions themselves.
Proof. It suffices to show the proposition for a proper multi-cone S′ := S(U ′, {G ′i }, ϵ′) that is
properly contained in S. Moreover, by Proposition 7.11 and Lemma 7.12, it is enough to show
(7.18) with α = 0. We prove the lemma by induction with respect to the number of elements in
J . We use the same symbol f for a unique continuous extension of f on S′ in what follows.
Let J = { j}. By taking N = (n1, n2, . . . , nℓ) with n j = 1 and nk = 0 (k ≠ j), we have
| f (z)− f J,0(z IJ )| ≤ C
dist(z, Z j )
δ j (z)
(7.19)
where δ j (z) = 1 if J(Z j is an empty set and δ j (z) = dist(z, Zk) if J(Z j = {k}. Note that the set
J(Z j consists of at most one element. For z˜
∗ ∈ S′J , by Lemma 7.3, we can find a point z∗ ∈ S′
with µ j (z∗, 0) = z˜∗. Then there exists δ > 0 such that dist(µ j (z∗, [0, 1]), Zk) > δ for k with
Zk ( Z j because of z˜∗ ∉ Zk (2 of Lemma 7.1). Hence, by putting z = µ(z∗, λ) into (7.19) and
letting λ→ 0+, we get f (z˜∗) = f J,0(z˜∗). This shows (7.18) with α = 0.
Let J ∈ Pˆ(Zℓ) with #J > 1, and let J ∗ be a subset of J consisting of j ∈ J such that Z j is
a minimal submanifold in {Zk}k∈J with respect to the order ⊂. Set N = (n1, n2, . . . , nℓ) with
474 N. Honda, L. Prelli / Advances in Mathematics 232 (2013) 432–498
n j = 1 if j ∈ J and n j = 0 otherwise. Then, by noticing dist(z, Zk) ≤ ϵ′ dist(z, Z j ) if Z j ( Zk ,
we have f (z)+

J ′(J,J ′≠∅
(−1)#J ′ f J ′,0(z IJ ′ )+ (−1)#J f J,0(z IJ )
 ≤ C

j∈J∗
dist(z, Z j )
δ j (z)
. (7.20)
By induction hypothesis, for J ′ ( J , the coefficient f J ′,0 also has a unique continuous extension
on S′J ′ satisfying f J ′,0 = f |S′
J ′
. Hence, noticing S′J ⊂ S′J ′ ∩ Z J due to 2 of Lemma 7.1, we have
f (z)+

J ′(J,J ′≠∅
(−1)#J ′ f J ′,0(z IJ ′ ) = (−1)#J+1 f (z) z ∈ S′J .
Let z˜ ∈ S′J and z∗ a point in S with µJ (z∗, (0, . . . , 0)) = z˜. Then, by putting z =
µJ (z∗, (λ, . . . , λ)) into (7.20) and letting λ → 0+, as the right hand side of (7.20) tends to
0 by the same reason as that for #J = 1, we have f J,0(z˜) = f (z˜). This completes the proof. 
Let us extend the notion of a consistent family of coefficients of strongly asymptotic expansion
defined by Majima in [14] to our case. Let S := S(U, {Gi }, ϵ) be a proper multi-cone and F :=
{FJ }J∈Pˆ(Zℓ) a family of coefficients of multi-asymptotic expansion with FJ = { f J,α}α∈ZIJ≥0 . For
a proper multi-cone S′ := S(U ′, {G ′i }, ϵ′) properly contained in S, we can consider the natural
restriction F |S′ of F to S′. Moreover we can also define the restriction of F to a submanifold.
Let J ∈ Pˆ(Zℓ) and α ∈ ZIJ≥0. Then the restriction F |J,α of F to Z J is defined as follows.
Let J ∗ := { j ∈ Zℓ; Z J ⊈ Z j } and I ∗j = I j \ IJ ( j ∈ J ∗). We assume J ∗ ≠ ∅ and denote by
S∗ the proper multi-cone SJ in Z J . Then for K ∈ P(J ∗) \ ∅, a family F∗K ,α := { f ∗K ,α,γ }
γ∈ZI
∗
K≥0
of holomorphic functions on S∗K ⊂ Z J is defined by
f ∗K ,α,γ = f J∪K ,(α,γ )|Z J
where (α, γ ) ∈ ZIJ≥0 × Z
I ∗K≥0 can be considered as an element in Z
IJ∪K
≥0 by the identification
ZIJ × ZI ∗K = ZIJ∪K . Then the restriction F |J,α of F is defined by a family {F∗K ,α}K∈P(J∗)\∅.
The restriction F |J,α gives a family of coefficients of multi-asymptotic expansion along
submanifolds {Z j∩Z J } j∈J∗ in Z J on the proper multi-cone S∗ = S(U∩Z J , {G j } j∈J∗ , ϵ) ⊂ Z J .
Definition 7.15. Let S := S(U, {Gi }, ϵ) be a proper multi-cone and F := {FJ }J∈Pˆ(Zℓ) a family
of coefficients of multi-asymptotic expansion with FJ = { f J,α}
α∈ZIJ≥0
. We say that F is a
consistent family of coefficients of multi-asymptotic expansion along

1≤ j≤ℓ Z j on S if the
following conditions are satisfied.
1. For any J ∈ Pˆ(Zℓ) with J ∗ := { j ∈ Zℓ; Z J ⊈ Z j } ≠ ∅ and for any α ∈ ZIJ≥0, a
holomorphic function f J,α on SJ is multi-asymptotically developable to the family F |J,α
along {Z j ∩ Z J } j∈J∗ on SJ .
2. For any J and J ′ ∈ Pˆ(Zℓ) with SJ = SJ ′ , we have FJ = FJ ′ .
Example 7.16. Let us see some typical examples of consistent families.
1. (Majima) Let us consider Example 7.9. The consistent families F = (F{1}, F{2}, F{1,2}) are
those satisfying
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- F{1} is asymptotic to F{1,2} when z2 → 0,
- F{2} is asymptotic to F{1,2} when z1 → 0.
2. (Takeuchi) Let us consider Example 7.10. The consistent families F = (F{1}, F{2}, F{1,2}) are
those satisfying
- F{1} is asymptotic to F{1,2} when z2 → 0,
- F{2} = F{1,2}.
Therefore the case N = (1, 1) in Example 7.10 is equivalent to
| f (z)− f{1},0(z2, z′)| ≤ CS′,N |z1|.
The following corollary immediately follows from Theorem 7.13 and Proposition 7.14.
Corollary 7.17. Let S := S(U, {Gi }, ϵ) be a proper multi-cone and F a family of coefficients of
multi-asymptotic expansion along

1≤ j≤ℓ Z j on S. If some holomorphic function on S is multi-
asymptotically developable to F, then F is a consistent family of multi-asymptotic expansions.
Let S′ := S(U ′, {G ′i }, ϵ′) be a proper multi-cone properly contained in S, and let F := {FJ }
be a consistent family on S with FJ = { f J,α}
α∈ZIJ≥0
. By Theorem 7.13, each FJ can be regarded
as a C∞-Whitney jet on S′J (see [15] for Malgrange’s definition of a C∞-Whitney jet). As
S′J ∩ S′J ′ = S′J∪J ′ holds (J , J ′ ∈ Pˆ(Zℓ)), Whitney jets defined by FJ and FJ ′ coincide on
the set S′J∪J ′ by Proposition 7.14.
Therefore, as

J∈Pˆ(Zℓ) S
′
J = S′ ∩

1≤ j≤ℓ Z j

holds by Lemma 7.1, it follows from
Theorem 5.5 of [15] that we obtain the Whitney jet defined on S′∩1≤ j≤ℓ Z j whose restriction
to S′J is equal to the one defined by FJ . Hence we have obtained the following proposition.
Proposition 7.18. Let S := S(U, {Gi }, ϵ) be a proper multi-cone and F := {FJ } a family of
coefficients of multi-asymptotic expansion along

1≤ j≤ℓ Z j on S with FJ = { f J,α}α∈ZIJ≥0 . Then
the following conditions are equivalent.
1. F is consistent.
2. For any proper multi-cone S′ := S(U ′, {Gi }, ϵ′) properly contained in S, the restriction F |S′
of F to S′ can be extended to a C∞-function on XR, that is, there exists a C∞-function ϕ(z)
on XR such that for any J ∈ Pˆ(Zℓ) and α ∈ ZIJ≥0 we have f J,α = ∂
αϕ
∂zα

S′J
for z ∈ S′J .
8. Multi-specialization and asymptotic expansions
Let X be a real analytic manifold. We consider a slight generalization of the sheaf of Whitney
C∞-functions of [13]. As usual, given F ∈ Db(CX ) we set D′F = RHom(F,CX ). Remember
that an open subset U of X is locally cohomologically trivial (l.c.t. for short) if D′CU ≃ CU .
Definition 8.1. Let F ∈ ModR-c(CX ) and let U ∈ Op(Xsa). We define the presheaf C∞,wX |F as
follows:
U → Γ (X; H0 D′CU ⊗ F
w⊗ C∞X ).
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Let U, V ∈ Op(Xsa), and consider the exact sequence
0 → CU∩V → CU ⊕ CV → CU∪V → 0,
applying the functor Hom(·,CX ) = H0 D′(·) we obtain
0 → H0 D′CU∪V → H0 D′CU ⊕ H0 D′CV → H0 D′CU∩V ,
applying the exact functors · ⊗ F , · w⊗ C∞X and taking global sections we obtain
0 → C∞,wX |F (U ∪ V )→ C∞,wX |F (U )⊕ C∞,wX |F (V )→ C∞,wX |F (U ∩ V ).
This implies that C∞,wX |F is a sheaf on Xsa . Moreover if U ∈ Op(Xsa) is l.c.t., the morphism
Γ (X; C∞,wX |F )→ Γ (U ; C∞,wX |F ) is surjective and RΓ (U ; C∞,wX |F ) is concentrated in degree zero. Let
0 → F → G → H → 0 be an exact sequence in ModR-c(CX ), we obtain an exact sequence in
Mod(CXsa )
0 → C∞,wX |F → C∞,wX |G → C∞,wX |H → 0. (8.1)
We can easily extend the sheaf C∞,wX |F to the case of F ∈ DbR-c(CX ), taking a finite resolution
of F consisting of locally finite sums⊕CV with V l.c.t. in Opc(Xsa). In fact, the sheaves C∞,wX |⊕CV
form a complex quasi-isomorphic to C∞,wX |F consisting of acyclic objects with respect to Γ (U ; ·),
where U is l.c.t. in Opc(Xsa).
As in the case of Whitney C∞-functions one can prove that, if G ∈ DbR-c(CX ) one has
ρ−1RHom(G, C∞,wF |X ) ≃ D′G ⊗ F
w⊗ C∞X .
Example 8.2. Setting F = CX we obtain the sheaf of Whitney C∞-functions. Let Z be a closed
subanalytic subset of X . Then C∞,wX |CX\Z is the sheaf of Whitney C∞-functions vanishing on Z
with all their derivatives.
Notations 8.3. Let S be a locally closed subanalytic subset of X. We set for short C∞,wX |S instead
of C∞,wX |CS .
Let χ = {M1, . . . , Mℓ} be a family of closed analytic submanifolds of X satisfying H1, H2
and H3, set M =ℓi=1 Mi and consider X . Consider the diagram (1.5).
Set F = CX\M , G = CX , H = CM in (8.1). The exact sequence
0 → C∞,wX |X\M → C∞,wX → C∞,wX |M → 0
induces an exact sequence
0 → νsaχ C∞,wX |X\M → νsaχ C∞,wX → νsaχ C∞,wX |M → 0, (8.2)
in fact let V be a l.c.t. conic subanalytic subset of the zero section of X and U ∈ Op(Xsa) such
that Cχ (X \U )∩V = ∅, then we can find a l.c.t. U ′ ⊂ U satisfying the same property. Applying
the functor ρ−1 to the exact sequence (8.2) we obtain the exact sequence
0 → ρ−1νsaχ C∞,wX |X\M → ρ−1νsaχ C∞,wX → ρ−1νsaχ C∞,wX |M → 0,
where the surjective arrow is the map which associates to a function its asymptotic expansion.
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Let X be a complex manifold and let XR denote the underlying real analytic manifold of X .
Let χ = {Z1, . . . , Zℓ} be a family of complex submanifolds of X satisfying H1, H2 and H3 and
set Z =ℓi=1 Zi . Let F ∈ DbR-c(CX ). We denote by OwX |F the sheaf defined as follows:
OwX |F := RHomρ!DX (ρ!OX , C∞,wXR|F ).
Let 0 → F → G → H → 0 be an exact sequence in ModR-c(CX ). Then the exact sequence
(8.1) gives rise to the distinguished triangle
OwX |F → OwX |G → OwX |H +→ . (8.3)
Setting F = CX\Z , G = CX , H = CZ in (8.3) and applying the functor of specialization, we
have the distinguished triangle
ρ−1νsaχ OwX |X\Z → ρ−1νsaχ OwX → ρ−1νsaχ OwX |Z +→ . (8.4)
The sheaf ρ−1νsaχ OwX is concentrated in degree zero. This follows from the following result of
[4,5]: if U ∈ Op(Xsa) is convex, then RΓ (X;CU
w⊗OX ) is concentrated in degree zero.
Recall that we set S := ×X,1≤k≤ℓ TZk ι(Zk). We also set
S◦ := {(q; ζ1, . . . , ζℓ) ∈ S; ζ j ≠ 0, j = 1, . . . , ℓ}. (8.5)
We often say that p is outside the zero section of S if p ∈ S◦.
Proposition 8.4. On S◦, the flat specialization along Z := Z1 ∪ · · · ∪ Zℓ
ρ−1νsaχ OwX |X\Z
is concentrated in degree zero.
Proof. Set
I j = {i j,1, . . . , i j,m j } ( j = 1, 2, . . . , ℓ).
Moreover, by a rotation of the coordinates, we may assume that
Iˆ j = {i j,1, . . . , i j,m′j } (m′j ≤ m j ).
We can identify C Iˆ j with (TZ j ι(Z j ))0. Let p j = (1, 0, . . . , 0) ∈ (TZ j ι(Z j ))0. Under the above
identification, p j is the point in C Iˆ j with zi j,1 = 1 and zi j,k = 0 (1 < k ≤ m′j ). Let G j be a
closed proper convex cone in C Iˆ j with direction p j , which is defined by
{(z j,1, . . . , z j,m′j ) ∈ C Iˆ j ; |z j,1| ≤ ϵ, | arg(z j,1)| ≤ ϵ, |z j,k | ≤ ϵ|z j,1|, k ≥ 2}
for 0 < ϵ < π2 . Here we set arg(0) = 0. Let us define G as the product
G := G1 × G2 × · · · × Gℓ × Bϵ,
where Bϵ is a closed ball of radius ϵ and center at the origin in X ′ := Cn−
ℓ
j=1 m′j . Set
T := {z ∈ Cn; zi1,1 = 0} ∪ · · · ∪ {z ∈ Cn; ziℓ,1 = 0}
= {z ∈ Cn; zi1,1 · · · ziℓ,1 = 0}.
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As
G j ∩ {(zi j,1 , . . . , zi j,m′j ) ∈ C
Iˆ j ; zi j,1 = 0} = {0}
holds, we have
G \ T = (G1 \ {0})× · · · × (Gℓ \ {0})× Bϵ .
Therefore, by Proposition 5.4 of [11] RΓ (X,CG\T
w⊗OX ) is quasi-isomorphic to
RΓ (C Iˆ1;CG1\{0}
w⊗O) · · ·RΓ (C Iˆℓ;CGℓ\{0} w⊗O)RΓ (X ′;CBϵ w⊗O),
where  denotes the topological tensor product of [7].
Each RΓ (C Iˆ j ;CG j\{0}
w⊗O), j = 1, . . . , ℓ, is concentrated in degree zero by the following
lemma whose proof will be given later.
Lemma 8.5 (Proposition 6.1.1 [12]). For the closed set
G := {(z1, . . . , zn) ∈ Cn; |z1| ≤ ϵ, | arg(z1)| ≤ ϵ, |zk | ≤ ϵ|z1|, k ≥ 2},
we have H k(Cn;CG\{0}
w⊗OCn ) = 0 for k ≠ 0.
Hence we have obtained
H k(X,CG\T
w⊗OX ) = 0, (k ≠ 0).
Let us consider the holomorphic map f : X → X
f (z1, . . . , zn) = ( f1(z), . . . , fn(z)) :=

j∈ Jˆ1
zi j,1
 z1, . . . ,

j∈ Jˆn
zi j,1
 zn
 ,
where, for k ∈ {1, 2, . . . , n},
Jˆk := { j ∈ {1, 2, . . . , ℓ}; k ∈ I j , k ∉ Iˆ j }.
Clearly f |G is a proper map (G is compact). We can also prove that f induces an isomorphism
on X \ T . Moreover we have
p ∈ G ∩ T ⇐⇒ f (p) ∈ f (G) ∩ (Z1 ∪ · · · ∪ Zℓ).
Therefore we get
R f!CG\T = C f (G)\(Z1∪···∪Zℓ).
It follows from Theorem 5.7 of [11] that we have
RΓ (X;RHomDX (DX f→X ,CG\T
w⊗OX ) ≃ RΓ (X;C f (G)\(Z1∪···∪Zℓ)
w⊗OX ).
Set ϕ := zi1,1 zi2,1 · · · ziℓ,1 . Let OX,ϕ denote the sheaf of meromorphic functions whose poles are
contained in {ϕ = 0} (i.e. OX,ϕ = OX [z−1i1,1 , . . . , z−1iℓ,1 ]) and we set DX,ϕ := OX,ϕ ⊗OX
DX . As
CG\T
w⊗OX is a complex of DX,ϕ-modules and D
X
f→X is left quasi-coherent over DX , we have
RHomDX (DX f→X ,CG\T
w⊗OX ) ≃ RHomDX,ϕ (DX,ϕ ⊗DX
D
X
f→X ,CG\T
w⊗OX ).
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We also have
DX,ϕ ⊗DX
D
X
f→X ≃ DX,ϕ .
As a matter of fact, D
X
f→X is given by
D
X
f→X =
DX×X
DX×X (w1 − f1(z), . . . , wn − fn(z), θ1, . . . , θn)
where (w1, . . . , wn) is a system of coordinates of the second X and the vector field θk (k =
1, 2, . . . , n) is defined by
θk := ∂
∂zk
+
n
i=1
∂ fi
∂zk
∂
∂wi
.
We denote by J f the Jacobian of f . Since f gives an isomorphism outside T , we have J f ≠ 0
outside T , which implies J f = zβ1i1,1 . . . z
βl
iℓ,1
h for some β j ≥ 0 j = 1, . . . , ℓ and for some h with
h(0) ≠ 0. Hence, as J f has an inverse in OX,ϕ , we conclude that DX,ϕ ⊗DX
D
X
f→X is a free DX,ϕ
module of rank 1.
Hence we have obtained
RΓ (X;CG\T
w⊗OX ) ≃ RΓ (X;C f (G)\(Z1∪···∪Zℓ)
w⊗OX ).
This implies that RΓ (X;C f (G)\(Z1∪···∪Zℓ)
w⊗OX ) is also concentrated in degree zero. Since
f (G) contains S for some multi-cone S, and since, for a given multi-cone S, there exists a
G such that S contains f (G), we have the required result. 
To complete the proof of Proposition 8.4, we give the proof of Lemma 8.5.
Proof of Lemma 8.5. Let us consider the holomorphic map f : Cn → Cn defined by
f (z1, z2, . . . , zn) = (z1, z1z2, . . . , z1zn).
Then, by Proposition 5.4 and Theorem 5.7 of [11] and applying the same argument as that in the
proof of Proposition 8.4 to f , we have
RΓ (Cn; CG\{0}
w⊗OCn ) ≃ RΓ (C; C(K∩B1ϵ )\{0}
w⊗OC)RΓ (Cn−1; CBn−1ϵ w⊗OCn−1)
where K is a closed cone defined by {z ∈ C; | arg(z)| ≤ ϵ} and Bkϵ is a closed ball in Ck of radius
ϵ and center at the origin. Therefore it suffices to show
H1(C; C(K∩B1ϵ )\{0}
w⊗OC) = 0.
We have the commutative diagram
H0(P1; C{0}
w⊗OP1) → H1(P1; CK\{0}
w⊗OP1)
∥ ↓
H0(C; C{0}
w⊗OC) → H1(C; C(K∩B1ϵ )\{0}
w⊗OC) → 0.
Here the second row is exact because H1(C; C(K∩B1ϵ )
w⊗OC) = 0 since K ∩ B1ϵ is convex
(see [4,5]) and K denotes the closure of K in P1. By applying Proposition 6.1.1 of [12] to the
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case V = C and employing the coordinate transformation which exchanges the origin and the
infinity, we get H1(P1; CK\{0}
w⊗OP1) = 0. Then H1(C; C(K∩B1ϵ )\{0}
w⊗OC) = 0 follows from
the exactness of the second row. 
Proposition 8.6. The distinguished triangle (8.4) induces an exact sequence on S◦ (whose
definition was given in (8.5)).
0 → ρ−1 H0νsaχ OwX |X\Z → ρ−1 H0νsaχ OwX → ρ−1 H0νsaχ OwX |Z → 0. (8.6)
All the complexes ρ−1νsaχ OwX |X\Z , ρ−1νsaχ OwX and ρ−1νsaχ OwX |Z are concentrated in degree zero
on S◦.
Proof. The exactness of the sequence (8.6) follows from Proposition 8.4. The fact that outside the
zero section ρ−1νsaχ OwX |X\Z and ρ−1νsaχ OwX are concentrated in degree zero proves the vanishing
of the cohomology of degree ≥ 1 of the three terms. 
We give a functorial construction of multi-asymptotically developable functions using Whit-
ney holomorphic functions. Let U be an open l.c.t. subanalytic subset in X . Then Γ (U ; C∞,wXR ) ≃
Γ (X;CU
w⊗C∞XR) is nothing but the set of C∞-Whitney jets on U . Further H0(U ;OwX ) ≃
H0(X;CU
w⊗OX ) consists of C∞-Whitney jets on U that satisfy the Cauchy–Riemann system.
Therefore, if a proper multi-cone S := S(U, {G j }, ϵ) is subanalytic, the set of holomorphic
functions on S that are multi-asymptotically developable along Z is equal to
lim←−
S′
H0(X;CS′
w⊗OX )
where S′ runs through the family of open subanalytic proper multi-cones S(U ′, {G ′j }, ϵ′) prop-
erly contained in S. Moreover, by Proposition 7.18, the set of consistent families of coefficients
of multi-asymptotic expansion is given by
lim←−
S′
H0(X;CS′∩Z
w⊗OX ).
Let W be an open convex subset of Z1 ∩ · · · ∩ Zℓ and G j an open proper convex cone of C Iˆ j
( j = 1, 2, . . . , ℓ). Using these W and {G j }, we define an (R+)ℓ-conic open subset V (W, {G j })
of S◦ (its definition was given in (8.5)) by
W × G1 × · · · × Gℓ ⊂

Z j

× (C∗) Iˆ1 × · · · (C∗) Iˆℓ ≃ S◦.
Note that a family of open sets of type V (W, {G j }) forms a basis of the topology on S◦ for
(R+)ℓ-conic sheaves. We define the presheaves A<0χ , Aχ and AC Fχ on S◦. For an (R+)ℓ-conic
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open set V := V (W, {G j }), we set
Γ (V ; A<0χ ) = lim−→
U, ϵ>0
{ f ∈ O(S(U, {G j }, ϵ)); f is multi-asymptotically
developable to zero along Z on S(U, {G j }, ϵ)},
Γ (V ; Aχ ) = lim−→
U, ϵ>0
{ f ∈ O(S(U, {G j }, ϵ)); f is multi-asymptotically
developable along Z on S(U, {G j }, ϵ)},
Γ (V ; AC Fχ ) = lim−→
U, ϵ>0
{F; F is a consistent family of coefficients of
multi-asymptotic expansion along Z on S(U, {G j }, ϵ)},
where U ranges through the family of open neighborhoods of W which has a form defined in
(7.2). Let us consider the multi-specialization of Whitney holomorphic functions. We have
H0(V ; ρ−1νsaχ OwX |X\Z ) = lim←−
V ′
lim−→
U ′
H0(U ′;OwX |X\Z ),
H0(V ; ρ−1νsaχ OwX ) = lim←−
V ′
lim−→
U ′
H0(U ′;OwX ),
H0(V ; ρ−1νsaχ OwX |Z ) = lim←−
V ′
lim−→
U ′
H0(U ′;OwX |Z ),
where V ′ ranges through the family of subanalytic open cones such that V ′ \ Z ⊂ V , U ′ ranges
through the family of Op(Xsa) such that Cχ (X \U ′) ∩ V ′ = ∅.
The identity morphism induces morphisms of presheavesA<0χ → ρ−1νsaχ OwX |X\Z ,Aχ → ρ−1νsaχ OwX ,AC Fχ → ρ−1νsaχ OwX |Z .
The above morphisms are isomorphisms in the stalks (i.e. in the limit of multi-cones containing a
given direction p ∈ S◦). Let A<0χ (resp. Aχ , resp. AC Fχ ) be the sheaves associated to A<0χ (resp.Aχ , resp. AC Fχ ). We get
A<0χ
∼→ ρ−1νsaχ OwX |X\Z ,
Aχ ∼→ ρ−1νsaχ OwX ,
AC Fχ
∼→ ρ−1νsaχ OwX |Z .
By Proposition 8.6, on S◦ we have the exact sequence of sheaves
0 → A<0χ → Aχ → AC Fχ → 0. (8.7)
When Z forms a normal crossing divisor, these sheaves are nothing but the sheaves of strongly
asymptotically developable functions defined by Majima in [14].
Remark 8.7. The exact sequence (8.7) is nothing but a Borel–Ritt exact sequence for multi-
asymptotically developable functions. This was already proven for formal specialization in the
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single divisor case in [2] and for Majima’s asymptotic in [6,8]. Both results are based on the
Borel–Ritt theorem in dimension one (for a proof, see [24]). Thanks to Proposition 8.4 we
obtained a purely cohomological proof of the Borel–Ritt exact sequence.
Appendix A. Conic sheaves
Let k be a field. Let X be a real analytic manifold endowed with a subanalytic action µ of R+.
In other words we have a subanalytic map
µ : X × R+ → X,
which satisfies, for each t1, t2 ∈ R+:
µ(x, t1t2) = µ(µ(x, t1), t2),
µ(x, 1) = x .
Note that µ is open, in fact let U ∈ Op(X) and (t1, t2) ∈ Op(R+). Then µ(U, (t1, t2)) =
t∈(t1,t2) µ(U, t), and µ(·, t) : X → X is a homeomorphism (with inverse µ(·, t−1)). We have
a diagram
X
j / X × R+
µ /
p
/ X,
where j (x) = (x, 1) and p denotes the projection. We have µ ◦ j = p ◦ j = id.
Definition A.1. (i) Let S be a subset of X . We set R+S = µ(S,R+). If U ∈ Op(X), then
R+U ∈ Op(X) since µ is open.
(ii) Let S be a subset of X . We say that S is conic if S = R+S. In other words, S is invariant
by the action of µ.
(iii) An orbit of µ is the set R+x with x ∈ X .
We assume that the orbits of µ are contractible. For each x ∈ X there are two possibilities:
either R+x = x or R+x ≃ R.
Definition A.2. We say that a subset S of X is R+-connected if S ∩ R+x is connected for each
x ∈ S.
Lemma A.3. (i) Let S1, S2 ⊂ X and suppose that S2 is conic. Then R+(S1 ∩ S2) = R+S1 ∩
S2. (ii) If S1 and S2 are R+-connected, then S1 ∩ S2 is R+-connected.
Proof. (i) The inclusion ⊆ is true since R+(S1 ∩ S2) ⊂ R+Si , i = 1, 2. Let us prove ⊇. Let
x ∈ R+S1∩ S2. Then there exists a ∈ R+ such that µ(x, a) ∈ S1. Since S2 is conic µ(x, a) ∈ S2
and the result follows.
(ii) Let x1, x2 ∈ S1 ∩ S2 ∩ R+x for some x ∈ X . Then xi = µ(x, ai ) and some ai ∈ R+,
i = 1, 2. Suppose a1 ≤ a2. Since S1, S2 are R+-connected, i = 1, 2 and the orbits of µ are either
points or isomorphic to R, we have µ(x, [a1, a2]) ⊆ Si , i = 1, 2 and the result follows. 
Let X, Y be topological spaces endowed with an action (µX and µY respectively) of R+.
Definition A.4. A continuous function f : X → Y is said to be conic if for each x ∈ X , a ∈ R+
we have f (µX (x, a)) = µY ( f (x), a).
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Lemma A.5. Let f : X → Y be a conic map. (i) Suppose that S ⊂ Y is R+-connected (resp.
conic). Then f −1(S) is R+-connected (resp. conic). (ii) Suppose that Z ⊂ X is conic. Then
f (Z) is conic.
Proof. (i) Let x1, x2 ∈ f −1(S) and suppose that there exists x ∈ X such that x1, x2 ∈
µX (x,R+), i.e. xi = µX (x, ai ), ai ∈ R+, i = 1, 2. Since f is conic we have f (xi ) =
µY ( f (x), ai ) ∈ µY ( f (x),R+) ∩ S = f (µX (x,R+) ∩ f −1(S)). Suppose a1 ≤ a2. Since S
is R+-connected µY ( f (x), [a1, a2]) ⊆ S, hence µX (x, [a1, a2]) ⊆ f −1( f (µX (x, [a1, a2]))) =
f −1(µY ( f (x), [a1, a2])) ⊆ f −1(S).
If S is conic then f (µX ( f −1(S),R+)) = µY ( f ( f −1(S)),R+) = µY (S,R+) = S, hence
µX ( f −1(S),R+) = f −1(S).
(ii) We have µY ( f (Z),R+) = f (µX (Z ,R+)) = f (Z). 
Let X be a real analytic manifold endowed with a subanalytic action of R+. Denote by Xsa
the associated subanalytic site.
Definition A.6. A sheaf of k-modules F on Xsa is conic if the restriction morphism
Γ (R+U ; F) → Γ (U ; F) is an isomorphism for each R+-connected U ∈ Opc(Xsa) with
R+U ∈ Op(Xsa).
(i) We denote by ModR+(kXsa ) the subcategory of Mod(kXsa ) consisting of conic sheaves.
(ii) We denote by DbR+(kXsa ), the subcategory of D
b(kXsa ) consisting of objects F such that
H j (F) belongs to ModR+(kXsa ) for all j ∈ Z.
Assume the hypothesis below:
(i) every U ∈ Opc(Xsa) has a finite covering consisting
of R+-connected subanalytic open subsets,
(ii) for any U ∈ Opc(Xsa) we have R+U ∈ Op(Xsa),
(iii) for any x ∈ X the set R+x is contractible,
(iv) there exists a covering {Vn}n∈N of Xsa such that
Vn is R+-connected and Vn ⊂⊂ Vn+1 for each n.
(A.1)
The following result was proven in [20].
Proposition A.7. Assume (A.1). Let U ∈ Op(Xsa) beR+-connected such thatR+U ∈ Op(Xsa).
Let F ∈ DbR+(kXsa ). Then
RΓ (R+U ; F) ∼→ RΓ (U ; F).
Appendix B. Multi-conic sheaves
Let X be a topological space with ℓ actions {µi }ℓi=1 of R+ such that µi (µ j (x, t j ), ti ) =
µ j (µi (x, ti ), t j ). We have a map
µ : X × (R+)ℓ → X
(x, (t1, . . . , tℓ)) → µ1(· · ·µℓ(x, tℓ), . . . , t1).
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Definition B.1. (i) Let S be a subset of X . We set R+i S = µi (S,R+). If U ∈ Op(X), then
R+i U ∈ Op(X) since µi is open for each i = 1, . . . , ℓ.
(ii) Let S be a subset of X . Let J = {i1, . . . , ik} ⊆ {1, . . . , ℓ}. We set
R+J S = R+i1 · · ·R+ik S = µi1(· · ·µik (S,R+), . . . ,R+), i1, . . . ik ∈ J.
We set (R+)ℓS = R+{1,...,ℓ}S = µ(S, (R+)ℓ). If U ∈ Op(X), then R+J U ∈ Op(X) since µi is
open for each i ∈ {1, . . . , ℓ}.
(iii) Let S be a subset of X . We say that S is (R+)ℓ-conic if S = (R+)ℓS. In other words, S is
invariant by the action of µi , i = 1, . . . , ℓ.
Definition B.2. (i) We say that a subset S of X is R+i -connected if S ∩ R+i x is connected for
each x ∈ S.
(ii) We say that a subset S of X is (R+)ℓ-connected if there exists a permutation σ :
{1, . . . , ℓ} → {1, . . . , ℓ} such that
S is R+σ(1)-connected,
R+σ(1)S is R
+
σ(2)-connected,
...
R+σ(1) · · ·R+σ(ℓ−1)S is R+σ(ℓ)-connected.
(B.1)
The following results follow from the case ℓ = 1.
Lemma B.3. (i) Let S1, S2 ⊂ X and suppose that S2 is (R+)ℓ-conic. Then (R+)ℓ(S1 ∩ S2) =
(R+)ℓS1 ∩ S2. (ii) If moreover S1 is (R+)ℓ-connected then S1 ∩ S2 is (R+)ℓ-connected.
Remark B.4. In (ii) of Lemma B.3 we have to assume that S2 is (R+)ℓ-conic. Indeed it is not
true that the intersection of two (R+)ℓ-connected is (R+)ℓ-connected in general.
Let X, Y be topological spaces endowed with ℓ actions {µXi }ℓi=1, {µY i }ℓi=1 of R+.
Definition B.5. A continuous function f : X → Y is said to be (R+)ℓ-conic if for each x ∈ X ,
a ∈ R+ we have f (µXi (x, a)) = µY i ( f (x), a), i = 1, . . . , ℓ.
Lemma B.6. Let f : X → Y be an (R+)ℓ-conic map. (i) Suppose that S ⊂ Y is
(R+)ℓ-connected (resp. (R+)ℓ-conic). Then f −1(S) is (R+)ℓ-connected (resp. (R+)ℓ-
conic). (ii) Suppose that Z ⊂ X is (R+)ℓ-conic. Then f (Z) is (R+)ℓ-conic.
Let X be a real analytic manifold and denote by Xsa the associated subanalytic site. Assume
that X is endowed with ℓ subanalytic R+-actions µ1, . . . , µℓ commuting with each other.
Definition B.7. A sheaf of k-modules F on Xsa is (R+)ℓ-conic if it is conic with respect to each
µi .
(i) We denote by Mod(R+)ℓ(kXsa ) the subcategory of Mod(kXsa ) consisting of (R+)ℓ-conic
sheaves.
(ii) We denote by Db
(R+)ℓ(kXsa ), the subcategory of D
b(kXsa ) consisting of objects F such that
H j (F) belongs to Mod(R+)ℓ(kXsa ) for all j ∈ Z.
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Let us assume the following hypothesis
(i) the pair (X, µi ) satisfies(A.1)for each i = 1, . . . , ℓ,
(ii) every U ∈ Opc(Xsa) has a finite covering consisting
of (R+)ℓ-connected subanalytic open subsets,
(iii) we have R+J U ∈ Op(Xsa) for any U ∈ Opc(Xsa) and any J ⊂ {1, . . . , ℓ}.
(B.2)
In this situation the orbits of µi , i = 1, . . . , ℓ are either R+x ≃ R or R+x = x .
Proposition B.8. Assume (B.2). Let U ∈ Op(Xsa) be (R+)ℓ-connected. Let F ∈ Db(R+)ℓ(kXsa ).
Then
RΓ ((R+)ℓU ; F) ∼→ RΓ (U ; F).
Proof. Suppose that U satisfies (B.1). By Proposition A.7 we have
RΓ (U ; F) ≃ RΓ (R+σ(1)U ; F) ≃ · · · ≃ RΓ (R+σ(1) · · ·R+σ(ℓ)U ; F)
and R+σ(1) · · ·R+σ(ℓ)U = (R+)ℓU . 
If X satisfies (B.2) (i)–(iii), then it follows from Proposition B.8 that for (R+)ℓ-conic
subanalytic sheaves it is enough to study the cohomology of the sections on (R+)ℓ-conic open
subsets.
Appendix C. Multi-actions in Rn
Let µ be an action of R+ on Rn defined by
µ : ((x1, . . . , xn), c) → (c1x1, . . . , cn xn),
where ci = 1 if i ∉ I , ci = c ∈ R+ if i ∈ I , I ⊆ {1, . . . , n}.
Lemma C.1. Each globally subanalytic U ∈ Op(Rnsa) has a finite covering consisting of
globally subanalytic R+-connected open subsets.
Proof. We may assume that U is connected. In the rest of the proof we write for short subanalytic
instead of globally subanalytic. Suppose that I = {1, . . . ,m} ⊆ {1, . . . , n} and consider an
action
µ : Rn × R+ → Rn
((x1, . . . , xm, xm+1, . . . , xn), λ) → (λx1, . . . , λxm, xm+1, . . . , xn).
Let us consider the morphism of manifolds
ϕ : Sm−1 × R× Rn−m → Rn
(ϑ, r, z) → (ri(ϑ), z),
where i : Sm−1 ↩→ Rm denotes the embedding. The map ϕ is proper and subanalytic (even
semi-algebraic). The subset ϕ−1(U ) is subanalytic in Sm−1 ×R×Rn−m . Set Z = {0} ×Rn−m .
(a) Let us consider a cylindrical cell decomposition of ϕ−1(U \ Z) (for the definition see [3])
with respect to the fibers of the projection π : Sm−1×R×Rm−n → Sm−1×Rm−n . Each cell
D is defined by ( f, g) := {(ϑ, r, z); f (ϑ, z) < r < g(ϑ, z)}, where f, g : D′ → R ∪ {±∞}
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are subanalytic functions (we allow f (ϑ, z) = −∞ and g(ϑ, z) = +∞) and D′ is a cell of
π(ϕ−1(U \ Z)). Consider h : D′ → R, f < h < g, for example h = f+g2 (or h = f + 1
if g = +∞, h = g − 1 if f = −∞, h = 0 if f = −∞ and g = +∞). Extend the
graph of h to h on an open subanalytic neighborhood U ′ of D′ such that the graph of h is
contained in ϕ−1(U \ Z). For p ∈ U ′ let (m(p), M(p)) be the connected component of
π−1(p) ∩ ϕ−1(U \ Z) containingh(p). The functions m, M : U ′ → R are subanalytic and
the open set UD = {(p, y); p ∈ U ′, m(p) < y < M(p)} has the required properties. In
this way we obtain a finite covering {W j } j∈J of ϕ−1(U \ Z) consisting of R+-connected
subanalytic open subsets.
(b) Let p ∈ π(ϕ−1(U ∩ Z)). Then π−1(p) ∩ ϕ−1(U ) is a disjoint union of intervals. Let us
consider the interval (m(p), M(p)), m(p) < M(p) ∈ R containing 0. Set WZ = {(p, r) ∈
U ; m(p) < r < M(p)}. The set WZ is open subanalytic, contains ϕ−1(U ∩ Z) and its
intersections with the fibers of π are connected. Then ϕ(WZ ) is an open R+-connected
subanalytic neighborhood of U ∩ Z and it is contained in U .
By (a) there exists a finite covering {ϕ(W j )} j∈J of U \Z consisting ofR+-connected subanalytic
open subsets, and ϕ(WZ ) ∪ j∈J ϕ(W j ) = U . 
Theorem C.2. Let µ be an action of R+ on Rn defined by
µ : ((x1, . . . , xn), c) → (c1x1, . . . , cn xn),
where ci = 1 or ci = c ∈ R+. Then Rn satisfies (A.1)(i)–(iv).
Proof. (A.1) (i) follows from Lemma C.6, (A.1) (ii) follows from the fact that µ is a globally
subanalytic map, hence if U is globally subanalytic µ(U,R+) is still globally subanalytic,
(iii) and (iv) are trivial. 
Let {µi }ℓi=1, ℓ ≤ n be actions of R+ on Rn defined by
µ j : ((x1, . . . , xn), c j ) → (c1 j x1, . . . , cnj xn),
where ci j = 1 if i ∉ I j , ci j = c j ∈ R+ if i ∈ I j . We assume the following hypothesis
Either Ii $ I j , I j $ Ii or Ii ∩ I j = ∅ holds (i ≠ j ∈ {1, 2, . . . , ℓ}). (C.1)
Ii '

I j&Ii
I j for i = 1, 2, . . . , ℓ. (C.2)
Definition C.3. Let i, j = 1, . . . , ℓ. When Ii ∩ I j = ∅ the actions µi and µ j are said to be
orthogonal and we write µi⊥µ j .
Lemma C.4. Suppose that µi⊥µ j for each i, j ∈ {1, . . . , ℓ}. Each globally subanalytic U ∈
Op(Rnsa) has a finite covering consisting of globally subanalytic (R+)ℓ-connected open subsets.
Proof. We may assume that U is connected. In the rest of the proof we write for short subanalytic
instead of globally subanalytic.
Suppose that Ii ∩ I j = ∅ for each i, j ∈ {1, . . . , ℓ}, i.e. all the actions are orthogonal. Let U be
R+1 -connected such thatR
+
1 · · ·R+j−1U isR+j -connected for each j = 2, . . . , ℓ−1. We are going
to find a finite cover {Uα} with Uα R+1 -connected such that R+1 · · ·R+j−1Uα is R+j -connected for
each j = 2, . . . , ℓ.
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For any subset J = { j1, . . . , jk} of {1, . . . , ℓ− 1} let us consider
SJ :=

x ∈ Rn;

i∈Ik
x2i = 1 (k ∈ J ), x j = 0 ( j ∈ Ik, k ∉ J )

.
By construction SJ is invariant under µℓ. Let us consider R+1 · · ·R+ℓ−1U ∩ SJ . By Lemma C.1
it admits a finite covering {VβJ } consisting of R+ℓ -connected subanalytic open subsets of SJ .
For each βJ consider UβJ := R+J (π−1J (πJ (VβJ ))), where n J = ♯

i∈J Ii ∪ Iℓ

(hence Rn J is
represented by the coordinates xk , k ∈ i∈J Ii ∪ Iℓ) and πJ : Rn → Rn J is the projection.
We want to show that U ∩ UβJ has the desired properties. First remark that by Lemma B.3(i)
R+1 · · ·R+j (U ∩ UβJ ) = R+1 · · ·R+j U ∩ UβJ for each j = 1, . . . , ℓ − 1 since UβJ is conic with
respect to µ1, . . . , µℓ−1 by construction. In particular by Lemma B.3 it isR+j -connected for each
j = 1, . . . , ℓ−1. MoreoverR+1 · · ·R+ℓ−1U∩UβJ = UβJ which isR+ℓ -connected by construction.
Then U ∩UβJ has the desired properties and the result follows. 
Remark C.5. Remark that the proof of Lemma C.4 does not depend on the choice of the
permutation σ in (B.1).
Lemma C.6. Each globally subanalytic U ∈ Op(Rnsa) has a finite covering consisting of
globally subanalytic (R+)ℓ-connected open subsets.
Proof. We may assume that U is connected. In the rest of the proof we write for short subanalytic
instead of globally subanalytic.
Let J be the subset of {1, . . . , ℓ} defined as follows:
J =

i ∈ {1, . . . , ℓ}, Ii ∩

i≠ j
I j = ∅

,
i.e. ♯J denotes the number of µi such that µi⊥µ j for each j ≠ i . Note that 0 ≤ ♯J ≤ ℓ. We
argue by double induction: by increasing induction for ℓ (from 1) and by decreasing induction
for ♯J (from ℓ to 0). If ♯J = ℓ (ℓ = 1, 2, . . .) the result follows by Lemma C.4. Suppose that the
result holds for ℓ′ smaller than ℓ and any 0 ≤ ♯J ≤ ℓ and for ℓ = ℓ′ and ♯J = k, . . . , ℓ. We will
show it for ℓ = ℓ′ and ♯J = k − 1. Thanks to (C.1) and (C.2), there exists i ∈ {1, . . . , ℓ} such
that Ii ⊃ I j for some j ≠ i and Ii \ j≠i I j ≠ ∅. Up to take a permutation of {1, . . . , ℓ} we
may assume i = ℓ.
Let U be R+1 -connected such that R
+
1 · · ·R+j−1U is R+j -connected for each j = 1, . . . , ℓ− 1.
We are going to find a finite cover {Uα} with Uα R+1 -connected such that R+1 · · ·R+j−1Uα is
R+j -connected for each j = 1, . . . , ℓ.
(a) Given i0 ∈ Iℓ \ j≠ℓ I j let us consider U ′ := U ∩ {xi0 ≠ 0} and consider the subanalytic
(even semi-algebraic) homeomorphism ψ of {xi0 ≠ 0} given byψ(x)k =
xk
xi0
if k ∈ I j ⊂ Iℓ, j ≠ ℓ,
ψ(x)k = xk otherwise.
Set µ′k = µk ◦ (ψ × id(R+)ℓ). By construction we have µ′ℓ⊥µ′j for each j ≠ ℓ, hence by
the induction hypothesis we may find a finite cover {Vα} of ψ(U ′) (which is subanalytic,
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being ψ semi-algebraic) with the required properties. Then {ψ−1(Vα)} is a finite cover of U ′
consisting of (R+)ℓ-connected open subanalytic subsets.
(b) By (C.1)

I j&Iℓ I j is a disjoint union Iˆi1 ⊔ · · · ⊔ Iˆik , {i1, . . . , ik} ⊆ {1, . . . , ℓ − 1}. Set
x = (xi ), i ∈ Iℓ \ ∪ j≠ℓ I j , y = (x j ), j ∈ Iˆi1 ⊔ · · · ⊔ Iˆik z = (xk), k ∉ Iℓ Assume that
Iℓ \ ∪ j≠ℓ I j = {1, . . . ,m}. Set S0 := {x = 0}, and consider V0 := U ∩ S0. It is an open
subanalytic subset of S0, it is R+1 -connected such that R
+
1 · · ·R+j−1V0 is R+j -connected for
each j = 1, . . . , ℓ. Indeed on S0 µℓ is generated by µ1, . . . , µℓ−1 and hence R+1 · · ·R+ℓ−1V0
is conic with respect to µℓ. Let us consider the morphism of manifolds
ϕ : Sm−1 × R× Rn−m → Rn
(ϑ, r, y, z) → (ri(ϑ), y, z),
where i : Sm−1 ↩→ Rm denotes the embedding. Endow Sm−1 × R× Rn−m with the actions
µ′j = µ j , j = 1, . . . , ℓ− 1, µ′ℓ((ϑ, r, y, z), λ) = (ϑ, λr, λy, z). Then ϕ is a conic map.
Denote by π : Sm−1×R×Rn−m → Sm−1×Rn−m the projection. Up to shrink U , we may
suppose that ϕ−1(U ) = ϕ−1(U ) ∩ π−1(π(ϕ−1(V0))). Let p ∈ ϕ−1(R+1 · · ·R+ℓ−1V0). Then
π−1(p) ∩ ϕ−1(R+1 · · ·R+ℓ−1U ) is a disjoint union of intervals. Let us consider the interval
(m(p), M(p)), m(p) < M(p) ∈ R containing 0. Set
U0 = ϕ

{(p, r); p ∈ ϕ−1(R+1 · · ·R+ℓ−1V0), m(p) < r < M(p)}

.
The set U0 is open subanalytic, contains U ∩ S0 and if (x, y, z) ∈ U0, then (0, y, z) ∈ U0.
Moreover by Lemma B.6(ii) U0 is conic with respect to µ1, . . . , µℓ−1. We want to show that
U ∩U0 has the desired properties. First remark that by Lemma B.3(i) R+1 · · ·R+j (U ∩U0) =
R+1 · · ·R+j U ∩U0 for each j = 1, . . . , ℓ− 1 since U0 is conic with respect to µ1, . . . , µℓ−1.
In particular by Lemma B.3(ii) it is R+j -connected for each j = 1, . . . , ℓ − 1. We prove
that R+1 · · ·R+ℓ−1U ∩U0 = U0 is R+ℓ -connected. Suppose that (x, y, z), (λx, λy, z) ∈ U0 for
some λ ∈ R+. By construction (0, y, z), (0, λy, z) ∈ U0. We may assume without loss of
generality λ > 1. We argue by contradiction. Suppose that there exists 1 < η < λ such that
(ηx, ηy, z) ∉ U0. Since U0 is conic with respect to µi1 , . . . , µik , for each t ∈ R+ we have
(ηx, tηy, z) ∉ U0. Set t = λ/η. Then (ηx, λy, z) ∉ U0 which leads to a contradiction since
by construction (ηx, λy, z) ∈ U0 for each η ∈ (0, λ).
Hence we have found coverings of U ∩ {xik ≠ 0} for each ik ∈ Ii \ ∪ j≠i I j and a neighborhood
of U ∩ S0 with the required properties. Then the result follows. 
Theorem C.7. Let {µi }ℓi=1, ℓ ≤ n be actions of R+ on Rn defined by
µ j : ((x1, . . . , xn), c j ) → (c1 j x1, . . . , cnj xn),
where ci j = 1 or ci j = c j ∈ R+ satisfying (C.1) and (C.2). Then Rn satisfies (B.2)(i)–(iii).
Proof. (B.2)(i) follows from Theorem C.2, (B.2)(ii) follows from Lemma C.6 and (B.2)(iii)
follows from the fact that µi is a globally subanalytic map for i = 1, . . . , ℓ, hence if U is
globally subanalytic µi (U,R+) is still globally subanalytic. 
Appendix D. Proof of Proposition 4.7
To prove the proposition, we need to show the following stronger assertion. We first clarify
the geometrical situations. Let Y be a real analytic manifold which is countable at ∞, and set
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X = Yϑ × Rnx with coordinates (ϑ, x) where ϑ denotes a point in Y and x = (x1, . . . , xn) are
coordinates of Rn . Let us consider a family {I1, . . . , Iℓ} of subsets in {1, . . . , n} which satisfies
the conditions (1.2). By replacing Y with Y × Rd if d := n − #(∪ j I j ) > 0, we may assume
j=1,...,ℓ
I j = {1, . . . , n}.
Then as Iˆ1 ⊔ · · · ⊔ Iˆℓ = {1, . . . , n} holds (see (1.3) for the definition of Iˆ j ), we have
X = Y × Rnx = Y × Rn1x Iˆ1 × · · · × R
nℓ
x Iˆℓ
,
where n j = # Iˆ j and x Iˆ j denotes the coordinates (xi ) with i ∈ Iˆ j of R
n j
x Iˆ j
.
Let V ( j = 1, . . . , ℓ) be a subanalytic subset in X . We denote by Z j the closed subset
Z j := {(ϑ, x) ∈ X; x Iˆ j = 0}
and by π j the canonical projection from X to Z j by forgetting the variables x Iˆ j . We introduce
the following conditions Va and Vb of V for each j .
Va. V does not intersect Z j .
Vb. π j (V ) ⊂ π j (V ∩ Z j ).
Let X = X × Rℓt with coordinates (ϑ, x, t) = (ϑ, x1, . . . , xn, t1, . . . , tℓ) and let us consider
the actions µ j on X defined by
µ j ((ϑ, x, t), c) =

ϑ, c1 j x1, . . . , cnj xn, t1, . . . ,
t j
c
, . . . , tℓ

for c > 0,
where ci j = c if i ∈ I j and ci j = 1 otherwise.
In what follows, we identify X with the closed subspace {t = 0} of X , and in particular, V
is identified with the subset {(ϑ, x, t) ∈ X; t = 0, (ϑ, x) ∈ V }. Then we have the following
proposition.
Proposition D.1. Let V be an (R+)ℓ-conic subanalytic subset in X and let W be an open
subanalytic neighborhood of V in X. If V satisfies the condition either Va or Vb for each j ,
then there exists a subanalytic subset W ′ in X satisfying the following conditions.
1. W ′ is an open neighborhood of V and contained in W .
2. W ′ is (R+)ℓ-connected.
3. R+1 . . .R
+
k W
′ is also subanalytic in X for any 1 ≤ k ≤ ℓ.
Proof. As the proof is long, we briefly explain an outline of the proof. We first consider the
sequence of morphisms and the spaces
X \ Z ϕ−→ Xˆ πˆt1−→ X ♭
where Z is some closed submanifold in X . The purpose of ϕ is to transform an orbit of the R+-
action µ1 into a line in Xˆ . That of πˆt1 is to forget the action in Xˆ associated with µ1. Then we will
construct, in each space, the pair Vˆ and Wˆ in Xˆ (resp. V ♭ and W ♭ in X ♭) which corresponds to V
and W respectively in the original space X . As the number of actions in X ♭ is smaller than that
in X , we can apply the induction for the number of actions to the pair V ♭ and W ♭. The important
problem here is to confirm that the pair in X ♭ satisfies the geometrical situation to which we can
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apply the induction, and the most part of the proof is devoted to this confirmation. We emphasize
that, as there are many spaces and symbols, we introduce the following rule. The objects defined
on the space Xˆ (resp. X ♭) are denoted by symbols with ·ˆ (resp. ·♭) like Vˆ , Wˆ , etc., (resp V ♭, W ♭,
etc.).
Set χ = {I1, . . . , Iℓ}. By the reordering of the indices for elements in χ , we always assume
j1 < j2 =⇒ I j1 ⊂ I j2 or I j1 ∩ I j2 = ∅,
which can be achieved by using the function d(·) defined in the proof of Proposition 1.2. Note
that, by this reordering, Iˆ1 = I1 holds.
We show the proposition by induction on #χ , i.e., the number of elements in χ . If #χ = 0,
then the proposition clearly holds by taking W ′ = W . Suppose that the proposition holds for
#χ = 0, 1, . . . , ℓ− 1 with ℓ ≥ 1. Then we will show the proposition for #χ = ℓ.
By considering
W ∩ {(ϑ, x, t) ∈ X; |t j | < 1, j = 1, . . . , ℓ},
we may assume that πt : X → X is proper on W , where πt is the canonical projection defined
by forgetting the variables t = (t1, . . . , tℓ).
Let x ′ be the coordinates (xi ) with i ∈ I1 and x ′′ the other coordinates (xi ) with i ∈
{1, . . . , n} \ I1. Set m := n1 = #I1 and
Z = {(ϑ, x ′, x ′′, t) ∈ X; x ′ = 0} ⊂ X .
If V satisfies the condition Va for j = 1, by replacing W with W \Z , we may assume W∩Z = ∅.
If V satisfies the condition Vb for j = 1, then we replace W with W ∩ (π−1x ′ (W ∩ Z)) where
πx ′ : X → Z = Y × Rn−mx ′′ × Rℓt is the canonical projection defined by forgetting the variables
x ′. Hence, in this case, we may assume
πx ′(W ) = W ∩ Z . (D.1)
Note that, by the conditions Va and Vb, W is still an open neighborhood of V in both cases.
Let us consider the diagram:X ρ← Yϑ × Sm−1θ × Rr × Rn−mx ′′ × Rℓt ω→ Xˆ .
Here
Xˆ := Yϑ × Sm−1θ × Rn−mx ′′ × Rs × Rℓt .
We will explain the morphisms ρ and ω. The morphism ρ is nothing but the polar coordinate
transformation with respect to x ′, that is,
(ϑ, x ′, x ′′, t) = ρ(ϑ, θ, r, x ′′, t) = (ϑ, rκ(θ), x ′′, t)
where κ : Sm−1θ ↩→ Rmx ′ is the canonical inclusion. Set Yˆϑˆ = Yϑ × Sm−1θ with coordinates
ϑˆ = (ϑ, θ) for simplicity. The morphism ω is defined by
(ϑˆ, x ′′, s, t1, t ′) = ω(ϑˆ, r, x ′′, t) = (ϑˆ, x ′′, r t1, r, t ′),
where t ′ = (t2, . . . , tℓ). We emphasize that the t1 coordinate in Xˆ is given by r through the map
ω. Define the morphism
ϕ := ω|{r>0} ◦ (ρ|{r>0})−1 : X \ Z → Xˆ
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and define, for any subanalytic subset U ⊂ X ,
ϕ#(U ) := ω(ρ−1(U ) ∩ {r ≥ 0}).
We have the following lemma.
Lemma D.2. 1. ϕ is isomorphism between X \ Z and {t1 > 0} of Xˆ , in particular, ϕ is an open
map from X \ Z to Xˆ .
2. For any subanalytic subset U in X such that πt is proper on U, the subsets ϕ(U \ Z) and
ϕ#(U ) are subanalytic in Xˆ .
3. For any subanalytic subset Ω in Xˆ , the subset ϕ−1(Ω) ⊂ X \ Z is subanalytic in X.
Proof. The claim 1 is easy to see. The claim 2 for ϕ(U \ Z) follows from the facts that
ϕ(U \ Z) = ω(ρ−1(U \ Z) ∩ {r > 0})
and ω is proper on ρ−1(U ) by assumption on U . The claim 2 for ϕ#(U ) is shown by the same
reasons. As we have
ϕ−1(Ω) = ρ(ω−1(Ω) ∩ {r > 0})
and ρ is always proper, the claim 3 follows. 
Set
Wˆ := ϕ(W \ Z), Vˆ := ϕ#(V ).
It follows from 2 of the above lemma that these subsets are subanalytic in Xˆ . Note that Vˆ is a
subset of {s = 0, t ′ = 0} ⊂ Xˆ where t ′ = (t2, . . . , tℓ). We also define the action µˆ1 on Xˆ by
µˆ1(p, c) := (ϑˆ, x ′′, s, ct1, t ′) for p = (ϑˆ, x ′′, s, t1, t ′) ∈ Xˆ and c > 0,
which coincides with ϕ(µ1(ϕ−1(p), c)) for p ∈ {t1 > 0} of Xˆ . It is easy to see that Vˆ is an
R+-conic subset with respect to µˆ1.
Now we define the continuous subanalytic function σ defined on the whole Yϑ × Rn−mx ′′ as
follows. If V satisfies the condition Va for j = 1, then we set
σ(q) = 1, q ∈ Yϑ × Rn−mx ′′ .
If V satisfies the condition Vb for j = 1, we first define σ ′ on Yϑ × Rn−mx ′′ by
σ ′(ϑ, x ′′) = 1
2

inf
(ϑ, x ′, x ′′, 0t )∈K
|x ′|

,
where we set
K := (X \ W ) ∪ {(ϑ, x ′, x ′′, t) ∈ X; |x ′| ≥ 1}.
Then σ ′ is a lower semi-continuous subanalytic function. As it is lower semi-continuous, we can
find a continuous subanalytic function σ on Yϑ × Rn−mx ′′ which satisfies 0 ≤ σ(q) ≤ σ ′(q) for
any q ∈ Yϑ × Rn−mx ′′ and σ(q) > 0 for q with σ ′(q) > 0. Hence we have obtained σ for both
cases. Now we setX ♭ := Yˆ
ϑˆ
× Rn−mx ′′ × Rs × Rℓ−1t ′
where t ′ = (t2, . . . , tℓ) and we denote by
πˆt1 : Xˆ = Yˆϑˆ × Rn−mx ′′ × Rs × Rℓt → X ♭ = Yˆϑˆ × Rn−mx ′′ × Rs × Rℓ−1t ′
492 N. Honda, L. Prelli / Advances in Mathematics 232 (2013) 432–498
the canonical projection by forgetting the variable t1. We define the closed subanalytic
hypersurface in Xˆ by
Tˆσ := {(ϑˆ = (ϑ, θ), x ′′, s, t) ∈ Xˆ; t1 = σ(ϑ, x ′′)}.
Then we set
W ♭ := πˆt1(Wˆ ∩ Tˆσ ), V ♭ := πˆt1(Vˆ ).
Note that V ♭ is a subset of {s = 0, t ′ = 0} ⊂ X ♭. The following lemma is crucial for the
induction process.
Lemma D.3. 1. The subsets W ♭ and V ♭ are subanalytic in X ♭. Further W ♭ is open in X ♭.
2. W ♭ is an open neighborhood of V ♭ in X ♭.
Proof. The W ♭ is a subanalytic open subset as πˆt1 is finite on Tˆσ . Since Vˆ ⊂ {t1 ≥ 0} and it is
R+-conic with respect to µˆ1, we have
V ♭ = πˆt1(Vˆ ) = πˆt1(Vˆ ∩ {t1 = 1}) ∪ πˆt1(Vˆ ∩ {t1 = 0}). (D.2)
Hence V ♭ is subanalytic in X ♭.
Now we prove the claim 2. It suffices to show that V ♭ ⊂ W ♭ as W ♭ has been shown to be
open. We first assume that V satisfies the condition Va for j = 1. Then, in this case, we have
σ = 1 and V = V \ Z . Hence we obtain
V ♭ = πˆt (ϕ#(V )) = πˆt (ϕ#(V \ Z)) = πˆt (ϕ(V \ Z))
= πˆt (ϕ(V \ Z) ∩ Tˆσ ) ⊂ πˆt (ϕ(W \ Z) ∩ Tˆσ ) = W ♭.
Suppose that V satisfies the condition Vb for j = 1. Then we have
V ♭ = πˆt1(Vˆ ∩ {t1 = 0}). (D.3)
As a matter of fact, given a point
p = (ϑˆ = (ϑ, θ), x ′′, 0s, 1t1 , 0t ′) ∈ Vˆ ∩ {t1 = 1},
we have
ϕ−1(p) = (ϑ, κ(θ)x ′ , x ′′, 0t ) ∈ V .
By condition Vb for j = 1, the point (ϑ, 0x ′ , x ′′, 0t ) also belongs to V . Hence we have
(ϑˆ = (ϑ, θ), x ′′, 0s, 0t ) ∈ Vˆ ∩ {t1 = 0},
which implies (D.3). Then, to show V ♭ ⊂ W ♭, for any
p = (ϑˆ = (ϑ, θ), x ′′, 0s, 0t ) ∈ Vˆ ∩ {t1 = 0},
it suffices to prove
pˆ = (ϑˆ, x ′′, 0s, σ (ϑ, x ′′)t1 , 0t ′) ∈ Wˆ ∩ Tˆσ .
As q = (ϑ, 0x ′ , x ′′, 0t ) ∈ V and q belongs to W , we have σ ′(ϑ, x ′′) > 0. Therefore, by the
definitions of σ and σ ′, we have σ(ϑ, x ′′) > 0 and
(ϑ, σ (ϑ, x ′′)κ(θ)x ′ , x ′′, 0t ) ∈ W \ Z .
This implies pˆ ∈ Wˆ ∩ Tˆσ . The proof has been completed. 
N. Honda, L. Prelli / Advances in Mathematics 232 (2013) 432–498 493
Remark D.4. The following fact follows from the above proof. For any point p = (ϑˆ =
(ϑ, θ), x ′′, 0s, t1, 0t ′) ∈ Vˆ , we have σ(ϑ, x ′′) > 0.
Now we apply the induction on the number of actions to W ♭ under the following geometrical
situation. Let j0 be the minimal j > 1 such that I1 ⊂ I j . If such a j does not exist, set j0 = +∞
by convention. We consider
Y ♭ := Yˆ
ϑˆ
= Y × Sm−1θ , X ♭ := Y ♭ × (Rn−mx ′′ × Rs) and X ♭ := X ♭ × Rℓ−1t ′
if j0 < +∞ and
Y ♭ := Yˆ
ϑˆ
× Rs, X ♭ := Y ♭ × Rn−mx ′′ and X ♭ := X ♭ × Rℓ−1t ′ ,
if j0 = +∞, i.e., when there is no index j > 1 with I1 ⊂ I j . We regard these Y ♭, X ♭ and X ♭ as
Y , X and X in the proposition respectively.
Then, to define ℓ− 1 actions on X ♭, we introduce a family I ♭2 , . . . I ♭ℓ of subsets in{0, 1, . . . , n} \ I1, j0 < +∞,
{1, . . . , n} \ I1, j0 = +∞.
Here we note that the coordinates (x ′′) of Rn−mx ′′ consist of xi ’s with i ∈ {1, . . . , n} \ I1 and the
coordinate s of Rs is also denoted by x0 for convenience. Set
I ♭j :=
{0} ∪ (I j \ I1), for j > 1 with I1 ⊂ I j ,
I j , for j > 1 with I1 ∩ I j = ∅.
Note that I j ⊂ I1 never occurs for j > 1 by the ordering of χ . These I ♭j ’s also satisfy the
conditions (1.2). By using I ♭j ’s, we can define ℓ − 1 actions µ♭2, . . ., µ♭ℓ on X ♭ in the same way
as that for µ j ’s.
Lemma D.5. Assume ℓ > 1. Then V ♭ is (R+)ℓ−1-conic in X ♭ and it satisfies the condition
either Va or Vb for each j > 1.
Proof. We first note
X ♭ = Y ♭ × Rn
♭
2
x
Iˆ ♭2
× · · · × Rn
♭
ℓ
x
Iˆ ♭
ℓ
where x Iˆ ♭j
denotes the coordinates (xi ) with i ∈ Iˆ ♭j and the coordinate x0 is an alias of the
coordinate s as already noted. In this situation, the subset Z ♭j is defined by {x Iˆ ♭j = 0} ( j > 1)
and π ♭j is the canonical projection from X
♭ to Z ♭j . It follows from the definition that we have, for
j > 1,
Iˆ ♭j =

Iˆ j , j ≠ j0,
{0} ∪ Iˆ j , j = j0.
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Therefore we identify the space Rn jx Iˆ j with R
n♭j
x
Iˆ ♭j
for j ≠ j0 > 1 and Rn jx Iˆ j with the subspace
{x0 = 0} (i.e., {s = 0}) in Rn
♭
j
x
Iˆ ♭j
for j = j0. Then V ♭ is given by
(ϑˆ = (ϑ, θ), x ′′, s, t ′) ∈ X ♭; s = 0, t ′ = 0,
(ϑ, κ(θ), x Iˆ2 , . . . , x Iˆ j ) ∈ V or
(ϑ, 0, x Iˆ2 , . . . , x Iˆ j ) ∈ V
 
where we use the identification x Iˆ ♭j
= x Iˆ j if j ≠ j0 > 1 and x Iˆ ♭j = (s, x Iˆ j ) if j = j0. The claim
of the lemma easily follows from this. 
Therefore, by taking the above lemma and Lemma D.3 into account, we can apply the
induction on #χ to an open neighborhood W ♭ of V ♭ in X ♭ under the geometrical situation already
described.
Then we obtain a subanalytic open neighborhood W ♭
′ ⊂ W ♭ of V ♭ which satisfies the
conditions 1, 2 and 3 of the proposition for I ♭j ( j = 2, . . . , ℓ). Set
Tˆσ,W ♭ ′ := πˆ−1t1

W ♭
′ ∩ Tˆσ ⊂ Wˆ
which is a subanalytic subset in Xˆ and open in Tˆσ . We also define
Wˆ ′V \Z :=

p∈Tˆ
σ,W ♭
′
L(p) ⊂ Wˆ
where L(p) is a connected component of Wˆ ∩ πˆ−1t1 (πˆt1(p)) which contains the point p.
Remark D.6. By definition, we have Tˆσ,W ♭ ′ ⊂ (Wˆ ∩ Tˆσ ) ⊂ Wˆ ⊂ {t1 > 0} in Xˆ . Hence,
for any point p = (ϑˆ = (ϑ, θ), x ′′, s, t1, t ′) ∈ Tˆσ,W ♭ ′ , the subset L(p) is not empty and
t1 = σ(ϑ, x ′′) > 0 there.
By the following lemma, Wˆ ′V \Z is still an open subanalytic subset in Xˆ .
Lemma D.7. Let X be a real analytic manifold and U an open subanalytic subset in X. Let
π : X ×Rt → X be the canonical projection. Let f (x) be a continuous subanalytic function on
X. Then, for any subanalytic open subset W in X × Rt , the set
W ′ :=

p∈U
L(p)
is an open subanalytic subset in X × Rt where L(p) is a connected component of W ∩ π−1(p)
which contains the point (p, f (p)).
Proof. The fact that W ′ is open is clear by definition. Since the problem is local with respect to
X , we may assume X = Rn and U is a relatively compact open subanalytic subset of X . Set, for
n = 1, 2, . . .,
Wn := W ∩ {(x, t) ∈ X × Rt ; |t | < n}.
We denote by W ′n the corresponding result of the operation described in the lemma. Since Wn is
globally subanalytic in X ×Rt , W ′n is subanalytic in X ×Rt by the same reasoning as that in the
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proof of Lemma C.1. As f (x) is a continuous function, the increasing sequence {W ′n} is locally
stationary in X × Rt . Hence W ′ = ∪n W ′n is subanalytic in X × Rt . 
Then we set
W ′V \Z := ϕ−1(Wˆ ′V \Z ) ⊂ W.
It follows from 3 of Lemma D.2 that W ′V \Z is an open subanalytic subset in X . To show the
properties of W ′V \Z , we introduce the following notation. Let U be an open subanalytic subset ofX . We define
IZ (U ) :=

U C \ Z
C
where AC denotes the complement of a subset A in X . The following facts are easy to see.
1. A point p ∈ X belongs to IZ (U ) if and only if there exists an open neighborhood Ω of p such
that (Ω \ Z) ⊂ U .
2. IZ (U ) is an open subanalytic subset in X .
3. IZ (U ) \ Z = U \ Z .
4. If πx ′(U ) = U ∩ Z holds, then IZ (U ) = U .
Lemma D.8. 1. W ′V \Z is an open neighborhood of V \ Z.
2. If V satisfies the condition Vb for j = 1, then IZ (W ′V \Z ) is contained in W and it is a
subanalytic open neighborhood of V ∩ Z.
Proof. We first show the claim 1. By Lemma D.2, the map ϕ is an isomorphism between X \ Z
and {t1 > 0} ⊂ Xˆ . We have
Wˆ = ϕ(W \ Z) ⊃ ϕ(V \ Z) = (ϕ#(V ) \ {t1 = 0}) = (Vˆ \ {t1 = 0}).
Hence it suffices to consider the corresponding problem in Xˆ , that is, we will show that
Vˆ \ {t1 = 0} ⊂ Wˆ ′V \Z . Let
p∗ = (ϑˆ∗ = (ϑ∗, θ∗), x ′′∗, 0s, t∗1 , 0t ′) ∈ Vˆ \ {t1 = 0}.
By Remark D.4, we have σ(ϑ∗, x ′′∗) > 0. We may assume t∗1 ≤ σ(ϑ∗, x ′′∗) as the proof for the
case t∗1 ≥ σ(ϑ∗, x ′′∗) is the same. As Vˆ is R+-conic with respect to µˆ1, the segment
G := {p ∈ Xˆ; p ∈ πˆ−1t1 (πˆt1(p∗)), t∗1 ≤ t1 ≤ σ(ϑ∗, x ′′∗)}
is contained in Vˆ , and hence, it is contained in Wˆ also. Since πˆt1(p
∗) belongs to V ♭ ⊂ W ♭′, we
obtain G ⊂ Wˆ ′V \Z and, in particular, p∗ ∈ Wˆ ′V \Z .
Now let us show the claim 2. As V satisfies condition Vb for j = 1, we take W so that
πx ′(W ) = W ∩ Z holds. Hence we obtain
W = IZ (W ) ⊃ IZ (W ′V \Z ).
This shows the first assertion of the claim 2.
We will show V ∩ Z ⊂ IZ (W ′V \Z ). Suppose that a point
q∗ = (ϑ∗, 0x ′ , x ′′∗, 0t ) ∈ V ∩ Z
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does not belong to IZ (W ′V \Z ). Then there exist points q(k) ∈ X \ Z (k = 1, 2, . . .) such that
q(k) ∉ W ′V \Z and q(k) → q∗. These points are represented by their polar coordinates
q˜(k) = (ϑ (k), θ (k), r (k), x ′′(k), t (k)) ∈ Yϑ × Sm−1θ × Rr × Rn−mx ′′ × Rℓt
satisfying ρ(q˜(k)) = q(k) and
ϑ (k) → ϑ∗, r (k) → 0 (r (k) > 0), x ′′(k) → x ′′∗, t (k) → 0.
As Sm−1θ is compact, by taking a subsequence, we may assume θ (k) → θ∗ for some θ∗ ∈ Sm−1θ .
Note that
p∗ := ω(ϑ∗, θ∗, 0r , x ′′∗, 0t ) = (ϑ∗, θ∗, x ′′∗, 0s, 0t )
belongs to Vˆ , and hence we have πˆt1(p
∗) ∈ V ♭.
On the other hand, as q∗ ∈ V ⊂ W , it follows from the definition of σ that there exist ϵ > 0
and open neighborhoods Uϑ , Ux ′′ of ϑ∗, x ′′∗ in Y , Rn−mx ′′ respectively such that the open subset
U := {ϑ ∈ Uϑ , x ′′ ∈ Ux ′′ , |x ′| < σ(ϑ∗, x ′′∗)+ ϵ, |t j | < ϵ ( j = 1, . . . , ℓ)}
of X is contained in W . Then the image ϕ(U \ Z) in Xˆ is given by
ϑ ∈ Uϑ , θ ∈ Sm−1, x ′′ ∈ Ux ′′ , |t j | < ϵ ( j = 2, . . . , ℓ)
0 < t1 < σ(ϑ∗, x ′′∗)+ ϵ, |s| < ϵt1

which is contained in Wˆ . Now we set
Uˆ :=

ϑ ∈ Uϑ , θ ∈ Uθ , x ′′ ∈ Ux ′′ , |t j | < δ ( j = 2, . . . , ℓ)
0 < t1 < σ(ϑ∗, x ′′∗)+ ϵ, |s| < ϵt1, |s| < δ

for an open neighborhood Uθ of θ∗ in Sm−1 and 0 < δ < ϵ which is still contained in Wˆ .
Then, as πˆt1(p
∗) ∈ V ♭ ⊂ W ♭′, if we take Uϑ , Uθ , Ux ′′ and δ > 0 sufficiently small, we have
πˆt1(Uˆ ) ⊂ W ♭′. Therefore, as σ is continuous, taking Uϑ , Ux ′′ and δ > 0 sufficiently small again,
we conclude that the subset Uˆ is contained in Wˆ ′V \Z .
Then the sequence
ϕ(q(k)) = ω(q˜(k)) =

ϑ (k), θ (k), x ′′(k), (t (k)1 r
(k))s, (r
(k))t1 , t
′(k) ∈ Xˆ
clearly belongs to Uˆ for sufficiently large k, which implies ϕ(q(k)) ∈ Wˆ ′V \Z . Hence we obtain
q(k) ∈ W ′V \Z for such a k. This contradicts the assumption q(k) ∉ W ′V \Z . Therefore we have
obtained the claim 2. The proof has been completed. 
It has been shown that W ′V \Z is an open neighborhood of V \ Z . We need, however, an
additional subset to make W ′V \Z an open neighborhood of V if V ∩ Z is non-empty, i.e., V
satisfies the condition Vb for j = 1. Note that it follows from the definition of IZ (·) that, for any
open subanalytic subset W ′Z in Z with W ′Z ⊂ (IZ (W ′V \Z )∩Z), the subset W ′Z∪W ′V \Z becomes an
open subanalytic subset in X . Therefore the problem can be reduced to find an appropriate open
subanalytic subset W ′Z ⊂ (IZ (W ′V \Z )∩ Z) in Z which satisfies the conditions of the proposition.
Suppose that V satisfies the condition Vb for j = 1. Let us consider the canonical projection
πt1 : Z = Y × Rn−mx ′′ × Rℓt → X ♭ := Y × Rn−mx ′′ × Rℓ−1t ′
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defined by forgetting the variable t1. We set
Y ♭ = Y, X ♭ := Y ♭ × Rn−mx ′′ , X ♭ := X ♭ × Rℓ−1t ′ ,
and T := {t1 = 0} in Z . We define, for WZ := IZ (W ′V \Z ) ∩ Z ,
W ♭ := πt1(WZ ∩ T ), V ♭ := πt1(V ∩ Z).
These are subanalytic subsets in X ♭ and W ♭ is an open neighborhood of V ♭ by 2 of Lemma D.8.
Now we define the subsets I ♭2 , . . . , I
♭
ℓ of {1, . . . , n} \ I1 by I ♭j := I j \ I1, j = 2, . . . , ℓ. These
satisfy the conditions (1.2). We also define actions µ♭j ( j = 2, . . . , ℓ) by using I ♭j ’s. Clearly V ♭
is (R+)ℓ−1-conic with respect to these actions and it satisfies either Va or Vb for each j > 1.
Hence we have constructed the geometrical situation to which the induction can be applied.
Then, by applying the induction to W ♭, we obtain a subanalytic subset W ♭
′
which is an open
neighborhood of V ♭ and satisfies the conditions 1, 2 and 3 of the proposition.
We set
W ′Z :=

p∈T∩π−1t (W ♭ ′)
L(p)
where L(p) is the connected component of WZ ∩ π−1t1 (πt1(p)) which contains the point p. It
follows from Lemma D.7 that W ′Z is an open subanalytic subset of Z . Furthermore it is an open
neighborhood of V ∩ Z in Z which is contained in WZ .
We have obtained the desired W ′ of the proposition. As a matter of fact, we set
W ′ :=

W ′V \Z , if V satisfies the condition Va for j = 1,
W ′V \Z ∪ W ′Z , if V satisfies the condition Vb for j = 1.
Then W ′ is an open subanalytic neighborhood of V and it is contained in W . Hence, to complete
the proof, it suffices to show that W ′ satisfies the conditions 2 and 3 of the proposition, which
comes from the following lemma. The long proof of the proposition has been completed. 
Lemma D.9. The subset W ′ constructed above satisfies the conditions 2 and 3 of the proposition.
Proof. Each R+ action with respect to µ j ( j = 1, . . . .ℓ) is stable on the regions X \ Z and Z
respectively. Hence it suffices to show the claim for W ′V \Z and W ′Z separately. Here we prove the
claim only for W ′V \Z . The proof for W ′Z is the same as that for W ′V \Z and much easier.
We denote by πˆ−1t1>0(q) (q ∈ X ♭) the subset πˆ−1t1 (q) ∩ {t1 > 0} in Xˆ and by µˆ j the action on
{t1 > 0} of Xˆ
µˆ j (p, c) := ϕ(µ j (ϕ−1(p), c)), (c > 0).
By noticing Remark D.6, we can easily see,
R+µ1 W
′
V \Z = ϕ−1(πˆ−1t1>0(W ♭
′
))
and, for j > 1 and any subset A in X ♭,
R+
µˆ j

πˆ−1t1>0(A)

= πˆ−1t1>0

R+
µ♭ j
A

.
Therefore we get, for 1 ≤ k ≤ ℓ,
R+µ1 . . .R
+
µk
W ′V \Z = ϕ−1

πˆ−1t1>0

R+
µ♭2
. . .R+
µ♭k
W ♭
′
. (D.4)
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Then, by the induction hypothesis, the subset πˆ−1t1>0

R+
µ♭2
. . .R+
µ♭k
W ♭
′
is subanalytic in Xˆ .
Then, by 3 of Lemma D.2, the subset R+µ1 . . .R
+
µk
W ′V \Z is also subanalytic in X . This shows the
condition 3 of the proposition.
Now we show the condition 2 of the proposition. The subset W ′V \Z is clearly R+µ1 -connected.
We can check easily that, for any R+
µ
♭
j
-connected subset A in X ♭ ( j > 1), the subset πˆ−1t1>0(A)
is also R+
µˆ j
-connected in Xˆ . By the induction hypothesis, the subset R+
µ♭2
. . .R+
µ♭k
W ♭
′
is R+
µ
♭
k+1
-
connected. Hence, by (D.4), the subset R+µ1 . . .R
+
µk
W ′V \Z is R+µk+1 -connected. This completes
the proof. 
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