In this note, we report that entail relations defined in the context of knowledge spaces are equivalent to the dependence relations of rough set data analysis and Tarski's consequence relation of monotone logic. We also discuss the connection between these and related structures, and give an example of their application from the area of computer assisted language learning.
Introduction
Several constructions based on finite nonempty sets such as knowledge spaces [3, 9] , dependency spaces [15] , consequence relations [23] , formal concept analysis (FCA) [12, 24] , and others are sometimes viewed to be "somehow the same", because they use similar systems of axioms and similar operators, yet, researchers in the respective areas are not always aware of developments in the related fields. In knowing the relationships among these systems, one will arrive at a more general and parsimonious theoretical framework, and one will obtain the chance of fruitfully applying ideas from one research field to the others.
In this note, we shall present some simple but quite general observations which we hope will help clarify the essence of the connections among these theoretical approaches.
Mathematical background
Throughout this note, we suppose that ª is a nonempty set. We assume the reader is familiar with the basic definitions and properties of lattice-and order theory -suitable references being [2] or [13] -, £ The ordering of authors is alphabetical, and equal authorship is implied. and we shall just recall a few concepts. A sup-semilattice is a partially ordered set Ä , in which the supremum exists for all ¾ Ä. In other words, for all ¾ Ë there is a smallest ¾ Ä such that .
A closure system is a family of subsets of ª which is closed under intersection and contains and ª, and a knowledge space is a family of subsets of ª which is closed under union, and contains and ª.
A closure operator on ª is a mapping È´ªµ Èªµ for which 1.
´ µ,
implies ´ µ ´ µ, Conversely, it is proved in [17] that every congruence on È´ªµ determines a relation Ê on È´ªµ which satisfies (2.1) -(2.3) via the assignment Ñ Ü´ µ Ñ Ü´ µ where for ª, is the congruence class of with respect to , and the maximum, which exists because ª is finite, is taken with respect to .
We remark in passing that Novotný [17] has shown that the congruences on È´ªµ are in a bijective correspondence to the closure operators on È´ªµ , which in turn are in a bijective correspondence to the closure systems on ª [cf 1].
In another direction, a relation with the properties (2. 
Conversely, if Ê is a relation which satisfies (2.1) -(2.3), then ×Ò ´Êµ satisfies (2.4) and (2.5), and ÑÐØ´×Ò ´Êµµ Ê. ¾
It is not hard to see that conditions (2.4) and (2.5) are equivalent to
Applications
In this section we shall exhibit some contexts which use relations which satisfy (2.1) -(2.3), respectively the equivalent conditions (2.6) -(2.8).
Context 1. Entail relations [14]:
In the theory of knowledge spaces [3, 9] , entail relations are used to compute an unknown knowledge space by querying an expert.
Let ª be a set of problems, and Ã be a family of subsets of ª, containing and ª. The pair ª Ã is called a knowledge structure, and the elements of Ã are interpreted as the knowledge states of subjects.
Define a relation Ê Ã on È´ªµ by setting
The interpretation of ¾ Ê Ã is that if subjects master some problem in they also master at least one problem from . The relation Ê Ã satisfies (2.1) -(2.3), and [14] call a binary relation on È´ªµ which satisfies these conditions an entail relation.
It may be worthy to mention that the assignment Ã Ê Ã is just one possibility to obtain an entail relation from a family of subsets of ª. In [4] we describe all Galois connections between knowledge structures and binary relations on È´ªµ in which the Galois closed relations are exactly the entail relations.
Context 2. Dependence relations [15]:
The method of rough set data analysis [19] is based on the fact that in many situations it is only possible to distinguish items of a domain up to a set of features or attribute values. Knowledge representation is done via information systems of the form Á Í ª ´Î Õ Õ µ Õ¾ª , wherē Í is a finite set of objects, ª is a finite set of attributes,
For each Õ ¾ ª, Î Õ is a set of attribute values for Õ,
It may be worthy to note that binary information systems can be expressed by contexts in the sense of [24] .
For each É ª we define an equivalence relation É on Í by A particular kind of dependence are those of the form É ª. If É is minimal with respect to this property, then it is called a reduct (of ª). Reducts are a convenient way of reducing the amount of information and are helpful in discovering relationships among the attributes.
In the presence of an additional decision attribute , one can consider dependencies of the form É , where É ª. If É is a reduct with respect to , i.e. if É is minimal with respect to the property É , then the information given by the partition of the object set Í by the attributes in É completely determines the classification of the elements of Í with respect to .
In general, dependencies of the form É predict less than dependencies of the form É ª;
however, for many applications it is sufficient to consider only one decision attribute, and further analysis is not necessary.
Knowledge structures may be viewed as binary information systems: More generally, if Í is a group of subjects, ª a set of problems, and × Í È´ªµ the function which assigns to each subject Ü the set ×´Üµ of problems Ü is capable of solving, then we obtain a binary information system
to form an information system, the rows of which correspond to the characteristic functions of the observed knowledge states via ×.
Context 3. Logical consequence [23]:
Let Fml be the set of formulas of a logic Ä. A consequence relation is a subset of È´Fmlµ ¢ Fml which satisfies (2.6), (2.7), and (2.8), and, more generally, we call a relation Ì Èªµ ¢ ª which satisfies these conditions a consequence relation on ª. An area which is related to all of these contexts is formal concept analysis (FCA) which has been developed by Rudolf Wille and his group since the early 1980s [24] . Its basic structure are triples Å Á , where is a set of objects, Å a set of attributes, and Á ¢ Å a relation in which ÁÑ is interpreted as " has attribute Ñ". A concept (of the context Á) is a pair
These notions of "context" and "concept" are so general -in fact, concepts correspond to Galois correspondences -that everything mentioned thus far can be expressed in terms of contexts, resp. concepts.
The relationship between FCA and dependence spaces and knowledge structures is well known, and we invite the reader to consult [2, 12] for an introduction to FCA, [16] for the relationship of rough set dependencies and contexts, and [21] for the connections of FCA to knowledge structures.
It may also be interesting to consult [22] and [10] for an earlier approach to determine concepts (using the term "monothetic groups") in the additional context of taxonomy.
Discussion
It is possible to discover connections among groups of problems by studying the dependence relation, and entailment of problem solving can be directly applied to relate groups of subjects according to their problem solving behaviour: If ª is a set of problems, and É ª Ô ¾ ª, the dependence rule É Ô tells us that whenever two subjects agree in their (non-)ability to solve problems in É, then they will also agree in their (non-) ability to solve Ô.
Knowledge spaces are often used to describe results of a test, avoiding psychometric theories to describe the results in "underlying dimension(s)". The aim of testing is to discriminate between groups of subjects in an interesting entity (e.g. intelligence tests should discriminate subjects' intelligence), and assume that is measurable by a scaling function . In this situation, rough set dependency analysis may be applied to find those É ª which are sufficient to predict the outcome .
As an example, we should like to present the following situation adapted from [7] : The test data were obtained in a German as a foreign language course at beginner-level, which introduced learners to idioms and vocabulary of various situations, using basic grammar and sentence structure. A range of exercises was given which aimed at developing and enforcing the language acquisition skills. 17 subjects were taught by a tutor using a computer assisted language learning package (Group CT), seven were taught by a tutor only (Group T).
A test was given after 6 hours of lectures, and contained 18 questions listed in Table 1 .
The usual procedure is to find the knowledge structure belonging to this table, group the subjects, and then compare the groups. An alternative way, based on the rough set philosophy is to ask right away, which problems suffice to determine membership in one of the two groups. Observe that the emphasis is in the problem solving abilities of groups of subjects, and not on the relationship among the problems. Using dependency analysis, we have found that there are 212 reducts which determine in which group a subject was taught. This shows that there is a large range of substitution possibilities among the problems. Further analysis showed that the rules given by the reduct containing problems ¾ ½¼ and ½½ are significant [6] , and that the expected prediction quality of these attributes using the jackknife method is 82%.
The aim of this note was to give an example how, for a given set of data, equivalent approaches to its analysis such as knowledge structure theory and rough set dependency analysis can lead to different insights. Hopefully, this will aid better communication among different areas of application, such as psychology, artificial intelligence, and applied logic. Moreover, we have shown that, by borrowing from the field of dependence relations of rough set data analysis, it is possible to investigate a problem of another area, namely, knowledge structures in psychology, in a way which gives additional insight into the problem under consideration. 
