Compared with traditional news media, social media nowadays provides a richer and more timely source of news. We are interested in multi-spatial level event detection from geotagged tweet streams. Specifically, in this paper we (1) examine the statistical characteristic for the time series of the number of geo-tagged tweets posted from specific regions during a short time interval, e.g., one minute; (2) verify from over thirty datasets that while almost all such time series exhibit self-similarity, those that correspond to events, especially short-term and unplanned outbursts, follow a power-law distribution; (3) demonstrate that these findings can be applied to facilitate event detection from tweet streams. We propose two algorithms-Power-law basic and Power-law advanced, where Power-law basic only checks the existence of power-law distributions in the time series from tweet streams at multi-spatial scales, without looking into the content of each tweet, and Power-law advanced integrates powerlaw verification with semantic analysis via word embedding. Our experiments on multiple datasets show that when combined with a Quad-tree, the seemingly naive algorithm of Power-law basic achieves comparable results with more advanced event detection methods, while the semantic analysis enhanced version, Powerlaw advanced, can significantly increase both the precision and the recall.
I. INTRODUCTION
Social media, especially Twitter, has become an increasingly more popular source of news. Compared with traditional forms of media, such as TV and newspapers, it often provides more timely information about various types of incidents. We are interested in real-life event detection at multi-spatial levels from geo-tagged tweet streams.
We initially used Poisson models to monitor the fluctuations in the time series of the number of geo-tagged tweets posted within a bounding box during a short time interval, e.g., ten seconds to one minute. However, our experimental results observe a relatively high false positive rate for this Poisson model based event detection method. This observation motivates us to reexamine the properties of these time series. Specifically, this paper aims to answer the following questions:
Section III: What are the statistical characteristics of the time series? A draw of several time series at different time scales, i.e., the number of tweets posted every 1, 10, 60, 1000 seconds, shows that burstiness persists over all these scales, which indicates self-similarity [1] , [2] . In order to verify this finding, we collect 33 datasets of different types, generate the corresponding time series by counting the number of tweets posted every minute, and check self-similarity using three popular methods [3] : aggregate variance, R/S and Whittle. Our results suggest that all the time series are self-similar.
Section IV: Can the time series be better characterised by other models than the Poisson process? The existence of self-similarity suggests that Poisson models are inadequate to capture the underlying dynamics in tweet streams. Instead, we examine whether a power-law distribution can be validated from these time series, and find that when an event occurs, it is indeed more likely to observe a power-law distribution in the time series generated from geo-tagged tweet streams.
Section V: Can the above findings be applied for event detection from geo-tagged tweet streams? We propose two event detection methods-Power-law basic and Power-law advanced: (1) Power-law basic only checks the existence of power-law distributions in the tweet stream at multi-spatial scales, without looking into the content of each tweet, or using any other information except the geo-location. Our experiments demonstrate that when combined with a Quadtree [4] , this seemingly naive approach can achieve comparable performance with Geoburst [5] 1 , a widely cited event detection algorithm that considers temporal, spatial and semantic information; (2) Power-law advanced improves the algorithm by incorporating semantic analysis via word embedding, and our results suggest that it can significantly increase both the precision and the recall.
The remainder of this paper is organised as follows: Section II provides background information on self-similarity and power-law distributions; Section III describes the collected datasets, and checks whether the generated time series exhibit self-similarity; Section IV verifies the power-law hypothesis; Section V proposes two multi-spatial event detection algorithms, Power-law basic and Power-law advanced; Section VI summarises related work; and Section VII concludes the paper and gives directions for future work.
II. BACKGROUND ON SELF-SIMILARITY & POWER-LAW DISTRIBUTIONS
In this section, we briefly introduce the fundamental concepts in self-similarity and power-law distributions.
A. Self-similarity
Unlike traditional Poisson traffic, where short-term fluctuations average out over a longer period of time, self-similar traffic maintains burstiness at all time scales.
Before giving the definition of self-similarity, we first introduce the concept of an aggregated process: given a process X = (X i : i = 1, 2, 3, ...), its aggregated process is
In other words, X (m) partitions the original series X into non-overlapping segments of size m, and then averages over each segment.
A process X is called exactly second-order self-similar [1] ,
and R(·) are the autocorrelation functions for X (m) and X, respectively. H is called the Hurst parameter [8] , and for a self-similar process, H ∈ (0.5, 1).
In this paper, we use SELFIS [3] for testing self-similarity. Specifically, the following methods are selected to calculate the Hurst parameter: aggregate variance, R/S and Whittle.
B. Power-law Distribution
A power-law probability distribution [9] takes the form of p(x) ∝ x −α , where α is a positive constant often known as the exponent or scaling parameter. In order to validate that a time series X follows a power-law distribution, we first fit a power-law model to X, and then run the Kolmogorov-Smirnov (KS) test. If the p-value of this significance test is below 0.05, the power-law hypothesis is rejected. Note that if a time series follows a power-law distribution, its log-log transformed complementary cumulative distribution function is expected to be qualitatively similar at different scales, and hence it also exhibits self-similarity.
III. VERIFICATION OF SELF-SIMILARITY IN TWEET STREAMS
In order to study the statistical characteristic of tweet streams, we have collected the following datasets: (1) D 1 −D 30 (public)-a collection of 30 datasets associated with realworld events from 2012 to 2016, each of which contains from around 2 × 10 5 to nearly 3 × 10 7 tweets [10]; (2) D 31 (public)-twitter event detection dataset, which contains more than 120 million tweets (although the majority of them are not associated with any event). The ground truth for 506 events and associated tweets are given [11] ; (3) D 32 -twitter dataset shared by the authors of [6] , which includes 9.5 million geotagged tweets from New York between 2014-08-01 and 2014-11-30; and (4) D 33 -over 920 thousand geo-tagged tweets collected from Melbourne between 2014 and 2018.
These datasets cover different types of tweets: D 1 − D 30 contain tweets that are only associated with specific events, the majority of which have worldwide impact; D 31 contains tweets that both do and do not correspond to (mostly) local/less influential events, with the ground truth provided; D 32 & D 33 include all geo-tagged tweets from a region in a certain time period. Note that because the original datasets of D 1 −D 31 only include tweet ids, we have used a tool called "twitter-datasetcollector" [12] to download all the tweets. Since these datasets consist of hundreds of millions of tweets, it is infeasible to use the Twitter API to collect them due to the rate limit. Instead, the tool crawls the webpages and reconstructs the original tweets. However, some tweets have already been deleted, and hence are not retrievable in this way. Even for those obtained tweets, the collected information is not as rich as in what the API returns. For example, most of the tweets do not have any location information, and the rest only have a location labelnormally a town name, rather than specific coordinates. In addition, the second is truncated in the publication time.
For each of the above datasets, we count the number of tweets posted every minute, generate the corresponding time series, and test whether they exhibit self-similarity using three methods: aggregate variance, R/S and Whittle.
A. Self-similarity in D 1 − D 30
We start with the 30 datasets of real-world events with wide impact. As can be seen from Fig. 1a , all the estimates of the Hurst parameter are within the range of 0.5 and 1, which indicates that the corresponding time series are self-similar. Since we are more interested in geo-tagged tweets, we further examine the tweets that have a location label. The results in Fig. 1b suggest that these time series are self-similar too.
Among the 30 events, eleven of them are relatively shortterm, unplanned outbursts: Boston marathon bombing, Ferguson unrest, Gaza under attack, Ottawa shooting, Sydney siege, Charlie Hebdo shooting, Germanwings crash, Paris attacks, Brussels airport explosion, Cyprus hijacked plane and Lahore blast. This is the type of event that we are interested in detecting from tweet streams. Therefore, for these eleven datasets, we extract tweets from close to where the events occurred, as those tweets will be most helpful in event detection. The results in Fig. 1c show that the corresponding time series exhibit self-similarity as well. Note that "Gaza under attack" is not included as insufficient data are collected locally.
B. Self-similarity in D 31
Next we examine the 506 events in the dataset of D 31 , the majority of which are local or less influential compared to those in D 1 − D 30 . The tool SELFIS requires that a time series should have a minimum length of 64-in our case, since we count the number of tweets posted every minute, this means the event needs to last for at least 64 minutes. However, quite a number of events in D 31 do not meet this requirement, and hence are not considered. In addition, we also remove events that have less than 50 tweets, or whose time series have a maximum value of less than 10-never did 10 or more tweets get posted about the event within one minute. Finally, 62 events satisfy all three requirements. We then estimate the Hurst parameter for the corresponding time series, and find that only five out of the 186 estimates are below 0.5 (refer to [13] for complete results). In addition, we also calculate the Hurst parameter for the time series of the whole dataset of D 31 , since the majority of the tweets are not associated with any event, and the estimates are also between 0.5 and 1.
C. Self-similarity in D 32 & D 33
We further test self-similarity in the datasets of geo-tagged tweets collected from New York and Melbourne. Specifically, we not only check the overall case, but also zoom into subregions by recursively dividing the area into four equal parts.
The results indicate that in the city and all sub-region levels, their corresponding time series are self-similar.
In summary, our results in this section demonstrate that selfsimilarity widely exists in different types of Twitter datasets, in terms of the number of tweets posted every minute. This conclusion can be extended to different time intervals due to the self-similarity. For example, for D 32 & D 33 , since each tweet's exact publication time is known, we also check the time series of the number of tweets posted every 10 and 100 seconds, and the results also indicate self-similarity.
IV. EXISTENCE OF POWER-LAW DISTRIBUTION IN EVENT TWEET STREAMS
In this section, we first examine whether the generated time series from Twitter datasets follow a power-law distribution. If this is the case, it explains self-similarity-a time series that follows a power-law distribution is also self-similar. Second, we reveal an important finding that when an event occurs it is much more likely to observe a power-law distribution in the tweet stream, compared with when no event occurs. This finding suggests that the existence of a power-law distribution can be used to help event detection from tweet streams.
A. Power-law Distribution in D 1 − D 30
We still start with the 30 datasets of real-world events (D 1 − D 30 ). However, we only check the existence of powerlaw distribution for tweets with a location label, which are useful in local event detection.
Figs. 2a & 2b show the p-values for the time series of (1) the tweets with a location label ( Fig. 2a ), and (2) the tweets that are close to where the 10 short-term and unplanned outbursts have occurred (Fig. 2b) . We can see that in the first case, 24 out of 30 time series pass the significance test, while in the second case, all the 10 time series are with a p-value larger than 0.05. This indicates that when an event occurs, there is high probability that a power-law distribution can be detected in the geo-tagged tweet stream from the surrounding areas.
B. Power-law Distribution in D 31
We continue the test of a power-law distribution for the dataset D 31 of over 500 events to further verify the above finding. Note that we only examine the tweets associated with an event according to the provided ground truth. In addition, although most of the tweets in D 31 do not have a location label, the majority of the events are regional, and hence it is likely that most of the tweets are posted close to where the events have occurred. As can be seen from Fig. 2c , 52 out of the 62 time series pass the significance test.
The above statistics in Fig. 2 indicate that when an event happens, it is likely that the time series corresponding to the geo-tagged tweets from surrounding areas follows a powerlaw distribution, and hence exhibits self-similarity.
Up till now, we have only considered tweets of certain events. However, can a power-law distribution be observed as well when no event occurs (i.e., false positives)? In order to answer this question, we randomly extract 100 two-hour intervals from all tweets with a location label, remove those tweets that are associated with any of the 506 events, and check whether a power-law distribution can be detected within the 100 time series corresponding to the remaining tweets, where each time series counts the number of tweets posted every minute during the two-hour interval. The result shows that only 21 of the time series follow a power-law distribution-the percentage is much lower than when an event occurs.
Finally, we consider the overall case where all tweets are mixed together, and check whether a power-law distribution can be detected to further examine the probability of false positives. Specifically, we extract 1000 two-hour intervals randomly from all tweets with a location label, and then validate the existence of a power-law distribution in the generated time series. In this case, 25.0% of them pass the significance test, which is also obviously lower than the percentage when an event occurs. Further results on D 32 & D 33 also verify that in the overall case, power-law distributions are much less frequently observed, compared with when an event occurs (please refer to [13] for complete results).
The above results suggest that for a collected set of tweets, if a considerable portion of them are about a certain event, then a power-law distribution is likely to be observed in the corresponding time series. Therefore, we propose to use the existence of a power-law distribution to help detect events from geo-tagged tweet streams in the next section.
V. APPLICATION IN EVENT DETECTION
This section aims to apply the previous finding of the correlation between the occurrence of an event and a powerlaw distribution in tweet streams for event detection. We first propose an algorithm Power-law basic and show that by checking power-law distributions alone, it can achieve comparable results to more complex algorithms that use semantic analysis in addition to spatial clustering, e.g., Geoburst [5] , a popular state-of-the-art event detection algorithm. Then we integrate semantic analysis with power-law verification, and show that this improved version, Power-law advanced, can achieve significantly better performance.
A. Power-law Basic: Power-law based Multi-scale Spatial Event Detection
We start with a brief problem definition of event detection from tweet streams. For a certain region R, given a stream of tweets T = {t 1 , t 2 , ..., t n } and a query window W = {t n−m+1 , t n−m+2 , ..., t n } (m is the number of tweets in W) that represents currently observed tweets, the aim is to identify a set of tweets T i ⊆ W that are associated with an event as close to where and when the event occurs as possible.
To solve the above problem, we propose to create a Quadtree (QT) for each W, the root of which represents the whole region R. If m exceeds the threshold m s , QT divides R into four equally sized sub-regions, and the process continues until the number of tweets in each leaf node is not larger than the threshold, or the depth of QT reaches the maximum value. Once the Quad-tree is built, the detection is run at all levels, which mitigates the impact of the arbitrary division of space.
Specifically, we check for the existence of a power-law distribution in each node of QT: for a node N, (1) collect tweets from all children nodes recursively (note that once a node is divided, it does not hold any tweet itself, as all its tweets are moved to one of the four child nodes); (2) divide the query window into multiple time intervals of d seconds, and count the number of tweets posted in each interval to generate the time series S (here d does not need to be 60 as in our previous experiments, e.g., a time series of tweets posted every 30 seconds should still follow a power-law distribution);
(3) fit a power-law model to S; (4) run the significance test and calculate the p-value; (5) reject the power-law hypothesis if the p-value is less than 0.05, otherwise create a new event with all the tweets and append it to the final result; (6) repeat (1)-(5) for each child node at the lower levels, so that an event can be detected as close to where it happens as possible.
1) Delay in the Validation of a Power-law Distribution:
An important question is: how many data points need to be observed (n min ), i.e., the minimum length of the time series, or the delay, to verify a power-law distribution? The answer impacts two important parameters in the above algorithm: the length of the query window, l (in seconds; l is different from m, which is the number of tweets in a query window), and the length of the time interval, d (in seconds), since n min = l/d. For example, if n min = 100 and l = 600, then in order to obtain 100 data points from each query window, the algorithm divides the window into 100 intervals, i.e., counts the number of tweets posted every 6 seconds.
Our experiments on datasets D 1 − D 31 suggest that when l and d are chosen properly, so that the majority of the elements in the time series are above zero, then the powerlaw distribution can be verified using the first 60 data points, i.e., n min = 60. Normally, a larger value of n min contributes to a lower false positive rate, but too large a value causes few events to be found, which decreases the precision. In our experiments, we set 60 ≤ n min ≤ 300 and 1200 ≤ l ≤ 3600.
B. Experimental Verification
In order to demonstrate the performance of the above algorithm, we have tested it against Geoburst on three datasets: (1) all geo-tagged tweets from Melbourne in Jan 2017, with a size of 23.3K; (2) all geo-tagged tweets from Los Angeles between 9 February and 22 February 2019, with a size of 13.2K; and (3) all geo-tagged tweets from Sydney between 12 February and 5 April 2019, with a size of 28.4K.
1) Quantitative Analysis: Depending on the density of the data, the parameters are chosen as follows to ensure that there are an appropriate number of tweets in each query window, and sufficient elements in the generated time series are above zero: (1) for the dataset collected from Melbourne, each query window is set to 30 minutes, i.e., l = 1800, n min is set to 80, and m s = 15; (2) for the dataset collected from LA, l = 1200, n min = 150, and m s = 50; (3) for the dataset collected from Sydney, l = 3600, n min = 100, and m s = 50. To make the results comparable, we set the query window to be of the same length for Geoburst, and all other parameters take the default values in the code shared by the author. For each of the three datasets, we run both algorithms on consecutive query windows covering the whole period. Fig. 3 presents the performance comparison between the two algorithms, which suggests that even though Power-law basic does not check the content of each tweet, it achieves comparable performance with Geoburst, in terms of both precision and recall. Note that since the ground truth of the three datasets are not given, it is difficult to calculate the true recall. Therefore, we adopt a similar approach as in [6] , [7] and calculate the pseudo recall = N true /N total , where N true is the number of true events detected by a method, and N total is the number of true events detected by all methods, plus the events hand-picked by us that occurred during the query periods within the chosen cities, including festivals, sport games, natural disasters, etc. Note also that the validity of each event is checked manually.
However, we are not claiming that it is sufficient to detect events just by checking the existence of a power-law distribution, and we improve the algorithm in the next subsection.
C. Power-law Advanced: Combining Semantic Analysis with Power-law Verification
In order to further improve the performance of the proposed method, we investigate how semantic information can be incorporated to the event detection algorithm.
A common class of existing methods that use semantic information is clustering based approaches, where the first step is to cluster tweets according to their semantic, spatial, temporal, frequency information, etc., and then generate a list of event candidates. Once the candidates are found, the second step is to remove non-event clusters among them. Our finding in this paper suggests that checking the existence of a powerlaw distribution can be used in the second step to test whether a cluster of tweets are about a real event or not.
In order to demonstrate the feasibility of the above approach, we design an algorithm Power-law Advanced that combines fastText (the latest word embedding tool developed by Facebook) [14] , BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) [15] , and power-law verification, where fastText is for embedding the tweets so that semantically similar tweets would also end up close in the vector space, and BIRCH is for clustering the generated vectors. These two methods are chosen for demonstration purposes only, and they can be replaced by other alternatives.
In addition, sliding windows are used: the algorithm keeps the latest N SW query windows, performs event detection, and discards the oldest window while collecting new tweets. In the following experiment, N SW is set to 6, and the size of a query window is set to 30 minutes.
Specifically, the algorithm works as follows:
Embedding. The same NLP tool [16] as mentioned in [5] is used to extract entities and noun phrases from the tweets. These generated keywords are then embedded with the fastText algorithm, and each tweet is represented by the average value of the vectors from all its keywords. A pretrained fastText model is used in our experiment, and it is re-trained incrementally with the new tweets. The re-training is done in parallel, and hence does not delay the detection. Note that the spatial and temporal information is not included in the embedding since the Quad-tree and sliding windows ensure the similarity in terms of space and time.
Clustering. Once the tweets are embedded into vectors, we use the BIRCH algorithm to cluster the vectors. The most important parameter in BIRCH is the threshold of the cluster radius. In our experiment we do not directly set a fixed value. Instead, we start with a value close to zero, and increase it by a small step size until either (1) less than 5% of all items are in small clusters, i.e., clusters with a size less than 10, or (2) over half of the items are in the largest cluster.
Power-law detection. The third step is to detect any powerlaw distribution within each cluster. Note that a Quad-tree is still built and maintained, and the detection is run at all levels to mitigate the impact of the arbitrary division of space.
Verification. If any event candidate is found in the last step, we further collect tweets from the verification window which is set to 5 minutes in our experiment, and repeat the above three steps. The only difference is that the keywords are no longer used, and the original text of each tweet is directly embedded-the rationale is to ensure that both the keywords and texts are semantically close within a cluster. Each event candidate from the last step is then checked against each cluster found in this step. If any two of them share more than half of the tweets, they are considered as a match. If no match is found for a candidate, it will be removed. The verification process is done three times, and an event candidate has to pass all three of them.
Final clean-up. To further decrease the false positive rate, the last step extracts the top X(= 10) hashtags and mentions for each cluster, and if more than half of the tweets contain any of these keywords, the cluster is considered as an event.
We test the above algorithm on the same three datasets, and as can be seen in Fig. 3 , this semantic analysis enhanced power-law verification method increases both the precision and the recall in most cases.
In summary, this section has demonstrated that the naive algorithm of checking the existence of a power-law distribution can achieve comparable results against more advanced event detection methods, and its performance can be significantly improved by integrating with semantic analysis.
VI. RELATED WORK
This section briefly reviews the previous work on event detection from social media. Specifically, we summarise two types of algorithms: clustering based and anomaly based. In addition, multiscale event detection is also considered.
A. Clustering based Event Detection
This type of detection method takes into consideration all or a subset of temporal, spatial, semantic, frequency and user information to cluster the tweets [5]- [7] , [17] - [21] . However, since the generated clusters may correspond to non-events, normally another step is taken to eliminate false positives, e.g., by ranking the candidates based on certain criteria, or training a classifier to decide whether a candidate is a real event.
B. Anomaly based Event Detection
This type of method aims to identify abnormal observations in word usage, spatial activity, sentiment levels, etc. For example, Valkanas and Gunopulos [22] , [23] use sentiment analysis for event detection, which is based on the idea that the sentiment level fluctuates as people respond to an event to express their opinions.
C. Multiscale Event Detection
Running event detection on a fixed spatial resolution may not help in finding events at different scales. For example, using low resolution spatial data might only capture events occurring on the state or the country level, while high resolution data can help detect events at community or city scales. Therefore, another stream of work intends to detect events at different space resolutions, to better adapt to the unpredictability of real-life events [24] , [25] . For example, Dong et al. [24] explore the properties of the wavelet transform for the detection of events at different spatio-temporal scales.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we have (1) verified in more than 30 datasets the existence of self-similarity in the time series of the number of geo-tagged tweets posted within a short time interval from a certain region; (2) demonstrated that a power-law distribution is much more likely to be observed in tweet streams when an event occurs; (3) proposed two event detection algorithms: Power-law basic and Power-law advanced. Power-law basic examines power-law distributions at multi-spatial scales, without checking the content of each tweet. Power-law advanced improves the algorithm by incorporating semantic analysis via word embedding, and our results demonstrate that it can significantly increase both the precision and the recall.
For future work, we will explore other potential ways for embedding and clustering to futher improve the performance of the event detection algorithm. Specifically, in terms of embedding, we are considering (1) dispensing with the Quad-tree and directly embed the location information; (2) representing a tweet using other methods rather than the average value of the vectors for each word that it contains.
