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Resumo
Neste trabalho discutimos modelos classicos para sistemas macroscopicos dissipativos e
sua contrapartida qua^ntica, segundo a abordagem em que se considera uma partcula
(sistema microscopico) em interac~ao com um banho termico constitudo por uma colec~ao
de osciladores harmo^nicos acoplados (reservatorio). Com tal objetivo, fazemos uma re-
vis~ao crtica dos trabalhos que deram origem a chamada equac~ao de Langevin qua^ntica
para uma partcula browniana, bem como construmos a Equac~ao Mestra, que governa a
evoluc~ao do sistema microscopico. Para essa equac~ao, incorporamos os efeitos de tempe-
ratura atraves da teoria de campos a temperatura nita, Thermoeld Dynamics (TFD),
redenindo adequadamente o vacuo do sistema macroscopico. Realizamos uma aplicac~ao
do formalismo apresentado descrevendo uma partcula browniana interagindo com um
banho termico, considerando este como um campo escalar homoge^neo.
Palavras-Chave: Modelo FKM, Thermoeld Dynamics, equac~ao mestra, oscila-
dores harmo^nicos, reservatorio termico, propagadores, campo escalar.
Areas do conhecimento: 1.05.03.00-5 Fsica das partculas elementares e cam-
pos.
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Abstract
In this monograph we discuss classical models for macroscopic dissipative systems and
their counterparts, following an approach where one considers a particle (microscopic
system) interacting with a thermal bath composed by an assembly of coupled oscillators
(reservoir). For this purpose, we critically review the works that originated the so-called
Quantum Langevin Equation for the brownian particle, and construct the Master Equation
that governs the evolution of the microscopic system. In such way we incorporate nite
temperature eects via Thermoeld Dynamics (TFD), suitably redening the vacuum of
the macroscopic system. As an application, we consider a heat bath interacting with a
brownian particle as a homogeneous scalar eld.
Palavras-Chave: FKM Model, Thermoeld Dynamics, master equation, harmo-
nic oscillators, reservoir, propagators, scalar eld.
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INTRODUC ~AO
Ha cem anos Langevin propo^s, de maneira fenomenologica, a equac~ao que leva seu nome,
com o objetivo de descrever o movimento browniano. Este feno^meno e particularmente
interessante, pois ha uma enorme variedade de situac~oes fsicas onde ele ocorre, evidenci-
ando as utuac~oes estatsticas que surgem em um sistema em equilbrio termico [1, 2, 3].
Por outro lado, a existe^ncia de utuac~oes relaciona-se intimamente com os feno^menos onde
ocorre a dissipac~ao de energia e irreversibilidade. Mesmo na fsica classica, a descric~ao
de um processo irreversvel n~ao e uma tarefa trivial. Pode-se introduzir dissipac~ao em
equac~oes microscopicas, adicionando-se termos fenomenologicos, exatamente como o fez
Langevin, tais como um amortecimento dependente da velocidade  _x(t) ( > 0) em um
oscilador harmo^nico amortecido forcado:
x(t) +  _x(t) + !2x(t) = f(t):
Fazendo a transic~ao para a meca^nica qua^ntica, o objetivo da teoria qua^ntica da dissipac~ao
e formular teorias microscopicas do comportamento irreversvel de sistemas qua^nticos.
Colocando de forma mais simples, o interesse e entender melhor processos tais como atrito
ou amortecimento em um nvel microcopico. Isto requer basicamente lidar com interac~oes
em sistemas qua^nticos que usualmente est~ao fora do equilbrio [4].
O estudo da dina^mica de um sistema qua^ntico interagindo com um reservatorio n~ao
e novo na fsica, mas tem se mantido, ate hoje, um problema importante. Ao longo do
tempo houve varias tentativas de se descrever o comportamento de sistemas microscopicos,
tais como a Equac~ao de Boltzmann e a ja citada Equac~ao de Langevin, a qual leva em
considerac~ao forcas aleatorias que atuam sobre o sistema em estudo. Na mesma linha,
surge a Equac~ao de Liouville e, por ultimo, utilizando-se o formalismo do operador den-
sidade, pode-se construir a Equac~ao de Fokker-Planck para densidades de probabilidade
e a chamada Equac~ao Mestra. A abordagem mais bem sucedida de sistemas qua^nticos
com dissipac~ao faz menc~ao a teorias de sistema-banho termico. A ideia principal desta
abordagem consiste em: (i) dividir o universo em duas partes: uma na qual estamos re-
almente interessados e a outra, o restante; (ii) chamando essas duas partes de sistema
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e reservatorio, respectivamente, identicar a interac~ao entre ambas, e (iii) derivar ent~ao
uma teoria efetiva para o sistema de interesse. Nesta abordagem, a escolha favorita para
o reservatorio e uma colec~ao de osciladores harmo^nicos acoplados [5]. A interac~ao entre
o sistema (geralmente, um oscilador tambem) e o reservatorio e do tipo linear, de forma
a simplicar os calculos [6]. Para um numero nito de osciladores que comp~oem o reser-
vatorio, o movimento do sistema (oscilador) deve ser periodico, envolvendo um perodo
grande T . O tempo T transcorrido ate que o sistema retorne ao seu estado inicial e
chamado tempo de Poincare [4].
Um ponto de fundamental importa^ncia e a escolha adequada de uma escala temporal
para a analise do problema. Para tempos pequenos, t T , a dina^mica efetiva do sistema
assemelha-se muito a dina^mica que se esperaria de um sistema amortecido: a soma de
muitos termos oscilatorios com coecientes aleatorios proximos decai como uma func~ao
do tempo t. Na maioria dos casos, T e muito grande, sobretudo quando fazemos o numero
de osciladores do banho termico N crescer a innito. Isto signica que podemos ignorar
o tempo de Poincare do sistema, que se comporta ent~ao, nessa escala de tempo, como um
sistema com dissipac~ao. Pode-se observar ainda, neste caso, que o sistema global \sistema
+ reservatorio" e reversvel (considerando o tempo de Poincare), enquanto que o sistema
isoladamente apresenta irreversibilidade na escala de tempo t T .
Exemplos tpicos de aplicac~ao das teorias de sistema-banho termico est~ao em optica
qua^ntica, tais como eletrodina^mica de cavidades e sistemas ato^micos interagindo com
campos de radiac~ao [7] , areas bastante difundidas e muito ricas em feno^menos de interesse
na fsica atual.
Atenc~ao especial deve tambem ser dedicada a obtenc~ao das medias estatsticas dos ob-
servaveis fsicos. Alem dos procedimentos usuais da meca^nica estatstica, pode-se contar
com os metodos tpicos de teoria de campos a temperatura nita. Dentre estes, nos e de
particular interesse o formalismo de tempo real, conhecido como Thermoeld Dynamics
(TFD) [8]. A ideia basica por tras da TFD e adicionar temperatura ao sistema atraves de
valores esperados em estados dependentes da temperatura; isso envolve, por construc~ao, a
duplicac~ao dos graus de liberdade do sistema. Contudo, todas as relac~oes do formalismo
a temperatura zero permanecem validas. Tais estados dependentes da temperatura s~ao
construdos atraves de uma transformac~ao de Bogoliubov analoga a transformac~ao corres-
pondente a estados squeezed de dois modos. Hoje em dia, a TFD e utilizada em diversas
areas da fsica tais como da materia condensada [9], fsica nuclear, fsica de partculas,
optica qua^ntica e cosmologia.
Os sistemas qua^nticos dissipativos podem ser descritos utilizando o formalismo do
operador densidade construindo a Equac~ao Mestra, conforme mencionado. Nesta linha,
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Cohen-Tannoudji et al [10] derivaram perturbativamente a Equac~ao Mestra, tratando
tambem do caso especial onde o sistema microscopico e um oscilador harmo^nico e o banho
termico e constitudo por uma colec~ao de osciladores acoplados. Tal sistema e o foco deste
trabalho que esta organizado da seguinte maneira.
No Captulo 1, realizamos uma analise do modelo FKM, que se tornou celebre na
literatura por ser considerado o primeiro trabalho onde a deduc~ao correta da equac~ao de
Langevin qua^ntica foi efetuada. A seguir, no Captulo 2, apresentamos a seque^ncia dos
trabalhos de Ford e colaboradores, na formulac~ao do modelo do Oscilador Independente
para a obtenc~ao da Equac~ao de Langevin.
No Captulo 3, apresentamos a teoria de campos a temperatura nita na sua for-
mulac~ao de tempo real, conhecida como Thermoeld Dynamics (TFD), baseada numa
construc~ao via operadores, permitindo incorporar temperatura para o tratamento de sis-
temas qua^nticos em equilbrio termico. Assim, procedemos a construc~ao dos estados
termicos da TFD na representac~ao de numero, exemplicamos para o caso de osciladores
harmo^nicos, estabelecemos uma relac~ao com a teoria da medida de Schwinger e aplicamos
esse formalismo ao modelo FKM.
Apresentamos, no Captulo 4, a derivac~ao perturbativa de Cohen et al da Equac~ao
Mestra, estudando o caso de um sistema microscopico na presenca de um banho termico.
Neste processo, surgem naturalmente valores esperados de operadores, tomados sobre
estados do banho termico, os quais s~ao o ponto de partida para construirmos, de primeiros
princpios, uma equac~ao mestra dependente da temperatura.
No Captulo 5 derivamos a equac~ao mestra termica para um oscilador que descreve
uma partcula browniana em interac~ao com um conjunto de osciladores acoplados, assim
como obtemos a equac~ao para a evoluc~ao das populac~oes. Utilizamos ainda o formalismo
desenvolvido para tratar o reservatorio termico, que interage com uma partcula browni-
ana, como um campo escalar. Em ambos os casos aproveitamos um prototipo de interac~ao
sugerido pelo FKM, porem de forma mais geral, sem a aproximac~ao de onda girante.
Na parte nal apresentaremos as conclus~oes e perspectivas de nosso trabalho. Algumas
deduc~oes e discuss~oes adicionais s~ao deixadas para os ape^ndices, que podem ser omitidos
numa primeira leitura.
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Captulo 1
Equac~ao de Langevin Qua^ntica I - O
Modelo FKM
Neste captulo iremos apresentar e discutir o artigo de Ford, Kac e Mazur, de 1965 [11],
que versa sobre a meca^nica estatstica de uma colec~ao de osciladores acoplados. O objetivo
deste artigo e mostrar que um sistema de osciladores acoplados pode ser utilizado como
um modelo de banho termico. Mostra-se tambem que uma partcula (oscilador) acoplada
a este banho exibe (num limite apropriado) movimento browniano e, portanto, pode ser
descrita atraves da Equac~ao de Langevin. S~ao apresentados os tratamentos classico e
qua^ntico. Este artigo e o primeiro de uma \serie" de tre^s dos mesmos autores, que
tratam, em esse^ncia, do mesmo tema: a deduc~ao da Equac~ao de Langevin Qua^ntica. Ele
tornou-se celebre na literatura da area pois e considerado como o primeiro onde a Equac~ao
de Langevin (classica e qua^ntica) foi corretamente deduzida.
1.1 Introduc~ao
Neste trabalho Ford, Kac e Mazur prop~oem-se a estudar um modelo meca^nico simples,
com o objetivo de ganhar um entendimento mais profundo sobre os feno^menos associados
ao movimento browniano. Iniciam apresentando o programa a ser seguido:
(i) resolver as equac~oes de movimento da partcula browniana num banho termico; (ii)
assumir que as coordenadas e momentos iniciais do banho termico constituem um ensemble
cano^nico; (iii) mostrar que as coordenadas e momentos da partcula browniana, como
func~ao do tempo, representam processos estocasticos usuais.
Os autores comentam que este programa, que e atribudo a Gibbs, e bastante ambicioso
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e so pode ser levado a bom termo apenas para modelos muito simples.
Uma partcula browniana sob a ac~ao de uma forca externa F (t) obedece a equac~ao
_p =   p
m
+ E(t) + F (t); (1.1)
onde p = m _x e o momento da partcula,  e o coeciente de atrito (constante), e E(t)
e uma forca estocastica devido ao banho termico. Esta forca estocastica e um processo
estocastico puramente gaussiano caracterizado por
hE(t)i = 0 ; hE(t)E(t0)i = 2kBT(t  t0); (1.2)
onde T e a temperatura do banho termico e kB e a constante de Boltzmann. Observa-se
que a equac~ao de Langevin e dita `contrada' no sentido de que o banho termico e descrito
por apenas dois para^metros, o coeciente de atrito e a temperatura, e que apenas as duas
primeiras derivadas da posic~ao x da partcula browniana comparecem na equac~ao (ou seja,
n~ao ha efeitos de memoria).
1.2 Dina^mica de um Sistema de Osciladores Acoplados
O modelo FKM consiste de um sistema de 2N + 1 osciladores acoplados, com o hamilto-
niano
H =
1
2
NX
i= N
p2i +
1
2
NX
i;j= N
qiAijqj: (1.3)
Aqui qi e pi s~ao, respectivamente, a coordenada e o momento cano^nicos do i-esimo oscilador
de massa unitaria. A interac~ao entre os osciladores e caracterizada pela matriz simetrica
A, cujos elementos s~ao Aij. Ate aqui, nenhuma exige^ncia e feita sobre esta matriz, a n~ao
ser que ela n~ao possua autovalores negativos.
Valendo-se das equac~oes de Hamilton, _qj = @H=@pj e _pj =  @H=@qj, escrevem-se as
equac~oes de movimento para esse sistema na forma matricial
_q = p; _p =  Aq; (1.4)
onde p e q s~ao matrizes coluna de 2N + 1 linhas cujos elementos s~ao pj e qj, respecti-
vamente. A soluc~ao formal dessas equac~oes para osciladores e bem conhecida e pode ser
escrita como
q(t) = cos(A1=2t)q(0) +A 1=2sen(A1=2t)p(0)
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p(t) =  A1=2sen(A1=2t)q(0) + cos(A1=2t)p(0); (1.5)
onde cos(A1=2t) =
P1
n=0
( 1)n
(2n)!
Ant2n, smile para o seno. Sup~oem-se agora que no instante
inicial, t = 0, o sistema esteja em equilbrio termico a temperatura T , i.e, qi(0) e pi(0)
est~ao associados a distribuic~ao cano^nica
D (q(0);p(0)) =

2

 (2N+1)
(detA)1=2 e H(q(0);p(0)); (1.6)
onde  = 1=kBT e detA e o determinante da matriz A. Os autores salientam que ha
uma diculdade aqui, pois se A possuir autovalores nulos o seu determinante tambem
sera nulo; assumem, portanto, que A n~ao possui autovalores nulos. O valor esperado de
qualquer func~ao F (q(0);p(0)) e dado por
hF i =
Z
: : :
Z
dq N(0) : : : dqN(0)dp N(0) : : : dpN(0)
F (q(0);p(0))D (q(0);p(0)) : (1.7)
Em seguida, pergunta-se quais as propriedades das variaveis estocasticas qj(t) e pj(t)
que resultam de (1.5) com a distribuic~ao (1.6). O processo e gaussiano, pois (1.6) e
gaussiana e (1.5) e linear. Que o processo e estacionario segue do teorema de Liouville, que
estabelece a consta^ncia no tempo da distribuic~ao de probabilidades, i.e, D (q(t);p(t)) =
D (q(0);p(0)).
Sabe-se que as propriedades estatsticas de um processo gaussiano estacionario s~ao
completamente descritas por func~oes de correlac~oes de pares (segundo momento da dis-
tribuic~ao). No Ape^ndice A.1 mostramos que estas s~ao dadas por
hpk(0)pl(0)i = kBTkl;
hpk(0)ql(0)i = 0 ; (1.8)
hqk(0)ql(0)i = kBT

A 1

kl
;
e
hpk(t)pl(t+ )i = kBT

cos(A1=2)

kl
; (1.9)
hqk(t)pl(t+ )i =  kBT

A 1=2sen(A1=2)

kl
; (1.10)
hqk(t)ql(t+ )i = kBT

A 1 cos(A1=2)

kl
; (1.11)
onde a notac~ao [A 1]kl representa o elemento da k-esima linha e l-esima coluna da inversa
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da matriz A. Os autores reforcam que a correlac~ao da posic~ao (1.11) envolve o inverso de
A, que n~ao existe se qualquer um de seus autovalores for nulo.
Fixando-se a atenc~ao em um unico oscilador, p.ex., aquele com ndice '0', a auto-
correlac~ao do momento e
hp0(t)p0(t+ )i = kBT

cos(A1=2)

00
: (1.12)
Esta e a auto-correlac~ao de um processo gaussiano estacionario em uma variavel. E bem
conhecido [43] que tal processo e dito markoviano se e somente se a auto-correlac~ao e
uma exponencial decrescente, i.e,
hp0(t)p0(t+ )i = kBTe j j; (1.13)
onde  e uma constante positiva (escolhemos designa-la por  por raz~oes que car~ao
claras mais adiante). A proxima sec~ao sera dedicada a quest~ao de encontrar a matriz de
interac~ao A para a qual (1.12) assume a forma (1.13).
1.3 A Matriz de Interac~ao
Nesse modelo sup~oe-se que os 2N + 1 osciladores s~ao ide^nticos e que eles s~ao arranjados
em uma cadeia com condic~oes de contorno espacialmente periodicas. Isto signica que a
matriz de interac~ao A e uma matriz cclica e simetrica. Os elementos de tal matriz podem
ser escritos na forma
Amn =
1
2N + 1
NX
k= N
!2k e
i 2
2N+1
k(m n); (1.14)
onde a simetria de A requer que
!2k = !
2
 k: (1.15)
Entretanto, em nosso estudo, reconhecemos que uma matriz cclica escrita dessa forma
pode ser representada como um caso particular de uma Matriz de Toeplitz, que veremos
a seguir.
 Conforme alerta van Kampen [42], pag. 77, devemos tomar cuidado ao utilizar a designac~ao "mar-
koviano" para um processo fsico. Quando falamos em "processo", normalmente nos referimos a um
feno^meno que envolve o tempo. E em relac~ao a um processo entendido desta forma, n~ao faz sentido
dize^-lo markoviano ou n~ao, a menos que sejam especicadas as variaveis utilizadas para a sua descric~ao.
A "arte", segundo van Kampen, e encontrar aquelas variaveis que s~ao necessarias para tornar a descric~ao
do feno^meno (aproximadamente) markoviana. Cientes desse abuso de linguagem, daqui em diante iremos
utilizar (assim como os autores o zeram) a express~ao "processo markoviano".
1.3. A Matriz de Interac~ao 23
1.3.1 Matrizes Circulantes e de Toeplitz
Uma matriz de Toeplitz e uma matriz n  n, Tn = [tk;j; k; j = 0; 1; : : : ; n   1] onde
tk;j = tk j, i.e, a matriz pode ser escrita na forma
Tn =
266666664
t0 t 1 t 2 : : : t (n 1)
t1 t0 t 1 : : :
t2 t1 t0
...
...
. . .
tn 1 : : : t0
377777775
: (1.16)
Tais matrizes possuem diversas aplicac~oes em fsica, matematica e engenharia, e apare-
cem em estatstica, como soluc~oes de equac~oes diferenciais e integrais, em processamento
de sinais, etc (ver [12] e refere^ncias internas).
Um caso especial das matrizes de Toeplitz, que resulta de uma signicativa simpli-
cac~ao, s~ao as chamadas matrizes circulantes. Uma matriz circulante C possui a forma
Cn =
266666664
c0 c1 c2 : : : c(n 1)
cn 1 c0 c1 c2
...
cn 1 c0 c1
. . .
...
. . . c1
c1 : : : cn 1 c0
377777775
; (1.17)
onde cada linha/coluna e uma permutac~ao cclica da linha/coluna anterior. Sua estrutura
pode ser caracterizada observando-se que as entradas (k; j) de C s~ao dadas por Ck;j =
c(j k)modn, onde mod signica a operac~ao modulo.
Os autovalores  k e autovetores y
(k) de C s~ao soluc~oes de
Cy =  y; (1.18)
ou, equivalentemente, de n equac~oes de diferencas
m 1X
k=0
cn m+kyk +
n 1X
k=m
ck myk =  ym ; m = 0; 1; : : : ; n  1: (1.19)
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Trocando-se os ndices mudos da soma tem-se
n 1 mX
k=0
ckyk+m +
n 1X
k=n m
ckyk (n m) =  ym: (1.20)
Pode-se resolver estas equac~oes de diferencas da mesma forma que se resolvem equac~oes
diferenciais: supondo uma soluc~ao intuitiva e provando que ela e valida. Como a equac~ao
e linear e com coecientes constantes, uma soluc~ao razoavel seria yk = 
k. Substituindo
na equac~ao (1.20) e cancelando os m tem-se
n 1 mX
k=0
ck
k +  n
n 1X
k=n m
ck
k =  : (1.21)
Assim, escolhendo  n = 1, i.e,  e uma das n razes distintas complexas da unidade,
resulta o autovalor
 =
n 1X
k=0
ck
k; (1.22)
com o correspondente autovetor
y = N 1=2
 
1; ; 2; : : : ; m; : : : ; n 1
0
; (1.23)
onde  = e 2i=n e o linha denota a transposta. Sendo (m) uma das n-esimas raizes
complexas da unidade, (m) = e
 2im=n  m, o autovalor sera
 m =
n 1X
k=0
cke
 2imk=n; (1.24)
e o autovetor
y(m) =
1p
n
 
1; : : : ; e 2im=n; : : : ; e 2i(n 1)=n
0
: (1.25)
Assim, da equac~ao de autovalores, temos
Cy(m) =  my
(m) ; m = 0; 1; : : : ; n  1: (1.26)
Aqueles com alguma familiaridade no assunto reconhecer~ao que a equac~ao (1.24) repre-
senta a Tranformada Discreta de Fourier (TDF) da seque^ncia fckg, muito utilizada em
problemas de engenharia de controle. Agora podemos retornar a matriz de interac~ao do
FKM.
De posse desses ingredientes, voltamos a (1.14), que nos reconhecemos tratar-se de
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uma matriz circulante e simetrica. Utilizando a formula para o delta de Kronecker
NX
s= N
ei
2
2N+1
s(m n) = (2N + 1)m;n ;  N  (m;n)  N;
aplicamos a TDF aos elementos da matriz A,X
s
Ase
i 2
2N+1
ks =
1
2N + 1
X
k0
X
s
!2k0e
 i 2
2N+1
k0sei
2
2N+1
ks
=
X
k0
!2k0k;k0 = !
2
k:
Assim, vale a equac~ao de autovalores
Ay(s) = !2sy
(s); (1.27)
onde o autovetor y(s) e um vetor coluna de 2N + 1 linhas, cujos elementos s~ao
y(s)n =
1p
2N + 1
e
2i
2N+1
s n ; (1.28)
o que e equivalente a (1.25).
Agora, se F (A) e uma func~ao da matriz A, ent~ao
[F (A)]m;n =
1
2N + 1
NX
k= N
F (!2k) e
i 2
2N+1
k(m n): (1.29)
Observa-se que o caso especial de interac~oes de primeiros vizinhos e aquele para o qual
!2s = 4!
2
0 sen
2

s
2N + 1

: (1.30)
Vamos abrir aqui um pare^nteses com o objetivo de explorar um pouco mais esta equac~ao.
1.3.2 Cadeia de Osciladores Acoplados
Este e um sistema fsico de interesse e amplamente estudado [13]. Considere-se um sistema
composto por 2N + 1 partculas de massa m, ligadas por molas de constante k. Sua
lagrangiana e dada por (ver Saletan, pag.187 [14], Marion, sec~ao 12.4, pag.466 [15] e
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Kotkin e Serbo, sec~ao 7 [16])
L =
1
2
NX
 N
_x2j  
1
2
k
N 1X
 N
(xj   xj+1)2; (1.31)
onde a segunda soma corre sobre as molas, e n~ao sobre as partculas.
A equac~ao de movimento obtida a partir desta lagrangiana e (considerando-se as partculas
intermediarias da cadeia)
xj   !20(xj 1   2xj + xj+1) = 0 ;  N + 1  j  N   1; (1.32)
onde !0 e a freque^ncia natural, dada por !
2
0 = k=m.
Esse sistema e propcio a propagac~ao de pulsos na forma de ondas, e, portanto, pro-
curaremos por soluc~oes do tipo modos normais, com a forma de onda,
xj(t) = Be
i(kaj !t); (1.33)
onde B e a amplitude da onda e a e o comprimento de cada mola relaxada. Substituindo
a soluc~ao em (1.32) e resolvendo para ! temos
!2 = !20 [2(1  cos ka)] ;
o que fornece a relac~ao de dispers~ao entre ! e k
!2 = 4!20sen
2

ka
2

: (1.34)
De outra forma, considerando uma soluc~ao complexa na forma de ondas estacionarias, e
mudando ligeiramente a notac~ao (ver Kotkin, sec~ao 7 [16])
xn = Be
i(!tn'): (1.35)
Aplicando condic~oes de contorno cclicas (espacialmente periodicas) para 2N+1 partculas,
(n =  N; : : : ; 0; : : : ; N , ou n = 0; 1; : : : ; 2N), x0 = x2N+1, temos, para a parte real de
(1.35),
x0 = x2N+1 ! B cos!t = B cos (!t (2N + 1)') ; (1.36)
o que nos leva a
's =  2
2N + 1
s ; s = 0; 1; 2; : : : ; 2N: (1.37)
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Voltando a relac~ao de dispers~ao, equac~ao (1.34), obtemos a relac~ao (1.30).
Fechando este pare^nteses e voltando ao nosso problema, consideraremos agora o limite
N ! 1, i.e, uma cadeia innita. Fazendo a hipotese adicional de que !2s e uma func~ao
que varia lentamente com s, ent~ao (1.14) torna-se
Amn =
1
2
Z 
 
f()ei(m n)d; (1.38)
onde foi denida a variavel  = 2k=(2N + 1). Sendo
f()  !
2
k
k
jk=(2N+1)=2; (1.39)
uma func~ao par e sen [(m  n)] mpar, tem-se
Amn =
1
2
Z 
 
f() cos[(m  n)]d: (1.40)
A relac~ao (1.29) torna-se, neste limite,
[F (A)]m;n =
1
2
Z 
 
F (f()) cos[(m  n)]d: (1.41)
A essa altura os autores se dizem preparados para voltar ao problema posto no nal
da ultima sec~ao, ou seja, o de encontrar a matriz de interac~ao A para a qual

cos
 
A1=2t

00
= e jtj: (1.42)
Usando (1.29) para m = n = 0, com a escolha [F (A)]00 = cosA
1=2t, de modo que
F (!2k) = cos!kt:
[F (A)]00 =
1
2N + 1
X
k
cos!kt;
e ve^-se que, para uma matriz nita,

cos
 
A1=2t

00
=
1
2N + 1
X
k
cos(!kt) : (1.43)
Mas, para qualquer escolha de !k, n~ao e possvel que esta func~ao assuma a forma (1.42).
Entretanto, no limite de N grande, pode-se usar (1.41) que fornece

cos
 
A1=2t

00
=
1
2
Z 
 
cos
 
f 1=2()t

d: (1.44)
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Considerando a condic~ao imposta (1.42), esta torna-se uma equac~ao integral para f(),
cuja soluc~ao e
f() = 2tg2(=2); (1.45)
que pode ser vericada por substituic~ao direta.
Todavia, quando (1.45) e substituda em (1.40) a express~ao diverge. Para contornar
esta diculdade, os autores empregam um segundo processo de limite, denindo
f!L =
(
2tg2(=2); se jj < L
0 se L  jj  
(1.46)
onde
!L  tg(L=2); (1.47)
e um corte de alta freque^ncia no espectro de auto-freque^ncias que garante que os elementos
de matriz (1.14) ser~ao nitos. Este corte na freque^ncia corresponde a um \tempo de
interac~ao microscopico", ! 1L , que e assumido ser muito pequeno comparado com o \tempo
de relaxac~ao macroscopico",  1. O resultado (1.42) vale apenas no limite !L ! 1.
Alternativamente, pode-se dizer que para !L   (aproximac~ao de amortecimento fraco,
conforme veremos) o resultado (1.42) vale para tempos grandes comparados com ! 1L . Mais
adiante, neste trabalho, reconheceremos essa como a aproximac~ao \coarse-graining" em
outra abordagem. Observamos aqui, novamente, a importa^ncia da escolha de uma escala
temporal adequada para a analise do feno^meno: unicamente dentro de um intervalo de
tempo t, onde vale
! 1L  t   1 ;
e que a condic~ao (1.42) tem validade e, portanto, o processo torna-se markoviano. Re-
sumindo, esse modelo e aquele no qual os elementos da matriz de interac~ao s~ao dados
por (1.38) com f() dada por (1.46), com !L  . Se em (1.44) zermos a mudanca de
variaveis ! = tg(=2), encontramos

cos
 
A1=2t

00
=
1

Z !L
 !L
 cos(!t)
!2 + 2
d!: (1.48)
No limite !L !1 esta express~ao torna-se e jtj (ver Ape^ndice B.1) e, portanto, o processo
gaussiano p0(t) torna-se tambem markoviano.
Na sec~ao seguinte, apresentamos a quantizac~ao cano^nica da Equac~ao de Langevin, via
princpio da corresponde^ncia.
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1.4 A Equac~ao de Langevin
Tendo visto que este modelo levou a um processo estocastico gaussiano e markoviano para
uma colec~ao de osciladores acoplados, os autores se perguntam se este modelo leva tambem
a uma Equac~ao de Langevin para o movimento de uma partcula acoplada a um banho
termico constitudo de tais osciladores. Nesta sec~ao reproduziremos a demonstrac~ao de
Ford, Kac e Mazur de que este e, de fato, o caso.
Eles iniciam selecionando, da cadeia de 2N + 1 osciladores, a partcula com ndice `0'
para ser a partcula browniana; os 2N osciladores restantes representam o banho termico.
Conforme veremos mais adiante, este procedimento sera alvo de controversia entre alguns
autores. A forca externa sobre a partcula e denotada por F (t)  F (q0(t)). Se denirmos
F (t) como sendo uma matriz coluna de 2N + 1 linhas cujos elementos s~ao todos nulos,
exceto o `0'-esimo elemento, que e F (t), ent~ao as equac~oes de movimento para a partcula
acoplada ao banho termico s~ao
_q = p; _p =  Aq+ F(t): (1.49)
A soluc~ao formal dessas equac~oes e (ver Ape^ndice B.2)
q(t) = cos(A1=2t)q(0) +A 1=2sen(A1=2t)p(0) +
+A 1=2
R t
0
F (t0)sen
 
A1=2(t  t0) dt0; (1.50)
e
p(t) =  A 1=2 sin(A1=2t)q(0) + cos(A1=2t)p(0) +
+
Z t
0
F (t0) cos
 
A1=2(t  t0) dt0: (1.51)
Tomando agora o `0'-esimo elemento de (1.49) para _p(t), i.e., _p0(t) =  
P
j [A]0j q0(t) +
F (t), e substituindo (1.50) para q0(t), elimina-se p0(t) a m de separar a contribuic~ao
da auto-interac~ao do `0'-esimo oscilador da interac~ao deste com as partculas do banho
termico, obtendo
_p0(t)  F (t) =  

A1=2sen(A1=2t)

00
[cos(A1=2t)]00
p0(t) +
 
X
j
 
A1=2sen(A1=2t)

00
[cosA1=2t)]00

A1=2sen(A1=2t)

0j
+

A cos(A1=2t)

0j
!
qj(0)
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 
X
j 6=0
 
A1=2sen(A1=2t)

00
[cos(A1=2t)]00

cos(A1=2t)

0j
  A1=2sen(A1=2t)
0j
!
pj(0)
+

A1=2 sin(A1=2t)

00
[cos(A1=2t)]00
Z t
0

cos
 
A1=2(t  t0)
00
F (t0)dt0
 
Z t
0

A1=2sen
 
A1=2(t  t0)
00
F (t0)dt0 ; (1.52)
resultado este que pode ser reescrito na forma
_p0   F (t) =  (t)p0(t) + E(t) +
+
Z t
0
[(t)  (t  t0)] : cos  A1=2(t  t0)
00
F (t0)dt0; (1.53)
onde
(t) =

A1=2sen(A1=2t)

00
[cos(A1=2t)]00
=   d
dt
ln

cos(A1=2t)

00
; (1.54)
e
E(t) =  
X
j

(t)

A1=2sen(A1=2t)

0j
+

A cos(A1=2t)

0j

qj(0) +
+
X
j

(t)

cos(A1=2t)

0j
  A1=2sen(A1=2t)
0j

pj(0): (1.55)
Como podemos notar, o coeciente de p0(0) anula-se na express~ao (1.55). A equac~ao (1.53)
e a equac~ao de movimento para a partcula browniana. O lado direito e a forca lquida
exercida sobre a partcula browniana pelas outras partculas, i.e, pelo banho termico. O
primeiro termo representa a forca de atrito, com o coeciente de atrito (t) dependente do
tempo; o segundo termo representa a forca utuante E(t), dependente do estado inicial do
banho termico, e o terceiro termo representa o efeito de memoria, dependente da historia
passada de movimento da partcula browniana.
Em seguida os autores sup~oem que a interac~ao entre a partcula browniana e o ba-
nho termico e invariante sob translac~oes (mais adiante veremos que esta hipotese requer
algumas observac~oes). Consequentemente,X
j
Aij = 0; (1.56)
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o que implica que (1.55) pode ser reescrita como
E(t) =  
X
j 6=0

(t)

A1=2sen(A1=2t)

0j
+

A cos(A1=2t)

0j

(qj(0)  q0(0)) +
+
X
j 6=0

(t)

cos(A1=2t)

0j
  A1=2sen(A1=2t)
0j

pj(0): (1.57)
Assim, a forca utuante depende unicamente das coordenadas iniciais das partculas do
banho termico em relac~ao as coordenadas iniciais da partcula browniana, e e independente
da coordenada e momento iniciais da partcula browniana.
Voltamos agora ao modelo da matriz de interac~ao A discutida na sec~ao anterior, cujos
elementos s~ao dados por (1.38), e f() dado por (1.46) no limite !L  . Para esse
modelo vale a condic~ao (1.42) e, de (1.54), (t) = . Vemos que neste limite o coeciente
de atrito  e igual a constante  da Equac~ao de Langevin - da o motivo da nossa escolha
em (1.13). Isto implica que o ultimo termo de (1.53) - o termo de memoria - anula-se
nesse limite.
Portanto, (1.53) assume a forma da conhecida Equac~ao de Langevin
_p0   F (t) =  p0(t) + E(t); (1.58)
com a `forca de Langevin' dada por
E(t) =  
X
j

A1=2sen(A1=2t) +A cos(A1=2t)

0j
qj(0) +
+
X
j

cos(A1=2t) A1=2sen(A1=2t)
0j
pj(0): (1.59)
As propriedades estatsticas de E(t) tornam-se (novamente, no limite N !1 e !L  )
aquelas de um processo puramente gaussiano e aleatorio. Isto depende, e claro, das
hipoteses estatsticas a respeito das coordenadas e momentos iniciais.
Com o objetivo de impor que em t = 0 o banho termico esteja em equilbrio termico
a temperatura T , os autores sup~oem que a distribuic~ao inicial e a cano^nica, eq. (1.6).
Entretanto, eles observam que isto e, estritamente falando, impossvel, desde que (1.56)
implica que !0 = 0, e portanto detA = 0, i.e, a distribuic~ao cano^nica torna-se impropria.
Ford, Kac e Mazur contornam este problema modicando a matriz A para
A+ "NI; (1.60)
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onde I e a matriz identidade, "N e positivo para todo N nito, com "N ! 0 para N !1
sucientemente rapido. Os autores alertam o leitor que utilizaram o mesmo smbolo A
para denotar tre^s matrizes diferentes - (1.14), (1.38) no limite !L   e (1.60) - que n~ao
devem ser confundidas.
Sendo a distribuic~ao (1.6) de qj(0) e pj(0) gaussiana, E(t) e um processo gaussiano.
Utilizando (1.8), obtemos para a func~ao de correlac~ao de E(t)
hE(t)E(t0)i = kBT

( +A) cosA1=2(t  t0)
00
: (1.61)
Usando agora (1.44) e a substituic~ao ! =  tan =2 de (1.48), temos
hE(t)E(t0)i = kBT
2
Z 
 
(2 + 2tg2(=2)) cos (tg(=2)(t  t0)) d
=
kBT

Z 1
 1
cos(!(t  t0))d!: (1.62)
E, da representac~ao da delta de Dirac, chegamos a
hE(t)E(t0)i = 2kBT(t  t0): (1.63)
Assim, E(t) e um processo gaussiano estocastico e (1.58) e a Equac~ao de Langevin para
o movimento browniano. Para que a equac~ao (1.53) torne-se a Equac~ao de Langevin s~ao
apontadas tre^s condic~oes: (i) o coeciente de atrito  deve ser independente do tempo;
(ii) o processo estocastico E(t) deve corresponder a um processo gaussiano puramente
aleatorio, e, (iii) os efeitos de memoria devem desaparecer.
1.5 Dina^mica de Osciladores Qua^nticos Acoplados
Nesta sec~ao apresentamos a discuss~ao de Ford, Kac e Mazur sobre as modicac~oes necessa-
rias para uma descric~ao qua^ntica do movimento dos osciladores acoplados. Os mesmos
constatam que a maioria dos procedimentos e resultados desenvolvidos anteriormente per-
manecem inalterados neste caso. Em particular, o hamiltoniano (1.3) da sec~ao 2.2 n~ao
muda, mas agora as coordenadas qi e momentos pj s~ao operadores cujas relac~oes de co-
mutac~ao s~ao dadas por
[qi; qj] = [pi; pj] = 0 ; [qi; pj] = i~ij: (1.64)
As equac~oes de movimento (1.4) s~ao equac~oes de movimento na representac~ao de Heisen-
1.5. Dina^mica de Osciladores Qua^nticos Acoplados 33
berg, e suas soluc~oes relacionam os operadores de Heisenberg num tempo t e no instante
inicial.
Em t = 0 os autores assumem que o sistema esta em equilbrio a temperatura T .
Numa descric~ao qua^ntica, isto signica que o estado inicial do sistema e descrito pela
matriz densidade correspondente ao ensemble cano^nico
 (q(0); p(0)) = e H(q(0);p(0)): (1.65)
O valor esperado de qualquer func~ao F (q(0); p(0)) dos operadores q(0) e p(0) e dado por
hF i  Tr [F (q(0); p(0))  (q(0); p(0))]
Tr [ (q(0); p(0))]
: (1.66)
Como no caso classico, s~ao consideradas as propriedades dos operadores estocasticos
qi(t) e pi(t) que resultam da equac~ao de movimento e da matriz densidade inicial. Estas
propriedades s~ao descritas em termos das func~oes de correlac~ao, a mais simples sendo as
func~oes de correlac~ao de pares (ver Ape^ndice A.2). Estas s~ao dadas por
hqj(t)pk(t+ )i =

~
2
A1=2

 ctgh

~A1=2
2kBT

sen(A1=2) + i: cos(A1=2)

jk
;
hqj(t)qk(t+ )i =

~
2
A 1=2

ctgh

~A1=2
2kBT

cos(A1=2) + i:sen(A1=2)

jk
;
hpj(t)pk(t+ )i =

~
2
A1=2

ctgh

~A1=2
2kBT

cos(A1=2) + i:sen(A1=2)

jk
): (1.67)
Observa-se que as func~oes de correlac~ao dependem somente da variac~ao temporal  =
t0   t. Alem disso, no limite ~ ! 0 (~!  kBT ), estas express~oes tornam-se ide^nticas as
express~oes classicas.
Correlac~oes de um numero mpar de q's e p's anulam-se; correlac~oes de um numero
par de q's e p's s~ao iguais a soma do produto de correlac~oes de pares, sendo a soma sobre
todos os pares possveis de operadores, com a ordem preservada.
Os autores ressaltam que ha muitas e, na verdade innitas, correlac~oes de operadores
qua^nticos que podem ser associadas as correlac~oes classicas, correspondendo a diferentes
ordenamentos dos operadores qua^nticos. Uma outra diculdade apontada advem do fato
de que o produto de dois operadores hermitianos que n~ao comutam n~ao e hermitiano
e, portanto, n~ao corresponde a um observavel fsico. Isto pode ser visto explicitamente
nas correlac~oes (1.67), que s~ao func~oes complexas, enquanto que o valor esperado de um
observavel fsico deve ser real.
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Ford, Kac e Mazur resolvem tais diculdades utilizando uma convenc~ao para o produto
de operadores - o ordenamento normal - com as seguintes propriedadesy: (i) o produto e
independente da ordem dos operadores; (ii) o produto de um numero qualquer de operado-
res hermitianos e tambem hermitiano; (iii) a regra classica de decomposic~ao de correlac~oes
de ordens superiores em pares permanece valida.
Expandindo os operadores q(0) e p(0) em termos dos operadores para os modos nor-
mais (ver Apendice A.2), temos
q(0) = i
X
s
(s)

~
2!s
1=2
(as   as)
p(0) =
X
s
(s)

~!s
2
1=2
(as + a

s); (1.68)
onde (s) e o autovetor da matriz de interac~ao A e !2s e o seu autovalor associado.
A(s) = !2s
(s): (1.69)
O operador as e o operador de abaixamento para o s-esimo modo normal e a

s o correspon-
dente operador de levantamento, na representac~ao de numero. Suas relac~oes de comutac~ao
s~ao as usuais,
[as; a

r] = sr ; [as; ar] = [a

s; a

r] = 0: (1.70)
Os operadores dependentes do tempo s~ao expressos em termos de as e a

r, substituindo
(1.68) na soluc~ao formal das equac~oes dos osciladores (1.5), resultando em
q(t) = i
X
s
(s)

~
2!s
1=2
(ase
 i!st   asei!st) (1.71)
p(t) =
X
s
(s)

~!s
2
1=2
(ase
 i!st + ase
i!st):
O ordenamento normal dos operadores as e a

r e denido num produto onde a

r e escrito a
esquerda de as. Devido as relac~oes de comutac~ao (1.70), isto dene uma ordem unica. Um
produto normal de qj(t) e pj(t) e designado por dois pontos no incio e nal dos fatores
( : qj(t1)pk(t2) : ), produto este que preenche os requisitos que foram exigidos.
As correlac~oes de pares do produto normal de qj(t) e pk(t + ) s~ao dadas por (ver
y Um calculo da correlac~ao de pares utilizando outro tipo de ordenamento, o ordenamento simetrico,
mostra que os resultados obtidos s~ao ide^nticos aqueles com o ordenamento normal.
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Ape^ndice A.2)
h: qj(t)pk(t+ ) :i =  

P

~A1=2
kBT

A 1=2sen(A1=2)

jk
;
h: qj(t)qk(t+ ) :i =

P

~A1=2
kBT

A 1 cos(A1=2)

jk
;
h: pj(t)pk(t+ ) :i =

P

~A1=2
kBT

cos(A1=2)

jk
; (1.72)
onde foi introduzida aqui a chamada func~ao de Planck,
P (x)  kBTx
ex   1 : (1.73)
Quando x = ~!=kBT a func~ao de Planck e a energia media, relativa ao estado fundamen-
tal, de um oscilador qua^ntico de freque^ncia !. Quando x! 0, P (x)! kBT (equipartic~ao
classica da energia).
A autocorrelac~ao para o momento do oscilador de ndice '0' e
h: p0(t)p0(t+ ) :i =

P

~A1=2
kBT

cos(A1=2)

00
: (1.74)
Nesta altura Ford, Kac e Mazur se perguntam se ha, analogamente ao processo classico,
uma matriz A para a qual (1.74) torna-se uma exponencial (real decrescente), que carac-
teriza um processo gaussiano markoviano. Eles respondem armativamente, mas que tal
matriz e dependente da temperatura e, por isso, n~ao e de interesse fsico.
Utilizando o modelo da matriz de interac~ao discutido anteriormente, no qual os ele-
mentos de matriz s~ao dados por (1.40) com f() dada por (1.45) no limite !L  ,
obtem-se
h: p0(t)p0(t+ ) :i = 2

Z 1
0
P

~!
kBT

: cos(!)
!2 + 2
d!: (1.75)
No limite ~ ! 0, esta express~ao torna-se ide^ntica ao resultado classico obtido anterior-
mente, e o processo torna-se markoviano.
1.6 A Equac~ao de Langevin Qua^ntica
Seguindo o procedimento de Ford, Kac e Mazur, reescreveremos nesta sec~ao a Equac~ao
de Langevin para o caso qua^ntico (formalmente ide^ntica a anterior).
Os autores destacam que as manipulac~oes formais realizadas na sec~ao 1.4 - Equac~ao
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de Langevin - para derivar esta equac~ao n~ao se alteram quando os operadores q's e p's
s~ao interpretados como operadores qua^nticos. Em particular, quando a matriz e dada
pelo modelo da sec~ao 1.3, na qual os elementos s~ao dados por (1.40) com f() dada por
(1.45) no limite !L  , obtem-se uma equac~ao de movimento para operadores que e
formalmente ide^ntica a Equac~ao de Langevin, (1.58), i.e,
_p0   F (t) =  p0(t) + E(t); (1.76)
onde
E(t) =  
X
j

A1=2sen(A1=2t) +A cos(A1=2t)

0j
qj(0) +
+
X
j

cos(A1=2t) A1=2sen(A1=2t)
0j
pj(0): (1.77)
A Equac~ao de Langevin para operadores e uma equac~ao de movimento para os opera-
dores de Heisenberg dependentes do tempo, q0(t) e p0(t). O operador F (t) e um operador
forca externa, denido por F (t)  (i~) 1[p0(t); V (q0(t); t)], sendo V (q0(t); t) o potencial
(dependente do tempo) da forca externa. O operador forca estocastica E(t) e independente
de p0(0) e q0(0), uma vez que seus coecientes na express~ao (1.77) anulam-se para o
modelo considerado para a matriz de interac~ao. Devido as relac~oes de comutac~ao (1.70),
isto signica que [q0(0); E(t)] = [p0(0); E(t)] = 0.
Os autores sup~oem que o estado estatstico das coordenadas iniciais e momentos do
banho termico e descrito pela matriz densidade (1.65). Em t = 0 o banho termico esta
em equilbrio com a partcula browniana livre ctcia. Como E(t) e independente das
coordenadas iniciais e momentos da partcula browniana, suas propriedades n~ao mudam
devido a depende^ncia da matriz densidade com esses operadores. A func~ao de correlac~ao
para E(t) no ordenamento normal e obtida usando-se (1.72),
h: E(t)E(t+ ) :i = ( +A)P  ~A1=2=kBT cos(A1=2)00 : (1.78)
Neste modelo, e utilizada a express~ao geral (1.45) com f() dada por f() = 2tg2(=2);
assim
h: E(t)E(t+ ) :i = 1
2
Z 
 
2(1 + tg2(=2))
P

~
kBT
jtg(=2) j

cos( tg(=2)) d
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=
2

Z 1
0
P

~!
kBT

cos(!) d!: (1.79)
Correlac~oes de produtos normais de E(t) de ordens mais altas s~ao novamente dadas pela
regra de processos gaussianos aleatorios. Assim, as propriedades estocasticas do operador
forca de Langevin, E(t), no seu ordenamento normal, s~ao ide^nticas aquelas de um pro-
cesso gaussiano estacionario cuja covaria^ncia e dada por (1.79). No limite ~ ! 0, esta
covaria^ncia aproxima-se da correspondente classica, (1.63), que e a correlac~ao de um pro-
cesso gaussiano puramente estocastico. Entretanto, para ~ nito, (1.79) e a covaria^ncia
de um processo gaussiano n~ao markoviano. Ford, Kac e Mazur destacam que esta e a
principal diferenca entre as equac~oes de Langevin classica e qua^ntica para o seu modelo.
O artigo encerra com dois exemplos de aplicac~ao da Equac~ao de Langevin qua^ntica;
voltaremos a um desses exemplos ao nal do captulo 3.
1.7 Discuss~ao do Modelo FKM
O modelo FKM e interessante sob varios aspectos. Primeiro, porque apesar da Equac~ao
de Langevin ter sido largamente utilizada desde o incio do seculo XX, parece ter sido
somente neste artigo de 1965 que ela foi realmente deduzida de primeiros princpios. Se-
gundo, este modelo proporciona (como de fato nos proporcionou) a utilizac~ao de elementos
matematicos por vezes pouco explorados em fsica teorica, tais como as matrizes de Toe-
plitz, e sua aplicac~ao na analise de problemas fenomenologicamente bastante ricos, como
e o caso das cadeias de osciladores acoplados. Entretanto, algumas crticas e observac~oes
merecem ser feitas.
A hipotese assumida de que a interac~ao entre a partcula browniana e o banho termico
e invariante sob translac~oes, representada pela equac~ao (1.56), n~ao pode ser valida quando
s~ao assumidas condic~oes de contorno periodicas, no caso discreto, pois o determinante da
matriz de interac~ao e singular. Apenas quando fazemos o numero de osciladores tender
a innito, N ! 1, e que podemos assumir aquela hipotese, regularizando-se a matriz
original atraves da introduc~ao de elementos diagonais innitesimais, como em (1.60). Esta
e uma diculdade inerente ao modelo e n~ao resolvida de forma completamente satisfatoria
por Ford, Kac e Mazur, no artigo original. Uma outra maneira de contornar este problema
e apresentada no artigo de Kim [17].
Ainda em relac~ao a matriz de interac~ao, no caso qua^ntico, os autores alegam te^-la
obtido, fazendo com que a express~ao (1.74) assuma a forma exponencial real decrescente
(eq. (1.13)), mas que ela n~ao e de interesse fsico. Dadas as complicac~oes matematicas
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desta operac~ao, achamos difcil acreditar em tal realizac~ao. Alias, as diculdades em se
trabalhar com essa matriz talvez sejam a raz~ao pela qual ela n~ao mais aparece em nenhum
outro trabalho da area, salvos aqueles raros (como o de Kim, p.ex.) que tem por objetivo
discutir o modelo FKM.
Na deduc~ao da equac~ao de Langevin classica, os autores iniciam selecionando, da
cadeia de 2N + 1 osciladores, a partcula com ndice `0' para ser a partcula browniana,
os 2N osciladores restantes representando o banho termico. Este procedimento difere do
procedimento usual, um dos quais sera visto no captulo quarto deste trabalho, na deduc~ao
de Cohen et al, que tratam separadamente a partcula S do reservatorio R. Seguindo esta
mesma linha, Saito et al fazem uma crtica explcita ao modelo FKM [18].
Outro aspecto deste modelo refere-se a quantizac~ao da equac~ao de Langevin. Causa
certa estranheza partir de uma distribuic~ao cano^nica classica, bem como utilizar o limite
classico como ~! 0. Veremos no terceiro captulo que e possvel introduzir a temperatura
num estagio anterior dessa construc~ao, e calcular as func~oes de correlac~ao de pares de outra
maneira, utilizando uma teoria de campos a temperatura nita.
Por outro lado, ha trabalhos, como o de Keller e Bonilla [19], que ve^m corroborar a
abordagem original de FKM. Esse trabalho, embora n~ao trate explicitamente do mode-
lo FKM, mostra uma construc~ao da Equac~ao de Langevin que n~ao separa a partcula
browniana do banho termico. Para uma discuss~ao adicional sobre o modelo FKM, ver o
artigo de Lewis e Maassen [20].
Finalizando esta discuss~ao, Ford, Kac e Mazur tinham por objetivo estudar o movi-
mento browniano, um processo sabidamente markoviano. Por este motivo, foram feitas
diversas aproximac~oes e manipulac~oes matematicas, visando eliminar o termo de memoria,
que parecia surgir naturalmente no modelo. No captulo seguinte veremos que Ford e ou-
tros colaboradores mudam a forma de tratar o problema e optam por uma construc~ao da
Equac~ao de Langevin que incorpora desde o princpio processos n~ao-markovianos.
Captulo 2
Equac~ao de Langevin Qua^ntica II - O
Modelo do Oscilador Independente
Cerca de 20 anos depois do primeiro trabalho (FKM), Ford e Kac publicam um novo ar-
tigo sobre a Equac~ao de Langevin Qua^ntica [21]. Neste, a matriz de interac~ao construda
no modelo anterior n~ao mais e utilizada e os mesmos buscam uma deduc~ao da equac~ao
qua^ntica de Langevin a partir da equac~ao de movimento de Heisenberg para os opera-
dores da partcula browniana acoplada ao banho termico de osciladores. Esta deduc~ao e
muito similar ao trabalho de Cohen et al que sera visto no Captulo 4, sendo considerada
atualmente a deduc~ao mais \tradicional"dessa equac~ao. Veremos que este trabalho ante-
cipa o ultimo artigo dessa \serie", a ser visto neste captulo, onde Ford e colaboradores
desenvolvem o modelo do oscilador independente.
2.1 Preludio: O Artigo de FK
Nesse trabalho, Ford e Kac se prop~oem a repetir a derivac~ao da Equac~ao de Langevin
Qua^ntica, feita anteriormente (FKM), de uma maneira mais simples, e destacar certos
aspectos dessa deduc~ao que consideram de interesse.
A Equac~ao de Langevin Qua^ntica resulta da equac~ao de movimento de Heisenberg
para o operador coordenada da partcula x(t) (restringindo-se ao movimento em uma
dimens~ao) e tem a forma
mx+  _x+ V 0(x) = F (t); (2.1)
onde V (x) e o potencial externo, o linha indica a derivada em relac~ao a x e F (t) e o
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operador forca estocastica, com a func~ao de correlac~ao (simetrica),
1
2
hF (t)F (0) + F (0)F (t)i = 

Z 1
0
~! ctgh

~!
2kBT

cos(!t) d!; (2.2)
e com comutador
[F (t); F (0)] =  2i~

Z 1
0
! sen(!t) d! = 2i~0(t): (2.3)
F (t) tem a propriedade gaussiana, i.e, correlac~oes de um numero mpar de fatores de
F anulam-se, correlac~oes simetricas de um numero par de fatores s~ao iguais a soma dos
produtos de correlac~oes de pares, a soma correndo sobre todos os pares (ver Ape^ndice
A.2).
Novamente, os autores destacam que se trata de uma descric~ao `contrada' do movi-
mento da partcula, no sentido que o banho termico, que possui um numero innito de
graus de liberdade, e descrito por um unico para^metro, , o coeciente de atrito (cons-
tante). Este para^metro, juntamente com a temperatura absoluta T , especica as propri-
edades estatsticas da forca estocastica F (t), que s~ao dadas pela func~ao de correlac~ao e
pelo comutador.
Como no trabalho anterior, eles se restringem ao movimento em uma dimens~ao, e
seguem o que designam programa de Gibbs, que consiste de tre^s etapas: (i) resolver as
equac~oes de movimento para o sistema constitudo da partcula acoplada ao banho termico
- esta soluc~ao consistira em express~oes explcitas para as variaveis dina^micas num instante
t, em func~ao dos seus valores iniciais; (ii) assumir que os valores iniciais do banho termico
est~ao estatisticamente distribudos de acordo com o ensemble cano^nico; (iii) mostrar que
o operador coordenada da partcula browniana obedece a Equac~ao de Langevin Qua^ntica.
Sobre esta ultima etapa, Ford e Kac enfatizam dois pontos. Primeiro, que
\...a Equac~ao de Langevin Qua^ntica e uma equac~ao idealizada, que e apenas aproxi-
madamente correta para qualquer sistema real. Isto signica que ela pode ser obtida
como uma conseque^ncia exata do programa apenas para um modelo especco, i.e,
fazendo hipoteses especiais sobre os para^metros do modelo."(FK, pag. 804-5,
destaques nossos [21]).
Isto parece deixar claro que os autores est~ao conscientes de que a Equac~ao de Langevin
Qua^ntica aqui deduzida e dependente do modelo. Veremos que no nal deste artigo esta
armac~ao e modicada.
O segundo ponto enfatizado e que, para tempos curtos, a descric~ao que resulta dos
2.1. Preludio: O Artigo de FK 41
passos (i) e (ii) ira reetir, em geral, o estado inicial assumido para o banho termico.
Apenas depois de um curto perodo de relaxac~ao, durante o qual o transiente inicial decai
e a partcula \esquece" o estado inicial, e que a equac~ao de Langevin, caracterizada pelo
coeciente de atrito constante, surge (coarse-graining). Este esclarecimento parece indicar
tambem que os autores entendem a validade da equac~ao unicamente para um processo
markoviano. Passemos a deduc~ao da equac~ao.
2.1.1 Deduc~ao da Equac~ao de Langevin
O modelo aqui considerado e aquele no qual uma partcula browniana e cercada por um
numero grande de partculas independentes que representam o banho termico, cada uma
destas ligada aquela partcula por meio de uma mola. O hamiltoniano deste sistema e
ent~ao
H =
p2
2m
+ V (x) +
X
j

p2j
2mj
+
1
2
kj(qj   x)2

: (2.4)
Aqui x e p s~ao os operadores de coordenadas e momento da partcula browniana, enquanto
qj e pj s~ao aqueles para a j-esima partcula do banho termico. Estas possuem, cada uma,
massa mj e as molas que as ligam com a partcula browniana tem constante elastica kj.
Finalmente V (x) e a energia potencial correspondente a forca externa sobre a partcula
browniana. Veremos que este hamiltoniano e exatamente o mesmo do modelo de Oscilador
Independente, tema do proximo artigo. Os autores enfatizam que este modelo n~ao e
original, sendo encontrado nos trabalhos de Caldeira e Leggett [22] e, originalmente, em
Magalisnkij [23].
A este hamiltoniano imp~oe-se as relac~oes de comutac~ao cano^nicas, a tempos iguais,
[x; p] = i~ ; [qj; pk] = i~jk; (2.5)
todos os outros comutadores sendo nulos. As equac~oes de movimento para os operadores
de Heisenberg dependentes do tempo s~ao obtidas usando as equac~oes
i~ _O = [O;H]; (2.6)
que fornece a derivada temporal de um operador arbitrario O. Tem-se ent~ao
_x =
1
m
p ; _p =  V 0(x) +
X
j
kj(qj   x); (2.7)
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para a partcula browniana, e
_qj =
1
mj
pj ; _pj =  kj(qj   x); (2.8)
para a j-esima partcula do banho termico. A soluc~ao formal destas equac~oes e (ver soluc~ao
e comentario no Ape^ndice B.3)
qj(t) = qj(0) cos(!jt) +
pj(0)
mj!j
sen(!jt) + x(t)  x(0) cos(!jt) +
 
Z t
0
cos(!j(t  t0)) _x(t)dt0; (2.9)
onde a freque^ncia natural do oscilador e
!j = (kj=mj)
1=2 : (2.10)
Substituindo nas equac~oes da partcula browniana, (2.7), resulta
mx+
Z t
0
B(t  t0) _x(t0)dt0 + V 0(x) + B(t)x(0) = F (t); (2.11)
onde o operador forca F (t) e dado por
F (t) =
X
j
(qj(0)kj cos(!jt) + pj(0)!jsen(!jt)); (2.12)
com
B(t) =
X
j
kj cos(!jt): (2.13)
Observe que na equac~ao (2.11) as variaveis iniciais do banho termico, i.e, qj(0) e pj(0),
comparecem atraves de F (t) apenas; fora isso, temos somente variaveis da partcula. Com
este resultado os autores completam a etapa (i) do programa proposto.
Na proxima etapa e considerada a media estatstica sobre as variaveis iniciais do banho
termico. Isto e feito assumindo que em t = 0 os osciladores est~ao distribudos canonica-
mente com respeito ao hamiltoniano do oscilador livre:
H0 =
X
j

p2j
2mj
+
kj
2
q2j

: (2.14)
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Introduz-se tambem a media de um operador arbitrario O,
hOi  Tr

O e H0=kBT
	
Tr fe H0=kBTg ; (2.15)
onde o traco (parcial) e tomado com respeito as coordenadas dos osciladores. No Ape^ndice
A.2 mostramos que
hqj(0)qk(0)i = hpj(0)pk(0)i
(mj!j)2
=
~ ctgh(~!j=2kBT )
2mj!j
jk;
hqj(0)pk(0)i =  hpk(0)qj(0)i = i~
2
jk: (2.16)
Alem disso, temos novamente aqui a propriedade gaussiana: o valor esperado de um
numero mpar de fatores de qj(0) e pj(0) anula-se; para um numero par de fatores o valor
esperado e a soma dos produtos de pares com a ordem dos fatores preservada (ver FKM).
Atraves desses resultados, chega-se na correlac~ao simetrica do operador forca (2.12),
1
2
hF (t)F (t0) + F (t0)F (t)i =
X
j
kj~!j
2
ctgh

~!
2kBT

cos(!j(t  t0)) ; (2.17)
F (t) obviamente tambem possui a propriedade gaussiana, o que segue da propriedade
correspondente do produto de qj(0) e pj(0). Finalmente, a partir das relac~oes de comutac~ao
cano^nicas (2.5), chega-se a
[F (t); F (t0)] =  i~
X
j
kj!jsen(!j(t  t0)): (2.18)
Com este resultado os autores completam a etapa (ii) do programa proposto.
Ford e Kac nos dizem que a equac~ao (2.11), juntamente com as propriedades do ope-
rador forca, ainda n~ao e a Equac~ao de Langevin, embora seja muito parecida. Eles com-
param o segundo termo desta equac~ao com o termo correspondente da equac~ao qua^ntica
de Langevin, (2.1), para concluir que essas equac~oes seriam iguais se
B(t) = 2(t): (2.19)
Comparando esta com a express~ao (2.13) para B(t), no que diz respeito as constantes de
forca e freque^ncias do banho de osciladores, ve^-se que B(t) n~ao pode assumir essa forma,
a menos que haja um numero innito de osciladores no banho termico e suas freque^ncias
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estejam continuamente distribuidas. Neste caso, escreve-se
B(t) =
Z 1
0
N(!)k(!) cos(!t) d!; (2.20)
onde N(!)d! e o numero de osciladores cuja freque^ncia natural esta entre ! e ! + d!,
e k(!) e a constante elastica (media) dos osciladores cuja freque^ncia e !. Agora e feita
a comparac~ao das equac~oes (2.19) e (2.20) e ve^-se que para se obter esta ultima deve-se
escolher
N(!)k(!) = 2=: (2.21)
Assim, o espectro das freque^ncias do oscilador deve ser uniforme, correspondendo ao rudo
branco. Quando os autores fazem esta mesma escolha para o espectro nas formulas (2.17)
e (2.18) seguem imediatamente as formulas (2.2) e (2.3), respectivamente.
Ford e Kac concluem dizendo que, com essa escolha do espectro, a equac~ao (2.11)
torna-se exatamente a Equac~ao de Langevin Qua^ntica (2.1), exceto pelo termo adicional
B(t)x(0) = 2x(0)(t); (2.22)
no lado direito da equac~ao.
Neste ponto, os autores alegam ter completado a terceira etapa do programa proposto,
armando que a Equac~ao de Langevin Qua^ntica geral surge neste modelo unicamente apos
um curto perodo de relaxac~ao. Nesse modelo, a durac~ao deste perodo e innitesimal, tal
que apos qualquer intervalo de tempo nito a equac~ao qua^ntica de Langevin e obtida. Eles
declaram ainda que esta ultima etapa e \...um artefato do metodo; [esta etapa] e necessaria
unicamente porque, por convenie^ncia, s~ao feitas hipoteses muito especiais sobre o estado
inicial do sistema"(Ford e Kac, pag. 808 [21]).
2.1.2 Discuss~ao do Artigo de FK
Na conclus~ao do artigo, Ford e Kac fazem algumas observac~oes que merecem comentarios.
Eles consideram que a Equac~ao de Langevin Qua^ntica e, de certa forma, universal, no
mesmo sentido que a equac~ao classica de Langevin o e: ha uma serie de exemplos n~ao
triviais de sistemas que, ao menos aproximadamente, satisfazem a equac~ao e para os quais
a forma da equac~ao e a mesma. Por \forma da equac~ao" entende-se que o operador forca
(de Langevin) tem a propriedade gaussiana, que sua correlac~ao e dada por (2.2) e sua
relac~ao de comutac~ao e dada por (2.3).
Na seque^ncia, os autores se perguntam sobre a universalidade da demonstrac~ao feita
2.2. O Modelo do Oscilador Independente - IO 45
para a Equac~ao de Langevin, ja que foram utilizados modelos bastante especcos (osci-
ladores harmo^nicos). Eles respondem que n~ao provam a validade geral da equac~ao, mas
que \...ao inves, a logica e a oposta: SE ha uma tal descric~ao universal, ent~ao ela deve
ser da forma que nos obtivemos"(Ford e Kac, pag. 808 [21]). N~ao vemos como se pode
sustentar tal armac~ao.
Continuando, Ford e Kac alegam ter realizado algo mais: \... em um outro artigo, um
de nos (Ford), mostrara que de fato as formas (2.2) e (2.3) para a correlac~ao e o comuta-
dor s~ao um resultado geral do teorema utuac~ao-dissipac~ao e, portanto, independente do
modelo"(Ford e Kac, pags. 808-9). Este resultado parece ter sido mostrado no artigo de
Ford, Lewis e O'Connell de 1988 [24].
Alem disso, os autores dizem ter uma raz~ao a mais para acreditar na universalidade da
'forma da equac~ao' obtida. \ Unicamente com esta forma - que entendemos pela equac~ao
(2.1), a correlac~ao (2.2), o comutador (2.3) e a propriedade gaussiana do operador forca
F (t) - e possivel chegar no estado de equilbrio correto."(Ford e Kac, pag. 809).
Nesse modelo, assim como no FKM, a Equac~ao de Langevin Qua^ntica foi deduzida con-
siderando processos markovianos (ver comentario sobre as etapas (i) e (ii) na introduc~ao
deste captulo). Entretanto, e impossvel deixar de observar que o termo \extra" (2.22), da
equac~ao (2.11), compromete seriamente a deduc~ao. Estranhamente, nenhum comentario
e feito sobre esse termo divergente, que possivelmente originou-se de um erro de calculo
(ver observac~ao no Ape^ndice B.3).
Para uma detalhamento de outros aspectos da deduc~ao da Equac~ao de Langevin, ver
tambem os artigos de Benguria e Kac [25], van Kampen [26] e Gardiner [27].
A seguir analisaremos o trabalho de Ford e colaboradores, e veremos que a Equac~ao
de Langevin Qua^ntica sera obtida de maneira mais geral, mas desta vez para processos
n~ao-markovianos.
2.2 O Modelo do Oscilador Independente - IO
Neste ultimo artigo da \serie" [28], Ford, em colaborac~ao com Lewis e O'Connell, apre-
sentam uma formulac~ao mais completa da Equac~ao de Langevin Qua^ntica, considerando
processos n~ao-markovianos. Um modelo de banho termico - o oscilador independente - e
apresentado e confrontado com outros modelos de banho termico existentes na literatura.
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2.2.1 A Equac~ao de Langevin Qua^ntica
O objetivo de Ford, Lewis e O'Connell no referido artigo foi desenvolver uma descric~ao
completamente qua^ntica do problema de uma partcula acoplada a um banho termico, com
base na equac~ao de Langevin qua^ntica. Esta equac~ao e deduzida, e o foco e mostrar que
existe uma equac~ao macroscopica correspondendo novamente a uma descric~ao contrada
do sistema. Tal descric~ao baseia-se na exige^ncia de que o banho termico seja passivo,
o que signica que ha um unico estado de equilbrio termico. Nesse artigo, a exige^ncia
fsica de passividade e expressa atraves do uso das func~oes chamadas positivas reais, e as
propriedades destas s~ao relacionadas com princpios fsicos fundamentais. O modelo do
Oscilador Independente (IO) e apresentado, evidenciando sua convenie^ncia e a possibili-
dade de se deduzir a partir deste a Equac~ao de Langevin Qua^ntica, confrontando-o com
outros modelos de banho termico existentes na literatura.
Considera-se ent~ao uma partcula qua^ntica de massa m movendo-se em um potencial
V (x) unidimensional e linearmente acoplada a um banho termico passivo a uma tempe-
ratura T . A equac~ao macroscopica que descreve a evoluc~ao temporal do movimento desta
partcula e a Equac~ao de Langevin Qua^ntica
mx+
Z t
 1
(t  t0) _x(t0)dt0 + V 0(x) = F (t); (2.23)
onde o ponto denota a derivada em relac~ao a t e a linha no potencial V representa a
derivada deste em relac~ao a x. Esta e a equac~ao de movimento de Heisenberg para o
operador coordenada x. O acoplamento com o banho termico e descrito por meio de
dois termos: um operador forca estocastica F (t), com media nula, e uma forca media
caracterizada por uma func~ao memoria (t).
A autocorrelac~ao (simetrica) de F (t) e dada por
1
2
hF (t)F (t0) + F (t0)F (t)i
=
1

Z 1
0
Re[~(! + i0+)] ~! ctgh(~!=2kBT ) cos[!(t  t0)] d!; (2.24)
e o comutador de F (t), a instantes distintos, e
[F (t); F (t0)] =
2
i
Z 1
0
Re[~(! + i0+)]~! sen[!(t  t0)] d!: (2.25)
 Manteremos a abreviac~ao da lngua inglesa, IO - Independent Oscillator.
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Nessas express~oes,
~(z) =
Z 1
0
(t)eizt dt; Im z > 0; (2.26)
e a transformada de Fourier da func~ao memoria (t). Por convenc~ao, a func~ao memoria
anula-se para tempos negativos. Assim como nos trabalhos anteriores (ver FK e FKM),
F (t) tem a propriedade gaussiana. Por outro lado, esta forca estocastica nunca e marko-
viana.
Nesta descric~ao torna-se claro que, da mesma forma que no caso classico, o acoplamento
com o banho termico e caracterizado pela func~ao ~(z). Ford et al enfatizam que esta
func~ao deve possuir tre^s propriedades matematicas importantes, que se relacionam a tre^s
princpios fsicos de carater bastante geral. Limitar-nos-emos aqui a citar essas relac~oes.
A primeira delas, que podemos ver de (2.26), e que ~(z) deve ser analtica no semi-
plano superior Im[~(z)] > 0 - isto e, armam os autores, uma conseque^ncia do princpio
da causalidade; a forca media exercida pelo banho termico sobre a partcula depende
unicamente do movimento da partcula no passado. A segunda propriedade e que o valor
de contorno para ~(z) sobre o eixo real, deve ser tal que, em todo domnio,
Re[~(! + i0+)]  0;  1 < ! <1: (2.27)
Esta propriedade e apresentada como conseque^ncia da segunda lei da termodina^mica. A
terceira propriedade e a condic~ao de realidade
~(! + i0+) = ~( ! + i0+); (2.28)
que segue de x ser um operador hermitiano; assim Re[~(! + i0+)] e uma func~ao par de
!. Tais func~oes de variaveis complexas, analticas no semi-plano superior, com a parte
real positiva e com uma distribuic~ao par no eixo real, s~ao chamadas de func~oes positivas
reais. Estas formam uma classe muito restrita de func~oes de uma variavel complexa e
aparecem mais frequentemente na literatura matematica e de engenharia de controle (ver
refere^ncias em [28]). Os autores destacam ainda que este tipo de aplicac~ao, aqui realizada
em problemas de meca^nica qua^ntica, e inedita.
2.2.2 O Modelo IO
Omodelo do Oscilador Independente (IO), assim como o FKM, e um modelo muito simples
no qual a partcula qua^ntica e rodeada por um numero muito grande (ou mesmo innito)
de partculas do banho termico, cada uma ligada a ela por uma mola. O hamiltoniano deste
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sistema e, conforme visto na sec~ao anterior, o mesmo do segundo artigo desta \serie"(FK),
H =
p2
2m
+ V (x) +
X
j

p2j
2mj
+
1
2
mj!
2
j (qj   x)2

: (2.29)
Novamente, valem as relac~oes de comutac~ao usuais,
[x; p] = i~ ; [qj; pk] = i~jk; (2.30)
todos os outros comutadores sendo nulos. Os autores comentam que este modelo n~ao
e original, embora apareca raramente na literatura (FK), e que muito mais comum (e
mais inge^nuo) e o modelo de acoplamento linear, no qual as partculas do banho est~ao
ligadas a uma origem inicialmente xa ( i.e, x(0) = 0 na soma de (2.29) ) e o acoplamento
e representado adicionando-se um termo da forma x
P
j jqj (ver Feynman-Vernon [6]).
Alguns desses modelos ser~ao comentados na proxima sec~ao. Enfatiza-se que, para qualquer
potencial V (x) para o qual o hamiltoniano da partcula n~ao acoplada ao banho,
H0 =
p2
2m
+ V (x); (2.31)
possui um espectro de autovalores limitado inferiormente (estado fundamental). O hamil-
toniano (2.29) tambem possui um limite inferior. Isto, em geral, n~ao acontece nos outros
modelos a serem discutidos.
A derivac~ao da Equac~ao de Langevin Qua^ntica a partir do modelo do IO segue os
seguintes passos. Da mesma forma que no artigo anterior (FK), as equac~oes de movimento
de Heisenberg a partir da hamiltonina (2.29) s~ao
_x = [x;H]=i~ = p=m;
_p = [p;H]=i~ =  V 0(x) +
X
j
mj!
2
j (qj   x);
_qj = [qj; H]=i~ = pj=mj; (2.32)
_pj = [pj; H]=i~ =  mj!2j (qj   x):
Eliminando o momento da partcula nas duas primeiras equac~oes, tem-se
mx+ V 0(x) =
X
j
mj!
2
j (qj   x); (2.33)
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e, para as partculas do banho termico,
qj + !
2
j qj = !
2
jx: (2.34)
As equac~oes (2.34) s~ao equac~oes diferenciais n~ao-homoge^neas para qj, cuja soluc~ao geral
e (ver Ape^ndice B.3)
qj(t) = q
h
j (t) + x(t) 
Z t
 1
cos(!j(t  t0)) _x(t0)dt0; (2.35)
onde qhj (t) e a soluc~ao geral da equac~ao homoge^nea, que e dada por
qhj (t) = qj(0) cos(!jt) +
pj(0)
mj!j
sen(!jt); (2.36)
onde qj(0) e pj(0) s~ao operadores independentes do tempo que satisfazem as mesmas
relac~oes de comutac~ao (2.30). Notamos aqui a diferenca entre a soluc~ao (2.35) e a soluc~ao
da mesma equac~ao no artigo FK, equac~ao (2.9). Justamente o termo divergente, que so-
brou no artigo anterior, n~ao aparece agora (ver comentario no Ape^ndice B.3). Gostaramos
ainda de destacar as palavras dos autores sobre a soluc~ao (2.35): \O passo aparentemente
direto que leva a soluc~ao (2.35) e, de fato, profundo, pois escolhendo a soluc~ao re-
tardada da equac~ao n~ao-homoge^nea, quebramos a invaria^ncia por revers~ao temporal das
equac~oes originais"(Ford et al. [28], pag 4422, destaques nossos). No Ape^ndice B.3,
demonstramos a soluc~ao das equac~oes (2.34), utilizando a func~ao de Green retardada.
Prosseguindo, os autores explicam que neste modelo a partcula, num passado remoto,
esta xa em x = 0 (presa a uma massa grande); os osciladores que formam o banho termico
est~ao em equilbrio a uma temperatura T (por um contato previo com um outro banho
termico). Ent~ao, nesse passado remoto, o sistema e liberado e o movimento subsequente
e governado pelo hamiltoniano (2.29). Esta e a maneira tpica pela qual a invaria^ncia
temporal e quebrada no caso de equac~oes macroscopicas: estas descrevem unicamente a
evoluc~ao temporal de uma classe de soluc~oes das equac~oes microscopicas.
Os passos seguintes s~ao diretos. Substituindo (2.35) em (2.33) obtem-se a Equac~ao de
Langevin (2.23), com
(t) =
X
j
mj!
2
j cos(!jt)(t); (2.37)
onde (t) e a func~ao degrau de Heaviside, com
F (t) =
X
j
mj!
2
j q
h
j (t): (2.38)
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A m de encontrar as express~oes para a auto-correlac~ao e o comutador de F (t), invoca-se
a express~ao (2.36) para qhj (t) e o fato de que no passado remoto os osciladores est~ao em
equilbrio termico a temperatura T com respeito a hamiltoniana do banho,
HB =
X
j

p2j
2mj
+
1
2
mj!
2
j (qj   x)2

; (2.39)
correspondendo a xar x = 0 em (2.29). Isto implica nas correlac~oes ja calculadas anteri-
ormente, equac~oes (2.16). Usando agora (2.36) e (2.38), encontra-se
1
2
hF (t)F (t0) + F (t0)F (t)i = 1
2
X
j
~! ctgh(~!j=2kBT ) cos[!j(t  t0)]: (2.40)
De maneira similar, usando as relac~oes de comutac~ao (2.30), chega-se a
[F (t); F (t0)] =  i
X
j
~mj!3j sen[!j(t  t0)]: (2.41)
O passo nal e fazer a transformada de Fourier da func~ao memoria, eq. (2.37),
~(z) =
Z 1
0
dteizt
X
j
mj!
2
j cos(!jt) =
i
2
X
j
mj!
2
j

1
z   !j +
1
z + !j

: (2.42)
Usando a conhecida formula 1
xi" = P
 
1
x
 i(x), tem-se que a distribuic~ao espectral e
dada por
Re[~(! + i0+)] =

2
X
j
mj!
2
j [(!   !j) + (! + !j)]: (2.43)
Atraves deste resultado ve^-se que (2.40) e equivalente a (2.24) e que (2.41) e equivalente
a (2.25) (observa-se que esta e uma distribuic~ao par e positiva). Finalmente, vale a
propriedade gaussiana para F (t), conseque^ncia da mesma propriedade de qj e pj (ver
discuss~ao sobre esta propriedade no FKM).
2.2.3 Outros Modelos de Banho Termico
Na sec~ao seguinte, Ford et al objetivam discutir alguns modelos de banho termico exis-
tentes na literatura, visando uma descric~ao macroscopica geral da Equac~ao de Langevin
Qua^ntica, bem como mostrar a equivale^ncia entre esses modelos e o modelo do IO apre-
sentado na sec~ao anterior. Aqui, apenas citaremos esses modelos, sem nos preocuparmos
em provar sua equivale^ncia com o IO.
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O Modelo de Acoplamento com a Velocidade
Este modelo e uma vers~ao do modelo IO no qual o acoplamento com o banho termico
e efetuado atraves do momento p da partcula. Seu hamiltoniano e
HV C =
1
2m
 
p+
X
j
mj!jqj
!2
+ V (x) +
X
j

p2j
2mj
+
1
2
mj!
2
j q
2
j

: (2.44)
O Modelo do Campo de Radiac~ao de Corpo Negro
A um atomo de um eletron, interagindo com um campo de radiac~ao, na aproximac~ao
de dipolo, corresponde o hamiltoniano
HQED =
1
2m

p+
e
c
A
2
+ V (r) +
X
k;s
~!k(ayk;sak;s + 1=2); (2.45)
onde o potencial vetor e dado por
A =
X
k;s

2~c2
!kV
2
fke^k;s(ak;s + a
y
k;s); (2.46)
com a notac~ao usual [29]. A quantidade fk e o fator de forma do eletron (a transformada
de Fourier da sua distribuic~ao de carga). Este hamiltoniano e uma vers~ao tridimensional
do anterior, equac~ao (2.44).
Modelos de Acoplamento Linear
Os modelos de acoplamento linear s~ao muito comuns na literatura e aparecem sob
diferentes formas [6]. Nesses modelos de banho termico, o acoplamento com a partcula
ocorre atraves de um termo linear no deslocamento da partcula. Seu hamiltoniano tem a
forma
HLC =
p2
2m
+ V (x) +
X
j

p2j
2Mj
+
1
2
Mj!
2
j q
2
j

+ x
X
j
jqj: (2.47)
Ford et al destacam que este hamiltoniano tem um grave defeito, qual seja, para uma
partcula livre, V (x) = 0, n~ao ha um limite inferior de energia (estado fundamental). Isto
signica que n~ao existe um estado de equilbrio termico e, portanto, o banho termico n~ao
e passivo. Segundo os autores, um defeito extra e que, novamente para uma partcula
livre, o hamiltoniano n~ao e invariante sob translac~oes espaciais. Nos trabalhos citados
(ver refere^ncias internas em [28]), os respectivos autores reconhecem esses defeitos e adi-
cionam ao hamiltoniano um termo do tipo
P
j 
2
jx
2=2Mj!
2
j . Com a adic~ao deste termo, o
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hamiltoniano ca
H 0LC =
p2
2m
+ V (x) +
X
j
 
p2j
2Mj
+
1
2
Mj!
2
j

qj +
j
Mj!2j
x
2!
; (2.48)
que e o hamiltoniano do IO, com mj = 
2
j=Mj!
4
j . Enfatiza-se que esta correc~ao no
hamiltoniano n~ao e unica, e que diferentes correc~oes podem levar a diferentes modelos
que, por sua vez, podem levar a uma Equac~ao de Langevin de forma incorreta [30].
O Modelo de Aproximac~ao de Onda Girante
Este e uma vers~ao de modelo de acoplamento linear. Aparece frequentemente em
trabalhos de optica qua^ntica, onde e geralmente aplicado no caso do oscilador harmo^nico.
Considerando o hamiltoniano (2.47) do modelo de acoplamento linear, com um poten-
cial externo da forma
V (x) = m!20x
2=2;
introduz-se os bem conhecidos operadores
a =
m!0x+ ip
(2m~!0)1=2
; b =
Mj!jqj + ipj
(2Mj~!j)1=2
:
Com isso, o hamiltoniano do acoplamento linear torna-se
HLC = ~!0(aay + 1=2) +
X
j
~!j(bjbyj + 1=2) +
+
X
j
~j
2(mMj!0!j)1=2
(abj + ab
y
j + a
ybj + ayb
y
j): (2.49)
A aproximac~ao de onda girante consiste em descartar os termos abj e a
ybyj no segundo
termo da soma, obtendo
HRWA = ~!0(aay + 1=2) +
X
j
~!j(bjbyj + 1=2) +
+
X
j
~j
2(mMj!0!j)1=2
(abyj + a
ybj): (2.50)
Assim como o hamiltoniano do acoplamento linear, este tambem apresenta uma falha, a
saber, a de descrever um banho termico que n~ao e passivo. Portanto, deve ser introduzida
uma correc~ao e, novamente, esta n~ao e unica. Adicionando-se termos, que em optica
qua^ntica s~ao chamados de termos de auto-interac~ao, chega-se a um hamiltoniano que e
equivalente ao do IO. No proximo captulo utilizaremos um potencial como o de (2.49),
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isto e, sem a aproximac~ao de onda girante.
O Modelo FKM
Este e o modelo apresentado e discutido no captulo 1 deste trabalho. Ford, Lewis
e O'Connell comentam que este modelo e de interesse porque \o artigo no qual ele apa-
rece foi o primeiro no qual a formulac~ao correta da equac~ao de Langevin qua^ntica foi
indicada"(Ford et al, pag. 4426) [28].
O hamiltoniano do modelo FKM para uma partcula de massam sujeita a um potencial
externo V (q0) e, conforme visto anteriormente,
HFKM =
1
2m
NX
i= N
p2i +
1
2
m
NX
i;j= N
qiAijqj + V (q0): (2.51)
Considerando a invaria^ncia translacional, eq.(1.56), e possvel escreve^-lo tambem na forma
HFKM =
1
2m
NX
i= N
p2i +
1
2
m
NX
i;j= N
(qi   q0)Aij(qj   q0) + V (q0): (2.52)
Ford et al argumentam que a partir desta forma uma transformac~ao cano^nica de coorde-
nadas pode levar este hamiltoniano ao mesmo do IO. N~ao discutiremos aqui esta relac~ao.
O Modelo de Lamb
Finalmente, temos o modelo de Lamb. Este modelo foi introduzido por Horace Lamb
em 1900, num artigo da revista Proceedings of the London Mathematical Society [31], e
consiste em colocar uma partcula presa (na origem) a uma corda semi-innita. Ford et
al erroneamente atribuem a este trabalho o proposito de entender a ent~ao recente ideia
de reac~ao da radiac~ao em eletrodina^mica, quando, na verdade, o proposito do autor era
estudar a propagac~ao de energia num meio, a partir das ondas geradas pela vibrac~ao de
um corpo imerso nesse meio.
Embora o ponto de partida de Lamb seja a equac~ao diferencial para a corda, pode-se
escrever diretamente uma lagrangiana para este modelo:
LLamb =
1
2
m _x2   V (x) +
Z 1
0
dy
"

2

@u
@t
2
  
2

@u
@y
2#
: (2.53)
Aqui u(y) e o deslocamento da corda,  sua densidade linear e  a tens~ao sobre a mesma.
O pulso na corda propaga-se na direc~ao y e a partcula desloca-se ao longo da direc~ao x.
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Destaque para o fato de que n~ao ha termo de interac~ao; apenas e imposto o vnculo
x(t) = u(0; t): (2.54)
Neste trabalho n~ao nos estenderemos na discuss~ao desse modelo, pois sua riqueza de
detalhes demandaria uma analise mais cuidadosa. No entanto, um comentario se faz
necessario. Ford et al n~ao provam a equivale^ncia entre este modelo e o IO. Ao inves, nos
remetem a outro trabalho, onde supostamente e mostrada a equivale^ncia entre os modelos
de Lamb e FKM [32]. Este artigo e interessante, pois discute, assim como Keller e Bonilla
[19], a maneira pela qual um banho termico pode ser \construdo", enfatizando o papel
fundamental da escolha das condic~oes de contorno.
Ao que pese o fato de o modelo de Lamb parecer simples e sicamente intuitivo, ele se
mostra de um alcance consideravel. Com efeito, Ford e O'Connell se utilizam deste para
deduzirem a Equac~ao de Langevin Qua^ntica num artigo mais recente [33], onde e feita
uma crtica ao chamado efeito Unruh.
Captulo 3
Estatstica Qua^ntica a Temperatura
Finita
Neste captulo iremos apresentar a teoria de campos a temperatura nita na formulac~ao
de tempo real conhecida como Thermoeld Dynamics (TFD) [8]. A seguir faremos uma
brevssima incurs~ao na Teoria da Medida proposta por Schwinger [34], com objetivo de
identicar alguns elementos desta teoria naquela. Ao nal mostraremos uma aplicac~ao da
TFD ao modelo estudado no captulo 1 deste trabalho.
3.1 Thermoeld Dynamics - TFD
A grandeza fundamental na Meca^nica Estatstica do equilbrio e a media estatstica de
um observavel A, denida, no ensemble cano^nico a temperatura T , como
hAi  Z 1Tr Ae H , (3.1)
sendo H o hamiltoniano total do sistema, Z a func~ao de partic~ao, kB a constante de
Boltzmann, e onde Z = Tr

e H

e  = (kBT )
 1.
A teoria de campos a temperatura nita - Thermoeld Dynamics (TFD) - foi desenvol-
vida buscando-se construir uma representac~ao na qual as medias estatsticas no ensemble
coincidam, ao inves de uma operac~ao de traco sobre um operador densidade, com valores
esperados em um vacuo termico


0() jAj 0()

= hAi . (3.2)
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Aqui j0()i e um estado de vacuo dependente da temperatura, derivado do vacuo usual
a partir de uma chamada transformac~ao de Bogoliubov termica. Denida a atuac~ao nos
estados ortonormais
H jni = En jni ; hmjni = mn, (3.3)
a equac~ao para as medias estatsticas (3.1), e consequentemente o valor esperado (3.2),
torna-se 

0() jAj 0()

= Z 1
X
n;m
e En hm jAjni mn. (3.4)
Assume-se que o estado
0() possa ser expandido em termos dos autoestados jni0() =X
n
fn () jni ; (3.5)
substituindo (3.5) em (3.4) e comparando ambos membros da equac~ao resultante, devemos
ter necessariamente
f m () fn () = Z
 1e Enmn. (3.6)
Da equac~ao anterior conclui-se que, devido ao termo mn, os coecientes fn () n~ao po-
dem ser meramente numeros, mas devem ser estados. Assim, o estado
0() esta no
espaco gerado pelos estados jni e fn (). Para construir esta representac~ao e conveniente
introduzir um sistema adicional ctcio \ide^ntico" ao original, chamado sistema dual ou
tilde, de forma que fn () pertenca a este novo sistema. Tal sistema e caracterizado pelo
hamiltoniano eH, o qual atua nos autoestados jeni de acordo com
eH jeni = En jeni ; hemj eni = mn, (3.7)
onde os autovalores En s~ao, por denic~ao, iguais aos autovalores do sistema original. Da
forma da equac~ao (3.6) conclui-se que
fn () = Z
  1
2 e 
1
2
En jeni ;
substituindo na express~ao (3.5) para
0() resulta0() = Z  12X
n
e 
1
2
En jn; eni , (3.8)
onde jn; eni  jni 
 jeni.
Devido a incapacidade do espaco de Hilbert original H descrever corretamente o espaco
dos estados
0(), tornou-se necessaria a introduc~ao do espaco dual eH, de modo que o
novo espaco H sera denido como sendo o produto tensorial dos subespacos anteriores, H
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e eH,
H = H
 eH.
Para que a equac~ao (3.4) seja satisfeita, um operador qualquer A devera necessaria-
mente atuar somente no subespaco correspondente
hem;m jAjn; eni = hm jAjni 
 hemj eni = hm jAjni mn,Dem;m  eAn; enE = Dem  eA enE
 hmjni = Dem  eA enE mn,
o que caracteriza a separabilidade dos dois sistemas. Pode-se, ent~ao, denir a atuac~ao dos
operadores A 2 H e eA 2 eH sobre o espaco H como A  A
 I e eA  I
 eA.
O mapeamento entre os subespacos H e eH e chamado conjugac~ao dual ou tilde e dene
uma serie de regras, tais como:
(AB)e= eA eB (3.9)
(c1A+ c2B)
e= c1 eA+ c2 eB; c1; c2 2 C (3.10)
(Ay)e= eAy (3.11)
( eA)e= A, (3.12)
com  = +1 para bosons e  =  1 para fermions. Destas propriedades pode-se concluir
que a corresponde^ncia e um a um, o mapeamento e antilinear com respeito ao espaco
original e invariante frente a transformac~oes de Bogoliubov, as quais ser~ao apresentadas
mais adiante.
Em TFD, o hamiltoniano, designado por H^, e responsavel pela evoluc~ao temporal
tanto dos operadores \normais" quanto dos operadores tilde. A equac~ao de Heisenberg
para um campo  (x) tem a forma
i
@
@t
 (x) =
h
 (x); H^
i
:
Tomando o complexo conjugado desta chega-se a equac~ao para o campo tilde
 i @
@t
e (x) = h e (x); (H^)ei ;
o que implica que (H^)e=  H^. Assim temos que o hamiltoniano total e dado por
H^ = H 
 I  I
 eH : (3.13)
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Ilustraremos a seguir o formalismo apresentado aplicando-o ao caso de osciladores
harmo^nicos boso^nicos. Apesar da simplicidade do sistema, este sera de utilidade no tra-
tamento de campos a temperatura nita e no estudo de interac~ao com um reservatorio
termico, tal como os modelos vistos nos captulos anteriores. Relembremos agora alguns
elementos da teoria espectral para operadores limitados inferiormente. Denido o opera-
dor N  aya e sua atuac~ao no estado ortonormalizado jni pertencente ao espaco H,
N jni = n jni . (3.14)
De (3.14) resulta que a atuac~ao individual dos operadores a e ay, devidamente normalizada,
deve ser
a jni = pn jn  1i ,
ay jni = pn+ 1 jn+ 1i .
Sendo ay o adjunto conjugado de a, como n e sempre n~ao negativo devido ao espaco
de Hilbert ter produto interno positivo denido, este deve possuir um valor mnimo,
correspondendo ao estado j0i, tal que
a j0i = 0; (3.15)
assim, pode-se construir um estado jni a partir de sucessivas atuac~oes de ay sobre o estado
fundamental,
jni = 1p
n!
 
ay
n j0i . (3.16)
3.1.1 Oscilador Harmo^nico Boso^nico
Um oscilador harmo^nico de freque^ncia ! e descrito pelo hamiltoniano
H = ~!

aya+
1
2

, (3.17)
onde ay e o operador de levantamento (ou criac~ao) e a o operador de abaixamento (ou
aniquilac~ao), os quais satisfazem a algebra

a; ay

= 1 ; [a; a] =

ay; ay

= 0 :
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Da equac~ao (3.14) encontram-se os autovalores de H,
H jni = ~!

n+
1
2

jni .
Uma vez determinados os autovalores de energia, pode-se encontrar a func~ao de partic~ao
e, por conseguinte, o estado
0(). A algebra boso^nica n~ao imp~oe nenhum limite superior
aos estados acessveis. Assim, calculando a func~ao de partic~ao, obtem-se
Z = Tr

e H

=
1X
n=0
e ~!(n+
1
2) =
e 
1
2
~!
1  e ~! , (3.18)
onde foi utilizada a soma de uma serie geometrica,
P1
n=0 x
n = (1  x) 1.
O mesmo resultado para a func~ao de partic~ao (3.18) pode ser encontrado se exigirmos a
normalizac~ao do estado
0(); assim sendo, o estado ja esta normalizado, por construc~ao.
A express~ao (3.8) para o estado
0() resulta, neste caso,
0() =  e  12~!1 e ~!   12 P1n=0 e  12~!(n+ 12) jn; eni
=
 
1  e ~! 12 P1n=0 e  12~!n jn; eni .
A equac~ao (3.16) e igualmente valida para os estados jeni do espaco dual,
jeni = 1p
n!
 eayn e0E . (3.19)
Finalmente, o estado
0() assume a forma
0() =  1  e ~! 12 1X
n=0
e 
1
2
~!n
 
ay
n  eayn
n!
0;e0E . (3.20)
Nota-se que o estado
0() n~ao esta vazio, logo espera-se que a media estatstica do
operador numero N n~ao seja nula. Assim,


0() jN j 0()

=
 
1  e ~! 1X
n=0
e ~!n hen; n jN jn; eni ,
de modo que, o numero medio de partculas no estado e a distribuic~ao de Bose-Einstein
(BE) 

0() jN j 0()

=
 
e~!   1 1 . (3.21)
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Portanto, como esperado, o numero medio de partculas no vacuo
0() esta relacionado
a temperatura atraves da distribuic~ao de BE.
Pode-se estender os resultados aqui apresentados a um oscilador fermio^nico, trocando o
sinal do hamiltoniano (3.17) e utilizando as relac~oes de anticomutac~ao para os operadores.
Neste caso obtem-se, para a media estatstica do operador numero N ,


0() jN j 0()

=
 
e~! + 1
 1
. (3.22)
Como esperado, o numero medio de partculas no vacuo
0(), para o caso fermio^nico,
esta relacionado a temperatura atraves da distribuic~ao de Fermi-Dirac.
3.1.2 Transformac~oes de Bogoliubov
Nesta sec~ao mostraremos que o processo de termalizac~ao pode ser alcancado atraves de
uma transformac~ao de Bogoliubov. Ate o momento, a princpio, o estado
0() poderia
ser qualquer estado, embora ja o tenhamos denido previamente como o vacuo da teoria.
Com tal proposito, sera postulada a existe^ncia de um operador  2 H e seu auto adjunto
y, tal que

0() = 0, (3.23)
tornando
0() o vacuo da teoria; os operadores  e y satisfazem a algebra ; y = 1.
A transformac~ao responsavel por mapear os espacos H e H jH, conhecida como trans-
formac~ao de Bogoliubov, e denida como
 = U () aU 1 () ,
y = U () ay U 1 () , (3.24)
onde U () e o operador unitario
U () = eiG(), (3.25)
sendo G () o gerador da transformac~ao e    () uma func~ao da temperatura . Uti-
lizando a primeira das equac~oes (3.24) pode-se relacionar o estado
0() com o estado
j0i 
0;e0E, invertendo-a,
a = U 1 ()U () .
Aqui, por simplicidade, como n~ao fazemos refere^ncia a operadores do sistema auxiliar,
denotaremos o estado de vacuo do operador numero N = aya e o vacuo do espaco de
estados jn; eni pelo mesmo smbolo j0i, ao inves da notac~ao j0ii usualmente empregada.
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Atuando a express~ao acima no estado j0i e comparando com (3.23), obtem-se
a j0i = U 1 ()U () j0i = 0,
tornando clara a relac~ao entre os estados fundamentais nos dois espacos
0() = U () j0i . (3.26)
3.1.3 Estados Comprimidos (Squeezed)
O estado de vacuo varia conforme o sistema em estudo, tendo como caracterstica conter
informac~ao sobre este. Nesta sec~ao imp~oe-se que o pacote de onda que descreve uma
partcula boso^nica tenha a propriedade de saturar o princpio de incerteza


(p)2
  ~
2
; ou


(q)2
  ~
2
.
O gerador responsavel por incorporar tal restric~ao e o bilinear
Gs () = i

2

a2   ay2 , (3.27)
onde  e positivo denido; utilizando (3.25) e substituindo na transformac~ao (3.24) encontra-
se
 = e 

2(a2 ay2)a e

2(a2 ay2). (3.28)
Atraves da relac~ao de Baker-Campbell-Hausdor
eABe A = B +  [A;B] +
2
2!
h
A; [A;B]
i
+
3
3!

A;
h
A; [A;B]
i
+    , (3.29)
obtem-se para  em (3.28)
 = a+
 
2
 
a2   ay2 ; a+ 1
2!
 
2
2  
a2   ay2 ;  a2   ay2 ; a+    .
Calculando os comutadores encontra-se a forma linear dos operadores de aniquilac~ao e
criac~ao, dados respectivamente por
 = c a  d ay,
y = c ay   d a, (3.30)
onde c = cosh () e d = senh ().
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Tais operadores termicos  apresentam uma depende^ncia explcita em , de funda-
mental importa^ncia, pois carregam a informac~ao referente a temperatura (posteriormente
 sera reconhecido como func~ao n~ao linear da temperatura). E de interesse encontrar
explicitamente a estrutura de
0(). Uma forma de proceder e fatorar a exponencial U ()
em produtos de exponenciais, o que n~ao pode ser efetuado de forma trivial devido a n~ao
comutatividade dos operadores (ver Ape^ndice C),
U () = e

2(ay2 a2) = e
1
2
tgh()ay2e
1
4
ln[cosh()][ay2;a2]e
1
2
tgh()a2 . (3.31)
Expandindo o termo a direita em serie de pote^ncias e atuando em j0i, resulta
0() = e  12 ln[cosh()]e 12tgh()ay2 j0i . (3.32)
Esta express~ao mostra que o vacuo
0() e constitudo por uma superposic~ao de estados
com um numero par de partculas \a".
3.1.4 Estados Comprimidos de Dois Modos
Pode-se estender o estudo anterior, introduzindo um segundo conjunto de osciladores
pertencentes ao espaco eH, para os quais temos a transformac~ao de Bogoliubov
e = U ()eaU 1 () ,ey = U ()eay U 1 () . (3.33)
Neste caso, o gerador responsavel por incorporar o espaco dual e
Gs () = i

aea  eayay . (3.34)
Procedendo de maneira analoga aquela da sec~ao anterior obtemos as equac~oes
 = c a  deay, (3.35)e = cea  d ay. (3.36)
Uma maneira util de escrever estas relac~oes e
aeay

= B 1()

ey

; (3.37)
ay   ea = y   e B() ; (3.38)
3.1. Thermoeld Dynamics - TFD 63
onde ;  = 1; 2 e a matriz de Bogoliubov (para bosons) e dada por
B() =
"
c  d
 d c
#
: (3.39)
Analogamente obtem-se os demais operadores
y = c ay   dea, (3.40)ey = ceay   d a. (3.41)
Da mesma forma, encontra-se o vacuo para os estados comprimidos de dois modos,
0() = e ln[cosh()]etgh()ayeay 0;e0E . (3.42)
Este vacuo e um condensado de pares aea; devido a sua estrutura, o vacuo e, ent~ao,
invariante frente a conjugac~oes tilde
0() = 0() : (3.43)
Este tambem apresenta uma estrutura similar ao estado encontrado na sec~ao anterior para
o caso do oscilador boso^nico (3.20). Comparando-os,
cosh () 1 etgh()a
yeay =  1  e ~! 12 1X
n=0
e 
1
2
~!n
 
ay
n  eayn
n!
,
resultam as relac~oes
d()
c()
= tgh () = e 
1
2
~!,
c() = cosh () =
 
1  e ~!   12 ,
d() = senh () =
 
e~!   1   12 ,
(3.44)
possibilitando o mapeamento entre os dois formalismos. Por ultimo, atuando  e e no
vacuo
0(), resulta de (3.35) e (3.36),
ay
0() = cd ea 0() ,
eay 0() = cd a 0() .
(3.45)
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Substituindo em (3.40) e (3.41), obtem-se
y
0() = d 1ea 0() = c 1ay 0() ,
ey 0() = d 1a 0() = c 1eay 0() . (3.46)
Das relac~oes (3.45) e (3.46) conclui-se que as partculas do espaco dual podem ser
interpretadas como \buracos"; as constantes de normalizac~ao presentes em (3.46) est~ao
relacionadas com o fator de Boltzmann atraves das relac~oes (3.44), o que e caracterstico
de processos qua^nticos onde se adiciona uma partcula a um sistema que contem partculas
em equilbrio termico.
O gerador da transformac~ao de Bogoliubov U (), e construdo a partir de operadores
que atuam em ambos subespacos, transformando o vacuo
0;e0E num estado que caracte-
riza o vacuo de uma nova representac~ao irredutvel, inequivalente a representac~ao a qual
pertence o dubleto jn; eni.
Finalizando, poderamos tambem repetir todo o procedimento visto aqui para o caso
fermio^nico, utilizando uma transformac~ao de Bogoliubov da mesma forma (3.33) e res-
peitando a algebra de anticomutac~ao. Para o sistema fermio^nico, a interpretac~ao das
partculas a e ea e analoga ao caso boso^nico. Neste caso, porem, a conex~ao ocorre, como
esperado, atraves da distribuic~ao de Fermi-Dirac.
3.2 Teoria da Medida e TFD
A teoria da medida classica parte do princpio de que n~ao ha limite de precis~ao para uma
medida realizada sobre um sistema, ou que qualquer perturbac~ao oriunda da interac~ao
entre o aparelho de medida e o sistema fsico possa ser feita arbitrariamente pequena ou
ser compensada. Sabe-se porem que, numa escala microscopica, ou seja, no domnio dos
sistemas qua^nticos, a interac~ao entre sistema e instrumento n~ao pode ser ignorada ou
totalmente compensada, devido ao seu carater probabilstico. Assim, a medida de uma
propriedade pode produzir mudancas incontrolaveis nos valores previamente atribudos as
demais propriedades.
A Teoria da Medida proposta por Schwinger [34] e construda a partir de smbolos
que representam medidas seletivas realizadas sobre um sistema, bem como das operac~oes
algebricas efetuadas com tais smbolos, sendo por isso conhecida tambem como Schwin-
ger's Measurement Algebra.
Seja um sistema fsico ideal, no qual qualquer observavel A assuma somente um numero
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nito de valores distintos, a0, ... , a(n) e M (a0) represente uma medida seletiva, em
um ensemble de sistemas similares e independentes, que somente aceite os sistemas que
possuam o valor a0 e rejeite todos os demais. De acordo com sua denic~ao, os smbolos de
medida possuem as propriedades X
a0
M(a0) = 1, (3.47)
M(a0)M(a00) =  (a0; a00)M(a0), (3.48)
onde
 (a0; a00) =
(
1, a0 = a00
0, a0 6= a00 . (3.49)
Dois observaveis A1 e A2 s~ao compatveis se a medida de um n~ao destroi a informac~ao
obtida por uma medida anterior do outro. As medidas M(a01) e M(a
0
2), efetuadas em
qualquer ordem, produzem um ensemble de sistemas para os quais se pode atribuir simul-
taneamente os valores a01 para A1 e a
0
2 para A2,
M (a01; a
0
2) = M(a
0
1)M(a
0
2) = M(a
0
2)M(a
0
1). (3.50)
Por um conjunto completo de observaveis A1, ... , Ak entende-se que todos os observaveis
s~ao compatveis par a par, e n~ao existe nenhum outro observavel compatvel com qualquer
um dos observaveis do conjunto A.
Um tipo geral de medida e aquele que incorpora uma perturbac~ao que produz uma
mudanca de estado do sistema sondado. O smbolo M(a0; a00) indica uma medida seletiva
na qual somente s~ao aceitos sistemas no estado a00 emergindo no estado a0. A medidaM(a0)
pode ser vista como um caso especial no qual n~ao ocorrem mudancas: M(a0; a0) = M(a0).
A multiplicac~ao de smbolos de medida do tipo M(a0; a00) e dada por
M(a0; a00)M(a000; aiv) = (a00; a000)M(a0; aiv); (3.51)
nota-se, do ordenamento das medidas, que a multiplicac~ao de smbolos de medida e n~ao
comutativa. O smbolo M(a0; b0) indica uma medida seletiva na qual s~ao rejeitados todos
os sistemas exceto aqueles no estado b0 e permitindo apenas aos sistemas no estado a0
emergir. A lei geral de multiplicac~ao sera
M(a0; b0)M(c0; d0) = hb0j c0iM (a0; d0) , (3.52)
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onde hb0j c0i e um numero caracterizando a relac~ao estatstica entre b0 e c0. Em particular,
ha0j a00i =  (a0; a00) . (3.53)
Pode-se escrever, com a ajuda da propriedade para soma de smbolos (3.47),
M(b0; c0) =
X
a0
M(a0)M(b0; c0) =
X
a0
ha0j b0iM(a0; c0) (3.54)
e similarmente
M(a0; b0) =
X
c0
hb0j c0iM(a0; c0), (3.55)
o que mostra que smbolos de medida de um tipo podem ser expressos como combinac~ao
linear de smbolos de medida de outro tipo. A relac~ao geral e dada por
M(c0; d0) =
X
a0b0
ha0j c0i hd0j b0iM(a0; b0). (3.56)
O numero ha0j b0i pode ser visto como uma func~ao numerica linear do operador M (b0; a0);
esta corresponde^ncia entre operadores e numeros sera mapeada pelo traco
ha0j b0i = Tr fM (b0; a0)g . (3.57)
Utilizando a notac~aoM (b0; a0) = jb0i ha0j, notamos que o traco atua como se efetuasse uma
rotac~ao cclica nos estados. Das equac~oes para soma de smbolos (3.47) e (3.57) pode-se
determinar a forma de um operador X na representac~ao dos smbolos de medida,
X =
X
a0b0
M (a0)XM (b0) =
X
a0b0
ha0 jXj b0iM (a0; b0) , (3.58)
onde
ha0 jXj b0i = Tr fXM (b0; a0)g . (3.59)
Assim, o valor esperado de uma observavel A para um sistema na base b0 e
hAib0 = hb0 jAj b0i = Tr fAM (b0)g , (3.60)
onde jb0i hb0j pode ser interpretado como o operador de projec~ao do estado fsico do sistema
na base de estados jb0i. Se ao inves de um estado puro jb0i, considerarmos um estado
composto de uma mistura estatstica dos possveis estados acessveis de B, que ocorrem
com pesos estatsticos  (b0), tais que
P
b0 (b
0) = 1, a media estatstica de A no ensemble
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sera
hAi =
X
b0
 (b0) hAib0 =
X
b0
 (b0)Tr fAM (b0)g = Tr fAg , (3.61)
onde dene-se o operador densidade
 
X
b0
 (b0)M (b0) . (3.62)
Para um estado puro jb00i temos que  (b0) =  (b0; b00), de modo que
 =
X
b0
 (b0; b00)M (b0) = M (b00) , (3.63)
de onde segue imediatamente que, para tal estado,  = 2.
Mostraremos agora de que maneira o formalismo incorpora estados termicos, e que
estes emergem naturalmente na teoria da medida, se as relac~oes apropriadas forem intro-
duzidas. Por convenie^ncia, consideremos a base M (n;m) associada ao operador numero
N , na qual os elementos de matriz s~ao diagonais; da equac~ao (3.55), a express~ao para 
torna-se
 =
X
n;m
p
 (En)  (Em) (n;m)M (n;m) .
Para tratarmos de sistemas em equilbrio termico procedemos de maneira equivalente
a TFD, introduzindo um sistema auxiliar, de modo a duplicar os graus de liberdade do
sistema original, atraves da relac~ao
 (n;m) =  (en; em) . (3.64)
Logo
 =
X
n;m
p
 (En)  (Em) (n;m)M (n;m)
=
X
n;m
p
 (En)  (Em)M (n; en)M (em;m)
=
X
n
p
 (En)M (n; en)X
m
p
 (Em)M (em;m)
=
0() 
0() , (3.65)
onde, utilizando uma notac~ao sugestiva, denimos o \estado termico"
0() X
n
p
 (En) jn; eni . (3.66)
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Para um dado observavel, temos ent~ao


0() jF j 0()

= Tr fFg = Tr F 0() 
0()	
= Tr
(X
n;m
p
 (En) (Em) jemi hmjF jni henj)
=
X
n;m
p
 (En) (Em) henj emi hmjF jni
=
X
n
 (En) hnjF jni . (3.67)
Lembrando que os \estados" jn; eni s~ao, na realidade, projetores na teoria da medida
jni henj, a atuac~ao do operador numero eN , pertencente ao espaco auxiliar, deve ser enten-
dida como eN jn; eni = eNM (n; en) = hM y (n; en) eN yiy = hM (n; en) eNiy , (3.68)
onde utilizamos o fato dos smbolos de medida constiturem uma base hermitiana do
espaco de operadores, isto e M (n; en) = M y (n; en). Por m, se reconhecermos que, para
um sistema em equilbrio termico,
 (En) = Z
 1e En , (3.69)
resulta 0() = Z  12X
n
e 
1
2
En jn; eni , (3.70)
que e equivalente ao estado de vacuo da TFD, express~ao (3.8). De fato, (3.70) corresponde
a um estado dependente da temperatura. Na linguagem da teoria da medida, o operador
densidade que caracteriza um sistema em equilbrio termico projeta seus estados no vacuo
termico dos operadores associados aos respectivos observaveis.
Desejamos ainda destacar que uma das regras de conjugac~ao tilde da TFD, express~ao
(3.10), pode ser aplicada ao produto NM (n; en)  N jn; eni, no contexto da teoria da
medida, fornecendo
[NM (n; en)]e= eNfM (n; en) = eNM (en; n) = eN jeni hnj , (3.71)
desde que fM (n; en) = M (en; n). Impusemos que uma medida efetuada sobre o sistema
fsico no estado jni faz com que o sistema auxiliar emerja, necessariamente, no estado
correspondente ao mesmo autovalor n; do mesmo modo, uma medida efetuada sobre o
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sistema auxiliar no estado jeni fornece o autovalor n para o sistema fsico. Portanto,
M (n; en) = M (en; n) . (3.72)
Segue ent~ao das equac~oes (3.71) e (3.72) que
[N jn; eni]e= eN jn; eni = n jn; eni .
Esta ultima igualdade e decorre^ncia da propriedade (3.9) estendida a teoria da medida,
e n~ao uma imposic~ao adicional, como apresentado originalmente [35]. Alem destas, da
separabilidade dos estados, resultah
A; eBi

=
h
A; eByi

= 0,
onde o sinal ( ) representa o comutador e (+) o anticomutador, a serem convenientemente
utilizados conforme a algebra tratada seja boso^nica ou fermio^nica.
Finalizamos esta sec~ao mencionando que podem-se relacionar os smbolos de medida
com os operadores da meca^nica estatstica, os quais ser~ao amplamente utilizados neste
trabalho. Porem, por convenie^ncia e facilidade de interpretac~ao, sera utilizada a notac~ao
convencional, lembrando que sempre se pode retornar aos smbolos de medida atraves das
relac~oes aqui apresentadas.
3.3 Aplicac~ao da TFD ao Modelo FKM
Mostraremos agora uma aplicac~ao da TFD ao modelo FKM estudado no captulo 1. Em
particular, implementaremos a temperatura nas func~oes de correlac~ao de pares atraves
dos valores esperados no vacuo termico.
Partimos do hamiltoniano total (3.13), H^ = H   ~H, onde H sera o mesmo do FKM
original (1.3), e em ~H basta trocar os operadores pelos conjugados tilde. Desejamos
calcular as quantidades com a estrutura de dubleto da TFD
qq

kl (t  t0) =


0() jqk (t)ql (t0)j 0()

; (3.73)
com as mesmas denic~oes anteriores e, da mesma forma, para os pares qp, pq e pp,
qp

kl (t  t0) =


0() jqk (t)pl (t0)j 0()

; (3.74)
pq

kl (t  t0) =


0() jpk(t)ql (t0)j 0()

; (3.75)
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pp

kl (t  t0) =


0() jpk(t)pl (t0)j 0()

: (3.76)
Para t = t0 devemos ter
pp

kl (0) =


0() jpk(t)pl (t)j 0()

= pp

lk (0) ; (3.77)
pois [pi(t); pj(t)] = 0; smile para os demais.
Entretanto, estamos interessados em calcular os pp

lk (0) e demais para t 6= t0, uti-
lizando as soluc~oes das equac~oes de movimento de Heisenberg para os operadores qi(t)
e pi(t). Lembrando que q, ~q e p e ~p s~ao hermitianos, iremos calcular as componentes
 =  = 1 de (3.73)-(3.76).
Iniciando com o calculo de (3.77), voltamos a equac~ao de autovalores (A.7) para
a matriz de interac~ao,
P
k Ajk
(s)
k = !
2
s
(s)
j . Introduzindo os operadores de abaixa-
mento/levantamento (em ambos os espacos) para o s-esimo modo normal na representac~ao
de numero, equac~oes (A.9),
as = (2~!s) 1=2
X
j
(s)(pj   i!sqj) ; as = (2~!s) 1=2
X
j
(s)(pj + i!sqj) ;
com as relac~oes de comutac~ao usuais, invertemos as relac~oes entre os operadores atraves
das (A.10),
qj = i
X
s
(s)

~
2!s
1=2
(as   as) ; pj =
X
s
(s)

~!s
2
1=2
(as + a

s) :
Passamos agora aos operadores termicos 's, atraves das equac~oes (3.35),
 = c(s)a  d(s)ea ;
e seguintes - (3.36), (3.40) e (3.41) - onde introduzimos o sub-indice s referente a cada
modo dos osciladores do banho termico. Calculamos ent~ao as func~oes de correlac~oes de
pares a tempos iguais
hpk(0)pl(0)i =
X
s;r

(s)
k 
(r)
l
~
2
(!s!r)
1=2 hasar + asar + asar + asari ;
onde, de agora em diante, deve-se entender a media hXi como sendo calculada nos estados
de vacuo termico da TFD, h0jXj0i, salvo menc~ao em contrario. Esta media fornece
hpk(0)pl(0)i =
X
s

(s)
k 
(r)
l
~
2
(!s!r)
1=2  c2(s) + d2(s) ; (3.78)
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onde c(s) = cosh s e d(s) = senhs s~ao func~oes da temperatura, expressas em (3.44).
Assim, a quantidade (3.77) ca
pp

kl (0) =
X
s

(s)
k 
(s)
l
~!s
2
B(s)
 ; (3.79)
onde denimos a matriz de transformac~ao, similar a (3.39), como
B(s)
 =
 
c2(s) + d
2(s)  2c(s)d(s)
2c(s)d(s)  (c2(s) + d2(s))
!
: (3.80)
Para as demais
pq

kl (0) =  i
X
s

(s)
k 
(s)
l
~
2
I =  qpkl (0) ; (3.81)
onde I e a matriz identidade, e
qq

kl (0) =
X
s

(s)
k 
(s)
l
~
2!s
B(s)
 : (3.82)
Passemos aos termos dependentes do tempo. Utilizando procedimentos semelhantes
aos mostrados no Ape^ndice A, obtemos, para a componente  =  = 1 de (3.76)
pp
11
kl (t+ ) =


p1k(t)p
1
l (t+ )

=
= [
~
2
A1=2
 
c2(s) + d
2(s)

cos(A1=2t) +
+ i
~
2
A1=2
 
c2(s)  d2(s)

sen(A1=2t)]kl : (3.83)
E da mesma forma, para as (3.75) e (3.74)
pq
11
kl (t+ ) =


p1k(t)p
1
l (t+ )

= [
~
2
 
c2(s) + d
2(s)

sen(A1=2t) +
  i~
2
 
c2(s)  d2(s)

cos(A1=2t)]kl
=  qp11kl (t+ ) ; (3.84)
e para (3.73)
qq
11
kl (t+ ) =


q1k(t)q
1
l (t+ )

= [
~
2
A 1=2
 
c2(s) + d
2(s)

cos(A1=2t) +
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+ i
~
2
A1=2
 
c2(s)  d2(s)

sen(A1=2t)] : (3.85)
Lembrando que, no caso boso^nico, valem as seguintes relac~oes
c2(x) =
1
1  ex =
1
2

ctgh
x
2

+ 1

;
d2(x) =
1
ex   1 =
1
2

ctgh
x
2

  1

; (3.86)
e
c2(x) + d2(x) = ctgh x ; c2(x)  d2(x) = 1 ; (3.87)
com x  ~!s
kT
, recuperamos as express~oes (1.67), cujo ordenamento normal leva direto as
(1.72).
A quest~ao do ordenamento normal dos operadores nos remete ao exemplo de aplicac~ao
da equac~ao de Langevin mencionado no nal do captulo 1. Ford, Kac e Mazur consideram
o caso de uma forca externa F (t) constante e calculam o valor quadratico medio da
\corrente utuante", obtendo, na escala de tempo t  1 (estado estacionario),
h: [p0(t)  hp0(t)i]2 :i = 2

Z 1
0
P

~!
kBT

d!
!2 + 2
: (3.88)
Por outro lado, quando o ordenamento normal n~ao e utilizado, surge a energia de ponto
zero dos osciladores,
h[p0(t)  hp0(t)i]2i = h: [p0(t)  hp0(t)i]2 :i+ 2

Z !L
0
~!
2
d!
!2 + 2
: (3.89)
Com base nesses resultados os autores questionam-se sobre qual seria o ordenamento
dos operadores que corresponde as medidas experimentais do espectro das utuac~oes. A
resposta fornecida e que isto deve, e claro, ser decidido pelo experimento. No entanto
defendem que o produto normal seria o mais adequado, pois leva a um rudo nulo a
temperatura do zero absoluto. Gostaramos de questionar tal posicionamento chamando
a atenc~ao para a importa^ncia das utuac~oes de ponto zero, responsaveis por um grande
variedade de feno^menos fsicos [36, 37], e da qual voltaremos a falar ao nal deste trabalho.
Poderamos tambem aplicar o formalismo aqui apresentado ao FKM constitudo de
osciladores fermio^- nicos. Para isso, algumas modicac~oes deveriam ser efetuadas na
matriz de interac~ao A. Primeiramente ela necessitaria conter a unidade imaginaria i, pois
do contrario as func~oes de correlac~ao de pares seriam complexas. Ela tambem passaria
a obedecer a condic~oes de contorno anti-periodicas. Isto poderia ser feito de maneira
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simplista introduzindo um sinal negativo em (1.36), e consequentemente modicando a
express~ao (1.37) para
's =  
2N + 1
s ; s = 0; 1; 2; : : : ; 2N   1; (3.90)
onde o ndice s percorre agora um numero par de osciladores. Entretanto, desenvolvi-
mentos adicionais n~ao seriam levados a efeito sen~ao com razoaveis diculdades. Uma
maneira mais formal de realizar tais modicac~oes seria utilizar-se das variaveis grassma-
nianas - ver Zinn-Justin, cap.1 [38]. Tais variaveis s~ao utilizadas em teorias que tratam
de campos fermio^nicos e sua quantizac~ao [39]. Assim, na hamiltoniana original do FKM,
equac~ao (1.3), as coordenadas q's e momentos p's seriam substitudos pelas variaveis i e
_i respectivamente, que obedecem a algebra
ij + ji = 0 ;
constituindo-se de \func~oes classicas anticomutativas".
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Captulo 4
Equac~ao Mestra para um Sistema de
Partculas
Neste captulo apresentamos o trabalho de Cohen et al [10], que trata o problema de um
sistema pequeno S interagindo (linearmente) com um grande reservatorio R, atraves do
formalismo do operador densidade. Considerando uma taxa de variac~ao coarse-grained
para o operador densidade de S, e mostrado como a Equac~ao Mestra pode ser deduzida
de maneira simples e perturbativamente, quando a interac~ao entre S e R possui um efeito
fraco durante o (curto) tempo de correlac~ao das utuac~oes do reservatorio. Esta aborda-
gem e ilustrada para o caso em que o sistema consiste de um oscilador harmo^nico acoplado
a um reservatorio composto tambem de osciladores harmo^nicos. A evoluc~ao temporal do
oscilador e descrita nas representac~oes de Schrodinger e Heisenberg e, em particular, e
mostrado que as equac~oes de movimento de Heisenberg podem ser escritas de maneira
semelhante a Equac~ao de Langevin para o movimento browniano. Uma apresentac~ao se-
melhante a esta pode ser encontrada em outros livros classicos da area, tais como Louisell
[40], Scully [41] van Kampen [42] e Gardiner [43].
4.1 Equac~ao Mestra para um Sistema S Interagindo com um
Reservatorio R
4.1.1 Equac~ao para a Evoluc~ao do Sistema S
Seja o hamiltoniano do sistema global S +R na representac~ao de Schrodinger
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Hs = HsS +H
s
R + V
s = Hs0 + V
s : (4.1)
Aqui HS e o hamiltoniano de S, HR e o hamiltoniano do reservatorio R, H0 e o hamiltoni-
ano livre, V e a interac~ao entre S e R e o ndice s refere-se a representac~ao de Schrodinger.
O operador densidade s do sistema global S +R obedece a equac~ao de evoluc~ao
d
dt
s(t) =
1
i~
[Hs; s(t)]; (4.2)
que se torna, na representac~ao de interac~ao com respeito a S +R
d
dt
(t) =
1
i~
[V (t); (t)]; (4.3)
com
(t) = ei(HS+HR)t=~s(t)e i(HS+HR)t=~ (4.4)
V (t) = ei(HS+HR)t=~V se i(HS+HR)t=~: (4.5)
A vantagem da representac~ao de interac~ao e que, se V for sucientemente pequeno, 
evolui mais lentamente. Integrando-se a equac~ao (4.3) entre t e t+t resulta
(t+t) = (t) +
1
i~
Z t+t
t
[V (t0); (t0)]dt0; (4.6)
a qual pode ser particionada no intervalo temporal (separando o intervalo em t < t0 <
t+t); substituindo
(t0) = (t) +
1
i~
Z t0
t
[V (t00); (t00)] dt00
em (4.3), de modo que
d
dt0
(t0) =
1
i~
[V (t0); (t0)] =
1
i~
[V (t0); (t)] + +
1
i~
[V (t0);
1
i~
Z t0
t
[V (t00); (t00)]dt00]; (4.7)
integrando esta equac~ao entre t e t+t, obtemos
(t) =
1
i~
Z t+t
t
[V (t0); (t)]dt0 +
+

1
i~
2 Z t+t
t
dt0
Z t0
t
[V (t0); [V (t00); (t00)]]dt00; (4.8)
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com a denic~ao
(t) = (t+t)  (t): (4.9)
Aqui, o interesse e a evoluc~ao do sistema pequeno S. A equac~ao s = TrRf s g, que
dene o operador densidade reduzido s de S a partir do operador densidade s do sistema
S +R torna-se, na representac~ao de interac~ao
(t) = TrRf (t) g: (4.10)
Tomando-se o traco de (4.8) com respeito a R resulta
(t) =
1
i~
Z t+t
t
TrRf [V (t0); (t)] gdt0 +
+

1
i~
2 Z t+t
t
dt0
Z t0
t
TrRf [V (t0); [V (t"); (t00)]] gdt00: (4.11)
Ate este ponto nenhuma aproximac~ao foi introduzida e a equac~ao (4.11) e exata. Antes
de prosseguir e introduzir algumas aproximac~oes, Cohen et al ir~ao descrever as hipoteses
a serem feitas com relac~ao ao reservatorio.
4.1.2 Hipoteses sobre o Reservatorio R
a) Estado do reservatorio
Seja
R(t) = TrSf (t) g; (4.12)
o operador densidade de R, obtido tomando-se o traco parcial de (t) sobre S. Como R
e um reservatorio, a variac~ao de R(t) devido ao acoplamento com S e pequena. Como
uma primeira aproximac~ao, R(t) pode ser considerado constante na representac~ao de
interac~ao
R(t) ' R(0) = R: (4.13)
Alem disso, assume-se que o reservatorio esta num estado estacionario, i.e, que R comuta
com o hamiltoniano HR
[R; HR] = 0: (4.14)
Em outras palavras, R n~ao possui elementos n~ao-diagonais entre os estados de HR com
diferentes autovalores e pode, portanto, ser construdo a partir de uma mistura estatstica
 O acoplamento com V obviamente causa pequenas correlac~oes entre S e R, que s~ao essenciais para a
evoluc~ao de S.
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de autoestados j i de HR,
HR j i = E j i; (4.15)
com peso estatstico p, isto e,
R =
X

p j ih j : (4.16)
Este e o caso em particular quando R esta em equilbrio termodina^mico a uma tempe-
ratura T , p sendo igual a
p = Z
 1e E=kBT ; Z =
X

e E=kBT :
b) Medias a um e dois instantes para os observaveis do reservatorio
A interac~ao V entre S e R sera tomada como um produto de um observavel S de S e
um observavel R de R (acoplamento linear - ver, p.ex., Feynman-Vernon [6]).
V s =  SsRs; (4.17)
ou, na representac~ao de interac~ao
V (t) =  S(t)R(t); (4.18)
com
S(t) = eiHSt=~Sse iHSt=~
R(t) = eiHRt=~Rse iHRt=~; (4.19)
pois os observaveis de S comutam com os de R.
Sup~oe-se que o valor medio de R nos estados do reservatorio R e nulo,
TrRfsRRs g = TrRfR(t)R(t) g = TrRfRR(t) g = 0: (4.20)
A primeira igualdade resulta da aplicac~ao da segunda das equac~oes (4.19) e da propriedade
da invaria^ncia do traco sob permutac~oes cclicas. Segue de (4.18) que, para todo t,
TrRfRV (t) g =  TrRfRS(t)R(t) g =  S(t)TrRfRR(t) g = 0; (4.21)
devido a hipotese (4.20). O valor medio em R do acoplamento V (t) e portanto nulo.
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O valor medio de R(t) e uma media a um instante. Para dois instantes,
g(t0; t00) = TrRfRR(t0)R(t00) g; (4.22)
e a media no reservatorio R de um produto de dois observaveis R(t0) e R(t00), tomada em
dois instantes distintos t0 e t00.
Utilizando-se o comutador (4.14), a segunda equac~ao de (4.19) e novamente a in-
varia^ncia do traco de um produto numa permutac~ao cclica, ve^-se que g(t0; t00) depende
apenas de   t0   t00,
TrRfRR(t0)R(t00) g = TrRfRR()R(0) g  g() : (4.23)
O interesse em trabalhar com a ultima grandeza e a necessidade futura de se calcular
func~oes de correlac~ao em dois instantes distintos (e tambem func~oes de Green de dois
pontos). O signicado fsico de g() sera discutido posteriormente, mas podemos anteci-
par que a sua parte real e uma func~ao de correlac~ao simetrica que descreve a dina^mica
das utuac~oes de R nos estados de R, sua parte imaginaria estando relacionada a sua
susceptibilidade linear.
Finalmente, as hipoteses feitas sobre R s~ao equivalentes a assumir que R esta num
estado estacionario e exerce sobre S uma forca que utua em torno de um valor medio
nulo, com tempo de correlac~ao c curto.
4.1.3 Calculo Perturbativo da Taxa de Variac~ao \coarse-grained" do Sistema
Retornando a equac~ao (4.11), Cohen et al derivam a partir desta a Equac~ao Mestra para
, introduzindo varias aproximac~oes.
Primeiramente, se V e sucientemente pequeno, e se t e sucientemente curto com-
parado com o tempo de evoluc~ao tR de , isto justica desprezar a evoluc~ao de  entre t
e t00 no ultimo termo de (4.11), ja que e de segunda ordem em V , e substituir (t00) por
(t). Tal aproximac~ao e equivalente a uma iterac~aoy de (4.6) na qual apenas termos ate
segunda ordem em V s~ao retidos.
Apos tal aproximac~ao, o lado direito de (4.11) contem apenas (t), que pode ser escrito
na forma
(t) = TrRf (t) g 
 TrSf (t) g+ correl(t); (4.24)
onde correl(t) descreve as correlac~oes que existem entre S e R no tempo t. No que se
y o termo "iterac~ao" refere-se a resoluc~ao do intervalo de particionamento (coarse-grained).
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segue os autores ir~ao desprezar a contribuic~ao de correl(t) para (t) (na sec~ao seguinte
voltaremos as condic~oes de validade desta aproximac~ao, que assume que c  t).
A ideia geral e que as correlac~oes iniciais entre S e R no instante t desaparecem apos
um tempo c (tempo de colis~ao c  tR) e contribuem pouco para a evoluc~ao de  no
intervalo [t; t + t] (novas correlac~oes entre S e R surgem entre t e t + t, e s~ao estas
as responsaveis pela evoluc~ao de ). Tal aproximac~ao e equivalente a escrever, usando
(4.10), (4.12) e (4.13),
(t) = S(t)
 R: (4.25)
Os autores justicam a introduc~ao de duas aproximac~oes, uma baseada na condic~ao t
tR e outra baseada na condic~ao t  c, o que implica a existe^ncia de duas escalas de
tempo muito distintas:
c  t tR: (4.26)
Essas aproximac~oes permitem escrever (4.11) numa forma que relaciona o acrescimo 
de  entre t e t+t para (t). Trocando-se (t00) e (t) por (4.25) e dividindo-se ambos
os lados de (4.11) por t, obtem-se

t
=   1
~2
1
t
Z t+t
t
dt0
Z t0
t
dt00 TrRf [V (t0); [V (t00); S(t)
 R]] g: (4.27)
A taxa de variac~ao =t e chamada de taxa de variac~ao \coarse-grained"(ou taxa de
\gr~ao grosso") porque ela pode ser considerada como a media da taxa instanta^nea d=dt
no intervalo t:

t
=
(t+t)  (t)
t
=
1
t
Z t+t
t
d
dt0
dt0: (4.28)
Todas as variac~oes rapidas da taxa instanta^nea que ocorrem numa escala de tempo menor
do que t s~ao \suavizadas" nessa media. O fato de que =t depende apenas do estado
(t) no instante t do sistema S signica que, examinada com uma resoluc~ao temporal n~ao
muito alta, a evoluc~ao de S depende apenas do presente e n~ao do passado. Identica-se
aqui a caracterizac~ao de um processo Markoviano, ja citado anteriormente.
Uma vez que, de acordo com (4.18) e (4.19), V (t0) e V (t00) s~ao, como S(t) 
 R,
produtos de observaveis de S e R que comutam entre si, o traco sobre R de (4.27) refere-
se apenas a produtos da forma RR(t
0)R(t00) ou RR(t00)R(t0). Assim, a integral em (4.27)
depende das variaveis do reservatorio apenas atraves de medias de dois tempos g() ou
g( ), com  = t0   t00. Para tirar vantagem do fato que g() decresce rapidamente com
 , os autores julgam conveniente trocar as variaveis de integrac~ao em (4.27), de t0 e t00
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para  e t0, resultando Z t+t
t
dt0
Z t0
t
dt00 =
Z t
0
d
Z t+t
t+
dt0: (4.29)
Ja que as medias a dois instantes g() e g( ) s~ao desprezveis para   tR, a unica
regi~ao do domnio de integrac~ao onde o integrando e n~ao nulo e uma faixa estreita de
largura c. Como t  c e t   , os autores estendem o limite superior da integral
em d ate innito e o limite inferior da integral em dt0 para t. Salientamos aqui que,
dependendo do interesse na analise do problema, esta aproximac~ao pode ser dispensada.
Mostraremos como isto pode ser feito no captulo seguinte, obtendo a equac~ao mestra para
um sistema especco. Finalmente, utilizando-se V (t) =  S(t)R(t) (eq. (4.18)), obtem-se
para a taxa coarse-grained,

t
=   1
~2
Z 1
0
d
1
t
Z t+t
t
dt0 
 fg()[S(t0)S(t0   )S(t)  S(t0   )S(t)S(t0)] +
+ g( )[S(t)S(t0   )S(t0)  S(t0)S(t)S(t0   )]g: (4.30)
Na seque^ncia, para realizarem a integrac~ao em dt0 os autores projetam (4.30) na base
de autoestados do hamiltoniano HS do sistema S. Feito isto, Cohen et al obte^m, na
representac~ao de Schrodinger, a Equac~ao Mestra, que consistira de uma equac~ao diferencial
linear de primeira ordem, com coecientes independentes do tempo. N~ao faremos aqui esta
deduc~ao. Ao inves, iremos ilustrar as ideias ate aqui introduzidas, aplicando-as ao caso
de um oscilador harmo^nico acoplado a um reservatorio composto tambem de osciladores
harmo^nicos.
4.2 Equac~ao Mestra para um Oscilador Harmo^nico Amortecido
4.2.1 O Sistema Fsico
Cohen et al consideram o caso no qual o sistema pequeno S e um oscilador harmo^nico
unidimensional de freque^ncia !0 cuja hamiltoniana e
HS = ~!0(byb+
1
2
); (4.31)
onde by e b s~ao os operadores de levantamento e abaixamento associados a este oscilador. O
reservatorio R consiste de um numero innito de osciladores harmo^nicos unidimensionais
i, de freque^ncia !i, com os operadores de levantamento e abaixamento a
y
i e ai, tal que o
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hamiltoniano HR de R escreve-se
HR =
X
i
~!i(ayia+
1
2
): (4.32)
Considera-se uma hamiltoniana de acoplamento entre S e R muito simples, da forma
V = V y =
X
i
(gib
yai + gi ba
y
i ); (4.33)
onde gi e a constante de acoplamento entre S e o i-esimo oscilador de R. Cada termo em
(4.33) descreve um processo em que S ganha/perde 1 quantum de energia ~!0, e onde o
oscilador i de R perde/ganha 1 quantum ~!i.
Este modelo pode descrever diversas situac~oes fsicas: S pode ser um oscilador ma-
terial (uma carga ligada elasticamente), e os osciladores i podem ser diferentes modos
do campo de radiac~ao - assim a equac~ao mestra para S descreve como o movimento da
carga e amortecido pela emiss~ao esponta^nea, absorc~ao e emiss~ao estimulada da radiac~ao;
S tambem pode ser um modo de uma cavidade eletromagnetica, e os osciladores i se-
riam osciladores materiais contidos nas paredes da cavidade - a equac~ao mestra neste caso
descreve o amortecimento desse modo normal da cavidade devido as perdas nas paredes.
Cohen et al destacam que a vantagem deste modelo e que ele leva a equac~oes de
Heisenberg para os operadores a e b que s~ao lineares nestes operadores. Isto torna mais
facil derivar, a partir dessas equac~oes, uma equac~ao de evoluc~ao para b que se assemelha
muito a Equac~ao de Langevin utilizada na teoria classica para descrever o movimento
browniano.
No proximo captulo mostraremos a derivac~ao da Equac~ao Mestra para a taxa de
variac~ao coarse-grained considerando uma forma mais geral para o potencial de interac~ao.
Deduziremos tambem a equac~ao para a evoluc~ao das populac~oes dos nveis de energia do
oscilador.
4.2.2 Equac~ao Mestra na Forma de Operadores
Escrevendo-se a taxa de variac~ao coarse-grained, (4.27), com a mudanca de variaveis (4.29),
e estendendo-se os limites de integrac~ao, tem-se

t
=   1
~2
1
t
Z 1
0
d(t0   t00)
Z t+t
t
dt0TrR[V (t0); [V (t00); S(t)
 R]]; (4.34)
4.2. Equac~ao Mestra para um Oscilador Harmo^nico Amortecido 83
com V da forma
V =  (byR(+) + bR( )); (4.35)
onde
R(+) =  
X
i
giai ; R
( ) =  
X
i
gi a
y
i : (4.36)
Sup~oe-se que R e diagonal na base fj n1; n2; : : : ; ni; : : :ig de autoestados de HR. Dos dois
operadores V (t0) e V (t00) de (4.34), um contem ai e o outro a
y
i , ent~ao TrRV (t
0)V (t00)R 6= 0
em (4.34). Tal escolha (eq. (4.35)) resulta em apenas duas possibilidades: a primeira
consiste em se tomar V (t0) =  by(t0)R(+)(t0) e V (t00) =  b(t00)R( )(t00), e a segunda e
trocar t0 e t00 nestas express~oes. Alem disso pode-se constatar que os dois termos de
(4.35) que correspondem a essas duas possibilidades s~ao conjugados hermitianos um do
outro. Na representac~ao de interac~ao, os operadores b(t), ai(t), etc, te^m uma depende^ncia
temporal muito simples, a saber, b(t) = be i!0t, ai(t) = aie i!it, etc. Finalmente, sendo
TrR[RX] = hXiR e sendo o integrando de (4.34) dependente apenas de t0   t00, utiliza-se
a invaria^ncia do traco sob permutac~oes cclicas para se obter

t
=   1
~2

 f(bybS   bSby)
Z 1
0
hR(+)(t0)R( )(t00)iR ei!0(t0 t00)d(t0   t00) +
+ (Sbb
y   bySb)
Z 1
0
hR( )(t00)R(+)(t0)iR ei!0(t0 t00)d(t0   t00)g+
+ c:h:; (4.37)
onde c:h: signica o conjugado hermitiano dos termos anteriores, e a integral em t0 resultou
simplesmente em t. De acordo com (4.16), o operador densidade para um campo de ra-
diac~ao corresponde a uma mistura estatstica de autoestados j n1    ni   i de HR, repre-
sentando n1 fotons no modo 1;    ; ni fotons no modo i   , com um peso p(n1    ni   ):
R =
X
fnig
p(n1    ni   ) j n1    ni   ihn1    ni    j :
Utilizando esta equac~ao e (4.36) Cohen et al calculam as medias a dois instantes que
aparecem em (4.37), obtendo
hR(+)(t0)R( )(t00)iR =
X
i
j gi j2 haiayiiR e i!i(t
0 t00)
=
X
i
j gi j2 (hnii+ 1) e i!i(t0 t00); (4.38)
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onde hnii =
P
fnig ni p(n1    ni   ) e o numero medio de quanta de excitac~ao do oscilador
i. Um calculo analogo fornece
hR( )(t00)R(+)(t0)iR =
X
i
j gi j2 hnii e i!i(t0 t00): (4.39)
A m de calcular a primeira integral em (4.37), do tipo I  R1
0
e i(!i !0) d , faz-se
necessario contornar a diverge^ncia no limite superior para !i = !0, i.e, o integrando
deve ser regularizado para que I seja uma distribuic~ao regular no innito. Para isso
introduzimos um para^metro " innitesimal,
I =
Z 1
0
e i[(!i !0) i"] d =
i
(!0   !i) + i" : (4.40)
Mas, utilizando a conhecida formula,
1
x i" = P

1
x

 i(x); (4.41)
onde P signica o Valor Principal, a integral I ca
I = iP

1
!0   !i

+ (!0   !i): (4.42)
Assim, incluindo as constantes, a primeira integral da express~ao (4.37) torna-se
1
~2
Z 1
0
d
X
i
j gi j2 (hnii+ 1) e i[(!i !0) i"]
=
1
~2
X
i
j gi j2 (hnii+ 1)

iP

1
!0   !i

+ (!0   !i)

=
  +  0
2
+ i ( +0) ; (4.43)
onde as quantidades  ,  0,  e 0, que ser~ao interpretadas sicamente mais adiante, foram
denidas como
  =
2
~
X
i
j gi j2 (~!0   ~!i); (4.44)
 0 =
2
~
X
i
j gi j2 hnii (~!0   ~!i); (4.45)
~ = P
 X
i
j gi j2
~!0   ~!i
!
; (4.46)
4.3. Evoluc~ao das Populac~oes 85
~0 = P
 X
i
j gi j2 hnii
~!0   ~!i
!
: (4.47)
Para a segunda integral de (4.37) um calculo similar resulta em
1
~2
Z 1
0
d
X
i
j gi j2 hnii e i[(!i !0) i"] =  
0
2
+ i0: (4.48)
Finalmente, substituindo (4.43) e (4.48) em (4.37), usando [b; by] = 1, e voltando a repre-
sentac~ao de Schrodinger, obtem-se a seguinte equac~ao mestra na forma de operadores:
d
dt
=    
2
[; byb]+    0[; byb]+    0
  i(!0 +)[byb; ] +  bby +  0(byb+ bby): (4.49)
Nesta equac~ao, [A;B]+ representa o anti-comutador AB+BA. Nota-se tambem a ause^ncia
de termos envolvendo 0.
Conforme comentado por Cohen et al, se o numero medio de quanta hnii do oscilador
i depender apenas de sua energia, devido a func~ao delta em (4.44) e (4.45), resulta
 0 = hn(!0)i ; (4.50)
onde hn(!0)i e o numero medio de quanta nos osciladores do reservatorio que possuem a
mesma freque^ncia !0 do oscilador S. Se, alem disso, R esta em equilbrio termodina^mico,
hn(!0)i e igual a [exp ~!0=kBT   1] 1.
A Equac~ao Mestra obtida, (4.49), e o ponto de partida para estudarmos a interac~ao da
partcula browniana com o meio que a cerca no contexto da teoria qua^ntica. Voltaremos
a esta equac~ao no captulo seguinte.
4.3 Evoluc~ao das Populac~oes
A equac~ao para a evoluc~ao das populac~oes e obtida tomando o valor medio de (4.49) nos
estados j ni. Sendo nn a populac~ao do nvel de energia j ni de S, essa media fornece
d
dt
n;n =   n n;n + (n+ 1) n+1;n+1 +
+ (n+ 1) 0(n+1;n+1   n;n) + n 0(n 1;n 1   n;n): (4.51)
A interpretac~ao de   e  0 segue imediatamente desta equac~ao. Se S e considerado um
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oscilador ato^mico e R o campo de radiac~ao, ent~ao   esta associado ao processo de emiss~ao
esponta^nea e  0 aos processos de absorc~ao e emiss~ao estimulada. Mais precisamente, n 
e a taxa de emiss~ao do nvel j ni para o nvel mais baixo j n  1i. O nvel j ni e esvaziado
atraves da emiss~ao esponta^nea para o nvel j n  1i a uma taxa n , e preenchido a partir
do nvel j n+1i a uma taxa (n+1) . Os fatores n e n+1 est~ao relacionados simplesmente
aos quadrados dos modulos dos elementos de matriz de b e by que comparecem em V (ver
(4.33)) entre j ni e j n  1i ou entre j n+ 1i e j ni. Similarmente, o processo de absorc~ao
estimulada esvazia o nvel j ni para o nvel j n + 1i a uma taxa (n + 1) 0 e o preenche a
partir do nvel j n  1i a uma taxa n 0.
O para^metro  que aparece em (4.49) esta relacionado aos desvios radiativos \espon-
ta^neos" que ocorrem na ause^ncia de qualquer excitac~ao de R (~ n~ao depende de hnii em
(4.46)). Devido a estrutura de V , o estado fundamental j 0i do oscilador na presenca do
reservatorio no estado j 0102    0i : : :i n~ao e acoplado a nenhum outro estado. Portanto,
o desvio radiativo esponta^neo ~ de j 0i e nulo. Por outro lado, se o oscilador esta no
estado j 1i, o acoplamento V dado em (4.33) permite transic~oes nas quais S decai de j 1i
para j 0i, e onde o oscilador i de R sobe de j 0ii para j 1ii. O desvio ~ e simplesmente o
desvio radiativo associado a tais processos (somados sobre todos os osciladores i). Alem
disso, a diferenca entre os desvios ~n e ~n 1 de dois nveis adjacentes e independente
de n e igual a ~, o que mostra que os nveis perturbados do oscilador permanecem
equidistantes, com a freque^ncia aparente !0+, como pode ser visto no quarto termo em
(4.49).
Finalmente, Cohen et al consideraram o ultimo para^metro, 0. Por depender de hnii
(ver (4.47)), ele representa o desvio radiativo devido a radiac~ao incidente. Assim, os
processos de absorc~ao e emiss~ao estimulada causam desvios em todos os nveis de S da
mesma quantidade e, portanto, n~ao alteram a freque^ncia do oscilador. Esta e a raz~ao pela
qual 0 n~ao aparece em (4.49).
4.4 Equac~ao de Langevin Qua^ntica para um Sistema Fsico Simples
A Equac~ao Mestra derivada anteriormente, (4.49), descreve, na representac~ao de Schro-
dinger, como um sistema pequeno S evolui sob a inue^ncia de sua interac~ao com um
reservatorio grande R. Na seque^ncia, Cohen et al abordam o mesmo problema na repre-
sentac~ao de Heisenberg. Limitam-se tambem ao modelo simples tratado anteriormente, o
de um oscilador harmo^nico S acoplado a um reservatorio R de osciladores harmo^nicos.
Esta abordagem e muito semelhante a que sera vista nos proximos captulos deste traba-
lho. Os objetivos aqui s~ao os seguintes:
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(i) mostrar que as equac~oes de Heisenberg para os observaveis de S podem ser escritas
sob a forma similar as equac~oes de Langevin para o movimento browniano classico;
(ii) usar ent~ao essas equac~oes de Heisenberg - Langevin para analisar as relac~oes exis-
tentes entre utuac~oes e dissipac~ao e calcular func~oes de correlac~ao para os observaveis
de S.
A seguir sera feita uma derivac~ao das equac~oes qua^nticas de Heisenberg - Langevin
para o modelo de osciladores harmo^nicos, bem como uma discuss~ao do teorema utuac~ao-
dissipac~ao para estas equac~oes.
4.4.1 Equac~oes de Heisenberg-Langevin para um Oscilador Forcado
Nesta sec~ao, retornaremos ao modelo introduzido anteriormente, de um oscilador harmo^nico
S (de freque^ncia !0, com operadores de levantamento e abaixamento by e b) acoplado a um
reservatorio R composto de osciladores i (freque^ncia !i, com operadores de levantamento
e abaixamento ayi e ai). O hamiltoniano total H desse sistema pode expresso como
H = HS +HR + V
= ~!0(byb+
1
2
) +
X
i
~!i(ayiai +
1
2
) +
X
i
(gib
yai + gi ba
y
i ); (4.52)
onde gi e uma constante de acoplamento. Daqui em diante, ate o nal deste captulo,
reproduziremos o tratamento do modelo segundo Cohen et al.
a) Equac~oes de Heisenberg acopladas
Utilizando as relac~oes de comutac~ao entre os operadores escada, podemos escrever a
equac~ao de Heisenberg para b(t) como
i~
d
dt
b(t) = [b(t); H] = ~!0b(t) +
X
i
giai(t): (4.53)
Esta depende do operador ai(t) do reservatorio, cuja evoluc~ao obedece a uma equac~ao
similar
i~
d
dt
ai(t) = [ai(t); H] = ~!iai(t) +
X
i
gi b(t): (4.54)
As evoluc~oes dos operadores de aniquilac~ao b(t) e ai(t) est~ao acopladas uma a outra
pelas equac~oes lineares (4.53) e (4.54). Os autores destacam que a simplicidade dessas
equac~oes resulta da forma bilinear em b ou by e ai ou a
y
i que foi escolhida para a interac~ao
V e do fato que os comutadores entre b's e a's s~ao simplesmente [b; by] = 1 e [ai; a
y
i ] = 1.
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Por convenie^ncia, os autores fazem (ver Scully [41])
b(t) = b^(t)e i!0t ; ai(t) = a^i(t)e i!it; (4.55)
tal que b^ e a^i evoluem apenas sob a inue^ncia de V (representac~ao de Furry [44]). As
equac~oes (4.53) e (4.54) tornam-se ent~ao (para um ai)
i~
d
dt
b^(t) =
X
i
gia^i(t) e
i(!0 !i)t (4.56)
i~
d
dt
a^i(t) = g

i b^(t) e
i(!i !0)t: (4.57)
b) A equac~ao de Langevin qua^ntica e forcas de Langevin qua^nticas
Integrando a equac~ao (4.57) e inserindo o resultado em (4.56) tem-se
d
dt
b^(t) =  
Z t t0
0
()b^(t  )d + F^ (t); (4.58)
sendo  = t  t0, e onde foram denidos
() =
1
~2
X
i
j gi j2 ei(!0 !i) (4.59)
F^ (t) =
1
i~
X
i
gia^i(t0)e
i(!0 !i) : (4.60)
Os autores analisam primeiramente a func~ao (t) em (4.59). Uma vez que R e um reser-
vatorio, as freque^ncias !i dos osciladores cobrem uma faixa bastante ampla; alem disso,
j gi j2, em geral, varia lentamente com !i. Segue que o conjunto de exponenciais oscilantes
de (4.59) interferem destrutivamente a medida que  cresce a partir de zero, tal que ()
torna-se desprezvel para   c (tempo de correlac~ao do reservatorio). E mais, b^(t   )
varia muito lentamente com  , numa escala de tempo tR  c, onde tR e o tempo de
amortecimento de S. Pode-se ent~ao desprezar a variac~ao com  de b^(t  ) quando com-
parada com () na integral de (4.58), e substituir b^(t   ) por b^(t), que pode ser ent~ao
removido da integral. Assumindo que t  t0  c, tem-seZ 1
0
()d =
1
~2
lim
!0+
X
i
j gi j2
Z 1
0
ei(!0 !i+i)d
=
1
~2
X
i
j gi j2

iP

1
!0   !i

+ (!0   !i)

=
 
2
+ i ; (4.61)
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onde   e  s~ao os para^metros introduzidos em (4.44) e (4.45), e que descrevem, respec-
tivamente, a taxa de emiss~ao esponta^nea e o desvio radiativo esponta^neo do oscilador.
Assim, a equac~ao (4.58) pode ser reescrita como
d
dt
b^(t) =  

 
2
+ i

b^(t) + F^ (t): (4.62)
A m de mostrar que esta equac~ao pode ser considerada uma Equac~ao de Langevin,
Cohen et al estudam as propriedades do operador F^ (t).
No instante inicial t0, onde as representac~oes de Schrodinger e Heisenberg coinci-
dem, sup~oe-se que o operador densidade do sistema global possa ser fatorado na forma
S 
 R, onde R pode se construdo a partir de uma mistura estatstica dos estados
j n1n2    ni   i com pesos p(n1n2    ni   ). Como a^i(t0) n~ao possui elementos diago-
nais no estado j nii, segue que
hF^ (t)i = TrSRF (t) = 0: (4.63)
O valor medio da equac~ao (4.62) e
d
dt
hb^(t)i =  

 
2
+ i

hb^(t)i: (4.64)
Calcula-se ent~ao as func~oes de correlac~ao de F^ (t) e F^+(t). Uma vez que apenas produ-
tos tais como ayi (t0)ai(t0) e ai(t0)a
y
i (t0) possuem valores medios n~ao nulos (respectivamente
iguais a hnii e (hnii+1)) no estado R =
P
fnig p(n1    ni   ) j n1    ni   ihn1    ni    j,
do reservatorio, obtem-se
hF^ (t0)F^ (t)i = hF^+(t0)F^+(t)i = 0; (4.65)
hF^+(t0)F^ (t)i =
X
i
1
~2
j gi j2 hnii ei(!0 !i)(t t0); (4.66)
hF^ (t)F^+(t0)i =
X
i
1
~2
j gi j2 (hnii+ 1) ei(!0 !i) : (4.67)
As exponenciais oscilantes que aparecem em (4.66) e (4.67) interferem destrutivamente
quando j t   t0 j c. Assim, as medias a dois instantes de (4.66) e (4.67) s~ao func~oes
fortemente centradas em  = t   t0. Cohen et al chamam de 2DN e 2DA as integrais ao
longo de  dessas duas func~oes entre menos e mais innito:
2DN =
Z 1
 1
hF^+(t  )F^ (t)id (4.68)
90 Captulo 4. Equac~ao Mestra para um Sistema de Partculas
2DA =
Z 1
 1
hF^ (t)F^+(t  )id; (4.69)
onde os subescritos N e A indicam, respectivamente, o ordenamento normal e antinormal
do produto de F^+ e F^ . Para calcular essas integrais utiliza-se (4.66) e (4.67), bem como
as denic~oes de   e  0 de (4.44) e (4.45),
2DN =
1
~2
Z 1
 1
d
X
i
j gi j2 hnii ei(!0 !i+i) =  0 ; (4.70)
2DA =
1
~2
Z 1
 1
d
X
i
j gi j2 (hnii+ 1) ei(!0 !i+i) =  0 +  : (4.71)
Assim, pode-se reescrever (4.66) e (4.67) na forma
hF^+(t)F^ (t0)i = 2DNgN(t  t0); (4.72)
hF^ (t)F^+(t0)i = 2DAgA(t  t0); (4.73)
onde gN() e gA() s~ao duas func~oes de  normalizadas e de largura c.
Finalmente, supondo que hnii depende unicamente de !i, os autores utilizam a relac~ao
 0 = hn(!0)i  (onde hn(!0)i e o numero medio de quanta dos modos do reservatorio tendo
a mesma freque^ncia !0 de S), para reescrever (4.70) e (4.71) na forma
2DN =  hn(!0)i; (4.74)
2DA =  (1 + hn(!0)i): (4.75)
Os operadores F^ e F^+ podem ser considerados forcas de Langevin que utuam muito
rapidamente em torno do valor medio nulo. Entretanto, como os autores concluem, deve-
se notar que estes operadores n~ao comutam entre si, como pode ser visto pela diferenca
entre (4.74) e (4.75).
c) Conex~ao entre utuac~oes e dissipac~ao
As equac~oes (4.74) e (4.75) estabelecem uma relac~ao quantitativa entre as utuac~oes
de F^ e F^+, caracterizadas por DN e DA, e o amortecimento  , caracterstico da dissipac~ao
associada a dina^mica de b e by. Se o reservatorio esta em equilbrio termodina^mico, hn(!0)i
e igual a [exp ~!0=kBT   1] 1, e a express~ao (4.74), p.ex., torna-se
2DN =
 
e~!0=kBT   1 ; (4.76)
uma equac~ao que pode ser considerada como uma express~ao para o teorema utuac~ao-
4.4. Equac~ao de Langevin Qua^ntica para um Sistema Fsico Simples 91
dissipac~ao qua^ntico. Em contraste com o que Cohen et al zeram na sub-sec~ao anterior,
a relac~ao (4.76) e derivada a partir das equac~oes de movimento de Heisenberg, ao inves
de partir de uma equac~ao fenomenologica. Isto tambem e valido quaisquer que sejam os
valores relativos de ~!0 e kBT . Em particular, se ~!0  kBT (limite classico), (4.76)
torna-se
2DN =
 kBT
~!0
; (4.77)
a qual, a exemplo da relac~ao de difus~ao de Einstein, estabelece uma relac~ao entre D e
 kBT .
No proximo captulo aplicaremos as ideias ate aqui desenvolvidas ao nosso sistema de
interesse: um oscilador interagindo com um banho termico constitudo por uma colec~ao
de osciladores acoplados.
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Captulo 5
Equac~ao Mestra e Reservatorio como
um Campo Escalar
O modelo FKM estudado apresentado no captulo 1 deste trabalho apresenta-se como
prototipo de um acoplamento linear entre um oscilador e um banho termico constitudo por
uma colec~ao de osciladores acoplados, nos moldes do formalismo de Cohen et al [10], dis-
cutido no captulo anterior. No entanto, ao inves de utilizarmos as equac~ao de Heisenbeg-
Langevin, utilizaremos um campo escalar como modelo de banho termico. Construiremos
tambem a Equac~ao Mestra e de evoluc~ao das populac~oes para o potencial considerado.
Primeiramente, porem, faremos algumas considerac~oes importantes sobre a func~ao de cor-
relac~ao termica.
5.1 A Func~ao de Correlac~ao Termica
A func~ao de correlac~ao de dois pontos termica g (), dada por (4.23), e de maxima im-
porta^ncia, pois e responsavel por incorporar a informac~ao a respeito do sistema R e, por
conseguinte, da temperatura. Assim, utilizando-se da TFD apresentada no captulo 3,
podemos construir uma func~ao de correlac~ao dependente de temperatura g (; ). Rees-
crevendo g () como
g (t0; t00) = Tr fRR (t0)R (t00)g = Tr
n
Re
i
~HRRSe
 i
~ HRRS
o
= Tr fRR ()Rg , (5.1)
onde  = t0   t00, e utilizando o operador densidade termico denido a partir dos estados
de vacuo termico da TFD
R =
0() 
0() , (5.2)
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obtem-se a func~ao de correlac~ao dependente de temperatura
g (; ) = Tr
0() 
0()R()R	 = 
0()R()R 0() . (5.3)
Substituindo o vacuo termico (3.8), obtem-se
g (; ) = Z 1R
X
n0;n
e 
1
2
(En0+En) hen0; n0jR()R jn; eni , (5.4)
onde o subndice em ZR indica que a func~ao de partic~ao refere-se somente ao subsistema
R, e n~ao ao total. Atuando na base dos autoestados do sistema R encontra-se
hen0; n0jR()R jn; eni = hn0jR()R jni n0n = n0nX
m
hn0jRs jmi hmjRs jni ei(!n0 !m) ,
de modo que a equac~ao (5.4) para g (; ) torna-se
g (; ) = Z 1R
X
m;n
e En hnjRs jmi hmjRs jni ei(!n !m) , (5.5)
ou, numa notac~ao contrada,
g (; ) = Z 1R
X
n;m
e Enei!nm jRsnmj2 . (5.6)
Uma vez determinada a func~ao de correlac~ao termica, pode-se facilmente encontrar a taxa
de variac~ao termica S(t; )=t, substituindo g (; ) em (4.30).
Observa-se que a func~ao g (; ) n~ao e uma func~ao real, pois
g (; ) = g ( ; ) ;
pode-se, ent~ao, dividi-la nas respectivas partes real e imaginaria; estas por sua vez, est~ao
relacionadas com func~oes estatsticas do reservatorio, que caracterizam como o sistema S
e afetado por esse. A equac~ao (5.1) pode ser convenientemente reescrita como
g () =
1
2
Tr

R [R () ; R]+
	
+
1
2
Tr fR [R () ; R]g , (5.7)
onde o primeiro termo corresponde a func~ao de correlac~ao simetrica e o segundo a suscep-
tibilidade linear do reservatorio. Exploremos um pouco essas func~oes.
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5.1.1 A Func~ao de Correlac~ao Simetrica
Seja CR () a parte simetrica de g (),
CR () =
1
2
Tr fRR ()R + RRR ()g = 1
2
(g () + g ()) . (5.8)
Substituindo a equac~ao (5.6) para g (; ),
CR (; ) = Z
 1
R
X
n;m
e En jRsnmj2 cos (!nm) , (5.9)
e efetuando a transformac~ao de Fourier
CR (!; ) =
1
2
Z
dCR (; ) e
 i! , (5.10)
a correlac~ao no espaco das freque^ncias torna-se
CR (!; ) = Z
 1
R
X
n;m
e En jRsnmj2
Z
d
 
e i(! !nm) + e i(!+!nm)

. (5.11)
Reconhecendo a func~ao delta
 (!) =
1
2
Z
de i! , (5.12)
segue que
CR (!; ) = Z
 1
R
r

2
X
n;m
e En jRsnmj2 [ (!   !nm) +  (! + !nm)] . (5.13)
Tanto CR (; ) em (5.9) quanto sua transformada CR (!; ) acima s~ao func~oes de
autocorrelac~ao, responsaveis por descrever a dina^mica das utuac~oes do observavel R no
estado R. A susceptibilidade linear, apresentada a seguir, dita a dina^mica do reservatorio
R sob uma perturbac~ao externa.
5.1.2 A Susceptibilidade Linear
Seja ent~ao uma perturbac~ao da forma
V S (t) =   (t)Rs, (5.14)
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onde  (t) e uma func~ao classica. Substituindo a equac~ao (5.14) para V s (t) na equac~ao
(4.3) para a evoluc~ao dos operadores, temos
d
dt
R (t) =
  (t)
i~
[R (t) ; R (t)] . (5.15)
Note-se que, neste caso, ao tratar somente da evoluc~ao do reservatorio, os operados  e
R coincidem. Integrando a equac~ao anterior no intervalo ( 1; t0], com as condic~oes de
contorno V (t) ! 0 e R (t) = R para t !  1, o que equivale a assumir que o sistema
estava inicialmente isolado e em equilbrio, obtem-se
R (t
0) = R   1
i~
t0Z
 1
dt00 (t00) [R (t00) ; R (t00)] ; (5.16)
multiplicando por R (t0) e tomando o traco resulta
Tr fR (t0)R (t0)g = Tr fRR (t0)g+
  1
i~
t0Z
 1
dt00 (t00)Tr f(R (t00)R (t00)  R (t00)R (t00))R (t0)g .
Reconhecendo que Tr fR (t0)R (t0)g = Tr fsR (t0)Rg = hRi, e que o valor medio de Rs
no subsistema R, primeiro termo a direita, e nulo, segue que
hRi = i
~
t0Z
 1
dt00 (t00)Tr fsR (t00) [R () ; R]g . (5.17)
Efetuando a substituic~ao t00 = t0    ,
hRi = i
~
1Z
0
d (t0   )Tr SR (t0   ) [R () ; R]	 , (5.18)
e recorrendo a func~ao de Heaviside  ()
 () =
(
0 ;  < 0
1   0 (5.19)
pode-se reescrever hRi como
hRi =
1Z
 1
d (t0   )R () , (5.20)
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onde
R () =
i
~
()Tr fsR (t0   ) [R () ; R]g . (5.21)
Lembrando que a evoluc~ao do operador densidade na representac~ao de Schrodinger e,
neste caso,
sR (t
0   ) = e i~ HR(t0 )sRe
i
~HR(t
0 ) = R,
onde foi utilizado o fato do operador HR comutar com R. Substituindo em R ()
encontra-se, como esperado, o segundo termo da equac~ao (5.7) para g (),
Tr [R [R () ; R]] = g ()  g () = 2iZ 1R
X
n;m
e En jRsnmj2 sen (!nm) , (5.22)
resultando
R (; ) =  2~()
X
n;m
e En jRsnmj2 sen (!nm) (5.23)
e
hRi =  2
~
X
n;m
e En jRsnmj2
1Z
 1
() d (t  ) sen (!nm) . (5.24)
A transformada de Fourier de (5.23), denida como em (5.10) e dada por
R(!) = 
0
R(!) + i
00
R(!) ; (5.25)
sendo
0R(!) =  
1
~
X
m;n
e En jRsnmj2

P

1
!mn + !

+ P

1
!mn   !

(5.26)
00(!) =

~
X
m;n
e En jRsnmj2 [(!mn + !)  (!mn   !)] : (5.27)
5.2 Equac~ao Mestra para uma Colec~ao de Osciladores
O potencial do modelo FKM pode ser escrito, na representac~ao de Schrodinger, na forma
V s =
X
j
(b s + bs)A0j
 
a sj + a
s
j

; (5.28)
onde zemos a separac~ao dos operadores associados a partcula browniana, a0 e a0, e os
renomeamos como b e b, respectivamente. Aos operadores do banho podemos associar
um campo escalar, como um campo de Schrodinger. Podemos tambem escrever uma
Equac~ao Mestra a partir dessa interac~ao e, desta forma, calcular evoluc~oes temporais e
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propagadores termicos, tais como g(), equac~ao (4.23) que, como vimos, esta relacionado
as correlac~oes e suceptibilidades do reservatorio.
Partimos ent~ao de um potencial, na representac~ao de interac~ao, que sem a aproximac~ao
de onda girante pode ser escrito na forma
V (t) =   (b(t)R(t) + b(t)R(t) + b(t)R(t) + b(t)R(t)) ; (5.29)
com as denic~oes R(t) =  Pj A0jaj e seu conjugado, semelhantes as (4.36). Lembramos
que a matriz de interac~ao A e hermitiana e independente do tempo e que os operadores
na representac~ao de interac~ao te^m a depende^ncia temporal do tipo b(t) = be i!0t.
Na taxa de variac~ao coarse-grained S(t), equac~ao (4.27), surge o duplo comutador
envolvendo os potenciais em dois instantes distintos. Passemos a este calculo. Abrindo
um dos comutadores temosh
V (t0); [V (t00); S(t)
 R]
i
= [V (t0); V (t00) S(t)
 R]  [V (t0); S(t)
 R V (t00)] :
Para o primeiro comutador teremos dezesseis termos, mais os conjugados hermitianos, do
tipo
[V (t0); V (t00)S(t)
 R] = b(t0)b(t0)[R(t0); R(t00)]S(t)
 R +
+ b(t00)R(t00)[b(t0)R(t0); S(t)
 R] +
+ [b(t0); b(t00)]R(t0)R(t00)S(t)
 R + : : : ;
analogamente para o segundo comutador. Abrindo esses comutadores, aplicando o traco
parcial nas variaveis do reservatorio e colecionando os termos chegamos na seguinte ex-
press~ao para o traco do duplo comutador
TrR
h
V (t0); [V (t00); S(t)
 R]
i
= (b(t00)b(t0)S(t)  b(t00)S(t)b(t0) +
+b(t0)b(t00)S(t)  b(t00)S(t)b(t0) +
+S(t)b
(t0)b(t00)  S(t)b(t00)b(t0))
 (TrR fRR(t0)R(t00)g+ TrR fRR(t0)R(t00)g) +
+( b(t0)S(t)b(t00) + S(t)b(t00)b(t0) +
 b(t0)S(t)b(t00) + S(t)b(t00)b(t0))
 (TrR fRR(t00)R(t0)g+ TrR fRR(t00)R(t0)g)
+ c:h: ;
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onde ja descartamos os termos cujo traco sera nulo.
Como visto, o traco esta relacionado com o valor esperado no vacuo termico, assegu-
rando que o vacuo do sistema seja separavel
0() = 0()1 
 0()2 
    ,
segue tambem a separabilidade da func~ao g (; ). Das equac~oes (5.1) e (5.3) para g (),
pode-se ent~ao escrever
Tr [RR (t
0)R (t00)] =


0()
R (t0)R (t00) 0()
=


0()
R (t0)R (t00) 0()1 
 
0()R (t0)R (t00) 0()2 
    .
Assim, o primeiro traco resulta
Tr [RR (t
0)R (t00)] =


0()
R (t0)R (t00) 0()1 
 
0()R (t0)R (t00) 0()2 
   
=


0()
A01a1 (t0)A01a1 (t00) 0()1 
 I
   
+ I
 
0()A02a2 (t0)A02a2 (t00) 0()2 
 I
   
=
X
j
A20je
 i!j(t0 t00) 
0() ajaj 0()j .
Reconhecendo o operador numero e substituindo o resultado (3.21) para o numero medio
de partculas, neste caso excitac~oes do estado
0(),

0()
 a1a1 0()1 = 1 + 
0() a1a1 0()1 = 1 +  e~!1   1 1 ,
obtem-se ent~ao, para este e demais tracos
Tr [RR (t
0)R (t00)] =
P
j A
2
0je
 i!j(t0 t00)
h
1 +
 
e~!j   1 1i ,
Tr [RR
 (t0)R (t00)] =
P
j A
2
0je
i!j(t
0 t00)  e~!j   1 1 ,
Tr [RR
 (t00)R (t0)] =
P
j A
2
0je
 i!j(t0 t00)  e~!j   1 1 ,
Tr [RR (t
00)R (t0)] =
P
j A
2
0je
i!j(t
0 t00)
h
1 +
 
e~!j   1 1i :
Substituindo em S (t), segue que
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S(t) =   1~2
X
j
A20j
Z t+t
t
dt0
Z t0
t
dt00 
fei!0(t0+t00)ei!j(t0 t00)[(bbS(t)  bS(t)b)
 
e~!j   1 1 +
+(S(t)b
b   bS(t)b)
 
1 + (e~!j   1) 1] +
+ei!0(t
0+t00)e i!j(t
0 t00)[(bbS(t)  bS(t)b)
 
1 + (e~!j   1) 1)+
+(S(t)b
b   bS(t)b) (e~!j   1) 1] +
+ei!0(t
0 t00)ei!j(t
0 t00)[(bbS(t)  bS(t)b) (e~!j   1) 1 +
+(S(t)bb
   bS(t)b) (1 + (e~!j   1) 1)] +
+ei!0(t
0 t00)e i!j(t
0 t00)[(bbS(t)  bS(t)b)
 
1 + (e~!j   1) 1+
+(S(t)bb
   bS(t)b) (e~!j   1) 1] +
+e i!0(t
0+t00)e i!j(t
0 t00)[(S(t)bb  bS(t)b) (e~!j   1) 1 +
+(bbS(t)  bS(t)b)
 
1 + (e~!j   1) 1] +
+e i!0(t
0+t00)ei!j(t
0 t00)[(S(t)bb  bS(t)b)
 
1 + (e~!j   1) 1+
+(bbS(t)  bS(t)b) (e~!j   1) 1 +
+e i!0(t
0 t00)e i!j(t
0 t00)[(S(t)bb  bS(t)b) (e~!j   1) 1 +
+(bbS(t)  bS(t)b)
 
1 + (e~!j   1) 1] +
+e i!0(t
0 t00)ei!j(t
0 t00)[(S(t)bb  bS(t)b)
 
1 + (e~!j   1) 1+
+(bbS(t)  bS(t)b) (e~!j   1) 1]g :
Efetuando as integrais no tempoR t+t
t
dt0
R t0
t
dt00ei!0(t
0+t00)ei!j(t
0 t00) = e2i!0t

ei(!0!j)t 1
!20 !2j
  e2i!0t 1
2!0(!0!j)

,
R t+t
t
dt0
R t0
t
dt00e i!0(t
0+t00)ei!j(t
0 t00) = e 2i!0t

e i(!0!j)t 1
!20 !2j
  e 2i!0t 1
2!0(!0!j)

,
R t+t
t
dt0
R t0
t
dt00ei!0(t
0 t00)ei!j(t
0 t00) = e
i(!0!j)t 1
 (!0!j)2   ti(!0!j) ,
R t+t
t
dt0
R t0
t
dt00e i!0(t
0 t00)ei!j(t
0 t00) = e
 i(!0!j)t 1
 (!0!j)2 +
t
i(!0!j) ,
a Equac~ao Mestra para a populac~ao nalmente torna-se
S(t) =   1~2
X
j
A20j
 
e~!j   1 1
(!0   !j)2 [( 1 +  

1) + ( 2 +  

2) +  
0] , (5.30)
5.3. Evoluc~ao das Populac~oes 101
com
 1 =
 
1  i!0jt  e i!0jt

 (bbS (t)  bS (t) b) + (S (t) bb  bS (t) b) e~!j , (5.31)
 2 =
!20j
!00j
2

1  it!00j   e i!
0
0jt


 (S(t)bb  bS(t)b) + (bbS(t)  bS(t)b) e~!j , (5.32)
as denic~oes !0j = !0   !j , !00j = !0 + !j e  0 =  3 +  3 +  4 +  4, onde
 3 =  !0j
!00j
e 2i!0t
 
1 +
(e 2i!0t   1)!00j
2!0
  e i!00jt
!

 (bbS(t)  bS(t)b) + (S(t)bb  bS(t)b) e~!j ,
 4 =  !0j
!00j
e 2i!0t

1 +
(e 2i!0t   1)!0j
2!0
  e i!0jt


 (S(t)bb  bS(t)b) + (bbS(t)  bS(t)b) e~!j .
5.3 Evoluc~ao das Populac~oes
Am de calcularmos a evoluc~ao das populac~oes tomamos o valor esperado da express~ao
(5.30) nos autoestados jni do sistema S,
Sn;n(t) =  
1
~2
X
j
A20j
 
e~!j   1 1
!20j
h
( 1n;n +  

1n;n) + ( 2n;n +  

2n;n) +  
0
n;n
i
, (5.33)
onde
 1n;n =
 
1  i!0jt  e i!0jt

 hn jbbS(t)  bS(t)bjni+ e~!j hn jS(t)bb  bS(t)bjni , (5.34)
idem para os demais. Sabendo-se que os termos de  0 anulam-se quando atuam nos
estados, obtemos
 1n;n =
 
1  i!0jt  e i!0jt

 (n+ 1) Sn;n(t)  nSn 1;n 1(t) + e~!j  nSn;n(t)  (n+ 1) Sn+1;n+1(t) ,
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e
 2n;n =
!20j
!00j
2

1  it!00j   e i!
0
0jt


 nSn;n(t)  (n+ 1)Sn+1;n+1(t) + e~!j  (n+ 1) Sn;n(t)  nSn 1;n 1(t) .
Observando que hn j jni = hn j jni e somando os gamas temos
 1n;n +  

1n;n = 2 [1  cos (!0jt)]
(n+ 1)Sn;n(t)  nSn 1;n 1(t) + e~!j
 
nSn;n(t)  (n+ 1)Sn+1;n+1(t)

,
e
 2n;n +  

2n;n = 2
!20j
!00j
2 [1  cos (!0jt)]
nSn;n(t)  (n+ 1)Sn+1;n+1(t) + e~!j
 
(n+ 1)Sn;n(t)  nSn 1;n 1(t)

,
de tal modo que, na aproximac~ao de coarse-grained, a evoluc~ao da populac~ao do estado
jni e
Sn;n(t)
t
=   2
~2
X
j
A20j
 
e~!j   1 1
!20jt
[1  cos (!0jt)]
f(n+ 1)Sn;n(t)  nSn 1;n 1(t) +
+ e~!j
 
nSn;n(t)  (n+ 1)Sn+1;n+1(t)

] +
+
!20j
!00j
2 [nSn;n(t)  (n+ 1)Sn+1;n+1(t) +
+ e~!j
 
(n+ 1)Sn;n(t)  nSn 1;n 1(t)

]g, (5.35)
a qual pode ser convenientemente reescrita como
Sn;n(t)
t
=
2
~2
X
j
A20j
!20j

1  cos (!0jt)
t

f 
 
1 +
!20j
!00j
2
!
Sn;n(t) +
+
 
1
e~!j   1 +
!20j
!00j
2
e~!j
e~!j   1
!
n
 
Sn;n(t)  Sn 1;n 1(t)

+
+
 
e~!j
e~!j   1 +
!20j
!00j
2
1
e~!j   1
!
(n+ 1)
 
Sn;n(t)  Sn+1;n+1(t)
g :
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Denindo
C  2
~2
X
j
A20j
!20j

1  cos (!0jt)
t

, T  C  e~!j   1 1 , (5.36)
a express~ao para a evoluc~ao torna-se
Sn;n (t)
t
=  
 
n+
!20j
!00j
2 (n+ 1)
!
CSn;n(t) + (n+ 1)CSn+1;n+1 (t) +
!20j
!00j
2 nCSn 1;n 1
+
 
1 +
!20j
!00j
2
!
(n+ 1)T
 
Sn+1;n+1(t)  Sn;n(t)

+
+
 
1 +
!20j
!00j
2
!
nT
 
Sn 1;n 1(t)  Sn;n(t)

: (5.37)
Podemos agora interpretar sicamente os termos desta express~ao, resgatando a dis-
cuss~ao seguinte a equac~ao (4.51). O termo C esta associado ao processo de emiss~ao
esponta^nea e T aos processos de absorc~ao e emiss~ao estimulada. Mais precisamente, nC
e a taxa de emiss~ao esponta^nea entre os estados jni e jn  1i; assim, o estado jni decai
a uma taxa nC enquanto o estado jn+ 1i e populado a uma taxa (n+ 1)C. Similar-
mente, ocorrem os processos de absorc~ao e emiss~ao estimulada com taxas nT e (n+ 1)T .
Destacamos ainda que o resultado de considerarmos todos os termos do potencial (5.29),
indo alem da aproximac~ao de onda girante discutida na sec~ao 2.2.3, torna-se claro nesta
equac~ao: uma correc~ao quadratica, expressa por !20j=!
0
0j
2, nas taxas de transic~ao entre
os nveis. Observamos que esse termo e regular e tende a zero proximo a freque^ncia de
ressona^ncia. Como podemos ver em (5.37), o estado jni decai a uma taxa !20j
!00j
2 (n + 1)C
enquanto o estado jn  1i e populado a uma taxa !20j
!00j
2nC.
Observando os limites termodina^micos temos que, no limite de baixas temperaturas,
~!j  1 ; T ! 0 ; (5.38)
levando a express~ao para (5.37)
Sn;n (t)
t
=  
 
n+
!20j
!00j
2 (n+ 1)
!
CSn;n(t) + (n+ 1)CSn+1;n+1 (t) +
!20j
!00j
2 nCSn 1;n 1 .
(5.39)
Como esperado, a baixas temperaturas, as transic~oes estimuladas s~ao suprimidas e as
utuac~oes s~ao responsaveis por preencher o sistema microscopico com taxa C a partir dos
estados de maior energia e com uma pequena taxa
!20j
!00j
2nC a partir dos estados de menor
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energia. Este termo surge apenas se considerarmos o potencial na forma geral (5.29). No
limite de altas temperaturas
~!j  1 ; T !1 : (5.40)
Este resultado e consistente com o sistema boso^nico tratado, pois neste n~ao existe nenhuma
restric~ao que limite a ocupac~ao dos nveis de energia. Assim, fornecendo-se energia su-
ciente, o sistema termalizara em estados para os quais modos de energia cada vez mais
alta estar~ao disponveis, com igual probabilidade de serem ocupados por um numero cor-
respondentemente grande de excitac~oes boso^nicas, resultando em uma taxa de transic~ao
divergente; para contornar esse problema deve-se impor alguma restric~ao ao sistema (in-
troduzindo um multiplicador de Lagrange) que limite as trocas de energia entre o sistema
microscopico e o reservatorio.
No limite !0jt! 0, discutido no Ape^ndice C, podemos fazer a aproximac~ao
1  cos (!0jt)
!20jt
=  (!0j) , (5.41)
eliminando a depende^ncia temporal em t,
Sn;n(t)
t
=
2
~2
X
j
A20j
 
e~!j   1 1 
f  (n+ 1)Sn;n(t) + nSn 1;n 1(t) +
  e~!j  nSn;n(t)  (n+ 1) Sn+1;n+1(t)] +
  !
2
0j
!00j
2 [nSn;n(t)  (n+ 1) Sn+1;n+1(t) +
 e~!j  (n+ 1)Sn;n(t)  nSn 1;n 1(t)]g, (5.42)
Por m, vale ressaltar que tanto esta equac~ao como a (5.37) podem ser utilizadas
para descrever um oscilador fermio^nico em um banho termico de osciladores boso^nicos se
restringirmos os autoestados do oscilador aos estados j0i e j1i. A seguir veremos como
tratar o reservatorio considerando-o um campo escalar.
5.4 Reservatorio como um Campo Escalar
O modelo FKM proporcionou um exemplo de interac~ao linear entre a partcula (oscilador)
e o banho termico (colec~ao de osciladores acoplados) que pudemos explorar construindo
a Equac~ao Mestra e calculando as func~oes de correlac~ao termicas. Seguindo a ideia do
formalismo DDC (ver Cohen et al, cap.4 [10]), iremos agora aplica-la a uma interac~ao
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do tipo FKM, mas de uma maneira inversa: consideraremos o reservatorio termico como
um campo escalar. Para tal realizac~ao identicaremos os operadores de levantamento e
abaixamento ayj e aj relativos ao banho e associaremos a esses um campo escalar 	, que
pode ser interpretado como um campo de excitac~oes boso^nicas, devido a presenca dos
demais osciladores que constituem o reservatorio.
Seja ent~ao um campo escalar, real e homoge^neo, dependente do tempo, em uma di-
mens~ao,
	(t) =
1p
L
X
j

aje
 i!jt + ayje
i!jt

; (5.43)
onde L e uma dimens~ao de comprimento (posteriormente passaremos ao contnuo).
Construindo o dubleto termico
	k(t) 
 
 k(t)e k(t)
!
(5.44)
e o seu transposto
	k(t) 

 k(t);  e k(t) , (5.45)
podemos separar suas componentes positivas e negativas
 k(t) =
1p
L
X
j

aje
 i!jt + ayje
i!jt

=  
(+)
k (t) +  
( )
k (t) (5.46)
e k(t) = 1p
L
X
j
eaje i!jt + eayjei!jt = e (+)k (t) + e ( )k (t) : (5.47)
Por construc~ao os dois campos,  k(t) e e k(t), s~ao independentes e seus operadores
satisfazem a algebra usual
[aj; a
y
j0 ] = [eaj;eayj0 ] = j;j0 :
Com o objetivo de encontrar os propagadores termicos calculamos o comutadorh
	k(t
0);  

l (t
00)
i
= kl ; (5.48)
onde ;  = 1; 2 e os ndices k e l referentes ao espaco ser~ao omitidos por trabalharmos
em uma unica dimens~ao. A componente  =  = 1 pode ser escrita como
11 = 11 (+) +11 ( ) ; (5.49)
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sendo
11 (+)(t0   t00) =  (+)(t0);  ( )(t00) (5.50)
11 ( )(t0   t00) =  ( )(t0);  (+)(t00) : (5.51)
Para estes comutadores obtemos
11 (+)(t0   t00) = 1
L
X
j
e i!j (5.52)
11 ( )(t0   t00) =   1
L
X
j
ei!j ; (5.53)
com  = t0   t00. Denindo os funcionais
11(ret)() = 
11 (+)() () + 11 ( )() ()
= 
11 (+)
(ret) () + 
11 ( )
(ret) () ; (5.54)
e
11(I)() = 
11 (+)() 11 ( )() () ; (5.55)
utilizamos a identidade
() =
1
2i
Z +1
 1
eid
  i" ; "! 0 ; (5.56)
para calcular a transformada de Fourier dos mesmos. Assim

11 (+)
(ret) () =
1
2iL
Z +1
 1
P
j e
 i!jei
  i" d =
1
2L
Z
d!
X
j
e i!

i
!   !j + i"

; (5.57)
de onde reconhecemos que

11 (+)
(ret) (!) =
1
L
X
j
i
!   !j + i" : (5.58)
E, da mesma forma,

11 ( )
(ret) (!) =  
1
L
X
j
i
! + !j + i"
: (5.59)
Juntando estas express~oes obtemos
11(ret)(!) =
1
L
X
j

i
!   !j + i"  
i
! + !j + i"

: (5.60)
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Para (5.55) a transformada de Fourier e escrita como
11(I)() =
1
2
Z
11(I)(!)e
 i!d! ;
portanto
11(I)(!) =
Z
11(I)()e
i!d : (5.61)
Sendo (t t0) = 1
2
R +1
 1 e
i(tt0)!d!, temos
11(I)(!) =
2
L
X
j
[(! + !j) + (!   !j)] : (5.62)
Para a componente  =  = 2 temos que 22 = 22 (+) +22 ( ), onde
22 (+)(t0   t00) =
h e (+)(t0); e ( )(t00)i =   1
L
X
j
e i!j (5.63)
22 ( )(t0   t00) =
h e ( )(t0); e (+)(t00)i = 1
L
X
j
ei!j ; (5.64)
e tambem
22(ret)() = 
22 (+)() () + 22 ( )() ()
= 
22 (+)
(ret) () + 
22 ( )
(ret) () ; (5.65)
e
22(I)() = 
22 (+)() 22 ( )() () : (5.66)
Assim obtemos
22(ret)(!) =  
1
L
X
j

i
!   !j + i"  
i
! + !j + i"

=  11(ret)(!) ; (5.67)
e
22(I)(!) =  
2
L
X
j
[(! + !j) + (!   !j)] : (5.68)
Aqui, e importante salientar que o campo e em (5.47) foi expandido nos modos de
freque^ncia positiva e negativa e n~ao obtido por conjugac~ao tilde a partir de  ; caso
contrario, deveramos fazer a substituic~ao eaj , eayj nessa equac~ao e redenir 22 (+)()
como 22 ( )( ) e 22 ( )() como 22 (+)( ) em (5.63) e (5.64), respectivamente.
O propagador termico a temperatura zero relaciona-se aquele calculado no vacuo
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termico atraves da transformac~ao de Bogoliubov
 (ret)(!) =

B 1j ()(ret)(!)Bj()
	
; (5.69)
 (I) (!) =

B 1j ()(I)(!)Bj()
	
; (5.70)
onde a forma mais geral da matriz de transformac~ao Bj() e [8]
Bj() = (1 + nj)
1=2 esj3
"
1  fj
 f 1 j 1
#
: (5.71)
Em nosso caso  = 1=2, fj = expf ~!jg, sj = 0 e nj = (f 1j  1) 1. Assim a componente
 =  = 1 de (5.69) ca
11(ret)(!) =
i
L
X
j
(1 + 2nj)

P

1
!   !j

 P

1
! + !j

  i [(!   !j)  (! + !j]

;
(5.72)
e para (5.70),
11(I) (!) =
2
L
X
j
(1 + 2nj) [(! + !j) + (!   !j)] : (5.73)
Reconhecemos, a partir de (5.3), (5.7), (5.8) e (5.22), as func~oes de correlac~ao e sus-
ceptibilidade termicas, respectivamente, como
C(!) = 11(I) (!) ; (5.74)
(!) =
i
~
11(ret)(!) = 
0(!) + i00(!) ; (5.75)
onde
0(!) =   1
~L
X
j
(1 + 2nj)

P

1
!   !j

  P

1
! + !j

(5.76)
00(!) =

~L
X
j
(1 + 2nj) [(!   !j)  (! + !j)] ; (5.77)
que correspondem as func~oes anteriormente obtidas, (5.13), (5.26) e (5.27).
Procedendo como no formalismo DDC, passamos ao contnuo, substituindo a somatoria
sobre os modos por uma integral, obtemos
C(!) =
Z !c
0
d!0~!0(1 + 2n(!0)) [(! + !0) + (!   !0)]
= ~j!j(2n(j ! j) + 1) (5.78)
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0(!) =  
Z !c
0
d!0!0(1 + 2n(!0))

P

1
!   !0

  P

1
! + !0

(5.79)
00(!) =  
Z !c
0
d!0!0(1 + 2n(!0)) [(! + !0)  (!   !0)]
= ! (2n(j ! j) + 1) (5.80)
Devemos notar que 0(!) em (5.79) e uma func~ao par, de modo que os desvios (4.46) e
(4.47), que podem ser escritos como [10]
~fbs =  
1
2
Z +1
 1
d!
2
0Ss(!)CR(!) (5.81)
e
~rbs =  
1
2
Z +1
 1
d!
2
0R(!)CSs(!) ; (5.82)
n~ao se anulam. Nessas express~oes CSs(!) e 
0
Ss(!) s~ao, respectivamente, a func~ao de cor-
relac~ao simetrica e a susceptibilidade linear do observavel S do sistema S no autoestado
j s i, dadas por express~oes analogas as (5.13) e (5.25). A quantidade CR(!)d!=2 repre-
senta a densidade espectral para as utuac~oes do observavel R do reservatorio na faixa
de freque^ncias d!, enquanto  1
2
0R(!)CSs(!)d! e a energia de polarizac~ao do sistema S
no estado j s i perturbado por essas utuac~oes. Portanto, fbs representa a energia de
polarizac~ao de S no estado j s i induzida pelas utuac~oes da variavel R do banho termico
(fb = utuac~ao do banho) [10].
Em (5.82) os papeis de S e R est~ao invertidos: rbs representa a energia de polarizac~ao
do reservatorio devida ao sistema S. O movimento do observavel S no estado j s i,
caracterizado por CSs, perturba o equilbrio do banho termico, e a interac~ao de S com a
polarizac~ao criada em R, proporcional a 0R, da origem ao desvio de energia ~rbs . Este
desvio representa, portanto, o efeito de \reac~ao do reservatorio" sobre o sistema S (rb =
reac~ao do banho).
Gostaramos de destacar que a abordagem aqui realizada para o reservatorio n~ao e a
unica possvel, nem a mais geral. Partindo da express~ao para o campo escalar, equac~ao
(5.43), poderamos inverte^-la, escrevendo os operadores em func~ao do campo,
a =
Z
 (t)ei!td! ; (5.83)
e assim recalcular os desvios (4.46) e (4.47). De todo modo, tais quantidades est~ao re-
lacionadas aos desvios de energia da partcula browniana, os quais n~ao s~ao diretamente
mensuraveis. As func~oes de correlac~ao e susceptibilidades termicas, (5.78)-(5.80), s~ao
uteis para analisarmos a estabilidade do sistema no equilbrio termodina^mico, para uma
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interac~ao do tipo V =  b	+ c:c:, onde b e by s~ao operadores associados ao oscilador na
presenca do banho termico, assim como feito em [45]. Este trabalho, alem de evidenciar as
relac~oes entre o formalismo DDC e a TFD, mostra como esta teoria corrige a primeira, no
que tange a estabilidade de um sistema ato^mico interagindo com um campo de radiac~ao.
O papel fundamental cabe a energia de ponto zero dos osciladores, que garante a validade
do balanco detalhado de energia.
CONSIDERAC ~OES FINAIS E
PERSPECTIVAS
Os sistemas qua^nticos dissipativos constituem-se numa importante area de estudos da
fsica atual. Em particular, o problema qua^ntico de uma partcula acoplada a um banho
termico e fundamental em varias areas da fsica: meca^nica estatstica, materia condensada
e optica qua^ntica, entre outras [40, 41, 42, 43]. A abordagem mais bem sucedida de tais
sistemas e aquela na qual o sistema microscopico e um oscilador harmo^nico e o banho
termico constitudo de uma colec~ao de osciladores acoplados.
Nesta tese realizamos uma revis~ao dos trabalhos de Ford e colaboradores [11, 21, 28],
estudando criticamente as deduc~oes da Equac~ao de Langevin Qua^ntica. Investigamos o
comportamento de osciladores unidimensionais, interagindo (linearmente) com um banho
termico, composto tambem de osciladores harmo^nicos. A construc~ao, em nvel classico,
da Equac~ao de Langevin e sua quantizac~ao cano^nica foram apresentadas, enfatizando-
se a importa^ncia da escolha adequada de uma escala temporal, bem como o papel das
condic~oes de contorno.
Reproduzimos os resultados tradicionais do formalismo TFD [8], para um sistema des-
crito pelos seus nveis de energia ou quasipartculas, estabelecendo uma conex~ao com a
teoria da medida proposta por Schwinger [34]. Introduzimos assim uma forma \natural"
de abordar sistemas qua^nticos, e construimos, de maneira heurstica, um estado termico.
Mostramos tambem uma aplicac~ao da TFD ao modelo FKM, implementando a tempera-
tura nas func~oes de correlac~ao de pares atraves dos valores esperados no vacuo termico.
Estudamos o comportamento de um oscilador S representando uma partcula browni-
ana em interac~ao com um banho termico, composto por osciladores harmo^nicos, atraves do
formalismo do operador densidade [10]. Esta proposta levou ao desenvolvimento de uma
Equac~ao Mestra para a evoluc~ao do sistema microscopico de modo que na aproximac~ao
coarse-grained, ou seja, numa resoluc~ao temporal n~ao muito na, a dina^mica desse sistema
n~ao depende de sua historia, o que caracteriza um processo Markoviano.
O modelo FKM apresentado proporcionou um exemplo de interac~ao linear entre a
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partcula (oscilador) e o banho termico (colec~ao de osciladores acoplados) que pudemos
explorar construindo a Equac~ao Mestra e calculando as func~oes de correlac~ao termicas.
Utilizamos, para isso, uma interac~ao de forma mais geral, sem recorrer a aproximac~ao de
onda girante. O efeito de irmos alem desta aproximac~ao tornou-se explcito nas equac~oes
(5.30) e (5.37), gerando termos que de outro modo n~ao se fariam presentes. Tais termos
n~ao s~ao apenas correc~oes aqueles bem conhecidos, mas passam a desempenhar um papel
importante a medida que nos afastamos da freque^ncia de ressona^ncia, abrindo novos canais
de transic~ao.
Consideramos tambem o reservatorio termico como um campo escalar. Para tal re-
alizac~ao destacamos os operadores de levantamento e abaixamento ayj e aj relativos ao
banho e associamos a esses um campo escalar real 	. Este campo homoge^neo simula a
presenca das demais partculas do banho, o que equivale a passagem ao contnuo no mo-
delo FKM. Salientamos que a construc~ao da teoria TFD transparece em nossa abordagem:
os campos (5.46) e (5.47) s~ao independentes e, portanto, n~ao se constituem no conjugado
tilde um do outro. Poderamos tambem aplicar a regra de conjugac~ao da TFD ao campo
(5.46), porem deve-se inverter o sinal do tempo, am de preservarmos a simetria por re-
vers~ao temporal do sistema global. Prosseguindo com o tratamento do reservatorio como
campo escalar, uma outra vantagem e que, ao nal, pudemos identicar os propagadores
termicos da TFD com as respectivas func~oes de correlac~ao e susceptibilidade do campo
escalar.
A interac~ao desse campo com a partcula browniana (sistema) pode ser analisada com
o auxlio da Equac~ao Mestra projetada na base de autoestados da partcula. A partir
dessa equac~ao e das func~oes de correlac~ao termicas, calculadas atraves da TFD, pode-se
escrever a taxa de variac~ao media da energia do sistema em func~ao de quantidades que
representam as utuac~oes e dissipac~oes causadas pelo reservatorio. Tal estudo encontra-se
atualmente em andamento.
Finalmente, com vistas a trabalhos futuros, pretendemos lancar m~ao do formalismo
apresentado e construir um FKM fermio^nico, bem como considerar outros tipos de potenci-
ais de interac~ao. Uma quest~ao de fundamentos que ainda resta esclarecer, e a equivale^ncia
dos modelos de banho termico, em especial entre o FKM e o modelo de Lamb. Este, em
particular, revelou-se bastante fertil e merece atenc~ao. De fato, Ford e O'Connell [33]
fazem uso desse modelo para deduzir a Equac~ao de Langevin Qua^ntica, aplicando-a ao
estudo de um detector (oscilador) qua^ntico, submetido a acelerac~ao uniforme com respeito
ao vacuo do campo de radiac~ao, numa controversa interpretac~ao desse feno^meno.
Ape^ndice A
Calculo de Algumas Func~oes de
Correlac~ao
A.1 Func~oes de Correlac~ao em um Sistema de Osciladores Classicos
Acoplados
Os valores iniciais das coordenadas e momentos est~ao associados a distribuic~ao cano^nica,
equac~ao (1.6),
D (q(0);p(0)) =

2

 (2N+1)
(detA)1=2 e H(q(0);p(0)):
Como esta e uma distribuic~ao gaussiana, todas as correlac~oes de ordem mais alta podem
ser expressas em termos de pares de correlac~oes (segundo momento da distribuic~ao). Es-
tas s~ao calculadas da seguinte forma. Consideremos primeiramente a autocorrelac~ao dos
momentos no instante inicial. Aplicando a denic~ao (1.7), temos
hpk(0)pl(0)i =

2

 (2N+1)
(detA)1=2:
Z
dq N(0) : : : dqN(0)e 

2
PN
j= N Ajq
2
j (0)

Z
dp N(0) : : : dpN(0)pk(0)pl(0)e 

2
P
j p
2
j (0)
=
2

 (2N+1)
(detA)1=2:
(2N+1) integraisz }| {Z
dq N(0)e 

2
A N q2 N (0) : : :
Z
dqN(0)e
 
2
AN q
2
N (0)

Z
dp N(0)e 

2
p2 N (0) : : :
Z
dpk(0)pk(0)pl(0)e
 
2
p2k(0) : : :

Z
dpN(0)e
 
2
p2N (0): (A.1)
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Observe-se que na ultima express~ao temos 2N + 1 integrais tanto em dq como em dp,
mas em dp temos 2N integrais somente com o fator de Boltzmann e apenas 1 integral
que inclui tambem o fator pk(0)pk(0), i.e, n~ao ha soma nos ndices repetidos (para k e l
distintos, temos 2 integrais que se anulam por integrac~ao simetrica). Todas as integrais
correm de menos a mais innito.
Utilizando as integrais
In() =
Z 1
 1
xne x
2
dx; (A.2)
que para n = 0 e n = 2 valem, respectivamente,
p
= e
p
=43, e estando A diagona-
lizada, detA = A11:A22 : : :, etc, chegamos a primeira das equac~oes (1.8),
hpk(0)pl(0)i = kBTkl:
Um calculo semelhante a este leva a terceira das equac~oes (1.8), a func~ao de correlac~ao
entre as posic~oes no instante inicial,
hqk(0)ql(0)i = kBT

A 1

kl
;
apenas reforcando que a notac~ao [A 1]kl representa o elemento da j-esima linha e k-esima
coluna da inversa da matriz A.
A func~ao de correlac~ao entre posic~ao e momento no instante inicial, hpk(0)ql(0)i, apre-
sentara 2 integrais do tipo (A.2), com n = 1. Como esta integral se anula no intervalo de
integrac~ao simetrico, obtemos a segunda das equac~oes (1.8),
hpk(0)ql(0)i = 0:
As correlac~oes para as coordenadas e momentos dependentes do tempo s~ao calculadas
a partir das soluc~oes (1.5) e utilizando-se as correlac~oes no instante inicial, equac~oes
(1.8), calculadas acima. Iniciando com a autocorrelac~ao dos momentos, primeiramente
escrevemos suas express~oes
pk(t) =
X
m
  A1=2sen(A1=2t)
km
qm(0) +

cos(A1=2t)

km
pm(0)
	
; (A.3)
pl(t+ ) =
X
n
  A1=2sen(A1=2(t+ ))
ln
qn(0) +

cos(A1=2(t+ ))

ln
pn(0)
	
:
Podemos ver que no calculo da autocorrelac~ao hpk(t)pl(t+ )i os termos cruzados de q(0)
e p(0) ir~ao se anular devido ao resultado mostrado acima, hpk(0)ql(0)i = 0. Utilizando
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novamente as eqs. (1.8), temos
hpk(t)pl(t+ )i =
X
m;n
fA1=2sen(A1=2t)
km

A1=2sen(A1=2(t+ ))

ln
kBT

A 1

mn
+

cos(A1=2t)

km

cos(A1=2(t+ ))

ln
kBTmng : (A.4)
Tomando-se o devido cuidado na manipulac~ao dos ndices, temos, para o primeiro termo,
simbolicamente,X
m;n
BkmClnDmn =
X
m;n
BkmDmn(C)
t
nl =
X
m;n
BkmDmnCnl = Ekl;
onde nos valemos do fato da matriz A ser simetrica. Da mesma forma, para o segundo
termo, X
m;n
BkmClnmn =
X
m
BkmClm =
X
m
Bkm(C)
t
ml = Dkl:
Aplicando-se estes procedimentos a (A.4), temos
hpk(t)pl(t+ )i = kBT

sen(A1=2t)sen(A1=2(t+ )) + cos(A1=2t) cos(A1=2(t+ ))

kl
:
Usando-se agora a identidade trigonometrica, sin a: sin b+ cos a: cos b = cos(a  b), chega-
mos a equac~ao (1.9),
hpk(t)pl(t+ )i = kBT

cos(A1=2)

kl
:
Calculos analogos levam as (1.10) e (1.11),
hqk(t)pl(t+ )i =  kBT

A 1=2sen(A1=2)

kl
;
hqk(t)ql(t+ )i = kBT

A 1 cos(A1=2)

kl
:
A.2 Func~oes de Correlac~ao em um Sistema de Osciladores Qua^nticos
Acoplados
O sistema de osciladores qua^nticos e descrito pelo hamiltoniano
H =
1
2
NX
i= N
p2i +
1
2
NX
i;j= N
qiAijqj; (A.5)
 Na verdade, neste calculo, temos uma func~ao da matriz f(A), e n~ao a matriz propriamente dita.
Entretanto, expandindo-se essa func~ao, podemos mostrar que a propriedade de simetria permanece valida.
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onde os operadores qj e pj satisfazem as relac~oes de comutac~ao (1.64)
[qi; qj] = [pi; pj] = 0 ; [qi; pj] = i~ij:
O valor esperado de qualquer operador F com respeito ao ensemble cano^nico a tempe-
ratura T e denido por
hF i  Tr[Fe
 H ]
Tr[e H ]
; (A.6)
onde o traco (parcial) e tomado no espaco de autofunc~oes do operador hamiltoniano. O
interesse aqui esta nos casos onde o operador F e escrito como um produto dos q's e p's.
Para efetuar esses calculos, consideramos a equac~ao de autovalores da matriz A,
eq.(1.69), X
k
Ajk
(s)
k = !
2
s
(s)
j ; (A.7)
com os autovetores normalizados,X
j

(s)
j 
(r)
j = rs ;
X
r

(r)
j 
(r)
k = jk: (A.8)
Introduzindo os operadores ( utilizados em (1.68) ),
as = (2~!s) 1=2
X
j
(s)(pj   i!sqj);
as = (2~!s) 1=2
X
j
(s)(pj + i!sqj); (A.9)
suas relac~oes de comutac~ao seguem de (1.64) (ver acima) e (A.8), sendo dadas por (1.70),
[as; a

r] = sr ; [as; ar] = [a

s; a

r] = 0:
A invers~ao de (A.9) e obtida usando (A.8), levando a (ver eq.(1.72))
qj = i
X
s
(s)

~
2!s
1=2
(as   as)
pj = i
X
s
(s)

~!s
2
1=2
(as + a

s): (A.10)
Inserindo estas express~oes no hamiltoniano (A.5) e fazendo uso das relac~oes (A.7) e (A.8),
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chegamos ao hamiltoniano do oscilador qua^ntico
Hquant =
X
s
~!s

asas +
1
2

: (A.11)
O operador asas e o operador numero para o s-esimo modo normal, e seus autovalores s~ao
inteiros n~ao-negativos. Os operadores de levantamento e abaixamento (as e as, respecti-
vamente) possuem elementos de matriz apenas entre os auto-estados do operador numero
que diferem em 1 unidade.
A media estatstica, (A.6), sera diferente de zero somente para produtos com igual
numero de as's e as's. O caso mais simples e o de pares:
hasari = Tr[asare H ]=Tr[e H ] = sr
P1
n=0 n exp
n
  ~!s
kBT
 
n+ 1
2
o
P1
n=0 exp
n
  ~!s
kBT
 
n+ 1
2
o ;
= sr

exp

~!s
kBT

  1
 1
;
ou
hasari =
1
2
sr [ctgh(~!s=2kBT )  1] : (A.12)
Utilizando as relac~oes de comutac~ao, obtemos
hasari =
1
2
sr [ctgh(~!s=2kBT ) + 1] : (A.13)
O resultado para produtos de ordens superiores obedece a seguinte regra: o valor esperado
de um produto de a's e a's e igual a soma dos produtos de valores esperados de pares,
sendo a soma sobre todos os pares possveis, com a ordem de cada par preservada; p.ex.,
hasarauavi = hasarihauavi+ hasauiharavi+ hasaviharaui:
Voltando aos q's e p's, devido a linearidade das equac~oes (A.10), vale a mesma regra: o
valor esperado de um numero mpar de q's e p's anula-se; para um numero par, e igual a
soma de produtos de valores esperados de pares, a soma correndo sobre todos os pares,
com a ordem de cada par preservada. Por ex.,
hqiqjpkqli = hqiqjihpkqli+ hqipkihqjqli+ hqiqlihqjpki:
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De (A.9), juntamente com (A.12) e (A.13), temos ent~ao
hqjqki =
X
s
~
2!s
ctgh

~!s
2kBT


(s)
j 
(s)
k : (A.14)
Esta equac~ao pode ser reescrita, com o auxlio de (A.7), como
hqjqki =
"
~A  12
2
ctgh
 
~A 12
2kBT
!#
jk
: (A.15)
Analogamente,
hpjpki =
"
~A 12
2
ctgh
 
~A 12
2kBT
!#
jk
; (A.16)
e
hqjpki =  hpjqki = i~
2
jk: (A.17)
Consideramos agora as func~oes de correlac~ao dependentes do tempo, nas quais os
operadores em um instante t s~ao escritos em termos dos operadores no instante inicial
atraves das relac~oes (1.5), entendidas aqui como as soluc~oes formais das equac~oes de
movimento de Heisenberg. Novamente, vale a mesma regra anterior, p.ex.,
hqj(t1)qk(t2)pl(t3)qm(t4)i = hqj(t1)qk(t2)ihpl(t3)qm(t4)i
+ hqj(t1)pl(t3)ihqk(t2)qm(t4)i
+ hqj(t1)qm(t4)ihqk(t2)pl(t3)i:
A correlac~oes de pares s~ao, utilizando (A.15), (A.16) e (A.17) para os valores esperados
iniciais, as express~oes (1.67):
hqj(t)pk(t+ )i =

~
2
A1=2

 ctgh

~A1=2
2kBT

senA1=2 + i: cosA1=2

jk
;
hqj(t)qk(t+ )i =

~
2
A 1=2

ctgh

~A1=2
2kBT

cosA1=2 + i:senA1=2

jk
;
hpj(t)pk(t+ )i =

~
2
A1=2

ctgh

~A1=2
2kBT

cosA1=2 + i:senA1=2

jk
:
Ape^ndice B
Soluc~ao de Algumas Integrais e
Equac~oes Diferenciais
B.1 FKM - Soluc~ao da Integral (1.48)
Vamos mostrar que f() = 2tg2(=2), eq.(1.45), e a soluc~ao da integral (1.44), e que no
limite !L !1 esta express~ao torna-se e jtj, caracterizando o processo como markoviano.
A integral (1.48), com a substituic~ao ! = tg(=2), torna-se

cos
 
A1=2t

00
=
1
2
Z 
 
cos



tg

2

t

d =
1

Z 1
 1
costy
1 + y2
dy;
onde zemos a substituic~ao y = tg=2. Para simplicar, escrevemos z = by, sendo b = t.
Assim,

cos
 
A1=2t

00
=
1
b
Z 1
 1
cos z
1 + z2=b2
dz =
b

Z 1
 1
Re [eiz]
b2 + z2
dz
=
b

Re
Z 1
 1
eiz
b2 + z2
dz

:
Esta ultima integral apresenta dois polos de primeira ordem em z = ib. Fechando o
contorno de integrac~ao pelo semi-plano superior, englobamos o polo z = +ib; utilizando o
teorema dos resduos, esta integral sera igual a 2i:Res[f(z)]. Ent~ao,

cos
 
A1=2t

00
=
b

2i:Res

e b
2ib

= e t:
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B.2 FKM - Soluc~oes das Equac~oes Diferenciais (1.49) atraves do Metodo
de Variac~ao dos Para^metros
As equac~oes (1.49) podem ser escritas como uma so equac~ao diferencial de segunda ordem
q+Aq = F(t): (B.1)
O metodo de variac~ao dos para^metros (ver Kreyzig, vol.1, pag.166 [46]) consiste em
introduzir dois para^metros dependentes do tempo, u(t) e v(t), tais que uma soluc~ao par-
ticular de (B.1) pode ser escrita na forma
qp = u(t)q1(t) + v(t)q2(t); (B.2)
onde q1 e q2 s~ao as soluc~oes da equac~ao homoge^nea, i.e, tomando-se F = 0 em (B.1) (ver
soluc~oes (1.5)). E possvel determinar u e v tais que
_uq1 + _vq2 = 0: (B.3)
Aplicando as derivadas em (B.2) temos
qp = _u _q1 + uq1 + _v _q2 + vq2: (B.4)
Inserindo esta ultima equac~ao e (B.2) em (B.1), resulta
u(q1 + Aq1) + v(q2 + Aq2) + _u _q1 + _v _q2 = F:
Entretanto, como q1 e q2 s~ao soluc~oes da equac~ao homoge^nea, os termos entre pare^nteses
desta equac~ao s~ao nulos. Este fato, juntamente com a relac~ao (B.3), leva ao sistema de
equac~oes
_u _q1 + _v _q2 = F ; (B.5)
_uq1 + _vq2 = 0:
Multiplicando (B.5) por q2, (B.3) por   _q2, e somando-as, temos
( _q1q2   q1 _q2) _u = Fq2:
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Multiplicando agora (B.5) por  q1, (B.3) por _q1, e somando-as, temos
( _q1q2   q1 _q2) _v =  Fq1:
Estas equac~oes podem ser reescritas, respectivamente, nas formas
_u =
Fq2
W
; _v =  Fq1
W
; (B.6)
onde
W  _q1q2   q1 _q2 =
 _q1 _q2q1 q2
 ; (B.7)
e o wronskiano (ver Kreyzig, vol.1, pag.136 [46]). As equac~oes (B.6) podem ser integradas
e inseridas em (B.2), levando assim, a soluc~ao particular
qp(t) =
Z
q1(t)
F (t0)q2(t0)
W
dt0  
Z
q2(t)
F (t0)q1(t0)
W
dt0: (B.8)
Voltando ao nosso problema dos osciladores acoplados, as soluc~oes da equac~ao ho-
moge^nea s~ao compostas por (ver (1.5)), q1 = cos(A
1=2t) e q2 = sin(A
1=2t); portanto, o
wronskiano vale W =  A1=2. A soluc~ao particular, (B.8), ca ent~ao
qp(t) =  A1=2
Z
cos(A1=2t)F (t0) sin(A1=2t0) dt0
+A1=2
Z
sin(A1=2t)F (t0) cos(A1=2t0) dt0: (B.9)
A equac~ao (B.1) apresenta a soluc~ao geral q = qh+qp, que e a combinac~ao de (1.5) e (B.9);
atraves da relac~ao sin(ab) = sin a cos bsin a cos b, chegamos nalmente a soluc~ao (1.50),
q(t) = cos(A1=2t)q(0) +A 1=2 sin(A1=2t)p(0)
+A 1=2
Z t
0
F (t0) sin
 
A1=2(t  t0) dt0:
A soluc~ao (1.51) e obtida imediatamente a partir da primeira das equac~oes (1.49).
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B.3 FK - Soluc~ao das Equac~oes Diferenciais (2.8) via Func~oes de Green
As equac~oes (2.8) podem ser escritas como uma so equac~ao diferencial de segunda ordem
(omitindo os sub-ndices 'j')
q + !2q = !2x(t)  X(t): (B.10)
O metodo de variac~ao de para^metros exposto acima n~ao e o mais adequado a soluc~ao desta
equac~ao, sendo mais apropriado utilizarmos as func~oes de Green do problema associado
(uma excelente introduc~ao as func~oes de Green pode ser encontrada no livro de Byron,
vol.2, captulo 7 [47]).
Consideremos as transformadas de Fourier (em 1 dimens~ao):
~X(k) = (2) 
1
2
Z 1
 1
eiktX(t)dt ; ~q(k) = (2) 
1
2
Z 1
 1
eiktq(t)dt: (B.11)
Substituindo as anti-transformadas em (B.10), obtemos
~q(k) =
~X(k)
!2   k2 ; (B.12)
e, aplicando novamente a transformada de Fourier,
q(t) = (2) 
1
2
Z 1
 1
~X(k)
!2   k2 e
 iktdk: (B.13)
Usando a denic~ao de ~X(k), temos
q(t) = (2) 1
Z 1
 1
dt0
Z 1
 1
X(t0)eikt
0
!2   k2 e
 iktdk: (B.14)
Finalmente, somando-se a parte homoge^nea a soluc~ao particular, chegamos a soluc~ao geral
de (B.10),
q(t) = qh(t) +
Z 1
 1
G(t; t0)X(t0)dt0 ; (B.15)
onde
G(t; t0) = (2) 1
Z 1
 1
e ik(t t
0)
!2   k2 dk ; (B.16)
e a func~ao de Green do problema. Do exposto, torna-se claro que calcular esta func~ao e
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equivalente a resolver a equac~ao diferencial. Vamos, ent~ao, ao calculo de G(t; t0).
Esta func~ao apresenta dois polos no eixo real, em k = !. Precisamos, portanto, de
uma indicac~ao de como o caminho de integrac~ao deve ser deformado, de modo a conferir
um signicado preciso a func~ao de Green. Esta dependera fortemente das condic~oes de
contorno escolhidas para o problema, da a importa^ncia da escolha. Poderemos ter func~oes
de Green de varios tipos: avancadas, retardadas, causais, acausais e combinac~oes dessas.
No Captulo 4 vimos que foram escolhidas as soluc~oes retardadas para o presente problema.
Consideremos o caso em que t > t0. O contorno de integrac~ao deve ent~ao ser fechado
por baixo, para que a contribuic~ao do semicrculo maior seja nula. Os polos no eixo
real ser~ao contornados por cima, no sentido horario. Assim, do teorema dos resduos,
escrevemos a func~ao de Green como
G =
Z 1
 1
f(z)dz = 2i
X
Res[f(z)];
com
f(z) =
e i(t t
0)z
(! + z)(!   z) : (B.17)
Separamos o contorno de integrac~ao da seguinte maneira: semi-crculo grande   (no semi-
plano inferior); de  R a  !   ; semi-crculo pequeno 1 (sobre o polo  !); de  ! + 
a !   ; semi-crculo pequeno 2 (sobre o polo +!); de ! +  a +R, onde  e o raio
das circunfere^ncias pequenas sobre os polos, e todos os semi-crculos s~ao percorridos no
sentido horario. Simbolicamente,
G =
Z
 
+
Z  ! 
 R
+
Z
1
+
Z ! 
 !+
+
Z
2
+
Z +R
!+

f(z)dz = 2i
X
Res[f(z)]:
Fazendo z = Rei e R!1, a integral sobre   anula-se e as integrais sobre 1 e 2 ter~ao
uma contribuic~ao de iRes[f(z)], cada uma (ver Byron, vol.2, pag.365 [47]). Temos ent~ao,
lembrando do sinal negativo para o percurso no sentido horario,
G(t; t0) =  3i

lim
z! !
e i(t t
0)z
(!   z)   limz!!
e i(t t
0)z
(! + z)

=
3
!

ei(t t
0)!   e i(t t0)!
2i

=
3
!
sen[!(t  t0)]: (B.18)
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Portanto, (B.16) torna-se
G(t; t0) =
3
2!
sen[!(t  t0)];
express~ao que substituda em (B.15), leva a soluc~ao particular
qp(t) =
3
2!
Z t
 1
sen[!(t  t0)]!2x(t0)dt0;
onde o limite superior da primeira integral foi cortado em t = t0, pois assumimos a condic~ao
t0 < t. Resolvendo esta integral por partes, obtemos
qp(t) =
3
2

x(t0): cos!(t  t0) jt 1  
Z t
 1
cos!(t  t0) _x(t0)dt0

=
3
2

x(t) 
Z t
 1
cos!(t  t0) _x(t0)dt0

: (B.19)
Cabe aqui, uma observac~ao importante. No artigo de Ford et al. (captulo 4) fez-se a
considerac~ao que x( 1) ! 0, o que nos leva (a menos de constantes) a resposta acima.
No artigo FK (captulo 3) os autores, possivelmente, equivocaram-se quanto ao limite
inferior desta integral, tomando-o a partir de zero, ao inves de  1. Esta e a origem do
termo extra (2.22), divergente, que aparece nesse trabalho.
Finalmente, voltando a (B.15), chegamos a soluc~ao geral de (B.10), equac~ao (2.35):
q(t) = qh(t) + x(t) 
Z t
 1
cos!(t  t0) _x(t0)dt0: (B.20)
Ape^ndice C
Expans~ao do Vacuo Termico
No captulo 3 fatorou-se a exponencial (3.31) em produtos de exponenciais. Deduz-se aqui
uma maneira de realizar tal expans~ao. Primeiramente, propomos a expans~ao da forma
e

2(ay2 a2) = ef()a
y2
e g()[a
y2;a2]e h()a
2
, (C.1)
onde os operadores foram convenientemente ordenados com o intuito de serem aplicados
posteriormente ao vacuo . Para facilitar os calculos, sera utilizada a notac~ao
A = ay2,
B =  a2,
C = [B;A] =  2  aya+ aay ,
de modo que
U = e

2
(A+B) = eAf()eCg()eBh(). (C.2)
Antes de proceder, para que a express~ao (C.1) possa ser alcancada, os operadores A, B
e C, necessariamente devem formar uma algebra fechada, ou seja, satisfazem a identidade
de Jacobi
[A; [B;C]] + [C; [A;B]] + [B; [C;A]] = 0.
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De fato,
[B;C] =  8B,
[A;B] = C,
[C;A] =  8A;
logo
[A; 8B] + [C;C] + [B; 8A] = 0;
uma vez vericado o fechamento da algebra resta determinar os coecientes f (), g () e
h (). Diferenciando (C.2) em relac~ao a , temos
d
d
U =
1
2
(A+B)U
= AU
d
d
f () + eAf()CeCg()eBh()
d
d
g () + UB
d
d
h ()
=

A
d
d
f () + eAf()Ce Af()
d
d
g () + UBU 1
d
d
h ()

U ,
de modo que
1
2
  d
d
f ()

A+
1
2
B   UsBU 1s
d
d
h ()  eAf()Ce Af() d
d
g () = 0.
Multiplicando por e Af() a esquerda e por eAf() a direita, resulta 
1
2
  d
d
f ()

A+ 1
2
e Af()BeAf()
 eCg()Be Cg() d
d
h ()  C d
d
g () = 0.
(C.3)
Utilizando a relac~ao de Baker-Campbell-Hausdor, obtemos para os termos exponen-
ciais
e Af()BeAf()
= B   f () [A;B] + f
2 ()
2!
[A; [A;B]]  f
3 ()
3!
X
0
[A; [A; [A;B]]]| {z }+   
= B + f ()C   4f 2 ()A,
e
eCg()Be Cg()
= B + g () [C;B] +
g2 ()
2!
[C; [C;B]] +
g3 ()
3!
[C; [C; [C;B]]] +   
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= B + 8g ()B +
g2 ()
2!
82B +
g3 ()
3!
83B +   
= B
1X
n=0
(8g ())n
n!
= Be8g().
Substituindo em (C.3), 
1
2
  d
d
f ()

A+ 1
2
(B + f ()C   4f 2 ()A)
 Be8g() d
d
h ()  d
d
Cg () = 0,
e fatorando os operadores, segue que 
1
2
  2f 2 ()  d
d
f ()

A+
 
1
2
  e8g() d
d
h ()

B
+
 
1
2
f ()  d
d
g ()

C = 0.
Como os operadores A, B e C s~ao linearmente independentes, para que a equac~ao
anterior seja valida, cada termo deve ser nulo; resolvendo as equac~oes diferenciais com as
condic~oes de contorno
U (0) = 1 ) f (0) = g (0) = h (0) = 0,
a equac~ao
d
d
f () =
1
2
  2f 2 ()
tem como soluc~ao
 = 2
Z
df
1  4f 2 = arctgh (2f) ) f () =
1
2
tgh () .
Substituindo f (),
d
d
g () =
1
2
f () =
1
4
tgh () ,
resulta
g () =
1
4
ln [cosh ()] .
Finalmente, resolvendo para h (),
d
d
h () =
1
2
e 8g() =
1
2
cosh 2 () ,
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obtemos
h () =
1
2
tgh () .
A equac~ao (C.1) torna-se ent~ao
U = e
1
2
tgh()ay2e
1
4
ln[cosh()][ay2;a2]e
1
2
tgh()a2 ,
que e exatamente a equac~ao (3.31).
Ape^ndice D
A Aproximac~ao Delta
Neste ape^ndice sera discutida a aproximac~ao feita no nal da sec~ao 5.3. A express~ao pode
ser convenientemente reescrita como
1  cos (!0it)
!20it
=
 
!20it
 1
2sen2

!0it
2

=

(!0it)
 1 sen

!0it
2
!0i
2
 1
sen

!0it
2

. (D.1)
No limite t ! 1, pode-se reconhecer o segundo termo como sendo a distribuic~ao
delta de Dirac
 (x) = limn!1
1

(x) 1 sen (nx) ; (D.2)
assim,
2 (!0i) = limt!1
!0i
2
 1
sen

!0it
2

.
Agora, efetuando o limite !0i ! 0 e garantindo que este convirja mais rapidamente do
que t cresce, tal que, !0it! 0, reconhece-se o limite fundamental
lim!0it!0

!0it
2
 1
sen

!0it
2

= 1 (D.3)
e, portanto,
t!1
t!0i ! 0
lim
1  cos (!0it)
!20it
=  (!0i) .
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