Some new results provide opportunities to ensure the exponential convergence to a unique quasistationary distribution in the total variation norm, for quite general strong Markov processes. Specifically, non-reversible processes with discontinuous trajectories are concerned, which seems to be a substantial breakthrough. Considering jumps driven by Poisson Point Processes in four different applications, we intend to illustrate the potential of these results and motivate an original yet apparently very technical criterion. Such criterion is expected to be much easier to verify than an implied property essential for our proof, namely a comparison of the asymptotic extinction rate between different initial conditions.
Introduction

Presentation
This work is concerned with the long time behavior of quite general strong Markov processes, conditionally that this process has not been absorbed in some "cemetery state" -not being "extinct". Even if our techniques extend well beyond this case, the focus is rather here on continuous-time and continuous-space processes, possibly non-reversible and with discontinuous trajectories (discontinuous processes in short). Indeed, even for simple examples, most usual criteria seem inapplicable or too abstract to be easily obtained. Thus, we wish to precise key practical conditions on the process such that the marginal of the process -at time t-conditioned on not being extinct -also at time t-(the MCNE) converges as t → ∞ to a unique distribution α, called the quasi-stationary distribution (the QSD) -cf Subsection 1.3 and 2.2, or chapter 2 in [11] for more details on this notion. In the aftermath of [18] , we obtain not only the existence and uniqueness of the QSD, but also the exponential convergence in total variation norm -cf Theorem 2.1. Our aim is mainly to present and illustrate a criterion well suited for discontinuous processes to deduce the assumption probably the most abstract in the proofs of [18] . We could also generalize another technical condition in [18] , so as to deal with processes with unbounded jump sizes.
Since our proof follows essentially the path presented in [18] , we deduce likewise the existence of a specific eigenfunction η of the infinitesimal generator, with the same eigenvalue as the QSD. It is approached by finite time estimates of the relative extinction η t (x) (at time t with x as starting point) -cf. Theorem 2.2. This convergence motivates the name survival capacity that we give to η -sometimes described as the "reproductive value" in ecological models. Again, the convergence is exponential -and still not uniform over X . Moreover, we deduce the existence of the Q-process. Its marginal at time t is given by the limit -as T → ∞-of the marginal of the original process at time t conditioned on not being extinct at time T , cf. Theorem 2.3. Thus, it is often described as the process conditioned to never be absorbed. Finally, we deduce the existence and uniqueness of its stationary distribution β together with an exponential convergence for the marginals of the Q-process and a result of exponential ergodicity for the conditional history.
The critical assumption in [18] (regarding the current work) has to do with the asymptotic extinction rate starting from a given reference measure, which shall not exceed the one of any other initial condition. Since this asymptotic extinction rate is a priori unknown and is the same for any initial condition (this is part of our results), there is no hope of estimating lower-versus upper-bounds. Adapting the argument of [4] , we intend to show that the trajectories starting from the reference measure can largely absorb (that is integrate itself into) the ones starting from this test initial condition -potentially with a time-shift. In [18] is already presented a simplified version where we can neglect initial conditions in some "transitory domain" (exited with a sufficiently large exponential moment). With our new assumption, we generalize in some sense this idea that some components of the trajectories (started from a test initial condition) may be considered transitory. Our assumption states a criteria on the success probability of an "attempt of absorption" to ensure that the remaining component (not absorbed) does not play any substantial role in the asymptotic survival (starting from the test initial condition). It shall very probably be also adapted for the proof of [9] , at least with the condition on one of the Lyapunov function to be bounded (which implies the uniqueness of the QSD). It may also be improved for cases where the QSD is not unique, in which case we need more precision on the cost of "failed attempts".
In addition, we could relax the condition that jumps are locally bounded, as long as the rate of the "large jumps" is locally bounded. The bound introduced in [18] is used to deduce a lowerbound of the survival probability in the long run starting at some exit time. Such exit times serves as reference to initiate the comparison (the "competition") between excursions far away for a long time and much more conservative trajectories. The idea we propose here is in the choice of the competitors to excursions initiated by these large jumps : given a trajectory (X t ) with such large jump, the "competitor" coincide with (X t ) until the jump time (of course without this too large jump) and then behaves in a conservative way (comes back to the core and stays there). To make sure the competitors are well associated, the conservative trajectories begin the competition according to some exponential rate. This rate is chosen small enough because the same trajectory may be called against several competitors (to which case only the last call is considered).
Finally, the last result of conditional ergodicity is added to the results presented in [18] , relying on the criteria of [10] . It would hold also under the assumptions given in [18] .
General surveys like in [11] , in [14] or more specifically for population dynamics in [15] give some overview on the large literature dedicated to QSD (for which Pollett has collected quite an impressive bibliography, cf. [16] ). We focus here on the general context of continuous-time and continuous-space Markov processes, without any assumption of reversibility (we mean without any help from the spectral theory). Then, the most elementary argument to ensure the existence of the QSD has to do with the compactness of the semi-group, like in the Krein-Rutman theorem. In [12] , the authors manage to characterize the QSD as the fixed point of the normalized semi-group (on a well-designed subspace). Another classical technique is called renewal. Considering that the process is redistributed at its extinction time along the current estimation of a QSD, considering the associated stationary measure shall improve the estimate of this QSD. Inductively, we can indeed show the existence of some limiting distribution, and characterize it as a QSD. Yet, these techniques do not give any insight in the speed of convergence or in its potential uniqueness. Apparently, the new results in the sequel of the quite recent [4] , and notably [18] and [9] among them, do not have any other counter-part for the exponential convergence to some QSD (we refer to the introduction of [18] and [9] for a more precise overview). This is all the more promising that these techniques appear to generalize naturally for time-inhomogeneous processes, cf. [7] , [2] , [13] .
Often, the reversibility of the process is ensured by a criteria easy to check (detailed balance). Certainly, it may be useful to design reversible processes with jumps, but this criteria is very stringent and clearly not generic. Given the constraints highlighted in the Appendix A of the very recent [3] , multidimensional processes with jumps are rather expected not to be reversible. And as explained in [17] , these processes are probably not the fastest to converge either. On the other hand, concerning the specific interest on discontinuous processes, it seems hardly treated, let alone in [1] , which applies to semi-Markov processes (the kind of pure jump processes where the waiting time is not necessarily exponential). And even in this article, the aim seems rather to relate the QSD to some other property of invariance (involving the operator of jump rather than the semi-group in time) and it does not provide practical criteria to ensure it. The present work is therefore very likely the first to deal in such a way specifically with the case where jumps can occur for the process. This case is especially problematic since the proofs presented in [4] - [9] , [18] (for continuous-time and continuous-space Markov processes) rely extensively on the Harnack inequality, which is not anymore granted.
The remainder of Section 1 is organized as follows. Subsection 1.2 describes our general notations ; Subsection 1.3 presents our specific setup of a Markov process with extinction ; and Subsection 1.4 the decomposition of the state space on which we base our assumptions. Subsection 2.1 presents the main set of conditions which we show to be sufficient for the exponential convergence to the QSD. Subsection 2.2 states the three main theorems of this paper, that extend those of [18] , dealing respectively with the QSD, the survival capacity and the Q-process. In Section 4.2, we first detail the adjustments needed to include large jumps, and prove next how to deduce the remaining assumption in [18] from our more technical criterion. In Section 3, we present four applications of our general theorems. Theses results still concern toy-models but seem not to be easily deduced from previous work. We hope that they will help the reader get insight on our criterion and its adaptability. The application of our theorems to significant biological models is intended to be done in future work.
Elementary notations
In the following, the notation k ≥ 1 has generally to be understood as k ∈ N while t ≥ 0 -resp. c > 0-should be understood as t ∈ R + := [0, ∞) -resp. c ∈ R * + := (0, ∞). In this context (with m ≤ n), we denote classical sets of integers by : Z + := {0, 1, 2...}, N := {1, 2, 3...}, [[m, n] ] := {m, m + 1, ..., n − 1, n}, where the notation := makes explicit that we define some notation by this equality. For maxima and minima, we usually denote : s ∨ t := max{s, t}, s ∧ t := min{s, t}. Accordingly, for a function ϕ, ϕ ∧ -resp. ϕ ∨ -will usually be used for a lower-bound -resp. for an upper-bound-of ϕ.
Let Ω; (F t ) t≥0 ; (X t ) t≥0 ; (P t ) t≥0 ; (P x ) x∈X ∪∂ be a time homogeneous strong Markov process with cadlag paths on some Polish space X ∪ {∂} [[?], Definition III.1.1], where (X ; B) is a measurable space and ∂ / ∈ X . We also assume that the filtration (F t ) t≥0 is right-continuous and complete. We recall that P x (X 0 = x) = 1, P t is the transition function of the process satisfying the usual measurability assumptions and ChapmanKolmogorov equation. The hitting time (resp. the exit time out) of D, for some domain D ⊂ X , will generally be denoted by τ D (resp. by T D ). While dealing with the Markov property between different stopping times, we wish to clearly indicate with our notation that we introduce a copy of X -ie with the same semigroup (P t )-whose dependency upon X is limited to its initial condition. This copy -and the associated stopping times-is then denoted with a tilde -X, τ ∂ , T D etc. In the notation P X(τD c ) (t − τ Dc < τ ∂ ) for instance, τ Dc and X(τ Dc ) refer to the initial process X while τ ∂ refers to the copy X.
The stochastic process with absorption
We consider a strong Markov processes absorbed at ∂ : the cemetery. More precisely, we assume that X s = ∂ implies X t = ∂ for all t ≥ s. This implies that the extinction time :
τ ∂ := inf {t ≥ 0 ; X t = ∂} is a stopping time. Thus, the family (P t ) t≥0 defines a non-conservative semigroup of operators on the set B + (X ) -resp. B b (X )-of positive -resp. bounded-(X , B)-measurable functions. For any probability measure µ on X , that is µ ∈ M 1 (X ), and f ∈ B + (X ) -or f ∈ B b (X )-we use the notations :
. We denote by E x (resp. E µ ) the expectation corresponding to P x (resp. P µ ).
µA t is what we called the MCNE -at time t, with initial distribution µ. In this setting, the family (P t ) t≥0 -resp. (A t ) t≥0 -defines a linear but non-conservative semigroup -resp. a conservative but non-linear semigroup-of operators on M 1 (X ) endowed with the total variation norm :
A probability measure α is said to be the quasi-limiting distribution of an initial condition µ if :
It is now classical -cf e.g. Proposition 1 in [15] -that α is then a quasi-stationary distribution or QSD, in the sense that : ∀ t ≥ 0, αA t (dy) = α(dy).
Our first purpose will be to prove that the assumptions in Subsection 2.1 provide sufficient conditions for the existence of a unique quasi-limiting distribution α, independent of the initial condition.
Specification on the state space
In the following Theorems, we will always assume : (A0) : "Exhaustion of X " There exists a sequence (D n ) n≥1 of closed subsets of X such that :
This sequence will serve as a reference for the following statements. For instance, we will have control on the process through the fact that the initial distribution belongs to some set of the form :
Note that :
Let also :
2 Exponential convergence to the QSD
Hypotheses
Compared to [18] , we wish to deduce Assumption (A3) from an Assumption much easier to ensure -especially in the case of continuous-time and continuous-space Markov processes with jumps. Again, our results rely on a set (AF) of assumptions which is actually implied by a much stronger yet simpler set of assumption (AF ′ ). We detail first each basic assumption and then define (AF) and (AF ′ ) in terms of those.
2.1.1
The basic assumptions taken from [18] We recall that for any set D, we defined the exit and the hitting times as :
The first assumption is introduced for technical reasons. If it holds, it is usually easy to verify : (A1) : "Limited jumps" [subscript : "ℓj"] For any n ≥ 1, there exists m ≥ n such that :
We are in fact able to relax this assumption into : (A1 G ) : For any n ≥ 1, there exists m ≥ n such that there is an upper-bound on the rate of jumps leading outside of D m from any point inside D n .
The following assumptions share common parameters (we consider here the probability measure α c as a parameter). Those appear between square brackets after the label of each assumption. We will only keep this precision for the statement of (A) and (A ′ ), and skip it for the proof.
(A2) : "Mixing property" [subscript : "mx"] There exists some probability measure α c ∈ M 1 (X ) such that, for any D n ∈ D • , there exists a larger set D m ⊃ D n (D n ∈ D • ), a time t > 0 and an efficiency parameter c > 0 satisfying : • : 
Alternative to (A3) : Including failures
As mentioned in [18] , the idea behind (A3) is usually to get the process with initial condition α c to come close enough to any test initial condition x with a given time-shift (and a given efficiency). Then, the long-time surviving trajectories of the process with initial condition x can in some sense be included in some of the long-time surviving trajectories of the process with initial condition α c . Such containment property is what we call "absorption" in the following. Generally, it means that, for an absorption in one step to be deduced (with efficiency parameter 1/c), we need to associate to any x two stopping times U x and U x α such that :
Originally for continuous-time and continuous-space Markov processes (cf. [9] or [18] ), such property is deduced from the Harnack inequality. Yet, in practice, it may be very difficult to ensure such a strong property. Indeed, one has to follow any of the trajectories of the process, until it gets absorbed at time U x , while defining ingenious conditions for the conditions on U x or U x α . It might get very tricky for quite singular behaviors. This following extension will include the possibility that our way to control "absorption" fails in case of rare events. The purpose is to get rid of the singularities, namely problematic events that are rare in probability. For instance, if the process is already diffusive between jumps, it may be interesting to consider the first jump as the time of the first failure, and use the Harnack inequality in a time-scale so short that jumps happen too exceptionally.
First, we need to describe and count these failures : We assume that for any initial condition x ∈ D c -and associated to some value f ℓ ∈ (0, 1) :
• U x is a stopping time that describes the time of the "absorption success" -like in (3). It is infinite if extinction happens first.
• J ∈ Z + is a F U x -measurable r.v. that describes the number of needed absorption steps. J = 0 corresponds to no failure. We assume that J < ∞, yet it can be seen as a consequence of following assumptions, ie the Markov property and the uniform bound on P x (J ≥ 1).
• there exists a double sequence of stopping times : • Compatibility with the Markov property :
Conditionally upon
with initial condition x has the same law as (
and the same semi-group (P t ).
Remark :
(A3 F ) : "Absorption with failures" Consider some α c ∈ M 1 (X ), ρ AF > 0 and the set D c ∈ D ⊃
• , given as parameters. Then, whatever small is f ℓ ∈ (0, 1), we can find global upper-bounds on the time and the efficiency t, c > 0 such that for any test initial condition x ∈ D c , the conditions (and constructions) defined above can be met, and another stopping time U x α can be defined in such a way to ensure :
The general sets of Assumptions
We say that assumption (AF) holds, whenever :
Given stronger versions of (A4) and (A3), we no longer need any "survival estimate", so that we can simplify the previous assumption:
We say that the (stronger) assumption (AF ′ ) holds, whenever : "(A0), (A1 G ) and (A2)[α c ] hold, with some α c ∈ M 1 (X ). Moreover, for any ρ > 0, there exists some set
Remark : ⊲ Again, almost sure extinction is not at all needed for our proof (which would in fact include the case where there is no extinction, or only in some "transitory domain").
⊲ In its principle, our new criterion (A3 F ) is in fact closely related to the previous Assumption (A4).
Main Theorems
Theorem 2.1. Assume that (AF) or (AF ′ ) holds. Then, there exists a unique QSD α. Moreover, we have exponential convergence to α of the MCNE's at a given rate. More precisely, there exists ζ > 0 and to any pair n ≥ 0 and ξ > 0, we can associate a constant C(n, ξ) such that :
It is classical that, as a QSD, α is associated to some extinction rate λ 0 :
-cf e.g. Theorem 2.2 in [11] . Let :
Theorem 2.2. Assume again that (AF) or (AF ′ ) holds. Then, we have exponential convergence of ( µ η t ) t≥0 to µ η (with the same rate ζ as in (4)). Namely, with other constants C ′ (n, ξ) associated to any n, ξ :
In particular,
where the function η, which describes the "survival capacity" of the initial condition µ, is positive, bounded on X and vanishes on ∂. It also belongs to the domain of the infinitesimal generator L, associated with the semi-group (P t ) t≥0 on (B(X ∪ {∂}); . ∞ ), and :
Remark : As in [4] , it is also not difficult to show that there is no eigenvalue of L between 0 and −λ 0 , and that η is the unique eigenvector associated to −λ 0 . Theorem 2.3. Under again the same assumptions (AF) or (AF ′ ), we have : (i) Existence of the Q-process : There exists a family (Q x ) x∈X of probability measures on Ω defined by :
is an X -valued homogeneous strong Markov process.
(ii) Transition kernel : The transition kernel of the Markov process X under (Q x ) x∈X is given by :
where p(x; t; dy) is the transition kernel of the Markov process X under (P x ) x∈X (cf [18] for other equivalent statements).
(iii) Exponential ergodicity of the Q-process : There is a unique invariant distribution of X under Q, defined by : β(dx) := η(x) α(dx). Moreover, with the same constant ζ > 0 and C(n, ξ) as in (4), and the notations :
(iv) β is the unique quasi-ergodic distribution : For any function f measurable and bounded, µ ∈ M 1 (X ) and ǫ > 0 :
Remark : To understand (10), it is worth noticing that, considering some general initial condition in the left-hand side of (8), we obtain for the Q-process a biased initial condition, i.e. :
For simplicity, we will say that the exponential quasi-ergocidicty holds when the results of these three theorems hold (and cf.
[?] for more details on this notion of quasi-ergodic measure).
Remarks on our additional assumption
, U x and U x α are expected to depend on f ℓ and x, and related to t ⊼ and c abs , while these two constants must be uniform in x.
⊲ The control on the failures is an upper-bound on their probability via f ℓ that takes into account the time we waited hoping for a success. In fact, we will use this assumption for a given value of f ℓ > 0, which is explicitly but not so simply related to the other parameters -cf Subs. 4.2.2.
⊲ It may seem surprising that we need to define the whole sequence of stopping times while Assumption (A3 F ) appears only to refer to the first step (T 1 f l or U x ). But in fact, the sequence is entirely defined by the Markov property from the first step. Since the whole sequence depends on how the random time T 1 f l is defined as a function of the initial condition, it is however generally unclear that this construction indeed produces a sequence of stopping times. Yet, in practice, the issue is rather technical than crucial, because the proposed conditions of failure are naturally expected to be regular in space.
We see in the proof -cf Subs. 4.2.2-that we can use an improvement of this assumption with U x more loosely bounded : (A3 F G ) : For any f ℓ ∈ (0, 1), there exists t, c, e 0 > 0 such that :
for any x ∈ D c , the conditions (and constructions) defined before the statement of (A3 F ) can be met, and another stopping time U x α can be defined in such a way to ensure :
and that for any measurable and bounded function (f (x, u)) x∈X , u∈R + increasing with u :
We could not think of any simple example where only this improvement makes it possible to conclude, yet it might be useful for Piecewise Deterministic Markov Processes or general diffusions with jumps.
3 Four models to which our results apply 3.1 Adaptation of a population to its environment II : jumps as a perturbation
Description of the process :
In this illustration, we generalize the process given in [18] so that it may additionnally jump. As long as the jumps happen with a locally bounded rate, the exponential quasi-ergodicity still hold. We consider a simple coupled process describing the eco-evolutive dynamics of a population. We model the population size by a logistic Feller diffusion (N t ) t≥0 where the growth rate (r(X t )) t≥0 is changing randomly. We may also include catastrophes occurring randomly that eliminate a substantial part of the population. Namely, the adaptation of the population and the change of the environment are assumed to act on a hidden process (X t ) in R d , from which the growth rate is deduced. We will assume here that X t evolves as a càdlàg Markov process driven by some Brownian Motion B X , a drift and a Poisson Point Process M for the jumps. All the parameters may depend on N and X. For very low values of r(X t ), it is expected that the population shall vanish very quickly. Yet, we want our result to be independent of any bounds of the adaptation and say that this large extinction is sufficient in itself to bound the mal-adaptation, keeping this idea that the initial condition indeed matters here.
In a general setting, the process can be described as :
(ds, dp, du),
with initial conditions (n, x), B N and B X two independent Brownian Motions, also M N and M X two Poisson Point Process (PPP) of intensity respectively ds ν P (dp) du and ds ν W (dw) du (with ν P (dp) and ν W (dw) some reference measure). Moreover, c, σ N > 0, r, b, σ X are some measurable functions, as well as k c and k m , which are also locally bounded. It is also not much more costly to introduce catastrophes, arising at rate ρ c (x, n), leading to the complete extinction of the population.
Harnack inequalities for (A2) and (A3)
In the following, we say that a process (Y t ) on Y with generator L (including possibly an extinction rate ρ c ) satisfies Assumption (H) if :
For any compact sets 
and it satisfies, for some
Theorem 3.1. Suppose that Assumption (H) holds for the diffusive part of the generator L of (X t , N t ) -i.e. not taking jumps into account. Assume that the jump rate is locally bounded and that lim sup x →∞ r(x) = −∞. Then, with D n :=B(0, n), (AF ′ ) holds, so that the process is exponentially quasi-ergodic (i.e. all the results of Subsection 2 hold).
Remark : In our model, the jump rate is locally bounded whenever for any compact K, there exists k ∨ such that for any y ∈ K,
Proof of Theorem 3.1
(A0) is clear. The rate of jumps from any compact set is assumed to be bounded, so that (A1 G ) holds. The proof of (A4) for any given ρ can be easily adapted from [18] . Indeed, the proofs rely on uniform couplings -on different subspaces-in order to deduce that the population size decreases sufficiently quickly, or makes large increase very exceptionally. Since the jumps of the population size are assumed in this extension to always reduce this population size, these couplings still produce upper-bounds on N . Thus, Lemmas 3.2.4-6 imply the extension of Propositions 3.2.1-3 adapted to our new process, and likewise (A4).
From [18] , we know that for the process without the jumps, Assumption (A2) holds. Assuming that the jump rates are locally bounded, we can easily impose that no one occur during the time t mix needed to reach α c from any x ∈ D n , and staying inside D m . The associated cost in terms of probability / efficiency is uniformly bounded -given t mix and an upper-bound on the jump rate in D m .
The only issue left is to deduce (A3 F ). We use again Harnack inequality to compare the longterm survival, but this time in so short a time-scale that jumps can be considered negligible. The criteria of negligibility is given by (A3 F ) and here essentially linked to f ℓ .
Remarks : ⊲ In practice, it would be extremely costly to compare, by the Harnack inequality, the marginals after a very short time starting from initial conditions far away from each other. For rather precise estimate, it seems quite mandatory to use a result similar to (A2) to first bring a part of the distribution starting from α c to a very close vicinity of the test initial condition y. Also, it may happen that the jumps actually help for the "absorption", so that rejecting all of them might be quite inefficient.
⊲ We refer to [18] for a discussion on the way to obtain a not too rough survival estimate. Be it with jumps or without, the main principles remain the same : keep close to the most stable areas.
More details for the proof of (A3 F ) Thanks to the previous results on (A4), for any given ρ > 0 and α c also given, we need to prove (A3 F ) for test initial conditions on some D c = D n ∈ D • . We can apply our Assumption (H) for K := D n and K ′ := D n+1 . Since the jump rate is assumed to be locally bounded, let k ∨ be an upper-bound of 1 0 k m (y, p) ν P (dp) + X k c (y, w) ν W (dw) for any y in this containing set K ′ . We define T jp as the first jump of (X, N ). Let us introduce a coupling of (X, N ) without the jumps :
By definition, (X, N ) and ( X, N ) coincide until T jp . For any f ℓ ∈ (0, 1), we then choose t ⊼ , sufficiently small, such that, with T K ′ the exit time out of K ′ :
It is always possible since the left-hand side converges to 0 when t ⊼ → 0, while the right-hand side converges to f ℓ . It immediately implies :
By imposing U y := t ⊼ on the event {J = 0} := {T f ℓ ≥ t ⊼ }, and T 1 f ℓ := T f ℓ on the event {J ≥ 1} = {T f ℓ < t ⊼ }, we entirely define, by the Markov property, J and the sequence :
There is no difficulty in proving that any of these random times is indeed a stopping time (iterated conditions of "hitting D bk ", "exiting K ′ " or "making jump"). By definition, (X, N ) and ( X, N ) coincide until T jp , so that :
Like in Subsection of [18] , the proof given in step 4, Section 4 of [8] is easily adapted to ensure that there exists c H > 0 s.t. :
On the other hand, since the jump rate is upper-bounded by k ∨ on K ′ :
Combining (16), (17) and (18), with our previous definition of U y -cf. (15)-U y α := 2 t ⊼ and c abs := c H exp[2 k ∨ t ⊼ ], we obtain finally :
With inequality (14) , this concludes the proof of (A3 F ).
Adaptation to the environment III :
mutations that compensate a drift leading to extinction 3.2.1 Description of the process :
We assume here that X is governed by a Piecewise-deterministic Markov process, so that the mixing property (A2) is a consequence of the jumps. For simplicity, the drift is assumed to be constant, which leads us to the following system :
where extinction occurs at time τ d with the rate ρ e (X t ) at time t. M is again a PPP over R + × R × R + , with intensity π(ds, dw, du) = ds dw du, while h(x, w) describes the rate of invasion of a new mutation of size w in a population with type x, and the change in type is given by the constant speed v > 0. Assumption (A 3.2 ):
2 ) ρ e is locally bounded and lim x →∞ ρ e (x) = +∞. Also, explosion implies extinction :
h is measurable and for any compact K ⊂ R d , there exists :
2 ) a lower-bound h ∧ > 0 on jumps able to compensate the drift :
(A 4 3.2 ) a tightness estimate for the jumps : for any ǫ > 0, there exists n w such that :
2 ) an upper-bound h ∨ on the density for each jump :
Note that we do not assume any comparison between v and h.
Theorem 3.2. Consider the process X given by (19) under Assumption (A 3.2 ). Then, with D n := B(0, n), n ≥ 1, (AF ′ ) holds, thus the exponential quasi-ergodicity also.
Proof of Theorem 3.2
(A0) is clear. By (A 2 3.2 ), the rate of jumps from any compact set is bounded, so that (A1 G ) holds. Since the extinction rate outside of D n tends to infinity while n → ∞, for any ρ > 0, we can find some D n for which (A4) is clear (cf. Subsection 3.1.2 in [18] ). One can find at the end of this application the proof of :
3.2 ), Assumption (A2) holds with α c uniform over D 1 . In fact, it holds with the uniform measure over any compact set (with an associated reaching time and efficiency).
Remark : 1) The main idea is that we are able to compensate the drift with the jumps and introduce a bit of fluctuations at each step, and thus we are able to ensure a dispersion to any part of the space (while keeping a bound on the norm).
2) We could have considered a coupled process like in our first application. The proof gets a bit trickier because we would need a priori to use Girsanov Theorem to ensure (A2) and (A3), which requires also to keep the population size in a compact set of (0, ∞). There will then be even more cases of failure in these cases. We refer to a future work in preparation for these details and rather keep it simple here.
Proof of Assumption (A3 F ) Our main focus here is on Assumption (A3 F ), where we consider a compact set D c =B(0, n c ) and a test initial condition x ∈ D c . We also assume f ℓ , ρ sv > 0 to be given. W.l.o.g. we assume ∀ y / ∈ D c , ρ e (y) ≥ ρ eT > ρ sv . We first define t ⊼ by the relation :
The l.h.s. is decreasing and converges to 0 when t ⊼ → ∞, so that t ⊼ is well-defined. Let T jp be the first jump time of X. If the process has not jumped before t ⊼ , we "declare a failure", i.e. we impose T 1 f ℓ = t ⊼ on the event {t ⊼ < T jp }. The choice of t ⊼ is done to ensure that the associated probability is indeed negligible (with threshold f ℓ /2 and time-penalty ρ sv ). Any jump occurring before t ⊼ thus occur from a position X(T jp −) ∈B(0, n c + v t ⊼ ) := K. By Assumption (A 3.2 ), we can then define n w for which :
. Jump size larger than n w is then the new criterion of failure. Under the condition that no failure has occurred, the law of X(T jp ) has a uniformly (over x ∈ D c ) upper-bounded density on some compactB(0, n c + v t ⊼ + n w ). Now, by Lemma 3.2.1, the marginal of X starting from α c has (at some time) a lower-bounded density on this set. This will end the proof of (A3 F ).
More precisely, with W the size of the jump at time T jp (first jump), the definition of the stopping time T 1 f ℓ is the following :
These definitions entirely define J and the sequence :
Again, there is no difficulty in proving that any of these random times is indeed a stopping time.
We prove next that the failures are indeed negligible :
By the definition of n w , we deal with the second term :
On the event {t ⊼ ≤ T jp ∧ τ ∂ } : ∀ x ≤ t ⊼ , X t = x − v t e 1 . Thus, X is outside of D c in the
, with an extinction rate at least ρ eT . Thus, by the definition of t ⊼ :
This concludes :
On the other hand, since the density of jumps and the jump rate are bounded on K :
We know also from Lemma 3.2.1 that there exists t mix , c mix > 0 such that :
With U x = t mix and c abs = h ∨ /c mix and (23), this concludes the proof of (A3 F ), thus of Theorem 3.2 (given Lemma 3.2.1).
Elementary steps for the proof of Lemma 3.2.1 We wish to decompose the proof into elementary steps. The first idea is that we cut D n into very small pieces, both for the initial value (to ensure the uniformity), and the final marginal (to ensure a density), around some reference values, resp. x and x ′ . We also cut the path from x i to x f into elementary steps with only one jump in each. We see here that imposing one jump of size in B(S e 1 , δS) in a time-interval t el := S/v gives to the marginal at time t el a bit of diffusion, notably towards x f . Once the process has almost reached x f , this diffusion area (around x f ) gives us a size for the associated piece.
W.l.o.g., we assume S = 1 (change the scale of X). To state the above explanation with more details, define for some x i ∈ D n , m := n + 2, r := δS/4 and c > 0 :
,
where T m is a shorter notation for the exit time T Dm . The proof then relies on these elementary lemmas :
Lemma 3.2.2. Given any m = n + 2, x i ∈ D n , t, c, c ′ > 0 and x ∈ B(x i , r) :
Lemma 3.2.3. Given any m = n + 2, x i ∈ D n , there exists c 0 , t 0 , δt > 0, such that : Remark : We could also have proved the following result, yet it is not needed for the proof of Lemma 3.2.1 : Given any m = n + 2, x i ∈ D n t, c > 0 and x ∈ D n :
where
Proof of Lemma 3.2.1
Step 1 : from a vicinity of x i to a vicinity of
by Lemma 3.2.3. By Lemma 3.2.4, and since x k+1 ∈ B(x k , r) we have by immediate induction over k ≤ K the existence of t k , c k > 0 s.t. : (t k , x k ) ∈ R (m) (c k ). In particular with k = K, we get some t f , c f > 0 such that (t f , x f ) ∈ R (m) (c f ).
Step 2 : a uniform time and efficiency. D n can clearly be split into : D n ⊂ ∪ ℓ≤L B(x ℓ , r). Let t max be the larger time needed to reach any x ℓ f from any x ℓ ′ i . To adjust the arrival time, we make the process stay some time around x i . From Lemmas 3.2.3 and 3.2.2, we first deduce, with t st := t 0 × ⌊1 + t 0 /δt⌋ : Lemma 3.2.5. For any t ≥ t st we can find some c > 0 for which (t, x i ) ∈ R (m) (c).
The proof is elementary and left to the reader. Combining it with Lemma 3.2.2 ensures, with t mix := t max + t st , a global lower-bound c mix > 0 on the efficiency :
Since D n ⊂ ∪ ℓ≤L B(x ℓ , r), it completes the proof of Lemma 3.2.1.
3.3 Adaptation to the environment IV : pure jump process, the simplest case
Description of the process :
In the case of a pure jump process, we have a new difficulty : the process might survive better by not doing any jump and staying where it starts. By proving assumption (AF 3 ), we ensure that this does not happen. Remark : It may seem very unnatural for "a classical process" to stay where it starts. Yet, more generally, the same issue occurs when the process could stay long in a subspace unreachable for other initial conditions Think for instance of PDMP where jumps only affect some among the different dimensions. In fact, here lies in general the main difficulty.
Let (X t ) t≥0 be a pure jump process on X := R d defined by :
where M is a PPP with intensity ds dw du. It is again associated to an extinction rate ρ e . (X t ) is a Markov Process with piecewise constant trajectories. Conditionally upon X t = x, the waiting-time and size of the next jump are independent, the law of the waiting-time is exponential of rate ρ J (x) := R d h(x, w) dw < ∞ and the law of the jump size is h(x, w)/ρ J (x) dw.
Assumption (A 3.3 ): h is measurable and for any compact K ⊂ R d , there exists :
(A 2 3.3 ) a lower-bound h ∧ > 0 on the jumps of size lower than r :
3 ) a tightness estimate for the jumps : for any ǫ > 0, there exists n w such that :
(A 4 3.3 ) an upper-bound h ∨ on the density for each jump :
(A 5 3.3 ) (A5) holds for some ρ sv > 0 such that ρ e is lower-bounded by ρ sv outside some compact set. Moreover, ρ e is locally bounded and explosion implies extinction : τ ∂ ≤ sup {n≥1} T Dn .
(A 6 3.3 ) No stable position : With the value of ρ sv given previously :
Remark : (i) (A 6 3.3 ) enables us to prove that Dirac masses for initial conditions around the minimum of ρ J + ρ e indeed vanishes in the long run. In practice, it is probably the main issue for the uniqueness of the QSD. To get a more explicit toy-model, we can see that (A 6 3.3 ) is implied by the quite restrictive condition :
where (A5) is obtained by trajectories that stay in B(x opt , r opt ) -the jumps inside this set improves a bit the rate of survival, cf Subs. 3.3.3.
(ii) No precise regularity condition is needed for h and ρ e .
For this example, we simply choose D n =B(0, n).
Theorem 3.3. Consider the process X given by (36) under Assumption (A 3.3 ). Then, (AF ′ ) holds, thus the exponential quasi-ergodicity also.
For some of these models also, it is easy to see that the speed of convergence is not uniform :
Proposition 3.3.1. We can define some h and ρ e such that Assumption (A 3.3 ) hold and for which :
This dependency will be discussed along with the proof of the Proposition above in Subsection 3.3.3.
Proof of Theorem 3.3 :
(A0) is clearly satisfied, as well as (A1 G ) since the jump rate is locally bounded. Since the extinction rate outside of D n tends to infinity, we can find for any ρ > 0 some D n for which (A4) is clear. 3.3 ) imply (A2), with α c the uniform distribution over D 1 . More generally, for any n ≥ 1, we can define m > n and t mx , c mx > 0 such that :
For the proof of Lemma 3.3.2, we can rely on exactly the same lemmas as in the proof of Lemma 3.2.1. This is even simpler here since, with such pure jump process, there is no constraint on time (we can state directly Lemma 3.2.5, and in Lemma 3.2.4, t ′ can take any value). The proof is thus left to the reader.
The proof of Theorem 3.3 is thus achieved with :
Proof of Lemma 3.3.3 We consider here two types of "failed attempt", the same as for our second application in fact. Either the process has not jumped for a very long time, or the jump is too large. Let f ℓ > 0. By (A 6 3.3 ), we can find t ⊼ > 0 such that :
so that with x ∈ D n , T jp the time of the first jump for the process starting from x :
We can then declare a failure when the process starting from x has not jumped at time t ⊼ . This clearly implies U x ≤ t ⊼ on {K = 0}. Again, X(U x −) ∈ D c , so that, with (A 3 3.3 ), we can define some n w such that ∆X(U x ) ≥ n w with probability less than f ℓ exp[−ρ sv t ⊼ ]/2. The rest of the proof is exactly the same as for our second application and is thus left to the reader.
Proof of Proposition 3.3.1
For simplicity, we assume that the jump sizes are uniformly distributed on B(0, R), and that the jump rate is uniform :
Thus, Assumptions (A Before we prove this lemma, we ensure (27) : Given t, we ensure that the MCNE of X starting from 0 is in some ball B 0 with high probability. Outside B(0, R), the process behaves homogeneously. Thus, we can find some large enough ball B(x, L), which does not intersect B 0 , such that, with high probability conditionally on survival at time t, the process (X s ) s≤t starting from x won't escape B(x, L). Indeed, escaping B(x, L) before time t cannot bring a profit in term of extinction larger than exp([ρ 1 e − ρ 2 e ] t), while the associated probability of escape (while not taking the extinction into account) goes to 0 as L gets to infinity.
x is then chosen sufficiently large to ensure distinct supports. Therefore, the MCNEs from 0 and from x at time t have distinct support -with high probability-proving (27).
By the Central Limit Theorem, we expect that for large t and x s.t. x ≫ R, L(X t ) starting from x is quite similar to a normal distribution centered at x with covariance matrix ρ J t/2 R I d . For the initial condition 0, the law shall be even more concentrated around 0 due to the lower extinction rate on B(0, R). Thus, we expect a very little common component between L(X t ) for initial conditions 0 and x with x ≫ √ t.
Proof of Lemma 3.3.4 : If (A5) holds with some 0 < ρ sv < ρ 1 e + ρ J , we immediately deduce (A 5,6
3.3 ). Thanks to Lemma 2.5.2 in [18] , we only need to prove that we can define t > 0, 0 < ρ sv < ρ 1 e + ρ J s.t. : In fact, we can choose t > 0 arbitrarily (the smaller it is, the better should be our estimation). By (29) and (30) :
Let : x ∈ B(0, R), u := x/ x , z :
By (36), a.s. on {M (Jp) = 1 , M (N J) = 0}, there exists T jp ∈ (0, t) and Z ∈ B(z, R/2) s.t. :
Thus with (32) and (33) :
(34) and (35) clearly imply (31), thus Assumption (A 3.3 ).
3.4 Adaptation to the environment V : pure jump process, a coordinate at a time
Description of the process :
Another difficulty occurs when each jump affects only one component of the process at a time. For the survival estimate (AF 3 ), we thus need to wait at least until there is a jump for all of these components.
where M i are mutually independent PPP with intensities ds dw du. The process is still associated to an extinction rate ρ e . (X t ) is a Markov Process with piecewise constant trajectories. Conditionally upon X t = x, the waiting-time and size of the next jump are independent, the law of the waiting-time is exponential of rate ρ J (x) := i≤d ρ i J (x), where ρ i J (x) := R d h(x, w) dw < ∞. The jump occurs on the i-th coordinate with probability ρ i J (x)/ρ J (x), then with size given by
Assumption (A 3.4 ): For any i ≤ d, h i is measurable and for any compact K ⊂ R d , there exists :
(A 2 3.4 ) A lower-bound h ∧ > 0 on the jumps of size lower than r :
(A 3 3.4 ) A tightness estimate for the jumps : for any ǫ > 0, there exists n w s. t. :
3.4 ) An upper-bound h ∨ on the density for each jump :
(A 5 3.4 ) There is also a global lower-bound p ∧ on the probability that each direction gets involved in the jump :
(A 6 3.4 ) (A5) holds for some ρ sv > 0 such that ρ e is lower-bounded by ρ sv outside some compact set. Moreover, ρ e is locally bounded and explosion implies extinction : τ ∂ ≤ sup {n≥1} T Dn .
(A 7 3.4 ) No stable subspace : With the value of ρ sv given previously :
Remark : The purpose of (A 7 3.4 ) is to ensure that the time T c at which either extinction occurs or all of the coordinates have changed has an exponential moment with parameter ρ sv . Since there is a finite number of coordinates to be changed, the best exponential moment is given by the worst condition, where only one coordinate remains to be altered.
For this example, we can still consider D n =B(0, n), with rather here the infinite norm . ∞ . Theorem 3.4. Consider the process X given by (36) under Assumption (A 3.4 ). Then, (AF ′ ) holds, thus the exponential quasi-ergodicity also.
Proof of Theorem 3.4 :
(A0) is clearly satisfied, as well as (A1 G ) since the jump rate is locally bounded. Since the extinction rate outside of D n tends to infinity, we can find for any ρ > 0 some D n for which (A4)
For the proof of Lemma 3.4.1, we can rely on exactly the same lemmas as in the proof of Lemma 3.2.1 to prove the mixing on any coordinate. This is then not very difficult to combine the estimates on the different coordinates. The proof is again left to the reader.
The proof of Theorem 3.4 is thus achieved with :
Proof of Lemma 3.4.2 We consider here three types of "failed attempt". Either the process has not done all of its required jumps despite a very long time of observation, or there are two many of these jumps, or one of these jumps is too large.
We thus declare a failure if the n ∨ J -th jump occurs while T d J is still not reached.
Upper-bound on the size of the jumps Using (A 3 3.4 ) (recursively for each jump) in the same way as in the proof of Lemma 3.3.3, we can deduce a value n W such that : ∀ x ∈ D c , P x (Some jump before the n ∨ J -th one and before
We thus declare a failure if a jump larger than w ∨ occurs. From this, we deduce that the process has stayed in some
This defines the condition {J = 0}, on which we define U x := T d J . We could have defined T 1 f ℓ := t ⊼ when the conditions are not fulfilled, but to be clearer with the stopping times in the next Lemma, we consider T 1 f ℓ as the first time t ≤ T d J ∧ τ ∂ at which one of these conditions is violated : either t = t ⊼ , or the n ∨ J -th jump occurs at time t, or a jump of size larger than n W occurs at time t. Note that the definition of T 1 f ℓ makes it indeed a stopping time. Again, these definitions entirely define J and the sequence :
and there is no difficulty in proving that any of these random times is indeed a stopping time.
The proof that U x ≤ t ⊼ on {J = 0} T 1 f ℓ ≤ t ⊼ on {J ≥ 1} and :
are clear given this construction and (38), (39) and (40). The technical details are left to the reader. As previously, the proof is then completed with Lemma 3.4.1 and :
3.4 ) hold, with the preceding notations. Then, there exists c > 0 such that :
The technical details of this proof are presented in Appendix B.
4 Proofs of Theorems 2.1-3 4.1 Relax Assumption (A1) into Assumption (A1 G )
Stabilization of the marginals
In practice, Assumption (A1) is needed only for the proof of Theorem 4.1. in [18] . Its proof again rely on three Lemmas, whose statements are kept quite the same with this new extension, except that the definitions of T i out , i ≥ 0 are a bit modified (and accordingly the ones of τ i bk , i ≥ 0). The idea is that we couple each trajectory exiting the interior space with a very large jump to trajectory for which this jump has not occurred. In this way, at time T i out either X ∈ D ℓj or with a lower-bounded probability, X is still in D out .
We will then deduce the new extension of Theorem 4.1.1 in [18] :
Theorem 4.1. Assume that (AF) holds {(A3 F ) plays no role here}. Then, there exists M xt = M nxt, ξxt (with n xt ≥ m sv , ξ xt > 0) such that, to any pair n ≥ 0 and ξ > 0, we can associate a time t xt = t xt (n, ξ) > 0 for which :
The sequence of excursions
We recall that for some ρ eT > 0, we deduce from (A4) the existence of D bk ∈ D • such that :
where τ 1 bk is defined as the first hitting time of
Let ρ ′ sv ∈ (ρ sv , ρ eT ) and ρ m = ρ ′ sv − ρ sv and consider a family of i.i.d. r.v. (E i , i ≥ 1) whose law is exponential of rate ρ m . These will serve as signals for the process to compete with trajectories doing large jumps at exactly this same time. We then define by induction over i ∈ N:
The new versions of Lemma 4.1.1-3 are still given by :
Lemma 4.1.1. "First arrival in D bk " : Assume that (42), (A2) and (A5) hold. Then, there exists C e = C e (n, ξ) > 0 s.t. :
Lemma 4.1.2. "Containment of the process after T i out " : Suppose (A5) and (A2) hold (here, n ℓj could take any value). Then, there exists n xt > n ℓj , 
Then, with some value C v > 0, we have (for any µ ∈ M 1 (X ) with t e > t m > 0) the following upper-bound exponentially decreasing with t m :
The proof of the Lemma 4.1.1 does not involve the sequence T i out and is thus the same as its equivalent in [18] . Of course, it implies the result where ρ sv is replaced by ρ ′ sv . For Lemma 4.1.2, the stopping due to the exponential variable adds artificially a death rate ρ m to the original process, and the proof is then almost the same as its equivalent in [18] . Only the proofs of Lemma 4.1.3 and the way these lemmas imply Theorem 4.1 are somewhat affected by these changes. Still, these proofs are very similar. 1 and 4.1.3 , we obtain an upper-bound -with high probability-on how much time the process may have spent outside D out . Thus, we can associate most of trajectories ending outside D out to others ending inside D out . From this association, we deduce a lower-bound on the probability to see the process in D out .
Let us first define D xt according to Lemma 4.1.2. In the following, we will define :
Thanks to Lemma 4.1.3, we choose some t m > 0 sufficiently large to ensure : ∀ t e > t m , ∀ µ ∈ M 1 (X ) ,
Let n ≥ 1, ξ > 0. Thanks to Lemma 4.1.1, we know that for some t xt ≥ t m > 0 : , t e ], we shall assume in the following :
Thus, by (43) and (44) :
We wish to bound, on the event t e − t m < T i out , the value : out . By (A1 G ), such jumps occur with a rate upper-bounded by some k ∨ > 0, while with rate ρ m , T i out is stopped in such a way that X(T i out ) = X(T i out −) ∈ D out . Our arguments is to combine both cases with a dedicated filtration to ensure that X(T i out ) = X(T i out −) ∈ D out with probability at least p m := ρ m /(ρ m + k ∨ ).
More precisely, let U i j be the first jump time of X from D out to outside of D ℓj , -after τ i bk . Define T i e := U i j ∧(τ i bk +E i ). On the event T i e = T i out < τ ∂ ∩ t e − t m < T i e , conditionally on its past until T i e , with a σ-algebra F *
T i e -cf Appendix C-the process satisfies X(T i out ) = X(T i e ) = X(T i e −) ∈ D out with probability at least p m := ρ m /(ρ m + k ∨ ). Since X(T i e −) and T i e are F * T i e -measurable, we can write, still on this event :
Thus, since a.s. I(t e ) < ∞, with Lemma 4.1.3 : 
Now, for any cases, with M xt := {µ ∈ M 1 (X ) ; µ(D xt ) ≥ ξ xt } (ξ xt given by the previous formula does not depend on n, ξ or µ), we indeed deduce (41).
Proof of Lemma 4.1.3
The argument to adapt the proof of Lemma 4.1.3 in [18] is in fact quite the same as in previous paragraph. Again, we refer to [18] for a bit more details.
On the event T i out ≤ (t e − t m ) ∧ τ ∂ ∩ T i out = T i Dout , we deduce also from Lemma 4.1.2 that : a.s.
and like in the previous Subsection 4.1.3 :
Thus, combining both cases :
which concludes the proof of Lemma 4.1.3 with C v := e T /(p m c xt ).
Absorption with failures
The fact that (AF ′ ) implies (AF) is due to the fact that a survival estimate like (A5) can be deduced from (A2) -cf Subsection 2.5.1 in [18] .
The rest of the proof is easily adapted from the ones of Theorems 2.1-3 in [18] thanks to :
Remark : The proof of this Theorem shares many similarities with Subsection 4.2.1 in [18] , as can be inferred from the frequent use of :
deduced from Corollary 4.2.1, where(A3) is of course not used to prove this result.
with the obvious fact that for T 1 f ℓ ≤ t ⊼ on {J ≥ 1} :
Proof of Theorem 4.2 with (A3 F G )
In the following, every time we will apply (A3 F G ), we will use the parameters : f ℓ := (2 c sb e T ) −1 , t Dc := t ⊼ + t sb , from which we will easily deduce :
Lemma 4.2.1. Assume (48) and (A3 F G )-with the above parameters. Then :
For f ℓ sufficiently small, we expect this quantity to be the leading part of P x (t < τ ∂ ). We will prove indeed that the extension of survival during the failed coupling procedure -ie before
Dc -is not sufficient to compensate the cost of such a failure. Our idea is to distinguish the events according to the number of failures, and treat them inductively by replacing x by X(τ 1 Dc ) and t by t − τ 1 Dc . Therefore, the induction is done not exactly depending on J, but more precisely on the value of the r.v. :
where we define τ 0 Dc := 0. To end the initialization -J(t) = 0-we thus prove : Lemma 4.2.2. Assume (48) and (A3 F G ). Then
For any t ≥ 0, J(t) ≤ J < ∞ -since τ j Dc = ∞ for j > J-so that the induction is achieved thanks to the : Lemma 4.2.3. Assume (48) and (A3 F G ). If for some j ≥ 0 and C j > 0, we have :
Lemmas 4.2.1-3 imply (A3) : With c Dc := 2 (C 0 + F ℓ ), by Lemmas 4.2.1-3, we deduce that ∀ x ∈ D c , ∀ t ≥ t Dc , :
Proof of Lemma 4.2.1 :
where we used (A3 F G ) with f (x, u) := P x (t − u < τ ∂ ) for u < t, 1 otherwise.
by (48), with t ≥ t ⊼ + t sb .
By (A3 F G ) and again (48) :
(51) and (52) imply Lemma 4.2.1 with : C 0 := c sb c abs e ρ t ⊼ + e 0 e ρ t sb P αc (t sb < τ ∂ ) .
Proof of Lemma 4.2.2 :
We begin with the case T 1 f ℓ < t (recall that τ 1 Dc is defined as the hitting time of D c after T 1 f ℓ ) :
where we used the Markov inequality and (A4) to state that,
where we used (A3 F G ) and (48) for the second inequality. The case t ≤ T 1 f ℓ is treated in the same way as t ≤ U x ∧ τ ∂ . Thus, we deduce Lemma 4.2.2 from (53) with :
Proof of Lemma 4.2.3 : By the Compatibility with the Markov property -cf (A3 F )-and (49) :
where we used (50) with the fact that
where we decomposed
The quasi-ergodic distribution
Only the point (iv) in Theorem 2.3 is then left unproved (thanks to the proofs in [18] ). Using the criteria given in [10] (essentially the dominated convergence theorem), it is sufficient for (iv) to prove that, for any 0 < p < q < 1, µ ∈ M 1 (X ) and f, g measurable and bounded :
So we compute :
µA pt (dx) f (x) E x g(X (q−p) t ) exp[λ 0 t (1 − p)] ; (1 − p) t < τ ∂ = µ η pt µ η t X µA pt (dx) f (x) η (q−p) t (x) X δ x A (q−p) t (dy) g(y) η (1−q) t (y).
The difficulty arises from the fact that the convergences in (4) and (6) are not uniform. Yet, they are on any restriction D n , which covers the whole space, while µA s is a probability measure for any µ and s, and we have a uniform bound η • ∞ on η t ∞ -cf. (73) in Subsection 4.4 of [18] . So :
where we specify by the hat (for t 0 <T m ) that we consider the processX driven by the same PPP M with an additional point (s, w, u) where u ≤ h(X s − , w). Note thatX s− = X s− . Now, define : 
by (A 1 3.4 ). Using a similar approach as above, we can describe with Palm's formula E x 0 (f [X(t 0 )] ; t 0 < T m , X has done two jumps before t 0 ) so as to obtain : where we used (A 2 3.4 ) and the fact that f is positive for the last lower-bound. Now, with (56), the fact that x 0 ∈ B(x i , r), and that f can be any positive and measurable function :
This concludes the proof of Lemma 3.2.3 with c 0 := exp[−ρ ∨ J t 0 ] h ∧ t 0 .
Proof of Lemma 3.2.4
This proof follows the same principles as the one of Lemma 3.2.3, so we just mention the adjustments. Of course, the result relies on the Markov property combined with a uniform estimate on the transitions starting from x I with x I ∈ B(x, r). For any x f ∈ B(x, r), since |x I − x f | ≤ 2r, we ensure that X t 0 has a lower-bounded density on B(x f , r). As previously, still with the fact that x I − v s e 1 s ≤ t 0 ∪ x I − v s e 1 + w s ≤ t 0 , w ∈ B(S e 1 , 4r) ⊂ D m , we deduce : P x I (X(t I ) ∈ dy ; t 0 < T m ) ≥ c 0 1 {y∈B(x I , 4r)} dy ≥ c 0 1 {y∈B(xf , r)} dy.
By the Markov property, if (t, x) ∈ R (m) (c), then (t + t 0 , x f ) ∈ R (m) (c×c 0 ).
of random directions that each of the jumps of X follows. Since in our model, all directions are defined in a similar way, we can simplify a bit our notations without loss of generality by adjusting some of the direction. Since we will go backwards to progressively forget about the conditioning, we order the coordinates by the time they appear for the last time in (i(k)) k≤n J . It means that i(n J ) = d and {i(k) ;
. Let then K(j) be the largest integer for which j(k) ≥ j. Then, for any positive and measurable functions (f j ) j≤d :
We see that quite an immediate recursion ensures :
To alleviate notations since there is no difference in the proof, we consider in the following T out = T 1 out , T e = T 1 e , E = E 1 , for initial condition x ∈ D out (so that τ 1 bk = 0). Then :
Te := σ {A s ∩ {s < T e } , s > 0, A s ∈ F s } Properties of F * Te : If Z s is F s -measurable and s < t ∈ (0, ∞], Z s 1 {s<Te≤t} is F * Te -measurable. Lemma 4.3.1. For any left-continuous and adapted process Z, Z Te is F * Te -measurable. In particular, for any stopping time T , {T e ≤ T } ∈ F * Te . In particular, {T e = T out < τ ∂ } = {T e ≤ T out } ∩ {T e < τ ∂ } is indeed F * Te -measurable, as well as X(T e −). Lemma 4.3.2. Given F * Te (in particular on the event {T e = T out < ∞}), the process satisfies X(T e ) = X(T e −) with probability larger than ρ m /(k ∨ + ρ m ).
Proof of Lemma 4.3.1: 
Proof of Lemma 4.3.2 :
For this proof, we encode E with some PPP, M E , of intensity ρ m dt :
1 {X(Te)=X(Te−)} := R + 1 {t≤Te} M E (dt), which holds also true when τ ∂ < T e , in which case T e = E and X(T e ) = ∂ = X(T e −).
Then, for any test r.v. Z s 1 {s<Te} , where s > 0 and Z s is F s -measurable :
E := E x 1 {X(Te)=X(Te−)} Z s ; s < T e = E x Z s E Xs R + 1 {t≤ Te} M E (dt) ; s < T e = E x Z s E Xs R + 1 {t≤ Te} ρ m dt ; s < T e ,
where the random times with tilde are given by the Markov property (to depend only on X through X s ), using in the last expression that : t → 1 {t≤ Te} is adapted. Then, by the Fubini theorem :
E = E x Z s ρ m R + P Xs t ≤ T e dt ; s < T e . Now, by (A1 G ), the rate at which U j may occur is always upper-bounded by ρ ∨ J , so that T e is upper-bounded by an exponential law of intensity ρ m + ρ ∨ J . Thus, ∀ t ≥ 0, P Xs t ≤ T e ≤ exp[−(ρ m + ρ ∨ J ) t] and we deduce : 
