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Precise thermometry is of wide importance in science and technology in general and in quantum systems in
particular. Here, we investigate fundamental precision limits for thermometry on cold quantum systems, taking
into account constraints due to finite measurement resolution. We derive a tight bound on the optimal precision
scaling with temperature, as the temperature approaches zero. The bound can be saturated by monitoring the
non-equilibrium dynamics of a single-qubit probe. We support this finding by accurate numerical simulations
of a spin-boson model. Our results are relevant both fundamentally, as they illuminate the ultimate limits
to quantum thermometry, and practically, in guiding the development of sensitive thermometric techniques
applicable at ultracold temperatures.
I. INTRODUCTION
Sensitive measurements of temperature are essential
throughout natural science and modern technology. Increas-
ingly detailed studies of biological, chemical, and physi-
cal processes, the miniaturisation of electronics, and emerg-
ing quantum technology drive a need for new thermometry
techniques applicable at the nanoscale and in regimes where
quantum effects become important. Many new approaches
are being developed [1–8], however the fundamental limits to
precision thermometry are not yet fully understood. Here, we
determine a tight bound on the best possible precision with
which temperature can be estimated in cold quantum sys-
tems, which accounts for limitations due to imperfect mea-
surements.
The classical picture of thermometry is that of a thermome-
ter which is brought into thermal contact with a sample. Ob-
serving the state of the thermometer after some time conveys
information about the sample temperature. A similar picture
can be applied in the quantum regime, where an individual
quantum probe, e.g. a two-level system, may interact with a
sample system in a thermal state, and subsequently be mea-
sured to estimate the temperature. If the probe reaches ther-
mal equilibrium with the sample, or a non-equilibrium steady
state, optimal designs of the probe and of the probe-system
interaction can be determined [9–13]. Outside of the steady
state regime, it was found that access to the transient probe
dynamics may outperform the steady-state protocols [14–16],
that dynamical control acts as a resource [17, 18], and that
thermometry can in some cases be mapped to a phase esti-
mation problem [19, 20]. These findings have spurred further
investigations into non-equilibrium thermometry [21–23].
Any thermometric technique will be subject to constraints
due to finite measurement resolution. In the probe-sample
picture, the size of the probe will limit the amount of informa-
tion which can be extracted about the sample. More generally,
any measurement on the sample, implemented using a finite-
sized apparatus, comes with a lower bound on the attainable
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resolution of e.g. the system energy spectrum [24–26]. Sim-
ilar restrictions apply in situations where measurements can
be made on only part of a large sample [27–29], and clearly
such finite-resolution constraints must play an important role
in formulating fundamental bounds on the attainable thermo-
metric sensitivity.
Here, we derive a bound on the temperature scaling of the
smallest error in any possible temperature measurement with
finite resolution, as the temperature approaches zero. We fur-
thermore demonstrate that this scaling can be attained using a
single-qubit probe, showing that the bound is tight. To derive
our bound, we build upon the framework for finite-resolution
quantum thermometry introduced by Potts, Brask, and Brun-
ner in [25]. Our results also answer an interesting question
left open by this and other previous work, namely whether
or not there exist circumstances under which temperature can
be estimated precisely in the low-temperature limit – that is,
without a diverging absolute error [25, 28, 30]. We find that
the answer is positive.
This paper is organized as follows. In Sec. II we intro-
duce a general temperature estimation procedure, and dis-
cuss the fundamental precision bounds imposed by the third
law of thermodynamics. In Sec. III we propose a finite-
resolution criterion, and show how this criterion leads to a
tight bound on the attainable precision. In Sec. IV we general-
ize the framework to include noisy measurements, and finally
in Sec. V we investigate a single-qubit thermometer coupled
to a bosonic bath, showing that our bound can be saturated
in a physical scenario. Our analytical results are supported
by numerical simulations of the temperature estimation pro-
cedure.
II. TEMPERATURE ESTIMATION
We consider a quantum system described by the canoni-
cal thermal state ρβ = exp [−βH] /Zβ , with H the Hamil-
tonian operator of the system, and Zβ ≡ tr {exp [−βH]}
the canonical partition function. The thermal state is param-
eterized by an inverse temperature β = 1/kBT where kB is
the Boltzmann constant. For convenience we adopt units in
which kB = 1, such that temperature has the units of energy.
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2Figure 1. Finite measurement resolution is interpreted as an inabil-
ity to sharply distinguish between consecutive system energy eigen-
states. For a macroscopic system with an effectively continuous en-
ergy spectrum this constitutes a non-trivial constraint on the attain-
able thermometric precision.
The task we consider is how to estimate the temperature T of
the system. We remark that throughout we consider thermal
states where the temperature does not itself fluctuate. How-
ever, since temperature is not directly measurable (it is not
a quantum mechanical observable), there are fluctuations in
any temperature estimate based on indirect measurements.
A general temperature estimation procedure consists of
first performing a measurement on the system. The most gen-
eral N -outcome measurement is represented by a positive-
operator valued measure (POVM) withN elements Πm. Such
POVMs capture any possible measurement in quantum me-
chanics, including scenarios in which information is obtained
through a probe interacting with the system, as well as those
exploiting quantum coherence [5, 14, 15]. Each POVM ele-
ment Πm corresponds to a measurement outcome m which is
observed with probability
pm;β = tr {Πmρβ} , (1)
and the resulting probability distribution encodes the system
temperature as a statistical parameter. The second step in es-
timating the temperature is to construct an estimator Test. A
general prescription for doing this does not exist [31]. How-
ever, it can be shown that for any conceivable estimator the
variance is lower bounded through the Cramer-Rao inequality
δT 2est ≥ 1/νFT [32], where ν is the number of independent
measurement rounds and
FT ≡
N∑
m=1
pm;β [∂T ln pm;β ]
2
, (2)
is the Fisher information. We note that the Cramer-Rao in-
equality is asymptotically tight for Bayesian or maximum
likelihood estimators [31]. Throughout, motivated by the
Cramer-Rao inequality, we adopt the Fisher information as
the quantifier of precision.
Identifying measurement strategies for which the temper-
ature estimate can achieve minimal variance corresponds to
maximizing the Fisher information over all possible measure-
ments (POVMs). This results in a measurement-independent
quantity, the quantum Fisher information FQT [33] . Within
the canonical ensemble, it can be shown that a projective mea-
surement of the system energy is optimal [25, 34]. The quan-
tum Fisher information is then related to the variance of the
system energy
T 4FQT =
〈
H2
〉− 〈H〉2 , (3)
where 〈O〉 = tr {Oρβ}. This expression provides a fun-
damental upper bound on the attainable value of the Fisher
information for any measurement at any temperature. As a
consequence of the third law of thermodynamics, or more ex-
plicitly the assumption that the heat capacity vanishes at zero
temperature, the variance of the system energy must vanish
at least quadratically in temperature as absolute zero is ap-
proached [25]. Hence it follows that T 2FQT must vanish in
the low-temperature limit, and that the relative error δT 2est/T
2
must diverge by virtue of the Cramer-Rao inequality. This
relation constitutes the ultimate bound on the optimal low-
temperature scaling behaviour of the Fisher information, ap-
plicable for any system and for any measurement strategy.
A. Accounting for measurement limitations
In many settings of interest, it is not realistic to imple-
ment a projective measurement of the system energy. For
instance, whenever the gaps in the energy spectrum are be-
low the energy resolution of the available measurement [28],
which happens, e.g., when the system is large enough to ap-
pear continuous while the measurement apparatus has a finite
size, or whenever only a finite part of the full system can be
interacted with within a finite time (see Fig. 1).
Under such conditions of constrained experimental access,
it turns out useful to introduce the POVM energies [25]
Em;β ≡ 1
pm;β
tr {ΠmHρβ} , (4)
where Em;β may be interpreted as the best guess of the sys-
tem energy before the measurement, given that outcome m
was observed [25]. In the case of projective energy measure-
ments on the system, the POVM energies coincide with the
system energy eigenvalues. In general however, the POVM
energies are temperature dependent.
For convenience we may identify a specific POVM en-
ergy E0;β , defined as the smallest POVM energy in the low-
temperature limit. We can then introduce the POVM energy
gaps ∆m;β ≡ Em;β − E0;β , which by definition are non-
negative at low temperatures. In terms of these gaps, the
Fisher information for a general measurement is given by
FT =
∑
m pm;β∆
2
m;β − (
∑
m pm;β∆m;β)
2
T 4
. (5)
Similarly to the quantum Fisher information, the above ex-
pression takes the form of an energy variance. However for
general measurements the energy spectrum of the system is
3replaced by the spectrum of POVM energies, and the Boltz-
mann probabilities associated with projective energy mea-
surements are replaced by the POVM probabilities. These
changes incorporate restrictions due to limitations of the mea-
surement on top of those imposed by the system itself.
In investigating the scaling behaviour we are implicitly as-
suming that the Fisher information is a continuous function of
temperature, which implies that the POVM energy gaps ∆m;β
must also be continuous functions. Following Ref. [25], we
are going to study the scaling behaviour of the Fisher in-
formation when the POVM energy gaps have a well-defined
power-series expansion in temperature around absolute zero
∆m;β = ∆m,0 +
∞∑
k=1
∆m,kβ
−k. (6)
By virtue of Weierstrass’ approximation theorem, any contin-
uous function can be approximated arbitrarily well by such a
power series [35]. Note that this formulation does not exclude
the case of projective energy measurements as this would be
described by a series with only the constant term. For more
general measurements, however, the expansion might contain
non-zero higher-order coefficients.
Following Potts et al. [25] we can make use of the rela-
tion between the POVM energies and the associated probabil-
ities (Eq. (4)) to write ∆m;β = −∂β ln pm;β/p0;β . Given the
power-series expansion of the POVM energy gaps, we can in-
tegrate this equation and express the ratio of the probabilities
for outcomes m and 0 as
pm;β
p0;β
= gme
−β∆m,0β−∆m,1
∞∏
k=1
e∆m,k+1β
−k/k, (7)
where gm is a temperature-independent integration constant.
We stress that as a consequence of how we defined E0;β , the
probability p0;β is the largest probability at zero temperature
and must be non-vanishing in this limit. We thus obtain an
expression for the probability of obtaining outcome m given
fully in terms of the expansion coefficients of the correspond-
ing POVM energy gap (note that the explicit dependence on
p0;β could be avoided by using the fact that the full distribu-
tion must be normalised).
B. Low-temperature scaling behaviour
The above model of limited measurements allows us to ob-
tain, by substituting Eqs. (6) and (7) into Eq. (5), an expres-
sion for the Fisher information given fully in terms of the
POVM energy gaps. Based on this, we can analyse the possi-
ble scaling behaviour of the Fisher information, as the system
approaches zero temperature. First of all, we note that Eq. (5)
can be rewritten as
FT = 1
2T 2
∑
m,n
pm;βpn;β (β∆m;β − β∆n;β)2 . (8)
Notice that all terms on the right-hand side are positive, and
because of this the scaling behaviour of the Fisher informa-
tion is determined by the term in the sum (or the set of terms)
which vanishes least rapidly as the temperature goes to zero.
We now consider the scaling that arises from different terms
in Eq. (8). We focus on terms that result in sub-exponential
scalings, referring the reader to Ref. [25] for a discussion of
the remaining terms.
For convenience, we define the ground-state set of mea-
surement outcomes, as those for which the probability of ob-
taining that outcome remains finite at zero temperature (note
that the outcome m = 0 is in the ground-state set by defini-
tion). From Eq. (7), we see that formally this set can be de-
fined as Ω = {m |∆m,0 = ∆m,1 = 0}. Now consider those
terms in the Fisher information above where both outcomes
belong to the ground-state set, and assume that the lowest or-
der for which the expansion coefficient of any element in the
ground-state set is non-zero is j ≥ 2. To leading order in
temperature, the contribution from these terms takes the form
1
2T 2
∑
m,n∈Ω
pm;βpn;β (∆m,j −∆n,j)2 T 2(j−1). (9)
These terms in the sum thus vanish at least quadratically, giv-
ing at best a constant contribution to the Fisher information.
Notice that if the ground-state set contains only a single out-
come (m = 0), then the contribution is identically zero.
Next we consider the terms in the Fisher information where
one of the outcomes belong to the ground-state set but the
other one does not. To this end, we define the set of outcomes
Ω˜ = {m |∆m,0 = 0 and ∆m,1 6= 0}, for which the asso-
ciated probability vanish sub-exponentially as the tempera-
ture goes to zero. The set of outcomes Ω˜ has an associated
POVM energy coinciding with that of the ground-state set at
zero-temperature, but exhibits a linear degeneracy splitting at
finite temperature. To leading order in temperature, the con-
tribution from the corresponding terms is
1
T 2
∑
m∈Ω˜
gm∆
2
m,1T
∆m,1 , (10)
which vanishes at a rate determined by the the first-order
expansion coefficients ∆m,1. It is straightforward to show
that all other contributions vanish exponentially in the low-
temperature limit.
The (sub-exponential) low-temperature behaviour of the
right-hand side of the Fisher information (8), is generally
given by the sum of Eq. (9) and Eq. (10). Which of these
two dominate depends on the smallest first-order expansion
coefficient. If the set Ω˜ is not empty, and at least one element
in the set has a value ∆m,1 < 2(j − 1), where j denotes the
lowest order with non-vanishing expansion coefficient within
the ground-state set, then the low-temperature behaviour of
the Fisher information is captured by
FT =
∑
m∈Ω˜
gm∆
2
m,1T
∆m,1−2. (11)
In principle the first-order coefficient can take any positive
value without violating the scaling bound imposed by the
third law of thermodynamics. Notice that a divergent low-
temperature behaviour of the Fisher information can in prin-
ciple be realised, if ∆m,1 can take a value smaller than 2.
4III. SCALING BOUND FOR LARGE SYSTEMS
In this section, we propose a finite-resolution criterion
characterizing realistic measurements. We then go on to show
how this criterion leads to a lower bound on the first-order
coefficient ∆m,1. Furthermore we present an example of a
measurement saturating the finite-resolution bound, showing
that the bound is tight.
Recall that we are interested in a physical regime in which
the system has an effectively continuous energy spectrum.
Operationally this means that any measurement on the sys-
tem can only resolve energy differences much larger than the
energy gaps of the system energy spectrum. In this regime,
it is convenient to work with the system density of states
D() ≡ ∑k dkδ( − k), where the sum is over distinct sys-
tem energy eigenvalues and dk is the corresponding degener-
acy. Throughout, we adopt the convention that the smallest
system energy eigenvalue is set to zero (0 = 0).
Now, we introduce a filtered density of states Dm for each
measurement outcome m, as the system density of states fil-
tered through the corresponding POVM element
Dm() ≡
∑
k
dkδ(− k) tr
[
Πm
1k
dk
]
, (12)
where 1k is the projection operator onto the eigenspace with
energy k. Notice that the sum of all the filtered densi-
ties of states adds up to the total density of states. Further-
more, we introduce the continuous filter function fm(), for-
mally defined by the values fm(k) = tr [Πm1k/dk] and
the straight-line segments connecting these values. In addi-
tion we note that the density of states can be expressed as the
rate of change of the number of states with energy below 
σ() =
∑
k dkθ( − k), where θ denotes the Heaviside step
function. Given these, the filtered density of states decom-
pose into the product
Dm() = fm()dσ()
d
, (13)
where the filter function fully characterizes the implemented
measurement. Importantly we notice that the function σ() is
non-decreasing for all energies. If we compute the Laplace
transform in β of the filtered density of states, the result takes
the form of a Stieltjes integral over a measure given by σ()
[36]
Dˆm(β) ≡
∫ ∞
0
dσ()fm()e
−β = Zβpm;β . (14)
The last equality can be obtained directly from equation (1),
and relates the Laplace transformed filtered density of states
to the product of the probability and the canonical partition
function. Notice that the measure σ() is a discontinuous
function of energy.
For macroscopic systems the measure can often be approx-
imated by an effective continuous measure, when σ() and
fm() vary on widely separated energy scales. To see this,
we first define the averaged measure with respect to an en-
ergy window ω by
σω() = θ()
1
ω
∫ +ω/2
−ω/2
dsσ(s), (15)
which for non-zero ω is a continuous function of energy ex-
cept at  = 0, and which tends to a differentiable function of
energy as ω is increased. The inclusion of the step function
at zero energy is important if we are to capture the zero tem-
perature limit correctly, since it ensures that the ground-state
of the averaged model coincides with that of the exact model.
For the purposes of low-temperature thermometry only the
low-energy behaviour is of importance, and to leading order
in energy we adopt an effective measure given by
dσω() =
[
d0;ωδ() + αωγω
γω−1 +O(γω )] d, (16)
where d0;ω is an effective ground-state degeneracy and αω ,γω
are positive, real-valued constants. The coefficient γω char-
acterize the low-energy growth in the total number of states
with energy less than .
If we compute the Laplace transform with respect to this
averaged measure (which now takes the form of a standard
Riemann integral) we obtain to leading order in energy
Dˆm;ω(β) = d0;ωfm(0)
+ αωγω
∫ ∞
0
dγω−1fm()e−β.
(17)
The averaged measure tends to overestimate the number of
low-energy states as ω is increased, however this effect be-
comes negligible in the limit where the inverse tempera-
ture β is small compared to 1/ω. Now if we assume that
fm() does not vary significantly across an energy range ω,
then Dˆm(β) is well approximated by the averaged function
Dˆm;ω(β). More quantitatively we can state this condition in
the form of an inequality
| fm(+ ω)− fm() |
ω
 1
ω
, (18)
which bounds the rate of change of the filter function with
energy. For macroscopic systems we can take the limit ω →
0, and in this case we are going to adopt the following finite-
resolution criterion (FRC):
FRC: In the limit of a macroscopic system, the
filter function fm() tends to a continuous, right-
differentiable function of the system energy.
This is nothing more than a restatement of equation (18) for
vanishing ω, which restricts the rate of change of the filter
function to a finite value. We note that at  = 0, the filter
function may be discontinuous and Eq. (18) tends to the right
derivative for ω → 0.
A. Finite-resolution bound
Having characterized what we mean by a finite-resolution
measurement, we ask what the consequences of our finite-
resolution criterion are for the behaviour of the POVM energy
gaps in the macroscopic limit. By making use of equation (7),
we obtain the relation (we now drop the dependence on the
energy window ω and write simply d0,α and γ)
Dˆm(β) = Gˆm(β)Dˆ0(β), (19)
5where for convenience we have defined the transfer function
Gˆm(β) ≡ gme−β∆m,0β−∆m,1
∞∏
k=1
e∆m,k+1β
−k/k. (20)
Now this is a relation at the level of the Laplace-transformed,
filtered densities of states. We can invert equation (19) into
a relationship directly between the filtered densities of states
by taking the inverse Laplace transform of both sides. By
applying the Laplace convolution theorem [37, 38], we derive
the relation
Dm() =
∫ 
0
ds Gm(− s)D0(s). (21)
We now focus on the specific case of m ∈ Ω˜. For these
outcomes, the inverse Laplace transform can be computed
straightforwardly, and to leading order in energy we obtain
Gm() =
gm
Γ(∆m,1)
∆m,1−1 +O(∆m,1), (22)
where Γ(∆m,1) denotes the Gamma function [37]. As we saw
in the preceding section, the outcomes within Ω˜ are exactly
the ones with potential to provide optimal low-temperature
scaling of the Fisher information.
Recall, that the reference outcomem = 0, was chosen such
that the associated probability approaches a constant value at
zero temperature. This implies that the overlap of the POVM
element Π0 with the system ground state is non-zero, and
therefore f0(0) is non-zero. On the other hand for outcomes
m ∈ Ω˜ the probability vanishes in the low-temperature limit,
implying a vanishing overlap fm(0) = 0. Hence in this case
we find from equations (17) and (21) that to leading order in
energy
fm() =
gmd0f0(0)
αγΓ(∆m,1)
∆m,1−γ +O(∆m,1+1−γ). (23)
Based on this expression we can infer constraints on the linear
coefficient. First, the requirement that fm(0) = 0 gives the
weakest constraint ∆m,1 > γ. This simply expresses the fact
that the Fisher information is upper bounded by the the quan-
tum Fisher information, which scales as T γ−2 for a density of
states scaling as γ−1. Further, the finite-resolution criterion
restricts the rate of change to be bounded, ddfm() < ∞.
This implies a tightened scaling bound
∆m,1 ≥ 1 + γ, for m ∈ Ω˜, (24)
which directly implies that the Fisher information may not
diverge any more rapidly than 1/T (achieved in the limit
γ → 0). Note that a diverging Fisher information in the
low-temperature limit can only be realized through a σ() that
grows sub-linearly with energy, i.e., γ < 1. As an example
of a system exhibiting such a sub-linear growth we mention
systems of massive non-interacting particles at zero chemical
potential [25], for such systems γ = 1/2 for one-dimensional
geometries.
B. Tightness of bound
We now illustrate that the proposed finite-resolution bound
is tight. Consider a binary measurement which resolves the
system ground state exponentially well in the sense that it has
POVM elements
Π0 = e
−κH , Π1 = 1− e−κH , (25)
where κ > 0. Note that the overlap of Π0 with the system en-
ergy eigenstates decays exponentially away from zero. This
feature makes is straightforward to write down the filtered
density of states. Focusing on m = 1 we find
D1() =
[
1− e−κ]D(), (26)
where nothing has been assumed about the form of the sys-
tem density of states. We thus see that the corresponding filter
function takes the form f1() = κ+O(2) to leading order in
energy. If we adopt the density of states introduced in the pre-
ceding subsection, that is D() = d0δ() +αγγ−1 +O(γ),
then upon comparison with equation (23) we find ∆1,1 =
1 + γ. Hence the binary exponential resolution measurement
saturates the finite-resolution bound.
For good measure we now show how the same conclusion
can be derived directly from the probabilities. The probability
of obtaining outcome m = 0 can be written in terms of the
system partition function as
p0;β = Zκ+βZ−1β . (27)
Substituting the probabilities p0;β and p1;β = 1 − p0;β into
the general form of the Fisher information (Eq. 2), one finds
that
T 4FT = Zκ+βZβ − Zκ+β
(
〈H〉β − 〈H〉κ+β
)2
. (28)
The partition function is given by the Laplace trans-
form of the density of states, hence we find Zβ =
d0 exp (αγΓ(γ)β
−γ/d0) (in App. C we show how this form
of the partition function describes a system of non-interacting
bosonic modes). From this form of the partition function we
can derive the low-temperature behaviour of the average en-
ergy
〈H〉β =
αγ2Γ(γ)
d0
β−(1+γ). (29)
If we substitute these into the above Fisher information,
we find that to leading order in temperature (assuming that
κ/β  1)
FT = ακγ2Γ(γ)(1 + γ)2T γ−1 +O(T 2γ), (30)
which takes the form of Eq. (11) with ∆1,1 = 1 +γ and g1 =
ακγ2Γ(γ). Since γ can in principle take any positive value,
the exponential-resolution measurement saturates the finite-
resolution bound and attains a Fisher information scaling as
1/T in the limit γ → 0.
6IV. GENERALIZATION TO NOISY MEASUREMENTS
In this section we extend the thermometry framework
above to include noisy measurements. As the framework is
general, one might ask if noise effects are not already ac-
counted for. The answer is that in principle noise effects
are described. However, for some noisy measurements, the
POVM energy gap does not have a Taylor expansion. An im-
practically large number of terms must then be included in
the expansion (6), to accurately capture the low-temperature
behaviour, as the series becomes approximate.
To model noisy measurements, we consider the case where
the observed outcomes m correspond to coarse graining over
a fine-grained POVM with elements Πmµ. The probability of
observing m is then
pm;β =
∑
µ
pmµ;β =
∑
µ
tr {Πmµρβ} . (31)
Physically this could correspond to a measurement imple-
mented using a sensor, where only a subset of the sensor
degrees of freedom (or a subspace of the full sensor Hilbert
space) is experimentally accessible. If we were to compute
the Fisher information directly using the fine-grained distri-
bution pmµ, we recover the noiseless results, and obtain an
upper bound on the Fisher information computed from the
coarse-grained distribution. This fact follows directly from
the relation between the relative entropy of two probability
distributions differing by an infinitesimal temperature δT and
the Fisher information
D (pT ||pT+δT ) = FT δT 2 as δT → 0. (32)
Since the relative entropy is monotonically decreasing under
coarse-graining [39], we conclude that noise always reduces
the Fisher information.
The question we now address is, how it impacts the attain-
able scaling with temperature. Following the approach devel-
oped above, we introduce the fine-grained POVM energies
Emµ;β ≡ 1
pmµ;β
tr {Πmµρβ} , (33)
which may be interpreted as the best guess of the system
energy before the measurement, given the outcome (m,µ)
[25]. For convenience we identify the smallest POVM en-
ergy in the low-temperature limit with the outcome E00;β ,
and then define the fine-grained POVM energy gap ∆mµ;β ≡
Emµ;β − E00;β , which by definition is non-negative at low
temperatures. Modelling the fine-grained POVM energy gaps
by a power-series expansion around zero temperature as in
Eq. (6), we are led to a probability distribution identical to
(7), but with m replaced by the compound index mµ.
Now, since the Fisher information is not defined with re-
spect to the fine-grained probabilities, but rather with respect
to the coarse-grained probabilities, it turns out that the rele-
vant energies are the coarse-grained POVM energy gaps de-
fined by
∆
(c)
m;β ≡
∑
µ
pmµ;β
pm;β
∆mµ;β . (34)
Figure 2. Illustration of filtered density of state for a
noisy binary exponential resolution measurement using D() =
L−1 [exp (αβ−1)] (dotted black line) with α = 0.2. (a) The white
noise measurement corresponds to swapping the observed measure-
ment outcomes with some probability, such that each coarse-grained
outcome has contributions both from elements within and elements
not within the ground-state set. The dashed green lines gives D00
and D01 (their sum is shown with the solid green line), and the
blue dashed-dotted lines correspond to elements D10 and D11 (with
their sum given by the solid blue line). (b) In App. B we show that
an alternative noise model consists of a mixing of several similar
measurement outcomes. In the specific case depicted here, the fine-
grained outcomes to be summed are almost identical except for pro-
jecting onto slightly different energy distributions.
In terms of these, the Fisher information can be written in the
same form as the fine-grained Fisher information of Eq. (8),
but with the fine-grained probability and the fine-grained
POVM energy gaps replaced by their coarse-grained versions
FT = 1
2T 2
∑
m,n
pm;βpn;β
(
β∆
(c)
m;β − β∆(c)n;β
)2
. (35)
Notice that all terms in the sum are positive. Hence, the scal-
ing behaviour of the Fisher information is determined by the
term (or set of terms) which vanishes least rapidly as the tem-
perature approaches zero.
From Eq. (34), we can anticipate that fine-grained en-
ergy gaps that have a Taylor expansion may result in coarse-
grained gaps that do not. This may result in qualitatively dif-
ferent behaviour of the fine- and coarse-grained Fisher infor-
mation. In particular, noise may render the scaling of the
Fisher information worse. In appendix B we discuss in gen-
eral terms how noise impacts the attainable Fisher informa-
tion scaling, here we illustrate the effect of noise with an ex-
ample.
A. Illustration of noisy measurement
A simple example illustrating noise is obtained by adding
white noise to the binary, exponential-resolution measure-
ment of Sec. III B. That is, we study a binary POVM defined
by Π0 = η exp (−κH) + (1 − η)1/2. To understand how
this noise model arises from coarse graining a fine-grained
7measurement, we consider the fine-grained POVM
Π00 =
1 + η
2
e−κH , Π01 =
1− η
2
(
1− e−κH) ,
Π10 =
1 + η
2
(
1− e−κH) , Π11 = 1− η
2
e−κH ,
(36)
such that Π0 = Π00 + Π01 and Π1 = Π10 + Π11. As in the
noiseless case, we suppose that the average energy exhibits
a power-law behaviour 〈H〉β = αβ−(1+γ) at low tempera-
tures in the macroscopic limit, with α and γ both positive.
The corresponding partition function (at low temperatures) is
then Zβ = exp (αβ−γ/γ). For the fine-grained measure-
ment outcomes, we find that to leading order in temperature
(assuming that κ/β  1 and η < 1), the POVM energy gaps
with respect to the reference E00;β , take the form
∆00;β = ∆11;β = 0,
∆10;β = ∆01;β ≈ (1 + γ)T +O(T 2+γ).
(37)
We see that the fine-grained measurement outcomes have an
associated set of POVM energy gaps that have a Taylor series
in the low-temperature limit. Furthermore, they exhibit a lin-
ear degeneracy splitting. It then follows from Eq. (11) that
the Fisher information takes the form
FT = ακ(1 + γ)2T γ−1 +O(T 2γ), (38)
which is equivalent to the noiseless form found above
[cf. Eq. (30)]. Notice that when having access to the fine-
grained distribution, both the POVM energies and the result-
ing Fisher information is independent of the parameter η
quantifying the amount of white noise.
The picture changes when considering the coarse-grained
energy gap (Eq. (34)). To leading order in temperature this is
given by
∆
(c)
1;β =
1 + η
1− ηακ(1 + γ)T
2+γ +O(T 3+2γ). (39)
Notice that in contrast to the fine-grained energy gaps, this
coarse-grained gap does not have a Taylor expansion. Com-
puting the Fisher information over the coarse-grained gaps
and probabilities (making use of Eq. (35)) gives
FT = 4η
2
1− η2 (ακ(1 + γ))
2
T 2γ +O(T 1+3γ). (40)
This example thus illustrates how noise can result in a coarse-
grained gap that has no Taylor expansion and how this results
in a different (worse) scaling for the Fisher information at
low-temperatures. Qualitatively we can understand why this
is the case by studying the coarse-grained filtered density of
states. For the example considered here we have
D00() = f00()D() = 1 + η
2
e−κD(),
D01() = f01()D() = 1− η
2
(
1− e−κ)D(), (41)
and under coarse-graining these are added together. Notice
that whereas the filter function f01() goes to zero as  → 0,
this is not true of f00()+f01() (the same feature is found for
the m = 1 outcomes). Hence in this case the noise removes
outcomes from the set Ω˜, resulting in the worse scaling (note
that a vanishing filter function at  = 0 implies a vanishing
probability at T = 0 and vice versa, cf. Eq. (14)). This effect
is illustrated in Fig.2a. In App. B we show that an alternative
noise model consist of a mixing of similar measurement out-
comes in which each coarse-grained outcome can be seen as
the sum of several similar fine-grained outcomes, this is illus-
trated in Fig.2b. In the case considered here, what is meant
by similar outcomes is that the fine-grained outcomes are al-
most identical except for preparing slightly different energy
distributions.
The noisy framework put forward here shows that our
finite-resolution bound, as well as the results of Ref. [25] ap-
ply for any POVM that can be written as a coarse graining
over a fine-grained POVM which has a spectrum with a well
defined Taylor series. As the coarse-grained POVM itself may
not have a spectrum with a well defined Taylor series, this
extends the applicability of the results of Ref. [25] (as long
as we do not want to rely on approximate Taylor series in the
spirit of the Weierstrass theorem).
V. SINGLE-QUBIT PROBE
We now focus on estimating the temperature of a system of
non-interacting bosons using a single qubit as a probe. The
system is described by a spectrum of single-particle energies
ωk (we take ~ = 1). Consider the following measurement
strategy: (i) first we initialise the probe qubit in its ground
state |0〉, (ii) then an interaction is turned on between the
probe and the system for a short time t, and (iii) we perform
a projective measurement of the qubit energy. Given this pro-
tocol, the probability of finding the qubit in the excited state
|1〉 is
p1;β = tr
{
〈0|U†t |1〉〈1|Ut |0〉 ρβ
}
. (42)
We take the time-evolution operator Ut to be generated by a
time-independent Hamiltonian
H =
∑
k
ωka
†
kak +
Ω
2
σz +Hint, (43)
where a†k, ak denotes the bosonic creation and annihilation
operators. The probe qubit is characterised by the three Pauli
operators {σx, σy, σz}, and we take the probe energy to be
proportional to the σz operator.
Computing the outcome probabilities now requires speci-
fying an interaction Hamiltonian and determining the result-
ing dynamics. This task is complicated by the fact that the
low-temperature and short-time regime is generally not ac-
cessible via standard Markovian master equations [11, 40].
However, if the interaction time is sufficiently short we can
make analytical progress by approximating the probability up
to second order in t. In this case we find that
p1;β = t
2 tr {〈0|Hint |1〉〈1|Hint |0〉 ρβ}+O(t4). (44)
8We consider a linear interaction Hamiltonian consisting of
an excitation-preserving part and a non-excitation-preserving
part. Introducing the raising and lowering operators σ± =
1
2 (σx ± iσy) for the probe qubit, the interaction Hamiltonian
takes the form
Hint =
∑
k
gk
[
σ+ak + σ−a
†
k
]
+
∑
k
λk
[
σ−ak + σ+a
†
k
]
,
(45)
where {gk, λk} are real-valued coupling coefficients. In the
limit of a macroscopic system, these coupling coefficients
are taken to approach continuous functions. Physically this
means that the interaction cannot implement a sharp displace-
ment of an individual system mode.
Given Hint, it becomes straightforward to show from
Eq. (44) that the excited-state probability at short times takes
the form
p1;β = t
2
∑
k
(
g2k + λ
2
k
)
nβ(ωk) + t
2
∑
k
λ2k, (46)
where nβ(ωk) denotes the Bose-Einstein distribution. We
see that the probability consists of two contributions: a
temperature-dependent term, in which the probability is di-
rectly related to the occupation of the bath modes, and
a temperature-independent term. The presence of the
temperature-independent term means that the probability of
finding the probe qubit in the excited state is generally non-
zero even at arbitrarily low temperatures. As in the example
in Sec. IV A, this prevents a scaling of the form of Eq. (11)
and can be captured by our framework for noisy thermometry.
A. Excitation-preserving interaction
We now focus on the excitation-preserving case (λk = 0),
and consider an interaction characterised by a continuous
spectral density of the form
ρ(ω) =
∑
k
g2kδ(ω − ωk) = 2αω1−sc ωse−ω/ωc , (47)
where α is the dissipation strength, s is the ohmicity and ωc
is the cutoff energy [40–43]. The sum in the excited-state
probability (46) is then replaced by an integral, which can be
solved analytically. In the low-temperature limit we find
p1;β = 2α (ωct)
2
Γ(1 + s)
(
T
ωc
)1+s
+O(T 2+s). (48)
We see that this protocol gives a probability vanishing sub-
exponentially as the temperature goes to zero, and comparing
with the general expression Eq. (7), we see that to lowest or-
der, the POVM gap scales as ∆1 = (1 + s)T . The case of an
excitation-preserving interaction can thus (for short time at
least) be described within our noiseless thermometry frame-
work.
From the value of the linear expansion coefficient, ∆1,1 =
1+s, it follows that for ohmicity approaching zero, the finite-
resolution bound ∆1,1 ≥ 1 is approached. The corresponding
Figure 3. Numerically computed Fisher information for (a) the sub-
Ohmic (s = 1/2), and (b) the Ohmic (s = 1) spin-boson model,
with δt = 0.1/Ω, α = 0.1 and ωc = 10Ω. The solid black lines
display the short-time analytical results at time Ωt = 0.2, show-
ing good agreement with the numerical simulations. In case (b) the
simulations exhibit a quadratic temperature scaling at low tempera-
tures, while in case (a) a linear scaling is obtained. The solid grey
line gives the Fisher information obtained from the steady state of
a secular Born-Markov master equation, which scales exponentially
at low temperatures [25].
Fisher information scales as T s−1 and thus diverges for sub-
Ohmic baths in the low-temperature limit. This serves as an
illustration that the finite-resolution bound is in principle at-
tainable via an excitation-preserving interaction in the short-
time limit, and thus the bound is tight. Realising such an
excitation-preserving interaction may however be challeng-
ing.
B. Excitation-non-preserving interaction
We now turn to the arguably more realistic excitation non-
preserving case. The case λk = gk corresponds to the well-
known spin-boson model [41–44]. Adopting the same spec-
tral density as above, the excited-state probability in this case
takes the form
p1;β = 4α (ωct)
2
Γ(1 + s)
(
T
ωc
)1+s
+ 2α (ωct)
2
Γ(1 + s) +O(T 2+s).
(49)
In contrast to the excitation-preserving case, this probabil-
ity does not in general correspond to the noiseless version of
Eq. (7) since the POVM energy gap ∆1 ∝ T s+2, does not
have a Taylor expansion for arbitrary s at low temperatures.
9However, as shown in App. D, this scenario can be described
using a fine-grained POVM with energy gaps that do have a
Taylor expansion. Therefore, the scenario is captured by the
noisy framework.
Given the probability (49), a short calculation shows that
the Fisher information has a low-temperature scaling given
by FT ∝ T 2s. Again, this is in full agreement with the gen-
eral noisy theory developed above. Within the spin-boson
model, the Fisher information thus vanishes quadratically for
an Ohmic spectral density with s = 1, and linearly for a sub-
Ohmic spectral density with s = 1/2.
To corroborate the analytical results based on the short-
time approximation, we turn to a numerical simulation of the
Fisher information for the spin-boson model. To perform the
simulations we made use of the recently developed tensor-
network TEMPO algorithm and its extension to multi-time
measurement scenarios [45, 46]. Details of the simulations
are provided in App. A. Making use of this algorithm has the
benefit that the temperature derivative of the excited state can
itself be expressed as a tensor network and computed to the
same level of accuracy as the probability itself.
Results for the Ohmic and the sub-Ohmic cases are shown
in Fig. 3. Generally we find that the short-time approx-
imation provides a good description of the observed scal-
ing behaviour at sufficiently short times. Even more inter-
esting we note that the scaling behaviour predicted within
the short-time approximation is valid even at times well be-
yond the regime in which the short-time approximation is
expected to hold (αδt2Γ(1 + s)ω2c  1). This indicates
that the predicted precision scaling is experimentally relevant,
even without the requirement of being able to probe the non-
equilibrium qubit dynamics at very short-times. Notice that
the low-temperature Fisher information tends to initially in-
crease with time as information about the environment state is
extracted by the qubit. After some time the low-temperature
Fisher information starts to decrease. This can be understood
as the qubit reaching a stationary state, such that a one-time
measurement performed on the qubit can no longer probe the
relaxation dynamics induced by the coupling with the thermal
bath.
Finally, we note that at sufficiently low temperatures the
simulated Fisher information differs from the Markovian re-
sult, even for the rather weak coupling and long times con-
sidered here. A similar effect was observed in the context of
temperature estimation via the Kubo-Martin-Schwinger-like
relations obeyed by emission and absorption spectra of mul-
tichromophoric systems [47]. There it was pointed out that
faithfully recovering the temperature from observed spec-
tra requires taking into account system-environment correla-
tions. This is true even at very low coupling strengths, where
these correlations are generally weak.
VI. CONCLUSION
In this paper we have discussed precision scaling for ther-
mometry in cold quantum systems. In particular, we have in-
vestigated how finite measurement resolution, meaning that
states that are close in energy cannot be perfectly distin-
guished, impacts the precision scaling. We have proposed a
finite-resolution criterion characterising such measurements.
Based on this, we derived a tightened bound on the scal-
ing of the Fisher information. Furthermore, we showed that
this bound is tight as it can be saturated via both an ex-
ponential resolution measurement as well as an excitation-
preserving, single-qubit measurement on a sample of non-
interacting bosons. We validated the approximations involved
in demonstrating tightness for the single-qubit measurement
by performing a numerical simulation of the sub-Ohmic spin-
boson model. Here, we provided an illustration of a Fisher
information scaling linearly with temperature. Interestingly,
as far as we are aware, this is the best scaling which has
been found in any concrete physical model subject to finite-
resolution constraints.
ACKNOWLEDGMENTS
MRJ and JBB were supported by the Independent Research
Fund of Denmark. PPP acknowledges funding from the Eu-
ropean Union’s Horizon 2020 research and innovation pro-
gramme under the Marie Skłodowska-Curie Grant Agree-
ment No. 796700.
[1] Luís Dias Carlos and Fernando Palacio, eds., Thermometry at
the Nanoscale (The Royal Society of Chemistry, 2016) pp.
P007–522.
[2] Michael R. Moldover, Weston L. Tew, and Howard W. Yoon,
“Advances in thermometry,” Nature Physics 12, 7 (2016).
[3] David M. Weld, Patrick Medley, Hirokazu Miyake, David Hu-
cul, David E. Pritchard, and Wolfgang Ketterle, “Spin Gra-
dient Thermometry for Ultracold Atoms in Optical Lattices,”
Phys. Rev. Lett. 103, 245301 (2009).
[4] P. Neumann, I. Jakobi, F. Dolde, C. Burk, R. Reuter, G. Wald-
herr, J. Honert, T. Wolf, A. Brunner, J. H. Shim, D. Suter,
H. Sumiya, J. Isoya, and J. Wrachtrup, “High-Precision
Nanoscale Temperature Sensing Using Single Defects in Di-
amond,” Nano Letters 13, 2738–2742 (2013).
[5] Carlos Sabin, Angela White, Lucia Hackermuller, and Ivette
Fuentes, “Impurities as a quantum thermometer for a Bose-
Einstein condensate,” Scientific Reports 4, 6436 (2014).
[6] G. Kucsko, P. C. Maurer, N. Y. Yao, M. Kubo, N. J. Noh, P. K.
Lo, H. Park, and M. D. Lukin, “Nanometre-scale thermometry
in a living cell,” Nature Letter 500, 54–58 (2013).
[7] M. Zgirski, M. Foltyn, A. Savin, K. Norowski, M. Meschke,
and J. Pekola, “Nanosecond Thermometry with Josephson
Junctions,” Phys. Rev. Applied 10, 044068 (2018).
[8] M. Palma, C. P. Scheller, D. Maradan, A. V. Feshchenko,
M. Meschke, and D. M. Zumbuhl, “On-and-off chip cooling
of a Coulomb blockade thermometer down to 2.8 mK,” Applied
Physics Letters 111, 253105 (2017).
10
[9] Luis A. Correa, Mohammad Mehboudi, Gerardo Adesso, and
Anna Sanpera, “Individual Quantum Probes for Optimal Ther-
mometry,” Phys. Rev. Lett. 114, 220405 (2015).
[10] Luis A. Correa, Martí Perarnau-Llobet, Karen V. Hovhan-
nisyan, Senaida Hernández-Santana, Mohammad Mehboudi,
and Anna Sanpera, “Enhancement of low-temperature ther-
mometry by strong coupling,” Phys. Rev. A 96, 062103 (2017).
[11] Mohammad Mehboudi, Aniello Lampo, Christos Charalam-
bous, Luis A. Correa, Miguel A. Garcia-March, and Marciej
Lewenstein, “Using Polarons for sub-nK Quantum Nondemoli-
tion Thermometry in a Bose-Einstein Condensate,” Phys. Rev.
Lett. 122, 030403 (2019).
[12] Patrick P. Hofer, Jonatan Bohr Brask, Martí Perarnau-Llobet,
and Nicolas Brunner, “Quantum Thermal Machine as a Ther-
mometer,” Phys. Rev. Lett. 119, 090603 (2017).
[13] Giacomo Guarnieri, Gabriel T. Landi, Stephen R. Clark,
and John Goold, “Thermodynamics of precision in quantum
nonequilibrium steady states,” Phys. Rev. Research 1, 033021
(2019).
[14] Sania Jevtic, David Newman, Terry Rudolph, and T. M. Stace,
“Single-qubit thermometry,” Phys. Rev. A 91, 012331 (2015).
[15] Luca Mancino, Marco Sbroscia, Ilaria Gianani, Emanuele Roc-
cia, and Marco Barbieri, “Quantum Simulation of Single-
Qubit Thermometry Using Linear Optics,” Phys. Rev. Lett.
118, 130502 (2017).
[16] T. H. Johnson, F. Cosco, M. T. Mitchison, D. Jaksch, and S. R.
Clark, “Thermometry of ultracold atoms via nonequilibrium
work distributions,” Phys. Rev. A 93, 053619 (2016).
[17] Michele M. Feyles, Luca Mancino, Marco Sbroscia, Ilaria Gi-
anani, and Marco Barbieri, “Dynamical role of quantum sig-
natures in quantum thermometry,” Phys. Rev. A 99, 062114
(2019).
[18] Alexander H. Kiilerich, Antonella De Pasquale, and Vittorio
Giovannetti, “Dynamical approach to ancilla-assisted quan-
tum thermometry,” Phys. Rev. A 98, 042124 (2018).
[19] Marcin Jarzyna and Marcin Zwierz, “Quantum interferomet-
ric measurements of temperature,” Phys. Rev. A 92, 032112
(2015).
[20] Thomas M. Stace, “Quantum limits of thermometry,” Phys.
Rev. A 82, 011611 (2010).
[21] Vasco Cavina, Luca Mancino, Antonella De Pasquale, Ilaria
Gianani, Marco Sbroscia, Robert I. Booth, Emanuele Roccia,
Roberto Raimondi, Vittorio Giovannetti, and Marco Barbieri,
“Bridging thermodynamics and metrology in nonequilibrium
quantum thermometry,” Phys. Rev. A 98, 050101 (2018).
[22] Antonella De Pasquale, Kazuya Yuasa, and Vittorio Giovan-
netti, “Estimating temperature via sequential measurements,”
Phys. Rev. A 96, 012316 (2017).
[23] Stella Seah, Stefan Nimmrichter, Daniel Grimmer, Jader P.
Santos, Aageline Shu, Valerio Scarani, and Gabriel T. Landi,
“Collisional quantum thermometry,” arXiv:1904.12551v1
[quant-ph] (2019).
[24] Florian Fröwis, Pavel Sekatski, and Wolfgang Dür, “Detecting
Large Quantum Fisher Information with Finite Measurement
Precision,” Phys. Rev. Lett. 116, 090801 (2016).
[25] Patrick P. Potts, Jonatan Bohr Brask, and Nicolas Brunner,
“Fundamental limits on low-temperature quantum thermome-
try with finite resolution,” Quantum 3, 161 (2019).
[26] Yelena Guryanova, Nicolai Friis, and Marcus Huber, “Ideal
Projective Measurements Have Infinite Resource Costs,”
arXiv:1805.11899v2 [quant-ph] (2019).
[27] Antonella De Pasquale, Davide Rossini, Rosario Fazio, and
Vittorio Giovannetti, “Local quantum thermal susceptibility,”
Nature communications 7, 1 (2015).
[28] Karen Hovhannisyan and Luis Correa, “Measuring the temper-
ature of cold many-body quantum systems,” Phys. Rev. B 98,
045101 (2018).
[29] Giacomo De Palma, Antonella De Pasquale, and Vittorio Gio-
vannetti, “Universal locality of quantum thermal susceptibil-
ity,” Phys. Rev. A 95, 052115 (2017).
[30] Sholeh Razavian, Claudia Benedetti, Matteo Bina, Yahya
Akbari-Kourbolagh, and Matteo G. A. Paris, “Quantum ther-
mometry by single-qubit dephasing,” The European Physical
Journal Plus 134, 284 (2019).
[31] Matteo G. A. Paris, “Quantum estimation for quantum technol-
ogy,” Int. J. Quant. Inf. 7, 125 (2009).
[32] Harald Cramer, Mathematical methods of statistics (Princeton
University Press, 1999).
[33] S. L. Braunstein and C. M. Caves, “Statistical distance and the
geometry of quantum states,” Phys. Rev. Lett. 72, 1 (1994).
[34] Matteo G. A. Paris, “Achieving the Landau bound to preci-
sion of quantum thermometry in systems with vanishing gap,”
J. Phys. A: Math. Theor. 49, 03LT02 (2016).
[35] Harold Jeffreys, Methods of mathematical physics (Cambridge
university press; 3rd edition, 2000).
[36] L. Ballentine, Quantum mechanics: a modern development
(World Scientific, 2014).
[37] George B. Arfken, Hans J. Weber, and Frank E. Harris, Math-
ematical methods for physicists: A comprehensive guide; 7th
edition (Academic press, 2013).
[38] Kevin Cahill, Physical mathematics (Cambridge University
Press, 2013).
[39] Mark Wilde, Quantum information theory; 2nd edition (Cam-
bridge University Press, 2017).
[40] Ines de Vega and Daniel Alonso, “Dynamics of non-Markovian
open quantum systems,” Rev. Mod. Phys. 89, 015001 (2017).
[41] H.-P. Breuer and F. Petruccione, The Theory of Open Quantum
Systems (Oxford University Press, 2002).
[42] H. J. Carmichael, Statistical Methods in Quantum Optics 1:
Master Equations and Fokker-Planck Equations (Springer,
2003).
[43] U. Weiss, Quantum Dissipative Systems (World Scientific,
2012).
[44] Ning-Hua Tong and Matthias Vojta, “Signatures of a Noise-
Induced Quantum Phase Transition in a Mesoscopic Metal
Ring,” Phys. Rev. Lett. 97, 016802 (2006).
[45] A. Strathearn, P. Kirton, D. Kilda, J. Keeling, and B. W.
Lovett, “Efficient non-Markovian quantum dynamics using
time-evolving matrix product operators,” Nat. Commun. 9,
3322 (2018).
[46] Mathias R. Jørgensen and Felix A. Pollock, “Exploit-
ing the causal tensor network structure of quantum pro-
cesses to efficiently simulate non-Markovian path integrals,”
arXiv:1902.00315v1 [quant-ph] (2019).
[47] Maximilian Buser, Javier Cerrillo, Gernot Schaller, and
Jianshu Cao, “Initial system-environment correlations via the
transfer-tensor method,” Phys. Rev. A 96, 062122 (2017).
11
Appendix A: Tensor network simulation
We now explore the validity of the short-time approxima-
tion with respect to the Fisher information scaling, by looking
at the scaling obtained in a numerical simulation of the single
qubit measurement described above. We consider the ground
state probability
p
(k)
0;β = tr
{
Pˆ0 Ukδt
[
Pˆ0 ⊗ ρβ
]}
, (A1)
where Pˆ0 is a projection operator onto the qubit ground state
|0〉, and we have decomposed the unitary evolution into k-
steps of duration δt. Furthermore we consider the spin-boson
model
Hˆ =
∑
k
ωkaˆ
†
kaˆk +
1
2
Ωσˆz +
1
2
σˆx
∑
k
gk
(
ak + a
†
k
)
. (A2)
The spin-boson model can be numerically simulated using
recently developed tensor network methods [45, 46]. Taking
each unitary step to be of a short duration we can make the
approximation (Trotter-Suzuki decomposition)
Uδt = Wδt/2VδtWδt/2 +O(δt3), (A3)
where Wδt = exp
(
−iδt(Hˆ − Ωσˆz/2)
)
describes the in-
fluence of the sample on the probe qubit, and Vδt =
exp (−iδtΩσˆz/2) describes the free evolution of the probe
qubit. As the interaction term is diagonal in the eigenstates
of the operator σˆx, we can expand the ground state probabil-
ity in terms of these eigenstates. This gives rise to a discrete
Feynman-Vernon Influence functional, which can be summed
analytically. The ground state probability then takes the form
p
(k)
0;β =
∑
{α}
Pˆ
α2k+1
0 Vα2kα2k+1δt ...Vα2α1δt Pˆα00
×
[
Π2ki=1Π
i
j=1Aαiαjβ
] [
Πkl=0δα2l+1,α2l
]
.
(A4)
where we have introduced a compound index α = (s, r) of
spin-x eigenvalues, δαi,αj denotes the Kronecker delta func-
tion, Pˆα0 = 〈s|Pˆ0|r〉, and V are the Liouville operators repre-
senting the free dynamics of the ancilla qubit
Vαα′δt = 〈s|Vδt |s′〉〈r′|V †δt |r〉 . (A5)
The influence tensors, Aαiαjβ , describe the influence of the
sample on the state of the qubit and contain all the tempera-
ture dependence of the probability. For linearly coupled mod-
els, the individual tensors depend only on the time separation
(i− j)δt/2. The influence tensors are given by
Aαiαjβ = e−(si−ri)(ηi−jsj−η
∗
i−jrj), (A6)
expressed in terms of the memory kernel elements
ηi−j =
{∫ ti
ti−1
∫ tj
tj−1
dt′dt′′C(t′ − t′′) , i 6= j∫ ti
ti−1
∫ t′
ti−1
dt′dt′′C(t′ − t′′) , i = j , (A7)
which are themselves defined in terms of the bath auto-
correlation function
C(t) =
1
pi
∫ ∞
0
dωρ(ω)
cosh [ω(β − it)]
sinh (βω/2)
. (A8)
The bath auto-correlation function is given in terms of the
spectral density ρ(ω) introduced in the main text.
The attainable temperature estimation precision depends
not only on the ground state probability, but also on the
derivative of this probability. Computing the derivative of the
distribution with respect to the inverse temperature gives
∂βp
(k)
0β =
2k∑
i=1
i∑
j=1
µij
∑
{α}
[
Πkl=0δα2l+1,α2l
]
× Pˆα2k+10 Vα2kα2k+1δt ...Vα2α1δt Pˆα00
×
[
Π2ki=1Π
i
j=1Aαiαjβ
]
α−i α
−
j
(A9)
where we have defined α− = s − r. It turns out that the
same tensor network methods used to compute the proba-
bility can be used to compute the derivative of the proba-
bility. Furthermore we have defined µij = −∂βηi−j , the
square of which gives the Fisher information scaling at low-
temperatures. At low temperatures, all the temperature de-
pendence of the ground-state probability comes from these
coefficients. We can approximate them by the series
µij =
αδt2
4βγ+2
×
[
Γ(γ + 2)− δt
2
8β2
(i− j)2Γ(γ + 4)
+
δt4
376β4
(i− j)4Γ(γ + 6)− ...
] (A10)
This shows that, to leading order, the exact expressions re-
produce the low-temperature Fisher-information scaling ob-
tained within the short-time approximation.
Appendix B: Scaling behaviour for the noisy model
In the low-temperature limit, the dominant fine-grained
probabilities are those with a vanishing zeroth-order coeffi-
cient in the POVM energy-gap expansion, and only coarse-
grained probabilities containing contributions from such
terms are relevant. For convenience we introduce two sets of
fine-grained outcomes: First Ωm = {µ |∆mµ,0 = ∆mµ,1 =
0}, which is the set of fine-grained outcomes giving a non-
vanishing contribution to the coarse-grained probability of
obtaining outcome m. Second, Ω˜m = {µ |∆mµ,0 = 0 and
∆mµ,1 6= 0}, which is the set of fine-grained outcomes for
which the contribution to the coarse-grained probability for
m vanishes sub-exponentially. Lastly, to simplify the later
discussion, we denote the specific outcome within Ω˜m which
realises the smallest value of the first-order coefficient by µ˜m.
We now note that if there exists some coarse-grained out-
come m such that Ωm is empty while Ω˜m is non-empty, then
the arguments presented for the noiseless case also apply to
the noisy case, and the same optimal scaling behaviour of the
Fisher information can be attained. Thus, in this case, the
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noise is not detrimental for the scaling. On the other hand,
if no such m exists, then we refer to detrimental noise (as-
suming that Ω˜m is non-empty for at least one outcome). For
detrimental noise we are then left with outcomes for which
Ωm is non-empty, while Ω˜m may or may not be non-empty.
Consider the right-hand side of Eq. (35) for the case of
detrimental noise. For terms where both Ω˜m and Ω˜n are
empty, the scaling behaviour is identical with that of the cor-
responding noiseless terms (Eq. (9)), except that the noiseless
coefficients of the POVM energy gap must be replaced by the
coarse-grained version
∆
(c)
m,j ≡
∑
µ∈Ωm
pmµ;β
pm;β
∆mµ,j . (B1)
If a coarse-grained second-order POVM energy gap exists
(that is ∆(c)m,2 − ∆(c)n,2 6= 0 for some m and n), then the
same scaling behaviour of the Fisher information as given
by Eq. (9) is attainable and this scaling is optimal (note that
the probabilities considered here tend to nonzero constants at
zero temperature). If a second-order gap does not exist, then
the optimal scaling is instead provided by terms for which
Ω˜m is non-empty for some m. A straightforward calculation
shows that the contribution from such terms takes the form
[gmµ˜m∆mµ˜m,1]
2∑
µ∈Ωm gmµ
T 2∆mµ˜m,1−2, (B2)
which should be summed over all outcomes m for which
both Ωm and Ω˜m are non-empty. Assuming that the finite-
resolution criterion applies (∆mµ˜m,1 ≥ 1), this contribution
is at best constant. Hence under the conditions of finite res-
olution and detrimental noise, a diverging Fisher information
is impossible.
As a second example of a noisy measurement we can con-
sider the coarse-graining of a fine-grained measurement of
the form
Π00 =
1
2
e−κH , Π01 =
1− η
2
e−κH ,
Π10 =
1
2
(
1− e−κH) , Π11 = 1
2
1− 1− η
2
e−κH .
(B3)
This fine-grained model is illustrated in Fig. 2b. For this mea-
surement we find ∆00;β = ∆01;β = 0 and
∆10;β ≈ (1 + γ)T + (1 + γ)ακT 2+γ
∆11;β ≈ (1 + γ)ακ
η
T 2+γ .
(B4)
Hence, as in the previous example, the fine-grained measure-
ment gives a Fisher information scaling as T γ−1 to leading
order, and the coarse-grained measurement gives a T 2γ scal-
ing,
FT = (2− η) (ακ)
2
η
(1 + γ)2T 2γ +O (T 1+3γ) . (B5)
Thus the same scaling behaviour of the Fisher information is
observed for this alternative example of a noisy model. Note
that both models exhibit detrimental noise which results in
the different scalings for the fine- and coarse-grained Fisher
information.
Appendix C: Density of states for a bosonic bath
Consider a collection of non-interacting bosonic modes
with Hamiltonian H =
∑
k ωkb
†
kbk. The partition function
of this system takes the form
lnZβ = −
∑
k
ln
[
1− e−βωk] . (C1)
In the continuum limit, the sum over modes can be approx-
imated by the integral over a continuous density of modes
g(ω)
lnZβ = −
∫ ∞
0
dωg(ω) ln
[
1− e−βω] . (C2)
Expanding the logarithm in powers of e−βω and re-scaling
each term in the resulting series, we can write the above as
lnZβ =
∫ ∞
0
dω
[
g(ω) +
g(ω/2)
2
+ ...
]
e−βω (C3)
In the low-temperature limit, this integral is dominated by the
low-energy part of the density of modes. If we assume that
at low-energies the density of modes takes the form g(ω) =
αωγ , where α and γ are positive constants, then the integral
takes the form
lnZβ = α
( ∞∑
n=1
1
n1+γ
)∫ ∞
0
dωωγe−βω
= αζ(γ + 1)Γ(γ + 1)β−(1+γ)
(C4)
and thus
Zβ = exp
(
αζ(γ + 1)Γ(γ + 1)β−(1+γ)
)
. (C5)
This expression has the general form used in the main text if
we make the identification 1 + γ → γ.
Appendix D: The non-excitation-preserving interaction as a
noisy POVM
From Eq. (44), we find that the POVM elements can be writ-
ten as
Π1 = t
2 〈0|Hint |1〉〈1|Hint |0〉 , (D1)
and Π0 = 1 − Π1. In the thermal state under consideration,
there are no coherences between different bosonic modes and
there is no squeezing. Therefore, many terms in Eq. (D1) do
not contribute to the probabilities. Dropping these terms, we
can write a slightly simpler POVM that results in the exact
same probabilities, capturing the full effect of the measure-
ment
Π˜1 = t
2
∑
k
(
g2k + λ
2
k
)
a†kak + t
2
∑
k
λ2k, (D2)
and Π˜0 = 1 − Π˜1. This POVM has an energy gap that has
no Taylor expansion, scaling as T 2+s in the low temperature
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limit for gk = λk and the spectral density given in Eq. (47).
We can however write the POVM in Eq. (D2) as a coarse
graining over the fine-grained POVM (note the similarity to
Eq. (36))
Π˜11 =
1 + η
2
X, Π˜10 =
1− η
2
(1−X),
Π˜00 =
1 + η
2
(1−X), Π˜10 = 1− η
2
X,
(D3)
such that Π˜1 = Π˜11 + Π˜10 and Π˜0 = Π˜00 + Π˜01. Here we
introduced
η = 1− 2t2
∑
k
λ2k, (D4)
and
X =
t2
∑
k(g
2
k + λ
2
k)a
†
kak
1− 2t2∑k λ2k . (D5)
The fine-grained POVM elements are of the same form as the
POVM elements for the excitation-preserving case. Indeed,
setting λk = 0, only Π˜00 and Π˜11 remain finite but do not
change their form. We therefore find the same POVM gaps as
for the excitation-preserving case
∆00 = ∆10 = 0, ∆11 = ∆01 = (1 + s)T. (D6)
The Fisher information for the fine-grained POVM thus scales
as T s−1. The coarse grained POVM gap is determined by
Eq. (34) and reads
∆1 =
p11
p11 + p10
(1 + s)T, (D7)
which scales as T s+2 for the scenario considered in the main
text.
