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ABSTRACT
This paper describes an approach that leverages computer simulationmodels and statistical experimental
designs for exploration studies during the early conceptual design of a system. We apply the approach to a
naval ship design problem and demonstrate how we can illuminate trade decisions amongmultiple design
decisions and evaluation measures using a dynamic dashboard. After performing experimental designs on
a collection of simulation models, we can fit statistical models that act as surrogates to these simulations.
These surrogate models allow us to explore a wider variety of system alternatives rather than fixating on
a narrow set of alternatives. The purpose of the approach is to simultaneously explore the operational
and physical domains using statistical surrogate models in order to illuminate trade decisions between
the system’s operational effectiveness and physical design considerations. C⃝ 2016 This article is a U.S.
Government work and is in the public domain in the USA. Syst Eng 19: 409–421, 2016
Key words: simulation metamodeling; tradespace exploration; design of experiments
1. INTRODUCTION
During a system design life cycle, combat system devel-
opment often proceeds without insight into the impact of
platform constraints on these systems. Within the naval ar-
chitecture domain, the traditional paradigm is to design the
weapon systems, radars, or other combat systems around the
hull vessel platform instead of the platform being designed
around the combat systems. As a result, the intended ship’s
operational effectiveness becomes dependent on the design
of the platform rather than the combat system effectiveness.
∗Author to whom all correspondence should be addressed (e-mail:
eppaulo@nps.edu).
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The same development paradigm may exist for other systems
that require a platform, such as a ground combat vehicle or
attack aircraft. In this paper, we demonstrate how we can
leverage models and simulations to explore a wider variety of
system alternatives and illuminate the trade decisions while
evaluating operational effectiveness and physical design
considerations.
During the conceptual design, systems engineers explore
operational scenarios and system alternative configurations
using a variety of models and simulations. An effective way
to explore these models efficiently is to leverage the statis-
tical field of design of experiments (DOE). Without DOE,
we must perform an infeasible amount of brute-force experi-
ments when we consider all possible combinations of scenar-
ios and alternatives. DOE allows systems engineers to explore
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a larger design space without converging onto a solution too
early andmissing viable system alternative opportunities. The
approach presented in this paper performs experiments on
models that support insights within the operational and physi-
cal domains. After performing the experiments, we can create
statistical models that act as surrogates to themodels we use in
the conceptual design. These statistical models are commonly
referred to as metamodels (models of a model) or surrogate
models that express the functional relationships between the
model’s inputs and outputs [Montgomery, 2012]. In this way,
systems engineers can explore tradespace decisions without
having to run additional simulations.
There are several design concepts that use metamodels dur-
ing the conceptual design of a system. Rosen, Saunders, and
Guharay [2015] describe the benefits of using metamodels
that approximate simulations for systems engineering stud-
ies. The Aerospace Systems Design Laboratory (ASDL) at
the Georgia Institute of Technology is considered a lead-
ing developer in design methods for complicated systems.
The ASDL developed a design method that leverages the
Response Surface Methodology originally introduced in the
1950s to optimize metamodels of continuous functions [Box
and Draper, 1987]. Their design concept, called the Univer-
sal Tradeoff Environment creates numerous metamodels of
several simulations in order to explore the tradespace [see
Mavris and DeLaurentis, 1995; Maricq et al. 1999; Soban and
Mavris, 2000; Baker and Mavris, 2001; Kirby, 2001; Baker,
Mavris, and Schrage, 2001]. The Office of Naval Research
(ONR) sponsored the Naval Postgraduate School, the ASDL,
and other academic institutions to develop an approach that
leverages simulation models and DOE early in the architec-
tural design of a ship. The approach discussed in this paper
is the result of the collaborated efforts of these institutions to
improve the design of future naval vessels as well as other
types of systems.
This paper is organized into four sections. The second
section presents the technical approach of performing DOE
on models and simulations to illuminate trade decisions. The
third section demonstrates a case study showing how a dy-
namic dashboard can illuminate trade decisions for a sys-
tem design, similar to previous work by McClinton [1994].
The final section summarizes the results and discusses future
research that expands our approach.
2. TECHNICAL APPROACH
The purpose of our approach is to explore a wide variety
of system alternatives using models and simulations to il-
luminate trade-offs among system alternatives. During the
early stages of system development, systems engineers rely
heavily on models to evaluate alternatives within different
operational scenarios. Although our approach emphasizes
the use of simulation models, we note that the choice of
the model type should be based on the goal of the study, the
assumptions, the data available, and the measures we select
to evaluate the system. Therefore, the models we utilize can
range from simple analytical solutions and spreadsheet mod-
els to complex deterministic or stochastic simulation models.
Simulation models are computer programs that are simplified
representations of reality and are commonly used for studying
prospective systems, especially during conceptual design. We
caution the user to ensure that the scale and fidelity differ-
ences between the model types do not interfere with the goal
of the study. For example, if onemodel aggregates a collection
of entities as a single element while another model represents
the same entities as a single element, the interpretations of
each model’s output could be different; see Tolk [2012] for
a discussion on how the choice of model fidelity impacts the
analysis. Some of the goals of a simulation model range from
exploring system effectiveness in an operational environment
to understanding the physical requirements that ensure system
configurations are feasible. Combining these goals allow us to
facilitate tradespace analysis in order to ensure a system oper-
ates effectively in a specified environment and has a feasible
configuration.
Once the systems engineer selects the models and simu-
lations they will use for analysis, they must map a subset of
design parameters to input parameters of the models. We use
the term design parameter to describe a system characteristic
the systems engineer intends to explore during the conceptual
design. Examples of design parameters may include struc-
tural elements like type of engine, weapon system, or sensor;
behavioral elements like tactics, decision logic, or functional
flow; and value properties like speed, amount of fuel, or sen-
sor range. A system alternative is defined by the settings of the
design parameters. Each model and simulation has unique set
of input parameters that represent a different aspect of the sys-
tem of interest. Our paper focuses on models and simulations
that represent the operational and physical domains; our next
subsection describes these domains in more detail.
2.1. Operational and Physical Domains
An operational model simulates a system performing a mis-
sion within a predetermined environment or scenario. The
United States Department of Defense (DoD) use operational
simulations to help test war plans, decide what equipment
to acquire, study doctrine and potential operational concepts,
and much more [see http://www.msco.mil/ and National Re-
search Council, 2006]. Leveraging operational simulation
models early in a system design allow designers to explore ef-
fective alternatives in a computer environment without having
to build a prototype. The input parameters to the operational
simulation are typically classified as one of two types. The
first type is the design parameters, defined earlier, that are
under the control of the systems engineer (i.e., speed, number
of guns, radar range). The second type is the uncertain noise
factors that represent the environmental conditions that the
systems engineer cannot control (i.e., enemy actions, weather,
and failure rates). By including noise factors in a model, the
systems engineer can explore appropriate design parameter
settings in the presence of uncertainty. This allows for the
study of robust systems that perform consistently across a
wide range of circumstances. For clarification, wewill refer to
the term input parameter to mean both the design parameters
and the noise factors that an analyst can set prior to perform-
ing a simulation experiment (within the field of DOE, this
term is typically referred to as a factor).
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Figure 1. Taxonomy tree of the terms shown in boxes and the types of relationships between them.
The outputs of the operational simulations are themeasures
of effectiveness (MOEs) that evaluate the success of the mis-
sion or scenario; each simulation may have multiple outputs
representing different MOEs. These MOEs allow system en-
gineers to evaluate the attainment of a system objective that
provides value to the stakeholders. Most system design deci-
sions involve multiple competing objectives; these objectives
are statements of preference with regards to a function the
system must perform [MacCalman, 2016]. In order to prop-
erly conduct a system trade-off analysis, system engineers
must select the measures that will evaluate each objective.
TheMOEs from the operational simulation models may serve
as measures to evaluate objectives and functions during the
early stages of the system life cycle. We note that in order to
avoid misleading decision makers, we must ensure that the
simulation models are properly verified and validated.
Within the physical domain, engineers use physics-based,
first-order engineering, or synthesis models to understand the
physical constraints that determine a feasible system design.
An example of a physical model is the Computational Re-
search and Engineering Acquisition Tools and Environments
(CREATE) developed byDoD to provide the acquisition com-
munity with a physics-based software product for design and
analysis of DoD systems [Post, 2010]. Like the operational
simulations, the physical models have input parameters that
are design parameters of the system or noise factors, while
their outputs are design considerations that ensure a given
system configuration is feasible. For example, a ship’s sta-
bility is a design consideration that is a physical model output
and is affected by many design parameters including the mast
height; the taller the mast height, the more unstable the ship
may become. A taller mast height will result in a higher radar
detection rate, which will lead to a higher mission success
rate. Understanding how the mast height impacts the radar
detection rate as well as the ship’s stability is important to both
the operational commanders and the ship designers; a mast
height that is too tall may provide excellent radar detection
rates but may render the ship configuration infeasible due to
the instability it creates. Adjusting a ship’s mast height may
have several interactions with other design parameters that
will affect multiple operational MOEs and design consider-
ations. In order to understand these complicated interactions,
we must explore the design parameters and noise factors to
reveal their functional relationships with the MOEs of the
operational models and design considerations of the physical
models. Within the field of DOE, a model output is referred to
as a response. In this paper, we refer toMOEs and design con-
siderations as two types of responses that are model outputs of
the operational and physical models and simulations, respec-
tively. In addition, we define the terms desired effectiveness
to be a value setting of an MOE and a physical constraint to
be a value setting of a design consideration.
In order to link the operational domain to the physical
domain, we must ensure that the design parameters for the
operational and physical models are mapped either directly
or indirectly; a direct mapping means they are the same while
an indirect mapping means they are not. For the indirectly
mapped design parameters we establish a functional relation-
ship between domain models. For example, if speed is a de-
sign parameter for the operational model and the number and
type of engines are design parameters of the physical model,
we can establish a functional relationship between them that
describes how the number and type of engines impacts a sys-
tem’s speed. This relationship may be in the form of a math-
ematical expression, a look-up table with empirical data, or a
separate type of model. If we identify speed as a significant
design parameter for one or more of the operational MOEs,
ship designers can investigate how to obtain higher speeds
with a variety of engine types and engine numbers. In turn, a
relationship between speed (as a design parameter) and ship
displacement (as a design consideration) can be established.
This ensures that the design parameters of the physical models
Systems Engineering DOI 10.1002/sys
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Figure 2. (a) A design matrix with nine experiments, two input parameters, their quadratic terms, and the interaction between them. (b) A
response surface fit using linear regression to approximate the input/output behavior of each response.
are linked to the design parameters of the operational models.
In order to establish the functional relationship between the
input parameters and the responses, we develop metamod-
els of the operational and physical models using the DOE
method. To clarify the terminology used in our approach, we
show taxonomy tree that has the relationship between terms in
Figure 1. These terms distinguish between the types of model
inputs and outputs that pertain to both the operational and
physical domains.
2.2. DOE Methodology
DOE provides the systems engineer an efficient means to
perform experiments to gain as much statistical information
about a system’s behavior as possible [Montgomery, 2012]. In
order to develop a functional relationship between the input
parameters and responses of our operational and physical
models, we perform a DOE on each model using an appropri-
ate design matrix. A design matrix has columns that contain
the setting for each input parameter while the rows contain
the complete specification of settings for each experiment.
Our approach is dependent on the ability to fit a detailed
metamodel of the input/output relationships of a system using
the data generated by the experiments. These metamodels
approximate the underlying dependencies of the responses to
the system design parameters within a specified region. The
metamodels we can fit (and hence the insights that we can
glean) depend critically on the design matrix. We recommend
designs that can handle a mix of continuous, discrete, and
categorical input parameters, sample throughout the entire
experimental region to identify interesting behavior, and have
the flexibility to fit a wide variety of statistical metamodels for
multiple responses with a single experiment; see MacCalman
[2013] for designs that have these properties.
Several statistical methods can fit the metamodels we use
in our design approach. The most common way is to fit
a parametric polynomial function using regression [Barton,
1998]. The form of the polynomial model may be a linear
combination of the input parameters or have additional higher
order terms that can further express the underlying complex-
ities of a system. By fitting separate metamodels for each
MOE and design consideration, we can narrow down the most
significant design parameters that affect the responses and
determine the nature of their effects. According to Myers,
Montgomery, and Anderson-Cook [2009], the second-order
polynomial model is the most common metamodel used to
model real-world problems and it has the following form:














Xi X j + 𝜖, (1)
where xj is the jth input parameter, 𝛽0 is the intercept term
representing the mean of the data; 𝛽 j is the coefficient of the
jth term and represents an input parameter’s rate of change
or effect on the response y when all other input parameters
are held constant; (jth)2 is the quadratic term for the jth in-
put parameter, 𝛽 j j is its coefficient; and xixj is the two-way
interaction between the ith and jth input parameter, 𝛽
𝑖𝑗
is the
coefficient of xixj. The error term 𝜖 represents other sources
of variation not accounted for by the input parameters. The
magnitude and sign of 𝛽 j , 𝛽 j j , and 𝛽i j express the nature of the
input parameter’s effect on the response. If 𝛽 j ≠ 0 then the jth
input parameter has an effect of the response. 𝛽 j j describes a
nonlinear trend that indicates an input parameter’s diminish-
ing or increasing rate of change on the response. 𝛽
𝑖𝑗
reveals an
input parameter effect’s dependence on the setting or level of
another input parameter; a positive 𝛽
𝑖𝑗
indicates that the two
input parameters complement each other, while a negative
𝛽
𝑖𝑗
indicates that they substitute each other. Figure 2(a) shows
a graphical depiction of a design matrix with two continuous
input parameters and nine experiments. Figure 2(b) shows a
polynomial metamodel we can fit using the linear regression;
the metamodel form is known as the response surface that
reveals the landscape of the model behavior approximation.
In this paper, we use the polynomial metamodel because
it provides easily interpretable 𝛽 coefficients that express the
nature of a model’s behavior. The sign and magnitude of
the factor coefficients reveal insights to the systems engi-
neer. A significant limitation of the polynomial metamodel
is that they only can fit a smooth function without disconti-
nuities. Complicated models may have local areas of output
responses that have vastly different results. In these cases
we recommend using neural nets [Fonseca, Navaresse, and
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Figure 3. Contour profilers with their corresponding surface plots. The contour line in the contour profiler is where the horizontal grid plane
intersects the response surface in the surface plot. Each contour line and horizontal grid plane is where Y = 70. The shaded region in the contour
profiler is everything underneath the horizontal grid plane in the surface plot. (a) The top set of plots shows input parameters X1 = 5 and X2 =
5 while the bottom set shows X1 = 5 and X3 = 5. (b) The top set of plots shows input parameters X1 = 7.5 and X2 = 1.5 while the bottom set
shows X1 = 7.5 and X3 = 1.5.
Moynihan, 2003] or regression trees [Loh, 2011]. Because we
have several potential operational and physical metamodels,
we need to combine them in such a way that can illuminate
the trade-offs among them. To do this, we utilize contour and
prediction profilers to visualize cross-sections of the response
surface landscape for both the operational and physical
domains.
2.3. Exploring Metamodels Using Contour
and Prediction Profiling
When there are only three dimensions in our metamodels,
we can easily visualize the response surface landscape with
a surface plot. Because system design problems involve sev-
eral more dimensions, we must visualize cross-sections of
the response surface with respect to only two input parame-
ters at a time. A contour profiler is a two-dimensional (2D)
projection that is a horizontal cross-section of a response
surfaces within a specified region of interest. We define this
region when we scale and translate the design matrix to
the desired high and low settings for each input parameter
prior to performing the simulation experiments. Visualizing
the selected projections allows the user to interactively ex-
plore how multiple responses depend on two selected input
parameters. The contour profiler allows us to set limits on
the responses to help define unfeasible and feasible regions
in the response surface; the shape of these shaded regions
is dependent on the functional form of the multidimensional
metamodel.
Figure 3 illustrates how a contour profiler is a horizontal
cross-section of a notional response surface. The crosshairs
within the contour profilers indicate the input parameter set-
tings depicted along each axis. If the user changes the setting
of an input parameter other than the ones shown in each axes,
the shape of current projection will change; this is because the
change reflects a movement to a different area of the response
surface. The differences in Figure 3(a) and (b) are a result of
changing the input parameter not shown in the contour pro-
filer. We also note that the response surface with respect to X1
and X2 is much different than X1 and X3; the functional form
of the metamodel used to create the notional response surface
shown in Figure 3 is y = 2x1 + 3x2 − x3 + 2x22 − x32.
In Figure 3(a), the arrows that point from the contour profil-
ers to the surface plots show that the contour line is where the
horizontal grid plane intersects the response surface while the
shaded region indicates everything underneath the horizontal
grid plan.
In addition to the contour profilers that show horizontal
cross-sections we can also visualize the response surface
Systems Engineering DOI 10.1002/sys
414 MacCALMAN, BEERY, AND PAULO
Figure 4. A prediction profiler with their corresponding vertical cross-sections shown in a surface plot.
landscape using prediction profilers that show vertical cross-
sections. Figure 4 shows the vertical cross-section for the
same notional response surface from Figure 3 for each of the
input parameters, X1, X2, and X3. The prediction profilers
allow us to understand which input parameters are most sig-
nificant and how they affect the responses.
Each graphwithin the prediction profiler shows how chang-
ing the input parameter from the low to high setting affects
the response on the y-axis when all other input parameters are
held constant. The shapes of these effects are a function of the
metamodel fit using linear regression. We created the contour
and prediction profilers shown in this paper using JMP 11
statistical software. For detailed descriptions of the contour
and prediction profilers, see SAS Institute Inc. [2014].
2.4. Dashboard Description
Figure 5 shows an example of our dashboard with two con-
tour profilers for the operational and physical domains. The
top of the dashboard shows seven design parameters and
two noise factors. These input parameters are the ones with
nonzero slopes in the prediction profilers which identify them
as significant. The two input parameters shown in the contour
profilers are the number of helicopters (Helos) and ship max
speed. At the center of the dashboard, there are slider bars that
adjust the minimum ormaximum setting for the desired effec-
tiveness within the operational domain and the physical con-
straints within the physical domain. These slider bars adjust
the shaded region in each contour profiler and have separate
colors for each response. Within the contour profilers, each
MOE and design consideration has its own shaded color that
defines the infeasible region. As the dashboard user adjusts
the slider bars at the center, the shaded regions change. We
note that the Helos input parameter is a discrete variable and
that only the 0, 1, or 2 setting should be selected when using
the dashboard.
The operational domain in Figure 5 has a desired ef-
fectiveness for search time set to 25 hours. In the physi-
cal domain, the crew size physical constraint is set to 96
sailors. The shaded regions represent system alternatives
that do not meet these settings. The physical contour pro-
file indicates that a maximum crew size of 96 sailors is not
enough to operate 1 or 2 helicopters; as a result, there is
no ship configuration that can satisfy both the desired ef-
fectiveness level and the physical constraints simultaneously.
To find a feasible alternative, we can explore changes in
other input parameters not shown in the contour profiler,
such as classification range, number of Unmanned Aerial
Vehicles (UAVs), or type of missiles. Changing these other
input parameters may change the shaded regions and re-
sult in a larger feasible region. To help with our selec-
tion, we can look to the prediction profiler to find the in-
put parameter that has the highest positive impact on the
response that is currently infeasible. When we cannot change
these input parameters we must decide whether to trade-
off either the desired search time or increase the maximum
crew size physical constraint in order to find a feasible ship
configuration.
Visualizing the operational and physical contour profilers
next to each other allow the user to explore different ship
configurations while ensuring the ship remains feasible. As
long as the crosshair remains within both the operational
and physical white space (feasible region), we can find
Systems Engineering DOI 10.1002/sys
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Figure 5. Contour profiler for the operational and physical domains. The current response settings show that there are no physically feasible
alternatives that meet the operational demands.
feasible input parameter settings that will achieve the desired
effectiveness among multiple operational and physical
responses. A key benefit of the contour profiler is that the
area shown in the white feasible region indicates that the
current input parameter settings across all input parameters
satisfy the desired effectiveness and constraints set by the
dashboard user. In addition, the contour profilers allow the
user to understand the tradeoffs that exist between MOEs and
design considerations. By adjusting the desired effectiveness
setting, we can explore ways to increase effectiveness in one
MOE while decreasing effectiveness in another. A graphical
depiction of our approach is shown in Figure 6. The figure
shows the operational domain on the left side and the physical
domain on the right. The center shows the design parameters
used in both the operational and physical domains and the
bottom displays the contour profilers that illuminate the
tradespace between the operational and physical domains.
2.5. Limitations
A limitation we note when using the contour profilers is that
they do not depict the variability in the responses. Our op-
erational models are often stochastic with random responses
and require multiple replications in order to estimate the vari-
ance. The contours within the profilers only reveal the mean
response. To address this limitation, we can apply the same
approach to the variance of the response in order to under-
stand which input parameters have the highest impact on the
system’s variability. If the systems engineer wants to simulta-
neously account for the mean and variability by finding robust
solutions in the presence of uncertainty, we recommend using
the Taguchi design methods. These methods minimize a loss
function that incorporates both the mean and the variance
given a specified target value of effectiveness. The form of
the loss function is (𝜇 – 𝜏)2 + 𝜎, where 𝜇 is the mean 𝜏 is
the specified target value and 𝜎 is the variance. Minimizing
this quadratic function results in a solution that minimizes
deviations from the target value. These loss functions can be
either symmetric where we intend to minimize the deviations
from a target value or asymmetric, where we intend to maxi-
mize or minimize a value. We can fit metamodels of the loss
functions that identify solutions with good performance with
less variability. These loss function metamodels can replace
the mean metamodels in the contour profiles to inform trade-
offs decisions when uncertainty is a key concern to the design;
Systems Engineering DOI 10.1002/sys
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Figure 6. Tradespace exploration approach concept diagram. The approach leverages both operational simulation models and physical models
in order to visualize the outputs of these models simultaneously.
see Taguchi [1987] for a detailed discussion of the Taguchi
methods. We can also fit metamodels to the standard devia-
tion or variance in addition to the mean to help understand
the uncertainty. Another way to consider the variability is to
display confidence intervals along the contours that depict the
shape of the response surface.
We also want to highlight a word of caution when extrap-
olating beyond the ranges of the experimental region. The
metamodels fit with whatever statistical method we use, yet
do not predict well outside the input parameter ranges spec-
ified in the design matrix. We must also remember that the
metamodels are approximations of the models they represent.
Therefore, when we find attractive system alternatives using
the dashboard, we must confirm those input parameter setting
within all models and simulations to ensure they are valid
results. Finally, we note that the linkage between the oper-
ational and physical design parameters is highly dependent
on the problem and requires more research to understand its
practical implementation.
3. APPLICATION
This section demonstrates our approach using a ship design
problem with three operational missions and notional design
considerations.
3.1. Background
The Offshore Patrol Vessels (OPV) is a class of ship in-
tended to perform naval missions relatively close to shore.
Many varieties of these craft exist in navies throughout the
world. Our example application focuses on three operational
missions for the OPV: Anti-Surface Warfare (ASuW),
Search and Rescue (SAR), and Maritime Interdiction Op-
erations (MIO). The MIO and ASuW models were de-
veloped using the Map Aware Non-Uniform Automata
(MANA) simulation model while the SAR model was
developed using a spreadsheet model with analytical so-
lutions from search and detection theory; these models
are the ones we use to explore the operational domain
[McKeown, 2012; Ashpari, 2012]. MANA is an agent-
based distillation model that has autonomous agents with
their own attributes, local perceptions, and goals that in-
teract with other agents in a specified environment [McIn-
tosh et al., 2007]. Design parameters were incorporated
into the operational models as input parameters that define
alternative OPV configurations. The intent of the study was
to reveal how the design parameters (represented as model
input parameters) impacted the MOEs of the operational
models.
The following three MOEs were used for the OPV mis-
sions: the number of enemy vessels stopped while attempt-
ing to enter a protected area for the ASuW scenario (object
Systems Engineering DOI 10.1002/sys
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Minimum 0 0 0 0 0 Type 1 0 0 0
Maximum 60 1 2 2 32,000 Type 2 1 3 36
Figure 7. Vertical cross-section prediction profilers for each MOE metamodel. Input parameters that have a nonzero slope have an effect on
the MOEs.
protected), the time needed to search for a downed pilot for
the SAR scenario (search time), and the time to interdict a
hostile vessel in theMIO scenario (interdiction). Note that the
ASuW andMIO scenarios considered multiple enemy vessels
(between 1 and 10) where the SAR scenario focused on a
single distressed vessel.
In order to create the operational metamodels, we per-
formed an experimental design on each operational model
with multiple replications on a high-performance computer
cluster. We created three custom design matrices with a mix
of continuous, discrete, binary, and categorical factors using
the designs created by MacCalman [2013]. After performing
the experiments, we used linear regression to develop three
polynomial metamodels for each operational MOE. Recall
that polynomial metamodels predict well within the ranges
that each variable was analyzed and poorly outside those
ranges. Table I shows the low- and high-level settings of the
input parameters, see McIntosh et al. [2007] for an in-depth
explanation of these input parameter types.
Figure 7 shows prediction profilers that depict vertical pro-
jections of the MOE response surface landscapes for each
input parameter. These vertical projections allow us to visual-
ize how each input parameter affects each of the MOEs. The
response surface landscape is defined by the metamodel from
Systems Engineering DOI 10.1002/sys
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Figure 8. (a) Dashboard with desired effectiveness and physical constraints and the classification range set to 14,900 m. Note that there are
no configurations that are both operationally and physically feasible. (b) Dashboard with classification range set to 20,000 m. Note that the
green shaded area that corresponds to a desired effectiveness has now changed. Feasible alternatives with 1 helicopter can now meet the desired
effectiveness but the physical domain remains infeasible.
Equation (1). The coefficients, 𝛽 j , that are nonzero indicate
that the input parameter X jhas an effect on the response
and therefore drive the MOE’s behavior; the magnitude and
sign of the coefficients are what define the slopes shown in
Figure 7.
In order to constrain our OPV ship design problem, we de-
veloped notional physical metamodels to represent the physi-
cal domain. We based these notional physical metamodels on
regression analysis performed using physical characteristics
of 48 similar ships; see Lineberry [2012]. The responses or
design considerations of our physical metamodels include
ship length, ship beam, displacement, crew size, and cost. We
note that the operational and physical metamodels used in this
paper are not intended to inform the detailed design decisions
of a real ship. Our purpose in this paper is to demonstrate the
utility of tradespace exploration using metamodels derived
from simulation experiments.
3.2. Dashboard Demonstration
We will now demonstrate how we can illuminate the
tradespace using a dynamic dashboard. Figure 8(a) shows the
dashboard with all desired effectiveness and physical con-
straints set for all responses in the operational and physical
domains; each response has their own shaded color within
each domain. We can see that the input settings shown by
the crosshairs indicate an infeasible solution in both domains.
To help explore ways to find feasible alternatives in the op-
erational domain, we can look to the prediction profiler to
select the input parameter with the highest effect on one
of the responses. The prediction profilers in Figure 7 show
that increasing classification range has the highest positive
effect on the probability of interdiction. We can explore this
effect in the dashboard by changing the classification range
input parameter. Changing an input parameter moves the ship
configuration to a different point on the response surface of
the metamodel and as a result, changes the shaded region.
Changing the classification range from 14,900 m in Figure
8(a) to 20,000 m in Figure 8(b) changes the shaded region
representing the interdiction MOE; as a result, Figure 8(b)
now shows alternatives that meet our desired effectiveness.
By moving the crosshair within the operational space to
two helicopters and a maximum ship speed of 20 knots we
now have a ship that only violates the crew size platform
constraint within the physical space. If the designers agree
to trade-off lower crew sizes from 96 to 126 sailors, the red
shaded area that represents the crew size constraint disappears
and results in a physically feasible ship configuration that
meets the desired effectiveness. Figure 9 shows the dashboard
with the crew size set to 126.
We now have a feasible ship that will meet the desired
effectiveness of the operational MOEs and will not violate
any of the platform constraint design considerations. As long
as the crosshairs remain in the white feasible region in both
the operational and physical domains, the ship will be feasible
across all 2D projections among each pair of input parameters.
4. CONCLUSIONS AND FUTURE WORK
Applying the approach we described leads to a collection of
models and data analysis that must be clearly understood by
the decision maker. Through the development of a dynamic
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Figure 9. Dashboard with a maximum crew size of 126. Note that the physical domain red shaded area from Figure 7 no longer appears
revealing several solutions that satisfy all desired effectiveness and physical constraints.
dashboard display, these models and their resulting data are
captured and presented in a way that allows for a clearer
understanding of the tradespace. The use of a graphical and
textual display serves as a critical aid to decision makers.
The contour profilers in the dashboard are intended to pro-
vide a visual representation of the tradespace between two
input parameters while all others are held constant. Explor-
ing each 2D projection allows dashboard users to facilitate
tradespace discussions in a dynamic way that helps illuminate
where trade-offs exist and how to make them by adjusting
the slider bars and changing input parameter settings. Linking
the operational models to the physical models ensures that a
ship is designed based on operational effectiveness standards,
rather than system performance characteristics or physical
design characteristics. The Offshore Patrol Vessel is a small
example we used to demonstrate the approach. Because the
experimental designs mentioned in Section 2.2 developed by
MacCalman [2013] are capable of handling dozens to over
100 input parameters, our approach is scalable to larger prob-
lems. A key benefit of using a metamodel is not only to cap-
ture insights on the most important input parameters but also
to identify which parameters that have no effect on the model
outputs. Therefore, the experimental design approach is an
excellent way to handle a high-dimensional system design
problem.
When faced with multiple competing objectives during a
system design decision we can incorporate the methods of
multiobjective decision analysis, value theory, and risk pref-
erence while using our approach. These methods are effective
ways to conduct trade-off analysis with a decision model that
represents a composite perspective ofmultiple viewpoints and
quantitatively expresses a system alternative’s value with a
total value score [Keeney, 1992]. Our future work will use
the dynamic dashboard described in this paper to identify
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a collection of viable system variants that satisfy different
desired effectiveness limits within the operational domain and
constraint limits within the physical domain. We will then use
value and utility theory to compare the effectiveness of the
collection of system variants across multiple objectives while
considering the decision maker’s risk preference.
Systems engineers have always used models to understand
how systems work. There are a number of conceptual model-
ing approaches used to design systems. The Object-Oriented
Systems Engineering Method integrates object-oriented con-
cepts with model based and systems engineering concepts
[Estefan, 2008]. Model-based risk-oriented robust systems
design integrates risk aspects with modeling, analysis, and
design [Mordecai and Dori, 2013]. Recently, a new ap-
proach called Model-Based Systems Engineering (MBSE)
has gained popularity and may become a common state of
practice in the near future. According to the INCOSE, MBSE
is a methodology characterized by a collection of processes,
methods, and tools used to support systems engineering de-
sign in a “model-based” context [Friedenthal, Moore, Steiner,
2011]. The objective of MBSE is to formalize the applica-
tion of modeling to support system development throughout
the entire system life cycle [SE Handbook Working Group,
2011]. To facilitate MBSE, the Object Management Group
developed the System Modeling Language (SysML) as a vi-
sual language with a common semantic and notation stan-
dards that supports the specification, analysis, design, ver-
ification, and a validation of a complex system. Currently,
trade studies are performed using parametric diagrams that
use algebraic functions to constrain the value properties of
structural blocks [Friedenthal et al., 2011]. These trade stud-
ies are limited to exploring point solutions to compare system
alternative solutions. Research in generating executable mod-
els from SysML diagrams allows systems engineers to agree
on the conceptual model before a simulation is built; Sha Le,
and Panchal [2011] demonstrate how to automatically gener-
ate agent-based models from SysML diagrams. Kenley et al.
[2014] describe how to evaluate large architectural design
spaces of a system of systems by automating the generation
of the communication links needed for executable simulation
models.
Our future work intends to investigate how the approach
described in this paper can expand the MBSE analytics to
include a wider range of alternative exploration with the
DOE method. By mapping SysML system component con-
figurations to input factors of an experimental design, we
can explore how key insights developed during the DOE and
metamodeling dynamic dashboard exploration can influence
design decisions and reveal where they satisfy systems engi-
neering requirements. MacCalman et al. [2015] describe the
types of DOE insights we can capture in support of theMBSE
approach.
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