Abstract. This paper considers Boolean formulae and their simulations by bounded width branching programs. It is shown that every balanced Boolean formula of size s can be simulated by a constant width (width 5) branching program of length s 1.81 l.... A lower bound for the translational cost from formulae to permutation branching programs is also presented.
1. Introduction. In a beautiful paper, Barrington [B] showed that the class of languages recognized by (nonuniform) NC circuits (fan-in 2, depth O(log n) on n inputs) is identical to the class recognized by bounded width branching program with polynomial length. His main motivation was to resolve a conjecture that had been made by Borodin et al. [BDFP] . They had conjectured the opposite is true, namely, that bounded width computations requires exponential length to simulate NC; in particular, the majority function requires exponential length. Barrington Barrington' s, also has a quadratic increase in the length. The first set of results in this paper is to improve on the upper bound established by Barrington. We show that, for width 5 branching programs, the exponent 2 in Barrington's construction can be improved to 1.811 Then in 5 we present a lower bound on the translational cost from formulae to branching programs over any finite groups.
Our primary motivation for this work is to study branching programs and the important class NC [Pi] [Co]. If we can shed further light on the relationship between branching programs and the class NC in the attempt to lower the exponent of the cost of simulating NC by branching programs, the study will have proved to be worthwhile.
Specifically, we would like to sharpen the estimate of the translational cost from Boolean formulae to branching programs. The class of balanced Boolean formulae of polynomial size is the same as NC; thus, this also provides improved simulation of NC by branching programs, although in general, another polynomial factor will appear [Sp] , just as in Barrington's simulation. For the class of balanced Boolean formulae, one referee points out that, in fact, people have thought that the quadratic bound of Barrington was optimal, before the current paper. Also, understanding We assume our NC circuits are given by balanced binary trees of depth O(log n). In this paper, we speak of "size" as the tree size, or formula size, and circuits as balanced Boolean formulae. In case the tree is not balanced, one can always balance the tree (at the cost of a polynomial blow up of the circuit size). It is also well known that any NC circuit can be simulated by a Boolean formula of polynomial size. Note that the quadratic cost of Barrington's simulation is also measured in terms of the balanced binary tree size of the circuit. To compare the cost of our simulation with that of Barrington's, we just consider balanced Boolean formulae.
We use some elementary notions and results of group theory; they can be found in any standard textbook in that subject (e.g., [H] LetF=u/x(vv(x/xy)). Leta (14235) By recursively applying the construction, we can get the following estimate. Suppose x, y, v, and u respectively represent circuits of depth k, k, k + 1, and k + 2 and of size 2k, 2k, 2+, and 2k+2, and let i be the respective lengths of the branching programs. Then Thus, Xm+I(A) Xm(A) + Am(A) < 0 for 0 < A < A, and monotonic increasing for A > A,; therefore, Xm+l (A) has a unique positive real root Am+, A, < Am+ < Am < < A3.
Moreover, Xm+l (A) < 0 for 0 < A < Am+. The induction is completed. Several super linear lower bounds are known for branching programs. Chandra, Furst, and Lipton [CFL] showed that the function i xi n/2 requires 2(nw(n)) in the length of any bounded-width branching program, where w(n) is the inverse function of the van der Waerden numbers. Pudlik [Pu] proved an f2 (n log log n / log log log n) lower bound for threshold functions. A lower bound of f2 (n log n) for symmetric Boolean functions was achieved by Ajtal et al [Aj] . However, it is not known whether any lower bound applies to functions with linear circuit size. See also [B2] and [BT] for lower bounds for branching programs over specific groups such as $3 and some solvable groups. Our bound is the first over an arbitrary finite group. Our lower bound applies only to permutation branching programs and not to (unrestricted) branching programs in general. In fact, we establish the f2 (n log log n) lower bound for the AND function/7+1 xi, which has a trivial width two branching program of length n. Our proof is Ramseyian; a similar method has been used in [AM] .
THEOREM 5.1. Anypermutation branching program computing the function AND AT--1 xi requires length (n log log n).
Let a permutation branching program over a finite group G be given that computes the logical AND function of n Boolean variables x l, x2
x,,. We assume the branching program has the following normal form B P (Xl, X2 x,,) gl (xi)g2(xi2) gL (XiL).
(See [B2].) Thus, for each step, the transition depends on one Boolean variable x. Furthermore, if x is true, then the transition is identity gk(1) 1, and if x is false, then the transition is some element of the group G, gk (0) g. 6 G. Without loss of generality, every permutation branching program can be brought to this form without any increase of length. We prove a lower bound on the length L of the branching program. Let n, denote the number of variables that occur exactly k times in the branching program, then yk> nk n and _,,> kn L. If k>_(log31og3n)/znk >_ n/2, then we are done: L > (n log log n)/4. We assume k<(log3og3n)/2 nk > n/2, andthusthereexistsk < (log log3 n)/2, nk > n/log 3 log3 n.
Set all other variables to true, we get a branching program on nk variables, each variable appears exactly k times, where k < (log log n)/2. Denote N nk.
Let .ij be the location of the jth appearance of the ith variable xi. By renaming variables if necessary, we assume that the first appearances are in order, that is, ell < 21 < < N1.
Consider the second appearances of these variables. We select a subset of the variables of cardinality > N 1/3, such that the second appearances of these variables are nicely correlated to the first appearances of the same variables. More precisely, we show that there exists a subsequence i < i2 < < im of 1, 2 N, where m > N1/3, such that one of the following three alternatives hold:
(1) i12 > i22 >''" > im2, or (2) it2 < i22 <''" < gi,,,2 and il2 > i,,,1, or (3) iil < il2 < i21 < i22 <''" < i,,,1 < i,,,2" 'ilr < 'ilr+l < < .ilr' < i2r < i2r+l < < i2r' < < i,,,r < 'imr+l < < 'imr', or its reverse, ir > .ir+l > > 'itr' > 'izr >" izr+l > > 'izr' >" > .i,,,r > i,,,r+l > >" 'imr"
Call any maximal such internal {jlr < j < r'} a block.
We focus on the last block, say starting from + to s. By renaming the variables, we assume inductively x, x2 X N, are remaining, and l,t+l < l,t+2 < < ls < 2,t+l < 2,t+2" < 2s < < .N',t+l < .N',t+2 < < .N's, and, if > 0, the tth and + 1st sequence are related as in alternative (1) (1) .ilS+l > .i2sq-I >"" > .i,,,s+l, or (2) gils+l < gi2s+l <"" < eims+l and eis+ > ei,,,s, or (3) eit+ < eit+2 <... < .is < eis+l < ei2t+l < ei2t+2 < < ei2s < gi2s+l < < eimt+l < .i,,,t+2 <"" < ei,,,s < gims+l"
The proof is identical to the base case, and we will not repeat it here. Because k < (log log n)/2 < log log N, the process can be iterated k times. We end up with k sequences each of which has n' > N /3" variables, and the branching program computes the AND function of these variables (all others are set to true). Moreover, all adjacent blocks of sequences are related in one of three ways as above. Clearly, any block can be collapsed to just one sequence. After the collapse ( IGIk'; thus, F(i) F(i') for some < i' by the pigeonhole principle. Therefore, for all j, gi+l j gi'j G, or gi'j gi+ j G, which ever the case may be. This implies that the original branching program evaluates to when all variables (after renaming) between xi+ and xi, are set to false and others set to true. Hence it does not compute the AND function.
This completes the proof of our lower bound.
The method we used here to prove our f2 (n log log n) lower bound has been used by Barrington and Straubing to obtain several other lower bounds [BS] .
6. Open problems. There are many unanswered questions raised here. We mentioned in the beginning of the paper that Cleve [C1] has proved the following theorem, which was the first conjecture in the preliminary version of this paper. THEOREM 6.1 (Cleve) . For any > O, an NC circuit of size s can be simulated by a width 2 2/' (permutation) branching program of length O(s+E).
In view of this, it is natural to define Barrington's constants 13, for each width k, that is,/3 is the infimum of/3 such that any NC circuit of size s can be simulated by a width k (permutation) branching program of length O(st). We conjecture that these Barrington's constants are greater than one (and hence nontrivial). 1Let c IGI, a constant. Because k < (log log n)/2, 3 < n. As N > log3]g3 n, log log Thus, N /3" > c N-log310g 3n >n 1,/3 log log > c + log log log n > c > c', for large n. 
