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Abstract
In this paper we consider the following problem
{−u(x)+ u(x) = λ(f (x,u)+ h(x)) in RN,
u ∈ H 1(RN ), u > 0 in RN, ()
where λ > 0 is a parameter. We assume lim|x|→∞ f (x,u) = f¯ (u) uniformly on any compact subset of
[0,∞), and do not require f (x,u) f¯ (u) for all x ∈ RN . We prove that there exists +∞ > λ∗ > 0 such
that () has exactly two positive solutions for λ ∈ (0, λ∗), no solution for λ > λ∗, a unique solution for
λ = λ∗, (λ∗, u∗) is a turning point in C2,α(RN) ∩ W2,2(RN), and further analyses of the set of positive
solutions are made.
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We consider the existence, the multiplicity and the turning-point bifurcation [17] of positive
solutions for the nonhomogeneous semilinear elliptic problems
{−u(x)+ u(x) = λ(f (x,u)+ h(x)) in RN,
u ∈ H 1(RN ), u > 0 in RN, (1.1)λ
where λ > 0 and N  3.
We seek the solutions of (1.1)λ as the critical points of the functional I associated with (1.1)λ
and given by
I (u) = 1
2
∫
RN
(|∇u|2 + u2)dx − λ ∫
RN
F
(
x,u+
)
dx − λ
∫
RN
h(x)udx,
where F(x, t) = ∫ t0 f (x, s) ds.
It is assumed that h(x) ∈ L2(RN) ∩ LN2 (RN) is some given function such that h(x) 0 but
h(x) ≡ 0 in RN , and the basic assumptions for the function f (x, t) are
(f1) f (x, ·) ∈ C1[0,∞), ∂
∂t
f (x,0) is uniformly continuous in x ∈ RN , f (x, t) is measurable in
x ∈ RN , f (x, t) ≡ 0 if t  0 and limt→0 f (x,t)t = 0 uniformly in x ∈ RN ;
(f2) there exists C > 0 such that for all x ∈ RN and t > 0, 0 < f (x, t)  C(t + tp), where
1 <p < N+2
N−2 ;
(f3) there exists θ ∈ (0,1) such that θt ∂
∂t
f (x, t) f (x, t) > 0, for all x ∈ RN , t > 0;
(f4) f (x, t) is strictly convex for t > 0;
(f5) inft∈[r1,r2], x∈RN ∂∂t ( f (x,t)t ) > 0 for all 0 < r1 < r2;
(f6) lim|x|→∞ f (x, t) = f¯ (t) uniformly on any compact subset of [0,∞) and there exists μ> 2
such that for any ε > 0 we can find Cε > 0 which satisfies
f (x, t)− f¯ (t)−e−μ|x|(εt +Cεtp) for all x ∈ RN and t  0.
Remark 1.1. The constant μ in (f6) is corresponding to a convergent rate from below and the
condition μ> 2 plays an important role in our existence result.
From (f1) and (f3), there exists θ¯ ∈ (0, 12 ) such that
θ¯ tf (x, t) F(x, t) > 0, for all x ∈ RN and t > 0. (1.2)
Let H 1(RN) be the Sobolev space of the completion of C∞0 (RN) under the norm ‖ · ‖, where
‖u‖ =
( ∫
N
(|∇u|2 + u2)dx) 12 .
R
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fied, and denote ∂
∂t
f (x, t) by f ′(x, t) in what follows.
To the author’s knowledge, many authors have studied the existence of positive solutions
of the homogeneous case of problem (1.1)λ, there seems to have been very little progress on
existence theory for problem without trivial solutions. Recently, Cao and Zhou [7], Chen [8]
and Jeanjean [14] established the existence of multiple positive solutions of problems similar to
problem (1.1)λ. However, they required f (x,u)  f¯ (u) for all x ∈ RN , u  0. In the present
paper, in Section 2, we give some preliminaries and using arguments similar to those in [19], we
obtain the first positive solution by using Ekeland’s Variational Principle. Then by the standard
barrier method, we show that there exists +∞ > λ∗ > 0 such that (1.1)λ has a minimal positive
solution for all λ ∈ (0, λ∗) and (1.1)λ has no solution for λ > λ∗. (1.1)λ has a positive solution
for λ = λ∗ since ‖uλ‖C2,α is uniformly bounded for λ ∈ (0, λ∗) for any bounded domain, then a
diagonal process enables us to show uλ → u∗ in C2(RN) as λ → λ∗, and u∗ solves (1.1)λ∗ . In
Section 3, in order to establish the existence of second positive solution Uλ, we consider{−v + v = λ(f (x,uλ + v)− f (x,uλ)) in RN,
v ∈ H 1(RN ), v > 0 in RN, (1.3)
where uλ is the minimal positive solution of (1.1)λ and the limit problem{
−u+ u = λf¯ (u) in RN,
u ∈ H 1(RN ), u > 0 in RN. (1.4)
The following energy estimate plays an important role and we find R0  1 such that
sup
t0
J
(
tw(x −Re))< I∞(w) for all R R0,
where J is the energy functional of (1.3), e is a fixed unit vector in RN , w(x) is a ground state
solution of the limit problem (1.4) and I∞ is the energy functional of (1.4). To obtain the energy
estimate, assumption (f6) plays an important role. In Section 4, we discuss the properties of the
positive solutions of (1.1)λ for λ ∈ (0, λ∗] and show the exact multiplicity of positive solutions
of (1.1)λ for λ ∈ (0, λ∗), a unique positive solution for (1.1)λ∗ , (λ∗, u∗) is a turning point in
C2,α(RN)∩W 2,2(RN), and further analyses of the set of positive solutions are made.
2. Existence of positive solutions
In this section, first several technical results will be established. Let us recall that a sequence
{un} ⊂ H 1(RN) is called a (PS)c-sequence if I (un) → c and I ′(un) → 0 as n → ∞. If any
(PS)c-sequence possesses a convergent subsequence, we say (PS)c-condition is satisfied.
Lemma 2.1. Assume (f1)–(f2) hold. If u ∈ H 1(RN) is a critical point of I , then u is a non-
negative solution of (1.1)λ. Moreover, if u ≡ 0 or h ≡ 0, then u is a positive solution of (1.1)λ.
Proof. Suppose that I ′(u) = 0, then for all ψ ∈ H 1(RN), (I ′(u),ψ) = 0. Thus u is a weak
solution of
−u+ u = λ(f (x,u+)+ h(x)) in RN. (2.1)
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we have u(x) is non-negative. If u ≡ 0 or h ≡ 0, we can see that the right-hand side of (2.1) is
non-negative and not equivalently equal to 0. Thus from the maximum principle we have that
u(x) is a positive solution of (1.1)λ. 
Next we prove the boundedness of Palais–Smale sequences.
Lemma 2.2. Assume (f1) and (f3) hold. If {un} is a (PS)c-sequence for I , then {un} is bounded
in H 1(RN).
Proof. Let {un} ⊂ H 1(RN) be a Palais–Smale sequence for I at level c ∈ R. By (1.2) and if n is
large, then
c + o(1)(1 + ‖un‖)
= I (un)− θ¯
(
I ′(un), un
)
=
(
1
2
− θ¯
)
‖un‖2 − λ
∫
RN
(
F
(
x,u+n
)− θ¯f (x,u+n )u+n )dx − λ
∫
RN
(1 − θ¯ )hun dx

(
1
2
− θ¯
)
‖un‖2 − λ(1 − θ¯ )‖h‖L2(RN)‖un‖.
Thus {un} is bounded in H 1(RN). 
Let us now introduce the problem at infinity associated with (1.1)λ is
{
−u+ u = λf¯ (u) in RN,
u ∈ H 1(RN ), u > 0 in RN. (2.2)
We state here some known results for (2.2). First of all, we recall that P.L. Lions [16] has studied
the following minimization problem closely related to (2.2):
S∞ = inf{I∞(u): u ∈ H 1(RN ), u ≡ 0, I∞′(u) = 0}> 0, (2.3)
where I∞(u) = 12‖u‖2− λ
∫
RN
F¯ (u), F¯ (t) = ∫ t0 f¯ (s) ds. For future reference note also that
a minimum exists and is realized by a ground state w > 0 in RN such that S∞ = I∞(w) =
sups0 I∞(sw). Gidas, Ni and Nirenberg [12] showed that there exist a1, a2 > 0 such that for all
x ∈ RN ,
a1
(|x| + 1)−(N−1)2 e−|x| w(x) a2(|x| + 1)−(N−1)2 e−|x|. (2.4)
Secondly we study the break down of the Palais–Smale condition for I . The ground state
solution w of (2.2) plays an important role to describe an asymptotic behavior of Palais–Smale
sequence for I .
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(still denoted by {un}) for which the following holds: there exist an integer m 0, sequences of
points {xin} ⊂ RN for 1 i m, a solution u0 of (1.1)λ and solutions ui , for 1 i m, of (2.2)
such that as n → ∞,
un ⇀ u0 weakly in H 1
(
RN
)
,
un − u0 −
m∑
i=1
ui
(
x − xin
)→ 0 strongly in H 1(RN ),
I (un) → I (u0)+
m∑
i=1
I∞
(
ui
)
,
∣∣xin∣∣→ ∞, ∣∣xin − xjn ∣∣→ ∞, for 1 i = j m,
where we agree that in the case m = 0 the above holds without ui , xin.
Proof. This is a standard result that we give here without proof (see [4,5,16] for analogous
statements). 
Thirdly, we show the existence of one positive solution of (1.1)λ as a minimizer of I (u) in Bρ ,
where Bρ = {u ∈ H 1(RN): ‖u‖ < ρ}.
Lemma 2.4. Assume (f1) and (f2) hold. Then for any given ρ > 0, there exists λ0 > 0 such that
for λ ∈ (0, λ0), we have I (u) > 0 for all u ∈ Sρ = {u ∈ H 1(RN): ‖u‖ = ρ}.
Proof. From (f2), using Sobolev embedding and Hölder’s inequality, we see that, for all u ∈ Sρ ,
I (u) = 1
2
‖u‖2 − λ
∫
RN
F
(
x,u+
)
dx − λ
∫
RN
h(x)udx
 1
2
‖u‖2 − λC
∫
RN
(|u|2 + |u|p+1)dx − λ‖h‖L2(RN )‖u‖
 1
2
‖u‖2 − λC(‖u‖2 + ‖u‖p+1)− λ‖h‖L2(RN)‖u‖
 ρ
(
1
2
ρ − λC(ρ + ρp)− λ‖h‖L2(RN)
)
, (2.5)
where C > 0 is a constant which is independent of λ, ρ. Hence by (2.5), there exists λ0 > 0 such
that for λ ∈ (0, λ0), we have I (u) > 0 for all u ∈ Sρ . 
Lemma 2.5. Assume (f1)–f(3) hold. If λ0 is chosen as in Lemma 2.4 and λ ∈ (0, λ0), then there
exists u0 ∈ Bρ = {u ∈ H 1(RN): ‖u‖ < ρ}, where ρ is the number given in Lemma 2.4, such that
I (u0) = inf
{
I (u): u ∈ B¯ρ
}
< 0,
and u0 is a positive solution of (1.1)λ.
K.-J. Chen, C.-C. Peng / J. Differential Equations 240 (2007) 58–91 63Proof. Since h(x)  0, h(x) ≡ 0 in RN , we can choose a non-negative function ψ ∈ H 1(RN)
such that
∫
RN
hψ  0. For t ∈ (0,∞), then by (f2),
I (tψ) = t
2
2
‖ψ‖2 − λ
∫
RN
F
(
x, tψ+
)
dx − λt
∫
RN
h(x)ψ dx
 t
2
2
‖ψ‖2 + λCt2
∫
RN
(|ψ |2 + tp−1|ψ |p+1)dx − λt ∫
RN
h(x)ψ dx.
Then for t > 0 small enough, I (tψ) < 0. So inf{I (u): u ∈ B¯ρ} < 0, clearly inf{I (u): u ∈ B¯ρ} >
−∞. Thus the general perturbation principle due to Ekeland guarantees the existence of a
(PS)-sequence {un} ⊂ B¯ρ for I at level inf{I (u): u ∈ B¯ρ}. By Proposition 2.3, there exist a sub-
sequence (still denoted by {un}), integer m  0, sequence of points {xin}, 1  i m, a solution
u0 of (1.1)λ and solutions ui (1 i m) of (2.2) such that as n → ∞,
un ⇀ u0 weakly in H 1
(
RN
)
, (2.6)
I (un) → inf
{
I (u): u ∈ B¯ρ
}= I (u0)+ m∑
i=1
I∞
(
ui
)
. (2.7)
By (2.6), we have ‖u0‖ lim infn→∞ ‖un‖ ρ. Thus u0 ∈ B¯ρ and I (u0) inf{I (u): u ∈ B¯ρ}.
By (2.7) and I∞(ui)  S∞ > 0 for 1  i  m, we conclude that m = 0, I (u0) = inf{I (u):
u∈ B¯ρ}<0, I ′(u0)=0 and it is corresponding to a positive solution of (1.1)λ by Lemma 2.1. 
By a supersolution of (1.1)λ, we mean a function v ∈ H 1(RN) such that∫
RN
∇v · ∇ψ dx +
∫
RN
vψ dx  λ
( ∫
RN
f (x, v)ψ dx +
∫
RN
h(x)ψ dx
)
for all ψ ∈ H 1(RN), ψ  0 in RN .
By the standard barrier method, we prove the following theorem.
Theorem 2.6. Assume (f1)–(f3) hold. Then there exists λ∗ > 0 such that for any λ ∈ (0, λ∗),
(1.1)λ has a minimal positive solution uλ (i.e. for any positive solution u of (1.1)λ, u  uλ);
if λ > λ∗, (1.1)λ has no positive solution. Moreover, uλ is increasing in λ, for λ ∈ (0, λ∗).
Proof. Set Qλ = {λ > 0: (1.1)λ is solvable} and by Lemma 2.5, Qλ is nonempty. Denoting
λ∗ = supQλ > 0, we claim that (1.1)λ is solvable for all λ ∈ (0, λ∗). Indeed, for any λ ∈ (0, λ∗),
by the definition of λ∗, we know that there exists λ′ > 0 and 0 < λ < λ′ < λ∗ such that (1.1)λ′
has a solution uλ′ > 0, i.e.
−uλ′ + uλ′ = λ′
(
f (x,uλ′)+ h(x)
)
> λ
(
f (x,uλ′)+ h(x)
)
,
thus uλ′ is a supersolution of (1.1)λ. Since h(x) 0, h(x) ≡ 0, 0 is a subsolution of (1.1)λ. By
the standard barrier method, there exists a solution uλ of (1.1)λ such that 0  uλ  uλ′ . From
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principle we infer that 0 < uλ < uλ′ . Using a result of Amann (see [3, Theorem 9.4]), we can
assume uλ is a minimal positive solution of (1.1)λ in the interval [0, uλ′ ].
Moreover, let λ,λ′ ∈ (0, λ∗), λ < λ′, uλ, uλ′ are corresponding minimal positive solutions,
then uλ′ is a supersolution of (1.1)λ and 0 is obviously a subsolution of (1.1)λ; the standard
barrier method and a result of Amann enable us to find 0 < uλ < uλ′ , thus uλ is increasing in λ,
for λ ∈ (0, λ∗). 
Remark 2.7. We will prove that λ∗ is finite in Theorem 2.9.
Fourthly, we establish the decay estimate for solutions of (1.1)λ which we will use later on.
Lemma 2.8. Assume (f1) and (f2) hold. If h ∈ L2(RN) ∩ LN2 (RN) and 0 < u ∈ H 1(RN) be a
weak solution of (1.1)λ, then u ∈ Lq(RN) for any q ∈ [2,∞), and u(x) has uniform limit zero
as |x| → ∞.
Proof. The proof follows by the classical regularity theory based on a result of Brezis and
Kato [6]. We will write it in detail for the reader’s convenience.
For s  0, l  1, let ϕ = ϕs,l = umin{|u|2s , l2} ∈ H 1(RN). Testing (1.1)λ with ϕ and by (f2)
we obtain
∫
RN
|∇u|2 min{|u|2s , l2}dx + 2s ∫
{|u|sl}
|∇u|2|u|2s dx
 C
∫
RN
|u|2 dx +C
∫
RN
|u|2+2s dx +C
∫
RN
|u|p+1 dx
+C
∫
RN
|u|2s+p+1 dx +C
∫
RN
|h||u|min{|u|2s , l2}dx. (2.8)
Suppose u ∈ L2s+p+1(RN). Then by (2.8) and applying the Hölder’s inequality and Sobolev
embedding, we have
∫
RN
∣∣∇(umin{|u|s , l})∣∣2 dx

∫
RN
|∇u|2 min{|u|2s , l2}dx + (s2 + 2s) ∫
{|u|sl}
|∇u|2|u|2s dx
 C +C
∫
RN
|h||u|min{|u|2s , l2}dx
 C +C
∫
N
|h||u|dx +C
∫
N
|h||u|2 min{|u|2s , l2}dx
R R
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∫
RN
|u|2s+2 dx +C
∫
{|h|K}
|h|∣∣umin{|u|s , l}∣∣2 dx
 C(1 +K)+C
( ∫
{|h|K}
|h|N2 dx
) 2
N
( ∫
RN
∣∣umin{|u|s , l}∣∣ 2NN−2 dx)N−2N
 C(1 +K)+Cε(K)
∫
RN
∣∣∇(umin{|u|s , l})∣∣2 dx,
where
ε(K) =
( ∫
{|h|K}
|h|N2 dx
) 2
N → 0 as K → ∞.
Fix K such that ε(K) = 1/2C and observe that for this choice of K (and s as above) we now
may conclude that
∫
{|u|sl}
∣∣∇(|u|s+1)∣∣2 dx  C ∫
RN
∣∣∇(umin{|u|s , l})∣∣2 dx  C(1 +K)
for any l  1. Hence we may let l → ∞ to derive that
|u|s+1 ∈ H 1(RN ) ↪→ L2∗(RN ).
It is easy to see that u ∈ L(s+1)2NN−2 (RN).
Now iterate, letting s0 = 0, 2si + p + 1 = (s+1)2NN−2 for i  1. It is easily to see si → ∞ as
i → ∞. Therefore u ∈ Lq(RN) for any 2 q < ∞.
Then by (f2), λ(f (x,u) + h(x)) ∈ L2(RN) ∩ LN/2(RN). Hence by the Calderon–Zygmund
inequality and [11, Chapter II, Section 8, Proposition 27] (or [18, Proposition 4.3]), we have
u ∈ W 2,2(RN )∩W 2,N/2(RN ).
By the Sobolev embedding theorem, we obtain that u ∈ C(RN). It is well known that the Sobolev
embedding constants are independent of domains [2, Lemma 5.15]. Thus there exists a constant
C such that for R > 0,
‖u‖L∞(RN\BR)  C‖u‖W 2,N/2(RN\BR),
from this we get lim|x|→∞ u(x) = 0. 
We will verify that λ∗ is finite by considering linear eigenvalue problems related to decaying
positive solutions of (1.1)λ.
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(i) the minimization problem
μλ = μλ(uλ) = inf
{ ∫
RN
(|∇v|2 + v2)dx: v ∈ H 1(RN ), ∫
RN
f ′(x,uλ)v2 dx = 1
}
,
where uλ is the minimal positive solution of (1.1)λ, can be achieved by some vλ > 0;
(ii) μλ > λ and μλ is strictly decreasing in λ, for λ ∈ (0, λ∗);
(iii) λ∗ is finite.
Proof. (i) It is easy to see that 0 < μλ < ∞. Let {vn} ⊂ H 1(RN) be a minimizing sequence
of μλ, i.e.
∫
RN
f ′(x,uλ)v2n dx = 1 and
∫
RN
(|∇vn|2 + v2n)dx → μλ, as n → ∞.
Then {vn} is bounded in H 1(RN). Without loss of generality (at least by choosing a subsequence)
we can assume that, for some vλ ∈ H 1(RN),
vn ⇀ vλ weakly in H 1
(
RN
)
,
vn → vλ almost everywhere in RN,
vn → vλ strongly in Lsloc
(
RN
)
for 2 s < 2N
N − 2 .
Hence,
∫
RN
(|∇vλ|2 + v2λ)dx  lim infn→∞
∫
RN
(|∇vn|2 + v2n)dx = μλ.
To prove that vλ achieves μλ, it suffices to show that
∫
f ′(x,uλ)v2λ dx = 1.
By (f1), for any ε > 0, there exists δ > 0 such that
∣∣f ′(x, t)− f ′(x,0)∣∣< ε for x ∈ RN, |t | δ,
and by Lemma 2.8, there exists R > 0 such that
∣∣uλ(x)∣∣ δ for |x|R,
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constant C > 0 such that ∣∣f ′(x,uλ)∣∣ C for x ∈ RN.
Then ∫
RN
f ′(x,uλ)|vn − vλ|2 dx
=
∫
BR
f ′(x,uλ)|vn − vλ|2 dx +
∫
RN\BR
f ′(x,uλ)|vn − vλ|2 dx
 C
∫
BR
|vn − vλ|2 dx + ε
∫
RN\BR
|vn − vλ|2 dx.
Since vn → vλ strongly in Lsloc(RN) for 2  s < 2N/(N − 2), {vn} is a bounded sequence
in H 1(RN), taking n → ∞, then R → ∞ and finally ε → 0, we obtain ∫
RN
f ′(x,uλ)v2λ = 1.
Therefore vλ achieves μλ. Clearly |vλ| also achieves μλ. Hence we may assume vλ  0 in RN
and vλ satisfies −v + v = μλf ′(x,uλ)v. Once again, by the maximum principle for weak
solutions we deduce that vλ > 0 in RN .
(ii) We will now prove that μλ > λ. Setting 0 < λ < λ′ and λ, λ′ ∈ (0, λ∗), by Theorem 2.6,
uλ′ > uλ as λ′ > λ. Noting that λ′ > λ, h(x) 0, f (x,uλ) > 0, and by (f4), we get
−(uλ′ − uλ)+ (uλ′ − uλ)
= λ′f (x,uλ′)− λf (x,uλ)+ (λ′ − λ)h(x)
= (λ′ − λ)f (x,uλ)+ λ′
(
f (x,uλ′)− f (x,uλ)
)+ (λ′ − λ)h(x)
> λf ′(x,uλ)(uλ′ − uλ). (2.9)
Multiplying (2.9) by vλ and integrating it over RN , we get
μλ
∫
RN
f ′(x,uλ)(uλ′ − uλ)vλ dx > λ
∫
RN
f ′(x,uλ)(uλ′ − uλ)vλ dx,
and then by (f3), this implies that μλ > λ.
Furthermore, let λ, λ′ ∈ (0, λ∗), λ < λ′; by (f4),∫
RN
f ′(x,uλ′)v2λ dx 
∫
RN
f ′(x,uλ)v2λ dx = 1,
so there exists 0 < t < 1 such that ∫
N
f ′(x,uλ′)t2v2λ dx = 1,
R
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μλ′  t2‖vλ‖2 < ‖vλ‖2 = μλ,
that is μλ is strictly decreasing in λ for λ ∈ (0, λ∗).
(iii) Fix any λ0 ∈ (0, λ∗), then λ < μλ < μλ0 < ∞ for all λ ∈ (λ0, λ∗) and this implies λ∗ <+∞. 
Remark 2.10. Let μλ(u) denote the number defined by
μλ(u) = inf
{ ∫
RN
(|∇v|2 + v2)dx: v ∈ H 1(RN ), ∫
RN
f ′(x,u)v2 dx = 1
}
,
where u is any positive solution of (1.1)λ, then from the proof of Theorem 2.9, μλ(u) also can
be achieved.
Finally, we show the existence of positive solutions of (1.1)λ for λ = λ∗.
Proposition 2.11. Let h(x) ∈ Cα(RN) ∩ L2(RN). The set of minimal positive solutions {uλ:
λ ∈ (0, λ∗)} of (1.1)λ is uniformly bounded in λ in H 1(RN)∩L∞(RN).
Proof. From Theorem 2.9,∫
RN
(|∇uλ|2 + u2λ)dx  μλ(uλ)
∫
RN
f ′(x,uλ)u2λ dx,
and also we have ∫
RN
(|∇uλ|2 + u2λ)dx = λ
∫
RN
(
f (x,uλ)uλ + h(x)uλ
)
dx.
By (f3) and Hölder’s and Young’s inequalities we deduce(
1 − λθ
μλ(uλ)
− 
2
λ
)
‖uλ‖2  λ2 ‖h‖
2
L2(RN)
for all  > 0. Taking  small enough so that(
1 − λθ
μλ(uλ)
− 
2
λ
)
> 0
and hence we have ‖uλ‖ C which shows that uλ is uniformly bounded in H 1(RN).
By elliptic regularity theory [13], we can deduce that {uλ: λ ∈ (0, λ∗)} ⊆ C2,α(RN) ∩
W 2,2(RN). Let λ ∈ (0, λ∗) and uλ be the corresponding minimal positive solution constructed in
Theorem 2.6.
By Theorem 2.6, uλ is increasing in λ. We only need to show that the set {uλ: λ0  λ < λ∗}
is uniformly bounded in L∞(RN) for fixed λ0 ∈ (0, λ∗).
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E(λ, k) is open. Denote by χk the characteristic function of E(λ, k). Let uλ,k = uλ ·χk . First we
prove {uλ,k} is uniformly bounded in λ ∈ [λ0, λ∗) in Lr(RN) for some r > p+ 1 and some fixed
k > 1.
The definition of μλ and μλ > λ imply that for all v ∈ H 1(RN),∫
RN
(|∇v|2 + v2)dx  μλ
∫
RN
f ′(x,uλ)v2 dx > λ
∫
RN
f ′(x,uλ)v2 dx. (2.10)
Following the arguments of [10, pp. 210–211], we set ζ(uλ,k) = ujλ,k and
ψ(uλ,k) =
uλ,k∫
0
(
ζ ′(s)
)2
ds = j
2
2j − 1u
2j−1
λ,k ,
then by (2.10),∫
RN
[(
ζ ′(uλ,k)
)2∣∣∇(uλ,k)∣∣2 + ζ 2(uλ,k)]dx > λ
∫
RN
f ′(x,uλ)ζ 2(uλ,k) dx,
and since∫
RN
[
ψ ′(uλ,k)
∣∣∇(uλ,k)∣∣2 + uλψ(uλ,k)]dx = λ
∫
RN
(
f (x,uλ)+ h(x)
)
ψ(uλ,k) dx,
we obtain
λ
∫
RN
f ′(x,uλ)ζ 2(uλ,k) dx
< λ
∫
RN
(
f (x,uλ)+ h(x)
)
ψ(uλ,k) dx +
∫
RN
(
ζ 2(uλ,k)− uλψ(uλ,k)
)
dx,
which means that
λ
∫
RN
f ′(x,uλ)u2jλ,k dx
<
j2λ
2j − 1
∫
RN
(
f (x,uλ)+ h(x)
)
u
2j−1
λ,k dx +
(
1 − j
2
2j − 1
) ∫
RN
u
2j
λ,k dx. (2.11)
From (f2), there exists A> 0 such that
f (x, t)−Atp
p
→ 0 as t → ∞ uniformly in x ∈ RN.t
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θ
), then 1
θ
− j22j−1 > 0, where θ is given in (f3). For ε ∈ (0, 1θ − j
2
2j−1 ), there
exists t0 > 1 such that ∣∣∣∣f (x, t)−Atptp
∣∣∣∣< ε if t  t0.
Choosing k  t0, we obtain
λ
∫
RN
f ′(x,uλ)u2jλ,k dx  λ
1
θ
∫
RN
Au
p−1
λ u
2j
λ,k dx + λ
1
θ
∫
RN
(
f (x,uλ)
uλ
−Aup−1λ
)
u
2j
λ,k dx
 λ1
θ
A
∫
RN
u
p+2j−1
λ,k dx − λ
1
θ
ε
∫
RN
u
p+2j−1
λ,k dx. (2.12)
From (f2) and h(x) ∈ L2(RN)∩LN2 (RN), by Hölder’s and Young’s inequalities, we obtain∫
RN
(
f (x,uλ)+ h(x)
)
u
2j−1
λ,k dx  (A+ ε)
∫
RN
u
p+2j−1
λ,k dx +C. (2.13)
Therefore, from (2.11)–(2.13),
λA
(
1
θ
− j
2
2j − 1 − ε1
) ∫
RN
u
p+2j−1
λ,k dx  C
∫
RN
u
2j
λ,k dx +C
 Ct−p+10
∫
RN
u
p+2j−1
λ,k dx +C,
where ε1 = εA( 1θ + j
2
2j−1 ). Choosing t0 > 1 large enough, we obtain
λA
(
1
θ
− j
2
2j − 1 − ε2
) ∫
RN
u
p+2j−1
λ,k dx  C, (2.14)
where C > 0 is independent of λ ∈ [λ0, λ∗). Obviously, p + 1 <p + 2j − 1 < 2NN−2 .
Second, we claim that {uλ,k} is uniformly bounded in λ ∈ [λ0, λ∗) in Lq(RN) for any q > 0.
Let i > 1, multiplying (1.1)λ by uiλ,k and integrating by parts, we obtain
4i
(1 + i)2
∫
RN
∣∣∇(u 1+i2λ,k )∣∣2 dx +
∫
RN
u1+iλ,k dx = λ
∫
RN
(
f (x,uλ)+ h(x)
)
uiλ,k dx.
From (f2), for k > 0 large, we infer by Hölder’s and Young’s inequalities that
λ
∫
N
(
f (x,uλ)+ h(x)
)
uiλ,k dx  C
( ∫
N
u
p+i
λ,k dx +
∫
N
u1+iλ,k dx
)
+C,
R R R
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4i
(1 + i)2
∫
RN
∣∣∇(u 1+i2λ,k )∣∣2 dx C
( ∫
RN
u
p+i
λ,k dx +
∫
RN
u1+iλ,k dx
)
+C
C
∫
RN
u
p+i
λ,k dx +C. (2.15)
Let ε > 0 be arbitrary, then there exists Cε > 0 such that for i > 2j − 1, by Young’s inequality,
we have
tp+i  εtp+i+2j−2 +Cεtp+2j−1, t  0. (2.16)
Applying the Sobolev inequality and Hölder’s inequality, and uλ,k ∈ H 1(RN), from (2.14)–
(2.16), we find
( ∫
RN
u
q
λ,k dx
)N−2
N
 C
∫
RN
∣∣∇(u 1+i2λ,k )∣∣2 dx
 C
∫
RN
u
p+i
λ,k dx +C
 C
(
ε
∫
RN
u
p+i+2j−2
λ,k dx +CεC
)
= C
(
ε
∫
RN
u1+iλ,k · up+2j−3λ,k dx +CεC
)
 εC
( ∫
RN
u
q
λ,k dx
)N−2
N
( ∫
RN
u
(p+2j−3) N2
λ,k dx
) 2
N +CεC,
where q = N(1 + i)/(N − 2), C,Cε > 0 are constants independent of λ ∈ [λ0, λ∗). Since (p +
2j − 3)N2 <p + 2j − 1 < 2NN−2 , by (2.14) and uλ,k > k in E(λ, k),( ∫
RN
u
(p+2j−3) N2
λ,k dx
)
 C(k)
∫
RN
u
p+2j−1
λ,k dx  C.
Hence {uλ,k} is uniformly bounded in λ ∈ [λ0, λ∗) in Lq(RN) for any q > 0.
Now we prove our result. We may assume that uλ is a solution of the linear equation
−u = gλ(x) ≡ λ
(
f (x,u)+ h(x))− u, x ∈ RN, λ ∈ [λ0, λ∗).
Let Bi(x) = {y ∈ RN : ‖y − x‖ < i} be a ball with center at x and radius i. From (f2), we
know that ‖gλ‖Lq(B2(x)), ‖u‖L2(B (x)) are uniformly bounded with respect to both x ∈ RN and2
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By Proposition 2.11, Lp estimates and Schauder estimates [13], we may verify that ‖uλ‖C2,α
is uniformly bounded in λ for any bounded domain. A diagonal process enables us to show
uλ → u∗ in C2(RN) as λ → λ∗, and u∗ solves (1.1)λ∗ .
3. Existence of the second positive solution
When λ ∈ (0, λ∗), we have shown that (1.1)λ has at least one positive solution by Theo-
rem 2.6, besides the minimal positive solution uλ of (1.1)λ, we need to show that (1.1)λ has
another positive solution by the variational method. In this section, we want to prove that (1.1)λ
has another positive solution in the form of Uλ = uλ + v¯λ, where v¯λ is a positive solution of the
following auxiliary problem:
{−v + v = λ(f (x,uλ + v)− f (x,uλ)) in RN,
v ∈ H 1(RN ), v > 0 in RN. (3.1)λ
For (3.1)λ, we define the energy functional J :H 1(RN) → R as follows:
J (v) = 1
2
∫
RN
(|∇v|2 + v2)dx − λ ∫
RN
(
F
(
x,uλ + v+
)− F(x,uλ)− f (x,uλ)v+)dx.
Lemma 3.1. If v ∈ H 1(RN) is a critical point of J , then v is a positive solution of (3.1)λ.
Proof. Suppose that J ′(v) = 0, then for all ψ ∈ H 1(RN), (J ′(v),ψ) = 0. Thus v is a weak
solution of −v + v = λ(f (x,uλ + v+) − f (x,uλ)) in RN. Using the monotonicity of f and
the maximum principle, we know that the nontrivial critical points of energy functional J are the
positive solutions of (3.1)λ. 
Lemma 3.2. If {vn} is a (PS)c-sequence for J , then {vn} is bounded in H 1(RN).
Proof. Let {vn} ⊂ H 1(RN) be a Palais–Smale sequence for J at level c ∈ R. From (1.2) and
having θ˜ satisfying 0 < θ¯ < θ˜ < 1/2, if n is large, we find that
c + o(1)(1 + ‖vn‖)
= J (vn)− θ˜
(
J ′(vn), vn
)
 1
2
‖vn‖2 − λθ¯
∫
RN
f
(
x,uλ + v+n
)(
uλ + v+n
)
dx
− θ˜‖vn‖2 + λθ˜
∫
N
(
f
(
x,uλ + v+n
)− f (x,uλ))v+n dx
R
K.-J. Chen, C.-C. Peng / J. Differential Equations 240 (2007) 58–91 73=
(
1
2
− θ˜
)
‖vn‖2 + λ(θ˜ − θ¯ )
∫
RN
f
(
x,uλ + v+n
)(
v+n − τuλ
)
dx − λθ˜
∫
RN
f (x,uλ)v
+
n dx

(
1
2
− θ˜
)
‖vn‖2 + λ(θ˜ − θ¯ )
∫
{v+n τuλ}
(
v+n − τuλ
)
f (x,uλ + τuλ) dx − λθ˜
∫
RN
f (x,uλ)v
+
n dx

(
1
2
− θ˜
)
‖vn‖2 − λθ¯
∫
RN
f (x,uλ + τuλ)uλ dx − λθ˜
∫
RN
f (x,uλ)v
+
n dx

(
1
2
− θ˜
)
‖vn‖2 − λθ¯C − λθ˜C
∥∥v+n ∥∥,
where τ = θ¯/(θ˜ − θ¯ ). Therefore, we deduce that {vn} is bounded in H 1(RN). 
Lemma 3.3. Assume (f1)–(f4) hold. Then there exist small β > 0 and α > 0 such that J (v) 
α > 0 for all v ∈ Sβ = {u ∈ H 1(RN): ‖u‖ = β}.
Proof. Since M = max{uλ: x ∈ RN } < ∞, f ∈ C1 and by (f2), we may verify that for any ε > 0
there exists Cε > 0 such that
f (x,uλ + t)− f (x,uλ)− f ′(x,uλ)t  εt +Cεtp, t  0.
From the definition of μλ and Sobolev embedding, we obtain
J (v) = 1
2
‖v‖2 − λ
∫
RN
(
F
(
x,uλ + v+
)− F(x,uλ)− f (x,uλ)v+)dx
= 1
2
‖v‖2 − λ
2
∫
RN
f ′(x,uλ)
∣∣v+∣∣2 dx
− λ
∫
RN
v+∫
0
(
f (x,uλ + t)− f (x,uλ)− f ′(x,uλ)t
)
dt dx
 1
2
‖v‖2 − λ
2
∫
RN
f ′(x,uλ)
∣∣v+∣∣2 dx − 1
2
λε
∫
RN
∣∣v+∣∣2 dx − 1
p + 1λCε
∫
RN
∣∣v+∣∣p+1 dx
 1
2
‖v‖2 − λ
2
μ−1λ ‖v‖2 −
1
2
λε‖v‖2 − λCε‖v‖p+1
= 1
2
μ−1λ (μλ − λ− λμλε)‖v‖2 − λCε‖v‖p+1.
Since μλ > λ by Theorem 2.9, we may choose ε > 0 small enough such that μλ −λ−λμλε > 0.
If we fix ε = (μλ − λ)/(2λμλ), then
J (v) 1μ−1λ (μλ − λ)‖v‖2 − λC‖v‖p+1.4
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Similar to Proposition 2.3, as to J , we have the following:
Proposition 3.4. Let {vn} ⊂ H 1(RN) be a (PS)-sequence for J . Then there exists a subsequence
(still denoted {vn}) for which the following holds: there exist an integer m 0, sequence of points
{yin} ⊂ RN for 1 i m, a solution v¯λ of (3.1)λ and solutions vi , for 1 i m, of (2.2) such
that as n → ∞,
vn ⇀ v¯λ weakly in H 1
(
RN
)
,
vn − v¯λ −
m∑
i=1
vi
(
x − xin
)→ 0 strongly in H 1(RN ),
J (vn) → J (v¯λ)+
m∑
i=1
I∞
(
vi
)
,
∣∣yin∣∣→ ∞, ∣∣yin − yjn ∣∣→ ∞, for 1 i = j m,
where we agree that in the case m = 0 the above holds without vi , yin.
Let us recall that w is a ground state solution of (2.2), S∞ = I∞(w) = sups0 I∞(sw) and let
e be a fixed unit vector in RN . The following estimates are important to find a path which lies be-
low the first level of the break down of (PS)c-condition. Here we use an interaction phenomenon
between 0 and w(x −R0e). See [1,4] for similar arguments.
Proposition 3.5. Assume (f1)–(f6) hold. Then
(i) there exists t0 > 0 such that J (tw(x −Re)) < 0 for all t  t0 uniformly in R  1;
(ii) there exists R0 > 1 such that supt0 J (tw(x −Re)) < S∞ for all R R0.
To give a proof of Proposition 3.5, we need some lemmas, similarly as in [1], we have
Lemma 3.6. There exist some constants C1, C2 and C3 > 0 independent of R  1 such that
(I)
∫
|x|1
w(x −Re)2 dx C1R−(N−1)e−2R for R  1,
(II)
∫
RN
e−μ|x|w(x −Re)2 dx  C2R−(N−1)e−2R for R  1,
(III)
∫
RN
e−μ|x|w(x −Re)p+1 dx  C3e−μR for R  1.
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Proof. (I) From (2.4), we have for R  1∫
|x|1
w(x −Re)2 dx 
∫
|x|1
a21
(|x −Re| + 1)−(N−1)e−2|x−Re| dx
 a21(R + 2)−(N−1)e−2R−2
∫
|x|1
dx
 C1R−(N−1)e−2R.
(II) From (2.4) again,∫
RN
e−μ|x|w(x −Re)2 dx  a22
∫
RN
e−μ|x|
(|x −Re| + 1)−(N−1)e−2|x−Re| dx
= a22
∫
RN
e−(μ−2)|x|
(|x −Re| + 1)−(N−1)e−2(|x−Re|+|x|) dx
 a22R−(N−1)e−2R
∫
RN
e−(μ−2)|x|
(
R
|x −Re| + 1
)N−1
dx.
We estimate the last integral. First, we observe that
e−(μ−2)|x|
(
R
|x −Re| + 1
)N−1
→ e−(μ−2)|x| as R → ∞ for all x ∈ RN.
For |x| R2 ,
e−(μ−2)|x|
(
R
|x −Re| + 1
)N−1
 e−(μ−2)|x|
(
R
R
2 + 1
)N−1
 2N−1e−(μ−2)|x|.
For |x| R2 ,
e−(μ−2)|x|
(
R
|x −Re| + 1
)N−1
 e−(μ−2)|x|RN−1
 2N−1e−(μ−2)|x||x|N−1.
Thus,
e−(μ−2)|x|
(
R
)N−1
 2N−1e−(μ−2)|x| max
{
1, |x|N−1} ∈ L1(RN ).|x −Re| + 1
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∫
RN
e−μ|x|w(x −Re)2 dx  a22R−(N−1)e−2R
( ∫
RN
e−(μ−2)|x| dx + o(1)
)
as R → ∞. Thus we have∫
RN
e−μ|x|w(x −Re)2 dx  C2R−(N−1)e−2R for R  1.
(III) Since |x +Re|R − |x|, we have
∫
RN
e−μ|x|w(x −Re)p+1 dx
 ap+12
∫
RN
e−μ|x|
(|x −Re| + 1)−(p+1)(N−1)/2e−(p+1)|x−Re| dx
 ap+12
∫
RN
e−μ|x|e−(p+1)|x−Re| dx
= ap+12
∫
RN
e−μ|x+Re|e−(p+1)|x| dx
 ap+12 e
−μR
∫
RN
e−((p+1)−μ)|x| dx.
Since we assume that μ ∈ (2,p + 1), we have
∫
RN
e−μ|x|w(x −Re)p+1 dx  C3e−μR for R  1.
The proof of this lemma is completed. 
Lemma 3.7.
(I) For all s > 0, t > 0 and x ∈ RN ,
F(x, s + t)− F(x, s)− F(x, t)− f (x, s)t  0.
(II) For any s0 > 0 and r0 > 0 there exists C4(s0, r0) > 0 such that for all s ∈ [s0, r0], t ∈ [0, r0],
F(x, s + t)− F(x, s)− F(x, t)− f (x, s)t  C4(s0, r0)t2.
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F(x, s + t)− F(x, s)− F(x, t)− f (x, s)t
=
t∫
0
(
f (x, s + τ)− f (x, τ )− f (x, s))dτ
=
t∫
0
(
f (x, s + τ)
s + τ (s + τ)−
f (x, τ )
τ
τ − f (x, s)
s
s
)
dτ
=
t∫
0
[(
f (x, s + τ)
s + τ −
f (x, s)
s
)
s +
(
f (x, s + τ)
s + τ −
f (x, τ )
τ
)
τ
]
dτ

t∫
0
(
f (x, s + τ)
s + τ −
f (x, τ )
τ
)
τ dτ
 0.
Thus we obtain (I).
To prove (II), we use (f5) again. There exists a constant C(s0, r0) > 0 such that
∂
∂r
(
f (x, r)
r
)
C(s0, r0) for all r ∈
[
s0
2
,2r0
]
, x ∈ RN.
Thus for s ∈ [s0, r0], τ ∈ [0, r0], we have
f (x, s + τ)
s + τ −
f (x, τ )
τ
=
s+τ∫
τ
∂
∂r
(
f (x, r)
r
)
dr

s0+τ∫
s0
2 +τ
∂
∂r
(
f (x, r)
r
)
dr  C(s0, r0)
s0
2
.
Thus we have
F(x, s + t)− F(x, s)− F(x, t)− f (x, s)t

t∫
0
C(s0, r0)
s0
2
τ dτ = C(s0, r0) s04 t
2 = C4(s0, r0)t2.
The proof of this lemma is completed. 
Now, we give the proof of Proposition 3.5.
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state solution of the limit problem (2.2).
(i) From (1.2), we see that F(x, t)/t1/θ¯ is monotone nondecreasing for t > 0, uniformly in
x ∈ RN , where 1/θ¯ > 2. Thus, for any bounded domain D ⊂ RN , there exist CD > 0 and t0 > 0
such that
F(x, t) CDt1/θ¯ for all x ∈ D, t  t0.
Since f (x, ·) ∈ C1[0,∞) and by (f4), we have f ′(x, t) is monotonically increasing, then
f (x, t1 + t2) f (x, t1)+ f (x, t2) for all x ∈ RN, t1, t2  0.
Therefore for t  t0, we have
J (twR) = 12 t
2‖wR‖2 − λ
∫
RN
(
F(x,uλ + twR)− F(x,uλ)− f (x,uλ)twR
)
dx
= 1
2
t2‖wR‖2 − λ
∫
RN
twR∫
0
[
f (x,uλ + s)− f (x,uλ)
]
ds dx
 1
2
t2‖wR‖2 − λ
∫
RN
F (x, twR)dx
 1
2
t2‖wR‖2 − λCDt1/θ¯‖wR‖1/θ¯
L1/θ¯ (D)
.
Since 1/θ¯ > 2, choosing t0 > 0 large enough, we have (i).
(ii) Since J is continuous in H 1(RN), there exists t > 0 such that for t < t ,
J (twR) < S
∞ for all R  0,
and from (i), J (twR) → −∞ as t → ∞ uniformly in R  1, then there exists t > 0 such that
sup
t0
J (twR) = sup
0tt
J (twR).
Then we only need to verify the inequality
sup
ttt
J (twR) < S
∞ for R large enough.
Straightforward computation gives us
J (twR) = t
2
2
‖wR‖2 − λ
∫
N
(
F(x,uλ + twR)− F(x,uλ)− f (x,uλ)twR
)
dxR
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∫
RN
(
F(x,uλ + twR)− F(x,uλ)− F¯ (twR)− f (x,uλ)twR
)
dx
= I∞(twR)− λ
∫
RN
(
F(x,uλ + twR)− F(x,uλ)− F(x, twR)− f (x,uλ)twR
)
dx
+ λ
∫
RN
(
F¯ (twR)− F(x, twR)
)
dx
 S∞ −Λ1 +Λ2,
where
Λ1 = λ
∫
RN
(
F(x,uλ + twR)− F(x,uλ)− F(x, twR)− f (x,uλ)twR
)
dx
and
Λ2 = λ
∫
RN
(
F¯ (twR)− F(x, twR)
)
dx.
We need to show that there exists a constant R0  1 such that
−Λ1 +Λ2 < 0 for all t ∈ [t, t]. (3.2)
Now we estimate Λ1 and Λ2. By (I) of Lemma 3.7,
Λ1 = λ
∫
RN
(
F(x,uλ + twR)− F(x,uλ)− F(x, twR)− f (x,uλ)twR
)
dx
 λ
∫
|x|1
(
F(x,uλ + twR)− F(x,uλ)− F(x, twR)− f (x,uλ)twR
)
dx.
Setting s0 = min|x|1 uλ(x), r0 = max{maxx∈RN uλ(x), t maxx∈RN w(x)} > 0 and applying (II)
of Lemma 3.7, we obtain
Λ1  λ
∫
|x|1
C4(s0, r0)(twR)
2 dx
 λC4(s0, r0)t2
∫
|x|1
w2R dx for all t ∈ [t, t].
From (I) of Lemma 3.6, we have for A = λC1C4(s0, r0)t2,
Λ1 AR−(N−1)e−2R. (3.3)
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Λ2 = λ
∫
RN
(
F¯ (twR)− F(x, twR)
)
dx
= λ
∫
RN
twR∫
0
(
f¯ (τ )− f (x, τ ))dτ dx
 λ
∫
RN
twR∫
0
e−μ|x|
(
ετ +Cετp
)
dτ dx
= λ
∫
RN
e−μ|x|
(
ε
2
(twR)
2 + Cε
p + 1 (twR)
p+1
)
dx
 λε t
2
2
∫
RN
e−μ|x|w2R dx + λCε
tp+1
p + 1
∫
RN
e−μ|x|wp+1R dx.
From (II) and (III) of Lemma 3.6, we have for B1 = λC2 t22 , B2 = λC3 t
p+1
p+1 ,
Λ2  εB1R−(N−1)e−2R +CεB2e−μR. (3.4)
Choosing ε0 > 0 so small that
ε0B1 <
1
2
A (3.5)
and we choose R0  1 so that
Cε0B2e
−μR < 1
2
AR
−(N−1)
0 e
−2R0 . (3.6)
Thus from (3.3)–(3.6), we obtain (3.2). This completes the proof of Proposition 3.5. 
Theorem 3.8. Assume (f1)–(f6) hold. Then (1.1)λ has two positive solutions as λ ∈ (0, λ∗).
Proof. We only need to prove that (3.1)λ has a positive solution. Set
γ = inf
g∈Γ maxt∈[0,1]
J
(
g(t)
)
,
where
Γ = {g ∈ C([0,1],H 1(RN )): g(0) = 0, g(1) = t0wR0}.
By Lemma 3.3 and Proposition 3.5, we deduce that
0 < α  γ < S∞.
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Proposition 3.4, we deduce that
γ = lim
n→∞J (vn) = J (v¯λ)+
m∑
i=1
I∞
(
vi
)
,
for some v¯λ, vi satisfying J ′(v¯λ) = 0 and I∞′(vi) = 0, for 1 i m.
By the strong maximum principle, we only need to prove v¯λ ≡ 0. In fact, we have
γ = J (v¯λ) α > 0 if m = 0; S∞ > γ  J (v¯λ)+ S∞ if m 1.
This implies v¯λ ≡ 0. 
4. Propositions and bifurcation
Denote by Q = {(λ,u): u solves (1.1)λ}, the set of positive solutions of (1.1)λ, λ ∈ (0, λ∗].
For each (λ,u) ∈ Q, let μλ(u) denote the number defined by
μλ(u) = inf
{ ∫
RN
(|∇v|2 + v2)dx: v ∈ H 1(RN ), ∫
RN
f ′(x,u)v2 dx = 1
}
,
which is the smallest eigenvalue of the following problem:
{
−v + v = μλ(u)f ′(x,u)v in RN,
v ∈ H 1(RN ), v > 0 in RN. (4.1)
Proposition 4.1. Assume (f1)–(f6) hold. Let (λ,u) ∈ Q and v be a non-negative supersolution of
(1.1)λ, then
v  u if μλ(u) > λ, v  u if μλ(u) < λ and v = u if μλ(u) = λ.
Proof. Let ψ  0, ψ ∈ H 1(RN). Then by (f4), we obtain
∫
RN
∇(u− v) · ∇ψ dx +
∫
RN
(u− v)ψ dx  λ
∫
RN
(
f (x,u)− f (x, v))ψ dx
= λ
∫
RN
u∫
v
f ′(x, t)ψ dt dx
 λ
∫
RN
f ′(x,u)(u− v)ψ dx. (4.2)
Consider the case μλ(u) > λ. Set ψ = (u− v)+. If ψ ≡ 0, then by (4.2) and the definition of
μλ(u),
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∫
RN
(|∇ψ |2 + |ψ |2)dx  λ ∫
RN
f ′(x,u)ψ2 dx
< μλ(u)
∫
RN
f ′(x,u)ψ2 dx

∫
RN
(|∇ψ |2 + |ψ |2)dx,
which is impossible. Hence ψ ≡ 0, i.e. u v in RN .
Consider the case μλ(u) < λ. We show then that the set G = {x ∈ RN : v(x) > u(x)} is a
proper subset of RN , otherwise let ψ = ωλ be a minimizer of μλ(u) and by (4.2),
μλ(u)
∫
RN
f ′(x,u)ωλ(v − u)dx =
∫
RN
∇ωλ · ∇(v − u)dx +
∫
RN
ωλ(v − u)dx
 λ
∫
RN
f ′(x,u)(v − u)ωλ dx,
which contradicts to the case μλ(u) < λ. Next we show that G is empty. If not, set ψ = (v−u)+
and for each n = 1,2, . . . , let Ωn = G∪{x ∈ RN : |x| n}. Consider the minimization problems
μλ,n(u) = inf
{∫
Ωn
(|∇v|2 + v2)dx: v ∈ H 10 (Ωn),
∫
Ωn
f ′(x,u)v2 dx = 1
}
.
Since Ωn ⊆ Ωn+1 ⊆ RN and ⋃∞n=1 Ωn = RN , we have μλ(u)  μλ,n+1(u)  μλ,n(u) and
limn→∞ μλ,n(u) = μλ(u). Hence for δ = (λ − μλ(u))/2, there exists n0 such that μλ,n(u) 
μλ(u)+ δ for n n0. Since
−ψ +ψ  λf ′(x,u)ψ in Ωn,
−ωλ,n +ωλ,n = μλ,n(u)f ′(x,u)ωλ,n in Ωn,
where ωλ,n is a minimizer of μλ,n(u) for n = 1,2, . . . , we have
μλ,n(u)
∫
Ωn
f ′(x,u)ωλ,nψ dx =
∫
Ωn
∇ωλ,n · ∇ψ dx +
∫
Ωn
ωλ,nψ dx
 λ
∫
Ωn
f ′(x,u)ψωλ,n dx,
then
μλ,n(u) λ, for n = 1,2, . . . .
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μλ,n(u) μλ(u)+ δ,
therefore
2δ = λ−μλ(u) δ,
a contradiction.
Consider the case μλ(u) = λ. Assume to the contrary that v − u ≡ 0 in RN . First we will
claim that
−(v − u)+ (v − u) = λf ′(x,u)(v − u) in RN. (4.3)
Otherwise, by (4.2),
−(v − u)+ (v − u) > λf ′(x,u)(v − u) in RN,
let ψ = ωλ be a minimizer of μλ(u),
∫
RN
∇(v − u) · ∇ωλ dx +
∫
RN
(v − u)ωλ dx > λ
∫
RN
f ′(x,u)(v − u)ωλ dx
= μλ(u)
∫
RN
f ′(x,u)(v − u)ωλ dx
=
∫
RN
∇ωλ · ∇(v − u)dx +
∫
RN
ωλ(v − u)dx,
a contradiction. Hence (4.3) holds.
From (4.3), we may assume that v(x) − u(x) has a fixed sign in RN . To see this, assume to
the contrary that G = {x ∈ RN : v(x) u(x)}  RN has positive measure. Set ψ = (u− v)+ and
use (4.3) to obtain
∫
G
(|∇ψ |2 + |ψ |2)dx = μλ(u)
∫
G
f ′(x,u)ψ2 dx.
Since G  RN , the above equality contradicts the monotonicity property of the smallest eigen-
value of the problem
−v + v = μf ′(x,u)v in G, v ∈ H 1(RN ),
with respect to the domain G.
If v(x)− u(x) 0 in RN , then by (4.3) and (4.2),
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∫
RN
f ′(x,u)(u− v)2 dx
=
∫
RN
(∣∣∇(u− v)∣∣2 + (u− v)2)dx
 λ
∫
RN
(
f (x,u)− f (x, v))(u− v)dx
= λ
∫
RN
f ′(x,u)(u− v)2 dx + λ
∫
RN
(
f (x,u)− f (x, v)− f ′(x,u)(u− v))(u− v)dx
= λ
∫
RN
f ′(x,u)(u− v)2 dx + λ
∫
RN
u∫
v
(
f ′(x, t)− f ′(x,u))(u− v)dt dx,
which is impossible unless v ≡ u. 
Proposition 4.2. Let (λ,u) ∈ Q, 0 < λ< λ∗. Then
(i) μλ(u) > λ if and only if u = uλ;
(ii) μλ(u) < λ if and only if u = Uλ = uλ + v¯λ, where v¯λ is any positive solution of (3.1)λ;
(iii) μλ(u) = λ is impossible.
Proof. (i) By Proposition 4.1, for each fixed λ > 0, solutions of (1.1)λ satisfying μλ(u) > λ (or
μλ(u) < λ) are unique, and then by Theorem 2.9, μλ(uλ) > λ, so (i) holds.
(ii) Since Uλ > uλ, then by Proposition 4.1, μλ(Uλ) < λ. Since solutions of (1.1)λ satisfying
μλ(u) < λ are unique, so we denote by Uλ the unique solution of (1.1)λ satisfying μλ(u) < λ,
and from that we know (3.1)λ has a unique solution v¯λ for λ ∈ (0, λ∗).
(iii) If μλ(u) = λ, we may use Proposition 4.1 with v = uλ to obtain u = uλ and μλ(uλ) = λ,
contradicting Theorem 2.9. 
Remark 4.3. Since μλ(Uλ) < λ, one may employ a similar argument to the one used for uλ to
show that Uλ is strictly decreasing in λ, λ ∈ (0, λ∗).
And when λ = λ∗, we have the existence of positive solution u∗ of (1.1)λ∗ in Section 2. Now
we show that u∗ is the unique positive solution of (1.1)λ∗ .
Lemma 4.4. For any g(x) ∈ H−1(RN), the problem
−w +w = λf ′(x,uλ)w + g(x), w ∈ H 1
(
RN
)
, (4.4)
has a solution, where uλ is the minimal positive solution of (1.1)λ, for λ ∈ (0, λ∗).
K.-J. Chen, C.-C. Peng / J. Differential Equations 240 (2007) 58–91 85Proof. Consider the functional
Φ(w) = 1
2
∫
RN
(|∇w|2 +w2)dx − 1
2
∫
RN
λf ′(x,uλ)w2 dx −
∫
RN
g(x)w dx.
From the definition of μλ, μλ > λ, Hölder’s inequality and Young’s inequality we have
Φ(w) = 1
2
∫
RN
(|∇w|2 +w2)dx − 1
2
∫
RN
λf ′(x,uλ)w2 dx −
∫
RN
g(x)w dx
 1
2
∫
RN
(|∇w|2 +w2)dx − λ
2μλ
∫
RN
(|∇w|2 +w2)dx − ∫
RN
g(x)w dx

(
1
2
− λ
2μλ
) ∫
RN
(|∇w|2 +w2)dx − ε
2
‖w‖2 − Cε
2
‖g‖2
H−1
=
(
1
2
− λ
2μλ
− ε
2
)
‖w‖2 − Cε
2
‖g‖2
H−1
 C‖g‖2
H−1 (4.5)
if we choose ε small.
Let {wn} ⊂ H 1(RN) be the minimizing sequence of the variational problem
d = inf{Φ(w): w ∈ H 1(RN )}.
From (4.5) we have
(
1
2
− λ
2μλ
− ε
2
)
‖wn‖2 Φ(wn)+ Cε2 ‖g‖
2
H−1
= d + Cε
2
‖g‖2
H−1 + o(1) as n → ∞.
By μλ > λ, we deduce that {wn} is bounded in H 1(RN) if we choose ε small. So we may suppose
that
wn ⇀ w weakly in H 1
(
RN
)
,
wn → w almost everywhere in RN,
wn → w strongly in Lsloc
(
RN
)
for 2 s < 2N
N − 2 .
By Fatou’s lemma
‖w‖2  lim ‖wn‖2.
n→∞
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∫
RN
λf ′(x,uλ)(wn −w)2 dx → 0 as n → ∞. (4.6)
By (f1) and Lemma 2.8, for any ε > 0, there exists R > 0 such that for |x| R, |f ′(x,uλ)| < ε
and there exists a constant C > 0 such that
∣∣f ′(x,uλ)∣∣ C for x ∈ RN.
Then
∫
RN
f ′(x,uλ)(wn −w)2 dx
=
∫
BR
f ′(x,uλ)(wn −w)2 dx +
∫
RN\BR
f ′(x,uλ)(wn −w)2 dx
C
∫
BR
(wn −w)2 dx + ε
∫
RN\BR
(wn −w)2 dx.
Since wn → w strongly in Lsloc(RN) for 2  s < 2N/(N − 2), {wn} is a bounded sequence in
H 1(RN), taking n → ∞, then R → ∞, and finally ε → 0, we deduce our claim.
From (4.6) we deduce that
∫
RN
f ′(x,uλ)w2n dx →
∫
RN
f ′(x,uλ)w2 dx
and ∫
RN
g(x)wn dx →
∫
RN
g(x)w dx
as n → ∞. Thus
Φ(w) = 1
2
∫
RN
(|∇w|2 +w2)dx − 1
2
∫
RN
λf ′(x,uλ)w2 dx −
∫
RN
g(x)w dx
 1
2
lim
n→∞
‖wn‖2 − 12 limn→∞
∫
RN
f ′(x,uλ)w2n dx − limn→∞
∫
RN
g(x)wn dx
= lim Φ(wn) = d = inf
1 N
Φ(w)
n→∞ w∈H (R )
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Φ(w) = d,
which gives that w is a solution of problem (4.4). 
Proposition 4.5. Let u∗ be a solution of (1.1)λ∗ . Then μλ∗(u∗) = λ∗. Moreover, u∗ is the unique
positive solution of (1.1)λ∗ .
Proof. Define F :R ×H 1(RN) → H−1(RN) by
F(λ,u) = u− u+ λ(f (x,u)+ h(x)).
Since μλ(uλ) > λ for λ ∈ (0, λ∗), it follows that μλ∗(u∗)  λ∗. If μλ∗(u∗) > λ∗, the equa-
tion Fu(λ∗, u∗)φ = 0 has no nontrivial solution. From Lemma 4.4, Fu maps R × H 1(RN)
onto H−1(RN). Applying the implicit function theorem to F we can find a neighborhood
(λ∗ − δ,λ∗ + δ) of λ∗ such that (1.1)λ possesses a solution uλ if λ ∈ (λ∗ − δ,λ∗ + δ). This
is contradictory to the definition of λ∗. Moreover, from Proposition 4.1, u∗ is the unique positive
solution of (1.1)λ∗ . 
Theorem 4.6. (λ∗, u∗) is a turning point in C2,α(RN)∩W 2,2(RN) and a turning-point bifurca-
tion occurs at λ = λ∗.
Proof. We prove that (λ∗, u∗) is a turning point in C2,α(RN) ∩ W 2,2(RN) by using an idea
in [15]. To this end, we need the following bifurcation theorem.
Bifurcation Theorem. (See [9].) Let X, Y be Banach spaces. Let (λ¯, x¯) ∈ R × X and let
G be a continuously differentiable mapping of an open neighborhood of (λ¯, x¯) into Y . Let
dimN(Gx(λ¯, x¯)) = dim span{x0} = 1 and codimR(Gx(λ¯, x¯)) = 1.
Let Gλ(λ¯, x¯) /∈ R(Gx(λ¯, x¯)). If Z is the complement of span{x0} in X, then the solutions
of G(λ,x) = G(λ¯, x¯) near (λ¯, x¯) form a curve (λ(s), x(s)) = (λ¯ + τ(s), x¯ + sx0 + z(s)), where
s → (τ (s), z(s)) ∈ R×Z is a continuously differentiable function near s = 0 and τ(0) = τ ′(0) =
z(0) = z′(0) = 0.
We define G :R ×C2,α(RN)∩W 2,2(RN) → Cα(RN)∩L2(RN) by
G(λ,u) = u− u+ λ(f (x,u)+ h(x)),
where C2,α(RN) ∩ W 2,2(RN) and Cα(RN) ∩ L2(RN) are endowed with the natural norms.
Then they become Banach spaces. We show that the Bifurcation Theorem [9] applies at
(λ∗, u∗). Indeed, from Remark 2.10 and Proposition 4.5, problem (4.1) has a solution φ1 > 0
in RN . φ1 > 0 ∈ C2,α(RN) ∩ W 2,2(RN) if h ∈ Cα(RN) ∩ L2(RN). Thus Gu(λ∗, u∗)φ = 0,
φ ∈ C2,α(RN) ∩ W 2,2(RN), has a solution φ1 > 0. This implies that dimN(Gu(λ∗, u∗)) =
dim span{φ1} = 1 and codimR(Gu(λ∗, u∗)) = 1 by the Fredholm alternative.
It remains to check that Gλ(λ∗, u∗) /∈ R(Gu(λ∗, u∗)). By contradictory, it would imply the
existence of v(x) ≡ 0 such that
v − v + λ∗f ′(x,u∗)v = −(f (x,u)+ h(x)).
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∫
RN
(f (x,u) + h(x))φ1 dx = 0. This is impossible
because f (x,u)+h(x) 0, f (x,u)+h(x) ≡ 0 and φ1(x) > 0 in RN . Applying the Bifurcation
Theorem [9] we conclude that (λ∗, u∗) is the turning point, near which the solutions of (1.1)λ∗
form a curve (λ∗ + τ(s), u∗ + sφ1 + z(s)) with s near s = 0 and τ(0) = τ ′(0) = 0, z(0) =
z′(0) = 0.
We claim that τ ′′(0) < 0 which implies that the bifurcation curve turns strictly to the left in
(λ,u) plane. Since λ = λ∗ + τ(s), u = u∗ + sφ1 + z(s) in
−u+ u− λ(f (x,u)+ h(x))= 0, u > 0, u ∈ C2,α(RN )∩W 2,2(RN ). (4.7)
Differentiate (4.7) in s twice we have
−uss + uss − λss
(
f (x,u)+ h(x))− λs(f ′(x,u)us)− λs(f ′(x,u)us)
− λ(f ′′(x,u)u2s + f ′(x,u)uss)= 0.
Set here s = 0 and use that τ ′(0) = 0, us = φ1(x) and u = u∗ as s = 0 we obtain
−uss + uss − τ ′′(0)
(
f (x,u∗)+ h(x))
− λ∗(f ′′(x,u∗)φ1(x)2 + f ′(x,u∗)uss)= 0. (4.8)
Multiplying
Gu(λ
∗, u∗)φ1 = 0
by uss , and (4.8) by φ1, integrating and subtracting the results we obtain
λ∗
∫
RN
f ′′(x,u∗)φ1(x)3 dx + τ ′′(0)
∫
RN
(
f (x,u∗)+ h(x))φ1(x) dx = 0
which immediately gives τ ′′(0) < 0. Thus
uλ → u∗ in C2,α
(
RN
)∩W 2,2(RN ) as λ → λ∗,
Uλ → u∗ in C2,α
(
RN
)∩W 2,2(RN ) as λ → λ∗.
The proof of the theorem is complete. 
Proposition 4.7. The set Q() = {(λ,u) ∈ Q: λ∗  λ   > 0} is bounded in [,λ∗] ×
C1,α(RN)∩H 1(RN).
Proof. If (λ,u) ∈ Q() with λ ∈ [,λ∗], it follows from Proposition 4.2, Remark 4.3, Proposi-
tion 4.5, that either u = uλ or u = Uλ. Since Uλ is strictly decreasing in λ and Uλ > uλ, we have
uU for any (λ,u) ∈ Q(). Therefore, we have
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∫
RN
(|∇u|2 + u2)dx = λ ∫
RN
(
f (x,u)u(x)+ h(x)u(x))dx
 λ∗
∫
RN
(
C
(
U2 +Up+1
)+ h(x)U)dx
 C1
for some constant C1 > 0, independent of u.
By Adams [2], Gilbarg and Trudinger [13, Theorems 8.32, 9.16], and the Sobolev embedding
theorem, for all 0 < α < 1,
‖u‖C1,α  C‖u‖W 2,qα
 C
(‖u‖Lqα + ∥∥λ(f (x,u)+ h(x))∥∥Lqα )
 C
(‖U‖Lqα + ∥∥U +Up + h∥∥Lqα )
 C2
for some constant C2 > 0, independent of u. The conclusion follows. 
Proposition 4.8. The solution set Q is unbounded in C2,α(RN)∩H 1(RN).
Proof. By Proposition 2.11, the set of minimal positive solutions {uλ} of (1.1)λ is uniform-
ly bounded in H 1(RN). We show that {Uλ: λ ∈ (0, λ∗)} is unbounded in H 1(RN). Since
Uλ = uλ + v¯λ, we only need to show that {v¯λ: λ > 0} is unbounded in H 1(RN). If not, then
‖v¯λ‖M (4.9)
for all λ ∈ (0, λ∗). We know from Proposition 4.7 that for any δ > 0, {Uλ: λ ∈ [δ,λ∗)} is bounded
in H 1(RN), we may assume λ ∈ (0, δ].
Choose λn ↓ 0 and let v¯λn be the corresponding solutions of (3.1)λn . Then v¯λn satisfies
‖v¯λn‖2 = λn
∫
RN
(
f (x,Uλn)− f (x,uλn)
)
v¯λn dx
 Cλn‖Uλn‖p‖v¯λn‖
 Cλn
for some constant C, independent of v¯λn , where we have used (4.9) and the boundedness of {uλn}
in H 1(RN). Hence, we have limn→∞ ‖v¯λn‖2 = 0. It implies that
lim
n→∞‖v¯λn‖L2 = 0. (4.10)
On the other hand, we notice that Uλ = uλ + v¯λ is strictly decreasing and uλ is strictly increasing
in λ. Therefore,
v¯λn  v¯δ for all n.
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‖v¯λn‖L2  ‖v¯δ‖L2 > 0 for all n, (4.11)
which contradicts (4.10).
Next we claim that {Uλ: λ ∈ (0, δ)} is unbounded in C2,α(RN). Otherwise, we suppose
‖Uλn‖C2,α M,
for all λn ∈ (0, δ), λn ↓ 0. The compact Sobolev embedding theorem and a diagonal process
allow us to extract a subsequence of {Uλn}, still denoted by {Uλn}, such that Uλn → U in C2(RN).
Then U would satisfy
−U +U = 0 in RN,
which implies U = 0.
However, by Remark 4.3 if follows that mn := meas{x ∈ RN : Uλn > Uδ} > 0. If mn → 0,
then by the Lebesgue’s dominated convergence theorem it results that
‖Uλn‖2 = λn
∫
RN
(
f (x,Uλn)+ h(x)
)
Uλn dx
= λn
∫
UλnUδ
+λn
∫
Uλn>Uδ
(
f (x,Uλn)+ h(x)
)
Uλn dx
 λn
( ∫
UUδ
(
f (x,U)+ h(x))U dx +Cmn
)
→ 0 as n → ∞.
Thus
‖v¯λn‖2 → 0,
which is a contradiction with (4.11). Therefore, we may assume that there exists α > 0 indepen-
dent of λn such that
meas
{
x ∈ RN : Uλn > Uδ
}
 α > 0 for all λn,
which would imply
meas
{
x ∈ RN : U >Uδ
}
 α > 0.
But U ≡ 0, a contradiction. This completes the proof. 
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