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1. Introduction
In [4], Green and Tao proved a celebrated result that the primes contain arbitrarily long non-trivial
arithmetic progressions. In fact, they proved a Szemerédi-type [8] result for primes:
If A is a set of primes with positive relative upper density, then A contains arbitrarily long arithmetic
progressions.
Thus if all primes are colored with k colors, then there exist arbitrarily long monochromatic arith-
metic progressions. This is a van der Waerden-type [9] theorem for primes. (The well-known van der
Waerden theorem states that for any k-coloring of all positive integers, there exist arbitrarily long
monochromatic arithmetic progressions.)
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Schur’s theorem asserts that for any k-coloring of all positive integers, there exist monochromatic x,
y, z such that x+ y = z. In this paper, we shall prove a Schur-type theorem for primes.
Theorem 1.1. Suppose that all primes are arbitrarily colored with k colors. Then there exist monochromatic
primes p1 , p2 , p3 such that p1 + p2 = p3 + 1.
There is no density type extension of Theorem 1.1 in the following sense: although there are one
half of primes in the form 3k+ 2, the equation p1 + p2 = p3 + 1 is not solvable with pi ≡ 2 (mod 3).
Furthermore, note that p1 + p2 = p3 + 1 is equivalent to p3 − p2 = p1 − 1. So motivated by the
Green–Tao theorem and Theorem 1.1, we propose the following conjecture:
Conjecture 1.1. Suppose that all primes are colored with k colors. Then for arbitrary l  3, there exist
monochromatic primes p0, p1, p2, . . . , pl such that p1, . . . , pl form an arithmetic progression with the dif-
ference p0 − 1.
Theorem 1.1 will be proved in the next section. Our proof uses a variant of Green’s method [3] in
his proof of Roth’s theorem for primes.
2. Proof of Theorem 1.1
Lemma 2.1. Suppose that the set {1,2, . . . ,n} is split into A1 ∪ A2 ∪ · · · ∪ Ak. Then there exists a constant
C1(k) > 0 such that ∑
1ik
∣∣{(x, y, z): x, y, z ∈ Ai, x+ y = z}∣∣ C1(k)n2
if n is suﬃciently large.
Suppose that 1,2, . . . ,n are colored with k colors. Let G be a complete graph with the vertex set
V = {v0, v1, . . . , vn}. Then we k-color all edges of G by giving the edge vsvt the color of t − s for
every 0  s < t  n. Clearly for 0  r < s < t  n, three vertices vr , vs , vt form a monochromatic
triangle if and only if {s− r, t− s, t− r} is a monochromatic Schur triple. And it is easy to see that one
monochromatic Schur triple is corresponding to at most n monochromatic triangles. Hence Lemma 2.1
immediately follows from the next lemma:
Lemma 2.2. Let G be a complete graphwith n vertices. If all edges of G are coloredwith k colors, then there exist
at least C ′1(k)n3 monochromatic triangles provided that n is suﬃciently large, where C ′1(k) > 0 is a constant
only depending on k.
Proof. Since G is a complete graph, G contains
(n
3
)
triangles. We use induction on k. There is nothing
to do when k = 1. Assume that k  2 and our assertion holds for any smaller value of k. Suppose
that the vertex set V of G is {v1, . . . , vn}. Then for every 1  s  n, by the pigeonhole principle,
there exist vertices vts,1 , . . . , vts,(n−1)/k and 1 cs  k such that the edge vsvts,1 , . . . , vsvts,(n−1)/k are
colored with the cs-th color, where x denotes the smallest integer not less than x. Let us consider
the
((n−1)/k
2
)
edges between vts,1 , . . . , vts,(n−1)/k . Suppose that at most (C
′
1(k − 1)/2k3)n2 of these
edges are colored with the cs-th color. Note there are at most (C ′1(k − 1)/2k3)n3 triangles containing
those (C ′1(k − 1)/2k3)n2 edges, since one edge belongs to at most n triangles. Then by the induction
hypothesis on k − 1, the remainder edges form at least
C ′1(k − 1)
(
n − 1
k
)3
− C
′
1(k − 1)
2k3
n3 
C ′1(k − 1)
3k3
n3
monochromatic triangles.
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tween vts,1 , . . . , vts,(n−1)/k are colored with the cs-th color. Thus we get at least (C
′
1(k − 1)/2k3)n2
monochromatic triangles containing the vertex vs . And there are totally at least
C ′1(k − 1)
6k3
n3
monochromatic triangles, by noting that every triangle is counted three times. 
Remark. We were told that in fact Lemma 2.2 is not new, although it seems not easy to ﬁnd a
source. Furthermore, we note that the upper bounds for the minimum number of monochromatic
Schur triples have been discussed in [5] and [6].
Corollary 2.1. Let A be a subset of {1,2, . . . ,n} with |A| (1− C1(k)/6)n. Suppose that A is split into A1 ∪
A2 ∪ · · · ∪ Ak. Then
∑
1ik
∣∣{(x, y, z): x, y, z ∈ Ai, x+ y = z}∣∣ C1(k)2 n2
provided that n is suﬃciently large.
Proof. Let A¯ = {1, . . . ,n} \ A. Then
∣∣{(x, y, z): x, y, z ∈ A1 ∪ A¯, x+ y = z}∣∣

∣∣{(x, y, z): x, y, z ∈ A1, x+ y = z}∣∣
+ ∣∣{(x, y, z): one of x, y, z lies in A¯, x+ y = z}∣∣

∣∣{(x, y, z): x, y, z ∈ A1, x+ y = z}∣∣+ 3| A¯|n.
Hence by Lemma 2.1 we have
∑
1ik
∣∣{(x, y, z): x, y, z ∈ Ai, x+ y = z}∣∣

∣∣{(x, y, z): x, y, z ∈ A1 ∪ A¯, x+ y = z}∣∣− 3| A¯|n
+
∑
2ik
∣∣{(x, y, z): x, y, z ∈ Ai, x+ y = z}∣∣
 C1(k)
2
n2. 
Let P denote the set of all primes. Assume that P = P1 ∪ P2 ∪ · · · ∪ Pk , where Pi ∩ P j = ∅ for
1 i < j  k. Let w = w(n) be a function tending suﬃciently slowly to inﬁnity with n (e.g., we may
choose w(n) = 14 log logn), and let
W =
∏
p∈P
pw(n)
p.
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κ = C1(k)
10000k
.
In view of the well-known Siegel–Walﬁsz theorem, we may assume that n is suﬃciently large so that
∑
x∈P∩[1,n]
x≡1 (mod W )
log x (1− κ) n
φ(W )
,
where φ is the Euler totient function. Let M = n/W and N be a prime in the interval [(2+ κ)M, (2+
2κ)M]. (Such prime N always exists whenever M is suﬃciently large.) Deﬁne
λb,W ,N(x) =
{
φ(W ) log(Wx+ b)/WN if x N and Wx+ b is prime,
0 otherwise.
Let
A0 = {1 x M: Wx+ 1 ∈ P}
and
Ai = {1 x M: Wx+ 1 ∈ Pi}
for 1 i  k. Deﬁne
ai(x) = 1Ai (x)λ1,W ,N(x)
for 0 i  k, where we set 1A(x) = 1 if x ∈ A and 0 otherwise. Clearly we have a0 = a1 + · · · + ak and
∑
x
a0(x) =
∑
1xM
λ1,W ,N(x) (1− κ)M
N
 1
2
− 3κ.
Below we consider A0, A1, . . . , Ak as the subsets of ZN = Z/NZ. Since M < N/2, if there exist
x, y, z ∈ Ai for some i ∈ {1,2, . . . ,k} such that x+ y = z in ZN , then we have p1 + p2 = p3 + 1 in Z,
where p1 = Wx+ 1 ∈ Pi , p2 = W y + 1 ∈ Pi , p3 = Wz+ 1 ∈ Pi . Thus in order to prove the theorem, it
suﬃces to show that
k∑
i=1
∑
x,y,z∈ZN
x+y=z
ai(x)ai(y)ai(z) > 0.
For a complex-valued function f over ZN , deﬁne f˜ by
f˜ (r) =
∑
x∈Z
f (x)e(−xr/N),
N
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√−1x . And for two functions f , g , deﬁne
( f ∗ g)(x) =
∑
y∈ZN
f (y)g(x− y).
It is easy to check that ( f ∗ g)˜= f˜ g˜ . Let 0< δ,  < 1/2 be two suﬃciently small real numbers which
will be chosen later. Let
R =
{
r ∈ ZN : max
1ik
∣∣a˜i(r)∣∣ δ}
and
B = {x ∈ ZN : x ∈ [−κN, κN], ‖xr/N‖ 2 for all r ∈ R},
where ‖x‖ = minz∈Z |x − z|. Here our deﬁnition of B is slightly different from Green’s one in [3,
p. 1629]. As we shall see later, this modiﬁcation is the key of our proof.
Lemma 2.3.
|B| |R|κN.
Proof. Assume that R = {r1, r2, . . . , rm}. Let d be the greatest integer not exceeding 1/ . Clearly we
have 1/d 2 since  < 1/2. Let
Gt1,...,tm =
{−κN/2 x κN/2: t j/d {xr j/N} < (t j + 1)/d for 1 j m},
where {α} denotes the fractional part of α. Clearly,
∑
0t1,...,tmd−1
|Gt1,...,tm | = κN.
Hence there exists a term of (t1, . . . , tm) such that
|Gt1,...,tm | d−mκN  mκN.
For any given x0 ∈ Gt1,...,tm , when x ∈ Gt1,...,tm , we have x− x0 ∈ [−κN, κN] and
∥∥(x− x0)r j/N∥∥ ∣∣{xr j/N} − {x0r j/N}∣∣ 1/d 2
for 1 j m. So Gt1,...,tm ⊆ x0 + B . This completes the proof. 
Lemma 2.4.
sup
r =0
∣∣λ˜b,W ,N(r)∣∣ 2 log logw/w
provided that w is suﬃciently large.
Proof. This is Lemma 6.2 of [3]. 
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Lemma 2.5. Suppose that |R|  κ−2 log logw/w. Then we have
sup
x∈ZN
a′0(x)
1+ 3κ
N
.
Proof. We have
a′0(x) = a0 ∗ β ∗ β(x)
 λ1,W ,N ∗ β ∗ β(x)
= N−1
∑
r∈ZN
λ˜1,W ,N(r)β˜(r)
2e(xr/N)
 N−1λ˜1,W ,N(0)β˜(0)2 + N−1 sup
r =0
∣∣λ˜1,W ,N(r)∣∣ ∑
r∈ZN
∣∣β˜(r)∣∣2
= N−1λ˜1,W ,N(0) + sup
r =0
∣∣λ˜1,W ,N(r)∣∣ ∑
r∈ZN
∣∣β(r)∣∣2
 1+ κ
N
+ 2 log logw
w|B| ,
where Lemma 2.4 is applied in the last step. Thus Lemma 2.5 immediately follows from Lemma 2.3. 
Lemma 2.6. (See Bourgain [1,2], Green [3].) Let ρ > 2. For any function f : ZN → C,
∑
r∈ZN
∣∣( f λb,W ,N )˜(r)∣∣ρ  C2(ρ)
(
N∑
x=1
∣∣ f (x)∣∣2λb,W ,N(x)
) ρ
2
where C2(ρ) is a constant only depending on ρ .
Proof. This is an immediate consequence of Theorem 2.1 and Lemma 6.5 of [3]. 
By Lemma 2.6, we have
∑
r∈ZN
∣∣a˜i(r)∣∣ρ  C2(ρ)
for ρ > 2 and 1 i  k. In particular,
∑
r∈R
δ3 
∑
r∈ZN
(
k∑
i=1
∣∣a˜i(r)∣∣3
)
 C2(3)k,
which implies that |R| C2(3)δ−3k.
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∣∣1− β˜(r)4β˜(−r)2∣∣ 3842.
Proof. By the deﬁnition of B , we have
∣∣1− β˜(r)∣∣= 1|B|
∣∣∣∣∑
x∈B
(
1− e(−xr/N))∣∣∣∣ 4π sup
x∈B
‖xr/N‖2  642.
So
∣∣1− β˜(r)4β˜(−r)2∣∣=
∣∣∣∣∣
3∑
j=0
β˜(r) j
(
1− β˜(r))+ β˜(r)4 1∑
j=0
β˜(−r) j(1− β˜(−r))
∣∣∣∣∣
 3842,
by noting that |β˜(r)| β˜(0) = 1. 
Lemma 2.8. For 1 i  k,
∣∣∣∣∣
k∑
i=1
∑
x,y,z∈ZN
x+y=z
ai(x)ai(y)ai(z) −
k∑
i=1
∑
x,y,z∈ZN
x+y=z
a′i(x)a
′
i(y)a
′
i(z)
∣∣∣∣∣ C3k
2
N
(
2δ−3 + δ 13 ),
where C3 is an absolute constant.
Proof. Clearly,
∑
x,y,z∈ZN
x+y=z
f1(x) f2(y) f3(z) = N−1
∑
r∈ZN
f˜1(r) f˜2(r) f˜3(−r).
Hence,
k∑
i=1
∑
x,y,z∈ZN
x+y=z
ai(x)ai(y)ai(z) −
k∑
i=1
∑
x,y,z∈ZN
x+y=z
a′i(x)a
′
i(y)a
′
i(z)
= N−1
k∑
i=1
∑
r∈ZN
a˜i(r)
2a˜i(−r)
(
1− β˜(r)4β˜(−r)2).
By Lemma 2.7,
∣∣∣∣∣
k∑
i=1
∑
r∈R
a˜i(r)
2a˜i(−r)
(
1− β˜(r)4β˜(−r)2)
∣∣∣∣∣
 3842k|R| sup
r
max
1ik
∣∣a˜i(r)∣∣3
 384C2(3)2δ−3k2,
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∣∣∣∣∣
k∑
i=1
∑
r /∈R
a˜i(r)
2a˜i(−r)
(
1− β˜(r)4β˜(−r)2)
∣∣∣∣∣
 2
k∑
i=1
∑
r /∈R
∣∣a˜i(r)∣∣2∣∣a˜i(−r)∣∣
 2 sup
r /∈R
max
1ik
∣∣a˜i(r)∣∣ 13
(
k∑
i=1
∑
r
∣∣a˜i(r)∣∣ 52
) 2
3
(
k∑
i=1
∑
r
∣∣a˜i(−r)∣∣3
) 1
3
 2C2(5/2)
2
3 C2(3)
1
3 δ
1
3 k.
We choose C3 = 384C2(3) + 2C2(5/2) 23 C2(3) 13 , then the lemma follows. 
Deﬁne
X =
{
x ∈ ZN : a′0(x)
κ
N
}
.
Then by Lemma 2.5, we have
1+ 3κ
N
|X | + κ
N
(
N − |X |) ∑
x∈ZN
a′0(x) =
∑
x∈ZN
a0(x)
1
2
− 3κ.
It follows that
|X |
(
1
2
− 6κ
)
N.
Note that supp(ai) ⊆ [1,M] and supp(β) ⊆ [−κN, κN], where
supp( f ) = {x ∈ ZN : f (x) = 0}.
Hence,
supp
(
a′i
)= supp(ai ∗ β ∗ β) ⊆ [−2κN,M + 2κN]
for 0 i  k. Thus we have
X ⊆ supp(a′0)⊆ [−2κN,M + 2κN].
Let A′0 = X ∩ [1,M]. Then
∣∣A′0∣∣ |X | − 4κN  (1− 20κ)M,
by recalling that (2+ κ)M  N  (2+ 2κ)M . Since
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we have
max
1ik
a′i(x)
κ
kN
for each x ∈ A′0. Let
Xi =
{
x ∈ A′0: a′i(x) = max
1ik
a′i(x)
}
.
Clearly A′0 = X1 ∪ · · · ∪ Xk . Let A′1 = X1 and
A′i = Xi \
(
i−1⋃
j=1
X j
)
for 2 i  k. Then A′1, . . . , A′k form a partition of A′0. Furthermore, for 1 i  k and each x ∈ A′i , we
have
a′i(x)
κ
kN
.
Thus by Corollary 2.1 and Lemma 2.8,
k∑
i=1
∑
x,y,z∈ZN
x+y=z
ai(x)ai(y)ai(z)
k∑
i=1
∑
x,y,z∈ZN
x+y=z
a′i(x)a
′
i(y)a
′
i(z) −
C3k2
N
(
2δ−3 + δ 13 )

k∑
i=1
∑
x,y,z∈A′i
x+y=z
(
κ
kN
)3
− C3k
2
N
(
2δ−3 + δ 13 )

(
κ
kN
)3 C1(k)M2
2
− C3k
2
N
(
2δ−3 + δ 13 ).
Finally, we may choose suﬃciently small δ and  with
−C2(3)δ−3k  κ−2 log logw/w
such that
2δ−3 + δ 13  C1(k)κ
3
24C3k5
,
whenever N is suﬃciently large. Thus
k∑
i=1
∑
x,y,z∈ZN
x+y=z
ai(x)ai(y)ai(z)
C1(k)κ3M2
2k3N3
− C1(k)κ
3
24k3N
 C1(k)κ
3
12k3N
− C1(k)κ
3
24k3N
> 0.
This completes the proof. 
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k∑
i=1
∑
x,z∈ZN
2x=z
ai(x)
2ai(z) = O
(
kφ(W )3 log(WN + 1)3
W 3N2
)
= o(N−1).
Hence in fact there exist three distinct monochromatic primes p1, p2, p3 satisfying p1 + p2 = p3 + 1.
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