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We study the complexity of scalar 2m th order elliptic two-point boundary-value
problems Lu=f, error being measured in the energy norm. Previous work on
the complexity of these problems has generally assumed that we had partial
information about the right-hand side f and complete information about the
coefficients of L. In this paper, we study the complexity of such problems when, in
addition to partial information about f, we have only partial information about the
coefficients of L. More precisely, we suppose that f has r derivatives in the Lp-sense,
with r&m and p # [2, ], and that L has the usual divergence form Lv=
0i, jm (&1) i Di (ai, j D jv), with a i, j being r i, j-times continuously differentiable,
where ri, j0. We first suppose that continuous linear information is available. Let
r~ =min[r, min0i, jm [ri, j&i]]. If r~ =&m, the problem is unsolvable; for r~ >&m,
we find that the =-complexity is proportional to (1=)1(r~ +m), and we show that a
finite element method (FEM) is optimal. We next suppose that only standard infor-
mation (consisting of function andor derivative evaluations) is available. Let
rmin=min[r, min0i, jm[ri, j]]. If rmin=0, the problem is unsolvable; for rmin>0,
we find that the =-complexity is proportional to (1=)1rmin, and we show that a
modified FEM (which uses only function evaluations, and not derivatives) is
optimal.  1999 Academic Press
1. INTRODUCTION
We are concerned with the computational complexity of linear boundary
value problems. These problems are specified by a linear elliptic operator
L of given order 2m and a function f, so that we want to find the function
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u satisfying Lu=f, along with (say) homogeneous Dirichlet boundary
conditions. In this paper, we will restrict our attention to the one-dimen-
sional case, i.e., two-point boundary-value problems defined over a finite
real interval. We shall study multidimensional problems, which involve
additional technical difficulties, in a future paper.
Previous work on the complexity of such problems has usually assumed
that we have complete information about the coefficients of the operator
L and partial information about the right-hand side f. Moreover, it is
generally assumed that the admissible f are a ball in a normed linear space,
and the available information about any f consists of linear functionals of f.
Using the terminology of information-based complexity (see, e.g., [6, p. 55ff.]),
we are trying to solve a linear problem. There is a rich body of results about
the complexity of linear problems; see [6, Sect. 4.5] for further discussion.
Using these tools, we have been able to determine the order of =-com-
plexity, as well as algorithms that are almost optimal (i.e., they compute an
=-approximation at cost proportional to the =-complexity).
To be specific, suppose that we measure error in the energy norm.
Suppose f has r derivatives (in the L2-sense), where r&m, with a given
a priori bound on the derivatives. We further assume that the coefficients
of L are as smooth as necessary. We then know the following results about
this problem:
(1) If continuous linear information is permissible, then the =-com-
plexity is proportional to (1=)1(r+m), and a finite element method (FEM)
is almost optimal.
(2) Suppose that only standard information (function or derivative
evaluations) is available; of course, this presupposes that r is big enough
for standard information to be well-defined. Then the complexity is propor-
tional to (1=)1r, and a modified FEM (or an FEM using quadrature) is
almost optimal.
For further discussion, see [7, Chap. 5].
However, in practice, the assumption that we have complete information
about L is usually unrealistic (except in very special cases, such as a dif-
ferential operator with constant coefficients). It is natural to study the
complexity of two-point boundary value problems for which we have only
partial information about L and about f. Note that since we are now
considering the dependence of u on both f and L, our problem is no longer
linear.
Some results along these lines were obtained in [8, 9]. Suppose that the
coefficients of L all have the same smoothness r as the right-hand side.
More precisely, the coefficients of L are r-times continuously differentiable
and f has r derivatives in the Lp-sense, where r&m and p # [2, ]. We
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further suppose that only standard information is allowed. (Again, the well-
definedness of standard information imposes further restrictions on r.)
Then once again, we find that the complexity is proportional to (1=)1r,
and an FEM using quadrature is almost optimal.
However, there is no reason to assume that the coefficients of L and the
function f all have the same number of derivatives. Moreover, we would
like to know the complexity for continuous linear information, as well as
for standard information. In this paper, we investigate these two topics.
As usual, we consider elliptic operators L in divergence form
Lv= :
0i, jm
(&1) i Di (a i, j D jv).
We now assume that each coefficient ai, j is ri, j -times continuously differen-
tiable (with ri, j0), and that f has r derivatives in the Lp-sense, where
p # [2, ] and r&m.
We first consider the case of continuous linear information. This infor-
mation may be determined adaptively. Let
r~ =min[r, min
0i, jm
[ri, j&i]].
Clearly, we have r~ &m. If r~ =&m, then the problem is unsolvable, i.e.,
the =-complexity is infinite for sufficiently small =. However, if r~ >&m, then
the following results hold:
v The =-complexity is proportional to (1=)1(r~ +m).
v If kr~ +2m&1, then a FEM of degree k is almost optimal.
Next, we study standard information, which may be determined adaptively.
Let
rmin=min[r, min
0i, jm
[ri, j ]].
Note that we will require rmin0 as a necessary condition for standard
information to be well-defined. If rmin0, then the problem is unsolvable.
However, if rmin>0, then the following results hold:
v The =-complexity is proportional to (1=)1rmin.
v If krmin+m&1, then a modified FEM of degree k is almost
optimal.
This modified FEM uses only function evaluations, even though both
function and derivative evaluations are permissible standard information
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operations. Thus we find that standard information consisting of function
evaluations alone is just as powerful as that which allows both function
and derivative evaluations.
Remark. It is well known that adaptive information is not much better
than nonadaptive information for linear problems; e.g., [6, p. 57ff.]. Our
problem is nonlinear, since the solution S([ f ; A]) depends nonlinearly
on A. This raises the possibility of adaptive information beating nonadaptive
information. Since the almost optimal algorithms (the FEM and the
modified FEM) use nonadaptive information, we see that adaptive infor-
mation is no stronger than nonadaptive information for our problem.
The complexity results above allow us to see the effect of the smoothness
of the various data making up our problem on the complexity. In particular,
let us consider the relative strength of continuous vs. standard information.
Previously, when we studied problems for which we had complete informa-
tion about L, we found that the asymptotic penalty for using standard
information instead of continuous linear information was unbounded, since
the complexity of the former was proportional to (1=)1(r+m), while that of
the former was proportional to (1=)1r. However, when we allow each
datum of the problem to have its own smoothness, no nontrivial relations
holds between the complexities for continuous and for standard informa-
tion. Indeed, let us consider two extreme examples:
(1) We first consider the case where
min
0i, jm
[ri, j&i]r.
Then the complexity for continuous linear information is proportional to
(1=)1(r+m), while the complexity for standard information is proportional
to (1=)1r. So in this case, continuous linear information enjoys the same
advantage over standard information as before.
(2) Next, we suppose that
ri, j=r (0i, jm).
Then the complexity is proportional to (1=)1r for both continuous and
standard information. Hence continuous linear information is no more
powerful than standard information.
These examples are the endpoints; anything in between can happen.
We close this Introduction by outlining the structure of the rest of this
paper. In Section 2, we give a precise definition of the class of problems to
be studied. In Section 3 we briefly recall the standard general techniques
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from [6] that will be useful in what follows. In Section 4, we establish our
results for continuous linear information. Finally, in Section 5, we prove
the results for standard information.
2. PROBLEM DESCRIPTION
In what follows, we assume that the reader is familiar with the usual
terminology and notations arising in the variational study of elliptic boundary
value problems, such as Sobolev spaces, norms, seminorms, inner products,
and the like. See [7, Chap. 5 and Appendix] for further details, as well as
the references cited therein. For any ordered ring X, we let X+ and X++
respectively denote the nonnegative and strictly positive elements of X, this
notation being used when X=R or X=Z. The ball of the normed linear
space X, centered at the origin and having radius R, will be denoted by
BR X ; we write BX for the unit ball of X. All O-, 0-, and 3-relations will
be independent of n and =. We will use C as a generic constant (independent
of n, =, f, and the coefficients of L), whose value may change from one place
to another. Where convenient, we shall use P, p, and  to respectively
denote O-, 0, and 3-relations.
Let I=(0, 1), and let m be a given nonnegative integer. For an
(m+1)_(m+1) matrix A=[ai, j ( } )]0i, jm of functions on I, we define
a differential operator LA by
LAv= :
0i, jm
(&1)i D i (ai, j D jv),
with D the derivative operator, and a bilinear form BA on H m0 (I )_H
m
0 (I )
by
BA(v, w)= :
0i, jm
|
I
ai, jD jvDi w \v, w # H m0 (I ).
In what follows, we will write
(v, w) =|
I
vw
for any (generalized) functions v and w such that this integral exists.
We are interested in elliptic two-point boundary-value problems. The
classical formulation of such a problem is to find, for f : I  R, a function
u: I  R such that
LAu= f in I,
(2.1)
(D ju)(0)=(D j u)(1)=0 (0 jm&1).
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The variational formulation is to find, for f # H&m(I ), an element u # H m0 (I )
such that
BA(u, v)=( f, v) \v # H m0 (I ). (2.2)
When f and A are sufficiently smooth, the classical and variational formu-
lations are equivalent. In this paper, we will study only the variational
formulation, since it is well-defined for a wider class of f and A.
Let us define a class A of coefficients for 2m th order elliptic operators,
depending on the following given parameters:
v positive constants # and #0 , with ##0 ,
v a set [ri, j]0i, jm of nonnegative integers,
v a set [Mi, j]0i, jm of positive reals, with Mi, j#0 for 0i, jm.
Then we say that A # A if the following conditions hold:
(1) The operator LA is strongly elliptic in I, i.e.,
(&1)m am, m(x)#0 \x # I.
(2) The bilinear form BA is uniformly weakly H m0 (I )-coercive, i.e., for
any v # H m0 (I ), there exists nonzero w # H
m
0 (I ) such that
BA(v, w)# &v&H m (I ) &w&H m (I ) . (2.3)
(3) For any indices i and j, the coefficient ai, j of the operator LA is
bounded in the C ri, j sense, i.e.,
&ai, j&Cr i, j (I )Mi, j .
Roughly speaking, A # A if (2.1) is a two-point elliptic boundary value
problem, the only novelty being that we require a ‘‘uniformity condition.’’
We next let r&m, p # [2, ], and M>0 be given parameters. Our
class of problem elements is then
F=BMW r, p(I )_A.
We define a solution operator S: F  H m0 (I ) by letting u=S([ f ; A]) iff u
satisfies (2.2), i.e., u is the variational solution to the Dirichlet problem
(2.1). The operator S is nonlinear. However, S([ f ; A]) depends non-
linearly only on A, i.e., for any fixed A, the operator S([ } ; A]) is a linear
operator. Hence we may use the generalized LaxMilgram Lemma
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[2, p. 112; 5, p. 310] to see that for any [ f ; A] # F, there exists a unique
solution u # H m0 (I ) to (2.2). Hence, the solution operator S is well defined.
Next, we need to define information for our problem. Letting
4i, j[C ri, j (I )]* (0i, jm)
denote the set of permissible information functionals for the coefficient
function ai, j and
4[W r, p(I )]*,
denote the set of permissible information functionals for the right-hand side f,
we let
L=4 _ _ .
0i, jm
4 i, j& .
We say that N is information (using L) if
N([ f ; A])=y=[ y1 , ..., yn],
with n=n( y), where either
yl=*l ( f ; y1 , ..., yl&1) for some *l ( } ; y1 , ..., yl&1) # 4
or there exist indices i, j # [0, ..., m] such that
yl=*l (ai, j ; y1 , ..., yl&1) for some *l ( } ; y1 , ..., yl&1) # 4i, j .
Note that for any l,
v whether to terminate at the l th step,
v whether to evaluate a functional of the right-hand side f or of some
coefficient ai, j ,
v which functional to evaluate
may all be determined adaptively, depending on the previously-calculated
y1 , ..., y l&1 .
The most important choices of information are the following:
(1) Continuous information L*. Here
4i, j=[C ri, j (I )]* (0i, jm)
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and
4=[W r, p(I )]*.
(2) Standard information Lstd. Here
* # 4i, j iff _x # I , t # [0, r i, j] such that *(w)=(Dtw)(x) (0i, jm)
and
* # 4 iff _x # I , t # [0, r&1p) such that *(w)=(Dtw)(x).
(The condition on t in the latter case is required by the Sobolev embedding
theorem.) Note that although the solution operator is well defined for any
r&m and any nonnegative [ri, j]0i, jm , standard information imposes
additional restrictions on r and [ri, j]0i, jm . Let
Y= .
[ f ; A] # F
N([ f ; A])
denote the set of all possible information values. Then an algorithm using
the information N is a mapping ,: Y  H m0 (I ).
We want to solve this problem in the worst case setting. This means that
the cardinality of information N is given by
card N=sup
y # Y
n( y),
and the error of an algorithm , using N is given by
e(,, N )= sup
[ f ; A] # F
&S([ f ; A])&,(N[ f ; A]))&Hm (I ) .
Our model of computation is the standard one studied in information-
based complexity:
(1) There is a fixed positive constant c such that for permissible
linear functional * and any function v defined on I, the cost of calculating
*(v) is c.
(2) Arithmetic operations and comparisons are done exactly, with
unit cost.
(3) Linear operations over H m0 (I ) are done exactly. For simplicity,
we shall assume that these operations have unit cost.
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For any information N and any algorithm , using N, we shall let
cost(,, N ) denote the worst case cost of calculating ,(N([ f ; A])) over all
[ f ; A] # F.
We now say that
comp(=)=inf[cost(,, N ) : N and , such that e(,, N )=]
is the =-complexity of our problem (i.e., the minimal cost of computing an
=-approximation) and an algorithm , using information N for which
e(,, N )= and cost(,, N)=3(comp(=))
is said to be an (almost) optimal algorithm.
3. SOME GENERAL REMARKS
Recall that the goal of this paper is to find the complexity of our class
of two-point boundary-value problems, as well as optimal algorithms, for
the classes of continuous and standard information. We do this by applying
the standard techniques described in, e.g., [6, Chap. 4], which we outline
here for convenience.
First, we determine a lower bound on the complexity. We do this as
follows. For information N, let
r(N )=inf
,
e(,, N )
denote the radius of information, i.e., the minimal error among algorithms
using N. Since r(N ) is often hard to directly evaluate, we use the inequality
r(N)d(N )2r(N ), (3.1)
where
d(N )=sup
y # Y
sup
[ f ; A], [ f ; A ] # N &1( y)
&S([ f ; A ])&S([ f ; A])&Hm (I )
is the diameter of information and
N&1( y)=[[ f ; A] # F : N([ f ; A])=y] \y # Y
is the set of problem elements sharing the same information. Let
r(n)=inf [r(N ) : card Nn]
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denote the n th minimal radius (of information). If we let
m(=)=inf [n # Z+ : r(n)=],
denote the =-cardinality number, then we immediately find that
comp(=)cm(=). (3.2)
Next, we determine an upper bound on the complexity that closely
matches the lower bound determined previously. This technique works if
r(:n)=3(r(n)) for any :>0, said condition holding (for example) when
r(n) is polynomial in 1n. We do this by first finding, for each n # Z+, an
algorithm ,n using information Nn of cardinality n whose cost is cn+3(n)
and for whose error we have an upper bound &(n), where &(n)=3(r(n)).
Then for any given =>0, we choose the minimal n such that &(n)==. Then
(,n , Nn) computes an =-approximation with cost O(cm(=)). Hence this
algorithm is optimal, and
comp(=)  cm(=).
One final remark before proceeding further: we allow ourselves one
slight change in notation. Since we will be interested in the complexity for
the classes L=L* and L=Lstd, we will explicitly show the dependence
of the complexity and the minimal radius on the class L of permissible
information functionals, writing comp(=, L) and r(n, L) in what follows.
4. COMPLEXITY FOR CONTINUOUS LINEAR INFORMATION
In this section, we study the complexity of our problem when continuous
linear information is permissible. We will show that the =-complexity of our
problem is proportional to (1=)r~ +m, where
r~ =min[r, min
0i, jm
[ri, j&i ]].
(We remind the reader that r~ &m.) In addition, we define the finite
element method (FEM) and give conditions that are necessary for the
FEM to be optimal.
As mentioned in Section 3, we first prove a lower bound on the n th
minimal radius.
Theorem 4.1.
r(n, L*)p\1n+
r~ +m
.
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Proof. In what follows, we will define A0 # A as the constant matrix
a0i, j={(&1)
m #0
0
if i=j=m,
otherwise.
(4.1)
First, we claim that
r(n, L*)pn&(r+m). (4.2)
We shall prove this by showing that our elliptic boundary-value problem
is at least as hard as the approximation problem whose solution operator is
the identity embedding
E : BM#0 W
r+2m, p(I ) & H m0 (I ) / H
m
0 (I ).
Let N be information of cardinality at most n for our boundary-value
problem, and let , be an algorithm using N. We define new information N0
for the approximation problem by letting
N0=N([LA0 } , A0]).
Of course, card N0card Nn. From (4.1), it follows that
&LA0 v&Wr, p (I )#0 &v&Wr+2m, p (I) \v # W
r+2m, p(I ).
Hence
e(,, N ) sup
f # BM W
r, p (I )
&S([ f ; A])&,(N([ f ; A]))&H m (I )
 sup
u # BM#0 W
r+2m, p (I ) & H 0
m (I)
&u&,(N0u)&H m (I )
r(n; L*; APPROX[BM#0 W
r+2m, p (I ) & H m0 (I ), H
m
0 (I )]),
the latter notation meaning the n th radius of information for the approxima-
tion problem. Letting d n denote the usual Gelfand width, see, e.g., [4, p. 401],
we thus find that
e(,, N )
M
#0
d n(BW r+2m, p(I ) & H m0 (I ), H
m
0 (I ))
 dn(BW r+m, p(I ), L2(I ))  n&(r+m).
Since N is arbitrary continuous linear information of cardinality at most n
and , is an arbitrary algorithm using N, we see that (4.2) holds, as claimed.
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We now claim that
r(n, L*)pn&(ri, j&i+m) (0i, jm). (4.3)
Indeed, choose i, j # [0, ..., m]. Let N be information of cardinality at most
n. We also let I$ be an interval whose closure is contained in the interior
of I. Choose f0 # BW r, p(I ) such that if u0=S([ f0 ; A0]) with A0 given by
(4.1), then there exists :>0 satisfying D ju0#: on I$. We obtain informa-
tion N0 whose cardinality is at most n, by letting N0 consist only of those
functionals of a0i, j that appear in N([ f0 ; A0].
For z # BMi, j&a0i, j (C
ri, j (I )) & ker N0 , define the matrix A (z) as
a~ i $, j $(z)={a
0
i $, j $+z
a0i $, j $
if (i $, j $)=(i, j ),
if (i$, j$){(i, j ).
(4.4)
Then for any such z, we have
[ f0 ; A (z)] # F and N([ f0 ; A (z)])=N([ f0 ; A0]).
Thus
d(N ) sup
z # BMi, j&a
0
i, j C
ri, j (I ) & ker N0
&S([ f0 ; A (z)])&S([ f0 ; A0])&H m (I ) .
Let us momentarily fix a choice of z # BMi, j&a0i, j C
ri, j (I ) & ker N0 , and let
u~ =S([ f0 ; A (z)]). One may easily check that
BA (z)(u0&u~ , v)=|
I
zD ju0Div \v # H m0 (I ). (4.5)
If we let
M*= max
0i, jm
Mi, j , (4.6)
then we find that
M* &u0&u~ &H m(I ) &v&H m (I )|BA (z)(u0&u~ , v)|
= } |I zD ju0Div } \v # H m0 (I )
=|(Di (zD ju0), v) |.
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Thus
M* &u0&u~ &Hm (I ) sup
v # H 0
m (I )
|(Di (zD ju0), v) |
&v&H m (I )
=&Di (zD ju0)&H&m (I )
C &zD j u0 &H&(m&i ) (I )
for some C, independent of z, n, and u0 . Since z # BMi, j&a 0i, j C
ri, j (I ) & ker N0
is arbitrary, we thus have
d(N )
C
M*
sup
z # BMi, j&a 0i, j
Cri, j(I ) & ker N0
&zD ju0&H &(m&i ) (I )
=
C(Mi, j&a0i, j)
M*
sup
z # BCri, j (I ) & ker N0
&zD ju0 &H&(m&i ) (I)

:C(Mi, j&a0i, j)
M*
sup
support z/I$
z # BC ri, j (I ) & ker N0
&z&H&(m&i ) (I )
p sup
z # BC 2
ri, j (I$ ) & ker N0
&z&H&(m&i ) (I$) .
Let I"//I$. For g # C ri, j (I"), we let 7g # C ri, j (I ) be an extension of g to all
of I for which support 7g/I$. This extension may be chosen so that
7: C ri, j (I")  C ri, j (I ) is a bounded operator. Now define continuous linear
information N1 of cardinality at most n on C ri, j (I") by
N1=N0 b 7.
Then
d(N )p2 sup
z # BC ri, j (I") & ker N1
&z&H &(m&i ) (I")
=d(N1 ; APPROX[BC ri, j (I"), H&(m&i )(I")]), (4.7)
the latter denoting the diameter of the information N1 for the problem of
approximating the embedding of BC ri, j (I") into H&(m&i )(I").
We claim that
r(N )pn&(ri, j&i+m). (4.8)
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Indeed, using (3.1), (4.7), and [4, Theorem 14.3.6], we find that
r(N )pdn(BC ri, j (I"), H&(m&i )(I"))
dn(BC ri, j&i+m(I"), L2(I"))
 n&(ri, j&i+m).
Since N is arbitrary continuous linear information of cardinality at most
n, we see that (4.8) implies that (4.3) holds. The theorem finally follows
from (4.2) and (4.3). K
Having established a lower bound for the n th minimal radius, we want
to find an algorithm using continuous linear information of cardinality n
whose error matches this lower bound. We shall show that an appropriately-
chosen finite element method (FEM) is optimal. Clearly, it suffices to consider
the case r~ >&m, since otherwise, we find that (e.g.) the zero algorithm is
optimal.
We first describe the FEM. For k # Z++, we let Pk denote the space of
polynomials of degree at most k. For l # Z++, we let
2 :=2l=[t0 , ..., tl ]
be a uniform partition of I, i.e.,
ti=
i
l
(0il ).
Let
S2=[v # H m0 (I ) : v| [ti , ti+1 ] # Pk for 0il&1]
denote a spline space of dimension
n2=dim S2=(k+1) l&m(l+1).
From [7, Lemma 5.4.2], it follows that we must have km.
Then the FEM of degree k using the partition 2 may be described as
follows: for [ f ; A] # F, find u2 # S2 satisfying
BA(u2 , v)=( f, v) \v # S2 . (4.9)
By the ‘‘inf-sup lemma’’ (see, e.g., [2, p. 290ff.]) and the conditions defining
F, there exists l* # Z++, independent of [ f ; A] # F, such that if ll*, then
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u2 is well-defined. Moreover, there is a positive constant C=C(#0 , #, M*)
such that
&u&u2&Hm (I )C inf
v # S2
&u&v&H m(I ) . (4.10)
We wish to express the FEM as an algorithm ,n using continuous linear
information Nn of cardinality n, where n  n2 . Before we can do this, we
let
xj=
j
n2+1
(1 jn2), (4.11)
and choose a basis [s1 , ..., sn2 ] for S2 by the condition
si # S2 satisfies si (x j)=$i, j (1i, jn2). (4.12)
If we write
u2(x)= :
n2
j=1
:jsj(x),
then
G:=;, (4.13)
where
gi, j=BA(sj , si )= :
0i $, j $m
(D j $sjDi $si , ai $, j $ ) (1i, jn2)
and
;i=( f, si ) (1in2).
For any i $, j $ # [0, ..., m], let *1; i $, j $ , ..., *ni $, j $ ; i $, j $ be the nonzero linear
functionals among [(D j $sjD i $ si , } ) : 1i, jn2], and let
n=n*(l) := :
0i $, j $m
n i $, j $+n2 .
Now the basis functions have ‘‘small supports,’’ i.e., the number of over-
lapping supports of the basis functions is independent of n2 . This implies
that the following hold:
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(1) n  n2 .
(2) Each entry of G and ; can be computed in constant time,
independent of n.
(3) The linear system (4.13) is banded, the bandwidth depending
only on k and m.
Using the uniform weak coercivity of BA , it easily follows that for ll*,
we can solve (4.13) in 3(n2) arithmetic operations using banded Gaussian
elimination without pivoting.
Allowing a slight abuse of notation, we now define information Nn by
Nn([ f ; A])=[( f, s1) , ..., ( f, sn2 ); Nn(A)],
with
Nn(A)=[*1; i $, j $ (ai $, j $), ..., *ni $, j $ ; i $, j $(ai $, j $) : 0i $, j $m].
For [ f ; A] # F and ll*, we know that there exists a unique u2 # S2
satisfying (4.9). Thus for [ f ; A] # F and nn*=n*(l*), we may write
u2=,n(Nn([ f ; A])).
The algorithm ,n and the information Nn define the finite element method.
From the remarks in the preceding paragraph, it is clear that
cost(,n , Nn)=cn+3(n),
the 3-factor depending only on k and m.
The error of the FEM is given by
Theorem 4.2. Let
kr~ +2m&1, (4.14)
where
r~ =min[r, min
0i, jm
[ri, j&i]]>&m.
For nn*, the error of the FEM using finite element information of
cardinality n satisfies
e(,n , Nn)  \1n+
r~ +m
.
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Before proving Theorem 4.2, we recall a standard approximation result
for spline spaces. For v # H m0 (I ), let
(62v)(x)= :
n2
j=1
v(xj ) sj (x), (4.15)
denote the S2-interpolant of v.
Lemma 4.1. Let v # H m0 (I ) & H
s(I ) and let 2 be a uniform partition of I.
There exists a constant C, independent of v and 2, such that
&v&62v&H m (I )Cn&(min[k+1, s]&m) &v&H s (I ) .
Proof. See, e.g., [7, Lemma 5.4.3]. K
We are now ready to give the
Proof of Theorem 4.2. Let nn*. From Theorem 4.1, it clearly suffices
to establish that
e(,n , Nn)Pn&(r~ +m). (4.16)
Now let [ f ; A] # F and u=S([ f ; A]). From standard results on elliptic
regularity theory (such as [3, Theorem 17.2]) we know that u # H r~ +2m(I )
& H m0 (I ), and there is a constant C such that
&u&H r~ +2m (I)C & f &H r~ (I ) . (4.17)
Note that C depends (in a rather complicated manner) on #, #0 , r, and on
[Mi, j , ri, j ]0i, jm , but is independent of [ f ; A] and u.
Since (4.14) holds, we have
min[k+1, r~ +2m]&m=r~ +m. (4.18)
Using (4.10), (4.18), Lemma 4.1 (with v=u, k satisfying (4.14), and
s=r~ +2m), and (4.17), we have
&S([ f ; A])&,n(Nn([ f ; A]))&Hm (I )C &u&62u&H m (I )
Cn&(r~ +m) &u&H r~ +2m(I )
Cn&(r~ +m) & f &H r~ (I )
CM*n&(r~ +m),
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the latter since f # BMW r, p(I ), r~ r, and p2. Since [ f ; A] is an arbitrary
element of F, we immediately have (4.16), which establishes the desired
result. K
Using Theorems 4.1 and 4.2 and the discussion in Section 3, we immediately
have
Corollary 4.1. Suppose that continuous linear information is permissible.
Let
r~ =min[r, min
0i, jm
[ri, j&i]].
(1) If r~ >&m, then the following hold:
(a) The nth minimal radius is
r(n, L*)  \1n+
r~ +m
.
(b) The =-complexity is
comp(=, L*)  \1=+
1(r~ +m)
.
(c) If kr~ +2m&1, then the FEM of degree k using finite element
information of cardinality n  (1=)1(r~ +m) is optimal.
(2) If r~ =&m, then there exists positive =0 such that
comp(=, L*)= \=<=0 .
5. COMPLEXITY FOR STANDARD INFORMATION
In this section, we study the complexity of our problem when standard
information is permissible. We will show that the =-complexity of our
problem is proportional to (1=)rmin, where
rmin=min[r, min
0i, jm
[ri, j]]. (5.1)
(Note that by the Sobolev embedding theorem, the condition rmin0 is
necessary for standard information to be well defined.) In addition, we
define a modified finite element method and give conditions that are necessary
for the modified FEM to be optimal.
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As mentioned in Section 3, we first prove a lower bound on the nth minimal
radius.
Theorem 5.1. r(n, Lstd)pn&rmin.
Proof. Let N be information of cardinality at most n from Lstd. We
shall once again choose the special A0 # A that was defined by (4.1).
We first claim that
r(n, Lstd)pn&r. (5.2)
Indeed, define a new solution operator S0 : BW r, p(I )  H m0 (I ) by
S0 f=S([ f ; A0]) \f # BW r, p(I ).
For any information N of cardinality at most n, we define information N0
of cardinality at most n on BW r, p(I ) by
N0 f=N([ f ; A0]) \f # BW r, p(I ).
Clearly
r(N; S, F ) 12d(N; S; F)
1
2d(N0 ; S0 , BW
r, p(I )). (5.3)
It is easy to see that [7, Theorem 5.5.1], which was only done for the case
p=2, holds for arbitrary p as well; the same proof goes through with only
minor changes, so that
d(N0 ; S0 , BW r, p(I ))pn&r,
which, when combined with (5.3), yields
r(N; S, F )pn&r.
Since N is arbitrary information of cardinality at most n, we see that (5.2)
holds, as claimed.
We now claim that
r(n, Lstd )pn&ri, j (0i, jm). (5.4)
Indeed, choose i, j # [0, ..., m]. Let N be information of cardinality at most
n. Let I$//I. Choose a function u # H m0 (I ) such that D
ju>0 and D iu>0
in I$. Then there exists _>0 such that D ju_ and Di u_ in I$. Let
LA0 u=f. Without loss of generality, we may assume that f # BM W
r, p(I ),
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since we can divide f by & f &W r, p (I ) otherwise. We obtain information
N0 whose cardinality is at most n, by letting N0(a0i, j) consist solely of the
a0i, j -evaluations in N([ f ; A0 ]). Note that N0 may be adaptive information.
Choose z # C(I ) satisfying
support zI$,
z0,
&z&C ri, j (I )M i, j&|a0i, j |, (5.5)
N0(z)=0,
|
I$
zCn&ri, j ,
where C is independent of n, see, e.g., [1, pp. 301304]. Define the matrix
A (z) by (4.4), as in the proof of Theorem 4.1. It is easy to check that
[ f ; A0], [ f ; A (z)] # F
and
N([ f ; A0])=N([ f ; A (z)]).
Thus letting u~ =S([ f ; A (z)]), we have
d(N )&u&u~ &H m (I ) . (5.6)
As in the proof of Theorem 4.1, we once again have (4.5). Since support
zI$, we may use (4.5) with v replaced by u, the definition of M* from
(4.6), and (5.5) to see that
M* &u&u~ &Hm (I ) &u&Hm (I )|BA (z)(u&u~ , u)|= } |I$ zD juDiu }
_2 }|I$ z }
C_2n&ri, j .
Using this inequality, along with (3.1) and (5.6), we find that
r(N) 12d(N )pn
&ri, j.
Since N is arbitrary information of cardinality at most n and i, j # [0, ..., m]
are arbitrary, we see that (5.4) holds, as claimed.
The theorem follows from (4.2) and (4.3). K
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Having established a bound for the n th minimal radius, we want to find
an algorithm using standard information of cardinality n whose error
matches this lower bound. We shall show that a properly-chosen modified
FEM is optimal.
We first define the modified FEM. Recall that 2=2l is an equidistant
partition of I having meshsize 1l and S2 is the corresponding spline space
of degree k. For A # A, define a new bilinear form BA, 2 on H m0 (I ) by
BA, 2(v, w)= :
0i, jm
|
I
(62ai, j ) D j vDiw \v, w # H m0 (I ), (5.7)
where 62 is the S2-interpolation operator defined by (4.15). Then the
modified FEM of is defined as follows: for [ f ; A] # F, find u~ 2 # S2 satisfying
BA, 2(u~ 2 , v)=(62 f, v) , \v # S2 .
Our main tool for analyzing the modified FEM is Strang’s Lemma (see
[7, pp. 310312] for a proof of a version having slightly more restrictive
hypotheses).
Lemma 5.1. Suppose that there exists l** # Z++ such that for any
2=2l with ll** and any A # A, we have
|BA(v, w)&BA, 2(v, w)| 12# &v&H m(I ) &w&H m (I ) \v, w # S2 ,
(5.8)
where # is as in (2.3). Then for any ll** and any [ f ; A] # F, there is a
unique u~ 2 # S2 such that (5.7) holds. Moreover, there exists a positive
constant C, such that if u=S([ f ; A]) is the solution to (2.2), then
&u&u~ 2&H m(I)C inf
v # S2 _&u&v&H m(I)
+ sup
w # S2
\ |BA(v, w)&BA, 2(v, w)|&w&H m(I ) +
|( ff, w)&(62 f, w) |
&w&Hm (I) +& ,
the constant C being independent of 2 and [ f ; A].
We can show that the modified FEM is well-defined and establish an
error estimate:
Theorem 5.2. Let
krmin+m&1,
380 ARTHUR G. WERSCHULZ
where
rmin=min[r, min
0i, jm
[ri, j]].
(1) There exists an index l** such that for any ll** and any
[ f ; A] # F, there is a unique u~ 2 # S2=S2l such that (5.7) holds.
(2) For [ f ; A] # F, let u=S([ f ; A]) be the solution to (2.2). Then for
any ll**, we have the error estimate
&u&u~ 2&Hm (I )Cn&rmin2 , (5.9)
where the constant C is independent of 2 and [ f ; A].
Proof. We first prove (1). Note that for any A # A and any partition 2
of I, we have
|BA(v, w)&BA, 2(v, w)|
= } :
0i, jm
|
I
((ai, j&62ai, j ) D jvDiw) }
\v, w # H m0 (I ).
_ :
0i, jm
&a i, j&62 ai, j&C 0(I )& &v&H m (I ) &w&Hm (I )
But for any indices i, j # [0, ..., m], our choice of k and Lemma 4.1 imply
that
&ai, j&62ai, j&C0 (I )Cn&min[k+1, ri, j ]2 &a i, j&C r i, j (I )CMi, jn
&ri, j
2 .
Thus
|BA(v, w)&BA, 2(v, w)|Cn&rmin2 &v&H m (I ) &w&H m (I ) \v, w # H
m
0 (I ).
(5.10)
Choosing l** such that Cn&rmin2l** =
1
2 #, we see that condition (5.8) in Strang’s
Lemma holds. Thus for any ll** and any [ f ; A] # F, there is a unique
u~ 2 # S2 such that (5.7) holds. Thus (1) holds, as claimed.
We now prove (2). Let ll**, and let [ f ; A] # F. We again let u=
S([ f ; A]) and 2=2l . By our choice of k and Lemma 4.1, we find
&u&62u&Hm (I )Cn&min[k+1&m, rmin ]2 &u&H rmin+m (I )
Cn&rmin2 & f &H rmin&m (I )
CMn&rmin2 . (5.11)
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One more use of Lemma 4.1 yields that
|( f, w)&(62 f, w) |& f&62 f &L2(I ) &w&L2 (I )
Cn&min[k+1, r]2 & f &H r (I ) &w&L2 (I ) \w # S2
CMn&r2 &w&Hm (I ) . (5.12)
Next, note that (5.121) and the fact that u=S([ f ; A]) for [ f ; A] # F
imply that
&62u&H m (I )C &u&H m (I )C (5.13)
for constants C, independent of u and 2. Letting v=62u in (5.10), we find
that
|BA(62u, w)&BA, 2(62u, w)|Cn&rmin2 &w&H m (I ) \w # H
m
0 (I ).
(5.14)
Using (5.11), (5.12), and (5.14) in Lemma 5.1, we immediately have
&u&62u&Cn&rmin2 ,
as required. K
What information do we need to calculate the modified FEM? For
[ f ; A] # F and sufficiently fine 2, we write
u2(x)= :
n2
j=1
:jsj (x),
where the points x1 , ..., xn2 and the basis functions s1 , ..., sn2 are given by
(4.11) and (4.12), respectively. Then
G:=;, (5.15)
where
gi, j=BA, 2(sj , si )= :
1l$n2
0i $, j $m
ai $, j $(x$l)(sl$ , D j $sjDi $si ) (1i, jn2)
and
;i=(62 f, s i ) = :
1l$n2
f (xl$)(s l$ , si ) (1in2).
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Allowing a slight abuse of notation, we now define information N n of
cardinality n by
N n([ f ; A])=[ f (x1), ..., f (n2); N n(A)],
with
N n(A)=[(a i $, j $)(x$l ) : 1l$n2 , 0i $, j $m].
Since the basis fucntions have small supports, we find that the following
hold:
(1) n  n2 .
(2) Each entry of G and ; can be computed in constant time,
independent of n.
(3) The linear system (5.15) is banded, the bandwith depending only
on k and m.
Using (1) of Lemma 5.1, it easily follows that for ll**, we can solve
(5.15) in 3(n2) arithmetic operations using banded Gaussian elimination
without pivoting.
For [ f ; A] # F and sufficiently fine 2, it is clear that u~ 2 depends on
[ f ; A] only through the information N n([ f ; A]). Hence we may write
u~ 2=, n(N n([ f ; A])),
where , is an algorithm using N n . The algorithm , n and the information
N n define the modified finite element method. From the remarks in the
previous paragraph, it follows that
cost(, n , N n)=cn+3(n),
the 3-factor depending only on k and m.
Hence, using Theorems 5.1 and 5.2, we immediately have
Corollary 5.1. Suppose that standard information is permissible. Let
rmin=min[r, min
0i, jm
[ri, j]].
(1) If rmin>0, then the following hold:
(a) The nth minimal radius is
r(n, Lstd)  \1n+
rmin
.
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(b) The =-complexity is
comp(=, Lstd)  \1=+
1rmin
.
(c) If krmin+m&1, then the modified FEM of degree k of
cardinality n  (1=)1r is optimal.
(2) If rmin=0, then there exists positive =0 such that
comp(=, Lstd)= \=<=0 .
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