To address three-dimensional (3D) localization problems in the wireless sensor networks (WSNs) of mobile communications, a closed-form algorithm by utilizing hybrid information extracted from the received-signal-strength (RSS) with unknown signal powers and the angle-of-arrival (AOA) is proposed in this paper. Firstly, the distance of the target is expressed as the linear equation with respect to coordinates of target and trigonometric functions of angles. Then, the RSS measurement is rewritten as the ratios of distances between the target and different receiving sensors. Furthermore, the set of pseudo-linear equations for the location of target is derived with respect to the AOA and nonlinear RSS measurements. Under the condition of the small variance of measurements, the first-order Taylor expansion around the value of measurement is taken to the set of pseudo-linear equations and the first-order perturbation errors is also obtained. Finally, the solution of the target localization is derived utilizing the weighted least square (WLS). Theoretical analysis and simulation results show that the performance of proposed algorithm converge to the CRLB in the situation of the moderate measurement errors.
I. INTRODUCTION
The passive localization of an emitter, in which multiple sensors are used to receive signals and the AOA [1]- [3] , time difference of arrival (TDOA) [4] and RSS [5] - [8] extracted from the signals are utilized to estimate the location, has been applied in many fields such as radars, communications, surveillances, geological prospecting and global position systems (GPS). The target localization with unknown signal power is dependent on the information extracted from the TDOA, RSS and AOA measurements. The joint localization algorithms depend on RSS and AOA were discussed in paper [9] - [12] . This paper aims to locate the target using hybrid RSS and AOA measurements with unknown signal power.
The AOA localization algorithm, also known as the triangulation localization, is actually about the intersection The associate editor coordinating the review of this manuscript and approving it for publication was Qingchun Chen . localization problem of the spatial straight line from sensors to the target [1] , [2] . The paper [3] discussed the AOA localization algorithm in analytic expression, in which the pseudolinear equation of the target location is expressed by angles.
The target localization algorithm based on RSS that the location was estimated by measuring the multiple sensors' receiving signal powers emitted from the same target [5] , [6] , is classified into two types according to whether the emitting power is known. Two steps WLS estimation was proposed in paper [5] , and the estimation algorithm based on semidefinite programming (SDP) was presented in [6] . These algorithms could reach the CRLB with high SNR. The location also can be calculated based on RSS measurement with unknown transmit power and path loss exponent [7] , [8] .
For the localization with hybrid RSS and AOA measurements [9] - [12] , Chan et al. [9] proposed a 2WLS localization algorithm with intermediate variables. In his approach, the set of nonlinear equations for the hybrid RSS and AOA measurements with respect to the target location was rewritten as a set of linear equations for the intermediate variable in regard to the location so that the initial solution could be derived with WLS estimation. Furthermore, the constraint condition between the intermediate variable and the target location was utilized to obtain the final WLS localization solution. Through introducing a distance parameter, Tomic et al. [10] transformed the estimation problem with hybrid RSS and AOA measurements into a convex problem by applying appropriate SDP relaxation techniques. The localization could be realized by the convex optimization algorithm. And this approach was robust under the condition of unknown emitting power, but its computational complexity was high.
In the recent literature of Tomic et al. [11] , a closed form WLS was presented. Since only errors of RSS were considered when using weight values, the accuracy of localization was unable to reach the CRLB even with minor angular measurement error. With the distance from the target to each receiver as the intermediate variable, the paper utilized SDP to obtain the localization solution. The estimation accuracy is enhanced, but it still has high computational complexity. In literature [12] , Khan presented a closed-form solution with RSS and AOA measurements, but it was used in the 2D sense and cannot be used in the case of unknown transmit power. The paper [13] proposed a novel localization method based on RSS+AOA combined measurements by using polarized identity in 3D WSNs. The proposed scheme can work effectively in both cases of known and unknown target transmit power. And in literature [14] , Slavisa Tomic addressed the problem of simultaneous localization of multiple targets in 3D cooperative WSNs by linearizing the measurement models and formulating a sub-optimal estimator. But both of them were not weighted strictly according to optimal weights, so they are hard to reach the CRLB. By using novel error approximate expressions for both RSS and AOA measurement models, new estimators based on the least squares (LS) criterion were proposed in paper [15] . But these estimators would be transformed into mixed SDP, so its computational complexity is high. And we can see from figure 7 in reference [15] , this method also failed to reach the CRLB.
Inspired by [9] , the first-order perturbing term with respect to the ratio of distance is firstly derived by taking firstorder Taylor expansion in RSS measurement equations in this paper. Utilizing the priori information of AOA, the distance is expressed as a linear combination of sensors position and the target position, then, the nonlinear AOA measurement equations were rewritten as the set of linear equations with reference to the target location using the pseudo linear method. The set of nonlinear equations of hybrid AOA and RSS measurements about target location could be transformed to be linear equations and first-order perturbing term about the measurement errors of RSS and AOA without any intermediate variable, the closed-form solution could be derived by WLS which is weighted according to the variance of the firstorder perturbing term. In the presence of moderate measurement noise, the proposed method can converge to the CRLB.
In addition, the algorithm does not need the initial value and iterations to reach a desired result. Thus, the computational complexity is low.
The rest of this paper is structured as follows. The RSS and AOA measurement models are introduced in Section II. Section III describes the derivation of the proposed estimators in the case of cooperative localization with unknown emitting power and the performance analysis for proposed method. The simulation results and the computational complexity are shown in Section IV. Finally, Section V summarizes the main conclusions of this paper.
In this paper, italics represent scalars, lowercase boldface represents vectors, uppercase boldface represents matrices, and R M ×N represents the real matrix of M rows and N columns. diag (a) is a diagonal matrix with the diagonal elements of a. The operator (·) T denotes the matrix/vector transpose and the operator A −1 denotes the inverse of a square matrix A.
II. PROBLEM FORMULATION
Assuming the unknown location of the target is denoted by x = (x, y, z) T , K sensors are settled at the known locations
A. ANGLE MEASUREMENTS
The azimuth angle measurement θ k from the target to the kth sensor could be expressed as
where θ 0 k is the true azimuth angle from the target to the kth sensor, n θ k follows zero-mean Gaussian distribution with variance σ 2 θ , denoted by n θ k ∼ N 0, σ 2 θ . Assuming measurement noise of each sensor is uncorrelated, define the noise vector as n θ = n θ 1 , n θ 2 , · · · , n θ K T , and then we have E n θ = 0 and E n θ n θ T = σ 2 θ I. The elevation angle measurement ϕ k from the target to the kth sensor could be formulated as
where ϕ 0 k is the true elevation angle from the target to the kth sensor, n ϕ k follows zero-mean Gaussian distribution with variance σ 2 ϕ , denoted by n ϕ k ∼ N 0, σ 2 ϕ . Assuming measurement noise of each sensor is uncorrelated, define the noise vector as n ϕ = n ϕ 1 , n ϕ 2 , · · · , n ϕ K T , and then we have E (n ϕ ) = 0 and E (n ϕ ) (n ϕ ) T = σ 2 ϕ I.
B. RECEIVED SIGNAL STREGTH MEASUREMENTS
The receiving approach of RSS is shown in literature [5] . Assuming the power P k received by the kth sensor is expressed as
where η 0 is the unknown emitting source power, d k is the distance between the kth sensor and the target, α is a priori path loss parameter (PPLP), taken 2∼6 in general and 2 in free space, n β k is independent identical distribution (i.i.d.) Gaussian noise with zero mean and variance σ 2 s . To make σ 2 s as small as possible, the received power P k could be equal to the average value of several measurements, as shown in [9] .
To erase the effect of η 0 on localization algorithm, (3) is rewritten as
When the value of n β k − n β 1 is small, according to literature [7] ,
Define the normalized power ratio β 1k and the normalized constant ξ respectively as
Then, (5) could be replaced by
When the measurement noise is zero, the distance d 0 k from the target to the kth sensor is equal to the distance d 0 1 from the target to the 1th sensor multiplied by the normalized power ratio β 0 1k , i.e.
III. LOCALIZATION ALGORITHM A. PSEUDO LINEARIZATION OF NONLINEAR ANGLE MEASUREMENT
The equation of azimuth and elevation angle is pseudo linearized and the following equation is obtained [3] Fig. 1 demonstrates the geometrical relationships between the distances from kth sensor to the target d 0 k , k = 0, 1, · · · , K and their projections r k , z − z k , x − x k , y − y k on the XOY plane, the ZOY plane, the X axis and the Y axis respectively, which could be expressed as follows. As shown in Fig. 1 , the distance from the kth sensor to the target d 0 k could be denoted by (10) in (8), the linear equation of RSS with respect to the distances and angle measurements is derived as
The measurements can be expressed as the set of linear equations with respect to the location of the target, according to (9) , (12) , shown in matrix form as
where
The values of angles, distances and radial distances involved in (12) should be true. However, these true values can't be obtained in practical scenarios. The corresponding measurements are used to get the localization solution by LS, i.e.x
D. IMPROVED LOCALIZATION ALGORITHM
Since the measurement errors occur in all cases, the accurate solution cannot be obtained from (13) . Therefore, the WLS is considered to improve the algorithm.
In the measurements of azimuth angle in (1) and elevation angle in (2), the true values of angles can be rewritten as
Since the measurement errors are much less than the true value, the trigonometric function of the true value of angle can be expanded by the first-order Taylor expansion around the measured value of angle, and only first-order perturbation error is remained, that is.
Furthermore, the relationship between the true value and the measured value of the RSS ratio is that
Taking (14) and (15) into (12) and only keeping first-order perturbation error, the matrix expression is derived as
where A, b, x have the same meanings with the letter in (12), but use the measurements values of angles, distances and radial distances instead of the true value respectively.
The error vector is defined as ε
where ε θ , ε ϕ and ε β are the first-order perturbation errors of azimuth angle, elevation angle and RSS ratio respectively. When using the measurements instead of the true values, the measurement error vector is defined as n = n θ T , (n ϕ ) T , n β T T ∈ R (3K −1)×1 By analyzing the first-order perturbation in (12), we have
Therefore, substituting (17) into (16) , the error vector ε can be given as
Assuming the measurement error vector has the following statistical property
where, blkdiag (A, B) is a block diagonal matrix with the matrix A and the matrix B as elements. Obviously, we have the statistical property of the first-order linear perturbation entry as follow,
Then, the WLS solution, equivalent BLUE (Best Linear Unbiased Estimator [16] ) solution, can be obtained, i.e.,
The target localization algorithm flow with AOA and RSS measurements is expressed in Table 1 . 
E. ASYMPTOTIC PERFORMANCE ANALYSIS
According to measurement models (1-3), we can obtain the theoretical accuracy bound of target position estimation as follows (the detailed derivation is discussed in the appendix A)
When the measurement error is small, the analysis is as follows:
From (16), the WLS can be easy obtained (see appendix B for details) [16] :
Through detailed theoretical derivation(see appendix B for details)we can get:
So, when the noise level is small, the performance of our proposed algorithm can approximate to the CRLB.
IV. SIMULATIONS
To illustrate the effectiveness of the proposed method, this section gives the performance comparison of Chan and SR_WLS algorithm under different AOA and RSS measurement error, PPLP and target location. The details are as follows. As shown in above figures, the proposed WLS algorithm converges to the CRLB when the azimuth angle error and elevation angle error are both less than 1.5 • . The performance of localization is gradually deviate from the CRLB as the measurement errors increase.
A. THE PERFORMANCE ANALYSIS OF THE THREE LOCALIZATION ALGORITHMS WITH THE SAME MEASURING LOCATIONS AND THE DIFFERENT MEASUREMENT ERRORS

B. PERFORMANCE ANALYSIS FOR DIFFERENT NUMBER OF SENSORS
Simulation 2: the target location is at (0.5, 0.5, 0.5) km. The PPLP is expressed as α and the value is set to 3. The N sensors are allocated at the vertexes of an n-sided regular polygon with circumradius 1km on the XOY plane. The measurement errors are illustrated in each simulation. The results of 100000 times Monte Carlo simulations of several algorithms with different number of sensors are shown in Fig.5 .
As shown in Fig.5 , the accuracy of the proposed localization algorithm is improved and gets closer to the CRLB as the number of sensors increases. sensors are allocated at the vertexes of a regular hexagon with circumradius 1km on the XOY plane. The locations of target are shown in Table 2 . And the locations of sensors and the speed of target are the same as the parameters in simulation 1.
As shown in Table 2 , the RMSE of the proposed algorithm is very close to the CRLB wherever the target is when measurement error is not too high. The presented algorithm in this paper conducts strictly the weighted calculation according to residuals of the measurement errors but the algorithm proposed in [10] conducts the weighted calculation depended on the distances which are not the optimum weighted values. This is the reason why the presented algorithm is better than the algorithm proposed in [10] .
D. COMPARISON OF CUMULATIVE DISTRIBUTION FUNCTION
In this case, the angle measurement error is 1 • and other simulation parameters are the same as those in simulation 1. Fig.6.(a) and Fig.6.(b) show the CDFs of different localization algorithms under different RSS measurement errors. Comparing the cumulative distribution function (CDF) curves shown in Fig. 6 with 100000 times Monte Carlo simulations, we can see that the proposed algorithm has better localization performance than others. Table 3 expresses the computational complexity of these algorithms which is mainly decided by the computation of matrix calculation in (18), weighted values matrix Q calculation and WLS calculation in (23). Table 3 , the computational complexity of the proposed algorithm has the same order of magnitude with the algorithm proposed by Chan and is less than the SR_WLS.
E. COMPUTATIONAL COMPLEXITY ANALYSIS
As shown in
The simulation conditions are shown in Table 4 . The computer CPU is Pentium (R) Dual-Core CPU E5800, the memory is 6GB, the operating system is win7, and the simulation software is matlab R2018a. Table 4 shows the time spent in running 100000 Monte Carlo experiments by various methods. From Table 4 , we can see that the computation time of the proposed algorithm is slightly lower than that of Chan algorithm and far lower than that of SR-WLS algorithm, which proves the effectiveness of the proposed algorithm.
V. CONCLUSION
This paper proposed a closed-form analytical algorithm for the 3D localization using joint RSS and AOA measurements. This algorithm converts the complicated set of nonlinear equations with respect to measurements into the set of linear equations in regard to the location of the target. What's more, the closed-form localization is obtained by using the weighted LS. We can draw the conclusions according to the simulation results that the accuracy of the proposed algorithm is close to the CRLB when the angle measurement error is not too high. Therefore, we believe that this localization algorithm will be applied to the practical wireless communications field after further study.
APPENDIX
A. CRLB ANALYSIS
According to the statistical property of the measurement error (1) and (2), we have
where O K ×M is an K × M matrix with all zero elements. (3) is rewritten as
The set of all of the measurements is ζ = θ T , ϕ T , β T T , where θ = [θ 1 , · · · , θ K ] T , β = ln 10 [ln P 1 , · · · , ln P K ] T /10, ϕ = [ϕ 1 , · · · , ϕ K ] T . By the statistical properties of the measurement errors in (A1) and (A2), the conditional probability can be expressed as
where const. = (2π) (−3K )/2 σ −K θ σ −K ϕ σ −K β is a constant independent of the location parameter, and (x, η 0 ) represent the location parameter and power to be estimated respectively. The measurement equations can be expressed as
Therefore, the Fisher matrix can be constructed by
The CRLB of location parameters with respect to power is shown as
The CRLB of the localization is obtained from (A14), i.e.,
From (16) we can obtain the following optimization problem
The weighted least squares solution iŝ
and
When the measurement noise is small, from (17) we can get:
Putting (B5) into (18), yield
Putting (B6) into (18), yield
Putting (B7) into (18), yield
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