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1. INTRODUCTION 
The aim of this paper is to prove convexity and growth theorems for 
certain weighted means of subharmonic functions in the strip 
Sz = R” x { - 7c/2, 42). The results are analogous to those obtained in [ 163 
for a cone and extends partly results by Armitage and Fugard [2] for the 
strip. 
The convexity results are formulated in terms of convexity with respect 
to a family of functions. In this section we first digress to point out how 
these functions appear in a natural way in growth problems for subhar- 
monic functions in Q. 
If u is harmonic in Q, separation of the variables (a(~, y) = & [xl) f(y)) 
leads to 
f”(Y) + Q-(Y) =o (1.1) 
n-1 
W’(r) + - W(r) -k@(r) = 0. (1.2) 
r 
In order to find a comparison function for Phragmtn-Lindelbf problems 
with boundary values 0 it is required that f(77/2) =f( -rc/2) = 0 and 
f(y)>Owhen -7r/2<y<rc/2.Thisimpliesk=l andf(y)=Acosy,A>O. 
(That is, we have to pick the least eigenvalue of (1.1 ).) Now take, for k = 1, 
a solution CD, of (1.2) with @r(O) finite and positive. Then @r(IxI) cos y is 
harmonic in the strip, is zero at the boundary, and exhibits the 
Phragmen-Lindelof growth for subharmonic functions in 52 in the sense of 
LEMMA A. Let u be subharmonic in 52 with u(x, + 142) < 0. Assume 
u+k~)=4@~(bI)) as 1x1 --t W, uniformly when y E ( - 42, x/2). 
Then u<O in 52. 
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Here u(x, y) is defined when (x, y) E X? as lim sup u(<, ‘I) when 
(L v) + b, Y), (5, rl) E Q. u+ means max(u, 0). A proof of the lemma is 
found in Brawn [5]. 
The eigenfunctions of (1.1) and (1.2) have also been used in theorems on 
means of subharmonic functions in 51. Let II/ 1 be a solution of (1.2) such 
that Qil and +i are linearly independent. We state an equivalent for- 
mulation of Corollary 3 of Armitage and Fugard [2]: 
THEOREM B. Zf u is subharmonic in 52 and u < 0 at LX2, then 
5 u(ro, y) cos y do dy, r 
where r= {(qy); OER”, PER, (o(= 1, 1 y\ <n/2}, is convex on r>O with 
respect to the family A@,(r) + B+,(r). 
With given p, 0 < p < 1, we shall consider more general boundary con- 
ditions, for example 
4-G f 742) d cL4% 0) when XER”,X#O. (1.3) 
We will need a positive harmonic comparison function, which satisfies 
(1.3) with equality, so we look for a positive solution of (1.1) with 
f (n/2) = f ( -n/2) = 1 and f (0) = CL- ‘. These conditions imply 0 < k < 1 and 
we get, with 3, = & and p = cos(lx/2), 
We shall also use gJ y) = sin A(7c/2 - ) y ) ), which satisfies (1.1) for y > 0 
and y < 0. For later use we observe that 
f;(y)gl(y)-f,(y)g;(y)=constant, (1.4) 
where the constant equals i, in the interval y > 0 (and -I for y < 0). 
If ~$Jlxl) is a solution of (1.2) (with k = 3L2), chosen so that QA(0) = 1, 
then u(x, y) = Q1( 1x1) fA(y) is positive and harmonic in a (also at 
points where x = 0, cf. Brawn [S, p. 690]), and satisfies u(x, *n/2) = 
cos(a~/2) u(x, 0). 
@A is thus chosen so that r (n’z)-l@A(A-lr) is a positive multiple of 
ZcnlZjP l(r), the modified Bessel function of the first kind of order (n/2) - 1. 
(1.2) also has a solution YU,(r) such that r (n’2)- ’ YA(Z’r) is a positive mul- 
tiple of Kf,,zJ- l(r), the modified Bessel function of the third kind of order 
(n/2) - 1. If n B 2, !Pyn is unbounded at r = 0. We may normalize so that, if 
n#2, rne2 YU,(r) or, if n = 2, -(log r)-’ YU,(r) tends to 1 as r -+ 0. If n = 1, 
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Qi(r) = cash h and PA(r) = e I’. The properties of these Bessel functions 
are well known. In Section 3 we cite some results on them, which we need 
in later sections. 
A point to stress is that the boundary condition (1.3), via separation of 
variables, gives rise to two families of functions. The members of one family 
will serve as weight functions of our means, and these will be seen to be 
convex with respect to the other family. 
2. NOTATION 
Points of R”+ ’ are denoted (x, y) = (x, ,..., x,, y). If r > 0, we shall write 
u(r, y) for the value of the function u at the point (r, O,..., y). Spherical coor- 
dinates for XE R” are given by 
Lx = r, x, =rcosO,, 
xi = r cos 13~ n sin 0, for i = 2,..., n - 1 
j=l 
and 
n-1 
x, = r n sin 0, 
j=l 
Here 0 < 8,~ rc for i = l,..., n - 2 and 0 Q 8,- r < 27~. We shall also use the 
defined by x = rw. Then do = & de, ... de,- ,, where 
Laplacian of R”+’ takes the form 
n-la A=$+-- +‘s+ a2 
r ar r2 @’ 
where the Beltrami operator 6 is given by 
(2.1) 
(2.2) 
Here g, = 1 and gj = n{= j (sin t9,)’ for j = 2 ,..., n - 1, so g = IJ;:i gi. 
The unit sphere of R” is called S. The (n - 1 )-dimensional surface area of 
S is 
c, = s do = 27c”l’IJn/2) - ‘, n 3 2. 10) = 1 
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Further let 
T(r)= {(m,y)ER”+‘, IWI = 1, lyl <z/2} 
and write r( 1) = I? 
Let ZJ be subharmonic in 52. We shall be concerned with means 
L,(r) = L,(r, u), tl> 1, defined by 
forna2 
and 
We also let 
(with obvious interpretation if n = 1). When 1 < c1< co, u is supposed to be 
non-negative. Also let 
M(r) = M(r, 2.4) = s;p u(r0, y) 
and put M+(r) = max(M(r), 0). 
We recall that a function L(r) is said to be convex with respect to the 
family A@,(r) + BY>.(r), A, BE R, on the interval r > 0 if for any rl and r2, 
O<r,<r,, 
implies that 
WJ = A@,(ri) + BYE, i= 1,2, (2.3) 
L(r) d AQi,(r) + BYA for rl<r<rz. 
Solving for A and B in (2.3) we get 
W-1 d 4@l(r) Y,drd- @Jr21 Y,dr)) D-’ 
+ b(@,dr,) Yk) - @,dr) Yhl)) D-l, (2.4) 
where a = L(r,), b = L(r,), and D = G1(r,) YA(r,) - GA(r,) Vl,(r,). We will 
see below (3.3) that @,Jul, is an increasing function of r. Also YA > 0, so 
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the linear form in (2.4) of a and b has positive coeffkients. Thus if a or b 
increases, the right-hand side of (2.4) also increases. Hence, in the 
definition of convexity, (2.3) can be relaxed to 
L(ri) d A@,l(ri) + ByY,(r~), i= 1, 2. (2.5) 
3. SOME PROPERTIES OF Qi AND Y2 
It follows from the series representation of ZcniZjP, and the integral 
representation of Kcn,2j-, [ 17, pp. 77, 2061 that 
Qi and Y’, are positive on (0, a). (3.1) 
The formula (d/&)(tP’Z,(t))= tPVZv+,(t) [17, p. 791 shows that 
@A. increases on (0, co). (3.2) 
Also 
@A/ul, increases on (0, co), (3.3) 
since ~j.(t)/Yj.( t) is a positive multiple of I (n/2)- l(W/Ktnj2,- dW and the 
derivative of this function is positive by [17, p. 80, (19)]. We shall 
repeatedly use the asymptotic behaviour of ~j. and Yy,: 
cDn(t)/(eA’ t(’ -n)‘2) and YJ t)/(e -A’f(’ - @‘2) 
have finite positive limits as t + co. 
(3.4) 
This can be seen from the expansions of I, and K, [ 17, pp. 202-2031. 
Especially 
Z,(t)/(e’t-1’2) has a finite positive limit as t + co. 
Also [17, p. 80, (12)-(15)] gives that 
(3.5) 
YA(t) tnp2 (if n > 2) or Y,(t)/logf(ifn=2) 
has a finite positive limit as t + 0, t > 0. (3.6) 
Finally we will need 
@i(t) < C@,(t) (3.7) 
for large values of t, C being a constant. This follows from the formula 
21:(t)=Z,-,(t)+Z,+,(t) [17, p. 791 and (3.5). 
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4. STATEMENT OF RESULTS 
Let u be subharmonic in 52. We always assume that u is not identically 
- 00. Let I be a given parameter, 0 < A< 1. We first consider integral 
means under the boundary condition 
s;(Ua(rW,n/2)+Ua(rq -n/2))dw)l'u~cos~(j 
l/a 
u’(ro, 0) dw , 
s 
if n B 2, 
(4.1) 
( 
~(ZP(r,n/2)+U^(-r,n/2)+u”(r, -7c/2)+24”(-r, -7r/2)))va 
d cos y (zP(r, 0) + ua( -r, O))““, if n= 1. 
The simplest case occurs when 
24(x, in/2)<cos+(x,O). (4.2) 
THEOREM 1. Let u be subharmonic in 52 and satisfy (4.1) for r > 0. Then 
L,(r), a> 1, is convex with respect to the family A@,(r)+ BY’A(r), r>O. Zf 
a > 1, u is assumed to be non-negative. 
For I= 1, the theorem was proved by Armitage and Fugard 
[2, Corollary 3 and Theorem 7). The case n = 1, a = 1 was obtained earlier 
by Heins [ 111. Armitage and Fugard also gave convexity results involving 
means over the flat parts of 0. Very recently the same authors [3] 
obtained corresponding theorems for a cone. Similar results for a half-space 
was proved by Kuran [12]. 
When considering J( r ), 
24(x, *n/2) < cos ; sup U( 1x1 0,O) for x#O (4.3) 
laJ= I 
seems to be the natural boundary condition. 
THEOREM 2. Zf u is subharmonic in 52 and satisfies (4.3), then J(r) is con- 
vex with respect to the family A@,(r) + BYA( r > 0. 
The convexity implies 
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THEOREM 3. Let u be subharmonic in Q and satisfy (4.2) for x # 0 and 
assume ~(0, *n/2) < a. Then the limits 
lim L(r)l@,dr) and lim J(r)/@,(r) 
,-CC r-cc 
exist, possibly = 03. In particular, if n 2 2, L,(r)/@,(r) and J(r)/Ql(r) are 
non-decreasing functions of r. 
For 1= 1, the result of Theorem 3 for L, is part of [2, Theorem 73 and 
was proved earlier by Brawn [ 51. Theorems 1, 2, 3, and 5 have analogies 
for the cone, obtained in [ 161, the case n = 1 being considered before by 
Norstad [13]. It is obvious that 
= J(r) 
(This also holds for n = 1.) So the limits of Theorem 3 satisfy 
lim J(r)/@,(r). 
r-Pm (4.4) 
We shall prove below that (4.4) actually holds with equality, if u is 
spherically symmetric (so that u only depends on 1x1 and y) and the right- 
hand side of (4.4) is finite. Also we will see that these conditions imply that 
lim, + m M(r)/Qn(r) exists. This limit also exists under weaker assumptions. 
We shall prove 
THEOREM 4. Let u be subharmonic in Q with u(x, &z/2) < co for all 
x E R” and satisfy 
u(x, *~/2)$cos~M+(lxl,u) when x # 0. (4.5) 
If u is positive somewhere in Q, then 
lim M+(r)/@,(r) 
r-m 
exists and is positive, possibly = CO. 
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The corresponding result for the cone is due to Dahlberg [S]. Our proof 
is patterned on [15]. Relations between the limits discussed above are 
given by 
THEOREM 5. Let u be subharmonic and spherically symmetric in Sz and 
suppose that u satisfies the assumptions of Theorem 3. Also assume that 
u(x, y) = cO(@,(lxl)) as 1x1 + 00 (so that lim,, o. J(r)/Ql(r) < 00). Then 
(i) )!I L,(r)/@,(r) = ((z/2) tan(rcJ/2))“” ji% J(r)/GL(r). 
If u is positive somewhere in G?, then 
(ii) rlima M(r)/@,(r) exists= (cos(7142))PL rlima J(r)/Qn(r), 
while, if u < 0 in Q 
(iii) lim M(r)/@,(r) exists = lim J(r)/@,(r). 
r+m r-m 
If the spherical symmetry fails, Theorem 5 is not true. In fact, there is 
then no linear relation between the limits of (i). As an example we consider, 
if n = 1, u(x, y) = sinh ix fA(y) and, if n > 2, u(r, o1 ,..., l3-,, y) = 
r1 -PI’*) In,,(lr) cos 8, fA( y). It is not hard to verify that u is harmonic and 
satisfies (4.2) with equality. Further L,(r, u) = 0 but J(r, u)/Q1(r) has a 
finite positive limit by (3.5). Let v = aQl(r)fA( y) + bu. It is clear that, by 
proper choice of the constants a and b, we may obtain L,(r, v)/Qji(r) + A 
and J(r, v)/@>n(r) -+ B as r -+ co, where A and B are arbitrary, 
A < B(7~/2) tan(nl/2). The function v can also be used to provide a coun- 
terexample to (i) for arbitrary c1> 1. 
Similar results can be obtained for the cylinder. In Section 11 we state 
the analogue of Theorem 1. 
5. PROOF OF THEOREM 1 
The proof depends on two simple lemmas: 
LEMMA 1. Let u be subharmonic in 52 and U.S.C. (upper semicontinuous) 
in 0 and let a > 1. When LY > 1, u is supposed to be positive. Then 
( 
J1, u=(l-4 0, Y) dw) 
l/a 
4x, Y) = 
is subharmonic in Q and U.S.C. in 6. Here n 2 2. 
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LEMMA 2. If u, and I.+ are subharmonic and positive in a domain D and 
us c in . . . is 3 then so is (u” + ua)“Or. 1 2 
Proof of the Lemmas. The result of Lemma 1 is known at least in case u 
is harmonic and a = 1 (Armitage [ 1, p. 4521). 
It is clear that u is U.S.C. Also it is obvious that it suffices to prove 
the subharmonicity when u is C2. When Y=[x/ #O, Au= 
uF,+((n-l)/r)uL+$,. Since u is C2, 
and, ifa>l, 
v:,= (a- 1) v’-2a 
+vl-a I ur ~ ‘u:, do. S 
By the Cauchy-Schwarz inequality we get 
and analogously for vJy. Hence 
Av~vl-OL (5.1) 
If a = 1, it is easily seen that (5.1) holds with equality. According to (2.1) 
and (2.2) 
V LI-fly2Ay> -I zi-‘6u dw 
s 
= -iua~‘~~~~(~~)dB,-dB., 
=- ..-I& au -- 1 eJ=4d(j .,.de.- de, gj aej o,=o . ..& _ 1 J 1 J+l n I 
+(a-I)~f1J~zF2(-$)* dB,...dB,_,. 
j=l gj J 
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Here uj = 7c when 1 <j < n - 2 and a, _ 1 = 271. The second term is obviously 
non-negative and the first is zero since &gj = 0 for tI,= 0 or rr when 
j = l,..., n - 2. Finally &fg”-, is independent of 9,-, . 
Since {(x, y) E S2; x = 0, 1 yl< n/2} is polar and v is continuous on this 
set, u is subharmonic in $2. 
In the proof of Lemma 2, it is again sufficient to consider C* functions. 
By a straightforward differentiation and by means of the Cauchy inequality 
we obtain, with u = (us + u;)““, 
To prove the theorem we put, when (x, y) ED, 
if n > 2. 
wGY)= 1 
i 
( ) 
l/a 
S(Ua(x,y)+ill(-X,y)+UI(X, -y)+u”(-x, -y)) ) 
if n= 1. 
According to the lemmas, U is subharmonic in 52 and U.S.C. in Q (the value 
cc permitted at (0, *n/2)). The boundary condition (4.1) now reads (for 
all n) 
U(x, n/2) < cos(7rA/2) U(x, O), x # 0, (5.2) 
and, since U is an even function of y, 
Ll(r, U) = 2 p (g) 
) 
afn(Y) g,(Y) 4 
I 
n/2 Z!? qv-, Y)f,hJ) gJ.Y) 4% 
0 
where we have put U(r, y) = 2 - “OLq(r, y)fA( y). It is easy to check that 
L,(r, u) = L,(r, U), so the problem is now reduced to the function U. 
Proof in the C* Case. Assume first U to be C2 and, if u > 1, positive in 
8. Since @A and ul, satisfies (1.2) with equality, it then suffices to show that 
n-l 
L:(r)+- r Lb(r)-I*L,(r)>O for r>O. (5.3) 
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Differentiation under the integral sign and an application of the 
Cauchy-Schwarz inequality as in the proof of Lemma 1 shows that the left- 
hand side of (5.3) is greater than (or equal to) 
so it is sufficient to verify that 
2’/’ j;‘* q’- ‘( Ul:,. + I*U) g, dy (5.4) 
is non-positive. Now 2 “aU.t.V = q”fA + 2q’f >. + 4f; (where prime denotes 
differentiation with respect to y) so (5.4) equals 
[q’qa-‘fAgi,];‘*-(cc-l) “‘*q’-*(q’)*fAg,dy 
I 0 
s n/2 + 4 “-‘q’(fJgi.-fixg;) 4 0 
+ jon’* q”(fi + l*fJ g, 4, 
where the second term is interpreted as zero if c( = 1. Now g,(rr/2) = 0 and, 
since q is an even function of y, q’(r, 0) = 0. As f; + n’fj, = 0 we see, by use 
of (1.4) that the expression is at most 
Accp’[qu];/* = 2h-‘(U*(r, x/2) - uoL(r, O)(cos(nA/2))“), 
which is non-positive by (5.2). 
Proof in the General Case. In the general case, let L,(r, U) = 
A@,(r) + BYA for two fixed values of r, rl and r2, rl < r2. The aim is to 
prove that 
L,(r, U) < AQA(r) + BY,?(r) when rl<r<r2. (5.5) 
The first step is to approximate U by C* subharmonic functions U,, which 
also satisfy (5.2). In case c1= 1 we may assume that U is bounded below. 
Otherwise we replace U by max( U, -N), where N is a positive constant. 
This does not affect (5.2). If necessary we also replace U by its least har- 
monic majorant U, in {(x, y); rl -q < 1x1~ r2 + q, lyl < ~1, q > 0, to make 
U continuous in the interior of this set. The boundary condition (5.2) is 
still valid. Since U is integrable over T(r), L,(r, U,) + L,(r, U) as q + 0. 
The pointwise limit of convex functions with respect to a family is convex 
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with respect to the family. Hence it suffices to prove the theorem for U,. 
We suppress the dependence on r~ and call our function U. 
Since U is U.S.C. there are, if E > 0 is given, finitely many points (P), 7c/2), 
k = 1,2,..., K and a 6 > 0 such that every r in the compact set rl < r 6 rz 
satisfies )r - rck)l < 6 for some k and such that 
lb, Y) - Vk), 71/2)1 < 2c3 implies U(r, y) < U(rck), 742) + E. (5.6) 
Since U is continuous at y = 0 when rl Q [xl< r2 we may also take 6 so 
small that 
Im,.Y-U(4O)I<E if l(~,y)-(t,O)I <26. (5.7) 
Let U,(x,y)=U(x,y-6)-CE,XER”, -1]<y67c/2 (where a<~), for 
some positive constant C to be determined later. Then U, is subharmonic 
in an open domain D which contains an {y 3 O}. Also put V,(x, y) = 
UE(x, y) + C’&(y) QA(lxl), where C’ is chosen, depending on C, such that 
V,(x,y) > U(x, y-6) (and so positive if IX> 1) when rl < 1x1 <r,, 
0 6 y < 42. Now take a sequence of C2 subharmonic functions U,,, which 
decrease to V, on compact parts of D. We shall prove that U,,, satisfy (5.2). 
If x is fixed, rl 6 1x1 6 r2, then for some m = m(E, 1x1) 
UJX, n/2) < VE(X, n/2) + E. 
Now there is a k such that ) 1x1 - rck)l < 6. Since I( 1x1, 7c/2- 6) - 
(r (k), 7c/2)1 < 26 it follows from (5.6) that 
UJx, 71/2) < U(rck), 42) + (2 - C) E + CIECPJ lx/ ). 
Since @,J 1x1) fi( y) satisfies the boundary condition with equality, we get, 
using (5.2) and (5.7) 
UJX, 742) < cos(d/2)( YE(X) 0) + (C+ 1) E) + (2 - C) E 
= cos(d/2) VE(X, 0) + 42 + cos(742) - C( 1 - cos(n;l/2))). 
Choose C = (2 + cos(n42))/( 1 - cos(742)). Since U,,, is continuous and I’, 
is continuous at y = 0, we see by a compactness argument that there is an 
M such that 
UJX, 7q2) < cos(742) VJX) 0) d cos(742) UJX, 0) 
holds for all x, rl d 1x1 < r2, when m 2 M. 
We return to the main proof. From the construction of U,,, we observe 
that 
V:(r, y) = V(r, y - 6) + O(E) (5.8) 
409/118/l-15 
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uniformly as Y, 6 r d r2 and 0 d y d 7112. The U.S.C. of U at y = n/2 gives 
L:(rj, W, Y - 6)) < L:(ri, U) + E, i= 1, 2, 
if 6 is small, which we may assume. Thus, if m 2 m(s), by (5.g), 
La(ri, U,) 6 A@dri) + BYA + CO(E) < A,@,(ri) + B, Ulj.(r,), 
i = 1,2, where A, -+ A and B, + B as E + 0. Since the theorem is proved for 
the C* function 17, and (2.5) is satisfied we get 
LAr, Urn) dA,@Ar) + 4 ul,(r) for r, <r<r,. 
Since VE(x, y) > U(x, y - 6) we have as m -+ co 
My, U(x, y - 4) 6 A,@i.(r) + B, Ul,(r). 
Now, let E = E, JO and pick a corresponding sequence of 6 = dj 10 as j -+ co. 
Since U is integrable over T(r), we get (5.5). 
If c( = 1, it follows from what we have just proved that, with 
U,=max(U, --IV), L(r, U,) is convex with respect to A@, + BYi. The 
result is then obtained for U as N -+ co if L(r, U) is finite. Now suppose 
L(r,, U) = -cc for some r,,. We shall prove that this cannot occur unless 
u= -co. Assume L(r’,,, U) finite for some rb >r,, and let 
A,@).(r) + B, YU,(r) = L(r, U,) for r = ro, rb. Since L(r,, U,) decreases to 
--co and L(rb, U,) is bounded as N-+ 00, it follows from (2.4) that 
A,@>.(r) + B,Y’,(r) decreases to -cc when r is fixed, rE (r,,, rb). Thus 
L(r, U) = -co for these values of r. With Uf =max(U, 0), U= U+ - Up, 
we now have, since U+ is bounded and U- > 0, 
L(r, U) = jr u( w Y) g,dy) df3 dy 
Thus iI. U-(rw, y) do dy = cc when r E (ro, rb) and therefore also 
SK U-(x, Y) dx dy = co, where K is the set where r,, < 1x1 d rb, 1 y( < 742. So 
SK W, Y) dx 4 = - cc from which follows that U z -co in Q (cf. 
Cl&p. 501). 
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Remark. If we impose the stronger boundary condition (4.2) we may 
also obtain the theorem for n = 1 by means of a conformal mapping of the 
strip onto, for example, a half-plane. Norstad’s result implies that 
is convex with respect to AC? + Be-lx, from which the conclusion of our 
theorem follows. A similar remark applies to Theorem 2. 
6. PROOF OF THEOREMS 2 AND 3 
To prove Theorem 2, let U(x, y) = suplo, = i u( 1x1 o, y) when (x, y) E 0. 
It is then a routine matter to check that lim sup U(x, y) 6 U(x,, y,,) as 
(x, y) -+ (x0, y,,) and that the mean value inequality for u in Q carries over 
to U. Thus U is subharmonic and U.S.C. in 0. We also easily get J(r, U) = 
J(r, U) and the boundary condition (4.3) implies that U satisfies (4.2) for 
x ~0. Let h(r) be a linear combination of Qjn(r) and Y,(r) which equals 
J(r) for r=r, and r2, rl <r2. Applying the maximum principle to 
U(x, y) -/z(~x/)~~(JJ) we obtain, as in [16, Theorem 21, J(r) < h(r) for 
rt <r-cr2, 
In order to verify Theorem 3 we shall let rl -+ 0 in the inequality 
J(r)<h(r) just obtained. Here h(r) is given by the right-hand side of (2.4) 
with a = J(r,), b = J(r2). From the assumption ~(0, &n/2) < co we deduce 
that J(r) < some positive constant C as r -+ 0. 
First assume n > 2. Then ‘Y,(r,) + 00 as rl +O so we get 
J(r) < J(r,) @,dr)P1(r2) for r < r2, which implies the theorem in this case. 
If n = 1 it is also true that J(r)/@,(r) increases. We shall be content, 
though, with a weaker result which is enough for our purpose. We get as 
r, +O 
J(r) < @l(r) Ul,(r2) - @h2) Ul,(r) c + Ydr) - @k) 
\ 
Yk2) - @Jr*) Y2(r2) - @Jr2) 
J(rd. 
Since Qn(r) - Vi,(r) = sinh Ir > 0 this is the same as 
J(r) J(rd Ul,(r) 
@Ar) - y,dr) ’ @Jr,) - y,dr2) + @Jr) - y,dr) ’ 
yA(r2) 
- @k2) - Ul,(r2) ” 
(6.1) 
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which means that (J(r) - Y,(r) C)/(@,(r) - Y,(r)) increases with r and so 
the expression has a limit, possibly co, as r + co. But 
@i(r)/(@i.(r) - Y,dr)) --t 1 and 
Y,dr)/f@i(r) - YAr)) + 0 as r-co (6.2) 
so lim,, o. J(r)/GA(r) exists also when n = 1. The proof for L, is the same. 
7. PROOF OF THEOREM 4 
The Poisson integral in Q of a function f, defined on R” x {7c/2} and 
R” x { --n/2} has been investigated by Brawn [4,6, 71. If u is subharmonic 
in Sz with finite boundary values u(x, &n/2) at aQ, then 
u(x, y) = O(@,( 1x1)) as 1x1 -+ co, uniformly in y, is a sufficient condition for 
the Poisson integral of u to converge. It is then a harmonic function in Q, 
which majorizes u there (Brawn [6, p. 7481). Here Lemma A of Section 1 is 
used. 
Since we shall only consider the case when f(x, n/2) =f(x, -n/2) we 
write the Poisson integral in the form 
I w, Y, 5) f(5) e. R” 
Using the result of Brawn we note that 
i ~(x~Y~5)~1(151)~~=~;.(lxl)f~(Y). (7.1) RR 
P depends on lx - {l and y only, especially P(x, y, <) = P(0, y, x- <). 
The explicit form can be found in [7, p. 2651. To prove the theorem 
we first conclude from (4.5) by means of the maximum principle that 
M+(r) is an increasing function of r. Applying this to u(x, y) - 
@l(lxl)fA(~) M+(R)I@AW we get 
for r<R. (7.2) 
Thus u < 0 throughout Q or lim inf, _ a, M+(r)/@,(r) > 0. From (7.2) we 
also get 
lim sup M+(r)/@,(r) d (cos(~;1/2))-’ lim inf M+(r)/Q3,(r). (7.3) 
r-m r-02 
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Put m(r) = M+(r)/@,(u), m = lim inf m(r) and fi= lim sup,, m m(r). Now 
if m < co, so is FI according to (7.3). Then also m* = sup m(r)< co. We 
have O<m<% 6m* and shall prove that fi =m. 
Since now M+(r)= O(Q2(r)) as r+ 01) 
~(x,Y)6cos(~w) j mY,t)~+(l5l)dt 
R” 
in 52. Let jlr, =f P(x, y, 5) do(<) =p(x, y, t), do being the Lebesgue measure 
on 151 = t. Put mR=max m(r), rd R. Choose (x, y) = (xR, yR) so that 
4x,, YR)=mR@,(lxRI). Hence, by (7.1), 
mR jam P(XR, YR, t) @i(t) dt < jom P(xR, YR, t) m(t) @r(f) dt. 
Since @A and M+ are increasing we have 
@A(R) m(t) <- 
@i.(P) 
m(R) when p6tdR. 
Here p shall be fixed later. We also estimate 
i 
m* when t 2 R, 
m(t) < 
mR when O<t<p. 
Write ptxR9 YR, t) c@).(t) = q(t) for shortness. We get 
jRq(t)dt<(m*-mR)jZ q(t) dt. (7.4) 
P R 
Assume m < m* and choose R = R, + co as j -+ cc such that m(Rj) + m. 
Since mR + m* when R + co, we may suppose m(R) < mR( l -2a) when 
R = Rj, for some a > 0. Then 
so 
@,I(lxR 1) < @,(R)(l - 2a). 
We first note that this implies, for large values of R, 
lxRl <R-a. (7.5) 
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We may suppose that /xR 1 + cc as R --f cx, on some subsequence of (R,); , 
since otherwise (7.5) is trival. Let p(t) = t” ~‘z)i2eA’. By (3.4) 
cp(lx,I)<cp(RN-a) (7.6) 
for large values of R. Since q’(r) d Iv(r) < q(r) and cp is increasing when r 
is large we obtain by the mean value theorem that 
cp(R)-cp(lx,l)6(R-Ix,I)cp(R). (7.7) 
Thus (7.6) and (7.7) give (7.5). 
Now choose p = R - 6, 0 < b <a. If we can prove, for fixed 6, 
jcl q(t) dt/jR q( t ) dt < constant, independent of R, (73) 
R P 
we get from (7.4) and (3.4), as j + co, m* < me;‘. Letting b -+ 0 we obtain 
m* <m, a contradiction. So m =m* =rii. 
It remains to verify (7.8). Let hi(~,y)=j~~~<,~,<~ P(x,y, ~)@l(l~l)d[ 
and h2b,.v)=J ,i’,,R P(x,y, 5) QA(l<l) d& It suffices to show that 
h,(x, y) > Ch2(x, y) when 1x1 < R-a, 1 y( <n/2 with a constant C which is 
independent of R. But h, and h, are harmonic when 1x1 <R-b/2, 
lyl < 7c/2. The boundary values of h, are 30 and those of h, are 0 when 
y= +7r/2, 1x1 <R-b/2. So the inequality follows if h, B Ch, when 
1x1 = R - b/2, lyl < n/2. For such (x, y) 
=cDi(R-b) j P(O, Y, z) dz. 
IzI <W 
Now h(y) = slzl <b/Z P(0, y, z) dz is continuous and positive for 1 yl < rc/2 
and consequentely h(y) > some constant C, = C,(b) r 0. Further, by (7.1) 
h,(x,y)g j 
-I 
P(x, y, 4) @Al51 1 d5 < @,(R - b/2) , 
5 t R” 
so, using (3.4) again, we get with constants C, and C,, independent of R, 
h,(x, y) > C2 eAR(R- b)(1Pn)/2 and h,(x, y) d C,eAR(R - b/2)” n)‘2, 
if R 2 some R,. Thus (7.8) follows and we are through. 
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8. PROOF OF THEOREM 5(i) 
First assume n > 2. Since 
luh Y)l d C@A( I4 1 d GdY) @I( I-4 1 (8.1) 
for some constant C, we have lim,, o. J(r)/@,(r) = A < co. Also 
J(r) <A@,(r), so 
4% Y) G MA(Y) @A(b). (8.2) 
Let P, (with obvious arguments) denote the Poisson kernel for the domain 
Q,: 1x1 <R, lyl < 71/2. Then 
(PRCG Y> 5,742) 
+j pR(x,.h Rw, dR"+@w, rl)dodq (8.3) 
I- 
is harmonic and majorizes u in 52,. In the following we write P,(x, y, 5) 
for P,(x, y, t, TC/~) + P,(x, y, 5, - TC/~). We have 
H,(x, + z/2) < cos ; u(x, 0) < cos $ H,(x, 0). (8.4) 
Here H,(x, +71/2) = lim sup H,(z, y) as (z, y) --f (x, +rc/2) from inside QR 
and the first inequality follows from [9, p. 581. Thus H, satisfies (4.2) in 
Q,, so by (the proof of) Theorem 3 
L(r> HR)/@,('.)~~@> HRWA(R) for r<R. (8.5) 
Again the boundary value H,(Ro, q) means lim sup H,(z, y) as (z, y) 
tends to (Rw, q) from inside 52,. As above it follows that 
H,(Rw, FJ) 6 u(Ro, r~). On the other hand, H, B u in Q, gives 
H,(Rw, q) > lim sup U(Z, y) as (z, v) + (Rw, q), (z, y) E Sz,. But this equals 
u(Ro, q) by the mean value inequality for U. Thus L,(R, HR) = L,(R, u) 
and (8.5) leads to 
L(r, HR)/@PI(~) G L(R u)/@,(R) for r<R. (8.6) 
We also observe, by (8.2) and (8.3) that 
HR(XYJ')~~~~') @~(lXl). (8.7) 
226 C~~RAN WANBY 
The maximum principle shows that H,(x, y) increases with R, so by (8.7) 
and the Harnack principle we see that lim. j ~ H,(x, y) = H(x, y) is har- 
monic in 0. From (8.4) we conclude that H satisfies (4.2), so 
L,(r, H)/@,(r) and J(r, H)/@>(r) have limits as r -+ co. Now, 
implies that lim, --t oo J(r, H)/Qn(r) = A and from (8.6) we get 
BY (8.1) 
!iT L,(r, H)/Qi,(r) = !it L,(r, u)/QPi(r) = a. (8.8) 
G C I PR(x, Y, Rw, rl) R”-‘fnh) @D,(R) dodvl. I- 
Denote the last integral QR(x, y). Now 
Q&, Y) + 1 f’,(x, Y> 4) @Al51) 4 
lcll <R 
(8.9) 
is the Poisson integral in GR of the harmonic function @l(lxl) fn( y), so 
(8.9) equals this function. Since the second term of (8.9) increases to 
QA( Ixl)fn(y) for fixed (x, y) as R -+ co QR tends to 0 as R + co. From (8.3) 
we then get 
We now repeat the construction with H (I) = H instead of U, etc., obtain- 
ing an increasing sequence H(j’(x, y) of functions, harmonic in 52 and such 
that 
H”‘(x, y) = jRn P(x, y, 5) cos $ H”- “(t, 0) dt, 
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lim, + m L,(r, H(j))/@,(r) = a and H(j)(x, y) 6 Af,(y) Qpi( 1x1). It follows that 
H(j) has a finite harmonic limit 
KG Y) =jR” P(x, Y5) cos; Ml, 0) & (8.10) 
as j + co. Note that h satisfies (4.2) with equality. It is also obvious that h 
is spherically symmetric. Below it is proved that the symmetry and (8.10) 
(and h = 0(@,) as 1x1 + cc) implies 
KG Y) =A’f,b) @AI-d) (8.11) 
for some constant A’. But U(X, y) G h(x, y) < Af,(y) 4pA( 1x1) implies A’ = A. 
Thus &Jr, h) = A((a/2) tan(ny2))“” @Jr). (If 01= 1, we know from the 
proof of Theorem 1 that L,(r, A)/@,( ) . r is constant, but the exact modulus 
of the constant is essential here.) Now, if E > 0 is given and r. fixed, 
L,(ro, fV))/@,(r,) > A((71/2) tan(rcIS/2))“” --E 
for some j=j(r,, E). Since L,(r, H”))/@Jr) increases with r to a, we hence 
obtain 
a aA((7r/2) tan(rcA/2))“” - E 
so recalling (4.4), we are through. 
If n = 1, small changes are needed as in the proof of Theorem 3. For 
tl = 1 the result follows from Norstad [ 13, Theorem 31. 
9. PROOF OF (8.11) 
We first use an elementary estimate of the gradient of a harmonic 
function [14, p. 1391 to conclude that 
I I $ (r, 0) < Cl Qi(r + 11, 
for some constant C,. By (3.4) we get 
(9.1) 
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for some Cz, if r is large. Now put h(x, O)/@,( 1x1) =f( 1x1). Thenf=f(r) is 
C” and bounded on r > 0. Let 
K(r,t)=j 
ICI =f 
w, 0, 0 cos q @p,(lrlY@,(lxl) wt), 
which only depends on r = 1x1 and t. Then (8.10) gives 
f(r) = jam 0, t) f(r) 4 
where Jr K(r, t) dt = 1 for r 30. Since h(r, 0)=0(@,(r)) as r -+ co, it 
follows from (9.1) and (3.7) that f’ is bounded. We shall prove, in a way 
similar to the verification of Theorem 4, that f has a limit as r -+ co. Let 
sup,>J(r) =f*, lim sup, _ mf(r) =f and lim inf,, mf(r) = f. If f* is a 
value off, then f is constant, so we may assume that f=f*. 
For given R, choose rR so that f(rR) = sup,,<, G J-(t). Then f(rR) +f as 
R + co. If now f <j: we pick a sequence R, -+ co with f (R,) --t f as j + co. 
We may suppose that f(R,) <f(r,) - 2a for some a > 0. Since f’ is boun- 
ded we get from the mean value theorem that 
f(t) <f(Rj) + a -WrR) - a if R,-a’<tdR, 
for some a’ > 0. Especially rR < R -a’ when R = R,. Proceeding then as in 
the proof of Theorem 4 we obtain, for 0 <b <a’, 
a j:eb K(r,, t) dt d (f-f(rJ) jr @-Ry t) & 
when R = Rj. Using (7.8) (with yR = 0) we get, as j + co, ad 0, which is a 
contradiction. Thus we have proved that h(x, O)/QA( 1x1) has a finite limit as 
1x1 + co. 
From this it easily follows that 
h(x, Y) 
fA(Y) @i(lXl) -+ Some Ii’ 
as 1x1-+ co, (9.2) 
uniformly in I yl < 1r/2. Then J(r, h)/@,(r) + A’ as r + GO so we have by 
Theorem 3 
% Y) bAlf,(y) 4,Alxl). 
But -h also satisfies the assumptions of Theorem 3 so 
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increases and has the limit -A’ as r + co, by (9.2). Hence 
and we are through. Thus we have proved that the spherical symmetric 
harmonic functions which are O(@,( 1x1)) as 1x1 + cc and which satisfy 
(4.2) with equality are multiples offJ y) Qi( 1x1). In other words, the eigen- 
value problem 
h(x,O)=cos;j- P(x,O,[)h(t,O)& 
R” 
has a one-dimensional eigenspace. 
10. PROOF OF (ii) AND (iii) OF THEOREM 5 
Assume u > 0 at some point. Since J(r) B cos(xl/2) M(r) it follows (as in 
the proof of Theorem 4) that A = lim,, oD J(r)/QA(r) > 0. To prove (ii) first 
note that 
b(r, u) d b(r, minUW+), J(r)fdY))). (10.1) 
Let m(r) = Wr)/@&), j(r) = J(r)/@~(r), and e(r) =j(r)(n/2) tan(rci1/2) 
-L,(r)/@,(r) so that e(r) +O as r + co. Since 1 <m(r)/j(r)< 
(cos(xl/2))-’ there is a y, = yl(r) > 0 such that m(r) =j(r)fn(yl). Sub- 
stituting this into (10.1) we get 
j(r)(71/2) tan(7rA/2) - e(r) 
or 
(10.2) 
We claim that y,(r) + 0 as r + co. Otherwise there is a sequence ri such 
that ri + CO as i + co with y,(ri) > some positive q. (10.2) would then imply 
4rJ 2 2Ari) 5,” (.fdY) -f,drl)) gAyI & = CArA 
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where C is a positive constant, independent of i. As i -+ cc we would obtain 
AGO, a contradiction. Hence lim,, z‘ m(r) exists and equals 
.UO) lb + m j(r). 
The verification of (iii) is similar. We omit the details. 
11. CASE OF THE CYLINDER 
Let Q now denote the infinite cylinder {(x, y) E R” x R, 1x1 < 1, y E R}. 
(We assume n > 2.) We shall formulate a convexity theorem for integral 
means of subharmonic functions in Sz. 
For this region, separation of the variables (u(x, y) = @( Ixl)f(~)) again 
leads to (1.1) and (1.2), now with k<O, k= -1’ say. So 
f(y) = Ae’y + Be P/Y and the solutions of (1.2) are linear combinations of 
t’-(“/*)J~,,,)-i(lt) and tiP(‘@) Y,,,,,-,(Zt). Here Jcn,2J--1 and Ycn,2)--1 
denote the Bessel functions of the first and second kind of order (n/2) - 1. 
Let u be subharmonic in Q and p a given number, 0 < p < 1. Equation (1.3) 
now corresponds to a relation between the boundary values of u and the 
values on the axis of the cylinder: 
(11.1) 
We now choose Q(t) as a positive multiple of t’-(“‘2)J~,,2JP i(lt), such that 
@(O) = p-i and @( 1) = 1. It is easily seen that this is possible. Especially 1 
is chosen as I= Izjc,,2) _ i , where 0 < 1< 1 and jcn,*) _ i is the first positive 
zero of Jcn12) _ i . Also, it is not hard to verify that 1 is a strictly decreasing 
function of p from the interval (0, 1) onto (0, 1). Further, we take !P(v(t) as 
an unbounded solution of (1.2) such that !P( 1) = 0, !P’( 1) = -1 and !P(r) 
positive for 0 < t < 1. Define 
We then have 
THEOREM 6. Let u be subharmonic in the cylinder Q and satisfy (11.1) 
for all real y. Then L,(y), a 2 1, is convex with respect to the family 
AelY + Be -‘y. Zf a > 1, u is assumed to be non-negative. 
Convexity theorems and results on harmonic majorization of functions, 
subharmonic in a cylinder, have been given, for example, by Gardiner [9]. 
His Corollary 2.15 is the case p = 0 of our Theorem 6. 
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Note added in proof: In a paper to be published in Ark. Mar., S. J. Gardiner has obtained 
results which imply our Theorems 1 and 2. His methods are different from ours. 
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