Cloud computing is an information technology archetype which has been used significantly for providing various services through Internet. It ensures easier access to resources and high-level services. The working procedure of cloud systems must be scheduled, so as to efficiently provide services to people. The goal of task scheduling is to acquire best system throughput and to allocate various computing resources to applications. The unpredictable situation increases with the size of the task and becomes high potential to solve effectively. Numerous intellectual methods are recommended to clarify this situation in the territory of scheduling of cloud computing. In this research, a comparative analysis has been conducted for different types of existing scheduling algorithms in the cloud environment with their respective parameters.
INTRODUCTION
Cloud computing is a very emerging technology where cloud means how a network or remote servers can be accessed via an internet connection. It refers to both the applications delivered as services over the Internet and the hardware and systems software in the datacenters that provide those services. Cloud Computing is an aggregation of two terms in the field of computing technology -Cloud and Computing. Cloud is a pool of heterogeneous resources and a mesh of gigantic framework that includes both these applications delivered over the internet as services along with the hardware and system software in data centers required to support those services. Computation in the cloud is done based on service-level agreement (SLA) with the aim to achieve maximum resource utilization with higher availability at a minimized cost [1] . Cost effectiveness, scalability, reliability, fault tolerance, service-orientation, utility based, virtualization and service level agreement (SLA) are some of the salient features of Cloud Computing [2, 3] . The continuing growth of cloud computing in information technology has led to breeding several definitions of cloud computing. The U.S. NIST [4] (National Institute of Standards and Technology) address cloud computing as an evolving paradigm and provides a definition including key common allows on -demand and very dynamic resources that can be conventional provisioned network approach to a shared pool of configurable computing and released involving least management effort or service provider interaction". The main intention of cloud computing is to provide dynamic access to remote and geographically distributed resources. An efficient scheduling is a key to manage the access to different resources, load balancing as well as resource allocation [5] . The main objectives of the job scheduling algorithms in the cloud environment are to utilize the resources accurately while managing the payload between the resources so that to get the minimum execution time. Our paper is organized as follows. Section 2 types of scheduling algorithms; Section 3 materials and method; Section 4 comparison of algorithms; Section 5 conclusion and future work.
TYPES OF SCHEDULING ALGORITHMS
There is various scheduling algorithm has been made for scheduling, allocating, and scaling the resources adroitly in cloud computing to achieve great performance. These algorithms are first come first serve, round robin, min-min, max-min, genetic algorithm, resource aware algorithm, earliest dead line first, and greedy [6, 7] . Conventional task scheduling algorithms are unable to arrange scheduling in the cloud environment. Task scheduling can be performed based on different parameters in different ways. They can be statically allocated to various resources at compile time or can be dynamically allocated at runtime [8] . In cloud computing process scheduling algorithms can be classified into two groups; Batch Mode Heuristic scheduling Algorithm (BMHSA) and online mode heuristic scheduling algorithms. In BMHSA tasks are queued and further collected into a set as they arrive in the system and the scheduling algorithms are begins after a time slot. Example of BMHSA based algorithms are; First Come First Served (FCFS) scheduling algorithm, Round Robin (RR) scheduling algorithm, MinMin algorithm and Max -Min algorithm. Example of online-based heuristic scheduling algorithm is Most Fit Task scheduling algorithm.
First Come First Serve (FCFS)
First Come First Serve is a simplest scheduling algorithm which serves in (FIFO) manner. That means FCFS algorithm serves those jobs which are first arrived in the queue. After completing one task, then it is assigned to the next task that is at the queue. The executing task is then to eliminate from the queue. In this scheme, all the tasks which are queued behind have to wait a long time for the long task to complete [9] .
Round Robin Scheduling Algorithm (RR)
The Round Robin (RR) scheduling algorithm is one of the simplest scheduling algorithms and constructed especially for timesharing systems. It also similar to FCFS scheduling algorithm, but the assumption is included to enable the system to substitution between processes. It shares the load uniformly to all the resources. It works in a similar way in cloud computing as it does in process scheduling. It works in a circular queue with a small unit of time, called a time quantum. The main profit is that it executes all the tasks in sequentially and waits until the previous task to get complete. For this, there is no starvation issue. But when the queue is fully loaded and the workload is heavy then it takes a huge amount of time to complete all the tasks and moreover, it is difficult to decide on a suitable time quantum [10] .
This section describes the associated materials and method for task scheduling in cloud computing environment. In paper [11] conferred a brief description of cloudSim toolkit and his functionality. CloudSim is a cloud simulator where we tested our work before applied to real work, in this paper we studied how to simulate a job with different approaches and different scheduling policy.
Genetic Algorithm (GA)
The Genetic algorithms are speculative search scheduling algorithms based on the mechanism of natural selection strategy. It begins with a set of a preliminary solution, called the initial population, and will identify new solution using genetic operators. Its approach is to compute the impact in advance, which it will have on the system after the new VM resource, is deployed in the system, by using historical data and the recent case of the system. Finally, it picks up the solution, which will have the least effect on the system [12] . The main benefit of this technique is it can handle a large searching space and can avoid trapping by a local optimum solution. In paper [13] have developed a cost-based job scheduling algorithm, which provides a multiQuality of Service scheduling in cloud computing environment.
Resource Aware Scheduling Algorithm (RASA)
RASA is a hybrid scheduling algorithm which is consist of two techniques -Min-min and Max-min. Min-Min technique is utilized to execute little tasks before huge tasks and Max-Min is used to escape the delays in vast tasks execution. Both the methodologies are utilized alternatively for tasks and exchange results in successive execution of a little and a huge task on diverse resources thus overlooking the waiting time of the small tasks in Max-min calculation and the waiting time of the vast assignments in Min-min calculation [14] .
Priority Scheduling Algorithm (PSA)
In Priority scheduling algorithm a priority is assigned with each process and based on priority services are provided. The task with the highest priority can serve first and the lowest priority tasks are served. For a task with the equal priority, it follows FCFS rules. The disadvantage of this algorithm is starvation of a process [15] .
MATERIALS AND METHODS
This section describes the associated materials and method for task scheduling in cloud computing environment. In paper [11] conferred a brief description of cloudSim toolkit and his functionality. CloudSim is a cloud simulator where we tested our work before applied to real work, in this paper we studied how to simulate a job with different approaches and different scheduling policy. 
Scheduling Process
In cloud computing scheduling process can be classified into three categories namely: 
COMPARISON OF ALGORITHMS
The results of the studies are presented and compared within this section. By using CloudSim an analysis has been performed among five algorithms; First Come First Serve (FCFS), Round-Robin (RR), Genetic Algorithm (GA), Resource Aware Scheduling Algorithm (RASA), Priority Scheduling Algorithm (PSA),. Four parameters are considered to evaluate the performance. These parameters are the completion time, resource utilization, throughput and environment. 
The results of the studies are presented and compared within this section. By using CloudSim an analysis has been performed among five algorithms; First Come First Serve (FCFS), Algorithm (GA), Resource Aware Scheduling Algorithm (RASA), Priority Scheduling Algorithm (PSA),. Four parameters are considered to evaluate the performance. These parameters are the completion time, resource utilization, throughput Table 1 and Fig. 2 represent the completion time in second of FCFS, RR,GA,RASA and PSA algorithms using 5 VMs.
Completion Time
According to the results in Fig. 2 , it is found that the completion time of the RR algorithm is better than other algorithms.
Resource Utilization
The utilization of resources represents the ratio between the total busy time of Virtual Machine and the total finish execution time of the parallel application. It is defined as: Utilization= (Final VMs available time/( VMs * Schedule time) )*100 [16] Table 2 and Fig. 3 represent the resource utilization of FCFS, RR, GA, RASA and PSA algorithms using 5 VMs. Table 1 and Fig. 2 represent the completion time in second of FCFS, RR,GA,RASA and PSA According to the results in Fig. 2 , it is found that the completion time of the RR algorithm is better
The utilization of resources represents the ratio between the total busy time of Virtual Machine and the total finish execution time of the parallel Utilization= (Final VMs available time/( VMs * Table 2 and Fig. 3 represent the resource RASA and PSA Fig. 3 , it is found that the resource utilization of the GA algorithm is better than other algorithms respectively. Table 3 illustrates the RR is designed to work well on the batch processing or time sharing system based on the parameter of and waiting. The GA and RASA provides better resource allocation. 
CONCLUSION AND FUTURE WORK
In cloud computing environment resources should be handled in an advanced way with efficient scheduling. Scheduling is treated as one of the most influential tasks in cloud computing environment. In our research, we have analyzed a number of scheduling algorithms based on completion time, resource utilization, performance, and environment and also tabulated the associated parameter. Existing scheduling algorithms give high throughput but there are also drawbacks in every scheduling algorithm. There is a lack of security aware scheduling, reliability and availability. For this, there is a need for algorithms those enhance security, reliability, and availability in the cloud computing environment and in future we will design a new algorithm to improve these fa in cloud computing environment. Fig. 3 , it is found that the resource utilization of the GA algorithm is better than other algorithms respectively. the RR is designed to work well on the batch processing or time sharing system based on the parameter of make span and waiting. The GA and RASA provides better 
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