Abstract. We give a proof for the asymptotic exponential stability of equilibria of quasilinear parabolic evolution equations in admissible interpolation spaces.
Introduction
The principle of linearized stability is a well-known technique in various nonlinear evolution equations for proving stability of equilibria. There is a vast literature on this topic under different assumptions, see e.g. [13, 14, 16, 19, 22, 27, 28, 31, 32] though this list is far from being complete. For autonomous fully nonlinear parabolic problemsv
with F ∈ C 2− (E 1 , E 0 ) 1 , the use of Hölder maximal regularity allows one to obtain stability of an equilibrium v * ∈ E 1 in the domain E 1 of the Fréchet derivative ∂F (v * ), see [13, 19, 22, 31, 32] . The stability issue can also be addressed based on maximal L p -regularity of ∂F (v * ) in the real interpolation space (E 0 , E 1 ) 1−1/p,p or based on continuous maximal regularity of ∂F (v * ) in the continuous interpolation space (E 0 , E 1 ) 0 µ,∞ , see [28, 31, 32] . These results apply in particular to quasilinear parabolic problemṡ
For such problems, however, there are other meaningful choices for phase spaces on which the nonlinearities A and f are defined. In [6] a complete well-posedness theory for parabolic equations of the form (1.1) is outlined in general interpolation spaces E α = (E 0 , E 1 ) α with an arbitrary admissible interpolation functor (·, ·) α and outside the setting of maximal regularity. The main goal of the present research is to establish the principle of linearized stability for (1.1) in general interpolation spaces E α within the framework of [6] .
We consider in this paper quasilinear evolution equations of the form (1.1). Throughout we let E 0 and E 1 be Banach spaces over K ∈ {R, C} with continuous and dense embedding
We further let H(E 1 , E 0 ) denote the open subset of L(E 1 , E 0 ) consisting of negative generators of strongly continuous analytic semigroups. More precisely, A ∈ H(E 1 , E 0 ) if −A, considered as an unbounded operator in E 0 with domain E 1 , generates a strongly continuous analytic semigroup in L(E 0 ).
Given θ ∈ (0, 1), we fix an admissible interpolation functor (·, ·) θ , that is,
and put · θ := · E θ . We further fix 0 < γ ≤ β < α < 1 (1. 2) and assume that 1] , an open subset of E δ . The operators A and f in (1.1) are assumed to satisfy
Given v 0 ∈ O α , we are interested in the existence and the qualitative properties of classical solutions to (1.1) , that is, of functions v ∈ C(İ, E 1 ) ∩ C 1 (İ, E 0 ) ∩ C(I, O α )
which satisfy (1.1) pointwise. Here, the interval I is either
Clearly, the well-posedness of quasilinear or even fully nonlinear problems has attracted considerable attention in the past. There are many results on abstract equations, including e.g. [3-6, 8, 16, 18-20, 29, 30] for quasilinear and e.g. [1, 11-13, 21, 22] for fully nonlinear problems using different tools from theories on semigroups, evolution operators, and maximal regularity (though none of these lists is complete, of course). In particular, the next theorem is stated in [6, Theorem 12.1, Theorem 12.3] (see also [3] ). We will use part of its proof when subsequently establishing the stability result in Theorem 1.3. For this reason and since a complete proof of this result merely assuming (1.2)-(1.4) does not seem to be available in the literature to the best of our knowledge (though it is contained in [3] for nonautonomous problems under slightly stronger assumptions), we include it here. We also refer to [24, Appendix B] for a proof for the homogeneous case f = 0 and to [15, Theorem 1.1] for a proof in a concrete application (see also [33, Theorem 2.2] for a similar fixed point argument).
(i) (Existence) Given any v 0 ∈ O α , the Cauchy problem (1.1) possesses a maximal classical solution
for each η ∈ (β, 1).
The proof of Theorem 1.1 is given in Section 2.
2 That is,
is continuous with v(0; v 0 ) = v 0 and v(t; v(s; v 0 )) = v(t + s; v 0 ) for 0 ≤ s < t + (v 0 ) and 0 ≤ t < t + (v(s; v 0 )). (iii) As stated in [6] , the mapping
The main ideas of proof for this claim can be found in [4, Theorem 11.3 ] (see also [17] ).
Next, we turn to the stability of equilibria to quasilinear parabolic problems in interpolation spaces. In order to present the general result we suppose that
is an equilibrium solution to (1.1). Additionally, we assume that
with Fréchet derivatives ∂f (v * ), respectively, and (∂A(v * )[·])v * , and that the linearized operator
has a negative spectral bound, that is,
The following result now states that, under the assumptions above, the equilibrium v * is asymptotically exponentially stable in the phase space E α = (E 0 , E 1 ) α with an arbitrary admissible interpolation functor (·, ·) α (provided (1.2)-(1.4) hold), the proof is contained in Section 3. As mentioned before, stability results in E 1 can be found e.g. in [13, 19, 22, 31, 32] , and stability results in the real interpolation space (E 0 , E 1 ) 1−1/p,p or in the continuous interpolation space (E 0 , E 1 ) 0 µ,∞ can be found e.g. in [28, 31, 32] . In Theorem 1.3, however, we may choose e.g. (·, ·) α to be the complex interpolation functor, which is not possible for the other stability results, and, moreover, we require less assumptions as we do not assume that the Fréchet derivative A has maximal regularity.
Theorem 1.3 (Exponential stability)
. Suppose in addition to (1.2)-(1.4) that also (1.7)-(1.9) hold. Then v * is asymptotically exponentially stable in E α . More precisely, given any ω ∈ (0, ω 0 ), there is ε 0 > 0 and M ≥ 1 such that, for each v 0 ∈ B Eα (v * , ε 0 ), the unique solution to (1.1) exists globally in time and
We also prove instability of an equilibrium v * ∈ O 1 assuming that
The latter condition is in accordance with (1.4). With respect to the spectrum of the linearized operator A from above we now require that
These conditions guarantee that v * is unstable in the phase space E α as shown in the next theorem. We point out that this result is closely related to [22, Theorem 9.1.3] , where instability in E 1 is proven, and follows along the lines of the proof of the latter.
The next section contains the proof of Theorem 1.1 while the proofs of Theorem 1.3 and Theorem 1.4 are given in Section 3. In Section 4 we present applications of the stability result to the Muskat problem with and without surface tension.
Proof of Theorem 1.1
We present here only the proof in the case when K = C, the arguments in the case K = R being identical (but require some additional clarification).
For ω > 0 and κ ≥ 1, let H(E 1 , E 0 , κ, ω) be the class of all A ∈ L(E 1 , E 0 ) such that ω + A is an isomorphism from E 1 onto E 0 and satisfies the resolvent estimates
On the other hand, A ∈ H(E 1 , E 0 ) implies that there are ω > 0 and κ ≥ 1 such that A ∈ H(E 1 , E 0 , κ, ω).
Let us recall that for each A ∈ C ρ (I, H(E 1 , E 0 )), with ρ ∈ (0, 1), there exists a unique parabolic evolution operator U A (t, s), 0 ≤ s ≤ t < sup I, in the sense of [7, II. Section 2] . This enables one to reformulate the Cauchy problem (1.1) as a fixed point equation of the form The following uniform local existence and uniqueness result is fundamental for the proof of Theorem 1.1. Proposition 2.1. Let (1.2)-(1.4) hold true and let S α ⊂ O α be any compact subset of E α . Then, there are a neighborhood U α of S α in O α and T := T (S α ) > 0 such that, for each v 0 ∈ U α , the problem (1.1) has a classical solution
Moreover, there is a constant c 0 := c 0 (S α ) > 0 such that 
Moreover, since A(S α ) is compact in H(E 1 , E 0 ), it follows from [7, I.Corollary 1.3.2] that there are κ ≥ 1 and ω > 0 such that we may assume without loss of generality (by making ε > 0 smaller, if necessary) that
Also note from (2.2) that there is b > 0 with
and
In particular, for each v ∈ V T , the evolution operator Let c α,β be the norm of the embedding
Then, according to [7, II.Theorem 5.3.1], there are constants c > 0 and ν ≥ 0 (possibly depending on κ, ω, L, and ρ, but not on T ) such that, for v ∈ V T and 0 ≤ s ≤ t ≤ T ≤ 1, we have, using (2.4),
and, in particular with
Consequently, there is T := T (S α ) ∈ (0, 1) such that, for v 0 ∈ U α , the mapping Λ : V T → V T is a contraction and thus possesses a unique fixed point v(·; v 0 ) ∈ V T . The linear theory in [7 
Taking first µ = β in (2.10) and making T > 0 smaller, if necessary, we obtain
and, using this and then (2.10) with µ = α, we deduce that indeed
smaller than ϑ and choosing T smaller, if necessary, we may assume that v ∈ V T . As a solution to (1.1), v is a fixed point of Λ, hence v = v(·; v 0 ) by what was shown above.
is replaced by the assumption that the function f : O β → E γ is bounded on bounded sets and that
2) while (2.4) still holds. This suffices for (2.9) while the rest of the proof of Theorem 1.1 remains the same.
We now provide the proof of Theorem 1.1.
Proof of Theorem 1.1. Suppose that (1.2)-(1.4) hold. We divide the proof in four parts.
Existence and Uniqueness: Given v 0 ∈ O α = O β ∩E α it readily follows from Proposition 2.1 that the problem (1.1) admits a unique local solution which, by the uniqueness assertion of Proposition 2.1, can be extended to a maximal solution v(·; v 0 ) on the maximal interval of existence [0, t + (v 0 )) with regularity properties as stated in (1.3). This proves part (i) and (ii) from Theorem 1.1.
Hence, according to Proposition 2.1, there are ε > 0, T > 0, and c 0 ≥ 1 such that T < t
Choose N ≥ 1 with (N − 1)T < t 0 ≤ N T and set V α := B Eα (v 0 , ε 0 ) for ε 0 := ε/((1 + c α,β )c
), which is a neighborhood of v 0 contained in U α . We now claim that there exists k 0 ≥ 1 such that
Indeed, let v 1 ∈ V α . If t 0 ≤ T , this is exactly what is stated above. If otherwise T < t 0 we have v(T ; v 0 ) ∈ S α so that the estimate
implied by (2.11) yields v(T ; v 1 ) ∈ U α . Hence T < t + (v(T ; v i )) for i = 0, 1 while uniqueness of solutions to (1.1) entails that v(t; v(T ; v i )) = v(t + T ; v i ), 0 ≤ t ≤ T . Thus, (2.11) shows that 
Blow-up criterion: Consider
) → E α be uniformly continuous and assume that (1.5) is not true. Then
To prove (β) from part (v) of Theorem 1.1 let E 1 be compactly embedded in E 0 and assume that (1.6) is not true. Since we only assumed that β < α in the existence argument, we may assume that η > α. Since then E η embeds compactly in E α , it follows that v([0, t
This again contradicts (iv) of Theorem 1.1.
Proof of Theorem 1.3 and Theorem 1.4
We first establish the exponential stability result stated in Theorem 1.3. 
is a classical solution to the equatioṅ
where we defined, for
0 ) may be considered as perturbation due to [7, I .Theorem 1.3.1]. Also note that, given any ξ ∈ (0, 1), we may assume due to (1.7) (after making ε > 0 smaller, if necessary) that f (w) 0 ≤ ξ w β , w ∈ B E β (0, 2ε) . (3.4) We now show that zero is an exponentially asymptotically stable equilibrium to (3.2) in the E α -topology. For this, let ω ∈ (0, ω 0 ) be arbitrary and set 4δ := ω 0 − ω > 0 and ρ := α − η > 0. We then obtain from [7, I.Proposition 1.4.2] and (3.3) that there are κ ≥ 1 and L > 0 such that (making again ε > 0 smaller, if necessary) 5) and
We then denote by c 0 (ρ) > 0 the constant from [7, II.Theorem 5.1.1] and choose N > 0 such that c 0 (ρ)N 1/ρ = δ. Given T ∈ (0, ∞), we introduce
Note that B Eη (0, 2ε/c η,β ) ⊂ B E β (0, 2ε). We then derive from (3.5)-(3.6) for w ∈ M(T ) that
Owing to the statements (a) and (b) in the proof of Theorem 1.1 (with v 0 = v * and t 0 = 1 there) we may assume, again after making ε > 0 smaller, that t + (v 0 ) ≥ 1 and u(t) η ≤ ε/c η,β for all t ∈ [0, 1] and all u 0 ∈ B Eα (0, ε/c 1 . Choosing S α := {v * } in Proposition 2.1 and making ε smaller such that B Eα (v * , ε/c 1 ⊂ U α , it follows then from the proof of Proposition 2.1 (see (2.8)) that there exist 0 < t 0 ≤ 1 and c 2 > 0 such that
Together with (3.5)-(3.6) we deduce that
for all u 0 ∈ B Eα (0, ε/c 1 . Now, [7, II.Remark 2.1.2, II.Theorem 5.3.1] along with (3.4) yield that there is c 3 > 0 such that
, so that, after making ε smaller again, we may assume that 
In particular,
e ντ τ ρ for 0 ≤ t < t 1 . Therefore, choosing ξ > 0 and ε > 0 sufficiently small, we see that there is ε 0 ∈ (0, ε) such that, if u 0 ∈ B Eα (0, ε 0 ), then
with η ∈ (β, α), hence t 1 = t + (v 0 ) = ∞ in view of Theorem 1.1 (v). To sum up we have shown that, given any ω ∈ (0, ω 0 ), there exist ε > 0 and ε 0 ∈ (0, ε) such that
whenever u 0 ∈ B Eα (0, ε 0 ). It now follows from (3.5)-(3.6) and [7, II.Lemma 5.
From this, [7, II.Remarks 2.1.2] and (3.4) we readily obtain that
Choosing ξ > 0 beforehand sufficiently small, we find
Recalling that v(t) = u(t) + v * and v 0 = u 0 + v * , the proof of Theorem 1.3 is complete.
We now prove the instability result in E α stated in Theorem 1.4. The proof relies on the corresponding instability result in E 1 established for fully nonlinear parabolic problems in [22, Theorem 9. 
Then u is a solution of the evolution probleṁ
where, given w ∈ O 1 := O 1 − v * , we have set
Note that F ∈ C 2− ( O 1 , E 0 ) with F (0) = 0 and ∂F (0) = 0. Moreover, condition (1.12) and [7, I .Theorem 1.3.1] ensure that −A ∈ H(E 1 , E 0 ), so that we are in a position to use [22, Theorem 9.1.3] for equation (3.9) . Hence, there exists a nontrivial backward solution
to (3.9) , that is, z satisfiesż = Az + F (z) , t ≤ 0 , z(0) = 0 , and, for some ω ∈ (0, ω + ), sup t≤0 e −ωt z(t) 1 < ∞ .
For 1 ≤ n ∈ N we thus find t n < 0 such that z(t n ) α < 1/n. The function
is then a solution to (1.1) with initial value v
The statement of Theorem 1.4 now follows from the observation that v(−t n ; v
Examples
We present two applications of our stability results. Example 4.1 (A Muskat problem without surface tension). The horizontally periodic motion of two immiscible fluid layers of unbounded heights and equal viscosities (denoted by µ) in a homogeneous porous medium with permeability k can be described, under the assumption that the fluid system is close to the rest state far away from the interface separating the fluids, by the following equation
see e.g. [10, 23] . The motion is additionally assumed to be two-dimensional and the unknown f = f (t, x) in (4.1) is the function parameterizing the sharp interface between the fluids. Furthermore, g is the Earth's gravity, ρ − [resp. ρ + ] is the density of the fluid located beneath [resp. above] the graph [y = f (t, x)], PV stands for the principle value, and (4.1) is considered in the regime where the Rayleigh-Taylor condition
holds. Surface tension effects have been neglected in the derivation of (4.1) and the abbreviations
are used. Though not obvious at first glance, the problem (4.1) has a quasilinear structure. Indeed, given r ∈ (3/2, 2) define
for f ∈ H r (S), h ∈ H 2 (S), and x ∈ R. Then (4.1) can be recast in the forṁ
where
see [23] . Choosing (·, ·) θ in Theorem 1.1 to be the complex interpolation functor, it follows that the problem (4.1) is well-posed in H r (S) for each r ∈ (3/2, 2), cf. [23, Theorem 1.1]. According to [26, Remark 3.4] , the equilibria to (4.1) lying in H 2 (S) are the constant functions. Moreover, the flow (4.1) preserves the integral mean of the initial data. Hence, when studying the stability properties of the zero solution, it is natural to consider perturbations with zero integral mean. Letting
it is shown in [23] that, in fact,
Since the spectrum of the linearization
see [23] , we are in a position to apply Theorem 1.3 and conclude that the zero solution is exponentially stable in the natural phase space H r 0 (S). The exponential stability of the zero solution under perturbations in H 2 0 (S) has been established only recently in [23, Theorem 1.3] by using the fully nonlinear principle of linearized stability from [22] and the abstract formulation presented above. Thus, Theorem 4.1 improves this result to stability in the optimal phase space H r 0 (S) with r ∈ (3/2, 2). Let us also mention that, by means of energy techniques, the authors of [9] have previously derived decay estimates with respect to H r (S)-norms, r ∈ [0, 2), for solutions corresponding to small initial data in H 2 0 (S). Example 4.2 (The Muskat problem with surface tension). The physical scenario in this example is similar to the one in Example 4.1, but now we consider the general case when the viscosities of the fluids are not necessarily equal, that is, µ − − µ + ∈ R. In addition, the fluid system moves with constant velocity (0, V ), with V ∈ R, in the vertical plane, the interface between the fluids is the graph [y = f (t, x) + tV ], and the fluid velocities are set to be asymptotically equal to (0, V ) far away from the interface. Moreover, surface tension effects are taken into account at the interface between the fluids, and we denote by σ > 0 the surface tension coefficient and by κ(f ) the curvature of the moving interface. for t ≥ 0 and x ∈ R, which is supplemented by the initial condition
We point out that here, but also in Example 4.1, the other constant equilibria have the same stability properties as the zero solution. Moreover, in the context of the Muskat problem (4.2) there may exist also other, finger-shaped equilibria (see [26, Section 6] for a complete classification of the equilibria). Theorem 1.4 can be used to prove that small (with respect to the H r (S)-norm) finger-shaped equilibria are unstable, cf. [26, Theorem 1.5 (iii)].
