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El Máster Oficial en Sistemas Inteligentes de la Universidad de Salaman-
ca tiene como principal objetivo promover la iniciación de los estudiantes en
el ámbito de la investigación. El congreso organizado por el Departamento de
Informática y Automática que se celebra dentro del Máster en Sistemas Inteli-
gentes de la Universidad de Salamanca proporciona la oportunidad ideal para
que sus estudiantes presenten los principales resultados de sus Trabajos de Fin
de Máster y obtengan una realimentación del interés de los mismos.
La decimocuarta edición del workshop “Avances en Informática y Automáti-
ca”, correspondiente al curso 2019 - 2020, ha sido un encuentro interdisciplinar
donde se han presentado trabajos pertenecientes a un amplio abanico de líneas
de investigación, desde los sistemas multiagente y la visualización de la informa-
ción hasta la minería de datos pasando por otros campos relacionados. Todos los
trabajos han sido supervisados por investigadores de reconocido prestigio perte-
necientes a la Universidad de Salamanca, proporcionando el marco idóneo para
sentar las bases de una futura tesis doctoral. Entre los principales objetivos del
congreso se encuentran:
Ofrecer a los estudiantes un marco donde exponer sus primeros trabajos de
investigación.
Proporcionar a los participantes un foro donde discutir ideas y encontrar nue-
vas sugerencias de compañeros, investigadores y otros asistentes a la reunión.
Permitir a cada estudiante una realimentación de los participantes sobre su
trabajo y una orientación sobre las futuras direcciones de investigación.
Contribuir al desarrollo del espíritu de colaboración en la investigación.
Organización
El workshop “Avances en Informática y Automática” está organizado por el
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Resumen Desde finales del siglo XIX, las técnicas de perfilado criminal
han probado ser de gran utilidad a la hora de las investigaciones en
casos de asesinos en serie. En este trabajo se lleva a cabo el desarrollo
de un sistema de obtención de reglas de asociación con el fin de obtener
información relevante a la obtención de perfiles de asesinos en serie. Se
desarrolla además una aplicación de redes neuronales para predecir el
arma homicida, el grupo racial del criminal y la relación entre víctima y
agresor en nuevos casos, así como completando casos actuales con faltas
de información. Se efectúa una descripción de los problemas a tratar,
tras lo cual se lleva a cabo un desglose del código y discusión de los
resultados.
Keywords: minería de datos, reglas de asociación, inteligencia artificial,
redes neuronales, criminología, perfilado de asesinos en serie
1. Introducción y motivaciones.
La primera constancia de los asesinatos en serie se remontan al siglo IV a.C,
donde se establece el Círculo del Veneno en la Antigua República Romana, en
la que una coalición de 170 “matronas”, mujeres de clase alta y distinción dentro
de la República, se dedicaron a envenenar entre todas a más de 90 hombres
[12]. Pero la primera mención de un asesino en serie que actuó por su propia
cuenta y de forma no organizada fue Liu Pengli, un príncipe chino en el siglo II
a.C quien, durante un periodo entre los años 144 y 116 a.C, asesinó a más de
100 civiles del reino puramente por entretenimiento. Una vez fue descubierto,
en lugar de ser ejecutado, como le recomendó la Corte Imperial a su tío, el
Emperador Jing de Han, fue exiliado del reino y sus derechos reales le fueron
revocados, devolviéndolo a un estatus de persona mundana [16]. Desde entonces,
los asesinos en serie han tenido apariciones relativamente constantes a lo largo
de la historia. Una de las técnicas más efectivas para combatir a estos criminales
es el análisis de conducta criminal, que comenzó en el año 1888 de la mano de
los doctores George Phillips y Thomas Bond, quienes analizaron al conducta de
Jack el Destripador [3]. Esta técnica permite, basándose en el comportamiento de
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criminales anteriores, extrapolar las próximas acciones del delincuente a estudiar.
En este trabajo se busca una forma de, utilizando las técnicas de computación y
minería de datos más relevantes de los últimos años, construir un programa que
pueda facilitar el trabajo de la perfilación psicológica de estos asesinos.
Este trabajo se ha focalizado en la implementación de un sistema para obtener
reglas de asociación en el conjunto de datos utilizado por la Unidad de Análisis
de Conducta Criminal de la Universidad de Salamanca (UACC-USAL) así como
en la aplicación de un sistema de predicción con redes neuronales a un conjunto
de datos criminalísticos americanos con el fin de poder aplicarlo en bases de
datos españolas una vez estén disponibles.
En la sección 1 se presenta una revisión del estado del arte del uso de las
reglas de asociación así como de las redes neuronales, las dos técnicas utilizadas
para el desarrollo del programa. A continuación, en la sección 1 se desgranan
los objetivos de este trabajo, mientras que en la sección 1 se lleva a cabo una
descripción de la base de datos a utilizar, tras lo cual, en la sección 1 se explica
de forma esquemática los pasos que llevará el programa, el cual arrojará unos
resultados discutidos en la sección 1. Por último, en la sección 1 se presentan las
conclusiones así como las posibles futuras líneas de expansión del trabajo.
2. Revisión del estado del arte
Si bien el estudio de perfiles de asesinos en serie es un tema sobre el que se
ha trabajado de forma más que exhaustiva, la aplicación de inteligencia artificial
o de técnicas computacionales a este campo no está del todo extendida, encon-
trando un único artículo en toda la bibliografía consultada referente al tema,
en el que Yasnitsky et al. [21] desarrollan un modelo de redes neuronales para
predecir las tendencias violentas y poder predecir nuevos casos antes de que los
asesinos empiecen a actuar. A continuación se efectúa una revisión del estado
del arte de las técnicas de inteligencia artificial utilizadas en este trabajo.
2.1 Reglas de asociación
La primera mención de las reglas de asociación como se conocen hoy en día
aparece en el año 1966 [7], pero la primera aplicación práctica de estas así como
la definición que las puso en el panorama de la ciencia de datos viene en el año
1993 en el artículo de Agrawal et al. [1]. En él se muestra un algoritmo pensado
para iterar sobre una gran cantidad de transacciones de un supermercado con
el objetivo de mostrar qué productos suelen comprarse juntos, pudiendo así las
personas responsables de la ubicación de los productos utilizar esta información
para planificar la colocación de estos dentro de sus centros. En este artículo, por
ejemplo, se identifica la regla de que el 90% de las personas que compraron pan
y mantequilla compraron también leche.
Las reglas obtenidas con este algoritmo presentan tres métricas que serán
utilizadas extensivamente en este trabajo para expresar el valor de dicha regla:
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Confidence, o confianza: Definido por la ecuación conf = A+BA , significa el
número de veces que los elementos A y B aparecen juntos dividido entre el
número de veces que aparece sólo A, esto es, cómo de a menudo aparece B
cuando aparece A.
Support, o soporte: Definido por la ecuación supp = A+Btotal , significa el número
de veces que aparecen los elementos A y B juntos en total de la base de datos.





, es el concepto más complejo
de comprender, y su definición formal es que significa el aumento de con-
fianza de que el elemento B vaya a aparecer sabiendo que A ha aparecido.
Otra forma de definirlo es la correlación que hay entre A y B frente a la que
habría si fueran independientes. De esta forma, si A y B tienen un lift de 5,
significa que es 5 veces más probable que aparezcan juntos que si fueran inde-
pendientes. Un valor de lift superior a 1 indica que están más relacionados de
lo normal, y un valor menor a 1 indica que están inversamente relacionados,
esto es, que es menos probable que B aparezca si A aparece.
Rule Power Factor (RPF) o factor de potencia de la regla: Métrica reciente
y no utilizada en este trabajo y propuesto por Kumar et al. [10], se obtiene
multiplicando la confianza por el soporte tal que RPF = conf(A → B) ·
supp(A).
En aplicaciones más recientes, Alwidian et al. aplican sistemas de minería
de reglas de asociación para la detección del cáncer de mama [2] en Amman,
Jordania obteniendo ratios de acierto en nuevos casos del 96% partiendo de datos
médicos de los pacientes; mientras que Yao et al. los aplican para la búsqueda
de clientes en la industria automovilística [20].
2.2 Redes neuronales
Las redes neuronales, cuyo concepto fue introducido en 1943 por McCulloch
y Warren [13], son modelos computacionales de aprendizaje automático inspira-
dos en las redes neuronales biológicas presentes en los cerebros de los animales.
Estos modelos llevan a cabo su aprendizaje analizando ejemplos en pares “datos-
resultado” aprendiendo a asociar las entradas que recibe con la salida correspon-
diente. Uno de los usos que le dio su fama fue la aplicación de estos modelos por
LeCun et al. [11] en el Sistema Postal Americano con la finalidad de reconocer
automáticamente los números manuscritos.
Las redes neuronales están compuestas por tres conjuntos de capas: Una
de entrada, con un número determinado de neuronas; uno de salida, con un
número de neuronas de salida dependiente del problema al que se le asocia; y
otro conjunto intermedio de capas ocultas, cada una con un número de neuronas
establecido arbitrariamente. El diseño de esta estructura de capas ocultas puede
afectar significativamente al rendimiento de la red, pero no hay ningún tipo de
reglas conocidas sobre qué forma deben tomar.
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Figura 1: Estructura bá-
sica de una red neuronal
con una capa oculta.
Cada capa de una red neuronal está conectada a
la siguiente mediante una matriz de pesos de dimen-
siones m × n, siendo m el número de neuronas de la
primera capa y n el de la segunda. Estos pesos ob-
tienen valores numéricos que oscilan entre -1 y 1, se
inicializan de forma aleatoria, y sus valores se irán
modificando a medida que la red se entrene sobre un
conjunto de datos. Para ello se utiliza una “función de
activación”, que dictará cuánto tienen que variar los
pesos en función de cuánto dista el valor predicho del
valor original que debería de tener. Las funciones de
activación más comunes en este ámbito son:
reLU: Definida por la función f(x) = max(0, x)
y utilizada por primera vez por Hahnloser et al.
en el año 2000 [6], es comúnmente aplicada a re-
des neuronales convolucionales y en sistemas de
aprendizaje profundo.
Identidad: Definida por la función f(x) = x, apli-
cada ampliamente en problemas linealmente sepa-
rables.
Sigmoide: Definida por la función f(x) = 1(1+e−x) ,
es posiblemente la curva más aplicada en este ám-
bito.
Otro concepto a explicar es el de matrices de confusión y métricas de ren-
dimiento. Cuando se entrena una red neuronal sobre una base de datos, esta
base se divide en dos subconjuntos: Uno de entreno y otro de prueba. La red
a continuación se entrena sobre el conjunto de entreno y, una vez listo, se le
pide a la red que prediga una serie de valores partiendo de los valores presentes
en el conjunto de prueba. De esta forma, analizando si los valores emitidos por
la red coinciden con los presentes en el conjunto de prueba se pueden estable-
cer diversas métricas de rendimiento. En una matriz de confusión se representan
gráficamente el número de aciertos que ha tenido el modelo y el número de fallos,
clasificándolos según cómo haya fallado. En la matriz de confusión de ejemplo
presente en la tabla 1 se muestra una matriz de ejemplo explicando los posibles
valores que se pueden obtener:
Verdadero Positivo (TP): Cuando la red predijo que el valor era positivo y,
en efecto, era positivo.
Falso Negativo (FN): La red predice como negativo, pero el resultado real
era positivo.
Falso Positivo (FP): Se predice el resultado como positivo, pero realmente
era negativo.





Sí TP FNValores reales No FP TN
Tabla 1: Matriz de confusión de ejemplo.
Partiendo de los valores obtenidos en una matriz de confusión, se pueden cal-
cular diversas métricas de rendimiento para un sistema, siguiendo las siguientes
fórmulas:
Accuracy o exactitud: Definida por la función TP+TNTP+TN+FP+FN , esta métrica
nos proporciona el porcentaje de casos totales que el modelo ha acertado.
Recall o exhaustividad: Dada por la ecuación TPTP+FN , nos proporciona el
porcentaje de casos positivos que el modelo ha clasificado como tal.
Precisión: Expresado como TPTP+FP , nos informa de la proporción de los casos
predichos como positivos que eran realmente positivos.
Puntuación F1: Métrica dada por la ecuación F1 = 2·precision·recallprecision+recall que
combina la información de precisión y exhaustividad.
La principal ventaja que aporta utilizar un modelo de redes neuronales es la
gran versatilidad que ofrece, dado que un sistema relativamente simple puede
cobrar una gran fuerza utilizando datos de cualquier tipo, siempre y cuando
sean procesados de la manera correcta para su implementación. De esta forma,
se puede utilizar una red neuronal tanto para reconocer gatos en fotos [5] como
para generar canciones de jazz [18], aunque su uso que más importancia ha
cobrado en lo últimos años es su aplicación en la medicina para la detección y
predicción de nuevos casos de cáncer [19] [17].
Recientemente, Crespo et al [4] investigaron la aplicación de reglas de aso-
ciación junto con redes neuronales en un entorno de monitorización energética
y gestión de recursos. En su investigación proponen un "Proceso de Monitori-
zación de Rendimiento de Recursos y Gestión de Fiabilidad", el cual propone
recomendaciones para usos alternativos de recursos así como su reutilización y
mantenimiento. Además, el proceso propuesto analiza las diferentes opciones de
renovación y reinversión disponibles para recursos físicos. Para ello, idearon un
sistema dividido en cuatro módulos como se presenta en el diagrama de modelado
funcional presente en la figura 2.
En este diagrama se muestran los cuatro subprocesos de este método. En el
primero, denominado de Procesado de Datos, se ejecutan las tareas de prepara-
ción de los datos para su utilización en los siguientes módulos así como de su
normalización. El segundo módulo, denominado de Modelado de Red Neuronal,
es el encargado de dar un algoritmo para identificar desviaciones de los recursos
de sus comportamientos habituales bajo condiciones de operación regular. Estas
desviaciones vienen dadas en forma de errores de predicción. El tercer módulo,
de Minado de Datos para Reglas de Asociación, será el encargado de la medición
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Figura 2: Sistema de gestión de recursos de Crespo et al.
de dicha desviación y obtención de la relación entre datos de operación y eficien-
cia, tras lo cual calculará la pérdida de eficiencia en un tiempo determinado.
Finalmente, el último módulo toma esta información para tomar decisiones de
gestión de recursos, y reevaluar posibles futuras acciones.
3. Objetivos
Los objetivos de este proyecto son los siguientes:
1. Importado de la base de datos y preprocesamiento para su aplicación prác-
tica.
2. Implementación del algoritmo Apriori para la obtención de reglas de asocia-
ción útiles en investigaciones policiales.
3. Desarrollo de un sistema de filtrado de dichas reglas para deshechar aquellas
triviales o inservibles.
4. Desarrollo de un sistema complementario de filtrado interactivo para que el
usuario pueda obtener las reglas que necesite al momento.
5. Entrenamiento e implementación de un sistema de redes neuronales que pre-
diga los valores de ciertas categorías determinadas de importancia prioritaria
a la hora de la investigación.
6. Analizar y estudiar el rendimiento de dichas redes, optimizándolas para ob-
tener los mejores resultados posibles.
Debido a que en mitad del desarrollo del proyecto aparecieron los efectos
de la pandemia mundial del COVID-19, fue necesario hacer un cambio en el
planteamiento del proyecto, dado que la base de datos que se estaba utilizando
se encontraba en proceso de digitalización, que se vio detenido debido a los
sucesos ya mencionados. Cuando se paralizó el proceso, la base de datos constaba
únicamente de 28 entradas, por lo que fue necesario buscar una nueva base de
datos de índole similar, pero de un tamaño más adecuado para la aplicación
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de algoritmos de inteligencia artificial y más ajustado a estos objetivos. En el
momento de este cambio de rumbo el desarrollo del sistema referente a las reglas
de asociación estaba casi terminado, por lo que se decidió tomar esta primera
base de datos como una prueba de concepto sobre la que acabar de desarrollar el
sistema de reglas de asociación y estudiar su resultado, a fin de poder reutilizar
el código sobre la segunda base de datos. De esta forma, cuando la situación
acompañe, se podrá continuar con el desarrollo que inicialmente se tomó.
A fin de profundizar en el proceso, se explicará este primer desarrollo para
la primera base de datos en la sección 1, en la sección 1 en qué consistieron
los cambios realizados y, en la sección 1, cómo éstos proporcionaron resultados
estadísticamente más relevantes tras su aplicación a la segunda base de datos.
4. Base de datos
4.1 Proyecto de Investigación de Asesinos en Serie de la
UACC-USAL
En este trabajo se han utilizado dos bases de datos distintas. Para el primer
apartado, se ha utilizado una base ya existente en papel que contiene datos per-
tinentes al comportamiento psicológico y criminal de diferentes asesinos en serie.
En el momento en el que se detuvo la digitalización de la base de datos, había 28
asesinos diferentes registrados, y recogía cada uno un total de 298 característi-
cas distintas, registradas en el libro publicado por de Santiago y Sánchez-Gil [8].
Las variables registradas, las cuales se pueden ver en su totalidad en el trabajo
original, se ordenan en las siguientes categorías:
Variables Sociodemográficas y Físicas: Datos como nombre, apellidos, alias,
descripción física (Estatura, complexión) y contenidos sociales como estado
civil, nivel económico y educativo o ideología política.
Variables Psicológicas: Variables referentes a la presencia de anomalías psico-
lógicas en el criminal como rasgos psicopáticos, distintas patologías mentales,
conductas parafílicas o de abuso de sustancias.
Antecedentes en Infancia y Adolescencia: Datos relativos a eventos traumá-
ticos ocurridos durante la infancia y adolescencia, así como consecuencias
que puedan tener en la actualidad: Pérdida de alguien importante, maltrato
físico o psicológico, negligencia o abandono, presencia actual de tratamiento
psicopatológico al respecto...
Historial en edad adulta: Similar a la sección anterior, pero en la actualidad.
Antecedentes familiares: Variables que califican la presencia de patologías
mentales en la familia, funcionalidad de la misma, así como su nivel socio-
económico.
Historial delictivo y de violencia: Presencia de episodios previos, anteceden-
tes, condenas o estancias en prisión.
Escena: Datos pertinentes a la actividad criminal (Número de crímenes, má-
ximo y mínimo de escenas por crimen, ubicación...) y tipificación de la escena
así como su contenido.
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Modus Operandi: Categoría más extensa de la base de datos, incluye todo
tipo de detalles en la ejecución de los crímenes: Desde nivel de planificación
y métodos de ataque y control que utiliza el asesino hasta franja horaria en
la que se comete el crimen.
Ritual: Definido como actos perpetrados en la escena del crimen que eran
innecesarios para la realización del asesinato, y que se encuentra presente en
más de dos víctimas del mismo asesino. Estas variables incluyen comporta-
mientos como la toma de trofeos o interacciones sexuales con las víctimas.
Comportamiento Geográfico: Datos referentes a la zona o zonas de actuación
del criminal, así como el método en el que llega a ella, y cuánto se desplaza
como máximo.
Victimología: Características de las víctimas del asesino: Relación con ellas,
grupo racial, orientación sexual, sexo...
Tipologías: Seis categorías distintas de asesino tipificadas por distintos auto-
res de lo largo de los años por distintos autores como el Holmes y DeBurguer
[9], Canter y Salfati [15], Fox y Levin [14] o por organizaciones como el FBI.
4.2 Crímenes en EE.UU 1980-2014
La segunda base de datos, disponible en la página de Kaggle a través de este
enlace1, contiene datos del Informe Suplementario de Homicidios del FBI desde
1980 hasta el 2014, así como 22.000 casos que fueron desclasificados gracias al
Acta de Libre Información. Esta base de datos, de más de 638.000 casos, contiene
las siguientes características.
1. ID: Número de identificación del caso.
2. Código y nombre de comisaría: Características burocráticas para identifica-
ción de la comisaría en la que se archivó el caso.
3. Tipo de agencia: Indica a qué cuerpo de seguridad pertenecía la agencia en la
que se clasificó el caso: Sheriff, Policía municipal, estatal, regional, especial...
4. Ciudad y estado en la que se cometió el crimen.
5. Mes y año del crimen.
6. Incidente: Esta columna tienen un significado desconocido, dado que en la
base de datos no venía explicada y, en la investigación para realizar este
trabajo no se consiguió encontrar los documentos oficiales del FBI referentes
a la base de datos original, por lo cual no se puede atribuir un significado
claro. Por esto mismo se ignorará este parámetro.
7. Tipo de crimen: Esta base de datos clasifica todas las entradas en dos tipos
de crimen: Homicidios por negligencia y Asesinato/Homicidio. Para la reali-
zación de este trabajo, se descartarán aquellos producidos por negligencia.
8. Caso resuelto: Variable binaria que indica si el caso ha sido resuelto a fecha
de publicación de la base de datos o no.
9. Datos de la víctima: Sexo, edad, etnia y grupo racial de la víctima.
10. Datos del criminal: Sexo, edad, etnia y grupo racial de el criminal.
11. Relación entre víctima y criminal.
1https://www.kaggle.com/murderaccountability/homicide-reports
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12. Arma utilizada en el crimen
13. Víctimas adicionales
14. Criminales adicionales










El modelo propuesto, cuyo código se encuentra dispo-
nible públicamente en este enlace2 y en este enlace3, y se
esquematiza en las figuras 3 y 4, consta de dos programas:
Uno por cada base de datos utilizada.
5.1 Proyecto de Investigación de asesinos en serie
de la UACC-USAL
En el primer programa se ejecutará el código pertinente
a la base de datos de la UACC-USAL. En él, el primer paso
a tomar será la importación y preprocesado de datos, eli-
minando columnas innecesarias o que aporten poca o nada
de información. Además, se aplica un algoritmo diseñado
expresamente para este trabajo que añade a cada celda el
nombre de su columna correspondiente. Esto se hace por-
que, al obtener las reglas, sólo se mencionan los valores, sin
proporcionar información de qué columna provienen, pro-
porcionando resultados de "Sí⇒No", sin ningún contexto
de a qué variables se refiere. Tras ello, se crea la base de
datos de transacciones que se le dará al algoritmo Apriori
que calculará las reglas de asociación. Con las reglas una vez
obtenidas, se lleva a cabo un filtrado de las reglas y se define
un algoritmo para representarlas de forma más fácilmente
inteligible.
5.2 Crímenes en EE.UU 1980-2014
En el segundo programa, que trabaja sobre la base de
datos americanos, se realiza primeramente un preprocesado
en el que se borrarán las columnas que no aportan datos
utilizables para las predicciones o establecimiento de reglas,
como el número de identificación del caso o la fuente de la
cual proviene la información del caso. En este preprocesa-
do cabe destacar la eliminación de las entradas cuyo valor
del parámetro "Perpetrator Age"se encuentre entre 0 y 10
años, bien porque se considera como errata o porque este
trabajo busca la aplicación de métodos de inteligencia arti-






menos de 10 años no podría llevar a cabo un asesinato con
premeditación, siendo en tal caso un homicidio y quedando fuera del marco de
objetivos del proyecto. Además, para intentar mejorar los resultados en una de
las redes neuronales, se hace un estudio de la densidad de aparición de ciertas
relaciones entre víctima y agresor, para reducir dimensionalidad descartando los
valores cuya aparición sea menor a un 1% de los casos totales. Una vez realizado
el preprocesado, la base de datos se divide en tres grupos, divididos cada uno en
subconjuntos de entreno y prueba partiendo de una misma semilla para garan-
tizar iguales divisiones entre grupos. Con los grupos divididos e inicializados, se
entrenarán tres redes neuronales diferentes. Para llevar a cabo el entrenamiento,
se da la opción al usuario de realizar un estudio de rendimiento de las redes
neuronales, el cual probará varias estructuras de capas ocultas y devolverá la
que obtenga mejor resultado. En caso de no llevar a cabo el estudio completo,
se analiza el rendimiento de la estructura seleccionada. Una vez las redes han
sido entrenadas, se realiza un estudio detallado del mejor modelo obtenido. Para
ello se calculan sus matrices de confusión y, con ellas, se calculan las métricas
de rendimiento escogidas, lo cual se explica más en detalle en la sección 1. Tras
obtener las redes neuronales, se aplican los algoritmos desarrollados en el pri-
mer programa para obtener reglas de asociación mediante el algoritmo Apriori
y se lleva a cabo un filtrado de éstas, además de presentar una herramienta de
búsqueda y filtrado interactivo. Finalmente, por petición de la UACC-USAL,
se procede a buscar reglas referentes a la resolución del crimen, con el fin de
obtener información rescpecto a qué factores pueden llevar a la paralización de
una investigación.
6. Resultados experimentales
En esta sección se discutirán los resultados obtenidos en el programa. En el
desarrollo del mismo se han calculado reglas para uno y dos antecedentes, pero
en este informe, salvo que las reglas con dos antecedentes aporten información
relevante, sólo se mostrarán las primeras
6.1 Proyecto de Investigación de Asesinos en Serie de la
UACC-USAL
Las primeras reglas obtenidas en este caso de estudio se representan en laa
tabla 2 , donde se recogen todas las reglas calculadas para uno y dos anteceden-
tes en la base de datos del Proyecto de Investigación de Asesinos en Serie de la
UACC-USAL. Como se puede observar, las reglas obtenidas son de carácter bas-
tante trivial y redundante, ya que la información extraída de estas reglas es que
“Si un asesino actúa en norteamérica/es de norteamérica, entonces es de Estados
Unidos”, lo cual no siempre es cierto (El criminal podría ser canadiense) pero en
este caso aplica siempre. Esto es debido a que la base de datos, en el momento
de redacción de este trabajo, vio interrumpido su progreso de digitalización y,
a causa de esto, no existe una gran variedad en los datos, causando que estas
reglas tengan un soporte más alto del esperado.
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Figura 4: Diagrama del segundo programa. La separación en colores es para
identificar los procesos de cada subprograma (Rojo: Reglas de asociación. Azul:
Redes neuronales)
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Antecedent Consequent Confidence Support Lift
ZONA.ACTUACION AMERICA NORTE PAIS.ACTUACION USA 0,9000 0,3333 2,7000
PAIS.ACTUACION USA ZONA.ACTUACION AMERICA NORTE 1,0000 0,3333 2,7000
PAIS.PROCEDENCIA USA PAIS.ACTUACION USA 0,8182 0,3333 2,4545
PAIS.ACTUACION USA PAIS.PROCEDENCIA USA 1,0000 0,3333 2,4545
FORMAS.CAUSAR.MUERTE.ARMA.BLANCA SI ARMAS.BLANCAS SI 1,0000 0,3333 2,4545
Tabla 2: Reglas de asociación de la UACC-USAL con un antecedente.
Para solucionar estos problemas de trivialidad, se le aplica un filtrado al
soporte mínimo necesario, obteniendo unas reglas como las que se muestran en
la tabla 3. Se observa que ahora las reglas obtenidas presentan mayor utilidad,
si bien se presenta alguna que otra regla bastante redundante ( “La presencia de
indicios de armas blancas en la escena del crimen implica que dicho crimen se
cometió con un arma blanca”).
Antecedent Consequent Confidence Support Lift
ABUSO.SUSTANCIAS NO FORMAS.CAUSAR.MUERTE.ARMA.BLANCA SI 1.0 0,3704 2,700
FORMAS.CAUSAR.MUERTE.ARMA.BLANCA SI ABUSO.SUSTANCIAS NO 1.0 0,3704 2,700
ARMAS.BLANCAS SI FORMAS.CAUSAR.MUERTE.ARMA.BLANCA SI 1.0 0,3704 2,700
FORMAS.CAUSAR.MUERTE.ARMA.BLANCA SI ARMAS.BLANCAS SI 1.0 0,3704 2,700
ABUSO.SEX.ENTORNO.ESCOLAR NO ARMAS.BLANCAS NO 1.0 0,3704 2,455
Tabla 3: Reglas de asociación de la UACC-USAL con soporte filtrado para un
antecedente
Siguiendo las recomendaciones de la UACC-USAL, se desarrolló también
un sistema de búsqueda dentro de las reglas obtenidas y, más concretamente,
se denotó el interés de la organización por encontrar información relevante a
la relación entre criminal y víctima, cuyas reglas obtenidas se muestran en las
reglas de las tablas 4 y 5.
Antecedent Consequent Confidence Support Lift
MET.AT. FZA. CON O SIN ARMA REL.VICTIMAS.NINGUNA SI 0,8333 0,3704 2,2500
ARMAS.BLANCAS NO REL.VICTIMAS.DESCONOCE NO 0,9091 0,3704 2,2314
ARMAS.BLANCAS NO REL.VICTIMAS.FAMILIAR.LEJANO NO 0,9091 0,3704 2,2314
ARMAS.BLANCAS NO REL.VICTIMAS.OTRA NO 0,9091 0,3704 2,2314
ARMAS.BLANCAS NO REL.VICTIMAS.RELACION.SENTIMENTAL NO 0,9091 0,3704 2,2314
Tabla 4: RA de la UACC-USAL con un antecedente y cuyo consecuente sea la
relación entre asesino y víctima.
Se observa que las reglas obtenidas en este caso no son de gran utilidad,
dado que la única información que aportan es que se desconoce la relación entre
víctima y criminal o bien niega algunas opciones, pero sin aportar información
esclarecedora. Esto, de nuevo, es debido a que la base de datos presenta ahora
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Antecedent 1 Antecedent 2 Consequent Confidence Support Lift
ANTECED.POLICIALES SI EDAD.VICTIMAS.DESCONOCE NO REL.VICTIMAS.NINGUNA SI 1,0000 0,3704 1,9286
CANIBALISMO NO TIEMPO.MIN.ENTRE.AGRESIONES 1-60 MIN REL.VICTIMAS.NINGUNA SI 1,0000 0,3704 1,9286
CREENCIA.RELIG. CRISTIANA REL.VICTIMAS.FAMILIAR.CERCANO NO REL.VICTIMAS.NINGUNA SI 1,0000 0,3704 1,9286
EPIS.PREVIOS.VIOLENCIA SI SEL.VICTIMAS.POSIBILIDAD SI REL.VICTIMAS.NINGUNA SI 1,0000 0,3704 1,9286
EVID.INDICIOS.BIOLOGICOS SI REL.VICTIMAS.FAMILIAR.CERCANO NO REL.VICTIMAS.NINGUNA SI 1,0000 0,3704 1,9286
Tabla 5: RA de la UACC-USAL con dos antecedentes y cuyo consecuente sea la
relación entre asesino y víctima
mismo un tamaño reducido pero, a medida que se expanda, las reglas propor-
cionadas tendrán mayor nivel de información útil para aportar. Por ello, los
resultados obtenidos en esta sección deberán interpretarse como provisionales
y pertenecientes a una prueba de concepto, que se presentan como una vía de
trabajo sobre la que continuar una vez la situación acompañe.
6.2 Crímenes en EE.UU 1980-2014
6.2.1 Aplicación de redes neuronales Se ha llevado a cabo un estudio del
rendimiento para distintas estructuras internas en las tres redes neuronales. Para
cada una, se obtiene una representación gráfica de la evolución del rendimiento
para todas las estructuras, y otra representación separada para la evolución de la
estructura que obtuvo mejor puntuación. Esto se lleva a cabo para las funciones
de activación “reLU” e “Identity”, dos de las más utilizadas en el estado del arte.
A continuación, en las gráficas 5a a 7b, se muestran las evoluciones de las redes
neuronales entrenadas con la primera función de activación, mientras que las
evoluciones de los modelos entrenados con la función “Identity” se pueden ver en
las figuras 8a a 10b.
(a) Evolución de todas las estructuras
para relación víctima-criminal (reLU).
(b) Evolución de la mejor estructura
para relación víctima-criminal (reLU).
Figura 5: Resultados obtenidos para relación víctima-criminal (reLU).
Los resultados de entrenamiento de todas las estructuras iteradas para todos
los modelos probados se muestran en la tabla 6, y las redes neuronales una vez
16
(a) Evolución de todas las estructuras
para arma homicida (reLU).
(b) Evolución de la mejor estructura
para arma homicida (reLU).
Figura 6: Resultados obtenidos para arma homicida (reLU).
(a) Evolución de todas las estructuras
para Race (reLU).
(b) Evolución de la mejor estructura
para Race (reLU).
Figura 7: Resultados obtenidos para Race (reLU).
optimizadas se recogen en la tabla 7, junto con la estructura y función de activa-
ción, además del ratio de aciertos obtenido. La notación de estas estructuras se
interpreta de la siguiente forma: Una estructura tal que (15, 10, 5, 3) se deberá
tomar como una estructura de 4 capas ocultas, cada una con 15, 10, 5 y 3 neu-
ronas, respectivamente. Se observa en la tabla 7 que la red neuronal pertinente
al arma homicida tiene menos resultados. Esto es debido a que, como en varias
pruebas se obtuvo un rendimiento máximo, se optó por no llevar a cabo más
pruebas con ese modelo. Se observa también que, de forma sistemática, se obtie-
nen mejores resultados en aquellas redes neuronales entrenadas con la función de
activación “reLU”, presentando un aumento del rendimiento de entorno al 5%.
Además de las puntuaciones preliminares obtenidas al entrenar, se ha calcu-
lado también las métricas de rendimiento para las tres redes, mostradas en la
tabla 8.
Se observa que para las redes respectivas a la predicción del arma homicida
así como del grupo racial del criminal se obtienen resultados bastante buenos,
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(a) Evolución de todas las estructuras
para relación víctima-criminal (Iden-
tity).
(b) Evolución de la mejor estructura
para relación víctima-criminal (Iden-
tity).
Figura 8: Resultados obtenidos para relación víctima-criminal (Identity).
(a) Evolución de todas las estructuras
para arma homicida (Identity).
(b) Evolución de la mejor estructura
para arma homicida (Identity).
Figura 9: Resultados obtenidos para arma homicida (Identity).
(a) Evolución de todas las estructuras
para Race (Identity).
(b) Evolución de la mejor estructura
para Race (Identity).




Estructura Relu Identity Relu Identity Relu Identity
(17,15,10,5,3) 0,3870 0,4815 0,8668 0,8718
(15, 10, 5, 3) 0,3870 0,4759 0,8645 0,8714
(30, 35, 25) 0,5564 0,4981 0,8792 0,8713
(10, 5, 3) 0,3870 0,4840 0,9862 1,0000 0,8726 0,8686
(10, 5) 0,3870 0,4995 0,9941 1,0000 0,8729 0,8701
(14, 8) 0,5072 0,4949 0,8689 0,8709
35 0,5270 0,4882 0,8738 0,8716
30 0,5390 0,4978 0,8756 0,8683
25 0,5388 0,4987 0,8735 0,8715
10 0,5169 0,4985 1,0000 1,0000 0,8725 0,8689
Tabla 6: Resultados del entreno de estructuras para las redes neuronales.
Estructura capas ocultas Función act. Aciertos
Relación (30, 35, 25) reLU 55,64%
Arma (10) reLU/Identity 100%
Raza (30, 35, 25) reLU 87,92%
Tabla 7: Parámetros de las mejores redes neuronales obtenidas en el estudio.
Exactitud Precisión F1
Relación 0,4954 0,4954 0,4954
Arma 1,0000 1,0000 1,0000
Raza 0,8780 0,8780 0,8780
Tabla 8: Métricas de rendimiento para las redes neuronales
obteniendo unos índices de aciertos del 100% y del 87,92%, respectivamente,
aunque para la red neuronal que clasifica relación entre criminal y víctima, de-
nominada por la UACC-USAL como de mayor prioridad, los resultados obtenidos
son bastante mejorables, obteniendo un ratio de aciertos del 55,64%, obtenido
después de llevar a cabo el preprocesado en el que se purgaban los valores cuya
presencia fuera menor al 1% de los casos. La diferencia de rendimiento entre
antes y después de efectuar este limpiado, como se observa en la tabla 9, no
son muy significativos, mejorando el rendimiento en 5% aproximadamente. Esto
quizás podría haberse solventado haciendo un purgado con un umbral mínimo
de presencia algo mayor, quizás en un 2% o un 5%, porque posiblemente este
bajo rendimiento sea debido a que, aún habiendo reducido a la mitad el número
de parámetros sobre los que entrenar, 11 sigue siendo un número relativamen-
te elevado, sobre todo en comparación a la cantidad de datos disponibles en el
momento del estudio.
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Con purgado Sin purgado
Estructura Relu Identity Relu Identity
(17,15,10,5,3) 0,3870 0,4815 0,4737 0,4411
(15, 10, 5, 3) 0,3870 0,4759 0,4105 0,4385
(30, 35, 25) 0,5564 0,4981 0,5009 0,4540
(10, 5, 3) 0,3870 0,4840 0,4322 0,4399
(10, 5) 0,3870 0,4995 0,3464 0,4483
(14, 8) 0,5072 0,4949 0,4766 0,4578
35 0,5270 0,4882 0,4902 0,4518
30 0,5390 0,4978 0,4642 0,4482
25 0,5388 0,4987 0,4799 0,4523
10 0,5169 0,4985 0,4639 0,4531
Tabla 9: Diferencia de rendimiento al aplicar purgado
Para visualizar mejor los resultados obtenidos, además de las puntuaciones
numéricas y las métricas, se incluyen en las figuras 11 a 13 las matrices de
confusión extraídas de las tres redes neuronales entrenadas con el mejor modelo
dentro del estudio.
Figura 11: Matriz de confusión para relación víctima-criminal
En la figura 14 se muestra la comparativa entre la matriz de confusión de la
red entrenada para relación antes y después de llevar a cabo el purgado.
Como se puede observar, los valores obtenidos caen ligeramente más sobre
la diagonal, pero no hay una mejoría radical. De todas formas, analizando es-
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Figura 12: Matriz de confusión para arma homicida
Figura 13: Matriz de confusión para Race
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(a) Matriz de confusión de relación antes
de llevar a cabo el purgado
(b) Matriz de confusión de relación des-
pués de llevar a cabo el purgado
Figura 14: Comparación de matrices de confusión de relación antes y después del
purgado
tos resultados se tiene que, para predicciones de “Acquaintance” (Conocidos) y
“Stranger” (Extraños), tiene una precisión razonablemente buena.
6.2.2 Reglas de asociación De forma similar al caso de la UACC-USAL, se
muestran las primeras reglas calculadas en las tablas 10 y 11. Como en este caso
no existe el problema de la variedad de casos, dado que la base de datos cuenta
con más de 600.000 entradas distintas, no es necesario llevar a cabo el filtrado
por soporte. Se observa que, en este caso, el lift obtenido de las reglas es bastante
mayor al caso de la UACC-USAL, también debido a la mayor riqueza de la base
de datos, obteniendo valores de lift incluso mayores de 4. Las reglas obtenidas
de esta base pueden ser tomadas para consideración en futuras investigaciones,
si se filtran de la forma debida.
Antecedent Consequent Confidence Support Lift
Perp. Ethnicity: Not Hispanic Perp. Race: Black 0,4918 0,1112 4,3662
Perp. Ethnicity: Not Hispanic Crime Solved: Yes 0,9258 0,2094 4,0814
Perp. Ethnicity: Not Hispanic Perp. Sex: Male 0,8051 0,1821 4,0514
Victim Ethnicity: Not Hispanic Perp. Ethnicity: Not Hispanic 0,3383 0,1046 3,2128
Victim Ethnicity: Not Hispanic Crime Solved: Yes 0,6772 0,2094 2,9986
Tabla 10: Reglas de asociación con un antecedente para la base de datos de
Kaggle
Como los resultados de entreno de la red que clasifica la relación fueron bas-
tante mejorables, se intenta abordar ese problema desde otro ángulo: Intentando
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Antecedent 1 Antecedent 2 Consequent Confidence Support Lift
Perp. Race: Black Victim Ethnicity: Not Hispanic Perp. Ethnicity: Not Hispanic 0,9876 0,1112 4,3662
Perp. Sex: Male Victim Ethnicity: Not Hispanic Perp. Ethnicity: Not Hispanic 0,9164 0,1821 4,0514
Perp. Ethnicity: Not Hispanic Victim Race: Black Victim Ethnicity: Not Hispanic 0,9935 0,1046 3,2128
Addtl. Perps.: 0 Perp. Ethnicity: Not Hispanic Victim Ethnicity: Not Hispanic 0,9355 0,1835 3,0252
Perp. Ethnicity: Not Hispanic Perp. Race: Black Victim Ethnicity: Not Hispanic 0,9347 0,1112 3,0228
Tabla 11: Reglas de asociación con 2 antecedentes para la base de datos de
Kaggle.
encontrar reglas de asociación cuyo consecuente indique la relación entre víc-
tima y criminal. Algunas de las reglas obtenidas se muestran en la tabla 12.
Como se puede observar, se encuentran reglas variadas, pero que todas presen-
tan unas métricas de utilidad bastante bajas, teniendo en el mejor de los casos
una confianza de poco más del 30%, un soporte de menos del 20%, y un lift
no lo suficientemente alto como para compensar los valores pobres de los otros
parámetros.
Antecedent Consequent Confidence Support Lift
Perp. Race: Black Relationship: Acquaintance 0,3193 0,1076 1,6156
Perp. Sex: Male Relationship: Acquaintance 0,2492 0,1553 1,4826
Perp. Sex: Male Relationship: Stranger 0,1889 0,1177 1,4128
Crime Solved: Yes Relationship: Acquaintance 0,2781 0,1942 1,4072
Crime Solved: Yes Relationship: Stranger 0,1736 0,1212 1,2984
Victim Sex: Male Relationship: Stranger 0,1727 0,1337 1,1333
Victim Race: Black Relationship: Acquaintance 0,2209 0,1043 1,1178
Victim Sex: Male Relationship: Acquaintance 0,2171 0,1681 1,0984
Agency Type: Municipal Police Relationship: Stranger 0,1431 0,1108 1,0702
Addtl. Victims: 0 Relationship: Acquaintance 0,1723 0,1581 1,0251
Addtl. Victims: 0 Relationship: Stranger 0,1366 0,1254 1,0220
Tabla 12: Reglas de asociación de Kaggle con un antecedente y con consecuente
“Relación”
Además, se ha realizado una búsqueda para obtener reglas cuyo consecuente
arrojase información sobre el arma homicida y sobre el grupo racial del criminal,
de la misma forma que las redes entrenadas, para poder comparar la utilidad de
un método frente al otro. Los resultados obtenidos se muestran en las tablas 13
a 15. Se observa, para el caso del arma homicida, que la mayoría de las reglas
calculadas informan del uso de pistolas o cuchillos, y rara vez de otras armas,
debido a que en la inmensa mayoría de los casos el arma homicida coincidía con
éstas, siendo las demás mucho menos utilizadas. En el caso del grupo racial se
observa que, para reglas con un solo antecedente el nivel de confianza obtenido
es mucho menor que con dos antecedentes. Cabe destacar que, en el caso de
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las reglas del grupo racial se obtienen unos valores de lift superiores al resto de
reglas específicas para una categoría.
Antecedent Consequent Confidence Support Lift
Victim Race: Black Weapon: Handgun 0,5668 0,2677 1,1366
Crime Solved: Yes Weapon: Knife 0,1698 0,1185 1,1270
Victim Sex: Male Weapon: Handgun 0,5445 0,4216 1,0918
Perpetrator Race: Black Weapon: Handgun 0,5433 0,1831 1,0894
Crime Solved: No Weapon: Handgun 0,5290 0,1596 1,0608
Additional Victims: 0 Weapon: Blunt Object 0,1118 0,1026 1,0557
Agency Type: Municipal Police Weapon: Handgun 0,5207 0,4031 1,0442
Additional Perpetrators: 0 Weapon: Knife 0,1562 0,1366 1,0369
Additional Victims: 0 Weapon: Knife 0,1556 0,1427 1,0327
Agency Type: Municipal Police Weapon: Knife 0,1553 0,1203 1,0312
Perpetrator Sex: Male Weapon: Handgun 0,5007 0,3121 1,0042
Tabla 13: Reglas obtenidas de la base de datos de Kaggle referentes al arma
homicida.
Antecedent Consequent Confidence Support Lift
Perp. Ethnicity: Not Hispanic Perp. Race: Black 0,4918 0,1112 4,3662
Victim Race: White Perp. Race: White 0,6156 0,3045 1,8259
Victim Race: Black Perp. Race: Black 0,3280 0,1549 1,7916
Relationship: Acquaintance Perp. Race: Black 0,5445 0,1076 1,6156
Perp. Sex: Male Perp. Race: Black 0,2722 0,1697 1,4866
Perp. Sex: Male Perp. Race: White 0,2123 0,1324 1,4617
Crime Solved: Yes Perp. Race: White 0,4340 0,3031 1,4320
Crime Solved: Yes Perp. Race: Black 0,4273 0,2983 1,4318
Weapon: Handgun Perp. Race: Black 0,3123 0,1558 1,1672
Agency Type: Municipal Police Perp. Race: Black 0,2042 0,1581 1,1154
Victim Sex: Male Perp. Race: Black 0,2012 0,1558 1,0987
Victim Ethnicity: Not Hispanic Perp. Race: Black 0,3643 0,1126 1,0808
Additional Victims: 0 Perp. Race: Black 0,1168 0,1071 1,0366
Victim Ethnicity: Not Hispanic Perp. Race: White 0,3412 0,1055 1,0120
Tabla 14: Reglas de la base de datos de Kaggle con un antecedente referentes al
grupo racial del criminal.
Finalmente, se llevó a cabo una búsqueda de reglas que aportasen información
sobre cuándo un caso no es resuelto, para aprender qué factores pueden influir
a que un caso quede estancado. Estas reglas se muestran en la tabla 16.
Se observa, en las reglas para determinar si un caso es resuelto o no, que
ninguna supera un nivel de confianza del 40%, ni se obtiene un lift muy alto,
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Antecedent 1 Antecedent 2 Consequent Confidence Support Lift
Perp. Sex: Male Victim Race: Black Perp. Race: Black 0,8976 0,2454 2,6633
Perp. Sex: Male Victim Race: White Perp. Race: White 0,8277 0,2730 2,4548
Additional Victims: 0 Victim Race: White Perp. Race: White 0,6116 0,2723 1,8141
Agency Type: Municipal Police Perp. Ethnicity: Not Hispanic Perp. Race: Black 0,6066 0,1031 1,7997
Additional Perp.s: 0 Victim Race: White Perp. Race: White 0,6045 0,2598 1,7929
Additional Victims: 0 Victim Race: Black Perp. Race: Black 0,5969 0,2644 1,7710
Victim Race: White Weapon: Handgun Perp. Race: White 0,5908 0,1280 1,7521
Victim Race: White Victim Sex: Male Perp. Race: White 0,5898 0,2128 1,7494
Agency Type: Municipal Police Victim Race: Black Perp. Race: Black 0,5875 0,2412 1,7431
Victim Race: Black Weapon: Handgun Perp. Race: Black 0,5787 0,1549 1,7172
Tabla 15: Reglas de la base de datos de Kaggle con dos antecedentes referentes
al grupo racial del criminal (10 primeras).
Antecedent Consequent Confidence Support Lift
Victim Race: Black Crime Solved: No 0,3534 0,1380 1,1713
Agency Type: Municipal Police Crime Solved: No 0,3518 0,1444 1,1660
Victim Sex: Male Crime Solved: No 0,3454 0,1456 1,1448
Weapon: Handgun Crime Solved: No 0,3201 0,1596 1,0608
Victim Race: White Crime Solved: No 0,2841 0,1025 0,9415
Tabla 16: Reglas de la base de datos de Kaggle con un antecedente sobre la
resolución del caso.
por lo que, en caso de querer aplicar estas reglas para predecir futuros casos no
resueltos, habría que tomar las precauciones necesarias, dado que no presentan
una suficiente robustez como para ser consideradas fiables, por lo que no deberían
ser tomadas al pie de la letra.
7. Conclusiones y futuras líneas de trabajo.
En este trabajo se ha llevado a cabo el desarrollo de un sistema de búsqueda
de reglas de asociación basadas en el algoritmo Apriori y se ha aplicado a dos
bases de datos: Una perteneciente a la Unidad de Análisis de Conducta Criminal
de la USAL, conteniendo datos sobre perfiles psicológicos de asesinos en serie;
y otra disponible en Kaggle, conteniendo datos sobre todos los asesinatos y
homicidios cometidos en Estados Unidos entre los años 1980 y 2014. Con las
reglas obtenidas, se ha efectuado una serie de filtrados para optimizar la cantidad
de información obtenible de las reglas proporcionadas. Se ha utilizado además
un sistema basado en expresiones regulares para poder realizar búsquedas de
forma sencilla, y en base a esto se ha creado un sistema de búsqueda interactivo
para cualquier conjunto de reglas de asociación. Las reglas obtenidas del primer
conjunto de datos aportan información de interés, pero hasta que no se pueda
ampliar dicho conjunto, no deberán tomarse como nada más que una prueba de
concepto sobre la que continuar trabajando en el futuro.
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Para el segundo conjunto de datos se han implementado tres redes neuro-
nales entrenadas sobre tres características distintas: Relación víctima-criminal,
arma homicida y grupo racial del criminal. Se obtienen para estas dos últimas
unos ratios de acierto suficientemente elevados como para plantearse el aplicar-
lo a casos reales (88% en caso del grupo racial y un 100% de aciertos para el
arma homicida), pero en el caso de la predicción de la relación entre víctima y
criminal se obtienen resultados cercanos al 56%, por lo cual queda patente que
es necesario llevar a cabo mayor investigación en esta aplicación. Sobre estas
redes neuronales se ha llevado a cabo un estudio de estructuras internas para
determinar cuál proporciona mejores resultados en cada caso, y se han obtenido
métricas de rendimiento así como sus matrices de confusión para poder interpre-
tar mejor los resultados obtenidos. Mediante estos métodos de optimización se
ha conseguido aumentar en un 10% el rendimiento de la red que predice relación
entre víctima y criminal. Además, se le ha aplicado a este conjunto de datos el
sistema de obtención de reglas desarrollado para el primer caso, obteniendo en
la mayoría de los casos reglas con un valor de lift mayor de 2, lo que las convierte
en reglas de interés para su análisis.
Como futuras líneas de trabajo, los objetivos prioritarios son:
Continuar proyecto de la UACC-USAL, desarrollando una interfaz intuitiva
para el programa y facilitando el acceso a la base de forma remota.
Desarrollar un sistema de introducción interactivo de casos para la base de
datos de la UACC-USAL, facilitando así su crecimiento.
Aplicar un sistema de redes neuronales, clasificando para los distintas tipifi-
caciones del perfil.
Mejorar los sistemas de filtrado de reglas, estudiando la introducción de
nuevas métricas como el factor de potencia de regla (RPF).
Ampliar el estudio de estructuras de las redes neuronales para mejorar el
rendimiento de la red que clasifica para relación entre víctima y criminal.
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Resumen Este artículo se centra en realizar una revisión del estado del
arte en el campo de la estimación de poses y en la propuesta de un mé-
todo de interacción gestual a cuerpo completo. Para ello, partiendo de
los errores de otras alternativas anteriores, se desarrolla una propuesta
basada en un algoritmo de estimación de poses bidimensional sobre imá-
genes RGB. Para mejorar la usabilidad del sistema, todos los gestos se
crean a partir de una metáfora y se prioriza la sencillez por delante de
la utilización de gestos poco intuitivos. La evaluación de los resultados
de esta interacción se ha realizado mediante encuestas a usuarios sobre
los gestos utilizados y probando con ellos un prototipo funcional de una
pizarra que utiliza este sistema interactivo.
Keywords: Interacción gestual, Estimación de poses, Detección de po-
ses.
1. Introducción
En la actualidad, la mayoría de las interfaces persona-máquina se basan en
mecanismos de interacción que utilizan el teclado, el ratón o paneles táctiles como
entradas. Sin embargo, no son los únicos mecanismos posibles y, posiblemente,
tampoco los mejores, al menos, en algunos casos de uso. Por ejemplo, el uso de
una interfaz gestual a cuerpo completo, en lugar de una interfaz táctil, en las
pantallas utilizadas para realizar pedidos en los restaurantes de comida rápida
podría ser una alternativa más higiénica.
Este tipo de interacción se ha visto anteriormente en sistemas de entrena-
miento videoconsolas como la Nintendo Wii o la Microsoft Xbox 360 o, incluso,
en sistemas médicos como GestSure1. En el primer caso, este tipo de interacción
habilita la introducción de nuevas mecánicas que eran, anteriormente, irrealiza-
bles. En el segundo caso, permite que los cirujanos puedan controlar equipos de
ayuda sin arriesgarse a interactuar con otras entradas, como ratón y teclado, que
puedan no estar estériles. En el futuro, la utilización de este tipo de mecanis-
mos, podría dar lugar a acciones tan naturales como señalar a un dispositivo y
pedirle que se encienda. Sin embargo, pese a las promesas de futuro, los métodos
expuestos tienen sus limitaciones.
1https://www.gestsure.com/
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Pese al sentido de la propiocepción que permite que conozcamos la posición
de las partes de nuestro propio cuerpo, incluso cuando no podemos verlas, a
veces es complicado establecer la correspondencia entre la posición de la mano
en el mundo real y la posición en la pantalla sobre la que se está actuando. Este
problema se resuelve en estos sistemas mediante el uso de cursores.
Uno de los problemas más fáciles de ver es la necesidad de periféricos es-
pecíficos. En el caso de Xbox se hace necesario el uso de Kinect que consta de
una cámara y un sensor de profundidad, en el de Wii se utiliza un mando con
sensores infrarrojos y en el de GestSure un “conjunto de sensores avanzados”. La
utilización de dispositivos específicos hace que una interacción de este tipo no
esté al alcance de todo el mundo.
Jacob Nielsen [17] menciona algunos otros problemas de este tipo de siste-
mas, en concreto, de Kinect [21]. Entre estos destacan los de visibilidad, los de
consistencia y estándares, y los de confianza y activación accidental.
Los primeros hacen referencia a que las posibles acciones que se pueden reali-
zar no quedan claras sólo con ver la pantalla. Es necesario introducir previamente
una pantalla con instrucciones que explique los mecanismos de interacción. Esto
aumenta la carga cognitiva del usuario y hace más incómodo el uso de este tipo
de interfaces.
Los segundos se refieren a que, debido a que este tipo de mecanismos de
interacción aún no se han popularizado, no existe un estándar, ni de facto ni de
jure, que marque una serie de comportamientos que el usuario pueda esperar.
Por ello, cada aplicación funciona de una forma distinta dando lugar a una
inconsistencias entre ellas. Además, el usuario tienen que aprender a utilizar
cada interfaz individualmente perdiendo eficiencia.
Con respecto al tercero, el sistema de detección de poses de la Xbox 360
no es capaz de detectar gestos en manos. Por ello, el mecanismo utilizado para
seleccionar opciones es mantener la mano sobre una región durante un cierto
periódo de tiempo. Esto da lugar a errores e interacciones indeseadas cuando,
involuntariamente, se deja la mano en una posición por demasiado tiempo.
Debido a que los sistemas existentes cuentan con diversos problemas, en este
trabajo se realizará una propuesta que mejore las alternativas ya existentes. Para
detallar esta propuesta, se expondrá un apartado con los métodos y técnicas
utilizadas, otro con los resultados obtenidos y, por último, un apartado con las
conclusiones y líneas de trabajo futuras.
2. Estado del arte
La mayoría de métodos de estimación de poses del estado del arte utilizan
redes neuronales profundas formadas, principalmente, por capas convolucionales.
La arquitectura de estos métodos sigue una tendencia distinta en función del
conjunto de datos que se tome como referencia.
Los métodos que obtienen mejores resultados sobre MPII [2], generalmente,
son variantes de la arquitectura hourglass [16, 8, 5, 15, 14]. Esta recibe este
nombre dado que la resolución de los mapas de características varía siguiendo un
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patrón con forma de reloj de arena. En otras palabras, se comienza disminuyendo
la resolución de los mapas de características utilizando capas de pooling para,
después, aumentarla utilizando capas de upsampling hasta llegar a generar unos
mapas de calor de la posición de cada articulación. Esta red además cuenta
con conexiones residuales entre capas con el mismo tamaño. Estas conexiones
permiten evitar problemas de explosión y desvanecimiento del gradiente. Este
patrón se puede repetir varias veces en cascada para mejorar los resultados.
En el caso de los métodos que destacan en COCO keypoints [13] existe una
mayor variedad. Una de las tendencias son las propuestas [6, 25] basadas en
las redes piramidales de características [12]. Su funcionamiento es similar al de
la arquitectura hourglass pero en este caso se realizan predicciones a distintas
resoluciones y no únicamente al final. Otra de las tendencias, bastante diferente
a las otras dos, es la familia HRNet [23, 7]. En esta, se apuesta por mantener en
todo momento una rama que genera mapas de características de alta resolución.
De esta, se ramificaría otra que genere mapas de una menor resolución. Apli-
cando este mecanismo recursivamente, se puede generar una red que encuentre
características a distintas resoluciones. Finalmente, todas las ramas se unen a la
rama de la que parten realizando un upsampling para dar lugar a un mapa de
calor que constituirá el resultado.
También es importante destacar Mask R-CNN [11]. Este, es un método de
estimación de detección y segmentación de objetos con suficiente flexibilidad
como para poder utilizarse para abordar el problema de la estimación de poses.
Pese a no estar diseñado específicamente para este problema, obtiene resultados
comparables a otros métodos del estado del arte sobre el conjunto de datos
COCO keypoints.
Los métodos de estimación de poses cada vez son más complejos y se hace
difícil comprender cuáles son las características que mejoran realmente los re-
sultados. Para intentar resolver este problema, en [24] se propone un método
basado en ResNet [10], muy utilizada en otros campos de la visión artificial, que
pretende proporcionar una alternativa más sencilla, al menos conceptualmente,
con la que comparar otros métodos.
3. Comparativa de métodos
En este apartado se pretenden mostrar los resultados de distintos métodos
de estimación de poses bidimensionales del estado del arte sobre los dos con-
juntos de datos más importantes: MPII [2] y COCO keypoints [13]. Los autores
de estos dos conjuntos de datos particionan cada uno en tres subconjuntos (en-
trenamiento, validación y prueba). De esta forma, cualquier trabajo que utilice
estos conjuntos de datos se entrenan, validan y prueban sobre los mismos sub-
conjuntos y se pueden comparar sus resultados. Las anotaciones de la partición
de prueba no son públicas (los autores del conjunto se encargan de calcular las
métricas correspondientes a partir de los resultados obtenidos si se solicita) para
garantizar que no se tiene en cuenta durante el entrenamiento. Por ello, es co-
mún en el campo realizar comparativas sobre el conjunto de datos de validación,
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aunque esta aproximación tenga sus problemas. En concreto, se evaluarán distin-
tas configuraciones de las siguientes propuestas: HRNet [23], HigherHRNet [7],
la arquitectura de referencia propuesta por Xiao et al. [24], PyraNet [25] y la
propuesta de Chu et al. [8].
Cada uno de las configuraciones se entrenarán sobre la partición de entre-
namiento del conjunto de datos sobre el que se realizará la evaluación. Este
entrenamiento se realizará siguiendo las directrices proporcionadas por los au-
tores de cada uno de los métodos en los artículos en los que se proponen. Una
vez entrenado el modelo se obtendrán las predicciones de las poses que aparecen
en las imágenes de la partición de validación del mismo conjunto de datos sobre
el que se entrenó. Por último, teniendo en cuenta estas predicciones y las poses
reales, se calcularán una serie de métricas que permitan evaluar la calidad de las
predicciones del modelo.
En caso de que se quiera evaluar la misma configuración sobre los dos conjun-
tos de datos, se realizará el entrenamiento por separado en ambos obteniendo
dos modelos distintos. La validación de cada uno de los modelos se realizará
únicamente sobre la partición de validación del conjunto de datos sobre el que
se ha entrenado.
El coste, tanto temporal como económico, de entrenar cada una de las con-
figuraciones de cada uno de los métodos sobre ambos conjuntos de datos es
muy alto. Por ejemplo, han sido necesarios dos días y medio de entrenamiento
utilizando una tarjeta gráfica NVIDIA Tesla P100 para HRNet-W48 sobre el
conjunto de datos MPII. Para remediarlo, no todas las configuraciones se evalua-
rán en ambos conjuntos de datos y, además, en los casos en los que los autores del
propio método los proporcionen, se utilizarán modelos preentrenados en lugar
de realizar todo el proceso de entrenamiento.
3.1 Comparativa sobre MPII
Para la comparación de los resultados de los distintos algoritmos, se utilizará
la métrica estándar para este conjunto de datos [2], PCKh (head-normalized
probability of correct keypoint). Esta métrica considerará que una articulación
se ha predicho correctamente si la predicción está a una distancia del valor real
menor al tamaño de la cabeza multiplicado por un factor α. En concreto, se
considera el tamaño de la cabeza como el 60% de la diagonal de la caja que
bordea la cabeza. Para esta comparativa, α = 0,5.
Los resultados de esta comparativa se recogen en la tabla 1.
Como se puede observar en la comparativa (tabla 1), todos los métodos ob-
tienen resultados muy similares. Llama especialmente la atención el experimento
realizado utilizando ResNet152 256×256 con pesos entrenados para este trabajo
ya que obtiene unos resultados bastante peores al resto de experimentos. Incluso,
con respecto al experimento realizado utilizando los pesos preentrenados por los
autores del método, la diferencia es del 1.65%.
2 Resultados obtenidos utilizando un modelo preentrenado por los autores del mé-
todo.
3 Resultados obtenidos utilizando un modelo entrenado para este trabajo.
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Tabla 1: Comparativa de resultados entre métodos del estado del arte sobre el
conjunto de datos MPII. Se muestran los valores de la métrica PCKh totales
y para cada una de las articulaciones: cabeza (Cab.), hombros (Hom.), codos
(Cod.), muñecas (Muñ.), cadera (Cad.), rodillas (Rod.) y tobillos (Tob.).
Método Cab. Hom. Cod. Muñ. Cad. Rod. Tob. Total
HRNet-W32 [23] 2 97.10 95.94 90.34 86.45 89.09 87.08 83.28 90.33
HRNet-W48 [23] 2 97.00 95.64 90.23 85.15 88.20 84.89 81.37 89.43
HRNet-W48 [23] 3 97.00 95.64 90.17 85.08 87.80 84.71 81.06 89.29
ResNet50 256× 256 [24] 2 96.35 95.33 88.99 83.18 88.42 83.96 79.59 88.53
ResNet50 384× 384 [24] 2 96.66 95.75 89.79 84.61 88.52 84.67 79.29 89.07
ResNet101 256× 256 [24] 2 96.86 95.87 89.52 84.38 88.44 84.49 80.70 89.13
ResNet101 384× 384 [24] 2 96.97 95.91 90.27 85.78 89.60 85.94 82.10 90.00
ResNet152 256× 256 [24] 2 97.03 95.94 90.05 84.98 89.16 85.31 81.27 89.62
ResNet152 256× 256 [24] 3 96.59 94.99 88.24 82.10 88.21 82.97 78.63 87.97
ResNet152 384× 384 [24] 2 96.79 95.62 90.08 86.23 89.70 86.86 82.85 90.20
Chu et al. [8] 2 97.22 95.52 89.69 85.04 87.69 84.24 81.01 89.07
PyraNet [25] 2 97.41 96.16 91.10 86.88 90.05 86.00 83.89 90.27
Es curioso como PyraNet, pese a obtener los mejores resultados en todas
las articulaciones a excepción de en las rodillas, termina obteniendo una métrica
PCKh total menor al de HRNet-W32 (el método que mayor PCKh total obtiene).
Se puede afirmar que ambos son los métodos que obtienen mejores resultados.
En el caso de ResNet tanto aumentar el número de capas de la red como
aumentar la resolución ha mejorado los resultados. Sin embargo, el aumento del
número de mapas de características en HRNet ha sido perjudicial.
En cuanto a las articulaciones, los tobillos, las rodillas y las muñecas suelen
ser las más difíciles de detectar. Por el contrario, la cabeza y los hombros son
las más sencillas.
3.2 Comparativa sobre COCO
Al igual que en el conjunto de datos MPII, se utilizarán las métricas estándar
recomendadas por los autores del conjunto de datos y que usan todos los artículos
que realizan evaluaciones de métodos sobre este conjunto de datos (algo que
es bastante común en el campo). De esta forma, se puede garantizar que los
resultados de los métodos de esta comparativa sean comparables a los de otros
métodos evaluados por otros autores en otros trabajos. Estas métricas son AP
(Average Precision) y AR (Average Recall). En ambas, se utilizará la métrica
OKS para calcular la similitud entre las poses predichas y las poses de referencia.
La métrica OKS viene dada por la ecuación 1. En esta ecuación, n es el
número de articulaciones, di es la distancia entre la posición predicha y la de
referencia, s es la escala del objeto calculada como la raíz cuadrada del área que










En concreto, se utilizarán AP@0,50, AP@0,75 y AP@[0,50:0,05:0,95]. Y, de
forma similar a AP, AR@0,50, AR@0,75 y AR@[0,50:0,05:0,95].
Los resultados de esta comparativa se recogen en la tabla 2.
Tabla 2: Comparativa de resultados entre métodos del estado del arte sobre el
conjunto de datos COCO.
Método AP@ AR@0.5 0.75 0.5:0.95 0.5 0.75 0.5:0.95
HigherHRNet-W32 512 [7] 4 0.86 0.73 0.67 0.89 0.77 0.72
HigherHRNet-W32 640 [7] 4 0.87 0.75 0.69 0.89 0.78 0.73
HigherHRNet-W64 640 [7] 4 0.87 0.76 0.70 0.89 0.79 0.74
HRNet-W32 256× 192 [23] 4 0.91 0.82 0.74 0.94 0.87 0.80
HRNet-W32 384× 288 [23] 4 0.91 0.83 0.76 0.94 0.87 0.81
HRNet-W48 256× 192 [23] 4 0.91 0.82 0.75 0.94 0.87 0.80
HRNet-W48 256× 192 [23] 5 0.90 0.82 0.74 0.94 0.86 0.80
HRNet-W48 384× 288 [23] 4 0.91 0.83 0.76 0.94 0.87 0.81
ResNet50 256× 192 [24] 4 0.89 0.78 0.70 0.93 0.83 0.76
ResNet50 384× 288 [24] 4 0.89 0.79 0.72 0.93 0.84 0.78
ResNet101 256× 192 [24] 4 0.89 0.79 0.71 0.93 0.84 0.77
ResNet101 384× 288 [24] 4 0.90 0.81 0.74 0.93 0.85 0.79
ResNet152 256× 192 [24] 4 0.89 0.80 0.72 0.93 0.85 0.78
ResNet152 384× 288 [24] 4 0.90 0.81 0.74 0.94 0.86 0.80
En el caso de la comparativa de la tabla 2, a diferencia de la de la tabla 1,
se ha realizado una evaluación considerando múltiples personas en lugar de una
única persona por imágen.
Se puede observar muy claramente como los algoritmos con detección de
múltiples personas de arriba a abajo (ResNet y HRNet) obtienen mejores re-
sultados que los de abajo a arriba (HigherHRNet). Los algoritmos de arriba a
abajo utilizan un detector de personas (en este caso uno [24] que obtenía un
valor de la métrica AP de 56.4 sobre COCO) para encontrar a las personas
y recortarlas para que el algoritmo de estimación de poses pueda procesarlas
individualmente. En el caso de los algoritmos de abajo a arriba, el algoritmo
de estimación de poses detecta todas las articulaciones y, en un segundo paso,
las agrupa en distintas personas. Por ello, estos últimos tienen que ser capaces
4 Resultados obtenidos utilizando un modelo preentrenado por los autores del mé-
todo.
5 Resultados obtenidos utilizando un modelo entrenado para este trabajo.
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de encontrar articulaciones a distintas escalas y, por esa razón, suelen obtener
peores resultados.
En esta comparativa, las diferencias en los resultados entre todos los expe-
rimentos sobre HRNet y ResNet son muy pequeñas y no se pueden apreciar
con claridad las tendencias observadas en la comparativa sobre MPII. En este
caso el método que obtiene consistentemente mejores resultados es HRNet-W48
384 × 288 pero, la diferencia con respecto a la mayoría de alternativas es prác-
ticamente insignificante (del órden de milésimas).
4. Método
En líneas generales, este método consiste en un mecanismo de interacción
que utiliza como entradas la posición de las articulaciones detectadas con un
algoritmo de estimación de poses y la pulsación de botones en un mando. A
partir de estas entradas, se detectarán una serie de gestos que permitirán realizar
distintas acciones sobre una interfaz gráfica.
A continuación, se detallará el sistema profundizando en tres aspectos: cómo
se detecta la posición de las articulaciones, qué tipo de gestos se detectan y qué
características especiales contiene la interfaz gráfica.
4.1 La posición de las articulaciones
En este apartado se pretende explicar cómo trasladar la posición de las ar-
ticulaciones en el mundo físico a unas coordenadas en la pantalla sobre las que
se realizará la interacción. Por ejemplo, en el caso de utilizar un ratón, movi-
mientos de este sobre un plano horizontal se trasladan por medio de un sensor a
movimientos de un cursor en el plano vertical de la pantalla que indica la locali-
zación sobre la que se realizará la acción. También, en el caso de los dispositivos
táctiles, la interacción se produce sobre la posición de pantalla sobre la que se
ha producido el toque detectado por el panel.
En el caso de mecanismos de interacción similares al propuesto, como ya se
ha mencionado, se suelen utilizar dispositivos específicos como mandos diseñados
para el caso de uso, cámaras RGB-D o, incluso, complejas colecciones de sensores.
En esta propuesta, la detección de la posición de las articulaciones requiere
únicamente de una cámara web.
El uso de un hardware más sencillo hace que el software necesario para reali-
zar la detección de la posición sea más complejo. En concreto, se hace necesario
el uso de un algoritmo de detección de poses.
Existen una ingente cantidad de métodos capaces de estimar una pose bidi-
mensional a partir de una imágen RGB [7, 23, 6, 11]. De hecho, prácticamente la
totalidad de ellos consiguen resultados excelentes sobre los distintos conjuntos de
referencia en el campo. Pero, la mayoría de ellos cuentan con el mismo problema
que limita su campo de aplicación: requieren un gran coste computacional y sus
implementaciones únicamente son capaces de obtener resultados en tiempo real
en los equipos de más alta gama.
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En esta propuesta es necesario un método cuya implementación permita ob-
tener resultados en tiempo real incluso en los dispositivos más modestos [3, 19,
18], como los equipos móviles. En concreto, el método utilizado será una im-
plementación de los trabajos [19, 18] proporcionada por TensorFlow [1] y que
recibe el nombre de PoseNet 6.
Las predicciones de PoseNet no son consistentes y tienen ruido. Aunque
se mantenga una articulación fija en una posición en dos instantes de tiempo,
la posición predicha varía ligeramente. Para resolver esto, se hace necesaria la
utilización de un filtro que suavice los cambios entre fotogramas continuos. En
general, cualquier filtro utilizado en el procesamiento de señales para eliminar
ruido puede dar buenos resultados. En este caso, tras considerar otros métodos
cómo Savitzky-Golay [20] o una media móvil, se llegó a la conclusión de que el
más adecuado es el filtro de 1e [4], ya que, a diferencia de los anteriores, es capaz
de eliminar el ruido en movimientos a bajas velocidades sin añadir un retardo
en movimientos a altas velocidades.
En ocasiones, la detección del algoritmo de estimación de poses intercambia
las posiciones de las articulaciones a la derecha con las de la izquierda. Y, aunque
en un primer momento se consideró la utilización de algún algoritmo de segui-
miento de las articulaciones que evitara esto, la idea se acabó desestimando. Los
errores de este tipo son muy esporádicos y, normalmente, en la próxima detección
se corrigen. Además, con el algoritmo probado, si, pese a contar con el algorit-
mo, en algún caso las articulaciones se intercambiaran, este mismo algoritmo
dificulta que puedan volver a su posición original.
4.2 Los gestos
Cuando se utiliza un ratón, aunque el cursor se mueva por la pantalla, no
se produce ninguna acción hasta que se presiona alguno de los botones. Además,
en función del botón presionado se produce un acción u otra (hay una diferencia
entre el clic izquierdo y el clic derecho). Cuando se usan paneles táctiles, la acción
se produce en el momento de tocar sobre una zona de la pantalla. En función de
la cantidad de dedos utilizados y el movimiento realizado, se realiza una acción
u otra.
En el caso de Xbox 360, para realizar una acción es necesario mantener la
mano sobre una posición durante un tiempo para realizar una actuación sobre
ella. En ocasiones, dependiendo del programa utilizado, pueden utilizarse poses
específicas para realizar ciertas acciones como, por ejemplo, pausar un juego. En
la Wii, las acciones se realizan cuando se pulsan ciertos botones en el mando
y, dependiendo del botón pulsado, se realizaba una acción u otra. Tanto en la
Xbox 360 como en la Wii, fuera de los juegos, se tiene en cuenta únicamente la
posición de una de las manos para interactuar con la interfaz.
En este caso, al igual que en la Wii, se utilizan pulsaciones de botones para




se requiere de un mando específico (se puede utilizar cualquier mando similar
a los que se utilizan para jugar a videojuegos). Además, a diferencia de los dos
métodos anteriores se tienen en cuenta ambas manos. De esta forma, ambas
manos podrían estar realizando distintas acciones al mismo tiempo o, incluso,
podrían realizar una única acción combinada.
Además, para evitar caer en el problema que tenían los sistemas anteriores
como eran los gestos poco intuitivos y la necesidad de explicaciones sobre las
acciones disponibles en cada momento, se utiliza una aproximación más simple
en la que se usan únicamente dos botones por mano (asociados a las acciones
“tocar” y “agarrar”) y un conjunto de gestos mínimo.
En este caso, en el prototipo de pizarra interactiva se utilizan tres gestos
distintos: zum, girar y desplazar. Los tres permitirán modificar la posición del
lienzo de la pizarra. El primero de ellos se realiza agarrando con las dos ma-
nos y separándoles o juntándolas en función de si se desea acercarse o alejarse.
El segundo de ellos se realiza agarrando con ambas manos y moviéndolas reali-
zando una trayectoria circular en torno al centro del giro. El tercero se realiza
agarrando y moviendo ambas manos la misma distancia en el mismo sentido.
Además, utilizando el gesto “interactuar” se realizan acciones que dependen del
componente como, por ejemplo, pulsar si se trata de un botón.
4.3 La interfaz
La interfaz del prototipo (ver ilustración 1) se asemeja bastante a otras inter-
faces que se pueden ver en ordenadores. La mayor diferencia es el uso de botones
ligeramente más grandes y que las barras de herramientas aparecen por dupli-
cado a ambos lados de la pantalla para que sea más sencillo interactuar sobre
ellas.
Figura 1: Interfaz del prototipo.
Uno de los problemas de este tipo de sistemas es que el usuario tiene difi-
cultades para conocer la posición sobre la que se está interactuando debido a
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que los gestos no se realizan sobre la superficie de la pantalla. Para resolverlo,
en esta propuesta se utilizan dos cursores, uno por cada mano, que se sitúan
sobre la posición de interacción. Estos, a mayores, indican la mano a la que se
corresponden mediante la posición del pulgar. En concreto, el pulgar está en la
posición en la que lo vería una persona si estuviera observando una vista dorsal
de su propia mano. Además, se simboliza la interacción que se esta realizán-
do mediante la posición de los dedos: una mano completamente cerrada para
agarrar, una mano con el índice estirado para tocar y todos los dedos estirados
mientras no se realice ninguna acción.
En la ilustración 2 se puede ver en detalle el cursor utilizado. En la fila
superior se encuentran los distintos estados correspondientes a la mano izquierda
y, en la inferior, los correspondientes a la mano derecha. En la primera columna se
encuentra el cursor utilizado para simbolizar que no se está realizando ninguna
interacción. En la segunda columna el cursor que se muestra cuando se está
tocando. Y, en la tercera columna, el cursor que se usa cuando se está agarrando.
Figura 2: Cursor utilizado para señalizar la interacción.
5. Prototipo
Se ha desarrollado un prototipo con dos objetivos. En primer lugar, com-
probar si se puede llevar a la práctica con la tecnología actual. Y, en segundo
lugar, evaluar la experiencia de usuario del sistema. En esta sección se pretende
explicar el funcionamiento y las conclusiones extraídas de este prototipo.
5.1 Funcionamiento técnico del sistema
Este prototipo se ha desarrollado únicamente utilizando tecnologías web. En
concreto, se ha utilizado el lenguaje Typescript y el framework React para el
desarrollo de la interfaz. Además, se ha utilizado la biblioteca Tensorflow.js y
PoseNet para la detección de poses. En la ilustración 3 se puede observar un
esquema del funcionamiento.
Por un lado, utilizando la Media Streams API se recupera la secuencia de
vídeo de la cámara web. Esta secuencia, espejada, se le proporciona a PoseNet
que dará una predicción de la posición de cada una de las articulaciones. A
continuación, utilizando el filtro de 1e se suaviza la predicción para eliminar el
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Figura 3: Esquema de funcionamiento del prototipo.
ruido. Y, por otro lado, utilizando la Gamepad API se recuperan los botones
pulsados en el mando.
Utilizando la pose suavizada y los botones pulsados en el mando se genera una
acción. Esto es, por ejemplo, a partir de “la mano izquierda está en la posición P y
se está pulsando el botón ZL” se pasa a “la mano izquierda agarra en P ”. Aunque
en este prototipo únicamente se utilice la posición de las manos, se detecta la
posición de todas las articulaciones porque son útiles para detectar acciones como
“levantar la mano” que podrían utilizarse en futuras versiones. Estas acciones se
pasan al gestor de eventos que es el responsable de detectar sobre qué componente
de la interfaz se está produciendo la interacción y notificarlo con una llamada
a un callback. Existen eventos para cuando una mano entra, sale o se mueve
sobre un elemento, cuando se empieza o se deja de interactuar y para cuando se
empieza o deja de agarrar.
Para poder ser el objetivo de una interacción de este sistema, los componentes
deben suscribirse a ellas. En el momento de realizar la suscripción, se puede
indicar una prioridad de manera que si se hace una acción sobre una posición,
el componente que recibirá el evento será el que mayor prioridad tenga en esa
posición.
Todo el proceso, desde la detección de las articulaciones y las pulsaciones de
botones hasta la generación de los eventos correspondientes, se realiza cada 75
milisegundos (unas 13 veces por segundo).
5.2 Instrucciones de uso del sistema
Conocido el funcionamiento técnico del sistema, con la ayuda de la figura 4,
se explicará el funcionamiento a nivel de usuario.
Al mover las manos, sus cursores (3 y 4 en la figura 4) se mueven en la
dirección en la que se movieron estas. En concreto, la posición relativa de una
mano sobre la imágen de la cámara web, ignorando unos márgenes ya que en los
bordes la predicción es mucho menos precisa, será la posición relativa del cursor
sobre la pantalla.
Si se sitúa uno de los cursores sobre alguno de los botones de las barras de
herramientas (1 y 2 en la figura 4) y se presiona el botón asociado a esa mano la
acción “interactuar” en el mando, se desencadenará la acción que se corresponda.
En el caso de pulsar sobre el primero, se seleccionara la herramienta lápiz para
la mano izquierda si se pulsa en la barra de herramientas izquierda o para la
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Figura 4: Prototipo del sistema. 1 y 2 son las barras de herramientas para la
manos izquierda y derecha, respectivamente. 3 y 4 son los cursores de las manos
izquierda y derecha, respectivamente. Y 5 es el lienzo de la pizarra.
derecha si se pulsa en la barra de herramientas derecha. Si se pulsa en el segundo,
se activa la herramienta goma. Si se pulsa sobre el tercero, se abre el diálogo de
selección de color.
En el caso de pulsar el botón del mando asociado a “interactuar” sobre el
lienzo (5 en la figura 4), se realizará una acción distinta en función de la he-
rramienta seleccionada. Si se está usando la herramienta lápiz, se dibujara una
línea por las posiciones por las que pase el cursor mientras el botón este pulsado.
Y, si la acción borrar está seleccionada, se borran todas las líneas por las que
pase el cursor.
En el caso de pulsar el botón del mando asociado a “agarrar” en ambas manos
sobre el lienzo, se realizará una acción de cambio de vista (zum, giro y traslación
combinados) siguiendo los principios mencionados en la sección 2.
5.3 Evaluación del prototipo
En primer lugar, se ha evaluado hasta qué punto los gestos son intuitivos
y consistentes con esta. Para ello se han realizado entrevistas a cinco usuarios:
tres de ellos de entre 18 y 25 años y dos de ellos de entre 45 y 55 años. En
esta entrevista se han realizado preguntas orientadas a dos focos. Primero, para
evaluar los gestos de una única mano con preguntas como “¿Qué gesto asocia con
tocar algo?” o “¿Qué gesto asocia con agarrar algo?”. Tras esto, se evaluaron los
gestos de dos manos utilizando preguntas como “Si tuviera en sus manos un folio
de un material elástico, ¿cómo haría que el tamaño de su contenido aumentara?”,
“Si tuviera en sus manos un folio de un material elástico, ¿cómo lo movería a otra
posición?” o “Si tuviera en sus manos un folio de un material elástico, ¿cómo lo
giraría?”.
Sorprendentemente, todos los usuarios dieron respuestas muy similares. To-
dos identificaban “agarrar” con una mano completamente cerrada y “tocar” con
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una mano completamente cerrada y el índice estirado. También, todos los usua-
rios asociaban “aumentar de tamaño” con agarrar el folio en dos posiciones y se-
parar las manos, “desplazar” con agarrar el folio y mover las manos a la posición
deseada y “girar” con agarrar el folio y girar las manos en el ángulo adecuado.
La evaluación funcional del prototipo comenzó con una explicación sobre qué
botones del mando realizaban el gesto de tocar y agarrar de cada mano. Tras
esto, se encomendaron distintas tareas a cada usuario, entre ellas dibujar una
línea, hacer zum o desplazar la vista.
En este caso, los usuarios más jóvenes no tuvieron ningún problema en llevar a
cabo las tareas descritas. Por el contrario, los usuarios con mayor edad tuvieron
dificultades en los primeros instantes por tener que utilizar un mando. Esto
puede deberse a que los primeros habían utilizado mandos similares en ocasiones
anteriores, mientras que los segundos no.
Al preguntar a los usuarios por mejoras para futuras versiones del prototipo,
todos ellos mencionaron el poder realizar los gestos con las manos, sin necesidad
del mando. Entre otras sugerencias se encuentran contar con una herramienta
para insertar imágenes (propuesta por tres de los usuarios), poder escribir texto
(propuesta por dos de los usuarios) o poder cargar y guardar el contenido de la
pizarra de alguna forma (propuesta por dos usuarios).
Pese a que el prototipo sea intuitivo para los usuarios, aún cuenta con sus
desventajas. Por ejemplo, el sistema de detección de poses no es lo suficiente-
mente preciso como para poder realizar trazos con precisión. Para mejorar esto,
existen distintas alternativas: desarrollo de nuevos métodos de estimación de po-
ses en tiempo real que obtengan mejores resultados, investigación en métodos de
seguimiento de poses capaces de funcionar en tiempo real o recopilación de un
conjunto de datos cuyas imágenes se asemejen más a las imágenes que tendrá que
procesar el método de estimación de poses durante un uso normal del sistema.
Además, sería deseable la utilización de algún algoritmo de detección de
gestos en manos [22, 9] para sustituir a los mandos. Y, permitir definir al usuario
un rango de trabajo para evitar que paredes y muebles puedan molestar al
intentar llegar a los bordes de la pizarra.
Sin embargo, pese a que haya cosas que se pueden mejorar, el prototipo es
bastante prometedor. No sólo las pruebas con usuarios han demostrado que su
uso es intuitivo. Sino que, además, en las pruebas realizadas sobre un ordenador
con una tarjeta gráfica NVIDIA GTX 960 la respuesta del sistema es rápida y
no se notan demasiados retardos.
6. Conclusiones
El campo de la estimación de poses bidimensionales cuenta con una enorme
cantidad de métodos que obtienen muy buenos resultados. Sin embargo, la mayo-
ría de ellos cuentan con un enorme coste computacional. Propuestas con métodos
más ligeros cuyas implementaciones pudieran ejecutarse en tiempo real, incluso,
en dispositivos con prestaciones más modestas abrirían muchas puertas en la
interacción persona-máquina, el entretenimiento o la realidad virtual. Investigar
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en arquitecturas para la detección de poses basadas en el algoritmo de detección
de objetos YOLOv3 podría ser una buena aproximación a la consecución de una
propuesta de estas características.
En la comparativa sobre MPII, la mayoría de los métodos obtienen resultados
muy similares, de en torno al 90% PCKh y una diferencia menor al 2% entre
el mejor y el peor. Es decir, la mayoría de los métodos obtienen muy buenos
resultados y a penas hay diferencias entre ellos. En el caso de la comparativa
sobre COCO, los resultados son bastante más dispares entre unos métodos y
otros, aunque, no son directamente comparables a MPII dado que se utilizan
métricas distintas. La diferencia en los resultados en los experimentos con un
mismo método cuando se utilizan los pesos preentrenados y los pesos entrenados
para este trabajo no es significativa y puede deberse a diversas razones, entre
ellas aspectos como la inicialización de los pesos a la hora del entrenamiento
pueden afectar a si se converge a un mínimo u otro.
Con la propuesta se ha conseguido desarrollar un método de interacción bas-
tante intuitivo y natural que puede ser de gran utilidad en ciertos casos de uso.
También, ha permitido definir qué aspectos de los algoritmos de estimación de
poses actuales es necesario mejorar para un mejor funcionamiento de este tipo
de métodos de interacción. Por ejemplo, algoritmos de detección de poses con
mayor precisión y un menor tiempo de inferencia conseguirían que la interacción
fuera más agradable para el usuario. Esto no es únicamente posible mediante el
desarrollo de nuevos algoritmos. La creación de conjuntos de datos más repre-
sentativos de este caso de uso o el uso de algoritmos de seguimiento de poses
más rápidos y precisos también ayudarían.
Por otro lado, esta propuesta tiene ciertos aspectos que se podrían mejorar en
futuros trabajos. El principal es la realización de una evaluación de los resultados
más exhaustiva y con un mayor número de usuarios. También, sería útil investigar
en el campo de la detección de gestos en manos para poder eliminar la necesidad
del uso de mandos y permitir optar por una alternativa más natural. Además, se
debería garantizar que todas las acciones pueden realizarse con una única mano
para mejorar la accesibilidad.
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Resumen La interacción gestual junto con el reconocimiento y síntesis
de voz son unas de las áreas más estudiadas y con mayor proyección en
la actualidad, en especial, debido a la proliferación y mejora de los dis-
positivos móviles. Este artículo comienza analizando el estado del arte
de ambos campos de conocimiento, mediante una revisión sistemática de
literatura obtenemos los artículos relevantes y acto seguido, analizamos
y extraemos las características más relevantes de los mismos, permitién-
donos componer así un estado del arte de dichos campos. Se implementa
una aplicación para el sistema operativo iOS, la cual nos permite hacer
uso de bibliotecas tanto de interacción gestual como de reconocimiento y
síntesis de voz. Centrando así el foco de la implementación en el manejo
y adaptación para la innovación. A través de esta aplicación utilizamos
la tecnología de interacción gestual para permitir al usuario poder rea-
lizar las diferentes acciones que la aplicación permite, pero utilizando
gestos sencillos y accesibles. De igual modo, se da la posibilidad de re-
vertir acciones fácilmente en los casos que la carga cognitiva sea mayor.
En suma, se incorpora tecnología de reconocimiento y síntesis de voz, la
cual es aplicada para la creación de rutas. El reconocimiento de voz no se
encuentra activo mientras la aplicación se encuentre activa, mejorando
así la privacidad del usuario pero haciendo esta funcionalidad accesible
en instantes de tiempo en los que no se pueda manipular el dispositivo.
45
1. Introducción
La interacción gestual es una de las áreas que han tenido un gran auge debido
a la proliferación y extensión de los dispositivos móviles en las mayoría de los
ámbitos de nuestra vida. Esto explica la mayor necesidad de innovación en este
terreno.
Mediante la interacción gestual se trata de reflejar una determinada acción
para transmitir un mensaje que será interpretado posteriormente. Los diferen-
tes tipos de movimientos son ampliamente utilizados en diferentes ámbitos, en
este artículo serán utilizados como método de control de una aplicación de un
dispositivo móvil.
Muchas de las aplicaciones que utilizan interacción gestual demandan un
usuario experto, que entienda y sepa utilizar los diferentes gestos, en nuestro
framework trataremos de mejorar la experiencia del usuario a través del uso de
gestos sencillos, complementarios y que no requieran de un usuario experto para
su uso, expandiendo así el número de usuarios capaces de utilizarla de forma
correcta.
Otro de los ámbitos tecnológicos de los cuales se ha incrementado su uso
exponencialmente es el reconocimiento y síntesis de voz. Este será un aspecto
estudiado e implementado, el cual, combinado junto a la interacción gestual,
dotará a la aplicación de una gran facilidad de uso, sin importar la situación
externa del usuario.
El paso previo a la implementación de nuestra aplicación es la recopilación
de artículos relacionados tanto con la interacción gestual como con la síntesis y
el reconocimiento de voz, con el objetivo de conocer las principales metodologías
y técnicas utilizadas en los mismos.
El resultado es el desarrollo de una aplicación de mapas para los sistemas
operativos iOS y iPadOS, con funcionalidades tanto del ámbito de la interac-
ción gestual como del text-to-speech y speech-to-text, la cual es completamente
funcional y accesible para la mayoría de los usuarios.
Algunos de los gestos implementados son: swipe left y swipe right, utilizados
para el manejo de los menús y controles de la aplicación; tap y double tap para la
gestión de los marcadores del mapa o pinch and zoom para controlar la altitud
a la que se visualiza el mapa desde el dispositivo.
La creación de rutas se realiza mediante el reconocimiento de voz, el cual se
activa con un gesto de double tap, con esto conseguimos que el reconocimiento
de voz no se encuentre en escucha mientras la aplicación está activa, preservando
la privacidad del usuario a la vez que se hace accesible en situaciones que no se
pueda prestar mucha atención al dispositivo, como en la conducción.
2. Objetivos
Mediante este trabajo se tiene como objetivo principal el diseño de una apli-
cación relativa al tratamiento de mapas y a la gestión de marcadores y puntos
de interés. Se intenta conseguir una mejor ergonomía al reducir los movimientos
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de interacción gestual así como incorporar reconocimiento y síntesis de voz para
mejorar la experiencia de usuario. Los principales objetivos son:
Realizar una revisión sistemática de los diferentes métodos y técnicas de
interacción gestual.
Realizar un estudio de las diferentes tecnologías y dominios de aplicación en
el ámbito del reconocimiento y la síntesis de voz.
Seleccionar la tecnología mediante la cual se desarrollará nuestro proyecto.
Utilizar gestos accesibles y sencillos para el usuario.
Implementar herramientas de reconocimiento y síntesis de voz.
Crear una herramienta capaz de trazar rutas entre diferentes puntos de un
mapa.
Permitir la adición, traslación y borrado de marcadores en un mapa.
Implementar y aplicar la propuesta citada.
3. Estado del Arte
3.1 Interacción Gestual
Con el desarrollo de la tecnología, en los últimos años se ha intensificado el
uso de la interacción gestual en el ámbito de las manos y la cara, estos ámbitos
de aplicación ocupan un lugar muy importante dentro de la interacción persona-
ordenador. A través de ella, se permite a los computadores capturar e interpretar
los movimientos gestuales y ejecutar una acción posteriormente.
La representación de los gestos sirve tanto para reflejar una acción determi-
nada como para transmitir un mensaje que será interpretado posteriormente.
Los diferentes movimientos son ampliamente utilizados en diferentes ámbitos,
como facilitar la interpretación a personas con movilidad reducida o trastornos
psicológicos, aplicaciones de ocio [20] o control industrial [32] [33]. Por otra parte,
muchas de las aplicaciones que utilizan interacción gestual demandan un usua-
rio experto, que entienda y sepa utilizar los diferentes gestos, de lo contrario, la
experiencia del usuario puede verse afectada a la hora de realizar algunas tareas
[65].
Observamos aplicaciones que permiten diferenciar varios gestos con una mano,
como [45], [1] que identifican el número de dedos estirados, así como el pulgar y
el puño. Existen aplicaciones que se centran en los gestos dinámicos, como son
swipe left/right/up/down, tap y pinch [48],[11]. Incluso se identifica un double
swipe con ambos brazos [46] [fig:1]. Otros estudios como [19], [28],[29] diferencian
todos los gestos del lenguaje de gestos, siendo estos mucho más completos.
Para el proceso de clasificación de gestos se utilizan diferentes tecnologías,
como pueden ser redes neuronales artificiales (ANN) en [7], [64],[54] y[54]; redes
neuronales convolucionales (CNN) en[1], [45], [61], [19],[9] y, en [66] se utiliza a
su vez dos redes convolucionales 3D interconectadas (3D-CNN); redes neuronales
progresivas (PNN) [9]; redes neuronales recurrentes (RNN) [3] y tipos derivados
de la misma, como redes neuronales recurrentes cerradas (GRU-RNN) [53] y
redes el memoria corta-larga (LTSM) [50].
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Figura 1: Gestos manuales dinámicos[1]
También es muy utilizado el modelo oculto de Markov (HMM) [14], [44], [28],
[62], el modelo Bayesiano (IBCC) [28], el algoritmo de k vecinos más próximos
(KNN) [54], [20], [54], [58] y [36]; las máquinas de soporte vectorial (SVM)
[45], [48], [54], [66], [62], [54], [58]; el algoritmo Adaboost en [21],[31] y [62];
el algoritmo SDD [34]; Random Forest (RF) [58] y las distribuciones Gausianas
[62]. Por último se destaca el uso de sistemas expertos [63], el algoritmo de
expectativa maximizada (EM) [25], [24] y el algoritmo de análisis discriminante
(LDA) que permite encontrar una combinación lineal de rasgos que caracterizan
o separan dos o más clases de objetos [36].
En cuanto al porcentaje de éxito de los estudios, encontramos que todos ellos
se encuentran por encima de un 85% de éxito en el reconocimiento de gestos, lo
que supone un porcentaje muy alto de acierto. Entre los mismos, un 28% de los
artículos se encuentran en torno a un 85-90% de acierto, un 32% entre 90-95%
y un 40% entre 95-100%.
3.2 Tecnologías del habla
La tecnología de síntesis de voz transforma texto a voz, la cual es usada
principalmente como tecnología de asistencia al usuario, donde se utiliza una voz
interactiva como forma de recepción de información. La mejora de los dispositivos
portátiles en términos del rendimiento y costo computacional permiten al usuario
que utiliza la tecnología de síntesis de voz, por ejemplo, la navegación de las rutas
en Google Maps [6], asistentes virtuales, como Siri o Amazon Alexa [10], o e-
readers como Amazon Kindle o Sony Reader que utilizan la síntesis de voz para
la lectura de cómics, los cuales diferencian entre las voces de los personajes y su
estado de ánimo [60].
Entre las técnicas y modelos de síntesis mas utilizados encontramos las redes
neuronales [22] [Zhu2019645] [59] [35] [35], el modelo oculto de Markov [6] [27]
[43] [49] [47] [2], los vocoder [2] y las WaveNet [26].
Los dominios de aplicación en los que se utilizan los sistemas text-to-speech
son: las aplicaciones de propósito general basadas en la generación de voz, voz
cantada [17], síntesis del discurso expresivo [Zhu2019645] [56], detección de
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la personalidad y del estado de ánimo [4] e, incluso percepción del discurso
silencioso [5].
Tabla 1: Porcentaje de acierto de los artículos recopilados interacción gestual


























La escala MOS es un sistema de medida numérica que permite evaluar la
calidad media de un discurso de voz, utilizada en evaluación directa o singular.
Fue utilizada en primer lugar para medir la calidad de las llamadas telefónicas en
el ámbito de la telecomunicación, extendiéndose posteriormente a otros ámbitos,
como el de la síntesis de voz. Se evalúa en una escala del 1 (malo) al 5 (excelente).
Los factores que afectan a la misma son: la latencia, es decir, tiempo de
generación y de emisión de la síntesis de voz; el jitter, que es la variación de
latencia entre muestreos, contra mayor sea la variación, más alto el jitter y peor




la calidad del audio. En lo referente a los CODECs utilizados existen CODECs
con y sin compresión. Para evaluaciones comparativas, el rango de calificación
también oscila entre uno y cinco, pero se define una escala equivalente conocida
como DMOS (Degradation MOS).
Observamos que un 13% de los frameworks se encuentran entre 1 y 3 de
la escala MOS/DMOS, lo que implica que se requiere un esfuerzo considerado
o resulta imposible de entender la propia síntesis. La mayoría de los artículos,
un 65%, se escala entre 3 y 4, lo que significa que se requiere de un esfuerzo
moderado a la hora de la escucha. Por último, un 22% de los mismos solo
necesita de un esfuerzo aceptable para tratar de escuchar el discurso de voz.
Tabla 2: Porcentaje de acierto de los artículos recopilados tecnologías del habla




























El propósito de este trabajo radica en crear una aplicación relativa al tra-
tamiento de mapas junto a la gestión de marcadores y puntos de interés. Se
utilizará MapKit [13], [12], [57] como biblioteca para el gestor de mapas y Fi-
rebase [16], [55] como gestor de base de datos. La principal interacción con el
usuario se realiza a través de un menú lateral [39], [40], [15], [37] y mediante ges-
tos en el propio mapa. En este apartado se explicará el funcionamiento general
de la aplicación desde la perspectiva del programador.
4.2 Aspectos relevantes de programación
Se comentan los aspectos relevantes de programación implementados en el
sistema, prestando atención al código que permite utilizar la interacción gestual
y le síntesis y el reconocimiento de voz. Se detalla por archivos y funciones
que engloban funcionalidades completas, más concretamente las cabeceras de
las funciones y, en algún caso oportuno, fragmentos de código.
4.2.1 ViewController.swift Este es el archivo principal y en el que se en-
cuentran la mayoría de detectores gestuales. Mediante un Pan Gesture Re-
cognizer permitimos desplazar región del mapa visible, modificando la latitud
y longitud de la región que puede visualizar el usuario. Se aplica una traslación
al mapa según el movimiento del dedo y se reescala el polígono que forman los
puntos en caso de estar dibujado.







Con un RotationGesture, permite al usuario rotar el mapa más allá de
360o grados a derecha o izquierda. La limitación existe cuando el zoom es lo
suficientemente pequeño no permite la rotación, esta viene dada por el propio
mapa, dado que el la figura del mapa es rectangular y aparecerían bordes negros
en los extremos. El valor de sender.rotation se resetea en cada ejecución
de la función para prevenir la acumulación del mismo.
A través de los gestos SwipeLeft y SwipeRight se permite al usuario
mostrar u ocultar el menú lateral, adaptándose al mismo si este se encuentra en
la parte izquierda o derecha del mapa respectivamente. Si el menú está oculto en
la parte izquierda y detecta SwipeRight, lo muestra, y si detecta SwipeLeft,
lo oculta, y viceversa en caso de encontrarse en la parte derecha.
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El gesto PinchandZoom es detectado con el objetivo de hacer zoom +/-
sobre el mapa. El valor de sender.scale se resetea en cada ejecución de la
función.
Se han implementado tres TapGestures, el primero sirve para, una vez
se ha seleccionado un mapa y se hace un doble tap en un punto del mapa, se
sitúa un punto sobre el mismo. El segundo TapGesture permite al usuario, al
hacer click sobre uno de los puntos previamente situados con la función anterior,
eliminarlo del mapa. El tercero se activa mediante la pulsación con dos dedos
dos veces seguidas. Mediante el mismo se activa la función de text-to-speech para
la creación de rutas.
En cuanto al LongPressGesture, es utilizado para permitir al usuario
mover uno de los puntos situados a otra zona del mapa. En cuanto el usuario
selecciona el punto se destaca y se comienza a actualizar la información de su
situación si el usuario lo desplaza, guardando la misma cuando este suelta el
punto.
4.2.2 NavBarController Es un controlador en el que están recogidas todas
las constraints necesarias para la ubicación y reubicación de los elementos
en caso de rotación del dispositivo, aparición del menú lateral y cambio de lado
del menú así como rotación del dispositivo.
4.2.3 MyMenuController Es el archivo controlador de las funciones del me-
nú lateral, tanto del menú principal como del menú auxiliar de cada mapa. Para
ambos menús se ha utilizado un UITableView. Los valores del menú principal
son obtenidos de forma dinámica ya que, en parte, está compuesto por los dife-
rentes mapas que el usuario ha creado y estos pueden cambiar a gusto del mismo.
Cada elemento del menú principal pertenece a la clase PointsMenuOption,
recogida en PointsMenuOption.swift, mientras que los elementos del menú
auxiliar son estáticos y están recogidos en el archivo MenuOption.swift.
Mediante la función putPoints() se obtienen los datos a mostrar y trans-
latePoints(), se ubican en el mapa, una vez están fijados se reescala el mapa
para mostrar mejor dichos puntos La función updatePolygon() dibuja el po-
lígono que crean los puntos, si estos se encuentran mostrados.
Para la obtención de los datos remotos que se encuentran en la base de
datos, se utilizan las dos funciones siguientes, en necesaryFirebaseUpda-
te() se detecta mediante un timestamp de la base de datos si este coincide con
el timestamp local, para actualizar o no los valores. En caso de ser necesaria
una actualización, se llama a la función obtenerMarcadores(). El atributo
’completed’ es un closure que impide que las funciones posteriores se ejecuten
hasta que esta no ha acabado, permitiendo al programador asegurarse de que
los datos han sido descargados y almacenados antes de realizar ninguna acción
con ellos.







of: .value, with: { (snapshot) in
let values = snapshot.value as? NSDictionary




Para manejar la adición de puntos implementamos la función addPointAnd
UpdateFirebase(), así como deletePoint() para el borrado de los mis-
mos por separado y updatePointAndUpdateFirebase() para su traslación.
Con deleteMap() crea una alerta para confirmar la acción. Si la respuesta es
afirmativa, borra el mapa de la base de datos, actualiza el timestamp y carga
el menú principal. La función deleteAllPoints() sigue un funcionamiento
similar a deleteMap(), pero la diferencia radica en que borra todos los puntos
del mapa y no vuelve al menú principal.
Mediante createListOfPoints() permitimos crear un mapa nuevo, para
ello instancia un objeto de la clase AlertView en el que se genera un cuadro
de diálogo para introducir el nombre del mapa. Es comprobado que no exista un
nombre ya existente, ni uno vacío, tampoco se permite la un nombre con más
de 8 caracteres.
4.2.4 SpeechToText.swift En SpeechToText.swift se incorporan la fun-
ciones que permiten tanto capturar, como ejercer de controlador de las funciones
speech-to-text. La función recordingController() se encarga de obtener la
mejor transcripción posible así como de manejar la propia transcripción y trans-
formarla en la ruta en cuestión.
4.3 Consecución de objetivos
Se detallará la utilidad de nuestro programa:
En visualizamos la pantalla principal, en la parte en la que se encuentra el
mapa podemos desplazar el mapa a la posición que deseemos mediante un pan
gesture. A través del mismo mapa también se permite hacer zoom mediante pinch
and zoom y una rotación, esto último solo cuando existe un zoom suficiente para
poder realizar la rotación del mapa. Para mostrar el menú lateral se puede hacer
mediante el botón de la esquina superior izquierda o mediante el gesto swipe
right (en caso de encontrarse el menú en la parte izquierda, el cual esta así por
defecto).
Una vez se encuentra mostrado [2] podemos ocultarlo mediante el gesto swipe
left o mediante el mismo botón que lo mostramos.
Los elementos del menú principal son los siguientes: 1o Item: Bar Side. Cam-
bio de lado del menú lateral, se actualizan todas las restricciones para su correcta
visualización. 2o Item: Map Type. Cambiar tipo de mapa, mediante la pulsación
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Figura 2: Menú Lateral Principal
del mismo seguiremos este cambio en los tipos de mapa político - físico - híbrido
- político. 3o Item: New Map. Crear Mapa: permite crear un mapa nuevo, se
genera un cuadro de diálogo para introducir el nombre del mapa. Es comproba-
do que no exista un nombre ya existente, ni uno vacío, tampoco se permite la
un nombre con más de 8 caracteres. 4o Item y sucesivos. Mapas creados por el
usuario, se muestran dos creados a modo de ejemplo. Se accede al menú auxiliar
de mapas detallado a continuación.
En este apartado [3] , una vez se ha seleccionado el mapa que se quiere editar,
el mapa permite la adición de puntos mediante un double tap en cualquier punto
del mapa, el movimiento de los mismos mediante un longpress desplazando y,
por último, la eliminación de los mismos mediante un tap en el punto en el que
se encuentre el elemento.
La funcionalidad de speech-to-text para la creación de rutas se activa con el
gesto double tap dos veces seguidas. Al activarse se generará un audio de la forma
Hi, -nombre de usuario-. Mientras se encuentre activa la escucha se superpondrá
un filtro de color naranja en el mapa.
Se implementan tres funcionalidades posibles, la primera, la cual permite
generar la ruta y permite al usuario utilizarla de la forma Go + From + -
nombre de la ciudad de origen- + To + -nombre de la ciudad de destino-[fig:4b]
.La segunda, mediante la palabra Stop provoca que se dehabilite tanto la función
de escucha como la de speech-to-text. Por último, a través de la palabra Clear,
se reinicia la función de speech-to-text, eliminando así las palabras reconocidas
por el dispositivo.
5. Resultados
El propósito principal de esta aplicación radica en permitir al usuario la
realización de las diferentes funcionalidades en el ámbito de la interacción ges-
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Figura 3: Menú Lateral Auxiliar
(a) Botón DrawPolygon (b) Ruta iniciada
Figura 4: Funcionalidad de ruta
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tual. Aunque la carga cognitiva se incrementa al existir un mayor número de
gestos que memorizar y aprender, se trata de solventar ofreciendo al usuario la
posibilidad de revertir la acción, ya sea con el mismo gesto o con el inverso.
Por ejemplo, la aparición y desaparición del menú lateral se realiza mediante
los gestos swipe left y swipe right respectivamente, así como mediante el botón
que lo expande o contrae. El cambio de tipo de mapa puede realizarse en el
menú lateral o mediante un swipe up/down de forma cíclica, permitiendo llegar
al mapa en el que se encontraba a través el gesto inverso o realizando el mismo
gesto dos veces. Se incorpora también la posibilidad de revertir el zoom una vez
se ha realizado esta acción, en caso de que el usuario haga zoom por error. En
cuanto a la funcionalidad de speech-to-text para la creación de rutas se puede
habilitar y deshabilitar con el mismo gesto, el cual se explicará en el siguiente
apartado.
El establecimiento, borrado y traslado de puntos hacen que se ajuste al mapa
cada vez se produce uno de estos eventos, además, los gestos utilizados son un
double tap, single tap y long press, respectivamente, los cuales se tratan son
gestos familiares para el usuario utilizados en numerosas aplicaciones.
Con el objetivo de adaptar la aplicación y hacer extensible los métodos de
interacción gestual para todos los usuarios se incorpora la funcionalidad decidir la
mano dominante, ya sea para personas diestras o zurdas, la cual invierte todos los
elementos interactuables sobre el eje x según sus preferencias o mano dominante.
Por otra parte, en el terreno de las acciones irreversibles, estas requieren de una
doble confirmación para realizarlas, dificultando así llevarlas a cabo por error.
Otro de los aspectos destacables en este apartado radica en la posibilidad
de creación de rutas de una forma rápida y efectiva para un usuario, ya que se
permite iniciar una ruta únicamente con el gesto double-tap dos veces seguidas
en cualquier punto del mapa y, a continuación, se activará el reconocimiento
de voz, para que el usuario introduzca la ruta que desee. A diferencia de otras
aplicaciones, esta no requiere de un reconocimiento de voz continuado desde que
se inicia la aplicación, ni tampoco que el usuario busque y seleccione el botón
adecuado, lo que en situaciones como en la conducción puede provocar despistes
y distracciones graves.
En el aspecto cuantitativo podemos observar como nuestra aplicación es más
rápida calculando rutas cortas, interprovinciales (rutas 11-14), intraprovinciales
(rutas 15-18) y rutas sin solución (rutas 19-20) pero, salvo algún caso, tarda más
tiempo que Google Maps en el cálculo de rutas internacionales (rutas 1-9).





Madrid - Stuttgart 3,90 2,50
Lisboa - Lyon 3,21 1,60
Salamanca - Florencia 3,37 4,00
Nueva York - Montreal 3,47 4,96
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Dallas - Guatemala 5,07 4,58
Buenos Aires - Caracas 4,81 4,97
Bamako - Burkina Faso 2,62 2,97
El Cairo - Praga 3,54 3,42
Kabul - Calcuta 2,56 3,21
Moscú - Oslo 3,91 4,32
Medina del Campo - El Burgo de
Osma
2,47 1,04
Calatayud - Villarrobledo 2,29 1,78
Aroche - Écija 2,51 1,29
Ezcaray - Carcastillo 2,40 1,44
Tórtoles de Esgueva - Sotillo de la
Ribera
1,66 0,74
Torrecilla del Pinar - Sepúlveda 2,07 1,25
Ortigueira - Loiba 1,88 1,26
Barahona - La Riba de Escalote 2,03 1,43
Boston - Oporto 2,08 1,56
San Diego - Tokyo 1,37 1,06
6. Conclusiones y líneas futuras de trabajo
Este artículo describe una aplicación de mapas para el sistema operativo iOS,
con funcionalidades tanto del ámbito de la interacción gestual como del text-to-
speech y speech-to-text. El resultado es una aplicación completamente funcional
y accesible para la mayoría de los usuarios.
Finalizado este artículo y habiendo utilizado la aplicación, se observa la po-
sibilidad de realizar gestos sencillos y accesibles para el usuario. De igual modo
incorpora la posibilidad de revertir acciones fácilmente.
Otro de los aspectos importantes es la implementación de la creación de ru-
tas mediante el reconocimiento de voz, el cual se activa con un gesto de double
tap. Con esto conseguimos que el reconocimiento de voz no se encuentre acti-
vo mientras la aplicación se encuentre activa, mejorando así la privacidad pero
haciendo esta funcionalidad accesible en instantes de tiempo en los que no se
pueda manejar el dispositivo correctamente. El tiempo de cálculo de rutas inter-
provinciales, intraprovinciales y rutas sin solución es significativamente menor
respecto a aplicaciones similares.
Para este trabajo se ha realizado una investigación y desarrollo de una apli-
cación de mapas para los sistemas operativos iOS y iPadOS, con funcionalidades
tanto del ámbito de la interacción gestual como del text-to-speech y speech-to-
text. El resultado es una aplicación completamente funcional y accesible para la
mayoría de los usuarios.
En primer lugar, se ha llevado a cabo una revisión sistemática de literatura de
los avances en el campo de la interacción gestual en los años comprendidos entre
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2016 y 2020. Se identifican los principales tipos de gestos reconocidos, la tecno-
logía utilizada, los métodos de preprocesamiento, identificación y clasificación,
así como los dominios de aplicación en los que se aplica.
Dado que también se incorpora tecnología de reconocimiento y síntesis de
voz, se ha realizado una segunda revisión sistemática de los artículos publicados
entre 2018 y 2020. Se especifican las diferentes técnicas y modelos de síntesis, así
como los procesos de optimización que se encuentran en desarrollo y los dominios
de aplicación de los mismos.
Para el desarrollo de esta aplicación se han hecho uso de bibliotecas y tecno-
logía existente, los cuales implementan por sí mismos el reconocimiento de gestos
y de voz, logrando así una capa de abstracción adicional y permitiéndonos cen-
trar nuestro esfuerzo en la utilización de la tecnología existente. Estas bibliotecas
están optimizadas para el hardware que utilizamos, en este caso iPhone o iPad.
6.1 Líneas de trabajo futuras
Entre las posibles líneas de trabajo futuras encontramos:
Mejorar el reconocimiento de voz, en este apartado se engloba tanto el aspec-
to propio de la metodología de reconocimiento, así como su posible extensión
a otros ámbitos y funcionalidades de la aplicación, creación de mapas o po-
lígonos mediante voz.
Mejorar la ergonomía, acceso a funciones de la aplicación con un menor nú-
mero de gestos y carga cognitiva. Esta sería llevada a cabo mediante pruebas
con usuarios.
Añadir mayor número de funcionalidades y características a la aplicación,
como puede ser la exportación de mapas a un mayor número de formatos,
tamaño visible de los polígonos mostrados o mejora del tiempo de respuesta.
Reducir el tiempo en el cálculo de rutas, se propone una aproximación del
cálculo de ruta óptima mediante computación cuántica y el uso de la biblio-
teca Qiskit, desarrollada por IBM [5].
Figura 5: Circuito cuántico computacional
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Resumen Los grandes avances en la tecnología han permitido el desa-
rrollo de dispositivos portátiles capaces de monitorizar distintas medidas
fisiológicas de una manera económica, no invasiva y eficiente. La Reali-
dad Virtual (VR) también ha evolucionado logrando una experiencia
inmersiva muy realista en diferentes contextos. La combinación de los
dispositivos de adquisición de señales y la VR permite generar conoci-
miento útil incluso en situaciones desafiantes de la vida diaria. En el
campo de la Inteligencia Artificial (IA), la información recopilada es cla-
ve para desarrollar sistemas de reconocimiento de emociones vitales para
controlar la salud humana. Se investiga la viabilidad de detectar estrés
en individuos utilizando señales fisiológicas recolectadas con un sensor
de fotopletismografía (PPG) incorporado en un reloj de muñeca. Las
características adquiridas durante la simulación en VR se toman como
entrada a un modelo basado en algoritmos de aprendizaje automático,
que informará si el individuo presenta o no estrés.
Keywords: Fotopletismografía; Reconocimiento de emociones; Reali-
dad Virtual; Dispositivos inteligentes móviles; Redes Neuronales.
1. Introducción
Las personas aprenden a diario en una amplia variedad de contextos, como
en el trabajo, la universidad o en la vida privada [15]. En ocasiones, la adqui-
sición de conocimiento puede ser un desafío, como identificar las reacciones y
los comportamientos de los conductores ante ciertos eventos externos visuales y
acústicos [36] o imprevistos como un accidente de tráfico, y conocer qué emo-
ciones fueron provocadas [37]. Cada vez más investigadores en el campo de la
IA han llevado a cabo estudios de computación afectiva en general, y reconoci-
miento de emociones en particular, convirtiéndolos en un área de investigación
emergente y prometedora [37].
Análisis estadísticos recientes revelan que el comportamiento humano re-
presenta una de las causas principales de los accidentes de tráfico [16]. Varias
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investigaciones han comprobado cómo el estado anímico del conductor y las dis-
tintas situaciones que ocurren durante un trayecto en carretera, como la fatiga,
los atascos, los cruces y los semáforos afectan a la salud y en concreto, al estrés
de los pasajeros [5], [13], [16], [21]. Hoy en día se sabe que el estrés en uno de los
problemas de salud mental más padecidos por la población y que tiene efectos
muy perjudiciales para la salud [18], por lo que su detección puede conducir a
su mitigación [18]. Por este motivo, monitorear las condiciones en tiempo real
del usuario puede ser clave para detectar sus conductas [2], [33], [36].
Se han desarrollado sistemas capaces de adaptarse al estado emocional de los
usuarios para mejorar el aprendizaje y la experiencia [15], [20], [32], [34], fusio-
nando datos recopilados de múltiples sensores que utilizan diferentes canales de
expresión emocional humana (audio [2], [3], [38], vídeo y postura [29], registros
informáticos [6] y expresión facial [22], [26], [27], [29]). El problema de todos
estos canales es que son propensos al enmascaramiento social [17], y muchos de
los métodos planteados atentan contra la privacidad y seguridad, como las gra-
baciones de vídeo o del discurso, o el registro de teclas pulsadas. Por el contrario,
las señales fisiológicas, que son resultados directos de la actividad del Sistema
Nervioso Autónomo (SNA) y que reflejan el estado emocional intrínseco de la
persona, evitan los encubrimientos afectivos, siendo más confiables y objetivos
[17]. Además, la literatura científica evidencia la utilidad concreta de posibles
enfoques basados en el análisis de señales fisiológicas para la detección y clasifi-
cación de emociones [8], [9], [12], [14], [15], [17], [24], [32] y [34].
La Photoplethysmography o Fotopletismografía (PPG) es una técnica que
permite detectar signos vitales mediante la medición de los cambios en la absor-
ción de la luz en la piel [15]. Es un método utilizado muy a menudo para medir
la Frecuencia Cardíaca (FC) de forma no invasiva, portable y a bajo costo, pero
con buenos resultados. Con una luz infrarroja mide las variaciones volumétricas
de la circulación sanguínea, información muy importante en el tema de la salud.
El proceso de funcionamiento se basa en la proyección de luz en la piel a través
de unos LEDs verdes del dispositivo, que llegan a la sangre que circula por el
individuo, rebota, y un foto-diodo colocado bajo el dispositivo captura esa luz.
Cuanto mayor cantidad de sangre circule por los vasos sanguíneos mayor será
la luz reflejada y viceversa, conociendo así la FC. Investigaciones recientes han
utilizado estos dispositivos para clasificar el estrés de los individuos con una pre-
cisión del 75.56% en [40] y del 81.2% en [19] aplicando algoritmos de Machine
Learning (ML).
La evolución tecnológica ha provocado grandes desarrollos en sensores por-
tátiles capaces de monitorizar distintas medidas fisiológicos humanas de manera
económica, no invasiva y eficiente, al igual que con otros métodos tradicionales,
como la Electroencefalografía (EEG) [4], donde la monitorización con estos dis-
positivos restringe la actividad, es costosa e incómoda [2]. Por ello, se investiga
la viabilidad de detectar el estado de estrés de un individuo utilizando señales
fisiológicas recolectadas con un sensor de PPG incorporado en un reloj de mu-
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ñeca ampliamente utilizados hoy en día.
La motivación de este trabajo es combinar las posibilidades que ofrece la VR
para la realización de un sistema de reconocimiento del estrés de un individuo
durante distintas situaciones de conducción de un vehículo. La combinación de
estímulos visuales, de audio y la posibilidad de interacción e inmersión total del
usuario en el entorno tridimensional, potencia el realismo y el impacto de los
estímulos emocionales [12], [23], [28]. De esta manera, se plantea una innovadora
forma de aprendizaje y de inducción de estímulos, que de manera segura sortea
las limitaciones de espacio y tiempo a través del Head Mounted Display (HMD)1
de VR. Esta tecnología permite sumergirse a los usuarios en espacios virtuales
diseñados específicamente con un fin concreto, recrear escenarios muy difíciles e
incluso imposibles en la vida real, como en este caso un accidente, y los usuarios
pueden incluso interactuar y manipular los objetos libremente y sin peligro, me-
diante controladores o con otro tipo de tecnologías, como el seguimiento ocular o
con sensores de movimiento [23]. En [11] se comprobó cómo el uso de la tecnología
de VR para provocar las emociones aumenta y estimula las respuestas fisiológi-
cas de los sujetos, ya que los resultados obtenidos consistieron en un aumento
de la Actividad Electrodérmica de la piel (EDA) media y la FC respecto a una
simulación estándar o sin inmersión (2D) durante una simulación de conducción.
El sistema propuesto en el presente trabajo es un modelo de aprendizaje
automático capaz de determinar mediante clasificación con alta precisión y en
tiempo real si los usuarios tienen estrés, utilizando datos de señales fisiológicas
basadas en la Variación de la Frecuencia Cardíaca (VFC), obtenidas de las se-
ñales PPG capturadas por los relojes portátiles de uso común y de bajo coste.
Se implementan distintos algoritmos y se comprueba que la VFC es válida para
clasificar el estrés del usuario. El reloj se utilizó para adquirir datos de PPG y
respiración, que se ha visto que son efectivos para el reconocimiento de estados
emocionales básicos [16], [40]. El smartwatch recopila información de la FC, la
Saturación de Oxígeno (SO) y la VFC, de las cuales se extraen características de
tiempo y frecuencia para luego seleccionar las más adecuadas para el algoritmo
de clasificación emocional. También se utilizó el dispositivo Leap Motion de se-
guimiento de manos para observar los movimientos de los participantes durante
la simulación. Los datos recogidos de los sensores biomédicos se grafican, se inte-
gran en un sistema móvil de contexto más amplio y se almacenan en el teléfono
inteligente en algún formato accesible desde cualquier computadora, en este caso
CSV, para llevar a cabo una monitorización en tiempo real y la visualización de
las características seleccionadas, como en [25], o las tareas de procesamiento y
clasificación. La primera de estas actividades consiste en procesar las señales y
extraer las características relevantes para los clasificadores, tareas y conocimien-
to útil que puede ser obtenido a través de las técnicas de minería de Big Data.
La segunda fase implica el uso de las tecnologías de ML, ampliamente utilizadas
con éxito para la resolución de cuestiones del mundo real. Cada vez hay más
1HMD es un dispositivo de visualización en 3D.
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investigadores que abordan problemas de toma de decisiones y clasificación con
ayuda de algoritmos bioinspirados en el cerebro humano, a saber, las redes neu-
ronales [1], [15], [32], [35], [34], ya que son algoritmos muy flexibles y aplicables
a fuentes diversas de distintos tipos.
2. Objetivos
Actualmente, la investigación del reconocimiento de emociones se centra en
los siguientes temas: (1) la correlación entre los distintos tipos de señales fisioló-
gicas y las emociones; (2) los métodos de selección de estímulos para la inducción
de los estados emocionales deseados; (3) la aplicación de algoritmos que extrai-
gan los rasgos que caracterizan los estados emocionales; y (4) las técnicas de
reconocimiento de emociones basadas en la fusión de la información multimodal
[37]. Por ello, los objetivos principales y parciales planteados en este trabajo son
los siguientes:
O1: Desarrollar un sistema de reconocimiento automático de estrés, infor-
mación de mucha importancia para la salud humana.
• O1.1: Investigar los métodos de medición de los estados emocionales
humanos. La finalidad es ver qué dispositivos de uso común pueden uti-
lizarse para adquirir señales valiosas para la entrada al modelo.
• O1.2: Búsqueda de un conjunto de datos válido para clasificar la emoción
del usuario en función de los datos recogidos por los sensores, es decir,
ver qué datasets contienen como atributos información de las señales
capturadas por el sensor.
• O1.3: Aplicar varios algoritmos de aprendizaje automático para cons-
truir el clasificador, con el fin comparar y validar los resultados con las
métricas principales, y ver cuál es el mejor para el modelo.
• O1.4: Desarrollar un entorno de experimentación para validar el modelo
utilizando un simulador de realidad virtual.
• O1.5: Desarrollar una herramienta para un dispositivo móvil que moni-
torice en tiempo real los resultados obtenidos. De esta manera, el usuario
podrá conocer en todo momento su estado de estrés.
3. Métodos
La metodología seguida para conseguir los objetivos del proyecto y desarro-
llar un sistema de reconocimiento automático de emociones consistió en llevar a
cabo varios procedimientos: (1) La búsqueda y selección de una base de datos
relevante, (2) El desarrollo de una aplicación para la inducción de estados emo-
cionales a los usuarios, (3) Elegir y utilizar dispositivos capaces de capturar las
señales emitidas como respuesta a los estímulos, (4) Introducir la información
recopilada por los sensores como entrada a la red neuronal, (5) Aplicar distin-
tos algoritmos de ML para comparar los resultados y validarlos en función de
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las distintas métricas existentes, y (6) el desarrollo de una aplicación móvil que
integre el sistema clasificador o red neuronal para la determinación del estado
emocional del usuario y que permita visualizar características relevantes para el
usuario.
El lenguaje de alto nivel utilizado para el desarrollo del proyecto es Python. Su
elección se debe a la gran cantidad de bibliotecas existentes y bien optimiza-
das para llevar a cabo el cálculo científico y las tareas comunes de ML, como
Numpy, Pandas, SicKit-learn, entre otras. Además, Python es independiente de
la plataforma, por lo que es compatible y se puede ejecutar en la mayoría de los
dispositivos. Se utiliza el IDE Jupyter Notebook que proporciona la plataforma
Anaconda para el desarrollo del código, ya que es modular, extensible, gratuito
y fácil de usar.
3.1 Conjunto de datos
El conjunto de datos utilizado fue creado en el año 2007 y titulado “Stres
Recognition in Automobile Drivers” o Reconocimiento de estrés en conductores
de automóviles. Se encuentra disponible de forma gratuita en la plataforma de
PysioNet2 y en Google Cloud.3 Se realizó una búsqueda exhaustiva de todas las
bases de datos relacionadas con el reconocimiento automático de emociones, y
tras puntuar los conjuntos de datos disponibles siguiendo ciertos criterios de eva-
luación, el dataset de PysioNet obtuvo la máxima puntuación. Además, también
fue elegido debido a la similitud de intenciones del dataset con los objetivos del
proyecto. El conjunto recopila información de sensores de Electrocardiograma
(ECG), de la Respuesta Galvánica de la Piel (GSR) y de la respiración durante
la conducción de un vehículo real con el fin de determinar el nivel de estrés del
conductor [18]. Además, el monitoreo de las señales se realiza en una posición
relativamente inmóvil, ya que está sentado, por lo que las señales pueden ser más
claras y similares a las recopiladas en el experimento propuesto en este trabajo.
3.2 Modelo clasificador de estrés
A partir del conjunto de datos se han entrenado diferentes modelos a tra-
vés de las técnicas de ML. Una vez entrenados los modelos se utilizan con el
nuevo conjunto de datos recopilados con el reloj. La información y los datos se
adquieren durante el experimento en los escenarios de realidad virtual, es decir,
el simulador de conducción y de accidentes, con el fin de determinar si el usuario
tiene o no estrés y monitorizar las distintas características.





3.2.1 Preprocesamiento de los datos. El primer paso realizado fue una
exploración inicial al dataset para observar qué características o atributos se
manejan, qué tipo de datos son y obtener una descripción estadística de todos
ellos. El conjunto de datos tiene un total de 23 atributos y 4129 instancias. Todos
ellos se corresponden a las señales de ECG, EMG y GSR. La Tabla 1 muestra
las características que no se han utilizado para la realización del modelo y el
motivo que impulsó la decisión, y las que por el contrario, se han utilizado para








































Segmento desde el final
de la onda T hasta el
inicio de la siguiente onda P
Tabla 1: Estudio de las características del dataset.
Respecto a las características que se pueden extraer de la FC en el dominio
de frecuencia, para determinar la ULF el tiempo de grabación tiene que ser a
largo plazo, de unas 24 horas [24], por ello este tipo de señal no se suele usar
en la práctica y también se descarta para este proyecto, ya que gran parte de
los valores que presenta son nulos, probablemente debido a los cortos intervalos
de tiempo del experimento. Lo mismo ocurre con la información de la banda
de VLF, que prácticamente todos los valores toman valor nulo, por lo que se
descarta esta característica para el desarrollo del modelo. Se llega a resultados
similares a otros autores [17], que han demostrado que la banda VLF es una
medida muy poco confiable en lecturas de menos de 5 minutos. Al realizar una
revisión de los outliers y de los valores faltantes en cada atributo, se observa que
hay una variable, LF − HF , que es la relación de potencia de baja a alta fre-
cuencia, que tiene el 99% de los datos vacíos, por lo cual esta variable se elimina.
De los atributos restantes, únicamente el atributo AVNN tiene valores faltantes,
desconociendo el valor de un total de 122 instancias (el 3% de las instancias
totales). Como es un porcentaje mínimo, se realiza una función para reemplazar
dichos valores por la media, ya que se trata de un atributo numérico.
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Por lo tanto, el conjunto de características para la construcción del modelo
son la FC, la respiración (RESP), el tiempo entre intervalos de onda (seconds,
newtime y TP), las características de la FC en el dominio de tiempo (AVNN,
SDNN, rMSSD y PNN50 ) y en el dominio de frecuencia (LF y HF ). Los interva-
los NN toman los valores medios de la FC en una ventana o intervalo de tiempo
de 30 segundos. Todas estas características son requeridas para la extracción de
características de la VFC. Los indicadores obtenidos tras el análisis en los do-
minios de tiempo y frecuencia reflejan características fisiológicas e información
relacionada con el estrés [7].
Tras el tratamiento inicial de los datos se estudia la correlación entre las va-
riables con el fin de ver si hay atributos altamente correlacionados que puedan
ser eliminados. Las variables interval_in_seconds y AVNN, que se corresponden
con el intervalo de tiempo en segundos entre dos latidos y el promedio de todos
los intervalos entre latidos, respectivamente, tienen un valor de correlación 1 ob-
tenido mediante el coeficiente de correlación de Pearson, por tanto se elimina una
de ellas (interval_in_seconds), ya que no aporta información adicional, puesto
que que miden la misma característica. Lo mismo ocurre con los atributos time
y seconds, en el que fue descartado el primero de ellos. Pese a que hay otras dos
variables con valores superiores a 0.7 (SDNN y RMSSD), no se eliminan en la
etapa de preprocesamiento, ya que puede suponer la pérdida de información.
Para finalizar la preparación de los datos para el aprendizaje automático,
se realiza una normalización para evitar que las variables medidas en diferentes
escalas contribuyan de forma diferente a la función de ajuste y aprendizaje del
modelo, pudiendo crear un sesgo. Se utilizó el escalado de variables StandardS-
caler de sciktk-learn para transformar los datos de manera que la distribución de
cada atributo (χ) tenga un valor medio µ = 0 y una desviación estándar σ = 1,
donde cada entrada se normaliza entre unos límites definidos.
La clase considerada es el nivel de estrés del usuario. El interés del problema
es conocer si el usuario se encuentra o no con estado de estrés, por lo que se trata
de un modelo de clasificación binaria, donde la etiqueta puede tomar dos valores,
1 =estrés o 0 =no estrés. También se observa que no hay desequilibrio entre las
clases, ya que hay 2170 muestras etiquetadas con estrés y 1959 sin estrés, por
lo que la diferencia de instancias entre ambas clases, con un valor de 211, no
debería afectar a la clasificación. Aún así, en algunos algoritmos, como en los
árboles, en algunos parámetros (como class_weight) se le da un mínimo valor
mayor a la clase minoritaria, para así compensar la diferencia de valores.
3.2.2 Extracción de características. La detección de los estados emocio-
nales requiere una extracción adecuada de las características de las señales, que
se correlacionan con los estados emocionales registrados por los participantes
en la autoevaluación. En las señales de ECG, que son similares a las de PPG,
se extraen características en el dominio del tiempo y de frecuencia para deter-
minar la VFC. Las mediciones paramétricas de las señales ECG en el dominio
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del tiempo cuantifican la variabilidad de Intervalos entre Latidos (IBI) sucesivos
[31], y son muy importantes para el análisis de las grabaciones a corto plazo
[24]. En este método, se determina la FC tomada en cualquier instante o entre
intervalos, determinando el Intervalo entre dos Latidos Normales (NN) o la FC
instantánea. El dominio de frecuencia determina la distribución de la potencia,
ya que distingue las señales de FC según su frecuencia e intensidad. Proporciona
información sobre cuánto cambia el valor de la FC aprovechando las oscilaciones
periódicas de la FC en varias frecuencias. Los principales componentes espectra-
les calculados se describen como ULF, VLF, LF y HF. En la Tabla 2 se describen
las características generadas a partir de los picos de las señales ECG.
Dominio de tiempo Dominio de frecuencia
AVNN
Promedio de todos los intervalos NN.
ULF
Frecuencia ultrabaja: potencia espectral
total de todos los intervalos NN hasta
0.003Hz.
SDNN
Desviación estándar de todos los in-
tervalos NN.
VLF
Muy baja frecuencia: potencia espectral
total de todos los intervalos NN entre
0.003 y 0.04 Hz.
rMSSD
Raíz media cuadrática de diferencias
entre intervalos NN adyacentes.
LF
Baja frecuencia: potencia espectral total
de todos los intervalos NN entre 0.04 y
0.15 Hz.
pNN50
Porcentaje de diferencias entre
intervalos NN adyacentes que son
mayores de 50 ms. HF
Alta frecuencia: potencia espectral total
de todos los intervalos NN entre 0.15 y
0.4Hz.
Tabla 2: Medidas de dominio de tiempo y frecuencia de la señal.
3.2.3 Selección de características. Se pueden utilizar distintos métodos de
selección de funciones para analizar la relevancia de una característica y selec-
cionar un subconjunto de atributos. El objetivo principal de la extracción y
selección de características es combinar aquellas que mejor representen el con-
junto de datos y ver cuáles son las más importantes. Se ha realizado un método
de filtrado de características independiente del clasificador para ordenar las ca-
racterísticas y dar una puntuación a cada una de ellas para estimar la clase.
Se utilizó la clase SelectKBest de la librería Sklearn para la puntuación de las
características, que elimina todas excepto los K atributos con la puntuación más
alta, que en la práctica se le estableció un valor de K = 5. El resultado devuelve
una lista con los mejores atributos: [HR, NNRR, AVNN, SDNN, RMSSD].
3.2.4 División del conjunto de datos. Una vez preprocesados los datos y
realizada la extracción y selección de características, se divide el conjunto de
datos en dos subconjuntos diferentes, uno de entrenamiento y otro de prueba,
para el correcto desarrollo y aprendizaje del modelo de ML. Para la división de
datos se utiliza la función train_test_split de Sklearn, que divide los datos en
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subconjuntos aleatorios de conjuntos de entrenamiento (train) y prueba (test).
Durante la aplicación de la función se estableció el parámetro test_size con un
valor de 0.2, lo que significa que el 20% de los datos se utilizan para la prueba
y el 80% restante para el entrenamiento.
Se implementaron distintos algoritmos supervisados, y algunos de ellos se
probaron con distintos parámetros, con el fin de encontrar el modelo que me-
jor realice la clasificación. Independientemente del algoritmo utilizado, se realiza
una validación cruzada durante el entrenamiento para comprobar si el modelo
es válido introduciéndole entradas de un nuevo conjunto de datos.
3.2.5 Entrenamiento y validación del modelo.
Clasificador gaussiano. El primer modelo desarrollado implementó el algo-
ritmo NB basado en probabilidades y utilizado para la clasificación. Se utilizan
las variables que almacenan los datos de entrenamiento y de prueba, ya que la
clase debe estar separada. Se crea una instancia del clasificador GaussianNB()
mediante la librería de Sklearn, y se entrena el modelo pasándole como entra-
da los valores de la lista de características seleccionadas obtenidas en 4 y las
etiquetas o clases correspondientes a cada una de las instancias. Una vez entre-
nado el modelo, se comprueba la precisión en la clasificación con los datos de
entrenamiento, comparando la predicción realizada por el modelo con los datos
de entrenamiento con las etiquetas reales. Se obtuvo un 56% de precisión para
el conjunto de entrenamiento. La precisión del modelo con el conjunto de datos
de prueba fue del 55%. Los resultados de las distintas métricas de evaluación
indican que el modelo no clasifica correctamente, ya que se obtiene un valor de
accuracy del 56%, con Recall un 55%, F1 Score 56% y ROC 56%.
KNN. El algoritmo KNN o K vecinos más cercanos está basado en instancias
y sirve para la clasificación de valores buscando los datos más similares por cer-
canía aprendidos durante el entrenamiento. Por este motivo es muy importante
elegir qué valor o número de elementos más cercanos se va a seleccionar. Por ello,
previamente se llevó a cabo una transformación de las características, escalándo-
las dentro de un rango con MinMaxScaler y se buscó qué valor dar al parámetro
k, para ello se hace una comparación de la tasa de error con distintos valores de k,
eligiendo el valor final 7, que es el que mejor precisión logra. Antes de realizar el
modelo, se realiza un preprocesamiento previo para la aplicación del algoritmo,
que consiste en transformar las características escalando cada una de ellas dentro
de un rango con MinMaxScaler, para que así todas las variables tengan el mismo
peso. Una vez que se crea el modelo KNeighborsClassifier(n_neighbors = k),
éste se entrena y se valida el resultado de la clasificación. Se obtiene una preci-
sión del 80% en el conjunto de entrenamiento y del 71% en los datos de prueba.
La matriz de confusión devuelve que el modelo clasifica 327 instancias correcta-
mente como verdaderos positivos (VP), y 141 de forma incorrecta como falsos
75
negativos (FN). Por otro lado, el modelo clasifica 409 instancias correctamen-
te como verdaderos ngativos (VN), mientras que clasifica 156 instancias como




Positivos 327 141REALIDAD Negativos 156 409
Tabla 3: Matriz de confusión con KNN.
Árboles de Decisión. También se implementaron varios algoritmos de apren-
dizaje basados en árbol para la clasificación, como DT. Los árboles de decisión
son representaciones gráficas de posibles soluciones a una decisión basadas en
ciertas condiciones, y es uno de los algoritmos más utilizados para la clasifi-
cación. Para el DT, se estableció la entropía como parámetro para medir el
número de divisiones para la profundidad máxima del árbol. Se utiliza la fun-
ción KFold para ver cuál es la precisión en función de cada valor de la variable.
Esta función crea varios subgrupos a partir de los datos iniciales de entrada pa-
ra valorar y validar los árboles con distintos niveles de profundidad, para poder
elegir el mejor resultado. En nuestro caso se eligió el valor 20. Se crea el árbol
tree.DecisionTreeClassifier para la clasificación, y se establecen los paráme-
tros criterion = entropy, eligiendo la entropía como medida de incertidumbre,
min_samples_split = 20, estableciendo en 20 el valor mínimo de muestras que
el nodo debe tener para poder subdividir, min_samples_leaf = 5, por lo que
5 es la cantidad mínima que puede tener una hoja final, max_depth = depth,
ya que la variable depth contiene el mejor resultado encontrado de niveles de
profundidad del árbol, y class_weight = 1 : 1,2, con peso 1 para la clase estrés
y peso 1.2 para la variable no estrés, para así compensar el número de instan-
cias de más que tiene primera clase. En algunos de estos parámetros se fueron
haciendo pruebas para ver qué valores eran los óptimos para el modelo y para
la clasificación. La precisión alcanzada con DT es del 90.34%, y las métricas de
validación indican que el modelo clasifica de forma correcta, obteniendo un valor
de accuracy del 90.34%, Recall un 88%, F1 Score 86% y ROC 89%.
Random Forest. Random Forest se basa en una gran cantidad de árboles de
decisión individuales que operan como conjunto. Cada árbol devuelve una pre-
dicción de la clase dentro del bosque, y la predicción del modelo será la clase
con mayor votos. Se crea el modelo con RandomForestClassifier y se estable-
ce una cantidad de 100 árboles como parámetro, y sqrt como método para la
selección de la cantidad máxima de características para cada árbol, de las cuales
el número de las que serán consideradas en cada división se realiza de forma
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automática. Se usan muestras para la construcción de los árboles, se entrena el
modelo y se observan los resultados de la clasificación. La accuracy del modelo
en la clasificación es del 84%, Recall devuelve un valor del 82%, F1 Score del
83%.
Bagging. El algoritmo Bagging se ajusta a clasificadores en subconjuntos alea-
torios del conjunto de datos original agregando luego sus predicciones indivi-
duales. Se utiliza para reducir la varianza del árbol de decisión. Se realiza un
entrenamiento de los datos mediante 10-fold cross-validation o validación cruza-
da, para garantizar que los resultados son independientes de la partición entre
datos de entrenamiento y prueba. Se obtiene una precisión del 87.47%, ya que
clasifica 3612 instancias de forma correcta y 517 de forma incorrecta. Recall y
F1 Score devuelven un valor del 87.5%, mientras que ROC devuelve un 94.4%,
por lo que es un valor muy cercano al 100%.
Perceptrón multicapa. Se crea una la red neuronal basada en el perceptrón
de cuatro capas ocultas. Tras instanciar el modelo MLPClassifier, durante el
entrenamiento se ajustan los pesos de cada una de las neuronas. Se parametri-
za o limita el algoritmo estableciendo el número de iteraciones o cantidad de
pasos del entrenamiento num_steps = 3000 que tendrá la tasa de aprendizaje
learning_rate_init = 0,03, ya que en cada una de ellas se debe ver una mejora
incremental, y se entrena el modelo mediante la función fit para que aprenda
del conjunto de datos etiquetados. El modelo obtiene una precisión del 78.56%,
clasificando 3244 instancias de forma correcta y 885 de manera incorrecta. Re-
call y F1 Score devuelven un valor del 78.4% y ROC 85%. Respecto a la matriz
de confusión, clasifica 1407 instancias como estrés de forma correcta, y 561 co-
mo estrés sin serlo. Mientras que por otro lado clasifica 1837 instancias como
no estrés de forma correcta, y 324 instancias como estrés que realmente no lo son.
SVM. Por último, la máquina de vectores de soporte obtuvo precisiones muy
bajas en la clasificación, con una precisión del 63.98%. Recall obtiene un valor
del 63.9% y F1 Score y ROC del 0.637%. La matriz de confusión devuelve que
el modelo clasifica 1126 instancias correctamente como estrés siendo estrés, y
842 de forma incorrecta como no estrés, siendo estrés. Por otro lado, el modelo
clasifica 1512 instancias correctamente como no estrés siendo no estrés, mientras
que clasifica 649 instancias como estrés cuando realmente no lo es.
3.3 Diseño del experimento
Una vez que está entrenado el modelo, para validar el clasificador, éste se
prueba en un escenario de VR. Para ello se inducen emociones por medio de dis-
tintos estímulos provocados durante una simulación con el objetivo de obtener
los datos de la respuesta fisiológica con el reloj, como muestra la Figura 1. Se
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monitoriza a las personas mientras están realizando la simulación de una con-
ducción natural y dos situaciones que están diseñadas con intención de generar
estrés, como es un choque frontal con un coche y un vuelco del vehículo. Se uti-
liza un reloj Garmin Forerunner 235 para recopilar las respuestas fisiológicas de
los usuarios, información que dará lugar a un nuevo conjunto de datos que será
aplicado para la detección de estrés y la validación del modelo, ya que prueba
la efectividad del clasificador que, a través de esos datos de entrada, aplica el
algoritmo de ML y clasifica el estado del usuario, en este caso, si le ha provocado
o no estrés. Los modelos resultantes de la aplicación de los distintos algoritmos
se utilizan para etiquetar el estado estresado o no estresado en el nuevo conjunto
de datos sin etiquetar.
Figura 1: Estructura del sistema propuesto.
La Figura 2 muestra las fases llevadas a cabo durante la experimentación.
Figura 2: Diseño y protocolo experimental.
Fase 1. Para la selección de participantes se realizó un estudio de los perfiles
de los sujetos adecuados para el experimento, ya que se ha descubierto que hay
diferencias significativas en la experimentación de emociones en los distintos in-
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dividuos [30]. Se reveló que la edad, el género, la personalidad, o la salud de
los participantes, especialmente los que siguen algún tratamiento o consumen de
forma habitual medicamentos, pueden afectar a los resultados de la prueba [10].
En nuestro caso se excluyeron perfiles de sujetos con enfermedades o problemas
cardíacos, ya que podrían inferir en las señales fisiológicas, y a las personas con
vértigos o mareos, que pueden verse potenciados al llevar a cabo la simulación en
VR. En este experimento participaron 8 personas sanas (4 hombres y 4 mujeres),
con un rango de edades que abarca entre los 24 y los 50 años, de forma volun-
taria y que firmaron un consentimiento previo. Pese al estudio preliminar de los
sujetos que iban a participar en el experimento, antes de comenzar la grabación
de cada participante se le hizo rellenar un cuestionario que recoge información
general sobre su estado de salud. Los usuarios tienen que afirmar que no han
consumido bebidas alcohólicas o café, que no han realizado ejercicio físico antes
de la prueba y que carecen de enfermedades o patologías previas, con el fin de
evitar alteraciones en los datos. Además, los usuarios firmaron el consentimiento
de la realización de la prueba y los riesgos que puede provocar el desarrollo de
la misma, como posibles mareos, ataques de ansiedad u otro tipo de posibles
factores provocados por el uso del HMD, y más aún por el elevado carácter de
la prueba, ya que la simulación de un accidente es una situación de elevado so-
bresalto. A continuación, los participantes fueron provistos de un conjunto de
instrucciones que explican el protocolo experimental, sin revelar lo que sucede
en la simulación, además, el conductor interactúa e informa al usuario durante
la simulación. Una vez proporcionadas las instrucciones de seguridad y la infor-
mación necesaria para la realización de la prueba, se manda al usuario sentar en
una silla, se le coloca la pulsera en la muñeca y se le pone el HMD a la altura de
los ojos sobre la cabeza, junto con los cascos de sonido. Para evitar las distrac-
ciones y aumentar la concentración, sólo el usuario y la persona que supervisa la
prueba están en la sala. Para la captura de las señales fisiológicas y, en concreto,
las relacionadas con el sensor PPG que se encuentra integrado en algunos relojes
y que obtiene información sobre la FC del usuario, se revisaron los dispositivos
más utilizados por otros autores para obtener la VFC. Las señales de PPG se
registraron mediante el sensor óptico del reloj con una frecuencia de muestreo
entre 1 y 2 segundos. El rango de la FC varía entre 50 lpm y 150 lpm. El reloj
consta de 3 LEDs verdes y un LED infrarrojo, como se puede observar en la
Figura 3, que son los que permiten calcular la FC a través de las variaciones
volumétricas en la circulación sanguínea.
Figura 3: Dispositivo Garmin de captura de señal.
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También se utilizó el dispositivo Leap Motion4 para capturar y realizar un
seguimiento en tiempo real de los movimientos de los brazos realizados por el
usuario. De esta manera, los usuarios pueden ver sus manos durante la simulación
e interaccionar con otros objetos del entorno, aportando una mayor credibilidad.
Además, con este dispositivo se controlan los cambios de posición y el movimiento
de las manos durante toda la prueba. Esto es clave, ya que en este sentido los
datos del acelerómetro no son tan importantes como en otros estudios debido a
que el individuo realiza todo el experimento sentado, por lo que la precisión en
el etiquetado se mantiene, ya que no se malinterpretan los posibles movimientos
del usuario como estrés físico. En cambio, los gestos o movimientos realizados
con las manos pueden aportar información interesante.
Fase 2. Para la elicitación de emociones se desarrolla una aplicación de VR
mediante el motor de juego creado por la empresa Epic Games con el nombre de
Unreal Engine 45, con la versión 4.24, ya que es un software muy potente para
VR. Está basado en el lenguaje C++ e incluye características de nivel avanzado,
como un sistema de iluminación dinámico y en tiempo real, y es un motor gráfico
muy potente. Se utilizó el HMD HTC Vive Pro6. El software desarrollado consta
de un menú principal que abarca dos escenarios tridimensionales diferentes, la
simulación de un choque frontal y un vuelco con un vehículo, buscando provocar
una emoción en dos situaciones extremas. Durante la ejecución del programa se
emitirán los sonidos pertinentes a las distintas acciones. El usuario comienza el
juego en el asiento del copiloto, en el interior del coche, junto con el conductor,
quien comenzará a explicar al usuario la prueba a la que se va a enfrentar y
las acciones de seguridad requeridas. Durante esa breve introducción, el copiloto
puede visualizar a través del HMD todo el entorno. Posteriormente, el vehículo
comienza su marcha, incrementando progresivamente la velocidad y viajando
con normalidad. Se busca inducir un estado emocional base o neutro. En este
punto, el desarrollo del juego varía en función de los dos escenarios existentes




5Unreal Engine 4: https://www.unrealengine.com/en-US/
6HTC Vive: https://www.vive.com/mx/product/vive-pro/
80
Figura 4: Escenario de choque frontal.
Figura 5: Escenario de vuelco del vehícu-
lo.
El desarrollo de la aplicación engloba esquemáticamente varios procesos con
el fin de estimular al usuario: el diseño y modelado del entorno tridimensional
y de las animaciones, la programación de eventos en la simulación y la confi-
guración del contexto ambiental. El reconocimiento de emociones se centró en
las reacciones del participante ocasionadas por los estímulos preparados y el am-
biente desarrollado en la simulación. Por cada participante se registró una sesión
de 90 segundos, obteniendo un total de 8 sesiones. La mitad de los participantes
hicieron la prueba con un escenario, y la otra mitad con el otro. En los primeros
minutos de grabación se mostró una pantalla en blanco con un estímulo musi-
cal que pretende inducir un estado emocional neutro, y una vez transcurrido el
minuto, se sumerge a los usuarios en los escenarios propuestos. El protocolo de
adquisición de los datos fue similar para cada participante. Al terminar, cada
usuario realiza una autoevaluación informativa que permite localizar aproxima-
damente los períodos de tiempo donde el usuario se sintió estresado, ya que la
percepción del estado emocional es subjetivo o dependiente del usuario, y que la
VFC varía en función de la prueba y la tolerancia de cada persona.
3.3.1 Visualización de los resultados. La visualización de los resultados se
realiza mediante una aplicación móvil desarrollada para Android, cuya interfaz se
muestra en la Figura 6. El software desarrollado contiene el sistema reconocedor
de estrés, por lo que al acceder a la información proporcionada por el sensor
del reloj, introduce las características como entrada al sistema, realizando una
conexión entre los datos recopilados de los sensores y la aplicación móvil, que
devuelve el estado del usuario, con estrés o sin estrés.
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Figura 6: Interfaz de la aplicación móvil.
4. Resultados
Los resultados tras aplicar los distintos algoritmos se recogen en la Tabla
4. Se muestra la precisión del algoritmo en la clasificación y el valor devuelto
por las distintas métricas de evaluación. El algoritmo KNN fue elegido para el
clasificador de la aplicación móvil, ya que es uno de los algoritmos de clasifica-
ción más simples y que, pese a no ser el que mejores resultados obtiene, éstos
son muy competitivos, como se muestra en la Tabla 4, con una precisión en la
clasificación del 87.02%. El rendimiento general del clasificador resumido sobre
todos los umbrales posibles viene dado por la curva ROC. Esta métrica obtiene
un valor del 87%, lo que significa que el clasificador es bueno separando instan-
cias de las dos clases e identificando el umbral que mejor las separa. La elección
del algoritmo KNN se debe al tipo de problema a resolver y el dataset utilizado.
Como el número de entradas del modelo no es muy alto, ya que únicamente se
dispone del sensor PPG para la captura de los datos, se puede tomar como una
ventaja que el algoritmo KNN esté basado en instancias, ya que de esta mane-
ra, a la hora de realizar la predicción el algoritmo, se basará en las instancias
entrenadas para realizar la clasificación, utilizando esos datos para generar la
respuesta. Por lo tanto, aunque no construye ningún modelo, como por ejemplo
si ocurre con los DT, clasifica cuando llega la instancia de test, sin suponer la
distribución de los datos. Además, la baja dimensionalidad o el pequeño número
de atributos tomados como entrada al algoritmo y la selección de característi-
cas realizadas como preprocesamiento de los datos, evita que la precisión se vea
afectada por las características irrelevantes o el ruido. Por otro lado, aunque
el coste computacional de este algoritmo es elevado, ya que almacena todos los
datos de entrenamiento, necesitando muchos recursos de procesamiento (CPU)
y mucha memoria, al tener pocas características de entrada y tratarse de gra-
baciones de tiempo cortas, no es un problema en este caso de estudio ni para
la implementación en el dispositivo móvil, donde no se encuentra retardo en la
clasificación ni produce ningún problema de almacenamiento, debido a que no se
manejan grandes cantidades de datos, ya que no ha sido necesario llevar a cabo
ningún procedimiento de reducción de características (como PCA). Por estos
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motivos se elige el algoritmo KNN como clasificador, entendiendo que el mejor
modelo de los datos son los propios datos, sin buscar un modelo optimizado,
sino comparar cada una de las instancias con los datos de entrenamiento para
tener un criterio y medir la similitud de cada instancia a clasificar. No se eligió
el algoritmo DT para el clasificador pese a obtener la mayor precisión (90.34%),
ya que en muchos casos presentan inestabilidad en la clasificación. Las pequeñas
variaciones en los datos pueden provocar un gran cambio en la estructura del
árbol. En la detección de estrés durante la simulación, los datos son cambiantes
y con un amplio rango de valores, por lo que esto puede generar oscilaciones en
la clasificación. Por otro lado, el RF y el bagging suelen mejorar los resultados
del DT, y no ha sido el caso de los resultados obtenidos, como se observa en
la Tabla 4. Esto puede interpretarse como un sobreajuste del modelo, es decir,
puede ser que el algoritmo DT no generalice bien a partir de los datos de en-
trenamiento, y que la precisión en la predicción con los datos recopilados por el
sensor no devuelva resultados precisos. Asimismo, una de las grandes ventajas
del DT es su capacidad de identificar variables importantes en problemas de alta
dimensionalidad, o la gran cantidad de valores que puede tomar la variable de
destino, que no es el caso del dataset utilizado, por lo que no son relevantes en
nuestro estudio. Además, los árboles de decisión toman las decisiones localmente
óptimas en cada nodo, pero no garantizan que el árbol global devuelto sea el
más óptimo. El algoritmo bagging, que suele utilizarse para reducir la varianza
en los DT, ya que el valor de la varianza puede significar que, al hacer una divi-
sión aleatoria de los datos de entrenamiento en dos grupos, si se ajusta un DT
a cada mitad, los resultados obtenidos pueden ser bastante diferentes, obtiene
una precisión muy semejante al algoritmo KNN.
RESULTADO
ALGORITMO Precisión Recall F1 Score ROC
Decision Tree 90.34% 0.88 0.86 0.89
Bagging 87.47% 0.87 0.87 0.94
Random Forest 84.13% 0.82 0.85 0.83
K-Nearest Neighbors 87.02% 0.71 0.71 0.87
Multilayer Perceptron 78.56% 0.78 0.78 0.85
SVM 63.98% 0.63 0.63 0.63
Gaussian Näive Bayes 56.00% 0.55 0.56 0.56
Tabla 4: Resultados en la clasificación con los distintos algoritmos.
Tras realizar el modelo se llevan a cabo las pruebas con los datos recopilados
con el reloj. El modelo recibe como entradas la información adquirida de las
señales fisiológicas y devuelve el resultado de la clasificación a través del dispo-
sitivo móvil, indicando si el sujeto tiene o no estrés. El resultado del modelo se
comprueba con la autoevaluación realizada por el usuario, que indica las etapas
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que sintió estresantes y las que estuvo en un estado neutral. Todos los sujetos
aseguraron sentirse estresados durante el estímulo más notable, el accidente, de
hecho, la Tabla 5 muestra los valores medios de la FC obtenidos como resultado
mediante el sensor PPG entre todos los participantes en cada etapa experimen-
tal, y la Figura 7 muestra la VFC a lo largo del tiempo en función de cada una
de las etapas de presentación de estímulos. En ellas se observa claramente que
el estímulo provoca una respuesta fisiológica en los participantes. Sin embargo,
otras escenas vividas durante la simulación también les causaron estrés y fueron
detectadas de forma correcta por el modelo. Algunos participantes señalaron los
primeros segundos como estresantes, mientras el conductor del vehículo explica
la prueba y cuando el coche aumenta la velocidad notablemente. Otros señalan
que la elevación del tono de voz del conductor y los momentos previos al ac-
cidente también les ocasionaron estrés. El modelo devuelve una serie temporal
con el resultado del estado emocional del usuario, y se comprueba con las etapas
informadas por los participantes. El modelo es capaz de marcar como estrés las
etapas informadas por el usuario como estrés, y de detectar la clase sin estrés en
los momentos en los que el usuario se encuentra en un estado emocional neutro.
NORMAL 1 CHOQUE NORMAL 2 VUELCO
PPG 53 lpm 103 lpm 55 lpm 97 lpm
Tabla 5: Frecuencia cardíaca media obtenida en cada etapa experimental.
Figura 7: Variación de la FC durante las etapas de presentación de estímulos.
5. Discusión
Tras investigar los métodos de medición de los estados emocionales humanos,
se observa que con la tecnología de consumo actual, simplemente capturando in-
formación sobre la VFC y aplicando las técnicas de aprendizaje automático, es
posible desarrollar un sistema capaz de detectar el estrés de manera fiable, como
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muestran los resultados obtenidos en la Sección 4. Los resultados muestran que
la FC se correlaciona estrechamente con el nivel de estrés de los ocupantes del
vehículo virtual. Las señales fisiológicas capturadas a través de un reloj de uso
común puede proporcionar una métrica del estrés del conductor y la posibilidad
de monitorizar a las personas en los automóviles, pudiendo recopilar información
útil de cómo las diferentes condiciones de la carretera afectan a los conductores.
Hay que tener en cuenta que al realizar el experimento sentado se minimizan los
riesgos de fallo del sensor PPG por condiciones externas, como los movimientos
irregulares, pero en otras condiciones de trabajo los resultados pueden verse al-
terados. También hay que añadir que muchos valores de los atributos eran nulos,
ya que el experimento se realizó en un corto intervalo de tiempo. Además, la VFC
puede variar en función de los sujetos, ya que no es equiparable para cualquier
individuo, sino que dependen factores como la edad, el sexo, el estado de salud,
el consumo, etc. y que cada persona es subjetiva o responde de forma diferente
ante estímulos similares. Aún así, la VFC puede convertirse en un método no
invasivo valioso para la evaluación diaria del estado de salud de las personas.
Pese a que NB suele dar buenos resultados en la clasificación, en este caso ha sido
el algoritmo que peor ha realizado la clasificación de las clases. Lo mismo ocurre
con la SVM que a pesar de los buenos resultados obtenidos en otros trabajos con
objetivos similares, la precisión alcanzada en nuestro caso es del 63.98%. Por el
contrario, tanto RF como DT clasificaron con una precisión superior al 84% las
clases de estrés. El mejor resultado se obtuvo con el DT, con una precisión del
90.34%, lo que demuestra que el sistema es capaz de detectar el estrés, incluso
cuando se prueba el modelo con los datos recopilados a través del sensor PPG de
un reloj durante la simulación. El conjunto de datos demuestra ser válido para
clasificar la emoción del usuario en función de los datos recogidos por los senso-
res, pese a que en el trabajo realizado se han manejado pocas características de
entrada. Los resultados obtenidos evidencian también que los estímulos induci-
dos mediante la tecnología de VR provocan respuestas fisiológicas humanas.
La tabla 6 muestra una comparativa de este estudio con otros trabajos con
objetivos similares. Se puede observar la gran precisión en la clasificación per-
mitiendo una monitorización diaria, con libertad de movimientos, a bajo coste,
con estímulos inmersivos y que pueden ser cambiados en cualquier momento y

















Propuesto V V V V V V V
[39] V V X V V V X
[1] V V X X V X V
[35] X X X X X X V
[40] V V X V V V X
[33] X V V X X X X
Tabla 6: Comparativa de trabajos.
Aún así, como este trabajo es una investigación preliminar, los resultados
y la discusión del sistema clasificador son muy limitados, ya que se han hecho
sobre un pequeño número de individuos, y solo se ha analizado una emoción en
dos situaciones extremas.
6. Conclusiones y líneas de trabajo futuras
Las tareas abordadas durante el presente trabajo de investigación han per-
mitido alcanzar los objetivos principales planteados en el proyecto.
Se realiza una revisión exhaustiva del estado del arte.
Se lleva a cabo un estudio y un análisis de los distintos métodos de clasi-
ficación basados en técnicas de ML, y de las métricas de evaluación de los
modelos.
Se entrenan varios modelos con nuestro conjunto de datos.
Se desarrolla un software de VR para inducir estados de estrés al usuario.
Se utiliza un reloj inteligente para la captura y adquisición de las señales
fisiológicas.
Se realiza una aplicación para visualizar los resultados en un dispositivo
móvil.
Se diseña y se realiza el experimento para validar el clasificador.
Se lleva a cabo un análisis de los resultados obtenidos.
Como trabajo futuro, se pueden recopilar datos de más sensores no invasivos
para poder registrar más información y poder detectar más estados emocionales,
lo que puede ser muy beneficioso en muchos ámbitos de la vida diaria.
Siguiendo la línea del trabajo, se podría potenciar la inducción de estímulos cam-
biando la silla de oficina por una plataforma mecánica que acompañe y dé más
realismo a las acciones realizadas por el jugador en la aplicación de VR. Se rea-
lizaría una conexión entre la aplicación de VR y el autómata programable de la
plataforma, y se podrían reproducir las sensaciones físicas que puedan estar aso-
ciadas al entorno. También se puede considerar realizar un sistema que adquiera
directamente las señales del usuario mientras realiza las acciones cotidianas, de
tal manera que las características sin procesar puedan ser entradas para el mo-
delo reconocedor de emociones, es decir, pasar a formar parte directamente del
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conjunto de datos de entrenamiento, y visualizar los resultados directamente en
el dispositivo móvil. De esta manera, se podría analizar la emoción en múltiples
situaciones. Por otro lado, también sería interesante realizar la experimentación
con un mayor número de individuos, de manera que no se limiten tanto los re-
sultados del sistema clasificador.
En proyectos más ambiciosos puede ser interesante realizar recomendaciones a
los usuarios en función de sus estados anímicos, ya que hay correlación entre
algunos estados afectivos y algunos lugares, o personas, por ejemplo. Aunque se
debe de considerar que el sistema está desarrollado para ejecutarse en un sistema
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Resumen El mantenimiento predictivo es un campo de investigación
que ha surgido de la necesidad de mejorar los sistemas instalados. Esa
tarea se centra en el control de la degradación de módulos solares para
mejorar la fiabilidad, el funcionamiento y el rendimiento a través de la
monitorización. En este trabajo se implementó un sistema capaz de pre-
decir la potencia de salida de un modulo solar haciendo uso de técnicas
de aprendizaje automático. Aparte, se aplicaron unos márgenes de con-
fianza para poder detectar posibles degradaciones en placas solares bajo
un conjunto de datos previamente tratados. Por otro lado, el algoritmo
de aprendizaje automático fue evaluado con diferentes métricas para op-
timizar y encontrar la mejor configuración que englobase el problema. Se
añadió una propuesta arquitectónica basada en Edge Computing para
aplicar el sistema propuesto, que ofrece grandes ventajas como la mo-
nitorización individual de cada una de las placas, la optimización de la
respuesta del sistema y la velocidad de comunicación con el Cloud.
Keywords: Aprendizaje automático, mantenimiento predictivo, redes
LSTM, edge computing, paneles solares
1. Introducción
En la actualidad nos encontramos en pleno auge de la industria 4.0, conoci-
da como la “cuarta revolución industrial”. Se basa principalmente en el uso de
sensores IoT (Internet of Things) en instalaciones que están interconectados, re-
cogiendo un gran volumen de datos para convertirlo en un Big Data y procesarlo
con técnicas de aprendizaje automático [guerrero4_0].
En este artículo nos vamos a centrar en el mantenimiento predictivo en pla-
cas solares. Estamos en una época de cambio donde la energía a partir de los
combustibles fósiles ha pasado a un segundo plano frente a las energías renova-
bles como la energía solar. Leaman recoge en su estudio [12] los beneficios de la
energía solar mostrando un análisis del impacto y el crecimiento en EEUU en
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los últimos años. Tan solo en 2014 la industria de la energía solar creó más pues-
tos de trabajo que juntando las grandes compañías tecnológicas como Apple,
Google, Facebook o Twitter. Además, ha llegado en un momento crucial de la
economía energética donde el encarecimiento de los precios de la electricidad no
cesan. Hacer operativo este tipo de energía, es uno de los motivos por lo que se
busca un abaratamiento de los costes en el mantenimiento de estas instalaciones.
El artículo se estructura de la siguiente manera: la sección 5 hace una revi-
sión del estado del arte sobre el mantenimiento predictivo en placas solares. A
continuación, en la sección 5 se presenta la propuesta para la monitorización de
placas solares y detección de fallos. La sección 5 presenta los resultados obteni-
dos del caso de estudio. Por último, en la sección 5 se presentan las conclusiones
y una posible propuesta de trabajo futuro.
2. Análisis del estado del arte
Entre los modelos que han logrado la detección de fallos en módulos fotovol-
taicos, se encuentra el uso de arquitecturas con modelos predictivos ayudados
en gran parte por la monitorización de sistemas en tiempo real y la utilización
de heurísticas matemáticas para detectar comportamientos anómalos. Existen
arquitecturas como el Edge Computing [19] [17] que mejora la comunicación con
la nube y libera carga de cómputo haciendo los cálculos directamente en el nodo.
Es una técnica que tiene muchos beneficios y que verá su estandarización dentro
de poco tiempo.
Dentro de los algoritmos utilizados cabe destacar que la mayoría son solucio-
nes específicas a un problema dado utilizando modelos probabilísticos [22] [16]
[21]. Al ser soluciones específicas quedan en un segundo plano, ya que no ofrecen
una solución que se pueda ajustar a la casuística. Otros algoritmos a tener en
cuenta son las redes neuronales, muy utilizadas en los últimos años y en concreto
aquellas que son convolucionales [5] [1] [23]. Aparte, otro tipo de algoritmos a
tener en cuenta son las máquinas de vectores de soporte (MVS) [18] [7] [24]. Por
otro lado, dentro del reconocimiento de imágenes [14] [3] [8] [2] los trabajos se
dividen en dos vertientes. Una se centra en el reconocimiento de nubes para pre-
decir la potencia de salida de módulo fotovoltaico y la otra en el reconocimiento
de puntos de calor o roturas en las placas a través de imágenes captadas por
un dron o similar. Pero quedan descartados ya que se necesitan recursos muy
específicos y que quedan fuera del alcance de este estudio.
Los trabajos citados a continuación se consideran de gran interés para el es-
tudio ya que reúnen muchos puntos en común con el enfoque del presenta trabajo
[15] [5] [7] [17] [20] [1] [10] [13]. En la tabla 1, se puede observar un resumen de
las metodologías adoptadas por los artículos mencionados.
Dentro de las metodologías estudiadas, se encuentra la predicción de poten-
cia fotovoltaica de módulos solares. En el artículo [15] construyen un algoritmo
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Tabla 1: Metodologías adoptadas por los artículos seleccionados
Ref Año Algoritmo Edge Comp Predicción D.Fallos Monitorizar
[17] 2019 Prob Model Sí Sí Sí Sí
[22] 2019 Prob Model No Sí Sí Sí
[16] 2016 Prob Model No Sí No Sí
[21] 2016 Prob Model No Sí Sí Sí
[5] 2020 CNN No Sí No No
[1] 2019 CNN No Sí Sí Sí
[23] 2018 CNN No Sí No No
[18] 2020 ANN, Fuzzy logic, Otros, SVM No Sí Sí Sí
[7] 2019 SVM No Sí No No
[24] 2019 SVM No Sí No No
[3] 2019 Img Rec No Sí Sí No
[8] 2019 Img Rec No Sí Sí No
[2] 2018 Img Rec No Sí Sí Sí
[15] 2019 ANN No Sí No No
[20] 2019 ANN No Sí Sí Sí
[10] 2017 Prob Model No Sí Sí No
[13] 2019 Fuzzy logic No Sí Sí Sí
predictivo que es capaz de predecir la potencia de salida de un panel a través de
predicciones de datos meteorológicos. Como resultado obtuvieron la mejor con-
figuración de una red neuronal “Long Short, Term Memory” (LSTM) a través
de métricas estadísticas como el error cuadrático medio, error absoluto medio,
etc. Además de hacer predicciones 24 horas a futuro. Otro estudio muy parecido
es el que propone el artículo [1], pero en este caso, el predictor se basó en una
red convolucional. Obtuvieron un sistema para predecir picos de consumo en
comunidades de viviendas a través de predicciones eólicas y predicciones sola-
res. Al comparar el error medio de la raíz cuadrada de las predicicones solares
obtuvieron un rendimiento superior del 7,6% respecto otros estudios. Pero estos
trabajos citados no aplican ningún método de predicción de fallos.
Por otro lado, otra de las metodologías estudiadas son los análisis de fallos
como propone el artículo [10]. Para realizarlo analiza la ventana de tiempo de la
potencia de salida de los módulos fotovoltaicos. Esta curva temporal la clasifican
en un correcto funcionamiento o un fallo en concreto. Como resultado, al tener
N paneles, el peor resultado que podrían obtener es de 2N − 1 fallos. Un punto
fuerte es la capacidad que tuvieron de detectar fallos en partes concretas del
conjunto de módulos solares. Otro enfoque a tener en cuenta es la monitoriza-
ción de placas solares a través de una red neuronal como realizo el artículo [20].
En este estudio obtuvo un predictivor de potencia con una red cuya precisión
no fue inferior al 98% y una diferencia inferior al 0,02 entre el valor real y el
valor predicho. Esta diferencia les permitió detectar degradaciones en los panales
solares y su mal funcionamiento.
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Por último, los anteriores estudios no aplican sus investigaciones en una arqui-
tectura descentralizada. Sin embargo, el artículo [17] propuso una arquitectura
donde se monitorizan diferentes nodos IoT. Como resultado obtuvo un análi-
sis del rendimiento de los paneles solares a lo largo del año, con los picos de
producción de potencia más altos que fueron en septiembre y octubre. También
observaron los picos de menor producción que fueron mayo y marzo. El mayor
problema de esta arquitectura es que no implementa ningún algoritmo de apren-
dizaje automático para mejorar el rendimiento de la estación. Pero da un caso
de estudio de como desplegar una arquitectura basada en IoT donde se puede
hacer uso del Edge Computing para reducir los tiempos de latencia y reducir el
trafico de datos en las comunicaciones.
3. Metodología
La propuesta metodológica del presente trabajo para el mantenimiento pre-
dictivo consiste en la elaboración de una sistema capaz de resolver un problema
de series temporales. Los problemas de series temporales consisten en el estu-
dio a lo largo del tiempo de como observaciones o patrones que se repiten. Así
se determinan valores en un futuro próximo y posibilitan el realizar una toma
decisiones en consecuencia. Se basa en los problemas de regresión pero tienen
algunas diferencias como:
Las variables dependen del tiempo por lo que no cumplen que todas las
observaciones sean independientes.
Muestra tendencias de estacionalidad, crecimiento o decrecimiento.
Se plantea un sistema capaz de obtener la predicción meteorológica de la zona
y con ella obtener qué potencia de salida van a tener los módulos solares. Para
ello se hace uso de las redes LSTM que se explicaran en la siguiente sección 5.
Por último, en tiempo real se calcula una zona de confianza capaz de determinar
degradaciones en los sistemas fotovoltaicos descrita en la sección 5.
3.1 Definición de las redes LSTM
Las redes “Long Short-Term Memory” (LSTM) o redes de memoria larga
a corto plazo [6] son una adaptación de las redes neuronales recurrentes, en
concreto el cambio se centra en la capa oculta de la red. Esta capa oculta se
denomina “celda LSTM” constituida por tres puertas, una de entrada, una de
salida y otra de olvido que controlan el flujo de datos de la red. En la Fig. 1 se
puede ver el esquema general de la celda que constituye las redes LSTM. Cuando
se toma un instante de tiempo t con una entrada Xt, la salida de la capa oculta
Ht, su salida anterior Ht−1, se obtiene que el estado de entrada es C̃t, el estado
de salida es Ct y el estado anterior Ct−1. Aparte, los estado de las puertas toman
los valores de it, ft y ot. Se debe observar a partir del esquema que los valores Ct
y Ht se van propagando por la red. Para obtener en concreto estos dos valores
se debe de seguir una serie de ecuaciones.
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En primer lugar, se debe de calcular los estados de las tres puertas y el estado
de la entrada de la celda:
it = σ(W
i
1 · xt +W ih · ht−1 + bi) Puerta de entrada (1)
ft = σ(W
f
1 · xt +W
f
h · ht−1 + bf ) Puerta de olvido (2)
ot = σ(W
o
1 · xt +W oh · ht−1 + bo) Puerta de salida (3)
C̃t = tanh(W
C
1 · xt +WCh · ht−1 + bC) Entrada de la celda (4)




1 , WC1 son las matrices de los pesos que conectan Xt a las






h son las matrices de peso
que conectan ht−1 a las tres puertas y a la entrada de la celda, bi, bf , bo, bC son
los términos de sesgo de las tres puertas y la entrada de la celda, θ representa la
función sigmoidea 11+exp(−x) y tanh representa la función tangente hiperbólica
exp(x)−exp(−x)
exp(x)+exp(−x) . En segundo lugar, se calcula el estado de salida de la celda:
Ct = it ∗ C̃t + ft ∗ Ct−1 (5)
donde it, ft, C̃t, Ct, Ct−1 tienen la misma dimensión. En tercer lugar se calcula
la salida de la capa oculta:
ht = ot ∗ tanh(Ct) (6)
Figura 1: Esquema de una celda LSTM
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La salida de la celda se define como:
x̃t+1 =W2 · ht + b (7)
donde W2 es la matriz de pesos entre la capa de entrada y la capa de salida, b
es el sesgo de la capa de salida.
Se debe de tener en cuenta el tamaño de la ventana ya que al no tener un
histórico infinito limita la ventana de la red. Estos datos históricos recorrerán
toda la red cambiando sus estados parea obtener la predicción buscada.
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3.2 Descripción del Sistema
A continuación, se define la configuración de la red que se utilizó en el estudio
para desarrollar el predictor de potencia. El diseño de la red neuronal se basó en
ensayo y error hasta encontrar la mejor configuración que englobase al problema.
La estructura que se seleccionó como resultado final fue:
En la primera capa se especifica el número de tiempos que se van a pasar y el
número de parámetros que lo forma. En el diseño se especificó que recibiría
120 instantes de tiempo y tres parámetros de entrada.
Se definen dos capas ocultas con 24 y 48 neuronas cuya función de acti-
vación es “relu”. Esta función de activación es la más utilizada en la redes
recurrentes, de ahí su elección.
Como salida se usó la capa densa con 72 neuronas. Para poder obtener 72
predicciones que formarían la ventana a futuro que se quiere obtener.
Al basarse en un problema de regresión la función de pérdida que se utilizó fue






(Ỹi − Yi)2 (8)
Por un lado, se definió el algoritmo de descenso de gradiente. Se utilizó el
algoritmo “Adam” [11] caracterizado por sus tasas de aprendizaje notablemente
decrecientes. Por otro lado, se especificó para el entrenamiento que el número de
épocas fuese 50 y el tamaño de los lotes fuese 120.
Una vez entrenada la red se obtiene como resultado una ventana de predic-
ciones. El objetivo con estos resultados es analizar las posibles anomalías que
pueda tener el módulo fotovoltaico. Se compara la potencia real que produce la
placa con la potencia de predicción realizada con la red neuronal. Se calculan
unos márgenes de confianza como los utilizados en el artículo [20], una desviación
del 10% del valor real. Surgen los márgenes de confianza que están compren-
didos entre un límite superior que es el 10% más que el valor real y el límite
inferior que es un 10% menos que el valor real. Si el valor predicho de la red
está fuera de esos márgenes, se considera que el módulo puede haber entrado en
un proceso de degradación. No significa que el módulo esté roto sino que tiene
un comportamiento anómalo que en un futuro puede convertirse en un fallo más
grave.
Pred > Preal ∗ 1, 1 Sobrepasa el límite superior (9)
Pred > Preal ∗ 0, 9 Por debajo del límite inferior (10)
siendo Pred el valor que se obtiene como resultado de la red neuronal y Preal el
valor real de potencia que tiene la placa fotovoltaica.
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4. Resultados
A continuación, se introduce el caso de estudio que se utilizó tanto para
probar el funcionamiento de la red neuronal como para evaluar su rendimiento.
4.1 Caso de estudio
Para el caso de estudio se utilizan los datos que ofrece el centro solar DKC
[9], el proyecto Alice Sprint ubicado en Australia. La estación seleccionada es
la numero 25 [4] que fue instalada en el 2016. Pertenece a la marca “Hanwha
Solar” con tecnología de silicio policristalino. En la tabla 2 se puede observar las
principales características.




Number Of Panels 22
Panel Type HSL 60S
Array Area 36.74
Inverter Size / Type SMA SMC 6000A
Installation Completed Sat, 2 Jul 2016
Array Tilt/Azimuth Tilt=20, Azi=0 (Solar North)
El conjunto de datos está constituido por mediciones cada 5 minutos desde
julio del 2016 hasta febrero del 2020. Estos datos están grabados en un excel cuyo
acceso es público desde la página de la organización. El fichero está constituido
por doce columnas pero se extrajeron las seis columnas más importantes teniendo
como referencia el artículo [20] :
La variable “Timestamp” se utiliza para agrupar el conjunto de datos ya que
representa el instante de tiempo cuando se tomó el dato.
La variable “Rainfall” representa la precipitación media medida en mililitros.
La variable “ActPower” representa la potencia de activación del módulo solar,
medida en kilovatios y es la variable objetivo que se predice.
La variable “Temperature” representa la temperatura que se registra en la
zona medida en Celsius.
La variable “GlobalRadiation” representa la radiación directa del sol sobre
la placa, está medida en W/m2.
La variable “DiffuseRadation” representa la radiación difusa, es decir, la ra-
diación que no incide directamente en la placa. Se mide en W/m2.
En la Fig. 2 se puede ver una representación de los datos procesados a lo
largo del tiempo. Además, se puede apreciar cómo los valores de la radiación son
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semejantes al de la producción de potencia de la planta, por lo que se consideró
que es una variable muy importante para el modelo. Aparte, la variable que
representa la precipitación se eliminó ya que no aporta valor para el modelo.
La estación se encuentra en Australia por lo que tiene un clima muy cálido,
llegando a ser desértico en la mayoría de su territorio. Si la localización de la
planta tuviese otro clima, se podría valorar la importancia que tendría en el
modelo.
Figura 2: Selección de variables procesadas frente al tiempo
4.2 Evaluación del modelo
Se diseñó un entorno en el que se introdujo una ventana de tiempo que estaba
compuesta por un histórico de cinco días de mediciones y un día de previsión
futura. Se obtuvo como resultado la potencia de salida que tendría la placa solar.
Este resultado se comparó con el valor real que proporciona el conjunto de datos.
La comparación se puede ver tanto en la Fig. 3 como en la Fig. 4.
Figura 3: Potencia de salida del modulo solar de la primera prueba.
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Figura 4: Potencia de salida del modulo solar de la segunda prueba.
Los puntos rojos representan las predicciones que ha hecho la red neuronal
sobre los datos de entrada. La línea azul continua representa la potencia que ha
tenido en el pasado en la ventana de tiempo. Y por último, los puntos azules son
los valores reales que tiene el modulo solar en ese instante de tiempo.
Por otro lado, se aplicaron márgenes de confianza detallados en la descripción
del sistema. Estos límites se representan gráficamente para poder ver que las
predicciones entran dentro de los valores normales. En la Fig. 5 y en la Fig. 6 se
puede ver el resultado que se obtuvieron.
Figura 5: Potencia de salida del modulo solar de la tercera prueba.
El límite inferior se representa con la línea negra y el límite superior se
representa con la línea verde. Se observa que las predicciones entran dentro de
los límites calculados como una zona de rendimiento óptimo de la placa.
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Figura 6: Potencia de salida del modulo solar de la cuarta prueba.
4.3 Evaluación del sistema
A la hora de evaluar el sistema se utilizaron métricas como el “error absoluto
medio” (MAE), el “error cuadrático medio” (MSE) y la “raíz del error cuadrático
medio” (RMSE) ya que se basa en un problema de regresión:
El error absoluto medio calcula el promedio de los errores del conjunto de
predicciones. Está métrica tiene en cuenta todas las diferencias individuales







|Yi − Ỹi| (11)
El error cuadrático medio mide el promedio de errores al cuadrado del valor
real del estimado. Esta métrica se utilizó como el valor de pérdidas en la






(Ỹi − Yi)2 (12)
La raíz del error cuadrático medio es la regla de puntuación cuadrática que
mide el promedio de errores. Calcula el valor a través de la raíz cuadra-







(Yi − Ỹi)2) (13)
Cuando se realizaron las pruebas se utilizó un conjunto de validación de 735
instancias. Se probaron diversas configuraciones añadiendo un número determi-
nado de neuronas en diversas capas de la red. Además, se hicieron dos conjuntos
de pruebas con diferentes algoritmos de optimización. El primer algoritmo de
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optimización en el que se realizaron las pruebas se llama “Root Mean Square
Propagation” (RMSprop). El algoritmo “RMSprop” intenta buscar una menor
oscilación en la bajada del gradiente, eligiendo una única tasa de aprendizaje
para cada parámetro en específico. En la tabla 3 se puede ver el resultado que
se obtuvo.
Tabla 3: Pruebas con el algoritmo RMSprop
Nombre No Neuronas MAE MSE RMSE
Prueba 0 Capa1: 6 0,0899 0,0178 0,1334
Prueba 1 Capa1: 12 0,0904 0,0196 0,1483
Prueba 3 Capa1: 24 0,0821 0,0165 0,1284
Prueba 4 Capa1: 48 0,0731 0,0157 0,1254
Prueba 5 Capa1: 72 0,0744 0,0162 0,1273
Prueba 6 Capa1: 6 Capa2: 3 0,1160 0,0253 0,1590
Prueba 7 Capa1: 12 Capa2: 6 0,0751 0,0154 0,1241
Prueba 8 Capa1: 48 Capa2: 12 0,0730 0,0168 0,1298
Prueba 9 Capa1: 48 Capa2: 24 0,0749 0,0170 0,1304
Prueba 10 Capa1: 12 Capa2: 48 0,0745 0,0163 0,1275
Prueba 11 Capa1: 24 Capa2: 48 0,0740 0,0169 0,1298
Prueba 12 Capa1: 12 Capa2: 6 Capa3: 3 0,0867 0,0173 0,1315
Prueba 13 Capa1: 48 Capa2: 12 Capa3: 6 0,0850 0,0186 0,1363
En cada una de las pruebas se fue aumentando el número de neuronas en la
capa oculta de la red para observar si los resultados mejoraban o no. Se llegó
a probar hasta con 72 neuronas donde se observó que el resultado obtenido no
mejoraba con la prueba anterior. Entonces, se probó a aumentar el numero de
capas. Se iba aumentando el numero de neuronas en la primera capa y dismi-
nuyendo en la segunda y viceversa. Pero partiendo de los mejores resultados de
las anteriores pruebas como la 0, la 1 y la 3. Las mejores configuraciones que
se obtuvieron fueron en la prueba 7 y en la prueba 8. Se aumentó el número de
capas ocultas a 3, pero no se obtuvo mejora en el resultado. Finalmente se ob-
tuvo que la configuración más óptima sería con dos capas teniendo 12 neuronas
en la primera capa y 6 neuronas en la segunda capa. Se seleccionó la prueba 7
aunque tuviese un MAE superior a la prueba 8, ya que en el RMSE tiene un
valor considerablemente menor.
Por otra parte, el segundo algoritmo con el que se realizaron las pruebas
fue con el algoritmo “Adam”. Este algoritmo se basa en otros algoritmos como
el “RMSprop”, “Adadelta” y “Momentum”. Se utilizó la misma configuración de
neuronas que en las pruebas anteriores para poder comparar el mejor resultado.
La tabla 4, muestra los resultados obtenidos.
Como resultado se obtuvo que la prueba 11 tuvo el mejor resultado incluso
si lo comparamos con los resultados de la anterior prueba. El diseño final de
la red se basó en dos capas ocultas, la primera con 24 neuronas y la segunda
con 48 neuronas. Además de utilizar el algoritmo “Adam” como algoritmo de
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Tabla 4: Pruebas con el algoritmo Adam
Nombre No Neuronas MAE MSE RMSE
Prueba 0 Capa1: 6 0,1035 0,0220 0,1483
Prueba 1 Capa1: 12 0,0738 0,0155 0,1245
Prueba 3 Capa1: 24 0,0847 0,0189 0,1374
Prueba 4 Capa1: 48 0,0704 0,0159 0,1261
Prueba 5 Capa1: 72 0,0708 0,0159 0,1262
Prueba 6 Capa1: 6 Capa2: 3 0,2634 0,0875 0,2958
Prueba 7 Capa1: 12 Capa2: 6 0,0757 0,0154 0,1240
Prueba 8 Capa1: 48 Capa2: 12 0,0716 0,0157 0,1251
Prueba 9 Capa1: 48 Capa2: 24 0,0712 0,0162 0,1272
Prueba 10 Capa1: 12 Capa2: 48 0,0768 0,0165 0,1284
Prueba 11 Capa1: 24 Capa2: 48 0,0684 0,0141 0,1188
Prueba 12 Capa1: 12 Capa2: 6 Capa3: 3 0,0762 0,0158 0,1256
Prueba 13 Capa1: 48 Capa2: 12 Capa3: 6 0,0850 0,0164 0,1280
optimización de gradiente. Por otro lado, se hizo una comparación con un trabajo
analizado en el estado del arte. En este artículo [1] propone un modelo basado
en redes convolucionales con múltiple cabeza. En la tabla 5 se puede ver el
porcentaje de error al comparar las métricas obtenidas con el estudio del artículo.
Tabla 5: Medición de mejora del modelo propuesto con el modelo comparado
Nombre MAE RMSE
Modelo Comparado 0,0917 0,1339
Modelo Propuesto 0,0684 0,1188
Mejora% 25,4 11,27
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Se seleccionó este artículo ya que utiliza una red neuronal como sistema pre-
dictivo y usa las mismas métricas de evaluación que se utilizaron en este trabajo.
Como resultado se obtuvo que el modelo que se propone en este trabajo es mejor
que el del artículo referenciado. En concreto se consiguió una mejora del 11, 27%
en RMSE y en MAE un 25, 4%.
4.4 Propuesta arquitectónica
Para finalizar se plantea una posible aplicación del sistema dentro de una
arquitectura basada en el Edge Computing, así como la ingesta de datos Big
Data llegando a mostrar un control de fallos en tiempo real.
La idea se basa en que cada módulo fotovoltaico esté asociado a un nodo
(Edge) donde se realizan las operaciones del sistema. La respuesta sería única
para el módulo asociado y así se ahorraría costes de comunicación y latencia.
Aparte de obtener los datos de la placa, el nodo recibe los datos meteorológicos
de la zona para poder hacer la predicción. El flujo de datos de comunicación se
realizaría a través de comunicaciones MQTT o similares. Estas comunicaciones
estarán programadas cada cierto tiempo con la nube para almacenar todos los
eventos que suceden. La nube sería la encargada de gestionar todas las opera-
ciones que realiza la arquitectura, a parte de registrar toda la actividad de la
planta. A mayores se desarrollaría una plataforma basada en servicios donde se
podría monitorizar en tiempo real toda la estación. Aparte, se mostrarían las
predicciones que se realizarían en los nodos. Estos nodos a su vez gestionarían
una serie de actuadores que gestionan el flujo de corriente de las placas solares
en caso de que la red tenga un fallo crítico. En la Fig. 7 se puede ver un esquema
de la propuesta.
Figura 7: Esquema de componente de la propuesta arquitectónica.
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5. Conclusiones
A lo largo del estudio se ha hecho un mapeo sistemático sobre la tecnología
de mantenimiento predictivo enfocado principalmente en la energía solar. Se de-
finió una propuesta acorde con ese estudio capaz de detectar degradaciones en
los módulos solares.
Se desarrolló una red neuronal capaz de predecir la potencia de salida de pla-
cas solares a través de predicciones meteorológicas. Una vez obtenida la ventana
de tiempo era comparada con el valor real del módulo. Aplicando unos lími-
tes de confianza se puede determinar el posible mal funcionamiento del panel.
Como resultado se obtuvo un modelo predictivo con un MAE = 0, 0684 y un
RMSE = 0, 1188 teniendo un 25,4% y un 11,27% mejor rendimiento que con
algunos trabajos publicados. Adicionalmente, se propuso el diseño de una arqui-
tectura basada en el Edge Computing donde se aplicaría el sistema desarrollado.
Esta arquitectura conectaría los dispositivos IoT y sería capaz de almacenar
grandes volúmenes de datos en la nube.
Como trabajo futuro se plantea el estudio del rendimiento del sistema con
los cambios de estación y los efectos en rendimiento bajo condiciones climáticas
adversas. Además, se realizaría la arquitectura propuesta para detectar degra-
daciones en módulos solares.
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Resumen Durante los últimos 10 años y después de importantes descu-
brimientos, como la secuenciación del ADN de todo el genoma humano,
ha habido un aumento considerable en el interés en las investigaciones
de modelos de predicción de riesgos de enfermedades de origen genético
a través de dos enfoques principales: la puntuación de riesgo poligénico
y las técnicas de aprendizaje automático. El objetivo de este trabajo se
centró en el estudio de la aplicación de estas dos técnicas para la pre-
dicción de la enfermedad de Alzheimer. Para ello, inicialmente se realizó
un mapeo sistemático de literatura donde se seleccionaron 41 artículos
y durante la revisión de los mismos se identificaron diversos métodos
de cálculo de la puntuación de riesgo poligénico. A partir de los datos
(exoma) de un individuo se encontraron 27 variantes genéticas asociadas
a la enfermedad del Alzheimer. Posteriormente, con ayuda de las herra-
mientas PLINK y PRSice2 se calculó la puntuación de riesgo poligénico
con distintos modelos obtenidos por medio de estudios asociativos pre-
vios (GWAS 1). La interpretación de los resultados obtenidos se realizó
en base a la prevalencia establecida para la enfermedad de Alzheimer.
Por otra parte, también se intentó construir un modelo de predicción
usando una técnica de aprendizaje automático a partir de datos genéti-
cos. La importancia del presente trabajo, es que el “pipeline” que se ha
desarrollado podrá ser utilizado para el análisis del exoma de cualquier
individuo, dando como resultado final su puntuación de riesgo poligénico
para padecer la enfermedad de Alzheimer.
Keywords: Puntuación de riesgo poligénico, aprendizaje automático,
PLINK, PRSice2, predicción, Alzheimer
1. Introdución
Las enfermedades complejas, como el cáncer, las cardiovasculares, respirato-
rias y los trastornos neurológicos causan enormes problemas de salud pública.
1Estudios de asociación de genoma completo, son estudios que examinan todas las
variaciones existentes en el genoma, estos datos son utilizados para identificar genes
que pueden contribuir al riesgo de desarrollar una determinada enfermedad.
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La Organización Mundial de la Salud (OMS) a través del informe Neurological
Disorders: Public health challenges anunció que cientos de millones de personas
en todo el mundo sufren trastornos neurológicos, más de 50 millones de personas
en todo el mundo padecen demencia, y se estima que cada año se diagnostican
7.7 millones de casos nuevos y mueren 6.8 millones de personas como consecuen-
cia de los trastornos neurológicos [26]. Una de las enfermedades más común de
demencia es la enfermedad de Alzheimer (EA), donde según las estadísticas de
la Asociación de Alzheimer, la EA representa del 60% al 80% de los casos de
demencia .[1]. La EA es una enfermedad neurodegenerativa eso significa que em-
peora con el tiempo y ataca progresivamente las neuronas hasta destruirlas, se
manifiesta lentamente a través del tiempo, implica la degeneración irreversible
del cerebro y gradualmente termina con la insuficiencia cerebral completa, es
decir es una perdida lenta y progresiva de la memoria y otras áreas cognitivas
como lenguaje, la orientación del espacio y tiempo, entre otros. Se cree que la
EA solo afecta a la población de edad avanzada. Sin embargo, esta enfermedad
también puede manifestarse a una edad temprana como a los 30 años debido
a que la persona hereda uno de los genes asociado a la EA. En ambos casos
existen tratamientos que ayudan a retrasar el proceso de desarrollo de la EA,
pero es necesario e importante predecir, diagnosticar y realizar una intervención
temprana para proteger al cerebro de sufrir el mayor daño posible.
La mayoría de las enfermedades tienen como origen mutaciones genéticas
en el ADN, la EA también es causado por mutaciones genéticas. Para poder
predecir estas enfermedades de origen genético existen dos enfoques principales
que se manejan hoy en día: la primera es la puntuación de riesgo poligénico -
Polygenic Risk Score (PRS), conocido como un enfoque tradicional, que es un
dato probabilístico obtenido a través de técnicas estadísticas que predicen la
probabilidad de contraer alguna enfermedad genética en función de sus genes, el
segundo enfoque es las técnicas de aprendizaje automático -Machine Learning
(ML), que a través de un conjunto de algoritmos supervisados y no supervisados
predicen la probabilidad de contraer la enfermedad genética.
El objetivo principal de este trabajo se centra en el estudio de estos dos
enfoques para la predicción temprana de la EA. Para ello se realiza un mapeo
sistemático con el fin de conocer el estado del arte, se estudian las técnicas
utilizadas y en base a ello se realiza un caso de estudio donde a partir de los datos
(exoma) de un individuo y siguiendo un flujo de trabajo ("pipeline") definido se
calcula el PRS y se interpreta los resultados en base a la prevalencia establecida
para la EA.
La estructurada del trabajo se encuentra de la siguiente forma: En la sección
2 describe el estado del arte por medio de los resultados del mapeo sistemático.
La sección 3 presenta los materiales utilizados. En la sección 4 describe el caso de
estudio, la interpretación de resultados y la aplicación de técnicas de aprendizaje
automático. En la sección 5 presenta las discusiones y en la sección 6 se presenta
las conclusiones alcanzas y las líneas futuras de trabajo.
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2. Estado del arte
Los avances recientes en la tecnología genética, principalmente la secuen-
ciación de próxima generación llamado en inglés Next-Generation Sequencing
(NGS), redujo enormemente el costo y la velocidad de pruebas genéticas y con
ello la comprensión de las causas genéticas de enfermedades neurológicas. Los
estudios de asociación de genoma completo conocido en inglés Genome-wide As-
sociation Studies (GWAS) examinan todas las variaciones en el genoma humano
incrementando la probabilidad de encontrar el gen o genes causantes de una de-
terminada enfermedad. Las variantes genéticas se los conoce como polimorfismos
genéticos, estas pueden clasificarse en benignas (no asociadas con la enfermedad)
o patógenas (asociadas con la enfermedad). Las variantes de un solo nucleóti-
do son las más frecuentes en nuestro genoma, son las sustituciones que afectan
solo a un par de bases, denominadas polimorfismos de un solo nucleótido, en
inglés Single Nucleotide Polymorphism (SNP) [24], se estima que hay al menos
11 millones de SNPs en el genoma humano.
2.1 Puntuación de riesgo poligénico y aprendizaje automático
La puntuación de riesgo poligénico (PRS) es una técnica que combina la
prueba de ADN con las técnicas de modelado matemático para determinar si las
enfermedades tienen algún componente genético. Utiliza un enfoque de modelo
fijo para sumar la contribución de un conjunto de alelos de riesgo a una en-
fermedad compleja. El 2007 se propuso un método para examinar la influencia
agregada de múltiples marcadores genéticos [27]. El método implicaba generar
un PRS basada en los resultados de un GWAS. Después de ejecutar un GWAS
en una muestra se seleccionan los SNP asociados al fenotipo, el PRS se calcula
como una suma de esos SNPs asociados que a menudo son ponderados por los
coeficientes específicos del GWAS. La mayoría de las investigaciones utilizaron
este método para obtener un PRS, en la tabla X se muestra la agrupación de
artículos segun el tipo de datos que utilizaron en sus estudios.
Las técnicas de PRS se han vuelto cada vez más populares facilitando descu-
brimientos genéticos para rasgos complejos. El programa más conocido y usado
para realizar la estimación de PRS es PRSice2 [10] el cual se utilizará en el caso
de estudio acompañado de la herramienta PLINK [6]
Por otra parte, la aplicación de técnicas de ML a partir de su conjunto de
algoritmos supervisados y no supervisados ofrece varios enfoques de aplicación
como diagnóstico de enfermedades [4], desarrollo de fármacos [23], etc. Las téc-
nicas que han sido aplicadas con éxito la predicción de la EA se muestran en
la tabla XX donde se observa cierta preferencia a algunos métodos como las
máquina de vectores de soporte (SVM), Random forests y Regresión logística,
entre otros.
2.2 Patología neurológica – Alzheimer
La EA se divide en 2 subtipos, según la edad de inicio: EA de inicio temprano
y EA de inicio tardío, ambos con características peculiares y son investigadas
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independientemente. La EA se presenta debido a un daño lento y continuo de
diferentes partes del cerebro. La comunidad científica maneja la hipótesis de
que este daño que afecta a las neuronas es el resultado de dos procesos bio-
lógicos diferentes que se producen en el cerebro, la proteína Beta Aminoide y
la proteína Tau que son los biomarcadores biológicos para la EA [3]. La EA
también es causada por mutaciones genéticas, es decir tiene un componente ge-
nético muy fuerte, cuya caracterización se ha convertido en una parte esencial
de los esfuerzos para comprenderla. Existen tres genes de la EA de inicio tem-
prano con mutaciones causales la APP ubicado en el cromosoma 21, la PSEN1
en el cromosoma 14,la PSEN2 en el cromosoma 1 y un gen de inicio tardío la
ApoE ubicado en el cromosoma 19[58], las personas que heredan uno de estos
genes presentan altos riesgos de desarrollar la EA ya sea a una edad temprana o
tardía. Sin embargo, se ha demostrado existen factores de riesgo asociados fuer-
temente a la reducción de riesgo de desarrollar la EA como la actividad física
regular, el manejo de factores de riesgo cardiovascular (especialmente diabetes,
obesidad, fumar e hipertensión), la dieta saludable, aprendizaje permanente y el
entrenamiento cognitivo [28].
2.3 Resultados del mapeo sistemático
El mapeo sistemático se llevó a cabo siguiendo el proceso descrito por [21].
Las busquedas sistemas se realizaron en tres bases de datos (PubMed, Scopus,
Science Direct), se tiene un total de 41 artículos que cumplieron los criterios
de selección. La informacion mas detallada se encuentra almacenado en un re-
positorio de GitHub de acceso libre [19]. Como resultado del mapeo se tiene la
Tabla 1 que muestra las técnicas utilizadas por mas de 2 artículos (la información
completa de la tabla se encuentra en el repositorio)
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Tabla 1: Técnicas utilizadas por los artículos seleccionados





Support vector Machine (SVM) 17
Support vector regressor (SVR) 2
Naïve Bayesian 2
k-Nearest Neighbors (kNN) 3
Elastic Net 2






En la Tabla 2 se tiene los diferentes tipos de datos que utilizaron los autores
para realizar sus respectivos estudios. Algunos estudios utilizaron los tres tipos
de datos.
Tabla 2: Tipo de dato utilizados en los artículos seleccionados
Tipo de dato Total de Artículos




Imágenes de resonancia magnética (MRI) 20
3. Métodos
3.1 Análisis estadístico
El análisis estadístico dentro el cálculo de PRS se desarrolla con la finalidad
de verificar el mejor modelo predictivo, también usualmente se analiza la sensi-
bilidad, especificidad y previsibilidad del modelo para identificar correctamente
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los casos y controles. Para encontrar los mejores predictores se debe probar una
variedad de modelos de regresión hasta encontrar una mejor precisión de predic-
ción para ello se utiliza el análisis de regresión logística para establecer valores
predictivos (sensibilidad, especificidad, AUC, PPV, NPV) mediante un modelo
de regresión logística definiendo variables predictoras como la edad, sexo, educa-
ción, etc. Otro análisis importante que proporciona más detalles de la tendencia
de datos es la puntuación de deciles, cuartiles, percentiles, etc.
El análisis estadístico usado particularmente en el campo de la genética con-
lleva realizar varias actividades a partir de una muestra genética. Suponiendo
que se inicia de una muestra de GWAS, se puede realizar un análisis de regre-
sión logística para examinar las asociaciones entre riesgo de EA, donde se pueden
usar diferentes enfoques analíticos, por ejemplo: Utilizar una muestra completa
de GWAS, utilizar solo controles de GWAS [7]. Shun en su estudio sobre la ob-
tención de PRS para la depresión y ansiedad en mujeres, modela de dos maneras
el PRS haciendo uso de quintiles para probar una posible relación no lineal y
por aumento de desviación estándar. El ajuste del modelo se da en base a ciertas
variables como la edad, la estratificación de población, indica de masa corporal,
años de fumar, actividad física.
3.2 Algoritmo de puntuación de riesgo poligénico
Para determinar el PRS Choi et al recomienda considerar varios aspectos
que lo detalla en su artículo [9] como también recomienda realizar un control de
calidad a los datos antes de calcular el PRS. Estas recomendaciones son aplicadas
en el caso de estudio.
Las puntuaciones de riesgo poligénico se calculan sumando todos los SNP que
cumplen un umbral de valor p, o un conjunto de umbrales. Para cada individuo,
se suma el número de alelos de riesgo transportados en cada variante (0, 1 o 2).










Donde la wi,j es la probabilidad de observar el genotipo j, donde j ∈ {0,1,2}, para
el iésimo SNP;y la βi i es el tamaño del efecto del iesimo SNP estimado a partir
de los datos relevantes del estudio de asociación de genoma de base (GWAS).







Donde el tamaño del efecto de SNP i es Si; el número de alelos de efecto obser-
vados en la muestra j es Gi,j ; el número total de SNP incluidos en el PRS es N
y el número de SNP no faltantes observados en la muestra j es Mj .
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4. Caso de estudio
A lo largo de esta sección se describe el caso de estudio del presente artículo,
partiendo con la identificación del conjunto de datos para realizar el cálculo de
PRS, seguidamente la identificación de variantes y el genotipado, luego realizar el
cálculo del PRS con las herramientas de PRSice2 [10], PLINK [6]y con distintos
modelos obtenidos por medio de estudios asociativos previos (GWAS. En la
figura 1 se muestra el flujo de trabajo descrito anteriormente y además se denota
que se debe realizar otras acciones intermedias que se describe en las siguientes
subsecciones.
Figura 1: Flujo de trabajo del caso de estudio. Fuente: Elaboración propia
4.1 Conjunto de datos
Los PRSs requieren dos conjuntos de datos de entrada: El primero Datos
base (GWAS): estadísticas resumida y el segundo datos objetivo que son los ge-
notipos y fenotipos del individuo o muestra. Para el conjunto de datos objetivo
se decidió utilizar un exoma de un individuo descargado del Proyecto 1000 Ge-
nomas [2] A continuación, se describe la información conocida del conjunto de
datos objeto: Muestra HG00126:
Sex: Masculino
Población: Británico Inglaterra y Escocia, ascendencia europea
ID Bio muestra: SAME122872
ID individuo: SRR707196
La información que contiene este archivo es muestra en la figura 2 que el códi-
go genético del individuo compuesto por los 23 cromosomas y cada cromosoma
compuesto por los cuatro nucleótidos ACGT (adenina, citosina, guanina, timi-
na).
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Figura 2: Exoma del individuo – conjunto de datos objetivo
El segundo conjunto de datos que se va utilizar es datos base (GWAS). Se
descargo del sitio de IGAP (International Genomics of Alzheimer’s Project) [16].
El archivo contiene 11632 polimorfismos de un solo nucleótido (SNP) agrupadas
por el número de cromosoma y cada SNP tiene su posición base (Position),
el identificador de SNP (MarkerName), el alelo de referencia (Effectallele), el
alelo sin referencia (NonEffectallele), el tamaño total estimado del efecto para
el alelo efecto (Beta), Error estándar general para la estimación del tamaño del
efecto (SE) y el valor P de asociación entre los genotipos SNP y el fenotipo base
(Pvalue).
4.2 Identificación de variantes (SNPs)
Para la identificación de variantes se sigue el flujo de trabajo ("pipeline")
definido en la figura 3, estas acciones pueden ser ejecutadas por diferentes herra-
mientas automatizadas tal es el caso Galaxy, varstation, SNPanalyzer, piMASS,
entre otros. Inicialmente se preparó el entorno de trabajo sobre la plataforma
Unix y tras instalar los diferentes paquetes que se requerían se procedió con la
alineación del exoma.
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Figura 3: Flujo de trabajo – alineamiento de exoma. Fuente: Elaboración propia
La examinación de la secuencia permitió ver la calidad de secuenciación y en
base a ello realizar el control de calidad. Para iniciar con la alineación del exoma
se requiere un genoma de referencia, para este caso se utilizo la referencia hg38.fa
[15]. Para realizar la alineación por medio de los paquetes instalados como bwa,
samtools, etc. se utilizo una secuencia de comandos de la guía [25]. Se han identi-
ficado 44669 SNPs que se encuentran en el archivo VCF, inicialmente no contaba
con el identificador del SNP, usando la herramienta snpEff [11] se completo el
identificador, este proceso es conocido como "Variant Annotation". En la figura
4 se muestra un pequeño fragmento del archivo VCF con los identificadores de
cada SNP.
Con los SNP del individuo ya se puede calcular el PRS. Sin embargo, se
debe realizar primeramente el control de calidad de los datos base y objetivo
de acuerdo con las recomendaciones de Choi et al [9]. Los siguientes filtros se
realizaron sobre los datos base usando el comando awk. Luego de aplicar los
filtros se tiene 5816 SNP de 44669 SNP en el conjunto base.
1. Filtrar los SNP de acuerdo con la puntuación MAF, con la opción
2. Eliminar todos los SNPs ambiguos
3. Filtrar SNPs duplicados
Para los datos objetivo, se realizo la eliminación de SNP de baja frecuencia de
alelos menores (MAF) y el equilibrio de Hardy-Weinberg (HWE) utilizando el
comando - - maf y - -hwe en PLINK. inicialmente se tenia 44669 SNPs, tras
aplicar los filtros de MAF y HWE se han eliminado 18274 SNP debido a la baja
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frecuencia de alelos. Finalmente se tiene un total de 26395 SNP en el conjunto
de datos objetivo.
Figura 4: Variantes del individuo - archivo VCF anotado
Una vez concluido con el control de calidad se procede a generar los archivos
binarios (bed, bim, fam) con el comando –make-bed en PLINK para luego utilizar
como datos de entrada para el cálculo de PRS.
4.3 Cálculo de puntuación de riesgo poligénico
Al momento de realizar el calculo de PRS se debe analizar el desequilibrio
de enlace que corresponde a la correlación entre los genotipos de las variantes
genéticas en todo el genoma, donde es extremadamente difícil la identificación
de la contribución de las variantes genéticas causales. Una forma de capturar
aproximadamente el nivel correcto de señal causales es realizar una agrupación
(clumping), ya que elimina los SNP de manera que solo se retienen los SNP
débilmente correlacionados, pero preferentemente retiene los SNP más asociados
con el Alzheimer. El agrupamiento (clumping) se puede realizar utilizando el
comando - -clump para los parámetros con los valors de: -clump-kb 250, - -
clump-p1 1, - -clump-r2 0.1". Después de realizar el clumping se observa que de
26395 SNPs solo 27 SNPs pasaron los filtros y el control de calidad, por tanto
con 27 SNPs se calcula el PRS. Se genera el PRS con los parámetros del estudio
de Cruchaga et al [12] en PLINK con un umbral de 1.21e -03 usando el comando
- -score. El valor de PRS generado es: 0.02934375.
Usando la herramienta de PRSice, se procede a calcular el PRS siguiendo el
método de Chandler et al [Chanfler] donde utilizó los siguientes parámetros:
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MAF 0.01, HWE 1e -06, clump-kb 500, clump-r2 0.25 y un umbral de 5e -08.
Para este caso se tiene 25 SNP para el calculo del PRS, usando el comando
expuesto abajo el valor de PRS es de 0.0363. Se observa que varia el valor de
PRS comparado con el método de Cruchaga et al, debido a los umbral utilizado
es diferente. El comando completo para calcular el PRS en PRSice es:
Rscript PRSice.R --dir . --prsice ./PRSice_linux
--base baseQC.txt
--target sampleready.QC







--clump-kp 500 --clump-r2 0.25
--out prsresultHannah
Una vez obtenido el segundo valor de PRS con un método diferente se procede
a calcular el PRS con los diferentes métodos, parámetros y umbrales que defi-
nieron los estudios revisados en el mapeo sistemático. En la tabla 3 se expone
los diferentes PRS calculados con la herramienta PRSice2 y los valores de los
distintos parámetros que definieron los autores.
4.4 Interpretación de resultados
La prevalencia de la enfermedad es un parámetro, que debe especificarse para
la estimación de AUC. La prevalencia de EA en la población depende mucho
particularmente de la edad. Estimaciones recientes muestran una prevalencia
del 3% 17% y 33% en los grupos de edad 65-74, 75-84 y 85+, respectivamente
[14]. Según [13] indica que la de prevalencia de vida de AD 2%, por lo que la
influencia del riesgo poligénico varía según la función de la edad. Lewis et al [18]
define por medio de una distribución normal de puntuaciones de riesgo poligénico
los valores a considerar que dependen de la prevalencia de la enfermedad y del
valor “t” que devuelve el cálculo de PRS medio = - prev x t / (1 - prev) lo
que representa a los controles no afectados por el trastorno, también describen
el análisis individual de PRS se basa en percentiles, siendo las medidas más
utilizadas para evaluar la capacidad predictiva de un PRS.
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Tabla 3: PRS obtenido por diferentes métodos con PRSice2
Autor PRS Umbral SNP R2 KB MAF HWE
Cruchaga [12] 0.02934375 1.21e -03 27 0.1 250 0.01 1e -06-
Chandler [5] 0.0363 5e -08 25 0.25500 0.01 -
Scott Price [13] 0.028502 0.5 25 0.2 500 - -
Chaudhury [8] 0.0377 1e -06 27 0.1 250 - 1.03e -07
Leonenko [17] 0.03025 0.001 25 0.1 1000 0.1 1e -06
Rosales [20] 0.0363 5e -08 25 - - - 1e -05
En base a los criterios de interpretación de resultados se procede a interpre-
tar los resultados presentados en la tabla 3. Revisando los estudios donde han
obtenido el predictor de PRS para Alzheimer señalaron que se maneja el 2% de
prevalencia y Cohens D = 0.583 y un t = 0.28 [5] por lo cual los controles no
afectados por el trastorno de Alzheimer son - 0.0057. Con el valor de PRS 0.0363
indicamos que el individuo no presenta una alta probabilidad de contraer EA. De
la misma forma para el estudio de ScottPrice et al [13] la prevalencia es del 2%
y t = 0.24, entonces los controles no afectados por el trastorno serían - 0.0049
para un PRS = 0.028502 se indica que el individuo no presenta alta probabilidad
de contraer la EA. Además, revisando la lista de 27 SNP que se tomó en cuenta
para el cálculo de PRS no presenta ninguno de los genes más comunes asociado
con la EA como el APOE, PSEN1 y PSEN2, por lo cual se llega a la conclusión
que el individuo con los PRS calculados por diferentes métodos no presenta alta
probabilidad de contraer la EA.
4.5 Técnicas de aprendizaje automático
La aplicación de técnicas de ML basadas en datos genéticos se ha populari-
zado para identificar los factores de riesgo asociados con varias enfermedades, ya
que han demostrado ser robustas cuando el problema involucra cientos de miles
de predictores [20]. La aplicación de ML permitió construir y mejorar modelos
poligénicos para predecir la EA a partir de datos GWAS. En el presente trabajo
se implementó una técnica de ML siguiendo los estudios de Rosales et al [20], con
los 27 SNPs se intentó reproducir los resultados para el modelo LASSO usando
la herramienta de FRESA.CAD. Sin embargo, no se logró en lo mínimo aproxi-
marse al resultado. Evidente luego de hacer muchas pruebas e investigaciones no
fue claro entender que parámetros utilizados del conjunto de datos para realizar
la clasificación de las variantes y luego generar la curva de ROC (especificidad
versus sensibilidad). Para generar la curva ROC con el algoritmo de LASSO
se utilizó el paquete pglmet sobre la plataforma R. Se genero los coeficientes y
la curva de ROC (Figura 5) pero estos no son los valores esperamos tener un
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AUC = 1 es totalmente erróneo, no se puede tener modelo de predicción con
una precisión del 100
Figura 5: Coeficientes y curva ROC del modelo LASSO (resultado erróneo)
Un punto a resaltar en este contexto la cantidad de datos tiene un gran im-
pacto en la precisión del modelo de predicción, se debe contar con dos conjuntos
de datos uno para entrenamiento del modelo y otro para el testeo. Evidentemen-
te no solo se aplica en el contexto de la genética sino en cualquier campo donde
se utilice técnicas de ML para determinar modelos de predicción. En este caso de
estudio se requiere una gran cantidad de SNPs para construir el modelo, se ha
intento con 27 SNPs un numero bastante bajo comparando con los datos usado
por [20] que son 1000 SNPs.
5. Discusión
Realizar el cálculo de PRS no fue complicado ya que se cuenta con los progra-
mas como PLINK y PRSice que facilitan el cálculo por medio de los comandos de
línea, además se cuenta con una gran comunidad que brinda soporte ante cual-
quier problema. La interpretación de los resultados fue el uno de los obstáculo
que se tuvo, el hecho de ver números como resultado de un análisis predictivo lle-
va a la intuición de querer interpretar los resultados. Sin embargo, tras investigar
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y revisar las guías [22] de cómo realizar la interpretación los valores del PRS se
llegó a comprender con más seguridad y claridad el uso del PRS y importancia
de la interpretación de los resultados genéticos en el contexto clínico.
Se ha demostrado que a partir de un exoma se identifico las variaciones del
individuo para luego usarlo como datos de entrada para el cálculo de PRS, dicho
cálculo fue en base a los métodos de precisión de predicción construidos en los
estudios seleccionados. Los resultados obtenidos fueron interpretados según la
prevalencia de EA, llegando a concluir que el individuo estudiado no presenta
altos riesgos de contraer la EA. En segundo lugar, se ha analizado la aplicación de
técnicas de ML con datos GWAS, donde a partir de 27 SNPs se intentó construir
un modelo de clasificación basado en el algoritmo de LASSO, sin embargo, debido
a la poca cantidad de SNP no se logró calcular un modelo correcto.
Una posible limitación en el estudio fue la incompleta información de los
parámetros requeridos para el cálculo del PRS (tabla 3), así mismo la poca in-
formación del individuo, solo se tenía conocimiento del sexo y la ascendencia,
con la poca información que se tiene fue complicado llegar a interpretar los re-
sultados del PRS ya que sea visto que la edad es un factor muy importante que
permite predecir el riesgo especifico de la EA. También otra limitante fue el poco
tiempo que se tuvo para abarcar una inmensa área de investigación, con varios
aspectos internos por investigar de manera independiente. Sin embargo, se ha
logrado cumplir con los objetivos planteados en el presente estudio. Además de
diseñar un “pipeline” que podrá ser utilizado para el análisis del exoma de cual-
quier individuo dando como resultado final su puntuación de riesgo poligénico
para padecer la enfermedad de Alzheimer.
6. Conclusiones y lineas futuras de trabajo
Una vez calculo el PRS, el puntaje simplemente representa una representa-
ción de la propensión genética de la muestra a una determinada enfermedad y
no se sabe cuál es el riesgo relativo en comparación con otros. Actualmente, el
PRS sigue siendo el más adecuado para el análisis basado en la población, pero
todavía está bastante lejos de poder hacer predicciones a nivel individual.
Llegar a interpretar un PRS = 0.02934375 (tabla 3) de alguna manera sigue
siendo una predicción basada en la población ya sea que los estudios trabajaron
en cohortes o estratificaciones específicas. A partir de ahora se comprende que el
uso de PRS es para realizar algún tipo de análisis de estratificación, estratificando
muestras en cuantiles / deciles. O para cada cuantil / decil se puede calcular
en relación con una referencia. Entonces se puede proporcionar un riesgo.a las
muestras en diferentes cuantiles. Sin embargo, se debe tener en cuenta que esto
todavía está en el nivel de la población, es decir, el riesgo es para las muestras
dentro del cuantil de la muestra, cada una de esas muestras puede tener un riesgo
real"diferente, por lo que todavía no se puede decir que la muestra A tiene una
probabilidad del 10% para desarrollar la EA en el futuro. De la misma forma
en las técnicas de ML la construcción de modelos de predicción o clasificación
se basan en una muestra especifica en este caso la cantidad de datos en mucho
mayor sin embargo la precisión de predicción es a nivel de población o muestra.
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Como futuro trabajo se propone llegar a construir un PRS con datos GWAS
(manejar casos y controles) en base a alguno de los estudios seleccionados [20].
Luego de la construcción con los mismos datos construir un modelo de predic-
ción con las técnicas de ML y realizar la comparación respectiva, concluyendo si
para esa cohorte las técnicas de ML proporcionan una mejor precisión. Es posi-
ble encontrar varios factores externos desde obviar un simple filtro de control de
calidad en los datos base o objetivo el cual podría tener una relación colateral
en los resultados. Así mismo se sugiere investigar los diferentes métodos y mo-
delos de cálculo de PRS, por ejemplo, la herramienta PRSice2 [30] ofrece varios
modelos –model add, dom, rec, het y métodos –score avg, sum, con-std, std que
pueden ser utilizado al momento de realizar el cálculo e incluso con estudio de
estos métodos llegar a proponer un nuevo método de cálculo de PRS.
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Resumen Las humanidades y la computación se entrelazan para for-
mar un único campo de investigación, denominado como Humanidades
Digitales (DH). Los avances tecnológicos han servido para facilitar las
diversas tareas que les puedan surgir a los usuarios de las humanida-
des y, a su vez, dichas tareas pueden resultar un foco de investigación
para los expertos en computación centrados en la creación de solucio-
nes que las puedan solventar. Las diversas soluciones presentadas por los
expertos en computación deben ser entendibles y acordes al conocimien-
to computacional que una persona no necesariamente experta en dicho
campo, como podría ser el caso de los humanistas, podría tener. De en-
tre las diversas tareas a desempeñar en las humanidades, en la presente
investigación se ha tratado de generar una solución numérica y visual
a un problema típico, denominado como “Desambiguación de nombres”,
con el objetivo de presentar dicha solución, intuitiva a la vez que efec-
tiva, a usuarios no necesariamente expertos en el ámbito matemático y
computacional.
Keywords: Humanidades Digitales, Analítica Visual, Visualización de
la información, Desambigüación de nombres
1. Introducción
El campo de las Humanidades Digitales [7][4] (DH) avanza a medida que
avanza también la tecnología y surgen nuevos problemas en el campo de las
humanidades que motivan la búsqueda de nuevas soluciones computacionales.
Los métodos que los expertos en computación deben presentar a los expertos en
humanidades deben permitir el análisis de los datos y la interacción con respecto
a éstos, para permitir a los humanistas obtener conclusiones propias y sin sesgo.
Esto último, correspondiente al marco de la Analítica Visual, está contenido en
el campo de la Visualización de la información, en el cual, el principal objetivo
es el de transmitir conocimiento sin que éste sea enturbiado por los diferentes
focos de incertidumbre[1][25][9][25][18][25] que se puedan generar.
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El rango de tareas que se puede realizar dentro del campo de DH [2] es amplio,
siendo la “Desambiguación de nombres” una de ellas. Este es un problema común
en la historia de la investigación, ya que la necesidad de diferenciar a dos personas
por su nombre es vital. En [22], por ejemplo, se trata el problema de asociar
una publicación científica a una persona de forma incorrecta debido a que ésta
tiene el mismo nombre y apellidos o usa las mismas abreviaturas que el autor
original de la publicación. En consecuencia existen dos tipos de ambigüedad de
nombres: los nombres sinónimos y los homónimos. El problema de la sinonimia
en nombres viene dada por nombres que se escriben de forma diferente debido a
las reglas lingüísticas que lo permiten, pero hacen referencia a la misma persona.
En particular una persona con el nombre de “Barbara Masson” puede firmar sus
publicaciones con su nombre y apellidos completos o por “B. Masson”. En cuanto
a la homonimia de nombres, ocurre cuando un mismo nombre hace referencia
a dos personas. Para este caso, en DBLP1, una conocida web bibliográfica en
el ámbito de la computación, si se hace una búsqueda del nombre “Rui Wang”,
se encuentran un total de 15 investigadores diferentes con esta composición de
nombre y apellido [22]. Se debe remarcar que las diferentes soluciones al problema
dependerán en gran parte las características de éste y a las diferentes variables
que puedan ser extraídas del contexto en el que esté centrado.
En particular, la tarea de la desambigüación de nombres que se ha tratado de
realizar en esta investigación se ha centrado en una biblioteca humanística, de
carácter histórico en particular. Se conoce con el nombre de “1641 depositions2”
y es un conjunto de archivos o corpora históricos en los que se recogen declara-
ciones de personas que sufrieron diferentes incidentes o ataques en la rebelión
Irlandesa de 1641. Se ha podido tener acceso a dicho conjunto de datos ya que
esta investigación se enmarca en un proyecto de investigación internacional de
PROVIDEDH3( “PROgressive VIsual DEcision-Making in Digital Humanities),
coordinado por el grupo de investigación en Analítica Visual y Visualiación de
la información de la Universidad de Salamanca4.
2. Objetivos del trabajo
La tarea principal que se va a resolver, como ya se ha determinado, es la
Desambigüación de nombres sobre la base de datos de “1641 depositions”. Para
ello, se creará una ecuación, basada en las variables que se puedan extraer de la
base de datos mencionada, que devuelva un valor entre 0 y 1, correspondiente a
la probabilidad de que dos nombres puedan hacer referencia a la misma persona.
Para ello se deberán investigar diferentes procedimientos que permitan obtener
soluciones numéricas a este tipo de problemas.
A parte, esta tarea ha sido seleccionada ya que la creación de una ecuación






sigue, también, en esta investigación. En concreto lo que se busca es que, tras
generar dicha ecuación, los resultados puedan ser planteados de forma visual a
los usuarios, los cuales serán historiadores principalmente que busquen resolver
una tarea de desambigüación sobre la base de datos comentada, siendo esto de
vital importancia a lo largo del desarrollo de la solución visual, para que ellos
mismos puedan inferir su propio resultado sin necesidad de entender la base ma-
temática que habrá detrás del resultado numérico final. Es decir, la tarea de la
desambigüación centrada en la base de datos histórica de 1641 podría resultar de
gran interés para algún historiador experto en dicha época, sin embargo, puede
que su conocimiento en el campo de las matemáticas no sea el suficiente como
para que los datos le resulten fiables. Por lo tanto, lo que se busca conseguir
es que una vez se haya realizado el estudio en términos matemáticos, cualquier
persona no experta en dicho campo pueda inferir su propio resultado sobre los
casos de las personas desambigüadas, en particular los historiadores, que podrán
imponer, en cierto modo, su criterio de forma más estricta a la hora de analizar
los resultados.
El proceso comentado queda dentro del campo de la Analítica Visual, lo
cual implicará el estudio de los procedimientos aplicados en dicho campo con
el objetivo de crear un proceso completo que permita a los usuarios entender,
desde la base de datos de forma visual, hasta los resultados numéricos finales
de las desambigüaciones. Para ello, se debe estudiar la incertidumbre que puede
aparecer en cada una de las fases del proceso, así como las diferentes técnicas
implementables para solventarla.
3. Trabajo relacionado
Este problema puede ser abordado con técnicas tanto matemáticas como
visuales. En cuanto a resolver el problema de forma matemática, la estrate-
gia utilizada es analizar las diferentes variables que permita sacar el problema
y obtener valores numéricos que den una percepción de proximidad entre dos
nombres. En [22] se da una solución al problema numérico asociado, valiéndose
de diferentes términos como el de la similitud de Jaccard [14], por ejemplo.
Sobre la parte de la visualización para presentar al usuario únicamente los
resultados asociados al problema, hay diversos artículos que muestran varias so-
luciones posibles. En [22] se dan un conjunto de visualizaciones, entre las que cabe
destacar un grafo. Este tipo de visualización permite modelar una gran variedad
de relaciones( en bioinformática [20][21], en ingeniería del software [10][11], en
cienciometría [19] o en análisis de rendimiento deportivo [3][26] y particularmen-
te en visualización en humanidades digitales [5][6][8], entre otros), codificando
información tanto en sus aristas, como en sus nodos [12]. Así mismo, los algo-
ritmos de representación de grafos pueden ser de gran ayuda, ya que se deben
evitar problemas como el de solapamiento de nodos, por ejemplo. En [15] se da
una explicación a un algoritmo que crea representaciones de grafos minimizando
posibles errores o solapamientos, basando dicha visualización en un grafo dirigido
por fuerzas [28].
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Para la parte en la que se le presentan al usuario las diferentes visualizacio-
nes, se debe tener en cuenta que éstas conviene que sean interactivas, ya que
permiten al usuario realizar diferentes acciones que le permitirán analizar mejor
la base de datos a tratar. Se debe destacar en este punto el concepto de Manipu-
lación directa de Shcneiderman [13][23], la cual trata con este tipo de relaciones
hombre-computadora, que permiten a los usuarios una exploración de los obje-
tos representados sencilla e intuitiva. Entre las estudiadas, se podría destacar la
del [17], que genera un recuadro modificable por el usuario que permite hacer
selecciones para, por ejemplo, filtrar los datos de un conjunto.
Finalmente se ha estudiado la incertidumbre que pueden surgir en las colec-
ciones culturales históricas, debido a que el conjunto de datos hace referencia a
un corpora antiguo. En [30] se da una clasificación detallada de dichos tipos, que
será tenida en cuenta para la investigación llevada a cabo en este artículo.
El proceso completo tratará de ser construido sobre el mantra de Keim [16],
que trata de modelizar los procesos asociados a la Analítica Visual y dice lo
siguiente: “Analizar primero, mostrar lo importante, zoom, filtrado y estudio a
fondo, detalles bajo demanda (Analyze first, Show the Important, Zoom, filter
and analyze further, Details on demand)”. Dicho mantra es una modificación del
mantra de Visualización de la información de Shneiderman [24].
4. Propuesta
4.1 Solución numérica
Lo primero que se debe determinar es una medida que cuantifique la similitud
para cada par de nombres, basándose en determinadas características obtenidas
de los testimonios que están contenidos en la base de datos de ”1641 depositions”.
4.2 Variables
Tras analizar la información que aparece en los documentos del corpus, se
observó que podían definirse dos tipos de variables principales: las relacionadas
con cada par de participantes a analizar y las relacionadas a los testimonios a los
que pertenecen dichos participantes. De este punto en adelante se utilizará par-
ticipante y nombre de forma intercambiable, haciendo referencia a las personas
que aparecen en cada testimonio.
4.2.1 Variables asociadas a cada par de participantes. Se han definido
una serie de variables para cada par de nombres acotadas entre 0 y 1. Cuanto
más cercanas estén de 1, más probable será que los nombres hagan referencia a la
misma persona y menos probable de que lo sean en caso contrario. Las variables
definidas son las siguientes:
ratioi,j=ratio de Levenshtein evaluado sobre los nombres de los participantes
i y j. Como ya se sabe el ratio de Levenshtein devuelve un valor entre 0 y




1 si sexo de i = sexo de j
0,35 en caso contrario
Al no tener un subconjunto de datos correctamente clasificado y verificado,
los valores de esta variable han sido seleccionados bajo un criterio personal.
El hecho de haber seleccionado un valor de 0,3 a la ecuación en vez de un 0 en
caso de no coincidir el sexo es debido a que se han podido cometer errores a
la hora de recoger los datos por parte de los testigos. En caso de haber tenido
un subconjunto clasificado, se podría haber sacado la proporción de personas
a las que se les ha asignado de forma errónea el sexo y haber sustituido el
valor de 0,3 por dicha proporción.
Ri,j =
1 si rol de i = rol de j
0,65 en caso contrario
Al igual que para el caso de la variable anterior, tampoco se sabe la pro-
porción de fallos que se han cometido a la hora de clasificar los roles de las
personas. Se ha seleccionado un valor de 0,65 en caso de no coincidir en el
rol, en vez de 0,3 como en el caso del sexo. Para esta modificación se ha
supuesto que es más improbable que una persona sea la misma en dos testi-
monios cuando aparece con dos sexos diferentes, a si aparece con dos roles
diferentes. A parte, como se ha podido observar en el estudio del dataset,
existen roles cuya función es similar.
Oi,j =
1 si occupation de i = occupation de j
0,65 en caso contrario
Esta variable viene determinada de forma análoga a explicada en el punto
anterior.
4.2.2 Variables asociadas a cada par de testimonios. No solo las caracte-
rísticas particulares de cada persona resultan relevantes a la hora de desambiguar
dos nombres, si no que también son relevantes datos aportados por el conjunto
de personas al que pertenecen.
Para reducir la notación utilizada en la explicación de las variables se tendrán
las siguientes notaciones:
k = número de testimonios totales contenidos en el corpus
d = {d1, d2, ..., dk} = conjunto de todos los testimonios del corpus.
dni = testimonio n, donde aparece el participante i.
p(dn) = personas que participan en el testimonio n
pdep = ∪kz=1p(dz) t.q. dep ∈ p(dz). Es decir, pdep es el conjunto de personas
que aparecen en los testimonios hechos por el testigo dep.




=índice de Jaccard [14] asociado a la proporción de
personas que coinciden en los testimonios de i y j.
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Esta variable asocia un valor de probabilidad a dos nombres de que hagan
referencia a la misma persona en función al número de participantes coin-
cidentes en ambos testimonios. Son variables particulares del testimonio, ya
que cualquier par de nombres de dos testimonios diferentes tendrán el mis-
mo índice, debido a que las personas a tener en cuenta por la variable G son
las mismas. Únicamente variará el valor en caso de sacar de los conjuntos
p(dni) y p(dnj ) las personas i y j, teniendo en cuenta que si hay un número





=índice de Jaccard asociado a la proporción de personas
que coinciden en todos los testimonios de los autores de los testimonios a los
que pertenecen i y j.
Esta variable funciona de forma análoga a la explicada en el punto anterior,
con la diferencia de que los grupos de personas son generados por los autores
de los testimonios a los que pertenecen i y j. La importancia de dicho término
reside en la suposición de que dos personas tienen mayor probabilidad de
ser la misma si los testigos han recogido testimonios a personas del mismo
entorno.
La variable Di,j tendrá un valor diferente si se quitan de los conjuntos pdepi
y pdepj los propios nombres a analizar, pudiendo ser un cambio de valor
significativo en caso de constar de conjuntos pequeños.




2 )) t.q. tiempo, distancia ∈
[0, 1].
Para obtener el valor de la variable tiempo se debe calcular el intervalo
temporal, dado en días, entre los dos testimonios de los nombres que se van a
analizar. Después, se deben obtener el mínimo y máximo intervalo temporal,
dado también en días, para todos los pares de testimonios. Finalmente, se
debe aplicar la normalización min-max teniendo en cuenta los tres valores
obtenidos previamente, dando como resultado un valor acotado entre 0 y 1.
Debido a las características de la función campana de Gauss, para obtener
la relación deseada entre la variable tiempo y distancia que se explicará más
adelante en este mismo apartado, se deberá realizar la resta de 1 menos el
valor obtenido previamente para finalizar con el cálculo de tiempo.
El valor de la variable distancia se calcula de forma análoga a tiempo, te-
niendo en cuenta que en vez de intervalos temporales tendremos distancias,
dadas en kilómetros. En este caso, no se debe realizar la resta final con 1.
Para explicar la relación que se obtiene de aplicar lo anterior, se va a proce-
der explicando el objetivo de dicha ecuación. Al tratar de desambiguar dos
nombres, una de las relaciones más significativa es la asociada a las variables
geo-temporales. Se puede considerar altamente probable que dos nombres
hagan referencia a la misma persona si los lugares en los que se han reco-
gido los testimonios es el mismo. También se puede considerar igualmente
probable que dos nombres hagan referencia a la misma persona si, pese a
no haberse recogido los testimonios en el mismo lugar ni cerca, ha pasado
un periodo temporal suficientemente significativo como para poder suponer
que dicha persona ha viajado de un lugar a otro. Para esta suposición hay
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que tener en cuenta las dificultades de la época para desplazarse a largas
distancias. El máximo valor se alcanza cuando dos testimonios han sido re-
cogidos en el mismo lugar, en un intervalo temporal prácticamente nulo, es
decir el mismo día, y el mínimo se obtendría en el caso opuesto a ambas
afirmaciones. Sin embargo, no se trata de una relación lineal, teniendo en
cuenta los siguientes dos factores: el valor final de la variable será cercano a
1 siempre que la distancia sea cercana a 0 independientemente del término
temporal y será cercano a 1 también siempre que el intervalo temporal sea
cercano al máximo valor para esta variable, independientemente del término
espacial.
Con lo descrito en el párrafo anterior tenemos una relación entre dos variables
que se podría modelizar mediante una función bivariante. Tras tratar de
graficar la superficie tridimensional que conformaría, se puede ver la similitud
con la campana de Gauss invertida, la cual se puede ver en la Figura 1 sin
invertir. Por lo tanto, únicamente se tendría que aplicar la función de Gauss
a los valores tiempo y distancia pero restando al resultado el valor de 1,
para obtener dicha función invertida.
Figura 1: Función de Gauss centrada en (0,0)
4.3 Ecuación
La ecuación se ha determinado con el objetivo de facilitar un resultado final
al estudio conjunto de todas las variables anteriores, tratando de resumir en
un único valor todo lo que se debe tener en cuenta en este caso para tratar
de desambiguar dos nombres. Por lo tanto, la ecuación es la siguiente:
Mi,j = (α∗ratioi,j+β∗Gaussi,j+γ∗(γ1∗Gi,j+γ2∗Di,j))∗Si,j∗Ri,j∗Oi,j (1)
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α, β, γ, γ1 y γ2 son parámetros para ponderar el valor de las variables a las
que están asociadas, con el objetivo de que el usuario pueda decidir el peso
que determinan cada una de ellas en la ecuación principal. Es decir, si alguien
considera que coincidir en los apellidos debería tener mayor relevancia que
las variables asociadas a los índices de Jaccard, entonces el parámetro α
tendrá un valor mayor asociado con respecto a γ.
Como se tiene que cumplir que Mi,j ∈ [0, 1]∀i, j ∈ {participantes}, entonces
α, β, γ, γ1, γ2 ∈ [0, 1], α+ β + γ = 1 y γ1 + γ2 = 1.
4.4 Proceso analítico
4.4.1 Mostrar lo importante Una vez que se ha creado la ecuación que
devuelve el valor numérico se debe determinar un proceso mediante el que se le
va a facilitar al usuario tanto la exploración sobre el conjunto de datos, como
el entendimiento del resultado final que devuelve la ecuación para cada par
de nombres. Una vez se le ha explicado el problema de la desambigüación a
tratar, se le debe mostrar la dimensionalidad de la base de datos sobre la que
se va a trabajar. En este caso, dicha dimensionalidad se puede pensar que está
directamente relacionada con la cantidad de personas diferentes o posiblemente
diferentes que constituyen el conjunto de datos. En consecuencia, para focalizar
la atención del usuario en lo comentado se han seleccionado dos vistas enlazadas:
un choropleth [31] y un diagrama de barras, como se puede ver en la Figura 2.
Figura 2: Choropleth y diagrama de barras filtrado aplicando un brush entre los
años 1963 y 1966
Un choropleth es un mapa que codifica por áreas cierta información mediante
la coloración de éstas en función a un determinado valor. En el implementado
para este trabajo la coloración de las áreas viene determinada por la cantidad de
personas acumuladas dentro del bruhs implementado en el diagrama de barras,
que se puede observar en la 2. Para saber el nombre de cierta región y el valor de
personas exacto asociado a dicha región se ha implementado un tooltip, que es
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una ventana emergente según se pasa el cursor por encima de cualquier elemento
que devuelve el valor requerido, como, también se puede observar en la 2.
Una vez que se ha explorado el conjunto de nombres por región y año para
tener una primera noción del dataset, se le debe mostrar al usuario los nombres
entre los que puede elegir para realizar la tarea de la desambigüación. Para ello
se mostrará una tabla a la que habrá que determinarle dos dígitos a modo de
entrada. Esto se debe a que los nombres de personas vienen codificadas mediante
un número para facilitar su tratamiento, por lo que al introducir dos valores
numéricos se mostraran todos los nombres con un identificador asociado dentro
de dicho rango. En la Figura 3 se pueden ver los resultados se los nombres de la
búsqueda asociada a los valores 350 y 750.
Figura 3: Tabla interactiva de nombres con índices correspondientes al rango de
valores que queda entre 350 y 750
4.4.2 Zoom, filtrado y estudio a fondo Una vez que se le han presentado
al usuario todos los datos, se le debe dar la opción de seleccionar un pequeño
subconjunto de ellos. En este estudio se le van a pedir al usuario dos valores:
un nombre de una de las personas del conjunto de datos, el cuál tendrá que
introducir manualmente en una casilla prefijada, y un valor numérico que deberá
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introducir mediante la modificación de un slider, que es un elemento de control
que permite filtrar la información mediante un indicador que se mueve a través
de una barra, generalmente de forma horizontal. Dicho valor estará entre 0 y 1
y se corresponderá con mínimo ratio de Levenshtein al que estarán los nombres
del subconjunto que se va a representar con respecto al nombre escrito de forma
manual.
Figura 4: Formato en el que el usuario deberá introducir la información para
realizar el filtrado de los datos.
Tras introducir el nombre y el ratio correspondientes, los resultados de la
búsqueda realizada se presentarán en una tabla antes de pasar al siguiente paso.
En dicha tabla aparecerán los nombres que han sido encontrados en función a
los parámetros de búsqueda seleccionados y el número de apariciones de cada
uno.
4.4.3 Detalles bajo demanda En cuanto a la vista completa del resultado,
se puede observar en la Figura 5 que la visualización está formada por 8 gráficas:
1 grafo, dirigido por fuerzas, que modela los nombres y el valor de M en cada
una de sus aristas y 7 mapas de calor o heatmaps5, los cuales modelan uno a
uno el valor de las variables utilizadas en la ecuación. Los heatmaps en esta
visualización son de menor tamaño y cada uno da una información diferente, a
esta técnica se conoce como small multiples6 y es ámpliamente utilizada.
El grafo (vista 1 en Figura 5) ha sido elegido para tratar de modelar las
personas que aparecen en el dataset y su relación de cercanía en cuanto a la
ecuación (1). En el dataset hay un total de 36584 nombres diferentes, sabiendo
que por nombre se hace referencia al resultado de la concatenación que viene
dada en los apartados de nombre y apellido de cada persona. Dichos nombres
puede hacer referencia a más de una persona, ya que si, por ejemplo, dos nombres
iguales aparecen en dos testimonios diferentes, se partirá bajo la suposición de
que dicha persona puede no ser la misma. Por lo que el número total de posibles
personas diferentes en el dataset asciende a 53922, cada una de ellas representada
mediante un nodo diferente. El nombre de cada nodo vendrá dado por el nombre
de cada persona y el número del testimonio en el que aparece, el cual será un
5“Mapa de calor” es un término relativamente nuevo, pero la práctica de sombrear
matrices existe desde hace más de un siglo: Loua (1873) utilizó una matriz de sombreado
para visualizar las estadísticas sociales en los distritos de París [29]
6Tamién conocida como trellis chart, lattice chart, grid chart, o panel chart. El
término snall múltiples fue popularizado por Tufte [27]
136
Figura 5: Vista completa creada para la tarea de la desambiguación de nombres
sobre el conjunto de datos de “1641 Depositions”. 1) Grafo dirigido por fuerzas
y 2) conjunto de heatmaps
número de 4 dígitos como máximo, entre 0 y 7011. Entonces, si se tiene el
nombre “Garrol Grace” y aparece en el testimonio 3503, entre otros, el nombre
que aparecerá en el nodo será “Garrol Grace-3503”, como se puede ver en el
ejemplo de 5.
La primera técnica visual que se ha aplicado para codificar dicha información
es la coloración de la arista en función del valor Mi,j que toma el par de nodos
(nombres) que une. Se ha seleccionado una escala de colores cálidos, como se
puede observar en la Figura 5, codificando los valores de Mi,j más altos con los
colores más cálidos de la escala y los más bajos con los menos cálidos. La segunda
técnica visual aplicada, la cual también se puede observar en la figura 5, vendrá
determinada en la anchura de la arista, la cual será ,de forma intuitiva, más ancha
cuanto mayor sea el valor de Mi,j que codifica y viceversa. Al contrario que la
escala de colores, que resultará la misma sea cual sea el grafo, la anchura de la
arista no será fija para todas las posibles combinaciones de visualizaciones. Es
decir, si tenemos una arista de cierta anchura en una visualización e introducimos
otra nueva arista, la anchura de la primera deberá adecuarse al nuevo orden que
ocupa en función a la arista introducida.
La ecuación (1) es aplicada para cada par de nombres, por lo tanto, todos
los nodos puedes estar conectados entre sí mediante una arista, por lo que se ha
decidido implementar dos sliders. El slider de arriba hace referencia a la cota
superior del intervalo y el de abajo a la cota inferior. La información que filtran
es el valor de la variable Mi,j , sacando por pantalla todas las aristas asociadas
a los valores que estén dentro del rango determinado. La técnica visual de la
anchura irá también cambiando en función a los valores de los sliders, es decir,
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las anchuras de las aristas se recomputarán en cada iteración con los sliders, ya
que al filtrar los datos se añadirán o se quitarán aristas de la visualización y
las que ya estaban ocuparan un nuevo orden con respecto a sus anchuras, que
deberán ser modificadas visualmente. Las vistas de la Figura 5 están enlazadas
por lo que cualquier variación en los sliders del grafo supondrá la variación del
subconjunto de datos mostrados en los heatmaps.
El brush es una técnica de filtrado que va a permitir realizar selecciones de
subconjuntos de nodos que se representen en la visualización, siempre y cuando
al menos una de las aristas que los une con el resto quede dentro del rango del
slider. El brush en concreto genera un rectángulo de dimensiones modificables
con el que quedarán seleccionados todos los nodos que queden dentro de éste.
Cuando un nodo queda dentro del brush, se sabrá que ha sido seleccionado
ya que éste quedará coloreado, así como todas sus aristas adyacentes, mientras
que el resto de nodos y aristas no seleccionados tomarán un color gris. En la
vista 1 de la Figura 5 se puede ver un caso particular del brush comentado,
enfocado únicamente en 3 de los nodos la visualización. De nuevo, las vistas de
los heatmaps varian en función a dicho selector aplicado en el grafo.
Esta técnica es especialmente útil ya que si se quiere analizar un único nodo
(nombre) o un subconjunto más pequeño aun de ellos, permite hacerlo de forma
fácil e intuitiva.
Cada uno de los heatmaps (vista 2 de la Figura 5) codifica una de las variables
de la siguiente forma: en los ejes vienen determinados los identificadores de cada
persona (nombre más la declaración en la que aparece) y en la coloración de la
celda de cada par de nombres correspondiente el valor de la variable a la que
hagan referencia. Al pasar el cursor sobre cada uno de los cuadrados aparecerá un
tooltip similar al del choropleth la Figura 2, mostrando por pantalla el resultado
numérico exacto.
5. Caso de estudio
Se va realizar un caso de estudio con el objetivo de mostrar la aplicabilidad
del proceso creado para la desambigüación de dos nombres en el conjunto de
las Declaraciones de 1641. Hay que tener en cuenta que la solución creada debe
facilitar a los historiadores la tarea de desambigüar nombres en el dataset, lo
cual será tratado de demostrar en las explicaciones que vienen a continuación
sobre el procedimiento que se debe llevar a cabo.
5.1 Mostrar lo importante
El paso correspondiente a mostrar la información relevante será omitida, ya
que no suponen una dificultad mayor por la que deban ser explicadas en este
artículo. Únicamente se determinará que el nombre seleccionado para realizar la
tarea de la desambigüación será el de Anthony Willoughby.
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5.2 Zoom, filtrado y estudio a fondo
Una vez introducidos el nombre y el ratio en los campos correspondientes a
la Figura 4, aparecerá un resumen de la Figura 6, sobre los nombres resultandes
de dicha búsqueda. En el caso de Anthony Willoughby y ratio 0.76 se puede
observar que aparecen 4 resultados diferentes, de entre los que caben destacar
Anthony willoughby y Anthony Willoby. Son nombres muy similares con res-
pecto al seleccionado, lo que incita a pensar que podrían ser posibles errores
de transcripción. Se deberá continuar con el estudio para saber si, en efecto, se
cumple dicha suposición, si no se cumple bajo ningún criterio o si no se puede
llegar a un resultado concluyente debido a la falta de información. Así, se podrá
certiorar, por ejemplo, de que el paso de la digitalización de los manuscritos no
ha sufrido errores o de que el nombre, a lo largo del tiempo, no ha sido modificado
en la base de datos.
Figura 6: Resultados del filtrado aplicado.
5.3 Detalles bajo demanda
Al ejecutar el código correspondiente a las visualizaciones finales y tras tras
filtrar los valores más altos de Mi,j , para valores iguales o superiores a 0.75,
se obtienen los dos grafos de la Figura 7. Se le ha aplicado también un brush
sobre los cuatro nombres que siguen quedando completamente conectados tras
realizar el filtrado comentado. El hecho de que formen un grafo completamente
conectado sobre valores altos de Mi,j indica que hay una probabilidad alta de
que se puedan considerar como la misma persona, sin necesidad de mirar el res-
to de variables en los heatmaps. Esto se debe a que se puede hacer una relación
en cadena circular cerrada, es decir, se podrían ir concatenando suposiciones
de coincidencia partiendo de un nombre y llegar de nuevo hasta el nombre de
partida. Dicha suposición en cadena se cumple para cualquier combinación po-
sible, de entre todas las existentes, inicializando dicha cadena en cualquiera de
los 4 nombres. Un ejemplo de cadena sería el siguiente: se podría partir del nodo
“Anthony Willoughby-5119” y mediante el valor de la arista que lo une con el
nodo “Anthony Willoughby-5128” suponer que hacen referencia a la misa perso-
na. Siguiendo de nuevo el mismo razonamiento se podría suponer que “Anthony
Willoughby-5128” y “Anthony Willoughby-5123” y que “Anthony Willoughby-
5123” y “Anthony Willoughby-544” también son las mismas personas. Finalmen-
te, llegamos a que “Anthony Willoughby-544” y “Anthony Willoughby-5119” (el
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nodo de partida) son la misma persona. Se ha creado un circulo cerrado de su-
posiciones que se cumple para cualquiera que sea el nodo incial y dicha relación
se cumplirá también para las diferentes combinaciones de seccuencias que se
pueden realizar.
Figura 7: Visualización del grafo y los heatmaps con un rango de Mi,j entre 0.75
y 1 y un burhs aplicado.
Si, además, se analizan los heatmpas sobre los 4 nodos comentados, se pue-
de observar cómo la variable de Gauss tiene valores superiores a 0.85 en to-
dos los casos, el sexo y el role coinciden como se ha explicado anteriormente
y coinciden en 3 casos las ocupaciones también (entre “Anthony Willoughby-
5128”,“Anthony Willoughby-5123” y “Anthony Willoughby-544”, a excepción de
“Anthony Willoughby-5119”, sobre el que no viene determinada su ocupación,
debido a que todos los valores con respecto a los tres restantes son de 0.9.). Las
variables G y D únicamente dan valores altos y, por lo tanto, relevantes en el
caso entre “Anthony Willoughby-5123” y “Anthony Willoughby-5128”.
Por lo tanto, para este caso se podría suponer con una probabilidad alta que
los cuatro nombres sobre los que se ha aplicado el brush hacen referencia a la
misma persona. Se cumple el mismo patrón para todos los nodos con el nombre
Anthony Colclough, con valores de Mi,j superiores o iguales a 0.7. Pese a no
ser un caso tan claro como el primero analizado, también se podría suponer que
dichos nodos hacen referencia al a misma persona.
Antes de determinar si las dos personas definidas hasta el momento podrían
unificarse o no, se va a tratar de analizar si los nodos “Anthony willoughby-5178”
y “Anthony Willoby-5189” se pueden determinar como una dichas personas.
Para ello se debe bajar el valor del slider correspondiente a la cota inferior
de Mi,j hasta que “Anthony willoughby-5178” y “Anthony Willoby-5189” estén
enlzadas con alguno de los grupos de nodos desambigüados hasta el momento.
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Para “Anthony willoughby-5178” se puede ver en la Figura 8 que es para un valor
igual a 0.75 y para “Anthony Willoby-5189” un valor igual al 0.7 mostrado en la
Figura 8.
Figura 8: Visualización del grafo y los heatmaps con un rango de Mi,j entre 0.75
y 1 y un burhs sobre el nodo “Anthony willoughby-5178”.
Para el caso de “Anthony willoughby-5178”, si se consigue desambigüar el
caso mostrado en el brush de la Figura 8, el cual únicamente hace referencia a
la relación entre dicho nodo y “Anthony Willoughby-544”, se podría suponer que
dicho nodo y el grupo de nodos que hacen referencia al nombre de “Anthony Wi-
lloughby” hacen referencia a la misma persona, debido a la relación de “Anthony
Willoughby-544” con el resto de nodos de dicho grupo. Entonces, una vez que se
analizan los heatmaps correspondientes siguiendo la misma estrategia aplicada a
las ambigüaciones realizadas hasta el momento se puede determinar que ambos
nombres hacen referencia a la misma persona. En particular se ha conseguido
determinar que había un fallo en escritura del nombre, de carácter otrográfico,
ya que el apellido se debe iniciar también con una letra mayúscula, al igual que
el resto de nombres del conjunto de datos.
Con un procedimiento análogo se puede determinar el mismo resultado para
el nodo “Anthony Willoby-5189”, dando como resultado una posible detección de
un error tipográfico cometido por el deponente a la hora de recoger el nombre.
Finalmente quedaría saber si las dos personas determinadas hasta el momento
se podrían unificar o no. Para ello se va a realizar el filtrado de los valores de
Mi,j partiendo de 0 hasta 0.45. En el resultado del grafo, el cual se puede ver
en la Figura 9, se puede ver cómo cada uno de los nodos correspondientes a
una de las dos personas se une con todos y cada uno de los nodos de la otra.
Esto indica que se puede afirmar que las dos personas desambigüadas hasta el
momento no hacen referencia a la misma persona, de forma contundente. Se ha
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trazado una línea roja que separa las dos personas y, en efecto, se puede ver
como dicha línea corta todas las aristas entre cada par de nodos refentes a una
persona cada uno. Como cada grupo de nodos separados por la línea roja hace
referencia a una misma persona y el valor de Mi,j que se está representando es
suficientemente bajo a priori como para suponer que los nodos que aparecen
unidos en la visualización no hacen referencia a la misma persona, es lógico que
las aristas que aparecen unan todos y cada uno de los nodos de un grupo con el
resto de nodos del otro.
Para enfatizar la veracidad del resultado y reducir el nivel de incertidumbre
que puede surgir en dicha suposición, se deben mirar de nuevo los valores de
los heatmaps. En efecto, sin necesidad de aplicar el brush y con la única ayuda
del tooltip se puede ver que en lo único que coinciden cada par de nodos es
en el sexo. El resto de variables están asociadas a valores bajos, siendo espe-
cialmente destacables los valores en general de la variable de Gauss, que llega
en alguno de los casos a alcanzar el valor de 0.38 (“Anthony Colclough-2772” y
“Anthony Willoughby-5178”), el valor asociado a la variable del role, que indica
que no coinciden en ningun par de nodos y algunos de los valores asociados a
la ocupación, que como es el caso entre “Anthony Colclough-2771” y “Anthony
Willoughby-5178” no coincidirían.
Figura 9: Visualización del grafo y los heatmaps con un rango de Mi,j entre 0 y
0.45.
6. Conclusiones y trabajo futuro
Se ha obtenido una ecuación que intuye de forma aceptable la probabilidad
de que dos nombres hagan referencia a la misma persona con respecto al criterio
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del autor. Si bien es cierto que los parámetros son modificables, la base cons-
truida sobre las variables seleccionadas ha resultado ser solida y ha permitido
variar dichos parámetros hasta ajustarlos sobre unos resultados deseados. Una
vez ajustados, las comprobaciones para cada par de nombres realizadas dieron
resultados favorables o acordes al criterio, una vez más, del autor del trabajo.
Por lo tanto, se tuvo una buena base matemática sobre la que tratar de construir
la solución visual, para que los resultados fuesen lo más precisos posibles.
En cuanto a las visualizaciones seleccionadas para presentar la base de datos y
para dar solución al problema de la desambigüación, resuleven de forma efectiva
las tareas para las que han sido seleccionadas. En particular, la representación
en forma de grafo resulta de gran ayuda a la hora de transmitir la información
del valor obtenido en la ecuación (1). Se ha comprobado cómo se pueden ver
relaciones de nombres que hacen referencia a la misma persona solo con fijar la
vista en las relaciones que cumplen los nodos dentro de los grafos, como la que
constituyen los grafos completamente conectados en los valores filtrados de Mi,j
altos. Al ser un trabajo centrado en transmitir esta información más allá de un
único resultado numérico, se ha podido comprobar también cómo los heatmaps,
no solo ayudan al usuario no experto a entender de donde sale el valor final
de Mi,j , si no que también aportan información sobre los nombres que se están
tratando de desambigüar al instante, lo cual puede resultar de gran ayuda.
Independientemente del resultado numérico, se ha realizado una combinación
de vistas que permiten al usuario obtener toda la información, en principio,
necesaria para desambigüar un nombre con respecto a otro o a más de uno a la
vez. En consecuencia, siguiendo la línea de las DH explicada en la introducción,
este trabajo aparentemente cumple los requisitos de aplicar soluciones facilitadas
por una computadora a la exploración de bases de datos históricas, estando a la
espera de verificación por expertos en el campo de las humanidades.
Dejando a un lado si la tarea ha podido ser realizada con éxito o no, se debe
tener en cuenta que los campos que han intervenido en la investigación realizada
son demasiado amplios como para suponer que en un periodo te tiempo tan
reducido se ha conseguido obtener la información necesaria de cada uno de ellos
para que la solución propuesta haya resultado óptima. En conclusión, la línea de
trabajo principal será la de tratar de mejorar el proceso completo, analizando
e investigando las áreas de los diversos campos comentados, con el objetivo de
obtener un resultado cada vez mejor.
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Resumen Desde un enfoque de Inteligencia Artificial el reconocimento
de imágenes es uno de los usos más importante de la visión por compu-
tadora, el cual permite la capacidad de interpretar lo que una compu-
tadora visualiza y poder entre otras cosas clasificarlo. Este trabajo hace
una comparativa teórica y práctica de técnias para el reconocimiento
de imágenes, utilizando la arquitectura de red neuronal preentrenada
VGG16 y los algoritmos SURF, SIFT y ORB de la librería Open Com-
puter Vision (OpenCV). La implementación de los algoritmos y la red
neuronal convolutional preentrenada se hace en un set de imágenes de
grafitis1; dichas imágenes son las mismas que han motivado el trabajo
para poder contribuir a esta problemática social, apuntando al desarrollo
de un sistema el cual asocie una nueva imágen de grafiti a partir de otras
ya registradas indubitadas, es decir de los que se conoce su autoría.
Keywords: Redes convolucionales, aprendizaje profundo, reconocimien-
to de imágenes, detección de características.
1. Introduction
En las últimas décadas, el grafiti vandálico se ha convertido en un gran pro-
blema que se extiende desde las ciudades más grandes a otros lugares. Debido a
su creciente prevalencia en muchas áreas y el alto coste de limpieza y el trabajo
de prevención de la pintada, se está ante un problema persistente, casi intratable,
del que muchos ayuntamientos están haciendo un esfuerzo por erradicarlo.
En la actualidad se registran estos casos asociando la imagen de los grafitis
con sus posibles autores y otros detalles de acuerdo a los resultado del peritaje e
investigaciones pertinentes de cada caso, sin embargo la identificación y clasifi-
cación de los grafitis ha sido hasta el momento trabajo humano y de expertos en
la materia, es por ello y con el fin de contribuir a esta problemática se propone
un trabajo con un enfoque investigativo el cual permita presentar técnicas para
el reconocimiento de imágenes, de tal manera se puedan asociar grafitis a partir
de otros ya registrados y de esta manera considerar a sus posibles autores.
Se presenta el uso redes neuronales artificiales con aprendizaje profundo; par-
ticularmente el trabajo propone el empleo de una arquitectura de red neuronal
1Grafitis pueden verse en: https://cutt.ly/ppwRimN
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convolucional preentrenada VGG16 y la implementación de los algoritmos de la
biblioteca libre de visión artificial mas conocida por sus siglas en inglés OpenCV,
en particular:
SIFT: Scale-Invariant Feature Transform
SURF: Speeded-Up Robust Features
ORB: Oriented FAST1 and Rotated BRIEF2
Las pruebas de los algoritmos se realizaron utilizando imágenes de grafitis
haciendo comparativas de las técnicas de la librería OpenCV con la red nueronal
pre entrenada VGG16.
La motivación de este trabajo tiene la visión de desarrollar un sistema in-
teligente capaz de asociar atraves de un grafiti a posibles autores a partir de
comparativas de otros grafitis indubitados.
La propuesta de este trabajo de fin de máster se presenta en este documento
describiendo los objetivos, antecedentes, marco teórico, la metodología utilizada
para la implementación de los algoritmos y la arquitectura de red, finalmente la
sección de resultados y discuciones.
2. Metodología
Para el desarollo del trabajo se planteó el objetivo principal de aplicar algo-
ritmos de la librería OpenCV2 y una arquitectura de red neuronal artificial para
el reconocimiento de grafitis similares o iguales, el cual consideró; aplicar algorit-
mos SIFT3, SURF4 y ORB5 para el reconocimiento de grafitis a partir de un set
de imágenes de grafitis, utilizar una arquitectura de red neuronal artificial que
permita la identificacion de grafitis similares o iguales a partir de otros, analizar
los resultados obtenidos para la reconocimiento tanto por los algoritmos de la
librería OpenCV como por la arquitectura de red neuronal artificial.
2.1 Entorno y herramientas de trabajo
OpenCV Python6
SO Windows 10 Enterprise N 64-bit.
Microsoft Visual C++. Microsoft Visual Studio 2019.
Python interpreter 3.8 64 bits.
CMake 3.17.2 64 bits.
PyPi Package.
Visual Studio Code.
1Features from Accelerated Segment Test.
2Binary Robust Independent Elementary Features.
2OpenCV: Open Computer Visión.
3SIFT: Scale-Invariant Feature Transform.
4SURF: Speeded-Up Robust Features.
5ORB: Oriented FAST1and Rotated BRIEF.




2.2 Conjunto de Datos
El set de datos es el cojunto de grafitis proporcionados por investigadores
policiales para desarrollar el trabajo de fin de máster, puede accederse en la
dirección: https://cutt.ly/ppwRimN.
2.3 Experimentos a realizar
2.3.1 Algoritmos OpenCV Para los algoritmos de la librería OpenCV se
consideran los siguientes experimentos:
1. Del set datos proporcionado se formarán seis pares de grafitis
2. A cada par se aplicará las técnicas SIFT, SURF y ORB
3. la estrategia de mataching será FLANN, "Fast Library for Approximate
Nearest Neighbors"
4. Se realizará una comparación cuantitativa de los algortimos de acuerdo a:
a) Número de características.
b) Número de feature-points.
c) Tiempo de descripción de detección de características.
d) Tiempo de matching de características.
5. Se bucará un grafiti dentro de todo el set de datos en donde se medirá:
a) Tiempo por cada algoritmo en buscar el grafiti más parecido.
b) Número de feature-point.
c) Número de características.
2.3.2 Arquitectura de red neuronal artificial El mecanismo de trabajo
será definido en las siguientes etapas:
1. Extracción de características: Esta etapa se emplea una CNN7 VGG16
una red formada por 13 capas convolucionales y 3 densas. La extracción de
características se hará dos momentos una para registrar todas las imágenes
del set de grafitis y se guarda con cada imágen correspondiente, el segundo
momento será para obtener las características de la imagen de consulta.
2. Comparación: para determinar cual grafitti es más parecido dentro del set
de grafitis dado.
3. Resultado: se mostrará el grafiti más similar como resultado de la fase
anterior de acuerdo a la métrica de distancia establecida.
Se considerarán los siguientes experimentos:
1. Se buscará 5 imágenes dentro del set de datos aplicando la medida de desimi-
litud Euclideana.
2. Ser medirá tiempo de ejecución según la medida y la desimilitud entre las
imágenes a parti de la medida establecida.
7CNN: Convolutional Neural Network
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Figura 1: Descripción de metodología con red neuronal artificial preentrenada
3. Trabajos relacionados
La realización del trabajo se basó principalmente en aquellos artículos que
describen los algoritmos que se han utilizado para cumplir con el objetivo plan-
teado en éste artículo. SIFT, SURF y ORB de la librería OpenCV y redes neu-
ronales convolucionales profundas.
3.1 ORB: Oriented FAST and Rotated BRIEF
Este algoritmo fue presentado por Ethan Rublee, Vincent Rabaud, Kurt
Konolige y Gary R. Bradski en su artículo ORB: An efficient alternative to
SIFT or SURF en 2011.
Se basa en el detector de puntos clave FAST [13] y el descriptor BRIEF
[G6]; Por este motivo llamado ORB (Oriented FAST y Rotated BRIEF). Ambas
técnicas de buen rendimiento y bajo costo.
FAST y sus variantes [12], [2] son el método de elección para encontrar puntos
clave en sistemas en tiempo real que coinciden con características visuales, por
ejemplo, seguimiento paralelo y mapeo[6]. Es eficiente y encuentra puntos clave
de esquina razonables, aunque debe aumentarse con esquemas piramidales para
la escala [6], y en nuestro caso, un filtro de esquina de Harris [4] para rechazar
bordes y proporcionar una puntuación razonable.
Muchos detectores de puntos clave incluyen un operador de orientación (SIFT
y SURF son dos ejemplos ), pero FAST no. Hay varias formas de describir
la orientación de un punto clave; muchos de estos involucran histogramas de
cálculos de gradiente, por ejemplo en SIFT [7] y la aproximación por patrones
de bloque en SURF [3]]. Estos métodos son computacionalmente exigentes o, en
el caso de SURF, producen aproximaciones pobres. El documento de referencia
de Rosin [11] ofrece un análisis de varias formas de medir la orientación de
las esquinas, y tomamos prestado de su técnica de centroide. A diferencia del
operador de orientación en SIFT, que puede tener un valor múltiple en un solo
punto clave, el operador centroide da un único resultado dominante.
Descriptores BRIEF [G6] es un descriptor de características reciente que
utiliza pruebas binarias simples entre píxeles en un parche de imagen suavizado.
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Su rendimiento es similar al SIFT en muchos aspectos, incluida la robustez de
la iluminación, el desenfoque y la distorsión de la perspectiva. Sin embargo, es
muy sensible a la rotación en el plano.
BRIEF surgió de la investigación que utiliza pruebas binarias para entrenar
un conjunto de árboles de clasificación [9]. Una vez entrenados en un conjunto de
aproximadamente 500 puntos clave típicos, los árboles se pueden usar para de-
volver una firma para cualquier punto clave arbitrario [G15]. De manera similar,
buscamos las pruebas menos sensibles a la orientación. El método clásico para
encontrar pruebas no correlacionadas es el análisis de componentes principales;
Por ejemplo, se ha demostrado que PCA para SIFT puede ayudar a eliminar
una gran cantidad de información redundante [5]. Sin embargo, el espacio de
posibles pruebas binarias es demasiado grande para realizar PCA y en su lugar
se utiliza una búsqueda exhaustiva.
Los métodos de vocabulario visual [10], [14] utilizan la agrupación fuera de
línea para encontrar ejemplos que no están correlacionados y se pueden utilizar
en la correspondencia. Estas técnicas también pueden ser útiles para encontrar
pruebas binarias no correlacionadas.
El sistema más cercano a ORB es [8], que propone un punto clave de Harris
a escala múltiple y un descriptor de parche orientado. Este descriptor se utiliza
para unir imágenes y muestra una buena invariancia rotacional y de escala.
3.1.1 SIFT: Scale-Invariant Feature Transform En 2004, D.Lowe, de la
Universidad de Columbia Británica, presentó un nuevo algoritmo, Scale Invariant
Feature Transform (SIFT) en su artículo, Distinctive Image Features from Scale-
Invariant Keypoints, que extrae puntos clave y calcula sus descriptores.
Hay principalmente cuatro pasos involucrados en el algoritmo SIFT.
1. Detección de escala-espacio extremo
2. Localización de puntos clave
3. Asignación de orientación
4. Descriptor de puntos claves
Detección de escala-espacio extremo: La primera etapa de la compu-
tación busca en todas las escalas y ubicaciones de imágenes. Se implementa de
manera eficiente mediante el uso de una función de diferencia de Gauss pa-
ra identificar posibles puntos de interés que son invariables para la escala y la
orientación.
Localización de puntos clave: En cada ubicación candidata, se ajusta un
modelo detallado para determinar la ubicación y la escala. Los puntos clave se
seleccionan en función de las medidas de su estabilidad.
Asignación de orientación: Se asignan una o más orientaciones a cada
ubicación de punto clave en función de las direcciones de gradiente de imagen
local. Todas las operaciones futuras se realizan en datos de imagen que se han
transformado en relación con la orientación, la escala y la ubicación asignadas
para cada característica, lo que proporciona invariabilidad a estas transforma-
ciones.
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Descriptor de punto clave: los gradientes de imagen locales se miden en
la escala seleccionada en la región alrededor de cada punto clave. Estos se trans-
forman en una representación que permite niveles significativos de distorsión de
forma local y cambio en la iluminación.
Los puntos clave SIFT son particularmente útiles debido a su carácter dis-
tintivo, que permite seleccionar la coincidencia correcta para un punto clave de
una gran base de datos de otros puntos clave. Este carácter distintivo se logra
ensamblando un vector de alta dimensión que representa los gradientes de ima-
gen dentro de una región local de la imagen. Los puntos clave son invariables
para la rotación y escala de la imagen y robustos en un rango sustancial de
distorsión afín, adición de ruido y cambio en la iluminación. Se pueden extraer
grandes cantidades de puntos clave de imágenes típicas, lo que conduce a la
robustez en la extracción de objetos pequeños entre el desorden. El hecho de
que los puntos clave se detecten en un rango completo de escalas significa que
hay pequeñas características locales disponibles para hacer coincidir objetos pe-
queños y altamente ocluidos, mientras que los puntos clave grandes funcionan
bien para imágenes sujetas a ruido y desenfoque. Su cálculo es eficiente, por lo
que se pueden extraer varios miles de puntos clave de una imagen típica con un
rendimiento casi en tiempo real en hardware de PC estándar.
El enfoque que hemos descrito utiliza una búsqueda aproximada del vecino
más cercano, una transformación de Hough para identificar grupos que coinciden
en la pose del objeto, la determinación de la pose de los mínimos cuadrados y la
verificación final.
3.1.2 SURF:Speeded Up Robust Features: El descriptor SURF tiene
complejidad reducida aún más. El primer paso consiste en fijar una orientación
reproducible basada en información de una región circular alrededor del punto
de interés. Luego, se construye una región cuadrada alineada a la orientación
seleccionada, y se extrae el descriptor SURF de ella.
Para la asignación de orientación, SURF usa respuestas wavelet en dirección
horizontal y vertical para una vecindad de tamaño 6s. También se le aplican
pesos guasianos adecuados. Luego se trazan en un espacio como se muestra en
la imagen a continuación. La orientación dominante se calcula calculando la
suma de todas las respuestas dentro de una ventana de orientación deslizante
de ángulo de 60 grados. Lo interesante es que, la respuesta wavelet se puede
encontrar usando imágenes integrales muy fácilmente a cualquier escala. Para
muchas aplicaciones, la invariancia de rotación no es necesaria, por lo que no es
necesario encontrar esta orientación, lo que acelera el proceso. SURF proporciona
una funcionalidad llamada Upright-SURF o U-SURF.
Para la descripción de la característica, SURF usa respuestas Wavelet en
dirección horizontal y vertical (nuevamente, el uso de imágenes integrales facilita
las cosas). Se toma una vecindad de tamaño 20sX20s alrededor del punto clave
donde s es el tamaño. Se divide en subregiones 4x4.
Otra mejora importante es el uso del signo de Laplacian (rastro de la matriz
de Hesse) para el punto de interés subyacente. No agrega ningún costo de cálculo
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ya que ya se calcula durante la detección. El signo del laplaciano distingue las
manchas brillantes sobre fondos oscuros de la situación inversa. En la etapa de
coincidencia, solo comparamos características si tienen el mismo tipo de con-
traste (como se muestra en la imagen a continuación). Esta información mínima
permite una coincidencia más rápida, sin reducir el rendimiento del descriptor.
3.2 Redes neuronales profundas
3.3 El paradigma del aprendizaje profundo
Las redes neuronales convolucionales profundas Deep Convolutional Neural
Networks, DCNN, son quizás las más representativas dentro del panorama actual
del deep learning y muchos modelos avanzados se basan en combinar este tipo
de redes con otros modelos.
3.4 Redes neuronales convolucionales profundas
Una convolutional Neural Network o también conocida por ConvNet, es uno
de los más populares al-goritmos para Deep Learning con imágenes y videos.
Como otras redes una Convolutional Neural Net-work está compuesta con una
capa de entrada, y muchas capas de salidas entre ellas.
Las redes convolucionales usan un tipo de neurona especialmente diseñada
para procesar imágenes sin necesidad de convertirlas en un vector. Este tipo de
neuronas, toman una imagen como entrada y producen otra imagen a su salida,
que suele llamarse mapa de características. En lugar de mediante una serie de
pesos, el comportamiento de cada neurona convolucional viene deterinado por
una serie de matrices llamados filtros de convolución, que suelen ser de tamaño
mucho menor que las imágenes de entrada y producen otra imagen a su salida,
que suele llamarse mapa de características.
En lugar de mediante una serie de pesos, el comportamiento de cada neurona
convolucional viene determinado por una serie de matrices llamados filtros de
convolución, que suelen ser de tamaño mucho menor que las imágenes de entrada.
Supongamos que tenemos una imagen de entrada I con c canales (normalmente
los tres canales RGB) de forma que cada canal se representa como una matriz
bidimensional I1, I2, ..., Ic Entonces, una neurona convolucional que opere sobre
esta imagen deberá tener c filtros del tamaño deseado (frecuentemente 3 x 3) que
denotaremos como K1,K2, ...,Kc. Además, la neurona tienen un valor de bias
análogo al de las neuronas convencionales que denotaremos como b. Entonces, la
salida de la neurona convolucional serán un mapa de características representado




Ic ⊗ kc) (1)
donde ⊗ denota la operación de convolución que explicaremos más adelante,
el bias b se suma a cada elemento de la matriz resultante del sumatorio de
convoluciones y g(.) es la función de activación elegida que se aplica elemento a
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elemento sobre la matriz que recibe. En el contexto de las redes convolucionales,
la función de activación más frecuentemente utilizada es la rectified linear unit
o relu:
relu(x) = x+ = max(0, x) (2)
A pesar de su aparente sencillez, la función de activación relu ha demostrado
ser muy efectiva y tener numerosas ventajas, siendo hoy en día el estándar de
facto en en campo de las redes convolucionales. La figura 2 muestra visualmente
el efecto de esta función de activación.
Figura 2: Efecto de la función de activación relu sobre el resultado de una ope-
ración de convolución.
En cuanto a la operación de convolución, esta consiste en ir aplicando un
filtro sobre la matriz de entrada, desplazando el mismo por toda la superficie
de la imagen para obtener la matriz de salida. En cada posición, se multiplican
los valores del filtro por los valores de la matriz de entrada que quedan debajo
del mismo, para luego sumarlos dando lugar a un único valor que se anota en la
matriz de salida de la convolución. A medida que el filtro se desplaza sobre la
imagen original, se van llenando los huecos hasta completar la matriz de salida
(ver figura 3). Volviendo a la ecuación, vemos que cuando la imagen de entrada
tiene varios canales, el filtro de convolución debe estar formado por un número
igual de canales, y la salida de la operación es la suma de aplicar cada canal del
filtro de convolución a cada canal de la imagen de entrada (ver figura 4).
Figura 3: Ejemplo de operación de convolución actuando sobre una imagen de
un solo canal. En este caso la matriz de entrada corresponde a una imagen de
un dígito escrito a mano en escala de grises. Se usa un filtro 3 x 3.
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Figura 4: Ejemplo de operación de convolución actuando sobre varios canales. Se
usan filtros 3 x 3.
Lo mejor para entender la naturaleza de esta operación y su papel en las
neuronas convolucionales es visualizar su funcionamiento de forma interactiva8.
Si nos fijamos bien, veremos que cuando el filtro se desplaza cerca de los
bordes de la matriz de entrada, algunos de los elementos del filtro quedan fuera
de la matriz. Existen diferentes opciones para manejar este inconveniente. Una
opción es simplemente no desplazar el filtro tan lejos del centro de la imagen como
para que los bordes del filtro salgan fuera de los límites de la matriz de entrada.
Como resultado, la matriz de salida no tendrá las mismas dimensiones que las
de entrada, sino que será ligeramente menor. Otra opción más frecuentemente
utilizada consiste en considerar el espacio alrededor de la matriz de entrada
como lleno de ceros, de forma que cuando el filtro se aplique parcialmente fuera
de la matriz, los valores faltantes serán simplemente completados con ceros,
asegurando de esta forma que la matriz de salida tiene el mismo tamaño que la
de entrada. A esta técnica se le conoce como zero-padding (ver figura 5).
Otro aspecto que podemos controlar con respecto a la operación de convo-
lución es el salto o desplazamiento que en cada paso realiza el filtro sobre la
matriz de entrada. Por defecto, el filtro se mueve una unidad, pasando de esta
forma por todas las posiciones de la matriz de entrada. Sin embargo, es posible
establecer un salto mayor para el filtro, indicando que debe desplazarse dos o
más unidades en casa paso. A este hiper-parámetro se le conoce como stride.
Debemos tener en cuenta que usar un valor de stride superior a uno reducirá
el tamaño de la matriz resultante de la operación de convolución, al saltarse
algunas de las posiciones posibles del filtro sobre la matriz de entrada. Hasta
este punto, hemos visto como una neurona convolucional toma a su entrada una
imagen, posiblemente con varios canales, y genera a su salida una imagen con un
solo canal (mapa de características) en base a una serie de filtros que determi-
nan el comportamiento de la neurona. Tal como las neuronas convencionales, las
neuronas convolucionales se agrupan en capas. De esta forma, la salida de una
capa de neuronas convolucionales que actúan sobre una imagen será una serie
8Página web: http://cs231n.github.io/convolutional-networks/
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Figura 5: Ejemplo del funcionamiento del zero-padding. Cuando parte del filtro
queda fuera de la matriz de entrada, los valores faltantes se consideran como
ceros.
mapas de características del mismo tamaño (tantos como neuronas). La figura
6 muestra un ejemplo de imagen de entrada a una capa de convolución y los
mapas de características generados por algunas de las neuronas.
Figura 6: Ejemplo de a) imagen de entrada a una capa de neuronas convolucio-
nales y b) mapas de características generados por algunas de las neuronas y sus
filtros correspondientes. Nótese que, dado que las neuronas de la primera capa
tienen un filtro por cada can canal de entrada, estos pueden ser visualizados
juntos como una imagen RGB.
Convenientemente, es posible enlazar varias capas de convolución una tras
otra. Como hemos visto, las neuronas de convolución toman como entrada una
imagen con un número arbitrario de canales. Por este motivo, es posible consi-
derar los mapas de características generados por una capa como los diferentes
canales de una misma imagen y alimentar así la entrada de la siguiente capa
convolucional. De esta forma, se van apilando las capas para formar una red
convolucional profunda. Además de capas de convolución, se suele hacer uso de
otros tipos de capas. En particular, se suelen intercalar las capas de neuronas
convolucionales con las llamadas capas de Pooling. El objetivo de las capas de
tipo pooling es reducir de forma progresiva el tamaño espacial de las imágenes
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procesadas por la red a medida que progresan hacia las capas más profundas.
De esta forma, se reduce la cantidad de parámetros que la red debe mantener y
con ellos el coste computacional. Además, la paulatina reducción de la dimen-
sión espacial de las imágenes permite a la red extraer características de nivel
creciente de abstracción, tal como describimos al principio de la sección. Las ca-
pas de pooling operan de forma independiente en cada mapa de características
generado por la capa anterior, redimensionándolos a un tamaño menor. Esto se
suele conseguir aplicando filtros especiales 2 x 2 con un stride de 2 unidades
sobre los mapas de características, de forma que cada filtro devuelve únicamente
el valor máximo encontrado en cada posición. De nuevo, lo mejor para entender
esta operación es verla con una imagen, por lo que se recomienda ver la figura
6.
La red neuronal convolucional típica se construye alternando parejas de ca-
pas de con- volución con capas de tipo max-pooling. Adicionalmente, las redes
convolucionales suelen incluir algunas capas finales formadas por neuronas con-
vencionales, que permiten usar la función de activación softmax ya estudiada
para emitir predicciones acerca de la categoría a la que pertenecen las imágenes
de entrada. En el argot del deep learning a este tipo de capas se les conoce como
fully connected. La figura 7 muestra la arquitectura típica de este tipo de redes.
Figura 7: Arquitectura típica de una red neuronal convolucional
Si nos fijamos en la imagen, veremos que las anotaciones de la parte de arriba
nos indican la salida de cada una de las capas del modelo. Para los mapas de
características se usa la notación 3@32 x 32 para indicar que se tienen tres cana-
les, cada uno de los cuales representado por una matriz 32 x 32. Las anotaciones
de la parte de abajo nos indican el tipo de capa que actúa en cada caso y sus
hiperparámetros más importantes.
Finalmente, debemos mencionar una técnica que por su eficacia se ha vuel-
to esencial para entrenar de forma eficaz modelos del aprendizaje profundo: el
dropout [1]. Esta técnica busca evitar el sobre-entrenamiento de las redes, per-
mitiendo una correcta generalización de los modelos. En esencia, la técnica de
regularización dropout consiste en fijar a cero la salida de algunas neuronas ele-
gidas al azar durante cada iteración del entrenamiento de la red (ver figura 8).
Una vez finalizada la iteración, estas neuronas vuelven a funcionar de forma
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normal y se selecciona otro conjunto aleatorio de neuronas para ser desactiva-
das en la siguiente iteración. De esta forma, se previene la co-adaptación de
unas neuronas con otras, manteniendo la generalidad del modelo (es decir, su
capacidad de funcionar correctamente sobre datos no vistos durante su entre-
namiento). La mayoría de librerías de redes neuronales artificiales nos permiten
elegir si deseamos aplicar dropout en cada una de las capas de nuestros mode-
los, estableciendo en cada caso el porcentaje de neuronas a desactivar en cada
iteración. Convenientemente, esta técnica puede aplicarse tanto sobre capas del
tipo convolución/pooling como sobre capas de neuronas convencionales.
Figura 8: Representación visual del efecto de dropout en la segunda capa oculta
de un perceptrón multi-capa.
4. Implementación de algoritmos y arquitectura de red
neuronal artificial
4.1 Arquitectura de red neuronal artificial
Siguiendo la metodología definida para éste trabajo se realizará la búsqueda
de un grafiti dentro de un set de grafiti.
Para ello se ha utilizado un set set de 7 imágenes de grafitis y el grafiti a
Buscar (ver figura 9).
El experimento muestra da como resultado la imágen mas parecida a partir
de sus características, en esta caso el Grafiti 3.
El segundo experimento considera la búsqueda de un grafiti a partir de una
firma. Para ello se ha utilizado el mismo set de experimento 1, que se visualizan
en la figura 9 y cuyo resultado se muestra en la figura junto con la firma que se
intenta asociar en el set de imágenes 10, mostrando la imágen en donde encuentra
la firma.
4.2 Algoritmos de la librería OpenCV
Los experimentos con los algoritmos de la librería OpenCV se han formado
seis pares de imágenes de grafitis la cual cada par de imágen es evaluada por
cada uno de los tres algoritmos considerados para éste trabajo (SIFT, SURF y
ORB).
157
(a) Grafiti 1. (b) Grafiti 2 (c) Grafiti 3 (d) Grafiti 4
(e) Grafiti 6 (f) Grafiti 7 (g) A buscar
Figura 9: Búsqueda de una imágen con VGG16
(a) Resultado
con VGG16









Tabla 1: Resultado búsqueda de una imagen con VGG16
(a) A buscar (b) Salida











Tabla 2: Resultado 2 búsqueda de una imagen con VGG16
Los pares de imágenes y los resultados al evaluarlas en cada algoritmos se
muestran en la figuras de la 12 a la 17. Por cada par de imágenes se muestra por
cada algoritmos las características por cada imágen coincidencias y el tiempo.







Figura 12: Comparación 1 algoritmos OpenCV
El segundo experimento consiste en buscar un grafiti específico en un set de
grafitis con los algoritmos SIFT y SURF. Para ello se ha considerado un set de
imágenes que se muestran en la fitura 18 junto con el grafiti a buscar.
La figura 19 muestra el resultado de buscar el grafiti más parecido y mos-
trando además el resultado al hacer comparada con el resto de imágenes, tanto
con el algoritmo SIFT como con el algoritmo SURF
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Algoritmo Características Coincidencias TiempoImágen 1 Imágen 2
SIFT 37516 24470 3406 35
SURF 91618 78435 5224 44
ORB 500 500 500 2
Tabla 3: Resultados comparación 1 algoritmos OpenCV







Figura 13: Comparación 2 algoritmos OpenCV
Algoritmo Características Coincidencias TiempoImágen 1 Imágen 2
SIFT 7995 37353 1758 29
SURF 41832 66239 3252 41
ORB 500 500 500 1
Tabla 4: Resultados comparación 2 algoritmos OpenCV







Figura 14: Comparación 3 algoritmos OpenCV
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Algoritmo Características Coincidencias TiempoImágen 1 Imágen 2
SIFT 36633 17759 2282 48
SURF 64246 78066 2696 186
ORB 500 500 500 1
Tabla 5: Resultados comparación 3 algoritmos OpenCV







Figura 15: Comparación 4 algoritmos OpenCV
Algoritmo Características Coincidencias TiempoImágen 1 Imágen 2
SIFT 95473 25664 2338 174
SURF 97215 69247 2035 231
ORB 500 500 500 1
Tabla 6: Resultados comparación 4 algoritmos OpenCV







Figura 16: Comparación 5 algoritmos OpenCV
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Algoritmo Características Coincidencias TiempoImágen 1 Imágen 2
SIFT 36633 17711 2219 50
SURF 64246 78066 2683 180
ORB 500 500 500 1
Tabla 7: Resultados comparación 5 algoritmos OpenCV







Figura 17: Comparación 6 algoritmos OpenCV
Algoritmo Características Coincidencias TiempoImágen 1 Imágen 2
SIFT 2257 25664 1732 46
SURF 9703 69247 7530 28
ORB 500 500 500 1









Tiempo 144 seg. 562 seg.
Tabla 9: Características de búsqueda de una imágen con SIFT y SURF
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(a) Grafiti 1 (b) Grafiti 2 (c) Grafiti 3 (d) Grafiti 4
(e) Grafiti 5 (f) Grafiti 6 (g) A buscar





Figura 19: Resultado búsqueda de una imagen SIFT y SURF
(a) Grafiti 1 (b) Grafiti 2 (c) Grafiti 3 (d) Grafiti 4
(e) A buscar













Tiempo 41 seg. 63 seg.
Tabla 10: Características de búsqueda 2 de una imágen con SIFT y SURF
5. Conclusiones
Motivado con aportar a la problemática social que genera el grafiti vandálico,
se planteó y realizó el presente trabajo, el cual consistió en aplicar los algoritmos:
SIFT, SURF y ORB de la librería OpenCV y una arquitectura de red neuronal,
el propósito fue comparar grafitis y poder buscar el grafiti más parecido dentro
de un set de grafitis proporcionado por autoridades policiales. Entre los tres
algoritmos de la librería OpenCV se pudo observar que ORB es el algoritmo
más rápido, pero mucho mejor el rendimiento en cuanto a tiempo utilizando
la red neuronal artificial preentrenada. Para lograr la asociacion de grafitis con
la red neuronal artificial se utilizó una red preentrenada VGG16 que permitió
obtener el mapa de caracteristicas por cada imágen y de esta manera hacer una
comparación a partir de una distancia euclidiana.
EL trabajo, también de carácter investigativo, permitió profundizar en co-
nocimientos relacionado a redes neuronales convolucionales su arquitectura y
mecanismo de trabajo.
Como línea de trabajo futuro se pretende realizar un sistema de información
automático que apoye al proceso investigativo que se realizan antes tales actos
delictivos, y que a partir de una imágen de grafiti se pueda realizar una búsqueda
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Abstract
DNA sequencing is a lab method to determine the sequence of a DNA molecu-
le. It could be used to discover human diversity and disease. Current sequencing
technologies give large amounts of DNA sequence data, which are applied in a wi-
de area of biological applications including disease discovery, genome expression
analysis, and detection of sequence variants.
For the disease identification base on NGS data, these technologies use va-
riant calling. The variant is Differences in human DNA sequence, it affects the
way human body functions or some of the variant disrupts the body’s function.
Variant calling finds all type of variants, most of the variants are benign and
some of them due to disease. Regarding it, we need approaches to filter out be-
nign and pathogenic variants. Most of the researches applied to many tools to
diagnose Chromosomal abnormalities to diagnose disease.
We implement a platform that presents a combined predictor model to de-
tect potentially pathogenic variants. This method attempts to use the best and
most effective features to identify disease variants. The features used are divided
into two categories, the first one based on the well-known variant pathogenic
prediction tools such as SIFT and the second one are biological features. To
detect pathogenic variant, we work on DNA bases changes analysis on mutation
characterizes. We used clinically significant variants data-set called ClinVar da-
tabase to train our model. The predictor model, use a configurable Ensemble
Strategy to achieve a more accurate model and reduce over fitting. The results
demonstrate that our model has reclassified uncertain or not-provided variants
as pathogenic or benign.
Keywords: DNA variants, Machine learning, Variant classification, variant
pathogenic prediction.
1. Introduction
DNA sequencing is a lab method used to determine the sequence of a DNA
molecule. It determines the order of the four bases, i.e. thymine (T), adenine
(A), cytosine (C) and guanine (G) in a single DNA strand. DNA sequencing
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may be used to determine the sequence of specific genes, large genome regions,
the entire chromosome, and the entire genome. Increasing demand to reduce the
cost of sequencing has led to the development of high-performance sequencing
technologies (the new generation of sequencing) that can sequence thousands or
millions of sequences, simultaneously. The new generation of sequencing is capa-
ble of rapidly sequencing large pieces of DNA throughout the genome, and with
minimal tools, can generate open data at each sequencing stage. New generation
sequencing (NGS) methods include a wide range of applications such as genome
sequencing.
Specially using machine learning approaches to predict and classify variants
are common in rare disease and common genetic conditions. more cancers are
being sequenced so if patients have tumor, in most of the time, Clinical staff get
a piece of their tumor and then sequence it. But Clinical users usually have not
enough time, motivation, and skill to collect, control and work with all variant
data, but we can use automatic approaches to prioritize the variants and help
to classify tumor correctly and then that can lead to better treatment.
With whole-genome sequencing, researchers can assemble genomes, compare
the genome of sample organism to a reference genome, explore the molecular
evolution of a species or population, obtain the whole genome the sequence of a
single cell, etc. Genome sequencing can be used to represent expressed regions
of the genome and can be used to find protein coding. But in this work, we are
going to use track pathogen outbreaks application of genome sequencing.
The structure of the this work is as follows. In section 2 the state of the
Art has been analyzed. Then, in section 3, the methodologies presented.In sec-
tion 4 the system implementation details. In section 5, the results obtained are
provided. Finally, section 6 concludes the thesis.
2. State of the art
A common strategy used to identify disease base on NGS data includes several
technologies. These technologies are applied clinically by their workflows:1)Blood
draw 2)Sequencing 3)Alignment 4)Variant calling 5)Variant annotation 6)Va-
riant filtering 7)Variant Classification
One of the objectives that were explicitly defined in the TFM proposal was
to review the existing approaches for the application of machine learning or AI
algorithms in identify disease by variant Classification. Regarding it, in this part,
we provide a systematic review for variant Classification section.
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2.1 Definitions
In this work, there are new concepts, most of them are Biology concepts. So,
first of all we review those new concepts for computer science researchers.
The first concept is DNA Sequencing, The normal structure of DNA includes
the four bases of thymine (T), adenine (A), cytosine (C) and guanine (G). DNA
sequencing is the determination of the physical order of these bases in a DNA
molecule.
Sequencing may be used to determine the sequence of specific genes, large geno-
mics regions, the entire chromosome, and the entire genome. high-performance
technologies have been developed to generate data or a new generation of se-
quencing that can sequence thousands or millions of sequences simultaneously.
In this work we are going to focus on variant classification.
the second concept is Variant calling, it is the method of naming genetic
variation in sequencing data. For instance, single nucleotide variants (SNV) and
structural variants, such as indels and inversions, and fusion genes.
the common format for variant classification is VCF file. VCF file stands for
variant call format. It is a simple file tab delimited format. VCF used for storage
and description of genomic variants.
VCF file was developed for the 1000 Genomes Project [21], but it was used by
other projects. Currently, this format is well-known in bioinformatics field. It
can represent variants in a single sample (one person) or multiple samples.VCF
is divided into three
2.2 Research Questions
In this study we are going to answer following questions by Systematic review
of variant classification.
1. Which technique or algorithms are used for variant classification?
2. What approach are used for scaled data?
After investigate the related work we answered them as follow:
AQ1: Which algorithms are used for variant classification? In general, there
are two methods to discover the pathogenic variant. The first one is based on
well-known tools that usually give a continuous score to variants. For exam-
ple, CADD defines 0-1 range for its scoring. These kinds of tools usually use
regression algorithms. Other studies usually use SVM, random forest, and deep
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learning approaches.
Also, the trend of using algorithms base on year are showed in figure 1, this
seems the Deep learning are one of the common algorithms in trend, the primary
reason can be the Deep variant [20] Technique by google in 2016. This research
was done by Google Brain team [7]. After it most of well-known tools switched
from statically analysis approach to this deep learning algorithms. in their tools.
Also, biology researchers applied deep learning more than before.
AQ2: What technique are used for scaled data?
Figura 1: Algorithm base on years
A large number of data in NGS technology leads to handling scaled data. One
way to overcome this problem is to use cloud technologies such as EC2 or S3 in
amazon services or other cloud company services. Also, Filtering variants base
on their quality of reads can be applied to decrease the size of data.
2.3 Related work
In order to analysis genomics data we can have following big picture of pro-
cess [25].
1. Sample preparation: this step contain of blood draw.
2. Sequencing: Sequencing may be used to determine the sequence of specific
genes.
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3. Quality control: After Quality control phase, if reference genome is available
next step is alignment NGS data base on existing reference. But if it is new
genome, we have to assembly it.
4. Alignment: Methods of arranging RNA, DNA, and Protein sequences.





Most of these tools provide prioritizing causal variants to boost discovery po-
wer. Most of biomedical tools have a similar theoretical basis [22]. For instance
in SIFT [16] and PolyPhen [1] they just consider protein-coding metrics, but
as we mentioned before Non-coding DNA can play important role in some di-
sease. Also, these method use known pathogenic mutations and cannot accept
for all cases. Regarding these challenges there are some models that used above
tools to provide powerful features to train ML or AI models [27], [5]. One of cu-
rrent methods limitation is extract a single information type. But, CADD model
[11] consider this issue and provided Combined annotation-dependent depletion
[8]. In CADD model, they used huge dataset to variants and identification of
pathogenic mutations. As we know SVM is one of machine learning algorithms
that work well by huge data. they applied SVM algorithm on high-frequency
human-derived alleles from 14.7 million simulated variants. CADD used Ensem-
ble learning[2]. In Ensemble strategy we can combining the.[24], [17], [12].
As we know if there are several tips to select classifier algorithm, nonlinear
classifier can make over-fit the data or linear provide classifier under-fit the da-
ta[9], [10]. Deep neural networks approaches are good model to cover none-liner
data [18], [19]. Investigating the Bias and Variance of data can help us to select
linear or nonlinear classifier. Also, this paper [23] provided valuable methods to
estimate classification complexity.
Regarding CADD used a linear kernel support vector machine, its limitation
is that it does not capture non-linear relationships, DANN [21] use a deep neural
network, which is capable of detecting non-linear relationships. they introduced
DANN for annotation of variants and identification of pathogenic mutations.
Based on the algorithm of CADD. The only different is they trained deep neural
network model.
As we know deep learning are proper for domain problems with large and com-
plex data. There are some other models that use sequence-based deep learning.
There are some other models that applied deep learning and NN on their study
[15], [26].
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Multiple models or multiple algorithms to get better performance in predictions.
CADD trains SVM on 10 different subsets. This model can detect selected input
and outputs. But the problem of CADD is it cannot detect non-linear relations-
hips [4].
In [13] they investigate to annotated effect on prediction results. We had several
options to annotate our data. AnnoVar, snpEff â“ SNP effect prediction tool.
- and VEP- Variant Effect Predictor -are the most common tools for variant
annotation.
In [14] they provided a comparison between those three tools. Input file type,




Base on TFM definition we need to provide the UI base application for our
pipeline. We implemented web base application base on Django/python. In this
platform users can upload the patient information and the related genomics data
in VCF format.After upload the required input they can see the statistic result
of their VCF file and predict the variants by our classifier. The architect of our
platform are displayed in figure 2.
As the interface base presentation user follow this step:
1. Enter the patient information such as name, last name, description of their
history and upload the patient VCF file.
2. visit the overview page of input data.
3. predict each variant type in variant detail page.
3.2 Proposed Dataset
We used clinically significant variants dataset called ClinVar database to train
our model. The database contains variety of clinical laboratories. Also, some of
research groups add their result of observed in their samples.
Our data-set contains 305983 observed variants. The key problem with the va-
riant data-set is unbalanced data. Because there is not enough balance between
benign and pathogenic data counts. To overcome data, here we solve this problem
by re-sample our data.
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Figura 2: Proposed Framework
3.3 Proposed Learning Model
In this work, after data prepossessing, we have applied some machine learning
algorithms. Based on our systematic review, Random forest and deep learning
are common algorithms that are applied in related work. As we know decision
Tree, random forest and gradient boosting are type of decision maker algorithms.
random forest and gradient boosting are ensemble methods, which combines
several decision trees to provide accurate prediction. Random forest algorithms
contain large number of trees. Also, it uses different samples for training models.
In this work we tested several algorithms to select best one. we will discuss about
details in Implementation section. Regarding the clinical decision is a sensitive
decision making, our main goal was to aim acceptable predict and provide reliable
model, so we try to add ensemble learning strategy to reduce miss-classified and
improve observations. It can cover weak learning by vote majority.
So, we decided to provide flexible ensemble strategy for our model, this mo-
del is configurable to have a one or more training algorithm in it â~s ensemble.
This configuration is embedded in UI interface. So the final design of our model
is displayed in figure 3.
3.4 User interface
Base on TFM definition we need to provide interactive application to help
user to make better clinical decision. It Base on this requirement we implement
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Figura 3: Proposed Learning Model
web base platform. This application used MVC structure. MVC stand on MOdel-
View-Controller structure. The most important advantage of this method is that
it can provide well-structure platform. learning model and classes that working
with database are put in Model section. The user input will handle by controller
section. Finally View are responsible for user interactive part.
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4. Proposed System
In this section we are going to discuss about implementation details and
technology which used in our work. The structure separated to five part:




Cloud base usage and Container technologies
4.1 Proposed Variant Annotation Procedure
One of important things in machine learning is providing informative trai-
ning data. The common solution for gaining informative data is using annotating
tools. Annotation data provide a powerful effect to train data and due to im-
prove the disease diagnosis. But select high-reliable tools are important because
Incorrect or incomplete annotations cause models to train incorrectly and pro-
vide false positive or false negative results.
In variant calling, there are two type of variants:
Rare variants of large effect,
Common variants of weak effect,
Generally, variant can happen in two section of DNA:
protein-coding: A few parts of DNA has critical roles that is make Protein.
Mutation variant in this part can cause a changing amino acid sequence and
provide large effect on human health.
Non-coding DNA: Around 99 of DNA. Protein coding genes alone make
up a small portion of the human genome, and most genomics sequences
are Non-coding DNA. They have some important task such as translating
and transcribing protein-coding sequence rules or control of gene activity.
Recent studies emphasize the increasing role of these Non-coding DNA in
the parthenogenesis of various diseases, and challenge the fact that protein-
encoding genes are the only factor in the development of human disease.
So, providing proper variant annotation and variant prioritization can be help
to dis-ease gene discovery.
Most of these tools provide prioritizing causal variants to boost discovery po-
wer. For instance in SIFT [16] and PolyPhen [1] they just consider protein-coding
metrics, but as we mentioned before Non-coding DNA can play important role in
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some dis-ease. Also, these method use known pathogenic mutations and cannot
accept for all cases. Regarding these challenges there are some models that used
above tools to provide powerful features to train ML or AI models. One of cu-
rrent methods limitation is extract a single information type. But, CADD model
[11] consider this issue and provided Combined annotation-dependent depletion.
In CADD model, they used huge data-set to variants and identification of pat-
hogenic mutations. As we know SVM is one of machine learning algorithms that
work well by huge data. they applied SVM algorithm on high-frequency human-
derived alleles from 14.7 million simulated variants. In [13] they investigate to
annotated effect on prediction results. We had several options to annotate our
data. AnnoVar, snpEff and VEP prediction tool. In this work we use the VEP
command tools to anotate our data.
4.2 Feature Extraction
By ignoring the irrelevant variables, or selecting the ones that improve accu-
racy, we reduce the amount of strain on the system and produce better results.
In previous section, we annotated our data with VEP tools. In this part we are
going to do Feature extraction.
After annotation we have several features, we have number of features, so we
need Feature selection, this method attempts to use the best and most effective
features to identify disease variants. The features used are divided into two ca-
tegories, the first one based on the in-silico prediction tools such as Polyphen,
SIFT, CADD and the second one is biological features. To detect pathogenic va-
riant features, we work on DNA bases changes analysis on codon, amino-acids,
and mutation characterizes.
4.2.1 Tools Score features Most of these tools provide prioritizing causal
variants to boost discovery power. Regarding Variant Annotation section, In our
work we are going to consider coding and non-coding variant, so, we need to select
scoring tools from both categories. We selected SIFT, CADD and pholyphen. In
order annotating variants, we used VEP command tools base on [6] instruction
4.2.2 Biological features In this part we are going discuses about biologi-
cal features, there are several aspects in biological that can due to disease. For
example, we have following categories: 1)Rare variants of large effect2) Common
variants of weak effect Also, we have, Coding or non-coding variant that has
different effect. Following biological features are selected to provide informative
features for our model.
Allele frequency: Allele frequency refers to how common an allele is in a popu-
lation. It is determined by counting how many times the allele appears in the
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population then dividing by the total number of copies of the gene Also, this pa-
per investigate [3] impact of rare and low-frequency genetic variants in common
disease.
In our data we use allele frequency from 3 database:
Also, this paper investigate [3] impact of rare and low-frequency genetic variants
in common disease.
In our data we use allele frequency from 3 database:
AF_ESP: This field display Allele frequencies or Gene frequency from GO-
ESP, Go ESP is NHLBI GO Exome Sequencing Project (ESP) that includes
genes and mecha-nisms contributing to heart, lung and blood disorders.
AF_EXAC: Allele frequencies from ExAC. ExAC database includes the fre-
quency of the alternative allele, which is usually but not always the minor
allele
AF_TGP: Allele frequencies from the 1000 genomes project
Introns and Exons: Generally, variant can happen in two section of DNA:
protein-coding and Non-coding DNA. protein-coding do main job to made Pro-
tein. As other concept, we have Exon and Intron. Introns are nucleotide sequen-
ces which do not impact on protein creation, But Exon effect directly on protein
creation process. So we extract Boolean variable as Is_Exon. So, regarding im-
portance of Exon section we provide more features base on Ex-on length and
Exon position. The figure 4 display the position of pathogenic class base on Exon
length and Exon position.
Codons: most effect of disease caused by stop mutation. It will disrupt function
of protein and due to diseases. Regarding it, we provide machine understandable
feature base on codon change.
Amino_acids: This field contains variant affects the protein-coding sequence.
It contains two part. This column is important for photogenic prediction.
At the end Base on feature correlation we reduction the selected feature.
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Figura 4: Exon and Calss correlation
4.3 Learning algorithms
In this work, after data prepossessing, we have applied some machine learning
algorithms. Based on our systematic review, Random forest and deep learning
are common algorithms that are applied in papers. As we know deep learning
is strong approach for most of domain problems, but it needs large Data-set,
for example in DANN they provided huge real and simulated data for training
their deep learning model, but regarding we have annotating step in our work,
So providing huge data-set needs more resource. So, in this work we focus on
machine learning algorithms.
4.4 Web Application Technologies
Base on TFM definition we need to provide the UI base application for our
pipeline. We implemented web base application base on Django/python. In this
platform users can upload the patient information and the related genomics data
in VCF format. After upload the required input they can see the statistic result
of their VCF file and predict the variants by our classifier.
177
As we know clinical staff needs to overview all of related data to variant, so
we have provided variant detail page that display the variant information, Also
user in this page can predict the type of variant.
Figura 5: Statistics visualization of VCF dataset
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4.5 Cloud base usage and Container technologies
NGS provide huge data that are categorised as high outputs. In order handle
this data, we used cloud base services and NOSQL databases, Also to provide
fast installation of tools we used docker containers.
5. Results
One of well-known challenges for genomics data is unbalanced data, In un-
balanced data for best classifier we obtained 82% accuracy, but as we know, the
Accuracy parameter is a tempty parameter, so according to the values of recall
and f1-score, we needed to improve the model. So we re-sample the data and we
got 85% accuracy, it seems it is almost the same as before , but an f1-score and
recall increased for all classes.
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Figura 6: Balanced data results
Base on Figure 21, Random forest has best result.
Regarding the clinical decision is a sensitive decision making, our main goal
was to aim acceptable predict and provide reliable model, so we try to add en-
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semble learning strategy to reduce mis-classified and improve observations. It
can cover weak learning by vote majority. We selected ensemble approaches and
we obtain almost same result.Base on figure 21 The result did not show the sen-
sitive change but the accuracy for pathogenic and uncertain significant variant
are changed.
Figura 7: Ensemble model result
6. Conclusions and Future Work
In this section we discuss about the conclusion and the future works that can
apply to the proposed structure to improve it.
6.1 Conclusions
In this thesis, We have implemented potential pathogenic variant platform
that benefit from machine learning algorithm. This method attempts to use the
best and most effective features to identify disease variants. The features used
are divided into two categories:
1. variant pathogenic prediction tools:the well-known variant pathogenic pre-
diction tools such as SIFT, CADD, Pholyphen.
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2. Biological features.
The main conclusion of the thesis could be listed as follows:
For increasing the accuracy of the proposed model the CADD predictor has
been used that consider functional and non-functional effect of variants.
To detect pathogenic variant, we work on DNA bases changes analysis on
mutation characterizes.
For training model we have used clinically significant variants data-set called
ClinVar database.
One of main common challenges in genomics data is they are unbalanced
data, So we re-sample the data and after it we increase the model metric
results.
In unbalanced data for best classifier we obtained 82% accuracy, but as we
know, the accuracy parameter is a tempty parameter, so according to the
values of recall and f1-score, we needed to improve the model. So we re-
sample the data and we got 85% accuracy, it seems it is almost the same as
before , but an f1-score and recall increased for all classes.
In order to train our model, Base on our systematic literature review, we
select trend algorithms related our data. Random forest has best result on
our data.
Regarding the clinical decision is a sensitive decision making, our main goal
was to aim acceptable predict and provide reliable model.
The reason of selecting flexible and configurable data is this model should
work in interactive platform so we need fast training approach. regarding
this issue we used cloud base platforms to handle big data.
The results demonstrate that our model has reclassified uncertain or not-
provided variants as pathogenic or benign.
6.2 Future Work
Regarding our review, more researchers used random forst and deep learning
algorithms. regarding, it, we implemented deep neural network using the Keras
library. But the results were not satisfied. The problem is deep neural network
will work accrue with large amount data. if we used raw clinvar dataset it was
fine. but we had two chalenge:
1-we had one more step for annotating raw clinvar dataset. as we know an-
notating is a time and resource consuming process and regarding our resource
and time we used 305983 data
2-second challenge is we use web base platform that performance is impor-
tant, so we need faster approaches
So for future work we can deal with those challenges and use deep learning
approaches to capturing nonlinear relation in input and output data.
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