The one dimensional dimer model is investigated and the localization length calculated exactly. The presence of delocalized states at E c = ǫ a,b of two possible values of the chemical potential in case of | ǫ a − ǫ b |≤ 2 is confirmed and the corresponding indices of the localization length were calculated. The singular integral equation connecting the density of states with the inverse of the localization length is solved and the analytic expression for the density of states compared with the numerical calculations.
mentioned above analytically, by use of technique developed in [21] and [22] .
We will concentrate on one-dimensional tight-binding model of random binary alloy with on site potential field ǫ a , ǫ b , which are assigned randomly on the lattice sites with probabilities p and (1 − p) correspondingly. As it was mentioned above, the diffusion of electrons may occur if we introduce a short range correlation in the distribution of the site potentials. Here we focus on a particular realization of the dimer model, when the site potentials appear always in pairs. The example of certain lattice segment is ...ǫ a ǫ a ǫ a ǫ a ǫ b ǫ b ǫ a ǫ a ǫ b ǫ b ǫ b ǫ b ǫ b ǫ b ǫ a ǫ a ..., and it is clear that we have correlation in probability distribution between the nearest-neighbor site potentials.
By analytic calculations of the Landauer resistance and the correlation length we show the existence of two real critical points with critical energies E (1) crit = ǫ a , and E (2) crit = ǫ b if |ǫ a − ǫ b | ≤ 2t. All other states are localized. We confirm the results of the [17] and [9] in the region |ǫ a − ǫ b | < 2t where there is a super-diffusion with correlation length index ν = 2. However the situation is different in case ǫ a − ǫ b = 2t. Our analytical calculations show, that the correlation length index ν = 1 when approaching to the critical points ǫ a and ǫ b from inside, while ν = 1/2, when approaching from outside of the segment [ǫ a ,ǫ b ]. It seems to us that this fact was not observed in the earlier works.
We have analyzed also the density of states. In the article [25] D.Thouless have written down a singular integral equation connecting the density of states with the Lyapunov exponent. By differentiating this equation(which is Carlemans equation) one can reduce it to Hilbert transform problem. In order to find a solution by expressing the density of states via the derivative of the Lyapunov exponent we have used the theory of singular integral equations presented in the excellent book by Muskhelishvili [26] . In a class of functions which have a finite derivatives in all points the solution is defined by one arbitrary constant, which will be fixed by the condition that the integral of density of states is equal to one. We are presenting this solution with use of Landauer exponent and compare it with the numerical calculation (which have been also presented earlier in [17] ). We have found an excellent correspondence of two results in the central critical region after moving the analytic curve slightly down expressing the fact that the Landauer exponent around critical region might differ from Lyapunov one by a constant factor close to one. The numerical data exhibits strong fluctuations at the edges of the energy region due to luck of enough large N size of thermodynamic limit. But if one will allow the presence of points where the derivative of the density of states is infinite, then one can find other solutions. Unfortunately present numerical calculations are not allowing to answer to this question precisely, but it is clear, that by fixing the number and places of the singular points we can find a single solution for the density of states.
The Schrödinger equation for the stationary eigenstates ψ i (E) of the eigenenergy E is
where ǫ n is the chemical potential at the site n (it can be regarded also as an external potential), N is the number of atoms in the system and we have re-scaled the energies by the hopping parameter t. Let us define ǫ a − ǫ b = m. The Schrödinger equation (1) can be written via the 2×2 Transfer-matrix T i as follows
One can easily find out here the following property T
which means that T i is an element of the group SU(1, 1). By iterating this equation we can relate (ψ i+1 , ψ i ) and (ψ 0 , ψ 1 ):
where the product M N = 1 i=N T i is called Monodromy matrix of the system of N unit cells.
Oseledec's theorem [24] states that the following limiting matrix Γ Γ = lim
exists and has an eigenvalue eγ with nonnegativeγ. In order to find the localization length one should calculate the matrix M † N M N for large N. We will perform this task following the technique developed in Ref. [21] . By using the formula for the decomposition of the product of two spin-1/2 states into the direct sum of scalar and spin-1 states, we have
where
is the spin-1 part. By multiplying the expression (5) from the left and right hand sides by σ 2 we will have
As it was shown in the article [21] , the similar expression is correct for the Monodromy matrix M N , but instead of Λ µν j we will have a product N j=1 Λ j . Now we should take into account the disorder and calculate the average of Γ by random distribution of pairs of potentials (ǫ a , ǫ a ) and (ǫ b , ǫ b ).
In the Dimer model under consideration we should average the square of Λ i as
Without loosing the generality one can choose ǫ a = −m/2 and ǫ b = m/2. Then the resulting matrix will have the following elements:
Since by the formula (3) ψ N = M 12 ψ 0 , we have
and from
it is clear that
where λ max = e 4γ = e 4 ξ(E) (14) is the closest to unity eigenvalue of Λ . The quantity R = M ⊗ M + 12;21 , which is (see for example [25] ) nothing but inverse module square of the Green function, defines the ratio of retarded over transmitted probabilities But it is absolutely clear, that both should define the same critical behavior(with the same critical index) at the same point E c and around that point can differ only by constant multiplicative factor, which is close to one. We will see the confirmation of this in further analyze. The delocalized states are corresponding to the critical points ξ(E c ) = ∞ and can be found by the condition
and we see that E c = ±m/2, in full accordance with original numerical observations of the articles [7, 10, 11, 12, 13] . One can find out the closest to unity eigenvalue λ max by solving characteristic cubic equation for the matrix (11) and, therefore, calculate exactly the correlation length ξ(E) = 4/ log[λ(E)].
For future considerations we will set p = 1/2 for simplicity. Asymptotic-s of ξ(E) around critical points E c = 0, m, which defines the correlation length indices ν, are
and
for the m = 2 case.
As we see, ν = 2 in the case m < 2. For m = 2 we see ν = 1/2, when we are approaching the critical points E c = ±1 from the outside of the region [−1, 1], while ν = 1, when we are approaching them from the inside. One can check by direct calculations that these critical indices are independent from the chose of value of p. Now let us analyze the density of states. According to article [25] the density of states ρ(E) has connected with the Lyapunov exponentγ(E) as
where D is the energy region of non-zero density of states and D − should be understood as a Cauchy principal value. In our problem of dimers it is defined by the interval −2 − m/2 < E < 2 + m/2, because the kinetic energy on lattice can vary only in the interval [−2, 2] only.
Lets now differentiate left and right hand sides of his equation by E and bring it to Hilbert transform form
The formula (17) shows that the cases m = 2 and m < 2 are essentially different. Therefore we will consider cases m = 1 and m = 2 separately.
In case of m = 1, when we suppose that all derivatives of the ρ(E) and γ ′ (E) functions are finite in the energy interval [-2.5, 2.5] besides the end points,according to [26] the general solution will be
It appears that D ρ(E)dE = C and therefore C should be set to be equal to one. Lets us now to put Landauer exponent γ(E) = lnλmax 4
into the expression (20) and find the corresponding density ofstates. In the Fig.1 we present this solution together with numerical calculation of the density of states, made for a chain of length N = 100, averaged over random dimer ǫ-s of the ensemble of 20000 examples. We see quite good correspondence of two curves in the energy region E ∈ (−1.8, 1.8), but numerical dates are strongly fluctuating outside of that. This is the region, where the correlation length becomes of order of lattice size. Due to the luck of precision of numerical calculations we can not fix precisely whether ρ(E) has singularities of derivatives or not. If it could be possible, we could chose singular solution of Hilbert problem and determine the density of states more correctly. As we see, the analytic density of states only slightly higher of numerical simulations in the central critical region.
The case of m = 2 is more complicated. One can easily find out from the expression (17) , that the derivative of Lyapunov exponent has singular derivative at the points E = ±1 approaching tho them from the outside. Therefore, first we should extract that singular behavior part from the γ ′ (E), find a solution for that function and add it back to the solution afterwards. Again, following the technique of solving singular integral equations presented in the book [26] for the case of multiply connected region of integration one can find the following expression for the density of states.
where the region D = [−3, − 
In the Fig.2 we present this solution defined by the Landauer exponent together with numerical results for N = 100 and 20000 iterations. As in the case of m = 1 we see that the analytic result precisely will fit the numerical results in the region E ∈ [−1, 1] after moving it a little down. We see also strong fluctuations of numerical density of states at the corners of the region [−3, 3] . Again, in case of better numerical results (made for much larger Ns) one could define precisely whether there are singularities of the derivative of ρ(E) or not and chose appropriate solution of the singular integral equation. Fig1. The density of states for the case m=1. The unconnected dotes represents the solution of singular integral equation, while the connected by red line dotes represents the numerical simulation. 
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