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ABSTRACT
The use of thermal barrier coatings over the past few decades has significantly
improved the performance of gas turbine engines by reducing the operating temper-
ature of engine components. However, these multilayer systems are not able to be
used to their full potential due to the difficulty of accurately modeling the complex
interplay of physical phenomena, such as creep and oxidation, that contribute to
failure. In order to address this issue, more physics-based failure prediction models
need to be developed. One potential way to do this is through the use of dislocation
dynamics (DD) models. A DD framework was recently developed which incorporates
high temperature effects such as vacancy diffusion assisted dislocation climb in ad-
dition to dislocation glide. However, the effects of certain parameters on simulations
of dislocation creep had been unexplored. In particular, the effect of the distance
required for a dislocation to climb to a new slip plane, the critical climb distance, was
not evaluated and the vacancy relaxation volume was set at zero, negating its effect
on the calculation of vacancy diffusion. The present work aims to address this by
studying the effect of the critical climb distance and the vacancy relaxation volume
on the creep response of micron scale single crystals. The critical climb distance
was found to have an approximately inversely proportional effect on the steady state
creep rate, but did not affect the stress dependence of the creep rate, while the use
of a nonzero vacancy relaxation volume was found to have a slight effect on both the
steady state creep rate and the stress dependence of the creep rate. Furthermore,
the use of a nonzero vacancy relaxation volume introduced the effect of the pressure
gradient into the vacancy diffusion simulation.
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CHAPTER I
INTRODUCTION
I.1 Motivation
Over the past several decades, the performance of gas turbine engines has been
significantly improved through the use of thermal barrier coatings (TBCs). Because
of their low thermal conductivity, TBCs reduce the temperature of components to
which they are applied by over 100°C. When combined with various cooling methods,
a temperature reduction of over 250°C can be achieved [15]. This provides two
benefits. First, a higher combustion temperature can be reached without melting
engine components, which results in greater thermodynamic efficiency. Alternatively,
the combustion temperature can be kept the same while the operating temperature
of the coated components is reduced, which affords an increase in their service life.
TBC systems are composed of layers of several materials, which are shown in
Figure I.1. The first layer is the substrate, which is the component to which a
TBC system is applied, such as a superalloy turbine blade. The bond coat layer is
an aluminum containing alloy which is applied to the substrate and helps protect it
from corrosion and oxidation. The next layer is the thermally grown oxide (TGO),
which forms as oxygen combines with the aluminum in the bond coat to create α-
Al2O3 [13, 34]. This layer grows throughout the life of the TBC system, and this
growth can contribute to eventual failure of the system. The final layer is the ceramic
top coat, which provides most of the thermal insulation and impact resistance for
the TBC.
Despite the benefits provided by TBC systems, they are not currently used to
their full potential in engine design since accurate lifetime prediction remains a diffi-
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Figure I.1: A cross-section of a TBC with an EB-PVD top coat applied to a turbine
blade, reprinted with permission from [34].
cult problem [15]. A model of the evolution of stress and strain resulting from thermal
cycling throughout the life of a TBC has been developed by Balint and Hutchinson,
which is widely used at both research institutions, such as ONERA (the French
aerospace research organization), and engine manufacturers, such as Rolls-Royce
and General Electric. In this model, each layer of the TBC is modeled individually
with its own constitutive equations [3, 4]. The strain of the bond coat and top coat
are both characterized by power law creep equations of the form ˙R ∝ σnR, with a
reference creep stress ˙R, reference creep strain σR, and creep exponent n obtained
from experiments. The TGO is modeled as elastic/perfectly plastic, with a growth
strain rate given by
ε˙G =
h˙
d
(I.1)
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where h˙ is thickening rate of the oxide and d is a fitting parameter [4]. Although
this model has enhanced the understanding of rumpling in TBCs, there are a few
questionable aspects. First, a size dependence of material properties exists for
crystalline materials. Experiments have shown that the mechanical properties of
metals several microns thick or smaller differ greatly from the bulk material [16, 17].
Therefore, given the micron or even submicron thicknesses involved, the properties
of the bond coat, TGO, and possibly the top coat, may not be accurately obtained
from experiments on bulk material. Size effects also mean that the use continuum
models of plasticity in layers less than a micron thick may not be valid. Additionally,
the constant d in equation I.1 is an empirical factor chosen to maintain a constant
growth rate for the TGO. However, given the potential variation of the physical pro-
cesses that cause TGO growth, it is important to elucidate the relationship between
the factor d and various microstructural factors such as grain size, dislocation mobil-
ity, etc. A solution to this would be to incorporate more physics into these aspects
of TBC models.
I.2 Objective
The broad goal of this research is the development of physics-based models of
plasticity mediated damage in TBCs. One step toward this goal is to investigate
the creep response in unconfined micron-scale volumes, which constitutes the main
research objective of this thesis.
A particularly promising approach for accomplishing this is through the use of a
discrete dislocation dynamics (DD) model which simulates the movement of disloca-
tions in a material through both glide and climb. Such a method is well suited to
modeling the creep of the bond coat, since creep at high homologous temperatures
and moderate stresses is due to a combination of both climb and glide of dislocations.
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Additionally, it might be used to model the growth of the TGO, since this can be
modeled as the insertion of planes of atoms due to dislocation climb as the oxygen
and aluminum ions diffuse through the oxide as shown in Figure I.2 [7].
Figure I.2: Illustration of oxide growth due to diffusion, reprinted with permission
from [7].
Recently, a computational framework was developed which incorporates both the
glide and climb of dislocations, enabling the behavior of crystalline materials at high
homologous temperatures to be simulated [26, 27]. This is possible through separa-
tion of the glide and climb processes, a fact which greatly simplifies the simulation
process since vacancy diffusion occurs over a much larger time scale than glide. The
framework has been successfully used to simulate power law creep in single crystals
[26, 27]. However, this simulation framework involves various parameters. Some of
these are physically meaningful, such as the vacancy relaxation volume; others are
merely algorithmic, such as the critical distance for climb in the staggered approach
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of time scale separation. How these parameters affect the predicted response has
yet to be explored. The specific objective of the thesis is to examine the effects
of physical as well as algorithmic parameters on the creep response of micron scale
layers of crystalline material.
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CHAPTER II
BACKGROUND
In order to further clarify the connection between TBC failure, creep, and dislo-
cation dynamics, some background on each topic is given in this chapter.
II.1 TBC Systems and Failure Mechanisms
As mentioned in Section I.1, TBC systems are composed of several layers of
various materials which exhibit different behavior during operation. An illustration
of these layers is shown in Fig. I.1. The first layer of the TBC system is the substrate
which is the component to which a TBC system is applied. It is typically composed
of a nickel or cobalt based superalloy plus a few other alloying elements [34]. The
bond coat layer is applied to the substrate and is between 40 µm and 100 µm thick
[15]. It serves to protect the substrate from oxidation and corrosion and influence
the growth and development of the oxide that forms the next layer of the system.
There are two main types of bond coat. The first is an alloy of either NiCrAlY or
NiCoCrAlY which is applied to the substrate with either the electron beam physical
vapor deposition (EB-PVDa) or low pressure plasma spray technique [15, 34]. The
second type is a platinum-modified diffusion aluminide in which a layer of platinum
is electroplated onto the substrate and and then diffusion aluminized [13, 15, 34].
As the system undergoes thermal cycles during its lifetime, the thermally grown
oxide (TGO) layer forms on top of the bond coat. Approximately 1-10 µm thick,
this layer provides additional protection against oxidation and binds the bond coat
to the ceramic top coat, which is the final layer of the TBC system [13, 34]. α-
Al2O3 serves both of these purposes well, so bond coats are designed with sufficient
Al to make this the primary oxide that forms as oxygen diffuses through the top
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coat. Since the TGO holds the bond coat and top coat together and grows and
evolves throughout the service life of the system, it can play a critical role in TBC
failure. Several factors affect the integrity of the TGO. Stresses may develop in the
TGO due to thermal expansion mismatches among the TBC layers and growth of
the oxide. Additionally, defects such as voids and microcracks may develop and
the diffusion of various elements, such as sulfur, from the other TBC layers can
adversely affect the TGO cohesion [15]. The final layer is the ceramic top coat,
which provides most of the thermal insulation and impact resistance for the TBC.
This layer is usually composed of zirconia stabilized with yttria (YSZ) since it has
several desirable properties. It has a high coefficient of thermal expansion, which
helps to accommodate the thermal expansion of the other layers, a very low thermal
conductivity at high temperatures, and a melting point of around 2700°C, making it
a particularly good choice for high temperature applications. YSZ also provides good
protection against other environmental factors with good corrosion resistance and a
hardness of around 14 GPa [34]. Additionally, its low density means that its use
does not add a lot of weight, a particularly important consideration for aeronautical
applications. There are two methods for applying the ceramic top coat: air plasma
spraying (APS) and electron beam physical vapor deposition (EB-PVD). The APS
method creates a thicker coating (around 300 µm) with cracks parallel to the surface
and 15 to 25 vol% porosity, both of which further decrease thermal conductivity and
elastic modulus [34]. Another feature of APS tops coats is that they require a rough
undulating interface with the bond coat to improve adhesion, although this produces
out of plane stresses that can grow during service and eventually cause failure. EP-
BVD top coats, on the other hand, are thinner (around 125 µm) and can be deposited
onto a smooth bond coat surface. This method results in a microstructure of equiaxed
grains near the interface, followed by a region of columnar grains that extends to the
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surface of the top coat. This imparts more strain tolerance than the APS method,
but does not provide as great a reduction in thermal conductivity. EP-BVD top coats
are also less likely to build up over and close the cooling holes on turbine airfoils,
but are more expensive than APS top coats [15].
The failure of TBC systems is manifested in the cracking and spallation of one or
more layers. The mechanisms by which this occurs can be divided into two categories:
extrinsic and intrinsic. Extrinsic failure mechanisms are those in which failure is due
to foreign particles. One such mechanism is foreign object damage (FOD), whereby
particles in the gas stream impact the TBC coated component and cause erosion of
the top coat. APS top coats are more susceptible to this than EP-BVD ones due to
the presence of cracks parallel to the interface with the TGO [35]. Particles can also
collect on the surface and melt, penetrating the top coat. This increases the stiffness
of the top coat, thus reducing its strain tolerance, which can cause delamination
upon cooling due to thermal expansion mismatch. This failure mechanism is called
“cold shock delamination” [15].
Intrinsic failure mechanisms are ones which occur as a result of the behavior of
the constituents of the TBC system. As the TBC system is subjected to operat-
ing conditions, cracks develop due to thermal expansion mismatch stresses, growth
stresses due to growth of the TGO, and imperfections which can serve as nucleation
sites for cracks. The thermal mismatch stresses arise due to the fact that the TGO
has a smaller thermal expansion coefficient than the bond coat and top coat layers
[13]. This leads to stresses upon heating of the system, which relax through creep at
high temperatures and during cooling. Due to the strain tolerance of the top coat,
these stresses are greatest at the bond coat/TGO interface. As the TGO oxidizes,
it experiences growth strains in both the lateral and normal directions. The normal
growth strains result in thickening of the TGO and cause rigid body displacements
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for a planar TGO. The lateral growth strains, on the other hand, arise from oxida-
tion on grain boundaries normal to the interface. This causes compressive in-plane
stresses in the TGO. Although the growth stresses are typically smaller than ther-
mal expansion mismatch stresses (0-1 GPa vs. 3-4 GPa), they can become much
larger near imperfections and contribute to failure [13]. One type of imperfection is
the segregation of elements such as W, Ta, and Re from the substrate along grain
boundaries to the TGO [15]. This reduces the adhesion of the TGO. Another source
of imperfections is the depletion of Al in the bond coat, leading to the formation of
other oxides besides α-Al2O3 and weakening the TGO. Imperfections in the surface
geometry of the interface between the bond coat and TGO or between the TGO and
the top coat may also contribute to failure by causing out-of-plane stresses. For TBC
systems with APS top coats, the rough surface required for application of the top
coat means that these imperfections exist from the beginning. TBC systems with
EP-BVD top coats can develop undulations as a result of stresses in the TGO and
relaxation by creep over the course of several thermal cycles. Finally, TGO thickness
imperfections may arise in areas with higher O−2 diffusivity [13].
The predominant intrinsic failure mechanisms for TBC systems vary depending
on whether they are used in power generation applications, which involve long periods
at high temperature and relatively few thermal cycles, or aviation applications, which
involve repeated thermal cycles. For TBC systems subjected to low thermal cycling
typical in power generation, failure is driven by TGO growth stresses. As the TGO
grows around imperfections at high temperatures, compressive stresses arise normal
to the interface, while tensions tangential to the interface develop in the top coat,
potentially causing cracks to nucleate. The bond coat may also creep in response to
TGO growth stresses. These compressive stresses decrease during cooling due the the
top coat’s higher coefficient of thermal expansion, becoming tensile if the bond coat
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experienced enough creep and possibly causing interfacial cracking. Additionally,
the thermal expansion misfit increases the tangential tension in the top coat upon
cooling, which can lead to further crack nucleation and propagation. The cracks
in the top coat and interface can coalesce and cause spallation of the top coat. In
this way, both TGO growth and thermal expansion misfit lead to failure around
imperfections [13].
For TBC systems used in aviation, the primary failure mechanism is a cyclic
phenomenon termed ratcheting or rumpling, an example of which is shown in II.1.
At high temperature, the lateral growth of the TGO induces a compressive stress in
the oxide. This stress is relieved through out-of-plane displacements initiated at pre-
existing undulations and plastic deformation of the bond coat. At the same time, the
compressive stress in the TGO increases until it yields, at which point the TGO only
grows through thickening [24]. During cooling, the thermal expansion misfit plus
the TGO growth strain creates tensile stresses in the bond coat and compressive
stresses in the TGO. Once these stresses reach the yield strength of the bond coat,
it flows from the valleys to the peaks of undulations, enabling further increases in
amplitude [13]. Upon reheating, the thermal expansion misfit reduces the stresses
and the amplitude of the undulations is somewhat diminished [24]. The process then
repeats with the undulations growing with each cycle. It is important to note that
if the undulation growth were only due to the thermal mismatch stress, then after
several cycles the process would reach an equilibrium where the amplitude does not
increase with each additional cycle. However, the lateral growth strain of the TGO
with each cycle sustains continued undulation growth [13]. As the undulations in the
TGO increase in amplitude, the valleys penetrate into the relatively soft bond coat,
which induces tensile stresses in the top coat normal to the interface, initiating cracks
that eventually lead to spallation of the top coat [13]. Such cracking can be seen in
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Fig. II.1. Predicting this type failure is a major motivator for the development of
lifetime prediction models.
Figure II.1: Cross-sections of a TBC as rumpling occurs during thermal cycling,
reprinted with permission from [32].
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II.2 Creep
Typically when a load is applied at low homologous temperatures, crystalline
materials exhibit little to no plasticity until the yield stress is reached. At higher
temperatures and over longer time periods, however, crystalline materials experience
plastic deformation at stresses below the yield stress in a phenomenon called creep.
When a constant stress is applied to a material, the strain versus time follows the
general profile shown in figure II.2 [27]. After an initial nearly instantaneous strain
to 0, the strain rate decreases with time in what is called stage I creep. The strain
rate then reaches a steady-state which is referred to as stage II creep. The strain
rate during this stage is the called the minimum creep rate, which is used as a design
parameter for a material. Finally, in stage III creep, the strain rate increases with
time until the specimen fractures. It is important to note that this numbering sys-
tem is the one used in the United States and is not universal. In Britain, the initial
instantaneous strain is designated as the first stage, for a total of four stages of creep
[12]. The specific mechanisms by which creep occurs depend on the homologous
temperature and the applied stress normalized by the shear modulus, σ/µ. At rel-
atively high stresses, σ/µ > 10−2, deformation occurs primarily through dislocation
glide. Dislocation creep occurs at stresses in the range of 10−4 < σ/µ < 10−2. In this
mechanism, most of the strain occurs through dislocation glide, but vacancy diffusion
enables dislocations to climb and overcome obstacles [39, 41]. This is the primary
creep mechanism simulated in the framework used in this study. At low stresses,
σ/µ < 10−4, creep takes place through the movement of vacancies and interstitials
due to an applied stress [12]. Diffusion within individual grains predominates at high
homologous temperatures, as atoms flow from boundaries under normal compression
to those under normal tension, accompanied by the corresponding flow of vacancies
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in the opposite direction [12, 21]. This is called Nabarro-Herring creep. At lower
temperatures, on the other hand, diffusion occurs primarily along grain boundaries
in a process known as Coble creep [12, 9].
Figure II.2: Illustration of the three stages of creep exhibited by a material subjected
to a constant stress, reprinted with permission from [27].
The dependence of the steady-state creep rate on the applied shear stress is often
given as a power law relation of the form
ε˙ ∝ τnd¯−p (II.1)
where τ is the applied shear stress and d¯ is average grain size [26, 27]. The constant of
proportionality is determined by various microstructural variables and constants used
to obtain a fit to experimental data, which vary according to the specific mechanisms
being modeled and the model being used. n and p are exponents governing the
dependence on shear stress and grain size, respectively, and also depend on the
specific creep mechanism. In the model for Nabarro-Herring creep, for example,
n = 1 and p = 2 [12, 9, 21]. n = 1 as well for Coble creep while p = 3 [12,
13
9]. There is no grain size dependence for dislocation creep, however n can vary
considerably depending on the applied shear stress. At stresses below τ/µ ≈ 10−6,
n = 1. Although this linear dependence on stress occurs at low stress just as diffusion
creep, dislocation creep mechanisms are still believed to operate in what is called
Harper-Dorn creep [20]. Between τ/µ ≈ 10−6 and τ/µ ≈ 10−3, n falls within a range
of 3-8, with experiments by Weertman and others showing a value between 4 and 5
for aluminum [40, 41]. At stresses above τ/µ ≈ 10−3, the creep rate increases at an
even higher rate with stress. This is known as power law breakdown [12, 43]. An
illustration of this is shown in figure II.3.
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Figure II.3: Illustration of the effect of stress on the value of n.
Although the creep behavior of bulk materials is well documented, the behavior
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at micron and submicron scales has been found to differ. For example, compressive
creep experiments on micron scale aluminum columns by Ng and Ngan revealed lower
steady-state creep rates than for bulk material, accompanied by periodic ”strain
bursts” [33]. Both the creep rates and the frequency of strain bursts varied from
sample to sample, appearing to be stochastic in nature. Additionally, compression
and tension experiments on nano- and micro-scale samples of various metals have
shown that yield strength and hardening depend on sample size [17, 16]. This size
effect is often attributed to the idea, based on observations, that the number and
position of dislocations can vary significantly between specimens at the nano- and
micro-scale, whereas for a bulk material, enough dislocations are present to assume
a constant density and distribution. Furthermore, the smaller scales make it easier
for dislocations to become annihilated at free surface, causing a fluctuation in their
density. Creep experiments of thin films have also shown a deviation from the creep
behavior of bulk materials [6, 22]. Hirakata et al. documented an increase in the
creep rate of aluminum thin films as the thickness decreased to 400-200 µm, but a
decrease in the creep rate with further decreases in thickness [22]. These effects have
been explained as the result of increased diffusion along grain boundaries due to the
increase in grain boundary area as volume decreases. However, as the specimen size
decreases, the effect of surface tension increases, impeding creep. It is clear that the
specimen size and variation in microstructure must be taken into account in order to
properly model creep at nano- and micro-scales. Classic creep equations which fail
to account for specimen size are unable to do this, but dislocation dynamics models
have the potential to do so.
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II.3 Dislocation Dynamics
Dislocation dynamics essentially forms a bridge between continuum plasticity
used for large scales, and molecular dynamics, which is only practical at very small
scales near the atomic level. In dislocation dynamics, the dislocation defects within a
crystal and their interactions are modeled. Since dislocations are the primary carriers
of plasticity, this enables the physics of plastic phenomena to be simulated in a
more fundamental way than the empirical equations upon which classical plasticity
is based. This makes it well suited to simulating plasticity at nano- and micro-
scales where the behavior does not follow empirical relations. However, molecular
dynamics frameworks explicitly model every atom in a system, making the simulation
of micron scale specimens over short time periods computationally demanding, and
impractical over longer time periods such as those involved in creep. Dislocation
dynamics approaches, on the other hand, only model the defects within a material,
making them much more practical to use from a computational standpoint.
In order to better understand how various aspects of plastic deformation are
related to the behavior of dislocations, dislocation dynamics models began to be de-
veloped in the 1980’s and early 1990’s [11, 2, 29, 30]. Although these early models
used relatively simple rules to govern dislocation behavior, DD models have become
increasingly complex. Generally, there are two basic types of DD models: 2 dimen-
sional and 3 dimensional. In 2D models, dislocations are represented as straight line
defects that are restricted to motion in two dimensions. Dislocation sources and
obstacles are treated as static objects which produce or release pinned dislocations
depending on whether a critical stress has been reached. This somewhat simplified
representation allows for larger strains and simulation times to be reached, but fails
to fully account for 3 dimensional effects such as the formation of dynamic sources
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and obstacles. While more computationally intensive, 3D DD models can allow a
more precise simulation of dislocation interactions. Dislocations are modeled as dis-
location loops or pinned line segments and allowed to move within a 3 dimensional
crystal along defined slip planes or climb between them. Dynamic junction forma-
tion and destruction is possible, enabling the density of sources and obstacles to vary
throughout the course of a simulation, which allows for the simulation of phenomena
such as hardening. In addition to 2D and 3D models, a hybrid ”2.5D” model has
been developed by Benzerga et al., which incorporates some 3D mechanisms into a
2D framework [5]. Although not as computationally demanding as a 3D model, the
2.5D approach has extended the range of problems that can be simulated with 2D
models. Since the development of DD, various frameworks have been created and
modified in order to model and investigate several aspects of crystal plasticity such
as crack tip plasticity and crack growth, work hardening at small scales, and creep
[1, 10, 8, 19, 27, 18, 28, 31, 42].
Prior to the model used in this work, several DD models had been used to sim-
ulate creep, incorporating varying degrees of physics. In one of the earliest 2D
models, created by Lepinoux and Kubin, glide and climb of dislocations is governed
by whether the applied stress on a dislocation exceeds resistive stresses in the glide
and climb directions [30]. Adjustment of theses resistive stresses determines the ease
with which glide or climb occur, without directly incorporating the physical param-
eters that determine these processes, such as temperature. Another 2D model used
by Miguel et al. to simulate the transition from stage I to stage II creep as a result
of dislocation jamming, accounts for the effect of temperature on dislocation glide,
but does not include the dislocation climb, which is believed to be a critical feature
of high temperature creep [31]. More recently, a 3D model was used to simulate high
temperature creep in nickel based superalloys [19]. While the dislocation interac-
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tions were more accurately simulated than in previous creep simulations, the effect
of variables such as temperature on dislocation climb were accounted for using a
heuristic glide-to-climb mobility ratio which is adjusted based on the intended simu-
lated temperature. Additionally, because of the long computation times required for
3D DD simulations, drag coefficients were used which are much lower than those in
real materials, resulting in higher strain rates than in real creep experiments. In an
effort to create a more physics-based DD framework for high temperature creep, the
model of van der Giessen and Needleman was extended by Keralavarma to include
the effect of vacancy diffusion on dislocation climb [26, 27]. This is the model which
is used in the present work, and the details of the formulation are provided in the
subsequent chapters.
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CHAPTER III
MULTISCALE MODELING APPROACH AND IMPLEMENTATION
This section contains a description of the dislocation dynamics formulation de-
veloped by Van der Giessen and Needleman [11] and extended to include dislocation
climb by Keralavarma [26]. An elastic body V containing N edge dislocations is
postulated. The body is subjected to both displacement and traction boundary
conditions and calculation of the resulting elastic fields is discussed below.
III.1 Superposition Method
The elastic fields arise from both the imposed boundary conditions on the body
and the presence of dislocations within it. In order to solve for these fields, the
superposition method is used to break them down into the fields created by the
presence of the discrete dislocations in an infinite medium, denoted by (˜), and the
complementary fields that enforce the boundary conditions of the problem, denoted
by(ˆ). Thus, the total stresses strains and displacements are the sums of these two
fields:
σ = σ˜ + σˆ,  = ˜ + ˆ, u = u˜ + uˆ (III.1)
where σ, , and u are the stresses, strains, and displacements, respectively. The
fields for each dislocation i can be be calculated analytically [23] and then summed
to compute the (˜) fields:
σ˜ =
N∑
i=1
σi, ˜ =
N∑
i=1
i, u˜ =
N∑
i=1
ui (III.2)
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The (ˆ) fields are subject to the following governing equations:
ˆ =
1
2
(∇uˆ +∇uˆT ) , ∇ · σˆ = 0, σˆ = C : ˆ (III.3)
where C is the elasticity tensor. The boundary conditions resulting from the imposed
tractions and displacements are:
σˆ · n = t0 − σ˜ · n on ∂Vt, uˆ = u0 − u˜ on ∂Vu (III.4)
where ∂Vt and ∂Vu are the parts of the domain boundary to which the tractions, t0,
and displacements, u0 are applied.
III.2 Time scale separation
Figure III.1: Illustration of the boundary value problems for both dislocation glide
(left) and climb (right), reprinted with permission from [27].
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Dislocation glide and climb take place over vastly different time scales. Except at
very high homologous temperatures, glide velocities are several orders of magnitude
higher than climb velocities. Thus, simulating both in a computationally efficient
manner is challenging. The framework presented here resolves this by separating
the glide and climb processes. The boundary value problem for each is shown in
Figure III.1. This is possible due to the concept of a ”quasi-equilibrium” state in a
system containing many dislocations. When dislocation glide is simulated at applied
stresses below the yield stress, the strain rate approaches zero as dislocation glide
activity becomes reduced through annihilation or pinning at obstacles. This happens
within a much shorter time frame than the climb process. In light of this, dislocation
glide is simulated until the quasi-equilibrium state is reached, at which point the
dislocations are frozen on their slip planes and the climb process is started. Once a
climb event is detected, simulation of climb ceases and dislocation glide resumes. In
this way, creep occurs as diffusion assisted climb enables glide to resume each time
a quasi-equilibrium state is reached. It is important to note that dislocation glide
never completely ceases in reality, but that the glide process is terminated when the
overall strain rate falls below a certain threshold.
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III.3 Climb Formulation
(a) (b)
Figure III.2: Illustration of positive climb of a dislocation through the absorption of
a vacancy.
Dislocation climb occurs via the absorption and and emission of vacancies. The
absorption of a vacancy results in the positive climb of a dislocation as shown in
figure III.2, while the emission of a vacancy results in negative climb. The two
factors that drive dislocation climb are the Peach-Koehler force and the gradient
of the chemical potential of vacancies between a dislocation and the surrounding
matrix. The Peach-Koehler force is a configurational force due to the stress fields
created by each dislocation in the medium, σ˜, and the stress fields which enforce the
boundary conditions, σˆ, acting on a dislocation. The equation for the Peach-Koehler
force on dislocation i is given by the equation from Van der Giessen and Needleman
[11]:
f i = ti ×
[(
σˆ +
∑
j 6=i
σj
)
· bi
]
(III.5)
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where bi is the Burgers vector and ti is the unit vector tangent to the dislocation
line. This force can be decomposed further into a glide component, fg, and a climb
component,fc:
f i = f igm
i + f icn
i (III.6)
where ni is the normal vector to the slip plane and mi = ti × ni. The gradient of
the chemical potential of vacancies drives the diffusion of vacancies which enables
dislocation climb. The chemical potential for vacancy self-diffusion is given by:
µv =
kT
Ω
[
Ef
kT
− pΩv
kT
+ log
c
(1− c)
]
(III.7)
where k is the Boltzmann constant, T is the absolute temperature, Ω is the atomic
volume, Ef is the formation energy of a vacancy, p is pressure, Ωv is the vacancy
relaxation volume, and c is the vacancy concentration. The thermodynamic varia-
tional framework of Gao and Cocks is then used to derive the governing equations
for vacancy diffusion [27]:
C˙ = −∇ · J + C˙src in V (III.8)
J = −D¯∇µv in V (III.9)
µv = t
0 · n on ∂V (III.10)
where J is the diffusion flux and D¯ = DΩc(1 − c)/kT . D is the vacancy diffusion
coefficient which is modelled as:
D = D0 exp
(
−Em
kT
)
(III.11)
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whereD0 is the asymptotic value of theD at high temperatures and Em is the vacancy
migration energy. In this formulation, the dislocation cores are ”smeared out” in
order to make the governing equations computationally tractable without discretizing
the dislocation cores, and the resulting vacancy concentration field denoted by C
[27]. C˙src is a term which accounts for the change in vacancy concentration due to
the positive or negative climb of dislocations and is given by:
C˙src Vg = −b2
∑
i∈Vg
vic (III.12)
for a group of parallel edge dislocations, where Vg is the domain containing the
dislocations. vic is the climb velocity for dislocation i, which is calculated from the
climb component of the Peach-Koehler force and vacancy concentration field as:
vic = −η
D
bi
[
c0 exp
(
− fcΩ
bikT
)
− C
]
(III.13)
where η is a constant of order unity and c0 is the equilibrium vacancy concentration
at a given temperature T , expressed as
c0 = exp
(
−Ef
kT
)
(III.14)
The terms in the square brackets of (III.13) represent the differences between vacancy
concentration at the dislocation core and the remote vacancy concentration. The
climb velocity is then used to calculate the distance climbed by a dislocation over
a given period of time. For additional details on the dislocation climb formulation
and derivation, the reader is referred to the dissertation of Keralavarma [26] and the
recently published article [27].
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III.4 Glide Formulation
(a) (b)
Figure III.3: Illustration of dislocation glide.
The modeling of dislocation glide utilizes the formulation by van der Giessen
and Needleman (1995) with some modifications by Keralavarma [26, 27], the main
features of which are summarized here. The driving force for dislocation glide is the
component of the Peach-Koehler force along the slip direction, fg, which is due to
the shear stress along the glide direction. The glide of a dislocation is illustrated in
figure III.2. This force is used to calculate the velocity of a gliding dislocation vig,
which is given by
vig = f
i
g/Bg (III.15)
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where Bg is the drag coefficient on a gliding dislocation due to phonons. Due to the
high homologous temperatures associated with dislocation creep, the effect of tem-
perature on the drag coefficient is taken into account through the following equation
Bg(T ) = B
0
gT/T0 (III.16)
where B0g is a known drag coefficient at temperature T0. When two opposite signed
dislocations come within a certain distance of each other, they are both destroyed.
Dislocations may also become pinned at obstacles randomly distributed over the slip
planes. They can become unpinned if the Peach-Koehler force becomes greater than
the pinning strength. However, at the higher temperatures at which creep occurs,
it is also possible for a dislocation to overcome an obstacle through mechanisms like
cross-slip at lower Peach-Koehler forces. To account for this, the probability of a
dislocation overcoming an obstacle is calculated as
pact = exp
[
−∆F
kT
(
1− |f
i
g|
τobsbi
)]
(III.17)
where ∆F is the energy required to overcome the obstacle absent the Peach-Koehler
force, and τobsb
i is the pinning strength of the obstacle. Additionally, new disloca-
tions can be nucleated from randomly distributed Frank-Read sources. If the Peach-
Koehler force is greater than the nucleation stress τnuc multiplied by the burgers
vector over a critical nucleation time tnuc, then a new dislocation dipole is created.
III.5 Simulation Process
For each simulation, an initial microstructure is generated with dislocations, ob-
stacles, and sources randomly distributed on the slip planes in such a way that the
total Burgers vector is zero. The initial vacancy concentration field is generated to
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correspond to the equilibrium concentration for the applied loading conditions. As
mentioned in section III.2, the glide and climb processes are handled separately in
order to simulate both in a computationally efficient manner. Additionally not every
atomic plane is used for dislocation glide. Instead, active slip planes are created which
allow dislocation glide, and which are separated by a specified distance. During the
climb process, a climb event is considered to have happened when a dislocation has
climbed the distance between active slip planes, at which point it is placed on the
new plane. In order for positive climb to occur, a certain number of vacancies, Nv,
must be absorbed into the the dislocation core according to
Nv =
dslpb
2
Ω
(III.18)
where dslp is the distance between slip planes. Negative climb requires that this
number of vacancies is nucleated at the dislocation core, which occurs when tensile
stresses on a dislocation reach a certain threshold given by
σib3 = Ef (III.19)
where σi is the tensile stress at dislocation i along the Burgers vector. This nucleation
and absorption of vacancies is accounted for through the term C˙src in the governing
equation for vacancy concentration, equation III.8.
During the glide process, a time increment of 0.5 ns is used for each time step.
On the other hand, when the climb process is being simulated, the time step is 10−2
of the estimated time required for a dislocation to climb the distance between active
slip planes. This estimate is made by dividing the distance between slip planes by
the climb velocity given by equation III.13 where C = c0 and fc = 100σb. The overall
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simulation procedure is given by the following iterative process, summarized from
[26, 27]:
1. The time step is initialized as the value used for dislocation glide.
2. The initial microstructure is applied to the specimen. Since the dislocation
positions are completely random, they are not necessarily arranged in a state
of equilibrium. The dislocation glide process is run with no applied stress
to relax the stresses on the dislocations and allow them to reach equilibrium
positions.
3. Displacements ±U/2 are applied to the faces at x1 = ±L/2 (see Figure IV.1),
and the boundary value problem described in section III.1 is solved to calculate
the stress and strain fields. The average stress and strain on the specimen are
calculated using [26]
σ =
1
D
∫ D/2
−D/2
σ11(±L/2, x2) dx2,  = U
L
(III.20)
The displacements are incrementally increased and the average stress and strain
subsequently calculated until the average stress is equal to the specified creep
stress.
4. The Peach-Koehler forces on each dislocation are calculate and the dislocation
positions are updated using equation III.15. During this step, dislocations may
also be created, pinned at obstacles, or mutually annihilated.
5. Steps 3–4 are repeated until the average strain on the specimen maintains an
approximately constant value. This corresponds to the ”quasi-equilibrium”
state mentioned in section III.2 in which dislocation motion decreases for rea-
28
sons such as pinning at obstacles. Dislocation motion never truly ceases, so
a ”quasi-equilibrium” state is considered to have been reached if the average
strain rate over the previous 50 time steps falls below a specified threshold.
6. Dislocation glide is suspended and dislocation climb is simulated. The disloca-
tions are held in their positions and the value of the time step is switched to
the one used for dislocation climb. The boundary value problem for diffusion
is solved using the finite element method. After each time step, the vacancy
field is updated and the strain due to the flux of vacancies into or out of the
specimen is solved for using
d = −
∫ t
0
dt
LD
∫ D/2
−D/2
J(x1 = ±L/2, x2) · n dx2 (III.21)
7. The distance climbed by each dislocation is calculated with equation III.13
after each time step and stored. When a dislocation climbs a distance equal
to the spacing between active slip planes, the dislocation is moved to the new
slip plane.
8. Once climb of a dislocation is detected, the time step is switched back to the
value used for dislocation glide and the process begins again with step 3.
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CHAPTER IV
PROBLEM FORMULATION
As explained in section I.2, the aim of this work is to expand upon the the
work performed by Keralavarma [26] by investigating the effect of varying certain
parameters on the creep simulation results. Two parameters of particular interest are
the critical climb distance and the vacancy relaxation volume, Ωv. In the previous
work, the critical climb distance was 20 times the burgers vector for all simulations.
When setting up a simulation, one could set the critical climb distance so that every
atomic plane in along the slip directions in the specimen is modeled. However, it
would take much longer to run a simulation as every plane would have to be checked
for dislocation activity during each time increment. On the other hand, the distance
between slip planes could be so great that there are few slip planes in the specimen.
This would reduce the time required to run each simulation, but the physics may
not be accurately represented. Additionally, the distance a dislocation is required to
climb in order to bypass an obstacle was theorized by Weertman to be one of the
factors that determine the steady state creep rate during dislocation creep [39]. It
is important, therefore, to determine what effect varying the critical climb distance
would have on simulation results.
The other parameter of interest is the vacancy relaxation volume Ωv, which ap-
pears in equation III.7 for the chemical potential of vacancies. In the literature, this
property has been reported to be fairly small for aluminum [36]. For this reason, Ωv
was taken to be zero in the simulations performed by Keralavarma. However, this
nullifies any effect the hydrostatic pressure would have on the chemical potential of
vacancy diffusion through equation III.7, and consequently alters the vacancy diffu-
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sion calculations. Accordingly, simulations were performed with a nonzero relaxation
volume in order to determine what effect this would have.
In order to investigate the effect of the critical climb distance, creep simulations
were run with a critical climb distance of 20 Burgers vectors and a temperature
of 400 K at stresses between 10 MPa and 90 MPa. Another set of simulations
was run at the same stresses and temperature, but with a critical climb distance
of 40 Burgers vectors. To investigate the effect of the vacancy relaxation volume,
more creep simulations were performed at the same temperature and stresses with
a critical climb distance of 20 Burgers vectors and a vacancy relaxation volume of
10%. For each condition, simulations were run with at least three different initial
microstructures.
IV.1 Simulation Setup
Figure IV.1: Illustration of the specimen used in the creep simulations, reprinted
with permission from [27]
Apart from the values of the critical climb distance and vacancy relaxation vol-
ume, the simulation parameters are nearly identical to those used in the work by
Keralavarma [26, 27], and are described here for completeness. The simulated speci-
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men, illustrated in Figure IV.1, is a 12µm by 4µm FCC single crystal with tractions
applied to the end faces along the x1 direction, while the faces normal to the x2
direction are traction free. There are two active slip systems, which are oriented
at ±35.25°with respect to the loading direction. If the loading direction is assumed
to be along the 〈001〉 crystallographic direction, then the slip systems relate to the
〈1¯12〉 and 〈11¯2〉 slip directions and the plane of analysis is the (110) plane. The ini-
tial densities of the dislocations and sources are 100µm−2, while the initial obstacle
density is 400µm−2. The nucleation strength of the sources, τnuc follows a normal
distribution with an average of 50 MPa and a standard deviation of 10 MPa. A
constant nucleation time, tnuc, of 10 ns is used as well. The strength of the point
obstacles, τobs, is 150 MPa although thermally activated bypass of obstacles at lesser
values of the Peach-Koehler force is possible with a probability calculated through
the equation III.17.The material properties used for the specimen are the same as
those for aluminum and are listed in Table IV.1.
Table IV.1: Material properties used in simulations
Property Symbol Value
Young’s Modulus E 70 GPa
Poisson’s Ratio ν 0.33
Burgers Vector b 0.25 nm
Drag Factor B0g 10
−4 Pa s (T0=300 K)
Melting Point TM 933 K
Atomic Volume Ω 16.3 A˚
3
Vacancy Formation Energy Ef 0.67 eV
Vacancy Migration Energy Em 0.60 eV
Vacancy Diffusion Coefficient Pre-exponential D0 1.51× 10−5 m2/s
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CHAPTER V
RESULTS
V.1 Effect of Critical Climb Distance
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0  5000  10000  15000  20000  25000
ε
t (s)
20b
40b
Figure V.1: Plot of strain versus time for an applied stress of 50 MPa
A typical strain versus time response for each critical climb distance at an ap-
plied stress of 50 MPa is shown in figure V.1. Each strain versus time graph is
characterized by an initial transient followed by a period of steady state creep. One
particularly noticeable feature is that the strain rate is greater when the critical
climb distance is smaller. In order to quantify this observations, strain rates for each
simulation were obtained by fitting a line to the steady state portion of each curve
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and recording the slope. The average strain rates for each simulation condition are
provided in table V.1, along with ratio of the average strain rate with a critical climb
distance of 40 Burgers vectors to the results for a critical climb distance of 20 Burgers
vectors (the distance used in the previous simulations by Keralavarma [26, 27]). The
strain rate with a critical climb distance of 40 Burgers vectors is approximately half
of the rate for a distance of 20 Burgers vectors. However, the strain rates with both
critical climb distances range from approximately 10−8s−1 to 10−5s−1. Creep rates
obtained from experiments on pure aluminum at applied stresses between 10 and 50
MPa range from approximately 10−8s−1 to 10−4s−1 [25, 37, 38]. These experiments
were performed at a temperature of 473 K, higher than the simulated temperature of
400 K, so a somewhat higher strain rate is expected. Another interesting observation
is that for the simulations with a critical climb distance of 40 Burgers vectors, the
strain rate was often negative when the applied stress was low. During these simu-
lations, the strain gradually decreased toward zero after the initial rapid increase in
strain, as shown in figure V.2 .
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Figure V.2: Plot of strain versus time for an applied stress of 20 MPa. At this
relatively low stress, the steady state creep rate is negative.
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Table V.1: Average strain rates for each critical climb distance and stress
Stress (MPa) 20b 40b ratio
10 2.85E-8 -5.28E-9 -0.185
20 4.60E-8 6.81E-8 1.48
30 2.65E-7 1.25E-7 0.470
40 2.29E-7 6.66E-8 0.291
50 3.60E-7 1.42E-7 0.395
60 8.33E-7 2.47E-7 0.296
70 9.87E-7 5.31E-7 0.538
80 3.97E-6 2.80E-6 0.706
90 3.70E-6 1.25E-6 0.338
One other point is that although the applied stress determines the average stress
in a simulated specimen, the stress fields due to the position of individual dislocations
causes local stress concentrations. These local stress concentrations determine the
driving force for each dislocation. The stress field of the ratio of the local stress the
x1 direction to the applied stress is shown in Figure V.3. Also shown are contour
plots of the total slip accumulated over a period of approximately 3000 s.
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Figure V.3: Contour plots of the ratio of stresses in the x1 direction to the applied
stress of 50 MPa (a) and (c) and the slip throughout the specimens. The results for
a critical climb distance of 20 Burgers vectors are shown in (a) and (c), while the
results for a critical climb distance of 40 Burgers vectors are shown in (b) and (d).
The simulated time for the stress plots is approximately 4500 seconds while the slip
contours show the slip accumulated over a period of time from approximately 4500
s to approximately 7500 s.
As explained in section II.2, the relationship between applied stress and creep rate
is often given by a power law relation of the type ε˙ ∝ τnd¯−p. In order to compare
the effect of critical climb distance on such a relation, the variation of strain rate
with stress is plotted on a log-log plot for each value of the critical climb distance,
and shown in Figure V.4. The strain rates are plotted versus the shear stress on the
slip systems, τ , normalized by the shear modulus, µ. The slope of the plot is then
calculated to obtain the value of n. As in the simulations performed by Keralavarma
[26, 27], two values of n were calculated, one for higher stresses, and another for
lower stresses, possibly simulating the lower stress dependence of Harper-Dorn creep.
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The value of n at higher stresses ranges from 7.6 to 7.7, increasing as the distance
between slip planes increases. These values are similar to previous results [27]. The
experimental value given for pure FCC metals is typically 4-5 [14], although creep
experiments on pure aluminum at Temperatures between 400 K and 500 K have
given values from 4.4 to 7.6 [25, 37, 38]. The value at lower stresses, on the other
hand, ranges from 0.69 to 1.49, similarly increasing as the critical climb distance
increases. Interestingly, the lower value of n is not observed in experiments for the
applied stress values used in the simulations [38, 37, 25] Despite the effect on creep
rates themselves, the critical climb distance does not appear to have any significant
effect on the stress dependence of the creep rate.
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Figure V.4: Comparison of the variation of strain rate with normalized shear stress
for simulations with critical climb distances of (a) 20 and (b) 40 Burgers vectors. The
error bars indicate the scatter in results from several different initial microstructures
at each stress level. The slope of the curve is the value of the power law creep
exponent n.
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One final point is that, because the vacancy relaxation volume was omitted, the
effect of the pressure gradient is nullified in the calculation of the chemical potential
for vacancies (equation III.7), and consequently plays no role in the calculation of
the vacancy concentration field, as can be seen in Figure V.5. Although the pressure
fields are quite heterogeneous, the vacancy concentration field show much less local
variation.
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Figure V.5: Contour plots of hydrostatic stress ((a) and (c)) and vacancy concentra-
tion ((b) and (d)) for simulations run with an applied stress of 50 MPa and a critical
climb distance of 20 Burgers vectors ((a) and (b)) and 40 Burgers vectors ((c) and
(d)). All plots show the state of the simulated specimens after approximately 4500
s.
V.2 Analysis of Critical Climb Distance Effect
The creep simulation process is essentially a series of glide steps, during which
most of the strain occurs, and climb steps, which resolves the jammed state and allows
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further glide to continue. Since the time scale of the glide steps is several orders of
magnitude smaller than that of the climb steps, the climb process is the rate limiting
step in the simulation of creep. Thus, any effect of the critical climb distance on
the time required for a dislocation to climb would directly affect the creep rate.
The time required for climb is determined by both the climb distance and the climb
velocity, two factors which were also identified by Weertman as directly affecting the
dislocation creep rate [39]. Changing the critical climb distance obviously affects
the first factor, while analysis of equation III.13, indicates that the climb velocity
would be unaffected. Investigation of the time increments used for the climb process
during creep simulations shows that increasing the critical climb distance from 20
to 40 Burgers vectors similarly doubles the climb time increment from 12.88 s to
25.77 s, indicating that the climb velocity remains unaffected. Further analysis of
the sequence of glide and climb steps for each simulation revealed that the average
number of climb events over a 1000 s period of steady state creep was approximately
78 with a critical climb distance of 20 Burgers vectors, and 39 with a critical climb
distance of 40 Burgers vectors as shown in Table V.2. Additionally, the total number
of time increments (both glide and climb) per 1000 s is approximately reduced by
half when the critical climb distance is doubled, while the number of time increments
between climb increments remains unaffected. Careful examination of the series of
glide and climb steps shows that during the period of steady state a climb event
typically occurs precisely every 50 increments and only one climb increment takes
place before a climb event occurs, which is the minimum possible. One exception is
that, at lower stresses, more glide increments may take place until a jammed state
is reached. The explanation for this is that since the glide time increment is only
0.5 ns, the climb steps take up nearly all of the simulated time. Thus, doubling the
climb time increment reduces the number of possible climb events by half. For a
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period of 1000 s, the maximum possible number of climb events with a climb time
increment of 12.88 s is approximately 78, while approximately 39 climb events are
possible when the climb time increment is 25.77 s. Therefore, over a given time
period a critical climb distance of 40 Burgers vectors only allows half the number of
glide increments that are allowed with a critical climb distance of 20 Burgers vectors.
This corresponds with the 50% reduction in the creep rate that is observed when the
critical climb distance is doubled.
Table V.2: Average number of climb events, time increments, and time increments
per climb event over 1000 s of steady state creep for each applied stress and critical
climb distance value.
Climb Events Increments Avg. Increments per Climb Event
Stress (MPa) 20b 40b 20b 40b 20b 40b
10 78 39 4008.5 1960 51.39 50.26
20 78 39 3916.5 2094.7 50.21 53.71
30 78 39 3900 1954 50 50.1
40 78 39 3902.5 1951 50.03 50.03
50 78 39 3900 1950 50 50
60 78 39 3900 1950 50 50
70 78 39 3900 1950 50 50
80 78 39 3900 1917.3 50 50.02
90 78 39 3900 1868.3 50 50.04
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Figure V.6: Plot of strain versus time for simulations with an applied stress of 50
MPa and vacancy relaxation volumes of 0 and 10% of the atomic volume.
In order to determine the effect of using a nonzero value for the vacancy relax-
ation volume, simulations were run for a temperature of 400 K at applied stresses
between 10 MPa and 90 MPa. The critical climb distance was 20 Burgers vectors. A
vacancy relaxation volume of 10% of the atomic volume was used and at least three
simulations were run at each stress. A stress versus time plot of two simulations at
a stress of 50 MPa is shown in Figure V.6. Compared to the simulations with var-
ied critical climb distances, the stress versus time plots with and without a vacancy
relaxation volume are qualitatively similar. The average strain rate at each stress is
shown in Table V.3, along with the ratio of the value for the case with 10% vacancy
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relaxation volume to the value for the case with zero vacancy relaxation volume.
Examination of the table does not show as stark of a difference in creep rates as was
observed when the critical climb distance was varied, although the the creep rate
tends to be lower at high stresses with a nonzero vacancy relaxation volume. Once
again, the strain rates are in reasonable agreement with experimental results.
Table V.3: Average strain rates for simulations with zero vacancy relaxation volume
and with a vacancy relaxation volume of 10% of the atomic volume. The critical
climb distance used was 20 Burgers vectors
Stress (MPa) Ωv = 0 Ωv = 0.1Ω ratio
10 2.85E-8 2.95E-8 1.03
20 4.60E-8 8.10E-8 1.76
30 2.65E-7 1.70E-7 0.640
40 2.29E-7 3.01E-7 1.32
50 3.60E-7 2.98E-7 0.827
60 8.33E-7 4.91E-7 0.590
70 9.87E-7 8.51E-7 0.863
80 3.97E-6 1.64E-6 0.414
90 3.70E-6 2.83E-6 0.765
As was done for the simulations with varied critical climb distances, the strain
rates for the simulations with a nonzero vacancy relaxation volume were plotted on a
log-log scale as a function of the normalized shear stress to determine the power law
creep exponent, n. This is shown in Figure V.7(a). The lower stress exponent was
found to be 1.69, while the higher stress exponent was calculated to be 4.36, which
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is at the lower end of the range obtained from experiments. Compared to the results
with a vacancy relaxation volume of zero, there is a smaller difference between the
higher and lower stress exponents. Additionally, there is a more uniform increase
in strain rate with an increase in stress, and less scatter in the results, particularly
at higher stresses. When the two curves are superimposed, as in Figure V.7(b),
the curve for the simulations with 10% relaxation volume does not rise as quickly
with increasing stress. However, the difference in creep rate is within the scatter of
the creep rates from the simulations with zero vacancy relaxation volume, and the
difference in the results may be simply due to the random microstructures that were
used.
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Figure V.7: (a) Variation of strain rate with normalized shear stress for simulations
with a critical climb distance of 20 Burgers vectors and a vacancy relaxation volume
of 10%, and (b) the same plot with Figure V.4(a) superimposed for comparison. The
error bars indicate the scatter in results from several different initial microstructures
at each stress level. The slope of the curve is the value of the power law creep
exponent n.
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V.4 Analysis of the Vacancy Relaxation Volume Effect
Analysis of the high temperature DD formulation shows that the vacancy re-
laxation volume parameter enters the framework via the equation for the vacancy
chemical potential, Equation III.7. Thus, the value of the vacancy relaxation volume
could only affect the vacancy diffusion and dislocation climb parts of creep simula-
tion, and not the dislocation glide portion of creep simulation. As in Section V.2, the
number of climb events over a 1000 s period of steady state creep were recorded for
each simulation. As was the case for simulations run with zero relaxation volume,
there were exactly 78 climb events per 1000 s with approximately 50 glide steps in
between each climb step. Additionally, the climb time step increment was exactly
the same value for simulations with 0 and with 10% vacancy relaxation volume. This
indicates that the vacancy relaxation volume has no effect on the series of dislocation
climb and glide steps that govern the simulation of dislocation creep. Consequently,
the reason for the difference in creep exponents remains unclear and may simply
be due to the difference in the randomly generated microstructures that were used.
However, the use of a nonzero vacancy relaxation volume does introduce the effect
of the pressure gradient into the vacancy concentration calculation as can be seen by
combining equations III.7, III.8, and III.9 and linearizing:
C˙ = D∇2C − DΩv
kT
∇ · C∇p+ C˙src in V (V.1)
The effect of the pressure gradient can be clearly seen in Figure V.8. Compared
to the vacancy concentration field for the simulation without a vacancy relaxation
volume, the vacancy concentration field for the simulation with a 10% vacancy re-
laxation volume is much more heterogeneous.
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Figure V.8: Contour plots of vacancy concentration for simulations run with an
applied stress of 50 MPa and vacancy relaxation volumes of 10% (a) and 0 (b). All
plots show the state of the simulated specimens after approximately 4500 s.
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CHAPTER VI
CONCLUSIONS
An investigation has been performed to determine the effects of certain param-
eters on the results of high temperature dislocation dynamics creep simulations.
Specifically, the effects of changing the critical climb distance and using a nonzero
value for the vacancy relaxation volume on the creep response of micron scale single
crystals were recorded and analyzed. The findings are summarized below:
1. Increasing the critical climb distance by a factor of two decreases the steady
state creep rate by the same factor. Since the climb velocity is unaffected by
the critical climb distance, changing this distance changes the time it takes for
a dislocation to climb to a new slip plane. The time scale of dislocation climb
is of the order of 109 greater than the time scale of dislocation glide, so the
vast majority of simulated time represents the dislocation climb phase of the
DD framework and any change in the time to climb thus directly affects the
steady state creep rate.
2. Changing the critical climb distance has no apparent effect on the stress depen-
dence of the creep rate.This is because the critical climb distance only affects
the climb phase of the simulation process and not the glide phase during which
most of the strain occurs.
3. Using a nonzero value for the vacancy relaxation volume seems to have a slight
effect on the steady state creep rate, particularly at higher stresses where the
creep rate is reduced compared to when the vacancy relaxation volume is zero.
Correspondingly, the stress dependence of the creep rate was also reduced with
49
a nonzero vacancy relaxation volume. Although these effects were observed, no
apparent cause could be found, and they may simply be due to the variation
in the microtructures that were used in the simulations.
4. Running simulations with a nonzero vacancy relaxation volume introduces the
effect of the pressure gradient into the calculation of the vacancy concentration
field, as can be seen in contour plots of the vacancy concentration.
Further work is still needed in order to enable the use of DD to model and predict
TBC failure. In particular, the present framework would have to be extended to
simulate creep in polycrystalline specimens and include grain boundary diffusion.
Additionally, the ability to simulate the diffusion of anionic and cationic vacancies is
necessary in order to simulate the growth of the TGO. Finally, the ability to simulate
the mechanical response of multiple layers of different materials would enable a full
TBC system to be simulated.
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