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Abstract 
One of successful approaches for object localization and recognition is sliding window approach where different candidate 
windows are found and evaluated and the best window is selected to represent the object. To avoid exhaustive search over 
all windows locations, Efficient Sub-window Search (ESS) [1] algorithm were proposed to efficiently find the best window 
among all sub-windows using branch and bound technique. In case of multi-class multiple object detection problems, such 
methods are time consuming. To handle this issue, efficient multi-object detection approach is proposed based on image 
superpixelization We utilize image superpixels in 2 points. (a) Such preprocessing stage is done once for an image, hence 
multiple detections could be fast. (b)  We observe that image superpixels could help in identifying the promising candidate 
sub-windows, hence evaluating all sub-windows could be avoided. An efficient brute force sub-window search algorithm is 
proposed based on these observations. Moreover, for improving its performance, the algorithm is integrated with ESS 
algorithm. The proposed algorithms are assessed on the PASCAL 2006 and PASCAL 2007 test-set and show that they are 
faster than the state-of-the art sub-window search algorithms, while achieving a comparable performance comparing with 
them. 
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1. Introduction 
One of the most important tasks in computer vision is object detection, which is defined as finding the exact 
locations of objects in the image. There are different forms to localize an object, e.g. by its bounding box, its 
contour, or by finding object's pixels. As sliding window classifiers are widely applied and successful [1, 2, 3, 
4] in finding objects, in this paper we give our attention to bounding box localization. 
The sliding window approach examines every possible sub-image (sub-window) in the image, and then 
applies a binary classifier function to assign a score for each sub-image and the sub-image with the maximum 
score indicates the most confident location in the image to be the object of interest. As an N x N image has 
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O(N4) sub-images, it will have billions of windows to be evaluated, and therefore an exhaustive search is not 
practical. One way to avoid examining all the windows is using a heuristic to prune parts of the search space, 
but in this way the algorithm is subjective to missing the object. Recently, ESS approach [1] applied branch and 
bound technique that considered all possible windows to find the window with the maximum score while 
minimizing the number of classifier evaluations, hence it is an effective (i.e. considers all sub-windows) and 
efficient (i.e. minimizes the number of evaluations) solution. Unfortunately, ESS is highly dependent on the 
existence of the object in the image and in case it doesn't exist in the image, the algorithm will yield its worst 
computational complexity O(N4) by examining most of the sub-images. Later, I-ESS algorithm [5], an 
improvement for ESS's branch and bound technique, was proposed to handle this issue and make it more 
practical (its computational complexity varies from O(N2) to O(N3). Although such improvements, still the case 
of multi-class multiple object detection is a tougher challenge where processing for different classes (e.g. 
person, cow and dog) and more than one detection per image (e.g. find 3 persons) is urgent. In our work, we 
give attention to this part. 
Traditionally, a sub-window is represented by using 2 corner pixels (e.g. top left pixel and bottom right 
pixel). Given a sub-window that encloses an object, what about moving the top left pixel little steps in the up, 
down, left or right direction? Such moving doesn't highly affect the sub-window view. Given image's 
superpixels, we claim that, sub-window's corner pixels could be moved toward the other pixels inside their 
superpixels and the updated sub-window still contains the object, see Fig. 1. We utilize these observations to 
evaluate little number of sub-windows, while still finding comparable object detections with an approach that 
evaluates all sub-windows, and utilize the preprocessed superpixels per an image in running multiple 
detections.  In addition, as image superpixelization is independent from the class, the same segmentation is 
processed once and used in all classes, which allow us to present a an efficient framework for multi-class 
multiple object detection  problem. The main technical contributions of this work are: 
x Sub-window representation using 2 corner superpixels instead of the traditional 2 corner pixels 
x An efficient brute force algorithm for sub-window search based on first point 
x Updated version of ESS algorithm for sub-window search based on first point 
 
 
 
 
 
 
 
 
 
Fig. 1: Red box is the correct detection (tightest box containing the car). Black and blue boxes result from moving the red box's corner 
pixels toward the other pixels inside their superpixels, and although so, such 2 detections still could be accepted 
The paper is arranged as following: Section 2 briefly reviews the related work; section 3 explains typical 
preprocessing stages for images in sliding window approaches. In section 4, the details of the sub-window 
representation is described, and in section 5, the 2 proposed methods are explained. In section 6 the algorithms 
efficiency is demonstrated against I-ESS [5], the state-of-the art sub-window search algorithm. Finally, in 
section 7, we conclude our work and highlight points of further research.  
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2. Related work 
There are numerous approaches that have tackled the object localization problem. Broadly speaking, they 
could be classified based on the used localization forms, e.g. bounding box shapes or tightly enclosing shapes. 
For bounding box localization, the sliding window classifier approach usually is the preferred method. A 
typical 500 x 500 image will have billions of sub-windows to evaluate, and as a result, a brute force approach 
that tries all sub-windows is impractical, although it guarantees a global optimal solution. One way for reducing 
such huge space is working over fixed sizes windows [6], and another way is local optimization methods where 
one could identify clusters of promising local features and limit search in these clusters [7]. On the other hand, 
ESS approach[1] proposed applying branch and bound technique in an elegant way to work over all possible 
sub-windows in the image, but minimizing the number of classifier evaluations. 
We focus on bounding box object localization. Image superpixels are utilized to determine a small subset of 
promising candidate sub-windows to have the object of interest. Experimental results show that, the proposed 
methods have superior detection speed and comparable recognition performance with compare to approaches 
that consider all image's sub-windows (e.g. ESS). 
On the other side of approaching the object localization problem, there are approaches that use more tightly 
enclosing shapes rather than bounding box representation. For example, polygons with specified number of 
sides were used to represent the objects of interest [4] while other approaches avoided such pre-specified 
shapes by constructing free contours to represent the objects [8]. 
3. Bounding box object localization using bovw representation 
One of the most used representations for bounding box object localization problem is the Bag of Visual 
Words (BOVW) representation. Given a training set of images and their ground truth (boxes to determine 
objects' locations), the BOVW for images could be generated and used in localization [1, 5, 8] in the following 
steps. 
First, a feature detector (e.g. SIFT [2] or SURF [9]) is applied on each image to detect feature points. Then, 
all detected feature points are described by the feature descriptor, and the descriptors are quantized into a K 
visual words (e.g. cluster centers). At that time, any feature inside the image could be quantized by describing it 
and finding the nearest visual word to its descriptor. 
Second, a classifier (typically a linear one) is used to learn how to identify the object of interest as 
following: for each box representing one of the object's instances in the training images, a K dimensional vector 
v is computed to represent the frequency of the detected visual words in this box. Then a linear Support Vector 
Machine (SVM) classifier with an input vector v and an output score y is learned to indicate the confidence in a 
box to tightly contain the object of interest. The decision function (confidence score) of the SVM for a given 
vector v representing box B is: 
¦ ²¢ 
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For training this classifier, the boxes that contain the object of interest in the training images are used as 
positive examples, while boxes from background and other objects types are used as negative examples. As 
shown in [1], due to linearity of the scalar product of Equation 1, the contributed score for each visual word 
could be calculated, and the equation could be rewritten as sum over per-point contribution for the visual words 
in B:  
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In Equation 2: B is the box to be evaluated, vw is a visual word inside B and score(vw) is the score 
computed to this word. For a given image, a score matrix S is computed such that each index's value in S 
equals to the score of the corresponding visual word; hence, the output y for any box is the sum of scores in S 
corresponding to this box + E . As E is a constant and added to any box's score, it could be dropped. In this 
way, finding the box with the highest output score y to represent the best location for the object turned to be 
finding the box with the maximum sum in S. Using image[1, 5] the score matrix could be pre-processed in 
O(N2) memory, and then the score summation of any sub-window is evaluated in O(1) time. 
For detecting object of interest in a new image, the same feature detector is applied to find the feature points, 
then the descriptor describe these points and assign these descriptors to the nearest visual words. Then, the 
score matrix is calculated and an algorithm will be run to find the box with the maximum score summation. In 
our proposed algorithms, this mechanism (BOVW + Linear SVM) is applied to evaluate a sub-window's score. 
4. Sub-window representation using 2 superpixels 
Traditionally, the sub-window could be represented by 2 corner pixels: top left one and bottom right one (or 
top right one and bottom left one). Utilizing the concept of superpixels, which by definition is a group of 
connected pixels that share similar visualization, we hypothesize that a bounding box could be represented by 2 
superpixels: top left one and bottom right one (or top right one and bottom left one). Given an N x N image, 
unsupervised segmentation [10, 11] could be applied to generate M superpixels, then any sub-window that 
could be represented by 2 pixels, still could be represented by the 2 superpixels that include these 2 pixels. In 
this way, instead of considering all pixels to generate all O(N4) sub-windows (typically billions), only 
superpixels are considered to generate O(M2) sub-windows (typically thousands, for a moderate M=100). 
After segmenting an image to M superpixels, each pixel belongs to one of these superpixels. Therefore, 
selecting 2 superpixels of sizes A and B to represent a sub-window is replacement to A x B sub-windows using 
pixels representations. The question is how 2 superpixels will represent a sub-window? We propose 2 
representations for a superpixel in our algorithms: the superpixel's centroid (SC) and the superpixel's bounding 
box (SBB). For SC representation, we find the centroid pixel of a superpixel (the centroid of all pixels/vertices 
inside it) to represent it. For SBB representation, we find the tightly enclosing box B of the superpixel and 
represent the superpixel by 2 pixels: top left pixel (TL) and bottom right (BR) pixel of B. Hence, a bounding 
box for 2 superpixels using the SC representation is the box that tightly include their 2 centroid pixels, while in 
case SBB representation, it is the box that tightly include their 4 pixels (TL1, BR1, TL2, BR2). Fig. 2 shows 
these 2 superpixels' representations and how to use them to represent a sub-window. 
 
 
 
 
 
 
 
 
Fig. 2: Left part shows a black bounding box encloses 2 white pixels, the centroids of 2 superpixels. Right part shows a black bounding box 
encloses 2 white small boxes, the enclosing boxes for 2 superpixels 
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5. Proposed algorithms 
Based on the sub-window representation using 2 superpixels, we propose 2 efficient sub-window search 
algorithms that examine a small subset of the promising candidate sub-windows to contain the object. In next 2 
sections, their details are provided. 
5.1. OLIS-BF algorithm 
Our first proposed algorithm is OLIS-BF which stands for Object Localization using Image 
Superpixelization-Brute Force application. As the number of superpixels in an image is extremely smaller than 
the number of pixels, the brute force (BF) algorithm could be re-considered as a practical algorithm in terms of 
time and memory orders. In this algorithm,  every pair of M superpixels is tried and their enclosing sub-
window (using either SC or SBB representation) is evaluated, and the sub-window with the maximum score is 
selected to represent the most confident location to have the object. Following is the pseudo-code for it in SC 
representation (OLIS-BF-SC): 
 
Input: Supers[1:m] - 1D array of superpixels where each superpixel is centroid pixel(x, y), S - 
generated real score matrix 
Output: Window ( pixel(T, L), pixel(B, R) ) where (T, L) is top left pixel and (B, R) is bottom right 
pixel of the best window, BestWindowScore 
 
BestWindowScore  = -Infinity; 
for i  = 1 to M do 
 for j  = i + 1 to M do 
  T1 = min(supers[i].x; supers[j].x); 
  L1 = min(supers[i].y; supers[j].y); 
  B1 = max(supers[i].x; supers[j].x); 
  R1 = max(supers[i].y; supers[j].y); 
  if BestWindowScore < WindowScore(S, T1, L1, B1, R1) then 
   BestWindowScore = WindowScore(S, T1, L1, B1, R1); 
   T  =  T1; B  =  B1; L =  L1; R  =  R1; 
  end 
 end 
end 
 
Complexity analysis: The algorithm is O(M4) time order as it tries every pair of superpixels, calculates the 
bounding box for them, and then calls WindowScore function that could be implemented in O(1) using image 
integral. WindowScore is a method that sums all scores in the score matrix S for the given sub-window. For 
memory order, the algorithm uses O(1) memory. Note that, computation of the score matrix S, the image 
integral matrix or image superpixelization is O(N2) memory. 
OLIS-BF using SBB algorithm is similar to OLIS-BF using SC, except that the bounding box for 2 
superpixels is calculated in SBB format. In addition, the algorithm complexity analysis is same as OLIS-BF 
using SC. 
Another interesting variation is OLIS-BF using SC-SBB pixels where the 2 pixels of SBB representation 
and the pixel of SC representation are used to represent a superpixel: {TL, BR, SC}. Then, for a given 2 
superpixels, we could try 9 different sub-windows to select the best window among them, such that sub-
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window's first pixel is one of the 3 pixels of first superpixel, and the second pixel is one of the 3 pixels of 
second superpixel. This variation complexity analysis is too similar to OLIS-BF using SC. 
5.2. OLIS-ESS algorithm 
In this algorithm, we propose integrating our approach for finding the promising sub-windows with ESS 
algorithm [1]. In other words, we propose running ESS over only the pixels of the superpixels' representation 
(e.g. only M pixels for SC representation) instead of the whole image's pixels. ESS uses BOVW representation 
and linear kernel SVM to generate the score matrix S, and then applies branch and bound (BB) technique in an 
efficient way to find the window of the maximum summation score without evaluating every sub-window in 
the image.  
The used state in ESS is a set of windows coupled with an upper bound value indicating the maximum score 
a window may have inside this set. This state is represented by 4 intervals, each interval [Start-coordinate, End-
Coordinate] represents the range of coordinates an edge in the window may have. In each step in the algorithm, 
the highest upper bound state is extracted, using priority queue over upper bound values, and divided to 2 sub-
states each coupled with its new upper bound, and then pushed again among the remaining states in the queue 
to be examined. For splitting a state, the largest interval out of the 4 intervals is divided to 2 halves, and the 
first sub-state is the 3 unchanged intervals and the first half of the divided interval, while the second sub-state is 
the 3 unchanged intervals and the second half of the divided interval. The initial state of BB is the set of all 
windows (N2M2 window) in a N x M image, e.g. ([1, N], [1, M], [1, N], [1, M]) corresponding to (Top, Left, 
Bottom, Right) sides of a possible window. 
In ESS, the upper bound function is selected to be a tight bound, e.g. when a state has only one window, its 
upper bound value will equal window summation score, hence, once the BB finds this window, the search 
could terminate as no other states may have a bigger summation score. For more details on the bounding 
functions, check [1, 5]. 
In our work, only the superpixels' pixels (1 pixel in case SC, and 2 pixels in case SBB for each superpixel) 
are considered rather than the whole set of N2 pixels as in ESS. To integrate our work with ESS's branch and 
bound framework, we propose a different state for the BB: a state of 4 it sorted sets of coordinates in 
replacement to the 4 intervals in ESS. For the horizontal edges, the coordinate set X is the set of x's in the 
superpixels' pixels (x, y) while for the vertical edges, the coordinate set Y is the set of y's in the superpixels' 
pixels (x, y). Our initial state is (X, Y, X, Y) corresponding to (Top, Left, Bottom, Right) sides. For example, 
using SC representation, given an image with 4 superpixels and their centroids are {(1, 2), (2, 5), (4, 3), (4, 6)}, 
then X = {1, 2, 4}, Y = {2, 3, 5, 6} and our algorithm virtually works over an 4 x 3 image. 
For splitting the state, the largest set of coordinates out of the 4 sets is divided to 2 halves, and the first sub-
state is the 3 unchanged sets and the first half of the divided set, while the second sub-state is the 3 unchanged 
sets and the second half of the divided set. Unless careful implementation, such state representation and 
splitting may increase the algorithm order and hence, we lose its efficiency. We notice that, each state works 
over certain intervals from X and Y sets, then the 2 sets could be global for the procedure, and each state has 4 
intervals, each interval represents [Start-index, End-index] in the corresponding set. Following is the pseudo-
code for it (OLIS-ESS): 
 
PQ  =  Ø; 
STATE = ([1, S IZE(X)], [1, S IZE(Y)], [1, S IZE(X)], [1, S IZE(Y)]); 
UB = UpperBound(F, S, STATE); 
Push(PQ, (STATE, UB)); 
 
while PQ ≠ Ø do 
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 (STATE, UB)  =  GetTop(PQ); 
 PQ  =  PQ - TopState; 
 if only one window in STATE then 
  BestWindowScore  = UB; 
  (pixel(T, L),pixel(B, R))   =  GetWindow(STATE); 
  break; 
 end 
 else 
  (STATE1, STATE2)  = Split(STATE); 
  Push(PQ, (STATE1, UpperBound(F, S, STATE1))); 
  Push(PQ, (STATE2, UpperBound(F, S, STATE2))); 
 end 
end 
 
Complexity analysis: In this formulation, the OLIS-ESS complexity is subjective to the sizes of the X and Y 
sets, not to the original image dimensions. The biggest size for set X or Y is when all coordinates are distinct: 
M in case SC representation, while 2M in case SBB representation. Hence, OLIS-ESS examines O(M4) sub-
windows, not just O(M2) and classifier scores of OLIS-ESS will always be superior to OLIS-BF, as its 
evaluated sub-windows are superset to OLIS-BF ones. The algorithm behavior is similar to ESS algorithm [1]: 
its order varies from O(M2) to O(M4) based on the confidence score for the best sub-window (e.g. in case a low 
score maximum sum, algorithm will exhaustively check all possible sub-windows).  
6. Experiments 
In this section, we assess the proposed methods with different sub-window representations on standard 
datasets: the PASCAL VOC 2006 detection challenge [12] and the PASCAL VOC 2007 detection challenge 
[13] All experiments were carried out using GCC (3.4.2) compiler on a desktop PC (2.2GHz Intel Core i7-
2670QM processor) running Windows 7. Time measures and average precisions are recorded for different 
classes. It is important to mention that our work is about efficient sub-window search, and not about learning 
robust models. In addition, the recognition performance depends highly on the generated feature points and the 
calculated scores (from SVM support vectors) for the visual words. 
In PASCAL VOC detection challenge, algorithms should detect the bounding boxes and confidence values 
for any possible instances for the given set of classes. A detection is correct if the area of overlap (AO) between 
the detected bounding box (PB) and ground truth bounding box (GB) exceeds 50% in Equation 3. The 
confidence values of detected boxes are used to generate a precision/recall curve, and then, the average 
precision is measured from this curve. 
GBPB
GBPBAO 
        (3) 
Similarly to [1] and [5], we detect the best location for the object of interest (sub-window with the maximum 
summation in S among the tested sub-windows) and assign its confidence score to the this sub-window. In 
addition, to find multiple object locations in an image, we search for the best location and remove it from score 
matrix, then start again the search, and so on. 
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We compare our localization efficiency and effectiveness against the I-ESS algorithm [5], the state-of-the art 
sub-window search algorithm. We use their available source code* to predict the bounding boxes for different 
categories and evaluate I-ESS time and performance over the test-sets on our machine for the comparison 
purpose. We utilize the generated feature points and visual words scores† for Pascal 2006 and Pascal 2007 
datasets to build the score matrix S per an image. Note, person class details were not provided in Pascal 2007 
dataset. 
For image superpixelization, EGIS algorithm [11] is applied over images. The selection of this algorithm is 
due to its speed in dividing the image to superpixels. The algorithm parameters are: 1) sigma: used in the 
Gaussian filter for smoothing, 2) minimum size: indicate the minimum allowed superpixel size, 3) K: a 
constant used in a threshold function that controls relationship between superpixels (a larger K causes a 
preference for larger superpixels). 
6.1. PASCAL VOC 2006 
PASCAL VOC 2006 database [12] consists of 10 object classes and 5304 images of natural scenes with 
object labels and their corresponding ground truth bounding boxes (1277 images for training, 1341 images for 
validation and 2686 images for testing - 9507 object instances).  
To determine values of parameter for EGIS [11], OLIS-BF is applied over the validation dataset with 
different sets of parameters and the best one compromising between accuracy and speed is selected. Our best 
parameters for this dataset are (sigma=0.5, min size=200, K=500). Over the test-set, the average time for 
segmenting an image is ~200 ms and the average number of superpixels is ~70 superpixel. 
In Table 1, different processing times for the algorithms are recorded. It is important to highlight that our 
proposed methods have processing time (~200ms for image superpixelization) while I-ESS hasn't; hence our 
actual advantage is when we need to run the algorithm multiple times on an same image, and in fact, this what 
happens due to having more than one class (e.g. 10 class in VOC2006) and we may need to do multiple 
detections per class in an image(e.g. 3 detections). 
In search time comparison, we don't include common pre-processing time(PT) (e.g. feature extraction time). 
In addition, actual search time of the algorithms for detecting C object instances in an image for C classes 
found to be ~ (PT + AverageTimePerDetection * C). Hence, we don't experiment time of multiple detection per 
class, and estimate it as ~(PT + AverageTimePerDetection * C * D), where D is number of required detections 
per class. 
Time measures show that OLIS-BF algorithm is extremely much faster than other algorithms. OLIS-ESS-
SC is slower than OLIS-BF but faster than I-ESS when number of required detections > 19 (generally  
(Processing Time) / (IESS.avg - Algorithm.avg). OLIS-ESS-SBB is very slow comparing with other 
algorithms, hence there is nonsense to try variation OLIS-ESS-SC-SBB similar to OLIS-BF-SC-SBB, as sets X 
and Y will have dimensions greater than OLIS-ESS-SBB's sets dimensions. The dimensions of reduced images 
are ~ 61 x 63 (e.g. SIZEOF(X) is 61 and SIZEOF(Y) is 63) and 101 x 105 for OLIS-ESS-SC and OLIS-ESS-
SBB, respectively. 
 
 
 
 
* Provided from [5] at: http://impca.cs.curtin.edu.au/downloads/software.php 
† Provided from [1] at: https://sites.google.com/a/christoph-lampert.com/work/software 
116   Mostafa S. Ibrahim et al. /  Procedia Computer Science  13 ( 2012 )  108 – 119 
Table 1. Time measures (in milliseconds) are recorded for applying the algorithms over VOC2006 test-set. Columns 3, 4 and 5 record the 
minimum, maximum and average time for one detection per image(without considering the Preprocessing Time (PT)). Actual comparisons 
are in last 2 columns. In case of searching for 10 classes and 1 detection per class in an image, we estimate overall time per image as 
PT+avg*10, and for 3 detections per class as PT+avg*3*10 
Algorithm PT Min-PT Max-PT Avg-PT 10 detections 3*10 detections 
OLIS-BF-SC 200 0.001 2.09 0.17 201.7 205.1 
OLIS-BF-SBB 200 0.001 3.16 0.42 202.8 208.4 
OLIS-BF-SC-SBB 200 0.01 6.75 0.64 206.4 219.2 
OLIS-ESS-SC 200 0.01 473.71 8.42 284.2 452.6 
OLIS-ESS-SBB 200 0.02 898.93 18.0 380.0 740.0 
I-ESS 0 0.97 167.77 18.54 185.4 556.2 
 
In Table 1, we could notice that the 3 brute force algorithms (BF-SC, BF-SBB, BF-SC-SBB) are so fast with 
comparing to I-ESS in case of multi-class problem, as a result it is the case in multi-class multi-detection 
problem (when have to detect 3 boxes per image for a given class). For OLIS-ESS algorithms, I-ESS is faster 
in case of multi-class problem, while when we move to multi-class multi-object problem , we find that OLIS-
ESS-SC is faster. This is due to the high avg detection time (e.g. 8.42 ms). Hence, we should decide to use 
OLIS-ESS-SC only when we are sure that we are in case of large number of detections needed (19 as referred 
before). 
 
In Table 2, Average Precision (AP) scores for applying the algorithms over VOC2006 test-set are recorded. 
The 2 algorithms with both representations achieve a comparable performance to I-ESS, the state-of-the art 
sub-window search algorithm. 
Table 2. The Average Precision (AP) scores for 10 categories when applying the algorithms on VOC2006 test-set, when only detecting one 
object of interest per test image 
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OLIS-BF-SC 0.382 0.089 0.291 0.134 0.044 0.015 0.069 0.218 0.029 0.038 
OLIS-BF-SBB 0.388 0.075 0.291 0.160 0.062 0.019 0.062 0.203 0.025 0.054 
OLIS-BF-SC-SBB 0.404 0.075 0.302 0.167 0.063 0.020 0.077 0.221 0.028 0.054 
OLIS-ESS-SC 0.409 0.065 0.306 0.170 0.065 0.020 0.077 0.227 0.029 0.106 
OLIS-ESS-SBB 0.409 0.067 0.308 0.165 0.079 0.020 0.062 0.223 0.028 0.105 
I-ESS 0.413 0.066 0.306 0.170 0.079 0.024 0.061 0.220 0.028 0.106 
 
Considering both efficiency and performance of proposed algorithms against I-ESS, OLIS-ESS-SC is the 
best compromise. In mean time, OLIS-BF-SC-SBB variation is substantially faster than I-ESS while having a 
comparable performance, and this makes it more suitable for real time applications. See Figure 3 for visualizing 
the algorithms against the ground truth.  
117 Mostafa S. Ibrahim et al. /  Procedia Computer Science  13 ( 2012 )  108 – 119 
6.2. PASCAL VOC 2007 
PASCAL VOC 2007 database [13] consists of 20 object classes and 9963 images of natural scenes with 
object labels and their corresponding ground truth bounding boxes (2501 images for training, 2510 images for 
validation and 4952 images for testing - 24640 object instances). For EGIS [11] parameters, our best 
parameters for this dataset are too (sigma=0.5, min size=200, K=500). Over the test-set, the average time for 
segmenting an image is ~150 ms and the average number of superpixels is ~60 superpixel. 
Similar to PASCAL VOC 2006 experiments, search time comparison for 20 classes in Table 3 and Average 
Precision in Table 4. Table 3 has almost same conclusion as Table 1 (for voc 2006). 
Table 3. Time measures (in milliseconds) are recorded for applying the algorithms over VOC2007 test-set. Columns 3, 4 and 5 record the 
minimum, maximum and average time for one detection per image(without considering the Preprocessing Time (PT)). Actual comparisons 
are in last 2 columns. In case of searching for 20 classes and 1 detection per class in an image, we estimate overall time per image as 
PT+avg*20, and for 3 detections per class as PT+avg*3*20 
Algorithm PT Min-PT Max-PT Avg-PT 20 detections 3*20 detections 
OLIS-BF-SC 150 0.001 1.34 0.11 152.2 156.6 
OLIS-BF-SBB 150 0.001 2.27 0.19 153.8 161.4 
OLIS-BF-SC-SBB 150 0.001 5.26 0.44 158.8 176.4 
OLIS-ESS-SC 150 0.01 259.59 4.39 237.8 413.4 
OLIS-ESS-SBB 150 0.01 630.79 9.08 331.6 694.8 
I-ESS 0 0.64 117.72 11.0 220.0 660.0 
Table 4. The Average Precision (AP) scores for different categories when applying the algorithms on VOC2007 test-set, when only 
detecting one object of interest per test image 
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OLIS-BF-SC 0.043 0.113 0.057 0.118 0.093 0.028 0.074 0.026 0.089 0.030 
OLIS-BF-SBB 0.072 0.120 0.062 0.103 0.121 0.023 0.066 0.020 0.071 0.031 
OLIS-BF-SC-SBB 0.061 0.119 0.057 0.105 0.120 0.024 0.069 0.022 0.069 0.028 
OLIS-ESS-SC 0.076 0.123 0.064 0.114 0.087 0.031 0.111 0.029 0.093 0.026 
OLIS-ESS-SBB 0.076 0.126 0.064 0.108 0.122 0.023 0.073 0.027 0.082 0.028 
I-ESS 0.089 0.125 0.068 0.112 0.126 0.023 0.079 0.028 0.084 0.022 
 
Considering both efficiency and performance of proposed algorithms against I-ESS, we have the same 
conclusion for VOC2006 test-set. Hence, we believe that proposed algorithms are robust and efficient across 
datasets. See Fig. 3 for visualizing the algorithms against the ground truth. 
6.3. OLIS error analysis 
In this section, the differences of confidence scores between the optimal sub-window (sub-window with 
maximum score in S) and the detected sub-window by the proposed algorithms are investigated. Out of 26860 
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and 94088 evaluated sub-windows for VOC2006 and VOC2007, respectively, we report cases such that 
OptimalSubWindowScore - DetectedSubWindowScore > 5%. In Fig. 4, we visualize these cases against the 
optimal scores where the cases are sorted by increasing optimal scores.  
 
 
 
 
 
 
 
 
 
 
Fig. 3: Visualizing the algorithms performance (first row for VOC2006 and second row for VOC2007), algorithms in order: BF-SC, BF-SBB, BF-SC-SBB, 
ESS-SC, ESS-SBB and I-ESS. The red box shows the actual ground truth and the white box show the best detected location for the algorithm 
 
Fig. 4: Reported cases for the proposed algorithms against their optimal scores (First row for VOC 2006 and second row for VOC 2007). 
The recorded percentages in boxes are the percentages of the cases with error > 5% 
Through these results, per an algorithm, SBB representation has much less reported cases than SC 
representation. On the other hand, OLIS-ESS algorithm has less error cases than OLIS-BF algorithm, due to its 
evaluated sub-windows are superset to OLIS-BF ones, as mentioned in OLIS-ESS analysis. It is important to 
mention that, although having little error cases is desirable, this mainly indicates finding a sub-window with a 
score so close to the optimal possible score, but not necessarily achieving a better performance, e.g. OLIS-ESS-
SBB has just 0.2% error cases, but OLIS-ESS-SC has better performance. In fact, the maximum sub-window 
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score may not match the ground truth, hence there is another sub-window with a smaller score that will be 
counted as the correct detection. In other words, proposed algorithms exceeds I-ESS performance in some 
categories, although we don't always find the maximum sum sub-window. This is due to searching for a sub-
window with maximum possible score guided by the image superpixels. 
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