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Introduction {#sec001}
============

A classic topic in finance is about the behavior of stock market prices. This issue mainly covers two areas: the first one is related with the idea of market efficiency, namely, if stock prices are independent random variables, whereas the another is about the underlying distribution in market prices. Indeed, both topics are connected.

The foundations of the so-called Efficient Market Hypothesis (EMH, herein) were first collected by Cootner in \[[@pone.0127824.ref001]\]. Such a hypothesis implies that stock returns become independent and identically distributed (i.i.d., herein) random variables.

Sometimes it is assumed that the underlying distribution for stock market (log returns) is the normal one. However, the application of normal distributions to model stock returns leads to an extreme simplification of reality. In this way, the first to show that empirical data exhibits more kurtosis and variance than normal distributions may report was Fama in \[[@pone.0127824.ref002]\] (1965). Since then several distributions have been contributed to model stock market returns. For instance, both normal and log normal distributions have been applied in financial literature as a good fit for financial series, mainly since their parameter estimation becomes relatively easy, being the (log-) normal one quite suitable for modeling purposes. Nevertheless, some works have reported empirical evidence against the convenience of their use in finance \[[@pone.0127824.ref003]\].

In addition to that, the Student distribution becomes another widely used model in literature. This presents fatter tails than a normal distribution though it does not result helpful for skewness. Indeed, recall that due to Central Limit Theorem (CLT), the addition of Student random variables leads to a normal one.

Another extended practice consists of the use of more flexible parametric distributions, namely, families of distributions which include many other probability distributions as particular cases. One of the most popular among them is the so-called stable distribution, which was first introduced by Mandelbrot in \[[@pone.0127824.ref004]\]. Moreover, some variations for stable distributions were contributed in \[[@pone.0127824.ref005]--[@pone.0127824.ref012]\], to quote some of them. Thus, note that Generalized CLT states that the sum of i.i.d. stable variables remains also stable. Nevertheless, their variance may be equal to infinite, that constitutes the key reason for which such a parametric family has been mostly rejected in financial literature to model asset returns (see \[[@pone.0127824.ref006], [@pone.0127824.ref008], [@pone.0127824.ref013]\]).

On the other hand, both Pearson distribution (see \[[@pone.0127824.ref014], [@pone.0127824.ref015]\]) as well as logistic distribution constitute non-standard alternatives to model stock returns \[[@pone.0127824.ref016], [@pone.0127824.ref017]\]. Further, the distribution of (log) stock returns has been understood also as a mixture of distributions (see \[[@pone.0127824.ref018], [@pone.0127824.ref019]\]). In this way, (exponential) generalized beta and generalized *t* constitute parametric distributions which allow a mixture interpretation.

Some general aspects about EMH were questioned by pioneer B. Mandelbrot. In fact, in \[[@pone.0127824.ref004]\] he concluded that stock prices could be fitted by means of a fractional Brownian motion, what is equivalent to state that prices exhibit long-memory. However, to determine whether market is efficient is not a simple matter: a wide amount of works support the EMH (see \[[@pone.0127824.ref020]--[@pone.0127824.ref024]\]), whereas some papers provide arguments against it (see \[[@pone.0127824.ref025]--[@pone.0127824.ref027]\]).

The concept of long-memory has been related to EMH in some recent works \[[@pone.0127824.ref028], [@pone.0127824.ref029]\]. In this way, scaling patterns have been increasingly explored for financial markets: in such a context, \[[@pone.0127824.ref030]--[@pone.0127824.ref034]\] constitute a sample of quite interesting contributions. Recall that such a connection was mainly introduced in \[[@pone.0127824.ref030]\], where it was considered that market agents may be essentially distinguished by the frequency at which they operate in markets.

Moreover, note that this also provides a link to the so-called Fractal Market Hypothesis (FMH, herein), which is not necessarily in conflict with EMH. Firstly, FMH emphasizes the impact of information and expectations on the investor behavior \[[@pone.0127824.ref035], [@pone.0127824.ref036]\]. In classical finance theory, information is treated as a generic item, so EMH implies that all types of information impact investors (also generic) in a similar way. In addition to that, FMH states that information is valued according to each investor's horizon. Hence, information has a different value for each investors group as well as each of them has its own trading rules and strategies. Indeed, while traders are only focused on short terms, investors are mainly interested in long-term investments. In fact, both EMH and Capital Asset Pricing Model (CAPM) seem to work fine provided that markets are considered to be stable, except during panics or crisis when correlations increase \[[@pone.0127824.ref037]\].

This is not unexpected, since EMH, Arbitrage Pricing Theory (APT) and CAPM constitute balanced models which do not work properly under turbulence. On the other hand, FMH is based on liquidity, which throws smooth pricing market processes, making it more stable. Therefore, the existence of investors having different horizons leads to a stable market evolution, though market may become unstable when one horizon becomes dominant since liquidity ceases. In this way, FMH predicts that critical events are connected to dominating investment horizons. Moreover, FMH is usually connected to either fractality or multifractality patterns on stock market processes (see \[[@pone.0127824.ref038]\]). On the other hand, in \[[@pone.0127824.ref039]\] it was shown throughout Continuous Wavelet Transform analysis (CWT) that short investment horizons dominate markets during financial crisis. Overall, scaling analysis provides a suitable approach to check the relative impact of such heterogeneous agents on price movements.

We would also like to point out that several authors suggest that EMH could be understood as the result of interactions among these agents which do indeed characterize a mature market \[[@pone.0127824.ref029], [@pone.0127824.ref040]--[@pone.0127824.ref044]\]. Thus, they assume that such market features should be quantified by means of their corresponding self-similarity exponents, so they analyze scaling behavior patterns in order to characterize markets. Overall, under such considerations, they state that developed market price series usually throws only short memory or no memory at all (namely, *H* ≤ 0.5), whereas emerging markets do exhibit long-memory properties.

There is a wide range of approaches in scientific literature to deal with Hurst exponent estimation. Among them, both R/S analysis (introduced in finance by Mandelbrot and Wallis in \[[@pone.0127824.ref045]\]) and Detrended Fluctuation Analysis (first appeared in \[[@pone.0127824.ref020]\]) are, maybe, the most widely applied procedures for this purpose. Nevertheless, inconveniences for both methodologies are well-known. For instance, in \[[@pone.0127824.ref027], [@pone.0127824.ref046], [@pone.0127824.ref047]\] it was proved that the self-similarity exponent estimation through those classical models presents important deviation, especially if the length of time series is not large enough. Further, R/S analysis implicitly assumes that stock market prices follow a fractional Brownian motion.

Alternative self-similarity index estimations have been contributed afterwards, including Multifractal Detrended Fluctuation Analysis (MF-DFA) \[[@pone.0127824.ref048]\], Lyapunov exponent \[[@pone.0127824.ref049], [@pone.0127824.ref050]\], Hudak's Semiparametric Method (GPH) \[[@pone.0127824.ref051]\], Quasi Maximum Likelihood analysis (QML) \[[@pone.0127824.ref052]\], Centered Moving Average (CMA) \[[@pone.0127824.ref053]\], Generalized Hurst Exponent (GHE) \[[@pone.0127824.ref054]\] and recently, Geometric Method-based procedures \[[@pone.0127824.ref055]\] and fractal dimension algorithms \[[@pone.0127824.ref056]\], to quote some of them.

Furthermore, DMA approach was first developed in \[[@pone.0127824.ref053], [@pone.0127824.ref057]\] to deal with long-range correlations for non-stationary fluctuating signals and revisited afterwards in \[[@pone.0127824.ref058]\]. Such an approach presents an advantage over DFA procedure, since DMA allows to estimate correlation properties for nonstationary signals without requiring additional assumptions over the underlying stochastic process, including the type of trends \[[@pone.0127824.ref059]\]. We would like also to point out that its implementation does not performs a division of the series into boxes, so scaling patterns are explored through moving average. This fact makes DMA algorithm quite efficient from a computational point of view. Interesting applications of DMA approach could be found in literature, including WTI crude oil futures market \[[@pone.0127824.ref060]\] and \[[@pone.0127824.ref061]\], where it was compared the performance of four estimators (FA \[[@pone.0127824.ref062]\], DFA, and two versions of DMA using backward (BDMA) and centered (CDMA) means, respectively). Authors proved there that both CDMA and DFA do show a similar performance. Moreover, in \[[@pone.0127824.ref063]\], DMA procedure was extended in order to properly deal with multifractal series through MF-DMA. Thus, the authors contributed empirical evidence that for multifractal time series, MF-DMA performs better than MF-DFA. On the other hand, a novel kind of approaches are raising in recent papers in order to test for long-range power law cross-correlations among nonstationary time series. In this way, let us quote among them, Detrended Cross-Correlation Analysis (DCCA) \[[@pone.0127824.ref064]--[@pone.0127824.ref066]\], Multifractal Detrended Cross-Correlation Analysis (MF-DXA, introduced in \[[@pone.0127824.ref067]\]), or recently, Multifractal Detrending Moving-Average Cross-Correlation Analysis (MF-X-DMA) \[[@pone.0127824.ref068]\].

Unfortunately, most of the approaches that are valid to calculate the self-similarity exponent for fractional Brownian motion based series do not work properly whether the underlying distribution is no longer the normal one. In fact, the interpretation of results in such cases may be far away from reality (see \[[@pone.0127824.ref069], [@pone.0127824.ref070]\] for Lévy stable motions case). Thus, the main goal in this paper is to show that *elevated two-sided power* distributions (ETSP, herein) could properly fit the evolution of financial time series. In addition to that, we explain also in the present work why a preliminary study regarding the underlying distribution of such series results quite useful to appropriately test for long-range dependence. The interpretation of the self-similarity exponent through this novel approach becomes completely different from the classical one.

Materials and Methods {#sec002}
=====================

Self-similar processes {#sec003}
----------------------

Let (*X*, 𝓐, *P*) be a probability space, with *t* ∈ \[0, ∞) being time. Recall that **X** = {*X*(*t*, *ω*):*t* ≥ 0} is a random process or a random function from \[0, ∞)×Ω to ℝ, if *X*(*t*, *ω*) is a random variable for all *t* ≥ 0 and all *ω* ∈ Ω, where *ω* belongs to a sample space Ω. Thus, we consider **X** as defining a sample function *t* ↦ *X*(*t*, *ω*) for all *ω* ∈ Ω. In this way, note that the points of Ω parametrize the functions **X**:\[0, ∞) × Ω → ℝ, and *P* is a probability measure on this class of functions.

Let *X*(*t*, *ω*) and *Y*(*t*, *ω*) be two random functions. The notation *X*(*t*, *ω*) ∼ *Y*(*t*, *ω*) means that they have the same finite joint distribution functions. A random process **X** is said to be self-similar \[[@pone.0127824.ref071]\] if there exists a parameter *H* \> 0 such that $$\begin{array}{r}
{X\left( a\, t,\omega \right) \sim a^{H}\, X\left( t,\omega \right),} \\
\end{array}$$ for all *a* \> 0 and *t* ≥ 0. Equivalently, **X** is also called a *H*-self-similar random process, and the parameter *H* is its self-similarity index or exponent. Thus, if *X*(*t*, *ω*) denotes space (with *t* being time), then [Eq (1)](#pone.0127824.e001){ref-type="disp-formula"} establishes that every change of time scale *a* \> 0 corresponds to a change of space scale *a* ^*H*^. Moreover, the bigger *H*, the more drastic is the change of the space variable. Additionally, [Eq (1)](#pone.0127824.e001){ref-type="disp-formula"} implies also a scale-invariance of the finite dimensional distribution of the random process **X**.

A wide class of processes are self-similar. They include (fractional) Brownian motions as well as their generalizations, namely, (fractional) Lévy stable motions. In the fractional Brownian motion case, the self-similarity index *H* is also called Hurst exponent. Some authors also use the name Hurst exponent as a reference to the self-similarity index for any self-similar random process.

Generalized Hurst Exponent {#sec004}
--------------------------

The original procedure contributed by Hurst in \[[@pone.0127824.ref072]\] was generalized afterwards in \[[@pone.0127824.ref054], [@pone.0127824.ref073]\] to test for long-range correlations of time series. This approach is based on the *q*th-order moments of the distribution of the increments of the corresponding stochastic process *X*(*t*) which describes the evolution of the time series. According to that, the scaling properties of a (financial) time series are explored through a *q*th-order statistic we denote by *K* ~*q*~(*τ*), which is given as follows (see \[[@pone.0127824.ref074]\]): $$\begin{array}{r}
{K_{q}\left( \tau \right) = \sum\limits_{t = 0}^{T - \tau}{\frac{\left| X\left( t + \tau \right) - X\left( t \right) \right|^{q}}{T - \tau + 1},}} \\
\end{array}$$ where *T* is the length of the time series *X*(*t*) (namely, the observation period) and *τ* ∈ {1, ..., *τ* ~max~} is the number of days considered. Further, it is verified that the statistical properties of *X*(*t*) scale with the resolution of the time window.

Notice also that the next alternative expression for *K* ~*q*~(*τ*) could also be found in the literature (see \[[@pone.0127824.ref028], [@pone.0127824.ref069], [@pone.0127824.ref074]\]): $$\begin{array}{r}
{K_{q}\left( \tau \right) = \frac{\left\langle \left| X\left( t + \tau \right) - X\left( t \right) \right|^{q} \right\rangle}{\left\langle \left| X\left( t \right) \right|^{q} \right\rangle},} \\
\end{array}$$ where ⟨ ⋅ ⟩ denotes the sample average over the corresponding time window. Overall, the statistic *K* ~*q*~(*τ*) scales following a power-law like the next one: $$\begin{array}{r}
{K_{q}\left( \tau \right) \propto \tau^{q\, H(q)}.} \\
\end{array}$$ Thus, the scaling behavior of *K* ~*q*~(*τ*) allows to find the so-called *generalized Hurst exponent* (GHE, herein) \[[@pone.0127824.ref075]\]. Observe that all the information about scaling properties of *X*(*t*) is contained in its scaling index *H*(*q*). This makes the GHE based analysis quite simple to test for scaling properties of time series.

As well as it happens with other tools to test for scaling properties of time series (see for example, MF-DFA \[[@pone.0127824.ref076]\], MF-DMA \[[@pone.0127824.ref063]\] and FD4 \[[@pone.0127824.ref077]\]), GHE provides a valid procedure to deal with multi-fractal (also multi-scaling) processes, namely, those ones in which the scaling exponent *H*(*q*) depends on each moment *q*. In such case, different exponents characterize the scaling properties of different *q*th-moments for the underlying distribution \[[@pone.0127824.ref078], [@pone.0127824.ref079]\]. According \[[@pone.0127824.ref028]\], the nonlinear properties of *q* *H*(*q*) vs. *q* (or equivalently, the linear patterns of *H*(*q*) vs. *q*) throw empirical evidence against the classical models proposed to fit actual (financial) time series, including (fractional) Brownian motions as well as (fractional) Lévy stable motions.

On the other hand, it is quite natural to apply GHE to properly study unifractal processes. Thus, scaling properties of such processes is uniquely determined through a single constant *H* which agrees with the self-similarity exponent (resp. Hurst exponent) of the time series. Note that in this case, the plot for *q* *H*(*q*) vs. *q* provides a straight line (equivalently, *H*(*q*) = *H* for each *q*th-order moment, that is, the self-similarity index remains constant).

In particular, if *q* = 1, then GHE provides a valid tool to analyze the scaling properties of the absolute deviations of the process under consideration. Thus, the quantity *H*(1) is expected to be close to the original Hurst exponent.

It is worth mentioning that in \[[@pone.0127824.ref074]\], it was shown that among all procedures considered to test for long-range correlation properties, only GHE (*q* = 1) and MF-DFA (*q* = 1) approaches could be used to properly calculate the self-similarity index for heavy-tailed distributions (see \[[@pone.0127824.ref074]\]). In addition to that, it was reported in such work that GHE (*q* = 1) performs much better than MF-DFA (*q* = 1). According to that, in this paper we will use GHE with *q* = 1 for Hurst exponent calculation purposes.

Note that it could be also possible to consider *q* = 2 in [Eq (2)](#pone.0127824.e004){ref-type="disp-formula"} for long-range dependence detection purposes. Indeed, recall that in such case, *K* ~2~(*τ*) is related with the scaling of the autocorrelation function of the time series increments and it is also connected to the power spectrum. Indeed, such an autocorrelation function has the following expression: *α*(*t*, *τ*) = ⟨*X*(*t*+*τ*) *X*(*t*)⟩.

Hence, the empirical estimation of *H*(2) from *K* ~2~(*τ*) ∝ *τ* ^2\ *H*(2)^ is somehow equivalent to estimate the Hurst exponent (resp. the self-similarity exponent) *H* by means of any other classical procedure appeared in literature, such as R/S or MF-DFA.

We would like also to point out that GHE was revisited in \[[@pone.0127824.ref080]\] to test for scaling properties of financial time series. Further, though some recent works reported empirical evidence about multi-fractal behavior in financial time series, it seems that the source of multifractality has not been completely understood yet (see, for instance, \[[@pone.0127824.ref081], [@pone.0127824.ref082]\]).

The ETSP distribution {#sec005}
---------------------

In this paper, we consider Elevated Two-Sided Power distributions. Our purpose is double: first, we will show that they allow to fit properly actual financial time series. Moreover, they also provide a suitable class of distributions valid to point out that previous information about the series under study should be taken into account before calculating its self-similarity exponent and concluding whether there exists memory in that series or not. According to that, in this section we will describe slightly ETSP distributions and we will also explain how to generate samples for such distributions.

ETSP distributions were first introduced in \[[@pone.0127824.ref083]\] as a new kind of heavy-tailed bounded distributions to model financial time series. The probability density function (pdf, herein) for an ETSP with support \[0, 1\] is given as the following parametric family of piecewise defined functions: $$\begin{array}{r}
{g\left( x \middle| \Theta \right) = \mathcal{C}^{- 1}\left( \Theta \right) \cdot \,\left\{ \begin{array}{l}
{\left( \delta + \left( 1 - \delta \right)\, n \right)\,\left( \lambda + \left( 1 - \lambda \right)\, m\,\left( \frac{x}{\theta} \right)^{m - 1} \right),\mspace{720mu}\text{if}\mspace{720mu}\mspace{720mu} 0 < x \leq \theta;} \\
{\left( \lambda + \left( 1 - \lambda \right)\, m \right)\,\left( \delta + \left( 1 - \delta \right)\, n\,\left( \frac{1 - x}{1 - \theta} \right)^{n - 1} \right)\mspace{720mu}\text{if}\mspace{720mu}\mspace{720mu}\theta < x < 1,} \\
\end{array}\operatorname{} \right.} \\
\end{array}$$ where Θ = {*θ*, *m*, *n*, *λ*, *δ*}. Note that the parameters in Θ provide different information about the distribution they describe. Indeed, *θ* ∈ \[0, 1\] is the *threshold* parameter, 0 ≤ *λ*, *δ* ≤ 1 are the *elevation* parameters, and *m*, *n* \> 0 are the *power* parameters. Further, observe that the normalization constant 𝓒(Θ) may be described in terms of the parameters in Θ as follows: $$\begin{array}{r}
{\mathcal{C}\left( \Theta \right) = \left( 1 - \theta \right)\,\left( \lambda + \left( 1 - \lambda \right)\, m \right) + \theta\,\left( \delta + \left( 1 - \delta \right)\, n \right).} \\
\end{array}$$ [Fig 1](#pone.0127824.g001){ref-type="fig"} shows an ETSP pdf which properly fits the behavior of the log return of a real stock (HPQ in this case). Additionally, the cumulative distribution function (cdf for short) for [Eq (3)](#pone.0127824.e005){ref-type="disp-formula"} has the following expression (see \[[@pone.0127824.ref083]\]): $$\begin{array}{r}
{G\left( x \middle| \Theta \right) = \left\{ \begin{array}{l}
{x\,\left\{ \frac{\pi\left( \Theta \right)}{\theta} \right\}\,\left\{ \lambda + \left( 1 - \lambda \right)\,\left( \frac{x}{\theta} \right)^{m - 1} \right\},\mspace{720mu}\text{if}\mspace{720mu}\mspace{720mu} 0 < x < \theta;} \\
{1 - \left( 1 - x \right)\,\left\{ \frac{1 - \pi\left( \Theta \right)}{1 - \theta} \right\}\,\left\{ \delta + \left( 1 - \delta \right)\,\left( \frac{1 - x}{1 - \theta} \right)^{n - 1} \right\},\mspace{720mu}\text{if}\mspace{720mu}\mspace{720mu}\theta \leq x < 1,} \\
\end{array}\operatorname{} \right.} \\
\end{array}$$ where $$\begin{array}{r}
{\pi\left( \Theta \right) = \frac{\theta\,\left\{ \delta + \left( 1 - \delta \right)\, n \right\}}{\left( 1 - \theta \right)\,\left\{ \lambda + \left( 1 - \lambda \right)\, m \right\} + \theta\,\left\{ \delta + \left( 1 - \delta \right)\, n \right\}}.} \\
\end{array}$$ In particular, note that the class of TSP distributions (first introduced in \[[@pone.0127824.ref084]\]) remains as a particular case of the class of ETSP ones: indeed, it suffices with taking *m* = *n* and *λ* = *δ* = 0. In addition to that, a similar expression to [Eq (3)](#pone.0127824.e005){ref-type="disp-formula"} for the description of the ETSP pdf (resp. to [Eq (4)](#pone.0127824.e007){ref-type="disp-formula"} for the description of the ETSP cdf) could be obtained in the case of ETSP distributions whose support is a real interval \[*a*, *b*\]. Accordingly, note that in such case, Θ = {*θ*, *m*, *n*, *λ*, *δ*, *a*, *b*} would be the collection of parameters for this kind of generalized ETSP distributions and that $\frac{X - a}{b - a}$ would be an ETSP distribution in \[0, 1\].

![The figure above shows an ETSP pdf plotted over the interval \[*a* = −0.19, *b* = 0.21\] which properly fits the empirical pdf of a real stock corresponding to Hewlett-Packard Company (HPQ) from S&P500 index.\
Note that in this case, its corresponding family of parameters was chosen to be as follows: Θ = {*θ* = 0.48, *m* = 13.6, *n* = 13.4, *λ* = 0.0185, *δ* = 0.0170}.](pone.0127824.g001){#pone.0127824.g001}

Generating ETSP samples {#sec006}
-----------------------

In \[[@pone.0127824.ref083]\], it was shown how to calculate the quantile functions for an ETSP distribution. That procedure results especially useful for our purposes since it could be used to generate samples for this kind of distributions. In this paper, though, we will apply a faster (preliminary tests showed that this algorithm is about 10 times faster) and more accurate procedure instead of the former algorithm. Next, we describe how to artificially generate ETSP samples through this novel tecnhique. Indeed, let us consider *F*(*θ*) = *G*(*x*∣Θ) as in [Eq (4)](#pone.0127824.e007){ref-type="disp-formula"}. Hence, if *π* = *F*(*θ*), then the following algorithm could be used: Let *r* ~1~, *r* ~2~, *r* ~3~ be three random (uniform) numbers in \[0, 1\].If *r* ~1~ \< *π* and *r* ~2~ \< *λ*, then return *θ*\**r* ~3~.If *r* ~1~ \< *π* and *r* ~2~ ≥ *λ*, return $\theta*r_{3}^{\frac{1}{m}}$.If *r* ~1~ ≥ *π* and *r* ~2~ \< *δ*, return 1 − (1 − *θ*)\**r* ~3~.If *r* ~1~ ≥ *π* and *r* ~2~ ≥ *δ*, return $1 - (1 - \theta)*r_{3}^{\frac{1}{n}}$.

Note that if we want to generate a sample from an ETSP distribution in an interval \[*a*, *b*\], we only have to apply the previous algorithm to generate a sample *x* of an ETSP in the interval \[0, 1\] and then apply the linear transformation *a*+(*b* − *a*) *x*.

Results {#sec007}
=======

Linking heavy-tailed distributions to self-similarity exponent {#sec008}
--------------------------------------------------------------

The self-similarity index of both fractional Brownian motions (FBMs onwards) and Lévy stable motions (LSMs, herein) has been widely analyzed in the literature (see, for example, \[[@pone.0127824.ref074]\]). Due to the Central Limit Theorem and its generalization to stable distributions (see \[[@pone.0127824.ref085]\]), if financial time series were sums of i.i.d. random variables, then the self-similarity index of such series should yield the type of stable distribution underlying the process. On the other hand, recall that in the FBM case, the self-similarity index is a "measure" to test for long-memory in the series.

In this study, we will focus only on daily changes series. Thus, note that we are not concerned with the intraday process which gives the daily changes, but on the distribution of the daily changes itself. For example, note that if the intraday process were a sum of normal distributed random variables with zero mean and exponentially distributed variances, then the corresponding daily changes would follow a Laplace distribution \[[@pone.0127824.ref086]\]. In addition to that, note that the Laplace distribution is also related with the TSP distribution (see \[[@pone.0127824.ref084], [@pone.0127824.ref087]\]). Hence, it would result pretty interesting to find a probability distribution function such that the sum of normal variables with zero mean and standard deviation following such unknown distribution could yield a TSP or an ETSP one as a result, though this problem still remains open.

Since both the TSP and the ETSP distributions provide a good fit for daily (log) returns of stock market prices, it is possible that the intraday process somehow could produce these kind of distributions or another type of similar ones, so it is quite interesting to investigate the self-similarity index of such processes, which constitutes the main goal of this paper.

Accordingly, in this section we study the self-similarity exponent of random processes modeled by means of heavy-tailed distributions with underlying ETSP distribution. A similar study carried out for Lévy stable processes can be found in \[[@pone.0127824.ref074]\].

Self-similarity index depends on the underlying distribution {#sec009}
------------------------------------------------------------

Note that at a first glance, one could expect a similar result to the FBM case, namely, that a self-similarity index equal to 0.5 would imply that there is no memory in the series, but in fact, that is not the case. Actually, the results given by Monte Carlo simulation show that the self-similarity index (calculated by means of GHE approach) depends on the distribution, as well as it happens in the LSM case. Next, we analyze how the self-similarity exponent depends on the parameters of the ETSP distribution. To do this, we consider 1024-length time series. Overall, we can state that if the underlying distribution of the random process is a TSP (namely, an ETSP for which *λ* = *δ* = 0 and *n* = *m*), then *H* remains close to 0.5, whereasif the corresponding distribution is an ETSP (with *λ* \> 0), then *H* ≠ 0.5.

Let us provide a more specific analysis about the dependence of *H* on the distribution of the random process. Firstly, to avoid a self-similarity index different from 0.5 due to a mean different from 0, we will work with a symmetric ETSP distribution whose mean is equal to zero and its parameters are *a* = −0.2, *b* = 0.2, *n* = *m* and *λ* = *δ*. Figs [2](#pone.0127824.g002){ref-type="fig"}--[5](#pone.0127824.g005){ref-type="fig"} contain four different situations, where the elevation parameter of the corresponding ETSP distribution varies as follows: *λ* ∈ {0,0.01,0.05,0.1}. In all the cases, we compare the GHE self-similarity estimation vs. *n* = *m* ranging from 10 to 200. Note that for *λ* = *δ* = 0.01, the mean self-similarity exponent goes from 0.5 to 0.8; for *λ* = *δ* = 0.05, *H* ranges from 0.55 to 0.75, and finally, for *λ* = *δ* = 0.1, the Hurst exponent varies from 0.55 to 0.65.

![Self-similarity index *H* for symmetric ETSP distributions with parameters *a* = −0.2, *b* = 0.2 vs. *n* = *m* ranging from 10 to 200.\
The figure above corresponds to *λ* = *δ* = 0, namely, the TSP case. Segments represent the confidence interval of *H* at a 90% confidence level, with the point in the segment being the mean value.](pone.0127824.g002){#pone.0127824.g002}

![Self-similarity index *H* for symmetric ETSP distributions with parameters *a* = −0.2, *b* = 0.2 vs. *n* = *m* ranging from 10 to 200.\
The figure above corresponds to *λ* = *δ* = 0.01. Segments represent the confidence interval of *H* at a 90% confidence level, with the point in the segment being the mean value.](pone.0127824.g003){#pone.0127824.g003}

![Self-similarity index *H* for symmetric ETSP distributions with parameters *a* = −0.2, *b* = 0.2 vs. *n* = *m* ranging from 10 to 200.\
The figure above corresponds to *λ* = *δ* = 0.05. Segments represent the confidence interval of *H* at a 90% confidence level, with the point in the segment being the mean value.](pone.0127824.g004){#pone.0127824.g004}

![Self-similarity index *H* for symmetric ETSP distributions with parameters *a* = −0.2, *b* = 0.2 vs. *n* = *m* ranging from 10 to 200.\
The figure above corresponds to *λ* = *δ* = 0.1. Segments represent the confidence interval of *H* at a 90% confidence level, with the point in the segment being the mean value.](pone.0127824.g005){#pone.0127824.g005}

On the other hand, let us also consider a TSP distribution instead of the previous ETSP models for the underlying random process. Thus, if we use *a* = −0.2, *b* = 0.2, *n* = *m* and *λ* = *δ* = 0, then we get that *H* is approximately constant and very close to 0.5 for all *n* = *m*, as we advanced previously (or see both Figs [2](#pone.0127824.g002){ref-type="fig"} and [3](#pone.0127824.g003){ref-type="fig"}). Similar analysis were also carried out by comparing the self-similarity exponent of ETSP distributions vs. *λ* (instead of vs. *n* = *m*). In this case, we work also with symmetric ETSP distributions (with zero mean) whose parameters are *a* = −0.2, *b* = 0.2, *n* = *m* ∈ {20,100} and *λ* = *δ* ranging from 0.01 to 0.09 by step 0.01. In both cases, the self-similarity exponent of the corresponding time series became more or less stable (close to 0.6 in the case of *m* = 20, and close to 0.7 in the case of *m* = 100).

In [Fig 6](#pone.0127824.g006){ref-type="fig"}, it is shown the dependence of *H* on both parameters *m* = *n* and *λ* = *δ*. Note that in this case, the values of *H* range from 0.5 to 0.72.

![Level curves for the self-similarity exponent *H* of an ETSP distribution.\
In this case, the parameters were chosen to be *a* = −0.2, *b* = 0.2, and different values of *m* = *n* and *λ* = *δ*.](pone.0127824.g006){#pone.0127824.g006}

Empirical application {#sec010}
---------------------

In this section, we explore scaling properties for S&P500 stocks as well as for the index itself through analyzing their self-similarity exponents. To do this, let us assume that the distribution of the corresponding series could be properly fitted by means of an ETSP distribution (for daily changes of log returns). Overall, we state that their self-similarity exponents will not provide reliable information about long-term memory properties provided that no additional information about the underlying distribution of such data is previously given. According to that, let us study which stocks from S&P500 index could be properly fitted through an ETSP distribution with explicit parameters given. First of all, let us apply the following notation to refer different self-similarity exponent estimations. Indeed, for a given a stock (or the index itself), let *H* ~*Stock*~ denote its self-similarity index, let also *H* ~*ETSP*~ denote the self-similarity exponent for an ETSP distribution which properly fits such a stock, and finally, let *H* ~*Shuffle*~ denote the self-similarity exponent corresponding to the shuffled time series for that stock. Recall also that the memory component underlying the self-similarity exponent for a given stock could be estimated as *H* ~*Stock*~ − *H* ~*Shuffle*~. Further, observe that if a time series is shuffled, then its memory component is removed, so if *H* ~*Shuffle*~ becomes different from 0.5, then it yields that this is due to the underlying distribution and not to the memory in such series.

Next, let us verify that the stocks from S&P500 index may be properly fitted through an ETSP distribution with explicit parameters. Note that in such a case, one gets that *H* ~*Shuffle*~ = *H* ~*ETSP*~. In this situation, a result such as *H* ~*Stock*~ = *H* ~*Shuffle*~ = *H* ~*ETSP*~ will throw that there is no memory in the series and that the ETSP distribution becomes a good model for stock (log) returns.

Thus, three statistical test will be carried out in the spirit of bootstrapping (see \[[@pone.0127824.ref060]\]). The statistic is defined as the GHE exponent *H*. The first of them will consist of checking that *H* ~*Shuffle*~ = *H* ~*ETSP*~. Accordingly, the null hypothesis is that $\overline{H_{Shuffle}} = \overline{H_{ETSP}}$, where $\overline{H_{Shuffle}}$ denotes the mean of the self-similarity exponents for 500 shuffled series and $\overline{H_{ETSP}}$ denotes the mean for 500 self-similarity exponents corresponding to ETSP samples generated by means of Monte Carlo simulations. The statistical test is given through a two-tailed *p*-value, which is defined as $$\begin{array}{r}
{p_{0} = {{{Prob}\,}{\lbrack|}}\overline{H_{Shuffle}} - \overline{H_{ETSP}}\left| > \right|H_{ETSP} - \overline{H_{ETSP}}{|\rbrack}.} \\
\end{array}$$ On the other hand, the main goal in the second test we perform is to explore persistence in the series, namely, whether *H* ~*Stock*~ \> *H* ~*Shuffle*~. The null hypothesis in this case is $H_{Stock} = \overline{H_{Shuffle}}$, with $\overline{H_{Shuffle}}$ as previously given, while the alternative hypothesis is $H_{Stock} > \overline{H_{Shuffle}}$. The statistical test is given by a one-tailed *p*-value, which is given as *p* ~1~ = Prob \[*H* ~*Stock*~ \> *H* ~*Shuffle*~\].

Moreover, in the third test we want to study anti-persistence in the series, that is, if *H* ~*Stock*~ \< *H* ~*Shuffle*~. The null hypothesis is $H_{Stock} = \overline{H_{Shuffle}}$, whereas the alternative hypothesis is that $H_{Stock} < \overline{H_{Shuffle}}$, where $\overline{H_{Shuffle}}$ is defined as above. The statistical test is given by a one-tailed *p*-value, which is defined as *p* ~2~ = Prob \[*H* ~*Stock*~ \< *H* ~*Shuffle*~\] = 1 − *p* ~1~.

Next, let us verify the previous scheme in the actual cases of S&P500 index and its stocks. To do this, we considered data from four years (from March 2011 to April 2014). Firstly, let us test the behavior of S&P500 index. In this way, the optimal fit for the S&P500 index through an ETSP yields the following parameters: *a* = −0.18, *b* = 0.17, *θ* = 0.517, *m* = 25, *n* = 25, *λ* = 0.003 and *δ* = 0.012. Then the self-similarity index for such an ETSP distribution is calculated by means of Monte Carlo simulations. Thus, we find out that the self-similarity exponent of such an ETSP has a mean equal to *H* ~*ETSP*~ = 0.59 (with a standard deviation equal to 0.05), whereas the index itself satisfies that *H* ~*Stock*~ = 0.49 and the shuffled index series has a mean of *H* ~*Shuffle*~ = 0.54 (with a standard deviation equal to 0.03). The ETSP fit for S&P500 index passed the Kolmogorov-Smirnov goodness-of-fit test. Indeed, the three *p*-values for S&P500 index were *p* ~0~ = 0.12, so *H* ~*Shuffle*~ = *H* ~*ETSP*~, *p* ~1~ = 0.11 and *p* ~2~ = 0.89. Accordingly, we cannot reject any of the null hypothesis of these test provided that a 95% confidence level is considered.

For S&P500 stocks, we find out that only 1.8% of such stocks fail the first test at a confidence level of 95%, so we could conclude that the fitted ETSP distribution does provide a good model for the stocks from the S&P500 index, at least with respect to the self-similarity exponent *H* (note also that the Kolmogorov-Smirnov goodness-of-fit test was also passed by all the stocks). Hence, the ETSP fit seems to be a good model to test for memory. Next, let us summarize and classify the obtained results for memory purposes in S&P500 stocks throughout the selected time period: 0.8% of S&P500 stocks failed the second test (for a confidence level of 95%), so we could conclude that any of such stocks present persistent memory.13.4% of S&P500 stocks failed the third test (also for a confidence level of 95%). An example of this case is Praxair Inc. (PX), for which *H* ~*Stock*~ = 0.39, *H* ~*Shuffle*~ = 0.51 and *H* ~*ETSP*~ = 0.56. This yields empirical evidence regarding memory in the series so that the stocks in this case are anti-persistent.85.8% of the stocks gives similar values for all *H* ~*Stock*~, *H* ~*Shuffle*~ and *H* ~*ETSP*~. An example of this situation is O'Reilly Automotive Inc. (ORLY), for which *H* ~*Stock*~ = 0.6, *H* ~*Shuffle*~ = 0.61 and *H* ~*ETSP*~ = 0.61. Accordingly, we could conclude that there is no significant memory in such series, even for self-similarity exponents equal to 0.6.

Discussion {#sec011}
==========

The main contribution in this paper is to point out that some information about the underlying distribution of a (financial) time series should be previously explored before applying its self-similarity exponent (resp. Hurst exponent) as a reliable tool to test for long-range dependence in such series. This new proposal encourages the readers to be careful to conclude whether there is long-memory in certain stocks (resp. market indices) provided that only their self-similarity exponents (somehow calculated) are considered.

In this way, a common practice is to (implicitly or explicitly) assume that the evolution of a given stock follows a FBM model, and then its self-similarity exponent (resp. its Hurst exponent) is calculated in order to provide some conclusions regarding the existence of memory in such a series. Thus, if the corresponding self-similarity exponent is found to be equal to 0.5, then it is usually concluded that there is no memory in that stock. However, as we state in this paper, if the underlying normal distribution is replaced by a heavy-tailed distribution (ETSP in this case) to model the (log) returns, then a self-similarity index close to 0.5 means nothing about memory. In fact, recall that in the Empirical Application carried out in previous section for S&P500 index and its stocks, we obtained that a number of stocks presented a self-similarity exponent different from 0.5. However, this fact is due to the effect of the underlying distribution and not to the presence of memory in their evolution through time. Thus, in these cases, some reliable information about the underlying distribution in such returns should be previously considered. Indeed, we illustrate this methodology through an application involving all S&P500 stocks as well as the index itself. Overall, we could state that all S&P500 stocks (including the index itself) could be properly fitted by means of an ETSP distribution (since all of them passed both the Kolmogorov-Smirnov goodness-of-fit test as well as the test *H* ~*Shuffle*~ = *H* ~*ETSP*~). Hence, all the S&P500 stocks were classified into three memory groups: persistent memory stocks, anti-persistent memory stocks and finally, those having no significative memory. Note that only a few stocks presented anti-persistent memory, whereas most of them presented no significative memory and none of them presented persistent memory at the prefixed confidence level (95%).

Finally, we would also like to point out that the approach described in this paper could be also applied in order to validate or reject fits for return distributions of a given (financial) time series. Indeed, though the corresponding fit could pass the Kolmogorov-Smirnov goodness-of-fit test, we encourage the reader to carry out an additional test based on the statistical checking of the equality between *H* ~*Shuffle*~ and *H* ~*ETSP*~, where the ETSP distribution may be replaced by another distribution.
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