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ОЦІНКА ПОХИБОК РОЗВ’ЯЗАННЯ ІНТЕГРАЛЬНИХ  
РІВНЯНЬ ВОЛЬТЕРРИ ІІ РОДУ ЗАСОБАМИ  
ІНТЕГРАЛЬНИХ НЕРІВНОСТЕЙ 
Розглянуто можливості застосування інтегральних нерів-
ностей при отриманні конструктивних виразів для оцінки по-
хибок розв’язання інтегральних рівнянь Вольтерри другого 
роду. Метод ілюструється на прикладі інтегральних рівнянь з 
виродженими ядрами. 
Ключові слова: інтегральні рівняння, інтегральні нерів-
ності. 
Вступ. Задача аналізу похибок наближеного розв’язання інтег-
ральних рівнянь розглядалася в цілому ряді робіт, наприклад [1–3], 
однак вона не втратила своєї важливості у зв’язку з усе більш широ-
ким застосуванням комп’ютерних технологій і великою різноманітні-
стю джерел і характеристик первинних похибок. 
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Необхідним етапом в аналізі похибок розв’язання, зазвичай, є 
отримання рівнянь, з яких вони знаходяться. У цій статті розглядають-
ся питання знаходження рівнянь для похибок розв’язання, а також ін-
тегральних нерівностей, що з них випливають, для деяких типів рів-
нянь Вольтерри другого роду, в тому числі лінійного рівняння 
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( ) ( ) ( , ) ( )
x
y x f x K x s y s ds   , (1) 
де y(x) — шукана функція; ( , )K x s  — ядро; ( )f x  — права частина. 
Основна частина. Будемо орієнтуватися на використанні отри-
маних у роботі [4] інтегральних оцінок функцій для оцінки похибок 
розв’язання  рівнянь, що розглядаються нижче. 
1. Якщо      ,K x s a x b x , тобто маємо найпростіший випадок 
виродженого ядра, то вихідне рівняння набуває вигляду 
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( ) ( ) ( ) ( ) ( )
x
y x f x a x b s y s ds   . (2) 
Тоді рівняння, що розв'язується (з комплексним урахуванням 
первинних похибок) має вигляд 
      
0
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ,
x
y x y x f x f x
a x a x b s b s y s y s ds
     
         (3) 
де  ( ), ( ),f x a x b x    — похибки обчислення відповідних функцій, 
які можуть бути як спадковими, так і приладовими та методичними. 
Віднімаючи вираз (2) з (3), отримаємо інтегральне рівняння для по-
хибки ( )y x  розв’язку (2): 
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0
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x
y x h x a x b s y s ds    , (4) 
де 
*
0 0
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
x x
h x f x a x b s y s ds a x b s y x ds       , 
 *( ) ( ) ( )b x b x b x   , *( ) ( ) ( )a x a x a x   . (5) 
Від рівняння (4), яке якісно характеризує процес утворення по-
хибки, перейдемо до більш близького для практичного використання 
рівняння щодо наближеної похибки ~ ( )y x : 
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x
y x h x a x b s y s ds    , (6) 
яке відрізняється вільним членом 
   ~ * * * *
0 0
( ) ( ) ( ) ( ) ( ) ( )
x x
h x f x a x b s y s ds a x b s y s ds      , 
де  *y x  — реально отриманий наближений розв’язок. 
Якщо відомі похибки ( ),f x ( )a x  і  b x , то для визначення 
похибки моделювання достатньо розв’язати рівняння (6). Для прак-
тичних цілей доцільно мати можливість оцінювати похибку ( )y x  на 
підставі відомостей про максимальні значення похибок ( ),f x  ( )a x  
і  b x  у зв’язку з чим перейдемо до отримання необхідних для цьо-
го нерівностей. 
Оцінюючи (4) по модулю, отримаємо інтегральну нерівність 
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y x h x a x b x y s ds    . (7) 
Будемо припускати, що функції  * ,a x   * ,b x   * ,f x    ,a x  
  ,b x  f x  неперервні. Це спричинює неперервність  y x і  *y x , а 
отже і h(х). Тоді, використовуючи результати роботи [4] (теорема 1), 
для оцінки  xy отримуємо співвідношення 
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При обрахунках в оцінку (8) слід замість  *b x ,  *a x  і 
 *f x  підставити 
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       *max .
x
f x f x f x f x
      
При визначенні h(х) ідеальну функцію у(х) можна замінити на-
ближеним (машинним) розв’язком  *y x або оцінкою 
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Кількість обрахунків при визначенні оцінки (7) можна зменшити, 
якщо замість нерівності (7) використовувати більш зручну нерівність  
      *
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,
x
m my x h a b s y s ds     (9) 
де 
   *max , max .m mx xh h x a a x   
Тоді оцінка (8) (з урахуванням результатів роботи [4]) приймає 
вигляд 
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0
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m mx h a b s dsy
         (10) 
2. Отримаємо рівняння і оцінку похибки розв’язування (2) при 
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   (11) 
з врахуванням первинних похибок задання функцій f(x), ai(x), bi(x). В 
цьому випадку розв’язується рівняння 
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Віднявши (2) від (11), отримаємо 
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Перейшовши від даного рівняння до інтегральної нерівності  
          * *
1 0
,
xn
i i
i
y x h x a x b s y s ds

      (14) 
отримаємо можливість оцінювати  y x , використовуючи оцінки 
роботи [4]. 
3. Оцінимо похибку розв’язання нелінійного рівняння Вольтер-
ри другого роду з ядром (11): 
          
1 0
.
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i i
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y x f x a x b s F y s ds

       (15) 
Приймаючи на початку n = 1, отримаємо рівняння, що підлягає 
розв’язуванню  
          * * * * *
0
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y x f x a x b s F y s ds       (16) 
де 
           * *,y x y x y x f x f x f x       
і припускається, що ці функції, а також  *a x  і  *b x неперервні, а 
 F y x    — диференційована по у. 
Представимо  *F y x    у вигляді виразу 
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який підставимо в (16): 
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             (18) 
Віднявши (15) від (18) отримаємо рівняння для похибки 
             * *0 ,
x F y s
y x t a x b s y s ds
y s
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де 
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x f x a x b s F y s ds a x b s F y s ds               (20) 
Таким чином, ми отримали лінійне інтегральне рівняння для по-
хибки  y x . Однак, щоб знайти вільний член правої частини цього 
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рівняння, необхідно знати точний розв’язок  y x  рівняння (15). То-
му доцільно застосовувати оцінки як при обрахунку  y x , так і при 
обрахунку похибки  y x . 
Аналогічно отримують рівняння для похибки, розв’язуючи (15), 
у випадку n > 1: 
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4. Покажемо також можливість оцінки похибки розв’язання не-
лінійного рівняння виду 
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Врахувавши похибки      , ,f x a x b x   отримаємо рівняння 
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Розкладемо функції    y x y x      і    F y x y x     в ряди 
Тейлора за аргументом  y x  і обмежимось у цьому розкладі перши-
ми членами: 
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Після підстановки виразів (24) і (25) в (23) і віднявши (24), 
отримаємо лінійне рівняння для похибки 
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при    0
y x
y x
      для 0x  . 
Рівняння (19), (21), (26) є наближеними внаслідок прийнятої об-
меженості відповідних рядів. Для деяких типів нелінійних рівнянь 
функції  F y x    і  y x    такі, що можна отримати точні рівняння 
для похибок. Це має місце у тому випадку, коли функції F і  є полі-
номами від y. Якщо, наприклад,    2F y x y x    , то точне рівняння 
похибки розв’язання (15) при n = 1 приймає вигляд 
              * * 2
0
2 ,
x
y x x a x b s y s y s y s ds          (27) 
тобто є нелінійним. Для оцінки його розв’язку слід використовувати 
результати, отримані в роботі [4] з нелінійних інтегральних нерівностей. 
5. Розглянемо випадок різницевого ядра K(x, s) = K(x – s). Вихід-
не лінійне рівняння при цьому має вигляд 
        
0
.
x
y x K x s y s ds f x    (28) 
З урахуванням всіх похибок воно приймає вигляд 
 
       
       
0
,
x
y x y x f x f x
K x s K x s y s y s ds
     
              (29) 
звідки отримуємо наступне рівняння для похибки: 
        
0
,
x
y x h x K x s y s ds      (30) 
де 
        
0
.
x
h x y x K x s y s ds      (31) 
Будемо припускати, що різницеве ядро обмежене 
     ,K x G x  0,x   (32) 
і може бути зведено до виродженого, що дозволяє оперувати оцінкою 
        1 2G G ,K x s G x s x x     (33) 
де  1G x  і  2G x  — додатні функції. Нерівність  K x s   
 G x s   слідує з (32). Тоді рівняння (30) можна привести до вигляду 
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          1 2
0
.
x
y x h x G x G x y s ds     (34) 
Звідси вважаємо, що  h x  — диференційовна функція (в іншо-
му випадку її можна замінити оцінкою зверху, що є диференційов-
ною функцією), і на основі результатів роботи [4] маємо 
 
          
 
     
1 2 1
10
1 2
10 0
0
exp
0
exp .
x
x x
h
y x G s G s ds G x
G
h s
G G d
G s
  
      
           

 
 (35) 
Для випадку, що часто зустрічається, коли функцію K(x) в (30) 
можна замінити експонентною  
  ,xK x Ae  0,x   
де α — дійсне число і А  0, отримаємо оцінку похибки типу (35). 
При цьому спочатку оцінимо  h x : 
        
0
.
x
h x y x K x s y s ds      (36) 
Нехай також   .xK x Ae   Оцінимо  y x з (28): 
      
0
,
x
x asy x f x Ae e y s ds    (37) 
звідки згідно [4] при 0   
    ( ) A xy x f x f fe 
      max .
x
f f x
     (38) 
Для випадку 0   згідно з [4] маємо 
 ( ) ( ) .Axy x f x f f e
      (39) 
Запишемо в загальному випадку вираз для оцінки (34): 
а)  '1 0G x   
 
 
     
1
1 2
1 0
( ) ( ) exp ;
0
xhG x
y x h x h G s G s ds
G

            (40) 
б)  '1 0G x   
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    1 2
0
( ) ( ) exp ,
x
y x h x h h G s G s ds
            max ( )xh h x
  . (41) 
Вираз (35) з урахуванням (37) можна після декількох перетво-
рень привести до вигляду 
  
 
( ) ,
A x
A xh ey x e
A A


       
  (42) 
де  max .
x
h h x
   При цьому 
 
     
 
 
2 1( ) ,
2
1
.
A x xe eh x f x K x M
A
y A
M
A A
 
 




        
  
  (43) 
Приклад 1. Нехай первинне рівняння має вигляд 
  
0
( ) ,
x
ax bxy x ke e sy s ds     (44) 
де 0, 0, 0.a b k    
Рівняння, що реально розв’язується  
         
0
( ) ( ) .
x
b b xaxy x y x k k e e s y s y s ds            
Виходячи з цього, рівняння для знаходження похибки має вигляд 
 
*
0
( ) ( ) ( ) ,
x
b xy x h x e s y s ds      (45) 
де 
    
0
1 ( ) .
x
ax bx bxh x ke e e sy s ds       (46) 
Дамо оцінку h(x): 
  
0
( ) 1 ( ) .
x
ax bxh x k e b e x s y s ds        (47) 
Оцінку 
 ( ) xy s ke   (48) 
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знайдемо з (44) відповідно нерівності [4] 
0 0 0
(0) ( )( ) exp ( ) ( ) ( ) exp ( ) ( ) .
(0) ( )
x x sf f sy x b s a s ds a x b d ds
s
  
                      
     (49) 
Підставимо вираз (49) в (47): 
       
   
1
2
1 1
1 ,
b xax
mx
h x k e b x ke x
e k k b x h x


      
       
 
де  max , 1m a b  . 
Застосуємо до (45) оцінку (49): 
     1* 10*
0 0
exp
s
bsx x se dsm b sbsy x b x se ds k ne e ds

                     
  ,  (50) 
де     * 2max 1 2xn m b k k b x b kx          . 
Після проведення розрахунків у (50) отримаємо 
        * 2 *1 exp 11 expb x bxbx m b xy x h x e e k nb m b                      . 
Приклад 2. Рівняння, що розв’язується має вигляд 
    2
0
, 0, 0.
x
y x a by s ds a b      (51) 
Враховуючи похибку, обумовлену неточністю задання коефіціє-
нта a , отримаємо 
        2
0
.
x
y x y x a a b y s y s ds           
Рівняння похибки набуде вигляду 
0
( ) 2 ( ) ( ) ,
x
y x a by s y s ds      
звідки 
 
0
2 ( ) ( ) .
x
y x a b y s y s ds      
Згідно з (49) 
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  
0
exp 2 ( ) .
x
y x a b y s ds
         (52) 
Підставивши в (52) оцінку для  y x , яку отримуємо з рівняння 
(51), знаходимо 
 1( ) ( ) ,y x F F a bx   
де    2 1, ,F a a F z z   тобто   2 .y x a bx   
Остаточно отримаємо 
  2
0
exp 2 .
x
y x a b a bsds
         
Висновок. Розглянуті способи, які ґрунтуються на застосуванні 
інтегральних нерівностей, дають змогу отримати вирази для оцінки 
похибок розв’язання інтегральних рівнянь Вольтерри другого роду, 
що має важливе значення при розв’язуванні практичних задач. 
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