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ROTATIONALLY INVARIANT HYPERSURFACES
WITH CONSTANT MEAN CURVATURE IN THE HEISENBERG GROUP Hn
MANUEL RITORE´ AND CE´SAR ROSALES
ABSTRACT. In this paper we study sets in the n-dimensional Heisenberg group Hn which are critical
points, under a volume constraint, of the sub-Riemannian perimeter associated to the distribution
of horizontal vector fields in Hn. We define a notion of mean curvature for hypersurfaces and we
show that the boundary of a stationary set is a constant mean curvature (CMC) hypersurface. Our
definition coincides with previous ones.
Our main result describes which are the CMC hypersurfaces of revolution in Hn. The fact that
such a hypersurface is invariant under a compact group of rotations allows us to reduce the CMC
partial differential equation to a system of ordinary differential equations. The analysis of the solu-
tions leads us to establish a counterpart in the Heisenberg group of the Delaunay classification of
constant mean curvature hypersurfaces of revolution in the Euclidean space. Hence we classify the
rotationally invariant isoperimetric sets in Hn.
1. INTRODUCTION
In the last years the study of variational questions in sub-Riemannian geometry has experi-
mented an increasing interest. In particular, the recent development of a theory ofminimal surfaces
in this context has contributed to achieve a better understanding of the geometry of theHeisenberg
group Hn endowed with its Carnot-Carathe´odory distance.
It is well-known that minimal surfaces arise as extremal points of the area for variations pre-
serving the boundary of the surface. In this paper, we are interested in sets contained in the
Heisenberg group which are critical points of the sub-Riemannian perimeter under a volume con-
straint. In order to precise the situation we need to recall some facts about the Heisenberg group,
that will be treated in more detail in Section 2.
We denote by Hn the n-dimensional Heisenberg group, which we identify with the Lie group
Cn ×R where the product is given by
[z, t] ∗ [z′, t′] = [z+ z′, t+ t′ + Im( n∑
i=1
ziz
′
i
)
],
with z = (z1, . . . , zn) and z
′ = (z′1, . . . , z
′
n). The Lie algebra of H
n is generated by (2n + 1) left-
invariant vector fields {Xk,Yk, T : k = 1, . . . , n} with one non-trivial bracket relation given by
[Xk,Yk] = −2T. The (2n)-dimensional distribution generated by {Xk,Yk : k = 1, . . . , n} is called
the horizontal distribution in Hn. Usually Hn is endowed with a structure of sub-Riemannian
manifold by considering the Riemannian metric on the horizontal distribution so that the basis
{Xk,Yk : k = 1, . . . , n} is orthonormal. This metric allows us to measure the length of horizontal
curves and define the Carnot-Carathe´odory distance between two points as the infimum of length
of horizontal curves joining both points, see [Gr2]. Since Hn is a group one can consider its Haar
measure, which turns out to coincide with the Lebesgue measure in R2n+1. From the notions of
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distance and volume one can also define the Minkowski content in the group, and the spherical
Hausdorff measure, so that different surface measures are also given on Hn. As it is shown in
[MSC] and [FSSC], both notions of “perimeter” coincide for a set with C2 boundary.
In this paper we will take a slightly different approach to introduce the notions of volume and
perimeter in the Heisenberg group. We consider the left-invariant Riemannian metric g = 〈· , ·〉
on Hn so that {Xk,Yk, T : k = 1, . . . , n} is an orthonormal basis at every point. It is known that
the Carnot-Carathe´dory distance can be approximated in the Gromov-Hausdorff sense by a se-
quence of dilated Riemannian metrics associated to g, see [Gr] and [P]. We define the volume
vol(Ω) of a Borel set Ω ⊆ Hn as the Riemannian measure of the set. The perimeter P(Ω) is
defined in the sense of De Giorgi by using horizontal vector fields on Hn, see (2.1) for a precise
definition. This notion of perimeter coincides with the one introduced in [CDG] and [FSSC], and
it is a sub-Riemannian analogous of the De Giorgi perimeter in the Riemannian manifold (Hn, g).
With the notions of volume and perimeter above, we study in Section 3 stationary sets of Hn
which are critical points of the perimeter functional for volume preserving variations. As in the
Riemannian case, one may expect that for such a set some geometric quantity defined on the
boundary remains constant. By using the first variation of perimeter in Lemma 3.2 we will see
that the boundary of a C2 stationary set must have constant mean curvature (CMC). The mean cur-
vature of a hypersurface Σ is defined in (3.4) as the Riemannian divergence relative to Σ of the
horizontal normal vector νH to Σ. We remark that a notion of mean curvature in H
1 for graphs over
the xy-plane was previously introduced by S. Pauls [Pa]. A more general definition has been pro-
posed by J.-H. Cheng, J.-F. Hwang, A. Malchiodi and P. Yang [CHMY], and by N. Garofalo and
S. Pauls [GP]. In Section 4 we expose a method to compute the mean curvature of a hypersurface
which in particular shows that our definition coincides with the previous ones.
The recent study of CMC hypersurfaces in Hn has mainly focused on minimal surfaces in H1.
In fact, many classical questions of the theory of minimal surfaces in R3, such as the Plateau prob-
lem, the Bernstein problem, or the global behaviour of properly embedded surfaces, have been
treated in H1, see [Pa], [CHMY], [GP] and [CH]. These works also provide a rich variety of exam-
ples of minimal surfaces in H1. However, in spite of the last advances, very few is known about
non-zero CMC surfaces in Hn. In [CHMY] some very interesting facts about the CMC equation in
H1, such as the uniqueness of solutions for the Dirichlet problem or the structure of the singular
set, are studied. As to the examples, the only known complete hypersurfaces with non-zero CMC
are the compact spherical ones (Example 4.2) described in [M] and [LM]. These hypersurfaces are
characterized as the minimizers of perimeter under a volume constraint in the class of sets in Hn
bounded by two radial graphs over the hyperplane {t = 0}, see [DGN].
The aim of this paper is to study invariant CMChypersurfaces in Hn. Some examples of invari-
ant minimal surfaces in H1 were previously given by S. Pauls [Pa]. He considered the solutions
of the minimal surface equation for radial graphs over the xy-plane, and discovered a family of
complete surfaces of revolution which are similar to catenoids of R3, see Example 4.1. With the
same idea he also introduced some examples of translationally invariant and helicoidal minimal
surfaces.
In Section 5 of the paper we focus our attention on CMC hypersurfaces of revolution about
the t-axis in Hn. In this case we can reduce the CMC partial differential equation to a system of
ordinary differential equations (Lemma 5.1). Then, a detailed analysis of the solutions leads us
to our main result (Theorem 5.4) where we prove a Heisenberg analogous of the classification by
C. Delaunay [D] of constant mean curvature hypersurfaces of revolution in R3, later extended by
W.-Y. Hsiang [H] to Rn. As a consequence, we deduce that the only compact, CMC hypersurfaces
of revolution about the t-axis in Hn are the spherical ones in Example 4.2. Also that complete min-
imal hypersurfaces of revolution are hyperplanes orthogonal to the t-axis and the catenoidal type
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hypersurfaces in Example 4.1. Right cylinders, unduloid type hypersurfaces and non-embedded
nodoids provide new examples of complete, periodic hypersurfaces with non-zero CMC in Hn.
In addition to the geometric interest of this work, we believe that our results could contribute
to study the isoperimetric problem in Hn, which consists of finding sets enclosing a given volume
with the least possible perimeter. It was proved by G. P. Leonardi and S. Rigot [LR] that solutions
to this problem exist: they are bounded, connected, and satisfy a certain geometric separation
property ([LR, Theorem 2.11]). Though the isoperimetric sets are unknown, we could expect that
they are rotationally invariant about the t-axis, up to a left translation. In case this was proved,
then Theorem 5.4 would show that the solutions are congruent with the CMC spheres of revo-
lutions in Example 4.2. However, the rotationally symmetry of isoperimetric sets is still an open
question.
Finally, we must remark that the study of constant mean curvature hypersurfaces in the Rie-
mannian manifold (Hn, g) is also of great interest. The complete classification of rotationally
invariant constant mean curvature hypersurfaces in (H1, g) was established by P. Tomter [T].
The case of (Hn, g) was treated by C. Figueroa, F. Mercuri and R. Pedrosa [FMP]. These papers
are based on the so-called reduction technique, which consists of considering how the constant
mean curvature equation descends to the Riemannian quotient of (Hn, g) by a closed subgroup
of isometries, see [FMP, §2] and the references therein. We remark that our proof of Theorem 5.4
is not a generalization to a sub-Riemannian setting of the above mentioned technique.
2. PRELIMINARIES
In order to introduce the Heisenberg group we will follow the notation used by P. Tomter [T].
The n-dimensional Heisenberg group Hn is the Lie group (R2n+1, ∗), where we consider the usual
differentiable structure in R2n+1 ≡ Cn ×R, and the product
[z, t] ∗ [z′, t′] = [z+ z′, t+ t′ + Im( n∑
i=1
zi z
′
i
)
].
For p = [z, t] ∈ Hn, the left translation associated to p is the diffeomorphism Lp(q) = p ∗ q. A basis
of left-invariant vector fields is given by
Xk =
∂
∂xk
+ yk
∂
∂t
, k = 1, . . . , n,
Yk =
∂
∂yk
− xk
∂
∂t
, k = 1, . . . , n,
T =
∂
∂t
,
where (xk, yk, t) are coordinates in R
2n+1.
The horizontal distribution in Hn is the (2n)-dimensional smooth distribution generated by
{Xk,Yk : k = 1, . . . , n}. The notation UH will represent the projection of a vector U to the hor-
izontal distribution. A vector field U is called horizontal if U = UH . Note that [Xk, T] = [Yk, T] =
[Xk,Xj] = [Yk,Yj] = 0, while [Xk,Yj] = −2δkj T, where δkj is the Kronecker delta. The last equality
and Frobenius Theorem imply that the horizontal distribution is not integrable.
For a C1 hypersurface Σ ⊂ Hn the singular set Σ0 consists of those points p ∈ Σ for which the
tangent hyperplane TpΣ coincides with the horizontal distribution. The set Σ0 is closed and has
empty interior in Σ. Hence, the regular set Σ − Σ0 of Σ is open and dense in Σ. For any point
p ∈ Σ − Σ0, the tangent hyperplane meets transversally the horizontal distribution, and so the
intersection is (2n− 1)-dimensional.
Consider the Riemannian metric g = 〈· , ·〉 on Hn so that {Xk,Yk, T : k = 1 . . . n} is an orthonor-
mal basis of R2n+1 at every point. We denote by |U| the modulus of a vector field U. The volume
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vol(Ω) of a Borel set Ω ⊆ Hn is the Riemannian volume of the metric, which in this case coincides
with the Lebesgue measure in R2n+1. The perimeter of a Borel set Ω ⊆ Hn is defined as
(2.1) P(Ω) = sup
{∫
Ω
div(U) dv : |U| 6 1
}
,
where the supremum is taken over C1 horizontal vector fields with compact support on Hn. In the
definition above, dv and div(·) are the Riemannian volume and divergence of the metric, respec-
tively. It is not difficult to see that our notion of perimeter coincides with the sub-Riemannian
perimeter in Hn given in [CDG] and [FSSC]. A set Ω is said to be of finite perimeter if vol(Ω) and
P(Ω) are finite. We refer to the reader to [FSSC] for a detailed development about perimeter and
sets of finite perimeter in Hn.
Let Ω be an open set in Hn bounded by a C2 embedded hypersurface Σ = ∂Ω. We denote by
N the unit normal vector to Σ in (Hn, g) pointing into Ω. By using the Riemannian divergence
theorem we obtain
(2.2) P(Ω) =
∫
Σ
|NH | da,
where da is the Riemannian measure on Σ.
We shall denote by D the Levi-Civita´ connection on (Hn, g). The following derivatives can be
easily computed
DXkXj = DYkYj = DTT = 0,
DXkYj = −δkj T, DXkT = Yk, DYkT = −Xk,(2.3)
DYkXj = δkj T, DTXk = Yk, DTYk = −Xk.
For any vector field U on Hn we define G(U) = DUT. It follows that G(Xk) = Yk, G(Yk) = −Xk
and G(T) = 0, so that G defines a linear isometry when restricted to horizontal vector fields. Note
also that
(2.4) 〈G(U),V〉+ 〈U,G(V)〉 = 0,
for any pair of vector fields U and V.
Let Σ be a C2 hypersurface in Hn, and N a unit normal vector to Σ. We can describe the singu-
lar set Σ0 ⊂ Σ in terms of NH, as the set {p ∈ Σ : NH(p) = 0}. In the regular part Σ − Σ0, we can
define the horizontal unit normal vector νH ([DGN]) by
(2.5) νH =
NH
|NH |
.
Consider the unit vector field Z on Σ−Σ0 given by Z = G(νH). As Z is horizontal and orthogonal
to νH, we conclude that Z is tangent to Σ.
Any isometry of (Hn, g) leaving invariant the horizontal distribution preserves the perimeter
of sets in Hn. Examples of such isometries are left translations, which act transitively on Hn.
In H1, the Euclidean rotation of angle θ about the t-axis given by
rθ(x, y, t) = (x cos θ − y sin θ, x sin θ + y cos θ, t),
is also such a kind of isometry since it transforms the orthonormal basis {X,Y, T} at the point p
into the orthonormal basis {(cos θ)X + (sin θ)Y, (− sin θ)X + (cos θ)Y, T} at the point rθ(p). It is
pointed out in [FMP] that not all the rotations about the t axis are isometries of (Hn, g) for n > 2.
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3. STATIONARY SETS AND CONSTANT MEAN CURVATURE HYPERSURFACES IN Hn
In this section we study sets of Hn which are critical points under a volume constraint of the
perimeter functional defined in (2.1).
Let Ω be a set of finite perimeter in Hn. Consider a C1 vector field U with compact support on
Hn, and denote by {ϕt}t∈R the associated group of diffeomorphisms. Let Ωt = ϕt(Ω). The fa-
mily {Ωt}, for t small, is the variation of Ω induced by U. Let V(t) = vol(Ωt) and P(t) = P(Ωt).
We say that the variation preserves volume if V(t) is constant for t small enough. We say that Ω
is stationary if P ′(0) = 0 for any volume preserving variation. In order to describe analytically
stationary sets we shall compute the first variation formula for volume and perimeter.
Suppose that Ω is bounded by a C2 embedded hypersurface Σ = ∂Ω. As the volume consid-
ered is the Riemannian one, it is well-known ([BdCE]) that
V′(0) =
∫
Ω
div(U) dv = −
∫
Σ
u da,
where u = 〈U,N〉 is the component of U with respect to the unit normal vector N to Σ pointing
into Ω.
Now we compute the first variation of perimeter. We need a previous lemma.
Lemma 3.1. Let Σ ⊂ Hn be a C2 hypersurface and N a unit normal vector to Σ. Consider a point
p ∈ Σ − Σ0, the horizontal normal νH at p defined in (2.5), and Z = G(νH). Let {Z1, . . . ,Z2n−1} be an
orthonormal family of horizontal, tangent vectors to Σ at p with Z1 = Z. Then, for any u ∈ TpHn we
have
DuNH = (DuN)H − 〈N, T〉 G(u)− 〈N,G(u)〉 T,(3.1)
u (|NH |) = 〈DuN, νH〉 − 〈N, T〉 〈G(u), νH〉 ,(3.2)
DuνH = |NH |−1
2n−1
∑
i=1
(〈DuN,Zi〉 − 〈N, T〉 〈G(u),Zi〉) Zi + 〈Z, u〉 T.(3.3)
Proof. Equalities (3.1) and (3.2) are easily obtained by using that NH = N− 〈N, T〉 T. Let us prove
(3.3). As |νH | = 1 and {νH,Zi, T : i = 1, . . . , 2n− 1} is an orthonormal basis of TpHn, we get
DuνH =
2n−1
∑
i=1
〈DuνH ,Zi〉 Zi + 〈DuνH, T〉 T.
Note that 〈DuνH , T〉 = − 〈νH ,G(u)〉 = 〈Z, u〉 by (2.4). On the other hand, by using (3.1) and the
fact that Zi is tangent and horizontal, we deduce
〈DuνH,Zi〉 = |NH |−1 〈DuNH ,Zi〉 = |NH |−1(〈DuN,Zi〉 − 〈N, T〉 〈G(u),Zi〉).

For a C1 vector field U on a hypersurface Σ, we denote by divΣ U the Riemannian divergence
of U relative to Σ, which is given by divΣ U(p) := ∑
2n
1=1
〈
DeiU, ei
〉
for any orthonormal basis {ei :
i = 1, . . . , 2n} of TpΣ. Now, we can prove
Lemma 3.2. Let Ω be a set of finite perimeter in Hn such that Σ = ∂Ω is a C2 hypersurface. Suppose
that U is a C1 vector field on Hn, whose support in Σ is disjoint from the singular set Σ0. Then the first
derivative at the origin of the perimeter functional P(t) associated to U is given by
P ′(0) =
∫
Σ
u (divΣ νH) da,
where u = 〈U,N〉 is the component of U with respect to the unit normal vector N to Σ pointing into Ω,
and νH is the horizontal normal vector defined in (2.5).
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Proof. Call {ϕt}t∈R to the group of diffeomorphisms associated to U and denote Σt = ϕt(Σ). Let
dat be the Riemannian measure on Σt. Consider a C
1 vector field N whose restriction to Σt coin-
cides with the unit normal vector pointing into Ωt = ϕt(Ω). Denote by U
⊤ and U⊥ the tangent
and the normal part of U, respectively. By using (2.2) and the coarea formula, we have
P(t) =
∫
Σt
|NH | dat =
∫
Σ
(|NH | ◦ ϕt) |Jac ϕt| da,
where Jac ϕt is the Jacobian determinant of the map ϕt : Σ → Σt. Now, we differentiate with
respect to t, and we use the known fact that (d/dt)|t=0 |Jac ϕt| = divΣ U, to get
P ′(0) =
∫
Σ
{U(|NH|) + |NH | divΣ U} da
=
∫
Σ
{U⊥(|NH |) + divΣ(|NH |U)} da
=
∫
Σ
{divΣ(|NH |U⊤) +U⊥(|NH |) + |NH | divΣ U⊥} da
=
∫
Σ
{U⊥(|NH |) + |NH | divΣ U⊥} da.
To obtain the last equality we have used that the integral of the divergence of |NH |U⊤ vanishes
by virtue of the Riemannian divergence theorem.
On the other hand, we can use (3.2) to obtain
U⊥(|NH |) =
〈
DU⊥N, νH
〉− 〈N, T〉 〈G(U⊥), νH〉 = − 〈∇Σu, νH〉 ,
since G(U⊥) is orthogonal to νH and DU⊥N = −∇Σu. Here ∇Σu represents the gradient of u
relative to Σ. Then, we get
U⊥(|NH |) + |NH | divΣ U⊥ = −(νH)⊤(u) + u |NH | divΣ N
= − divΣ
(
u (νH)
⊤)+ u divΣ ((νH)⊤)+ u divΣ(|NH |N)
= − divΣ
(
u (νH)
⊤)+ u divΣ νH .
As a consequence, we conclude that
P ′(0) = −
∫
Σ
divΣ
(
u (νH)
⊤) da+ ∫
Σ
u (divΣ νH) da,
and the proof follows by using the Riemannian divergence theorem and the fact that u has com-
pact support disjoint from the singular set Σ0. 
Let Σ be a C2 hypersurface in Hn, and N a unit normal vector field to Σ. We define the mean
curvature of Σ with respect to N by equality
(3.4) −2n H(p) = (divΣ νH)(p), p ∈ Σ− Σ0.
We say that Σ is of constant mean curvature (CMC) if H is constant on Σ − Σ0. In this case we ex-
tend H by its constant value to the whole Σ. A minimal hypersurface in Hn is one for which H = 0.
These definitions have sense even for immersed hypersurfaces.
The first variation of perimeter can be written in terms of the mean curvature as
(3.5) P ′(0) = −2n
∫
Σ
H 〈U,N〉 da.
Remark 3.3. The first variation of perimeter and the notion of mean curvature were first given by
S. Pauls [Pa] for graphs Σ = {t = f (x, y)} in H1, and later extended by J.-H. Cheng, J.-F. Hwang,
A. Malchiodi and P. Yang [CHMY], and by N. Garofalo and S. Pauls [GP] to any C2 surface in H1.
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The case of Hn has been recently treated in [DGN]. In Section 4 we will show that our definition
of mean curvature agrees with the previous ones.
The first variation of perimeter allows us to prove the following variational property of sta-
tionary sets
Corollary 3.4. Let Ω be a set of finite perimeter in Hn bounded by a C2 hypersurface Σ. If Ω is stationary,
then Σ has constant mean curvature.
Proof. Let u : Σ → R be a C1 mean zero function with compact support contained in Σ − Σ0. We
can construct, as in [BdCE, Lemma 2.2], a volume preserving variation given by a vector field U
such that 〈U,N〉 = u. As Ω is stationary, (3.5) gives us
2n
∫
Σ
Hu da = 0,
and the proof follows since u is an arbitrary mean zero function. 
Remark 3.5. The mean curvature can be defined locally, off of the singular set, in an immersed
hypersurface Σ in Hn, and even globally if Σ is two-sided (there is a well defined unit normal
vector N). The boundary area in Σ may be defined as
∫
Σ |NH | da and it can be easily shown that
its first derivative equals − ∫
Σ
2nH u da for any variation of Σ with initial velocity vector field uN
with compact support. On the other hand, even if Σ does not enclose some given volume, the
variation of volume for a displacement of Σ in the direction of a normal vector field uN with
compact support can be computed and equals − ∫Σ u da. The interested readers are referred to
the paper by J. L. Barbosa, M. do Carmo and J. Eschenburg [BdCE] for details in the Riemannian
setting. Hence one can conclude that immersed hypersurfaces with constant mean curvature are
critical points of the sub-Riemannian boundary area under volume-preserving variations.
4. COMPUTATION OF THE MEAN CURVATURE AND EXAMPLES
In this section we describe a method to compute the mean curvature defined in (3.4) of a hy-
persurface Σ in Hn. Then, we will apply it to give an explicit expression for the mean curvature of
a graph t = f (x, y) in H1. This will allow us to recall two families of well-known constant mean
curvature hypersurfaces in H1. Finally, we will compute the mean curvature of a hypersurface of
revolution in Hn about the t-axis.
Consider a C2 immersion φ : B → Hn defined on a (2n)-dimensional Riemannian manifold.
Suppose that N is a unit normal vector field to Σ = φ(B) in (Hn, g). Fix a point p ∈ B such that
φ(p) ∈ Σ − Σ0, and consider an orthonormal basis {e1, . . . , e2n} of TpB. Denote ∂j = ej(φ). The
vectors {∂j : j = 1, . . . , 2n} form a basis of Tφ(p)Σ. Denote by νH the horizontal normal vector
defined in (2.5). A unit, horizontal tangent vector to the non-singular part Σ − Σ0 of Σ is given
by Z = G(νH). Take an orthonormal basis {Z1, . . . ,Z2n−1} of horizontal, tangent vectors to Σ at
φ(p)with Z1 = Z. If we call S = 〈N, T〉 νH − |NH | T, then it is clear that {Zi, S} is an orthonormal
basis of Tφ(p)Σ, and so the mean curvature (3.4) of Σ can be computed as
−2nH =
2n−1
∑
i=1
〈
DZiνH,Zi
〉
+ 〈DSνH, S〉 .
By using the expression for DuνH given in Lemma 3.1, we obtain
(4.1) 2nH = |NH |−1
2n−1
∑
i=1
II(Zi,Zi),
where II is the second fundamental form of Σ in (Hn, g) with respect to the normal N.
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From the expression above it is easy to see that for the case n = 1
DZZ = 2HνH,
and we deduce that our definition of mean curvature coincides with the one given in [CHMY].
Denote by IIij = II(∂i, ∂j) = −
〈
D∂iN, ∂j
〉
. It is clear that
(4.2) IIij =
〈
N,Dei∂j
〉
.
On the other hand, if the coordinates of ∂j with respect to the left-invariant basis {Xk,Yk, T} are
given by (xkj, ykj, tj), then a straightforward computation by using (2.3) shows that the coordi-
nates of Dei∂j with respect to {Xk,Yk, T} are
(4.3)
(
ei(xkj)− ti ykj − tj yki, ei(ykj) + ti xkj + tj xki, ei(tj) +
n
∑
k=1
(xkj yki − xki ykj)
)
.
The calculation of the coefficients IIij allows us to compute II(Zi,Zi) so that we can obtain from
(4.1) an explicit expression for the mean curvature of Σ in any particular case.
Example. Let Σ be the graph of a function f ∈ C2(B) over an open set B ⊆ R2. Then, by using
(4.3), (4.2) and (4.1) for the immersion φ(z) = (z, f (z)), z ∈ B, we get
(4.4) 2H = − ( fy + x)
2 fxx + ( fx − y)2 fyy − 2 ( fx − y) ( fy + x) fxy
{( fx − y)2 + ( fy + x)2}3/2
.
The expression above coincides with the divergence in R2 of the horizontal vector field νH pro-
jected to R2. It follows that our definition of mean curvature extends the one given by S. Pauls
[Pa].
Now, we will show some known examples of CMC surfaces in Hn. Of course, hyperplanes in
R2n+1 are minimal hypersurfaces in Hn. The construction of examples has been mainly focused
on minimal surfaces in H1, see [Pa], [CH] and [GP]. We are interested in the following ones
Example 4.1 (Catenoidal surfaces in H1). For any E > 0, let us consider the hyperboloid of revo-
lution Σ in R3 defined in coordinates [z, t] ∈ H1, by equality
t = ±
√
E2 (|z|2 − E2), |z| > E.
By using the expression (4.4) for the mean curvature of a graph, it is easy to check that Σ is a
smooth, rotationally invariant, minimal surface in H1. These surfaces were characterized by S.
Pauls [Pa, Section 4] as the unique minimal surfaces given by the unions of two radial graphs
over the xy-plane.
There are no many examples of complete surfaces in Hn with non-zero constant mean curva-
ture. The best known are the next ones
Example 4.2 (Spherical hypersurfaces in Hn). For any H > 0 consider the hypersurface SH in H
n
defined in coordinates [z, t], for z ∈ Cn, by
t = ± 1
2H2
{H|z|
√
1− H2 |z|2 + arccos (H|z|)}, |z| 6 1
H
.
The hypersurface SH is compact and homeomorphic to a (2n)-dimensional sphere. It has two
singular points on the t-axis. In [DGN] it is shown that SH is C
2 but not C3 around the singular
points. It was proved in [LM] that SH has constant mean curvature H. These hypersurfaces ap-
peared in [M] and [LM] as the solutions of the restricted isoperimetric problem in Hn consisting
of finding, for fixed volume, a minimum of the perimeter functional P(·) in the class of sets in
Hn bounded by two symmetric radial graphs over the hyperplane {t = 0}. Recently, D. Danielli,
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N. Garofalo and D. Nhieu [DGN, Thm. 14.6] have proved that they are also solutions of the
isoperimetric problem restricted to a wider class of sets with cylindrical symmetry.
Finally, we shall compute the mean curvature of a rotationally invariant hypersurface in Hn.
Let Σ be a C2 hypersurface in Hn which is invariant under the group of rotations in R2n+1
about the t-axis. Denote by γ(s) = (x(s), t(s)), s ∈ I, the generating curve of Σ in the half-plane
{xt (= x1t) : x > 0}. We parameterize the hypersurface Σ in cylindrical coordinates by the im-
mersion φ : B → Hn given by φ(s,ω) = (x(s) ω, t(s)), where B is the manifold I× S2n−1 endowed
with the Euclidean metric of R2n. We take the unit normal vector to Σ in (Hn, g) whose coordi-
nates with respect to {Xk,Yk, T} are
(4.5)
(xx′ωn+k − t′ωk,−xx′ωk − t′ωn+k, x′)√
|γ′|2 + x2(x′)2 , whenever x > 0,
where ω = (ωk,ωn+k) ∈ Rn × Rn. In particular, we deduce that the singular set Σ0 of Σ is con-
tained on the t-axis. Now, choose a point p = (s,ω) ∈ B and a geodesic frame {u2, . . . , u2n}
of S2n−1 around ω, with u2(ω) = (−ωn+k,ωk). We take the orthonormal basis e1 = (1, 0) and
ej = (0, uj) of TpB = R × TωS2n−1. Note that the coordinates of ∂j = ej(φ) with respect to the
basis {Xk,Yk, T} are
∂1 = (x
′ωk, x′ωn+k, t′), ∂2 = (−xωn+k, xωk, x2), ∂j = (x(uj)k, x(uj)n+k, 0), j > 3.
Then, we can compute from (4.2), (4.3) and (4.5) the coefficients IIij of the second fundamental
form of Σ with respect to N, resulting
II11 =
x′t′′ − x′′t′ − 2x(x′)2t′√
|γ′|2 + x2(x′)2
, II22=
xt′ (1+ 2x2)√
|γ′|2 + x2(x′)2
, IIii = 0, i = 3, . . . , 2n,
II1j =
x(t′)2 − x3(x′)2√
|γ′|2 + x2(x′)2 δ1j, IIij =0, i, j ∈ {2, . . . , 2n}, i 6= j.
On the other hand, we consider the following orthonormal basis {Zi : i = 2, . . . , 2n} of horizontal,
tangent vectors to Σ
Z2 = Z =
x ∂1 − (t′/x) ∂2√
x2(x′)2 + (t′)2
, Zi =
∂i
x
, i = 3, . . . , 2n.
Finally, it is easy to check from (4.1) that the mean curvature of Σ with respect to N in the regular
set is the following
(4.6) 2nH =
x3 (x′t′′ − x′′t′) + (2n− 1) (t′)3 + 2 (n− 1) x2(x′)2t′
x {x2(x′)2 + (t′)2}3/2 .
Example. When the generating curve γ is the graph of a function x(t) defined on the t-axis, then
equation (4.6) becomes
2nH =
(2n− 1)− x3x′′ + 2 (n− 1) x2(x′)2
x {1+ x2 (x′)2}3/2 .
In particular, a cylinder of radius r > 0 about the t-axis has constant mean curvature H = 2n−12nr .
5. CLASSIFICATION OF ROTATIONALLY INVARIANT CMC HYPERSURFACES IN Hn
In this section we study in detail the solutions of the CMC equation for hypersurfaces of revo-
lution in Hn about the t-axis.
Let Σ be a C2 hypersurface in Hn which is invariant under the group of rotations in R2n+1
about the t-axis. Denote by γ the generating curve of Σ in the half-plane {xt (= x1t) : x > 0}. We
parameterize the curve γ = (x, t) by arc-length s ∈ I. Let N be the unit normal vector to Σ given
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in (4.5), and H the mean curvature of Σ with respect to N. Denote by σ(s) the angle between
the tangent vector γ′(s) and ∂∂t . It is clear that x
′ = sin σ and t′ = cos σ. By substituting these
equalities into (4.6), we deduce the following
Lemma 5.1. The generating curve γ = (x, t) of a rotationally invariant hypersurface in Hn with constant
mean curvature H, satisfies the following system of ordinary differential equations
(∗)H


x′ = sin σ,
t′ = cos σ,
σ′ = (2n− 1) cos
3 σ
x3
+ 2 (n− 1) sin
2 σ cos σ
x
− 2nH (x
2 sin2 σ + cos2 σ)3/2
x2
,
whenever x > 0. Moreover, the system above has a first integral: the function given by
(5.1)
x2n−1 cos σ√
x2 sin2 σ + cos2 σ
− Hx2n
is constant along any solution (x, t, σ).
Remarks. 1. Note that the system (∗)H has a singularity for x = 0. We will show that the possible
contact between a solution (x, t, σ) and the t-axis is perpendicular. This means that the generated
hypersurface Σ is of class C1 around the t-axis.
2. The existence of a first integral follows fromNoether’s theorem in the Calculus of Variations
([GiH]) by taking into account that the translations along the t-axis preserve the solutions of (∗)H .
It can also be obtained by using the arguments given by N. Korevaar, R. Kusner and B. Solomon,
see [KKS, p. 480].
3. The constant value E of the function (5.1) will be called the energy of the solution (x, t, σ).
Notice that
(5.2) x2n−1 cos σ = (E+ Hx2n)
√
x2 sin2 σ + cos2 σ.
The equation above clearly implies
(5.3) (x4n−2 − (E+ Hx2n)2) cos2 σ = (E+ Hx2n)2 x2 sin2 σ,
from which we deduce the inequality
(5.4) x2n−1 > |E+ Hx2n|.
In the following results we gather some elementary properties of the solutions of (∗)H .
Lemma 5.2. Let (x(s), t(s), σ(s)) be a solution of (∗)H with energy E. Then, we have
(i) The solution can be translated along the t-axis. More precisely, (x(s), t(s) + t0, σ(s)) is a solution
of (∗)H with energy E for any t0 ∈ R.
(ii) If x′(s0) = 0, then the solution is symmetric with respect to the line {t = t(s0)}. As consequence,
we can continue a solution by reflecting across the critical points of x(s).
(iii) The curve (x(s0 − s), t(s0 − s),pi + σ(s0 − s)) is a solution of (∗)−H with energy −E.
Lemma 5.3. Let (x(s), t(s), σ(s)) be a solution of (∗)H . If cos σ(s0) 6= 0, then the coordinate x is a
function over a small t-interval around t(s0). Moreover
(5.5)
dx
dt
= tanσ,
d2x
dt2
=
σ′
cos3 σ
,
where σ′ is the derivative of σ with respect to s.
ROTATIONALLY INVARIANT CMC HYPERSURFACES IN Hn 11
The first integral (5.1) allows us to give the complete description of the solutions of (∗)H . They
are of the same types as the ones obtained by C. Delaunay [D] when he studied constant mean
curvature surfaces of revolution in R3.
Theorem 5.4. Let γ be a complete solution of the system (∗)H with energy E. Then, the generated Σ is a
constant mean curvature hypersurface in Hn of one of the following types (see Figure 1)
(i) If H = 0 and E = 0 then γ is a straight line orthogonal to the t-axis and Σ is a Euclidean
hyperplane.
(ii) If H = 0 and E 6= 0 we obtain an embedded Σ of catenoidal type. Moreover, the resulting hyper-
surface is contained inside a slab of R2n+1 when n > 2.
(iii) If H 6= 0 and E = 0 then Σ is a compact hypersurface homeomorphic to a sphere.
(iv) If EH > 0 then γ is a periodic graph over the t-axis. The generated Σ is a cylinder or an embedded
hypersurface of unduloid type.
(v) If EH < 0 then γ is a locally convex curve and Σ is a nodoid type hypersurface, which has selfin-
tersections.
FIGURE 1. The different types for the generating curve of a rotationally invariant
CMC hypersurface in Hn: hyperplane, catenoid, sphere, cylinder, unduloid and
nodoid.
Proof. Let γ = (x, t, σ) be a complete solution of (∗)H with energy E. By Lemma 5.2 (i) we can
suppose that γ is defined over an interval I containing the origin, and that the initial conditions
of γ are (x0, 0, σ0). To prove Theorem 5.4 we distinguish several cases depending on the signs of
H and E. We begin by studying minimal surfaces.
• H = 0, E = 0. From (5.2) we get cos σ ≡ 0 and so, by Lemma 5.2 (iii), we can admit that σ ≡ pi/2.
It follows that t ≡ 0 and x(s) = s + x0. We conclude that the solution is a half-line meeting the
t-axis orthogonally. The generated hypersurface Σ is a hyperplane.
• H = 0, E 6= 0. We can suppose that E > 0 by Lemma 5.2 (iii). By using (5.4) we see that
x2n−1 > E and so, the solution does not approach the t-axis. Moreover, the solution is defined on
the whole real line since (x′, t′, σ′) is bounded. By translating the solution along the t-axis we can
admit that the initial conditions of γ are (E1/(2n−1), 0, 0). From (5.2) we get cos σ > 0. It follows
from Lemma 5.3 that the x-coordinate of γ is a function of t around the origin. By (5.5) and (∗)H
we have
d2x
dt2
=
2n− 1
x3
+
2 (n− 1)
x
(
dx
dt
)2
.
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In the case n = 1 we can integrate this differential equation obtaining x(t) = E−1
√
t2 + E4, which
is a catenoidal type surface as in Example 4.1. Consider the case n > 2. By the symmetry of the
solutions of (∗)H (Lemma 5.2 (ii)) we only have to describe the curve γ(s) for s > 0. From (∗)H we
see that σ′ > 0, and so σ(s) ∈ (0,pi/2) for any s > 0 since cos σ > 0. On the other hand, equation
(5.5) implies that x(t) is strictly increasing and strictly convex. The uniqueness of the solutions
of (∗)H for given initial conditions ensures that any other solution with H = 0 and E > 0 is a
translation along the t-axis of the graph of the function x(t) described above.
Let us see that the generated Σ is contained in a slab of R2n+1 when n > 2. Call t∞ =
lims→+∞ t(s). The fact that sin σ > 0 for s > 0 implies that the t-coordinate of γ is a function
of x ∈ (E1/(2n−1),+∞). This function satisfies dt/dx = cot σ by (5.5). An explicit expression for
cot σ is obtained by using (5.3). It follows that
t∞ =
∫ +∞
E1/(2n−1)
Ex√
x4n−2 − E2 dx.
Finally, a comparison with the functions x4n−3 (x4n−2 − E2)−1/2 and x2−2n shows that the integral
above converges only if n > 2.
Now, we shall assume that H 6= 0. By Lemma 5.2 (iii) we can suppose H > 0. We discuss
different cases attending to the sign of E.
• H > 0, E = 0. By equation (5.2) we get cos σ > 0 on I and so, γ is a graph over the t-axis. From
(5.4) we have x 6 1/H, so that the solution could approach the t-axis. Moreover, by using (5.2),
(5.3) and (∗)H , we obtain
σ′ =
cos3 σ
H2x5
(H2x2 − 2) < 0,
which implies that the angle is strictly decreasing along the solution γ.
As the solutions are invariant by translations along the t-axis, we can suppose that the initial
conditions of γ are (1/H, 0, 0). Call β = sup I and tβ = lims→β− t(s). By Lemma 5.2 (ii) we
only have to study the function x(t) for t ∈ (0, tβ). As σ′ < 0 and cos σ > 0, we deduce that
σ ∈ (−pi/2, 0) on the interval (0, β). In particular, we get by (5.5) that x(t) is strictly decreasing
and strictly concave on (0, tβ). This entails tβ < +∞ since x(t) is bounded. By using the same
reasoning with x(s) we prove β < +∞. It follows that x(s) → 0 when s → β−; otherwise, we
could continue the complete solution γ(s) for s > β, a contradiction. By (5.2) we have that γ meets
the axis orthogonally. These arguments show that the generated Σ is a compact hypersurface of
spherical type.
We finally see that γ coincides with the generating curve of the sphere SH given in Example 4.2.
Note that sin σ < 0 on (0, β). This implies that the t-coordinate of γ(s), for s ∈ (0, β), is a function
of x ∈ (0, 1/H). Moreover, by (5.5) we obtain dt/dx = cot σ < 0. By computing cot σ from (5.3),
we have
dt
dx
=
−Hx2√
1− H2x2 , x ∈ (0, 1/H).
We can integrate the equality above to conclude that
t(x) =
1
2H2
{Hx
√
1− H2x2 + arccos (Hx)}, x ∈ (0, 1/H),
which proves the claim.
• H > 0, E > 0. By (5.2) we see that cos σ > 0 on I and so, γ is a graph over the t-axis. Equation
(5.4) gives Hx2n − x2n−1 + E 6 0, which implies that x(s) is bounded and the solution does not
meet the t-axis. By (∗)H it follows that (x′, t′, σ′) is bounded and so, the solution is defined on
the whole real line. Call x1 = inf x(s) and x2 = sup x(s). The values x1 and x2 coincide with the
positive zeroes of the polynomial Hy2n − y2n−1 + E. We consider two cases
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(i) x1 = x2. We obtain x ≡ r > 0, σ ≡ 0 and t(s) = s. The generated hypersurface is a cylinder of
radius r = (2n− 1)/(2nH) about the t-axis.
(ii) x1 < x2. After a translation along the t-axis, we can suppose that the initial conditions of γ
are (x1, 0, 0). Call t∞ = lims→+∞ t(s). By the symmetry of the solutions of (∗)H it suffices to study
the function x(t) for t ∈ (0, t∞). It is clear that σ′(0) > 0; in fact, as we assume x1 < x2, we have
that σ′(0) > 0. In particular, by (5.5) we get that x(t) is strictly increasing and strictly convex
on a small interval to the right of the origin. We claim that there exists a first value s1 > 0 such
that σ′(s1) = 0. Otherwise, we would deduce σ(s) ∈ (0,pi/2) for any s > 0, which implies by
(∗)H that x(s) is strictly increasing and strictly convex on (0,+∞), a contradiction since x(s) is
bounded. Call x0 = x(s1), t1 = t(s1) and σ1 = σ(s1). The definition of s1 implies that σ ∈ (0,pi/2)
and σ′ > 0 on (0, s1). As a consequence
(a) The graph x(t) is strictly increasing and strictly convex on (0, t1).
On the other hand, by using (5.2), (5.3) and (∗)H , we have
(5.6) σ′ =
[
cos3 σ
x3 (E+ Hx2n)3
]
p(x),
where p is the polynomial given by p(y) = (E + Hy2n)3 − 2Hy6n−2 + 2(n− 1)Ey4n−2. As conse-
quence p(x1) > 0 since σ
′(0) > 0. Moreover, σ′(s) = 0 if and only if p(x(s)) = 0. It is not difficult
to see that p′(y) 6= 0 for any y ∈ [x1, x2] with p(y) = 0. Hence, p′(x0) < 0.
It is clear that x′(s1) = sin σ1 > 0. In particular, x(s) 6= x0 for any s 6= s1 close enough to s1. A
straightforward computation shows that
σ′′(s1) =
[
sin σ1 cos
3 σ1
x30 (E+ Hx
2n
0 )
3
]
p′(x0) < 0.
We deduce by using (5.5) that x(t) is strictly concave on a small interval to the right of t1.
Now, we claim the existence of a first value s2 > s1 such that σ(s2) = 0. Otherwise, σ(s) ∈
(0,pi/2) for any s > s1, and so x(s) would be strictly increasing and strictly concave on (s1,+∞).
Therefore, we would have x(s) → x2, x′(s) → 0 and σ(s) → 0 when s → +∞. By taking into
account (5.6) and the fact that p(x2) 6= 0 we would obtain lims→+∞ σ′(s) 6= 0, a contradiction.
Clearly x(s2) = x2 by equation (5.2); moreover, σ
′(s2) < 0 and p(x2) < 0. Now, we can prove
that x0 is the unique zero of p(y) in [x1, x2]. By using Descartes’ criterion to count the number
of real roots of a polynomial, we get that p(y) has at most two positive real roots (there are only
two changes of sign in the sequence of coefficients of p(y)). But only one positive root is possible
since p(x1) > 0, p(x2) < 0, and p
′(y) 6= 0 for any y ∈ [x1, x2] with p(y) = 0. Call t2 = t(s2). By
definition of s2 and the arguments above it follows that σ ∈ (0,pi/2) and σ′ < 0 on (s1, s2). In
particular
(b) The graph x(t) is strictly increasing and strictly concave on (t1, t2).
As x′(s2) = 0 we deduce that the full solution is obtained by successive reflections across the
lines {t = k t2} for k an entire. Conclusions (a) and (b) above show that the generated surface Σ is
similar to an unduloid of R2n+1.
• H > 0, E < 0. In this case we deduce from (5.2) that the sign of cos σ and E + Hx2n is the
same. In particular, cos σ = 0 if and only if x = x0 = (−E/H)1/2n. By equation (5.4) we have
|E+ Hx2n| − x2n−1 6 0 on I. It follows that x(s) is bounded and the solution does not approach
the t-axis. Call x1 = inf x(s) and x2 = sup x(s). These values are positive zeroes of the function
|E+ Hy2n| − y2n−1. The case x1 = x2 is not possible; otherwise, the solution would coincide with
a cylinder. By using Descartes’ criterion we deduce that the polynomials −Hy2n − y2n−1 − E and
Hy2n − y2n−1 + E have at most a positive real root. This implies that x0 ∈ (x1, x2).
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On the other hand, by taking into account (5.2) and (∗)H , we obtain
(5.7) σ′ =
ψ
x3
p(x),
where p(y) = (E+Hy2n)3− 2Hy6n−2+ 2(n− 1)Ey4n−2, and ψ is the continuous, positive function
defined by
ψ(s) =


cos3 σ
(E+ Hx2n)3
if x(s) 6= x0,
x6−6n0 if x(s) = x0.
It is easy to check that p(x1) < 0 and p
′(y) 6 0 for y ∈ [x1, x2]. We deduce from (5.7) that σ′ < 0
along the solution. After a translation along the t-axis we can suppose that the initial conditions
of γ are (x2, 0, 0). By the symmetry of the solutions we only have to study the behaviour of γ(s)
for s > 0. As σ′ < 0, we get σ < 0 on (0,+∞). The fact that cos σ = 1 implies that the x-coordinate
of γ is a function of t around the origin. By (∗)H and (5.5) it follows that x(s) and x(t) are strictly
decreasing and strictly concave on small intervals to the right of the origin.
Now, the same argumentswe used in the case H > 0, E > 0 ensure the existence of a first s1 > 0
and a first s2 > s1 such that σ(s1) = −pi/2 and σ(s2) = −pi. By (5.2) we see that x(s1) = x0 and
x(s2) = x1. Call t1 = t(s1) and t2 = t(s2). By the definition of s1 and s2 we have that σ ∈ (−pi/2, 0)
on (0, s1) and σ ∈ (−pi,−pi/2) on (s1, s2). As a consequence, the restriction of γ to [0, s2] consists
of two graphs of the function x(t) meeting at t = t1. Moreover, by (5.5) we deduce that x(t) is
strictly decreasing and strictly concave on (0, t1), while it is strictly decreasing and strictly convex
on (t2, t1). As {t = 0} and {t = t2} are lines of symmetry for γ, we can reflect successively to
obtain the complete solution, which is periodic. The resulting curve is embedded if and only if
t2 = 0; in this case, the generated Σ would be compact and homeomorphic to a torus.
Let us see that Σ has self-intersections. The fact that sin σ < 0 on (0, s2) implies that we can see
the t-coordinate of γ as a function of x ∈ (x1, x2). This function satisfies dt/dx = cot σ by (5.5).
An explicit expression for cot σ is obtained by using (5.3). It follows that
t2 =
∫ x2
x1
(E+ Hx2n) x√
x4n−2 − (E+ Hx2n)2
dx.
Consider the Riemann surface R associated to the polynomial w2 = x4n−2− (E+ Hx2n)2. We may
consider a lift α to R of a Jordan curve α˜ in the xt-plane around the interval [x1, x2] so that the only
zeroes of the polynomial x4n−2 − (E+ Hx2n)2 in the interior of α˜ are x1, x2. Hence we have
t2 =
1
2
∫
α
(E+ Hx2n) x
w
dx.
The function x−2n+2w is holomorphic in a neighbourhood of α. A direct computation yields
d(x−2n+2w) =
(
2(n− 1) x−2n+1(E+ Hx2n)2 + x2n−1 − 2nH (E+ Hx2n) x
)
dx
w
,
so that
t2 =
1
4nH
∫
α
(
2(n− 1) x−2n+1(E+ Hx2n)2 + x2n−1
)
dx
w
.
Since the last integrand is an holomorphic one-form in a neighbourhood of α, we finally get
t2 =
1
2nH
∫ x2
x1
2(n− 1) x−2n+1 (E+ Hx2n)2 + x2n−1√
x4n−2 − (E+ Hx2n)2
dx,
which is strictly positive. This allows us to conclude that the generated hypersurface Σ is similar
to a Euclidean nodoid. 
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Theorem 5.4 provides not only new examples of complete, embedded hypersurfaces in Hn
with non-zero constant mean curvature, but also the following consequences
Corollary 5.5. The only minimal hypersurfaces of revolution in Hn are Euclidean hyperplanes orthogonal
to the t-axis and catenoidal type hypersurfaces.
Corollary 5.6. The only compact, embedded, rotationally hypersurfaces of constant mean curvature in Hn
are the spheres {SH}H>0 described in Example 4.2.
Remark 5.7. Consider the isoperimetric problem in Hn, which consists of finding a minimum for
the perimeter functional P(·) in the class of sets in Hn enclosing a fixed volume. It was proved
by G. Leonardi and S. Rigot [LR] that the solutions to this problem exist. Moreover, isoperimetric
sets are bounded, connected and satisfy a certain separation property, see [LR, Theorem 2.11].
Though the solutions to this problem are still unknown, we could expect that they are rotation-
ally invariant about the t-axis, up to a left translation. In case this was proved, then Corollary 5.6
would show that the solutions to the isoperimetric problem are congruent to the family of spheres
{SH}H>0 given in Example 4.2.
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