Real-world objects are usually composed of a number of different materials that often show subtle changes even within a single material. Photorealistic rendering of such objects requires accurate measurements of the reflection properties of each material, as well as the spatially varying effects. We present an image-based measuring method that robustly detects the different materials of real objects and fits an average bidirectional reflectance distribution function (BRDF) to each of them. In order to model local changes as well, we project the measured data for each surface point into a basis formed by the recovered BRDFs leading to a truly spatially varying BRDF representation. Real-world objects often also have fine geometric detail that is not represented in an acquired mesh. To increase the detail, we derive normal maps even for non-Lambertian surfaces using our measured BRDFs. A high quality model of a real object can be generated with relatively little input data. The generated model allows for rendering under arbitrary viewing and lighting conditions and realistically reproduces the appearance of the original object.
INTRODUCTION
The use of realistic models for all components of image synthesis is a fundamental prerequisite for photorealistic rendering. This includes models for the geometry, light sources, and cameras, as well as materials and micro structure. As more and more visual complexity is demanded, it is less and less feasible to generate these models manually. Automatic and semi-automatic methods for model acquisition are therefore becoming increasingly important.
In this paper we concentrate on the acquisition of realistic materials. In particular, we describe an acquisition process for spatially varying bidirectional reflectance distribution functions (BRDFs) that is efficient, reliable, and requires little manual intervention. Other methods described in the literature (see Section 3 for an overview) either focus on homogeneous materials, or make assumptions on the type of material to be measured (e.g. human faces). In our work, we measure spatially varying BRDFs without making any additional assumptions. Further, we use the derived reflection properties to compute normal maps even for non-Lambertian surfaces. In particular, our contributions are -efficient, reliable, and mostly automatic calibration schemes for the light source position relative to the geometry, -a robust and efficient BRDF fitting process that clusters the acquired samples into groups of similar materials and fits a Lafortune model [Lafortune et al. 1997 ] to each group, -a method that projects every sample texel into a basis of BRDFs obtained from the clustering procedure. This projection accurately represents the material at that point and results in a compact representation of a truly spatially varying BRDF, -an algorithm that uses the reconstructed BRDF at every point together with the measured reflectance samples to optimize the orientation of the surface normal yielding a normal map.
We require only a relatively small number of high dynamic range photographs (about 15-25 images for one object), thereby speeding up the acquisition phase.
As a result of the fitting, clustering, and projection process, we obtain a compact representation of spatially varying materials that is well suited for rendering purposes (see Figure 11 for an example). The method works both for objects consisting of a mixture of distinct materials (e.g. paint and silver, see Figure 13 ), or for smooth transitions between material properties.
OVERVIEW AND MOTIVATION
Geometry and reflection properties have to be acquired in order to realistically reproduce a real world object. The basic ideas have been presented in Lensch et al. [2001b] and are further refined and extended in this paper. In particular, this includes extended sections on the setup and data resampling. Furthermore, we added new techniques for calibrating the light source position and for the acquisition of normal maps.
The reconstruction of spatially varying BRDFs requires one to sample a 6D function in some way. A very naive approach would be to measure the BRDF of every single point on the surface separately, for example, using a gonioreflectometer. It is clear that this method would be tedious if not impossible. A more suitable approach has been taken by Debevec et al. [2000] who constructed the light stage where a point light source spins around the object while a video camera takes several hundreds of images for a fixed view. Hereby, the BRDF of each visible surface point is captured for exactly one viewing direction as a function of incident lighting.
In this paper we present a technique for measuring spatially varying BRDFs for any viewing direction using far fewer images. The idea of our algorithm is based on the fact that most man-made (and even many natural) objects consist of mixtures of only a very small set of materials. We heavily exploit the coherence in the reflection properties of surface points belonging to the same material in order to drastically reduce the number of BRDF samples (i.e., the number of images) that have to be collected. The BRDFs of the basic materials are measured similar to the image-based measurement technique proposed by Marschner [1998] and Marschner et al. [1999] .
• H. P. A. Lensch et al. What remains is to represent the subtle variation and details which are present even within the same material. Real objects exhibit a lot of local variations in the material properties (such as imperfections within the material, dust, or smooth transitions to other materials). Therefore, a single, constant BRDF per cluster will not result in realistic appearance. In order to model these subtle details it is necessary to assign a separate BRDF to each point on the surface. Given the sparse input data, a direct measurement of these per-texel BRDFs is unfortunately impossible. However, one could think of the BRDF of a single point as a mixture of the BRDFs reconstructed for the basis materials. In this case, one only has to determine how much the basic materials contribute to the BRDF of each surface point. This task can be performed even with sparse input data.
Interreflections within the object are not yet considered in our algorithm. Our approach tries however to find the optimal approximation to the measured data, and in many cases comes up with a reasonable apparent BRDF even for concave regions.
The presentation of the overall procedure is organized as follows. Previous work concerning BRDF measurements and appearance acquisition is reviewed in the following section. Section 4 describes in detail the acquisition setup and the individual acquisition steps: capturing of HDR images, image to model registration, calibration of the point light source, and so on. The captured data is then resampled and reorganized to allow efficient access to all data that belongs to a single point on the surface (see Section 5).
From the resampled data the spatially varying BRDFs are reconstructed in two subsequent steps, a clustering and a projection step. The reflection properties of each material can be represented well by a single BRDF (Section 6). Thus, these basic materials of the object have to be found and separated. In Section 7 we explain how to group the surface points into clusters consisting of the same basic materials.
Local variation resulting in a per-texel BRDF is described as a weighted sum of the BRDFs of the basic materials. A set of basic materials is determined for every cluster, but the weights of these materials can vary from point to point. These weights are determined by projecting the measured data of each point into the basis of clustered materials (see Section 8).
The acquired reflectance samples can further be used to obtain a more precise estimate of the surface normal at every point compared to the normal provided by the triangle mesh. In Section 9 the measured BRDFs are used to derive normal maps based on the shading information even for non-Lambertian materials.
Section 10 briefly describes our rendering method. In Section 11 we present our results and then we conclude in Section 12.
RELATED WORK
The representation of real-world materials has recently received much attention in the computer graphics community. The approaches can be grouped into three categories: light field and image database methods with static illumination, dense sampling of the light and viewing directions to generate a tabular representation of the BRDF, and finally the fitting of reflection models, often based on a sparse set of samples. This last approach is the one we take and extend to spatially varying BRDFs.
Light Field Techniques
In the first category, there have been a number of approaches ranging from a relatively sparse set of images with a geometric model [Debevec et al. 1996 ] over the Lumigraph [Gortler et al. 1996] with more images and a coarser model to the light field [Levoy and Hanrahan 1996] with no geometry and a dense image database. Recently surface light fields [Wood et al. 2000; Miller et al. 1998 ] that feature both a dense sampling of the directional information and a detailed geometry have become popular. In our work we use an algorithm similar to the function quantization approach proposed by Wood et al. [2000] to resample the image data into a compact representation that we extended to model effects due to the incident light.
Sampling the Reflection Field
In contrast to light field approaches, bidirectional texture functions [Dana et al. 1999 ] also allow for changes in the lighting conditions, although at very high storage costs. Another lighting dependent texture called polynomial texture maps has been proposed by Malzbender et al. [2001] . In order to allow sparser sampling Liu et al. [2001] synthesized new samples by reconstructing the surface structure of the observed material. Debevec et al. [2000] describe a method for acquiring the reflectance field of human faces. In one part of their work they fit a specialized reflection model for human skin to the measured data (consisting of about 200 images). Both specular and diffuse parameters of the reflection model can vary rapidly across the surface, but other parameters like the de-saturation of the diffuse component at grazing angles are constant and only apply to human skin. In our work we try to avoid making assumptions on the kind of material we are measuring by using general BRDF models. Matusik et al. [2002a] acquire the reflectance field of different slightly transparent objects, but store the data in image space. The acquired data is directly used for rendering. This technique was extended to transparent and refractive objects [Matusik et al. 2002b] . Furukawa et al. [2002] also acquired the reflectance field of different objects and proposed various compression techniques, again without fitting a BRDF model to the data.
BRDF Measurement
The traditional approach to measure reflectance properties is to use specialized devices (gonioreflectometers), that position both a light source and a sensor relative to the material. These devices can only obtain one sample for each pair of light and sensor position and are therefore relatively slow.
More recently, image-based approaches have been proposed. These methods are able to acquire a large number of samples at once. For example, Ward Larson [1992] uses a hemispherical mirror to sample the outgoing hemisphere of light with a single image. Instead of using curved mirrors, it is also possible to use curved geometry to obtain a large number of samples with a single image. This approach is taken by Lu et al. [1998] , who assume a cylindrical surface, and Marschner [1998] ; Marschner et al. [1999] who obtain the geometry using a range scanner. Our method is similar in spirit to the method of Marschner et al., but we are also dealing with spatially varying BRDFs and we are fitting a reflection model rather than using a tabular form in order to achieve a compact representation.
A number of researchers have described methods for fitting reflection models to measured sample data [Debevec et al. 2000; Koenderink et al. 1996; Lafortune et al. 1997; McAllister 2002; Sato et al. 1997; Ward Larson 1992; Yu et al. 1999] . Of these methods, the ones by Ward Larson and Lafortune et al. do not consider spatial variations. Sato et al. fit a Torrance-Sparrow model [Torrance and Sparrow 1967] to the data, and consider high-frequency variations for the diffuse part but only per-triangle variations for the specular part. This is also the case for the work by Yu and Malik [1998] and Yu et al. [1999] , which also takes indirect illumination into account. Boivin and Gagalowicz [2001] reconstruct arbitrary reflection properties for whole patches in a scene using just one image. McAllister [2002] fits a spatially varying Lafortune model to very densely sampled planar materials. The achieved results are impressive but the technique requires flat surfaces and an automated setup to get a dense sampling of the reflection properties. In Ramamoorthi and Hanrahan [2001] and Gibson et al. [2001] inverse rendering algorithms are proposed that reconstruct the reflection properties and the incident light field at the same time. Ramamoorthi and Hanrahan [2001] Lensch et al. et al. [1992] project BRDF data into a spherical harmonics basis instead of fitting an explicit reflection model.
We use in our work the Lafortune model because it is compact, and capable of representing interesting BRDF properties such as off-specular peaks and retro-reflection.
Normal Maps
Reflection properties together with measured photometric data can also be used to derive geometric information of the original object. Photometric stereo approaches (see Zhang et al. [1999] for an overview) have been developed to extract geometric information from a set of pictures with different lighting conditions. The shading information is used to compute surface normals and depth values.
Rushmeier et al. calculate normal directions at every visible surface point from a set of images showing the same view of an object illuminated by a point light source placed at different but known positions for each image [Rushmeier et al. 1997 [Rushmeier et al. , 1998 Bernardini et al. 2001] . Besides the normal direction, the diffuse color (albedo map) is reconstructed by solving a linear system of equations for each point. The technique however assumes the surface to be purely diffuse (Lambertian) and simply discards the brightest radiance samples at each point to circumvent specular highlights. Valuable data is thereby ignored. Additionally, as the surface gets more and more glossy it is hard to guarantee that all remaining samples show a purely diffuse reflection, which is required to compute the correct normal direction. In our work we use measured non-Lambertian reflection properties to compute normal maps for arbitrary materials.
ACQUISITION
We obtain the 3D models with a structured light 3D scanner and a computer tomography scanner both generating dense triangle meshes. The triangle meshes are smoothed [Garland and Heckbert 1997; Kobbelt 1996] , manually cleaned, and decimated.
All images are acquired in a measurement lab (see Figure 1 ) using a Kodak DCS 560 professional digital camera. An HMI metal halide bulb serves as point light source for the BRDF measurements. The interior of the photo studio is covered with dark and diffusely reflecting felt to minimize the influence of the environment on the measurements. The details of the lab environment are described elsewhere [Goesele et al. 2000] .
Several views of each object are captured with different camera and light source positions. Light source and camera are positioned manually, which is however easily accomplished since only a few different views are required. Several constraints should be met when selecting the views to obtain the best quality: -all surface points should be visible in more than one image, -the position of the camera and the light source should be varied in order to provide different pairs of viewing and lighting directions, and -at least one highlight should be observed in each material.
These considerations may slightly increase the number of images that are required to reproduce objects with a larger number of different basis materials. In our experience their number is typically small.
For each view we acquire three sets of images: one image of the object's silhouette to register the 3D model with the image (Figure 2a ), and two images to recover the light source position as explained in Section 4.1 (Figure 2b ). We then acquire a high dynamic range image of the object lit by the point light source by taking a series of photographs with varying exposure time [Debevec and Malik 1997; Robertson et al. 1999] (Figure 2c ). We use an entropy-based dark frame subtraction algorithm [Goesele et al. 2001 ] to remove dark current CCD noise. Once per session a high dynamic range image of a gray card with known camera and light position is taken in order to allow for an absolute calibration of the reflectance. In addition, a series of calibration images of a checkerboard pattern is taken whenever the lens settings are changed. The calibration method proposed by Zhang [1999] is used to recover the intrinsic camera parameters.
To register the images with the 3D model we use a silhouette-based method [Lensch et al. , 2001a ] that yields the camera position relative to the object for a single view. Given the 3D model of the object the registration is performed by aligning the captured silhouette with the silhouette from a virtual view of the 3D model. The final view is found by minimizing the difference between the two silhouettes. figure: rays from the camera to the light source highlights will be reflected to the point light.
Recovering the Light Source Position
In order to recover the position of the point light source a geometric approach was used that requires no user interaction. Six steel spheres (manufactured for a ball bearing with 6 µm precision) of known, equal diameter are used (see Figure 1) . A metal fixture manufactured using a CNC milling machine ensures that the spheres are lying exactly on a straight line at an equal and known distance.
For each view two images of the spheres are acquired. One view shows only the reflection of the point light source in the spheres (Figure 2b top). For the second view a ring flash mounted on the camera lens produces a highlight on the center of each sphere (Figure 2b bottom). The exact centers of these reflections in the images are determined by automatically fitting ellipses to the highlights.
Given the intrinsic parameters of the camera, the pixel coordinates of the reflections of the ring flash define rays in space on which the centers p sphere,i of the spheres are located (see Figure 3) . If the camera is in the origin this can be described by
where f i is the normalized ray direction towards the highlight in sphere i, λ i is the ray parameter. A second constraint is that all spheres are offset by the same distance by the vector d , i.e.,
Combining Equation 1 and 2 yields
The fact that −i · d is located on a line through p sphere,0 with direction f i can also be expressed differently as
We obtain some scaled solution for p sphere,0 and d as the least squares solution of the system of linear equation formed by all highlights when constraining one component of d to be one.
1 Since the distance between the spheres d is actually known we can rescale the solution to obtain the final positions of the spheres. Now we send rays from the camera to the positions of the light source highlights and reflect the rays off the spheres. The light source position is located at the intersection of the rays (see Figure 3) . To increase the stability of this method more than the three necessary spheres are used and a least squares approximation is computed. The light source position could be determined with up to 2 cm precision where both the camera and the light source were approximately 1 m apart from the object.
After measuring the light source position the metal spheres are covered with black cloth in order to avoid disturbing the acquisition of the HDR images.
RESAMPLING OF REFLECTANCE VALUES
After acquisition of the geometric model, high dynamic range image recovery, and registration, it is necessary to merge the acquired data for further processing. For each point on the model's surface we collect all available information into a data structure we call a lumitexel.
One lumitexel, denoted by L, is generated for every visible surface point. Each lumitexel stores the geometric and photometric data of one point, i.e., its position x and the normal n in world coordinates. Linked to the lumitexel is a list of reflectance samples R i , each representing the measured reflectance r of the surface point captured by one image plus the direction of the light U and the viewing direction V which are further transformed into the local coordinate frame of the surface point spanned by n and a deterministically constructed tangent and bi-normal yielding u and v.
A lumitexel can be seen as a very sparsely sampled BRDF. We define the error between a given BRDF f and a lumitexel L as:
where |L| stands for the number of reflectance samples linked to the lumitexel, I (r 1 , r 2 ) is a function measuring the intensity difference, and D(r 1 , r 2 ) measures the color-difference. We introduce the weight s, to be able to compensate for noisy data (e.g. a slightly wrong normal resulting in a wrong highlight). In order to emphasize the color-difference we always set s ≤ 1. Note that the cosine between the normal and the local light direction u z is already included in our reflectance samples r such that the BRDF f has to be multiplied by it.
Assembling Lumitexels
Collecting all reflectance samples for a lumitexel requires a resampling of the input images for the particular point on the surface. First, one has to determine the set of surface points for which a lumitexel should be generated. In order to obtain the highest quality with respect to the input images, the sampling density of the surface points must match that of the images. Every triangle of the 3D model is projected into each image using the previously determined camera parameters. The area of the projected triangle is measured in pixels and the triangle is assigned to the image I best in which its projected area is largest. For every pixel within the triangle in I best a lumitexel is generated.
The position x of the surface point for the lumitexel is given by the intersection of the ray from the camera through the pixel with the mesh (see Figure 4) . The normal n is interpolated using the triangle's vertex normals.
A reflectance sample R j is now constructed for each image I j in which x is visible from the camera position and the surface point is lit by the point light source. The vectors u j and v j can be directly calculated. The associated reflectance is found by projecting x onto the image plane and retrieving the color c j at that point using bilinear interpolation. Note, that for I best no bilinear interpolation is necessary and c best can be obtained without resampling since x exactly maps to the original pixel by construction. The reflectance r j of the reflectance sample R j is obtained by scaling c j according to the brightness of the light source and the squared distance from the light source to x.
Discarding Data at Depth Discontinuities
In order to increase the quality of the resampled data it is sometimes necessary to discard some of the input data. Especially near depth discontinuities the resampled data is prone to registration errors. If the 3D model is not perfectly aligned with the 2D image the part of the surface that is visible in one pixel may not correspond to the surface part predicted by the 3D model. In the case of depth discontinuities the visible part and the predicted part will not even be adjacent. Reflectance samples would then be assigned to completely wrong surface points or lumitexels.
Furthermore, since a sensor element of the camera always integrates over a finite area, the reflectance values reported at depth discontinuities are never reliable even if the registration with the 3D model was perfect. Thus, it is necessary to discard the image data at depth discontinuities.
The depth discontinuities are detected using the following approach: A depth map of the registered 3D model is rendered and subsequently blurred using an averaging filter. This changes the depth values of pixels near depth discontinuities while pixels showing flat surfaces will not be affected. Regions where the filtered depth map deviates more than a small threshold from the original one will not be considered for further processing. The threshold can be computed given the filter size and the difference of two adjacent depth values that should be detected as a discontinuity.
The same approach also applies to the shadowing problem. Here, depth discontinuities result in shadow boundaries whose position can only be determined up to some uncertainty. Hence, also pixels near shadow boundaries have to be discarded. They can be determined by a filtered shadow map.
The results of removing samples at depth discontinuities are displayed in Figure 5 . Note that the dark stripes on the dress and across the hand have been removed by this step.
BRDF FITTING
In this section we first detail the Lafortune BRDF model [Lafortune et al. 1997 ] that we fit to our given lumitexels. Then we explain how this fit is performed using Levenberg-Marquardt optimization.
Lafortune Model
BRDFs are four-dimensional functions that depend on the local viewing and light direction. Either the dependence on wavelength is neglected or simply three different BRDFs are used for the red, green, and blue channels. We use the latter approach. Instead of representing a measured BRDF as a 4D table the measured samples are in our case approximated with a parameterized BRDF model. This has two advantages: First, the BRDF requires much less storage since only the parameters are stored and second, we only require a sparse set of samples that would not be sufficient to faithfully represent a complete tabular BRDF.
Many different BRDF models have been proposed (e.g. Torrance and Sparrow [1967] ; Ward Larson [1992] ) with different strengths and weaknesses. Our method may be used together with any parameterized BRDF model. We have chosen the computationally simple but general and physically plausible Lafortune model [Lafortune et al. 1997] in its isotropic form, that is the orientation of the tangent and bi-normal within the tangential plane has no influence on the resulting reflectance:
This model uses only a handful of parameters: u and v are the local light and viewing directions, ρ d is the diffuse component, N i is the specular exponent, the ratio between C x,i and C z,i indicates the off-specularity of lobe i of the BRDF. The sign of C x,i makes the lobe i either retro-reflective (positive C x,i ) or forward-reflective (negative C x,i ). The albedo of the lobe i is given by the magnitude of the parameters C x,i and C z,i . From now on we will denote the BRDF with f ( a; u, v) , where a subsumes all the parameters of the model, that is, C z,i , and N i . In the case of only one lobe a is 12-dimensional (4 parameters for each color ch6annel).
Non-Linear Fitting
The Lafortune BRDF is non-linear in its parameters, which means that we have to use a non-linear optimization method to fit the parameters to the given data. As in the original work by Lafortune et al. [1997] , we use the Levenberg-Marquardt optimization [Press et al. 1992 ] to determine the parameters of the Lafortune model from our measured data.
• H. P. A. Lensch et al. We ensure that the fitting process works well and does not get stuck in undesired local minima by initializing the fitting routine with parameters that correspond to an average BRDF.
The Levenberg-Marquardt optimization outputs not only the best-fit parameter vector a, but also a covariance matrix of the parameters, which provides a rough idea of the parameters that could not be fit well. This information is used in our splitting and clustering algorithm, as explained in the next section.
CLUSTERING
In this section we will explain how we cluster the given lumitexels so that each cluster C i corresponds to one material of the object. Given a set of BRDFs { f i }, each cluster C i consists of a list of all the lumitexels L i for which f i provides the best approximation. Determining these clusters is a problem closely related to vector quantization [Gersho and Gray 1992] and k-means clustering [Lloyd 1982; MacQueen 1967] , both of which work in affine spaces. Unfortunately, we do not have an affine space when clustering BRDF samples since there is no meaningful distance measure for BRDF samples with arbitrary viewing and lighting directions. Therefore we are employing a modified Lloyd [1982] iteration method.
The general idea is to first fit a BRDF f to an initial cluster containing all the data. Then we generate two new BRDF models f 1 and f 2 using the covariance matrix from the fit (explained in more detail below) representing two new clusters. The lumitexels L i from the original cluster are then distributed according to the errors E f 1 (L i ) and E f 2 (L i ) into the new clusters. We then recursively choose another cluster, split it, and redistribute the lumitexels and so on. This is repeated until the desired number of materials is reached, as detailed in Section 7.4.
Lumitexel Selection
The fitting procedure described in Section 6 performs a relatively large number of operations per reflectance sample. Thus, it is expensive to fit a BRDF using all lumitexels (and all reflectance samples contained in the lumitexels) generated by the assembling procedure. Instead, it is sufficient to consider only a few thousand lumitexels at the beginning. Later on, we increase the number for an accurate fit.
A first, naive approach to choosing this subset for fitting selects every n-th lumitexel regardless of its reliability or possible contribution. However, as stated in Yu et al. [1999] and Schirmacher et al. [1999] , for a robust estimation of the specular part of a BRDF it is very important to include reflectance samples within the specular lobe of the material. Unfortunately, these brightest pixels statistically also carry the largest error.
Following these ideas we select more lumitexels in areas where a highlight is likely to occur. These areas are determined by the surface normal, the light source position and a synthetic BRDF with a broad highlight.
Splitting
Fitting just a single BRDF to the initial cluster of course is not sufficient if the concerned object consists of more than one material. Rather, we have to recursively split the clusters to account for the different materials comprising the object. We decide which cluster to split, by computing the following error for all clusters C j :
The cluster C j with the largest error will be split into two new clusters each with a different BRDF. Further materials can be extracted by further splitting the clusters. Fig. 6 . Split-recluster-fit process (SRF). The initial BRDF is split into two new BRDFs using the covariance matrix. The lumitexels from the initial cluster are distributed according to their distance to the BRDFs. Then we fit the BRDF again to each new cluster. We now iterate the reclustering and fitting until the resulting BRDFs and clusters have converged.
But how do we split a cluster? The BRDF fit to a cluster represents the average material of the lumitexels in that cluster. Fitting the BRDF using the Levenberg-Marquardt algorithm (see Section 6) will also provide us with the covariance matrix of the parameters. The eigenvector belonging to the largest eigenvalue of this matrix represents the direction in which the variance of the samples is highest, and is therefore a good choice for the direction in which the parameter space is to be split.
Let a be the fit parameter vector of the BRDF f ( a; u, v) for cluster C. Vector e denotes the eigenvector belonging to the largest eigenvalue λ of the corresponding covariance matrix. We then construct two new BRDFs:
where τ is a scaling factor to adapt λ to a moderate value. Two new clusters C 1 and C 2 are generated by distributing every lumitexel L i of cluster C either to
, or to C 2 otherwise. In the next step, f 1 and f 2 are fit to best approximate the lumitexels in the new clusters.
Reclustering
Because the parameters of a BRDF fit to a multi-material cluster are not necessarily the center of the parameters of the contained materials and due to improper scaling of λ and other reasons like noise, the performed split will not be optimal and the two new clusters may not be clearly separated, for example, in the case of two distinct materials some lumitexels belonging to one material may still be assigned to the cluster of the other material. A better separation can be achieved by iterating the procedure of distributing the lumitexels L i based on E f 1 (L i ) and E f 2 (L i ), and then fitting the BRDFs again. The iteration stops when the number of lumitexels in the generated cluster does not change any more. In our experiments this reclustering operation leads to a clear separation of materials and is done after each split. The split-recluster-fit (SRF) process is visualized in Figure 6 .
When more than two clusters have been generated by successive binary splits and a new material is clearly distinguished, it is helpful to clean the other clusters, which were not involved in the last split, from all lumitexels belonging to the newly discovered material. This can be done in a global reclustering step by redistributing all initial lumitexels L i to the cluster C j with
And again, the BRDFs of all involved clusters have to be refit. This global reclustering is repeated several times to clearly separate the materials. We stop this iteration when the percentage of change is smaller than some , or a maximum number of iterations is reached. The complete splitting and reclustering algorithm is depicted in Figure 7 and the processing on a real model is shown in Figure 8 .
Termination of the Splitting Process
We still have to decide when to stop the splitting process. To do this we require the user to input the estimated number of materials |M |. We stop the splitting and clustering process after at least |M | clusters have been created. More clusters can be generated to compensate for the often noisy and not absolutely accurate reflectance samples (e.g. slightly wrong normals, noise in the images, misregistration, etc.). This means that we do not necessarily have a one to one mapping between actual materials and clusters. This is not crucial since the projection, which we will present in the next section, uses a weighted sum of several BRDFs to accurately represent every lumitexel.
PROJECTION
The representation of an object by a collection of only a few clusters and BRDFs makes the virtual object look artificial as can be seen in Figure 9 . The main reason for this is that real surfaces exhibit changes in the reflective properties even within a single material. These changes cannot be represented by a single BRDF per cluster since all lumitexels within the cluster are assigned the same BRDF parameters.
To obtain truly spatially varying BRDFs we must find a specific BRDF for each lumitexel. But the sparse input data does not allow one to fit a reliable or even meaningful BRDF to a single lumitexel because each lumitexel consists of only a few reflectance samples. In addition, we would need to acquire a highlight in every lumitexel to reliably determine the specular part, as already explained in Section 7.1. 
with t 1 , t 2 , . . . , t m being positive scalar weights. This forces the space of solutions (i.e., the possible BRDFs for a pixel) to be plausible since the basis BRDFs are already fit reliably to a large number of reflectance samples. Given the BRDFs, the weights have to be determined for each lumitexel. Let r j =1...|L i | be the reflectance values of the lumitexel L i . The weights are found by a least square optimization of the following system of equations using singular-value decomposition:       r 1 r 2 . . .
Compared to the non-linear fitting of BRDF model parameters (see Section 6.2), we now have a linear problem to solve with a smaller degree of freedom and even more constraints. Equation 12 shows only the system for one color channel, whereas the weights t i have to be the same for all channels. In contrast to this, BRDF parameters would require a distinct set of parameters per channel. We find the weights t i as the non-negative least square solution of the system of equations. Negative values are avoided because they may result in an oscillating BRDF that represents only the given reflectance samples accurately but will produce unpredictable values for other viewing and light directions.
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Basis BRDFs
The next question is how to determine the set of basis BRDFs. Since the changes of the surface properties within one material tend to be small, a distinct set of basis BRDFs is assigned to each cluster. It is therefore sufficient to store just the scalar weights per lumitexel instead of the full set of BRDF parameters.
Finding the optimal set of BRDFs f 1 , f 2 , . . . , f m , that minimizes the error
for a cluster C, where f πi denotes the least square projection of the lumitexel L i as defined in Equation 11, is a problem of principal function analysis (PFA) (see Wood et al. [2000] ). Principal function analysis is closely related to principal component analysis (PCA) with the important difference that functions f m are optimized instead of vectors. Unfortunately, the PFA does not reduce to a simple eigenvalue problem as PCA does. To minimize E π (C), we again perform a least square optimization using the Levenberg-Marquardt method, this time fitting m BRDFs simultaneously. Within each iteration we recompute the projection f πi of lumitexel L i into the currently estimated basis. As for every optimization problem the initial parameters (BRDFs) are quite important. For a given cluster C, we use the following BRDFs as a basis:
-f C , the BRDF fit to the cluster C, -the BRDFs of spatially neighboring clusters to match lumitexels at cluster boundaries, -the BRDFs of similar clusters with respect to the material, and -two BRDFs based on f C , one with slightly increased and one with decreased diffuse component ρ d and exponent N .
In our experiments it turned out that this initial basis together with the projection already produces very good results with small errors. In most cases the PFA computed almost negligible changes to the initial BRDFs. This is to be expected because the initially chosen basis constructed through splitting and clustering already approximates the material properties quite well.
ACQUIRING NORMAL MAPS
The reconstructed spatially varying BRDFs can further be used to add geometric detail in the form of normal maps. The resolution of the acquired geometry of an object is typically limited by the applied 3D scanning device. Additional processing of the 3D data like combining multiple scans, smoothing the surface to remove noise and mesh simplification to reduce the complexity of the model further erases fine scale geometric detail.
Although our projection method compensates somewhat for imprecise normals, one can observe in Figures 10 and 13 that much geometric detail was lost during the geometry acquisition, especially in the hair region.
Our method of measuring reflection properties as described in Section 8 can easily be extended to measure normal maps even for surfaces that are not perfectly diffuse.
In Section 5 the normal n and a deterministically constructed tangent and bi-normal are used to transform the lighting and viewing direction, U and V from world coordinates into the local coordinate frame, yielding u and v at each surface point. In the case of isotropic materials the direction of the normal is sufficient to define this transformation since the BRDF is independent of the orientation of the tangent within the tangential plane by definition. Thus, the transformation into the local coordinate frame can be carried out by just two rotations about the y and z axis:
where α and β are azimuth and zenith of the normal. As already mentioned in Section 5 an initial estimate of the normal at every surface point/lumitexel is provided by the triangle mesh. Based on these inexact normals the basic materials of the object are separated by the clustering process (Section 7). Subsequently, for each lumitexel the weighting coefficients for the basis materials are determined by projection to obtain starting values for these coefficients.
Given that enough reflectance samples are provided at every point (more than two) it is possible to extract the direction of the normal (α, β) for every lumitexel. This is done by minimizing the error between the measured reflectance samples r i and the evaluated reflectance values
for which once again the Levenberg-Marquardt algorithm is applied. Both the direction of the normal and the optimal weights for the basis BRDFs can be found in the same step. However, since the overall distribution of the normals is altered by computing normal maps one has to recompute the BRDF for the single clusters afterwards and has to perform the projection once again. If desired, the process of normal fitting, recomputation of the BRDF, and projection can be iterated. In our experience this is normally not necessary. The quality of the results is presented in Figure 10 where normal maps have been recovered for all materials. Unfortunately, the method produces some artifacts in concave regions where interreflections become important (lower right of Figure 10 ). Since interreflections are not yet considered in our algorithm the normal directions are noisy and the BRDFs are not very accurate. A feature sensitive smoothing of the normals followed by a BRDF projection may slightly improve the results.
Since a non-linear optimization is performed for every lumitexel the recovery of the normal map is a time-consuming step. For the bird model it took around three hours but was completely automatic.
RENDERING
As explained in Section 5.1, we know the position of every lumitexel, as well as the triangle it belongs to and the 2D coordinates within that triangle.
This information can then be used to generate an index texture for the full object. For every texel, that texture contains an index to the cluster it belongs to. Then we generate a weight texture map for every cluster that stores the weights resulting from the projection into the basis BRDFs. The parameters for the basis BRDFs of every cluster are stored in a small table. Additionally, we may have a normal map that was reconstructed using the technique from Section 9.
Raytracing such an object is very simple, since for every point on the object that is raytraced we can simply look up the cluster the texel belongs to. Then we evaluate the basis BRDFs for the local light and viewing direction and compute the weighted sum using the weight texture map. So rendering simply is a matter of evaluating a few Lafortune BRDFs per pixel, and weighting the results.
If no normal map was reconstructed, mip-mapping can easily be used. Since the weighted sum is just a linear operation, the weights of neighboring texels can simply be averaged to generate the next coarser mip-map level.
Another, more accurate method is to explicitly construct lumitexels at coarser mip-map levels that combine the reflectance samples of the finer ones. The linear weights are computed to best fit these larger collections of radiance samples. This also allows one to reconstruct normal maps for every mipmap level.
If the original images are of high resolution and hence the object is sampled very densely, point-based rendering using forward projection is a viable alternative. It completely avoids the generation of texture maps and the resulting data can be used with almost no further processing. This method is used to display our results. 
RESULTS
We applied our algorithm to four different objects consisting of different materials with varying reflection properties in both the diffuse and the specular part. The model of the angels was generated by extracting an isosurface of a computer tomography scan. The geometry of all other models was captured using a structured light 3D scanner. Some statistics about the meshes and the number of acquired views are listed in Table I . Acquisition of 20 views (each needing about 15 photographs) takes approx. 2.5h. This is the only step that requires user input. The high dynamic range conversion and the registration with the 3D model takes about 5h but is a completely automated task. The clustering and the final projection takes about 1.5h for all models, and is again automatic. An additional 3h (angels), 3h (bird), 4h (bust), 2.5h (elk) were needed for the normal fitting. While timings for the conversion are dependent on the number of input images, the clustering time mainly depends on the number of texels in the selected subset. The remaining steps of projection and normal fitting depend on the number of overall reflectance samples. In Figure 8 you can see how five successive split operations partition the lumitexels of the bird into its five materials. The splits were performed as described in Section 7. Only the per-cluster BRDFs determined by the clustering process are used for shading, making the object look rather synthetic. After performing the projection step every lumitexel is represented in a basis of four BRDFs, now resulting in a much more detailed and realistic appearance, see Figure 9 .
The bust in Figure 11 shows another reconstructed object with very different reflection properties. The bronze look is very well captured.
Another model is shown in Figure 12 where the reconstruction of a wooden elk using 25 views is compared to an actual photograph. The registration worked well enough to reproduce the fine detail wooden structure. Unfortunately, the bad quality of the geometric model caused some noticeable differences at the rim of the antler. It also causes the darker stripe right behind the eye, where applying a 10×10 filter to the shadow map could not remove enough points around the shadow edge. These artifacts will disappear if better quality geometry models are available. Due to the slightly more complex geometry 25 different views are actually not enough to cover the entire surface. This is why some holes appear close to the wheels. Clearly, more images would remove these problems.
In Figure 13 you can see another comparison between an object rendered with an acquired BRDF (using the projection method) and a photograph of the object. They are very similar, but differences can be seen in highlights and in places where not enough reflectance samples were captured. Capturing more samples will increase the quality. The difference in the hair region in the right picture is due to missing detail in the triangle mesh. This detail can be recovered by computing normal maps as explained in Section 9, the result is shown in Figure 13 bottom.
Another difference is due to the fact that the diffuse color of one lumitexel may not be represented in any of the constructed clusters because the number of lumitexels belonging to the same material can be so small that they nearly vanish in the mass of lumitexels of the cluster they are currently assigned to. This effect can for example be observed at the mouth of the larger angel which in reality exhibits a much more saturated red, see Figure 13 .
In Table II we list RMS errors computed between all the reflectance samples of a model and the reconstructed BRDFs. You can see that the error considerably decreases when going from one average BRDF to per-cluster BRDFs and then to per-pixel BRDFs (using projection). As already mentioned the PFA only slightly changes the RMS error.
Generally, it can be said that for all the models only a few clusters were needed to accurately represent all the materials since the projection takes care of material changes. In our experiments even Lafortune BRDFs consisting of a single lobe were sufficient to form good bases for the clustering and projection. The fitting of normal maps works very well using the reconstructed BRDFs. Fine geometric detail could be recovered and the quality of the overall model was increased even for non-Lambertian surfaces. This is also indicated by the RMS error in Table II which has been noticeably reduced by the normal fitting step.
One can however observe noise in regions where too few reflectance samples or views have been acquired. Although three reflectance samples should be enough to determine the normal direction in the ideal case, more samples have to be provided to get reliable results.
Furthermore, in concave regions of materials with high reflectance interreflections become very important. Since interreflections are not yet considered in our algorithm the presented method unfortunately produces noisy normals and inaccurate BRDFs in those regions. This problem may be solved by applying techniques capable of dealing with interreflections such as Nayar et al. [1990 Nayar et al. [ , 1991 or Forsyth and Zisserman [1989] .
Due to the lack of a test object that had a single base color but varying specularity, we experimented with artificially generated data. We generated samples for five different Lafortune BRDFs with the same [Lewis 1993] . To each reflectance sample we added up to 5% noise. Overall there were about 46000 reflectance samples (on average 11 per texel) with random lighting directions and five different viewing directions. Our clustering algorithm was able to clearly distinguish these five materials although they had the same color but different specular lobes. The resulting k d s and exponents had less than 0.2% error.
Reliable classification of these materials requires however that part of a highlight is visible in at least one of the reflectance samples at every surface point. Depending on the narrowness of the specular lobe and the geometry of the object, a lot of images may be required to achieve this for real objects. For example, on the angels model the specular part of the blue skirt was overestimated at some texels due to undersampled highlights.
CONCLUSIONS AND FUTURE WORK
We have presented an algorithm and demonstrated a system for reconstructing a high-quality spatially varying BRDF from complex solid objects using only a small number of images. The same input images are also used to improve geometric detail. Combining the resulting optical and geometric data allows for accurately shaded, photorealistic rendering of these objects from new viewpoints and under arbitrary lighting conditions. Several objects consisting of different materials have been acquired to demonstrate the quality and accuracy of our approach. The resulting spatially varying BRDFs accurately represent the original materials. The normal fitting algorithm recovered geometric detail that was not represented by the original mesh obtained from the 3D scanner.
The reconstruction of a new model is a relatively simple task and requires only a moderate amount of human work, mainly during the acquisition process. Except for this, all the data processing and fitting algorithms are automatic. Fortunately, the number of input views required by our algorithm is rather small.
Compared to previous approaches for representing real-world objects, like surface light fields or reflection fields, which needed up to 600 images [Wood et al. 2000] our method requires less input data and even the size of the output data (∼25 MB) is considerably smaller. All we have to store per texel are the linear blending weights for the basic materials.
Representing the spatially varying BRDFs as texture maps allows one to modify the object's geometry after the acquisition. Since the BRDF is not changed with the geometry the object can be altered or animated while preserving the material properties and thus the realistic appearance.
To speed up the rendering time of objects with spatially varying BRDFs we want to investigate the possibility of doing hardware acceleration. Here, it is again useful to represent the recovered data as texture maps. Using techniques from Kautz and Seidel [2000] or from McAllister et al. [2002] the rendering should be easily implemented on modern graphics hardware since the Lafortune model is fairly simple to evaluate.
