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Abstract 
In this paper, we propose a novel and robust local image descriptor to resolve the problem of 
complex illumination variations on low-level feature matching. Many classic local feature descriptors are 
invariant to linear illumination or monotonous intensity shift, but cannot handle more complex nonlinear 
illumination changes, which often occur due to the different time of exposure, the viewing direction, 
different types of light-surface interactions and other varying brightness changes. The presented descriptor 
that extracts the histograms of oriented gradients and Uniform Symmetric-Local Binary Pattern (US-LBP) 
features for each feature point neighborhood in the scale space. Extensive experiments show that the 
proposed descriptor outperforms many state-of-the-art descriptors such as SIFT, ORB, SURF and FREAK 
under the problem of local image matching, especially demonstrating the effectiveness of our method 
under complex illumination changes. 
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1. Introduction 
In recent years, local image descriptor has been widely used in the field of computer 
vision. Such local image feature descriptors are robust to changes in scale transform or 
viewpoint and image transformations like noise, blur, or compression. Also, it is very important 
for largely abandoned defect that global features easily influenced by background clutter and 
target block. Therefore, local image descriptor in terms of stability, repeatability and 
discriminative has great advantages. Many prior work on local image feature such as SIFT [1], 
SURF [2], DAISY [3], GLOH [4], PCA-SIFT [5], ORB [6], LIOP [7] have been shown to be fully or 
partially insensitive to certain image transformation like rotation, blur and  viewpoint. However, 
many mainstream methods focus on linear or monotonic brightness changes; they cannot 
handle more complex nonlinear illumination changes.           
In this paper, we mainly design an image descriptor that is robust to the nonlinear 
illumination changes in the scene, as shown in Figure 1. Complex illumination changes are a 
common occurrence in nature world or daily life scenarios. Light intensity and light viewing 
angle are two factor effect local image feature descriptor. The emergence of extreme light 
conditions such as the phenomenon of dark and highlights will be appealing due to light 
intensity changes. And light viewing angle will produce different degrees of surface area light 
and shade; dark area will cover the texture information of the image itself. Both two illumination 
changes can produce big effect in the gray level distribution, the edge information of image and 
image color space. For example, Jean-Michel Morel and Guoshen Yu used six images of Notre-
Dame under different illumination conditions to match, their experiments result show that image 
matching succeeds between day images and between night images, but all experiment methods 
failure under day-to-night illumination change. 
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Figure 1. The same scene under different lighting conditions 
 
 
We analysis the failure reason of these image matching, and know that many popular 
low-level feature descriptors based on image gradient information, such as a famous SIFT 
descriptor that is a presentation by key-point neighborhood Gaussian image gradient statistical 
results. To divide key-point neighborhood area and compute block gradient histogram to 
generate discriminatory vector that is abstract image information. However, complex illumination 
change mainly changed the feature point neighborhood gradient amplitude and gradient 
direction, so these kinds of algorithm performance are significantly decreased. Therefore 
nonlinear illumination conditions cause a lot of problems in many vision applications for many 
well-known local features. In this paper, we will show later that our descriptor is invariant to day 
and light brightness change and other nonlinear illumination change. 
This paper is organized as follows: Section 2 introduces the existing methods to handle 
the illumination changes. Section 3 gives our method. The dataset and evaluation criteria are 
described in section 4. Section 5 demonstrates the descriptor effect and show the experimental 
result. 
 
 
2. Related Work 
Many researchers have been proposed a lot of methods to handle the illumination 
changes. One of a kind of illumination “invariant” methods is through gradient or edge features. 
The SIFT algorithm to form feature point descriptor through statistical point neighborhood 
gradient information. In order to remove the influence of the geometric distortions and the 
illumination change, the feature vector is normalized. Another famous descriptor named Shape 
Context, it uses edge features as the descriptor. Even if the gradient information about the 
image is invariant under the linear illumination, but encountered nonlinear light, such as camera 
saturation cause changes in certain directions gradient is too large, these kinds of descriptors 
correct matching rate of less than 30%. In order to enhance the illumination invariant descriptors 
and other issues, based on the color information of the image space methods have been 
proposed.  
For example, in [8], Bosch et al. compute SIFT descriptor over all three channels of the 
HSV color model. In [9], Van uses the hue histogram with the SIFT descriptor. Opponent-SIFT 
using SIFT descriptor to describe all of the channels in the opponent color space [10]. Color-
SIFT (CSIFT) is based on the Kubelka-Munk color space [11]. For all above color descriptor, 
changes in illumination conditions can effect color descriptor, but a color descriptor performs 
much better than histogram-based descriptors. However, these color descriptor all failed for 
large scale changes and cannot handle more complex illumination conditions. 
Meanwhile, in order to achieve the illumination invariant object, recently, many methods 
based on the pixel brightness order have been proposed. Such methods reference local 
experience illumination model that the pixel brightness can be affected by the illumination 
changes or shooting parameters, but the change of the pixel brightness value of the feature 
points is smooth, and the order of the pixel brightness remains unchanged. As LIOP [12] on the 
local block luminance information re-encoding combined to form a new descriptor. There is also 
a combined gradient information with LBP algorithm, called CS-LBP. Gupta et al. [13] presented 
a more robust method which contains two parts: a histogram of relative intensities and a 
histogram of CS-LTP codes. These methods of linear or monotonous lighting changes have a 
better performance, but similar to the ambient light huge changes during the day or night 
TELKOMNIKA  ISSN: 1693-6930  
A Local Feature Descriptor Invariant to Complex Illumination Changes (Luo Yong) 
291
scenes, the match still cannot meet the actual application requirements. The impact of the 
above descriptor matching performance reasons as previously described, complex lighting 
changes alter the gradient information of the image and the image pixel values, which affects 
the accuracy of the detectors and descriptors, so the matching is interfered. 
In order to overcome the influence of complex illumination change, we combine an 
illumination invariant corner, extracting feature point neighborhood histograms of oriented 
gradient features and local binary pattern features to form a new illumination invariant 
descriptor. Firstly, Harris algorithm is to detect corner feature points. Also for the more extensive 
application of this descriptor, we have introduced the idea of scale space, so that the descriptor 
has scale invariance. Secondly, extracting the histograms of oriented gradients and Local 
Binary Pattern (LBP) features, we proposed a local descriptor, US-LBP, to fusion uniform-LBP 
and CS-LBP algorithm, and the US-LBP descriptor can get local image features more fast and 
robust. Thirdly, we extract the size of 8*8 neighborhood histograms of oriented gradients and 
Uniform Symmetric-Local Binary Pattern (US-LBP) features to combine a 288 dimension feature 
vector. Subsequent experiments can prove that our approach in a complex illumination changes 
stability than other local feature description algorithm. The contribution of our approach is the 
following: 
 Illumination invariance of the complex environment illumination changes 
 Image information processing model introduced scale space information 
 Using the improvement LBP feature description method, the illumination invariant 
descriptor to strengthen, overcome the defects of gradient magnitude descriptors. 
 
 
3. Methodology 
In this section, we introduce our method in detail. The construction of our descriptor is 
composed of four steps: (1) construction of the image scale space; (2) extracting histograms of 
oriented gradient features and US-LBP features; (3) extracting feature point neighborhood 
histograms of oriented gradient and US-LBP information to form a feature descriptor vector.  
 
3.1. Scale-Space Key-Point Detection 
In order to make the descriptor have scale invariance, to build the scale space of the 
image before the feature point detection. In this paper, scale-space pyramid layers consist of n 
octaves Ci and n intra-octaves Di, for i = {0, 1, . . . , n − 1} and typically n = 4. Octave layer: C0 is 
the original image and the C1 layer is obtained by down-sampling the original image C0, and so 
on. Intra-octave layer: The first intra-octave D0 is obtained by down-sampling the original image 
C0 by a factor of 1.5, while the rest of the intra-octave layers are derived from successive half-
sampling. Therefore, if t denotes scale then t(Ci) = 2i and t(Di) = 2i·1.5 (as illustrated in table 1). 
 
 
Table 1. Image scale-space 
Image H(high) W (width) 
C0 h w 
D0 (2/3) h (2/3) w 
C1 (1/2) h (1/2)w 
D1 (1/3) h (1/3) w 
C2 (1/4) h (1/4) w 
D2 (1/6) h (1/6) w 
C3 (1/8) h (1/8) w 
D3 (1/12) h (1/12) w 
 
 
After the establishment of the image Pyramid, using Harris corner detection algorithm to 
detect corner of each layer of Pyramid image. It can be seen from the foregoing principle Harris 
detector, k is experience value and floating a large, so the paper chooses an improved Harris 
corner detection method, which is based on the second corner response function of the 
expression, by comparing the two characteristic values directly classified. Meanwhile, the 
original Harris corner detection methods to take the non-maxima suppression, paper selected 
tolerance distance that tolerance distance can only have one feature point. 
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3.2. Harris Corner Detector 
Harris corner detection is a kind of algorithm, which is based on a mathematical 
algorithm to detect the image corner feature, and it is not affected by the light change and image 
rotating. The basic principle is that the corner point is the most obvious and important feature of 
the image, for the first derivative, the corner point change in all directions is the largest, but 
there are significant changes in the edge region in just one direction. Harris corner detection is 
the use of the intuitive physical phenomenon, determine whether the corner by varying degrees 
in all directions of the window. 
The basic mathematical formula is as follows: 
 
 
2
,
( , ) ( , )[ ( , ) ( , )]
x y
E u v w x y I x u y v I x y          (1) 
 
W (x, y) represents a moving window, I (x, y) represents the intensity of the pixel gray 
value, ranging from 0 to 255. According to the first-order Taylor series to calculate the N-order 
partial derivatives, finally get a Harris matrix formula: 
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Harris [14] sort out the formula of the corner response function R:  
 
 2det( ) * ( )R M k trace M         (3) 
 
The core idea of Harris corner detection algorithm is that R threshold processing: R> 
threshold, namely the local maximum of R is extracted. Harris corner detection operator there is 
another form of the matrix M is about to be seen as a two-dimensional covariance matrix of 
random distribution, and then based on these two eigenvalues to determine whether the corner. 
The two characteristic values are represented by the corner points, and a small one is 
represented as the edge points, which means that the area is flat. Therefore, another form of 
the R response function is: 
 
 21 2 1 2( )R k              (4) 
 
For K, we generally take 0.04~0.06, λ1and λ2 auto-correlation matrix eigenvalues. Ix, Iy 
for the image I (x, y) in the X and Y direction on the first-order Gauss partial derivative. 
 
3.3. Computation of the Histograms of Oriented Gradients 
Histogram of Oriented Gradients (HOG) was first introduced by Dalal and Triggs [15] 
that is an appearance-based approach which attempts to capture local shape information in 
histograms and since then has been widely used to detect many different objects. We chose to 
use HOG algorithm because the image edge feature or local shape feature invariant of complex 
illumination change, as shown in Figure 2. And the histograms of oriented gradients represent 
the local gradient change information. The HOG method uses a sliding window in their 
framework and compute on a dense grid of uniform spaced cells. In order to make the 
descriptor more robust, use a method of overlapping local contrast normalization. After 
calculating gradients for all pixels in each cell of the image, and orientation is mapped to a value 
between 0°and 180°, so we can be placed in nine-bin histogram. So each cell will be 
represented by a b-bin Histogram of Oriented Gradients. By concatenating all the histograms in 
all the cells inside each block of the image, since the HOG feature vector is formed. 
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Figure 2. The image edge feature and local shape feature 
 
 
3.4. Region Division and Uniform Symmetric-Local Binary Pattern Descriptor 
In order to improve the distinctiveness, the local binary pattern based methods usually 
divide the local patch into several subregions, and a key-point descriptor is created by first 
computing LBP histogram at each image sample point in a region around the keypoint location, 
as shown on the left in the figure 4, then by concatenating them together. 
In our work, we use the intensity order based region around the key-point location at the 
appropriate scale. For each detected feature point, a local region of size d×d is extracted where 
the typical choice of d is 4 and each sub-region contains a seed point, as shown in figure 3. 
 
 
 
 
Figure 3. The construction of the proposed US-LBP descriptor 
 
 
Many feature descriptor methods based on local information. However, simply 
extracting the raw local information of pixel intensities as the feature vector may not be 
appropriate. For example, SIFT and GLOH [16] create the histogram of gradient orientation and 
CS-LBP [17] creates a histogram of local binary patch and CS-LTP [18] creates a histogram of 
local ternary pattern. Since these approaches only depend on their neighboring sample points, 
and there is no relationship between sampling points. Furthermore, the feature vector is too 
high, and need to compute the sample point orientation that would be sensitive by the 
orientation estimation errors.  
We propose a novel feature descriptor called uniform symmetric-local binary pattern 
(US-LBP). It effectively exploits the local sample point’s information by using the histogram of 
the local binary pattern. The feature descriptor is constructed by a histogram of a d*d local 
feature patch of size 12*12, as shown on the figure 3. Before the formal definition of US-LBP, 
it’s a very important thing is to compute the histogram mapping. Ojala [19] proposed uniform 
pattern to reduce the LBP operator, and define “uniform pattern” as: when a LBP corresponding 
to cycle binary code form 0 to1 or from 1 to 0, up to two time jumps, and this LBP binary code is 
called en equivalent pattern class. However, in order to solve the problem of too many binary 
code and improve the statistical properties, we adopt new method to code the symmetrically 
point brightness difference to form 4bit binary code, as shown on the figure 4. This paper use 
seed point as a center point and create a radius R of the region, and compare point g௜ with his 
symmetric point gሺ௜ା௉/ଶሻ one by one, satisfy the following criteria: 
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For 8 sample points, there are 14 unique LBP types of uniform output. And one feature 
point descriptor can be constructed by 16*14=224 dimension vector, as a figure 4. The new 
descriptor has low computational complexity, small storage space and computation time is 
short. 
 
 
 
 
Figure 4. US-LBP operator examples: circular (8, 1) 
 
 
3.5. Capturing the Feature Point HOG Feature and Combine with US-LBP Feature 
Based on the edge or local shape features and US-LBP features extracted, we 
augmented the feature descriptor vector, which combines the feature point neighborhood 
feature with the US-LBP feature. We use HOG algorithm because its robustness in extracting 
local shape or edge directions and US-LBP for its computational efficiency, robust to illumination 
changes. We consider that the combination of these two feature vectors can get a better 
performance illumination invariant descriptor. Moreover, our method only uses HOG algorithm 
capturing feature point 64 dimensions feature descriptor. The proposed descriptor attained a 
better performance as compared to SIFT, ORB, DAISY, HOG, LBP and LIOP under the problem 
of complex nonlinear illumination changes. 
 
 
4. Dataset and Evaluation 
 
4.1. Datasets 
We evaluate our descriptor on the standard data set. The dataset is downloaded from 
the website linked to [20]. It contains real images with different geometric and photometric 
transformations of structured and textured scenes. To more effectively evaluate the 
performance of our descriptor to complex changes, we used more drastic illumination changes 
(see Figure 1). Such nonlinear transformations make images with very challenging due to 
complex illumination changes.  
 
4.2. Evaluation Metric  
We used evaluation metric proposed by Mikolajczyk and Schmid [21],which is based on 
the number of correct and false matches obtained for an image pair. We used the strategy is the 
nearest neighbor distance ratio (NNDR), which define a match if the number of pairs of features 
whose distance is below a threshold. The results are presented with recall versus 1-precision 
curves: 
 
#  
#
correct matchesrecall
correspondences
   #  1
#  #  
false matchesprecision
correct matches false matches
    
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5. Experiments 
 
5.1. Simulations for Parameter Selection 
There are six parameters in US-LBP method: 1) the number N of the neighboring 
sample points, 2) the size S*S of the sample point patch, 3) the sampling radius R of the image 
pixel, 4) the number P of the image pixel, 5) the binary code mapping class H, 6) one pixel US-
LBP dimensions B. 
 
 
Table 2. Parameters 
Parameters N S R P H B 
Values 16 12 1 8 14 4 
 
 
And five parameters in HOG method: 1) WinSize (3*3), 2) BlockSize (3,3), 3) BlockStride (5,10), 
4) CellSize (3,3), 5) nbins (9). As can be observed, setting the number of sample points to 16, 
and the number of histogram mapping to 14, the dimension of the proposed US-LBP descriptor 
is16*14=224. 
 
5.2. Performance Evaluation 
We evaluate the proposed descriptor in local image matching that focuses on complex 
illumination changes and compare its performance with that of several state-of-the-art ones 
including SIFT, SURF, ORB and FREAK. We adopt the performance evaluation scheme which 
is based on sets of true and false image patch pairs and use the OpenCV code. All the 
descriptors are extracted using the default parameters. We test the descriptor’s ability under 
different lighting conditions in this paper and also evaluate our method in image blur, viewpoint 
changes, JPEG compression, and large scale changes [22, 23]. 
We first test our descriptor under complex illumination changes using “day_night” and 
“Leuven” test set. The dataset consists of six images in total where the first image in this dataset 
and the remaining five images with increasing amount of brightness changes. These test 
images have different brightness changes at different times and we extract pairs of features 
corresponding to the same point between these images. The results are depicted in figure 5 and 
figure 6. We only show the performance of the two most difficult image pairs. Two pairs of 
images with illumination change are tested, as shown in Figure 7. As can be observed, we note 
that our descriptor are the top performing descriptors in these tests. 
 
 
  
 
Figure 5. Comparison of our method against other descriptors under illumination changes using 
“Leuven” dataset 
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Figure 6. Comparison of our method against other descriptors under illumination changes using 
“day-night” dataset 
 
 
 
Our method                                  SIFT                                           SURF 
 
 
    Orb                                     Freak 
 
Figure 7. Matching results of four groups of images 
 
 
We also test our method under viewpoint changes using the “Wall” dataset. The 
experimental results are shown in Figure 8. As can be observed, our descriptor has the same 
good performance likes SIFT algorithm and our descriptor performs best under severe viewpoint 
changes. 
 
 
  
 
Figure 8. Comparison of our method against other descriptors under illumination changes using 
“wall” dataset 
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6. Conclusion 
In this paper, we have proposed a novel brightness invariant feature descriptor that is 
invariant to any nonlinear illumination changes. The descriptor extracts the histograms of 
oriented gradients (HOG) and Uniform Symmetric-Local Binary Pattern (US-LBP) features for 
each feature point neighborhood in the scale space. Extensive experimental results show that 
our method is very effective in terms of feature matching under complex brightness changes. 
We believe the illumination invariance of the proposed descriptor may be a solution to non-
uniform illumination in outdoor environments in computer vision. 
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