The Fast Fourier Transform (FFT) correlation approach to protein-protein docking can evaluate the energies of billions of docked conformations on a grid if the energy is described in the form of a correlation function. Here, this restriction is removed, and the approach is efficiently used with pairwise interaction potentials that substantially improve the docking results. The basic idea is approximating the interaction matrix by its eigenvectors corresponding to the few dominant eigenvalues, resulting in an energy expression written as the sum of a few correlation functions, and solving the problem by repeated FFT calculations. In addition to describing how the method is implemented, we present a novel class of structure-based pairwise intermolecular potentials. The DARS (Decoys As the Reference State) potentials are extracted from structures of protein-protein complexes and use large sets of docked conformations as decoys to derive atom pair distributions in the reference state. The current version of the DARS potential works well for enzyme-inhibitor complexes. With the new FFT-based program, DARS provides much better docking results than the earlier approaches, in many cases generating 50% more near-native docked conformations. Although the potential is far from optimal for antibody-antigen pairs, the results are still slightly better than those given by an earlier FFT method. The docking program PIPER is freely available for noncommercial applications. 
INTRODUCTION
The goal of protein-protein docking is to determine the structure of a complex in atomic detail, starting from the coordinates of the unbound component molecules. [1] [2] [3] Most of the current docking methods start with rigid body docking that generates a large number of docked conformations with good surface complementarity. 4 The Fast Fourier Transform (FFT) correlation approach, introduced in 1992 by Katchalski-Katzir and coworkers, 5 revolutionized this step of rigid body search. Owing to the numerical efficiency of this algorithm it became computationally feasible, for the first time, to systematically explore the conformational space of protein-protein complexes evaluating the energies for billions of conformations on a grid, and thus to dock proteins without any a priori information on the expected structure. 6, 7 Other approaches, primarily Monte Carlo, also perform well if the search can be restricted to regions of the conformational space, 8, 9 but become computationally expensive if no such constraints are available. For this reason, FFT-based docking is the first step in many methods that have performed well at CAPRI (Critical Assessment of Predicted Interactions), the first community-wide experiment devoted to protein docking. 6, 7 We note that this approach is obviously restricted to proteins with moderate conformational changes upon binding. 4 Although the FFT-based method represents major progress in protein docking, it also has serious limitations, even beyond the consequences of the rigid body assumption. The most important constraint is on the target function, which is restricted to have the form of a correlation function, resulting in rather inaccurate estimation of the binding free energy. The original scoring function, introduced by Katchalski-Katzir et al., 5 was based only on shape complementarity, but was later extended to include additional terms representing electrostatic interactions, 10, 11 or both electrostatic and solvation contributions. 12 Although the new potentials improved performance, energy evaluation remains relatively crude. Due to this uncertainty, to avoid the loss of near-native solutions when docking unbound structures of proteins, one has to retain a large number (usually 2000 to 20,000) of docked conformations for further analysis. Because the number of near-native structures among the ones retained is generally smallfrom a few to at most a hundred-the rigid body search ends with many false positives, 4 that is, conformations that are geometrically distant from the native but score as well as the ones close to it. Accordingly, in the best-per-forming docking methods the initial search is followed by a refinement and discrimination step that ranks the docked conformations and selects the ones close to the native, usually using a more accurate energy function that accounts for the affinity of binding between the two proteins. 10, 13, 14 The discrimination between near-native and other structures can be further improved by clustering methods. 15, 16 These procedures improve the discrimination such that conformations with less than 10 Å RMSD are generally found within the top 10-100 structures. However, needless to say, the discrimination step is difficult if the rigid body search generates only a few nearnative structures, and it is obviously futile if no such structures are in the set. Thus, improving FFT methods remains the key to the success of the entire procedure that starts with rigid body docking.
In this article we explore the use of pairwise structurebased potentials with FFT correlation docking. Such potentials (also called knowledge-based or statistical potentials) have emerged as powerful tools for finding near-native conformations in sets of structures generated by search algorithms in macromolecular modeling, and have substantially contributed to improving the accuracy in protein structure prediction. [17] [18] [19] [20] [21] [22] [23] Pairwise knowledge-based potentials have also been used with success in the discrimination stage of protein-protein docking. [13] [14] [15] [24] [25] [26] [27] Hence, their use directly in the docking stage is expected to increase the number of near-native structures found. In principle, FFT-based methods can use pairwise potentials as their scoring function. A potential defined for K atom types and given by a K 3 K interaction matrix can be written as the sum of K correlation functions. The function can be then evaluated by performing K forward and K inverse Fourier transformations. The major difficulty is that K is generally around 20, and hence, the approach is computationally expensive, even with the increasing computer power currently available. Here, we show that this problem can be avoided by an eigenvalue-eigenvector decomposition of the coefficient matrix that substantially reduces the complexity of the calculations. In fact, adequate accuracy can be achieved by restricting consideration to the eigenvectors corresponding to the P largest eigenvalues where 2 P 4, and thus performing only 2 to 4 forward and one inverse FFT calculations. According to the results presented in this article, this approach substantially increases the number of near-native solutions (hits) at relatively moderate additional computational costs.
Although our focus is on the extension of the FFT docking, we also describe preliminary work on developing a new class of structure-based potentials. Although a large variety of intramolecular potentials are available for protein folding and fold recognition, relatively little attention was given to intermolecular potentials, partly because the number of known protein-protein complexes only recently started to grow. Sternberg and coworkers developed both residue-level and atom-level intermolecular pair potentials; a residue-level potential based on C a atoms, a residue-level potential based on all atoms (RPScore), a residue-level potential based on all side-chain atoms, and an atom-level potential with K ¼ 40 grouped atom types. 24 The potentials were derived from a small training set that included a few heterodimers, a few homodimers, and a nonredundant set of protein domains. Moont et al. 24 tested the potentials using decoy sets of docked conformations only for nine complexes. The best discrimination was obtained by the residue-level potentials. However, we have observed 25 that RPScore was much more likely to fail for a complex that was not represented (directly or by homology) in its training set, suggesting that the dataset was too small and biased toward certain types of complexes. Skolnick and coworkers 26 also developed both a residuelevel (K ¼ 20) contact potential and an atom-level potentials with all K ¼ 167 heavy atoms as atom types. The potentials have been derived from 768 protein complexes (617 homodimers and 151 heterodimers), and were tested using decoy sets of docked conformations for 15 complexes. In contrast to the results by Moont et al., 24 the discrimination turned out to be much better using the atom-level potential than using the residue-level version, suggesting that the training set used by Moont et al. was simply too small. This is in good agreement with our preliminary results, and hence, we restrict consideration to atom-level potentials.
Two atom-level potentials will be used in this work, both written in the form E pair ¼ S ij e ij , where e ij denotes the energy contribution by a pair of interacting atoms a i and a j , and the sum is taken over all pairs of atoms that are closer to each other than a cutoff distance D. The first potential E ACP , termed ACP (Atomic Contact Potential), 28, 29 is an atom-level extension of the well-known residue-level potential by Miyazawa and Jernigan. 20, 21 ACP is a solvent-mediated potential (see the Methods section and ref. 30 for the discussion of this concept), and the atomic contact energy, e ij , is defined as the effective free energy of a reaction in which two fully solvated atoms desolvate and associate to form the interacting atom pair a i a j . 20, 21 The ACP potential has been derived for K ¼ 18 atom types from 89 nonhomologous proteins. 28 Due to the solvent-mediated character and the small number of charged residues in the interior of proteins, the atomic contact potentials may be attractive even between atoms with like charges. More generally, because ACP includes both desolvation and atom-atom binding, the atomic contact energies between polar or charged atoms are weak. For this reason, we have used the potential in conjunction with a coulombic electrostatic term. For docking applications we also added a van der Waals term, representing shape complementarity of the component proteins.
The second atom-level contact potential has been specifically developed for application with the FFT docking. As will be described in the Methods section, to derive the potential we considered the nonredundant data set of 621 protein-protein interfaces, compiled by Glaser et al., 31 but removed all complexes that also belong to the benchmark sets 32, 33 used for testing our method. Unlike the solvent-mediated ACP, this potential is residue-mediated (see the Methods section and ref. 30) . Although in a solvent-mediated potential the reference state is defined by noninteracting and fully solvated atoms, in a residuemediated potential the reference state is obtained by averaging interactions over compact structures, most frequently by using the mole fractions of specific atom types. 18, 19, 30 The novelty of our approach is that we generate a large decoy set of docked conformations to be used as a reference state. Developing the potential, we compare the frequency of contacts between two specific atom types in the native state to the frequency of contacts in the decoys. Because the goal is finding complex conformations close to the native among the many structures that all have good shape complementarity, this scoring scheme is natural, as it rewards the occurrence in the interface of the atom pairs that are frequently seen to interact in native complexes.
In the Methods section we describe implementing FFTbased docking with pairwise potentials, and briefly the development of the novel DARS (Decoys as the Reference State) potential. As with ACP, we add electrostatic and van der Waals terms to the DARS potential when used for docking. The properties of the newly developed DARS potential significantly differ from those of the Atomic Contact Potential (ACP), 28 and the best results are obtained when using a linear combination of ACP and DARS as the scoring function. For enzyme-inhibitor complexes the results are much better than those obtained by a traditional FFT method. In particular, the number of nearnative docked structures increased by at least 50% for more than half of the enzyme-inhibitor complexes in the well-known protein docking benchmark sets. 32, 33 For the antigen-antibody test set the results are weaker, but still better than those by an earlier method. The difference is not completely surprising, as analyses of protein complexes [34] [35] [36] [37] clearly show that the interfaces in enzymeinhibitor and antigen-antibody complexes substantially differ. Our results further emphasize that to substantially improve the docking of antibodies to antigens one needs a special potential accounting for the properties of the interface in this type of complexes.
METHODS

FFT Docking with Multiple Correlations
Fast Fourier Transform (FFT) docking algorithms perform exhaustive evaluation of simplified energy functions in discretized 6D space of mutual orientations of the protein partners. The larger docking partner is considered the receptor, and its center of mass is fixed at the origin of the coordinate system. The other partner is considered the ligand and all its possible orientational and translational positions are evaluated at the given level of discretization. The rotational space is sampled using a deterministic layered Sukharev grid sequence for the rotational group SO(3), which quasi-uniformly covers the space with a given number of samples. 38 The translational space is represented as a grid of displacements of the ligand center of mass with respect to the receptor's center of mass.
Here we assume that the energy-like scoring function describing the receptor-ligand interactions is defined on a grid, and is expressed as the sum of P correlation functions for all possible translations a, b, g of the ligand relative to the receptor 
Scoring Function
The energy function is given as the sum of terms representing shape complementarity, electrostatic, and desolvation contributions, the latter described by a pairwise potential as follows.
where N R and N L denote the numbers of atoms in the receptor and the ligand, respectively. According to these expressions, the shape complementarity term E shape accounts for both attractive and repulsive interactions, the latter eliminating atomic overlaps. The specific form of E shape will be defined on a grid in the next section. The electrostatic term, E elec is given by a simplified generalized Born-type expression. The coefficients w 1 , w 2 , and w 3 weight the different contributions to the scoring function. The value of w 1 is selected to avoid substantial steric clashes, but to allow for some atomic overlaps that occur due the differences between bound and unbound (i.e., separately crystallized) structures of the component proteins. We note that all rigid body docking methods assume that such differences exist but are moderate. Although this assumption is frequently acceptable, it excludes the application of the method to certain types of complexes. For example, the benchmark sets 32, 33 include a number of ''difficult'' cases with substantial backbone conformational changes upon association. Most docking methods, including ours, provide few if any near-native conformations for these complexes. Although we include some ''difficult'' cases in our test set, backbone flexibility is beyond the scope of this article, and the problem will not be further discussed here. The coefficients w 2 and w 3 will be selected to provide maximum performance for specific classes of proteins.
Shape Complementarity Energy Terms Defined on a Grid
For efficient evaluation we are using a rectangularly smoothed shape complementarity term as suggested by Vakser. 39 The repulsive interactions are cut off at the van der Waals radius r vdw plus 2 Å because we want the penalty function to be tolerant enough and to allow for differences between bound and unbound structures. To further account for the potential flexibility of the component proteins we have reduced the van der Waals radii of atoms on the protein surface, and increased the radii in the core. The attractive part has the same cutoff radius (6 Å ) for all atom types. On the grid, the functions describing the receptor and the ligand can be represented as follows where (l, m, n) ] (a j [ J) means that the grid point (l, m, n) overlaps with atom a j of atom type J,c l,m,n is the number of atoms that are at the distance d < r < D from the grid point (l, m, n), and r l,m,n is number of atoms that are at the distance r < d from the same grid point. We have used the values D ¼ 6 Å and d ¼ r vdw þ 2 Å . The correlation of these two functions provides a shape complementarity term representing both repulsive and attractive interactions, the former for the distances r < d, and the latter in the range d < r < D.
Electrostatic Interactions on a Grid
To account for the electrostatic interactions between the two proteins surrounded by solvent we use a simplified Generalized Born (GB) type equation with constant Born radii. This approximation neglects the dependence of the Born radii on the atomic environment, but allows for writing the electrostatic interactions as a correlation between the electrostatic potential field of the receptor and the charges on the ligand: where r i,(l,m,n) is the distance between atom a i and the grid point (l,m,n). The potential is truncated at the distance 2D for the same reason as the shape complementarity term. In addition, the electrostatic interactions are made less sensitive to conformational perturbations by smoothing it through a convolution with square boxes of size 3 Å . This type of smoothing is very important. As shown in Figure 1A , the function R p (l,m,n) yields a very rugged electrostatic potential field where the positions of the local minima and maxima heavily depend on the atomic coordinates. The convolution with the box yields a much smoother potential (Fig. 1B) , which is less sensitive to coordinate perturbations. The same applies to the electrostatic part of the receptorligand interaction energy. Figures 1C shows a slice of this energy, calculated with the original electrostatic potential, as a function of two translational coordinates. Figure 1D shows the same slice of the energy, but this time calculated using the smoothed potential.
Corellation Decomposition of Pairwise Potentials
In general form of a pairwise contact potential is
In this equation N R and N L denote the numbers of atoms in the receptor and the ligand, respectively; e ij ¼ e IJ if the interacting atoms a i and a j are of types I and J, respectively, and d < r ij < D; whereas e ij ¼ 0 if r ij > D. Here e IJ is the contact energy between interacting atoms of types I and J. The above expression for E pair does not have the form of a correlation function, but it can be written as a sum of correlation functions. This latter representation is based on the eigenvalue-eigenvector decomposition of the pairwise interaction matrix of the elements e IJ. The matrix is symmetric and hence has K real eigenvalues, where K is the number of different atom types. The matrix elements can be written as
where k p is pth eigenvalue of the interaction matrix, and u pl is the Ith component of the pth eigenvector. Thus, any pairwise potential can be calculated using K real or K/2 complex FFTs. Because the existing pairwise interaction potentials can have up to 167 atom types, the calculation can be computationally very expensive. However, we can approximate the total pairwise energy with arbitrary accuracy using a much simpler expression. Each term in the eigenvalue-eigenvector decomposition represents an energy contribution proportional to the absolute value of the eigenvalue k p , and such contributions are independent due to the orthogonality of the eigenvectors. We order the eigenvalues by their absolute values, starting with the largest, and restrict consideration to the first P terms, that is, neglect the contribution of the remaining terms. Note that restricting consideration to a grid may yield up to 10% error in the energy values, and hence, it is well justified to truncate the summation when the energy contributions of the neglected terms are comparable to this error. We have performed analysis on several existing pairwise potentials such as ACP 28 and RPScore, 24 and found that, depending on the number of atom types, only two to four eigenvalues are needed to achieve this accuracy (see Results). The energy term with the pth eigenvalue of the pairwise potential on the grid is represented by the function 
Parameters for Enzyme-Inhibitor and Antigen-Antibody Complexes
Most parameters of the FFT algorithm are independent of the type of the proteins to be docked. We sampled 70,000 rotations, which aproximately corresponds to sampling at every 5 degrees in the space of Euler angles. Increasing the number of rotations generally improved the results. Thus, the number of points was chosen as a compromise between performance and computational efficiency. We used grids with 1.2-Å cell size, which was found to be adequate for representing protein structures with sufficient details and at the same time providing acceptable computational efficiency. The number of grid cells along each direction was selected on the basis of the size of the receptor and the ligand by the following algorithm:
where N x , N y , and N z denote the number of cells along the x, y, and z directions, respectively, and r(N) is a function which moves N to the nearest product of small prime numbers. The algorithm selects the smallest grid that can accommodate the two proteins, and is efficient for the Fast Fourier Transform. It is interesting to note that the grid size we have used was actually too small to fit the whole ligand if the ligand center of mass was shifted to the far ends of the grid. Because the grid is assumed periodical in the FFT calculations, such ligands are effectively wrapped around the receptor. However, this effect occurs only at substantial separations of the two proteins where the interactions are weak, and hence, do not effect the calculated energy values.
As will be discussed, the ACP potential works well for complexes with a largely hydrophobic interface, but the DARS potential provides better discrimination if the interface is more polar. Because the properties of the interface are not a priori known, we use the linear combination of the two potentials defined by
as the pairwise potential E pair in the FFT-based docking calculation.
The parameters that differ between different types of complexes are the weights w 1 , w 2 , and w 3 of the energy terms in the energy expression. These parameters were optimized and adjusted using a small subset of benchmark proteins 32 taken from the Protein Data Bank (PDB). For enzyme-inhibitor pairs we have used the complexes 1ACB, 1BRC, 1DFJ, 2KAI, and 4HTC, whereas the complexes 1WEJ, 1AHW, 1E08, and 1NCA were used to find appropriate weights for docking antibody and antigen pairs. For each complex, 20,000 docked conformation were generated using the FFT algorithm with some initial values of the weights. The resulting structures were divided into two subsets, one with conformations within 10 Å RMSD from the native structure, and the other beyond this RMSD cutoff. We then used logistic regression as provided in the package R (see http://www.r-project.org/), and optimized the weighting coefficients. This was done several times iteratively to achieve convergence. Based on these calculations we used the values w 1 ¼ 2.1, w 2 ¼ 133.0, and w 3 ¼ 2.2 for enzyme-inhibitor complexes, and w 1 ¼ 2.0, w 2 ¼ 400.0, and w 3 ¼ 1.0 for antigen-antibody pairs. Thus, the coefficient w 1 of the repulsive contribution in the shape complementarity term turned out to be essentially independent of the type of the complex. We have found, however, that the optimal weight w 2 of the electrostatic component is three times larger in antigen-antibody than in enzyme-inhibitor complexes, in agreement with the fact that the latter complexes generally have a less polar interface.
As will be described in the Results, test calculations were performed on 33 enzyme-inhibitor complexes found in the protein docking benchmark sets 1.0 and 2.0, 32, 33 and for 16 antigen-antibody pairs found in the benchmark set 1.0. For each complex we docked the unboundunbound or the unbound-bound structures of the component proteins as available in the benchmark sets. 32, 33 In both the receptor and the ligand, we masked the attractive shape complementarity terms for the terminal residues. The reason is that the position of these residues is frequently uncertain, which may lead to false positive interactions. For antibodies we also masked the attractive shape term for all residues that did not belong to the Complementarity Determinig Regions (CDRs), see Chen et al. 40 
Development of Potentials with Decoys as the Reference State (DARS)
Within the framework of the inverse Boltzmann approach, a statistical potential between two atoms a i and a j that are of types I and J, respectively, and are located within a certain cutoff distance D, is defined by the expression of the form
where R is the gas constant, T is the temperature, and p IJ denotes the probability of two atoms of types I and J interacting. This probability is approximated by the frequency is the expected number of interacting atom pairs of types I and J assuming an appropriate reference state. If the state of the protein or complex is fully determined by the interactions among its interactions sites, the (structure-based, knowledge-based, or statistical) potential of the system is calculated by the sum E pair ¼ S i S j e ij , where e ij ¼ e IJ if the interacting atoms a i and a j are of types I and J, respectively, and d < r ij < D; whereas e ij ¼ 0 if r ij > D.
The basic idea of knowledge-based potential is that m obs IJ can be directly determined by counting the number of intermolecular interactions between atoms of types I and J in a database of protein complexes. The advantages of structure-based potentials are clear. The potentials include the essential features of intermolecular interactions as well as solvent effects. Because the potentials are fast to compute, they allow better sampling of the conformational space in the calculations. Because the numbers of known protein complex structures have increased greatly in recent years, and certainly will grow even faster in the near future, these potentials are expected to become more and more accurate if the additional structural information is properly utilized. The selection of the reference state remains a critical feature. The general assumption in the reference state is that the specific interactions determining the distribution of interaction sites are removed as much as possible. Because experiments do not provide us with such ''random'' protein complexes, additional assumptions have to be made, and this is the point where the various structure-based potentials start to differ. 19 On the basis of the reference state, structure-based potentials can be divided into two large groups. 19, 30, 41 In solvent-mediated potentials the reference state is defined in terms of solvated but otherwise noninteracting residues. 30 The advantage of this approach is that the ref-
erence state has some physical meaning, that is, for an intermolecular potential the reference state is defined by solvated component proteins at infinite separation. By definition, solvent-mediated potentials are required for estimating the binding free energy, and thus evaluating the strength of the association. Due to the finite size of proteins, interresidue distances in complexes are relatively short even for residue pairs that might repel each other. Because these effects are not compensated by the reference state, solvent-mediated potentials may be attractive even for two interacting residues with charges of the same sign. 20 By definition, the Atomic Contact Potential (ACP), one of the target functions we use in our FFT calculations, is a solvent-mediated potential. 28 Because of this, and because it has been derived from protein structures in which salt bridges are rare, ACP essentially fails to represent the electrostatic interactions. Nevertheless, it performs well for complexes in which the interface is largely hydrophobic, which is the case in the majority of enzymeinhibitor complexes.
In residue-mediated potentials the reference state is obtained by averaging the interactions over compact structures. 30, 42 Because we observe the unfavorable pair interactions less frequently than in the reference state, the corresponding contributions to the potential are repulsive as they should be. Such potentials are more suitable for finding near-native conformations in a set of compact structures than the ones based on the solventmediated approach. The disadvantages are that averaging generally involves an ensemble of compact conformations that are nonphysical, and the derivation requires additional assumptions. The most frequently used reference state uses the mole fractions to define m obs is the total number of interacting pairs with the distance constraints d < r ij < R, and X I is the mole fraction of atom type I, defined as m I /m, that is, the atom composition of the entire complex was used to normalize the number of expected interactions. A similar approach is based on the same formulas, but considering only the atoms in some neighborhood of the interface when calculating the reference frequencies. Both approaches assume that the reference state contains a random mixture of atoms in volumes that correspond either to the complex or to the interface region.
Most residue-mediated potentials have been derived from folded protein structures, and were primarily used for finding near-native conformations among protein structures generated by some prediction algorithm, involving searches in a large conformational space. 17, 18, 20, 22 Because rigid-body protein-protein docking requires searching only in six dimensions, it is feasible to generate large sets of docked conformations. Using only the van der Waals interaction term as the target function, the resulting conformations do not depend on specific atomic interactions, and hence, are essentially random complexes, but with good shape complementarity. Thus, frequencies of atom pair interactions in the reference state can be obtained by counting the specific atom-pair interactions in such decoy sets. Because our goal is finding docked structures with high levels of ''chemical'' complementarity among the many compact structures generated by the FFT algorithm, it is natural to define the probability for an atom pair as the frequency of the pair in the native complexes, divided by the frequency of the same pair in the decoys. The frequencies are normalized using the total numbers of atom pairs in the native structures and in the decoys, respectively. Hence, the relative sizes of native and decoy sets do not matter, provided that they are large enough to yield appropriate statistics. We note that an approach somewhat similar to DARS has been developed by Bernauer et al., 43 who considered the native states of about 80 protein complexes, together with about 100 decoys for each complex. However, rather than the decoys providing the reference distribution function as in the current work, an evolutionary learning program was used to generate a scoring function to separate the natives and the decoys. Although the approach needs further refinement, it shows that it is possible to generate meaningful decoy sets of docked protein structures, and to use the properties of these decoys for discrimination.
RESULTS AND DISCUSSION Developing and Testing DARS Potentials
Developing the structure-based DARS potential requires the selection of atom types, the definition of interactions (i.e., distance cutoff values), a training set of native complexes, and a decoy set of docked complexes for the reference state. Because we also used the Atomic Contact Potential (ACP) in the FFT calculations, for simplicity we adopted the same 18 atom types defined by Zhang et al. 28 in ACP. Although the classification of atoms was somewhat intuitive, it was generally based on considerations of chemical properties and interactions. A detailed description of the 18 atom types is given in the original ACP article. 28 Here we note only that the backbone atoms are considered as separate-atom types N, CA, C, and O, whereas most hydrophobic side-chain atoms are in the FC f and LC d categories (Table I) . We have used the cutoff distance of 6.5 Å when counting the frequencies of atom-atom interactions.
As the training set, we have used a nonredundant database of native protein-protein complexes collected by Glaser et al. 31 from the Protein Data Bank (PDB). The original set included 621 protein interfaces from 492 PDB entries. The nonredundant character of this database was assured by excluding proteins with more than 30% sequence identity. Although nonredundant, the database is far from unbiased in terms of representing proteinprotein complexes. In fact, of the 621 interfaces, 404 are from homodimers. In addition, the set includes a number of enzyme-inhibitor and antibody-antigen complexes, and few other types. As will be described, we use the proteinprotein benchmark sets by Chen et al. 32 and by Mintseris et al. 33 for testing the docking algorithm, and hence, the complexes in these benchmark sets were removed from the training set, resulting in 583 interfaces from 466 protein entries. This set clearly over-represents oligomeric proteins. The fraction of enzyme-inhibitor complexes is also high. Thus, the resulting potential is expected to work best for oligomeric proteins and enzyme-inhibitor complexes. Because structures of the separate subunits in oligomeric proteins are rarely determined, in this article we will focus on the docking of the enzyme-inhibitor pairs in the protein docking benchmarks 1 and 2. 32, 33 For comparison we also docked the antibody-antigen pairs in the benchmark set 1. However, because oligomeric proteins and enzyme-inhibitor complexes dominate the training set, the current version of the DARS potential is far from optimal for antibody-antigen pairs (and the ''other'' types of complexes, not considered here).
As discussed, to develop the DARS (Decoys as the Reference State) type potential one also needs a large set of decoys, that is, docked structures generated by considering only shape complementarity as the target function. We have previously generated 20,000 docked conformations for each of the 22 targets of the CAPRI docking experiment. 6, 7 We use these structures as the reference decoy set in the current work. Table I shows the 18 3 18 matrix of interaction energies for the resulting DARS potential. The new approach provides clear improvement over the Atomic Contact Potential (ACP). 28 As we mentioned, the ACP describes relatively well the energetics of a largely hydrophobic interfaces, but almost completely ignores the electrostatic interactions. In particular, negative-negative and positive-positive interactions (DO 
RN
h interaction is weakly repulsive. 28 As shown in Table I , the DARS potential does not suffer from these problems, and most parwise interactions have signs as expected. For example, the DO d -DO d interaction is strongly repulsive, whereas the DO d -RN h interaction is strongly attractive. The only finding that is somewhat unexpected is the slightly attractive RN h -RN h DARS energy, most likely due to the interactions between the hydrophobic parts of the arginine side chains. As usual with structure-based potentials, the large value of the SC g -SC g term, representing cystine-cystine interactions, is an artifact and can be ignored. Disulfide bridges in protein-protein interfaces are rare, causing this coefficient to be determined from few occurrences.
We used unbound-unbound (in some cases boundunbound) enzyme-inhibitor and antigen-antibody complex structures of the protein docking benchmark 1.0 32 to test the DARS potential, first for its ability of finding ''hits,'' that is, conformations with less than 10 Å C a RMSD from the native, in a large set of docked structures. Throughout the article the RMSD is calculated by superimposing the unbound receptor (the larger protein) on the receptor structure in the complex, and calculating the RMSD for the ligand. The entry 1TAB was excluded, because it forms a dimer of two complexes, in which the carboxyterminal tail of the inhibitor extends into the interface between the two trypsin molecules and interacts with both of them simultaneously, 44 and such multisubunit interactions are not considered in our calculations. Table II lists the Protein Data Bank (PDB) code, we show the Coulombic electrostatic interaction energy E elec between the two component proteins, calculated with the distance-dependent dielectrics e ¼ 4r, as well as E ACP , the interaction energy through the interface calculated by the Atomic Contact Potential. 28 As discussed, due to the properties of the ACP, 28 a negative E ACP indicates a largely hydrophobic interface. Thus, Table II shows that in most antibody-antigen complexes the interface is mostly polar. The value of E ACP is more variable in enzyme-inhibitor complexes, but most of these have fairly hydrophobic interfaces.
The unbound proteins for each target listed in Table II are given in the original benchmark paper. 32 To test the discriminatory power of structure-based potentials, we have used these unbound proteins and the DOT docking program 11 with a geometrical scoring function to generate 20,000 conformations for each target. The column labeled 20K in Table II shows the number of hits among these 20,000 structures. For evaluating various scoring functions we used them to rank the 20,000 conformations, selected the top 2000, and determined the number of hits. The better the scoring function, the closer we should get to the maximum number of ''hits'' among the 20,000 structures or ''decoys,'' shown as 20K. Table II shows first the discrimination results for a ''mixed'' strategy we have used for many years. 13, 15 The strategy involves calculating the electrostatic interaction energy E elec and the ACP energy Twenty thousand structures with the best shape complementarity, generated by DOT. E ACP for all the 20,000 structures, and retaining 500 with the best (lowest) E ACP values, and an additional 1500 with the best E elec values. The motivation of this strategy is to have acceptable discrimination for complexes that are stabilized by strong hydrophobic interactions, but also for those that are not. We keep more structures with favorable electrostatics, because E elec is much more sensitive to small perturbations in the coordinates than E ACP . For comparison, Table II also lists the number of hits within the 2000 structures with the lowest ACP values, and clearly shows that the atomic contact potential is a good discriminator for complexes with a hydrophobic interface (i.e., when E ACP is negative). However, most of the hits may be lost if E ACP is positive, indicating a more polar interface. The ''mixed'' strategy improves results for many such complexes, but reduces the number of hits for complexes with a predominantly hydrophobic interface. The next column in Table II provides the number of hits among the 2000 conformations with the best (lowest) values of the new DARS potential. It appears that DARS performs somewhat worse than ACP for complexes with a hydrophobic interface, but it also finds hits for the electrostatically driven complexes, achieving a discrimination performance that is close to the one provided by the ''mixed'' strategy, although no explicit electrostatic interactions were taken into account. This is an important advantage, because a contact potential is much less sensitive to small perturbations in the coordinates than the electrostatic energy, and this will contribute to improving the docking results. Finally, the last column of Table II (DARS þ ACP) demonstrates that the results can be further improved by a simple combination of the DARS and ACP potentials. Although DARS þ ACP does not necessarily produce the best results among the considered strategies, it does not fail badly for any of the complexes, demonstrating a balanced performance. For the docking we calculate the eigenvalues and eigenvectors of the matrix of pairwise interactions in the DARS þ ACP potential, and restrict consideration to the eigenvectors corresponding to the few eigenvalues with the largest magnitude. Table III shows the top four eigenvalues and the corresponding eigenvectors of the combined DARS þ ACP potential. If we ignore the last column (CS g ), representing cystine-cystine interactions, and based on poor statistics, the largest elements in the first eigenvector are for LC d and FC f , both groups representing hydrophobic side-chain atoms. Thus, the first and largest eigenvalue represents favorable (i.e., negative) hydrophobic interactions. Notice that in the second eigenvector the hydrophobic components are small, that is, the favorable contribution due to the first (negative) eigenvalue is not affected. The second eigenvector shows that Lys side chains (i.e., groups KN f and KC 
Docking Results
To test the new FFT program we first docked the enzyme-inhibitor pairs from the protein docking benchmarks 1.0 and 2.0. 32, 33 This test set, shown in Table IV , excludes the complexes 1D6R and 1EWY for the same reason as 1TAB was excluded, that is, the complexes are oligomeric, and the intersubunit interactions affect the results. Although Table IV lists the PDB codes of the complexes, in the docking calculations we used the unbound-unbound or the unbound-bound structures of the component proteins as available in the benchmark sets. 32, 33 Notice that for some complexes (e.g., for 1ACB) the two sets provide different unbound structures. In such cases the structures given in benchmark set 1 32 were used. In each calculation the center of mass of these component proteins were moved to the center of the coordinate system, and were randomly rotated to avoid that the correct docked conformations occur at a grid position. We checked on several complexes that such random perturbations in grid placement can change the results by more than 10%. Table IV shows the percentage of the hits (structures with less than 10 Å C a RMSD from the native) in the top 1000 and in the top 2000 docked conformations generated by our program PIPER, as well as by one of the best FFTbased docking programs ZDOCK. 12 According to these results, PIPER is a major improvement relative to ZDOCK, although the latter also works extremely well for enzyme-inhibitor complexes. Generating 2000 structures for each of the 33 complexes, which is the default for the ZDOCK server, PIPER performs much better (defined as producing at least 50% more hits) than ZDOCK in 14 cases, it is better in 11 cases, worse in 5, and the results are essentially the same for 3 complexes. Thus, the results improve in 75% of the tests, and get worse in 15%. Considering only the top 1000 conformations, the improvements are even more pronounced for a number of complexes. The results become much better in 19 cases, better in 4, worse in 6, and remain essentially unchanged in 4. It is particularly advantageous to have a larger number of hits in the top 1000 structures, because The 2000 best scoring structures selected from the 20,000 with the best shape complementarity. retaining 1000 rather than 2000 structures substantially facilitates finding the near-native conformations among them. 13, 15 The improvement is substantial for a number of complexes: for example, the top 1000 structures generated by ZDOCK for the complex 1ACB contains 89 hits, whereas the number of hits in 1000 structures generated by PIPER is 632. Of course, not all cases are this great, but as we stated, the improvement is more than 50% over ZDOCK for 19 of the 33 complexes in Table IV . The test set includes one ''difficult'' case (1KKL) for which neither method generated any near-native solution. The other structures for which PIPER did not give good results (e.g., 1BRS and 1DFJ) are nontypical enzyme-inhibitor complexes in which the association is driven by electrostatics rather than hydrophobic shape complementarity. In fact, the Atomic Contact Potential (ACP) is generally positive in these complexes (see Table II ). It is clear that our current DARS potential is far from optimal if the interface is not hydrophobic enough, and further development is required for this case.
Table IV also shows the percentage of hits in the 2000 structures generated when using only shape complementarity as the scoring function. Finally, the last column, labeled ''Filter,'' shows the results of generating 20,000 conformations using the shape complementarity part as the scoring function, and then selecting among them the 2000 conformations with the lowest values of the complete scoring function, including electrostatics and the DARS potential. From these results it is clear that including the latter energy terms in the docking stage yields much better results than docking first for good shape complementarity, and then reranking and filtering with the additional energy terms. In fact, for enzyme-inhibitor complexes even the top 70,000 decoys generated using only shape complementarity include fewer ''hits'' than the 2000 structures generated by using the complete scoring function in the docking. Figure 2 shows, for the enzyme-inhibitor complexes, how the number of hits depends on the number of docked structures retained. For comparison, the same curves are also shown for ZDOCK and for the use of shape complementarity term as the scoring function.
For the antigen-antibody docking problems we restricted consideration to the complexes in benchmark set 1.0. The results shown in Table V and Fig. 3 , although comparable to those obtained by other docking methods, should be considered preliminary. PIPER yields more hits than ZDOCK in 12 of the 16 test problems, but the improvements are much less substantial than the ones we have seen for enzyme-inhibitor complexes. In fact, we already noted that the current version of the DARS potential is far from optimal for antibody-antigen complexes. This is not surprising, as analyses of protein complexes [34] [35] [36] [37] show that the interfaces in enzyme-inhibitor and antibody-antigen complexes substantially differ. 4 In particular, the latter interfaces are generally more polar, more planar, less well packed, and include more water molecules than the enzyme-inhibitor interfaces, and these differences result in more challenging docking and free energy evaluation problems. The analysis of docking results from three different research groups clearly shows this increased level of difficulty, even when the the segments that belong to the Complementarity Determining Regions (CDRs) are a priori known. 4 Therefore, we are convinced that the results can be substantially improved by introducing a potential specific to these pairs. However, because the number of antigen-antibody complex structures in the PDB is relatively small, the development of antigen-antibody potentials will require reducing the number of atom types from 18, a topic of our current research. Nevertheless, the antibody-antigen docking results shown in Table V are good enough to indicate that the use of pairwise potentials in docking increases the number of hits among the complex structures generated.
The program PIPER was implemented in C for different cluster environments. The CPU time required for determining an average complex by docking the free component proteins is 40 min on a 30-dual processor cluster with P3 1GHZ nodes, and it is approximately 2 min on 512 nodes of an IBM BlueGene/L. The PIPER program is free to academic users, and will be sent upon request.
CONCLUSIONS
We have extended the well-known Fast Fourier Transform (FFT) correlation approach for use with pairwise potentials defined among K different atom types. The method involves the eigenvalue-eigenvector decomposition of the K 3 K interaction energy matrix, which converts the scoring function to the sum of K correlation functions. Although correlation functions can be efficiently evaluated by FFT calculations, the computational costs are prohibitive if K is large. The main contribution of this article is the observation that one can restrict consideration to a few (two to four) dominant eigenvalues and the corresponding eigenvectors of the interaction energy matrix without substantially reducing the accu- We use the new FFT method with a novel structurebased potential termed DARS (Decoys As the Reference State), extracted from a set of protein-protein complex structures. The novelty of the DARS potential is that we generate large sets of docked structures using shape complementarity as the scoring function, and use these structures to derive the frequencies of atom pair interactions in the reference state. Because the decoy structures do not depend on specific atomic interactions, they can be considered random complexes. Thus, the probability of interaction between two atoms of types I and J, respectively, can be estimated by determining the frequency of I-J interactions in protein complexes, divided by the frequency of I-J interactions in the decoy set. Because our goal is finding docked structures with high levels of ''chemical'' complementarity among the many compact structures generated by the FFT algorithm, it is natural to define the probability of interaction between two atoms as the frequency of the pair in native complexes, divided by the frequency of the same pair in the decoys. We have found the best performance using a linear combination of the new DARS potential and the Atomic Contact Potential (ACP), 28 an atom-level extension of the MiyazawaJernigan potential. Note that although the results of this article are based on the use of the combined DARS þ ACP potential, the new FFT method can be used with any pairwise potential as part of the scoring function.
The method has been tested on docking enzyme-inhibitor and antibody-antigen pairs. It was expected that the use of pairwise potentials would improve the results. We have found that the improvement is substantial for enzyme-inhibitor complexes, whose energetics is well described by the current version of the DARS þ ACP potential. Indeed, for 19 of the the 33 enzyme-inhibitor pairs considered, the number of ''hits'' (near-native structures) in the top 1000 docked conformations has been increased by more than 50% relative to ZDOCK, one of the best FFT-based docking programs. 12 Although the improvements are less substantive for antigen-antibody complexes, the results show that, due to the use of pairwise potentials, the new program PIPER tends to produce more hits than traditional FFT-based methods. Our results clearly show that the improvement is due to the use of the pairwise potential directly in the docking calculations. In fact, the two-step strategy of generating a large number of docked conformations and then ranking them with the pairwise potential yields much fewer nearnative structures. We believe that the results for antibody-antigen pairs can be further improved by developing a specific potential which is more appropriate for this type of complexes.
Because we need only a few eigenvectors to estimate the pairwise interaction matrix, the computational load is relatively moderate. This implies that the method will be applicable not only to contact potentials considered in the present work but also to distance-dependent potentials.
The use of more detailed scoring functions is expected to further improve the results. We note that the distancedependent potentials will be represented as sums of pairwise contact potentials with different cutoff radii, and hence, they will increase the number of required FFT calculations. However, with computer speeds consistently increasing, the approach will remain computationally feasible. Thus, the primary limitation on further improving the method is the accuracy of the potential functions. This accuracy in part is determined by the availability of protein-protein complex structures, which is expected to grow.
We note that in the past pairwise potentials have been used with great success in the second step of docking for finding near-native docked conformations among the thousands of structures generated. As shown here, it is much more effective to use such pairwise potentials directly in the docking step rather than for discrimination. Indeed, we have shown that the top 1000 structures from the docking generally include a fair number of near-native complex conformations. However, it is still necessary to identify the best models among these 1000 retained. It is clear that we cannot use the same potential that has been used for docking. More generally, we have recently shown that the combination of different potentials can substantially improve docking and discrimination results. 25 This fact emphasizes the need for developing higher accuracy potentials that combine molecular mechanics with empirical solvation and entropic terms, and are able to discriminate near-native complex conformations from the rest of structures generated by the docking.
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