In this work we deal with the problem of support estimation under shape restrictions. The shape restriction we deal with is an extension of the notion of convexity named α-convexity. Instead of assuming, as in the convex case, the existence of a separating hyperplane for each exterior point we assume the existence of a separating open ball with radius α. Given an α-convex set S, the α-convex hull of independent random points in S is the natural estimator of the set. If α is unknown the r n -convex hull of the sample can be considered. We analyze the asymptotic properties of the r n -convex hull estimator in the bidimensional case and obtain the convergence rate for the expected distance in measure between the set and the estimator. The geometrical complexity of the estimator and its dependence on r n is also obtained via the analysis of the expected number of vertices of the r n -convex hull.
Introduction
Let S be a convex set in the plane. Starting from the classical papers by [14, 15] , asymptotical behavior of the convex hull of random points in S has received great attention. Also, expressions for the expected area, perimeter, and number of vertices of the convex hull of a sample have been object of research. From the point of view of set estimation, the convexity assumption has been extensively considered in the literature. If we assume that the set of interest S (for instance the unknown support of an absolutely continuous distribution) is convex, then the convex hull of a sample from that distribution turns out to be a good choice to recover the shape of the support. [8] carry out the asymptotic analysis of the convex hull estimator for general dimension (in terms of the Hausdoff distance between the estimator and the set). Computations of measures of the convex hull, such as the number of vertices or the volume become quite complicated. In fact, most of the known results concern the asymptotic behavior of the expected value of some interesting geometrical characteristics such as the area, perimeter or the number of vertices. Only recently the asymptotic analysis of the variance or the limit law of these quantities have been performed for general convex sets and dimension d see, for instance, [12] . We refer to the surveys by [17] for the classical results on convex set estimation and [13] for more recent results on the subject.
Convexity can be a restrictive assumption. Just as an example, it would limit the support estimation problem to connected supports, which is clearly inadequate, for instance if several groups are presented in S and we are interested in performing a cluster analysis. On the other hand, using the convex hull as an approximation of a non-convex set leads to considerable errors in the estimation. A milder shape-restriction which appears in set estimation is α-convexity, see [19] .This shape restriction assumes that a ball with radius α can roll freely in the complement of S (see next section for a formal definition of α-convexity). This work deals with the study of a natural estimator when this restriction is imposed, the α-convex hull of the sample, that is, the smallest α-convex set which contains the sample. If α is unknown, we may replace α by a sequence of parameters r n which goes to zero as n tends to infinity. Some results about the asymptotic behavior of the r n -convex hull of the sample can be found in [16] . Here, we are concerned with the convergence rate for the expected distance in measure between the set and the estimator. We prove that the obtained convergence rate is sharp and cannot be improved in general. We also study the dependence on r n of the expected number of vertices of the r n -convex hull estimator. This quantity provides some information about the complexity of the estimator in the sense that the more vertices the estimator has, the more complex the estimator is.
The rest of the paper is organized as follows. The shape restriction and the estimator are defined in detail in Section 2. The main results are established in Section 3. All proofs are deferred to Section 4.
The estimator, the shape restriction and general tools

The estimator
In what follows we assume that S is a (nonempty) compact set in the bidimensional Euclidean space R 2 , equipped with the ordinary scalar product ·, · and norm · . We also assume that a random sample of points X 1 , . . . , X n from a distribution P X with support S is observed. The goal is to reconstruct the set of interest S. Several alternatives have been considered in the literature. For instance, under no shape restriction on S, [5] and [7] proposed as estimator of S the union of balls of radius ε n with centers in the sample points. See [3] for some new results about this estimator. However, if it assumed that S fulfils some smoothness restriction then a more efficient estimator can be provided. Thus, under the assumption that S is convex, the convex hull of the sample is the natural estimator. As it was mentioned in the Introduction, this paper focuses on the problem of estimating a set under a more flexible assumption than convexity, named α-convexity. A set A is said to be α-convex if any point that does not belong to the set is contained in an open ball (not necessarily centered in the point) which does not intersect the set. This recalls us the definition of convexity and the existence of a separating plane for each exterior point. In fact, a convex set is also α-convex for any value of α. From its definition it can be easily seen that a set A is α-
is the α-convex hull of the set A, that is, the smallest convex set which contains the set. HereB(x, r) denotes the open ball with center x and radius r and A c the complement of A. In what follows B andB stand for B(0, 1) andB(0, 1), respectively. Moreover, from now on, A and ∂ A will denote the closure and boundary of A, respectively. The α-convex hull of a set A can be also written as the closing of the set, that is,
where ⊕ and ⊖ denote the Minkowski addition and subtraction, respectively. For two sets A,C the Minkowski addition is defined by A ⊕C = {a+ c : a ∈ A, c ∈ C} whereas the Minkowski subtraction is A ⊖ C = {x : {x} ⊕ C ⊂ A}. For λ ∈ R, λC = {λ c : c ∈ C}. See [18] for more details on these morphological operators. Now, let us assume that S is α-convex for some α > 0. Given a random sample X n = {X 1 , . . . , X n } from P X with support S, the α-convex hull of the sample
turns out to be a natural estimator for the set S. This estimator has the drawback of depending on the (possibly) unknown parameter α. This difficulty can be overcome by taking a sequence of positive numbers {r n } converging to zero as n tends to infinity. This ensures that r n ≤ α for n large enough and therefore S is also r n -convex. For the sake of simplicity we assume that r n ≤ α for all n and define the estimator S n = C r n (X n ) = (X n ⊕ r nB ) ⊖ r nB .
Our goal is to analyze the asymptotic properties of this set estimator. Here we will consider the distance in measure to quantify the similarity in content of S and S n . As measure we will use the Lebesgue measure µ. Hence, the distance between S and S n is defined as
since with probability one X n ⊂ S, which implies S n ⊂ S.
The shape restriction
The estimator (1) was proposed in [16] . In that paper the convergence rate for the Hausdorff distance is provided, under the assumption that S is a smooth α-convex set. Apart from the α-convexity of S, it is also assumed that S c is α-convex. Both conditions imply that S belongs to Serra's regular model. See [19] for an exact geometric characterization of Serra's regular model in terms of α-convexity and free rolling conditions. Essentially, a nonempty compact set S belongs to Serra's regular model if, for some α > 0, (R) A ball of radius α > 0 rolls freely in S and in S c .
We say that a ball αB rolls freely in a closed set A if for each boundary point a ∈ ∂ A there exists some x ∈ A such that a ∈ B(x, α) ⊂ A. Note that the free rolling condition presented here is not exactly the same as the one given in [19] . In that paper it is also required that A ⊖ αB is path-connected in order to preserve the physical meaning of rolling freely. We have suppressed this additional requirement in our definition of free rolling since it will not be necessary for our purposes. Condition (R) is enough in order to guarantee that both S and S c are α-convex. It also guarantees the existence at each point s ∈ ∂ S of a unique outward pointing unit normal vector η(s) such that
The proof of these geometrical facts, see Appendix A in [11] , can be thought as an alternative proof for Remark 3 in [19] referring to the validity of its Theorem 1 when the set S is not assumed to be path-connected. Another implication of Assumption (R) has to do with the concept of positive reach of a set, not mentioned in [19] . [10] defines the reach of a nonempty closed set A in the d dimensional Euclidean space, reach(A), as the largest α, possibly infinity, such that if x ∈ R d and d(x, A) = inf{ x − y : y ∈ A} < α, then the metric projection of x onto S is unique. [10] provides a generalization of the Steiner's formula for sets with positive reach. Recall that, roughly speaking, the Steiner's formula establishes that the Lebesgue measure of the closed r-neighbourhood, B(A, r) = {x : d(x, A) ≤ r}, of a convex set A can be expressed as a polynomial of degree at most d in r. Federer's result says that the same holds for sets of positive reach and r < reach(A). It can be proved that, under Assumption (R), the reach of both S and S c is greater than or equal to α.
Tools: Unavoidable families of sets
The procedure of bounding the expected value of d µ (S, S n ) becomes easier if we replace the proposed estimator by
It is important to note that, although we use the same notation S n for both (X n ⊕ r n B) ⊖ r n B and (X n ⊕ r nB ) ⊖ r nB , both estimators are not necessarily equal, see Figure 1 . However, it is not
difficult to prove that this event has probability zero, see Appendix B in [11] . Hence we can compute E(d µ (S, S n )) by using either (1) or (2) . Then, we can write
So, the goal is to find a bound for P(∃y ∈ B(x, r n ) : B(y, r n ) ∩ X n = / 0). This bound will also allow us to obtain a bound for the expected number of extreme points of S n . As in the convex case, it is said that a sample point X i is an extreme point if X i ∈ ∂ S n . The number of extreme points provide us with information about the complexity of the estimator. In the convex case, removing the extreme points have been used in data depth for ordering multivariate data sets, see [1] . A similar idea can be used in the non-convex case. If N n denotes the number of extreme points, then E(N n ) = nP(X n is an extreme point).
It can be easily seen that X n is an extreme point of S n if and only if X n belongs to the boundary of an open ball with radius r n which does not intersect X n . So, conditioning on X n , we get
where X n−1 = {X 1 , . . . , X n−1 }. Hence, if we were able to obtain an upper bound for P(∃y ∈ B(x, r n ) : B(y, r n ) ∩ X n = / 0) we would get a bound both for E(d µ (S, S n )) and E(N n ). The idea for bounding this probability is to make use of the concept of unavoidable family of sets, defined below. Definition 1. Let x ∈ R 2 , r > 0 and E x,r = {B(y, r) : y ∈ B(x, r)}. The family of sets U x,r is said to be unavoidable for E x,r if, for all B(y, r) ∈ E x,r , there exists U ∈ U x,r such that U ⊂ B(y, r).
As a consequence of Definition 1, if U x,r n is a finite unavoidable family of sets for E x,r n , then
If we define for each x ∈ S a family U x,r n unavoidable and finite for E x,r n then, from (3) and (5), it follows that
where in the last inequality we have used (1 − x) ≤ exp(−x), for 0 ≤ x ≤ 1. From (6) it is apparent that the problem of finding an upper bound for E(d µ (S, S n )) (the same holds for E(N n )) reduces to the problem of finding a lower bound for P X (U ), for all U ∈ U x,r n . In view of (6) it would be desirable that, both the lower bound and the number of elements of the family U x,r n , depend in the simplest possible way on the point x. In order to find a lower bound for P X (U ) it is useful to assume that the probability distribution P X is uniformly bounded on S, that is,
for all Borel set C ⊂ R 2 . Crearly, this includes the uniform distribution on S.
Main results
The main theorem of the paper provides the convergence rate of the expected value of d µ (S, S n ).
The concept of unavoidable family, introduced in Section 2, plays a major role in the proof. In Theorem 2 we show that the obtained convergence rate cannot be improved.
Theorem 1. Let S be a nonempty compact subset of R 2 such that a ball of radius α > 0 rolls freely in S and in S c . Let X be a random variable with probability distribution P X and support S.
We assume that the probability distribution P X satisfies that there exists
. . , X n } be a random sample from X and let {r n } be a sequence of positive numbers which does not depend on the sample such that r n ≤ α. If the sequence {r n } satisfies
then [11] .
Remark 1. [16] proves that, if S is under the conditions of Theorem 1 and {r n } is a sequence of positive numbers satisfying (7), then, for the bidimensional case
Next theorem shows that the rate in Theorem 1 cannot be improved.
Theorem 2. Under the conditions of Theorem 1, there exist sets S for which
Finally we provide a bound for the expected number of extreme points. Note that the bound in (4) for the number of vertices is almost the same as the quantity which is bounded for the distance in measure, see (3) . The main difference is that (4) involves an integral with respect to P X whereas (3) involves an integral with respect to µ. In order to bound integrals with respect to P X by integrals with respect to µ we assume that P X also satisfies
Again the uniform distribution satisfies the above assumption. 
Theorem 3. Let us assume that the support S and the sequence r n are under the conditions of Theorem 1. Let assume us that the probability distribution which generates the sample satisfies that there exit
δ , β > 0 such that δ µ(S ∩C) ≤ P X (C) ≤ β µ(S ∩C). Then, E(N n ) = O(r
Proofs
Theorem 1. As it was mentioned in Remark 2, Theorem 1 relies on Propositions 1 and 2. Proposition 1 gives the desired unavoidable families for the points which are far away from the boundary of S. By points which are far away from the boundary we mean those points x ∈ S such that d(x, ∂ S) > r n /2. Taking into account Definition 1, it will not be difficult to define a suitable family U x,r n in this case. We need that, given y ∈ B(x, r n ), there exists U ∈ U x,r n such that U ⊂ B(y, r n ). It would be also desirable that U was totally contained in S and that µ(U ) was of the maximum posible order r 2 n . This would ensure the best possible rate for P X (U ). Note that if x ∈ S and d(x, ∂ S) > r n /2, then the ball B(x, r n /2) is fully contained in S. So, the idea is to divide B(x, r n /2) into a finite number of subsets. Here, we will consider a partition of B(x, r n /2) into circular sectors. The choice of circular sectors rests upon two main reasons. First, the measure of a circular sector of B(x, r n /2) is of order r 2 n . Second, if the central angle of the defined sectors is not too large, then the resulting family U x,r n is unavoidable.
Before the statement of Proposition 1, we give the precise definition of the circular sectors and introduce some basic notation that will be useful later. Thus, let S 2 = {u ∈ R 2 : u = 1} denote the unit circle in R 2 and e 2 = (0, 1) ∈ R 2 . Let ϕ u,v be the angle between the (nonzero) vectors u and v. It is understood that ϕ u,v ∈ [0, π] and ϕ u,v = ϕ v,u For u ∈ S 2 and θ ∈ [0, π/2], we define the cone C θ u = {x ∈ R 2 : x, u ≥ x cos θ } and the circular sector
is the circular sector with central angle 2θ enclosed by the radii v 1 = rR θ (u) and v 2 = rR
where R θ : R 2 −→ R 2 denotes the counter-clockwise rotation of angle θ , whose associated matrix with respect to the canonical basis is cos θ − sin θ sin θ cos θ .
In Figure 2 we show an example of C θ u,r . 
Remark 3. This proposition can be easily generalized for dimension d. The main difference is that m 1 is in general unknown since it depends on the number of cones we need to cover the unit ball.
Proof. First consider the family U 0,r n = {C π/6 u,r n /2 , u ∈ W }, where W ⊂ R 2 denotes a set of unit vectors that divides the unit circle into six circular sectors with central angle π/3. Figure 3 shows one possible choice of W and the corresponding family U 0,r n . To simplify notation somewhat, we abbreviate C π/6 u and C π/6 u,r n to C u and C u,r n , respectively. Note that the definition of W implies that
The fact that U 0,r n is unavoidable for E 0,r n easily follows from Lemma 2, stated below. To see this, note that for B(y, r n ) ∈ E 0,r n , there exists u ∈ W such that y ∈ C u,r n . Now, by Lemma 2, C u,r n ⊂ B(y, r n ) and therefore C u,r n /2 ⊂ B(y, r n ). This completes the proof that U 0,r n is unavoidable. Thus, it remains to prove Lemma 2. First we establish, without proof, Lemma 1 which characterizes the points in C θ u and simplifies the proof of Lemma 2.
u 5 = (−1,0) Proof. Let z ∈ C u,r . We need to show that, for all y ∈ C u,r , z − y ≤ r. Assume, without loss of generality, that z and y are both non zero vectors since the result is trivial otherwise. We have that
By the triangle inequality for angles and Lemma 1 we have
Once we have proved that U 0,r n is unavoidable for E 0,r n consider, for each x ∈ S such that d(x, ∂ S) > r n /2, the family U x,r n = {x} ⊕ U 0,r n = {{x} ⊕ C u,r n /2 , u ∈ W }. The family U x,r n , obtained by translating the family U 0,r n by the vector x, is unavoidable for E x,r n , as we state in Lemma 3. We skip the proof since it is straightforward. 
To complete the proof of Proposition 1 it remains to give a lower bound for the probability of the sets of the unavoidable family we have just defined. For each u ∈ W we have that
This follows simply because {x} ⊕C u,r n /2 ⊂ B(x, r n /2) ⊂ S since d(x, ∂ S) > r n /2 and the Lebesgue measure is invariant under translations, see Figure 4 . Therefore,
for L 1 = δ π/24 > 0 and the proof of Proposition 1 is complete.
Before proceeding to the definition of unavoidable families of sets for points x ∈ S with d(x, ∂ S) ≤ r n /2, we wish to emphasize some aspects of this kind of families. Recall that for points which lie far away from the boundary we have proved that it is enough to consider circular sectors with radius r n /2 and central angle π/3. Using the same argument for points x ∈ S such that ρ = d(x, ∂ S) ≤ r n /2 we only could infer that B(x, ρ) ⊂ S and hence the lower bound for the probability of these circular sectors would be of order ρ 2 . However we can find larger unavoidable sets and improve this bound. To see this, assume without loss of generality that x = 0 and divide B(0, r) into a finite number of sectors C θ u,r with θ > 0. Then for fixed u,
is the largest set contained in B(y, r) for all y ∈ C θ u,r . The measure of U depends on θ . For example, if θ = π/2 then we divide B(0, r) into two circular sectors with central angle π. In that case, it can be easily proved that U = {0}. Smaller values of θ result in larger sets U . In particular, Lemma 2 shows that, fixed θ = π/6, the set in (9) contains at least one circular sector with central angle π/3. In Proposition 2 we show that for points x ∈ S with ρ = d(x, ∂ S) ≤ r n /2 and θ = π/6 we can give a lower bound for P X (U ) of order r 1/2 n ρ 3/2 . Note that this bound is better than the one we can obtain for circular sectors of B(x, ρ). Hence, Proposition 2 provides the second key result in the proof of Theorem 1. At this point it is worth discussing some of the properties of the sets y∈C u,r B(y, r), with u ∈ S 2 , and r > 0.
As we show in Lemma 4 below, these sets are known in the literature as Reuleaux triangle, see Figure 5 . They solve the problem of finding unavoidable families of large sets for the bidimensional case. One can be tempted to generalize the idea for the d-dimensional case. However the argument in R d is somewhat different since it becomes tough to handle with the intersection in (10) when d > 2. Note that it is fundamental not only to define large unavoidable sets but also to measure them. This causes technical difficulties as the dimension increases. Figure 6 . It is known that the diameter of a set of constant width l is precisely l. See [2] , [6] , [9] , and the references cited therein for a detailed development of these concepts.
Remark 4. As previously discussed, the set B(0, r) ∩ B(v 1 , r) ∩ B(v 2 , r) in R 2 is the so-called Reuleaux triangle. Formally, the Reuleaux triangle is defined from an equilateral triangle with sides of length l. It is constructed by drawing the arcs from each polygon vertex of the equilateral triangle between the other two vertices. Thus, the Reuleaux triangle is the set bounded by these three arcs. An important property is that it is a set of constant width l, see
Proof. It is straightforward to verify
Let us now consider the reverse content. Let x ∈ B(0, r) ∩ B(v 1 , r) ∩ B(v 2 , r) and y ∈ C u,r . We need to show that x − y ≤ r. It follows from (11) that y ∈ B(0, r) ∩ B(v 1 , r) ∩ B(v 2 , r) and hence, since the diameter of the Reuleaux triangle is r, the result holds. We now concentrate on the points x which are close to the boundary of S. Recall that by points which are close to the boundary of S we mean those x ∈ S such that d(x, ∂ S) ≤ r n /2. As previously described, we shall consider in this context unavoidable sets which are larger than the circular sectors used for points away from ∂ S. The unavoidable sets U we shortly define guarantee a lower bound for P X (U ) of order r 1/2 n d(x, ∂ S) 3/2 . Proposition 2 makes these ideas precise.
Proposition 2. Under the conditions of Theorem 1, for all x ∈ S such that d(x,
S) ≤ r n /2, there exists a finite family U x,r n with m 2 = 6 elements, unavoidable for E x,r n and that satisfies
where the constant L 2 > 0 is independent of x.
Proof. Let x ∈ S such that ρ = d(x, ∂ S) ≤ r n /2 < α. Since reach(S c ) ≥ α there exists a unique point P Γ x ∈ ∂ S such that ρ = x − P Γ x . The rolling condition ensures the existence of an unique unit vector η ≡ η(P Γ x) such that B(P Γ x − αη, α) ⊂ S and therefore, given an unavoidable family U x,r n ,
Note that this simplifies the proof since by (12) it follows that we just need to define a suitable family U x,r n and bound µ(U ∩ B(P Γ x − αη, α)) for U ∈ U x,r n . Let us consider a composite function T formed by first applying an orthogonal transformation O : R 2 −→ R 2 such that O(e 2 ) = −η and then applying the translation by the vector x, see Figure 7 . In particular T (0) = x, T ((α − ρ)e 2 ) = x − (α − ρ)η = P Γ x − αη, and T (B((α − ρ)e 2 , α)) = B(P Γ x − αη, α).
It can be easily seen that the following result holds.
Lemma 5. Let U 0,r be an unavoidable family for E 0,r and let O : R 2 −→ R 2 be an orthogonal transformation. Then {O(U ), U ∈ U 0,r } is also an unavoidable family for E 0,r .
What Lemma 5 asserts is that the orthogonal transformation of an unavoidable family for E 0,r n results in another unavoidable family for E 0,r n . On the other hand, Lemma 3 established that the result of the translation of an unavoidable family for E 0,r n by the vector x is an unavoidable family for E x,r n . As an immediate consequence, we obtain that U x,r n = {T (U ),U ∈ U 0,r n } is unavoidable for E x,r n . Furthermore,
as the Lebesgue measure is invariant under translations and orthogonal transformations. Thus, the problem reduces to defining an unavoidable family U 0,r n for E 0,r n and finding a lower bound for
Before continuing the proof of Proposition 2, it may be useful to make some comments concerning the measure of the sets U ∩ B((α − ρ)e 2 , α). Note that when defining unavoidable sets for E 0,r n , the main difficulty in giving a lower bound for µ(U ∩ B((α − ρ)e 2 , α)) arises with those points which lie far away in the direction of the vector −e 2 . In fact,
since y = −r n e 2 represents the point where the distance between the centres of both balls attains its maximum and, as a direct consequence, the intersection its minimum. Recall that, by the definition of unavoidable family, for each y ∈ B(0, r n ) there exists U ∈ U 0,r n such that U ⊂ B(y, r n ). So, it is more involved to find unavoidable sets U with large enough µ(U ∩ B((α − ρ)e 2 , α)) for points close to −r n e 2 . This motivates dividing B(0, r n ) into two subsets as follows B(0, r n ) = G r n ∪ F r n where G r n = y ∈ B(0, r n ) : y, e 2 ≥ − 1 2 y and F r n = y ∈ B(0, r n ) : y, e 2 < − 1 2 y . Figure 8 shows the sets G r n and F r n . Roughly speaking, F r n contains the points y ∈ B(0, r n ) for which B(y, r n ) ∩ B((α − ρ)e 2 , α) is small. Therefore, the unavoidable sets U in this case should be carefully selected. On the contrary, G r n contains the points y ∈ B(0, r n ) for which B(y, r n ) ∩ B((α − ρ)e 2 , α) is larger. For these points the sets U can be circular sectors. Proposition 3 shows that µ(U ∩ B((α − ρ)e 2 , α)) is then large enough. 
where L G > 0 is a constant.
Proof. Let us consider the set
It is straightforward to verify, see Figure 9 , that G r n = u∈W G C u,r n . Therefore, for all y ∈ G r n there exists u ∈ W G such that y ∈ C u,r n . By Lemma 2 it follows that C u,r n ⊂ B(y, r n ). It remains to find a lower bound for C u,r n ∩ B((α − ρ)e 2 , α) for u ∈ W G . Note that at least half of the set C u,r n is contained in the halfplane H 0 = {x = (x 1 , x 2 ) ∈ R 2 : x 2 ≥ 0} and hence it is sufficient for our purposes to concentrate on C u,r n ∩ H 0 . Figure 9 :
Let ν = ρ(2α − ρ). By the Pythagorean theorem, it is straightforward to see that ν represents the distance to the origin from the points such that ∂ B((α − ρ)e 2 , α) intersects the axis OX , see Figure 10 . It is also easy to show that
This completes the proof of Proposition 3, with L G = π/12 > 0 constant.
In view of Proposition 3 we define the family U G 0,r n = {C u,r n , u ∈ W G }, formed by m G = 4 elements. We now turn to the points in F r n . The aim is to define for those points a finite family U F 0,r n , such that, for all y ∈ F r n , there exists U ∈ U F 0,r n that satisfies U ⊂ B(y, r n ) and
At this point, it may be useful to make some comments concerning the main differences between G r n and F r n . One might be tempted to proceed as before for F r n and define the set of unit vectors
Again we would have that, see Figure 11 (a),
If we repeat the sketch of the proof for G r n and define U to be the circular sectors C u,r n for u ∈ W F , we could no longer guarantee the lower bound in (13) . Note that the intersection C u,r n ∩ B((α − ρ)e 2 , α) for u ∈ W F is considerably smaller than for u ∈ W G . In fact, it can be easily proved that, for u ∈ W F , µ(C u,r n ∩ B((α − ρ)e 2 , α)) ≤ √ 3ρ 2 , as it is shown in Figure 11 (b). Therefore, we need to consider different sets U . We have previously discussed the possibility of defining unavoidable sets, larger than circular sectors. For a fixed unit vector u,
is the largest set such that U ⊂ B(y, r n ) for all y ∈ C u,r n . Figure 12 shows C u,r n , for an u ∈ W F and the corresponding set U defined in (14) . Observe that U ∩ B((α − ρ)e 2 , α) is clearly larger than C u,r n ∩ B((α − ρ)e 2 , α). The difference between both intersections will play a fundamental role in obtaining the lower bound in (13) . In fact, it is not necessary to consider the whole U as defined in (14) . For our purposes it is sufficient to measure a portion of U ∩ B((α − ρ)e 2 , α). We shall consider sets as the one represented in gray in Figure 13 . Its measure is large enough to satisfy (13) . We give the precise definition of this kind of sets in Proposition 4. This solves the problem for the points in F r n .
Proposition 4.
There exists a finite family of sets U F 0,r n with m F = 2 elements such that, for all y ∈ F r n , there exists U ∈ U F 0,r n such that U ⊂ B(y, r n ) and
Proof. First, let us consider the set B((α − ρ)e 2 , α) ∩ B(−r n e 2 , r n ), which corresponds to the intersection between two balls of radii α and r n , respectively, being α + r n − ρ the distance between their centres, see Figure 14 (a). The values of h 1 , h 2 and λ in Figure 14 (b) can be deduced from the Pythagorean theorem. They satisfy the following equations
is contained in the rectangle of height ρ and base √ 3ρ.
By solving the system,
, and λ = 2r n h 1 − h 2 1 .
We now define the set
Lemma 6 provides a lower bound for the measure of C (h 1 ).
Lemma 6. Given the previous set
Proof. We have that µ(C (h 1 )) =
For y ∈ [0, h 1 ] we have that y ≤ r n , since by construction h 1 ≤ ρ and by assumption ρ ≤ r n /2. Hence, 2r n y − y 2 ≥ r n y and
Moreover, h 1 ≥ ρ/2, since r n ≤ α and this completes the proof. 
Remark 5. Note that the exact value of the integral in (16) can be explicitly computed since it coincides with the area of the circular segment defined by the chord that joins the intersection points of B((α
So, we have defined the set C (h 1 ), whose measure verifies the statement of Proposition 4. Next lemma shows that C (h 1 ) is contained in B((α − ρ)e 2 , α).
Lemma 7.
C (h 1 ) ⊂ B((α − ρ)e 2 , α).
Proof. Let x ∈ C (h 1 ).
By definition, x ∈ B(−r n e 2 , r n ) and therefore x 2 ≤ −2r n x, e 2 . Furthermore, by definition,
x, e 2 ≥ −h 1 . Turning to (17) we get It follows from Lemmas 6 and 7 that
In order to complete the proof, it remains to define the family U F 0,r n mentioned in the statement of Proposition 4. In view of (18) , it seems natural to divide C (h 1 ). We denote
Lemma 8. For all y ∈ Q i ∩ F r n we have that
Proof. Let x ∈ Q 1 ∩C (h 1 ). First, it can be easily proved that Q 1 ∩F r n = C u,r n , with u = (1/2, − √ 3/2). What we need to prove is x ∈ y∈C u,rn B(y, r n ). It follows from Lemma 4 that
where v 1 = r n R(u) = r n √ 3/2, −1/2 and v 2 = r n R −1 (u) = −r n e 2 . We have by definition that
Note that the last inequality justifies the choice of ρ ≤ r n /2. And, 
In view of the previous results we define the family U F 0,r n = {Q i ∩ C (h 1 ), i = 1, 2}, formed by m F = 2 elements. It follows from Lemma 8 that, for all y ∈ F r n , there exists i ∈ {1, 2} such that Q i ∩ C (h 1 ) ⊂ B(y, r n ). Moreover, by Lemma 6,
The symmetry of the set C (h 1 ) with respect to the axis OY implies that the orthogonal transforma-
and then both sets measure the same, that is,
By Lemma 7 we further have that,
, where L F = √ 2/6. This completes the proof of Proposition 4. Now, we define U 0,r n = U G 0,r n ∪ U F 0,r n . As we mentioned at the beginning of Proposition 2, U x,r n = {T (U ), U ∈ U 0,r n } is a finite family with m 2 = m G + m F = 6 elements satisfying that, for each U ∈ U 0,r n ,
This completes the proof of Proposition 2.
We are know in position to complete the proof of Theorem 1. Recall that, if we define for each x ∈ S a family U x,r n unavoidable and finite for E x,r n , then
For those x ∈ S such that d(x, ∂ S) > r n /2 we make use of the families U x,r n given in Proposition 1 which ensures the existence of suitable finite families U x,r n and provides a lower bound on the probability of the sets U , independent of x. Thus,
For those x ∈ S such that d(x, ∂ S) ≤ r n /2, we may consider the unavoidable families U x,r n given in Proposition 2. We have that
where
2 ). It follows from the change of variables formula (see Theorem 16.12 of [4] ) that
where ρ = T (x) and µT −1 is the measure on R defined by µT −1 (A) = µ(T −1 (A)), for A ⊂ R.
is a polynomial of degree at most 2 in z, 0 ≤ z < α, see [10] . Therefore, it is a differentiable function and F ′ (z) is bounded on compact sets. In short, we obtain
, where we have used the change of variables formula v = L 2 nr 1 2 n ρ 3 2 and also the fact that (19) , it follows from (20) and (22) that
Since r n is bounded by α and nr 2 n / log n goes to infinity, we have e −L 1 nr 2 n = o(r
, which completes the proof of Theorem 1.
Theorem 2.
Let S = B(0, α) and assume that the distribution P X is uniform on S. Our aim is to find a lower bound for E(d µ (S, S n )). Thus, For each x ∈ S such that d(x, ∂ S) ≤ r n /2 let η = x/ x andx = ( x + r n )η, see Figure 15 . A simple geometric argument shows that P X (B(x, r n )) ≤ 1/2. Sincex ∈ B(x, r n ) we have Above we used the fact that (1 − z) n ≥ exp(−nz/(1 − z)) for z ∈ [0, 1). In view of (23) we need again an upper bound for P X (B(x, r n )). The previous bound P X (B(x, r n )) ≤ 1/2 is too rough for our purposes and obviously it can be sharpened. Recall that the values of h 1 and h 2 were easily deduced from the Pythagorean theorem by solving the system    (r n − h 1 ) 2 + λ 2 = r 2 n , (α − h 2 ) 2 + λ 2 = α 2 ,
Thus,
) .
Since C (h 1 ) and A (h 2 ) are disjoint, up to a zero measure set, we have µ(B(−r n e 2 , r n ) ∩ B((α − d(x, ∂ S))e 2 , α)) = µ(C (h 1 )) + µ(A (h 2 )). First, in order to find an upper bound in (24), we shall see that µ(A (h 2 )) ≤ µ(C (h 1 )). It can be easily proved that µ(A (h 2 )) = µ(A 0 (h 2 )), where A 0 (h 2 ) = {z ∈ R 2 : 0 ≤ z, e 2 ≤ h 2 } ∩ B(−(α − h 2 )e 2 , α).
As in Lemma 6, we have µ(A 0 (h 2 )) = Now, if we return to Equation (24), we get µ(B(x, r n ) ∩ S) ≤ 2µ (C (h 1 ) ).
An upper bound for µ(C (h 1 )) can be easily found since µ(C (h 1 )) = 
