We study the exact observability of systems governed by the Schrödinger equation in a rectangle with homogeneous Dirichlet (respectively Neumann) boundary conditions and with Neumann (respectively Dirichlet) boundary observation. Generalizing results from Ramdani, Takahashi, Tenenbaum and Tucsnak [21], we prove that these systems are exactly observable in in arbitrarily small time. Moreover, we show that the above results hold even if the observation regions have arbitrarily small measures. More precisely, we prove that in the case of homogeneous Neumann boundary conditions with Dirichlet boundary observation, the exact observability property holds for every observation region with non empty interior. In the case of homogeneous Dirichlet boundary conditions with Neumann boundary observation, we show that the exact observability property holds if and only if the observation region has an open intersection with an edge of each direction. Moreover, we give explicit estimates for the blow-up rate of the observability constants as the time and (or) the size of the observation region tend to zero. The main ingredients of the proofs are an effective version of a theorem of Beurling and Kahane on non harmonic Fourier series and an estimate for the number of lattice points in the neighbourhood of an ellipse.
Introduction and main results
The exact observability and its dual property, the exact controllability, of systems governed by Schrödinger equations have been extensively studied-see, for instance, Jaffard [14] , Lebeau [17] , Burq and Zworski [5] and references therein. The observation operators that have been considered are either distributed in the domain (internal observation) or localized at the boundary (boundary observation).
It is usually assumed, in the existing literature, that the observation region satisfies the geometric optics condition of Bardos, Lebeau and Rauch [2] , which is known to be necessary and sufficient for the exact observability of the wave equation. In the case of internal control, the first result asserting that exact observability for the Schrödinger equation holds for an arbitrarily small control region has been given by Jaffard [14] , who shows, in particular, that for systems governed by the Schrödinger equation in a rectangle we have exact internal observability with an arbitrary observation region and in arbitrarily small time. However, Jaffard's method (adapted by Komornik [16] to an n-dimensional context) does not yield an estimate on the constant in the observability inequality.
Other observability results violating the geometric condition of Bardos, Lebeau and Rauch have been obtained in [5] for partially rectangular domains, like the Bunimovich stadium and the square with a hole. However, the exact internal observability with an arbitrarily small observation region cannot be generalized for an arbitrary domain: see, for instance, Chen, Fulling Narcowitch and Sun [6] where it is shown that, for the Schrödinger equation in a disk, the exact internal observability property fails if the observation region does not touch the boundary.
The first result establishing exact boundary observability for the Schrödinger equation with an arbitrarily small observation region has been given by Ramdani, Takahashi, Tenenbaum and Tucsnak [21] , where the observed quantity is the Dirichlet or the Neumann boundary trace of the solution.
The present work is devoted to obtaining new information in this direction:
• We prove new, exact boundary observability results improving those in [21] in two directions: we are able to replace square domains by rectangles and we show that the conclusion holds even for arbitrarily small observation time.
• We provide, in some cases, explicit estimates for the observability constants in terms of the observability time and of the size of the observation region. To our knowledge, these are the first estimates of such type for the Schrödinger equation in several space dimensions and with arbitrarily small observation regions. We refer to Miller [19] and to Tenenbaum and Tucsnak [26] for the corresponding estimates with "large" observation regions.
From a qualitative point of view, the above described results essentially amount to the statement (see Theorem 4. 
Here and the sequel, a dot denotes differentiation with respect to the time t and ∂· ∂ν stands for the normal derivative operator. We use the standard notation H m (Ω) (m ∈ Z) and H m 0 (Ω) (m ∈ N) for the Sobolev spaces on Ω.
We can now state our first main result. 
Remark 1.2.
In control theoretic terms, the above theorem asserts that the observation system, with state space L 2 (Ω) and output space L 2 (Γ), determined by (1.1) and the output law y = w| Γ is exactly observable in any time T > 0. In order to give a functional analytic interpretation of (1.3) we introduce, for each T > 0, the map ψ → G T ψ defined by
where w is the solution of (1.1). It is not difficult to check that G T is a bounded linear operator from
. By the closed graph theorem, condition (1.2) implies that the set
is non empty and has a unique minimal element H T , in the sense that
It is easy to check that
so that the norm of H T is bounded by the right-hand side of (1.3).
By a standard duality argument, Theorem 1.1 implies the following exact controllability result and control cost estimate-we refer to [26] for the precise definition of these concepts.
Corollary 1.3. For any non empty open subset
with the control function u, is exactly controllable in any time T > 0 in the state space L 2 (Ω). Moreover, the control cost in time T and with support Γ coincides with the constant
In the case of the Schrödinger equation with Dirichlet boundary conditions and with Neumann observation the situation is slightly different. The exact observability in the "natural" space H 1 0 (Ω) holds only if a simple geometric condition is satisfied. In order to give the precise statement of this result, we denote respectively by
the horizontal and vertical parts of ∂Ω and we consider the initial and boundary value problem: (S2) We have
Moreover, if a/b ∈ Q, if condition (S1) is satisfied and if 
Note that, as in Remark 1.2, inequality (1.6) can be interpreted in terms of an upper bound for the norm of an appropriate operator.
By a duality, Theorem 1.4 implies the following exact controllability result and control cost estimate. With the notation in Proposition (1.4), consider the system • The system (1.7) is exactly controllable in any time T > 0 in the state space
Moreover, the control cost in time T and with support Γ coincides with the constant Q T,Γ defined in (1.5).
Remark 1.6. It is well-known (see, for instance, [17] ) that the exact observability results for the Schrödinger equation yield observability estimates for the Euler-Bernoulli plate equation. We refer to [21] for precise forms of the boundary conditions and of the corresponding observation operators.
The remaining part of this paper is organized as follows. In Section 2 we give some notation and we introduce several notions and results used later. Section 3 is devoted to an effective version of an inequality of Kahane and Beurling. In Section 4 we prove our main results, appealing, in particular, two new estimates of arithmetical nature. These are proved in the last two sections.
Notation and preliminaries
In this section, we introduce several functions used in Section 3 for the proof of BeurlingKahane type inequalities and we recall some of their properties.
We start with some notation. Let e : R → C be defined by e(t) := e 2πit for all real t.
We denote by sgn : R → {0, ±1} the usual sign function, defined for real x by
and we write, traditionally, x + := max{x, 0}, x := max{n ∈ Z : n x} for x ∈ R. For A ⊂ R, we write 1l A for the characteristic function of the set A.
We let ln k designate the k-fold iterated natural logarithm.
In the sequel, we freely use, according to notational convenience, Landau's O-symbol or Vinogradov's -notation. Thus f (x) g(x) (x ∈ X) indicates that, for all x in the set X, the inequality |f (x)| C|g(x)| holds with a suitable constant C > 0, which may depend on certain implicit parameters. In this last case, the dependence may be indicated by annotating the Vinogradov symbol with appropriate subscripts.
We write f g to indicate that both estimates f g and g f hold simultaneously. 
where f is defined by (2.1).
We will need the following structural theorem of Kahane [ 
is a domain associated to Λ.
Consider the complex functions
According to Beurling [3] , we have
Given a parameter T > 0, we define two functions m
and
Proof. Relation (2.4) immediately follows from (2.2).
In order to prove (2.5), we first notice that
Moreover, as shown in Vaaler [28] , the Fourier transform of J(z) :
We obtain (2.5) by replacing b and B by their definitions in (2.3) and appealing to (2.6) and (2.7).
The above result enables one to easily recover a classical result of Ingham [13] . Since the precise form of the constants in (2.8) below plays an important rôle in the sequel, we provide a precise statement and a complete proof.
Corollary 2.4.
Let γ > 0 be given and let (λ n ) nZ denote a real sequence satisfying the condition
Then, for every interval I of length |I| = 2T/γ, with T > 0 and for every sequence (a n ) ∈ 2 (Z, C), we have
a n e(λ n t)
In particular, every interval I of length |I| > 1/γ is a domain associated to (λ n ).
By (2.5), this implies that ψ ± (ξ) = 0 whenever |ξ| > γ and that
from (2.5). Considering (2.4), we readily obtain the required bounds (2.8).
Remark 2.5. It is easy to see that condition |I| > 1/γ in the above statement is essentially sharp. Indeed, for T < 1 2 and λ n = n, one can choose (a n ) as the sequence of Fourier coefficients of a function f ∈ L 2 − 
Thus, the functions B and b are optimal. Selberg showed that this extremal property is shared by m ± T provided 2T ∈ N * . Thus, at least when 2T/γ is an integer, the constants (2T ± 1)/γ appearing in (2.8) are optimal in the frame of Ingham's method, as employed in the proof of Corollary 2.4: no better values may be derived by comparing 1l [−T /γ,T /γ] to functions whose Fourier transform vanish outside [−γ, γ]. When 2T/γ is not an integer, the corresponding extremal problem has been solved by Logan [18] . We shall not discuss this last case here.
Some background on non harmonic Fourier series
This section is devoted to recalling or establishing basic results on non harmonic Fourier series which play an important rôle in the proofs of our main theorems. More precisely, we obtain several inequalities in the spirit of classical estimates of Beurling [3] and Kahane [15] . The main novelty brought in here resides in making the dependency of the involved constants explicit in terms of various parameters.
Theorem 3.1. Let Λ = (λ n ) n∈Z be a real sequence such that
and, for some p ∈ N * , 
for any sequence (a n ) ∈ 2 (Z, C) and f as defined in (2.1).
The proof of Theorem 3.1 necessitates several lemmas. In order to state these, we consider g ∈]γ, γ p [. Then, under the assumptions of Theorem 3.1, each interval of length pg contains at most p values of the sequence Λ. Set
By inserting, for all n, at most m well-spaced points between λ n and λ n+1 where m ∈ N * is defined by mγ 1 < λ n+1 − λ n (m + 1)γ 1 , we see that Λ can be extended to a sequence, still denoted by Λ, satisfying the following conditions:
Therefore, without loss of generality, the assumptions of Theorem 3.1 may be replaced by conditions (A1) and (A2) above.
Occasionally, we will assume that the sequence Λ satisfies the extra condition
In [3, Lemma 7] it has been shown that, under assumptions (A1)-(A3), the formula
defines an entire function of z, vanishing on Λ and satisfying
where C > 0 depends only on γ 1 , g and p.
Here and in the sequel, we implicitly define real numbers x and y by z := x + iy.
The result below makes explicit the dependencies upon p and g of the constant C appearing in (3.2).
Lemma 3.2. Assume that the sequence Λ satisfies assumptions (A1)-(A3) above and that F is defined by (3.1). Then, there exists a constant
Proof. We first establish an upper bound for |F | on the positive real axis. We have
Let m ∈ N be defined by x ∈ J m . For k ∈ Z and λ n ∈ J k , we have
Using this fact and leaving the factors corresponding to k = m, 0, −1 in (3.4) unchanged, we obtain that, for every x 0, we have
if m = 0, and
For the sake of simplicity, let us assume henceforth that m = 0-the case m = 0 can be tackled similarly. We then observe that, by Euler's product formula (see, for instance, Ahlfors [1, p.195 
On the other hand, it follows from (A3) that
The above estimate, combined to (3.5) and to (3.6), yields that
This last relation and the fact (easy to check) that, for suitable absolute constant C 0 , we have
imply that
Since g γ 1 , it follows that there exists a 0 = a 0 (γ 1 ) > 0 such that
A symmetric treatment yields that (3.7) also holds for real negative x.
Similarly, we easily deduce from the formula
and from Euler's product formula that, for all real y, A similar reasoning on the three other quadrants yields that (3.3) holds for every z ∈ C.
where D is an absolute constant.
Proof. Let σ ∈ C ∞ (R) be defined by
and consider the function
and h(0) = 1. Moreover, according to [4] , we have
It follows that
Furthermore, successive integrations by parts yield that, for all z = x + iy ∈ C, we have
The above inequality clearly implies the required conclusion via Stirling's formula.
Proof of Theorem 3.1. For each n ∈ Z, we define a function F n by applying the right-hand side of (3.1) to z − λ n for the sequence (λ m − λ n ) m =n : indeed this sequence clearly satisfies assumptions (A1)-(A3). Therefore, by Lemma 3.2, we infer that
where c is a constant depending only on γ 1 . Let us write
where h is the function defined in Lemma 3.3 with ε :
where C 1 depends only on γ 1 .
Thus, for each n, the entire function g n has exponential type π/γ and its restriction to R is square-integrable. 1/(2γ)
Moreover,
where C 1 depends only on γ 1 . The above estimate, combined to the the elementary inequality
where C 2 depends only on γ 1 . Since the sequence Λ is regular, the last estimate implies that
where C 3 only depends on γ 1 . In view of (3.9), the above inequality furnishes the required conclusion. We now state and prove a two-dimensional version of the Beurling-Kahane inequality. (S , C) ).
Proof. For (a s ) ∈ 2 (S , C), let F : R 2 → C be defined by
We may plainly write, alternatively,
By condition (3.11), Theorem 3.1 can be applied, for every x, to the partial function t → F (x, t). Thus, there exists a constant C 1 , depending only on (Λ), such that
Now, we appeal to condition (3.10) and apply Theorem 3.1 to each f ν , with ν ∈ N . It follows that there exists C 2 > 0, depending only on (Λ), such that (3.14)
From (3.13) and (3.14), we deduce that I × J is a domain associated to Λ and that (3.12) holds with, say, C := 7 ln(2/ε) − ln max(C 1 , C 2 ).
Proofs of the main results
An essential step in the proofs of Theorems 1.1 and 1.4 is the following result on the distribution of lattice points in the neighbourhood of an ellipse. 
Then, there exists a real, positive sequence (ε N ) N ∈N , possibly depending on u and v, such that lim N →∞ ε N = 0 and We postpone the proof of this statement until Section 6.
Temporarily accepting Theorem 4.1, we will show that Theorems 1.1 and 1.4 are comparatively simple consequences of the following result. 
where
Proof. We may plainly assume that U = I × J, with |I| = 1/α, |J| = 1/β, and α > 2, β > 2 throughout. We distinguish two cases according to whether u/v is or not a rational number. Case 1: u/v ∈ Q * . We can then assume, without loss of generality, that u = U/W , v = V/W with U, V, ∈ N * , W 1. Moreover, we may also suppose that u and v are positive integers, i.e. W = 1: indeed, the general case reduces to this one by the change of variables t = sW .
Consider the sequence
It clearly has regular projections. The set N introduced in Proposition 3.5 is then given by
As it will be shown in Theorem 5.3 below, for any given ε > 0, we have
Therefore assumption (3.11) of Proposition 3.5 holds, with δ q := 2β, for some integer
where C 3 = C 3 (ε). This upper bound is clearly at most q when q equals the right-hand side of (4.8) and C 2 is suitably chosen in terms of ε.
In order to prove that the sequence Λ also satisfies assumption (3.10) of Proposition 3.5, we recall the constants A and B appearing in Theorem 4.1 and we define (4.9)
where C is an absolute constant, with C > B, which will be specified later. Next, we put (4.10)
Since pγ p N 1 > N 0 , we may apply Theorem 4.1 to get that, for all m 0 , n 0 , we have
We readily verify that, for a suitable choice of C, the above upper bound does not exceed p. Indeed, writing temporarily h := ln 2 (3uv), it follows from (4.9) and (4.10) that N 0 = exp(Ch 4 ) and p = We have thus shown that the sequence Λ defined in (4.5) satisfies the assumptions in Proposition 3.5 with γ p = 2α, δ q = 2β and with p (respectively q) satisfying (4.12) (respectively (4.8)), so that I × J is a domain associated to the sequence Λ. Moreover, inserting the above bounds for p and q in (3.12) yields the estimate (4.4).
Case 2: u/v ∈ R Q. We immediately observe that each element ν of the set N defined in (4.6) now has a unique representation in the form ν = um 2 + vn 2 with (m, n) ∈ N × N. We then define m ν := m, n ν := n. With this notation, an assertion equivalent to (4.3) is that U = I × J is a domain associated to the regular sequence
In other words, we aim to show that there exists δ(U ) > 0 such that, for every almostperiodic function
For r > 0, let us consider the intervals
We put
and we divide Λ in two subsequences
We shall show that Λ 
where m ± S are the functions introduced in (2.3). It follows from (2.5) that (4.13)
The above definition of g and (2.4) imply that, setting J := [−S/r, S/r], we have (4.14)
From this, inequality (4.14) and the fact that, by (2.5), we have g(μ − ν) = 0 whenever ν ∈ I j , μ ∈ I k with j = k, it follows that 
Moreover, appealing to the upper bound of (2.8) with γ := 1 and T := 1 2 |I|, we also have
Thus, integrating (4.15) with respect to x and using (4.13), we deduce that
provided S > S(I) := (1 + |I|)/c(I).
We have therefore established that every rectangle I × J with |J| > 2S(I)/r is a domain associated to Λ 1 and a similar argument yields the same conclusion for Λ 2 . Since r may be chosen arbitrarily large, it follows that I × J is, for every non empty open intervals I and J, a domain associated to Λ 1 and to Λ 2 .
The required conclusion now follows from Proposition 2.2.
Proof of Theorem 1.1. The eigenvalues of the Neumann Laplacian in Ω are 2πλ m,n with
For m, n ∈ N * we put ψ m,n := ψ, ϕ m,n , where ·, · denotes the inner product in L 2 (Ω). It is easy to check that the solution w of (1.1) is given by
With no loss of generality we may assume that Γ ⊃ I 1 × {0} where I 1 ⊂ [0, a] is an interval with positive length. A simple calculation shows that for every T > 0 we have
The claimed assertions follow from this and Theorem 4.2.
Proof of Theorem 1.4. The eigenvalues of the Dirichlet Laplacian in Ω are 2πμ m,n with
and a corresponding family of normalized eigenfunctions in
We first show that statement (S2) implies statement (S1). Indeed, if (S1) does not hold, then we may assume, without loss of generality, that Γ ⊂ Γ 1 . Thus, for every m ∈ N * , we have
Consequently,
It is easy to see that the above estimate contradicts (S2).
We next show that (S1) implies (S2). For ψ ∈ H 1 0 (Ω) and m, n ∈ N * , we put ψ m,n := ψ, Φ m,n 1 , where ·, · 1 denotes the inner product in
It is easy to check that the solution w of (1.4) is given by
A simple calculation shows that
The required conclusions hence follow from Theorem 4.2.
Local density of elliptic integers
This section is devoted to proving (4.7). We need the following number theoretic lemma and a strong form of Selberg's sieve, stated in the sequel. 
Given two positive integers u and v, we call an integer ν elliptic if it has at least a representation in the form ν = um 2 + vn 2 for some integers m, n. We denote by N (u, v) the set of elliptic integers associated to a given pair (u, v).
The following result is a specific application of Selberg's estimate (5.19) stated above. To our knowledge, it is new, even for u = v = 1, inasmuch it does not follow either from sieving by primes or from classical techniques used to obtain an asymptotic formula for the number of elliptic integers not exceeding a given bound. Let P 0 (uv) denote the set of all primes p such that p | uv and let P 1 (uv) be the set of those p satisfying p uv and χ D (p) = −1. We have shown that, if p ∈ P 0 (uv), then ν is restricted to at most 1 2 (p + 1) classes modulo p, and that, if p ∈ P 1 (uv), then either p ν or p 2 | ν. Moreover P 1 (uv) is a union of Denoting by N j (uv) the set of positive integers all of whose prime factors belong to P j (uv) (j = 0, 1) and selecting Q := √ x in (5.19), we obtain
where 
To estimate L 1 (x) from below, we consider the sets C ± (D) := {n ∈ N : χ D (n) = ±1}, so P 1 (uv) = {p : p uv, p ∈ C + (D)}. Let M ± (D) denote the set of positive integers all of whose prime factors belong to C ± (D). Since any squarefree integer n has a canonical representation in the form n = rst with r|D,
The n-sum is classically ln x. Every summand in the t-sum may be further decomposed as t = md where m|uv and d ∈ N 1 (uv). Moreover each product rm is a divisor of uv. Therefore
where ϕ denotes Euler's totient function. Now
where the remainder is bounded by an absolute constant.
The last sum over p may be estimated by the Siegel-Walfisz theorem-see for instance [7, ch. 22] . We obtain that, for any given ε > 0, we have
for a suitable positive constant c = c(ε). Estimating the sum trivially when x exp D ε and using partial summation otherwise, we obtain
Gathering our estimates, we arrive at
Inserting this last estimate and (5.23) in (5.21) immediately yield the required bound (5.20) when x > (uv) 8 . However, the result holds trivially when x (uv) 8 .
Proof of Theorem 4.1
Here, we establish inequality (4.1). We made no effort to optimize the bound for ε N as a function of q N when u/v is irrational. It is likely that a refined technique will enable a significant improvement of this aspect of the result.
We start with a simple lemma in Diophantine Approximation. As is usual in this theory, we introduce the notation
For all ϑ ∈ R, Q ∈ N * we have, by Dirichlet's theorem, The following result is analogous to Lemma 6.2 of [8] and can be proved by the same method. For convenience of the reader, we recall the details. We now embark on proving our theorem. Put ϑ := u/v. We employ distinct arguments according as ϑ is or not a rational number.
Let us first consider the situation when ϑ ∈ Q * . We then assume that u ∈ N * , v ∈ N * since the general case easily follows from this. We shall show that the bound
where the implicit constant is absolute, holds uniformly with respect to k ∈ N. This generalizes Theorem 7.4 in [21] .
Recall the definition (5.18) of the Legendre symbol. It follows from instance from theorem 7.8.2 of [12] that, for each prime p not dividing kuv, we have Let P denote the set of prime numbers, set P 3,4 := {p ∈ P : p ≡ 3 (mod 4)} and In view of (6.5), this yields (6.3), as required.
We now turn our attention to the case ϑ ∈ R Q. We denote by x := x − x the fractional part of a real number x and let g : R → Z be the function defined by From the Erdős-Turán inequality [10] , [11] (see [22] for recent considerations upon optimal constants), we have for all H 1 (6. To estimate S ν (d), we apply a classical inequality of Weyl (see for example [20] , chap. 2, th. 1) stating that, for α ∈ R, a ∈ Z, q ∈ N * , |α − a/q| 1/q 2 , we have We now insert this inequality back into (6.7) and then (6.6). Taking the formula 
