Many natural structures can be naturally represented by complex networks. Discovering network motifs, which are overrepresented patterns of inter-connections, is a computationally hard task related to graph isomorphism. Sequential methods are hindered by an exponential execution time growth when we increase the size of motifs and networks. In this article we study the opportunities for parallelism in existing methods and propose new parallel strategies that adapt and extend one of the most efficient serial methods known from the Fanmod tool. We propose both a master-worker strategy and one with distributed control, in which we employ a randomized receiver initiated methodology capable of providing dynamic load balancing during the whole computation process. Our strategies are capable of dealing both with exact and approximate network motifs discovery. We implement and apply our algorithms to a set of representative networks and examine their scalability up to 128 processor cores. We obtain almost linear speedups, showcasing the efficiency of our proposed approach and are able to reach motif sizes that were not previously achievable using conventional serial algorithms.
Introduction
Many natural structures are intuitively represented by complex networks, which have received increased attention by the research community in recent years [1, 2] . In order to mine interesting features from these networks, several different measurements can be applied [3] . In 2002, Milo et al. [4] noted that some subnetworks appeared with a much higher frequency in the studied networks than it would be expected in similar randomized networks, i.e., with the same degree sequence. These They overrepresented topological patterns were named as network motifs.
Network motifs are important in the analysis of networks from several domains, particularly in the biological domain [5] . For example, it has been demonstrated that they can have functional significance in transcriptional regulatory networks [6] 
or
Email addresses: pribeiro@dcc.fc.up.pt (Pedro Ribeiro), fds@dcc.fc.up.pt (Fernando Silva), lblopes@dcc.fc.up.pt (Luís Lopes) protein-protein interaction networks [7] . They have been applied in other biological areas, like brain networks [8] or food webs [9] , and they are also significant in networks from other domains, like electronic circuits [10] or software architecture [11] . We should note that the usage of network motifs does have some criticism [12, 13, 14] , but in this article we do not try to position ourselves in that conceptual discussion. Instead, we focus our attention on the algorithmic aspect of finding network motifs, in order to obtain more efficient methods that can bring new insight into this topic.
Finding network motifs is a computationally hard task, since at its core, we are basically dealing with the graph isomorphism problem [15] . Current methods are almost all sequential in nature and revolve around finding the frequency of all subgraphs of a determined size (i.e., doing a subgraph census), both in the original network and in a random ensemble of similar networks [16] . The problem is that the execution time increases exponentially when we increase the motif or network size. Sampling has been introduced by Kashtan et al. [17] as a way to trade accuracy for time spent, but the process can still be very time consuming. Analytical methods to estimate the significance of motifs are now appearing [18, 19] . These methods would be able to escape the need for the ensemble of random networks and their respective census, but there is still a long path to be accomplished in order for them to be general and practical enough to be used. In any case, we would still have to compute the subgraph census on the original network.
One way of improving network motifs discovery is to resort to parallelism. Work in this area is still very scarce and it could have a significant impact in many application areas. It could lead not only to a speedup in the network motifs calculation, but also to the discovery of larger motifs in bigger graphs that were previously unsuspected due to efficiency and time constraint reasons.
In this article we analyze the opportunities for parallelism in the existing sequential methods, leading to a parallel strategy able to have almost linear speedup in the whole network motif discovery process. We propose several parallel strategies for distributed memory systems that adapt and expand one the most efficient serial methods [20, 16] . We study the applicability of both centralized control (with a master-worker strategy [21] ) and completely distributed control (with a randomized receiver initiated strategy [22] ). We use small independent work units that can be redistributed to provide dynamic load balancing both for exhaustive complete computations and approximations using sampling, efficiently parallelizing the whole network motif discovery problem. We implement our strategies using MPI and apply them on a series of representative networks. We obtain almost linear speedup up to 128 processor cores, demonstrating the efficiency and usability of our proposed method (from now on all the term core will be used to reference processor cores).
The reminder of this article is organized as follows. Section 2 establishes a network terminology, formalizes the problem we want to tackle and overviews related work. Section 3 points out the opportunities for parallelism and describes in detail our strategies for parallel network motifs discovery. Section 4 gives practical results when applying to a set of representative networks, studying the scalability. Section 5 concludes the article, commenting the results and describing possible future work.
Preliminaries

Network terminology
In order to have a well defined and coherent network terminology throughout the article, we first review the main concepts and introduce some notation that will be used in the following sections.
A network can be modeled as a graph G composed of the set V (G) of vertices or nodes and the set E(G) of edges or connections. The size of a graph is the number of vertices and is indicated as |V (G)|. A k-graph is graph of size k. Every edge is composed by a pair of two endpoints in the set of vertices. This pair is ordered in the case of a directed graph, in opposition to undirected graphs where edges do not express direction. The neighborhood of a vertex u in a graph G, is a subgraph, denoted as N (u), composed by the set of all other vertices v of G such that (u, v) or (v, u) belong to E(G). All vertices are assigned consecutive integer numbers starting from 0, and the comparison v < u means that the index of v is lower than that of u.
A subgraph G k of a graph G is a graph of size k in which V (G k )⊆V (G) and E(G k )⊆E(G). This subgraph is said to be induced if for any pair of vertices u and v of V (G k ), (u, v) is an edge of G k if and only if (u, v) is an edge of G, that is, a vertex set of the subgraph has all the edges that the same vertex set has in the complete graph G. The exclusive neighborhood of a vertex v relative to a subgraph G is defined as
A mapping of a graph is a bijection where each vertex is assigned a value. Two graphs G and H are said to be isomorphic, denoted as G∼H, if there is a one-to-one mapping between the vertices of both graphs where two vertices of G share an edge if and only if their corresponding vertices in H also share an edge.
Network Motifs Problem
We start by formally defining the exact problem that we are trying to solve. For the sake of simplicity, from now on we will refer to network motifs simply as motifs. The motifs concept has several variations. We refer the reader to our previous work [16] or Ciriello and Guerra [23] for a more detailed view on this. In this article we will concentrate on the standard definition established by Milo et al. in the original article on motifs [4] , and which is widely used in the literature.
Basically motifs are patterns of interconnections occurring in a complex network in significantly higher numbers than in similar random networks. Given a network, we want to calculate all of its motifs of size k as defined below: In order to determine the frequency of a specific subgraph, we also use the canon definition by Milo et al. [4] , allowing arbitrary overlapping of vertices and connections between different occurrences of a subgraph. Figure 1 illustrates this frequency concept. Schreiber and Schwobbermeyer [24] introduce different notions of frequency that could potentially be used when calculating motifs.
Typically the over-representation is calculated taking into account the subgraph frequency in the original network (f original ) and the mean subgraph frequency in the random networks (f random ), by calculating the probability defined in equation 1.
P is the probability threshold used for defining when a subgraph is considered a motif (0.01 is the value used by Milo et al. [4] ). Again, there are several possible small variations (see [16, 23] ), including the need for a minimum frequency (f original must be bigger than a pre-defined parameter) and minimum deviation (f original must be sufficiently apart fromf random ), but what matters is that this measure can be analytically calculated in O(R) time for a determined subgraph knowing its frequency both on the original and randomized networks.
If one can only have an approximate value of the frequencies (for example, obtained by sampling and not by exhaustive search), then we can use subgraph concentrations (see equation 2) to derive an approximation of the required probability, [25] , G-Tries [26] , Kavosh [27] and MODA [28] .
Conceptually, these strategies are divided in three main categories:
• network-centric methods, that produce a k-subgraph census by enumerating all subgraphs of size k of the original graph (mfinder, FPF, ESU and Kavosh).
• single-subgraph methods, that excel in computing the frequency of a pre-defined single individual k-subgraph (grochow and MODA).
• subgraph-set methods, that specialize in counting the frequency of a set of pre-defined k-subgraphs, that do not necessarily have to be all of the possible k-subgraphs (G-Tries).
Regarding network-centric methods, mfinder was the original one, appearing in 2002, and it is based on a recursive backtracking algorithm that generates all k-subgraphs. Due to potential subgraph symmetries, the same subgraph can be found several times, since the search procedure can be started on any of its constituent nodes. MAVisto, from 2004, excels in using different frequency concepts and has an algorithmic performance comparable to Mfinder on the canon definition of frequency. ESU is an improved algorithm first introduced in 2005 that only allows searches being initiated on the nodes with an index higher than the root node. This breaks symmetries and each subgraph is found only once, leading to a more efficient method that can be sometimes orders of magnitude faster than Mfinder. Kavosh appeared in 2009, uses a novel counting algorithm that also exhibits a symmetry breaking behavior and appears to be asymptotically equivalent to ESU in algorithmic execution time terms.
In what concerns single-subgraph methods, Grochow introduced this concept in the motif finding problem in 2007 and uses a set of pre-built conditions to break symmetries. MODA, appearing in 2009, uses a pattern growth approach that starts with k-trees in order to arrive at a complete ksubgraph and also looks for non-induced subgraphs. It achieves considerable speedups when compared to Grochow for some types of k-subgraphs.
Finally, G-Tries, which constitute previous work on this field from our team and first published in 2010, implements a subgraph-set methodology that relies on a specialized tree-like data structure able to identify common substructure on a set of ksubgraphs, using that to search at the same time the frequency of several subgraphs. G-Tries can achieve considerable speedups (up to 100x times faster) when compared to ESU and Grochow.
In a previous work from 2009 we provided pseudo-code and practical empirical comparison of three of the algorithms described above (mfinder, ESU and Grochow) on a common platform, showing that ESU has the best general performance in what regards exhaustive and complete subgraph census for different complex networks [16] . Note that at that time Kavosh, MODA and G-Tries did not exist.
All of the above mentioned methods, except Grochow and G-Tries, have publicly available source code (we expect to release G-Tries source code before the end of 2010). Three of those provide free graphical production software tools: mfinder [4] , Fanmod [29] (which implements ESU) and MAVisto [20] (which implements FPF).
The described methods all have the option to produce exact exhaustive results. Some of them allow trading accuracy for speed, by using sampling. This concept was introduced for finding motifs in 2004 by Kashtan et al. [17] , as an improvement to the mfinder tool. It relies on a procedure capable of extracting a single random k-subgraph, that is repeated a desired number of times. One problem with their approach is that the sampling is biased in the sense that not all subgraphs have the probability of being randomly chosen. Fanmod also has a sampling option that avoids that problem by extending the ESU algorithm in order to only show a fraction of the whole enumeration, obtaining unbiased sampling and guaranteeing that the same subgraph will never be sampled twice. This algorithm is called ESU-Rand and it is notably faster than the Mfinder sampling process [20] . However, it only allows pre-determination of an approximate number of samples wanted, in opposition to Mfinder, in which we can get the exact number of subgraphs we desire. In our previous work we give pseudo code for these two sampling algorithms [16] . G-Tries also has a unbiased sampling option similar to ESU [30] . The other algorithm allowing sampling is MODA, and relies on a probability distribution that is derived from the degree distribution of the original network. However, ESU-Rand still emerges as the fastest algorithm for the general case [28] .
Parallel methods
Research work on parallel algorithms for motifs discovery is still very scarce. Specific to the motifs discovery problem and its associated subproblems, we are only aware of four distinct implemented and studied parallel approaches [31, 32, 33, 34] . All four approaches focus essentially on parallelizing a single complete census. Parallelism on the whole motifs discovery problem can then only be achieved by calculating consecutively the parallel census of the original and random networks, making it necessary to have synchronization after each census. The process of randomly generating a set of similar networks is also done sequentially. This clearly distinguishes these algorithms from ours, since we try to parallelize the complete motif discovery process and not just a single census. We also show how to parallelize the motif discovery by sampling, and not just by exhaustive enumeration.
We will now describe in more detail the existing approaches. Schreiber and Schwobbermeyer [24] do refer they were working in implementing a parallel version of their algorithm, but they defer the scalability analysis and further studies to future work that, to our best knowledge, has not yet been done or published.
Wang et al. [32] rely on finding neighborhood assignments for each vertex that avoids overlapping and redundancy on subgraph counts (as in the ESU algorithm), and try to balance the workload before the computation begins using mostly the node degrees. However, they do not detail the static scheduling process and they do not study the scalability of their approach, limiting the empirical analysis to a single network (the E coli transcriptional regulation network), and a fixed number of cores (32) . Another characteristic of their approach is that they do not do isomorphism tests during the parallel computation, they wait until the end to check all the subgraphs and compute the corresponding isomorphic classes. In a previous work [31] , we also parallelize a single complete subgraph census. As in this work (see section 3.2), we used the ESU algorithm as the start point and extended it to obtain parallelization. However, two main differences separate that work from this one. First, we only parallelized a single subgraph census, and not the whole motif discovery process, which makes it necessary to synchronize the consecutive census and the sequential generation of random networks. Second, we used only a master-worker strategy [21] with a centralized work-sharing scheduling framework. In opposition, here we parallelize the whole motif discovery computation while also providing a completely distributed and dynamic receiver-initiated scheduling strategy, in a work-stealing framework.
In other previous work from us [33] we adapted and parallelized the g-tries subgraph matching algorithm, which computes the census of a predefined set of subgraphs. Again, it is different from what we are doing in this work, since we used g-tries as an underlying structure and parallelized only a single census.
Schatz et al. [34] focuses instead on parallelizing Grochow and Kellis [25] approach. They do different single subgraph queries at the same time on different cores in a master-worker strategy, experimenting with static pre-computed scheduling (the same number of queries for each core) and first-fit scheduling (meaning that workers only process one query at a time and when they finish it they ask the master for more work). The later has been shown to have almost linear speedup against the corresponding sequential algorithm up to 64 cores, although it should be noticed that they only used one experimental network and in terms of motif discovery, following the Grochow and Kellis [25] approach, they would have to query the entire set of possible ksubgraphs, even when some of those subgraphs may not even appear on the networks. This constitutes They have also tried to parallelize a single query using a network partition algorithm that creates small overlapping regions, adding some overhead for possibly repeated computations. This lead to some speedup, but again it was only tested on a single network and for eight different 7-subgraph queries.
Remark about other related methods
We should notice that motif discovery is conceptually quite different from frequent subgraph discovery [35, 36] , which derives from the frequent itemset problem [37] . In the former, we are looking for subgraphs that occur at least a pre-determined number of times in a minimum number of elements of a set of graphs. This is in opposition to really determining the frequency in a single original graph. Because of this, the algorithmic techniques used are different and parallelism on the frequent subgraphs problem is not directly applicable to our problem, even when sometimes the authors use the term motifs to designate the frequent subgraphs, like in the work of Wang and Parthasarathy [38] .
Parallelizing Motif Discovery
We will now describe our strategies for parallelizing the whole network motif discovery. Section 3.1 describes the sequential workflow of the best known algorithms and points out the opportunities for parallelism. Section 3.2 introduces the adapted and extended serial algorithm that we will parallelize, showcasing work units as independent and atomic pieces of computation. Section 3.3 details our proposed parallel algorithm, describing the main workflow, the pre-processing phase, the main work phase, the final aggregation phase and the adaptation for parallelizing the approximation version of the algorithm, using subgraph sampling.
Serial workflow and opportunities for parallelism
The basic workflow of a serial motif discovery program, such as Mfinder or Fanmod, is depicted in the algorithm of Figure 2 . Basically, it revolves around doing a k-subgraph census on the original network (line 1) and then exhaustively creating a series of R similar random networks (line 3) and doing a k-subgraph census on each of them (line 4). After that, knowing the frequency of each existing isomorphic subgraph on all networks, its significance is calculated (line 5).
Require: Graph G and integers k and R Ensure: Motifs of size k in graph We identify the opportunities for parallelization that exist in the above algorithm, and define a taxonomy for later reference and use:
• Census Parallelization: do a complete census of all subgraphs of a determined size in parallel (lines 1 and 4). This could be done in several ways:
-Partition: the network is pre-divided in several (possibly overlapping) partitions/regions and different cores analyze different partitions.
-Tree: a recursive search procedure is executed in parallel, with different search tree branches being searched at the same time in different cores.
-Query: on single-subgraph algorithms, each individual subgraph query is done separately by different cores.
• Random Networks Parallelization: distribute the random networks between the cores, e.g. if we have to generate 100 random networks and have access to 100 cores, then each core could compute its own random network and its corresponding census.
• Significance Parallelization: distribute the significance calculation after the census is computed.
With this nomenclature we can now classify the strategies described in section 2.3. All of them only use census parallelization. In order to do that, Wang et al. [32] rely on partition parallelization, we [31, 33] rely on tree parallelization and Schatz et al. [34] discuss separately partition and query parallelization.
If we profile the serial algorithm during real computations, we find that the main bottleneck is the census computation, taking on average more than 95% of the whole execution time. Therefore, census parallelization is really a key issue and if we can do a single census in parallel, one way of doing the whole computation is to do exactly as the serial algorithm, except that the census calls are done in parallel. On its own, as said before (see section 2.3), this strategy presents two main drawbacks:
• Synchronization is necessary after each census, ensuring that all cores have completed before the next census begins. Since typically we generate at least dozens of random networks, this can provoke a significant amount of unwanted idle time on cores.
• The other steps of the network motif discovery must be done sequentially. In particular, repeating the process of generating a similar network for every new random network can be time consuming.
We could therefore do better if we parallelized at the same time all the steps needed to discover motifs (not just the census) and this is precisely what we do in our proposed strategies. More than that, as we said before, we also provide a version capable of using sampling in order to trade some accuracy for an improved execution time behaviour.
Work units and a new serial algorithm
As a starting point we will use one of the most efficient methods known that also allows for sampling [16] , which is the ESU algorithm. Figure 3 details how ESU works.
Its core idea is that we only expand a partially constructed subgraph with nodes that have a greater index number than the initial root node (lines 2 and 10). A list of possible extension vertices is therefore built (lines 2 and 11) and whenever a vertex is chosen to be extended, it is removed from the list (line 9). Its exclusive neighbours are then added to the new possible extensions (line 10). The fact that they are exclusive guarantees that each subgraph is enumerated exactly only once, because the ones which are not exclusive will be added on another instance of the recursion. Figure 4 exemplifies in detail how the algorithm enumerates all 3-subgraphs of a graph with 5 vertices, showing how the algorithm transposes to a search tree.
Require: Graph G and integer k Ensure: Complete k-subgraphs census of graph
if |V Subg | = k then 6: found(V Subg )
7:
else 8:
remove random chosen w ∈ V Ext 10: : ESU algorithm generates this search tree for the given undirected network. Each tree internal node indicates the vertex sets passed as parameters to the procedure extendSubgraph, respectively V Subg and V Ext (taken from Ribeiro et al. [16] ).
Important to notice is that calls to extendSubgraph() are independent from each other and each one generates a set of other extendSubgraph() calls until we reach the desired subgraph size. Therefore, we define a single call to extendSubgraph() as the smallest piece of work we will use. This call is an ESU work unit (EWU) that is completely defined by a tuple of four values, as defined in equation 3.
G id is a network identifier (represented by a number: 0 (zero) for the original network, i for the i-th random network) and the three other tuple values correspond exactly to the extendSubgraph() parameters, and therefore map to a node in the tree of Figure 4 . From now on we will be also representing an EWU by a square 2 (id,s) where id and s represent respectively the network identifier and the size of the partially constructed subgraph (|V current |).
Besides this, we will represent the calculation of the census in a single network by a circle id where id represents a network identifier and the calculation of the significance of a single subgraph g by a diamond 3 sg . Note that different id are independent from each other, and so are 3 sg .
Solving the network motif problem can, from now on, be expressed using our work units symbols. If we have R random networks with N different classes of isomorphic induced subgraphs, what we need is to solve in order the work queues Q census and Q signif icance , defined in equations 4 and 5.
Our processing of the work units takes into account that each id can be decomposed in several smaller 2 (id,i) . So, for example, G 0 can be decomposed in {2 (0,1) , 2 (0,2) , . . . , 2 (0,|V (G)|) }. Every 2 (0,1) will then be decomposable in several 2 (0,2) and so on until the motif size is reached. Note that different 2 (id,i) will generate a different number of smaller work units and have a completely unbalanced total execution time weight, corresponding to different topological parts of the network. Figure 5 exemplifies the ensemble of work units that compose a network motifs discovery problem.
Our algorithm for processing a single working unit is depicted in Figure 6 . If the work unit is a complete network ( ), it does generates a 2 for each of the network nodes (lines 3 to 6). This is the equivalent to executing the main procedure of the ESU algorithm as depicted in Figure 3 . If the work unit is a partially constructed subgraph (2), then it processes it exactly as in ESU algorithm (8 to 17), except that instead of recursively calling itself, it puts all the expanded subgraphs in the work queue. Finally, if it is a significance work unit (3), it calculates its significance and reports the subgraph when it is considered a motif (lines 18 to 20).
One more aspect needs additional explanation: line 10 of the algorithm. We we use a canonical string representation to deal with isomorphic subgraphs. We opted to use McKay's nauty algorithm [39] , a widely known fast and practical implementation of isomorphism detection, to generate a canon- Require
2:
if type(W ) = id then 3:
else if type(W ) = 2 (id,s) then 8:
if s == k then while V Ext = ∅ do 13: remove random chosen w ∈ V Ext 14:
Q.pushFront(2 (id,s+1) ); 18: else if type(W ) = 3 g then 19: if isSignificant(G g ) then 20: report(G g ) Figure 6 : Processing a single work unit ical labeling and then use its adjacency matrix. In order to store the frequencies, we maintain a dictionary structure count [id] [sg] where id stands for the graph identifier and sg for the subgraph. This dictionary could be implemented in many ways, and we currently use C++ STL's map, which is implemented using a balanced red-black tree.
With all of this, discovering network motifs in serial can now be done using the following algorithm:
Require: Graph G, integers k and R Ensure: Report k-motifs in G using R random processWorkUnit(3 Gi ) Figure 7 : New serial algorithm using defined work units Lines 2 and 3 construct Q census , lines 4 and 5 process it and lines 6 to 8 create and process Q signif icance (c.f. equations 4 and 5). Note that we pop work units from the front of the queue, and since we push new work units also to the front, we traverse the search space in depth-first order. Therefore, analysis of random network #1 only starts after the original, random network #2 only after #1 and so on.
Parallel Algorithms
Now that we have defined simple work units, the EWUs, we are ready to show our parallel strategies. In addition to the already mentioned variable, we will use P to represent the number of cores available.
The challenge is to divide the EWUs among all worker cores and our goal is to keep all workers busy, always computing some unprocessed EWU. Since the ESU tree is really unbalanced, a static division of the EWUs is not adequate to obtain a balanced load among all workers. It is preferable to have a dynamic load balancing scheme that constantly adapts during runtime and keeps redistributing work among the workers.
Main workflow and parallel strategy
There are three main steps in our algorithms, done in this order:
1. Pre-Processing Phase: in this phase we do all the necessary calculations in order to start our work, providing an initial work queue for each CPU. 2. Work Phase: in this phase we really do the bulk of the work, analyzing subgraphs and discovering their frequency. We will propose two different algorithms for this phase. 3. Aggregation Phase: in this phase we aggregate the subgraph frequencies found in each CPU and calculate the motif significances.
Our proposed strategies use basically the same pre-processing and aggregation phases and differ on the work phase, with two different possibilities:
1. Master-Worker strategy: in this case there is a worker dedicated exclusively for the load balancing and work distribution (the master) and all the other workers process work and communicate only with the master in what regards the work phase. From now on we will call this strategy master-worker. 2. Distributed strategy: in this case all workers are responsible both for the work itself and the load balancing. At any time they can communicate with any other worker and dynamically try to redistribute the work. We will call this strategy distributed.
More detail on this will is given in the next sections.
Pre-Processing Phase
Each core has its own work queue. In the case of distributed this means all cores, and in the case of master-worker this means all the cores except the master. Our first step is to initialize each of these work queues (let Q i be the work queue of core i, 1 ≤ i ≤ P ). We need to make sure that all computational work units are in some work queue, i.e., ∪Q i = Q census . We identified two basic alternatives for this task:
• all-in-one: Q 1 = Q census and ∨i = 1, Q i = ∅. This initializes the entire work queue on a single core and when the computation starts, all other cores must steal work from it.
• static division: We divide Q census among all cores. We preferred this option since then all cores can start working on their work queues, without the need for initial communication between cores. In order to do that we do the following:
-If R + 1 ≥ P we allocate networks ( ) to the cores in round-robin fashion.
-If R + 1 < P , we allocate the cores in round-robin fashion to the networks ( ).
We will end up with at least some networks having more than one core allocated, and we divide the network id initial nodes (2 (id,1) ) equally between the respective cores ( No matter what option we take for the initial division of work, whenever a core empties its work queue, it will immediately try to obtain more work, as you will be able to see in section 3.3.3. What is important here is to give some initial more or less balanced work to all cores, in order to avoid unnecessary communication in the beginning of the computation.
Work Phase
After having established an initial work queue we are ready to start doing the bulk of the computation.
Master-Worker strategy
In this case, as said, there is a worker dedicated exclusively to perform load balancing and all other workers do the main work phase. This is in its essence an extension to what we did previously in [31] , but then it was only applied to a single subgraph census. The algorithms of Figures 9 and 10 detail our strategy.
Basically the master keeps receiving messages from the workers (line 3) and acts accordingly. If Figure 8 : Example of two pre-processing static divisions of work units among cores. When there are more networks than cores we divide the networks among the cores. When the opposite happens, we do the reverse and divide the cores among the networks, and then divide the nodes of networks equally between the cores. In both cases we use a roundrobin scheme.
the message is a request for more work (line 4) then it can either send the first unprocessed EWU (lines 6 and 7) or, if its work queue Q is empty, add the worker which sent the message to the list of workers that are in need of work (idleW orkers). If the message contains a new unprocessed EWU, then it either adds it to the work queue for future processing (line 15) or sends it directly to an idle worker, in case there is one (lines 11 to 13). If all workers are idle, it means that there are no more unprocessed EWUs and therefore we can end the work phase (line 2) and broadcast a termination message to all workers (line 16).
Regarding the worker execution, while there is no termination message (lines 2 and 6) it keeps processing its own work queue Q (line 8). If this queue is empty, then it asks the master for new work (line 4) and waits until a message is received (line 5), adding the newly received EWU to the local queue. Whenever splitThreshold is reached (line 9), the worker gives all but one of its unprocessed work units to the master, in order for them to be distributed among workers that are or will become idle. Note that this threshold is very important. If it is set too high, the work units will not be sufficiently divided in order to adequately balance the work among all workers. If it is too low, work will be divided too soon and the communication costs will increase. We tried two different options for the threshold: either a time limit or a number of EWUs processed limit. Section 4 gives more details on this. while not all workers are idle do 3: msg ← ReceiveMessage(AnyW orker) 4: if msg.type = RequestF orW ork then 5: if Q.notEmpty() then 6: EW U = Q.popFront() 7: sendMessage(msg.Sender, EWU) 8:
Distributed strategy
IdleWorkers.pushBack(msg.Sender) 10: else if msg.type = N ewW orkU nit then 11: if IdleWorkers.notEmpty() then 12: worker =IdleWorker.popFront() 13: sendMessage(worker, msg.EW U )
14:
else 15: Q.pushBack(msg.EW U )
16:
BroadcastMessage(T erminate); if Q.empty then 4: sendMessage(master, RequestF orW ork) 5: msg ← ReceiveMessage(master) 6: if msg.type = T erminate then exitWhile 7: Q.pushBack(msg.EW U ); 8: processWorkUnit(Q.popFront()) 9: if checkSplitThreshold() then 10: while Q.hasMoreThanOneElement do 11: sendMessage(master, Q.popBack()) In this case the load balancing decisions are distributed among all cores and every one of them, a worker, runs the algorithm of Figure 11 .
The basic idea is simple: while a worker still has work in its work queue, it keeps processing work units (line 4). If its queue becomes empty, then it asks for work from other worker (lines 2 an 3) and continues processing the new work units. If at a point in time a consensus is reached that the if Q.isEmpty() then 3: askForWork() 4: processWorkUnit(Q.popFront()) 5: if checkRequestsThreshold() then 6: serveWorkRequests() Figure 11 : Work Phase main procedure computation is over, the worker stops (line 1). The other key component is serving work requests from other workers (lines 5 and 6).
We will now explain in more detail the work request mechanism. The first thing to notice is that due to the nature of our desired environment (distributed memory with message passing) there is no way to steal work from another core without intervention from it. We must send a message and wait for an answer. All cores have a polling mechanism and from time to time (line 5, checkRequestsThreshold() function) they will check if there are any incoming requests. This threshold is important and can impact performance. If it is set too low, the receiver worker will be checking for messages too often and will spend valuable execution time trying to serve nonexistent requests. If it is set too high, the sender worker will have to wait for new work while remaining idle, because the receiver will take some time to check for messages.
We tried two different options for the threshold value: either a time limit or a number of EWUs processed, as in the splitThreshold of the masterworker. Section 4 details our experiments, that lead us to opt for a threshold based on the number of units processed.
We will now explain from which worker should we try to steal work from. Ideally we would know the worker that still has more work to do, but since in a completely distributed environment, that is not possible without incurring in major computation overhead. Besides, since the ESU trees are unbalanced, we cannot even have a precise prediction of our own work queue. Therefore we opted to always choose a random worker to ask work from, which was established as an adequate heuristic [22] .
The third aspect to detail is our strategy for dynamically sharing work in a distributed setting. The main question here is to decide exactly which work units from our work queue should we share whenever a work request is received? The ideal option is to divide as equally as possible the work, in order to maximize the time in which both workers will not need to ask for work again. In order to do that we opted for a diagonal work-queue splitting scheme. Basically we distribute work units in the following way: one for the sender, one for the receiver, one for sender, and so on. As we are exploiting the search tree in a depth-first order, this will distribute as evenly as possible the work units, taking into account that work units at the same search depth will have similar computational costs. Of course that since the tree is really unbalanced, this cannot promise equal execution time, but it constitutes our best prediction implemented by a simple yet elegant solution, diagonally distributing along the search tree. Figure 12 exemplifies our splitting scheme. We will now explain our termination mechanism. Whenever someone asks for work and receives as response that the receiver's work queue is empty, it will ask another random worker, making sure that it does not repeat workers until new work units are found. If it happens that everyone answers that it has no more work, the worker will be able to conclude that indeed there is no more work and it will broadcast a "termination" message to everyone, ending this phase of the network motifs discovery computation.
Aggregation Phase
After the work-phase has ended, every worker will have its own dictionary of frequencies for every network analyzed (the original one and the random ones) and subgraphs discovered. There will prob-ably exist many zeroes, meaning that a particular network was not analyzed at all by that particular worker, but potentially there can be valuable information for every worker, for any subgraph, on any network. This is a huge a amount of data that we need to aggregate in order to calculate the subgraph significance. Note that the number of possible k-subgraphs grows super-exponentially as k increases.
For each class of isomorphic subgraphs, we need to know the frequency in the original network and its average frequency and standard deviation in the set of random networks. We choose to have a "root" worker, responsible for storing the global results. After gathering all needed frequencies, this worker can calculate the necessary subgraph significance in serial (note that, as said, the majority of the work is done during the computation of the census and that at this phase, since a computation of a single subgraph significance is done in constant time, it would not improve if it was sent to another worker -on the contrary it would take more time).
A simple primitive approach for this would be for each worker to communicate in turn with the root worker, sending its own results. In order to do that, it would have to send pairs of subgraph descriptions (for example using the canonical labeling) and their respective frequencies. We call this strategy naive.
This naive approach is not enough and we improved it. Our strategy is to first agree on the list of subgraphs that are being computed. If all workers have that list before communicating its own frequencies found, we could avoid the need to communicate graph identifications, because we can induce a fixed order of relevant subgraph types. Therefore, if we communicate a vector of frequencies, the position in the vector will determine which subgraph we are referring too.
In order to create that list of relevant subgraph types, the root worker will start by advertising a set of T concrete subgraphs that it knows to occur in the original subgraph, by broadcasting a message (note that root worker will always have in its work queue at least part of the original network). Then, all workers, organized in a binary tree, communicate to tree ancestors their list of subgraph types not found by the root worker. After this process is complete, the root will have a list of new subgraphs that it will broadcast to all workers.
Having the pre-defined list at hand, the workers can just communicate frequencies (and not graph descriptions). Instead of using point-to-point messages (from one worker to another worker), we use the specialized MPI collective communications facilities. We use MPI Reduce to gather and sum all frequency values in a vector. The position in the vector denotes which network and subgraph type it refers to. We therefore delegate to the MPI implementation the gathering of information, by explicitly denoting that we want to aggregate and sum the frequencies.
We call hierarchical to this strategy of first reducing the information that we need to communicate (by agreeing on the list of subgraphs and communicating it using an underlying binary tree) and then use MPI primitives for collective aggregation.
Parallel Sampling
The ESU algorithm also allows sampling and we have implemented that option, providing a quicker but only approximate parallel calculation of motifs. The basic idea is to only follow each search branch with a probability related to the depth. Figure 13 details our sampling version of processWorkUnit, emulating RAND-ESU, the sampling version of ESU algorithm.
Require: Work Units Queue Q and motif size k Ensure: A new updated Q and 1: approximate motif dictionary Dic 2: procedure processWorkUnit(W )
3:
if type(W ) = id then
4:
lines 3 to 5 of the algorithm in Figure 6 5:
With probability
else if type(W ) = 2 (id,s) then 7: lines 8 to 17 of the algorithm in Figure 6 8:
else if type(W ) = 3 g then The algorithm is basically the same with the exception of lines 5 and 8, that establish that each EWU is only explored with a certain depth-related probability. When looking for k − subgraphs, each possible occurrence will only be found with probability P 0 × P 1 × . . . × P (k−1) . This is directly parallelizable using the described algorithms and essentially adds an even more unpredictable search tree topology, since a branch can 
Results
All experimental results were obtained on a dedicated cluster with 12 SuperMicro Twinview Servers for a total of 24 nodes. Each node has 2 quad core Xeon 5335 processors and 12 GB of RAM, totaling 192 cores, 288 GB of RAM, and 3.8TB of disk space, using Infiniband interconnect. For our experiments, we had access to a maximum of 128 cores. The code was developed in C++ and compiled with gcc 4.1.2. For message passing we used OpenMPI 1.2.7. All the times measured were wall clock times meaning real time from the start to the end of all processes.
In order to evaluate our parallel algorithms, we used six different representative networks, from different domains (with special focus on biological networks) and with different topological features. These are summarized in Table 1 .
The number of possible parameter choices is too vast to show all its correspondent results in this article. Therefore we had to make some choices. The first one is related to the random graphs. For our first batch of tests, we opted to fix the number R of random graphs to 100, a quantity capable of already giving meaningful results in terms of subgraph significance (and used in many articles, such as [8] ). The random graphs were generated by exchanging each edge 3 times similarly to what is done in Fanmod.
We want to show that our strategies are able to effectively parallelize the problem at hand, so we need to use cases where the sequential execution time is big enough to justify parallelization up to the 128 cores. For that purpose we measured the sequential execution time for computing all motifs of size k as we increase k, and we stopped when that time was larger than one hour. We also calculated the average growth ratio, that is, for increasing values of k, how much did the execution time grew. We also calculated the approximate total number of different occurrences of k-subgraphs in all the graphs and the number of different subgraph types (isomorphic classes) found in the original network. The results obtained, using algorithm 3, can be seen in Table 2 . The average growth ratios have a relatively low standard deviation (the number after ±), which means we can make rough estimates on how much more time we would need to compute increased greater motif sizes. Note also that growth differs a lot from network to network, and is not directly related to the size of network. Typically, directed networks present a larger growth, since they implicitly represent more connectivity options and more possible subgraph types.
Before showing results from the whole parallel motif computation, we will first show results for the aggregation phase, in order to establish the best option for this part of our strategy. For the fixed networks used and for the k subgraph size chosen (Table 2) , we show the time it takes solely for aggregating in the root the frequencies of all subgraph types that appear in the original network. We show the two alternatives described in section 3.3.4: the naive and the hierarchical approach. Table 3 details the results we obtained, using from 8 up to 128 cores (with one core, no aggregation is needed). As expected, it takes more time to aggregate results when there are more isomorphism classes, i.e, there are more different types of subgraphs to communicate. Generally speaking, the naive approach seems to be always worse. When we double the number of cores we roughly need twice the amount of time. This can limit the scalability and it is a serious problem if we have more frequencies to communicate (for example, by using more random networks or by searching larger motifs). Using our hierarchical strategy, we can overcome this linearity and cut the time logarithmically. Note especially the case of the foodweb network, with a really significant improvement from the naive execution time. Based on these results we can see that our collective approach performs better in the general case, and from now on we will assume all results are obtained using it.
We can now show the global behaviour of our parallel algorithms, described in section 3.3, both with master-worker and distributed strategies. One important aspect of both algorithms are the thresholds. Initially we thought of using time spent as the respective unit, but we discovered that precious time was being wasted by calling the operating system time functions. We then empirically verified that using the number of work units processed would give better results, and we proceeded by obtaining threshold values that performed generally well for our computing environment. In our case, we ended up using units equivalent to 2 seconds of processing time for both our strategies: in the case of the master-worker for the splitting threshold; in the case of distributed for the check requests threshold. What we want to show is that our parallel algorithms are viable, efficient and scalable options for motif discovery. Table 4 details the speedups we obtained, i.e., the relative time gain when compared to the sequential version. Both algorithms present very good performances and scale well up to 128 cores. The distributed strategy is the better option since all cores can be used for the computation, with no CPU power wasted. Note that the algorithms are very flexible and work well both for cases where the number of random networks is greater than the number of CPUs, and when this number is smaller. In order to further verify this claim, we used the full 128 cores on all networks using the distributed strategy, while varying the number of random networks. The most extreme lower case is when we have zero random networks (in that case we are merely doing a subgraph census of the original network, with no statistical significance) and we extend the number of random networks up to 1,000. Table 5 details the results we obtained.
The algorithm scales well for all cases, being able to create a good load balance, regardless of the variation in the number of networks. The speedup decreases as we increase the number of random networks since we are increasing the number of frequencies found and therefore we need to communicate and aggregate more data in the end.
As described in section 3.3.5, the sequential ESU algorithm allows one to trade accuracy for execution time. We have proposed a parallel version of the sampling version of ESU ( Figure 13 ) and we experimented to sample 10% of all subgraphs, by using as probability parameters (1, 1, ..., 1, 0.1), a customary setting nicknamed "fine" version in [20] , with a good trade-off between speed and accuracy. Table 6 details the results obtained (we used the distributed strategy). As before, the algorithm adapts well to the even more unpredictable search tree shape and is able to maintain scalability. The speedup is relatively smaller than the one obtained with the complete exhaustive enumeration since with sampling we take less time to enumerate but we still need roughly the same time for the aggregation phase.
Given all the results shown, we can say that our parallel algorithm is very flexible and achieves near optimal scalability for all experimented settings of the network motif discovery problem. Our best option in terms of performance is to adopt a distributed strategy for load balance, an hierarchical strategy for the aggregation in the end, and a threshold value to attend work requests that depends on the number of work units processed. With these settings, we are able to obtain an almost perfect speedup on all our tested use cases. This makes it possible for one to reach larger motif sizes that were not previously reachable. By observing again the average growth of execution time in Table 2 , one can see that in all cases, using 128 cores will at least make it possible to compute motifs with one more vertex in the same amount of time. And in some cases even more. We tested with the power network, and we were able to find all motifs of size 9 in approximately 1 hour, something which was estimated to take almost a week using the basic sequential algorithm. Note that enabling larger motif sizes could provide new valuable information for the analysis of the respective network, even when the increase is just by one over the previously known motifs.
Conclusions
In this paper we studied the opportunities for exploiting parallelism when discovering network motifs. We provided novel parallel algorithms that adapt and extend one of the most efficient serial algorithms, the ESU algorithm. Our best parallel strategy is capable of dynamically dividing the work during the computation, using random polling, and of guaranteeing a really distributed load balance where all cores are working in the motif discovery process. We also provided a scalable strategy for aggregating the results in the end of the computation.
We tested our algorithms in a set of different representative networks and we achieved almost linear speedup up to 128 cores in all networks, for a vast amount of different settings. Our algorithm is even capable of parallelizing a sample version of the original sequential algorithm, which paves the way for even further performance gains.
We have shown that our methodology can not only greatly speed up the discovery of motif of sizes already feasible, but can also allow for increasing both network and motif sizes to limits that were before unfeasible for practical reasons, due to the huge amount of time that was needed. This paves the way for the discovery of new potentially unknown motifs than can assume great importance. The applicability of our method is also very broad, and it not restricted to biological network, but basically to whatever structure that can be represented as a complex network.
In the future, we plan to automatically and dynamically compute all threshold parameters, allow-ing the algorithm better adaptability for very different computing environments. We also want to give a more applicational view to our methodology, by effectively searching for bigger motifs on real networks that may be of interest. Finally, very soon we expect to release a working tool for discovering motifs based on our algorithms.
