In this paper, we propose a major improvement of an algorithm named IPCC (Clement Deymier, 2013a) for Iterative Photo Consistency-Check. His goal is to detect a posteriori moving objects in both camera and rangefinder data. The range data may be provided by different sensors such as: Velodyne, Riegl or Kinect with no distinction. The main idea is to consider that range data acquired on static objects are photo-consistent, they have the same color and texture in all the camera images, but range data acquired on moving object are not photo-consistent. The central matter is to take into account that range sensor and camera are not synchronous, so what is seen in camera is not what range sensors acquire. This work propose to estimate photo-consistency of range data by using his 3D neighborhood as a texture descriptor wich is a major improvement of the original method based on texture patches. A Gaussian mixture method has been developed to deal with occluded background. Moreover, we will see how to remove non photo-consistent range data from the scene by an erosion process and how to repair images by inpainting. Finally, experiments will show the relevance of the proposed method in terms of both accuracy and computation time.
INTRODUCTION
Sequences using sensors such as panoramic range finders (Lidar, Velodyne, Riegl) or depth camera (Kinect, SwissRanger) are increasingly common. The main use of these data is to be realigned in a common reference thanks to a localization system to form a coherent point cloud. For this step, ICP (Iterative Closest Point) algorithm is often used (Rusinkiewicz and Levoy, 2001 ), but sometimes this processing requires the help of others sensors. It is indeed usual to perform this transformation with the assistance of an inertial unit coupled to a GPS or with a visual SLAM (Simultaneous Localization And Mapping) (Royer et al., 2007) . When the 3D point cloud is realigned, it can be used for navigation of autonomous robots, but also for mapping and point based 3D rendering of a scene. However, in some applications such as mobile robotics exploration, we need to detect and remove the moving objects from these data in order to realize a digital map modeling. To this end, several methods have been developed based on the probability of occupancy using only range data. More precisely, it is important to know if a point in space is contained within a solid object or is an empty space (air). This topic is very popular and often used in moving objects detection (Himmelsbach, 2008; Wurm et al., 2010; Clement Deymier, 2013b) .
In fact, an object is moving if measures on his surface are part of a space that is empty at a previous (or future) time. However, it is unnecessary to know the occupancy probability at any position but only those corresponding to impact points (measurements). This way, it is possible to "filter" moving objects within the data by measuring the occupancy probability calculated for a detection. If a given measurement has a low probability then it is very likely that the detection have been taken on a moving object.
On the other hand, the computer vision community works on moving object detection in cameras. There are many ways to find moving objects in a sequence captured by a mobile camera. One of them is to compute the optical flow or dense matching (Jung and Sukhatme, 2004) and analyze the results by a motion segmentation algorithm (Zografos et al., 2010) . Another way is to use a classification algorithm with a large knowledge database applied to each image, or even deformable contour approach (Yilmaz et al., 2004) . Unfortunately, all these solutions make strong hypothesis on the moving object or the scene. Their movement must be small, they cannot be static for a while, they cannot be deformable. . . So a pure 3D approach cannot remove an object from the camera, and a camera approach cannot help us analyze the range data because, in this paper, range data are considered not synchronous with the images.
Our motivation is to unify the range finding and camera methods within a global solution named IPCC (Clement Deymier, 2013a) . This one is able to detect moving objects a posteriori on a sequence of range data with a color camera by exploiting a photo-consistency criterion. After the application of this method, the moving objects are detected in both camera and range data. Moreover it is possible to restore the background in the images where there was an moving object. This paper propose a major improvement of the original version of the algorithm by using a new estimation principle of the photo-consistency and new approach to inpaint image data. Section 2 presents the principle of the method and focuses on photoconsistency estimation, scene erosion and image inpainting. The benefit of the proposed method is analyzed and discussed in details in section 3 and shows the relevance of this solution in experimentations.
PRINCIPLE OF THE IPCC ALGORITHM

A Global Presentation of the Method
Our algorithm takes in entry two types of data: P . = {P j } j=1,..,n a set of 3D points coming from range finder sensor expressed in a common reference, I . = {I k } k=1,..,n the set of color images provided by one or more camera, and Ω k the projection function in the image I k .
Because range finder acquires measure on object surface, it's possible to estimate a photo-consistency criterion. If this 3D point is seen in more than one images, the color of each re-projection can be compared and a score of photo-consistency can be calculated and used to classify moving objects. So, the first step of the IPCC algorithm is to determine which points are visible or not in the images I k .
To this end, a clipping method (2.2) is applied to determine which points are in the I k camera field. Then, all the visible points are projected in a z-buffer by disk-splatting to estimate the occlusion constrain over the scene. Then, all the generated z-buffers are used to build an occurrence list, which maps 3D points P k to the images where they are seen (2.4).
The second phase is to compute a photoconsistency criterion. Unfortunately, the pixels color standard deviation used by (Slabaugh et al., 2003) of a projected 3D point is not robust and is very sensible to noise. Usually, to avoid this problem, a rect- The blue car is moving and have been scanned three times by the range finder sensor. Three images I 1 I 2 and I 3 come from a camera. Colors of 3D points are given only as indication but are not known at this step.
angular patch is taken tangent to the 3D surface and projected in images. The corresponding quadrilaterals in images are compared by a ZNCC computation (Zeng et al., 2005) . By this way, the system is more robust and takes more information in account. But, the IPCC algorithm takes the point cloud of an entire sequence in entry, with the moving object, so, the surfaces in not differentiable : the normal vector cannot be computed. To this end, the 3D neighborhood of a 3D point will be used as a local descriptor (2.5) by projecting it in the images and getting the corresponding pixels color vector. By this way, the normal is not needed, no assumption are done on the surface regularity and the descriptor is invariant to rotation, translation, scale and projection.
The main difficulty lies in that moving objects are present in images, so even static objects have a bad photo-consistency score when moving object get in front. To deal with this problem, color vectors are compared with a robust Gaussian mixture and a principal mode extraction to obtain the photo-consistency score (2.5). Then a threshold is used to classify moving objects and all the corresponding 3D points are deleted from the scene.
All this steps are computed iteratively until all the remaining 3D points are photo-consistent. For a better understanding of the algorithm, a simple example will be used to illustrate each step (figure 1). When the algorithm ends, the photo-consistent point are reprojected in all images to detect where there was a moving object. We can optionally chose to highlight moving object or restore the image background by inpainting. This part is developed and explained in detail in the subsection 2.7. 
Image Clipping
This first step consist to find out which 3D points are inside the camera field of each image I k . This phase is named clipping or frustum culling and needs a lot of computation time. In fact, if the scene contains ten million points, and if the camera took one hundred images, we need to make one billion projections. To solve this problem, an octree is used to speed-up clipping. After all 3D points have been inserted inside the octree leaves, the solution given by (Fujimoto et al., 2012) , which consist to compute the intersection between the camera frustum (four planes) and the octree cubic node, is used. If a node is intersected by a camera frustum plane, then the child nodes are explored. If the node center projected with Ω k in the image I k is inside the image, then the child nodes are explored. At the end, the algorithm returns a leaves list N k which contains all the octree nodes seen in the k-th images. Figure 2 shows an example of clipping.
Z-buffer Computation
Once the clipping is done, we need to determine the occlusion culling for each camera pose (for each image), ie. which object is hidden by another. Occlusion culling is very important because only points which are really visible in a camera can have a photoconsistency score. For our method, we need a pessimistic depth-buffer because if we see something through an solid object, this point will be non-photoconsistent and removed instantly, so we need to be careful. Moreover, the surface is not differentiable because of presence of moving object at different time, so it's forbidden to try to compute normal vector to the surface. To avoid normal estimation, we use a Zbuffer with a disk-splatting algorithm.
For an image I k the process is quite simple. We initialize a depth image Z k with the same size as I k .
For all the points P j contained in N k obtained during the clipping step the coordinates of the projected point are computed by :
with the same depth value as P j and a radius of ρ× f depth where f is the focal length of the camera. At the end, return the list of points LP k corresponding to 3D points P j with a depth inferior or equal to
ρ is the metric size of the disk in the disk-splatting algorithm. Its value is chosen to fit with the density of the acquired range data to avoid holes in an object or a wall The result on example scene can be seen in figures 3.
Occurrence Retrieval
For each image, a list LP k of visible 3D points is given by the Z-buffer. In order to estimate the photoconsistency of the scene, we need to know in which images a 3D point is seen. This is the role of the oc-
.,n where O j is a list of all images containing the point P j . To build this structure, the lists LP k are concatenated in an array and sorted by point index. Then, the occurrences of the same point number in multiple views are regrouped in O j and sent to the photo-consistency estimation.
Photo-consistency Estimation
In this part, to simplify index and formula, the photoconsistency estimation will be explained for one 3D point call P j . The same computation is assumed to be done on all the points visible in a minimum of 3 images (ie. size(O j ) ≥ 3) TowardMovingObjectsDetectionin3D-LidarandCameraData 811 2.5.1 Building the Neighborhood Set V As we said previously, the 3D neighborhood of a point P j will be used as local texture descriptor to compute the photo-consistency score of the point P j . Let V k ∈ V the 3D neighborhood of the point P j among the 3D points visible in the view I k ∈ O j . So for a 3D points P j for each view I k , we are looking for 3D points visible (ie. ∈ LP k ) in this view and in a neighborhood of radius σ centered in P j . This step is done by searching in the list of visible points in a view I k which is exactly the list provided by the z-buffer : LP k . The free parameter σ determine the 3D sphere where we consider constant the probability density of being a moving object. It is chosen empirical to fit the approximative minimal size of an moving object (usually σ = 0.15m).
Extracting Color Vector Descriptor Set C
In a second step, for each V k ∈ V , the 3D points in this neighborhood are projected in the corresponding image I k by Ω k to obtain a color value (via a bi-cubic interpolation) to build a descriptor color vector C k . The color vector C k contains for each 3D points of the neighborhood V k a color value given by the image I k . Now, we get a set of texture descriptor for a considered point P j : C . = {C k } j=1,..,n .
Photo-consistency Criterion Computation
It is very important to understand that, since there are moving objects in the camera and in the 3D point cloud, the photo-consistency will be wrong for any point, static or not, because moving objects are in camera images. So a static point will have a bad photo-consistency error in images where a moving object stands in front of it. On the contrary, a 3D point on a moving object is photo-consistent in all the images where it was not moving. This problem is really hard to solve because image data are biased by moving object, but there is a solution. A point on a static object is photo-consistent (figure 5) anywhere except on images with a moving object, but a point on a moving object is photo-consistent only in images where this moving object was there (figure 4). So the two types of object can be distinguished by a principal mode extraction as we seen in figure 5 .
To this end, a kernel density estimator will be used as a Gaussian mixture model to find the principal mode in the set of the color descriptor vector C . If C k ∈ C and C l ∈ C are to color vector descriptor coming respectively from I k and I l . A SSD score noted D k,l estimates the similarity between them by using L 2 norm of the difference of colors. The D i, j Figure 4 : A point taken on a moving object is only photoconsistent in the image where it is visible (I 2 ). In the other images it is never consistent. Here it has three different colors: blue, green and red. are computed for all the (i, j) pairs and regrouped in a distance matrix.
To extract a sample consensus from this matrix, a Gaussian kernel with a standard deviation of σ is applied to each term of the distance matrix, the rows are summed and the column cmax with the highest score is selected. This column represent the descriptor nearest to the principal mode of the estimated density of probability for the descriptors distribution. The value of this mode (the maximal value of the sum of the column) is our photo-consistency crite-
In many photo-consistency algorithms, the criterion is not robust to outliers and do not tolerate any problem. With this solution, the criterion is robust to outliers, deal with occlusion and is totally symmetric from the point of view of images. No image is used as reference, no preferences or a priori are done on the image set or on the surface.The parameter σ is chosen as 6σ ph where σ ph is the standard deviation of the sensor noise (ie. photogrammetric noise on pixels value).
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This phase is computationally intensive with millions of 3D points and hundred of images because for a point seen in n images, n(n−1) 2 descriptor distance are computed. So we choose the SSD as distance because it is very fast. SSD is not robust to illumination change but in our case, the images are taken in a short time so the illumination is similar. As example, a scene with 20 images, 1 millions 3D points seen in an average of 7 images per points, the total computational time including clipping and z-buffer is 10s on a Quad-Core 3.2Ghz where 80% of the time is consumed in photo-consistency score estimation.
Scene Erosion
The photo-consistency score J j is analyzed to estimate if a point needs to be removed or not. For this step, a simple threshold S e is used : all the points inferior to S e are deleted from the point database and from the octree, otherwise nothing is done ( figure 6 ). By the way, the 3D scene is eroded and the process restarts at the step (2.3) until all the scene points are photo-consistent. At the end of the IPCC algorithm, the photo-consistent scene is returned and the deleted points are stored in a list. Static and moving objects are classified in the 3D world but not in the images. The classification in the images is left to the next section.
Image Inpainting
After the end of the Iterative Photo Consistency Check algorithm, the point cloud P contain only static and photo-consistent point. The main idea to detect moving object in images is to compute a last time all the step of the method and stop to the photoconsistency criterion step (2.5). This time, we don't want to estimate if the 3D point is moving or not, but we want to estimate in which images it is not photoconsistent and inpaint this area. By the way, image inpainting is computed in three step : first a photoconsistency score is computed over all the pixel of the image I k defining a probability field M k . Secondly, this probability is thresholded to obtain a binary map B k . Then all the area of B k with value 0 are inpainted by 3D surface regression and pixel re-projection in the image I cmax . An application on the example can be seen in figure 7.
Probability Field Estimation
In fact, the solution is already in the distance matrix D i, j , because after the application of the Gaussian kernel, the column with the largest sum define the best photo-consistent color descriptor but the probability than the best photo-consistent color descriptor is photo-consistent in the image I k is given by the value of F k = D k,cmax . Where k is the image index and cmax is the column index of the principal mode.
So for each point P j ∈ P seen in I k , a photoconsistency score is given for this image. But the image is a pixel matrix and we only compute photoconsistency on the set of sparse 3D points which are visible in I k . So, it is necessary to project the 3D point cloud in I k and interpolate the probability of being a photo-consistent object on each pixel (i, j) to obtain a dense probability map M k . To this end, sparse data are interpolated with a robust method : the median of the nearest neighbor value. This solution consist to find the 3D points projected in I k and near from coordinate (i, j) then collect them probability value and take the median as the value of pixel (i, j) of M k . An example of probability field M k can be seen in the experimental section 3.
Thresholding and Inpainting
The probability map M k is then thresholded by the same value as the 3D point in the scene erosion : S e . We obtain a binary map B k where all value equal to 0 need to be inpainted. For each pixel p i, j ∈ B k with value 0, we want to find a color to replace the old one. This new color can be found in another image where the scene is photo-consistent, but it is a local TowardMovingObjectsDetectionin3D-LidarandCameraData Figure 7 : Principle of Image inpainting. The color C k1 from image I 1 and C k2 from I 2 are averaged to obtain the color C k of point P k . This one is projected in the non consistent image I 3 and the images pixels are fixed.
parameter because a part of the inpaint can be better in image I q and another part can be good in I m . To determine which image will be used to inpaint a pixel (i, j) of image I k , we chose to look for the visible 3D point projected in I k and nearest to coordinate (i, j). Let P s this point, so the locally best photo-consistent image is I cmax where cmax is the index of the column corresponding to the principal mode for the point P s .
Once the image I cmax is find for the pixel p i, j , we need to determine which pixel of I cmax will be use to fill the pixel (i, j) of I k . The only solution is to back project a ray from (i, j) in image I k on the 3D surface to obtain a virtual 3D point P v , and project it in the image I cmax using Ω cmax to find it color (via a bi-cubic interpolation). This method can be done because the erosion delete all moving object and let a photo-consistent scene, the 3D surface become differentiable and we are able to compute a 3D surface estimation. To this end, we use the 3D points projected in I k and nearest from coordinate (i, j) as in 2.7.1 and we compute a moving least square (Cheng et al., 2008) regression of the depth value of this point set using a polynomial of degree two. So an interpolated depth is computed in (i, j), the inverse projection function give the needed virtual 3D point P v then the pixel color is locally fixed by the color of Ω cmax (P v ) in image I cmax . In all our experiment, nearest neighbour interpolation and regression is done with the 15 nearest data.
APPLICATION TO SEQUENCE
Methodology
In order to test our algorithm and prove the possibility of detecting moving objects in both camera and range-data with non synchronous sensors, our method has been applied to a synthetic dataset. We consider a outdoor scene, in front of a shop where a pedestrian come from the right and go to the left in the camera. This represents the type of scenes that motivated our approach, in the context of robotic applications, where a vehicle would take pictures of its environment. This sequence was made by a realistic sensor simulator (4D-Virtualiz (Delmas, 2011; Malartre, 2011) ) which generates data from a color camera and a Velodyne HDL-64E. Both sensors are positioned on a mobile vehicle going forward. The Velodyne is a 3D panoramic lidar with 64 lasers, an angular resolution of 0.09 degrees and a precise depth information (σ = 0.05m). This sensor acquires a massive point cloud with 1.3 millions point by second all around it. The color camera has a resolution of 1024 × 768, a frame rate of 15 f ps, and positioned to look at the left side of the vehicle. For all theses data, the sensors pose ground truth is used to realign the range data and the camera poses in the common reference system. This test sequence contain 4.10 6 3D points acquired by the Velodyne and 52 pictures. A example image can be seen in figure 8. For this experiment, we choose a probability threshold of S e = 0.4.
After the execution of our method, points are classified in static or moving object. In order to analyze our results, we define five statistics indicator :
1. Pt : The number of 3D points detected on static objects which is really on a static object (true positive)
2. Nt : The number of 3D points detected on moving objects which is really on a moving object (true negative)
3. P f : The number of 3D points detected on static objects which is not really on a statics object (false positive) 4. N f : The number of 3D points detected on moving objects which is not really on a moving object (false negative)
Results, Analysis and Discussion
The Figure 8 show the original image from the experimental sequence. IPCC algorithm is then applied to this image set and to the corresponding point cloud to delete all non-photo-consistent 3D points. The Table 1 presents informations about the dataset for each iteration of the IPCC algorithm. We can see that only 263.10 3 points are selected by the clipping and the Z-buffers. This points are seen in an average of 6 images, that is sufficient to find a principal mode by using our photo-consistent criterion. By the way, the first iteration remove 8314 points, the second 467 and the scene is totally photo-consistent at the 6-th iteration. The Table 2 present statistical information about the point cloud classification. Our filter is very strict with static objects because the positive predictive value is equal to 99.40% and has a good negative predictive value of 96.80%. So our filter is very strict but better to remove objects than to extract moving objects, it is due to an higher value of the negative false. 10 3 Positive Negative True Pt = 264 Nt = 1.6 False P f = 0.1 N f = 7.1 Image 9 show an example of interpolated probability field and Figure 10 is the thresholded value of M k . We can see in this qualitative result of our algorithm that the detection of the person is precise but we can see that his feet where not detected as moving object. The reason of this miss-detection is that the color of the floor is gray from any point of view so the 3D points near the floor (the feet of the pedestrian) are considered photo-consistent. Figure 11 show the image after inpainting pixel color value with the value of another image via the interpolated surface using MLS. Classification performance and image inpaintTowardMovingObjectsDetectionin3D-LidarandCameraData ing are clearly improved in comparison to the original article (Clement Deymier, 2013a) .
The IPCC algorithm complexity is evaluated to O(n 3 m × log(m)) where n is the number of camera and m is the number of points in the scene. But if we consider that a 3D points is only seen in a small number of camera : τ (It is often the case when the mobile vehicle is acquiring) then the algorithm complexity become : O(τ 2 nm × log(m)). The method become scalable to very long sequence with millions of points and hundred of images. The number of iteration necessary to remove all 3D points depend on volume and trajectory of the moving objects but in our experiments, after six iteration the scene is always close to be totally photo-consistent.
CONCLUSIONS AND FUTURE WORK
The objective of this article was to improve the photoconsistency estimation and to demonstrate the efficacy of the IPCC algorithm. It present an original method to detect moving object both in camera and in range data. The core of the problem, the non synchronous acquisition of the data is solved by using a time-independent photo-consistency criterion applied on the entire sequence. This criterion use a principal mode extraction in color descriptor vector space to find the statics points in the sequence and the non photo-consistent point are classified as moving and deleted from the scene. The iterative aspect of this algorithm allow to detect all the 3D points on the moving object and not only it surface. Moreover, this method is very flexible because more than one range finder or camera can be used since the cloud is dense enough and the camera are in color.
