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Abstract
This article aims at underlying the importance of a correct modelling of the
heavy-tail behavior of extreme values of financial data for an accurate risk estima-
tion. Many financial models assume that prices follow normal distributions. This is
not true for real market data, as stock (log-)returns show heavy-tails. In order to
overcome this, price variations can be modeled using stable distribution, but then,
as shown in this study, we observe that it over-estimates the Value-at-Risk. To over-
come these empirical inconsistencies for normal or stable distributions, we analyze
the tail behavior of price variations and show further evidence that power-law distri-
butions are to be considered in risk models. Indeed, the efficiency of power-law risk
models is proved by comprehensive backtesting experiments on the Value-at-Risk
conducted on NYSE Euronext Paris stocks over the period 2001-2011.
Keywords: model for log-returns of assets; Value-at-Risk; risk management; power tail
distribution; stable distribution; normal distribution; Hill estimator; backtesting.
AMS classification (2010): 62G32
JEL classification: C14, C18, G11
1 Introduction
The Value-at-Risk (VaR) is one of the main indicators for risk management of financial
portfolios [47]. It is expressed as the threshold that a loss over a chosen time horizon
occurs with at most a given level of confidence.
The VaR may be estimated either by parametric or non-parametric approach. The
non-parametric one uses only the empirical distributions (historical, resampling) without
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fitting a model. Due to the small amount of available data, it does not provide an accurate
way to deal with extreme events. On the other hand, the parametric approach consists
in fitting the parameters of a model on historical data and compute afterwards the VaR,
either by analytic or numerical methods.
The RiskMetric methodology [64] is widely used to estimate the risk associated to a
Portfolio through the computations relating variations of the risk indicator to variations
of risk factors (stocks and prices derivatives for example). Nowadays this methodology in-
corporates heavy tail distributions, but it was initially developed in the Gaussian context,
which is still prevalent is risk management and enforced by Basel Accord [77].
However, actual regulations and standard ways of computing the VaR, mainly related
to the Gaussian world, have been invalidated by studies (see e.g. [2, 7]) because they
severely underestimate the risk observed in the market.
The successive financial crisis since 1987 have led to a greater attention to tail behavior
of the induced (log-)returns distributions, and using Extreme Value Theory (EVT) has
been pushed forward as a central concept in Risk Management (See e.g. [13, 24]).
Using a model for the tail distributions overrides partially the problem induced by the
lack of data for computing the VaR with historical distributions. Once a model for the
(log-)returns is specified and calibrated, the VaR, as it is related to the quantiles of the
distribution, can be computed through tractable expressions or simulations. Other risk
indicators as the CVaR or expected shortfall may be computed as well.
There is no single model nor statistical methodology which are acknowledged as stan-
dard for dealing with heavy-tails. In this study, we choose to stick on the simplest possible
models. Calibrating a complex model leads to high uncertainties on the parameters which
decreases its intricate qualities for practical use, especially with small data samples.
Let us point that we focus here only on univariate distributions. The case of several
assets leads to higher complexity, as the notion of VaR itself should be properly defined
(See e.g. [73]). The multivariate case will be subject to further studies.
As the Gaussian models underestimate extreme losses, we consider heavy tails distri-
butions for the log-returns 𝐿 with distribution function 𝐹 , typically, generalized Pareto
(power laws):
1 − 𝐹 (𝑥) = P[𝐿 ≥ 𝑥] = ℓ(𝑥)
𝑥𝛼
for 𝑥 ≥ 𝑥0, (1)
where ℓ is a function of regular variation, 𝛼 is the tail index and 𝑥0 is a threshold above
which the power law holds. This formula deals only with the tail distribution. We give
in Section 2 a literature review of heavy-tailed models, together with empirical evidences
of their relevance in finance and estimation procedures.
This work aims at studying the performance of VaR estimators for three classes of
models (Gaussian, stable and Pareto tails) on historical market data from NYSE Euronext
Paris. We focus only on daily log-returns of single stock prices.
Outline. In Section 2, we give an overview of models with heavy-tails used in finance,
the markets on which they have been applied and the estimators for power laws. In
Section 3, we introduce our methodology for estimating the parameters and performing
the backtesting. Finally, in Section 4, we present our dataset as well as the conclusions
we drawn from the study over a selection of 71 assets from NYSE Euronext Paris. Some
perspectives and conclusions are then presented in Section 5.
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2 Overview of heavy tails: models, empirical evidences and esti-
mations
2.1 Some commonly used models for heavy tails
Normal distributions and Brownian motion in finance go back to Bachelier’s thesis [5] and
were popularized by F. Black and M. Scholes in the 70’s [8].
There are several reasons making log-normal returns appealing. The first one is that
they could be simply interpreted and estimated. Second, closed-form expression exists
for several options. Third, they could be embedded in a continuous time process, as the
geometric Brownian motion, which models the evolution of the stock over the time.
Indeed, many theories, for example the Capital Asset Pricing Model (CAPM) for
portfolio management [61], take their roots in the Gaussian world.
However, starting with B. Mandelbrot [59] in the 60’s, it has been evidenced that
normal or log-normal distributions do not fit some of the stylized facts, mainly in regard
to skewness and heavy tail of observed distributions.
A large amount of literature in quantitative finance deals with the problem of finding
tractable models which reproduce heavy-tails returns or log-returns.
Stable distributions and processes have been proposed first by B. Mandelbrot [59] and
E.F. Fama [30]. This popular approach is referred to as the “Paretian world”. As for
the Gaussian world, the log-returns of a given stock may be embedded in a stochastic
discontinuous process while having a heavy-tail decreasing like a power law of index 𝛼.
The CAPM can also be extended in some directions. Yet choosing this model imposes
that 𝛼 < 2. This parameter is however difficult to estimate, especially when close to 2
[27]. In addition to the references and empirical studies cited above, which backed that
𝛼 may be greater than 2, let us cite [9, 12, 49] as containing critics on the stable model.
Thus, many alternatives have been sought. There is a huge literature on this sub-
ject [71], so that we give the main lines with a focus only on univariate returns. Regarding
stochastic processes in continuous time, let us cite jump diffusion models [19, 50], vari-
ance Gamma processes [60] and subordinated processes [16], and SDE whose invariant
distributions are fat-tailed [67, 74] or present moments explosions [38, Chapter 7].
Along with continuous time stochastic processes, chronological series play a very im-
portant role in the development of such financial models for stock prices. The (log-)returns
are solutions to equations of the form 𝑟𝑡+1 = 𝜇𝑟𝑡 + 𝜎𝑡𝜖𝑡, where 𝜎𝑡 is itself described by an
equation of similar form. One of the most popular model is the General Autoregressive
Conditional Heteroskedasticity (GARCH) model which captures clustering effects. Here,
the innovation 𝜖𝑡 is a noise, that could be Gaussian or follow a given distribution. Among
them, Student’s 𝑡 distributions have been widely studied. We refer for example to [21, 52]
and their introduction to references in this field. In [76], A.K. Singh et al. give a specific
account on such model in relation with power laws.
Finally, another approach consists in separating the tail of the distribution from its
bulk through hybrid models. Several approaches may be found in [72]. Furthermore,
mixtures of models may also lead to heavy tails [14].
2.2 Evidences for the power law in financial markets
It is widely acknowledged that prices and returns of assets obey to general laws usu-
ally called “stylized facts” [17]. Skewness and heavy-tail are the two main properties of
observed prices which are not verified by the Black & Scholes models.
Although stable distributions have been proposed since the 60’s [30, 59] and an alter-
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native model (finite variance subordinated log-normal distributions) has been proposed
in 1973 by P. Clark [16], the systematic use of Extreme Value Theory (EVT) is more
recent, as the crash of 1987 urged for a better understanding of large losses. For the first
occurrences of the use of EVT focusing only on the tail distributions, let us cite [43, 54,
56].
Soon, the availability of large datasets and the failure of normal distributions to repli-
cate the extreme movements led to a blossoming of empirical studies about EVT.
Of course, crises such as the Asian crisis, have been subjects of particular impor-
tance [41, 48]. Another body of works concerns emerging markets: Asia [36, 48], MENA
region [4], Turkey [36, 78], Latin America [36, 44], ...
Developed markets have been investigated as well, mainly through market indices:
S&P 500, Dow Jones and Nasdaq [37, 54, 57, 58, 76], German DAX Stocks [25], Australian
ASX-ALL [76], Nikkei and Eurostoxx 50 [37], ...
Finally, the EVT has also been applied to other prices, such as exchanges rates (See
e.g. [45, 49]), futures margins [20], ...
In all these situations, the normal hypotheses is rejected as a model for the return
distributions and heavy tails should be taken into account. However, the stable hypothesis
seems too strong.
In many situations, it is recorded that the variance of the returns is finite [4, 36, 37,
48] and the tail index lies between 2 and 5. Some authors note that regarding extreme
events, markets in emerging and developed countries present similar features [48]. In [35],
X. Gabaix summarizes various studies on power law in finance and defend the notion of
“universality” of a tail index around 3 for short terms returns.
In addition, to these empirical evidences, a growing body of literature also focuses on
economic and agent based models which could explain fat tails and phenomena leading
to them, such as volatility clustering. This subject is beyond the scope of this article and
we refer for example only to [18, 33] and related references therein.
2.3 Estimators for the tail index
The tail index 𝛼 summarizes the heaviness of the tail distributions, and characterizes also
the existence of moments. Hence, let us consider that the (log-)return 𝑋 at a given time
satisfies (1) and that 𝑛 successive (log-)returns (𝑋1, . . . , 𝑋𝑛) are independent or at least
stationary.
It is a crucial and complex problem to estimate 𝛼 and ℓ(𝑥) written in a parametric or
semi-parametric form (for example, ℓ(𝑥) = 𝐶 or ℓ(𝑥) = 𝐶1+𝐶2/𝑥𝛽+o(𝑥−𝛽)), as well as 𝑥0.
For studying the tail of the distribution of 𝑋, we use the order statistics (𝑋(1), . . . , 𝑋(𝑛))
of (𝑋1, . . . , 𝑋𝑛) with 𝑋(1) ≤ 𝑋(2) ≤ · · · ≤ 𝑋(𝑛).
Estimating 𝛼 is a difficult problem in general due to the lack of observed extreme
events, by their very definition.
The literature is too wide to be cited here. Estimators may in general be attached to
one of the following families, none of them superseding the others:






as an estimator of 𝛾 = 1/𝛼. There are several ways to interpret this estimator (maximum
likelihood, least squares, ...). The main difficulty for its implementation consists in choos-
ing the optimal index 𝑘, which gave rise to a huge literature. A large part of it consists
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in assuming that ℓ(𝑥) is not constant and balancing between the Monte Carlo error and
the bias. Generalizations of Hill estimator include least-square estimators. See e.g. [42]
for an application to financial data. On the Hill estimator and its variants, we refer to
the book [6] and references therein.
The Hill method gave rise to a graphical procedure, the Hill Plot [26], which consists in
plotting (𝑘,𝐻𝑘,𝑛). The lack of stability of the produced graph leads to a lot of critics, the
Hill Plot being dubbed as the “Hill horror plot”.
∙ The Pickands estimator [70], estimates 𝛼 = 1/𝛾 from a slope using three points.
Again, a tail index 𝑘 should be carefully chosen.
∙ The Peak over Threshold (POT) method [29], is popular in the hydrogeology commu-
nity and also led to a graphical procedure. It relies on the convergence of the distribution
function of the renormalized maximum of the data toward a Generalized Extreme Value
distribution. Applications to financial market may be found in [3, 37].
∙ Block maxima, which consists in focusing on the statistics of the maxima of blocks of
data in link with their frequency (See e.g. [31] and references within).
∙ Other estimators: many variants of the Hill and Pickands estimators have been pro-
posed, using for example the moments [22] or the median of the order statistics, the DRP
estimator [69], ...
Finally, several methods have been proposed to deal specifically with the four pa-
rameters of stable distributions: quantile estimation [63], maximum likelihood [28, 65],
characteristic functions [32, 51]. See also [27, 62, 80] for critical reviews.
3 Framework and methodology
3.1 Log returns and Value-at-Risk
Let us consider the prices of a financial asset (𝑆𝑡, 𝑡 ≥ 0) where time is measured on days






= ln(𝑆𝑡+1) − ln(𝑆𝑡). (2)
We call also log-losses the values 𝐿𝑡 = −𝑅𝑡 for 𝑅𝑡 < 0.
The statistical principle of risk estimation consists in assuming that the 𝑅𝑡’s are inde-
pendent realizations of a given law.
The Value-at-Risk (VaR) at a level 𝛼 ∈ (0, 1), and for the horizon 𝑇 = 1 (one day), of
a financial asset (𝑆𝑡, 𝑡 ≥ 0), is the lowest amount not exceeded by the loss with probability
𝛼 (usually 𝛼 is close to 1), i.e.
1 − 𝛼 = P (𝑆1 − 𝑆0 < −VaR𝛼) . (3)
In this article, we consider only daily VaR. The 1-day VaR𝛼 may be expressed by the
daily log-returns as follows: for 𝛼 close to 1,
1 − 𝛼 = P(𝑅1 < 𝑞𝑅1−𝛼) with VaR𝛼 = 𝑆0(1 − exp(𝑞𝑅1−𝛼)) (4)
or
1 − 𝛼 = P(𝐿1 > 𝑞𝐿𝛼) with VaR𝛼 = 𝑆0(1 − exp(−𝑞𝐿𝛼)), (5)
where 𝑞𝑋𝛼 is the 𝛼-quantile of the random variable 𝑋.
After having chosen a class of parametric models, the practical computation of the
VaR consists in calibrating the parameters for the common distribution of 𝑅 or 𝐿 of daily
log-returns or log-losses and computing the quantile 𝑞𝑅1−𝛼 or 𝑞𝐿𝛼 . We need to know only
the tail of the distribution.
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3.2 Models
We consider three classes of parametric univariate models for the log-returns or log-losses:
(I) The classical Gaussian family for the log-returns defined by its mean 𝜇 and
standard deviation 𝜎.
(II) The stable distribution for the log-returns defined by its characteristic function
𝜑𝑋(𝑡) =
{︃
exp[𝑖𝜇𝑡− 𝜎𝛼|𝑡|𝛼(1 − 𝑖𝛽 sign(𝑡) tan(𝜋𝛼
2
))] if 𝛼 ̸= 1
exp[𝑖𝜇𝑡− 𝜎|𝑡|(1 + 2
𝜋
𝑖𝛽 sign(𝑡) ln |𝑡|)] if 𝛼 = 1, (6)
where 𝛼 ∈ (0, 2) is the tail index, 𝛽 ∈ (−1, 1) is the skewness, 𝜎 ≥ 0 is the scale parameter
and 𝜇 ∈ R the location parameter (See e.g. [34, 68]).
(III) The Pareto distribution for tails of the log-losses gives for the distribution
function 𝐹 of the log-losses,
P[𝐿𝑡 > 𝑥] = 1 − 𝐹 (𝑥) = 𝐶/𝑥𝛼 for 𝑥 ≥ 𝑥0. (7)
This model does not make any supplementary assumption on the bulk of the distribution
of the log-returns.
Gaussian distributions are a particular case of stable distributions for 𝛼 = 2. However,
in this case, 𝛼 does not correspond to the tail index. When 𝛼 < 2, a stable distribution
is in fact a Generalized Pareto distribution with






(1 − 𝛽), (8)
where Γ denotes the Gamma function [68, Theorem 1.12].
Gaussian and stable distributions arise naturally as universal classes when looking to
limit theorems. The micro-economic justification assumes that the prices are fixed by the
interactions of a large amounts of small independent prices changes. Stable distributions
are fat-tailed. Yet they have an infinite variance which sometimes produces too high
extremes events with respect to the observed log-returns (See Section 2).
Pareto distributions offer a wider variety of fat tails by removing the constraint 𝛼 < 2.
3.3 Parameters estimation and computation of the VaR
Before describing the methods we used to estimate the parameters of the chosen distribu-
tions and then to compute the quantiles, we should make the following remark: Choosing
a model requires that the series of stock prices (𝑆𝑡) is stationary over the time. This is
of course not true for prices spanning over several years. Thus, we apply our estimators
over a finite window of time, 1 year in our experiments, where the prices are assumed to
be stationary.
(I) Gaussian distribution Considering 𝑛 successive daily log-returns (𝑅1, . . . , 𝑅𝑛)















and the (1− 𝛼)-quantile 𝑞𝑅1−𝛼 is approximated by 𝑞𝑅1−𝛼 = ?̂?+ Φ−1(1− 𝛼)?̂? where Φ is the
standard Gaussian distribution function.
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(II) Stable Distribution For the stable distribution, we use for the log-returns the Mc-
Culloch method as implemented in the R library fBasics to estimate the four parameters
𝛼, 𝛽, 𝜎 and 𝜇 and to compute the quantile through a direct estimation of the distribution
function.
(III) Pareto distribution We use a slight modification of the Hill estimator. Let
(𝐿(1), . . . , 𝐿(𝑛)) be the increasing order statistics of 𝑛 independent log-losses (𝐿1, . . . , 𝐿𝑛)
whose common distribution is assumed to satisfy P[𝐿1 ≥ 𝑥] = 𝐶/𝑥𝛼 for 𝑥 ≥ 𝑥0.
For 𝑖 large enough,
ln𝐿(𝑖) = −𝛾 ln
(︂
𝑛 + 1 − 𝑖
𝑛 + 1
)︂
+ 𝐾 + 𝜀𝑖, (9)
where 𝛾 = 1/𝛼, 𝐾 = 𝛾 ln𝐶 is a constant and 𝜀𝑖 is a noise. Plotting ln𝐿(𝑖) as a function
of − ln((𝑛+ 1− 𝑖)/(𝑛+ 1)) gives a Pareto plot. The Hill estimator allows to compute the
slope of such a graph, using a weighted least squares estimation. For more stability, we
use a variant of this estimator by removing the highest values. After fixing an interval
[𝑑𝑛, 𝑢𝑛], an estimator 𝛾 of 𝛾 = 𝛼−1 is given by a standard least squares procedure on (9)

















The constant 𝐶 in (7) could be estimated as well by exp(?̂??̂?) where ?̂? = 1/𝛾 and ?̂?
is given by the least square procedure on (9). However, we choose a procedure which is
numerically more stable by borrowing ideas from I. Weissman [79]. For 𝑤 ∈ (0, 1) close
to 1, the constant 𝐶 and the threshold 𝑥0 in (7) are estimated by
𝐶 = 𝐿?̂?⌊𝑛𝑤⌋(1 − 𝑤) and ?̂?0 = 𝐿⌊𝑛𝑤⌋. (10)
The rationale of this approximation is that 𝐿⌊𝑛𝑤⌋ is an approximation of the quantile 𝑞𝑤












This procedure is illustrated over one year (252 data) of real data in Fig. 1. The first
two figures represents the evolution of the prices and the log-returns. The third plot is
the Pareto plot, where the points used for the statistical estimation of 𝛾 are marked in
blue, while the one used for the estimation of 𝐶 is marked in magenta. The last two plots
represent the empirical densities of the log-returns, with a zoom on the large losses, as well
as the fitted models for normal (red), stable (green) and power tail (blue) distributions.
3.4 Choice of the parameters of the tail index estimator
We estimated the power law distribution by setting 𝑑𝑛 = ⌊0.95×𝑛⌋, 𝑢𝑛 = ⌊0.99×𝑛⌋ and
𝑤 = 0.90, where 𝑛 is the number of log-losses.
As the window size is 𝑊 = 252, it has been observed on all the assets that the number
of log-losses is around 𝑊/2. This means that the parameters for extreme log-losses are
estimated from very small samples.
3.5 Backtesting
The backtesting procedure consists in comparing the estimated VaR with the real number















































































The blue points are the
log-losses used for estimating
α = 1/γ. The magenta point is
used for estimating Ĉ.
The density of the log-returns is




Figure 1: Illustration of the estimation procedure for the parameters of the power law.
The procedure is the following. Given the set of daily prices (𝑆0, . . . , 𝑆𝑇 ) of an asset
and 𝑊 a window size, we set 𝑆𝑡:𝑡+𝑊 = (𝑆𝑡, . . . , 𝑆𝑡+𝑊 ) the series of 𝑊 + 1 prices over the
time interval [𝑡, 𝑡 + 𝑊 ]. From this, we extract the series of 𝑊 log-returns 𝑅𝑡:𝑡+𝑊 as well
as the series of log-losses 𝐿𝑡:𝑡+𝑊 . The number of elements in 𝐿𝑡:𝑡+𝑊 is random. For a
fixed level 𝛼, the quantiles 𝑞𝑅1−𝛼 and 𝑞𝐿𝛼 are then computed from these series 𝑅𝑡:𝑡+𝑊 and
𝐿𝑡:𝑡+𝑊 respectively by using the estimation methods described above. The VaR VaR𝑡:𝑡+𝑊
at level 𝛼 is then computed through (4) or (5) and is then compared to the next day’s
return of the asset.
Hence, we set for 𝑡 = 0, . . . , 𝑇 −𝑊 ,
𝐽𝑡+𝑊+1 =
{︃
1 if 𝑆𝑡+𝑊+1 − 𝑆𝑡+𝑊 < −VaR𝑡:𝑡+𝑊 ,
0 otherwise.
As the VaR predicts the threshold for losses that occur with a given probability 1−𝛼, the
mean number of occurrences 𝐽 of 1 in the series (𝐽𝑊+1, . . . , 𝐽𝑇 ) should be close to 1 − 𝛼
for a relevant choice of the model and of the window size 𝑊 .
If 𝐽 is much bigger than 1 − 𝛼, the class of model underestimates the extreme losses.
Conversely, if 𝐽 is much smaller than 1 − 𝛼, then extreme losses are over-estimated.
One of the difficulties in this procedure comes from the lack of independence of the
𝐽𝑡’s. Therefore, it is not easy to give an adequate confidence interval for 𝐽 but in this
study, we assume independence of 𝐽𝑡’s to compute confidence intervals. A Fisher exact
test on the four possibles occurences of (𝐽𝑡−1, 𝐽𝑡) shows up that for most of the assets
in our data set, (𝐽𝑊+1, . . . , 𝐽𝑇 ) cannot be distingushed from a sequence of independent
Bernoulli random variables [1].
To construct the confidence interval (CI) for the backtesting,
∑︀𝑇−𝑊
𝑡=0 𝐽𝑡+𝑊+1 follows a
binomial distribution as we have assumed it is the sum of independent random variables.
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where 𝑘 is the number of successes, 𝑛 is the size of the sample, and 𝐹𝜈1,𝜈2(𝑝) is the inverse
of the quantile at level 𝑝 ∈ [0, 1] of the 𝐹 -distribution with degree of freedoms 𝜈1 and 𝜈2
[10, 11, 66].
4 Discussion: Empirical results and backtesting analysis
4.1 The dataset: stocks from Euronext Paris
The financial instruments considered in the experiments are stocks exchanged on NYSE
Euronext Paris. The market data are provided by eSignal (Interactive Data), and, in
the following, the stocks are identified by their eSignal symbol. Out of all the stocks
listed on the Euronext Paris exchange in February 2011, more than 600, we selected ones
having quotations throughout all the period ranging from January 2001 till February
2011 (more than 11 years). This leads us with a subset of 71 stocks including some of
the most liquid stocks making up the CAC40 index. In the following experiments, the
time series considered are the log-returns of the end-of-day closing prices of the selected
stocks and the parameters of the returns distributions are estimated on a sample made
of the last 252 last prices (walk-forward parameter setting). This window length set to
one year is a trade-off between the need to have enough data to include recent crises and
the increased risk of departure from the stationarity hypothesis with larger data sets.
Regarding the stationarity, it is difficult to draw a clear cut conclusion from Dickey-Fuller
and Kwiatkowski–Phillips–Schmidt–Shin tests on unit root and stationarity tests [23, 53].
We were not able in our experiments to identify other sample sizes that would consistently
outperform one year with regard to the VaR backtesting or stationarity measures.
4.2 Discussion
We applied the methods of estimation of the Value-at-Risk and of backtesting described
in Section 3 on the data described above. We plotted for all the assets the asset prices,
the historical volatility computed from one-year data over a moving window, and the
VaR computed with our three methods (Gaussian, stable and power law) from one year
data over a moving window. We then selected 71 assets which sampled all the qualitative
behaviors that we could observe in the curves. The list of these assets is found on the
horizontal axis of Fig. 2.
For all these 71 assets, we plotted 5 pictures as in Fig. 3, representing:
(a) The asset price and volatility.
(b) The relative VaR, that is the ratio of the VaR and the price, computed with our
three methods.
(c) The volatility and the estimated value of the parameter 𝜎 of the stable distributions.
(d) The estimated value of the tail index 𝛼 for the stable and power tail distributions.
(e) At logarithmic scale, the estimated value of the constant 𝐶 of the tail distribution
of the stable distribution or power tail distribution, given in (8) and (10).
(f) The 99%-CI for each of the models.
All these curves are computed over a one year moving window of data, and represented
as a function of the last day of the moving window. We used the following color code: all




















































































































































































































































Figure 2: Backtesting of the daily VaR over 71 assets on the period 2001-2011 using a
moving window of 252 days.
those obtained from the stable distributions are in green, and all those obtained from the
power tail distributions are in blue. We made a second selection of 11 curves, shown in
Fig. 3, in order to illustrate frequent or less frequent behaviors.
Fig. 2 gives the result of the backtesting for the three methods on the 71 selected assets,
as well as confidence intervals. Due to the small amount of data in the backtesting, the
confidence intervals are quite large, so it is not possible to give affirmative conclusions
for a single asset, but the backtesting results over the 71 assets in Fig. 2 clearly indicate
that, in terms of backtesting efficiency, the method of estimation of the VaR based on
Gaussian distributions almost always underestimates the VaR: the estimated value seems
to be closer to the VaR at 98% than the VaR at 99%. Similarly, the method of estimation
of the VaR based on stable distributions often overestimates the VaR. With the power
law, 65 out of the 71 99%-CI contain the target value 1%. It is the case for only 37 out of
the 71 with the stable model and 23 out of 71 for the Gaussian model. Thus, the method
based on power law distributions is thus clearly the one giving the best results in terms
of backtesting.
We can interpret this result as follows: the tail distribution in the Gaussian model is
too thin, and the tail distribution in the stable law is too fat (since its tail index is always
smaller than 2). This is confirmed by the fact that the estimated tail index for stable
distribution is always close to 2 for all assets in our dataset. This means that considering
















































































































Figure 3: Evolution of the parameters for some of the selected assets.
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We can distinguish several classes of assets according to the shape of the volatility
curve.
∙ The most frequent class by far shows two marked volatility peaks around 2002 and
2009, which correspond to the dot-com bubble and the 2008 financial crisis. This is clearly
the case for 31 out of 71 assets (see BNP and DEC in Fig. 3).
∙ Some assets show only one of these peaks: 12 assets, see CMA and BLOI in Fig. 3.
∙ Several assets have more erratic volatility curves: 5 assets, see FED in Fig. 3.
∙ Some assets show a decreasing volatility curve: 7 assets, see ITL in Fig. 3.
∙ Finally, several volatility curves show very small fluctuations and are roughly constant:
16 assets, see SIX in Fig. 3.
The scale parameter 𝜎 for the stable distribution plays the role of the volatility for
the stable distribution. In all the curves, this parameter always shows a good correlation
with the volatility, with a systematic shift of −1% to −2%.
The curves of relative VaR show that the value computed with Gaussian distributions
have relatively small random fluctuations, unlike with the two other estimators. This
uncertainty comes from the fact that the parameters of the tail distribution in stable laws
or power laws are harder to estimate since they only deal with extreme values of the
log-losses, and so with a small part of the dataset. In some cases, the VaR computed
with one of these methods is clearly unreliable, more often for stable distributions, see
e.g. BLOI in Fig. 3, sometimes for Power law only, see e.g. VCT in Fig. 3, sometimes
for both, see e.g. FED in Fig. 3. Even for the other assets, we see that a single estimate
of the VaR using these methods is not reliable, since the VaR can vary a lot when the
window of data is shifted by a few weeks (See e.g. BLOI, COX, ITL, ... in Fig. 3). This is
particularly true for the estimation method based on stable laws, where we can generally
observe a drastic increase in the VaR in periods of higher volatility (See e.g. BNP in
Fig. 3). Regime changes seem to be faster detected by the Power laws estimators, yet
it is hard to be sure that an increase of VaR is due to a regime change rather than a
fluctuation (both for stable estimator and power law estimator). Despite this, in mean,
the backtesting of these two methods gives better results than for the method based on
Gaussian distribution.
Most frequently, the three estimation methods of the VaR give results with small
fluctuations: 17 assets out of 71, see DEC and SAN in Fig. 3. In this case, the backtesting
is generally good for both power and stable law.
All these arguments seem to favor the method based on power laws for estimating the
VaR. However, the curves for the tail index and the constant in the tail distribution, show
an extreme uncertainty in the estimation method for these two parameters, compared
with the two other methods: the estimated tail index vary between 2 and 8 within a few
months for most assets. However, these strong fluctuations are compensated by strong
but opposite fluctuations in the constant of the tail distribution, so that the overall result
of the VaR and the backtesting is good. The lack of strong fluctuations in the tail index of
stable distributions can be explained by the fact that the tail index of stable distributions
belongs to a small interval [0, 2], which prevents strong fluctuations as for the power law.
However, the constant of the tail distribution is subject to large fluctuations in the stable
model.
Note also that the tail index estimator for the power law is rarely below 2 and usually
takes much larger values. This confirms that the tail distribution of stable laws is not a
good model for the extreme values of the NYSE Euronext Paris financial data, a conclusion
already drawn on data from several markets, not only the emergent ones (See e.g. [25,
12
37]). In addition, we observe that the constant of the tail distribution estimated with
stable laws is in general greater than the one of the power law. This, combined with the
fact that the tail index is almost always smaller for power laws, makes the tail distribution
much heavier than the one of the power law, and explains the differences in the backtesting
of the two methods.
5 Conclusions and perspectives
Although a large part of these observations seem to indicate that the power law distri-
bution is more suited for VaR estimation, the results of backtesting for stable and power
distributions remain contrasted. For many assets, the small sample size leads to an im-
portant confidence interval containing the 1% target value both for stable and power tail
distributions. The assets may also have very different behaviors. But the stocks’ prices
from NYSE Euronext Paris could be grouped by similarity of patterns for the price or
the volatility. With the exception of some erratic prices or volatility, the power law pro-
vides suitable estimates for the assets within a group. This indicates that the power law
performs better over a large number of assets.
The finer analysis of the curves associated to the three methods confirms that the VaR
estimated by power laws give less excessively small or high values than the other methods.
Still, the tail index and constant of the tail distribution show so large fluctuations that
one cannot give confidence to a single estimate of the VaR using this method. One must
rather look at the curve of estimated VaR to try to detect aberrant estimated values of
VaR due to statistical errors.
In any case, the normal distribution is not suitable for dealing with extreme events
observed in the markets. Many turbulences and crises arose during the 2001-2011 period,
which are clearly seen in prices and volatilities. A difficult question is then to separate
“crisis regimes” from “steady-state regime”. This requires to have a clear definition of a
crisis. A past crisis may have an important impact on the tail index estimators, both for
stable and power law. Conversely, the computation of the VaR based on one-year data
in a “steady-state regime” does not anticipate a crisis outbreak. Hence, regime change
indicators and tests, as well as models on probability of occurrence of crises as the one
developed by D. Sornette et al. (See e.g. [46]), are needed.
We have considered the prices as independent. Correlations and co-movements may
happen between stocks. More accurate risk indicators, especially for portfolio manage-
ment, should use this information. Regarding extreme events, there are several ways to
define correlations and links between assets. In a future work, we plan to address this
problem, still by focusing on stock prices, while most of the studies have been performed
so far on market indices. There is already large literature on this subject, and we refer
only to [39, 55, 73, 75] and related content, among many others.
Even without these potential improvements, the results of the experiments suggest to
us that the practitioner can already improve there tools to implement sound risk man-
agement based on power law, which appear more adapted than stable and normal distri-
butions. Of course, the techniques described in the paper can be refined by considering
crisis and non-crisis periods, as well as correlation between stocks.
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