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A function is said to be computationally reducible to another if it requires less space 
(or a smaller amount of some other esource) to compute. When the recursive functions 
are ordered according to this reducibility several interesting facts emerge. The classes 
formed with functions that have "best algorithms" correspond tothe complexity classes 
named by tape-complexity functions. In addition, several results concerning the struc- 
ture of complexity classes and density are presented. 
INTRODUCTION 
Classifying recursive functions by means of hierarchies has been a popular technique 
used to study functions in relation to their complexity. A great deal of knowledge 
about computation emerged from the examination of number-theoretic or logical 
hierarchies uch as that of Grzegorczyk [5] as well as from automata-theoretic con- 
siderations [12]. These rather different approaches have been "married" by several 
quite interesting results such as the union theorem from abstract computational 
complexity [8]. Of special interest are the approaches of Machtey [7] and Meyer and 
Ritchie [9], which combine the techniques of mathematical logic with those from the 
theory of computation to provide further relationships among the various kinds of 
complexity hierarchies. 
However, these methods along with the more general classifications of Basu [1] 
tend to establish structures that seem too coarse to be interesting at the practical level. 
Most of the functions that one usually computes reside in the lower regions of these 
hierarchies (which quite often contain very few distinct classes) and relationships 
between them are very difficult to extract. 
In this note, the recursive functions are ordered according to a reducibility quite 
similar to one proposed by Rabin [10], which was studied in relation to abstract 
measures by Enderton [4]. Intuitively, one function is reducible to another if it 
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requires less space during its computation. It is found that some of the classes defined 
in this manner are tape-complexity classes in the sense of [12] and in fact comprise 
those that possess many natural properties. In addition, several properties of both 
complexity classes and inductively defined classes are brought out by this classification. 
1. PRELIMINARIES 
As the following results deal with tape complexity, most of the definitions are taken 
from [12]. The "standard enumeration" of Turing machines is represented by the 
sequence 
~00 , 91  ' r ,""  
and a tape-complexity function L i is defined for each 9i by 
Li(x) z number of tape squares used by 9~(x) if cpi(x ) halts, 
: undefined otherwise. 
A function is called self-constructable if it can be computed within the space required 
to write its value. (In particular all functions of the form 2 L~(~) are self-construetable.) 
Complexity classes are defined in the usual manner, namely, 
~t  z = {totalfl 39i = f, Vx[Li(x) ~ t(x)]}. 
It is assumed that the Turing machines have arbitrarily large alphabets and thus 
~t  ~ ~. . t  for any constant k. 
The reducibility ordering to be studied below is defined here for tape length and the 
recursive functions can be broken up into classes according to it as follows. 
DEFINITION. The functionf is computationally reducible to the function g (denoted 
f ~L g) iff for all 9i g, there is some 95 ~ f such that for some constant k and all x: 
Z~(x) ~< k -L,(x). 
DEFINITION. The pyramid with its peak at f [denoted AL(f)] is the class of functions 
that are computationally reducible to f. 
Thus f ~L g if for any way of computing  there is a way to compute f which takes 
less space (up to a constant). 
Since tape length is the only measure of computation considered below, the super- 
script L will be omitted whenever possible. Following [3] the family of complexity 
classes is denoted 27 L, while ~2 L represents he family of complexity classes "named" 
by tape functions (i.e., L ~ ).  The family of pyramids is called I I  L. When the functionf 
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is referred to as naming a class, the complexity class or pyramid in question is of course 
5~i z or AL(f). A pyramid is called self-constructable if it can be named by a self- 
constructable function. 
2. PYRAMIDS AND COMPLEXITY CLASSES 
The recursive functions are split into two classes for examination in this section. 
The first category contains those functions with "speed-up" in the sense of Blum [2]. 
These are functions for which there exist methods of computation that require less 
and less tape. [For example, iff(x) has log x speed-up then for any ~o i = f there is some 
~oj = f such that Lj(x) = log(Li(x)).] The other category contains all of the other 
functions and these are said to have some "best" method of computation. More 
formally: 
DEFINITION. The function f has a best algorithm iff there is some 9i = f such that 
for any ~0j = f there is a constant k such that for all x: 
i i ( x  ) ~ k " Lj(x). 
A comparison of pyramids and complexity classes can now be carried out by 
examining those classes that are named by self-constructable functions, tape-com- 
plexity functions, and functions with best algorithms. In the following sequence of 
lemmas it is found that these classes are identical. 
LEMMA 1. The pyramids named by functions with best algorithms are exactly those 
that can be named by self-construetable functions. 
Proof. (a) Let the best algorithm for f be 9~i. Then for any h ~ A(f)  there is an 
algorithm ~oj that computes h in k "Li(x) space for some constant k. Thus: 
h ~ A(f)  ~ Vx[L~(x) <~ k.I.dx)] 
+~ h ~ A (2L'), 
since the computation of 2 L, requires exactly Li tape squares. Therefore A(f)  can also 
be named by the self-constructable function 2 L~. 
(b) Every self-constructable function has a best algorithm since no function 
can be computed in less space than it takes to write down its value and by definition, 
self-constructable functions can be computed in this amount of space. Thus pyramids 
named by self-constructable functions are trivially named by functions with best 
algorithms. 
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LEMMA 2. A self-constructable pyramid is a complexity class that can be named by 
a tape-complexity function. 
Proof. I f  the function f is self-constructable, it has a best algorithm. If q0i is this 
algorithm then any function g that is in A(f)  can be computed within L i space (i.e., 
in less space than f). More precisely: 
g ~ A(f)  :-> g <Lf  
-~ 3~5 = g ^ Vx[I~j(x) ~< k .  L,(x)] 
-~ g ~ ,~L~ 
and thus A(f) ~ "~L,. 
Since all functions in ~L~ can be computed in L i space and this is the least amount of 
space needed to compute f then every function in ~L~ must be computationally 
reducible to f. Therefore ~r. t _C A(f). 
The remainder of the answer to the question "Which pyramids are complexity 
classes ?" is provided by the next lemma. It indicates that only the self-constructable 
(or best-algorithm) pyramids are complexity classes. 
LEMMA 3. Speed-up yramids are not complexity classes. 
Proof. A basic property of complexity classes is that they always contain a tape- 
complexity function for each of their members. That is, 
g ~ At => 3~i = g ^ Vx[L~(x) <~ t(x)] 
Li ~ At 9 
Since Li is smaller than t, any function that can be computed in Li space is in a~,. 
In particular, the function 2 L~ (which requires exactly Li space) is in the complexity 
class ~.  
Thus for any function f with speed-up it suffices to show that for every algorithm 
~0 i for f, the function 2 L, is not in the pyramid/l(f). 
Assuming that ~ is some algorithm for f  such that 2 L, is in A(f)  one immediately 
arrives at the conclusion that 2 L~ is computationally reducible to f. Since the function 
2 L~ requires exactly L~ space to compute, the least amount of spacer could possibly be 
computed in is also L~. The algorithm ~0~ does this and therefore is the best algorithm 
for f. This of course cannot be; and so 2 L~ cannot be a member of A(f), and thus 
A(f) cannot be a complexity class. 
The converse of Lemma 2 is given as the next lemma nd this completes the relation- 
ship between complexity classes and pyramids. 
I'.EMMA 4. Complexity classes named by tape-complexity functions are self-construc- 
table pyramids. 
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Proof. This result follows immediately from the basic definitions of pyramids and 
complexity classes. Consider ~z~, the complexity class named by the tape complexity 
function L,.. This is the class of all functions computable within Li space. Since the 
function 2 L~ requires exactlyL~ space to compute, the pyramid it names is also the class 
of functions computable within L~ space. Thus ~L~ = A(2L0, which completes the 
proof. 
These lemmas can now be combined into an exact statement about complexity 
classes and pyramids. 
THEOREM 1. X L ('~ I I  L : f2 L. 
Proof. This follows easily from the Iemmas. There are only two kinds of pyramids: 
those with speed-up and those with best algorithm. Lemma 3 states that only the best- 
algorithm pyramids can be complexity classes and Lemma 1 identifies these with the 
self-constructable pyramids. Since Lemma 2 ensures that these pyramids are also 
complexity classes named by tape-complexity functions, it is clear that 
Z L c~ H L C self-constructable pyramids _C ~QL. 
The result is now completed by Lemma 4, which states that s9 L C/-/L and the fact 
that Y2 L C Z z by definition. 
This theorem provides a partial characterization f complexity classes by main- 
taining that those that are pyramids are best-algorithm pyramids. In addition, HL-Z  L 
was shown to be exactly the class of speed-up yramids. More information about 
27L-FI L can be gained from the next result, which states that complexity classes are 
always built from "stacks" of pyramids and provides a converse to the union theorem 
[8] for measures that possess self-constructable exponentials of step-continuing 
functions. 
THEOREM 2. A class of recursive functions is a complexity class iff there is a non- 
decreasing r.e. sequence of self-constructable functions fo, f l  .... such that the union of the 
pyramids named by these functions is exactly that class. 
Proof. (a) [~] Landweber and Robertson [6] have shown that for each tape- 
complexity class ~t  there is a recursive g such that the sequence 
~a(o)  , (Pa(1) , ' -" 
is an enumeration of :~t such that for all integers i and all but a finite number of x: 
Lo(,)(x) ~< t(x). 
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Consider the sequence of functions constructed from this enumeration: 
fo(X) = 2Mo, e), 
f~(x) = max[f~_l(X), 2M"'e)]. 
From the following observations it can be seen that this sequence of functions 
satisfies the theorem. 
(1) Each fi is self-construetable b cause it is formed from a finite number of 
self-constructable functions. 
(2) For all n and x : f,(x) <~ f~+l(x), so the sequence is nondecreasing. 
(3) Since Lg(i)(x) is smaller than t(x) for almost all x, the function 2L, ~) [which 
requires only Lg(~.) space] is a member of the complexity class ~t -  Thus all of the fi 
must be members of .~t since each one is built from a finite number of the 2L~c i) 
Therefore ach pyramid named by anfi  is a subclass of S t  and 
U Aft,) C 2t. 
i ,EN 
(4) Each f i  requires at least Lg(i ) space to compute because it is at least as large 
as 2 L~(~). Therefore each qMi) is a member of A(fi). Thus the collection of A(f~) 
exhausts the complexity class ~ since 
~t  = {~g(i)} C U A(f,). 
i~N 
(b) [<=] Let ~g(0), ~Pg(a) .... be the best algorithms for the r.e. nondecreasing 
sequence of self-constructable functions f0 , f l  .... Then as in Lemma 2, A(fi) == 
~,.,<i) for each i. The collection of Lo(i) is a self-bounded class in the sense of [8] and 
thus the union theorem of Meyer and McCreight may be applied to provide a com- 
plexity class that is exactly the union of the A(fi). 
A characterization f complexity classes in terms of pyramids is certainly provided 
by the last result but more information is required to differentiate between complexity 
classes that are pyramids and those that are not. An immediate observation on this 
subject would be that if there is some maximal class in the sequence of pyramids 
that makes up a complexity class, then that class is a pyramid. The converse is covered 
in the following theorem. 
THEOREM 3. The complexity class S t  is a pyramid iff there is no sequence of self- 
constructable r cursive functions fo, f l  .... such that for all i: 
inf logfi(x) - -  0 
x~ logf~+l(x ) 
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and 
U A(f,) = ~, .  
i EN  
Proof. (a) Suppose that there is a sequence of fi that satisfy the limit expressed 
in the theorem. Since thefi are self-constructable each A(fi) is a complexity class. By a 
theorem of [12] and the proof of Lemma 2 each A(fi) is in fact the same as ~logl, and 
for a l l / :  A(f~) C A(f,+l). 
I f  ~ were a pyramid then the function that names it would have to occur in some 
A(fi). This cannot happen because the A(f,) form a hierarchy. Therefore ~?, cannot be 
a pyramid. 
(b) The last theorem provides a nondecreasing sequence of recursive functions 
gi such that the union of the pyramids A(gi) is the complexity class ~, .  I f  a sequence 
of functions that satisfy the theorem cannot be made from the gi then there is 
a sequence offi  (which are all but a finite number of the gi) such that the union of the 
pyramids A(fi) is ~'~ and for every i there is a ki such that 
k i 9 logfi(x) >~ logfi+x(x) for all except finitely many values of x, 
which converts easily to 
[fi(x)] ~' >/fi+~(x). 
I f f i (x) takes exactly h(x) space to compute [h(x) = logfi(x) of course], then [fi(x)] ~ 
requires no more than k i 9 h(x) tape squares during its computation. And since fi+l(x) 
is smaller than Ill(X)] k, it also requires no more than ki 9 h(x) space during its computa- 
tion. Thus the tape complexities of all thefi  differ only by constants, and 
A(fo) = A(fa) . . . .  
Therefore any A(f,) is the same class as the union of the A(fi) and is exactly the 
complexity class ,!~ t . Thus ~t  is a pyramid. 
COROLLARY. 1"he class of primitive recursive functions is not a pyramid. 
Proof. The sequence of spine functions in the Grzegorczyk hierarchy [5] easily 
satisfies the last theorem. 
COROLLARY. ~L and KI L are incomparable with respect to set inclusion. 
Proof. //L--XL is nonempty due to the existence of functions that have speed-up [2]. 
XL-/'/L is nonempty because the class of primitive recursive functions is a complexity 
class [8]. 
One should note that the class of primary functions (Grzegorczyk's ~2 or the func- 
tions computable by deterministic linear bounded automata) is the complexity class 
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~21og, [1 1] and also the pyramid A(Ax[x]). In view of the last theorem there cannot be 
an infinite hierarchy of pyramids whose union is exactly the primary functions. These 
facts are true for almost any reasonable inductively defined subclass of the primary 
functions and so it would seem that any interesting inductively defined hierarchy of 
complexity classes cannot be subprimary. 
3. DENSITY 
The first structural questions asked about a class of sets often involve density. The 
classes of sets considered here are of course pyramids and complexity classes, and 
density will be examined with respect o set inclusion. For completeness, the defini- 
tions of density appear below. 
DEFINITION. A class of sets is dense iff for any A and B in the class such that 
A C B, there is a set C in the class such that A C B C C. 
DEFINITION. For two classes of sets ,4  and ~;  9~ is dense in ~ iff for every A 1 
and A 2 in 5~r such that A a C A 2 , there is a B in ~ such that A 1 C B C A s . 
Density questions were considered for complexity classes in [3] and are summarized 
in the next theorem. 
THEOREM 4. (Borodin, Constable, and Hopcroft). [2 L is dense, but not dense in Z L. 
Much the same sort of result should be true for H L but only a partial answer to the 
density question is shown here. Some intuitive knowledge of pyramid structure is 
helpful in determining density so it is begun with the following easy result. 
LEMMA 5. I f  the function s has speed-up then for each q~i that computes s it is not the 
case that 2 L* ~L s. 
Proof. Since s can be computed in L~ amount of space by the algorithm ~0~ it is 
obvious that s ~L 2L~ because 2L~ requires exactlyL~ amount of space. 
If 2 L~ ~L s then the two functions would be computationally equivalent. Thus both 
would take exactly (up to a constant) the same amount of space to compute. Since 
2 t~ has a best program that takes Li space, s cannot be computed in less space. There- 
fore ~0 i is the best program for s. This contradiction implies that it is not the case 
that 2 L* ~L s. 
This lemma indicates that above each degree containing a speed-up function is an 
infinite chain of degrees containing exponentials of the tape-complexity functions for 
this speed-up function. This fact is formalized in the next theorem. 
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THEOREM 5. No self-constructable pyramid is the "least upper bound" for a speed-up 
pyramid. (There is a self-constructable subpyramid that also contains the speed-up 
pyramid.) 
Proof. Let s be a function with speed-up and let f be self-constructable. Also let 
s <z  f and let ~01 be the best algorithm for f. A self-constructible g must now be 
constructed such that s <z  g <z  f. This construction follows. 
Since s <L f there  is an algorithm ~ for s and a constant k such that for all x: 
Ls~(x) ~ k.L1(x ). 
And due to the fact that s has no best algorithm there is an algorithm cps * for s that 
requires less space than 9~sl infinitely often. Thus for every constant k there is some x 
for which 
k .L~(x) < L~(x). 
If  L~(x) is defined to be the minimum of L~(x) and L~(x) then g(x) can be set to 
2L~ (~. Since s can be computed in Lg(x) space (by a combination of ~0~ and ~2) the 
previous lemma indicates that s <L g. And due to the fact that 
Lo ~Ls l~Ls ,  
it is obvious that g ~L f, but since Lg is smaller than Lsl and thus L I (by more than a 
constant) infinitely often, then g <Lf .  
4. CONCLUSION AND OPEN PROBLEMS 
The ordering of the recursive functions examined above seems much more natural 
than others used previously in that functions are directly compared rather than first 
placed in classes and then compared via the classes they belong to. In addition it is 
quite interesting that what might be considered the most "reasonable" functions (the 
ones with best algorithms) correspond to the self-constructable ones and name 
pyramids that are also well-behaved complexity classes. It is hoped that this approach 
to the classification of recursive functions will provide intuition about computability; 
especially at the lower or practical levels of complexity hierarchies. 
At this point many questions about this ordering remain unanswered. Several open 
problems are: 
(a) It is quite well known that complexity classes are recursively enumerable 
and therefore the pyramids belonging to DL are r.e. also. However, it is not known 
whether the speed-up yramids are r.e. A proof of this would require the enumeration 
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of a class of functions that are reducible to an infinite chain of self-constructable 
functions, and this would be rather interesting. 
(b) Any inductively defined class of functions that contains 6 o2 cannot be a 
pyramid if it is closed under composition. But what about subclasses of 6 *2 ? It  is 
conjectured that these can be pyramids and are contained in (2 L. 
(c) Is there a jump operation associated with the pyramids of QL ? That  is, is 
there some operator F such that A(F[g]) - -  A(g) ~ 7J ? 
(d) What interesting properties can be discovered concerning predicates or 
zero-one functions in relation to pyramids ?
(e) Do concepts such as recursive inseparability have any importance when 
applied to computational degrees ?
( f )  And of course, what can be said about abstract measures and t ime complexity 
in this context ?
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