Abstract-Social networks are important communication and information media. Individuals in a social network share information and influence each other through their social connections. Understanding social influence and information diffusion is a fundamental research endeavor and it has important applications in online social advertising and viral marketing.
I. INTRODUCTION
Online social networks allow their users to connect, share information, and interact with each other. These interactions between connected users can cause the members of the networks to be influenced by one another. For instance, a rumor can spread through Facebook as a result of being re-shared, a piece of news can reach a large audience by being re-tweeted multiple times, a user can adopt a new product after seeing it reviewed by his friends, etc. In these scenarios the members of the network are influenced (i.e. they adopted the product or they received the news) via a cascade of pairwise interactions which might extend far from the source of the influence. Understanding the phenomena of social influence and information propagation in networks is a fundamental research endeavor and as such it has been subject to many studies including works on identifying the influential members of a network [3] , [9] , [11] , [12] , [22] , [23] , [25] . Understanding the social influence has Co-first authors. Sorted Alphabetically. † This work was supported in part by NSF grant IIS-1247581 and NIH grant R01-CA180776. also important applications in the context of online advertisement and viral marketing.
In this paper we focus on the problem of estimating the influence exerted by a group of users over another target group of users. This is an important primitive in the context of online social advertisement. Social networks' advertisement campaigns, in fact, are often targeted: The advertiser has a specific group of users in mind that we refer to as the target set, such as users in a certain geographic area, in a social group, of a specific occupation, or at an income level. However, direct communication from the advertiser to the entire target set may not be possible and may not be as effective as a third person recommendation. For instance, the advertiser might only contact directly the users that already liked her page (or signed-up to a mailing list) and may want to influence a larger population. Therefore, in viral marketing, the goal of the advertiser is to spend her budget, e.g. by free samples or sending coupons, over some influential users of the network that may recommend her product to their friends/followers, with the hope that the product is adopted by a large number of users in her target set through the cascade of recommendations. We refer to the set of users over which the advertiser makes the initial spending as the seed set. The advertiser, however, can not spend on the all nodes, and she is restricted to a smaller group of users. Therefore, she needs to estimate the influence of potential seed sets over her target set, in order to decide which seed set to pick. Another potential application of this method is in the realm of online shopping. Here, one wants to estimate the likelihood that a customer visiting a set of products, to end up visiting another set of products by following the similar item recommendation links. This problem can also be modeled as an influence propagation instance.
Despite extensive research in modeling, computing, and optimizing the influence in social networks, most works have focused on the global influence, where the target set is the whole network and the advertiser can access any seed set. This is a significant limitation in the context of targeted advertisement where only a potentially small fraction of such users are of interest. Note that, in this context, the computation efficiency is the key since a great number of advertisers operate in on-line advertisement systems [14] and each requires to obtain estimates on multiple query sets in real-time to tune her campaign. For this reason, we design efficient preprocessing algorithms that help us serve these advertisers in reasonable time.
To address this issue more precisely, we introduce the TargetedInfluence Problem (TIP). In TIP we are given, in the preprocessing stage, an arbitrary graph G and a model of influence over G. Then, in the query phase, a sequence of (Si; Ti) queries arrive, where Si and Ti are the set of seed nodes and target nodes, respectively. Our goal in the query stage is to estimate the influence of the set Si over the set Ti (i.e. the expected number of influenced nodes in Ti if the nodes in Si spread the information) in (almost) linear time in size of the query,Õ(|Si| + |Ti|). To do so as efficiently as possible, we are allowed to preprocess the graph G in the preprocessing stage, before knowing which queries will be issued during the query stage. Also, note that having access to a TIP-solver oracle is sufficient to (approximately) find the most influential node among the accessible nodes as in [33] . However, the focus of this work is on estimating the targeted-influence and not maximizing it.
To the best of our knowledge, TIP is a new problem and has not been addressed before. Notice that this is a significant departure from recent works [13] , [33] that proposed settings for Influence Maximization problem in the target context where an expensive computation is run to maximize influence over a given fixed target set. In practical settings however, the social network operator needs to optimize multiple campaigns with different targets and seed sets at the same time. For this reason our aim is instead, to allow high quality answers in the query stage, for many distinct (Si; Ti) queries after an efficient preprocessing.
Naive approach. In most influence propagation models, the TIP problem can be readily solved by standard Monte Carlo (MC) simulations: simply run (enough) MC simulations of the influence process, and measure how many nodes in Ti are influenced when the information starts propagating from the seed nodes in Si for each query (Si; Ti). However, as we discussed above, in real settings numerous advertisers operate on the social network at any given time and each of them may have many ongoing advertisement campaigns with different target sets and potential seed sets to evaluate. Determining the best strategy even for a single campaign might involve performing numerous influence queries. As each influence query requires multiple MC simulations over a potentially huge graph, this naive approach is not able to handle many advertisers over large networks with billions of nodes and edges. For an online targetedinfluence query system to be practically useful, we would like to be able to answer such queries in real-time (say in a few seconds per query).
In this paper we present the first real-time algorithm for TIP on large scale graphs. We present algorithms for both directed and undirected graphs: after a feasible preprocessing, our algorithms are guaranteed to answer each (S; T )-query in timeÕ(|S|+|T |), for general undirected graphs, and directed graphs under some assumptions, that are backed with experiments 1 . Note that in the naive approach, the running time at the query stage is Θ(|V |+|E|) required for just a single MC simulation. We also provide precise theoretical guarantees on the approximation error of this algorithm.
Our experiments show that our algorithms are able to answer influence queries quickly with high accuracy. We achieve several orders of magnitude speedups over the naive approach of Monte Carlo simulation while preserving good accuracy in both directed and undirected graphs.
A. Notations and Problem Definition
Throughout this paper, we assume that we are given an arbitrary graph G = (V, E) as input. To model the influence of a seed set S ⊆ V over a target set T ⊆ V, we introduce the Snapshot model. In Sect. III-E we prove that the Snapshot model generalizes the Triggering model that in turn is a generalization of the classic and widely used Independent-Cascade and Linear-Threshold models [17] . Our analysis holds for this more general model, and thus, is valid for both Independent-Cascade and Linear-Threshold models. Informally, the Snapshot model is represented by an arbitrary distribution M over the subgraphs of G = (V, E). Each sample G = (V, E) (subgraph of 1 Here,Õ(·) notation hides the lower order terms.
G with the same set of nodes) from the distribution is a realization of the diffusion process over G, where the edges in E represent the active influence edges in that instance. Given one realization G, a node u ∈ S influences all the other nodes to which it is connected to by a (directed) path in G, if S is the set of seeds:
, is a distribution M over all subgraphs of G, and by G ∼ M we mean G is a subgraph of G that is selected randomly via M. We say an edge e ∈ E is activated in G = (V, E) ∼ M, if e ∈ E. The influence of a seed set S over a target set T , denoted by Inf (S; T ), is defined as
where G is a random subgraph of G sampled according to M and IG(S) is the set of all reachable nodes from S in graph G. Therefore, Inf (S; T ) is the expected number of nodes in T that can be reached from S in a random graph sampled via M.
In this paper, we study the problem of estimating the influence of seed sets over target sets in real-time, after a preprocessing of the data to expedite the estimation of the targeted-influence. Our methods for TIP has two stages: (1) preprocessing, and (2) query stages. Obviously, in order to work with large datasets, our solution has to be scalable at the preprocessing stage, and very fast at the query stage. Formally, our goal is as follows:
Definition 2 (Targeted-Influence Problem (TIP)). By preprocessing the graph G = (V, E) in timeÕ(|V| + |E|) and usingÕ(|V |) space, provide an estimation of Inf (S; T ) for every seed and target sets, in timeÕ(|S| + |T |). We call a query of a seed set S and a target set T , an (S; T )-query.
Our Contributions. In this paper, (1) we introduce the TargetedInfluence problem, (2) we give efficient solutions to the TIP problem, both for undirected and directed graphs with theoretical guarantees, and (3) we provide extensive experiments on real world networks, and show the efficiency and accuracy of our methods. Paper Organization. Sect. II reviews the related work. In Sect. III we provide our algorithms and theoretical results for (i) efficient preprocessing, and (ii) estimating the targeted-influence, both for undirected and directed graphs. Finally, in Sect. IV we conclude by applying our proposed algorithms on real world networks.
II. RELATED WORK
Kempe et al. [17] introduced the Influence Maximization (IM) problem. In the IM problem we want to find a subset of nodes, of a given size, that has the maximum influence over the graph. In our notation this can be defined as arg max S:|S|=k Inf (S; V) for a fixed positive integer k. They provided a constant approximation for both Independent Cascade and Linear Threshold models. They also introduced the Triggering model which is a generalization of the Independent Cascade and Linear Threshold models. Here, we introduce the Snapshot model, that is a generalization of Triggering model, and for which our theoretical analysis holds (see Sect. III-E). Later, more efficient algorithms for the IM problem were provided based on sampling (random hyper-edges) [2] , [29] , [30] . These algorithms run in almost linear time. As mentioned before, our goal in this work is to efficiently estimate the targeted-influence and not maximizing it.
More related to our work, Zhou et al. [33] introduced the constraint IM problem, in which for a given positive integer k, a graph G = (V, E), an accessible set A ⊆ V , and a target set T ∈ V , one has to find a set S ⊆ A of size k that has the maximum influence over the set T . The model in [33] generalized a previous model known as personalized influence [13] , where T is just a single node and A = V \ T . The algorithm proposed for the constraint IM in [33] , is essentially the standard Monte Carlo method followed by the classic greedy algorithm. Our model/problem substantially departs from this model since, (i) we focus on computing the (targeted) influence for several seed and target sets query, and (ii) we consider a real-time setting where we need to answer each query, in the query stage, as fast as possible (i.eÕ(|S| + |T |)). Thus, we cannot afford to run the Monte Carlo method over the entire graph, for each query.
In [21] Lucier et al. studied the problem of estimating the influence of a given seed set, and proposed a parallel algorithm for this task. In contrast, our model considers more general influence queries, where we have to find the influence of a seed set over any other given target set. Also, we aim at algorithms that answer each influence query in a time that is linear in the size of the query, not the size of the graph.
Cohen et al. in [7] , introduced a sketch-based algorithm for computing and maximizing the influence. Although this method can be applied for estimating the influence of a seed set S in the network, i.e. Inf (S; V), it cannot handle online (S; T )-queries for general target set T . This is because such sketch-based method allows to estimate the cardinalities and not the set intersections (a significantly harder problem). A naive use of such sketches would requires to store (at the preprocessing time) a different sketch for each possible distinct target set T , where exponentially many of them are possible.
Other related work are Topic-Aware model IM [1] , where the diffusion probabilities can be different for different items (for each item, an Independent Cascade model is assumed), and the Adaptive Seeding, in which the budget for seeding the nodes is partitioned in different stages. Recently, Subbian et al. [27] , studied the problem of finding the top-k influential nodes in graph streams. In another work, Cohen et al. [6] considered a different influence model based on the distances in the network. The IM problem has been also studied in continuous time diffusion models [10] , [24] . In [28] , Tang et al. considered a slightly different objective function, which is a linear combination of the influence and a diversity function, with the goal of maximizing influence and diversity of the influenced nodes at the same time.
Variations of the problem of target influence propagation has been studied recently. Chang et al. [4] introduce a related formulation in a context where users can be activated multiple times. Lee et al cast the problem of maximizing influence over certain users as a query processing problem [19] . Finally Li et al. [20] model a target influence problem where activation probabilities depend on the similarity of the user interest to a topic.
Finally, our problem is closely related to the fundamental problems of reachability in directed graphs (RP) [8] , [16] , [26] , [32] and uncertain graphs (RUP) [5] , [15] , [18] : In RP, each query is a (u, v) pair of nodes, and we have to decide whether u can reach v. The RUP problem, for each (u, v) query, asks the probability that u can reach v, where edges can fail (i.e., be removed) with some probability.
Note that each method for RP can be extended to an approximate method for RUP, by generating samples from the graph, and process them individually as certain graphs. Also, note that to answer each (S; T )-query in our problem, one can naively applies a reachability method on each (s, t) pair, where s ∈ S and t ∈ T . However, this causes the processing time to be at least Ω (α · |S| · |T |), where α is the time to answer a reachability query, since there are |S| · |T | number of (s, t) pairs. Another important point to note is that in most reachability methods, either α is at least Ω(m), or the construction time is O(mn), where n and m are the number of nodes and edges, respectively. Our other hand, we seek a practical approach that would scale to large graphs, so we want the running time in the query stage to be (almost) linear in size of the query, i.e,Õ (|S| + |T |).
In an independent work, similar to our method [26] applied the Bloom filter method for answering reachability queries. However, our Bloom filter method is equipped a hub technique that significantly improves the space needed by the Bloom filter to obtain good results as we show in the experiments.
III. METHOD
We start this section by discussing how we can estimate the targeted-influences in general settings, using Monte Carlo methods. We then, introduce our algorithms.
A. Estimating Targeted-Influence Using Monte Carlo Methods
Recall that we assume the Snapshot model and denote by M its distribution. Also, recall that by an (S; T )-query we mean the query for a pair of seed set S and a target set T . By definition, the influence of S over T is Inf (S;
which is an expectation that can be approximated using Monte Carlo simulation: given a sample of graphs S = {G1, . . . , G } sampled independently from M, the (experimental) influence of S over T according to S is
Obviously, we have ES [Inf S (S; T )] = Inf (S; T ).
In order to quantify the accuracy of an estimation for an (S; T )-query for a given sample S we introduce the following definition.
Definition 3 (Impact). The impact of a seed set S over a target set T is the average fraction of the number of nodes in T that get influenced by S, i.e.,
Inf(S;T )
|T |
. We denote the impact of S over T by ρ(S; T ). Now, the following theorem states the sample complexity for estimating the influence of an (S; T )-query.
where , δ ∈ (0, 1) and ρ = ρ(S; T ), with probability at least 1 − δ we have
Therefore, by Hoeffding's inequality we have
and by substituting for the proof is complete.
Notice that in practice, the queried seed sets are expected to be close to the target set, if not directly connected. Therefore, if we restrict the queries to those with an impact greater than a constant threshold, the sample complexity for computing the influence will be O(ln(1/δ)/ 2 ). Thus a constant number of samples suffices for any constant probability and error parameter.
B. Intuition of Our Method
We have shown that to answer any (S; T )-query, it is sufficient to draw a sample S = {G1, . . . , G } according to M and then efficiently compute |IG i (S) ∩ T |. In particular, for any graph we can obtain a good approximation for queries with at least constant impact with O(ln(1/δ)/ 2 ) samples. Moreover, for O(ln(|V |)/ 2 ) samples we can get a (1 + )-approximation, with high probably, for all queries in a polynomially long sequence of queries. Notice that computing |IG i (S) ∩ T | at the query phase might takeÕ(|V | + |E|) time, as opposed toÕ(|S| + |T |). To circumvent this issue, we show how one can preprocess each random graph Gi ∈ S during the preprocessing stage so that at the query time we can estimate |IG i (S)∩T | efficiently and accurately. To do so, we present different algorithms for preprocessing and answering the queries for undirected and directed graphs. Finally, note that even for queries with small impact, we have the following immediate corollary, using Hoeffding's inequality:
C. Undirected Graphs
In this section, we assume G is an undirected graph 2 , and G ∼ M is one random subgraph of M that needs to be preprocessed. We first describe the algorithm, and then provide its analysis. 1) Algorithm: We preprocess G and compute |IG(S) ∩ T | as following: Preprocessing. We obtain the list of connected components of G and for each node u we store the id of its connected component that we denote by cc (u). Computing |IG(S) ∩ T |. Suppose we are given the (S; T )-query to process. Let cc (S) = {cc (u) | u ∈ S}. Note that
This is because S reaches to a node v ∈ T if and only if there is a node u ∈ S such that u, v are in the same connected component. Therefore, |IG(S) ∩ T | can be computed in time O(min |S|, |T |) by using hash-maps, or in time O(log(|S|)|S| + log(|T |)|T |) by sorting and merging the lists).
2) Analysis: Now, we analyze the running time of our algorithm for undirected graphs, when we sample S = {G1, . . . , G } of randomly chosen subgraphs Gi ∼ M.
Preprocessing: The preprocessing time is due to (i) the time to sample a random subgraph G = (V, E) according to M (ii) finding the connected components in time O(|V | + |E|). Therefore, the preprocessing algorithm can be implemented in total time O ( [|V| + |E| + TM]), where TM is the time to generate a sample from M. Note that our preprocessing stage requires O( log(|V|)) bits per node, just to store the id of the connected component of the node in each sample. Also, if M is the Independent-Cascade model, TM = |E|. Notice that the preprocessing algorithm can be easily parallelized in O(diam(G)) rounds of Map-Reduce, in which the communication complexity of each round is O( (|V| + |E|)), and each reducer receives an input of size O( ∆), where ∆ is the maximum degree in G.
Answering queries: To answer each (S; T )-query, we need to compute the average of |IG i (S) ∩ T |, over the sampled subgraphs, and thus, the running time for answering the queries is O( · min{|S|, |T |}) by using hash-maps, or O( (log(|S|)|S| + log(|T |)|T |)) by sorting and list merging as above.
Considering our analysis, our algorithm satisfies the requirements of the TIP problem, and is an accurate and efficient solution.
D. Directed Graphs
Our algorithms for directed graphs follow the same approach of the undirected one, but here the problem is complicated by the need to compute reachability in directed graphs. For this case we provide some heuristic algorithms that allow a good experimental tradeoff between the space and time required in the preprocessing phase and the precision at query time. We present our basic technique (Algorithms 1 and 2) for preprocessing and query. Later improve these algorithms with additional technique.
Here, we assume G is a directed graph, and we provide an efficient way to preprocess each randomly sampled subgraph G = (V, E) ∼ M and estimate |IG(S) ∩ T | for any (S; T )-query. 1) Algorithm: Our method for both preprocessing and query stages are provided in Algorithms 1 and 2, and here we give an overview of these algorithms. Preprocessing. We apply the Bloom filter technique (defined below), which assigns a reachability vector (defined below) RG(u) of length w to each node u ∈ V (see Algorithm 1). Computing |IG(S) ∩ T |. Using these vectors, for each pair u, v we can estimate whether v ∈ IG(u), i.e., v is reachable from u or not (see Algorithm 2) , which provides us a biased estimator for Inf (S; T ).
Without loss of generality, assume V = [n] 3 . For the directed graph G, let C(G) = {C1, . . . , Cr} be the partition of G into its strongly connected components (SCC) 4 . Also, for each node u ∈ [n] we denote the strongly connected component that includes u by C(u). Note that by grouping the nodes in each Ci, we obtain a directedacyclic-graph (DAG), denoted by G[C], whose nodes are the strongly connected components in C(G), and Ci has an edge to Cj if there is a node in Ci that connects to a node in Cj via an edge in E. Also, without loss of generality, we always assume C1, . . . , Cr is the topological order of Ci's according to G[C] (i.e. if there is a direct path from Ci to Cj with i = j then i < j). We also denote the in-neighbors of Ci in G[C] by N − (Ci).
Definition 4 (Reachability Vector). Suppose k and w are positive integers, and let H k,w = {h1, . . . , h k } be a family of k independent random hash functions, such that for i ∈ {1, . . . , k} we have hi :
as a binary vector of length w whose i-th entry is 1 if and only if for some j we have hj(C) = i. Now, the reachability vector of node u, denoted by
where ∨ is the bit-wise logical OR operation.
Note that reachability vectors are in fact Bloom filters that verify if a strongly connected component is reachable from a given node. We later describe the tradeoff between the values of k and w and the precision of the algorithm (See in Lemma 3 and Theorem 4). Finally, in Algorithm 2 we show how we can estimate |IG(S) ∩ T | for an (S; T )-query. For notational convenience in Algorithm 2, we denote x ≤ y for two real vectors of the same length, if x is smaller than y entry-wise. , for δ ∈ (0, 1), and v is a node in G:
Proof. For part (a), note that if S v, then there exists a node u ∈ S such that u v. First, H(C(v)) ≤ RG(u), since RG(u) is the logical OR of some vectors including H(C(v)) in Algorithm 1. Secondly, RG(u) ≤ U as U is the logical OR of some vectors including RG(u) in Algorithm 2. So, H(C(v)) ≤ U .
For part (b), note that the probability that a single bit being zero in U is (1 − 1/w) kα(S) , since H is a family of k-independent functions.
Therefore, the probability of a false positive (i.e.
where we used the fact that 1 − x ≥ e −2x for x ≤ 
Recall that ρ(S; T ) is the impact of S over T .
Proof. Part (a) is directly obtained from Lemma 3, and applying the union bound. For part (b) notice that
since (i) for every v ∈ |IG(S) ∩ T | we have H(C(v)) ≤ U , and thus, X is increased at least |IG(S) ∩ T | times; and (ii) X is increased at most T times. Therefore, |IG(S) ∩ T | ≤ E [X], and
where we used the fact that Pr [X = |IG(S) ∩ T |] ≤ 1, and the proof is complete. Theorem 4 shows that the number of bits for each node, sample pair needed to answer accurately a query is w ≥ 2α(S). Notice that although the seed sets are in practice small sets, the α(S) can be a large quantity.
To reduce the memory required we introduce the following heuristic. In the preprocessing stage, we select λ strongly connected components (SCCs) with the highest out-degree in the G[C] DAG, i.e., SCCs with maximum number of SCCs they can reach with a directed edge. We let L to be the set of these SCCs, and call the elements of L, the hubs of the network. Thus, |L| = λ. We set λ to be a small constant, and in our experiments we used λ = 10.
Next, for each hub l ∈ L (which is also a SCC) we execute two visits of the graph to obtain: 1) all the SCCs reached by l and 2) all the SCCs reaching l. The ids of the SCCs reached by each l ∈ L are stored in a distinct hash set for constant query time. For each node v ∈ V , instead, we store a bitmap of λ bits representing whether the node reaches any given hub.
We finish the preprocessing stage as before (similar to Algorithm 1) but the accumulations of B(Ci)'s vectors stop at the components in L (which are essentially ignored from the graph).
The query algorithm, instead, proceeds as before with the following difference: we first obtain the union of all hubs reached by any nodes in S. Then in order to see whether S v, for a node v ∈ T , we both check (i) H(C(v)) ≤ U , and (ii) if for any hub reached by S, v belong to the set reached by that hub.
It is easy to see that using the hub trick can only decrease the false positives caused by the Bloom filter as reachability through hubs is computed exactly. It is also clear that the running time for preprocessing and query algorithms becomeÕ (λ(|V| + |E|)) and O (λ(|S| + |T |)), respectively, and since λ is a constant we obtain the same complexity as before.
Finally, it is worth noting that this trick of using hubs, significantly improves the space needed by the Bloom filters to obtain good results as we show in the experiments. This is due to the skewed reachability set size distribution of SCCs: not storing the descendants reachable from the top SSCs significantly reduce the maximum size that needs to be stored in any Bloom filter as our experiments show.
Therefore, for a general directed graph G = (V, E), we preprocess the graph and answer the queries as follows:
• Preprocess: generate a sample of S = {G1, . . . , G }, where G ∼ M. Then, preprocess each Gi using the hub heuristic (for better performance).
• Query: For an (S; T )-query, return 1 i=1 |IG i (S)∩T |, using the hub heuristic. Finally we conclude this section, by computing the running time and the space complexity of our approach.
Running time and space complexity: The preprocessing algorithm can be implemented in total time O( (kw + λ) · (|V| + |E|)). The space for each of samples is O(wr + |V |(log 2 (r) + λ)) where r is the number of SCCs in the sample graph. Finally the query time is O(|S| wdλ + kλ(|T |)).
E. On Snapshot Model
In this short section, we explain why the Snapshot model generalizes the Triggering model [17] and thus the independent Cascade and the Linear Threshold model. We first start by formally defining the Triggering model:
Definition 5 (Triggering model [17] ). Let G = (V, E) be a graph, and for each node v let N (v) be the set of v's neighbors. In the Triggering model, each node v is assigned with a distribution Tv over subsets of N (v), and when v is influenced, it influences a subset of its neighbors sampled according to Tv, independent of other nodes. We denote a Triggering model by the vector (Tv)v∈V .
Note that in the Triggering model, the process in which a node v chooses a subset N of its neighbors to influence, is equivalent to sampling the edges that connect v to the nodes in N . Therefore, the triggering model (Tv)v∈V imposes a distribution M over the subsets of G, where each subset is obtained from G by sampling the edges according to the joint distribution of (Tv)v∈V , independently. Therefore, clearly, our model is more general than the Triggering model as it allows for arbitrary (and hence non-independent) joint distributions for the neighbors of each node.
IV. EXPERIMENTS
In this section we provide our experimental results. First, we introduce our datasets and the influence model that we use for the experiments and discuss some important properties for these datasets in the given model. Next, we evaluate the efficiency of the preprocessing algorithms and show the speed-up we obtain for query stage with respect to using the naive Monte Carlo method for each given (S; T )-query. Finally, we measure the accuracy of our estimation method. Each experiment was executed using a single machine with Intel Xeon cpu at 2.83GHz and with 12GB RAM.
A. Data and Model
For sake of experiments, we consider the widely used Independent Cascade model, which we showed is a special case of the Snapshot model. We assume that the activation probability of each edge equal to p. We show the results for p ∈ {0.05, 0.1, 0.2}.
In Sect. III, we presented 2 approaches: one for undirected, and one for directed graphs. We refer to AU as the undirected graph algorithm of Sect. III-C. This algorithm is very efficient and all the experiments using AU are run in the main memory.
We refer to AD as the directed graph algorithm using hubs (Sect. III-D). This algorithm is more expensive compared to AU for the complexity of handling reachability in directed graphs. In this case for our larger graphs (com-Youtube, wiki-Talk, soc-Pokec, socLiveJournal1) we store the preprocessed data output in files, and use them to answer the queries. a) Datasets: We used publicly available datasets 5 . See Table I . The direction of each edge represents the flow of the influence. We also remove any self-loop or parallel-edge. b) Density of G[C]: As we discussed in Sect. III-D, in AD, we sample several subgraphs of G ∼ M, and decompose each G into its strongly connected components (SCC). Note, each reachability question can be addressed in the graph G[C], the DAG induced by the strongly connected components of G. Therefore, a natural question to ask is that how dense (or sparse!) is the graph G[C], since sparser graphs are easier to store and to process for reachability questions. Density of a graph is defined as the number of edges divided by the number of nodes. We show the results in Table II. For each graph/model we sample 10 graphs G ∼ M, and the averages are reported. As shown, the graphs are highly sparse, which motivates our approach. 
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c) Maximum number of Descendants: As we discussed in Sect. III-D, the number of bits in the each reachability vector (denoted by w) necessary to obtain a multiplicative approximation is lowerbounded by a function of α(S), the number of SCCs that are reachable from S. The smaller the α(S) the smaller the memory required.
Here we evaluate our heuristic to reduce the amount of memory need using L hubs. we consider the following cases: (1) no hubs, i.e., L = ∅, and (2) when L is the t-top degree nodes in G for t ∈ {1, 2, 3, 4, 5, 10}. In Fig. 1 we present the maximum number of descendants of any node, using different number of hubs. Each number is the average for 10 sampled random subgraph G ∼ M. As shown, by using hubs, the number of direct descendants suddenly drops, which then, improves the space required dramatically. For space limitations, we provide the plot for p = 0.2. However for p = 0.05 and p = 0.05 we obtain very similar results. 
B. Efficiency
In this section we provide the running time for preprocessing the graphs G ∼ M, and the speed-up we obtain for answer (S; T )-queries, i.e. estimating Inf (S; T ), compared to running the standard Monte Carlo simulations to estimate Inf (S; T ). For these experiments we set the parameters as follows:
• |L| = 10: number of hubs, e) Speed-ups in answering queries: Here, we compare the time to answer an (S; T )-query using our approach T1, to the running time of Monte Carlo simulations, T2. In both cases we use the same number = 50 of simulations. Here, by speed-up we mean the
For our experiments, we report the average results over 50 (S; T )-queries that are obtained using three different methods, in each case we set |S| = |T | = 1000. In the UNIF case both S and T are subsets of nodes chosen uniformly at random, among the nodes with nonzero out-degree and non-zero in-degree, respectively. In the 2-Hops experiment S is a subset of nodes with non-zero out-degree, chosen uniformly at random. T is obtained by randomly choosing from the nodes that can be reached from S by using at most 2 edges (i.e., from 2-neighborhood of S). Finally, in the DEG case S and T are obtained by sampling the nodes with probability proportional to their out-degree and in-degree, respectively.
In Table III the time (seconds) to answer the queries with preprocessed data, and in Fig. 3 the speed up we obtain is presented. For each graph, the speed-ups are the average of 50 random (S; T )-queries. As shown, we obtain tremendous speed-up by using our preprocessing techniques, in both AU and AD approaches reducing the running time for a given query up to a 10 3 factor. Again, for lack of space, in Fig. 3 
C. Relative Errors
Finally in this section, we discuss the accuracy of our estimated influence of an (S; T )-query, by computing its relative error: For each (S; T )-query, we run 300 Monte Carlo simulation to estimate Inf (S; T ) as the ground truth, and we denote this estimate by I1. If I2 is our estimate of Inf (S; T ), the relative error is . The results are provided in Fig. 4 . As shown, overall the relative errors are very small (true for all cases, show here only for UNIF, for space limitation), in particular, we observe that the higher the probability p, the lower the error observed. In almost all cases we obtain relative errors smaller than 10% and our relative errors can be as low as < 0.1% 
V. CONCLUSION
In this work we introduced a new problem, Targeted-Influence problem, (TIP) whose goal is to answer the influence queries in an online fashion, efficiently and accurately, where each influence query is an (S; T ) pair of subsets of nodes, and the influence of S over T is desired. We presented algorithms for preprocessing the graphs and answering the influence queries online, both for directed and undirected graphs, and our algorithms are highly parallelizable. We also provided analysis and theoretical guarantees showing accuracy and efficiency of our approach. We also introduced the snapshot model, which generalizes the classic and widely used Independent Cascade and Linear Threshold models. We finally, perform an extensive experimental analysis, demonstrating the accuracy, efficiency, and scalability of our method.
