In this paper, we propose an automatic method for constructing an active shape model (ASM) to segment the complete cardiac left ventricle in 3D ultrasound (3DUS) images, which avoids costly manual landmarking. The automatic construction of the ASM has already been addressed in the literature; however, the direct application of these methods to 3DUS is hampered by a high level of noise and artefacts. Therefore, we propose to construct the ASM by fusing the multidetector computed tomography data, to learn the shape, with the artificially generated 3DUS, in order to learn the neighbourhood of the boundaries. Our artificial images were generated by two approaches: a faster one that does not take into account the geometry of the transducer, and a more comprehensive one, implemented in Field II toolbox. The segmentation accuracy of our ASM was evaluated on 20 patients with left-ventricular asynchrony, demonstrating plausibility of the approach.
Introduction
Ultrasound (US) is known to be the fastest, least expensive and least invasive modality for imaging the heart. Because of the 3D structure and deformation of the heart muscle during the cardiac cycle, analysis of irregularly shaped cardiac chambers or description of valve morphology using 2D images is inherently limited. Developments in 3D echocardiography started in the late 1980s (Woo 2009 ). During the last two decades it evolved from freehand scanning, replaced later by mechanical scanning of several planes using a linear transducer, to matrix phasedarray transducers that are able to acquire a 3D volume of the whole heart almost in real time (RT) .
The appearance of this new modality brought in new challenges and the need for new analysis tools, many of which rely on correct segmentation of the myocardium. However, the presence of artefacts or having a poor window limits the accuracy of such tools. In fact, the suboptimal quality forced many studies to reject up to one-third of the data (Nikitin et al. 2006; Bellenger et al. 2000 ). An extensive survey of traditional approaches to US segmentation can be found in Noble and Boukerroui (2006) , Frangi et al. (2005) , Lelieveldt et al. (2006) , Angelini, Homma et al. (2005) and Angelini, Jin et al. (2005) . The classifications of approaches to modelling cardiac geometry can be found in Montagnat and Delingette (2001) and Frangi et al. (2005) .
Let us start with approaches using explicit surface representation. To introduce a shape constraint on a segmentation algorithm, Hong et al. (2006) proposedtouse a set of prototype shapes. The resulting shape is a NadarayaWatson kernel-weighted average of the prototypes. The authors propose to use 2D Haar-like features to detect the myocardium and require manual annotation in four-chamber view to reduce the search space of the optimisation algorithm. The alignment of the prototypes uses as well the known apical four-chamber view plane. To compute the 2D Haar-like features, the authors propose to cut the 3D volume into several long-axis slices. It might be useful to note that the segmentation accuracy is evaluated in voxels, and their conversion to millimetres is not straightforward.
A fully automatic registration-assisted segmentation approach with a wire mesh was proposed in Zagrodsky et al. (2005) . Rigid registration based on mutual information is used to initialise the segmentation. External forces are generated using a 3D extension of the Sobel edge detector with clamped intensities to remove strong and weak edges. Subsequently the zone of influence of the edges is enlarged by a 3D extension of the generalised gradient vector field. Ping et al. (2007) proposed an active contour approach on a multilevel cubic B-spline grid for segmenting both epi-and endocardium on echocardiographic images with contrast agent. The movement of the contour is performed by displacing vertices of the grid. The segmentation combines fuzzy feature information and a multilevel freeform deformation model into the objective function that has to be minimised in order to obtain accurate segmentation. This is the only study on RT 3D (RT3D) contrast US data that demonstrates segmentation of the epicardium. The idea is to segment the endocardium and use it as a constraint for epicardium segmentation.
A segmentation of triplane echocardiograms by 2D-constrained active appearance motion models (AAMMs) (Sonka et al. 2001; Bosch et al. 2002) is presented in Hansegård, Urheim et al. (2007) . The authors demonstrate a method of constraining AAMM to known positions of several points. The AAMM is used to learn the statistics of the shape, represented by contours in three planes, along the whole cardiac cycle, preserving the shape -time correspondence. This is achieved by concatenating the shapes in all temporal phases into a single vector. The points to constrain the AAMM are estimated by dynamic-programming-based active contours, and are searched for in the vicinity of the contour provided by the AAMM. Such a fusion of the AAMM and active contours in an iterative scheme demonstrates better segmentation accuracy than if these segmentation algorithms were used separately.
Finally, we briefly mention several works on cardiac wall tracking and dynamic active shape/appearance models. and use similar methodology: the cardiac contour is deformed by integrating the search for cardiac boundaries along contour normals into the extended Kalman filter. Essentially, the difference is that in a shape prior based on principal component analysis (PCA) is incorporated into the framework. Another publication from the same group (Orderud et al. 2008 ) has shown how both epi-and endocardium can be coupled in the tracking framework. A classical correlation-based tracking was investigated in Crosby et al. (2009) and Duan et al. (2009) . The first one applied normalised correlation to envelope detected beam data directly while a curious feature of the second one is that evaluation has been performed using the open-chest set-up (canine hearts). One more study, which could be of interest, is Gerard et al. (2002) , where instead of using state space equations, the deformation of the normal left ventricle (LV) is learnt from tagged MR.
Among level-set-based approaches, it is worth to mention a work by Corsi et al. (2002) , who modified the Malladi -Sethian equation for gradient-based image segmentation. They removed the inflationary term to avoid the propagation of the evolving surface beyond regions with missing boundaries (boundary leaking). Since the shape cannot inflate any more, the evolution has to start close to the true boundary. The authors suggested that initialisation by placing -five to seven points in five short-axis view slices is enough. Three years later a homogeneity-based active contour, integrated into a levelset framework, which does not use image gradient, was proposed by Angelini, Homma et al. (2005) . The authors start by denoising the RT3D US image using brushlets. The idea behind the method is to deform the surface looking for an optimal partitioning of the voxels into homogeneous regions (inside and outside the surface). An interesting fact about the approach is that it extracts highly curved surfaces with minimal boundary leaking. Another level-set-based approach was proposed by Corsaro et al. (2006) . It is an unconditionally stable 3D semi-implicit time discretisation scheme for solving the level-set formulation of the Riemannian mean curvature flow problem, which allows for fast image segmentation. Using the combination of finite element and finite volume methods, they achieved 10 times speed-up in comparison with the classical level-sets. Another important contribution is the elimination of the orientation effect (the authors show that the evolved surface that uses left or right oriented triangulation differs from the exact solution and propose their solution to that problem). The proposed framework appears to be robust to vanishing gradients, with a highly curved resulting surface just as in Angelini, Homma et al. (2005) . On the downside there is no evaluation on a database of clinical cardiac images.
Many of the mentioned methods use a predefined shape model, which is matched to a 3D image. The benefit of using a predefined shape is that it simplifies establishing links between the model and the cardiac anatomy and allows to easily correlate data between different studies, patients or modalities. From the algorithmic point of view, imposing shape regularity constraints on the predefined model, instantiated to the data, would allow to robustly recover the correct shape even in the areas of ill-defined borders, which are typical for 3D US (3DUS). Another interesting problem not addressed by most papers is the segmentation of the epicardium. Being able to segment both epi-and endocardium could provide an interesting insight into myocardial deformation and wall thickening, which is already being measured in other imaging modalities.
In this paper we consider the problem of automatic construction of a 3D active shape model (ASM) (Cootes and Taylor 1992) and using it to segment the epicardium and endocardium of a cardiac LV in 3DUS images. Building an ASM would require constructing a model of plausible shape variations (a point distribution model or PDM) and a model of local image appearance in the vicinity of each shape point. These requirements lead to the necessity of having a database of images with delineated myocardial contours. In the imaging modalities, which provide high-quality images, such as multidetector computed tomography (MDCT), the process of obtaining shapes, corresponding to the images, can be automated through registration (Ordas, Oubel et al. 2007 ), but it is not easy to do in every modality. 3DUS images are rather noisy and have poor level of detail, which might render any registration algorithm ineffective. Therefore, we cannot rely only on US data and so propose to automatically construct the PDM from MDCT images as in Ordas, Oubel et al. (2007) . The local appearance model, on the other hand, can be automatically learned from synthetic US data. Having the LV geometry defined by the PDM allows generating a collection of plausible shapes and the corresponding 3DUS images. In this case, the cardiac boundaries will be in the positions given by the shape, and the size of the set is limited only by the available computational resources. The synthetic data were generated using a simplified model of US image formation, proposed in Yu and Acton (2002) and Bamber and Dickinson (1980) and extended to 3D, and a more comprehensive approach was implemented in Field II (Jensen and Svendsen 1992; Jensen 1996) . The first of these two models, we shall call it FastGen for convenience, assumes a uniform point spread function (PSF), is very fast and takes seconds for generating one 3D image. The second one has a more realistic model of sound propagation, is computationally expensive and requires approximately 30 h on a single CPU (Intel Xeon 5140, 2.33 GHz). In this work we compare the segmentation accuracy of an automatically constructed ASM, trained on real data and on images generated using both US models.
The paper is structured as follows. We start by a brief description of ASM in Section 2, which is used for both providing an US image generator with the information about cardiac geometry and segmenting US images. The description of the datasets used for the evaluation of the automatically constructed ASM is presented in Section 3, followed by the evaluation itself in Section 4 and conclusions in Section 5. A brief description of US simulation approaches can be found in the appendices.
Active shape model
The linear ASM consists of a PDM and image intensity model. The PDM is constructed by applying PCA to a set of aligned shapes and retaining eigenvectors corresponding to a predefined percentage of shape variability (Cootes and Taylor 1992) . Shapes are defined by landmark points placed along the contour of the object of interest. The shape alignment in 3D has been performed using unitquaternions (Horn 1987) . The learned shape variability can be modelled by varying b in the following equation:
where x is an n-vector, representing the shape, obtained by concatenating all the landmark coordinates into a single real-valued vector. If the landmarks have coordinates x i ; y i ; z i ÀÁ , the concatenated vector will be of the form x 1 ; y 1 ; z 1 ; x 2 ; y 2 ; z 2 ; ... ÀÁ T . The n-vector x is the mean of the aligned (by Procrustes analysis) shapes in the training set; the n £ m matrix F is the eigenvector matrix. Controlling the retained variability (or number m of retained eigenvectors) controls the level of allowed shape deformation. If the retained variability (usually expressed as percentage of total variability) is low, the model will only provide for the most frequently appearing and strong shape deformations, as learnt from the training set.
To match the model to an image, local image appearance is learned from the same training set of image -shape pairs. For each image and every landmark of the shape, we sample the gradient amplitude along the shape normal at 11 equidistant positions 0:5mm apart (voxel size). These samples are concatenated into a vector g ik , which we will call profile, providing a profile for ith landmark and kth image. The number of sampling positions is motivated by the analysis performed in Sukno et al. (2007) . We also performed a test, varying the number of samples from 7 to 23, and the best accuracy was obtained for 11 samples. Longer profiles did not seem to achieve a significant improvement; however, they increase computational load.
To cope with variation in intensities, each profile is normalised by the sum of absolute values of its elements as in (2).g
After normalisation, for each landmark and all images, the mean profileg i and covariance matrix C i are estimated. The collection of such pairs for each landmark i constitutes an intensity model. During matching, each landmark i of the current shape estimate is displaced along the corresponding shape normal as to minimise the Mahalanobis distance (3) between the sampledg s i and meang i profile.
Normally, the best position for each landmark is found from a set of N c candidate positions: the profile is sampled at N c equidistant locations along the normal and the candidate corresponding to the smallest Mahalanobis distance is chosen.
After displacing all the landmarks, the resulting shape is constrained such that its i-th PCA parameter b i belongs to the interval determined by the corresponding eigenvalues: 2b
. The value of b is typically set to 3 or established experimentally.
The PDM used in our experiments was constructed from a set of high resolution CT images as in Ordas, Oubel et al. (2007) . The total PDM training set consisted of 100 individuals (age 58^8 years, 56% men) for which the multi-slice computed tomography (MSCT) was performed for non-invasive evaluation of the coronary arteries. The population included 60 subjects who had normal coronary arteries, 20 patients with significant coronary artery disease (CAD) without a history of previous myocardial infarction (MI) and 20 patients with CAD and a history of MI. Each scan includes 15 temporal phases with a voxel dimension of 0.4 £ 0.4 £ 2.0 mm. Imaging was performed with a 64-row detector Toshiba Aquilion 64 system (Toshiba America Medical Systems, Tustin, CA, USA), operating at Clinica Creu Blanca (Barcelona, Spain). Between 80 and 100 ml of contrast material (Xenetic 350) at an injection rate of 5 ml/s was used. Rotation time ranged from 400 to 500 ms depending on heart rate, and tube voltage was 120 kV at 400 -430 mA. Only one PDM was constructed from the shapes corresponding to all the temporal phases of all the subjects (The modes of variation of the model can be seen in Figure 1 ). The matching of the model was performed using 95% of retained variability corresponding to 71 mode, N c ¼ 7 candidates for landmark displacement and the regularisation parameter b equal to 3. The convergence was declared after 10 iterations in two resolutions. Finally, in some images a part of the myocardium was outside the field of view. No special provisions have been made in this case. Outside the field of view the voxels have zero intensity so the sampled profiles will also be zero everywhere, providing no information for finding the best position for any landmark that falls in that area of the image. The Mahalanobis distance will be the same for any candidate position in this case and such landmarks, therefore, will take their positions in the image based on the shape prior only.
Evaluation data-sets

Synthetic training and testing sets
To find the appearance of echocardiographic images we shall use two approaches:
. FastGen (Appendix 1), which assumes a uniform PSF, does not take into account the geometry of the transducer (assuming a 3D analogue of a linear probe) and is very fast.
. Field II (Appendix 2), which has a more realistic model of sound propagation, requires the complete specification of the probe (a 2D matrix phased array transducer) and is slow.
The training sets
The FastGen generated training set for the intensity model consisted of 270 volumes. The following parameters were chosen to introduce variability in both shape geometry and speckle appearance pattern. Ten shapes corresponding to the random variations (within^1:5 ffiffiffi l p ) of the first five principal components (PCs) of the PDM were generated. The standard deviation (SD) of Gaussian envelope over the sine wave in axial direction s z was taken equal to 0.30, 0.50 and 0.70 mm. The SDs of Gaussian envelope over sine wave in lateral and elevation directions (s x and s y ) were taken equal to 0.50, 0.75, 1.00 mm. The SD of the Gaussian noise s n was taken equal to 0.75, 1.00 and 1.25. In order for the training set to have only noise pattern variation, the intensities were kept constant. Their values have been chosen empirically to have good visual contrast between tissues and are equal to 270 for the myocardium, 70 for the background and 60 for the blood pool. Due to the profile normalisation, the model trained on these data should be able to deal with images that have different tissue contrast.
The testing sets
The testing was performed on both synthetic and real data. The synthetic testing set was generated with an idea of providing images of different tissue contrast. It consisted of 260 volumes. To generate the synthetic images, 20 shapes corresponding to the random variations (within 1:5 ffiffiffi l p ) of the first five PCs of the PDM were obtained. Noise variances have been chosen empirically to reproduce the real images as much as possible. They are: s z ¼ 0:30 mm for axial direction, s x ¼ s y ¼ 0:70 mm for lateral and elevation and s n ¼ 1:20 mm for the Gaussian noise. Intensities tx ; y; z ÀÁ (from 0 to 255) are 60; 75; ...; 255 for myocardium; 50 for background (40 for the blood pool). So the myocardium contrast (difference in intensities between the myocardium and the background) varies from 10 to 205 in steps of 15. Two sample images can be seen in Figures 2 and 3 .
The generation of the training and testing sets with Field II followed similar guidelines, taking into account its specifics. Since there were more parameters to set, the training set was slightly larger and consisted of 360 images, while the testing again contained 260 images. All the parameters are summarised in Tables 1 and 2. The initial shape for the segmentation of synthetic images was the mean shape of the PDM (consisting of 2677 points: 880 endocardium and 1797 epicardium) aligned to the ground-truth shape by a similarity transform.
In vivo training and testing sets
The in vivo set consisted of manually landmarked endsystole (ES) and end-diastole (ED) LV 3D volumes of 20 patients with left ventricular asynchrony (3 dilated, 5 with acute MI, 1 hypertrophic, 11 asymptomatic or ischaemic, acquired at Hospital Clinico San Carlos, Madrid and Centro Cardiovascular Sant Jordi, Barcelona). These patients are unrelated to those used for the PDM construction. The data were acquired using a Philips IE33 echograph (Philips Ultrasound, Inc., Andover, MA, USA) with X3-1 transducer and exported into accessible format using Philips QLAB v6.0 quantification software. The exported data are envelope-detected 224 £ 208 £ 208 images with voxel size varying from 0:6 £ 0:6 £ 0:7mmto 1:0 £ 1:0 £ 0:7 mm. Landmarking has been performed by a trained specialist. No inter-and intra-observer studies have been performed, but we adapted those reported in recent studies. Manual landmarking was performed using GIMIAS (Larrabide et al. 2009 ). ED and ES were detected visually by monitoring the aortic valve. Sample images can be seen in Figure 3 .
Since the data-sets used to construct the PDM and those used for testing correspond to different patients, a natural question arises: whether the PDM is able to represent the shapes of the in vivo testing set. Figure 4 shows how the reconstruction error changes with the retained variance. Since it is typical to retain 95%, the corresponding error introduced by the PDM is 0:28^0:06 mm, which is reasonably small and smaller than the voxel size.
Due to the small quantity of data, the experiments that involved in vivo training set used a leave-one-out cross Figure 2 . Sample images, created by FastGen, corresponding to the low (a) and high (b) intensity differences with superimposed shapes, which were used to generate these images.
validation (all the images of the same patient had been excluded).
The initial shape for the segmentation of in vivo images was the mean shape aligned by an affine transform to six points: four points on the endocardium in the basal plane, the centre of the aortic valve and the apex, as illustrated in Figure 5 .
Experiments
Validation on synthetic data
To start, we wanted to verify that ASM trained on the synthetic data can successfully segment the synthetic data of different contrast produced by the same algorithm. For this purpose, FastGen and Field II-generated testing sets have been segmented by the ASM trained on the corresponding training sets. The results are shown in Figure 6 . The segmentation algorithm is not completely invariant to the image contrast variation, as it could be expected due to intensity normalisation, and the images with higher tissue contrast have higher segmentation accuracy. Nevertheless, the ASM trained on Field II set appears to have slightly inferior performance on the lowcontrast data.
The symmetrical point-to-surface error is defined for two shapes (surface meshes) s 1 and s 2 as:
where
is an asymmetric point-to-surface error, which is the mean distance between each vertex of the mesh s 1 and mesh s 2 (s 1 ðiÞ refers to the ith vertex of the mesh s 1 ); Á kk is the l 2 norm.
Evaluation on real images
In this section, we compare the ASM trained on real images and artificially generated images and see whether there is any benefit of using the latter. In the case, when real images had been used for training, a leave-one-out strategy was employed (training on 38 images, corresponding to 19 patients, and segmenting the ED and ES of the remaining patient). The segmentation accuracy is shown in Figure 7 . The results of the volume and ejection fraction (EF) estimation by the best approach (the ASM trained on FastGen data) are summarised in Table 3 . The accuracy was measured with respect to manually delineated contours. As one can note from the confidence intervals (CIs), the difference between the different training sets is not statistically significant (with 95% confidence level) although there seems to be an improvement when FastGen is used. There are of course several issues that are worth commenting, assuming that all the approaches perform equally well. It would be expected for Field II to be superior to FastGen due to being a more realistic model. Nevertheless, Field II has many Retained variance (%) Reconstruction Error (mm) Figure 4 . Average error, with 95% CIs, of reconstructing the manual shapes corresponding to the in vivo data using the PDM. The error corresponding to 95% retained variability is 0:28^0:06 mm. more parameters to tune and generating a representative training set would require sweeping over all of them (when the parameters of the equipment are unknown, which is the usual case). The latter would lead to an enormous database, but Field II in 3D is very computationally demanding. It takes about half an hour to generate one 3D volume on a 60-processor cluster fully dedicated to the task. Theoretically this would imply 1 week for a set of 280 volumes. Using real data for ASM training has its own downside in that it requires a lot of manual delineating in 3D, which is very time consuming. It is also very difficult to produce consistent delineations in every image of the sequence (like images corresponding to ED and ES) mostly due to the noisiness and rather poor quality of the images. Using FastGen with ASM eliminates the computational cost problem and the necessity of having manual delineations.
The Bland -Altman and scatter plots for the best approach (FastGen) are shown in Figures 8 and 9 . The scatter plot suggests a nice linear relationship with high correlation between the measurements and ground truths. The slope of the fitted line is smaller than 1.0 and intercept is greater than 0.0 as is expected when there is no Figure 7 . Accuracy of segmenting the real images by an ASM trained on different training sets in terms of (a) the mean symmetric pointto-surface error for endocardium and epicardium and (b) mean absolute volume difference for LV cavity. Error bars represent 95% CI of the mean. relationship between the error of the volume estimation and the magnitude of the volume (Bland and Altman 2003) . Some segmentation examples can be seen in Figure 10 . What is interesting to note is that in some cases the LV did not fit into the field of view, which is normal for dilated hearts. In this case, the model simply could not find an edge to move to and the final shape was the result of matching the landmarks within the field of view and applying the shape model constraints. An interesting question that can be answered using the image generation is how much data in the training set are actually needed for accurate segmentation. The size of the training sets in the experiments has been chosen from practical considerations, trying to make the Field II training set in a reasonable time. But since FastGen is really fast, we can use it to increase the size of the training set and see how it affects the segmentation accuracy. To generate larger training set with FastGen, we used the same parameters as before but with more shapes (40 different shapes in total). The biggest training set consisted of 1080 image -shape pairs. A total of 36 training sets have been generated: starting from four random shapes, all variations of all the parameters (27 images per shape), and randomly adding one shape per training set.
The results can be seen in Figure 11 . As expected, the error on the artificial testing set is decreasing with the size of the training set and stabilises around 1000, but with acceptable results already around 500. Of course these numbers are bound to the training and testing sets used and after 1000 images the training fails to offer more information to the intensity model. On the other hand, the training set size does not seem to have much effect on real data, although very wide CI hampers drawing any conclusions from the plot. The possible reason could lie in the combination of insufficient image quality (which in general results in high interobserver variability and our results are not far from it) and simplified US model of FastGen. Nevertheless, although there is no evidence to support the use of more training data, the computational simplicity of the image generation algorithm allows to easily obtain large quantity of training data and, therefore, the segmentation algorithm can easily benefit from it.
Finally we would like to address the problem of initialisation. As was mentioned, we use six points. These six points allow to get a reasonably good initial guess for the shape position and orientation. Although the positions for these points are easily identifiable (and quick to place), we wanted to see how the accuracy of the algorithm will change if there is an initialisation error. To evaluate this effect, we randomly perturbed the initial shape by random translation, scaling and rotation. To make sure that a wide range of perturbations is covered, we picked 20 random perturbations for each of the following parameter ranges: . Translation along every axis of up to^1mm . Rotation about all the axes of up to^38, translation along every axis of up to^3mm, scaling by a factor up to 0.1 . Rotation about all the axes of up to^68, translation along every axis of up to^6mm, scaling by a factor up to 0.2 . Rotation about all the axes of up to^98, translation along every axis of up to^9mm, scaling by a factor up to 0.3 . Rotation about all the axes of up to^128, translation along every axis of up to^12mm, scaling by a factor up to 0.4
After the perturbation, the shape has been used as the initial shape for the proposed framework. Figure 12 shows how the segmentation accuracy changes with the surface-to-surface distance between the initial shape and the ground truth (the distances were averaged over the whole set for every displacement). For convenience, the ninth degree polynomial curves had been fit to the point clouds. As can be seen, the method is relatively insensitive to small displacements, but as they grow bigger, the accuracy drops and the model converges to local minima. It can also be noted that the algorithm showed higher robustness on the synthetic data-sets, but this is mostly because the images have better definition of myocardium and there are no other structures or artefacts present in the image.
It is natural then to start looking for the ways of improving the robustness. When dealing with segmentation of only LV in 3D echocardiographic images, placing the initial shape requires not only placing it in the neighbourhood of the correct contours (preferably) but also finding correct orientation (so that anatomical regions can be accurately determined from the shape without using the corresponding image). The latter, without considering more structures than the LV, is in a way ambiguous, as the only indicator of the orientation within the LV is the aorta (there are also papillary muscles, but they are usually not clearly identifiable). Therefore, if the automatic initialisation has to be attempted, the algorithm has to identify more structures than just the LV. One of the ideas could be to use the registration of any given 3D echocardiographic image to some template image (as in Zagrodsky et al. (2005) ). But registration usually would take more time than the segmentation itself. There has also been very little research on the accuracy of registering 3D echocardiographic images corresponding to different patients. Nevertheless, it would be highly desirable to automate the process. Currently, a possible option of reducing the sensitivity to initialisation could be to use several initialisations as in Mitchell et al. (2002) at the cost of significant performance decrease. 
Comparison with other methods
To put our work in the context of other contemporary papers, Table 4 presents the results of several techniques recently reported in the literature. This table shows the mean with 95% limits of agreement (mean^tÁSD,w h e r et is taken from the Student's t table, whenever authors of these papers reported the accuracy as mean^SD, we multiplied SD by the corresponding t). The value in the column Vo lu me means that the authors did not classify volumes into end-diastolic volume (EDV)/end-systolic volume (ESV). An exception is the work by Angelini, Homma et al. (2005) , who provided both estimated and ground truth volumes, which allowed us to compute the values we needed. In the latter case, in the column Vo lu me we combined the results for ESV and EDV (the statistics were computed from both sets of volumes) in order to compare the result with other papers. It can be seen from the table that our results are consistent with those of the state-of-the-art algorithms (considering accuracy of EF estimation) and better in estimating the volumes themselves (on average). Nevertheless, in terms of EF, the results are still much worse than those corresponding to the intra-and interobserver variability reported in other studies. On the other hand, the accuracy of volume estimation, reported by other clinical studies, is also on the same level (Hung et al. 2007 ). For instance, Jenkins et al. (2004) reported the scatter of EDVat the level of^29 ml and ESVat the level of^18 ml for 50 patients (although the measurements were compared with those in MR and the error could accumulate) nevertheless, the EF was significantly smaller -0^7%, which indicates consistency in inaccuracies between ED and ES. In our case, the scatter of EF was rather large and the consistency has to be improved.
Let us go over all the approaches presented in Table 4 and start with the constrained AAMM fused with active contours and unconstrained AAMM of Hansegård, Urheim et al. (2007) . The major disadvantage of the approach is that AAMM represents both the shape deformation at a certain time instant and the motion pattern. In order to build a representative model, the training set should have not only all the possible cardiac shapes but all the possible deformation patterns as well. This calls for a large training set with manual delineations in every temporal phase, which is difficult to obtain. An automatic generation of such a training set using an US image generator combined with realistic LV deformations, extracted from MDCT data, or using a biomechanical model as in Duan et al. (2007) , would really benefit the approach. As an additional complication, combining AAMM with active contours requires tuning the parameters of each algorithm plus a coupling weight. On the positive side, AAMM allows for realistic modelling of both shape and cardiac deformation (and texture, of course, if needed).
The level-set-based algorithm of Angelini, Homma et al. (2005) segments the ventricle by partitioning the image into homogeneous regions instead of using the advection term with gradient information that is commonly encountered in the level-set methods. The approach depends on spatio-temporal brushlet denoising, which adds additional parameters to tune to the level-setspecific parameters. Since there is no prior, leaking is possible and the resulting boundary lacks smoothness. The advantage is that the algorithm does not require any training set and can be initialised anywhere in the image (the algorithm tracks only one closed blob centred around the centre of mass of the object of interest).
The wire mesh of Zagrodsky et al. (2005) employs 3D Sobel edge detector, which relies on median filtering. Although these two filters do not require any significant tuning, the median filter is probably not the best choice for US images, and many spurious edges might still remain on the image. The algorithm requires balancing internal and external forces and the execution speed is very low: 3 min for registration, 8 min for segmentation on a dual 1.7 GHz Pentium. On the other hand, the approach does not require a training set and the initialisation is automated through registration.
Finally, a modified Malladi -Sethian equation to avoid leaking of Corsi et al. (2002) is rather a typical level-set segmentation. It is automatic and no training set is required. It does not use any shape prior and leaking is prevented essentially by removing the advection term.
What we have proposed is an approach that uses explicit shape representation with automatically constructed models of the shape and local appearance. If we compare it with the above approaches the shape can be fairly complex; user interaction is reduced only to model initialisation during segmentation and tuning of ASM parameters (which can usually be left unchanged). For example, introducing epicardium into segmentation pipeline is much easier than in the above approaches, except for the AAMM (it would only require more work on manual delineations). It is done simply by merging meshes of both structures.
Another advantage of our approach lies in using multimodal data. The shape model, automatically created from a large amount of MDCT images, provides an accurate shape model as opposed to the one that might have been constructed from US images, where the boundaries are poorly defined and have to be guessed. The generation of artificial US images, on the other hand, avoids having incorrect LV delineations in real data.
All the above approaches have been proposed for the envelope-detected US signal. Nevertheless, sometimes it is possible to obtain the original, raw, radio-frequency (RF) signal, which is potentially richer and contains more information. There were several publications reporting segmentation using this signal representation in 2D (Dydenko et al. 2003; Bernard et al. 2007; Yan et al. 2007 ) and 3D (Nillesen et al. 2009 ); however, the access to such signal is generally restricted due to the competition Sugeng et al. (2006) Adapted to our data 10.3^15.6 ml 13.1^21.4 ml 5.5^8.5% 3.6^3.6 ml 2.5^3.4 ml 2.9^3.5%
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between different hardware manufacturers. In principle, the proposed approach could be extended to learn the statistics of RF signal in the neighbourhood of boundaries, but, in this case, the knowledge of exact specifications of the imaging system may be necessary.
Conclusions
In this paper, we proposed an approach to automatically construct an ASM for 3DUS segmentation. In contrast to the majority of 3DUS segmentation algorithms, our model includes both epi-and endocardium, providing simultaneous segmentation of a complete LV. The approach is based on the combination of automatically constructed shape model from MDCT and local appearance learned from data-sets automatically generated using two commonly accepted models of US. One of them, FastGen, is fast and assumes uniform PSF, while the other, Field II, is a more realistic, but linear, sound propagation model. It has been shown that although using synthetic images to train an ASM demonstrates a similar segmentation accuracy as training ASM from manually delineated images, the former are much faster to obtain if FastGen is used. It is also much easier to control the image quality of the generated data, while with real data the quality depends a lot on the patient and many of them do not have a good acquisition window.
Although the results of all the approaches are comparable, probably because of the simplified appearance model used by the ASM, the best segmentation results were obtained by FastGen, resulting in the volume estimation accuracy with limits of agreement across the whole population of 2:6^20:2 ml. The average point-tosurface segmentation errors for epicardium and endocardium were 2:15^0:20 and 1:87^0:16 mm, respectively.
The synthetic 3DUS images have two clear benefits over the real ones: high quality and detail and an already solved correspondence problem between a shape and an image. The latter avoids any manual landmarking, which is error prone, complicated in 3D and shows high interobserver variability (approximately 10:3^15:6 ml for EDV and 13:1^21:4 ml for ESV) (Sugeng et al. 2006) . On the other hand, it is very difficult to obtain a large set of good quality real 3DUS images, while by generating them artificially we can obtain a set of any size. The choice of the US propagation model is dependent on the segmentation algorithm. In the case of the classical linear ASM, the advanced model of Field II does not seem to improve the intensity model and FastGen can be beneficial in terms of time, computational resources and implementation effort.
The high computational cost of Field II and lack of accurate information about the employed US probe did not allow us to fully investigate the construction of an optimal synthetic training set. Still, the biggest drawback of the proposed methodology is its lack of consistency when segmenting the data of the same patient (as can be observed from EF errors), and it would benefit from borrowing some ideas from the tracking algorithms such as adaptation to the observed data. Automating the initialisation would also be convenient. Currently we have seen automatic initialisation based on registration and Hough transform. Registration, though, takes too much time and is unreliable in the US. Hough transform, on the other hand, combined with filtering and edge detection could be a viable approach as shown by van Stralen et al. (2007) .
