Abstract
Introduction
In 1994 the National Aeronautics and Space Administration (NASA) provided funding to establish the Structures, Pointing, and Control Engineering Laboratory (SPACE Lab) at California State University, Los Angeles (CSULA). The laboratory objectives include the design and fabrication of platforms, which resemble the complex dynamic behavior of a segmented space telescope, the James Webb Space Telescope (JWST) [3] and its components. The laboratory made efforts to use the state of the art computer technologies to develop a prototype information server for the purpose of disseminating multimedia files related to the telescope's mission. The goal targets audience from professional and amateur scientists to education community and general public. Such efforts meet NASA's mission to encourage space exploration and research through education. In order to promote the awareness of NASA's missions, current digital technologies can be used to facilitate the establishment of networks not only for scientists and engineers of today, but for generations to come.
The Aerospace Information Server (AIS) is a high-performance parallel processing server, which supports efficient, on-demand information dissemination. The endeavor is to develop AIS using a Tuple Space paradigm [4] for web-based education. Specifically, the design is focused on, but not limited to, astronomical image browsing. Using an Internet-based connection to the AIS, the server must be able to cope with multiple, simultaneous image browsing requests. Additionally, the AIS must be able to support various data transfers rates due to network bandwidth restriction, real-time display requirements, and different image browsing resolutions -all dictated by diverse client machines accessing the server. In order to implement these requirements, the following technologies have been applied for the server implementation: Tuple Space programming paradigm for parallel processing and automatic load balancing, Search algorithms that utilize hashing tables for expedite database file access, Wavelet-based image transformation algorithms for progressive image compression/decompression and image transmission.
In order to improvise the AIS, the thread parallelism is exploited. It is recognized that the effectiveness of the thread-level parallelism is significantly influenced by server's architectural features such as its memory hierarchy and its thread affinity. Performance bottlenecks that occur due to a poor thread-level task mapping could impede server's throughput by limiting flow of data in a particular system region. They in turn, can deter overall system execution and detract real-time performance. It is essential to isolate and circumvent known bottlenecks to alleviate data flow restrictions.
Hardware platform
In order to implement the key technologies introduced above and maintain real-time performance, a state-of-the-art parallel processing system must be utilized. The Dell PowerEdge 1855 BladeServer, as shown in Figure 1 , was selected as the foundation of AIS. The modular nature of this system facilitates scalability, while minimizing power consumption and physical footprint. Multiple server blades are housed in a chassis that contains common power supplies, communication modules, and cooling fans shared by the entire system Each blade contains two dual-core 64 -bit Xeon Processors with up to 16 GB of DDR2 shared memory. The two Xeon processors are interconnected by a dual front-side bus running at 667 MHz (see Figure 2 ) Each of the cores is outfitted with its own L1 Cache, while the two cores on each chip share a L2 Cache(2 M b). All four cores have shared access to main memory. The Xeon processor supports Hyper-Threading technology, and as such, two software threads can be established simultaneously in each core of the processor [5] . 
Software architecture
The Dell PowerEdge 1855 Blade Server provides us with several unique architectural features, which optimize system performance, making it an ideal platform for the AIS. Dual-Core and HyperThreading technologies are incorporated in the implementation of processing parallelism and share memory spaces within the server. The software architecture of the AIS was developed to utilize these features and optimize performance. Figure 3 displayed a flowchart of the AIS. Each dual-core Xeon processor contains four virtual software threads. Threads are assigned individual tasks in order to maximize efficiency. As depicted in Figure 3 , one thread is designated as a Controller thread, while the remaining three are designated as Worker threads for testing purposes. 
Controller thread
The Controller thread is responsible for initially connecting to and receiving requests from a client. This processing thread also manages the Tuple Space, which stores a pool of client requests awaiting processing. Initially, a client will explicitly input a request, including the desired name and resolution of the file, to the AIS via a specialized graphical user interface (GUI). These features also could otherwise be specified by the Controller thread based on the client's communication constraints and image resolution requirements [6] . The program will also record the client's IP address and assign a port number for the client computer to listen to. A tuple is then generated using this information. The structure of the AIS tuples is the following: <File name, Resolution, IP address, Port number>
After the request has been transmitted, the client disconnects from the server. However, the client will continue to listen on one of its open ports for a reconnection request made by the AIS. This process of connecting and disconnecting allows the AIS to gather more requests within a given timeframe. The server does not have a need to wait until the client's request has been fulfilled before it can accept another request. On the contrary, the server is able to disconnect from one client and connect to the next client in order to obtain new tuple request.
The requested tuple is then deposited to the Tuple Space, which is continually monitored by the Controller thread. The tuple will remain there until a Worker thread is able to accommodate that request.
The Tuple Space region is located in the server's shared memory. Hence, all the Workers threads are able to access a common pool of requests simultaneously. It is possible that a tuple can be accessed by more than one thread, causing misread data and incorrect results. Hence, in order to preserve the integrity of stored data, semaphores are applied to resolve the issue. Semaphores lock the memory location to a specific thread until it has finished its task [7] . Once completed, the thread relinquishes control of the shared memory region.
In our AIS implementation, a semaphore is activated while the Controller thread is writing a request into Tuple Space. This method ensures that a Worker thread does not attempt to read the request prematurely. Semaphores are also placed on the Worker side to protect the critical section of the shared memory space. When available, a Worker thread will access a tuple request in Tuple Space and will set a semaphore. Doing so, the Controller thread will be unable to overwrite that memory location. Additionally, the memory location is made to other Worker threads as well, that attempt to access the request.
Worker threads
Worker threads are used in the AIS to search the database for the desired image file. To minimize the time required to perform image searches, a hashing function is utilized. Hashing functions apply a reproducible algorithm to convert a data element, called a key, into a numerical representation of the data, called a hash number. The hash number is then mapped in a table to the memory location of the particular file. For the AIS, the file name is used as the "key". After an image request arrives in the Tuple Space, a Worker thread applies the hashing function to the filename. Then the Worker thread looks up the hash table entry for the resulting hash number and returns the corresponding memory address. This hashing technique allows AIS to advance directly to the location of the image instead of searching the entire database for that file. In this case, the location of the image in the physical memory does not matter anymore. With the utilization of the hashing functions, the search time will remain the same regardless of the image's location in memory, thus raising overall system efficiency.
Collision rate is a key metric for determining the efficiency of hashing functions. Collisions occur when different hash keys produce identical hash numbers. Therefore, multiple records must be stored at a single location in the hash table. To resolve the collision problem, the hash table is organized into buckets. Each bucket corresponds to a unique hash number. When the collision occurs, a pointer to the memory address of the next image with that has number is stored in the table. This approach preserves quick and efficient searches.
Cyclic Redundancy Check, 32-bit (CRC-32) algorithm was chosen for AIS hashing purposes. It has many characteristics that are suitable for the application. CRC-32 produces a 32-bit numerical output for each input, which is easily handled by the 32-bit registers of the AIS. A low collision rate of 0.03% [8] allow for efficient search implementation with large data sets. The function itself requires few calculations, further reducing system overhead and improving search time.
When the Worker thread finds the desired image in the server, it reestablishes connection to the client utilizing the IP address of the client and the port number that the client is listening to. Wavelet transformation is applied on the copy of the requested image. The image is broken down into digital components called packets. Each packet takes a sample of the image portion that it corresponds to. Then, AIS will send a specific percentage of the total number of packets depending on the client's initial resolution request. Additionally, the packet size may be altered to further fine-tuning of image decompression rates. Afterwards, the client reconstructs the image using the received packets. The obtained image quality is directly proportional to the number of packets the client receives. In order to maintain a high image quality, a large number of packets must be received to accurately reassemble the image. For lower image quality, the reverse is true. Based on the FITS image (Figure 4) , three different image qualities are displayed on Figure 5 . 
Database
The database is responsible for the maintenance and sustenance of images stored onto the server. In order to search and filter through the vast amounts of data stored in this section, specialized search and maintenance algorithms must be put in place. This ensures expedited search times within the server.
As already been mentioned, images stored on the server are in FITS format. This format consists of two main parts, the header unit (HU) and the data unit (DU). The HU contains all of the information found in the image in the DU and is in ASCII (standard text) format. Some of this critical information is the name of the image, size, bit per pixel, creator/origin of file and number of axes. Without this part it will be a very time consuming process to figure out how to read the DU section, since the DU contains the actual image.
The linked list consists of a sequence of nodes. Each node contains the hash key and the file name, as well as the links pointing to the next and previous nodes. During the lookup of a made request to the server, search algorithm in CRC-32 must effectively search through the entire database for a given FITS file. As the server finds a file name, it creates a node, generates a hash key, and links it to the link-list. Once the search is over, the linked list is sorted and transferred to the array structure.
In order for the AIS to access the FITS database efficiently, a table is created in the shared memory region which contains file names and their referenced hash keys. This table is an array, which is defined as an element and a reference index. Initially, the link list is created and sorted. This list is then transferred to the shared memory region as an array. The advantage of this is that referencing of a file can be quickly retrieved by utilizing the array index. These are used for storing hash key values and file names respectively.
A hash collision occurs when two different searches give the same resultant hash key. The example below utilizes a simple additive hash key where the position of each letter of a key term in the alphabet is summed up and concatenated to save space. MARS = (13 + 1 + 18 + 19) % 11 = (51) % 11 = 7 ARMS = (1 + 18 + 13 + 19) % 11 = (51) % 11 = 7
Here, two different searches yield the same hash key. As such, both searches would then be referenced to the same file within the database. This generates a problem in that two different searches will be administered the same file image. Thus, in order to remedy the situation, a bucket feature has been implemented onto the database. Here, when a collision occurs and a hash key yields two different files, the images are stored in special buckets within the linked list. If the linked list were thought of as a linear chain of associated files, buckets may be represented as being positioned perpendicular to the flow of the linked list. Through this, files with similar hash keys may be stored together. This allows for the sustained maintenance of the expedited search protocols via hashing algorithms. However, a problem occurs in that when a Worker thread searches through the buckets of a specific hash key. Due to its nature, individual buckets cannot be referenced by a specific hash key. In the example above, hash key "6789" refers to all three of the highlighted buckets. When searching through buckets a linear search must be performed. Linear searches occur on a one-by-one basis, which is very time consuming. Preventative measures must be taken to minimize the number of buckets utilized. The primary factor in this decision is the type of hashing algorithm used for database searches. As mentioned previously, the CRC-32 was chosen due to its low collision rate of 0.03%.
Binary search
A binary search algorithm has been implemented in order to further expedite file searches. This utilizes a series of comparative tests in order to disregard up to half of an array during searches. Initially, the array is sorted numerically. Thus, when a hash key is calculated by the CRC-32 hashing algorithm, it can be easily compared to various hash keys already located in the array. The midpoint of the array is found and compared with the hash key. If the hash key is lower than the midpoint value, then the server begins looking on the lower half of the array structure. Likewise, if the hash key is greater than the midpoint value, the server searches through the upper half of the array structure. This process continues on the remaining sections until the specific file is found. In this fashion, the server is able to dramatically cut down on search times within the database. 
Performance analysis
The investigation of AIS request-handling was performed to determine the characteristics of the turnabout time of the client-server queries. The experiments measured the duration from a client's initial image request to the image acquisition. This process incorporated server acceptance of the request, insertion of the tuple request into Tuple Space, utilization of the CRC-32 hashing algorithm, database access, wavelet-based decomposition, packetization, and transmission (Figure 8 ).
Figure 8. Route of dataflow for runtime recording
Various thread affinity combinations were selected in order to view the system performance during its resource sharing conditions. Tuple request-handling turnabout time tests were conducted on different Worker arrangements utilizing one, two, and three Worker threads. The goal was to determine the amount of times necessary for the server to process client requests.
Results and Discussion
The initial step of performance analysis was to measure the effect which additional worker threads had on the processing of file transmission. The results displayed on Figure 9 , depict the data gathered from three different investigations. In the various tests, turnabout times were recorded with Worker threads accessing FITS images on the AIS database, and then transmitting these images to the client. Due to the extra processing power, the utilization of two Worker threads is expected to outperform the utilization of only one Worker thread. In theory, the AIS is expected to process and retrieve twice as many requests as compared with a single Worker thread. However, the turnabout times results acquired from the testing disagree with this hypothesis. While the number of Worker threads utilized increased, there was only a slight boost in server performance.
The conclusion was that this was due to bottlenecks within the AIS system design. Although there is more processing power in a system design that utilizes three Worker threads, as compared with one, a system bottleneck would lessen that advantage. The bottleneck in the server was theorized to be in the hard-drive access point. The hard disk is the slowest performing device on the AIS due to its prolonged access times and is a frequent bottleneck of any other server. In the current platform of the AIS, there is no distributed hard-drive scheme. Due to that issue, Worker threads trying to retrieve an image all have to take turns accessing the hard disk. The linear database access dramatically worsens system performance, since threads have to wait for one another to relinquish hard-disk control.
To verify the hard-disk (HD) bottleneck experiments were conducted by HD emulation within the shared memory. The contents of the HD were stored into a shared memory region [10] . This way the Worker threads are enabled and the local hard-disk region is bypassed. Present constraints did not allow the use of the distributed hard-disk access, thus hard-disk emulation was a practical solution. The turnabout times were monitored as in previous experiments, between the client image request and the completion of its retrieval. However, the difference between the utilization of different combinations of one, two, and three Worker threads would be more prevalent, since the hard-disk bottleneck has become absent. Figure 10 displays the turnabout times utilizing hard-disk emulation for different amounts of Worker threads. Once again, it could be hypothesized that the utilization of extra processing power (i.e. incorporating 3 Worker threads) would generate a better performance advantage over a single processing thread. However, Figure 10 displays no significant performance improvement. A trend can be deciphered that the configuration involving 3 Worker threads requires less time to process as compared to other configurations. On the opposite side, the setup configuration involving only one Worker thread requires a longer turnabout time. However, it was still difficult to differentiate these values.
Figure 10. Hard-disk emulation runtimes comparing various workers utilized
Due to the absence of the hard-disk access, the distinction among thread combination turnabout time should be visible. Yet, results from Figure 10 were difficult to differentiate. Hence, another bottleneck was theorized to reside at the affinity level due to resource sharing.
The thread affinity locations were examined in dual-thread combinations, in order to verify the impedances of resource sharing. For example, it is believed that utilizing a combination of Worker threads with affinities 6 and 7 ( Figure 10 ) would provide improved system performance over the combination with affinities of 3 and 7. In the second example, the affinities share both L1 and L2 caches. However, having the affinities on different Xeon processors (such as an example one), the threads retain their own workspaces, thus expediting overall system performance. 
Semantic Network and Ubiquitous Video Conferencing
The research conducted on an Aerospace Information Server (AIS) allows for the development of high-performance task management schemes for a parallel processing platform. Tuple Space technology developed within this project is also being currently leveraged to the Semantic Network. This allows for load balancing among various server platforms allowing for effective management of data and metadata queries. However, due to the distributed properties of the network scheme, a simple shared memory region is inadequate to the needs of such an extensive endeavor. As such, a way must be provided for the server to host metadata, or tag information, stored within other servers. The addition of a directory service offers a solution, providing current information on all tags residing within the network. This information includes the tag server location, tag hierarchical tree structure, and the name of the files that make up the tag. Using the Extensive Markup Language (XML) schema, a directory service is implemented within each network cluster server. The design stores and maintains current information on the location of all networked metadata tags. This allows each of the servers to easily obtain information from any interconnected computer cluster.
In parallel to the Semantic Network structure, a mechanism of Ubiquitous Video Conferencing (UVC) is developed to assist users with video communication in real time from practically any place and at any setting. The concept of ubiquitous computing brings new frontiers to existing video conferencing capabilities. The word "ubiquitous" implies several major expansions that are envisioned for this software. One of the main principles is conferencing beyond desktop computers. Design of UVC is based on platform independent principles where the user, with any kind of operating system, can access the conference. Supporting gadgets will include, but not be limited to, cell phones, Personal Digital Assistants, Handheld PCs, laptops and regular desktops. The idea is to expand communication beyond the office environment by improving accessibility and eliminating time restrictions that are currently causing inconveniences for work-related projects that demand real-time teamwork among its members.
The control of UVC (e.g., join, or quit the conference) is performed through exchanges of tuples based on the Tuple Space programming paradigm. Controller thread is responsible for depositing and managing the received requests in the Tuple Space. Worker threads handle client requests by executing proper functions (e.g: opening port connection, starting data transmission, enabling/disabling video feed of a certain user).
Each action in the Semantic Network has its own tuple properties, including a priority level. If a client is logging in to the Semantic Network, there is a specific tuple for that purpose. Another example can be the search engine function executed through Tuple Space by its unique function ID. However, every tuple does follow a generic format (Figure 14) .
Figure 14. Tuple types for Semantic Network components
The Scraping Tool is another component, which allows users to incorporate new pieces of information into the Semantic Network. It functions as an event driven component of the Semantic Network Application. The events defined in the current implementation include data parsing and content highlighting. The Scraping Tool makes use of "Objectized Tagging". This term refers to a scenario where a user who scrapes the content is also generating tags and other metadata that allows these objects to be stored in an organized manner. This tool is being integrated into the UVC application. The Tree Structure is a means of displaying the Semantic Network in a neat and organized manner, through the tags generated by the user.
In a Scraping Tool, the client publishes their object(s) to the Semantic Network using Tuple Space technology. After the client-server connection is established, the Worker stores the object on the server as diagramed on Figure 15 . Figure 15 . Object is published to server A's database on a distributed server platform
Social impact
The James Webb Space Telescope will provide an enormous amount of visual information about our universe that was not previously technologically possible. In order to promote space exploration and research, these images will need to be archived and made readily available to various communities ranging from students from grades K-12 and general public to amateur/professional space scientists. As such, a fast and highly efficient server must be implemented to compensate for the taxing requests made by clients to the server.
Although the design of the Aerospace Information Server has primarily focused on research and education, the parallel server model can be generalized for other applications with similar features. Examples of this include pay-per-view movie multicasting, audio streaming and distribution, and online gaming. Thus, much like AIS, only one high-quality media file is needed. The result is a fast, highly efficient parallel server capable of handling excessive loads effectively.
Concluding remarks
The three Worker threads operate in parallel and handle client requests (i.e. searching the server's database for images corresponding to a specific image query). When idle, a Worker thread will acquire a tuple request from the Tuple Space and search the system's database for the requested FITS (Flexible Image Transport System) file. The technology allows for perfect load-balancing among functioning threads without the need for rigorous, high-overhead scheduling algorithms.
File searches are expedited utilizing the CRC-32 hashing algorithm in order to calculate hard-disk addresses rather than conducting time-consuming linear searches. After retrieval of the high-relosution
