Abstract Classification of individuals based on patterns of brain activity observed in functional MRI contrasts may be helpful for diagnosis of neurological disorders. Prior work for classification based on these patterns have primarily focused on using a single contrast, which does not take advantage of complementary information that may be available in multiple contrasts. Where multiple contrasts are used, the objective has been only to identify the joint, distinct brain activity patterns that differ between groups of subjects; not to use the information to classify individuals. Here, we use joint Independent Component Analysis (jICA) within a Support Vector Machine (SVM) classification method, and take advantage of the relative contribution of activation patterns generated from multiple fMRI contrasts to improve classification accuracy. Young (age: 19-26) and older (age: 57-73) adults (16 each) were scanned while listening to noise alone and to speech degraded with noise, half of which contained meaningful context that could be used to enhance intelligibility. Functional contrasts based on these conditions (and a silent baseline condition) were used within jICA to generate spatially independent joint activation sources and their corresponding modulation profiles. Modulation profiles were used within a non-linear SVM framework to classify individuals as young or older. Results demonstrate that a combination of activation maps across the multiple contrasts yielded an area under ROC curve of 0.86, superior to classification resulting from individual contrasts. Moreover, class separability, measured by a divergence criterion, was substantially higher when using the combination of activation maps.
Introduction
Functional Magnetic Resonance Imaging (fMRI) studies are typically analyzed to reveal regional specialization for cognitive functions or tasks, or to compare patterns of activity between two groups, such as patients and normal-control participants (Coleman et al. 2007 ). Usually, simple comparisons of conditions are performed to reveal regions that are reliably active by the task of interest, and/or regions that differ reliably between groups (Friston et al. 1999 (Friston et al. , 1995a . Several studies have taken advantage of these identified regions for group classification based on fMRI data (Arribas et al. 2010; Demirci et al. 2008; Ford et al. 2003) .
Although scant previous work deals with our specific problem of classification of individuals based on patterns of brain activity, the closely related goal, of use machine learning to decoding stimuli, mental states, and behaviours from fMRI data is rapidly gaining in popularity; particularly the set of methods called representational similarity analysis, or pattern-information analysis (see (Pereira et al. 2009 ), (Mur et al. 2009 ) for tutorial reviews). In this context, Haxby and colleagues showed that fMRI activation patterns are different when viewing a photograph of a face from viewing a house, a shoe, or a chair (Haxby et al. 2001) . Using a similar dataset, Cox and Savoy successfully classified patterns of fMRI activation evoked by the presentation of photographs of various categories of objects, by applying Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) (Cox and Savoy 2003) . Mitchell et al. successfully trained classifiers to automatically decode the subject's cognitive state at a single time instant or interval (Mitchell et al. 2004 ). De Martino et al. combined multivariate voxel selection and SVM for classification of fMRI spatial patterns (De Martino et al. 2008 ). Pereira combined dimensionality reduction and classification into a single learning objective to achieve better learning performance (Pereira 2007) . Unlike these studies that used relatively simple stimuli or images drawn from fixed categories, Kay et al. used natural receptive-field models to identify a specific image, viewed by an observer, from a large set of natural images (Kay et al. 2008) . Their group further combined structural and semantic encoding models, and prior information about the structure and semantic content of natural images, to produce accurate reconstructions of observed natural images from brain activities (Naselaris et al. 2009 ). Schrouff et al. used feature extraction methods with different classifiers to decode semi-constrained brain activity patterns, where number and duration of mental events were not externally imposed (Schrouff et al. 2012) .
In our study, the goal is to characterize activity averaged over many time intervals and to use it for classification of individuals, rather than to detect transient cognitive states. This procedure typically consists of three steps. The first step is to determine the activation maps using a data-driven method such as group-Independent Component Analysis (group-ICA) ), or a model-based approach such as general linear model (Fan et al. 2011) . The next step is to reduce the dimensionality of the data and compute representative features using Principal Component Analysis (PCA) (Demirci et al. 2008; Ford et al. 2003) , Singular Value Decomposition (SVD) (Arribas et al. 2010) , ICA (Fan et al. 2011) , GLM or Recursive Feature Addition (RFA) (Schrouff et al. 2012 ). Finally, a classification is performed on the obtained features. These approaches have only focused on the classification based on single comparison of conditions, and are not sensitive to shared information among different contrasts generated from those comparisons.
Recently, considerable attention has been focused on combining data across multiple modalities including fMRI, or, within fMRI, across different contrasts, to assess the joint information that may exist among those sources (Sui et al. 2010b) . These analyses may enhance sensitivity to group differences, and permit better understanding of complex disorders that affect many aspects of the brain (such as its structure, function, and organization (Calhoun et al. 2006a) ). The premise of multi-modality approaches is that each imaging modality provides complementary information about different tissue characteristics, and at different spatial and temporal resolutions. The premise of multi-task approaches is that each fMRI contrast may provide complementary information about how the system responds to sensory and cognitive challenges, and this information may be usefully combined.
Many techniques have been proposed to combine multimodal or multi-task fMRI information. These techniques can be categorized into two main types: data-integration and datafusion methods Daunizeau et al. 2010; Savopol and Armenakis 2002) . Data-integration techniques use one imaging modality to improve the results of another modality (for example, registration of EEG or MEG to MRI (Halchenko et al. 2005) ; and using fMRI to estimate the location of dipoles or the distribution of neural sources prior to EEG (Liu et al. 2006) ). Data fusion techniques utilize multiple modalities (Calhoun et al. 2006a) or tasks (Calhoun et al. 2006b ) to take advantage of combined information. Generally, due to weak cross-modality relationships and inter-subject variability, finding one-to-one correspondence in multi-modal images is difficult; however, performing fusion analysis across multiple subjects makes this an easier problem to solve. In this type of analysis, each modality is usually reduced to a feature that is a lower-dimensional representation of a selected brain structure or task-related activation pattern. Using variations across individual subjects, associations across the features can be explored .
Joint Independent Component Analysis (jICA) (Calhoun et al. 2006a ) is one multivariate technique for fusion analysis. It is an extension of ICA that combines information from multiple modalities or functional contrasts. The simplified noise-free ICA model seems to be sufficient for many applications (Hyvärinen and Oja 2000) , and has been successfully applied to fMRI data (Calhoun et al. 2001; McKeown et al. 1998; Sui et al. 2009a) . In this simplified model, the ICA components that contribute the least, and which may have a "speckled" spatial distribution in contrast images, are noise of unknown origin (McKeown et al. 1998) . ICA is typically used as a first-level data-driven approach to find spatially or temporally independent brain sources of activity from fMRI scans of a person's brain, while that person is performing a desired task (McKeown et al. 1998) . Spatial ICA results in a set of independent components (spatial brain activation patterns), and a set of "mixing coefficients".
ICA has also been used for making inferences at a group level (Calhoun et al. , 2001 ). Joint ICA is a group-level analysis technique that uses extracted features from individual subjects' data and tries to maximize the independence among joint components. Assuming that the features, obtained from multiple modalities or multiple contrasts, share the same modulation profile (i.e. mixing-coefficient matrix), jICA uses more information to estimate the same number of mixing coefficients; and may therefore yield improved results compared to ICA. Joint ICA and its extensions have been successfully applied to study major depression (Choi et al. 2008) , aphasia (Specht et al. 2009 ) and schizophrenia (Calhoun et al. 2006a, b; Liu et al. 2009; Sui et al. 2009a Sui et al. , b, 2010a . These studies demonstrate that jICA accurately identifies sources of common variance among features. An additional advantage of jICA is the computation of modulation profiles along with the identified sources. Such profiles substantially reduce the dimensionality of the data, and can be used for group classification. The ability of jICA to reduce the number of dimensions is particularly important in the context of fMRI data analysis, where the dimensionality of input feature space is high and the number of available subjects is usually low. Although the discrimination ability of joint components has been investigated (Sui et al. 2009b) , to the best of our knowledge, the application of modulation profiles for classification of individuals has not, to our knowledge, been tried. Recently, Fan et al. used the modulation profile, which resulted from applying ICA to resting-state fMRI data, to classify individuals with schizophrenia and healthy controls (Fan et al. 2011) . Their work did not investigate the possibility of improved classification that could be obtained by combining multiple fMRI contrasts.
In the present study, we use jICA for group classification. We first identify the modulation profile that reflects group differences by fusion analysis of multiple contrasts, and then use the resulting profile for group classification. We test this classification approach using fMRI data collected from 16 young and 16 older neurologically normal individuals who were scanned in multiple stimulus conditions in a speech perception experiment (Davis et al. 2011; MacDonald et al. 2008) . The jICA modulation profile, which reflects group differences in activation patterns observed in three different functional contrasts, is used to automatically classify individuals as young or older. One contrast compares responses to unintelligible noise bursts, amplitude modulated with the temporal envelope of spoken sentences, with silence. A second contrast compares responses to sentences without coherent meaning ("anomalous" sentences, e.g., "Her good slope was done in carrot") with the unintelligible noise bursts. A third contrast compares responses to sentences with coherent meaning ("coherent" sentences, e.g., "Her new skirt was made of denim") to anomalous sentences. The intelligibility of anomalous sentences is determined by the quality of the signal, whereas the intelligibility of coherent sentences is determined both by the quality of the signal, and by semantic knowledge. At any given signal quality, comprehension is greater for the latter than for the former (referred to hereafter as "context benefit") . Although older and younger adults do not differ in context benefit measured behaviorally , we examine whether patterns of activity in functional contrasts can be used to classify young and older people, without considering any information reflecting the distinct brain structural differences of the two groups (Chee et al. 2011; Good et al. 2001) .
Joint ICA is used with data from the three contrasts to probe the unique and joint information among different contrasts and groups. First, joint independent components based on different combinations of these features, along with the mixing coefficients, are determined and then statistical differences among mixing coefficients (reflecting the network strengths) are examined using t-tests. Third, separability of the joint-source distributions is measured in order to assess the difference between distributions from different young and older participants (Hero et al. 2001) . Finally, the modulation profile extracted from the three functional contrasts is used to classify individuals as young or older, and the accuracy of this classification is assessed. We demonstrate that by fusing the three contrasts with jICA, the discrimination of subjects as young or older is substantially improved compared to using each individual contrast alone.
Here we show the feasibility of this method by examining age-related differences in healthy subjects, where an independent measure (namely, age in years) can be used to differentiate between groups with 100 % certainty. This 'gold standard' allows us to validate the approach, which we expect to be applicable to real-world diagnostic problems without such a clear standard to differentiate groups.
Materials

Listening study
Subjects were asked to listen to sentences in the scanner and try to understand them as well as they could. Sentences with and without coherent sentence-level meaning ("coherent" and "anomalous" sentences, respectively) were taken from those used by Davis et al. (Davis et al. 2011 ) and were mixed with noise that had the same long term spectrum of the speech and the amplitude envelope of the signal to be masked (SignalCorrelated Noise: SCN; (Schroeder 1968) at six different signal to noise ratios (SNRs): −5 dB, −3.5 dB, −2.5 dB, −1 dB, 0 dB, 2.5 dB. Clear speech was also tested, making seven sentence conditions. Coherent and anomalous sentences were divided into seven sets, which were pseudorandomly assigned to conditions such that each sentence set was tested in each of the seven SNR conditions (including clear speech) an equal number of times, across participants. Over the scanning session, each participant heard 14 trials of each sentence type at each SNR, half of which were followed by 'repeat' trials requiring the participant to repeat as much of the sentence as possible. Fourteen trials of SCN on its own and 16 trials of silence were also scanned, making 324 trials in all, distributed across four blocks of trials, each 81 trials long. The repeat trials were randomly ordered and counterbalanced across participants. Intelligibility, defined here as the proportion of words correctly reported, was obtained for each signal quality level and for each sentence type, for each participant.
Participants
Sixteen young (mean age: 21.1, range: 19-26, 11 female) and 16 older (mean age: 64.2, range: 57-73, 11 female) adults were scanned. All subjects were native speakers of English, without any history of neurological illness, head injury, or hearing impairment. This study was cleared by the Queen's University Health Sciences Research Ethics Board, and written informed consent was obtained from all participants.
Data acquisition
The fMRI data were acquired using a 3.0 Tesla Siemens Trio MRI system with a 12-channel head coil in the MRI facility at Queen's University, Kingston, Canada. Each acquisition consisted of 32 contiguous slices with 4 mm thickness, field of view 211×211 mm, in plane resolution of 3.3×3.3 mm, resulting in a grid of 64×64×32 voxels, each 3.3×3.3×4 mm in volume. The repetition time (TR) was 9 s and the acquisition time was 2 s. This sparse GE-EPI imaging technique allowed for stimuli to be presented in the silent gaps between scans. Total functional imaging time was 48 min. Auditory stimuli and the visual 'repeat' instructions were presented to the participants using E-Prime v.1.2 and a NEC LT265 DLP projector. Participants viewed the screen via a mirror system mounted on the head coil (MacDonald 2008).
Data preprocessing
Before preprocessing, the Siemens motion correction algorithm 1 was applied to the DICOM MR images, and then the DICOM images were converted to NIFTI format. The fMRI data were preprocessed using Statistical Parametric Mapping software (SPM8, Wellcome Department of Cognitive Neurology, London, UK). Preprocessing steps included realignment, coregistration and the segmentation-based spatial normalization of SPM8. The data were spatially smoothed using an 8-mm Gaussian kernel. The first scan of each session was discarded, and the rest were coded according to the auditory condition of the preceding stimulus and entered into a single-subject general linear model. The hemodynamic response function was selected as the basis function. Three functional contrasts were calculated: SCN versus silence, identifying brain regions that process the acoustic properties of sound; anomalous sentences versus SCN to highlight speech-responsive areas; coherent versus anomalous sentences to reveal regions sensitive to coherent sentencelevel semantic content.
Methods
As mentioned in Section Listening study, the behavioral performance for each subject was measured as the words correctly reported at different SNRs. Pilot work revealed that in general at a given SNR older people reported fewer words than younger people. Accordingly we altered SNRs for the two groups to match behavioral performance. The average report score for anomalous sentences, which do not provide a contextual benefit, gives a good indication of low-level speech processing. A range of SNRs for each group was chosen in order to equate the behavioral performance while hearing the anomalous sentences. The ranges were −5 dB, −3.5 dB, −2.5 dB, −1 dB, and 0 dB for younger people and −3.5 dB, −2.5 dB, −1 dB, 0 dB, and +2.5 dB for older adults. . The jth row, s j , of S is the jth joint independent component, and M is the number of independent components. N is the number of participants and x i is a vector formed by concatenating the three contrasts described in Section Data preprocessing.
The jICA method, shown schematically in Fig. 1 , involves finding U=WX, where W=A −1 is called the unmixing matrix and U is the estimate of the joint source matrix S. In this figure A y , A o indicate the submatrices associated with the young and old subjects. A MATLAB implementation of jICA is provided by the FIT 2.0b software (Calhoun et al. 2006a) , available online at http://mialab.mrn.org/software/. Joint independent components were found using the Infomax algorithm (Bell and Sejnowski 1995) , which is based on minimization of mutual information of components. In this algorithm, the output entropy of a neural network is adaptively maximized with as many outputs as the number of Independent Components (ICs) to be estimated.
The best way to estimate the most appropriate number of independent components is not clear. This number can affect the results of ICA, particularly if it is too small (Ma et al. 2007) . To estimate the number of ICs, we first attempted to use the Minimum Description Length (MDL) criterion (Li et al. 2007) , which is an information theoretic technique for model order selection. However, because of the heterogeneity of activation localization and size in both groups, this criterion did not converge. So the precedent set by (Specht et al. 2009 ) was followed and eight was chosen as the number of ICs. To justify this choice, the analysis was also repeated for 12 and 16 components, and the differences were negligible, as shown in the results section.
The jICA procedure generated a set of joint independent components and associated mixing coefficients. These lowdimensional coefficients model the modulation of each subject's functional contrast by a joint source, and thus can be used as a criterion for capturing group differences. To investigate whether the groups were separable by different weightings of the joint sources, unpaired two-sample t-tests with unequal variance (heteroscedastic) on the mixing coefficients were performed. The z-scaled results indicated the joint components of interest.
Selection of optimal joint sources
If two groups differ, than the distributions of their joint components should be separable Sui et al. 2009a, b) . Separability can be quantified by computing a divergence between joint histograms. Group joint-sources are defined by U y =A y -1 X y =W y X y , where A y , W y and X y indicate the submatrices associated with the young subjects (similar for the older group). For each subject, the appropriate group joint source (e.g. U o for an older subject) was divided into three maps, which correspond to the three contrasts used in the jICA analysis. The map elements (each one representing a specific voxel) were sorted and thresholded, leaving a set of voxels statistically relevant to the joint source. Each voxel that survived thresholding in all three maps was included in a threedimensional joint histogram in a bin defined by the three contrast values (from the input observation matrix X) at that voxel's location.
The group-averaged joint histograms were then calculated by taking the mean of the joint histograms of each subject in the group. The difference between the two groups was then assessed using the Renyi divergence formula (Hero et al. 2001 ) with α=0.5:
where P and Q are probability distributions, reflected in the group-averaged joint histograms.
The divergence is also computed for different combinations of contrasts. The higher the values of the Renyi divergence criterion, the better the discrimination between groups. Therefore, best combination of contrasts is that which yields the highest divergence value.
Automatic classification of young and older subjects
In order to overcome the classification problems caused by high dimensionality of fMRI data and the small set of available subjects (16 in each group), columns of the mixing coefficients matrix, which reflect the weighting of each joint source in a subject's contrast, were used as input features to a classification algorithm. A non-linear Support Vector Machine (SVM) was used to classify the subjects. SVM does not assume that data points conform to a specific model, but rather seeks to find the ). The data were split into a training set and a test set. In the training phase, fusion analysis was repeated on only those subjects in the training set. This produced a new mixing coefficient matrix A (train) and joint source matrix S (train) that modeled the generation of the training observations X (train) . The columns of the mixing matrix A (train) were used as input features to train the classifier, which divided the training subjects into two classes of young and older adults.
The input features for the test set, columns of A (test) , were then found by least-squares solution of X (test) =A (test) S (train) . The positions of these vectors in k-dimensional feature space, relative to the hyperplane found in running the classifier on the training set, determined the classification of each test subject. The number of columns of A, or mixing coefficients, used in the classification was k. A MATLAB implementation of the classifier provided by the Statistical Pattern Recognition Toolbox (STPRtool), available at http://cmp.felk.cvut.cz/cmp/ cmp_software.html was used for this step.
Performance of the classification procedure was measured by repeatedly splitting the data into training and test sets and and True Negative (TN) values were calculated and the ratio between TP and TN values to the total number of outcomes was taken as the performance metric. Selecting the significant features (mixing coefficients) is an important factor in classification results. The mixing coefficients were sorted by the pvalues resulting from a two-sample t-test checking for differences between groups, and the k coefficients with the most significant difference were chosen for use in classification. Unlike some statistical classification methods, SVM does not provide posterior class probabilities (P i ). Without posterior probabilities, it is not possible to assess the performance of the classifier at other threshold values, and to measure the sensitivity and specificity of the classifier. Following the Platt (Platt 1999 ) approach, we trained an SVM and later the parameters of an additional sigmoid function to map the values of SVM outputs to posterior probabilities. Using the posterior probabilities, the Receiver Operating Characteristic (ROC) curves were plotted and their Area Under the Curves (AUC) calculated. The AUC metric is Under this definition, ρ=1 for perfect detection and ρ=0 for failure in detection.
The joint ICA classification result was compared to ICA for each of the three contrasts separately, to examine whether the fusion analysis has advantages over analysis of the results of each contrast separately. As in the fusion analysis, the mixing coefficients were employed as input features for classification of young and older adults. 
Results
Although older adults need higher SNRs to achieve the same performance scores as young adults (i.e. they do not perform as well in noise), behaviorally there is no difference in the amount of benefit they get from contextual information compared to anomalous information.
The goal of our fusion analysis is to examine whether jICA components can be used to accurately distinguish young and older adults on the basis of fMRI data from a speech perception experiment, despite the similarity in contextual benefit between the groups. The success of this analysis is evaluated by examining the statistical difference among the mixing coefficients of joint sources, by applying the Renyi divergence criterion, and by an automatic classification method. These tests are described in the following three subsections.
Statistical difference among joint sources
Unpaired two-sample t-tests (assuming unequal variance) were performed on the mixing coefficients, and two components were found to differ significantly (p-value=0.00071 and p-value=0.0301, number of subjects=16 in each group) between the two groups. Figure 2a , b and c show the statistical Z-maps generated for the joint source (shown as rows of Map 1, Map 2, and Map 3 in Fig. 2 ) with the largest group difference. Figure 2d shows that the mixing coefficients for this joint source have higher values in older subjects compared to younger subjects. Table 1 shows the corresponding stereotaxic coordinates in MNI space for this source.
Selection of optimal joint sources
The sorted maximum Renyi divergence values for different combinations of contrasts are shown in Fig. 3 . Higher values indicate better discrimination between the groups. It is clear that combining all three contrast images yields the best results. It can also be seen that the contrast comparing responses to anomalous sentences and to unintelligible noise is the most effective single contrast in separating the groups. Classification Figure 4 shows the average classification accuracy for different numbers of features. Results show that the young and older subjects can be classified based on their patterns of activity across the three contrasts of interest. Considering the fact that the number of subjects is low and the dimensionality of the input fMRI dataset to the fusion framework is quite high, the results are very promising. By selecting only the first three features, an average classification accuracy of around 75 % is obtained. Figure 5 shows the ROC curves and detection reliability for four different numbers of features. Since each additional feature is (by definition) less important than the previous one, the addition of features beyond three leads to asymptotically improving discriminability.
Using the first three features, the joint ICA classification result is compared to ICA for each of the three contrasts separately in Fig. 6 , which shows the ROC curves, the detection reliability and the area under ROC curve obtained. Classification of individuals based on ICAs of the contrast comparing anomalous sentences and noise, and the contrast comparing SCN and silence, yield significantly (p-value< 0.05) better-than-chance classifications, but substantially lower than the result obtained by the jICA classification. Figure 7 shows the ROC curves and the corresponding detection reliability when the analysis is run with different numbers of ICs. It is easily seen that adding more ICs has little effect on the performance. Comparing the classification errors, there is really no major difference between different numbers of ICs. 
Discussion
In this paper we used GLM to generate activation maps for multiple fMRI conditions related to speech perception and comprehension, and jICA to decompose the activation maps into independent maps that share modulation profiles. This is similar to assuming a fixed hemodynamic response for each subject and modeling the amplitude differences in modulation profiles (Calhoun et al. 2006b ). The modulation profiles were used within a non-linear SVM framework to classify individuals. Our major findings are: (1) brain functional patterns of activation permit classification of individuals as younger or older; (2) combining these patterns improves the separability of joint sources and the accuracy of classification of individuals.
The joint source that differed the most between the two groups appeared to reflect activation differences at multiple levels of processing, including in left inferior frontal cortex for the contrast between coherent and anomalous sentences, in both temporal lobes for the contrast between anomalous sentences and SCN, and in primary auditory cortex bilaterally for the contrast of SCN vs. silence. This reflects the wellknown hierarchy of speech processing in which low-level acoustic features are analyzed in auditory cortex, superior and middle temporal gyri are sensitive to processing of auditorily presented sentences, and left inferior frontal gyrus activity reflects higher-level linguistic (possibly semantic) processing (Davis and Johnsrude 2003; Davis et al. 2011; Okada et al. 2010; Peelle et al. 2010; Rodd et al. 2005) .
The relation between the three maps of the joint sources (see Fig. 1 ) were investigated by looking back to the SPM contrast images and examining regions that contributed significantly in the joint source, i.e. computing the joint histogram. The divergence criterion derived from the joint histograms was used to measure the separability of the two groups based on the joint sources. This criterion confirmed that the fusion of contrasts improved separability, compared to the consideration of each contrast separately.
Results demonstrate that individuals can be classified relatively accurately into young and older age groups by combining functional contrasts sensitive to the processing of noise vs. silence, anomalous sentences vs. noise, and coherent vs. anomalous sentences. Note that although the brain imaging data permit this classification, behavioral data did not: the ability to report words from the anomalous and coherent sentences was matched between young and older listeners for the contrasts examined. Figure 4 shows that using only three coefficients of the mixing matrix, a classification accuracy of around 75 % can be obtained, albeit with a high standard deviation. The high standard deviation on the classification performance might be due to the small number of datasets, or because our method of controlling for hearing ability based on the behavioural performance did not work as well as we had hoped.
Although using all three contrasts resulted in the best detection reliability, i.e. highest area under the ROC curve, the contrast of anomalous sentences vs. unintelligible noise had the most impact on separability of the groups, with a detection reliability of around 60 % (AUC of 80 %) by itself. This may be because, in order to match intelligibility, older adults heard sentence materials at more advantageous SNRs, and the acoustic differences between these more positive SNRs and those experienced by the younger listeners may be reflected in different patterns of activity in auditory regions in the two groups. The analysis did not appear sensitive to the number of independent components (8, 12, or 16) included. Also, the number of features, as long as it was three or more, had relatively little impact on classification accuracy.
This was simply a validation study to demonstrate that information across multiple functional contrasts can be usefully combined for classification. Although here we differentiate young and older people, using age as an observable 'gold standard' way to discriminate groups, we anticipate that this method will be useful to aid in classification of individuals to clinical groups using objective, quantitative, criteria. Future work will apply this method in order to classify individuals with mood or other mental disorders.
In summary, using the joint ICA method together with an SVM classification algorithm, we have demonstrated that cognitive patterns can be used to classify individuals in the absence of behavioral differences. Feasibility of the proposed framework is shown by demonstrating that functional activity maps can be used to classify subjects accurately. The best combination of contrasts and optimal components are identified. We showed that by combining three different functional contrasts, revealing three different patterns of brain activity, the overall performance of the classification improves. This paper is a proof of concept that we hope to extend to diagnosis of brain disorders in future studies.
