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Kolmogorov and linear widths of the weighted Besov
classes with singularity at the origin
A.A. Vasil’eva
∗
Abstract
In this paper we obtain asymptotic estimates of Kolmogorov and linear widths
of the weighted Besov classes with singularity at the origin. In addition, estimates
of Kolmogorov and linear widths of finite-dimensional balls in a mixed norm are
obtained.
1 Introduction
The aim of this paper is to obtain asymptotic behavior of the Kolmogorov and linear
widths of embeddings of the weighted Besov spaces with weight functions having a
strong singularity at the origin.
Denote N, Z, Z+, R, R+ the sets of natural, integer, nonnegative integer, real and
nonnegative real numbers, respectively.
For 1 < p <∞ put p′ = p
p−1 .
Definition 1. Let w : Rd → (0, +∞) be a locally integrable function, and 1 < p <∞.
Then w belongs to the Muckenhoupt class Ap, if there exists a constant A > 0 such
that for all balls B ⊂ Rd the following inequality holds: 1
|B|
∫
B
w(x) dx
1/p 1
|B|
∫
B
w−p
′/p(x) dx
1/p′ 6 A. (1)
Denote A∞ = ∪p>1Ap.
Let w : Rd → (0, +∞), 0 < p < +∞, and let f : Rd → R be a measurable function.
Denote
‖f‖Lp(w) =
∫
Rd
|f(x)|pw(x) dx
1/p ,
‖f‖L∞(w) = ‖f‖L∞.
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We denote by S(Rd) and S ′(Rd) the Schwartz space and its dual, respectively. For
f ∈ S ′(Rd) denote F(f) the Fourier transform of f .
Let ϕ ∈ S(Rd) be such that
suppϕ ⊂ {y ∈ Rd : |y| < 2}, ϕ(x) = 1 for |x| 6 1,
ϕ0 = ϕ, ϕj(x) = ϕ(2
−jx)− ϕ(2−j+1x), j ∈ N.
Definition 2. Let 0 < p 6 ∞, 0 < q 6 ∞, w ∈ A∞. The weighted Besov space
Bsp,q(R
d, w) is the set of all distributions f ∈ S ′(Rd) such that
‖f‖Bsp,q(Rd, w) :=
(
∞∑
j=0
2jsq‖F−1(ϕjFf)‖
q
Lp(w)
)1/q
is finite. In the case q =∞ the usual modification is required.
The space Bsp,q(R
d, w) is quasi-Banach, and if p > 1 and q > 1, then it is a Banach
space.
Properties of the Besov spaces with the weight w ≡ 1 can be found in monographs
of Triebel [1–5]. In [6, 7] the Besov spaces with admissible weights were considered.
Examples of such weights are w(x) = (1+‖x‖22)
α/2, where ‖·‖2 is the standard Euclidean
norm on Rd. The case w ∈ A∞ first was studied by Bui [9], more general weights
were considered by Bownik, Frazier and Roudenko [8,10]. In recent papers of Haroske,
Skrypczak, Piotrowska and Schneider [11–13] different characteristics of the Besov
spaces with Muckenhoupt weights were studied (for example, atomic decompositions,
wavelet characterizations, and growth envelopes).
Let X be a normed space, n ∈ Z+, let Ln(X) be a set of subspaces in X of
dimension at most n. Denote L(X, Y ) the space of linear continuous operators from
X into a normed space Y , by rkA we denote the dimension of image of an operator
A : X → Y , and by ‖A‖X→Y its norm. By the Kolmogorov n-width of a set M ⊂ X in
the space X we mean the quantity
dn(M, X) = inf
L∈Ln(X)
sup
x∈M
inf
y∈L
‖x− y‖X,
and by linear n-width we mean the quantity
λn(M, X) = inf
A∈L(X,X), rkA6n
sup
x∈M
‖x− Ax‖X .
The approximation numbers of an operator A ∈ L(X, Y ) are defined by
An(A : X → Y ) = inf{‖A− An‖X→Y : rkAn 6 n}.
If M ⊂ X is the unit ball, then we denote dn(A(M), Y ) =: dn(A : X → Y ) and
λn(A(M), Y ) =: λn(A : X → Y ). If Id is a compact operator of embedding of X into
Y , then it follows from Heinrich’s results in [14] (see Theorem 3.1) that
An(Id : X → Y ) = λn(Id : X → Y ). (2)
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Let 1 6 p 6∞. Denote lnp the linear space R
n with the norm
‖(x1, . . . , xn)‖p ≡ ‖(x1, . . . , xn)‖lnp =
{
(|x1|p + · · ·+ |xn|p)1/p, if p <∞,
max{|x1|, . . . , |xn|}, if p =∞,
by Bnp denote the unit ball in l
n
p .
In the sixties and seventies of the 20th century, problems on the values of the widths
were studied for function classes in Lq (see [15–28], and also [29–31]) and for the finite-
dimensional balls Bnp in l
n
q . For p > q, Pietsch [32] and Stesin [33] found exact values
of dn(B
ν
p , l
ν
q ) and λn(B
ν
p , l
ν
q ). In the case of p < q, Kashin [19], Gluskin [34, 35], and
Garnaev and Gluskin [36] determined order values of the widths of finite-dimensional
balls up to quantities depending on p and q only.
Order estimates for the widths of nonweighted Sobolev classes were obtained by
Tikhomirov, Ismagilov, Makovoz, Kashin, Temlyakov, Galeev and Kulanin [15, 16, 18,
19, 21–26,28].
Estimates for Kolmogorov and linear widths of weighted Sobolev classes on smooth
bounded domains with weights of the form w(x) =
[
dist(x, ∂Ω)
]α
were obtained by
Triebel [1] (here dist(x, ∂Ω) is a distance from x to ∂Ω). Estimates for linear widths of
weighted Sobolev classes on Rd with weights of the form wα(x) = (1 + ‖x‖22)
α/2 were
established by Mynbaev and Otelbaev in [37].
Denote by | · | an arbitrary norm on Rd.
Problems on estimates of the entropy and approximation numbers of embeddings of
weighted Besov spaces were studied in papers of Triebel, Haroske, Skrzypczak, Ku¨hn,
Leopold, Sickel, Caetano [13,38–49]; Kolmogorov and Gelfand widths were considered
by Ga¸siorowska, Skrzypczak, Shun Zhang, Gensun Fang, Fanglun Huang [50–52], and
Weyl numbers were studied in [50]. In addition, asymptotic behavior of Kolmogorov,
Gelfand and linear widths of non-weighted Besov spaces on a bounded domain were
found in the paper of Vybiral [53]. In [39, 40, 44, 49, 51, 52] weights of form wα(x) =
(1 + ‖x‖22)
α/2 were considered. In [13] asymptotic estimates of the approximation and
entropy numbers of embedding operator Id : Bs1p1, q1(R
d, w)→ Bs2p2, q2(R
d) were obtained
for
w(x) =
{
|x|α, |x| 6 1,
|x|β, |x| > 1.
In [47] there was found a sufficient condition on a weight w (in terms of Muckenhoupt
condition), under which the approximation numbers of embedding operator Id : Bs1p1, q1(Q, w)→
Bs2p2, q2(Q) have the same asymptotic behavior as in the non-weighted case. Here Q ⊂ R
d
is a cube,
Bsp,q(Q, w) = {f |Q : f ∈ B
s
p,q(R
d, w)}.
In [48] for the weight function
w(x) =
{
|x|α1(1− log |x|)β1, |x| 6 1,
|x|α2(1 + log |x|)β2, |x| > 1
asymptotic behavior of the entropy numbers of the operator Id : Bs1p1, q1(R
d, w) →
Bs2p2, q2(R
d) were obtained under some conditions on parameters. Here the parameters
3
α1 and β1 did not affect the asymptotic. In [46, 50] weights of logarithmic type were
considered. Examples of such weights are continuous positive functions such that
c1(log |x|)
α 6 w(x) 6 c2(log |x|)
α for sufficiently large |x| (0 < c1 6 c2 <∞).
Similar problems for radial Besov spaces were studied in [54, 55].
Let us formulate the main result of this paper. We first give necessary notations
and formulate the main theorem, and then compare this result with those previously
known.
We denote log2 x =
log x
log 2
.
Let X, Y be sets, and f1, f2 : X × Y → R+. We denote f1(x, y) .
y
f2(x, y)
(f2(x, y) &
y
f1(x, y)), or f1(x, y)
x
. f2(x, y) (f2(x, y)
x
& f1(x, y)), if there exists a
positive function c : Y → R such that f1(x, y) 6 c(y)f2(x, y) for any x ∈ X. Denote
f1(x, y) ≍
y
f2(x, y) (or f1(x, y)
x
≍ f2(x, y)), if f1(x, y) .
y
f2(x, y) .
y
f1(x, y).
For s1, s2 ∈ R, 1 < p1, q1 6 +∞, 1 6 p2, q2 < +∞ we put δ := s1 − s2 +
d
p2
− d
p1
.
We shall consider the case 1 < p1 6 p2 <∞, 1 < q1 6 q2 <∞.
Following [56], define functions g and v.
Let δ > 0, βg, βv ∈ R, βg + βv = δ, βg > −
d
p1
, βv <
d
p2
, γg > −
d
p1
, γv <
d
p2
,
γg+γv > δ, αg+αv > 0, ρg, ρv : [1, +∞)→ (0, +∞) be absolute continuous functions
such that
lim
y→+∞
yρ′g(y)
ρg(y)
= 0, lim
y→+∞
yρ′v(y)
ρv(y)
= 0, (3)
g(x) =
{
|x|−βg | log2 |x||
−αgρg(| log2 |x||), if |x| 6
1
2
,
|x|−γg , if |x| > 1
2
,
v(x) =
{
|x|−βv | log2 |x||
−αvρv(| log2 |x||), if |x| 6
1
2
,
|x|−γv , if |x| > 1
2
.
Let w1(x) = g
−p1(x), w2(x) = v
p2(x). Then w1, w2 ∈ A∞. Indeed, there exist c > 0,
c > 0 such that for any 0 < r 6 t 6 2r we have c 6 wi(r)
wi(t)
6 c, i = 1, 2. Hence, it is
sufficient to consider balls B centered at the origin. If 0 < r < 1
2
is the radius of the
ball B, then∫
B
w1(x) dx =
∫
B
|x|p1βg | log2 |x||
p1αgρ−p1g (| log2 |x||) dx
r
≍ rβgp1+d| log2 r|
αgp1ρg(| log2 r|)
−p1,
(4)
∫
B
w2(x) dx =
∫
B
|x|−p2βv | log2 |x||
−p2αvρp2v (| log2 |x||) dx
r
≍ r−βvp2+d| log2 r|
−αvp2ρv(| log2 r|)
p2,
(5)
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and for sufficiently large θ > 1 we get∫
B
w
−θ′/θ
1 (x) dx
r
. r−
βgp1θ
′
θ
+d| log2 r|
−
αgp1θ
′
θ ρg(| log2 r|)
p1θ
′
θ ,
∫
B
w
−θ′/θ
2 (x) dx
r
. r
βvp2θ
′
θ
+d| log2 r|
αvp2θ
′
θ ρv(| log2 r|)
−
p2θ
′
θ .
Therefore,  1
|B|
∫
B
wi(x) dx
1/θ 1
|B|
∫
B
w
−θ′/θ
i (x) dx
1/θ′ r. 1.
Similar estimates can be obtained for r > 1
2
. Hence, wi ∈ Aθ, i = 1, 2.
Denote α = αg + αv, ρ(y) = ρg(y)ρv(y). Then α > 0,
lim
y→+∞
yρ′(y)
ρ(y)
= 0. (6)
For 1 6 p1 6 p2 6∞ such that p2 > 2 we denote p = (p1, p2),
λ(p) = min
{
1
p1
− 1
p2
1
2
− 1
p2
, 1
}
(7)
(if p2 = 2, we put λ(p) = 1). Let us remark that if p2 > 2, then
λ(p) < 1 ⇔ p1 > 2. (8)
Denote
J∗ = J∗(p1, q1, p2, q2) =

{1, 2, 3, 4}, if p2 > 2, q2 > 2,
{1, 2, 3}, if p2 > 2, q2 = 2,
{2, 3, 4}, if p2 = 2, q2 > 2,
J∗∗ = J∗∗(p1, q1, p2, q2) =

{1, 2, 3, 4}, if min{p2, p′1} > 2, min{q2, q
′
1} > 2,
{1, 2, 3}, if min{p2, p
′
1} > 2, min{q2, q
′
1} = 2,
{2, 3, 4}, if min{p2, p′1} = 2, min{q2, q
′
1} > 2.
Theorem 1. 1. Let 1 < p1 6 p2 <∞, 1 < q1 6 q2 <∞, p2 > 2, q2 > 2,
θ1 =
δ
d
+
λ(p)
2
−
λ(p)
p2
, θ2 =
p2δ
2d
,
θ3 = α +
λ(q)
2
−
λ(q)
q2
, θ4 =
q2α
2
,
σ1 = σ2 = 0, σ3 = 1, σ4 =
q2
2
. Suppose that there exists j∗ ∈ J∗ such that
θj∗ < minj∈J∗\{j∗} θj. Then
dn(Id : B
s1
p1,q1(R
d, w1)→ B
s2
p2,q2(R
d, w2))
n
≍ n−θj∗ρ(nσj∗ ).
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2. Let 1 < p1 6 2 6 p2 <∞, 1 < q1 6 2 6 q2 <∞,
θ˜1 =
δ
d
+min
{
1
2
−
1
p2
,
1
p1
−
1
2
}
, θ˜2 =
min{p2, p
′
1}δ
2d
,
θ˜3 = α +min
{
1
2
−
1
q2
,
1
q1
−
1
2
}
, θ˜4 =
min{q2, q′1}α
2
,
σ˜1 = σ˜2 = 0, σ˜3 = 1, σ˜4 =
min{q2, q′1}
2
. Suppose that there exists j∗ ∈ J∗∗ such that
θ˜j∗ < minj∈J∗∗\{j∗} θ˜j. Then
An(Id : B
s1
p1,q1
(Rd, w1)→ B
s2
p2,q2
(Rd, w2)) =
= λn(Id : B
s1
p1,q1(R
d, w1)→ B
s2
p2,q2(R
d, w2))
n
≍ n−θ˜j∗ρ(nσ˜j∗ ).
3. Let 1 < p1 6 p2 <∞, 1 < q1 6 q2 <∞. If p2 6 2, q2 6 2 and α 6=
δ
d
, then
dn(Id : B
s1
p1,q1
(Rd, w1)→ B
s2
p2,q2
(Rd, w2))
n
≍ λn(Id : B
s1
p1,q1
(Rd, w1)→ B
s2
p2,q2
(Rd, w2)) =
= An(Id : B
s1
p1,q1
(Rd, w1)→ B
s2
p2,q2
(Rd, w2))
n
≍ max{n−
δ
d , n−αρ(n)}.
If p1 > 2, q1 > 2 and α 6=
δ
d
, then
λn(Id : B
s1
p1,q1(R
d, w1)→ B
s2
p2,q2(R
d, w2)) =
= An(Id : B
s1
p1,q1
(Rd, w1)→ B
s2
p2,q2
(Rd, w2))
n
≍ max{n−
δ
d , n−αρ(n)}.
Under the hypotheses of this theorem, dn
n
≍ λn for
1
p1
+ 1
p2
> 1 and 1
q1
+ 1
q2
> 1. In
other cases, the orders of Kolmogorov and linear widths are different in general.
Let us compare Theorem 1 with the available results. Given w2(x) ≡ 1, we have
βg = δ, αg = α and ρg = ρ. If α > 0 is sufficiently large and θ˜1 6= θ˜2, then
λn
(
Id : Bs1p1,q1(R
d, w1)→ B
s2
p2,q2(R
d, w2)
) n
≍ n−min{θ˜1, θ˜2}. (9)
In [13] the function w1 = g
−p1(x) with βg < δ, αg = 0, ρg(x) ≡ 1 was considered.
Let γg > δ. In this case, B
s1
p1,q1
(Rd, w1) ⊂ Bs1p1,q1(R
d, w1), and the result of [13] on
approximation numbers follows from (9). It is also worth noting that if α is sufficiently
small, then the asymptotics depends on the parameters q1 and q2. In the previous results
(see, e.g., [13, 47, 48, 51]), the orders of widths and entropy numbers were independent
of q’s (except for some limiting cases, in which q was contained in the exponent of
a logarithmic factor).
The similar result for widths of weighted Sobolev classes on a segment was obtained
in [56].
The proof of Theorem 1 depends on estimates for the Kolmogorov and linear
widths of finite-dimensional balls in the mixed norm, as obtained in Theorems 2 and 3.
Some other relations between parameters follow from the estimates for the Kolmogorov
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widths of such sets, as obtained by Izaak and Galeev in [57–59], where the cases p1 = 1,
q1 =∞, p2 = 2 or 1 < p2 6 min{q2, 2}, 1 6 q2 6∞ were examined.
In the present paper, we obtain order estimates for the Kolmogorov widths with
p2 > max{p1, 2}, q2 > max{q1, 2}, and derive upper estimates for the linear widths
with 1 < p1 6 2 6 p2 < ∞ and 1 < q1 6 2 6 q2 < ∞. Our approach is an extension
of the argument used by Gluskin [34, 35]. The most nontrivial steps (general results
on the Gelfand and linear widths and the construction of a polyhedron) were already
made in [35]. To obtain the upper estimates for the Kolmogorov widths, it remains
to apply the Ho¨lder inequalities several times. The proof of the lower estimates is an
extension of the arguments of [34]. The upper estimates of the linear widths depend
on properties of the Gluskin polyhedrons and uses a construction of polyhedrons of
a more general form.
2 Preliminary results
Let us formulate the result which was proved by Kashin [19] and Gluskin [35].
Theorem A. Let 1 < p 6 q <∞. Then
dn(B
ν
p , l
ν
q ) ≍
q,p
Φ(n, ν, p, q), (10)
λn(B
ν
p , l
ν
q ) ≍
q,p
Ψ(n, ν, p, q), (11)
where
Φ(n, ν, p, q) =

min
{
1,
(
ν1/qn−1/2
)( 1p− 1q )/( 12− 1q )} , 2 6 p 6 q <∞,
max
{
ν
1
q
− 1
p , min
(
1, ν
1
qn−
1
2
) (
1− n
ν
)1/2}
, 1 < p < 2 6 q <∞,
max
{
ν
1
q
− 1
p ,
(
1− n
ν
)( 1q− 1p)/(1− 2p)} , 1 < p 6 q 6 2,
Ψ(n, ν, p, q) =
{
Φ(n, ν, p, q), 1
p
+ 1
q
> 1,
Φ(n, ν, q′, p′), 1
p
+ 1
q
6 1.
It was proved in the paper of D.D. Haroske and L. Skrzypczak [13] that the space
Bsp,q(R
d, w) is isomorphic to a certain space of sequences. Let us give the precise
formulation of their result.
Let ν ∈ Z+, m ∈ Zd. Denote Qν,m the d-dimensional cube with sides parallel to
coordinate axes, centered at 2−νm and with side length 2−ν ,
χ(p)ν,m(x) =
{
2
νd
p , x ∈ Qν,m,
0, x /∈ Qν,m.
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Let σ ∈ R, w ∈ A∞, λν,m ∈ C, ν ∈ Z+, m ∈ Zd. Denote
w(Qν,m) =
∫
Qν,m
w(x) dx,
‖(λν,m)ν∈Z+,m∈Zd‖bσp,q(w) =
 ∞∑
ν=0
2νσq
∥∥∥∥∥∑
m∈Zd
λν,mχ
(p)
ν,m
∥∥∥∥∥
q
Lp(w)
1/q =
=
 ∞∑
ν=0
2νq(σ+
d
p)
(∑
m∈Zd
|λν,m|
pw(Qν,m)
)q/p1/q ,
bσp,q(w) =
{
(λν,m)ν∈Z+,m∈Zd : λν,m ∈ C, ‖(λν,m)ν∈Z+,m∈Zd‖bσp,q(w) <∞
}
.
The space bσp,q(w) is quasi-Banach (and Banach, if p > 1, q > 1).
Let pi, qi > 0, si, σi ∈ R, wi ∈ A∞, i = 1, 2, Bs1p1,q1(R
d, w1) ⊂ Bs2p2, q2(R
d, w2),
bσ1p1,q1(w1) ⊂ b
σ2
p2, q2(w2). We shall denote by Id : B
s1
p1,q1(R
d, w1) → Bs2p2, q2(R
d, w2) and
id : bσ1p1,q1(w1)→ b
σ2
p2, q2
(w2) the natural embedding operators.
Denote σ(s, p) = s+ d
2
− d
p
.
Theorem B. For any weight function w ∈ A∞ and any s ∈ R, p, q ∈ (0, +∞) there
exists an isomorphism Ts,p,q,w : B
s
p,q(R
d, w) → bσ(s, p)p,q (w). Moreover, for any w1, w2 ∈
A∞, si ∈ R, pi, qi ∈ (0, +∞), i = 1, 2, such that the operator Id : Bs1p1,q1(R
d, w1) →
Bs2p2,q2(R
d, w2) or id : b
σ(s1, p1)
p1,q1 (w1)→ b
σ(s2, p2)
p2,q2 (w2) is continuous, the following diagram
Bs1p1,q1(R
d, w1)
Ts1,p1,q1,w1−−−−−−−→ bσ(s1, p1)p1,q1 (w1)
Id
y idy
Bs2p2,q2(R
d, w2)
Ts2,p2,q2,w2−−−−−−−→ bσ(s2, p2)p2,q2 (w2)
is commutative.
Also in the paper [13] a criterion for the existence of continuous and compact
embedding of weighted Besov spaces was obtained. We shall use the following form of
this result. For λ = (λν,m)ν∈Z+,m∈Zd denote
(Sλ)ν,m = λ˜ν,m = (w2(Qν,m))
1/p22
ν
(
σ(s2, p2)+
d
p2
)
λν,m.
Let X1, X˜1 and X2 be spaces of sequences λ˜ = (λ˜ν,m)ν∈Z+,m∈Zd with
‖λ˜‖X1 =
 ∞∑
ν=0
2νq1(s1−s2)
(∑
m∈Zd
w1(Qν,m)w2(Qν,m)
−p1/p2|λ˜ν,m|
p1
)q1/p11/q1 , (12)
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‖λ˜‖X˜1 =
 ∞∑
ν=0
(∑
m∈Zd
|λ˜ν,m|
p1
)q1/p11/q1 (13)
and
‖λ˜‖X2 =
 ∞∑
ν=0
(∑
m∈Zd
|λ˜ν,m|
p2
)q2/p21/q2 , (14)
respectively. Define operators T˜i : B
si
pi,qi
(Rd, wi)→ Xi by the formula T˜i = S ·Tsi,pi,qi,wi,
i = 1, 2. Then T˜i are isomorphisms and the following diagram
Bs1p1,q1(R
d, w1)
T˜1−−−→ X1
Id
y idy
Bs2p2,q2(R
d, w2)
T˜2−−−→ X2
(15)
is commutative.
Let N ⊂ Z+ × Zd. For λ = (λν,m)ν∈Z+,m∈Zd denote
(PNλ)ν,m =
{
λν,m, if (ν, m) ∈ N ,
0, otherwise.
(16)
Denote
Mν = {m ∈ Z
d : (ν, m) ∈ N}.
If N 6= ∅, p1 6 p2 and q1 6 q2, then ‖PN‖X˜1→X2 = 1. In addition,
‖PN‖X1→X˜1 = sup
ν∈Z+,m∈Mν
2−ν(s1−s2)(w1(Qν,m))
−1/p1(w2(Qν,m))
1/p2 , (17)
‖PN‖X˜1→X1 = sup
ν∈Z+,m∈Mν
2ν(s1−s2)(w1(Qν,m))
1/p1(w2(Qν,m))
−1/p2 (18)
(it follows from results of the paper [45] or can be proved directly).
Remark. If p1 > p2 or q1 > q2 then the value of ‖PN‖X1→X2 was calculated in [45].
Let X, Y , Z be normed spaces, M ⊂ X, let A : X → Y , T : Z → X be linear
continuous operators. It can be easily shown that
dn(AM, Y ) 6 ‖A‖dn(M, X), An(AT : Z → Y ) 6 ‖A‖An(T : Z → X), n ∈ Z+.
In particular, if N ′ ⊂ N ⊂ Z+ × Zd, then
dn(PN : X1 → X2) > dn(PN ′ : X1 → PN ′X2), (19)
An(PN : X1 → X2) > An(PN ′ : X1 → PN ′X2). (20)
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3 Estimates for Kolmogorov widths of finite-dimensional
balls in a mixed norm
Let m, k ∈ N, 1 6 p, q <∞, let lm,kp,q be the space R
mk endowed with the norm
‖(xij)16i6m, 16j6k‖lm,kp,q =
 k∑
j=1
(
m∑
i=1
|xij |
p
)q/p1/q
and Bm,kp,q be the unit ball of this space. The dual space of l
m,k
p,q coincides with l
m,k
p′,q′.
We denote by BX the unit ball of a normed space X; by X
∗ denote the dual space
of X.
The following lemma (see [34]) is needed for the sequel.
Lemma 1. Let X0 ⊂ Xθ ⊂ X1 be N-dimensional normed spaces and 0 < θ < 1. Let
for any x∗ ∈ X∗1 the following inequality holds:
‖x∗‖X∗θ 6 ‖x
∗‖1−θX∗0 ‖x
∗‖θX∗1 .
Then for any n ∈ {0, . . . , N} we have
dn(BXθ , X1) 6 (dn(BX0 , X1))
1−θ. (21)
Proposition 1. Let 1 < p, q <∞, r ∈ N. Then there exists c1(p, q) > 0 such that for
any x = (x1, . . . , xr) ∈ Rr the following inequality holds:(
r∑
i=1
|1− xi|
p
)q/p
>
rq/p
2
+ c1(p, q)
(
r∑
i=1
|xi|
p
)q/p
− qr
q
p
−1
r∑
i=1
xi. (22)
Here we may assume that c1(p, q) continuously depends on (p, q).
Proof. Note that the left-hand side of (22) is convex with respect to x. Therefore,(
r∑
i=1
|1− xi|
p
)q/p
> rq/p − qr
q
p
−1
r∑
i=1
xi.
If
r∑
i=1
|xi|p 6 t · r then there exists a number c2(p, q, t) such that
rq/p − qr
q
p
−1
r∑
i=1
xi >
1
2
rq/p − qr
q
p
−1
r∑
i=1
xi + c2(p, q, t)
(
r∑
i=1
|xi|
p
)q/p
.
Let us prove that there exists a number t0(p, q) > 0 such that, if
r∑
i=1
|xi|
p > t0(p, q)r,
then the following inequality holds:(
r∑
i=1
|1− xi|
p
)q/p
> rq/p − qr
q
p
−1
r∑
i=1
xi + 2
−q
(
r∑
i=1
|xi|
p
)q/p
.
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Indeed, by the inequality (a+b)q 6 2q−1(aq+bq) and the Minkowski inequality we have(
r∑
i=1
|1− xi|
p
)q/p
> 21−q
(
r∑
i=1
|xi|
p
)q/p
− rq/p.
We claim that for sufficiently large t0(p, q) the right-hand side is minorized by
2−q
(
r∑
i=1
|xi|
p
)q/p
+ rq/p − qr
q
p
−1
r∑
i=1
xi,
that is
2rq/p − qr
q
p
−1
r∑
i=1
xi 6 2
−q
(
r∑
i=1
|xi|
p
)q/p
.
Actually, there exists t > t0(p, q) such that
r∑
i=1
|xi|p = t · r. By Ho¨lder inequality, for
enough large t0(p, q) we have
2rq/p − qr
q
p
−1
r∑
i=1
xi 6 2r
q/p + qr
q
p
−1r1−
1
p t1/pr1/p =
= rq/p(2 + qt1/p) 6 2−qtq/prq/p.
Lemma 2. Let n ∈ N, (aj)
n
j=1 ⊂ R+, (bj)
n
j=1 ⊂ R+, v = (v1, v2) ∈ [2, +∞)
2, v1 6 v2,
let λ(v) be defined by formula similar to (7) and 0 < λ 6 λ(v). Then(
n∑
j=1
a
v′1λ
j b
v′1(1−λ)
j
)1/v′1
6
(
n∑
j=1
a2j
)λ/2( n∑
j=1
b
v′2
j
)(1−λ)/v′2
. (23)
Proof. Let s = λ/2, t = (1 − λ)/v′2, yj = a
2s
s+t
j , zj = b
v′2t
s+t
j . Then (23) is equivalent to
the following inequality:(
n∑
j=1
y
v′1(s+t)
j z
v′1(s+t)
j
) 1
v′1(s+t)
6
(
n∑
j=1
y
s+t
s
j
) s
s+t
(
n∑
j=1
z
s+t
t
j
) t
s+t
.
By the Ho¨lder inequality, the right-hand side is minorized by
n∑
j=1
yjzj . Therefore it is
enough to show that v′1(s+ t) > 1. Indeed,
v′1
(
λ
2
+
1− λ
v′2
)
> 1
is equivalent to the inequality λ
(
1
2
− 1
v2
)
6 1
v1
− 1
v2
, which follows from conditions
v2 > v1 > 2 and λ 6 λ(v).
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Theorem 2. Let 1 6 p1 6 p2 < ∞, 1 6 q1 6 q2 < ∞, p2 > 2, q2 > 2. Then there
exists a = a(p2, q2) > 0 such that for any m, k, n ∈ N satisfying the condition n 6 amk
the following estimate holds:
dn(B
m,k
p1,q1, l
m,k
p2,q2) ≍p1,p2,q1,q2
Φ0 = Φ0(m, k, n, p1, p2, q1, q2),
where
Φ0 = min
{
1, n−1/2m1/p2k1/q2
}
, if p1 6 2, q1 6 2,
Φ0 = min
{
1, (n−1/2m1/p2k1/q2)λ(p), m
1
p2
− 1
p1
(
n−1/2m1/2k1/q2
)λ(q)}
if λ(p) 6 λ(q) and λ(p) < 1,
Φ0 = min
{
1, (n−1/2m1/p2k1/q2)λ(q), k
1
q2
− 1
q1
(
n−1/2m1/p2k1/2
)λ(p)}
if λ(p) > λ(q) and λ(q) < 1.
For convenience of the reader we give a list of special cases where the formula for
Φ0 can be simplified. If n 6 m
2/p2k2/q2 then Φ0 = 1; if λ(p) 6 λ(q), p1 > 2 and
m2/p2k2/q2 6 n 6 mk2/q2 then Φ0 = (n
−1/2m1/p2k1/q2)λ(p); if λ(p) 6 λ(q), p1 > 2 and
mk2/q2 6 n 6 mk then Φ0 = m
1
p2
− 1
p1
(
n−1/2m1/2k1/q2
)λ(q)
; if λ(p) > λ(q), q1 > 2 and
m2/p2k2/q2 6 n 6 km2/p2 then Φ0 = (n
−1/2m1/p2k1/q2)λ(q); if λ(p) > λ(q), q1 > 2 and
km2/p2 6 n 6 mk then Φ0 = k
1
q2
− 1
q1
(
n−1/2m1/p2k1/2
)λ(p)
.
Proof. Proof of the upper estimate. Since p1 6 p2, q1 6 q2, we have
dn(B
m,k
p1,q1, l
m,k
p2,q2) 6 1. (24)
Let us prove other inequalities of the upper estimate.
Note that
dn(B
m,k
p1,q1, l
m,k
p2,q2) 6 dn(B
m,k
max(p1,2),max(q1,2)
, lm,kp2,q2).
Thus we may assume that p1 > 2, q1 > 2 and λ(p) =
1
p1
− 1
p2
1
2
− 1
p2
, λ(q) =
1
q1
− 1
q2
1
2
− 1
q2
.
First consider the case p1 = q1 = 2. Let s = max{p2, q2}. By Theorem A, we have
dn(B
mk
2 , l
mk
s ) .
s
n−1/2(mk)1/s.
This, together with the inequality
‖x‖lm,kp2, q2
6 m
1
p2
− 1
sk
1
q2
− 1
s‖x‖lmks ,
implies the estimate
dn(B
m,k
2,2 , l
m,k
p2,q2) .
p2,q2
n−1/2m1/p2k1/q2 . (25)
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By (8), if min(λ(p), λ(q)) = 1 then p1 = 2, q1 = 2 and the assertion follows from
(24) and (25).
Let us consider the case min(λ(p), λ(q)) < 1. First we prove the inequalities
dn(B
m,k
p1,q1
, lm,kp2,q2) .
p1,q1,p2,q2
(
n−1/2m1/p2k1/q2
)λ(p)
, λ(p) 6 λ(q), λ(p) < 1, (26)
dn(B
m,k
p1,q1
, lm,kp2,q2) .
p1,q1,p2,q2
(
n−1/2m1/p2k1/q2
)λ(q)
, λ(p) > λ(q), λ(q) < 1. (27)
Let λ(p) 6 λ(q), λ(p) < 1. We shall apply Lemma 1 for θ = 1 − λ(p), X0 = l
m,k
2,2 ,
X1 = l
m,k
p2,q2
, Xθ = l
m,k
p1,q1
. If
‖x‖lm,k
p′
1
,q′
1
6 ‖x‖λ(p)
lm,k2,2
‖x‖1−λ(p)
lm,k
p′
2
,q′
2
, (28)
then (26) follows from (21) and (25).
We claim that (28) holds. Using Lemma 2 for n := m, v1 := p1, v2 := p2, λ := λ(p),
ai := bi := xij , 1 6 i 6 m, we get k∑
j=1
(
m∑
i=1
|xij |
p′1
)q′1/p′11/q′1 6
 k∑
j=1
(
m∑
i=1
|xij |
2
)q′1λ(p)/2( m∑
i=1
|xij|
p′2
)q′1(1−λ(p))/p′21/q′1 .
(29)
Now we denote
aj :=
(
m∑
i=1
|xij|
2
)1/2
, bj :=
(
m∑
i=1
|xij|
p′2
)1/p′2
, 1 6 j 6 k. (30)
Taking into account Lemma 2 for n := k, v1 := q1, v2 := q2, λ := λ(p), we obtain(
k∑
j=1
a
q′1λ(p)
j b
q′1(1−λ(p))
j
)1/q′1
6
(
k∑
j=1
a2j
)λ(p)/2( k∑
j=1
b
q′2
j
)(1−λ(p))/q′2
.
This, together with (29), implies (28).
Let us prove (27). By Lemma 1, it is enough to check the inequality
‖x‖lm,k
p′
1
,q′
1
6 ‖x‖λ(q)
lm,k2,2
‖x‖1−λ(q)
lm,k
p′
2
,q′
2
. (31)
Using Lemma 2 with n := m, v1 := p1, v2 := p2, λ := λ(q), ai := bi := xij , 1 6 i 6 m,
we obtain that k∑
j=1
(
m∑
i=1
|xij |
p′1
)q′1/p′11/q′1 6
 k∑
j=1
(
m∑
i=1
|xij |
2
)q′1λ(q)/2( m∑
i=1
|xij |
p′2
)q′1(1−λ(q))/p′21/q′1 .
(32)
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Now we define (aj)
k
j=1, (bj)
k
j=1 by the formula (30). Taking into account Lemma 2 for
n := k, v1 := q1, v2 := q2, λ := λ(q), we get(
k∑
j=1
a
q′1λ(q)
j b
q′1(1−λ(q))
j
)1/q′1
6
(
k∑
j=1
a2j
)λ(q)/2( k∑
j=1
b
q′2
j
)(1−λ(q))/q′2
.
This, together with (30) and (32), implies (31).
Let us prove inequalities
dn(B
m,k
p1,q1, l
m,k
p2,q2) .
p1,q1,p2,q2
n−
λ(q)
2 k
λ(q)
q2 m
1
p2
− 1
p1
+
λ(q)
2 , if λ(p) 6 λ(q), p1 > 2,
dn(B
m,k
p1,q1
, lm,kp2,q2) .
p1,q1,p2,q2
n−
λ(p)
2 m
λ(p)
p2 k
1
q2
− 1
q1
+
λ(p)
2 , if λ(p) > λ(q), q1 > 2. (33)
Let λ(p) 6 λ(q). We choose σ ∈ [2, p2] such that
1
σ
− 1
p2
1
2
− 1
p2
= λ(q).
Since p1 > 2, it follows that σ 6 p1 and
dn(B
m,k
p1,q1
, lm,kp2,q2) 6 m
1
σ
− 1
p1 dn(B
m,k
σ,q1
, lm,kp2,q2)
(25),(27)
.
p1,q1,p2,q2
. m
1
p2
+λ(q)
(
1
2
− 1
p2
)
− 1
p1
(
n−1/2m1/p2k1/q2
)λ(q)
= n−
λ(q)
2 k
λ(q)
q2 m
1
p2
− 1
p1
+λ(q)
2 .
The proof of (33) is similar.
Proof of the lower estimate. We use the method from the article [34]. Let r ∈
{1, . . . , m}, l ∈ {1, . . . , k}, let Sm, Sk be groups of permutations of m and k elements
respectively,
Em = {(ξ1, . . . , ξm) ∈ R
m : ξi = ±1, 1 6 i 6 m},
Ek = {(ξ1, . . . , ξk) ∈ R
k : ξi = ±1, 1 6 i 6 k}.
By G denote the set
{(σ1, σ2, ε1, ε2) : σ1 ∈ Sm, σ2 ∈ Sk, ε1 ∈ Em, ε2 ∈ Ek}.
For x = (xi,j)16i6m, 16j6k, γ = (σ1, σ2, ε1, ε2) ∈ G, ε1 = (ε1,1, . . . , ε1,m), ε2 = (ε2,1, . . . , ε2,k)
we define γ(x) = (ε1,iε2,jxσ1(i),σ2(j))16i6m,16j6k.
Let 1 6 i 6 m, 1 6 j 6 k,
em,k,r,li,j =
{
1, if 1 6 i 6 r and 1 6 j 6 l,
0, in other cases.
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Denote e = (em,k,r,li,j )16i6m,16j6k,
V m,kr,l = conv {γ(e) : γ ∈ G}.
We claim that there exist a = a(p2, q2) > 0 and b = b(p2, q2) > 0 such that for
n 6 am2/p2k2/q2r1−2/p2l1−2/q2 the following inequality holds:
dn(V
m,k
r,l , l
m,k
p2,q2
) > br1/p2l1/q2 . (34)
Here we may assume that a(p2, q2) decreases in p2 and q2 and b(p2, q2) is continuous.
Let Y ⊂ lm,kp2,q2 be a subspace of dimension not exceeding n. For any γ ∈ G we denote
by yγ = (yγi,j)16i6m,16j6k the element of Y which is nearest to γ(e). Let us get the lower
estimate for maxγ∈G ‖γ(e)− yγ‖lm,kp2,q2
.
We claim that there exists c˜1(p2, q2) > 0 (continuously depending on p2 and q2)
such that
k∑
j=1
(
m∑
i=1
|γ(e)i,j − y
γ
i,j|
p2
)q2/p2
>
lrq2/p2
4
+
+c˜1(p2, q2)
k∑
j=1
(
m∑
i=1
|yγi,j|
p2
)q2/p2
− q2
2
r
q2
p2
−1
k∑
j=1
m∑
i=1
γ(e)i,jy
γ
i,j.
(35)
Indeed, let
Jγ1 = {j ∈ 1, k : ∀i ∈ 1, m γ(e)i,j = 0}, J
γ
2 = {1, . . . , k}\J
γ
1 ;
for j ∈ Jγ2 we put
Iγ1 = {i ∈ 1, m : γ(e)i,j = 0}, I
γ
2 = {1, . . . , m}\I
γ
1 .
Then Proposition 1 together with the equality card Iγ2 = r and the inequality
(ξ + η)θ >
ξθ + ηθ
2
, ξ, η ∈ R+, θ > 0, (36)
imply
k∑
j=1
(
m∑
i=1
|γ(e)i,j − y
γ
i,j|
p2
)q2/p2
=
∑
j∈Jγ1
(
m∑
i=1
|yγi,j|
p2
)q2/p2
+
+
∑
j∈Jγ2
∑
i∈Iγ1
|yγi,j|
p2 +
∑
i∈Iγ2
|1− γ(e)i,jy
γ
i,j|
p2
q2/p2 (22),(36)>
>
∑
j∈Jγ1
(
m∑
i=1
|yγi,j|
p2
)q2/p2
+
1
2
∑
j∈Jγ2
∑
i∈Iγ1
|yγi,j|
p2
q2/p2 + 1
4
∑
j∈Jγ2
rq2/p2+
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+
1
2
∑
j∈Jγ2
c1(p2, q2)
∑
i∈Iγ2
|yγi,j|
p2
q2/p2 − q2
2
r
q2
p2
−1
∑
j∈Jγ2
∑
i∈Iγ2
γ(e)i,jy
γ
i,j.
It remains to apply the equality card Jγ2 = l.
Averaging both sides of the inequality (35) over γ ∈ G, we get
maxγ∈G ‖γ(e)− yγ‖
q2
lm,kp2,q2
> |G|−1
∑
γ∈G
‖γ(e)− yγ‖q2
lm,kp2,q2
> lr
q2/p2
4
+
+c˜1(p2, q2)|G|
−1
∑
γ∈G
k∑
j=1
(
m∑
i=1
|yγi,j|
p2
)q2/p2
− q2
2
|G|−1r
q2
p2
−1 ∑
γ∈G
k∑
j=1
m∑
i=1
γ(e)i,jy
γ
i,j.
(37)
Let us obtain the upper estimate of module of the last summand. Consider the space
l2(G) = {ϕ : G→ R} with inner product
〈ϕ, ψ〉 = |G|−1
∑
γ∈G
ϕ(γ)ψ(γ).
For 1 6 i 6 m, 1 6 j 6 k, γ ∈ G we denote ϕij(γ) = γ(e)i,j, zij(γ) = y
γ
i,j,
L = span {zij}16i6m, 16j6k ⊂ l2(G). Then dimL 6 n. Indeed, consider the matrix
(zs(γ))s∈S, γ∈G, where S = {s = (i, j) : 1 6 i 6 m, 1 6 j 6 k}. Since yγ ∈ Y ,
dimY 6 n, then the rank of this matrix does not exceed n; therefore, dimL 6 n.
Let P be the orthogonal projector onto L. Then its Hilbert – Schmidt norm does not
exceed n1/2.
We claim that the vectors ϕij form an orthogonal system and ‖ϕij‖2l2(G) =
rl
mk
.
Indeed, let (i, j) 6= (i′, j′). Check that
∑
γ∈G
ϕij(γ)ϕi′j′(γ) = 0. Suppose that i 6= i′
(the case j 6= j′ is considered similarly). Let γ = (σ1, σ2, ε1, ε2) and ε1,i′ = 1. We
have ϕij(γ)ϕi′j′(γ) = ε1,iε2,jε1,i′ε2,j′e
m,k,r,l
σ1(i),σ2(j)
em,k,r,lσ1(i′),σ2(j′). Put γ˜ = (σ1, σ2, ε˜1, ε2); here
ε˜1,s = ε1,s if s 6= i′, ε˜1,i′ = −1. Since i 6= i′, then ε˜1,iε˜1,i′ = −ε1,iε1,i′. Thus we have
the orthogonality of the system (ϕij). Let us show that |G|−1
∑
γ∈G
ϕ2ij(γ) =
rl
mk
. Indeed,
|G| = 2m · 2km!k!,
card {γ ∈ G : ϕij(γ) = ±1} =
= 2m·2kcard{σ1 ∈ Sm : σ1(i) 6 r}·card{σ2 ∈ Sk : σ2(j) 6 l} = 2
m·2kr(m−1)!l(k−1)!.
We have ∣∣∣∣∣|G|−1∑
γ∈G
k∑
j=1
m∑
i=1
yγi,jγ(e)i,j
∣∣∣∣∣ =
∣∣∣∣∣
k∑
j=1
m∑
i=1
〈ϕij, zij〉
∣∣∣∣∣ =
=
∣∣∣∣∣
k∑
j=1
m∑
i=1
〈Pϕij, zij〉
∣∣∣∣∣ 6
(
k∑
j=1
m∑
i=1
‖Pϕij‖
2
l2(G)
)1/2( k∑
j=1
m∑
i=1
‖zij‖
2
l2(G)
)1/2
6
6 n1/2
(
rl
mk
)1/2( k∑
j=1
m∑
i=1
‖zij‖
2
l2(G)
)1/2
= n1/2
(
rl
mk
)1/2(
|G|−1
∑
γ∈G
k∑
j=1
m∑
i=1
|yγi,j|
2
)1/2
6
16
6 (nrl)1/2m−1/p2k−1/q2
|G|−1∑
γ∈G
k∑
j=1
(
m∑
i=1
|yγi,j|
p2
)q2/p21/q2 =:M.
Let n = a˜m2/p2k2/q2r1−2/p2l1−2/q2 . Applying the inequality ξη 6 |ξ|q
′
2 + |η|q2 for ξ =
r
q2−1
p2 l
q2−1
q2 and
η =
|G|−1∑
γ∈G
k∑
j=1
(
m∑
i=1
|yγi,j|
p2
)q2/p21/q2 ,
we get that
M = a˜
1
2 r
1− 1
p2 l
1− 1
q2
|G|−1∑
γ∈G
k∑
j=1
(
m∑
i=1
|yγi,j|
p2
)q2/p21/q2 6
6 a˜
1
2 r
1−
q2
p2
r q2p2 l + |G|−1∑
γ∈G
k∑
j=1
(
m∑
i=1
|yγi,j|
p2
)q2/p2 .
Combining this estimate and (37), we have
max
γ∈G
‖γ(e)− yγ‖q2
lm,kp2,q2
>
lr
q2
p2
4
+ c˜1(p2, q2)|G|
−1
∑
γ∈G
k∑
j=1
(
m∑
i=1
|yγi,j|
p2
)q2/p2
−
−
q2
2
a˜
1
2
r q2p2 l + |G|−1∑
γ∈G
k∑
j=1
(
m∑
i=1
|yγi,j|
p2
)q2/p2 .
Taking a˜ enough small, we get (34). It remains to put a(p2, q2) = min26p6p2, 26q6q2 a˜(p, q).
Let us estimate Kolmogorov widths of balls Bm,kp1,q1. Since B
m,k
p1,q1
⊃ r−1/p1l−1/q1V m,kr,l ,
it follows that
dn(B
m,k
p1,q1
, lm,kp2,q2) &
p2,q2
r
1
p2
− 1
p1 l
1
q2
− 1
q1 (38)
for n 6 am2/p2k2/q2r1−2/p2l1−2/q2 , a = a(p2, q2).
1. n 6 am2/p2k2/q2 . Taking r = l = 1, we have
dn(B
m,k
p1,q1
, lm,kp2,q2) &
p2,q2
1.
2. am2/p2k2/q2 6 n 6 amk. First choose p˜ ∈ [2, p2] and q˜ ∈ [2, q2] such that
n = a(p2, q2)m
2/p˜k2/q˜ 6 a(p˜, q˜)m2/p˜k2/q˜. Then
dn(B
m,k
p1,q1
, lm,kp2,q2) > dn(V
m,k
1,1 , l
m,k
p2,q2
) > m
1
p2
− 1
p˜k
1
q2
− 1
q˜ dn(V
m,k
1,1 , l
m,k
p˜,q˜ ) &
p2,q2
n−1/2m1/p2k1/q2
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(in the last order inequality we used that p˜ ∈ [2, p2], q˜ ∈ [2, q2] and b(p˜, q˜) is
continuous).
This estimate can be improved for λ(p) < 1 or λ(q) < 1. Consider the following
cases.
(a) n 6 akm2/p2 , q1 > 2. Let r = 1,
l =
⌈(
a−1nm−2/p2k−2/q2
) 1
1−2/q2
⌉
.
Then 1 6
(
a−1nm−2/p2k−2/q2
) 1
1−2/q2 6 k, 1 6 l 6 k, and
dn(B
m,k
p1,q1, l
m,k
p2,q2)
(38)
&
p2,q2
(
n−1/2m1/p2k1/q2
)λ(q)
. (39)
(b) n 6 amk2/q2 , p1 > 2. Let l = 1,
r =
⌈(
a−1nm−2/p2k−2/q2
) 1
1−2/p2
⌉
.
Then 1 6
(
a−1nm−2/p2k−2/q2
) 1
1−2/p2 6 m, 1 6 r 6 m, and
dn(B
m,k
p1,q1
, lm,kp2,q2)
(38)
&
p2,q2
(
n−1/2m1/p2k1/q2
)λ(p)
. (40)
(c) amk > n > akm2/p2 . Let p1 > 2. Take l = k,
r =
⌈(
a−1nk−1m−2/p2
) 1
1−2/p2
⌉
.
Then 1 6
(
a−1nk−1m−2/p2
) 1
1−2/p2 6 m, 1 6 r 6 m, and we get
dn(B
m,k
p1,q1
, lm,kp2,q2)
(38)
&
p2,q2
k
1
q2
− 1
q1
(
n−1/2k1/2m1/p2
)λ(p)
.
Let p1 6 2 and q1 > 2. Choose p˜ ∈ [2, p2] such that n = a(p2, q2)km
2
p˜ 6
a(p˜, q2)km
2
p˜ . Then
dn(B
m,k
p1,q1, l
m,k
p2,q2) > m
1
p2
− 1
p˜dn(B
m,k
p1,q1, l
m,k
p˜,q2
)
(39)
&
p2,q2
m
1
p2
− 1
p˜
(
n−1/2m1/p˜k1/q2
)λ(q)
&
p2,q2
& m
1
p2
(
n
1
2k−
1
2
)λ(q)−1
n−
λ(q)
2 k
λ(q)
q2 = n−
1
2m
1
p2 k
1
2
+ 1
q2
− 1
q1 .
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(d) amk > n > amk2/q2 . Let q1 > 2. Take r = m,
l =
⌈(
a−1nm−1k−2/q2
) 1
1−2/q2
⌉
.
Then 1 6
(
a−1nm−1k−2/q2
) 1
1−2/q2 6 k, 1 6 l 6 k, and we have
dn(B
m,k
p1,q1, l
m,k
p2,q2)
(38)
&
p2,q2
m
1
p2
− 1
p1
(
n−1/2m1/2k1/q2
)λ(q)
.
Let q1 6 2 and p1 > 2. Choose q˜ ∈ [2, q2] such that n = a(p2, q2)mk
2
q˜ 6
a(p2, q˜)mk
2
q˜ . Then
dn(B
m,k
p1,q1
, lm,kp2,q2) > k
1
q2
− 1
q˜ dn(B
m,k
p1,q1
, lm,kp2,q˜)
(40)
&
p2,q2
k
1
q2
− 1
q˜
(
n−1/2m1/p2k1/q˜
)λ(p)
&
p2,q2
& k
1
q2
(
n
1
2m−
1
2
)λ(p)−1
n−
λ(p)
2 m
λ(p)
p2 = n−
1
2k
1
q2m
1
2
+ 1
p2
− 1
p1 .
This ends the proof.
4 Estimates for linear widths of finite-dimensional balls
in a mixed norm
In this paragraph upper estimates for linear widths λn(B
m,k
p1,q1
, lm,kp2,q2) are established. In
order to do this we generalize arguments of the paper [35]. Let us give some notations
and formulate auxiliary assertions from this article.
Let ν ∈ N, r > 2, λ > 1, µr(λ) =
[
λ
1
1/2−1/r
]
. For any vector x = (x1, . . . , xν) ∈
Rν we denote by supp x = {j ∈ 1, ν : xj 6= 0}, (x∗1, . . . , x
∗
ν) the non-increasing
rearrangement of |xj |, 1 6 j 6 ν. The constructions in section 4 and the proof of
Lemma 4 of the paper [35] yield the following assertions.
Lemma 3. There exist a set E = Er,λ,ν ⊂ B
ν
2 and a number c(r) > 0 such that E = −E
and
1. for any y ∈ E we have |supp y| 6 [λ2ν2/r] + 1;
2. |E| 6 exp
(
c(r)λ2ν2/r
)
;
3. for any x ∈ Rν there exists a vector y ∈ E such that
sup
µr(λ)<j6ν
λj1/rx∗j 6
ν∑
i=1
xiyi.
Lemma 4. There exist a set E ′ = E ′r,λ,ν ⊂ B
ν
2 and a number c(r) > 0 such that
E ′ = −E ′ and
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1. for any y ∈ E ′ we have |supp y| 6 µr(λ);
2. |E ′| 6 exp
(
c(r)λ2ν2/r
)
;
3. for any x ∈ Rν there exists a vector y ∈ E ′ such that ∑
16j6µr(λ)
|x∗j |
2
1/2 6 2 ν∑
j=1
xjyj.
Let N ∈ N. Denote F0(N) the family of absolute convex polyhedrons which are
contained in Bν2 and have not more than 2N vertices. We say that an absolute convex
body belongs to F(N), if there exists a set K ∈ F0(N) such that V ⊂ K. Let W be a
bounded closed absolute convex body. Denote RνW the linear space R
ν with the norm
‖ · ‖W such that W = {x ∈ Rν : ‖x‖W 6 1}. By (RνW )
∗ denote the dual space. The
following lemma is proved in [35].
Lemma 5. There exists an absolute constant c0 > 0 such that for any θ > 0, N ∈ N
such that N < 1
16
exp
(
θ2ν
4
)
, for any sets V , W ∈ F(N) and for any n ∈ {0, . . . , ν}
we have
λn(V, (R
ν
W )
∗) 6 c0
(
θ
√
ν − n
n
+ θ2
ν
n
)
.
The following duality relation for linear widths was proved in [18]. Let B, C ⊂ Rν
be absolute convex closed bounded bodies, let B◦, C◦ be their polars. Then
λn(B, R
ν
C) = λn(C
◦, RνB◦). (41)
Now we formulate the main result of this section.
Theorem 3. Let m, k ∈ N, 1 < p1 6 2 6 p2 <∞, 1 < q1 6 2 6 q2 <∞, n ∈ N. Then
λn(B
m,k
p1,q1, l
m,k
p2,q2) .
p1,p2,q1,q2
min
{
n−
1
2m
max
{
1
p2
, 1
p′1
}
k
max
{
1
q2
, 1
q′1
}
, 1
}
.
Let a be defined in Theorem 2, n 6 amk. If 1
p1
+ 1
p2
> 1 and 1
q1
+ 1
q2
> 1, then
λn(B
m,k
p1,q1
, lm,kp2,q2) &
p1,p2,q1,q2
n−
1
2m
1
p2 k
1
q2 ; (42)
if 1
p1
+ 1
p2
6 1 and 1
q1
+ 1
q2
6 1, then
λn(B
m,k
p1,q1
, lm,kp2,q2) &
p1,p2,q1,q2
n−
1
2m
1
p′
1 k
1
q′
1 . (43)
20
Proof. The estimate (42) follows from Theorem 2 and the inequality λn(M, X) >
dn(M, X). The relation (43) follows from (42) and (41).
Since p1 6 p2 and q1 6 q2, we have λn(B
m,k
p1,q1, l
m,k
p2,q2) 6 1. Let us prove that
λn(B
m,k
p1,q1
, lm,kp2,q2) .
p1,p2,q1,q2
n−
1
2m
max
{
1
p2
, 1
p′
1
}
k
max
{
1
q2
, 1
q′
1
}
. (44)
Let 2 6 p <∞, 2 6 q <∞ and n−
1
2m
1
pk
1
q < 1. We show that the following estimate
holds:
λn(B
m,k
p′,q′, l
m,k
p,q ) .
p,q
n−
1
2m
1
pk
1
q (45)
(then (44) easily follows from(45)). In order to do this we find constants c1(p, q) > 0
and c2(p, q) > 0 such that
c1(p, q)B
m,k
p′,q′ ∈ F(N), (46)
where N < 1
16
exp
(
c2(p, q)m
2
pk
2
q
)
, and apply Lemma 5 for θ = 2
√
c2(p, q)m
1
p
− 1
2k
1
q
− 1
2
and V =W = c1(p, q)B
m,k
p′,q′. Then θ
2mk
n
= 4c2(p, q)m
2
pk
2
qn−1 .
p,q
1 and
λn(B
m,k
p′,q′, l
m,k
p,q ) .
p,q
θ
√
mk
n
+ θ2
mk
n
.
p,q
n−
1
2m
1
pk
1
q .
Let us prove (46). For any x = (x1, . . . , xm) ∈ Rm and 1 6 l 6 k we denote
Il(x) = (xi,j)16i6m, 16j6k, where xi,j = 0 if j 6= l, xi,l = xi, 1 6 i 6 m. Let
E1,1 =
{ ∑
j∈supp y
yjIj(xj), y = (y1, . . . , yk) ∈ E
′
2q,k
1
2q ,k
, xj ∈ E
′
2p,m
1
2p ,m
, j ∈ supp y
}
,
E1,2 =
{ ∑
j∈supp y
yjIj(xj), y = (y1, . . . , yk) ∈ E
′
2q,k
1
2q ,k
, xj ∈ E
2p,m
1
2p ,m
, j ∈ supp y
}
,
E2,1 =
{ ∑
j∈supp y
yjIj(xj), y = (y1, . . . , yk) ∈ E
2q,k
1
2q ,k
, xj ∈ E
′
2p,m
1
2p ,m
, j ∈ supp y
}
,
E2,2 =
{ ∑
j∈supp y
yjIj(xj), y = (y1, . . . , yk) ∈ E
2q,k
1
2q ,k
, xj ∈ E
2p,m
1
2p ,m
, j ∈ supp y
}
,
K = conv (E1,1 ∪ E1,2 ∪ E2,1 ∪ E2,2) .
Then K is an absolute convex polyhedron. Lemmas 3 and 4 yield that
max {card E1,1, card E1,2} 6 exp
(
c(2q)k2/q
) (
exp
(
c(2p)m2/p
))µ2q(k1/2q)
=
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= exp
(
c(2q)k2/q + c(2p)m2/pµ2q(k
1/2q)
)
,
max {card E2,1, card E2,2} 6 exp
(
c(2q)k2/q
) (
exp
(
c(2p)m2/p
))[k2/q]+1
=
= exp
(
c(2q)k2/q + c(2p)m2/p(1 + [k2/q])
)
;
since µ2q(k
1/2q) 6 k
1
q−1 6 k2/q (the last inequality follows from the relation q > 2),
then there exists a constant c3(p, q) such that
max {card E1,1, card E1,2, card E2,1, card E2,2} 6 exp
(
c3(p, q)m
2/pk2/q
)
.
Therefore, there exists c2(p, q) > 0 such thatK ∈ F0(N), whereN <
1
16
exp
(
c2(p, q)m
2
pk
2
q
)
.
Let us show that there exists c1(p, q) > 0 such that c1(p, q)B
m,k
p′,q′ ⊂ K. It is enough
to check the inequality
max{〈x, y〉 : y ∈ Bm,kp′,q′} .
p,q
max{〈x, y〉 : y ∈ K}, x ∈ Rmk,
that is
‖x‖lm,kp,q .
p,q
max{〈x, y〉 : y ∈ K}. (47)
Let x = (xi,j)16i6m, 16j6k ∈ Rmk. Denote aj =
(
m∑
i=1
|xi,j|p
)1/p
, (x∗1,j, . . . , x
∗
m,j) the
non-increasing rearrangement of |xi,j|, 1 6 i 6 m, and (a∗1, . . . , a
∗
k) the non-increasing
rearrangement of |aj|, 1 6 j 6 k.
We claim that
‖x‖lm,kp,q .
q
 ∑
j6µ2q(k1/2q)
|a∗j |
2
1/2 + max
j>µ2q(k1/2q)
k1/2qj1/2qa∗j . (48)
Indeed, there exists an absolute constant c4 > 0 such that∑
µ2q(k1/2q)<j6k
k−
1
2 j−
1
2 6 c4.
Therefore,
‖x‖lm,kp,q =
(
k∑
j=1
|a∗j |
q
)1/q
6
µ2q(k1/2q)∑
j=1
|a∗j |
2
1/2 +
+
 k∑
j=µ2q(k1/2q)+1
(
k1/2qj1/2qa∗j
)q
k−
1
2 j−
1
2
1/q .
q
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.µ2q(k1/2q)∑
j=1
|a∗j |
2
1/2 + max
j>µ2q(k1/2q)
k1/2qj1/2qa∗j .
By Lemmas 3 and 4, there exist y(1) = (y
(1)
j )16j6k ∈ E
′
2q,k1/2q,k
and y(2) = (y
(2)
j )16j6k ∈
E2q,k1/2q,k such thatµ2q(k1/2q)∑
j=1
|a∗j |
2
1/2 6 2 k∑
j=1
y
(1)
j aj = 2
k∑
j=1
y
(1)
j
(
m∑
i=1
|x∗i,j |
p
)1/p
, (49)
max
j>µ2q(k1/2q)
k1/2qj1/2qa∗j 6
k∑
j=1
y
(2)
j aj =
k∑
j=1
y
(2)
j
(
m∑
i=1
|x∗i,j|
p
)1/p
. (50)
In the same way as (48) we can prove that for any j = 1, . . . , k(
m∑
i=1
|x∗i,j|
p
)1/p
.
p
µ2p(m1/2p)∑
i=1
|x∗i,j|
2
1/2 + max
i>µ2p(m1/2p)
m1/2pi1/2p|x∗i,j|.
Therefore, there exist z
(1)
j = (z
(1)
i,j )16i6m ∈ E
′
2p,m1/2p,m
and z
(2)
j = (z
(2)
i,j )16i6m ∈ E2p,m1/2p,m
such that µ2p(m1/2p)∑
i=1
|x∗i,j|
2
1/2 6 2 m∑
i=1
z
(1)
i,j xi,j , (51)
max
i>µ2p(m1/2p)
m1/2pi1/2p|x∗i,j | 6
m∑
i=1
z
(2)
i,j xi,j. (52)
Combining (48), (49), (50), (51), (52) and the inequality |ξ1|+|ξ2| 6 2max{|ξ1|, |ξ2|},
we obtain that for any x there exist s ∈ {1, 2} and t ∈ {1, 2} such that
‖x‖lm,kp,q .
p,q
k∑
j=1
y
(s)
j
m∑
i=1
(Ij(z
(t)
j ))ixi,j = 〈b, x〉,
where b ∈ Es,t. This completes the proof of (47).
5 Bounds for widths of weighted Besov classes
Let m ∈ N, n ∈ N ∩ [2, +∞), Nn ∈ N, let ϕn1 , . . . , ϕ
n
m : R+ → R be affine functions,
ϕns (ξ) = αsξ + βs,n, s = 1, . . . , m, ϕ
n
m+1(ξ) = +∞, ξ ∈ R+,
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ϕn1(ξ) 6 . . . 6 ϕ
n
m(ξ), 0 6 ξ 6 Nn, n ∈ N ∩ [2, +∞).
Denote
Ens = {(ξ, η) ∈ R
2 : ϕns (ξ) 6 η < ϕ
n
s+1(ξ), 0 6 ξ 6 Nn}, 1 6 s 6 m,
En =
m⋃
s=1
Ens = {(ξ, η) ∈ R
2 : ϕn1 (ξ) 6 η < +∞, 0 6 ξ 6 Nn}.
Let ψn : E
n → R, ψ˜n : En → R,
ψn(ξ, η) = λsξ + µsη + νs,n, (ξ, η) ∈ E
n
s ,
ψ˜n(ξ, η) = λ˜sξ + µ˜sη + ν˜s,n, (ξ, η) ∈ E
n
s .
In addition, we suppose that functions ψn are continuous.
Denote
Λ = {(αs)16s6m, (λs)16s6m, (µs)16s6m} ,
Λ˜ =
{
(αs)16s6m, (λ˜s)16s6m, (µ˜s)16s6m
}
,
Ψ = {ψn, n ∈ N ∩ [2, +∞)}, Ψ˜ = {ψ˜n, n ∈ N ∩ [2, +∞)},
Vn = {(0, ϕ
n
s (0)), (Nn, ϕ
n
s (Nn)) : 1 6 s 6 m}.
Let either jn∗ = 0 for any n ∈ N∩ [2, +∞) or j
n
∗ = Nn for any n ∈ N∩ [2, +∞), and
let S = {s−, s−+1, . . . , s+− 1, s+} ⊂ {1, . . . , m} (this set can be empty in general),
ln∗ ∈ R,
{s ∈ 1, m : ϕns (j
n
∗ ) = l
n
∗} = S, (53)
J = {(jn∗ , l
n
∗ ) : n ∈ N ∩ [2, +∞)}, ε > 0. We say that Ψ˜ ∈ Oε,J(Ψ) if
|λs − λ˜s| < ε, |µs − µ˜s| < ε, 1 6 s 6 m, (54)
|ψn(j, l)− ψ˜n(j, l)| < ε log2 n, 0 6 j 6 Nn, ϕ
n
1 (j) 6 l 6 ϕ
n
m(j), (55)
ψn(j
n
∗ , l
n
∗ ) = ψ˜n(j
n
∗ , l
n
∗ ) = ψ˜n(j
n
∗ , l
n
∗ − 0) for any n ∈ N ∩ [2, +∞). (56)
Lemma 6. Let m ∈ N, c > 0, γ > 0 be fixed, let µm < 0,
ψn(j
n
∗ , l
n
∗ ) = 0, n ∈ N ∩ [2, +∞), (57)
and let N˜n ∈ Z+,
Nn 6 c log2 n, −c log2 n 6 ϕ
n
1 (ξ) 6 . . . 6 ϕ
n
m(ξ) 6 c log2 n, ξ ∈ [0, Nn], (58)
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ψn(j, l) 6 −γ log2 n, (j, l) ∈ Vn\(j
n
∗ , l
n
∗ ) (59)
for any n ∈ N ∩ [2, +∞). Let ρ : [1, +∞) → (0, +∞) be an absolute continuous
function that satisfies (6).
Then there exists ε0 = ε0(Λ, c, γ) > 0 such that for any Ψ˜ ∈ Oε0,J(Ψ) the following
estimate holds: ∑
(j, l)∈Z2∩En
2ψ˜n(j, l)ρ(2j+N˜n)
n
. ρ(2j
n
∗+N˜n).
Proof. First we prove that for any σ > 0 there exists M(σ) > 0 such that for any
n ∈ N, j = 0, . . . , Nn the following inequalities hold:
ρ(2j+N˜n)
ρ(2N˜n)
6M(σ)2σj ,
ρ(2j+N˜n)
ρ(2Nn+N˜n)
6M(σ)2σ(Nn−j). (60)
Indeed, there exists ξσ > 1 such that the function y
σρ(y) increases on [ξσ, +∞) and
the function y−σρ(y) decreases on [ξσ, +∞). Since the function ρ is continuous and
positive, then there exists M1(σ) > 0 such that
ρ(y1)
ρ(y2)
6M1(σ) for any y1, y2 ∈ [1, ξσ].
Let 2N˜n > ξσ. Then
ρ(2j+N˜n)
ρ(2N˜n)
=
ρ(2j+N˜n)2−σ(j+N˜n)
ρ(2N˜n)2−σN˜n
· 2σj 6 2σj .
Let 2N˜n < ξσ. If 2
j+N˜n 6 ξσ, then
ρ(2j+N˜n )
ρ(2N˜n )
6 M1(σ). If 2
j+N˜n > ξσ, then
ρ(2j+N˜n)
ρ(2N˜n)
6M1(σ)
ρ(2j+N˜n)
ρ(ξσ)
=
=M1(σ)
ρ(2j+N˜n)2−σ(j+N˜n)
ρ(ξσ)ξ−σσ
· 2σjξ−σσ · 2
σN˜n 6M1(σ)2
σj .
If 2N˜n+j > ξσ, then
ρ(2j+N˜n)
ρ(2Nn+N˜n)
=
2σ(j+N˜n)ρ(2j+N˜n)
2σ(Nn+N˜n)ρ(2Nn+N˜n)
· 2σ(Nn−j) 6 2σ(Nn−j).
Let 2N˜n+j < ξσ. If in addition 2
Nn+N˜n 6 ξσ, then
ρ(2j+N˜n )
ρ(2Nn+N˜n)
6 M1(σ). If 2
Nn+N˜n > ξσ,
then
ρ(2j+N˜n)
ρ(2Nn+N˜n)
6M1(σ)
ρ(ξσ)
ρ(2Nn+N˜n)
= M1(σ)
ξσσρ(ξσ)
2σ(Nn+N˜n)ρ(2Nn+N˜n)
· 2σ(Nn+N˜n)ξ−σσ 6
6 M1(σ) · 2
σ(Nn+N˜n) · 2−σ(N˜n+j) = M1(σ) · 2
σ(Nn−j).
This completes the proof of (60).
25
Let s− − 1 6 s 6 s+, 0 6 j 6 Nn, ϕns (j) 6 l < ϕ
n
s+1(j). Denote
t(s) =

s, if µ˜s 6 0 and s− 6 s < s+,
s+ 1, if µ˜s > 0 and s− 6 s < s+,
s+, if s = s+,
s−, if s = s− − 1,
A = max{|αs| : s− 6 s 6 s+},
ε0 = min
{
|µm|
2
,
γ
4(c+ 1)
,
|µs|
2
,
|λs + µsαt(s)|
8(A+ 1)
, s− − 1 6 s 6 s+
}
. (61)
Let us obtain an upper estimate for the sum
Σns =
∑
(j, l)∈Z2∩Ens
2ψ˜n(j, l)ρ(2j+N˜n), 1 6 s 6 m.
Let S 6= ∅. Since (57) holds and functions ψn are continuous, we have
ψn(j, ϕ
n
t(s)(j)) = (λs + µsαt(s))(j − j
n
∗ ), s ∈ S ∪ ({s− − 1} ∩ N).
This together with (59) yield that
λs + µsαt(s) < 0, if j
n
∗ = 0, λs + µsαt(s) > 0, if j
n
∗ = Nn. (62)
Therefore, ε0 > 0.
First we consider cases s = s+ and s = s− − 1. It follows from (57), from the
condition µm < 0 and from (59) that µs−−1 > 0 (if s− > 2), µs+ < 0. Then for any
(j, l) ∈ Ens+ we have
ψ˜n(j, l) = λ˜s+j + µ˜s+l + ν˜s+,n = λ˜s+j + µ˜s+ϕ
n
s+
(j) + ν˜s+,n + µ˜s+(l − ϕ
n
s+
(j))
(61)
6
6 λ˜s+j + µ˜s+ϕ
n
s+(j) + ν˜s+,n + µs+(l − ϕ
n
s+(j)) +
|µs+|
2
(l − ϕns+(j)) =
= λ˜s+j + µ˜s+ϕ
n
s+
(j) + ν˜s+,n −
|µs+|
2
(l − ϕns+(j)).
Hence, ∑
(j, l)∈Z2∩Ens+
2ψ˜n(j, l)ρ(2j+N˜n) .
µs+
Nn∑
j=0
2λ˜s+j+µ˜s+ϕ
n
s+
(j)+ν˜s+,nρ(2j+N˜n).
Similarly, we obtain that for s− > 2
∑
(j, l)∈Z2∩Ens−−1
2ψ˜n(j, l)ρ(2j+N˜n) .
µs−−1
Nn∑
j=0
2λ˜s−−1j+µ˜s−−1ϕ
n
s−
(j)+ν˜s−−1,nρ(2j+N˜n).
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Since the functions ψ˜n|Ens+ , ψ˜n|E
n
s−−1
and ϕns± are affine, then conditions of Lemma
yield
λ˜s+j + µ˜s+ϕ
n
s+
(j) + ν˜s+,n = ψ˜n(j, ϕ
n
s+
(j))
(53),(56)
=
= ψ˜n(j, ϕ
n
s+
(j))− ψ˜n(j
n
∗ , ϕ
n
s+
(jn∗ )) + ψn(j
n
∗ , l
n
∗ )
(57)
=
= ψ˜n(j, ϕ
n
s+
(j))− ψ˜n(j
n
∗ , ϕ
n
s+
(jn∗ )) = (λ˜s+ + µ˜s+αs+)(j − j
n
∗ )
(54)
6
6 (λs+ + µs+αs+)(j − j
n
∗ ) + ε0(1 + A)|j − j
n
∗ |,
λ˜s−−1j + µ˜s−−1ϕ
n
s−(j) + ν˜s−−1,n = ψ˜n(j, ϕ
n
s−(j)− 0)
(53),(56)
=
= ψ˜n(j, ϕ
n
s−
(j)− 0)− ψ˜n(j
n
∗ , ϕ
n
s−
(jn∗ )− 0) + ψn(j
n
∗ , l
n
∗ )
(57)
=
= ψ˜n(j, ϕ
n
s−
(j)− 0)− ψ˜n(j
n
∗ , ϕ
n
s−
(jn∗ )− 0) = (λ˜s−−1 + µ˜s−−1αs−)(j − j
n
∗ )
(54)
6
6 (λs−−1 + µs−−1αs−)(j − j
n
∗ ) + ε0(1 + A)|j − j
n
∗ |.
By (61) and (62),
2λ˜s+j+µ˜s+ϕ
n
s+
(j)+ν˜s+,n 6 2−
1
2
|(λs++µs+αs+ )(j−j
n
∗ )|, (63)
2λ˜s−−1j+µ˜s−−1ϕ
n
s−
(j)+ν˜s−−1,n 6 2−
1
2
|(λs−−1+µs−−1αs− )(j−j
n
∗ )|. (64)
Let jn∗ = 0. Then
Nn∑
j=0
2λ˜s+j+µ˜s+ϕ
n
s+
(j)+ν˜s+,nρ(2j+N˜n)
(60),(63)
6
6M(ε0)ρ(2
N˜n)
Nn∑
j=0
2−
1
2
|(λs++µs+αs+ )j| · 2ε0j
(61)
.
Λ,c,γ
ρ(2N˜n),
Nn∑
j=0
2λ˜s−−1j+µ˜s−−1ϕ
n
s−
(j)+ν˜s−−1,nρ(2j+N˜n)
(60),(64)
6
6 M(ε0)ρ(2
N˜n)
Nn∑
j=0
2−
1
2
|(λs−−1+µs−−1αs− )j| · 2ε0j
(61)
.
Λ,c,γ
ρ(2N˜n).
If jn∗ = Nn, then
Nn∑
j=0
2λ˜s+j+µ˜s+ϕ
n
s+
(j)+ν˜s+,nρ(2j+N˜n)
(60),(63)
6
6M(ε0)ρ(2
Nn+N˜n)
Nn∑
j=0
2−
1
2
|(λs++µs+αs+ )(j−Nn)| · 2ε0(Nn−j)
(61)
.
Λ,c,γ
ρ(2Nn+N˜n),
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Nn∑
j=0
2λ˜s−−1j+µ˜s−−1ϕ
n
s−
(j)+ν˜s−−1,nρ(2j+N˜n)
(60),(64)
6
6M(ε0)ρ(2
Nn+N˜n)
Nn∑
j=0
2−
1
2
|(λs−−1+µs−−1αs− )(j−Nn)| · 2ε0(Nn−j)
(61)
.
Λ,c,γ
ρ(2Nn+N˜n).
Let s− 6 s < s+. Since ϕ
n
s+1(j
n
∗ )
(53)
= ϕns (j
n
∗ ), then
ϕns+1(j)− ϕ
n
s (j) = αs+1j + βs+1,n − αsj − βs,n = (αs+1 − αs)(j − j
n
∗ ). (65)
It follows from (53), (56) and (57) that λ˜sj
n
∗ + µ˜sϕ
n
t(s)(j
n
∗ ) + ν˜s,n = ψn(j
n
∗ , l
n
∗ ) = 0.
Therefore,
λ˜sj + µ˜sϕ
n
t(s)(j) + ν˜s,n = (λ˜s + µ˜sαt(s))(j − j
n
∗ )
(54)
6
6 (λs + µsαt(s))(j − j
n
∗ ) + ε0(1 + A)|j − j
n
∗ |.
By (61) and (62),
2λ˜sj+µ˜sϕ
n
t(s)
(j)+ν˜s,n(|j − jn∗ |+ 1) .
Λ
2−
|(λs+µsαt(s))(j−j
n
∗ )|
2 . (66)
This together with an inequality∑
ϕns (j)6l<ϕ
n
s+1(j)
2µ˜sl 6 2µ˜sϕ
n
t(s)
(j)(ϕns+1(j)− ϕ
n
s (j) + 1)
imply that
∑
(j, l)∈Z2∩Ens
2ψ˜n(j, l)ρ(2j+N˜n) 6
Nn∑
j=0
2λ˜sj+µ˜sϕ
n
t(s)
(j)+ν˜s,n(ϕns+1(j)− ϕ
n
s (j) + 1)ρ(2
j+N˜n)
(65)
.
Λ
.
Nn∑
j=0
2λ˜sj+µ˜sϕ
n
t(s)
(j)+ν˜s,n(|j − jn∗ |+ 1)ρ(2
j+N˜n)
(66)
.
Λ
Nn∑
j=0
2−
|(λs+µsαt(s))(j−j
n
∗ )|
2 ρ(2j+N˜n)
(60)
6
6 M(ε0)
Nn∑
j=0
2−
|(λs+µsαt(s))(j−j
n
∗ )|
2 2ε0|j−j
n
∗ |ρ(2j
n
∗+N˜n)
(61)
.
Λ,γ,c
ρ(2j
n
∗+N˜n).
Let s /∈ S, s 6= s− − 1 and s < m. It follows from (58) that
cardZ2 ∩ Ens .
c
(log2 n)
2. (67)
Let (jˆ, lˆ) be the maximum point of the function ψ˜n on the set Z
2 ∩ Ens . Then∑
(j, l)∈Z2∩Ens
2ψ˜n(j, l)ρ(2j+N˜n)
(60),(67)
.
c
M(ε0)2
ε0Nn(log2 n)
2 · 2ψ˜n(jˆ, lˆ)ρ(2N˜n+j
n
∗ ).
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Since Ψ˜ ∈ Oε0,J(Ψ), then
|ψ˜n(jˆ, lˆ)− ψn(jˆ, lˆ)|
(55)
6 ε0 log2 n.
Since s /∈ S, s 6= s− − 1 and s < m, then
{(0, ϕns (0)), (0, ϕ
n
s+1(0)), (Nn, ϕ
n
s (Nn)), (Nn, ϕ
n
s+1(Nn))} ⊂ Vn\(j
n
∗ , l
n
∗ ).
The function ψn|Ens is affine, therefore,
sup
(ξ, η)∈Ens
ψn(ξ, η) 6 max
{
ψn(0, ϕ
n
s (0)), ψn(0, ϕ
n
s+1(0)),
ψn(Nn, ϕ
n
s (Nn)), ψn(Nn, ϕ
n
s+1(Nn))
} (59)
6 −γ log2 n.
Hence,
Σns
(58)
.
c
M(ε0)n
cε0(log2 n)
22−γ log2 n2ε0 log2 nρ(2N˜n+j
n
∗ ) .
c,Λ,γ
. n−γ+ε0(c+1)(log2 n)
2ρ(2N˜n+j
n
∗ )
(61)
6 ρ(2N˜n+j
n
∗ )
for sufficiently large n.
It remains to consider the case s = m, s /∈ S. Since µm < 0, then
Σnm .
Λ
Nn∑
j=0
2ψ˜n(j, ϕ
n
m(j))ρ(2j+N˜n) 6
Nn∑
j=0
2ψn(j, ϕ
n
m(j))+|ψ˜n(j, ϕ
n
m(j))−ψn(j, ϕ
n
m(j))|ρ(2j+N˜n)
(55),(58),(59),(60)
6
6M(ε0)2
ε0Nn(c log2 n)2
−γ log2 n+ε0 log2 nρ(2N˜n+j
n
∗ )
(58)
.
Λ,c,γ
n−γ+ε0(c+1)(log2 n)ρ(2
N˜n+jn∗ )
(61)
6 ρ(2N˜n+j
n
∗ )
for sufficiently large n.
Define the spaces X1, X˜1, X2 and projections PN by (12), (13), (14) and (16),
respectively.
Proposition 2. Let n ∈ Z+, nk ∈ Z+, N ⊂ Z+ × Zd, Nk ⊂ Z+ × Zd, 1 6 k 6 m,
n =
m∑
k=1
nk, N ⊂ ∪mk=1Nk, ϑj,0 = dj, ϑj,1 = Aj, j ∈ Z+. Then for s ∈ {0, 1} we have
ϑn,s(PN : X1 → X2) 6
m∑
k=1
ϑnk,s(PNk : X1 → X2).
Proof. Let N ′1 = N1 ∩ N , N
′
k =
(
Nk\ ∪
k−1
i=1 Ni
)
∩ N . Then for any k = 1, . . . , m
ϑnk ,s(PN ′k : X1 → X2)
(19),(20)
6 ϑnk,s(PNk : X1 → X2).
Therefore, the assertion follows from inequalities dn′+n′′(M
′+M ′′, X2) 6 dn′(M
′, X2)+
dn′′(M
′′, X2), An′+n′′(T ′+ T ′′ : X1 → X2) 6 An′(T ′ : X1 → X2) +An′′(T ′′ : X1 → X2),
from the inclusion PN (BX1) ⊂
∑m
k=1 PN ′k(BX1) and from the equality PN =
m∑
k=1
PN ′k .
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Let E be a finite set, F : E → R. Denote
Argmax {F (x) : x ∈ E} =
{
y ∈ E : F (y) = max
x∈E
F (x)
}
. (68)
Proof of Theorem 1. Without loss of generality we may assume that |(x1, . . . , xd)| =
max16i6d |xi|.
By (15),
dn(Id : B
s1
p1,q1(R
d, w1)→ B
s2
p2,q2(R
d, w2))
n
≍ dn(id : X1 → X2),
An(Id : B
s1
p1,q1
(Rd, w1)→ B
s2
p2,q2
(Rd, w2))
n
≍ An(id : X1 → X2).
If dn(Id : B
s1
p1,q1(R
d, w1)→ B
s2
p2,q2(R
d, w2)) →
n→∞
0, then the operator Id is compact and,
therefore, by (2) we have
An(Id : B
s1
p1,q1(R
d, w1)→ B
s2
p2,q2(R
d, w2)) = λn(Id : B
s1
p1,q1(R
d, w1)→ B
s2
p2,q2(R
d, w2)).
Denote
N =
{
(ν, m) : 2−νm ∈
[
−
1
2
,
1
2
]d}
, N ∗ =
{
(ν, m) : 2−νm /∈
[
−
1
2
,
1
2
]d}
.
The following estimate was proved in [13] (see Lemma 4.2):
An(PN ∗ : X1 → X2)
n
≍ n−θ˜1 .
Similarly, one can prove that
dn(PN ∗ : X1 → X2)
n
≍ n−θ1
(all arguments are the same, and instead of approximation numbers one takes Kolmogorov
widths; see also [51]). Therefore, it is enough to obtain the estimate of dn(PN : X1 →
X2) and An(PN : X1 → X2).
Let us obtain the order estimate of 2−ν(s1−s2)w1(Qν,m)
−1/p1w2(Qν,m)
1/p2 for (ν, m) ∈
N . If m 6= 0 and x ∈ Qν,m, then
w1(x)
x,ν,m
≍ 2−νβgp1 |m|βgp1
(
log2
2ν
|m|
)p1αg
ρ−p1g
(
log2
2ν
|m|
)
,
w2(x)
x,ν,m
≍ 2νβvp2|m|−βvp2
(
log2
2ν
|m|
)−p2αv
ρp2v
(
log2
2ν
|m|
)
.
Hence,
2−ν(s1−s2)w1(Qν,m)
−1/p1w2(Qν,m)
1/p2
ν,m
≍ |m|−δ
(
log2
2ν
|m|
)−α
ρ
(
log2
2ν
|m|
)
. (69)
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If m = 0, then by (4) and (5) the following order equalities hold:
w1(Qν,0) =
∫
Qν,0
xβgp1| log2 |x||
p1αgρ−p1g (| log2 |x||) dx
ν
≍ rβgp1+d| log2 r|
p1αgρ−p1g (| log2 r|)
∣∣
r=2−ν
,
w2(Qν,0) =
∫
Qν,0
x−βvp2 | log2 |x||
−p2αvρp2v (| log2 |x||) dx
ν
≍ r−βvp2+d| log2 r|
−p2αvρp2v (| log2 r|)
∣∣
r=2−ν
.
Therefore,
2−ν(s1−s2)w1(Qν,m)
−1/p1w2(Qν,m)
1/p2
ν
. ν−αρ(ν). (70)
Proof of an upper estimate. Let ε > 0 (it will be chosen later).
Note that it is enough to consider n = 2Nd, where N ∈ Z+. Let us construct the
covering of the set N for any n.
Step 1. Define the covering of the set {(ν, m) ∈ N : m 6= 0}.
Let 0 6 j 6 Nd,
cN(j) = εj or cN(j) = ε(Nd− j) (71)
(the choice will be made later). For 2j 6 t < 2j+1, l ∈ Z we put
νt(l) = N + t+ l −
[
j
d
]
− [cN(j)],
M1νt(l) = {m ∈ Z
d : 2−νt(l)m ∈ [−2−t, 2−t]d\[−2−t−1, 2−t−1]d}.
Denote
N 1j,l = {(νt(l), m) : 2
j 6 t < 2j+1, m ∈M1νt(l), νt(l) > 0}.
Let us remark that if m ∈M1νt(l), then
|m| ≍
d
2−t · 2νt(l) = 2N+l−[
j
d ]−[cN (j)], (72)
and if N + l −
[
j
d
]
− [cN(j)] > 0 (i.e. M
1
νt(l)
6= ∅), then
cardM1νt(l) =
(
2N+l−[
j
d ]−[cN (j)]+1 + 1
)d
−
(
2 ·
[
2N+l−[
j
d ]−[cN (j)]−1
]
+ 1
)d
≍
d
2Nd+ld−j−[cN (j)]d.
(73)
In addition,
Nd∑
j=0
∑
l<0
rkPN 1j,l =
Nd∑
j=0
∑
l<0
∑
2j6t<2j+1
cardM1νt(l)
(73)
.
d
.
Nd∑
j=0
∑
l<0
2j · 2Nd+ld−j−[cN(j)]d ≍
d
n
Nd∑
j=0
2−[cN (j)]d
(71)
≍
ε, d
n.
(74)
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Let j, l ∈ Z+. For 2j+Nd 6 t < 2j+1+Nd we put ν˜t(l) = t+ l,
M2ν˜t(l) = {m ∈ Z
d : 2−ν˜t(l)m ∈ [−2−t, 2−t]d\[−2−t−1, 2−t−1]d},
N 2j,l = {(ν˜t(l),m) : 2
j+Nd 6 t < 2j+1+Nd, m ∈M2ν˜t(l)}.
If m ∈M2ν˜t(l), then
|m| ≍
d
2−t · 2ν˜t(l) = 2l, (75)
cardMν˜t(l) =
(
2 · 2l + 1
)d
−
(
2 · [2l−1] + 1
)d
≍
d
2ld. (76)
Denote
j0(N) = Nd ·max
{q2
2
− 1, 0
}
, j1(N) = Nd ·max
{
min{q2, q′1}
2
− 1, 0
}
.
For ν ∈ Z+, s ∈ {0, 1} we put
M3,sν =
{
m ∈ Zd\{0} : 2−νm ∈
[
−2−2
[js(N)]+Nd
, 2−2
[js(N)]+Nd
]d}
,
N 3,s = {(ν, m) : m ∈M3,sν }.
Let us show that for s ∈ {0, 1} we have(
∪06j6Nd, l∈ZN
1
j,l
)
∪
(
∪06j6js(N), l∈Z+N
2
j,l
)
∪N 3,s ⊃ {(ν, m) ∈ N : m 6= 0}.
Indeed, if 2−νm ∈
[
−1
2
, 1
2
]d
\
[
−2−2
Nd−1, 2−2
Nd−1
]d
, then there exist 0 6 j 6 Nd,
2j 6 t 6 2j+1 − 1 and l ∈ Z such that 2−νm ∈ [−2−t, 2−t]d\[−2−t−1, 2−t−1]d and
ν = N + t + l −
[
j
d
]
− [cN(j)]. Hence, (ν, m) ∈ N 1j,l.
If 2−νm ∈
[
−2−2
Nd−1, 2−2
Nd−1
]d
\
[
−2−2
Nd+[js(N)]
, 2−2
Nd+[js(N)]
]d
, then there exist
0 6 j 6 js(N), 2
Nd+j 6 t 6 2Nd+j+1−1 such that 2−νm ∈ [−2−t, 2−t]d\[−2−t−1, 2−t−1]d.
Here ν > t, i.e. ν = t + l for some l ∈ Z+. Therefore, (ν, m) ∈ N 2j, l.
Finally, if 2−νm ∈
[
−2−2
[js(N)]+Nd
, 2−2
[js(N)]+Nd
]d
, then (ν, m) ∈ N 3,s.
Step 2. Let us construct the covering of {(ν, 0) : ν ∈ Z+}. Let
N 4 = {(0, 0), . . . , (2Nd − 1, 0)},
N 5j = {(2
j+Nd, 0), (2j+Nd + 1, 0), . . . , (2j+1+Nd − 1, 0)}, j ∈ Z+,
N 6,s = {(2Nd+[js(N)] + t, 0), t ∈ Z+}, s ∈ {0, 1}.
Then
N 4 ∪
(
∪[js(N)]−1j=0 N
5
j
)
∪ N 6,s ⊃ {(ν, 0) : ν ∈ Z+}.
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Step 3. Let µ1j,l, µ
2
j,l, µ
5
j ∈ Z+, s ∈ {0, 1}, Lj =
{
l ∈ Z+ : N + l −
[
j
d
]
− [cN(j)] > 0
}
,
ns :=
Nd∑
j=0
∑
l∈Lj
µ1j,l +
Nd∑
j=0
∑
l∈Z\Z+,N 1j,l 6=∅
dim
(
PN 1j,lX1
)
+
+
∑
06j6js(N)
∑
l∈Z+
µ2j,l + dim(PN 4X1) +
∑
06j6js(N)
µ5j <∞,
ϑµ,0 = dµ, ϑµ,1 = Aµ (ϑµ,1 = λµ if the embedding is compact), µ ∈ N. Then by
Proposition 2,
ϑns,s(PN : X1 → X2) 6
Nd∑
j=0
∑
l∈Lj
ϑµ1j,l,s(PN 1j,l : X1 → X2)+
+
∑
06j6js(N)
∑
l∈Z+
ϑµ2j,l,s(PN 2j,l : X1 → X2) + ϑ0,s(PN 3,s : X1 → X2)+
+
∑
06j6js(N)
ϑµ5j ,s(PN 5j : X1 → X2) + ϑ0,s(PN 6,s : X1 → X2).
Combining (12), (13), (14), (17), (69), (72), (73) and Theorems 2 and 3, we get
ϑµ1j,l,s(PN 1j,l : X1 → X2)
n,j,l
.
(
2N+l−[
j
d ]−[cN (j)]
)−δ
2−αjρ
(
2j
)
ϑµ1j,l,s(B
m1j,l,k
1
j,l
p1,q1 , l
m1j,l,k
1
j,l
p2,q2 ),
where
m1j,l = 2
Nd+ld−j−[cN(j)]d, k1j,l = 2
j. (77)
Similarly, combining (12), (13), (14), (17), (69), (75), (76) and Theorems 2 and 3, we
obtain
ϑµ2j,l ,s(PN 2j,l : X1 → X2)
n,j,l
. 2−δl
(
2j+Nd
)−α
ρ
(
2j+Nd
)
ϑµ2j,l,s(B
m2j,l,k
2
j,l
p1,q1 , l
m2j,l,k
2
j,l
p2,q2 ),
m2j,l = 2
ld, k2j,l = 2
j+Nd. (78)
Denote r0 = max
(
q2
2
, 1
)
, r1 = max
(
min(q2, q′1)
2
, 1
)
. By (12), (13), (14), (17), (69) and
inequalities |m| > 1, log2
2ν
|m|
> 2[js(N)]+Nd, (ν, m) ∈ N 3,s, we have
ϑ0,s(PN 3,s : X1 → X2)
n
. (2js(N)+Nd)−αρ(2js(N)+Nd)
n
≍ n−αrsρ (nrs) .
Further, from (12), (13), (14), (17), (70) we get
ϑ0,s(PN 6,s : X1 → X2)
n
. sup
t∈Z+
(2js(N)+Nd + t)−αρ(2js(N)+Nd + t)
n
≍
33
≍ (2js(N)+Nd)−αρ(2js(N)+Nd)
n
≍ n−αrsρ (nrs) ,
ϑµ5j ,s(PN 5j : X1 → X2)
j,n
. (2j+Nd)−αρ(2j+Nd)ϑµ5j ,s(B
k5j
q1 , l
k5j
q2 ),
where
k5j = 2
j+Nd. (79)
Thus,
ϑns,s(PN : X1 → X2)
n
.
Nd∑
j=0
∑
l∈Lj
n−
δ
d2−lδ2j(−α+
δ
d
)ρ
(
2j
)
2cN (j)δϑµ1j,l,s(B
m1j,l,k
1
j,l
p1,q1 , l
m1j,l,k
1
j,l
p2,q2 )+
+
∑
06j6js(N)
∑
l∈Z+
n−α2−lδ2−jαρ
(
2jn
)
ϑµ2j,l,s(B
m2j,l,k
2
j,l
p1,q1 , l
m2j,l,k
2
j,l
p2,q2 )+
+n−αrsρ (nrs) +
∑
06j6js(N)
n−α2−jαρ(2jn)ϑµ5j ,s(B
k5j
q1 , l
k5j
q2 ) =: Σs.
Step 4. Let p2 6 2 and q2 6 2. We take µ
1
j,l = 0, µ
2
j,l = 0, µ
5
j = 0, cN(j) = ε|j− j
n
∗ |,
where jn∗ = 0, if α >
δ
d
, and jn∗ = Nd, if α <
δ
d
. Then
max(Σ0, Σ1)
n
.
Nd∑
j=0
∑
l>0
n−
δ
d2−lδ2j(−α+
δ
d)ρ
(
2j
)
2εδ|j−j
n
∗ | +
∑
l∈Z+
n−α2−lδρ (n) + n−αρ(n).
Since α 6= δ
d
, then max(Σ0, Σ1)
n
. max
{
n−
δ
d , n−αρ(n)
}
for sufficiently small ε.
Similarly one can prove that if p1 > 2 and q1 > 2, ε is sufficiently small, µ
1
j,l, µ
2
j,l,
µ5j and cN(j) are defined as above, then Σ1
n
. max
{
n−
δ
d , n−αρ(n)
}
.
Step 5. Let us obtain an estimate of Σ0 for p2 > 2, q2 > 2 and under conditions of
part 1 of the theorem. For i = 1, 2 we put
µij,l =
{
n · 2−[σ
i
n(j)]−[τ
i
n(l, j)], if l 6 li(j),
0, if l > li(j),
where
l1(j) = N
(p2
2
− 1
)
+
j
d
(
1−
p2
q2
)
, l2(j) = Np2
(
1
2
−
1
q2
)
−
p2j
q2d
,
σin(j) = ε|j − j
n,i
∗ |, τ
i
n(l, j) = ε|l − lˆ
n,i(j)|,
lˆn,i(j) =

0, if ln,i∗ = 0,
l˜i(j), if l
n,i
∗ = l˜i(j
n,i
∗ ),
li(j), if l
n,i
∗ = li(j
n,i
∗ );
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functions l˜i and numbers j
n,1
∗ ∈ {0, Nd}, j
n,2
∗ ∈ {0, j0(N)}, l
n,i
∗ ∈ {0, l˜i(j
n,i
∗ ), li(j
n,i
∗ )}
(i = 1, 2) will be defined later. Then
∑
j,l
µij,l
n
. n. In addition, put cN(j) = ε|j − jn,1∗ |.
Substep 5.1. Estimate the first term of the sum Σ0. Denote for l ∈ Lj
dn,j,l = n
− δ
d2−lδ2j(−α+
δ
d
) · 2cN (j)δdµ1j,l(B
m1j,l,k
1
j,l
p1,q1 , l
m1j,l,k
1
j,l
p2,q2 ).
We apply Theorem 2.
• p1 6 2, q1 6 2. Then by (77) we get
dn,j,l
n,j,l
.
{
n
− δ
d
+ 1
p2
− 1
2 · 2
l
(
−δ+ d
p2
)
+
τ1n(l, j)
2
+j
(
−α+ δ
d
− 1
p2
+ 1
q2
)
+
σ1n(j)
2
+cN (j)
(
δ− d
p2
)
, if l 6 l1(j),
n−
δ
d2−lδ2j(−α+
δ
d
)+cN (j)δ, if l > l1(j).
Put
F 1n(j, l) =
{
n
− δ
d
+ 1
p2
− 1
2 · 2
l
(
−δ+ d
p2
)
+j
(
−α+ δ
d
− 1
p2
+ 1
q2
)
, if l 6 l1(j),
n−
δ
d2−lδ2j(−α+
δ
d), if l > l1(j)
and take some
(jn,1∗ , l
n,1
∗ ) ∈ Argmax
{
F 1n(0, 0), F
1
n(Nd, 0), F
1
n(0, l1(0)), F
1
n(Nd, l1(Nd))
}
=
= Argmax
{
n
− δ
d
+ 1
p2
− 1
2 , n
−α+ 1
q2
− 1
2 , n−
p2δ
2d , n
−α−
p2δ
2d
+
p2δ
q2·d
}
(see (68)). Here we may assume that either jn,1∗ = 0 for any n ∈ N or j
n,1
∗ = Nd
for any n ∈ N.
Apply Lemma 6 for ϕn1 (ξ) = 0 and ϕ
n
2 (ξ) = l1(ξ). If ε is sufficiently small, then
Σ′0 :=
Nd∑
j=0
∑
l∈Lj
n−δ/d2−lδ2j(−α+δ/d)ρ (2j) 2cN (j)δdµ1j,l(B
m1j,l,k
1
j,l
p1,q1 , l
m1j,l,k
1
j,l
p2,q2 )
n
.
. max
{
n
− δ
d
+ 1
p2
− 1
2 , n−
p2δ
2d , n
−α− 1
2
+ 1
q2 ρ(n), n
−
p2δ
2d
−α+
p2δ
q2·dρ(n), n−
αq2
2 ρ(n
q2
2 )
} n
.
n
. max
{
n
− δ
d
+ 1
p2
− 1
2 , n−
p2δ
2d , n
−α− 1
2
+ 1
q2 ρ(n), n−
αq2
2 ρ(n
q2
2 )
}
.
(80)
Indeed, let q2 > 2, p2 > 2 (cases p2 = 2 and q2 = 2 can be treated in a similar
way). Notice that
p2δ
2d
+ α−
p2δ
q2d
=
αq2
2
·
2
q2
+
p2δ
2d
(
1−
2
q2
)
> min
{
αq2
2
,
p2δ
2d
}
(81)
(and the equality holds only if αq2
2
= p2δ
2d
). By conditions of the theorem, αq2
2
6=
min
{
δ
d
+ 1
2
− 1
p2
, p2δ
2d
, α + 1
2
− 1
q2
}
.
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If αq2
2
< min
{
δ
d
+ 1
2
− 1
p2
, p2δ
2d
, α + 1
2
− 1
q2
}
, then there exists θ > 0 such that
αq2
2
+ θ < min
{
δ
d
+ 1
2
− 1
p2
, p2δ
2d
, α + 1
2
− 1
q2
, α + p2δ
2d
− p2δ
q2·d
}
. Therefore, Σ′0
n
.
n−
αq2
2
−θ
n
. n−
αq2
2 ρ(n
q2
2 ) (here the set S from Lemma 6 is empty).
Let αq2
2
> min
{
δ
d
+ 1
2
− 1
p2
, p2δ
2d
, α+ 1
2
− 1
q2
}
. By (81),
p2δ
2d
+ α−
p2δ
q2d
> min
{
δ
d
+
1
2
−
1
p2
,
p2δ
2d
, α +
1
2
−
1
q2
}
and minimum of the right-hand side is attained at the unique point. Hence, the
set S from Lemma 6 is nonempty and the sum can be estimated from above by
max
{
n
− δ
d
+ 1
p2
− 1
2 , n−
p2δ
2d , n
−α− 1
2
+ 1
q2 ρ(n)
}
.
• λ(p) 6 λ(q), λ(p) < 1. Put l˜1(j) :=
j
d
(
1− 2
q2
)
, m1j,l = 2
Nd+ld−j . Then the
condition n > m1j,l(k
1
j,l)
2/q2 is equivalent to the inequality l < l˜1(j). Since j 6 Nd,
p2 > 2 and q2 > 2, we have l˜1(j) 6 l1(j). Therefore,
dn,j,l
n,j,l
. n
− δ
d
− 1
p1
+ 1
p2 · 2
l
(
−δ+ d
p2
− d
p1
+λ(q)d
2
)
+j
(
−α+ δ
d
− 1
p2
+ 1
p1
+λ(q)
q2
−λ(q)
2
)
×
×2
σ1n(j)λ(q)
2
+
τ1n(l, j)λ(q)
2
+cN (j)d
(
δ
d
− 1
p2
+ 1
p1
−λ(q)
2
)
, if 0 6 l < l˜1(j),
dn,j,l
n,j,l
. n
− δ
d
−λ(p)
2
+
λ(p)
p2 · 2
l
(
−δ+λ(p)d
p2
)
+j
(
−α+ δ
d
−λ(p)
p2
+
λ(p)
q2
)
×
×2
σ1n(j)λ(p)
2
+
τ1n(l, j)λ(p)
2
+cN (j)d
(
δ
d
−λ(p)
p2
)
, if l˜1(j) 6 l < l1(j),
dn,j,l
n,j,l
. n−
δ
d2−lδ2j(−α+
δ
d
) · 2cN (j)δ, if l > l1(j).
Let
F 1n(j, l) = n
− δ
d
− 1
p1
+ 1
p2 · 2
l
(
−δ+ d
p2
− d
p1
+
λ(q)d
2
)
+j
(
−α+ δ
d
− 1
p2
+ 1
p1
+
λ(q)
q2
−λ(q)
2
)
,
if 0 6 l < l˜1(j),
F 1n(j, l) = n
− δ
d
−λ(p)
2
+λ(p)
p2 · 2
l
(
−δ+λ(p)d
p2
)
+j
(
−α+ δ
d
−λ(p)
p2
+λ(p)
q2
)
,
if l˜1(j) 6 l < l1(j),
F 1n(j, l) = n
− δ
d2−lδ2j(−α+
δ
d
), if l > l1(j).
Note that l˜1(0) = 0. Choose
(jn,1∗ , l
n,1
∗ ) ∈ Argmax
{
F 1n(0, 0), F
1
n(Nd, 0), F
1
n(0, l1(0)),
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F 1n(Nd, l1(Nd)), F
1
n(Nd, l˜1(Nd))
}
.
By Lemma 6, for enough small ε we obtain
Nd∑
j=0
∑
l∈Lj
n−δ/d2−lδ2j(−α+δ/d)ρ (2j) 2cN (j)δdµ1j,l(B
m1j,l,k
1
j,l
p1,q1 , l
m1j,l,k
1
j,l
p2,q2 )
n
.
. max
{
n
− δ
d
− 1
p1
+ 1
p2 , n
−α+λ(q)
q2
−λ(q)
2 ρ(n), n−
p2δ
2d ,
n
−
δp2
2d
−α+
δp2
q2·dρ(n), n
−α+
(
− δ
d
− 1
p1
+ 1
p2
)(
1− 2
q2
)
ρ(n), n−
αq2
2 ρ(n
q2
2 )
}
n
.
. max
{
n
− δ
d
− 1
p1
+ 1
p2 , n
−α+λ(q)
q2
−λ(q)
2 ρ(n), n−
p2δ
2d , n−
αq2
2 ρ(n
q2
2 )
}
.
(82)
It can be proved in a similar way as in the previous case. Here ϕn1 (ξ) = 0,
ϕn2 (ξ) = l˜1(ξ), ϕ
n
3 (ξ) = l1(ξ).
• λ(p) > λ(q), λ(q) < 1. Let l˜1(j) =
(
N − j
d
) (
p2
2
− 1
)
, m1j,l = 2
Nd+ld−j . Then
the condition n > (m1j,l)
2
p2 k1j,l is equivalent to the inequality l < l˜1(j). Hence, by
Theorem 2,
dn,j,l . n
− δ
d
−λ(p)
2
+
λ(p)
p2 · 2
j
(
−α+ δ
d
+
λ(p)
2
−λ(p)
p2
+ 1
q2
− 1
q1
)
+l
(
−δ+λ(p)d
p2
)
×
×2
σ1n(j)λ(p)
2
+
τ1n(l, j)λ(p)
2
+cN (j)
(
δ−λ(p)d
p2
)
,
if 0 6 l < l˜1(j),
dn,j,l
n,j,l
. n
− δ
d
−λ(q)
2
+λ(q)
p2 · 2
j
(
−α+ δ
d
−λ(q)
p2
+
λ(q)
q2
)
+l
(
−δ+λ(q)d
p2
)
×
×2
σ1n(j)λ(q)
2
+
τ1n(l, j)λ(q)
2
+cN (j)
(
δ−λ(q)d
p2
)
,
if l˜1(j) 6 l < l1(j),
dn,j,l
n,j,l
. n−
δ
d2−lδ2j(−α+
δ
d
)+cN (j)δ,
if l > l1(j).
Put
F 1n(j, l) = n
− δ
d
−λ(p)
2
+λ(p)
p2 · 2
j
(
−α+ δ
d
+λ(p)
2
−λ(p)
p2
+ 1
q2
− 1
q1
)
+l
(
−δ+λ(p)d
p2
)
,
if 0 6 l < l˜1(j),
F 1n(j, l) = n
− δ
d
−λ(q)
2
+λ(q)
p2 · 2
j
(
−α+ δ
d
−λ(q)
p2
+λ(q)
q2
)
+l
(
−δ+λ(q)d
p2
)
, if l˜1(j) 6 l < l1(j),
F 1n(j, l) = n
− δ
d2−lδ2j(−α+
δ
d
), if l > l1(j).
Note that l˜1(0) = l1(0) and l˜1(Nd) = 0. Choose
(jn,1∗ , l
n,1
∗ ) ∈ Argmax
{
F 1n(0, 0), F
1
n(Nd, 0), F
1
n(0, l1(0)), F
1
n(Nd, l1(Nd))
}
.
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By Lemma 6, for enough small ε we have
Nd∑
j=0
∑
l∈Lj
n−δ/d2−lδ2j(−α+δ/d)ρ (2j) 2cN (j)δdµ1j,l(B
m1j,l,k
1
j,l
p1,q1 , l
m1j,l,k
1
j,l
p2,q2 )
n
.
. max
{
n
− δ
d
−λ(p)
2
+λ(p)
p2 , n
−α+ 1
q2
− 1
q1 ρ(n), n−
p2δ
2d , n
−α+
δp2
q2·d
−
δp2
2d ρ(n), n−
αq2
2 ρ(n
q2
2 )
} n
.
. max
{
n
− δ
d
−λ(p)
2
+
λ(p)
p2 , n
−α+ 1
q2
− 1
q1 ρ(n), n−
p2δ
2d , n−
αq2
2 ρ(n
q2
2 )
}
.
(83)
Here ϕn1 (ξ) = 0, ϕ
n
2 (ξ) = l˜1(ξ), ϕ
n
3 (ξ) = l1(ξ).
Substep 5.2. To estimate the second term of the sum Σ0, we apply Theorem 2
again. Note that
l2(j0(N)) = 0. (84)
• p1 6 2, q1 6 2. Then, by (78),
n−α2−lδ2−jαdµ2j,l(B
m2j,l,k
2
j,l
p1,q1 , l
m2j,l,k
2
j,l
p2,q2 )
n,j,l
.
.
{
n
−α+ 1
q2
− 1
2 · 2
l
(
−δ+ d
p2
)
2
j
(
−α+ 1
q2
)
· 2
σ2n(j)
2
+
τ2n(l, j)
2 , if l 6 l2(j),
n−α2−lδ2−jα, if l > l2(j).
Put
F 2n(j, l) =
{
n
−α+ 1
q2
− 1
22
l
(
−δ+ d
p2
)
2
j
(
−α+ 1
q2
)
, if l 6 l2(j),
n−α2−lδ2−jα, if l > l2(j).
Choose
(jn,2∗ , l
n,2
∗ ) ∈ Argmax
{
F 2n(0, 0), F
2
n(0, l2(0)), F
2
n(j0(N), 0)
}
.
Apply Lemma 6 for ϕn1(ξ) = 0, ϕ
n
2(ξ) = l2(ξ), taking into account (84). If ε is
sufficiently small, then
Σ′′0 :=
∑
06j6j0(N)
∑
l∈Z+
n−α2−lδ2−jαρ (2jn) dµ2j,l(B
m2j,l,k
2
j,l
p1,q1 , l
m2j,l,k
2
j,l
p2,q2 )
n
.
. max
{
n
− δ
d
+ 1
p2
− 1
2 , n−
p2δ
2d , n
−α− 1
2
+ 1
q2 ρ(n), n
−
p2δ
2d
−α+
δp2
q2dρ(n), n−
αq2
2 ρ(n
q2
2 )
} n
.
n
. max
{
n
− δ
d
+ 1
p2
− 1
2 , n−
p2δ
2d , n
−α− 1
2
+ 1
q2 ρ(n), n−
αq2
2 ρ(n
q2
2 )
}
.
(85)
Indeed, consider the case p2 > 2, q2 > 2 (in other cases of the assertion can be
proved in a similar way). By conditions of the theorem, we have
min
{
δ
d
+
1
2
−
1
p2
,
p2δ
2d
}
6= min
{
α +
1
2
−
1
q2
,
αq2
2
}
.
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If min
{
δ
d
+ 1
2
− 1
p2
, p2δ
2d
}
< min
{
α+ 1
2
− 1
q2
, αq2
2
}
, then by (81)
p2δ
2d
+ α−
δp2
q2d
> min
{
δ
d
+
1
2
−
1
p2
,
p2δ
2d
}
and
Σ′′0
n
. n
−min
{
δ
d
+ 1
2
− 1
p2
,
p2δ
2d
}
.
Here the set S from Lemma 6 is empty.
If min
{
δ
d
+ 1
2
− 1
p2
, p2δ
2d
}
> min
{
α+ 1
2
− 1
q2
, αq2
2
}
, then by (81)
p2δ
2d
+ α−
δp2
q2d
> min
{
α +
1
2
−
1
q2
,
αq2
2
}
,
the right-hand side attains its minimum at the unique point and
Σ′′0
n
. max
{
n
−α− 1
2
+ 1
q2 ρ(n), n−
αq2
2 ρ(n
q2
2 )
}
.
Here the set S from Lemma 6 is nonempty.
• λ(p) 6 λ(q), λ(p) < 1. Put l˜2(j) = N
(
1− 2
q2
)
− 2j
q2d
. Then the condition n >
m2j,l(k
2
j,l)
2/q2 is equivalent to the inequality l < l˜2(j) and
n−α2−lδ2−jαdµ2j,l(B
m2j,l,k
2
j,l
p1,q1 , l
m2j,l,k
2
j,l
p2,q2 )
n,j,l
.
.

n
−α−λ(q)
2
+
λ(q)
q2 · 2
j
(
−α+λ(q)
q2
)
+l
(
−δ+ d
p2
− d
p1
+
λ(q)d
2
)
2
λ(q)σ2n(j)
2
+
λ(q)τ2n(l, j)
2 , if l < l˜2(j),
n
−α−λ(p)
2
+λ(p)
q2 · 2
j
(
−α+λ(p)
q2
)
+l
(
−δ+λ(p)d
p2
)
2
λ(p)σ2n(j)
2
+
λ(p)τ2n(l, j)
2 , if l˜2(j) 6 l < l2(j),
n−α2−lδ2−jα, if l > l2(j).
Let
F 2n(j, l) =

n
−α−λ(q)
2
+
λ(q)
q2 · 2
j
(
−α+λ(q)
q2
)
+l
(
−δ+ d
p2
− d
p1
+λ(q)d
2
)
, if 0 6 l < l˜2(j),
n
−α−λ(p)
2
+
λ(p)
q2 · 2
j
(
−α+λ(p)
q2
)
+l
(
−δ+λ(p)d
p2
)
, if l˜2(j) < l 6 l2(j),
n−α2−lδ2−jα, if l > l2(j).
Choose
(jn,2∗ , l
n,2
∗ ) ∈ Argmax
{
F 2n(0, 0), F
2
n(0, l2(0)), F
2
n(0, l˜2(0)), F
2
n(j0(N), 0)
}
.
By Lemma 6 (taking into account (84) and the equality l˜2(j0(N)) = 0), for enough
small ε we obtain∑
06j6j0(N)
∑
l∈Z+
n−α2−lδ2−jαρ (2jn) dµ2j,l(B
m2j,l,k
2
j,l
p1,q1 , l
m2j,l,k
2
j,l
p2,q2 )
n
.
. max
{
n
− δ
d
− 1
p1
+ 1
p2 , n
−α+λ(q)
q2
−λ(q)
2 ρ(n), n−
p2δ
2d ,
n
−
δp2
2d
−α+
δp2
q2·dρ(n), n
−α+
(
− δ
d
− 1
p1
+ 1
p2
)(
1− 2
q2
)
ρ(n), n−
αq2
2 ρ(n
q2
2 )
}
n
.
. max
{
n
− δ
d
− 1
p1
+ 1
p2 , n
−α+λ(q)
q2
−λ(q)
2 ρ(n), n−
p2δ
2d , n−
αq2
2 ρ(n
q2
2 )
}
.
(86)
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• λ(p) > λ(q), λ(q) < 1. Then n 6 (m2j,l)
2
p2 k2j,l. Hence,
n−α2−lδ2−jαdµ2j,l(B
m2j,l,k
2
j,l
p1,q1 , l
m2j,l,k
2
j,l
p2,q2 )
n,j,l
.
.
{
n
−α− 1
q1
+ 1
q2 2
l
(
−δ+λ(q)d
p2
)
2
j
(
−α+λ(q)
q2
)
· 2
λ(q)σ2n(j)
2
+
λ(q)τ2n(l, j)
2 , if l < l2(j),
n−α2−lδ2−jα, if l > l2(j).
Put
F 2n(j, l) =
{
n
−α− 1
q1
+ 1
q2 2
l
(
−δ+λ(q)d
p2
)
2
j
(
−α+λ(q)
q2
)
, if l < l2(j),
n−α2−lδ2−jα, if l > l2(j)
and choose
(jn,2∗ , l
n,2
∗ ) ∈ Argmax
{
F 2n(0, 0), F
2
n(0, l2(0)), F
2
n(j0(N), 0)
}
.
By Lemma 6, for enough small ε we obtain∑
06j6j0(N)
∑
l∈Z+
n−α2−lδ2−jαρ (2jn) dµ2j,l(B
m2j,l,k
2
j,l
p1,q1 , l
m2j,l,k
2
j,l
p2,q2 )
n
.
. max
{
n
− δ
d
−λ(p)
2
+
λ(p)
p2 , n
−α+ 1
q2
− 1
q1 ρ(n), n−
p2δ
2d , n
−α+
δp2
q2d
−
δp2
2d ρ(n), n−
αq2
2 ρ(n
q2
2 )
} n
.
. max
{
n
− δ
d
−λ(p)
2
+λ(p)
p2 , n
−α+ 1
q2
− 1
q1 ρ(n), n−
p2δ
2d , n−
αq2
2 ρ(n
q2
2 )
}
.
(87)
Substep 5.3. Now we estimate the last term of the sum Σ0.
Put jn∗ = 0, if α >
λ(q)
q2
, jn∗ = j0(N), if α <
λ(q)
q2
, σ5n(j) = ε|j − j
n
∗ |, µ
5
j = n2
−[σ5n(j)].
Then
j0∑
j=0
µ5j
n
. n. Theorem A together with (79) yield
n−α
∑
06j6j0(N)
2−jαρ(2jn)dµ5j (B
k5j
q1 , l
k5j
q2 )
n
. n−α
∑
06j6j0(N)
2−jαρ(2jn)n−
λ(q)
2 ·2
λ(q)σ5n(j)
2 2
(j+Nd)λ(q)
q2 =
= n
−α+λ(q)
q2
−λ(q)
2
∑
06j6j0(N)
2
j
(
−α+λ(q)
q2
)
ρ(2jn) · 2
λ(q)σ5n(j)
2 =: Σ∗.
For sufficiently small ε > 0 we get
Σ∗
n
.
{
n
−α+λ(q)
q2
−λ(q)
2 , if α > λ(q)
q2
,
n−αq2/2ρ(nq2/2), if α < λ(q)
q2
.
(88)
If α = λ(q)
q2
, then by conditions of the theorem we have αq2
2
= α + λ(q)
2
− λ(q)
q2
>
min
{
δ
d
+ λ(p)
2
− λ(p)
p2
, p2δ
2d
}
. Therefore,
Σ∗
n
. n
−min
{
δ
d
+λ(p)
2
−λ(p)
p2
,
p2δ
2d
}
. (89)
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Combining (80), (82), (83), (85), (86), (87), (88) and (89), we obtain the desired
upper estimate.
Step 6. Let us estimate Σ1 for 1 < p1 6 2 6 p2 < ∞ and 1 < q1 6 2 6 q2 < ∞.
By Theorem 3,
λn(B
m,k
p1,q1
, lm,kp2,q2)
m,k,n
.

Φ0(m, k, n, p1, p2, q1, q2),
1
p1
+ 1
p2
> 1, 1
q1
+ 1
q2
> 1,
Φ0(m, k, n, p
′
2, p
′
1, q1, q2),
1
p1
+ 1
p2
6 1, 1
q1
+ 1
q2
> 1,
Φ0(m, k, n, p1, p2, q
′
2, q
′
1),
1
p1
+ 1
p2
> 1, 1
q1
+ 1
q2
6 1,
Φ0(m, k, n, p
′
2, p
′
1, q
′
2, q
′
1),
1
p1
+ 1
p2
6 1, 1
q1
+ 1
q2
6 1.
It remains to use (11) and the upper estimate for Σ0 which is already proved.
Proof of the lower estimate. Let p2 > 2, q2 > 2. Take ε = 0. By (18), (19), (69),
(72), (73), (75) and (76), there exist νn
n
≍ n and µn
n
≍ n such that µn 6
νn
2
and
dµn(PN : X1 → X2)
n
& max
{
dµn(PN 10,0 : X1 → X2),
dµn(PN 1
0,l1(0)
: X1 → X2), dµn(PN 1Nd,0 : X1 → X2), dµn(PN 2j0(N),0
: X1 → X2)
} n
&
& max
{
n−
δ
ddµn(B
νn,1
p1,q1, l
νn,1
p2,q2), n
− δ
d · 2N(
p2
2
−1)δ,
n−αρ(n)dµn(B
1,νn
p1,q1, l
1,νn
p2,q2), n
−α · 2−j0(N)αρ(2j0(N)n)
}
=
= max
{
n−
δ
ddµn(B
νn
p1
, lνnp2 ), n
−
p2δ
2d , n−αρ(n)dµn(B
νn
q1
, lνnq2 ), n
−αq2/2ρ(nq2/2)
}
.
Similarly, if 1 < p1 6 2 6 p2 <∞, 1 < q1 6 2 6 q2 <∞, then
Aµn(PN : X1 → X2)
n
& max
{
n−
δ
dλµn(B
νn
p1
, lνnp2 ), n
−
min(p2, p
′
1)δ
2d ,
n−αρ(n)λµn(B
νn
q1
, lνnq2 ), n
−
αmin(q2, q
′
1)
2 ρ(nmin(q2, q
′
1)/2)
}
(we use (20) instead of (19)). It remains to apply Theorem A.
If p2 6 2 and q2 6 2, then we similarly get
Aµn(PN : X1 → X2) > dµn(PN : X1 → X2)
n
&
& max
{
n−
δ
ddµn(B
νn
p1
, lνnp2 ), n
−αρ(n)dµn(B
νn
q1
, lνnq2 )
}
n
≍ max
{
n−
δ
d , n−αρ(n)
}
.
The same lower estimate holds for Aµn(PN : X1 → X2), if p1 > 2, q1 > 2.
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