I. INTRODUCTION
The ongoing demand for efficient video coding to achieve low bit rate and high video quality is growing due to increasing popularity of high definition TV, the delivery of video on mobile devices, camcorders, digital cinema, home cinema, internet streaming, medical imaging, mobile streaming, broadcast and communications, video-conferencing, video-phone, telepresence, remote video surveillance, wireless display and other multimedia applications [1] .
Spatial redundancy is the numerical similarity and/or, near-similarity of adjacent pixel values within video frames. This redundancy can be exploited to correctly predict the values of adjacent pixels, and hence lessen the amount of data to be encoded. Indeed most of the major video encoding standards like MPEG-4, H.264 and HEVC perform video frame compression by taking advantage of this redundancy. The method employed by these encoding standards is known as 'Block-Based Discrete Cosine transform (BDCT)' encoding schemes [2] . As the name suggests, each frame is divided into blocks, and each block is then transformed using a Discrete Cosine Transform (DCT). The DCT is followed by Quantization and Entropy Coding. These operations results in a compressed bit sequence/stream.
The transformed coefficients are first divided into quantization levels, and then rounded off to the nearest integers. To get a higher compression ratio; all the Higher-order transform coefficients are coarsely quantized (usually to zero). As a result, we have a loss in correlation between adjacent blocks, which in turn gives rise to a phenomenon called blocking artifacts. Blocking artifacts is a distortion that appears in compressed video frames as abnormally large pixel blocks. This problem can be further compounded by Motion Compensation, a technique that predicts a frame in a video using previous and/or future frames.
To improve the visual quality of the frames, 'Deblocking filters' are applied to suppress the blocking artifacts. There are two main approaches to the application of De-blocking filters, post filter and in-loop filter. In post filtering the filtering is done by making use of the decoded parameters, after the decoding process. The post filter operates on display buffer outside the coding loop, and its use is strictly optional as it is not a normative part of the video coding standards. The in-loop filter on the other hand is employed within the coding loop and is applied to the reconstructed frames inside the encoder and decoder. After removing the blocking artifacts the output from In-loop filter is forward to the next blocks. The detailed explanation is described as follows:
A. De-Blocking Filter (DBF)
Though the De-blocking Filter is less complex than the filters used in the previous standards, yet it can still achieve a better subjective video quality, at half the bitrate. The DBF of HEVC also has a better supportability for parallel processing. The main reason behind the appearance of blocking artifacts across the block boundary in the video frames is the misalignment of samples. This phenomenon is illustrated in the Fig. 2 in  which a 0 -a 3 and b 0 -b 3 denotes the samples in A and B blocks, respectively. To determine the type of filter to be used the boundary strength (bS) parameter is analyzed in HEVC. The boundary strength parameter has three possible values: 0, 1 and 2.
Following conditions must be met to apply the filtering on the sample blocks: 
where, a and b are the samples from first and fourth row of 8×8 sample grid boundary, which is illustrated in Fig.  3 . The parameter β relates to the Quantization Parameter (QP). β is given in the standard and its value is chosen accordingly [7] . In Fig. 3 , horizontal filtering is first done on vertical boundaries, which is then followed by vertical filtering on the horizontal boundaries. After the filtering decision, another condition is checked to determine the type of filter that needs to be applied. 
If

B. Sample Adaptive Offset Filter (SAO)
SAO filter is the novelty in the in-loop filter design for HEVC standard. Output samples from DBF are given to SAO which assigns them particular offset by dividing them into categories. The offset assigned are of two types named as: Band Offset (BO) and Edge Offset (EO) depending on whether the 1-D classification has been done or band division has been used [7] , [8] .
III. SIMULATION RESULTS & ANALYSIS
We have uses various test sequences in our experimental setup and then compare their results. These HD test sequences are taken from different resolutions of 720p and 1080p. We have selected a lot from which we can depict encoding process for videos of different speeds. The HEVC reference software (HM-9.2) is used to perform simulations and also for the results verifications.
This reference software was made available by Collaborative Team on Video Coding (JCT-VC) regrouping experts so that it can provide a reference implementation of the HEVC standard being developed by ITU-T SG 16 and ISO/IEC SC29 WG11. One of the main goals of the reference software is to provide a basis upon which to conduct experiments in order to determine which coding tools provide desired coding performance [10] .
The test sequences taken in 720p resolution are STOCKHOLM, FOUR PEOPLE and DUCKS TAKEOFF while sequences taken in 1080p resolutions are RIVER BED, RUSH HOUR and TRACTOR. At the frame rate of 30 fps, 50 frames of each test sequence is encoded. These frames are encoded firstly by enabling inloop filtering and then disabling the same for a conclusive comparison.
The comparison of with and without In-loop filter of all the 720p and 1080p test sequences is shown below in Table I . Where different test sequences are names and then their parametric comparison has been presented in the respective columns. Quantization parameters used for encoding are started from 25 and with the increment of 5 reached to 40 in three stages. This can be seen from the table that by enabling the filter there is a slight Peak Signal to Noise Ratio (PSNR) improvement from disabled filter encoding as shown by the positive (+) sign in the difference column. The blocking artifacts are thus suppressed by the help of In-loop filter. Fast moving frames are usually suppressed more on objects boundaries by de-blocking filter.
IV. CONCLUSION
In this paper, comparative analysis of the In-loop filter is given with the help of reference software (RM -9.2). The HD test sequences of 720p and 1080p resolution are taken for the simulations. Experimental results depict that by enabling the In-loop filter we can get good video quality with slightly higher PSNR. This is due to the fact that de-blocking filter suppresses the blocking artifacts.
