Abstract-We address the long-standing problem of computing the region of attraction (ROA) of a target set (typically a neighborhood of an equilibrium point) of a controlled nonlinear system with polynomial dynamics and semialgebraic state and input constraints. We show that the ROA can be computed by solving a convex linear programming (LP) problem over the space of measures. In turn, this problem can be solved approximately via a classical converging hierarchy of convex finite-dimensional linear matrix inequalities (LMIs). Our approach is genuinely primal in the sense that convexity of the problem of computing the ROA is an outcome of optimizing directly over system trajectories. The dual LP on nonnegative continuous functions (approximated by polynomial sum-ofsquares) allows us to generate a hierarchy of semialgebraic outer approximations of the ROA at the price of solving a sequence of LMI problems with asymptotically vanishing conservatism. This sharply contrasts with the existing literature which follows an exclusively dual Lyapunov approach yielding either nonconvex bilinear matrix inequalities or conservative LMI conditions. The approach is simple and readily applicable as the outer approximations are the outcome of a single semidefinite program with no additional data required besides the problem description.
I. INTRODUCTION Given a nonlinear control system, a state-constraint set and a target set (e.g. a neighborhood of an attracting orbit or an equilibrium point), the constrained controlled region of attraction (ROA) is the set of all initial states that can be steered with an admissible control to the target set without leaving the state-constraint set. The target set can be required to be reached at a given time or at any time before a given time 1 . The problem of computing the ROA (and variations thereof) lies at the heart of viability theory (see, e.g., [2] ) and goes by many other names, e.g., the reach-avoid or targethitting problem (see, e.g., [19] ); in the language of viability theory the ROA itself is sometimes referred to as the capture basin [2] .
We show that, in the case of polynomial dynamics, semialgebraic state-constraint, input-constraint and target sets, the computation of the ROA boils down to solving an infinitedimensional linear programming (LP) problem in the cone of nonnegative Borel measures. Our approach is genuinely primal in the sense that we optimize over state-space system trajectories modeled with occupation measures [17] , [7] .
In turn, this LP can be solved approximately by a classical hierarchy of finite-dimensional convex linear matrix inequalAn extended version of this work, [14] 1 The cases of an arbitrarily long but finite time and of asymptotic convergence are not addressed in this paper. ity (LMI) relaxations. The dual LP on nonnegative continuous functions and its LMI relaxations on polynomial sumof-squares provide explicitly an asymptotically converging sequence of nested semialgebraic outer approximations of the ROA.
Most of the existing literature on ROA computation follows Zubov's approach [20] , [28] , [10] and uses a dual Lyapunov certificate; see [25] , the survey [8] , Section 3.4 in [9] , and more recently [24] and [4] and the references therein. These approaches either enforce convexity with conservative LMI conditions (whose conservatism is difficult if not impossible to evaluate systematically) or they rely on nonconvex bilinear matrix inequalities (BMIs), with all their inherent numerical difficulties. In contrast, we show in this paper that the problem of computing the ROA has actually a convex infinite-dimensional LP formulation, and that this LP can be solved with a hierarchy of convex finite-dimensional LMIs with asymptotically vanishing conservatism.
We believe that our approach is closer in spirit to setoriented approaches [5] , level-set and Hamilton-Jacobi approaches [15] , [19] , [21] or transfer operator approaches [26] , even though we do not discretize w.r.t. time and/or space. In our approach, we model a measure with a finite number of its moments, which can be interpreted as a frequency-domain discretization (by analogy with Fourier coefficients which are moments w.r.t. the unit circle).
Another way to evaluate the contribution of our paper is to compare it with the recent works [13] , [11] which deal with polynomial approximations of semialgebraic sets. In these references, the sets to be approximated are given a priori (as a polynomial sublevel set, or as a feasibility region of a polynomial matrix inequality). In contrast, in the current paper the set to be approximated (namely the ROA of a nonlinear dynamical system) is not known in advance, and our contribution can be understood as an application and extension of the techniques of references [13] , [11] to sets defined implicitly by differential equations.
The benefits of our occupation measure approach are overall the convexity of the problem of finding the ROA, and the availability of publicly available software to implement and solve the hierarchy of LMI relaxations.
Our primary focus in this paper is the computation of the constrained finite-time controlled region of attraction of a given set. This problem is formally stated in Section II and solved using occupation measures in Section IV; the occupation measures themselves are introduced in Section III. A dual problem on the space of continuous functions is discussed in Section V. The hierarchy of finite-dimensional LMI relaxations of the infinite dimensional LP is described in Section VI. Numerical examples are presented in Section VII, and we conclude in Section VIII.
For space reasons, the more technical proofs are omitted in this conference version of the paper. Please refer to the extended version [14] for detailed proofs.
II. PROBLEM STATEMENT Consider the control systeṁ
with a given polynomial vector field f with entries f i ∈ R[t, x, u], i ∈ Z [1,n] , given final time T > 0, and given compact semialgebraic state and input constraints
, and Z [i,j] denotes the set of consecutive integers {i, i+1, . . . , j}. Given a compact semialgebraic target set
denote the set of all absolutely continuous admissible controlled trajectories x(·) starting from x 0 , generated by an
The constrained controlled region of attraction (ROA) is then defined as
In words, the ROA is the set of all initial conditions for which there exists an admissible controlled trajectory. By construction the set X 0 is bounded and unique. In the sequel we propose an infinite-dimensional LP approach to computing ROA X 0 and show how this reformulation can be approximated by a sequence of LMI problems converging to the solution to the LP.
III. OCCUPATION MEASURES
In the paper we use the following notations:
is the indicator function of a set A, i.e., a function equal to 1 on A and 0 elsewhere; • λ denotes the Lebesgue measure on X ⊂ R n such that
is the standard n-dimensional volume of a set A ⊂ X; • spt µ denotes the support of a measure µ, that is, the closed set of all points x such that µ(A) > 0 for every neighborhood A of x.
A. Liouville's equation
Given an initial condition x 0 and an admissible trajectory
that we assume to be a measurable function of x 0 , define the occupation measure
the Banach space of signed Borel measures supported on K, so that a measure ν ∈ M (K) can be interpreted as a function that takes any subset of K and returns a number in R. Alternatively, elements of M (K) can be interpreted as linear functionals acting on the Banach space of continuous functions C(K), that is, as elements of the dual space C(K) . The action of a measure ν ∈ M (K) on a test function v ∈ C(K) can be modeled with the duality pairing
Define further the linear operator L :
, it follows from the above definition of the occupation measure µ that
(5) Now consider that the initial state is not a single point but that its distribution in space is modeled by an initial measure µ 0 ∈ M (X), and that to each initial state (6) and the final measure µ T ∈ M (X T ) by
It follows by integrating (5) with respect to µ 0 that
which is a linear equation linking the nonnegative measures µ T , µ 0 and µ. Denoting δ t the Dirac measure at a point t and ⊗ the product of measures, we can write
, and since this equation is required to hold for all test functions v, we obtain a linear operator equation
This equation is classical in fluid mechanics and statistical physics, where L is usually written using distributional derivatives of measures (see [14] ); then the equation is referred to as Liouville's partial differential equation (PDE). Each family of admissible trajectories starting from a given initial distribution µ 0 ∈ M (X) satisfies Liouville's equation (9) . The converse may not hold in general although for the computation of the ROA the two formulations can be considered equivalent, at least from a practical viewpoint. Let us briefly elaborate more on this subtle point now.
B. Relaxed ROA
The control systemẋ(t) = f (t, x(t), u(t)), u(t) ∈ U , can be viewed as a differential inclusioṅ
We show in [14, Appendix A, Lemma 1] that any triplet of measures satisfying Liouville's equation (9) corresponds to a family of trajectories of the convexified inclusioṅ
starting from the initial distribution µ 0 , where conv denotes the convex hull. Let us denote the set of absolutely continuous admissible trajectories of (11) bȳ
where a.e. stands for "almost everywhere" w.r.t. the Lebesgue measure on [0, T ]. Given a family 3 of admissible trajectories of the convexified inclusion starting from an initial distribution µ 0 , the occupation and final measures can be defined in a complete analogy via (6) and (7), but now there are only the time and space arguments in the occupation measure, not the control argument.
Letμ(t, x) denote the (t, x)-marginal of the occupation measure µ defined through (6) , that is,
The correspondence between the convexified inclusion (11) and the measures satisfying the Liouville equation (9) is captured by the following result: Lemma 1. Let (µ 0 , µ, µ T ) be a triplet of measures satisfying the Liouville equation (9) such that spt µ 0 ⊂ X, spt µ ⊂ [0, T ] × X × U and spt µ T ⊂ X T . Then there exists a family of absolutely continuous admissible trajectories of (11) starting from µ 0 (i.e., trajectories inX (x 0 )) such that the occupation measure and the terminal measure generated by this family of trajectories are equal toμ and µ T , respectively.
Define now the relaxed region of attraction as
Clearly X 0 ⊂X 0 and the inclusion can be strict; see [14, Appendix C] for concrete examples. However, by the FilippovWażewski relaxation Theorem [3] , the trajectories of the original inclusion (10) are dense (w.r.t. the metric of uniform convergence of absolutely continuous functions of time) in the set of trajectories of the convexified inclusion (11) . This implies that the relaxed region of attractionX 0 corresponds to the region of attraction of the original system but with infinitesimally dilated constraint sets X and X T ; see [14, Appendix B] for more details. Therefore, we argue that there is little difference between the two ROAs from a practical point of view. Nevertheless, because of this subtle distinction we make the following standing assumption in the remainder of the paper.
In other words, the volume of the classical ROA X 0 is assumed to be equal to the volume of the relaxed ROAX 0 . Obviously, this is satisfied if X 0 =X 0 , but otherwise these sets may differ by a set of zero Lebesgue measure. Any of the following conditions on control system (1) is sufficient for Assumption 1 to hold:
as well as all controllability assumptions allowing the application of the constrained Filippov-Ważewski Theorem; see, e.g., [6] and the discussion around Assumption I in [7] .
IV. PRIMAL LP ON MEASURES
A natural way to compute the ROA is to maximize the support of the initial measure µ 0 subject to the constraint (9) and suitable support constraints on µ 0 , µ and µ T . However, a direct maximization of the volume of the support leads to a non-convex problem. The key idea behind the presented approach then consists in replacing the optimization over the support of µ 0 by the maximization of its mass under the constraint that µ 0 is dominated by the Lebesgue measure, i.e., µ 0 ≤ λ. This constraint can be equivalently rewritten as µ 0 +μ 0 = λ for some nonnegative measure (a slack variable) µ 0 ∈ M (X). This leads to the following LP:
The following theorem is a cornerstone of our approach.
Theorem 1. The optimal value of LP problem (12) is equal to the volume of the ROA X 0 , that is, p * = λ(X 0 ). Moreover, the supremum is attained by the restriction of the Lebesgue measure to the ROA X 0 .
V. DUAL LP ON FUNCTIONS
In this section, we derive a dual formulation of problem (12) on the space of continuous functions. A certain super-level set of any feasible solution to the dual problem yields an outer approximation to the ROA X 0 .
Consider the LP problem
where the infimum is over (v, w) ∈ C 1 ([0, T ] × X) × C(X). The interpretation of the dual is intuitive: the constraint Lv ≤ 0 forces v to decrease along trajectories and hence necessarily v(0, x) ≥ 0 on X 0 because of the constraint v(T, x) ≥ 0 on X T . Consequently, w(x) ≥ 1 on X 0 . This instrumental observation is formalized in the following Lemma.
We have the following salient result: Theorem 2. There is no duality gap between primal LP problems (12) on measures and dual LP problem (13) on functions, in the sense that p * = d * . (12) is attained (by the restriction of the Lebesgue measure to X 0 ), a statement already proved by a different means in Theorem 1. In contrast, the infimum in problem (13) is not attained in C 1 ([0, T ] × X) × C(X), but the w-component of feasible solutions of (13) converges to the discontinuous indicator I X0 as we show next.
It follows from Theorem 2 that the supremum in LPs
Before we state our convergence results, we recall the following types of convergence of a sequence of functions w k : X → R to a function w : X → R on a compact set X ⊂ R n . As k → ∞, the functions w k converge to w:
that w k → w uniformly on X\B. We also recall that convergence in L 1 norm implies convergence in Lebesgue measure and that almost uniform convergence implies convergence almost everywhere (see [1, Theorems 2.5.2 and 2.5.3]). Our results are stated in terms of the stronger notions of L 1 norm and almost uniform convergence.
Theorem 3.
There is a sequence of feasible solutions to problem (13) such that its w-component converges from above to I X0 in L 1 norm and almost uniformly.
VI. LMI RELAXATIONS
In this section we show how the infinite dimensional LP problem (12) can be approximated by a hierarchy of LMI problems with the approximation error vanishing as the relaxation order tends to infinity. The dual LMI problem then yields a converging sequence of outer approximations to the ROA. The derivation of the finite-dimensional relaxations is omitted for space reasons; see [14] for a detailed derivation.
denote the vector space of real multivariate polynomials of total degree less than or equal to k and let
The primal semidefinite programming problem then reads
where the notation 0 stands for positive semidefinite and the minimum is over moment sequences (y, y 0 , y T ,ŷ 0 ) truncated to degree 2k. The linear equality constraint captures the two linear equality constraints of (12) with v(t, x) ∈ R 2k [t, x] and w(x) ∈ R 2k [x] being monomials of total degree less than or equal to 2k. The matrices M k (·) and M k (·, ·) are the moment and localizing matrices, respectively (see [16] for details). Problem (14) is a semidefinite program (SDP), where a linear function is minimized subject to convex linear matrix inequality (LMI) constraints, or equivalently a finite-dimensional LP in the cone of positive semidefinite matrices.
For the remainder of the section we make the following standard assumption.
Assumption 2. One of the polynomials modeling the sets X, U resp. X T , is equal to
, with R X , R U resp. R T sufficiently large constants.
Assumption 2 is made without loss of generality since X, U and X T are bounded, and polynomials modeling ball constraints can be added to the semialgebraic descriptions of these sets.
The dual to the SDP problem (14) is given by
where l is the vector of Lebesgue moments over X indexed in the same basis in which the polynomial w(x) with coefficients w is expressed. The minimum is over polynomials v(t, x) ∈ R 2k [t, x] and w ∈ R 2k [x], and polynomial sum-of-squares p(t, x, u),
The constraints that polynomials are sum-of-squares can be written explicitly as LMI constraints (see, e.g., [16] ), and the objective is linear in the coefficients of the polynomial w(x); therefore problem (15) can be formulated as an SDP.
Theorem 4.
There is no duality gap between primal LMI problem (14) and dual LMI problem (15), i.e. p * k = d * k . Now we state convergence results analogous to those of Theorem 3 as well as a set-wise convergence to the ROA X 0 of certain super-level sets of the polynomial solutions to (15) .
denote the w-component of a solution to the dual LMI problem (15) and letw k (x) = min i≤k w i (x). Then w k converges from above to I X0 in L 1 norm andw k converges from above to I X0 in L 1 norm and almost uniformly.
The following Corollary follows immediately from Theorem 5.
Corollary 1. The sequence of infima of LMI problems (15) converges monotonically from above to the supremum of the LP problem (13), i.e., d
Similarly, the sequence of maxima of LMI problems (14) converges monotonically from above to the maximum of the LP problem (12), i.e., p
Theorem 5 establishes a functional convergence of w k to I X0 and Corollary 1 a convergence of the primal and dual optima p * k and d * k to the volume of the ROA λ(X 0 ) = p * = d * . Finally, the following theorem establishes a setwise convergence of the unit super-level sets of w k to X 0 .
denote the w-component of a solution to the dual LMI problem (15) and let
VII. NUMERICAL EXAMPLES In this section we present two examples to illustrate our approach: an uncontrolled Van der Pol oscillator and a minimum-time control of a double integrator. For numerical implementation, one can either use Gloptipoly 3 [12] to formulate the primal problem on measures and then extract the dual solution provided by SeDuMi [22] or formulate directly the dual SOS problem using, e.g., YALMIP [27] or SOSTOOLS [23] .
A. Van der Pol oscillator 2 . In order to compute an outer approximation to this region we take T = 100 and X T = {x :
x 2 ≤ 0.01}. Plots of polynomial super-level set approximations of degree d ∈ {10, 16} are shown in Figure 1 . We observe a relatively fast convergence of the super-level sets to the ROA -this is confirmed by the relative volume error 4 summarized in Table I . Numerically, a better behavior is expected when using alternative polynomial bases (e.g., Chebyshev polynomials) instead of the monomials; see the conclusion for a discussion. Consider a minimum time control of a double integratoṙ x 1 = x 2 ,ẋ 2 = u. The goal is to find an approximation of the set of initial states X 0 that can be steered to the origin in T = 1. Therefore we set X T = {0} and the constraint set such that X 0 ⊂ X, e.g.,
The solution to this problem can be computed analytically as X 0 = {x : V (x) ≤ 1}, where
The computation results are depicted in Figure 3 ; again we observe a relatively fast convergence of the super-level set approximations, which is confirmed by the relative volume errors in Table II . • contrary to most of the existing systems control literature, we propose a convex formulation for the problem of computing the controlled region of attraction; • our approach is constructive in the sense that we rely on standard hierarchies of finite-dimensional LMI relaxations whose convergence can be guaranteed theoretically and for which public-domain interfaces and solvers are available; • we deal with polynomial dynamics and semialgebraic input and state constraints, therefore covering a broad class of nonlinear control systems; • additional properties (e.g., convexity) of the approximations can be enforced by additional constraints on the polynomial (e.g., Hessian being negative definite).
• the approach extremely simple to use -the outer approximations are obtained from the solution of a single semidefinite program with no additional data required besides the problem description. The problem of computing the reachability set, i.e. the set of all states that can be reached from a given set of initial conditions under input and state constraints, can be addressed with the same techniques. Basically, the initial and final measures exchange roles. Computation of maximum (controlled) invariant sets should also be amenable to our approach. Furthermore, there is a straightforward extension to piecewise polynomial dynamics defined over a semialgebraic partition of the state and input spaces -one measure is then defined for each region of the partition. Our approach should also allow for extensions to discrete-time controlled systems, stochastic systems (either discrete-time controlled Markov processes or controlled SDEs) and/or uncertain systems.
The hierarchy of LMI relaxations described in this paper generates a sequence of nested outer approximations of the ROA, but it should also be possible, using a similar approach, to compute valid inner approximations.
Numerical examples indicate that the choice of monomials as a dense basis for the set of continuous functions on compact sets, while mathematically appropriate (and notationally convenient), is not always satisfactory regarding convergence and quality of the approximations. However, this is not peculiar to ROA computation problems -a similar behavior was already observed when computing the volume (and moments) of semialgebraic sets in [13] . To achieve better performance, we recommend the use of alternative polynomial bases such as (appropriately scaled tensor products of) Chebyshev polynomials.
