Abstract. In this paper, we first propose a new technique of the functional iterative methods VIM (Variational iteration method) and NHPM (New homotopy perturbation method) for solving two-point boundary value problems, and then we compare their numerical results with those of the finite difference method (FDM).
Introduction
The numerical solution of two-point boundary value problems (BVPs) is very important because its wide application in scientific research. Thus many scientists try to find more accurate approximate solutions of BVPs. Numerical methods such as Finite difference method (FDM) [17] and Finite element method (FEM) are computationally expensive and have less convergence speed and low accuracy, which may produce inaccurate results. Therefore, many researchers attempt to propose new methods for solving BVPs. In general, the functional equations are very difficult to solve and their exact solutions are difficult to obtain. Therefore, recently some various functional iterative methods have been developed such as Variational iteration method (VIM) [3, 5, 6, 13, 14, 16] , Homotopy perturbation method (HPM) [7, 8, 9, 10, 11, 12] and New homotopy perturbation method (NHPM) [4, 15] to solve the various functional equations. In recent years, Computer Algebra Systems (CAS) such as Maple and Mathematica are developed. Consequently by using CAS, we can calculate approximate solutions of functional equations more easily and quickly.
The purpose of this paper is to provide more sophisticated functional iterative methods VIM and NHPM for solving two-point boundary value problems by using CAS. This paper is organized as follows. In Section 2, we introduce brief description of the VIM and NHPM. In Section 3, we first propose a new technique of the VIM and NHPM for solving two-point boundary value problems, and then we compare their numerical results with those of the FDM. In Section 4, some conclusion are drawn.
Brief Description of the VIM and NHPM
In this section, we give a brief description of the functional iterative methods VIM and NHPM for two-point boundary value problems (BVPs).
VIM (Variational Iteration Method).
We consider the following twopoint BVPs:
with the two-point boundary conditions
where α and β are given real constants, and f (x) and σ(x) are given real continuous functions on a ≤ x ≤ b.
To illustrate the basic concepts of the VIM, Eq. (1) can be rewritten as
where L is a linear operator, N is a non-linear operator, and g(x) is a nonhomogeneous term. Then, we can construct a correct functional as follows:
where λ(ξ) is a general Lagrange multiplier, which can be identified optimally via variational theory. The second term on the right is called the correction term and u n is considered as a restricted variation, i.e., δ u n = 0. Once the Lagrange multiplier λ(ξ) is obtained by using variational theory and δ u n = 0, the following variational iterative method is obtained :
where u 0 is a suitably chosen approximate function. The above functional iteration can be easily computed by using Computer Algebra System (CAS) such as Mathematica and Maple.
NHPM(New Homotopy Perturbation Method).
We consider the following nonlinear BVP :
with the boundary conditions
where A is a general differential operator, B is a boundary operator, f (r) is a known analytical function, and Γ is the boundary of the domain Ω. The operator A can be divided into two parts, L and N , when L is a linear and N is a nonlinear operator. Therefore, Eq. (6) can be rewritten as
By the homotopy technique, we construct a homotopy U (r, p) :
or equivalently,
where p ∈ [0, 1] is an embedding parameter, u 0 is an initial approximation of solution of Eq. (6). Clearly, we have
The chainging process of p from 0 to 1 is just that of U (r, p) from L −1 (u 0 ) to u(r), where u(r) is the exact solution of Eq. (6) . According to the HPM, the solutions of Eq. (10) can be represented as a power series in p as
Now let us write the Eq. (10) in the following form
By applying the inverse operator L −1 to both sides of Eq. (13), we have
Suppose that the initial approximation of Eq. (6) has the form
where a 0 , a 1 , a 2 , · · · are unknown coefficients and P 0 , P 1 , P 2 , · · · are specific functions depending on the problem. Now by substituting Eqs. (12) and (15) into the Eq. (14), we get
Comparing coefficients of terms with identical powers of p leads to
Now if we can solve these equations in such a way that
Therefore, the exact solution may be obtained by using
A New Technique of the VIM and NHPM
In this section, we first propose a new technique of the functional iterative methods VIM and NHPM for solving two-point boundary value problems (BVPs), and then we compare their numerical results with those of the finite difference method (FDM). Example 3.1. We consider the one-dimensional two-point BVP in [16] :
Method 1 (VIM) :
According to the VIM, we can construct a correct functional as follows :
Using the variational theory and δ u n = 0 in order to identify the Lagrange multiplier λ(ξ), one has
Then we have λ(ξ) = ξ −x, leading to the following variational iteration formula
We begin with an arbitrary initial approximation
where a and b are constants to be determined. Using Mathematica with u 0 (x) = a + bx, we can obtain
To determine a and b, we impose two boundary conditions u(−1) = u(1) = 0 on u 10 (x) which is not written here because of too many terms. Solving the linear system u 10 (−1) = 0 and u 10 (1) = 0 by Mathematica, we can obtain an approximate value of a and b :
Lastly, we substitute these approximate value of a and b into u 10 (x) which is obtained by the iteration formula (22). The numerical results are listed in Table  1 under the column VIM.
Lu [16] has used u 1 (1) = 0 and u 1 (−1) = 0 to find approximate values of a and b, which yields worse approximate solution than those in this paper. As can be seen in Table 1 , our technique of VIM performs much better than Lu [16] .
Method 2 (NHPM) :
By the NHPM, we construct the homotopy
Applying the inverse operator
(·)dτ dt to both side of Eq. (26),
we have
Suppose the solution U (x) of Eq. (27) is represented as
where U i (x) are functions which should be determined. Substituting Eq. (28) into Eq. (27) and comparing coefficients of terms with identical powers of p, we obtain
Since the boundary condition is given at x = −1, we can let
Let U ′ (−1) = α, where α is a constant to be determined. Then we have
and
Letting U 1 (x) = 0, one obtains
From Eq. (32), it follows
From Eqs. (30) and (33),
To find an approximate value of α, we apply the boundary condition u(1) = 0 which is never used in the above computational process. For this paper, the α is approximated by solving the following equation 
To increase the accuracy of α, we can use the condition u k (1) = 0 for values of k which is greater than 15. This technique is never used before by any other researchers.
In Tables 1 and 2 , we provide numerical results obtained by the VIM, NHPM and FDM as compared with those of Adomian for u = Φ 12 in [2] because we can't find the exact solution of this problem, where FDM(n) means an approximate solution obtained by the finite difference method with the mesh size h = 2 n . As can be seen in Table 2 , the VIM and NHPM are more accurate than FDM(n). 
(38)
Method 1 (VIM) :
where a is a constant to be determined. Using Mathematica with u 0 (x) = a, we can obtain
To determine a, we impose the boundary condition u(1) = 17 16 to u 20 (x) which is not written here because of too many terms. Solving equation u 20 (1) = 17 16 with Mathematica, we can obtain an approximate value of a a ≈ 1.06742.
Lastly, we substitute this approximate value of a into u 20 (x) which is obtained by the iteration formula (41). The numerical results are listed in Table 3 under the column VIM.
Method 2 (NHPM) :
(·)dτ dt, to both side of Eq. (45) we have
Suppose the solution U (x) of Eq. (46) is represented as
where U i (x) are functions which should be determined. Substituting Eq. (47) into Eq. (46) and comparing coefficients of terms with identical powers of p, we obtain
where α is a constant to be determined. Then we have
From Eq. (50),
From Eqs. (48) and (51),
To find an approximate value of α, we apply the boundary condition u(1) = 17 16 which is never used in the above computational process. For this paper, the α is approximated by solving the following equation
where
. Solving Eq. (53) with Mathematica, we can obtain an approximate value of α = 1. Substituting this approximate value of α into Eq. (52), one obtains
which is the exact solution of BVP (38).
In Tables 3 and 4 , we compare the numerical results obtained by VIM, NHPM and FDM with those of the exact solution, where FDM(n) means an approximate solution obtained by the finite difference method with the mesh size h = 1 n . As can be seen in Table 4 , NHPM is more accurate than VIM and FDM, and our technique of VIM is more accurate than the VIM in Lu [16] .
Conclusion
In this paper, we proposed a new technique of the VIM and NHPM for solving two-point boundary value problems. Our technique of VIM performed better than Lu's technique in [16] . Our technique of NHPM also performed very well as compared with FDM (See Tables 1 to 4 ). Therefore, we conclude that our technique of VIM and NHPM are very effective, reliable and powerful methods for solving two-point boundary value problems. All numerical computations in this paper were performed using Mathematica.
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