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Abstract
Study of quadratic forms goes back to the 18th century. They attracted particular
interest in the last decades also because of their applications. Indeed, there is an
interaction between quadratic functions, cryptography and coding theory via their
relation with Boolean bent/semi-bent functions, sequences, and various types of codes.
The Walsh transform f̂ of a quadratic function f : Fpn → Fp satisfies |f̂(y)| ∈{
0, p
n+s
2
}
for all y ∈ Fpn and for an integer 0 ≤ s < n. In other words quadratic
functions form a subclass of the so-called plateaued functions. The value of s is 0
for example, in the case of the well-known bent functions, hence bent functions are
0-plateued.
In this thesis we study quadratic functions Fp,n =
∑k
i=0 Trn(aix
pi+1) given in trace
form with the restriction that ai ∈ Fp, 0 ≤ i ≤ k. Extensive work on quadratic
functions with such restrictions on coefficients shows that they have many interesting
features.
In this work we determine the expected value for the parameter s for such quadratic
functions, for many classes of integers n. Our exact formulas confirm that on average
the value of s is small, and hence the average nonlinearity of this class of quadratic
functions is high when p = 2.
KUADRATIK FONKSIYONLARIN SPEKTRUMU U¨ZERINE
Canan Kas¸ıkcı
Matematik, Doktora Tezi, 2015
Tez Danıs¸manı: Prof. Dr. Alev Topuzogˇlu
Tez Es¸ Danıs¸manı: Doc¸. Dr. Wilfried Meidl
Anahtar Kelimeler: Kuadratik fonksiyonlar, Walsh do¨nu¨s¸u¨mu¨, beklenen degˇer,
varyans, dogˇrusalsızlık, kesikli Fourier do¨nu¨s¸u¨mu¨
O¨zet
Kuadratik fonksiyonlara ait c¸alıs¸malar 18. yu¨zyıla kadar gitmektedir. Son yıllarda
uygulamaları sebebiyle bu fonksiyonlara ilgi daha da artmıs¸tır. Gerc¸ekten de kuadratik
fonksiyonlar, s¸ifreleme ve kodlama teorisi, ikili bu¨ku¨k/yarı bu¨ku¨k fonksiyonlar, diziler
ve bazı kodlarla yakından bagˇlantılıdır.
Kuadratik bir fonksiyonun Walsh do¨nu¨s¸u¨mlerinin mutlak degˇeri 0 ≤ s < n aralıgˇın-
daki bir tam sayı s ic¸in 0 veya p
n+s
2 degˇerini alır. Bas¸ka bir deyis¸le kuadratik fonksi-
yonlar basamaklı fonksiyonların bir alt sınıfını olus¸turmaktadır. Bu¨ku¨k fonksiyonlar
o¨rnegˇinde s’nin aldıgˇı degˇer sıfırdır, yani bu¨ku¨k fonksiyonlar 0-basamaklı fonksiyon-
lardır.
Bu tezde trace formunda Fp,n =
∑k
i=0 Trn(aix
pi+1) verilmis¸ olan kuadratik fonksi-
yonlardan katsayıları ai ∈ Fp, 0 ≤ i ≤ k s¸artını sagˇlayanlar c¸alıs¸ılmıs¸tır. Katsayılar
u¨zerinde benzer kos¸ulları sagˇlayan kuadratik fonksiyonlara dair yapılmıs¸ olan genis¸
aras¸tırmalar bu fonksiyonların dikkat c¸eken o¨zelliklerini go¨stermis¸tir.
Bu tezde birc¸ok n tamsayı sınıfı ic¸in bahsi gec¸en kuadratik fonksiyonların s parame-
tresinin beklenen degˇeri belirlenmis¸tir. Bulunan formu¨ller ortalama olarak s degˇerinin
ku¨c¸u¨k oldugˇunu ve bo¨ylece p = 2 ic¸in bu kuadratik fonksiyon sınıfının ortalama
dogˇrusalsızlıgˇının yu¨ksek oldugˇunu dogˇrulamıs¸tır.
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CHAPTER 1
INTRODUCTION
In this chapter, we present basic concepts concerning quadratic functions, Walsh tran-
sorm and plateaued functions. For further details we refer to [33], [2]. We assume basic
knowledge on finite fields. Therefore, other than recalling the definition and basic prop-
erties of the trace function, we do not give further information on finite fields. We close
this chapter with some remarks on applications of quadratic/plateaued functions.
1.1 Quadratic Functions
We start by recalling the absolute trace map between finite fields. Let p be a prime,
n > 1 be an integer. The trace map from Fpn to Fp is defined by
Tr(x) = x+ xp + xp
2
+ ...+ xp
n−1
Note that the trace map is Fp-linear and surjective. It is balanced in the sense that for
every c ∈ Fp, there exist pn−1 preimages in Fpn .
Let n be a positive integer. A Boolean function f(x) of n-variables is a function
from the set Fn2 of all binary vectors x = (x1, ..., xn) of length n to the field F2. The
Hamming weight wt(f) of an n-variable Boolean function is the size of its support, i.e.
wt(f) = supp(f) = {x ∈ Fn2 |f(x) = 1}. The function f is balanced if it has Hamming
weight 2n−1. The Hamming distance between two n-variable Boolean functions f and
g is the size of the set {x ∈ Fn2 |f(x) 6= g(x)}, that is, it is wt(f+g). The domain Fn2 can
be endowed with the structure of the field F2n . Boolean functions can be represented in
different ways. We introduce the ones mostly used in coding theory, cryptography and
communications with advantage, since they provide uniquely determined parameters.
Proposition 1.1.1 Every n-variable Boolean function f can be represented uniquely
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by a multivariate polynomial, i.e, f is a polynomial mapping over F2 of the form
f(x) =
∑
I⊆{1,...,n}
aI
(∏
i∈I
xi
)
∈ F2 [x1, ..., xn] /(x12 + x1, ..., xn2 + xn). (1.1)
Definition 1.1.1 This representation (1.1) of a Boolean function f is called algebraic
normal form(ANF) of f . The terms
∏
i∈I xi are monomials while the coefficients aI ∈
F2.
Definition 1.1.2 The algebraic degree d◦f of f given in the form 1.1 is defined to be
the highest degree of the monomial with non-zero coefficients, i.e.,
d◦f = {max |I| : aI 6= 0}
.
Proposition 1.1.2 Let Fn2 be identified with the field F2n and let f be an n-variable
Boolean function with even weight (i.e., of algebraic degree at most n − 1). There
exists a unique representation of f as a univariate polynomial mapping of the form
f(x) =
∑
j∈Γn
TrF
2o(j)
/F2
(
Ajx
j
)
, x ∈ F2n , (1.2)
where Γn is the set of integers obtained by choosing one element in each cyclotomic
coset of 2 (mod 2n − 1) and o(j) is the size of each cyclotomic coset containing j,
Aj ∈ F2o(j) and TrF
2o(j)
/F2 is the trace function from F2o(j) to F2.
Definition 1.1.3 The representation (1.2) is called the trace representation (or uni-
variate representation) of f .
Definition 1.1.4 A function is affine, respectively quadratic if it has algebraic degree
at most 1, respectively 2.
Proposition 1.1.3 Let f be given by its trace representation (1.2). Then f has
algebraic degree max
j∈Γn|Aj 6=0
w2(j), where w2(j) is the Hamming weight of the binary
expansion of j.
Proposition 1.1.4 The algebraic degree of an n-variable Boolean function f is the
maximum dimension of the subspaces {x ∈ Fn2 |supp(x) ⊆ I}, where I is any subset of
{1, ..., n}, on which f takes the value 1 an odd number of times.
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Now we present similar results for p-ary functions, for p ≥ 3. Let f : Fnp → Fp be a
p-ary function. If Fnp is identified with the field Fpn , all p-ary functions can be described
by Trn(F (x)) for some function F : Fpn → Fpn of degree at most pn− 1. This is called
the univariate representation of f . On the other hand, a p-ary function can naturally
be represented as a multinomial in x1, ..., xn also, where the variables xi occur with
the exponent at most p− 1. This is called the multivariate representation or algebraic
normal form(ANF). This representation is unique. The algebraic degree of a p-ary
function is the degree of the polynomial giving its multivariate representation.
The univariate representation mentioned above is not unique. However a unique
univariate form of a p-ary function, called the trace representation can be given as
follows:
f(x) =
∑
j∈Γn
Tro(j)
(
Ajx
j
)
+ Apn−1xp
n−1, (1.3)
where Γn is the set of integers obtained by choosing the smallest element in each
cyclotomic coset modulo pn − 1 and o(j) is the size of the cyclotomic coset containing
j, Aj ∈ Fpo(j) and Apn−1 ∈ Fp. The algebraic degree of f is equal to max
j∈Γn|Aj 6=0
wp(j),
where wp(j) is the weight of the p-ary expansion of j. Now omitting linear and constant
terms, a p-ary quadratic function, i.e., a function of algebraic degree 2 has an algebraic
normal form
f(x1, x2, ..., xn) =
∑
1≤i,j≤n
aijxixj, aij ∈ Fp. (1.4)
The corresponding trace representation
f(x) =
∑
1≤i,j≤n−1
Tr
(
αijx
pi+pj
)
, αij ∈ Fpn (1.5)
can be written as
f(x) = Tr(
bn/2c∑
i=0
aix
pi+1), ai ∈ Fpn . (1.6)
If n is odd, this representation is unique. For even n the coefficient an/2 needs to be
taken modulo K = {a ∈ Fpn | Trn/(n/2)(a) = 0}, where Trn/k denotes the trace function
from Fpn to Fpk ; Trn/k(x) = x+ xp + ..+ xp
n/k−1
.
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1.2 Walsh Transform
The Walsh transform (or Fourier transform ) of a Boolean/p-ary function f from Fpn
to Fp is defined as
f̂(y) =
∑
x∈Fpn
εf(x)−Tr(yx)p , εp = e
2pii/p.
The set
{
f̂(y) : y ∈ Fpn
}
is called the Walsh spectrum of f , or just spectrum of f .
Proposition 1.2.1 Every Boolean/p-ary function satisfies∑
y∈Fpn
|f̂(y)|2 = p2n,
which is the well known Parseval’s relation.
Remark:In case p = 2, if
∣∣∣f̂(y)∣∣∣ is ”large” the values of f(x) agree with Tr(yx) (if
f̂(y) > 0) or Tr(yx) + 1 (if f̂(y) < 0) for many x ∈ F2n . In other words, f is well
approximated by a linear function. This remark motivates the following notion:
L(f) = max{
∣∣∣f̂(y)∣∣∣ : y ∈ F2n}
Note that if L(f) is ”small”, the Boolean function f is far from being linear, i.e. it is
nonlinear.
The nonlinearity Nf of a function f : Fpn → Fp is defined to be the smallest Hamming
distance of f to any affine function, i.e.
Nf = min
u∈Fpn ,v∈Fp
|{x ∈ Fpn : f(x) 6= Tr(ux) + v}|.
For p = 2, the nonlinearity of f can be expressed in terms of the Walsh transform as
Nf = 2
n−1 − 1
2
max
b∈F2n
|f̂(y)|. (1.7)
1.3 Plateaued Functions
Definition 1.3.1 Let p ≥ 3. A function f : Fnp → Fp is a (p-ary) bent function or
(generalized bent function) if all its Walsh coefficients satisfy |f̂(y)|2 = pn. A bent
function f is regular if for every y ∈ Fnp , the normalized Walsh coefficient p−n/2f̂(y)
is equal to a complex p-th root of unity, i.e., p−n/2f̂(y) = pf
∗(y) for some function
f ∗ : Fnp → Fp. A bent function f is weakly regular if there exits a complex number u
having unit magnitude such that up−n/2f̂(y) = pf
∗(y) for all y ∈ Fnp .
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Definition 1.3.2 A boolean function f : Fn2 → F2 is bent if
|f̂(y)| =
∣∣∣∣∣∣
∑
x∈Fn2
(−1)f(x)+y.x
∣∣∣∣∣∣ = 2n/2 (1.8)
for all y ∈ Fn2 .
In the Boolean case the dimension n must be even, since f̂(y) is an integer. A Boolean
bent function is trivially regular.
Theorem 1.3.3 The normalized Walsh coefficients of a p-ary bent function f satisfies
p−n/2f̂(y) =
 ±pf
∗(y) if n is even or n is odd and p ≡ 1(mod4)
±ipf∗(y) if n is odd and p ≡ 3(mod4)
for p ≥ 3, and ±1 for p = 2.
Regular bent functions can exist only when n is even or when n is odd and p ≡ 1 mod
4. For a weakly regular bent function, the constant u can only be equal to ±1 and ±i.
Boolean bent functions were introduced by Rothaus in [35]. These are the functions
attaining the highest possible nonlinearity. In other words, they have the maximal
possible Hamming distance from the class of all affine functions. Now we present some
fundamental classes of bent functions. The following is a complete list of Boolean bent
functions on F2m2 for 1 ≤ m ≤ 3 up to equivalence see [35]:
1. x1x2 for m = 1,
2. x1x2 + x3x4 for m = 2,
3. x1x4 + x2x5 + x3x6 = F3,
4. F3 + x1x2x3 = F4,
5. F4 + x2x4x6 + x1x2 + x4x6 = F5,
6. F5 + x3x4x5 + x1x2 + x3x5 + x4x5 = F6.
The following monomial functions f(x) = Tr(αxd) are bent on F2n with n = 2m:
1. d = 2k + 1 with n/gcd(k, n) being even and α /∈ yd : y ∈ F2n ( [18]);
2. d = r(2m− 1) with gcd(r, 2m + 1) = 1 and α ∈ F2m being −1 of the Kloosterman
sum ( [7]);
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3. d = 22k − 2k + 1 with gcd(k, n) = 1 and α /∈ y3 : y ∈ F2n ( [25], [11]);
4. d = (2k + 1)2 with n = 4k and k odd, α ∈ ωF2k with ω ∈ F4F2 ( [8], [26]);
5. d = 22k + 2k + 1 with n = 6k and k > 1, α ∈ F23k with TrF23k/F2k (α) = 0 ( [1]).
A positive integer d (always understood modulo 2n−1 with n = 2m) is a Niho exponent
if d ≡ 2j (mod2m−1) for some j < n. The following are the examples of bent functions
consisting of one or more Niho exponents:
1. Quadratic Functions Trm(ax
2m+1) with a ∈ F∗2m .
2. Binomials of the form f(x) = Trn(α1x
d1+α2x
d2), where 2d1 ≡ 2m+1 (mod2n−1)
and α1, α2 ∈ F∗2n are such that (α1 + α22m)2 = α22m+1 ( [12]).
Definition 1.3.4 A function f , mapping Fnp to Fp is called an (s-)plateaued function
if for every y ∈ Fnp , the Walsh transform f̂(y) vanishes or has absolute value p(n+s)/2
for some fixed integer 0 ≤ s ≤ n. The case s = 0 corresponds to bent functions.
As mentioned above, in case p = 2 since f̂(y) is an integer for every y ∈ F2n , 0-
plateaued functions, i.e., Boolean bent functions are only defined for even n. If f is
an s-plateaued Boolean function, s > 0, then n and s need to be of the same parity.
Depending on n being odd or even, 1 or 2-plateaued functions are called semi-bent.
When p is odd the term semi-bent refers to 1-plateaued functions. Quadratic functions
are s-plateaued for some integer s, with 0 ≤ s ≤ n− 1.
Theorem 1.3.5 [3] Let f be the quadratic p-ary function
f(x) = Trn
(
l∑
i=0
aix
pi+1
)
,
and let L(z) be the linearized polynomial
L(z) =
l∑
i=0
(
ai
plzp
l+i
+ ai
pl−izp
l−i
)
.
The square of the Walsh transform of f takes the absolute values 0 and pn+s, where s
is the dimension of the kernel of the linear transformation on Fpn defined by L(z).
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Proof : With the standard Welch-squaring technique we obtain∣∣∣f̂(−b)∣∣∣2 = ∑
x,y∈Fpn
εf(x)−f(y)+Trn(b(x−y))p
=
∑
y,z∈Fpn
εf(y+z)−f(y)+Trn(bz)p
=
∑
z∈Fpn
εf(z)+Trn(bz)p
∑
y∈Fpn
εf(y+z)−f(y)−f(z)p .
Observe that
f(y + z)− f(y)− f(z) = Trn
(
l∑
i=0
ai
(
(y + z)p
i+1 − ypi+1 − zpi+1
))
= Trn
(
l∑
i=0
ai
(
yzp
i
+ yp
i
z
))
= Trn
(
yp
l
l∑
i=0
(
ai
plzp
l+i
+ ai
pl−izp
l−i
))
= Trn(y
plL(z)).
Consequently ∣∣∣f̂(−b)∣∣∣2 = ∑
z∈Fpn
εf(z)+Trn(bz)p
∑
ypl∈Fpn
εTrn(yL(z))p
= pn
∑
z∈FpnL(z)=0
εf(z)+Trn(bz)p
=
 pn+s if f(z) + Trn(bz) ≡ 0 on ker(L)0 otherwise
since f(z) + Trn(bz) is linear on the kernel of L. 2
In this thesis we focus on the class of quadratic functions Fp,n : Fpn → Fp given in
trace form, i.e.,
Fp,n(x) = Trn
(
k∑
i=0
aix
pi+1
)
, (1.9)
where p is any prime, and the coefficients a0, . . . , ak are in the prime field Fp. If p is
odd, then functions of the form (1.9) have a unique representation as
Fp,n(x) = Trn
bn/2c∑
i=0
aix
pi+1
 . (1.10)
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If p = 2, then for even n we have x2
n/2+1 ∈ F2n/2 and Trn(x2n/2+1 = 0) for all x ∈ Fn2 .
Every function of the form (1.9) has then a unique representation as
F2,n(x) = Trn
b(n−1)/2c∑
i=0
aix
2i+1
 , (1.11)
see Theorem 1.2 in [13].
1.4 Linear Complexity, Discrete Fourier Transform, Applications
Let S = s0, s1, s2, . . . be a sequence with terms in the prime field Fp. S is said to be
n-periodic if si = si+n. Since an n-periodic sequence is determined by the terms in
one period, we can completely describe S as S = (s0, s1, . . . , sn−1)∞. For an n-periodic
sequence S = (s0, s1, . . . , sn−1)∞, the generating polynomial Sn(x) of S is defined as
Sn(x) = s0 + s1x+ . . .+ sn−1xn−1.
Definition 1.4.1 Let S = (s0, s1, ..., sn−1)∞ be an n-periodic sequence over Fp. The
linear complexity L(s) of S is the smallest nonnegative integer c for which there exit
coefficients d1, d2, . . . , dc ∈ Fp such that
sj + d1sj−1 + . . .+ dcsj−c = 0,
for all j ≥ c.
Lemma 1.4.2 [10] Let S = (s0, s1, . . . , sn−1)∞ be an n-periodic sequence over Fp.
The linear complexity L(S) of S is given by
L(S) = n− deg(gcd(Sn(x), xn − 1)), (1.12)
where Sn(x) = s0 + s1x+ . . .+ sn−1xn−1 is the generating polynomial of the sequence
S.
Definition 1.4.3 Suppose that gcd(n, p) = 1 and let α be a primitive nth root of
unity in an extension field of Fp. The discrete Fourier transform (DFT) of an n-tuple
s = (s0, s1, . . . , sn−1) over Fp is the n-tuple S = (S0, . . . ,Sn−1) over Fp(α) defined by
S = V · s
where the n-tuples s and S are written as column vectors and V = (vij), 0 ≤ i, j ≤ n−1,
is the invertible n× n Vandermonde matrix with vij = αij.
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The discrete Fourier trasform has been used to study the linear complexity of n-periodic
sequences. Next theorem describes this connection.
Theorem 1.4.4 (Blahut’s Theorem) [29] Suppose gcd(n, p) = 1 and let α be a prim-
itive nth root of unity in some extension field of Fp. Then the linear complexity of
an n-periodic sequence S = (s0, s1, . . . , sn−1)∞ is equal to the Hamming weight of the
discrete Fourier transform of S.
So (1.12) becomes
deg(gcd(Sn(x), x
n − 1)) = n−Hw(S), (1.13)
where S = (S0, . . . ,Sn−1) with Sj = S(αj).
Quadratic functions have been extensively studied in the last decades. They are
used for the construction of functions, sequences with favourable properties for applica-
tions in cryptography and coding theory. In [9] quadratic functions have been employed
to construct nonquadratic Boolean bent and semi-bent functions. In ( [3], [4], [5]) infi-
nite classes of not weakly regular bent functions for arbitrary dimension n and primes
p ≥ 3 have been constructed and analysed with the help of quadratic functions. In
coding theory quadratic functions form the second order Reed-Muller codes.
The functions Fp,n and their Walsh spectra are of great interest. For instance, one
may ask the following questions (see [30]):
• Given s, determine n, such that all Fp,n are s-plateaued.
• Given n, find possible s, such that there exists a function Fp,n, which is s-
plateaued.
• Given n and s, construct Fp,n, which is s-plateaued.
• Given n, for any s, enumarate all Fp,n, which are s-plateaued.
• Given n, determine the expected value for the parameter s.
In [23] the authors showed that the only odd integers n such that all non-zero
functions F2,n are semi-bent are a certain kind of primes. In other words given s = 1,
they determined n, such that all F2,n are 1-plateaued. In [9] the authors characterized
the set of even n such that all F2,n are semi-bent, i.e., 2-plateaued. In fact, they showed
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that unless n = 4, there is no n for which all F2,n semi-bent. Recently in [30] the first
two questions are answered for any p ≥ 2, see Chapter 2.
Moreover in [30] for all s and odd n, relatively prime to p, theorems 2.3.1, 2.3.2
provide constructions for Fp,n which are s-plateaued.
The problem of enumerating Fp,n with prescribed Walsh spectrum was first ad-
dressed in [22], [23]. Similarly for the case p = 2, some enumeration results were
obtained by the use of self-reciprocal polynomials in [14]. In [30] enumeration results
were given for a class of integers n, for n = 2m for p = 2 and n = qm for primes p, q ≥ 3
where p is a primitive root modulo q2. These enumeration results were significantly
improved in [31].
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CHAPTER 2
CONSTRUCTION of sPLATEAUED FUNCTIONS
Recently new tools have been introduced to the study of the class of quadratic func-
tions Fp,n. Indeed, the use of self-reciprocal polynomials and the linear complexity of
sequences in [30], [31] opened up a new area of research. In this thesis we heavily use
these methods, which we introduce in this chapter.
2.1 Factorization of xn − 1, Self Reciprocal Polynomials, Cyclotomic
Cosets
From now on Fp,n denotes a function of the form (1.10) and (1.11) respectively, depend-
ing on p being odd or even. Recall that k = b(n− 1)/2c when p = 2 and k = bn/2c
when p ≥ 3.
Definition 2.1.1 A polynomial of the form
L(x) =
k∑
i=0
αix
pi
with coefficients in an extension field Fpn of Fp is called a p-polynomial over Fpn .
Definition 2.1.2 The polynomials
l(x) =
k∑
i=0
αix
i and L(x) =
k∑
i=0
αix
pi
over Fpn are called p-associates of each other.
Theorem 2.1.3 [27] Let L1(x) and L(x) be linearized polynomials (i.e. p-polynomials)
over Fp with p-associates l1(x) and l(x), then L1(x) divides L(x) if and only if l1(x)
divides l(x).
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Using the standard Welch-squaring technique we have shown that(see theorem 1.3.5)
the integer s is the dimension over Fp of the kernel of the linear transformation defined
on Fpn by
L(x) =
k∑
i=0
(
aix
pi + ai
pn−ixp
n−i
)
,
i.e., gcd(xp
n − x, L(x)) has degree ps.
Equivalently, the kernel of L has dimension s if and only if the p-associates A(x) and
xn − 1 of L(x) and xpn − x, respectively, satisfy
deg(gcd(A(x), xn − 1) = s.
This follows immediately from Theorem 2.1.3 and from the fact that ai ∈ Fp for all
i ≥ 0. The associate A(x) corresponding to Fp,n in (1.9) is
A(x) =
k∑
i=0
(
aix
i + aix
n−i) = xi0g(x), (2.1)
where i0 is the smallest integer such that ai0 6= 0, i.e., g(0) 6= 0, and g(x) ∈ Fp [x] is
the self-reciprocal polynomial
g(x) =
k∑
i=i0
ai
(
xi−i0 + xn−i0−i
)
(2.2)
of degree n− 2i0. Thus the value of s is determined by
s = deg(gcd(A(x), xn − 1)) = deg(gcd(g(x), xn − 1)). (2.3)
We note that in case p = 2 one has
gcd
b(n−1)/2c∑
i=0
ai(x
i + xn−i), xn + 1
 = gcd
b(n−1)/2c∑
i=1
ai(x
i + xn−i) + a0(xn + 1), xn + 1
 .
(2.4)
In other words, a0 does not effect the value of s.
Definition 2.1.4 A polynomial F (x) with non-zero constant term and of degree m
over a finite field Fpr is called self reciprocal if F (x) = xmF ( 1x).
The following lemma gives the basic properties of self-reciprocal polynomials, see [21],
[27], [30].
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Lemma 2.1.5 Let F ∈ Fpr [x].
(i) Let F be irreducible and of degree ≥ 2. F is self-reciprocal if and only if the set
of roots of F is closed under inversion.
(ii) If F is self-reciprocal and G ∈ Fpr [x], then FG is self-reciprocal if and only if G
is self-reciprocal.
(iii) If F is an irreducible self-reciprocal polynomial of degree m ≥ 2, then m is even.
(iv) If F,G ∈ Fpr [x] are self-reciprocal, then gcd(F (x), G(x)) is self-reciprocal.
By Lemma 2.1.5(iv), in the case p = 2, if A(x) ∈ F2[x] is self-reciprocal, then gcd(xn +
1, A(x)) is self-reciprocal since xn + 1 is self-reciprocal.
In case p ≥ 3 we have
gcd(xn − 1, A(x)) = (x− 1)h(x),  ∈ {0, 1} ,
for a self-reciprocal divisor h(x) ∈ Fp[x] of Ψn(x) = (xn− 1)/x− 1. In what follows we
use the notation of [30] and put
Ψn(x) =
 xn + 1 if p = 2xn−1
x−1 = x
n−1 + xn−2 + ....+ 1 if p ≥ 3
According to p being even or odd, we have
gcd(xn + 1, A(x)) = gdc(Ψn(x), A(x))
or
gcd(xn − 1, A(x)) = (x− 1)gcd(Ψn(x), A(x)),  ∈ {0, 1} ,
respectively. We therefore need to determine the self-reciprocal factors of Ψn(x). For
this purpose we recall cyclotomic cosets, corresponding factorization of xn − 1 into
irreducibles and introduce prime self-reciprocal polynomials over a finite field.
Definition 2.1.6 Let gcd(n, p) = 1. The set Cj =
{
jpk mod n, k ∈ N} is called the
cyclotomic coset of j modulo n (relative to powers of p).
Definition 2.1.7 A self-reciprocal polynomial f ∈ Fq[x] is called prime self-reciprocal
if either f itself is irreducible over Fq, or f = ugg∗, where g is irreducible over Fq, the
polynomial g∗ 6= g is the reciprocal of g and u ∈ F∗q is a constant.
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We remark that for n = pvn1 and gcd(n1, p) = 1, one has x
n − 1 = (xn1 − 1)pv .
Thus for analysing the prime self-reciprocal factors of xn − 1, one may assume that
gcd(n, p) = 1. Assuming (n, p) = 1, the canonical factorization of xn − 1 ∈ Fp[x] into
irreducible polynomials is
xn − 1 =
h∏
t=1
ft(x) with ft(x) =
∏
i∈Cjt
(x− αi),
where α is a primitive nth root of unity and Cj1 , . . . , Cjh are the distinct cyclotomic
cosets modulo n. Recall also that for n ≥ 3,
xn − 1 =
∏
m|n
Qm,
where Qm denotes the m-th cyclotomic polynomial. The cyclotomic polynomial Qm
factors into irreducible polynomials f1, ..., fϕ(m)/d ∈ Fp[x], each of degree d, where
d = ordmp, and ϕ denotes the Euler ϕ-function. Here ordmp denotes the smallest
integer l, such that pl ≡ 1 mod m. More precisely we have
Qm = f1...fϕ(m)/d with ft(x) =
∏
j∈Ct
(x− αj), (2.5)
where C1, . . . , Cϕ(m)/d are the cyclotomic cosets modulo n relative to powers of p,
containing the elements of the form n/mi with gcd(m, i) = 1. Next lemma provides
a useful tool to determine self-reciprocal factors of a cyclotomic polynomial Qm. We
denote the 2-adic valuation of an integer l by υ(l), i.e., 2υ(l) is the largest power of 2
which divides l.
Lemma 2.1.8 [30] Let m = q1
e1q2
e2 ...qk
ek be odd, relatively prime to p, di = ordqip,
1 ≤ i ≤ k, and d = ordmp. Suppose the irreducible factors of Qm are f1, ..., fϕ(m)/d.
(i) The polynomials f1, ..., fϕ(m)/d are self-reciprocal if and only if υ(d1) = υ(d2) =
.... = υ(dk) > 0. In particular, if m is prime, then f1, ..., fϕ(m)/d are self-reciprocal
if and only if d is even.
(ii) If υ(di) 6= υ(dj) for some 1 ≤ i, j ≤ k, then none of the polynomials ft, 1 ≤ t ≤
ϕ(m)/d, is self-reciprocal, and for each t, 1 ≤ t ≤ ϕ(m)/d, there exists a unique
t
′ 6= t, 1 ≤ t′ ≤ ϕ(m)/d, such that ft′ = ft∗ is the reciprocal of ft and the product
ftft′ is prime self-reciprocal.
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By lemma 2.1.8 we see that the polynomial ft(x) in (2.5) is self-reciprocal, thus prime
self-reciprocal if and only if Cjt , containing the integer jt, also contains its inverse −jt
modulo m. If this is not the case, then there is another cyclotomic coset Cj
t
′ = Cn−jt
consisting of inverses of the elements of Cjt . Then ft′ = ft∗ is the reciprocal of ft and
f = ftft′ is prime self-reciprocal.
Example 2.1.1 Factorization of xn − 1 into self-reciprocal polynomials when p = 2,
n = 3.52 = 75 The cyclotomic cosets are:
Cj1 = C1 = {1, 2, 4, 8, 16, 32, 64, 53, 31, 62, 49, 23, 46, 17, 34, 68, 61, 47, 19, 38}
Cj2 = C7 = {7, 14, 28, 56, 37, 74, 73, 71, 67, 59, 43, 11, 22, 44, 13, 26, 52, 29, 58, 41}
Cj3 = C5 = {5, 10, 20, 40} Cj4 = C35 = {35, 70, 65, 55}
Cj5 = C3 = {3, 6, 12, 24, 48, 21, 42, 9, 18, 36, 72, 69, 63, 51, 27, 54, 33, 66, 57, 39}
Cj6 = C15 = {15, 30, 60, 45}
Cj7 = C25 = {25, 50} C0 = {0}
For a primitive 45th root of unity α we put
ft(x) =
∏
i∈Cjt
(
x− αi) ,
t = 1, ..., 7. Then
x75 + 1 = (x+ 1)Q75Q25Q15Q5Q3,
with Q75 = f1f2, Q25 = f5, Q15 = f3f4, Q5 = f6, Q3 = f7. The irreducible polynomials
(x + 1), f5 = r1, f6 = r2, f7 = r3 are self-reciprocal, hence prime self-reciprocal but
f1, f2, f3, f4 are not. We have f2 = f1
∗ and f4 = f3
∗. Hence f1f2 = r4 and f3f4 = r5
are the other prime self-reciprocal factors of x75 + 1.
Therefore x75 + 1 = (x+ 1)r1r2r3r4r5 factors into 6 prime self-reciprocal factors which
are of degrees 1, 2, 4, 8, 20, 40.
Corollary 2.1.9 Let n = qe1qe2 ...qek be odd, relatively prime to p, and di = ordqip,
1 ≤ i ≤ k. Recall that Ψn(x) = xn + 1 if p = 2 and Ψn(x) = (xn − 1)/x − 1 if p > 2.
All the irreducible factors of Ψn(x) are self-reciprocal if and only if υ(d1) = υ(d2) =
.... = υ(dk) > 0.
The following proposition from [30] shows that for given n and p the possible values of
s are determined by the degrees of prime self-reciprocal factors of Ψn(x).
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Proposition 2.1.1 (i) Let n = 2vn1, gcd(n1, 2) = 1, and let x
n + 1 = r1
2vr2
2v ...rk
2v
be the canonical factorization of xn + 1 into prime self-reciprocal polynomials
over F2. Without lost of generality we put r1 = x + 1. If F2,n : F2n → F2 is a
function of the form 1.11, then F2,n is s-plateaued, where s is of the form
s = e1 +
k∑
j=2
ejdeg(rj), 0 ≤ ej ≤ 2v, j = 2, ..., k,
with e1 = 1 when n is odd and 2 ≤ e1 ≤ pv is even when n is even.
(ii) For an odd prime p let n = pvn1, gcd(n1, p) = 1, and let Ψn = r1
pv−1
2 r2
pv ...rk
pv be
the canonical factorization of Ψn =
(xn−1)
(x−1) into prime self-reciprocal polynomials
over Fp, where r1(x) = x2−2x+1. The function Fp,n is s-plateaued for an integer
s of the form
s = +
k∑
j=1
ejdeg(rj),  ∈ {0, 1} , 0 ≤ e1 ≤ (pv − 1)/2), 0 ≤ ej ≤ pv, j = 2, ..., k.
Proof :
(i) We use the equation s = deg(gcd(g(x), xn − 1)). The polynomial g(x) ∈ F2[x] is
self-reciprocal, hence by Lemma 2.1.5(iv), we have
gcd(g(x), xn + 1) = r1
e1r2
e2 ...rk
ek
for some integers 0 ≤ ej ≤ 2v. If n is odd, hence v = 0, then e1 = 1. Note that
e1 > 0 since g(x) is always divisible by x + 1. If n is even, then e1 must be an
even integer between 2 and 2v, since s and n must be of same parity and the
degrees of prime self-reciprocal polynomials r2, ...rk are even.
(ii) Again, g(x) ∈ Fp[x] is self-reciprocal, and hence by Lemma 2.1.5(iv), we have
gcd(g(x), xn − 1) = (x− 1)gcd(g(x),Ψn(x)) = (x− 1)r1e1r2e2 ...rkek ,
where  ∈ {0, 1}, and 0 ≤ e1 ≤ (pv − 1)/2), 0 ≤ ej ≤ pv, j = 2, ..., k. Now
Equation 2.3 implies the result.
2
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2.2 Existence of splateaued functions
The following result of [30] gives a criteria for existence of s-plateaued functions.
Theorem 2.2.1 Let n be an arbitrary integer relatively prime to p ≥ 3. There exists
an s-plateaued quadratic function Fp,n if and only if
1. xn − 1 has a self-reciprocal factor h(x) of degree s, or
2. xn − 1 has a self-reciprocal factor h(x) of degree s− 1 where s < n− 1.
Proof : Let h(x) be a self-reciprocal divisor of xn − 1 of degree s. If n is odd, then
x+ 1 cannot divide h, hence s must be even. We then put
h(x) = (x+ 1)g(x), io = (n− deg(g(x)))/2
and obtain A(x) as in 2.1. If n is even, then x+ 1 divides xn − 1, and the degree s of
h(x) may be odd or even, depending on x+ 1 dividing h(x) or not. If s is even we put
h(x) = g(x), otherwise we choose h(x) = (x+ 1)g(x). In the latter case x+ 1 does not
divide (xn− 1)/h. We then set io = (n−deg(g(x)))/2 and obtain A(x) as in 2.1 giving
rise to an s-plateaued function. If xn − 1 has a self-reciprocal divisor h(x) of degrees
s− 1, we put h′(x) = h(x)(x2 − 2x+ 1), and then obtain A(x) as above. Note that in
this case we have gcd(A(x), xn − 1) = (x− 1)h(x). We remark that the degree of g(x)
is at most n when s < n− 1.
Conversely, if deg(gcd(A(x), xn − 1)) = s then there is a self-reciprocal factor h(x) of
xn − 1 satisfying
deg(gcd(A(x), h(x))) = s or deg(gcd(A(x), h(x))) = s− 1 and A(1) = 0.
Note that then 1 must be a double root of A(x), however gcd(p, n) = 1 implies that
(x− 1)2 does not divide xn − 1. 2
The existence criteria for the case p = 2 is as follows.
Theorem 2.2.2 Let n be an arbitrary integer. There exists an s-plateaued quadratic
function F2,n if and only if xn + 1 has a self-reciprocal factor h(x) of degree s ≤ n− 2,
where s and n are of the same parity, and (x + 1)|h(x). If xn + 1 has such a factor
h(x), then (x+ 1)2|h(x) if n is even.
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Proof : Proof of the first part is immediate. That h(x) is divisible by x+ 1 or (x+ 1)2
depending on n being odd or even, follows from A(1) = 0, implying (x + 1)|gcd(xn +
1, A(x)). Note that when n is even, (x+1)2 must be a factor of h(x) because of Lemma
2.1.5(ii),(iii). 2
This theorem immediately answers one of the questions raised on Section 1.4.
Corollary 2.2.3 Let p ≥ 3. There is no n ≥ 3 such that all Fp,n are bent or semi-bent.
Proof : The polynomial xn−1 has the self-reciprocal factor Ψn(x) = xn−1+xn−2+...+1
for any n, always yielding an (n− 1)-plateaued quadratic function Fp,n. 2
Theorem 2.2.4 [32] Let N(2e) denote the number of self-reciprocal irreducible monic
polynomials of degree 2e over Fp. Then
N(2e) =

1
2e
(pe − 1) p odd and e = 2a, a ≥ 0
1
2e
∑
d|e,d odd
µ(d)pe/d otherwise
where µ(z) denotes the Mo¨bius function on integers.
This result of Meyn [32] on self-reciprocal irreducible monic polynomials, together with
the above theorem yields the following result.
Corollary 2.2.5 Let n = pm + 1. Then there is an s-plateaued Fp,n if and only if
s < n is of the form
s = + 2
∑
e|m,m/e odd
aee,
with  = 1 when p = 2 and  ∈ {0, 1} when p > 2, and for some 0 ≤ ae ≤ N(2e), where
N(2e) is the number of monic, self-reciprocal irreducible polynomials over Fp of fixed
degree 2e.
For a given n the next theorem of [30] enables to determine all possible values of s
such that an s-plateaued function Fp,n exits.
Theorem 2.2.6 Let p ≥ 2, and q1, q2, ..., qk ≥ 3 be distinct primes, relatively prime
to p. Suppose n = q1q2...qk, di = ordqip, 1 ≤ i ≤ k and ordnp = d. There exits an
s-plateaued function Fp,n if and only if s < n is of the form given in one of the following
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cases (i)-(iv). For I ⊂ {1, 2, ..., k}, put nI =
∏
i∈I qi and dI = lcm {di : i ∈ I}. Let
M = {I : I ⊂ {1, 2, ..., k} , I 6= 0}. Throughout  = 1 if p = 2 and  ∈ {0, 1} if p is odd.
(i) If v(d1) = v(d2) = ... = v(dk) > 0, then
s = +
∑
I∈M
kIdI ,
with 0 ≤ kI ≤ ϕ(nI)/dI .
(ii) Suppose v(di) > 0 for 1 ≤ i ≤ k and v(di) 6= v(dj) for some 1 ≤ i 6= j ≤ k. Let
M1 = {I ∈M : |I| ≥ 2, v(di) = v(dj) for every i, j ∈ I} ∪ {I ∈M : |I| = 1} and
M2 = M \M1, then
s = +
∑
I∈M1
kIdI + 2
∑
I∈M2
kIdI ,
where 0 ≤ kI ≤ ϕ(nI)/dI for I ∈M1 and 0 ≤ kI ≤ ϕ(nI)/2dI for I ∈M2.
(iii) If v(d1) = v(d2) = ... = v(dk) = 0, then
s = + 2
∑
I∈M
kIdI ,
with 0 ≤ kI ≤ ϕ(nI)/2dI .
(iv) Suppose (after a possible change of order of q1, q2, ..., qk) v(di) > 0 for 1 ≤ i ≤
k1 < k and v(di) = 0 for k1 + 1 ≤ i ≤ k. Let M¯ = {I : I ⊂ {1, 2, ...k1} , I 6= 0},
M¯1 =
{
I ∈ M¯ : |I| ≥ 2, v(di) = v(dj) for every i, j ∈ I
} ∪ {I ∈ M¯ : |I| = 1} and
M¯2 = M \ M¯1, then
s = +
∑
I∈M¯1
kIdI + 2
∑
I∈M¯2
kIdI
where 0 ≤ kI ≤ ϕ(nI)/dI for I ∈ M¯1 and 0 ≤ kI ≤ ϕ(nI)/2dI for ∈ M¯2.
Proof : If v(d1) = v(d2) = ... = v(dk) > 0, all the irreducible factors of Ψn(x) are
self-reciprocal and hence any divisor of Ψn(x) is self-reciprocal. On the other hand if
If v(d1) = v(d2) = ... = v(dk) = 0, then none of the irreducible factors of Ψn(x) are
self-reciprocal, therefore together with their reciprocals they give rise to self-reciprocal
divisors of ΨnI (x), I ∈ M . Hence one obtains ϕ(nI)/2dI self-reciprocal factors of
ΨnI (x), each of degree 2dI , for any I ∈M . In the other two cases one needs to consider
appropriate subsets of M1 and M¯1 of M , where irreducible factors of ΨnI (x) are self-
reciprocal for each I ∈ M1 and I ∈ M¯1. Again for I ∈ M2 and I ∈ M¯2, none of the
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irreducible factors of ΨnI (x) are self-reciprocal hence the corresponding degrees must
be multiplied by two, and the ranges of kI must be restricted to 0 ≤ kI ≤ ϕ(nI)/2dI .
Corollary 2.2.7 Let p = 2, n be an odd prime with ordn2 = d.
1. If d is even, then there exits an s-plateaued quadratic function F2,n if and only
if s = kd+ 1 for some 0 ≤ k ≤ [(n− 1)/d]− 1.
2. If d is odd, then there exits an s-plateaued quadratic function F2,n if and only if
s = 2kd+ 1 for some 0 ≤ k ≤ [(n− 1)/(2d)]− 1.
2.3 Construction
The following two theorems describe the construction of s-plateaued quadratic func-
tions for the cases p = 2 and p ≥ 3 respectively.
Theorem 2.3.1 [30] Let p = 2, n arbitrary, and s ≤ n − 2 be an integer, known
to give rise to an s-plateaued function F2,n. Suppose h1 = x + 1, h2, ..., hk ∈ F2[x]
are self-reciprocal factors of xn + 1, with deg(h1) + deg(h2) + ... + deg(hk) = s. Put
h(x) = h1h2...hk. If s = n − 2 let l(x) = 1. If s ≤ n − 4 let l(x) ∈ F2[x] be a
self-reciprocal polynomial of even degree satisfying gcd(l(x), xn + 1/h(x)) = 1, and
deg(h(x)l(x)) ≤ n − 2. For g(x) = h(x)l(x), and io = (n − deg(g(x)))/2, let A(x) =
xiog(x) =
∑b(n−1)/2c
i=1 aix
i + aix
n−i ∈ F2[x]. Then
F2,n(x) = Trn
b(n−1)/2c∑
i=0
aix
2i+1

is s-plateaued, where a0 can be chosen to be 0 or 1.
Proof : By Theorem 2.2.1, the polynomial x+ 1 must divide h(x). Hence h1 = x+ 1.
Since s, n must be of the same parity when p = 2, and deg(l(x)) is even, we have
2|(n− deg(g(x))), and io ≥ 1. This implies A(0) = 0. Recall that we can choose a0 to
be 0 or 1, see equation 2.4. 2
Theorem 2.3.2 [30] Let p ≥ 3, n be odd, relatively prime to p, and s < n be an
integer, known to give rise to an s-plateaued function Fp,n. Suppose h1, h2, ..., hk ∈
Fp[x] are self-reciprocal factors of xn − 1, with deg(h1) + deg(h2) + ... + deg(hk) = s.
Put h(x) = h1h2...hk, and let l(x) ∈ Fp[x] be a self-reciprocal poynomial, satisfying
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gcd(l(x),Ψn(x)/h(x)) = 1, and deg(h(x)l(x)) ≤ n and 2|(n − deg(h(x)l(x))). For
g(x) = h(x)l(x), and io = (n − deg(g(x)))/2, let A(x) = xiog(x) =
∑b(n−1)/2c
i=1 aix
i +
aix
n−i ∈ Fp[x]. Then
Fp,n(x) = Trn
b(n−1)/2c∑
i=0
aix
pi+1

is s-plateaued.
Proof : In case p ≥ 3, and n is odd, deg(h(x)) = s must be even. Hence l(x) needs
to be a self-reciprocal polynomial of odd degree, i.e., x + 1 must divide l(x) in order
that the integer io is well-defined. We note that x+ 1 does not divide x
n− 1, therefore
a polynomial l(x) satisfying the conditions of the theorem exits. Then A(x) is of the
required form giving rise to an s-plateaued function Fp,n. 2
Example 2.3.1 Let p = 2 and n = 21. x21 + 1 = (x+ 1)Q21Q7Q3
x21+1 = (x+1)(x12+x11+x9+x8+x6+x4+x3+x+1)(x6+x5+x4+x3+x2+1)(x2+x+1)
x21+1 = (x+1)(x6+x5+x4+x2+1)(x6+x4+x2+x+1)(x6+x5+x4+x3+x2+1)(x2+x+1)
Pick the self-reciprocal polynomials h1 = (x + 1), h2 = (x
2 + x + 1) and get h(x) =
h1(x)h2(x) = x
3 + 1 of degree 3 ≤ n− 4(= 17).
For l(x), i.e., a self-reciprocal polynomial of even degree satisfying
gcd(l(x), xn + 1/h(x)) = 1, and deg(h(x)l(x)) ≤ n− 2,
choose l(x) = x6 + x5 + x+ 1 to obtain
g(x) = h(x)l(x) = x9 + x8 + x6 + x5 + x4 + x3 + x+ 1.
Then i0 = 6 and A(x) = x
i0g(x) = x15 + x14 + x12 + x11 + x10 + x9 + x7 + x6, and
therefore Tr21
(
x2
6+1 + x2
7+1 + x2
9+1 + x2
10+1
)
is 3-plateaued.
We end this chapter by pointing out a connection between the integer s and the
linear complexity of an n-periodic sequence, which was observed in Section 1.4. We
recall that the linear complexity L(S) of an n-periodic sequence S = (s0, s1, ..., sn−1)∞
over Fp is given by
L(S) = n− deg(gcd(Sn(x), xn − 1)),
where Sn(x) = s0 + s1x + ... + sn−1xn−1 is the generating polynomial of the sequence
S.
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Lemma 2.3.3 Let f(x) = Trn
(∑bn/2c
i=0 aix
pi+1
)
, ai ∈ Fp, and let A(x) be the corre-
sponding associate A(x) =
∑bn/2c
i=0 ai(x
i +xn−i). Then f is s-plateaued with s = n−L,
where L is the linear complexity of the n-periodic sequence over Fp with generating
polynomial
¯A(x) =
bn/2c∑
i=0
ai(x
i + xn−i) + 2a0. (2.6)
Proof : Since s = gcd(A(x), xn − 1) = gcd(A(x)mod(xn − 1), xn − 1) and
A(x) = a0(x
n − 1) +
bn/2c∑
i=1
ai(x
i + xn−i) + 2a0 = a0(xn − 1) + ¯A(x),
we have s = gcd( ¯A(x), xn − 1). Since deg( ¯A(x)) ≤ n− 1, the polynomial ¯A(x) can be
seen as the generating polynomial of an n-periodic sequence over Fp, and the assertion
follows from Equation 1.12. 2
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CHAPTER 3
EXPECTED VALUE
This chapter contains the main results of this thesis. Recall that for every quadratic
function Fp,n : Fpn → Fp we have |f̂(y)| ∈ {0, pn+s2 } for some integer 0 ≤ s < n
depending on Fp,n. By using various methods we determine the expected value E(s)
for the parameter s and for several classes of integers n. In Section 3.2 we present
E(s) for the case n = pm, m ≥ 1, where the values of Nn(s) are known explicitly.
In Section 3.3 we employ DFT to determine E(s) for the case gcd(n, p) = 1. With a
number theoretical method, in Section 3.4 we obtain E(s) for the case p = 2 where
n = 2m and m is odd. Note that this case is particularly important for applications.
Our exact formulas confirm that on average the value for s is small. For the case p = 2
this corresponds to a high average nonlinearity.
3.1 Results on Nn(s)
Throughout this chapter we denote the number of s-plateaued quadratic functions Fp,n
by Nn(s). Suppose that gcd(n, p) = 1, and α is a primitive nth root of unity in an
extension field of Fp. First we recall the Blahut’s Theorem which states that the linear
complexity of an n-periodic sequence S can be obtained as the Hamming weight of the
DFT of S, see Section 1.4. Our aim is to use DFT to analyse the Walsh transform
of quadratic functions (1.10). Now we recall Lemma 2.3.3 that described the relation
between the value for s and DFT of an n-tuple obtained from the coefficients of (1.10).
Hence we are interested in the nature of the DFT of coefficient vectors of polynomials
A¯(x) ∈ Fp[x] that are as in (2.6), i.e. of the DFT of n-tuples over Fp of the form
a =
 (2a0, a1, . . . , a(n−1)/2, a(n−1)/2, . . . , a1) : n odd(2a0, a1, . . . , an/2−1, 2an/2, an/2−1, . . . , a1) : n even. (3.1)
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The following lemma in [31] completely describes the nature of the DFT of n-tuples of
the form (3.1).
Lemma 3.1.1 Let gcd(p, n) = 1 and A¯(x) be as in (2.6). Consider the cyclotomic
coset Cj of j modulo n for 0 ≤ j ≤ n − 1. Suppose that 0 ≤ k ≤ n − 1 is an element
of Cj, i.e., k ≡ jpr mod n for some r ≥ 0. Then
(i) A¯(αk) = A¯(αj)p
r
,
(ii) A¯(α−j) = A¯(αj),
(iii) A¯(αj) ∈ Fplj , where lj = |Cj|. If j 6∈ {0, n/2} and −j ∈ Cj, then A¯(αj) ∈ Fplj/2 .
(iv) A¯(1) = 0, if p = 2.
Proof : If |Cj| = lj, and hence jplj = j mod n, for every polynomial A¯(x) ∈ Fp[x] and
a primitive nth root of unity α we have,
(A¯(αj))p
lj
= A¯(αjp
lj
) = A¯(αj).
Consequently, A¯(αj) ∈ Fplj . Furthermore, when k ≡ jpr mod n, we get
A¯(αk) = A¯(αjp
r
) = (A¯(αj))p
r
.
Thus (i) and the first part of (iii) are proved. When A¯(x) is of the form (2.6), we have
A¯(αj) = 2a0 +
bn/2c∑
i=1
ai(α
ji + αj(n−i))
= 2a0 +
bn/2c∑
i=1
ai(α
−j(n−i) + α−ji) = A¯(α−j), (3.2)
which shows (ii). If j 6∈ {0, n/2}, where j = n/2 only occurs when n is even and hence
p 6= 2, then −j ∈ Cj implies that lj is even and −j ≡ jplj/2 mod n. By (3.2) we obtain
A¯(αj)p
lj/2
= A¯(αjp
lj/2
) = A¯(α−j) = A¯(αj).
Therefore A¯(αj) ∈ F
plj/2
. Part (iv) is trivial.
In accordance with the terminology in [31], we call n-tuples over Fp(α) that satisfy the
properties described in Lemma 3.1.1 as n-tuples in sfdt-form (or a symmetric frequency
domain tuple). Lemma 3.1.1 enables the following characterization of n-tuples in sfdt-
form:
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- Suppose 1 ≤ j ≤ n− 1, j 6= n/2 is an integer such that the cyclotomic coset Cj
containing j also contains −j modulo n. Then A¯(αj) ∈ F
p|Cj |/2 determines A¯(α
d)
for all d ∈ Cj; A¯(1) ∈ Fp; A¯(αn/2) = A¯(−1) ∈ Fp if n is even.
- Suppose 1 ≤ j ≤ n− 1 is an integer such that the cyclotomic coset Cj containing
j does not contain −j modulo n. Then A¯(αj) ∈ F
p|Cj | determines A¯(α
d) for all
d ∈ Cj ∪ C−j.
Example 3.1.1 p = 2, n = 3.52
The cyclotomic cosets for which Cj = C−j, i.e., the ones containing the inverses are
C0 = {0}, C25 = {25, 50}, C15 = {15, 30, 60, 45} and
C3 = {3, 6, 12, 24, 48, 21, 42, 9, 18, 36, 72, 69, 63, 51, 27, 54, 33, 66, 57, 39} with cardinali-
ties 1, 2, 4, 20.
C1 = {1, 2, 4, 8, 16, 32, 64, 53, 31, 62, 49, 23, 46, 17, 34, 68, 61, 47, 19, 38} and C7 = C−1
have cardinalities 20 which give a possible contribution of 40 to the Hamming weight.
Similarly C5 = {5, 10, 20, 40} and C35 = C−5 have cardinalities 4, which give a possible
contribution of 8 to the Hamming weight. These numbers coincide with degrees of the
prime-self reciprocal factors of x75 + 1, see Example 2.1.1.
The following theorem plays a key role in the enumeration of s-plateaued quadratic
functions (1.10) for prescribed s, by using discrete Fourier transform.
Theorem 3.1.2 [31, Theorem 3] There is a one to one correspondence between n-
tuples over Fp of the form (3.1) and n-tuples A over Fp(α) in sfdt-form.
Proof : Let Cj1 = C0 = {0}, Cj2 , . . . , Cjh be the distinct cyclotomic cosets modulo n
relative to powers of p satisfying Ck = C−k. Note that if n is even and hence p is odd,
then Cn/2 = {n/2} is among them. Furthermore let Cjh+1 , C−jh+1 , . . . , Cjh+m , C−jh+m
be the remaining 2m distinct cyclotomic cosets. Denote by li the cardinality of the
cyclotomic coset Cji , 1 ≤ i ≤ h + m. By Lemma 3.1.1, an n-tuple in sfdt-form is
determined by h+m entries as follows. The entries corresponding to Cji , i = 1, . . . , h
are the elements of the field Fpli/2 , except for the coset C0 = {0} = Cj1 and also Cn/2
if n is even. The entries corresponding to Cji , i = h + 1, . . . , h + m, are the elements
of Fpli . First we consider the case that p ≥ 3 and n is odd. Then by simple counting
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arguments, the number Ω of n-tuples in sfdt-form is given by
Ω = ppl2/2 · · · plh/2 · plh+1 · · · plh+m
= pp
1
2
(l2+···+lh+2lh+1+2lh+m) = pp(n−1)/2 = p(n+1)/2.
The number Ω agrees with the number of all n-tuples over Fp of the form (3.1) when
n is odd. The same holds for the case p = 2 and odd n, where Ω = 2(n−1)/2, and the
case p ≥ 3 and even n, where Ω = p(n/2)+1. Since the DFT is invertible, we obtain a
bijection from the set of n-tuples of the form (3.1) onto the set of n-tuples in sfdt-form.
As a consequence of Theorem 3.1.2, we can count s-plateaued functions Fp,n, by count-
ing n-tuples over Fp(α) in sfdt-form with Hamming weight n−s. Applying this method,
in Corollaries 3–6 in [31], explicit formulas for the counting function Nn(s) have been
presented when the factorization of xn−1 in Fp[x] is particularly simple. The following
cases are covered :
- n = q, where q a prime different from p,
- n = qk, where q 6= p is a prime such that p is a primitive root modulo q2,
and for p = 2,
- n = 2m − 1, where m is an odd prime,
- n = 3q, where q is a prime and the order of 2 modulo q is odd.
In particular the number Nn(0) of bent functions has been determined for all p ≥ 3
and n with gcd(n, p) = 1. For p = 2 the number Nn(1) of semi-bent functions has been
given for all odd integers n, see [31, Corollary 7].
To describe the counting functionNn(s) for gcd(n, p) = 1, the univariate polynomial
Gn(z) in the variable z is considered. Gn(z) is defined by
Gn(z) =
n∑
t=0
Nn(n− t)zt,
and is called the generating polynomial for Nn(s). The generating polynomial has been
determined as a product of polynomials for odd n with gcd(n, p) = 1 in [31], and for
even n relatively prime to p in [6]. We restate those results in the following theorem.
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Theorem 3.1.3 [6, 31]
(i) Let p = 2, n be odd, and xn + 1 = (x+ 1)r1 · · · rk be the factorization of xn + 1
into prime self-reciprocal polynomials over F2. Then Gn(z) is given by
Gn(z) =
k∏
j=1
[
1 + (2
deg(rj)
2 − 1)zdeg(rj)
]
.
(ii) Let p ≥ 3, gcd(n, p) = 1. Suppose the polynomial xn−1 is factorized as xn−1 =
(x− 1)r1 · · · rk or xn − 1 = (x− 1)(x+ 1)r1 · · · rk for odd or even n respectively,
where r1, . . . , rk are self-reciprocal polynomials of degree ≥ 2. Then Gn(z) is
given by
Gn(z) = (1 + (p− 1)z)δ
k∏
j=1
[
1 + (p
deg(rj)
2 − 1)zdeg(rj)
]
.
Here δ = 1 if n is odd, and δ = 2 if n is even.
Proof : We show that the coefficient of zt in Gn(z) is Nn(n− t). Note that Nn(n− t)
is the number of n-tuples (S0, . . . ,Sn−1) in sfdt-form with Hamming weight t.
If p = 2, then the Hamming weight of an n-tuple in sfdt-form is given as
∑
i∈I deg(rj)
for a subset I of {1, . . . , k}. Let Ω(t) be the set of subsets I of {1, . . . , k} for which∑
j∈I deg(rj) = t. Since the entry in an n-tuple in sfdt-form which corresponds to a
self-reciprocal factor of xn + 1 of degree deg(rj) > 1 is an element of F2deg(rj)/2 , for
an (even) integer t, the number of n-tuples in sfdt-form with Hamming weight t is
determined by ∑
I∈Ω(t)
∏
j∈I
(2
deg(rj)
2 − 1).
This coincides with the coefficient of zt in the polynomial
k∏
j=1
[
1 + (2
deg(rj)
2 − 1)zdeg(rj)
]
.
If p is odd, then the Hamming weight of an n-tuple in sfdt-form is δ0 +
∑
i∈I deg(rj) if
n is odd, and δ0 + δn/2 +
∑
i∈I deg(rj) if n is even, for a subset I of {1, . . . , k}. Here
δ0 = 0 (δn/2 = 0) if and only if S0 (Sn/2), belonging to Fp, is 0. Therefore we have to
multiply the polynomial
k∏
j=1
[
1 + (p
deg(rj)
2 − 1)zdeg(rj)
]
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with (1 + (p− 1)z) when n is odd and with (1 + (p− 1)z)2 when n is even. 2
We should point out that in these calculations we take a0 = 0 in (1.10) when p = 2,
unlike in [31], where a0 is not necessarily zero. As a consequence, the formulas in [31]
contain an additional factor 2 for p = 2.
The method of the DFT is not applicable if gcd(n, p) 6= 1. For this purpose,
in [31, Section V], a number theoretical method has been introduced and the generating
polynomial Gn(z) for the important case p = 2 has been presented for n = 2m and odd
m. We state this result below. The tools used to obtain it will be described in Section
3.4 where we determine the expected value for the parameter s.
Theorem 3.1.4 [31, Theorem 5] Let p = 2, n = 2m, m be odd, and xn + 1 =
(x+ 1)2r21 · · · r2k be the canonical factorization of xn + 1 into prime self-reciprocal poly-
nomials. Then the generating polynomial Gn(z) =
∑n
t=0Nn(n− t)zt is given by
Gn(z) =
k∏
j=1
[
1 + (2
deg(rj)
2 − 1)zdeg(rj) + (2deg(rj) − 2
deg(rj)
2 )z2 deg(rj)
]
.
3.2 The case n = pm
In [30], Nn(s) has been determined for p = 2 and n = 2m, m ≥ 1, by using the
Games-Chan algorithm [17], which was designed to determine the linear complexity of
binary 2m-periodic sequences. With a direct calculation, the analog result for odd p
and n = pm, m ≥ 1, has been obtained in [31]. We recall these results in the following
propositions.
Proposition 3.2.1 [30, Theorem 2] Let p = 2 and n = 2m. Then
Nn(s) =

22
m−1−1−k : s = 2k, k = 1, . . . , 2m−1 − 1,
1 : s = 2m,
0 : otherwise.
Proposition 3.2.2 [31, Theorem 1] Let p ≥ 3 and n = pm. Then
Nn(s) =

(p− 1)p p
m−s−1
2 : s even, 0 ≤ s ≤ pm − 1,
1 : s = pm,
0 : otherwise.
We can use Proposition 3.2.1 and Proposition 3.2.2 to evaluate E(s) for n = pm.
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Theorem 3.2.1 Let p = 2. If n = 2m, then the expected value E(s) of the parameter
s for a quadratic function as in (1.11) is
E(s) = 4− 1
22m−1−2
.
Proof : By Proposition 3.2.1 and the observation that the total number of Boolean
quadratic functions (1.10) is 2(n/2)−1, we obtain that
E(s) =
1
2
n
2
−1
(
2m−1−1∑
k=1
22
m−1−1−k2k + 2m
)
=
1
22m−1−1
(
22
m−1
2m−1−1∑
k=1
k
2k
+ 2m
)
.
Look at the sum
∑a
k=1
k
2k
up to a:
a∑
k=1
k
2k
=
1
2
+
2
4
+
3
8
+
4
16
+ . . .+
a
2a
=
1
2
+
(
1
4
+
1
4
)
+
(
1
8
+
1
8
+
1
8
)
+
(
1
16
+
1
16
+
1
16
+
1
16
)
+ . . .+
a times︷ ︸︸ ︷(
1
2a
+
1
2a
+ . . .+
1
2a
)
=
(
1
2
+
1
4
+
1
8
+ . . .+
1
2a
)
+
(
1
4
+
1
8
+ . . .+
1
2a
)
+
(
1
8
+
1
16
+ . . .+
1
2a
)
+ . . .+
1
2a
Take a = 5, check the sum,
5∑
k=1
k
2k
=
1
2
+
(
1
4
+
1
4
)
+
(
1
8
+
1
8
+
1
8
)
+
(
1
16
+
1
16
+
1
16
+
1
16
)
(
1
32
+
1
32
+
1
32
+
1
32
+
1
32
)
=
(
1
2
+
1
4
+
1
8
+
1
16
+
1
32
)
+
(
1
4
+
1
8
+
1
16
+
1
32
)
+
(
1
8
+
1
16
+
1
32
)
+
(
1
16
+
1
32
)
+
1
32
=
31
32
+
15
32
+
7
32
+
3
32
+
1
32
=
25 − 1
32
+
24 − 1
32
+
23 − 1
32
+
22 − 1
32
+
21 − 1
32
=
(25 + 24 + 23 + 22 + 2)− 5
25
=
2 (25 − 1)− 5
25
=
25+1 − 2− 5
2a
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By induction on a we get
a∑
k=1
k
2k
=
2a+1 − 2− a
2a
So we obtain
E(s) =
1
22m−1−1
(
22
m−1 22
m−1 − 2− (2m−1 − 1)
22m−1−1
+ 2m
)
=
1
22m−1−1
(
22
m−1+1 − 2 · 2− 2(2m−1 − 1) + 2m
)
=
1
22m−1−1
(
22
m−1+1 − 2
)
= 4− 1
22m−1−2
.
2
By Equation 1.7, the nonlinearity of a Boolean function can be determined from its
Walsh spectrum. Hence Theorem 3.2.1 also points towards a high average nonlinearity.
Theorem 3.2.2 Let p be an odd prime and n = pm. Then the expected value E(s)
of the parameter s for a quadratic function (1.10) is given by
E(s) =
2
p− 1 −
1
p
n+1
2
p+ 1
p− 1 .
Proof : By Proposition 3.2.2 we have
E(s) =
1
p
n+1
2
 p
m−1
2∑
k=0
(p− 1)p p
m−2k−1
2 2k + pm

=
2(p− 1)
p
pm−1
2∑
k=0
k
pk
+
pm
p
n+1
2
.
Set it up to a:
a∑
k=1
k
pk
=
1
p
+
2
p2
+
3
p3
+
4
p4
+ . . .+
a
pa
=
1
p
+
(
1
p2
+
1
p2
)
+
(
1
p3
+
1
p3
+
1
3
)
+ . . .+
a times︷ ︸︸ ︷(
1
pa
+
1
pa
+ . . .+
1
pa
)
=
(
1
p
+
1
p2
+
1
p3
+ . . .+
1
pa
)
+
(
1
p2
+
1
p3
+ . . .+
1
pa
)
+
(
1
p3
+
1
p4
+ . . .+
1
pa
)
+ . . .+
1
pa
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Take a = 5, check the sum,
5∑
k=1
k
pk
=
1
p
+
(
1
p2
+
1
p2
)
+
(
1
p3
+
1
p3
+
1
p3
)
+
(
1
p4
+
1
p4
+
1
p4
+
1
p4
)
+
(
1
p5
+
1
p5
+
1
p5
+
1
p5
+
1
p5
)
=
(
1
p
+
1
p2
+
1
p3
+
1
p4
+
1
p5
)
+
(
1
p2
+
1
p3
+
1
p4
+
1
p5
)
+
(
1
p3
+
1
p4
+
1
p5
)
+
(
1
p4
+
1
p5
)
+
1
p5
=
p4 + p3 + p2 + p+ 1
p5
+
p3 + p2 + p+ 1
p5
+
p2 + p+ 1
p5
+
p+ 1
p5
+
1
p5
=
(
p5−1
p−1
)
+
(
p4−1
p−1
)
+
(
p3−1
p−1
)
+
(
p2−1
p−1
)
+
(
p−1
p−1
)
p5
=
(p5 + p4 + p3 + p2 + p)− 5
(p− 1) p5
=
p (p5 − 1)
(p− 1)2 p5 −
5
(p− 1) p5
By induction on a we get
a∑
k=1
k
pk
=
p (pa − 1)
(p− 1)2 pa −
a
(p− 1) pa
Thus with a = p
m−1
2
= n−1
2
, we get
E(s) =
2(p− 1)
p
(
p (pa − 1)
(p− 1)2 pa −
a
(p− 1) pa
)
+
pm
pa+1
=
2p(pa − 1)
(p− 1)pa+1 −
2a
pa+1
+
2a+ 1
pa+1
=
2
p− 1 −
2p
(p− 1)pa+1 +
1
pa+1
=
2
p− 1 −
1
pa+1
p+ 1
p− 1 ,
which completes the proof. 2
3.3 The case gcd(n,p) = 1
As pointed out in Section 3.1, when gcd(n, p) = 1, then the number Nn(s) of s-
plateaued quadratic functions (1.10) is the number of n-tuples over Fp(α) in sfdt-form
with Hamming weight n− s. Hence the expected value for s can be obtained from the
expected Hamming weight of an n-tuple in sfdt-form. Since the nature of the n-tuples
in sfdt-form depends on the properties of the cyclotomic cosets modulo n, we may
express the expected value E(s) in terms of the cardinalities of the cyclotomic cosets
modulo n relative to the powers of p.
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Theorem 3.3.1 For an integer n with gcd(n, p) = 1 let Cj1 = {0}, Cj2 , . . . , Cjh ,
Cjh+1 , C−jh+1 , . . . , Cjh+m , C−jh+m be the distinct cyclotomic cosets modulo n relative to
powers of p with the properties that Cji = C−ji for 1 ≤ i ≤ h, and Cji 6= C−ji for
h + 1 ≤ i ≤ h + m. Let li, 1 ≤ i ≤ h + m, be the cardinality of the cyclotomic coset
Cji . Then the expected value E(s) is given by
E(s) =

1
p
+
∑h
i=2
li
p
li
2
+
∑h+m
i=h+1
2li
pli
: if p ≥ 3 and n is odd,
1 +
∑h
i=2
li
2
li
2
+
∑h+m
i=h+1
2li
2li
: if p = 2 hence n is odd,
2
p
+
∑h
i=3
li
p
li
2
+
∑h+m
i=h+1
2li
pli
: if p ≥ 3 and n is even, where
Cj2 = {n/2}.
Proof : We recall from Section 3.1 that an n-tuple in sfdt-form is completely described
by h + m elements k1, . . . , kh, kh+1, . . . , kh+m, where the element ki is from Fpli/2 for
1 ≤ i ≤ h and li > 1, and the element ki is from Fpli for h + 1 ≤ i ≤ h + m. For the
cyclotomic cosets Cji , 1 ≤ i ≤ h, which contain only one element, we can distinguish
3 cases: If n is odd then only Cj1 = {0} contains a single element; if p = 2 then the
corresponding entry k1 in the n-tuple in sfdt-form is 0, if p is odd then k1 ∈ Fp; if
n is even and (hence p is odd) then there are two such cyclotomic cosets, Cj1 = {0}
and Cj2 = {n/2}. In both cases the corresponding entry in the n-tuple in sfdt-form
is in Fp. We determine n − E(s) = E(L), which by Lemma 2.3.3 is the expected
linear complexity of an n-periodic sequence over Fp with period of the form (3.1). By
Theorem 3.1.2, E(L) equals the expected Hamming weight of an n-tuple in sfdt-form.
Denoting the set of all n-tuples in sfdt-form by Υ and putting Ω = |Υ| we have
E(L) =
1
Ω
(∑
A∈Υ
Hw(A)
)
=
1
Ω
∑
A∈Υ
 h∑
i=1
ki 6=0
li +
h+m∑
i=h+1
ki 6=0
2li

 . (3.3)
We first consider the case p ≥ 3 and n is odd. For this case by Equation 3.3 we get
E(L) =
1
p
n+1
2
∑
A∈Υ
k1 6=0
l1 +
∑
A∈Υ
h∑
i=2
ki 6=0
li +
∑
A∈Υ
h+m∑
i=h+1
ki 6=0
2li

=
1
p
n+1
2
(
l1
∑
A∈Υ
1 +
h∑
i=2
li
∑
A∈Υ
1 +
m+1∑
i=h+1
2li
∑
A∈Υ
1
)
=
1
p
n+1
2
(
l1(p− 1)pn+12 −1 +
h∑
i=2
li(p
li
2 − 1)pn+1−li2
)
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+
1
p
n+1
2
(
m+1∑
i=h+1
2li(p
li − 1)pn+12 −li
)
=
1
p
n+1
2
(
(p− 1)pn+12 −1 +
h∑
i=2
li
(
p
n+1
2 − pn+1−li2
))
+
1
p
n+1
2
(
m+1∑
i=h+1
2li
(
p
n+1
2 − pn+12 −li
))
=
p− 1
p
+
h∑
i=2
li
(
1− 1
p
li
2
)
+
m+1∑
i=h+1
2li
(
1− 1
pli
)
= 1− 1
p
+
h∑
i=2
li −
h∑
i=2
li
p
li
2
+
m+1∑
i=h+1
2li −
m+1∑
i=h+1
2li
pli
=
(
1 +
h∑
i=2
li +
m+1∑
i=h+1
2li
)
−
(
1
p
+
h∑
i=2
li
p
li
2
+
m+1∑
i=h+1
2li
pli
)
= n−
(
1
p
+
h∑
i=2
li
p
li
2
+
m+1∑
i=h+1
2li
pli
)
which yields the claimed formula for E(s).
If p = 2, and hence n is odd, then Ω = 2
n−1
2 and k1 = 0. From Equation 3.3 we get
E(L) =
1
2
n−1
2
∑
A∈Υ
 h∑
i=2
ki 6=0
li +
h+m∑
i=h+1
ki 6=0
2li


=
1
2
n−1
2
∑
A∈Υ
h∑
i=2
ki 6=0
li +
∑
A∈Υ
h+m∑
i=h+1
ki 6=0
2li

=
1
2
n−1
2
(
h∑
i=2
li
∑
A∈Υ
1 +
m+1∑
i=h+1
2li
∑
A∈Υ
1
)
=
1
2
n−1
2
(
h∑
i=2
li(2
li
2 − 1)2n−1−li2 +
m+1∑
i=h+1
2li(2
li − 1)2n−12 −li
)
=
1
2
n−1
2
(
h∑
i=2
li
(
2
n−1
2 − 2n−1−li2
)
+
m+1∑
i=h+1
2li
(
2
n−1
2 − 2n−12 −li
))
=
h∑
i=2
li
(
1− 1
2
li
2
)
+
m+1∑
i=h+1
2li
(
1− 1
2li
)
=
h∑
i=2
li −
h∑
i=2
li
2
li
2
+
m+1∑
i=h+1
2li −
m+1∑
i=h+1
2li
2li
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=(
h∑
i=2
li +
m+1∑
i=h+1
2li
)
−
(
h∑
i=2
li
2
li
2
+
m+1∑
i=h+1
2li
2li
)
= (n− 1)−
(
h∑
i=2
li
2
li
2
+
m+1∑
i=h+1
2li
2li
)
= n−
(
1 +
h∑
i=2
li
2
li
2
+
m+1∑
i=h+1
2li
2li
)
Finally we consider the case p ≥ 3 and even n. In this case Ω = pn2 +1 and k1, k2 ∈ Fp.
Hence by Equation 3.3 we obtain
E(L) =
1
p
n
2
+1
∑
A∈Υ
 h∑
i=1
ki 6=0
li +
h+m∑
i=h+1
ki 6=0
2li


=
1
p
n
2
+1
∑
A∈Υ
k1 6=0
l1 +
∑
A∈Υ
k2 6=0
l2 +
∑
A∈Υ
h∑
i=3
ki 6=0
li +
∑
A∈Υ
h+m∑
i=h+1
ki 6=0
2li

=
1
p
n
2
+1
(
l1
∑
A∈Υ
1 + l2
∑
A∈Υ
1 +
h∑
i=3
li
∑
A∈Υ
1 +
m+1∑
i=h+1
2li
∑
A∈Υ
1
)
=
1
p
n
2
+1
(
l1(p− 1)pn2 + l2(p− 1)pn2 +
h∑
i=3
li(p
li
2 − 1)pn2 +1− li2
)
+
1
p
n
2
+1
(
m+1∑
i=h+1
2li(p
li − 1)pn2 +1−li
)
=
1
p
n
2
+1
(
(p− 1)pn2 + (p− 1)pn2 +
h∑
i=3
li
(
p
n
2
+1 − pn2 +1− li2
))
+
1
p
n
2
+1
(
m+1∑
i=h+1
2li
(
p
n
2
+1 − pn2 +1−li))
=
2(p− 1)
p
+
h∑
i=3
li
(
1− 1
p
li
2
)
+
m+1∑
i=h+1
2li
(
1− 1
pli
)
= 2− 2
p
+
h∑
i=3
li −
h∑
i=3
li
p
li
2
+
m+1∑
i=h+1
2li −
m+1∑
i=h+1
2li
pli
=
(
2 +
h∑
i=3
li +
m+1∑
i=h+1
2li
)
−
(
2
p
+
h∑
i=3
li
p
li
2
+
m+1∑
i=h+1
2li
pli
)
= n−
(
2
p
+
h∑
i=3
li
p
li
2
+
m+1∑
i=h+1
2li
pli
)
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For several families of integers n we are able to specify the cardinalities of the cyclo-
tomic cosets modulo n. In the following corollaries we present simple formulas for E(s)
for such integers n, determined by means of Theorem 3.3.1.
Corollary 3.3.2 Let p = 2 and n = 2m − 1 for an odd prime m. Then
E(s) = 2− 1
2m−1
.
Proof : If p = 2 and n = 2m − 1 then the cardinality of each cyclotomic coset has to
divide m, which is the order of 2 modulo n. Hence there are only cyclotomic cosets
of cardinality m and 1. As it is easy to see, C0 = {0} is the only cyclotomic coset
of cardinality 1. Hence there are 2
m−2
m
cyclotomic cosets of odd cardinality m, all of
which satisfy Cj 6= C−j. By Theorem 3.3.1 we get
E(L) = n−
(
1 +
h∑
i=2
li
2
li
2
+
m+1∑
i=h+1
2li
2li
)
= n−
1 + 2
m−2
2m∑
i=1
2m
2m

= n−
(
1 +
2m − 2
2m
)
= n−
(
2− 1
2m−1
)
2
Corollary 3.3.3 Let n = q be an odd prime different from p, and let d be the order
of p modulo q. Then
E(s) =

1
p
+ q−1
pd/2
: if p ≥ 3 and d is even,
1 + q−1
2d/2
: if p = 2 and d is even,
1
p
+ q−1
pd
: if p ≥ 3 and d is odd,
1 + q−1
2d
: if p = 2 and d is odd.
Proof : Let n = q be a prime different from p, d = ordnp. Now all
q−1
d
irreducible
divisors of x
q−1
x−1 are self-reciprocal if and only if d is even. Equivalently, if d is even,
then the cyclotomic cosets Cj, j 6= 0, which are all of size d, satisfy Cj = C−j. If d
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is odd, x
q−1
x−1 factors into
q−1
2d
prime self-reciprocal polynomials all of degree 2d where
−j /∈ Cj, j 6= 0. We consider the following four cases:
Case 1: p ≥ 3 and d is even:
E(L) = n−
1
p
+
q−1
d∑
i=1
d
pd/2

= n−
(
1
p
+
q − 1
pd/2
)
Case 2: p = 2 and d is even:
E(L) = n−
1 + q−1d∑
i=1
d
2d/2

= n−
(
1 +
q − 1
2d/2
)
Case 3: p ≥ 3 and d is odd:
E(L) = n−
1
p
+
q−1
2d∑
i=1
2d
pd

= n−
(
1
p
+
q − 1
pd
)
Case 4: p = 2 and d is odd:
E(L) = n−
1 + q−12d∑
i=1
2d
2d

= n−
(
1 +
q − 1
2d
)
2
Corollary 3.3.4 Let n = qk, where q 6= p is an odd prime such that p is a primitive
root modulo q2. Then
E(s) =

1
p
+ (q − 1)∑k−1i=0 qi
p
(q−1)qi
2
: if p is odd,
(q − 1)∑k−1i=0 qi
2
(q−1)qi
2
: if p = 2.
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Proof : If p is a primitive root modulo q2, then all cyclotomic polynomials Qqi are
irreducible and xq
k − 1 = ∏ki=0Qqi is the canonical factorization of xqk − 1. Clearly
all Qqi , i > 0, are self-reciprocal. Equivalently, other than {0}, we have k cyclotomic
cosets with the cardinalities (q − 1)qi−1, 1 ≤ i ≤ k. Each cyclotomic coset contains
with j also its inverse −j modulo n. By Theorem 3.3.1 we then get
E(s) =
1
p
+
k−1∑
i=0
(q − 1) qi
p
(q−1)qi
2
when p is odd, and
E(s) =
k−1∑
i=0
(q − 1) qi
2
(q−1)qi
2
when p = 2. 2
We remark that the results in this section confirm that the average value for s is small,
which for the case that p = 2 also points to a large average nonlinearity.
3.4 A number theoretical method
In this section we employ a number theoretical method which was introduced in [31]
to determine the generating polynomial Gn for case p = 2, and n = 2m, for odd
m. The method is based on a method of Fu et al. [15, 16] for analysing the linear
complexity of sequences. Amongst others, in [15, 16] a generating polynomial for the
distribution of the linear complexity of sequences has been presented and formulas for
the expected value of the linear complexity have been established. We will further
develop this method to determine the expected value E(s) for p = 2, recover E(s) for
odd n, and evaluate E(s) for n = 2m, m odd. Moreover we determine the variance for
the parameter s.
We again follow the notation used in [31]. For a prime p let
Rp = {f ∈ Fp[x] : f is self-reciprocal}.
Then for a polynomial f ∈ Fp[x] we define
C(f) = {g ∈ Rp : deg(g) is even and deg(g) < deg(f)},
K(f) = {g ∈ C(f) : gcd(g(x), f(x)) = 1}, and
φp(f) = |K(f)|.
We next recall some properties of φp(f).
37
Lemma 3.4.1 [31, Lemma 8] Let f ∈ Rp be a monic polynomial of positive degree.
If f is not divisible by x+ 1, then∑
d|f
φp(d) = p
deg(f)
2 − 1,
where the summation is over all monic divisors d ∈ Rp of f . For f = 1 we have∑
d|f φp(d) = 0.
Lemma 3.4.2 [31, Lemma 9] Let f, f1, f2 ∈ Rp be monic polynomials of positive
degree, not divisible by x+ 1.
(i) If f = f1f2 and gcd(f1, f2) = 1, then
φp(f) = φp(f1)φp(f2).
(ii) If f = re11 r
e2
2 · · · rekk is the canonical factorization of f into monic prime self-
reciprocal polynomials, then
φp(f) = p
deg(f)
2
k∏
j=1
(
1− p−
deg(rj)
2
)
.
For a self-reciprocal polynomial f that is not divisible by x+ 1 we define
S1(f) =
∑
d|f
φp(d) deg(d), and
S2(f) =
∑
d|f
φp(d)(deg(d))
2,
where the summation is over all monic self-reciprocal divisors d of f .
From now on we assume p = 2. Our objective is to determine the expected value
E(s) for quadratic functions (1.10). In the next proposition we express the expected
value and the variance for the parameter s in terms of S1(f) and S2(f).
Proposition 3.4.1 (I) Let n be odd. Then the expected value E(s) for the parameter
s of a quadratic function (1.10) satisfies
E(s) = n− 1
2(n−1)/2
S1(
xn + 1
x+ 1
).
The variance for the parameter s is given by
V ar(s) =
1
2(n−1)/2
S2(
xn + 1
x+ 1
)−
(
1
2(n−1)/2
S1(
xn + 1
x+ 1
)
)2
.
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(II) Let n = 2m for some odd integer m. Then the expected value E(s) for the
parameter s of a quadratic function (1.10) satisfies
E(s) = n− 1
2n/2−1
S1(
xn + 1
(x+ 1)2
).
The variance for the parameter s is given by
V ar(s) =
1
2n/2−1
S2(
xn + 1
(x+ 1)
2
)−
(
1
2n/2−1
S1(
xn + 1
(x+ 1)2
)
)2
.
Proof : Let A(x) be the associate of the linearized polynomial corresponding to F2,n.
Then s = deg(gcd(xn − 1, A(x))). We recall that we take the coefficient a0 in F2,n to
be 0 when p = 2, and hence we have deg(A) < n.
(I) If n is odd, then A is of the form
A(x) = xi(x+ 1)f1(x)g(x) (3.4)
for a self-reciprocal divisor f1 of x
n + 1 of (even) degree s− 1 and a polynomial g with
the following properties: g(x) is a self-reciprocal polynomial of even degree smaller
that n − s, and gcd( xn+1
(x+1)f1(x)
, g(x)) = 1. Hence g ∈ K(d) for d(x) = xn+1
(x+1)f1(x)
, which
is a divisor of (xn + 1)/(x + 1) of degree n − s. As a consequence, denoting by A(L)
the number of polynomials A of the form (3.4) (with deg(gcd(A(x), xn + 1)) = s), we
have for L = n− s,
1
2(n−1)/2
n∑
s=0
A(L)L = 1
2(n−1)/2
∑
d|xn+1
x+1
φ2(d) deg(d).
The formula for the expected value follows from the definition of S1(f).
For a quadratic function f as in (1.10) let A be the associate of the linearized polyno-
mial corresponding to f , and let L(f) be the linear complexity of the sequence with
generating polynomial A. Then with s = n− L we get
V ar(s) = V ar(L) =
1
2(n−1)/2
∑
f∈F
L(f)2 − (E(L))2
=
1
2(n−1)/2
∑
d|xn+1
x+1
φ2(d)(deg(d))
2 −
(
1
2(n−1)/2
S1(
xn + 1
x+ 1
)
)2
,
which completes the proof for (I).
(II) If n = 2m, and m is odd, then A(x) must satisfy gcd(A(x), xn−1) = (x+1)2f1(x),
since n and s must be of the same parity. Hence A is of the form
A(x) = xi(x+ 1)2f1(x)g(x)
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for a self-reciprocal divisor f1 of x
n + 1 of (even) degree s− 2 and a polynomial g with
the following properties: g(x) is a self-reciprocal polynomial of even degree smaller
that n− s, and gcd( xn+1
(x+1)2f1(x)
, g(x)) = 1. Hence g ∈ K(d) for d(x) = xn+1
(x+1)2f1(x)
, which
is a divisor of (xn + 1)/(x + 1)2 of degree n − s. By the same reasoning as in (I) we
get the formulas for (II). 2
In the following lemmas we present a useful property of the functions S1(f) and S2(f).
Lemma 3.4.3 Let f1, f2 be self-reciprocal polynomials not divisible by x + 1 with
gcd(f1, f2) = 1. Then
1
2deg(f1f2)/2
S1(f1f2) =
1
2deg(f1)/2
S1(f1) +
1
2deg(f2)/2
S1(f2).
Proof :
S1(f1f2) =
∑
d|f1f2
φ2(d) deg(d)
=
∑
d1|f1
∑
d2|f2
φ2(d1d2)[deg(d1) + deg(d2)]
+
∑
d2|f2
φ2(d2) deg(d2) +
∑
d1|f1
φ2(d1) deg(d1)
=
∑
d1|f1
∑
d2|f2
φ(d1)φ2(d2) deg(d1)
+
∑
d1|f1
∑
d2|f2
φ2(d1)φ2(d2) deg(d2) + S1(f2) + S1(f1)
= (
∑
d2|f2
φ2(d2) + 1)S1(f1) + (
∑
d1|f1
φ2(d1) + 1)S1(f2),
where the summation is over all monic, self-reciprocal divisors of f1, f2 and f1f2, re-
spectively. By Lemma 3.4.1 we obtain
1
2deg(f1f2)/2
S1(f1f2) =
1
2deg(f1f2)/2
[2deg(f2)/2S1(f1) + 2
deg(f1)/2S1(f2)]
=
1
2deg(f1)/2
S1(f1) +
1
2deg(f2)/2
S1(f2).
2
Lemma 3.4.4 Let f1, f2 be self-reciprocal polynomials not divisible by x + 1 with
gcd(f1, f2) = 1. Then
S2(f1f2) = S2(f1)2
deg(f2)
2 + S2(f2)2
deg(f1)
2 + 2S1(f1)S1(f2).
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Proof : Again, with the summation over all monic, self-reciprocal divisors of f1, f2 and
f1f2, respectively, we have
S2(f1f2) =
∑
d|f1f2
φ2(d) (deg(d))
2
=
∑
d1|f1
∑
d2|f2
φ2(d1d2)[deg(d1) + deg(d2)]
2
+
∑
d2|f2
φ2(d2) deg(d2)
2 +
∑
d1|f1
φ2(d1) deg(d1)
2
=
∑
d1|f1
∑
d2|f2
φ2(d1)φ2(d2) deg(d1)
2
+2
∑
d1|f1
∑
d2|f2
φ2(d1)φ2(d2) deg(d1) deg(d2)
+
∑
d1|f1
∑
d2|f2
φ2(d1)φ2(d2) deg(d2)
2 + S2(f2) + S2(f1)
=
∑
d2|f2
S2(f1)φ2(d2) + 2S1(f1)S1(f2)
+
∑
d1|f1
S2(f2)φ2(d1) + S2(f2) + S2(f1)
= S2(f1)(1 +
∑
d2|f2
φ2(d2)) + S2(f2)(1 +
∑
d1|f1
φ2(d1)) + 2S1(f1)S1(f2)
= S2(f1)2
deg(f2)
2 + S2(f2)2
deg(f1)
2 + 2S1(f1)S1(f2)
= 2
deg(f1f2)
2
[
S2(f1)
2deg(f1)/2
+
S2(f2
2deg(f2)/2
+ 2
S1(f1)
2deg(f1)/2
S1(f2)
2deg(f2)/2
]
,
where in the last step we used Lemma 3.4.1. 2
Now we are ready to determine the expected value and the variance for the parameter
s in terms of the factorization of xn + 1 into prime self-reciprocal polynomials in F2[x].
Firstly, in Theorem 3.4.5 we calculate E(s) again for p = 2 that we obtained in Theorem
3.3.1. While we represent E(s) in terms of the cardinalities of cyclotomic cosets modulo
n in Theorem 3.3.1, we now express E(s) in terms of the degrees of the prime self-
reciprocal divisors of xn + 1.
Theorem 3.4.5 For an odd integer n, let xn+ 1 = (x+ 1)r1 · · · rk be the factorization
of xn + 1 into prime self-reciprocal polynomials in F2[x]. The expected value E(s) is
given by
E(s) = 1 +
k∑
i=1
deg(ri)
2deg(ri)/2
.
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Proof : By Proposition 3.4.1 (I), for E(L) = n−E(s) we have E(L) = 1
2(n−1)/2S1(
xn+1
x+1
).
Applying Lemma 3.4.3 recursively, we get
E(L) =
k∑
i=1
1
2deg(ri)/2
S1(ri). (3.5)
By Lemma 3.4.2 (ii), for a prime self-reciprocal polynomial r we have
S1(r) = φ2(r) deg(r) = 2
deg(r)
2 (1− 1
2
deg(r)
2
) deg(r) = (2
deg(r)
2 − 1) deg(r).
Hence 1
2deg(ri)/2
S1(ri) = deg(ri) − deg(ri)2deg(ri)/2 , 1 ≤ i ≤ k, and by Equation 3.5 we obtain
the desired formula. 2
Theorem 3.4.6 For an odd integer n, let xn+ 1 = (x+ 1)r1 · · · rk be the factorization
of xn + 1 into prime self-reciprocal polynomials in F2[x]. The variance V ar(s) for s is
given by
V ar(s) =
k∑
i=1
deg(ri)
2(2deg(ri)/2 − 1)
2deg(ri)
.
Proof : By Proposition 3.4.1 (I), we have
V ar(s) =
1
2(n−1)/2
S2(
xn + 1
x+ 1
)−
(
1
2(n−1)/2
S1(
xn + 1
x+ 1
)
)2
.
Applying Lemma 3.4.4 recursively, for 1
2(n−1)/2S2(
xn+1
x+1
) = 1
2(n−1)/2S2(r1 · · · rk) we get
1
2(n−1)/2
S2(r1 · · · rk) =
k∑
i=1
S2(ri)
2deg(ri)/2
+ 2
∑
1≤i<j≤k
S1(ri)
2deg(ri)/2
S1(rj)
2deg(rj)/2
.
Again by a recursive application of Lemma 3.4.3, we obtain(
1
2(n−1)/2
S1(
xn + 1
x+ 1
)
)2
=
(
k∑
i=1
S1(ri)
2deg(ri)/2
)2
=
k∑
i=1
(
S1(ri)
2deg(ri)/2
)2
+ 2
∑
1≤i<j≤k
S1(ri)
2deg(ri)/2
S1(rj)
2deg(rj)/2
.
Combining the two formulas, by Lemma 3.4.2 (ii) we get
V ar(s) =
k∑
i=1
S2(ri)
2deg(ri)/2
−
(
S1(ri)
2deg(ri)/2
)2
=
k∑
i=1
S2(ri)
2deg(ri)/2
−
(
(2deg(ri)/2−1)deg(ri)
2degri/2
)2
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=
k∑
i=1
(2
deg(ri)
2 − 1)deg(ri)2
2deg(ri)/2
−
(
(2deg(ri)/2−1)deg(ri)
2degri/2
)2
=
k∑
i=1
deg(ri)
2(2deg(ri)/2 − 1)
2deg(ri)
2
Theorem 3.4.7 For n = 2m, m odd, let xn + 1 = (xm + 1)2 = (x+ 1)2r21 · · · r2k be the
factorization of xn + 1 into prime self-reciprocal polynomials in F2[x]. The expected
value E(s) is given by
E(s) = 2 +
k∑
i=1
(
deg(ri)
2deg(ri)/2
+
deg(ri)
2deg(ri)
)
.
Proof : By Proposition 3.4.1 (II), for E(L) = n−E(s) we have E(L) = 1
2n/2−1S1(
xn+1
(x+1)2
).
Applying Lemma 3.4.3 recursively, we get
E(L) =
k∑
i=1
1
2deg(ri)
S1(ri
2).
By Lemma 3.4.2 (ii), for a prime self-reciprocal polynomial r we have
S1(r
2) =
∑
d|r2
φ2(d) deg(d) = φ2(r) deg(r) + φ2(r
2) deg(r2)
= S1(r) + φ2(r
2) deg(r2)
=
(
2
deg(r)
2 − 1
)
deg(r) + φ2(r
2) deg(r2)
=
(
2
deg(r)
2 − 1
)
deg(r) +
(
2deg(r) − 2deg(r)2
)
2 deg(r)
=
(
2
deg(r)
2 − 1
)
deg(r)
(
1 + 2
deg(r)
2
+1
)
. (3.6)
Hence
E(L) =
k∑
i=1
1
2deg(ri)
S1(ri
2)
=
k∑
i=1
deg(ri)
2deg(ri)
(2
deg(ri)
2 − 1)(1 + 2deg(ri)2 +1)
=
k∑
i=1
deg(ri)
2deg(ri)
(2deg(ri)+1 − 2deg(ri)2 + 1)
=
k∑
i=1
deg(ri)(
2deg(ri)+1 − 2deg(ri)2 − 1
2deg(ri)
)
=
k∑
i=1
deg(ri)(2− 1
2deg(ri)/2
− 1
2deg(ri)
)
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=
k∑
i=1
2 deg(ri)− (
k∑
i=1
deg(ri)
2deg(ri)/2
+
deg(ri)
2deg(ri)
)
= n− 2− (
k∑
i=1
deg(ri)
2deg(ri)/2
+
deg(ri)
2deg(ri)
)
2
Theorem 3.4.8 For n = 2m and odd m, let xn + 1 = (xm + 1)2 = (x+ 1)2r21 · · · r2k be
the factorization of xn+1 into prime self-reciprocal polynomials in F2[x]. The variance
V ar(s) for s is given by
V ar(s) =
k∑
i=1
deg(ri)
2(23 deg(ri)/2 + 2deg(ri)+1 − 2deg(ri)/2+1 − 1)
22 deg(ri)
.
Proof : We have similar arguments that is used in the proof of Theorem 3.4.6. By
Proposition 3.4.1 (II), we have
V ar(s) =
1
2n/2−1
S2
(
xn + 1
(x+ 1)2
)
−
(
1
2n/2−1
S1
(
xn + 1
(x+ 1)2
))2
.
Applying Lemma 3.4.4 recursively, for 1
2n/2−1S2
(
xn+1
(x+1)2
)
= 1
2n/2−1S2(r1
2r2
2 . . . rk
2) we
get
1
2n/2−1
S2(r1
2r2
2 . . . rk
2) =
k∑
i=1
S2(ri
2)
2deg(ri)
+ 2
∑
1≤i<j≤k
S1(ri
2)
2deg(ri)
S1(rj
2)
2deg(rj)
Again by a recursive application of Lemma 3.4.3, we obtain(
1
2n/2−1
S1
(
xn + 1
(x+ 1)2
))2
=
(
k∑
i=1
S1(ri)
2
2deg(ri)
)2
+ 2
∑
1≤i<j≤k
S1(ri
2)
2deg(ri)
S1(rj
2)
2deg(rj)
Combining the two formulas, we obtain
V ar(s) =
k∑
i=1
S2(ri
2)
2deg(ri)
−
(
S1(ri
2)
2deg(ri)
)2
. (3.7)
By Lemma 3.4.2 (ii) we have
S2(r
2) =
∑
d|r2
φ2(d) deg(d)
2 = φ2(r) deg(r)
2 + φ2(r
2)(deg(r2))2
= S2(r) + φ2(r
2)(deg(r2))2
=
(
2
deg(r)
2 − 1
)
deg(r)2 + φ2(r
2)(deg(r2))2
=
(
2
deg(r)
2 − 1
)
deg(r)2 +
(
2deg(r) − 2deg(r)2
)
(deg(r2))2
= deg(r)2
(
2deg(r)+2 − 3 · 2deg(r)2 − 1
)
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Combining with Equations 3.6 and 3.7 we get
V ar(s) =
k∑
i=1
deg(ri)
2(2deg(ri)+2 − 3 · 2deg(ri)2 − 1)
2deg(ri)
−
(
deg(ri)(2
deg(ri)+1 − 2deg(ri)2 − 1)
2deg(ri)
)2
=
k∑
i=1
deg(ri)
2(23 deg(ri)/2 + 2deg(ri)+1 − 2deg(ri)/2+1 − 1)
22 deg(ri)
.
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