We study the development of gravitational instability in the strongly non-linear regime. For this purpose we use a number of statistical indicators such as filamentary statistics, spectrum of overdense/underdense regions and the void probability function, each of which probes a particular aspect of gravitational clustering. We use these statistical indicators to discriminate between different approximations to gravitational instability which we test against N-body simulations. The approximations which we test are, the truncated Zel'dovich approximation (TZ), the adhesion model (AM), and the frozen flow (FF) and linear potential (LP) approximations. Of these we find that FF and LP break down relatively early, soon after the non-linear length scale exceeds R * -the mean distance between peaks of the gravitational potential. The reason for this break down is easy to understand, particles in FF are constrained to follow the streamlines of the initial velocity field. Shell crossing is absent in this case and structure gradually freezes as particles begin to collect near minima of the gravitational potential. In LP particles follow the lines of force of the primordial potential, oscillating about its minima at late times when the non-linear length scale k −1 NL ≃ R * . Unlike FF and LP the adhesion model (and to some extent TZ) continues to give accurate results even at late times when k −1 NL ≥ R * . This is because both AM and TZ use the presence of long range modes in the gravitational potential to move particles. Thus as long as the initial potential has sufficient long range power to initiate large scale coherent motions, TZ and AM will remain approximately valid. In relation to AM, TZ suffers from a single major drawback -it underestimates the presence of small clumps. Similarly, it predicts the right mean density in large voids but misses subcondensations within them. The reason for this is clear: The artificial removal of power on scales smaller than k −1 NL in the initial potential in TZ, designed to prevent shell crossing, causes a substantial fraction of matter (which would have been clustered in N-body simulations) to lie within low density regions at all epochs. On the other hand, TZ is very fast to implement and more accurately predicts the location of large objects at late times.
INTRODUCTION
The Universe on large scales exhibits remarkable structural features as demonstrated by the numerous investigations of its statistical properties. It is believed that this structure arose via amplification, through gravitational instability, of primordial fluctuations in the density of matter. The evolution of such fluctuations can be studied using the well known hydrodynamical equations for the gravitating fluid. In the past decade several workers have obtained numerical solutions to these equations which confirm that gravitational instability can lead to the kind of structure observed in the Universe today.
While numerical N-body simulations are mandac 0000 RAS tory to approach the precise picture, often our understanding of the dynamical processes that lead to these structures comes from various approximations to the fully nonlinear equations that have been propounded. For instance, Zel'dovich showed that gravitational instability generically leads to the formation of two-dimensional sheets, the so called pancakes, the adhesion model which in some sense can be regarded as an extension of the Zel'dovich approximation, demonstrated that matter moves along pancakes towards filaments (which form at the intersection of two pancakes) and then along filaments towards clumps which form at the junction of two filaments (or three pancakes).
Thus the Zel'dovich approximation and the adhesion model showed that gravitational instability leads to the formation of cellular structure described by pancakes, filaments and clumps -a result that has also been independently verified by detailed N-body simulations (Zel'dovich 1970; Melott et al. 1983; Melott & Shandarin 1989; Shandarin & Zel'dovich 1989; Melott, Pellman & Shandarin 1994; . In recent years several other approximations to the nonlinear equations governing gravitational instability have been proposed. Such approximation schemes serve a dual purpose: Firstly, they have the potential to provide us with insight regarding the physical processes which led to the formation of structure. Secondly, they are as a rule easier to implement and are often computationally less expensive than full N-body simulations. In order to apply a given approximation effectively we should have a clear understanding of the domain of its validity. It might also so happen that certain statistical properties are reproduced by an approximation to the same level of accuracy as in an N-body simulation although certain other statistical properties may be reproduced to a much lower accuracy. For instance, a given approximation might correctly reproduce the void probability function at a given epoch and yet fail to give the correct multiplicity function for overdense regions. It is therefore essential to examine different non-linear approximations with a number of distinct (and in some cases orthogonal) statistical discriminators.
In the present paper we compare the following approximation methods both with each other and with the results of N-body simulations performed using a two-dimensional PM code running with 512 2 particles on a 512 2 mesh (for details see (Beacom et al. 1991) ).
We tested: (a) Zel'dovich approximation (truncated ver- given statistical indicator.
The treatment followed in this paper extends earlier work of Coles, Melott & Shandarin (1993) in which three nonlinear approximations: the Zel'dovich approximation, the truncated Zel'dovich approximation, and the lognormal approximation were compared with Nbody simulations. The present treatment is also in a sense complementary to recent work Bernardeau et al. 1994; Munshi, Sahni & Starobinsky 1994) , in which several of the approximations considered by us were examined in the weakly nonlinear regime of gravitational instability. A common conclusion drawn in the above papers was that the Zel'dovich approximation was more accurate than either the frozen flow or the linear potential approximation when tested against the results of perturbation theory in the quasi-linear regime. (This analysis was generalised to include Lagrangian perturbation theories in Munshi, Sahni & Starobinsky (1994) . The present paper presents a fully nonlinear treatment of the problem thereby considerably extending the quasi-linear analysis of the above authors. Our tests were conducted in two dimensions and complement the three dimensional analysis of and Melott, Shandarin & Weinberg (1994) . Some of our results may however be carried over to three dimensions as well. The exact formulation of the truncated Zel'dovich approximation used here may be found in Melott, Pellman & Shandarin (1994) .
The paper is organised as follows. In section II we briefly discuss the various approximations to gravitational instability that we have chosen to compare with N-body simulations. Section III is divided into several subsections each of which deals with a particular statistic. In section IV we summarize the chief results of our investigations.
NONLINEAR APPROXIMATIONS
Consider pressureless matter with density ρ(t, x). The dynamics of such a fluid is governed by the expansion of the Universe as also by inhomogeneities in its distribution. The component of the velocity which arises solely due to inhomogeneities in the density field is known as the peculiar velocity v(t, x) =ṙ − Hr. The combined evolution of the density ρ, peculiar velocity and the peculiar gravitational potential ϕ(t, x) is given by the following well known system of coupled nonlinear equations:
where a(t) is the cosmic expansion factor, H is the Hubble parameter and ρ 0 is the average density of the fluid.
The spatial derivatives in (1) -(3) are defined with respect to the comoving coordinate x = r/a. Choosing a new time variable a(t), and defining a comoving velocity
we obtain the following form for the Euler equation (2):
where A = 2/(3H 2 a 3 ) is a constant for a flat Universe with dust-like matter. In cosmological problems, where initial perturbations correspond to the growing scalar mode, the velocity field u is potential u = −∇Φ until multistream regions develop.
At earlier moments of time when inhomogeneities are small the solutions to equations (1)-(5) may be obtained by linearization. We then have during the linear
where q are the initial (Lagrangian) coordinates. Therefore, initally, the velocity potential and the gravitational potential are simply proportional to one-another Φ(q) = Aϕ(q), both unchanging in a flat matter dominated Universe.
Later, in the nonlinear regime, there is no easy solution to the basic system (1)-(5). The different nonlinear approximations considered by us can be conveniently described as different ways of simplifying equation (5).
Truncated Zel'dovich Approximation (TZ)
The Zel'dovich approximation (henceforth ZA) may be obtained from (5) by setting its right hand side to zero:
where D/Da is the convective derivative. The above equation says that the dynamics of the fluid element is governed purely by "inertia". It has an immediate solution in terms of the displacement of the fluid element from its initial position with constant velocity (Zel'dovich 1970)
By setting the right-hand side of eq.(5) to zero in ZA, one extrapolates the linear relation (6) between velocity and gravitational potential into nonlinear regime where the potentials are generally time dependent u(x, t) = −A∇ϕ(x, t).
ZA works reasonably well so long as streamlines of flows do not cross one another. However, multistream flows invariably form at the locations of pancakes, which grow progressively thicker leading to the ultimate break down of the Zel'dovich approximation (Shandarin & Zel'dovich 1989 ). An extension of ZA called the truncated Zel'dovich approximation (Coles, Melott & Shandarin 1993 ) is based on the observation that the formation and thickening of pancakes can be delayed by artificially removing power on all scales smaller than the one that is currently going nonlinear. The length scale and window shape with which the original spectrum is best smoothed has been determined in three dimensions by Melott, Pellman & Shandarin (1994) . In our simulations we have used a k-space Gaussian win-
2 G ) to implement the necessary truncation. As found by Melott, Pellman & Shandarin (1994) . the optimal cutoff scale is related to the scale entering nonlinearity. However, the precise filtering scale k −1 G depends on the spectrum. This represents a drawback of the model as we cannot obtain the best results for an arbitrary spectrum based on first principles. However, the cutoff scale is only weakly spectrum dependent. The optimal value of k −1 G for spectra considered in this paper will be discussed in the next section (cf . Table II) .
Nevertherless, let us note that even if we do not use the best filter for a given spectrum but a fixed spectrum independent filtering k G = k G (n) the approximation still retains most of its positive features. One major advantage of the TZ is the extreme simplicity of its implementation.
An extension of TZ is the use of second order perturbation theory combined with the smoothing of the initial potential. This produces somewhat more accurate but not qualitatively different results from TZ Melott, Buchert, and Weiss 1994) . We do not include this second-order approach in this study.
Adhesion Model (AM)
The adhesion model is an extension of the Zel'dovich approximation. In the adhesion approximation the right hand side of (5) is replaced by an artificial viscosity term to mimic the effects of nonlinear gravity on small scales and to stabilise the thickness of pancakes. The resulting equation is the well known Burger's equation and has the form (Burgers 1974; Gurbatov, Saichev, & Shandarin 1985 
where ν is the coefficient of viscosity. It is interesting that in the limit ν −→ 0 the right hand side of (9) remains finite only in those regions where large gradients in the velocity field exist (viz inside the pancakes), and vanishes elsewhere. As a result the adhesion model reproduces the results of the Zel'dovich approximation exactly in regions outside of the pancakes themselves.
Accordingly, the adhesion model reduces to ZA for the early time moments or sufficiently smoothed initial conditions when no shell-crossing is present. For vanishing ν the adhesion model has an elegant geometrical interpretation which we have used to construct the skeleton of the large scale structure predicted by this model (Gurbatov, Saichev, & Shandarin 1985 Pogosyan 1989; Kofman, Pogosyan, & Shandarin 1990; Kofman et al. 1992; Sahni, Sathyaprakash & Shandarin 1994 ).
An undesirable limitation of the geometrical prescription is that it does not give particle positions but only locations of filaments and clumps which have to be smoothed by an appropriate filter in order to lend themselves to a comparative treatment with other models and with N-body simulations. A study using particles (Melott, Shandarin, & Weinberg 1994) in three dimensions shows general agreement with our results when equivalent tests were done.
Frozen Flow Approximation (FF)
The underlying philosophy of FF is in a sense just the converse of ZA since the inertia of particles is neglected in this approximation which requires particles to constantly upgrade their velocity to a value determined by the local value of the linear velocity field. More precisely, FF corresponds to neglecting both the nonlinear term, namely, (u · ∇)u and the right-hand side in (5) (Matarrese et al. 1992 )
so that the comoving velocity field remains fixed to its linear value u(x, t) = u(q = x). It is clear that matter in FF is collected with time in the points u(q) = 0 i.e.
in the positions of the local minima of the initial gravitational potential. Therefore FF cannot be expected to work even qualitatively for late time moments when the scale of nonlinearity escalates above the typical distance between minima of the initial potential.
Linear Potential Approximation (LP)
N-body simulations show that the gravitational potential evolves much more slowly than the density field (Brainerd, Scherrer & Villumsen 1993) . This is so be- 
where ϕ 0 ≡ ϕ(x, t 0 ) = ϕ(q). This equation defines the force acting on a fluid element at the instant a(t) using the primordial value of the potential ϕ = ϕ 0 . In a sense the LP can be regarded as an N-body simulation in which the value of the potential is not upgraded after each time step.
Both TZ and AM have single-step analytical solutions. Consequently, there is no need to evolve the fluid iteratively; given some initial conditions these approximations have the ability to directly give the configuration at any epoch which may be of interest. In contrast, LP and FF are Eulerian approximations and have no analytical solutions except in some special cases. Operationally they are similar to full N-body simulations which evolve the fluid iteratively, except for the fact that in LP the potential is kept frozen to its initial value and in FF neither is the velocity potential upgraded nor is particle inertia taken into account. Since PM type Nbody simulations are easy to do on modern computers, it is not clear whether LP and FF have value beyond the descriptive insight which they provide.
COMPARATIVE STUDY OF VARIOUS APPROXIMATIONS
In this section we employ a number of statistical tools to compare the approximations mentioned in the previous section with N-body simulations. We use the same initial conditions for all the approximations and they form a subset of the initial conditions used by Beacom et al. (1991) and Kofman et al. (1992) for other purposes. Time evolution of the N-body models can be seen in the video accompanying Kofman et al. (1992) .
All our comparisons are carried out in two dimensions with the initial potential being specified on a grid of size 512 × 512. More specifically, the models for which we have carried out the comparison are either featureless or truncated power law spectra of the general form
We have considered three different spectral indices, n = 2, 0, − 2, with a cutoff in each case, at the Nyquist wavenumber: k c = 256k f , where k f is the fundamental mode. In addition to this, we have a n = 0 model with a truncation at k c = 32k f which serves to illustrate the effect of an abrupt cutoff in the power spectrum as happens in some models of dark matter like hot dark matter. Thus, we have a total of four models in all.
All our simulations of the various approximations are performed using a particle code excepting the adhesion model which is simulated using the well known We compare the evolved density fields and the quantities derived from them when different scales are going nonlinear. We choose σ(k NL ), the epoch when the scale 2π/k NL is going nonlinear, as a convenient measure of "time" with which to characterize different regimes in nonlinear gravitational clustering:
Here k N is either the Nyquist wavenumber or the cutoff mode k c , whichever is smaller. For truncated power law spectra (with a cutoff at k c )
and
The first In this study we suggest that two natural scales characterizing a given model may be well suited for giving bounds on the validity of some approximation methods. These are: (i) the scale R * , corresponding to the average distance between the peaks of the potential and
(ii) the scale R ϕ characterizing the correlation length of the potential. They are given in terms of the moments of the potential field by the following expressions:
where the moments σ j are defined by
The epoch σ * (σ ϕ ) when the scale R * (R ϕ ) is going nonlinear can be found from (14) and (15) by substituting
The values of σ * and σ ϕ are listed in Table I for the various models under discussion. The values of R * and R ϕ as well as γ = R * /R ϕ are plotted in Fig. 1 as functions of the spectral index n.
The values of R * and R ϕ as well as γ = R * /R ϕ are plotted in Fig. 1 as functions of the spectral index n.
We recognize that the specific values of σ * (σ ϕ ) and R * (R ϕ ) are often (and in particular in our case of powerlaw initial potentials) determined mainly by numerical Table 1 . The scales R * and Rϕ of potential corresponding to the average distance between the peaks of the potential and the correlation length, respectively. The box is assumed to be of unit length. Also tabulated are the corresponding epochs σ * and σϕ when these scales go nonlinear.
cutoffs introduced by the limitations of our computer simulation. In fact this reflects once again the effect of the finite grid used in any simulations on the representation of the underlying initial spectrum. For the real
Universe and spectra such as CDM, physical cutoffs are provided by the horizon scale (for R ϕ ) and by the freestreaming distance (for R * ).
As mentioned earlier in Sec. 2.1 the optimal smoothing scale that needs to be used in TZ simulations depends on the spectrum. By definition, the optimal smoothing scale is that scale which obtains the maximum correlation coefficient of TZ density fields with N-body density fields. We have found that its relation to the scale entering nonlinearity is fairly independent of the epoch. (If this were not so then the very concept of truncated Zel'dovich approximation would lose its meaning.) Table II lists the optimal smoothing scales
opt for different spectra considered by us.
Visual comparison
To begin with, we make a visual comparison of the various approximation schemes with N-body simulations.
The structure obtained using the AM and the evolved (In the case of n = 2 models there is a lot of small scale power. Consequently, the pictures at a stage when R * is going nonlinear looks too grainy. Therefore it is not easy to compare them visually at that epoch.)
We find that at the epoch when the scale going nonlinear is R * , and at earlier epochs, all the approximation schemes appear to reproduce the structure with roughly the same accuracy as in N-body simulations.
(This is also reflected by the high value of the correlation coefficient before the epoch σ * as discussed in Kofman et al. (1992) we speculate that the coherence length R ϕ of the primordial potential is important in this discussion. By the time σ ϕ when the scale R ϕ goes nonlinear, in fact even at slightly earlier epochs, both AM and TZ begin to produce structure substantially different in small detail from that seen in N-body simulations. However, it is impossible to determine from our results whether this change is due to a transition at R ϕ or our increasing ability to resolve detail as the simulation goes nonlinear on larger scales. TZ does not produce small objects, and AM puts them in the wrong place. Pauls & Melott (1994) have shown that even at much later times than σ ϕ , the primordial potential can determine the coherent motion of large clumps, and TZ can produce correct positions for them while AM begins to make errors in the position of large objects as well and all other approximations have broken down long before. However, let us stress that both TZ and AM continue to reproduce qualitative features of the structure even beyond R ϕ .
The TZ approximation suffers from one major drawback. Since in this approximation we have artificially removed power on small scales, matter never gets collected in small clumps. It does, however, put about the right amount of mass in large clumps. Consequently, a substantial fraction of matter (which would be in small clumps in an N-body simulation) lies within low density regions at all epochs. As a result TZ (which has the advantage of being computationally very fast)
is not well suited for studying small clumps even though it gives a remarkably good correlation coefficient when compared with N-body simulations. Similarly TZ gives the right mean density in large voids but misses subcondensations within them. This is the price it pays for its greater accuracy in locating the large-scale mass distribution. These views, based largely on a visual comparison of the different approximations, are borne out by more quantitative comparisons which we discuss below.
The AM suffers from two major drawbacks. First, it is computationally expensive, sometimes approaching the cost of an N-body simulation. Second, although it does produce small clumps, it occasionally makes major errors in their position (sometimes comparable with the scale of nonlinearity), especially at late times and larger n.
Quantitative comparison
We now turn to a quantitative comparison of the various 
The linear correlation coefficient of two vector fields ∆X A (σ(t)) and ∆X N (σ(t)) is defined by
where a dot denotes the scalar product of the two vector fields, where δX ≡ ∆X − ∆X is the deviation of the displacement vector from average displacement, where a summation is over the entire sample and where indicates average over the entire sample. This is a straightforward generalization of the familiar correlation coefficient defined for scalar fields. In Fig. 4 we have plotted the evolution of r X for different approximation schemes, and for different spectra, as a function of σ(t). Here, and in Fig. 4 and 10, we adopt the following scheme for displaying the evolution of different statistics: The top left panel corresponds to n = 0, k c = 32k f model and the top right panel to n = 0, k c = 256k f model.
The bottom left panel corresponds to n = 2 model and the bottom right panel to n = −2. In Fig. 4 the results AM are missing since our implementation of this approximation scheme (using an osculating paraboloid)
does not obtain particle positions.
We observe that when the spectral index n = −2 there is an excellent agreement between all the three approximations and the N-body. (r ∆X is always larger than about 0.9 for all approximations for this spectrum.) In the n = 2 case, surprisingly, the correlation vanishes to begin with, building up later to reach a maximum of about 0.6 before dropping. We do not understand this behaviour entirely but suspect that some numerical effect from the excessively large power on very small scales present in this case is the root cause for such a behaviour. In this case we see that none of the approximations produce the right kind of displacement of particles. This is absolutely in agreement with Fig.   2c (corresponding to n = 2 spectrum) wherein we see that in the case of both FF and LP matter simply gets collected into the local minima of the potential without ever transferring the power to larger scales while in the case of TZ matter does not cluster on small scales at all. Although the agreement of all approximations with N-body is relatively poor for this spectrum, we find that TZ gives consistently higher values for the correlation coefficient especially at late times when clustering is more prominent on large scales.
From Fig. 4 we find that for spectra with substantial power on a wide range of scale, such as n = 0 or n = 2, particle positions in TZ agree with those in N-body much better than do either LP or FF. This is because of the fact that for such spectra, wherein both small and large scales dictate the dynamics (with larger scales being more important at later epochs) LP and FF break down at relatively earlier epochs than TZ and AM.
Correlation coefficient of density fields
While the correlation coefficient of particle positions tells us precisely how the structure is produced in an approximation scheme it is seldom the main quantity of interest; it is only a measure of how good a dynamical approximation scheme is in relation to the N-body solutions. One is often interested in the evolution of the density field since it lets us infer the evolution of many other structural units such as clumps, filaments and voids. In order to study the time evolution of the density field we obtain the density field by employing the cloud-in-cell (CIC) algorithm. This algorithm can only be used when particle positions are known and hence cannot be directly used for our AM simulations.
In the latter case, we use the structural units of clumps and filaments (plus the "free" particles -those that have not yet fallen into caustics ) given by the model to reconstruct the density field. The density field for AM simulations is obtained in three steps: (i) The mass in the "free" particles is distributed using the CIC algorithm.
(ii) Each clump given by AM is assumed to be a "Gaussian hill" with the variance of the Gaussian cho-sen to be proportional to its mass. (iii) The rest of the mass is distributed uniformly amongst filaments which is then smeared using the CIC algorithm.
The density fields so obtained are smoothed at a certain scale before computing the correlation coefficient. Such a smoothing is motivated by the fact that the density fields evolved by approximation schemes are not expected to agree with those of N-body simulations in great detail; any agreement is to be expected only after the small scale inhomogeneities are smoothed out.
In fact, the relevant question here is: "How well can a given approximation mimic the results of exact equations on medium scales?". The physical reason for this is that the very large scale properties of the universe can be studied by ZA or Eulerian perturbation theory, while the smallest ones by N-body simulations plus hydrodynamics. We might mention that an improvement in the correlation coefficient for TZ is expected if instead of filtering the density on a fixed scale, say, k ≃ 64k f , a variable filter scale which is a constant multiple of the scale of non-linearity k ∝ k NL is chosen. This is demonstrated in Fig.5b for a density which is filtered on a scale k = 2k NL for the spectrum n = 0, k c = 256k f .
Following Coles Melott & Shandarin (1993) we use the correlation coefficient of density fields to compare the approximation schemes with N-body simulations.
Given density fields ρ A (σ) and ρ N (σ), corresponding to an approximation scheme A and the N-body simulation, respectively, the correlation coefficient of these fields is defined by a formula similar to equation (19):
where δ ≡ (ρ − ρ 0 )/ρ 0 is the density contrast.
The evolution of the statistic r δ is shown in Fig.   5a . The arrangement of the panels here is as in Fig. 4 .
Here we have also included the results of the adhesion model. We notice that except for the n = 2 model TZ and AM are in better agreement with N-body than FF and LP. For the n = 2 model AM, FF and LP, all give roughly the same correlation at all epochs, while TZ is better. In contrast to the pictures wherein the agreement of TZ with N-body is not so remarkable, the density correlation is extremely good up to very late times.
In absolute terms however, both TZ and AM eventually break down. The results of AM shown here are entirely consistent with those found before (Melott, Shandarin, & Weinberg 1994) using a particle AM code, in spite of the artificial smoothing of filaments and clumps that has gone into our code to make the geometrical method mimic the particle method. In the case of n = 0 powerlaw models, we note that soon after the epoch σ * , say hardly matters what density threshold we choose provided it suffices to obtain well defined clumps. In Fig.   6 we have shown regions in our N-body simulations of density ρ ≥ ρ c at two different epochs each, for the models n = 0, k c = 32k f , and n = 0, k c = 256k f .
We see that the clumps are well defined for the chosen density threshold and we use appropriate density thresholds for the different spectra considered by us.
A clump is now defined as a connected region, in the sense of a "friends-of-friends" algorithm, of overdensity greater than or equal to the density threshold ρ c .
In Fig. 7 we have shown the evolution of the number of clumps for different simulations of the various powerlaw models discussed earlier. The top panels show the evolution of the number of clumps and the bottom panels show the evolution of the fraction of mass in clumps.
In Fig. 7a left panels correspond to n = 0, k c = 32k f model and the right panels to n = 0, k c = 256k f model.
In Fig. 7b the left panels correspond to n = 2, and the right panels to n = −2, models, The reason for this is that in this approximation the clumps are at no time well defined objects. Clumps are relatively short scale features which form soon after the rms linear density contrast reaches unity. Thereafter they mature, and gain identity by the epoch when the scale going nonlinear is R * . However, in the case of TZ the linear theory rms density contrast is never allowed to greatly exceed unity: power on successively larger scales, in fact power on roughly the scale that is entering nonlinearity, is filtered out. Consequently, although voids are well defined in this approximation, clumps never acquire a permanent identity. The bottom panels of Fig. 7a show that hardly 50 % of the total mass ever gets collected in clumps in TZ. This, in addition to the very low number of clumps that the approximation predicts, makes the approximation scheme unsuitable for any study concerning small scale features of LSS such as individual galaxies. This is a shortcoming of this approximation, but one that is not entirely unexpected.
In our opinion the AM is best suited in describing clustering which statistically resembles N-body simulations. It predicts the right kind of growth law for the fraction of matter in clumps as well as the right merger histories of collapsed objects (except perhaps in the n = −2 case).
Filamentary statistics
The second in our study of the structural units of LSS is filaments. In order to understand the formation and evolution of filaments we employ a statistic first suggested by Vishniac (1979) and later used by Nusser and Dekel (1990) to study filamentarity in different models of structure formation. This statistic is obtained by first identifying the moments of the distribution of particles around a chosen centre and then constructing a scalar from these moments.
Let M α k (R) and M αβ k (R) denote the first and second "moments" of the distribution of the particles located within a distance R around the k th particle:
Here N k is the number of particles within a distance R from a centre located at the k th particle, and x α j , α = 1, 2, denotes the position vector of the j th particle relative to the k th particle. The filamentary statistic S(R) is the ensemble average of the scalar S k (R) con-structed for the chosen center out of the two moments given above:
where
where N denotes the number of centers chosen in carrying over the average. The scalar S k (R) takes on values in the range [0, 1] attaining its maximum value of unity when the particles are aligned along a straight line passing through the center and zero for a uniform distribution of particles around the centre.
Evidently, using the above statistic we cannot infer about filamentarity given only a density field since we must have information about particle positions in order to compute S(R). Consequently, we will not be able to evaluate this statistic for the adhesion model. (ii) the void probability function. The former will be discussed here and the latter in the next subsection.
We define individual voids as connected regions of a given underdensity. As in the case of clumps the number of voids is sensitive to the threshold density chosen for identifying them. Again, since the aim here is to compare the various approximation schemes with N-body, we need only choose an appropriate threshold density so that voids are (visually) well defined. We found that in order to obtain a good picture of voids it is necessary to smoothen the density field before applying the density threshold in selecting void regions. If the density field were not smoothed then there would be too many tiny voids which would give rise to a lot of "noise" in the evolution of the number of voids without at the same time making any significant contribution to the total volume occupied by voids. In Fig. 9 we have shown regions in our N-body simulations of density ρ ≤ ρ c at two different epochs each for the n = 0, k c = 32k f model (top panels) and n = 0, k c = 256k f model (bottom panels).
The density fields were smoothed by removing power on modes k ≥ 64k f . We see that voids are well defined for the chosen underdensity except that there are still a few voids of very small size. Thus, in our definition of voids we do not take into account voids whose diameters are smaller than 10 grid units.
The evolution of the number of voids plotted in Summarising, the adhesion model is best suited for studying the statistics of voids: It not only predicts the right evolution for the number of voids (the sharp rise and the subsequent gradual fall-off ), it also predicts the right number of voids for most spectra at virtually all times.
Void probability function
At late times voids are large scale coherent features and it is hard to draw a definite demarcation boundary about a void. There is great danger in using the "friends-of-friends" algorithm to identify voids, especially at late times. A closer look at Fig. 9 shows that a tiny bridge connecting two neighbouring voids will cause the algorithm to declare as one void what visually would appear to be two distinct voids. For such epochs the void probability function (henceforth referred to as VPF) is a better indicator of the sizes of voids than void number. We therefore supplement the information obtained by studying the evolution of the number of voids with that obtained using the VPF. The VPF describes the probability that a sphere of size R (a circle in 2D) thrown at random is completely devoid of matter (White 1979) . In practice one can relax this condition a little and say that the VPF is the probability of finding that a sphere of radius R placed at random within the simulation box is an "underdense" region. Here again we are faced with a non-objective definition since the results will depend upon the chosen value of underden-sity. However, for our purposes of comparison, it makes sense to choose any reasonable underdensity that would
be consistent with what the pictures project. We first make a map of the overdense regions as in, say, Fig. 6 and for this map we compute the VPF. We have chosen at random 20 % of all the grid points in computing the VPF.
Our results are shown in Fig. 11a In this regime, AM continues to make better statistical predictions, but its dynamical accuracy is reduced. This can be understood as inaccurate influence of the short modes on the position of structure in AM at late times especially since by construction, the adhesion technique when applied to truncated initial spectrum closely reproduces TZ.
A comparison of R * and R ϕ for different spectra (Fig. 1) , shows that R * ≃ R ϕ for very steep or very shallow spectra with n > 2 or n < −2. For intermediate values −2 ≤ n ≤ 2 R ϕ ≫ R * indicating that for such spectra the adhesion model (and occasionally TZ) will be more accurate than FF or LP. These values of the two dimensional spectral index correspond in three dimensions to the range −3 ≤ n ≤ 1 which is precisely the range of interest in most cosmological scenario's such as CDM. (For the standard CDM model, R * < 1 Mpc. R ϕ ≃ 50 Mpc.) We therefore feel that the adhesion model and the truncated Zel'dovich approximation (depending on which aspect of the description of structure one wishes to emphasize) are more realistic approximations to apply to the study of large scale structure than either FF or LP. White, S.D.M., 1979 , MNRAS, 186, 145 Zel'dovich, Ya.B., 1970 Figure 1. The two natural scales of the potential R * and Rϕ (left panel) and the "temperature" γ (right panel) are shown plotted against the spectral index n for featureless power-law spectra. The values of R * and Rϕ are quoted for a box of size 512 × 512. Note that the difference between the two scales decreases as |n| increases, being largest when n ≃ 0 (R * and Rϕ characterize the mean distance between peaks and the correlation length of the potential, respectively.) Fig.5a the panels are arranged as in Fig. 4 and before the correlation coefficient is computed the n = 0, kc = 32k f density field in each simulation is smoothed at k G = 16k f and the rest of the density fields are smoothed at k G = 64k f . In Fig.5b we have shown the evolution of the density correlation coefficient, for the n = 0, kc = 256k f model, obtained by smoothing the density fields, at a given epcoh, at a scale proportional to the nonlinear scale at that epoch : k
. This demonstrates that while the TZ reproduces the large scale features very accurately, the other approximations, with the exception of the AM, even after such a smoothing, do not show good agreement with N-body results. Figure 6 . Plot showing regions of density greater than the threshold density ρc in our N-body simulation for n = 0 models. Notice that for the chosen threshold density clumps are well defined features. Top panels correspond to kc = 32k f and bottom panels to kc = 256k f . Figure 7 . Evolution of the number of clumps (top panels) and the total mass in clumps (bottom panels) corresponding to (i) N-body simulations (thick solid line), (ii) adhesion model (solid line), (iii) frozen flow (dashed line), (iv) linear potential (dotted line), and (v) truncated Zel'dovich (dashed-dotted line). The evolution is shown for: (a) n = 0 spectrum with left and right panels corresponding, respectively, to, kc = 32k f and kc = 256k f , and (b) for n = 2, kc = 256k f spectrum (left panels) and n = −2, kc = 256k f spectrum (right panels). . Results are shown for (a) n = 0 with kc = 32k f (top panels), kc = 256k f (bottom panels) and (b) n = 2, kc = 256k f spectrum (top panels) and n = −2, kc = 256k f spectrum (bottom panels). Figure 9 . Plot showing regions in our N-body simulations of density less than a threshold density ρc for n = 0 models at two epochs each for cutoff at kc = 32k f (top panels) and kc = 256k f (bottom panels). Zel'dovich (dashed-dotted line) . Results are shown for (a) n = 0 with kc = 32k f (top panel), kc = 256k f (bottom panel) and (b) n = 2, kc = 256k f spectrum (top panel) and n = −2, kc = 256k f spectrum (bottom panel). The overdensity field needed in finding VPF is determined by taking a threshold density of ρc = 5ρ 0 in all but n = 0, kc = 256k f model for which the threshold is taken to be ρc = 2ρ 0 .
