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Abstract: Reproduction of the exact interocclusal relationship using digital workflow is crucial for
precise fabrication of accurate prostheses. Intraoral scanner is known to be valid for the measurement
of quadrants, however, the role of missing area in the quadrant scan on the virtual interocclusal
record (VIR) is uncertain. This study aimed to evaluate the accuracy of VIR in quadrant scans using
an intraoral scanner (IOS) under four different edentulous conditions. Eight scans per group were
obtained using a laboratory scanner and three IOSs (Trios3, CS3600, i500). Based on trueness and
precision, Trios3 had the best results, followed by CS3600 and i500. The trueness and precision were
affected by edentulous conditions. The three IOSs showed deviation in the posterior region during
assessment of VIR for the missing area with posterior support. CS3600 and i500 showed deviation in
the short-span edentulous area without support. In extended edentulous condition without support,
Trios3 showed overclosure, while i500 showed an angular deviation. In some groups scanned with
Trios3 and i500, the tilting effect was observed. Based on the edentulous condition and type of IOS
used, local or general deviations in occlusion were seen. The accuracy of VIR was dependent on
accurate scan data. Thus, registration of the occlusal relationship in an edentulous area with more
than two missing teeth using IOSs may be clinically more inaccurate than that with a laboratory
scanner.
Keywords: intraoral scanners; virtual interocclusal record; digital dentistry; quadrant scan; CAD/CAM
1. Introduction
Advances in computer-aided design/computer-aided manufacturing (CAD/CAM)
technology have replaced many conventional techniques for dental prostheses fabrica-
tion [1,2]. The intraoral scanner (IOS) system has particularly enhanced the impression
procedure. Using IOSs, a digital image of the dental arch can be obtained by acquiring a
digital impression directly in the mouth, without a tray or impression material, which are
needed in conventional techniques [3,4].
The IOS is an important system in the digital workflow using CAD/CAM technology
and has undergone continuous advancement in recent years. The current IOS system is
used for the fabrication of most prosthetic restorations, such as inlays/onlays, copings and
frameworks, single crowns, and fixed partial dentures [5]. However, for the fabrication of a
long-span prosthesis, the impression obtained by the IOS system is not as accurate as that
by the conventional technique [6]. In other words, when scanning a long-span arch using
an IOS, errors in stitching images could occur; thus, conventional impression methods are
still required [7].
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As in the conventional technique, in addition to obtaining an accurate impression, the
reproduction of an accurate interocclusal relationship is important for the fabrication of
an accurate prostheses through digital workflow using IOSs [8]. Buccal bite registration is
used in most IOS systems to obtain the virtual interocclusal record (VIR) of the maxillary
and mandibular arches. This method is defined as intraoral digital scans capturing the
buccal surface of approximately three teeth of both arches in maximum intercuspation [9].
Using the software matching process of each IOS system, both buccal scan images and
intraoral scans of the maxillary and mandibular arch are automatically aligned [10]. Several
studies have been conducted to evaluate the accuracy of IOSs in VIRs. When the buccal
bite registration method is used to align the full-arch scans, there could be interarch and
interocclusal distortion [1]. Alteration of occlusal contact points could occur more in the
complete arch scan than in the quadrant arch scan [11]. In addition, the deviations of
occlusal contact points are higher in the posterior teeth than in the other regions of the
arch [12]. The span and location of the edentulous area in the full arch model could also
affect the dimensional accuracy of a VIR [13]. In several studies, a high level of accuracy
was found only in the VIR of a single missing posterior tooth group [13,14]. To obtain a
more accurate occlusal record in the full-arch scan, a combination of the recording areas,
such as the combination of the right and the left lateral sections, is suggested [15].
The majority of previous studies regarding the accuracy of VIR were conducted under
the full-arch scan models [5,7,16]. It is relatively hard to assess the influence of edentulous
conditions on VIR due to the distortions in full-arch scan data itself. Therefore, clinically,
current research recommended that most restorations such as single crown and short-span
fixed partial denture (FPD) are fabricated on the digital working model generated from
quadrant scan [5]. Moreover, to date, it is not recommended to use full-arch impressions
obtained by IOS in fabrications of FPD [5,14]. However, there is rare information about
the accuracy of VIR from quadrant scans under various edentulous conditions. Although
Zimmermann et al. studied the accuracy of VIRs in quadrant scans by various IOSs [9]
and Ren et al. studied the accuracy of VIRs in full-arch scans of different edentulous
conditions [13], to the best of our knowledge, no study has evaluated the accuracy of VIRs
in quadrant scans under varying partial edentulous conditions. Moreover, it is uncertain
how the span and location of the edentulous area in the quadrant scan affect the accuracy
of VIRs.
The purpose of this in vitro study was to evaluate the accuracy of VIRs of quadrant
scans with different spans and locations of edentulous areas using three IOS systems.
The first null hypothesis was that there is no difference between the laboratory scanner
and IOSs in the accuracy of a VIR in the quadrant scan. The second null hypothesis was
that there is no difference in the accuracy of a VIR in the quadrant scan according to the
edentulous condition.
2. Materials and Methods
2.1. Design of the Study
The workflow of this in vitro study was described in Figure 1. To prepare the experi-
mental model, a laboratory scanner (T500; MEDIT Corp, Seoul, Korea) was used to scan
the maxillary and mandibular arches of a completely dentate typodont (D85DP-500B.1;
Nissin Dental, Kyoto, Japan). Thereafter, Standard tessellation language (STL) files of the
scan were exported.
Appl. Sci. 2021, 11, 1489 3 of 16Appl. Sci. 2021, 1 , x FOR PEER REVIEW 3 of 15 
 
 
Figure 1. Workflow of the study. FPS: Full Posterior Support; PPS: Partial Posterior Support; 
SSDEB: Short Span Distal Extension Base; LSDEB: Long Span Distal Extension Base; VIR: Virtual 
Interocclusal Record. 
To mark the interarch reference points on the experimental model, the STL file was 
loaded on the computer-aided design (CAD) software (Meshmixer 3.3, Autodesk Inc., San 
Rafael, CA, USA), and a 1.5 mm diameter hemisphere mesh was added below the mid-
cervical area of each tooth from the maxillary right central incisor to the maxillary right 
second molar. From the mandibular right central incisor to the right second molar, the 
reference point was similarly added at a position corresponding to the maxillary reference 
point. 
Thereafter, the STL files of the maxillary and mandibular casts to which reference 
points were added were duplicated in four sets. To prepare different spans and locations 
of the partially edentulous conditions for the experimental models, each duplicated ex-
perimental model was modified on the CAD program as shown in Figure 2: group FPS 
(Full Posterior Support): complete dentate arch; group PPS (Partial Posterior Support): 
right first premolar, second premolar, and first molar missing; group SSDEB (Short Span 
Distal Extension Base): right first molar and second molar missing; group LSDEB (Long 
Span Distal Extension Base): right first premolar, second premolar, first molar, and second 
molar missing. 
Figure 1. Workflow of the study. FPS: Full Posterior Support; PPS: Partial Posterior Support; SSDEB:
Short Span Distal Extension Base; LSDEB: Long Span Distal Extension Base; VIR: Virtual Interocclusal
Record.
To mark the interarch reference points on the experimental model, the STL file was
loaded on the computer-aided design (CAD) software (Meshmixer 3.3, Autodesk Inc.,
San Rafael, CA, USA), and a 1.5 mm diameter hemisphere mesh was added below the
mid-cervical area of each tooth from the maxillary right central incisor to the maxillary
right second molar. From the mandibular right central incisor to the right second molar, the
reference point was similarly added at a position corresp nding to the maxillary reference
poi t.
Thereafter, the STL files of the maxillary and mandibular casts to which reference
points wer add d were duplicat d in four sets. To prepare different spans and locations of
the partially e entulous conditions r th experimental models, each duplicated experi-
m nt l model was modified on the CAD program as shown in Figure 2: group FPS (Full
Posterior Support): complete dentate arch; group PPS (Partial Posterior Support): right
first pr m lar, sec nd pre olar, and first molar missing; group SSDEB (Sh t Span Distal
Extension Base): right first molar and second molar missin ; group LSDEB (Long Span
Distal Extension Base): right first premolar, second premolar, first molar, and second molar
missing.
After the modification was completed, four different experimental models were im-
ported to the stereolithography (SLA) type 3D printer (Form2; Formlabs Co., Somerville,
MA, USA). Using photopolymerized resin (Standard resin grey color; Formlabs Co.,
Somerville, MA, USA), the model was printed with 100 µm thickness. The post-process
and curing processes followed the manufacturer’s application guide. Four groups of 3D
printed models were mounted on a non-adjustable articulator. Each printed experimental
model was digitized eight times using a laboratory scanner (T500) and three types of IOSs
(Trios 3 wireless; 3shape A/S, Copenhagen, Denmark, CS3600; Carestream Dental LLC,
Atlanta, GA, USA, i500; Medit Corp, Seoul, Korea) (Table 1). The sample size (n = 8) was
calculated based on the results of Ren et al. [13] using G*Power 3.1. In case of IOSs, the
maxillary and mandibular right quadrant arches of each experimental model were scanned
and the VIR was obtained. Scan and VIR procedures were performed according to the
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manufacturer’s instructions. The intraoral scanning order for each experimental group was
done in randomization. As each model had a different partially edentulous condition, at
least more than three maxillary and mandibular teeth close to the edentulous area were
used to make the VIR. The maxillary and mandibular scans were aligned using the VIR
with the IOS scan software. All datasets of the scan data were exported as STL files.
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2.2. Trueness and Precision
To assess the distortion of the scan dataset, a three-dimensional analysis software
(Geomagic Control X 64; 3D systems, Rock Hill, SC, USA) was used. All STL datasets
from the four experimental models were analyzed using a three-dimensional (3D) and two-
dimensional (2D) analysis tool. To assess trueness, one scan data was randomly selected as
reference data among the datasets of the laboratory scanner. By using the best-fit algorithm,
the other datasets of each group from each intraoral scanner were superimposed on the
reference data. Using 3D analysis, the root mean square (RMS) value between the reference
data and the datasets from three IOSs was calculate for trueness. To analyze precision, a
pairwise comparison was conducted between the datasets from the same scanner and the
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same experimental model. The RMS value between datasets belonging to the same group
of each scanner was calculated for precision.
2.3. Linear Measurement
To evaluate the accuracy of the VIR, the distance of the interarch markers in five
positions on all datasets of the four experimental models was measured using 2D analysis
tool (Figure 3). In measured-distance data from the datasets of the laboratory scanner, one
dataset from each experimental model was randomly selected as reference data for the
interarch marker distance. In this study, the difference of interarch marker was defined
as subtracting the reference data from the measured data. Both signed and unsigned
differences of the interarch marker were calculated.
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Figure 3. Measuring the linear distance of the interarch marker using the surface matching software.
2.4. Statistical Analysis
Stati tical nalysis was performed u ing Statistical software (SPSS 23.0; IBM, Armonk,
NY, USA). In the Kolm gorov-Smirnov test, trueness, preci io , signe , and unsigned
differences were not normally distributed (p < 0.05). Levene’s test was used to assess the
h mogeneity of the variances (α = 0.05). A non-parametric test was used for analysis. The
Kruskal-Wallis test was used to compare the trueness and precision by type of scanner
and edentulous conditions. Pairwise comparisons were used for post-hoc analysis. Signed
and unsigned differences in the interarch markers of the three IOSs were compared with
those of the laboratory scanner for intergroup comparison using a Mann-Whitney U test.
Intragroup comparison of the signed and unsigned differences of the interarch markers
on five positions was conducted using the Kruskal-Wallis test. Pairwise comparisons
were used for post-hoc analysis. Significant levels of all analyses were set at 0.05. In the
Kruskal-Wallis test, Bonferroni adjustments were made for the comparison of trueness and
precision, and for the intragroup comparison of signed and unsigned differences.
3. Results
3.1. Trueness and Pricison
To evaluate the distortion of the quadrant scan images of the experimental model, the
trueness and precision of the four experimental groups were compared. The trueness shows
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different deviation according to edentulous conditions. In Trios, significant difference was
founded by pairwise comparison in following groups: FPS vs. PPS, FPS vs. SSDEB, PPS vs.
LSDEB, SSDEB vs. LSDEB. In case of CS 3600, there was no significant difference among the
edentulous conditions. In i500, there was significant difference between PPS and SSDEB.
The result of trueness was different according to the scanner utilized. Trios had the
best trueness, followed by CS 3600 and i500. In the FPS group, Trios (median 43.4 µm) and
CS 3600 (median 45.4 µm) were statistically truer than i500 (median 65.0 µm) (Figure 4). In
the PPS group, Trios was statistically (median 24.6 µm) truer than i500 (median 85.5 µm).
In the SSDEB and LSDEB groups, Trios (median 24.3 and 41.7 µm) was statistically truer
than CS3600 (median 38.4 and 45.8 µm) and i500 (median 47.5 and 65.4 µm).
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Figure 4. Representative images of a color map for assessing the trueness of the IOS. (A) Trios 3, (B) CS3600, (C) i500. Trios
shows a slight deviation on the occlusal surface. In CS3600, the minus deviation is observed in the central groove area. In
i500, the minus deviation is mainly located on the inclined plane of the cusp. In color map analysis, maximum range was
1.0 mm, minimum range was 1.0 mm and tolerance level was ±0.05 mm.
In case of the precision, a similar result was observed according to edentulous condi-
tions. In T500, FPS showed a significant difference in comparison with PPS and SSDEB.
In case of Trios, there was a significant difference in the following groups: FPS vs. PPS,
FPS vs. LSDEB, PPS vs. SSDEB, SSDEB vs. LSDEB. In CS3600, a significant difference was
shown in PPS vs. SSDEB and PPS vs. LSDEB. No significant difference was shown in i500.
Depending on the scanner utilized, T500 had the best precision, followed by Trios,
CS3600, and i500. In the FPS group, T500 (median 18.6 µm) and Trios (median 17.4 µm)
were statistically more precise than CS3600 (median 42.4 µm) and i500 (median 50.1 µm).
In the PPS group, T500 (median 9.2 µm) was statistically more precise than Trios (median
23.5 µm), CS3600 (median 49.2 µm), and i500 (median 55.3 µm) (Figure 5). Trios was
statistically more precise than CS3600, i500. In the SSDEB group, T500 (median 9.8 µm)
was the most precise, followed by Trios (median 18.9 µm), CS3600 (median 35.6 µm), and
i500 (median 73.9 µm). In the LSDEB group, T500 (median 1.7 µm) was statistically more
precise than Trios (median 23.4 µm), CS3600 (median 34.6 µm), and i500 (median 61.1 µm).
Trios, CS3600, was statistically more precise than i500. The trueness and precision results
are summarized in Figure 6.
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Figure 5. Representative images of a color map for assessing the precision of the laboratory scanner and IOS. (A) T500,
(B) Trios 3, (C) CS3600, (D) i500. In T500, there is almost no deviation. Trios shows a slight deviation on the occlusal surface.
In CS3600, the positive deviation is observed on the occlusal surface of the second molar. In i500, the positive deviation
is observed on the cingulu surface of the c nine and the cclusal surface of the second molar. In color map analysis,
maximum range was 1.0 mm, minimum range was 1.0 mm and tolerance level was ±0.05 mm.
3.2. Linear Measurement
To evaluate the accuracy of the VIR, both signed and unsigned differences between
the reference data and measured data in each pair of interarch marker positions were
compared. Signed differences are summarized in Table 2 and Figure 7. T500 showed
almost no deviation or significant difference in any experimental group. For intergroup
comparison between same position interarch markers, Trios showed a relatively slight
deviation among the experimental groups. In the LSDEB groups of Trios, the (−) signed
difference of all positions was statistically lower compared to that of T500. Positions 6 and
7 of the PPS and position 3 of the SSDEB showed a statistically higher (+) signed difference
compared to T500. In the case of CS3600, only position 6 of SSDEB showed a statistically
higher (+) signed difference compared to T500. However, the interquartile range (IQR) of
the four groups was wider than that of the T500, especially in the PPS and SSDEB groups. In
addition, the IQR of PPS and SSDEB had an increased range toward the posterior position.
i500 showed global deviation in the four experimental groups. The signed differences in all
the positions of the experimental groups were significantly different. In SSDEB and LSDEB,
the signed difference tended to show an increased (-) signed difference in the posterior
positions.
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Table 2. The signed difference of experimental models (FPS, PPS, SSDEB, LSDEB) by the various scanner (T500, Trios,
CS3600, i500). IQR (Median, Q1, Q3) of RMS values are presented in micrometers. IQR: Inter Quartile Range, RMS: Root
Mean Square, FPS: Full Posterior Support, PPS: Partial Posterior Support, SSDEB: Short Span Distal Extension Base, LSDEB:
Long Span Distal Extension Base, P3 to P7: Position 3 to Position 7.
T500 Trios CS3600 i500
Median Q1 Q3 Median Q1 Q3 p Median Q1 Q3 p Median Q1 Q3 p
FPS
P3 7.6 3.6 18.4 −7.1 a −23.0 2.4 0.11 −41.3 −51.3 −7.6 0.07 174.6 79.8 198.4 0.02 *
P4 −0.9 −10.9 2.9 6.8 ab −20.6 12.8 0.38 −15.7 −53.6 −4.1 0.16 182.0 45.0 228.6 0.01 *
P5 2.5 −9.4 16.6 −15.0ab −22.0 19.9 0.28 −19.3 −95.6 25.1 0.57 183.9 46.0 263.9 0.05 *
P6 −3.6 −8.0 −0.4 1.1 ab −5.3 38.1 0.38 −30.4 −117.3 19.7 0.38 192.3 69.3 246.1 0.00 *
P7 9.1 −7.3 33.2 31.2 b 14.5 60.7 0.13 −26.2 −114.6 28.0 0.44 148.0 88.9 175.8 0.00 *
PPS
P3 −5.2 −14.4 −2.4 21.1 a −9.1 49.0 0.20 −16.1 −71.0 37.8 0.96 84.6 a 47.8 92.5 0.00 *
P4 −4.1 −11.8 0.4 38.9 a 2.6 57.4 0.07 −41.1 −99.6 38.5 0.38 90.6 a 45.4 153.9 0.00 *
P5 −10.7 −14.1 2.3 34.3 a 0.7 61.6 0.07 −70.6 −123.2 70.0 0.38 98.4 a 37.3 132.6 0.02 *
P6 −14.7 −22.8 −2.7 86.7 ab 66.4 111.5 0.00 * −69.9 −158.9 116.3 0.23 56.6 ab 17.4 83.2 0.03 *
P7 −4.1 −18.4 0.7 131.3 b 117.6 146.7 0.00 * −61.2 −184.2 120.4 0.11 −82.3 b −105.0 −43.5 0.00 *
SSDEB
P3 6.6 −7.4 14.6 29.2 18.3 61.2 0.02 * 1.8 −47.5 49.3 0.88 −51.8 a −68.4 −23.5 0.02 *
P4 −6.5 −17.4 1.2 6.7 −3.0 25.7 0.11 −0.7 −51.5 67.2 0.96 −89.0 ab −105.0 −60.4 0.00 *
P5 11.2 0.4 14.7 17.7 −7.1 33.8 0.57 40.4 −37.4 115.2 0.11 −67.5 ab −97.5 −46.4 0.00 *
P6 −4.8 −14.1 5.0 −6.0 −73.5 12.4 0.80 32.8 13.6 138.7 0.02 * −124.4 ab −165.1 −76.6 0.01 *
P7 −5.8 −16.8 3.3 −15.7 −71.5 17.7 0.51 93.7 −30.0 224.4 0.11 −189.7 b −231.7 −148.1 0.01 *
LSDEB
P3 3.7 −3.6 15.6 −67.2 −79.5 −15.8 0.04 * −3.5 −66.1 37.7 0.44 −88.8 a −108.1 −42.0 0.02 *
P4 8.8 2.8 13.1 −109.6 −127.2 −58.5 0.01 * 2.3 −30.2 47.8 0.88 −91.6 ab −156.5 −74.4 0.00 *
P5 3.8 0.7 6.6 −137.2 −146.8 −74.4 0.01 * 32.7 −42.7 42.9 0.11 −146.7 ab −242.0 −81.3 0.00 *
P6 15.0 −1.3 29.7 −113.1 −149.0 −75.5 0.01 * 12.5 −45.2 54.1 0.96 −275.3 ab −401.9 −154.4 0.00 *
P7 −7.9 −20.0 6.5 −80.9 −153.2 −53.6 0.01 * 44.3 −51.0 102.8 0.44 −386.4 b −599.2 −175.0 0.01 *
Asterisks indicate significant differences on interarch marker position between laboratory scanner (T500) and IOS (Trios, CS3600, i500).
Different superscript lowercase letters indicate significant differences among interarch marker positions under same scanner and edentulous
conditions (p < 0.05).
For the intragroup comparison of the signed difference of interarch markers, the FPS
and PPS group of Trios showed a high positive deviation in the posterior position. The
difference in position 7 was statistically higher than that at position 3 in the FPS group
and at positions 3, 4, and 5 in the PPS group. Conversely, all groups except the FPS in i500
showed a high negative deviation in the posterior position. The difference in position 7
was statistically lower than that at positions 3, 4, and 5 in the PPS and at position 3 in the
SSDEB and LSDEB groups.
Unsigned differences between the reference data and measured data are summarized
in Table 3 and Figure 8. T500 showed almost no deviation or significant difference in any
experimental group. A comparable tendency was found with the results of the signed
difference. For the intergroup comparison, Trios showed a relatively higher deviation than
T500. A significant difference compared to T500 was found in position 4 of the FPS, in
positions 3, 4, 6, and 7 of the PPS, and in positions 3, 5, and 7 of the SSDEB, and in all
positions of the LSDEB group. In the case of CS3600, a significant difference was found
compared to T500 in most positions, except position 3 of FPS and positions 3 and 4 of
LSDEB. In addition, similar to the results of the signed difference, PPS and SSDEB of
CS3600 showed an increased IQR range. In i500, all the positions of the four experimental
groups showed significant differences compared to those of T500. In SSDEB and LSDEB, a
tendency for increased unsigned difference was found in the posterior position. For the
intragroup comparison of unsigned differences of interarch markers, the PPS group of Trios
showed a high unsigned difference in the posterior position. The difference in position
7 was statistically higher than that of positions 3, 4, and 5 in the FPS group. In addition,
the SSDEB and LSDEB groups in i500 showed high unsigned differences in the posterior
position. The signed difference in position 7 was statistically higher than that at positions 3
and 5 in the SSDEB group and at position 3 in the LSDEB group.
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 T500 Trios CS3600 i500 
Median Q1 Q3 Median Q1 Q3 p Median Q1 Q3 p Median Q1 Q3 p 
FPS 
P3 11.6 7.3 25.2 10.5 7.1 24.1 0.80 47.5 23.7 68.7 0.08 * 174.6 79.8 198.4 0.03 * 
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Table 3. The unsigned difference of experimental models (FPS, PPS, SSDEB, LSDEB) by the various scanner (T500, Trios,
CS3600, i500). IQR (Median, Q1, Q3) of RMS values are presented in micrometers. IQR: Inter Quartile Range, RMS: Root
Mean Square, FPS: Full Posterior Support, PPS: Partial Posterior Support, SSDEB: Short Span Distal Extension Base, LSDEB:
Long Span Distal Extension Base, P3 to P7: Position 3 to Position 7.
T500 Trios CS3600 i500
Median Q1 Q3 Median Q1 Q3 p Median Q1 Q3 p Median Q1 Q3 p
FPS
P3 11.6 7.3 25.2 10.5 7.1 24.1 0.80 47.5 23.7 68.7 0.08 * 174.6 79.8 198.4 0.03 *
P4 4.4 2.3 10.9 15.5 8.2 27.1 0.02 * 31.1 14.8 72.1 0.01 * 182.0 82.0 228.6 0.00 *
P5 12.9 5.7 19.1 22.0 15.0 26.9 0.08 * 57.4 25.1 95.6 0.01 * 183.9 60.6 263.9 0.01 *
P6 4.9 2.1 15.1 15.7 4.8 38.1 0.23 42.5 22.3 117.3 0.00 * 192.3 69.3 246.1 0.00 *
P7 19.9 9.1 33.2 31.2 14.5 60.7 0.38 84.2 28.0 114.6 0.02 * 148.0 88.9 175.8 0.00 *
PPS
P3 8.1 4.9 18.2 37.0 a 9.1 49.0 0.04 * 47.1 35.7 81.1 0.00 * 84.6 47.8 92.5 0.02 *
P4 9.2 0.4 13.8 38.9 a 13.8 57.4 0.02 * 77.0 38.5 106.1 0.00 * 90.6 45.4 153.9 0.02 *
P5 13.4 6.6 16.6 35.8 a 10.6 61.6 0.11 123.2 70.6 154.1 0.00 * 98.8 63.4 132.6 0.00 *
P6 14.7 4.9 22.8 86.7 ab 66.4 111.5 0.00 * 158.9 69.9 236.6 0.00 * 59.2 48.8 109.3 0.00 *
P7 6.9 2.2 29.3 131.3 b 117.6 146.7 0.00 * 184.2 61.2 259.4 0.00 * 82.3 43.5 105.0 0.00 *
SSDEB
P3 13.1 7.4 14.6 29.2 18.3 61.2 0.04 * 49.3 15.5 116.2 0.04 * 51.8 a 33.4 68.4 0.04 *
P4 6.5 3.4 17.4 15.1 3.9 34.0 0.44 51.5 32.8 93.1 0.00 * 89.0 ab 60.4 105.0 0.00 *
P5 11.2 2.0 14.7 25.0 13.7 42.3 0.04 * 78.5 40.4 144.5 0.00 * 67.5 a 46.4 97.5 0.00 *
P6 9.9 5.0 18.6 24.0 12.4 88.6 0.11 73.6 19.5 188.0 0.01 * 124.4 ab 88.8 165.1 0.01 *
P7 13.2 3.3 19.4 48.8 15.7 71.5 0.04 * 163.8 72.9 235.9 0.00 * 189.7 b 148.1 231.7 0.00 *
LSDEB
P3 8.6 3.6 19.5 74.6 50.4 99.9 0.00 * 52.1 3.5 105.9 0.20 88.8 a 55.5 108.1 0.00 *
P4 11.0 6.6 19.8 109.6 61.6 127.2 0.00 * 33.3 13.2 75.8 0.16 91.6 ab 74.4 156.5 0.00 *
P5 3.8 1.0 6.6 137.2 91.3 146.8 0.00 * 42.9 32.7 87.1 0.00 * 146.7 ab 81.3 242.0 0.00 *
P6 15.0 4.0 29.7 113.1 78.3 149.0 0.00 * 49.9 41.9 96.2 0.01 * 275.3 ab 154.4 401.9 0.00 *
P7 12.0 7.9 22.4 88.6 65.4 153.2 0.00 * 80.6 51.0 128.2 0.00 * 386.4 b 175.0 599.2 0.00 *
Asterisks indicate significant differences on interarch marker position between laboratory scanner (T500) and IOS (Trios, CS3600, i500).
Different superscript lowercase letters indicate significant differences among interarch marker positions under same scanner and edentulous
conditions (p < 0.05).
4. Discussion
The purpose of this study was to evaluate the maxillo-mandibular interocclusal
registration accuracy on quadrant scans obtained by IOSs. Though most restorations
were designed in quadrant scans in current digital workflow, there were few studies about
the accuracy of VIRs in quadrant scans. In this study, the accuracy of VIRs was assessed by
comparing the signed and unsigned differences of the linear distance measuring five pairs
of interarch markers corresponding to the canine, premolar, and molar. In addition, the
trueness and precision of scan data by various IOSs were assessed together.
The unsigned difference of the three IOSs showed statistical differences with the
model scanner (T500) at most positions. Only Trios showed no significant difference
when compared to the T500 in the FPS group except one position. The signed difference
also showed a statistical difference when compared to T500 in multiple positions. Both
findings revealed that the VIR using IOSs had a more deviation than that obtained with
the laboratory scanner. The first hypothesis stated that there is no difference in terms of
accuracy when comparing the VIR of the IOS with that of the laboratory scanner. It was
partially rejected. While T500 showed uniformly low unsigned and signed differences,
regardless of the edentulous conditions, the unsigned differences in the PPS, SSDEB, and
LSDEB groups of Trios increased compared to those in the FPS group. In the case of the
LSDEB group in Trios, (-) signed differences of all positions suggested that the maxillary
and mandibular arches were in overclosure state. In the case of CS3600, when compared
with the FPS group, the signed and unsigned differences in the PPS and SSDEB groups
increased, and there might be more deviation in the posterior position. For i500, the signed
and unsigned difference increased in the SSDEB and LSDEB groups without posterior
teeth support, and the deviation in the posterior position increased. The second hypothesis
stated that there is no difference in the accuracy of the VIR according to the edentulous
condition. It was also partially rejected.
In our study, the (+) signed difference at any position indicated that the VIR was
recorded with an overestimated interocclusal distance; the (-) signed difference meant the
opposite. In addition, if the (+) Signed difference increased toward the posterior, a tilting
effect away from the maxilla may occur in the mandibular quadrant arch relative to the
maxillary quadrant arch, and if the (-) signed difference increases, vice versa may occur.
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For example, in Trios, the (+) signed and unsigned differences in the posterior area, such as
in position 7 of the PPS group, was statistically greater than those in the other positions.
This reveals differences increased significantly more than that in the anterior position,
indicating that there may be a tilting effect away from the maxilla in the posterior in the
absence of posterior support. In contrast, in i500, the (-) signed differences in position 7
of the SSDEB and LSDEB group was statistically lower than those in the other positions.
Therefore, a prosthesis fabricated in a position with a (+) Signed difference may show
high occlusion and the reverse may show infra occlusion [1]. Zimmermann et al. reported
that there was no significant difference between the conventional methods and various
IOSs when compared rotation of VIR in a complete dentate quadrant arch scan [9]. In our
study, a tilting effect was observed in the quadrant arch scan with the absence of posterior
support or with more than two missing teeth. A possible explanation for this finding is
the lack of landmarks in the edentulous area and the limitation of the scanner tip size,
both of which could have contributed to the compromised estimation [17]. In addition,
Edher et al. reported that the tilting effect could occur in the area away from the section
recorded by VIR in the full-arch scan [11]. In other studies, a similar effect was observed
mainly in the posterior area [12,18,19]. Schmidt et al. explained that the cumulative errors
in superimposition and stitching processes contributed to the angular deviation in the
posterior region [18]. They also stated that even a small angular deviation could lead to
a large vertical deviation, which is crucial in the fabrication of FPDs. In our study, it is
noteworthy that the tilting effect was observed in the estimation of quadrant scan with the
absence of posterior support or the presence of more than two missing teeth.
The results of our study suggested that the accuracy of arch scan data obtained by
the IOS could affect the accuracy of VIR [7,12]. In this study, we calculated the trueness
and precision of the maxillary quadrant arch scan data to assess the effect of the distortion
of the scan data on the VIR. Based on our study, trueness and precision were affected
by edentulous conditions and scanners. Depending on the edentulous conditions, the
deviation showed statistically difference. In addition, according to the scanner used,
significant difference was shown. In Trios, signed and unsigned differences were lower than
those of the other IOSs due to lower distortion relative to other intraoral scanners despite
the significant deviation by the edentulous conditions. In the case of i500, the deviation
of trueness and precision was higher compared to the other IOSs, also the rotation of the
mandibular quadrant arch occurred with deviation. In other words, obtaining accurate scan
data of both arches might be one of the key factors for increasing the accuracy of the VIR.
The median trueness and precision of the four experimental groups were 24.3–85.5 µm and
17.4–73.9 µm, respectively. Mangano et al. reported the mean trueness and mean precision
of the quadrant scan as 23.0–49.8 µm and 17.0–43.2 µm, respectively [3]. Considering the
possibility of the scan body to function as an artificial landmark in the edentulous area [20],
the presence of the scan body in previous study could explain the better results of Mangano
et al. as compared to our study. Lee et al. assessed the precision of full-arch scan under
varying edentulous conditions [16]. There was a discrepancy in the precision between the
partial edentulous conditions. The resulting discrepancy in precision was 44.4–115.7 µm.
Considering that the full-arch scan was performed in this study, our study result seems
comparatively more precise compared to the previous study. This indicated that a quadrant
arch scan data might be more useful than a full arch scan data in terms of a more accurate
VIR.
Previous studies about the accuracy of the VIR had a limitation in that there was no
evaluation for the distortion of the arch scan data itself, even though the full arch model
was used to assess the VIR [9,12,13,15]. Gintaute et al. evaluated the accuracy of VIR
using the total occlusal surface area [12]. However, the author considered the precision
of the scan data by comparing only the distance of the key points and not the scan data
itself. Solarberrieta et al. [15] also used the number of occlusal contacts to investigate the
VIR. Hence, it was hard to determine the effect of the accuracy of the scan data from IOS
on the VIR. Ren et al. assessed the VIR in the full arch scan of the varying edentulous
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conditions [13]. Although the full arch scan data were obtained from the IOS, there was
a lack of information about the distortion in scan data. In the study of Ren et al., the
mean difference of interarch marker distance was 60 µm in the complete dentate full arch
and 870 µm in the full arch with extended edentulous span. In our study, the median
unsigned difference of interarch marker distance was 10.5 µm in the FPS group of Trios
and 386.3 µm in the LSDEB group of i500. Comparing the results of our study, the errors
in VIR were reduced in the quadrant arch scan. However, a previous study, which was
done in the quadrant arch, showed comparable results. In the study of Zimmermann et al.,
the total translation of the VIR in a complete dentate quadrant arch was at 66.6 µm in
Trios 3 [9]. In our study, the median unsigned difference of the FPS group in the Trios3
ranged from 10.5 µm in position 3 to 31.2 µm in position 7. Considering the differences
between measuring methods in studies, the results of our study were comparable to those
of Zimmermann et al.
The results of this study showed that the registration of the occlusal relationship
using IOSs in the edentulous area with more than two missing teeth might be clinically
more inaccurate than that obtained with a laboratory scanner [12,13]. In this situation, it
is recommended to apply a digital workflow including a laboratory scanner. If clinicians
want to use IOSs, it is recommended to use an additional scanning strategy such as markers
on the missing area for improved clinical results [13]. In addition, it might be necessary
to compensate for the distortion of the occlusal relationship during the CAD or milling
process [1,12]. Clinicians should be aware that there are differences in the characteristics
between IOSs in the registration of interocclusal relationships, especially when edentulous
areas exist. There are differences in the accuracy of scans for each IOS [3,16] and in
the algorithm for post-processing scan data [6]. Additionally, the accuracy of the scan
differs according to the edentulous condition [16,21], and the discrepancy may vary with
VIRs [11,12,14]. In our study, depending on the edentulous condition and the type of
IOS, there were local or general deviations in the occlusion of the experimental groups
compared to laboratory scanner. In some groups, a tilting effect occurred in the posterior
regions. If excessive occlusal adjustment or additional repair is expected during the try-in
procedure of the prosthesis due to unacceptable occlusal registration, the digital workflow
using an IOS may not be predictable [8].
This study had limitations because it was not able to reproduce all clinical scenarios.
In addition, being an in vitro study, it was not possible to reflect various clinical envi-
ronments that could affect the accuracy of the scan images and the VIR, such as saliva,
soft tissue, patient movement during scanning, and restriction of the scanner tip in the
oral cavity [13,22,23]. This study evaluated the VIR in the edentulous region without struc-
tures that the IOS can recognize. Clinically, the presence of an implant scan body, healing
abutment, or abutment tooth may affect the scan image and VIR. In future studies, the
relationship between the presence of recognizable the structure and the accuracy of the
VIR needs to be conducted. Furthermore, additional research with a larger number of
specimens is necessary to establish a fully digital workflow using an IOS that minimizes
the possibility of occlusal adjustment.
5. Conclusions
Within the limitations of this in vitro study for quadrant arch scan with varying
edentulous conditions, the following conclusions can be drawn:
1. The registration of the VIR using IOSs in quadrant scans with two or more missing
teeth is less predictable than laboratory scanners.
2. In identical edentulous conditions, there are differences in the occlusal relationship
records between different IOSs.
3. In the same scanner, there are differences in the accuracy of the VIR according to the
edentulous condition.
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