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Abstract
We extend to the singular case the results of [E. Henriques, J.M. Urbano, Intrinsic scaling for PDEs with
an exponential nonlinearity, Indiana Univ. Math. J. 55 (5) (2006) 1701–1721] concerning the regularity of
weak solutions of the porous medium equation with variable exponent. The method of intrinsic scaling is
used to show that local weak solutions are locally continuous.
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1. Introduction
Recently, much attention has been payed to both parabolic and elliptic PDEs exhibiting
anisotropic nonstandard growth conditions (cf. [1–3,6]), not only for their mathematical inter-
est but mainly for their physical relevance. One of the possible examples concerns the motion of
a barotropic gas in a nonhomogeneous anisotropic porous medium.
In this paper we are concerned with the local regularity of local weak solutions of
ut − ∇ ·
(|u|γ ∇u)= 0 in ΩT = Ω × (0, T ], 0 < T < ∞, (1.1)
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E. Henriques / J. Differential Equations 244 (2008) 2578–2601 2579where γ = γ (x, t) is a negative bounded function. One can find this (x, t)-dependence in non-
isothermic processes, where γ is a function of the thermodynamic parameters, for instance, the
temperature θ(x, t).
Our aim is to obtain a local regularity result for local weak solutions of (1.1). In order to
achieve this goal, and since the equation is singular in its principal part (in fact, the diffusion
coefficient |u|γ blows up at the points where u = 0), the idea is to study the equation within a
geometry that takes this feature into consideration. The procedure is the following: for each point
of the domain, we consider a certain cylinder (somehow related to the standard parabolic cylin-
der) on which we define the essential oscillation ω of the solution u; then we construct another
cylinder having its space dimension defined in terms of a parameter depending on ω and γ . By
assuming that there exists a relation between ω and the radius of the constructed cylinder, we can
establish a relation between the oscillations of the solution within the two cylinders. This will be
the starting point to prove the local regularity of the local weak solutions. That is, this will be the
first step of an iterative method (having its origins in DeGiorgi’s and Moser’s work) consisting in
showing that for every point of ΩT it is possible to construct a decreasing sequence of nested and
shrinking cylinders such that the oscillation of the solution in those cylinders goes to zero as the
cylinders shrink to the point. To fully understand the technical procedure, based on the study of
an alternative argument which makes use of energy and logarithmic estimates, one has not only
to be familiar with DiBenedetto’s technique of intrinsic scaling but also to overcome the diffi-
culty of having a x-dependence on the exponent γ (the time dependence is not relevant for the
calculations). This space dependence plays a significant role when deducing energy estimates
since we will have not only to handle the space derivatives of the solution but also the space
derivatives of the exponent. Ultimately, this will prevent us from deriving an interior modulus of
continuity for the weak solutions of (1.1).
2. Weak solution and main result
In [6] we studied the local regularity of the weak solutions of equation
∂tu − ∇ ·
(|u|γ (x,t)∇u)= 0 in D′(ΩT ), (2.1)
where ΩT = Ω × (0, T ] is a bounded domain in RN+1, 0 < T < ∞, for γ being a positive
bounded function. In this paper we extend the local regularity theory for the singular case. That
is, we now assume that the exponent γ verifies the following conditions
(A1) γ is a bounded function in ΩT , such that
−1 < γ−  γ (x, t) γ+ < 0,
(A2) γ ∈ L∞(0, T ;W 1,p(Ω)), for some p > max{2,N}.
Since the definition of weak solutions of Eq. (2.1) does not depend on its singular or degener-
ate character we adopt the same definition as the one presented in [6] and we include it here for
the sake of completeness.
Definition 1. We say that a measurable function u is a local weak solution of (2.1) if
2580 E. Henriques / J. Differential Equations 244 (2008) 2578–2601• u ∈ L∞loc(0, T ;L∞loc(Ω)) with u(x, t) ∈ [0,1] a.e. in ΩT ;
• u ∈ Cloc(0, T ;L2loc(Ω)) and u
γ(x,t)
2 ∇u ∈ L2loc(0, T ;L2loc(Ω));• for every compact K ⊂ Ω and for every subinterval [t1, t2] ⊂ (0, T ],
∫
K
uφ dx
∣∣∣∣
t2
t1
+
t2∫
t1
∫
K
{−u∂tφ + uγ (x,t)∇u · ∇φ}dx dt = 0, (2.2)
for all functions φ ∈ H 1loc(0, T ;L2(K)) ∩L2loc(0, T ;H 10 (K)).
Local weak solutions of parabolic equations exhibiting a degradation of its structure usually
possess less regularity in the time variable so we need to work with a definition that involves a
discrete time derivative. This can be accomplished by using the Steklov average of a function
(see [4] for more details); thereby (2.2) is equivalent to the following formulation
• for every compact K ⊂ Ω and for all 0 < t < T − h,
∫
K×{t}
∂tuhφ dx +
∫
K×{t}
(
uγ (x,·)∇u)
h
· ∇φ dx = 0, (2.3)
for all φ ∈ H 10 (K).
Remark 1. The existence of local weak solutions to Eq. (2.1) was obtained in [1]; moreover it
was proved the existence of local weak solutions to the initial boundary value problem associated
with (2.1). The assumption that γ > −1 was first considered there and had to do with the proof
of existence; in this paper we use that information in the proof of Proposition 2. Also in [1] it
was shown that the solutions are bounded and if the initial data is nonnegative so is the solution;
this fact justifies the inclusion of
u(x, t) ∈ [0,1] a.e. in ΩT
in Definition 1.
Let (x0, t0) be a point of the space–time domain ΩT that, by translation, we may assume to
be (0,0). Consider small positive numbers  > 0 and R > 0 such that the cylinder
Q
(
R2,R1−

2
) := K
R
1− 2 ×
(−R2,0) := {x: max
1iN
|xi | < R1− 2
}
× (−R2,0)
is a subset of ΩT and define
μ− := ess inf
Q(R2,R1−

2 )
u, μ+ := ess sup
Q(R2,R1−

2 )
u, ω := ess osc
Q(R2,R1−

2 )
u = μ+ −μ−.
Recalling that (2.1) is singular at the points where u = 0, the interesting case to investigate is
when μ− = 0 and, consequently, μ+ = ω. From now on, we will assume this is in force.
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−
and construct the cylinder
Q
(
R2,
√
a0R
) := K√a0R × (−R2,0).
Assuming that
ω 4R

−γ− , (2.4)
the inclusion Q(R2,√a0R) ⊂ Q(R2,R1− 2 ) holds and, consequently, so does the inequality
ess osc
Q(R2,
√
a0R)
u ω. (2.5)
Remark 2. If (2.4) does not hold, then the essential oscillation ω goes to zero when the radius R
goes to zero, in a way given by the reverse inequality, and then there is nothing else to prove.
In general, (2.5) is not verified a priori for any given cylinder, since its dimensions must have
been defined in terms of the essential oscillation within it.
For γ ≡ 0, a0 = 1 and we recover the standard parabolic cylinder with the natural homogene-
ity of the space and time variables.
The constructed cylinder Q(R2,√a0R) has its space dimension stretched by the parame-
ter
√
a0, which is intrinsically related to the singular character of Eq. (2.1). The method of
intrinsic scaling, consisting of choosing a geometry that accommodates the singularity of the
equation, will allow us to prove
Theorem 1. Any local weak solution of (2.1) is locally continuous in ΩT .
It is now well known that the proof of this result is a consequence of the iterative process that
can be describe as: recursively define a sequence Qn of nested and shrinking cylinders and a
sequence ωn converging to zero, such that
ess osc
Qn
u ωn.
For a proof of these facts, the reader is invited to read the survey [5].
In order to get the decreasing sequences (Qn)n and (ωn)n we study the following alternative.
Given ν0 ∈ (0,1), to be determined in terms of the data and ω, either:
The First Alternative∣∣∣∣(x, t) ∈ Q(R2,√a0R): u(x, t) < ω2
∣∣∣∣ ν0∣∣Q(R2,√a0R)∣∣ (2.6)
or, noting that μ+ − ω2 = ω2 ,
The Second Alternative∣∣∣∣(x, t) ∈ Q(R2,√a0R): u(x, t) > μ+ − ω2
∣∣∣∣< (1 − ν0)∣∣Q(R2,√a0R)∣∣. (2.7)
Both alternatives lead to a reduction of the oscillation of the solution within a smaller cylinder,
as given by
2582 E. Henriques / J. Differential Equations 244 (2008) 2578–2601Proposition 1. There exist positive numbers ν0, σ (ω) ∈ (0,1), depending on the data and on ω,
such that
ess osc
Q(
ν0
2 (
R
2 )
2,
√
a0
R
2 )
u σ(ω)ω. (2.8)
Remark 3. Note that the constant σ(ω) appearing in Proposition 1 depends on the oscillation ω.
Thus, we are unable to derive an interior modulus for u.
Now we make two comments concerning some of the notation used in the two following
sections.
The constants usually will be denoted by C(N,M,γ−), this means that the constants depend
on the parameters in brackets. Sometimes, to simplify notation, we do not specify the parameters
and just write C to denote a certain constant. The constants may vary from line to line.
Considering the cylinder Q = KR × (t0, t1),
∂pQ :=
(
∂KR × [t0, t1]
)∪ (KR × {t0})
denotes its parabolic boundary.
3. Continuity of the weak solutions: A particular case
In this section we analyze the alternative and prove Proposition 1 for the particular case
p = ∞. We will consider, along this section,
‖γ ‖L∞(0,T ;W 1,∞(Ω)) = M.
Assume that (2.6) is verified. In the following result we determine the number ν0 and guaran-
tee that the solution u is above a smaller level within a smaller cylinder.
Proposition 2. There exists ν0 ∈ (0,1), depending on the data and ω, such that if (2.6) holds
true then
u(x, t) ω
4
, a.e. (x, t) ∈ Q
((
R
2
)2
,
√
a0
R
2
)
. (3.1)
Proof. Define two decreasing sequences of positive numbers
Rn = R2 +
R
2n+1
, kn = ω4 +
ω
2n+2
, n = 0,1, . . . ,
and construct the family of nested and shrinking cylinders Q(R2n,
√
a0Rn).
Introduce the function uω = max{u, ω4 }. In the weak formulation (2.3) take φ = −((uω)h −
kn)−ξ2n , where 0  ξn  1 are smooth cutoff functions defined in Qn = Q(R2n,√a0Rn) and
satisfying ⎧⎪⎨
⎪⎩
ξn ≡ 1 in Qn+1, ξn ≡ 0 on ∂pQn,
|∇ξn| 2
n+2
√
a R
, |ξn| 2
2(n+2)
a R2
, 0 < ∂tξn 
22(n+2)
R2
,0 0
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I1 + I2 :=
t∫
−R2n
∫
K√a0Rn
∂tuh
[−((uω)h − kn)−ξ2n ]
+
t∫
−R2n
∫
K√a0Rn
(
uγ ∇u)
h
· ∇[−((uω)h − kn)−ξ2n ]
= 0.
As it was already said in the previous section, to be accurate we need to use the integral
identity above in order to work properly with the integral involving the time derivative. Therefore,
we work in the following way
I1 =
t∫
−R2n
∫
K√a0Rn
∂tuh
[−((uω)h − kn)−ξ2n ]χ[(uω)h=uh]
+
t∫
−R2n
∫
K√a0Rn
∂tuh
[−((uω)h − kn)−ξ2n ]χ[(uω)h= ω4 ]
= 1
2
t∫
−R2n
∫
K√a0Rn
∂t
[(
(uω)h − kn
)2
−
]
ξ2n
+
(
ω
2n+2
) t∫
−R2n
∫
K√a0Rn
∂t
[(
uh − ω4
)
−
]
ξ2n .
Then we integrate by parts, let h → 0 and use Lemma 3.2 of Chapter I of [4] to obtain
I1 → 12
∫
K√a0Rn×{t}
(uω − kn)2−ξ2n −
t∫
−R2n
∫
K√a0Rn
(uω − kn)2−ξn∂t ξn
+
(
ω
2n+2
) ∫
K√a0Rn×{t}
(
u− ω
4
)
−
ξ2n
− 2
(
ω
2n+2
) t∫
−R2
∫
K√a R
(
u − ω
4
)
−
ξn∂t ξnn 0 n
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2
∫
K√a0Rn×{t}
(uω − kn)2−ξ2n − 3
(
ω
4
)2 22(n+2)
R2
t∫
−R2n
∫
K√a0Rn
χ[uωkn],
since the third term is nonnegative and, for 0 u ω4 ,
uω = ω4  kn
and, for ω4 < u = uω  kn,
(uω − kn)−  kn − uω = kn − u < kn − ω4 =
ω
2n+2
 ω
4
.
Regarding I2, we first pass to the limit in h to get
I2 →
t∫
−R2n
∫
K√a0Rn
uγ ∇u · ∇(−(uω − kn)−ξ2n )
 1
2
t∫
−R2n
∫
K√a0Rn
uγω
∣∣∇(uω − kn)−∣∣2ξ2n
− 2
t∫
−R2n
∫
K√a0Rn
uγω|∇ξn|2(uω − kn)2−
− 2
(
ω
2n+2
) t∫
−R2n
∫
K√a0Rn
( ω4∫
u
sγ ds
)(
ξn|ξn| + |∇ξn|2
)
χ[u ω4 ]
−
(
ω
2n+2
) t∫
−R2n
∫
K√a0Rn
( ω4∫
u
(− ln s)sγ ds
)
|∇γ |2ξnχ[u ω4 ]
−
(
ω
2n+2
) t∫
−R2n
∫
K√a0Rn
( ω4∫
u
(− ln s)sγ ds
)
|∇ξn|2ξnχ[u ω4 ]
 1
2
t∫
−R2n
∫
K√a0Rn
∣∣∇(uω − kn)−∣∣2ξ2n
− C(M,γ
−)
ω1−γ−
(
ω
4
)2 22(n+2)
R2
t∫
−R2
∫
K√a R
χ[uωkn].n 0 n
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∇
( ω4∫
u
sγ ds
)
= −uγ ∇u −
( ω4∫
u
(− ln s)sγ ds
)
∇γ,
and the following reasoning since for ω4 < u = uω  kn, we get
(uω − kn)− = kn − uω = kn − u < ω2n+2 
ω
4
,
1 uγω =
(
1
uω
)−γ
<
(
4
ω
)−γ
 a0 using (A1)
and, for u ω4 , we get
uω = ω4  kn,
ω
4∫
u
sγ ds = 1
γ + 1
((
ω
4
)γ+1
− uγ+1
)
 1
γ + 1
(
ω
4
)γ+1
 1
γ− + 1
(
ω
4
)(
4
ω
)−γ
 a0
γ− + 1
(
ω
4
)
and
ω
4∫
u
(− ln s)sγ ds = (
ω
4 )
γ+1
γ + 1
(
ln
(
4
ω
)
+ 1
γ + 1
)
− u
γ+1
γ + 1
(
ln
(
1
u
)
+ 1
γ + 1
)
 1
γ + 1
(
ln
(
4
ω
)
+ 1
γ + 1
)((
ω
4
)γ+1
− uγ+1
)
 1
(γ + 1)2
(
ln
(
4
ω
)
+ 1
)(
ω
4
)γ+1
 1
(γ− + 1)2
(
4
ω
)(
ω
4
)γ+1
 a0
(γ− + 1)2 .
Gathering the above inequalities, we obtain the energy estimates
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−R2n<t<0
∫
K√a0Rn×{t}
(uω − kn)2−ξ2n +
0∫
−R2n
∫
K√a0Rn
∣∣∇(uω − kn)−∣∣2ξ2n
 C(M,γ
−)
ω1−γ−
(
ω
4
)2 22(n+2)
R2
0∫
−R2n
∫
K√a0Rn
χ[uωkn].
We now consider the change of variables
y = x√
a0
and define the new functions
u¯ω(y, t) = uω(√a0y, t), ξ¯n(y, t) = ξn(√a0y, t).
Then the above estimates read
sup
−R2n<t<0
∫
KRn×{t}
(u¯ω − kn)2−ξ¯2n +
0∫
−R2n
∫
KRn
∣∣∇(u¯ω − kn)−∣∣2ξ¯2n
 C(M,γ
−)
ω1−γ−
(
ω
4
)2 22(n+2)
R2
An,
for An ≡
∫ 0
−R2n
∫
KRn
χ[u¯ωkn]. These estimates imply the inequality
∥∥(u¯ω − kn)−∥∥2V 2(Q(R2n+1,Rn+1))  C(M,γ
−)
ω1−γ−
(
ω
4
)2 22(n+2)
R2
An,
where V 2 = L∞(L2)∩L2(H 1). Using Corollary 3.1 of [4, p. 9], we get
(
ω
4
)2 1
22(n+1)
An+1 = (kn − kn+1)2An+1 
∫ ∫
Q(R2n+1,Rn+1)
(u¯ω − kn)2−
 C(N)
∣∣[u¯ω  kn] ∩ Q(R2n+1,Rn+1)∣∣ 2N+2 ∥∥(u¯ω − kn)−∥∥2V 2(Q(R2n+1,Rn+1))
 C(N)An
2
N+2
∥∥(u¯ω − kn)−∥∥2V 2(Q(R2n+1,Rn+1)),
and consequently
An+1 
C(M,N,γ−)
−
24n
2 A
1+ 2
N+2
n .ω1−γ R
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|Q(R2n,Rn)|1+
2
N+2
|Q(R2n+1,Rn+1)|
 2N+4R2, we arrive at the alge-
braic inequality
Yn+1 
C(M,N,γ−)
ω1−γ−
24nY
1+ 2
N+2
n .
Taking
ν0 ≡ C(M,N,γ−)−N+22 2−(N+2)2ω(1−γ−) N+22 (3.2)
we have
Y0  C(M,N,γ−)−
N+2
2 2−(N+2)2ω(1−γ−)
N+2
2
and then, by Lemma 4.1 of [4, p. 12], we can conclude that Yn → 0 as n → ∞.
Noting that Rn ↘ R2 , kn ↘ ω4 , and Yn → 0 as n → ∞ implies that An → 0 as n → ∞, we
obtain
∣∣∣∣(y, t) ∈ Q
((
R
2
)2
,
R
2
)
: u¯ω(y, t)
ω
4
∣∣∣∣= 0,
that is,
u(x, t) ω
4
, a.e. (x, t) ∈ Q
((
R
2
)2
,
√
a0
R
2
)
. 
As an immediate consequence we get the reduction of the oscillation of u.
Corollary 1. There exist constants ν0 ∈ (0,1), depending on the data and ω, and σ0 ∈ (0,1),
such that if (2.6) holds then
ess osc
Q(( R2 )
2,
√
a0
R
2 )
u σ0ω. (3.3)
Assume that (2.6) does not hold. Then (2.7) is in force. Even in this case, we are able to
deduce a result analogous to (3.3).
Lemma 1. Assume that (2.7) holds true. There exists a time level
t0 ∈
[
−R2,−ν0
2
R2
]
(3.4)
such that ∣∣∣∣x ∈ K√a0R: u(x, t0) > μ+ − ω2
∣∣∣∣<
(
1 − ν0
1 − ν02
)
|K√a0R|. (3.5)
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∣∣∣∣(x, t) ∈ Q(R2,√a0R): u(x, t) > μ+ − ω2
∣∣∣∣

− ν02 R2∫
−R2
∣∣∣∣x ∈ K√a0R: u(x, t) > μ+ − ω2
∣∣∣∣dt

(
1 − ν0
1 − ν02
)
|K√a0R|
(
1 − ν0
2
)
R2
= (1 − ν0)
∣∣Q(R2,√a0R)∣∣,
contradicting (2.7). 
This lemma shows that at the time level t0, the portion of the cube KR where u(x) is close to
its supremum is small. In the following lemma we show that the same happens for all time levels
near the top of the cylinder Q(R2,√a0R).
Lemma 2. There exists 1 < s1 ∈ N, depending on the data and ω, such that, for all t ∈ (t0,0),
∣∣∣∣x ∈ K√a0R: u(x, t) > μ+ − ω2s1
∣∣∣∣<
(
1 −
(
ν0
2
)2)
|K√a0R|. (3.6)
Proof. Consider the cylinder Q(t0,
√
a0R) and the level k = μ+ − ω2 . Define
u − k H+k ≡ ess sup
Q(t0,
√
a0R)
(u − k)+  ω2 ,
which we assume to be strictly positive (otherwise there will be nothing to prove). Select n ∈ N
big enough so that 0 < c = ω2n+1 < H+k . Then the logarithmic function ψ+ given by
ψ+ =
{
ln( H
+
k
H+k −u+k+c
) if u > k + c,
0 if u k + c
is well defined and satisfies the inequalities
ψ+  ln
(
2n
)= n ln 2, since H+k
H+k − u + k + c

H+k
c

ω
2
ω
2n+1
= 2n
and, for u = k + c,
0
(
ψ+
)′  1
H+ − u + k + c 
1
c
= 2
n+1
ω
k
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(
ψ+
)′′ = [(ψ+)′]2  0.
In the weak formulation (2.2) [to simplify, we proceed formally at this stage] consider the
integration over K√a0R × (t0, t), with t ∈ (t0,0), and take φ = 2ψ+(ψ+)′ξ2, where x → ξ(x) is
a smooth cutoff function defined in KR and verifying⎧⎪⎪⎨
⎪⎪⎩
0 ξ  1 in K√a0R,
ξ ≡ 1 in K(1−σ)√a0R, for some σ ∈ (0,1),
|∇ξ | 1
σ
√
a0R
.
Then, for all t ∈ (t0,0),
J1 + J2 :=
t∫
t0
∫
K√a0R
∂tu2ψ+
(
ψ+
)′
ξ2
+
t∫
t0
∫
K√a0R
uγ (x,t)∇u · ∇(2ψ+(ψ+)′ξ2)
= 0.
The two integrals can be estimated as follows:
J1 =
∫
K√a0R×{t}
(
ψ+
)2
ξ2 −
∫
K√a0R×{t0}
(
ψ+
)2
ξ2

∫
K√a0R×{t}
(
ψ+
)2
ξ2 − n2 ln2 2
(
1 − ν0
1 − ν02
)
|K√a0R|,
using the estimate for ψ+ and Lemma 1, and
J2 =
t∫
t0
∫
K√a0R
uγ (x,t)|∇u|22(1 +ψ+)[(ψ+)′]2ξ2
+ 2
t∫
t0
∫
K√a0R
uγ (x,t)∇u · ∇ξ2ψ+(ψ+)′ξ
−
t∫
t0
∫
K√a R
uγ (x,t)|∇ξ |22ψ+,
0
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ing what −t0 R2 and observing that, for u > ω4 ,
uγ (x,t) <
(
4
ω
)−γ (x,t)
 a0,
we arrive at
∫
K√a0R×{t}
(
ψ+
)2
ξ2  n2 ln2 2
(
1 − ν0
1 − ν02
)
|K√a0R|
+ 2n ln 2
σ 2a0R2
0∫
t0
∫
K√a0R
uγ (x,t)χ[u>ω4 ]

[
n2 ln2 2
(
1 − ν0
1 − ν02
)
+ 2n ln 2
σ 2
]
|K√a0R|,
valid for all t ∈ (t0,0).
The left-hand side is estimated from below considering integration over the smaller set
S =
{
x ∈ K(1−σ)√a0R: u(x, t) > μ+ −
ω
2n+1
}
.
On S, ξ ≡ 1 and ψ+  (n − 1) ln 2, because
H+k
H+k − u+ k + c

H+k
H+k − ω2 + ω2n
= H
+
k − ω2 + ω2
H+k − ω2 + ω2n
 2n−1,
since one has H+k − ω2  0 and ω2 > ω2n , ∀n > 1. Therefore, for all t ∈ (t0,0),
|S|
{(
n
n− 1
)2(1 − ν0
1 − ν02
)
+ 1
σ 2n
}
|K√a0R|.
Consequently, for all t ∈ (t0,0),
∣∣∣∣x ∈ K√a0R: u(x, t) > μ+ − ω2n+1
∣∣∣∣ |S| + Nσ |K√a0R|

{(
n
n− 1
)2(1 − ν0
1 − ν02
)
+ 1
σ 2n
+ Nσ
}
|K√a0R|.
The proof is complete once we choose σ so small that Nσ  3ν2, then n so large that8 0
E. Henriques / J. Differential Equations 244 (2008) 2578–2601 25911
nσ 2
 3
8
ν20 and
(
n
n− 1
)2

(
1 − ν0
2
)
(1 + ν0) ≡ β > 1,
and finally take s1 = n+ 1. 
Remark 4. Note that, from the choice of σ , we get σ < 38N ν
2
0 and from the two conditions on n
we obtain
nmax
{
Cν−60 ;
4
ν20
+ 2
}
.
Recalling that ν0 defined in (3.2) depends on the data and on ω, the same holds for s1.
Recalling that t0 ∈ [−R2,− ν02 R2], the previous lemma immediately implies
Corollary 2. There exists 1 < s1 ∈ N, depending on the data and ω, such that, for all
t ∈ (− ν02 R2,0), ∣∣∣∣x ∈ K√a0R: u(x, t) > μ+ − ω2s1
∣∣∣∣<
(
1 −
(
ν0
2
)2)
|K√a0R|. (3.7)
From Corollary 2 we deduce that, within the cylinder Q(ν02 R
2,
√
a0R), the set where u is
close to its supremum is arbitrarily small.
Lemma 3. For all ν ∈ (0,1) there exists s1 < s2 ∈ N, depending on the data and ω, such that∣∣∣∣(x, t) ∈ Q
(
ν0
2
R2,
√
a0R
)
: u(x, t) > μ+ − ω
2s2
∣∣∣∣ ν
∣∣∣∣Q
(
ν0
2
R2,
√
a0R
)∣∣∣∣.
Proof. Consider the cylinder Q(ν0R2,2
√
a0R) and the levels k = μ+ − ω2s , for s  s1. Energy
estimates for the functions (u − k)+ over this cylinder are obtained by taking in (2.2) φ = (u −
k)+ξ2, where 0 ξ  1 is a smooth cutoff function defined in Q(ν0R2,2
√
a0R) and satisfying
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ξ ≡ 0 on ∂pQ
(
ν0R
2,2
√
a0R
)
,
ξ ≡ 1 in Q
(
ν0
2
R2,
√
a0R
)
,
|∇ξ | 1√
a0R
, 0 ∂t ξ 
1
ν0
2 R
2 .
Doing formal calculation, we get for t ∈ (−ν0R2,0)
t∫
−ν0R2
∫
K2√a0R
∂tu(u − k)+ξ2 +
t∫
−ν0R2
∫
K2√a0R
uγ (x,t)∇u · ∇((u − k)+ξ2)= 0.
Now, since (u − k)+  ωs ,2
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−ν0R2
∫
K2√a0R
∂tu(u − k)+ξ2 = 12
∫
K2√a0R×{t}
(u − k)2+ξ2
−
t∫
−ν0R2
∫
K2√a0R
(u − k)2+ξ∂t ξ
−
(
ω
2s
)2 1
ν0
2 R
2
t∫
−ν0R2
∫
K2√a0R
χ[u>k]
−
(
ω
2s
)2 2N+1
ν0
2 R
2
∣∣∣∣Q
(
ν0
2
R2,
√
a0R
)∣∣∣∣
and, using Cauchy’s inequality and the fact that when (u − k)+ is not zero,
u > k = μ+ − ω
2s
> μ+ − ω
2
= ω
2
>
ω
4
,
since s  s1 > 1, and therefore
1 uγ (x,t)  a0,
we get
t∫
−ν0R2
∫
K2√a0R
uγ (x,t)∇u · ∇((u − k)+ξ2)
 1
2
t∫
−ν0R2
∫
K2√a0R
uγ (x,t)
∣∣∇(u − k)+∣∣2ξ2
− 2
(
ω
2s
)2 1
a0R2
t∫
−ν0R2
∫
K2√a0R
uγ (x,t)χ[u>k]
 1
2
t∫
−ν0R2
∫
K2√a0R
∣∣∇(u − k)+∣∣2ξ2
−
(
ω
2s
)2 2N+2
R2
∣∣∣∣Q
(
ν0
2
R2,
√
a0R
)∣∣∣∣.
Combining the above estimates we arrive at
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− ν02 R2
∫
K√a0R
∣∣∇(u − k)+∣∣2 
(
ω
2s
)2 2N+3
R2
(
1
ν0
+ 1
)∣∣∣∣Q
(
ν0
2
R2,
√
a0R
)∣∣∣∣
 2
N+4
ν0R2
(
ω
2s
)2∣∣∣∣Q
(
ν0
2
R2,
√
a0R
)∣∣∣∣.
Now we consider the levels l = μ+ − ω2s+1 > k = μ+ − ω2s , s = s1, . . . , s2 − 1, and define, for
t ∈ (− ν02 R2,0),
As(t) ≡
{
x ∈ K√a0R: u(x, t) > μ+ −
ω
2s
}
and
As ≡
0∫
− ν02 R2
∣∣As(t)∣∣dt.
Using Lemma 2.2 and Remarks 2.2 and 2.3 of [4, p. 5] applied to the function u(·, t) for all times
t ∈ (− ν02 R2,0), we get(
ω
2s+1
)∣∣As+1(t)∣∣C(N) (
√
a0R)N+1
|K√a0R \ As(t)|
∫
[k<u<l]
|∇u|.
Since μ+ − ω2s  μ+ − ω2s1 , for s  s1,
∣∣As(t)∣∣ ∣∣As1(t)∣∣<
(
1 −
(
ν0
2
)2)
|K√a0R|, ∀t ∈
(
−ν0
2
R2,0
)
,
by virtue of (3.7). Then, for all t ∈ (− ν02 R2,0),(
ω
2s+1
)∣∣As+1(t)∣∣ C(N)
ν02
√
a0R
∫
[k<u<l]
|∇u|
and finally, integrating in time over (− ν02 R2,0) and using Hölder’s inequality, we arrive at
(
ω
2s+1
)
As+1 
C(N)
ν20
√
a0R
0∫
− ν02 R2
∫
[k<u<l]
|∇u|
 C(N)
ν20
√
a0R
( ∫ ∫
Q(
ν0 R2,
√
a R)
∣∣∇(u − k)+∣∣2
) 1
2 |As \As+1| 12 .
2 0
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A2s+1 
C(M,N,γ−)
ω
5(N+2)(1−γ−)
2 −γ−
∣∣∣∣Q
(
ν0
2
R2,
√
a0R
)∣∣∣∣|As \As+1|,
and we then add these inequalities for s = s1, . . . , s2 − 1.
Since μ+ − ω2s+1  μ+ − ω2s2 , the quantities As+1 As2 and therefore
s2−1∑
s=s1
A2s+1  (s2 − s1)A2s2 .
Note also that
∑s2−1
s=s1 |As \As+1| |Q(ν02 R2,
√
a0R)|. Collecting results, we arrive at
A2s2 
C(M,N,γ−)
ω
5(N+2)(1−γ−)
2 −γ−(s2 − s1)
∣∣∣∣Q
(
ν0
2
R2,
√
a0R
)∣∣∣∣
2
and the proof is complete if we choose s1 < s2 ∈ N sufficiently large so that
C(M,N,γ+)
ω
5(N+2)(1−γ−)
2 −γ−(s2 − s1)
 ν2. 
Lemma 4. The number ν ∈ (0,1) can be chosen (and consequently, so can s2) such that
u(x, t) μ+ − ω
2s2+1
, a.e. (x, t) ∈ Q
(
ν0
2
(
R
2
)2
,
√
a0
R
2
)
.
Proof. Define two sequences of positive real numbers
Rn = R2 +
R
2n+1
, kn = μ+ − ω2s2+1 −
ω
2s2+1+n
, n = 0,1,2, . . . ,
and construct the family of nested and shrinking cylinders
Qn = Q
(
ν0
2
R2n,
√
a0Rn
)
.
Consider the function uω = min{u,μ+ − ω2s2+1 } and, in the weak formulation (2.2), take
φ = (uω − kn)+ξ2n , where 0 ξn  1 are smooth cutoff functions defined in Qn and verifying⎧⎪⎨
⎪⎩
ξn ≡ 1 in Qn+1, ξn ≡ 0 on ∂pQn,
|∇ξn| 2
n+2
√
a0R
, |ξn| 2
2(n+2)
a0R2
, 0 < ∂tξn 
22(n+2)
ν0
2 R
2 .
Once again performing formal calculation, we get for t ∈ (− ν0 R2,0)2 n
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t∫
− ν02 R2n
∫
K√a0Rn
∂tu
(
(uω − kn)+ξ2n
)
+
t∫
− ν02 R2n
∫
K√a0Rn
uγ (x,t)∇u · ∇((uω − kn)+ξ2n )
= 0.
Reasoning as in the proof of Proposition 2 we obtain
I1 
1
2
∫
K√a0Rn×{t}
(uω − kn)2+ξ2n
− 3
(
ω
2s2+1
)2 22(n+2)
ν0
2 R
2
t∫
− ν02 R2n
∫
K√a0Rn
χ[uω>kn],
I2 
1
2
t∫
− ν02 R2n
∫
K√a0Rn
∣∣∇(uω − kn)+∣∣2ξ2n
− C(M)
ω1−2γ−
(
ω
2s2+1
)2 22(n+2)
R2
t∫
− ν02 R2n
∫
K√a0Rn
χ[uω>kn],
using Cauchy’s inequality and the fact that when
kn < u = uω < μ+ − ω2s2+1 < 1,
ω
4
<
ω
2
= μ+ − ω
2
< μ+ − ω
2s1
< μ+ − ω
2s2
< kn < uω  1
(since 1 < s1 < s2) and then
1 uγ (x,t)ω  a0,
and when u μ+ − ω2s2+1 > ω2 > ω4 ,
uω = μ+ − ω2s2+1  kn,
u∫
μ+− ω
s +1
sγ ds  a0
ω
2s2+1
2 2
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u∫
μ+− ω
2s2+1
sγ (− ln s) ds  a0
2s2
.
Finally we obtain the energy estimates
sup
− ν02 R2n<t<0
∫
K√a0Rn×{t}
(uω − kn)2+ξ2n +
∫ ∫
Qn
∣∣∇(uω − kn)+∣∣2ξ2n

(
ω
2s2+1
)2 22(n+2)
R2
{
6
ν0
2
+ C(M)
ω1−2γ−
}∫ ∫
Qn
χ[uωkn].
Introducing the change of variables
y = x√
a0
, z = tν0
2
and defining the new functions
u¯ω(y, z) = uω
(√
a0y,
ν0
2
z
)
, ξ¯n(y, z) = ξn
(√
a0y,
ν0
2
z
)
,
the previous estimates imply
∥∥(u¯ω − kn)+∥∥2V 2(Q(R2n+1,Rn+1))  C(M,N,γ
−)
ω
(1−γ−)(N+2)
2 −γ−
(
ω
2s2+1
)2 22(n+2)
R2
An,
where An is defined as
An ≡
0∫
−R2n
∫
KRn
χ[u¯ωkn].
Making use of Corollary 3.1 of [4, p. 9], we obtain
An+1 
C(M,N,γ−)
ω
(1−γ−)(N+2)
2 −γ−
24n
R2
A
1+ 2
N+2
n .
Defining Yn ≡ An|Q(R2n,Rn)| , we get the algebraic inequality
Yn+1 
C(M,N,γ−)
(1−γ−)(N+2)−γ−
24nY
1+ 2
N+2
n .ω 2
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of [4, p. 12], the result is proved if we can assure that
Y0  C(M,N,γ−)−
N+2
2 ω(
(1−γ−)(N+2)
2 −γ−) N+22 2−(N+2)2
= C(M,N,γ−)ω( (1−γ
−)(N+2)
2 −γ−) N+22 ≡ ν.
For this value of ν, by Lemma 3, there exists s1 < s2 ∈ N such that
|(y, z) ∈ Q(R2,R): u¯(y, z) > μ+ − ω2s2 |
|Q(R2,R)|  ν,
which implies Y0  ν. Then we can conclude that Yn → 0 when n → ∞, and the result fol-
lows. 
Proposition 3. There exist positive numbers ν0, σ1 ∈ (0,1), depending on the data and on ω,
such that, if (2.7) holds true then
ess osc
Q(
ν0
2 (
R
2 )
2,
√
a0
R
2 )
u σ1ω. (3.8)
Proof. The proof is trivial and similar to the proof of Corollary 1. We have σ1 = 1 − 12s2+1 . 
Now we are able to prove Proposition 1. Recalling the conclusions of Corollary 1 and Propo-
sition 3, we take
σ = max{σ0, σ1} = σ1,
since σ0 = 1 − 14 < 1 − 12s2+1 = σ1, because s2 > 1. As ν0 ∈ (0,1)
Q
(
ν0
2
(
R
2
)2
,
√
a0
R
2
)
⊂ Q
((
R
2
)2
,
√
a0
R
2
)
and the result follows.
4. The general case
Here we briefly comment on how to treat the finite case p > max{2,N}, with
M = ‖γ ‖L∞(0,T ;W 1,p(Ω)).
Note that, only in the proofs of Proposition 2 and Lemma 4, the regularity of γ plays a specific
role. So, as the proofs are similar, we shall only present the modifications with respect to the proof
of Proposition 2.
Since, for finite p, |∇γ | is no longer bounded, the integral
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(
ω
2n+2
) t∫
−R2n
∫
K√a0Rn
( ω4∫
u
(− ln s)sγ ds
)
|∇γ |2ξnχ[u ω4 ]
−
(
ω
4
)
a0
(γ− + 1)2
t∫
−R2n
∫
K√a0Rn
|∇γ |2ξnχ[uω<kn]
= I ∗
cannot be estimated as in the particular case p = ∞.
Therefore, we use Hölder’s inequality with q = p2 , to obtain
I ∗ −
(
ω
4
)
a0
(γ− + 1)2 M
2
t∫
−R2n
( ∫
K√a0Rn
χ[uω<kn]
)1− 2
p
,
and then we deduce the energy estimates
sup
−R2n<t<0
∫
K√a0Rn×{t}
(uω − kn)2−ξ2n +
∫ ∫
Qn
∣∣∇(uω − kn)−∣∣2ξ2n
 C(γ
−)
ω
(
ω
4
)2 22(n+2)
R2
∫ ∫
Qn
χ[uωkn]
+ C(M,γ
−)
ω1−γ−
(
ω
4
)2 0∫
−R2n
( ∫
K√a0Rn
χ[uωkn]
)1− 2
p
.
Considering the change of variable y = x√
a0
, defining the new functions
u¯ω(y, t) := uω(√a0y, t), ξ¯n(x, t) := ξn(√a0y, t)
and recalling that ω 1 and γ− < 0, the previous estimates now read
∥∥(u¯ω − kn)−∥∥2V 2(Q(R2n+1,Rn+1))  C(γ
−)
ω
(
ω
4
)2 22(n+2)
R2
An
+ C(M,γ
−)
ω1−γ−
(
ω
4
)2 0∫
2
∣∣An(t)∣∣1− 2p , (4.1)
−Rn
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An :=
0∫
−R2n
∣∣An(t)∣∣dt, for An(t) := {y ∈ KRn : u¯ω(·, t) < kn}.
Using Corollary 3.1 of [4, p. 9], we get
(
ω
4
)2 1
22(n+1)
An+1 = (kn − kn+1)2An+1

∫ ∫
Q(R2n+1,Rn+1)
(u¯ω − kn)2−
 C(N)A
2
N+2
n
∥∥(u¯ω − kn)−∥∥2V 2(Q(R2n+1,Rn+1)) (4.2)
and then from (4.1) and (4.2) we deduce
An+1 
C(N,γ−)
ω
24n
R2
A
1+ 2
N+2
n
+ C(M,N,γ
−)
ω1−γ−
22nA
2
N+2
n
0∫
−R2n
∣∣An(t)∣∣1− 2p . (4.3)
The last term of (4.3) arises from the estimation of the lower order term related to the integral
in which appears ∇γ . In order to obtain algebraic inequalities that takes into account the contri-
bution of the lower order term and using the same notation as in [4, pp. 16, 17, 24], consider the
parameters q, r, κ such that⎧⎪⎪⎨
⎪⎪⎩
r
q
= 1 − 2
p
,
2(1 + κ)
r
= 1,
⇒
⎧⎨
⎩
r = 2(1 + κ),
q = 2p(1 + κ)
p − 2 .
For these values of q, r we get
rˆ = ∞, qˆ = p
2
and κ1 = p −N
p
.
Then, κ = 2
N
κ1 = 2(p−N)Np .
Defining
Yn := An|Q(R2n,Rn)|
and Zn := 1|KRn |
( 0∫
2
∣∣An(t)∣∣1− 2p
) 1
1+κ
,−Rn
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|Q(R2n,Rn)|1+
2
N+2
|Q(R2n+1,Rn+1)|
 2N+4R2
and
|Q(R2n,Rn)|
2
N+2 |KRn |1+κ
|Q(R2n+1,Rn+1)|
 23N+4RNκ,
we arrive at the algebraic inequalities
Yn+1 
C(M,N,γ−)
ω1−γ−
24n
{
Y
1+ 2
N+2
n +Z1+κn Y
2
N+2
n
}
.
Now we derive some recursive inequalities for Zn: on the one hand, by Proposition 3.3 of
[4, p. 10]
∥∥(u¯ω − kn)−∥∥2q,r;Q(R2n+1,Rn+1) =
( 0∫
−R2n+1
( ∫
KRn+1
(u¯ω − kn)q−
) r
q
) 2
r
 C(N)
∥∥(u¯ω − kn)−∥∥2V 2(Q(R2n+1,Rn+1));
on the other hand
∥∥(u¯ω − kn)−∥∥2q,r;Q(R2n+1,Rn+1)  (kn − kn+1)2
( 0∫
−R2n+1
∣∣An+1(t)∣∣1− 2p
) 1
1+κ
=
(
ω
4
)2 1
22(n+1)
Zn+1|KRn+1 |,
recalling parameters q, r, κ and the definition of Zn. Therefore,
Zn+1 
C(N,M,γ−)
ω1−γ−
24n
{
Yn +Z1+κn
}
,
because
|Q(R2n,Rn)|
|KRn+1 |
 2NR2 and |KRn |
1+κ
|KRn+1 |
 23NRNκ.
If we can assure that
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(
2C
(
M,N,γ−
))− 1+κ
σ 2−
4(1+κ)
σ2 ω(1−γ−)
1+κ
σ , σ = min
{
2
N + 2 , κ
}
,
then, by Lemma 4.2 of [4, p. 12], Yn and Zn → 0 when n → ∞.
If we take
ν0 =
(
2C
(
M,N,γ+
))− 1+κ
σ 2−
4(1+κ)
σ2 ω(1+γ+)
1+κ
σ , (4.4)
we get what we wanted, and then Yn,Zn → 0 when n → ∞. Since Rn ↘ R2 , kn ↘ ω4 and Yn → 0
when n → ∞ implies An → 0 when n → ∞,∣∣∣∣(y, t) ∈ Q
((
R
2
)2
,
R
2
)
: u¯ω(y, t) <
ω
4
∣∣∣∣= 0,
which completes the proof.
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