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Digital T HE study on auto-driving cars is a rapidly growing research area. Many companies across the world, such as Google and Tesla, are investing millions of dollars in the development of self-driving autonomous cars. Compared with traditional cars controlled completely by the human driver and the cars with passive shared-controller (e.g. anti-skid brake system (ABS)), self-driving cars have the following advantages: the number of car accidents could be reduced drastically and thousands of lives saved; traffic congestions can be significantly reduced and energy efficiency can be greatly improved; people can spend their commuting time on other more valuable things; it is more convenient for the elderly, the children and the disabled to use cars.
To achieve autonomous driving along a pre-defined trajectory, such as a route planned by Google Map from the house where you live to the place where you work, the control problems for the longitudinal and lateral dynamics of the vehicle have to be studied and solved. Even though the longitudinal dynamics and the lateral dynamics of the vehicle are coupled, it is common to assume that the two are decoupled whenever the road curvature is small [1] . The paper [2] has investigated the control of vehicle longitudinal dynamics, while this paper focuses on the control of the lateral dynamics.
The lateral dynamics of vehicles has been discussed in [3] , in which the kinematic and the dynamic models for lateral vehicle motion have been studied. Many control schemes have been established to control the lateral dynamics. The papers [4] and [5] have proposed control laws based on Proportional-IntegralDerivative (PID) control, while the paper [6] has developed a lateral controller based on fuzzy control. Other control technologies have also been used, such as H ∞ control [7] , [8] , Linear Quadratic Regulator (LQR) [9] and sliding mode control [10] [11] [12] . In addition, the paper [13] has presented a feedback controller to control the lateral dynamics of rear-wheel drive cars subject to state constraints. However, these control methods are developed based on the linearized model of the lateral dynamics, while this paper studies the control problem for the nonlinear lateral dynamics. Model Predictive Control (MPC) is another method used in the trajectory tracking of autonomous cars, for example [14] [15] [16] . The computation time of nonlinear MPC is the main disadvantage of such an approach: this paper proposes an analytical solution to the lateral control problem which does not cause any computation burdens. Finally, the papers [17] , [18] have studied the lateral control of independently actuated four-wheeled vehicles. Comparisons of different lateral controllers can be found in [19] , [20] .
The main contributions of the paper are stated as follows. The paper studies the asymptotic stabilization problem for a class of nonlinear systems and exploits the solution to solve the lateral control problem. A Lyapunov-like analysis is used to prove the stability of the closed-loop system. This paper is organized as follows. Section II describes the model we study in the paper and formulates the lateral control problem for autonomous vehicles. Some preliminary theorems which are essential to design the lateral controller are presented and proved in Section III, while the solution to the lateral control problem is given in Section IV, in which formal properties of the closed-loop system are presented. Section V studies three examples and shows how the controller works in different cases. By comparing the simulation results with typical driver performances we demonstrate the effectiveness of the established controller. Finally, conclusions and suggestions for future work are given in Section VI.
II. SYSTEM MODELING AND PROBLEM STATEMENT

Assumption 1:
We assume that the longitudinal speed is constant, i.e. v x is a constant, and strictly positive.
Based on the well-known Newton's Second Law for motion along the lateral axis we have
where a y denotes the lateral acceleration of the car, F f and F r represent the lateral tyre forces of the front and rear wheels, respectively. The lateral acceleration is caused by the motion along the lateral axis (i.e. the y-axis) and the centripetal acceleration v xψ , where v x andψ are the longitudinal speed of the car and the yaw rate, respectively. Hence, the lateral translational motion can be described as
where m is the mass of the car. In addition, the moment balance about the vertical axis yields the equation for the yaw dynamics
where I z denotes the moment of inertia of the car about the yaw-axis, and l f and l r represent the distances of the front tyre and the rear tyre to the vehicle mass center, respectively. The side-slip angles for the front and the rear wheels of the car, α f and α r , are defined in Fig. 1 , where v denotes the velocity of the vehicle, i.e. v is the combination of the longitudinal speed v x and the lateral speed v y , and δ is the steering angle. In addition, θ f and θ r represent the angles between the velocity vector v and the longitudinal speed direction, respectively, and can be calculated as
As detailed in [3] , the lateral tyre forces are proportional to the side-slip angle if the angles are small. Therefore, the lateral forces are calculated as
where C f and C r are the front and rear tyre cornering stiffness, respectively. We define a new variable β as
which describes the ratio between the lateral velocity and the longitudinal velocity. Using the new variable β and substituting (3) and (4) into (1) and (2), the lateral dynamics of the vehicle can be rewritten aṡ
where the steering angle δ is the "input" signal. Note that the steering angle cannot be controlled directly in a car. Instead, it is controlled by the steering torque. The dynamics of the steering system is given by
where δ d = δR s , R s is the reduction ratio of the steering system, and J s and B u represent the moment of inertia and the damping coefficient of the steering system, respectively. T c is the control input, while T s is the self-aligning moment and is calculated as In trajectory tracking (lane keeping) cases, two additional variables are used to describe the relationship between the vehicle and the reference trajectory (central line of the lane). They are the lateral deviation y L and the heading error ψ L . Their dynamics can be described bẏ
where ρ denotes the curvature of the reference trajectory (lane curvature). Note that the graphical definitions of the variables are illustrated in Fig. 2 .
Definition 1: The signal ρ(t) is said to be "feasible" if and only if there exist functions β(t),ψ(t), δ(t),δ(t), y L (t), ψ L (t)
and T c (t) such that (5)-(6)- (7)- (8) hold for all t ≥ 0.
Suppose ρ(t) is feasible and v x is a given positive constant. Then the references for the variables
where
The control problem for the lateral motion can then be formulated as follows.
Given the system (5)- (6)- (7)- (8) and the time history of the feasible road curvature ρ(t), find (if possible) a feedback controller T c (t) such that the closed-loop system has the following properties.
P1) The control effort is bounded, i.e. ∃ B > 0 such that |T c (t)| ≤ B for all t ≥ 0. P2) The system state converges to its reference value, i.e.
where β r ,ψ r , δ r , y L r and ψ L r are feasible reference signals. P3) lim t→∞ T c (t) − T c r (t) = 0, where T c r is defined in (9).
III. PRELIMINARY THEOREMS
This section provides two basic results used to design the controller for the under-actuated nonlinear system (5).
Theorem 1: Consider a two dimensional system, the dynamics of which can be described bẏ
where s 1 and s 2 are the states of the system, u is the control input, and p 1 : R → R and p 2 : R 2 → R denote two nonlinear mappings. Assume that A1) g = 0; A2) q 11 < 0; A3) The function
is continuous at s 2 = 0. Then there exists a state-feedback controller u(s 1 , s 2 ) such that the zero equilibrium of the closed-loop-system is globally asymptotically stable. One such a choice is given by
for any k > 0. Proof: Consider the Lyapunov function
Its time derivative along the trajectories of the closed-loop system isL
Substituting (11) into the above equation yieldṡ
. By A2) and the fact that k > 0 we conclude thaṫ
Therefore, the claim holds.
Theorem 2: Consider a system with two degrees-offreedom, the dynamics of which is described bẏ
with s 1 (t) ∈ R, s 2 (t) ∈ R and u(t) ∈ R. a 11 , a 12 , a 21 
for any k > 0. Proof:
and note thaṫ
We now exploit Theorem 1, for which we need to check if A1) to A3) hold. To this end, note that
Therefore, q 11 < 0, i.e. A2) in Theorem 1 holds. Moreover, A1) and A3) are direct consequences of H2) and H1), respectively. According to Theorem 1, the state-feedback control law
with k > 0, globally asymptotically stabilizes the zero equilibrium of system (12) .
Rewriting (14) 
with k > 0, that is the control law (13).
IV. LATERAL CONTROL DESIGN FOR AUTONOMOUS VEHICLES
To design the lateral controller we regard the overall system as an inter connected system as depicted in Fig. 3 . It is clear that the open-loop system contains three components, i.e. the 'Lateral Dynamics of the Vehicle', the 'Lane Keeping Dynamics' and the 'Steering System' together with the 'Self-Aligning Moment', of which the core subsystem is the "Lateral Dynamics of the Vehicle". This section gives a solution to the control problem stated in Section II.
A. Control Design for the Lateral Dynamics of the Vehicle
Consider the subsystem named as 'Lateral Dynamics of the Vehicle' in Fig. 3 . This subsection studies how to design a controller for the nonlinear system (5) based on the preliminary results presented in Section III.
Define the variables x 1 and x 2 as
With the new variables the system (5) can then be rewritten aṡ
Regarding (δ − arctan x 1 ) as an auxiliary input signalδ, the system (16) can be rewritten in the form studied in Theorem 2 asẋ
where is continuous at x = 0, indicating that H1) of Theorem 2 holds.
According to Theorem 2, there exists a state-feedback controllerδ(x 1 , x 2 ) such that the zero equilibrium of the closedloop system is globally asymptotically stable. One choice of δ(x 1 , x 2 ) is given bỹ
where a 11 , a 12 , a 21 , a 22 , b 1 , b 2 , f 1 (x 2 ) and f 2 (x 2 ) are defined in (17) and k 1 > 0. Lemma 1: Consider the system (5) with the feedback controller δ =δ + arctan x 1 , whereδ is given by (18) and x 1 and x 2 are defined in (15) . The origin is a globally asymptotically stable equilibrium.
Proof: It is a direct consequence of Theorem 2.
B. Control Design for the Overall System
In this subsection we provide a control design for the overall system (5)- (6)- (7)- (8) in the case in which ρ(t) = 0 for all t ≥ 0. In such a case (β, ψ, δ, y L , ψ L ) = (0, 0, 0, 0, 0) is an equilibrium of the system (5)- (6)- (7)- (8), hence we define the reference trajectory as
Definition 2: Let φ(x) : R → R be defined as
Fig. 4 illustrates the graph of the function φ(x). Note that φ(x) is twice differentiable.
On the basis of the control design for feedforward systems proposed in [21] , we can derive the following result. 
whereδ and x 1 are defined in (18) and (15), respectively, is globally asymptotically stable. Proof: In the case ρ = 0, the lane keeping dynamics described by (8) are functions of the variables β andψ. Based on the relationship between the variables (x 1 , x 2 ) and the variables (β,ψ) given in (15) , the system (8) can be rewritten aṡ
The linear approximation of the system (16) at the zero equilibrium point can be written aṡ Since the zero equilibrium of the system (16) with the control law (18) is globally asymptotically stable, the zero equilibrium of the closed-loop system (16)- (19)- (20) is globally asymptotically stable by applying Proposition 1 in [21] twice, hence the claim.
Note that the signal δ * calculated in (19) is smooth and twice differentiable.
Finally, based on the back-stepping technique in [22] , we obtain a control law for the overall system. Theorem 3: Let ρ(t) = 0. Consider the system (5)- (6)- (7)- (8) with the controller
where δ * is calculated in (19) . Then the zero equilibrium of the closed-loop system is globally asymptotically stable.
Proof: The overall system can be written aṡ (21) is globally asymptotically stabilizes the zero equilibrium of the system (5)- (6)- (7)- (8), hence the claim.
C. State-Feedback Tracking Control Design for the Overall System
This subsection discusses the lateral control design for the overall system (5)- (6)- (7)- (8) and the error signals x 1e and x 2e as
Based on (17) it is easy to derivė
where a 11 , a 12 , a 21 , a 22 , b 1 , b 2 , f 1 (x 2 ) and f 2 (x 2 ) have the same definitions as those in (17) . Moreover,
Assumption 3: Assume that x 2 (t)x 2r (t) > −1 for all t ≥ 0. Note that the above assumption holds in typical driving scenarios since the magnitudes of x 2 and x 2r are small. Assumption 3 indicates that
.
Hence, the system (22) satisfies all the hypothesis (i.e. H1 and H2) of Theorem 2. Theorem 4: Consider the system (5)- (6)- (7)- (8) 
δ e = δ − δ r , β e = β − β r ,ψ e =ψ −ψ r ,
) and h 2 (x 2e ) are defined in (23) and k i for all i ∈ {1, 2, 3} are positive constants. Suppose that the reference trajectory (β r ,ψ r , δ r , y L r , ψ L r ) is given and the road curvature ρ(t) is feasible. In addition, we assume that Assumptions 1 to 3 hold. Then there exists κ *
the closed-loop system (5)- (6)- (7)- (8)- (24) has the following properties.
i) The tracking error converges to zero, i.e.
ii) The control input is bounded, i.e. there exists a positive T such that |T c (t)| < T for all t ≥ 0. Proof: According to the previous analysis, the system (22) meets all the hypothesis (i.e. H1 and H2) stated in Theorem 2. Similarly to the proof given in Section IV-B, Property i) holds due to Theorem 2, Proposition 1 stated in [21] and the backstepping method detailed in [22] .
Property ii) is a direct consequence of the definition of T c given in (24).
Remark 1: Even though the controller is designed for lane keeping cases, it can also be used to change lanes. In lane changing cases a path planner in the outer loop has to generate a feasible reference trajectory which is then tracked by the car with the established lateral controller (24). Note that the path planning algorithm is not studied in the paper.
V. SIMULATION RESULTS AND ANALYSIS
This section discusses three case studies: uniform circular motion, tortuous path tracking and spiral tracking, to demonstrate the effectiveness of the developed control law. The cases are simulated by MATLAB SIMULINK and the results show that the established feedback controller is fast and effective in tracking reference trajectories with time-varying curvature. Note that in all the three cases we assume that the car is driven at a constant forward speed v x = 10 m/s. In addition, the parameter values for the car in all the simulations are given in Table I .
A. Driver Model
To compare the performance of the feedback controller established in the paper with that of typical drivers we use the simplified two-level driver model developed in [23] . The model In addition, the preview distance is defined as
where T p is the driver's preview time. Therefore, the visual near angle θ near is calculated as
where y L represent the lateral deviation, i.e. one of the states in the system (8) .
The block diagram of the driver model is depicted in Fig. 6 , where T l and T i denote the lead and lag time constants of the transfer function representing the compensatory steering con- (5)- (6)- (7)- (8) with the feedback controller (24) and with a typical human driver.
trol of the driver, respectively, while T n represent the constant neuromuscular lag time of the driver. Furthermore, K a and K c describe the anticipatory control of the driver and the proportional gain of the driver with respect to the visual near angular error, respectively. The parameter values of the driver model representing typical drivers are given in Table II , from [23] .
In the following case studies we provide a comparison of simulation results between the performances of the closed-loop system with the state-feedback controller and with the typical driver.
B. Uniform Circular Motion
In this case study we assume that the curvature of the trajectory is constant, i.e. ρ(t) = 0.02 for all t ≥ 0. In other words, the reference motion of the car is a uniform circular motion. Note that in the case study we assume that the reference trajectory changes suddenly from a straight line to a circle with radius equal to 50 m. This is different from the case in which the reference path is a straight line connected smoothly with a circle, because the human driver would start turning the steering wheel before entering the circular lane.
Simulation results are displayed in Fig. 7 , in which the performance of the feedback controller and the modeled human driver are represented by the blue, solid line and the red, dashed line, respectively. Since all the four key variables related to the lateral dynamics of the vehicle converge to their steady-state (5)- (6)- (7)- (8) with the controller (24) and with a typical human driver.
values, i.e. reference values, it is obvious that both the feedback controller (24) and the human driver are able to control the system (5)- (6)- (7)- (8) . In addition, the car with either of the controllers is able to track the reference path exactly when the curvature of the path is constant. However, by comparing the simulation results for the variable y L , it is clear that the response of the closed-loop system with the given feedback controller is much faster than that with the human driver. With the feedback controller (24) the lateral deviation is almost zero within 4 s, while the settling time for the closed-loop system with the human driver is about 20 s. In addition, the maximum lateral deviation is reduced from 3.2 m to 0.3 m by using the feedback controller.
C. Tortuous Path Tracking
In this case study the reference trajectory is a winding and tortuous path, with the curvature of the reference path defined as
Simulation results are displayed in Fig. 8 . Unlike the previous case study, the car with the human driver is unable to track the given reference trajectory. In the case study, we assume that the initial lateral deviation and the initial yaw error are 4 m and 0.4 rad, respectively. With the feedback controller, the closed-loop system is able to settle down within 4 s, while with the human driver, the lateral deviation is nonzero even after 70 s. This demonstrates that the feedback controller (24) is much more effective when the curvature of the reference trajectory is not constant. Even though the differences between the time histories of the variables ψ L ,ψ and β for two closed-loop systems are small, the differences between the time histories of y L are (5)- (6)- (7)- (8) with the controller (24) and with a typical human driver.
significant because in this case the dynamics of y L is described byẏ
If we increase the constant longitudinal speed v x , then the time histories of the variable y L for two closed-loop systems would have even larger differences.
D. Spiral Tracking
This case studies the performance of the system (5)- (6)- (7)- (8) when the curvature of the reference track is defined as ρ(t) = 0.001t, ∀ 0 ≤ t ≤ 40.
In other words, the reference path is a spiral the radius of which reduces continuously and uniformly from +∞ to 25 m. We assume that the initial lateral deviation and yaw error are 4 m and 0.4 rad, respectively. Fig. 9 shows the simulation results for this case.
By comparing the settling time for all the three cases, we find out that the settling time for the closed-loop system with the feedback controller is less than 4 s no matter what the reference is. In other words, the lateral deviation converges to zero regardless of the variation of the variable ρ, which is consistent with Theorem 4.
VI. CONCLUSIONS
We have solved the asymptotic stabilization problem for a class of nonlinear systems. The solution, together with backstepping and feed-forward ideas, can be used to develop a lateral controller for autonomous vehicles. We have proved that with the established controller the vehicle is able to track any "feasible" references at a constant speed and the lateral deviation converges to zero within a short period. Even though the control design is based on the lane-keeping case, it can also be applied to lane-changing and other cases by using proper path planning methods to generate a "feasible" reference trajectory that the car follows. In the future, we will devote our efforts to the robust control design of the lateral dynamics of the vehicle in the presence of disturbances and uncertainties. We also aim to implement the controller in a high-fidelity model using CarSim.
