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Введение 
Системы управления технических тренажеров сложны и многомерны. Благодаря 
тому, что упрощение моделей тренажерных систем может облегчить нагрузки имита-
ции и регулирования без нарушения точности и устойчивости управляющих систем, 
оно стало важным научным направлением в области автоматического управления. 
При построении тренажерных комплексов решается задача адаптации математи-
ческих моделей динамических объектов, процессов, происходящих в системах 
управления для решения в реальном времени. Один из путей достижения требуемого 
результата это исключение слабо влияющих компонентов уравнений без различи-
мых потерь в поведении объектов. 
В настоящее время существуют разные методы для упрощения моделей, но одни 
из них не в состоянии обеспечивать устойчивость систем при заданной точности, 
другие не могут применяться в многомерных системах. 
Основная мысль работы автора заключается в том, что на основании веществен-
ного разложения Шура (Schur) [1] упрощены с использованием аппроксимации пе-
редаточной функции математические модели для линейных и многомерных систем с 
асимптотической устойчивостью [2], полной управляемостью и наблюдаемостью [3]. 
Сначала преобразовываем матрицу исходной системы в блочно-диагональную по-
средством линейного оператора при помощи вещественного разложения Шура, и 
разделяем исходную систему на две независимых части. Затем отбрасываем слабые 
состояния системы, мало воздействующие на регулируемые величины. Наконец, 
чтобы получить равные первоначальные значения и приближенные установившиеся 
значения для упрощенной модели по сравнению с моделью исходной системы, не-
обходимо ввести аппроксимацию передаточной функции. Такого типа упрощение 
проводится в результате сохранения главных полюсов исходных систем. 
1. Метод упрощения математических моделей систем 
1.1. Алгоритмы и погрешность упрощения 
Передаточная функция практической системы помимо устойчивых полюсов 
часто содержит звенья интегрирующего типа (т. е. 0=s ). Для линейных стацио-
нарных и многомерных систем со звеном интегрирующего типа необходимо со-
хранять все полюсы, чтобы упрощенная система как можно ближе была к исходной 
системе. Поскольку Грамианы (Grammian) управляемости и наблюдаемости [2] для 
такой системы не существуют, далее рассмотрим системы двух типов, встречаю-
щиеся на практике. 
1.1.1. Система без звеньев интегрирующего типа. Рассматриваем линейную ста-
ционарную систему, асимптотически устойчивую, полностью управляемую и полно-
стью наблюдаемую 
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  (1) 
где 111 ,, ××× ∈∈∈ pmn RYRURX  – векторы фазовых координат, управляющих и регу-
лируемых величин, nnRA ×∈ , mnRB ×∈ , npRC ×∈  – матрицы постоянных коэффици-
ентов. 
Обозначаем собственные значения матрицы A , расположенные в убывающем 
порядке по вещественным частям, в виде nλλλ ,...,, 21  и { } { }1ReRe +λ>>λ kk , где 
nk < . 
Вещественный вариант теоремы разложения Шура описывается следующим об-
разом: для любой матрицы nnRA ×∈  существует вещественная ортогональная матри-































где для каждого i  матрица iA ),...,2,1( ki =  имеет размер 11×  или 22× , отвечая со-
ответственно вещественному собственному значению или невещественной паре 
комплексно-сопряженных собственных значений матрицы A . Блоки iA  можно рас-














SAUU T  
где kkRA ×∈11 , 
)()(
22
knknRA −×−∈ , kiAA ii ,...,2,1),()( 11 =λ=λ , 
nnT RUU ×− ∈= 1 , а 
)(),( 11 AA λλ  – собственные значения матриц 11A  и A . 
Проведем преобразование подобия для матрицы S , чтобы перевести ее в блоч-
ную диагональную ( )2211, AAdiag . При этом введем трансформирующую матрицу 
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необходимо решить уравнение Сильвестра (Sylvester) [4]: 
 .0~~ 221211 =−+ AXAXA  













:2 , (2) 
где UVT = , nnt RATTA
×− ∈= 1 , mnt RBTB
×− ∈= 1 , npt RCTC
×∈= , 1×∈ nRZ , ttt CBA ,,  – 





































Z , (3) 
где kkRA ×∈11 , 
)()(
22
knknRA −×−∈ , mkRB ×∈1 , 
mknRB ×−∈ )(2 , 
kpRC ×∈1 , 
)(
2
knpRC −×∈ , 
1
1
×∈ kRZ . 
В связи с тем, что свойства управляемости и наблюдаемости не зависят от выбо-
ра системы координат [3], система 2S  асимптотически устойчива, полностью управ-
ляема и наблюдаема. 
Обозначаем 
 ttntn BAsICBAsICsG
11 )()()( −− −=−= , 
 G s C sI A Bk1 1 11
1
1( ) ( )= −
− , 
 G s C sI A Bn k2 2 22
1
2( ) ( )= −−
− . 
Итак, имеем вид: 
 )()()( 21 sGsGsG += , 
т. е. исходная система 1S  разделена на две независимые подсистемы ( )(1 sG  и )(2 sG ) 















где 1€ ×∈ pRY  и требование YY ≈€ . 
Если дано определение Ганкелевых (Hankel) сингулярных чисел для моделей 2S  
и )(sG  как 
 [ ] { } niQPsG tti ,...,2,1,)()( 2/1 =λ=σ , 
и условно )()( 1 ⋅σ≥⋅σ +ii , где tt QP ,  – Грамианы управляемости и наблюдаемости сис-
темы 2S , то верхняя граница погрешности данного алгоритма определена [5] в виде: 
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1.1.2. Система со звеньями интегрирующего типа. Рассматриваем систему 1S  
(1) в предположении, что матрица A  имеет m  нулевых собственных значений 
)1( nm <≤  и )( mn −  собственных значений с отрицательными вещественными час-
тями. Идея упрощения системы со звеньями интегрирующего типа такая: сначала 
разделим исходную систему на две независимые подсистемы { }000 ,, CBA  и 
{ }111 ,, CBA , где 0A  – нулевая матрица; 1A  – матрица, вещественные части всех собст-
венных значений для которой являются отрицательными; затем применим указан-
ный выше метод упрощения к подсистеме { }111 ,, CBA  и получим упрощенную под-
систему { }rrr CBA ,, ; окончательная упрощенная система будет иметь вид:  
{ }rrr CBA ,,  + { }000 ,, CBA . 
1. Разделим исходную систему на две подсистемы путем Сингулярного разложе-
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Если 02 =A , то берем ns IP =  и обозначаем sf VPT = . 


































== − , 
где ( )0 1 00 , ,
n m m m m
mA B R B R
− × ×= ∈ ∈ , ( )1 0,
p n m p mC R C R× − ×∈ ∈ ; 
2. Упростим систему { }111 ,, CBA  посредством разложения Шура. 
Если обозначаем Ганкелевы сингулярные числа системы { }111 ,, CBA  знаками iσ  
),...,2,1( mni −=  и удовлетворено условие 
 0121 >σ≥≥σ>σ≥≥σ≥σ −+ mnkk LL , 
то можем получить k – мерную )( mnk −<  упрощенную модель { }rrr CBA ,,  посред-
ством вещественного разложения Шура. 
1.2. Аппроксимация передаточных функций между моделями упрощенной и ис-
ходной систем. Если в динамических характеристиках системы содержатся состав-
ляющие, соответствующие малым собственным значениям ),...,2,1( nkkii ++=λ , то 
будем считать 02 =Z& . Затем из формул (2) и (3) получим: 
  .,0, 2211222211111 ZCZCYUBZAUBZAZ +=+=+=&  (4) 
Дальше рассмотрим два случая: 























2) если 22A  необратима, то заменим матрицу 
1
22
−A  обобщенной обратной +22A . 
Нетрудно заметить, что упрощенная модель 4S  отличается от исходной системы 
1S , а поскольку матрица )( 2
1
222 BAC
−−  принципиально не равна нулевой матрице в ис-
ходной системе, то и первоначальные значения выходных величин системы при мо-
дели 4S  не равны нулевым значениям исходной системы. Одним словом, форма уп-
рощенной модели 4S  должна быть изменена, чтобы существующие подходы к уп-
рощению модели улучшились по первоначальным значениям систем. 
Чтобы получить равные первоначальные значения и приближенные установив-
шиеся значения для упрощенной модели 4S  по сравнению с моделью исходной сис-
темы 1S , необходимо ввести поправку на форму 4S  следующим образом: 
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×∈' , затем введем аппроксимацию передаточных функций между моделя-
ми упрощенной и исходной систем. 
Раскладываем матрицы передаточной функции для исходной и упрощенной сис-
тем в виде: 
 ...)()( 23211 −−−−=−= −−−− BsCABsCABCABAsICsG n . 
 ...)()( 23211 −′−′−′−=−′= −−−− sBACsBACBACBAsICsG RRRRRRRRRRRkRR . 
Приблизим )(sGR  к )(sG  и определим матрицу RC′  при согласовании соответст-
вующих членов. 
Необходимо удовлетворить следующему условию, чтобы обеспечить равные или 
более приближенные установившиеся значения для двух моделей ( 1S  и 5S ). 
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Это значит, что уравнение матрицы (5) содержат kp×  неизвестных величин 
( kjpicij ,...,2,1,,...,2,1, ==′ ), )( mjp ××  скалярных уравнений. Необходимо решить 
уравнение матрицы (5), чтобы получить матрицу RC′  и окончательную упрощенную 
модель 5S . 
Рассмотрим задачу решения уравнения матрицы (5) в двух случаях. 
Случай 1. Если jmk =/ , а j  равно целому числу, то матрица RC′  определена 
единственно после отсечения первых j  столбцов в уравнении матрицы (5). 
Случай 2. Если jmk =/ , а j  не равно целому числу, то после отсечения первых 
k столбцов получим близкие решения уравнения матрицы (5). Кстати, можно ис-
пользовать также метод наименьших квадратов для решения уравнения матрицы (5). 
2. Пример имитации 
Динамическая модель линеаризованной системы одного из типов самолета (при 
постоянной высоте 2000 м со скоростью 38 м/с) по продольному движению известна 
в следующей матричной форме 1S  











































где 1x , 2x , 3x , 4x  – фазовые координаты системы; 1u , 2u  – управляющие величины; 
1y , 2y  – регулируемые величины; 1x  – летная скорость; 2x  – угол навстречу направ-
лению; 3x  – угловая скорость по тангажу; 4x  – угол отклонения тангажа; 1u  – угол 
отклонения руля высоты; 2u  – выходная величина акселератора; 1y  – летная ско-
рость; 2y  – угол отклонения тангажа. 
Сначала получим сингулярные числа при помощи команд Matlab 
svd=sqrt(eig(Wc*Wo)) (Wc,Wo – Грамианы управляемости и наблюдаемости систе-
мы): 
 svd=21,1428; 21,9341; 0,2365; 0,4190 
По распределению этих сингулярных чисел выбираем порядок упрощенной сис-











j ≈  98,5 %. 


























































С помощью программы Мatlab 6.5 получим графики разностей переходных 
функций между моделями систем 1S  и 5S , также между моделями 1S  и 4S  (рис. 1). 
Видно, что полученная модель 5S  после применения указанного выше метода 
лучше приблизилась к исходной системе 1S  по сравнению с моделью 4S . 
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Рис. 1. Графики разностей переходных функций между моделями систем 1S  и 5S ,  
также между 1S  и 4S , соответствующие сплошной линии и линии с крестообразными  
символами: а – 1y  от 1u ; б – 2y  от 1u ; в – 1y  от 2u ; г – 2y  от 2u ; t, с; 21, yy , углы (град.) 
Заключение  
Посредством метода аппроксимации передаточной функции модель линейной и 
многомерной системы упрощена. Предложенный метод упрощения математических 
моделей систем позволяет повысить точность приближения упрощенной модели к 
исходной модели по переходным и установившимся значениям. Суммарные затраты 
в проектировании, имитации и регулировании систем стали меньше в значительной 
мере. Указанный выше теоретический анализ и имитация примера доказывают эф-
фективность этого метода упрощения. 
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