Abstract-Practically, we are often in the dilemma that the labeled data at hand are inadequate to train a reliable classifier, and more seriously, some of these labeled data may be mistakenly labeled due to the various human factors. Therefore, this paper proposes a novel semi-supervised learning paradigm that can handle both label insufficiency and label inaccuracy. To address label insufficiency, we use a graph to bridge the data points so that the label information can be propagated from the scarce labeled examples to unlabeled examples along the graph edges. To address label inaccuracy, Graph Trend Filtering (GT-F) and Smooth Eigenbase Pursuit (SEP) are adopted to filter out the initial noisy labels. GTF penalizes the 0 norm of label difference between connected examples in the graph and exhibits better local adaptivity than the traditional 2 norm-based Laplacian smoother. SEP reconstructs the correct labels by emphasizing the leading eigenvectors of Laplacian matrix associated with small eigenvalues, as these eigenvectors reflect real label smoothness and carry rich class separation cues. We term our algorithm as "Semi-supervised learning under Inadequate and Incorrect Supervision" (SIIS). Thorough experimental results on image classification, text categorization, and speech recognition demonstrate that our SIIS is effective in label error correction, leading to superior performance to the state-of-the-art methods in the presence of label noise and label scarcity.
I. INTRODUCTION
Practically, it is quite often that the available labeled data are insufficient for training a reliable supervised classifier such as Support Vector Machines (SVM) and Convolutional Neural Networks (CNN). For example, manually annotating web-scale images/texts is intractable because of the unacceptable human labor cost. Acquiring sufficient labeled examples for protein structure categorization is also infeasible as it often takes months of laboratory work for experts to identify a single protein's 3D structure. To make the matter worse, a portion of such limited labeled data are very likely to be mislabeled, which means that the sparse supervision information we have may not be reliable. For example, in crowdsourced image annotation, some of the image labels can be incorrect due to the knowledge or cultural limitation of the annotators. The labeling of protein structure is also error-prone as this process is highly depended on the experience and expertise of labelers working in the biological area.
To solve the abovementioned practical problems, this paper studies how to leverage the scarce labeled examples with untrustable labels to build a reliable classifier so that the massive unlabeled examples can be accurately classified. Therefore, two issues are jointly taken into consideration in this paper:
one is the insufficiency of labeled examples, and the other is the noise in label space.
In fact, Semi-Supervised Learning (SSL) [1] has been widely used to deal with the first issue. SSL aims to predict the labels of a large amount of unlabeled examples given only a few labeled examples, and the algorithms of SSL can be roughly divided into three categories, i.e. collaboration-based, largemargin-based, and graph-based. Collaboration-based methods usually contain multiple learners and they are trained collaboratively to improve the integrated performance on the unlabeled data. Co-training [2] and Tri-training [3] are representative methodologies belonging to this category. Large-marginbased methods assume that there exists an optimal decision boundary in the low density region between data clusters, so that the margin between the decision boundary and the nearest data points on each side can be maximized. The algorithms based on the large-margin assumption are usually the variants of traditional SVM, such as Semi-Supervised SVM (S3VM) [4] , Mean S3VM [5] , and Safe S3VM (S4VM) [6] . Graph-based methods are usually established on the manifold assumption, namely the entire dataset contains a potential manifold, and the labels of examples should vary smoothly along this manifold. The representative algorithms include [7] , [8] , [9] , [10] . All the above SSL methods are not applicable to the label noise situations, which means their performance will significantly decrease in the presence of mislabeled examples.
For the issue of label noise, several works have been done to prevent the performance degradation caused by such incorrect supervision. By discovering that most of the existing loss functions can be decomposed as a label-independent term plus a label-dependent term, Gao et al. [11] and Patrini et al. [12] estimate the unbiased geometric mean of the entire dataset to suppress the negative influence of noisy labels. More generally, a variety of methods have been proposed to adapt the existing loss functions to the corrupted labels via weighting [13] , [14] , [15] , calibration [16] , or upper bounding [17] . However, they are designed for supervised classifier and thus are not suitable for the SSL problem considered in this paper.
Therefore, in this paper we aim to design a semi-supervised algorithm that is robust to label noise, so that the unlabeled examples can be accurately classified although the labels at hand might be scarce and inaccurate. Consequently, our method is termed "Semi-supervised learning under Inadequate and Incorrect Supervision" (SIIS). Mathematically, suppose we have
with n = l + u. The labels y i for 1 ≤ i ≤ l take values from {−1, 1} and some of them may be incorrect, then our goal is to classify the examples in U based on the inaccurate L. Specifically, we build a graph G = V, E where V is the vertex set consisted of all n examples, and E is the edge set encoding the similarity between these examples. Based on G, we adopt two measures to deal with the possible label noise, namely Graph Trend Filtering (GTF) and Smooth Eigenbase Pursuit (SEP).
GTF [18] is a statistical method to conduct the nonparametric regression on a graph. Its main idea is to penalize the 0 norm of label difference between graph vertices rather than using the usual 2 norm-based graph Laplacian smoother [8] , [19] , [20] . Consequently, the label difference between the connected vertices can be exactly zero by employing GTF. In contrast, the 2 norm-based Laplacian smoother only decides the vertex difference to be small or large and can hardly set any label difference to exact zero. Therefore, GTF has a stronger power on correcting the noisy labels and achieves better local adaptivity than the traditional Laplacian smoother. SEP stems from the spectral graph theory [1] , which claims that the eigenvectors of graph Laplacian matrix corresponding to the smallest eigenvalues reflect the real underlying smoothness of labels and usually contain clear indication of class separations. Thanks to the collaboration of GTF and SEP, our SIIS model performs robustly to the label noise, which will be demonstrated by the experiments.
II. OUR MODEL
In our method, we construct a K-nearest neighborhood 
∈ R to represent the soft labels of all n examples. Furthermore, we define a |E| × n (|E| is the size of edge set E) matrix P, in which the k-th (1 ≤ k ≤ |E|) row corresponds to the edge k that connects x i and x j . Specifically, the k-th row is defined by
Therefore, the Graph Trend Filtering Term (GTF term) is expressed as Pf 0 = (i,j)∈E W ij 1 f i = f j with "1 · " being the indicator function. Our model is then formulated as min
where α > 0 is the trade-off parameter, and " · 0 " represents the 0 norm that counts the non-zero elements in the corresponding vector; J is an l × n matrix with the (i, i)-th (i = 1, 2, · · · , l) elements being 1, and the other elements being 0. The first GTF term in (2) enforces the strongly connected examples to obtain identical labels. The second term is fidelity term which requires that the optimized f on the initial labeled examples should approach to the given labels in y. However, the inconsistency between f i and y i is allowed due to the adopted 0 norm, as not all the elements in y are correct and trustable. Furthermore, since the Laplacian matrix L is semi-positive definite, it can be decomposed as L =ŪΣŪ wherē
being the totally n eigenvalues, and
are representation coefficients. According to [1] , [21] , the first m (typically m n) eigenvectors usually depict the label smoothness and convey the real class separation, so they can be employed to reconstruct the optimal f and meanwhile filter out the incorrect initial labels. Therefore, we may write f = Ua in (2) where
is the sub-matrix ofŪ containing the first m columns ofŪ, and a is the corresponding coefficient vector, so we have min a=(a1,··· ,am)
where Σ is a diagonal matrix with
α, β > 0 are two trade-off parameters, and a is the coefficient vector to be optimized. In (3), the first two terms are directly adapted from (2) . The third term allows the coefficient a i to be large if the corresponding eigenvalue λ i is small, which means that the eigenbasis U i with smaller eigenvalues λ i are preferred in the reconstruction of the optimal f , as they are usually smooth and contain rich class information. In contrast, the value of a i should be suppressed to a small value if the associated eigenvalue λ i is large. Considering that (3) involves 0 norm that is usually difficult to optimize, we may replace the 0 norm with the surrogate 1 norm which computes the sum of absolute values of the vector's elements. To handle multi-class cases, the SIIS model for binary classification can be further extended to min
in which H 2,1 calculates the 2,1 norm of the matrix H by To be specific, Y ij = 1 if x i belongs to the jth class, and 0 otherwise. Therefore, the "clean" soft label matrix of all the examples in L ∪ U can be recovered by F = UA in which the (i, j)-th element F ij represents the posterior probability of x i belonging to the j-th class. Consequently, the example x i ∈ L ∪ U is classified into the j-th class if j = arg max j ∈{1,··· ,c} F ij .
III. OPTIMIZATION
Without loss of generality, this section introduces the optimization for model (4) . By letting Q = PUA and B = JUA − Y, (4) can be transformed to min
This constrained optimization problem can be easily solved by using the Alternating Direction Method of Multipliers (ADM-M), which alternatively optimizes one variable at one time with the other variables remaining fixed. The augmented Lagrangian function is
where Λ 1 and Λ 2 are Lagrangian multipliers, μ > 0 is the penalty coefficient, and " · F " denotes the Frobenius norm of the corresponding matrix. Based on (6), the variables A, B and Q can be sequentially updated via an iterative way. Update Q: The subproblem related to Q is
where
According to [23] , the solution of (7) can be expressed as
where N i,: represents the i-th row of matrix N. Update B: By dropping the unrelated terms to B in (6), the subproblem regarding B is min
which is equivalent to
Similar to (8) , the optimizer of (10) 
Update A: The subproblem regarding A is min
By computing the derivative of (12) w.r.t. A, and then setting the result to zero, we have A = 2βΣ + μU P PU + μU J JU
The entire proposed SIIS algorithm is summarized in Algorithm 1, in which the ADMM process is guaranteed to converge according to the result in [24] . Update Q via (8); 9: Update B via (11); 10: Update A via (13); 11: // Update Lagrangian multipliers 12: Λ1 := Λ1 + μ(Q − PUA), Λ2 := Λ2 + μ(B − JUA + Y); 13: // Update penalty coefficients 14: μ := min(ρμ, μmax); 15: iter := iter + 1; 
IV. EXPERIMENTAL RESULTS
In this section, we first validate the motivation of the proposed algorithm (Section IV-A), and then compare our SI-IS with several representative approaches on various practical datasets (Sections IV-B∼IV-D). Finally, we study the parametric sensitivity of SIIS (Section IV-E).
A. Algorithm Validation
There are three critical components in our model (3) for tackling the possible label noise: 1) 0 norm is adopted to form the fidelity term, allowing the obtained solution to be slightly inconsistent with the initial given labels in y; 2) GT-F term is employed to adaptively correct the possible label error in a local area, which is better than the global smoothness term tr(f Lf ) that has been widely used by many existing methodologies; and 3) The SEP strategy is leveraged to recover the precise labels by emphasizing the L's leading eigenvectors with clear class indication. Therefore, here we use a two-dimensional toy dataset, i.e. NoisyDoubleMoon, to visually show the strength of each of above three components.
NoisyDoubleMoon consists of 640 examples, which are equally divided into two moons. This dataset is contaminated by the Gaussian noise with standard deviation 0.15, and each class has three initial labeled examples (see Fig. 1(a) ). However, each class contains one erroneously labeled example (marked by the purple circle), which poses a great difficulty for an algorithm to achieve perfect classification. Fig. 1(b) presents the result of Gaussian Field and Harmonic Functions (GFHF) [7] , of which the model is min f :fL=y tr(f Lf ). As GFHF requires the finally obtained f to be strictly identical to y on labeled set L and completely ignores the label noise, we see that it is greatly misled by the two incorrect labels and only obtains 78.01% accuracy. In (c), we replace the equality constraint f L = y in GFHF with a robust 0 fidelity term, and the model is min f tr(f Lf ) + α Jf − y 0 . We observe that this 0 fidelity term greatly weakens the negative effect of mislabeled examples, and the performance can be improved to 88.29%, therefore the effectiveness of component 1) is verified. In (d), we further replace the traditional Laplacian smoother tr(f Lf ) in (c) with GTF term to form the model min f Pf 0 + α Jf − y 0 , and investigate the effect brought by GTF. It can be clearly observed that the false-positive labeled data point in the below moon has been corrected, and thus all negative examples have been successfully identified. Consequently, the classification accuracy has been improved to 91.61%, which means that GTF is helpful for eliminating the label noise. Finally, we illustrate the classification result yielded by the proposed model in (e). By preserving the top-2 eigenvectors of L to reconstruct f , all examples are accurately classified, therefore component 3) contributes to enhance the robustness of our SIIS method. In short, every step included by SIIS is helpful for suppressing the adverse effect of noisy labels.
B. Image Data
We firstly use the COIL dataset [25] to test the ability of our SIIS on processing image data. COIL is a popular public dataset for object recognition which contains 1440 object images belonging to 20 classes , and each object has 72 images shot from different angles. The resolution of each image is 32 × 32, with 256 grey levels per pixel. Thus, every image is represented by a 1024-dimensional element-wise vector. We randomly select 10 examples from each class to establish the labeled set, and then the remaining image examples form the unlabeled set. To incorporate different levels of label noise to the dataset, we randomly pick up 0%, 20%, 40% and 60% examples from the totally 10×20 = 200 labeled examples, and switch the correct label of each of them to a random wrong label. Such label contamination is conducted 10 times, so every compared algorithm should independently run 10 times on the contaminated dataset and the average accuracy over these 10 different runs are particularly investigated.
The compared algorithms include: 1) the traditional supervised classifier SVM; 2) typical SSL method GFHF [7] which utilizes Laplacian smoother and does not consider the label noise, and 3) state-of-the-art label-noise robust SSL methodologies such as Large-Scale Sparse Coding (LSSC) [26] , Graph Trend Filtering (GTF) [18] , and Self-Paced Manifold Regularization (SPMR) [27] . For fair comparison, all graph-based algorithms such as GFHF, LSSC, GTF, SPMR and SIIS are implemented on a 10-NN graph with Gaussian kernel width ξ = 100. In SIIS, β is set to 10, and α is tuned to 10 5 , 10 2 , 10 2 and 10 2 when the noise rate is 0%, 20%, 40% and 60%, respectively. The number of preserved eigenvectors is fixed to m = 30. Similarly, the trade-off parameter for fidelity term in GTF is also tuned to 100, and the first 30 eigenvectors are employed to reconstruct the labels in LSSC. In SPMR, the parameters are tuned to γ K = 1 and γ I = 0.01 as suggested by [27] . The weighting parameter in SVM is tuned to 1.
The classification accuracies of all compared methods on labeled set and unlabeled set are presented in Figs. 2(a) and (b), respectively. It can be observed that the performances of all algorithms decrease with the increase of label noise level. However, the proposed SIIS achieves the best results in most cases when compared with other baselines. Another notable fact is that SVM, which is a traditional supervised algorithm, performs worse than any of the SSL methods, therefore SSL adopted in this paper is more effective than supervised models when the supervised information is inadequate. When it comes to SSL approaches, we see that the performance of GFHF decreases dramatically when the noise level ranges from 0% to 60%, which suggests that the 2 norm-based Laplacian smoother would fail in the presence of contaminated labels. In contrast, some robust SSL methods including LSSC, GTF and our SIIS are very stable although the noise level increases rapidly, especially in the range [0%, 40%].
C. Text Data
This section compares the ability of SVM, GFHF, LSSC, GTF, SPMR, and the proposed SIIS on text categorization. Similar to [28] , a subset of the Reuters Corpus Volume 1 (R-CV1) dataset [29] is adopted for comparison, which contains 9625 news article examples across four classes (i.e. "C15", "ECAT", "GCAT", and "MCAT"). As there are 29992 distinct words in this dataset, the standard TF-IDF weighting scheme is adopted to generate a 29992-dimensional feature vector for each example. In this dataset, we randomly select 240 examples out of the totally 9625 examples to establish the labeled set, and the remaining 9385 examples are regarded as unlabeled. As a result, the labeled examples only accounts for approximately 2.5% of the entire dataset, leading to the scarcity of the supervised information.
The parameters of established graph are K = 10 and ξ = 10. The free parameters α and β are tuned via searching the grid [1, 10, 100, 1000], and their values are determined as α = 1000 and β =10. In Section IV-E, we will explain the reason for choosing such parametric setting. The performances rendered by the compared methods are displayed in Fig. 3 . From (a), we see that SVM, GFHF and GTF obtain almost 100% accuracy on the labeled set L when there is no label noise. However, their accuracies decrease dramatically when we gradually increase the noise level, and they are worse than SIIS under heavy label noise in the range [40%, 60%]. As a consequence, they are inferior to SIIS in terms of the classification accuracy on unlabeled set U as reflected by (b). Besides, by comparing the accuracies of SIIS and GFHF when label noise presents, we see that SIIS leads GFHF with a noticeable margin no matter on the labeled set or unlabeled set. This demonstrates that SIIS with GTF term and SEP term is better than the GFHF with 2 norm-based Laplacian smoother on amending the label errors. Furthermore, by comparing SIIS and GTF, we note that the performance of GTF can be remarkably improved by SIIS, and this again validates that the SEP in our SIIS plays an important role in filtering out the noisy labels.
D. Audio Data
In this experiment, we address a speech recognition task by using the ISOLET dataset 1 . In this dataset, 150 subjects are required to pronounce each letter in the alphabet (i.e. "A"∼"Z") twice. Excluding 3 missing examples, we have totally 150×2×26−3 = 7797 examples. Our task is to identify which of the 26 letters every example belongs to. Among the 7797 examples, we extract 40 examples from each class to form the labeled set with size 1040, and the rest 6757 examples are treated as unlabeled. We vary the label noise level from 0% to 60%, and investigate the classification performances of SVM, GFHF, LSS-C, GTF, SPMR and SIIS on labeled and unlabeled examples. From Tables I and II , we see that when the noise rate is 0%, our SIIS performs worse than the GFHF and SVM that does not consider the label noise. However, if 20%∼60% labeled examples are erroneously annotated, the advantage of SIIS becomes prominent among all compared algorithms. This is because SIIS is designed under the assumption that the dataset contains the label noise, and the obtained labels on L is also allowed to be inconsistent with the given labels in y (see the fidelity term of (2)). Therefore, SIIS generates inferior results to GFHF and SVM when all the examples are correctly labeled, but obtains better performance when the dataset does contain the mislabeled examples. Specifically, SIIS respectively reaches 77.4% accuracy on L and 74.9% accuracy on U under 60% noise rate, which leads the second best algorithm LSSC with a gap 5.6% and 7.2% correspondingly. Besides, it can be found that the error rates of GFHF on L are equivalent to the noise rates such as 20%, 40% and 60%, as this method requires the labels of original labeled examples to remain unchanged during the classification. In contrast, our SIIS generates 90.5%, 83.6% and 77.4% accuracy on L when 20%, 40% and 60% labels are not correct, which means that 10.5%, 23.6% and 37.4% deteriorated labels have been corrected correspondingly, and this is the reason that our method is able to obtain satisfactory performance on classifying the unlabeled examples in the presence of heavy label noise.
E. Parametric Sensitivity
Note that the objective function (4) in our method contains two trade-off parameters α and β that should be manually tuned. Therefore, in this section we discuss whether the choices of them will significantly influence the performance of SIIS. To this end, we examine the classification accuracy of SIIS on unlabeled set by varying one of α and β, and meanwhile fixing the other one to a constant value [30] . The three practical datasets from Sections IV-B to IV-D are adopted including COIL, RCV1, and ISOLET. By changing α and β from 10 0 to 10 3 , the results under 40% label noise on the three datasets are shown in Fig. 4 . From the experimental results, we learn that the these two parameters are critical for our algorithm to achieve good performance. To be specific, α is suggested to choose a relatively large number, such as 10 2 ∼ 10 3 on COIL and ISOLET datasets, and 10 3 on RCV1 dataset. According to Fig. 4(b) , we see that a small β is preferred to obtain high accuracy, therefore this parameter is set to 10, 10, and 1 on COIL, RCV1 and ISOLET, respectively.
V. CONCLUSION
To solve the label shortage and label inaccuracy that often occur in many real-world problems, this paper proposed a novel graph-based SSL algorithm dubbed "Semi-supervised learning under Inadequate and Incorrect Supervision" (SIIS). Two measures, namely graph trend filtering and smooth eigenbase pursuit, are formulated into a unified optimization framework to tackle the label errors. We tested our SIIS on image, text and audio datasets under different levels of label noise, and found that SIIS performs robustly to label noise and achieves superior performance to other compared baseline methods. In particular, SIIS is able to obtain very encouraging results when more than half of the limited labeled examples are mislabeled, which further demonstrates the effectiveness and robustness of the proposed algorithm.
