Bacteria associated with oceanic algal blooms are acknowledged to play important roles in carbon, 12 nitrogen, and sulfur cycling. They influence the climate, mediate primary production, participate in bio-13 geochemical cycles, and maintain ecological balance. A greater insight on the control of the interactions 14 between microalgae and other microorganisms, particularly bacteria, would be helpful in exploring the 15 role of bacteria on algal blooms in lakes. The present study is to investigate the effects of bacteria on the 16 occurrence of algal blooms in lakes. We propose a nonlinear mathematical model by taking into account 17 interactions among nutrients, algae, detritus and bacteria in a lake. We assume that bacteria enhance 18 the growth of algal biomass through remineralization only. Equilibria are analyzed for feasibility and 19 stability, substantiated via numerical simulations. Increase in uptake rate of nutrients by algae and bac-20 teria death rate generates transcritical bifurcations. We perform a global sensitivity analysis to identify 21 the important parameters of the model having a significant impact on the densities of algae and bacteria 22 in the lake. Our findings show that massive algal production might occur in the presence of bacteria, 23 and microalgae-bacteria interactions can be beneficial to the massive production of microalgae. Further, 24 the effect of time delays involved in the bacterial decomposition conversion of detritus into nutrients is 25 studied. Chaotic oscillations may arise via equilibrium destabilization on increasing the values of the 26 time lag. To support chaos occurrence, the Poincaré map is drawn and the Lyapunov exponents are 27 also computed. The findings, critically important for lake restoration, indicate that hypoxia in the lake 28 can be prevented if detritus removal is performed on a regular basis, at time intervals smaller than the 29 critical threshold in the delay with which detritus is decomposed into nutrients. 30
: Schematic diagram for the interactions among nutrients, algae, detritus and bacteria. reads:
The biological meaning of the parameters involved in the system (2.1) and their values used for 175 numerical simulations are given in Table 1 . The constant π 1 represents the conversion of dead algae into 176 detritus due to natural death, higher predation and intraspecies competition (6; 54). For the biological 177 soundness (i.e. boundedness of the trajectories) of the model, the bacteria natural death rate is assumed 178 to be higher than its growth rate due to detritus types other than algal one, i.e., µ 0 − µ is positive. Also, 179 the following two conditions must hold 180 θ 1 β 1 − β 11 α 1 > 0, (2.2)
Biologically, to satisfy condition (2.2), the total benefit to the algal biomass on consumption of nutrients 181 must exceed the natural death rate of algae. If this condition fails, the growth rate of algae becomes 182 negative and thus as time increases algae disappear. Similarly, condition (2.3) means that the bacteria 183 population growth caused by detritus decomposition must be greater than the difference between the 184 natural death rate of bacteria and the bacterial population growth due to other types of detritus. If the 185 condition does not hold, then the bacteria population declines, and eventually vanishes as time increases. 186 To have a meaningful model, the algal and bacterial populations must thrive, thus the conditions (2.2) 187 and (2.3) must hold.
188 Table 1 : Parameter values (hypothetical) in the system (2.1)
Names Description Unit Value Reference q
Input rate of nutrients to the lake from domestic µg/L/day 0.05 (8) drainage and water run off from agricultural fields α 0
Per capita loss rate of nutrient due to sinking 1/day 0.01 (10) from the epilimnion down to the hypolimnion and thus making these nutrients unavailable for algae uptake β 1 Maximum uptake rate of nutrients by algae 1/day 0.85 β 12 Half saturation constant µg/L/day 1 β 11
Proportionality constant -10 π
Remineralization of detritus into nutrients -0.3 k 1 Maximum decomposition rate of detritus by bacteria 1/day 0.5 k 12
Half saturation constant µg/L/day 1 k 11
Proportionality constant -0.3 θ 1 Algal growth due to nutrients uptake -5 α 1 Natural mortality and higher predation of algae 1/day 1/3 β 10 Algal mortality due to intraspecific competition L/µg/day 0.01 π 1 Algal conversion into detritus -0.2 α 2
Sinking rate of detritus to the bottom of the lake, 1/day 0.006 being buried into the sediments at the lake bottom µ
Bacterial growth due to other types of detritus 1/day 1.85 µ 0 Natural death rate of bacteria 1/day 2 λ 1 Bacterial growth due to detritus -0.5 189 3. Ecosystem with nutrients and algae only 190 Considering a special case of system (2.1) where only the dynamics of nutrients and algae is taken 191 into account, then we have the following subsystem
Boundedness

193
The feasible region for system (3.1) is given in the following lemma. 196 
From equation (3.2), we note the following The Jacobian of system (3.1) is
At equilibrium E 0 , the eigenvalues are
One eigenvalue is negative while the other is negative if condition (3.3) does not hold. Thus, the 212 equilibrium E 0 is related via transcritical bifurcation to the equilibrium E * .
213
The characteristic equation at the equilibrium E * is
As far as global stability of the equilibrium E * is concerned, we have the following result.
222
Theorem 3.2. The coexistence equilibrium E * , if feasible, is globally asymptotically stable inside the 223 region of attraction Ω 1 provided the following condition holds:
Proof. We consider the following as a Lyapunov function candidate
where m 1 is a positive constant to be determined. The time derivative of U along the solutions trajectory 226 of the system (3.1) is If we consider the case when no bacteria is present in the aquatic environment, then system (2.1) 230 takes the following form
Boundedness
232
The feasible region for system (4.1) is given in the following lemma. 235
where δ n = min{α 0 , (1 − π)α 1 , α 2 }. The region Ω 2 is closed and bounded in the positive cone of the three 236 dimensional space. Consequently, the system (4.1) is dissipative and any solution is defined for t ≥ 0.
237 System (4.1) has two feasible equilibria: (i) The algae-detritus-free equilibrium E 0 = (qα −1 0 , 0, 0), always feasible, and (ii) The interior equilibrium E * = ( N * , A * , D * ), where
and A * is a positive root of the following equation:
From (3.2), we have
Thus, the equation (4.2) has exactly one positive root in the interval (0, A). Thus, the interior equilibrium 244 E * is feasible provided condition (4.3) holds. The Jacobian of system (4.1) is
Two eigenvalues are negative while the other is negative if condition (4.3) does not hold. Thus, the 249 equilibrium E 0 is related via transcritical bifurcation to the equilibrium E * .
250
One eigenvalue at the equilibrium E * is −α 2 , while the other two are roots of the quadratic
Since the linear and constant terms are positive, in view of Routh-Hurwitz criterion, the roots are either 252 negative or have negative real parts. Thus, the equilibrium E * is always stable.
253
Now, we summarize the results in the following theorem. For global stability of equilibrium E * , we have the following result.
259
Theorem 4.2. The interior equilibrium E * , if feasible, is globally asymptotically stable inside the region 260 of attraction Ω 2 provided the following conditions hold
where m 1 and m 2 are positive constants to be determined. The time derivative of V along the solutions 263 trajectory of the system (4.1) is
Setting m 1 = N * /θ 1 and m 2 = 1,V is negative definite inside Ω 2 provided conditions (4.4) and (4.5) 265 are satisfied. 266 
No nutrients input from external sources 267
In all the previous cases, as well as in the full model to be analyzed in the next section, the equilibria 268 always show a nonnegative value for the nutrients. This is evident mathematically and biologically, 269 as their continuous input from external sources prevents them to disappear. To better focus on this 270 situation, we now examine the case in which this inflow is prevented. It turns out anyway, that no 271 nutrient-free equilibrium can be achieved as it will be apparent from the analysis below. The biological 272 reason is that nutrients are replenished by the detritus decomposed by bacteria, and only if one of these 273 two population vanishes, they are also doomed. But in turn, the disappearance of either detritus or 274 bacteria is ultimately related to the total ecosystem collapse or no nutrients production: for no detritus 275 to be generated, the algae must vanish; if bacteria are absent, no conversion to nutrients occurs, and 276 detritus can only sink to the bottom layers of the lake. Assume therefore that nutrients present in the 277 lake are only due to recycling of detritus upon bacterial decomposition. In this particular case, we set 278 q = 0, and hence equation (2.1) reduces to
System (5.1) has two feasible equilibria:
The origin E 0 = (0, 0, 0, 0), which is always feasible.
and A * is a positive root of the equation
In view of assumptions (2.2) and (2.3), equation (5. 2) has exactly one positive if the following condition 286 holds:
Clearly, D * is positive in view of assumption (2.3), while N * and B * are positive if respectively the 288 following condition hold
Local stability of equilibria 290
In this section, the local stability analysis of equilibria of the model (5.1) is performed. The Jacobian 291 of (5.1) is J = [ J ij ], i, j = 1, 2, 3, 4, with nonvanishing explicit entries given by
1. The Jacobian J evaluated at the equilibrium E 0 leads to the eigenvalues −α 0 , −α 1 , −α 2 and 293 −(µ 0 − µ). Since all the eigenvalues are negative, the equilibrium E 0 is stable. The associated characteristic equation is given by 
Note that in equation (6.1),
we find F (A) < 0 and F ′ (A) < 0 for A ∈ (0, A). This implies that there exists a unique positive root 309 A = A 1 of equation (6.1) in the interval (0, A). Hence feasibility of E 1 reduces to asking condition (6.2). 
and A * is positive root of the equation
. 313 Positivity of N * and B * imply respectively the feasibility conditions
In addition, requiring
ensures that D * > 0 and together with (6.4) implies that G(0) > 0. Further, letting
we find G(A) < 0 and G ′ (A) < 0 forA ∈ (0, A).
316
Thus there exists a unique positive root A = A * of equation (6.3) in the interval (0, A). 317
Local stability of equilibria 318
In this section, the local stability analysis of equilibria of the model (2.1) is performed. The Jacobian 319 of (2.1) is J = [J ij ], i, j = 1, 2, 3, 4, with nonvanishing explicit entries given by
, J 34 = − k 1 D k 12 + k 11 D , 
Proof. 1. The Jacobian J evaluated at the equilibrium E 0 leads to the following eigenvalues:
The second one is negative (or positive) provided condition (6.2) does not hold (or hold). Thus, the 325 equilibrium E 0 is stable (or unstable) whenever the equilibrium E 1 is not feasible (or feasible).
326
2. The Jacobian J evaluated at the equilibrium E 1 immediately gives two eigenvalues 327 −α 2 , λ 1 k 1 (π 1 α 1 A 1 + π 2 β 10 A 2 1 ) k 12 α 2 + k 11 π 1 (α 1 A 1 + β 10 A 2 1 )
Clearly, roots of equation (6.8) are either negative or with negative real parts. Thus, the matrix J E1 has 329 three eigenvalues which are either negative or with negative real parts and one eigenvalue is negative (or 330 positive) provided condition (6.5) is not satisfied (or satisfied). Therefore, the equilibrium E 1 is stable 331 (or unstable) whenever the equilibrium E * is not feasible (or feasible). The associated characteristic equation is given by Considering E 0 and E 1 taking β 1 as a bifurcation parameter, then at β 1 = β * 1 , an exchange of 339 feasibility and stability properties between these two equilibria occurs. This is a clear indication of the 340 presence of a transcritical bifurcation at the critical threshold β * 1 . We now rigorously prove that indeed 341 this is the case.
342
Observe that the eigenvalues of the Jacobian matrix
are given by η 1 = −α 0 , η 2 = 0, η 3 = −α 2 and η 4 = −(µ 0 − µ).
Thus, η 2 = 0 is a simple zero eigenvalue and the other ones are real and negative. Hence, at β 1 = β * 1 344 the equilibrium E 0 is non-hyperbolic and the assumption (A1) of Theorem 4.1 in (56) is verified.
345
Now, denote by w = (w 1 , w 2 , w 3 , w 4 ) T a right eigenvector associated with the zero eigenvalue η 2 = 0, 346 explicitly given by
, w 2 = 1, w 3 = π 1 α 1 α 2 and w 4 = 0.
Furthermore, the left eigenvector v = (v 1 , v 2 , v 3 , v 4 ) is v = (0, 1, 0, 0), so that w.v = 1.
348
Now, the coefficients a and b defined in Theorem 4.1 of (56)
Now a > 0 if and only if β 12 α 0 α 1 θ 1 q 2 (β 12 α 0 + β 11 q) > 2β 10 .
In view of previous considerations, we have the following theorem.
350
Theorem 7.1 . Consider system (2.1) and let a and b as given by (7.1) , where b > 0. The local dynamics 351 of system (2.1) around the equilibrium E 0 are totally determined by the sign of a. bifurcation between equilibria E 1 and E * of the system (2.1) using the same approach as above. 366 In Table 2 , we listed the equilibria of the systems (2.1), (3.1), (4.1) and (5.1), and the conditions for 367 their feasibility and stability. 
368
Always stable (5.1) E0 = (0, 0, 0, 0) Always feasible Always stable
Remark 2. Since the inflow rate of nutrients in the aquatic system plays an important role in determining the dynamics of the system, Table 2 allows to assess how system dynamics is affected by 371 changes in the input rate of nutrients. Note that the equilibrium E 0 is always feasible and stable while 372 the equilibrium E * is feasible if conditions (5. 3) and (5.4) are satisfied, and is stable provided conditions 373 in (5.5) hold. That is, if conditions (5. 3), (5.4 ) and (5.5) are satisfied, the equilibria E 0 and E * are 374 feasible and stable simultaneously. This ensures bistability. The bistability behavior of system (5.1) is 375 shown in Fig. 2 . Thus, by completely stopping the input rate of nutrients in the lake, we may achieve 376 the algae-free system or algae-persistent system depending on the current value of the algal density. 377 Recall that when q ̸ = 0, the algae-free equilibrium is stable only when the algae-persistent equilibrium is 378 not feasible. Overall, in order to preserve the aquatic system, the inflow rate of the nutrients coming 379 from various sources must be controlled. Moreover, for the systems without bacteria, (i.e. systems (3.1) 380 and (4.1)), the coexistence equilibrium is always locally asymptotically stable and globally asymptotically 381 stable under certain conditions. 382 8. Effect of time delay 383 In this section, we modify our model (2.1) by incorporating a discrete time delay which represents 384 the time lag involved in the conversion of detritus into nutrients due to bacterial decomposition and the 385 corresponding growth in the bacterial population. For instance, we consider the same lag (τ ) in these 386 two processes. With this modification, we have the following system of delay differential equations:
The initial conditions for the system (8.1) take the form 
feasibility, we further assume that ψ i (0) ≥ 0 for i = 1, 2, 3, 4.
392
In the following, we carry out the local stability analysis for the interior equilibrium E * and show 393 that the system (8.1) undergoes a Hopf-bifurcation around this equilibrium. 394 9. Hopf-bifurcation analysis 395 To study the stability behavior of the equilibrium E * in the presence of time delay, we linearize the 
Here, n, a, d and b are small perturbations around the equilibrium E * . The characteristic equation for 400 the linearized system (9.1) is given by
Equation (9.2) is transcendental in λ, so that it has infinitely many complex roots. To understand the 403 local stability behavior of the equilibrium E * , we need to assess the signs of real parts of the roots of 
Simplifying equation (9.5) and substituting ω 2 = ψ, we get the following equation in ψ:
The existence of positive roots of equation (9.6) is addressed in the following lemma, whose proof follows 415 by Descartes' rule, (57).
416
Lemma 2. The polynomial equation (9.6) has
417
(1) at least one positive root if
(2) exactly one positive root if
For other choices of the coefficients of equation (9.6), the positive root cannot be guaranteed.
420
Now, we can characterize the system behavior:
421
Theorem 9.1. Assume that the equilibrium E * is locally asymptotically stable for τ = 0 and that one of the conditions (1) or (2) given in Lemma 2 holds. Let ψ 0 = ω 2 0 be a positive root of (9.6). Then, there exists τ = τ 0 such that the equilibrium E * is asymptotically stable when 0 ≤ τ < τ 0 and unstable for τ > τ 0 , where
for k = 0, 1, 2, 3 · · · . Furthermore, the system will undergo a Hopf-bifurcation at E * when τ = τ 0 provided 422 Ψ ′ (ω 2 0 ) > 0.
423
Proof. Since ψ = ω 2 0 is a solution of the equation (9.6), the characteristic equation (9.2) has pair of 424 purely imaginary roots ±iω 2 0 . It follows from equations (9.3) and (9.4) that τ k is a function of ω 2 0 for 425 k = 0, 1, 2, 3 · · · . Therefore, the system will be locally asymptotically stable at E * for τ = 0, if the 426 conditions (6.7) hold. In that case by Butler's lemma, the equilibrium E * will remain stable for τ < τ 0 , 427 such that τ 0 = min k≥0 τ k and unstable for τ ≥ τ 0 , provided that the transversality condition holds. The 428 transversality condition is given as Table 1 except θ 1 = 15.5, α 1 = 0.3, π 1 = 0.23 and λ 1 = 0.26. Table 1 . Table 1 . Table 1 . Table 1 .
