Introduction
The j-th flow of GD n -hierarchy (cf. [5] ) is the following evolution equation
on the space
where (L j n ) + is the differential operator component of the pseudo-differential operator L j n , ∂ = ∂ x , and j ≡ 0 (mod n). The A (1) n−1 -KdV hierarchy constructed by Drinfeld-Sokolov in [6] is the GD n -hierarchy with matrix valued Lax pairs. The n × n KdV hierarchy constructed by the first author and Uhlenbeck in [8] is equivalent to the GD nhierarchy. The n × n mKdV hierarchy given in [6] and the KW-hierarchy in [7] are equivalent. Moreover, the GD n and the n × n mKdV hierarchies are related by the Miura transform.
Bäcklund transformations (BTs) for the KdV (i.e., GD 2 ) hierarchy constructed from a system of compatible differential equations are well-known (cf. [1] , [12] ).
Adler in [2] used the Miura transform to construct a BT for (1.1) as follows: Suppose L = ∂ n − n−1 i=1 u i ∂ i−1 is a solution of the j-th GD n flow (1.1), and L is factored as a product of first order operators
such that q = n−1 i=1 q i e ii is a solution of the n × n mKdV flow. LetL be defined byL := (∂ − q n−1 ) · · · (∂ − q 1 )(∂ − q n ).
Given a solution L of (1.1), it is not difficult to see thatL = (∂+h) −1 L(∂+h) is a solution of (1.1) if and only if h satisfies a system of ordinary differential equations in x and t variables. One goal of this paper is to find all solutions of this system for h. To achieve this, we need to use Bäcklund transformations for the n × n KdV hierarchy constructed in [8] and the equivalence of the n × n KdV and the GD n hierarchies.
is a solution of (1.1). We prove the following results:
• There exists a system for h : R 2 → C,
for some differential polynomials r n (u, h) and η n,j (u, h) such that L = (∂ + h) −1 L(∂ + h) is a solution of (1.1) if and only if h is a solution of (1.2).
• There exists a differential polynomial ξ n (u, h) such that r n (u, h) = (ξ n (u, h)) x .
• If h is a solution of (1.2) then there exists a constant k ∈ C such that h satisfies (BT) u,k h (n−1) x = ξ n (u, h) − k, h t = η n,j (u, h).
(1.3)
• Systems (1.2) and (1.3) are solvable for h.
•L = (∂ + h) −1 L(∂ + h) is a solution of (1.1) if and only if there exists a constant k ∈ C such that h is a solution of (BT) u,k (we use h * L to denoteL and call L → h * L a BT of L with parameter k).
• There exist differential polynomials p j,1 (u, λ), . . . , p j,n (u, λ) such that the following linear system for φ : R 2 → C,
is solvable for all parameter λ ∈ C, where p j,i (u, λ) has degree [ j n ] in λ. Moreover, let φ 1 , . . . , φ n−1 be linearly independent solutions of (1.4) with λ = k, and W (φ 1 , . . . , φ n−1 ) the Wronskian of φ 1 , . . . , φ n−1 . Then h = (ln W (φ 1 , . . . , φ n−1 )) x is a solution of (BT) u,k (1.3) andL = (∂ + h) −1 L(∂ + h) is a solution of (1.1). In fact, this construction gives all solutions of (1.3). We give algorithms to compute differential polynomials r n , η n,j , ξ n , and p j,i 's. For example, the second GD 3 flow for L = ∂ 3 − u 2 ∂ − u 1 is (3.15), (1.2) is (3.18), (BT) u,k is (3.17) , and if h is a solution of (3.17) thenL = (∂ + h) −1 L(∂ + h) = ∂ 3 −ũ 2 ∂ −ũ 1 is a new solution of (3.15), whereũ i is given by the formula (3.19) . System (1.4) is (7.5) .
Note that given a solution of (1.1) and a constant k, system (1.3) gives rise to (n − 1)-parameter family of new solutions of (1.1). When we apply BT with constant k = 0 and k = 0 to the vacuum solution L = ∂ n we obtain explicit rational solutions and soliton solutions respectively.
We also obtain the following results:
(a) We give a permutability formula for our BTs of the GD n flows.
(b) Adler's BT is our BT with parameter k = 0. (c) We construct a simple and natural action of the order n cyclic group Z n on the space of solutions of the KW-hierarchy and show that this Z n -action gives Adler's BT for the GD n -hierarchy under the Miura transform.
This paper is organized as follows: We set up notations and review the constructions and relations of various KdV-type hierarchies in section 2, construct BTs for the A (1) n−1 -KdV hierarchy in section 3, and give a Permutability formula for these BTs and a relation between BTs and scaling transform in section 4. We use BTs to construct explicit rational and soliton solutions for the j-th A (1) n−1 -KdV flow in section 5, and give a natural Z n -action on the KW-hierarchy and show that Adler's BT arises from this action in section 6. In the last section, we construct BTs for the GD n -hierarchy and explain the relation between our BTs and Adler's BTs.
Various KdV type hierarchies
In this section, we set up notations and give a brief review of the constructions of the A (1) n−1 -KdV, the n × n mKdV, the n × n KdV, and the KW-hierarchies.
Let B + n , B − n , T n , N + n , and N − n denote the sub-algebras of upper triangular, lower triangular, diagonal, strictly upper triangular, and strictly lower triangular matrices in sl(n, C) respectively, and N + n the subgroup of upper triangular matrices in SL(n, C) with 1 on the diagonal entries. Let
Given u ∈ C ∞ (R, B + n ), a direct computation shows (cf. [9] ) that there exists a unique Q(u, λ) ∈ L such that Q(0, λ) = J and
It was proved in [6] that given u ∈ C ∞ (R, V n ) and j ≡ 0 (mod n), there exists a unique
So we have
The j-th flow in the A (1) n−1 -KdV hierarchy is the following evolution equation
where b = n−1 i=1 e i+1,i . Moreover, it was proved in [6] that u : R 2 → V n is a solution of (2.6) if and only if
for all parameter λ ∈ C. We call (2.7) the Lax pair of the solution u of the j-th A
(1)
is called a frame of the solution u of the j-th A (1) n−1 -KdV flow if E(x, t, λ) is holomorphic for λ ∈ O and satisfies
where J is defined by (2.1). In other words, E(·, ·, λ) is a parallel frame for the Lax pair (2.7) of u. When u is a real solution, we also require O = O and E satisfies the following reality condition, E(x, t,λ) = E(x, t, λ).
Since Q(0, λ) = J, Z j (0, λ) = J j . So u(x, t) = 0 is a solution (the vacuum solution) of (2.6) and E(x, t, λ) = exp(xJ + tJ j ) is the frame of u = 0 satisfying E(0, 0, λ) = I n (the vacuum frame).
The following Theorem was proved by Drinfeld-Sokolov.
Hence the GD n and the A (1) n−1 -KdV hierarchies are the same, and (2.7) is a matrix valued Lax pair for the GD n -hierarchy.
The n × n mKdV hierarchy ([6])
The Drinfeld-Sokolov n × n mKdV hierarchy is constructed from the following splitting of the loop algebra L,
Let π bn denote the projection of sl(n, C) onto B − n with respect to sl(n, C) = B − n ⊕ N + n , and let π + denote the projection of L onto W + with respect to the direct sum L = W + ⊕ W − of linear subspaces. Then
It was proved in [6] that if q ∈ C ∞ (R, T n ), then [∂ x +b+q, π bn (Q j,0 (q))] lies in C ∞ (R, T n ). The j-th n×n mKdV flow is the following flow on C ∞ (R, T n ), 9) where Q j,0 (u) is defined by (2.3). Moreover, q : R 2 → T n is a solution of (2.9) if and only if
for all λ ∈ C, where π + is the projection of L onto W + defined by (2.8) and Q(q, λ) is defined by (2.2).
2.5. The n × n KdV hierarchy ( [8] , [9] ) The n × n KdV hierarchy is constructed from an unusual splitting of L. Let α = e 2πi n , and
Note that Ker(B) = B + n . It was proved in [9] that
where Q j,i (ξ) is defined by (2.3). Moreover, ξ : R 2 → ⊕ n i=1 CΛ i is a solution of (2.11) if and only if
for all parameter λ ∈ C, where Q(ξ, λ) is defined by (2.2). The n × n KdV hierarchy can be also constructed from the following equivalent splitting: Let
n and Λ is as in (2.10). Let φ n (z) = I + n−1 i=1 f i z i , λ = z n , and T : L → L the algebra homomorphism defined by:
where a = diag(1, α, · · · , α n−1 ). Hence the Lax pair (2.12) becomes
14)
We call (2.12) and (2.14) the Lax pair for ξ in λ-guage and z-gauge respectively, where λ = z n .
We need the following Proposition (proved in [6] ) to state the equivalence of the n × n KdV and the A (1)
15) where V n is defined by (2.4).
respectively, where v, u, and △ are related by (2.15).
Let
Theorem 2.8. ( [10] ) Let ξ be a solution of the j-th n × n KdV flow (2.11), u(·, t) = Ψ(ξ(·, t)), and △(·, t) = Γ(ξ(·, t)), where Ψ and Γ are the maps defined in Definition 2.7. Then we have the following results:
(a) u is a solution of the j-th A
n−1 -KdV flow (2.6). (b) The map Ψ maps the space of solutions of (2.11) bijectively to the space of solutions of (2.6).
If F is a frame of a solution ξ of (2.11), then E = F △ −1 is a frame of the solution u(·, t) of the j-th A
n−1 -KdV flow (2.6).
2.9. The KW-hierarchy ( [7] ) Let τ = e 21 + e 32 + · · · + e n,n−1 + e 1n ,
The KW-hierarchy is obtained from the splitting L KW ± of the algebra L KW , where
The j-th flow in the KW-hierarchy is the following evolution equation on
Moreover, v is a solution of (2.17) if and only if
Next we review relations between the KW, the n × n mKdV, and the A Then
where
Then we have the following. (i) if q is a solution of the j-th n × n mKdV-flow (2.9), then u = n−1 i=1 u i e in is a solution of the j-th A
n−1 -KdV flow (2.6) (this is the Miura transform).
(ii) Let Γ and Ψ be the maps defined in Definition 2.7, △(·, t) = Γ(q(·, t)), and K a frame of the solution q of (2.9). Then u(·, t) = Ψ(q(·, t)) and E = K△ −1 is a frame of the solution u of (2.6).
Bäcklund transformation for A
n−1 -KdV In this section, we prove the following results:
(i) Assume that E is a frame of a solution u of the j-th A (1) n−1 -KdV flow (2.6), and f is of the form J + hI n + N for some complex valued function h and an N + n -valued map N such thatẼ = Ef −1 is also a frame of a solution of (2.6). Then the entries of N are differential polynomials of u and h, and h satisfies the system (1.2).
(ii) If u is a solution of (2.6), then system (1.2) is solvable and a solution h gives rise to a new solution of (2.6). (iii) All solutions of (1.2) can be constructed from frames of the Lax pair of a solution u of (2.6). (iv) h is a solution of (1.2) if and only if there exists a constant k ∈ C such that h is a solution of (1.3).
Bäcklund transformations for the n × n KdV hierarchy is constructed in [8] from a loop group factorization with respect to the splitting in z-gauge. We use the map T defined by (2.13) to state this result in λ-gauge as follows: 
where J = e 1n λ + b is as in (2.1) and Y = n−1 i=0 y i Λ i . Moreover, if ξ is a solution of (2.11), then we have the following:
ζn and (ke 1n + b + Y )ζ = 0. (iv) All solutions of (3.1) can be constructed as in (iii).
Note that if ξ is a solution of (2.11) and Y is a solution of (3.1), theñ
is again a solution of (2.11). By Theorems 2.8 and 3.1, we obtain the following.
Theorem 3.2. Let ξ be a solution of the j-th n × n-KdV flow (2.11), Y = n−1 i=0 y i Λ i a solution of (3.1), andξ the solution of (2.11) constructed from ξ and Y as in Theorem 3.
Then we have the following:
(a) Both u andũ are solutions of the j-th A
solutions u andũ of (2.6) respectively. (c) f is of the form J + y 0 I n + N , where N is an N + n -valued map. Proof. From Theorem 2.8, both u andũ are solutions of (2.6), E = F △ −1 andẼ =F△ −1 are frames of u andũ respectively. It follows from a direct computation that
This proves (a) and (b)
.
n . Next we prove that entries of N in Theorem 3.2 are differential polynomials of u and h. First we need a Lemma, which can be proved by a direct computation.
We say a differential polynomial η has order k in h if η is a polynomial in h, h x , . . . , h
Theorem 3.4. Let E andẼ be frames of solutions u = n−1 i=1 u i e in and u = n−1 i=1ũ i e in of (2.6) respectively, and φ,φ the first column of E and E respectively. Suppose there exists h(x, t) such that
2) (ii) the ij-th entry of N is
3)
for some differential polynomials r n (u, h) of order (n − 1) in h and η n,j (u, h) of order j in h.
Compare the nn-th entry of (3.5) to get u n−1 = h x +ũ n−1 + (n − 1)h x , i.e.,
Compare the (n − 1, n)-entry of (3.5) to get
Use induction and compare the (n−i, n)-th entry of (3.5) for 1
x and use (3.2) to get (3.3) . This proves (ii). Compare the 1n-th entry of the constant term of (3.5) (as a polynomial in λ) to get h (n) x = r n (u, h) for some differential polynomial r n (u, h) of order (n−1) in h. Since E andẼ are frames of u andũ, we have
, where Z j is as in (2.5) . But E =Ẽf implies that
Compare the 11-th entry of the constant term of (3.8) to see that h t = η n,j (u, h) for some differential polynomial η n,j (u, h) of order j. This proves (iii).
The proof of Theorem 3.4 gives the following Proposition in x-variable: 
where f u,h and r n (u, h) are as in Theorem 3.4.
Proof. Use (3.3) and a direct computation to get (3.9). Let f u,h = f . The proof of Theorem 3.4 implies that
Since tr(J + u) = tr(J +ũ) = 0,
where f n1 is the (n1)-th entry of the inverse of f . By definition of f , we see that f n1 is equal to (−1) n−1 (detf ) −1 . This proves (3.10).
Theorem 3.8. Suppose E,Ẽ are frames of solutions u,ũ of the j-th A
n−1 -KdV flow (2.6) respectively, andẼ = Ef −1 u,h for some smooth function h. Then there exists a constant k ∈ C such that det(f u,h (x, t, k)) = 0 and h satisfies
where ξ n (u, h) is as in Proposition 3.7 and η n,j (u, h) is as in Theorem 3.4.
Proof. Recall that tr(J + u) = tr(J +ũ) = tr(Z j (u, λ)) = tr(Z j (ũ, λ)) = 0. By Proposition 3.6, determinants of both E(x, t, λ) andẼ(x, t, λ) are independent of x and t.
It follows from Theorem 3.4 that h satisfies the second equation of (3.12).
The following Theorem gives a method to construct solutions of (BT) u,k from frames of u. n−1 -KdV flow (2.6), k ∈ C, c 0 ∈ C n \0 constants, and v(x, t)
vn is a solution of (BT) u,k ,
u,h is a frame of a new solutionũ = n−1 i=1ũ i e in of (2.6), whereũ i 's are given by (3.2), (iii) f u,h (x, t, k)(v(x, t)) = 0 for all x, t.
Proof. By Theorem 2.8, there exist a unique solution ξ of the j-th n × n KdV flow (2.11) such that Ψ(ξ(·, t)) = u(·, t) and △(·, t) = Γ(ξ(·, t)) ∈ N + n , where Ψ and Γ are as in Definition 2.7. Then F = E△ is a frame for ξ.
Let 
Theorem 3.10. Let u be a solution of (2.6), and k ∈ C a constant. Then (i) all solutions of (BT) u,k are obtained by the method given in Theorem 3.9.
(ii) (BT) u,k , i.e., (3.12) with parameter k, is solvable, Proof. Let E be the frame of a solution u of (2.6) such that E(0, 0, λ) = I n for all λ ∈ C. Let c = (c 1 , · · · , c n−1 , 1) and v = (v 1 , . . . , v n ) := E −1 (·, ·, k)(c). Then v n = 0 in an open neighborhood of (0, 0) in R 2 . It also follows from
Let h = −v n−1 /v n , and Φ : C n−1 → C n−1 the map defined by
We claim that Φ is onto.
Compare the entries of both sides, we have
This shows that given any (c 1 , . . . , c n−1 ) there exists a solution h of (3.12) satisfying
This proves (i). Since we have constructed solutions with all initial data, system (3.12) with parameter k is solvable. 
The coefficients of λ of the both sides are zero. So the above equality is equivalent to
(3.14)
Compare the (n, n)-th entry of both sides to get
j=1 Ce i,j+i . Compare the G i -components of both sides of (3.14) for 1 ≤ i ≤ n − 2, and use the fact that
We obtain
Compare the (n − i, n)-th entry of both sides and by induction to get
where p i 's are polynomials in y 0 , · · · , y i−1 and ξ. Therefore, given (y 0 )
x (0, 0) for 0 ≤ i ≤ n − 1, we can write down y i (0, 0), 0 ≤ i ≤ n − 1 uniquely. So K is onto.
Theorem 3.14. Let u be a solution of the j-th A (1) n−1 -KdV flow (2.6), and h a solution of (3.4).
Thenũ is a solution of (2.6) andẼ = Ef −1 u,h is a frame ofũ. Proof. By Theorem 2.8, there exist a unique solution ξ of the j-th n × n KdV flow (2.11) such that Ψ(ξ(·, t)) = u(·, t) and △(·, t) = Γ(ξ(·, t)) ∈ N + n and F = E△ is a frame for ξ.
By Lemma 3.13, there exists c ∈ ⊕
Let Y = n−1 i=0 y i Λ i be the solution of (3.1) with initial data
By Theorem 3.1,F = F (J + Y ) −1 is a frame of the new solutionξ of (2.11). Letû(·, t) = Ψ(ξ(·, t)), and△(·, t) = Γ(ξ(·, t)). By Theorem 2.8 again,û is a solution of (2.6) andÊ =F△ −1 is a frame ofû. Since F = E△, we see thatÊ
where g =△(J + Y )△ −1 . By Theorem 3.2, g is of the form J + y 0 I n + N for some N + n -valued map. From Theorem 3.4, g = f u,y 0 . This shows that E, E are frames of solutions u,û of (2.6) andÊ = Ef −1 u,y 0 . By Theorem 3.4, y 0 satisfies (3.4). By assumption, h is a solution of (3.4). We have chosen the initial data of Y for system (3.1) so that (y 0 ) . Let E be a frame of a solution u of (2.6). ThenẼ = Ef
is a frame of some solution of (2.6) if and only if h is a solution of (3.4).
Corollary 3.16. If u is a solution of (2.6) and h is a solution of (3.4), then there exists a constant k ∈ C such that h is a solution of (BT) u,k (3.12). n−1 -KdV flow (2.6), then (a) system (3.4) is solvable, (b) the space of solutions of system (3.4) is the union of the spaces of solutions of (BT) u,k , i.e., (3.12), for all k ∈ C.
Proof. From the proof of Theorem 3.14, given any constant (d 0 , · · · , d n−1 ) t ∈ C n , there is a solution h of (3.4) such that h (i)
This proves (a). It follows from Theorem 3.8 and 3.14 that, if h is a solution of (3.4), then there exists a constant k ∈ C such that h
Hence h is a solution of (3.12) with parameter k. Definition 3.18. Let u be a solution of (2.6), and h a solution of (BT) u,k , i.e., (3.12) . We use h * u to denote the solutionũ constructed from u and h as in Corollary 3.11 and call u → h * u a Bäcklund transformation with parameter k. 
(3.15)
Note that solutions of (3.15) give rise to solutions of the Boussinesq equation. In fact, take the derivative with respect to t on both sides of the second equation and use the first equation to see that u 2 satisfies the Boussinesq equation:
Note that the right hand side is equal to −
We use the proof of Theorem 3.4 to compute differential polynomials s i (u, h), r n (u, h) and f u,h . The system (3.12) for a solution u = u 1 e 13 +u 2 e 23 of (3.15) is 
The new solution h * u =ũ 1 e 13 +ũ 2 e 23 of (3.15) is given by
Moreover, if E is a frame for u, then Ef
−1
u,h is a frame for h * u, where
If u is a solution of (2.6) and h is a solution of (BT) u,k , then by (3.9), det(f u,h (x, t, k)) = 0. So Ef −1 u,h is not holomorphic at λ = k. However, we can multiply Ef −1 u,h on the left by some C(λ) independent of x, t to get a new frame for h * u that is holomorphic at λ = k.
Theorem 3.20. Suppose E(x, t, λ) is a frame of a solution u of (2.6) that is holomorphic for λ in an open subset O of C. Let k ∈ O be a constant, and h the solution of (3.12) constructed from E(x, t, k) and c = (
u,h is a frame of the new solution h * u andẼ is holomorphic for all λ ∈ O\{k}.
is a frame for h * u that is holomorphic for all λ ∈ O.
Proof. By Corollary 3.17, h is a solution of (3.4). It follows from Theorem 3.14 that h * u is a solution of (2.6) and Ef
u,h is holomorphic at λ. Let f = f u,h , and f ♯ the matrix whose ij-th entry is (−1) i+j det(M ji ), where M ij is the (n − 1) × (n − 1) matrix obtained from f by crossing out the i-th row and j-th column. Then f f ♯ = (−1) n−1 (λ − k)I n . So we have
Then F (x, t, λ) is holomorphic for λ ∈ O\{k} and has a possible simple pole at λ = k. We claim that the residue of F (x, t, λ) at λ = k is zero. The residue of F (x, t, λ) at λ = k is equal to (−1) n−1 C(k)E(x, t, k)f ♯ (x, t, k). By (3.20) , it is equal to φ(x, t)C(k)(c) for some function φ. A direct computation implies that C(k)(c) = 0. This proves the claim and F is holomorphic at λ = k.
The above Theorem will be used to construct Bäcklund transformations for the n-d central affine curve flow in [11] .
Permutability and Scaling Transform
In this section, we (i) give a Permutability formula for Bäcklund transformations, (ii) prove that the conjugation of a Bäcklund transformation with parameter k = 1 by the r-scaling transform gives a BT with parameter k = r −n for the A Let u be a solution of (2.6), k 1 , k 2 ∈ C constants, h i solutions of (BT) u,k i (3.12), and h i * u the solution of (2.6) construct from u and h i for i = 1, 2. Suppose h 1 = h 2 . Set
Proof. Let E(x, t, λ) be a frame of u. By Theorem 3.10, there exist constant
From (3.13),
In particular, we have
Therefore,
By Theorem 3.9, E i (x, t, λ) = E(x, t, λ)f
is a frame for h i * u for i = 1, 2 respectively. Let
Now we computeh
Together with (4.2), we havẽ
Similarly,
Next we review the scaling transform of the A diag(1, r, . . . , r n−1 ), and
is a frame of r · u.
So the multiplicative group R\{0} acts on the space of solutions of the j-th A n−1 -KdV flow, r ∈ R\{0}, and h a solution of (BT) r·u,1 . Then
Proof. Let E be the frame of u with E(0, 0, λ) = I n . By Proposition 3.6, detE(x, t, λ) = 1. 
is a frame forũ = r · u, where D(r) = diag(1, r, · · · , r n−1 ). It follows from Theorem 3.14 that
is a frame for h * (r · u). Apply the scaling transform given by r −1 to h * ũ, we have
is a frame forû = r −1 · (h * (r · u)). A direct computation implies that
where fũ ,h = e 1n λ + b + hI n + N and N is strictly upper triangular. So we have proved
Note that r −1 D(r)N (r −1 x, r −j t)D(r) −1 ∈ N + n , and
is a frame ofû. So g = f u,ĥ . By Theorem 3.8, we have det(fũ ,h ) = (−1) n−1 (λ − 1). It follows from (4.3), (4.4) and (4.5) that
Hence det(f u,ĥ ) = (−1) n−1 (λ − r −n ).
Explicit solutions
In this section we apply Theorem 3.20 to u = 0 to construct explicit solutions of (2.6).
Proposition 5.1. If we apply BTs with non-zero parameters to the vacuum solution u = 0 of the j-th A (1) n−1 -KdV flow (2.6) repeatedly, then we obtain infinitely many families of explicit solutions of (2.6) that are rational functions of exponential functions. x, t, z) , . . . , m n (x, t, z)) = (e A 1 , . . . , e An )Ξ.
A direct computation implies that the vacuum frame is
Given constants k = 0 and c = (
Let {e 1 , . . . , e n } be the standard basis of C n×1 , then
where π 1 = (e 3 , . . . , e n , e 1 , e 2 ), π 2 = (e 2 , e 3 , . . . , e n , e 1 ) (permutation matrices). Hence
This implies that h given by (5.1) is a rational function of exponentials. Hence entries of the new solution h * 0 are rational functions of exponential functions. It follows from Theorem 3.20 that, the entries of the frame of
are given by rational functions of exponentials, where
c i e i+1,n . If we apply Theorem 3.20 to h * 0 with parameter k 2 = 0, then we get another family of new solutions that are rational of exponential functions. n−1 -KdV flow). We use the same notation as in the proof of Proposition 5.1. First note that Ξπ 2 D(k) is invertible. So given any a ∈ C n×1 , we can find suitable c ∈ C n such that Ξπ 2 D(k)c = a. We will write down some explicit solutions for the j-th A 
This is a solution of (3.12) with parameter k ∈ C. Let A, B be defined by
e A+B +e A−B , so we get
where α = e 2πi n and B =
. Note that h defined by (5.3) is a solution of (3.12) with parameter k.
(i) If k = (1 +ᾱ)µ for some µ ∈ R, then h given by (5.3) becomes a real function,
where θ = µ sin(
is a real solution of the j-th A 
When k ∈ R\0, we obtain soliton solutions for the j-th A 
Substitute (5.6) to (3.19) with u = 0 to see that
is a complex solution of (3.15). Note that u 2 is the solution of the Boussinesq equation (3.16) obtained in [4] .
is a real solution of (3.15) and u 1 , u 2 defined by
is the real solution of (3.15). n−1 -KdV flow (2.6) repeatedly, then we obtain infinitely many families of explicit rational solutions of (2.6) Proof. Note that E(x, t, λ) = e xJ+tJ j is a frame of the solution u = 0 of (2.6). Since entries of E(x, t, 0) = exp(bx + b j t) are polynomials in x and t, we see that the solution h of (3.12) constructed in Theorem 3.9 with k = 0 is a rational solution andẼ = C(λ)Ef The coefficients of the constant term and λ −1 of the frame E(x, t, λ) = e xJ+tJ 2 of the vacuum solution u = 0 as a power series in λ are We apply Theorem 3.20 to u = 0 and v 0 = (a 1 , a 2 , 1) t to get new solutions:
is a solution of (3.18).
(ii) h * 0 = u 1 e 13 + u 2 e 23 is a rational solution of (3.15), where
Example 5.6. [Rational solutions for the second A Recall that E(x, t, λ) = e xJ+tJ 2 is a frame of u = 0. The coefficients of the constant and λ of E(x, t, λ) as a power series in λ are E(x, t, 0) = exp(bx + b 2 t) and
So entries of E 1 (x, t) are polynomials in x, t. In fact, for n = 2m + 1, we get
For n = 2m,
Apply Theorem 3.20 repeatedly to construct infinitely many families of explicit rational solutions.
Z n -action for the KW flows
In this section we give a natural action of the cyclic group Z n of n elements on the space of solutions of the j-th KW flow and show that Adler's Bäcklund transformation comes from this Z n -action. Theorem 6.1. Let α = e 2πi n , a = diag(1, α, . . . , α n−1 ), and τ = e 21 + e 32 + · · · + e n,n−1 + e 1n as in the KW-hierarchy. If v = (v 1 , . . . , v n−1 ) is a solution of the j-th KW flow (2.17), then
is a solution of (2.17). In particular, this defines an Z n -action on the space of solutions of (2.17).
be the splitting that gives the KW-hierarchy in section 2.
First note that aτ = ατ a. A direct computation implies that
Since v is a solution of (2.17), we have
Conjugate the above equation by a −1 to get
This proves that α · v is a solution of (2.17).
Next we use Theorem 6.1 to show that Adler's BT arises naturally from the Z n -action on the KW-flows. Corollary 6.2. Let Φ : R 1×(n−1) → T n be the linear isomorphism defined by Φ(v) = diag(q 1 , . . . , q n ) in Theorem 2.10, where
. . , q n ) be a solution of the j-th n × n mKdV flow, and v = Φ −1 (q) the corresponding solution of the j-th KW flow. Then Φ(α n−1 · v) = diag(q n , q 1 , . . . , q n−1 ) and is a solution of the j-th n × n mKdV flow.
Proof. By Theorem 2.10, v is a solution of the j-th KW flow. By Theorem 6.1, α·v = (αv 1 , . . . , α n−1 v n−1 ) is a solution of the j-th KW flow. Hence Φ(α· v) is a also a solution of the j-th n × n mKdV flow. A simple computation implies that Φ(α · v) = diag(q 2 , . . . , q n , q 1 ). So
is a solution of the j-th n × n mKdV flow.
This Corollary gives a proof of Adler's result: Suppose
such that L is a solution of the j-th GD n flow (1.1) and q = diag(q 1 , . . . , q n ) is a solution of the j-th n × n mKdV flow (2.9). By Corollary 6.2,
is a solution of (2.9). It follows from Theorem 2.11 thatL = (∂ − q n )(∂ − q 1 ) · · · (∂ − q n−1 ) is a solution of (1.1).
Relation between Adler's BT and our BT
In this section, we prove that if L is a solution of the j-th GD n flow (1.1), thenL = (∂ + h) −1 L(∂ + h) is a solution of (1.1) if and only if h is a solution of (3.4). We also show that Adler's BT is our BT with parameter k = 0. Proposition 7.1. Let L be a solution of the j-th GD n flow (1.1) and h : R 2 → C. ThenL = (∂ + h) −1 L(∂ + h) is a n-th order differential operator and is a solution of (1.1) if and only if h x = r n (u, h), h t = w n,j (u, h), (7.1)
for some differential polynomial w n,j (u, h), where r n (u, h) is as in Theorem 3.4.
Proof. It follows from Lemma 3.3 and the proof of Theorem 3.4 thatL is in D n if and only if h satisfies h (n) x = r n (u, h) and the coefficientũ i of ∂ i−1 is given by (3.2) . SoL is a solution of (1.1) if and only if
Note thatL j/n = (∂ + h) −1 L j/n (∂ + h) = ∂ j + · · · , by comparing the highest power of ∂, we have
Hence we obtain
Let p −1 ,p −1 denote the coefficient of ∂ −1 of L j/n andL j/n respectively. Since coefficients of (L j/n ) + and (L j+n n ) + are differential polynomials in u andũ respectively, p −1 andp −1 are differential polynomials in u and h. So we have h t = w n,j (u, h) := −p −1 (u, h) +p −1 (u, h).
2) Hence we proved the proposition. Theorem 7.2. Let L = ∂ n − n−1 i=1 u i ∂ i−1 be a solution of the j-th GD n flow (1.1), and h ∈ C ∞ (R 2 , C). Then the following are equivalent:
(a)L = (∂ + h) −1 L(∂ + h) is a solution of the j-th GD n flow (1.1), (b) h is a solution of (7.1), (c) h is a solution of (3.4), (d) h is a solution of (BT) u,k (3.12) for some constant k ∈ C.
Proof. The equivalence of (a) and (b) is given by Proposition 7.1, and the equivalence of (c) and (d) is given by Corollary 3.17. We prove (a) implies (c). SupposeL = (∂ + h) −1 L(∂ + h) is a solution of (1.1). WriteL = ∂ n − n−1 i=1ũ i ∂ i−1 . By Theorem 2.3, both u = n−1 i=1 u i e in andũ = n−1 i=1ũ i e in are solutions of (2.6). LetẼ(x, t, λ) be a frame of the solutionũ, andφ = (φ 1 , . . . ,φ n ) t the first column ofẼ. It follows from Lemma 3.3 that {φ 1 , . . . ,φ n } are solutions ofL − λ = 0. Since L − λ = (∂ +h)(L−λ)(∂ +h) −1 , φ i = (∂ +h)φ i is a solution of L−λ = 0 for 1 ≤ i ≤ n. Let E = ((φ i ) (j−1) x ), and f =Ẽ −1 E. So E =Ẽf . A direct computation implies that the first column of f is (h, 1, . . . , 0) t and det(f (x, t, λ) ) is of degree one in λ. SinceẼ is a frame forũ, det(Ẽ) is independent of x, t, is an analytic function c(λ), and c(λ) = 0 for all λ ∈ C. So det(E(x, t, λ)) = 0 for generic (x, t, λ), i.e., {φ 1 , . . . , φ n } is a basis of L − λ = 0 for generic λ. Hence E is a frame of u. By Theorem 3.4, E =Ẽf u,h and h is a solution of (3.4).
Next we prove (d) implies (a). Suppose h is a solution of (BT) u,k (3.12). By Theorem 3.14 we have (i)ũ = h * u is a solution of (2.6), (ii) ifẼ is a frame ofũ, then E =Ẽf u,h is a frame for u for all λ = k.
(iii) the i1-th entries of φ i E andφ iẼ are related by φ i = (∂ + h)φ i . Assume λ = k. Lemma 3.3 implies that {φ 1 , . . . , φ n } is a basis of L − λ = 0. This is also a basis of (∂ + h)(L − λ)(∂ + h) −1 = 0, whereL = ∂ n − Although both η n,j (u, h) and w n,j (u, h) can be computed, these two differential polynomials are not in explicit closed form; hence we do not know whether they are the same. But systems (7.1) and (3.4) have the same set of solutions.
Corollary 7.3. Let L = ∂ n − n−1 i=1 u i ∂ i−1 be a solution of the j-th GD n flow (1.1), u = n−1 i=1 u i e in , and k ∈ C a constant. Let p j,i (u, λ) denote the i1-th entry of Z j (u, k), where Z j (u, λ) is defined by (2.5) for the j-th A (1) n−1 -KdV flow. Then (L − k)φ = 0,
is solvable for φ : R 2 → C, Moreover, if φ 1 , . . . , φ n−1 are linearly independent solutions of (7.3), then h = (ln(W (φ 1 , · · · , φ n−1 ))) x , is a solution of (BT) u,k (3.12) andL = (∂ + h) −1 L(∂ + h) is a solution of (1.1), where W (f 1 , . . . , f n−1 ) = det((f i )
) is the Wronskian.
Proof. By Theorem 2.3, u is a solution of (2.6). Let g = (φ, φ x , . . . , φ (n−1) x ). Then system (7.3) is equivalent to g −1 g x = ke 1n + b + u, g −1 g t = Z j (u, k).
(7.4)
