Activity recognition is an important as well as a difficult task in computer vision. In the past years many types of activities -single actions, two persons interactions or ego-centric activities to name a few -have been analyzed. Nevertheless, researchers have always treated such types of activities separately. In this paper, we propose a new problem: labeling a complex scene where activities of different types happen in sequence or concurrently. We first present a new unified descriptor, called Relation History Image (RHI), which can be extracted from all the activity types we are interested in. We then propose a new method to recognize the activities and at the same time associate them to the humans who are performing them. Next, we evaluate our approach on a newly recorded dataset which is representative of the problem we are considering. Finally, we show the efficacy of the RHI descriptor on publicly available datasets performing extensive evaluations.
Introduction
The recognition of activities has always been a crucial problem in computer vision. Usually, activities are categorized based on how many people participate (one person, two persons, a group of people), and the point of view from which they are recorded (third person, ego-centric). The combination of these two characteristics generates 6 possible categories of activities, which we will call types from now on. Most of the works in the literature address the recognition of only one type of activities: for instance the type of single person activities from a third-person perspective [1, 14] has been studied broadly in the past. Two other types of activities that have been investigated more recently are two-person interactions from a third person perspective [23, 21] and group activities from a third point of view [13, 10] . In the last few years, the ego-centric perspective has been largely analyzed in the form of ego-centric activities [18, 5] and ego-centric interactions [25] .
In all the above-mentioned cases, videos to be classified usually present two characteristics:
1. They belong to a specific type of activities. For instance, it is not possible to find activities that belong to the type 'two-persons interactions from a third person perspective' and activities belonging to the type 'egocentric interactions' in the same dataset;
2. They mostly contain only one activity at any given time. In this sense, even if the scene is crowded, it is assumed that all the persons in the scene are performing the same activity.
Since many algorithms have shown successful results in the described setting, in this paper we relax such constraints moving towards a different objective: classifying complex scenes where multiple people perform activities of different types concurrently or in sequence. To the best of our knowledge, this is the first work that considers such a problem. To this aim, we provide a new dataset recorded from a robot-perspective where multiple activities and interactions happen at the same time. In such a scenario, the robot can label a scene and recognize if something important or dangerous is happening. For instance, it would know if a person intends to talk to it or to avoid it (ego-centric interactions), detect if someone needs help (single person activities from a third person perspective), or notify someone if there is a fight (two-persons interactions from a third person perspective). Usually, descriptors suitable for a certain type of activity cannot be naturally extended to recognize other types. Therefore, if we want to use existing feature descriptors, we should first detect who the subjects of a certain type of activities are (i.e. who is interacting with another person, who is interacting with the robot and so on), and then use different descriptors and different classifiers, one for each type of activity. However, solving the detection problem effectively is not easy. Instead of facing the two steps separately, we propose a framework that simultaneously detects who the subjects of specific activities are and recognizes such activities.
In order to do so, we propose a new unified mid-level descriptor called Relation History Image (RHI) (see Fig. 1 ), where with unified we mean that it is able to represent sev- Figure 1 . This picture represents how RHIs on skeleton and depth are extracted. For RHIs on skeletons, the relations between pairs of joints are computed for each frame, for each pair. For RHIs on depth, the Hamming distance between strings obtained from the τ test represents the relations between local regions. The first descriptor in a temporal window is subtracted to each other frame in the window; these differences are then convoluted with a set of Gaussian filters. The filter responses are finally summed to generate the final RHI descriptor over the window of frames.
eral types of activities. The Relation History Image is built as the variation over time of relational information between local regions (joints or image patches) belonging to pairs of subjects. Since it can be extracted from several types of activities, it is possible to directly compare (i.e. classify) activities of completely different types; this feature allows us to naturally handle the general scenarios where activities of multiple types are present in the same scene, sequentially or concurrently. Even though there have been previous feature descriptors based on video appearance (e.g. local spatiotemporal features like STIP [14] or DSTIP [32] ) which could be extracted from different types of activities, they are not suitable for representing subtle interactions where human body configurations are very important. We explicitly confirm this in our experiments, showing that our descriptor significantly outperforms state-of-the-art descriptors in the general scenario of handling activities of different types, as well as in other public datasets.
In our setting, there are several subjects in the scene doing different things, thus we do not know a priori who is performing what type of activity. In order to detect who the subjects of an activity are, and classify the activity simultaneously, we propose a new method based on optimization. In particular, RHI descriptors are extracted from all the possible combinations of subjects in the scene, including the couples formed by pairing each subject with himself, and they are fed to a classifier, which provides for each descriptor the confidence that it belongs to a certain class. At this point, we formalize an optimization problem based on the computed confidence, which returns who is performing a certain type of activity, and what activity that is.
To summarize, our contribution is threefold. First, we propose a new problem, where the goal is recognizing multiple activities belonging to different types performed concurrently. Second, we present a new unified descriptor, called RHI, which is particularly suitable to handle situations where multiple types of activities need to be classified. Finally, we design a new method to automatically understand who is performing what type of activity, and recognize what activity it is. The rest of the paper is organized as follow: in Sec. 2 we briefly review the state of the art. In Sec. 3 we describe the algorithm that we have developed. In Sec. 4 we present an extensive experimental evaluation of our method on a newly recorded dataset. We also show the results obtained extracting RHI from publicly available datasets. Finally, Sec. 5 concludes the paper.
Related Work
The literature on action and activity recognition is very broad and has evolved over time covering a number of different problems. Most of the approaches try to solve the problems of third-person activity recognition [28, 9, 30] , two persons interactions [11, 22, 15] and group activities [10, 13, 24] . Li et al. [15] for instance, build a tensor which contains relations between two persons' low-level features over different pairs of frames. In [30] , joint rela-tions and Local Occupancy Patterns (LOP) are used to retrieve a frame-based descriptor, then the Fourier Transform is used to model their temporal dynamics. Wang et al. [28] propose an effective method to create dense trajectories over time and extract local features from them. In the last few years, also first-person activities [5, 8, 18] and first-person interactions [25, 34] have been analyzed. However, most of the algorithms presented in the literature are specific to only one of the above-mentioned types of activities. Differently, our work is explicitly addressing a new problem, where the goal is recognizing different types of activities performed concurrently using a unified framework and descriptor.
Detecting who is interacting with whom has been recently studied by Fathi et al. [6] : given a set of persons, their goal is to classify monologues, when a group of people listen to one person, dialogues, when the first person is talking to a single person, and discussions, when multiple persons are talking. In this scenario, they try to localize the attention of the subjects involved. Nonetheless, their setting is limited to groups of persons that are talking. Furthermore, as in classic activity recognition scenarios, it is assumed that only one social interaction happens in each scene. Our goal is more general, as we are trying to recognize a large number of different activities, mostly physical, especially considering cases where they are performed at the same time.
In a different category, Lan et al. [12] analyze videos with multiple people and try to recognize single activities at a low level, while inferring their social roles at an intermediate level -e.g. in sport videos, they distinguish between attackers and defenders. However, they only focused on multi-person group activities and simple actions composing those.
Method
In this section we present our method for recognizing multiple activities of different types performed in the same scene. In most of the existing datasets, each video contains a single activity, therefore relying on a robust person tracker is not always a necessity. In our case, each person in the scene is doing something different, hence we require a reliable person tracker. We extract Relation History Images (RHIs) from each pair of appearing persons, while allowing the system to select the same person twice. This is done over a sliding window of frames. Then, we train a one-vsone SVM over all the activities, regardless of their types. In order to simultaneously recognize the activities and identify the persons performing them, we solve a linear optimization problem, given the SVM responses for each pair in the scene. Figure 2 . Examples of the RHI descriptors on human joint locations. For each class showed in the figure we extracted RHIs from two different videos. In the first row, RHIs have been extracted from exchange and shake hands, SBU dataset [35] . The second row contains examples of high throw and bend taken from the MSRAction3D dataset [16] . In the third row, it is possible to see RHI extracted from the First-Person RGBD Interaction dataset [34] , actions stand up and point robot. Finally, in the last row we depict RHIs taken from our dataset. The recorded activities are grab robot and run.
Relation History Image
We propose a new mid-level descriptor for general activity recognition, the Relation History Image (RHI). Its main characteristic is that it embeds local, relational and temporal information in the form of a single matrix. It is extracted from all the possible pairs in the scene, including the pairs constituted by the same subject repeated twice. We start from identifying meaningful local regions on each person and we extract low-level feature descriptors from them. We then build a m × m matrix R t for each frame t, where m is the number of local regions we are considering. Each element of R t is equal to
where K(·, ·) is a function that measures the relation between the low-level descriptors extracted from the i-th and the j-th local regions at time t. At this stage, for each frame t, we have obtained a matrix R t that represents the relations between pairs of specific local features.
In order to introduce the temporal information in our de-scriptor, we consider windows of F frames and we build a tensor W composed of the differences between all the frames and the first frame of the considered window. Let [t, t + F ] be a temporal window of F frames starting at t; the tensor W t associated to the window is equal to:
We finally convolute such a tensor with a set of 1D Gaussian filters over the temporal dimension, each of which having µ = 2t + F 2 and σ 2 ∈ (0, 1). The responses are summed up in the final RHI descriptor:
where f is the number of filters employed, h(µ, σ 2 j ) is a Gaussian filter applied to the temporal dimension, and RHI t is the RHI descriptor extracted from the window
Examples of the descriptor can be found in Fig. 2 . Notably, the only parameter that influences RHI descriptors is the number of frames on which they are calculated. We experimentally found that a small number of frames, such as 5 or 8, performs well in any setting.
Relation History Image on Joints
Joints are the most informative local regions for humans. With the popularity of the Kinect sensor, the possibility of tracking joints automatically has significantly increased, and several works in the literature rely on this information to obtain effective descriptors [30, 27, 19, 26, 31] . For this reason, we propose a RHI descriptor that represents relations between pairs of joints over time. In this specific case, relations can be simply the Euclidean distances between pairs of joints:
where x i t is the 3D position of the i-th joint at time t and x j t is the 3D position of the j-th joint at time t (see Fig. 1 ). The two joint locations can belong to the same person, as well as to two different persons. This formulation, which mainly models variations, being thus invariable to scale and translation, is extremely effective when the initial position is the same for all the considered activities. However, when the temporal variation over a set of activities is similar, but there are several initial positions, we also need to model the initial state. For this reason, we concatenate to the RHI on joints the mean of the R t matrices defined in Eq. 1 over the set of frames, considering a smaller number of joints chosen randomly.
Relation History Image on Depth
In order to build a similar structure using depth information, we exploit as low-level feature the so-called τ test, described in [2] and used in [17] for activity recognition. In particular, given a depth image patch, the τ test is computed as follow:
where i and j represent two pixel locations, and d(i) and d(j) correspond to the depth values of those pixels. We use the modified τ test proposed in [17] , which adds a second bit to each pixel comparison:
We first build a bounding box around each person in the scene, and we split it in m cells, which represent the locally fixed regions. Then, for each cell we sample p pairs of pixels, whose locations are extracted from an isotropic Gaussian distribution:
where N (·, ·) is the Normal distribution. Such locations are kept fixed for the whole dataset, so that they can be coherently compared across different cells and frames. The comparisons between pairs of pixels are performed in an ordered manner, following the order with which locations have been sampled. From each pair of pixels we obtain a binary value, therefore from p ordered pairs of pixels we retrieve a binary string. At this point, each cell is described by a string. The relation between pairs of cells is finally represented using the Hamming distance between pair of strings. Hence, the K(·, ·) function used in Eq. 1 is: person repeated twice. Given a segment where there are n persons, we compute a number of descriptors D(n) equal to
in particular, the first n descriptors are extracted from pairs formed by the same person repeated twice, while the remaining come from all the possible simple combinations without repetitions of the n subjects in pairs. RHI is computed over a set of F frames; therefore, for each video containing n subjects and T frames, we will extract D(n)·(T − F ) RHIs. At this point, we train a one-vs-one SVM, without distinguishing among different types of activities (twopersons interactions, ego-centric interactions and single activities 
and
At this point, for each segment, we obtain a matrix V ∈ R |C|×D(n) , where element v k,ij indicates the votes obtained from class c k on the test data extracted from the pair (u i , u j ). The first n columns contain the votes obtained by descriptors extracted from pairs where the same user is repeated twice, while the remaining columns contain the votes obtained by pairs of different users.
Finally, the simultaneous detection and classification is performed using an optimization procedure over the matrix V so composed. In particular, given the votes obtained by all the classes on each possible pair of users, we would like to select the pairs that are likely to perform valid activities (i.e. different from k 0 ), associated to the activity classes that they are performing. The intuition is that the descriptors extracted from pairs that are performing a valid activity c k should obtain the highest number of votes exactly on that activity; at the same time, the descriptors extracted from pairs that are not performing any activity should get the highest votes from class c k0 . At the end of the procedure, each user in the segment will be associated to one and only one valid label. Therefore, if a pair composed of the same user (u i , u i ) is assigned to a valid label, all the pairs formed with u i will be assigned to class k 0 . In the same way, if a pair (u i , u j ) is assigned to a valid class, then the pairs (u i , u i ) and (u j , u j ) will be labeled as k 0 . Given the set of users U, the set of activities C and the respective matrix of votes V for the entire segment, we formulate an assignment problem slightly modified. We create a set of variables Φ, one for each element of the matrix V. Then, we solve:
(12) The objective function represents the fact that we want to choose classes and users that maximize the votes obtained Figure 4 . Some labeled examples from our dataset. In the first row, the couple labeled in orange is approaching, while the two persons on the sides are sitting. In the second row, the person in the red box is talking to the robot, while the two persons behind him are talking. Finally, in the third row, there is one person sitting, one running and two pushing.
from the classifier. The first constraint models the fact that each pair has to be assigned to only one class. The second constraint handles the assignment between pairs composed of the same user and pairs of different users. We solve this problem using a branch and cut methodology implemented within the cplex IBM library.
Experiments
In this section we present experimental results obtained testing our method on multiple datasets. We compare the performance of RHI and other state-of-the-art descriptors on our new dataset as well as on three publicly available datasets, one for each type of activities that we consider.
Experiments On The Multi-Type Dataset
We recorded a new dataset, called Multi-Type Dataset, which is representative of the problem we have proposed. Since we need a reliable person tracker, we relied on the new Kinect sensor. We mounted it on an autonomous nonhumanoid robot, which usually moves around in a building full of students. We chose one room of that building, and we recreated a natural environment, where students meet, or wait to go to class, or interact with the robot. We asked 20 participants divided in 5 groups of 4 − 5 people to perform 12 different sequences of activities. Each sequence is characterized by the presence of 2 to 5 persons performing actions concurrently and in sequence, with different body orientations and at different scales. An example of a sequence could be: a pair of persons get close, shake hands and start talking while a person sits by himself and another person approaches the robot and clears the path to avoid it. We asked the subjects to act naturally and with their own timing, therefore the sequences are always different. We defined 16 basic activities: 6 two-person interactions, approach, hug, shake hands, push, talk, wave, 6 first-person interactions, approach robot, wave to the robot, point the robot, clear the path, talk to the robot, grab the robot, and 4 single activities, sit, stand up, walk, run. In some videos there are persons standing, without performing any activity; we do not consider them until they actually start performing an action. In several sequences there is also an ego-motion component, due to the robot's movements. In total, we have recorded 523 activity samples.
In order to allow other methods to take full advantage of all the information that Kinect provides, we record RGB, depth, user and skeletal data (see Fig. 3 ). The images are recorded at around 25 fps. The depth images are 16-bits single channel, with resolution 512 × 424. We use the newer Kinect sensor, whose depth range goes from 0.4m to 4.5m. User images are 512 × 424; colored pixels correspond to the presence of a user, while black pixels belong to the background. RGB images are three-channel, with resolution 640 × 480. Finally, the skeleton is composed of 25 joints, whose positions are provided in both 3D and 2D. Some images extracted from the dataset can be observed in Fig. 3 . We manually divide the sequences in segments; as specified in Sec. 3.2, in each segment, each user/pair can be associated with a single label.
For the experiments, we treat 4 groups as training set and 1 group as test set for each round. We repeat the procedure for 5 rounds, changing the test set every time. Since in this case the problem regards detecting and recognizing simultaneously, we utilize precision and recall to evaluate our method. We do not have any knowledge about who is acting, therefore we compute descriptors from each possible pair, including pairs formed by the same user repeated twice. Then, with the procedure described in Sec. 3.2, we associate a label to all the users in the scene by solving a linear optimization problem. At this point, we treat as true positives only those detections that label correctly the pair and the activity. All the other detections (correct pair but wrong activity) are treated as false positives. Finally, false negatives correspond to activities that were not detected (pairs wrongly labeled as class k 0 ). In Fig. 4 it is possible to see some labeled examples from the dataset. Table 1 shows the results obtained by our method in terms of F 1 and F 2 score under the columns MT-F1 and MT-F2. We also report the classification accuracy obtained by our descriptor in terms of recognition rate, assuming that the true pairs that are performing a certain type of activity are known. Such results are reported in Table 1 , column MT-Acc.
In order to establish a baseline, we also assess on our dataset the HON4D [20] , the STIP [14] scriptors [32] , which are some of the few general descriptors that can be adapted to handle multiple different activity types simultaneously. We make some assumptions to facilitate the recognition procedure for HON4D, STIP and DSTIP. In particular, we segmented the depth images and the RGB images so that they contain only the pairs from which the descriptors have to be extracted. We follow the same procedure that we have followed for the RHIs, computing the votes from one-vs-one SVM and solving the linear optimization problem. For HON4D and DSTIP, whose source code is available, we tested several sets of parameters and we report here the highest results. Notably, differently from them, our descriptor has only one parameter to setthe number of frames on which RHI has to be computed. Table 1 , column MT-F1 and MT-F2, summarizes the comparison between our results and the performance obtained using HON4D, STIP and DSTIP. In order to take into account the randomness in the dictionary generation, we report the mean value over 10 different trials for STIP and DSTIP. We also measure the recognition accuracy of such methods assuming that the actual pairs are known. The results are reported in Table 1 , column MT-Acc. As it is possible to notice, our approach performed better than any other general purpose feature descriptor.
Finally, we extend one of the representative methods based on joints (i.e. HOJ3D [33] ), so that it becomes applicable to our scenario. In particular, when we considered pairs constituted by different persons, we concatenated the two HOJ3D; when considering a pair composed of the same subject repeated twice, we concatenated a set of zeros at the end of the HOJ3D computed on the subject. Also in this case, we computed the mean accuracy over 10 trials in order to consider the randomness related to the dictionary learning stage. We tested this simple extension also on the SBU dataset, which has been recorded to recognize interactions. As it is possible to see in Table 1 , the results obtained by this method on our dataset, as well as on the SBU dataset, are poor. This confirms that it is not trivial to find a way to extend conventional non-unified descriptors to our setting.
Comparison On Public Datasets
In this section, we compare our new RHI descriptor with state-of-the-art algorithms on three publicly available datasets. In order to do so, on the following experiments, we compute the RHI descriptor on each set of F frames in every video. This means that if the video is composed of T frames, we extract (T − F ) RHI descriptors, which constitute positive examples for the classifiers. We proceed in training non-linear SVMs with Radial Basis kernel in a one-versus-all fashion; the kernel parameters are estimated during cross-validation. Finally, given a test example, we compute the SVM scores for each of the m classifiers and for each RHI. The test sample is labeled as belonging to the class that obtained the highest scores:
where h i (·) is the SVM i-th classifier.
Two-Person Interactions: SBU Dataset
The SBU Kinect Interaction Dataset [35] has been recorded for interaction recognition purposes. In particular, it contains two persons interaction videos from a third-person perspective. This is the first RGBD dataset for two persons interaction, and the only one containing human joint information. The dataset contains examples of eight different interactions: approaching, departing, kicking, punching, push-ing, hugging, shaking hands and exchanging something.
We perform a 5-fold cross validation following the instructions provided in [35] . Table 1 shows the results compared to the state-of-the-art in the column called SBU. We experimentally evaluated that computing the RHI on 5 frames provides the best accuracy. As it is possible to notice in Table 1 , our method outperforms the state-of-the-art results on this dataset.
First-person Interactions: First-Person RGBD Interaction dataset
We then evaluate our descriptor on the non-humanoid robot dataset presented in [34] to recognize first-person interactions. In this dataset, people only interact with (or react to) the person/robot who wears the camera, thus it is different from the dataset considered in Sec. 4.2.1. We follow the instructions provided by [34] to calculate the final accuracy.
Our results with respect to state-of-the-art approaches are shown in Table 1 in the column called FP. As is can be seen in the Table, we achieve the highest accuracy with respect to the other methods. Also on this dataset, we obtain the best results computing the RHI over 5 frames.
Third-person Actions: MSRAction3D
The MSRAction3D dataset [16] has been provided to assess single person action recognition methods, thus is again different from those considered in Sec. 4.2.1 and Sec. 4.2.2. It provides skeleton and depth information of 20 different actions. In this case, we decided to use, as relational information on the joint locations, the same displacement vector that has been used in [30] . Using the same relational information as [30] provides the opportunity to evaluate the actual effect of the temporal structure in our RHI. We follow the instructions provided in [16] to compute the final accuracy using the cross-subject test, which is the most challenging. In particular, we divide the dataset in three subsets (AS1, AS2 and AS3), and we compute the accuracy on them separately using 5 subjects for training and 5 subjects for testing. We compare our results with several state-of-the-art methods in Table 1 , column MSR. We only listed the works that used the cross-subject test, as indicated in [16] . Also in this case we obtain the best results using a buffer of 5 frames to compute the RHI. Table 1 shows the extensive evaluation that we have carried on to show that RHI is not only the best descriptor on our new dataset, but also achieves excellent performance on all the datasets we have considered. The methods that report a '-' in the Table have not been tested on the related datasets. Even though some of these approaches obtained reasonable results on classifying activities of a single type, they were never tested for realistic scenarios where activities of multiple different types are present together, and did not consider learning representations for such situations at all. These previous methods do not have an ability to directly compare activities of different types, and thus are not suitable for classifying/detecting them. The only descriptors that could be more easily extended to handle such a situation are HON4D, STIP and DSTIP. However, as the experiments confirm, they are not sufficient to model all the activities we have proposed.
Discussion
In Table 1 , we also report the ability of the descriptors to be extracted in real-time. Our RHI takes around 2 ms on the joints and 20 ms on the depth to be computed over a set of 5 frames.
Conclusion
In this paper we introduced a new real world problem: labelling a complex ego-centric scene where multiple persons act and interact concurrently and sequentially. We recorded a new dataset which is representative of the new problem, and we proposed a new unified mid-level descriptor, called Relation History Image, which can be extracted from several types of activities. This descriptor presents many advantages: it is unified, fast to compute and does not depend on any sensitive parameter. We show that RHI obtains excellent results on three publicly available datasets, each one dedicated to one type of activities. Next, we present a new method that exploits SVM classifiers trained on our new descriptor and leverages a linear optimization problem to find, in a single shot, what activities are performed and who is performing them. Finally, we assessed our method on our newly recorded Multy-Type dataset, comparing it with state-of-the-art descriptors. There are not many general feature descriptors in the literature that can be applied to our scenario; we demonstrate that, even those that can be tested on our dataset, obtain poor performance with respect to ours.
