The aim of this study is to present the "Incremental Polynomial Model-Controller Network" (IPMCN). This network is composed of controllers each one attached to a model used for its indirect design. At each instant the controller connected to the model performing the best is selected. An automatic network construction algorithm is discribed in this study. It makes the IPMCN a self-organising non-linear controller. However the emphasis is on the polynomial controllers that are the building blocks of the IPMCN. From an analysis of the properties of polynomial functions for system modelling it is shown that multiple low order odd polynomials are very suitable to model non-linear systems. A closed loop reference model method to design a controller from a odd polynomial model is then described. The properties of the IPMCN are illustrated according to a second order system having both system states y and _ y involving non-linear behaviour. It shows that as a component of a network or alone, a low order odd polynomial controller performs much better than a linear adaptive controller. Moreover, the number of controllers is signi cantly reduced with the increase of the polynomial order of the controllers and an improvement of the control performance is proportional to the decrease of the number of controllers. In addition, the clustering free approach, applied for the selection of the controllers, makes the IPMCN insensitive to the number of quantities involving nonlinearity in the system. The use of local controllers capable of handling systems with complex dynamics will make this scheme one of the most e ective approaches for the control of non-linear systems.
Introduction
The control of a non-linear system is often achieved through the use of a single linear controller; the system is linearised around an equilibrium point and the controller designed for a local region of the system. It is often the case that beyond the region of validity of the controller, its performance will be poor. This is a serious problem when the system is highly non-linear. A standard way to overcome the problem is to adapt continually a linear model of the system and thus the controller; this is conventional adaptive control. Such a method can only be e ective if the dynamics of the system are changing smoothly and quite slowly through time. If the function is discontinuous, adaptive control cannot be applied. In addition, the slowness of such an adaptation may result in a large transient error (Narendra et al., 1995) . A more serious problem is the basic design problem for learning machines emphasised by (Carpenter and Grossberg, 1988) : the \stability-plasticity dilemma". While the controller is adapting to an operating region of the system it is forgetting previous adaptations concerning other regions.
A simple way to have a control system valid for all system operating conditions is to use a number of controllers, each one valid for a di erent operating region of the system. This is closely related to the control strategy known as gain scheduling (see, for instance, (Shamma and Athans, 1990; Shamma and Athans, 1992) ). There are a couple of algorithms that have been recently developed for this purpose. One of them is the \Local Model Network" introduced in (Poggio and Girosi, 1990) and further extended for modelling and control purposes by (Johansen and Foss, 1993; Johansen and Foss, 1992) . The control version of the LMN is the "Local Controller Network". The concept underlying the other controller network has been introduced in (Middleton et al., 1988) and further extended in (Morse, 1990; Morse et al., 1992; Weller and Goodwin, 1994) and is know as the \hysteresis switching algorithm". This algorithm aims at achieving stability whereas, the \Multiple Switched Models", extensively studied by (Narendra et al., 1995; Narendra and Balakrishan, 1997) , but closely related to the former algorithm, is used for improving controller performance for systems in which parameters change quickly through time.
A problem associated with these two algorithms was the necessity for a-priori knowledge about the system to determine the number of required controllers and their region of activity over the operating range of the system. This problem has been resolved by developing the \Incremental Network Construction" (INC) algorithm (see chapter 3 in (Ronco, 1997) for full details about this algorithm, (Ronco et al., 1996a; Ronco et al., 1996b; Ronco and Gawthrop, 1997a; Ronco and Gawthrop, 1997b) for an early version of this algorithm or (Ronco and Gawthrop, submittedb; Ronco and Gawthrop, submitteda; Ronco and Gawthrop, 1997c) for a further improved version). The use of this algorithm implies modi cations of the Local Controller Network and Multiple Switched Models which leaded respectively to the \Incre-mental Clustered Controller Network" (ICCN) and the \Incremental Model-Controller Network" (IMCN). The INC o ers a complete autonomy to these two schemes and makes them systematic and self-organising approaches to control non-linear SISO systems having simple dynamics.
The main di erence between these two algorithms concerns the method used to select the controllers at each instant. In the ICCN the selection of the controllers is achieved by a spatial clustering of the input space whereas, in the IMCN, the selection of the controllers is clustering-free in the sense that the controllers are selected according to the performance of their associated models. The clustering-free approach of the IMCN is an important advantage over the ICCN for systems with high-dimensional clustering spaces: in fact, spatial clustering appears di cult to achieve if the space is two dimensional and virtually impossible if the space exceeds two dimensions ( (Ronco, 1997) (chapter 3,4) ). This problem with high-dimensional clustering spaces reduces the usefulness of the ICCN, and indeed any other methods, involving a spatial clustering to select the controllers. From this point of view, the MSM is a much more satisfactory approach than the ICCN.
The IMCN o ers at least three other important advantages. Firstly, since the controllers composing the network are linear, it is straightforward to analyse locally the properties of each controller and thereby deduce properties concerning the overall behaviour of the network. Secondly, and for the same reason, it is straightforward to determine the parameter values of the controllers as linear regression methods can be applied. Thirdly, from the point of view of learning control, a further advantage with respect to conventional adaptive control is that stability-plasticity dilemma is avoided through the use of multiple models.
However, this linear controller network does inherit the disadvantages associated with linear interpolation of non-linear functions. In particular, the network may require many linear models to match a nonlinear system; this is ine cient and can lead to poor generalisation properties. A further feature of this paper is to use polynomial functions within each local model to give more e cient interpolation whilst retaining a simple structure for analysis, interpretation and controller design.
The structure of this paper is as follows. Section 1 brie y describes the IMCN. Section 2 discusses the properties of polynomial functions in the context of system modelling. Section 3 presents the polynomial version of a Model Reference Adaptive Controller (MRAC) which is the building block of the IMCN. Section 4 illustrates the control capability of the polynomial IMCN. Section 5 concludes this study by describing the advantages of this approach and by pointing to some research directions within this area.
Incremental Model-Controller Networks
This section describes the main features of the \ Model-Controller Network" (MCN) and the algorithm used to automatically construct its architecture: the \Incremental Network Construction" (INC) algorithm.
Model-Controller Network
The "Multiple Switched Model" (MSM) has been extensively studied in (Narendra et al., 1995; Narendra and Balakrishan, 1997 ) (See chapter 3 in (Ronco, 1997) for details about this algorithm). The MSM is a network of model-controller pairs where each controller is designed from its connected model (See gure 1). There are various possibilities to compose the network. One can use solely xed or adaptive model-controller pairs or a combination of them. The authors argue that the best compromise is obtained by using a certain number of xed models plus an adaptive and reinitialisable one. The best control performance and stability results have been obtained from this scheme.
The selection of the controllers is achieved according to the performance of their connected model. The network of models can therefore be interpreted as a gating system (See gure 2). This is a clustering free approach where at each instant, the selected controller i is the one having its connected model i minimising the index J i (t):
(1) whereê is the modelling error, 0, > 0 and > 0 are designed parameters. 0 and > 0 respectively in uence the instantaneous and long term memory of the index. This index can be thought of a rst order lter.
The properties of a simpli ed version of the MSM is investigated in this study: the "ModelController Network" (MCN). The index used takes only into consideration the integral of the error over the immediately preceding interval of T units. This gives
This index should is e ective enough in this study since we are not considering any system a ected by disturbances and compared to the one used in the MSM it has the advantage of requiring no setting of parameters.
All the model-controller pairs are adapted; but, because multiple models are used, there is no need to use a forgetting factor. Indeed, such forgetting would be harmful as it would loose pertaining to the particular model. This gives \stability" is the sense of (Carpenter and Grossberg, 1988) in the context of the the \stability-plasticity dilemma". On the other hand, the \plasticity" arises from the generation of new models as described in the next section. The computational demand of adaptation is not dependent on the number of models as only one model-controller pair is adapted each time (the one selected). However, the computational demand of selection is dependent on the number of models as all models must be activated to determine their relative performance. This actually implies far more computations than the selection of the controller using the clustering approach described in the previous section.
We have not evaluated the \hysteresis" feature, introduced in (Middleton et al., 1988) and used also in the MSM, in the context of the MCN. Such hysteresis implies a time delay between the selection of a new controller and its activation; this avoids potential instability arising from a rapid change of controllers.
Note nally that in the MCN a space clustering device (i.e. a radial basis function) is attached to each controller. It is not used for the controller selection, as in the Local Controller Network, but simply to facilitate the monitoring and understanding of the MCN behaviour (see section 5 for details).
Incremental Network Construction
In (Narendra et al., 1995; Narendra and Balakrishan, 1997) a xed number of models are used and the parameters of the models are initialised at a certain distance from their desired value. Di erent preinitialisations enable the convergence of the model towards di erent solutions. However, a random initialisation of the model does may not ensure that the scheme will converge toward a solution. Moreover, the number of controllers required to control an unknown system cannot be determined a priori. To use a high number of controllers to overcome this problem is certainly not an e cient solution either from the point of view of computational burden or from the point of view of interpretation and monitoring. Hence, the overall modelling and control of the plant is signi cantly facilitated by an incremental construction of the network of model-controller pairs. Such an algorithm has been developed in (Ronco, 1997) and is called the \Incremental Network Construction" (INC).
The idea of the INC is to construct the architecture of the MCN on-line whilst controlling the plant. There are two possible actions according to the actual control error modulus e(t) = j y(t) ? y(t)j (where y(t) is the current output given my a model of the closed loop system):
If e(t) threshold: The selected controller is updated in order to integrate the actual system input-output sample and to be adapted to small changes in the environment.
If e(t) > threshold : A sampling of the system is achieved around the actual operating condition (this is usually preferable instead of continuing the control which can become totally inaccurate if the change of parameters relating the operating condition is abrupt e.g. case of a discontinuous function). From those samples a local model of the system is determined. A linear controller is then designed from this model using any conventional method; A Model Reference Adaptive Controller design method is used in this study (see (Ronco, 1997) chapter 1 for details about this control design method). The new model-controller pair is nally added to the MCN.
Note that the value of the threshold should be chosen so as to meet the control requirements since a small threshold implies a very accurate control.
There is also in the INC a pruning of the controllers that are not performing well enough i.e. their average control error is greater than twice the threshold. Indeed, this should not occur very often since a controller is added as soon as the control error exceeds the threshold. However it can happen that a controller has not learned enough (i.e. the controller has not reviewed enough plant input-output samples) since a controller must be selected to learn. The fact that the controller is almost never selected means that it is of no use for the network. It may be useless because it is not adapted well enough. Otherwise its connected model should have performed well at some operating conditions and this would have implied the selection of this controller. Hence, this is a simple but very e ective way of determining what are the undesirable controllers in the network. Note that, without any mean of biological mimetism, this pruning method is applied by biological systems to prune neurons. Neurons with low activity tend to degenerate (or at least to be allocated to other tasks).
Note that it is suggested to apply the INC only during a learning stage. After a while, when the system has been driven in most of its possible states, the INC should be removed. It is not so much to speed up the process but to ensure a xed structure of the controller network necessary to be implemented to control real systems. By removing the INC one makes the MCN entering a generalisation stage.
Note also that a similar technique than the INC is reported in (Narendra et al., 1995) . However, their method contains no pruning feature. This pruning should be vital to remove poorly-adapted controllers that are very likely to imply unstable behaviours in the MSM.
Polynomial approximation
In the IMCN, a high number of controllers is computationally intensive since, at each instant, all the models of the network must be activated to determine their relative performance. A more serious problem is the tendency to perform non-smooth overall function approximation. This is due to the use of linear local models as building blocks of these networks. This is why it is so important to interpolate between controllers to smooth the overall behaviour of the network. However this does not always ensure e ective results. Those problems are due to the local validity of a linear function when used for the approximation of a non-linear system. To reduce this problem it is proposed here to use non-linear functions as building blocks of the IMCN. If we are not to loose the desirable features of linear local models, such a non-linear function must have three properties:
1. model interpretation should be simple, 2. control design must be simple and 3. parameter identi cation must be simple.
As will be shown, polynomial functions have these properties. The general form of a polynomial function is a function p de ned for all numbers x by (x) = a 1 x P + a 2 x P?1 + ::: + a P?1 x 2 + a P x + c 1 (3) where P is a non negative integer, a 1 ; a 2 ; :::; a P are xed real numbers and c is a constant term. If P 6 = 0 then (x) has degree P . We can see that (x) is simply a linear sum of non linear functions of x. Thus this function can be rewritten as
This property of being \linear within parameters" enables any linear regression method (e.g. least squares) to be applied in order to identify the parameters of the polynomial function. In fact, most linear theory holds for this special case of linear function. Thus, a polynomial function, and more generally any \linear in parameters function", has the advantage of representing a function non-linearly without the disadvantages of many other nonlinear functions.
However there are inconveniences involved in the use of the polynomial function for modelling purposes. One of these problems concerns the a priori determination of the polynomial order P . Although polynomial functions are known to be capable of modelling most of the functions, it is also known that a risk of severe oscillation increases quickly with the order of the polynomial. To illustrate that phenomenon gure 3 depicts the results obtained from di erent polynomial approximations of the function f(x) = 1 1+x 2 on the interval ?4; 4]. 13 equally spaced points were chosen for each approximation (they are symbolised by a '+' in each sub-plot). Each sub-plot depicts the function to approximate by a plain line and the polynomial approximation by a dotted line. The sub-plots entitle Poly1, Poly3, Poly6 and Poly12 approximation are concerned respectively by an approximation performed by a rst order, third order, sixth order and twelve order polynomial function of the form (4). It can be seen that the approximation performed are not accurate at all. More importantly, the oscillatory behaviour of the polynomial function rapidly increases with the polynomial order. The interpolation between points is catastrophic for the polynomial function of order 12 (see graph \Poly12 approximation").
In addition to this oscillation problem, when the functions to be identi ed are not smooth, polynomial functions are not really suitable for the modelling. Hence, as emphasised by (Lancaster and Salkauskas, 1986) , it is much more e cient to use piecewise polynomial functions of low order to obtain an accurate and exible t of an unknown function, rather than trying to nd a single polynomial function tting the data. That constitutes another argument for the use of Controller Networks, since the overall model developed by such a network can be interpreted as a piecewise approximation of a function.
To illustrate this point a \Clustered Polynomial Controller Networks" (CPMN) has been applied to identify the function f(x) = 1 1+x 2 . This CPMN is composed of cubic polynomial models. The results are depicted in gure 4. You can see that the graph of CP MN(x) matches perfectly the graph of f(x). Only 5 models were required to obtain this perfect identi cation. This identi cation is signi cantly better than the one obtained by a 15th order polynomial (see gure 5). The identi cations have been obtained using the 30 points '+' depicted on each gure. The graphs have been obtained using 100 points homogeneously spread within x ?4; 4]. This also shows that the interpolation capability of the CPMN is very good. The network construction described previously was used to perform the clustering depicted in the bottom of gure 4. However, note that compared with the results depicted in gure 3, the 12th order polynomial function appears to oscillate much less (see gure 5). This is due to the use of more data points Each sub-plot depicts the function to approximate by a plain line and the polynomial approximation by a dotted line. The sub-plots entitle Poly1, Poly3, Poly6 and Poly12 approximation refer respectively to an approximation achieved by a rst, third, sixth and twelve order polynomial function of the form 4.
for the identi cation of the 12th order polynomial function than for the other single polynomial functions. This could suggest that in some cases, where an important number of data points are available, the use of high order polynomial functions could lead to very satisfactory function approximations.
An other argument for the use of cubic polynomial models rather than any other is that, when using a regression method such as the singular value decomposition (SVD) (see (Ronco, 1997) chapter 1 for details about this algorithm), it is possible to make a low order polynomial model (e.g. a cubic polynomial model) approximate any polynomial function of the same or lower order than its own (for some illustrative results see (Ronco and Gawthrop, 1997b) ). For instance, whilst approximating a linear function, the singular value decomposition can deduce that only the parameters related to the rst order polynomial terms are crucial. Hence, the other parameters are identi ed as zero. From our experience, it seems that this identi cation property diminishes with the increase of the polynomial order. This is certainly due to the \allergy" to small numbers of the polynomial functions. A small number is transformed into a very small one by a high order polynomial e.g. (10 ?3 ) 9 = 10 ?27 . Such a small number often leads to numerical problems a ecting the e ectiveness of the SVD (or any other regression method used for the parameters estimation of the polynomial function).
The ability to approximate lower order polynomial functions (e.g. quasi linear functions) by higher order polynomials is fundamental for control purposes since many systems behave non-linearly because of bounded physical properties. A spring will break if one extends it too much. A motor can not accelerate inde nitely. High order polynomial functions are not really suitable for the modelling of such a system. An example of such a non-linearity is given by the following equation This function is depicted using \+" in the sub-plots of gure 6. These \+" correspond to the 30 points used during the function approximation. The approximations of this function are depicted by plain lines (300 points are used to depict the approximation performances). The approximation performance increases with the polynomial order (see sub-plots \Poly3 approximation", \Poly6 approximation" and \Poly12 approximation" that respectively refer to the approximation performed by a third, sixth and twelve order polynomial). However the performance improvement is at the expense of an increase of oscillatory behaviour. This problem does not occur whilst approximating the same function using a Clustered Polynomial Models Network of rst and third order (see sub-plot entitled \CP1MN & CP3MN approximations"). Both these models networks are perfectly approximating the function. A models network can easily acquire a bounded behaviour. This is an important feature of such a non linear modelling approach.
It is clear from this section that, in the context of modelling non-dynamic non-linear systems, the use of piecewise polynomial functions of low order is more e ective than either a single polynomial function or piecewise linear functions. The remainder of the paper shows this result is also true for dynamic systems.
Model Reference Adaptive Polynomial Controller
This section aims to describe the polynomial adaptive controllers used as building blocks of the IMCN. Before doing so the polynomial model used for the indirect design of each controller are described.
Continuous time polynomial model
The purpose of this section is to describe the polynomial version of a linear model used in this study to design indirectly the controllers. The general form of this linear model is: 
where s d dt is a di erentiation operator, u is the system input, y is the system output, c is a constant, N is the system order and a i and b i are the parameters to approximate. Note that it assumed in this equation that the system derivatives can be accessed. This is indeed rarely possible in real cases. This is for simplicity that such an equation is used in this study. In reality derivatives can be avoided using a States Variable Filter (Unbehauen and Rao, 1987; Young, 1981) .
According to (4), the corresponding SISO continuous time polynomial model is of the form is the celebrated NARMAX model of citeNLeoBil85; but here we use it in a piecewise form.
This equation makes the design of the controller rather complex since the control input u is polynomial. To avoid this complication it is more sensible to assume that the control input has a linear e ect on the system. When the control input u will have e ectively a non linear impact on the system, the local linearisation of the e ect of u will be compensated by an increase of controllers. We assume that in most cases this increase of controllers should not make much di erence to the control quality. Hence, assuming that the e ect of the control input u on the system is linear, the polynomial equation of a SISO open loop control system can be rewritten as 
A nal modi cation of this equation must be performed to remove the even polynomial terms that increase the complexity of the system representation performed by the polynomial function. For instance, the e ect of a square term y 2 can be di cult to interpret since it leads to positive values whatever the real value of y (positive or negative). An other important reason to remove even terms in the polynomial model is related to its high sensitivity to disturbances (see previous section). Hence it is recommended to use only odd polynomials to model the systems. This leads to the following version of the polynomial model (9) where P 0 = P odd +1 2 with P odd 3 being the odd polynomial order. Note that to use only odd polynomials reduces the approximation capability of the polynomial model. However this is not really signi cant in case of a low order polynomial model e.g. cubic polynomial.
The parameters of the polynomial model (9) can be easily estimated by applying a linear regression method since it is a linear in parameters function. We wish to identify the vector of parameters p = 1 A B c A p ] of (9). Where c is a scalar and A, B, A p are three 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 ::: y 3 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
Following (Gawthrop and Ronco, 1996) (12) To avoid the trivial solution^ p = 0,^ p is constrained by jj^ p jj = 1. The minimisation of equation (11) is then simply accomplished by performing a Singular Value Decomposition (SVD) of S and choosing the singular vector corresponding to the smallest singular value (see (Ronco, 1997) chapter 1 for details concerning parameter estimation using SVD).
Reference model polynomial controller design
The purpose of this section is to describe the method for designing a Model Reference Adaptive Polynomial Controller (MRAPC) which is the polynomial version of the Model Reference Adaptive Controller (MRAC) described in details in (Ronco, 1997 ) chapter 1. Note that although the design method will involves a single controller, this of course applies to the design of any of the local controllers composing the MCN. A MRAC is a very intuitive way of designing controllers. The idea is to design the controller so that the system tracks the output given by a prede ned model of the closed loop control system i.e. \the reference model output" y (see g. 7). The case of a second order and cubic polynomial controller will be considered rst to illustrate the design method. The general case will be given afterward.
Before designing the controller we must determine a reference model of the closed loop system. The structure of a stable second order closed loop reference model is of the following form (13) where r is the set point (i.e. the control goal) and r 1 and r 2 are the two time constants in uencing the transient of the reference model. One can easily work out these constants according to the maximum desired overshoot and the settling time (see (Ronco, 1997) 
chapter 1 for details).
Note that this reference model of the closed loop system is linear rather than polynomial. This means that although we are dealing with non-linear models and therefore non linear controllers the closed loop system is linear. This is an important property of the MRAPC since this should ease the closed loop analysis.
The controller design should achieve e = y?y = 0 and therefore consists simply of equalising the system model (14) to the stable closed loop reference model equation (13) and deriving the controller u.
From (9), we know that a cubic polynomial model of a second order system is described by 
We can generalise this design for any system of order N and polynomial model of order P : 
where P 0 = P odd +1 2 with P odd 3 being the odd polynomial order.
Note that this MRAC is not able to handle systems with complex dynamics (see (Ronco, 1997) chapter 1 for details about the properties of this controller). However, since this study addresses control problems arising from system non-linearity rather than dynamics this simple control design method serves our objective.
5 Example: Control of a second order system having two states involving non-linear behaviours
The aim of this section is to illustrate the high control potential of the \Incremental Polynomial Model-Controller Network" (IPMCN) . The control of a system having two states involving non-linear behaviours will be considered. This system is described by the following third order equation: (18) where s d dt . This system will be controlled in the system output range y 0 2 ] and in the system output derivative range 1:5sy 0 3:75]. The non-linearity of this system is depicted in gure 8. It is clearly a very di cult system to control since it is non-monotonic in both the system output y and its derivative sy. The control problem consists of three di erent control sequences di ering by the set points (i.e. control goal). The use of di erent set points enables the evaluation of the controller e ciency at di erent system operating regions. The set points during the rst, second and third control sequences correspond respectively to r = 
where r 1 = 1:5, r 2 = 1:84 are the parameters of the reference model of the closed loop control system (see (Ronco, 1997) chapter 1 for details), b 1 , b 2 , a 1 , a 2 and c are the parameters of a second order local model of the system, a p j?2 are the parameters related to the polynomials of the system output y and P 0 = P odd +1 2 with P odd 3 being the odd polynomial order. The control capability of single MRACs of various polynomial orders has been rst evaluated (see gure 9). The linear MRAC (see graph \MRAP1C transient") has real di culty controlling the system. It cannot manage to reach a zero steady state error after ten seconds. The 5th order polynomial MRAC (see graph \MRAP5C transient") performs much better. Although its transient does not accurately match the desired one, it is capable of achieving a zero steady state error after 5sec which meets the control requirement. It is surprising since a fth order polynomial does not give an accurate approximation of the system. It may indicate that it is not necessary to develop a perfect model of a system to control it accurately. Besides, an attempt to design a ninth order polynomial MRAC has was made. The design failed. This is certainly due to the oscillatory behaviour of such a high order polynomial. Three di erent control sequences of 10sec each had to be achieved. During the rst, second and third control sequences a desired transient (see plain line graphs) has to be achieved whilst respectively driving the system (see respective dashed line graphs) toward the desired set points r = 2 3 2 = 4:19, r = 2 = 6:28 and r = 1 3 2 = 2:09.
We now wish to evaluate the performance of the IPMCN while controlling system (18). To simplify the network construction the learning stage has been made similar to the generalisation stage. That is to say that the learning stage consists of the three control sequences with respective set points 2 1=3, 2 2=3 and 2 . The INC is only applied during the learning stage. This is the main di erence with the generalisation stage. The threshold determining the control e ciency of the polynomial controller networks was set to 0.01 i.e. we want the IPMCNs to do a control error e = y ? y never exceeding 0.01. The INC decides or not to increment the controllers networks according to this threshold.
The ICN respectively attributed 30, 7 and 3 controllers to a rst, third and fth order PMCN. At rst, the performance of the various IPMCNs looks similar to the one obtained by the ICPCNs (see gure 10). During each control sequence, the actual transients induced by each controller are well matching the desired transients. However, in contrary with the ICPCNs, the input transients of each IPMCN are very smooth (see gure 11). This demonstrates that a IPMCN is not sensitive to the number of non-linear quantities. This is a very important advantage over the ICPCN. 
IP5MCN input transients
Figure 11: Transient inputs generated by a rst, third and fth order IMCN whilst controlling system (18).
The input transients are related to the system transients depicted in gure 10.
The number of controllers composing the IMCNs is signi cantly reduced by the use of low order polynomial local controllers. 30 controllers were involved by the linear IMCN where only 7 controllers composed the third order IPMCN. Moreover, the smoothness of the control transient of the IPMCNs has been improved by the increase of the polynomial order. Therefore, it is clear that the use of a low order polynomial function as building block of the IPMCN ful ll its purpose of reducing the number of controllers whilst increasing the control performance.
We now wish to clarify the relations between the operating regions of the local controllers composing the various IMCNs and the system approximations performed by each local model. The operating regions of the controllers composing the linear IMCN are depicted in gure 12. A highly complex clustering is achieved. It involves many overlaps. It is very unlikely that a ICCN could develop such a clustering and manage to e ciently interpolate to obtain the smooth behaviour achieved by the linear IMCN. The clustering becomes much clearer with the reduction of controllers achieved by the third and fth order IPMCN (see gure 13 2 ). It seems like the operating regions of third order IPMCNs are overlapping with each other. This is at least true for the fth order IPMCN. One controller has a region of activity covering the full system operating range. The approximations performed by each of the three controllers composing the fth order IPMCN are depicted in gure 14 1 . Each controller appears to be specialised for a di erent control sequence. It means that each controller has learned a di erent control problem. The operating region of the controllers are not spatially distributed but task oriented. The decomposition of a problem into subtasks is a much more e ective approach than a spatial decomposition. A subtask can have its own dynamics and properties. A complex problem might be break down into few simple subtasks but could not be easily spatially decomposable. In other words, a problem can be simpli ed by tackling its di erent sub-problems whereas the complexity of the problem will often remains if one tackles its spatial sub-regions. This may be another very important advantage of the IMCN over the ICCN.
Note that although the fth order IPMCN (IP5MCN) looks very specialised to the control problem it has been trained for, it is still capable of performing well for other control situations. After having tested the fth order IPMCN to the control problem, its generalisation capability has been evaluated by applying the IP5MCN to three new control sequences. The set points during the rst, second and third new control sequences corresponded respectively to r = Each local model is plotted within its operating region. The top subplot depicts the system transients. Three di erent control sequences of 10sec each had to be achieved. During the rst, second and third control sequences a desired transient (see plain line graphs) has to be achieved whilst respectively driving the system (see respective dashed line graphs) toward the desired set points r = 3 6 2 = , r = 5 6 2 = 5:23 and r = 1
Conclusion
The purpose of this study was to present the polynomial version of the "Incremental ModelController Network" (IMCN). We have rst described the properties of polynomial functions for system modelling. An important advantage of polynomial functions is their capacity to smoothly approximate non-linear systems and yet have their parameters identi able using linear regression methods (e.g. least squares). However it is not sensible to use single high order polynomial functions (P 6) for the modelling of non-linear systems. The main reason regards their oscillatory behaviour that rapidly increases with the polynomial order. In addition, a single polynomial is not really suitable to approximate functions having bounded behaviours (Hernandez and Arkun, 1993) . Much better results are obtained using piecewise low order polynomial functions. Besides, conventional polynomial functions have important di culties in modelling plants a ected by disturbances. We have shown that this problem can be drastically reduced by removing the even terms in the polynomial function. Thus, multiple low order odd polynomials appear very suitable to model non-linear systems.
From a general polynomial model a method to indirectly design a controller has been proposed. Note that to facilitate this control design we have further simpli ed the form of the polynomial model by not "polynomialising" the terms related to the controllers. We have developed a polynomial version of a Model Reference Adaptive Controller (MRAC). Although the controller is polynomial the reference model remains linear. This makes the design straightforward and should facilitate the analysis of the closed loop system. Note that the method used here to polynomialise the MRAC should be easily applicable to transform any other conventional linear control design method into a polynomial one.
The properties of the polynomial version of the IMCN have been illustrated according to a second order system having both system states y and sy involving non-linear behaviour. Accurate control performances were obtained by low order polynomial IMCNs. The increase of the polynomial order had the consequence of signi cantly reducing the required number of controllers. The number of controllers was reduced by a factor of 4 from the linear IMCN to the third order polynomial IMCN. Moreover an improvement of the control performance was proportional to the decrease of the number of controllers, with the smoothness of the input transients being the main area of improvement.
Moreover, the capability of the IMCN to develop non-spatial local models of the system have been highlighted. This was particularly clear with the fth order polynomial IMCN that accurately controlled the second order system using only three controllers. It was furthermore capable of generalising its performance during unknown control situations.
Note that the performance of the IMCNs contrasted with the very poor performance obtained by single linear MRACs. In addition, a single ninth order polynomial controller could not be successfully design to control the system. However, a single fth order polynomial was capable to e ciently control the system. This indicates that single controllers of low order have by themselves great control potential.
Hence, as a component of a network or alone, a low order odd polynomial controller performs better than a linear controller. In addition, the clustering free approach, applied for the selection of the controllers, makes the IMCN insensitive to the number of quantities involving nonlinearity in the system. The use of local controllers capable of handling systems with complex dynamics will make this scheme one of the most e ective approaches for the control of non-linear systems.
