In this paper we study the existence and uniqueness of the global generalized solution and the global classical solution, the blowup of the solution and the energy decay of the solutions of the initial-boundary value problems for a class of nonlinear wave equations.
Introduction
In this paper we are concerned with the following initial-boundary value problem u tt − 2bu xxt + αu xxxx = f (u x ) x , x ∈ (0, 1), t > 0, Eq. (1.1) is closely connected with many equations. For example, in the study of a weakly nonlinear analysis of elastoplastic-microstructure models for longitudinal motion of an elasto-plastic bar in [1] there arises the model equation where u(x, t) is the longitudinal displacement, and α > 0, β = 0 are any real numbers. Moreover, the special solution of Eq. (1.6), its instability, and the instability of the ordinary strain solution were studied in [1] . In [2] , the authors studied the initial-boundary value problems of the following equation (which is the generalized equation of Eq. (1.6)) u tt + u xxxx = σ (u x ) x + f (x, t), x ∈ (0, 1), t > 0, (1.7) with several boundary conditions, where σ (s) is a given nonlinear function and f (x, t) is a known function. They proved the existence and uniqueness of the global generalized solution and the global classical solution by the contraction mapping principle, and gave the sufficient conditions of blowup of the solution. The reference [3] proved that the initial-boundary value problem of Eq. (1.7) with initial and boundary conditions u(0, t) = u(1, t) = 0, u x (0, t) = u x (1, t) = 0, t 0, (1.8) u(x, 0) = ϕ(x), 9) admits the global weak solution, the uniquely global generalized solution and the uniquely global classical solution in different hypothesis by the potential well method. Because Eq. (1.6) describes the propagation of the wave in the medium with the dispersion effect, it is meaningful [4] to study the following nonlinear wave equations with the viscous damping term
, x ∈ (0, 1), t > 0.
(1.10)
The paper [5] proved that the initial-boundary value problem of the following equation (1.11) has the global solution, studied the asymptotic property of the solution and gave some sufficient conditions of the blowup of the solution.
Eq. (1.1) is also connected with the equations in [9] [10] [11] [12] . The plan of this paper is as follows. In Section 2 we prove the existence and uniqueness of the global generalized solution and the global classical solution for the initial-boundary value problems (1.1)-(1.3) and (1.1), (1.4), (1.5) by the Galerkin method. Using the different method from the paper [5] we also give some sufficient conditions of the blowup of the solutions for the initial-boundary value problems (1.1)-(1.3) and (1.1), (1.4), (1.5) in Section 3. Finally, in Section 4 the energy decay of the solution for the initial-boundary value problem (1.1)-(1.3) will be discussed. We are going to prove the existence and uniqueness for the problems (1.1)-(1.3) and (1.1), (1.4), (1.5) by the Galerkin method and the compactness theorem in this section. First of all, we will study the initial-boundary value problem (1.1)-(1.3).
Existence and uniqueness of the global generalized solution for the problem (1.1)-(1.3)
Let {y i (x)} be the orthonormal basis in L 2 [0, 1] composed of the eigenfunctions of the eigenvalue problem (2.2) be the Galerkin approximate solution for the problem (1.1)-(1.3), where γ Ni (t) are the undetermined functions and N is a natural number. Suppose that the initial value functions ϕ(x) and ψ(x) may be expressed as 
and f 0 (s) is a monotonically increasing function. Thus
Clearly, Eq. (1.1) is equivalent to the following equation
The system (2.4) is equivalent to the following system 
(2.9)
Using the Gronwall inequality, we deduce 
where u Nx
(2.12)
Using the Gagliardo-Nirenberg interpolation theorem [6] , (2.6) and the Cauchy inequality, we conclude
Substituting above two inequalities into (2.12), we get
Integrating the above inequality, and using the Gronwall inequality, we have
(2.13)
Similarly, multiplying both sides of (2.4) by γ Nstt (t), summing up for s = 1, 2, . . . , N, and using the Cauchy inequality, (2.6), (2.13) and the Sobolev imbedding theorem, we find that
(2.14)
This completes the proof. 2 Proof. From (2.11) we know that
Using the Sobolev imbedding theorem we have
It follows from the above two relations and the Ascoli-Arzelá theorem that there exist a function u(x, t) and a subsequence 
, respectively. Hence, we know that u(x, t) satisfies (2.15).
Since also u(x, t) satisfies the boundary value condition (1.2) in the generalized sense and the initial value condition (1.3) in the classical sense, therefore u(x, t) is the generalized solution for the problem (1.1)-(1.3). It is easy to prove the uniqueness of solutions for the problem (1.1)-(1.3) . This completes the proof of the theorem. 2
Remark. By virtue of Lemma 2.1 we see that when n 3 and n is an odd number, if ϕ ∈ H
ψ(x) satisfy the boundary value condition (1.2), the initial-boundary value problem (1.10), (1.2), (1.3) has the unique global generalized solution and using the Hölder inequality and the Cauchy inequality, we obtain
Integrating the above inequality and using the Gronwall inequality, we have
(2.17)
Multiplying both sides of (2.4) by −2λ and using the Cauchy inequality, we get 
(2.21)
Existence and uniqueness of the global solution for the problem (1.1), (1.4), (1.5)
In this section, we also consider the initial-boundary value problem (1.1), (1.4), (1.5) by the Galerkin method and compactness theorem.
Let {y i (x)} be the orthonormal bases in L 2 [0, 1] composed of the eigenfunctions of eigenvalue problem (1.1), (1.4) , (1.5 ) has a unique global classical solution
(2.24) 
Blowup of solution for the problem (1.1)-(1.3)
In this section, we will discuss the blowup of the solution for the problem (1.1)-(1.3). In order to prove the blowup of the solution for the problem (1.1)-(1.3) , we need the following lemma. 
f (τ ) dτ , and K > 2, β > 0 and n > 1 are constants;
, and 
u(·, t)
Proof. Let 
Use the condition (1) of Theorem 3.1 and observe that
Using Eqs. (1.1) and (3.2), we havë
Integrating (3.6), we geṫ
Integrating (3.7) again, we deduce
From (3.6)-(3.8), we see
Substituting (3.4) into the left side of (3.9), we obtain 
u(x, t)u t (x, t) dx u(·, t)
from (3.10) we havë
Using the Hölder inequality and the Poincaré inequality, we arrive at . (3. 14)
It follows from (3.13) and (3.14) respectively that 
we deducë
We see from (3.7) and (3.8) thatḢ(t) → ∞ and H(t) → ∞ as t → ∞. Therefore, there is a t 0 1, such that when t t 0 , H(t) > 0 and H(t) > 0. Multiplying both sides of (3.17) by 2Ḣ(t) and using (3.7) we deduce
where
,
Integrating (3.19) over (t 0 , t), we have
Observe that when t → ∞, the right-hand side of (3.20) approaches to positive infinity, hence, there is a t 1 > t 0 , such that when t t 1 , the right side of (3.20) is larger than or equal to zero. We thus have
Extracting the square root of both sides of (3.21), we obtaiṅ
where C 2 = √ C 1 . We now consider the following initial value problem of the Bernoulli equatioṅ
Solving the problem (3.23) , we obtain the solution
Obviously, J (t 1 ) = 1 > 0, and
as t → ∞.
Take t 1 sufficiently large, such that
It follows from (3.25) and the condition (2) of Theorem 3.1 that
Therefore,
By virtue of the continuity of J (t) and the theorem of intermediate value there is a constant
Hence Z (t) → ∞ as t → T − . It follows from Lemma 3.1 that when t t 1 
, H(t) Z (t). Thus, H(t) → ∞ as
t → T − . Theo- rem 3.1 is proved. 2
Blowup of solution for the problem (1.1), (1.4), (1.5)
We are going to study the blowup of the solution for the problem (1.1), (1.4), (1.5) in this section. To this end, we first establish a lemma on the ordinary differential inequality of second order, and use it to study the blowup of the solution for the problem (1.1), (1.4), (1.5).
Lemma 3.2. Suppose that w(t) ∈
, and satisfies the following ordinary differential inequalitÿ 
is an even and convex function satisfying: Now we proveẇ(t) > 0 for any t > 0. Suppose that this result is false. Then there is t 0 > 0, such that when 0 < t < t 0 ,
First of all, we consider the case σ 1 > 0. Multiplying both sides of (3.27) (1.4) , (1.5) . Assume that the following conditions are satisfied:
is an even and convex function satisfying u(x, t) = ∞, cos π x, integrating by parts, and using (3.40), we obtain φ + 2bπ 2φ + απ
Applying the integration by parts and the Jensen inequality we find u(x, t) = ∞.
The theorem is proved. 2
Energy decay estimate of solution for the problem (1.1)-(1.3)
In this section, we are going to study the energy decay estimate of solution for the problem (1.1)-(1.3). So we need the following lemma. 1)-(1.3) . Assume that the following conditions are satisfied:
We have
Proof. Let the energy of the solution for the problem (1.1)-(1. This completes the proof. 2
