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Let G be the closed unit ball of some norm on C”, and let A(G) be the closure 
of the polynomials in the sup norm. We prove that if n 3 5 then there is a contrac- 
tive representation of A(G) as operators on a Hilbert space which is not completely 
contractive. Our technique involves introducing a numerical invariant a(X) for a 
normed space X which measures the difference between the minimal operator space 
structure which can be assigned to X, MIN(X), and the maximal structure, 
MAX(X). We estimate a(x) using Banach space techniques. We also prove that if 
X is any infinite dimensional subspace of the space of continuous functions on a 
compact HausdorfT space, then there exists a bounded linear map on X which is not 
completely bounded. 0 1992 Academx Press, Inc 
1. INTRODUCTION 
Let G be the closed unit ball of some norm on @“, let C(G) denote the 
continuous complex-valued functions on G, with the sup norm topology, 
and let A(G) denote the closure of the polynomials in C(G). We are inter- 
ested in unital, bounded, homomorphisms, p : A(G) + B(H), where B(H) 
denotes the bounded linear operators on a Hilbert space, H. We call 
such maps representations. Every such homomorphism is determined by 
an n-tuple of commuting operators (T,, . . . . T,) where Ti= p(z,) and zi 
denotes the ith coordinate function on G. We write p(f) =f( T,, . . . . T,). 
A unital, contractive, homomorphism p : A(G) + B(H) is said to have a 
aG-normal dilation if there exists a Hilbert space K containing H as a 
subspace and commuting normal operators (N, , . . . . N,) on K whose joint 
spectrum is contained in aG, satisfying, 
f(T,, . . . . Tn)=P,fV',,..., NnN,,, 
for all f in A(G), where P, denotes the orthogonal projection of K onto H. 
By a result of Arveson [2], p has a dG-normal dilation if and only if p is 
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completely contractiue. A map is completely contractive if Il(p(&))lj < 
II(& for all n x n matrices with entries from A(G) and all n. 
If D denotes the closed unit disk, then results of von Neumann [ 131 and 
of Sz.-Nagy [18] characterized the unital contractive representations of 
A(D) and proved that they all possessed 8D-normal dilations. Ando Cl] 
characterized the unital contractive representations of A(D2) and proved 
that they all possess &ID’-normal dilations. By Arveson’s result we see that 
all unital contractive representation’s of A(D) and of A( D2) are completely 
contractive. 
In [14], Parrott constructed a unital contractive representation of 
A(D3) which did not possess a 8D3-normal dilation, and hence was not 
completely contractive. 
In a recent series of papers Misra and Sastry [l&12], have extended 
Parrott’s techniques to show, among other things, that A(B,) possesses 
unital contractive representations that are not completely contractive, 
where B, denotes the closed unit ball in n-dimensional Hilbert space, n > 2. 
Motivated by their papers we were led to consider the following 
problem: Among all the possible closed unit balls G in C”, which one’s 
enjoyed the property that every unital contractive representation of A(G) 
is completely contractive? This property turns out to be a low dimensional 
phenomena. We prove that when n > 5, then for any closed unit ball G in 
C”, A(G) possesses a unital contractive representation which is not com- 
pletely contractive. We are unable to determine in dimensions 3 and 4 
whether or not there are any G such that every contractive representation 
is completely contractive, but if such a G exists then we obtain information 
about its geometry. Similarly in dimension 2, we do not know if any such 
G exists other than G= D2. 
Our technique involves introducing a numerical constant a(X), for any 
normed space X, which measures the ratio of the smallest to the largest of 
all possible operator space structures on X. By obtaining estimates relating 
a(X) to other classical numerical Banach space invariants we are able to 
prove that for dim(X) 2 5, necessarily U(X) > 1. This is done in Section 2. 
In Section 4, we prove that if every contractive representation of A(G) is 
completely contractive, then necessarily a(X) = 1 where X is the normed 
space having G for its unit ball. 
In Section 3, we use the set of derivatives of matrix-valued functions at 
a fixed point to introduce an operator space structure on C”, i.e., to intro- 
duce norms on Mk(@“) in such a way that the resulting space has a com- 
pletely isometric linear representation as an n-dimensional subspace of 
B(H). When G is a closed unit ball and the fixed point is 0 we are able to 
identfy this resulting operator space. It is only our inability to identify this 
operator space for other G that limits our results to representations of 
A(G) with G a closed unit ball. 
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In Section 5 we return to the construction of Section 3 and formally 
introduce matrix-normed tangent and cotangent spaces to a function 
algebra at a point. We prove that these two spaces are a standard operator 
space dual pair in the sense introduced in [4, 31. Using this duality we are 
able to use the results of Section 3 to prove an extension theorem for linear 
maps defined on the tangent space. We find a condition that this cotangent 
space must satisfy in order that every contractive representation of the 
rational functions on a compact set G is completely contractive. It is hoped 
that with a better understanding of the relationships between these 
cotangent spaces and the geometry of G our results can be further 
extended. 
The author thanks William B. Johnson for several valuable lectures on 
the geometry of Banach spaces. 
2. MIN VERSUS MAX 
Let X be a normed linear space. There are two canonical matrix norm 
structures that can be assigned to X, which allow X to be identified com- 
pletely isometrically as a space of operators on a Hilbert space. These 
structures are denoted by MIN(X) and MAX(X), respectively. In this sec- 
tion we introduce a numerical constant E(X) which measures the difference 
between these structures. This constant allows us to prove that for any 
infinite dimensional subspace of the C*-algebra of continuous functions on 
a compact Hausdorff space, that there is a bounded map of this subspace 
into B(H), for some H, which is not completely bounded. This generalizes 
a result of R. R. Smith [ 171 who showed that the same conclusion holds 
for the C*-algebra of continuous functions. We prove that if the dimension 
of X is greater than or equal to 5, then there exists a contractive map on 
MIN(X) which is not completely contractive. 
If X is a normed linear space, we let G denote the closed unit ball of X, 
and let G* denote the closed unit ball of the dual of X. If we let C(G*) 
denote the C*-algebra of continuous complex-valued functions on G*, then 
the standard isometric embedding x -+ f of X into C(G*) endows X with 
a matrix-normed structure, namely the structure it inherits as a subspace 
of C(G*). We let MIN(X) denote X endowed with this matrix-normed 
structure. Thus, for (xii) in M,(MIN(X)), we have that 
II(X~)llmin = II(~~j)II = suP{ II(f(xij))ll :.fe G*}, 
where the norm of a scalar matrix (a,) in M, is its norm as an operator 
on the Hilbert space C”. 
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PROPOSITION 2.1. Let X be a normed space, Y a compact Hausdorff 
space, and T: X -+ C( Y) an isometric map. Then for any (xii) in M,,(X), 
where (4, . . . . U, Ml, . . . . ,a,) are n-tuples of scalars. 
Proof We have that 
II(X~)llmin=Sup f f(xq)JiPj :f~G*7 i IAil’= i I~j12=1 
ij=l i= 1 j=l 
= sup 
ill 
i T(xg)lipi : i Jli12= i I~j12=’ 
ii=1 II i= 1 j=l 
= sup 
it 
f T(xQ)(Y) AiPj : ye Y, i I&12= i lpj12=l 
ii=1 i= I j=l 
= SUP{ II(Wii)(~))II : Y E J’> = II(%j))ll~ I 
The matrix normed space MAX(X) is defined by setting 
II (x,)ll max =~~P{~I(W,))~I: I  T II G 11, 
where T: X-+ B(H) and H is arbitrary. The space MAX(X) can be 
embedded completely isometrically, i.e., such that (I(xij)llmal; = II(S(xti))lJ for 
all (x,), as a subspace of B(H) for some H by letting S be the direct sum 
of sufficiently many of the above maps T, so that the sup is attained for all 
(xii). See l-4, 31 for further discussions of the spaces, MIN(X) and 
MAX(X). 
We set 
4-U = suP { II txij)ll max : II (x~)ll min G 1 12 
where (x,) is an arbitrary matrix in M,(X) and n is arbitrary. 
Recall that if X and Y are matrix normed spaces, and T: X+ Y then 
II Tll c~=~~~(ll(T(x~))ll : II(x <I>, w ere h (xii) is in M,(X) and n is 
arbitrary. 
PROPOSITION 2.2. Let i: MIN(X) + MAX(X) denote the identity map, 
then u(X) = (I ill., = sup{ (I TIIcb : II TJI d 1, T: MIN(X) + B(H)}, where H is 
arbitrary. 
Proo$ The proof follows directly from the definitions. 1 
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Note that a(X) = 1 if and only if MIN(X) and MAX(X) are completely 
isometrically isomorphic via the identity map. This is equivalent to every 
contractive map of MIN(X) into B(H) being completely contractive. If 
x(X) = + cc then there exists a bounded map of MIN(X) into B(H), which 
is not completely bounded. 
In the case when X= C” with some norm, it is possible to give an easier 
description of cc(X). If we let e,, . . . . e, denote the canonical basis for @” 
then every (x~)EM~(X) can be written as (x,)= B,e, + ... + B,,e,, 
with Big M, and ll(~,)ll,~,, = sup { 11 Cr=, piBI )I : (p,, . . . . pL,) E G*}. If T: 
X-r B(H) and T(ei)=Ai, then (I T(I =su~()IC~=~ il,A,(/ : (A,, . . . . ~,)EG}. 
Moreover, (T(x,)) = C;= i Ai@ B;, where if A E B(H) and B = (b,J) E Mk, 
then A 0 B = (b,sA) acting on H@ Ck which is the spatial tensor product 
of A and B. 
PROPOSITION 2.3. Let X= 67’ with G the unit ball of X, G* the unit ball of 
X*. Then ~(X)=SUp{I\C~=l Ai@BJ : IIC?=, A;A;ll < 1, IIC:_l PiBill G 1, 
for all (k,, . . . . ~,)EG, (pL1, .. . . p,)~ G”}. 
Proof. By Proposition 2.2, 
and so the result follows from the above remarks. 1 
In the above formula we may assume that Ai and Bi are tinite matrices, 
of arbitrary sizes. Note that by the symmetry of the above formula in G 
and G* we have that a(x) = cr(X*), when X is finite dimensional. This is 
true in general. 
PROPOSITION 2.4. Let X be a normed linear space, then a(X) = a(X*). 
Proof Let MIN(X)* and MAX(X)* denote the standard matrix- 
normed dual of [4,3]. That is, MIN(X)* and MAX(X)* are the space 
X* endowed with two particular matrix-norm structures. By [3, 
Corollary 2.71, MIN(X)* = MAX(X*), and MAX(X)* = MIN(X*), com- 
pletely isometrically. If i: MIN(X) --t MAX(X) denotes the identity map on 
X, then i*: MIN(X*) + MAX(X*) is also the identity map on X*. By 
[4, Example 2.101, 11 i Ilcb = I( i* Ilr6 and hence, by Proposition 2.2, a(X) = 
II i II cb = II i* II rb = a(Jf* 1. I 
We are now prepared to start calculating a(X) for various finite dimen- 
sional X. Let 1: denote @” equipped with the p-norm, 1 <p < + co, and Gi 
its unit ball. Note that 1: can be identified with C( { 1, . . . . n}) the con- 
tinuous functions on an n-point space. By Proposition 2.1, MIN( IF) = 
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C({ 1, .**, n > ) completely isometrically. Thus, by Proposition 2.2, a(Z: ) = 
sup { (1 T 11 cb : 11 T I( < I}, where T: C( { 1, . . . . n}) + B(H). In this form 
estimates on ~(f,“) can be found in the literature [8, 51: 
THEOREM 2.5 (Haagerup). a(fT) = 1. 
THEOREM 2.6 (Haagerup-Landford-Loebl). a( I,“) > fi. 
From our observations above we can give a proof of this first result 
which is somewhat simpler than the one given in [S]. 
Proof of 2.5. We must show that if IIA,A, +&A, 11 d 1 for all 
IJ.,l+I&l,<l and lI~1B,+~L2B211<1 for all I,~,(,l~~l<l then 
1) A, 0 B1 + A2 @ B, 11 < 1. It is sufficient o assume Ai is n x n. Note that the 
first condition is equivalent to requiring that (1 A i 11 < 1, 11 A, (1 < 1. Set 
where Pi= (Z-A~Ai)“‘, Qi= (I- AiAT)‘/2, so that Ui is unitary, i= 1,2. 
Let W be a unitary, such that W* U:U2 W is a diagonal matrix with entries 
dj, 1 dj ) = 1,j = 1, . . . . 2n. We then have 
II~,6~,+~~O~~l1611~,6~~+~~~~~,Il 
= lI~OB,+(W~d@&II 
= II(WO4* (Z~J,+(U:U,)~B,)(W~Z)lI 
=max{IIB,+diB211 :j=1,...,2n}<l. 1 
PROPOSITION 2.7. a(fi) 2 max (n/2, &}. 
Proof: For this we need the Clifford matrices. Let U= (y i), 
V=(A J’,), and let C,, . . . . C, be the 2”x 2” matrices given by 
Cl = UQZQZ-.. QZ, c2 = VQ UQZQ .-* QZ, cj = VQ VQ u 
QZQ . . * QZ, . . . . c, = VQ . . . @ V@ U. Note that Cy = Z, Ci= CF and 
CiCj=-CjCi for i#j. Set CA=A,C,+ . . . +L,C, then C,*C,i- 
CnC,* = C~=,Xilj(C~Cj+CjC~) = 2(Cy=i Ilil’)Z. Hence, llCJ/ < 
J;i CC lAilz)l’ze 
Thus, setting Ai= B,= (l/G) Ci in Proposition 2.3, we have that 
a(Zi) > (l/2)11 Cy=, Ci@ Ci 11, We claim that this last norm is n. To see this 
note that Ci@ Ci all share a common eigenvector with eigenvalue 1. 
This is most easily seen by noting that U@ U and V@I V both have 
x=elQel+e2Qe2 as a common eigenvector with eigenvalue 1. 
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Since up to unitary equivalence, C, @ Ci = (V@ V) 0 (Z@ I), . . . . C2 8 C, = 
(V@ V)@(V@ V)@(Z@Z), . . . . we see that ~0x0 ... @x gives the 
desired eigenvector. Hence, a(Zi) > n/2. 
To obtain the other inequality, set Ai = Bi = Ei, where {E,} are the 
standard matrix units and note that (I C &E,, 11 = (C ( &12)1’2. Hence, again 
by Proposition 2.2, a(/:) > 11 C Ei, 0 Ei, II = ,/&. m 
The above calculation is essentially contained in Haagerup [S] 
and can be used to show Proposition 2.6. Indeed note that if we 
set Ai=,/%-‘Ci and B,=Ci, then by the above calculation, 
(ICliAiII~~-‘JZ(C(~i12)1’2~1 for all (Al,...,&,) in Gm and 
IIC piBill <C IZ.QJ < 1 for all (pl, . . . . p,) in G,!,. Hence by Proposition 2.4, 
a(1~)311~AjOBjII=J2n-1 II~Cj@Cjll=fi. 
The growth of a(/:) with n is as of high an order as possible as the 
following result shows. 
PROPOSITION 2.8. Let X be a normed space of dimension n, then 
a(X) <n. 
Proof By Auerbach’s lemma [ 19, Lemma II.E.111 there exists a basis 
ix I, . . . . x,} for X and a dual basis { fi, . . . . f,} for X*, with II xi 11 = (I fi 1) = 1, 
i, j = 1, .,., n, such that fi(xi) = 6, the Kronecker delta. Using this basis to 
identify X with @“, we see that the canonical vectors ei belong to the unit 
ball of X and of X*. Applying Proposition 2.3 we see that every II Ai 11 < 1 
and II Bi (I < 1 and hence (I C;=, Ai@ Bi 11 d n from which the result 
follows. i 
We now focus on obtaining upper bounds on the a values for particular 
spaces. 
LEMMA 2.9. Let B,, . . . . B, be operators on Hilbert space such that 
IICl-1 PiBill Glf or any I pi I < 1. Then for any oectors II vi II < 1, i = 1, . . . . n, 
we haoe that 1) x7=, Bivi II d &. 
Proof: Let c7 = (a( 1 ), . . . . a(n)) be any of the possible 2” n-tuples 
of +l, and set v, = a(l)v,+ ... +a(n)v,. Note that C,,)(v,l(’ = 
CoCo o(i) O(j)(Vi, VI) = Ci,j Co 44 a(j)(viv vj> = 2” Ci II vil12. Also, 
xix0 a(i) B~v, = Ci,j C,, a(i) o(j) Bivj= 2” C, Bivi. 
Hence, 2” IlCiBiVill = IICoIci 4i)B,v,ll <Co llCi~(i)Biv~ll GC, lIv,lI G 
(2n)1’2 (C, II v, (I 2)1’2 = 2” (xi I( vi (I *)ri2 d 2” &, from which the result 
follows. 1 
PR~PO~K~ON 2.10. a( I,” ) = a( 1:) < &I. 
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ProojI Choose A,, . . . . A, and B,, . . . . B, such that (I Cy= 1 RiAi (( < x 1 li ( 3 
and llC~~~~iB~lI~~~~(I~iI). Then lICA~OB~lI~~Up{ll~A~OB~~Il: 
(I v II < 1> < sup { II C (18 Bi) vi (1 : (I Vi I( < 1 } < & by Lemma 2.9, where 
Vi = (Ai@ 1) V. The result follows by invoking Proposition 2.3. l 
Recall that if X and Y are normed spaces then the Banach-Mazur 
distance between them is defined by 
d(X, Y) = inf { 1) TJ( 11 T- ’ II : T : X+ Y} is invertible. 
PROPOSITION 2.11. Let X and Y be normed spaces, then a(X) < 
4X Y) 4 Y). 
Proof: Consider the diagram, 
MIN(X) ix MAX(X) 
T 
I T 
T-1 
MIN( Y) iy MAX(Y) 
We have that a(x) = II i, Ilcb G II T-’ lIcb II iYllcb II TII., G II T-’ IIcb II Tllcb 
a(Y). The result follows from observing that since the range of T is a MIN 
space, (( TII = 11 TI( cb. Also, since the domain of T-’ is a MAX space, and 
MAX(X) can be regarded (completely isometrically) as a subspace of B(H) 
for some H, I(T-‘llcb= IIT-‘II. 1 
We are now prepared to prove the main theorems of this section. 
THEOREM 2.12. Let Y be a compact, Hausdorff space and let X be an 
infinite dimensional subspace of C( Y). Then there exists a bounded map from 
C(Y) into B(H) for some H, whose restriction to X is not completely 
bounded. 
ProoJ: We may assume that X is a closed subspace. By Dvoretzky’s 
theorem [9] there exists, for each n, a subspace X, of X of dimension n, 
such that d(X,, l;5) 6 2. 
By Proposition 2.7 and 2.11, a(X,J 2 a(/:)/2 > n/4. 
By [19, Corollary III.B.61 the projection constants A( .), satisfy 
4x,) <4x,, l:> W;) and n(rz) < A/2. Hence, there exist projec- 
tions P,: C(Y) + X, with I( P, II G 6. Since a(X,) > n/4 there exists 
T,,: MIN(X,J + B(H,) with (1 T,, (1 Eb > n/4 and )I T,, )I < 1. But by Proposi- 
tion 2.1, X,, = MIN(X,,). Hence, T,P,: X -+ B(H,) satisfies (( T,P, (( < ,/%z, 
while II T,P, IIEb 2 II T, II cb 2 n/4 since P, is a projection. By forming the 
direct sum of a sequence of such maps, one obtains the desired map. m 
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COROLLARY 2.13. Let X be an infinite dimensional normed space, then 
a(X) = + 00. 
THEOREM 2.14. Let X be a normed space. Zf dim(X) k 5, then a(X) > 1. 
Proof. Let dim(X) = n, so that by a result of F. John [7], d(X, 1:) < 
&r. Hence by Proposition 2.11, a(X) > a(Zt)/& > &/2, from which the 
result follows. 1 
Remark 2.15. In dimension 2, we have a(/,“) = a(!:) = 1 and these are 
the only spaces we know for which the a constant is 1. It would be 
interesting to know if there are other spaces with a(X) = 1. 
Note also that if a(X)= 1, dim(X)=n, then &<a(Zi)dd(X, 1:)-<& 
and so X is at maximum distance from 1:. 
In order to rule out the possibility of spaces X with a(X) = 1 in dimen- 
sions 3 and 4 we need a larger lower bound than & on a(Zi) for n = 3,4. 
This will be quite delicate since as we shall shortly show there is an upper 
bound on a(li) which in dimensions 3 and 4 is close to ,,/% 
THEOREM 2.16. We have 
and 
for n 2 2. In particular, a(l:) = Jz. 
ProoJ: We have seen earlier that a(/?) = 1, hence fi < a(/:) < 
d(l,“, I;) = ,,6 T o p rove the remaining inequalities it is sufficient to show 
that a(12) <n/2 and a(lz) G n/d. 
We start with a(lz). Let (1 Cy=, liAi II* < x1= i 1 ail2 and let 11 x7X i PiBi )I* 
GC1=1 lPil*3 by Proposition 2.3 we must estimate (1 XI= i A i@ Bi (I. 
Note that ~izj(Ai@Bi+Aj@Bj)=2(n-1)~~=,Ai@Z3i. Hence, 
2(n-1)IICI=,Ai~BiII~Ci.i()Ai~Bi+Ai8Bj(). But since a(r:>=$ 
each term in this latter sum is bounded by ,/% Thus, 2(n - l)ll C?= 1 Ai@ Bi I( 
< J%z(n - l), from which it follows that a(li) <n/$. 
The inequality a(/,“) < n/2 is obtained similarly. 1 
We conjecture that a(l,“) = a and a(/:) = n/d. 
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3. HOLOMORPHY AND MATRICIAL NORMS 
Let G be a compact subset of C”, let R(G) denote the algebra of rational 
functions on G, and let w be a fixed point in the interior of G. Following 
1121, we let ~Z,,,E@“’ denote the closure of the set 
@'fW:fWG), llflKLfW=O), 
where Of(w) = ((af/dz,)(w), . . . . (df/dz,)(w)). More generally, if F= (fi,) is 
in M,(R(G)), set 
DF(co)=(($w)),...,(-$v))), 
which is an m-tuple of k x k matrices and hence an element of Mk(Cm). We 
shall often write (B,, . . . . B,) = B,el + . a. + Bmem for a typical element of 
Mk(Cm), where e,, . . . . em is the canonical basis. Let QZ, c Mk(Cm) denote 
the closure of 
{OF(W): FEM~(R(G)), IIFII G 1, F(w)=O). 
In this section we prove that there is a matrix norm on C” such that Qk, 
is the (closed) unit ball of M,J@“‘). For certain (G, w), we are able to iden- 
tify this matrix-normed space as MIN(X) where X= C” and ball (X) = a$. 
That is, we show that ball (M,(MIN(X))) =ak,, showing this latter 
equality can be interpreted as a complex interpolation problem. 
PROPOSITION 3.1. There is a norm on C” such that ball (C”) = 52;. 
Proof Recall that a (closed) subset of C” is the (closed) unit ball in 
some norm if and only if it is bounded, balanced, convex, and absorbing. 
Clearly, 152, E 52, for 1 L 1~ 1 and Sz, is convex. Hence, it remains to show 
that Sz, is bounded and absorbing. 
To see that 52, is bounded, use the fact that w is interior to G to repre- 
sent (Jf/dz,)(w) as an integral off/(z,- wi) around a contour contained in 
G, and apply the usual Cauchy estimate. Since 1 f I< 1 we have that 
l(@j/az,)(w)( <d-i, where d= dist(w, 8G). 
To see that 51, is absorbing, fix x = (x,, . . . . x,) in C”, let t > 0, and set 
f(z 1, *a*> z,) = rx, (zl - w,) + . . . + tx,(z, - w,). Since G is compact, for t 
sufficiently small, 1 f ( < 1 on G. But Df(w) = tx and hence tx is in 52,. [ 
A matrix normed space X is called an operator space, if there exists a 
Hilbert space H and a complete isometry T: X-t B(H), that is, 
II(W,))ll = II(x for all (xii). 
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PROPOSITION 3.2. Setting ball (Mk(V’))=SZk,. makes @” an operator 
space. 
Proof. The proof that Qk, satisfies the axioms necessary to be the unit 
ball of some norm on Mk(cm) is identical to the proof of Proposition 2.1. 
Let I( . (Jk denote this norm. If A is a n x k and B is a k x n matrix 
of scalars, (IA (( < 1, 1) BI( < 1, and F is in M,(R(G)), (I FII < 1, F(w) = 0, 
then H(z)=AF(z) B is in M,(R(G)), II HII < 1, H(o)=O, and 
DH(w)=A(DF(w)) B, where DF(w)=(C,,..., C,) and ADF(w) B= 
(AC, B, . . . . AC,B). From this it follows that for C= (C,, . . . . C,) in 52:. we 
have that ACB is in QL and hence II ACB Iln 6 )I A 1) I/ Cllk I/ BI( . Thus, these 
norms on M,J@“‘) satisfy the axioms for a matrix norm. 
To verify that we have an operator space it remains to check, by Ruan’s 
theorem [15], that for AEM~(@“‘) and BEM,(C”) that IIA@BI(.+k< 
max { II A Ilk, I\ BII.}. To see this note that if A =DF,(w), B= DF,(w) are in 
Szt, and Q”,, respectively, then A 0 B = D(F, 0 F2)( w ) and F = F, @ F2 
satisfies, I( FI( < 1, F(w) = 0. Hence, 1) A (I k < 1, 11 B (In < 1 implies 
IIAOBII.,, < 1 from which the result follows. 1 
If X is C” with some norm, then we shall write X= (V’, B) where 
B s C” is the (closed) unit ball of X. Note that X* = (cm, B*) where B* 
is the polar of B. 
Note also that if X= (cm, B) then A=(A,, . . . . A,,,)=Ale, + . . . +A,e, 
is in ball (M,(MIN(X))) if and only if for allf= (fi, . . ..f.) in B*, we have 
12 IIf’k’(A)Il = IIAIf(eI)+ ... +&f(e,)ll = /If,A,+ ... +fmAmll. 
PROPOSITION 3.3. Let G, w be as above and let X= (UY”, Q!,,). Then 
Qk,= ball (M,(MIN(X))) if and only if whenever A,, . . . . A,,, are in Mk 
and )lh,A,+ ... +h,A,(I <l for alf (hl,..., h,) in sZ$ there exists 
FE M,(R(G)), I\ FI( < 1, F(w) = 0 with DF(w) = (A,, . . . . A,). 
Proof By the above remark, the latter condition is clearly equivalent o 
requiring that every element of the interior of ball (M,(MIN(X))) belongs 
to q,. The proof will be completed by showing that Q”, c ball 
(M,WNW))). 
This last containment follows immediately from the fact that of all 
operator space structures on X, MIN(X) is the smallest in norm [4, Exam- 
ple 2.31 and hence has the largest unit ball, for all k. 
To see this directly, let FE M,(R(G)), /I FII < 1, F(w) =O, and let 
(A 1, . . . . A,) = DF(w). Note that for any x, y in UZk, )I XII = )I y II = 1, 
F,,,(z) = (F(z) x, y) satisfies F,,,(G) s ED, F,,,(w) = 0. Hence, DF,:,(w) = 
((A,X,Y), ...? (A,x, y)) is in 52,. Thus for any (h,, . . . . h,) m a$, 
12 (h,(A,x, y)+ ... +h,(A,x, y)l, and since x and y are arbitrary, 
lHh,A,+ ... +h,A,(I. 1 
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THEOREM 3.4. Let GE @” be the closed unit ball of some norm, 
X= (Cm, G), and let w =O. Then Q,=G* and for all k, Qgk= 
ball(M,(MIN(X*))), where X* = (Cm, Q,). 
Proof: If (fi, . . . . f,) is in G*, thenf(z,, . . . . z,) =fizl + ..+ +f,z, maps 
G to IT-, f(0) =O, and Of(O) = (f,, . . . . &). Hence, G* c 52,. The fact that 
&-, E G* is essentially Rudin’s generalization of the Schwarz lemma [16, 
Theorem 8.1.2a]. To see this directly tixf, with 11 f 11 < 1, f (0) = 0, Of (0) = 
(f,, . . . . fm), and let (gl, . . . . g,) E G. Then the function h(z) =f (g,z, . . . . g,z) 
maps ID to D, h(0) =O, and so be Schwarz’s lemma, 12 1 h’(O)1 = 
Ifig,+ ... +f, g,l. Since (gi, . . . . g,) was arbitrary, Of(O) is in G*. 
Thus, G* = a,. 
To complete the proof we apply Proposition 3.3. Let (A,, . . . . A,) satisfy 
IlhlA, + . . . + h,A, 11 < 1 for all (h,, . . . . h,) in Q$. Since, Q,* = G** = G, if 
we define Fin M,(R(G)) by setting F(z,, . . . . z,) = z1 A, + . . . + z,,,Am, then 
automatically 11 FII < 1, F(O)=0 and DF(O)= (A,, . . . . A,) and hence by 
Proposition 3.3, 52; = ball (M(MIN(X))). 1 
4. REPRESENTATIONS OF A(G) 
Throughout this section we shall assume that G c @” is the closed unit 
ball of some norm on @“, and let X= (cm, G) denote that normed space, 
and X* = (Cm, G*) denote the dual space. We let C(G) denote the C*- 
algebra of continuous functions on G endowed with the sup norm and let 
A(G) denote the closure in C(G) of the polynomials. By Runge’s theorem 
A(G) = R(G)-. 
By a representation of A(G) we mean a bounded, unital, homomorphism 
p: A(G) + B(H), where B(H) is the bounded linear operators on some 
Hilbert space H. A representation is determined by the m-tuple of 
operators ( T1, . . . . T,) where Ti=p(zi) and zi denotes the ith coordinate 
function, and p(f)=f(T, ,..., T,). 
The following result can be found essentially in Misra and Sastry [ 111. 
LEMMA 4.1. Let Ai E B(H), and let Ti = (8 $), i = 1, . . . . m. There is a 
contractive representation p : A(G) + B(H@ H) with p(z,) = Ti, i = 1, . . . . m, 
ifund only zf I(,alAI + ..+p,,,A,,,(I < 1 for all (p,, . . . . p,,,)cG*. 
Proof: Let gE A(G), 11 g11 < 1, let g(0) = a and set f = cp,og where 
q,(z) = (z - a)( 1 - k-l, so that f (0) = 0 and g = cp --a of: 
By von Neumann’s inequality, 11 f (T,, . . . . T,Jll < 1 if and only if 
II Ai”, > .. . . TJl < 1. But 
f(T ,,..., T,,,)= ; plA1+;“‘mAm), 
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where (11,) .. . . ~1,) =Df(O). By Theorem 3.4, the set of all Of(O), 
f(0) = 0, 11 f 11 < 1 is G*. 
Hence 11 g( T,, . . . . T,)ll < 1 for all II g II < 1 if and only if 
II f( T, > ...T T,)ll < 1 for all 11 f I( < 1, f (0) = 0, which is true if and only if 
IIpLAl+ ... +,u,A,ll<l for all (pi,...,p,,,)~G*. I 
A representation p: A(G) + B(H) is completely contractive when 
IIb(fd)ll G IlU,J)ll for allf, in A(G). 
THEOREM 4.2. If every contractive representation of A(G) is completely 
contractive, then u(X) = 1. 
Proof. Let A,, . . . . A, E B(H) satisfy II pi A, + . . . + pL, A,,, 11 < 1 for all 
(P 1, . . . . 1.4 E G*. We have a contractive representation given by 
PCzi) = (8 2). 
Let F=(fi,) be in M,(A(G)) with LY(0)=O, II(f 6 1. It is easily 
checked that up to unitary equivalence, 
... +B,QA, 
0 
where (B,, . . . . B,) = DF(0) E L?;. 
Thus, ll(p(fi/))ll < 1 for all f&O) = 0, lI(fii)II < 1, implies that 
llB,@AA, + ... + B,,,@ A,,, 11 < 1 for all (B,, . . . . B,) ~52;. But by 
Theorem 3.4, 52:= ball (M,(MIN(X*)))= {(B,, . . . . B,): IJp,B1 f . . . + 
p,,,B,,,jl<l for all (~,,...,~,)~ball(X**)=G}. 
By Proposition 2.3, )I B, @A, + ... + B, @ A, 11 d 1 for all such 
(-4 i, . . . . A,) and (B,, . . . . B,) occurs when a(X)< 1. 1 
COROLLARY 4.3. Zf m > 5, then there exists a contractive representation 
of A(G) which is not completely contractive. 
Proof. By Theorem 2.13, a(X)> 1. 1 
COROLLARY 4.4. Zf every contractive representation of A(G) is completely 
contractive, then X is at maximum Banach-Mazur distance from 1;. 
Proof By Remark 2.14, if a(X) = 1, then X is at maximum Banach- 
Mazur distance from 1:. 
Remark 4.5. By Ando’s Theorem [ 1 ] every contractive representation 
of A(KD’) is completely contractive. Since IF = (C2, D2) we have by 
Theorem 4.2, that a(/,“) = 1, which we also proved in section 2. 
Remark 4.6. Since a(/:) = 1, Theorem 4.2 does not rule out the 
possibility that every contractive representation of A(Gi) is completely con- 
tractive, where Gt = ball (I:). We have been unable to resolve this question. 
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Remark 4.7. It is easily seen from the proof of Theorem 4.2, that there 
exists a contractive representation p of A(G) with (1 p llEb = x(X). 
5. TANGENT AND COTANGENT OPERATOR SPACES 
In this section we introduce two operator spaces, which we call the 
tangent and cotangent spaces. We prove that these spaces are standard 
operator space duals in the sense introduced in [4]. We show that the 
arguments of Section 4 can be extended to any G for which the cotangent 
space at a point is a minimal operator space in a sense which we make 
precise. Finally we show that the results of Section 3 lead to an extension 
theorem for the tangent space. 
Let G c C” be an arbitrary compact set, let w be a point in the interior 
of G, and let R(G) denote the algebra of rational functions on G. Recalling 
the notation of Section 3 we let Q”, denote the closure of 
{DF(w): FE M,(R(G)), 1) F II < 1, F(w) = 0). 
In Section 3 we proved that Szk satisfies the axioms to be the unit ball 
of a norm on C” and that if we let X= (C”‘, Sz,!,) then setting 
sZi= ball (Mk(X)) introduces a family of norms on M,JX) which gives it 
the structure of an operator space. We call this operator space the 
cotangent operator space to G at w and denote it by COT,,,(G). 
In this notation, Theorem 3.4 says that if G is the closed unit ball of 
some norm on C”, then COT,,(G) = MIN(X*) (completely isometrically) 
where X= (C”, G). We say that COT,,,(G) is a minimal operator space 
whenever COT,,,(G) = MIN( Y), for some normed space Y. 
Recall that a w-derivation is a bounded linear functional 6 E R(G)* 
satisfying 6(fg) =f(w) 6(g) + G(f)g(w) for all S, gE R(G). It is easily 
checked that every w-derivation is a multiple of a directional derivative 
evaluated at w, that is, there exists p = (pi, . . . . pL,) in Cm so that 
S(f) = Pl z af (w)+ 1 
.-a +p,$(w)=Df(w).p. 
m 
We shall use the notation 6 = 6, to indicate the above w-derivation. 
Since R(G) is a subspace of the C*-algebra C(G), it is an operator space 
and consequently its dual R(G)* has canonically the structure of an 
operator space, called the standard operator space dual, which was intro- 
duced in [4]. We recall that if (cpti) is in Mk(R(G)*) then its norm in the 
standard operator space dual is given by 
Il(cPij)ll =suP II(cPij(fpq))II 9 
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where the sup is taken over all (f,,) o norm less than 1 in M,(R(G)) and f 
all n, and (cp,(f,,)) is a kn x kn matrix. 
We let TAN,,,(G) denote the operator space that one obtains by con- 
sidering the subspace of R(G)* spanned by the w-derivations, together with 
the matrix-norms inherited as a subspace. We call this space the tangent 
operator space to G at w. Note that TAN,(G) is m-dimensional. 
We prove below that the standard operator space dual of TAN,.(G) is 
COT,,,(G). 
The following lemma is essentially contained in [12]. 
LEMMA 5.1. For all k, (DF(w):FM,(R(G)), l(FI( < 1, F(o)=O} = 
{DF(w) : FE WANG)), II f’ll < 1). 
Proof First consider the case k = 1. If g E R(G) I( g )I < 1 and g(w) = a, 
setf=cp,og where cp,(z)=(z-u)(l-a~)-‘. Then Ilfll<l,f(w)=O and 
(aflazi)(w)=(l - I ul2)-’ (ag/a z i)( ) w, so that if we set h=(l-\al*)fthen 
(I h (I < 1, h(w) = 0, and Dh = Dg. Thus we have equality of the 2 sets for 
k= 1. 
The proof for k > 1 is essentially the same. If G E M,(R(G)), )I G I( < 1, 
and G(w)=A then set F=cp,oG where 
By [6, Theorem 21, pa maps the open unit ball of Mk biholomorphically 
onto itself. Hence, (I Fll < 1, F(w) = 0 and (8F/8zi)(w) = (I- AA*)-“* 
(~G/~z,)(~)(Z-A*A)-‘~*. Thus if we set H= (I-AA*)‘12 F(Z-A*A)“*, 
then II N(I < 1, H(w) = 0, and DH(w) = DG(w), from which the result 
follows. 1 
THEOREM 5.2. The standard operator space dual of TAN,(G) and 
COT,,,(G) are completely isometrically isomorphic. 
Proof: Given a,, let S,(f)= Df(w).pLii for vectors pu, in C”. We have 
that II(k = sup 11(~,(f,,Nll =sup I~(P~~DF,,W)~~ = sup IIhj. v,,)ll> 
where (V,,,)=(Df,,(w))=DF(w) for some F=(f,,)eM,(R(G)), IIFII < 1. 
By Lemma 5.1, DF(w) is a typical element of Q”,. Hence Il(S,)(l = 
sup [I(/.Q. VP,)11 over all (I’,,) in Q”, and n arbitrary. But this latter 
expression is clearly the norm of (ZQ) viewed as an element of the standard 
dual of COT,(G). 
Thus the map 6, -+ p defines a completely isometric isomorphism 
between TAN,,,(G) and the standard operator space dual of COT,,,(G). 
The result follows from the fact that an operator space embeds com- 
pletely isometrically in its second standard operator space dual [4, 
SSOjlO9/1-9 
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Theorem 2.111 and the fact that TAN,,,(G) is finite dimensional, and hence 
equal to its second dual. 1 
COROLLARY 5.3. Let G be the closed unit ball of some norm on Cm, and 
let X= (C”, G). Then COT,,(G) = MIN(X*) and TAN,(G) = MAX(X) 
completely isometrically isomorphic. Moreover, if q5 : TAN,,(G) + B(H) is 
any contractive map, then 4 can be extended to a completely contractive map 
@: R(G)* + B(H), where R(G)* denotes the standard operator space dual. 
Proof: The fact that COT,(G) = MIN(X*) is just a restatement of 
Theorem 3.4. Hence, TAN,(G) = COT,G)* = MIN(X*)* = MAX(X) by 
[3, Corollary 2.71, where all the duals denote standard operator space 
duals, and the equal signs denote complete isometric isomorphism. 
Finally, if 4 : TAN,(G) --+ B(H) is contractive then since TAN,(G) is a 
MAX space 4 is completely contractive. But TAN,,(G) is contained inside 
R(G)* completely isometrically as a subspace and hence by Arveson’s 
extension theorem [2], 4 can be extended to a completely contractive map 
on R(G)*. 1 
THEOREM 5.4. Let G be a compact subset of C”. If every contractive 
representation of R(G) is completely contractive, then for every point w 
in the interior of G, COT,,,(G)= MAX( Y) where Y= (Cm, Ok), and 
TAN,(G) = MIN( Y*). 
Proof: Assume that COT,,,(G) #MAX(Y), then there exists a contrac- 
tive map 4: COT,(G) -P B(H) which is not completely contractive. Let ei 
be the standard basis for C” and let Ai= #(ei). Since 4 is not completely 
contractive, there exists a k and B = (B,, . . . . B,) E ball (M,(COT,(G))) 
=sZ”, such that #k)(B)= B, @A, + ... + B,@A, and II#k’(B)II > 1. 
Let w = (wi , . . . . w,) and set 
and define p: R(G) + B(H@ H) via p(z,) = Ti, i = 1, . . . . m. 
If f E R(G), 1) f 1) < 1, and f (w) = 0 then 
where Df(w)=(b,, . . . . b,)EQ!,,. Since d is contractive (I p(f )[I < 1. If 
gER(G), II gll< Lg(w)=c let f=cp,og, then lIp( = Ildcp-.ofNI = 
llq-,(p(f))II ,<l since lIp(f < 1 by vonNeumann’s inequality. Hence, p 
is a contractive homomorphism. 
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Since B = (B,, . . . . B,) EQ~, there exists FE M,(R(G)), (I 8’11 d 1, F(o) = 0 
with DF(w) = B. But then 
p’(F) = ( 
0 ll,@JA,+ ... +B,@A, o 
0 > 
and hence 11 p’k’(F)jI > 1. 
Thus, p is not completely contractive from which the result follows. i 
Note that Theorem 4.2 is easily deduced as a corollary of the above 
theorem and Corollary 5.3. 
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