Introduction
Most problems of production strategy optimization in the oil industry are characterized by a large number of discrete random variables in discontinuous search spaces with non-necessarily monotonic objective functions, usually net present value (NPV) or oil recovery (RF), with many local maximums within a maximization problem. These optimization problems show little linear correlation between the variables and objective functions evaluated. Standard nonlinear programming techniques, such as gradient-based methods, are computationally expensive and inefficient, and risk trapping a local optimum near the starting point [1] .
Population-based optimization, such as genetic algorithms [2, 3] , simulated annealing [4, 5] , particle swarm optimization [6, 7] , and differential evolution [8, 9] , stands out with a high probability of finding an optimal solution for this type of problem. Bittencourt and Horne [10] developed a hybrid genetic algorithm to determine the optimal placement of wells, evaluating an objective function of cash flow analysis of the production profile obtained from numerical simulation. Schiozer et al. [11] applied a method based on differential evolution developed by Yang et al. [12] for integrated decision analysis in the development and management of oil fields.
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These algorithms have two important capabilities in common: one is to search a better solution and the other is to avoid local minima. Another invaluable advantage of these algorithms coming from the viewpoint of the computational effort is that multiple simulation runs can be carried out in parallel at each step, reducing the effective computation time significantly. The disadvantages of these algorithms, on the other hand, arise in the lack of the theoretical foundations and the slow convergence [13] .
History matching in probabilistic models can be represented as a mathematically similar problem, minimizing the misfit between historical and simulated values.
Goda and Sato [13] formulated the history matching as a global minimization problem and proposed a new population-based global optimization algorithm called Iterative Latin hypercube samplings, with a theoretical foundation that proves the capacity of the method to find the optimal solution for any monotonic univariate function. The authors comment that this method is not limited to history matching and is available for general use in global optimization.
Maschio and Schiozer [14] developed a new iterative procedure for probabilistic history matching using discrete Latin hypercube sampling (DLHC) and non-parametric density estimation. Their methodology selects the best samples based on matching quality, together with correlation coefficients between the attributes and the misfit between the results of the simulation and production history of the wells, to reduce uncertainty range and minimize the error between the observed data and the simulated values. The great advantages of these methods are approaching history matching without prior knowledge and formulating the problem as a global minimization of the misfit between observations and numerical results, as well as the theoretical foundation and good convergence.
This work seeks to take advantage of the same theoretical foundation of the two methodologies presented for history matching based on Latin hypercube sampling, to maximize objective functions in production strategy optimization problems, with a large number of discrete random variables in discontinuous space searches, and many local optimums.
Traditionally, production strategy optimization problems can be represented as in Eq. 
DLHC is a sampling method that allows the selection of values of discrete random variables within a full region of model parameters, reducing the number of samples needed to preserve probability distributions [14] .
In an iterative procedure, we can choose the best samples generated by the sampling method and gradually reduce the search space of each variable among its lower and upper values [13, 14] . However, in production strategy optimization problems, the posterior frequency distribution of the levels of each variable in the best cases can present non-continuous distributions, these can compromise the optimization of the objective function. This paper presents a new approach to reduce the search space.
A new possibility arises with an iterative DLHC method working with categorical uncertainties within a robust optimization under probabilistic uncertainty.
Methodology
The proposed method comprises an iterative DLHC-based process (IDLHC) to maximize the objective function in production strategy optimization problems, reducing the search space gradually, with each iteration. The main focus is the proper treatment of the posterior frequency distributions of discrete variable levels, since the search space could be discontinuous with a non-necessarily monotonic objective function with many local optimums within a maximization process.
We can adapt the theoretical foundation proposed by Goda and Sato [13] to IDLHC to find the optimal solution for any monotonic univariate function. This foundation can be extended to a monotonic multivariable function, assuming the function is separable with respect to each variable and might be expressed simply as a sum of onedimensional functions [15] . As already mentioned, population-based search methods are less likely to stop in a local optimum, because they conduct a large search inside the sample space.
The proposed methodology consists of the following steps:
1. Discretize each variable in a number of levels with uniform probability distribution. In this type of problem, a low correlation (coefficients smaller than 0.2) between the variables and the objective function value excludes the use of covariance and correlation matrices to select the best samples within the iterative process. In this way, all variable levels of the selected samples are used to compose the frequency histogram.
The choice of parameters N and F has a great impact on performance optimization, which must be evaluated caseby-case so that IDLHC performs well. Selecting too small an N number in relation to the number of variables or the maximum number of variable levels can lead to poor representation of samples resulting in local optimums, while too large an N number tends to underuse the DLHC ability to generate representative samples, increasing the time to optimize an objective function.
The parameter F is related to the updating of level frequency histograms, for which small numbers (<0.1) assist fast convergence to a local optimum as they discard useful information from good samples that have not yet been sampled, while large numbers (>0.5) tend to slow the search while maintaining levels of variables with low OF values.
Validation
To validate the IDLHC method, we used a repetitive experiment to maximize a reference function. We choose an NPV proxy as published by Avansi et al. [16] and described by Eq. 2: with variables A 1 , A 2 , A 3 , A 4 and A 5 varying between −1 and 1 (coded values), with five discrete levels for each variable. Evaluating all possible combinations in the search space, the proxy generates the maximum NPV value of US$ 412 million. 
Fig. 2 Frequency and cumulative frequency histograms of NPV objective function values from validation experiments
The experiment ran 5 iterations for IDLHC with N = 20 evaluations of the OF per iteration, totaling 100 samples, and F = 0.2. The experiment was repeated 100 times independently. Figure 1 shows that IDLHC tends to converge to a solution close to the global optimum (US$410 million) with a small number of objective function evaluations. Figure 2 shows the frequency distribution and cumulative frequency of 100 experiments. These show that the proposed method consistently converges to optimal solutions, and is a suitable algorithm for maximizing OFs.
We used a suitable test function to validate IDLHC for a high-dimensional problem. We choose Rosenbrock's function described by Eq. 3:
with n = 50 variables varying between −2 and 2 (coded values), with 9 discrete levels for each variable, totaling 5.2 × 10 47 possible combinations. This function has a global minimum FR = 0 [17] .
An experiment with 20 iterations was run for IDLHC with N = 2500 evaluations of the OF per iteration, totaling 50,000 samples, and F = 0.2. Figure 3 shows that IDLHC tends to converge to the global optimum with a small number of objective function evaluations.
Application
In applying the methodology, we compared the optimizations between the proposed IDLHC and the DECE™ method [12] , available in commercial software. DECE™ optimization is an iterative optimization process that sequentially applies designed exploration stage and controlled evolution stage.
The objective of the proposal was to determine the design and control decision variables that would maximize NPV through techniques that account for the combination of operational variables for the benchmark case UNISIM-I-D [18] .
We used both methodologies to maximize the NPV objective function for the same variable set and search space (Table 1) in an intermediate phase of the production development project optimization of the benchmark case UNISIM-I-D in the MR9 representative model [11] . The domain problem had 67 discrete variables, totaling 2.5 × 10 40 possible combinations: 3 production system capacity variables totaling 28 levels, 3 well recompletion variables with 2 levels each, 44 well position variables totaling 244 levels, and 17 variables related to the orientation of horizontal wells with 2 levels each. IDLHC was set with 9 iterations, with value N = 100 evaluations of the OF by iteration, totaling 900 samples, and F = 0.1. We defined internal parameters for the DECE™ to optimize the 67 variables. Figure 4 presents the NPV values from IDLHC within 9 iterations, totaling 900 simulations to achieve maximum value of the OF (US$2936 million). As expected for the method, the function values constantly increase with each iteration. All simulations were parallelized, which is possible in population-based search methods, to reduce computational time. Figure 5 presents the NPV OFs from DECE™, which needed 2936 individuals to reach a maximum value for NPV (US$2883 million) and meet the internal stop criteria of the program. The IDLHC had an excellent convergence rate to maximize NPV to a close-to-optimum value obtained by DECE™, requiring a fewer evaluations of the OF. Figure 6 shows the frequency histogram of a component variable of the OF, suggesting that posterior frequency distribution of variable levels are unlikely to show continuous distributions during the iterative process. IDLHC treated these discontinuities properly to evaluate the maximum of local regions without losing efficiency, by discarding intermediate levels without frequency. Table 1 presents the variable values of OFs for the optimum points from IDLHC (bold numbers) and DECE™ (italic numbers), indicating the occurrence of local optimums in the NPV optimum. This is characteristic of production strategy optimization problems.
Results
The IDLHC method has the advantages of being a simple methodology to maximize OF, reducing the search space gradually with each iteration, while addressing posterior frequency distributions of discrete variable levels. The robustness of the method could be proven with an exhaustive validation case and a comparable application to a consolidated methodology. The ease of implementing the method is a great incentive for its use.
Conclusions
This paper proposed an iterative DLHC-based method to maximize an OF in production strategy optimization problems, and reduce the discrete search space throughout the iterative process. We treated posterior frequency distributions of discrete variable levels, and maximized a non-necessarily monotonic OF within discontinuous search spaces and many local optimums could be performed successfully in the application case, and compared this to a consolidated optimization methodology. The proposed IDLHC methodology, as a populationbased optimization with consistent convergence to optimum, few OF evaluations and the ability to parallelize multiple simulations, is well suited to address optimization problems in the oil industry. 
