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3Re´sume´
Cette the`se pre´sente un ensemble d’objectifs dont le fil conducteur est le
programme De´crypthon (projet tripartite entre l’AFM, le CNRS et IBM) ou`
les applications et les besoins ont e´volue´ au fur et a` mesure de l’avance´e de
nos travaux. Dans un premier temps nous montrerons le roˆle d’architecte que
nous avons endosse´ pour la conception de la grille De´crypthon. Les ressources
de cette grille sont supporte´es par les cinq universite´s partenaires (Bordeaux
I, Lille I, ENS-Lyon, Pierre et Marie Curie Paris VI et Orsay), ainsi que
le re´seau RENATER (Re´seau National de Te´le´communications pour l’Ensei-
gnement et la Recherche), sur lequel est connecte´ l’ensemble des machines. Le
Centre de ressources informatiques de Haute Normandie (CRIHAN) participe
e´galement au programme, il he´berge les donne´es volumineuses des projets
scientifiques. Nous pre´senterons ensuite les expe´riences que nous avons effec-
tue´es sur l’intergiciel DIET afin de tester ses proprie´te´s de fac¸on a` explorer
sa stabilite´ dans un environnement a` grande e´chelle comme Grid’5000. Nous
nous sommes inte´resse´s, en outre, au projet ”Help Cure Muscular Dystro-
phy”, un des projets se´lectionne´s par le programme De´crypthon. Nous avons
conduit des expe´riences dans le but de pre´parer la premie`re phase de calcul
sur la grille de volontaires ”World Community Grid”. Nous de´voilerons l’en-
semble des e´tapes qui ont pre´ce´de´es et suivies la premie`re phase calculatoire
qui a demande´ quelques 80 sie`cles de temps processeur. Pour terminer, nous
avons de´veloppe´ une fonctionnalite´ a` l’intergiciel DIET, le rendant capable
de ge´rer l’exe´cution de taˆches ayant des de´pendances. Nous nous sommes
inte´resse´s a` de´velopper des algorithmes prenant en compte plusieurs applica-
tions qui demandent l’acce`s aux meˆmes ressources de manie`re concurrente.
Nous avons valide´ cette fonctionnalite´ avec des applications issues des projets
du programme De´crython. Ces travaux ont ne´cessite´ un de´veloppement lo-
giciel important, d’une part sur les applications du De´crypthon elles-meˆmes
et sur leur portage afin de rendre transparente leur utilisation sur la grille
De´crypthon, mais aussi au niveau de l’intergiciel DIET et son e´cosyste`me :
DIET Webboard, VizDIET, GoDIET, LogService, MA DAG, etc. Les re´sul-
tats pre´sente´s ont e´te´ obtenus sur trois grilles mises a` notre disposition : la
grille universitaire du De´crypthon, la grille d’internautes (World Community
Grid) et la grille expe´rimentale Grid’5000.
4Abstract
This thesis was conducted by the needs of the Decrypthon project (colla-
borative project between AFM, CNRS and IBM). First we show the role of ar-
chitect played in order to select and define the Decrypthon grid infrastructure.
The resources of this grid are hosted by five Universities (Bordeaux I, Lille I,
ENS-Lyon, Pierre et Marie Curie Paris VI et Orsay). The network connexion
is provided by RENATER (Re´seau National de Te´le´communications pour
l’Enseignement et la Recherche). The CRIHAN ( Centre de ressources Infor-
matiques de Hautes Normandie) is also involved into this parternship and
provides data warehouse for scientists. In a second hand we present several
experiments carried on Grid’5000 in order to validate the grid middleware
DIET and its tools on a large scale platform such as Grid’5000. On this re-
search platform, we also studied the application of the project ”Help Cure
Muscular Dystrophy”, one of the project selected by the Decrypthon. This
study prepared the launch of a 6 months computing phase on the volunteers
grid : World Community Grid support by IBM US. The document presents
all steps before and after the computing phase which require more than 80
centuries of CPU time on the volunteers device. Finally, we have designed
several heuristics to tackle the problem of online multi-workflow scheduling
in a shared grid environment. We have implemented those heuristics into
DIET middleware and we have validated their behavior with case study ap-
plications from Decrypthon. This work required many software developments
in the aim to grid enabled bioinformatic applications and transparenlty give
access to the Decrypthon grid, but also into DIET middleware and tools
around : DIET Webboard, VizDIET, GoDIET, LogService, MA DAG, etc.
The results exposed in this thesis were obtained with tree different grids :
the Decrypthon grid, the volunteer grid (World Community Grid) and the
research grid (Grid’5000).
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Introduction
Le traitement paralle`le des calculs et des donne´es a gagne´ toutes les
sciences. Hier, re´serve´ aux applications gourmandes en temps de calcul is-
sues notamment de la simulation en me´canique ou en me´te´orologie, il a rejoint
maintenant d’autres applications aux besoins diffe´rents, comme par exemple
l’imagerie me´dicale, la mode´lisation « in silico » d’interactions me´dicamen-
teuses ou meˆme la recherche de documents sur Internet. Ces applications
ont ne´cessite´ de nouvelles approches, pas forcement lie´es a` une utilisation
efficace des caches de la me´moire, des processeurs et autres spe´cificite´s des
ordinateurs.
Du coˆte´ des architectures mate´rielles, nous sommes passe´s des gros calcu-
lateurs proprie´taires comme les machines Cray, NEC, IBM, etc, a` des grappes
monte´es a` partir d’ordinateurs personnels (PC) interconnecte´s par des re´-
seaux rapides. Nous avons vu ensuite ces grappes s’agre´ger en grappes de
grappes puis, depuis le de´but des anne´es 2000, une mise en commun globale
des moyens de calcul et de stockage, que ce soit avec des machines e´normes
de centres de calcul ou des PCs de bureau. Apre`s des de´buts chez les univer-
sitaires, cet agre´gat de ressources appele´ « grilles informatiques » trouvent
maintenant une place grandissante dans les entreprises soucieuses de ratio-
naliser et de rentabiliser leurs investissements informatiques. Par ailleurs, la
de´mocratisation des ordinateurs personnels et des connexions Internet chez
les particuliers a fait pe´ne´trer les technologies de grilles jusque dans les foyers.
Ainsi, le site internet [31] re´fe´rence plusieurs dizaines de projets de calcul sup-
porte´s par des internautes volontaires.
Les capacite´s de calcul de ces plates-formes diffe´rent e´norme´ment, a`
la fois en terme de nombre d’ope´rations par seconde (nous de´passons le
Teraflops) mais aussi en fonction de leur disponibilite´ ou de leur capacite´ a`
e´changer des donne´es. Les scientifiques d’aujourd’hui, qu’ils soient issus de
laboratoires de recherche dans toutes les sciences ou de grandes entreprises
prive´es, ont acce`s a` des moyens informatiques autrefois re´serve´s a` des centres
nationaux.
Le proble`me commun a` toutes ces architectures n’est donc pas le mate´riel
mais plutoˆt le logiciel permettant d’exploiter cette puissance (du syste`me
a` l’algorithmique). En effet, il y a peu de chance que ces machines soient
totalement homoge`nes. Au mieux, nous agre´geons des machines de meˆme
type par un re´seau rapide et a` l’oppose´, nous prenons la puissance de calcul
disponible sur la toile et, des re´seaux aux processeurs en passant par les
syste`mes d’exploitation, ainsi l’ensemble de l’architecture devient he´te´roge`ne.
Il y a deux challenges principaux pour le de´veloppement des plates-formes
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de grilles : le de´veloppement d’environnements standards rendant transpa-
rente l’utilisation de la grille et des re´sultats sur l’algorithmique des applica-
tions utilisant de telles plates-formes. Dans « environnement », nous pouvons
placer bien suˆr le syste`me d’exploitation mais aussi les langages, les biblio-
the`ques et l’intergiciel. Actuellement, la plupart des environnements existants
reprennent les approches choisies pour les machines paralle`les « classiques »
en tentant de les adapter aux concepts de la grille. Les re´sultats sont bien
entendu ine´gaux.
Un domaine d’application important des grilles concerne la bioinforma-
tique : le domaine des sciences ou` la biologie, l’informatique et les mathe´-
matiques se rejoignent pour former une seule et unique discipline. Au centre
de nombreuses recherches dans le monde, que ce soit dans la recherche aca-
de´mique que dans l’industrie de la sante´, ce domaine, a` l’impact socie´tal
important, est appele´ a` se de´velopper de manie`re tre`s importante dans un
futur tre`s proche. Les caracte´ristiques de ces applications diffe`rent de celles
du calcul nume´rique « classique » qui s’exe´cute actuellement en masse sur les
grilles de production du monde entier. Elles posent donc de nouveaux pro-
ble`mes de recherche informatiques importants auxquels nous nous sommes
inte´resse´s dans cette the`se.
En 2001, le projet De´crypthon, a e´te´ en France un des pionniers dans
ce domaine en mettant a` contribution les internautes pour cartographier le
prote´ome. Graˆce a` ce succe`s, en 2005, l’AFM associe´e au CNRS et a` IBM, a
renouvele´ son action avec le programme De´crypthon. Il vise, cette fois, a` aider
plusieurs projets scientifiques des sciences du vivant a` acce´der aux techno-
logies de grille en leur apportant a` la fois des ressources de calculs re´parties
dans des centres de calculs universitaires mais e´galement une expertise dans
la « gridification » des applications.
Un sujet de recherche commun pour le portage d’applications sur les grilles
reste l’ordonnancement de taˆches sur des ressources he´te´roge`nes. Que ce soit
sur des plates-formes de´die´es ou sur des grilles d’internautes, il faut eˆtre ca-
pable d’orchestrer au mieux les taˆches (qu’elles soient de´pendantes ou pas)
sur les ressources et e´galement choisir le grain de calcul et de communication
qui permettra d’obtenir les meilleures performances. Ce sujet a e´te´ e´videm-
ment e´tudie´ par de nombreux chercheurs de part le monde avec des mode`les
plus ou moins re´alistes.
Nous nous sommes attache´s a` e´tudier un proble`me classique des appli-
cations paralle`les, l’ordonnancement de graphes de taˆches (aussi appele´s par
abus de langage workflows) mais cette fois en supposant que plusieurs utilisa-
teurs peuvent envoyer de tels graphes sur la plate-forme de grille cible. Il faut
alors non seulement optimiser le temps de calcul global de chaque application
mais aussi l’utilisation de la plate-forme et l’e´quite´ entre les utilisateurs.
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Du coˆte´ des plates-formes d’internautes, nous nous sommes inte´resse´s non
seulement au portage efficace d’une application de taille conse´quente sur la
grille du World Community Grid mais e´galement a` une comparaison avec les
grilles de´die´es.
Ces travaux ont ne´cessite´ un de´veloppement logiciel important, d’une
part sur les applications elles-meˆmes et sur leur portage afin de rendre
transparente leur utilisation sur la grille De´crypthon, mais aussi au niveau de
l’intergiciel DIET et son e´cosyste`me : DIET Webboard, VizDIET, GoDIET,
LogService, MADAG, etc. Les re´sultats pre´sente´s ont e´te´ obtenus sur trois
grilles mises a` notre disposition : la grille universitaire du De´crypthon,
la grille d’internautes (World Community Grid) et la grille expe´rimentale
Grid’5000.
Ce manuscrit pre´sente un ensemble d’objectifs et de re´sultats dont le fil
conducteur a e´te´ le programme De´crypthon dans lequel les applications et les
besoins ont e´volue´ au fur et a` mesure de l’avance´e de nos travaux. Dans un
premier temps nous montrerons le roˆle d’architecte et d’accompagnateur des
projets scientifiques que nous avons endoce´ au niveau de la grille universitaire
De´crypthon [7,3].
Nous pre´senterons ensuite les expe´riences que nous avons effectue´es sur
l’intergiciel DIET afin de tester ses proprie´te´s de fac¸on a` explorer sa sta-
bilite´ dans un environnement a` grande e´chelle [1,2,4,5]. Nous nous sommes
inte´resse´s, en outre, au projet Help Cure Muscular Dystrophy, un des projets
se´lectionne´s par le programme De´crypthon. Nous avons conduit des expe´-
riences dans le but de pre´parer le lancement du projet HCMD sur une grille
de volontaires [6]. Nous de´voilerons l’ensemble des e´tapes qui ont pre´ce´de´es
et suivies la premie`re phase calculatoire qui a demande´ quelques 80 sie`cles
de temps processeur sur les ressources des membres du World Community
Grid.
Enfin, nous avons ajoute´ une fonctionnalite´ a` l’intergiciel DIET, le ren-
dant capable de ge´rer l’exe´cution de taˆches ayant des de´pendances. Nous
nous sommes inte´resse´s a` de´velopper des algorithmes prenant en compte plu-
sieurs applications qui demandent l’acce`s aux meˆmes ressources de manie`res
concurrentes. Nous avons valide´ cette fonctionnalite´ avec des applications is-
sues des projets du programme De´crypthon. L’ensemble des de´veloppements
autour de la gestion des graphes de taˆches est disponible dans la version
courante de DIET (version 2.3).
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1.1 Introduction
En informatique, certains algorithmes peuvent eˆtre divise´s en calculs e´le´-
mentaires afin d’eˆtre re´partis entre plusieurs processeurs. L’inte´reˆt de cette
se´paration est de pouvoir faire ope´rer des processeurs simultane´ment pour
pouvoir traiter plus rapidement le calcul que lors d’une version se´quentielle
de l’algorithme. C’est l’ide´e ge´ne´rale du calcul paralle`le.
Le paralle´lisme est aussi vieux que l’informatique et l’e´criture de pro-
grammes. Rapidement, la paralle´lisation des architectures mate´rielles s’est
effectue´e en agre´geant plusieurs processeurs entre eux Symmetric Multi Pro-
cesseur (SMP). Dans un meˆme temps, avec la vente en masse des ordinateurs,
la baisse des prix et le de´veloppement des protocoles de communication inter-
machines, l’ide´e d’agre´ger des machines entre elles pour former des grappes
de machines est apparue. Dans cet effort, en 1993, le projet Beowulf [102]
bouleversa le monde des machines paralle`les, qui e´tait jusqu’alors re´serve´es
aux centres de calcul capables d’acque´rir des supercalculateurs base´s sur des
technologies proprie´taires aux couˆts e´leve´s.
Les besoins en calculs scientifiques ont e´volue´ avec les technologies dis-
ponibles. Et paralle`lement aux e´volutions mate´rielles, les outils permettant
la programmation des machines ont permis d’exploiter le paralle´lisme de
l’application au moment meˆme de son implantation. Le paysage est main-
tenant rempli d’une multitude d’outils en passant par les syste`mes d’ex-
ploitation (XtremOS, Vigne, GridOS, etc), les langages de programmation
(HPF, C/C++, Java, etc) et leurs compilateurs, les bibliothe`ques de commu-
nications (MPI, PVM), les bibliothe`ques de calcul (ScaLAPACK, MUMPS,
PBLAS, etc) et les interfaces de programmation (openMP, POSIX, etc) per-
mettant de construire une application tirant partie du paralle´lisme.
1.2 De´finitions d’une grille informatique
1.2.1 Un ensemble de de´finitions
Ian Foster et Carl Kesselman ont pose´ les premie`res pierres de l’e´difice de
la recherche sur les grilles informatiques qui a` cette e´poque s’appelaient meta-
computing. Il y a 10 ans, dans leur livre « The Grid : Blueprint for a New
Computing Infrastructure », ils ont fait l’analogie du partage des ressources
informatiques avec l’acce`s a` l’e´lectricite´. Ainsi, ils e´tablissent la vision d’un
utilisateur qui se branche et obtient la ressource dont il a besoin sans pour
autant connaˆıtre tout ce qui se cache derrie`re. Plus tard, ils ont propose´ une
de´finition de la grille informatique base´e sur 3 crite`res :
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– une grille n’a pas de gestion centralise´e de l’ensemble de ses ressources
informatiques ;
– une grille repose sur des protocoles standardise´s ;
– une grille offre une qualite´ de services.
Cette de´finition n’est pas pre´cise : Quels sont les protocoles ? Quels sont
les services ? C’est certainement ce flou autour de la de´finition qui a fait
son succe`s. Chacun peut ainsi spe´cifier sa de´finition en pre´cisant comment
s’effectue la gestion non centralise´e des ressources, quels sont les standards
et protocoles utilise´s, et quelles qualite´s de services sont offertes par la grille.
Le terme de « grille informatique » est employe´ pour de´crire des concepts
qui cachent souvent une re´alite´ et des significations diffe´rentes. L’encyclope´die
en ligne wikipedia [63] donne la de´finition suivante :
Une grille informatique est une infrastructure virtuelle consti-
tue´e d’un ensemble de ressources potentiellement partage´es, dis-
tribue´es, he´te´roge`nes, de´-localise´es et autonomes.
Le terme potentiellement donne tout son sens a` la de´finition : Il existe plu-
sieurs grilles informatiques. Elles n’ont pas ne´cessairement toutes les proprie´-
te´s e´nonce´es dans la de´finition mais des de´nominateurs communs existent.
1.2.2 Les diffe´rentes classifications
Malgre´ la de´finition que nous avons donne´e d’une grille informatique, les
latitudes de mise en œuvre sont grandes. Une taxinomie souvent employe´e [52,
58] distingue deux classes de grilles :
– les grilles de calcul : mise en commun de ressources dans le but de faire
des calculs ;
– les grilles de donne´es : mise en commun de ressources pour stocker de
l’information.
Ces deux cate´gories mettent en avant une caracte´ristique des ressources in-
formatiques qui ont e´te´ agre´ge´es. Cependant, il est clair que l’on ne peut pas
envisager les calculs sans capacite´ de stockage. De meˆme, une grille de don-
ne´es demande des ressources de calcul pour traiter les informations qu’elle
contient. Les grilles informatiques ne se re´sument pas donc a` ces deux classes.
Ainsi, la pre´sentation d’une grille informatique se fait par rapport aux
ressources, aux logiciels qui sont utilise´s, aux protocoles de´ploye´s et aux dif-
fe´rents services disponibles. Tous ces points font appel a` la de´finition d’un
point de vue souvent tre`s technique qui va mettre en avant un caracte`re
particulier avec une technologie particulie`re. Toutes les tentatives de classifi-
cation [58, 52] adoptent une vision diffe´rente suivant l’orientation suivie. Nous
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opterons ici pour une e´nume´ration (non exhaustive) des diffe´rents points de
vue que nous pouvons rencontrer :
– la finalite´ de la grille : il peut s’agir d’une grille de production (la
grille est utilise´e dans le but de fournir un re´sultat), d’une grille de
test/recherche (utilise´e dans le but d’e´valuer les fonctionnalite´s de pro-
grammes, d’intergiciels, de protocoles re´seaux) ;
– l’objectif d’utilisation de la grille : il peut s’agir d’une grille de calcul (le
but premier est d’effectuer des calculs), d’une grille de stockage (mise
en commun de machines de´die´es au stockage d’e´normes quantite´s de
donne´es) ;
– les applications scientifiques qui utilisent la grille. Elles sont nom-
breuses. L’omnipre´sence de l’informatique dans les sciences modernes
entraˆıne chaque jour de nouveaux domaines a` investir les calculs distri-
bue´s lorsque les ressources d’une seule machine ne suffisent plus. Nous
sommes a` l’e`re de l’e-science. Citons les domaines de manie`re ge´ne´-
rale, les mathe´matiques, les sciences de la vie et de la terre, la chimie,
la physique, mais nous pouvons rentrer dans le de´tail en parlant de
cryptographie, de ge´nomique, de climatologie, de cristallographie, de la
physique des particules, etc.
– les technologies employe´es. C’est dans ce domaine que l’on retrouve le
plus grand nombre de points de vue diffe´rents. Il existe presque autant
de technologies diffe´rentes qu’il a pu eˆtre construit de types d’ordina-
teurs. Elles e´voluent continuellement et elles suivent les tendances et
les innovations : citons les « grilles pair-a`-pair », les « grilles a` service
web », les « grilles a` composants », les « grilles client-serveur », etc.
– les ressources mises en œuvre : des machines paralle`les, des grappes de
machines, des ordinateurs personnels. Les termes employe´s sont alors
« grille de supercalculateurs », « grille de grappes », « grille d’ordina-
teurs personnels », etc.
– les me´canismes de se´lection des ressources : mode`le pull (tirer) les res-
sources viennent chercher les travaux a` effectuer, mode`le push (pous-
ser) les travaux sont envoye´s sur les ressources. L’environnement est
appele´ :« grille a` vol de cycles », « grille partage´e », « grille de´die´e »,
etc.
Tous ces points de vue se retrouvent donc dans l’ensemble des grilles qui
composent le paysage du calcul scientifique.
A` l’image du mode`le OSI [72] pour les protocoles re´seaux, un mode`le
en quatre couches logiques est propose´ [53] pour les grilles informatiques. La
figure 1.1 illustre cette de´composition. Sous la couche application qui utilisera
les ressources, trois couches se distinguent : la couche intergiciel et la couche
service que nous de´taillerons par la suite. La couche infrastructure, quant a`
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Figure 1.1 – Mode`le en couche des grilles.
elle, repre´sente l’ensemble des ressources mises en œuvre pour la construction
d’une grille.
1.2.3 Ressources d’une grille informatique
Quatre types de ressources composent les e´le´ments principaux de l’infra-
structure d’une grille informatique :
Ressources de communication : elles regroupent tous les e´le´ments qui
permettent la communication entre les diffe´rents composants de la grille. Ce
sont les ressources re´seaux comme les concentrateurs (hub), les commutateurs
(switch), les routeurs, etc. Elles englobent aussi les liens d’interconnection. Ils
sont caracte´rise´s par les protocoles utilise´s (ATM, FDDI, MPLS, Ethernet,
Myrinet, etc) qui de´termineront leur capacite´ de transfert, leur de´bit, leur
latence, etc.
Ressources de calcul : ce sont tous les e´le´ments qui permettent l’exe´cu-
tion d’une application ou d’un code. Le repre´sentant de ces ressources est
bien entendu le processeur d’une machine, sachant qu’il peut y avoir plu-
sieurs processeurs par machine et meˆme plusieurs cœurs par processeur, sans
oublier les processeurs de´die´s comme le processeur graphique. Ces ressources
sont caracte´rise´es par leur vitesse de traitement, c’est a` dire le nombre d’ope´-
rations en virgule flottante (FLOPS/s), leur consommation d’e´nergie, leur
pre´cision, etc ;
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Ressources de stockage : elles distinguent tous les lieux de stockage de
donne´es qui sont utilise´s. Il en existe plusieurs types avec des caracte´ristiques
diffe´rentes et des utilisations diffe´rentes. Par exemple, la me´moire vive dis-
ponible au niveau des processeurs, ou, plus finement, les diffe´rents niveaux
de cache (L1, L2, L3...) d’un processeur, ou encore l’espace de stockage sur
le disque dur propre a` chaque ordinateur, ou encore les syste`mes de fichiers
partage´s d’une grappe (NFS, GPFS, HDFS, etc). Suivant la ressource de
stockage conside´re´e, elle peut eˆtre partage´e, re´partie, ou encore locale. Elle
se caracte´rise par sa capacite´, c’est-a`-dire sa taille (en octet), son de´bit en
lecture et e´criture, sa latence d’acce`s, sa consommation e´nerge´tique ;
Ressources humaines : ces dernie`res sont souvent oublie´es, voire igno-
re´es. Elles repre´sentent cependant le maillon essentiel dans la vie et l’exploi-
tation d’une grille. En effet, une grille informatique repose sur la coope´ration
humaine de diffe´rentes personnes en charge des ressources et sur la commu-
naute´ utilisatrice de la grille.
1.2.4 Un intergiciel de grille et des services
Une de´finition ge´ne´rale est donne´e par wikipedia [64] :
Un intergiciel est un logiciel servant d’interme´diaire entre plu-
sieurs applications ou services, ge´ne´ralement complexes et distri-
bue´es sur un re´seau informatique.
Il s’agit de de´finir les e´le´ments de base d’un intergiciel dans le contexte des
grilles informatiques. D’apre`s la figure 1.1, la place occupe´e par l’intergiciel
est fondamentale. Il joue le roˆle d’interme´diaire entre les applications qui
utiliseront les services et les ressources. La frontie`re des roˆles qui lui sont
attribue´s s’encheveˆtre souvent avec les services qu’il rend. Quels sont les
applications ou les services mis en relation par un intergiciel de grille ?
Ces services peuvent eˆtre regroupe´s en 4 the`mes :
– la se´curite´ ;
– la gestion des donne´es ;
– la gestion de l’exe´cution ;
– l’information ;
A` la fin des anne´es 90, lorsque Ian Foster et son e´quipe ont propose´ une
de´finition de la grille, ils ont aussi propose´ une implantation sous forme d’un
ensemble de composants pour construire une grille informatique. Nous expo-
sons ici l’implantation du Globus Toolkit, qui repre´sente une illustration de
la de´finition d’un intergiciel de grille.
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Figure 1.2 – Les briques de base de´finies par le Globus Toolkit.
Globus Toolkit
Le Globus Toolkit [3] est un ensemble de programmes et de bibliothe`ques
qui s’efforce de re´soudre les difficulte´s de construction d’un environnement
distribue´ de services et d’applications. Le Globus Toolkit est organise´ de fa-
c¸on modulaire. Il comprend un ensemble de composants qui implantent les
services de base pour la se´curite´, la communication, l’allocation de ressources,
etc. L’utilisation et la combinaison de ces diffe´rents composants permet de
configurer l’intergiciel de grille afin qu’il soit adapte´ aux besoins particuliers
de ceux qui souhaitent construire leur propre grille.
Le Globus Toolkit propose un ensemble de briques logicielles. Elles de´li-
mitent l’intergiciel de la grille. Une des grandes force de l’Alliance Globus est
d’avoir de´fini l’ensemble des composants d’un intergiciel de grille et d’avoir
propose´ une implantation de chacun d’eux de manie`re modulaire, sans pour
autant les rendre de´pendants les uns des autres.
– Globus Resource Allocation Manager (GRAM) : il a pour roˆle de conver-
tir des requeˆtes vers la grille en demandes compre´hensibles par les dif-
fe´rentes ressources qui la composent ;
– Grid Security Infrastructure (GSI) : il e´tablit la se´curite´ et l’authenti-
fication des utilisateurs ;
– Monitoring and Discovery Service (MDS) : il collecte et stocke des in-
formations sur les diffe´rentes ressources (capacite´ de stockage, puissance
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de calcul, bande passante, ...).
– Grid Resource Information Service (GRIS) : il maintient l’e´tat des res-
sources, leur configuration et leur capacite´.
– Grid Index Information Service (GIIS) : il coordonne les diffe´rents ser-
vices GRIS et permet notamment de faire des recherches sur les carac-
te´ristiques des ressources.
– GridFTP : il fournit un service de transfert robuste, fiable et rapide.
– Replica Catalog (RC) : il maintient une liste des diffe´rents emplace-
ments dans lesquels sont stocke´s les fichiers ainsi que leurs copies.
– Replica Management System (RMS) : il permet aux applications de
cre´er des copies de certaines donne´es et de les ge´rer.
Chacun peut tout a` fait n’utiliser qu’une partie des briques implante´es
dans le Globus Toolkit afin de construire son propre intergiciel. La figure 1.2
illustre le de´coupage suivant les 4 domaines : se´curite´, stockage, exe´cution et
information. Par exemple, gLite en re´utilisant certains e´le´ments du Globus
Toolkit et en de´veloppant ses propres composants, est devenu un intergiciel
a` part entie`re.
1.3 Quelques exemples de grilles
Nous pre´sentons ici quelques exemples de grilles informatiques, en de´-
taillant les ressources employe´es et l’intergiciel qui les exploite. Nous avons
de´cide´ de pre´senter uniquement 3 grilles diffe´rentes. Elles repre´sentent un
tout petit aperc¸u repre´sentatif des grilles actuellement mises en place dans
le monde acade´mique.
1.3.1 EGEE
L’EGEE (Enabling Grids for E-sciencE) [76] est un projet finance´ par
la Commission europe´enne depuis mars 2004. Il fait suite au projet DATA-
Grid [89]. Actuellement dans sa phase III depuis le 1er mai 2008, son but est
de contribuer a` l’avancement des technologies et de mettre en place une grille
de calcul et de stockage a` l’e´chelle mondiale. Cette grille met en synergie des
chercheurs et inge´nieurs issus de domaines et d’horizons diffe´rents. Elle est
de´veloppe´e suivant trois objectifs principaux :
– construire une grille de calcul et de stockage cohe´rente, robuste et se´-
curise´e ;
– ame´liorer de manie`re continue la qualite´ du logiciel pour fournir un
service fiable aux utilisateurs ;
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– attirer de nouveaux utilisateurs provenant du domaine scientifique ou
de l’industrie, en leur garantissant des performances de haut niveau
ainsi que le support ne´cessaire.
Au travers des trois composantes de´veloppe´es par ce projet d’envergure
europe´enne, nous notons le souci d’inscrire cette grille informatique dans la
notion de qualite´ de services pour les utilisateurs. Il s’agit d’un des trois
crite`res donne´s par Ian Foster et Carl Kesselman pour de´finir une grille.
Le travail est divise´ en trois activite´s, elles-meˆmes de´coupe´es en domaines :
– Networking Activities (NA) : cinq domaines d’activite´ sont de´nombre´s ;
l’activite´ de coordination globale au projet (NA1), de diffusion de l’in-
formation pour atteindre de nouvelles communaute´s (NA2), de forma-
tion des utilisateurs et de production du mate´riel pour cette formation
(NA3), d’identification et du support des applications (NA4) et enfin
la gestion de la coope´ration a` l’international (NA5).
– Service Activities (SA) : elle-meˆme re´partie en trois domaines, l’activite´
de support de la grille europe´enne (SA1), la mise a` disposition des res-
sources du re´seau (SA2) et l’activite´ d’inte´gration, test et certification
(SA3).
– Joint Research Activities (JRA) : elle-meˆme de´compose´e en deux do-
maines. Les activite´s couvrent l’inte´gration et le de´veloppement des
logiciels (JRA1), l’assurance qualite´ (JRA2).
GLite : l’intergiciel de la grille EGEE
GLite se veut l’intergiciel de nouvelle ge´ne´ration d’EGEE. Il est ne´ de la
contribution de plus de 80 personnes issues d’au moins 12 instituts diffe´rents.
Il se base sur les connaissances et projets logiciels et intergiciels qui ont e´te´
de´veloppe´s par le passe´.
Plus particulie`rement nous retrouvons dans gLite les composants sui-
vants :
– Computing Element (CE) : il repre´sente un ensemble de ressources de
calcul, typiquement une grappe de serveurs. Il peut aussi repre´senter
une seule machine.
– Worker Nodes (WN) : il repre´sente les nœuds (ou machines) d’une
grappe de serveurs.
– Storage Element (SE) : il permet un acce`s centralise´ a` un ensemble de
ressources de stockage. Tout site posse`de en ge´ne´ral un SE.
– Grid Security Infrastructure (GSI) : il assure la se´curite´ et l’authentifi-
cation des utilisateurs, ce composant est emprunte´ au Globus Toolkit.
– Virtual Organisation Membership Service (VOMS) : il s’agit d’un ser-
vice destine´ a` la gestion des informations des utilisateurs et leur appar-
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tenance a` une organisation virtuelle. Il ge`re les certificats en provenance
du GSI ;
– Information Service (IS) : le service de monitoring de la grille base´e
sur les ressources, il permet de re´pertorier et de controˆler chacune des
ressources, comme les Storage Elements ou les Computing Elements.
– Logging and Bookkeeping (LB) : composant qui permet de stocker l’ac-
tivite´ des diffe´rents modules de gLite. Le Workload Management Sys-
tem (WMS), l’interface utilisateur (UI), le Local Resource Management
System (LRMS) ou Computing Element (CE) transmettent chacun des
informations a` ce composant ;
– Job Provenance Service (JP) : il est en charge du stockage a` long terme
des informations des travaux des utilisateurs a` partir des informations
recueillies avec le Logging and Bookkeeping (LB) ;
– User Interface (UI) : le point d’acce`s a` la grille pour un utilisateur ;
– Workload Management System (WMS) : il est charge´ d’accepter les
travaux, de les envoyer vers le Computing Element (CE) approprie´ et
d’enregistrer leur e´tat et leur code de sortie aupre`s du syste`me de Log-
ging and Bookkeeping(LB) ;
– Relation Grid Monitoring Architecture (R-GMA) : il est une implanta-
tion du standard Grid Monitoring Architecture cre´e´ par le Open Grid
Forum [35] et se pre´sente comme une base de donne´es relationnelle
distribue´e pour surveiller les e´le´ments.
– Local Resource Management System (LRMS) : il est le gestionnaire
local des ressources. Les diffe´rents types de LRMS (ou batch scheduler)
reconnus sont OpenPBS [105], LSF, Maui/Torque [108] et Condor [91].
– LCG File Catalog : il permet de stocker une description et une locali-
sation des donne´es disponibles ;
Tous ces composants ou briques logicielles coordonnent et organisent les
ressources de la grille EGEE dans le but de rendre possible l’utilisation de
ces ressources par un grand nombre d’utilisateurs.
GLite n’est pas fige´ et des ame´liorations sont apporte´es aux e´le´ments qui
le fac¸onnent au fur et a` mesure de l’e´volution du projet. La premie`re version
de l’intergiciel est apparue en 2005, il est actuellement dans sa version 3.1.
Nous verrons dans le chapitre 3, section 3.3.5 un exemple de mise en œuvre.
Au mois de juillet 2008, le projet EGEE [76] de´nombrait 259 sites re´-
partis sur 59 pays. Il comptait environ 79 000 processeurs et 20 PetaBytes
d’espace de stockage, plus de 7 500 utilisateurs enregistre´s au travers de 130
organisations virtuelles et une activite´ d’environ 150 000 jobs/jour.
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Figure 1.3 – Grid’5000 a` travers la France.
1.3.2 Grid’5000
Le projet Grid’5000 [98] a de´marre´ en 2003, il se poursuit avec l’Action de
De´veloppement Technologique INRIA ALADDIN-G5K. Il vise a` mettre a` la
disposition des chercheurs une plate-forme expe´rimentale comme un outil de
recherche et comme un environnement de tests pour les grilles informatiques.
Par nature, les grilles informatiques sont complexes a` mettre en place
de par la multitude de logiciels, protocoles et mate´riels sur lesquels elles re-
posent. Comme la plupart des scientifiques, les chercheurs en informatique
ont besoin d’un environnement de validation. Aussi lorsque la recherche porte
sur l’informatique distribue´e, il est primordial d’avoir a` disposition un instru-
ment permettant d’avoir des conditions reproductibles, extensibles, re´alistes
et controˆlables.
La plate-forme Grid’5000 offre la possibilite´ de configurer entie`rement
toutes les piles de logiciels pre´sentes sur les machines qui la composent. Elle
permet de mettre en place un environnement controˆle´ reproduisant les condi-
tions d’utilisation des grilles informatiques. Ainsi, la de´marche scientifique
peut eˆtre applique´e dans le cadre de l’informatique distribue´e a` l’aide de
cette plate-forme expe´rimentale. Grid’5000 est en ce sens, un outil d’avant
garde pour l’informatique distribue´e. Cette plate-forme ajoute une me´thode
supple´mentaire de validation « in situ » d’algorithmes, de protocoles de com-
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munication, d’implantations logiciels et d’applications.
La grille Grid’5000 est compose´e de 9 sites (Bordeaux, Grenoble, Nancy,
Orsay, Lille, Lyon, Rennes, Sophia, Toulouse) re´partis sur le territoire fran-
c¸ais (voir figure 1.3). Nous de´nombrons plus de 580 utilisateurs supporte´s
par un peu moins de 10 administrateurs a` temps complet ou partiel. L’ar-
chitecture de Grid’5000 repose sur une fe´de´ration de grappes de processeurs.
Actuellement, la plate-forme compte un peu plus de 3400 processeurs qui
sont majoritairement d’architecture x86-64 (AMD Opteron) ou EMT64 (In-
tel Xeon) et pre`s de 4800 cœurs. Grid’5000 s’appuie sur le re´seau universitaire
RENATER [80] pour relier chaque site avec des connexions a` 1 ou 10 Gb/s.
A` l’inte´rieur d’un site, les machines sont interconnecte´es par des re´seaux Gi-
gabit Ethernet, parfois Myrinet comme sur les sites de Bordeaux, Grenoble,
Orsay, Lyon, Rennes et Sophia-Antipolis, ainsi qu’Infiniband, comme sur le
site de Rennes.
Peut-on parler d’un intergiciel de grille pour Grid’5000 ?
La plate-forme Grid’5000 repose sur un ensemble de briques logicielles,
protocoles standards, ressources de´localise´es et une gestion non-centralise´e.
Elle offre des me´canismes de re´servation et de´ploiement de machines, de la
se´curite´ et un espace de stockage. D’apre`s la de´finition que nous avons donne´e,
nous pouvons bien parler de grille informatique. Cependant il est impossible
de parler d’un intergiciel en particulier pour Grid’5000, mais plutoˆt d’un
ensemble de services disponibles :
– un espace de stockage propre a` chaque site : NFS locaux ;
– une base de donne´es des comptes utilisateurs de´centralise´e, re´plique´e :
annuaire LDAP ;
– un gestionnaire local de re´servation de ressources de´centralise´ sur
chaque site : OAR [104] ;
– un re´seau permettant la communication entre chaque machine de la
grille ;
– un gestionnaire de de´ploiement et de de´marrage : Kadeploy [103].
En effet, si nous ne parlons pas d’un intergiciel pour Grid’5000, c’est
justement parce qu’un des buts de cette plate-forme est de permettre la
conception, le test et le de´veloppement d’intergiciels de grilles informatiques.
Mais il est vrai que, prises ensemble, toutes les briques logicielles de Grid’5000
forment un intergiciel. Nous pouvons citer le travail effectue´ autour d’outils
comme GRUDU1 qui fe´de`re tous les services de Grid’5000 afin d’offrir un
service d’ensemble sur tous les sites (voir la figure 1.4).
1GRUDU :Grid’5000 Reservation Utility for Deployment Usage, de´veloppe´ dans
l’e´quipe GRAAL a` Lyon.
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Figure 1.4 – Outils de re´servation GRUDU.
Nous verrons dans ce manuscrit (chapitre 4), a` travers plusieurs expe´-
riences, comment nous avons pu utiliser la grille de recherche Grid’5000 pour
la validation des fonctionnalite´s de l’intergiciel DIET et pre´parer la phase
calculatoire d’un projet scientifique.
1.3.3 World Community Grid
Le World Community Grid [101] est un projet initie´ et supporte´ par IBM
et de nombreux partenaires. La mission vise´e par ce projet est de devenir la
plus vaste grille de calcul distribue´e au monde dans le but d’aider des projets
scientifiques qui profiteront l’humanite´ toute entie`re.
Derrie`re cet objectif ambitieux et philanthropique, les diffe´rents acteurs
de ce projet veulent de´montrer leur savoir faire et leur capacite´ a` relever les
de´fis techniques lie´s a` ce challenge. Ils montrent aussi leur engagement dans
des projets me´diatiques qui leur permettent de cultiver une image positive
et novatrice.
Outre l’aspect purement me´diatique la grille du World Community Grid
est un exemple d’une grille informatique dite de « volontaires ». Elle s’ap-
puie sur les ressources informatiques (ordinateurs personnels et connexion
internet) de ses 400 000 membres pour re´aliser des calculs.
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Figure 1.5 – les diffe´rents e´le´ments de BOINC.
BOINC un intergiciel de grille
Techniquement, le World Community Grid s’appuie sur l’intergiciel
BOINC (Berkeley Open Infrastructure for Network Computing) [7, 90] pour
assurer la distribution des calculs.
Les volontaires inscrits sur le site du World Community Grid installent
un logiciel client qui a pour fonction de te´le´charger les calculs a` effectuer.
Le logiciel client est responsable du lancement et du de´roulement des cal-
culs sur la ressource informatique du volontaire. L’utilisateur de la machine
reste maˆıtre de son ordinateur et il peut a` tout moment arreˆter un calcul,
ou un transfert en cours. Le logiciel client BOINC est entie`rement parame´-
trable pour effectuer des calculs en continu, ou uniquement durant certaines
pe´riodes de la journe´e, ou bien encore lorsque la machine n’est pas utilise´e.
Dans l’architecture pre´sente´e dans la figure 1.5, les clients (volontaires) ne
sont pas des clients au sens commun, c’est a` dire les utilisateurs des ressources
de la grille. Ils sont les acteurs, les moyens de calcul de la grille.
Plusieurs adjectifs sont employe´s pour qualifier ce type de grille :
– grille de volontaires : les ressources de ces grilles sont fournies sur la
base du volontariat.
– grille d’ordinateurs personnels : les volontaires participant a` ces grilles
le font avec leur ordinateur personnel ou professionnel. Cependant rien
n’empeˆche d’inscrire des machines de´die´es dans cette architecture.
– grille a` vol de cycle : l’ide´e fondatrice de cette grille est base´e sur le
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Figure 1.6 – Le serveur de taˆches de BOINC.
constat que les ordinateurs utilise´s interactivement le sont en re´alite´
tre`s peu en pourcentage (10 a` 20 % du temps). L’ide´e est donc de voler
les cycles d’horloge non utilise´s. Cependant, les utilisateurs e´tant des
volontaires, il est pre´fe´rable de parler de « don de cycles ».
– grille volatile : e´tant donne´ le controˆle total laisse´ a` l’utilisateur et pro-
prie´taire, les ressources ne peuvent pas eˆtre conside´re´es comme stables
et immuables.
L’architecture du serveur de taˆches BOINC
Parmi les composants pre´sente´s dans la figure 1.6, le work generator
cre´e de nouvelles taˆches ainsi que les fichiers de parame`tres correspondants.
Il interrompt la cre´ation de taˆches lorsque le nombre de taˆches en attente
de´passe un certain seuil. Le scheduler ge`re les demandes des clients. A` chaque
requeˆte, le client demande du travail supple´mentaire tout en indiquant ce
qu’il a de´ja` fait. Le scheduler donne du travail au client en fonction de
ces caracte´ristiques (syste`me d’exploitation, quantite´ de me´moire, type de
processeurs, etc). Le feeder a pour roˆle de pre´parer des taˆches pour le sche-
duler afin qu’il les disse´mine aux clients. Les autres modules (transitioner,
validator, assimilator, file deleter et database purger ) ont pour roˆle de
traiter les re´sultats apporte´s par les clients. Ils garantissent une tole´rance
aux fautes. Chaque taˆche est soumise suivant un taux de redondance. Les
re´sultats obtenus sont compare´s en cherchant a` atteindre un quorum de
re´sultats e´quivalents. Tant que ce quorum n’est pas atteint, la taˆche continue
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a` eˆtre soumise sur d’autres machines.
Le projet World Community Grid compte actuellement plus de 400 000
membres volontaires et plus de 1 000 000 de logiciels clients potentiels. Nous
verrons, dans le chapitre 4, une description des ressources du World Commu-
nity Grid a` base de processeurs virtuels a` plein temps que nous introduirons.
1.4 Conclusion
Nous avons pre´sente´ un panorama de la notion de grille informatique.
Nous avons de´gage´ quelques notions clefs qui composent une grille : les ap-
plications, l’intergiciel, les services et les ressources. Il existe une multitude
de grilles diffe´rentes utilisant des intergiciels adapte´s a` chaque projet.
Nous avons de´crit trois exemples qui repre´sentent une illustration de pro-
jet de grille dans le paysage mondial, il en existe des centaines d’autres. Nous
verrons dans le chapitre 3 comment nous avons mis en production une grille
base´e sur les ressources d’universite´s partenaires pour le projet De´crypthon
et dans le chapitre 4 comment nous avons utilise´ trois grilles comple´men-
taires : la grille de recherche Grid’5000, le World Community Grid et la grille
De´crypthon, pour entreprendre une phase de calcul qui aurait demande´ pre`s
de 80 sie`cles sur une seule machine.
La grille est aujourd’hui une re´alite´ et un domaine de recherche actif, nous
n’avons pas encore atteint la me´taphore du re´seau e´lectrique, ou` un utilisateur
pourrait se connecter de manie`re transparente a` un immense re´servoir de
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2.1 Introduction
Le programme De´crython est un projet mene´ de front par trois acteurs.
Il a pour but de financer chaque anne´e des projets scientifiques qui ont be-
soin d’une importante quantite´ de calcul et/ou d’une importante ressource
de stockage. Il vise un objectif : aider la recherche sur les maladies neuro-
musculaires et les maladies rares pour la plupart d’origine ge´ne´tique. Nous
verrons l’historique de ce programme, de sa cre´ation a` son application, ainsi
que l’ensemble des projets se´lectionne´s.
2.2 Le programme De´crypthon
2.2.1 Historique
En 2001, lors du tre`s me´diatique Te´le´thon, une premie`re ope´ration « De´-
crypthon » avait permis la re´alisation d’une premie`re base de donne´es listant
toutes les prote´ines du monde vivant. Ce projet avait pour objectif de « car-
tographier » le prote´ome1. Entre de´cembre 2001 et mai 2002, 75 000 inter-
nautes avaient permis la comparaison, au moyen de l’algorithme de Smith-
Waterman [88], de 560 000 prote´ines connues, provenant de diverses espe`ces,
depuis des organismes unicellulaires comme les bacte´ries jusqu’aux verte´bre´s
(dont la souris et l’homme), en passant par des organismes pluricellulaires tels
que la drosophile (la mouche du vinaigre), le ne´matode (un ver), ou une plante
(l’arabe`te). Ces travaux ont utilise´ les se´quences prote´iques re´pertorie´es dans
plusieurs bases de donne´es parmi lesquelles Swiss-prot, IPI, TrEMBL, et Ref-
seq. Les calculs comparaient les se´quences de ces prote´ines pour les classer
en familles de prote´ines homologues a` travers les diffe´rentes espe`ces. La base
de donne´es obtenue permettait la mise en relation de cette classification avec
les structures tridimensionnelles connues de certaines de ces prote´ines. Pour
re´sumer, il s’agissait d’une ve´ritable cartographie du prote´ome. La base de
donne´es e´tablie, d’une ampleur sans pre´ce´dent, permettait aux chercheurs de
travailler plus facilement et plus rapidement sur ces e´le´ments complexes et
essentiels de notre organisme que sont les prote´ines.
2.2.2 Naissance du programme
Forte de cette premie`re expe´rience, l’AFM a de´sire´ continuer l’initiative
en de´marrant une nouvelle coope´ration originale entre trois acteurs majeurs
aux missions, aux domaines de compe´tences et aux strate´gies distinctes :
1Ensemble des prote´ines synthe´tise´es par une cellule.
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– l’Association Franc¸aise contre les myopathies (AFM) ;
– le Centre National de Recherche Scientifique (CNRS) ;
– la socie´te´ Intelligent Business Machine (IBM France).
De cette collaboration tripartite est ne´e en 2004 le programme De´crypthon.
Il s’inscrit sur des objectifs a` long terme.
Ainsi L’AFM coordonne tous les ans un appel a` projets aupre`s de la
communaute´ scientifique, et contribue au financement de ces projets sous
plusieurs formes : financement direct aux e´quipes et financement d’e´ven-
tuels services associe´s. Ce programme s’inscrit dans la strate´gie scientifique
de l’AFM qui vise un objectif : gue´rir les maladies neuromusculaires et les
maladies rares pour la plupart d’origine ge´ne´tique.
IBM apporte son expertise technique dans les technologies de grilles et son
expe´rience dans la conduite de projets. De plus, dans le cadre du programme
IBM Shared University Research, IBM France dote certaines universite´s de
supercalculateurs de dernie`re ge´ne´ration.
Le CNRS assure le pilotage du programme scientifique. Il apporte
e´galement une expertise scientifique et technologique sur le portage des
projets sur la grille et sur l’optimisation des moyens de calcul.
En comple´ment de ces trois partenaires fondateurs, le programme s’ap-
puie sur la participation de six universite´s (Bordeaux I, Lille I, ENS-Lyon,
Paris IV, Pierre et Marie Curie et Orsay) ou` des supercalculateurs ont e´te´
installe´s par IBM, ainsi que sur le re´seau a` tre`s haut de´bit RENATER (Re´-
seau National de Te´le´communications pour l’Enseignement et la Recherche),
sur lequel est connecte´ l’ensemble de ces ressources. Le Centre de ressources
informatiques de Haute Normandie (CRIHAN) participe e´galement au pro-
gramme, il he´berge les donne´es volumineuses des projets scientifiques.
L’objectif du programme De´crypthon est donc d’accompagner des pro-
jets scientifiques et de mettre a` disposition une plate-forme de calcul et de
stockage stable permettant d’acce´le´rer la recherche en ge´nomique et en pro-
te´omique. Nous de´taillerons dans le chapitre 3 l’architecture de la grille De´-
crypthon.
2.2.3 Organisation du programme De´crypthon
Le programme De´crypthon est organise´ en trois comite´s (voir figure 2.1)
ayant chacun des responsabilite´s distinctes :
– le comite´ directeur : les trois partenaires fondateurs du programme
se re´unissent chaque mois. Ce comite´ est charge´ du pilotage global. Il
prend les de´cisions concernant le programme De´crypthon suivant les
e´clairages donne´s par les deux autres comite´s ;
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Figure 2.1 – L’organisation du programme De´crypthon.
– le comite´ scientifique : il est charge´ de l’e´valuation des projets scienti-
fiques. Il juge leur pertinence et leur faisabilite´ dans le cadre fixe´ par le
programme De´crypthon ;
– Le comite´ ressources : il est charge´ de la gestion des ressources du
programme De´crypthon, que ce soit au niveau des machines implique´es
dans la grille De´crypthon ou au niveau des relations avec les universite´s
partenaires du projet. Le personnel du CNRS et d’IBM pilote ce comite´.
Le programme s’organise autour de projets qui ont e´te´ se´lectionne´s par
une commission de scientifiques. Les e´quipes des projets sont alors prises en
charge dans le programme De´crypthon afin qu’elles aient acce`s aux ressources
informatiques que nous pre´senterons dans le chapitre suivant.
L’originalite´ du programme De´crypthon est de re´unir les compe´tences
d’e´quipes a` la pointe dans le domaine des sciences du vivant afin de faire
progresser les connaissances. La volonte´ affiche´e de ce programme est d’ou-
vrir les perspectives des grilles informatiques a` des projets qui n’ont pas
encore acce`s a` cette technologie. Il existe de´ja` des initiatives similaires, ci-
tons par exemple le projet europe´en EGEE [76] et l’organisation virtuelle
(VO) Biomed, a` une e´chelle europe´enne.
2.3 Les projets scientifiques
Ces projets re´pondent a` un appel d’offre publie´ tous les ans par l’AFM.
Une fois le processus de se´lection passe´, les projets scientifiques se voient
attribuer un financement. Ils sont suivis pendant une pe´riode de 18 mois par
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le programme De´crypthon.
N’importe quel projet de recherche en biologie qui demande une impor-
tante quantite´ de calcul et/ou une importante ressource de stockage peut
re´pondre a` l’appel d’offre. La priorite´ est donne´e aux :
– projets qui combinent des compe´tences en biologie et bioinformatique ;
– projets ayant une application informatique valide´e sur une e´tude pre´li-
minaire ;
– projets de recherche ayant un the`me directement ou indirectement lie´
aux maladies neuromusculaires.
Une pre´fe´rence est donne´e aux projets ambitieux, ayant un inte´reˆt a` uti-
liser les grilles informatiques. Une attention particulie`re est donne´e a` la dif-
fusion des re´sultats a` l’issue du projet : ils devront, a` terme, eˆtre accessibles
a` la communaute´ scientifique.
Dans la suite du document, nous pre´sentons les projets qui ont e´te´ se´lec-
tionne´s pour inte´grer le programme De´crypthon durant la the`se. La descrip-
tion que nous faisons est un condense´ du dossier scientifique des projets. Il
donne une ide´e des the`mes de recherche aborde´s et des me´thodes mises en
œuvre. Quelques uns de ces projets sont en cours, et d’autres sont maintenant
termine´s. Enfin, d’autres sont encore en de´veloppement.
2.3.1 Le projet MS2PH
E´quipes scientifiques implique´es
Ce projet est porte´ par 2 e´quipes de recherche situe´es a` Lyon et a` Stras-
bourg :
– l’e´quipe Bioinformatique inte´grative et ge´nomique,UMR 7104,IGBMC
Illkirch, Olivier Poch ;
– l’e´quipe Bioinformatique et RMN structurales, UMR 5086, IBCP Lyon,
Gilbert Dele´age.
D’autres personnes sont implique´es directement ou indirectement dans ce
projet : Luc Moulinier, Anne Friedrich, Julie Thompson-Maaloum, Ngoc-
Hoan Nguyen, Emmanuel Bettler et Nicolas Garnier.
Objectifs
Le projet MS2PH est un acronyme pour « de la Mutation Structurale
aux Phe´notypes des Pathologies Humaines ». Ce projet poursuit le de´velop-
pement d’outils bioinformatiques et la mise a` disposition de sources d’infor-
mations ge´nomiques. Celles-ci permettent de faciliter la compre´hension des
relations qui existent au niveau des prote´ines implique´es dans les maladies
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Figure 2.2 – Vue d’ensemble du projet MS2PH.
ge´ne´tiques humaines. Les e´quipes s’inte´ressent plus particulie`rement aux re-
lations entre la se´quence de la prote´ine, son e´volution, sa structure tridimen-
sionnelle et les pathologies associe´es. Le projet repose sur la longue expertise
des e´quipes de bioinformatique de Strasbourg (IGBMC) et de Lyon (IBCP),
et sur les nombreux outils et logiciels qu’ils ont de´veloppe´s. Ces programmes
associent des phases de recherche dans des banques de donne´es et des phases
d’analyse afin de re´aliser automatiquement :
– l’identification et la collecte d’homologues dans les banques de se´-
quences, l’alignement de qualite´ de nombreuses se´quences comple`tes
de prote´ines. Il s’en suit une analyse par classification en sous-groupes
des familles de prote´ines produites et une e´tude des conservations dans
l’alignement ;
– la pre´diction de structures secondaires sur la base des alignements,
l’analyse de structures tridimensionnelles connues, la recherche de
structures de meˆme topologie, la mode´lisation mole´culaire de prote´ines
en couplant les donne´es structurales d’homologues et celles de´duites des
familles de se´quences.
A` partir des donne´es ge´ne´re´es, il sera propose´ aux biologistes un espace
de travail re´unissant des donne´es structurales et e´volutives, associe´es a` des
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donne´es phe´notypiques et mutationnelles de prote´ines implique´es dans des
pathologies ge´ne´tiques humaines. Le projet est ambitieux et s’inscrit dans le
contexte fondamental de la compre´hension des me´canismes qui controˆlent les
fonctions des prote´ines.
Le projet est maintenant termine´. Nous de´crirons le portage de son ap-
plication dans la grille De´crypthon dans le chapitre suivant. Les technologies
de grilles apporte´es par le programme De´crypthon ont permis de de´porter
une partie des calculs effectue´s localement sur les ressources du laboratoire
IGBMC. Avec cette opportunite´, les chercheurs des e´quipes implique´es ont
pu envisager de traiter un plus grand nombre de se´quences prote´iques et de
diviser par 30 les temps de calcul qu’ils pouvaient observer sur leurs propres
ressources. De plus, une base de donne´es relationnelle (MS2PH-db) a e´te´
cre´e´e. Elle contient des donne´es structurales et e´volutives, associe´es a` des
donne´es phe´notypiques et mutationnelles de 1036 prote´ines implique´es dans
des pathologies ge´ne´tiques humaines. Cette base de donne´es est mise a` jour
automatiquement (bimensuellement) via les ressources De´crypthon. Un ser-
veur Web, MAGOS [38], est e´galement disponible. Il permet de re´aliser une
recherche exhaustive des se´quences/structures homologues a` une prote´ine
cible implique´e dans une pathologie humaine. Il est couple´ a` la ge´ne´ration
automatique d’une mode´lisation en 3 dimensions de la se´quence prote´ique,
base´e sur la plus proche structure connue.
2.3.2 De´fauts d’e´pissage et maladies ge´ne´tiques
E´quipes scientifiques et partenaires
– Le laboratoire Maturation des ARN et Enzymologie Mole´culaire, UMR
7567, Nancy, Christaine Branlant ;
– l’e´quipe MODBIO, UMR 7567, LORIA, Nancy, Yann Guermeur ;
– le laboratoire Maturation des ARN et Enzymologie Mole´culaire, UMR
7567, Nancy, Fabrice Leclerc.
Sont intervenus dans ce projet plusieurs collaborateurs finance´s par le pro-
gramme De´crypthon : Petar Mitrasinovic, Nathalie Marmier-Gourrier, Del-
phine Autard, Emmanuel Monfrini, Juan Alexander, Padron Garc´ıa.
Objectifs
Le contexte : Pour synthe´tiser une prote´ine, le ge`ne (pre´sent dans la mo-
le´cule d’ADN) de´livre dans la cellule un code de fabrication dans le cadre
d’un processus qui a e´te´ baptise´ e´pissage. Au cours de cette e´tape, la cellule
assemble bout a` bout les e´le´ments composant le code originel qui sont ap-
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Figure 2.3 – Me´canisme d’e´pissage.
pele´s exons. Le meˆme ge`ne peut donner lieu a` plusieurs codes de fabrication
diffe´rents, a` la suite d’un e´pissage dit « alternatif ». C’est ce processus, re-
pre´sente´ dans la figure 2.3, qui permet a` un seul ge`ne de produire plusieurs
prote´ines a` la fois.
L’analyse des mutations des ge`nes chez des personnes atteintes de
maladies ge´ne´tiques et les conse´quences de l’e´pissage devraient apporter
des donne´es fondamentales pour la compre´hension des maladies ge´ne´tiques.
Cette e´tude devrait permettre le de´veloppement de the´rapies base´es sur la
re´paration de l’e´pissage, impliquant, par exemple, le saut d’exon.
L’objectif du projet est d’analyser les relations existantes entre de´fauts
d’e´pissage et maladies ge´ne´tiques. Il s’inte´resse aux de´terminants de se´-
quences (structure primaire) et de structures 2D et 3D des e´le´ments des
ARNm implique´s dans certains dysfonctionnements de l’e´pissage. L’objectif
est double. Le premier est de de´velopper des me´thodes permettant d’identi-
fier les sites d’e´pissage (par apprentissage statistique) ou de fac¸on plus spe´-
cifique de distinguer les introns des exons. Le second est de de´velopper des
me´thodes de mode´lisation mole´culaire permettant de comprendre les bases
mole´culaires de la formation de complexes ARN/prote´ine spe´cifiques condui-
sant a` des de´fauts d’e´pissage. Une meilleure pre´diction par informatique des
se´quences introniques et exoniques dans les se´quences ge´nomiques humaines
devrait permettre de pre´dire si des mutations identifie´es sont susceptibles de
conduire a` un de´faut d’e´pissage. La mode´lisation des complexes forme´s entre
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les se´quences re´pe´te´es CUG/CCUG et les prote´ines re´gulatrices de l’e´pis-
sage devrait permettre de comprendre les bases mole´culaires des dystrophies
myotoniques.
A` long terme, ces de´veloppements et leurs applications a` des maladies
ge´ne´tiques pourraient aboutir a` des applications dans le domaine du diag-
nostique et du de´pistage de maladies ge´ne´tiques lie´es a` des de´fauts d’e´pissage,
et dans la conception de me´dicaments permettant d’atte´nuer les symptoˆmes
des dystrophies myotoniques.
Les travaux a` re´aliser seront :
– l’e´valuation et le choix des donne´es d’e´pissage ;
– la cre´ation d’une banque de donne´es locale obtenue par extraction et
annotation des donne´es sur des sites d’e´pissage et leurs se´quences en-
vironnantes ;
– le de´veloppement d’un programme de pre´paration des donne´es pour
l’apprentissage ;
– la mise en œuvre de la me´thode d’apprentissage (tests et portage) des-
tine´e a` l’identification introns/exons.
2.3.3 Help Cure Muscular Dystrophy
E´quipes scientifiques et partenaires
– La faculte´ de me´decine de la Pitie´-Salpeˆtrie`re, Inserm U511 Immuno-
logie cellulaire et mole´culaire des infections parasitaires – Ge´nomique
analytique, Paris, Alessandra Carbone ;
– l’e´quipe PEQUAN,UMR 7606 LIP6, Paris Jean-Marie Chesneaux ;
– l’institut de myologie, UMRS 582, Paris, Pascale Guicheney ;
– le laboratoire de biochimie the´orique, UPR 9080 Institut de Biologie
Physico-Chimique, Paris, Richard Lavery.
Deux autres personnes ont participe´ directement a` ce projet : Sophie Sacquin-
Mora, Jean-Luc Lamotte.
Objectifs
Ce projet s’inte´resse a` la de´tection des sites d’interaction prote´ine-
prote´ine, prote´ine-ADN et prote´ine-ligand. La me´thode utilise´e est celle du
docking mole´culaire. Cette dernie`re consiste a` utiliser deux prote´ines « obser-
ve´es » en trois dimensions. L’une est fixe, tandis que la seconde est de´place´e
afin de de´terminer les positions dans lesquelles elle « interagit » correctement
avec sa consœur (figure 2.4). L’algorithme utilise un mode`le re´duit des macro-
mole´cules, associe´ a` un champ de force simplifie´. Les ge´ome´tries d’interaction
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Figure 2.4 – Amarrage mole´culaire ou molecular docking.
optimales sont localise´es graˆce a` des minimisations d’e´nergies multiples, en
partant d’un re´seau re´gulier des points de de´part et d’orientation.
Le projet se de´roule en plusieurs e´tapes :
– une premie`re e´tape de calcul sur une base de donne´es de re´fe´rence
comportant 168 prote´ines sera lance´e afin d’obtenir les donne´es d’inter-
action.
– les donne´es issues de la premie`re e´tape de calcul permettront de valider
la mise au point d’un algorithme de de´tection phyloge´ne´tique de sites
d’interactions (JET) et ainsi permettre de re´duire le nombre de points
a` explorer pendant les calculs d’amarrage.
– une deuxie`me e´tape de calcul sera lance´e sur une base de donne´es d’en-
viron 4000 prote´ines collecte´es aupre`s de biologistes. L’amarrage mole´-
culaire prendra en compte les informations issues de JET pour re´duire
l’espace d’exploration.
Identifier des paires ou des complexes de prote´ines interagissant ou de´ter-
miner le lien entre une prote´ine et un ligand sont des proble`mes fondamentaux
en biologie. Ce projet s’attaque directement a` ces questions. L’objectif est de
construire une base de donne´es de plusieurs milliers de prote´ines. Leurs sites
d’interaction avec d’autres prote´ines, ADN ou ligands seront pre´dits, carac-
te´rise´s et compare´s entre eux afin d’identifier les partenaires fonctionnels.
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Les informations concernant la structure de complexes macromole´culaires
sont importantes non seulement pour identifier les partenaires fonctionnels,
mais e´galement pour de´terminer comment des mutations artificielles ou na-
turelles au sein du site affecteront les interactions avec les partenaires et avec
des mole´cules exoge`nes telles que les pharmacophores. Une base de donne´es
contenant ce type d’informations serait d’un inte´reˆt me´dical incontestable. Il
est maintenant possible de de´crire une mole´cule pour empeˆcher ou amplifier
le lien d’une macromole´cule donne´e avec un partenaire spe´cifique. Cependant
il est beaucoup plus difficile de savoir comment cette petite mole´cule peut
directement ou indirectement influencer d’autres interactions existantes. Les
impacts peuvent eˆtre imme´diats notamment en pharmacologie.
Nous de´crirons en de´tail l’application de ce projet dans les chapitres 3 et
4. Nous verrons comment ce projet a pu tirer pleinement profit de plusieurs
grilles. Nous utiliserons a` la fois les ressources De´crypthon pour le travail de
mise au point et le parame´trage de leur application d’amarrage, et la grille
de volontaires World Community Grid pour la re´alisation de la phase I du
projet. Celle-ci a demande´ au total plus de 80 sie`cles de temps processeurs.
La deuxie`me phase de calcul est actuellement en cours de pre´paration pour
un nouveau lancement sur les ressources du World Community Grid.
2.3.4 SpikeOmatic : tri de potentiel d’action
E´quipes scientifiques et partenaires
– Le laboratoire de physiologie ce´re´brale, CNRS UMR 8118, Christophe
Pouzat ;
– le laboratoire de Physique The´orique de la Matie`re Condense´e,CNRS
UMR 7600, Pascal Viot.
D’autres personnes ont participe´ a` ce projet directement ou indirectement :
Matthieu Delescluse, Emmanuel Fournier, Jean Diebolt.
Objectifs
Les enregistrements extracellulaires de l’activite´ des neurones au moyen
d’e´lectrodes inse´re´es dans le cerveau constituent une des techniques princi-
pales employe´es par les neurophysiologistes pour e´tudier le syste`me nerveux
central. Les neurologues, quant a` eux, utilisent le meˆme proce´de´ pour diag-
nostiquer les maladies neuromusculaires en enregistrant l’activite´ des fibres
du muscle. Ces enregistrements (figure2 2.5) sont constitue´s de la superposi-
tion de l’activite´ de plusieurs neurones ou fibres musculaires.
2extrait du manuel d’utilisation de spikeOmatic
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Figure 2.5 – Un exemple d’enregistrement de train d’onde.
La premie`re e´tape de l’analyse des enregistrements est la se´paration du
« me´lange » qui constitue le signal en ses diffe´rentes composantes. En effet,
les potentiels d’actions sont e´mis par plusieurs neurones individuels. Cette
se´paration est le plus souvent faite manuellement par le neurophysiologiste.
Non seulement ce mode de se´paration demande du temps mais il introduit
potentiellement des erreurs. Ainsi deux personnes analysant les meˆmes don-
ne´es n’aboutiront pas syste´matiquement au meˆme re´sultat, c’est-a`-dire, au
meˆme diagnostic.
La technique d’enregistrement extracellulaire e´tant ancienne, le proble`me
du « tri des potentiels d’actions » (qu’ils soient neuronaux ou musculaires) a
e´te´ reconnu comme tel depuis longtemps, et de nombreuses me´thodes automa-
tiques ont e´te´ propose´es. Ne´anmoins, jusqu’a` tre`s re´cemment, toutes ces me´-
thodes e´taient essentiellement base´es sur l’amplitude des signaux enregistre´s.
Elles n’e´taient capables de traiter les proprie´te´s temporelles du signal que de
fac¸on approximative en mode´lisant la statistique de de´charge des neurones
par un processus de Poisson. De meˆme, elles ne pouvaient rendre compte
de fac¸on satisfaisante d’une proprie´te´ fre´quente des potentiels d’action : la
de´croissance de leur amplitude pendant les pe´riodes d’activite´ « soutenue ».
Les limites de ces me´thodes automatiques ont conduit certains scientifiques
a` de´velopper une nouvelle me´thode construite sur un mode`le probabiliste
explicite. Celle-ci permet de de´terminer correctement l’origine des poten-
tiels d’actions ge´ne´re´s par des neurones de´chargeant en bouffe´es, cas ou` les
me´thodes pre´ce´dentes e´chouent le plus souvent. Le prix a` payer pour cette
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meilleure fiabilite´ est l’utilisation de me´thodes nume´riques intensives [75].
Le projet aborde aussi le de´licat proble`me de la de´termination automa-
tique du nombre de neurones (ou unite´s motrices) pre´sents dans le signal.
Actuellement, l’utilisateur doit analyser ses donne´es en utilisant diffe´rents
mode`les caracte´rise´s par un nombre diffe´rent de neurones. Sur la base des re´-
sultats fournis par les mode`les, il doit en choisir le meilleur. Il est possible de
proce´der de manie`re automatique et surtout plus rigoureuse, sur la base d’un
crite`re d’information faisant intervenir la probabilite´ a posteriori des don-
ne´es conditionne´es a` un mode`le. A` nouveau, cela va entraˆıner la re´pe´tition
d’un meˆme type de calcul avec des mode`les comportant diffe´rents nombres
de neurones.
Enfin, le projet aboutira a` une me´thode fiable et efficace pour le « tri des
potentiels d’actions » et re´pondra a` un besoin important dans la communaute´
des neurophysiologistes [17]. A` terme, un portail Internet sera accessible aux
neurologues qui pourront y envoyer leurs e´lectromyogrammes et obtenir en
retour les mesures des potentiels d’action. Ces mesures, une fois interpre´te´es,
permettent d’e´tablir un e´ventuel diagnostic de maladies neuromusculaires.
L’utilisation des technologies de grilles pour ce projet se justifie par l’uti-
lisation de´porte´e d’un service de tri des potentiels d’actions qu’il serait trop
couˆteux d’exe´cuter sur une seule ressource locale. L’application informatique
de ce projet et sa mise en œuvre seront de´crites dans le chapitre suivant.
2.3.5 Expression de l’e´volution des ge`nes : GEE
E´quipes scientifiques et partenaires
– Le laboratoire de Biologie Mole´culaire de la Cellule, UMR 5161, ENS-
Lyon, Marc Robinson-Rechavi ;
– l’e´quipe GRAAL,(LIP - ENS-Lyon - CNRS - INRIA), Raphae¨l Bolze,
Fre´de´ric Desprez ;
– l’E´cole Normale Supe´rieure de Lyon, UMR 5161 CNRS INRA, Laurent
Schaeffer.
Objectifs
La transcriptomique ouvre l’acce`s a` des donne´es d’expression a` grande
e´chelle, qui contiennent de l’information sur la fonction des ge`nes dans le
ge´nome. Mais en raison du bruit dans les donne´es, et de la nature stochastique
de l’e´volution de l’expression, le passage du transcriptome a` une information
me´dicalement pertinente sur les ge`nes se re´ve`le difficile.
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Dans ce projet, les ge`nes humains sont annote´s en utilisant non seule-
ment leur patron d’expression dans des tissus neurologiques ou musculaires,
mais aussi l’expression de leurs homologues dans d’autres espe`ces. Ce projet
permet de proposer de nouvelles cibles pour de futures e´tudes, par l’anno-
tation du ge´nome humain par rapport a` leur implication dans des processus
neuromusculaires normaux ou pathologiques.
Les objectifs scientifiques visent la mise au point d’une chaˆıne d’anno-
tations efficace. Elle est base´e sur l’analyse comparative de l’expression des
ge`nes, et la mise en e´vidence de la conservation ou l’e´volution de l’expres-
sion des ge`nes chez les animaux, pour un processus biologique bien de´fini
(le de´veloppement et le fonctionnement neuromusculaire). La me´thodologie
utilise´e comprend les e´tapes suivantes : attribution des donne´es d’expression
aux ge`nes animaux par similarite´ de se´quences ; inte´gration de l’information
d’expression dans une ontologie inter-espe`ces ; regroupement des ge`nes en
familles, avec les alignements et les phyloge´nies correspondantes ; se´lection
guide´e des familles de ge`nes avec des patrons d’expression pertinents.
Les comparaisons de se´quences, pour l’attribution de donne´es d’expres-
sion ou pour le regroupement des ge`nes en familles, et la construction de
phyloge´nies, ne´cessitent beaucoup de calcul. De meˆme pour la classification
et la se´lection de patrons d’expression. L’application requiert, en outre, la
manipulation d’une grande quantite´ de donne´es lors de la confection des
banques de donne´es spe´cifiques a` une espe`ce et la recherche des expressions
de ge`ne commune a` ces espe`ces.
2.3.6 E´chantillonnage conformationnel et docking
E´quipes scientifiques et partenaires
– L’e´quipe OPAC-DOLPHIN (LIFL – CNRS – INRIA –USTL), El-
Ghazali Talbi ;
– l’e´quipe INSERM U422, Nicolas Sergeant ;
– l’e´quipe IBL, D. Horvath, B. Parent.
Parmi ces e´quipes, voici la liste des personnes implique´es dans ce projet, en
plus des responsables : Nordine Melab, Jourdan Laetitia, Alexandru Tantar,
Jean-Charles Boisson.
Objectifs
La mode´lisation mole´culaire, et notamment les proce´dures d’e´chantillon-
nage conformationnel et de « docking », sont des outils capables d’aider a` la
re´solution des me´canismes d’interaction des (macro)mole´cules a` la base des
Les projets scientifiques 45
processus physiologiques. Au-dela` de l’inte´reˆt e´vident de pouvoir pre´dire par
calcul les modes de liaison des partenaires formant des complexes a` roˆle re´-
gulateur dans la cellule vivante, cette de´marche peut e´galement eˆtre utilise´e
pour la recherche « In Silico » (par calcul) des moyens d’interfe´rer avec le
processus physiologique normal ou pathologique.
Le groupe de D. Horvath a` l’Institut de Biologie de Lille de´veloppe
une me´thodologie originale d’e´chantillonnage conformationnel. L’approche
se base sur un algorithme ge´ne´tique (AG) « codant » les conformations mo-
le´culaires sous la forme de « chromosomes » nume´riques (listes de valeurs
d’angles torsionnels associe´es aux rotations autour des liaisons covalentes),
ou l’e´nergie intramole´culaire joue le roˆle de score de « fitness » ge´rant la
se´lection des chromosomes « les plus forts ».
L’originalite´ de cette de´marche re´side dans l’hybridation de l’approche
avec des algorithmes ge´ne´tiques et d’autres me´thodes d’optimisation (de´ter-
ministes et stochastiques) pour mieux s’adapter aux spe´cificite´s de l’e´chan-
tillonnage conformationnel. En paralle`le, l’approche sera ge´ne´ralise´e pour in-
clure des degre´s de liberte´ intermole´culaires, en devenant ainsi un outil de
« docking » flexible.
Pour pouvoir re´pondre aux questions spe´cifiques sur l’interaction pro-
te´ine/ARN dans les processus d’e´pissage qui interviennent dans les mala-
dies neuromusculaires, une collaboration avec le projet De´fauts d’e´pissage
et maladies ge´ne´tiques (paragraphe 2.3) permettra d’utiliser ce processus
d’e´chantillonnage/docking pour la ge´ne´ration e´tendue d’hypothe`ses diverses
d’interaction ARN/prote´ine. Elles seront e´value´es ensuite selon les me´thodes
spe´cifiques pour acides nucle´iques de´veloppe´es a` Nancy. En effet, la forte
charge porte´e par les ADN/ARN ne permet pas une e´valuation de l’e´nergie
par le champ de force simplifie´ de l’algorithme ge´ne´tique, alors que l’approche
Monte-Carlo utilise´e a` Nancy n’a pas une capacite´ suffisante d’e´chantillon-
nage : cette comple´mentarite´ est donc une forte incitation a` collaborer.
En paralle`le du de´veloppement des outils informatiques, le projet consis-
tera a` appliquer ces outils dans le domaine de la dystrophie myotonique pour
laquelle des interactions prote´ine/ARN sont suppose´es jouer un roˆle central
dans l’e´tiologie lie´e a` cette maladie neuromusculaire. Cette dernie`re partie
devrait permettre de rechercher des analogues structuraux mais e´galement
d’orienter une recherche pharmacologique de petites mole´cules qui pourraient
eˆtre e´tudie´es dans un mode`le cellulaire du laboratoire du D. Horvath.
Ce projet n’a pas besoin des ressources De´crypthon que nous de´crirons
dans le chapitre suivant. Il utilise ses propres infrastructures. Il a, comme le
projet HCMD, un grand besoin en temps processeur, et il utilise un intergiciel
spe´cialement implante´. Il permet un processus de « me´ta optimisation »
qui e´chantillonne l’espace de ces parame`tres a` la recherche du parame´trage
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optimal, en rendant les essais successifs d’e´chantillonnage conformationnel de
plus en plus performants.
2.3.7 De la ge´nomique fonctionnelle a` la compre´hen-
sion du muscle
E´quipes scientifiques et partenaires
– l’universite´ de Lausanne, Institut Suisse de Bioinformatique, Lausanne,
Robinson-Rechavi Marc ;
– l’E´cole Normale Supe´rieure de Lyon, UMR 5161 CNRS INRA, Laurent
Schaeffer.
D’autres personnes seront amene´es a` travailler sur ce projet, Guillot Evelyne,
Vidhya Jagannathan, Pilot Fanny, Gangloff Yann-Gae¨l, Parmentier Gilles,
Mazelin Laetitia, Roux Julien, Morette Se´bastien et Chopin E´milie.
Objectifs
Pendant la diffe´renciation, les cellules musculaires et leurs pre´curseurs
expriment des milliers de ge`nes. Ceux-ci agissent probablement en se com-
binant en un nombre limite´ de re´seaux de signalisation ou de me´tabolisme,
mais le nombre de ces re´seaux peut encore eˆtre de quelques centaines. Pour
comprendre le controˆle ge´ne´tique et mole´culaire de la myogene`se et de la phy-
siologie musculaire, nous devons caracte´riser ces re´seaux. De plus en plus, des
expe´riences a` haut de´bit sont utilise´es pour identifier les intervenants, mais
des approches informatiques sont ne´cessaires pour donner un sens en terme
de fonction musculaire a` des donne´es he´te´roge`nes et abondantes.
L’inte´reˆt ge´ne´ral de ce projet est donc de construire des re´seaux de signa-
lisation pour le fonctionnement normal et pathologique du muscle, a` partir
de donne´es haut de´bit pertinentes.
Les objectifs scientifiques sont une meilleure description mole´culaire du
muscle et de ses pathologies, ainsi que l’identification et la caracte´risation
pre´liminaire de nouveaux ge`nes cibles pour les maladies musculaires.
La me´thodologie inclut du de´veloppement informatique et expe´rimental.
Les me´thodes informatiques comprennent la construction d’une base de don-
ne´es, la classification de ge`nes selon leur patron d’expression, d’apre`s des
donne´es de transcriptome diverses, et la fusion de donne´es d’interactome de
diverses origines. Les me´thodes expe´rimentales comprennent des expe´riences
de biopuces et d’interactome, guide´es par les re´sultats informatiques, ainsi
que des expe´riences de biologie cellulaire sur des ge`nes cibles.
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La classification de ge`nes d’apre`s de grandes quantite´s de donne´es de
transcriptome, et la construction de re´seaux a` partir de donne´es de trans-
criptome et d’interactome, ne´cessiteront des milliards d’ope´rations, qui se
preˆtent bien a` la distribution sur une grille de calcul.
Ce projet devrait fournir des informations sur de nouveaux me´canismes
de controˆle du de´veloppement musculaire et la physiologie, lie´es a` la voie
PI3K-mTOR. L’inte´gration de donne´es d’interactome avec celles d’e´tudes du
phe´nome et du transcriptome dans le muscle, et avec des interactions de´ja`
connues, devrait conduire a` l’identification de nouveaux modulateurs ou par-
tenaires de la voie PI3K-mTOR. Ce projet pourrait fournir des informations
sur les me´canismes d’interaction entre PI3K et d’autres voies e´galement im-
plique´es dans la physiologie du muscle, ainsi que dans les processus de re´gu-
lation de modifications post-traductionnelles, de turnover, de compartimen-
tation subcellulaire, de re´gulation re´troactive, et de spe´cificite´ du contexte
des re´ponses des voies de signalisation.
Ce projet s’incrit dans le prolongement du projet de´crit paragraphe 2.3.5.
Il est en cours d’e´tude. Il ne´cessitera aussi la manipulation d’une grande
quantite´ de donne´es.
2.3.8 Identification a` grande e´chelle des re´seaux trans-
criptionnels durant la myoge´ne`se
E´quipes scientifiques et partenaires
– l’e´quipe Bioinformatique inte´grative et ge´nomique,UMR 7104,IGBMC
Illkirch, Olivier Poch ;
– l’e´quipe Re´seaux mole´culaires des cellules souches proge´nitrices du
muscle in vivo, UMR-S 787 Groupe Myologie, INSERM - UPMC Paris
VI, Fre´de´ric Relaix.
Plusieurs membres des deux e´quipes mises en jeu dans le projet seront amene´s
a` intervenir : Perrodou Emmanuel, Thompson Julie, Ripp Raymond, Alonso
Martin, Rochat Anne, Aurade Fre´de´ric.
Objectifs
Ce projet a pour but d’identifier les me´canismes de transcription mole´cu-
laire implique´s dans la progression myoge´nique « in vivo ».
Les cellules souches jouent un roˆle essentiel dans le de´veloppement et l’en-
tretien des organes et tissus du corps humain et animal. Au moment de la
croissance ou de la re´ge´ne´ration des tissus, les cellules musculaires du sque-
lette sont incapables de se diviser mais se forment a` partir d’une population
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de cellules souches proge´nitrices, seules capables de se diviser, de produire des
copies d’elles meˆme ou encore de diffe´rencier les cellules musculaires. F. Relaix
a identifie´ et caracte´rise´ une nouvelle population de cellules souches proge´-
nitrices jouant un roˆle essentiel dans la ge´ne´ration de la majeure partie des
cellules musculaires du squelette, y compris la population de cellules souches
myoge´niques chez l’adulte, et identifie´ les re´gulateurs de transcription res-
ponsables de la spe´cification et de la prolife´ration de ces cellules.
La strate´gie principale consiste au de´veloppement d’une e´troite collabo-
ration entre le groupe de F. Relaix, dans le laboratoire duquel toutes les
donne´es biologiques seront ge´ne´re´es et valide´es, et l’e´quipe de O. Poch, qui
posse´dera les outils et les compe´tences informatiques ne´cessaires au traite-
ment de ces donne´es. Le principal outil de recherche de ce projet sera la
souris, seul syste`me mammife`re se preˆtant a` des analyses ge´ne´tiques mole´cu-
laires exhaustives.
Le projet s’appuiera sur les de´veloppements pre´ce´dents du projet de´-
crit 2.3.1 niveau de la grille De´crypthon. De nouveaux protocoles seront
de´veloppe´s incluant les recherches de type PSI-Blast afin d’identifier les mo-
le´cules similaires mais aux caracte´ristiques e´loigne´es. Des protocoles assurant
le stockage et la mise a` jour dans une base de donne´es au sein de De´crypthon
seront de´veloppe´s.
Les re´sultats seront combine´s avec les donne´es de l’analyse transcripto-
male effectue´e « in vivo ». Cette approche comple´mentaire permettra d’iden-
tifier et de caracte´riser les re´seaux mole´culaires implique´s dans le de´velop-
pement, la spe´cification, la diffe´renciation et la re´ge´ne´ration musculaire. La
validation fonctionnelle sera effectue´e en utilisant les outils de ge´ne´tique mu-
rine et l’expertise en biologie du muscle dans le laboratoire de F. Relaix.
2.4 Conclusion
De tous ces projets scientifiques, il faut retenir qu’ils sont tous deman-
deurs soit d’une quantite´ importante de calcul, soit d’un grand volume de
stockage, ou meˆme des deux. Parmi ces projets, certains associent des e´quipes
de biologistes, de bioinformaticiens et/ou d’informaticiens. Cependant, tous
ces projets ont besoin d’un outil ope´rationnel pour atteindre les objectifs
qu’ils se sont fixe´s.
Ils ont tous une vocation de recherche, cependant ce n’est ni la fac¸on
de re´aliser les calculs, ni meˆme les moyens mis en œuvre pour les obtenir
qui est l’objet de leur recherche. Avant tout, les projets sont demandeurs de
ressources informatiques additionnelles.
C’est dans ce contexte que le programme De´crypthon intervient en propo-
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sant de mettre a` disposition une grille informatique et une e´quipe d’experts
capables de re´pondre aux attentes de ces e´quipes scientifiques en leur don-
nant les moyens d’obtenir leurs re´sultats. Nous allons de´crire dans le chapitre
suivant la naissance de la grille De´crypthon.
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Le programme De´crypthon repose sur un objectif simple : utiliser et
mettre a` disposition les technologies des grilles de calcul afin d’acce´le´rer les
recherches scientifiques dans les domaines qui inte´ressent l’AFM. Le chapitre
pre´ce´dent pre´sentait les projets scientifiques et l’organisation du programme
De´crypthon. Fin 2004, le comite´ directeur a demande´ a` la socie´te´ IBM, avec
le concours du CNRS, de construire une grille de calcul. Celle-ci devait per-
mettre de re´pondre aux besoins des projets scientifiques susceptibles de be´-
ne´ficier de ces technologies.
Dans ce chapitre, nous pre´senterons l’ensemble des e´tapes qui ont jalonne´
la cre´ation de la grille De´crypthon. Une me´thode d’e´valuation d’intergiciels
sera propose´e dans le but de choisir l’intergiciel qui servira a` la mise en
production de celle-ci.
Nous de´crirons ensuite la premie`re version de la grille De´crypthon et son
fonctionnement, puis la phase de transition entre la grille ge´re´e par l’inter-
giciel de la socie´te´ United Device et la re´flexion pour adopter une solution
base´e sur du code libre.
Apre`s avoir de´crit les fonctionnalite´s de l’intergiciel DIET, nous de´taille-
rons la nouvelle architecture de la grille De´crypthon base´e sur celui-ci.
Pour finir, nous pre´senterons le tableau de bord (DIET Webboard) qui
orchestre les fonctionnalite´s d’une grille ge´re´e par l’intergiciel DIET au travers
d’un portail internet.
3.2 E´valuation des intergiciels de grille
En collaboration avec l’entite´ «Business Consulting Service » d’IBM, nous
avons mene´ une e´tude comparative sur plusieurs solutions de gestion de grille.
Celle-ci avait pour but de se´lectionner un intergiciel pour la plate-forme De´-
crypthon.
La grille De´crypthon est destine´e a` eˆtre installe´e dans des centres de calcul
universitaires de´sirant participer au projet. Le re´seau universitaire RENA-
TER fournit l’interconnexion entre les sites. Ainsi, chaque centre de calcul se
voit dote´ par IBM d’une ou plusieurs machines paralle`les qui s’inte`grent dans
leur parc informatique afin de constituer les ressources de calcul. Initialement
voici les objectifs et contraintes qui encadraient notre e´valuation ;
– fe´de´ration de plusieurs centres de calcul universitaires ;
– incorporation de nouvelles ressources propres au De´crypthon dans les
centres de calcul ;
– inte´gration dans l’environnement existant : mate´riel et logiciel ;
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– aucune perturbation pour les utilisateurs locaux des centres de calcul
universitaires ;
– administration le´ge`re voir inexistante pour les centres de calcul he´ber-
geant les ressources De´crypthon ;
– contraintes de se´curite´ fortes ;
– grille destine´e a` des projets scientifiques de nature diffe´rente : calcul
intensif et/ou manipulation importante de donne´es ;
– portail Web d’acce`s a` la grille et/ou ligne de commande.
– grille ope´rationnelle a` une e´che´ance de 4 mois.
Il est important de noter que le de´lai de mise en œuvre de la grille De´-
crypthon e´tait court. Au bout de ces 4 mois, il nous fallait mettre en place
la grille et avoir porte´ au moins un des projets pilotes.
De plus, le de´lai accorde´ pour l’e´valuation et le choix de l’intergiciel e´tait
tre`s re´duit (2 mois). Il comprenait la mise en place de la me´thode (listing des
axes, the`mes et crite`res), la hie´rarchisation des the`mes et crite`res (syste`me
de ponde´ration) et l’application de la me´thode.
Nous n’avons donc pas pu faire l’ensemble des tests voulus, d’autant plus
que nous n’avions pas acce`s a` des plates-formes de tests pour e´valuer cor-
rectement les solutions propose´es. Notre e´valuation se basait donc sur les
informations mentionne´es dans la documentation et sur les informations de-
mande´es aux e´diteurs, avec tous les biais que cela pouvait introduire. Au
moment de la cre´ation du programme un seul inge´nieur, en charge de la mise
en production et du portage des applications, e´tait engage´ sur ce projet. Nous
ne pouvions pas pre´tendre faire des de´veloppements au niveau de l’intergiciel
de la grille. Le travail essentiel devait se trouver dans l’aide au portage des
applications dans un environnement grille.
Cette e´tude comparative a mis en concurrence des solutions commerciales
pre´-se´lectionne´es par l’e´quipe d’IBM parmi les partenaires de l’entreprise.
Nous regrettons de ne pas avoir dispose´ du temps ne´cessaire pour faire cette
e´tude en profondeur. Nous de´crirons la me´thodologie employe´e sans de´voiler
pre´cise´ment les re´sultats de cette e´tude pour des raisons de confidentialite´. De
plus, selon nous, meˆme si elle est imparfaite, elle est inte´ressante et permet
dans l’absolu de pouvoir juger sur un ensemble de crite`res objectifs. Ces
crite`res sont ensuite ponde´re´s en fonction des besoins exprime´s au moment
de l’e´valuation.
Au final, la de´cision du choix de l’intergiciel de la grille De´crypthon a e´te´
prise par le comite´ directeur a` la lumie`re de cette e´tude.
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3.2.1 Me´thodologie : axes d’analyse, the`mes et crite`res
Afin d’obtenir une comparaison entre les diffe´rentes solutions commer-
ciales nous les avons e´value´es suivant diffe´rents crite`res. L’e´valuation s’arti-
cule sur trois niveaux : un axe d’analyse de´veloppe´ en the`mes, eux-meˆmes
compose´s de crite`res. Les crite`res retenus sont autant de questions pose´es
dont les re´ponses nous permettent d’e´tablir une note. Les questions pose´es
ne sont pas une liste exhaustive de celles que l’on doit se poser, mais elles
constituent ne´anmoins une se´rie de points que nous avons juge´e utile d’ana-
lyser.
Fonctionnalite´s
Ces fonctionnalite´s sont d’ores et de´ja` oriente´es par la vision et le contexte
du programme. Nous avons de´fini un ensemble de crite`res qui sont autant de
points techniques souhaitables dans une grille de calcul. Les crite`res sont
groupe´s en 9 the`mes qui refle`tent les points qui ne´cessitent d’eˆtre aborde´s.
Certains crite`res se chevauchent et peuvent eˆtre classe´s dans plusieurs the`mes.
Nous en proposons le de´coupage suivant :
- La se´curite´ :
◦ Comment s’effectue l’identification et l’authentification de chaque
utilisateur ?
◦ Le cryptage des e´changes de donne´es lors des transferts est-il effec-
tue´ ?
◦ Existe-t-il un me´canisme assurant l’inte´grite´ des donne´es lors du
transfert et du stockage ?
◦ Les privile`ges : existe-t-il diffe´rents niveaux de privile`ge pour l’acce`s
aux ressources (calcul et donne´es) ?
◦ Existe-t-il des restrictions d’acce´s aux donne´es pour les utilisateurs
de la plate-forme ?
- La tole´rance aux pannes
◦ Niveau intergiciel : Comment est assure´ l’inte´grite´ et la stabilite´ de
l’intergiciel lors du disfonctionnement d’un de ses composants ?
◦ Niveau ressources : la grille reste-t-elle ope´rationnelle malgre´ la panne
ou l’indisponibilite´ d’une de ses ressources ?
◦ Redondance : Est-il possible d’installer plusieurs entite´s d’un meˆme
composant pour assurer la tole´rance aux pannes ?
- Passage a` l’e´chelle
◦ Quelle est la quantite´ de ressources (nombre de machine, espace de
stockage, etc) que l’intergiciel peut ge´rer ?
◦ Quel est le nombre d’utilisateurs qu’il peut accueillir ?
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◦ Combien de taˆches peut-il controˆler en paralle`le ?
- Gestion des ressources de calcul
◦ De´claration d’une nouvelle ressource : la de´claration d’une nouvelle
ressource engendre-t-elle l’indisponibilite´ de la plate-forme ?
◦ Allocation d’une ressource : est-il possible d’allouer une ressource a`
un utilisateur ou a` un groupe d’utilisateurs ?
◦ Partage des ressources : les ressources peuvent-elles eˆtre partage´es
entre les utilisateurs de la plate-forme et les utilisateurs locaux ?
- Gestion des donne´es
◦ Re´plication : est-il pre´vu de re´pliquer une donne´e dans le syste`me et
de la mettre a` jour ?
◦ Cohe´rence des donne´es : existe-t-il une gestion des donne´es re´plique´es
et modifiables ?
◦ La gestion des donne´es est-elle ouverte vers d’autres syste`mes :
GPFS, Avaki, GridFTP, . . . ;
- Ordonnancement
◦ Quel est le me´canisme de se´lection d’une ressource ?
◦ Quels sont les parame`tres utilise´s pour l’ordonnancement ?
◦ Peut-on de´finir des priorite´s pour les taˆches ?
◦ Mise en attente d’une taˆche : Peut-on arreˆter les calculs effectue´s sur
une taˆche ?
◦ Synchrone/asynchrone : Quel est le mode de lancement (interac-
tif/batch) des taˆches ?
◦ Ordonnancement spe´cifique : Est-il possible de de´finir un ordonnan-
cement spe´cifique pour une application, un utilisateur ?
- Information et me´trologie
◦ Des services de l’intergiciel : de´tails de chaque service de la plate-
forme ;
◦ Des ressources de la plate-forme ;
◦ E´tat du syste`me : rapport dynamique de l’e´tat de la plate-forme ;
◦ Statistique sur les services : rapport sur l’utilisation des services ;
◦ Statistique sur les ressources : donne´es et travaux ;
◦ Statistique des travaux dans le syste`me ;
◦ De´tection de pannes : alerte sur la de´tection de pannes ou d’anoma-
lies ;
- Environnement d’installation
◦ Syste`mes d’exploitation supporte´s par l’intergiciel ;
◦ De´pendance avec d’autres logiciels ;
◦ Ressources ne´cessaires et de´die´es pour l’intergiciel ;
- Interface utilisateur : interface Web et/ou programme spe´cifique ;
◦ Soumission de travaux ;
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◦ Acce`s aux re´sultats des travaux ;
◦ Acce`s aux donne´es ;
◦ Acce`s aux ressources ;
◦ Acce`s a` l’e´tat du syste`me ;
Services
Nous entendons par services, l’ensemble des prestations assure´es par la
socie´te´ qui supporte l’intergiciel.
- Support
◦ Centre d’appel de´die´ au support d’utilisation et de mise en œuvre de
la solution ;
◦ Outil de suivi des incidents : base de donne´es permettant le suivi des
incidents clients ;
◦ Base de donne´es statiques d’incidents et de leur re´solution consul-
table par moteur de recherche ;
◦ Documentation de mise en œuvre, d’utilisation et d’exploitation de
l’outil ;
◦ Langue de support : langue dans lequel le support peut eˆtre obtenu
pour l’ensemble des crite`res pre´ce´dents ;
- Expertise et conseil
◦ Mise en œuvre : capacite´ des e´quipes a` prendre en charge toutes ou
une partie des phases de mise en œuvre de la solution (installation,
support, maintenance) ;
◦ Portage d’application : capacite´ des e´quipes de prendre en compte le
portage de projets scientifiques, compre´hension du besoin fonction-
nel, mise en œuvre ;
◦ Localisation des ressources : mobilisation et mobilite´s des e´quipes ;
◦ Langue de travail : capacite´ de travail en franc¸ais ;
Couˆts
Dans cet axe d’e´valuation apparaissent les couˆts des prestations lie´s a`
l’utilisation de l’intergiciel. Nous envisageons toutes les possibilite´s.
- Licences
◦ Couˆt d’acquisition de la licence d’utilisation pour une dure´e initiale
de 3 ans ;
- Couˆt annexe de la mise en œuvre de la solution
◦ Mate´riel ne´cessaire a` l’installation de la solution ;
◦ Logiciel et Syste`me d’exploitation ne´cessaires ;
- Mise en œuvre




- Portage d’une application scientifique
◦ Prix journalier d’une ressource d’assistance au portage d’une appli-
cation scientifique ;
- Exploitation
◦ Administration et support : charges lie´es a` l’administration et au
maintien de la plate-forme ;
Risques
Les crite`res qui entrent en compte pour les risques sont essentiellement
des crite`res comptables et e´conomiques qu’une socie´te´ doit se poser avant
de conclure un marche´ avec une autre socie´te´. Cet axe reveˆt une impor-
tance certaine car il permet de juger sur des crite`res moins techniques. Les
risques mettent en perspective des e´le´ments qui contribueront au succe`s du
programme De´crypthon.
- Socie´te´
◦ sante´, pe´rennite´ : stabilite´ financie`re de la socie´te´ ;
◦ effectifs de la socie´te´ ;
◦ capacite´ a` mobiliser les ressources ne´cessaires pour le projet ;
Solution propose´e
◦ stabilite´, fiabilite´ et maturite´ de la solution ;
◦ flexibilite´ : capacite´ du produit a` adresser les besoins spe´cifiques au
projet ;
◦ e´volutivite´ : plan de de´veloppement produit, strate´gie de l’e´diteur ;
◦ re´fe´rence : autre plate-forme utilisant cette solution ;
Mise en œuvre
◦ respect des de´lais : capacite´s a` s’engager et a` respecter les de´lais de
mise en œuvre ;
◦ aide et facilite´ de la mise en œuvre ;
Les solutions retenues et l’e´valuation
De manie`re ge´ne´rale, les solutions retenues ont re´pondu a` la proble´ma-
tique du programme De´crypthon avec une architecture identique, et avec un
sche´ma d’implantation reposant sur les meˆmes ide´es :
– un portail internet d’acce`s a` la grille : travaux, donne´es, etc ;
– une possibilite´ de soumission via un logiciel reposant sur un serveur
central de grille ;
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Figure 3.1 – Architecture ge´ne´rale de la grille De´crypthon.
– une implantation locale sur chaque centre de calcul universitaire d’outils
logiciels permettant la re´ception et l’exe´cution des travaux de la grille
De´crypthon ;
La figure 3.1 montre l’architecture ge´ne´rale de la grille De´crypthon, utilisant
les 6 centres universitaires de calcul et un portail internet d’acce`s pour les
utilisateurs des projets scientifiques.
Trois solutions commerciales ont e´te´ propose´es par des socie´te´s e´ditrices
d’intergiciel de grille, a` savoir les socie´te´s GridExpert, United Device et Plat-
form computing. Une quatrie`me solution a e´te´ envisage´e, elle consistait a`
de´velopper une solution spe´cifique pour le programme De´crypthon.
A` chaque crite`re, nous attribuons une note qui s’e´chelonne de 0 a` 3 :
– la note 0 signifie que l’intergiciel ne re´pond pas au crite`re ;
– la note 1 signifie que l’intergiciel ne re´pond pas ou partiellement a` nos
attentes, mais il existe un solution externe ;
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Figure 3.2 – E´valuation des solutions commerciales suivant 4 axes.
– la note 2 signifie que l’intergiciel re´pond au crite`re ;
– la note 3 signifie que l’intergiciel re´pond au dela` des espe´rances au
crite`re ;
Paralle`lement a` la notation, nous avons instaure´ une e´chelle de ponde´-
ration qui s’e´tale de 1 a` 5 : la valeur 1 accorde peu d’importance, la valeur
5 indique que le point e´value´ est de´terminant. Pour chaque crite`re, la note
est ponde´re´e par un coefficient. Le total des notes ponde´re´es obtenu pour les
crite`res d’un the`me est ensuite a` nouveau ponde´re´ par un coefficient. Au final
nous obtenons une note ramene´e a` 10 qui donne la note obtenue par chaque
solution e´value´e suivant les 4 axes d’analyse (voir la figure 3.2).
Cette e´valuation a e´te´ mene´e en de´but d’anne´e 2005. Il ne nous semble
pas ne´cessaire ni utile de de´voiler les ponde´rations que nous avons utilise´es.
En effet la ponde´ration accorde´e a` un crite`re et au the`me auquel il appartient
constitue une part subjective de l’e´tude. L’e´chelle d’importance octroye´e aux
diffe´rents points traduit une vision de la grille suivant les besoins exprime´s
par le programme De´crypthon. Cette e´tude est a` placer dans le contexte du
programme De´crypthon et n’a de sens que dans celui-ci.
Les re´sultats de l’e´valuation entre les 3 solutions commerciales et l’hypo-
the´tique solution ad-hoc sont pre´sente´s dans la figure 3.2.
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Figure 3.3 – Architecture pre´visionnelle Platform LSF / LSF MultiClusters.
Les trois solutions commerciales propose´es par Platform computing,
GridXpert et United Device sont de´taille´es succinctement dans ce qui suit.
Platform computing
Platform LSF et Platform LSF MultiClusters sont les solutions commer-
ciales propose´es par la socie´te´ Platform computing pour re´pondre a` notre
proble´matique. Chaque site comporte un ordonnanceur local (i.e Platform
LSF ), et l’extension Platform LSF MultiClusters permet la migration des
travaux d’un site a` l’autre. L’interface de soumission des travaux des utilisa-
teurs se fait via une ligne de commande et/ou par l’acce`s a` un portail internet.
La figure 3.3 montre le sche´ma pre´visionnel d’installation de la solution.
Cette solution re´pondait totalement a` nos attentes, cependant, elle nous
contraignait a` installer l’ordonnanceur local Platform LSF sur chaque site
entrant dans la grille universitaire. Cette ne´cessite´ e´tait incompatible avec
les logiciels de´ja` implante´s localement sur les sites. Cette solution e´tait trop
intrusive au niveau des centres de calcul des universite´s.
GridExpert
GridXpert est une « start-up » cre´e´e en mai 2002, depuis aouˆt 2005, cette
socie´te´ a e´te´ rachete´e par la socie´te´ United Device. Sa solution GX Synergy se
base sur l’ensemble des briques logicielles fourni par le Globus Toolkit 2.4 et
des de´veloppements spe´cifiques faits par l’entreprise. La solution consiste en
un GridServer et en des GridAgents re´partis sur les sites de calcul. La gestion
de la grille se fait par un portail Web apre`s installation des composants
ne´cessaires. Les GridAgents s’installent sur une machine frontale de chaque
centre de calcul universitaire et soumettent les travaux issus du GridServer
sur les ressources disponibles localement.
La soumission de nouveaux travaux peut se faire par l’interme´diaire d’une
interface Web spe´cifique a` de´velopper ou d’un logiciel proprie´taire a` installer
sur les machines des scientifiques. Cette solution e´tait adapte´e a` nos besoins
E´valuation des intergiciels de grille 61
et aux fonctionnalite´s de´sire´es, cependant la socie´te´ n’e´tait pas compe´titive
en terme de services et de couˆts associe´s a` leur prestation. Cette solution n’a
donc pas e´te´ adopte´e.
United Device
United Device est une socie´te´ fonde´e en 1999 au Texas, elle a de´veloppe´
son offre commerciale sur son produit phare GridMP base´ sur les technolo-
gies issues des projets distributed.net et SETI@home. Elle destine son offre
commerciale aux entreprises de´sirant utiliser leurs ressources sous-utilise´es
ou dormantes. Nous exposerons les de´tails de cette solution par la suite (sec-
tion 3.3).
Cette solution a e´te´ choisie pour plusieurs raisons : les fonctionnalite´s
offertes re´pondaient de manie`re suffisante aux besoins exprime´s au moment
de la conception de la grille universitaire De´crypthon. De plus, la solution
proposait une implantation non invasive dans les centres de calcul. En
effet elle ne demandait aucune configuration particulie`re de la part des
administrateurs et aucun changement pour les utilisateurs locaux. En outre,
les de´lais de mise en place et les services associe´s nous permettaient de
respecter les de´lais de mise en production de la plate-forme De´crypthon.
Enfin, la volonte´ affiche´e de la socie´te´ d’eˆtre pre´sente sur le marche´ europe´en
et franc¸ais a permis d’e´tablir un partenariat entre le programme De´crypthon
et United Device. La grille De´crypthon serait une vitrine et un faire valoir.
Depuis septembre 2007, cette socie´te´ s’appelle de´sormais Univa UD a` la
suite d’une fusion avec Univa.
La de´cision finale a e´te´ prise par le comite´ directeur De´crypthon a` la
lumie`re cette e´tude. Les trois solutions pouvaient chacune pre´tendre a` ge´rer
la grille De´crypthon. En de´pit de l’ade´quation parfaite qu’aurait connue une
solution ad-hoc de´veloppe´e spe´cifiquement pour le programme De´crypthon,
cette e´ventualite´ a e´te´ e´carte´e en raison des de´lais de de´veloppement et des
risques associe´s aux retards. La de´cision traduisait aussi la volonte´ affiche´e
d’aider les projets scientifiques se´lectionne´s par le programme De´crypthon et
non de de´velopper un nie´me intergiciel de grille.
Le choix de la socie´te´ United Device s’est donc ave´re´ l’option la plus
approprie´e a` nos besoins, bien qu’en terme de fonctionnalite´s, nous e´tions
en dessous des offres propose´es par les concurrents. Il s’est ave´re´ que les
services, le risque et le couˆt de leur solution e´taient plus inte´ressants (voir la
figure 3.2).
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Figure 3.4 – Architecture de la grille De´crypthon version 1 (GridMP).
3.3 La grille De´crypthon version I
La premie`re version de la grille De´crypthon a e´te´ re´alise´e a` partir de la
solution GridMP propose´e par la socie´te´ United Device. L’architecture de la
solution telle qu’elle a e´te´ mise en œuvre est pre´sente´e par la figure 3.4. Elle
s’articule autour :
– d’un serveur de grille GridMP qui centralise toutes les informations (les
travaux a` effectuer, les programmes exe´cutables et les donne´es)
– d’un ensemble d’agents installe´s sur chaque site, charge´s de venir cher-
cher le travail aupre`s du serveur de grille. Ce mode de fonctionnement
est appele´ pull model.
Le serveur central de la grille (GridMP) de´finit 5 services principaux :
Realm Service : c’est le service d’authentification, toutes les ope´rations sur
le serveur passent d’abord par l’obtention d’une autorisation (certificat)
de´livre´e par ce service. Ainsi chaque communication est crypte´e et les
acce`s sont authentifie´s.
Poll Service : ce service contient les instructions a` donner aux agents lors-
qu’ils se connectent au serveur de grille. Ces instructions peuvent eˆtre :
nettoyer le cache de donne´es, reconfigurer l’agent, obtenir des informa-
tions sur la machine, etc.
Dispatch Service : ce service distribue le travail aux agents lorsqu’ils se
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connectent. Le travail attribue´ de´pend des caracte´ristiques de la ma-
chine sur laquelle l’agent s’exe´cute et des contraintes exprime´es par le
travail a` re´aliser. Ce service est aussi responsable du maintien du statut
des travaux effectue´s par les agents et du stockage des re´sultats dans le
file service.
File service : ce service stocke le catalogue des donne´es. Les donne´es sont
de´finies dans cette base de donne´es. Elles peuvent eˆtre stocke´es direc-
tement par ce service, ou eˆtre de´crites par une URL permettant d’y
acce´der.
Web service - MGSI 1 : il est disponible sur le serveur de grille. Il permet
une abstraction de tous les autres services de gridMP afin de comman-
der la grille. C’est par lui que tout passe : cre´ation de nouveaux travaux,
envoi d’une donne´e, re´cupe´ration de re´sultats, suppression de travaux,
etc.
3.3.1 Portage ou « gridification » d’une application
Le portage d’une application s’effectue en 2 e´tapes. Il faut d’abord
construire une archive contenant l’environnement ne´cessaire a` l’exe´cution de
l’application (librairie, binaires, scripts, fichiers de configuration, etc). Cette
archive est appele´e program module. L’application est enregistre´e au niveau
du serveur de grille. La figure 3.5 sche´matise les diffe´rents niveaux de de´-
finition d’une application. Lors de l’enregistrement, il faut fournir un nom
d’application, un nom de programme et sa version. Le program module est
une instance concre`te d’un programme. Une application peut comporter plu-
sieurs programmes avec diffe´rentes versions. Il en est de meˆme pour une
version de programme qui peut avoir plusieurs programs modules de´cline´s en
plusieurs versions.
A` chaque enregistrement d’un program module, il est spe´cifie´ pour quel
syste`me d’exploitation l’archive a e´te´ construite. Ainsi, une application peut
eˆtre exe´cute´e sur n’importe quel syste`me d’exploitation a` partir du moment
ou` il a e´te´ cre´e´ un program module et qu’il existe un agent pour ce syste`me.
De plus, il existe un ensemble d’outils permettant de ve´rifier le bon fonction-
nement d’un program module sur les machines cibles. Ainsi un agent de test
est utilise´ pour exe´cuter localement le program module avec ces parame`tres
d’entre´e avant la mise en production.
1Meta Processor Grid Services Interface
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Figure 3.5 – Mode`le de de´finition d’une application grille.
3.3.2 Gestion des donne´es
Il existe un service spe´cifique de gestion des donne´es dans le serveur
GridMP. Ce service est un catalogue, entendez par la` une base de donne´es
relationnelles, ge´rant l’identifiant et la description de la donne´e. Une don-
ne´e est ne´cessairement un fichier archive contenant potentiellement plusieurs
fichiers et un fichier xml qui de´crit son contenu, on parle de data package.
Une donne´e s’instancie de la manie`re suivante : Un Data Set regroupe un
ensemble de Data. On retrouve les sche´mas de gestion des donne´es dans la
figure 3.6.
Toutes les commandes de gestion de donne´es ne´cessaires existent au tra-
vers d’une interface de programmation (API) de´finie dans le service Web
MGSI. Une gestion des droits est faite au niveau de chaque Data Set. Ainsi,
une donne´e peut eˆtre partage´e entre tous les utilisateurs ou eˆtre seulement
accessible a` son proprie´taire. De plus, le Data Set peut eˆtre associe´ ou non
a` un job. Dans ce cas, la visibilite´ et les privile`ges des donne´es seront he´rite´s
de celui-ci et lorsque le job est supprime´, les donne´es associe´es le sont aussi.
Enfin, pour chaque donne´e est de´fini un niveau de cache [0-99], fixant la prio-
rite´ de suppression dans le cas ou` il manquerait de l’espace disque au niveau
des agents.
Nous de´crirons par la suite le me´canisme de cre´ation d’un job qui mixe
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Figure 3.6 – Mode`le de de´finition d’une application grille.
les donne´es et les applications.
3.3.3 Cre´ation d’un Job
Il existe une interface de programmation (API) spe´cifique au niveau du
serveur de grille qui permet de de´finir un job sur la grille GridMP. Ce job est
compose´ de jobStep qui eux-meˆmes se composent de workunits. Conceptuel-
lement une workunit est l’association entre une ou plusieurs donne´es (data)
et un program module (voir la figure 3.6).
Les e´tapes de cre´ation d’un job pour une application pre´alablement enre-
gistre´e dans le serveur de grille s’effectuent de la manie`re suivante :
– Cre´ation des donne´es parame`tres du job : data package ;
– Cre´ation du job et du jobstep ;
– Cre´ation d’un (ou plusieurs) data set ;
– Cre´ation des datas et enregistrement des data package dans le file ser-
vice ;
– Cre´ation des workunits dans un jobstep.
Toutes ces e´tapes se font via l’appel a` l’API de´finie par le MGSI. A` l’aide de
l’API, nous avons alors de´veloppe´ un portail Web spe´cifique a` chaque projet
scientifique. Ce portail Web contient la logique de l’application scientifique
et la logique de cre´ation (GridMP) du job associe´. Si bien que les utilisateurs
n’ont plus qu’a` fournir les parame`tres spe´cifiques de leur application et la
soumission est effectue´e automatiquement.
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Le portail Web fournit une abstraction de la grille qui permet aux utili-
sateurs de ne pas se soucier des processus engendre´s par la soumission d’un
job. De plus, si l’application exploite un paralle´lisme de donne´es, la logique
de cette paralle´lisation est contenue dans le portail Web.
3.3.4 Fonctionnement de la grille
Le fonctionnement de la grille est assez simple. A` chaque cre´ation d’un
job est associe´e un jobstep et un ensemble de workunits.
Ces workunits sont preˆtes a` eˆtre lance´es sur les ressources de la grille,
elles contiennent les informations sur les donne´es, les parame`tres ne´cessaires
ainsi que le programme a` exe´cuter.
Les agents installe´s sur chaque machine de la grille se connectent a` inter-
valle de temps re´gulier au serveur de grille pour prendre du travail (principe
du mode`le pull). Si les caracte´ristiques d’une workunit correspondent, alors
les donne´es associe´es a` la workunit et le program module correspondant au
syste`me d’exploitation de l’agent sont te´le´charge´s. Avant de te´le´charger les
donne´es, l’agent ve´rifie si elles ne sont pas de´ja` dans son cache e´vitant ainsi
des transferts inutiles. L’agent lance alors le programme scientifique. A` la
terminaison du programme, l’agent archive les re´sultats (les re´sultats sont
spe´cifie´s par les parame`tres de la workunit) et renvoie l’archive du re´sultat
au serveur de grille.
A` chaque job termine´ est donc associe´ un ou plusieurs re´sultats (suivant le
nombre de workunits). L’utilisateur te´le´charge alors l’ensemble des re´sultats
par l’interme´diaire du portail internet, qui se charge, le cas e´che´ant, d’agre´ger
l’ensemble des archives re´sultats des workunits en une seule archive.
3.3.5 Transition
En de´but d’anne´e 2007, la question du renouvellement en fin d’anne´e des
licences du logiciel United Device s’est pose´e. Nous avions quelques fonc-
tionnalite´s supple´mentaires que nous voulions ajouter a` la grille. En effet le
fonctionnement de la grille De´crypthon dans sa premie`re version n’utilisait
pas les ordonnanceurs locaux (batch scheduler) des centres de calcul. Au lieu
de c¸a, l’agent e´tait lance´ en interactif sur les ressources De´crypthon. Nous
utilisions donc bien les ressources propres au De´crypthon, les utilisateurs lo-
caux pouvaient aussi utiliser les ressources De´crypthon au risque d’avoir leurs
travaux tue´s ou ralentis si un job De´crypthon arrivait. Plusieurs alternatives
s’offraient a` nous :
– Apporter des changements a` l’agent de sorte qu’il puisse soumettre les
workunits dans les ordonnanceurs locaux.
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– Lancer des agents dans les queues des ordonnanceurs locaux de manie`re
chronique afin d’utiliser de temps en temps les ressources des universi-
te´s.
Parmi les deux ame´liorations pre´ce´dentes, la premie`re n’e´tait pas envi-
sageable, car le code source de l’agent n’e´tait pas ouvert, nous ne pouvions
donc pas le modifier. La deuxie`me solution n’e´tait pas acceptable car elle
pouvait dans une pe´riode de faible activite´ des projets scientifiques gaspiller
les ressources des universite´s.
De son coˆte´, la socie´te´ United Device nous proposait de migrer notre
intergiciel grille vers leur solution Synergie nouvellement acquise (ex solution
de GridXpert) plus adapte´e aux orientations que la grille De´crypthon avait
suivies. Ce changement impliquait une refonte totale du portail internet et
de nouveaux couˆts de migration.
Nous avons alors pose´ la question diffe´remment :
Ne pouvons-nous pas nous tourner vers une solution libre du-
rant l’anne´e 2007 afin de remplacer progressivement l’intergiciel
proprie´taire de grille ?
De plus, l’adoption d’une solution grille libre pouvait permettre d’appor-
ter des modifications spe´cifiques aux besoins du projet, tout en profitant a`
tout un chacun.
C’est pourquoi nous avons e´tudie´ une nouvelle fois les solutions grilles pos-
sibles, en nous limitant aux solutions libres. Cette fois, le contour des besoins
e´tait bien plus pre´cis et nous avions presque un an devant nous pour mettre
en place une solution. Deux choix d’intergiciel ont retenu notre attention :
– l’intergiciel de grille gLite utilise´ et de´veloppe´ dans le projet europe´en
EGEE.
– l’intergiciel DIET de´veloppe´ dans l’e´quipe GRAAL (LIP, ENS-Lyon).
Il est e´vident que bien d’autres solutions e´taient disponibles. Nous nous
sommes tourne´s vers les solutions que nous connaissions le mieux.
Techniquement l’intergiciel gLite n’est pas tre`s e´loigne´ de la solution com-
merciale Synergy de la socie´te´ Univa UD. Les deux intergiciels se basent sur
le Globus Toolkit et ils ont de´veloppe´ certaines fonctionnalite´s qui leur sont
propres.
La figure 3.7 montre un sche´ma d’implantation de l’intergiciel gLite dans
le contexte de la grille De´crypthon. Apparaissent sur cette figure les diffe´rents
composants gLite que nous aurions utilise´s pour mettre en place la grille De´-
crypthon. Meˆme si la volonte´ de l’intergiciel est de devenir une solution libre
dans le but de rendre possible la mise en place d’une grille autonome, cet
intergiciel est encore loin d’eˆtre a` ce stade de maturite´. Ainsi pour pouvoir
utiliser les composants gLite, il est pre´fe´rable de cre´er une organisation vir-
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Figure 3.7 – Architecture gLite pour la grille De´crypthon.
tuelle (VO) sous l’e´gide du projet EGEE.
A` partir de cette hypothe`se nous avons imagine´ quelle aurait e´te´ l’im-
plantation de gLite sur les ressources existantes. Ainsi sur chaque site, nous
aurions installe´ une machine supple´mentaire avec les diffe´rents services de
gLite, a` savoir :
– un Computing Element (CE) avec un Gate Keeper (GK) qui permet
de recevoir les travaux soumis par les utilisateurs, et son interface de
soumission au gestionnaire local de ressources (LRMS) ;
– un Storage Element avec son interface de gestion des donne´es (SRM).
Enfin sur les machines qui servent de point d’entre´e de la grille nous
aurions installe´ :
– le service de gestion d’ordonnancement des travaux : Workload Manager
System (WMS) ;
– le service d’information sur les ressources du syste`me : Relational Grid
Monitoring Architecture (R-GMA) ;
– le service de gestion des donne´es : LCG2 File Catalog (LFC).
2LHC Computing Grid (LHC = Large Hadron Collider)
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Figure 3.8 – Mise en place gLite pour la grille De´crypthon.
Outre l’orchestration ge´ne´rale de l’implantation de gLite pre´sente´e dans
la figure 3.7, le choix de l’intergiciel gLite aurait demande´ un certain nombre
de de´veloppements pour eˆtre en mesure de rendre la grille ope´rationnelle.
La figure 3.8 montre les de´veloppements ne´cessaires. Ces de´veloppements
auraient e´te´ effectue´s au niveau de l’interface de soumission d’un job sur les
gestionnaires locaux de ressources Loadleveler, et au niveau des bibliothe`ques
de gestion des donne´es pour le syste`me AIX. Et bien suˆr il aurait e´te´ ne´ces-
saire d’adapter le portail Internet pour permettre aux utilisateurs de la grille
de soumettre leurs travaux.
D’autre part, la mise en production de gLite au sein de la grille De´cryp-
thon aurait demande´ l’installation de nouvelles machines dans la configura-
tion actuelle des centres de calcul. En effet les bibliothe`ques disponibles pour
l’installation des diffe´rents composants gLite sont disponibles uniquement
pour le syste`me d’exploitation Scientific Linux 3, or toutes les machines du
De´crypthon sont exploite´es par un syste`me AIX.
De plus, meˆme s’il existe une volonte´ et des moyens mis en place pour la
formation a` l’utilisation et a` l’installation de gLite (GILDA), il ne semble pas
clairement e´tabli que le support puisse eˆtre fourni dans un contexte diffe´rent
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des sites conventionnels EGEE.
Enfin, il est actuellement tre`s difficile d’utiliser gLite comme intergiciel
sans pour autant faire partie du projet EGEE, c’est pourquoi nous avons
directement pense´ a` une implantation avec une organisation virtuelle (VO)
De´crypthon s’appuyant sur l’infrastructure de´ja` de´finie au LAL3. Or, le pro-
gramme De´crypthon de´sire garder son autonomie, meˆme si nous trouverions
un inte´reˆt certain a` entrer dans le projet EGEE en tant qu’organisation vir-
tuelle (VO).
Tous ces arguments nous ont donc pousse´ a` envisager une autre solution.
Cependant, il n’est pas exclu qu’un jour le programme De´crypthon vienne
incorporer le projet EGEE en tant que VO, ou encore incorpore une VO
existante (par exemple la VO Biomed). Mais cette de´cision rele`vera d’une
volonte´ politique du comite´ directeur du programme De´crypthon.
Au cours de l’anne´e 2007, nous avons de´cide´ de migrer progressivement
la grille De´crypthon en nous basant sur l’intergiciel DIET. Nous le verrons
dans la description de la grille De´crypthon version II (c.f. section 3.5). DIET
est un intergiciel modulaire, le´ger et comple`tement parame´trable qui permet
de s’adapter facilement dans un contexte he´te´roge`ne. De plus, l’engagement
de l’e´quipe de de´veloppement de l’intergiciel dans le support aux besoins
de la grille De´crypthon a e´te´ un facteur de´terminant dans cette de´cision.
Enfin DIET ne ne´cessitait aucune modification, mate´rielle ou logicielle dans
l’environnement de la grille De´crypthon. Nous avons meˆme pu faire coexister
les deux intergiciels pendant la phase de transition, ce qui a rendu le processus
de migration transparent pour les utilisateurs.
En juin 2007, la de´cision a e´te´ prise par le comite´ Directeur De´crypthon
de mettre en place le prototype de la grille De´crypthon avec l’intergiciel
DIET. Dans la suite de ce chapitre nous de´crivons l’intergiciel DIET dans
son ensemble (section 3.4), puis nous montrerons comment nous avons baˆti
la grille De´crypthon version II (section 3.5) graˆce a` DIET, qui est devenu
en de´cembre 2007 l’intergiciel officiel de production de la grille universitaire
De´crypthon.
3.4 DIET et son e´cosyste`me
Plusieurs approches existent pour de´velopper et mettre en place des ap-
plications dans une grille informatique : passage de messages (MPI), gestion-
naire de queue, portail Internet, et les Network Enabled Server (NES ). En
substance les NES se de´crivent de la manie`re suivante : des clients soumettent
des requeˆtes de calcul a` un ordonnanceur qui est charge´ de localiser un ou
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plusieurs serveurs offrant ce service sur la grille. L’ordonnanceur nomme´ par-
fois agent est utilise´ pour e´quilibrer la charge et retourner aux clients la liste
des serveurs disponibles. Les clients envoient alors les donne´es ne´cessaires a`
l’exe´cution de leur service en choisissant un serveur parmi la liste sugge´re´e.
Le projet Distributed Interactive Engineering Toolbox (DIET) [93] s’est
concentre´ sur le de´veloppement d’un intergiciel de grille de type NES respec-
tant le standard GridRPC. Ce standard est l’implantation dans un environ-
nement grille du paradigme classique d’appel de proce´dure Remote Procedure
Call. Le gridRPC [85] est de´fini par un travail commun au sein de l’Open Grid
Forum (OGF). DIET est constitue´ de plusieurs composants logiciels qui per-
mettent de construire une application re´partie sur une grille. L’intergiciel
base sa recherche sur la description de la requeˆte du client (nom du service,
parame`tres et taille des donne´es), les capacite´s de traitement des serveurs et
la localite´ des donne´es utilise´es pour la re´solution du service. Un me´canisme
de gestion de donne´es est pourvu, permettant de stocker de manie`re perma-
nente ou temporaire les donne´es dans l’intergiciel en vue d’une utilisation
future pour une autre requeˆte. D’autres NES ont e´te´ de´veloppe´s. Parmi ces
NES qui implantent les standards du GridRPC nous retrouvons DIET [4],
NetSolve [10], Ninf [70] et omniRPC [83]. L’originalite´ de DIET repose entre
autre sur une architecture hie´rarchique d’agents.
3.4.1 L’architecture de DIET
DIET est base´ sur un mode`le Client-Agent-Serveur. Il se diffe´rencie no-
tamment par la distribution d’agents en une hie´rarchie d’agents.
On distingue parmi les agents, le MasterAgent (MA) et les LocalAgent
(LA). Cet arbre d’agents est enracine´ sur le MA qui est le point d’entre´e
pour un client. Chaque agent (MA) et (LAs) peut eˆtre relie´ a` des Server-
Deamons (SeDs) qui sont les points d’entre´e aux ressources de calcul et de
stockage. Plusieurs arbres d’agents peuvent eˆtre interconnecte´s dynamique-
ment ou statiquement a` d’autres par l’interme´diaire de chaque point d’entre´e
(i.e les MA) de chaque hie´rarchie. La figure 3.9 montre une architecture com-
ple`te forme´e de plusieurs hie´rarchies d’agents. Le client contacte son point
d’entre´e graˆce au service de nommage standard CORBA, dans lequel chaque
MA s’enregistre avec son nom.
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Figure 3.9 – Architecture DIET.
3.4.2 Fonctionnement de DIET
Portage ou « gridification » d’une application
DIET fournit un ensemble d’interfaces permettant a` des de´veloppeurs de
publier leurs applications sur la grille, et aux clients (les utilisateurs) de faire
appel a` celles-ci. DIET fournit une abstraction de l’application afin de la
rendre disponible sur un ensemble de ressources re´parties sur une grille. La
figure 3.10 pre´sente ces diffe´rents niveaux d’abstraction.
Typiquement, on veut rendre l’application disponible sur plusieurs res-
sources afin de pouvoir satisfaire plusieurs clients qui ne peuvent pas exe´cuter
localement l’application. Avant toute chose, il faut disposer d’une application
exe´cutable sur les ressources accessibles dans la grille, c’est l’e´tape (a) dans
la figure 3.10.
Ensuite, « gridifier » une application dans l’intergiciel DIET comporte
deux e´tapes :
– e´crire la couche applicative serveur (e´tape (b) dans la figure 3.10). Cette
e´tape consiste a` coder a` l’aide des fonctions offertes dans l’API DIET
SeD [94] l’application serveur qui sera publie´e dans la hie´rarchie DIET.
Il faut fournir l’ensemble des parame`tres ne´cessaires au lancement de
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Figure 3.10 – Diffe´rents niveaux d’abstraction DIET.
l’application, et donner un nom a` ce service. Cette couche applica-
tive est l’interface interme´diaire entre le SeD DIET (qui fait partie de
l’intergiciel) et le re´el code applicatif. Le re´sultat de ce code apre`s com-
pilation, produit un binaire qui utilise les bibliothe`ques DIET SeD et
donne acce`s aux fonctionnalite´s du cœur de DIET que nous de´crirons
dans les pages suivantes.
– e´crire la couche applicative cliente (e´tape (c) de la figure 3.10) : cette
e´tape consiste a` coder a` l’aide des fonctions de l’API DIET Cliente [94],
l’appel au service (i.e l’application) de´clare´ dans la hie´rarchie. Le
de´veloppeur doit connaˆıtre les parame`tres ne´cessaires pour l’appel de
l’application distante. Il doit aussi connaˆıtre le nom du service associe´.
Une fois les deux e´tapes pre´ce´dentes effectue´es, il peut eˆtre fourni une in-
terface de plus haut niveau permettant l’acce`s a` la grille directement depuis
une page internet ou directement dans une application tierce telle que Sci-
lab [43]. Cette interface est construite sur la couche applicative cliente. Nous
exposerons dans les paragraphes qui suivent le de´tail du fonctionnement du
cœur de DIET qui explique le paradigme du gridRPC [client DIET - Agents
(MA, LAs) - SeD], tel qu’il a e´te´ implante´ dans l’intergiciel DIET.
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Figure 3.11 – Me´canisme d’une requeˆte DIET (diet call).
Soumission d’une requeˆte DIET
La soumission d’une requeˆte par un client DIET a` un ensemble de res-
sources ge´re´es par DIET est une succession d’e´tapes que nous illustrons dans
la figure 3.11. Au niveau de la couche applicative cliente, toutes ces e´tapes
sont masque´es dans l’appel d’une unique fonction diet call, c’est le fonction-
nement du cœur de DIET base´ sur le mode`le NES et le standard gridRPC
(voir figure 3.10).
La premie`re e´tape (1) est la soumission du proble`me : le client se connecte
au Master Agent (MA) et lui transmet une description de son proble`me.
Le Master Agent parcourt alors la hie´rarchie DIET en s’adressant a` ses fils
en leur transmettant la description du proble`me afin de trouver les SeDs
capables de le re´soudre (e´tape 2). Lorsque la requeˆte arrive sur un SeD, il
e´value sa capacite´ a` traiter la requeˆte (e´tape 3) et transmet a` son pe`re sa
re´ponse contenant l’estimation de ses performances pour cette requeˆte (e´tape
4). Lorsqu’un Local Agent (LA) a rec¸u toutes les re´ponses de ses fils, il les
ordonne en fonction des performances des SeDs (e´tape 5), et transmet sa
re´ponse a` son pe`re (e´tape 6). Lorsque le Master Agent a rec¸u les re´ponses
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mode description
diet volatile non persistant
diet persistent persistant et de´plac¸able
diet persistent return persistant, de´plac¸able, copie est en-
voye´e au client
diet stycky persistant, non de´plac¸able sur un autre
serveur
diet stycky return persistant, non de´plac¸able, copie est en-
voye´e au client
Tableau 3.1 – Mode de persistance de donne´es dans DIET.
de l’ensemble de ses fils, il ordonne a` son tour les SeDs capables de re´soudre
le proble`me (e´tape 7) et envoie cette liste ordonne´e au client (e´tape 8). Le
client contacte alors le SeD, transfe`re ses donne´es si ne´cessaire, et invoque le
service lie´ a` son proble`me (e´tape 9). Une fois que le SeD choisi a re´cupe´re´
tout ce dont il a besoin pour exe´cuter la requeˆte, il la traite (e´tape 10). Les
re´sultats sont renvoye´s au client ou stocke´s dans la plate-forme (e´tape 11).
Gestion des donne´es : DTM
Le service de gestion de donne´es [29] Data Tree Manager (DTM) a e´te´
de´veloppe´ spe´cifiquement pour la plate-forme DIET. Ce syste`me propose une
gestion des donne´es base´e sur deux e´le´ments cle´s : des identifiants pour les
donne´es et une gestion en arbre qui colle a` la hie´rarchie DIET. Dans le
but d’e´viter des transmissions inutiles de la meˆme donne´e d’un client vers
les serveurs de calcul, DTM ajoute la possibilite´ de laisser les donne´es a`
l’inte´rieur de la plate-forme apre`s la fin d’une requeˆte. Un identifiant est
alors attribue´ a` la donne´e et retourne´ au client. Il pourra s’en servir pour
faire re´fe´rence a` sa donne´e lors d’une autre requeˆte. Un client peut choisir,
pour chacune de ses donne´es, si elle doit eˆtre persistante ou non a` l’inte´rieur
de la plate-forme. Plusieurs modes de persistance sont propose´s et sont de´crits
dans le tableau 3.1, la gestion des donne´es est se´pare´e de celle des requeˆtes. Le
DTM est construit autour de deux entite´s, le LocManager et le DataManager.
– Un LocManager est situe´ sur chaque agent DIET avec lequel il commu-
nique directement. Ils sont organise´s hie´rarchiquement en arbre comme
les agents DIET. Les LocManagers ont la charge de localiser les don-
ne´es dans la hie´rarchie. Chaque LocManager stocke une liste de donne´es
pre´sentes dans son sous-arbre.
– Les DataManagers sont situe´s sur chaque SeD. Ils stockent les don-
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Figure 3.12 – Gestion des donne´es dans DIET (Data Tree Manager : DTM).
ne´es persistantes et maintiennent une liste d’identifiants de celles-ci.
Lorsqu’un SeD a besoin d’une donne´e persistante, il la demande a` son
DataManager qui la cherche dans la hie´rarchie des LocManagers et la
lui fournit. Enfin, un DataManager informe son LocManager, situe´ au
dessus, de toutes les ope´rations de transfert effectue´es sur les donne´es
persistantes.
La figure 3.12 montre l’organisation du DTM au sein d’une hie´rarchie DIET.
Cette gestion des donne´es est inte´gre´e dans le cœur de DIET, l’utilisation
de l’API DIET rend les transferts transparents du point de vue de´velop-
peur applicatif client et serveur. La gestion des donne´es au sein de DIET
est ouverte. Ainsi, il a e´te´ de´veloppe´ et ajoute´ des interfaces permettant a`
DIET d’utiliser JUXMEM [9], un gestionnaire de donne´es pair-a`-pair inde´-
pendant offrant un partage cohe´rent, un stockage persistant et une tole´rance
a` la volatilite´. Actuellement, il est aussi possible de de´le´guer la gestion des
donne´es persistantes a` DAGDA [94] qui donne un plus grand controˆle quant
aux politiques de placement, de re´plication, etc.
Ordonnanceur spe´cifique : Plug-in Scheduler
Par de´faut, l’ordonnancement e´tabli dans DIET est le suivant : le SeD
choisi est celui qui a exe´cute´ une requeˆte client il y a le plus longtemps. Ce
qui revient a` faire un quasi round-robin sur toutes les ressources disponibles.
Le me´canisme de se´lection d’un SeD dans la hie´rarchie DIET se base sur un
vecteur d’estimation situe´ dans la re´ponse des SeDs vers les agents comme
de´crit dans le me´canisme de soumission d’une requeˆte. Lorsque l’agent DIET
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rec¸oit le vecteur d’estimation, il ordonne les re´ponses en fonction des valeurs
contenues dans l’estimation. Ainsi, par de´faut, l’ordonnanceur ordonne les
re´ponses en classant par ordre de´croissant le champs timesincelastsolve
de l’estimation, qui repre´sente le temps e´coule´ depuis la dernie`re re´solution
de service par le SeD.
DIET offre la possibilite´ aux de´veloppeurs de la couche applicative ser-
veur, d’affiner l’ordonnancement fait par la hie´rarchie DIET en fonction des
spe´cificite´s de son application. Pour se faire, le codeur de´finit son propre vec-
teur d’estimation et spe´cifie le comportement (i.e l’ordonnancement) que la
hie´rarchie doit avoir pour trier les re´ponses fournies par les SeDs. Ce me´ca-
nisme est appele´ plug-in scheduler [23]. Il est mis en place au moment de
l’enregistrement du service dans la hie´rarchie ou` l’on de´clare :
– la fonction d’estimation qui remplira les valeurs contenues dans le vec-
teur d’estimation ;
– l’ordre des valeurs a` conside´rer dans le vecteur d’estimation et le tri
associe´.
Pour mieux comprendre ce me´canisme de plug-in scheduler, la figure 3.13
donne un exemple d’utilisation. La fonction d’estimation remplit les valeurs
cpuspeed et loadavg qui repre´sentent respectivement la vitesse proces-
seur et la charge moyenne du processeur4. Les deux priorite´s d’agre´gation
des re´ponses sont de´finies dans cet ordre : priority max(cpuspeed) et prio-
rity min(loadavg). Ce qui donnera la re`gle suivante au niveau de chaque
agent de la hie´rarchie : les re´ponses des SeDs pour le service sont d’abord
trie´es par cpuspeed croissant. S’il y a e´galite´ pour la valeur cpuspeed, elles
sont alors trie´es par loadavg de´croissant.
Dans notre exemple, l’ordre e´tabli par l’agent sera SeD3, SeD1, SeD2.
Collecteur d’informations sur les ressources : CoRI
En addition du me´canisme de plug-in scheduler de´crit pre´ce´demment,
DIET offre un collecteur modulaire d’informations sur les ressources ge´re´es
par le SeD appele´ CoRI. Cette fonctionnalite´ est comple´mentaire a` la possi-
bilite´ de de´finir un plug-in scheduler.
En effet, afin de permettre de spe´cifier les valeurs sur lesquelles l’ordon-
nancement est effectue´, cet outil de´finit un cadre ge´ne´rique permettant de
coder un collecteur d’informations. Les de´veloppeurs de l’intergiciel DIET
peuvent implanter plusieurs collecteurs d’informations base´s sur des me´-
thodes diffe´rentes. Ils permettront ensuite d’avoir des valeurs a` partir des-
quelles le de´veloppeur applicatif pourra renseigner le vecteur d’estimation et
4e´tablie sur les 10 minutes pre´ce´dentes par exemple
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Figure 3.13 – Exemple de fonctionnement des ordonnanceurs spe´cifiques
DIET.
de´finir son ordonnancement.
Ainsi, dans DIET on compte de´ja` le collecteur CoRI-Easy qui donne
des informations basiques sur le nombre de bogoMIPS 5, la fre´quence proces-
seur, la me´moire disponible, etc, mais aussi le collecteur CoRi-FAST base´
sur la pre´diction de performance de´finie par FAST [78]. D’autres collecteurs
d’informations seront implante´s suivant les besoins lie´s aux politiques d’or-
donnancement. Par exemple, les re´centes prises de conscience sur l’e´nergie
consomme´e par les machines pourrait faire e´merger un collecteur donnant
acce`s aux informations sur la consommation e´nerge´tique de la ressource.
DIET et les ordonnanceurs locaux
Les ressources de calcul de type grappe de machines peuvent eˆtre loca-
lement ge´re´es par un syste`me que l’on nomme batch scheduler comme par
exemple Loadleveler [47], Torque [108], OAR [104], LSF [106], SGE [107],
OpenPBS [105], etc.
Ce type de gestionnaires locaux de ressources accepte des travaux issus
d’utilisateurs par l’interme´diaire d’une commande et d’un script de´crivant
l’exe´cution de l’application. Dans ce cas de figure, le roˆle d’un SeD DIET est
de fournir un traducteur commun a` tous ces syste`mes afin de rendre possible
la soumission a` ce type de ressources. DIET offre cette possibilite´ et permet
de ge´rer l’exe´cution des applications au travers de ces gestionnaires locaux.
5le nombre de millions de fois par seconde qu’un processeur peut ne rien faire
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Figure 3.14 – Organisation hie´rarchique de DIET avec les LogComponents.
Actuellement DIET supporte les ordonnanceurs locaux Loadleveler et OAR,
et il est envisage´ de soutenir d’autres types de gestionnaires (SGE et PBS).
3.4.3 Visualisation et surveillance
LogService [14] est un syste`me de monitoring qui collecte et diffuse les
messages de composants distribue´s. Il s’agit d’un syste`me ge´ne´rique qui s’in-
terface avec une application distribue´e pour suivre son e´tat et son activite´.
Ce service se compose de trois e´le´ments. Les LogComponents qui sont les
capteurs. Le LogCentral qui collecte les messages des LogComponents. Enfin
les LogTools a` qui sont distribue´s les messages collecte´s par le LogCentral.
A` l’aide de ce service, les composants DIET (agents et SeD) ont e´te´ instru-
mente´s avec des DIETLogComponents qui envoient l’activite´ de ceux-ci au
LogCentral. Nous pouvons choisir d’activer ou non le DIETLogComponent
au moment du de´marrage d’un composant DIET en le spe´cifiant dans le fi-
chier de configuration. La figure 3.14 montre l’inte´gration du LogService dans
l’environnement DIET.
Deux outils de type LogTools sont fournis avec DIET :
– DietLogTool qui re´cupe`re et stocke l’ensemble des informations rec¸ues
par le LogCentral dans un fichier ;
– VizDIET qui fournit une repre´sentation graphique de la hie´rarchie et
des statistiques sur l’activite´ sur la plate-forme.
VizDIET [14, 96] permet d’afficher l’ensemble des informations sur l’acti-
vite´ d’une plate-forme DIET, comme la charge des nœuds, le flux des requeˆtes
ou encore le diagramme de Gantt de l’utilisation des services des SeDs et de
la plate-forme. Cet outil de visualisation fournit un ensemble d’informations
statistiques. Elles servent a` l’analyse de la plate-forme et de ses e´le´ments.
Dans certains cas, VizDIET est aussi utilise´ comme de´bogueur. En visua-
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Figure 3.15 – Captures d’e´crans du logiciel VizDIET.
lisant directement le diagramme de Gantt d’un ordonnancement ou le flux
d’exe´cution des requeˆtes, nous pouvons ve´rifier d’un simple coup d’œil le
bon fonctionnement d’une heuristique mise en place graˆce aux ordonnanceurs
spe´cifiques(plug-in schedulers). Un montage de plusieurs captures d’e´cran est
donne´ dans la figure 3.15.
3.4.4 De´ploiement d’une hie´rarchie DIET
L’utilitaire GoDIET [24, 95] est un outil permettant le de´ploiement au-
tomatique d’une plate-forme DIET a` l’aide d’un fichier xml de´crivant les
ressources, les services et la topologie de la plate-forme a` de´ployer. GoDIET
est charge´ de ge´ne´rer et de copier les fichiers de configuration de chaque e´le´-
ment de la plate-forme DIET sur la ressource choisie. Une fois le transfert
des fichiers effectue´, GoDIET lance un a` un les composants DIET (MA, LA,
SeD).
E´tant donne´ la structure en arbre de la hie´rarchie DIET, GoDIET res-
pecte l’ordre de traverse´e de l’arbre avant d’initialiser les e´le´ments de la plate-
forme. Il lance le pe`re avant d’exe´cuter un fils. D’autre part, la hie´rarchie
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Figure 3.16 – De´ploiement d’une hie´rarchie DIET avec GoDIET.
DIET est de´pendante du service de nommage corba (omniNames), ce ser-
vice est donc initialise´ en premier. De plus, si l’on veut activer la surveillance
de la plate-forme (LogService), celui-ci est de´marre´ avant tout composant
DIET.
Dans le but de controˆler le de´roulement du de´ploiement de la plate-forme,
l’outil GoDIET peut se connecter au LogService en tant que LogTool. Il
obtient alors un retour sur l’e´tat de l’e´le´ment qu’il vient de de´ployer. La
figure 3.16 montre le sche´ma de fonctionnement de GoDIET.
Le de´ploiement d’une hie´rarchie DIET peut aussi eˆtre assure´ par d’autres
outils ge´ne´riques de de´ploiement comme ADAGE [60].
3.5 La grille De´crypthon version II
Nous pre´sentons comment nous avons utilise´ l’ensemble des possibilite´s
offertes par DIET dans le but d’implanter et de supporter la grille De´cryp-
thon. A` partir du mois de juillet 2007, nous avons progressivement mis en
place l’architecture DIET sur les ressources. L’objectif qui a guide´ la mise en
place de la grille De´crypthon sous l’intergiciel DIET a e´te´ la continuite´ de
service. En effet, pendant toute la phase de migration, la grille e´tait active
pour les projets scientifiques et aucune interruption n’a e´te´ a` de´plorer. Nous
avons assure´ la disponibilite´ des moyens de calcul installe´s dans les centres
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universitaires.
3.5.1 Les ressources De´crypthon
Les ressources De´crypthon sont compose´es de machines paralle`les mul-
tiprocesseurs (4 a` 16 processeurs physiques) sous le syste`me AIX et d’une
grappe de machines mono-processeur sous le syste`me Linux. Dans le de´tail,
les machines sont de´crites dans le tableau 3.2. Elles sont tre`s he´te´roge`nes, re´-
parties et ge´re´es par deux sortes d’ordonnanceurs locaux diffe´rents (OAR et
Loadleveler). Au total, 58 machines he´te´roge`nes pour 488 processeurs com-
posent les ressources de la grille De´crypthon.
Cependant, tous les processeurs ne sont pas adressables en meˆme temps
par les utilisateurs De´crypthon. En effet, il existe des re`gles de´finies par
chaque ordonnanceur local. Nous pouvons envoyer autant de travaux que
nous le voulons, cependant seul un nombre borne´ de processeurs peut eˆtre
utilise´ simultane´ment. Si bien que la grille De´crypthon ne peut compter au
maximum que sur 191 processeurs. Ce qui repre´sente de´ja` 4O % des ressources
totales des 6 sites qui composent la grille De´crypthon.
Il existe des re`gles de filtrage au niveau des pare-feux des sites univer-
sitaires, permettant la communication entre toutes les machines, et unique-
ment entre elles, sauf pour les machines ayant une vocation a` eˆtre ouvertes
(i.e serveur Web).
Parmi les sites implique´s dans la grille, certains ne sont pas des sites
de calcul, ils sont destine´s au stockage des donne´es ou a` fournir un portail
d’acce`s. Ainsi le site du CRIHAN (Rouen) est un site de stockage et d’acce`s
aux bases de donne´es De´crypthon [71]. Il en est de meˆme pour une machine a`
Lyon et deux machines a` Orsay qui jouent le roˆle de portail internet d’acce`s
a` la grille De´crypthon.
3.5.2 Architecture de la grille De´crypthon
En se basant sur les fonctionnalite´s offertes par l’intergiciel DIET, nous
avons construit une architecture de la grille De´crypthon en de´ployant :
– un serveur de nom corba (omniNames) sur une des machines de´die´es
installe´es a` Orsay ;
– un MasterAgent sur une des machines de´die´es a` Orsay ;
– un SeD sur les frontales de chaque centre de calcul universitaire qui
ge`re la soumission des travaux De´crypthon aux ordonnanceurs locaux
(OAR et Loadleveler).
La figure 3.17 sche´matise cette architecture.
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Ressource OS processeur Nb proc Me´moire
7 Linux Intel(R) Pentium(R) 4 CPU
2.40GHz x86 32
1 1 Go
11 Linux Intel(R) Xeon(TM) CPU
2.40GHz x86 32
1 1 Go
6 Linux Intel(R) Pentium(R) 4 CPU
3.00GHz x86 32
1 1.5 Go
2 Linux Intel(R) Xeon(TM) 4 CPU
3.40GHz x86 32
2 4 Go
1 AIX PowerPC power5 64 bits
2.0 GHz
4 16 Go
18 AIX PowerPC power5 64 bits
1.5 GHz
16 32 Go
4 AIX PowerPC power5 64 bits
1.9 GHz
16 16 Go
4 AIX PowerPC power5 64 bits
1.9 GHz
8 16 Go
1 AIX PowerPC power5 64 bits
1.9 GHz
16 32 Go
1 AIX PowerPC power5 64 bits
1.9 GHz
16 64 Go
1 AIX PowerPC power5 64 bits
1.5 GHz
16 64 Go
1 AIX PowerPC power4 64 bits
1.1 GHz
16 16 Go
1 AIX PowerPC power4 64 bits
1.7 GHz
8 16 Go
Tableau 3.2 – Les ressources de la grille De´crypthon.
3.5.3 Le DIET Webboard : Portail Web DIET
Nous l’avons vu dans la figure 3.10 de´finissant les niveaux d’abstraction
DIET, un client DIET est destine´ a` eˆtre inte´gre´ dans une interface utilisateur
de haut niveau lui permettant d’acce´der a` la grille de manie`re transparente.
Par ailleurs, nous ne l’avons pas mentionne´ dans la description de l’intergiciel
DIET, mais ce dernier ne ge`re pas d’utilisateurs. Enfin il n’y a pas d’historique
stocke´ dans la hie´rarchie sur les requeˆtes qui ont e´te´ exe´cute´es par cette
dernie`re.
Nous avons donc de´veloppe´ un portail internet de gestion d’une plate-
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Figure 3.17 – Plate-forme De´crypthon.
forme DIET. Ce portail internet poursuit 5 objectifs principaux :
– conduire le de´ploiement de la hie´rarchie DIET en se basant sur Go-
DIET ;
– ge´rer l’identification et les permissions d’un utilisateur acce´dant aux
ressources De´crypthon ;
– permettre une abstraction des requeˆtes DIET en jobs et workunits dans
le but d’exploiter le paralle´lisme de donne´es.
– re´gir le de´roulement de l’exe´cution des travaux utilisateurs en se basant
sur l’intergiciel DIET ;
– exposer des statistiques d’utilisation des ressources et de la plate-forme
De´crypthon.
– fournir une interface de programmation (API) pour e´crire rapidement
une interface de haut niveau pour l’utilisateur final afin qu’il puisse
soumettre des travaux et re´cupe´rer ses donne´es inde´pendamment de la
plate-forme adresse´e.
Le DIET Webboard est donc d’abord un portail internet d’administration
d’une plate-forme DIET, inte´grant les diffe´rents outils disponibles dans l’e´co-
syste`me DIET pour fournir une abstraction de l’intergiciel et des ressources
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de la grille. Il peut ge´rer plusieurs plates-formes a` la fois : par exemple dans
la grille De´crypthon, deux hie´rarchies distinctes sont utilise´es :
– la plate-forme dite de « production », elle est employe´e par les projets
scientifiques ;
– la plate-forme de test, nous l’utilisons pour effectuer des tests sans
perturber le bon de´roulement de la plate-forme de production. Par
exemple, lorsqu’une nouvelle application est inte´gre´e dans la grille De´-
crypthon, elle est d’abord mise en test pour inte´grer par la suite la
plate-forme de production.
Les deux plates-formes sont comple`tement inde´pendantes, et peuvent
ne´anmoins utiliser les meˆmes ressources de calcul.
En outre, Le DIET Webboard ge`re aussi les applications enregistre´es et
de´ploye´es dans la hie´rarchie DIET. Il permet de de´clarer les services (applica-
tions) disponibles au niveau de chaque SeD DIET et de ve´rifier l’installation
de ces applications sur les ressources qui les exe´cutent.
Il fournit une abstraction supple´mentaire a` la notion de requeˆte DIET,
en introduisant la notion de jobs comportant plusieurs workunits. Cette abs-
traction permet d’exploiter facilement le paralle´lisme de donne´es. Toutes ces
informations sont stocke´es dans une base de donne´es relationnelle permet-
tant de garder une trace des exe´cutions effectue´es par la grille De´crypthon.
De plus, il permet de ge´rer les erreurs au niveau d’une workunit. En effet il se
peut qu’un site soit rendu indisponible au cours d’une ope´ration de mainte-
nance. Dans ce cas une nouvelle requeˆte DIET appelant le service pour cette
workunit est effectue´e. Ainsi, une workunit peut eˆtre lie´e a` plusieurs requeˆtes
DIET.
A` la fin de l’exe´cution d’un job qui peut eˆtre compose´ de plusieurs wor-
kunits, c’est a` dire plusieurs re´sultats de requeˆtes DIET, le DIET Webboard
se charge de re´colter l’ensemble des re´sultats dans une seule et meˆme archive
afin de permettre a` l’utilisateur de te´le´charger ses re´sultats. Un courriel de
notification est envoye´ a` l’utilisateur pour l’avertir de la fin de son job.
Enfin, nous avons de´veloppe´ une interface de programmation (API) spe´-
cifique dans le DIET Webboard permettant de construire un portail internet
de´die´ pour un utilisateur. Il suffit alors d’e´crire la page de soumission, qui
demande les parame`tres ne´cessaires a` la soumission d’un job pour un service,
le reste (i.e gestion des donne´es ; authentification utilisateurs, parame`tres du
job et les donne´es re´sultats) est automatiquement ge´re´.
La conception d’un portail internet de haut niveau est donc tre`s simple
et se retrouve re´sume´e a` l’e´criture d’un simple formulaire permettant a` l’uti-
lisateur d’entrer ses parame`tres.
86 Grilles De´crypthon
3.5.4 L’ordonnancement sur les ressources De´cryp-
thon
Nous l’avons rappele´, les ressources De´crypthon sont ge´re´es par un ordon-
nanceur local spe´cifique a` chaque site. Il existe deux ordonnanceurs locaux
diffe´rents : OAR et Loadleveler, la configuration locale est inde´pendante et
diffe´rente pour les 5 sites.
Pour e´crire le SeD DIET nous nous sommes servis de deux fonctionnalite´s
de l’intergiciel DIET :
– le de´veloppement d’un ordonnanceur spe´cifique ;
– la faculte´ de soumettre a` des ordonnanceurs locaux.
L’ordonnanceur spe´cifique permet de choisir le site qui va eˆtre utilise´
pour l’exe´cution d’une requeˆte en fonction de la charge du site. Nous avons
e´crit un plug-in scheduler qui interroge l’ordonnanceur local du site (OAR
ou Loadleveler) pour obtenir les taˆches actuellement en cours d’exe´cution ou
en attente de ressources. Les deux ordonnanceurs ont une politique de type
« FIFO avec backfilling » (une taˆche peut doubler une autre uniquement si
elle a la place de s’intercaler sans perturber celles de´ja` ordonnance´es). Nous
estimons alors le temps de terminaison d’une requeˆte DIET a` partir :
– de la dure´e d’exe´cution maximum de la requeˆte (walltime) ;
– du diagramme de Gantt que nous reconstruisons a` partir des travaux
de´ja` en cours.
La figure 3.18 pre´sente un exemple de calcul du temps de terminaison en
fonction de la charge initiale de la plate-forme 3.18(a) pour 3 cas de figure :
– 3.18(b) une requeˆte demandant un processeur pour une dure´e de 4
heures, le temps de terminaison pre´vu est 7h.
– 3.18(c) une requeˆte demandant deux processeurs pour une dure´e de 2
heures, le temps de terminaison pre´vu est 8h.
– 3.18(d) une requeˆte demandant trois processeurs pour une dure´e de 4
heures, le temps de terminaison pre´vu est 19h.
Ce temps de terminaison relatif au temps de soumission eft(Earliest Fi-
nish Time) est remonte´ dans la hie´rarchie suivant le me´canisme que nous
avons de´crit dans la partie 3.4.2 de´crivant les ordonnanceurs spe´cifiques dans
DIET. Nous remontons aussi le timesincelastsolve. L’ordre de priorite´
pour se´lectionner le site sur lequel sera soumis la requeˆte est alors : prio-
rity min(timesincelastsolve), priority max(timesincelastsolve). Ce
qui revient a` se´lectionner le site sur lequel la requeˆte se terminera le plus
toˆt. Si les temps de terminaison sont identiques, nous choisissons alors le site
sur lequel nous avons soumis il y a le plus longtemps.
A` terme nous pre´voyons d’inclure cette fonctionnalite´ dans un collec-
teur d’informations spe´cifique aux ordonnanceurs locaux, que l’on nommera :
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(a) Charge initial de l’ordonnanceur ;
(b) Charge initiale + 1 taˆche : nb proc=1, walltime= 4 h ;
(c) Charge initiale + 1 taˆche : nb proc=2, walltime= 2 h ;
(d) Charge initiale + 1 taˆche : nb proc=3, walltime= 4 h ;
Figure 3.18 – Pre´diction du temps de terminaison dans les ordonnanceurs
batch.
CoRI-batch.
Une fois le site se´lectionne´, une requeˆte est soumise sur le SeD qui soumet
l’application a` l’ordonnanceur local du centre de calcul. Lorsque l’application
est effectivement lance´e sur une ressource du centre de calcul, nous notifions
le commencement des calculs au DIET Webboard. A` la fin des calculs, les
re´sultats sont envoye´s sous forme d’une archive re´sultat sur un site de sto-
ckage, et nous notifions le DIET Webboard avec les informations concernant
les ressources consomme´es (taille des re´sultats et temps processeur ne´cessaire
pour le calcul). Toutes ces informations sont stocke´es dans la base de donne´es
du DIET Webboard.
La figure 3.19 illustre l’implantation fait du SeD DIET De´crypthon sur
chaque site de la grille De´crypthon.
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Figure 3.19 – Fonctionnement de DIET avec les ordonnanceurs locaux des
centres de calcul.
Discussions
Le DIET Webboard offre un portail Web d’administration et de gestion
d’une grille adresse´e par l’intergiciel DIET. Il fournit le tableau de commande
des ressources de la grille et l’abstraction ne´cessaire pour permettre un acce`s
transparent a` l’administrateur comme a` l’utilisateur.
De plus, le DIET Webboard ajoute les fonctionnalite´s de se´curite´ basiques
qui manquent a` DIET. Ainsi, les utilisateurs s’identifient au niveau du por-
tail en utilisant un identifiant et un mot de passe. La gestion de leurs droits
est alors prise en charge par le portail Web en de´finissant des droits d’ac-
ce`s aux diffe´rentes applications et donne´es accessibles depuis les ressources
De´crypthon.
Le DIET Webboard a e´te´ de´veloppe´ pour le De´crypthon. Cependant, il
n’est pas limite´ au cadre de ce projet. Nous l’avons de´veloppe´ comme un outil
comple´mentaire a` DIET, destine´ a` piloter n’importe quelle grille de ressources
orchestre´e par l’intergiciel DIET. Aussi, ce portail Web pourrait eˆtre utilise´
par d’autres projets s’appuyant de´ja` sur l’intergiciel DIET comme le projet
Grid-TLSE [5].
3.5.5 Les applications gridifie´es
Actuellement trois applications sont en production dans la grille De´cryp-
thon :
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Figure 3.20 – Exemple d’un jour d’activite´ sur les diffe´rents sites plate-forme
De´crypthon.
– l’application PipeAlign et MACSIMS du projet MS2PH (voir la sec-
tion 2.3.1) ;
– l’application SpikeOmatic (voir la section 2.3.4) ;
– l’application d’amarrage mole´culaire du projet HCMD (voir la sec-
tion 2.3.3).
Applications du projet MS2PH
L’application MS2PH est constitue´e d’une suite de programmes d’analyse
de se´quences, qui peuvent e´galement eˆtre utilise´s inde´pendamment les uns
des autres. La construction de l’alignement multiple est re´alise´e a` partir de
la se´quence soumise par l’utilisateur, en s’appuyant sur une version ajuste´e
de PipeAlign [74] (voir figure 3.21). L’alignement retenu est ensuite annote´
par l’interme´diaire de MACSIMS qui s’adresse directement a` un serveur de
banque de donne´es [71]. Cette application est lance´e par le SeD DIET sous
la forme d’un script tcl qui lance et ge`re les diffe´rents binaires. Il prend une
se´rie de parame`tres en entre´e et a besoin de banques de donne´es (fichiers
plats) pre´-installe´es sur les sites. Au besoin, elles sont mises a` jour.
La sortie finale de la suite de programme PipeAlign est un MACS
(Multiple Alignement of Complete Sequences) valide´ de haute qualite´ et
une annotation au format xml de cet alignement graˆce au programme MAC-
SIMS.
Si l’utilisateur fournit un fichier contenant plusieurs se´quences d’acides
amine´s, celles-ci sont automatiquement se´pare´es en plusieurs fichiers. Cette
se´paration permet d’exploiter le paralle´lisme de donne´es en lanc¸ant une wor-
kunit par se´quence. Aujourd’hui les travaux soumis par les chercheurs com-
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Figure 3.21 – Enchaˆınement des programmes composants le PipeAlign.
portent environ 5000 se´quences d’acides amine´s. Les re´sultats sont re´unis
automatiquement par le serveur de grille offrant a` l’utilisateur la possibilite´
de te´le´charger les 5000 MACS et annotations en une seule fois.
L’application MAXDo
L’application MAXDo est un programme d’amarrage mole´culaire prote´ine-
prote´ine e´crit en FORTRAN. Il explore les sites d’interaction entre un re´cep-
teur fixe avec un ligand mobile. Les parame`tres de l’exploration sont de´coupe´s
automatiquement en petites tranches d’exploration qui sont autant de wor-
kunits. Nous le verrons dans le chapitre suivant, cette application est tre`s
gourmande en temps de calcul et ge´ne`re peu de donne´es. Elle est disponible
(voir figure 3.22) sur la grille universitaire De´crypthon dans le but de tester
et de valider les diffe´rents jeux de parame`tres [81] avant le lancement d’une
campagne de calcul sur la grille de volontaires du World Community Grid.
Cette application est surtout destine´e a` eˆtre utilise´e dans l’environnement
du World Community Grid qui offre des moyens de calcul bien plus inte´res-
sants que la grille universitaire De´crypthon pour ce type d’application.
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Figure 3.22 – Capture d’e´cran de la page de soumission MAXDo.
L’application SpikeOmatic
L’application SpikeOmatic est un programme d’analyse d’enregistrements
issus d’e´lectrodes recevant des signaux e´lectriques (potentiels d’actions). Le
programme, e´crit dans le langage R [77], travaille sur les donne´es brutes ac-
quises au cours d’une expe´rience ou d’un examen. Il tente, a` partir de mode`les
physiques et de me´thodes statistiques, d’identifier les neurones responsables
de l’activite´ e´lectrique de´tecte´e par l’e´lectrode.
Le portage (voir figure 3.23) de cette application sur les ressources de la
grille De´crypthon permet aux chercheurs de valider plusieurs mode`les d’ana-
lyse et de lancer leur programme sur plusieurs enregistrements en paralle`le.
Les utilisateurs fournissent les parame`tres d’analyse et l’adresse des en-
registrements pre´alablement sauvegarde´s sur un de´poˆt accessible par les res-
sources de calcul. Les re´sultats sont fournis sous la forme d’une archive qu’ils
peuvent examiner sans avoir eu a` faire les calculs sur leur propre machine. La
dure´e des calculs de´pend des parame`tres et de la dure´e de l’enregistrement a`
analyser.
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Figure 3.23 – Capture d’e´cran de la page de soumission SpikeOmatic.
Les autres applications.
L’application du projet d’expression de l’e´volution des ge`nes a e´te´ mise en
place dans la premie`re version de la grille De´crypthon. L’application du projet
« De´fauts d’e´pissage et maladies ge´ne´tiques » est en cours d’adaptation et de
portage, il est important de noter que cette application est un programme
paralle`le MPI s’exe´cutant sur plusieurs processeurs (4 a` 16 processeurs).
Enfin deux applications des deux derniers projets de´crits dans le chapitre
pre´ce´dent seront porte´es d’ici la fin de l’anne´e.
Parmi les applications qui fonctionnent sur la grille De´crypthon, les pe´-
riodes d’activite´s sont distinctes et de´pendent des avancements respectifs des
projets. De temps en temps, les binaires, les bibliothe`ques et les scripts des
applications sont mis a` jour, suivant l’e´volution des projets scientifiques.
Il existe un travail re´current pour le projet MS2PH qui est lance´ de ma-
nie`re pe´riodique. Tous les deux mois 1000 se´quences de prote´ines implique´es
dans les maladies ge´ne´tiques humaines sont aligne´es et annote´es. Les re´sul-
tats sont directement envoye´s sur un serveur de stockage afin de mettre a`
jour la base de donne´es MS2PH-db [71].
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3.6 Conclusion
La grille De´crypthon compose´e de 6 sites universitaires est ne´e du de´sir des
acteurs du programme De´crypthon d’apporter une plate-forme de production
permettant aux projets se´lectionne´s d’utiliser un supple´ment de ressources
qu’ils n’ont pas la possibilite´ ou les moyens d’he´berger. La plate-forme a
d’abord e´te´ ge´re´e avec succe`s avec l’intergiciel GridMP de la socie´te´ United
Device, puis au cours d’une phase de migration, nous avons fait e´voluer la
plate-forme vers l’intergiciel DIET de´veloppe´ par l’e´quipe GRAAL de l’ENS-
lyon.
La pe´riode de transition a permis le de´veloppement de DIET Webboard
comme portail d’acce`s et de gestion de la plate-forme universitaire. Cette
e´volution n’a rien change´ pour les utilisateurs des projets scientifiques. DIET
est, quant a` lui, passe´ du statut d’intergiciel de recherche au statut d’intergi-
ciel employe´ en production graˆce a` ses qualite´s, sa robusteuse, sa modularite´
et son panel d’outils disponibles. De plus, notons que le DIET Webboard,
de´veloppe´ dans le cadre du De´crypthon, est de´sormais disponible en tant
que portail inde´pendant permettant de ge´rer n’importe quelle grille dont les
ressources sont pilote´es par l’intergiciel DIET.
Le DIET Webboard apporte a` DIET l’identification et la se´curite´ d’acce`s
qui lui faisait de´faut jusqu’a` pre´sent. Cette couche supple´mentaire permet de
conserver les proprie´te´s de performance que nous montrerons dans le chapitre
suivant a` travers des expe´riences dimensionnantes sur plus de 1000 proces-
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Dans ce chapitre, nous pre´sentons un ensemble de cas d’utilisation de
grilles, allant de la grille de recherche Grid’5000 jusqu’a` la grille de volon-
taires World Community Grid, en passant par la grille De´crypthon. Nous
montrons sur des cas concrets d’utilisation comment la grille devient un ou-
til informatique indispensable afin d’obtenir des re´sultats ou de valider des
fonctionnalite´s.
En premier lieu, nous pre´senterons diverses expe´riences re´alise´es sur la
grille de recherche Grid’5000. Dans cette section, toutes les expe´riences sont
en rapport avec l’intergiciel DIET que nous avons pre´sente´ dans la section 3.4
du chapitre pre´ce´dent. L’objectif est de valider certaines fonctionnalite´s de
l’intergiciel dans un environnement de grande taille. Nous de´crirons les modes
ope´ratoires, les e´tapes de travail, puis les re´sultats obtenus. Nous aborderons
enfin les enseignements issus de ces expe´riences.
En second lieu, nous exposerons un travail complet de pre´paration fait
sur l’application d’amarrage mole´culaire du projet HCMD soutenue par le
De´crypthon. Nous de´voilerons les e´tapes qui ont pre´ce´de´ le lancement sur
la grille de volontaires Word Community Grid. Nous montrerons comment
deux grilles, l’une de´die´e et l’autre volatile, peuvent eˆtre utilise´es de manie`re
comple´mentaire pour pre´parer des calculs qui auraient demande´ plus de 8000
ans sur une seule machine.
En dernier lieu, nous e´tablirons un point de comparaison entre une grille
de´die´e et une grille de volontaires qui a priori semblent oppose´es, de par
leurs architectures et leur mode`le de fonctionnement. A` partir de la notion de
processeurs virtuels a` plein temps et de processeurs de´die´s de re´fe´rence nous
donnerons un facteur de conversion entre les deux grilles. Nous emploierons
cette notion pour estimer les besoins de la deuxie`me phase de calcul du projet
HCMD.
4.2 Diverses expe´riences avec DIET
Dans cette section, nous allons pre´senter plusieurs expe´riences que nous
avons re´alise´es sur la grille de recherche Grid’5000 avec l’intergiciel DIET.
L’architecture ge´ne´rale de l’intergiciel DIET a e´te´ pre´sente´e dans le chapitre
pre´ce´dent.
Nous de´crivons ici les protocoles d’expe´riences mis en place et les diffe´rents
obstacles qui les ont jalonne´s. Nous mettons en lumie`re ce que nous avons
appris au cours de ces expe´riences non seulement riches en enseignements
mais aussi a` l’origine d’ame´liorations et de cre´ation d’outils dans l’e´cosyste`me
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autour de DIET.
Pour commencer, il est important de pre´ciser qu’invariablement les e´tapes
des expe´riences sur la grille de recherche Grid’5000 avec l’intergiciel DIET
sont les suivantes :
– de´finition d’un protocole d’expe´riences et d’un objectif ;
– re´servation d’un ensemble de machines sur Grid’5000 ;
– de´ploiement d’une plate-forme/hie´rarchie DIET sur les machines re´ser-
ve´es ;
– lancement des tests ;
– re´colte et analyse des donne´es issues de l’expe´rience.
Nous avons choisi de pre´senter deux expe´riences diffe´rentes qui utilisent
les fonctionnalite´s offertes par la grille de recherche Grid’5000 et qui donnent
un aperc¸u des possibilite´s de l’intergiciel DIET.
Pour toutes les expe´riences nous n’utilisons pas une image syste`me sur
laquelle est installe´e l’intergiciel DIET. Plusieurs raisons peuvent eˆtre avan-
ce´es. D’une part, l’intergiciel DIET ne ne´cessite pas de privile`ges utilisateurs
particuliers pour eˆtre exe´cute´, un simple compte utilisateur et un acce`s a` la
machine suffisent. D’autre part, l’utilisation d’une image syste`me ajoute a`
chaque expe´rience un de´lai de rede´marrage des machines. Enfin, au moment
des expe´riences, tous les sites n’offraient pas encore cette fonctionnalite´, il
n’y avait donc aucune raison d’avoir recours a` une image syste`me et a` un
de´ploiement via l’outil Kadeploy [103].
Nous avons donc au pre´alable installe´ sur notre compte utilisateur
Grid’5000, les logiciels ne´cessaires au de´ploiement de DIET, a` savoir om-
niORB, LogService, GoDIET, DIET et tous les binaires ou librairies utiles
au fonctionnement des services de´ploye´s dans la hie´rarchie.
4.2.1 Passage a` l’e´chelle Grid’5000 de DIET
C’est une des expe´riences qui a demande´ le plus d’efforts et qui a e´te´ a` la
gene`se de plusieurs outils facilitateurs d’expe´riences de ce type. Le but avoue´
de cette se´rie d’expe´riences e´tait de re´aliser un de´ploiement record d’une
hie´rarchie DIET en utilisant l’ensemble des sites et des machines disponibles
au moment de l’expe´rience.
Re´servation de tout Grid’5000
Pour cette expe´rience, qui regroupe plusieurs essais, nous avons d’abord
duˆ faire face aux difficulte´s d’utilisation de Grid’5000. Ces expe´riences se
sont de´roule´es au de´but de l’anne´e 2006, Grid’5000 en e´tait encore a` ses
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de´buts, certains sites venaient juste de rejoindre le projet et de recevoir leurs
machines. Beaucoup de proble`mes de configuration sur les diffe´rents sites
rendaient l’utilisation conjointe des 8 sites alors disponibles assez lourde. Au
niveau du site de Rennes, deux outils de re´servation coexistaient : GridPrem’s
et OAR.
Il e´tait techniquement impossible de faire une re´servation sur tous les sites
via l’outil OARgrid. Nous devions ne´cessairement synchroniser une re´serva-
tion localement sur chaque grappe de machines afin d’avoir un ensemble de
ressources sur tous les sites. Il n’e´tait pas rare de faire des re´servations, et
lorsque celles-ci e´taient actives, d’avoir des machines qui ne re´pondaient pas
ou dont l’acce`s nous e´tait impossible.
Voici un exemple de la sortie des commandes oarsub pour la re´servation
de 598 machines re´parties sur 7 sites :
SOPHIA :
oarsub -r "2006-02-10 13:00:00" -l nodes=90,walltime="6:00:00"
Host:Port = frontale.sophia.grid5000.fr:60078
IdJob = 115628
Reservation mode : waiting validation
Reservation valid --> OK
TOULOUSE :
oarsub -r "2006-02-10 13:00:00" -l nodes=50,walltime="6:00:00"
Host:Port = cict-254.toulouse.grid5000.fr:55098
IdJob = 24309
Reservation mode : waiting validation
Reservation valid --> OK
LILLE :
oarsub -r "2006-02-10 13:00:00" -l nodes=45,walltime="6:00:00"
Host:Port = frontale:53940
IdJob = 748
Reservation mode : waiting validation
Reservation valid --> OK
BORDEAUX :
oarsub -r "2006-02-10 13:00:00" -l nodes=45,walltime="6:00:00"
Host:Port = frontale.bordeaux.grid5000.fr:36157
IdJob = 12972
Reservation mode : waiting validation
Reservation valid --> OK
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LYON :
oarsub -r "2006-02-10 13:00:00" -l nodes=50,walltime="6:00:00"
Host:Port = capricorne.lyon.grid5000.fr:35795
IdJob = 25447
Reservation mode : waiting validation
Reservation valid --> OK
ORSAY :
oarsub -r "2006-02-10 13:00:00" -l nodes=190,walltime="6:00:00"
Host:Port = devgdx002.orsay.grid5000.fr:40465
IdJob = 29165
Reservation mode : waiting validation
Reservation valid --> OK
RENNES :
Utilisation de l’interface de re´servation GridPrem’s
re´servation de 2 fois 64 machines.
Cette re´servation concernait un total de 598 machines sur 7 des 8 sites dispo-
nibles a` l’e´poque. Le site de Grenoble n’a pas e´te´ utilise´ en raison du faible
nombre de machines installe´es. Cette re´servation repre´sentait pre`s de 80%
des machines alors pre´sentes dans la grille Grid’5000. Une fois les re´servations
faites, nous avons ve´rifie´ que les machines obtenues e´taient effectivement dis-
ponibles et utilisables : a` l’aide d’un script nous nous sommes connecte´s a` la
liste des 598 machines et nous avons e´limine´ celles qui ne re´pondaient pas.
De´ploiement de la hie´rarchie DIET
A` ce stade, nous avions une liste de machines re´serve´es sur lesquelles nous
pouvions de´ployer une hie´rarchie DIET. L’outil nomme´ GoDIET [24] permet
son de´ploiement en respectant l’ordre impose´ par la hie´rarchie. L’utilitaire
GoDIET ne´cessite un fichier de´crivant l’ensemble des ressources sur lesquelles
il doit de´ployer la hie´rarchie DIET, ainsi que la description explicite de celle-
ci.
E´tant donne´ que les machines obtenues pour une re´servation ne sont
connues qu’au moment de la re´servation, nous e´tions oblige´s de ge´ne´rer le
fichier de description de notre de´ploiement en de´but de re´servation.
La figure 4.1 montre une capture d’e´cran d’un de´ploiement re´alise´ au
cours de ces expe´riences. Cette hie´rarchie comportait : 1 MasterAgent, 8
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Figure 4.1 – Capture d’e´cran de VizDIET d’un de´ploiement sur 583 machines.
LocalAgents sur 7 sites Grid’5000. Chaque LocalAgent e´tait localise´ sur une
grappe de machines. La hie´rarchie comportait 574 SeDs disposant du service
DGEMM1. Le service de surveillance (LogService) e´tait active´. Dans le de´tail,
nous avons utilise´ les sites de Bordeaux (44 machines), Lille (44 machines),
Lyon (50 machines), Orsay (178 machines), Sophia (90 machines), Rennes (2
fois 61 machines), Toulouse (55 machines) : soit un total de 583 machines sur
les 598 machines bi-processeurs demande´es, c’est-a`-dire 1166 processeurs.
Test et utilisation de la plate-forme
A` la suite du de´ploiement ainsi re´alise´, nous avons lance´ une se´rie de 10
clients depuis 112 machines diffe´rentes faisant des requeˆtes a` la plate-forme
DIET. Les 1120 clients ont e´te´ exe´cute´s deux par deux toutes les 20 secondes
sur une pe´riode de 9 min et 20 s. Les clients appellaient le service DGEMM
pour deux matrices de petites tailles (10x10) et attendaient le re´sultat avant
de soumettre a` nouveau, une requeˆte.
Le but e´tait de tester le bon fonctionnement de la hie´rarchie, et d’observer
le de´bit de la plate-forme, c’est a` dire le nombre de requeˆtes traite´es par
seconde. Ce de´bit est calcule´ au niveau du MasterAgent.
La strate´gie d’ordonnancement mise en place e´tait celle par de´faut : le
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(b) Re´partition ine´gale des requeˆtes ;
Figure 4.2 – plate-forme DIET compose´e de 1 MA, 8 LA et 574 SeDs re´partis
sur 8 sites Grid’5000.
SeD choisi est celui qui a exe´cute´ une requeˆte il y a le plus longtemps. Ce qui
revient a` faire un quasi round-robin sur toutes les machines (cf. section 3.4).
L’enregistrement du de´bit est fait sur une dure´e de 5 minutes, 23 274 re-
queˆtes clients ont e´te´ traite´es. Nous observons sur la figure 4.2(a) que le de´bit
de la plate-forme a atteint rapidement un plafond autour de 75 requeˆtes/s.
Ce qui e´tait peu compte tenu du nombre de clients mis en jeu dans l’expe´-
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rience. Nous avons donc cherche´ a` comprendre pourquoi le de´bit n’e´tait pas
plus important.
En analysant plus finement les traces de l’expe´rience, il est apparu que
la charge des requeˆtes e´tait re´partie uniquement sur deux grappes de ma-
chines : les 178 SeDs situe´s sur le site d’Orsay et les 44 SeDs situe´s sur le
site de Bordeaux. Apre`s investigation, nous avons de´couvert un proble`me de
compatibilite´ entre DIET et deux versions d’omniORB (4.0.5, 4.0.6), en effet
les deux sites d’Orsay et de Bordeaux e´taient installe´s avec la version 4.0.5, et
4.0.6 pour les autres. Ceci a entraˆıne´ un proble`me dans le choix des machines
qui e´tait restreint aux seuls sites d’Orsay et de Bordeaux. La figure 4.2(b)
montre la re´partition des requeˆtes sur les 7 sites implique´s dans l’expe´rience.
Il apparaˆıt aussi, qu’inde´pendamment des versions d’omniORB, la charge
est ine´galement re´partie sur les machines. Ce proble`me est directement lie´
a` l’ordonnanceur par de´faut de DIET qui choisit le plus vieux SeD ayant
re´solu une requeˆte. Dans la mesure ou` plusieurs clients effectuent des appels
en paralle`le sur la plate-forme, si ceux-ci sont traite´s par le Master Agent
avant que les clients aient commence´ la re´solution du service, alors le meˆme
SeD est toujours choisi.
Dans la configuration de notre expe´rience, nous e´tions typiquement dans
ce cas de figure : jusqu’a` 1120 clients effectuaient des requeˆtes en paralle`le
sur la plate-forme. Ce proble`me paraˆıt ine´vitable e´tant donne´ le fonctionne-
ment en deux e´tapes de DIET et le caracte`re re´parti de l’ordonnancement.
Cependant, nous avons tout de meˆme ame´liore´ ce fonctionnement en met-
tant a` jour au plus toˆt l’information stocke´e dans le SeD sur la date de de´but
de re´solution d’un service, afin de re´duire au minimum le temps en dessous
duquel nous pouvons garantir un e´quilibrage de charge.
Apre`s correction des proble`mes nous avons refait une expe´rience simi-
laire dans le but de quantifier les temps de re´ponse d’une plate-forme DIET
comportant un grand nombre de SeDs re´partis sur plusieurs sites.
La figure 4.3(b) montre, cette fois, une re´partition plus uniforme des re-
queˆtes sur l’ensemble des SeDs disponibles. Cependant la charge reste ine´gale.
E´tant donne´ le caracte`re re´parti des clients et le mode de fonctionnement de
DIET, il n’existe pas de moyens pour re´soudre ce proble`me. Ne´anmoins, celui-
ci ne survient que lorsque des requeˆtes sont soumises a` une fre´quence plus
rapide que le temps de re´ponse de la hie´rarchie. La figure 4.3(a) montre la
courbe des temps de re´ponse des agents de la plate-forme. La re´ponse du
Master Agent de´pend de celle de tous ces fils : le temps de re´ponse de la
hie´rarchie est donc donne´ par celui-ci. Au cours de cette expe´rience, le temps
moyen de re´ponse du Master Agent pour les 12 048 requeˆtes e´tait de 0,558





























































(b) Re´partition des requeˆtes ;
Figure 4.3 – plate-forme DIET compose´e de 1 MA, 8 LA et 540 SeDs re´partis
sur 8 site Grid’5000.
Enseignements tire´s des expe´riences
Au cours de ces expe´riences dimensionnantes, ou` l’objectif affiche´ e´tait de
tester le passage a` l’e´chelle de l’intergiciel DIET, nous avons appris beaucoup
de choses.
Tout d’abord, il s’est ave´re´ long et fastidieux de mettre en place ce
genre d’expe´riences avec les outils disponibles dans Grid’5000. On peut
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Figure 4.4 – Outils de re´servation GRUDU.
avancer le fait que la grille Grid’5000 avait, a` cette e´poque, une gestion
tre`s localise´e des sites sans avoir une politique globale d’homoge´ne´isation
des environnements afin de faciliter les expe´riences multi-sites. Une re´ponse
donne´e a` ces difficulte´s a e´te´ le de´veloppement de l’outil GRUDU1. Cet
outil graphique (voir figure 4.4), conc¸u par l’e´quipe GRAAL, permet de
faire des re´servations multi-sites et de re´cupe´rer l’ensemble des nœuds de la
re´servation.
Une deuxie`me difficulte´, cette fois lie´e a` DIET et son utilitaire de lance-
ment GoDIET. Le de´ploiement de DIET est de´crit de manie`re statique dans
un fichier xml. E´tant donne´ le caracte`re dynamique des machines attribue´es
pour une re´servation, il est primordial d’avoir un outil permettant de ge´ne´rer
automatiquement la hie´rarchie que l’on de´sire de´ployer a` partir des machines
re´ellement obtenues.
C’est pourquoi l’outil XmlGoDIETGenerator (figure 4.5) a e´te´ de´veloppe´.
Il permet, a` partir d’un ensemble de re´servations et des machines associe´es,
de ge´ne´rer le fichier xml GoDIET correspondant. Ses propres mode`les de
hie´rarchie peuvent eˆtre de´finis : e´toile, hie´rarchie a` 2 e´tages avec 1 MA et 1
LA sur chaque grappe de machines, etc.
1GRUDU :Grid’5000 Reservation Utility for Deployment Usage
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Figure 4.5 – XmlGoDIETGenerator : outils de ge´ne´ration de configuration
GoDIET.
Enfin, ces expe´riences ont permis de de´limiter certaines fonctionnalite´s
de l’intergiciel DIET, et de mettre en avant sa capacite´ a` passer a` l’e´chelle
d’une grille posse´dant plus de 1000 processeurs. Il est certain que ces expe´-
riences contribuent au renforcement de l’image de DIET comme un intergiciel
modulaire et le´ger capable de s’adapter a` l’environnement d’une grille.
4.2.2 Outil de surveillance pour une application distri-
bue´e
Comprendre le comportement d’une application distribue´e est un pro-
ble`me difficile. Les grilles de calcul ajoutent un niveau de difficulte´ supple´-
mentaire lorsque les applications distribue´es sont re´parties sur un ensemble
d’ordinateurs dans des domaines administratifs disparates. Les de´veloppeurs
d’intergiciels pour les grilles tentent d’optimiser les performances des appli-
cations en tenant compte de ces proble`mes. Ils ont besoin d’un outil simple
pour surveiller et connaˆıtre le comportement de leur intergiciel.
Un syste`me complet de surveillance (LogService) a` la fois robuste et le´ger
a e´te´ de´veloppe´ afin de refle´ter le comportement d’une plate-forme hautement
distribue´e. Par la suite nous rappellerons comment le LogService a e´te´ inte´gre´
aux e´le´ments de la hie´rarchie DIET. Nous pre´senterons un mode`le du couˆt de
cette inte´gration et quelques re´sultats expe´rimentaux montrant les surcouˆts
engendre´s par le LogService sur la hie´rarchie DIET.
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Figure 4.6 – Les e´le´ments du LogService.
Le LogService et DIET
Comme de´crit dans la section 3.4.3, le LogService [14] est un syste`me de
surveillance. Il relaye les informations qui surviennent dans un environne-
ment distribue´. Ce service utilise la technologie CORBA et il s’interface avec
une application existante de´sirant mettre en place un syste`me d’information.
Chaque e´le´ment de l’application dont le de´veloppeur veut surveiller le com-
portement, se voit attacher un LogComponent qui relate les e´ve´nements a`
un composant centralise´ : le LogCentral. Celui-ci stocke, ou transmet l’infor-
mation aux LogTools. Les composants LogTools sont charge´s, quant a` eux,
d’interpre´ter les messages (figure 4.6).
Le Logservice de´finit et implante plusieurs fonctionnalite´s :
– un me´canisme de filtrage qui permet de re´duire le nombre de mes-
sages qui transitent par le re´seau. Chaque capteur (LogComponent)
n’envoie que les messages utiles et chaque outil d’analyse LogTool ne
rec¸oit que les messages dont il a la charge d’analyser.
– un me´canisme d’horodatage des e´ve`nements qui estampille les
messages graˆce a` l’horloge globale du LogCentral. Comme l’horloge sys-
te`me de chaque hoˆte peut eˆtre diffe´rente, le LogCentral mesure le de´-
calage et corrige la date des messages qu’il rec¸oit avant de les retrans-
mettre.
– une mise en attente des messages. Les LogComponents peuvent
introduire un de´lai avant de retransmettre les messages vers le Log-
Central.
– un re´ordonnancement des messages. Le LogCentral dispose lui
aussi d’un me´canisme de mise en attente des messages rec¸us des Log-
Components avant de les retransmettre aux LogTools. Cette mise en
attente peut lui permettre de remettre les messages dans l’ordre chro-
nologique avant de les retransmettre.
– la surveillance des e´le´ments. Chaque LogComponent peut se
connecter et disparaˆıtre au cours du temps. L’e´tat du syste`me est en
permanence surveille´ par le LogCentral qui ve´rifie la pre´sence des Log-
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Components de´clare´s.
– diffe´rents type de messages. Par de´faut le LogService de´finit 2 types
de messages :
Les messages dits volatils : ce sont tous les messages rec¸us par le
LogCentral. Afin de ne pas encombrer la me´moire du LogCentral,
aucun de ces messages n’est stocke´. Ils sont transmis uniquement
aux LogTools, libre a` eux de les interpre´ter et de les stocker.
Les messages dits permanents : ce sont les messages que le LogCentral
doit garder en me´moire afin de les transmettre a` chaque nouveau
LogTool. Par de´faut l’enregistrement d’un nouveau LogComponent
est un message permanent.
L’inte´gration du LogService dans l’architecture DIET est de´crite dans le
chapitre 3. Elle permet de suivre l’activite´ des e´le´ments de la hie´rarchie en
fonction des e´ve´nements qui surviennent.
Nous avons de´crit le fonctionnement de´taille´ de DIET (cf. section 3.4.2).
Sche´matiquement, il y a deux e´tapes principales lorsqu’un client appelle un
service DIET : la recherche du service par les agents (mode´lise´e par une
findRequest) et l’invocation du service (SolveRequest). Une requeˆte DIE-
TResquest est donc la concate´nation des deux requeˆtes pre´ce´dentes. Enfin,
un dernier objet, nomme´ DIETLogEvent, caracte´rise un message/e´ve´nement
atomique dans l’environnement. Les messages DIETLogEvent sont se´pare´s
en deux cate´gories : des messages d’e´tat et de configuration et des mes-
sages d’activite´ et d’information. Voici la liste des messages regroupe´s en
fonction des deux cate´gories :
◦ messages de configuration de la plate-forme DIET :
– in : arrive´e d’un nouvel e´le´ment de la hie´rarchie DIET, cela peut eˆtre
un MA, MADAG, LA ou un SeD ;
– out : arreˆt ou de´part d’un e´le´ment. Ce message n’est pas force´ment
envoye´ par l’e´le´ment, cependant LogCentral le ge´ne`re automatiquement
si l’e´le´ment ne re´pond plus ;
– add service : ajout d’un service dans la hie´rarchie.
◦ messages d’activite´s et d’information :
– ask for sed : demande d’un SeD par un client pour exe´cuter un ser-
vice ;
– sed chosen : re´ponse des agents a` la demande d’un client ;
– begin solve : de´but de l’invocation d’un service sur un SeD ;
– end solve : fin de l’invocation d’un service sur un SeD ;
– data stored : de´claration d’une donne´e persistante dans la hie´rarchie
– data released : destruction d’une donne´e persistante dans la hie´rar-
chie.
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– data transfer begin : de´but d’un transfert d’une donne´e persistante
entre SeD ;
– data transfer end : fin du transfert d’une donne´e persistante ;
– juxmem data store : de´claration d’une donne´e dans le syste`me Jux-
Mem2 ;
– juxmem data use : utilisation d’une donne´e issue du syste`me Jux-
Mem ;
– dag : de´claration de l’exe´cution d’un graphe de taˆches par le MADAG.
En plus de l’inte´gration des DIETLogComponents a` chaque e´le´ment
DIET, il existe aussi un DIETLogTool qui permet d’enregistrer dans un fi-
chier l’activite´ de la hie´rarchie. Ce fichier peut alors eˆtre analyse´ par un outil
graphique VizDIET, ou traite´ inde´pendamment. VizDIET peut aussi direc-
tement se connecter a` LogCentral, afin d’avoir un rendu de l’activite´ en temps
re´el.
Mode´lisation du nombre de messages et expe´riences
Nous avons mode´lise´, avec une formule, le nombre de messages ge´ne´re´s par
le syste`me de surveillance LogService mis en place dans DIET.
Soit Nblog(reqserv) le nombre de requeˆtes pour un service serv, Nbact est le
nombre de messages correspondant a` des messages d’activite´ dans la plate-
forme, NbSeD est le nombre de SeD, NbSeD(serv) est le nombre de SeD
exe´cutant le service serv, Nbact(serv) est le nombre de messages d’activite´
pour le service serv et Nbagent(serv) est le nombre d’agents qui posse`dent un
SeD exe´cutant le service serv dans son sous-arbre. Enfin reqserv le nombre
de requeˆtes pour le service serv. On a alors :
Nblog(reqserv) = Nbdesc + reqserv.Nbact








Nbact(serv) = 2.(Nbagent(serv) + 1)
Cette formule se simplifie si l’on conside`re maintenant que la plate-forme n’a
qu’un seul service par SeD et que tous les SeD peuvent exe´cuter le service.
Nblog(req) = Nbdesc + req.Nbact
Nbdesc = NbAgent + 2.NbSeD
Nbact = 2.(NbAgent + 1)
2JuxMem [9] (Juxtaposed Memory)est un service de partage de donne´es sur la grille
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Conside´rons, dans le cas d’un service par SeD, Slog(req) la taille des mes-
sages envoye´s par les e´le´ments DIET au LogCentral en fonction du nombre
de requeˆtes req. Ces messages sont compose´s d’une partie descriptive Sdesc
(taille des messages de type descriptif) et d’une partie req.Sact proportion-
nelle au nombre de requeˆtes effectue´es par la plate-forme. Nous de´finissons
Sact comme la taille d’un message avertissant d’une activite´ dans la plate-
forme. Il est compose´ de Sask (taille des messages ask for sed), de Sf (la
partie fixe en taille du message sed chosen), de Ssi (la taille du message
contenant la liste trie´e des SeDs et les parame`tres ayant permis de les or-
donnancer), de
∑
agent(NbSeD(agent)) (la somme du nombre de SeDs situe´s
dans le sous arbre de chaque agent), et enfin de Ssolve (la taille du message
avertissant de la fin du calcul). Nous obtenons alors la formule suivante :
Slog(req) = Sdesc + req.Sact
Sdesc = S
node
desc .(NbAgent + 2.NbSeD)




Quelques expe´riences ont e´te´ re´alise´es afin d’e´valuer le passage a` l’e´chelle
de l’implantation du LogService dans DIET.
Expe´riences autour du LogService et DIET
Protocole d’e´valuation
La topologie qui maximise le nombre et la taille des messages envoye´s a`
LogCentral est un arbre « raˆteau3 » ou` le nombre d’agents est identique au
nombre de SeDs. Nous re´pe´tons 5 fois la meˆme expe´rience afin de pouvoir
faire une moyenne des re´sultats.
– 10 DIETlogTools connecte´s au LogCentral pour recevoir les messages.
– Un client fait une se´rie de 100 requeˆtes a` un service DGEMM (multi-
plication de matrice) qui est pre´sent sur chaque SeD.
– A` chaque expe´rience nous faisons varier le nombre d’e´le´ments dans la
hie´rarchie.
– 1 MA, 7 LAs, 8 SeDs, soit 16 LogComponents connecte´s au LogCen-
tral
– 1 MA, 15 LAs, 16 SeDs, soit 32 LogComponents connecte´s au Log-
Central
– 1 MA, 31 LAs, 32 SeDs, soit 64 LogComponents connecte´s au Log-
Central
3Un arbre raˆteau est une chaˆıne avec toutes les feuilles attache´es au dernier nœud
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Nb de nœuds Nbact min/log moy/log max/log e´cart type
16 1800 3e-06 s 5.33e-06 s 1.8e-05 s 1.29e-06 s
32 3400 3e-06 s 6.60e-06 s 3.1e-05 s 2.30e-06 s
64 6600 3e-06 s 8.81e-06 s 1.94e-04 s 4.75e-06 s
128 13000 4e-06 s 1.53e-05 s 5.33e-04 s 1.42e-05 s
Tableau 4.1 – Comportement de logCentral : 100 requeˆtes d’un client avec
des plates-formes de tailles diffe´rentes.
– 1 MA, 63 LAs, 64 SeDs, soit 128 LogComponents connecte´s au Log-
Central
– Nous utilisons 2 sites de la grille Grid’5000 pour cette expe´rience. Un
site est utilise´ pour le de´ploiement de la hie´rarchie DIET, et un autre
est re´serve´ pour le lancement du client et des DIETLogTools.
Les re´sultats des expe´riences sont pre´sente´s dans le tableau 4.1. Nous
pre´sentons, au niveau du LogCentral, les temps de traitement d’un message
rec¸u par un LogComponent avant de l’envoyer aux 10 DIETLogTool.
Logiquement, le temps de traitement augmente avec le nombre d’e´le´ments
dans la hie´rarchie, cependant, meˆme dans le pire des cas, il reste infe´rieur a`
0,5 ms, avec une moyenne de 0,1 ms. E´tant place´ dans la configuration qui
maximise le nombre de messages et la taille des messages envoye´s, on peut
raisonnablement penser que le LogService n’est pas un facteur limitant au
passage a` l’e´chelle de DIET.
Comme tous les syste`mes de surveillance et d’information pour les sys-
te`mes distribue´s [27, 97], le LogService introduit un surcouˆt aussi bien au
niveau du re´seau que sur les machines que nous surveillons. Nous nous pro-
posons d’e´valuer et de quantifier ce surcouˆt dans une configuration DIET
fixe´e afin de connaˆıtre l’impact de l’activation du LogService dans DIET.
Protocole d’e´valuation :
– la hie´rarchie DIET est constitue´e d’un MA et de 10 SeDs. Chaque SeD
exe´cute le service DGEMM;
– un seul DIETlogTool connecte´ au LogCentral pour recevoir les mes-
sages ;
– toutes les 20 secondes, deux nouveaux clients commencent a` soumettre
des requeˆtes. Les clients appellent le service DGEMM pour deux ma-
trices de petites tailles (10x10) et attendent le re´sultat avant de sou-
mettre a` nouveau un calcul ;
– deux se´ries d’expe´riences sont mene´es : une avec le LogService active´,
l’autre sans le LogService.
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La figure 4.7 montre les courbes moyennes sur 4 expe´riences avec et sans le
LogService actif. Nous e´valuons le de´bit de la hie´rarchie DIET en conside´rant




















Figure 4.7 – Comparaison du de´bit de la plate-forme DIET avec et sans le
LogService.
Le but de cette expe´rience n’e´tait pas de connaˆıtre les performances li-
mites de DIET, mais de comparer ses performances lorsque le LogService est
active´ ou non dans des conditions d’utilisation intense. La figure 4.7 montre
que le LogService n’affecte pas les performances de DIET et que le compor-
tement de la plate-forme est identique dans les deux cas. Il est important de
noter que le nombre de requeˆtes lors de cette expe´rience e´tait colossal : 256
838 requeˆtes en moyenne pour chaque expe´rience.
De plus graˆce a` la formule donne´e pre´ce´demment, nous pouvons ve´rifier
avec pre´cision qu’aucun des 1 030 825 logEvents n’a e´te´ perdu au cours des
expe´riences.
4.3 D’une grille de´die´e vers une grille de vo-
lontaires
Dans cette section, nous allons de´crire tout le travail pre´paratif qui a pre´-
ce´de´ le lancement de la premie`re phase de calcul du projet HCMD de´crit dans
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le chapitre 2. Nous de´crirons d’abord l’application d’amarrage mole´culaire :
MAXDo, puis la me´thode d’e´valuation du programme MAXDo sur la grille
de recherche Grid’5000. Enfin nous exposerons les travaux pre´paratifs pour le
lancement et le de´roulement des calculs sur la grille World Community Grid.
4.3.1 L’application : MAXDo
Le programme MAXDo est un programme d’amarrage mole´culaire de´-
veloppe´ par Sophie Sacquin-Mora et al. [81] pour l’e´tude des interactions
mole´culaires. Son but est de trouver la meilleur fac¸on d’apparier deux pro-
te´ines (p1, p2) pour former un complexe prote´ique. La qualite´ d’une inter-
action prote´ine-prote´ine est e´value´e par le calcul de l’e´nergie d’interaction
(exprime´e en kcal.mol−1), qui est la somme de deux contributions :
– Elj l’e´nergie potentielle de Le´onard-Jones [65] qui refle`te les proprie´te´s
physico-chimiques des diffe´rents acides amine´s de la prote´ine.
– Eelec l’e´nergie e´lectrostatique qui de´pend de la charge e´lectrique des
prote´ines.
Plus l’e´nergie d’interaction est ne´gative, plus l’interaction entre les deux pro-
te´ines est forte. Le programme MAXDo utilise un mode`le re´duit des ma-
cromole´cules en interaction, associe´ a` un champ de force simplifie´ de´veloppe´
par M. Zacharia [117]. Les deux prote´ines (p1, p2) sont observe´es dans un
re´fe´rentiel en 3 dimensions. La prote´ine p1 appele´e re´cepteur est fixe tandis
que l’autre p2 appele´e ligand est mobile. Les deux mole´cules sont rigides et
la minimisation de l’e´nergie d’interaction est calcule´e suivant les 6 degre´s de
liberte´ du ligand p2 par rapport au re´fe´rentiel de la prote´ine fixe p1.
L’Algorithme 1 utilise´ dans MAXDo a e´te´ spe´cialement adapte´ de manie`re
a` rendre les calculs divisibles. L’ide´e est de de´couper l’espace d’exploration
des degre´s de liberte´ du ligand par rapport au re´cepteur de manie`re a` rendre
les calculs d’e´nergie d’interaction inde´pendants entre eux.
Dans le programme MAXDo, les degre´s de liberte´ du ligand sont conden-
se´s en deux parame`tres :
– le point de se´paration (x, y, z) du ligand p2 que l’on notera isep
– l’orientation (α, β, γ) du ligand p2 que l’on notera irot
Plus formellement, l’e´nergie d’interaction totale Etot pour un couple de pro-
te´ines (p1, p2) est de´finie par :
Etot(isep, irot, p1, p2)
Ainsi, en faisant varier les parame`tres isep et irot de manie`re a` couvrir l’espace
autour de la prote´ine fixe p1 on obtient la carte de la surface e´nerge´tique
(figure 4.8) du re´cepteur pour un ligand donne´. Ce qui permet de localiser
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Figure 4.8 – Exemple de carte des e´nergies d’interaction obtenues apre`s le
docking entre 2 prote´ines.
les zones d’interaction favorables a` la surface du re´cepteur :
map(p1, p2) = {∀isep ∈ [1..Nsep(p1)], ∀irot ∈ [1..Nrot], Etot(isep, irot, p1, p2)}
Le nombre de points de se´paration Nsep(p1) pour obtenir la carte des e´nergies
est de´pendant de la prote´ine fixe p1. Ce nombre est directement lie´ a` la
forme et a` la taille du re´cepteur p1. Enfin si l’on cherche a` obtenir les cartes
d’e´nergies d’interactions pour un ensemble P de prote´ines, il faut calculer
l’ensemble des e´nergies d’interactions de´fini par :
∀(p1, p2) ∈ P
2, {∀isep ∈ [1..Nsep(p1)], ∀irot ∈ [1..Nrot], Etot(isep, irot, p1, p2)}
En pratique, le programme MAXDo effectue deux boucles faisant varier
le point de se´paration isep entre deux valeurs [Nsep1, Nsep2] et l’orientation
du ligand irot entre [Nrot1 , Nrot2 ] afin de de´terminer les e´nergies d’interaction
entre les deux prote´ines (p1, p2) mate´rialise´es par les zones sombres sur la
figure 4.8.
Le programme MAXDo appartient a` ces programmes que l’on appelle
commune´ment embarrassingly parallel, c’est a` dire qu’il se paralle´lise facile-
ment en taˆches inde´pendantes. Ainsi, ce programme tire pleinement profit
d’un environnement comportant un grand nombre de processeurs.
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Donne´es : (p1, p2), (Nsep1, Nsep2) ∈ [1..Nsep(p1)]
2,
(Nrot1 , Nrot2) ∈ [1..Nrot]
2
pour isep = Nsep1 .. Nsep2 faire
pour irot = Nrot1 .. Nrot2 faire
Etot(isep, irot, p1, p2)
fin
fin
Algorithme 1 : Boucles de MAXDo.
Avant de lancer le calcul sur l’ensemble des 168 prote´ines, une e´tude pre´-
liminaire [81] a e´te´ faite sur une base re´duite de 5 complexes prote´iques, soit
10 prote´ines distinctes. Cette e´tude a permis de de´montrer la validite´ scienti-
fique de cette approche. Elle a mis en e´vidence, en utilisant les ressources de
la grille De´crypthon, les besoins conside´rables en temps de calcul : environ 5
ans et 1 mois de temps processeur ont e´te´ consomme´s pour la phase d’e´tude
et la mise au point de MAXDo.
En conside´rant l’ensemble des couples (p1, p2) possibles pour un ensemble
de prote´ines P , le temps de calcul croit en fonction du carre´ du nombre de
prote´ines. Le passage d’un ensemble de 5 prote´ines a` 168 prote´ines repre´sente
au minimum 1128 fois plus de temps de calcul.
La premie`re e´tape du projet HCMD consiste a` obtenir les cartes e´nerge´-
tiques de 168 prote´ines issues d’une banque de donne´es [69] de re´fe´rence dont
les proprie´te´s sont connues. Les prote´ines de cette banque ont e´te´ choisies
car elles participent toutes a` au moins un complexe prote´ine-prote´ine iden-
tifie´. De plus, elles couvrent un large spectre de structures et de fonctions
prote´iques.
Dans le but de de´couper les calculs a` effectuer pour les 168 prote´ines,
nous avons e´value´ les proprie´te´s du programme MAXDo en fonction des
parame`tres d’entre´e. La suite du document de´crit la me´thode d’e´valuation
ainsi que les diffe´rentes proprie´te´s ressorties de cette e´valuation.
4.3.2 E´valuation de MAXDo sur la grille Grid’5000
Avant de pouvoir lancer les calculs d’amarrage mole´culaire sur les 168
prote´ines, nous avons e´value´ et ve´rifie´ quelques proprie´te´s du programme
informatique MAXDo. Comme nous l’avons de´crit dans la section 4.3.1, le
programme MAXDo prend en entre´e quatre parame`tres principaux contenus
dans trois fichiers :
– deux fichiers de´crivant les prote´ines (p1, p2) ;
– un fichier de parame`tres contenant l’intervalle [Nsep1, Nsep2] de point



































(b) line´arite´ en fonction de Nsep ;
Figure 4.9 – Line´arite´s du programme MAXDo.
de se´paration a` calculer et l’intervalle [Nrot1 , Nrot2 ] d’orientation a`
conside´rer. Ce fichier contient aussi tous les autres parame`tres du
programme, cependant seuls les intervalles cite´s auparavant nous
inte´ressent ici.
Par la suite nous noterons Nsep la diffe´rence Nsep2 − Nsep1 et Nrot la
diffe´rence Nrot2 −Nrot1 . Enfin nous appellerons ct(Nsep, Nrot, p1, p2) le temps
de calcul ne´cessaire pour calculer les e´nergies d’interaction du couple (p1, p2)
pour l’ensemble des point Nsep et d’orientation Nrot.
L’une des premie`res proprie´te´s que nous avons ve´rifie´es est la reproducti-
bilite´ des temps de calcul. Pour un jeu de parame`tres donne´s, le temps d’exe´-
cution est identique pour deux exe´cutions successives du programme sur les
meˆmes donne´es. Ce temps d’exe´cution est principalement de´pendant de la
vitesse du processeur, il utilise peu de me´moire. Il ne fait d’acce`s disque que
pour lire les fichiers d’entre´e et e´crire les re´sultats d’un calcul d’e´nergie. Un
calcul d’e´nergie correspond a` l’e´criture d’une ligne contenant 2 entiers (index
du point de se´paration et de l’orientation) et 9 flottants dans un fichier.
Ensuite, nous avons ve´rifie´ que le temps de calcul pour le programme
MAXDo est line´aire en fonction du nombre de points de se´paration Nsep pour
un couple (p1, p2) et un nombre Nrot d’orientation fixe´. Et, respectivement,
que le temps de calcul est line´aire en fonction du nombre d’orientation Nrot
pour un couple de prote´ines et un nombre de points de se´paration fixe´. Les
deux courbes pre´sente´es dans la figure 4.9 montrent cette line´arite´. Pour vali-
der la line´arite´ des temps de calcul nous avons fait des tests sur un ensemble
de 200 couples de prote´ines (p1, p2) pris au hasard parmi les 168
2 couples
possibles. Sur cet ensemble, le coefficient de corre´lation line´aire e´tait com-
pris dans l’intervalle [0.992, 1] pour chacune des deux proprie´te´s. Les deux
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Figure 4.10 – Visualisation 3D de la matrice Mct des temps de calcul pour
l’ensemble des couples (p1, p2).
courbes de la figure 4.9 sont deux exemples parmi les 200 tests. En re´sume´,
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Soit p1, p2 et Nrot fixe´s
alors ∀ Nrot, ∃ a, b ∈ R,
tel que ct(Nsep, Nrot, p1, p2) = a× ct(1, Nrot, p1, p2) + b
3. Line´arite´ Nrot
Soit p1, p2 et Nsep fixe´s
alors ∀ Nsep, ∃ a, b ∈ R,
tel que ct(Nsep, Nrot, p1, p2) = a× ct(Nsep, 1, p1, p2) + b
Une fois ces trois proprie´te´s e´tablies et ve´rifie´es, nous avons cherche´ a` trouver
une fonction permettant de de´terminer le temps de calcul en fonction des
parame`tres du programme. Malheureusement, nous n’avons pas pu mettre
en e´vidence une telle fonction.
Cependant e´tant donne´ la line´arite´ en fonction de Nsep et Nrot pour
connaˆıtre les temps de calcul pour chaque couple de prote´ines, il suffit de
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moyenne 671 s 11 min 11 s
e´cart type 968,04 s 17 min 23 s
me´diane 384 s 6 min 24 s
min 6 s 6 s
max 46347 s 12 h 52 min 33 s
somme 18943323 s 219 j 6 h 2 min 3 s
Tableau 4.2 – Statistique des temps de calcul avec Nrot=21 et Nsep=1 pour
l’ensemble des 1682 couple de prote´ines possible.
lancer le programme MAXDo sur chaque couple de prote´ines possible pour
un nombre restreint de Nsep et Nrot. Ainsi nous obtenons une matrice nom-
me´e Mct qui de´finit le temps de calcul pour un couple de prote´ine (p1, p2)
et pour un nombre de points de se´paration et d’orientations fixe´s. Les deux
proprie´te´s de line´arite´ nous permettent d’obtenir les temps de calcul re´els
par simple multiplication. La courbe de la figure 4.10 illustre, sur un gra-
phique en trois dimensions, les temps de calcul contenus dans la matriceMct.
Nous avons e´tabli ces temps de calcul en fixant le nombre Nrot=7 et Nsep=1.
Une seule proprie´te´ est mise en e´vidence : plus la taille des 2 prote´ines est
importante, plus les temps de calcul sont e´leve´s, mais il y a des exceptions.
Le tableau 4.2 pre´sente les statistiques sur les valeurs contenues dans la
matrice. L’importance de l’e´cart-type et l’e´tendue des valeurs confirment la
dispersion e´leve´e des temps de calcul. Cependant 98 % des temps de calcul
pour Nrot=21 et Nsep=1 sont infe´rieurs a` 1 heure. Il est aussi important de
noter la quantite´ totale de temps processeur qu’il a e´te´ ne´cessaire pour obtenir
cette matrice Mct : 73 j 2 h 41 s. Nous avons utilise´ pour cela 640 processeurs
identiques (Opteron 246 @ 2 GHz) de la grille de recherche Grid’5000, ce
qui nous a permis d’obtenir l’ensemble de ces re´sultats en a` peine une demi-
journe´e.
Enfin le nombre de points de se´paration Nsep pour chaque prote´ine est
de´termine´ par un programme a` part qui prend en entre´e une prote´ine. Le
tableau 4.2 pre´sente les statistiques sur les valeurs de Nsep ne´cessaires pour
l’amarrage des 168 prote´ines. La figure 4.11 pre´sente l’histogramme des ef-
fectifs des prote´ines ayant un nombre Nsep compris entre 2 valeurs. 92% des
prote´ines ont moins de 3162 points de se´paration.
Le nombre d’orientations Nrot est un parame`tre qui a e´te´ de´termine´ lors
de l’e´tude pre´liminaire [81]. Les scientifiques ont fixe´ cette valeur a` Nrot=21,
ce qui correspond en re´alite´ a` 210 variations pour les trois degre´s de liberte´
(α, β, γ) du ligand, la prote´ine mobile.
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moyenne e´cart type me´diane min max somme
1753.17 1214.04 1430 301 9840 294533





























Histogramme des effectifs pour le paramètre Nsep
Nb protéine
Figure 4.11 – Histogramme des effectifs des prote´ines pour le parame`tres
Nsep.
Avec l’ensemble de ces donne´es : la matrice des temps de calcul, le tableau
donnant le nombre de points de se´paration Nsep(p) pour une prote´ine p et
le parame`tre Nrot fixe´ a` 21, nous sommes en mesure d’estimer le temps pro-
cesseur ne´cessaire a` l’amarrage mole´culaire croise´ des 168 prote´ines sur notre
processeur de re´fe´rence (Opteron 246 @ 2GHz). Cette quantite´ de calcul est




Nsep(p1)×Nrot × ctiter(p1, p2) (4.1)
CPUG5Ktotal repre´sente un peu plus de 1489 anne´es de temps
4 de calcul sur notre
processeur de re´fe´rence. En d’autres termes si nous espe´rions finir les calculs
en 2007 sur notre processeur de re´fe´rence, il aurait fallu lancer les calculs a`
l’e´poque ou` Thierry 1er, successeur de Clovis, e´tait roi de France.
4exactement 14 sie`cles 88 ans 237 jours 19 heures 45 minutes 54 secondes
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4.3.3 Pre´paration pour la grille d’internautes
Une fois la matrice des temps de calcul obtenue, il nous reste a` de´couper
les calculs en paquets de taˆches ou unite´s de travail : appele´s workunits.
D’apre`s la description que nous avons faite de l’application MAXDo, nous
pouvons jouer sur deux parame`tres : le nombre de points de se´paration Nsep
et le nombre d’orientations Nrot. Les besoins de la grille de volontaires World
Community Grid sont les suivants :
– la quantite´ de donne´es envoye´es aux internautes doit eˆtre faible (de
l’ordre de quelques Mo) ;
– la dure´e d’exe´cution totale d’une workunit doit eˆtre d’environ 10
heures ;
– la quantite´ de donne´es re´sultats d’une workunit doit eˆtre aussi de l’ordre
de quelques Mo.
Nous avons vu que le programme MAXDo ne´cessite trois fichiers : deux fi-
chiers au format pdb [13] qui de´crivent les structures 3D des prote´ines et
un fichier qui de´peint les parame`tres du programme (Nsep1,Nsep2,Nrot1 ,Nrot1 ,
etc). Le fichier contenant les re´sultats de´pendent du nombre de calculs ef-
fectue´s. Il contient une ligne pour un calcul d’e´nergie. C’est a` dire pour une
workunit contenant Nsep = Nsep2−Nsep2 points de se´paration et Nrot = Nrot2-
Nrot1 orientations, le fichier re´sultat contiendra Nsep×Nrot lignes de re´sultats
soit 132 octets pour chaque ligne.
Compte tenu de la distribution des temps de calcul (figure 4.10 et ta-
bleau 4.2), il est inutile de de´couper le nombre d’orientations fait lors d’un
calcul sauf e´ventuellement pour quelques prote´ines que nous pouvons traiter
a` part. Il suffit donc de de´terminer, pour un couple de prote´ines, le nombre
de points de se´paration a` calculer, le nombre d’orientations e´tant fixe´ a` 21.
Il n’y a pas de difficulte´s quant a` la taille des donne´es. En effet, les quantite´s
de donne´es en entre´e sont toujours faibles et les re´sultats produits sont direc-
tement lie´s au nombre de Nsep calcule´s. Pour donner un ordre de grandeur,
le calcul des e´nergies d’interaction, pour 2000 points de se´paration en consi-
de´rant 21 orientations diffe´rentes, donne un fichier de re´sultats d’une taille
de 5 Mo 294 Ko.
Ainsi le proble`me de pre´paration des workunits devient le suivant :
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Soit h la dure´e voulue d’une workunit, notons ct(p1, p2) la dure´e du calcul
pour effectuer 21 orientations et 1 point de se´paration :


















Ce parame`tre h est impose´ par l’e´quipe du World Community Grid. Elle
de´sire avoir un temps de calcul pour chaque workunit d’environ 10 heures.
A` titre de comparaison, dans l’e´tude mene´e par Kondo et al. [57] sur des
grilles volatiles d’entreprises, les auteurs trouvent que le temps moyen d’exe´-
cution disponible sur une machine est de 2,6 heures. Plusieurs justifications
expliquent le choix empirique de fixer h a` 10 heures :
– la premie`re explication technique vient des capacite´s des serveurs qui
distribuent les workunits et rec¸oivent les re´sultats. En allongeant les
temps de calcul envoye´s aux internautes, la charge des serveurs est
diminue´e. Une e´tude [8] montre qu’un serveur BOINC est capable de
servir un peu moins de 9 millions de taˆches par jour. Les serveurs du
World Community Grid seraient tout a` fait capables de supporter une
charge plus importante, mais cela permet d’assurer une certaine fiabilite´
au syste`me et une marge confortable pour la monte´e en charge. Ainsi,
le nombre total de workunit est diminue´.
– La deuxie`me explication est plus psychologique, ou humaine. Le fait
de fixer la dure´e d’un workunit a` 10 heures correspond a` une dure´e
suffisante pour qu’un internaute se rende compte que son ordinateur
travaille. Une dure´e trop faible donnerait l’impression subjective que le
travail donne´ n’est pas tre`s complique´, et donc peu important.
– Enfin cette valeur, permet aussi d’avoir une progression quasi quoti-
dienne du travail effectue´. Ainsi, les statistiques du site internet du
World Community Grid sont rafraˆıchies tous les jours.
En tenant compte de la valeur de ce parame`tre h les figures 4.12(a) et
4.12(b) montrent deux exemples de ge´ne´rations de workunits. Il existe beau-
coup de fac¸ons de de´couper le travail en paquets de taˆches. Nous avons utilise´
une heuristique qui permet de re´duire le nombre total de workunits en s’au-
torisant a` de´passer la valeur h donne´e en entre´e. Au final, c’est l’e´quipe du
World Community Grid qui a e´te´ seule maˆıtre de ce de´coupage.
D’une grille de´die´e vers une grille de volontaires 121
(a) h = 10 heures, Nb wu = 1 364 476 ;
(b) h = 4 heures, Nb wu = 3 599 937 ;
Figure 4.12 – Deux exemples de distributions des temps de calcul de worku-
nits.
Avant de pouvoir lancer les calculs sur la grille d’internautes, une dernie`re
modification a e´te´ apporte´e au programme MAXDo. Nous avons introduit
un me´canisme de reprise sur arreˆt, permettant de reprendre le calcul au plus
proche d’un point de sauvegarde. Concre`tement, nous avons ajoute´ la possi-
bilite´ a` MAXDo de pouvoir reprendre le calcul au dernier point de se´paration
calcule´. Si le programme est coupe´ au milieu des calculs d’e´nergies pour un
point de se´paration du ligand, le calcul reprendra a` ce point de se´paration.
Cependant les calculs de´ja` effectue´s (variation d’orientations) pour ce point
de se´paration seront perdus : nous ne sauvons les calculs qu’au bout des 21
orientations.
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Figure 4.13 – E´conomiseur d’e´cran du programme MAXDo.
Enfin, l’e´quipe du World Community Grid a ajoute´ une interface gra-
phique (figure 4.13) au programme MAXDo. Celle-ci montre les deux pro-
te´ines qui sont en cours d’analyse. Elle affiche, de plus, la valeur des e´nergies
calcule´es et la progression du calcul. Cette interface peut eˆtre affiche´e en tant
qu’e´conomiseur d’e´cran ou tout simplement lorsque le programme est actif.
A` ce stade, tout le travail pre´paratoire est effectue´. Nous sommes preˆts a`
lancer le projet sur la grille de volontaires du World Community Grid.
4.3.4 De´roulement des calculs sur la grille WCG
La phase de calcul pour le projet HCMD sur la grille de volontaires du
World Community Grid a commence´ le 19 De´cembre 2006. Elle s’est termine´e
le 11 juin 2007. L’ensemble des calculs d’amarrage mole´culaire croise´s entre
les 168 prote´ines a donc dure´ 26 semaines. Comme pre´vu, l’ensemble des
re´sultats constitue un peu moins de 128 Go de donne´es, soit plus de 1 milliard
39 millions calculs d’e´nergie d’interaction5.
Ve´rification des re´sultats
Durant la phase de calcul, les re´sultats e´taient envoye´s par l’e´quipe du
World Community Grid sur un serveur de donne´es du projet De´crypthon.
5exactement 1 039 112 424 = 294 533 x 168 x 21 d’e´nergie d’interaction calcule´es
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Nous validions les fichiers rec¸us chaque semaine afin de ve´rifier plusieurs
e´le´ments :
– le nombre de re´sultats pre´sents. Cette ve´rification est base´e sur le
nombre de lignes contenues dans chaque fichier re´sultat. Un fichier
correspond a` un nombre variable de Nsep. Nous ve´rifions alors que le
nombre de lignes d’un fichier re´sultat d’une workunit contenait exacte-
ment Nsep ×Nrot, Nsep et Nrot e´tant les parame`tres du workunit.
– La valeur des re´sultats de chaque ligne. Cette ve´rification est possible.
En effet, nous savons que les valeurs contenues dans les fichiers re´sultats
ont un intervalle de validite´. Ainsi 2 des 11 valeurs sont les index repre´-
sentant les points de se´paration et l’orientation du ligand par rapport
au re´cepteur. 3 des 9 autres correspondent aux angles (α, β, γ) d’orien-
tation du ligand. Les valeurs sont ne´cessairement comprises dans l’inter-
valle [−2π, 2π]. Enfin 3 des 6 dernie`res valeurs repre´sentent les e´nergies
de minimisation qui doivent eˆtre ne´gatives. Lorsque ces valeurs sont
nulles, le calcul de l’e´nergie d’interaction pour les parame`tres donne´s
est alors un e´chec.
Ces ve´rifications ont donne´ lieu a` une me´thode de ve´rification des fichiers
retourne´s par les internautes. Par de´faut, une des me´thodes [7] employe´e
par les grilles de volontaires, est la validation des re´sultats en effectuant des
calculs redondants sur la meˆme workunit. Tant que l’on n’obtient pas un
ensemble de re´sultats identiques (quorum) sur les meˆmes jeux de donne´es,
le calcul est refait. Cette me´thode est tre`s suˆre, en revanche, elle gaspille
beaucoup de ressources, au moins 2 fois plus que ne´cessaire. Elle vise princi-
palement a` rejeter les re´sultats qui ont pu eˆtre alte´re´s par un volontaire, ou
endommage´s lors d’un transfert ou d’une manipulation quelconque.
La validation du contenu des re´sultats permet d’envoyer une seule copie
d’une workunit, d’attendre le re´sultat, de le ve´rifier, et de le renvoyer s’il
ne correspond pas aux crite`res de validite´. Toutefois, apre`s avoir mis cette
me´thode de validation en place, il existait toujours des calculs redondants.
Pour chaque workunit est de´fini un temps d’attente maximum (timeout).
Au bout de ce temps, une nouvelle copie du meˆme workunit est envoye´e a`
un autre volontaire. Ne´anmoins, le re´sultat de la premie`re copie peut quand
meˆme eˆtre retourne´ apre`s ce timeout, ainsi un re´sultat supple´mentaire sera
comptabilise´.
Sur l’ensemble des calculs effectue´s sur la grille World Community Grid
le facteur de re´plication a e´te´ de 1,37. Ce qui veut dire que 73% des re´sultats
produits par la grille d’internautes e´taient utiles au projet. Nous obtenons
ce facteur en effectuant le rapport entre le nombre de re´sultats rec¸us par les
serveurs du World Community Grid (5 418 019) et le nombre de re´sultats
utiles (3 936 009) que nous avons rec¸us. Ce facteur est plutoˆt bon compa-
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(a) progression au 03/20/07; (b) progression au 04/11/07 ;
(c) progression au 05/02/07 ; (d) progression au 06/11/07 ;
Figure 4.14 – La progression du projet HCMD.
rativement au facteur ne´cessairement supe´rieur a` 2 obtenu avec la me´thode
classique [7] de ve´rification des re´sultats.
Progression des calculs
Chaque semaine de la phase de calcul, nous avions une re´union te´le´pho-
nique entre l’e´quipe du World Community Grid et les e´quipes du programme
De´crypthon pour nous assurer du bon de´roulement du projet et des calculs.
Lors de cette re´union l’e´quipe responsable de la grille d’internautes nous
fournissait les temps de calcul et le nombre total de re´sultats ge´ne´re´s par les
internautes. A` partir de ces donne´es, nous avons re´alise´ un graphique exhi-
bant l’avancement du projet. C’est aussi a` partir de ces informations que nous
avons de´duit le facteur de re´plication des calculs effectue´s par les volontaires.
La figure 4.14 contient quelques exemples de courbes de progression du
projet HCMD. En abscisse se trouve le pourcentage de prote´ines calcule´es, en
ordonne´e nous repre´sentons le pourcentage cumule´ des calculs effectue´s. Nous
avons construit ces courbes en faisant correspondre les temps de calcul de la
matrice Mct et les re´sultats envoye´s par l’e´quipe du World Community Grid.
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Cette progression e´tait aussi affiche´e sur un site internet 6 afin de permettre
aux volontaires de suivre le de´roulement des calculs.
Nous retrouvons sur ces courbes le caracte`re he´te´roge`ne des temps de
calcul ne´cessaires pour l’amarrage mole´culaire d’une prote´ine avec toutes les
autres. Nous remarquons, de plus, que l’e´quipe du World Community Grid a
choisi de de´buter par les prote´ines demandant le moins de calcul. Ce choix a
permis de ve´rifier rapidement les calculs qui ne couˆtaient pas trop « cher »,
en outre, les calculs redondants issus de la me´thode classique de ve´rification
n’ont pas e´te´ faits sur des prote´ines trop couˆteuses (en temps de calcul). En
contre partie, meˆme si, au de´but, nous observions une progression assez rapide
en nombre de prote´ines calcule´es, a` la fin, la progression e´tait beaucoup plus
lente. Ainsi au 2 mai 2007 il restait a` peine 15 % des prote´ines a` calculer, ce
qui repre´sentait pourtant encore 50 % du temps processeur total ne´cessaire.
4.3.5 Analyse des re´sultats de la phase I du projet
HCMD
A` l’issue de la phase de calcul du projet HCMD sur le World Community
Grid, plus de 128 Go de donne´es ont e´te´ ge´ne´re´es. L’ensemble de ces donne´es
repre´sente les calculs d’e´nergies d’interaction entre 2 couples de prote´ines
parmi les 168 prote´ines de la base.
Ces donne´es ont e´te´ calcule´es par les internautes. Le premier travail consis-
tait a` recombiner les fichiers afin de masquer le de´coupage. En effet, nous
l’avons de´crit pre´ce´demment, celui-ci avait e´te´ ne´cessaire pour donner des
workunits de 10 heures aux internautes. Nous sommes donc passe´s de 3 936
009 a` 28224 fichiers re´sultats. Chaque fichier contenant Nsep(p1)×Nrot lignes.
Parmi les re´sultats obtenus, seule l’e´nergie minimum, pour l’ensemble des 21
orientations de la prote´ine, est inte´ressante pour les scientifiques. Les fichiers
ont donc encore e´te´ manipule´s dans le but de filtrer uniquement les e´nergies
minimum pour un point de se´paration donne´. Ce filtrage a` permis de diviser
par 21 le nombre de lignes dans chaque fichier.
Nous avons donc de´sormais un ensemble de fichiers pour les 168 prote´ines
contenant Nsep(p1) lignes chacun. Les re´sultats sont pre´sents sous la forme
de 168 dossiers (archives), un dossier par prote´ine contenant l’ensemble des
168 calculs d’e´nergie d’interaction avec les 168 autres prote´ines.
Cette simple manipulation de fichiers et de filtrage du contenu a e´te´ ef-
fectue´e en meˆme temps que la ve´rification des donne´es que nous effectuions
lorsque les re´sultats nous e´taient retourne´s par l’e´quipe du World Community
6http://graal.ens-lyon.fr/~rbolze/hcmd.html
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Grid. Au final, la quantite´ de donne´es utile pour les scientifiques repre´sente
6 Go 59 Mo, re´partie sur un total de 1682 (28224) fichiers.
Une fois cette e´tape importante re´alise´e, graˆce a` la grille World Commu-
nity Grid, il reste a` faire l’analyse des re´sultats. Cette e´tape, bien que moins
gourmande en temps de calcul, consiste a` produire les cartes d’e´nergie d’in-
teraction, a` re´colter des donne´es statistiques sur les e´nergies et a` de´terminer
les re´sidus situe´s aux interfaces prote´iques pour chaque prote´ine. Ces calculs
ont besoin de toutes les donne´es issues de la minimisation d’e´nergie d’interac-
tion pour un couple de prote´ines (p1, p2). De plus, ces analyses ge´ne`rent une
grande quantite´ de donne´es, incompatibles avec les contraintes d’une grille
de volontaires. Nous ne pouvions donc pas l’effectuer sur les machines des
internautes.
Nous avons donc re´alise´ cette e´tape d’analyse pour les 168 prote´ines, sur
la grille de´die´e De´crypthon, plus adapte´e a` des calculs longs qui manipulent
une quantite´ importante de donne´es. Au final pendant un mois de calcul sur
la grille de´die´e De´crypthon, l’analyse a ge´ne´re´ plus de 406 Go de donne´es non
compresse´es et a consomme´ pre`s d’un an et demi 7 de temps processeur. Sur
les 168 analyses, la dure´e moyenne d’analyse e´tait de 2 jours et 21 heures,
avec un maximum de presque 25 jours et un minimum a` un peu moins de 7
heures, l’e´cart type e´tant de 3,3 jours.
4.4 Comparaison de deux types de grilles
Le site web du World Community Grid indique qu’un total de plus de
80 sie`cles8 de temps processeur a e´te´ consomme´ par l’ensemble des calculs
du projet HCMD. Cette quantite´ note´e CPUWCGtotal est 5,43 fois plus grande
que la valeur CPUG5Ktotal que nous avons estime´e sur le processeur de re´fe´rence
(Opteron 246 @ 2 GHz) de la plate-forme Grid’5000. Ce total comptabilise
e´galement les calculs redondants. Si nous prenons en compte le facteur de




Le rapport ainsi trouve´ peut eˆtre confirme´ en examinant le de´coupage
qui a e´te´ fait pour les calculs envoye´s aux internautes. Comme nous l’avons
e´crit dans la section 4.3.3, c’est l’e´quipe du World Community Grid qui a
de´cide´ du de´coupage des workunits en se basant sur les indications que nous
7exactement 1 a 121 j 18 h 16 min 36 s
8exactement 80 s 82 a 275 j 17 h 15 min 44 s
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Figure 4.15 – Distribution des temps de calcul des workunits ayant effective-
ment e´te´ exe´cute´s sur les machines des volontaires.
leur avions donne´es et sur la matriceMct. A` partir des fichiers re´sultats rec¸us
nous avons reconstruit ce de´coupage. La figure 4.15 montre la distribution
des temps de calcul des workunits en utilisant la matrice Mct. Le nombre
total de workunits est de 3 936 009. Le temps d’exe´cution moyen (toujours
en utilisant la matrice Mct) est de 3 h 18 min 47 s (soit 11927 s).
En prenant la somme des temps processeurs des internautes et le nombre
total de re´sultats produits, la moyenne des temps processeurs par re´sultat







Ces deux me´thodes de calcul corroborent le fait qu’il existe un facteur 4
entre les temps processeurs ne´cessaires sur la grille World Community Grid
et le temps processeur sur notre machine de re´fe´rence Opteron 246 @ 2GHz.
Nous appellons ce rapport : le ralentissement ou slowdown.
Explication du slowdown
Plusieurs arguments expliquent cette diffe´rence de performance entre la
grille World Community Grid et le temps estime´ sur le processeur de re´fe´rence
de Grid’5000.
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– Premie`rement, l’agent UD World Community Grid compte le temps
total actif du programme MAXDo. Ce temps est appele´ le wall clock
time. Il ne repre´sente pas exactement le temps que le processeur passe
sur l’application, mais le temps ou` l’application est active.
– Deuxie`mement, l’agent UD World Community Grid est configure´ pour
n’utiliser que 60% du temps processeur. Cette configuration ne peut eˆtre
change´e que si l’utilisateur te´le´charge un utilitaire spe´cial qui changera
la valeur par de´faut.
Ces deux faits a` eux seuls peuvent expliquer au moins 50% du facteur 4 de
ralentissement. Les 50% restant peuvent eˆtre explique´s par le caracte`re volatil
et non de´die´ des machines du World Community Grid. En effet, le volontaire
peut a` tout moment de´cider d’arreˆter sa machine ou tout simplement couper
l’agent du World Community Grid. Dans ce cas, l’application scientifique est
stoppe´e sans pre´avis, et elle sera relance´e par l’agent a` son dernier point de
sauvegarde (checkpoint).
Enfin, les machines des volontaires du World Community Grid sont en
moyenne moins rapides que le processeur de re´fe´rence que nous avons utilise´
pour l’e´valuation des temps de calcul. L’e´quipe du World Community Grid a
estime´ que le processeur moyen de la grille de volontaires pouvait eˆtre com-
pare´ a` un processeur @ 1,8 GHz au moment ou` le projet HCMD s’est exe´cute´
sur la grille. Il faut aussi ajouter que le binaire de l’application MAXDo n’a
pas e´te´ compile´ avec les meˆmes options d’optimisation agressives, entre la
version qui s’est exe´cute´e sur Grid’5000 et la version sur le World Commu-
nity Grid. Nous ne pouvions utiliser ces meˆmes options car certaines d’entre
elles tirent partie des instructions spe´cifiques des processeurs. Or le binaire
utilise´ dans l’agent UD World Community Grid est spe´cifique au syste`me,
mais pas au type de processeur. Il est donc indispensable d’avoir un binaire
compatible avec le plus grand nombre de processeurs.
Toutes ces raisons expliquent le facteur 4 d’augmentation du temps pro-
cesseur observe´ entre l’estimation sur le processeur de re´fe´rence Opteron 246
@ 2 GHz et le temps observe´ sur la grille World Community Grid. Cependant
ce rapport est largement compense´ par la quantite´ de processeurs disponibles,
qui s’inscrit sur des dure´es beaucoup plus longues. Il est, en l’e´tat, impossible
a` cause de re`gles e´videntes de partage, de mobiliser pendant plus de 2 jours
tout Grid’5000, d’autant plus que cette plate-forme n’est pas une grille de
production.
4.4.1 Processeurs virtuels a` plein temps
La grille World Community Grid est une grille de volontaires qui s’en-
registrent sur le site internet du meˆme nom. Actuellement la plate-forme
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Figure 4.16 – Temps total d’exe´cution quotidien depuis le de´but du World
Community Grid.
compte pre`s de 400 000 membres et plus d’un million de machines. Le site
internet du World Community Grid fournit des statistiques quotidiennes sur
la dure´e d’exe´cution totale, le nombre de points ge´ne´re´s et le nombre de
re´sultats renvoye´s chaque jour. A` partir de ces donne´es, la courbe de la fi-
gure 4.16 montre les dure´es d’exe´cution totales quotidiennes du World Com-
munity Grid.
Afin de pouvoir comparer la grille World Community Grid avec d’autres
grilles, nous avons de´cide´ d’introduire la notion de processeur virtuel e´qui-
valent plein temps.
Nous de´finissons un processeur virtuel plein temps, note´ Pvfp, comme la
somme des temps processeurs ge´ne´re´s sur une pe´riode ramene´e a` la dure´e de
cette pe´riode. Cette de´finition re´pond a` la question suivante :
Combien faut-il de processeurs pour ge´ne´rer
∑
tCPU temps pro-
cesseur sur une dure´e T ?
Nous appelons cette quantite´ processeur virtuel e´quivalent plein temps car
elle ne repre´sente pas un processeur re´el mais le nombre de processeurs mi-
nimum qu’il est ne´cessaire d’avoir pour ge´ne´rer
∑
tCPU pendant une dure´e
T . Ces processeurs ne sont pas force´ment identiques, il n’ont pas la meˆme
puissance et ils n’ont pas ne´cessairement travaille´ pendant toute le dure´e T .
Nous connaissons uniquement le temps consacre´ a` la grille World Commu-
nity Grid au cours de la pe´riode T . Ainsi, par exemple, si un sie`cle de temps
d’exe´cution a e´te´ ge´ne´re´ durant 1 jour, cela veut dire qu’il a fallu au moins
36 500 Pvfp pour le produire.
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Figure 4.17 – Nombre de processeurs virtuels e´quivalent plein temps depuis
le de´but du World Community Grid.
A` partir de la de´finition de processeur virtuel e´quivalent plein temps, la
figure 4.17 donne le nombre de Pvfp qui travaillent chaque jour pour la grille
World Community Grid.
Le nombre de processeurs virtuels e´quivalent plein temps est en augmen-
tation depuis le de´but de la grille World Community Grid. Au cours de cette
anne´e 2008 le nombre moyen est de 75 239, avec un e´cart type de 5 963, un
minimum de 56 463 et un maximum de 94 287.
Concentrons nous maintenant sur la pe´riode entre le 19 De´cembre 2006 et
le 11 Juin 2007 pendant laquelle les calculs du projet HCMD ont e´te´ effectue´s.
Au cours de la phase de calcul, nous avions un rapport hebdomadaire sur
la quantite´ de temps processeur consacre´ au projet HCMD. La figure 4.18
montre les processeurs virtuels e´quivalent plein temps de´die´s au projet HCMD
(courbe Pvfp HCMD) et les Pvfp totaux du World Community Grid. Une
troisie`me courbe (Pvfp HCMD utile) trace uniquement les Pvfp ayant e´te´
utiles au projet HCMD, c’est a` dire qui n’ont pas fait un calcul redondant.
5 pe´riodes peuvent eˆtre distingue´es :
A - quasiment aucun Pvfp ne participe au projet HCMD. Durant cette
pe´riode, la priorite´ par rapport aux autres projets e´tait tre`s faible,
moins de 1 % des calculs re´alise´s e´taient consacre´s au projet HCMD ;
B - la priorite´ des calculs du projet HCMD change progressivement, la
proportion des Pvfp attribue´e au projet HCMD augmente ;
C - la priorite´ du projet HCMD reste inchange´e, le nombre de Pvfp suit
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Figure 4.18 – Nombre de processeurs virtuels e´quivalent plein temps durant
la phase active du projet HCMD.
l’e´volution ge´ne´rale de la plate-forme World Community Grid. Durant
cette pe´riode 45 % des calculs effectue´s par la plate-forme e´taient des-
tine´s au projet HCMD ;
D - L’ensemble des workunits du projet HCMD a e´te´ dispatche´ aux vo-
lontaires, la proportion des Pvfp diminue ;
E - L’ensemble des re´sultats utiles a e´te´ rec¸u, cependant il y a encore
quelques re´sultats qui sont retourne´s. Ces re´sultats sont comptabilise´s
car il faut attribuer des points aux volontaires qui ont effectue´ ces
calculs, meˆme si nous savons qu’ils sont inutiles.
Pendant la pe´riode du 19 De´cembre 2006 au 5 juillet 2007
(A+B+C+D+E), le nombre moyen de Pvfp de la plate-forme World Com-
munity Grid entie`re e´tait de 57 551, l’e´cart type 8 662, le minimum de 30
343 et le maximum de 76 983. Durant cette meˆme pe´riode, le nombre moyen
de Pvfp consacre´ au projet HCMD e´tait de 15 006, l’e´cart type de 12 405, le
minimum de 52 et le maximum de 32 136.
Sur la pe´riode C (du 08-03-2007 au 31-05-2007 environ 3 mois), que l’on
qualifiera de pe´riode de pleine activite´, le nombre moyen de Pvfp de la plate-
forme World Community Grid entie`re e´tait de 59 911, l’e´cart type de 7 322,
le minimum de 46 421 et le maximum de 76 983. Durant cette meˆme pe´riode
le nombre moyen de Pvfp consacre´ au projet HCMD e´tait de 23 504, l’e´cart
type 7 415, le minimum 468 et le maximum 32 136.
Sans les deux longues pe´riodes A+B quasi inactives (un peu plus de 2
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Type de grille Total (A+B+C+D+E) Pleine activite´ (C)
World Community Grid 15 006 23 504
Grille de´die´e 2 764 4 328
Tableau 4.4 – Tableau d’e´quivalence entre le Pvfp de World Community Grid
et le processeur de re´fe´rence de la grille de´die´e Grid’5000 pour le projet
HCMD.
Type de grille anne´e 2008
World Community Grid 75 240
Grille de´die´e 13 856
Tableau 4.5 – Tableau d’e´quivalence entre le Pvfp moyen de World Com-
munity Grid et le processeur de re´fe´rence de la grille de´die´e Grid’5000 pour
l’anne´e 2008.
mois), la phase de calcul du projet HCMD aurait dure´ environ 3 mois. En
effet, nous pouvons estimer que l’ensemble des calculs faits pendant la pe´riode
A+B auraient pu eˆtre fait en une semaine dans la situation de la phase C.
Le tableau 4.4 met en relation le nombre de processeurs virtuels e´quivalent
plein temps de World Community Grid et le processeur de re´fe´rence de la
grille Grid’5000 graˆce au coefficient 5,43. Ici, nous prenons en compte le
facteur de ralentissement (≈ 4) et le coefficient de re´plication (1,37), car cette
re´plication est une caracte´ristique du mode de fonctionnement de la grille de
volontaires. La grille World Community Grid a donc permis de jouer un roˆle
e´quivalent a` la grille Grid’5000 sur une pe´riode conse´cutive de 6 mois (de´but
2007, Grid’5000 comptait environ 2500 processeurs). Et si l’on se restreint
a` la pe´riode de pleine activite´, il aurait fallu disposer d’une plate-forme 1,6
fois plus importante que Grid’5000 sur une dure´e de 3 mois pour pouvoir
effectuer les meˆmes calculs.
En e´tudiant le nombre moyen de processeurs virtuels e´quivalent plein
temps disponibles en permanence dans la plate-forme World Community
Grid pour l’anne´e 2008 ; le tableau 4.5 donne l’e´quivalence en appliquant
le facteur 5,43.
Plus pre´cise´ment, sur l’anne´e 2008, l’e´cart type est de 5 963, la valeur
maximale est de 94 287 et la valeur minimale est de 56 463.
Il est important de garder a` l’esprit que le facteur 5,43 n’est vrai que pour
la phase de calcul du projet HCMD qui a e´te´ faite entre le 19 De´cembre 2006
et le 5 Juillet 2007, il ne faut pas pour autant en faire une ve´rite´ absolue pour
toutes les grilles de type volontaire. Toutefois, nous pensons que ce facteur
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est inte´ressant et e´tablit pour la premie`re fois a` notre connaissance un point
de comparaison.
4.4.2 Pre´vision pour la phase II du projet HCMD
Comme nous l’avons pre´cise´ dans la description du projet HCMD (cha-
pitre 2), le projet ambitionne une deuxie`me phase de calcul sur un ensemble
de 4000 prote´ines.
Essayons de pre´voir le besoin de cette deuxie`me phase. Nous savons,
d’apre`s la description faite dans la section 4.3.1, que la quantite´ de calcul
augmente en fonction du carre´ du nombre de prote´ines. Supposons que l’en-
semble des 4000 prote´ines posse`de la meˆme distribution des temps de calcul
que les 168 prote´ines de la phase I. De plus, supposons que les nombres de
points de se´paration Nsep(recepteur) ont aussi la meˆme distribution. Alors
la quantite´ de calcul a` effectuer pour la phase II devrait eˆtre 566 fois plus
importante.
Tout l’enjeu de la phase I e´tait d’obtenir des informations sur une base
de 168 prote´ines connues, afin de de´velopper un algorithme pre´dictif (JET)
permettant d’e´liminer un ensemble de zones pour le calcul des e´nergies d’in-
teraction. Les scientifiques du projet HCMD espe`rent que la pre´diction per-
mettra de re´duire le nombre de calcul d’e´nergie d’interaction d’un facteur
100.
Avec les hypothe`ses pre´ce´dentes : distributions des temps de calcul et des
points de se´paration comparables et re´duction d’un facteur 100, la quantite´
de calcul de la phase II devrait eˆtre 5,66 fois plus importante que celle de la
phase I ( 4,000
2
1682∗100
). Il est alors inte´ressant de se poser la question :
Combien de temps faudra-t-il a` la plate-forme du World Commu-
nity Grid pour calculer la phase II de projet HCMD?
En faisant l’hypothe`se optimiste que la quantite´ de processeurs virtuels e´qui-
valent plein temps soit comparable aux pe´riodes (B+C+D) de la phase I, nous
pouvons espe´rer obtenir l’ensemble des re´sultats pour les 4000 prote´ines en
90 semaines, soit 1 an et 9 mois. Il est encore plus inte´ressant de se poser la
question :
Combien de participants faudrait-il au World Community Grid
pour eˆtre capable de faire l’ensemble des calculs de la phase II sur
une pe´riode donne´e ?
Dans un souci de simplification, nous raisonnerons sur une pe´riode fixe´e a` 10
mois (soit 40 semaines) et avec les statistiques actuelles de la grille World
Community Grid.
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Afin de re´pondre a` cette question, nous allons d’abord raisonner en terme
de processeur virtuel e´quivalent plein temps. Le temps processeur total pour la
phase II, (en prenant le facteur multiplicatif 5,66 et le temps total consomme´
par la phase I) devrait eˆtre de plus de 457,48 sie`cles. Ce qui est e´quivalent a`
59 730 processeurs virtuels e´quivalent plein pendant 10 mois.
Or, actuellement, le World Community Grid compte en moyenne 75 240
Pvfp pour 400 000 membres. Nous en de´duisons donc qu’il est ne´cessaire




De plus, nous savons que nous devrons partager ces processeurs avec au
moins 4 autres projets. Nous pouvons donc espe´rer avoir 20 % des Pvfp, soit
15 048 Pvfp.
Au final, si nous souhaitons que le projet HCMD phase II se de´roule
en 10 mois, il faudrait donc eˆtre en mesure d’apporter 240 000 (≈ (60000−
15000)×5.33membres supple´mentaires, qui seraient de´die´s au projet HCMD,
ou 1 200 000 (≈ (60000−15000)×5.33
20%
) nouveaux membres si ceux-ci ne calculent
pas exclusivement pour le projet HCMD.
Beaucoup d’hypothe`ses optimistes sont faites pour arriver a` ces nombres.
Au moment de cette estimation, nous ne connaissons pas encore l’ensemble
des 4000 prote´ines, nous ne pouvons donc pas ve´rifier les hypothe`ses sur les
distributions des temps de calcul et le nombre de points de se´paration. Ce
re´sultat de´pend aussi du facteur 100 d’ame´lioration apporte´ par l’algorithme
pre´dictif (JET). Enfin, tout le raisonnement repose aussi sur le facteur 5,43
d’e´quivalence entre un processeur de´die´ et un Pvfp. Bref, le lecteur aura com-
pris qu’il existe beaucoup de suppositions pour arriver a` ces estimations.
Ne´anmoins, elles permettent de prendre conscience des moyens qu’il faudra
mettre en œuvre pour la phase II.
4.5 Conclusion
Ce chapitre a e´te´ l’occasion de pre´senter un ensemble d’expe´riences me-
ne´es sur l’outil de recherche Grid’5000 qui a e´te´ mis en place par la commu-
naute´ scientifique franc¸aise. Nous nous sommes servis de cette plate-forme
pour valider les fonctionnalite´s et le passage a` l’e´chelle de l’intergiciel DIET.
Nous avons montre´ qu’une plate-forme DIET est capable d’adresser plus de
1100 processeurs re´partis sur la France tout en gardant des temps de re´-
ponse de l’ordre de la seconde. De plus, ces tests nous ont permis de re´ve´ler
et d’ame´liorer le fonctionnement de DIET. Ils ont aussi initie´ le de´veloppe-
ment d’outils facilitateurs (GRUDU, XmlGoDIETGenerator) d’expe´riences
dimensionnantes.
En outre, nous avons de´crit l’ensemble des e´tapes pre´paratoires au lan-
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cement d’une campagne de calcul qui a demande´ au total plus de 80 sie`cles
temps de calcul sur les machines des volontaires du World Community Grid.
A` partir du travail effectue´ lors de cette pre´paration nous avons propose´ une
e´tude de´taille´e et introduit le concept de processeur virtuel plein temps dans
le but de mieux appre´hender les grilles de volontaires. Ce concept a abouti
a` un point de comparaison entre une grille de´die´e et la grille de volontaires.
Enfin, nous avons propose´ une extrapolation permettant d’estimer les moyens
qu’il sera potentiellement ne´cessaire de mettre en place pour la seconde phase
de calcul du projet HCMD.
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Dans ce chapitre, nous nous proposons d’e´tudier le proble`me d’ordon-
nancement a` la vole´e de plusieurs applications de type graphe de taˆches sur
une grille de calcul a` processeurs he´te´roge`nes. Tout d’abord, nous commence-
rons par introduire le contexte de l’e´tude avec la pre´sentation des workflows
scientifiques, et la mode´lisation en graphe des applications et des plates-
formes de calcul. Nous exposerons les diffe´rentes heuristiques utilise´es classi-
quement pour re´soudre le proble`me d’ordonnancement d’un graphe de taˆches
sur un ensemble de processeurs he´te´roge`nes. Par la suite, nous pre´ciserons
le contexte original de l’e´tude qui semble a` notre connaissance relativement
peu e´tudie´.
Le travail pre´sente´ ici est motive´ par les applications issues du programme
De´crypthon. Nous de´crirons trois d’entre elles de fac¸on a` obtenir un graphe de
taˆches : c’est a` dire un ensemble de programmes, fonctions ou me´thodes qui
s’enchaˆınent pour fournir des re´sultats. Les sommets du graphe repre´sentent
les programmes de l’application, et ses areˆtes repre´sentent les de´pendances
entre ces programmes.
Nous proposerons plusieurs heuristiques permettant l’ordonnancement
dynamique de ces multiples applications sur une grille. Ces heuristiques per-
mettent la prise en compte d’une priorite´ inter-applications et peuvent rendre
l’exe´cution concurrente de celles-ci plus e´quitable. Nous de´voilerons l’archi-
tecture mise en place dans l’intergiciel DIET. Celle-ci s’articule autour d’un
agent central (MADAG) qui peut eˆtre duplique´, rendant l’architecture robuste
et passant a` l’e´chelle. Nous terminons par une se´rie d’expe´riences validant
l’architecture et illustrant le comportement des heuristiques propose´es sur
un sce´nario d’exe´cution. Nous montrerons les avantages et les faiblesses des
heuristiques.
Enfin, nous ouvrirons la discussion sur les perspectives de de´veloppement
offertes par l’architecture propose´e, et les travaux futurs qui pourront eˆtre
entrepris a` partir de celle-ci.
5.1 Introduction
Depuis quelques anne´es de´ja`, les technologies de grille offrent aux utili-
sateurs l’acce`s a` une multitude de services et de puissances de calcul pour
traiter des donne´es ou en ge´ne´rer de nouvelles. Ces perspectives ont donne´
un nouvel essor a` la mode´lisation des applications et des services qui s’appuie
sur l’utilisation des workflows (« flux de travail ») afin d’organiser l’utilisation
des applications ou des services disponibles sur une grille informatique.
De manie`re ge´ne´rale, un workflow se de´finit comme : l’organisation et
la formalisation de plusieurs taˆches pour de´crire une activite´. Les workflows
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sont utilise´s dans un nombre important de domaines. Il existe les workflows
de gestion de processus me´tier1, c’est a` dire l’organisation et la formalisa-
tion de plusieurs taˆches pour de´crire une activite´. Ils se nomment aussi or-
ganigrammes de processus ou logigrammes. Ainsi, dans une entreprise, les
processus me´tier se de´crivent par la de´pendance entre les activite´s :
– achat de produits : commande, paiement, livraison, etc ;
– prise de commandes : commande, livraison, paiement, etc ;
– cre´ation d’un produit : conception, re´alisation, commercialisation, etc ;
– gestion de documents : acquisition, classement, stockage, diffusion, etc ;
Cette sche´matisation de l’activite´ permet de rationaliser et d’identifier les
diffe´rentes e´tapes. Le traitement de l’information, et donc l’informatique,
rele`ve d’un workflow.
Le groupe workflow management coalition [48] propose la de´finition sui-
vante :
La gestion des workflows est l’automatisation des processus me´-
tiers ou « workflows », pendant laquelle les documents, l’informa-
tion ou les taˆches sont transmises d’un acteur a` un autre suivant
des re`gles et des proce´dures e´tablies.
Cette rationalisation n’est pas le propre de l’informatique, elle se retrouve
dans beaucoup de domaines. La mode´lisation est intimement lie´e a` la notion
d’ordonnancement des activite´s. En effet, une fois les processus de´finis et
sche´matise´s par un graphe, un ordre de traitement est e´tabli : il est naturel-
lement de´termine´ par le parcours du graphe suivant les areˆtes.
Une des premie`res me´thodes de suivi et d’organisation dans la gestion de
projets est la me´thode PERT2. Introduite dans les anne´es cinquante dans la
marine ame´ricaine, elle a permis de ge´rer la fabrication des missiles a` ogive
nucle´aire Polaris. Cette technique consiste a` mettre sous la forme d’un graphe
les de´pendances entre les activite´s d’un projet.
5.1.1 Les workflows scientifiques
En informatique, et plus particulie`rement dans le calcul scientifique, une
formalisation en graphe est aussi employe´e pour la mode´lisation d’applica-
tions venant de domaines aussi varie´s que les neurosciences, l’imagerie me´di-
cale, la physique des mole´cules, l’astronomie, ou encore la biologie cellulaire
et mole´culaire.
Nous de´signons ces applications par des workflows scientifiques. Elles sont
comme leurs homologues des processus me´tiers d’une entreprise ou la recette
1en anglais Business Process Management.
2l’acronyme de : Program (ou Project) Evaluation and Review Technique.
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de cuisine d’un grand chef, une succession d’e´tapes qui permet l’e´tude d’un
proble`me scientifique. Ce formalisme apporte plusieurs avance´es pour l’utili-
sateur, il permet d’exprimer un me´canisme complexe d’analyse par un gra-
phique simple, flexible et dynamique. Il de´crit les interactions et la logique
scientifique entre les diffe´rentes e´tapes. Lorsque ces workflows mettent en
action une succession d’applications informatiques, ils expriment aussi le pa-
ralle´lisme intrinse`que de l’exe´cution des taˆches qui seront exe´cute´es par une
ressource informatique (processeur).
Aussi, dans ce contexte, des domaines comme la bioinformatique s’orga-
nisent autour d’un portail internet collaboratif d’e´change et de publication
de workflows scientifiques [42] : myExperiment.org.
Il est important de noter qu’a` ce stade un workflow peut avoir des e´tapes
ite´ratives, c’est a` dire « refaire cette e´tape tant qu’on a pas le re´sultat voulu »,
ou des branches conditionnelles, c’est a` dire « faire ce traitement si telle
condition est re´alise´e », etc. Ainsi un langage de workflow s’apparente a` un
langage de programmation.
Le ge´nie logiciel a pousse´ ce formalisme en introduisant l’UML (langage de
mode´lisation unifie´) qui permet de de´crire graphiquement les donne´es et les
traitements effectue´s. Ce langage fournit au concepteur de logiciel un moyen
d’exprimer toutes les de´pendances, toutes les donne´es et tous les traitements
effectue´s dans un logiciel. Pas moins de 13 types de diagrammes diffe´rents
existent pour conceptualiser un logiciel. Cependant ce formalisme bien que
reconnu et standardise´ par l’OMG (Object Management Group) reste dans
le domaine du ge´nie logiciel et de l’inge´nierie. Il n’a pas encore sa place
dans les domaines des sciences utilisant les workflows scientifiques meˆme s’ils
ont aussi une vocation visuelle de de´roulement d’e´tapes, de me´thodologie et
d’algorithme de traitement.
5.1.2 Mode´lisation des applications
Une multitude d’applications informatiques se mode´lisent sous la forme
d’un graphe oriente´. La re´solution d’un syste`me line´aire Ax = b est un cas
d’e´cole. A est alors une matrice triangulaire infe´rieure inversible de taille
n×n, et b un vecteur a` n composantes. Il existe encore nombre d’applications
d’imagerie travaillant sur une image et utilisant plusieurs algorithmes (pro-
grammes) diffe´rents pour analyser, filtrer et de´composer l’image. Le meˆme
genre de de´composition est applique´ pour les workflows scientifiques. Nous
verrons par la suite la mode´lisation, sous la forme de graphe de taˆches, trois
des applications des projets du programme De´crypthon. L’application est
de´crite de manie`re a` obtenir un ensemble de programmes, fonctions ou me´-
thodes qui s’enchaˆınent pour fournir des re´sultats.
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A` ce stade, il est important de faire une distinction entre les diffe´rents
types de workflows que nous retrouvons dans la litte´rature. Tristan Glatard
propose dans sa the`se [40] une classification base´e sur le contenu du langage
d’expression d’un workflow :
– Fonctionnelle : la description de l’application est de haut niveau. Tous
les types d’ope´rateurs de composition sont disponibles : boucles, condi-
tions, etc. Les donne´es en entre´e des programmes ne sont pas force´ment
connues et, par exemple, le nombre d’ite´rations d’une boucle peut de´-
pendre du re´sultat d’un programme. Tous les langages de programma-
tion tombent dans cette cate´gorie.
– Services : comme la classe pre´ce´dente la description est de haut niveau,
cependant une information supple´mentaire est ajoute´e permettant de
de´finir la ressource qui exe´cutera le programme.
– Taˆches : la description de l’application est concre`te, toutes les ite´rations
et les conditions sont connues, il n’y a pas de boucles ni de conditions,
l’ensemble des ope´rations est connu.
– Exe´cutable : comme la classe pre´ce´dente, toutes les taˆches sont connues,
la ressource qui exe´cutera la taˆche est aussi de´signe´e.
Une cinquie`me classe d’expression d’un workflow est nomme´e « mode`le for-
mel ». Il permet de faire des analyses the´oriques sur la description et le
de´roulement de l’application. Nous repre´sentons les 4 classes d’expression
Figure 5.1 – Classification des workflows.
des workflows dans la figure 5.1. Il existe des ope´rations permettant de pas-
ser d’une classe a` l’autre. Ainsi nous appellons instanciation l’ope´ration qui
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consiste a` e´valuer chaque boucle, ope´ration de controˆle, valeurs de retour, etc,
afin de connaˆıtre le nombre de taˆches et les donne´es transfe´re´es. L’ope´ration
de spe´cification des ressources est nomme´e allocation. Un exemple de passage
entre les diffe´rentes classes de workflows est donne´ dans la figure 5.1
Ici, la mode´lisation sera restreinte a` des graphes acycliques dirige´s qui
peuvent eˆtre appele´s workflows concrets, ou aussi DAG (venant de l’anglais
Directed Acyclic Graph), ou simplement workflow par abus de langage.
Soit un graphe value´ G(T,D,w, c) ou` :
– l’ensemble T des sommets repre´sente les taˆches ;
– l’ensemble D des areˆtes repre´sente les de´pendances entre les taˆches.
– la fonction de couˆt/poids d’un sommet w : T → R, cette fonction
repre´sente la quantite´ de travail ne´cessaire pour la taˆche conside´re´e.
– la fonction de couˆt/poids associe´e a` une areˆte c : E → R, cette fonction
repre´sente le volume des donne´es transfe´re´es entre deux taˆches.
L’existence d’un lien di,j entre deux taˆches ti et tj traduit l’ordre partiel
qui existe entre elles, c’est a` dire que l’exe´cution de la taˆche tj ne peut
commencer avant que l’exe´cution de tj ne soit termine´e et que les donne´es
soient transmises. Une taˆche sans aucune areˆte entrante est appele´e taˆche
d’entre´e (t1), une taˆche sans aucune areˆte sortante est appele´e taˆche de sortie
(t3).
Cette mode´lisation met en e´vidence le paralle´lisme d’une application, ainsi
dans l’exemple de la figure 5.1 on voit qu’un maximum de 3 taˆches (t2, t2, t2)
peut eˆtre exe´cute´ en paralle`le apre`s l’exe´cution de t1.
5.1.3 Mode´lisation des ressources
Il existe plusieurs manie`res de de´finir les ressources d’une grille informa-
tique. De fac¸on ge´ne´rale, celles-ci sont aussi mode´lise´es a` l’aide d’un graphe
dirige´ value´ ou` les sommets repre´sentent les ressources de calcul et les areˆtes
le lien entre deux ressources.
Soit un ensemble de ressources R {ru, 1 ≤ u ≤ |R|} et un ensemble C
de connexions entre deux ressources ru and rv, cu,v la capacite´ de ce lien, la
forme du graphe ℘ = (R,C) repre´sente la topologie de la plate-forme.
Il existe une quantite´ ple´thorique de topologies : les chaˆınes line´aires, les
bus de communication, les anneaux, les e´toiles, les cliques, les arbres, les
hypercubes, les mailles ou filets, et des combinaisons mixtes des diffe´rentes
topologies e´nonce´es.
La figure 5.2 donne un certain nombre d’exemples de ces topologies. Elles
correspondent a` une re´alite´ mate´rielle d’implantation, par exemple le mo-
de`le bus de communication mode´lise le canal partage´ sur une carte me`re, la
topologie e´toile repre´sente des ordinateurs raccorde´s par un commutateur.
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Figure 5.2 – Exemple de topologies.
Une fois la topologie de la plate-forme de´finie, il faut de´finir ses liens. Ils
sont caracte´rise´s par une fonction de couˆt associe´e au transfert d’une donne´e.
Cette fonction peut eˆtre plus ou moins e´labore´e suivant le degre´ de re´alisme de
la mode´lisation. Elle de´pend du protocole qui est utilise´ dans le re´seau inter-
connectant les machines. Cette fonction de couˆt est le plus souvent base´e sur
la notion de bande passante qui de´note la vitesse de transfert d’une donne´e
et la notion de latence qui mode´lise le temps d’initialisation d’une commu-
nication. Nous de´finissons la manie`re de communiquer selon trois types de
mode`les de transfert :
– un port : une machine ne peut communiquer qu’avec une seule autre
machine ;
– multi-port : une machine peut communiquer avec plusieurs machines a`
la fois ;
– multi-port borne´ : une machine peut communiquer avec plusieurs ma-
chines a` la fois, la somme de toutes les communications ne peut pas
exce´der la bande passante totale de sortie ou d’entre´e.
Les mode`les de transferts peuvent eˆtre asyme´triques ou syme´triques, c’est a`
dire qu’une machine peut ne pas avoir les meˆmes caracte´ristiques selon que
l’on conside`re les communications entrantes ou sortantes (exemple : protocole
ADSL). Les liens d’une plate-forme peuvent eˆtre aussi tous homoge`nes, ou
diffe´rents (he´te´roge`nes) suivant chaque lien conside´re´.
Ensuite, il convient de caracte´riser les sommets du graphe de la plate-
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forme, c’est a` dire les ressources de calcul, par une fonction de couˆt. Celle-ci
se base sur la vitesse de calcul des processeurs, il serait e´galement possible de
la baser sur la quantite´ de me´moire. Comme pour les liens de communication,
on de´finit aussi un mode`le d’exe´cution d’une taˆche :
– monotaˆche (une seule taˆche a` la fois)
– partage´ : plusieurs taˆches en meˆme temps ;
– pre´emptif : une taˆche peut eˆtre commence´e puis arreˆte´e pour eˆtre rem-
place´e par une autre puis reprendre ;
– non-pre´emptif : une fois la taˆche commence´e on ne peut pas l’arreˆter
sans avoir a` la recommencer depuis le de´but.
Les ressources qui composent la plate-forme sont qualifie´es :
– homoge`nes : toutes les ressources sont identiques, elles ont toutes les
meˆmes caracte´ristiques.
– he´te´roge`nes uniformes : les ressources ont des caracte´ristiques diffe´-
rentes, mais il existe une relation entre les proprie´te´s des ressources.
Typiquement, ce processeur est deux fois moins rapide qu’un autre,
celui-ci est 1,5 fois plus rapide, etc.
– he´te´roge`nes non lie´es : les ressources ont des caracte´ristiques totalement
diffe´rentes qui de´pendent de la taˆche qui leur est attribue´e.
E´tant donne´ qu’il existe plusieurs caracte´ristiques pour une machine de calcul
(vitesse de calcul, me´moire, etc), il est possible d’imaginer, par exemple,
des combinaisons dans l’homoge´ne´ite´ et l’he´te´roge´ne´ite´ des vitesses et de la
me´moire.
Ce qu’il faut retenir Certaines recherches ont pour but de de´finir une
topologie et une fonction de couˆt re´aliste pour les communications entre
les machines [46, 55, 66], d’autres de´finissent un mode`le re´aliste d’exe´cution
[34, 113] pour la dure´e des taˆches sur une machine. Tous ces mode`les sont
complique´s, la plupart du temps dans les intergiciels de grille une abstraction
simplifie´e des ressources est employe´e :
Une topologie en clique virtuelle de ressources, c’est a` dire que toutes les
machines peuvent communiquer entre elles (graphe complet de ma-
chines). Cette topologie ne rend pas compte de l’implantation re´seau
sous-jacente, cependant elle relate bien l’e´tat de fait retrouve´ dans cer-
taines grilles ou` toutes les machines peuvent communiquer entre elles.
On utilise ensuite des fonctions de couˆt d’exe´cution et de communication :
homoge`ne, he´te´roge`ne uniforme et he´te´roge`ne non li´ee. Ici, nous consi-
de´rerons le cas ge´ne´ral he´te´roge`ne non lie´e. L’ide´e, dans les fonctions
de couˆt, sera de toujours rester au plus proche de la re´alite´, cepen-
dant, il est souvent difficile de reproduire et de pre´voir totalement une
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plate-forme grille tellement les couches logicielles et protocolaires sont
nombreuses et se superposent.
5.1.4 Ordonnancement et l’allocation de ressources
L’ordonnancement d’un graphe de taˆches sur une plate-forme de grille
pose la question de l’attribution d’une date de de´but et d’une allocation de
ressources pour l’exe´cution des taˆches qui composent le graphe. Cet ordon-
nancement doit respecter les contraintes de pre´ce´dence de´finies par les liens
dans le DAG. La difficulte´ dans le choix de la machine et dans l’ordonnance-
ment des taˆches re´side dans la prise en compte a` la fois des taˆches a` exe´cuter
et des transferts de donne´es entre les taˆches.
Le proble`me de de´cision associe´ au proble`me d’ordonnancement d’un
graphe de taˆches sur un ensemble fini de machines est NP-complet [37]. En
termes simples la the´orie de la complexite´ pour les proble`mes informatiques
de´finit la difficulte´ de trouver une solution qui satisfasse les contraintes pour
l’objectif fixe´. En particulier, la classe NP est comme la classe des proble`mes
dont on peut ve´rifier les solutions en temps raisonnable (polynomial en la
taille des donne´es). Parmi ceux-la`, on distingue les proble`mes NP-complet,
dont il est impossible de trouver la ou les solutions exactes autrement qu’en
les e´nume´rant et en les ve´rifiant toutes3. Une manie`re, plus informelle pour
de´finir la classe NP : c’est la classe des proble`mes pour lesquels les seuls al-
gorithmes connus de re´solution sont ceux ayant une complexite´ exponentielle
en la taille des donne´es.
Il existe un formalisme de classification des proble`mes dans le domaine
de l’ordonnancement des proble`mes d’atelier (en anglais job-shop, flow-shop,
Open-shop . . . ). L’ordonnancement d’atelier correspond au domaine qui s’in-
te´resse aux proble`mes d’optimisation des usines de confection de pie`ces ou
de construction. Cette classification, issue des ouvrages de re´fe´rence sur la
the´orie de l’ordonnancement [26, 54], et de l’article [45], introduit une nota-
tion a` trois parame`tres (α | β | γ). Ils de´crivent les instances du proble`me
d’ordonnancement.
– α de´crit les ressources du proble`me ;
– β de´crit les contraintes et les caracte´ristiques du syste`me ;
– γ de´crit l’objectif fixe´ dans les crite`res d’optimisation.
Nous renvoyons le lecteur inte´resse´ au livre de Peter Brucker [18] et au site
internet de l’auteur qui re´fe´rence les proble`mes e´tudie´s et les re´sultats sur la
complexite´ de leur re´solution.
En utilisant la notation (α |β |γ), le proble`me d’ordonnancement d’un
3sous re´serve que P 6= NP , mais laissons c¸a aux the´oriciens.
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graphe de taˆches sur une plate-forme grille he´te´roge`ne se note par (Qm
|prec, c |Cmax) ou (Rm |prec, c | Cmax) suivant les applications et les ordi-
nateurs. Dans ces deux notations prec exprime la contrainte de pre´ce´dence,
c exprime les contraintes de communication entre les taˆches, Cmax corres-
pond au crite`re d’optimisation recherche´, ici, la minimisation du temps de
terminaison de l’application (makespan). Enfin Qm et Rm repre´sentent res-
pectivement un ensemble de m machines uniforme´ment he´te´roge`nes et un
ensemble de m machines dont les temps d’exe´cution de´pendent des taˆches
exe´cute´es et de la machine se´lectionne´e.
Cette notation est peu employe´e dans la litte´rature traitant de l’ordon-
nancement dans les grilles de calcul. Elle est employe´e de manie`re spo-
radique dans les travaux sur l’ordonnancement d’une plate-forme maˆıtre-
esclave [62, 73]. En effet, la notation ne permet pas d’exprimer de manie`re
concise les contraintes sur la topologie de connexion entre les ressources et
le mode`le du transfert entre les ordinateurs. De plus, ce formalisme convient
d’avantage a` une e´tude the´orique pure, il est moins bien adapte´ aux mode`les
spe´cifiques utilise´s dans la communaute´ de l’ordonnancement des grilles in-
formatiques.
5.2 Les diffe´rentes heuristiques d’ordonnan-
cement
Pour re´soudre un proble`me d’ordonnancement NP-complet, des heuris-
tiques (ou intuitions) sont utilise´es, elles permettent de s’approcher d’une
solution acceptable en faisant certains choix. Il existe un nombre ple´thorique
d’heuristiques de´veloppe´es dans le domaine de l’ordonnancement de graphe
de taˆches incluant les me´thodes de branch and bound (se´paration et e´valua-
tion), programmation dynamique, algorithme ge´ne´tique. Nous pre´senterons
ici le principe de 4 classes [59] d’heuristiques d’ordonnancement de graphe
de taˆches et quelques re´fe´rences vers celles-ci :
– heuristique de liste ;
– heuristique de groupement de taˆches ;
– heuristique de duplication de taˆches ;
– me´ta-heuristique.
Il existe de nombreux articles [19, 20, 25, 114] destine´s au recensement des
heuristiques et a` leur comparaison. Elles sont souvent de´licates a` comparer car
elles n’ont pas force´ment e´te´ de´veloppe´es dans un cadre identique et peuvent
eˆtre spe´cialise´es pour un type d’application (topologie du DAG), pour un
type de plate-forme (topologie de plate-forme), etc.
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5.2.1 Les heuristiques de liste
Les heuristiques de liste maintiennent une liste de taˆches trie´es suivant
une priorite´. Ces heuristiques sont toutes base´es sur la succession des deux
e´tapes suivantes :
1. Prendre une taˆche parmi celles qui sont preˆtes et/ou pas encore al-
loue´es a` une machine. Une taˆche devient preˆte lorsque toutes les taˆches
parentes sont termine´es et les donne´es ne´cessaires aux calculs sont dis-
ponibles.
2. Se´lectionner une machine pour exe´cuter la taˆche et allouer celle-ci a` la
machine.
La premie`re e´tape est aussi nomme´e phase de prioritisation car elle permet
de faire un choix lorsqu’il existe plusieurs taˆches disponibles. La priorite´ at-
tribue´e aux taˆches permet de donner un ordre d’exe´cution. Cet ordre est de´ja`
induit par l’ordre partiel de´fini par la relation de pre´ce´dence qui se retrouve
avec une traverse´e topologique du graphe de taˆches. Deux types d’algorithmes
de listes se distinguent. Les heuristiques a` priorite´ statique : la priorite´ pour
la taˆche est e´tablie une fois pour toutes, et ne sera jamais remise en cause au
cours de l’heuristique. A` l’inverse, les heuristiques dynamiques re´e´valuent la
priorite´ d’une taˆche au fur et a` mesure de l’exe´cution du DAG. Il y a diffe´-
rentes fac¸ons d’e´tablir une priorite´ sur les taˆches. Les valeurs fre´quemment
utilise´es pour construire une me´trique de priorite´ sont :
– t-level : correspond a` la longueur d’un plus grand chemin depuis le
nœud d’entre´e jusqu’a` la taˆche conside´re´e ti. La longueur du chemin
e´tant de´finie par la somme des valuations des taˆches et des areˆtes en
excluant la valeur de la taˆche ti. Parfois, cette valeur est appele´e asap
4
car elle correspond a` la date de commencement au plus toˆt de la taˆche.
– b-level correspond a` la longueur d’un plus grand chemin depuis la taˆche
ti jusqu’au nœud de sortie.
– s-level correspond comme pour le b-level a` la longueur d’un plus grand
chemin jusqu’au nœud de sortie sans compter la valuation des areˆtes.
– alap5 correspond a` la diffe´rence entre la longueur d’un chemin critique
et la valeur du b-level du nœud conside´re´. C’est aussi la date « au plus
tard » de la taˆche.
A` partir de l’exemple de la figure 5.3, l’ensemble des valeurs t-level, b-level,
s-level et alap est donne´ dans le tableau 5.1.
La deuxie`me e´tape est la phase d’allocation. Il faut choisir le processeur
qui exe´cutera la taˆche se´lectionne´e a` l’e´tape pre´ce´dente. La` encore les crite`res
4As Soon As Possible
5As Late As Possible
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Figure 5.3 – Exemple d’un graphe de taˆches.
Nœeud b-level t-level s-level alap
t1 37 0 26 0
t2 21 5 17 16
t3 25 5 20 12
t4 32 5 22 5
t5 16 12 15 21
t6 18 19 12 19
t7 6 31 5 31
t8 3 34 3 34
Tableau 5.1 – Attributs correspondant a` l’exemple du DAG de la figure 5.3.
de choix sont nombreux. Les principaux re´pertorie´s [16] sont min-min, sufe-
rage, max-min, mct6, srpt7, lrpt8, etc. A` ce stade, il faut allouer une taˆche
sur une plate-forme he´te´roge`ne, compte tenu des choix faits auparavant.
Les heuristiques de liste sont, la plupart du temps, utilise´es car une garan-
tie sur la qualite´ de l’ordonnancement a e´te´ de´montre´e. En effet, dans le cas
des processeurs homoge`nes, et sans conside´rer les communications entre les
6Minimum Completion Time
7Shortest Remaining Processing Time
8Longest Remaining Processing Time
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taˆches du DAG, les travaux de Graham [44] montrent que toute heuristique
de liste obtient un ordonnancement dont la dure´e totale d’exe´cution est, au
pire, a` 50 % de l’ordonnancement optimal (que l’on ne connaˆıt pas). On parle
de rapport de compe´titivite´, il est exactement e´gal a` 2− 1
p
avec p le nombre
de processeurs homoge`nes disponibles.
Dans le cas he´te´roge`ne, en conside´rant les temps de communication, cette
garantie ne tient plus, mais l’on obtient ne´anmoins de bonnes performances
et plusieurs articles l’ont ve´rifie´ par simulation [12, 19].
E´tant donne´ que les processeurs de la plate-forme vise´e sont he´te´roge`nes,
cela n’a pas vraiment de sens de conside´rer la valuation donne´e dans les
taˆches du graphe. Ge´ne´ralement cette valeur est remplace´e par la moyenne
des temps d’exe´cution sur tous les processeurs de la plate-forme. Une multi-
tude d’heuristiques de liste ont e´te´ propose´es, pour en citer les principales :
Heterogeneous Earliest Finish Time (HEFT) [110, 111], Critical Path on
Processor (CPOP) [110, 111], Levelized Min-Time (LMT) [50], Generalized
Dynamic Level (GDL) [87], Iso-Level Heterogeneous Allocation (ILHA) [12],
SDC [86]. Par la suite, nous de´taillerons en particulier l’heuristique HEFT
qui est l’heuristique a` partir de laquelle nous avons conc¸u les heuristiques
que nous proposerons.
5.2.2 Groupement de taˆches
Figure 5.4 – Exemple1 de groupement de taˆches.
Les heuristiques de groupement de taˆches (clustering algorithms) reposent
sur l’ide´e de regrouper des taˆches ensemble dans le but de supprimer les com-
munications trop couˆteuses. Les algorithmes fonctionnent en deux phases :
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– la premie`re phase groupe les taˆches du DAG. Le groupement est effectue´
par une succession d’e´tapes de raffinement sans retour en arrie`re : une
fois les taˆches groupe´es, le groupement d’une e´tape pre´ce´dente n’est
pas remis en cause. Une me´thode classique consistera a` rassembler deux
taˆches qui s’e´changent une grande quantite´ de donne´es (i.e. la valuation
de l’areˆte est grande). Cette phase permet d’obtenir un nouveau DAG
dont les nœuds repre´sentent cette fois un groupement de taˆches.
– la deuxie`me phase consiste a` trouver un ordonnancement et une allo-
cation sur un processeur pour les groupes de taˆches construits a` l’e´tape
pre´ce´dente. Ainsi, aucune communication inter-machine ne sera faite au
sein d’un groupe puisque qu’elles seront toutes exe´cute´es par la meˆme
machine.
Figure 5.5 – Exemple2 de groupement de taˆches.
Le principe de ces heuristiques repose donc sur la diminution du nombre
de sommets dans le DAG en formant des groupes. On parle de re´duction de
la granularite´ du graphe de taˆches. Ce genre de technique est utilise´ lorsque
le nombre de taˆches dans le DAG est important, et lorsque l’on de´sire re´duire
le volume de donne´es e´change´es entre les processeurs. Cela permet de plus de
diminuer la complexite´ lors de l’ordonnancement des taˆches sur les machines.
Les figures 5.4 et 5.5 montrent deux exemples ou` les taˆches ont e´te´ groupe´es
avec deux strate´gies diffe´rentes. La` encore la litte´rature est abondante, elle
est toutefois souvent restreinte au cas homoge`ne [39, 56]. Parmi les heuris-
tiques les plus souvent cite´es : Linear Clustering Method [56], Edge Zeroing
algorithm [82] et Dominant Sequence Clustering(DSC) [115].
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5.2.3 Duplication de taˆches
Les heuristiques a` duplication de taˆches consistent a` allouer de manie`re
redondante certaines des taˆches « importantes » dont d’autres de´pendent. Le
but recherche´ est donc de re´duire le temps avant que les taˆches en attente
puissent commencer ce qui peut e´ventuellement ame´liorer le temps d’exe´cu-
tion global de l’application.
Afin de bien comprendre l’utilite´ de ces heuristiques, il est pre´sente´ dans
la figure 5.6 un exemple d’ordonnancement d’une application sur 2 machines
(par simplicite´ nous supposons que les machines et les liens de communication
sont homoge`nes). La valuation des taˆches repre´sente leur dure´e d’exe´cution,
et celle des areˆtes repre´sente la dure´e de transfert des donne´es entre les deux
taˆches. Ici, le temps de terminaison de l’application est de 13 unite´s de temps.
Figure 5.6 – Exemple d’ordonnancement d’un graphe de taˆches sur 2 proces-
seurs.
Dans l’ordonnancement pre´ce´dent, beaucoup de temps est perdu a` envoyer
les donne´es en sortie de la taˆche t2 a` la machine qui exe´cute la taˆche t4. Si
nous dupliquons la taˆche t2 ( de sorte que la machine p2 n’ait pas a` attendre
le transfert de la donne´e issue de t2, puisqu’elle aura e´te´ effectue´e aussi sur
cette machine), tout se passe comme si nous avions de´sormais le graphe de
taˆches pre´sente´ dans la figure 5.7. La dure´e d’exe´cution de l’application sera
alors re´duite a` 10,5 unite´s de temps.
Dans l’absolu, si toutes les taˆches hors chemin critique sont duplique´es,
on obtient un ensemble de graphes de taˆches de type chaˆıne sans de´pendance
entre elles. Ces techniques [1, 2, 11] ont e´te´ conc¸ues pour des environnements
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Figure 5.7 – Exemple avec duplication sur 2 processeurs.
ou` le nombre de ressources est important.
5.2.4 Me´ta-heuristiques
Le terme de me´ta-heuristiques englobe toutes les techniques qui re-
cherchent dans l’espace des solutions possibles pour l’ordonnancement du
graphe de taˆches sur une plate-forme grille.
Ces me´thodes sont souvent utilise´es face a` des proble`mes NP-Complet ou`
la meilleure solution ne peut eˆtre trouve´e autrement qu’en explorant toutes
les solutions possibles. L’ide´e est donc d’explorer de manie`re « intelligente »
l’espace des solutions afin de trouver une meilleure solution en fonction de
l’objectif. La diffe´rence entre les me´thodes re´side dans « l’intelligence » d’ex-
ploration des solutions possibles. Bien que ce genre de techniques soient tre`s
inte´ressantes et donnent souvent de bons re´sultats, elles ne sont pas adapte´es
a` des proble`mes ou` l’on doit trouver un ordonnancement rapidement. En ef-
fet, plus la taille du proble`me (nombre de taˆches, nombre de de´pendances,
nombre de ressources) augmente, plus l’espace des solutions a` explorer est
grand. De plus, il faut relancer une recherche a` chaque modification du pro-
ble`me initial.
A` titre d’illustration on citera les travaux de Memaz et al. [68] qui s’est
servi de la grille de calcul Grid’5000 pour re´soudre le proble`me d’ordonnan-
cement d’atelier flow-shop Ta56 (50 travaux sur 20 machines). Il aura fallu
plus de 22 ans de temps processeur cumule´ pour trouver la solution exacte au
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proble`me de minimisation Ta56. Les principales me´thodes [79] utilise´es dans
ce domaine sont la programmation par contrainte logique, les algorithmes
ge´ne´tiques, la recherche tabou et le recuit simule´.
5.3 Tour d’horizon des gestionnaires d’exe´cu-
tion de workflow
Il existe beaucoup de gestionnaires d’exe´cution de workflows pour les
grilles de calcul. A` vrai dire, la plupart des grilles actuellement utilise´es pro-
pose un syste`me permettant de prendre en compte des de´pendances entre des
travaux a` exe´cuter. Nous de´crivons succintement quelques uns d’entre eux :
Pegasus/DAGMan [28, 92] est un gestionnaire d’exe´cution de workflows qui
s’appuie sur le module DAGman [92] de l’intergiciel Condor-G [36] pour
l’allocation des taˆches sur les ressources informatiques. Celui-ci travaille
principalement sur la structure du graphe de taˆches afin de le re´duire
pour permettre une exe´cution efficace. Il utilise donc d’abord un parti-
tionnement du graphe de taˆches en sous-groupes de taˆches (heuristiques
de clustering pre´sente´es auparavant). Les sous-groupes de taˆches sont
alors soumis a` DAGman pour l’exe´cution. DAGman place les taˆches
dans une liste et alloue les calculs preˆts aux machines disponibles. Lors-
qu’une taˆche se termine, ses taˆches filles sont a` leur tour de´marre´es.
MOTEUR [40, 41] est un gestionnaire de flots de calcul. Il permet la des-
cription de flots applicatifs complexes avec un sche´ma de composition
de donne´es dans un formalisme tre`s compact. La prise en compte trans-
parente du paralle´lisme de services et de donne´es est exprime´ implicite-
ment en se´parant le graphe de flot et les donne´es. MOTEUR implante
des interfaces pour les services standards de type service Web ou Gri-
dRPC.
GridAnt [6] est un syste`me de gestion des workflows coˆte´ client. Il a e´te´ conc¸u
en 2002 a` l’Argonne National Laboratory pour les utilisateurs de grilles
de calcul dans le but d’eˆtre un outil pratique pour exprimer (spe´cifier
des pre´-conditions et des taˆches exe´cutables en paralle`les) et controˆler
les se´quences d’exe´cution. GridAnt ne fournit pas de me´canisme d’allo-
cation automatique des ressources, l’utilisateur doit lui-meˆme spe´cifier
les machines qui exe´cuteront les travaux contenus dans son workflow.
Triana [67] est un environnement permettant la construction et l’exe´cution
de workflows. Il est de´veloppe´ a` l’Universite´ de Cardiff pour le calcul
distribue´ graˆce aux services web. Il inclut le support de GridLab [84]
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GAT (Grid Application Toolkit) pour la soumission de jobs, la ges-
tion des donne´es, des fichiers et de la se´curite´. Triana est surtout un
outil permettant la cre´ation d’applications a` partir des services dis-
ponibles sur la grille qu’il adresse. Le moteur d’exe´cution qu’il utilise
permet d’appeler un service sur une machine spe´cifie´e par l’utilisateur.
Il de´roule donc le sce´nario pre´etabli par l’utilisateur en respectant les
contraintes de de´pendance. Il ne fait pas a` proprement parler d’alloca-
tion ni d’ordonnancement dans le choix des travaux a` effectuer.
GridFlow [22] est un gestionnaire d’exe´cution de workflows de´veloppe´
a` l’Universite´ de Warwick, il s’appuie sur le gestionnaire de grille
ARMS [21] (Agent-based Resource Management System for grid Com-
puting) et sur TITAN le gestionnaire d’exe´cution de taˆches sur des res-
sources locales. Il inte´gre une interface permettant de construire dyna-
miquement le graphe de de´pendances entre plusieurs activite´s. Une ac-
tivite´ peut elle-meˆme repre´senter une application avec des de´pendances
(sub-workflows). L’allocation des activite´s qui composent le workflow
s’effectue en simulant l’exe´cution a` partir des donne´es recueillies par le
moniteur de ressources (MDS). L’exe´cution est ge´re´e a` deux niveaux,
le module ARMS s’occupe du workflow global tandis que le module TI-
TAN ge`re l’exe´cution des activite´s. La technique globale d’ordonnance-
ment et d’allocation s’apparente a` une heuristique de liste. L’allocation
des activite´s qui composent le workflow peut aussi s’effectuer sous la
contrainte de l’utilisateur.
Taverna [100] est le gestionnaire de workflows du projet myGrid. Il pro-
pose une interface graphique pour composer son application a` partir
de services Web. Il permet de de´finir un graphe d’appel a` des services
qu’il composera avec une description des donne´es sur lesquelles le meˆme
graphe de services sera appele´. Il existe des ope´rateurs de compositions
de donne´es (all-to-all, one-to-one) ajoutant un formalisme permettant
d’exprimer le paralle´lisme sur les donne´es d’entre´e et de sortie des ser-
vices. Dans ce gestionnaire de workflows de services, il n’y a pas de
strate´gie d’ordonnancement et d’allocation globale du graphe de taˆches
sur les ressources e´tant donne´ qu’elles sont de´ja` de´finies avant l’appel.
Cependant les invocations peuvent eˆtre exe´cute´es de manie`re concur-
rente si les services utilise´s supportent des appels concurrents.
ASKALON [33] est un projet de´veloppe´ par l’Universite´ d’Innsbruck. Il
permet a` un de´veloppeur de´sirant utiliser les ressources d’une grille
de composer son application a` partir d’une interface graphique. AS-
KALON propose deux modes de repre´sentation des workflows. Le pre-
mier, base´ sur l’expression fonctionnelle avec le langage (AGWL), et
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l’autre, base´ sur les graphes de taˆches (CGWL). L’ordonnancement
propose´ par ce gestionnaire de workflows s’appuie sur des heuristiques
de listes avec la possibilite´ de de´finir diffe´rentes politiques de se´lection
d’une taˆche preˆte et d’une ressource ade´quate. Ils ont aussi implante´
des me´ta-heuristiques de type « recuit simule´ » pour explorer l’espace
des solutions possibles pour l’allocation des ressources aux taˆches.
Une taxinomie est donne´e par Buyya et al [116] des diffe´rents gestionnaires
de workflows. La classification (voir la figure 5.1) que nous avons exprime´e
au niveau des langages d’expression des workflows se retrouve avec les ges-
tionnaires d’e´xe´cution : certains offrent la possibilite´ de de´finir des workflows
exprime´s sous la forme abstraite c’est a` dire sans spe´cifier les donne´es (expres-
sion fonctionnelle ou expression de services). Ils doivent dans ce cas instancier
leur workflow avec les donne´es pour eˆtre en mesure de l’exe´cuter. D’autres
gestionnaires expriment leur workflow sous forme concre`te (graphe de taˆches
i.e DAG). Ils appliquent alors une des heuristiques que nous avons e´voque´e
(duplication de taˆches, groupement de taˆches, heuristique de liste). Enfin,
un dernier groupe l’exprime sous forme concre`te avec une pre´-allocation des
ressources. Dans ce cas, le gestionnaire de workflows peut eˆtre vu comme une
application dont les de´cisions d’ordonnancement sont fixe´es par l’utilisateur
qui connait pre´cise´ment l’infrastructure des ressources qu’il utilise.
Ce qu’il faut retenir : Parmi tous ces gestionnaires d’exe´cution d’appli-
cation avec de´pendances, lorsque l’allocation n’est pas faite par l’utilisateur,
tous utilisent une strate´gie qui s’apparente a` un algorithme de liste pour l’or-
donnancement et l’allocation. Ils peuvent faire une allocation nomme´e « juste
a` temps », c’est a` dire choisir une ressource au moment ou` toutes les de´pen-
dances de la taˆche sont satisfaites [22, 33, 67]. Il est e´ventuellement applique´
des strate´gies de groupage de taˆches lorsque le nombre et les spe´cificite´s des
ressources qu’il adresse le ne´cessite [28, 41]. Plusieurs e´tudes tendent a` mon-
trer par simulation, et appuye´es par des expe´riences, qu’il est inte´ressant
d’utiliser l’heuristique de liste heft [33, 110, 111].
5.4 Contexte multi-applications et multi-
utilisateurs
Ici, nous nous inte´ressons au proble`me tre`s concret, d’ordonnancement a`
la vole´e de plusieurs graphes de taˆches sur une grille he´te´roge`ne de calcul.
Dans un contexte ou` il existe :
– plusieurs utilisateurs ;
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– des applications diffe´rentes (graphes de taˆches) pour chaque utilisateur ;
– un partage des ressources de la grille pour les calculs.
5.4.1 Mode´lisation
Nous de´crirons les applications comme pre´ce´demment en ajoutant le fait
qu’il y a plusieurs graphes de taˆches, soit :
* (a1, a2, a3, ...) un ensemble A d’applications.
* pour chaque application an est associe´e a` un temps d’arrive´e r
an .
* ∀an ∈ A, G
an = (T an, Dan) le graphe acyclique associe´ a` chaque instance
an.
* T an : les taˆches de l’application an, (t
an
i )i∈[,|Tan |].





* wani : le couˆt associe´ a` la taˆche t
an
i .





Pour me´moire, la mode´lisation des ressources est reprise ci-dessous :
* G = (M,L) le graphe complet des ressources composant la plate-forme
grille.
* M : l’ensemble des machines (processeurs), (mi)i∈[1,|M |].
* L : l’ensemble des liens re´seaux entre les machines mi et mj , (li,j)(i,j)∈[1,|M |].
* ρi : la puissance de traitement de la machine mi.
* γi,j la capacite´ du lien de communication entre la machine mi et mj .
Les couˆts de calcul
Si la plate-forme est he´te´roge`ne uniforme, soit une taˆche tani avec le couˆt
wi, exe´cute´e sur la machine pj avec une vitesse ρj , le couˆt de son exe´cution
est :
wani .ρj
Si la plate-forme est he´te´roge`ne non lie´e, la vitesse de calcul pour chaque
processeur de´pend de la taˆche conside´re´e. Soit une taˆche tani avec le couˆt wi,




Les couˆts de communication
Nous conside´rons les liens de communication he´te´roge`nes lie´s. Soit la don-




j de l’application an transfe´re´e entre les
machines pk et pm sur le lien lk,m, le couˆt du transfert est de´fini par :
δani,j .γk,m
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Nous conside´rons aussi que le couˆt de transfert sur une meˆme machine li,i
est nul. En effet la donne´e e´tant de´ja` pre´sente sur la machine, il n’y a pas de
transfert a` effectuer.
Ces notations nous permettrons de faire les calculs pour l’e´tablissement
des priorite´s des taˆches inter et intra-applications. Elles servent aussi a` de´ter-
miner les temps de terminaison, au plus toˆt, ne´cessaires dans les heuristiques
que nous utiliserons.
5.4.2 Heuristiques multi-applications
Il existe une varie´te´ impressionnante d’heuristiques permettant l’ordon-
nancement d”un seul graphe de taˆches sur des machines he´te´roge`nes. Peu
d’articles traitent de l’ordonnancement de plusieurs graphes de taˆches dans
un contexte multi-utilisateurs a` des dates d’arrive´e diffe´rentes. En effet l’ar-
ticle de Zhao et al. [119] pre´sente plusieurs heuristiques de liste, cependant
les auteurs supposent que les graphes de taˆches sont tous soumis au meˆme
moment (∀an ∈ A, r
an = 0), de plus ils se limitent a` une e´tude par simulation
de leurs heuristiques.
Dans une autre se´rie d’articles Iverson et al. pre´sentent l’heuristique
LMT [50] et une architecture de´centralise´e [49] pour ordonnancer plusieurs
applications venant de plusieurs utilisateurs. Cependant l’heuristique pre´sen-
te´e ne permet pas un ordonnancement inter-DAG et l’architecture propose´e
est reste´e au stade de la simulation.
Duan et al. [32] pre´sentent une formulation du proble`me d’ordonnance-
ment de plusieurs workflows comportant un grand nombre d’activite´s iden-
tiques, comme un proble`me d’ordonnancement de taˆches inde´pendantes. Ils
introduisent deux heuristiques base´es sur la the´orie des jeux et les com-
parent aux heuristiques classiquement utilise´es pour des taˆches inde´pen-
dantes [16](min-min, sufferage, max-min, olb, met). Ils concluent que leurs
heuristiques sont une bonne approche si les applications sont exprime´es sous
la forme d’un jeu.
Dans la suite de cette section, nous pre´sentons une se´rie de 6 heuristiques
que nous avons conc¸ues, permettant de prendre en compte l’arrive´e de plu-
sieurs graphes de taˆches a` des dates quelconques. Nous verrons comment nous
avons mis en œuvre ces heuristiques dans l’intergiciel DIET et comment nous
avons tire´ partie des fonctionnalite´s de ce dernier. Enfin, nous pre´senterons
les re´sultats d’expe´riences re´alise´es a` partir de divers sce´narii avec 3 types
d’applications tire´es des applications du programme De´crypthon.
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5.4.3 Principe de base
In fine, les heuristiques de liste sont pratiquement les seules techniques
employe´es dans les intergiciels de grille. A` ceci deux raisons principales : elles
donnent des re´sultats satisfaisants et elles sont assez « faciles » a` implanter.
D’autre part, meˆme si l’on utilise une heuristique de groupement [82, 56, 115]
ou de duplication [1, 2, 11], cette modification portera sur la structure du
DAG avant l’ordonnancement, mais le processus de se´lection des ressources
exe´cutant les taˆches reste base´ sur un ordonnancement de listes. Enfin, les al-
gorithmes dits me´ta-heuristiques ne sont pas applicables a` des plates-formes
dynamiques du fait de leur temps de re´ponse avant de produire un ordon-
nancement [68].
Le principe de base que nous allons exploiter dans toutes nos heuristiques
est base´ sur un algorithme tre`s simple.
pour chaque nouveau DAG d faire
(a)Calculer une priorite´ pour chaque taˆche;
Trier les taˆches du DAG par ordre de priorite´ de´croissante;
tant que il reste des taˆches non exe´cute´es faire
(b) Se´lectionner une taˆche preˆte tr;
(c) Chercher une machine p pour la taˆche tr;
Allouer la taˆche tr sur la machine p;
fin
fin
Algorithme 2 : Algorithme ge´ne´ral d’ordonnancement des graphes de
taˆches.
Dans l’algorithme 2, trois e´tapes ne sont pas de´finies :
(a) Calculer la priorite´ de chaque taˆche ;
(b) Selectionner une taˆche tr preˆte ;
(c) Chercher une machine p pour la taˆche tr.
Ces trois e´tapes sont de´terminantes dans l’obtention d’un ordonnancement.
Elles font la diffe´rence entre les diffe´rentes heuristiques de liste [86, 118].
Ici, nous nous inte´ressons plus particulie`rement a` la se´lection de la taˆche
preˆte (e´tape (b)). En effet, il peut exister dans le syste`me plusieurs applica-
tions (DAG) en train d’eˆtre exe´cute´es a` un instant donne´. Il est ne´cessaire de
de´finir un ordre entre les diffe´rentes taˆches preˆtes de ces applications. Nous
avons de´veloppe´ 5 me´thodes de se´lection Le principe est de maintenir une
double priorite´ sur les taˆches :
– la premie`re priorite´ sera celle inter-DAG ;
– la deuxie`me priorite´ sera celle intra-DAG.
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Ainsi, la se´lection de la taˆche se fera d’abord par rapport a` la priorite´
inter-DAG. S’il y a e´galite´, la priorite´ intra-DAG est utilise´e. Dans l’ensemble
des heuristiques, la priorite´ intra-DAG reste inchange´e, nous utilisons celle
de´finie dans l’heuristique heft, a` savoir :
∀an ∈ A, rankintraDAG(t
an


















Avec tani une taˆche de l’application an conside´re´e, w
an
i le temps moyen
d’exe´cution de tani sur toutes les machines disponibles , δi,k
an
le coup moyen




i ) l’ensemble des succes-
seurs de ti dans le graphe de taˆches. Ce qui correspond au t-level que nous
avons de´fini auparavant en utilisant les temps moyens de calcul et les temps
moyens de communication sur la plate-forme conside´re´e. Le choix d’utiliser
la me´thode de l’heuristique heft pour de´finir la priorite´ intra-DAG est mo-
tive´ par les bonnes performances obtenues par cette me´thode dans les cas
ge´ne´raux [118].
G-HEFT
Nous avons baptise´ cette me´thode G-heft (Global-heft) car son principe
est de se´lectionner une taˆche preˆte parmi l’ensemble des taˆches de chaque
DAG en se basant uniquement sur la priorite´ de´finie initialement au sein
d’un DAG. Tout revient a` conside´rer l’ensemble des DAGs comme un seul
DAG virtuel construit a` partir des autres, en ajoutant une taˆche fictive (de
couˆt nul) en entre´e et en sortie. Ce qui revient a` de´finir la priorite´ des taˆches
dans le DAG virtuel (agre´gation de tous les autres) en utilisant le rang heft
pour celui-ci. Ainsi la priorite´ inter-DAG pour les taˆches est de´finie de la
manie`re suivante :




i ) = rankintraDAG(t
an
i ) = rankHEFT (t
an
i )
Notez qu’il n’est pas ne´cessaire de construire le DAG virtuel : Il suffit de
calculer la priorite´ de chaque taˆche du nouveau DAG et d’inse´rer les taˆches
dans la liste trie´e des taˆches a` exe´cuter.
AGING G-HEFT
Un des proble`mes engendre´s par l’heuristique pre´ce´dente (G-heft) est de
mettre en place une liste globale pour toutes les taˆches sans distinction de
l’application. A` chaque DAG soumis, les taˆches de ce nouveau DAG sont
inse´re´es dans cette liste. Or, la priorite´ e´tant base´e sur le chemin critique
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dans le DAG, les nouvelles taˆches arrive´es ont potentiellement une priorite´
supe´rieure a` celles de´ja` pre´sentes. Elles sont donc inse´re´es en de´but de liste.
Cette heuristique a donc tendance a` commencer chaque nouveau DAG, puis
elle avance par vagues successives de priorite´. Elle finira les DAGs tous en
meˆme temps a` la fin d’une se´rie de soumissions.
Afin d’atte´nuer cet effet, nous avons de´cide´ de modifier la priorite´ inter-
DAG en utilisant la priorite´ heft ponde´re´e par une fonction tenant compte
de l’aˆge du DAG dans le syste`me. Ainsi, la priorite´ d’une taˆche devient :




i ) = rankintraDAG(t
an
i ) ∗ f(aˆge)
Nous avons utilise´ deux types de fonctions :
– la priorite´ intra-DAG est multiplie´e par un plus l’aˆge de l’application
dans le syste`me divise´ par le temps de terminaison estime´ (makespan).
Cette ponde´ration permet de tenir compte de l’aˆge proportionnellement
a` l’importance de l’application.
f(aˆge) = 1 +
aˆge
makespan
– nous prenons l’exponentielle de l’expression pre´ce´dente, de manie`re a`
vraiment privile´gier les applications vieilles. Cette heuristique est iden-





L’heuristique pre´ce´dente permet de faire passer devant les taˆches plus
jeunes. Cependant, il n’est pas force´ment e´vident de trouver un juste mi-
lieu pour conside´rer l’aˆge. Le cas extreˆme de cette ponde´ration devenant
l’heuristique First Come First Serve, qui conside`re les taˆches par ordre d’ar-
rive´e dans le syste`me. Ainsi, la priorite´ inter-DAG devient la date d’arrive´e
de l’application DAG dans le syste`me :




i ) = r
an
i
Ou` rani correspond a` la date d’arrive´e de l’application dans le syste`me.
SRPT
Cette heuristique attribue au rang inter-DAG la somme des quantite´s de
travail moyen qu’il reste a` effectuer dans l’application, c’est a` dire :










Figure 5.8 – Priorite´ inter-DAG proportionnelle a` celle intra-DAG (G-heft,
aging G-heft).
Ce qui revient a` terminer les applications dont il reste le moins de travail a`
faire (Shortest Remaining Processing Time).
FOFT
Cette dernie`re heuristique introduit la notion de ralentissement. Nous al-
lons chercher a` privile´gier l’application qui a subi le plus fort ralentissement.
Nous de´finissons le ralentissement ou slowdown par :
slowdown =
estimation du temps de fin
estimation du temps de fin, si seul dans le syste`me
Le ralentissement est donc le rapport entre le temps estime´ d’exe´cution ac-
tuellement et le temps estime´ d’exe´cution si l’application avait e´te´ seule sur
la plate-forme. Ce qui revient a` privile´gier le DAG qui a e´te´ le plus pe´nalise´
par le partage de la plate-forme avec les autres applications (Fairness On
Finish Time).
Les figures 5.8 et 5.9 illustrent le fonctionnement des heuristiques :
– les heuristiques (g-heft, aging g-heft) ont une priorite´ inter-DAG
proportionnelle a` la priorite´ intra-DAG. Ce qui revient a` maintenir une
liste globale de taˆches a` conside´rer de`s que celles-ci sont preˆtes.
– les heuristiques (foft, srpt, fcfs) effectuent d’abord un choix a` par-
tir de la priorite´ inter-DAG puis suivant la priorite´ intra-DAG. Elles
conside`rent donc les applications plutoˆt que les taˆches dans leur en-
semble.
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Figure 5.9 – Inde´pendance des priorite´s inter-DAG et intra-DAG (foft,
fcfs, srpt).
Au final 5 heuristiques ont e´te´ pre´sente´es, elles explorent plusieurs fac¸ons
de fixer une priorite´ inter-application. La priorite´ intra-application fixe´e par
l’heuristique heft est conserve´e. Une sixie`me heuristique baptise´e basic a
e´te´ cre´e´e, elle ne tient pas compte du fait qu’il existe plusieurs applications
dans le syste`me. Elle de´roule l’heuristique heft pour chaque application de
manie`re inde´pendante.
Nous de´crivons par la suite, une architecture permettant l’implantation
de ces heuristiques dans l’intergiciel DIET.
5.4.4 Architecture de gestion des graphes de taˆches
dans DIET
Nous avons pre´sente´ dans le chapitre 3 le fonctionnement de´taille´ de l’in-
tergiciel DIET. Principalement, en tant que NES (Network Enabled Server),
DIET a e´te´ conc¸u pour de´ployer un ensemble de services sur une grille de
calcul et orchestrer l’ordonnancement des requeˆtes de clients qui de´sirent
acce´der a` ces services. Une des spe´cificite´s de DIET est de permettre de de´-
finir des ordonnanceurs spe´cifiques adapte´s au proble`me que nous voulons
traiter. Il existe par ailleurs une gestion interne des donne´es permettant la
persistance de celles-ci [30] sur les serveurs de calcul ge´re´s par DIET. Tous
les e´le´ments sont donc re´unis pour le de´veloppement et l’inte´gration d’une
gestion des workflows.
Tous les gestionnaires de workflows que nous avons pre´sente´s auparavant
utilisent, au mieux, une heuristique de liste pour ordonnancer et allouer la
taˆche sur les ressources qu’ils ge`rent, ou au moins un ordonnancement, qui
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respecte les contraintes de de´pendance, et une allocation de´cide´e par l’utili-
sateur.
Figure 5.10 – Architecture MADAG.
Nous avons de´cide´ de mettre en place une architecture logicielle permet-
tant la mise en place d’une heuristique de liste en laissant la possibilite´ de
modifier les diffe´rentes e´tapes (a,b,c) (cf. Algorithme 2) de l’heuristique de
liste.
Un agent supple´mentaire a e´te´ introduit, baptise´ MADAG. Ce composant
est responsable de la gestion de l’exe´cution des graphes de taˆches de´crits et
envoye´s par un client. Le MADAG peut eˆtre vu comme un e´le´ment externe
de la hie´rarchie DIET, il n’est pas indispensable a` la plate-forme et un client
peut aussi directement soumettre des requeˆtes a` DIET sans pour autant avoir
recours au MADAG. Il est d’ailleurs tout a` fait envisageable que le client ge`re
lui-meˆme l’exe´cution d’un ensemble de services sans pour autant solliciter le
MADAG. La figure 5.10 illustre l’architecture de gestion des graphes de taˆches
dans DIET.
5.4.5 Fonctionnement du MADAG
La description d’un graphe de taˆches dans DIET se fait par l’interme´diaire
d’un fichier xml. Il correspond a` la description des services appele´s et des
de´pendances de donne´es entre les services.
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Nous allons de´crire l’exe´cution d’un graphe de taˆches pour un cas parti-
culier.
Figure 5.11 – Exemple d’exe´cution d’un DAG dans DIET.
Les diffe´rentes e´tapes illustre´es par la figure 5.11 sont :
e´tape (1) Le client ge´ne`re la structure du graphe de taˆches localement -
e´tape (1a). Cette structure est constitue´e de tous les profils (taˆches)
qui seront appele´s lors de la re´solution de l’application. Le client se
connecte au MADAG et lui transmet le fichier xml de son DAG - e´tape
(1b).
e´tape (2) Le MADAG lit le fichier xml et ge´ne`re les descriptions de profils
(2). La description d’un profil ne contient pas de donne´es. Il n’y a aucun
transfert de donne´es qui transite via le MADAG.
e´tape (3) le MADAG calcule ensuite le rang de chaque taˆche suivant l’heu-
ristique HEFT. Pour le calculer, l’heuristique utilise la moyenne des
temps d’exe´cution et le temps maximum de transfert de donne´es.
L’e´tape (3) est donc constitue´e d’une se´quence de demandes d’estima-
tion du temps d’exe´cution pour chaque taˆche, en passant par le Master
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Agent (MA) (e´tapes 3a,3b,3c,3d,3e,3f). Ce dernier lui retourne la liste
de tous les SeDs capables d’exe´cuter le service et son estimation du
temps de calcul pour cette taˆche. La liste des SeDs est obtenue graˆce
au MA qui parcourt la hie´rarchie des agents et remonte l’estimation de
performance demande´e a` chaque SeD.
e´tape (4) A` partir du rang de chaque taˆche, le MADAG e´tablit l’ordre d’exe´-
cution intra-DAG des taˆches. L’exe´cution du graphe de taˆches peut
alors commencer - e´tape (5).
e´tapes (5) et (6) La premie`re taˆche t1 est mise dans l’e´tat ready et le
MADAG recontacte le client pour l’informer qu’il peut exe´cuter cette
taˆche. t1 est mise dans l’e´tat running e´tape (5a). Le client contacte la
hie´rarchie DIET passant cette fois par le MA directement de manie`re
a` obtenir le SeD qui terminera la taˆche au plus toˆt. Notez la diffe´-
rence entre les e´tapes (3a) et (5a) ou` les demandes a` la hie´rarchie ne
sont pas les meˆmes : durant l’e´tape (3a) nous demandons l’estimation
du temps d’exe´cution de la taˆche. A` l’e´tape (5a)9 nous demandons le
temps de terminaison au plus toˆt de la taˆche. La valeur retourne´e tient
compte de la charge actuelle de la machine. Ainsi, si le SeD interroge´
a de´ja` d’autres taˆches en cours ou en attente d’exe´cution, il retournera
le temps de fin de la dernie`re taˆche plus le temps d’exe´cution de la
taˆche demande´e. Ensuite, le client contacte le SeD (obtenu graˆce a` la
hie´rarchie DIET) qui terminera au plus toˆt la taˆche t1, transfe`re ses
donne´es initiales si ne´cessaire et invoque le service lie´ a` t1 (e´tape 6a).
Une fois la taˆche t1 termine´e, les donne´es en sortie de t1 sont de´clare´es
persistantes et stocke´es sur le serveur qui a exe´cute´ la taˆche. Les taˆches
t2, t3 et t4 passent a` l’e´tat ready.
De par l’ordre de´fini par le rang, nous commenc¸ons ici par la taˆche t4 et
de la meˆme manie`re que pour la taˆche t1 le client contacte la hie´rarchie
pour obtenir le SeD qui terminera au plus toˆt (e´tape 5b) en tenant
compte de la localite´ des donne´es. En effet, les donne´es e´tant stocke´es
dans les SeDs et re´pertorie´es par un identifiant, le temps de terminaison
au plus toˆt inclura le temps de transfert des donne´es.
Puis la taˆche t3 suivie de t2 est exe´cute´e (e´tapes 6c,6d). A` ce moment,
trois taˆches sont exe´cute´es en paralle`le par la plate-forme. La taˆche t3
se termine, aucune autre taˆche ne passe dans l’e´tat ready. La taˆche t3
se termine rendant la taˆche t5 preˆte et exe´cutable par le client (e´tapes
5e,6e). Lorsque les taˆches t5 et t4 se terminent, t6 passe a` l’e´tat ready
(5f). La dernie`re taˆche t6 s’exe´cute (e´tape 6f). A` la fin de l’exe´cution
9L’e´tape (5a) est identique a` la description que nous avons faite du de´roulement d’une
requeˆte DIET dans le chapitre pre´ce´dent.
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de toutes les taˆches le client re´cupe`re les donne´es de son application
DAG graˆce aux identifiants de celle-ci.
Nous observons, lors du de´roulement de l’algorithme, que le rang des
taˆches est obtenu au de´but de la soumission du DAG au MADAG. Puis, au
cours de l’exe´cution nous utilisons les donne´es dynamiques de la plate-forme
au moment du choix de la machine qui accomplira la taˆche. L’implantation
de l’heuristique heft propose´e ici est donc semi on-line (semi a` la vole´e).
En aucun cas l’ordre de´fini par le rang des taˆches est un ordre bloquant. On
n’attend pas la fin de l’exe´cution d’une taˆche s’il existe une taˆche preˆte, meˆme
si celle-ci a une priorite´ infe´rieure. Cet ordonnancement respecte le principe
d’ordonnancement de liste.
5.4.6 Implantation des heuristiques multi-DAGs
Le fonctionnement pre´ce´demment de´crit illustre le principe d’ordonnan-
cement a` la vole´e des DAGs de´fini par l’heuristique heft. C’est l’algorithme
de base implante´ par le MADAG. Dans ce mode, que nous avons baptise´ ba-
sic, si deux clients contactent le MADAG de telle sorte que les exe´cutions se
chevauchent, il n’y aura pas de « coope´ration » ou « arbitrage » mis en place.
Chaque client suivra le cours de l’exe´cution de son application. Cependant,
ils se partageront les ressources de la plate-forme. Ainsi, l’allocation produit
remplira la file d’exe´cution (FIFO : First In First Out, premier entre´ premier
sorti) de chaque SeD en choisissant la ressource qui terminera au plus toˆt la
taˆche compte tenu de sa charge.
Nous avons implante´ les cinq heuristiques multi-DAG de´crites pre´ce´dem-
ment au niveau du MADAG. Celui-ci joue le roˆle de point central et permet
d’orchestrer la gestion des ressources entre les DAGs qui lui sont soumis.
Il arbitre les exe´cutions concurrentes des workflows clientes. L’heuristique
multi-workflows utilise´e par le MADAG est configure´e au lancement en spe´-
cifiant l’option sur la ligne de commande. Une fois de´marre´, il exe´cutera
toujours la meˆme heuristique.
Pour chaque soumission d’un DAG par un client, le MADAG construit la
liste de taˆches a` partir du fichier xml envoye´ par le client et il l’ordonne sui-
vant le rang de´fini par l’heuristique heft. Contrairement a` l’implantation du
mode basic, il bloque les taˆches preˆtes tant qu’il n’y a pas une ressource libre.
Au moment ou` une ressource se libe`re (fin d’une taˆche ou apparition d’une
nouvelle ressource), le MADAG donne l’ordre au client dont la taˆche a e´te´ se´-
lectionne´e de lancer l’exe´cution. L’arbitrage inter-DAG s’effectue uniquement
lorsqu’il existe plus de taˆches preˆtes qu’il n’y a de ressources libres. Si cette
limite n’est pas atteinte, les 5 heuristiques se comportent toutes exactement
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comme le mode basic que nous avons de´crit pre´ce´demment. Au niveau des
clients, il n’y a aucun changement quelque soit l’heuristique utilise´e.
Nous rappelons que le MADAG ne ge`re que des re´fe´rences aux donne´es.
Aucun re´sultat ou parame`tre ne transite par son interme´diaire, il orchestre
les « tops » envoye´s aux clients afin qu’ils de´clenchent l’exe´cution de leurs
calculs. De meˆme les donne´es interme´diaires des calculs ne sont pas retourne´es
au client s’il n’en a pas besoin.
5.4.7 Quelques mots sur le passage a` l’e´chelle
La charge de l’ordonnancement est re´partie entre le MADAG et la hie´rar-
chie DIET. Le client est responsable de l’envoi des donne´es et du fichier xml
de description du DAG au MADAG, puis le client est pilote´ par le MADAG qui
lui donne les ordres d’exe´cution pour chaque taˆche apre`s en avoir e´tabli le
rang. Toute la charge de l’allocation des ressources est de´le´gue´e a` la hie´rar-
chie DIET. Nous avons de´montre´ dans le chapitre 4 la capacite´ de passage
a` l’e´chelle de DIET en montrant qu’une plate-forme DIET e´tait capable de
supporter une hie´rarchie avec 574 SeDs tout en gardant des temps de re´ponse
pour l’allocation de ressources de l’ordre de la seconde.
Figure 5.12 – Architecture multi-MADAG.
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Le MADAG est un point central d’acce`s pour les clients de´sirant utili-
ser les services d’orchestration des applications de type graphes de taˆches.
L’implantation du MADAG permet de multiplier le nombre de MADAG (voir
figure 5.12), et nous pouvons en de´ployer autant que ne´cessaire. Le de´ploie-
ment de plusieurs MADAG rendra inefficace les heuristiques multi-DAG, mais
nous pouvons imaginer regrouper les clients faisant acce`s a` un sous ensemble
de services. Dans ce cas, chaque MADAG pourra arbitrer l’affectation des
ressources entre les diffe´rents clients. Une autre possibilite´ envisageable est
le de´ploiement de plusieurs hie´rarchies DIET sur un ensemble de ressources
avec un MADAG par hie´rarchie.
Il faut ne´anmoins garder a` l’esprit que l’arbitrage multi-DAG, ne prend
de sens que si le nombre de taˆches a` exe´cuter en paralle`le devient supe´rieur au
nombre de ressources disponibles. C’est a` dire, dans le cas particulier ou` 574
SeDs sont de´ploye´s, qu’il faut soumettre des graphes de taˆches ayant un degre´
de paralle´lisme de cet ordre de grandeur, ou un nombre concurrent de DAG
dont la somme des degre´s de paralle´lisme de´passe le nombre de ressources de
la plate-forme DIET.
5.4.8 Expe´riences et validations
Dans le but de valider les algorithmes et leur implantation dans le MADAG,
nous avons mene´ une se´rie d’expe´riences en utilisant 3 applications diffe´rentes
issues du programme De´crypthon.
L’application MAXDo : la figure 5.14 mode´lise l’application sous la forme
d’un graphe de taˆches. Cette application consiste en une premie`re e´tape
ou` l’on de´termine les parame`tres d’amarrage a` utiliser pour le couple
de prote´ines (ligand et re´cepteur). Ensuite, ces parame`tres sont envoye´s
vers 4 taˆches distinctes qui effectueront les calculs d’amarrages mole´-
culaires et de minimisation d’e´nergie. La dernie`re taˆche agre`ge les re´-
sultats et les analyse pour donner la carte d’e´nergie d’interaction entre
les deux prote´ines e´tudie´es et des donne´es statistiques sur les minimi-
sations effectue´es aux e´tapes pre´ce´dentes.
L’application GEE : cette application de bioinformatique travaille sur des
banques prote´iques. La figure 5.14 illustre l’enchaˆınement des e´tapes
sous la forme d’un graphe de taˆches. La premie`re taˆche prend en entre´e
les parame`tres du client qui sont les espe`ces e´tudie´es et l’adresse des
banques de donne´es. Les sept taˆches suivantes filtrent les banques pro-
te´iques suivant les sept espe`ces e´tudie´es. L’e´tape interme´diaire agre`ge
les donne´es extraites des espe`ces en une banque spe´cifique constitue´e
uniquement des informations issues des sept espe`ces cibles de l’e´tude.
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La dernie`re se´rie de taˆches effectue une recherche de se´quences similaires
dans la banque d’espe`ces construite pre´ce´demment et les se´quences de
prote´ines fournies par l’utilisateur. La dernie`re e´tape regroupe les re´-
sultats, et e´tablit la classification et l’inte´gration de l’information d’ex-
pression dans une ontologie inter-espe`ces.
L’application PipeAlign : est une succession d’enchaˆınements de taˆches
dans le but de fournir un alignement de prote´ines de qualite´. La fi-
gure 5.14 illustre l’enchaˆınement des taˆches implique´es dans pipeAlign.
La premie`re e´tape extrait les se´quences similaires dans une banque de
donne´es. Ces donne´es sont ensuite traite´es (ballast) et filtre´es (filtering).
Un premier alignement est produit (clustalw) et raffine´ par la suite par
deux autres programmes produisant eux aussi un alignement (rascal,
leon). A` la suite de chaque alignement produit, celui-ci est e´value´ par
le programme (normd).
Ces trois applications ont e´te´ porte´es dans l’intergiciel DIET. Chaque
programme constituant les taˆches du workflow scientifique est inte´gre´ dans
un SeD de fac¸on a` pouvoir faire appel a` ce service individuellement. Ainsi,
un SeD est capable d’accomplir les 3 services de l’application MAXDo, les 4
services de l’application GEE et les 7 services de pipeAlign, soit 14 services
en tout.
Figure 5.13 – Plate-forme de test.
La plate-forme employe´e est illustre´e par la figure 5.13. Les SeDs sont de´-
ploye´s sur une machine distincte, le MasterAgent et le MADAG sont de´ploye´s
sur la meˆme machine. Nous utilisons une machine diffe´rente pour les clients.
Chaque SeD n’exe´cute qu’une seule taˆche a` la fois, et si plusieurs requeˆtes
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MAXDo PipeAlign GEE
makespan 33 s 1 min 36 s 2 min 3 s∑
w 1 min 20 s 2 min 5 s 3 min 20 s
Tableau 5.2 – Makespans pour chaque application seule sur la plate-forme
(moyenne sur 3 exe´cutions).
lui sont attribue´es, il les traite dans l’ordre d’arrive´e (fifo10). Pour chaque
service, nous sommes en mesure de donner une e´valuation pre´cise des temps
de calcul ne´cessaires et du volume de donne´es e´change´es. Par commodite´,
le temps de calcul comprend le temps de transfert des donne´es, le re´seau
connectant les machines e´tant ici homoge`ne.
Nous explicitons le comportement des heuristiques dans une configura-
tion particulie`re pour un sce´nario d’expe´rience de´fini. La figure 5.14 montre
les graphes de taˆches applicatifs utilise´s pour cette expe´rience. Ces graphes
comportent la valuation des temps de calcul moyens inscrits dans le som-
met des graphes et la valeur du chemin critique (i.e la priorite´ donne´e par
l’heuristique heft) pour chacune des taˆches.
Figure 5.14 – DAG value´ des 3 applications.
Le tableau 5.2 fournit les temps d’exe´cution (makespan) de chaque appli-
cation seule sur la plate-forme. Il est inutile de comparer les temps d’exe´cution
pour les diffe´rentes heuristiques car elles ont exactement le meˆme comporte-
10First In First Out : premier entre´ premier sorti
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ment lorsqu’il n’y a pas de soumissions concurrentes. Nous avons donc ici le
temps d’exe´cution obtenu avec l’heuristique heft.
L’expe´rience mene´e suit le sce´nario suivant :
– A` la date r0, de´but de l’expe´rience, le premier client demande l’exe´-
cution d’un graphe de taˆches. Ensuite, toutes les 12 s, un nouveau
client demande une nouvelle exe´cution d’une application se´lectionne´e
au hasard parmi l’ensemble des applications qui n’ont pas encore e´te´
soumises. La dernie`re soumission de cette premie`re se´rie se termine a` r0
+ 600 s. La premie`re se´rie comporte 10 appels a` l’application GEE, 25
appels a` l’application MAXDo et 16 appels a` l’application PipeAlign.
– A` la date r0 + 1200 s, nous recommenc¸ons une autre se´rie ale´atoire avec
le meˆme nombre d’appels a` chaque application. La dernie`re soumission
s’effectue a` r0 + 1800 s.
Au total, nous avons 102 soumissions de DAGs diffe´rents e´chelonne´es
toutes les douze secondes en deux se´ries de 600 s sur une plate-forme forme´e
de 4 SeDs. Pour cette expe´rience nous avons choisi des parame`tres en entre´e
de chaque application de fac¸on a` avoir une quantite´ de calcul demande´e





























Figure 5.15 – Nombre de DAGs pre´sents dans le syste`me durant l’expe´rience.
La figure 5.15 trace la courbe du nombre de DAGs encore en exe´cution
dans le MADAG du de´but jusqu’a` la fin de l’expe´rience pour chaque heuris-
tique. Les croix rouge repre´sentent les temps de soumission d’un nouveau
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DAG dans le syste`me, leur hauteur symbolise le nombre de taˆches dans le
DAG. Ainsi, un point a` une hauteur de dix-sept repre´sente l’application GEE,
neuf pour PipeAlign et six pour MAXDo.
A` la vue de ces courbes (figure 5.15) plusieurs remarques sont a` faire :
– Pour toutes les heuristiques, le temps total de terminaison de l’expe´-
rience est similaire. En particulier, si l’on compare ce temps a` une
borne infe´rieure du temps total d’exe´cution re´parti sur quatre proces-
seurs, sans tenir compte des de´pendances du graphe de taˆches et de
l’indivisibilite´ des taˆches, alors les heuristiques sont entre 2% et 3,5 %
de cette borne infe´rieure inatteignable.
– Les heuristiques qui prennent en compte une priorite´ inter-DAG (foft,
fcfs, srpt) et aging e G-heft11 finissent les DAGs plus toˆt.
– A` l’inverse, l’heuristique G-heft, aging G-heft terminent les DAGs























Figure 5.16 – Nombre de taˆches preˆtes a` eˆtre exe´cute´es.
La figure 5.16 illustre la progression par e´tage de l’heuristique G-heft.
En effet la priorite´ inter-DAG est e´gale a` la priorite´ intra-DAG. Comme tous
les DAGs d’un meˆme type sont identiques, cette heuristique a tendance a`
progresser par vagues. Le fait d’introduire une ponde´ration sur la priorite´
inter-DAG (heuristique aging G-heft) permet de lisser ce comportement,
11La fonction utilise´e dans l’heuristique aging G-heft est la fonction exponentielle.
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(a) Ralentissement pour toutes les applications sans distinction ;
(b) Ralentissement pour chaque application (MAXDo, pipeAlign, GEE) ;
Figure 5.17 – Boˆıtes a` moustaches des ralentissements suivant les heuris-
tiques.
nous ne retrouvons pas ce phe´nome`ne dans les autres heuristiques (fcfs,
foft, srpt, aging e G-heft).
Nous pre´sentons aussi sous la forme d’un graphique dit « boˆıte a` mous-
tache12 » [112], les donne´es statistiques des ralentissements subits par les
applications. La longueur de la boˆıte correspond a` la longueur de l’intervalle
inter-quartile 13 (Q3−Q1), le trait et le point a` l’inte´rieur de la boˆıte marquent
respectivement la me´diane et la moyenne des valeurs, les deux «moustaches »
sortant des boˆıtes symbolisent le ralentissement minimum et maximum. Le
12Traduction de Box & Whiskers Plot
13Quartile : chacune des quatre parties, d’effectif e´gal, d’un ensemble ordonne´ de valeurs.
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ralentissement est de´fini par le temps d’exe´cution de l’application lors de l’ex-
pe´rience divise´e par le temps d’exe´cution de l’application si elle avait e´te´ seule
a` s’exe´cuter sur la plate-forme (cf. tableau 5.2). Plus la valeur est proche de
1, moins l’application est ralentie.
La figure 5.17 montre deux graphiques diffe´rents repre´sentant respecti-
vement le ralentissement pour toutes les applications sans distinction (voir
figure 5.17(a)) et le ralentissement se´pare´ pour chacune d’elles (voir fi-
gure 5.17(b)).
Sans surprises, l’heuristique G-heft obtient le plus fort ralentissement
moyen. Dans l’absolu cette heuristique pourrait ne jamais finir aucun DAG
s’il y avait un flux continu de soumission. Nous observons que le fait de
ponde´rer la priorite´ inter-DAG avec une valeur qui de´pend de la vieillesse
de l’application dans le syste`me permet une diminution du ralentissement
(comparaison entre G-heft et aging G-heft). En outre, dans le sce´nario
choisi, l’heuristique srpt obtient le plus faible ralentissement moyen suivie
des heuristiques foft, aging e G-heft et fcfs. En effet, le crite`re de choix
srpt favorise l’application MAXDo qui demande le moins de travail et qui est
soumise le plus grand nombre de fois (50 fois en tout). De plus, l’application
MAXDo posse`de le plus faible makespan (voir tableau 5.2), elle est donc
le plus sensible au ralentissement. En particulier, nous observons dans la
figure 5.17(b) que l’heuristique foft tend a` homoge´ne´iser les ralentissements
des trois applications, contrairement a` srpt qui avantage les applications
courtes et fcfs qui a tendance a` pe´naliser l’applications MAXDo au profit
des autres. Enfin, l’heuristique aging e G-heft, en de´finissant une priorite´
inter-DAG qui de´pend de la priorite´ intra-DAG de l’algorithme heft et qui
de´pend fortement (exponentiel) du rapport entre l’aˆge et le makespan du
DAG, conjugue le principe de fcfs, foft et de srpt (voir les courbes de
la figure 5.15). En effet, les applications avec un faible makespan voient le
rapport aˆge/makespan augmenter plus rapidement que les autres. De plus,
la conside´ration de l’exponentiel de l’aˆge d’une taˆche rapproche l’heuristique
du comportement de fcfs
Inte´ressons nous a` l’e´quite´ de ces heuristiques. Il existe des manie`res dif-
fe´rentes de de´finir l’e´quite´ [15, 51, 119], cette mesure jauge les diffe´rences
de traitement entre les applications par rapport a` une me´trique. Nous de´fi-
nissons cette mesure de dispersion par rapport au ralentissement (slowdown)
que subit chaque application. Plusieurs valeurs expriment l’e´talement et donc
l’e´quite´ :
– L’e´tendue : diffe´rence entre la valeur maximum et la valeur minimum,
cette mesure est tre`s sensible aux valeurs extreˆmes ;
– L’e´cart interquartile : diffe´rence entre le premier et le troisie`me quartile ;
– L’e´cart moyen : moyenne arithme´tique des e´carts absolus par rapport
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a` la moyenne ;
– L’e´cart type : moyenne quadratique des e´carts par rapport a` la
moyenne.
La repre´sentation en « boˆıte a` moustache » des valeurs du ralentissement
permet de rendre compte de l’e´talement des re´sultats (voir figure 5.17). Nous
remarquons que les heuristiques aging e G-heft, foft posse`dent un e´ta-
lement des ralentissements faible. Ce qui traduit l’e´quitabilite´ de ces heuris-
tiques. Elles obtiennent, de plus, des ralentissements moyens meilleurs que
l’heuristique basic.
En conclusion, sur ce sce´nario d’expe´riences, il apparaˆıt que le temps to-
tal d’exe´cution reste comparable pour toutes les heuristiques. Il est proche
d’une borne the´orique infe´rieure (entre 2% et 3,5%). Il apparaˆıt ici que la
meilleure heuristique permettant d’obtenir un ralentissement moyen le plus
bas est l’heuristique srpt. Pour ce sce´nario, nous l’expliquons par le fait que
le nombre de petites applications est e´leve´. Il est donc judicieux de privile´gier
les petites applications afin d’obtenir un faible ralentissement, d’autant que ce
sont justement ces petites applications qui sont le plus sensibles au ralentisse-
ment. En ce qui concerne l’e´quite´, ce sont les heuristiques aging e G-heft et
foft qui obtiennent un e´talement des ralentissements faibles tout en gardant
une valeur moyenne proche de celle obtenue avec srpt.
Autres expe´riences
Nous avons lance´ une multitude d’autres expe´riences permettant de ve´-
rifier le comportement des heuristiques. Nous avons, par exemple, cherche´ a`
faire varier l’ordre d’arrive´e, le nombre d’applications, la taille et l’he´te´ro-
ge´ne´ite´ de la plate-forme, tout en gardant une quantite´ de travail constante
pour chaque application. Les conclusions apporte´es pour le sce´nario que nous
avons choisi de commenter restent valables pour les autres expe´riences que
nous avons mene´es. Ne´anmoins, il est clair qu’il existe des contre-exemples
ou des situations qui mettront en de´faut une ou plusieurs des heuristiques.
De manie`re ge´ne´rale, il apparaˆıt que l’heuristique G-heft est a` proscrire
pour l’ordonnancement de plusieurs graphes de taˆches lorsque nous obser-
vons le ralentissement subi par les applications. En revanche, elle fournit
des performances efficaces lorsqu’il s’agit de l’ordonnancement intra-DAG.
Les heuristiques foft et aging e G-heft sont les heuristiques qui permet-
tront d’eˆtre le plus e´quitable entre les applications lorsque celles-ci entrent
en concurrence pour les ressources. Et suivant les proportions des diffe´rentes
applications il peut eˆtre opportun de mettre en place l’heuristique srpt.
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5.5 Conclusion
Au cours de ce chapitre, nous avons pre´sente´ de manie`re ge´ne´rale les
proble`mes d’ordonnancement de graphes de taˆches sur les grilles de calcul.
Nous nous sommes inte´resse´s au proble`me particulier de l’ordonnancement a`
la vole´e de plusieurs graphes de taˆches dans un environnement he´te´roge`ne.
Apre`s avoir e´tabli un tour d’horizon des diffe´rentes techniques d’ordonnan-
cement disponibles pour l’ordonnancement mono-DAG, nous avons propose´
six heuristiques diffe´rentes permettant l’ordonnancement de plusieurs DAGs
soumis par des utilisateurs diffe´rents. Elles sont base´es sur l’heuristique de
liste heft [111] que nous avons adapte´e pour eˆtre utilisable dans un contexte
plus dynamique.
De plus, nous avons de´veloppe´ une architecture logicielle dans l’intergiciel
DIET permettant la mise en place d’une heuristique de liste, et plus parti-
culie`rement heft qui a e´te´ montre´e comme une heuristique efficace dans de
nombreux cas. Pour cela, nous avons ajoute´ un nouveau composant logiciel :
le MADAG. Il prend en charge l’exe´cution du graphe de taˆches de´crit par le
client sous la forme d’un fichier xml. L’architecture propose´e permet en outre
un passage a` l’e´chelle aise´, une inde´pendance et une robustesse vis a` vis de
l’intergiciel DIET. Cette implantation n’est pas intrusive dans l’architecture
DIET et n’a pas demande´ de modification particulie`re dans le fonctionne-
ment ge´ne´ral de l’intergiciel. Nous avons ensuite e´tendu cette architecture
pour permettre l’implantation des heuristiques multi-DAGs que nous avons
propose´es. Elles permettent l’ordonnancement concurrent de plusieurs DAGs
en s’appuyant sur les atouts et spe´cificite´s de l’intergiciel DIET.
En outre, nous avons valide´ l’implantation re´alise´e en utilisant 3 applica-
tions issues du De´crypthon mode´lise´es sous la forme de graphes de taˆches.
Il apparaˆıt, a` la vue des tests, que les heuristiques multi-DAG propose´es
pre´sentent toutes de bonnes performances absolues en terme de temps d’exe´-
cution total et d’utilisation des ressources. En revanche il apparaˆıt de fac¸on
marque´e qu’il ne faut pas utiliser l’heuristique G-heft lorsqu’on se trouve
dans un contexte dynamique de soumission de nouveaux DAGs. L’exploration
d’une version aging G-heft prenant en compte la vieillesse des DAGs dans
le syste`me permet d’ame´liorer les ralentissements subis par les applications.
Nous avons pu mettre en e´vidence, le comportement e´quitable des heuris-
tiques foft et aging e G-heft. Toutefois, dans un contexte ou` il existe




Le domaine des grilles informatiques est un the`me de recherche qui
connaˆıt un engouement croissant depuis quelques anne´es. Plusieurs raisons
peuvent eˆtre avance´es :
– la mise en commun des ressources permet de repousser les frontie`res
des calculs re´alisables dans une e´chelle de temps humaine et entretient
l’illusion d’une puissance infinie. Elle permet aussi d’e´tendre les capa-
cite´s de stockage ;
– l’utilisation des ressources des particuliers pour le calcul scientifique
rapproche le grand public des recherches intimistes des scientifiques. Ce
qui permet aussi de lui donner l’impression de contribuer a` l’avance´e
des connaissances ;
– les proble`mes techniques et scientifiques engendre´s par l’utilisation
d’une grille informatique soule`vent de nouveaux de´fis motivants pour
les inge´nieurs et les chercheurs, les obligeant a` revoir parfois leur ap-
proche scientifique.
– la rencontre de domaines scientifiques aux the´matiques diffe´rentes sur
un meˆme support, la « grille informatique », favorise les nouvelles
collaborations et le brassage des ide´es. Cette e´mulation entretient une
recherche communautaire, pluridisciplinaire, et sans frontie`res.
Nous avons pre´sente´ le programme De´crypthon et la mission d’accom-
pagnateur de projets bioinformatiques vers les technologies de grilles qu’il
s’est fixe´. Cette initiative de´montre une nouvelle fois que les grilles informa-
tiques apportent une re´ponse tangible aux proble´matiques de certains projets
scientifiques. Nous avons expose´ notre travail d’architecte de la grille connec-
tant les ressources de six centres de calcul universitaires. Dans ce travail
nous avons permis a` des projets de mener a` bien leurs calculs sur la grille
177
178 Conclusions et Perspectives
De´crypthon en leur offrant une transparence d’utilisation et un support a`
l’adaptation de leurs programmes. Cet effort se mate´rialise par l’adoption
depuis un an de l’intergiciel DIET, de´veloppe´ dans l’e´quipe GRAAL, comme
intergiciel de production de la grille De´crypthon et par la mise a` disposition
du DIET Webboard. Ce portail web de´veloppe´e pour la grille De´crypthon
sera a` terme librement utilisable pour orchestrer n’importe quelle grille in-
formatique supporte´e par l’intergiciel DIET.
Il apparaˆıt, dans notre travail, que le processus de « gridification » d’une
application existante ne´cessite encore une e´tape d’adaptation qui n’est tou-
jours pas transparente. Nous ne sommes pas tre`s loin de la me´taphore des
grilles avec le re´seau e´lectrique propose´ par Ian Foster et al. Il reste encore le
processus de fabrication de la « prise a` la grille » qui n’est encore re´alisable
qu’avec de solides connaissances techniques de l’intergiciel et de l’infrastruc-
ture sous-jacente. Dans ce sens, il faut souligner les efforts de standardisation
re´alise´s par les membres de l’OGF. Cependant, meˆme si certains standards
existent (JDL, GridRPC, etc), il faudra encore du temps avant que ceux-ci
soient propage´s dans l’ensemble de la communaute´ informatique.
A` travers les expe´riences que nous avons mene´es graˆce a` l’outil de re-
cherche Grid’5000, nous avons contribue´ a` la de´monstration de l’inte´reˆt de
cet instrument comme environnement de test et de validation. Il apparaˆıt
aujourd’hui indispensable de disposer d’un tel instrument pour de´limiter les
fonctionnalite´s d’un intergiciel comme DIET qui aspire a` la gestion d’un
grand nombre de machines. De plus, cet outil qui est ve´ritablement a` grande
e´chelle (plus de 1600 machines totalisant pre`s de 4600 cœurs sur 9 sites) nous
a permis de de´montrer les performances et la capacite´ d’utilisation d’une hie´-
rarchie DIET sur une telle infrastructure. Nous avons ainsi participe´ a` ren-
forcer l’image de DIET comme intergiciel de type Network Enabled Server
(NES), modulaire, robuste et le´ger, capable d’adresser des plates-formes a`
grande e´chelle.
Le travail pre´paratoire accompli sur l’application MAXDo du projet
HCMD a contribue´ a` rendre possible l’exe´cution, sur une grille de volon-
taires, d’une quantite´ impressionnante de calcul (plus de 80 sie`cles de temps
processeur en 5 mois). En outre, nous avons introduit la notion de processeur
virtuel a` plein temps (Pvfp) qui permet de rendre compte de la dimension
d’une grille de volontaires. En 2008, la grille World Community Grid est
l’e´quivalent d’une grille comportant en moyenne plus de 75 000 Pvfp. D’autre
part, nous nous sommes servis de cette notion pour e´tablir un point de com-
paraison entre une grille de ressources de´die´es et une grille de machines vo-
latiles. Ce facteur de comparaison permet d’e´tablir une projection sur les
besoins qu’il sera ne´cessaire de mettre en place pour la deuxie`me phase de
calcul du projet HCMD. En somme, cette e´tude comple`te de´montre qu’une
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utilisation comple´mentaire des diffe´rentes grilles (De´crypthon, Grid’5000 et
World Community Grid) permet de mener a` terme une campagne de calcul
scientifique.
Enfin, nous avons propose´ une architecture modulaire autour de la gestion
des taˆches ayant des de´pendances au sein de l’environnement DIET. L’ar-
chitecture propose´e tire parti des fonctionnalite´s de l’environnement client-
agent-serveur implante´es dans l’intergiciel DIET. Apre`s une revue des algo-
rithmes disponibles et des de´veloppements analogues, nous avons implante´
dans un nouvel e´le´ment MADAG l’heuristique de liste heft adapte´e aux
contextes du mode`le DIET. De plus, nous avons propose´ un ensemble de
six algorithmes permettant l’ordonnancement de plusieurs applications de-
mandant un acce`s concurrent aux meˆmes ressources. Il apparaˆıt dans les
re´sultats de nos tests sur trois applications issues du programme De´cryp-
thon, que les heuristiques ont de bonnes performances d’un point de vue
occupation des ressources et temps de terminaison de l’expe´rience. En re-
vanche il existe de fortes disparite´s si l’on observe le ralentissement subi par
chaque application. Tous les algorithmes que nous avons de´veloppe´s sont dis-




Dans un premier temps, il sera inte´ressant de poursuivre le travail
pre´paratoire pour la deuxie`me phase de calcul du projet HCMD. A` cette
occasion, nous pourrons infirmer ou confirmer les suppositions que nous
avons e´mises lors de l’e´valuation des besoins pour la nouvelle phase de calcul.
Nous continuerons le paralle`le entrepris pour comparer ces deux types de
grilles. Il nous semble important d’observer dans quelle mesure le facteur
de comparaison que nous avons e´tabli e´voluera avec le renouvellement des
machines des volontaires. Nous pensons de´ja` a` baser notre comparaison sur
les points accorde´s aux volontaires lorsqu’ils contribuent aux projets du
World Community Grid. De plus, dans un contexte ou` la pre´occupation
d’e´conomie d’e´nergie devient de plus en plus importante pour les particu-
liers, nous pourront e´tablir les profils de consommation e´lectrique [61] des
machines lorsqu’elles travaillent sur les calculs scientifiques. Ainsi, nous
serions capables de re´pondre a` la question suivante : quelle est la proportion
d’e´nergie consomme´e par une machine restant allume´e mais inactive par rap-
port a` une machine calculant sur des projets scientifiques. De plus, il serait
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inte´ressant d’e´tablir d’autres points de comparaison avec d’autres travaux
semblables mene´s sur des grilles de production telles que les data challenge
de l’initiative WISDOM [109] sur la grille europe´enne EGEE. De plus,
dans un avenir proche, les projets du programme De´crypthon pourraient
be´ne´ficier d’une incorporation du MADAG au sein de la grille universitaire
De´crypthon. Nous pourrions rendre disponible au sein du DIET Webboard
la gestion d’applications de´crites sous la forme d’enchaˆınement de taˆches.
Les utilisateurs pourraient alors composer, a` la manie`re de Taverna [100],
les programmes « gridifie´s » dans la plate-forme universitaire De´crypthon
et l’ordonnancement des workflows serait orchestre´ par les heuristiques que
nous avons de´veloppe´es et valide´es.
Gestion des workflows
La gestion des workflows dans l’intergiciel DIET se fait par la des-
cription d’un graphe dirige´ oriente´ (DAG) dans un fichier xml. Or, comme
nous l’avons vu dans les approches d’autres moteurs d’exe´cution de workflows
(Pegasus/DagMan [28, 92], Triana [67], MOTEUR [41]), l’enchaˆınement
des taˆches (workflow fonctionnel) est se´pare´ de la description des donne´es.
Nous travaillons actuellement au de´veloppement d’un langage et d’outils
permettant de prendre en compte se´pare´ment le workflow fonctionnel et les
donne´es applique´es a` celui-ci.
En outre, il apparaˆıt que notre re´flexion et notre travail sur le de´velop-
pement de la gestion de plusieurs applications de type graphes de taˆches
dans l’intergiciel DIET trouve des e´chos dans d’autres moteurs d’exe´cution
de workflows. Ainsi le projet Pegasus de l’Information Sciences Institute a`
l’Universite´ de Californie du Sud de´veloppe un outil nomme´ Ensemble Ma-
nager [99] permettant de prendre en charge, comme le MADAG, l’exe´cution
concurrente de workflows scientifiques. Nous aurons a` cœur d’adapter et d’im-
planter nos heuristiques au sein de leur environnement.
Ge´ne´rales
Enfin, notre travail autour du programme De´crypthon de´montre
qu’il est ne´cessaire de disse´miner les connaissances sur les technologies
de grilles aupre`s des scientifiques non spe´cialistes. Cette e´tape est tre`s
enrichissante humainement et intellectuellement. Elle permet d’appre´hender
les points de vue et le vocable des domaines scientifiques qui appre´hendent
l’informatique comme un outil de travail sans chercher force´ment a` optimiser
leurs programmes pour des traitements paralle`les. Le rapprochement entre
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l’informatique du paralle´lisme des grilles et les autres sciences explore de
nouveaux champs de connaissances pluridisciplinaires.
La diffusion du savoir autour des grilles informatiques demande une maˆı-
trise et une connaissance vaste des diffe´rents champs d’action de l’informa-
tique : syste`me d’exploitation, re´seaux de communication, programmation,
compilation, etc. Les grilles informatiques, bien qu’ayant dix ans, si l’on situe
la naissance a` la parution du livre de Ian Foster et al en 1998, ont encore
besoin de temps pour arriver a` la maturite´ ne´cessaire pour eˆtre utilise´es par
tous. Cette diffusion du savoir passera par une rationalisation des technolo-
gies (processus en marche avec les groupes de re´flexion et de standardisation
de l’OGF) et par un me´lange des sciences et des ressources au sein de projets
motivant comme le De´crypthon, EGEE ou encore le World Community Grid.
Dans cette meˆme perspective, le « cloud computing » reprend les ide´es des
grilles informatiques utilise´es par les scientifiques pour en fournir une offre
commerciale a` destination des entreprises. Un ensemble de puissance de calcul
et de me´moire, propose´ comme un service a` des clients par une entreprise
externe. Les entreprises n’auraient ainsi plus besoin de ressources propres,
mais confiraient le soin a` un prestataire de garantir une puissance de calcul
et de stockage a` la demande. Dans ce domaine, les mastodontes du monde
informatique (Amazon, Google, HP, IBM, Microsoft, Sun Microsystems, etc)
ont de´ja` pris place et travaillent a` fournir une offre commerciale base´e sur la
virtualisation re´pondant aux contraintes de confidentialite´s et de qualite´s de
services.
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