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Resumo
A qualidade do servic¸o das empresas de eletricidade e´ assegurada pela inspec¸a˜o regular
de linhas ele´tricas e pelos procedimentos de manutenc¸a˜o preventiva. Me´todos tradicio-
nais como um helico´ptero teˆm muitas desvantagens, tais como, altos custos e riscos. Os
ve´ıculos ae´reos na˜o tripulados (UAV) esta˜o agora a ser utilizados para efetuar inspec¸o˜es,
uma vez que podem ser equipados com sensores semelhantes aos do helico´ptero.
Nesta dissertac¸a˜o propo˜e-se enderec¸ar o problema de aumentar as capacidades de
percec¸a˜o em tempo real dos UAVs para dota´-los de capacidades para operac¸o˜es auto´nomas
e semi-auto´nomas seguras e robustas. Nesse sentido o trabalho ira´ enderec¸ar um dos
componentes do sistema de percec¸a˜o, nomeadamente a detec¸a˜o de linhas ele´tricas por
visa˜o.
Um novo me´todo para detec¸a˜o de linhas ele´tricas em imagens, designado de PLineD,
foi desenvolvido, e e´ capaz de melhorar a robustez da detec¸a˜o mesmo na presenc¸a de
imagens com ru´ıdo de fundo. Como base, usa o algoritmo Edge Drawing (ED), selecio-
nado a partir da comparac¸a˜o efetuada do desempenho de treˆs algoritmos, identificados
no estado da arte.
O algoritmo foi testado num conjunto de va´rias imagens reais de linhas ele´tricas, com
mu´ltiplos fundos e condic¸o˜es climate´ricas. Os resultados experimentais demonstram que
o PLineD e´ eficaz e capaz de ser implementado numa pipeline de processamento de
imagem em tempo real.
Palavras-Chave: Linhas Ele´tricas, Edges, Detec¸a˜o, PLineD
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Abstract
The electrical companies service quality is ensured by regular power line inspection
and by preventive maintenance procedures. Traditional methods like an helicopter have
many disadvantages such as, high costs and risks. Unmanned Aerial Vehicles (UAV)
are now being used to carry out inspections given that it can be equipped with similar
sensors to helicopter.
This paper is part of the efforts to address the problem of improving the real-time
perception capabilities of UAVs for endowing them with capabilities for safe and robust
autonomous and semi autonomous operations. And focuses in one of the components of
the perception system, namely the vision based power line detection.
A new method of vision based power line detection algorithm denoted by PLineD,
was developed, and it’s able to improve the detection robustness even in the presence
of images with background noise. As a base, it uses the Edge Drawing (ED) algorithm,
selected from the performance comparison of three algorithms, identified in the state of
the art.
The algorithm was tested in real outdoor images of a dataset with multiple back-
grounds and weather conditions. The experimental results demonstrates that the PLi-
neD is effective and able to implemented in real-time image processing pipeline.
Palavras-Chave: Power lines, Edges, Detection, PLineD
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Cap´ıtulo 1
Introduc¸a˜o
A qualidade de servic¸o prestada pelos fornecedores de eletricidade esta´ bastante de-
pendente das poss´ıveis falhas que possam ocorrer nos va´rios elementos constituintes das
linhas ele´tricas. Uma das poss´ıveis medidas de manutenc¸a˜o preditiva, de forma a pre-
venir falhas, e garantir ac¸o˜es preventivas e´ a inspec¸a˜o visual dos ativos ele´tricos. Estas
ac¸o˜es contribuira˜o na˜o so´ para criar condic¸o˜es que permitam evitar interrupc¸o˜es ines-
peradas na rede ele´trica, mas tambe´m para prevenir poss´ıveis acidentes. Isto, resulta
numa poupanc¸a a n´ıvel moneta´rio, pois reduz-se os gastos em poss´ıveis remodelac¸o˜es
nos troc¸os das linhas ele´tricas ou em indemnizac¸o˜es a clientes.
Alguns dos problemas expecta´veis que possam ser detetados por uma inspec¸a˜o visual
sa˜o quebras nos isoladores ou sinos, perda de galvanizac¸a˜o, ferrugem e tambe´m a invasa˜o
da vegetac¸a˜o perto dos ativos [1] [2], como demonstrado pela figura 1.1.
(a) Quebra nos isoladores [3] (b) Corrosa˜o galvaˆnica [4]
Figura 1.1: Exemplo de ativos ele´tricos com problemas.
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Os me´todos de inspec¸a˜o de ativos ele´tricos podem ser divididos em treˆs categorias:
inspec¸a˜o terrestre por uma equipa humana, ve´ıculos ae´reos tripulados [1] e mais recente-
mente por ve´ıculos ae´reos na˜o-tripulados (Unmanned Aerial Vehicles - UAV’s) operados
remotamente [1].
Dos me´todos anteriormente enumerados, a inspec¸a˜o visual pelo solo e´ aquela que
apresenta menor risco, contudo o processo e´ lento, menos preciso e necessita de boa
acessibilidade aos terrenos. Os ve´ıculos ae´reos tripulados, como os helico´pteros, fornece
um processo de inspec¸a˜o ra´pido, no entanto com custos operacionais muito elevados (o
que o faz ser economicamente via´vel apenas para inspec¸a˜o de a´reas grandes) e apresenta
algum risco para os operadores devido ao voo pro´ximo das linhas ele´tricas e apoios
que requerem uma inspec¸a˜o de proximidade. Mais recentemente, a inspec¸a˜o de ativos
com UAVs, maioritariamente tele-operados, tem crescido a um ritmo elevado, uma vez
que reduzem o risco humano e os custos da operac¸a˜o (mais significativo em cena´rios
de inspec¸a˜o pontuais), e simultaneamente permitem obter dados a partir de mu´ltiplas
posic¸o˜es, aˆngulos e distaˆncias para os ativos, contribuindo para uma melhor qualidade
dos dados recolhidos.
Apesar das vantagens dos UAVs, existem tambe´m riscos, como a existeˆncia de redes
complexas de linhas ele´tricas, que devem ser detetadas e evitadas durante o voo do
UAV. Isto, juntamente com o facto de que a percec¸a˜o visual do ambiente pode ser
perturbada por va´rios ru´ıdos de fundo (por exemplo relva, a´rvores, cercas e estradas),
como ilustrado na figura 1.2,a detec¸a˜o das linhas ele´tricas pelo operador pode se tornar
uma tarefa imposs´ıvel. Para tal, a utilizac¸a˜o de um mo´dulo de detec¸a˜o de linhas ele´tricas,
que permita evitar a colisa˜o, revela-se essencial para auxilio do operador. A percec¸a˜o
de linhas ele´tricas contribui tambe´m para aprimorar as capacidades auto´nomas de um
UAV, na˜o so´ como um mo´dulo anti-coliso˜es, mas como um guia que permite que o voo
seja efetuado ao longo da linha.
Nesta dissertac¸a˜o propo˜e-se enta˜o enderec¸ar o problema de aumentar as capacida-
des de percec¸a˜o em tempo real dos UAVs para dota´-los de capacidades para operac¸o˜es
auto´nomas e semi-auto´nomas seguras e robustas. Nesse sentido o trabalho ira´ enderec¸ar
um dos componentes do sistema de percec¸a˜o, nomeadamente a detec¸a˜o de linhas ele´tricas
por visa˜o, mesmo na presenc¸a de imagens com ru´ıdo de fundo e linhas ele´tricas curvas.
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Figura 1.2: Exemplo do ambiente que rodeia as linhas ele´tricas.
1.1 Motivac¸a˜o
O Centro de Robo´tica e Sistemas Auto´nomos (CRAS) do INESC TEC, ao longo dos
u´ltimos anos, tem participado em va´rios projetos de robo´tica aplicada, no meio aqua´tico,
ae´reo e terrestre, tal como demonstrado por alguns dos roboˆs presentes na figura 1.3.
Esta dissertac¸a˜o insere-se nos projetos do CRAS em particular no projeto ”Drones
para inspec¸a˜o de ativos ele´tricos”em parceira com a EDP Labelec e consiste no desenvol-
vimento de um UAV adaptado ao processo de inspec¸a˜o ae´rea de ativos ele´tricos, como
por exemplo, torres eo´licas, subestac¸o˜es, barragens, apoios e linhas ele´tricas. O primeiro
proto´tipo, designado de BYRD, presente na figura 1.4, ja´ efetuou va´rios voos auto´nomos
nas va´rias zonas de interesse para inspec¸a˜o, permitindo assim a recolha de dados ge-
orreferenciados de LiDAR e imagens de espetro vis´ıvel e termogra´fico. A informac¸a˜o
adquirida permite que em backoffice os te´cnicos da EDP Labelec possam avaliar e gerar
relato´rios do estado dos ativos EDP.
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Figura 1.3: Alguns dos roboˆs desenvolvidos pelo CRAS
Figura 1.4: Byrd I em processo de inspec¸a˜o auto´noma de um apoio de Me´dia Tensa˜o.
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1.2 Objetivos
A dissertac¸a˜o enderec¸a o problema de reconhecimento de linhas ele´tricas com recurso
a uma caˆmara de espetro vis´ıvel. O trabalho desenvolvido tem como objetivo dotar um
UAV da capacidade de navegar em modo auto´nomo e semi-auto´nomo na presenc¸a de
linhas ele´tricas.
Deste modo, o desenvolvimento do projeto implica a concretizac¸a˜o dos seguintes
objetivos:
• Identificac¸a˜o do problema/limitac¸o˜es do processo de detec¸a˜o de linhas ele´tricas;
• Ana´lise do estado de arte do processo de reconhecimento de linhas ele´tricas;
• Ana´lise comparativa de me´todos que permitam enderec¸ar o reconhecimento de
linhas ele´tricas;
• Desenvolvimento de um me´todo robusto que permita fazer o reconhecimento de
linhas ele´tricas com base nos requisitos definidos para a soluc¸a˜o;
• Validac¸a˜o do me´todo desenvolvido para os diferentes cena´rios anteriormente identi-
ficados e avaliac¸a˜o do desempenho relativamente aos me´todos discutidos no estado
de arte.
1.3 Estrutura
Esta dissertac¸a˜o encontra-se organizada em oito cap´ıtulos. No segundo cap´ıtulo e´
apresentado um estudo acerca de diferentes me´todos ja´ desenvolvidos pela comunidade
cient´ıfica sobre reconhecimento de linhas ele´tricas com caˆmaras vis´ıveis.
De seguida, no cap´ıtulo 3 sera˜o abordados conceitos e fundamentos necessa´rios para
a compreensa˜o desta dissertac¸a˜o, tendo como base alguns conceitos de processamento
de imagem e alguns me´todos analisados no cap´ıtulo do estado da arte.
O cap´ıtulo 4 conte´m uma comparac¸a˜o entre treˆs algoritmos para detec¸a˜o de linhas
ele´tricas em imagens, apresentados no estado da arte, e do qual sera´ escolhido um como
base para o me´todo desenvolvido.
No cap´ıtulo seguinte, Cap´ıtulo 5, e´ descrito o me´todo desenvolvido para detec¸a˜o de
linhas ele´tricas, bem como uma explicac¸a˜o de cada um dos passos constituintes.
Os resultados obtidos sa˜o apresentados no cap´ıtulo 6, onde o algoritmo e´ testado
em va´rias imagens, recolhidas por um UAV, de linhas ele´tricas e e´ comparado com os
algoritmos selecionados no estado da arte.
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Por u´ltimo, no cap´ıtulo 7 sa˜o apresentadas algumas concluso˜es sobre o trabalho de-
senvolvido, bem como o trabalho futuro a realizar.
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Estado da Arte
Neste cap´ıtulo sa˜o enderec¸ados os me´todos que se enquadrem no processo de detec¸a˜o
de linhas ele´tricas com recurso a imagens de caˆmaras vis´ıveis. O estudo apresentado neste
capitulo ira´ permitir uma melhor compreensa˜o das me´todos existentes e dos desafios
associados aos processo de detec¸a˜o de linhas ele´tricas.
2.1 Me´todos de detec¸a˜o de linhas ele´tricas
No estado da arte, os algoritmos de visa˜o para detec¸a˜o de linhas ele´tricas sa˜o geralmente
divididos em dois passos principais, transformac¸a˜o da imagem a tons de cinza numa
imagem bina´ria, obtendo segmentos, e extrac¸a˜o dos segmentos que pertencem a`s linhas
ele´tricas [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15].
A transformac¸a˜o numa imagem bina´ria e´ feita na maioria por detetores de edges,
obtendo segmentos que correspondem intuitivamente aos limites dos objetos, tais como,
aplicar um threshold na imagem a tons de cinza [5] [6] [7], Line Detector Mask ou Ratio
Line Detector [8],CVK method [9], canny edge detector [10] [11] e Marr-Hildreth detector
[12]. No entanto, existem tambe´m aqueles que usam extrac¸a˜o de pontos ridge [11] [14]
[15], em vez da detec¸a˜o de edges, ou filtros, como Pulse-Coupled Neural Network [13].
A maioria dos autores usa a transformada de Hough como base dos seus algoritmos de
extrac¸a˜o dos segmentos que pertencem a`s linhas ele´tricas [5] [7] [9] [10] [12] [13]. Outros,
optam pela utilizac¸a˜o de me´todos diferentes, tais como, Heuristics based line detection
[6], Radon Transform [8], Circle Based Search [11] e Line Fitting [15] [14].
Zhang em [5] usa o me´todo de threshold de Otsu [16] seguido da detec¸a˜o de linhas
retas usando a transformada de Hough [17]. As linhas ele´tricas sa˜o filtradas usando um
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K-means no espac¸o de Hough, isto e´, agrupa segmentos de linhas consoante o aˆngulo
e a distaˆncia. Para cada grupo faz a estimac¸a˜o de uma linha reta pelo me´todo least
squares. Aquando do uso de uma sequeˆncia de imagens, tal como v´ıdeo continuo, o filtro
de Kalman [18] pode ser aplicado no espac¸o de Hough para efetuar tracking a`s linhas
ele´tricas.
Yang em [7] recorre a um me´todo de threshold adaptado, que divide a imagem em
secc¸o˜es NxM e calcula um valor de threshold para cada uma das secc¸o˜es. Os segmentos
de linha sa˜o enta˜o obtidos pela transformada de Hough. A discriminac¸a˜o das linhas
ele´tricas e´ feita pelo algoritmo de cluster Fuzzy C-means [19] [20] que agrupa as linhas
em va´rios grupos, sendo um desses grupos, o grupo das linhas ele´tricas.
Gerke em [10], propo˜e a utilizac¸a˜o de um filtro de Range [21] que realc¸a as linhas
na imagem. Os objetos que na˜o sejam longos nem finos sa˜o eliminados por operac¸o˜es
morfolo´gicas. Neste instante e´ aplicado o detetor de Canny edge [22], permitindo remover
os chamados outer edges. A transformada de Hough e´ enta˜o utilizada, onde partindo do
espac¸o de Hough e´ removido todos os picos que na˜o tenham um pico correspondente na
proximidade e com uma orientac¸a˜o semelhante.
Em [12], Tong recorre ao detetor de Marr-Hildreth edge [23] e a` transformada de
Hough para obter segmentos de linhas. A estes segmentos e´ aplicado um passo de
ana´lise morfolo´gica, que preenche as falhas em segmentos de linhas e remove todos os
segmentos que sejam menores em comprimento e largura que um threshold.
Zhang em [13] propo˜e a utilizac¸a˜o de um modelo modificado de Pulse-Coupled Neural
Network [24] como filtro para reduzir ru´ıdo, seguido da transformada de Hough com o
procedimento de votac¸a˜o melhorado [25]. As linhas que na˜o sa˜o paralelas sa˜o removidos
por um cluster.
Sharma em [6], recorre a um kernel Gaussiano 3x3 seguido de um operador majority
based erosion, que reduz a largura das linhas para um u´nico pixel, como me´todo de
threshold. A detec¸a˜o de linhas e´ alcanc¸adas por Heuristics based line detection, isto e´,
como a detec¸a˜o de linhas ele´tricas apenas e´ feita por vista vertical, assume que estas
va˜o desde a parte inferior da imagem ate´ a` parte superior. Na parte inferior, identifica
o inicio das linhas e acumula o tamanho da linha ate´ que encontre uma quebra.
Yan em [8] recorre ao uso do Line Detector Mask [26] ou Ratio Line Detector [27]
restringido pela refletaˆncia do material da linha ele´trica, como detetor de edges da ima-
gem, tendo cada um as suas vantagens. Recorre a` transformada de Radon [28] para
detetar linhas na imagem, seguido de um agrupamento de segmentos de linha consoante
o aˆngulo e a distaˆncia entre os pontos da extremidade. Com base nos segmentos obtidos,
o me´todo propo˜e efetuar a estimac¸a˜o da linha ele´trica assumindo a aproximac¸a˜o a uma
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linha reta. No sentido a melhorar a estimac¸a˜o da posic¸a˜o das linhas, o filtro de Kalman
e´ usado para preencher as falhas entre linhas, resultante do passo anterior.
Ce´ron em [11] utiliza o me´todo de Canny ou a identificac¸a˜o dos pontos de ridge [29]
a partir do filtro steerable [21] como me´todos para obter segmentos. Para detec¸a˜o das
linhas usa o me´todo de Circle Based Search, que a partir da simetria do c´ırculo procura
por pontos va´lidos que pertencem a uma linha. Baseado nos princ´ıpios de Gestalt [30],
faz a junc¸a˜o das linhas, recorrendo a`s caracteristicas como similaridade, comprimento e
proximidade das linhas. As linhas ele´tricas sa˜o aquelas que apresentam um comprimento
maior, na direc¸a˜o com maior nu´mero de linhas e aquelas com linhas paralelas.
Liu apresenta dois me´todos de detec¸a˜o de linhas ele´tricas em [14] e [15] em que, o
segundo me´todo acrescenta um passo final ao primeiro. O primeiro me´todo alcanc¸a a
extrac¸a˜o de segmentos baseados na identificac¸a˜o dos pontos ridge a partir da func¸a˜o de
energia do filtro steerable e usa a te´cnica de ana´lise aos elementos agregados para ser
efetuado a estimac¸a˜o de uma linha pelo me´todo dos least squares. O segundo me´todo
acrescenta um passo de agrupamento de linhas baseado nos princ´ıpios de Gestalt, usando
as caracteristicas como proximidade, continuidade e similaridade.
Os me´todos de detec¸a˜o de retas tambe´m podem ser utilizados para extrac¸a˜o das linhas
ele´tricas [11] [14] e [15] onde, a performance dos algoritmos desenvolvidos e´ avaliada face
a dois me´todos de detec¸a˜o de retas, chamados de LSD [31] e EDLines [32].
Yetgin em [33] apresenta um estudo comparativo destas duas te´cnicas, juntamente
com a transformada de Hough, para detec¸a˜o de linhas ele´tricas por avio˜es que voem a
baixa altitude.
Rafael Gioi apresenta o me´todo Linear-time Line Segment Detector (LSD) [31] que
agrupa pixeis em regio˜es que partilham o mesmo aˆngulo de gradiente e efetua uma
aproximac¸a˜o dos mesmos a um retaˆngulo, devido a` sua aproximac¸a˜o a uma reta. A
validac¸a˜o do retaˆngulo como reta e´ calculado pelo nu´mero de falsos positivos usando o
me´todo de Desolneux [34].
Akinlar em [32] apresenta o algoritmo EDLines que pode ser dividido em 3 passos:
Extrac¸a˜o de segmentos de edges usando o algoritmo Edge Drawing [35] [36]. Gerac¸a˜o de
retas de segmentos pelo me´todo least squares line fitting. Tal como no LSD, e´ efetuada
a validac¸a˜o da reta pelo me´todo de Desolneux.
Lu em [37] apresenta um me´todo para detec¸a˜o de retas chamado de CannyLines.
O operador de Canny, usado em conjunto com o me´todo desenvolvido que calcula os
thresholds automaticamente para cada imagem, faz a extrac¸a˜o de edges, que efetuando
um passo de ligac¸a˜o e divisa˜o de edges, alimenta o me´todo least squares line fitting. Tal
como no EDLines e LSD, e´ efetuada a validac¸a˜o da reta por uma versa˜o mais robusta
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do mesmo me´todo.
2.2 Discussa˜o do Estado da Arte
Na ana´lise efetuada do estado de arte, foram identificados uma grande variedade de
me´todos de processamento de imagem, tendo todos em comum o procurar tirar proveito
de algumas caracteristicas f´ısicas da linhas ele´tricas como e´ o caso do paralelismo, o fato
da linha puder ser aproximada a uma reta e a distaˆncia entre linhas.
O passo da extrac¸a˜o dos segmentos que pertencem a`s linhas ele´tricas, os autores
partem do pressuposto que as linhas ele´tricas em imagens podem ser aproximadas a uma
reta. Esta caracter´ıstica e´ verdadeira, apenas quando se utiliza imagens retiradas com
uma vista vertical face a`s linhas ele´tricas, na˜o indo de encontro aos objetivos definidos
nesta dissertac¸a˜o.
Os resultados apresentados pelos me´todos de detec¸a˜o de linhas ele´tricas consistem
em ilustrac¸o˜es das linhas ele´tricas extra´ıdas a partir de imagens de baixa resoluc¸a˜o e em
cena´rios na˜o muito complexos. Casos mais complexos de cena´rios com linhas ele´tricas
na˜o sa˜o abordados, deixando na du´vida a verdadeira valia dos me´todos apresentados.
Em alguns casos, tambe´m e´ apresentado o tempo de execuc¸a˜o de cada algoritmo.
Os algoritmos de detec¸a˜o de retas apresentam caracteristicas interessantes para detec¸a˜o
de linhas ele´tricas, mas como na˜o se encontram focados em linhas ele´tricas, apresentam
um maior nu´mero de falsos positivos.
Nesse sentido, identificaram-se 3 me´todos promissores, LSD[31], EDLines[32] e Canny-
Lines [37], para qual pretendemos analisar a sua performance atrave´s de uma ana´lise
comparativa e identificar uma linha de trabalho que vai ser objeto de contribuic¸a˜o da
dissertac¸a˜o.
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Fundamentos Teo´ricos
Neste cap´ıtulo sera´ efetuado um estudo teo´rico de algumas te´cnicas e conceitos usa-
dos em processamento de imagem, que servira˜o de apoio a` compreensa˜o das tema´ticas
abordadas na presente dissertac¸a˜o. Uma outra linha de trabalho que ira´ ser analisado e´
o funcionamento detalhado dos algoritmos selecionados no Estado da Arte.
3.1 Edges
O termo edge e´ associado a uma alterac¸a˜o local, significativa, na intensidade da
imagem, que ocorre tipicamente nos limites entre duas regio˜es diferentes. Normalmente,
um edge e´ associado a uma descontinuidade na intensidade da imagem ou na primeira
derivada da intensidade da imagem. A figura 3.1 ilustra um exemplo de detec¸a˜o de
edges, onde todos os limites das formas geome´tricas sa˜o edges.
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(a) Imagem Original (b) Detec¸a˜o de edges
Figura 3.1: Ilustrac¸a˜o de detec¸a˜o de edges. (a) Imagem original com algumas figuras
geome´tricas, (b) Detec¸a˜o de edges
3.2 Magnitude e Direc¸a˜o do Gradiente
O gradiente de uma imagem e´ uma medida da alterac¸a˜o da direc¸a˜o da intensidade.
Do ponto de vista matema´tico, o gradiente de uma func¸a˜o de duas varia´veis (neste caso,
a func¸a˜o da intensidade da imagem), em cada pixel da imagem, e´ um vetor 2D em
que as suas componentes sa˜o dadas pelas derivadas da func¸a˜o nas direc¸o˜es verticais e
horizontais (fo´rmula 3.1) . Em cada pixel da imagem (x,y), o vetor do gradiente aponta
na direc¸a˜o onde ocorre a alterac¸a˜o mais ra´pida na intensidade e o tamanho do vetor do
gradiente corresponde a` taxa de variac¸a˜o nessa direc¸a˜o.
G[f(x, y)] =
Gx
Gy
 =

∂f
∂x
∂f
∂y
 (3.1)
A magnitude do gradiente e´ dado por:
G[f(x, y)] =
√
G2x +G
2
y (3.2)
A partir da ana´lise dos vetores, a direc¸a˜o do gradiente e´ definida como:
α(x, y) = arctan
(
Gx
Gy
)
(3.3)
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3.3 Operador de Sobel
O operador de Sobel e´ uma te´cnica que calcula uma aproximac¸a˜o do gradiente da
func¸a˜o da intensidade da imagem. Considerando os pixeis vizinhos em torno do pixel
[i,j]: a0 a1 a2a7 [i, j] a3
a6 a5 a4

e as equac¸o˜es da derivada parcial:
sx = (a2 + 2a3 + a4)− (a0 + 2a7 + a6) (3.4)
sy = (a0 + 2a1 + a2)− (a6 + 2a5 + a4) (3.5)
o operador de Sobel e´ a magnitude do gradiente calculado por:
M(i, j) =
√
s2x + s
2
y (3.6)
.
As varia´veis sx e sy podem ser calculados usando matrizes de convoluc¸a˜o (kernel):
sx =
−1 0 1−2 0 2
−1 0 1
 sy =
 1 2 10 0 0
−1 −2 −1
 (3.7)
A figura 3.2 mostra um exemplo de convoluc¸a˜o entre um kernel e um pedac¸o da
imagem, resultando na magnitude do pixel central.
Figura 3.2: Convoluc¸a˜o de duas matrizes.
3.4 Kernel Gaussiano
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O kernel Gaussiano e´ usado para suavizar imagens e remover ru´ıdo.
Os coeficientes do kernel gaussiano sa˜o amostrados a partir da func¸a˜o Gaussiana 2D:
G(x, y) =
1
2piσ2
e−
x2+y2
2σ2 (3.8)
onde, σ e´ o desvio padra˜o da distribuic¸a˜o. Assume-se que a distribuic¸a˜o tem uma
me´dia de (0,0).
A figura 3.3 mostra um exemplo do kernel 5x5 que aproxima a func¸a˜o gaussiana com
um σ de 1.
Figura 3.3: Aproximac¸a˜o discreta da func¸a˜o Gaussiana com σ=1.
3.5 Least Squares line fit
O least Squares line fit e´ um procedimento matema´tico que tenta encontrar a melhor
reta que representa um conjunto de dados, minimizando a soma dos erros quadra´ticos.
Dado um conjunto de dados (x1,y1),...,(xN ,yN ), o erro associado a` reta y = ax+ b e´
E(a, b) =
N∑
n=1
(yn − (axn + b))2 (3.9)
O objetivo deste processo e´ descobrir os valores de a e b que minimiza o erro. Isto
requer que se encontre os valores (a,b) tais que
∂E
∂a
= 0,
∂E
∂b
= 0 (3.10)
resultando na matriz final[
a
b
]
=
[∑N
n=1 x
2
n
∑N
n=1 xn∑N
n=1 xn
∑N
n=1 1
]−1 [∑N
n=1 xnyn∑N
n=1 yn
]
(3.11)
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3.6 Me´todos identificados no Estado da Arte
No Estado da Arte os algoritmos LSD, EDLines e CannyLines, foram selecionados como
me´todos promissores para a detec¸a˜o de linhas ele´tricas. Nesta secc¸a˜o, e´ explicado deta-
lhadamente o funcionamento de cada um dos me´todos.
3.6.1 LSD
Rafael Gioi em conjunto com Je´remie Jakubowicz, Jean-Michel Morel and Gregory
Randall desenvolveram o Line Segment Detector (LSD) [31], que tem como intuito de
retorna uma lista de segmentos de retas detetadas a partir de uma imagem em tons de
cinza. O LSD foi desenvolvido com o objetivo de ser aplicado sem a existeˆncia de qualquer
tipo de calibrac¸a˜o de paraˆmetros, mas depende de alguns nu´meros que determina o seu
comportamento. O algoritmo 1 apresenta a descric¸a˜o completa em pseudoco´digo.
Algorithm 1 : LSD: Line Segment Detector
input: An image I
output: A list out of rectangles
Is ← ScaleImage(I, S, σ =
∑
S )
(LLA, |5Is|, OrderedListP ixels)← Gradient(Is)
Status←=
{
USED, pixels with |5Is| ≤ ρ
NOT USED, otherwise
for pixel P ∈ OrderedListP ixels do
if Status(P ) = NOT USED then
region← RegionGrow(P, τ)
rect← Rectange(region)
while AlignedP ixelDensity(rect, τ) < D do
region← CutRegion(region)
rect← Rectange(region)
end while
rect← ImproveRectangle(rect)
nfa← NFA(rect)
if nfa ≤ ε then
rect→ out
end if
end if
end for
O LSD encontra-se dividido em 7 passos, listados seguidamente:
• Escalar a imagem;
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• Ca´lculo do gradiente;
• Pseudo-Ordenac¸a˜o do gradiente;
• Threshold do gradiente;
• Regia˜o crescente;
• Aproximac¸a˜o a um retaˆngulo;
• Ca´lculo do nu´mero de falsos alarmes.
3.6.1.1 Reescalar a imagem
O primeiro passo do LSD consiste em reescalar a imagem de entrada para 80% (S=0.8)
do seu tamanho. Este passo ajuda a lidar com o efeito de aliasing (especialmente o efeito
de escada) presente em muitas imagens.
A figura 3.4 mostra dois casos de detec¸a˜o de edges em aˆngulos diferentes, acompanha-
dos do resultado do LSD sem a aplicac¸a˜o deste passo inicial. No primeiro caso o edge
e´ detetado como quatro retas horizontais e no segundo caso na˜o e´ detetada qualquer
reta. A figura 3.5 mostra o resultado do LSD, usando uma escala de 80%. Ambos os
edges sa˜o detetados e com a orientac¸a˜o certa (mesmo com o primeiro a estar igualmente
fragmentado).
Figura 3.4: Detec¸a˜o de dois edges com aˆngulos diferentes sem recurso a` etapa de reescalar
a imagem. [31]
Esta reescala e´ feita por uma sub-amostragem gaussiana. A imagem e´ filtrada por
kernel gaussiano e depois e´ sub-amostrado. O desvio padra˜o do kernel gaussiano e´
determinado por σ =
∑
/S, onde S e´ o fator de escala. O valor de
∑
e´ igualado a 0.6.
16
Cap´ıtulo 3 3.6. Me´todos identificados no Estado da Arte
Figura 3.5: Detec¸a˜o para as imagens na figura 3.4 recorrendo ao passo de reescalar a
imagem. [31]
3.6.1.2 Ca´lculo do gradiente
O gradiente da imagem e´ calculado em cada pixel usando uma ma´scara 2x2, dado
por: [
i(x, y) i(x+ 1, y)
i(x, y + 1) i(x+ 1, y + 1)
]
onde i(x,y) e´ o valor em tons de cinza do pixel (x,y). O gradiente da imagem e´
calculado por:
gx(x, y) =
i(x+ 1, y) + i(x+ 1, y + 1)− i(x, y)− i(x, y + 1)
2
(3.12)
gx(x, y) =
i(x, y + 1) + i(x+ 1, y + 1)− i(x, y)− i(x+ 1, y)
2
(3.13)
A direc¸a˜o do edge e´ calculado por:
α(x, y) = arctan
(
gx(x, y)
−gy(x, y)
)
(3.14)
E a magnitude do gradiente e´ calculado pela equac¸a˜o 3.2.
3.6.1.3 Pseudo-Ordenac¸a˜o do gradiente
A ordem em que os pixeis sa˜o processados tem impacto no resultado final. Num
edge, o pixel central normalmente tem um valor maior de gradiente, sendo por este que
se comec¸a a procurar segmentos de retas.
Para tal, sa˜o criados 1024 compartimentos correspondentes a intervalos iguais de
magnitude entre zero e o maior valor observado na imagem. Os pixeis sa˜o classificados
nestes compartimentos de acordo com o valor da magnitude do gradiente.
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3.6.1.4 Threshold do gradiente
Os pixeis com gradiente inferior a ρ sa˜o rejeitados e na˜o sa˜o usados nos passos se-
guintes. O threshold ρ e´ dado pela equac¸a˜o:
ρ =
q
sin τ
(3.15)
onde, q e´ um limite no erro poss´ıvel no valor do gradiente devido aos efeitos de
quantizac¸a˜o, e τ e´ o aˆngulo de toleraˆncia usado no algoritmo de regia˜o crescente.
Pelas experieˆncias efetuadas valor de q e´ usado como 2.
3.6.1.5 Region Growing
Comec¸ando por um pixel na lista ordenada de pixeis na˜o usados, o algoritmo de
region growing e´ aplicado para formar um conjunto de pixeis agregados, chamado de
line-support region. Recursivamente, os vizinhos na˜o usados dos pixeis ja´ na regia˜o sa˜o
testados, e aqueles com aˆngulo igual ao aˆngulo da regia˜o θregion, ate´ a uma toleraˆncia τ ,
sa˜o adicionados. O aˆngulo inicial da regia˜o θregion e´ o aˆngulo do primeiro pixel, e cada
vez que um pixel e´ adicionado a` regia˜o, o valor do aˆngulo da regia˜o e´ atualizado por:
θregion = arctan
(∑
j sin(anguloP ixelj)∑
j cos(anguloP ixelj)
)
(3.16)
onde, o ı´ndice j passa por todos os pixeis da regia˜o.
O algoritmo 2 descreve o que e´ efetuado neste passo.
No paper [31], a vizinhanc¸a dos 8 pixeis mais pro´ximos e´ usada e a toleraˆncia de τ e´
usada como 22.5 graus.
A figura 3.6 detalha o processo apresentado no algoritmo 2. A` esquerda encontra-se
um edge ruidoso e e´ acompanhado pelo resultado do algoritmo de regia˜o crescente para
um τ de 11.25, 22.5 e 45 graus, respetivamente.
3.6.1.6 Aproximac¸a˜o a um retaˆngulo
Um segmento de reta pode ser aproximado pela forma geome´trica de um retaˆngulo.
Antes de avaliar a line-support region, o retaˆngulo associado deve ser encontrado. A
regia˜o de pixeis e´ interpretada como um objeto so´lido e a magnitude do gradiente de
cada pixel e´ usada como a ”massa”desse ponto. O comprimento e largura do retaˆngulo
e´ definida para os valores mı´nimos que coloque o retaˆngulo a cobrir toda a line-support
region.
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Algorithm 2 : Region Grow
input: A pixel angle LLA, a start pixel P, an angle tolerante τ and a Status variable
for each pixel
output: A set of pixels: region
Add P → region
θregion ← LLA(P )
Sx ← cos(θregion)
Sy ← sin(θregion)
for each pixel P ∈ region do
for each pixel Q ∈ Neighborhood(P ) and Status(Q) 6= USED do
if AngleDiff(θregion, LLA(Q)) ≤ τ then
Add Q→ region
STATUS(Q)← USED
Sx ← Sx + cos(LLA(Q))
Sy ← Sy + sin(LLA(Q))
θregion ← arctan(Sy/Sx))
end if
end for
end for
Figura 3.6: Exemplos de region growing comec¸ando pelo pixel central do topo para treˆs
valores de toleraˆncia de aˆngulo Da esquerda para a direita: τ = 11.25, τ = 22.5 e τ =
45. [31]
O centro do retaˆngulo (cx,cy) e´ dado por
cx =
∑
j∈RegionG(j) ∗ x(j)∑
j∈RegionG(j)
(3.17)
cy =
∑
j∈RegionG(j) ∗ y(j)∑
j∈RegionG(j)
(3.18)
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onde G(j) e´ a magnitude do gradiente do pixel j. O aˆngulo do retaˆngulo e´ igualado
ao aˆngulo do vetor pro´prio associado ao valor inferior dos valores pro´prios da matriz[
mxx mxy
mxy myy
]
com
mxx =
∑
j∈RegionG(j) ∗ (x(j)− cx)2∑
j∈RegionG(j)
(3.19)
myy =
∑
j∈RegionG(j) ∗ (y(j)− cy)2∑
j∈RegionG(j)
(3.20)
mxy =
∑
j∈RegionG(j) ∗ (x(j)− cx)(y(j)− cy)∑
j∈RegionG(j)
. (3.21)
Em alguns casos, o aˆngulo τ produz uma interpretac¸a˜o errada. Isto pode acontecer
quando dois edges retos formam um aˆngulo inferior a` da toleraˆncia τ . A figura 3.7
mostra um exemplo de uma line-support region encontrada (a cinzento) e o retaˆngulo
correspondente.
Figura 3.7: Um problema que pode ocorrer no processo de region growing e a apro-
ximac¸a˜o a um retaˆngulo. [31]
No LSD este problema e´ tratado encontrando as regio˜es de line-support problema´ticas
e separando-as em duas regio˜es mais pequenas, na esperanc¸a que se corte a regia˜o no
s´ıtio certo para resolver o problema.
A detec¸a˜o e´ feita pelo ca´lculo da densidade de pontos alinhados num retaˆngulo pelo
ra´cio entre o nu´mero de pontos alinhados k e a a´rea do retaˆngulo:
d =
k
length(r) ∗ width(r) (3.22)
Um threshold D e´ definido como mı´nimo da densidade de pontos alinhados de um
retaˆngulo, que pelos autores em [31], foi definido como 0.7 (70%).
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Dois me´todos de corte da regia˜o sa˜o tentados: Reduzir o aˆngulo de toleraˆncia e reduzir
o raio da regia˜o.
3.6.1.7 Reduzir o aˆngulo de toleraˆncia
O primeiro me´todo, reduzir o aˆngulo de toleraˆncia, tenta estimar um novo valor de
toleraˆncia τ ′ que se adapte bem a` regia˜o. Assim, utiliza todos os pixeis que tenham
uma distaˆncia, ao pixel inicial, inferior a` largura do retaˆngulo inicialmente calculado,
gerando a nova toleraˆncia τ ′ para o dobro do desvio padra˜o dos aˆngulos desses pixeis.
Com este novo valor, o mesmo algoritmo de crescimento de regia˜o e´ aplicado, comec¸ando
pelo mesmo pixel inicial.
3.6.1.8 Reduzir o tamanho da regia˜o
O me´todo anterior, reduzir o aˆngulo de toleraˆncia, e´ apenas tentado uma vez, e se o
resultado da regia˜o line-support falhar em satisfazer o crite´rio da densidade, o segundo
me´todo e´ tentado repetidamente. O objetivo desta etapa do me´todo e´ de remover gra-
dualmente os pixeis mais afastados do pixel inicial, ate´ que o crite´rio seja satisfeito ou a
regia˜o seja pequena e rejeitada.
A distaˆncia entre o pixel inicial e o pixel mais afastado na regia˜o representa o tamanho
da regia˜o. Cada iterac¸a˜o deste me´todo remove os pixeis mais afastados para reduzir o
tamanho regia˜o para 75% do seu valor.
3.6.1.9 Ca´lculo do nu´mero de falsos alarmes
A validac¸a˜o do retaˆngulo e´ dada pelo numero de pixeis alinhados, isto e´, os pixeis
que respeitam a orientac¸a˜o do retaˆngulo, ate´ uma toleraˆncia de ppi. A toleraˆncia p e´
inicializado com o valor τ/pi. O nu´mero total de pixeis no retaˆngulo e´ denotado por n e
o nu´mero de pixeis alinhados e´ denotado por k.
O nu´mero de falsos alarmes (NFA) associado ao retaˆngulo r e´
NFA(r) = (NM)5/2γ ∗
n∑
j=k
(
n
j
)
pj(1− p)n−j (3.23)
onde, N e M e´ o nu´mero de colunas e linhas da imagem (depois do reescalonamento),
γ a quantidade de valores de p testados. Os retaˆngulos com NFA(r)≤ ε sa˜o validados
como detec¸o˜es. O valor de ε e´ igual a 1.
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O binomial e´ usado com a seguinte relac¸a˜o a` func¸a˜o Gamma:(
n
k
)
=
Γ(n+ 1)
Γ(k + 1) ∗ Γ(n− k + 1) (3.24)
Otimizac¸a˜o do retaˆngulo
Antes de rejeitar a regia˜o de line-support por na˜o ser significativo (NFA < ε), o LSD
otimiza os paraˆmetros de configurac¸a˜o do retaˆngulo de forma a ter um va´lido.
A rotina de otimizac¸a˜o do retaˆngulo do LSD consiste nos seguintes passos:
1. Variar o valor (p) para preciso˜es mais apertadas;
2. Reduzir a largura do retaˆngulo;
3. Reduzir um lado do retaˆngulo;
4. Reduzir o outro lado do retaˆngulo;
5. Variar o valor (p) para preciso˜es ainda mais apertadas;
Se um retaˆngulo significativo for encontrado (NFA < ε) a rotina de melhoria sera´
parada depois do passo que o encontrou.
O passo 1 testa os seguintes valores de precisa˜o: p/2, p/4, p/8, p/16 e p/32, onde p
e´ o valor inicial de precisa˜o.
O passo 2 reduz a largura do retaˆngulo por 0.5 pixeis, ate´ 5 vezes.
O passo 3 reduz um lado do retaˆngulo por 0.5 pixeis, ate´ 5 vezes, Isto implica reduzir
o tamanho do retaˆngulo por 0.5 pixeis e mover o centro do retaˆngulo 0.25 pixeis.
O passo 4 reproduz o passo 3 para o outro lado do retaˆngulo.
O passo 5 testa os seguintes valores de precisa˜o pˆ/2, pˆ/4, pˆ/8, pˆ/16 e pˆ/32, onde pˆ e´
a precisa˜o do in´ıcio deste passo.
A figura 3.8 mostra um exemplo do resultado final do algoritmo do LSD.
3.6.2 EDLines
No seguimento dos algoritmos selecionados no estado de arte, efetuou-se uma ana´lise
mais cuidada do algoritmo EDLines, criado por Cuneyt Akinlar e Cihan Topal [32]. O
algoritmo EDLines pode ser dividido em 3 passos: extrac¸a˜o de edges usando o me´todo
Edge Drawing, extrac¸a˜o de segmentos de retas usando o me´todo least squares line fitting
e por u´ltimo validac¸a˜o das retas.
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Figura 3.8: Exemplo de implementac¸a˜o do algoritmo LSD. [31]
3.6.2.1 Edge Drawing
O algoritmo de Edge Drawing requer como entrada imagens em tons de cinza e esta´
dividido em treˆs etapas:
• Ca´lculo da magnitude do gradiente e da direc¸a˜o dos edges;
• Extrac¸a˜o de anchors;
• Conexa˜o entre anchors por um caminho inteligente.
O resultado e´ um mapa de edges que consiste em segmentos com largura de 1 pixel,
cont´ıguos e bem localizados.
Magnitude e Direc¸a˜o
A imagem em escala cinza e´ filtrada por um kernel Gaussiano 5x5 e com σ de 1 (Secc¸a˜o
3.4) para eliminar ru´ıdo e suavizar a imagem. De seguida, e´ calculado os gradientes
verticais e horizontais, Gx e Gy, respetivamente, usando o me´todo de Sobel, recorrendo
a` equac¸a˜o 3.6.
Simultaneamente com o mapa da magnitude do gradiente, o mapa da direc¸a˜o e´
tambe´m calculado comparando o gradiente vertical e horizontal em cada pixel. Se o
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gradiente horizontal for maior,isto e´, |Gx| ≥ |Gy|, assume-se que um edge vertical passa
atrave´s do pixel.
Para eliminar localizac¸o˜es da imagem onde acontecem mudanc¸as suaves na intensi-
dade e´ utilizado um threshold no mapa do gradiente e elimina-se os chamados de pixeis
fracos.
Extrac¸a˜o de anchors
As anchors correspondem aos pixeis onde os edges sa˜o mais significativos. O algo-
ritmo 3 apresenta o algoritmo de teste para o pixel (x,y), onde este e´ considerado uma
anchor, quando e´ um pico local do mapa de gradiente. Isto e´, apenas e´ feita uma com-
parac¸a˜o do valor de gradiente do pixel com os pixeis vizinhos. Para um edge horizontal,
o vizinho superior e inferior sa˜o comparados. Se o valor de gradiente do pixel for maior
que os dos vizinhos acima de um valor de threshold, o pixel e´ marcado como anchor.
Algorithm 3 : Algorithm to test for an anchor at (x,y)
Symbols used in the algorithm:
(x,y): Pixel being processed
G: Gradient map
D: Direction map
IsAnchor(x,y,G,D,AnchorThresh)
G[x, y]← Not Anchor
if D[x, y] = HORIZONTAL then
if G[x, y]−G[x, y − 1] ≥ AnchorThresh and
G[x, y]−G[x, y + 1] ≥ AnchorThresh then
G[x, y]← Anchor
end if
else
if G[x, y]−G[x− 1, y] ≥ AnchorThresh and
G[x, y]−G[x+ 1, y] ≥ AnchorThresh then
G[x, y]← Anchor
end if
end if
Conexa˜o entre anchors
A conexa˜o entre anchors consecutivas e´ feita atrave´s da ida de uma anchor para a
outra seguindo os picos do mapa do gradiente: Comec¸ando por uma anchor, verifica-se
a direc¸a˜o do edge. Se a direc¸a˜o do edge for horizontal, comec¸a-se a conectar seguindo
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para os edges a` esquerda e para os edges a` direita,figura 3.9(b). No caso de a direc¸a˜o
do edge ser vertical, o processo e´ ideˆntico mas usa-se os pixeis vizinhos que esta˜o acima
e abaixo da anchor, figura 3.9(c). Durante um movimento, apenas o vizinho com maior
gradiente dos treˆs e´ selecionado para conetar a` anchor. Este processo de conexa˜o para
devido a duas condic¸o˜es:
1. Os vizinhos do pixel que se esta´ a analisar na˜o e´ considerado um edge, pois o
gradiente com threshold e´ 0;
2. Encontra-se um edge que previamente ja´ foi conectado a uma anchor.
Figura 3.9: (a) Ilustrac¸a˜o do processo de conexa˜o entre anchors, (b) Processo horizontal,
(c) Processo vertical. [36]
O algoritmo 4 descreve o processo de conexa˜o comec¸ando na anchor (x,y). Assume-
se que neste pixel existe um edge horizontal, comec¸ando o processo de conexa˜o para a
esquerda (efetuar o processo de conexa˜o para as outras direc¸o˜es e´ bastante semelhante, e
na˜o e´ elaborado). A cada pixel selecionado olha-se para os 3 pixeis vizinhos e seleciona-se
o pixel com o valor de gradiente maior, ate´ que ocorra uma das condic¸o˜es de paragem.
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A figura 3.9(a) demonstra detalhadamente o processo de conexa˜o de anchors. Os
nu´meros dentro dos pixeis representa a magnitude do gradiente e os pixeis a pretos
representam os pixeis com gradiente 0 devido ao threshold. As anchors esta˜o marcadas
com os c´ırculos vermelhos e os pixeis selecionados pelo processo esta˜o marcadas com
os c´ırculos amarelos. O pixel representado a vermelho na posic¸a˜o (8,4) da figura 3.9(a)
representa a anchor inicial.
Algorithm 4 : Algorithm to proceed left of an anchor at (x,y)
Symbols used in the algorithm:
(x,y): Pixel being processed
G: Gradient map
D: Direction map
E: Edge map
GoLeft(x,y,G,D,E)
while G[x, y] > 0 and E[x, y] 6= EDGE and D[x, y] = HORIZONTAL do
E[x, y] = EDGE; // Mark this pixel as an edge
//Look at 3 neighbors to the left & pick the one with the max. gradient value
if G[x− 1, y − 1] > G[x− 1, y] and G[x− 1, y − 1] > G[x− 1, y + 1] then
x = x− 1; y = y − 1; // Up-Left
else if G[x− 1, y + 1] > G[x− 1, y] and G[x− 1, y + 1] > G[x− 1, y − 1] then
x = x− 1; y = y + 1; // Down-Left
else
x = x− 1; // Straight-Left
end if
end while
A figura 3.10 apresenta o resultado da implementac¸a˜o do algoritmo ED. A figura
3.10 (b) detalha o mapa da magnitude, a figura 3.10 (c) apresenta um exemplo de um
conjunto de anchors e o mapa de edges final, apresentado na figura 3.10 (d), e´ obtido
usando a ligac¸a˜o entre anchors.
3.6.2.2 Extrac¸a˜o de Segmentos de retas
O objetivo deste passo e´ de dividir uma cadeia cont´ıgua de segmentos de edges em um
ou mais segmentos de retas. A ideia ba´sica e´ de percorrer os os pixeis sequencialmente,
e efetuar a estimac¸a˜o das retas com base nos edges pelo me´todo least squares line fitting
enquanto o erro for inferior ao valor de threshold definido.
A figura 3.11 ilustra o procedimento. Selecionando-se o primeiro pixel do segmento
da cadeia (p. ex. canto superior esquerdo), utiliza-se um certo nu´mero de pixeis (p. ex.
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Figura 3.10: (a) Uma imagem em tons de cinza contendo 4 retaˆngulos, (b) Mapa do
gradiente, (c) Anchors, (d) Mapa final de edges. [32]
Figura 3.11: Ilustrac¸a˜o da extrac¸a˜o de segmentos retas a partir de uma cadeia cont´ıgua
de pixeis. [32]
10 pixeis) e faz-se a estimac¸a˜o da reta para estes pixeis pelo me´todo least squares line
fitting. Esta primeira reta estimada determina a direc¸a˜o corrente do segmento da reta e
e´ ilustrado pela seta com contorno vermelho na figura. Os restantes pixeis pertencente
ao segmento sa˜o adicionado a` reta estimada enquanto o erro for inferior ao valor de
threshold. Quando o erro for superior, conclui-se a estimac¸a˜o da reta e comec¸a-se uma
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Figura 3.12: Exemplo de um resultado do algoritmo EDLines.
nova reta.
3.6.2.3 Validac¸a˜o da reta
Similar a Desolneux [34] e ao LSD descrito na sub-secc¸a˜o 3.6.1.9, o me´todo de validac¸a˜o
da reta e´ baseado no ca´lculo do NFA. Para um segmento A de tamanho n com pelo
menos k pontos que tenham a sua direc¸a˜o alinhada com a direc¸a˜o de A, numa imagem
de NxN pixeis,define-se NFA de A como:
NFA(n, k) = N4 ∗
n∑
i=k
pi(1− p)n−i (3.25)
Tal como no LSD, um segmento e´ chamado de significativo se o seu NFA(n,k) ≤ ε e
o valor de ε usado e´ de 1.
A figura 3.12 apresenta o resultado final da aplicac¸a˜o do algoritmo do EDLines.
3.6.3 CannyLines
O me´todo de CannyLines foi desenvolvido por Xiaohu Lu em conjunto com Jian Yao†,
Kai Li e Li Li [37] e efetua a detec¸a˜o de segmentos de retas em 4 etapas:
• Operador de Canny livre de paraˆmetros;
• Cluster de edges;
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• Agregac¸a˜o dos segmentos de retas;
• Validac¸a˜o das retas.
3.6.3.1 Operador Canny
O operador de Canny consiste em quatro etapas, onde as primeiras duas etapas do
algoritmo seguem a mesma abordagem apresentada no EDLines em que consiste no uso
de um kernel gaussiano para reduzir o ru´ıdo da imagem e o uso do operador de Sobel
para calcular a magnitude e orientac¸a˜o do gradiente. A terceira etapa, chamada de
non-maximum suppression, determina se o pixel e´ um melhor candidato como edge que
os seus vizinhos. A quarta etapa, consiste em aplicar uma histerese de threshold que
encontra os segmentos de edges.
non-maximum suppression
O objetivo deste passo e´ de identificar qual o pixel que apresenta uma magnitude
superior face (pixel forte) ao seus pixeis vizinhos. Para tal, isto e´ feito preservando todos
os ma´ximos locais na imagem do gradiente. O algoritmo 5 detalha o o procedimento.
Para cada pixel da imagem do gradiente e´ efetuado os seguintes passos:
1. Estima-se a direc¸a˜o do gradiente em relac¸a˜o ao 45º mais pro´ximo, correspondendo
ao uso dos 8 vizinhos mais pro´ximos.
2. Comparar o valor da magnitude do edge com os valores dos pixeis na direc¸a˜o
positiva e negativa do gradiente. Por exemplo, se a direc¸a˜o do gradiente for 90º,
compara se com os pixeis a 90 e -90 graus.
3. Se a magnitude do edge for superior, preserva-se o valor. Se na˜o, remove-se o valor.
A figura 3.13 e´ um exemplo simples da etapa de non-maximum suppression. Quase
todos os pixeis teˆm direc¸a˜o de 90º. Eles sa˜o enta˜o comparados com os pixeis superior e
inferior. O resultado e´ dado pelos pixeis marcados com a borda branca.
Histerese de threshold
O algoritmo de Canny usa um duplo threshold. Os pixeis com magnitude superior
ao threshold superior sa˜o marcados como fortes. Os pixeis com magnitude inferior ao
threshold inferior sa˜o removidos e os pixeis entre os dois threshold sa˜o marcados como
fracos.
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Algorithm 5 : Algorithm to proceed left of an anchor at (x,y)
Symbols used in the algorithm:
(x,y): Pixel being processed
G: Gradient map
D: Direction map
for each (x,y) ∈ G do
Dir ← Get dir estimate(D(x,y))
if Dir == 0 then
G1 = G[x− 1, y]
G2 = G[x+ 1, y]
else if Dir == 45 then
G1 = G[x− 1, y − 1]
G2 = G[x+ 1, y + 1]
else if Dir == 90 then
G1 = G[x, y − 1]
G2 = G[x, y + 1]
else if Dir == 135 then
G1 = G[x+ 1, y − 1]
G2 = G[x− 1, y + 1]
end if
if G[x, y] ≤ G1 or G[x, y] ≤ G2 then
G[x, y] = 0
end if
end for
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Figura 3.13: Ilustrac¸a˜o da supressa˜o na˜o-ma´xima. A magnitude do edge e´ indicada
pela cor e pelos nu´meros, enquanto que a direc¸a˜o e´ representada pelas setas. Os edges
resultantes esta˜o marcados com bordas brancas.
Os pixeis maracados como fortes sa˜o imediatamente inclu´ıdos na lista final de edges.
Os pixeis fracos sa˜o inclu´ıdos se, e apenas se, estiverem conectados a pixeis fortes.
Operador de Canny livre de paraˆmetros
Os autores do CannyLines consideram que os dois thresholds do Canny na˜o devem ser
definidos como constantes para todas as imagens, devem ser ajustados adaptativamente
de acordo com as imagens de entrada, usando para isso os princ´ıpios de Helmholtz,
que diz que, uma estrutura geome´trica observada e´ perceptivamente significativa, se o
nu´mero de ocorreˆncias for bastante pequeno numa situac¸a˜o aleato´ria. Neste me´todo, e´
utilizado de forma a obter a magnitude do gradiente mı´nima significativa e a magnitude
do gradiente ma´xima sem significado, que resultam no valor dos thresholds inferior e
superior do operador de Canny.
Considerando um histograma H da magnitude do gradiente de todos os pixeis com
um passo de 1 e a distribuic¸a˜o de probabilidade P (i) em que i esta´ associado ao ı´ndice
de H, com i = 1, 2, ..., Nh, onde Nh significa o nu´mero de classes de H.
O nu´mero total de partes conectadas Np e´ dada por
Np =
Nh∑
i=1
(H(i) ∗ (H(i)− 1)) (3.26)
A probabilidade mı´nima gmin e ma´xima gmax e´ inicializada por
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gmin =
1
exp
(
log(Np)√
R∗C
) (3.27)
gmax =
1
exp
(
log(Np)
mfl
) (3.28)
com o comprimento significativo mfl,
mfl =
2 ∗ log(R ∗ C)
log(8)
+ 0.5 (3.29)
e R e C a serem a altura e largura da imagem.
O algoritmo 6 descreve em detalhe o ca´lculo dos thresholds para aplicac¸a˜o no operador
de Canny.
Algorithm 6 : Parameter-Free Canny Edge Detection
Input: The input image I
Output: The edge map E
Apply Gaussian kernel on I.
Calculate gradient magnitudes via Sobel operator.
Build the histogram H.
Calculate the probability distribution P (i).
Compute Np.
Compute gmin and gmax.
p = 0
for i = Nh : −1 : 1 do
p = p+ P (i)
if p ≥ gmin then
gmin = i
break
end if
end for
for i = Nh : −1 : 1 do
p = p+ P (i)
if p ≥ gmax then
gmax = i
break
end if
end for
Revise gmax =
√
λ ∗ gmax
E ← CANNY (..., gmax, gmin, ...)
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3.6.3.2 Cluster de edges
O processo de cluster de segmentos de edges esta´ dividido em treˆs etapas. Numa primeira
fase e´ efetuada a ordenac¸a˜o de todos os edges consoante os seus valores de magnitude do
gradiente. De seguida, e´ efetuada a junc¸a˜o de edges. Comec¸ando pelo edge com maior
magnitude do gradiente, o processo de junc¸a˜o procura nos 8 vizinhos mais pro´ximos
e seleciona os que apresentam uma orientac¸a˜o semelhante com uma toleraˆncia de pi/8.
Apo´s o processo terminar para este segmento de edge, o mesmo processo de junc¸a˜o e´
efetuado para os restantes edges.
A u´ltima etapa do processo consiste separac¸a˜o dos segmentos. Todos os segmentos
com um comprimento maior que um threshold θs e´ separado, em dois segmentos, no ponto
com um desvio ma´ximo maior que um pixel a` reta formada pelas duas extremidades do
segmento de edges.
3.6.3.3 Agregac¸a˜o dos segmentos de retas
Nesta etapa do algoritmo, tem-se um conjunto de segmentos de edges constitu´ıdo por
pontos quase colineares, que sa˜o enviados para uma func¸a˜o de least squares line fitting
para obter um nu´mero largo de segmentos de retas iniciais.
Dado um segmento de reta Li, seleciona-se o primeiro e u´ltimo pixel pertencente a`
reta, como pontos iniciais para extensa˜o ao longo da sua direc¸a˜o. Usando o pixel inicial
como exemplo, seleciona-se os 3 pixeis vizinhos na direc¸a˜o da reta. Se estes pixeis forem
um edge, aceita-se como ”hipo´tese de extensa˜o”, de outra forma, considera-se este caso
como um ”falha”.
Se algum edge encontrado ja´ pertencer a uma reta e a direc¸a˜o das duas retas forem
semelhantes, estas duas retas sa˜o fundidas, se o erro me´dio quadrado, baseado no me´todo
Least Squares line fit, na˜o for maior que 1 pixel.
Continuando a estender o segmento de reta Li ao longo da sua direc¸a˜o, para-se o
processo quando houver 2 ”falhas”em 5 operac¸o˜es de extensa˜o.
Quando o nu´mero de ”hipo´teses de extensa˜o”e´ maior que o comprimento significa-
tivo mfl calculado na equac¸a˜o 3.29, e´ efetuada novamente a estimac¸a˜o da reta a` reta
estendida Li.
Quando a direc¸a˜o de extensa˜o e´ terminada, comec¸a-se a outra direc¸a˜o de extensa˜o,
usando o mesmo me´todo.
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Figura 3.14: Exemplo de um resultado do algoritmo CannyLines.
3.6.3.4 Validac¸a˜o da reta
A validac¸a˜o da reta do CannyLines acrescenta a` equac¸a˜o de validac¸a˜o de retas, usadas
no LSD e no EDLines, informac¸a˜o referente a` magnitude do gradiente de cada segmento.
Assim, a definic¸a˜o de nu´mero de falsos positivos e´ dado por
NFA(n, k) = N4 ∗
n∑
i=k
(
n
i
)
pi(1− p)n−i ∗Np ∗H(u)n (3.30)
onde u denota o gradiente de magnitude mı´nimo dos pixeis pertencentes ao segmento
e Np o nu´mero total de pixeis conectados em todos os segmentos.
A figura 3.14 mostra um exemplo do resultado final do algoritmo do CannyLines.
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Comparativo de detec¸a˜o de linhas
ele´tricas
Neste cap´ıtulo sera´ detalhado o desempenho de 3 me´todos: EDLines, LSD e Canny-
Lines, que baseado no estado da arte foram identificados como te´cnicas promissoras
para detec¸a˜o de linhas ele´tricas. A ana´lise foi efetuada com 82 imagens reais de linhas
ele´tricas adquiridas de diferentes aˆngulos a partir de um UAV ao longo de va´rias misso˜es
de inspec¸a˜o de ativos ele´tricos.
4.1 Byrd UAV
O UAV Byrd, apresentado na figura 4.1 e´ um hexacopter adaptado ao processo de
inspec¸a˜o de ativos ele´tricos e e´ equipado a n´ıvel de sensores de inspec¸a˜o por uma caˆmara
termogra´fica FLIR A65, um LiDAR velodyne VLP-16 e a caˆmara vis´ıvel PointGrey
Grasshopper3 modelo GS3-U3-91S6C-C como apresentado na figura 4.2, equipada com
uma lente Spacecom de 25mm f0.95, que apresenta caracter´ısticas apresentadas na tabela
4.1.
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Figura 4.1: Fotografia do UAV Byrd.
Figura 4.2: Caˆmara de Espectro Vis´ıvel Pointgrey Grasshoper3.
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Tabela 4.1: Caracter´ısticas da Pointgrey Grasshoper3.
Resoluc¸a˜o 3376 x 2704 pixeis (9.1 MP)
Taxa de Aquisic¸a˜o 9Hz
Chroma Cor
Conectividade USB3.0
Resoluc¸a˜o do pixel 14 bits
Tensa˜o de Alimentac¸a˜o 5V a 24V
Poteˆncia Consumida Ma´xima 4.5W
Peso 90g (sem lente)
Dimenso˜es 44 x 29 x 58mm
Gama de Exposic¸a˜o 0.04ms a 32s
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4.2 Imagens de linhas ele´tricas
Foram selecionadas um conjunto de 82 imagens utilizando os seguintes crite´rios:
• Diferentes aˆngulos relativamente a`s linhas ele´tricas;
• Diferentes distaˆncias relativamente a`s linhas ele´tricas;
• Diferentes condic¸o˜es climate´ricas(sol, nevoeiro e nuvens);
• Diferentes fundos(relva, a´rvores, estradas e cercas).
A figura 1.2 e 4.3 apresentam algumas das imagens selecionadas. Neste conjunto de
imagens e´ poss´ıvel verificar os va´rios aˆngulos de captura da imagem, vista superior, vista
inferior e vista lateral, e a variedade de elementos nos fundos, inclu´ıdo estruturas, como
e´ o caso de uma torre eo´lica.
Esta diversidade de imagens permite efetuar um teste a` robustez dos me´todos de
detec¸a˜o de linhas, validando a sua poss´ıvel aplicac¸a˜o nos mais variados cena´rios de
linhas ele´tricas.
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Figura 4.3: Exemplo de imagens de linhas ele´tricas
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4.3 Crite´rios de avaliac¸a˜o
O desempenho dos me´todos foi classificado em treˆs categorias, duas de ana´lise sub-
jetiva e uma de ana´lise objetiva:
• Classificac¸a˜o do sucesso de detec¸a˜o de linhas ele´tricas;
• Classificac¸a˜o do sucesso de na˜o gerac¸a˜o de falsos positivos;
• Tempo de processamento de cada imagem.
A tabela 4.2 apresenta os crite´rios de avaliac¸a˜o da classificac¸a˜o que sera´ atribu´ıda
a cada imagem gerada pelos me´todos. Uma classificac¸a˜o de 1 representa uma fraca
extrac¸a˜o de linhas ele´tricas e um nu´mero elevado de falsos positivos.
Todos os resultados apresentados nesta dissertac¸a˜o foram obtidos usando a ferramenta
OpenCV num computador porta´til com um processador Intel Pentium T4300 dual-core
com 2.1GHz, 4GB de RAM e o sistema Linux Ubuntu 14.04 LTS 64 bits.
Tabela 4.2: Crite´rios de avaliac¸a˜o
Fraco Na˜o satisfaz Satisfaz Satisfaz Bem Excelente
Linhas Ele´tricas 1 2 3 4 5
Falsos Positivos 1 2 3 4 5
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4.4 Resultados da comparac¸a˜o
As figuras 4.4 e 4.5 sa˜o dois exemplos da comparac¸a˜o efetuada e mostram os resul-
tados alcanc¸ados(classificac¸a˜o em Linhas Ele´tricas (L) e falsos positivos(FP)) por cada
algoritmo nas referidas imagens originais.
A tabela 4.3 apresenta a me´dia (µ) e desvio-padra˜o (σ) da classificac¸a˜o alcanc¸ada
pelos treˆs algoritmos. O resultado da detec¸a˜o de linhas ele´tricas foi boa, dado a alta
pontuac¸a˜o obtida, significando que as linhas ele´tricas foram detetadas com sucesso. Pelo
contra´rio, o resultado da na˜o detec¸a˜o de falsos positivos foi ma´, dado a baixa pontuac¸a˜o
alcanc¸ada, significando que foram detetado va´rios falsos positivos.
EDLines alcanc¸ou a pontuac¸a˜o mais baixa na detec¸a˜o de linhas ele´tricas mas apre-
senta melhor desempenho no que refere a` classificac¸a˜o da na˜o criac¸a˜o de falsos positivos.
Os me´todos CannyLines e LSD apresentam resultados semelhantes, com o CannyLines
com melhor desempenho na detec¸a˜o de linhas e pior em falsos positivos quando compa-
rado com o LSD.
Os tempos de processamento dos algoritmos para cada imagem e´ apresentado na fi-
gura 4.6 e a tabela 4.4 apresenta o valor me´dio e desvio padra˜o, onde se pode concluir
que o EDLines apresenta maior consisteˆncia no tempo de processamento e e´ aproxima-
damente 6 vezes e 12 vezes mais ra´pido que o CannyLines e LSD respetivamente.
Tendo em considerac¸a˜o um dos objetivo principais do projeto, desenvolvimento de um
me´todo capaz de ser executado em tempo-real, o algoritmo de EDLines tem as melhores
caracter´ısticas para ser usado como base para o trabalho que sera´ desenvolvido, pois
apresenta a melhor combinac¸a˜o de detec¸a˜o de linhas ele´tricas, da na˜o gerac¸a˜o de falsos
positivos e caracteristicas de tempo-real.
Tabela 4.3: Classificac¸a˜o da detec¸a˜o de linhas ele´tricas e falsos positivos
CannyLines EDLines LSD
L 4.56 4.33 4.55
µ
FP 2.50 3.75 2.67
L 0.89 1.10 1.01
σ
FP 0.65 0.64 0.89
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(a) Imagem Original (b) CannyLines L:5 FP:2
(c) EDLines L:5 FP:3 (d) LSD L:5 FP:2
Figura 4.4: Exemplo de classificac¸a˜o atribu´ıda aos treˆs me´todos.
Tabela 4.4: Me´dia e desvio padra˜o do tempo de processamento (ms).
CannyLines EDLines LSD
µ 3984.03 697.39 8201.93
σ 1442.86 270.79 3423.57
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(a) Imagem Original (b) CannyLines L:5 FP:2
(c) EDLines L:3 FP:3 (d) LSD L:3 FP:2
Figura 4.5: Exemplo de classificac¸a˜o atribu´ıda aos treˆs me´todos.
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Figura 4.6: Comparac¸a˜o dos tempos de processamento de cada imagem (ms).
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Algoritmo
Neste cap´ıtulo vai ser descrito o algoritmo desenvolvido que pretende responder ao
problema da extrac¸a˜o de linhas ele´tricas a partir de imagens. Para tal, inicialmente e´
explicado a ideia geral do que o algoritmo pretende efetuar e com isso demonstrando a
integrac¸a˜o do EDLines no trabalho desenvolvido. Depois, e´ explicado detalhadamente
todos os passos referentes ao Algoritmo desenvolvido, chamado de PLineD.
5.1 Conceito
O EDLines, e como ja´ explicado previamente, pode ser dividido em dois mo´dulos
principais, o algoritmo de detec¸a˜o de segmentos de edges (ED) e a extrac¸a˜o de segmentos
de linhas (least squares line fit).
Atendendo a`s caracter´ısticas das linhas ele´tricas, estas podem ter curvaturas ao longo
do seu comprimento, e a` complexidade do me´todo de extrac¸a˜o de segmentos de linhas
usado pelo EDLines, decidiu-se utilizar o algoritmo ED como detetor de edges, que
alimenta uma pipeline que refine e corta segmentos, carateriza e agrupa segmentos, de
forma a extrair apenas os segmentos de edges que definem as linhas ele´tricas.
Os segmentos de edges pertencentes a`s linhas ele´tricas sa˜o, normalmente, segmentos
longos e que, devido ao paralelismo entre linhas ele´tricas, sa˜o acompanhados por outros
segmentos paralelos igualmente longos. Na figura 5.1 e´ poss´ıvel visualizar, para dois
exemplos, um gra´fico que mostra o aˆngulo de cada segmento detetado face a` distaˆncia,
em pixeis, da origem. O tamanho do X representa o nu´mero de pixeis pertencente ao
segmento. No exemplo superior ve-se que existem 3 conjuntos de segmentos longos em
torno de 0-360º, onde, um dos quais, encontra-se mais afastado dos outros dois, tal como
a imagem original mostra. No exemplo inferior os 3 conjuntos de segmentos de linhas,
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Figura 5.1: Relac¸a˜o entre o aˆngulo e a distaˆncia das linhas ele´tricas numa imagem.
com 72º e 73º que representam as 3 linhas ele´tricas, esta˜o bem expl´ıcitos.
Assim, demonstra-se que utilizando as propriedades das linhas ele´tricas, segmentos
longos e paralelos, e´ poss´ıvel encontrar as linhas ele´tricas numa imagem.
5.2 Arquitetura de software
O algoritmo desenvolvido para extrair linhas ele´tricas a partir de imagens em tons de
cinza encontra-se dividido em 5 fases, tal como demonstrado na figura 5.2. A` imagem
em tons de cinza e´ aplicado o algoritmo ED que permite obter os segmentos de edge. De
seguida seguem-se os passos Corte de Segmentos e Covariaˆncia dos Segmentos que pre-
tendem dividir segmentos que fac¸am aˆngulos acentuados e eliminar segmentos pequenos
ou com curvas acentuadas. Por fim, os segmentos sa˜o agrupados de forma a que todos os
segmentos pertencentes a uma linha ele´trica fiquem juntos, para que, no u´ltimo passo,
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apenas os grupos de segmentos paralelos sejam considerados.
Figura 5.2: Pipeline de detec¸a˜o de linhas ele´tricas do PLineD.
5.2.1 Corte de Segmentos
ED retorna os segmentos de edges detetados na imagem, resultando em segmentos que
descrevem as linhas ele´tricas mais segmentos com ru´ıdo de fundo. Em alguns segmentos
pode ser poss´ıvel que o mesmo segmento pertenc¸a a`s linhas ele´tricas e ao fundo.
A figura 5.3 exemplifica o objetivo deste passo do algoritmo, onde, do lado esquerdo
acontece de estar um segmento de uma linha ele´trica horizontal conectado com um
segmento de ru´ıdo de fundo vertical (segmento vermelho), que precisa de ser cortado.
Este passo corta-o em dois segmentos, o segmento horizontal (azul-claro) e o segmento
vertical (vermelho).
Desta forma, consegue-se aproveitar um maior nu´mero de segmentos de edges, que
caso contra´rio, poderiam ser eliminados no passo seguinte.
Figura 5.3: Ilustrac¸a˜o do passo de corte dos segmentos
O algoritmo desenvolvido, detalhado no algoritmo 7, produz a lista de segmentos
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cortados cutS, onde verifica step em step P ixel se o aˆngulo entre os vetores que vai de
Pixel para Pixel + step e Pixel − step e´ maior que θ.
Algorithm 7 cutS ← segCUT(S, step, θ)
setP ← stepZ+
i← 0
for each s ∈ S do
for each Pixel ∈ s do
Add Pixel to cutS[i]
if Pixel ∈ s ∩ setP then
# »
V1 =
#                                                  »
PnP ixel − PnP ixel−step
# »
V2 =
#                                                  »
PnP ixel − PnP ixel+step
A = arccos(
# »
V1 · # »V2/
∥∥∥ # »V1∥∥∥∥∥∥ # »V2∥∥∥)
if A > θ then
i+ +
end if
end if
end for
end for
return cutS
A figura 5.4, exemplo demonstrativo de um segmento com aˆngulo de 90º, pode ser
usada para perceber o que acontece no algoritmo. Considerando o pixel vermelho (1,4) o
pixel a analisar (Pixel) e um step de 4, Pixel− step e´ o pixel azul (1,0) e Pixel+ step e´
o pixel verde (5,4), criando os vetores
# »
V1 = (0,4)
# »
V2 = (-4,0). O aˆngulo resultante entre
os dois vetores e´ de 90º.
Figura 5.4: Exemplo para demonstrac¸a˜o do corte de um segmento com aˆngulo de 90º.
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5.2.2 Covariaˆncia dos Segmentos
O passo da covariaˆncia dos segmentos e´ responsa´vel por apagar segmentos pequenos
e segmentos com curvaturas acentuadas. Seguindo o algoritmo detalhado no algoritmo
8, para cada segmento calcula-se os valores pro´prios da matriz de covariaˆncia e o seu
ra´cio decide se o segmento e´ apagado da lista de segmentos.
Algorithm 8 covS ← segCOV(cutS, ratio)
for each s ∈ cutS do
COV ← Get covar matrix(s)
λ← eigen(COV )
if λ1/λ2 < ratio then
Remove s from cutS
end if
end for
return cutS
A matriz de covariaˆncia e´ calculada pelas coordenadas x, y de cada pixel pertencente
ao segmento, dado por: [ ∑
x2 − (∑x)2 ∑xy −∑x∑ y∑
yx−∑ y∑x ∑ y2 − (∑ y)2
]
(5.1)
No exemplo demonstrativo apresentado na figura 5.5 tem se um segmento branco,
que pela matriz de covariaˆncia obte´m-se a elipse vermelha, definida pelo comprimento
das linhas azul e verde (valores pro´prios).
5.2.3 Agrupamento dos Segmentos
Nesta fase do algoritmo global desenvolvido, a lista de segmentos ira´ conter va´rios
segmentos que pertencem a`s linhas ele´tricas e um baixo nu´mero, que podem ser zero, de
segmentos de ru´ıdo de fundo (outros segmentos grandes sem curvaturas acentuadas).
Este passo de agrupamento de segmentos vai formar um grupo de segmentos para
cada linha ele´trica, como detalhado no algoritmo 9, onde, comec¸ando pelo segmento
com o maior nu´mero de pixeis(LongSeg), a distaˆncia em pixeis entre esse segmento e o
pixel central (shalf ), dos segmentos restantes que teˆm uma diferenc¸a de aˆngulo inferior ao
ma´ximo (maA), e´ calculado. Se esta distaˆncia for inferior ao threshold (dS), os segmentos
sa˜o agrupados. Todos os grupos de segmentos criados que tenham um nu´mero total de
pixeis inferiores a miP sa˜o eliminados.
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Algorithm 9 grpS ← segGRP(covS,miL,maA, dS,miP )
i← 0
while covS! = 0 do
LongSeg ← Get longer seg(covS)
if LongSeg > miL then
while s 6∈ grpS do
if diffAngle(s, LongSeg) < maA then
# »
V1 =
#                                                                   »
LongSegmax − LongSegmin
# »
V2 =
#                                               »
shalf − LongSegmax
Dist = ⊥ # »V1/
∥∥∥ # »V1∥∥∥ · # »V2
if Dist < dS then
Add s to grpS[i]
Remove s from covS
end if
end if
end while
else
break
end if
if length(s ∈ grpS[i]) < miP then
Remove grpS[i]
else
i+ +
end if
end while
return grpS
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Figura 5.5: Exemplo demonstrativo do uso da covariaˆncia para obter os valores pro´prios.
A figura 5.6 serve de exemplo para a explicac¸a˜o do agrupamento de segmentos. A
branco, existem dois segmentos, o segmento com maior comprimento(com P1 como pixel
mı´nimo e P2 como pixel ma´ximo) e o segmento a ser testado (com o pixel central P3). A
distaˆncia em pixeis entre os dois segmentos e´ dado no eixo y do sistema de coordenadas
vermelho com origem no pixel P2, que e´ resultante do vetor perpendicular
#     »
PV1.
5.2.4 Segmentos Paralelos
O passo final do PLineD e´ descrito no algoritmo 10, onde se procura por grupos
de segmentos paralelos, e se o nu´mero de grupos paralelos for maior que o threshold
minPPL, esses grupos sa˜o considerados como segmentos das linhas ele´tricas.
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Figura 5.6: Exemplo para demonstrac¸a˜o de agrupamento de dois segmentos.
Algorithm 10 plS ← segPRLL(grpS, tAngle,minPPL)
for each gs ∈ gprS do
if diffAngle(gs, prllS) < tAngle then
Add gs to plS[i]
end if
end for
for each ps ∈ plS do
if ps < minPPL then
Remove ps from plS
end if
end for
return plS
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Resultados e Ana´lise
O algoritmo PLineD foi testado no conjunto de 82 imagens apresentados na Secc¸a˜o
4.2.As figuras 6.1, 6.2, 6.3, 6.4 e 6.5 mostra lado-a-lado va´rios exemplos dos resultados
obtidos usando o CannyLines, EDLines, LSD e PLineD.
O PLineD comparando aos outros me´todos e´ capaz de extrair apenas as linhas
ele´tricas, excluindo a figura 6.5, pois, como ja´ visto anteriormente na figura 4.5, os
segmentos de edges detetados pelo ED na˜o e´ satisfato´ria, acabando assim por na˜o se
conseguir extrair as linhas ele´tricas.
Analisando mais detalhadamente o algoritmo desenvolvido, a figura 6.6 mostra todos
os passos efetuados no algoritmo, tal como explicado na Secc¸a˜o 5. Como mostrado na
figura 6.6 (a), existem muitos elementos lineares na imagem original: treˆs linhas ele´tricas,
uma torre eo´lica, a´rvores e uma montanha. O resultado do ED, figura 6.6 (b), mostra
segmentos em quase todos os elementos previamente descritos da imagem original. Os
passos do corte e covariaˆncia dos segmentos, mostrado na figura 6.6 (c), trata de remover
a maioria do ru´ıdo de fundo, devido aos seus segmentos de tamanho reduzido, deixando
apenas as linhas ele´tricas e alguns segmentos longos, que por causa da sua orientac¸a˜o e
falta de segmentos paralelos, sa˜o removidos pelos passos de agrupamento de segmentos
e segmentos paralelos, como mostrado pelas figuras 6.6 (d) e 6.6 (e).
A figura 6.7 mostra um exemplo de uma imagem com vista de cima, onde, por baixo
das linhas ele´tricas tem uma estrada de areia, uma cerca meta´lica e um apoio de tensa˜o.
O resultado do algoritmo demonstra que a extrac¸a˜o e´ bem sucedida, onde apenas as
linhas ele´tricas foram extra´ıdas e o ru´ıdo de fundo foi removido.
A figura 6.8 mostra mais um resultado do algoritmo, usando uma imagem com um
apoio de tensa˜o por baixo de uma intersec¸a˜o de linhas ele´tricas. Esta imagem e´ um caso
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(a) Img. Original (b) CannyLines
(c) EDLines (d) LSD
(e) PLineD
Figura 6.1: Resultados da detec¸a˜o de linhas ele´tricas de (b) CannyLines, (c) EDLines,
(d) LSD e (e) PLineD.
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(a) Img. Original (b) CannyLines
(c) EDLines (d) LSD
(e) PLineD
Figura 6.2: Resultados da detec¸a˜o de linhas ele´tricas de (b) CannyLines, (c) EDLines,
(d) LSD e (e) PLineD.
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(a) Img. Original (b) CannyLines
(c) EDLines (d) LSD
(e) PLineD
Figura 6.3: Resultados da detec¸a˜o de linhas ele´tricas de (b) CannyLines, (c) EDLines,
(d) LSD e (e) PLineD.
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(a) Img. Original (b) CannyLines
(c) EDLines (d) LSD
(e) PLineD
Figura 6.4: Resultados da detec¸a˜o de linhas ele´tricas de (b) CannyLines, (c) EDLines,
(d) LSD e (e) PLineD.
57
Cap´ıtulo 6
(a) Img. Original (b) CannyLines
(c) EDLines (d) LSD
(e) PLineD
Figura 6.5: Resultados da detec¸a˜o de linhas ele´tricas de (b) CannyLines, (c) EDLines,
(d) LSD e (e) PLineD.
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(a) Imagem Original (b) Edge Drawing
(c) Corte + Covariaˆncia (d) Agrupamento
(e) Paralelos
Figura 6.6: Resultados de cada passo do PLineD.
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(a) Imagem Original (b) PLineD
Figura 6.7: Resultado de detec¸a˜o de linhas ele´tricas do PLineD.
especial na detec¸a˜o de linhas ele´tricas pois ale´m de ter duas direc¸o˜es de linhas ele´tricas,
tambe´m tem um apoio de tensa˜o que interrompe as linhas ele´tricas. No estado da arte
analisado na Secc¸a˜o 2, este e´ um caso que na˜o e´ suficientemente analisado.
O algoritmo deteta com sucesso as linhas ele´tricas nas duas direc¸o˜es, mas tem tambe´m
alguns segmentos detetados no apoio de tensa˜o. Isto acontece devido a` proximidade e
paralelismo entre estes segmentos e as linhas ele´tricas.
Continuando nos caso em que o algoritmo na˜o e´ perfeito, a figura 6.9 mostra um caso
em que uma das linhas ele´tricas na˜o e´ extra´ıda perfeitamente, devido ao contraste baixo
entre a linha ele´trica e a estrada de areia do fundo. Mesmo assim, existe um nu´mero de
alto de pixeis que representam as linhas ele´tricas.
Outro problema que acontece nesta imagem, e´ que a cerca meta´lica que e´ paralela a`s
linhas ele´tricas e´ tambe´m extra´ıda. Como a cerca e´ detetada no passo do ED, o passo dos
segmentos paralelos na˜o e´ capaz de eliminar esses segmentos. Este problema devera´ ser
abordado no futuro em camadas de percec¸a˜o de alto n´ıvel do UAV, onde esta informac¸a˜o
e´ fundida com outros sensores e informac¸o˜es pre´vias num mapa do ambiente robusto.
A figura 6.10 mostra um exemplo de uma imagem com vista lateral das linhas
ele´tricas. Apesar das linhas serem extra´ıdas sucessivamente, devido a` proximidade entre
as linhas ele´tricas, o passo de agrupamento de segmentos e´ incapaz de fazer a distinc¸a˜o
entre as treˆs linhas ele´tricas.
O tempo de execuc¸a˜o do PLineD para cada uma das 82 imagens e´ apresentado na
figura 6.11, acompanhado da comparac¸a˜o com os resultados do EDLines apresentado na
Secc¸a˜o 4. O PLineD e´ mais ra´pido no processamento de todas as imagens, sendo quase
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(a) Imagem Original (b) PLineD
Figura 6.8: Resultado de detec¸a˜o de linhas ele´tricas do PLineD numa imagem com
intersec¸a˜o de linhas num apoio de tensa˜o.
(a) Imagem Original (b) PLineD
Figura 6.9: Resultado de detec¸a˜o de linhas ele´tricas do PLineD numa imagem com uma
cerca meta´lica paralela.
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(a) Imagem Original (b) PLineD
Figura 6.10: Resultado de detec¸a˜o de linhas ele´tricas do PLineD numa imagem de vista
lateral.
Tabela 6.1: Me´dia e desvio padra˜o do tempo de processamento (ms).
CannyLines EDLines LSD PLineD
µ 3984.03 697.39 8201.93 428.17
σ 1442.86 270.79 3423.57 44.41
duas vezes mais ra´pido que o EDLines e e´ tambe´m o algoritmo que apresenta maior
consisteˆncia, tal como demonstrado pelo valor da me´dia e desvio-padra˜o apresentado na
tabela 6.1.
A figura 6.12 mostra a dissecac¸a˜o do tempo de processamento do PLineD. O passo
de Edge Drawing, dissecado na tabela 6.2, e´ claramente o que demora mais tempo, mas
com uma implementac¸a˜o otimizada, (processamento no GPU) o tempo de execuc¸a˜o pode
sofrer uma grande reduc¸a˜o.
Ale´m disso, os resultados presentes nesta dissertac¸a˜o foram alcanc¸ados por um pro-
cessador antigo, resultando em tempos de execuc¸a˜o inflacionados. A atual unidade de
processamento do UAV e´ capaz de correr o PLineD 2 a 4 vezes mais ra´pido que estes
Tabela 6.2: Me´dia e desvio padra˜o do tempo de processamento do EdgeDrawing (ms).
Gaussiano Sobel Anchors Ligac¸a˜o
µ 44.92 220.67 68.20 71.36
σ 0.80 5.50 12.84 27.01
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Figura 6.11: Comparac¸a˜o dos tempos de processamento (ms) de cada imagem do EDLi-
nes e PLineD.
Figura 6.12: Dissecac¸a˜o dos tempos de processamento (ms) do PLineD
resultados apresentados.
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Conclusa˜o e Trabalho Futuro
Esta dissertac¸a˜o abordou o desenvolvimento de um algoritmo de detec¸a˜o de linhas
ele´tricas para ve´ıculos ae´reos na˜o tripulados, sendo testado em imagens reais de linhas
ele´tricas em Portugal.
Numa fase inicial, realizou-se um estudo com o objetivo de analisar os me´todos e
abordagens existentes para extrac¸a˜o de linhas ele´tricas a partir de uma caˆmara vis´ıvel.
Esta ana´lise permitiu conhecer va´rios me´todos que foram u´teis para perceber qual a
melhor abordagem ao problema e a definir a arquitetura do algoritmo. Deste estudo
sobre os me´todos existentes foram selecionados treˆs para participarem em um estudo
experimental, com o intuito de determinar qual seria o me´todo que serviria como base
para o algoritmo desenvolvido. Com base no resultado final do estudo, decidiu-se optar
pelo me´todo Edge Drawing, uma vez que este cumpre os requisitos delineados.
Na abordagem desenvolvida procurou-se tirar proveito da forma e paralelismo das
linhas ele´tricas, de forma a extrair apenas os segmentos pertencentes a`s linhas ele´tricas.
Utilizando o Edge Drawing para obter segmentos de edges foram aplicados me´todos que
removem todos os segmentos que sa˜o pequenos, curvos e que na˜o teˆm outros segmentos
paralelos.
A validac¸a˜o do me´todo desenvolvido consistiu na ana´lise dos resultados obtidos nas
imagens reais de linhas ele´tricas, onde a sua extrac¸a˜o foi alcanc¸ada com sucesso na
maioria das imagens. Comparativamente aos me´todos existentes que foram analisados,
demonstrou-se que o algoritmo desenvolvido apresenta um tempo de execuc¸a˜o inferior e
que e´ muito mais robusto na detec¸a˜o de falsos positivos.
O trabalho desenvolvido na dissertac¸a˜o resultou na publicac¸a˜o do artigo ”PLineD:
Vision-based Power Lines Detection for Unmanned Aerial Vehicles”na confereˆncia 17º
International Conference on Autonomous Robot Systems and Competitions (ICARSC
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2017).
Como trabalho futuro pretende-se melhorar o passo de agrupamento de linhas, de
forma a que funcione em casos mais extremos de proximidade e para linhas ele´tricas que
apresentem uma curvatura mais acentuada, que na˜o possam ser aproximadas por retas.
Uma outra linha de trabalho consiste no desenvolvimento de um passo que permita
distinguir os segmentos de linhas ele´tricas de outros segmentos gerados por objetos se-
melhantes, p. ex. cercas meta´licas.
A integrac¸a˜o desta abordagem num UAV permitira´ tambe´m validar o desempenho
do me´todo proposto devido ao movimento ao longo da linha ele´trica. A continuidade da
linha ele´trica tambe´m podera´ ser usada como melhoria do algoritmo, limitando a a´rea
de procura das linhas ele´tricas com informac¸a˜o das linhas ele´tricas detetadas na imagem
anterior.
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