Abstract Methods were evaluated for interpolating precipitation (P), evapotranspiration (ET), and runoff (RO) at ungauged points on Shikoku Island, Japan, using data gathered from gauged stations on the same island. Two methods were examined: a "local" cubic spline interpolator, which, for a given point, fitted the function exactly to nearby gauged data points; and a "global" multivariate regression interpolator, which fitted the function to all gauged data points based on their topographic positions (i.e. latitude, longitude, altitude). Local and global interpolators did not generate similar results for P and temperature (T). The spatial density of gauged data points used in the interpolation affected the performance of the interpolators. With any given density of gauged data points included in the interpolation, the local interpolator outperformed the global interpolator. The findings indicate that local interpolators are more accurate predictors of the spatial distribution of water balance components in mountainous regions such as Shikoku Island.
Détermination de bilans hydriques spatialisés pour des sites nonjaugés de l'Īle de Shikoku, au Japon: comparaison de deux interpolateurs INTRODUCTION
Water resource management practices require knowledge of the components of the water balance (precipitation, evapotranspiration and runoff), both throughout the drainage basin and at its outlet. Recently, studies on the spatial distribution of components of the water balance have been conducted at several ungauged drainage basins around the world (e.g. Gustard et al., 1997) . Further studies are needed to identify optimal interpolation techniques and the minimum information needs required for these techniques. This study describes a practical method for deriving spatiallydistributed data for precipitation, evapotranspiration and runoff from observations collected from sparsely distributed meteorological and hydrological recording stations within a drainage basin.
Previous studies on the prediction of distributed water balances can be classified into two categories: process models and statistical models. Process models accept meteorological inputs, calculate hydrological processes and estimate runoff in rivers (e.g. Band et al., 1993; Wigmosta et al., 1994; Beven, 1997; Vieux, 2001; Yao & Hashino, 2001 ). These models often require comprehensive data on the vegetation, soil, topography and the drainage network of the basin, as well as complex calibration of model parameters. Consequently, it is generally not possible to apply these types of models to ungauged drainage basins with sparse data. Statistical models interpolate or extrapolate runoff and other hydrological variables in an area using existing gauged points within the region (e.g. Rees et al., 1997; Reynard et al., 1997; Yao & Hashino, 2000) . These models often require fewer data, but their precision and accuracy frequently depend on the number and distribution of gauged points that are used in the statistical analysis.
Statistical models that use interpolation techniques to predict runoff use one of two approaches. The first approach is to directly interpolate runoff data (daily, monthly or annual) from the outlet of the drainage basin to ungauged points within the drainage basin. If runoff data are available only at the outlet, the way to determine runoff throughout the drainage basin is by dividing the observed discharge by the area of the drainage basin and generating a constant runoff depth over the drainage basin. If runoff data are available at several gauged points within a drainage basin, then runoff throughout the drainage basin can be interpolated (or extrapolated) from these gauged points. Interpolation methods range from local and global interpolation to hierarchical interpolation, in which the hydrological system is subdivided into a hierarchy of homogeneous units (Bishop & Church, 1992; Gottschalk, 1993; Sauquet et al., 2000) . These direct interpolation methods are sometimes problematic, since environmental factors regulating runoff (e.g. precipitation and temperature) are not considered and gauged points are sparse.
The second approach is to indirectly interpolate runoff data, by first interpolating meteorological data (e.g. precipitation and temperature) and then estimating other water balance components, such as evapotranspiration and runoff. The primary advantage of this approach is that meteorological recording stations often occur at a greater density than runoff recording stations, and thus, estimates of runoff may be made at a finer grid resolution and/or there is a greater ability to corroborate the estimated runoff data. Interpolation of meteorological data has been studied at local and regional scales (e.g. Dingman et al., 1988; Abtew et al., 1993; Watson et al., 1998; Daly et al., 2000; Johansson, 2000; Iturbe et al., 2001) to global scales (e.g. Legates & Willmott, 1990; Willmott et al., 1991 Willmott et al., , 1994 Willmott & Robeson, 1995; Willmott et al., 1996) using a diversity of interpolation methods. For example, Willmott & Robeson (1995) interpolated precipitation and temperature data to a 0.5° latitude × 0.5° longitude grid using a spherically-based interpolation procedure and demonstrated the influence of spatially-variable networks of meteorological recording stations on the interpolation of the meteorological data. Studies that have adopted the approach of interpolating precipitation and evapotranspiration and then estimating runoff have done so for comparatively coarse grid resolutions (>100 km 2 grids) (e.g. Arnell, 1995; Rees et al., 1997; Johansson, 2000; Fekete et al., 2002) . While these studies produced reasonable predictions of runoff, they have not resolved two issues: interpolation of water balance components to finer resolutions (i.e. 1 km 2 ) and the minimum required density of recording stations used for interpolation to this resolution.
The purpose of this paper is to present an indirect interpolation method for estimating the distribution of water balance components within drainage basins at a scale of ~1 km 2 grid resolution. The specific objectives are: (a) to evaluate the performance of two interpolators, a global and a local interpolator, in estimating the distribution of annual water balance components; and (b) to establish the minimum number of recording stations needed for accurate interpolation of annual runoff. Annualized data were used with the aim to develop a simple and practical method for interpolating water balance components needed to assess the effectiveness of interpolators; the calculation of annual runoff is simply the difference of precipitation and evapotranspiration while the calculation of sub-annual runoff is more complicated due to delays in the timing of runoff generation following precipitation. While annualized data are considered in this paper, sub-annual water balance components are also important for water resource management (perhaps even more important for concerns related to floods and droughts). A more comprehensive analysis that includes interpolation to sub-annual water balance components (e.g. peak vs base flows) using a distributed hydrological model (Yao & Hashino, 2001 ) will be the focus of future studies. With the estimated annual water balance components, a global regression interpolator was applied to Fuji River basin in central Japan (Yao & Terakawa, 1999) and a local spline interpolator was applied to Hiji River basin in Shikoku Island (Yao & Hashino, 2001 ). These two interpolators were then applied to the whole Shikoku Island for inter-comparison. A comparison of a broader range of interpolators will be the focus of future studies.
METHODS

Study area
Shikoku Island, the smallest of the four main islands comprising Japan, was selected for this study because it is a data-rich region with a dense network of meteorological recording stations that could be used to evaluate methods of interpolating precipitation (P) and evapotranspiration (ET) and thereby runoff (RO), so that once evaluated, the methods could be applied to more data-poor regions. Shikoku Island has an area of 18 785 km 2 , surrounded by the Pacific Ocean in the east, south and west, and the Seto Inner Sea to the north ( Fig. 1(a) ). Over 70% of Shikoku Island is covered by forest comprised primarily of Japanese cedar (Cryptomeria japonica D. Don), cypress (Cupressus spp.) and red pine (Pinus resinosa Ait. Mean annual P ranges from 1250 mm on the north coast and 2500 mm on the south coast, to 4000 mm in the mountains. Extreme precipitation events, including frontal storms and typhoons, are common. Six main rivers drain the island, with two rivers running to the east (Yoshino and Naka rivers), one river to the north (Hiji River) and three to the south (Shimonto, Jenten and Niyodo rivers) ( Fig. 1(b) ). The main environmental concerns for this island are related to its hydrology, including floods in the mountains and rivers caused by typhoons, and droughts in the northern coastal areas. Therefore, it is important to develop a capacity to improve predictions of runoff along major river systems on the island.
Data
There are 147 meteorological recording stations (see Fig. 2 ) that provide daily P data. Among these, 43 provide daily T data (see Fig. 3 ). For this study, three watersheds in two river systems are considered-the area upstream of Nagayasuguchi Dam in the Naka River (495 km 2 ), the area upstream of Kanokawa Dam in the Hiji River Fig. 1(b) ). Other watersheds are not considered, either because discharge data have not been obtained or because water resources are heavily affected by human activities that would substantially interfere with the analysis.
Distributed RO
A rectangular matrix of grid cells covering an area of 60″ latitude × 90″ longitude (i.e. about 4 km 2 ) was created to represent Shikoku Island. For each grid cell, total annual runoff (RO a ) was indirectly calculated as the difference between total annual precipitation (P a ) and total annual evapotranspiration (ET a ). The P a was calculated directly from observed data and ET a was calculated indirectly from P a and observed monthly T data using a formula proposed by Pike (1964) ( 1) where P a is total annual P (mm year ). There are many methods for calculating potential ET (e.g. Federer et al., 1996) . The PET m was calculated using a formula proposed by Hamon (1964) as the formula needed only average monthly T data that were easily interpolated: 
where D is the ratio of maximum sunshine duration to 12 h, determined by month and latitude; P t is the absolute saturation air humidity (g m ) determined by average monthly temperature T m (°C); and M is the number of days in a month.
A watershed-scale analysis of ET a in the Hiji River watershed was conducted to assess the appropriateness of using the Pike formula for Shikoku Island. The ET a calculated with the Pike formula (ET a,p ) was compared with ET a calculated by the water balance formula (ET a,wb ) (see Table 1 ). For the Pike formula, watershed total P a and watershed average monthly T were inserted into equations (1), (2) and (3) to estimate watershed total ET a,p , with P a derived using a method developed in a related study (Yao & Hashino, 2001 ) and watershed average monthly T derived by extrapolating T data from a meteorological recording station near the outlet of the Hiji River watershed to each grid cell, using a correction factor for altitude, and calculating the average monthly T for all grid cells within the watershed. For the water balance formula, ET a,wb was calculated by the difference between P a and watershed total RO a .
For the approximately 40-year period, the percentage error in estimates of ET a was nearly zero (i.e. -1%) but ET a,wb values for individual years were more heterogeneous than those of ET a,p . The Pike formula for estimating ET a is acceptable for the Pdominated area of Shikoku Island, but its acceptability in other areas must be evaluated prior to use.
The topography of Shikoku Island was expected to affect P a , ET a and RO a , and it was therefore considered important to identify interpolators that captured the anticipated effect. Both a local and a global interpolator were evaluated for their ability to capture possible topographic effects on these components of the water balance. The approach to assessing the performance of the interpolators used two separate data sets. For precipitation, from the 147 gauged points (Fig. 2) , one set of 118 gauged points was used for model development and another set of 29 gauged points was used for model testing. For temperature, from the 43 gauged points (Fig. 3) , one set of 37 gauged points was used for model development and another set of six gauged points 7  1975  2002  1240  762  593  -22  1976  2361  1699  662  584  -12  1977  1656  1014  642  563  -12  1978  1287  601  686  506  -26  1979  2195  1396  799  568  -29  1980  2609  2086  523  553  6  1981  1627  880  747  537  -28  1982  2084  1535  549  564  3  1983  1607  903  704  542  -23  1984  1396  802  594  513  -14  1985  1738  921  817  551  -33  1986  1634  988  646  524  -19  1987  1970  1454  516  558  8  1988  1746  1184  562  536  -5  1989  2023  1348  675  551  -18  1990  2022  1361  661  582  -12  1991  1818  1307  511  563  10  1992  1600  914  686  530  -23  1993  2663  2273  390  562  44  1994  1119  468  651  487  -25  1995  1588  882  706  538  -24  Average  -1 was used for model testing. This approach to assessing the performance of the interpolators differs from that of the global scale-study by Willmott & Robeson (1995) , who used a single data set to develop and test the interpolator, by removing iteratively a single gauged point and using the remaining gauged points to interpolate data at the removed gauged point and then comparing the estimated and observed data to assess the accuracy of the interpolation. For the local interpolator, a cubic spline function (Watazu et al., 1980) was used. For the cubic spline function, an objective index J(Z) was used in which the goal of the local interpolator is to minimize J(Z):
where Z is the cubic spline function; and σ is a tension parameter.
For the global interpolator, a multivariate regression model was developed based on the assumption that P a and ET a were a function of geographical features (Yao & Terakawa, 1999; Yao & Hashino, 2000) . For simplicity, as few geographical features as possible were included in the regression model. On Shikoku Island, storms often proceed from south to north or from west to east; therefore, latitude and longitude were included to represent the position of the grid cell relative to the southern or western oceans. Furthermore, as storms proceed, they move up the mountain ranges and are influenced by orographic effects; therefore, altitude was included to represent the position of the grid cell on the mountain sides.
Multivariate nonlinear regression models were developed for P a and average monthly T:
where V is the value of the climate variable at the interpolated grid cell; X is the latitude, Y is the longitude, and Z is the altitude in metres of the interpolated grid cell; V 0 , X 0 , Y 0 and Z 0 are the corresponding values at the reference grid cell; and b 0 , b 1 , …, b 6 are regression parameters. The location selected as the reference grid cell could have been any one of the meteorological recording stations; Tokushima Station (34.065°N; 134.577°E) was selected as it had one of the most complete data records. A stepwise optimization method (Jennrich, 1977; Yao et al., 1997) was used to identify and parameterize the significant dependent variables in the multiple regression models.
The interpolators were validated by examining the coefficient of determination between estimated and observed data for the "model testing" gauged points. Once validated, the models were used to create interpolated surfaces of P a and average monthly T for the whole of Shikoku Island.
The distribution of estimated RO a was indirectly calculated from the difference of P a and ET a . To validate the distribution of estimated RO a , the estimated RO a for each grid cell was summed to generate an estimated RO a (mm year 
Minimum data needs for estimating distributed water balance components
The performance of an interpolator depends on the number and distribution of gauged points. The high density of gauged points for precipitation on Shikoku Island provided an opportunity to identify whether or not a critical threshold existed in the density of gauged points, below which there was a significant impact on the performance of the interpolator.
Reducing randomly the density of gauged points and checking the accuracy of the interpolation one can evaluate the existence of a critical threshold in the density of gauged points. This method was not used for two reasons. First, if m gauged points are taken away randomly from the total of 118 gauged points used for the interpolation, the sample constructions of the remaining 118 − m gauged points would have many choices. For example there might be 118 − m sets of gauged points with each set having one gauged point that was different from each other set. The interpolator has to be applied to each set of gauged points and the accuracy of the interpolation at the remaining 29 gauged points used for model testing has to be calculated. Then the average of these accuracies must be taken to evaluate the performance for that density of gauged points of 118 − m. Second, the accuracy of the interpolation may not change smoothly in the density-reducing process but jump irregularly, because when the random set of gauged points includes more representative gauges the interpolator yields a higher accuracy and when the random set of gauged points includes less representative gauges the interpolator yields a lower accuracy.
Therefore, existence of a critical threshold in the density of gauged points was determined using the following steps. First, the sensitivity of each gauged point was established by iteratively removing one of the 118 gauged points used for model development, interpolating the remaining stations, and calculating the coefficient of determination between the interpolated and observed data for the 29 gauged points used for model testing. Second, the 118 gauges were ranked in order of their contribution to the interpolation method. If the removal of a gauged point had a minor impact on the coefficient of determination, then its contribution was considered low. However, if the removal of a gauged point had a major impact on the coefficient of determination, then its contribution was considered high. A ranked list of the 118 gauges in order of their contribution was established. Third, the minimum density or number of gauged points was established by incrementally eliminating points from the ranked list, starting with those that contributed the least to accuracy. The density of gauged points above which no significant improvements in the performance of the interpolators occurred (based on our best judgment) was determined to be the minimum required density of gauged points.
The reference coefficient of determination was based on all 118 gauged points that were used to parameterize the model. For each of the local and global interpolators, the stability of the coefficient of determination was monitored with the incremental removal of ranked gauges. It does not matter how many gauges are removed at each increment, provided that the calculation process is not overly complex and the interpolator performance with changing density of gauges can be captured. A total of 11 situations were formulated: first, 18 gauges were removed sequentially from the ranked list four times, producing five numbers of 118, 100, 82, 64 and 46 (or five densities of 62.8, 53.2, 43.7, 34.1 and 24.5 per 10 000 km 2 ); then nine gauges were removed sequentially from the remaining list two times, producing two numbers of 37 and 28 (or two densities of 19.7 and 14.9 per 10 000 km 2 ); finally five gauges were removed from the remaining list four times, producing four numbers of 23, 18, 13 and 8 (or four densities of 12.2, 9.6, 6.9 and 4.3 per 10 000 km 2 ). The coefficient of determination was estimated separately for each situation of density, namely 62. 8, 53.2, 43.7, 34.1, 24.5, 19.7, 14.9, 12.2, 9.6, 6 .9 and 4.3 per 10 000 km 2 . The critical number of gauged points was determined as the number below which the coefficient of determination dropped substantially.
RESULTS AND DISCUSSION
Distributed P, ET, RO via local interpolator
To evaluate the performance of the specific interpolators for estimating P a and average monthly T (used to calculate ET a ), the correlations between interpolated and observed data at a randomly selected set of data points (i.e. the 29 gauges used for model testing) were examined (Figs 4(a) and 5(a) ). The correlations between interpolated and observed data were significant and high, with r = 0.971 (p < 0.001, standard error = 242 mm) for P a and r = 0.991 (p < 0.001, standard error = 0.921°C) for average monthly T. The locally interpolated water balance components for 1993, a wet and warm year, are shown in Fig. 6(a) . On Shikoku Island, P a ranged from 1200 mm on gentler slopes along shorelines to 5300 mm in the mountains. In contrast, ET a ranged from 330 mm in the mountains to 790 mm on gentler slopes along shorelines. The distribution of RO a is similar to P a , since P a is the dominant term in water balance ( Fig. 6(a) ). 
Distributed P, ET, RO via global interpolator
The global interpolator is based on a multivariate regression model that included the effects of latitude, longitude, and altitude on P a . The stepwise optimization procedure resulted in the parameters for the multivariate regression model for P a listed in Table 2 . The correlation between interpolated and observed P a for the 29 gauges used for model testing indicated that P a was too complex to be described by a global interpolator (Fig. 4(b) ). Observed P a ranged from 500 to over 6000 mm while estimated P a ranged from 500 to about 3500 mm, with the global interpolator not able to accurately estimate P a with depths larger than about 3000 mm. The failure of this regression model to capture the full range of P a reflected that the distribution of P a was too complex to be defined by these three topographic variables alone. Two possible factors might have caused the failure. First, gauges in mountainous areas with the largest P a constituted a small fraction of the 118 gauges and therefore gauges with the largest P a were under-represented in model development. Gauges could have been removed strategically to generate a set of gauges with equal representation of the different magnitudes of P a on Shikoku Island. A method for gauge selection that maximizes the number of gauges but minimizes problems with under-representation of specific ranges of P a is needed and may be pursued in a future study. Second, the potential impact of rain shadows, which create differing precipitation patterns on windward and leeward slopes of mountains, was not considered.
To assess the potential impacts of rain shadows, two gauges that exist on windward and leeward slopes respectively were chosen randomly, and the effectiveness of global interpolator to estimate P a at the two gauges was examined (Fig. 7) . Figure 7 (a) shows the topography of Shikoku Island and the 29 model testing gauges. Two gauges, Horiyama on a leeward northern slope and Senhonsan on a windward southern slope, were chosen. Their altitudes are 453.9 m and 791.6 m, respectively. Figure 7 (b) presents a time series of P a estimated by the global interpolator and P a recorded at the two gauges. The global interpolator overestimated P a on the leeward slope (Horiyama) and underestimated P a on the windward slope (Senhonsan). The difference between the estimated values of two gauges (i.e. the gap between two dashed lines in Fig. 7(b) ) did not represent reality (i.e. the gap between the two solid lines in Fig. 7(b) ). This large difference was at least partially related to the rain shadow effect on the slopes of the mountain ranges that are not considered in the global interpolator.
The stepwise optimization procedure resulted in the parameters for the multivariate regression model for average monthly T listed in Table 3 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 T, only the b 0 , b 1 , b 2 , and b 3 terms were included in the model, as the higher order terms did not significantly improve the already high coefficient of determination. In contrast to P a , the correlation between interpolated and observed average monthly T for the six gauges used for model testing was significant and comparable to that derived by the local interpolator (r = 0.998, p < 0.001, standard error = 0.488°C) (Fig. 5(b) ). The distributions of the water balance components estimated by the local and global interpolators are presented in Fig. 6 . The values of P a created by the local interpolator are higher in the mountainous areas and the distribution is smoother than that created by the global interpolator. The distribution of ET a created by the local interpolator is more homogeneous than that created by the global interpolator because the latter incorporates topographic affects (in terms of latitude, longitude, and elevation) on temperature. The values of RO a created by the local interpolator are higher in mountainous areas and the distribution is smoother than that created by the global interpolator, because RO a is influenced strongly by P a which shows similar differences between the two interpolators.
Minimum data for interpolators
Shikoku Island has a dense network of gauged points that was used to derive the interpolated surfaces of P a and ET a . The effects of reducing the density of gauged points on the performance of the interpolators was examined, as the aim was to provide a practical method of deriving these interpolated surfaces with a sparse network of gauged points. The relationship between the coefficients of determination (r) for observed vs estimated P a and the density of gauged points included in the interpolation (n) showed a nonlinear decrease in r with n (Figs 8 and 9 ). When the density of gauged points was reduced incrementally, from n = 62.8 to 4.3 per 10 000 km (a) Samples and estimated P Fig. 8 The effect of monitoring density on the performance of the local interpolator for P a (mm year -1 ): (a) coefficient of determination between estimated and observed P a for different gauge density, and (b) a summary of coefficient of determination as a function of gauge density. (a) Samples and estimated P Fig. 9 The effect of monitoring density on the performance of the global interpolator for P a (mm year -1 ): (a) coefficient of determination between estimated and observed P a for different gauge density, and (b) a summary of coefficient of determination as a function of gauge density. P a relationship), above which the performance of the interpolator was considered acceptable, then a minimum density of 16.0 gauges per 10 000 km 2 was required for interpolation of P a on Shikoku Island. While the minimum density of gauged points was the same for both the local and global interpolators, the local interpolator consistently outperformed the global interpolator for any specific density of gauged points included in the interpolation. For example, for n = 19.7, the coefficient of determination was r = 0.947 for the local interpolator (Fig. 8) and r = 0.896 for the global interpolator (Fig. 9) .
Total RO within major rivers
Management of the water resources on Shikoku Island requires data on RO a within the major rivers. River RO a was calculated from an integration of RO a from the grid cells draining into the major rivers. Estimated river RO a was compared with observed RO a from the Nagayasuguchi Dam and Kanokawa Dam watersheds that were instrumented with discharge gauges (Fig. 1(b) ). The Nagayasuguchi Dam is on the Naka River and the 495 km 
SUMMARY AND CONCLUSIONS
Estimated distributions of P a , ET a and RO a on the mountainous Shikoku Island, Japan were dependent on the method used to derive them. The local interpolator (based on a cubic spline function) outperformed the global interpolator (based on a regression function) in spatially distributing P a , ET a (estimated from average monthly T based on the Pike formula) and RO a (estimated from the difference between P a and ET a ) from gauged to ungauged points. The local interpolator better captured the complexities in spatial distribution of the components of the water balance, particularly P a . This method provided greater emphasis to gauged points near the point to be estimated than did the global interpolator, which was based only on the latitude, longitude and altitude of the ungauged points. The performance of the local interpolator remained significant 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 974 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 even when the density of gauged points used in the interpolation was reduced; if the acceptable performance was defined as explanation of at least 75% of the variance in observed vs estimated data, then the local interpolator showed acceptable performance with as few as 16 gauged points per 10 000 km 2 . The interpolated surfaces of P a , ET a and RO a were validated by statistically significant correlations of interpolated vs observed values at gauged points not used in the interpolation models, providing support for the use of these methods in mountainous regions. The method proposed is expected to be applicable to other areas. However, the spatial distributions of P a , ET a and RO a reflected strongly topographic features and therefore caution is needed when transferring the conclusions (e.g. the minimum data needs) from the analysis on Shikoku Island to other drainage basins.
