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Re´sume´ – Dans cet article le but est de reconstruire une image d’un sein (l’objet) atteint d’une tumeur a` partir de mesures du champ diffracte´
re´sultant de son interaction avec une onde interrogatrice connue. La re´solution de ce proble`me ne´cessite d’abord une mode´lisation directe
exprimant le lien entre les grandeurs mesure´es et le contraste de l’objet qui est la ve´ritable variable d’inte´reˆt. En ce qui concerne l’inversion
on se place dans un cadre baye´sien ou` l’on adopte un a priori de Gauss-Markov-Potts qui prend en compte l’information a priori que l’objet
est compose´ d’un nombre fini de mate´riaux diffe´rents re´partis en re´gions homoge`nes et compactes. Ensuite on applique l’approche baye´sienne
variationnelle ou` la loi a posteriori jointe est approche´e par une loi se´parable minimisant la divergence de Kullback-Leibler entre ces deux lois,
ce qui permet d’obtenir un estimateur simple du contraste et des autres parame`tres du mode`le. Les re´sultats de reconstruction sont discute´s et
compare´s avec les re´sultats obtenus par le biais d’une me´thode de´terministe dite d’inversion contraste source.
Abstract – In this article, the goal is to image a breast (the object) hit by a tumor from measurements of the scattered field resulting from
its interaction with a known interrogating wave. The resolution of this problem requires, beforehand, the construction of a forward model that
describes the link between the measured scattered fields and the object contrast for various incidences and frequencies. Concerning the inversion,
a Gauss-Markov-Potts prior is assigned to the contrast in order to account for the a priori information that the object is composed of a finite
number of different materials distributed in compact homogeneous regions. Then we use the variational Bayesian approach to obtain a good
estimator of the object and model. The outline of this method is to approximate the posterior distribution by a separable law which is as close
as possible to the posterior distribution in terms of the Kullback-Leibler divergence. Reconstruction results are discussed and compared to those
obtained by means of a deterministic technique : the contrast source inversion method.
1 Introduction
Dans cette communication, on s’inte´resse a` l’inversion de
donne´es micro-ondes en vue d’une application a` la de´tection
du cancer du sein. En effet, l’imagerie micro-onde constitue
une alternative inte´ressante a` la mammographie par rayons X
pour la de´tection du cancer du sein [1, 2], car les proprie´te´s
die´lectriques des tissus cance´reux pre´sentent un contraste rel-
ativement important par rapport a` celles des tissus biologiques
sains et les micro-ondes peuvent donc eˆtre utilise´es pour mettre
en e´vidence ces diffe´rences.
Le but est de reconstruire une image du sein a` partir des
mesures de champ diffracte´ re´sultant de son interaction avec
une onde interrogatrice connue. Ceci constitue un proble`me in-
verse non line´aire et mal pose´. La re´solution de ce proble`me
ne´cessite d’abord une mode´lisation directe exprimant le lien
entre les grandeurs mesure´es et le contraste χ de l’objet (du
sein) qui est la ve´ritable variable d’inte´reˆt. En ce qui concerne
l’inversion, le caracte`re mal pose´ du proble`me rend indispens-
able sa re´gularisation par introduction d’information a priori
sur la solution recherche´e. Ceci est effectue´ en se plac¸ant dans
le cadre de l’infe´rence baye´sienne ou` l’on adopte un a priori
de Gauss-Markov-Potts, qui prend en compte le fait que l’objet
est constitue´ d’un nombre fini de mate´riaux diffe´rents re´partis
en re´gions homoge`nes et compactes [3, 4]. Dans ce cas, les
parame`tres d’inte´reˆt, ainsi que les hyperparame`tres du mode`le,
sont inconnus et doivent eˆtre estime´s conjointement avec l’ob-
jet. La loi a posteriori re´sultante est complexe et son calcul
exact est peu envisageable. Une manie`re de contourner ce prob-
le`me est d’utiliser l’approximation des me´thodes de Monte-
Carlo par chaıˆnes de Markov (MCMC). Ces approches sont
cependant tre`s couˆteuses en temps de calcul. C’est pourquoi
nous proposons de re´soudre ce proble`me a` l’aide de l’approche
baye´sienne variationnelle (VBA) [5], ou` la distribution a pos-
teriori est approche´e analytiquement par des lois se´parables.
Ainsi, en choisissant des lois a priori conjugue´es, les parame`-
tres des lois approchantes peuvent eˆtre de´duits des e´quations
qui les relient implicitement. Dans [6], l’approche VBA a e´te´
introduite dans le domaine optique et a e´te´ teste´e sur des don-
ne´es issues de l’institut Fresnel (Marseille, France). Dans [7],
sa performance a e´te´ compare´e a` celle d’une me´thode MCMC,
qui a conduit a` des re´sultats de reconstruction souvent proches
de ceux de VBA, mais qui s’est ave´re´e couˆteuse en termes de
temps de calcul et de difficulte´s techniques.
Dans un premier temps nous de´crivons le mode`le direct, puis
nous nous inte´ressons a` la formulation baye´sienne du prob-
le`me inverse. Enfin, nous donnons les re´sultats de cette ap-
proche pour l’application vise´e.
2 Mode´lisation du proble`me direct
La configuration de mesure conside´re´e ici est une configura-
tion 2D-TM ou` les diffe´rents milieux sont cylindriques d’exten-
sion infinie et le champ e´lectrique est perpendiculaire au plan
de la figure 1, i.e. paralle`le aux ge´ne´ratrices des cylindres. On
dispose de 64 sources et de 64 re´cepteurs re´gulie`rement re´partis
sur un cercle de rayon 7, 5 cm centre´ sur l’origine des axes. Le
dispositif fonctionne a` 6 fre´quences dans la bande 0, 5 - 3 GHz.
Le sein est de section circulaire. Il est place´ dans un milieu
d’adaptation D1 et est entoure´ de peau. La tumeur et le milieu
glandulaire sont e´galement conside´re´s comme e´tant de section
circulaire. Le tableau 1 donne les permittivite´ die´lectrique rel-
ative ǫr et conductivite´ σ de chaque milieu.
FIGURE 1 – Objet sous test en configuration 2D-TM
TABLE 1 – les parame`tres e´lectromagne´tiques des diffe´rents milieux
Milieu D1 D2 D3 D4 D5
ǫr 35 35.7 6.12 42 55.3
σ(Sm−1) 0.5 0.32 0.11 1.11 1.57
Ø (cm) 10 9.6 4 2
La physique controˆlant l’interaction entre l’onde interroga-
trice et l’objet est de´crite par l’e´quation des ondes de Helmholtz.
En appliquant le the´ore`me de Green a` cette e´quation et en ten-
ant compte des conditions de continuite´ des champs et de ray-
onnement a` l’infini, nous sommes conduits a` une repre´senta-
tion inte´grale du champ e´lectrique constitue´e de deux e´quations
inte´grales couple´es dites e´quation d’observation et e´quation de
couplage (ou d’e´tat). Elles sont donne´es respectivement par :
y(r) = Edif (r) = k21
∫
D
G(r, r′)w(r′) dr′
E(r) = Einc(r) + k21
∫
D
G(r, r′)w(r′) dr′,
(1)
ou` Edif est le champ diffracte´ observe´, E est le champ total
dans l’objet, Einc est le champ incident et k1 et G(r, r
′) =
i
4H
1
0 (k1|r − r
′|) sont respectivement les constante de propa-
gation et fonction de Green du milieu D1,H
1
0 e´tant la fonction
de Hankel d’ordre 0 et de premie`re espe`ce.w(r′) = χ(r′)E(r′)
repre´sente les sources de Huyghens induites a` l’inte´rieur de
l’objet par l’onde incidente, ou` χ = k(r)2 − k21 est la fonc-
tion contraste, avec k(r)2 = ωǫ0ǫr(r)µ0 + iωµ0σ(r). ω est la
fre´quence angulaire et ǫ0 et µ0 sont respectivement la permit-
tivite´ die´lectrique et la perme´abilite´ magne´tique du vide, tandis
que ǫr(r) et σ(r) repre´sentent la permittivite´ relative et la con-
ductivite´ dans le domaine test D.
La re´solution des e´quations (1) est effectue´e a` partir de leurs
contreparties discre`tes obtenues a` l’aide de la me´thode des mo-
ments. Le domaineD contenant l’objet inconnu est alors discre´-
tise´ en ND pixels e´le´mentaires suffisamment petits pour que
l’on puisse conside´rer le champ e´lectrique et le contraste comme
constants sur chacun d’eux.
En reformulant l’e´quation de couplage pour faire apparaıˆtre
les sources induites et en introduisant les bruits ǫ et ξ tenant
compte des erreurs de mesures et de mode´lisation pour chaque
fre´quence d’excitation f et source ν, on arrive au mode`le biline´aire
suivant :
yν,f = E
dif
ν,f = G
owν,f + ǫ
wν,f = χE
inc
ν,f + χG
cwν,f + ξ,
(2)
ou` les e´le´ments des matrices d’observation Go et de couplage
Gc, dont les expressions peuvent eˆtre trouve´es dans [7], re´sul-
tent de l’inte´gration des fonctions de Green d’observation et de
couplage sur les pixels e´le´mentaires.
3 Mode`le a priori - inversion baye´sienne
Le point essentiel dans l’approche baye´sienne est la mode´lisa-
tion a priori de l’inconnueχ. La principale ide´e est que l’image
a` reconstruire contient K classes de pixels, chaque classe cor-
respondant a` un mate´riau, et que les pixels de chacune de ces
classes sont re´partis en re´gions homoge`nes et compactes. Cette
information peut eˆtre prise en compte par un mode`le de Gauss-
Markov-Potts [3, 4]. Dans ce mode`le on associe a` chaque pixel
inconnu χ(r) une variable cache´e z(r) prenant ses valeurs dans
{1, ...,K} et de´terminant la classe du mate´riau (note´e k) auquel
le pixel appartient.
L’introduction du champ cache´ z nous permet de prendre en
compte l’homoge´ne´ite´ de chaque mate´riau k, que l’on choisit
de de´crire par une loi gaussienne a` travers un mode`le de me´lange
de gaussiennes inde´pendantes (MGI) :
p(χ(r)|z(r) = k) = N (mk, vk), k = 1, . . . ,K. (3)
Pour prendre en compte la compacite´ des re´gions homoge`nes,
on utilise un champ de Potts :
p(z|λ) =
1
T (λ)
exp

λ
∑
r∈R
∑
r′∈Vr
δ (z(r)− z(r′))

 , (4)
ou` T (λ) est une constante de normalisation, λ est le parame`tre
de Potts (ici λ = 1) et Vr repre´sente le voisinage de r constitue´
des quatre plus proches voisins.
Ensuite, en partant des e´quations (2) et en supposant des
erreurs gaussiennes (ǫ ∼ N (0, vǫI), ξ ∼ N (0, vξI)), on peut
e´crire p(y|w, vǫ) et p(w|χ, vξ). Notons que les hyperparame`-
tres du mode`le sont e´galement inconnus ; ils doivent donc eˆtre
estime´s conjointement avec les autres parame`tres. Pour simpli-
fier les calculs, on les choisit dans des familles de lois a priori
conjugue´es :
p(mk) = N (µ0, τ0), p(vk) = IG(η0, φ0),
p(vǫ) = IG(ηǫ, φǫ), p(vξ) = IG(ηξ, φξ),
ou` µ0, τ0, η0, φ0, ηǫ, φǫ, ηξ et φξ sont des meta-hyperperame`tres
choisis comme des lois a priori non informatives, qui permet-
tent d’e´valuer l’influence de la loi a priori donne´e.
En utilisant toutes ces lois a priori et en notantψ l’ensemble
des hyperparame`tres (ψ = {m,v, vǫ, vξ}), on obtient la loi a
posteriori conjointe des inconnues et de tous les parame`tres et
hyperparame`tres du mode`le :
p (χ,w, z,ψ|y) ∝ p (y|w, vǫ) p (w|χ, vξ) p (χ|z,m,v)
× p (z|λ) p (m|µ0, τ0) p (v|η0, φ0) (5)
× p (vǫ|ηǫ, φǫ) p (vξ|ηξ, φξ).
Une approche classique serait alors de chercher la solution
en calculant le maximum a posteriori (MAP) ou la moyenne a
posteriori (MP). Cependant l’obtention d’une expression ana-
lytique de ces estimateurs est difficile. Une alternative est alors
d’approcher la loi a posteriori pour pouvoir obtenir un esti-
mateur plus simple. C’est le principe de l’approche baye´sienne
variationnelle.
4 Approche baye´sienne variationnelle
L’ide´e de l’approche baye´sienne variationnelle est d’appro-
cher la vraie loi a posteriori p(u|y), ou` u = {χ,w, z,ψ},
par un produit q(u) =
∏
i q(ui) d’approximations des lois
marginales. L’approximation optimale est choisie en minimisant
la divergence de Kullback-Leibler, KL(q||p) =
∫
q ln(q|p).
Notons que minimiser cette dernie`re revient a` maximiser l’e´nergie
libre ne´gative (terme de´rive´ de la physique statistique) :
F(q) =
∫
RN
q(u) ln
p(y,u)
q(u)
du. (6)
Ainsi, en tenant compte de la se´parabilite´ q(u) =
∏
i q(ui),
le but de l’approche baye´sienne variationnelle est de trouver :
qopt(u) = argmax
q
F(q(u))
∝ exp
{
〈log(p(u,y))〉∏
j 6=i q(uj)
}
. (7)
Nous appliquons alors ce principe pour approcher la distri-
bution a posteriori (6) par :
q(u) = q(vǫ)q(vξ)
∏
k
q(vk)q(mk)
∏
i
q(χi)q(zi)
∏
j
q(wj),
ou` le choix d’une se´paration forte permet de simplifier les ex-
pressions des parame`tres de forme des lois approchantes sans
trop de´te´riorer la qualite´ de l’approximation.
En choisissant des a priori conjugue´s et en conside´rant la
forme optimale donne´e par (7), on arrive a` la mise a` jour :
q(w) = N (m˜w, V˜ w), q(χ) = N (m˜χ, V˜ χ),
q(mk) = N (µ˜k, τ˜k), q(vk) = IG(η˜k, φ˜k),
q(vǫ) = IG(η˜ǫ, φ˜ǫ), q(vξ) = IG(η˜ξ, φ˜ξ),
q(z) = ζ˜k ∝ exp

λ∑
r∈D
∑
r′∈V(r)
ζ˜(r′)

, (8)
ou` les expressions des parame`tres tilde´s sont de´taille´es dans
[7]. Le calcul des valeurs initiales des variables recherche´es
χ(0) et w(0) se fait par re´tro-propagation du champ diffracte´
du domaine de mesure vers le domaine de reconstruction. La
valeur initiale de la segmentation z(0) peut eˆtre obtenue au
moyen de l’algorithme K-means [8] avec des estimateurs em-
piriques pour les hyperparame`tres ψ(0). Ici, compte tenu du
fait que le contraste est complexe, on choisit d’abord de seg-
menter sa partie re´elle et d’utiliser la meˆme segmentation pour
initialiser sa partie imaginaire.
5 Application et re´sultats
Lame´thode est applique´e a` la configuration de´crite ci-dessus,
le domaine test e´tant divise´ en ND = 64 × 64 pixels carre´s de
cote´ δ = 1.9mm et l’inversion e´tant re´alise´e a` partir de donne´es
synthe´tiques. Les re´sultats sont compare´s a` ceux obtenus via
l’inversion contraste source (CSI), ou` une fonction couˆt, tenant
compte a` la fois des e´quations d’observation et de couplage,
est minimise´e a` l’aide d’une me´thode de gradient conjugue´ et
ou`, a` chaque ite´ration le couˆt est minimise´ alternativement par
rapport aux sources w et au contraste χ [9].
La figure 2 montre les distributions de permittivite´ et con-
ductivite´ reconstruites apre`s 500 ite´rations au moyen de CSI et
de VBA (cette dernie`re e´tant initialise´e par quelques ite´rations
de CSI). La qualite´ de reconstruction, particulie`rement en ce
qui concerne la conductivite´, est nettement ame´liore´e avec VBA
(a)
(b)
(c)
(d)
FIGURE 2 – La permittivite´ die´lectrique (a` gauche) et la conductivite´
(a` droite) de l’objet re´el (a) et de l’objet reconstruit par CSI (b) et par
VBA (c) et les profils (d) reconstruits le long d’une ligne passant par le
centre de la tumeur (re´el = rouge, CSI = bleu, VBA = noir discontinu).
compare´e a` CSI qui donne de bons re´sultats mais avec une
re´solution insuffisante. Ceci est confirme´ par les profils de per-
mittivite´ et conductivite´ reconstruits avec les deux me´thodes le
long d’une ligne horizontale passant par le centre de la tumeur
(Fig. 2-d). D’autre part, l’apport de l’information a priori par
le biais du mode`le Gauss-Markov-Potts permet e´galement de
segmenter l’image et de mettre en e´vidence les diffe´rents tissus
composant le sein.
6 Conclusion
Nous conside´rons, ici, l’imagerie micro-onde en vue d’une
application a` la de´tection du cancer du sein. Ce proble`me in-
verse est aborde´ dans un cadre baye´sien avec un a priori de
Gauss-Markov-Potts qui prend en compte le fait que le sein
est constitue´ d’un nombre fini de tissus diffe´rents et que ceux-
ci sont re´partis en re´gions homoge`nes et compactes. Une ap-
proche baye´sienne variationnelle est utilise´e pour approcher
la loi a posteriori conjointe des inconnues et parame`tres du
mode`le par un produit d’approximations des lois marginales
dont l’expression optimale est obtenue en minimisant la diver-
gence de Kullback-Leibler. Un des points de´licats, par rapport
aux travaux pre´ce´dents, est la nature complexe et l’amplitude
importante du contraste conside´re´ ici, les tissus pre´sentant de
fortes permittivite´ et conductivite´ qui peuvent rendre proble´ma-
tique la convergence des me´thodes de´terministes traditionnelles
telles que CSI. Les re´sultats obtenus montrent l’efficacite´ de
l’approche de´veloppe´e et une ame´lioration de la pre´cision des
valeurs obtenues compare´e a` CSI. Il reste cependant a` ame´liorer
certains points, en particulier la vitesse de convergence, ce qui
peut eˆtre fait en introduisant un pas de gradient.
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