As the basic Kalman filter is limited to be used for indoor navigation, and particle filters incur serious computational overhead, especially in mobile devices, we propose an adaptive hybrid filter for WiFi-based indoor positioning systems. The hybrid filter utilizes the same prediction framework of the basic Kalman filter, and it adopts the notion of particle filters only using a small number of particles. Restricting the predicts of a moving object to a small number of particles on a way network and substituting a dynamic weighting scheme for Kalman gain are the key features of the filter. The adaptive hybrid filter showed significantly better accuracy than the basic Kalman filter did, and it showed greatly improved performance in processing time and slightly better accuracy compared with a particle filter.
Another approach to enhance tracking accuracy is to use particle filters [5, 6] . Particle filters scatter numerous particles to a target area and let the particles move their locations according to the received signals.
The predicted location is obtained by computing the weighted average of the particles. Since numerous particles participate in the prediction, the wrong estimation of each particle can be controlled to some degree. However the run time overhead of keeping track of numerous particles is a barrier for the particle filters to be practically used in real fields. As a result only a little work showing the effect of applying particle filters for localization especially using WiFi signals has been reported despite the potential of particle filters.
As BKF and EKF are not suitable for WiFi-based indoor navigation with a handheld device such as a smart phone, and particle filters may incur serious processing overhead, we propose a new location filter for indoor positioning. As the new filter operates in the same framework as that of BKF (i.e., it consists of prediction and update phases), and it borrows the key notion of particles filters adapting to the drastically changing accuracies, the propose filter was named as In this paper, the evaluation compared AHF, BKF, and a particle filter performed on two data sets collected from KAIST library, Daejeon, Korea, and E-mart discount store, Seoungsu, Seoul. From the evaluation, the comparison results showed that AHF achieved accuracy improvements of 18.0 % at the KAIST library and 25.0 % at the E-mart discount store. AHF achieved slightly better accuracy improvement than the particle filter, but it showed greatly improved performance in processing time compared with the particle filter. The processing time of AHF was about 80 times faster than that of the particle filter. When we applied AHF and integrated it with our indoor localization engine and navigation system, "myCoex," which is known as the first commercialized indoor navigation system, the effect of using AHF was apparently observed, especially in improving the accuracy and the stability of the system. This paper is organized as follows. Frédéric et al. [7] proposed a method using a gyroscope. As gyroscope provides only angular rate, the filter estimates the orientation with cumulated angular rate. To track the orientation, this study applied additional Kalman filter to keep track of orientation. As the angular rate from gyroscope is cumulated, the error from gyroscope is also cumulated, so this study proposed a mechanism to periodically reset the sensor. Jirawimut et al. [8] category. The effect of using particle filters using infrared beacon and ultrasonic raging was reported in [6, 12] . But the effect of particle filters especially using WiFi signal was not reported yet. Moreover, the question if the computational overhead incurred by processing numerous particles can be accommodated in mobile phones, which are equipped with only limited computational and storage resources, are still remain unclear.
There are some researches using a map information for improving the prediction model. Anindya et al. There were some studies in the category of weighting improvement as well. Yim et al. [14] proposed a method which gives more weights to the measured location than predicted states at intersections.
Since the accuracy varies as the density of AP changes or depending on the building layouts, the method cannot yield the results in a stable manner.
Moreover, this method is effective only at intersections.
Ⅲ. STATE AND PREDICTION MODELS OF AHF

State Model
The state model represents an instance of a target object at a certain time. To distinguish the differences between AHF and BKF, we contrast the state models of the two filters. In BKF, the state model is specified using the location and the velocity vectors; that is, the state instance at time k,   is represented by Figure 1 shows the state models of AHF and BKF.
Prediction Model
Based on the state models defined above, the relation is established between the state instances   , at time k, and     at time k -1. In BKF, the relation between the states at time k and k -1 is defined by:
Contrary to BKF predicting one coordinate, AHF generates several candidates, each of which corresponds to a particle in particle filter. In AHF, the relation is defined by: Note that the angle of each way link can be obtained once the way network is derived from a map.
The prediction model of AHF is described by:
where,   is the process noises   ∼   ,and   is the process error covariance. In the observation model of AHF, the observation   is defined by:
where,   is the observation noise   ∼  , and   is observation error covariance.
Unlike BKF, AHF does not use Kalman gain in the update. In AHF, instead of building an error covariance matrix, we compute the accuracy at each location, and then compute the relative error level at each location. Best Candidate Set (BCS) method [16] was used for the error estimation. After the relative error level is determined, the weights for a prediction and a measurement are defined by: where,    is the estimated error,    is the weight for a prediction,    is the weight for a measurement, and   is the normalizing factor which maps the weight into a real number in the range of 0 and 1.
The weight increases as the average of estimated errors decreases. Once the weight is computed, the filter combines the predictions and measurements by: 
Ⅳ. EXPERIMENTAL RESULTS
Experiment Setup
The validity of AHF for indoor navigation was 
Accuracy Results
The evaluation compared the accuracy improvements achieved by AHF, a particle filter and BKF at the KAIST library and E-mart respectively. To measure the accuracy of each method, we implemented a WiFi fingerprint-based localization engine using weighted kNN algorithm. Then BKF, AHF, and a particle filter were developed and integrated with the localization engine for the measurement. The particle filter conducted its prediction with 5,000 particles.
Since there are many different ways of assigning weights for AHF and particle filters, we used a uniform value in assigning weights to particles for a fair comparison. For the test set, 10 traces were prepared and the accuracies were obtained by computing the average of results from the 10 traces.
As shown in Table 1 , AHF showed the best accuracy among the three methods both at the KAIST library and the E-mart. At the KAIST library, AHF achieved an accuracy improvement of 16.7% when compared it with the accuracy measured without filtering (from 3.42m to 2.85m in the average error distance), whereas BKF achieved an accuracy improvement of only 5.9% and the particle filter KK %. At the E-mart, as much as 25.0% accuracy improvement was made by AHF (from 4.88m to 3.66m), whereas BKF achieved only a 15.0% accuracy improvement and the particle filter 23.4 %.
The processing time of particle filter was about 80 times slower than that of AHF. If particle filter use the less number of particles, it could reduce the processing time. But instead, the accuracy was downed. For example, when particle filter used 1,000 particles, the processing time was reduced by 5 times. But the accuracy was downed about 7 -8 % in both data sets.
On the other hand, when the filter increased the number of particles to 10,000, only the processing time greatly increased without further improvement of accuracy. 제12권, 제4호(2013년 8월) <Table 2> The contributions of way network-based prediction and dynamic weighting scheme (DWS) of AHF in accuracy improvement from using BKF (the value is the average error distance and % is the improvement to BKF).
The reason that filters could achieve more improvement at E-mart than at KAIST was because the length of straight lines at E-mart were usually longer than that at the KAIST library. Usually, we can expect a greater filtering effect on straight lines than at corners or intersections.
The accuracy results of AHF was around 10% better than what was achieved by BKF and 2 -6% better than the particle filter.
Contribution Results
In order to figure out how much restricting the prediction locations to the way network and dynamic weighting scheme contribute to the accuracy improvement, the accuracies were measured with/without incorporating each method. When we analyzed the results, in the improvement, the contributions of restricting the prediction locations to the way network was 7.93%, and dynamic weighting scheme was 3.23% at E-mart and 9.45% and 2.66%, respectively, at the KAIST library. The effect of dynamic weighting scheme was also observed in the particle filter because the particle filter using dynamic weighting scheme showed slightly better accuracy than the one using static weighting scheme. Table 2 is the summary of the evaluation results with/without incorporating way network-based prediction or dynamic weighting scheme at E-mart and at KAIST.
In both of the cases, the contribution of the way network-based prediction was greater than the contribution of the dynamic weighting scheme. We attribute this to the result of inaccurate error estimation because the correlation between true error distance and estimated error distance was 0.425, which is a weak correlation. 
Accuracy of Error Estimation
Since the accuracy of error estimation is a critical factor deciding the accuracy of localization, we compared the true error with the error estimated by BCS method. Figure 3 shows the correlation between the true error distance and the error distance estimated by BCS method. The experiment was performed in N5 building of KAIST. Although the result is somewhat dependent on datasets, the overall correlation stayed in between 0.4 and 0.7. This indicates that, although error estimation of BCS method is not so accurate, the estimated result can still be used as an error indicator.
Application
In order to confirm the effect by the improved accuracy, we generated traces wi/wo applying AHF and then visualized the traces on the maps. As illustrated in Figure 3 the average error distance was a key factor for a generated trace to be close to the real trace. In the Figure 4 , the red line represents the generated traces and the green line original user trace.
As shown in figures in Figure 4 , a), the generated traces were getting closer to the original traces as the error distance was getting smaller. This means that if the accuracy is improved by AHF, a more realistic trace would be generated.
Actually, AHF is applied for upgrading myCoex, a commercial WiFi-based indoor navigation system released by KTNET and KAIST on Oct. 2010 in Korea. Although AHF is just one of location filters equipped for myCoex, the contribution of AHF was apparent to the accuracy improvement of myCoex indoor navigation system. We could confirm the improvement through user experiences as well.
<Fig. 4> The contrasts between estimated traces and the original trances. The generated traces are specified in red lines and the original trances are specified in green lines.
Ⅴ. CONCLUSION
We have proposed AHF for indoor navigation by extending BKF. AHF achieved considerable improvement in the accuracy for both data sets of KAIST and of E-mart. The improvement was due to the restriction of the movement of the target object to the way network and the dynamic weighting scheme based on error estimation. We can expect further improvement if we develop a more advanced and reliable error estimation technique, which is an open problem. Incorporating sensor information into the AHF is another source of improvement. In fact, AHF is just one of the filters used for an indoor navigation system. Signal filters and map matching are the typical filters that should be integrated together with AHF.
The interrelations between the filters should be studied further, and analyzing the effect of applying AHF with the filters is our future work.
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