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We present a spatial adaptive asynchronous algorithm for fringe pattern demodulation. The proposed
algorithm is based on the standard five-stepasynchronousmethodwith the onemodification thatwe select
the best sample spacing for each point of the fringe pattern. As we show, the frequency response of any
asynchronous method depends on the sample spacing. This interesting behavior is used to select the best
sample spacing as the one that gives the biggest response for each location. The overall result is a spatial
demodulation algorithmwith an improved frequency response compared to the existing ones.We show the
feasibility of the proposed method with theoretical analysis as well as experimental results. © 2008
Optical Society of America
OCIS codes: 100.2650, 120.5050, 120.4120, 120.5410.
1. Introduction
Many optical measurement techniques rely on the
extraction of the phase of a fringe pattern in order
to determine the quantity to be measured [1]. Exam-
ples of these techniques are found in holography,
interferometry, moiré methods, and photoelasticity
[1–3]. To extract the information codified in a fringe
pattern, researchers have developed many proce-
dures that are known in the literature as phase
evaluation methods (PEMs) [1]. In recent years, con-
siderable efforts have been devoted to the search for
fully automatic PEMs that would be faster, more
reliable, and more robust than the existing ones.
Among the existing PEMs there are a large number
of techniques that canbe classified as phase-sampling
algorithms (PSAs) [1–3]. The goal of these PSAs is to
extract the phase of a fringe pattern from a set of
irradiance samples fIjgj¼1;2;…N that differ only on a
phase shift between consecutive samples. If we as-
sume a sinusoidal model for the fringe pattern [1],
the irradiance of a sample is given by the following
equation:
Ij ¼ aþ b cosðφþ αjÞ; j ¼ 1; 2; :::;N; ð1Þ
where a is the background, b is the fringemodulation,
φ is the fringe pattern phase, and aj is the phase
jumps. PSA techniques can be classified according
to the nature of the phase jumps. We will talk of syn-
chronous PSAs if all the phase jumps fαjgj¼1;2;::N are
known [2,3]. Otherwise, if the phase jumps are un-
known, then an asynchronous PSAmust be employed
to demodulate the phase [2]. A wide variety of asyn-
chronous phase sampling algorithms (also named
self-calibrating PSAs [4] or compensated relative
phase shift PSAs [1]) can be found in the literature,
such as the five-step algorithm [4,5] or the four-step
algorithm attributed to Carré [6]. These algorithms
usually assume that locally the phase jump between
samples is constantwith a spatial frequencyω, that is,
αj ¼ ωj. Therefore, introducing ω as an additional un-
known, the phase can be demodulated through
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algebraically exact expressions. These asynchronous
(or self-calibrating) PSAs return the wrapped phase
W½φ and an estimation of the phase sampling fre-
quencyωas algebraic functions of the set of irradiance
samples. For example, the wrapped phase and
frequency ω of Carré’s algorithm are given by
W½φ ¼
arctan
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi½3ðI2 − I3Þ − ðI1 − I4Þ½ðI1 − I4Þ þ ðI2 − I3Þ
p
ðI2 þ I3Þ − ðI1 þ I4Þ
;
ð2aÞ
tan2ω ¼ 3ðI2 − I3Þ − ðI1 − I4ÞðI1 − I4Þ þ ðI2 − I3Þ
: ð2bÞ
This scheme is valid for all the asynchronous PSAs, so
for any of these algorithms, tanφ is calculated as the
quotient of two functions, uðIjÞ and vðIjÞ. It is well
known that in the presence of noise the phase extrac-
tion reliability depends on the frequency response






According to [3], Eq. (2a) renders reliable results
when mðωÞ is maximum. For example, in the case
of Carré’s algorithm, frequency response is given by
mðωÞ ¼ j2 cos 3ω − cosωj: ð4Þ
So, the optimum working point is a ω ¼ 55% sample,
which is the maximum of Eq. (4). This coincides with
the well-known result that the samples in the Carré
method should be separated by 110° to obtain opti-
mum performance in front of additive noise.
In general, for any asynchronous method, we will
always find an optimum frequency for which the re-
sponse is maximum. Therefore, a desirable goal in
the design of asynchronous PSA is to find algorithms
with the greatest frequency bandwidth.
In a previous paper, Crespo et al. [7] have developed
a method to design an asynchronous algorithm opti-
mized for wide frequency response using a technique
based on Fourier analysis. Although this technique
allows the designing of asynchronous PSAswith arbi-
trary frequency response, the resulting algorithms
arenot algebraically exact. Thismeans that, although
the algorithms present optimumnoise rejection prop-
erties, the phase is affected by algebraic errors.
To overcome this problem, we propose in this paper
a new adaptive asynchronous PSA based on the stan-
dard five-step asynchronous algorithm [4,5].With the
proposed adaptive algorithm, we get an improved fre-
quency response while retaining the exact algebraic
nature of the algorithm. Therefore, in the spatial do-
main, we can demodulate fringe patterns with high
frequency dynamic range. We must point out that
the idea presented can be easily adapted to similar
asynchronous algorithms, such as Carré’s. Alterna-
tive techniques found in the literature are the wind-
owed Fourier transform [8] and wavelet transform
analysis [9,10]. In these techniques, a space frequency
analysis is performed locally that increments the
dimensions of the problem to be solved. The proposed
method, although adaptive in nature, retains the sim-
plicity of the classical phase-sampling techniques.
In Section 2 we present the theoretical foundations
of the method. Experimental results are shown in
Section 3 and, finally, conclusions are given at the
end of the paper.
2. Adaptive Asynchronous Algorithm for Fringe
Pattern Demodulation
For the sakeof clarity,wewillmakeaone-dimensional
(1D) analysis, but our results can be extended
straightforwardly to the two-dimensional (2D) case.
In the case of the five-step asynchronous method,
the irradiance samples around the point of interest
(j ¼ 3) are given by
Ij ¼ aþ b cos½φþ ωðj − 3Þ; j ¼ 1:::5; ð5Þ
so the phase can be demodulated by [5,3]
tanφ ¼ u
v
¼ signðI2 − I4Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4ðI2 − I4Þ2 − ðI1 − I5Þ2
p




and (6), u and v are given as [5]
u ¼ 4b sinφ sin2 ω;
v ¼ 4b cosφ sin2 ω: ð7Þ
Therefore, by Eq. (4), the frequency response is given
by
mðωÞ ¼ 4b sin2ðωÞ: ð8Þ
According to Eq. (8), the frequency response depends
onthespatial frequencyω. It canbedemonstrated that
the response reaches itsmaximumwhenω ¼ π=2 rad=
sample, which is the well-known [5,7] optimumwork-
ing point for the five-step asynchronous algorithm.
Conversely, frequency response is very low for the
extreme frequencies, when ω is close to 0 and π
rad=sample, respectively. For a real fringe pattern,
this means that unless the spatial frequency is close
toω ¼ π=2 rad=sample, the reliability of the recovered
phase will be low.
In the case of a phase pattern with a dominant spa-
tial frequency of π=4 rad=sample, the straightforward
solutionwill be the spatial decimation by 1 pixel of the
irradiance signal, so the spatial frequency becomes
π=2 rad=sample. After this, we would apply the five-
step algorithm. Decimation by 1 pixel consists of
throwing away one of every two samples. However,
in real cases, the dominant spatial frequency is not
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known or, simply, the fringe pattern is not monochro-
matic. Therefore, this simple decimation strategy
must be changed to make it local and adaptive.
The irradiance samples obtained with a decima-
tion of Δ − 1 pixel will be
I1 ¼ aþ b cosðφ − 2ωΔÞ;
I2 ¼ aþ b cosðφ − ωΔÞ;
I3 ¼ aþ b cosðφÞ;
I4 ¼ aþ b cosðφþ ωΔÞ;
I5 ¼ aþ b cosðφþ 2ωΔÞ: ð9Þ
If we set Δ ¼ 1, we have the standard five-step algo-
rithm; setting Δ ¼ 2 is equivalent to decimation by
one pixel, setting Δ ¼ 3 decimates by two pixels,
and so on. As can be seen in Eq. (9), the decimation
is equivalent to change ω by ωΔ. Therefore, the fre-
quency response for this signal would be
mðΔ;ωÞ ¼ 4bsin2ðωΔÞ: ð10Þ
In Fig. 1, we have represented the response mðΔ;ωÞ
as a function of the spatial frequency ω for different
values of Δ. These plots show explicitly the correct-
ness of our previously intuitive discussion about dec-
imation. In effect, for Δ ¼ 2, the maximum response
is obtained at π=4 rad=sample instead of π=2 rad=
sample. Moreover, another maximum response is ob-
tained at 3π=4 rad=sample, which is a nonintuitive
and very interesting result. Therefore, as it is show
in Fig. 1, changing the decimation factorΔ allows the
asynchronous method tuning for different spatial
frequencies in the range [0; π].
The adaptive demodulation method proposed con-
sists of selecting the best decimation factor Δ for
each location. The best decimation factor would be
the one that maximizes the frequency response
mðΔ;ωÞ for each point. In this way, for the three dec-
imation factors in Fig. 1, the response of the adaptive
method will be the thick line plot. Mathematically, as
we vary Δ, we get a set of wrapped phase values
W½φðΔÞ;Δ ¼ 1:::N, each one with a corresponding
frequency response mðΔÞ. Then, the optimum deci-
mation factor δ will be one that leads to a maximum
frequency response, that is,
δ ¼ fΔjmðΔÞ ¼ max½mð1Þ;mð2Þ;…mðNÞ g: ð11Þ
And the phase for this point will beW½φðδÞ. The pro-
cedure is repeated for every point of the fringe
pattern.
To summarize, the proposed algorithm can be spe-
cified in the following steps (see flow chart depicted
in Fig. 2):
1. For a given point and for each value of the dec-
imation factor Δ in a given range [0;N], we calculate
the wrapped phase by Eq. (6) and the frequency
response by Eq. (3).
2. Determine the optimum decimation factor δ
using the condition stated in Eq. (11).
3. The wrapped phase W½φ and modulation m
are the ones corresponding to δ.
4. Repeat steps 1 to 3 for every point of the fringe
pattern.
3. Results
To illustrate the performance of the proposedmethod,
we have first made a numerical experiment. We have
generated a horizontal chirp fringe pattern given by
Iðx; yÞ ¼ 100þ 60 cos½φðxÞ þ rðx; yÞ; ð12Þ
Fig. 1. (Color online) Theoretical response function for the adap-
tive five-step asynchronous algorithm as function of the local fre-
quency (continuous line) compared with the response of the
standard five-step asynchronous algorithm decimated by 0
(Δ ¼ 1), 1 (Δ ¼ 2), and 2 (Δ ¼ 3) pixels. Fig. 2. Flow chart of the proposed algorithm.
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where (x; y) range from 0 to 512pixels, rðx; yÞ is a
Gaussian distributed noise and the phase is
φðxÞ ¼ πx2=1024. Therefore the spatial frequency is
ω ¼ πx=512 and it changes linearly from 0 to π rad=
pixel.
For each row, we have demodulated this signal
using the adaptive asynchronous algorithm,withΔ ¼
6pixels as the maximum decimating factor. We have
also demodulated the signal using the standard five-
step asynchronous algorithm. For each point, we have
calculated the response function using Eq. (3) and,
afterward, we have averaged the modulation by col-
umns. The results are shown in Fig. 3. The modula-
tion responses appear noisy because we have
computed themdirectly from thenoisy data, not using
the algebraic response expression given by Eq. (8). As
expected, we can see that the adaptive algorithm pre-
sents a higher response for a wider range of frequen-
cies than the standard one, so the phase recovery
error will be lower. To show this, Fig. 4 depicts the
phase recovery error for the adaptive and standard
algorithms. For each row, we have computed the error
between the ground truth and the obtained phase;
afterward, we have averaged by columns. As can be
seen in Fig. 4, globally the phase recovery error is low-
er for the adaptive algorithm, especially at the low
and high frequencies. However, as is shown in Fig. 3,
the standard algorithm performs better than the
adaptive one at the points where the decimation fac-
tor changes. This is due to the fact that, at these
points, in the presence of noise the incorrect decima-
tion factor can be selected due to the modulation
fluctuation.
We have also compared our algorithm with the
windowed Fourier ridge (WFR) technique using the
MATLAB code provided in [8]. WFR is also an adaptive
technique because it processes the fringe pattern lo-
cally in the frequency domain [8]. Compared with the
adaptive algorithm presented, the WFR technique
has some disadvantages: First, for processing fringe
patterns without a carrier, it is necessary to remove
the background [8]. Second,WFR requires a priori es-
timation of the window size and range of frequencies;
therefore, it is not very well suited for automatic pro-
cessing. On the contrary, our technique only depends
on the maximum decimation factor which is fixed by
the desiredmodulation response. Finally,WFR is con-
siderably slower than our algorithm. We have calcu-
lated the processing time needed to demodulate a
128 × 128 fringe pattern with the standard five-step
algorithm, our adaptive technique, and the WFR.
Usinga computerwitha1:86GHzCoreDuoprocessor
and 2 gigabytes of RAM, we have obtained processing
times of 0:03 s for the standard algorithm, 0:3 s for the
adaptive algorithm, and 393 s for the WFR.
We have also tested our algorithm with real fringe
patterns. In Fig. 5, we show a shadow-moiré fringe
Fig. 3. (Color online) Response function for the adaptive five-step
asynchronous algorithm measured from the noisy fringe pattern
described in the text compared to that of the standard five-step
asynchronous algorithm. The adaptive algorithm presents higher
response for the low and high frequencies, which will lead to a
more reliable phase demodulation for these frequencies.
Fig. 4. (Color online) Comparison of the phase recovery error for
the adaptive five-step asynchronous algorithm and the standard
five-step asynchronous algorithm. As it could be expected from
the response function of Fig. 3, the standard five-step algorithm
behaves worse than the adaptive algorithm for low and high
frequencies.
Fig. 5. Shadow-moiré fringe pattern of a smooth surface with a
central indentation.
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pattern with nonuniform background and noise. We
have demodulated this fringe pattern with our
algorithm [Fig. 6(a)] and with the standard five-step
asynchronous algorithm [Fig. 6(b)]. The selected
fringe pattern presents a wide frequency content ran-
ging from 7 fringes/field to 50 fringes/field in the cen-
tral region. As can be seen in Fig. 6(a), the adaptive
algorithm has correctly demodulated both the high-
and low-frequency portions of the fringe pattern,
while the five-step asynchronous algorithmhas failed
to demodulate properly the low-frequency regions of
the fringe pattern. The next step is to get the un-
wrapped phase. At this point, we must take into ac-
count that the asynchronous five-step algorithm
when applied to closed fringe patterns presents a sign
discontinuity for those points of the fringe pattern
where the horizontal component of the spatial fre-
quency is close to zero [see Figs. 6(a)–6(c)]. There
are two solutions to this drawback: (1) we can change
the experiment to introduce a carrier term on the
fringe pattern or (2) we can correct the sign of the
wrapped phase using this equation:
W½φ ¼ sign½cosðθÞW½φ; ð13Þ
with W½φ as the wrapped phase resulting from the
asynchronous algorithm, W½φ as the corrected
Fig. 6. (a) Wrapped phase of the fringe pattern of Fig. 5 recovered with the proposed method, (b) wrapped phase recovered with the
standard five-step algorithm, (c) wrapped phase corrected through the fringe orientation, (d) unwrapped phase of the fringe pattern
of Fig. 5, and (e) horizontal profile of the unwrapped phase along the 210th row of Fig. 6(d).
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wrapped phase, and θ the direction of the fringes that
has been calculated using the algorithm described in
[11]. The corrected phase has been depicted in Fig. 6
(d), while the unwrapped phase has been depicted in
Fig. 6(e). As can be seen in those figures, the sign
discontinuity has been effectively removed.
InFig. 7we present another example of the applica-
tion of our algorithm. In this case, we have projected a
sinusoidalfringepatternoverahumanback[Fig.7(a)].
The resulting fringe pattern presents a wide
frequency variation across the field. We have demo-
dulated this fringe pattern with our adaptive algo-
rithm with a maximum decimation factor of Δ ¼ 6
[Fig. 7(b)] and with the standard five-step algorithm
[Fig. 7(c)]. As canbe seen in these figures, theadaptive
algorithm has demodulated the phase correctly, inde-
pendently of the spatial frequency,while the standard
algorithm has not been able to deal properly with the
low frequency regions of the fringe pattern.
To estimate the algorithm errors, we have un-
wrapped the phase and, afterward, we have selected
four regions over the unwrapped phase map [labeled
from A to D in Fig. 7(a)]. For each region, we have
fitted the unwrapped phase to a 3rd degree polyno-
mial and then we have computed the fit error as
the difference between the unwrapped phase and
the polynomial estimation. In Table 1, we give the
values of the standard deviation of the fit errors for
the four regions represented in Fig. 7(a). In Fig. 8,
we show the fit error histogram corresponding to re-
gion A of the phase map. As shown in this figure, the
histogram corresponding to the adaptive algorithm is
narrower than the one corresponding to the standard
algorithm. Therefore, the fit error is lower for the
adaptive algorithm. The same behavior is observed
in the other regions of the phase map. Table 1 shows
the calculated standard deviation of the fit error be-
tween the unwrapped phase and the approximating
polynomial for each region depicted in Fig. 7(a).
Fig. 7. (a) Fringe pattern projected over a human back,
(b) wrapped phase recovered with the adaptive algorithm, and
(c) wrapped phase recoveredwith the standard five-step algorithm.
Fig. 8. Histogram of the fit error corresponding to the region
labeled A in Fig. 7(a).
Table 1. Standard Deviation of the Fit Error Obtained When Adjusting
the Unwrapped Phase to a 3rd Degree Polynomial for the Adaptive and
Standard Algorithms
Region A Region B Region C Region D
Adaptive σφðradÞ 0.58 1.24 1.44 0.62
Standard σφðradÞ 2.20 1.86 1.93 1.35
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Finally, we show a photoelastic fringe pattern in
Fig. 9(a) with a wide frequency variation. This fringe
pattern has been demodulated using the adaptive al-
gorithm with Δ ¼ 6 as the maximum decimation fac-
tor. In Fig. 9(b) we have represented the distribution
of the values of the decimation factor Δ over the
fringe pattern. As expected from the frequency mod-
ulation of the adaptive algorithm (see Fig. 3), the dec-
imation factor presents high values (around Δ ¼ 6)
when the local frequency is low, while it becomes low-
er when the local frequency is high. The resulting
wrapped phase distribution is shown in Fig. 9(c),
Fig. 9. (a) Experimental fringe pattern obtained in a photoelastic experiment, (b) distribution of the decimation factor over the fringe
pattern, (c) wrapped phase recovered with the adaptive algorithm, (d) corrected wrapped phase, (e) unwrapped phase, and (f) horizontal
profile of the continuous phase along points A and B of 9(e).
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the corrected wrapped phase is depicted in Fig. 9(d),
and, finally, the unwrapped phase is shown in
Fig. 9(e), where we can see that, despite the high fre-
quency variation, the algorithm has been able to de-
modulate the phase properly even near the central
vertical line where the horizontal spatial frequency
is close to zero (see horizontal profile depicted in
Fig. 9(e)]. We must point out, also, that the algorithm
has been able to demodulate properly the phase,
although there are fluctuations on the fringe modu-
lation, which can be observed in Fig. 9(a). This means
that our algorithm can deal with fringe patterns with
modulation and background fluctuation whenever
the spatial period of these variations is higher than
the maximum size of the spatial domain where the
algorithm works (in our case, a line of 2Δþ 1 pixel
length); otherwise, we should carry a normalization
of the fringe pattern before applying our algorithm.
4. Conclusions
Wehave presented a new technique for fringe pattern
demodulation based on a standard five-step asyn-
chronous phase sampling method, although it could
be easily adapted to other standard asynchronous al-
gorithms, such as Carré’s. The proposed technique is
based on a local decimation of the fringe pattern with
an adaptive decimation factor selected in order to get
the maximum response locally. Because of its adap-
tive nature, the proposed technique presents better
frequency response than the standard algorithm,
especially for the low and high spatial frequency re-
gions. Compared with other adaptive techniques,
such as the WFR, it is faster and more automatic be-
cause it does not require any adjustments of para-
meters, such as window size, range of frequencies,
and so on. We have demonstrated the reliability of
the proposed technique by demodulating both syn-
thetic and experimental fringe patterns.
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