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In this paper, some uniqueness and existence results for the solutions of the initial-
boundary-value problems for the generalized time-fractional diffusion equation over an
open bounded domain G × (0, T ), G ⊂ Rn are given. To establish the uniqueness of the
solution, a maximum principle for the generalized time-fractional diffusion equation is
used. In turn, the maximum principle is based on an extremum principle for the Caputo–
Dzherbashyan fractional derivative that is considered in the paper, too. Another important
consequence of the maximum principle is the continuous dependence of the solution on
the problem data. To show the existence of the solution, the Fourier method of the variable
separation is used to construct a formal solution. Under certain conditions, the formal
solution is shown to be a generalized solution of the initial-boundary-value problem for
the generalized time-fractional diffusion equation that turns out to be a classical solution
under some additional conditions.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
During the last few decades, partial differential equations of fractional order have been successfully used for modeling
the relevant physical processes (see e.g. [1–9] and the references therein).
From the mathematical viewpoint, mainly the initial-value problems for these equations were investigated until now.
For the methods of solution of such problems we refer the reader to e.g. [5,9–15]. As to the boundary-value and the initial-
boundary-value problems, they were mainly considered for the case of one spatial variable and/or for the case of the
equations with the constant coefficients (see e.g. [11,16–20]).
In this paper, the initial-boundary-value problems (IBVPs) for the generalized time-fractional diffusion equation (GTFDE)
over an open bounded domainG×(0, T ),G ⊂ Rn are considered. The GTFDE is obtained from the classical diffusion equation
by replacing the first-order time derivative by a fractional derivative of the orderα (0 < α ≤ 1) and the second-order spatial
derivative by the linear second-order differential operator div(p(x)grad u)− q(x)u, x ∈ G ⊂ Rn.
The rest of the paper is organized as follows. In Section 2, the formulation of the problem and the notion of the classical
solution are presented. In Section 3, some uniqueness results for the problem under consideration are given. First, an
appropriate maximum principle for the GTFDE is introduced. Based on this principle, the initial-boundary-value problem
under consideration is shown to possess at most one solution. This solution – if it exists – depends continuously on the data
given in the problem. In Section 4, the notion of the generalized solution of the IBVP for the GTFDE is introduced and some
existence results for the IBVP for the GTFDE are given. Using the Fourier method of the variable separation, a formal solution
of the IBVP for the GTFDE is first constructed. This formal solution is shown to be a generalized solution of the IBVP that
turns out to be a classical solution under some additional restrictions, for example, in the case of one spatial variable.
E-mail address: luchko@tfh-berlin.de.
0898-1221/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.08.015
Yu. Luchko / Computers and Mathematics with Applications 59 (2010) 1766–1772 1767
2. Formulation of the problem
In this paper, the generalized time-fractional diffusion equation
(Dαt u)(t) = −L(u)+ F(x, t), (1)
0 < α ≤ 1, (x, t) ∈ ΩT := G× (0, T ), G ⊂ Rn,
is considered, where
L(u) := −div(p(x)grad u)+ q(x)u,
p ∈ C1(G¯), q ∈ C(G¯), p(x) > 0, q(x) ≥ 0, x ∈ G¯, (2)
the fractional derivative Dαt is defined in the Caputo–Dzherbashyan sense
(Dα f )(t) := (I1−α f ′)(t), 0 < α ≤ 1, (3)
Iα being the Riemann–Liouville fractional integral
(Iα f )(t) :=
 1Γ (α)
∫ t
0
(t − τ)α−1f (τ )dτ , 0 < α < 1,
f (t), α = 0,
and the domain Gwith the boundary S is open and bounded in Rn. For the theory of the fractional integrals and derivatives
the reader is referred e.g. to [5] or [9].
The operator−L is in fact a linear elliptic differential operator of the second order:
−L(u) =
n∑
k=1
(
p(x)
∂2u
∂x2k
+ ∂p
∂xk
∂u
∂xk
)
− q(x)u,
that can be represented in the form
− L(u) = p(x)∆u+ (grad p, grad u)− q(x)u, (4)
∆ being the Laplace operator. Forα = 1, Eq. (1) is reduced to a linear second-order parabolic PDE. The theory of this equation
is well known, so that the main focus in this paper is on the case 0 < α < 1. For Eq. (1), the initial-boundary-value problem
u|t=0 = u0(x), x ∈ G¯, (5)
u|S = v(x, t), (x, t) ∈ S × [0, T ] (6)
is considered. A classical solution of the problem (1), (5)–(6) is called a function u = u(x, t) defined in the domain Ω¯T :=
G¯×[0, T ] that belongs to the space C(Ω¯T )∩W 1t ((0, T ])∩C2x (G) and satisfies both Eq. (1) and initial and boundary conditions
(5)–(6). ByW 1t ((0, T ]), the space of the functions f ∈ C1((0, T ]) such that f ′ ∈ L((0, T )) is denoted. If the problem (1), (5)–(6)
possesses a classical solution, then the functions F , u0 and v given in the problem have to belong to the spaces C(ΩT ), C(G¯)
and C(S × [0, T ]), respectively. In the further discussions, these inclusions are always supposed to be valid.
3. Maximum principle and the uniqueness of the solution
In this section, the uniqueness of the solution of the problem (1), (5)–(6) is considered. The main component of the
uniqueness proof is an appropriate maximum principle for Eq. (1). In its turn, the proof of the maximum principle uses an
extremum principle for the Caputo–Dzherbashyan fractional derivative (3). This section is based on the author’s paper [21]
and the proofs of the theorems are given only in the case they are different from ones presented there.
Theorem 1. Let a function f ∈ W 1t ((0, T ])∩C([0, T ]) attain itsmaximumover the interval [0, T ] at the point τ = t0, t0 ∈ (0, T ].
Then the Caputo–Dzherbashyan fractional derivative of the function f is non-negative at the point t0 for any α, 0 < α < 1:
0 ≤ (Dα f )(t0), 0 < α < 1. (7)
To prove the theorem, let us first introduce an auxiliary function
g(τ ) := f (t0)− f (τ ), τ ∈ [0, T ],
that possesses the properties
0 ≤ g(τ ), τ ∈ [0, T ], (8)
(Dαg)(t) = −(Dα f )(t), t ∈ [0, T ], (9)
|g(τ )| ≤ C |t0 − τ |, τ ∈ [, T ], 0 <  < T , (10)
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due to the conditions on the function f and the properties of the Caputo–Dzherbashyan fractional derivative (see e.g. [5]
or [9]).
For any , 0 <  < t0 we get
(Dαg)(t0) = 1
Γ (1− α)
∫ t0
0
(t0 − τ)−αg ′(τ )dτ
= 1
Γ (1− α)
∫ 
0
(t0 − τ)−αg ′(τ )dτ + 1
Γ (1− α)
∫ t0

(t0 − τ)−αg ′(τ )dτ = I1 + I2.
Since f ∈ W 1t ((0, T ]), the function g belongs to the spaceW 1t ((0, T ]), too. This means, in particular, that g ′ ∈ L((0, T )). It
follows from this last inclusion that
∀δ > 0 ∃ > 0 such that |I1| ≤ δ. (11)
As to the second integral, I2, the integration by parts formula and the property (10) of the function g are used to get the
representation
I2 = − (t0 − )
−αg()
Γ (1− α) +
1
Γ (−α)
∫ t0

(t0 − τ)−α−1g(τ )dτ .
In follows now from the inequality (8), the inequalities Γ (−α) < 0, 0 < Γ (1− α), for 0 < α < 1, and  < t0 that
I2 ≤ 0,
that together with (9) and (11) finishes the proof of the theorem.
The extremum principle for the Caputo–Dzherbashyan fractional derivative is a foundation for the proof of a maximum
principle for the generalized time-fractional diffusion equation (1).
Theorem 2. Let a function u ∈ C(Ω¯T ) ∩W 1t ((0, T ]) ∩ C2x (G) be a classical solution of the generalized time-fractional diffusion
equation (1) in the domainΩT and F(x, t) ≤ 0, (x, t) ∈ ΩT .
Then either u(x, t) ≤ 0, (x, t) ∈ Ω¯T or the function u attains its positive maximum on the part STG := (G¯×{0})∪ (S×[0, T ])
of the boundary of the domainΩT , i.e.,
u(x, t) ≤ max
(x,t)∈STG
u(x, t), ∀(x, t) ∈ Ω¯T . (12)
Similarly to the case of the partial differential equations of parabolic type (α = 1), an appropriate minimum principle is
valid, too.
Theorem 3. Let a function u ∈ C(Ω¯T ) ∩W 1t ((0, T ]) ∩ C2x (G) be a classical solution of the generalized time-fractional diffusion
equation (1) in the domainΩT and F(x, t) ≥ 0, (x, t) ∈ ΩT .
Then either u(x, t) ≥ 0, (x, t) ∈ Ω¯T or the function u attains its negative minimum on the part STG of the boundary of the
domainΩT , i.e.,
u(x, t) ≥ min
(x,t)∈STG
u(x, t), ∀(x, t) ∈ Ω¯T . (13)
The maximum and minimum principles can be applied to show that the problem (1), (5)–(6) possesses at most one
classical solution and this solution – if it exists – continuously depends on the data given in the problem.
First, some a priori estimates for the solution norm are established.
Theorem 4. Let u be a classical solution of the problem (1), (5)–(6) and F belong to the space C(Ω¯T ) with the norm M :=
‖F‖C(Ω¯T ). Then the estimate
‖u‖C(Ω¯T ) ≤ max{M0, M1} +
Tα
Γ (1+ α)M (14)
of the solution norm holds true, where
M0 := ‖u0‖C(G¯), M1 := ‖v‖C(S×[0,T ]). (15)
The next result follows from Theorem 4.
Yu. Luchko / Computers and Mathematics with Applications 59 (2010) 1766–1772 1769
Theorem 5. The initial-boundary-value problem (5)–(6) for the GTFDE (1) possesses at most one classical solution. This solution
continuously depends on the data given in the problem in the sense that if
‖F − F˜‖C(Ω¯T ) ≤ , ‖u0 − u˜0‖C(G¯) ≤ 0, ‖v − v˜‖C(S×[0,T ]) ≤ 1,
and u and u˜ are the classical solutions of the problem (1), (5)–(6) with the source functions F and F˜ , the initial conditions u0 and
u˜0, and the boundary conditions v and v˜, respectively, then the norm estimate
‖u− u˜‖C(Ω¯T ) ≤ max{0, 1} +
Tα
Γ (1+ α) (16)
for the solutions u and u˜ holds true.
Because the problem under consideration is a linear one, the uniqueness of the classical solution immediately follows
from the fact that the homogeneous problem (1), (5)–(6), i.e., the problem with F ≡ 0, u0 ≡ 0, and v ≡ 0 has only one
classical solution, namely, u(x, t) ≡ 0, (x, t) ∈ Ω¯T . The last statement is a simple consequence of the norm estimate (14)
established in Theorem 4. The same estimate is used to prove the inequality (16). This time, it is applied to the function u− u˜
that is a classical solution of the problem (1), (5)–(6) with the functions F − F˜ , u0 − u˜0, and v − v˜ instead of the functions
F , u0, and v, respectively.
4. Generalized solution and some existence results
In Section 3, the uniqueness of the classical solution of the problem (1), (5)–(6) was established. To tackle the problem
of the existence of the solution, the notion of the generalized solution is introduced (see [22] for the case α = 1).
Definition 1. Let Fk ∈ C(Ω¯T ), u0k ∈ C(G¯) and vk ∈ C(S × [0, T ]), k = 1, 2, . . . be the sequences of functions that satisfy
the following conditions:
(1) There exist the functions F , u0, and v, such that
‖Fk − F‖C(Ω¯T ) → 0 as k→∞, (17)
‖u0k − u0‖C(G¯) → 0 as k→∞, (18)
‖vk − v‖C(S×[0,T ]) → 0 as k→∞. (19)
(2) For any k = 1, 2, . . . there exists the classical solution uk of the initial-boundary-value problem
uk|t=0 = u0k(x), x ∈ G¯, (20)
uk|S = vk(x, t), (x, t) ∈ S × [0, T ], (21)
for the generalized time-fractional diffusion equation
(Dαt uk)(t) = −L(uk)+ Fk(x, t). (22)
Suppose, there exists a function u ∈ C(Ω¯T ) such that
‖uk − u‖C(G¯) → 0 as k→∞. (23)
The function u is called a generalized solution of the problem (1), (5)–(6).
The generalized solution of the problem (1), (5)–(6) is a continuous function, not a generalized one. Still, the generalized
solution is not required to be from the functional space C(Ω¯T ) ∩ W 1t ((0, T ]) ∩ C2x (G), where the classical solution has to
belong to.
It follows fromDefinition 1 that if the problem (1), (5)–(6) possesses a classical solution then this solution is a generalized
solution of the problem, too. In this sense, Definition 1 extends the notion of the classical solution of the problem (1), (5)–(6).
This extension is needed to get some existence results. But of course one does notwant to lose the uniqueness of the solution.
Let us consider some properties of the generalized solution including its uniqueness.
If the problem (1), (5)–(6) possesses a generalized solution, then the functions F , u0 and v given in the problem have
to belong to the spaces C(Ω¯T ), C(G¯) and C(S × [0, T ]), respectively. In the further discussions, these inclusions are always
supposed to be valid.
Let us show that the sequence uk, k = 1, 2, . . . defined by the relations (17)–(22) of Definition 1 is always a uniformly
convergent one in Ω¯T , i.e., there always exists a function u ∈ C(Ω¯T ) that satisfies the property (23). Indeed, applying
the estimate (16) from Theorem 5 to the functions uk and up that are the classical solutions of the corresponding initial-
boundary-value problems (20)–(21) for Eq. (22) one gets the inequality
‖uk − up‖C(Ω¯T ) ≤ max{‖u0k − u0p‖C(G¯), ‖vk − vp‖C(S×[0,T ])} +
Tα
Γ (1+ α)‖Fk − Fp‖C(Ω¯T ), (24)
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that, together with the relations (17)–(19), means that uk, k = 1, 2, . . . is a Cauchy sequence in C(Ω¯T ) that converges to a
function u ∈ C(Ω¯T ).
Moreover, the estimate (14) proved in Theorem 4 for the classical solution of the problem (1), (5)–(6) remains valid for
the generalized solution, too. To show this, the inequality
‖uk‖C(Ω¯T ) ≤ max{M0k,M1k} +
Tα
Γ (1+ α)Mk, (25)
M0k := ‖u0k‖C(G¯), M1k := ‖vk‖C(S×[0,T ]), Mk := ‖F‖C(Ω¯T )
that is valid ∀k = 1, 2, . . . is considered as k tends to+∞.
The estimate (14) for the generalized solution is a foundation for the following important uniqueness theorem.
Theorem 6. The problem (1), (5)–(6) possesses at most one generalized solution in the sense of Definition 1. The generalized
solution – if it exists – continuously depends on the data given in the problem in the sense of the estimate (16).
The proof of the theorem follows the lines of the proof of Theorem 5 and is omitted here.
Contrary to the situation with the classical solution of the problem (1), (5)–(6), the existence of the generalized solution
can be shown in the general case under some standard restrictions on the problem data and the boundary S of the domain
G. In this paper, the existence of the solution of the problem
(Dαt u)(t) = −L(u), (26)
u|t=0 = u0(x), x ∈ G¯, (27)
u|S = 0, (x, t) ∈ S × [0, T ] (28)
is considered to demonstrate the technique that can be used with the appropriate standard modifications in the general
case, too. The generalized solution of the problem (26)–(28) can be constructed in an analytical form by using the Fourier
method of the variable separation. Let us look for a particular solution u of Eq. (26) in the form
u(x, t) = T (t)X(x), (x, t) ∈ Ω¯T , (29)
that satisfies the boundary condition (28). Substitution of the function (29) into Eq. (26) and separation of the variables lead
to the equation
(Dαt T )(t)
T (t)
= − L(X)
X(x)
= −λ, (30)
λ being a constant not depending on the variables t and x. The last equation, together with the boundary condition (28), is
equivalent to the fractional differential equation
(Dαt T )(t)+ λT (t) = 0 (31)
and the eigenvalue problem
L(X) = λX, (32)
X |S = 0, x ∈ S (33)
for the operator L. Due to the condition (2), the operator L is a positive definite and self-adjoint linear operator. The theory
of the eigenvalue problems for such operators is well known (see e.g. [22]). In particular, the eigenvalue problem (32)–(33)
has a counted number of the positive eigenvalues 0 < λ1 ≤ λ2 ≤ · · ·with the finite multiplicity and – if the boundary S of
G is a smooth surface – any function f ∈ML can be represented through its Fourier series in the form
f (x) =
∞∑
i=1
(f , Xi)Xi(x), (34)
where Xi ∈ML are the eigenfunctions corresponding to the eigenvalues λi:
L(Xi) = λiXi, i = 1, 2, . . . . (35)
ByML, the space of the functions f that satisfy the boundary condition (33) and the inclusions f ∈ C1(Ω¯T ) ∩ C2(G), L(f )
∈ L2(G) is denoted.
The solution of the fractional differential equation (31) with λ = λi, i = 1, 2, . . . has the form (see e.g. [23,24])
Ti(t) = ciEα(−λitα), (36)
Eα being the Mittag-Leffler function defined by
Eα(z) :=
∞∑
k=0
zk
Γ (αk+ 1) . (37)
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Any of the functions
ui(x, t) = ciEα(−λitα)Xi(x), i = 1, 2, . . . (38)
and thus the finite sums
uk(x, t) =
k∑
i=1
ciEα(−λitα)Xi(x), k = 1, 2, . . . (39)
satisfy both Eq. (26) and boundary condition (28). To construct a function that satisfies the initial condition (27), too, the
notion of a formal solution is introduced.
Definition 2. A formal solution of the problem (26)–(28) is called the Fourier series in the form
u(x, t) =
∞∑
i=1
(u0, Xi)Eα(−λitα)Xi(x), (40)
Xi, i = 1, 2, . . . being the eigenfunctions corresponding to the eigenvalues λi of the eigenvalue problem (32)–(33).
Under certain conditions, the formal solution (40) can be proved to be the generalized solution of the problem (26)–(28).
Theorem 7. Let the function u0 in the initial condition (27) be from the spaceML. Then the formal solution (40) of the problem
(26)–(28) is its generalized solution.
It can be easily proved that the functions uk, k = 1, 2, . . . defined by (39) are the classical solutions of the problem
(26)–(28) with the initial conditions
u0k(x) =
k∑
i=1
(u0, Xi)Xi(x) (41)
instead of u0. Because the function u0 is from the functional spaceML, its Fourier series converges uniformly to the function
u0, so that
‖u0k − u0‖C(G¯) → 0 as k→∞.
To prove the theorem, one only needs to show that the sequence uk, k = 1, 2, . . . of the partial sums (39) converges
uniformly on Ω¯T . But this statement immediately follows from the estimate (see e.g. [9])
|Eα(−x)| ≤ M1+ x ≤ M, 0 ≤ x, 0 < α < 1 (42)
for the Mittag-Leffler function and the fact that the Fourier series
∑∞
i=1(u0, Xi) × Xi(x) of the function u0 ∈ ML uniformly
converges on Ω¯T .
In some cases, the generalized solution (40) can be shown to be the classical solution of the initial-boundary-value
problem for the generalized time-fractional diffusion equation, too. One important example is given in the following
theorem.
Theorem 8. Let an open domain G be a one-dimensional interval (0, l) and u0 ∈ ML. Then the classical solution of the initial-
boundary-value problem
u|t=0 = u0(x), 0 ≤ x ≤ l,
u(0, t) = u(l, t) = 0, 0 ≤ t ≤ T
for the generalized time-fractional equation
(Dαt u)(t) =
∂
∂x
(
p(x)
∂u
∂x
)
− q(x)u
exists and is given by formula (40).
The proof of the theorem follows mainly the lines of the proof of the same result for the one-dimensional parabolic PDE
(the case α = 1) presented in [22] and is omitted here.
Remark 1. The theory presented in this paper can be applied with some small modifications to the case of the infinite
domainΩ = G× (0,∞), G ⊂ Rn, too.
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