Abstract. This paper provides a geometrical derivation of the Hybrid Minimum Principle (HMP) for autonomous hybrid systems whose state manifolds constitute Lie groups (G, ⋆) which are left invariant under the controlled dynamics of the system, and whose switching manifolds are defined as smooth embedded time invariant submanifolds of G. The analysis is expressed in terms of extremal (i.e. optimal) trajectories on the cotangent bundle of the state manifold G. The Hybrid Maximum Principle (HMP) algorithm introduced in [26] is extended to the so-called Exponential Gradient algorithm. The convergence analysis for the algorithm is based upon the LaSalle Invariance Principle and simulation results illustrate their efficacy.
1. Introduction. Lie groups have been considered as configuration manifolds for many dynamical systems, see [1, 2, 6, 9] . Many control problems, mostly mechanical systems, have been addressed as control systems defined on Lie groups, see [11, 21] . This class of control systems also includes optimal control problems on Lie groups, see [7, 10, 18, 19] . The problem of hybrid systems optimal control (HSOC) has been studied and analyzed in many papers, see e.g. [8, 15, 23, 26, 27, 30, 33] . In particular, [4, 26, 27] present an extension of the Hybrid Maximum Principle (HMP) for hybrid systems and [26] presents an iterative algorithm which is based upon the HMP necessary conditions for optimality. The HMP algorithm presented in [26] is a general search method applicable to both autonomous and controlled hybrid systems. A geometric version of the Pontryagin's Maximum Principle for a general class of state manifolds is given in [2, 5, 27] .
In this paper, we generalize the analysis in [26] and [29] to obtaine the HMP statement for left invariant hybrid systems defined on Lie groups. The proof given here can also be applied to right invariant hybrid systems where the corresponding adjoint variable will be different. This proof can be generalized to a class of autonomous hybrid systems associated with time varying switching manifolds.
In the last part of the paper, specifically the HMP algorithm in [26] is generalized to the so-called exponential gradient HMP algorithm by employing the notion of exponential curves on Lie groups. The convergence analysis for the proposed algorithm is based on the LaSalle Invariance Principle.
Hybrid systems.
In the following definition the standard hybrid systems framework (see e.g. [8, 26] ) is generalized to the case where the continuous state space is a smooth manifold, where henceforth in this paper smooth means C ∞ . Definition 2.1. A hybrid system with autonomous discrete transitions is a fivetuple H := {H = Q × M, U, F, S, J } (2.1)
where: Q = {1, 2, 3, ..., |Q|} is a finite set of discrete (valued) states (components) and M is a smooth n dimensional Riemannian continuous (valued) state (component) manifold with associated metric g M . H is called the hybrid state space of H. U ⊂ R u is a set of admissible input control values, where U is a compact set in R u . The set of admissible input control functions is I := (L ∞ [t 0 , t f ), U ), the set of all bounded measurable functions on some interval [t 0 , t f ), t f < ∞, taking values in U . F is an indexed collection of smooth, i.e. C ∞ , vector fields {f qi } qi∈Q , where f qi : M × U → T M is a controlled vector field assigned to each discrete state; hence each f qi is continuous on M × U and continuously differentiable on M for all u ∈ U . S := {n k γ : γ ∈ Q × Q, 1 ≤ k ≤ K < ∞, n k γ ⊂ M} is a collection of embedded time independent pairwise disjoint switching manifolds (except in the case where γ = (p, q) is identified with γ ′ = (q, p)) such that for any ordered pair γ = (p, q), n k γ is an open smooth, oriented codimension 1 submanifold of M, possibly with boundary ∂n k γ . By abuse of notation, we describe the manifolds locally by n k γ = {x : n k γ (x) = 0, x ∈ R n }. J shall denote the family of the state jump functions on the manifold M. For an autonomous switching event from p ∈ Q to q ∈ Q, the corresponding jump function is given by a smooth map ζ p,q : M → M: if x(t − ) ∈ S the state trajectory jumps to x(t) = ζ p,q (x(t − )) ∈ M, ζ p,q ∈ J . The non-jump special case is given by x(t) = x(t − ). We use the term impulsive hybrid systems for those hybrid systems where the continuous part of the state trajectory may have discontinuous transitions (i.e. jump) at controlled or autonomous discrete state switching times. We assume: A1 : The initial state h 0 := (x(t 0 ), q 0 ) ∈ H is such that x 0 = x(t 0 ) / ∈ S for all q i ∈ Q. A (hybrid) input function u is defined on a half open interval [t 0 , t f ), t f ≤ ∞, where further u ∈ I. A (hybrid) state trajectory with initial state h 0 and (hybrid) input function u is a triple (τ, q, x) consisting of a strictly increasing sequence of times (boundary and switching times) τ = (t 0 , t 1 , t 2 , . . .), an associated sequence of discrete states q = (q 0 , q 1 , q 2 , . . .), and a sequence x(·) = (x q0 (·), x q1 (·), x q2 (·), . . .) of absolutely continuous functions x qi : [t i , t i+1 ) → M satisfying the continuous and discrete dynamics given by the following definition.
Definition 2.2. The continuous dynamics of a hybrid system H with initial condition h 0 = (x 0 , q 0 ), input control function u ∈ I and hybrid state trajectory (τ, q, x) are specified piecewise in time via the mappings
where x qi+1 (t i+1 ) is given recursively by
The discrete autonomous switching dynamics are defined as follows: For all p, q, whenever an admissible hybrid system trajectory governed by the controlled vector field f p meets any given switching manifold n p,q transversally, i.e. f p (x(t A system trajectory is not continued after a non-transversal intersection with a switching manifold. Given the definitions and assumptions above, standard arguments give the existence and uniqueness of a hybrid state trajectory (τ, q, x), with initial state h 0 ∈ H and input function u ∈ I, up to T, defined to be the least of an explosion time or an instant of non-transversal intersection with a switching manifold.
We adopt:
A2 : (Controllability) For any q ∈ Q, all pairs of states (x 1 , x 2 ) are mutually accessible in any given time period [t,t] ⊆ [t 0 , t f ], via the controlled vector fielḋ
Henceforth, Hypotheses A1 -A3 will be in force unless otherwise stated. Let L be the number of switchings and u ∈ I then we define the hybrid cost function as
where we observe the conditions above yield
Definition 2.3. For a hybrid system H, given the data (t 0 , t f , h 0 ; L), the Bolza Hybrid Optimal Control Problem (BHOCP) is defined as the infimization of the hybrid cost function J(t 0 , t f , h 0 ; L, u) over the hybrid input functions u ∈ I, i.e.
Definition 2.4. A Mayer Hybrid Optimal Control Problem (MHOCP) is defined as the special case of the BHOCP where the cost function given in (2.4) is evaluated only on the terminal state of the system, i.e. l qi = 0, i = 1, ..., L.
In general, different control inputs result in different sequences of discrete states of different cardinality. However, in this paper, we shall restrict the infimization to be over the class of control functions, generically denoted U ⊂ I, which generates an a priori given sequence of discrete transition events.
We adopt the following standard notation and terminology, see [12] . The time dependent flow associated to a differentiable time independent vector field f qi is a map Φ f u q i satisfying (f u qi (.) is used here for brevity instead of f qi (., u(t)) since the calculations are performed with respect to a given control u):
Following [12] , the corresponding tangent lift of f u qi (.) is the time dependent vector field f
which is given locally as [12] . The following lemma gives the relation between the push-forward of Φ 
For a general Riemannian manifold M, the role of the adjoint process λ is played by a trajectory in the cotangent bundle of M, i.e. λ(t) ∈ T * x(t) M. Similar to the definition of the tangent lift we define the cotangent lift which corresponds to the variation of a differential form α ∈ T * M along x(t), see [31] :
The mapping T * x is the pull back defined on the differential forms on the cotangent bundle of M. The covector α x is an element of T * x M, see [31] . The following lemma gives the connection between the cotangent lift defined in (2.12) and its corresponding flow on T * M. Lemma 2.6 ( [5], [29] ). Consider f q (x(t), u(t)) as a time dependent vector field on M, then the flow Γ :
and Γ is the corresponding integral flow of f
) is defined as a pull back of Φ −1 which its existence is guaranteed since Φ : M → M is a diffeomorphism, see [5] . For a given trajectory λ(t) ∈ T * M, its variation with respect to time,λ(t), is an element of T T * M. The vector field defined in (2.12) is the mapping f [29] ). Let f q (., u) : I × M → M be the time dependent vector field giving rise to the associated pair f
is a constant map, where Γ is an integral curve of f
Elementary Control and Tangent Perturbations. Consider the nominal control u(.) and define the perturbed control as follows:
Associated to u π (.) we have the corresponding state trajectory x π (t, ǫ) on M. It may be shown that under suitable hypotheses of the differentiability of x π with respect to ǫ at the switching times, then lim ǫ↓0 x π (t, ǫ) = x(t) uniformly for t 0 ≤ t ≤ t f , see [16] and [20] . However in this paper we employ the same hypotheses of the differentiability of x π before and after switching times but must accommodate the fact that there may be a discontinuity of dxπ(t) dǫ | ǫ=0 at any switching time t i . The flow resulting from the perturbed control is defined by: 
, u may be modified on a set of measure zero so that all points are Lebesgue and the value function is unchanged (see [24] , page 158). 
) is called the elementary perturbation vector associated to the perturbed control u π at (x(t), t). The displacement of the tangent vectors at x ∈ M is by the push-forward defined on the vector field f q .
Proposition 2.9 (
By the result above and Lemma 2.5 we have
3. Control Systems on Lie Groups. In this section we introduce control systems on Lie groups and then extend the definition of hybrid systems above to that of hybrid systems defined on Lie groups. (The group operations are multiplication and inversion, ∀g 1 , g 2 , g ∈ G, g 1 ⋆ g 2 ∈ G, g −1 ∈ G such that multiplication is associative and an identity and inverses exist.). In this paper it is assumed that the continuous part of the hybrid system evolves on a Lie group G. Definition 3.2. A Lie Algebra V is a real vector space endowed with a bilinear operation [., .] : V × V → V such that (see [12, 32] 
The Lie algebra L of a Lie group G is the tangent space at the identity element e with the associated Lie bracket defined on the tangent space of
where
Definition 3.3. Corresponding to a left invariant vector field X, we define the exponential map as follows:
where Φ(t, X) is the solution ofġ(t) = X(g(t)) with the boundary condition g(0) = e. The following theorem gives the flow of a left invariant vector field with an arbitrary initial state g ∈ G.
Theorem 3.4 ( [32]
). Let G be a Lie group with the corresponding Lie algebra L, then for a left invariant vector field X
where Φ(t, X, g) is the flow of X starting at g ∈ G.
A left invariant control system defined on a given Lie group G is defined as follows: (see [12, 14, 18] 
where f (g(t), u) is a left invariant vector field on G. Similar to left invariant systems, right invariant systems are defined. In this paper we only consider hybrid systems where the associated vector fields are left invariant, however the analysis can also be applied to right invariant hybrid systems.
Left Invariant Optimal Control Systems.
A Bolza left invariant optimal control problem is an optimal control problem where (i): the ambient state manifold M is a Lie group G, (ii): the corresponding vector field f q is a left invariant vector field defined on G such that for any given u ∈ U
and (iii): the cost function is defined by
In general, a Bolza problem can be converted to a Mayer problem using an auxiliary state variable in the dynamics, see [26] and [5] . The following lemma gives the equivalence of a Bolza problem defined on a Lie group G and its Mayer extension.
Lemma 3.5. Consider a left invariant Optimal Control Problem (OCP) defined on a Lie group G with the following dynamics and cost function:
Then the Mayer problem associated to the optimal control problem above is defined on the Lie group G × R and the corresponding dynamics are left invariant.
Proof. The state space equation of the Mayer problem corresponding to the Bolza problem is as follows:
The group action defined on G × R is given as follows: (3.10) where ⋆ corresponds to the group action of G and⋆ is the group action of G × R. Since G is a Lie group it follows that (G × R,⋆) is also a Lie group. It remains to show that F (ḡ, u) is left invariant. The left translation on G × R is defined by
which shows that F (ḡ, u) is left invariant since f (g, u) and l(g, u) respectively are left invariant.
4. The Pontryagin Minimum Principle on Lie Groups. Optimal control problems on Lie groups have been addressed in [9, 10, 18, 19] . In this section we review the Minimum Principle results presented in [19] for optimal control problems defined on a Lie group G. As shown in [18] , the left translation gives an isomorphism
We use the equivalence T * G ≈ G × L * associated to the isomorphism above to construct Hamiltonian functions on Lie groups.
Hamiltonian Systems on T * M and T * G. By definition, for an optimal control problem defined on an n dimensional differentiable manifold M, a Hamiltonian function is defined as a smooth function H : [2, 18] . The associated Hamiltonian vector field − → H is defined as follows (see [2] ):
where ω λ is the symplectic form defined on T * M which is locally written as follows:
and (ζ, x) is the local coordinate representation of λ in T * M. The Hamiltonian system of the ODE corresponding to H iṡ
where locally we have Similar to the case of Hamiltonian systems on smooth manifolds we can define Hamiltonian functions for left invariant vector fields on the cotangent bundle of a Lie group G. This is done by using the isomorphism between L * × G and T * G introduced above which is denoted by I:
A Hamiltonian function for a left invariant vector field X on G is defined by
The preceding identification uses T T
. The symplectic form ω along a given curve Γ(t) ∈ T * G satisfies the following equation, see [2, 18] :
The following theorem gives the Minimum Principle for optimal control problems defined on Lie groups.
Theorem 4.1 ( [18] ). For a left invariant optimal control problem defined by (3.5) and (3.6), along the optimal state and optimal control g o (t), u o (t), there exists a nontrivial adjoint curve λ o (t) ∈ L * such that the following equations hold:
and locally
For more information about the definition above see [1, 32] . It should be noted that, in general, i.e. not necessarily left invariant vector fields, for a Hamiltonian function defined on G × L * , the integral curve of the Hamiltonian vector field, i.e. (4.11) and (4.12), satisfies the following equations (see [18] ):
Since the tangent space of
Hybrid Systems on Lie
Groups. The definition of hybrid systems on Lie groups is the specialization of that of hybrid systems given in Definition 2.1 where the ambient manifold M is replaced by a Lie group G. Here we only consider a hybrid system consisting of two different discrete states with the associated left invariant vector fields f q0 , f q1 , as follows:
The switching manifold S associated to the autonomous discrete state change is considered to be a submanifold of G which is by definition a regular Lie subgroup. The hybrid cost function is defined by
where l i , i = 0, 1 are left invariant smooth functions on G. Similar to the proof in [29] , we apply the needle control variation in two different steps. First, the control needle variation is applied after the optimal switching time so there is no state propagation along the state trajectory through the switching manifold. Second, the control needle variation is applied before the optimal switching time. In this case there exists a state variation propagation through the switching manifold, see [26] , [29] .
Recalling assumption A2 in the Bolza problem and assuming the existence of optimal controls for each pair of given switching state and switching time, let us define a function v : G × (t 0 , t f ) → R for a hybrid system with one autonomous switching, i.e. L = 1, as follows:
5.1. Non-Interior Optimal Switching States. In general the hybrid value function for a Mayer type problem attains its minimum on the boundary of the attainable switching states on the switching manifold and hence is not differentiable. In this case the discontinuity of the adjoint process in the HMP statement is given in terms of a normal vector at the switching time on the switching manifold. In order to have a normal vector N on the switching manifold we need to define a Riemannian metric on G. A left invariant Riemannian metric G on (G, ⋆) satisfies the following equation.
where X, Y ∈ T g G. Let us consider I as an inner product in L where I : L × L → R. the following theorem gives a Riemannian metric with respect to an inner product I defined on L.
Lemma 5.1 ( [12] ). The inner product I on L determines a smooth left invariant Riemannian metric G on G as follows:
where X, Y ∈ T g G.
A normal vector N at the switching state g(t s ) on S satisfies
where by Lemma 5.1 we have I(T L g −1 N, T L g −1 Y ) = 0. By the linear property of the inner product I on the vector space L, we can defined the following one form
The following lemma shows that the one form G g (N, .) is the pullback of
By the definition of pullbacks, see [20] , we have
where the second equality comes from the definition of I.
The following theorem gives the HMP statement for hybrid systems defined on Lie groups in the case of non-differentiability in all directions of the value function. It is the main result of this section and will be established by a sequence of lemmas. Theorem 5.3. Consider a hybrid system satisfying the hypotheses A1, A2, A3 on a Lie group G and an embedded switching submanifold S ⊂ G with an associated inner product I : L × L → R. Then corresponding to an optimal control and optimal trajectory (u o (t), g o (t)) for a given MHOCP, there exists a nontrivial λ o ∈ L * along the optimal state trajectory such that:
and at the optimal switching state and switching time (g o (t s ), t s ) we have
and the continuity of the Hamiltonian is satisfied as follows
It should be noted that in the case which the normal vector is not uniquely given, the discontinuity of the adjoint process is given by
In order to prove Theorem 5.3, we employ the notion of control needle variation which has been widely used in the optimal control literature, see [2, 5, 20] .
Control Needle
Variation. Similar to the control needle variation introduced in the proof of the Hybrid Maximum Principle in [26] , we introduce the following control needle variation for a left invariant control system.
where u 1 ∈ U . Let us denote the state flow of the left invariant control systeṁ g(t) = f (g, u) as g(t) = g(t, s, g 0 ) where s is the initial time and g 0 is the initial state.
Due to the needle variation, the perturbed control system is given bẏ
Associated to u π (., .) we have the corresponding state trajectory g π (., .) on G. It may be shown under suitable hypotheses, lim ǫ→0 g π (t, ǫ) = g(t) uniformly for t 0 ≤ t ≤ t f , see [16] and [20] . Following (5.19), the flow resulting from the perturbed control is defined as:
where g
(.) is the flow corresponding to the perturbed control u π (t, ǫ), i.e.
f uπ (t,ǫ) (g(s)). The following theorem gives the state variation of a left invariant control system with respect to a control needle variation.
Lemma 5.4. For a Lebesgue time t 1 , the curve g (t,s),g π,f (.) : [0, τ ] → G is differentiable at ǫ = 0 and the corresponding tangent vector
Proof. The proof is based on the left invariance property of f . As shown by Lemma 2.8 the state variation with respect to the control needle variation is given by
which completes the proof.
The following lemma gives the state variation at an arbitrary time t, where t 1 < t, for a non-hybrid left invariant control system.
22)
where T R exp((t−t 1 )f (e,u o )) is the push forward of the right translation R exp((t−t 1 )f (e,u o )) at g(t 1 ). Proof. As shown in [5] for a given control system on a differentiable manifold M, the state variation at time t where t 1 < t is given as follows:
is the flow initiating at x and corresponds to the control u π , see [5] .
The push-forward of Φ
, is computed along the nominal control u o (.) and is evaluated at x(t 1 ). For a left invariant control system evolving on G, based on Definition 6.4 and Theorem 3.4 we have
, by the one parameter subgroup property of exp (see [32] ) we have
Therefore, by evaluating the push forward of composition maps, we have We analyze the HOCP with the cost defined in (5.1) and (5.2) by defining a differential form of the penalty function h(.) which is differentiable by the hypotheses. Let us denote dh := ∂h ∂g ∈ Ω(G), (5.27) where Ω(G) is the set of smooth one forms on G. In order to use the methods introduced in [2, 5, 20] , we prove the following lemma using the optimal control u o (.) and the associated final state g o (t f ). We denote t s (ǫ) as the associated switching time corresponding to u π (t, ǫ) which is assumed to be differentiable with respect to ǫ for all u ∈ U . Lemma 5.6. For a Hybrid Optimal Control Problem (HOCP) defined on a Lie group G, at the optimal final state of the trajectory g o (t) we have
and
Proof. Based on the definition of pull backs (see [1, 12] ), we have
and since by the definition I g = T * L g −1 , then
As shown in [29] , dh(g
The set K t f , as constructed above, contains all the possible final state variation of g o (t f ) ∈ G, therefore the statement follows.
The following lemma gives the relation between G(g o (t s ))(N, .) ∈ T * g o (ts) G and any tangent vector X ∈ T g o (ts) S ⊂ T g o (ts) G.
Lemma 5.7. Consider an autonomous HOCP consisting of two different regimes separated by a k dimensional embedded switching manifold S ⊂ G; then at the optimal switching state g o (t s ) ∈ S and switching time t s we have
Proof. The proof is same as the proof given in [29] since
Here we give the proof for the HMP theorem on G. For simplicity of notation we simply denote the optimal trajectory by g(t) ∈ G.
Proof.
Step 1 : All the analyses here are performed along the optimal state trajectory g o (.), however, for simplicity of notation the superscript o is omitted for the optimal state trajectory g o (.). First consider t s < t 1 , where the needle variation is applied at time t 1 . As shown in [29] , we have
where dh ∈ T * g(t f ) G. As mentioned before, the cotangent bundle of the Lie group is identified by G × L therefore
By employing (5.36), we have
The flow of the left invariant system on G results in
then by the vector space properties of L and one parameter subgroups property of exp we have
which by the definition of I g given in (4.6) finally gives
The adjoint variable is then defined by
Step 2 : Second consider t 0 ≤ t 1 < t s where t 1 is the needle variation time. For a given switching time t s , the differential form of the normal vector is then given by G(g(t s ))(N, .) ∈ T * g(ts) G. Here we have two possibilities, (i): t s ≤ t s (ǫ) and (ii): t s (ǫ) < t s . The corresponding control needle variations for these two possibilities are given as follows:
, and (ii) :
Notice that u o (t s ) in (i) corresponds to f q0 under the optimal control and in (ii) corresponds to f q1 under the optimal control. Following Lemmas 4.2 and 4.3 in [29] , in the case t s (ǫ) < t s = t o s , we have
And for the case in which t s < t s (ǫ) we have
The differentiability of t s (.) with respect to ǫ is established in [29] , Lemma 4.2. Equation (5.34) together with Lemma 5.5 implies
In order to obtain the state variation at t s , in case (ii), we use the push-forward of the combination of the flows before and after t s as follows:
and for case (i)
where the differentiability of t s (ǫ) with respect to ǫ for hybrid systems on Riemannian manifolds is established in [29] . The final state variation at the final time t f is now given as follows:
Similar to step 1 we have
Combining (5.56) and (5.57) we have
The adjoint process λ is defined as follows:
(5.59)
At time t = t s we have
The first part of (5.61) is obvious by the definition of
, u). For a given g ∈ G we define the conjugate map I g : G → G as follows (see [1, 12] ):
The adjoint map Ad g : L → L is defined by
where the dual of the adjoint map Ad * g is calculated as
, then in order to establish the second claim of (5.61), it is enough to show that λ(t) = Ad * g(t) (λ(0)) where without loss of generality we set t s = 0 and λ(0) = λ(t s ). Therefore we need to show
(5.64)
Employing the group operation we have
and also
which shows (5.64). As shown in [18] , λ(t) = Ad * g(t) (λ(0)) implies
and this completes the proof. The analogous argument holds for λ(t), t 0 ≤ t < t s .
Interior Optimal Switching States.
Here we specify a hypothesis for MHOCP which expresses the HMP statement based on a differential form of the hybrid value function.
A4 : For an MHOCP, the value function v(g, t), g ∈ G, t ∈ (t 0 , t f ), is assumed to be differentiable at the optimal switching state g o (t − s ) in the switching manifold S, where the optimal switching state is an interior point of the attainable switching states on the switching manifold.
We note that A4 rules out MHOCPs derived from BHOCPs (see Lemma 2.6). The following theorem gives the HMP statement for an accessible MHOCP satisfying A4 .
Theorem 5.8. Consider a hybrid system satisfying the hypotheses presented in A1-A4 on a Lie group G and an embedded switching submanifold S ⊂ G. Then corresponding to the optimal control and optimal state trajectory u o (t), g o (t), there exists a nontrivial λ o ∈ L * along the optimal state trajectory such that:
and at the optimal switching state and switching time g o (t s ), t s we have
and the continuity of the Hamiltonian is given as follows
G. (g, t) , where G is the Riemannian metric associated with the inner product I, see Lemma 5.1. As shown in Theorem 5.3, the adjoint process discontinuity is given by
6. Exp-Gradient HMP Algorithm. In this section we introduce an algorithm which is based upon the HMP algorithm first introduced in [26] and then extended on Riemannian manifolds in [28] . The algorithm presented in [28] is an extension of the Steepest decent algorithm along the geodesics on Riemannian manifolds. As known (see [17] ), geodesics are defined as length minimizing curves on Riemannian manifolds. The solution of the Euler-Lagrange variational problem associated with the length minimizing problem shows that all the geodesics on M connecting γ(a), γ(b) ∈ M must satisfy the following system of ordinary differential equations:
where g M is the Riemannain metric corresponding to M and all the indices i, j, k here run from 1 up to n = dim(M) and [
In order to introduce the gradient of the value function on a Lie group G we employ the notion of inner product on a finite dimensional Lie algebra L defined in Section 5.1. For a given value function v : G → R on a Lie group G we have
The gradient of v, i.e. ∇v, is defined by dv, X g = G(g)(∇v, X g ), ∀X g ∈ T g G, (6.4) which can be written as
We call T L g −1 ∇v the projected gradient of v on L. Similar to the geodesic gradient flow defined on Riemannian manifold M in [28] , we introduce Exp-Gradient Flow on Lie groups as follows:
Over the interval of existence [0, ω) we denote the total flow induced by (6.6)) as
is the elapsed time between the switching times θ i , θ i−1 to the next iteration and n is the index number of the last switching before the instant θ. By the continuity of geodesic flows {ψ i , 1 ≤ i < ∞}, ϕ is a continuous map on [0, ω). In the notation of topological dynamics, and in particular LaSalle Theory (see e.g. [13, 25] ), the limit set of the initial state x 0 is denoted as Ω(g 0 ), where
when lim n→∞ (θ n ) = ω. Note the sequence {θ n } is in general distinct from {θ n }.
H1 : There exists 0 < b < ∞ such that the associated sublevel set N b = {g ∈ G; v(g) < b} is (i) open (ii) connected, (iii) contains a strict local minimum g * which is the only local minimum in N b , (iv) N b has compact closure and (v) N g * ⊂ N b .
Without loss of generality, we assume N g * ⊂ N b−ǫ for some ǫ > 0, then by selecting g 0 ∈ N g * ⊂ N b−ǫ ⊂ N b we prove ω = ∞ by the following lemma: Lemma 6.2. For an initial state g 0 ∈ N g * , the existence interval of the flow defined in (6.8) goes to ∞.
Proof. By H1 we have N g * ⊂ N b−ǫ . Choose 0 < θ < θ ′ then if θ is not a switching time by the construction of φ, i.e. (6.7)
We need to prove the statement above when θ is a switching time. The derivative from the right of the flow ϕ which is the combination of the flows defined in (6.6) at the switching state g k is given by
It follows by the construction of ϕ in 6.8, for all 0 < θ < θ ′ , that 
as θ → ∞, for some c ∈ R, where
and, furthermore, the switching sequence {g} 
implies Ω(g 0 ) = ⊘, see [13] . By the definition of Ω(g 0 ) we have
Now choose y ′ ∈ Ω(g 0 ), y ′ = y, then by the existence of a convergent sequence g(θ ′ n ) to y ′ we have
To prove stationarity, i.e. (6.16), we observe that Ω(x 0 ) is positive invariant under the flow ϕ, i.e.
This follows from the continuity of ϕ(., .), see [13] . Differentiability from the right for all g ∈ ϕ(θ, g 0 ), 0 < θ, implies 
But since the state ϕ(θ n i , g 0 )) is a switching state chosen from the switching sequence {g}
Proof. The first statement is immediate by the Definition 6.4. The second holds since v(.) has a unique local minimum at g * , and v(.) ∈ C 1 (N b ) with ∇v(g * ) = 0, (6.31) where d G (., .) is the distance on G. Moreover ρ is such that ρ β (g * ) → 0 as β → 0, hence g k(β) (β) → g * , as β → 0, see [22] .
7. Satellite Example. In this section we give a conceptual example for a satellite orientation control which is modeled by elements of SO(3). The control inputs in this model are given by the angular velocities in order to display the notion of left invariant hybrid systems optimal control.
We recall that SO(3) is the rotation group in R 3 given by SO(3) = g ∈ GL(3)| g.g T = I, det(g) = 1 , (7.1)
where GL(n) is the set of nonsingular n × n matrices. The Lie algebra of SO (3) which is denoted by so(3) is given by (see [32] )
where M (n) is the space of all n×n matrices. The Lie group operation ⋆ is given by the matrix multiplication and consequently T L g2 is also given by the matrix multiplication g 2 X, X ∈ T g1 G.
A left invariant dynamical system on SO(3) is given bẏ g(t) = gX, g(0) = g 0 , X ∈ so(3). The kinematic equations expressing the state trajectory g(.) for a satellite is given by ġ(t) = g(t)X(t) X(t) + I −1 (X(t) × IX(t)) = I −1 τ (t) , g(t) ∈ SO(3), X(t) ∈ so(3).     0 X 1 (t) X 3 (t) −X 1 (t) 0 X 2 (t) −X 3 (t) − X 2 (t) 0   , (7.6) and. : so(3) → R 3 is an isomorphism such that   0 X 1 (t) X 3 (t) −X 1 (t) 0 X 2 (t) −X 3 (t) − X 2 (t) 0   = (X 1 (t), X 2 (t), X 3 (t)). Hence the differential equations corresponding to the adjoint variable λ are given bẏ λ 1 (t) = λ 3 (t)u * 2 (t), λ 2 (t) = −λ 3 (t)u * 1 (t), λ 3 (t) = −λ 1 (t)u * 2 (t) + λ 2 (t)u * 1 (t), t ∈ [t 0 , t s ), λ 1 (t) = −λ 2 (t)u * 3 (t), λ 2 (t) = λ 1 (t)u * 3 (t) − λ 3 (t)u * 1 (t), λ 3 (t) = λ 2 (t)u * 1 (t), t ∈ [t s , t f ]. By the realization above, T * L g dv = λ 1 e * 1 + λ 2 e * 2 + λ 3 e * 3 ∈ so * (3) implies that T L g −1 ∇v = λ 1 2 e 1 + λ 2 2 e 2 + λ 3 2 e 3 ∈ so(3). 
