Recently, micro-expression recognition has attracted lots of researchers' attention due to its potential value in many practical applications, e.g., lie detection. In this paper, we investigate an interesting and challenging problem in micro-expression recognition, i.e., cross-database microexpression recognition, in which the training and testing samples come from different micro-expression databases. Under this problem setting, the consistent feature distribution between the training and testing samples originally existing in conventional micro-expression recognition would be seriously broken, and hence, the performance of most current well-performing micro-expression recognition methods may sharply drop. In order to overcome it, we propose a simple yet effective framework called domain regeneration (DR) in this paper. The DR framework aims at learning a domain regenerator to regenerate the micro-expression samples from source and target databases, respectively, such that they can abide by the same or similar feature distributions. Thus, we are able to use the classifier learned based on the labeled source micro-expression samples to predict the label information of the unlabeled target micro-expression samples. To evaluate the proposed DR framework, we conduct extensive cross-database micro-expression recognition experiments designed based on the Manuscript 
I. INTRODUCTION
A S ONE type of particular dynamic facial expressions, micro-expressions can reveal human beings' hidden emotions which they try to conceal [1] . Thus, automatically recognizing micro-expressions by a machine will have great values in many practical application fields such as clinical diagnosis [2] , interrogation [3] , and security [4] . However, compared with ordinary dynamic facial expressions, micro-expressions have much lower intensity and shorter duration, which makes automatic micro-expression recognition be a very difficult task. Nevertheless, micro-expression recognition still becomes one of recent attractive research topics and in recent years extensive effective methods have been proposed to deal with this challenging task [5] , [6] . But it can be noted that most of current micro-expression recognition methods are developed and evaluated in the scenario, where the training and testing samples belong to the same micro-expression database. In this case, it can be thought that such training and testing samples abide by the same or similar feature distributions. In the practical applications, however, the training and testing microexpression samples may come from two different databases. Clearly, they are recorded under different environments or by different equipment. Hence in this scenario, the training and testing micro-expression samples would be quite different, which causes that their feature distributions would have wide difference. Because of this, the performance of most current micro-expression recognition methods may decrease greatly. In order to solve this problem and develop more practical micro-expression recognition methods, it is very worthwhile to investigate cross-database micro-expression recognition problem, where the training and testing samples belong to two different micro-expression databases. For convenience, we will refer the training database as the source domain (database) and the testing database as the target domain (database) in crossdatabase micro-expression recognition throughout this paper.
In the work of [7] , Yan et al. roughly divided crossdatabase facial expression recognition problem into two cases including semi-supervised case and unsupervised case.
The major difference between these two cases is whether we have access to the label information of target domain. Similarly, cross-database micro-expression recognition problem can follow this categorization. In this paper, we will focus on the unsupervised cross-database micro-expression recognition, in which the label information of the source micro-expression database is available, while the samples from the target micro-expression database are all unlabeled. To deal with this problem, we have proposed a simple yet effective method called Target Sample Re-Generator (TSRG) in our conference work of [8] . TSRG aims at learning a sample regenerator for source and target micro-expression samples. By using the learned sample re-generator, the regenerated source micro-expression samples are still the original source ones, while the regenerated target micro-expression samples become a new set of samples which are different from their original forms but have the same or similar feature distributions with the source micro-expression samples. Subsequently, we are able to learn a classifier such as support vector machine (SVM) based on the labeled source micro-expression samples and then use it to predict the labels of the unlabeled regenerated target micro-expression samples.
In this paper, we will re-investigate the unsupervised crossdatabase micro-expression recognition problem and extend our conference work of TSRG [8] to a generalized framework called Domain Regeneration. DR framework inherits the basic idea of TSRG that is pursuing learning a sample regenerator to regenerate the source and target micro-expression to eliminate their feature distribution mismatch. To differentiate with TSRG, we name the sample rengerator under the DR framework domain regenerator throughout the paper. In summary, besides the contribution of TSRG in our preliminary work [8] , this paper contains following three main contributions: 1) We propose a DR framework for dealing with unsupervised cross-database micro-expression recognition. The TSRG proposed in our conference work of [8] can be included to this framework and be interpreted as a DR based domain regenerator, i.e., DR in the original Feature Space with unchanged Source domain (DRFS-S). 2) Besides DRFS-S (TSRG), we propose two more novel domain regenerators under the DR framework to deal with unsupervised cross-database micro-expression recognition problem. One is DR in the original Feature Space with unchanged Target domain (DRFS-T). The other is DR in the Label Space (DRLS), which fully leverages the label information provided by the source domain. 3) Compared with our preliminary work of TSRG [8] , we conduct more extensive cross-database microexpression recognition experiments to evaluate the proposed DR framework based methods including DRFS-S (TSRG), DRFS-T and DRLS.
The rest of this paper is organized as follows: Section II reviews recent works about micro-expression recognition and cross-database emotion (including facial expression and speech emotion) recognition which are closely related to cross-database micro-expression recognition topic. In Section III, we introduce our proposed DR framework for cross-database micro-expression recognition in detail. For evaluating DR framework, extensive cross-database micro-expression recognition experiments on Spontaneous Micro-Expression Database (SMIC) and Chinese Academy of Sciences Micro-Expression II (CASME II) databases are conducted in Section IV. Finally, the conclusion of this paper is drawn in Section V.
II. RELATED WORKS

A. Micro-Expression Recognition
The micro-expression recognition research can be early traced to the work of [1] , in which Pfister et al. proposed to use local binary pattern from three orthogonal planes (LBP-TOP) [9] to describe micro-expression video clips for microexpression recognition task. Their experimental results show that LBP-TOP is effective for micro-expression recognition problem. Following Pfister et al.'s work, Ruiz-Hernandez and Pietikäinen [10] employed re-parameterization of second order Gaussian jet to boost LBP-TOP such that LBP-TOP is more applicable to micro-expression recognition. For better describing micro-expressions, Wang et al. [11] proposed a novel spatio-temporal descriptor called LBP with six intersection points (LBP-SIP) which can reduce the redundant information in LBP-TOP. Subsequently, lots of spatio-temporal descriptors are developed for micro-expression recognition tasks, such as spatio-temporal LBP with integration projection (STLBP-IP) [12] , completed local quantized pattern-TOP (CLQP-TOP) [13] , histogram of oriented gradient-TOP (HOG-TOP) [5] , and histogram of image gradient orientation-TOP (HIGO-TOP) [5] . Furthermore, different from the above spatio-temporal descriptors, other types of micro-expression features are also investigated by researchers. Among them, it is worth mentioning the works of [14] and [15] , in which Liu et al. and Xu et al. respectively designed novel features, i.e., main directional mean optical (MDMO) and facial dynamics map (FDM), to describe micro-expressions.
On the other hand, in recent years, some researchers investigated micro-expression recognition from a new angle. They aim at leveraging other important information, which contributes to distinguishing micro-expressions, from micro-expression video clips to boost the performance of the spatio-temporal descriptors. For example, in the work of [16] , Wang et al. proposed to use robust principal component analysis (RPCA) [17] to extract the background information from the micro-expression video clips and then extract the spatio-temporal descriptor from the background information to describe the micro-expressions. Moreover, Wang et al. [18] , [19] also proposed a color space decomposition method called tensor independent color space (TICS) to utilize the color information for microexpression recognition. Besides, according to the facial action coding system (FACS) [20] , Wang et al. [18] , [19] and Liu et al. [14] designed two groups of regions of interest (ROIs), which contributes to distinguishing micro-expressions, for micro-expression feature extraction.
More recently, deep learning methods have also been applied to micro-expression recognition. For example, Kim et al. [21] proposed a deep learning framework consisting of popular convolutional neural network (CNN) [22] and long short-term memory (LSTM) recurrent network [23] for microexpression recognition. In this framework, the representative expression-states frames of each micro-expression video clip are first selected to train a CNN. Then, the CNN feature of each image frame in a video clip is extracted to train a LSTM network for recognizing micro-expressions.
B. Cross-Database Emotion Recognition
Since cross-database micro-expression recognition problem has not yet been investigated, in this section we review recent works about other modality based cross-database emotion recognition that is closely related to cross-database micro-expression recognition including cross-database facial expression recognition and cross-database speech emotion recognition. In recent years, these two challenging and interesting problems have gained lots of researchers' attention.
For cross-database facial expression recognition and its related problems, various effective methods [7] , [24] - [28] have been proposed. For example, in the works of [24] , [25] , Chu et al. proposed a novel method called selective transfer machine (STM) for personalized (cross-subject) facial action units detection problem. STM is able to utilize the target samples to learn a set of weights for the source samples such that the weighted source samples would have the same or similar feature distributions with the target samples. Consequently, the classifier trained based on the weighted source samples could also be suitable for distinguishing the target samples. Recently, Sangineto et al. [26] investigated the cross-domain facial expression recognition problem by using a transductive parameter transfer method. They proposed a novel classifier parameter transfer method to directly transfer knowledge about the parameters of source person-specific classifiers to the target individuals such that the target classifier can accurately predict the expressions of target samples. More recently, Yan et al. [7] proposed an unsupervised domain-adaptive dictionary learning (UDADL) model to cope with the unsupervised crossdatabase facial expression recognition problem and achieved a promising result. In addition, Zheng and Zhou [27] and Zheng et al. [28] proposed a transductive transfer subspace learning framework to deal with cross-pose and cross-database cases in facial expression recognition. In this framework, an auxiliary set is selected from the unlabeled target samples for learning a subspace together with the labeled source samples. In such a subspace, the source and target samples would be enforced to abide by the same feature distribution and hence the classifier trained by the source samples can predict the expressions of the target samples.
The earliest cross-database speech emotion recognition research may be the work of [29] , in which Schuller et al. proposed to employ a series of normalization methods to investigate cross-database speech emotion recognition problem and conducted extensive cross-database experiments on many speech emotion databases. From then on, a variety of interesting methods have been proposed to deal with this challenging problem [30] - [37] . For example, Hassan et al. [30] proposed an importance-weighted support vector machine (IW-SVM) to handle cross-database speech emotion recognition. In this method, they first used three transfer learning [38] methods, i.e., kernel mean matching (KMM) [39] , Kullback-Leibler importance estimation procedure (KLIEP) [40] , and unconstrained least-squares importance fitting (uLSIF) [41] to learn the importance weights for target samples with respect to source samples and then incorporated the learned weights into SVM to obtain the IW-SVM. In the works of [31] - [33] , Deng et al. proposed a series of auto-encoder based domain adaptation methods by leveraging various auto-encoder based networks to learn a common representation between the source and target samples for cross-database speech emotion recognition problem. Recently, Song et al. [35] proposed a transfer non-negative matrix factorization method for coping with cross-database speech emotion recognition, in which the maximum mean discrepancy (MMD) [42] is introduced to eliminate the feature distribution difference between source and target speech databases.
From the above cross-database emotion recognition methods, it is clear that the basic idea of these methods can be almost categorized into two types. The first type of methods target at learning the importance weights for source or target samples to balance the feature distribution difference between source and target databases, while the second type of methods achieve this goal by learning a common subspace. Different from the above types, our DR framework is developed to this end from a new angle, i.e., learning a domain regenerator to regenerate source and target domains such that their corresponding samples can abide by the same and similar feature distributions.
III. DOMAIN REGENERATION FOR CROSS-DATABASE MICRO-EXPRESSION RECOGNITION
A. Basic Idea of Domain Regeneration
In this section, we address our Domain Regeneration (DR) framework in detail. For better understanding Domain Regeneration (DR) framework, we draw a picture shown in Fig. 1 to illustrate the basic idea of DR framework and show how it works for dealing with cross-database microexpression recognition problem. As depicted in Fig. 1 , it can be seen that the goal of the proposed DR framework is to learn a domain regenerator, which can regenerate the microexpression samples from source and target domains in a predefined domain (subspace), e.g., the original feature space. By using the domain regenerators, the regenerated source and target micro-expression samples would become abiding by the same or similar feature distributions. After that, we are able to learn a classifier, e.g., SVM, based on the microexpression label information provided by source domain and the regenerated source samples, and then use this classifier to predict the micro-expression categories of the regenerated target samples.
As Fig. 1 shows, in this paper, we design three kinds of domain regenerators including (a) Domain Regeneration in the original Feature Space with unchanged Source domain It is also clear to see that the major difference among three domain regenerators is the predefined subspace for performing domain regeneration. Specifically, DRLS performs domain regeneration in the label space which is spanned according to the label information provided by source domain. Instead, by using the DRFS-S and DRFS-T, the micro-expression samples from source and target domains are regenerated still in the original feature space where the source and target samples originally lie.
B. Domain Regeneration Framework
Suppose we have feature matrices X s ∈ R d×n s and X t ∈ R d×n t of source and target micro-expression samples from two different databases, where d is the dimension of feature vector and n s and n t denote the numbers of source samples and target samples, respectively. According to the problem setting of unsupervised cross-database micro-expression recognition, the label information of source domain is available for us and herein we use a label matrix L s = [l 1 , · · · , l n s ] ∈ R c×n s to denote the label information of the source domain, where c is the number of micro-expression categories. The i th column l i = [l i,1 , · · · , l i,c ] T of L s is a column vector whose elements take a binary value 0 or 1 according to the following rule:
1, if x i s belongs to the j th micro-expression class; 0, otherwise, where x i s is the i th column of X s . Note that the above microexpression features can be any spatiotemporal descriptor for describing micro-expressions such as LBP-TOP [1], [9] , LBP-SIP [11] , and MDMO [14] .
To achieve the goal depicted in Fig. 1 , we should first design a well-defined subspace for DR framework to serve as the domain regeneration platform, which means that the regenerated source and target micro-expression samples will lie in this subspace after regeneration. Let us define this satisfactory subspace as a r -dimensional one and denote the desired regenerated source and target samples in this subspace by R s ∈ R r×n s and R t ∈ R r×n t . Then, we are able to formulate the optimization problem to learn a domain regenerator G under the DR framework, which can transform the source and target micro-expression samples from the original feature space to the predefined subspace, as follows:
Secondly, to ensure the regenerated source and target samples in the predefined subspace will have same or similar feature distributions, which is shown in Fig. 1 , we should also design one more term for the objective function of the proposed DR framework. Let f G (X s , X t ) be such a satisfactory term and its detail will be introduced in what follows. Then, by using f G (X s , X t ) as the regularization term, we can obtain the optimization problem of DR framework as follows:
where λ is the trade-off parameter to control the balance between these two terms in DR objective function. It is notable that with the source or target samples X D as input, the output G(X D ) of the domain regenerator G are hoped to be the desired regenerated source or target samples R D . This goal can actually be easy to achieve by using a combination of the kernel mapping operation and the linear projection operation, which are two typical operations in subspace learning. More specifically, a suitable domain regenerator G can first map the source or target samples from the original feature space into a reproduced kernel Hilbert space (RKHS) by a kernel mapping operator φ and subsequently transform the infinite-dimensional source or target features in RKHS back to the predefined subspace by a projection matrix φ(C) ∈ R ∞×r . Following this idea, the domain regenerator G can be finally defined as
Then the optimization problem of DR framework in Eq. (2) can be rewritten as:
Besides obtaining expected regenerated source or target samples R D , the domain regenerator G consisting of kernel mapping and linear projection operators can also bring an important benefit to construct f G (X s , X t ) for the proposed DR framework. It is known that we are able to eliminate the feature distribution difference between two different feature sets by minimizing their maximum mean discrepancy (MMD) [42] which is defined in a RKHS. Regarding f G (X s , X t ) in our DR framework, we can formulate it as the MMD between source and target samples in the RKHS produced by φ, which is expressed as:
where 1 s and 1 t are the vectors with the lengths of n s and n t , respectively, and their elements are all one. However, it is hard to directly learn the optimal kernel mapping operator φ.
To solve this problem, we relax MMD in Eq. (4) to the following formulation to serve as f G (X s , X t ) for DR framework:
By using the above f G (X s , X t ), we only need to learn the optimial φ(C), which is feasible and consistent with the model parameter of DR framework in Eq. (3). We have following lemma to show that minimizing MMD in Eq. (4) is equivalent to minimizing the proposed f G (X s , X t ) in Eq. (5), which can support our relaxation.
Lemma 1: For MMD(X s , X t ) and f G (X s , X t ) defined as Eqs. (4) and (5) based on the kernel mapping operator φ,
Proof: From the condition that MMD(X s , X t ) is close to 0, we know that φ(X s ) and φ(X t ) have similar expectations, which can be formulated as
, where E(·) denotes the expectation operator. Then according to the linear property of expectation [43] 
, which guarantees f G (X s , X t ) will be close to 0.
By substituting the proposed f G (X s , X t ) in Eq. (5) into the DR framework in Eq. (3), the optimization problem of DR framework becomes as follows:
where P ∈ R (n s +n t )×r and r is the dimension of the predefined subspace. Then, by using the kernel trick, the optimization problem of DR framework can be converted to the following formulation:
where K D denotes the source kernel matrix
and they can be computed by the kernel functions. This is the final formulation of the proposed DR framework. Note that in Eq. (7), we also introduce l 1 norm with respect to P, i.e., P 1 = r i=1 p i 1 , where p i is the i th column of P, for DR framework to serve as the regularization term. There are two important reasons. Firstly, it can avoid the overfitting problem [44] during optimizing DR framework. Secondly, each column of φ(C) will be enforced to reconstruct by φ(X s ) and φ(X t ) sparsely, which is more reasonable. The sparsity of P is controlled by the trade-off parameter μ. 
C. Domain Regenerators Under the DR Framework
Theoretically, the predefined subspace for DR framework can be an arbitrary one. However, due to the limited useful information that are available for us in the unsupervised crossdatabase micro-expression recognition problem, we have to adequately utilize these available information to determine the predefined subspace. In other word, we should assign a suitable R D for DR framework of Eq. (7) to learn an effective domain regenerator based on the given useful information. For this reason, we select two types of meaningful subspace for the proposed DR framework to perform domain renegeration. One is the original feature space and the other one is the label space which is spanned according to the label information provided by source domain. When using the original feature space as the predefined subspace for DR framework, we design two domain regenerators, i.e., (a) Domain Regeneration in the original Feature Space with unchanged Source domain (DRFS-S), and (b) Domain Regeneration in the original Feature Space with unchanged Target domain (DRFS-T). When the label space is served for domain regeneration, we have a domain regenerator called (c) Domain Regeneration in the Label Space (DRLS). Fig. 1 can provide a good example to illustrate the regenerating manners of these three domain regenerators. We summarize the employed R D and its corresponding K D in Eq. (7) (associated with X D in Eq. (3)) of the above three domain regenerators in Table I and subsequently we will introduce them in detail, respectively.
1) DRFS-S: According to Table I , we can obtain the optimization problem of DRFS-S, which can be formulated as follows:
DRFS-S performs the regeneration in the original feature space. It is interesting to see that DRFS-S enforces the regenerated source samples to be themselves and then makes the regenerated target samples abide by the same or similar feature distributions with the original source samples. It is also worthy to mention that DRFS-S is actually the TSRG model proposed in our preliminary work of [8] .
2) DRFS-T: Similar with DRFS-S, the predefined subspace for domain regeneration in DRFS-T is the original feature space. The only difference between them is that after domain regeneration, DRFS-S chooses the source domain as the unchanged domain, while DRFS-T enforces the target domain to be unchanged. The optimization problem of DRFS-T can be expressed as below:
3) DRLS: Different from DRFS-S and DRFS-T, DRLS uses the label space as the predefined subspace for domain regeneration. Due to the unsupervised problem setting, only the label information of source domain is available. Consequently, we can use the domain regenerator to bridge the relationship between the source domain and a label space spanned by the provided source label information. Under this consideration, let R D = L s and K D = K s and we then arrive at the optimization problem of DRLS domain regenerator:
D. Optimization of DR Framework
The optimization problem of DR framework based models can be easily solved by various methods such as iterative thresholding (IT) [17] , accelerated proximal gradient (APG) [45] , exact augmented Lagrange multiplier (EALM) [46] and inexact ALM (IALM) [46] . In this paper, we employ IALM method to learn the optimial P of DR framework based models. For convenience, we describe the detailed solving procedures with generalized formulation of DR framework in Eq. (7) as the example. More specifically, we introduce a new variable Q which equals P and then convert DR optimization problem of Eq. (7) to a constrained one as follows:
Subsequently, the Lagrange function can be obtained as the following formulation:
where k st = 1 n s K s 1 s − 1 n t K t 1 t . Finally, to learn the optimal P, we only need to minimize the Lagrange function of Eq. (12) with respect to one of the variables while fixing the others iteratively. Specifically, repeating the following four steps until obtaining convergence:
1) Fix P, T, κ and Update Q: In this step, the optimization problem with respect to Q is as follows:
2) Fix Q, T, κ and Update P:
By using the soft-thresholding operator, we are able to obtain the optimal P according to the following criterion:
where P i j , Q i j , and T i j are the elements in the i th row and j th column of their corresponding matrices.
3) Update T and κ:
where ρ is a scaled parameter. 4) Check Convergence:
where denotes the machine epsilon.
IV. EXPERIMENTS
A. Micro-Expression Databases and Experiment Protocol
In this section, we conduct extensive cross-database microexpression recognition experiments to evaluate the performance of the proposed DR framework. Two publicly available micro-expression databases are used. One is SMIC database, which is built by Li et al. [47] . SMIC database consists of three types of datasets, i.e., SMIC (HS), SMIC (VIS), and SMIC (NIR), which are recorded by a high speed (HS) camera of 100fps, a normal visual (VIS) camera of 25fps, and a near-infrared (NIR) camera, respectively. SMIC (HS) contains 164 micro-expression clips from 16 different subjects, while both SMIC (VIS) and SMIC (NIR) consist of 71 samples from 8 participants. The samples of three datasets of SMIC are all divided into three micro-expression categories, i.e., Posi ti ve, Negative, and Sur pri se. CASME II database is collected by Yan et al. [48] . It includes 26 subjects and records their 247 micro-expression samples. These samples are categorized into five micro-expression classes including H appiness, Sur pri se, Di sgust, Repr essi on, and Others, respectively. In this paper, following our previous work [12] , the face images of the video clips from CASME II database are cropped and then transformed to 308×257 pixels, while for the samples from three SMIC datasets, we crop and transform the images into 170×139 pixels for experiments. We select an image frame from the micro-expression video clips belonging to the above four datasets, respectively, which are shown in Fig. 2, to serve as the examples such that the readers can glance through the difference among CASME II and three datasets of SMIC. We design two types of cross-database micro-expression recognition experiments in this paper. The first type of experiments (denoted by TYPE-I) are between CASME II and one dataset of SMIC (HS, VIS, NIR), i.e., CASME II v.s. SMIC (HS), CASME II v.s. SMIC (VIS), and CASME II v.s. SMIC (NIR). The second type of experiments (denoted by TYPE-II) are between either two datasets of SMIC (HS, VIS, NIR) database including HS v.s. VIS, HS v.s. NIR, and VIS v.s. NIR. Since the two employed datasets in each of the above combinations are alternatively served as source and target databases, there are six groups in each type of experiments. For convenience, we denote the total 12 experiments by Exp.1, · · · , Exp.6 (TYPE-I) and Exp.7, · · · , Exp.12 (TYPE-II), respectively. In order to make CASME II and three datasets of SMIC share the same micro-expression categories, we select the samples belonging to H appiness, Sur pri se, Di sgust, and Repr essi on from CASME II and re-label these samples. Specifically, the samples of H appiness are given Posi ti ve labels and the samples of Di sgust and Repr essi on are categorized into Negative. The labels of Sur pri se samples are unchanged.
The new sample information of SMIC (HS, VIS, NIR) and CASME II with respect to consistent micro-expression categorization is shown in Table II . From Table II , it can be seen that class imbalance problem exists in CASME II and SMIC (HS) datasets, which means the number of one type of micro-expression samples is significantly larger or lower than other types of micro-expression samples. Consequently, for better reporting the experimental results, we choose two metrics widely used in cross-database speech emotion recognition, i.e., unweighted average recall (UAR) and weighted average recall (WAR) [29] , in the experiments. According to the definition in [29] , WAR is the normal recognition accuracy, while UAR is the mean accuracy of each class divided by the number of classes without consideration of samples per class. It can comprehensively reveal the true performance of one method by comparing the WAR and UAR of this method. For example, if there is a big gap between a high WAR and a low UAR in a method, it usually occurs that most of target samples are predicted by this method as the micro-expression category whose sample number percentage is dominant among all the micro-expression samples. Consequently, this method cannot be deemed to perform good even though it achieves a high WAR (recognition accuracy).
For comparison, some recently proposed well-performing cross-database emotion (speech emotion and facial expression) recognition methods including KMM [30] , [39] , [30] , [40] , uLSIF [30] , [41] , and STM [24] , [25] are chosen. Note that SVM is served as the classifier for all the methods. Besides, SVM without any domain adaptation is also included for comparison to serve as a baseline method. The detailed parameter setting of all the methods and micro-expression features employed in the experiments are as follows: 1) For micro-expression feature, we use uniform LBP-TOP [9] and the neighboring radius R and the number of the neighboring points P for LBP operator on three orthogonal planes are set as 3 and 8, respectively. Besides, following the work of [49] , a multi-scale spatial division scheme consisting of 1 × 1, 2 × 2, 4 × 4, and 8 × 8 grids is adopted to partition the micro-expression video clips into a few facial blocks. Consequently, each micro-expression sample is described by a feature vector comprising the LBP-TOP vectors of all the facial blocks. 2) We use linear kernel function and set C = 1 for SVM in the experiments. Meanwhile, for fair comparison, linear kernel function is adopted for all the methods throughout the experiments. 3) For KMM, according to the suggestion of [39] , its two important parameters including the upper limit of importance weight B and are set as 1000 and √ n tr − 1 √ n tr , where n tr denotes the number of training samples. For STM, following the work of [24] and [25] , the upper limit of importance weight B and are set as the same values with those of KMM. 4) For KLIEP, no parameter needs be set, while for uLSIF, STM, and the proposed DR framework based methods (DRFS-S, DRFS-T, and DRLS), there are tradeoff parameters to be set. Since the label information of target domain is entirely unknown, cross-validation method is not available for determining the trade-off parameters. Consequently, to offer a fair comparison among all the methods, in the experiments we use the parameter grid search strategy for these methods and report the best results which correspond to the optimal trade-off parameters. The optimal trade-off parameters for all the methods used in different experiments are given in Appendix.
B. Experimental Results and Analysis
The WAR and UAR of TYPE-I and TYPE-II experiments obtained by all the methods are shown in Tables III, IV, V, and VI, respectively. From these Tables, it is clear that It is also interesting to see that among three domain regenerators, DRLS seems most suitable for TYPE-I experiments, while DRFS-T is best at dealing with TYPE-II experiments. Additionally, it is clear to see that uLSIF outperforms the proposed DR framework in terms of both WAR and UAR in Exp.9 and in term of WAR in Exp.2, which shows its better effectiveness than other methods. However, we can find that some of our DR based methods are in fact very competitive against uLSIF in these two cases. Furthermore, it can be found that all the methods can achieve overall better results in TYPE-I experiments than TYPE-II experiments, which indicates that compared with TYPE-II, TYPE-I experiments are really more challenging. In other words, we are able to conclude that the difference between CASME II and SMIC is larger than the difference among three datasets of SMIC. In fact, according to the works of [47] and [48] , it can be obtained that the stimuli materials, the race and age of participants, and the equipment and environments used for building SMIC and CASME II databases are very different, which exacerbates the sample difference existing between CASME II and SMIC databases. On the other hand, from the comparison between Exps.3 and 4 and Exps.5 and 6 and the comparison between Exps.7 and 8 and Exps.9 and 10, it is interesting to see that no matter SMIC (NIR) is served as source or target database, the experiments involving SMIC (NIR) are more difficult than the experiments of employing SMIC (VIS). We think this may attribute to the heterogeneous problem between NIR images and CASME II or VIS images. As Fig. 2 shows, NIR images have large quality difference from CASME II or VIS images.
Besides, one more interesting finding can be obtained according to the two experimental results in each group of dataset combination (e.g., Exp.1 and Exp.2 using CASME II and SMIC (HS)). Compared with the experiments of using CASME II or SMIC (HS) as source database, the experimental results of using CASME II or SMIC (HS) as target database are obviously at lower levels. For example, it is clear that the average WAR and UAR of all the methods in Exp.8, where SMIC (HS) is served as target database, is much less than that in Exp.7, in which SMIC (HS) is source database. It is very likely due to the class imbalance problem, which exists in CASME II and SMIC (HS) datasets and can be seen in Table II . Especially in CASME II, the class imbalance problem is more serious and the number of Negative samples is even larger than the number summation of Posi ti ve and Sur pri se samples. Additionally, we also observe that compared with the experiments of using SMIC (HS) as target database (Exp.1, Exp.8, and Exp.10), there is a big gap between the WAR and UAR in the experiments of using CASME II as source database (Exp.2, Exp.4, and Exp.6). It is believed that the more extreme class imbalance problem in CASME II over SMIC (HS) may be the main reason.
As a good example to demonstrate the above point, Exp.6 is a tough task among all the experiments of using CASME II as target database, in which most of methods achieve bad WAR, UAR and a large gap between WAR and UAR. Despite of this, it is surprising from the results to see that STM and the proposed three domain regenerators (DRFS-S, DRFS-T, and DRLS) achieve WAR of 60.81%, 42.57%, 43.24%, and 43.92%, respectively, which are considerably higher than other four comparison methods. By further comparing the WAR and UAR of STM and the proposed DR framework in this experiment, we can clearly find that the gap between WAR and UAR of the proposed DR framework (42.57% and 43.94% by DRFS-S, 43.24% and 37.93% by DRFS-T, and 43.92% and 46.89% by DRLS) is much narrower than STM (60.81% and 34.32%). Due to the dominant percentage of Negative samples in CASME II, it is believed that most of CASME II samples may be mistakenly predicted as Negative by STM and hence the STM method achieves a low UAR although its WAR is leading among all the methods. In other words, the gap of our results is actually more acceptable, which indicates that the proposed DR framework is less affected by the extreme class imbalance problem existing in CASME II and is more applicable to this challenging experiment.
In order to check the above analysis and further see how the extreme class imbalance problem affects the experimental results of each method, we select two pairs of experiments including Exps. 3 and 4 and Exps.5 and 6, where CASME II is served as source and target database, respectively, as the representatives and draw the confusion matrices of all eight methods in these four experiments. The confusion matrices of all the methods in Exp.3, Exp.4, Exp.5 and Exp.6 are depicted in Figs. 3, 4 , 5, and 6, respectively. From these confusion matrices, some interesting findings and conclusions can be obtained:
Firstly, as the confusion matrix of STM in Fig. 6 (Exp.6) shows, it is clear that nearly all the samples of CASME II database are predicted as Negative micro-expression by STM, which is consistent with our analysis previously. Consequently, the above analysis to explain why a big gap between the WAR and UAR exists in STM is reasonable.
Secondly, from the comparison between Fig. 3 (Exp.3) and Fig. 4 (Exp.4 ) and the comparison between Fig. 5 (Exp.5) and Fig. 6 (Exp.6) , it can be found that for all the methods, three micro-expressions are much more easily confused in the case when CASME II is served as the target database ( Fig. 4  (Exp.4) and Fig. 6 (Exp.6) ) than the opposite case where CASME II is used as the source database ( Fig. 3 (Exp.3) and Fig. 5 (Exp.5) ). This indicates that if the class imbalance problem occurred in the target database, cross-database microexpression tasks would become more challenging and hence domain adaptation methods would be more possibly interfered such that their performance may be decreased.
Thirdly, by further comparing Fig. 3 (Exp.3) and Fig. 4  (Exp.4) , we can also find that in the experiments of using CASME II as source database, it is easy for most of methods to mistakenly predict target samples as Negative microexpression, whose corresponding samples have a dominant percentage in CASME II. On the contrary, when CASME II is used as target database in the experiments, its Negative samples would be wrongly predicted as other micro-expressions by most of methods.
Finally, it is clear to see that even though most of comparison methods perform very poorly in the experiments of using CASME II as target database, i.e., Exp.4 ( Fig. 4) and Exp.6 ( Fig. 4) , the proposed DR framework (DRFS-S, DRFS-T, and DRLS) can still achieve satisfactory results, in which the extreme micro-expression confusion situation occurs in other comparison methods is promisingly alleviated.
Fourthly, it can also from Fig. 6 (Exp.6) be observed that compared with Fig. 4 (Exp.4) , the wrong prediction of Negative samples in CASME II in the experiments of using SMIC (NIR) as target database would deteriorate and the confusion between Negative and other micro-expression samples becomes extreme. As described previously, besides the class imbalance problem in CASME II, we think the heterogeneous problem of facial images between CASME II and SMIC (NIR) datasets is a major factor as well. The comparison between Fig. 5 (Exp.5) and Fig. 3 (Exp.3) can also provide a support for this viewpoint. As Fig. 5 (Exp.5) demonstrates, the confusion among three micro-expressions is much more serious than that shown in Fig. 3 (Exp.3) .
C. Comparison Among Three Domain Regenerators
From the results of DRFS-S, DRFS-T, and DRLS shown in Tables III, IV, V, and VI, we can find that these three domain regenerators have large difference in performance in some cases. This seems opposite to some intuitions. Firstly, it is intuitive that DRFS-S and DRFS-T would have same or similar performance because their definitions and motivations look so similar. Secondly, it looks that DRLS should perform better than other two domain regenrators since it utilizes more useful information, i.e., the label information provided by the source samples. In this section, we further deeply compare and discuss three proposed domain regenerators by answering the above two questions. 
1) Why Do DRFS-S and DRFS-T Have Different Performance?:
Intuitively, DRFS-S and DRFS-T should have similar recognition performance. In fact, there are major differences between them. The classification performance of these two DR models for the target micro-expression samples largely depends on the classifier, which is learned by whether the original or regenerated source micro-expression samples. Specifically, for the DRFS-S model, the classifier is learned based on the original source micro-expression samples and then used to classify the regenerated target micro-expression samples that share the similar distribution of the source micro-expression samples. For the DRFS-T model, however, the classifier is learned based on the regenerated source micro-expression samples, which share the similar feature distribution of the target micro-expression samples, instead of the original ones. Then, the classifier is used to classify the original target micro-expression samples. Consequently, if the source micro-expression samples of different classes are well-separated, then the DRFS-S model may perform well. However, if the target micro-expression samples of different classes are well-separated, which makes the regenerated source samples well-separated as well, the DRFS-T would perform well.
2) Why Does Not DRLS Always Outperform DRFS-S and DRFS-T?: From the experimental results, it is clear that in some cases, DRLS does not outperform DRFS-S and DRFS-T although DRLS uses more information, i.e., the label information. This is very likely due to the fact that, in some cases, the original source micro-expression samples or the original target micro-expression samples are more separable than the corresponding ones in the label space. Consequently, the classifier learned based on source samples (corresponding to DRFS-S) or the ones regenerated by DRFS-T would achieve better performance than DRLS.
D. Parameter Sensitivity of DR Framework
The proposed DR framework has two important trade-off parameters including λ and μ, whose selection affects the performance of DR framework. In the experiments, we just Fig. 7 . From Fig. 7 , it is clear to see that the performance varies less with respect to the changes of λ and μ, respectively, for all four experiments, which indicates that our proposed DR framework is less sensitive to its trade-off parameters.
E. Experiments With Deep Features
Recently, the deep features extracted by trained deep neural networks, e.g., VGG [50] and ResNet [51] , have achieved great success in many vision tasks. In this section, we investigate whether the deep features would benefit the performance of cross-database micro-expression recognition methods. To this end, we choose Exp.1 as the representative and use the recently released 3D convolutional neural networks (3D-CNNs) including C3D [52] and P3D ResNet [53] , which are trained based on Sports 1-M dataset [54] , to extract the feature corresponding to the last fully connected layer from micro-expression samples instead of LBP-TOP to conduct additional experiments.
We show the experimental results of deep features and LBP-TOP in Table VII . On one hand, it can from the results be 
V. CONCLUSION AND DISCUSSION
In this paper, we have proposed a Domain Regeneration (DR) framework to deal with unsupervised crossdatabase micro-expression recognition problem, which is more challenging than conventional micro-expression recognition. By inputting source and target micro-expression samples, DR framework is able to regenerate the source and target samples such that the regenerated source and target microexpression samples would share the same or similar feature distributions. Consequently, the classifier learned based on the labeled source samples can accurately predict the microexpression categories of the target samples. Extensive crossdatabase micro-expression recognition experiments on SMIC and CASME II databases are conducted to evaluate the performance of the proposed DR framework. Experiments show that our DR framework can achieve overall satisfactory results and promisingly outperform recent proposed state-of-the-art crossdatabase emotion recognition methods. Additionally, based on our experiments, it is convincing that the class imbalance problem exists in target database and the heterogeneous problem between source and target databases are two important factors which affect the difficulty degree of cross-database microexpression recognition tasks.
With the development of deep learning techniques, a large number of deep transfer learning methods have been proposed and shown their promising performance in domain adaptation tasks in recent years [55] - [57] . One main reason of their success is that deep learning models have strong nonlinear mapping (representation) ability [58] , which benefits bridging the source and target domains. In fact, by resorting to this ability, we are able to develop the deep learning version of domain regenerator under the DR framework, to deal with cross-database micro-expression recognition problem and in the future we will focus on investigating this point.
Finally, we would like to point out some limitations of our work. (1) In this paper, we focus on the domain regeneration models for solving cross-database micro-expression recognition problem. Actually, we are also able to investigate this challenging problem from the angle of micro-expression features because features play an important role in the field of micro-expressin analysis. It would be a good way to develop effective micro-expression features including conventional handcraft features and emerging deep features for crossdatabase micro-expression recognition task. (2) In our experiments, due to the limitation of micro-expression databases, we just conduct three-category cross-database experiments. In fact, in order to deeply investigate cross-database microexpression problem, more detailed categories based experiments (e.g., five micro-expressions) should be investigated when more micro-expression databases including more emotion categories are developed in the future.
APPENDIX TRADE-OFF PARAMETER SETTING FOR ULSIF, STM, AND DR FRAMEWORK IN THE EXPERIMENTS
Firstly, to make the readers understand the impact of the trade-off parameters of uLSIF and STM, we directly take their optimization problems from Eq. (23) in [41] and Eq. (1) in [24] and briefly introduce them in what follows. uLSIF:
where β is the importance parameter and each of its elements corresponds to a source sample. The parameter λ offers a trade-off between the original objective function of uLSIF and the 2 norm based regularizer. STM: min w,s R w (D tr , s) + λ s (X tr , X te ), (14) where R w (D tr , s) is the SVM empirical risk defined on source set D tr with each sample weighted by s ∈ R n tr . s (X tr , X te ) measures the feature distribution difference between source and target samples. The trade-off parameter λ controls the balance between the risk and the feature distribution difference terms.
In the experiments, we search the trade-off parameter λ from a preset parameter interval [1:1:100]×t (t = 1, 10, 100, 1000, 10000, 100000) for uLSIF and [0.01:0.01:0.09, 0.1:0.1:0.9, 1:1:15] for STM and report their results of optimal tradeoff parameter corresponding to highest WAR. Herein we give the corresponding optimal trade-off parameters used in our experiments.
For uLSIF, the optimal λ are 570, 36×10 5 , 89, 1, 79, and 42×10 5 for TYPE-I (Exp.1, · · · , Exp.6) and 7×10 4 , 4×10 3 , 53×10 4 , 1, 17×10 4 , and 17×10 5 for TYPE-II (Exp.7, · · · , Exp.12).
For STM, the obtained trade-off parameter λ are 4, 0.04, 8, 0.02, 15, and 0.03 for TYPE-I (Exp.1, · · · , Exp.6) and 2, 0.8, 0.5, 11, 1, and 0.1 for TYPE-II (Exp.7, · · · , Exp.12).
Finally, for three DR framework based methods, we search λ from [0.001, 0.01, 0.1, 1, 10, 100, 1000] and μ from [0.001:0.001:0.009, 0.01:0.01:0.09, 0.1:0.1:1, 2:10]. we give the optimal trade-off parameters (λ, μ) for the proposed DR framework (DRFS-S, DRFS-T, and DRLS) used in the experiments.
For DRFS-S, the optimal parameters (λ, μ) are (0.001, 0.03), (0.1, 0.007), (1, 0.07), (0.01, 0.005), (0.01, 0.003), and (10, 0.001) for TYPE-I (Exp.1, · · · , Exp.6) and (1, 0.03), (100, 0.03), (1, 0.5), (1, 0.08), (0.01, 0.06), and (100, 0.2) for TYPE-II (Exp.7, · · · , Exp.12).
For DRFS-T, the optimal parameters (λ, μ) are (100, 0.009), (1, 0.003), (10, 0.001), (100, 0.2), (0.01, 0.001), and (1, 0.005) for TYPE-I (Exp.1, · · · , Exp.6) and (10, 0.06), (10, 0.3), (1, 0.2), (10, 0.02), (10, 0.04), and (1, 0.5) for TYPE-II (Exp.7, · · · , Exp.12).
For DRLS, the optimal parameters (λ, μ) are (1, 0.1), (10, 3), (0.1, 0.5), (0.1, 0.6), (10, 0.06), and (1, 0.001) for TYPE-I (Exp.1, · · · , Exp.6) and (0.1, 0.1), (10, 0.1), (10, 5) , (1, 0.3), (100, 4), and (1000, 2) for TYPE-II (Exp.7, · · · , Exp.12).
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