Abstract-A numerical method is proposed for optimal robust control synthesis. The method applies to the case when the coefficients of the characteristic polynomial depend linearly on the uncertain parameters. A primal/dual pair of infinite-dimensional convex problems is solved by successive finite-dimensional approximations. The primal/dual pair has no duality gap, and both upper and lower bounds produced by the approximations converge monotonically to the optimal value.
I. NOTATION
The following notation will be used throughout the paper. By Ì, the unit circle in the complex plane is denoted. The notation ⋅ Ô stands for a vector norm in Ê n (Ô for primary), and the dual norm is denoted by ⋅ , ie x = sup {δ 
II. INTRODUCTION
During the last decade, much progress has been made in robustness analysis of linear time-invariant systems with uncertainties [1] , [3] , [14] , [18] , [19] . In contrast, few results have addressed synthesis of the control systems with parametric uncertainties. The classical methods of controller design, such as the root locus and the frequency response methods, have been extended to uncertain linear systems in a number of papers [2] , [4] , [6] , [13] . In more general situations, different heuristic methods like "D-K iteration" [7] or "QFT" [12] have been proposed.
However, there is still a lack of a nonconservative and easyto-handle design procedure for systems with real parametric uncertainty. The synthesis problem has turned out to be very hard. In general, a real-valued uncertainty is harder to deal with than a complex one [15] , [9] .
Recently, a large number of analysis and synthesis problems in robust control have been stated in terms of convex optimization. This gives great benefits both for theoretical analysis and for practical computations. In particular, it has been shown in [17] that the robust stabilization problem under parametric uncertainties has a convex formulation if the characteristic polynomial depends linearly on the uncertain parameters (so called rank one problem). The authors consider the uncertainty as an artificial feedback loop
where G(s) is the nominal plant, w is the scalar input and δ is the uncertain vector in Ê m . The objective is to robustly stabilize the plant (1) for all real δ ∈ Ê m satisfying the norm bound δ Ô ≤ ν. As pointed out in [17] one can also add a
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All closed loop transfer functions from w to z attainable by nominally stabilizing controllers are of the form T zw = T 1 +T 2 Q where Q is stable and T 1 and T 2 are determined by G. (Note that there is no T 3 term in rank-one case.) The condition for robust stability becomes
A convex parameterization of all robustly stabilizing controllers was found in [17] as follows
the following two conditions on Q ∈ ÊÀ ∞ n 1 are equivalent:
Remark: In the following, we will omit indices denoting the size of matrix-functions, which is usually clear from context. The main issue of this paper is to develop a convex programming algorithm that solves the problem (2) for the maximum possible ν. The algorithm is a combination of two finitedimensional approximations of the primal and dual infinitedimensional problems. It produces lower and upper bounds on the optimal uncertainty norm bound ν opt and gives a robustly stabilizing controller with any prespecified level of suboptimality.
The paper is organized as follows. In Section III we derive the primal convex programming algorithm in case the uncertainty norm bound ν is given. The dual convex programming algorithm is proposed in Section IV. Section V refers to the important case when the uncertainty set is a polytope. The numerical example is considered in Section VI.
III. CONVEX PROGRAMMING ALGORITHM FOR A GIVEN UNCERTAINTY BOUND

A. The primal problem
The following problem is of our main interest in the paper.
The problem (2) takes this form if we define
If the set of solutions is nonempty, ν is a lower bound for the optimal norm bound
We can construct a finite-dimensional approximation by solving the problem on a finite-dimensional subspace of ÊÀ ∞ and on a finite grid of points z ∈ Ì. 
forms an N(n + 1)-th dimensional subspace of ÊÀ ∞ . Consider a finite grid of points
of the upper half of the unit circle. The condition (3) for a function h ∈ H N over the grid Z K takes the form
We suggest the following scheme.
2. Find a function h for given N, K as a solution to (6) . If the problem is infeasible then N := N + 1 and repeat.
3. Check the condition (3) for all z in the upper half of Ì. If it does not hold, increase K by adding some of "bad" points to the set Z K and go to Step 2, otherwise STOP.
The main numerical questions here are: a) how to check if (3) holds for all z and b) how to refine the frequency grid (increase K) at Step 3? The questions will be treated in the next section.
B. Modification of the primal algorithm and related numerical issues
Consider the following modification of the algorithm. Let
be a convex bounded set containing a neighborhood of the origin. Then
where the constants C N and C
. For example, the convex set
can be chosen as H N . Let us fix a tolerance ε 0 > 0 and replace
Step 2 with 2'. Find a function h for given N, K as a solution to Theorem 1: Let ν < ν opt . Then 1. there exists an N < +∞ such that a solution to the primal problem can be found as
2. for each N, (3) holds for all z ∈ Ìif (7) holds for the grid
where
The claim follows easily from the fact that the polynomials are uniformly dense in ÊÀ ∞ and the set of all solutions is a cone.
2
i=0 ∈ H N . Hence, for a grid that satisfies (8), we have
Thus for every N, the modified algorithm takes at most
However the actual number K depends on a grid refinement strategy and usually is much less than K max in practice. A rather obvious idea of a good refinement is not to add new points where the function J(t) is already large. One possible choice of "bad" points to add at Step 3 is the local negative minima of J(t) calculated, for instance, with the (low) accuracy ε 0 /M N . Another reasonable solution is to use the function J ∞ − J (properly scaled) as a distribution density for the new grid. So we add more points where the function J is small.
IV. DUALITY. OPTIMIZATION OF THE UNCERTAINTY BOUND VIA PRIMAL AND DUAL PROBLEMS
A. The dual problem
A feasible solution to the primal problem gives a lower bound ν to the optimal value ν opt . Conversely, if a given ν is a lower bound of ν opt , the proposed algorithm finds a feasible solution in finite number of steps. However, the algorithm is unable to determine if ν > ν opt since at each step we solve a finitedimensional approximation, and the finite-dimensional infeasibility does not imply that of the original problem. In this section we use the duality result to obtain an upper bound. The next theorem is extracted from [10] , [11] .
Theorem 2: The optimal value ν opt from (4) has the following dual representation ν opt = min{ν opt c ,ν opt s } where 
The condition (9) is linear in w and h and convex in x. Applying ideas similar to those of Section III-A we can obtain a finitedimensional approximation of this problem in terms of convex programming. Let {φ i } Summing up, the problem of stability radius optimization may be solved by the finite-dimensional approximations to primal and dual problems in parallel. Both approximations can be implemented as the standard convex programming. For sufficiently big N and K, either the primal or the dual algorithm finds a solution, and we can obtain an arbitrarily good approximation of ν opt by decreasing the gap between the lower and upper bounds.
B. Numerical issues for the dual algorithm
Let us first briefly outline numerical difficulties related to calculation of ν s opt = min z∈Ì ν s (z) where
T . The problem (11) is similar to that considered in [16] . The difference is that in [16] all other points subject to the condition (10). This is the main difficulty since the equality is not likely to hold at other points for any choice of real vectors. So we are not able to find proper candidates for the pointwise values x(z) and w(z) between the grid points to satisfy the equality exactly. Let us introduce the pointwise approximation error
(12) Since we have found h on Step 1, the calculation of E at each z becomes a low-dimensional convex programming. We know that E(z) is zero at z ∈ Z K and should be zero for all z ∈ Ì for h to be a solution to the dual problem. To estimate E, the same ideas from Section III-B can be used. First, because the set of all solutions is a cone, we can impose the constraint
Step 1 (in order to guarantee boundedness of the derivative of E(e jt )) and maximize ε subject to νw − x Ô ≥ ε . Second, a similar grid refinement strategy of adding those points where E(z) is large can be used. Finally, we can decide that Step 2 is successfully done if E(z) is around zero within a small tolerance.
V. LINEAR OPTIMIZATION IF THE UNCERTAINTY SET IS A POLYTOPE
An important case arises when the uncertainty set is a polytope. In this case both the primal and dual conditions are linear.
Suppose that the unit ball { x Ô ≤ 1} is a polytope. Then the polar unit ball { y ≤ 1} is also a polytope, and for any For the dual condition (10) the situation is the same. It can be reduced to A
Here the vector
VI. EXAMPLE: ROBUST PERFORMANCE PROBLEM FOR A MECHANICAL SYSTEM WITH RESONANCE
A. The problem statement
Consider a system of two masses connected by a spring (see Fig. 1) . A simple mathematical model of the system is
where m i is the i-th mass, c i is the damping coefficient for the i-th mass, y i is the position of the i-th mass, k is the spring constant and u is the control force. The position of the second mass y 2 is assumed to be measurable.
Denoting i (s) = m i s 2 + c i s + k, i = 1, 2, the system can be rewritten as
Suppose that our plant G contains a real parametric uncertainty δ 0 in the second mass m 2 +δ 01 and in the second damping coefficient c 2 +δ 02 as well as a complex additive uncertainty due to neglected nonlinear dynamics
δ 01 + δ 02 ≤ ν δ , ∆ u ≤ 1, and our problem is to find a stabilizing controller with integral action u = K opt (s) y 2 that solves the robust performance À ∞ optimization problem
for the standard input sensitivity function
The problem is very difficult and does not fit the method of this paper directly. However, a reasonable "convexification" can be performed to obtain a closely related problem that has the necessary quasiconvex form.
B. The convexification
The problem (16) is equivalent to [8] 
(17) Consider a plant representation 
Since common factors of α and β do not change the controller K, we can use this freedom to remove the imaginary part of right hand side in (18) and replace (17) witĥ
Note that the closed loop stability is included into the condition since the real part of the characteristic polynomial is strictly positive. The problem (19) is conservative in the sense that in general it gives only a lower boundν opt ≤ ν opt . However, the gap is very often small in practice and depends on the degree of "nonconvexity on δ 0 " of the relation (18) . An accurate derivation of this fact is similar to [17] and is omitted for the sake of brevity. The problem (19) is already quasiconvex and can be solved by a primal-dual convex algorithm followed by a line search. However, we have to simplify it even further for the technical reason that the software we use cannot yet handle the setting (19) for now. So we have to remove the term δ T 0 M δ from left hand side of the inequality in (19) and to consider the following problem instead
This corresponds to changing M +δ T 0 M δ to M in the numerator of S δ 0 ,∆u . Intuitively it is clear that it does not affect much the value W y S δ 0 ,∆u ∞ since cardinal changes of the value are due to the closed-loop poles, ie due to the denominator. The problem (20) differs slightly from (3) due to the fact that only the first term of left hand side of the inequality is scaled by ν y . However the primal-dual method can be adapted easily (see [11] for a general case) since the primal and the dual problems deal with a fixed ν and can handle unequal scaling. Finally the optimal controller is given by K = β /(α 0 α ).
C. The numerical result
In the numerical example we take m 1 = 2.25k , m 2 = 2.07k , c 1 = 3.25Ns/m, c 2 = 8.18Ns/m and k = 423N/m. The functions N and M are chosen as the normalized coprime factors of the nominal plant, followed by a close zero-pole can- , N δ = 0.
The parametric uncertainty level ν δ is chosen to be 0.5. The weighting function W u is chosen as (s+10)/(s+1000) to capture larger uncertainty at high frequencies. The sensitivity weight W y is chosen as (s + 1.4) 2 /s 2 to penalize low frequencies up to the sensitivity function peak which happens to be around 2 rad/sec. Finally, a fixed factor α 0 = s/(s + 1) is added to α to obtain an integral action in the resulting controller.
Let us make one more minor modification of the problem, namely, in (20) we replace 2 norm to ∞ norm (which is maximum of real and imaginary parts) in order to use linear programming as explained in Section V. Again, it does not change the problem much since these two norms are topologically equivalent. Of course, after several simplifications being made, we must expect that the actual bound is larger. The straightforward calculation of γ for the controller K gives 3.3415 which is not that far away from our result. This is another confirmation that all the simplifications were quite reasonable.
VII. CONCLUSION
In this paper we have presented a convex primal-dual technique for optimal robust control design in the particular case when uncertain parameters appear linearly in the closed-loop characteristic polynomial (rank-one problem). Both the primal and dual algorithms are based on finite-dimensional convex optimization. Running both algorithms simultaneously, it is possible to find the largest uncertainty bound, that is the maximum allowable perturbation of parameters without losing stability, as well as to design the optimal robust controller. With the uncertainty set chosen as a polytope (approximating the original uncertainty set if it is not), linear optimization can be used to solve the problem by efficient LP solvers.
