ABSTRACT Nonnegative matrix factorization (NMF) is a hot topic in machine learning and data processing. Recently, a constrained version, non-smooth NMF (NsNMF), shows a great potential in learning meaningful sparse representation of the observed data. However, it suffers from a slow linear convergence rate, discouraging its applications to large-scale data representation. In this paper, a fast NsNMF (FNsNMF) algorithm is proposed to speed up NsNMF. In the proposed method, it first shows that the cost function of the derived sub-problem is convex and the corresponding gradient is Lipschitz continuous. Then, the optimization to this function is replaced by solving a proximal function, which is designed based on the Lipschitz constant and can be solved through utilizing a constructed fast convergent sequence. Due to the usage of the proximal function and its efficient optimization, our method can achieve a nonlinear convergence rate, much faster than NsNMF. Simulations in both computer generated data and the real-world data show the advantages of our algorithm over the compared methods.
I. INTRODUCTION
Nonnegative matrix factorization (NMF) is a classic problem and it is recently popularized by Lee and Seung [1] . It aims to decompose a nonnegative matrix V into the product of two low-rank nonnegative factor matrices W and H approximately, i.e., V ≈ WH. This provides a powerful tool to learn dimensionality reduced and part-based data representation. As a result, it has attracted seamless attention during these years [2] - [7] .
Regarding the NMF algorithms, a simple method using multiplicative update rule is introduced in [8] . It is easy to implement but converges slowly, as the used gradient is of first order. Yet, its solution is not necessarily a stationary point. To improve this method, the active set based algorithm is provided to speed up convergence in [9] , but it faces the numerical instability problem. On the other hand, the projected gradient based method in [10] can get a stable solution. However, this method still suffers from a slow convergence rate. There exist some other advanced NMF methods, such as the accelerated schemes [11] , the symmetric NMF [12] , [13] , the separable NMF [14] , and the low-rank factorization algorithms [15] , [16] . A common problem of the methods in [8] - [16] is that they does not necessarily generate a needed solution.
To obtain the factor matrices with desired features, the constrained NMF algorithms are developed for different applications. In [17] , NMF with sparse constraint is given to generate solution with different sparsity levels, which is quite useful in data analysis. In [18] , the volume constraint based NMF is designed for solving blind source separation problem. In [19] , the label information constraint based NMF is applied to image representation, and the regularized NMF algorithm is summarized in [20] .
Recently, a new constrained version, non-smooth NMF (NsNMF) [21] , shows a great potential in learning meaningful representations of the collected data. It generates sparse solutions by using a non-smooth factor. Also, it can decompose the given data into nonoverlapping parts, more meaningful than traditional sparsity. However, the convergence speed of this method is slow, as it utilizes the traditional multiplicative update rule in [8] .
In this paper, a fast NsNMF (FNsNMF) method is proposed to overcome the aforementioned slow convergence problem. In the proposed method, the widely used alternative optimization scheme is employed, i.e., optimizing one matrix factor with another fixed [6] . For the optimization of each factor, we show that the cost function is convex and its gradient is Lipschitz continuous. Then, a proximal function of the object is designed based on the Lipschitz constant. After that, a fast convergent sequence is constructed to solve this function, and finally obtain the optimal solution to the original cost function. Based on the analysis in [22] - [24] , the used scheme can achieve the nonlinear convergence rate O( 1 k 2 ), greatly speeding up NsNMF with linear convergence rate.
The remainder of this paper is organized as follows. The related NMF models are introduced in Section II, together with the details of the proposed FNsNMF algorithm. In section III, simulation results are provided to illustrate the performance of the proposed algorithm and the compared methods. And conclusions are given in Section IV.
II. FAST NON-SMOOTH NONNEGATIVE MATRIX FACTORIZATION
A new method with nonlinear convergence rate is proposed for solving NsNMF in this Section. We start from the introduction of the NMF and NsNMF models.
A. MODELS
For a given nonnegative matrix V ∈ R m×n + , NMF aims to find two low-rank nonnegative factor matrices W ∈ R m×r + and H ∈ R r×n + with r < min{m, n}, such that their product approximates to V. Mathematically, one often gets W and H by solving the following Euclidean distance based minimization problem [1] , [17] :
where · F denotes the matrix Frobenius norm. To get sparse solutions for more meaningful data representation, a novel scheme is utilized in [21] . In this method, a nonnegative and symmetric non-smoothness factor matrix S ∈ R r×r + is embedded between W and H. Based on this factor, an attractive model is constructed as
with
where I is the identity matrix, 1 is the vector of ones, θ ∈ [0, 1] is a parameter [21] , and the superscript T denotes transpose. Clearly, (2) is equivalent to (1) in the case θ = 0.
It is interesting that the three-factors style of (2) is similar to the model in [25] . However, the constraints to the middle factor are different in these two models. For the optimization of (2), one often utilizes the alternative least square scheme, i.e., optimizing one factor while fixing the other. For notational simplicity, we write f (W, H) as f 1 (H) when W is fixed, and as f 2 (W) when H is fixed. As for the optimization of f 1 (H) (or f 2 (W)), it is natural to use traditional active set method or multiplicative update rule [8] , [9] . However, they suffer from either numerical instability or a slow convergence rate [7] . To design more efficient algorithm for minimizing f 1 (H) and f 2 (W), we further analyze the features of these functions. It is known that they are convex for a given S [8] . Moreover, we have the following lemma.
Lemma 1: The gradient of f 1 (H) is Lipschitz continuous and the Lipschitz constant is L = S T W T WS 2 .
Proof: According to (2), we can calculate the gradient of f 1 (H) (i.e., f (W, H) with fixing W) by
Then, for any two matrices H 1 , H 2 ∈ R r×n + , one can derive that
where U U T is the singular value decomposition of S T W T WS, and tr denotes trace. Let the largest singular value be δ. By some algebra, it can be derived from (5) that
where the last two equations come from the fact that U T U and UU T are identity matrices. From (6), we can find a constant L (e.g., L=δ), such that
Therefore, ∇ H f 1 (H) is Lipschitz continuous and the Lipschitz constant is the largest singular value of S T W T WS, i.e., L = S T W T WS 2 . This completes the proof.
Regarding f 2 (W), according to (2) , it can be written by Since the optimizations to f 1 (H) and f 2 (W) are symmetric, we mainly analyze how to optimize f 1 (H) here. Recall that f 1 (H) is convex and its gradient is Lipschitz continuous. Based on these conclusions and the analysis in [22] - [24] , a fast algorithm with nonlinear convergence rate is designed below.
First, we construct the following proximal function
where L = S T W T WS 2 is the Lipschitz constant and ·, · denotes the matrix inner product. To get the optimal H, denoted byĤ, for the minimization of φ 1 (Y, H), the Lagrange multiplier method is applied. RegardingĤ, the Karush-Kuhn-Tucker (K.K.T.) conditions of (7) are
where ⊗ denotes the component-wise multiplication. Since
, then motivated by [10] , H can be calculated bŷ
where P(Z) projects all negative entries of Z to zero. We further show thatĤ in (9) satisfies the needed K.K.T. condition given in (8) . The analysis includes two cases below:
Substituting (10) to ∇ H φ 1 (Y,Ĥ), it holds that
From (10) and (11), one can conclude that (8) 
One can see that (8) is satisfied again. Thus, the result calculated by (9) satisfies the needed K.K.T. condition. Alternatively, (9) corresponds to the optimal solution for minimizing the cost function φ 1 (Y, H) with respect to H.
Based on the constructed φ 1 (Y, H) above, we introduce how to get H for minimizing f 1 (H). From (9) and the schemes in [23] , at the kth iteration, we have
Given initial values H 0 , β 0 = 1, and let Y 0 = H 0 , one can alternatively update H k , β k , and Y k using (13) . As for the stop criterion, the gradient based tolerance in [10] can be utilized directly. Denoting the final H k to be H * , the optimal H is obtained by
Regarding the optimization of f 2 (W), similar to the approach above, one can first construct the following proximal function φ 2 (X, W) of f 2 (W) on X:
and then get the corresponding W * through updating the sequences below:
Finally, the optimal W is obtained by
Based on the analysis above, the proposed FNsNMF algorithm is summarized as follows:
Step 1: Initialization: give a desired θ and a stop criterion (e.g., the gradient based tolerance [10] ).
Step 2: Update H by (14) .
Step 3: Update W by (17) .
Step 4: If the stop criterion is not satisfied, goto Step 2; otherwise, end.
C. CONVERGENCE RATE AND COMPUTATIONAL COMPLEXITY
In the proposed algorithm, it utilizes the traditional alternative iteration scheme for the update of H and W. We first focus on the convergence in calculating the optimal H and give the following Proposition: Proposition 1: Given initial matrix H 0 and sequence {H k } ∞ k=2 generated by (13) , it holds that 
Let Y = Y k , then based on the first equation in (13), we haveĤ = H k+1 . Let H = H k , then substitute Y,Ĥ, H above to (19), we get
Similarly, substitute Y = Y k ,Ĥ = H k+1 , H = H * to (19), we have
Since β k > 1, ∀k > 0, we multiply β k −1 to both side of (20) and add it to (21), then it holds that
Multiplying both sides of (22) by β k , we have
From the second equation in (13), it holds β 2 k−1 = β 2 k − β k . Then, (23) can be rewritten as
Notably that for any matrices A, B, C, it holds ||B − A|| 2 F + 2 B − A, A − C = ||B − C|| 2 F − ||A − C|| 2 F . And from the third equation in (13), we have (24) can be rewritten as
Since β 0 = 1, then by varying the subscript in (25) from 1 to k − 1, (k ≥ 2) and summing up all these inequalities, we have
Regarding f 1 (H 1 ) − f 1 (H * ) in the left of (26), we substitute Y = Y 0 ,Ĥ = H 1 , H = H * to (19) and get
Substituting (27) to (26), we have
Since Y 0 = H 0 and β k−1 ≥ (k + 1)/2 based on [23] , it holds from (28) that
This finishes the proof. 
, the needed iteration numbers K 1 and K 2 are often small, typically less than r. As a result, our method performs much faster than many other methods with linear convergence rate.
III. SIMULATIONS
In this section, we use both computer generated data and real-world data to illustrate the performance of the proposed FNsNMF method, in terms of the CPU time t used, the factorization error e defined by
and the factors' sparseness S measured by Hoyer's method in [17] , i.e., for V ∈ R m×n + ,
We also compare the performance of our method with that of the traditional NMF method [8] , the NsNMF method [21] , the NeNMF with L1-norm regularization (NENMF-L1R) [7] , and the accelerated NMF method PGLINacc which also utilizes Lin's project gradient [11] . We would like to note that S in (30) should be the identity matrix for evaluating NMF, NeNMF-L1R, and PGLINacc. Each method is implemented using MATLAB R2011b installed in a personal computer with Intel(R) Core(TM) 2.5 GHz CPU, 8 GB memory and Microsoft Windows 8 operational system.
A. COMPUTER GENERATED DATA
In this subsection, the data matrix V is generated by multiplying two rank-50 matrices in 100×50 and 50×1000 (i.e., m = 100, n = 1000), respectively, whose entries are distributed uniformly within [0,1]. To get a highly faithful representation or small e index, the number of the features is set to be 50 (i.e., r = 50). We first test the time cost t and the sparseness degrees of the decompositions. For each compared algorithm, 100 runs are performed, with different initial values. For numerical comparisons, the results with e < 10 −4 and θ = 0.2 are shown here. Table 1 gives the means of the indices e, t, S W , and S H , respectively. From this table, one can see that NsNMF and FNsNMF generate sparser decompositions than NMF and PGLINacc, due to the usage of non-smoothness constraint. Compared with NsNMF, our FNsNMF is much more efficient in computation. Then, we compare the error indices of the above algorithms under different time costs. Fig.1 shows the averaged indices e of each algorithm based on 100 runs. One can see that our method is comparable to NeNMF-L1R, and it has smaller error than the remainder methods at each time instant. Specifically, it is much smaller than that of NsNMF which also utilizes non-smoothness constraint, meaning that the proposed FNsNMF speeds up NsNMF remarkably.
B. CBCL DATA
In this experiment, the real-world CBCL face data set is tested, which can be downloaded from [26] . It contains 2,429 19×19 facial low resolution gray-level images (i.e., m = 381 and n = 2429). Like that in [1] , the feature number is set to be r = 49.
For each compared algorithm, 100 runs with different initial values are performed, and the mean results for reference VOLUME 4, 2016 are given in Table 2 , where the errors are around 0.05 and θ = 0.2. From this table, one can see that the averaged sparsity degrees of the decompositions obtained by FNsNMF and NsNMF are close. They are greater than those of NMF and PGLINacc, indicating the importance of the non-smoothness constraint in generating sparser results. Between NsNMF and the proposed FNsNMF, the latter is much faster than the former. It is worth noting that the mean of S W and S H of NeNMF-L1R is greater than that of NMF and PGLINacc, due to the L1-norm regularization. But it is smaller than that of FNsNMF and NsNMF.
C. COHN-KANADE DATA
In this simulation, we use the proposed method to learn sparse facial features and sparse coefficients to classify human face images, with comparisons to the related methods. This classification is beneficial to facial expression recognition. And we aim at the recognition of two universal expressions: happiness and surprise. The benchmark Cohn-Kanade data set (see also in [27] ) released in 2000 is tested. This data set consists of 486 image sequences from 97 university students aged between 18 and 30 years, where 65% are female students, 15% are African-American, and 3% are from Asia or Latin American. Each image has 30 × 40 pixels, i.e., the dimensionality of the initial data is m = 1200. Fig. 2(a) shows 49 randomly observed images, where the first 25 images are with happiness expression and the remainder 24 images are with surprise expression.
In our experiments, the data dimensionality is reduced to r = 49 by using the compared NeNMF-L1R, NMF, NsNMF, PGLINacc and our FNsNMF, respectively. 50 random experiments are performed. The averaged errors for these methods are all around 0.02, and the averaged CPU-times are 5.3749, 26.3260, 44.3907, 13.9828, and 13.5236, respectively. We also calculate the sparseness degrees of the learned factors. The averaged sparseness degrees of the feature matrices are 0.3454, 0.4137, 0.4215, 0.3705, and 0.4417, respectively. Fig. 2(b-f) show the 49 features learned by these algorithms in a random experiment, respectively. As for the learned coefficient matrices, Fig. 3 shows the sparseness degrees in each experiment. It can be seen that our method generates the sparsest results. Notably that the sparseness is helpful to data storage, code, compression, and transfer. It is also beneficial for clustering and classification [28] . We will further show the effectiveness of the proposed method in classification.
Regarding the classification, we employ the popular support vector machine (SVM) method, and apply it to the low-dimensional data, i.e., the learned H in 50 experiments. The fivefold cross-validation scheme is utilized in the process of classification for each H, i.e., each class data is partitioned into five complementary subsets, and in each iteration (of the total five), one subset is left for testing and the others are used for training. Finally, the classification accuracy of each compared algorithm is obtained by averaging the accuracies in each iteration. Table 3 gives the mean of the classification accuracies (%) in 50 experiments of these algorithms in combination with SVM. From this table, one can see that our method obtains the greatest accuracy index, implying that it is the most effective one among the compared methods.
IV. CONCLUSION
In this paper, a fast non-smooth NMF algorithm, called FNsNMF, is proposed for sparse data representation. Due to the usage of the non-smoothness factor, it obtains sparser decompositions than traditional NMF methods without constraint. Also, by using the proximal function and its highly efficient optimization scheme, the proposed method achieves a nonlinear convergence rate. As a result, it performs much faster than NsNMF which also employs the non-smoothness factor. Both computer generated data and real-world data are tested in the simulations, and the simulation results verify the advantages of our algorithm over the compared methods. In the future work, it is interesting to focus on how to extract common and individual features by using NMF-style methods for high efficient classification [29] . Also, it is meaningful to further analyze the stationarity of the compared algorithms. And this could be explored under the block multi-convex structure of the involved problem, which is proposed and discussed in [30] .
