Abstract. The unsupervised Pappas adaptive clustering (PAC) algorithm is a well-known Bayesian and contextual procedure for pixel labeling. It applies only to piecewise constant or slowly varying intensity images that may be corrupted by an additive white Gaussian noise field independent of the scene. Interesting features of PAC include multiresolution implementation and adaptive estimation of spectral parameters in an iterative framework. Unfortunately, PAC removes from the scene any genuine but small region whatever the user-defined smoothing parameter may be. As a consequence, PAC's application domain is limited to providing sketches or caricatures of the original image. We present a modified PAC (MPAC) scheme centered on a novel class-conditional model, which employs local and global spectral estimates simultaneously. Results show that MPAC is superior to contextual PAC and stochastic expectation-maximization as well as to noncontextual (pixelwise) clustering algorithms in detecting image details. © 2000 Society of Photo-Optical Instrumentation Engineers. [S0091-3286(00) Subject terms: supervised and unsupervised learning; contextual and noncontextual clustering; image segmentation; maximum likelihood and maximum a posteriori classification; Markov random field.
Taxonomy of Image Partition Algorithms
Picture segmentation and classification are two examples of image labeling ͑partitioning͒ problems. We identify as y i the data vector observed at pixel i, which belongs to a 2-D random field ͑image͒ S, such that i͕1,N͖, where N is the total number of pixels. The observed data set y ϭ(y 1 , . . . ,y N ) is also called the incomplete data. In image segmentation ͑classification͒, each pixel i can take one label or status x i ͕1,C͖, where C is the total number of unsupervised categories ͑supervised classes͒. Status x i is ͑not͒ provided with semantic meanings in the case of classification ͑segmentation͒ tasks: e.g., in image classification, pixels assigned to a specific land cover ͑e.g., roads͒ have a clear semantic meaning for human interpretation, while in image segmentation a region has no land cover status linked to it. An arbitrary labeling ͑partition͒ of image S is denoted by xϭ(x 1 , . . . ,x N ), where the image ͑category or class͒ status x is considered hidden, i.e., not observable. Set pair zϭ(y,x) is the so-called complete data set.
Picture labeling ͑segmentation and classification͒ tasks are subjective and context-dependent cognitive processes. In mathematical terms, these processes are ill-posed, i.e., there is no single goal for picture partition algorithms. 1, 2 To make picture labeling a well-posed problem, it is regarded as an optimization task featuring a firm statistic foundation. For example, Bayesian image labeling tries to maximize the joint distribution p͑z͉ ͒ϭ p͑ y,x͉ ͒ϭ p͑ y͉x, ͒p͑ x͉ ͒ϰ p͑x͉y, ͒, ͑1͒
where, by Bayes' theorem, is a set of parameters ͑un-known, to be determined͒ that characterizes the distribution of z, p(y͉x,) is the likelihood or class-conditional distribution of pixel values, p(x͉) is the label field or prior distribution of class labels representing the prior knowledge about the size and shape of regions, and p(x͉y,) is the posterior distribution. In the rest of this paper, we drop the conditioning on for notational convenience. Two major classes of models are used in formulating class-conditional densities p(y͉x), leading to the development of two major classes of image classification algorithms: the class of texture classification algorithms employs spatial correlations to model image textures, while the class of multispectral classification algorithms adopts a spectral class-conditional model when texture information is negligible. 3 In the first classification case, a continuous random field model describes the statistical dependency of a gray level at a lattice point on that of its neighbors, given the underlying classes ͑interpixel feature correlation͒. It may employ the causal autoregressive model, the simultaneous autoregressive model, or the conditional Markov model. [3] [4] [5] [6] Although computationally expensive, the continuous random field model may be preferable to the spectral approach in modeling images featuring distinct texture information. 3, 4 In the second classification case, multispectral classification algorithms are based on the assumption that observed pixel gray values are conditionally independent and identically distributed, given their ͑unknown͒ class labels, i.e., This assumption is adopted in the rest of this paper; it says that no spatial texture, but only multispectral characteristics of classes, are to be employed as discriminating features in the labeling process. 3, 4, 7 This hypothesis becomes increasingly acceptable as the dimensionality of observed data increases, since within regions belonging to a single ground cover spatial correlation has been found to decrease exponentially with the dimensionality of images. 3, 7 A traditional spectral model is that based on a multivariate-normal assumption for the distribution of independent spectral responses, under the hypotheses that each category has uniform intensity and that the image is corrupted by a white Gaussian noise field independent of the scene. 3, 4, [8] [9] [10] [11] [12] When these conditions hold, Equation ͑2͒ is such that
where is the white noise standard deviation expressed in gray level units and (x i ) is the uniform intensity of category x i ͕1,C͖.
In Equation ͑1͒, when states are independent and equiprobable, then
such that maximization of Equation ͑1͒ is called maximum likelihood (ML) estimation. 4 An example of Bayesian ML procedure is the wellknown hard c-means ͑HCM͒ clustering algorithm applied to image segmentation tasks. 13, 14 Since HCM complies with the hypotheses of Equations ͑2͒ to ͑4͒, it is equivalent to a crisp (hard-competitive, nonfuzzy, i.e., each pixel is assigned to only one class, such that x i ͕1,C͖, because a winner-take-all assignment strategy is adopted͒ Bayesian noncontextual (i.e., pixelwise, pixel-by-pixel) ML labeling procedure. Bayesian noncontextual ML labeling algorithms tend to generate noisy ͑salt-and-pepper͒ segmented images. 9 Therefore, to obtain smooth segmentation, Bayesian contextual maximum a posteriori ͑MAP͒ labeling procedures have been developed. They attempt to minimize Equation ͑1͒ while employing contextual information to optimize model parameters of either one or both terms p(y͉x) and p(x), while Equation ͑4͒ does not hold. 3, 4, 9 For example, a Markov random field ͑MRF͒, where each point is statistically dependent only on its neighbors, is often imposed on the spatial distribution of the states p(x) to enforce spatial continuity in pixel labeling ͑interpixel class dependency, see Refs. 4, 5, 7 to 10, and 12, and for a general overview of MRF models, refer to Ref. 15͒ . This underlying MRF model can be considered a ''stabilizer'' in the sense of the regularization theory, 4 which helps in solving otherwise ill-posed problems. 16 An example of Bayesian contextual MAP procedure is the iterative conditional mode ͑ICM͒ algorithm, 10 which tries to minimize Equation ͑1͒ based on hypothesis ͑2͒ to reduce the computational complexity of the minimization task. 3 If the 2-D random field ͑stochastic process͒ p(x) is any locally dependent MRF then to the use of estimated label assignments from the previous iteration in the current iteration, such that batch label updating can be enforced at the end of each raster scan. Thus, ICM is an iterative suboptimal Bayesian MAP procedure that guarantees convergence to a local maximum of p(x͉y) in just a few batch processing cycles ͑about six 10 ͒. Then, ICM must be started with a good initialization of the label scene x, which is often provided by a Bayesian noncontextual ML classifier such as HCM. 10 When textures can be discriminated over large regions, i.e., over regions containing many pixels, as is likely in high resolution images, ICM is likely to be trapped 3, 6 in a local minimum of the cost function in Equation ͑1͒. Moreover, ICM has been criticized for its heavy dependence on initial classification, and because it ignores the soft membership ͑degree of compatibility͒ with which a pixel may be associated to more than one class. 10, 18 With regard to Equation ͑5͒, MRF parameters, i.e., the neighborhood size and the clique potentials, control the model capability of detecting image structures, based on structures' shape and size ͑e.g., linear elements 19 ͒. In the literature, several MRF parameter estimation strategies can be found, where MRF parameters are either user-defined or data-driven on an a priori basis, i.e., by means of off-line, 8, 10, 20 or on-line 10 parameter estimation techniques employing supervised data ͑i.e., known ground truth data͒. In Ref. 20 , the most appropriate neighborhood system for the pixel under analysis is estimated to preserve image details based on supervised data. In Refs. 4 and 12, soft esti-mates of distribution parameters are computed via the expectation-maximization ͑EM͒ algorithm. 21, 22 In Refs. 5 and 23, coarse-to-fine multiresolution segmentation approaches are proposed while no adaptive neighborhood is employed, although in Ref. 6 clique potentials are fixed as a function of scale. The multiresolution segmentation algorithm proposed in Ref. 6 is found to be less likely to be trapped in local minima than the ICM algorithm, 10 since, at each resolution, regions are classified and used to guide finer resolutions. To summarize, adaptive and multiresolution approaches to parameter estimation appear to be highly desirable in contextual labeling algorithms exploiting MRF models. By analogy, these properties should also hold true in unsupervised learning frameworks, where no supervised data are available for training the fitting model.
Algorithms for Image Segmentation
When only observables y i , iϭ1, . . . ,N, are available, several ͑unsupervised͒ image segmentation algorithms can be found in the literature. [24] [25] [26] In the context provided by Section 1, the Pappas adaptive clustering ͑PAC͒ algorithm for image segmentation, 9 which is a Bayesian contextual MAP procedure exploiting an adaptive and multiresolution estimate of system parameters, can be considered interesting. PAC's functional features are summarized below. 9 Therefore, PAC is more robust ͑insensitive͒ than HCM to changes in the userdefined number of input clusters. 9 3. It employs a multiresolution framework where an MRF two-point clique potential ͑smoothing parameter͒ is automatically adapted to the scale level. Multiresolution analysis has been proved 9 to speed up the computation and improve the performance of PAC. 4. The main deficiency of PAC is that it removes from the scene any genuine but small region whatever the user-defined smoothing parameter may be. As a consequence, its application domain is limited to providing sketches or caricatures of the original image. 9 The goal of this paper is to present a modified version of the PAC ͑MPAC͒ segmentation scheme that improves the pattern-preserving capability of PAC without employing any MRF model supporting special features ͑e.g., thin lines 19 ͒. This objective is feasible because, as underlined by several authors, 3, 9 an MRF model by itself is not very useful unless we provide a good model for class-conditional density. On a test set of images we intend to compare PAC and MPAC against existing segmentation techniques featuring a wide variety of functional properties. These existing techniques are ͑1͒ well-known ͑noncontextual͒ clustering algorithms, such as HCM and the self-organizing map 27 ͑SOM͒; ͑2͒ the simulated annealing ͑SA͒ procedure, 28 which is a general purpose approach for detecting the absolute minimum of a cost function, employed to converge to the global minimum of a nonadaptive version of Equations ͑1͒ and ͑3͒, i.e., system parameters are fixed during processing, while contextual information is employed exclusively to model the label field p(x), i.e., this information is ignored in the spectral class-conditional model of Equation ͑3͒; and ͑3͒ a slightly modified version of the stochastic expectation maximization ͑SEM͒ algorithm, 12 which is a soft labeling Bayesian contextual procedure and therefore complementary to hard labeling Bayesian contextual PAC and MPAC processing schemes.
Since HCM and SOM are ͑noncontextual͒ clustering algorithms, their presentation is beyond the scope of our paper, which focuses on image segmentation algorithms exploiting contextual information. For more details on the standard and well-known SA schedule we also refer the reader to the existing literature ͑e.g., see Ref. 28͒ . With regard to SEM, since many readers may not be familiar with it, and since our version of SEM is slightly different from the published one, a complete section of this work is dedicated to its presentation. This paper is organized as follows: Section 3 presents a nonadaptive Bayesian contextual MAP cost function for image segmentation, to be minimized with SA; Section 4 reviews the PAC algorithm; in Section 5, the MPAC scheme is proposed; in Section 6 the SEM soft labeling procedure is summarized. Experimental results are discussed in Section 7; conclusions are presented in Section 8.
Realization of a Nonadaptive Bayesian Contextual MAP Segmentation Procedure
When the 2-D random field ͑stochastic process͒ p(x) is any locally dependent MRF, then Equation ͑5͒ holds. If pair-wise interactions in a second-order MRF p(x) are considered exclusively ͑i.e., three-and four-point cliques are ignored͒, and a single smoothing parameter ͑two-point clique potential͒ ␤Ͼ0 is employed ͑i.e., all neighbor pairs are treated equally͒, then, 9,10,15
where ␣(x i ), related to one-point clique potentials, is the a priori knowledge of the relative likelihood of category assignment x i ͑Ref. 9͒. In the rest of this paper, we consider ␣(x i )ϭ0, ᭙x i ͕1,c͖, i.e., all pixel states are assumed to be equally likely. Counter û i (x i ) is the current number of 8-adjacency neighbors of i having label x i and is termed ''self-aura measure.'' 17 This measure increases when the separability between cluster types ͑which can be related to pure substances or fluids͒ increases, i.e, when the common boundary between different clusters decreases. Complementary to the self-aura measure is the ''cross-aura measure,''
. By combining Equations ͑3͒ and ͑7͒ with the log of Equation ͑6͒
we obtain the final form of the suboptimal iterative solution to the maximization of Equation ͑1͒, which is
where ␥ϭ1/2 2 is the free parameter controlling the amount of detail detected by the algorithm ͑which increases as decreases͒, while ␤ is fixed. Vice versa, if ␥ is fixed to 1 then ␤ is considered the free parameter such that ␤ ϰ 2 . This is the case considered in the rest of this paper. In fact, coefficients ␥ and ␤ are inversely related: reducing ␥ ͑increasing ͒ while ␤ is kept constant is equivalent to increasing ␤ while ␥ is kept constant, and vice versa. 9 If increases, then Equation ͑8͒ finds a solution diminishingly close to the raw data. If ϭ0 ͑noiseless case͒, then ␤ϭ0, i.e., Equation ͑8͒ is equivalent to a Bayesian noncontextual ML classifier. The first term on the right side of Equation ͑8͒, called the error term, 16 constrains intensity of the region ͑label͒ type (x i ) to be close to observed data y i , i.e., it represents the goodness of fit of the region type to the data. 10 The second weighted term on the right side of Equation ͑8͒ estimates the degree of smoothness of the solution, which increases with the spatial continuity in pixel labeling.
With regard to system parameter adapation in Equation ͑8͒, in Ref. 10 , it is noted that the exact value of weight ␤ is usually unimportant with ICM if smaller values are used on earlier iterations, so that at an early stage the algorithm follows the data, while at later stages the algorithm follows the region model. 9 However, in many practical applications, ␤ is kept constant, 6,9,10 because the schedule needed for changing this parameter would require additional free parameters that are generally image dependent. 6 If the 2-D stochastic process p(x) is to support special features such as thin lines, then pairwise interaction models do not suffice, and smoothing parameters ␤s, as well as neighborhood size, must be adapted depending on the type of scene and, possibly, on local image properties. 10, 19, 20 If SA is applied to minimize Equation ͑8͒ where ␤ is kept constant, then SA converges to a global minimum, i.e., it provides an optimal, nonadaptive, hard-competitive, Bayesian, contextual, MAP segmentation procedure. According to the principles of simulated annealing, the chance of random label assignments decreases as temperature T decreases. 28 At each iteration, T is lowered by a constant cooling rate ␦. Pixels are visited according to a raster scan and updated in batch ͑synchronous͒ mode at the end of each cycle. 10 Unfortunately, SA is expected to converge much too slowly to be practically useful. 6 SA optimal minimization of Equation ͑8͒ when parameter ␤ is fixed, i.e., system parameter ␤ is nonadaptive, will be included in the set of existing techniques, featuring complementary functional features, against which suboptimal and adaptive MPAC must be compared.
Pappas Contextual Clustering for Image Segmentation
As already mentioned in Section 2, PAC applies only to piecewise constant or slowly varying intensity images, i.e., smooth images with little useful texture information, that may be corrupted by an additive white Gaussian noise field independent of the scene. 9 In PAC, Equation ͑8͒ becomes
where ␥ϭ1/2 2 is the free parameter, while ␤ is fixed to 0.5. Vice versa, if ␥ is fixed to 1 then ␤ becomes the free parameter such that ␤ϭ 2 . In Equation ͑9͒ the spectral model for class-conditional density is adaptive and contextual. It employs a slowly varying intensity function W i (x i ) estimated as the average of the gray levels of all pixels that currently belong to region type x i and fall inside a window W i which is centered on pixel i. The window size decreases monotonically as the algorithm approaches convergence to guarantee robust estimation of intensity functions as the segmentation becomes progressively more sensitive to local image properties. 9 Exploitation of a decreasing window size should mitigate deficiencies in crisp label assignments. 4 When the number of pixels of type x i within window W i is less than window width W i,w , then estimate W i (x i ) is not considered reliable and pixel i cannot be assigned to region type x i . Thus, isolated regions with area smaller than W i,w are removed by the clustering algorithm. As shown in Ref. 9 , the new spectral model of the error term proposed in Equation ͑9͒ makes PAC more robust than HCM in the choice of the number of clusters, 29 because regions of entirely different intensities can belong to the same category as long as they are separated in space.
In Ref. 9, a PAC hierarchical multiresolution implementation is proposed to reduce the amount of computation. This implementation constructs a pyramid of images at different resolutions by low pass filtering and decimating by a factor of 2. At each level in the pyramid, the algorithm uses the segmentation generated at the previous level, expanded by a factor of 2, as a starting point. Additive noise standard deviation is reduced by half when the resolution level decreases, i.e., parameter ␤ reduces by a factor of four ͑while ␥ is kept fixed to 1͒, then the algorithm follows the data at low resolution stages. This multiresolution approach, besides reducing computation time, may improve feature-preserving capability ͑for details, refer to Ref. 9͒. The PAC iterative scheme at a given resolution level is shown in Fig. 1 . For implementation details on reducing computation time in estimating the local intensity averages, refer to Ref. 9.
Modification of Pappas' Algorithm
Our main objective is to improve the ability of the PAC processing scheme in preserving small but genuine details. Based on heuristics, we propose the following cost function as an adaptation of Equation ͑9͒,
͑10͒
such that 
SEM Algorithm
From an information processing perspective, hardcompetitive PAC and MPAC, enforcing a winner-take-all assignment strategy, are expected to be less effective than ͑fuzzy͒ segmentation algorithms employing soft decisions in estimating pixel labels. An interesting example of an iterative suboptimal segmentation method exploiting soft pixel labeling is the SEM algorithm. 12 The traditional EM algorithm performs maximum likelihood estimation of parameters for some observed incomplete data set ͑for more details on EM, refer to Refs. 13, 21, and 22͒. SEM is a contextual adaptation of the EM algorithm applied to maximize the joint probability of an observed incomplete data distribution modeled as a Gaussian mixture. Based on the observation that adjacent pixels are likely to belong to the same region ͑label͒, priors in the original EM algorithm are modeled as a second-order MRF in SEM. The presented version of SEM differs from its published version in assuming that the Gaussian mixture of observable data is isotropic and in some changes underlined below ͑for direct comparison of SEM with the EM equations for an isotropic Gaussian mixture, see Ref. 13 , p. 67͒.
Step 0. Initialize Gaussian parameters ͓ c (tϭ0) , c (tϭ0) ͔, cϭ1, . . . ,C, and local priors ␣ i,c (tϭ0) , iϭ1, . . . ,N, c ϭ1, . . . ,C, where N is the total number of pixels and C is the total number of class labels.
Step 1 (E step). Posterior probability estimate.
such that isotropic Gaussian IG͑•͒ is a class-conditional likelihood ͑goodness of fit͒ equal to
where d is the dimensionality of the pixel intensity space.
Step 2 (M step). Label mean estimate.
Step 3 (M step). Label variance estimate.
, cϭ1, . . . ,C.
͑16͒
Step 4 (M step). Estimate of local prior probability ͑this local versus global computation is the main difference between SEM and traditional EM for isotropic Gaussian mixtures͒.
where s j ϭs j(i) is a pixel belonging to a second-order neighborhood system N i centered on pixel i, while the twopoint clique potential ␤ i,s j is equal to Step 5. If termination is not reached, return to Step 1.
To stress the relationship with the EM algorithm, observe that by replacing Equation ͑17͒ with
and symbol ␣ i,c (tϩ1) in Equation ͑13͒ with ␣ c (tϩ1) , the classical EM algorithm for isotropic Gaussian mixtures is recovered. Finally, note that, unlike PAC and MPAC, SEM requires no smoothing parameter, i.e., it is easier to use.
Quantitative Evaluation of Segmentation
Most picture partitions are evaluated visually and qualitatively on a subjective, perceptual basis. This is due, among other things, to the fact that traditional supervised measures employed in image processing tasks, such as the mislabeling rate, are global statistics unable to account for local visual properties. For example, the segmentation of a crossboard picture may improve when the number of small holes decreases even when its mislabeling rate actually increases. 23 Therefore, these global statistics cannot be employed for quantitative evaluation of picture segmentation. 30 Since no single segmentation goal exists because of the subjective appraisal of continuous perceptual features, a system developed to compare segmentation results must employ 1, 2 : ͑1͒ an entire set of measures of success ͑termed battery test͒ to account for the fuzziness of perceptual segmentation; ͑2͒ a test set of images to enable exploitation of supervised data, i.e., of a priori knowledge about the objects in a scene, so that the external environment ͑supervisor͒ provides the generic ͑vague͒ segmentation task with an explicit goal; and ͑3͒ a set of existing techniques against which the proposed algorithm must be compared.
Let us start by defining the battery test. As we are dealing with image segmentation algorithms that minimize a given cost function, i.e., algorithms that are well-posed and feature one explicitly defined segmentation objective, this function is included in the battery test. Other statistics that are considered in the segmentation comparison are average value of the error term, number of cycles required to reach convergence, number of label replacements and number of misclassified pixels when ground truth data are available. Note that computation time is not considered in the battery test since MPAC and PAC share the same hierarchical multiresolution implementation, which significantly reduces the amount of computation.
The test set of images must consist of a sufficient number of real and standard data sets capable of demonstrating the potential utility of MPAC, i.e., these images must feature piecewise constant or slowly varying intensity. We selected a standard achromatic human face ͑''Lena''͒, a three-band Satellite Pour l'Observation de la Terre ͑SPOT͒ high resolution visible ͑HRV͒ image, and a tomographic image provided with supervised data fields. Because of difficulties in comparing alternative classification procedures in a meaningful way, the first application uses a face as opposed to natural scenes because we know what a face looks like and can therefore judge the results of the clustering algorithm intuitively.
To demonstrate its potential utility in different image segmentation applications, MPAC is compared against existing techniques. These are general purpose ͑noncontex-tual͒ clustering algorithms as well as contextual image segmentation algorithms based on probabilistic theory and featuring a wide variety of functional properties. Existing techniques employed for comparison are 1. ͑noncontextual͒ clustering algorithms such as HCM, which is a Bayesian noncontextual ML labeling procedure ͑see Section 1͒, and SOM, whose description is beyond the scope of this paper. 13, 27 2. SA, which is a general purpose minimization approach, employed to detect the absolute minimum of Equation ͑8͒ ͑Ref. 28͒. This segmentation approach is optimal, nonadaptive, spectral, hard-competitive, Bayesian, contextual, MAP ͑see Sections 1 and 3͒. 3. SEM, which is suboptimal, adaptive, spectral, softcompetitive, Bayesian, contextual ͑see Section 6͒. 4. PAC, which is suboptimal, adaptive, spectral, hardcompetitive, hierarchical, Bayesian, contextual, MAP, like MPAC ͑see Sections 4 and 5͒.
Standard Image Application
The standard achromatic input image of ''Lena'' is shown in Fig. 3 . Six category templates are fixed by a photointerpreter: (1)ϭ68 ͑corresponding to surface classes: wall shadow, hair͒, (2)ϭ100 ͑hair͒, (3)ϭ143 ͑wall, hat͒, (4)ϭ160 ͑skin͒, (5)ϭ190 ͑hat͒, and (6)ϭ213 ͑wall, skin͒. This set of templates is larger than suggested in Ref.
9, where two to four clusters were employed to obtain caricatures of the original images. These templates are input to noncontextual HCM to provide segmentation algorithms under testing with an initial segmentation to start from. To highlight functional differences between procedures SA, PAC and MPAC, relating to Equations ͑8͒, ͑9͒ and ͑10͒ respectively, free parameter ␤ is kept low (␤ϭ0.5).
Case 1: SA. According to the principles of simulated annealing, the chance of random label assignments decreases as temperature T decreases. 28 At each iteration, T is lowered by a constant cooling rate ␦. Pixels are visited according to a raster scan and updated in batch ͑synchro-nous͒ mode at the end of each cycle. 10 Figure 4 shows the output of the SA algorithm exploiting parameters Tϭ800, ␦ϭ0.95, ␤ϭ0.5, t max ϭ150, where t max is the epoch at which the algorithm is stopped. 28 Since weight ␤ of the term enforcing spatial continuity in pixel labeling in Equation ͑8͒ is small, then, as expected, minimization of Equation ͑8͒ provides a segmentation result quite similar to that generated by HCM at the initialization step. For this reason the initial segmentation provided by HCM is not shown. Figures 5 and 6 show the plots of the mean value of Equation ͑8͒ and the percentage number of replacements per pixel ͑multiplied by factor 100͒, respectively. All plots are in terms of the epoch number. Since ␤ is small, i.e., the algorithm follows the data rather than the region model, then minimization of Equation ͑8͒ is mostly focused on minimization of the error term. In agreement with this observation, the mean value of the error term in Equation ͑8͒ was found to be almost identical to the mean cost shown in Case 2: SEM. Figure 7 shows the output image of SEM, which employs no user-defined smoothing parameter. SEM reaches convergence after about 10 iterations: this is shown in Fig. 8 where the average value of posterior probabilities based on hard label decisions is adopted as a possible measure of convergence. Overall, clustering shown in Fig. 7 seems satisfactory by featuring smooth boundaries while image details are preserved. However, a comparison of Fig. 7 Output of the SEM algorithm applied to Fig. 3 . SEM parameter is: t max ϭ150.
Figs. 4 and 7 reveals that SEM preserves small image regions that are blob-like ͑see the woman's eyes͒, but tends to remove thin but genuine string-like regions that were detected by the initial c-means clustering step ͑see the woman's hat͒. Final templates estimated by the SEM algorithm are reported hereafter: (1)ϭ68.9, (2)ϭ109.0, (3)ϭ139.4, (4)ϭ159.7, (5)ϭ182.3, and (6) ϭ205.4.
Case 3: PAC. Figure 9 shows the output of the PAC algorithm exploiting parameters ␤ϭ0.5 and t max ϭ150. Figures 10 and 11 provide meaningful plots of this PAC application at full resolution. These figures show that PAC reaches convergence after about 10 iterations, although the cost function tends to oscillate once its asymptote has been reached. Since weight ␤ of the term enforcing spatial continuity in pixel labeling is small, then minimization of Equation ͑9͒ is mostly focused on minimization of the error term. This was proved by measuring, in Equation ͑9͒, the mean error term as a function of the processing epoch; this function, which is not shown, was found to be almost identical to the mean total cost shown in Fig. 10 . Although the error term in PAC is designed to preserve local details better than the error term in Equation ͑8͒, small details are washed out in Fig. 9 while they are well preserved in Fig.  4 . This phenomenon must be caused exclusively by the PAC policy of removing all regions whose size is smaller than the width of the estimation window. To be compared with initial centroid values, final templates estimated by the PAC algorithm are reported hereafter: (1)ϭ70.4, (2) ϭ107.9, (3)ϭ138.3, (4)ϭ160.7, (5)ϭ185.8, and (6)ϭ205.6. Fig. 9 Output of the PAC algorithm applied to Fig. 3 . PAC parameters are: ␤ϭ0.5, and t max ϭ150. Case 4: MPAC. Figure 12 shows the output of the MPAC algorithm exploiting parameter ␤ϭ0.5 and t max ϭ150. Small details are preserved better in Fig. 12 than in Figs. 4, 7 and 9 ͑see the woman's hat and left eye͒. Figures  13 and 14 provide meaningful plots of this MPAC application at full resolution. MPAC reaches convergence after about 10 iterations. To be compared with initial centroid values, final templates estimated by the MPAC algorithm are (1)ϭ69.0, (2)ϭ107.2, (3)ϭ138.3, (4) ϭ160.9, (5)ϭ186.0, and (6)ϭ206.9. Note that these mean values are similar to those detected by PAC, although the two algorithms account for local visual properties quite differently. To compare the smoothing properties of MPAC with those of SEM, MPAC was run with input parameters ␤ϭ9 ͑ϭ3 gray levels͒ and t max ϭ10. This run generates the output image shown in Fig. 15 , to be compared with Fig.7 . Smoothness of borders ͑i.e., the length between common boundaries of different clusters͒ in Fig. 15 is comparable to that shown in Fig. 7 ͑see the background wall͒, while MPAC maintains its ability to detect small blob-like and thin string-like regions that have been removed from Fig. 7 ͑see the woman's hat and left eye͒.
Note. As expected, SA reaches termination much more slowly than SEM, PAC and MPAC. Moreover, segmentation effectiveness of Equation ͑8͒ being minimized by SA is kept low by the fact that spectral model parameters are nonadaptive. These theoretical obervations, combined with experimental results in the standard image application, discourage the use of SA in further experiments. Fig. 15 Output of the MPAC algorithm applied to Fig. 3 . MPAC parameters are ␤ϭ9 and t max ϭ10.
Unsupervised Satellite Image Application
A multispectral SPOT HRV image of the city of Porto Alegre ͑Rio Grande do Sul, Brazil͒, acquired on Nov. 7, 1987 , is employed. Spectral bands are green, red and near IR ͑see Fig. 16͒ , respectively. We underline the presence of three bay bridges linked to the large island in the upper left-hand corner of this image. A zoomed area around the city airport extracted from Fig. 16 is shown in Fig. 17 , where a large number of genuine, structured and thin regions are visible. Without explaining in detail what physical correspondences a desirable segmentation algorithm should produce, we focus our qualitative comparison on how well SEM, PAC and MPAC ͑SA is ignored, see Section 7.1͒ account for local visual properties such as these small structured regions, either blob-or string-like. Eight category templates are fixed by a photointerpreter: (1) (8) ϭ(57, 51, 62) ͑houses͒. These templates are input to noncontextual HCM to provide the segmentation algorithms under testing with an initial segmentation to start from. To relate the segmentation performance of SEM, PAC and MPAC to their initial condition, the HCM output image is shown in Fig. 18 , where one bridge out of three is completely missing. The zoomed area taken from Fig. 18 and corresponding to Fig. 17 is shown in Fig. 19 . This clustered image shows the presence of several isolated labels which are typical of salt-and-pepper noncontextual classification. To highlight functional differences between PAC and MPAC, free parameter ␤ in Equations ͑9͒ and ͑10͒ is set to zero ͑therefore, Equation ͑8͒ becomes equivalent to the cost function minimized by HCM, leading to Fig. 18͒ . For all algorithms, parameter t max is fixed at 20.
Case 1: SEM. Figure 20 shows the output of the SEM algorithm after 20 processing epochs, while Fig. 21 depicts the zoomed area extracted from Fig. 20 and corresponding to Fig. 17 . Both images show that small blob-like areas and thin string-like structures have been removed ͑e.g., the bridges͒, while only a few thick linear regions are left. Our conclusion is that SEM seems incapable of preserving high resolution image details, especially when these are thin but genuine string-like structures. Final templates estimated by the PAC algorithm are (1) Case 2: PAC. Figure 22 shows the output of the PAC algorithm exploiting parameters ␤ϭ0 and t max ϭ20. The asymptote of the cost function ͑9͒ is reached after about 20 iterations at full resolution. Figure 23 shows the zoomed area extracted from Fig. 22 and corresponding to Fig. 17 . Although the smoothing parameter has been disactivated, small but genuine details ͑blob-or string-like͒ are lost. This undesired effect is totally due to the fact that PAC does not allow pixel assignments to a class whose local statistics are considered unreliable. Final templates estimated by the PAC algorithm are (1) Case 3: MPAC. Figure 24 shows the output of the MPAC algorithm exploiting parameters ␤ϭ0 and t max ϭ20. The asymptote of the cost function of Equation ͑10͒ is reached after about 15 iterations at full resolution. Figure  25 shows the zoomed area extracted from Fig. 24 and corresponding to Fig. 17 . In Fig. 25 , many isolated pixels, rather than being filtered out, as occurred in Fig. 23 , have been linked to neighboring pixels featuring similar spectral signatures. Figure 24 features not only overall increased sharpness with respect to initial conditions depicted in Fig.  18 , but also includes ͑recovers͒ several image details that were completely absent in Fig. 18 ͑e.g., the third bridge͒. 
Supervised Medical Image Application
A different experiment, consisting of a supervised medical image application, is set up as follows. A multipleprototype classifier 31 is implemented as a two-stage hybrid classification system. 32 It consists of a ''hybrid'' sequence of an unsupervised ͑data-driven learning͒ first stage, implemented as a clustering algorithm, followed by a supervised ͑error-driven learning͒ second stage exploiting a majority vote mechanism, i.e., relating each cluster to the class having the largest number of representatives inside the cluster. 13 A SOM is employed as a well-known and efficient first stage per-pixel ͑noncontextual͒ clustering scheme. 27 A three-band magnetic resonance image ͑MRI͒ of a horizontal section of a brain is shown in Figs. 26-28 ͑band 1: T1 MP-RAGE; band 2: T2 spin-echo, SP; band 3: proton density, PD͒. Regions belonging to six classes ͑tissues͒ of interest are manually selected by expert photointerpreters.
These classes are ͑see Fig. 29͒ white matter, gray matter, cerebral spinal fluid, lesions, background, other ͑bone, fat, thalamus: white͒.
SOM is employed to extract 22 clusters ͑i.e., statistical regularities͒ from the MRI 3-D histogram. Then, each region ͑label͒ type is assigned to one supervised class by majority vote. All categories relating to the same class form a so-called metacategory, i.e., six metacategories are formed ͑one for each class͒, as shown in Fig. 30 . Next, cluster centers detected by noncontextual SOM are used as input by contextual MPAC whose smoothing parameter ␤ in Equation ͑10͒ is set to zero to avoid user interaction. Finally, each region type recomputed by MPAC is related to one supervised class by majority vote. Six new metacategories are formed, as shown in Fig. 31 . Tables 1 and 2 show that, without requiring any additional system parameter, the sequence of noncontextual ͑pixel-based͒ SOM with contextual MPAC enables an improvement in the average classification performance of the two-stage classifier. Analogous results have been obtained when eleven classes of interest are selected in the MRI image ͑SOMϩMPAC average classification performance scoring 64.3 versus 61.5% of SOM͒, and when satellite images provided with ground truth regions are classified.
Conclusions
Unsupervised PAC and MPAC procedures are both suboptimal, adaptive, spectral, hard-competitive, hierarchical, Bayesian, contextual, MAP segmentation algorithms for piecewise constant or slowly varying intensity images. MPAC differs from PAC in its spectral class-conditional model where global and local estimates of intensity averages are employed simultaneously. Advantages of MPAC with respect to other segmentation algorithms found in the literature are that ͑1͒ by enabling the same region ͑label͒ type to feature different intensity averages in different parts of the image, as long as they are separated in space, MPAC is less sensitive to changes in the user-defined number of input clusters than ͑noncontextual͒ clustering algorithms ͑see Section 2͒; and ͑2͒ although it employs no MRF model supporting special image features ͑e.g., thin lines͒, MPAC preserves image details better than HCM, SEM, PAC and the SA algorithm employed to minimize Equation ͑8͒ ͑see Section 7͒. In unsupervised image processing, a possible use of the proposed class-conditional spectral model is ͑1͒ in cascade to any noncontextual clustering algorithm, e.g., HCM, SOM or LBG-U ͑Ref. 33͒ ͑see Section 7.3͒; and ͑2͒ in Bayesian segmentation algorithms based on suboptimal approaches.
Theoretical failure modes and limitations of the MPAC algorithm are 1. MPAC applies only to images with little useful texture and additive Gaussian noise independent of the scene ͑see Sections 2 to 5͒. 2. It is incapable of detecting outliers, which may affect the estimate of spectral parameters. This problem is related to the fact that MPAC employs hard rather than soft decision rules. 4, 12 Future developments of MPAC should employ soft decision strategies in pixel labeling to identify pure pixels, mixed pixels and misclassified cases, this information being necessary in map accuracy assessment and/or for directing ground surveys. 12, 34 3. Although it is less sensitive ͑more robust͒ to changes in the user-defined number of input clusters than traditional ͑noncontextual͒ clustering algorithms, MPAC is still a suboptimal clustering procedure sensitive to initial conditions ͑see Section 2͒. Therefore, one main issue in user interaction with MPAC remains the choice of the number of clusters to be detected. 5, 29 4. It exploits a higher degree of heuristics than PAC, i.e., MPAC features a statistical framework, which is somehow less rigorous than that featured by PAC. 
