. As distinct from liquids, granular heaps are stationary as long as the top surface is at a slope less than the "angle of repose," Or. No avalanches spontaneously occur until the slope is increased above the "maximum angle of stability," Om. When the slope is increased slightly above Om, grains begin to flow and an avalanche of particles occurs (Fig. IB) . However, instead of uniform motion throughout the sample, as expected in ordinary fluids, all of the motion occurs in a relatively thin boundary layer near the surface, which appears blurred. Between Or and Om is a region ofcomplex, bistable behavior in which the material can be either stationary or flowing depending on how the pile was prepared.
There is also unusual behavior in a second simple configuration: a container filled with granular material up to a height, h. In a normal liquid, the pressure at the bottom of a filled vessel is proportional to the height of the liquid. In the case of granular material the pressure at the bottom ofa sufficiently tall structure is independent ofh because the friction of the particles along the wall of the container is sufficient to withstand the weight of the extra mass placed on its top. For this reason, in an hourglass filled with fine sand there is an approximately linear relation between filling height and draining time. Granular materials also show a phenomenon known as arching (or vaulting). In the building of a cathedral, the careful placement of a keystone at the top of an arch enables the creation of a vast empty space. Likewise, in a random configuration of grains, there will be places where arches appear naturally, leaving empty regions below. Granular material is inherently inhomogeneous, and the force network providing the stability of the system is nonuniform.
We have long been accustomed to divide matter into gases, liquids, and solids. Granular materials cut across these predefined boundaries. An example is the transition from solid-to liquid-like behavior in Fig. 1 . Sometimes granular materials behave in a manner different from that observed in all of the other classifications. Consider: sound propagates without much distortion in a gas; sound propagates equally well in a liquid and a solid. Even though individual sand grains are solid, the propagation of sound in granular materials is qualitatively different.
Many industries, such as the pharmaceuticals industry, depend on the processing ofpowders; the construction ofhighways, levees, and dams depends on the manipulation of large amounts of gravel and sand; bulk commodities from flour and grain to coal are transported, processed, and stored. Central to the design of the equipment for handling these materials are the flow and equilibrium properties of granular matter. In order to provide vibration isolation or shock absorption, structures often are embedded in containers filled with sand. In addition, a number of geological processes such as landslides, snow avalanches, and, to some extent, plate tectonics fit within the framework of granular materials.
Sandpiles have served as a macroscopic metaphor for thinking about many microscopic systems that are marginally stable. Analogies have been made to the motion of flux lattices in a superconductor and to relaxation in spin glasses; there are likely parallels to the physics of Josephson junction arrays and charge-density wave systems. In this way, the physics ofgranular materials touches a wide variety of phenomena that are still only partially understood. This article is not a comprehensive review of all aspects of granular materials, and we do not deal in detail with the area ofrapid granular flow, which has been comprehensively reviewed (1) (2) (3) . The unusual properties of these materials have also made this a subject of interest for science education (4). Fig. 1 . A pile of mustard seeds (A) on the verge of and (B) during an avalanche. The pile was stable until the slope was increased above the maximum angle of stability. The finite-depth layer of seeds participating in the avalanche is the blurred region in the photograph. 1524 An Unusual State of Matter At first sight, the physics of a sandpile should be simple. Obviously, the masses of the individual particles are so large that classical mechanics is all that is relevant to their dynamics, and the thermal energy, kBT, is unimportant (kB, Boltzmann's constant; T, temperature). Also, the forces between the grains are often only repulsive, and there is negligible cohesion. Furthermore, the shape of the particles in many cases does not effect the qualitative behavior of the material, so they can be treated as point-like objects. Finally, a pile consists of many particles, so statistical methods should be applicable. What, then, makes the physics of these materials unusual?
It is tempting to think of each grain in a granular material as a large molecule in a normal gas or liquid. This approach has problems because it is immediately apparent that the particles are not moving, except due to global flow patterns, and the "temperature" to be used in such a "gas" would be 0 K. Thermal motion at finite temperatures allows many simplifications in our theories of matter. It allows an efficient way of averaging over many different configurations so that one does not have to treat each configuration separately. It is then possible to treat such a system as ergodic and to take ensemble averages. Without this constant averaging, a sandpile is an inhomogeneous material where the mechanical properties vary greatly from one point to the next. One example is the occurrence of arching. Arching cannot occur in a liquid or gas, where the continuous motion of the particles does not allow static configurations to form over any appreciable time period. The distribution of forces within a granular material will thus be modified by the existence of these arches in a way that the average properties of a liquid or gas will not.
Thermal motion allows a separation of scales in the problem. In normal liquids there is both a random thermal velocity as well as a drift velocity of the particles. The latter produces the coherent flow patterns in the system. In granular materials there is only the drift velocity; any random motion is generated by the drift velocity itself. Collisions in a flowing pile will occur on a time scale dictated by the flow rate and not, as in a normal liquid, at a rate determined by the mean free path and thermal velocity. This leads to different laws for the dissipation of energy in sheared systems. In a granular material, the mean free path for motion is comparable to, and often smaller than, the interparticle spacing. This corresponds to the strongscattering regime in conventional systems.
Granular flow does not occur in a Newtonian fashion, as shown by the existence of a boundary layer in Fig. lB . A natural approach might be to treat time-dependent phenomena in granular materials on the basis of a continuum fluid mechanics description, in analogy with the Navier-Stokes equations for hydrodynamics. However, it has been shown that such a procedure is fraught with difficulties and leads to instabilities in the equations. The implementation ofsuch an approach is thus more difficult than it is even for normal liquids.
Geometry and Packing
The rigidity and flow characteristics of a granular material are determined by the geometrical packing of its constituent particles. In general the grains will form a disordered structure so that the properties of random packings become important. This subject goes back to Bernal (5) and Scott (6) without proof, that the densest possible packing in three dimensions is the close-packed hexagonal structure, which has q % 0.74. As the packing density is reduced, the continuous network offorce-transmitting grain contacts becomes more tenuous and eventually breaks up. The point corresponding to the loosest random packing that is still mechanically stable under a given applied force, F, has been termed the random loose-packed (RLP) limit.
Of particular interest for sandpiles is the case where F is due only to the self-weight of the grains and is thus proportional to the gravitational acceleration, g. Recently Onoda and Liniger (8) investigated the limit of vanishingg, that is, the loosest possible random packing of mechanically connected grains, by immersing glass spheres in a liquid with variable specific density. They showed that theg = 0 limit for RLP corresponds to one continuous path ofrigid connections throughout the array and occurs at ' = 0.56. The entire variation from the most dense to a barely stable granular configuration therefore corresponds to an increase in average intergrain distance by a factor of only (0.74/0.56)1/3 1.1.
These results about the geometry ofrandom-packed structures are relevant to the onset offlow in a granular material. As first described by Reynolds (9) in 1885, a granular material must expand in order to flow or deform at all. One can observe this dilatancy phenomenon when walking on a beach. The wet sand around one's foot dries out as weight is put on it. The deformation caused by the pressure ofthe foot causes the sand to expand and allows the water to drain away. Dilatancy arises from the need ofa densely packed material to spread in order to make room for passing grains. The onset of dilatancy corresponds to the minimum packing density that requires expansion to allow internal shear. This, as for the g = 0 limit of RLP described above, occurs atq a0.56.
Random close packing gives a framework with which to analyze the mechanical stability, the load-carrying capability, and the distribution of forces within a granular material under compression. Wakabayashi (10) and Ammi et al. (11) viewed the stresses in the individual particles of a two-dimensional pile by using polarized light and the photoelastic properties of the grains. Under an applied external pressure, a continuous network of connected bright spots appeared across the whole array, each spot corresponding to a stressed grain. This and related work (12, 13) clearly showed the existence of stress-transmitting paths enclosing virtually stress-free regions. Clearly, such stress-carrying networks must be important for determining the propagation of sound in these materials.
The distribution of forces in random networks is related to the rigidity threshold of the entire granular array (14) . In general this is a nonlinear problem where the nonlinearity enters into the criterion for the occurrence ofa local rupture. For example, ifthe force locally exceeds a threshold value, a grain may break or a permanent rearrangement may occur. In order to simulate this behavior, percolation models (15) based on nonlinear components such as diodes or fuses have been suggested (14) .
Statistical Mechanics
As we argued in the introduction, thermal energy should be unimportant for the behavior of granular materials, so the concept of"temperature" should be otiose. Nevertheless, there are a number of contexts in which a generalized notion of temperature is important. When a granular material flows, there will be, in addition to an average velocity ofthe grains in the direction ofthe current, random velocities generated by collisions induced by the flow itself. The magnitude of the random velocity components will be approximately proportional to the average local shear rate. These random motions have been regarded (16) as a "granular temperature," in 20 MARCH 1992 analogy with the thermal motion in molecular liquids and gases. In the presence of vibrations an analogous "effective temperature" may also be defined (17) . In both of these situations the temperature is due to the random motion of the grains and is responsible for many observed phenomena such as particle diffusion, pressure, and the transport of momentum and energy (3) .
The concept of granular temperature has not led to a full analogy with the statistical mechanics of molecular systems. Edwards and Mehta (18, 19) have recently proposed an alternative description of granular materials in complete analogy with statistical mechanics. In their formulation, the granular temperature does not appear.
Their basic assumption is that the volume V of a powder has the role played by the energy of a statistical system. Thus, instead of the Hamiltonian of the system, they introduce a function W, which specifies the volume of the system in terms of the positions of the individual grains. The "entropy" is, as usual, the logarithm of the number of configurations:
, where 8 is the Dirac delta function and X is the analog of Boltzmann's constant. Using this they are able to define a quantity, the "compactivity" X, which has the same role as temperature in statistical mechanics: X = aV/aS. In contrast to the notion of "granular temperature," which depends on the motions of the particles, the compactivity characterizes the static system. In the close-packed limit X = 0, and X = m in the limit of low density. (19, 20) have applied their theory to the phase separation that occurs when a mixture of grains of two different sizes is vibrated. By mapping this problem onto the eight-vertex model (21) for a set of spins they were able to predict the occurrence of a phase transition as the compactivity is varied: for large values of X the mixing is totally random, whereas below a critical value, Xc, the system separates into two phases.
Mehta and Edwards
The segregation of mixtures of different-size particles by shaking is commonly observed and has important practical applications (22) . For example, after transporting cereals one normally finds the larger flakes near the top of the box. In contrast to a liquid, where shaking generally will lead to a more homogeneous mixture, in the granular system the larger particles will rise to the top even for very small size differences or substantially denser large grains (23, 24) . The result of the statistical theory discussed above indicates that for a given size difference there should be a critical value of the compactivity (or vibration intensity) where this segregation should begin.
Excitations
In general, if we want to know the underlying physics of a condensed matter system, we begin by studying its excitations. In the case of a granular material the excitations of interest clearly are the vibrations. At low amplitude, as with most other solids and liquids, vibrations constitute the sound waves; at larger amplitude they cause rearrangements in the structure of the material large enough to change the global shape of the sandpile. In both the largeand small-amplitude regimes, vibrations cause phenomena not normally observed in other types of materials.
Sound propagation. As the vibration intensity is decreased toward zero, one approaches the regime ofordinary sound propagation and attenuation. In a granular medium we find extraordinary behavior (25) because the properties of sound waves depend crucially on the compression of the contacts between the individual particles. If the particles are barely touching, there is only a very small restoring force to any movement of a grain. As the pressure, P. between grains increases there is greater deformation and a larger restoring force, and the velocity of sound increases (26) . A model based on simple "Hertzian contacts" (26) (27) (28) suggests that the velocity, v, is propor-ARTICLES 1525 on August 6, 2011 www.sciencemag.org tional to P'/6. Far away from the container walls, where effects of friction with the wall can be neglected, the average pressure increases linearly with the depth, h, so that v x h"16, and the velocity goes to zero at the top of a pile. This implies the absence of horizontal sound propagation. If a plane wave is launched horizontally at any depth, it will not be able to sustain its horizontal motion. Its lower region will move faster so that the wave will gradually start to propagate with a vertical component. After a short distance it will be moving only in the vertical direction, creating a dramatic "mirage effect" (25) .
The attenuation in a sound wave of a fixed frequency, t, varies dramatically with time (25) . The fluctuations in the signal can be as large as the average value of the signal itself. The frequency power spectrum of this noise reveals a power law, with an exponent of 2.2 over many orders of magnitude in frequency, extending down to f = 10-5 Hz. This indicates correlations in the noise that last a full day. It is not yet understood why there is a power law (with a noninteger exponent), why the correlations last over such a long time, or how the noise depends on the amplitude of the source.
If one varies the frequency, w, of the source, one finds that the response of the medium appears likewise to be "noisy." However, in this case it is reproducible over time. This behavior of the sound in a granular material is reminiscent of the electrical conductivity of small, mesoscopic, metal wires (29, 30) . Over short length scales the conductivity of the wire is extraordinarily sensitive to the microscopic details. When any atom is moved or a field is changed, the conductance fluctuates by an average amount that is universal, independent of the magnitude of the conductance or of the source ofthe noise. The extreme sensitivity ofthe sound propagation in the sandpile is, in some sense, an analog to this behavior. What is new, however, is that the power spectrum for the noise has a rich and not understood behavior.
Vibrations and slope. Large-amplitude vibrations can modify the slope ofa pile ofsand. In the absence ofvibrations a pile is stable with any slope smaller than 0m5 the maximum angle of stability. However, even at slopes below Om, vibrations allow the pile to relax. Although the prototypical relaxation of a nonequilibrium state back to equilibrium is exponential, the decay ofthe slope in sandpiles turns out to be logarithmic over several orders of magnitude in time (17) .
We can derive this logarithmic decay if we assume that the vibrations mimic an effective temperature, Tiff, and that the particles move by "activated" hopping over barriers, of height U, created by their neighbors. The barriers decrease as the slope increases, and, because above Om the pile is unstable even when Teff = 0, the barrier height must disappear at 0 = Om. We thus approximate U with U _ U,(Om -0). By relating the particle flowj = dO/dt, to the driving force, which is proportional to 0, we obtain dO/dt=-A0eP(O-m) (1) where P = UjIkBTrff, A is a constant and t is time. For P0 > 1 the solution to this equation is approximately 0 = Om -(I3)lfn(PA0mt + 1) ( 2) which fits the data well and is independent of the type of material used (17) .
Logarithmic time dependence for relaxation has been observed in a variety of different systems, including the magnetization of spin glasses (31) , amorphous ferromagnets (32) , ferrofluids (33), hightemperature superconductors (34) , and dipolar-coupled systems (35) . The type of explanation used here for understanding the decay of the slope is useful in those cases as well. The nonexponential relaxation ofthe magnetization, M(t, T) o (kBT/U1)Jnt, is consistent with most ofthe data available on high-T, superconductors (36) and is also known to apply to conventional type II superconductors (37) . This form of the equation is characteristic for thermally activated 1526 flux creep, a process in which relaxation occurs by hopping of magnetic flux bundles over free energy barriers separating adjacent pinning sites, very similar (38) to how we modeled the motion of grains in the presence of vibrations.
Whereas the above discussion is based on a picture of diffusion along the surface of the pile, Duke et al. (39) have proposed a mechanism based on bulk relaxation to explain the data. In a Monte Carlo study of packings of polydisperse disks they simulate a vibration cycle by small random displacements of individual disks, followed by relaxation into a stable configuration. Starting with a loosely packed configuration they also found that the slope decreases with a logarithmic time dependence that covers several orders of magnitude. They related this dependence to the cumulative effect of small changes occurring in the network of contacts within the pile. Pattern formation. For accelerations a where a > g (g is the acceleration due to gravity) a different set of phenomena appears. Two groups, Evesque and Rajchenbach (40) and Fauve and coworkers (41) , recently showed that in this regime the free surface of a pile of grains undergoes a convective instability: an initially flat, horizontal surface of material will spontaneously incline itself at a slope approaching the angle of repose, Or. Once a steady state is reached, transport of material down the slope is balanced by bulk convection of grains to the top of the pile. Faraday (42) first observed such convective motion in 1831. He emphasized the importance of the pore fluid, air, in his interpretation. Yet a full understanding of the underlying mechanism is still lacking. In fact, the recent experimental results have newly fueled a controversy over the importance of the interstitial fluid for convection. An underlying unresolved issue is the problem of how forces are transmitted from the vibration source, usually at the bottom of the heap, through the network of grain contacts to the surface of the pile, and the question of under what conditions the overall behavior can be separated into a collective, pistonlike motion of the bulk of the pile and an independent surface layer that appears fluidized.
Beyond 5g new instabilities arise. In thin layers of granular material, 10 to 100 particles high, Duady et al. (43) discovered that a period-doubling instability leads to the formation of spatially stationary patterns oscillating at half of the driving frequency. With increasing vibration intensity, a further transition to chaotic motion occurs with no stationary configurations, in either space or time.
Granular Flow
Modem studies of granular flow were pioneered by Bagnold (44) , although early studies in this area were initiated by Hagen (45) in 1852 and Reynolds (9) in 1885. Most of the work has focused on one particular limit, namely fully developed, steady-state flow, which is of widespread importance for industrial applications. Until recently, time-dependent properties of granular flow had been almost completely unexplored. An extensive mathematical machinery for the description of steady-state flows based on the methods of continuum mechanics has been available. In addition, more recent refinements of this approach by Savage (46), Jenkins (47) , Haff (48) , and their collaborators have successfully introduced statistical tools from kinetic gas theory, and these researchers have considered models of the energy and stress distributions resulting from collisions in a dense gas of idealized spherical or disk-shaped particles.
However, as these workers have pointed out (46, 47) , important differences from the usual assumptions of classical kinetic gas theory exist: particle collisions will in general be inelastic. This means that the natural equilibrium state is a static configuration with granular temperature of absolute zero. Collisions and velocity fluctuations in a granular flow can only arise from gradients in the average flow (3, 49, 50) , which allowed the direct evaluation of the stress tensor and flow profiles.
Rapid shear flows. There are two usual geometries that are considered in the study of rapid shear flows. For flow driven by gravity alone, inclined chutes and planes have been used (51) . When, in addition, external forces are acting from one surface, annular shear cells (52) have been used in which two halves of an annulus filled with the granular material rotate against each other under a variable perpendicular loading force (53) . If sidewall effects can be neglected, the steady-state properties depend only on the depth z into the flow. One aim of the work in this area has been the determination of the complicated velocity and density profiles as a function of inclination angle or loading force and shear rate. The shear rate y _= (dv/dz), that is, the average velocity gradient of the flow, enters because it is the relative velocity of grains that provides the mechanism for friction. In the simplest model, from Bagnold (3) where X., the mean distance for the dissipation of any excess energy, depends on the packing density ofgrains and will typically be one to several times the grain diameter D.
When there is an interstitial fluid between the grains the different types of flow can be characterized by the Bagnold number (44) (54) , and transport of saturated sand-water mixtures in river beds (55) . All flows with air as the interstitial fluid typically have B of order 100,000.
For high shear rates the quadratic Bagnold friction force law, Eq. 3, is well supported by shear-cell experiments (52) . The opposite limit, associated with instabilities and the onset offlow, has been left largely unexplored. These are precisely the aspects that have made granular materials a model system from a physicist's perspective.
Instabilities inflow through apertures. More complicated behavior leading to pattern formation and dynamic instabilities occurs in granular flow through an aperture, a geometry of particular relevance to many industrial applications. The pressure, and therefore the flow rate, at the bottom of a column of granular material is independent of its height (56) . However, the flux of grains leaving a container through an aperture produces complex flow regions inside the container. Brown and Hawksley (57) identified four distinct regions of density and velocity, most notably a "tongue" of intense motion just above the aperture, and an area of no grain motion below a cone extending upwards from the opening. To visualize the flow patterns, dyed grains (58) as well as x-ray techniques (59, 60) have been used. Baxter et al. (60) showed that for large opening angles (b, density waves propagate upward from above the aperture against the direction of particle flow, but downwards for 4) less than 350 (Fig. 2) Navier-Stokes-type equations derived from plasticity theory and derived the existence of flow instabilities and propagating density waves. They approximated the material in the hopper by a uniform medium and analyzed Navier-Stokes-type equations derived from plasticity theory (62, 63) . This approach treats the medium as uniform and ignores granularity. Alternative explanations (60) rely explicitly on the granularity: grains can interlock and form loadsupporting arches with less densely packed material underneath. Because faceted grains are more likely to interlock than smooth ones, it is plausible that a minimum fraction of rough material is required to bridge the flow region and start a propagating front. If the flowing particles have a nonspherical shape, their orientations are affected by the flow. The long axis of prolate ellipsoids will point along the direction of motion. This was observed in the flow of grass seed through a hopper by Baxter and Behringer (64) (Fig.  3, A through C) . Results from the same authors of a cellular automaton model simulating this process are shown in Fig. 3 , D through G. By including an interaction between the velocity and the orientation of a particle they succeed in reproducing many of the qualitative features of the flow. It is remarkable that such a simple model can reproduce the results of what is inherently a very complicated experimental situation.
Avalanches and seff-organized criticality. Consider again the sandpile. It is appealing to think of a generalized phase transition occurring at Or: for 0 < or the pile is stable and no flow occurs, whereas for 0 > or flow can occur. To understand such an analogy one needs to examine what happens close to Or. Recently Bak, Tang, and Wiesenfeld (65) introduced the concept of "self-organized criticality," in which the critical state is an attractor for the dynamics of the system, using the avalanches in sandpiles as the generic illustrative example. They argued that the nonequilibrium state of the pile at Or would be a critical state in the sense of a second-order phase transition. A slight increase in 0 would lead to avalanches characterized by both long-range spatial and temporal correlations. Self-organization would imply that the pile automatically drives itself to a critical state without the need to adjust any parameters externally. As a consequence of the underlying correlations they predicted scaling behavior for quantities such as avalanche sizes and frequency of occurrence. These scaling properties subsequently have been investigated (65-69) for a number ofcellular automata sandpile models. Such automata form the basic model for self-organized criticality. Figure 4 shows the simple rules governing a typical cellular automaton for avalanche dynamics (69) . In general, these models exhibit behavior more complicated than that found in conventional critical phenomena. For example, in one-dimensional models (69) , multifractal analysis (70) than what one expects at equilibrium phase transitions, some properties of critical phenomena, such as universality, persist. Do real sandpiles behave in a manner predicted by the ideas of self-organized criticality? Avalanches in a sandpile can be studied in a number of different experimental configurations. The principal idea is to build up a pile until a sufficiently steep slope 0 is reached and then to investigate the steady-state behavior (71) . Diagrams of four such experiments (17, 72, 73) are shown in Fig. 5 . The experimental configurations in Fig. 5 , B through D, produce similar results. In Fig. 6 a typical time trace is shown together with the corresponding power spectrum for the configuration in Fig. 5C . The results in Fig. 6 are inconsistent with the present concept of self-organized criticality, which, for the power spectrum, predicts a power law behaviorfa. Originally the model calculations by Bak, Tang, and Wiesenfeld (65) gave a _= 1 [thus the connection to the widespread phenomenon of "`l/f noise (74) ]. In real granular material we find that the power spectrum is indicative of a linear superposition ofglobal, system-spanning avalanches with a narrowly peaked distribution of time scales. In addition, there is hysteresis 8 = Om -0o that is not included in the model calculations. This hysteresis can be reduced to zero by low-intensity vibrations, which, however, do not bring the system towards criticality (17) .
The experiments suggest that the behavior of sandpiles is selforganized but not critical. The mechanism for initiating an avalanche is more akin to a nucleation and growth phenomenon than to critical fluctuations, and the data resemble more what one would expect from a first-order phase transition. Real sandpile avalanches thus display dynamics that appear to belong to a larger class of self-organized behavior, which would include both critical and noncritical systems. But might it be possible to move between these two types? There is no dear answer to this intriguing question, although there are a few hints. Any motion of real grains down the slope involves a balance of gravitational forces connected with the grain inertia and friction forces resulting from dissipation. In the models and simulations a completely overdamped situation typically is assumed; that is, the friction term far outweighs the inertia term. The observed hysteresis indicates that the experiments might instead be in a regime where those two terms are of comparable magnitude. The situation can be altered by immersing the sand in a buoyant fluid or by increasing other sources of dissipation, such as friction with the walls, in relation to the normal grain-grain collisions. Indeed, as the width of a drum (Fig. 5) is decreased to about 5 to 10 grain diameters, the distribution of avalanche durations broadens considerably (75, 76) . A complementary approach has been suggested by Evesque (77): this approach uses the variation of effective gravity (for example, by placing the system in a centrifuge) in order to change from first-to second-order behavior.
Held et al. studied the case in which individual grains were added one at a time to the apex of an extremely small pile (Fig. 5A) (72) . If the radius of the base of the pile was less than approximately 30 bead diameters, the distribution of avalanche sizes appeared broad, resembling the scaling behavior predicted by the model of selforganized criticality. However, it has been argued that finite-size effects dominate the behavior in this regime (75). This argument would suggest that the behavior in the small-size regime is not representative of dynamics at a critical point. Rather, the fluctuations that occur appear to be due simply to the system being too small for it to show the two distinct angles or and Om that determine the behavior in the infinite system. Friction in sand. In order to explain some of the phenomena mentioned above one can set up a simple friction law for the motion of a grain of sand within a pile (78) . If one starts with Newton's laws,
where F is the friction force retarding the motion and a is the acceleration. A steady state corresponds to a = O so that the friction model. The height of the "pile" along the horizontal axis is given by the number of particles stacked at each position. Initially, the "pile" is stable.
Then the blue particle is added to a random position. The local slope, that is, height difference, at that point becomes larger than a critical value (in this model two units greater than the height of its neighbor), and two particles move to the right. This leaves the four red particles unstable, and the avalanche continues until a total of four particles have fallen off the right edge.
force just balances the driving force: F = mgsinO. One can calculate the friction from F = dE/dx, where E is the energy ofthe particle and x is the distance traveled in the forward direction. There will be two contributions to E. The first will be the kinetic energy (relative to the layer on which the particle is moving) Ek = m(Dj)2/2, which leads to Fk, the term given in Eq. 3, which was derived by Bagnold. There will also be a contribution from the potential energy Ep = mgLh, where h is the height ofthe particle andg, =gcosO. The particle will lose its kinetic energy because of collisions in the close-packed system and its potential energy because of falling into depressions between particles in the layer on which it is moving (Fig. 7) . These two sources of dissipation lead to a friction law
where al, bl, and c, are dimensionless constants.
At zero velocity, Eq. 5 has a finite value corresponding to Coulomb friction (79). The force F decreases as the velocity increases until it reaches its minimum value, after which it starts to increase rapidly. In a sandpile the maximum value of F at i = 0 corresponds to mgsinOm, its value just before the pile becomes unstable. Above this value the grains must move. steady-state solution for the pile is to be stationary. Although between Om and Or there are three steady-state solutions, the middle one, in which the slope ofF versus j is negative, is unstable. The two others, at -= 0 and at large velocity, are both stable. In this region there is hysteresis because, depending on the initial conditions ofthe system, the pile may be in one or the other ofthe two stable solutions. This corresponds to stick-slip behavior. Whenever avalanche flow occurs it does so in a non-Newtonian manner: the flowing region is confined to a finite boundary layer and does not penetrate into the bulk of the material (Fig. 1 ). This phenomenon is also found in slow shearing experiments, where the failure zone is typically ofthe order of 10 grains thick (80). Because the minimum in the F(j) curve occurs at a finite value, this form of a friction law can account for the existence of a boundary layer in the flowing material. Thompson and Grest (81) recently performed a molecular dynamics simulation of a two-dimensional sandpile in order to investigate the nature of the frictional forces. They concluded that there was indeed an unstable region below some critical value of the shear rate in agreement with the model of friction presented above. Above this value of the friction force increased with increasing shear rate, leading to stable slipping. Below this value, however, they found that the material exhibited nonuniform motion and stick-slip behavior, which they interpreted as being due to dilatancy transitions. In this regime a smooth friction curve could not be determined because of the instability inherent to the system.
Equation 5 has an electronic analog. Threshold angles such as Om or Or correspond to applied voltages or currents beyond which the electronic system becomes unstable. The motion ofgrains down the slope of a sandpile bears close resemblance to the motion of a particle in a tilted washboard potential. In the case of Josephson junctions or charge-density waves the corrugation minima correspond to stable positions for the system dynamics. The driving force mgsinO derived from the tilt of the pile might be thought of as an applied bias current I in the Josephson junction. If I becomes too large, the minima in the washboard potential disappear and trapping no longer occurs. This implies a switch from a state of zero voltage across the junction to a state of finite voltage V, The log f power spectrum of the signal in (A) shows no evidence of power law behavior (S normalized to arbitrary units;f normalized to s'). The dashed line indicates how a 1/f power spectrum would have appeared. Each large spike in the signal corresponds to an avalanche that spans the entire system and consists of hundreds or even thousands of particles, depending on the system size. Each avalanche occurs after a well-defined interval of time has elapsed since the preceding event. The avalanches start at a maximally stable angle lm and return the pile to the (lower) angle of repose Or. The experiments show that there were practically no avalanches that were local and that did not span the entire system. The nearly uniform spacing ofavalanches, (At), corresponds to the broadened peak atf = 1/(At) in the power spectrum shown in (B). The roll-offat high frequencies, abovef= 1/(Tr), is due to the finite width T ofthe individual avalanches. In the relevant frequency range, between I/(At) and corresponding to a finite shear rate jy in the sandpile.
Conversely, grain flow in an avalanche can be thought of as analogous to the onset of electrical current flow. In experiments of Clauss et al. (82) the nonlinear circuit element was a piece of slightly p-doped germanium at liquid helium temperatures. For voltage bias above a threshold, autocatalytic impact ionization, once started, builds up free-carrier avalanches that give rise to a current flow. The system oscillates in a regular manner just as shown in Fig. 6 ; each spike corresponds to a major breakdown event. Just below threshold, on the other hand, this semiconductor system exhibits a power law distribution of intervals between spikes that has been interpreted as self-organized critical behavior.
Conclusions
Much of the dynamical behavior found in granular material has analogs in other systems. We have mentioned some of these cases, such as the logarithmic decays found in spin glasses, ferrofluids, and superconductors. In addition, within the context of self-organized criticality, avalanches have been viewed as analogous to earthquakes (83). To describe fault instabilities, slip-weakening models have been introduced (84) , which, as a function of slip velocity, exhibit negative differential friction as found in the model described above. Recent simulations of plate dynamics have been based on such force laws (85). Although initially thought to describe earthquake dynamics, they may actually be better suited for describing the avalanches in a sandpile (86 
