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В настоящее время искусственные нейронные сети часто используются 
для решения задач кластеризации. Кластеризация применяется для решения 
многих прикладных задач, например таких, как сегментация изображений, эко-
номическое прогнозирование, анализ данных. Задачу кластеризации кристал-
лических решеток можно свести к установлению типов решеток.  
Кристаллическая решётка – присущее веществу в кристаллическом со-
стоянии правильное расположение атомов (ионов, молекул), характеризующее-
ся периодической повторяемостью в трёх измерениях. Ввиду такой периодич-
ности для описания кристаллической решетки достаточно знать размещение 
атомов в элементарной ячейке, повторением которой путём параллельных дис-
кретных переносов (трансляций) образуется вся структура кристалла.  Матема-
тической схемой кристаллической решетки, в которой остаются лишь геомет-
рические параметры переносов, но не указывается конкретное размещение ато-
мов в данной структуре, является пространственная решётка. В ней система 
трансляций, присущих данной кристаллической решетки, изображается в виде 
системы точек – узлов.  
Существует 14 различающихся по симметрии пространственных транс-
ляционных решеток, называемых Браве решетками. 
По виду примитивной решетки Браве классифицируют семь типов так 
называемых кристаллических систем, или сингоний. В одну сингонию объеди-
няются примитивная решетка Браве и сложные решетки, у которых одинаковы 
элементы точечной симметрии, так и кристаллографическая система координат 
[3]. 
Данные, подаваемые на вход сети, представлены в виде шести числовых 
признаков: длины трех сторон и величины углов между сторонами. Эти харак-
теристики однозначно определяют тип кристаллической решетки.  
Наиболее популярной архитектурой нейронной сети является многослой-
ный персептрон, который успешно применяется для решения разнообразных 
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сложных задач. Обучение такой сети выполняется с помощью градиентных ал-
горитмов. 
Выделяют также отдельный класс нейронных сетей, который носит 
название карт самоорганизации. Эти сети основаны на конкурентном обучении. 
Отдельные нейроны выходного слоя такой сети соревнуются за право актива-
ции, в результате чего активным оказывается один нейрон в сети. Выходной 
нейрон, который выиграл соревнование, называется победившим [1]. 
Хороших результатов можно достичь объединением самоорганизующе-
гося слоя Кохонена и многослойного персептрона. Такую сеть называют ги-
бридной сетью Кохонена. Главная особенность сети с самоорганизацией – это 
очень высокая скорость обучения по сравнению с сетями, тренируемыми с учи-
телем. Их недостатком считается сложность отображения пар обучающих дан-
ных (𝑥, 𝑑), поскольку сеть с самоорганизацией, выполняющая обработку только 
входного вектора 𝑥, не обладает свойствами хорошего аппроксиматора, прису-
щими многослойному персептрону [2]. 
Обучение гибридной сети состоит из двух независимых этапов, следую-
щих один за другим.  
На первом этапе на множестве входных нейронов обучается слой Кохо-
нена. Для его обучения используются алгоритмы обучения без учителя. Требу-
емый выход в процессе обучения не указан. При предъявлении входных обра-
зов сеть самоорганизуется, настраивая свои веса согласно определенному алго-
ритму. Целью обучения сети с самоорганизацией на основе конкуренции, счи-
тается такое упорядочение нейронов, которое минимизирует значение отклоне-
ния вектора весов от входного вектора 𝑥. После обучения веса нейронов фикси-
руются. Выход нейрона-победителя переводится в состояние 1, а выходы 
остальных нейронов переводятся в состояние из интервала (0-1). Для перехода 
от фактических выходных сигналов к нормализованным сигналам используется 
формула: 




где 𝑦𝑗 – нормализованный выход r-го нейрона, 𝑢𝑟 – реальный выход r-го 
нейрона слоя Кохонена, 𝑢𝑚𝑎𝑥 – выход нейрона-победителя, 𝜎 – параметр, под-
бираемый индивидуально для каждой решаемой задачи. 
В результате обучения векторы весов нейронов данного слоя с мини-
мальной погрешностью отображают распределение данных обучающих векто-
ров 𝑥. 
На втором этапе с учителем обучается персептронная сеть. Обучения вы-
полняется при помощи алгоритма обратного распространения ошибки. Обуча-
ющими сигналами является множество пар (𝑦𝑗 , 𝑑𝑖), где 𝑦𝑗– выходной вектор, 𝑑𝑖 
– вектор ожидаемых значений. Процесс обучения протекает гораздо быстрее, 
чем для обычного многослойного персептрона, благодаря хорошей локализа-
ции данных в слое Кохонена. 
Разработанная автоматизированная система решает задачу кластеризации 
семи типов кристаллических решеток при помощи гибридной сети Кохонена. 
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Модальные жидкокристаллические линзы (МЖКЛ) – элементы адаптив-
ной оптики. Они перспективны для применений в медицине – это когерентная 
оптическая томография, в частности, интроскопия внутренних органов. Также 
они имеют перспективы в фото- и видеокамерах, автоматически фокусирую-
щихся на область предметов в большой глубиной резкости. Еще одна область 
возможных применений – системы технического зрения, в которых они должны 
обеспечивать четкое изображение при макросъемке. 
Их достоинства: малая себестоимость, малый вес и габариты, механиче-
ская надежность, легкость интегрирования в автоматизированные цифровые 
системы. 
Однако их применение затрудняют недостаточно быстрая перестройка 
фокуса, необходимость индивидуальной градуировки - в силу большого раз-
броса параметров от образца к образцу, а также периодической калибровки. 
Важным условием этого исследования был поиск нового подхода к гра-
дуировке системы с МЖКЛ, при котором был бы меньше статистический раз-
брос и отсутствовали бы разрывы получаемых градуировочных кривых, что 
существенно снизило бы риск ухудшения технических характеристик и отказов 
в работе. Другой целью было увеличение быстродействия системы при сохра-
нении наилучшего качества фокусировки света, которое способна обеспечить 
используемая в ней МЖКЛ 
В работе производится исследование автоматизированной системы гра-
дуировки модальных жидкокристаллических линз. Общий вид устройства мо-
дальной жидкокристаллической линзы представлен на приведен на рис. 1 [1]. А 
на рис. 2 показана эквивалентная электрическая схема. 
