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Abstract
The purpose of this paper is to study the problem of detection of vertical and oblique faults in explicit
surfaces. First, we characterize the 4nite jump discontinuities of a univariate function in terms of the divergence
of sequences related to the slopes of least-squares polynomial approximations of the function. Then, we propose
an algorithm to locate the 4nite jump discontinuities of a univariate function and its 4rst derivative from a
4nite set of scattered data values of the function. As a consequence, we derive a method to detect vertical
and oblique faults in explicit surfaces when the data sets are distributed along lines. We 4nally present some
numerical and graphical examples. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In geology or geophysics, the reconstruction of a faulted surface from a set of data points is a
common problem. Let S be a faulted surface of the form z =(x; y), where  is a real function
de4ned on the closure of a bounded open set  that corresponds to the terrestrial region of interest.
Generally, the reconstruction process of S consists of two steps. The 4rst is to locate the subset 
of A where  or its 4rst partial derivatives are discontinuous. Note that the discontinuities of 
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yield vertical faults, while the discontinuities of x or y give rise to oblique faults. In the second
step the function  is approximated over A\ using a convenient 4tting method.
In this work, we study the problem of detection of vertical and oblique fault lines, i.e., the set
, a problem that has received increasing attention in last years (cf., for example, the references
[2–9]).
Many detection methods take as input a 4nite set of scattered points of  and the corresponding
values of , but then they only locate vertical faults. Of course, these methods could be applied to
detect oblique faults. But, in that case, one should know the values of x or y, or, equivalently,
the normal vectors to S, at a suLciently large number of points. The method that we propose in
this paper uses several sets of collinear data points of , what can be a drawback compared with
other existing methods. However, as an advantage, it is able to locate both vertical and oblique
faults from the values of  on the data points. There is no need of Hermite data. Our method is
based on an algorithm for the location of 4nite jump discontinuities of univariate functions and their
derivatives, which, in the bivariate case, is repeatedly applied on each subset of data scattered along
a line.
This paper is organized as follows. In Section 2, we introduce some preliminary notations and
results. Section 3 is devoted to the main theoretical results that justify the one-dimensional detection
algorithm, presented and exempli4ed in Section 4. Finally, Section 5 details the detection method of
vertical and oblique faults and shows some numerical and graphical examples.
2. Notations and preliminary results
For any ! ⊂ Rn, we denote by A!, ◦! and 
(!), respectively, the closure, the interior and the
Lebesgue measure of !. If ! is 4nite, #! stands for its number of elements.
Let K be a compact interval of R, with 
(K)¿ 0. We denote by L2(K) the space of (classes of)
measurable real functions whose square is integrable over K . This space is endowed with the inner
product
〈u; v〉L2(K) =
∫
K
u(x)v(x) dx
and the norm
‖v‖L2(K) = 〈v; v〉1=2L2(K):
Likewise, for any l∈N, we write Pl(K) for the space of restrictions to K of the polynomial
functions over R of degree 6 l. It is easily seen that the family {P0K ; P1K ; : : : ; PlK} is a basis of
Pl(K), orthogonal with respect to 〈·; ·〉L2(K), where
PiK(x) = Pi
(
2(x − )
h
)
;
with Pi being the ith Legendre polynomial,  = (minK + maxK)=2 (i.e., the midpoint of K) and
h= 
(K). Let us observe, for example, that
P0K(x) = 1; P1K(x) =
2(x − )
h
; P2K(x) =
6(x − )2
h2
− 1
2
:
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We also point out that, for any i∈N,
‖PiK‖2L2(K) =
h
2i + 1
:
For any f∈L2(K), we denote by lKf the least-squares approximation of f in Pl(K), i.e., the
unique solution of the following minimization problem:
lKf∈Pl(K) and ‖f −lKf‖L2(K) = minp∈Pl(K) ‖f − p‖L2(K):
It is well known that
lKf =
l∑
i=0
iPiK ; (2.1)
where, for i = 0; : : : ; l,
i =
〈f; PiK〉L2(K)
‖PiK‖2L2(K)
=
2i + 1
h
∫
K
f(x)PiK(x) dx: (2.2)
Let f :! ⊂ R→ R be a given function and let x0 be an accumulation point of !. We shall write
f(x−0 ) and f(x
+
0 ) for the unilateral limits limx→x−0 f(x) and limx→x+0 f(x), respectively, if any exists.
We recall that f presents at x0 a 9nite jump discontinuity if f(x−0 ); f(x
+
0 )∈R and f(x−0 ) =f(x+0 ).
The diOerence f(x+0 )−f(x−0 ) is the jump of f at x0. We also recall that, if f is Lipschitz-continuous
on !, there exists a unique continuous extension of f to A!, which we shall denote with the same
letter f.
We shall frequently use the following two classical results:
First Mean Value Theorem for integrals. If  and  are continuous functions on a compact interval
K and; for all x∈K; (x)¿ 0; then there exists a point x0 ∈K such that∫
K
(x)(x) dx = (x0)
∫
K
(x) dx:
Integration by parts. Let  and  be two continuous functions with continuous derivative on a
compact interval [a; b]. Then;∫ b
a
(x)′(x) dx +
∫ b
a
′(x)(x) dx = (b)(b)− (a)(a):
The result still holds if ′ or ′ present a 9nite number of 9nite jump discontinuities in [a; b].
3. Theoretical results
3.1. The functional J lK : de9nition and some properties
Let K be a real compact interval, with 
(K)¿ 0, and let l∈N\{0}. We de4ne the functional
J lK : L
2(K)→ R, introduced by Arcang'eli and Manzanilla [1], as follows:
∀f∈L2(K); J lK(f) =
1

(K)
∫
K
(
dlKf
dx
(x)
)2
dx: (3.1)
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Let us observe that J lK(f) is the mean value in K of the squared slopes of 
l
Kf. Taking into
account that P′1K = 2P0K=
(K) and P′2K = 6P1K=
(K), we derive from (2.1) and (2.2) the following
expressions of J lK(f) for l= 1 and 2:
J 1K(f) =
36

(K)4
(∫
K
f(x)P1K(x) dx
)2
; (3.2)
J 2K(f) = J
1
K(f) +
300

(K)4
(∫
K
f(x)P2K(x) dx
)2
: (3.3)
We next state several results about properties of J lK . In the sequel, we shall write a, b, h and  for
the minimum, the maximum, the measure and the midpoint of K (i.e., K = [a; b], h= 
(K) = b− a,
and = (a+ b)=2).
Theorem 3.1. Let f∈L2(K). Then; for l= 1; 2; J lK(f)h36 !l‖f‖2L2(K); with !1 = 12 and !2 = 72.
Proof. Taking into account that ‖P1K‖2L2(K) = h=3 and ‖P2K‖2L2(K) = h=5; it follows from (3.2) and
(3.3) that
J 1K(f)h
36
36
h
‖f‖2L2(K)‖P1K‖2L2(K) = 12‖f‖2L2(K)
and
J 2K(f)h
36 J 1K(f)h
3 +
300
h
‖f‖2L2(K)‖P2K‖2L2(K)6 72‖f‖2L2(K):
Theorem 3.2. Let f :K → R be a Lipschitz-continuous function on K with Lipschitz constant L.
Then; J 1K(f)6 9L
2 and J 2K(f)6 84L
2.
Proof. By the First Mean Value Theorem for integrals; there exist x1; x2 ∈K such that∫
K
f(x)(x − a) dx = f(x1)
∫
K
(x − a) dx = h
2
2
f(x1)
and ∫
K
f(x)(b− x) dx = f(x2)
∫
K
(b− x) dx = h
2
2
f(x2):
Hence;∫
K
f(x)P1K(x) dx =
1
h
∫
K
f(x)((x − a)− (b− x)) dx = h
2
(f(x1)− f(x2)):
Analogously; there exist x3; x4 ∈K such that∫
K
f(x)(x − )2 dx = f(x3)
∫
K
(x − )2 dx = h
3
12
f(x3)
and ∫
K
f(x) dx = hf(x4):
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Therefore;∫
K
f(x)P2K(x) dx =
∫
K
f(x)
(
6(x − )2
h2
− 1
2
)
dx =
h
2
(f(x3)− f(x4)):
Taking into account that f is Lipschitz-continuous on K; we have
∀i = 1; 2;
(∫
K
f(x)PiK(x) dx
)2
6
h2
4
L2|x2i−1 − x2i|26 h
4L2
4
:
The result is then a consequence of (3.2) and (3.3).
Theorem 3.3. Let f :K → R be a continuous function on K . Assume that its derivative f′ is
de9ned and continuous on K; except; at most; on a 9nite number of points; where f′ presents
9nite jump discontinuities. Then;
J 1K(f
′) =
36
h4
(f(b)−1Kf(b) + f(a)−1Kf(a))2 (3.4)
and
J 2K(f
′) =
4
h4
(3f(b)−2Kf(b) + 3f(a)−2Kf(a)− 42Kf())2
+
300
h4
((f(b)−2Kf(b))− (f(a)−2Kf(a)))2: (3.5)
Proof. From (3.2) and (3.3); it follows that
J 1K(f
′) =
36

(K)4
(∫
K
f′(x)P1K(x) dx
)2
; (3.6)
and
J 2K(f
′) =
36

(K)4
(∫
K
f′(x)P1K(x) dx
)2
+
300

(K)4
(∫
K
f′(x)P2K(x) dx
)2
: (3.7)
Integrating by parts; we obtain∫
K
f′(x)P1K(x) dx = f(b) + f(a)− 2h
∫
K
f(x)P0K(x) dx (3.8)
and ∫
K
f′(x)P2K(x) dx = f(b)− f(a)− 6h
∫
K
f(x)P1K(x) dx: (3.9)
From (2.1) and (2.2); it follows that
2
h
∫
K
f(x)P0K(x) dx =1Kf(a) +
1
Kf(b); (3.10)
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6
h
∫
K
f(x)P0K(x) dx =2Kf(a) + 4
2
Kf() +
2
Kf(b) (3.11)
and
6
h
∫
K
f(x)P1K(x) dx =2Kf(b)−2Kf(a): (3.12)
Therefore; (3.4) is a consequence of (3.6); (3.8) and (3.10). Analogously; from (3.7)–(3.9); (3.11)
and (3.12); we derive (3.5).
3.2. Characterization of 9nite jump discontinuities
De!nition 3.1. We say that a sequence (Kn)n∈N of real compact intervals is uniformly centred
around a point x0 if there exists a constant "∈ (0; 1=2) such that
∀n∈N; minKn + "
(Kn)6 x06maxKn − "
(Kn): (3.13)
The next result is an immediate consequence of the preceding de4nition.
Lemma 3.4. Let (Kn)n∈N be a sequence of compact intervals uniformly centred around a point x0.
If limn→+∞ 
(Kn) = 0; then {x0}=
⋂
n∈N Kn and limn→+∞minKn = limn→+∞maxKn = x0.
Proof. Since maxKn −minKn = 
(Kn); we get from (3.13) that; for any n∈N;
x0 − (1− ")
(Kn)6minKn6 x0 − "
(Kn)
and
x0 + "
(Kn)6maxKn6 x0 + (1− ")
(Kn):
Therefore; limn→+∞minKn = limn→+∞maxKn = x0. Now; since "∈ (0; 1=2); we derive from (3.13)
that {x0} ⊂
⋂
n∈N Kn. The result then follows from the convergence to x0 of (minKn)n∈N and
(maxKn)n∈N.
The next theorem states a basic characterization of the 4nite jump discontinuities of a given
function f or its derivative f′.
Theorem 3.5. Let !=(a; b) be a bounded open interval in R and let c∈!. Let f be a real function
that satis9es one of the following hypotheses:
f is Lipschitz-continuous on (a; c) and (c; b); (3.14a)
f is continuous on ! and f′ exists and is Lipschitz-continuous on (a; c) and (c; b): (3.14b)
Let (Kn)n∈N ⊂ A! be a sequence of compact intervals uniformly centred around c and such that
limn→+∞ 
(Kn)= 0. Finally; let l=1 or 2. Then; for g=f; if (3:14a) holds; and g=f′; if (3:14b)
M.C. Lopez de Silanes et al. / Journal of Computational and Applied Mathematics 140 (2002) 559–585 565
holds; the following assertions are equivalent:
(i) g presents a 9nite jump discontinuity at c;
(ii) lim inf n→+∞ J lKn(g)
(Kn)
2¿ 0;
(iii) the sequence (J lKn(g))n∈N diverges to +∞.
Proof. For any n∈N; we shall write an; bn and hn for the minimum; the maximum and the measure
of Kn. Let us observe that; by hypothesis;
lim
n→+∞ hn = 0: (3.15)
Likewise; since g is Lipschitz-continuous on both sides of c; both limits g(c−) and g(c+) exist and;
for any compact interval K ⊂ A!; g∈L2(K).
(i) ⇒ (ii). Assume that c is a 4nite jump discontinuity point of g. By (3.3), we have
∀n∈N; J 2Kn(g) = J 1Kn(g) +
300
h4n
(∫
Kn
g(x)P2Kn(x) dx
)2
¿ J 1Kn(g):
Hence, it suLces to see that (ii) holds in the case l= 1.
For any n∈N, it is clear from (3.2) that
J 1Kn(g) =
36
h6n
(∫ bn
an
g(x)(x − an) dx −
∫ bn
an
g(x)(bn − x) dx
)2
:
As c∈Kn, by the First Mean Value Theorem for integrals, there exist x1n ∈ [an; c] and x2n ∈ [c; bn]
such that∫ bn
an
g(x)(x − an) dx = g(x1n)
∫ c
an
(x − an) dx + g(x2n)
∫ bn
c
(x − an) dx:
Analogously, there exist x3n ∈ [an; c] and x4n ∈ [c; bn] such that∫ bn
an
g(x)(bn − x) dx = g(x3n)
∫ c
an
(bn − x) dx + g(x4n)
∫ bn
c
(bn − x) dx:
Thus, for any n∈N,
J 1Kn(g) = 9
((
c − an
hn
)2 g(x1n)− g(x2n)
hn
+
(
bn − c
hn
)2 g(x3n)− g(x4n)
hn
+
g(x2n)− g(x3n)
hn
)2
:
(3.16)
Let S=g(c+)−g(c−) and note that S =0. Then, adding and subtracting S between each subtraction
of values of g in (3.16), we have
∀n∈N; J 1Kn(g) = 9(sn + tn)2; (3.17)
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where
sn =
(
c − an
hn
)2(g(x1n)− g(c−)
hn
+
g(c+)− g(x2n)
hn
)
+
(
bn − c
hn
)2(g(x3n)− g(c−)
hn
+
g(c+)− g(x4n)
hn
)
−
(
g(x3n)− g(c−)
hn
+
g(c+)− g(x2n)
hn
)
and
tn =
−S
hn
((
c − an
hn
)2
+
(
bn − c
hn
)2
− 1
)
=
2S
hn
(
c − an
hn
)(
bn − c
hn
)
:
Since (Kn)n∈N is uniformly centred around c, there exists "∈ (0; 1=2) such that
∀n∈N; an + "hn6 c6 bn − "hn:
Taking into account that g is Lipschitz-continuous on both connected components of !\{c}, with
Lipschitz constant, say, L, we derive that, for any n∈N,
|sn|6 6L
and
|tn|¿ 2"
2|S|
hn
:
Thus, for any n∈N,
|sn + tn|hn¿ (|tn| − |sn|)hn¿ 2"2|S| − 6Lhn:
From this relation and (3.15), it follows that
lim inf
n→+∞ |sn + tn|hn¿ 2"
2|S|:
Therefore, using (3.17), we 4nally obtain
lim inf
n→+∞ J
1
Kn(g)h
2
n¿ 36"
4S2¿ 0: (3.18)
(ii) ⇒ (iii). For l= 1 and 2, if (ii) holds, there exist C¿ 0 and n0 ∈N such that
∀n¿ n0; J lKn(g)¿
C
h2n
:
This obviously implies, together with (3.15), that (J lKn(g))n∈N diverges to +∞.
(iii) ⇒ (i). Let l = 1 or 2 and assume that (J lKn(g))n∈N diverges to +∞. If g does not present
a 4nite jump discontinuity at c, then g(c−) = g(c+). This implies that, de4ning g(c) = g(c+), g is
in fact a Lipschitz-continuous function on !. Thus, by Theorem 3.2, the sequence (J lKn(g))n∈N is
bounded above, leading to a contradiction. Therefore, c is a 4nite jump discontinuity point of g.
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Remark 3.1. By (3:14); g is bounded on !\{c}. Since
∀n∈N; ‖g‖2L2(Kn)6M 2
(Kn);
where M = supx∈!\{c} |g(x)|; it follows from Theorem 3.1 that; for l= 1 and 2;
∀n∈N; J lKn(g)
(Kn)26 !lM 2 (3.19)
with !1=12 and !2=72. Therefore; the sequence (J lKn(g)
(Kn)
2)n∈N is always bounded. If g presents
at c a 4nite jump discontinuity; then lim inf n→+∞ J lKn(g)
(Kn)
2¿ 0. Otherwise; i.e.; when there is
no jump of g at c; (J lKn(g))n∈N is bounded above; and hence limn→+∞ J
l
Kn(g)
(Kn)
2 = 0.
We also point out that Theorem 3.5 and (3.19) show that, if c is a 4nite jump discontinuity point
of g, the sequence (J lKn(g))n∈N diverges to +∞ at the same rate as the sequence (
(Kn)−2)n∈N.
Corollary 3.6. Assume that !; c; f; (Kn)n∈N; l and g are de9ned as in Theorem 3:5 and that they
satisfy the same hypotheses. For any n∈N; let
QlKn(g) =


J lKn+1(g)
(Kn+1)
2
J lKn(g)
(Kn)
2
if J lKn(g) =0;
0 otherwise:
(3.20)
If g presents a 9nite jump discontinuity at c; then lim inf n→+∞QlKn(g)¿ 0.
Proof. As in the proof of Theorem 3.5; for any n∈N; let hn = 
(Kn).
We have shown in Remark 3.1 that
∀n∈N; J lKn(g)h2n6 !lM 2
with !1 = 12 or !2 = 72, and M = supx∈!\{c} |g(x)|. Let us observe that M ¿ 0 (otherwise, g will
be the null function, in contradiction with the fact that g(c+) = g(c−)). Likewise, by Theorem 3.5,
lim inf n→+∞ J lKn(g)h
2
n ¿ 0. Hence, there exist C¿ 0 and n0 ∈N, such that
∀n¿ n0; J lKn(g)h2n ¿C:
Thus, for all n¿ n0, J lKn(g) =0 and
QlKn(g) =
J lKn+1(g)
(Kn+1)
2
J lKn(g)
(Kn)
2
¿
C
!lM 2
:
Therefore, lim inf n→+∞QlKn(g)¿ 0.
Remark 3.2. As a trivial consequence of Corollary 3.6; if g presents a 4nite jump discontinu-
ity at c; there exist a positive constant / and n0 ∈N such that; for any n¿ n0; QlKn(g)¿/.
Let us try to estimate the value of /. We 4rst observe that / should belong to (0; 1); since
lim inf n→+∞QlKn(g)6 1 (if this limit were ¿ 1; then the sequence (J
l
Kn(g)
(Kn)
2)n∈N would di-
verge to +∞; in contradiction with (3.19)). Now; the proof of Corollary 3.6; together with (3.18);
shows that lim inf n→+∞QlKn(g)¿/1; with
/1 =
36"4S2
!lM 2
:
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Fig. 1. The covering Tn.
(We recall that " is the constant associated with the sequence (Kn)n∈N and S is the jump of g
at c.) Therefore; it seems that the value of / should be close to /1. However; numerical experiments
suggest that; in fact; lim inf n→+∞QlKn(g) is considerably greater than /1. Taking into account that
"∈ (0; 1=2) and that |S|6 2M; we derive that /16 3=4 if l = 1 and /16 1=8 if l = 2. In many
cases; the value of / can be suitably found close to these upper bounds of /1.
4. Detection of !nite jump discontinuities
4.1. Detection method: continuous case
Let 0 be a bounded open interval of R and let F be a 4nite set, which can be empty, of unknown
points of 0. Let f be a given real function that veri4es one of the following hypotheses:
f is Lipschitz-continuous on each connected component of
0\F and presents a 4nite jump discontinuity at any point of F; (4.1a)
f is continuous on 0; f′ exists and is Lipschitz-continuous on
each connected component of 0\F; and any point of F is a
4nite jump discontinuity point of f′: (4.1b)
In both cases, the problem that we now consider is to determine F .
Let l=1 or 2. It is an immediate consequence of Theorem 3.5 that F is the set of points x∈0 for
which limn→+∞ J lKxn (g)=+∞, where g=f or f′ (depending on the hypothesis, (4.1a) or (4.1b), that
f satis4es) and (Kxn)n∈N is any sequence of compact intervals uniformly centred around x and such
that limn→+∞ 
(Kxn) = 0. Since F is unknown, we need a simple way to construct these sequences
(Kxn)n∈N simultaneously for all x∈0. The next result copes with this question.
Theorem 4.1. Let a = inf 0 and b = sup0. Let (Nn)n∈N ⊂ N\{0; 1} be a divergent sequence and
let ∈ (0; 1). For any n∈N; let 3n = (b − a)=Nn and let Tn = {Ki;n | 16 i6Nn} be the covering
of 0 given by
K1; n = [a; a+ (1 + )3n];
Ki;n = [a+ (i − 1− )3n; a+ (i + )3n]; i = 2; : : : ; Nn − 1;
KNn;n = [b− (1 + )3n; b] (4.2)
(see Fig. 1). Then, for any x∈0, there exists a sequence (in)n∈N ⊂ N such that (Kin; n)n∈N is
uniformly centred around x, limn→+∞ 
(Kin; n) = 0 and {x}=
⋂
n∈N Kin; n.
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Proof. Let x∈0. It is clear that; for any n∈N; there exists in ∈N such that x∈ [a+(in−1)3n; a+in3n];
and hence x∈Kin; n.
Since limn→+∞ 3n=0, it is obvious that limn→+∞ 
(Kin; n)= 0. Likewise, there exists n0 ∈N such
that, for all n¿n0, a+ 3n¡x¡b− 3n. If we set
" =min
{

1 + 2
;
x − a
(1 + )30
;
x − a
(1 + )31
; : : : ;
x − a
(1 + )3n0
;
b− x
(1 + )30
;
b− x
(1 + )31
; : : : ;
b− x
(1 + )3n0
}
;
taking into account that, for any n¿n0, 26 in6Nn − 1, we have
∀n∈N; minKin; n + "
(Kin; n)6 x6maxKin; n − "
(Kin; n):
Therefore, (Kin; n)n∈N is uniformly centred around x. Finally, by Lemma 3.4, we get {x} =⋂
n∈N Kin; n.
Suppose we are given ∈ (0; 1) and a divergent sequence (Nn)n∈N ⊂ N\{0; 1}. We denote by S
the set of sequences (Kn)n∈N ⊂ A0 of compact intervals which are uniformly centred around points of
0 and such that, for any n∈N, Kn belongs to the covering Tn de4ned in Theorem 4.1. This results
assures us that S contains at least one sequence per point in 0. In addition, if (Kn)n∈N ∈S, then
limn→+∞ 
(Kn) = 0. Likewise, we shall denote by SF the subset of S formed by those sequences
uniformly centred around points of F .
Let us observe that, for any n∈N\{0} and for any (K; K∗)∈Tn ×Tn−1 such that ◦K ∩
◦
K∗ = ∅,
there exists (Kn)n∈N ∈S such that Kn =K and Kn−1 =K∗. To see this, it suLces to 4x x∈ ◦K ∩
◦
K∗,
then consider the sequence uniformly centred around x given by Theorem 4.1 and 4nally replace in
this sequence the nth and (n− 1)th terms by K and K∗, respectively.
Also, it should be clear that the terms of a sequence (Kn)n∈N ∈S\SF , except perhaps the 4rst
ones, do not contain points of F . Hence, for l = 1 and 2, (J lKn(g))n∈N is bounded (see Remark
3.1). On the contrary, the interior of each term of a sequence (Kn)n∈N ∈SF should contain points
of F (at least, the point around which the sequence is centred). Thus, for l= 1 and 2, (J lKn(g))n∈N
diverges to +∞ at the same rate as (N 2n )n∈N (see again Remark 3.1).
Now, for any n∈N, let Fn={K ∈Tn |
◦
K∩F = ∅}. Obviously, Fn is a covering of F . In addition,
since Fn contains at most three intervals per point in F ,
lim
n→+∞

( ⋃
K∈Fn
K
)
= 0:
Hence, for N∈N big enough, FN is a family of intervals that cover F and whose union has a
very small length. Therefore, from a practical standpoint, it suLces to know FN in order to locate
F with good precision.
Algorithm 4:1, given below, provides an inductive way to approximate FN and hence F . It
starts with a covering F˜0 of F and then, for n = 1; : : : ;N, it computes from F˜n−1 a subset F˜n
of Tn close to Fn. The output of the algorithm is either the empty set, if no intervals containing
discontinuity points of g are detected, or the set F˜ formed by the midpoints of the intervals in F˜N.
F˜ constitutes a suitable approximation of F .
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Algorithm 4.1.
1. Let g = f; if (4.1a) holds; or g = f′; if (4.1b) holds. Let l = 1 or 2. Let /∈ (0; 1);
∈ (0; 1) and N∈N. Finally; 4x a sequence (Nn)n∈N ⊂ N\{0; 1} such that lim inf n→+∞ Nn+1=
Nn¿ 1=
√
/.
2. Construct the covering T0 and set F˜0 =T0.
3. For n= 1; : : : ;N; do:
3.1. Construct the covering Tn and let F˜n = ∅.
3.2. For any K ∈Tn; do:
3.2.1. Find UK = {K∗ ∈ F˜n−1 |
◦
K ∩
◦
K∗ = ∅}.
3.2.2. If UK = ∅; go to next K .
3.2.3. If; for all K∗ ∈UK; J lK(g)
(K)2¿/JlK∗(g)
(K∗)2; then include K in F˜n.
3.3. If F˜n = ∅; let F˜ = ∅. Output F˜ . Stop.
4. Let F˜ = {(minK +maxK)=2 |K ∈ F˜N}. Output F˜ .
Let us now explain all the steps of the preceding algorithm.
Step 1: Algorithm 4:1 4rst sets the values of the parameters needed for all subsequent computa-
tions. Their meaning is clear, except, perhaps, that of /. This constant, used in Step 3.2.3, can be
interpreted as a lower bound for sequences (QlKn(g))n∈N, de4ned in (3.20), associated to sequences
in SF . The value of / should be 4xed following the indications given in Remark 3.2. The condition
imposed on (Nn)n∈N implies that this sequence diverges to +∞, at a rate greater than or equal to
that of a sequence (6n)n∈N for some 6¿ 1. The general term of (Nn)n∈N is typically of the form
60 6n, with 60; 6∈N\{0; 1} and 6¿ 1=
√
/.
Step 2: The algorithm requires an initial covering F˜0 of F to start. A trivial choice is F˜0 =T0,
as done is this step.
Step 3: For n = 1; : : : ;N, the algorithm constructs a set F˜n formed by those intervals K ∈Tn
such that UK = ∅, with UK de4ned in Step 3.2.1, and that, for all K∗ ∈UK ,
J lK(g)
(K)
2¿/JlK∗(g)
(K
∗)2: (4.3)
The condition UK = ∅ is easy to understand. The algorithm assumes in any iteration that F˜n−1
is a covering of F (of course, this is true for n = 1). Thus, if UK = ∅,
◦
K cannot contain, a priori,
any element of F , and hence K does not belong to Fn. Such an interval has no interest and can be
skipped, as done in Step 3:2:2.
Concerning (4.3), let us 4rst construct as follows a 4nite subset S0F of SF : for any n=1; : : : ;N
and for any (K; K∗)∈Fn×Fn−1 such that
◦
K∩
◦
K∗∩F = ∅, we select only one sequence in SF whose
nth term and (n− 1)th term are, respectively, K and K∗. For any (Kn)n∈N ∈SF , we know that, by
Theorem 3.5, lim inf n→+∞ J lKn(g)
(Kn)
2¿ 0, and, by Corollary 3.6, lim inf n→+∞QlKn(g)¿ 0, with
QlKn(g) given in (3.20). Hence, there exist C1¿ 0, /1¿ 0 and n0 ∈N such that
∀n¿ n0; J lKn(g)
(Kn)2¿C1 (4.4)
and
∀n¿ n0; J lKn+1(g)
(Kn+1)2¿/1J lKn(g)
(Kn)2: (4.5)
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Since S0F is 4nite, we can suppose that the values of C1, /1 and n0 are, in fact, independent of any
particular sequence in S0F .
Assume that the input parameter / is less than the constant /1. Likewise, assume that we can
take n0 = 0 in (4.4) and (4.5) and that, in addition, for any K ∈Tn and K∗ ∈UK , K ∪ K∗ contains
at most one point of F .
Let n∈{1; : : : ;N}, K ∈Tn and K∗ ∈UK . When checking (4.3), we can 4nd the following cases:
(a) K ∈Fn and K∗ ∈Fn−1. By the above assumptions,
◦
K ∩
◦
K∗ ∩F = ∅. This means that K and K∗
are consecutive terms of a sequence in S0F . Thus, (4.5) implies that (4.3) holds.
(b) K ∈Tn\Fn and K∗ ∈Tn−1\Fn−1. In this case, K and K∗ are consecutive terms of a sequence
(Kj)j∈N ∈S\SF . We know that (J lKj(g))j∈N is bounded. In fact, one can expect that, except for
the 4rst terms, the values of two consecutive terms of the latter sequence are quite similar, due
to the continuity of g. Since the hypotheses on (Nj)j∈N imply that lim inf j→+∞ 
(Kj)=
(Kj+1)¿
1=
√
/, one can reasonably think that the sequence (QlKj(g))j∈N associated to (Kj)j∈N (cf. (3.20))
is bounded above by /. This means that, quite probably, (4.3) does not hold.
(c) K ∈Fn and K∗ ∈Tn−1\Fn−1. Since K∗ is one term of a sequence in S\SF , J lK∗(g)
(K∗)2 is
quite “small”. Meanwhile, by (4.4), J lK(g)
(K)
2 is somewhat “big”. Surely, (4.3) holds.
(d) K ∈Tn\Fn and K∗ ∈Fn−1. A similar argument to that in (c) shows that (4.3) probably does
not hold.
From the preceding discussion we conclude that the only intervals that will surely be added to F˜n
in Step 3:2:3 are the elements of F˜n, as desired. In practice, not all the assumptions made before
are satis4ed, so F˜n may contain intervals in Tn\Fn and, conversely, some intervals in Fn may
be excluded from F˜n. However, the test in Step 3:2:3 will work correctly in most cases.
Once F˜n has been computed, the algorithm checks, in Step 3.3, if this set is empty. If so, the
algorithm is unable to detect discontinuities of g. Hence, it sets F˜ = ∅, outputs this result and stops.
Of course, this is the situation that should happen, for some n∈{1; : : : ;N}, when F = ∅.
Step 4: In this 4nal step, Algorithm 4:1 computes the midpoints of the intervals in F˜N and
outputs the resulting set F˜ . Let us remark that F˜ may contain more than one point per point in F .
A priori, there is no way of knowing, without some analysis or more iterations, if two close points
of F˜ correspond to the same point of F or to two diOerent, but close, discontinuity points.
Remark 4.1. Throughout the algorithm; the values of J lK(g) are computed using (3.2) or (3.3); for
g= f; and (3.4) or (3.5); for g= f′. In the latter case; let us observe that there is no need to 4nd
f′ explicitly. Let us also remark that (3.4) or (3.5) require the continuity of f. This is why we
have included this condition in (4.1b). In general; before trying to detect the discontinuities of f′
in a given interval; one should be sure that f is free of discontinuities in that interval.
Example 4.1. Let 0 = (0; 1) and f(x) = x cos(8x [x + 1:6]) (see Fig. 2); where [y] stands for the
biggest integer less than or equal to y. This function presents a 4nite jump discontinuity at 0:4. We
apply Algorithm 4:1, for g = f, with l = 1, Nn = 5 · 2n,  = 0:25, / = 0:7 and N = 3. The output
is F˜ = {0:4125}, which provides a reasonable approximation of the discontinuity set F = {0:4}.
Table 1 shows the intervals K that form the sets F˜n and the corresponding values of J 1K(f).
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Fig. 2. Example 4.1. Graph of f.
Table 1
Example 4.1. Intermediate results of Algorithm 4:1
n K ∈ F˜n J 1K (f)
0 [0:0; 0:25] 0.538101
[0:15; 0:45] 2.32276
[0:35; 0:65] 3.50537
[0:55; 0:85] 12.903
[0:75; 1:0] 17.9261
1 [0:375; 0:525] 16.9449
2 [0:3875; 0:4625] 48.2092
3 [0:39375; 0:43125] 144.813
Example 4.2. Let 0 = (0; 1) and f(x) = |x sin 28x| (see Fig. 3). This function satis4es (4.1b) with
F = {0:5}. If we let g = f′, l = 2, Nn = 3 · 3n,  = 0:25, / = 0:2 and N = 3, Algorithm 4:1 now
yields F˜ = {0:5}. The intermediate results are summarized in Table 2.
4.2. Detection method: discrete case
We maintain the notations and hypotheses of the preceding subsection. It is obvious that, in
practice, the function f is not explicitly known. In fact, only the values of f on a 4nite set X ⊂ 0
are available. Even in this situation, we can use Algorithm 4:1 to detect the 4nite jump discontinuities
of f or f′ in the interval (min X;maxX ). For this, it suLces to change the construction of the
coverings Tn and the way in which the values of J lK(g) are computed, as we next detail. For the
sake of simplicity, we assume that the points of X are arranged in increasing order, i.e., if we denote
them by x1; : : : ; x#X , we suppose that, for i = 1; : : : ; #X − 1, xi ¡ xi+1.
For any n∈N, the covering Tn is now constructed in the following way. First, we determine
a covering In = {Ii;n | 16 i6Nn} of the interval [1; #X ], where Ii;n is given as Ki;n in (4.2),
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Fig. 3. Example 4.2. Graph of f.
Table 2
Example 4.2. Intermediate results of Algorithm 4:1
n K ∈ F˜n J 2K (f′)
0 [0:0; 0:416667] 177.24
[0:25; 0:75] 92.3071
[0:583333; 1:0] 792.362
1 [0:305556; 0:472222] 349.951
[0:416667; 0:583333] 2933.91
[0:75; 0:916667] 1133.09
2 [0:472222; 0:527778] 28525.2
3 [0:490741; 0:509259] 258764.0
but taking a = 1, b = #X , and 3n = (#X − 1)=Nn. Then, for i = 1; : : : ; Nn, we round min Ii;n and
max Ii;n to their nearest integers ai;n and bi;n, respectively, and let Ki;n = [xai; n ; xbi; n]. Finally, we set
Tn = {Ki;n | 16 i6Nn}. In this way, all the elements of Tn contain almost the same number of
data points.
Likewise, we associate to any K ∈Tn a new polynomial ˜lKf, which is the discrete least-squares
polynomial of degree l that 4ts the data set {(x; f(x)) | x∈K ∩ X }. Now, the computation of J lK(g)
is done using (3.1), for g=f, and (3.4) or (3.5), for g=f′, replacing in both cases the polynomial
lKf by ˜
l
Kf.
The parameter N cannot be arbitrarily large: in every iteration of Algorithm 4:1, any interval
K ∈Tn should contain at least l + 1 data points in order to compute ˜lKf (if there are exactly
l+1 points, ˜
l
Kf is an interpolating polynomial). The number of data points also limits the choice
of (Nn)n∈N: although this sequence should be rapidly divergent to improve the eLciency of the
algorithm, it is necessary to perform a minimal number of iterations to arrive at valid results.
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Table 3
Example 4.3. Intermediate results of Algorithm 4:1
n K ∈ F˜n J 1K (f) #(K ∩ X )
0 [0:020508; 0:250757] 0.482288 21
[0:194399; 0:502696] 4.83645 25
[0:373014; 0:682357] 0.869472 24
[0:53497; 0:890217] 15.2039 25
[0:791094; 0:987885] 15.7511 21
1 [0.29379,0.482797] 17.8672 13
2 [0.354845,0.461722] 44.0188 7
3 [0.374221,0.457899] 63.1923 4
Finally, we point out that the relation
J lK(g)
(K)
2¿/JlK∗(g)
(K
∗)2
should be replaced, in Step 3:2:2, by
J lK(g)
(K)
p¿/J lK∗(g)
(K
∗)p: (4.6)
We conjecture that, for any (Kn)n∈N ∈SF (where SF is de4ned as in Section 4.1 using the new
coverings Tn given above), the sequence (J lKn(g))n∈N still diverges to +∞ at the same rate as
(N 2n )n∈N (in [6], there are some results in this direction). This suggests that we should take the
value p = 2 in (4.6). However, due to roundoOs and lacks of data, sometimes it is better to 4x a
smaller value. In all the examples of Section 5 we have taken p= 1:6 if l= 1.
Example 4.3. Let us de4ne 0; F and f as in Example 4.1. Let X be a set of 80 randomly
distributed points of 0; generated in Mathematica with the commands: SeedRandom[5];
Sort[Table[Random[];{80} ]]. We apply Algorithm 4:1; making the above changes; with g= f;
l=1; Nn =5 · 2n; =0:25; /=0:7; N=3 and; for (4.6); p=2. The output is F˜ = {0:41606}. The
intermediate results appear in Table 3.
Example 4.4. Let 0; F and f be given as in Example 4.2. We take X as in the preceding example
and we let g = f′; l = 2; Nn = 3 · 3n;  = 0:75; / = 0:2; N = 3 and p = 2. Algorithm 4:1 yields
F˜ = {0:496578; 0:499376}. The intermediate results are summarized in Table 4.
5. Application to fault detection
5.1. The detection method
Let S be a faulted surface of explicit type, i.e., S is the graph of a real function , de4ned on
the closure of a connected open set  ⊂ R2, such that  or some of its 4rst partial derivatives,
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Table 4
Example 4.4. Intermediate results of Algorithm 4:1
n K ∈ F˜n J 2K (f′) #(K ∩ X )
0 [0:020508; 0:617096] 257.252 47
[0:140308; 0:938157] 79.9822 66
[0:461722; 0:987885] 844.86 47
1 [0:194179; 0:461722] 255.959 23
[0:250757; 0:529345] 702.731 23
[0:374221; 0:674856] 858.445 22
[0:617096; 0:893263] 834.956 23
[0:748371; 0:981672] 1015.62 23
2 [0.398038,0.510359] 1639.38 8
[0.461722,0.522855] 22428.2 8
3 [0.482797,0.510359] 116699.0 4
[0.488178,0.510573] 209776.0 4
x and y, are discontinuous on a subset  of A. We recall that the discontinuities of  yield
vertical faults of S, while the discontinuities of x or y correspond to (direct) oblique faults.
For the sake of simplicity, we assume that S presents either vertical or oblique faults, but not both
simultaneously (see Remark 5.1 below for the mixed case).
We also assume that the set  of fault lines is unknown. The problem that then arises in practical
situations is to locate  from a 4nite set of points of S, that is, from the values of  on a 4nite
set of points of A. We next show that Algorithm 4:1 can be used to solve this problem, provided
that the data points are not scattered on A, but distributed along lines. Therefore, we suppose that
we are given an integer M ¿ 1 and, for any i=1; : : : ; M , the values of  on a 4nite ordered set Ai
of collinear points of A.
Let i∈{1; : : : ; M}. It is clear that Ai can be written in the following form:
Ai = {ai + tjvi | 16 j6 #Ai}; (5.1)
where ai ∈R2, vi is a unit vector in R2, and t1; : : : ; t#Ai are real numbers arranged in increasing order
(i.e., t1¡t2¡ · · ·¡t#Ai).
Let Ii=[t1; t#Ai ]. Without loss of generality, we assume that the segment {ai+tvi | t ∈ Ii} is contained
in A. Hence, we can consider the function fi : Ii → R given by fi(t) =(ai + tvi). Obviously, if
fi is discontinuous at t0 ∈ Ii, then  is discontinuous at ai + t0vi. Likewise, a discontinuity of f′i
implies a discontinuity of x or y (since f′i(t) is the directional derivative of  at ai+tvi along the
direction vi). As fi is a univariate function and we know its values on a 4nite set {t1; : : : ; t#Ai} (which
are the values of  on Ai), we can apply Algorithm 4:1 to detect the 4nite jump discontinuities of
fi or f′i , from which we immediately locate points belonging to . It is clear that Algorithm 4:1
should be used with g=fi if S presents vertical faults, or with g=f′i if the faults are oblique. Of
course, this algorithm will work if fi satis4es a condition analogous to (4.1a) or (4.1b).
The detection method sketched above can be summarized in the following procedure, whose output
is a 4nite set ˜ that approximates .
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Algorithm 5.1.
1. Let fault= vertical or oblique; depending on the kind of faults that S presents. Fix the values
of the parameters l; (Nn)n∈N; ; /; N and p; needed in Algorithm 4:1 and (4.6).
2. Let ˜= ∅.
3. For i = 1; : : : ; M ; do:
3.1. Determine ai; vi ; t1; : : : ; t#Ai to write Ai as in (5.1).
3.2. Let fi(t) =(ai + tvi). If fault=vertical; let g= fi; else let g= f′i .
3.3. Apply Steps 2–4 of Algorithm 4:1; making the changes indicated in Section 4.2 and using
the data set {(tj; fi(tj)) | 16 j6 #Ai}. Let F˜ i be the corresponding output.
3.4. For any t ∈ F˜ i; add ai + tvi to ˜.
4. Output ˜.
Remark 5.1. Suppose that S presents both vertical and oblique faults. In this case; Algorithm 5:1
should be 4rst applied with fault= vertical. From the output; one should 4nd a closed set F that
contains the vertical fault lines. Then; Algorithm 5:1 can be applied; with fault=oblique; for every
connected component of \F; using the data attached to its closure.
5.2. Numerical examples
To numerically test Algorithm 5:1, we have taken = (0; 1)× (0; 1) and 40 data sets Ai de4ned
as follows:
∀i = 1; : : : ; 20; Ai = X × {y4i}; Ai+20 = {x4i} × Y;
where X = {x1; : : : ; x80} and Y = {y1; : : : ; y80} are sets of randomly distributed points of (0; 1),
generated with the Mathematica commands
SeedRandom[5];
X= Sort[Table[Random[],{80} ]];
Y= Sort[Table[Random[],{80} ]]
Let us observe that, for i=1; : : : ; 20, Ai (respectively, Ai+20) can be written as in (5.1) with
ai=(0; y4i), vi = (1; 0) and {t1; : : : ; t#Ai} = X (resp. ai = (x4i ; 0), vi = (0; 1) and {t1; : : : ; t#Ai} = Y ).
Globally, we have 2800 data points, displayed in Fig. 4.
We shall present six examples, corresponding to six diOerent faulted surfaces. The expressions of
 and  are given below. For each example, we have evaluated  on
⋃40
i=1 Ai and then we have
applied Algorithm 5:1. Table 5 shows the parameter values 4xed in the 4rst step of this algorithm.
Let us observe that, for detecting oblique faults, it is better to take l=2. Figs. 5–10 display every
surface, the set  and the set ˜ yielded by Algorithm 5:1. The latter appears as a cloud of points
that surround .
Finally, to measure the eLciency of Algorithm 5:1, we have counted the detectable discontinuity
points, i.e., the intersections of  with the lines that contain the data sets Ai. Table 6 shows how
many of them are really detected, that is, approximated by at least one point of ˜.
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Fig. 4. Data points for the numerical tests.
Table 5
Parameters used to apply Algorithm 5:1 in Examples 5.1–5.6
Example fault l Nn  / N p
5.1 vertical 1 9 · 2n 0.5 0.6 3 1.6
5.2 vertical 1 9 · 2n 0.5 0.6 3 1.6
5.3 vertical 1 9 · 2n 0.5 0.6 3 1.6
5.4 oblique 2 3 · 3n 0.75 0.175 3 2
5.5 oblique 2 3 · 3n 0.75 0.25 3 2
5.6 oblique 2 3 · 3n 0.75 0.1 3 2
Example 5.1.
(x; y) =
{
0; x¿ 0:4; y¿ 0:4; y¡x + 0:2;
(x − 1)2 + (y − 1)2 otherwise:
= {(t; 0:4) | 0:46 t6 1} ∪ {(0:4; t) | 0:46 t6 0:6} ∪ {(t; t + 0:2) | 0:46 t6 0:8}:
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(a) Surface
Fig. 5. Example 5.1: (a) surface; (b) sets  and ˜.
Example 5.2.
(x; y) =
{
(2− (x − 0:8)2)(2− (y − 0:8)2); y¿h(x);
(1− (x − 0:5)2)(1− (y − 0:2)2) otherwise;
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Fig. 6. Example 5.2: (a) surface; (b) sets  and ˜.
where h(x) = 0:5 + 0:2 sin(58x=3).
= {(x; h(x)) | 06 x6 1}:
Example 5.3 (cf. Gutzmer and Iske [2]).
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Fig. 7. Example 5.3: (a) surface; (b) sets  and ˜.
(x; y) =
{
1 + 2[3:5
√
x2 + y2]; (x − 0:5)2 + (y − 0:5)2¡ 0:16;
0 otherwise:
= {(x; y)∈R2 | (x − 0:5)2 + (y − 0:5)2 = 0:16}
M.C. Lopez de Silanes et al. / Journal of Computational and Applied Mathematics 140 (2002) 559–585 581
0
0.2
0.4
0.6
0.8
1 0
0.2
0.4
0.6
0.8
1
4
4.5
5
5.5
6
0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
Surface(a)
Sets Φ and Φ~(b)
Fig. 8. Example 5:4: (a) surface; (b) sets  and ˜.
∪{(x; y)∈R2 | x2 + y2 = 16=49; (x − 0:5)2 + (y − 0:5)26 0:16}
∪{(x; y)∈R2 | x2 + y2 = 36=49; (x − 0:5)2 + (y − 0:5)26 0:16}:
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Fig. 9. Example 5:5: (a) surface; (b) sets  and ˜.
Example 5.4.
(x; y) = 5− 4(x + y − 1)|x − y|:
= {(t; t) | 06 t6 1; t =0:5}:
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Fig. 10. Example 5:6: (a) surface; (b) sets  and ˜.
Example 5.5.
(x; y) =


0:1 +
3y
20h(x)
; y¡h(x);
0:25 otherwise;
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Table 6
ELciency of Algorithm 5:1 in Examples 5.1–5.6
Example Detectable points Detected points %
5.1 34 32 94.12
5.2 29 29 100.0
5.3 102 92 90.2
5.4 40 33 82.5
5.5 28 27 96.43
5.6 123 117 95.12
where h(x) = 0:5− 0:125 sin 28x.
= {(x; h(x)) | 06 x6 1}:
Example 5.6.
(x; y) =


0:5; h(x; y)¿ 1:5;
1:25; h(x; y)¡ 0:75;
2− h(x; y) otherwise;
where h(x; y) = (4x − 2)2=3 + (4y − 2)2=3.
= {(x; y)∈R2 | h(x; y) = 0:75 or 1:5} ∪ {(x; 0:5) | 0:753=26 |4x − 2|6 1:53=2}
∪{(0:5; y) | 0:753=26 |4y − 2|6 1:53=2}:
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