An entirely novel approach to image indexing is presented using content-based watermarking. The proposed system uses colorimage segmentation and watermarking in order to facilitate content-based indexing, retrieval and manipulation of digital images and image regions. A novel segmentation algorithm is applied on reduced images and the resulting segmentation mask is embedded in the image using watermarking techniques. In each region of the image, indexing information is additionally embedded. In this way, the proposed system is endowed with content-based access and indexing capabilities which can be easily exploited via a simple watermark detection process. Several experiments have shown the potential of this approach.
INTRODUCTION
In recent years, the proliferation of digital media has established the need for the development of tools for the efficient access and retrieval of visual information. At the same time, watermarking has received significant attention due to its applications on the protection of intellectual property rights (IPR) [1, 2] . However, many other applications can be conceived which involve information hiding [3, 4] . In this paper, we propose the employment of watermarking as a means to content-based indexing and retrieval of images from databases.
In order to endow the proposed scheme with contentbased functionalities, information must be hidden regionwise in digital images. Thus, the success of any content-based approach depends largely on the segmentation of the image based on its content. In the present paper, a novel segmentation algorithm is used prior to information embedding. Segmentation methods for 2D images may be divided primarily into region-based and boundary-based methods [5, 6, 7, 8] . In this paper, a region-based [9, 10] approach is presented using a combination of position, intensity, and texture information, in order to form large connected regions that correspond to the objects contained in the image. The segmentation of the image into regions is followed by the extraction of a set of region descriptors for each region; these serve as indexing information.
The segmentation and indexing information are subsequently embedded into the images using digital watermarking techniques. Specifically, segmentation information is embedded using an M-ary symbol modulation technique in which each symbol corresponds to an image region. Indexing information is embedded as a binary stream followed by channel coding. In this way, both segmentation and indexing information can be easily extracted using a fast watermark detection procedure. This is an entirely novel concept that clearly differentiates our system from classical indexing and retrieval methodologies, in which feature information for each image is separately stored in database records.
Embedding segmentation and indexing information in image regions [11, 12] has the following advantages:
• each region in the image carries its own description and no additional information must be kept for its description; • the image can be moved from a database to another without the need to move any associated description; • objects can be cropped at the decoder from images without the requirement for employing segmentation algorithms.
The above advantages can be exploited using our watermarking methodology.
The paper is organized as follows: the system overview is given in Section 2. The segmentation algorithm is presented in Section 3. In Section 4, the derivation of region descriptors used for indexing is described. The information embedding process is shown in Section 5. In Section 6, experimental evaluation is discussed, and finally, conclusions are drawn in Section 7.
SYSTEM OVERVIEW
The block diagram of the proposed system is shown in Figure 1 . The system first segments an image into objects using a segmentation algorithm that forms only connected regions. The segmentation algorithm is applied to a reduced image consisting of the mean values of the pixel intensities in 8 × 8 blocks of the original image. Apart from speeding the segmentation process, this approach has the additional advantage that it yields image regions comprising a number of 8 × 8 blocks (since a single pixel in the reduced image corresponds to a whole block in the original image). Following segmentation, watermarking can proceed immediately. Unlike segmentation, the watermarking process is applied to the full resolution image. Specifically, the segmentation information is embedded first. The indexing information is obtained from the reduced image and the indexing bits are channel coded and then embedded in the full resolution image.
Conversely, the first step in the watermark detection process is to detect the segmentation watermark and subsequently, based on this segmentation, to extract the information bits associated with each object (see Figure 2 ). If, due to unsuccessful watermark detection, the segmentation mask detected at the decoder is different than the one used at the encoder, then the detection process will not be synchronized with the embedding process and the embedded indexing information will not be retrieved correctly.
A segmentation algorithm employing color and texture information is described in the ensuing section.
COLOR IMAGE SEGMENTATION

Segmentation system overview
The segmentation system described in this section is based on a variant of the popular K-means algorithm: the Kmeans-with-connectivity-constraint algorithm (KMCC) [13, 14] . This is an algorithm that classifies the pixels into regions taking into account not only the intensity or texture information associated with each pixel but also the position of the pixel, thus producing connected regions rather than sets of chromatically similar pixels. Furthermore, the combination of intensity and texture information enables the algorithm to handle textured objects effectively, by forming large, chromatically nonuniform regions instead of breaking down the objects to a large number of chromatically uniform regions. To achieve this, the texture information is not only utilized by the KMCC algorithm, but is also used for determining whether and to which pixels of the image a moving average filter should be applied. Before the final application of the KMCC algorithm, a moving average filter alters the intensity information in those parts of the image where intensity fluctuations are particularly pronounced, since in these parts the KMCC algorithm does not perform efficiently. This stage of conditional filtering is described in more detail in the sequel. The result of the application of the segmentation algorithm to a color image is the segmentation mask: a grayscale image in which different gray values correspond to different regions formed by the KMCC algorithm.
The segmentation algorithm consists of the following stages ( Figure 3) . Stage 1. Extraction of the intensity and texture feature vectors corresponding to each pixel. These will be used along with the spatial features in the following stages. Stage 2. Estimation of the initial number of regions and their spatial, intensity, and texture centers of the KMCC algorithm. Stage 3. Conditional filtering using a moving average filter. Stage 4. Final classification of the pixels, using the KMCC algorithm.
Color and texture features
The color features used are the three intensity coordinates of the CIE L * a * b * color space. This color space is related to the CIE XYZ standard through a nonlinear transformation. What makes CIE L * a * b * more suitable for the proposed algorithm than the widely used RGB color space is perceptual uniformity: the CIE L * a * b * is approximately perceptually uniform, that is, the numerical distance in this color space is approximately proportional to the perceived color difference [15] . The color feature vector of pixel p, I(p) is defined as
In order to detect and characterize texture properties in the neighborhood of each pixel, the discrete wavelet frames (DWF) decomposition is used. This is a method similar to the discrete wavelet transform (DWT), that uses a filter bank to decompose each intensity coordinate of the image to a set of subbands (Figure 4 ). The main difference between the two methods is that in the DWF decomposition, the output of the filter bank is not subsampled. The DWF approach has been proven to decrease the variability of the estimated texture features, thus improving classification performance [16] .
The filter bank used is based on the lowpass Haar filter
which satisfies the lowpass condition H(z)| z=1 = 1. The complementary highpass filter G(z) is defined with respect to the lowpass H(z) as follows:
The filters of the filter bank, 
where H 0 (z) = 1 is the necessary initial condition and L d is the number of levels of decomposition. The frequency responses of those filters for L d = 2 are presented in Figure 5 .
Intensity component
Approximation component
Detail components of DWF decomposition Although the frequency localization of the filters is relatively poor, as shown by Figure 5 , it has been shown in [16] that good space localization of the filter bank is more important than frequency localization; therefore simple prototype filters like the Haar filter used are good choices. The application of such simple filters also has the advantage of correspondingly reduced computational complexity. The discrete wavelet frames decomposition can be extended in the two-dimensional space by successively processing the rows and columns of the image. In this case, for each intensity component and each level of decomposition, three detail components of the wavelet coefficients are produced. The fast iterative scheme used in our segmentation algorithm, for two levels of decomposition of the twodimensional image, is presented in Figure 6 .
The texture of pixel p is then characterized by the standard deviations of all detail components, calculated in a neighborhood F of pixel p. This neighborhood F is a square of dimension f × f , where in our system the value of f is odd and is chosen to be equal to the dimension of the blocks used for the initial clustering procedure (Section 3.3).
We have chosen to use a two-dimensional DWF decomposition of two levels: L d = 2. Since three detail components are produced for each level of decomposition and each one of the three intensity components (Figure 6 ), the texture feature vector for pixel p, T(p), comprises 18 texture components, σ q (p), q = 1, . . . , 18:
Initial clustering
Similarly to any other variant of the K-means algorithm, the KMCC algorithm requires initial values; in our case, an initial estimation is needed of the number of regions in the image and their spatial, intensity, and texture centers. A set of values chosen randomly could be used as initial values, since all these values can and are expected to be altered during the execution of the algorithm. Nevertheless, a well-chosen starting point can lead to a more accurate representation of the objects of the image. It can also facilitate the convergence of the K-means-with-connectivity-constraint algorithm, thus reducing the time necessary for the segmentation mask to be produced. In order to compute the appropriate initial values, the image is broken down to square, nonoverlapping blocks of dimension f × f . In this way, a total of L blocks, b l , l = 1, . . . , L are created. In our experiments, the value of f was chosen so that the number L of blocks created would be approximately 75; this was found to be a good compromise between the need for accuracy of the initial clustering, which improves as the number L of blocks increases, and the need for its fast completion. The center of block b l is pixel p l cntr . A color feature vector I(b l ) and a texture feature vector T(b l ) are assigned to each block, as follows:
where p l m , m = 1, . . . , f 2 are the pixels belonging to block b l . The distance between two blocks is defined as follows: where
The number of regions of the image is initially estimated by applying a variant of the maximin algorithm to this set of blocks. This algorithm consists of the following steps.
Step 1. The block in the upper left corner of the image is chosen to be the first intensity and texture center.
Step 2. For each block b l , l = 1, . . . , L, the distance between b l and the first center is calculated; the block for which the distance is maximized is chosen to be the second intensity and texture center. The distance Db max between the first two centers is indicative of the intensity and texture contrast of the particular image.
Step 3. For each block b l , the distances between b l and all centers are calculated and the minimum of those distances is assigned to block b l . The block that was assigned the maximum of the distances assigned to blocks is a new candidate center.
Step 4. If the distance that was assigned to the candidate center is greater than γ · Db max , where γ is a predefined parameter, the candidate center is accepted as a new center and Step 3 is repeated; otherwise, the candidate center is rejected and the maximin algorithm is terminated. In our experiments the value for γ = 0.4 was used.
The number of centers estimated by the maximin algorithm constitutes an estimate of the number of regions in the image. Nevertheless, it is not possible to determine whether these regions are connected or not. Furthermore, there is no information regarding their spatial centers. In order to solve these problems, a simple K-means algorithm is applied to the set of blocks, using the information produced by the maximin algorithm as initial values. The simple K-means algorithm consists of the following steps.
Step 1. The output of the maximin algorithm is used as a starting point, regarding the number of regions s k , k = 1, . . . , K, and their intensity and texture centers, I(s k ) and T(s k ), respectively.
Step 2. For every block b l , l = 1, . . . , L, the distance is evaluated between b l and all region centers. The block b l is assigned to the region for which the distance is minimized.
Step 3. Region centers are recalculated, as the mean values of the intensity and texture vectors over the blocks belonging to the corresponding region
where b k m , m = 1, . . . , M k are the blocks currently assigned to region s k .
Step 4. If the new centers are equal to those calculated in the previous iteration of the algorithm, then stop, else go to Step 2.
When the K-means algorithm converges, the connectivity of the regions that were formed is evaluated; those that are not connected are easily broken down to the minimum number of connected regions using a recursive four-connectivity component labelling algorithm [17] , so that a total of K connected regions are identified. Their centers, including their spatial centers S(
. . , K , will now be calculated. In order to obtain other useful information as well, such as the current size M k of each region in pixels, we choose to perform the center calculation process not in the block domain but in the pixel domain, as we will do during the execution of the KMCC algorithm. These centers will be used as initial values by the KMCC algorithm:
where M k is the number of pixels p k m , m = 1, . . . , M k that belong to region s k .
Conditional filtering
In some images, there are parts of the image where intensity fluctuations are particularly pronounced, even when all pixels in that part of the image belong to a single object (Figure 7) . In order to facilitate the grouping of all these pixels in a single region based on their texture similarity, which is our objective, it would be of great importance to somehow reduce their intensity differences. This can be achieved by applying a moving average filter to the appropriate parts of the image, thus altering the intensity information of the corresponding pixels.
The decision of whether the filter should be applied to a particular pixel p or not is made by evaluating the norm of the texture feature vector T(p) (see Section 3.2); the filter is not applied if that norm is below a threshold T th . The output of the conditional filtering module can thus be expressed as:
An appropriate value of the threshold T th was experimentally found to be
where T max is the maximum value of the norm T(p) in the image. For computational efficiency purposes, the maximum of T(p) can be sought only among the pixels that served as block centers during the initial clustering described in Section 3.3. The term 0.65 · T max in the threshold definition is used to make sure that the filter will not be applied outside the borders of the textured objects. In this way, the boundaries of the textured objects will not be corrupted, thus enabling the KMCC algorithm to accurately detect those boundaries. The constant term 14, on the other hand, is necessary for the system to be able to handle images composed of chromatically uniform objects; in such images, the value of T max is expected to be relatively small and would correspond to pixels on edges between objects, where the application of a moving average filter is obviously undesirable. The output of the conditional filtering stage will be now used by the KMCC algorithm.
The K-means with connectivity constraint algorithm
Clustering based on the K-means algorithm is a widely used region segmentation method [18, 19, 20] which, however, tends to produce unconnected regions. This is due to the propensity of the classical K-means algorithm to ignore spatial information about the intensity values in an image, since it only takes into account the global intensity or color information. In order to alleviate this problem, we propose the use of an extended K-Means algorithm: the K-meanswith-connectivity-constraint algorithm. In this algorithm the spatial proximity of each region is also taken into account by defining a new center for the K-means algorithm and by integrating the K-means with a component labeling procedure.
The K-means with connectivity constraint (KMCC) algorithm, that is, applied on the pixels of the image consists of the following steps (Figure 8) .
Step 1. An initial clustering is produced, using the estimation procedure in Section 3.3; thus the number of regions K is initialized as K = K .
Step 2. For every pixel p, the distance between p and all region centers is calculated. The pixel is then assigned to the region for which the distance is minimized. A generalized distance of a pixel p from a region s k is defined as follows: where
the area A k of each region is defined as
where M k is the number of pixels assigned to region s k , and A is the average area of all regions:
The regularization parameter λ is defined as:
Normalization of the spatial distance, p − S k with the area of each region,Ā/A k is necessary in order to encourage the creation of large connected regions; otherwise, pixels would tend to be assigned to smaller rather than larger regions due to greater spatial proximity to their centers. In this case, large objects would be broken down to more than one neighboring smaller regions instead of forming one single, larger region. The regularization parameter λ is used to make sure that a pixel is assigned to a region primarily due to their intensity and texture similarity. Being proportional to the intensity and texture contrast Db max of the image, it ensures that even in low-contrast images, where intensity and texture differences are small, these will not become insignificant compared to spatial distances. The opposite would result in the formation of regions that would not correspond to the objects of the image.
Step 3. The connectivity of the regions formed is evaluated; those which are not connected are easily broken down to the minimum number of connected regions using a recursive four-connectivity component labelling algorithm [17] .
Step 4. Region centers are recalculated. Regions with areas below a size threshold th size are dropped. The number of regions K is also recalculated, taking into account only the remaining regions.
Step 5. Two regions are merged if they are neighbors and if their intensity and texture distance is not greater than an appropriate merging threshold:
Step 6. Region number K and region centers are once again reevaluated.
Step 7. If the region number K is equal to the one calculated in Step 6 of the previous iteration and the difference between the new centers and those in Step 6 of the previous iteration is below the corresponding threshold for all centers, then stop, else go to Step 2. If index "old" characterizes the region number and region centers calculated in Step 6 of the previous iteration, the convergence condition can be expressed as:
for k = 1, . . . , K. Even though the region centers of particularly small regions are omitted in Step 4 and the formation of large regions is encouraged in Step 2, there is no guarantee that no such small regions will be present in the segmentation mask after the convergence of the algorithm. Since these regions are not wanted, they are forced to merge with one of their neighboring regions, based on intensity and texture similarity: a small region s k1 , M k1 < th size is appended to region s k2 , (20) is minimum. This procedure is performed for all small regions of the segmentation mask, until all such small regions are absorbed.
In Table 1 , a summary of the thresholds required by the segmentation algorithm and the corresponding values used in our experiments is presented.
REGION DESCRIPTORS
As soon as the segmentation mask is produced, a set of descriptors that will be used for querying are calculated for each region. These region descriptors compactly characterize each region's color, position, and shape.
The color and position descriptors of a region are based on the intensity and spatial centers that were calculated for the region in the last iteration of the KMCC algorithm. In particular, the color descriptors of region s k are the intensity centers of that region, I L (s k ), I a (s k ), I b (s k ), whereas the position descriptors P k,x , P k,y are the spatial centers normalized by the dimensions of the image:
The shape descriptors of a region are its area, eccentricity and orientation. The area E k is expressed by the number of pixels M k that belong to region s k , divided by the total number of pixels of the image:
The other two shape descriptors are calculated using the covariance or scatter matrix C k of the region. This is defined as:
where
. . , M k are the pixels belonging to region s k . Let ρ i , u i , i = 1, 2 be its eigenvalues and eigenvectors:
As is known from Principal Component Analysis (PCA), the principal eigenvector u 1 defines the orientation of the region and u 2 is perpendicular to u 1 . The two eigenvalues provide an approximate measure of the two dominant directions of the shape. Using these quantities, an approximation of the eccentricity ε k and orientation θ k of the region are calculated: orientation θ k is the argument of the principal eigenvector of C k , u 1 , and eccentricity ε k is defined as follows:
The eight region descriptors mentioned above form a region descriptor vector D k :
Using eight bits to express each one of the region descriptors, a total of 64 bits is required for the entire region descriptor vector D k . This information, along with the segmentation mask, will be embedded in the image using digital watermarking techniques, as described in the ensuing section.
CONTENT-BASED INFORMATION EMBEDDING
The information obtained for each image using the techniques of the preceding sections is embedded in the image itself. Two kinds of watermarks are embedded; one containing segmentation information and another that carries indexing information. Both are embedded in the spatial domain. 
Segmentation information embedding
The segmentation watermark consists of a number of symbols. A different symbol is embedded in each image region in order to make possible the identification of the regions during the watermark detection process. In a sense, the segmentation watermark symbols can be seen as labels that are tagged to each image object (see Figure 9) . We chose to embed the segmentation watermark in the blue component of the RGB images because the Human Visual System is less sensitive to blue color [21] . Even though the methodology that will be developed is entirely general and an arbitrary number of regions may be labelled, we shall describe it here for the sake of brevity and simplicity for the case where only four regions of each segmented image need be labelled, that is, three main objects and the background. It will be assumed that any other objects determined using the segmentation algorithm are small and insignificant objects which are labelled using the same label as the background and therefore cannot be indexed and retrieved independently.
The pixels of block (l 1 , l 2 ) in the blue component I B of the image will be modified due to the watermarking process as follows:
where l 1 , l 2 are the block indices, i, j are the indices specifying the position of the pixel inside the block and a l1,l2 is a modulating factor valued as follows: Figure 10 : Watermark matrix. The modulating factor corresponding to the embedded information symbol is multiplied by the matrix elements and the resulting signal is added to the image. and w [i, j] is the watermark matrix (see Figure 10) , which is the same for all blocks in the image and is given by
The extraction of the label of each block is achieved via a simple correlation-based watermark detection process. The watermark detector is applied to each block. To detect the watermark, we calculate the correlation between the intensities I (l1,l2)B [i, j] of the watermarked pixels in a block and w [i, j] . The detector output for block (l 1 , l 2 ) is calculated by
where N is the number of pixels in a block. In our case, N = 64 since 64 pixels are included in an 8 × 8 block. The symbol that is extracted from each block depends on the detector output. The probability density function of the detector output can be approximated by a Gaussian distribution with mean equal to −3, −1, 1, or 3, depending on the symbol that was embedded (see Figure 11) . By choosing the decision boundaries to coincide with the value of q at which adjacent distributions in Figure 11 cross, the probability of misclassification is minimized [22] . Clearly, the optimal rule for extracting the label of block (l 1 , l 2 ) is
since the above choice minimizes the probability of erroneous symbol detection. This probability will be shown to be very small. In fact, using the conditional distributions of the detector statistic for each of the four symbols, the probabilities P i , i = 0, . . . , 3, that the ith symbol is extracted erroneously are
The mean value of the detector output is
From (28),
which is a very small quantity. Furthermore,
Thus, (35) yields
and the variance of the correlator output is
Since the term in brackets is far lower than 64 2 (intensities in a block are highly correlated), the resulting variance σ 2 will be a very small quantity (see Figure 11 ). In most practical cases, if no attack is performed in the image, the variance σ 2 of the segmentation watermark detector is approximately equal to 0.09. By substituting this value in (31) and (32), the probability that the label of a block in an object is misinterpreted is less than 10 −3 . Although this is a very small probability, there are some cases in which even such a small error could affect the synchronization capability of the system and the subsequent indexing information extraction. Such a case may occur if a block on region boundaries is misinterpreted (see Figure 12 ). As seen, detection errors occurring at blocks within a region can be easily corrected since isolated blocks obviously cannot be considered objects. However, errors at block boundaries cannot be corrected since there is ambiguity regarding the region in which they belong. For this reason, immediately before embedding indexing information, a dummy detection of segmentation information takes place in order to identify blocks which yield ambiguous segmentation labels. In such blocks, no indexing information is embedded.
Indexing information embedding
Indexing information is embedded in the red component of each image using binary symbols. For each region, eight feature values described by 8 bits each are ordered in a binary vector of 64 bits. Each bit of this vector is embedded in a block of the corresponding region. After the embedding of the watermark, the red component of the block (l 1 , l 2 ) of the image is as follows:
where w is the watermark matrix given in (28) and a l1,l2 is a modulating factor valued as follows: 
The green component is not altered. The detection is correlation-based, that is,
If the output q of the detector is less than zero then the extracted bit is 0, otherwise 1. Using this rule, the resulting probability of erroneous detection is very small. However, in order to achieve lossless extraction, error correcting codes [23] The protection achieved using this approach is so strong (for the given application) that practically guarantees the correct extraction of all indexing bits.
EXPERIMENTAL RESULTS
The segmentation and watermarking algorithms described in the previous sections were tested for embedding information in a variety of test images [24] . As seen in Figures 13 and  14 , the segmentation algorithm is endowed with the capability to handle efficiently both textured and non-textured objects. This is due to the combined use of intensity, texture, and position features for the image pixels. The derivation of the segmentation mask was followed by the extraction of indexing features for the formed regions as described in Section 4 (these features are also used by the ISTORAMA 1 content-based image retrieval system). The above segmentation and indexing information was subsequently embedded in the images. Alternatively, instead of indexing information, any other kind of object-related information could be embedded, including a short text describing the object.
The segmentation information was embedded in the blue component of RGB images using the procedure described in the previous section. The indexing information was embedded in the red component of RGB images. Moreover, if the object was large enough, the same indexing bits were embedded twice or even more, until all available region blocks are used. The average time for watermarking an image was 0.07 seconds and the average time for the extraction of indexing information was 0.035 seconds on a computer with a Pentium-III processor. No perceptual degradation of image quality was observed (see Figure 15 ) due to watermarking. The 0.07 seconds include both mask and indexing information embedding but exclude the time needed for segmentation and feature extraction. The processes of segmenting an image and extracting indexing features from the formed regions are more timeconsuming and in our system take several seconds/image. In practice, the entire process in Figure 1 takes roughly 15 seconds. However, the process in Figure 1 is performed only once (at the time an image is segmented and marked) whereas the detection process (Figure 2 ), which takes place many times (once for each different query), still needs 0.035 seconds/image.
The proposed system was subsequently tested for the retrieval of image regions using 1000 images from the ISTORAMA database. In all cases, due to the channel coding, 100% of the embedded indexing bits were reliably extracted from the watermarked image. A simple retrieval example is shown in Figure 16 . In most cases, the system was able to respond in less than 20 seconds and present the image region which was close to the one required by the user. However, for applications in which the speed of the system in its present form is considered not satisfactory, a separate file could be built offline containing the features values that are embedded in the images. In this way, the feature values could be accessed much faster than extracting them from the images online.
CONCLUSIONS
A methodology was presented for the segmentation and content-based embedding of indexing information in digital images. The segmentation algorithm combines pixel position, intensity, and texture information in order to segment the image into a number of regions. Two types of watermarks are subsequently embedded in each region: a segmentation watermark and an indexing watermark. The proposed system is appropriate for building flexible databases in which no side information is needed to be kept for each image. Moreover, the semantic regions comprising each image can be easily extracted using the segmentation watermark detection procedure. 
