Abstract. In this paper we develop algorithms to solve generalized Fermat-Torricelli problems with both positive and negative weights and multifacility location problems involving distances generated by Minkowski gauges. We also introduce a new model of clustering based on squared distances to convex sets. Using the Nesterov smoothing technique and an algorithm for minimizing differences of convex functions called the DCA introduced by Tao and An, we develop effective algorithms for solving these problems. We demonstrate the algorithms with a variety of numerical examples.
Introduction
The classical Fermat-Torricelli problem asks for a point that minimizes the sum of the Euclidean distances to three points in the plane. This problem was introduced by the French mathematician Pierre De Fermat in the 17th century. In spite of the simplicity of the model, this problem has been a topic for extensive research recently due to both its mathematical beauty and its practical applications in the field of facility location. Several generalized models for the Fermat-Torricelli problem have been introduced and studied in the literature; see [3-8, 11-13, 15-18, 27] and the references therein.
Given a finite number of target points a i ∈ R n with the associated weights c i ∈ R for i = 1, . . . , m, a generalized model of the Fermat-Torricelli problem seeks to minimize the objective function:
weighted sum of the assignment distances:
c i min ℓ=1,...,k x ℓ − a i , x ℓ ∈ R n for ℓ = 1, . . . , k.
(
1.2)
If the weights c i are nonnegative, (1.1) is a convex function, but (1.2) is nonconvex even if the weights c i are nonnegative. The problem of minimizing (1.2) reduces to the generalized Fermat-Torricelli problem of minimizing (1.1) in the case where k = 1. This fundamental problem of multifacility location has a close relationship with clustering problems. Note that the Euclidean distance in objective functions (1.1) and (1.2) can be replaced by generalized distances as necessitated by different applications. Due to the nonconvexity and nondifferentiability of these functions, their minimization needs optimization techniques beyond convexity.
A recent paper by An, Belghiti, and Tao [1] used an algorithm called the DCA (Difference of Convex Algorithm) to minimize a version of objective function (1.2) that involves the squared Euclidean distances with constant weights c i = 1. Their method shows robustness, efficiency, and superiority compared with the well-known K−means algorithm when applied to a number of real-world data sets. The DCA was introduced by Tao in 1986, and then extensively developed in the works of An, Tao, and others; see [23, 24] and the references therein. An important feature of the DCA is its simplicity, while still being very effective for many applications compared with other methods. In fact, the DCA is one of the most successful algorithms to deal with nonconvex optimization problems.
In this paper we continue the works of An, Belghiti, and Tao [1] by considering the problems of minimizing (1.1) and (1.2) in which the Euclidean distance is replaced by the distance generated by Minkowski gauges. This consideration seems to be more appropriate when viewing these problems as facility location problems. Solving location problems involving Minkowski gauges allows us to unify those generated by arbitrary norms and even more generalized notions of distances; see [8, 15, 16] and the references therein. In addition, our models become nondifferentiable without using squared Euclidean distances as in [1] . Our approach is based on the Nesterov smoothing technique [19] and the DCA. Based on the DCA, we also propose a method to solve a new model of clustering called set clustering. This model involves squared Euclidean distances to convex sets instead of singletons, and hence coincides with the model considered in [1] when the sets reduce to singletons. Using sets instead of points in clustering allows us to classify objects with nonnegligible sizes.
The paper is organized as follows. In Section 2, we give an accessible presentation of DC programming and the DCA by providing simple proofs for some available results. Section 3 is devoted to developing algorithms to solve generalized weighted Fermat-Torricelli problems involving possibly negative weights and Minkowski gauges. Algorithms for solving multifacility location problems with Minkowski gauges are presented in Section 4. In Section 5 we introduce and develop an algorithm to solve the new model of clustering involving sets. Finally, we demonstrate our algorithms through a variety of numerical examples in Section 6, and offer some concluding remarks in Section 7.
An Introduction to the DCA
In this section we provide an easy path to basic results of DC programming and the DCA for the convenience of the reader. Most of the results in this section can be found in [23, 24] , although our presentation is tailored to the algorithms we present in the following sections.
Consider the problem:
where g : R n → (−∞, ∞] and h : R n → R are convex functions. The function f in (2.1) is called a DC function and g − h is called a DC decomposition of f .
For a convex function g : R n → (−∞, ∞], the Fenchel conjugate of g is defined by
Note that if g is proper, i.e. dom(g) :
is also a convex function. In addition, if g is lower semicontinuous, then x ∈ ∂g * (y) if and only if y ∈ ∂g(x), where ∂ denotes the subdifferential operator in the sense of convex analysis; see, e.g., [10, 14, 26] .
The DCA is a simple but effective optimization scheme for minimizing differences of convex functions. Although the algorithm is used for nonconvex optimization problems, the convexity of the functions involved still plays a crucial role. The algorithm is summarized as follows, as applied to (2.1).
Algorithm 1.
INPUT:
In what follows, we discuss sufficient conditions for the constructibility of the sequence {x k }.
Proof. Let x ∈ R n and y ∈ ∂g(x). Then x ∈ ∂g * (y) which implies ∂g * (y) = ∅, and so y ∈ dom ∂g * . The opposite inclusion is just as obvious.
We say that a function g :
We also say that f is level-bounded if for any α ∈ R, the level set g −1 ((−∞, α]) is bounded.
Proposition 2.2 Let g : R n → (−∞, ∞] be a proper lower semicontinuous convex function. Suppose that f is coercive and level-bounded. Then dom(∂g * ) = R n . In particular, dom(g * ) = R n .
Proof. It follows from the well-known Brønsted-Rockafellar theorem that ∂g(R n ) is dense in R n ; see [22, Theorem 2.3] . We first show that the set ∂g(R n ) is closed. Fix any sequence
In particular, we can fixx ∈ dom g and use the fact that {v k } is bounded to find a constant
Let us now show that {x k } is bounded. By contradiction, assume that this is not the case.
Without loss of generality, we can assume that lim k→∞ x k = ∞. By the coercive property of g,
This is a contradiction to (2.3), so {x k } is bounded. We can assume without loss of generality that {x k } converges to a ∈ R n . Then it follows from (2.2) by passing the limit that
This implies v ∈ ∂g(a) ⊂ ∂g(R n ), and hence ∂g(R n ) is closed. By Proposition 2.1,
which completes the proof.
Based on the proposition below, we see that in the case where we cannot find x k or y k exactly for Algorithm 1, we can find them approximately by solving a convex optimization problem.
Proposition 2.3 Let g, h : R n → (−∞, ∞] be a proper lower semicontinuous convex function. Then v ∈ ∂g * (y) if and only if
Moreover, w ∈ ∂h(x) if and only if
Proof. Suppose that (2.4) is satisfied. Then 0 ∈ ∂ϕ(v), where ϕ(x) := g(x)− y, x , x ∈ R n . It follows that 0 ∈ ∂g(v) − y, and hence y ∈ ∂g(v) or, equivalently, v ∈ ∂g * (y).
Now if we assume that v ∈ ∂g * (y), then the proof above gives 0 ∈ ∂ϕ(v), which justifies (2.4).
Suppose that (2.5) is satisfied. Then 0 ∈ ∂ψ(w), where ψ(y) := h * (y) − x, y , y ∈ R n . This implies 0 ∈ ∂h
and hence x ∈ ∂h * (w), or, equivalently, w ∈ ∂h(x). The proof that (2.5) implies w ∈ ∂h(x) follows as before.
Based on Proposition 2.3, we have the another version of the DCA.
Algorithm 2.
Find y k ∈ ∂h(x k ) or find y k approximately by solving the problem:
Find x k+1 ∈ ∂g * (y k ) or find x k+1 approximately by solving the problem:
Let us now discuss the convergence of the DCA.
If there exists γ > 0 such that h is γ−convex, then h is called strongly convex.
It follows that
This implies (2.6) and completes the proof.
Proposition 2.6
Consider the function f defined by (2.1) and consider the sequence {x k } generated by Algorithm 1. Suppose that g is γ 1 -convex and h is γ 2 -convex. Then
Proof. Since y k ∈ ∂h(x k ), by Proposition 2.5 one has
In particular,
In addition, x k+1 ∈ ∂g * (y k ), and so y k ∈ ∂g(x k+1 ), which similarly implies
Adding these inequalities gives (2.7).
Lemma 2.7 Suppose that h : R n → R is a convex function. If w k ∈ ∂h(x k ) and {x k } is a bounded sequence, then {w k } is also bounded.
Proof. Fix any pointx ∈ R n . Since h is locally Lipschitz continuous aroundx, there exist ℓ > 0 and δ > 0 such that
This implies that w ≤ ℓ whenever w ∈ ∂h(u) for u ∈ B(x; δ 2 ). Indeed,
Choose γ > 0 sufficiently small such that B(u; γ) ⊂ B(x; δ). Then
Thus, w ≤ ℓ.
For a contradiction, suppose now that {w k } is not bounded. Then we can assume without loss of generality that w k → ∞. Since {x k } is bounded, it has a subsequence {x kp } that converges to x 0 ∈ R n . Let ℓ > 0 be a Lipschitz constant of f around x 0 . By the observation above, w kp ≤ ℓ for sufficiently large p.
This is a contradiction.
Definition 2.8
We say that an elementx ∈ R n is a stationary point of the function f defined by
Theorem 2.9 Consider the function f defined by (2.1) and the sequence {x k } generated by the Algorithm 1. Then {f (x k )} is a decreasing sequence. Suppose further that f is bounded from below, that g is lower semicontinuous, and that g is γ 1 -convex and h is γ 2 -convex with
If {x k } is bounded, then every subsequential limit of the sequence {x k } is a stationary point of f .
Proof. It follows from (2.7) that {f (x k )} is a decreasing sequence so it converges to real number since f is bounded from below. Then f (x k ) − f (x k+1 ) → 0 as k → ∞, and so using (2.7) again yields
Since {x k } is bounded, by Lemma 2.7, {y k } is also a bounded sequence. By extracting a further subsequence, we can assume without loss of generality that y k ℓ → y * as ℓ → ∞.
Since y k ℓ ∈ ∂h(x k ℓ ) for all ℓ ∈ N, one has
Indeed, by the definition,
, and hence lim sup h(x k ℓ ≤ h(x * ). By the lower semicontinuity of h, one has that h(
Since x k+1 − x k → 0 and x k ℓ → x * , one has x k → x * . From the relation y k ℓ ∈ ∂g(x k ℓ +1 ), one has y * ∈ ∂g(x * ) by a similar argument. Therefore, x * is a stationary point of f .
3 The DCA for a Generalized Fermat-Torricelli Problem
In this section we develop algorithms for solving the weighted Fermat-Torricelli problem of minimizing (1.1) in which the Euclidean norm is replaced by a Minkowski gauge. Our method is based on the Nesterov smoothing technique and the DCA. This approach allows us to solve generalized versions of the Fermat-Torricelli problem generated by different norms and generalized distances.
Let F be a nonempty closed bounded convex set in R n that contains the origin in its interior. Define the Minkowski gauge associated with F by
Given a nonempty bounded set K, the support function associated with K is given by
It follows from the definition of the Minkowski function (see, e.g., [9,
where
Let us present below a direct consequence of the Nesterov smoothing technique given in [19] . In the proposition below, d(x; Ω) denotes the Euclidean distance and P (x; Ω) denotes the Euclidean projection from a point x to a nonempty closed convex set Ω in R n .
Proposition 3.1 Given any a ∈ R n and µ > 0, a Nesterov smoothing approximation of ϕ(x) := ρ F (x − a) has the representation
Moreover, ∇ϕ µ (x) = P (
Proof. The function ϕ can be represented as
Using the prox-function
, one obtains a smooth approximation of ϕ given by
The formula for computing the gradient of ϕ µ follows from the well-known gradient formulas for the squared Euclidean norm and the squared distance function generated by a nonempty closed convex set: ∇d 2 (x; Ω) = 2[x − P (x; Ω)]; see, e.g., [14, Exercise 3.2] . Estimate (3.1) can be proved directly; see also [19] . The proof is now complete.
Let a i ∈ R n for i = 1, . . . , m and let c i = 0 for i = 1, . . . , m be real numbers. In the remainder of this section, we study the following generalized version of the Fermat-Torricelli problem:
The function f in (3.2) has the following obvious DC decomposition:
Let I := {i | c i > 0} and J := {i | c i < 0} with α i = c i if i ∈ I, and
Proposition 3.2 gives a Nesterov-type approximation for the function f .
Proposition 3.2 Consider the function f defined in (3.3).
Given any µ > 0, an approximation of the function f is the following DC function:
Proof. By Proposition 3.1,
The rest of the proof is straightforward. Then the function f defined in (3.3) and its approximation f µ defined in Proposition 3.2 have absolute minima.
Proof. Fix any r > 0 such that B(0; r) ⊂ F . By the definition, for any x ∈ R n ,
j∈J β j a j . The assumption made guarantees that lim x →∞ f (x) = ∞, and so f has an absolute minimum.
By Proposition 3.2,
This implies that lim x →∞ f µ (x) = ∞, and so f µ has an absolute minimum as well.
Then h µ = h 1 µ + h 2 µ and h 1 µ is differentiable with
Proposition 3.4 Consider the function g µ defined in Proposition 3.2. For any y ∈ R n , the function
has a unique minimizer given by
Proof. The gradient of the convex function φ µ is given by
The result then follows by solving ∇φ µ (x) = 0.
Based on the DCA from Algorithm 1, we present the algorithm below to solve the generalized Fermat-Torricelli problem (3.2):
Algorithm 3.
Remark 3.5 It is not hard to see that
Let us introduce another algorithm to solve the problem. This algorithm is obtained by using the Nesterov smoothing method for all functions involved in the problem. The proof of the next proposition follows directly from Proposition 3.1 as in the proof of Proposition 3.2.
Proposition 3.6 Consider the function f defined in (3.3). Given any µ > 0, a smooth approximation of the function f is the following DC function:
Moreover,
for all x ∈ R n .
Note that both functions g µ and h µ in Proposition 3.6 are smooth with the gradients given by
Based on the DCA in Algorithm 1, we obtain another algorithm for solving problem (3.2).
Algorithm 4.
INPUTS: µ > 0,
Remark 3.7 When implementing Algorithm 3 and Algorithm 4, instead of using a fixed smoothing parameter µ, we often change µ during the iteration. The general optimization scheme is
Repeat the following Apply Algorithm 3 (or Algorithm 4) with µ = µ k and starting point x k to obtain an approximate solution x k+1 . Update µ k+1 = σµ k . Until µ ≤ µ * .
Multifacility Location
In this section we consider a multifacility location problem in which we minimize a general form of the function f defined in (1.2) that involves distances generated by a Minkowski gauge. For simplicity, we consider the case where c i = 1 for i = 1, . . . , m.
Given a i ∈ R n for i = 1, . . . , m, we need to choose x ℓ for ℓ = 1, . . . , k in R n as centroids and assign each member a i to its closest centroid. The objective function to be minimized is the sum of the assignment distances:
Let us first discuss the existence of an optimal solution.
Proposition 4.1 The optimization problem (4.4) admits a global optimal solution
Proof. We only need to consider the case where k < m because otherwise a global solution can be found by setting x ℓ = a ℓ for ℓ = 1, . . . , m, and
Then Ω is a compact set. Let us show that
Fix any (x 1 , . . . , x k ) ∈ (R n ) k . Suppose without loss of generality that ρ F (x i ) > r for all i = 1, . . . , p, where p ≤ k, and ρ F (x i ) ≤ r for all i = p + 1, . . . , k. Since ρ F is subadditive,
Therefore,
For our DC decomposition, we start with the following formula:
By Proposition 3.1, the objective function f then has the following approximation:
is a DC decomposition of the function f µ , where g µ and h µ are convex functions defined by
Let X be the k × n-matrix whose rows are x 1 , . . . , x k . We consider the inner product space M of all k × n matrices with the inner product of A, B ∈ M given by
The norm induced by this inner product is the Frobenius norm.
Then define
where A is the m × n-matrix whose rows are a 1 , . . . , a m and B is the k × n-matrix with a := m i=1 a i for every row. Then the function G µ is differentiable with gradient given by
From the relation X = ∇G * µ (Y ) if and only if Y = ∇G µ (X), one has
Let us now provide a formula to compute the subdifferential of H µ (defined below) at X.
Consider the function
Then the partial derivatives of H 1 µ are given by
. . .
The gradient ∇H 1 µ (X) is the k × n-matrix whose rows are
In what follows we provide a formula to find a subgradient of H 2 at X.
Define the function
Choose the row vector v i,ℓ ∈ ∂ρ F (x ℓ − a i ) if ℓ = r and v i,r = 0. Then the k × n-matrix formed by the rows v i,r for i = 1, . . . , k is a subgradient of F i,r at X.
In order to find a subgradient of F i at X, we first find an index r ∈ I i (X), where
Then choose V i ∈ ∂F i,r (X) and get that m i=1 V i is a subgradient of the function H 2 at X. We have our first algorithm for the multifacility location problem.
Let us now present the second algorithm for solving the clustering problem. By Proposition 3.1, the function F i,r (X) := k ℓ=1,ℓ =r ρ F (x ℓ − a i ) has the following smooth approximation of :
For fixed r, define the row vectors v i,ℓ = P (
µ (X) is the k × n matrix V i,r formed by these rows.
Now we define the function
. This is an approximation of the function
As a result, H 2 µ := m i=1 F i µ is an approximation of the function H 2 . Define the active index set
Choose r ∈ I i µ (X) and calculate
Remark 4.2 Similar to the case of Algorithm 3 and Algorithm 4, when implementing Algorithm 5 and Algorithm 6, instead of using a fixed smoothing parameter µ, we often change µ during the iteration.
Set Clustering
In this section we study the problem of set clustering, where the objects being classified are sets rather than points. Given a nonempty closed convex set Ω ⊂ R n , observe that
Let Ω be a nonempty closed convex set in R n . Define the function
Then ϕ is convex and differentiable with ∇ϕ Ω (x) = 2P (x; Ω).
Proof. It follows from the representation of [d(x; Ω)] 2 above that
Note that the function ψ(x) := [d(x; Ω)] 2 is differentiable with ∇ψ(x) = 2[x − P (x; Ω)]; see, e.g., [14, Exercise 3.2] . Then function ϕ Ω is differentiable with
Let Ω i for i = 1, . . . , m be nonempty closed convex sets in R n . We need to choose x ℓ for ℓ = 1, . . . , k in R n as centroids and assign each member Ω i to its closest centroid. The objective function to be minimized is the sum of these distances.
Then we have to solve the optimization problem: Proof. Choose r > 0 such that Ω i ⊂ B(0; r) for all i = 1, . . . , m. Fix a i ∈ Ω i for i = 1, . . . , m. Define
Let us show that
Fix any (x 1 , . . . , x k ) ∈ (R n ) k . Without loss of generality, suppose that k < m and x ℓ > 6r for ℓ = 1, . . . , p, and x p+1 ≤ 6r, . . . , x k ≤ 6r, where p ≤ k. Let p ℓ,i := P (x ℓ ; Ω i ). Then for ℓ = 1, . . . , p, we have
In addition, for all ℓ = 1, ..., m, we have
The rest of the proof follows from the proof of Proposition 4.1.
We use the following formula
We have the DC decomposition f = g − h.
For X ∈ M, define
Thus, ∇G * (X) = 1 2m (X). Define
Then
Then ∇H 1 (X) is the k × n matrix whose rows are
∂x i for i = 1, . . . , k. Let us now present a formula to compute a subgradient of the function
Consider the following row vectors
2 is the k × n matrix whose rows are these vectors. Define the active index set
Choose r ∈ I i (X) and let
Numerical Implementation
We demonstrate the above algorithms on several problems. All code is written in MATLAB and run on an Intel Core i5 3.00 GHz CPU with 8GB RAM. Unless otherwise stated, we use the closed Euclidean unit ball for the set F associated with the Minkowski gauge. In accordance with Remark 3.7, we use µ * = 10 −6 , decreasing µ over 3 implementations, each of which runs until
, where k is the number of centers and j is the iteration counter. The starting value µ 0 is specified in each example.
Example 1
In this example we implement Algorithms 3 and 4 to solve a generalized Fermat-Torricelli problem with negative weights, as defined in (3.2). We choose m = 44 points a i in R 2 as follows. For i = 1, . . . , 40, we choose distinct a i from 
Example 2
In this example we implement Algorithms 4 to solve the generalized Fermat-Torricelli problem under the ℓ 1 norm with randomly generated points as shown in Figure 2 . This synthetic data set has 10,000 points with weight c i = 1 and three points with weight c i = −1000. For the smoothing parameter, we use an initial µ 0 = .1. Then, both Algorithm 4 converges to an optimal solution of x ≈ (17.29, 122.46). The convergence rate is shown in Figure 3 .
Example 3
We implement Algorithm 5 to solve multifacility location problems given by function (4.4). We use the following six real data sets 4 : WINE contains 178 instances of k = 3 wine cultivars k is the number of centers; µ 0 is the starting value for the smoothing parameter µ, as discussed in 3.7 (in each case, σ is chosen so that µ decreases to µ * in three iterations); Iter is the number of iterations until convergence; CP U is the computation time in seconds; Objval is the final value of the true objective function (1.2), not the smoothed version f µ . Implementations of Algorithm 6 produced nearly identical results on each example and thus are not reported.
Example 4
We now use Algorithm 7 to solve a multifacility location problem involving distances to sets, rather than points. We consider the latitude and longitude of the 50 most populous US cities on a plate carrée projection. For demonstration purposes we represent each city with a ball of radius r = 0.1 A/π, where A is the city's reported area in square miles. Coordinates and area for each city were taken from 2014 United States Census Bureau data 6 . Then Algorithm 7 is implemented to minimize function (5.1) with k = 5 centroids. An optimal solution is given below, and shown in Figure 5 . 
Concluding Remarks
Based on the DCA and the Nesterov smoothing technique, we develop algorithms to solve a number of continuous optimization problems of facility location. Our development continues the works in [1] . Although unconstrained optimization problems are considered, an easy technique using the indicator function and the Euclidean projection would solve the constrained versions of the problems. Another important question is the convergence rate of the algorithms, which can be addressed using recent progress in applying the KurdykaLojasiewicz inequality. 
