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El trabajo que aquí se presenta tiene por objetivo el desarrollo de un conjunto de me-
canismos o algoritmos que permitan realizar un análisis BigData de la información que 
se genera en un entorno Moodle, como el del Campus Virtual de la Universidad de Va-
lladolid. Hoy en día existen multitud de análisis sobre el uso de plataformas similares 
realizados por medio de técnicas de la Minería de Datos. En este trabajo nos plantea-
mos trasladar estos análisis a un entorno en el que se generan cantidades enormes de 
datos (como podría ser en el caso de la UVa), y por lo tanto pueda dar sentido al uso 
de técnicas BigData. Para todo ello, se hace uso de la plataforma open source Apache 
Hadoop proporcionada por Hortonworks. A través de ella se realizarán y ejecutarán 
una serie de algoritmos de análisis que permitan extraer conclusiones sobre cómo los 
usuarios utilizan la plataforma Moodle e indicadores sobre la influencia que las activi-
dades, contenidos o demás elementos que a través de ella se proporcionan a los usua-
rios, tienen sobre los resultados académicos, así como otros resultados de interés que 
puedan servir para mejorar el uso de la plataforma educativa. 
ABSTRACT 
The objective of the work that it’s presented in this document is to develop a set of 
mechanisms or algorithms to perform a BigData analysis of information generated in a 
Moodle platform, such as the Virtual Campus of the University of Valladolid (UVa). 
Nowadays there are many studies about the use of similar platforms, using Data Min-
ing techniques. In this work we focus on adapting these analyzes to an environment in 
which large amount of data are generated (as might be the case of the UVa), and it 
may be possible to use BigData techniques. In this way, Hortonworks Apache Hadoop 
open source platform is used. This BigData platform will allow us to define and imple-
ment analysis algorithms to extract conclusions about how users use a Moodle plat-
form and indicators about the influence that activities, contents and others elements 
published in Moodle have in academic results, as well as other interesting results that 
may be useful to improve the use of the educational platform. 
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1.1. Motivación y Objetivos 
El siguiente Trabajo Fin de Máster en Ingeniería de Telecomunicación se centra en torno a 
dos conceptos: BigData y Moodle. En él se desarrollan una serie de componentes software con 
los que poder analizar el uso que los alumnos hacen de la plataforma Moodle de la Universidad 
de Valladolid (UVa).  
El objetivo principal consiste en aplicar los conceptos de BigData al análisis estadístico de 
los ficheros de log que registran la actividad de alumnos y profesores (usuarios en general) 
sobre la plataforma Moodle. Estos análisis deberán ser tales que permitan extraer conclusio-
nes útiles para poder mejorar el uso de la plataforma como ayuda educativa. Métricas intere-
santes serán: 
 ¿Acceden los alumnos al material de apoyo más allá de los apuntes de clase? 
 ¿Influye el acceso al material de apoyo en la nota final del alumno? 
 ¿Acceden los alumnos al material en fechas cercanas a su publicación o más cercanas a 
la fecha de evaluación? 
 Control del acceso de los alumnos a las páginas de los cursos con el objetivo de averi-
guar qué alumnos han abandonado la asignatura por no acceder a la plataforma en un 
periodo de tiempo. 
 ¿Los alumnos acceden más a la plataforma desde dentro o fuera del centro? 
 ¿Leen los alumnos los mensajes que los profesores publican en los foros? 
Principalmente se buscarán métricas que permitan que los profesores puedan hacer un se-
guimiento de la actividad de sus alumnos (según cursos) y poder concluir si están procediendo 
de forma adecuada en el uso de la plataforma y si consiguen fomentar el uso de la plataforma 
a sus alumnos. 
Debido a que también se registra la actividad de los profesores, podría ser interesante ge-
nerar un análisis relativo a los profesores para controlar que ellos también hacen un uso ade-
cuado de la plataforma: 
 ¿Acceden los profesores de forma regular a sus cursos? 
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 ¿Hacen uso de la plataforma como medio de comunicación con sus alumnos o tienen su 
curso completamente abandonado? 
De esta forma, el objetivo final será la implementación de una infraestructura BigData so-
bre la que definir unos mecanismos de análisis de Moodle, cuyos resultados después puedan 
ser utilizados para extraer las conclusiones que sean oportunas y que permitan responder a las 
cuestiones anteriores. 
1.2. BigData     
1.2.1. ¿En qué consiste el término BigData? 
Definir el término BigData (comúnmente denominado Datos Masivos en español) suele dar 
lugar a confusión, ya que en muchas ocasiones se suele adaptar a la situación concreta en la 
que se vaya a usar la infraestructura correspondiente. Se habla de BigData cuando se necesita 
una solución para hacer frente a grandes cantidades de datos, tales que no se pueden procesar 
o almacenar en una infraestructura común. Este es un concepto que ha crecido enormemente 
en los últimos años, para usos muy distintos, y por tanto ha dado lugar a la aparición de multi-
tud de definiciones distintas. Por ejemplo, [1] muestra en su artículo un gráfico (adaptado en la 
Figura 1) con las distintas respuestas sobre la definición de BigData obtenidas al cuestionar a 
distintos ejecutivos del sector. 
Figura 1. Definiciones de BigData según una encuesta en línea a 154 ejecutivos en abril de 2012. Fuente: Adapta-
do de [1] 
A pesar de que la característica fundamental del BigData es la gran cantidad de datos con 
los que debe tratar, muchos autores, como el anteriormente mencionado, indican que este no 
es el único aspecto que se debe tener en cuenta a la hora de definir o tratar con BigData. En 
este sentido, se habla de las Tres V’s (Three V’s): Volumen (Volume), Variedad (Variety) y Velo-
cidad (Velocity). A estas se suelen añadir como características complementarias, otras tres V’s : 
Veracidad (Veracity), Variabilidad (Variability) y Valor (Value). 
 El volumen se refiere a la gran cantidad de datos generados en muy poco tiempo. 
Normalmente la gran cantidad de datos a tratar se extiende hasta el orden de terabytes 
o petabytes de datos. Algo imposible, por ejemplo, de almacenar en un dispositivo co-






Definiciones de Big Data 
Aparición de nuevas fuentes de datos (medios
sociales, dispositivos móviles y dispositivos
generados por máquinas)
Necesidad de almacenar y guardar datos
Nuevas tecnologías diseñadas para hacer frente a
retos de volumen, variedad y velocidad relativos a
datos
Crecimiendo masivo de datos de transacción
incluyendo datos de clientes y de la cadena de
suministros
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de más de un millón de fotografías por segundo, lo que da lugar a alrededor de 60 gi-
gabytes de datos. 
 La información que se puede gestionar es muy heterogénea, lo que da lugar a una gran 
variedad de contenidos. Principalmente estos datos se clasifican en tres grandes gru-
pos: estructurados (como los que se almacenan en bases de datos o las hojas de cálcu-
lo), semi-estructurados (como aquellos en formato HTML, XML o JSON) o no estructu-
rados (como PDFs o email). Se estima [1] que aproximadamente el 95 % de los datos 
almacenados en un contexto BigData son de tipo no estructurado. Por supuesto, el he-
cho de poder encontrarnos gran cantidad de distintos tipos, formatos (audio, texto, vi-
deo, etc.) y orígenes (sensores, redes sociales, etc.) de datos da lugar a diferentes mé-
todos de análisis y procesamiento de la correspondiente información.  
 Con velocidad nos referimos a la tasa a la que los datos son generados y con qué rapi-
dez estos datos deben ser analizados y tomados en cuenta para acciones consecuentes. 
En algunos casos se llegan a necesitar infraestructuras de análisis con capacidad para 
realizar cálculos y procesamientos en tiempo real, por ejemplo, para generar alarmas 
ante un determinado comportamiento que está sucediendo en un instante concreto. 
 El concepto de veracidad hace referencia al hecho de que en ocasiones se trabaja con 
datos procedentes de fuentes de datos cuya fiabilidad no es conocida o directamente 
no son fiables, por ejemplo, cuando se analizan datos procedentes de redes sociales, 
marcados por la subjetividad del autor. 
 La variabilidad suele ir ligada a otro concepto, la complejidad. De naturaleza más técni-
ca que la característica anterior, se refiere a la variación de las tasas de flujo de datos 
que se experimentan en una infraestructura BigData. Por otro lado, el manejar datos 
que puedan proceder de multitud de fuentes externas distintas, da lugar a una comple-
jidad a nivel de conexión, concordancia y transformación de datos. 
 El valor de los datos BigData se considera bajo en relación con su volumen, es decir, se 
manejan cantidades enormes de datos, pero cada uno de estos datos prácticamente no 
tiene valor por sí mismo. 
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A pesar de existir distintas alternativas para hacer frente a un problema de BigData, como 
se verá en el Capítulo 2, existe una metodología básica para proceder, tal y como se esquema-
tiza en la Figura 2.  
 
1.2.2. Ejemplos de uso de BigData 
Debido al enorme auge que los sistemas informáticos y la tecnología en general han tenido 
en los últimos años, son numerosas las compañías u organizaciones que han tenido que trasla-
dar sus, en un principio, pequeños problemas de cálculo, procesamiento y almacenamiento de 
datos a un problema BigData. En esta sección se muestra algún ejemplo representativo de uso 
de BigData donde se podrá apreciar la gran disparidad de fines de esta utilización: 
 Facebook gestiona más de 50 mill millones de fotos de sus usuarios [3]. 
 eBay.com gestiona búsquedas, recomendaciones de clientes y merchandising [4]. 
 Amazon hace uso de BigData para gestionar millones de operaciones genéricas de da-
tos por día [5]. 
 Google gestiona 100 mill millones de búsquedas al mes [6]. 
 La NASA posee un centro de simulación de clima (NASA Center for Climate Simulation, 
NCCS) donde almacena cantidades de observaciones climáticas y datos de simulación 
[7]. 
 
1.3. Plataforma Moodle    
La plataforma Moodle [8] (Modular Object Oriented Dynamic Learning Environment) es un 
sistema de gestión de cursos gratuito en forma de aplicación web orientado al aprendizaje 
online, lo que técnicamente se conoce como Sistema de Gestión de Contenidos Educativos 
(Learning Content Management System, LCMS). 
Este paquete software se comercializa bajo licencia Open Source, lo que implica un acceso 
libre al mismo. Es por ello que multitud de organizaciones (principalmente educativas) e indi-
viduales contribuyen a su mejora y evolución. Son muchas las características por las que esta 
plataforma ha desbancado a cualquier otra alternativa. Entre ellas se pueden destacar: 
 Facilidad de uso, de instalación y de administración. 
 Totalmente gratuito. 
 Actualización constante para adecuarse a las necesidades cambiantes de los usuarios y 
a la evolución tecnológica. 
 Disponible en más de 120 idiomas. 
 Plataforma de aprendizaje todo en uno ya que soporta tanto aprendizaje mixto (blen-
ded learning) como totalmente en línea. Además, cuenta con herramientas integradas 
como foros, wikis, chats y blogs. 
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 Flexible y personalizable, ya que es un proyecto de código abierto. 
 Escalable a cualquier cantidad de datos. 
 Robusto, seguro y privado. 
 Accesible desde cualquier dispositivo y cualquier lugar. 
 Soportado por una enorme comunidad internacional de personas que colaboran al-
truistamente con el proyecto y un equipo de desarrolladores dedicados exclusivamente 
a Moodle. 
En el momento de realización de este trabajo, Moodle gestionaba más de 8.6 millones de 
cursos en un total de 222 países. Más estadísticas pueden consultarse en [9]. 
Para la realización de este trabajo, la parte interesante de Moodle es el registro de la activi-
dad de los usuarios de Moodle (alumnos y profesores). Por lo general, por cada acción llevada 
a cabo dentro de Moodle se guardan cuatro datos [10]: quién (who), qué (what), cuándo 
(when) y dónde (where); o lo que es lo mismo: qué usuario inicia la acción, desde dónde, cuán-
do la inicia y cuándo abandona la sesión en Moodle. A partir de esta información se pueden 
realizar multitud de análisis distintos. 
Tras esta pequeña explicación acerca del formato de los registros de Moodle se puede 
apreciar ciertos aspectos característicos de una infraestructura BigData, principalmente los 
siguientes: 
 En primer lugar, una única entrada no tiene ningún valor por sí misma, tiene que usarse 
en relación con otras tantas entradas con las que pueda guardar relación, por ejemplo, 
todos las entradas relativas a un alumno concreto para analizar cuantas veces accede a 
Moodle al día.  
 Por otro lado, es obvio que a lo largo de un único día se pueden obtener miles de regis-
tros, ya que la información se almacena con un enorme detalle, lo que da lugar a que 
un acceso simple de un usuario a su página de Moodle dé lugar a varias acciones: login, 
acceso a página principal, acceso a página de un recurso, vista del recurso, vuelta a la 
página principal, etc. El registro de la información de actividad de profesores y alumnos 
a lo largo de la duración de un curso generará una gran cantidad de datos. 
Todo ello pone de manifiesto el interés de estudiar las posibilidades de BigData para poder 
realizar un análisis de los registros de la actividad en Moodle, como se pretende realizar en 
este trabajo. 
1.4. Estructura de la memoria 
El contenido del resto del documento se estructura como sigue. En el Capítulo 2 se presen-
ta el estado del arte relacionado con el trabajo a realizar. En concreto, se analizan, por un lado 
el uso de la Minería de Datos para el análisis de plataformas educativas como Moodle; y por 
otro lado, la plataforma BigData utilizada para la realización de este trabajo, junto con concep-
tos relacionados con este tipo de procesamiento de datos. 
En el Capítulo 3 se analiza el problema a resolver en este trabajo, cuyo desarrollo se detalla 
en el Capítulo 4. Las conclusiones al mismo se presentan en el Capítulo 5 mientras que el Capí-
tulo 6 presenta trabajos futuros relacionados con el que aquí se presenta. Finalmente, el do-










Estado del arte 
 
A la hora de afrontar el trabajo previamente enumerado nos podemos plantear dos gran-
des cuestiones: 
 ¿Qué bases, procedimientos o técnicas existen dentro del BigData para afrontar nues-
tro problema? 
 ¿Qué otros estudios se han llevado a cabo en el campo del análisis de la actividad en 
Moodle? 
La primera pregunta tiene por objetivo encontrar algún método o alguna infraestructura 
que podamos usar para desarrollar nuestro análisis BigData sin tener que partir desde cero, 
usando arquitecturas probadas y utilizadas en contextos que puedan ser similares al nuestro. 
Respuestas a la segunda pregunta nos pueden ayudar a entender en qué punto está hoy en día 
el análisis de los registros de actividad en Moodle. De esta forma podremos saber si algunos de 
estos estudios pueden ser aplicables o adaptados a nuestro caso o incluso comprobar si po-
demos aportar algo novedoso que todavía no se haya desarrollado. 
Con estos objetivos en mente, a lo largo de este capítulo se desarrollarán varios temas. En 
primer lugar, se hará un breve repaso a los conceptos de Data Mining y Machine Learning 
enumerando los algoritmos más básicos que se pueden usar para analizar información. A con-
tinuación, nos centraremos en analizar otros estudios que relacionan Data Mining, es decir, 
análisis de datos, y Moodle. 
En la segunda sección nos adentraremos en el mundo BigData para buscar qué alternativas 
tenemos para poder implementar, de la forma más fácil y rápida, un entorno de trabajo para 
intentar adaptar algunos de los estudios del apartado 2.1.2 usando técnicas BigData. Para ello 
seguiremos tres pasos, en primer lugar trataremos de buscar, lo que se denomina, paradigmas 
de programación que se pueden usar para realizar procesamiento de datos. A continuación, 
nos centraremos en plataformas open source que usan el paradigma MapReduce como base y 
algunas adaptaciones o extensiones de este paradigma con el objetivo de mejorar su rendi-
miento. Obviamente, de entre todos los paradigmas que se estudien, se ha optado por escoger 
MapReduce, dada su enorme implantación, no tanto del propio paradigma, sino de una de sus 
implementaciones más conocidas, Apache Hadoop. Esta será la plataforma escogida para 
desarrollar nuestro trabajo. Es por este motivo, que la siguiente sección se encargará de anali-
zarla, averiguar qué nos puede ofrecer para realizar nuestro trabajo y cómo podemos acceder 
a ella. 
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2.1. Data Mining y plataformas educativas 
Este primer apartado se centrará en revisar, primero, las técnicas de Data Mining más ex-
tendidas y, segundo, cómo se realiza hoy en día el análisis del uso de plataformas e – learning 
en general, y Moodle en particular, mediante dichas técnicas. 
 
2.1.1. Data Mining & Machine Learning 
La Minería de Datos (Data Mining, DM) y el Aprendizaje Automático (Machine Learning, 
ML) son dos conceptos muy relacionados, pero, aunque en ocasiones se usan indistintamente, 
existen diferencias en su definición. 
Machine Learning se refiere al estudio, diseño y desarrollo de algoritmos que proporcionan 
a los ordenadores la capacidad de aprender sin necesidad de haber sido explícitamente pro-
gramados [11]. Por otro lado, Data Mining, también denominada Knowledge Discovery in Da-
tabases (KDD, Descubrimiento de conocimiento en bases de datos) se define como el proceso 
de extraer conocimiento oculto y desconocido, pero de gran interés, de grandes cantidades de 
datos [12]. Para ello, hace uso de algoritmos de Machine Learning. 
A pesar de que cada estudio concreto puede ser completamente distinto a los demás, por 
lo general, se suelen distinguir cuatro etapas en un proceso Data Mining [13]: 
 Recolección de datos: en primer lugar, se obtienen de la base de datos la información 
sobre la que realizar el análisis. 
 Pre – procesamiento de los datos: en ocasiones, los datos brutos no se pueden utilizar, 
por ello, en esta segunda etapa los datos se filtran, se eliminan aquellos que no son de 
utilidad para el estudio o se transforman los datos originales para un mejor procesa-
miento. Por ejemplo, es bastante común transformar los valores numéricos a rangos 
discretos, por ejemplo, si el valor está entre 0 y 5 se transforma a BAJO y si está entre 
5.1 y 10, se  transforma a ALTO. El pre – procesamiento necesario dependerá de los da-
tos que tengamos y lo que necesitemos hacer con ellos, así como los requerimientos 
del algoritmo utilizado. 
 Aplicación de los algoritmos: a continuación, se aplica el algoritmo de Machine Lear-
ning correspondiente, en función de lo que queramos realizar. 
 Interpretación, evaluación y obtención de los resultados: por último, se analizan los 
resultados obtenidos para extraer esa información útil que en los datos originales esta-
ba oculta. 
El resto del apartado puede resultar en ocasiones redundante, dada la cercanía entre la mi-
nería de datos y los mecanismos de aprendizaje automático. 
Se pueden distinguir hasta diez tareas distintas a llevar a cabo en Minería de Datos [14], 
[15]: 
 Detección de anomalías (anomaly detection). Identificación de datos inusuales dentro 
del conjunto total de datos considerados. 
 Minería de reglas de asociación (association rule mining). Buscar relaciones entre va-
riables características de los datos. 
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 Minería de secuencias de patrones. Descubrir secuencias de patrones en los datos. 
 Clustering o agrupamiento. Descubrir grupos de datos que son similares con respecto a 
algún criterio, sin usar ningún patrón origen o criterios de partida. 
 Clasificación (classification). En base a datos anteriores se genera un mecanismo para 
clasificar en categorías pre – generadas nuevos elementos. 
 Regresión (regression). Proporciona una función que modela los datos con el mínimo 
error. 
 Resumen (summarization). Proporciona una representación más compacta de los da-
tos. 
 Predicción. Permite predecir el valor de una variable en base a los valores concretos 
que toman otras y tomando como referencia anteriores relaciones entre variables de 
entrada y salida. 
 Minería de texto (Text Mining). Subcategoría de la minería de datos para analizar tex-
tos, especialmente el contenido de las páginas web, pudiendo analizar datos tanto no 
estructurados como semi – estructurados, documentos de texto completo, ficheros 
HTML o emails. 
 Análisis de redes sociales. Este es un campo emergente que tiene por objetivo analizar 
las redes sociales y el uso que de ellas se hace para extraer información de utilidad, tan-
to de forma genérica como en un contexto más concreto, por ejemplo, tantear las 
emociones de los trabajadores de una empresa para conocer cuál es su grado de satis-
facción. 
Para llevar a cabo cualquiera de estas tareas, se usan algoritmos de Machine Learning. En 
primer lugar, estos algoritmos pueden clasificarse según el tipo de aprendizaje [16]: 
 Aprendizaje Supervisado (supervised learning): se trabaja con una serie de datos de 
partida que se denominan datos de entrenamiento, que permiten caracterizar un con-
junto de clases definidas. El correspondiente algoritmo analizará estos datos de entre-
namiento para producir una función que se usará para mapear nuevos datos. Dentro de 
esta categoría se encuadran algoritmos como SVMs (Support Vector Machines) o Bayes 
Ingenuo. 
 Aprendizaje No Supervisado (unsupervised learning): en este caso no se tienen datos 
de entrenamiento ni clases conocidas. Se trata de caracterizar nuevas clases. El corres-
pondiente modelo se va ajustando a las observaciones pero nunca a datos de prueba. 
Dentro de esta categoría se encuadran algoritmos como las K – Medias o clustering je-
rárquico. 
En función de su objetivo o funcionamiento, se pueden distinguir varias categorías de algo-
ritmos, prácticamente una clasificación análoga a las tareas de Data Mining, ya que, por ejem-
plo, los algoritmos de clasificación de Machine Learning permitirán llevar a cabo tareas de cla-
sificación Data Mining. A continuación de enumeran algunos de los algoritmos más comunes. 
Algoritmos de recomendación [16]. Este tipo de algoritmos proporcionan como resulta-
do recomendaciones en base a información de usuario sobre comportamientos anteriores. Por 
ejemplo, Amazon lo usa para recomendar a los usuarios nuevos artículos en base a compras 
anteriores, o Facebook lo usa para recomendar nuevos amigos en base a los que ya se tiene 
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agregados. A este tipo de algoritmos también se les suele denominar Algoritmos de Filtrado 
Colaborativo (Collaborative Filtering) y se les puede considerar bastante parecidos a los Algo-
ritmos de Reglas de Asociación. De hecho, dependiendo de caso, los algoritmos o sistemas de 
recomendación están implementados con, entre otros, algoritmos de reglas de asociación. 
Algoritmos de Reglas de Asociación (Association Rules). Las reglas de asociación des-
criben relaciones entre atributos de un conjunto de datos que superan unos determinados 
umbrales [17]. Las reglas de asociación [15] permiten descubrir relaciones entre atributos de 
los datos analizados, produciendo reglas if-then del tipo X => Y, con las que se indica que tras 
analizar los datos se ha comprobado que es bastante común que cuando en un dato se da el 
atributo X (antecedente) también se suele dar Y (consecuente), la proporción o probabilidad 
de esta ocurrencia se puede fijar como valor umbral, de tal forma que solo se consideran útiles 
aquellas reglas cuyas características están por encima de esos umbrales. Se pueden utilizar 
hasta cuatro métricas (se denomina transacción a cada una de los registros de los datos ori-
gen) [18]: 
 Support o soporte: se define como la proporción de transacciones que contienen el 
evento X, es decir, porcentaje de transacciones que contienen tanto X como antece-
dente e Y como consecuente con respecto al total de transacciones. 
𝑠𝑢𝑝𝑝(𝑋) =
𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑞𝑢𝑒 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑒𝑛 𝑋
𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠
 
𝑠𝑢𝑝𝑝(𝑋 => 𝑌) =
𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑞𝑢𝑒 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑒𝑛 𝑋 𝑒 𝑌
𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠
 
 Confidence o confianza: porcentaje de transacciones que contienen el consecuente Y 
con respecto a todas las transacciones que contienen X como antecedente. 




 Lift es el ratio del valor de support esperado si X e Y fueran independientes. 




 Conviction se interpreta como el ratio de la frecuencia esperada de que ocurra X sin 
que ocurra Y. 
𝑐𝑜𝑛𝑣(𝑋 => 𝑌) =
1 − 𝑠𝑢𝑝𝑝(𝑌)
1 − 𝑐𝑜𝑛𝑓(𝑋 => 𝑌)
 
Principalmente se usan las dos primeras para evaluar la “calidad” de la regla. Además, se 
suelen tener en cuenta simultáneamente varias de estas medidas, estableciendo umbrales 
para cada una de ellas. Por ejemplo, el soporte nos permitiría detectar aquellas reglas que, 
aunque se cumplen en algún caso y puedan tener alta confianza, no son relevantes porque 
cubren casos raros o poco frecuentes (y tienen bajo soporte, por lo tanto).  
Las Reglas de Asociación se pueden considerar similares a los sistemas de recomendación 
ya que se pueden usar con el mismo propósito. Por ejemplo, dada una lista de artículos com-
prados por un cliente, se pueden obtener reglas que indiquen que cuando un cliente compra 
un artículo X es común que compre también el artículo Y, por lo que se puede usar este resul-
tado para recomendar a un cliente que ya ha comprado X que también compre Y. Puede verse 
un ejemplo en la Figura 3. En este ejemplo, se analizan los artículos comprados por cinco clien-
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tes. En base a estas compras, se han obtenido cinco reglas de asociación, la primera de ellas 
dice que con un soporte de 0.4 y una confianza de 0.66 si un cliente compra el artículo A tam-
bién comprará el artículo D, y así sucesivamente con el resto de reglas. 
 
Figura 3. Ejemplo sencillo de implementación de reglas de asociación. Fuente: [19] 
Existen distintos algoritmos de reglas de asociación, pero son dos los más conocidos: 
 Apriori [20]: este es el algoritmo de reglas de asociación más conocido y más utilizado, 
como se podrá ver en el apartado 2.1.2. Se encarga de identificar la frecuencia con la 
que elementos individuales (parejas atributo – valor) aparecen en los datos totales y 
después lo extiende a conjuntos de elementos para encontrar aquellos conjuntos que 
son muy usuales. Es esta frecuencia de aparición de conjuntos de elementos la que se 
usa para construir las reglas de asociación más comunes de la base de datos. 
 Frequent Pattern, FP – Growth [21] se encargará de analizar elementos en un grupo e 
identificar qué elementos típicamente aparecen juntos. No es quizá la técnica de reglas 
de asociación más utilizada, pero es la única presente en Apache Mahout (ver apartado 
2.2.3.2.5 para entender porque esto es importante). Para generar las reglas, en primer 
lugar, cuenta el número de ocurrencias de cada pareja atributo – valor en la base de da-
tos, como en el algoritmo Apriori. La diferencia está en el segundo paso: con estos da-
tos genera un árbol en el que ordena los conjuntos de parejas atributo – valor de forma 
descendente atendiendo a su frecuencia de aparición. 
 
Figura 4. Ejemplo de aplicación de clasificadores. Fuente: [16] 
Algoritmos de clasificación. Esta es una técnica que usa los datos conocidos para deter-
minar cómo se deben clasificar los nuevos datos en una serie de categorías existentes, reali-
zando un mapeado de un espacio discreto o continuo a uno discreto, donde cada elemento se 
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etiquetará como perteneciente a una o varias categorías, dependiendo del tipo de algoritmo 
[15]. Los algoritmos de clasificación son de tipo supervisado, ya que usan una serie de datos de 
entrenamiento en base a los cuales generan las clases o etiquetas con las que categorizar nue-
vos datos. Por ejemplo, iTunes usa clasificadores para generar playlist, o gestores de correo 
electrónico como Yahoo! o Gmail lo usan para separar el correo normal del spam (Figura 4). 
Cuando se clasifica un conjunto de datos, el sistema clasificador lleva a cabo las siguientes 
acciones (Figura 5): en primer lugar se preparan los datos de entrenamiento con los que se 
crea un modelo de datos en el cual se define qué deben cumplir los datos para hacerlos perte-
necer a una categoría. Cuando se obtienen los datos de observaciones reales, se aplica ese 
modelo de datos para clasificarlos. 
 
Figura 5. Pasos de un algoritmo de clasificación. Fuente: [16] 
Existen multitud de algoritmos de clasificación incluso subcategorías de algoritmos de clasi-
ficación. En función del tipo de clases en que clasifican los datos, se distinguen algoritmos de 
clasificación binaria (solo dos clases) y algoritmos de clasificación multi – clase (más de dos 
clases) [22]. Por otro lado, la clasificación puede ser de etiqueta única (cada dato solo puede 
pertenecer a una clase) o multi – etiqueta (un dato puede pertenecer a una o más de una clase 
simultáneamente). A continuación se enumera alguno de estos algoritmos: 
 Las reglas de asociación se pueden llegar a considerar algoritmos de clasificación de-
pendiendo del objetivo de las reglas generadas. 
 Árboles de decisión (decision trees). Los algoritmos basados en árboles de decisión 
[23], [24] tienen por objetivo crear un modelo con el que poder predecir el valor de una 
variable basándose en otra serie de variables de entrada. Para ello, el conjunto de con-
diciones que deciden el flujo de la predicción se organiza de forma jerárquica, donde la 
transición de un nodo a otro está basada en el cumplimiento de una condición concre-
ta, hasta que se llega a un nodo hoja final, que indica el valor de la variable buscada.  
Por ejemplo, en la Figura 6 se puede ver un árbol de decisión muy simple. Permite pre-
decir qué hará una persona en función de si recibe la visita de sus padres, el tiempo que 
hace y el dinero que tiene. Se puede apreciar que un árbol de decisión es como un con-
junto de reglas if – else, que se recorren hasta encontrar aquella en la que cuadra el ca-
so particular bajo estudio. Dos de los algoritmos de aprendizaje de árboles de decisión 
que podemos encontrar en la literatura son: 
o C4.5 [23], [25], [26] es el algoritmo de árboles de decisión más conocido. Cons-
truye el árbol de decisión tomando como criterio el ratio de ganancia para divi-
dir los datos en categorías, siendo esto lo que le diferencia de otros algoritmos. 





Figura 6. Ejemplo sencillo de árbol de decisión. Fuente:  [27] 
o Random Forest [28] se encuadra dentro de una sub-clase de árboles de deci-
sión que no usan un único árbol si no varios árboles sobre lo que se entrena de 
forma independiente y en paralelo, de tal forma que se consigue reducir la va-
rianza de las decisiones que se tome con ellos. Un esquema puede verse en la 
Figura 7. 
 
Figura 7. Esquema Random Forest. Fuente:  [29] 
 Bayes ingenuo (Naïve Bayes). Este un método muy importante, dada su facilidad de 
construcción [26]. A pesar de no ser el método por excelencia para aplicaciones concre-
tas, funciona bastante bien en la mayor parte de casos, aun habiendo un algoritmo con 
mejor rendimiento en cada caso. Es un clasificador de tipo binario (por lo que solo per-
mite clasificar los datos como pertenecientes a una de dos categorías) probabilístico 
fundamentado en el teorema de Bayes. Con los datos de entrenamiento genera un um-
bral con el que después comparará nuevos datos para asociarlo a la clase caracterizada 
por superar el umbral o a la caracterizada por no superarlo. Calcula probabilísticamente 
la función de distribución condicional de cada característica dada una categoría de clasi-
ficación, y la aplica al teorema de Bayes para calcular la distribución de probabilidad 
condicionada de la categoría una vez conocida la observación. La probabilidad obtenida 
se usa en predicción [28].  
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 Redes neuronales (Neural Networks) [24], [30]. Una red neuronal consiste en un con-
junto de neuronas artificiales conectadas entre sí y que trabajan en conjunto, sin que 
haya una tarea concreta para cada una. A base de experiencia van aprendiendo y modi-
ficando su forma de trabajar para conseguir mejores resultados o resultados adaptados 
a los cambios que puedan acaecer. Es un método que puede ser tanto supervisado (si 
se conoce cuál debe ser la salida) como no supervisado (no se conoce la salida), al con-
trario que el resto de métodos de clasificación que son siempre supervisados. 
 Support Vector Machine (SVM) [31]. Consiste en un conjunto de modelos de aprendi-
zaje supervisado que permiten analizar y reconocer patrones en los datos. Dado un 
conjunto de datos de entrenamiento, cada uno etiquetado como perteneciente a una 
de dos categorías, el algoritmo SVM construye un nuevo modelo con el que etiquetar 
nuevos datos, como cualquier otro mecanismo de clasificación, pero sin usar conceptos 
probabilísticos. 
 K vecinos más cercanos (K – Nearest Neighbors, KNN). Permite clasificar los datos en 
una de las posibles categorías generadas con los datos de entrenamiento. Una vez ge-
neradas las categorías, cuando llega un nuevo dato, este se clasifica teniendo en cuenta 
la clasificación de los K puntos de datos más cercanos [24], [26]. Podemos analizar el 
ejemplo de la Figura 8, donde tratamos de clasificar un nuevo dato ? considerando uno, 
dos y tres vecinos, respectivamente. En primer lugar, considerando un solo vecino, se 
decidiría clasificarlo en A, ya que está es la categoría predominante; considerando dos 
vecinos, no se podría decidir, porque hay igual de vecinos en cada categoría posible; y 
con tres vecinos se volvería a decidir A por ser la opción predominante. Este tipo de al-
goritmos se usan sobre todo en procesado de imágenes, donde cada punto de datos se 
interpreta como cada píxel de la imagen y como vecinos, los píxeles adyacentes. En el 
caso de usar este método para clasificar datos, se toman como puntos de datos cada 
una de las entradas del conjunto de datos y se buscan aquellos datos con características 
o valores similares. 
 
Figura 8. Ejemplo sencillo del algoritmo K – Nearest Neighbors. Fuente:  [32] 
Algoritmos de clustering o agrupación. Estos algoritmos se usan para formar grupos de 
datos similares en base a una determinada característica común [16]. Son algoritmos no su-
pervisados ya que, directamente, con los datos a analizar, en un mismo análisis generan los 
grupos y clasifican los datos en ellos. Por ejemplo, motores de búsqueda como Google o 
Yahoo! usan técnicas de clustering para agrupar datos con características similares; también 
los usan los “grupos de noticias” (newsgroups) para agrupar artículos basados en temas rela-
cionados, como en el esquema de la Figura 9, cuando se recibe un nuevo artículo, en este caso 
un tutorial, el algoritmo de clustering trata de decidir dónde debe agruparlo. 





Figura 9. Ejemplo de aplicación de clustering. Fuente:  [16] 
Para implementar un algoritmo de clustering se siguen tres pasos: seleccionar el algoritmo 
en base al cual se agruparán los elementos, definir las reglas de similitud que deben guardar 
los elementos de un mismo grupo y la condición de stop con la que se define el punto donde 
no se requiere agrupar más. 
 K – Medias (K – Means). Este es el algoritmo de agrupamiento más simple y popular 
[15]. Se basa en agrupar los datos de entrada en uno de k clusters o grupos en base a 
sus atributos. En concreto, permite dividir n datos en k grupos, donde cada dato perte-
necerá al cluster (solo uno) cuyo valor medio se aproxime más al del dato. Para ello 
[33], en primer lugar, escoge k puntos de datos aleatorios como centro de los corres-
pondientes clusters. Después, el resto de datos se asignan al cluster cuyo punto central 
está más cerca del dato. Tras esto, cada punto central del cluster se sustituye por la 
media de los puntos de datos que ya se han asignado a él. Esto puede provocar que al-
gún punto que ya había sido asignado, sea reasignado a otro cluster, porque sea otro el 
más cercano. El proceso sigue hasta que no existe ninguna reasignación. Por ejemplo, 
en la Figura 10 podemos ver un ejemplo. La imagen de la izquierda representa los pun-
tos de datos a clasificar. El resultado del algoritmo se muestra en la imagen derecha. 
Con estos datos se han generado tres clusters (azul, verde y rojo), cada uno de los cua-
les se compone de los puntos de datos que tienen valores similares entorno a un mis-
mo valor medio. 
 
Figura 10. Ejemplo sencillo del algoritmo K – Means. Fuente:  [34] 
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 Expectation – Maximization, EM. Este algoritmo [33] busca los clusters en los que or-
ganizar los datos por medio de una mezcla de funciones Gaussianas que modelan un 
conjunto concreto de datos. Cada una de estas funciones tienen una media y una cova-
rianza. La probabilidad a priori de cada una de estas Gaussianas es la fracción de puntos 
en el cluster definidos por esta Gaussiana. Estos parámetros pueden ser inicializados 
seleccionando aleatoriamente la media de las Gaussianas o tomando la salida del algo-
ritmo K – Means para seleccionar los centros iniciales. Se sigue un proceso iterativo en 
que se actualiza la media y la covarianza de la función Gaussiana en base a los puntos 
que se van asignando al cluster que modela, hasta conseguir una solución óptima. En la 
Figura 11 se puede ver como ante un mismo conjunto de datos, los algoritmos K – 
Means y EM pueden dar resultados distintos. 
 
Figura 11. Comparativa entre algoritmos de clustering K – Means y EM. Fuente:  [35] 
 Clustering Jerárquico (Hierarchical Clustering). En este tipo de agrupamiento los datos 
no se dividen y se asignan en el cluster correspondiente en una única etapa, si no que 
se dividen recursivamente los datos, bien en el sentido de arriba abajo (top – down) o 
de abajo arriba (bottom – up) [36]. Es decir, se partiría de un cluster que contiene todos 
los datos y sucesivamente se iría dividiendo ese cluster para al final agrupar los datos 
en n clusters, cada uno de ellos conteniendo un objeto. Para poder implementar los dos 
tipos de sentidos en la recursión existen métodos aglomerativos y métodos divisivos. 
Los métodos aglomerativos (bottom – up) parten de considerar que cada dato confor-
ma un cluster para después ir uniendo distintos datos/clusters para generar la estructu-
ra final. Los métodos divisivos (top – down) parten de un único cluster donde se agru-
pan todos los datos para después ir dividiéndolo en sub – clusters que sucesivamente 
siguen sub – dividiéndose hasta conseguir la estructura final. A esta estructura final se 
le denomina dendrograma y representa los clusters finales donde se agrupan los obje-
tos en niveles de similitud. Un ejemplo puede verse en la Figura 12. En ella podemos 
ver cómo se han ido agrupando cinco datos: p, q, r, s y t. Si seguimos el sentido de 
agrupación divisivo, partimos de un único cluster que agrupa los cinco datos. Este clus-
ter se divide en otros dos sub – cluster, el primero de ellos agrupa los datos p y q; y el 
otro los datos r, s y t. Este último a su vez se divide en otros dos clusters, uno que agru-
pa el dato r y otro que agrupa los datos s y t. Los clusters que agrupan dos datos, a su 
vez se dividen en clusters que agrupan individualmente cada uno de los datos. En el 
sentido aglomerativo, se partiría de un cluster por dato para llegar a un cluster que 
agrupe todos. 




Figura 12. Ejemplo sencillo de clustering jerárquico. Fuente:  [37] 
Algoritmos de regresión. La regresión es un proceso estadístico que permite estimar re-
laciones entre variables. Es bastante común encontrar conjuntamente definidos los algoritmos 
de regresión y clasificación. La principal diferencia entre estos dos conceptos está en que la 
salida de un algoritmo de regresión toma valores continuos, mientras que en la clasificación 
solo puede tomar un conjunto concreto de valores: las etiquetas de las clases correspondien-
tes. Como algoritmos de regresión nos encontramos prácticamente los mismos que para clasi-
ficación, principalmente: árboles de decisión, Bayes, K – Nearest Neighbors, redes neuronales y 
SVM. También se pueden destacar otros como los que a continuación se citan. 
 Regresión logística. Es un tipo de análisis usado para predecir el resultado de una va-
riable categórica, es decir que solo puede tomar un valor de entre un conjunto finito de 
posibilidades.  
 Regresión por mínimos cuadrados. Consiste en el uso del algoritmo de mínimos cua-
drados para resolver problemas estadísticos y problemas de regresión. 
El Análisis de Secuencias [12], [15], [38] puede considerarse una extensión más restricti-
va de los algoritmos para la obtención de reglas de asociación donde no solamente importa los 
elementos que conforman las reglas si no también el orden en el que ocurrieron. Con este 
conjunto de algoritmos se pretende descubrir si la presencia de un conjunto de elementos es 
seguido por otro conjunto de elementos en orden cronológico a lo largo de un conjunto de 
sesiones independientes. Debido a su similitud con las reglas de asociación, también se puede 
realizar análisis de secuencias con el algoritmo Apriori. Existe otro algoritmo “propio” del análi-
sis de secuencias denominado PrefixSpan (Prefix – projected Sequential Pattern Mining) [39]. 
Este algoritmo, en vez de buscar ocurrencias de secuencias o subsecuencias frecuentes, se 
basa en prefijos, ya que cualquier secuencia frecuente se puede buscar por medio de un prefi-
jo más o menos largo, según la situación, de forma que se consigue mejorar la eficiencia. 
En este apartado se han analizado algunas de las categorías de algoritmos y los algoritmos 
que podemos encontrar en ellas, principalmente las más usuales, conocidas o las opciones que 
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2.1.2. Educational Data Mining 
Como parte de la Minería de Datos, surge la Minería de Datos Educativa (Educational Data 
Mining, EDM), una disciplina que se encarga de aplicar los conceptos de Data Mining al con-
texto educativo. Por tanto, se centrará en analizar la gran cantidad de datos que estudiantes y 
profesores generan con el objetivo de entender mejor su comportamiento y la forma de 
aprendizaje [40]. Principalmente, estos datos se extraen de una plataforma de educación tec-
nológica, como un sistema LMS (Moodle, Blackboard) o sistemas de tutoría inteligente (Intelli-
gent Tutoring System, ITS). 
Existen diversas forma de clasificar los trabajos típicos realizados en EDM, por ejemplo, [41] 
considera que en el contexto educativo, las técnicas Data Mining se suelen usar, principalmen-
te, para: 
 Generar sistemas de predicción mediante algoritmos de clasificación o regresión. 
 Agrupamiento o clustering. 
 Buscar relaciones mediante el uso de reglas de asociación, búsqueda de patrones se-
cuenciales o de correlaciones. 
Romero, Ventura y Hervás [12] consideran que las principales aplicaciones de EDM son, en-
tre otras: 
 Sistemas de recomendación. 
 Sistemas de personalización. 
 Sistemas de detección de irregularidades. 
 Clasificaciones de estudiantes y contenidos. 
 Descubrimiento de relaciones entre actividades. 
Para lo que fundamentalmente se usan algoritmos de: 
 Reglas de asociación. 
 Clasificación. 
 Clustering. 
El peso de los diferentes algoritmos ha ido modificándose a lo largo del tiempo a medida 
que surgían nuevas técnicas. 
Romero y Ventura [42] realizaron en el año 2010 un estudio de todas las investigaciones 
que se habían hecho en este campo, diferenciando hasta 11 categorías de trabajo distintas en 
las clasificaron cerca de 300 trabajos de otros autores, poniendo de manifiesto que este es un 
área de investigación muy activo y en constante evolución, ya que surgen nuevas formas de 
hacer las cosas o la necesidad de nuevos objetivos. Estos 11 objetivos de trabajo se listan a 
continuación: 
 Análisis y visualización de datos, con el objetivo de remarcar los puntos importantes 
de la información para que, después, el usuario que los consulta pueda tomar decisio-
nes o sacar conclusiones. Básicamente puede considerarse como un análisis estadístico 
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de los datos que extraemos del contexto educativo correspondiente, sin aplicar técni-
cas de DM utilizando directamente los datos extraídos de la fuente. 
 Proporcionar realimentación a los profesores o administradores con el objetivo de po-
der tomar decisiones, pero a través de unos datos a los que se ha aplicado algún meca-
nismo de ML y que, por lo tanto, tienen un mayor sentido lógico. Cómo principal meca-
nismo ML se suelen usar reglas de asociación. 
 Realizar recomendaciones a los estudiantes proponiéndoles actividades personalizadas, 
visitar enlaces, realizar tareas o problemas. Otro objetivo a añadir a esta lista sería la 
capacidad de ofrecer contenidos adaptados a cada estudiante en particular. Para todo 
ello, principalmente se usan reglas de asociación, y técnicas de clustering y análisis de 
secuencias. 
 Predicción del rendimiento de los estudiantes medido mediante métricas como su co-
nocimiento, resultados o nota final. Estas métricas se pueden evaluar de forma que 
tomen un valor continuo, usando técnicas de regresión, o de forma discreta, mediante 
técnicas de clasificación. Es decir, si se usan técnicas de regresión podremos medir la 
nota del estudiante con cualquier valor numérico entre unos límites superior e inferior; 
y usando técnicas de clasificación se categorizará la nota como perteneciente a una cla-
se (de entre un conjunto finito de clases), por ejemplo, clase A que puede indicar que la 
nota está entre 9 y 10. Como técnicas de clasificación y regresión se suelen usar redes 
neuronales, redes bayesianas o reglas de asociación. 
 Modelado de los estudiantes, cuyo objetivo es generar modelos con los que podamos 
caracterizar el comportamiento, modo de aprendizaje o conocimiento de los estudian-
tes. Para conseguir este objetivo, se suelen usar técnicas de clasificación como redes 
bayesianas, reglas de asociación o análisis de secuencias. 
 Detección de comportamiento indeseable en los estudiantes para conocer aquellos es-
tudiantes que tienen problemas de aprendizaje, hacen un mal uso de la plataforma 
educativa, no están motivados con las asignaturas, etc. Para llevar a cabo esta detec-
ción de outliers se usan técnicas de clasificación y clustering. 
 Agrupación de estudiantes para crear grupos en los que se clasifiquen los estudiantes 
de acuerdo a multitud de características como rendimiento, nota final, uso de la plata-
forma, capacidades, etc. Estas clasificaciones pueden ser útiles, por ejemplo, para que 
un profesor pueda intuir cómo trabaja cada uno de sus alumnos y decidir cómo realizar 
los grupos de trabajo. Para agrupar estudiantes se usan técnicas de clasificación, si se 
quiere tomar un modelo de datos de partida en función del cual clasificar los estudian-
tes, o técnicas de clustering, si será el propio algoritmo el que determine cómo catego-
rizar a los estudiantes. Normalmente las técnicas de clustering suelen generar grupos 
con un número similar de elementos, siempre que los datos lo permitan. 
 Análisis de redes sociales. Por red social se considera a un conjunto de personas que 
están conectadas por medio de una relación social como amistad o una relación coope-
rativa. El análisis de redes sociales pretende estudiar las relaciones entre estos indivi-
duos usando, principalmente, técnicas de filtrado colaborativo. 
 Desarrollo de mapas conceptuales. Un mapa conceptual se define como un gráfico que 
muestra las relaciones entre conceptos y expresa la estructura jerárquica del conoci-
miento. Se usan reglas de asociación y minería de texto como principales herramientas. 
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 Construcción de cursos. Se están desarrollando o utilizando técnicas de DM para facili-
tar al profesor (o quien corresponda) la construcción del curso, es decir, la selección de 
los contenidos que se deben ofrecer a los alumnos. 
 Planificación y programación. Existen trabajos cuyo objetivo es mejorar el proceso 
educativo tradicional utilizando técnicas de DM (principalmente reglas de asociación) 
para permitir planificar los cursos futuros, ayudar a la planificación de trabajo del estu-
diante, planificar la asignación de recursos, ayudar en la admisión y el asesoramiento a 
la hora de desarrollar un plan de estudios, entre otros. 
En la Figura 13 se muestra un gráfico, adaptado de [42], en el que se pueden ver los estu-
dios realizados (medido en base al número de artículos publicados) sobre cada uno de estos 
temas de trabajo, hasta el año 2009, y en función del estudio realizado por [42]. En este gráfico 
podemos ver que los trabajos más comunes están relacionados con el análisis estadístico de 
los datos, ofrecer realimentación a los profesores, sistemas de recomendación y sistemas de 
predicción. 
A nuestro juicio y en relación al trabajo que vamos a realizar, teniendo en cuenta cuáles son 
sus objetivos, nos parecen interesantes las siguientes categorías: 
 Análisis estadístico. 
 Sistemas de recomendación. 
 Sistemas de predicción. 
 Agrupación de estudiantes. 
 Clasificación de contenidos. 
 Detección de anomalías. 
 
Figura 13. Número de artículos publicados hasta el año 2009 en el contexto de EDM agrupados por categoría del 



















Número de Artículos publicados 
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La categoría “Proporcionar Realimentación” englobaría cualquiera de las anteriores, ya que 
todos nuestros objetivos van a estar centrados en proporcionar datos a los profesores que 
puedan ayudarles a mejorar el desarrollo de sus asignaturas, e incluso proporcionar ciertos 
resultados personalizados a los alumnos. Por otro lado, el modelado y clasificación de estu-
diantes, podrían considerarse muy similares, y por ello, lo vamos a englobar dentro de nuestra 
categoría de agrupación de estudiantes. Las últimas cuatro categorías (Análisis de Redes Socia-
les, Desarrollo de Mapas Conceptuales, Planificación y Construcción del Curso) no son de nues-
tro interés en estos momentos. 
Teniendo en cuenta estas cuestiones, analizamos distintos artículos cuyo contenido nos pa-
reció interesante por aportar alguna idea que podía ser de utilidad. El resto de la sección se 
centrará en describir los estudios analizados. 
Casey, Gibson y Paris [10] utilizan los registros de actividad de los alumnos (389 alumnos en 
13 cursos) en Moodle para realizar un análisis estadístico. Para ello, realizan los siguientes 
cálculos, y buscan la correlación con la nota final del estudiante: 
 Número total de visitas a páginas realizadas por cada estudiante a lo largo de un semes-
tre. 
 Número total de visitas a páginas únicas realizadas por cada estudiante. 
 Número de visitas diarias a la página principal de cada curso realizadas por cada estu-
diante. 
 Número y porcentaje de visitas al total de recursos que cada estudiante realiza, en cada 
curso, desde dentro y fuera del campus. 
 Número de recursos leídos al menos una vez por el estudiante por curso. 
 Relación entre el número de lecturas de un recurso y la calificación final. 
 Análisis de la actividad de los usuarios en Moodle según el día de la semana medido en 
función del porcentaje de accesos por día. 
 Cálculo del tiempo de primera visita a un recurso (desde su publicación) en relación a la 
media de todos los estudiantes. 
Con este análisis, los autores consiguen encontrar qué actividades contribuyen más y mejor 
a la nota final de los estudiantes, así como, cómo de diferente es la actividad en los distintos 
cursos y cómo de diferente afecta la misma actividad en distintos cursos, es decir, existen cur-
sos en los que existe una mayor correlación entre el número de visitas por estudiante y la nota 
final, lo cual puede significar que para los estudiantes, las visitas son más provechosas a un 
curso que a otro, porque puedan tener mejores recursos, el profesor actualice la información 
más frecuentemente, etc; por otro lado, en la mayoría de cursos, más del 50% de las visitas se 
realizan desde dentro del campus, pero existen un par de casos en que es al revés, lo cual pue-
de implicar que en esas asignaturas los alumnos necesitan mayor trabajo en casa o la asignatu-
ra es plenamente teórica y no pueden acceder durante las horas de clase por estar en un aula 
sin ordenadores. 
Romero, Ventura y García [15], proponen utilizar los registros de actividad de Moodle para 
aplicar algoritmos de Machine Learning, considerando datos de 438 estudiantes en 7 cursos. A 
partir de estos registros, y por estudiante, se obtienen los siguientes datos: 
 Identificador del curso (Course). 
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 Número de tareas realizadas (n_assignments). 
 Número de cuestionarios realizados (n_quiz). 
 Número de cuestionarios aprobados (n_quiz_a). 
 Número de cuestionarios suspendidos (n_quiz_s). 
 Número de mensajes enviados al chat (n_messages). 
 Número de mensajes enviados al profesor (n_messages_ap). 
 Número de mensajes enviados al foro (n_posts). 
 Número de mensajes leídos del foro (n_read). 
 Tiempo total dedicado a tareas (total_time_assignment). 
 Tiempo total dedicado en cuestionarios (total_time_quiz). 
 Tiempo total dedicado en foros (total_time_forum). 
 Nota final del estudiante (Mark). 
Este primer paso, pone de manifiesto el hecho de que el análisis estadístico va a ser siem-
pre necesario como paso previo para obtener datos o métricas de interés para poder aplicar a 
procedimientos de Minería de Datos. Por ello, puede ser interesante, no solamente generar 
métricas como las anteriores para implementar un algoritmo de Machine Learning, sino tam-
bién utilizar estos resultados “intermedios” como finales y mostrárselos al usuario junto con 
los resultados de la Minería de Datos. 
Otro punto importante a considerar es el pre – procesado de los datos, ya comentado en la 
sección 2.1. Por lo general, este pre – procesado va a consistir en la discretización de los valo-
res numéricos. Con los datos considerados en este artículo, esto se realiza en dos pasos: 
 La nota final del estudiante se categorizará como FAIL (nota < 5), PASS (5 < nota < 7), 
GOOD (7 < nota < 9) y EXCELLENT (nota > 9). 
 El resto de atributos se categorizarán como LOW, MEDIUM o HIGH dividiendo su rango 
de extensión en tres intervalos de igual longitud. 
Con los datos ya discretizados, aplica tres técnicas de ML: 
 Clustering (K – Means) para agrupar alumnos de un curso en función de las actividades 
realizadas en Moodle y en relación con su nota final. Con los datos del caso de estudio 
obtiene que sus alumnos quedan agrupados en tres clusters: 
o Estudiantes muy activos. 
o Estudiantes activos. 
o Estudiantes no activos. 
 Clasificación (C4.5) para implementar un sistema de predicción de la nota final del es-
tudiante. Al implementarlo mediante un árbol de decisión obtienen un conjunto de re-
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glas IF-THEN-ELSE (Figura 14) con las que ir recorriendo el árbol y decidir la nota final 
del estudiante (FAIL, PASS, GOOD o EXCELLENT) en función al resto de datos. 
 
Figura 14. Ejecución Algoritmo C4.5. Fuente: [15] 
 Reglas de asociación (Apriori) para buscar relaciones entre los distintos parámetros, ob-
teniéndose resultados como: 
o Si un estudiante no envía mensajes al foro, tampoco los leerá. 
𝑛_𝑝𝑜𝑠𝑡 = 𝐿𝑂𝑊 => 𝑛_𝑟𝑒𝑎𝑑 = 𝐿𝑂𝑊 
o Si el número de mensajes leídos y enviados a los foros es bajo, la nota final será 
suspenso. 
𝑛_𝑝𝑜𝑠𝑡 = 𝐿𝑂𝑊 & 𝑛_𝑟𝑒𝑎𝑑 = 𝐿𝑂𝑊 => 𝑚𝑎𝑟𝑘 = 𝐹𝐴𝐼𝐿 
De forma análoga, Romero, González, Ventura, del Jesús y Herrera [43], utilizan casi los 
mismos datos (293 estudiantes y 5 cursos): 
 Identificador del curso (Course). 
 Número de tareas realizadas (n_assignments). 
 Número de tareas aprobadas (n_assignments_a). 
 Número de tareas suspendidas (n_assignmemts_s). 
 Número de cuestionarios realizados (n_quiz). 
 Número de cuestionarios aprobados (n_quiz_a). 
 Número de cuestionarios suspendidos (n_quiz_s). 
 Número de mensajes enviados al chat (n_messages). 
 Número de mensajes enviados al profesor (n_messages_ap). 
 Número de mensajes enviados al foro (n_posts). 
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 Número de mensajes leídos del foro (n_read). 
 Nota final del estudiante (Mark). 
Para buscar relaciones entre cómo los estudiantes usan Moodle y las calificaciones finales 
que obtienen, usando reglas de asociación y comparando distintos algoritmos. Así, obtienen 
reglas del tipo: 
 Si el número de cuestionarios aprobados es muy bajo, entonces la nota final será FAIL. 
𝐼𝐹 𝑛_𝑞𝑢𝑖𝑧_𝑎 =  𝑉𝐸𝑅𝑌 𝐿𝑂𝑊 𝑇𝐻𝐸𝑁 𝑚𝑎𝑟𝑘 =  𝐹𝐴𝐼𝐿 
 Si el número de cuestionarios aprobados es muy alto, entonces la nota será EXCELLENT. 
𝐼𝐹 𝑛_𝑞𝑢𝑖𝑧_𝑎 =  𝑉𝐸𝑅𝑌 𝐻𝐼𝐺𝐻 𝑇𝐻𝐸𝑁 𝑚𝑎𝑟𝑘 =  𝐸𝑋𝐶𝐸𝐿𝐿𝐸𝑁𝑇 
 Si estamos en un curso concreto, el número de mensajes publicados en foros es alto o 
muy alto y el número de cuestionarios aprobados es medio, alto o muy alto, entonces 
la nota final será GOOD. 
𝐼𝐹 𝑐𝑜𝑢𝑟𝑠𝑒 =  𝐶110 𝑜 𝐶88 𝐴𝑁𝐷 𝑛_𝑝𝑜𝑠𝑡𝑠 =  𝐻𝐼𝐺𝐻 𝑂𝑅 𝑉𝐸𝑅𝑌 𝐻𝐼𝐺𝐻 𝐴𝑁𝐷 𝑛_𝑞𝑢𝑖𝑧_𝑎 
=  𝑀𝐸𝐷𝐼𝑈𝑀 𝑂𝑅 𝐻𝐼𝐺𝐻 𝑂𝑅 𝑉𝐸𝑅𝑌 𝐻𝐼𝐺𝐻 𝑇𝐻𝐸𝑁 𝑚𝑎𝑟𝑘 =  𝐺𝑂𝑂𝐷 
López, Luna, Romero y Ventura [44] proponen una forma de clasificación mediante cluste-
ring para decidir la calificación final que obtendrán los alumnos en base a su participación en 
los foros de la asignatura. Para ello, analizan los datos de 114 estudiantes, los cuales han publi-
cado 1014 mensajes, en 81 hilos con 922 respuestas en total. Toma como datos: 
 Número de mensajes enviados por los estudiantes (nMessages). 
 Número de hilos creados por un estudiante (nThreads). 
 Número de réplicas enviadas por estudiante (nReplies). 
 Número de palabras escritas por estudiante (nWords). 
 Número de sentencias frases por estudiante (nSentences). 
 Número de mensajes leídos en el foro (nReads). 
 Tiempo total en horas dedicado al foro (tTime). 
 Media de la calificación de los mensajes (aEvaluation). 
 Grado de centralidad del estudiante (dCentrality), es decir, el nivel de relación del 
estudiante con otros estudiantes. 
 Grado de prestigio del estudiante (dPrestige), una medida cómo se involucra social-
mente el estudiante, con más importancia que el parámetro de centralidad. 
 Nota final del estudiante (fMark). 
Por un lado, podemos obtener ideas de cómo a partir del uso de los foros y las métricas an-
teriores se puede implementar un mecanismo de predicción de la nota final, pero lo interesan-
te de este artículo está en las conclusiones, ya que nos va a permitir centrar procedimientos 
típicos. Normalmente los sistemas de predicción se implementan mediante algoritmos de cla-
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sificación. En este artículo se analizan distintos algoritmos de clustering y se concluye que la 
predicción con ellos es bastante pobre, comparada con la que ofrecen los algoritmos de clasifi-
cación, también probados en el estudio. Compara ambos conjuntos de algoritmos en base a su 
precisión entre la nota predicha y la nota real obtenida por el estudiante. Todos los algoritmos 
de clasificación presentan una precisión superior al 80 %, mientras que los algoritmos de clus-
tering tienen una precisión entre el 50 y 80 % en el mejor de los casos. 
Un par de nuevos artículos de Romero y otros [23], [45] no ofrecen nada todavía no cono-
cido, ya que presentan un resumen de las técnicas de clasificación que se pueden usar en Data 
Mining para predecir la nota final de un estudiante en base a su uso de la plataforma Moodle. 
Realmente, en este artículo, presentan una herramienta que han generado y que se puede 
integrar en Moodle y que permite que profesores que no conozcan ni sepan usar la Minería de 
Datos, puedan aplicar algoritmos de ML de análisis estadístico, clustering, reglas de asociación 
o clasificación, de una forma muy sencilla. Para ello, siguen los pasos del artículo [15], previa-
mente comentado, y generan una herramienta con la que el profesor pueda, en primer lugar 
escoger una asignatura, indicar las notas de sus estudiantes, seleccionar el tipo de procesa-
miento que quieren realizar y con qué datos, para obtener el resultado del análisis correspon-
diente. 
Lo realmente interesante de este artículo está en una serie de cuestiones a considerar para 
conseguir resultados óptimos. Una parte fundamental de la minería de datos es el pre – proce-
samiento de los datos a utilizar. Un buen pre – procesado nos puede ayudar a conseguir los 
mejores resultados. En este artículo se analizó la importancia de esta etapa en la clasificación 
de los estudiantes, comparando los resultados de tres estudios: 
 Datos originales. 
 Datos discretizados, como se ha comentado anteriormente. 
 Datos balanceados. Se dice que los datos no están balanceados cuando con ellos se ge-
neran clases con muy pocos elementos clasificados en ellas. Esto es algo muy común si 
clasificamos alumnos por sus notas, será bastante frecuente tener alumnos con notas 
“medias” pero muy pocos alcanzarán la categoría de excelencia. Balancear los datos 
tendrá por objetivo que con ellos se generen clases que, más o menos, estén compues-
tas por el mismo número de instancias. 
Para evaluar con qué datos se obtienen mejores resultados, utiliza como métrica el porcen-
taje de datos que se han clasificado correctamente. El resultado concreto depende del algo-
ritmos de clasificación usado (testea hasta 21 algoritmos de clasificación distintos para los tres 
conjuntos de datos), pero por lo general, utilizar el último conjunto de datos da los peores 
resultados, lo cual es obvio ya que se están falseando los datos para que las categorías finales 
sean parecidas en número de elementos. Entre utilizar el primero o segundo conjunto de da-
tos, depende de cada algoritmo, pero las diferencias no son muy grandes. Puede verse la tabla 
de resultados en la Figura 15. 




Figura 15. Comparativa de resultados según pre – procesado de datos. Fuente: [23]  
Otro punto importante, aparte de cómo manipular previamente los datos, está en qué da-
tos seleccionar, es decir, no escoger toda la información disponible sino solo aquella que nos 
pueda ser de interés al aplicar el algoritmo, ya que, a lo mejor, la información a mayores que 
se proporciona al algoritmo, puede hacer que el resultado no sea el mejor. En este sentido se 
pueden hacer dos cosas: 
 Eliminar outliers, aquellos datos que son muy diferentes a los demás y que pueden con-
fundir al algoritmo. Por ejemplo, eliminar estudiantes que no han completado todas las 
actividades. 
 Utilizar todos los datos (todos los estudiantes) pero escogiendo solo los atributos de su 
actividad más relevantes. 
 
Figura 16. Comparativa de resultados según filtrado de datos. Fuente: [23] 
Exactamente igual que antes, aplica los 21 algoritmos de clasificación con estos dos nuevos 
casos y obtiene los resultados de la Figura 16. La eliminación de outliers (filtered data by row) 
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no permite mejorar los resultados (es más, los empeorá bastante en la mayoría de los casos), 
pero sí (en ocasiones) la selección de atributos (filtered data by column) 
Kazanidis y Karakos [46] describen el uso de técnicas de Data Mining para analizar los fiche-
ros de log de una plataforma de e – learning para poder ver la actividad de los cursos con da-
tos de 1199 estudiantes y 39 cursos. A partir de la información genérica de un log de un servi-
dor web Apache, los datos son filtrados para eliminar outliers y quedarse solo con la informa-
ción más relevante con la que poder obtener las siguientes métricas: 
 Número total de sesiones por curso. 
 Número total de páginas por curso visitadas por los usuarios. 
 Número total de páginas únicas por curso visitadas por los usuarios (contabiliza cada 
página del curso solo una vez, independientemente de cuántas veces fue visitada). 
 Número total de páginas únicas por curso y por sesión visitadas por los usuarios (UPCS). 
Esta métrica contabiliza las visitas del mismo usuario a la misma página en la misma se-
sión como una sola visita. 
 Enriquecimiento de cursos: 1 – páginas únicas / páginas totales. 
 Homogeneidad de cursos: páginas únicas / total sesiones. 
 Calidad: media del enriquecimiento y homogeneidad de cursos. 
Con estos datos aplica un algoritmo de clasificación en tres etapas. Primero clasifica los cur-
sos en una de dos categorías en función del enriquecimiento (alto o bajo). El enriquecimiento 
se puede entender como la riqueza de los recursos publicados en el curso. Después, divide 
cada una de estas dos categorías en otras dos, en función de su homogeneidad (curso estático 
o con contenido actualizado frecuentemente). Por último, divide cada una de las cuatro cate-
gorías en otras dos, en función del UPCS (muy visitado o no por los estudiantes). Estas tres 
etapas dan lugar a una clasificación de cursos en una de ocho categorías (Figura 17) 
 
Figura 17. Clasificación de cursos final en [46] 
A parte de este estudio, también realiza un agrupamiento de cursos en función de su cali-
dad medida en base a la nota obtenida por sus estudiantes (clustering K – Means) y busca re-
glas de asociación (Apriori) entre los atributos que forman parte del estudio. 
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Delgado, Gibaja, Pegalajar y Pérez [47] utilizan redes neuronales para predecir la nota final 
del estudiante en base a los registros de acceso a Moodle de 240 estudiantes. Al no tener dis-
ponibles las redes neuronales en nuestra infraestructura BigData, lo que nos interesa de este 
artículo es conocer qué datos se pueden utilizar de partida y qué resultados se pueden obtener 
de ellos. Lo primero que indica, y se puede apreciar en cualquiera de los estudios que se enu-
meren en este apartado, es que no solamente la información de la actividad de los estudiantes 
es necesaria, también se necesitan otros datos de tipo administrativo, como las notas que ob-
tiene el estudiante en las distintas actividades y la nota final de la asignatura o el número de 
veces que el estudiante ha estado matriculado en el mismo curso o lo que es lo mismo si está 
repitiendo o no. 
Por si pudieran ser de interés en la realización de nuestro trabajo, anotamos los datos que 
se pueden extraer de la información de cada estudiante: 
 Nombre completo. 
 Número de veces que ha estado oficialmente registrado en la asignatura. 
 Número de sesiones de examinación (suponemos, número de veces que se ha exami-
nado). 
 Nota. 
 Número total de accesos de cualquier tipo hechos en Moodle en el curso. 
 Número total de accesos a resource view. 
 Porcentaje de accesos resource view con respecto al total. 
 Número de accesos a resource view diferentes. 
 Porcentaje de recource view diferentes. 
 Segmentación del número de accesos en cada mes del año. 
 Segmentación por meses del porcentaje de accesos. 
Meceron y Yacef [48] comparan distintas reglas de asociación usando los datos de Moodle, 
con datos de un curso y 84 estudiantes. Tratan de encontrar: 
 Si existe relación entre los accesoa a distintos recursos extras como exámenes de prue-
ba, soluciones a estos, libros, páginas de interés. Obtienen resultados de la forma: Si un 
estudiante accede al examen de prueba 1, también visitará la solución al examen de 
prueba 1. 
 Si existe relación entre las calificaciones de cada uno de los distintos ejercicios del exa-
men. Cada estudiante tendrá calificado cada ejercicio como resuelto correctamente, re-
suelto incorrectamente o no intentado. De esta forma, se obtienen reglas del tipo: si un 
alumno no ha intentado resolver el ejercicio 2, tampoco ha intentado el 3; lo cual pue-
de servir para analizar si los ejercicios del examen estaban preparados correctamente. 
Falakmasir y Habibi [49] analizan los registros de acceso a Moodle para realizar un ranking 
con las actividades de Moodle (clases virtuales, vista de ficheros, lecturas de mensajes en el 
foro, etc.) que más han beneficiado a los alumnos con respecto a su nota final, con datos de 
824 alumnos en 11 cursos. A partir de los datos de Moodle genera los siguientes datos: 
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 Nombre de estudiante. 
 Curso. 
 Número de recursos visitados. 
 Número de participaciones en Virtual Classroom. 
 Número de Archive Views. 
 Número de Forum Reads. 
 Número de Forum Post. 
 Número de Discussion Read. 
 Número de Discussion Response. 
 Número de Assignments Views. 
 Número de Assignments Answer Uploads. 
 Nota final, en forma discreta en cuatro categorías. 
Como método Data Mining aplica Feature Selection, que intenta seleccionar las caracterís-
ticas más relevantes de acuerdo a un concepto. Con ello, obtiene un ranking de actividades de 
más a menos en función de su importancia en la nota del estudiante. Por ejemplo, obtiene los 
resultados de la Figura 18. Obviamente, aplicando distintos métodos de selección obtendrá 
una clasificación distinta, como se aprecia en la Figura 19. 
 
Figura 18. Ranking de actividades en [49] I 
 
Figura 19. Ranking de actividades en [49] II 
Además, con estos resultados, utilizando C4.5 como técnica de clasificación, generan un ár-
bol de decisión con el que poder predecir la nota final de los estudiantes, como se muestra en 
la Figura 20, donde Mode se refiere a la categoría de la nota. 




Figura 20. Árbol de decisión para predecir nota en [49] 
Zaïne [50] implementa un sistema de recomendación que propone al alumno acciones co-
mo hacer un ejercicio, ver un mensaje en el foro, etc. en base a acciones pasadas de otros 
compañeros que él todavía no ha realizado. Consiste en un plugin que genera una ventana 
emergente cuando el estudiante selecciona un enlace o una acción, en la que se muestra la 
recomendación. Para generar las recomendaciones se usan reglas de asociación que tratarán 
de buscar eventos, típicamente, relacionados con el que acaba de hacer el estudiante, para 
proponérselos. Como datos de entrada, considera la información de los log genéricos de la 
plataforma que después debe convertir a acciones conocidas como acceso a un test, nuevo 
mensaje en el foro, etc. algo que ya nos proporciona directamente Moodle. 
El – Halees [51] utiliza los datos de los estudiantes de la base de datos de Moodle para ana-
lizar su comportamiento utilizando técnicas como reglas de asociación, clasificación, clustering 
o detección de outliers. Para ello, utiliza datos de 151 estudiantes (datos personales, registros 
académicos, registros del curso y datos de los registros de Moodle) para obtener atributos 
como la asistencia, horas de dedicación, el GPA (Grade Point Average), recursos electrónicos, 
notas parciales y notas finales. Tras un pre – procesado de discretización de los valores numé-
ricos, realiza cuatro análisis: 
 Usa reglas de asociación para obtener reglas similares a las de otros estudios: si la asis-
tencia a clase es buena, realiza los ejercicios propuestos en la plataforma y las notas 
parciales son buenas entonces la calificación final será excelente. 
 Cómo método de clasificación utiliza C4.5 para clasificar alumnos y poder predecir la 
nota que tendrán en base a sus trabajos realizados. 
 Utiliza clustering EM para agrupar estudiantes en base a su rendimiento. Con sus datos 
de partida consigue distinguir cinco clusters pero no indica por qué se caracterizan los 
estudiantes de cada uno, ni qué métrica toma para medir el rendimiento. 
 En este caso, no elimina los outliers de los datos en la etapa de pre – procesado, sino 
que aplicará una técnica de detección de outliers para poder encontrar esos datos 
anómalos y analizarlos o resolverlos. 
En la detección de outliers mediante clustering se centran Ajith, Say y Tejaswi [26]. A partir 
de datos relacionados con la asistencia a clase, nota de test realizados en clase, seminarios y 
tareas obtiene las variables de la Tabla 1. 
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Variable Descripción Posibles valores 
PR Previous Results 
{Distinction> 70%, First > 60%  & <70%, Second >50 & 
<60%, Third >40, & <50%, Fail < 40%} 
MTR Mid Term Results 
{Poor <40 , Average >40 
& <60, Good >60 & < 70, Best >70} 
LW P 
Lab Work and Perfor-
mance 
{Poor, Average, Good} 
TS Technology Standards {Poor , Average, Good} 
ASS Assignment {Yes, No} 
SP Seminor Performance {Yes, No} 
REG Regularity to class {Regular, Irregular} 
PUN Puntuality {Yes, No} 
OAP Overall Performance {Poor , Average, Good} 
FE Final examination 
{Distinction >70, First > 60%  & <70% Second >50 & 
<60% Third >40 & <50% Fail < 40%} 
Tabla 1. Variables utilizadas en [26] 
Aplica estos datos a un algoritmo de clustering (no especifica cuál) y agrupa estudiantes 
atendiendo a las variables anteriores. Por ejemplo, en función de su rendimiento medio se 
obtendrían tres clusters, como los mostrados en la Figura 21. 
 
Figura 21. Clasificación según OAP en [26] 
Obviamente lo interesante no es la agrupación, sino la detección de outliers, de aquellos 
puntos de datos que están lejos del resto de datos. En este caso, va a analizar los puntos de 
cada cluster para encontrar si existe alguno que esté bastante alejado del punto medio (deno-
minado centroide y calculado como el valor medio de todos los elementos que componen el 
cluster). Por ejemplo, de entre los tres clusters anteriores, dentro del cluster GOOD ha encon-
trado un outlier (Figura 22). Para “separar” los datos normales de los outliers y mostrarlo en un 
histograma, aplica un análisis estadístico univariante. 
 
Figura 22. Detección de outliers en [26] 
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En un ejemplo más completo, ha clasificado los estudiantes en base a su nota media parcial 
(MTR) y dentro de cada una de las cuatro categorías que resultan, en función de su rendimien-
to total (OAP). Ha encontrado, por ejemplo (ver Figura 23), que no es común que un estudian-
te que tenga muy buena nota parcial, tenga un rendimiento total medio, y por lo tanto consi-
dera que esto es una anomalía en los datos. 
 
Figura 23. Clustering y detección de outliers en [26] 
Morris, Finnegan y Wu [52] tienen por objetivo analizar las diferencias en la participación 
de los estudiantes en los cursos mediante un análisis estadístico. Usan los registros de accesos 
de 423 estudiantes en 3 cursos para comprobar qué diferencias de comportamiento ha habido 
entre aquellos que han terminado el curso aprobado (successful completers con nota A, B o C), 
suspendido (non successful completers con nota D, F o incompleta) y aquellos que lo abando-
naron (withdrawers). Analizan la participación del estudiante en base a: 
 Visitas al contenido del curso. 
 Visitas a discusiones. 
 Creaciones de nuevos post en el foro. 
 Respuestas en el foro. 
Una participación medida en base a: 
 Variables frecuenciales: 
o Número de páginas de contenidos visitadas. 
o Número de discusiones en los foros leídas. 
o Número de post originales. 
o Número de post seguidos. 
 Variables de duración: 
o Segundos dedicados a ver el contenido de las páginas. 
o Segundos dedicados en leer discusiones en los foros. 
o Segundos dedicados en crear post originales. 
o Segundos dedicados en crear post en discusiones ya existentes. 
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Concluye que la actividad de quien termina el curso es mayor que quien lo abandona y que 
se puede encontrar relación entre actividad y nota final. 




{First > 60%, Second >45 & <60% Third >36 & <45% Fail < 
36%} 
CTG Class Test Grade {Poor , Average, Good} 
SEM Seminar Performance {Poor , Average, Good} 
SS Assignment {Yes, No} 
GP General Proficiency {Yes, No} 
ATT Attendance {Poor , Average, Good} 
LW Lab Work {Yes, No} 
ESM End Semerter Marks 
{First > 60%, Second >45 & <60% Third >36 & <45% Fail < 
36%} 
Tabla 2. Datos utilizados en [24] 
Baradwaj y Pal [24] utilizan clasificación mediante árboles de decisión para evaluar el ren-
dimiento de los estudiantes. Utilizan los datos de la Tabla 2 y obtienen el conjunto de reglas IF-
THEN-ELSE de la Figura 24. 
 
Figura 24. Árbol de decisión obtenido en [24] 
Chandra y Nandhini [53] presentan un método para identificar estudiantes con patrones de 
suspenso. Después usan estos patrones para recomendar planes académicos que solucionen la 
situación. Este es un estudio bastante interesante desde el punto de vista educativo. No se 
indican los datos que se necesitan para ello, pero parece que serían la lista de asignaturas sus-
pensas de cada estudiante, ya que los resultados que se obtienen son reglas de asociación que 
indican qué asignaturas es probable que suspenda un alumno, dada una lista de asignaturas ya 
suspensas, como se ve en la Figura 25. 




Figura 25. Reglas de asociación obtenidas en [53] 
Los resultados de este estudio pueden ser aprovechados para realizar algo parecido a Via-
lardi y otros [54], los cuales proponen un sistema que tiene por objetivo recomendar al estu-
diante la matriculación o no en determinadas asignaturas en base a la experiencia con otros 
alumnos en su misma situación (principalmente, mismo expediente académico). 
Para saber si un estudiante debe matricularse en un conjunto de asignaturas analiza estu-
diantes en situación académica similar que sí se matricularon. Con ellos genera una tabla en la 
que aparecerá una entrada por cada pareja estudiante – asignatura. Es decir, que si de las N 
signaturas en las que se quiere matricular el nuevo estudiante, el estudiante de prueba se ma-
triculó en M, aparecerán M entradas para este estudiante de prueba. Cada entrada tendrá los 
siguientes atributos: 
 Número de asignaturas matriculadas simultáneamente. 
 Nombre del curso. 
 Nota. 
 Media académica del estudiante hasta antes de matricularse en esta asignatura. 
Con todos estos datos va a predecir si el nuevo estudiante aprobará o suspenderá cada 
asignatura y, en base a estos resultados, recomendarle o no la matriculación. La predicción se 
realiza mediante técnicas de clasificación. 
Por último, Cetintas, Si, Xin y Hord [55] proponen un método de detección de comporta-
miento off-task (básicamente como acciones distractoras de los alumnos cuando usan Moodle) 
que en principio no nos es de interés ya que proponen un observador que va anotando las 
acciones distractoras del alumno. Lo interesante de este artículo está en tres conceptos que 
pueden ser tenidos en cuenta en cualquier otro estudio: 
 No sirve de nada considerar por separado las métricas de tiempo en hacer una tarea y 
rendimiento. Un alumno puede tardar muy poco pero obtener un mal resultado, por no 
haberse molestado; o un alumno no por obtener la mejor nota tiene que ser el mejor, 
porque puede haber tardado demasiado tiempo, este alumno puede que sea el mejor, 
pero no es eficiente. Es interesante valorar las capacidades de los estudiantes en base a 
la relación entre el resultado obtenido y el tiempo necesario para ello. 
 Para cada estudiante no solo puede ser útil obtener métricas absolutas, sino también 
relativas (en relación a lo que han hecho el resto de compañeros). 
 También puede ser interesante personalizar las métricas comparándolas con esos mis-
mos valores para este estudiante, en otras situaciones. Por ejemplo, si es el tiempo 
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medio de realización de una actividad, compararla con el tiempo medio acumulado en 
todas las actividades anteriores para ver su evolución. 
Para finalizar, indicar que los estudios aquí enumerados no se centran únicamente en 
Moodle. En aquellos trabajos en los que se no se ha especificado, la plataforma e – learning 
usada no es Moodle. Se ha ampliado la búsqueda para poder obtener mayor diversidad de 
resultados. Por otro lado, nos vamos a centrar en aquellas categorías de estudios con más re-
levancia en el sentido de más implementadas, aunque también nos podríamos plantear cen-
trarnos en aquellos campos en los que se ha investigado menos. Debido a que este es el pri-
mer trabajo realizado en este campo de análisis por el grupo de investigación, se va a optar por 
empezar con aquellos estudios para los que podamos obtener mayor información para esta-
blecer las bases de futuros trabajos. 
A lo largo del Capítulo 3 se detallarán los estudios que se han intentado realizar, a partir de 
la información extraída de este apartado, así como sus resultados. 
 
2.2. BigData 
En este segundo apartado abordaremos las distintas posibilidades que tenemos para reali-
zar BigData. 
 
2.2.1. Paradigmas de programación 
El paradigma de programación escogido nos sienta las bases de todo el trabajo que vaya-
mos a desarrollar. En función de él, las operaciones que queramos realizar deberán codificarse 
de una u otra forma, incluyendo el lenguaje de programación necesario para ello. Pero no solo 
nos fija cómo debemos programas las tareas, sino también cómo estas deben abstraerse y 
cómo, una vez definido el trabajo, este se ejecuta en la infraestructura correspondiente. En el 
contexto de soluciones BigData se utiliza paradigmas de computación en paralelo. 
Sobre cualquiera de los paradigmas de programación que aquí se presentan se hará una 
breve introducción acerca de sus fundamentos. Más adelante, se detallará el paradigma 
MapReduce escogido para realizar el trabajo. 
2.2.1.1. MapReduce       
MapReduce [56]–[59] es un algoritmo de computación paralela sobre grandes cantidades 
de datos desarrollado por Google. Recibe su nombre de los dos métodos de los que se compo-
ne: Map y Reduce. Cuando el algoritmo recibe un nuevo trabajo con una serie de datos de 
entrada, divide estos datos en varias partes y con ellas genera unos pequeños sub – trabajos 
que reparte por los nodos disponibles para realizar el trabajo. Esto da lugar a la ejecución de 
varias tareas Map en paralelo, cada una de las cuales actúa sobre un pequeño subconjunto del 
total de datos a tratar, de forma independiente al resto de tareas. De esta forma, cada opera-
ción Map da lugar a un determinado resultado, en función del procesamiento que se pretenda 
realizar. Todos estos resultados pasan a una fase de operación Reduce, que es una operación 
de tipo agregación ya que se encargará de combinar todos los resultados de las distintas ope-
raciones Map que se hayan ejecutado. Este principio de funcionamiento se esquematiza en la 
Figura 26. Más adelante se explicará más en detalle. 




Figura 26. Esquema de funcionamiento de MapReduce. Fuente:  [60] 
Para llevar a cabo este comportamiento, la estructura contará con dos tipos de componen-
tes diferenciados: un nodo maestro o central denominado Master Node y otros tantos nodos 
esclavos o trabajadores denominados Worker Nodes. 
 
2.2.1.2. Dryad            
Dryad [59], [61], [62] fue un proyecto de Microsoft con el objetivo de generar un escenario 
de computación distribuida de alto rendimiento. Las aplicaciones desarrolladas siguiendo este 
principio se modelan mediante un gráfico acíclico directo (directed acyclic graph, DAG), es 
decir, un flujo de tareas en el que no es posible que se generen bucles. Estos grafos están for-
mados por vértices, que representan programas a ejecutar, y canales, el medio de comunica-
ción entre programas (ficheros, tuberías TCP, memorias FIFO). En la Figura 27 se representa la 
estructura de un trabajo Dryad. 
Poco más merece hablar sobre este paradigma ya que en el año 2011 Microsoft abandonó 
este proyecto para centrarse en Apache Hadoop y, por lo tanto, MapReduce [63]. 
 
Figura 27. Estructura de un trabajo Dryad. Fuente:  [61] 
 
2.2.1.3. Bulk Synchronous Parallel (BSP) 
BSP es un modelo de programación de procesamiento gráfico. Fue desarrollado a principios 
de la década de 1990. Se define como la combinación de tres atributos [64]: 
 Una serie de componentes, cada uno de los cuales se encarga de funciones de procesa-
do y memoria. 
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 Un router, que se encarga de entregar mensajes entre componentes y, por lo tanto, 
permite la comunicación entre ellos. 
 Herramientas de sincronización. 
La característica de sincronismo viene facilitada por estas últimas herramientas. El trabajo a 
realizar se divide en una secuencia de pasos denominados supersteps de una determinada 
duración fija. Cuando se inicia un nuevo superstep, a cada uno de los componentes se les asig-
na una tarea en la que combinará datos propios y mensajes recibidos. Cuando se consume el 
tiempo correspondiente al superstep se comprueba si todos los componentes han terminado 
su tarea. Si es así, se procede con el siguiente paso, en caso contrario, el siguiente paso estará 
destinado a terminar las tareas de los componentes que no se han podido completar aún. 
Basándose en este modelo se desarrollaron paradigmas como Pregel [65] de Google o pro-
yectos como Apache Hama  [66], centrado en análisis BigData usando BSP como modelo 
de computación. 
 
2.2.1.4. GraphLab              
GraphLab [67]–[71] también se puede encuadrar dentro de los paradigmas de procesa-
miento basado en grafos aunque usa los principios de MapReduce. Surge, no tanto como al-
ternativa a MapReduce si no como intento de poder realizar ciertos procesamientos para los 
cuales MapReduce no está optimizado. En concreto, su principal objetivo es conseguir una 
implementación que permita ejecutar fácil, eficiente y correctamente algoritmos de aprendiza-
je automático (machine learning) en paralelo. 
En este modelo la función Map se sustituye por operaciones Update. Son similares, pero 
en este caso cada función Update puede leer y modificar conjuntos solapados de datos, es 
decir, las funciones Update no deben ser obligatoriamente independientes, como las opera-
ciones Map. La operación análoga a Reduce se denomina Sync, la cual se encargará de realizar 
operaciones de reducción/combinación mientras otras tareas están en ejecución. También 
puede hacer frente a múltiples registros simultáneamente. 
Al ser un modelo basado en grafo, toda la definición del trabajo se realiza mediante un gra-
fo compuesto por vértices (vertex) y relaciones entre ellos (edges) en el cual se especifican los 




 Piccolo [59] es un marco de trabajo diseñado para poder desarrollar fácilmente aplica-
ciones distribuidas eficientes para ejecución paralela y en memoria usando varias má-
quinas. La mayoría de las alternativas existentes presentan un mismo problema: no es-
tán convenientemente diseñadas para poder realizar computación en memoria, sin es-
cribir en disco, ya que no exponen el estado global de los trabajos, algo en lo que se 
centra Piccolo con el objetivo de poder abarcar aplicaciones que requieren compartir el 
estado intermedio de las operaciones y aplicación on – lines que requieren acceso para 
modificar su estado. 
Capítulo 2. Estado del arte  Universidad de Valladolid 
38 
 
 Massive Parallel Processing (MPP) [59] se centra en el uso de un gran número de proce-
sadores en el mismo o distintos ordenadores para ejecutar tareas de computación 
coordinadas y simultáneas. 
 Redes peer – to – peer [72] compuestas por millones de máquinas conectadas en red. 
Cada uno de los pares actúan tanto como servidor como cliente de recursos. Típica-
mente se usa MPI como método de comunicación entre pares. 
 Clusters de computación de alto rendimiento (High Performance Computing, HCP, clus-
ters), compuestos por supercomputadores [72]. 
 Usar CPU multinúcleo [72]. 
 Procesamiento en GPU [72]. 
 Usar FPGAs [72]. 
 
2.2.1.6. Conclusión 
A lo largo de esta sección se ha podido observar la existencia de distintas alternativas en 
cuanto al paradigma de programación a usar para empezar a desarrollar un trabajo de BigDa-
ta. Realmente son modelos de procesamiento de datos en paralelo, que se pueden utilizar en 
cualquier otro contexto. No se ha incidido demasiado en cada una de las alternativas, dado 
que de antemano se ha optado por utilizar MapReduce, ya que, a pesar de tener ciertos incon-
venientes, como se indicará en la siguiente sección, es uno de los algoritmos más extendidos. 
Por otro lado, como se sabe cuáles son sus puntos débiles, se han desarrollado diversas ver-
siones o mejoras de MapReduce para poder adaptarlo a situaciones en las que el modelo ori-
ginal no está optimizado. 
Para finalizar este apartado indicar que en páginas web como [73]–[75] se puede encontrar 
listas con estas y otras alternativas a MapReduce. 
 
2.2.2. Plataformas y variantes de MapReduce 
Tras haber analizado las distintas alternativas de modelos de programación a utilizar hemos 
optado por escoger MapReduce. Pero con esta elección no acaban los problemas. Es de sobra 
conocido que MapReduce tiene una serie de limitaciones que hacen que su funcionamiento no 
sea eficiente en ciertos casos. En este apartado trataremos con distintas “versiones” existentes 
de MapReduce. 
Apache Hadoop  es la implementación de código abierto más conocida de 
MapReduce (en su versión “original”). Hadoop es muy útil en gran cantidad de casos, sobre 
todo en aquellos en que los datos a procesar se pueden partir en trozos independientes, para 
poder tratarlos en operaciones Map independientes, y después unir los resultados de estas 
funciones para dar un único resultado final. De esta forma se puede paralelizar el trabajo a lo 
largo de un conjunto de máquinas. Obviamente, existe una serie de casos en los que Hadoop 
no es apropiado en el sentido de ineficiencia porque el trabajo, aun pudiéndose llevar a cabo, 
requiere tanto tiempo que no se puede considerar que se haya paralelizado. Entre estos casos 
se podrían citar:  
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 Dada la definición del algoritmo MapReduce, todos aquellos problemas en los que los 
datos no se puedan dividir en partes independientes (bien porque la computación debe 
realizarse sobre todos los datos simultáneamente o porque se requiera intercambiar 
datos intermedios entre procesos) no serán tratados eficientemente por el paradigma. 
 Hadoop no es la opción más adecuada para tratar con algoritmos de aprendizaje auto-
mático iterativo (machine learning). Esta cuestión ya se introdujó en la sección anterior. 
Es una de las limitaciones más fuertes que tiene el paradigma y para la cual están sur-
giendo alternativas. Atendiendo a [76] Hadoop/MapReduce es adecuado para la ejecu-
ción de algoritmos iterativos simples donde el algoritmo se puede expresar como la 
ejecución de un único modelo MapReduce o la ejecución secuencial de varios de estos 
modelos, pero no está eficientemente diseñado para afrontar algoritmos que solo se 
pueden expresar de tal forma que cada iteración es un único modelo MapReduce o está 
compuesta por varios modelos MapReduce (como por ejemplo, el algoritmo del gra-
diente descendente, un algoritmo típico de aprendizaje automático.). 
A pesar de que puedan parecer problemáticas estas limitaciones, Apache Hadoop es la in-
fraestructura más usada en problemas BigData. Aun así, no solamente han aparecido algorit-
mos alternativos a MapReduce que tratan de paliar estas contraprestaciones (como se abordó 
en el apartado anterior), sino también mejoras o adaptaciones de MapReduce que ofrecen 
más funcionalidad o una forma distinta de ver el algoritmo.  
Es bastante común mezclar estas “otras versiones” de MapReduce como alternativas a 
MapReduce. En este documento se ha tratado de ver como algo complementario y no alterna-
tivo y por ello se ha planteado como un apartado aparte. De esta forma, en los sitios web cita-
dos anteriormente [73]–[75] también se puede encontrar referencias a algunas y otras más 
“versiones” que aquí se tratan. 
También es un poco complicado tratar todo lo que viene a continuación como versiones de 
MapReduce. Algunas de estas alternativas son directamente plataformas de trabajo que usan 
MapReduce pero con alguna ligera modificación para paliar ciertas desventajas o proporcionar 
alguna característica nueva. 
En primer lugar, podemos encontrarnos “nuevas” formas de implementar el algoritmo, por 
ejemplo, BashReduce [74], [77] es la versión MapReduce implementada mediante comandos 
UNIX, y por lo tanto consiste en un script. La versión original de MapReduce implicaría la cons-
trucción de programas siguiendo algún lenguaje de alto nivel como C++ o Java si lo queremos 
implementar sobre Hadoop, algo que requeriría seguir la estructura típica de proyectos de este 
tipo. El problema que tiene BashReduce es el sistema de ficheros. MapReduce trabaja sobre un 
sistema de ficheros como pieza fundamental. Como está orientado a programación en paralelo 
a lo largo de un conjunto de máquinas, este sistema de ficheros es distribuido siguiendo un 
determinado modelo, por ejemplo para Hadoop se usa HDFS, como se verá más adelante. Tra-
bajando con comandos UNIX el sistema de ficheros es el que corresponda a la máquina donde 
se están ejecutando y, por tanto, no está distribuido, de tal forma que, al tratar de distribuir el 
trabajo entre las máquinas esclavas o trabajadoras también tiene que distribuir los ficheros 
con los datos necesarios (mediante SSH) con la consiguiente carga de transferencia y los pro-
blemas de falta de tolerancia a fallos de los sistemas de ficheros no distribuidos. Comparado 
con Hadoop, es más sencillo y rápido, pero tiene falta de tolerancia a fallos, por usar un siste-
ma de ficheros no distribuido, y no permite usar todos los comandos UNIX. Es por ello, que se 
le considera una mera herramienta a no tan alto nivel como MapReduce. 
MapIterativeReduce [78] es un paradigma alternativo que extiende el modelo de progra-
mación de MapReduce para dar mejor soporte a aquellas aplicaciones que requieren de fun-
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ciones Reduce con mucha carga de trabajo. Para ello, a continuación de la función Map clásica 
se introduce un función Reduce iterativa. Con esta idea, una función Reduce puede que tenga 
que combinar salidas de datos de funciones Map pero también de otras funciones Reduce pre-
sentes en iteraciones anteriores. 
 
Figura 28. Esquema de funcionamiento de MapIterativeReduce. Se puede comparar con la Figura 26 donde se 
representa el esquema de funcionamiento de MapReduce. Fuente:  [78] 
Map – Reduce – Merge [79] consiste en una mejora de MapReduce añadiendo una nueva 
fase (Merge) con la que se puede unir datos particionados y ordenados por las funciones Map 
y Reduce. Todavía no se ha comentado, pero en los correspondientes esquemas de MapRedu-
ce se ha podido observar que el trabajo MapReduce no produce una única salida, sino una por 
cada operación Reduce que se lleva a cabo, normalmente no suele ser necesario juntar estos 
resultados. Map – Reduce – Merge permite unir ciertos resultados según la lógica escogida por 
el usuario cuando se manejan varios conjuntos de mappers y reducers, como en la Figura 29. 
 
Figura 29. Comparativa entre MapReduce (izquierda) y Map – Reduce – Merge (derecha). Fuente:  [79] 
Alternativas directas a Apache Hadoop podrían considerarse Disco Project y Cloud MapRe-
duce. Disco Project  [80] consiste en un marco de trabajo para computación distri-
buida basado en el paradigma MapReduce desarrollado inicialmente por Nokia. La diferencia 
con Hadoop es que los trabajos MapReduce se escriben en Python y no en Java. Escrito en 
Erlang, distribuye y replica los datos, haciendo uso de un sistema de ficheros estándar, lo que 
le resta tolerancia a fallos. Por lo demás, proporciona una eficiente herramienta de planifica-
ción de trabajos y, se dice [74], elimina los peores aspectos de Hadoop. En el mismo sentido 
puede moverse Cloud MapReduce [81], una implementación de MapReduce sobre el sistema 
operativo Amazon Cloud. El hecho de no implementarlo sobre un SO tradicional, según sus 
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autores [82], trae una serie de ventajas como ser más rápido que Hadoop (aunque puntualizan 
que en según qué ocasiones), ser más escalable al no existir un punto de embotellamiento o 
ser más simple en construcción en cuanto a líneas de código necesarias. 
Twister  [83], [84] y HaLoop [85] surgen como alternativas para implementar MapReduce de 
forma iterativa. HaLoop  directamente se define como una versión modificada de Ha-
doop/MapReduce para dar servicio a aplicaciones iterativas. De una forma similar se podría 
definir Twister   , sin ser una versión modificada de Hadoop. 
Finalmente, pero no menos importantes, son las plataformas Apache Spark y Apache Storm. 
Apache Spark  [86] es una plataforma de computación BigData que implementa una 
versión ligeramente modificada de MapReduce con la cual se consigue ejecutar aplicaciones en 
menor tiempo. Para ello, en lugar de realizar escrituras/lecturas en disco durante la ejecución 
de la aplicación, guarda la información correspondiente en memoria, es por ello que es un 
marco de trabajo más exigente en cuanto a especificaciones técnicas. Además, esta nueva 
implementación, es una plataforma adecuada para implementar algoritmos de aprendizaje 
automático (machine learning). Por su parte, Apache Storm  [87], es desarrollado por 
Twitter con el objetivo de poder realizar análisis de datos en tiempo real (es considerado como 
el Hadoop en tiempo real), lo cual también se hace adecuado para implementar aprendizaje 
automático, como Spark.  
Como conclusiones podemos extraer que MapReduce es uno de los algoritmos más utiliza-
dos dentro del análisis BigData a pesar de tener serias limitaciones. Esto puede ser debido a 
que se han desarrollado versiones o plataformas basadas en MapReduce que solventan estos 
problemas. De entre todas las posibles implementaciones que existen de MapReduce, la más 
conocida es Apache Hadoop, a pesar de que también puede llegar a tener sus inconvenientes. 
El hecho de que Apache Hadoop/MapReduce tenga sus problemas pero no hayan sido un obs-
táculo para su triunfo puede estar en la gran cantidad de herramientas adicionales que existen 
por detrás y que facilitan su uso o mejoran sus prestaciones. En este apartado se ha hablado 
de Apache Spark y Apache Storm, dos herramientas poderosas, prácticamente son plataformas 
independientes que se pueden integrar con Hadoop para suplir algunas de sus carencias. Es 
por ello que no se ha incidido mucho más en ellas, ya que el siguiente apartado estará destina-
do a abordar la arquitectura de la plataforma Hadoop y todas aquellas herramientas que se 
suelen integrar con ella para hacerla aún más poderosa. 
Por otro lado, el análisis aquí realizado también ha sido una mera introducción a todas las 
variantes de MapReduce que nos podemos encontrar. Existen numerosos artículos que com-
paran cada una de las alternativas aquí citadas con Hadoop (ya que se considera como la refe-
rencia en BigData y MapReduce) y con otras opciones de modelo de programación indicadas 
en el Apartado 2.2.1. 
 
2.2.3. Apache Hadoop/MapReduce 
En este punto ya hemos escogido Apache Hadoop como plataforma para llevar a cabo 
nuestro análisis BigData sobre Moodle. Aunque podemos pensar que en este punto poco más 
hay que decidir, no es así. 
Apache Hadoop por sí mismo no tiene mucho valor, lo adquiere al integrarse con otra serie 
de herramientas que añaden funcionalidades y facilidad de uso, como se verá a lo largo de esta 
sección. Una primera opción es optar por instalar manualmente cada uno de estos paquetes 
software. Otra opción es escoger una distribución de Hadoop ya preparada con todas estas 
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herramientas. El objetivo de este trabajo es desarrollar una serie de métodos BigData para 
aplicar análisis dentro de Moodle, obviamente no es importante el método que se use para 
conseguirlo. De esta forma, lo más sencillo para empezar a trabajar rápidamente en lo impor-
tante es optar por una distribución en la que ya tengamos todo preparado para comenzar a 
programar.  
Son numerosas las empresas/compañías que comercializan tanto de forma gratuita como 
de pago, distribuciones Hadoop. Teniendo esto en mente, debemos escoger cual es aquella 
que más nos puede facilitar nuestro objetivo, para lo cual, en primer lugar, se ha realizado un 
análisis de las dos distribuciones Hadoop más extendidas: Hortonworks y Cloudera. 
Una vez escogida la distribución que vamos a usar, se desarrolla la arquitectura Hadoop que 
sigue esa distribución, los paquetes software de los que se compone y sus funcionalidades.  
 
2.2.3.1. Distribuciones de Hadoop: Hortonworks vs Cloudera 
En el mercado de distribuciones Hadoop son tres los nombres predominantes: Hortonworks 
 [88], Cloudera  [89] y MapR  [90] (Figura 30). De entre estas tres 
hemos optado por analizar las dos primeras. Son muchos los artículos o páginas web [91], [92] 
en las que se realizan comparativas entre ambas distribuciones. En nuestra opinión, unas com-
parativas pocos útiles ya que son pocas las diferencias que se pueden apreciar. Por ejemplo, en 
la Tabla 3 se muestra una comparativa entre ambas, extraída de [92] de abril del 2015. La úni-
ca diferencia es la herramienta escogida para la monitorización de servicios y dispositivos 
(Apache Ambari vs Cloudera Manager) y el hecho de que Hortonworks no tiene herramientas 
de recuperación de desastres, mientras Cloudera sí. Estos son dos puntos que no nos interesan 
demasiado en este trabajo. En primer lugar, la herramienta de monitorización de servicios nos 
da igual lo avanzada que sea o demás; nos interesa poder lanzar, detener y configurar servi-
cios; de igual forma con respecto a los dispositivos. Por otro lado, la recuperación ante desas-
tres tampoco es relevante, ya que queremos una infraestructura para probar algoritmos, no 
para ponerlos en marcha y tenerlos constantemente operativos. De esta forma, esta primera 
comparativa no nos es mucho de ayuda. Otro punto destacable es que el software Horton-
works es 100% libre, mientras que Cloudera proporciona herramientas propias (por ejemplo, 
Cloudera Manager). 
 
Figura 30. Comparativa comercial Hortonworks – Cloudera – MapR. Fuente:  [91] 
 






Rendimiento y escalabilidad 




Rendimiento HBase Picos de latencia Picos de latencia 
Aplicaciones NoSQL Aplicaciones por lotes Aplicaciones por lotes 
Confianza 
Disponibilidad 
Un único punto de recupera-
ción 




Reiniciar trabajos Reiniciar trabajos 
Actualización 
Tiempo de inactividad planea-
do 
Actualizaciones sucesivas 
Replicación Datos Datos 
Snapshots 
Consistencia solo para ficheros 
cercanos 





Planificación de copia de fiche-
ros 
Gestión 
Herramienta de gestión Apache Ambari Cloudera Manager 
Soporte para volúmenes No No 
Mapas de color, alarmas, 
alertas 
Si Si 
Integración con API REST Si Si 
Control datos/trabajos No No 
Acceso a los datos 
Sistema de ficheros HDFS y NFS de solo lectura HDFS y NFS de solo lectura 
Entrada salida de ficheros Solo anexar Solo anexar 
Seguridad: ACLs Si Si 
Autenticación Kerberos Kerberos 
Tabla 3. Comparativa distribuciones Hortonworks y Cloudera para Hadoop. Fuente:  [92] 
Viendo que las comparativas técnicas no nos permiten decidir entre ambas, nos vamos a 
centrar a analizarlas en la práctica. Anteriormente se ha comentado que lo interesante de las 
distribuciones existentes es que proporcionan un entorno en que tengamos disponibles todas 
aquellas herramientas y paquetes software que nos facilitan el uso de Hadoop. Nuestro si-
guiente paso es comparar qué funcionalidades presentan, como se presenta en la Tabla 4. 
Visto que presentan los mismos paquetes software integrados (al menos los que a simple vista 
nos parecen relevantes o necesarios para este trabajo), se compararon las versiones de los 
mismos. De esta comparativa se puede concluir que Hortonworks proporciona, por lo general, 
versiones más recientes de los paquetes software. La única diferencia entre ambas distribucio-
nes está en el motor de ejecución de consultas en paralelo: Apache Tez en Hortonworks e Im-
pala en Cloudera. Cloudera Impala es un motor de consultas SQL propio de Cloudera que so-
lamente se ejecuta sobre Hadoop. Cloudera indica que es mucho mejor que el “genérico” Hive 
(disponible tanto en Hortonworks como Cloudera), ya que es mucho más rápido, ejecuta las 
mismas sentencias en menos tiempo (en algunas referencias se indica que solamente es más 
rápido que Hive en determinadas situaciones [93]). En la práctica hemos podido comprobar 
que así es, pero a menos de un problema de congestión de la máquina u otras cuestiones que 
desconocemos, observamos un comportamiento extraño, ya que la misma sentencia SQL eje-
cutada en Hive-Hortonworks y Hive-Cloudera difieren mucho en tiempo de ejecución, cuando 
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se supone que la base de ejecución es la misma, Hive-Cloudera tarda mucho más en ejecutar 
una simple consulta. Además, parece que dada la definición de Impala solo sería una alternati-
va a Hive por lo tanto parece extraño compararla con Apache Tez, como se realiza en la refe-
rencia [91]. Apache Tez es un entorno que permite agilizar trabajos MapReduce y es utilizado 
por distintas herramientas como Hive o Pig.  
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Motor de ejecución 
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Apache Slider 0.80.0 - 
Procesamiento 






















Mediador Impala – 
YARN 
Llama - 1.0.0 
Almacenamiento 
en columnas 
Parquet - 1.5.0 
Tabla 4. Comparación versiones en Hortonworks y Cloudera 
Tras analizar las versiones, tratamos de instalar un entorno de prueba de cada una de las 
dos distribuciones para probarlas con algún ejemplo sencillo de los tutoriales y documentacio-
nes de ambas. Para instalar el entorno ambas proporcionan sandboxes a instalar sobre entor-
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nos de virtualización, algo muy interesante ya que evita la necesidad de instalar los entornos 
en máquinas reales y consiguientes inconvenientes asociados a ser entornos para la realización 
de pruebas. En cuanto a estos sandboxes, tanto Hortonworks como Cloudera proporcionan 
sandboxes instalables tanto en VirtualBox como VMWare y por lo tanto podemos escoger la 
que necesitemos según la herramienta de virtualización que usemos. Un sandbox no es más 
que una máquina virtual en la que se ha instalado por completo Hadoop junto con todas las 
herramientas auxiliares que se han mencionado anteriormente y se detallarán más adelante. 
Visto que ambas proporcionan la misma facilidad en cuanto a sandboxes, procedemos a 
instalar una máquina virtual de cada una de ellas y probarlas. En primer lugar, la máquina vir-
tual sandbox de Hortonworks no tiene entorno gráfico, se maneja únicamente por línea de 
comandos. La máquina virtual de la sandbox de Cloudera tiene un entorno gráfico dentro del 
cual manejar Hadoop. En opinión personal, sobre este punto, el hecho de que Cloudera tenga 
entorno gráfico no le proporciona ninguna ventaja. 
 
Figura 31. Comparativa máquinas virtuales Hortonworks (izquierda) vs Cloudera (derecha). La sandbox de Hor-
tonworks no tiene entorno gráfico, toda gestión de la MV debe hacerse desde consola. Cloudera proporciona un 
entorno gráfico bastante desarrollado con todas las herramientas que se puedan necesitar 
Las herramientas adicionales se pueden manejar por línea de comandos o por medio de 
una interfaz web. Para acceder a la interfaz web de Hortonworks se accede mediante un nave-
gador web desde el sistema operativo anfitrión, usando la dirección IP proporcionada por la 
máquina virtual. Como la sandbox de Cloudera tiene entorno gráfico, se puede acceder desde 
un navegador web dentro de la misma máquina virtual o desde el sistema operativo anfitrión. 
Lo único ventajoso que se ha podido encontrar, en este sentido, de tener entorno gráfico en la 
máquina virtual es que el navegador pre – instalado cuenta con una serie de marcadores con 
las direcciones de acceso a los distintos servicios (Figura 32). En Hortonworks cuesta un poco 
más encontrarlas. 
 
Figura 32. En el navegador web pre – instalado en la sandbox de Cloudera podemos encontrar marcadores hacia 
las distintas interfaces que nos permiten usar Hadoop 
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Otro punto que se ha tenido en cuenta es que se pueden cargar ficheros en el sistema de fi-
cheros de Hadoop (HDFS) a partir de la interfaz web desde la que se accede al gestor de fiche-
ros. Consideramos que es mucho más cómodo acceder a la interfaz web desde el navegador 
del sistema operativo anfitrión y tener en él los ficheros correspondientes que tener que trans-
ferirlos desde el sistema operativo anfitrión al virtual y de ahí a HDFS, por lo que pierde peso la 
necesidad de entorno gráfico. Aunque sí que es verdad que gestionar, no el entorno Hadoop 
sino el entorno de la máquina virtual es mucho más fácil si tenemos entorno gráfico. 
En cuanto a estas interfaces web, Hortonworks tiene dos: Apache Ambari y Hue; mientras 
que Cloudera también tiene otras dos: Cloudera Manager y Hue. Apache Ambari permite tanto 
monitorizar y gestionar servicios y nodos, como utilizar alguno de estos servicios con fines de 
análisis. Cloudera Manager solo permite monitorizar y gestionar. Comparando estas dos inter-
faces, es mucho más interesante Cloudera Manager, ya que presenta gran cantidad de gráficos 
para monitorizar el estado de los servicios lanzados, máquinas que conforman el cluster Ha-
doop, etc. Ambari no es tan potente en este aspecto, pero quizá es más fácil de entender y 
utilizar. En la Figura 33 pueden verse la página principal de Apache Ambari donde se muestra 
el estado del cluster en general. El detalle sobre el estado de un host se muestra en la Figura 
34. En la Figura 35, se puede ver la página principal de Cloudera Manager y en la Figura 36 la 
monitorización de un host del cluster, con gráficos muy interesantes. 
 
 
Figura 33. Página principal de Apache Ambari 




Figura 34. Página de estado de host en Apache Ambari 
 
Figura 35. Página principal de Cloudera Manager 




Figura 36. Página de estado de host en Cloudera Manager 
 
Figura 37. En Hue 2.6 (pre – instalado en la sandbox de Hortonworks) el terminal de consultas Hive y la navega-
ción por las bases de datos, tablas y demás creadas se realiza a través de dos puntos distintos: Editor Hive y HCa-
talog, respectivamente 
Hue es una interfaz que permite usar los paquetes software integrados alternativamente a 
ejecutarlos desde línea de comandos. La única diferencia entre ambas distribuciones es la ver-
sión de Hue. La versión en Hortonworks (Hue 2.6) es más antigua que en Cloudera (Hue 3.7). 
No se puede decir que cuanto más reciente sea mejor. Poniendo en práctica algunos ejemplos 
se ha puesto de manifiesto que algunas tareas son más fáciles de llevar a cabo en una u otra 
versión. 
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En nuestra opinión, una parte importante de estas interfaces es facilitar el uso de los pa-
quetes integrados como Hive, Pig u Oozie, ya que consideramos estas las herramientas funda-
mentales que vamos a necesitar. Para manejar Hive parece más adecuada la interfaz de Hue 
3.7 ya que presenta conjuntamente el terminal para lanzar nuevas consultas (Hive) y poder 
acceder al contenido (HCatalog), tablas y demás de la base de datos.  
 
Figura 38. En Hue 3.7 (pre – instalado en Cloudera) el editor Hive es más completo presentando en una misma 
página el propio editor de consultas, navegación por la información de la base de datos y un historial de consultas 
realizadas 
En cuanto a Pig, las dos interfaces pueden parecer iguales pero hemos encontrado que Hue 
3.7 no presenta la opción de añadir argumentos a la ejecución, algo que puede ser necesario 
en ocasiones. Por otro lado, en cualquiera de las dos se puede acceder a un conjunto de planti-
llas con sentencias Pig básicas. 




Figura 39. Editor Pig en Hue 2.6 
 
Figura 40. Editor Pig en Hue 3.7. No presenta la opción de indicar argumentos para la ejecución 
Por último, en cuanto a Oozie, es más completa la interfaz de Hue 3.7, como se puede com-
probar en la Figura 41. Oozie es el planificador de tareas y flujos que combinan acciones de 
distintos tipos (Hive, Pig, etc.). Consideramos que es más completa porque permite añadir 
acciones de más tipos, algo que en principio podría parecer restrictivo para escoger Cloudera 
como distribución Hadoop. Pero esto no va a ser un problema para nosotros ya se puede insta-
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lar Hue 3.8 en Hortonworks y por lo tanto en cuanto a esta interfaz Cloudera y Hortonworks 
son iguales. 
 
Figura 41. Comparativa entre las páginas de creación de flujos de trabajo Oozie en Hue 2.6 (superior) y Hue 3.7 
(inferior) 
Aunque no debería ser un punto importante a tener en cuenta, porque no debe ser un obs-
táculo, existen versiones en español de las interfaces Cloudera Manager y Hue 3.8 las cuales se 
presentan al usuario si este tiene seleccionado español como idioma preferido en el navegador 
web que utiliza para acceder a ellas. 
Visto todo esto, poco tenemos para comparar ambas infraestructuras y decidirnos por una 
de ellas. En cuando a su manejo práctico son iguales, usan los mismos paquetes software para 
manejar Hadoop y la interfaz por medio de la cual esto se realiza es la misma (tras haber insta-
lado manualmente Hue 3.8 en Hortonworks). A nivel de monitorización de servicios, estado del 
cluster y demás, parece más completa Cloudera, pero esto es un apartado que no nos preocu-
pa en exceso. Todo esto nos inclina a usar Hortonworks, ya que en distintos sitios web, como 
[94], se comenta que para comenzar a usar Hadoop es la mejor de las alternativas. Esto, junto 
con el hecho de que las pruebas realizadas como cambiar configuraciones por defecto de los 
servicios o de la infraestructura, diseñar un cluster para computación en paralelo añadiendo 
nuevos nodos o añadir funcionalidades externas han sido exitosas sin mucha dificultad, se ha 
optado por escoger esta alternativa frente a seguir analizando Cloudera. Además, a vistas de 
las pruebas realizadas, parece que la infraestructura Hortonworks es menos estricta en cuanto 
a la memoria RAM necesaria para ejecutarse sin problemas, a pesar de que, según las guías de 
instalación, se requiere la misma cantidad de RAM en ambas distribuciones. 
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2.2.3.2. Arquitectura Hadoop 
En base a la distribución de Hadoop/MapReduce que acabamos de seleccionar, en este 
apartado se explica la arquitectura que presenta. En concreto, hemos optado por escoger la 
versión más reciente, Hortonworks Data Plataform (HDP) 2.3, lanzada en Julio de 2015. En la 
Figura 42 se puede observar una evolución de las distintas versiones de HDP así como las dis-
tintas versiones de las tecnologías integradas con Hadoop. 
 
Figura 42. Evolución de HDP y sus tecnologías integradas. Fuente:  [95] 
Apache Hadoop [96]–[98] es un marco de trabajo de código abierto que permite el almace-
namiento distribuido y procesamiento de grandes cantidad de datos a lo largo de un cluster de 
máquinas. Este framework se compone de cuatro módulos principales: 
 Hadoop Common: librerías y utilidades necesarias para otros módulos Hadoop. 
 Hadoop Distributed File System (HDFS): sistema de ficheros distribuido donde almace-
nar los datos, proporcionando un gran ancho de banda agregado a lo largo del cluster. 
Se analizará más adelante. 
 Hadoop YARN: plataforma de gestión de recursos responsable de gestionar el procesa-
miento de recursos en el cluster y usarlos para programar las aplicaciones de usuario. 
 Hadoop MapReduce. Modelo de programación usado para el procesado de los datos. 
El elemento fundamental de Hadoop es la implementación del modelo MapReduce. 
MapReduce [99] es un modelo de programación y su implementación asociada para el proce-
samiento y generación de grandes cantidades de datos. Para ello, el usuario debe especificar 
dos funciones, denominadas Map y Reduce con el objetivo de generar un conjunto de salida de 
parejas clave/valor a partir de otro conjunto distinto de entrada. La función Map recibe una 
pareja de entrada y produce un conjunto intermedio de parejas clave/valor. La librería 
MapReduce agrupa juntos todos los valores intermedios que tengan asociada la misma clave 
intermedia. Estos resultados se pasan a la función Reduce. Esta recibe una clave intermedia y 
un conjunto de valores que cumplen esta clave, a partir de los cuales realiza el procesamiento 
que haya definido el usuario para quedarse con un conjunto más pequeño de valores, pudien-
do incluso ser un conjunto vacío si el procesamiento de usuario no selecciona ninguno de los 
valores disponibles. Todo el sistema de ejecución tras las funciones de usuario se encargará de 
particionar los datos, programar la ejecución a lo largo de las máquinas disponibles, gestionar 
fallos o la comunicación entre máquinas. De esta forma, no hace falta ser un experto en pro-
gramación paralela y distribuida para implementarla. 
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De forma esquemática, el funcionamiento de MapReduce se suele representar de la si-
guiente forma: 
Map:   (k1, v1)  →  list (k2, v2) 
Reduce:  (k2, list(v2))  →  list(v2) 
Es decir, la función Map convierte un conjunto de parejas clave/valor en una lista de pare-
jas clave/valor. La función reduce toma una clave k2 y el conjunto de valores que tiene asocia-
dos para generar otra lista de valores v2. Por ejemplo, supongamos que tenemos un programa 
que cuenta el número de veces que cada palabra aparece en un texto [100]. Siguiendo el es-
quema de la Figura 43, podemos tener dos ficheros de entrada con dos líneas cada uno (paso 
1) que representan el total del texto. Cada línea de cada fichero se puede pasar a una instancia 
de función Map distinta (paso 2). Esta función estará diseñada para, por cada palabra, generar 
una pareja clave/valor, donde la clave es la propia palabra y el valor “1”, representando una 
ocurrencia (paso 3). Después, las librerías de MapReduce se encargarán de ordenar todos los 
resultados para “juntar” todas las parejas con la misma clave (paso 4). Cada uno de estos con-
juntos pasará a una instancia de función Reduce donde, en este ejemplo, se contará el número 
de elementos del conjunto, sumando todos los valores de las parejas, para dar lugar al total de 
cada una de las palabras (pasos 5 y 6). 
 
Figura 43. Ejemplo MapReduce: cuenta palabras. Fuente:  [100] 
El plan de ejecución genérico se presenta en la Figura 44. Cuando se lanza un trabajo 
MapReduce, tienen lugar la siguiente secuencia de acciones [99]: 
1. El programa comienza cuando las librerías MapReduce dividen los datos de entrada a 
procesar en M bloques, típicamente entre 16 y 64 MB. Cada uno de estos bloques será 
procesado por una instancia de la función Map. Estas instancias se distribuyen por las 
máquinas disponibles para su procesado en paralelo, donde una misma máquina puede 
ejecutar varias instancias. 
2. Una de las copias del programa es especial, es el maestro (master). El resto son traba-
jadores (workers) a los que el maestro asigna el trabajo que deben  realizar. El maestro 
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monitoriza a los trabajadores y reparte las tareas Map entre aquellos que están en es-
pera o con capacidad para procesar. De igual forma procederá con las tareas Reduce. 
3. Cuando un trabajador recibe su orden del maestro lee el contenido de los datos de en-
trada que le corresponden. Con ellos, aplica la función Map definida por el usuario, lo 
cual generará un conjunto de parejas clave/valor intermedias que, en primer lugar, se 
almacenarán en memoria. 
 
Figura 44. Plan de ejecución de un trabajo MapReduce. Fuente:  [99] 
4. Periódicamente, estos resultados intermedios se irán almacenando en el disco local a la 
vez que son particionados en R bloques. Además, el trabajador deberá notificar al 
maestro la localización en su disco local de estos bloques. 
5. Sabiendo de esta localización, el maestro informa de ella a los trabajadores de la fun-
ción Reduce para que, usando llamadas a procedimientos remotos, puedan leer los da-
tos resultados de las funciones Map. A continuación, ordenan los datos agrupando las 
parejas con la misma clave. 
6. Cada conjunto de parejas clave/valor con la misma clave se pasa a una función Reduce 
en la que se implementa la operación definida por el usuario. Los resultados corres-
pondientes se escriben en el sistema de ficheros distribuido. La implementación de 
MapReduce es tal que se genera un fichero de salida por cada una de las funciones Re-
duce, ya que se considera que, por lo general, no hace falta combinar estos resultados 
en un único fichero. Si esto último es necesario, se suele hacer pasar estos resultados 
por una nueva función MapReduce. 
En todo este procedimiento hay que distinguir dos conceptos: el sistema de ficheros distri-
buido sobre el que se lanza el trabajo y el sistema de ficheros local de cada máquina que con-
forma el cluster. En el sistema de ficheros distribuido se aloja el fichero de entrada y se escri-
ben los resultados de la operación. En el sistema de ficheros local de cada nodo se almacenan 
los resultados intermedios. Es por ello que, para funcionar, MapReduce necesita de un sistema 
Capítulo 2. Estado del arte  Universidad de Valladolid 
56 
 
de ficheros distribuido [101]. En la versión original, este es el sistema de ficheros de Google, 
Google File System (GFS)1, pero Hadoop usa su propio sistema de ficheros distribuido, HDFS.  
Un punto importante para la ejecución de un trabajo MapReduce es la gestión de los fallos 
[99] en los nodos del cluster, fallos que provocarán el fallo de elementos trabajadores o maes-
tros. Para realizar dicha gestión, el maestro comprobará periódicamente, mediante pings, la 
disponibilidad de cada nodo trabajador. Si no recibe durante un cierto tiempo respuesta de 
uno de ellos, lo marcará como fallido y no lo tendrá en cuenta a la hora de repartir trabajo. Si 
el trabajador fallido había finalizado una tarea Map, esta se marcará como no iniciada, ya que 
sus resultados son inaccesibles al estar almacenados en el disco local de una máquina no dis-
ponible, y, por tanto, deberá ser re – ejecutada en otro nodo. Más inconvenientes trae el fallo 
del nodo maestro, ya que es el punto más sensible de la infraestructura. Para evitar la paraliza-
ción total del entorno si falla este nodo, se suelen hacer copias periódicas de él para ponerlas 
inmediatamente en marcha si falla el maestro principal. 
En el contexto concreto de Apache Hadoop/MapReduce [102], al nodo maestro se le de-
nomina JobTracker. El resto de nodos esclavos o trabajadores se denominan TaskTrackers. El 
JobTracker es responsable de la gestión de recursos (gestionar los TaskTrackers), gestión del 
consumo de recursos y gestión del ciclo de ejecución de trabajos (planificación de tareas, se-
guimiento de progresos, proporcionar tolerancia a fallos, etc.). Por otro lado, cada TaskTracker 
tiene responsabilidades más simples: ejecutar las órdenes del JobTracker y proporcionarle 
información periódica sobre su estado. Un ejemplo de estructura de nodos puede apreciarse 
en la Figura 45. 
 
Figura 45. Arquitectura MapReduce: JobTracker & TaskTracker. Fuente:  [102] 
Entre las principales características [101], [103] de Hadoop/MapReduce, se podrían citar: 
 Simplicidad: los trabajos MapReduce se pueden escribir en el lenguaje que al progra-
mador le parezca más adecuado: Java, C++, Python, etc. 
 Escalabilidad: MapReduce puede procesar petabytes de datos, almacenados en HDFS. 
 Rapidez: al realizar un procesado en paralelo, se pueden ejecutar tareas, que de forma 
tradicional llevarían días, en horas o minutos. 
                                                          
1 La versión de MapReduce de Google no está disponible al público, es por ello que aun siendo un 
desarrollo suyo, la implementación más conocida es Apache Hadoop/MapReduce, ya que está si es de 
uso público. 
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 Recuperación: MapReduce tiene en cuenta posibles fallos que puedan ocurrir. Si una 
máquina con una copia de los datos no está disponible, se podrá encontrar esta infor-
mación en otras máquinas. 
 Mínimo movimiento de los datos: a la hora de realizar tareas, no se mueven los datos 
en el sistema de ficheros distribuido HDFS a los procesos, sino que son los procesos los 
que se mueven allá donde estén los datos, lo que minimiza el tránsito de datos por la 
red, aumentando la rapidez de procesamiento. 
 Flexibilidad: MapReduce no depende de un modelo de datos o esquema concretos. 
 Independiente del almacenamiento, solo requiere un sistema de ficheros distribuido, 
pero sin especificar uno en concreto. 
 Alta escalabilidad, se soportan clusters compuestos por miles de nodos. Por ejemplo, 
Yahoo! implementó un cluster Hadoop con más de 4000 nodos en 2008 [104]. 
Aun así, hay una serie de puntos débiles [101]: 
 No existe un lenguaje de alto nivel propio de MapReduce. A veces, codificar según qué 
trabajos en los lenguajes posibles puede ser bastante costoso. 
 No tiene un esquema o índice. 
 Cada operación que se quiera realizar debe poder describirse mediante un único traba-
jo MapReduce, algo que no siempre es posible. 
 Baja eficiencia. 
 Es una tecnología bastante reciente (2004) comparada con ciertas alternativas. 
Anteriormente, se han comentado numerosos problemas asociados a MapReduce, situa-
ciones en las que no podía utilizarse porque los trabajos no se podían adaptar a la estructura 
del modelo. Desde la versión 2.0 de Hadoop se incorpora dentro del entorno de trabajo YARN 
(Yet Another Resource Negotiator). YARN es una tecnología de gestión de clusters que aporta 
soporte para cargas de trabajo que no sea de tipo MapReduce, es decir, habilita a una infraes-
tructura Hadoop a implementar tareas que no sigan el esquema MapReduce, lo cual extiende 
el número de aplicaciones que se pueden ejecutar, ya que, entre otros, permite el procesa-
miento en tiempo real. 
Adoptando YARN aparece una nueva arquitectura maestro – esclavo, como la mostrada en 
la Figura 46 [102]. El nodo maestro se denomina ResourceManager y cada nodo esclavo cons-
tituye un NodeManager. En esta infraestructura aparece un tercer elemento: por cada aplica-
ción lanzada se ejecuta un demonio ApplicationMaster2. 
La idea es tal que, el total de responsabilidades del ResourceManager y un ApplicationMas-
ter es equivalente a las tareas que realizaba el JobTracker en MapReduce. Por lo demás, las 
responsabilidades de cada elemento son: 
                                                          
2 En la práctica nos podemos encontrar ApplicationMaster que gestionan un conjunto de aplicacio-
nes, por ejemplo, un ApplicationMaster para Pig o Hive que gestiona un conjunto de trabajos MapRedu-
ce 
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 El ResourceManager se encarga de la gestión de recursos. Para ello cuenta con un pla-
nificador (Scheduler) que se encargará de decidir cómo se debe realizar el reparto de 
recursos entre aplicaciones en ejecución teniendo en cuenta las características actua-
les de cada NodeManager para decidir a cuál asignar una tarea o si esta debe esperar a 
que se liberen recursos. 
 El NodeManager de cada nodo esclavo es responsable de lanzar los contenedores don-
de se ejecutan las aplicaciones, monitorizar el uso que estas hacen de los recursos del 
nodo e informar periódicamente al ResourceManager de todo ello. 
 Un ApplicationMaster no forma directamente parte de la estructura maestro – esclavo. 
Se define como una entidad o marco de trabajo que se encarga, por una parte de nego-
ciar, con el Scheduler del ResourcerManager, el contenedor de recursos donde se va a 
ejecutar su aplicación y por otra, de trabajar con los NodeManager’s correspondientes 
para realizar un seguimiento de la aplicación lanzada y monitorizar su progreso. 
 
Figura 46. Arquitectura Hadoop YARN: ResourceManager y NodeManager. Fuente:  [102] 
La gran diferencia entre MapReduce y YARN está en el ApplicationMaster que proporciona 
dos grandes características a la nueva infraestructura Hadoop: 
 Escalabilidad: proporcionando a cada aplicación su propio ApplicationMaster se puede 
conseguir implementar un cluster mucho más grande (en pruebas se ha conseguido 
hasta un cluster de 10000 nodos) sin pérdida de eficiencia. Además, como cada Applica-
tionMaster está particularizado a cada aplicación, ninguno de ellos provocará un cuello 
de botella. 
 Se consigue generalizar el sistema, ya que al mover toda la definición de la aplicación al 
ApplicationMaster se da soporte no solo a modelos como MapReduce si no también 
cualquier otro como MPI o Procesado Gráfico (Ver Sección 2.2.1). 
Pero, ¿cómo funciona esta nueva infraestructura? Podemos seguir el diagrama de la Figura 
47 [105]: 
1. El cliente envía la aplicación a ejecutar con todas las especificaciones necesarias para su 
ejecución. 
2. El ResourceManager negocia un contenedor donde iniciar el ApplicationMaster de esta 
aplicación y lo lanza en un determinado nodo esclavo. 
3. Una vez lanzado, el ApplicationMaster se registra ante el ResourceManager. 
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4. El ApplicationManager negocia con el Scheduler del ResourceManager los recursos que 
se van a proporcionar a la aplicación. 
5. El Scheduler le puede proporcionar recursos repartidos por varios nodos, incluso sin ser 
en el mismo nodo esclavo en que se ejecuta el ApplicationManager, y se lanza en ellos 
los contenedores de la aplicación. 
6. Dentro de este conjunto de contenedores, la aplicación correspondiente se ejecuta, 
proporcionando la información necesaria a su ApplicationMaster para poder ser moni-
torizada. 
7. A su vez, existe una comunicación directa entre el ApplicationMaster y el cliente para 
que este pueda ver también el estado de su aplicación. 
8. Una vez que la aplicación se ha completado, el ApplicationMaster se desregistra del Re-
sourceManager y se apaga, liberando los recursos y contenedores consumidos. 
 
Figura 47. Flujo de trabajo del lanzamiento de una aplicación en Hadoop YARN. Fuente:  [105] 
Estos son los tres conceptos importantes a tener en cuenta al realizar este trabajo de Big-
Data, pero, como se ha comentado, Apache Hadoop realmente gana valor cuando se usa junto 
con otras tantas tecnologías que facilitan aún más su uso. Estas tecnologías se pasan a enume-
rar a continuación. Principalmente hay que tener en cuenta que aunque se ha hablado de que 
una de las características de MapReduce es su sencillez de programación, ya que se puede 
escoger el lenguaje de programación que se quiera para diseñar las funciones Map y Reduce, 
en la práctica para el programador puede ser complicado abstraer cómo dividir una funcionali-
dad final que se pretende conseguir en una secuencia de parejas de funciones Map – Reduce 
que cumplan las especificaciones del modelo. Es por ello, que la mayor parte de las tecnologías 
que aquí se van a presentar tienen por objetivo ofrecer otras herramientas en las que se pue-
de expresar una tarea a realizar, para que después y de forma transparente al usuario, la infra-
estructura Hadoop y la propia tecnología lo conviertan a un trabajo MapReduce. Así, ni tan 
siquiera el programador debe molestarse en definir las funciones Map o Reduce, la propia tec-
nología lo hace por él. Solo tiene que saber lo que esa tecnología le permite hacer, lo cual esta-
rá limitado por las capacidades de MapReduce y, en este caso además, YARN. 
Debido a que vamos a utilizar la infraestructura de Hortonworks, nos centramos en las tec-
nologías que esta compañía proporciona integradas junto a Hadoop. 
Hortonworks divide su estructura en cinco bloques, como se puede apreciar en la Figura 48, 
unos bloques que vamos a ir comentando poco a poco. Si uno aprecia el índice de esta sección, 
puede ver que aparece un sexto bloque denominado “Visualización de Resultados”, el cual no 
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está presente en esta figura. Esto es debido a que, no solo Hortonworks sino la mayor parte de 
distribuciones de Hadoop, no incluyen herramientas de visualización de los resultados genera-
dos mediante Hadoop. Si queremos generar gráficos con los análisis realizados deberemos 
integrar otras herramientas. En este caso se ha optado por integrar ElasticSearch y Kibana. 
Pero recordar que a pesar de estar aquí incluidas, no suelen formar parte de ninguna distribu-
ción Hadoop. 
 
Figura 48. Arquitectura Hadoop Hortonworks Data Platform (HDP). Fuente:  [106] 
Las tecnologías de gestión de datos se van a encargar de almacenar y procesar enormes 
cantidades de datos [106]. Distinguimos dos tecnologías:  
 Apache Hadoop YARN, ya comentada. 
 HDFS. Ver sección 2.2.3.2.1. 
Los módulos de acceso a los datos permiten interactuar con los datos de una gran cantidad 
de formas, desde procesamiento por lotes hasta en tiempo real. Apache Hive es la tecnología 
de acceso a los datos más ampliamente adoptada, aunque hay muchos motores especializa-
dos. Por otro lado, Apache Pig ofrece capacidades de scripting, Apache Storm ofrece proce-
samiento en tiempo real, Apache HBase ofrece almacenamiento NoSQL columnar y Apache 
Accumulo ofrece un control de acceso a nivel celular. Todos estos motores pueden trabajar a 
través de un conjunto de datos y recursos gracias a YARN y motores intermedios como Apache 
Tez para acceso interactivo y Apache Slider para aplicaciones de larga duración. YARN también 
proporciona métodos de acceso a los datos como Apache Solr para búsquedas y marcos de 
programación como Cascading. Esta es la descripción que Hortonworks [106] hace de los mó-
dulos de acceso a los datos. Son un conjunto de tecnologías que, de formas muy distintas, 
permiten manipular los datos para realizar distintos análisis. Dependiendo de las necesidades 
de este análisis se podrá optar por una u otra herramienta. No son excluyentes, dependiendo 
de situaciones una será más apta que otra o se podrá usar una combinación de ellas. Lo impor-
tante es que permiten lanzar trabajos MapReduce (incluso no MapReduce gracias a YARN) sin 
necesidad de que el usuario divida su aplicación siguiendo este modelo. Será la propia herra-
mienta la que se encargue de “traducir” el programa de usuario en el correspondiente lengua-
je a un trabajo MapReduce para, después, YARN encargarse de ejecutarlo de forma distribuida 
a lo largo del cluster. 
 Apache Accumulo  [107], [108] proporciona almacenamiento de parejas cla-
ve/valor distribuido y ordenado con control de acceso basado en celdas, pero no es una 
base de datos relacional completa. Consiste en una gran tabla de almacenamiento de 
datos de baja latencia. Está basado en Google BigTable y se ejecuta sobre HDFS y YARN, 
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que proporciona aplicaciones de visualización y análisis de acceso predictible a los da-
tos en Accumulo. 
 Apache Hive. Ver Sección 2.2.3.2.2. 
 Apache Pig. Ver sección 2.2.3.2.3. 
 Apache Spark. Ver sección 2.2.3.2.4. 
 MapReduce . Explicado anteriormente. 
 Apache HBase  [109], [110]. Sistema de almacenamiento de datos NoSQL 
orientado a columnas que proporciona acceso aleatorio de lectura/escritura en tiempo 
real. 
 Apache Kafka  [111], [112]. Sistema de colas de mensajes rápido y escalable. Se 
suele usar en lugar de los sistemas tradicionales debido a su alto rendimiento, replica-
ción y tolerancia a fallos. Trabaja conjuntamente con Apache Storm, Apache HBase y 
Apache Spark para realizar análisis en tiempo real y manejar datos en streaming. 
 Apache Slider   [113], [114]. Entorno de trabajo para desplegar aplicaciones 
de acceso a los datos de larga duración en Hadoop. Para ello, aprovecha las capacida-
des de gestión de recursos de YARN, de tal forma que permite gestionar el ciclo de vida 
de las aplicaciones o escalarlas, incluso cuando están en ejecución. Además, permite 
crear y ejecutar distintas versiones de las aplicaciones. Cada instancia puede configu-
rarse de forma distinta con su ciclo de vida de operación gestionado manualmente. 
Apache HBase, Apache Accumulo y Apache Storm utilizan Apache Slider como motor de 
ejecución.  
 Apache Storm  [87], [115]. Sistema de computación distribuido en tiempo real 
que proporciona un rápido procesamiento de grandes corrientes de datos añadiendo 
un procesamiento fiable de datos en tiempo real a las capacidades de Apache Hadoop. 
Es poderoso en escenarios que requieren análisis en tiempo real, aprendizaje automáti-
co y monitorización continua de operaciones. 
 Apache Mahout. Ver Sección 2.2.3.2.5. 
 Apache Solr  [116], [117]. Plataforma de código abierto que permite la búsqueda 
de datos almacenados en Hadoop HDFS. Proporciona búsquedas avanzadas de texto 
completo e indexación en casi tiempo real. 
 Apache Tez. Ver Sección 2.2.3.2.6. 
El conjunto de tecnologías que se encuadran en la categoría de Gobierno de datos e inte-
gración permitirán cargar datos rápida y fácilmente así como gestionarlos siguiendo ciertas 
políticas. 
 Apache Atlas  [118], [119]. Conjunto de servicios de gobierno diseñados 
para intercambiar metadatos con otras herramientas y procesos tanto dentro como 
fuera de Hadoop. 
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 Apache Falcon  [120], [121]. Entorno de gestión de datos que permite sim-
plificar la gestión del ciclo de vida de los datos en Hadoop. Permite gestionar el movi-
miento de los datos, el procesado de tuberías, recuperación de desastres y flujos de 
trabajo de datos. 
 Apache Flume  [122], [123]. Permite agregar eficientemente y mover grandes can-
tidades de datos de log desde múltiples fuentes. 
 Apache Sqoop. Ver sección 2.2.3.2.7. 
Como en cualquier otro entorno, es necesario tener mecanismos de seguridad. Estos van a 
permitir cumplir requerimientos de Autenticación, Autorización, Contabilidad y Protección de 
datos. Esta seguridad se proporciona en cada capa de Hadoop, desde HDFS hasta YARN inclu-
yendo Hive o cualquier otro componente de acceso a los datos. 
 Apache Knox  [124], [125]. Proporciona un único punto de autenticación y ac-
ceso a Hadoop. Tiene por objetivo simplificar la seguridad de Hadoop para usuarios que 
acceden a los datos del cluster y ejecutan trabajos, y para operadores que controlan el 
acceso al cluster. 
 Apache Ranger  [126], [127]. Proporciona una administración cen-
tral de políticas de seguridad según requisitos de autorización, autenticación, auditoria 
y protección de datos. 
Los módulos de Operaciones permiten provisionar, gestionar, monitorizar y operar sobre el 
cluster Hadoop. 
 Apache Oozie. Ver Sección 2.2.3.2.8. 
 Apache Ambari. Ver Sección 2.2.3.2.9. 
 Hue. Ver Sección 2.2.3.2.9. 
 Apache ZooKeeper. Ver Sección 2.2.3.2.10. 
 
2.2.3.2.1. HDFS  
Hadoop Distributed File System (HDFS) [98], [128] es un sistema de ficheros distribuido ba-
sado en Java que proporciona un almacenamiento de datos escalable y fiable. Fue diseñado 
para abarcar un gran número de servidores en un cluster. Entre sus características podemos 
destacar: 
 Conocimiento del rack de servidores: a la hora de programar tareas se tiene en cuenta 
la ubicación física de los nodos. 
 Mínimo movimiento de los datos: son los procesos los que se mueven a los datos y no 
al revés, ya que las tareas de procesamiento se llevan a cabo en el nodo donde están 
los datos, lo que reduce el tráfico en la red y proporciona un ancho de banda agregado 
muy alto. 
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 Proporciona utilidades de diagnóstico dinámico de la salud del sistema de ficheros y re-
equilibrado de datos en los diferentes nodos. 
 Requiere mínima intervención del operador. 
 Permite almacenar cantidades enormes de datos a lo largo de cientos de máquinas. 
 Proporciona acceso en tiempo real ya que ha sido diseñado teniendo en cuenta que se-
rá un sistema de ficheros en el que rara vez se escribirá algo, pero del que se leerá en 
numerosas ocasiones, de esta forma se ha conseguido un procesamiento de datos más 
eficiente. 
 Para funcionar no requiere de un conjunto hardware específico o muy estricto. 
 Proporciona un acceso de baja latencia. 
La estructura de este sistema de ficheros también presenta una arquitectura maestro – es-
clavo, mostrada en la Figura 49. En este caso, al nodo maestro se le denomina NameNode y a 
los múltiples nodos esclavos, DataNode. 
 
Figura 49. Arquitectura HDFS. Fuente:  [128] 
El nodo maestro NameNode es el responsable de gestionar los metadatos del cluster. En él, 
ficheros y directorios se representan por i-nodos, donde se almacena información sobre atri-
butos, localización en DataNodes, etc., pero no almacena la propia información. Los nodos 
esclavos DataNode son los que almacenan los datos de directorios y ficheros y también se 
encargan de proporcionar estos datos cuando se solicitan a HDFS. De forma periódica infor-
man al NameNode de la lista de datos que están guardando. 
 
Figura 50. Particionado de datos en HDFS 
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En realidad no se almacenan datos como tal. Exactamente igual que en cualquier otro sis-
tema de ficheros se almacenan bloques. En este caso, los bloques de datos son más grandes, 
de 128 MB3. Cuando se debe almacenar un nuevo fichero en HDFS, este se divide en bloques 
de 128 MB (Figura 50) y cada bloque se almacena independientemente replicado en múltiples 
DataNode’s (en su sistema de ficheros local). El NodeName monitoriza activamente el número 
de réplicas de cada bloque. Si una de ellas se pierde por fallo en el nodo de datos, el NameNo-
de crea otra réplica.  
El NameNode se comunica con los DataNode’s enviándoles instrucciones como respuesta a 
los “latidos” de estos. Instrucciones como replicar bloques a otros nodos, borrar replicas loca-
les, apagar el nodo, etc. 
A este sistema de ficheros se puede acceder de múltiples formas ya que existen varias in-
terfaces para él [98]. En nuestro caso, al estar integrado dentro de una plataforma Hadoop 
plenamente configurada, no tendremos que preocuparnos por cómo configurar su acceso. 
Podremos manipular su contenido tanto desde línea de comandos, como vía web desde Apa-
che Ambari y Hue, previamente comentadas. Manejarlo desde un navegador web es muy sen-
cillo, ya que podemos ir navegando por los distintos directorios, borrar/añadir directorios o 
ficheros, modificar su nombre o contenido, ver su contenido, etc. Acceder desde línea de co-
mandos puede ser ventajoso en ciertos casos, por ejemplo, para poder realizar tareas que 
requieran de ciertos privilegios que solo el usuario hdfs tiene. No mucha mayor complejidad 
tiene usar el terminal, ya que la mayor parte de comandos UNIX que se utilizan para gestionar 
el sistema de ficheros local se pueden usar en HDFS, utilizando una sentencia concreta.  
 
2.2.3.2.2. Apache Hive  
Apache Hive [129] consiste en un almacén de datos que facilita la consulta y la gestión de 
grandes cantidades de datos almacenados de forma distribuida. Hive proporciona un meca-
nismo para dar estructura a los datos almacenados y realizar consultas usando un lenguaje 
similar a SQL denominado HiveQL.  Estas consultas se convierten en trabajos MapReduce que 
se lanzan sobre la estructura de datos. 
Este marco de trabajo proporciona [130]: 
 Herramientas que facilitan ETL (Ver Capítulo 1) sobre los datos. 
 Un mecanismo para imponer estructura en una variedad de formatos de datos. 
 Acceso a ficheros almacenados en HDFS u otros sistemas de almacenamiento, como 
Apache HBase. Esto quiere decir que la información Hive, tratada como tablas con da-
tos y atributos para los datos, se pueden guardar en distintos almacenamientos. En 
nuestro caso, en HDFS como ficheros. A su vez, estos ficheros pueden ser de distintos 
formatos, en nuestro caso serán ficheros ORC con contenido convenientemente etique-
tado. 
 Ejecución de consultas vía MapReduce. 
                                                          
3
 Los bloques de datos en HDFS son mayores que en cualquier sistema de ficheros genérico para po-
der minimizar el coste de las búsquedas. Si el bloque es lo suficientemente grande, el tiempo de transfe-
rencia puede ser significativamente más largo que el tiempo necesario para buscar el inicio del bloque 
[98]. 
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 Permite añadir funciones Map y Reduce propias cuando estas no se pueden definir con 
la lógica HiveQL. 
 HiveQL también se puede extender con funciones escalares customizadas (UDF’s), 
agregaciones (UDAF’s) y funciones de tabla (UDTF’s). 
El único punto débil está en que no soporta consultas en tiempo real. Principalmente está 
pensado para implementar trabajos por lotes sobre grandes cantidades de datos. Los puntos 
fuertes de Hive son la escalabilidad (a lo largo del cluster Hadoop), extensibilidad (marco 
MapReduce con UDF/UDAF/UDTF), tolerancia a fallos y sin acoplo con los formatos de entrada. 
¿Cómo funciona Hive? [131] 
Las tablas en Hive son similares a las tablas en cualquier base de datos relacional. Las bases 
de datos se componen de tablas. Los datos se acceden por medio de consultas HiveQL, incluso 
consultas para sobrescribir datos. Dentro de una base de datos en particular. Los datos en las 
tablas son serializados y cada tabla tiene su directorio en HDFS correspondiente, en la ruta 
/apps/hive/warehouse en el caso de Hadoop Hortonworks Data Platform. Hive soporta 
todas las primitivas de datos comunes como BIGINT, BINARY, BOOLEAN, CHAR, DECIMAL, 
DOUBLE, FLOAT, INT, SMALLINT, STRING, TIMESTAMP y TINYINT. A mayores, se pueden com-
binar tipos de datos primitivos para formar tipos de datos complejos, como estructuras, mapas 
o arrays, es decir, se puede configurar una tabla tal que una de sus columnas sea, por ejemplo, 
de tipo array de strings. 
Dentro de Hive podemos distinguir dos componentes, HCatalog y WebHCat [130]. 
HCatalog [132], [133] es una capa de gestión de tablas y almacenamiento para Hadoop. Ex-
pone los metadatos de Hive a otras aplicaciones Hadoop, como Pig o MapReduce, de tal forma 
que sea más fácil leer los datos almacenados en el cluster. Presenta una “tabla de abstracción” 
que proporciona una vista relacional de los datos almacenados en HDFS, con los siguientes 
beneficios: 
 Libra al usuario de tener que saber dónde están los datos o en qué formato están alma-
cenados. 
 Posibilita notificaciones sobre la disponibilidad de datos. 
 Posibilita el uso de herramientas de limpieza de datos. 
 
Figura 51. HCatalog sirve de nexo de unión entre los ficheros (en cualquier formato) y las herramientas Hadoop. 
Fuente:  [132] 
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HCatalog soporta leer y escribir ficheros en cualquier formato para el cual se puede escribir 
un SerDe (serializador – deserializador) [134], es decir, una interfaz mediante la cual Hive pue-
da interpretar el contenido del fichero o crear contenido de acuerdo a un formato. Existe una 
serie de interfaces SerDe estandarizadas para formatos ORC, RCFile, texto, JSON, etc., pero se 
puede leer cualquier formato propio de usuario, si este especifica una pareja de interfaces de 
entrada/salida para interpretar los datos. HCatalog reúne la información extraída de estos 
ficheros en cualquier formato, para que pueda ser usada por otras herramientas (Figura 51). 
Arquitectura de HCatalog. HCatalog se encuentra sobre la metastore de Hive e incorpora 
los DDL de Hive (Hive Data Definition Lenguaje, conjunto de sentencias HiveQL básicas). Para 
que otras herramientas puedan acceder a través de él a los datos, proporciona interfaces: 
 HCatLoader y HCatStorer para cargar y escribir desde la herramienta Pig. Ambas herra-
mientas aceptan una tabla almacenada en la infraestructura Hive – HCatalog, la prime-
ra para extraer y leer su contenido y la segunda para escribir contenido en ella, por lo 
general añadiendo sin sobrescribir lo ya existente. 
 HCatInputFormat y HCatOutputFormat hacen lo propio para los trabajos MapReduce. 
 Como HCatalog usa los metadatos de Hive, no existe interfaz para “comunicarlos”, un 
trabajo Hive puede leer o escribir directamente los datos de HCatalog, sin necesidad de 
una interfaz para ello. 
En cuanto al modelo de datos, se ha comentado previamente que HCatalog proporciona 
una vista relacional de los datos, en la que estos son almacenados en tablas y estas, a su vez, 
en bases de datos. Además, estas tablas se pueden dividir en una o más claves, es decir, para 
un determinado valor de clave (o conjunto de claves), existirá una partición que contenga to-
das las líneas de la tabla con esa clave (o conjunto de claves). 
 
Figura 52. Flujo de trabajo típico usando WebHCat. Fuente:  [135] 
WebHCat (anteriormente Templeton) [135] proporciona un servicio que se puede usar para 
ejecutar trabajos Hadoop MapReduce, Pig o Hive a través de una interfaz web de tipo REST. El 
funcionamiento típico de esta interfaz se muestra en la Figura 52. El lado cliente realiza una 
petición para acceder a Hadoop/MapReduce, YARN, Pig, Hive o HCatalog DDL4 desde la aplica-
ción correspondiente. Los datos y el código usados por esta API se mantienen en HDFS. Los 
comandos HCatalog DDL se ejecutan directamente, pero los trabajos MapReduce, Pig o Hive 
                                                          
4 HCatalog DDL consiste en aquel conjunto de sentencias HiveQL que no suponen ejecutar un trabajo 
MapReduce. Sentencias tales como aquellas que incluyen consultas create/drop/alter table, 
create/drop/alter view, show/describe, etc. La definición concreta de sentencias puede encon-
trarse en [136]. 
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son encolados por los servidores WebHCat, de tal forma que se puede monitorizar su progreso 
o detenerlos cuando sea necesario. A su vez, el usuario debe especificar en qué punto de HDFS 
quiere guardar los resultados de los diversos trabajos. 
En esencia es una API REST a través de la cual, mediante peticiones HTTP típicas (GET, PUT, 
POST, DELETE) se pueden gestionar los trabajos MapReduce, Pig y Hive lanzados, así como las 
sentencias HCatalog DDL. En nuestro trabajo no utilizaremos, al menos directamente, esta 
interfaz para gestionar los trabajos. Pero las interfaces que presenta Hortonworks (Apache 
Ambari y Hue) utilizan esta interfaz para lanzar algunos de los trabajos, por lo que en realidad y 
de forma transparente sí que la estamos usando. 
A mayores, Hive presenta una interfaz gráfica de usuario, alternativa a usar Hive por línea 
de comandos, denominada Hive Web Interface (HWI) [137] en la que no incidiremos mucho 
más ya que haremos uso de las que proporcionan Apache Ambari y Hue. 
En cuanto al lenguaje HiveQL, es bastante similar a SQL, pero añade una gran lista de nue-
vas funcionalidades. En [138] se puede consultar el manual de este lenguaje. Aspectos intere-
santes que se pueden destacar son: 
 Posibilidad de usar el formato ORC (Optimized Row Columnar) para almacenar de forma 
altamente eficiente los datos en Hive. Usando ficheros ORC se mejora el rendimiento 
cuando Hive lee, escribe y procesa datos. Existen otros formatos posibles, ya indicados 
en la Figura 51, pero este se considera uno de los más eficientes. 
 Posibilidad de indicar cómo están limitados los datos (mediante comas, tabuladores, 
saltos de línea, etc.) en el fichero en el formato en que se guardan en Hive para, des-
pués, poder leerlos adecuadamente. 
 Existencia de función adicionales que permiten añadir operaciones que en SQL no exis-
ten, como operaciones aritméticas (exponenciales, logaritmos, potencias), gran varie-
dad de funciones para generar/convertir fechas en distintos formatos, funciones condi-
cionales, operaciones estadísticas (correlaciones, covarianzas, percentiles), entre otros 
muchos. 
 Y mucho más. 
Todo ello hace que sea un lenguaje mucho más completo que SQL, obviamente sus objeti-
vos son distintos. En [139] se puede encontrar una comparativa básica entre SQL y HiveQL; en 
ella se puede ver que las sentencias simples o elementales son iguales, la única diferencia está 
en toda la lista de funcionalidades nuevas que nos podemos encontrar en HiveQL para poder 
realizar análisis de datos. 
 
2.2.3.2.3. Apache Pig  
Apache Pig [140], [141] es una plataforma que permite analizar grandes cantidades de da-
tos. Consiste en un lenguaje de alto nivel, denominado Pig Latin, mediante el cual se definen 
programas de análisis de datos. La principal característica de los programas Pig es que son 
altamente susceptibles de ser paralelizados y por lo tanto ideales para implementar pipelines 
de operaciones ETL (Extract – Transform – Load) sobre los datos, búsquedas en datos sin ma-
nipular (raw data) o procesamiento iterativo de datos. 
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¿Cómo funciona Pig? [142], [143] 
La infraestructura Pig consiste en un compilador que “traduce” los programas en Pig Latin 
en programas MapReduce que se pueden ejecutar a través de YARN accediendo a los datos 
necesarios almacenados en HDFS. De esta forma, se pueden crear complejos programas 
MapReduce pero a través de un lenguaje, Pig Latin, mucho más sencillo, facilitando la tarea al 
programador. 
Pig se puede ejecutar de varios modos [143]: 
 Modo local, en una única máquina y usando el sistema de ficheros de esta máquina. Los 
trabajos se ejecutan en una máquina virtual java, JVM. 
 Modo local Tez, análogo al anterior pero utilizando como motor de ejecución Apache 
Tez. 
 Modo MapReduce, el programa se ejecuta en el cluster Hadoop usando HDFS como sis-
tema de ficheros. El programa se traduce a un trabajo MapReduce 
 Modo Tez, como el anterior, pero usando Apache Tez como motor de ejecución. 
De entre todos estos modos, MapReduce es el modo de ejecución por defecto, el único que 
no es necesario indicar y el que se utiliza al lanzar un programa Pig a través de las interfaces 
Apache Ambari y Hue en la sandbox de Hortonworks. Mediante ellas también se puede usar el 
modo Tez (además es recomendable), pero no lo modos locales (tampoco tendría mucho sen-
tido configurar un cluster y luego lanzar los trabajos en máquinas individuales). 
Luego, cada uno de estos modos de ejecución se pueden lanzar de forma interactiva o mo-
do batch (por lotes), pero mediante las interfaces anteriormente citadas se usa la ejecución 
por lotes. En la Tabla 5 se puede apreciar la posibilidad de combinar las distintas formas de 
ejecución. 
 Modo local Modo local Tez Modo MapReduce Modo Tez 
Modo Interactivo Si Experimental Si Si 
Modo Batch Si Experimental Si Si 
Tabla 5. Modos de ejecución de Pig 
El usar uno u otro modo tiene sobre todo sentido si se ejecuta Pig desde línea de coman-
dos, ya que a través de Ambari o Hue tiene una configuración predefinida que, se supone, es la 
más eficiente.  
¿Cómo es el lenguaje Pig Latin? 
La ventaja de Apache Pig es que nos permite escribir programas MapReduce de una forma 
mucho más sencilla que si debemos especificar las funciones Map y Reduce de nuestra aplica-
ción, por ejemplo, en Java (que sería lo más coherente en Hadoop ya que esta es un entorno 
desarrollado en Java). Pig Latin es un lenguaje con un aspecto similar a SQL (aunque se pueden 
encontrar opiniones contrarias) pero que proporciona muchas más funcionalidades y caracte-
rizado por [140], [143]: 
 Ser fácil de programar. Permite generar complejos programas MapReduce mediante 
unas simples sentencias. 
 Debido a la forma en que las aplicaciones se codifican, ofrece la oportunidad de optimi-
zar su ejecución. 
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 Es un lenguaje extensible al que el usuario puede añadir sus propias funciones para rea-
lizar un procesamiento concreto. 
 Normalmente las sentencias se ejecutan usando una ejecución multi – consulta (se pro-
cesan todas las líneas del programa a la vez). 
Un programa en Pig Latin suele organizarse en tres etapas [143]: 
 Primero, se cuenta con una sentencia LOAD mediante la cual se leen los datos del sis-
tema de ficheros. 
 A continuación, se procesan o transforman esos datos, según requiera el programa. 
 Por último, se genera la salida del programa, bien mediante una sentencia DUMP para 
ver los resultados o una sentencia STORE para guardarlos.  
La parte de la transformación de los datos es la que más alternativas puede tener. Pig Latin 
nos proporciona: 
 Operadores aritméticos [144], como sumas, restas, operaciones booleanas, compara-
dores, etc. 
 Operaciones relacionales [144], como filtros (seleccionar ciertos datos), agrupaciones 
(agrupar varios datos en una colección), uniones, iteradores (foreach), operadores para 
ordenar colecciones, etc. 
 Funciones integradas [145]: 
o Funciones de evaluación como cálculo de máximos, mínimos, valor medio, con-
tar ocurrencias, etc. 
o Funciones de carga/almacenamiento. 
o Funciones matemáticas como cálculo del valor absoluto, logaritmos, exponen-
ciales, funciones trigonométricas, raíz cuadrada, etc. 
o Funciones para manipular cadenas String. 
o Funciones relacionadas con la fecha. 
o Se pueden invocar las funciones UDF definidas sobre Hive. 
 Funciones definidas por el usuario UDF’s [146]. Estas pueden ser implementadas en Ja-
va (lo más común y además plenamente soportado), Jython, Python, JavaScript, Ruby o 
Groovy. Una vez que se ha definido la función de usuario, se debe generar con ella un 
ejecutable (por ejemplo JAR para Java) y añadirlo a Pig. Entre ellas cabe destacar el 
conjunto de funciones denominadas PiggyBank [147], desarrolladas por usuarios Pig y 
puestas al alcance del resto, u otras colecciones [148] como DataFu. Por ejemplo, en 
Hortonworks, están disponibles tanto PiggyBank como DataFu, ampliando las posibili-
dades de Pig Latin. 
 Además, se pueden embeber operaciones Pig dentro de programas Java, Python, Ja-
vaScript o Groovy, es decir, incluir sentencias Pig dentro de otro lenguaje por medio de 
una interfaz [149]. Por ejemplo, para embeber Pig dentro de Java se usa la interfaz Pig-
Server. 
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2.2.3.2.4. Apache Spark  
Apache Spark [86], [150], [151] es una plataforma de computación distribuida de código 
abierto que ofrece un alto rendimiento para procesamiento tanto iterativo como interactivo, 
facilitando el desarrollo de algoritmos de aprendizaje automático (machine learning) que re-
quieren un acceso iterativo y rápido a los datos. Se caracteriza por: 
 Ser hasta 100 veces más rápido que Apache Hadoop usando MapReduce en memoria, y 
10 veces más rápido haciendo escrituras en disco. 
 Es fácil de usar. Spark no ofrece ningún lenguaje nuevo. Los programas o aplicaciones 
se pueden escribir en lenguajes como Java, Scala, Python o R (usando librerías propias 
de Spark), después se compilan y se pasan al entorno Spark que se encargará de ejecu-
tarlos. 
 Se puede ejecutar tanto en modo standalone, como sobre otras infraestructuras como 
Hadoop, Mesos o incluso en la nube. Además, puede acceder a datos de múltiples fuen-
tes como HDFS o HBase. 
 Es un entorno bastante genérico. Está compuesto por librerías que engloban conceptos 
bastantes distintos (Figura 53): 
o SQL y DataFrames [152] dan soporte para manejar datos estructurados y con-
sultas relacionales. Ofrece compatibilidad con Hive. 
o MLlib [153], librería integrada para implementar algoritmos de machine lear-
ning. 
o GraphX [154], nueva API de Spark para procesamiento gráfico. 
o Spark Streaming [155] para el procesamiento de datos en tiempo real. 
 
Figura 53. Librerías componentes de Apache Spark. Fuente:  [86] 
Por otro lado, existen diversas formas de ejecutar aplicaciones en Spark [155]: 
 Localmente, en la propia máquina y solamente en ella. 
 De forma distribuida a lo largo de un cluster [156]. Para ello se requiere de un gestor de 
cluster. Este puede ser: 
o Spark Standalone [157]. Este es un modo de despliegue proporcionado por 
Spark para poder ejecutar aplicaciones sin la necesidad de instalar cualquier 
otro entorno de gestión de clusters. 
o Otro gestor de cluster, como Apache Hadoop YARN o Apache Mesos. Si se tiene 
disponible una infraestructura de gestión de cluster, se puede hacer uso de ella 
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para desplegar Spark. La distribución Hortonworks empleada solo tiene soporte 
para YARN. 
En el caso de optar por una ejecución distribuida, el diagrama de flujo genérico sería el 
mostrado en la Figura 54. Para gestionar las aplicaciones, Spark existe un programa principal, 
denominado Driver Program que se encarga de inicializar al SparkContext (encargado de coor-
dinar un conjunto de aplicaciones Spark independientes). Este es el que se encarga de comuni-
carse con el gestor del cluster correspondiente (por ejemplo, YARN) para negociar los recursos 
que se van a ofrecer a las aplicaciones. Una vez que el gestor tiene a bien dar recursos a la 
aplicación, se reservan para ella unos ejecutores (executor en la Figura 54), los procesos en los 
que se llevará a cabo la computación y se almacenarán los datos de esa aplicación. Para ello, 
SparkContext deberá enviar el código a ejecutar junto con las tareas a realizar sobre él. En 
nuestro caso, como gestor de cluster tenemos YARN, así que como Cluster Manager tendría-
mos al ResourceManager junto con el ApplicationMaster asignado a la aplicación, como Wor-
ker Nodes’s, los NodeManager y los procesos correrían en contenedores (containers). 
 
Figura 54. Ejecución genérica de un programa Spark en modo distribuido. Fuente:  [157] 
Aun dentro del modo de ejecución distribuido debemos distinguir otros dos modos de des-
pliegue, al menos disponibles en YARN [158], que es el gestor de clusters que nos interesa: 
 Modo Cluster (Figura 55): el driver de la aplicación Spark se ejecuta en el Aplication-
Master asociado en un host del cluster escogido por YARN. Esto significa, que un mismo 
proceso ejecutándose en un contenedor, será el responsable de guiar la aplicación y de 
solicitar recursos para ella. Esto, además, implica que el cliente que lanza la aplicación 
no necesite estar ejecutándose durante todo el tiempo que dure la ejecución de la apli-
cación, ya que su “base” se ha trasladado a otro nodo del cluster. 
 Modo Cliente (Figura 56): en este caso el driver de la aplicación Spark se ejecuta en la 
misma máquina desde la que se lanzó el trabajo. El ApplicationMaster asociado solo se 
encargará de solicitar un contenedor donde ejecutar la aplicación. Esto implica, que, en 
este caso, sí que se necesita que el cliente siga ejecutándose durante todo el tiempo de 
ejecución del trabajo, tal que si se detiene el cliente, se detendrá la aplicación. 
 




Figura 55. Diagrama de actividades en el modo de despliegue YARN-Cluster. Fuente:  [158] 
 
Figura 56. Diagrama de actividades en el modo de despliegue YARN-Client. Fuente:  [158] 
En la Tabla 6 se presenta un resumen de los distintos modos de despliegue de Spark así 
como su significado [158]. En la Tabla 7 se muestra un resumen comparativo entre las tres 
formas de despliegue distribuido a nivel de qué lleva a cabo cada acción [158]. 
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Spark se ejecuta de forma local, con un solo hilo de trabajo (sin para-
lelismo) 
Local [k] Spark se ejecuta de forma local con K hilos de trabajo 
Local [*] 
Spark se ejecuta de forma local con tantos hilos de trabajo como nú-
cleos tenga la máquina 
Standalone 
Spark se ejecuta de forma standalone en una máquina que tenga 
disponible el gestor de clusters Spark Standalone 
YARN – cluster Spark se ejecuta a lo largo de un cluster YARN en modo cluster 
YARN – client Spark se ejecuta a lo largo de un cluster YARN en modo cliente 
Tabla 6. Modos de despliegue de Spark. Fuente: [159] 
Modo YARN – Client YARN – Cluster Spark Standalone 
¿Dónde se ejecu-
ta el driver de 
Spark? 
En el cliente que lanza 
la aplicación 
En el ApplicationMaster 
asociado a la aplicación 
lanzada 
En el cliente que 
lanza la aplicación 
¿Quién realiza la 
petición de re-
cursos? 
El ApplicationMaster El ApplicationMaster 
El cliente que 
lanza la aplicación 
¿Dónde se inician 
los procesos a 
ejecutar? 
En los nodos NodeMa-
nager disponibles 
En los nodos NodeManager 
disponibles 
En los nodos 
Spark Worker 
disponibles 
Tabla 7. Resumen modos ejecución Spark. Fuente:  [159] 
Anteriormente, se presentó Spark como una alternativa a Hadoop, y así es entendido. Se 
dice que el futuro de BigData está marcado por Spark y ya no tanto por Hadoop [160], princi-
palmente debido a la mayor rapidez que tiene Spark para realizar el mismo trabajo que Ha-
doop. Teniendo esto presente, empresas distribuidoras de Hadoop como Hortonworks o Clou-
dera, incluyen en sus distribuciones Apache Spark como un componente integrado sobre la 
infraestructura Hadoop. De esta forma, se pueden ejecutar trabajos MapReduce, Hive o Pig 
sobre Hadoop pero también se tiene la posibilidad de ejecutar trabajos sobre Spark y este a su 
vez sobre YARN, y poder aprovechar las ventajas o características de ambos entornos y utilizar 
el que sea más conveniente en cada caso concreto, evitando la creación de un cluster específi-
camente dedicado a Spark. 
Pero, ¿qué es lo que diferencia a Spark de Hadoop para trabajar más rápido? La rapidez 
de ejecución de trabajo no es la única diferencia entre ambos, pero sí la más destacable [161]. 
Ambos son marcos de trabajo que permiten un procesamiento distribuido de grandes cantida-
des de datos, pero presentan diferencias en su ejecución. 
Hadoop permite un procesamiento distribuido usando un procesamiento por lotes median-
te MapReduce. Spark mejora el algoritmo MapReduce, el cual no está optimizado para algo-
ritmos iterativos o análisis de datos iterativos que realizan operaciones sobre el mismo conjun-
to de datos. Ambos ejecutan el algoritmo MapReduce pero con algunas diferencias, siendo la 
                                                          
5 Siendo precisos, para lanzar una aplicación se indica el tipo de Master (local, local [k], local [*], una 
máquina con Spark Standalone o YARN). En caso de seleccionar YARN, se debe especificar el tipo de 
modo de despliegue: cluster o cliente (por defecto). Con Master se selecciona el tipo de ejecución de la 
aplicación, si se ejecuta en modo YARN a mayores tiene para elegir el modo de despliegue, aunque a 
efectos teóricos se pueden considerar todos modos de despliegue, pero a la hora de configurarlo son 
conceptos distintos. 
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principal que Hadoop está basado en escritura en disco y Spark en escritura en memoria. Esto 
puede apreciarse en la Figura 57. Después de cada etapa (entendida como una operación Map 
o Reduce si se concatenan varios trabajos MapReduce), los resultados se escriben en disco, 
mientras que con Spark, resultados intermedios se almacenan en memoria (salvo que no haya 
espacio, entonces se almacenan en disco) y solo se almacena en disco el resultado final. Esto 
explica por qué Spark puede llegar a ejecutar trabajos de procesamiento por lotes entre 10 y 
100 veces más rápido que Hadoop. 
 
Figura 57. Comparativa Hadoop/MapReduce vs Spark a nivel de ejecución. Fuente:  [162] 
Fuera de la rapidez de procesamiento, Spark es mucho más fácil de gestionar. Integrando 
Spark en Hadoop se pueden realizar procesamientos en tiempo real, por lotes o algoritmos de 
machine learning. Además, con Spark se pueden controlar diferentes tipos de cargas. 
Por otro lado, Spark permite realizar computaciones iterativas (que necesitan pasar muchas 
veces por los mismos datos). Pero si solo se va a pasar una vez por trabajo por lo datos, Ha-
doop MapReduce es la alternativa ideal. 
A nivel de coste, para el funcionamiento adecuado de Spark se requiere una mayor canti-
dad de memoria. De esta forma, si queremos resolver un problema BigData con dimensiones 
reales, será mejor opción Hadoop ya que el tamaño del almacenamiento en disco es mayor y 
más barato que utilizar dispositivos de memoria. 
En cuanto a la tolerancia a fallos, si mientras un proceso está en ejecución se produce un fa-
llo, en Hadoop se continúa desde el punto de fallo, mientras que con Spark es necesario volver 
a empezar desde el principio. 
Por último, Hadoop es hoy en día más seguro que Spark. 
Otro aspecto a tener en cuenta son las capacidades del programador. Realizar BigData por 
medio de Hadoop implica utilizar Hive y Pig, principalmente, y por tanto conocer lenguajes de 
aspecto similar a SQL. Utilizar Spark implica saber programar en Java, Scala o Python. Las habi-
lidades del programador también pueden ser un elemento que incline la balanza hacia una 
opción u otra. 
Uno de los puntos de Apache Spark que nos pueden interesar, para desarrollar nuestro tra-
bajo, es la librería MLlib [163], dedicada a la implementación de algoritmos de machine lear-
ning. En la Tabla 8 se resumen los algoritmos implementados así como su definición. 
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Método utilizado para obtener muestras de una 
población 
Testeo de hipótesis (hypot-
hesis testing) 
Permite determinar si un resultado es estadística-
mente significativo, es decir, si se produjo o no por 
casualidad 
Generación aleatoria de 
datos (random data gene-
ration) 
Método útil para algoritmos aleatorios, creación de 


































































Partiendo de un conjunto de muestras de entrena-
miento, se genera una serie de clases en base a las 
cuales se quiere clasificar las nuevas muestras 
reales 
Regresión logística (logistic 
regression) 
Permite predecir el resultado de una variable cate-
górica, es decir, una variable que puede adoptar un 
número limitado de valores. 
Regresión: mínimos cua-
drados (least squares), Las-
so y regresión cresta (ridge 
regression) 
Uso del algoritmo de mínimos cuadrados para re-
solver problemas estadísticos 
Regresión lineal en strea-
ming 
Permite implementar un algoritmo de regresión 
sobre los datos cuando estos se reciben en tiempo 
real 
Árboles de decisión (deci-
sion trees) 
Se basan en tomar sucesivamente decisiones divi-











































Entrena sobre distintos conjunto de árboles de de-
cisión por separado de forma paralela. La combina-
ción de las predicciones de cada árbol reduce la 







Itera sobre la misma secuencia de árboles de deci-
sión de forma continua. Los resultados de decisión 
de una iteración se usan para corregir errores ante-
riores 
Bayes Ingenuo (Naive Ba-
yes) 
Clasificador probabilístico fundamentado en el teo-
rema de Bayes. Calcula la función de distribución 
condicional de cada característica dada una catego-
ría de clasificación, la aplica al teorema de Bayes 
para calcular la distribución de probabilidad condi-
cionada de la categoría dada la observación para 
usarla en predicción. 
Regresión isotónica (isoto-
nic regression) 
Dados un conjunto finito de números representan-
do la respuesta observada se buscan los valores que 
minimizan la función matemática que caracteriza al 
modelo 





















Método de filtrado colaborativo usado en MLlib 



































K – Medias (K – Means) 
Agrupa puntos de datos en una de k posibles cate-
gorías atendiendo a la valor medio de la categoría 
(calculado a partir de los valores de los puntos que 
ya contiene) y el valor del punto bajo análisis 
Mezcla gaussiana (Gaussian 
Mixture) 
Representa una distribución compuesta en la que 
cada punto se extrae de una de k sub-distribuciones 
gaussianas, cada una con su propia probabilidad 
Agrupación por método de 
las potencias (power itera-
tion clustering, PIC) 
Permite agrupar vértices de un grafo en función de 
similitudes, como las propiedades de enlace del 
grafo. Utiliza el método de la potencia para calcula 
un eigenvector de la matriz de datos para usarlo 
para agrupar vértices. 
Asignación Dirichlet latente 
(Latent Dirichlet Allocation) 
Permite inferir temas de una colección de docu-
mentos de textos 
K – Medias streaming 
(streaming k-means) 
Versión del algoritmo k – medias para procesar 



















































































































 Descomposición en valores 
singulares (singular value 
descomposition, SVD) 
Aplicación de la factorización SVD con fines estadís-
ticos 
Análisis de componente 
principal (principal compo-
nent analysis, PCA) 
Método estadístico para hallar las causas de la va-





























Método de vectorización ampliamente utilizado en 
minería de texto para reflejar la importancia de un 
término en un documento 
Word2Vec 
Calcula la representación vectorial distribuida de 
palabras 
StandScaler 
Estandariza características escalando a varianza 
unidad y/o eliminando la media utilizando las esta-
dísticas de muestras de un conjunto de datos de 
entrenamiento. Es una etapa típica de pre – proce-
samiento 
Normalizer Escala muestras individuales 




Permite seleccionar las características más relevan-
tes para usar en la construcción de modelos 
ElementwiseProduct 
Multiplica cada columna del conjunto de datos por 
un escalar 
PCA 




















FP – growth Permite extraer elementos frecuentes 
Reglas de asociación (asso-
ciation rules) 
Implementa un algoritmo de generación de reglas 
en paralelo 
PrefixSpan Algoritmo de minería de patrones secuencial 
Tabla 8. Algoritmos de Machine Learning implementado en la librería MLlib de Spark 
 
2.2.3.2.5. Apache Mahout  
Apache Mahout [28], [164] es una librería de algoritmos de machine learning implementa-
dos sobre Hadoop y que hacen uso del paradigma MapReduce para su resolución. Machine 
Learning es lo que se conoce en español como aprendizaje automático. Se define como una 
disciplina de inteligencia artificial centrada en permitir que las máquinas puedan aprender sin 
necesidad de haber sido explícitamente programadas. Es un procedimiento muy común para 
mejorar el rendimiento futuro en base a comportamientos pasados. 
Los algoritmos implementados se pueden ejecutar en modo local o en modo distribuido a 
lo largo del cluster Hadoop. Cada uno de estos algoritmos se puede ejecutar invocándolos a 
través del comando Mahout desde línea de comando. Una desventaja de esta librería es que 
todavía no tiene desarrollada interfaz gráfica, por lo que hay que manejarla desde consola. 
Podemos incluir cualquiera de estos algoritmos en un programa más completo haciendo uso 
de las interfaces que proporciona esta librería, por ejemplo, escribimos un programa en Java y 
accedemos a la librería Mahout para usar un determinado algoritmo como parte del programa, 
incluyendo la llamada y el método correspondientes a partir de unos datos de entrada para 
obtener unos datos de salida que seguimos utilizando en el resto de nuestro programa Java. 
Apache Mahout no se utiliza solo sobre Hadoop, es por ello que no todos los algoritmos que 
estén implementados puedan ser compatibles con Hadoop. En [165] se puede consultar una 
lista de los algoritmos implementados así como sobre qué infraestructura se pueden ejecutar 
por ser compatibles. En la Tabla 9 se muestra un resumen de los algoritmos Mahout soporta-
dos en Hadoop. 
















Filtrado colaborativo basado en 
elementos distribuidos (Distributed 
Item-based Collaborative Filtering) 
Estima la preferencia del usuario por un 
elemento buscando sus preferencias por 
elementos similares 
Filtrado colaborativo usando una 
factorización matricial paralela 
(Collaborative Filtering Using a Pa-
rallel Matrix Factorization) 
A partir de una matriz de elementos que el 
usuario aún no ha visto, predice qué ele-
mentos el usuario podría preferir 










Clustering Canopy (Canopy Cluste-
ring) 
Para pre – procesar los datos antes de usar 
el algoritmo de las k – medias o clustering 
jerárquico 
Clustering de procesos de Dirichlet 
(Dirichlet Process Clustering) 
Modelado de mezcla bayesiano 
K – Medias Fuzzy (Fuzzy K-Means) 
 
Categoriza los elementos correspondientes 
en grupos, denominados cluster, “soft” 
donde cada punto puede pertenecer a más 
de un cluster. 
Clustering jerárquico (Hierarchical 
Clustering) 
Crea una jerarquía de clusters utilizando 
una aproximación de abajo a arriba o de 
arriba a abajo 
Clustering K – Medias (K-Means 
Clustering) 
Permite dividir n observaciones en k grupos 
o clusters, donde cada observación perte-
necerá al cluster (solo uno) cuyo valor me-
dio se aproxime más al de la observación 
Asignación Dirichlet latente (Latent 
Dirichlet Allocation) 
Automáticamente y de forma conjunta 
agrupa palabras por temas y documentos 
por mezclas de temas 
Clustering de desplazamiento me-
dio (Mean Shift Clustering) 
Permite buscar modos o clusters en un 
espacio bidimensional, donde el número de 
clusters es desconocido 
Clustering MinHash (Minhash Clus-
tering) 
Permite estimar rápidamente la similitud 
entre dos conjuntos de datos 
Clustering espectral (Spectral Clus-
tering) 
Agrupa puntos usando eigenvectores de 











Usado para clasificar objetos en categorías 
binarias 
Random Forest (Random Forests) 
Método de aprendizaje para la clasificación 


























Algoritmo de crecimiento paralelo 
FP (Parallel FP Growth Algorithm) 
Analiza elementos en un grupo e identifica 










Descomposición en valores singula-
res (SVD) 
Aplicación de la factorización SVD con fines 
estadísticos 
Algoritmo Lanczos 
Algoritmo iterativo que permite encontrar 
los eigenvalores y eigenvectores más útiles 
de un sistema lineal 
SVD Estocástico 
Algoritmo similar a SVD pero produciendo 
una descomposición SVD de rango reducido 
PCA 
Permite hallar las causas de la variabilidad 
de un conjunto de datos y ordenarlas por 
importancia. 
Descomposición QR 
Aplicación de la descomposición QR con 
fines estadísticos 








Realiza un cálculo de la similitud de pares 
en documentos mediante MapReduce 
ConcatMatrices No se ha encontrado información 
Collocations 
Se define como collocations (colocaciones) 
a aquellas secuencias de palabras o térmi-
nos cuya co-ocurrencia es más frecuente 
que lo esperado por azar 
TF-IDF Permite la creación de vectores desde texto 
XML Parsing 
Utilidades varias relacionadas con ficheros 
XML 
Email Archive Parsing 
Utilidades varias relacionadas con ficheros 
de eMail 
Tabla 9. Algoritmos de machine learning de Mahout soportados en Hadoop 
 
2.2.3.2.6. Apache Tez  
Apache Tez [166], [167] es un motor de ejecución extensible que permite construir aplica-
ciones para el procesamiento de datos tanto por lotes como interactivas, coordinadas por Ha-
doop YARN. Apache Hive y Apache Pig usan Tez. 
Tez generaliza el paradigma MapReduce, mejorando su rapidez, expresando la computación 
mediante un gráfico de flujo de datos [168], [169]. Así se permite que mediante Hadoop se 
pueda hacer frente a otras cargas de trabajo, por ejemplo, algoritmos de Machine Learning. La 
principal diferencia entre ambos se puede apreciar comparando los diagramas de la Figura 58. 
Si se ejecuta un trabajo MapReduce (Hive o Pig) en Tez, en lugar de usar múltiples trabajos 
MapReduce concatenados para completar una tarea, se usa un modelo MapReduceReduce 
MRR consistente en una única etapa Map (con múltiples tareas Map en paralelo) seguida de 
varias etapas Reduce. Esto último se consigue llevando los datos de salida de una etapa Reduce 
de un procesador a otro sin escribir ningún resultado en HDFS. En el diagrama original de 
MapReduce, los resultados intermedios entre trabajos MapReduce deben escribirse en disco. 
 
Figura 58. Comparativa ejecución trabajos MapReduce vs Apache Tez. Fuente:  [168] 
Apache Tez modela el procesamiento de datos mediante gráficos de flujos de datos. Los 
vértices de estos gráficos representan el procesado de los datos y los enlaces, el movimiento 
de los datos entre procesos. Estos gráficos tienen la forma de gráficos acíclicos directos (DAG). 
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El procesamiento comienza en el vértice raíz y continúa por los enlaces directos recorriendo 
todos los vértices hoja. Cuando todos los vértices del diagrama se han completado, finaliza el 
trabajo. Puede verse un diagrama de ejemplo en la Figura 59. En ella podemos volver a ver una 
comparativa entre MapReduce y Tez con un ejemplo concreto de programa en Hive. Este pro-
grama está compuesto por cuatro sentencias Hive, cada una de las cuales se vería como un 
vértice del diagrama de Tez. 
 
Figura 59. Ejemplo de diagrama DAG Apache Tez – Hive. Fuente:  [170] 
 
2.2.3.2.7. Apache Sqoop  
Apache Sqoop [171], [172] es una herramienta diseñada para transferencia masiva de datos 
(en ambos sentidos) entre Apache Hadoop y estructuras de almacenamiento de datos como 
bases de datos relacionales, como Teradata, Netezza, Oracle, MySQL, Postgres o HSQLDB 
(Figura 60). Su funcionamiento está coordinado por YARN y entre sus capacidades se pueden 
encuadrar: 
 
Figura 60. Sqoop permite transferir datos entre Hadoop y almacenamientos externos en ambos sentidos. Fuente:  
[173] 
 Importación de conjuntos de datos secuenciales. De esta forma se satisface la necesi-
dad creciente de importar/exportar datos hacia/desde HDFS. 
 Posibilidad de una transferencia paralela de datos. 
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 Rápida realización de copias de datos. 
 Balanceo de carga. 
¿Cómo funciona Sqoop? 
Sqoop proporciona un mecanismo de conectividad óptima con los sistemas externos [174]. 
Además, cuenta con una API que permite desarrollar nuevos conectores para ofrecer conecti-
vidad a nuevos sistemas, ya que por defecto solo vienen desarrollados conectores hacia los 
sistemas de almacenamiento de datos más populares. 
Automatiza la mayor parte de su proceso, basado en la base de datos correspondiente para 
describir el esquema para los datos que se importan. Para importar y exportar datos utiliza 
MapReduce, siendo esta la clave de su funcionamiento en paralelo y tolerancia a fallos. 
De entre todas sus utilidades, son dos las de mayor importancia [175]: las herramientas pa-
ra importar y exportar datos. Con Sqoop se pueden importar datos desde una base de datos o 
central de datos (mainframe) hacia HDFS. La entrada al proceso sería la tabla de la base de 
datos o un conjunto de datos del mainframe. Como la operación de importación se realiza en 
paralelo con subconjuntos de los datos, la salida consistirá en múltiples ficheros que contienen 
la copia de la tabla o datos importados, 
La importación se divide en dos etapas [176]: en primer lugar Sqoop analiza la base de da-
tos para obtener los metadatos necesarios sobre los datos a importar, en segundo lugar im-
plementa un conjunto de trabajos MapReduce con solo etapa Map para llevar los datos desde 
el almacenamiento externo a Hadoop, usando los metadatos adquiridos en la etapa previa 
(Figura 61). Además, existen opciones con las que se pueden importar directamente datos de 
una base de datos en Hive, HBase o Accumulo. En nuestro caso, parece interesante centrarnos 
en Hive. Con Sqoop podemos importar datos desde una base de datos externa a Hive. Especifi-
cando las opciones correspondientes, Sqoop generará una sentencia CREATE con la que creará 
la tabla y otra LOAD DATA INPATH  para cargar los datos. En caso de que la tabla ya exista, se 
puede indicar que sobrescriba la tabla anterior sustituyendo su contenido. 
 
Figura 61. Proceso de importación en Sqoop. Fuente:  [176] 
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Por otro lado, una vez manipulados los datos en Hadoop, estos se pueden exportar fuera de 
la infraestructura mediante el proceso de exportación de Sqoop. Este proceso lee los datos a 
exportar desde HDFS en paralelo, los convierte al formato correspondiente y los inserta como 
una nueva entrada en la tabla de la base de datos seleccionada por el usuario, transformando 
la orden de exportación en una consulta de tipo INSERT, es decir, no sobrescribe los datos 
sino que añade nuevas entradas conservando las ya existentes. Existe la opción de actualizar 
los datos de la tabla destino, especialmente pensado para aquellos casos en que existe una 
clave única en la tabla y un nuevo dato a añadir tiene que modificar los valores de esa clave, 
porque una inserción de un nuevo dato con misma clave única dará error. Para ello, usando la 
opción correspondiente e indicando la clave que se tomará para buscar la entrada de la tabla, 
se ejecutará una sentencia UPDATE para modificar su valor. Este proceso también consta de 
dos etapas [176]: en primer lugar se analiza la base de datos para obtener metadatos y a con-
tinuación se divide el conjunto de datos a exportar. Cada uno de estos subconjuntos pasará 
por un trabajo MapReduce de solo etapa Map para ser copiados en la base de datos externa 
destino (Figura 62). 
 
Figura 62. Proceso de exportación en Sqoop. Fuente:  [176] 
A mayores, podemos encontrar otra gran cantidad de herramientas, relacionadas con la 
gestión de bases de datos, tanto externas como de los almacenamientos que nos podemos 
encontrar en Hadoop, que en principio no parecen necesarias para este trabajo, o por lo me-
nos existen otras alternativas mejores para realizar la misma función que utilizar Sqoop. 
 
2.2.3.2.8. Apache Oozie  
Apache Oozie [177], [178] consiste en una aplicación web Java usada para planificar traba-
jos en Hadoop. Para ello, combina múltiples trabajos secuenciales o en paralelo en una única 
unidad de trabajo. A los correspondientes trabajos a realizar les denomina acciones, soportan-
do acciones MapReduce, Pig, Hive, Sqoop, Spark, programas Java y script de Shell entre los más 
importantes, tanto de forma individual como combinando varios de ellos secuencialmente o 
en paralelo. 
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¿Cómo funciona Oozie? 
En primer lugar, se distinguen dos tipos de trabajos [178]–[180]: 
 Workflows o flujos de trabajo. Estos consisten en grafos acíclicos directos (DAG) en los 
que se especifican la secuencia de acciones a ejecutar. Por ejemplo, en la Figura 63 se 
muestra un DAG simple de una única etapa denominada “map-reduce wordcount”. El 
resto de elementos del diagrama son puntos de control como inicio, finalización y error 
en el flujo. 
 Coordinators o coordinadores.  Permiten definir y controlar calendarios de ejecución de 
los flujos de trabajo configurados, indicando inicio de ejecución de la tarea, tiempos de 
repetición de las tareas, número de repeticiones, finalización de repetición de tareas, 
etc. 
 
Figura 63. Ejemplo de diagrama DAG de workflow en Oozie I. Fuente:  [180] 
En cualquiera de los casos, los nodos de control definen la cronología del trabajo, estable-
ciendo las reglas de inicio y finalización del workflow, es decir, Oozie se encarga de controlar el 
camino de ejecución de los trabajos (bifurcaciones, uniones, decisiones), lanzando las acciones 
que lo componen pero es Hadoop/MapReduce quien las ejecuta. De esta forma, Oozie no tiene 
que preocuparse de proporcionar todas las funcionalidades de computación distribuida que 
proporciona Hadoop/MapReduce. 
Tanto workflows como coordinators se especifican mediante un lenguaje propio hPDL, bas-
tante parecido a XML. 
En la Figura 64 puede verse un diagrama DAG de workflow de Oozie más complejo, en el 
que se pueden apreciar la ejecución secuencial de acciones de distinto tipo, también hay una 
ejecución en paralelo o nodos de decisión sobre si ejecutar o no acciones. 




Figura 64. Ejemplo de diagrama DAG de workflow en Oozie II. Fuente:  [181] 
2.2.3.2.9. Apache Ambari  y Hue  
Apache Ambari [182], [183] es un proyecto cuyo objetivo es hacer más simple la gestión de 
Hadoop desarrollando software para el aprovisionamiento, gestión y seguimiento de los clus-
ters Apache Hadoop. Para ello, proporciona una interfaz de usuario tipo web, que hace uso de 
las APIs REST que se ofrecen para acceder a las distintas tecnologías integradas en Hadoop. 
¿Qué permite hacer Ambari? 
Provisión del cluster Hadoop. A través de la interfaz web de Ambari se pueden instalar nue-
vos servicios6 en los nodos que componen el cluster así como configurar cada uno de estos 
servicios. 
Gestionar el cluster Hadoop. Ambari proporciona un sistema de gestión que permite iniciar, 
detener y reconfigurar los servicios Hadoop a lo largo del cluster. 
Monitorizar el cluster Hadoop. La parte más interesante de Ambari es el panel de mandos 
(Dashboard) ya presentado en la Figura 33. A través de él se puede analizar el estado del clus-
ter Hadoop pudiendo configurar qué métricas queremos que se muestren en la página princi-
pal. Para ello, presenta un sistema de colección de métricas, denominado Ambari Metrics Sys-
tem con el que recoge datos de los distintos servicios y nodos, y con ellos genera gráficos para 
que el usuario pueda consultar el estado del cluster. También proporciona un sistema de aler-
tas, para advertir al usuario de situaciones que requieren de su atención. 
A mayores de la parte de monitorización también ofrece interfaces para utilizar los servicios 
de Hadoop de forma alternativa a realizarlo por línea de comandos. A este conjunto de interfa-
ces se les denomina Ambari User Views [184]. En la Tabla 10 se detallan las vistas de usuarios 
que se ofrece Ambari. 
 
                                                          
6 Apache Ambari entiende como servicio Hadoop cada una de las tecnologías integradas en la infra-
estructura Hadoop. 
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User View Descripción 
Tez 
La vista de Tez (Figura 65) permite visualizar los distintos trabajos lanzados (inclu-
so finalizados) sobre el motor de ejecución Tez, ver su progreso, detenerlos, con-
sultar el gráfico DAG generado con el programa de usuario, etc. 
Hive 
La vista Hive (Figura 66) ofrece un editor donde escribir y ejecutar consultas 
HiveQL sobre los datos del cluster. También permite acceder al historial de consul-
tas lanzadas y la opción de lanzar las consultas sobre Tez así como una vista de los 
diagramas DAG generados en Tez para ejecutar la consulta. 
Pig 
La vista de Pig (Figura 67) consiste en un editor con el que escribir y lanzar consul-
tas.  Permite guardar scripts, cargar UDFs y ofrece una serie de plantillas con sen-
tencias básicas. 
HDFS 
La vista de HDFS (Figura 68) permite navegar por los ficheros guardados en este 
sistema de ficheros, editarlos, cambiar permisos, crear ficheros/directorio, subir 
ficheros desde la máquina que lanza el navegador web, etc., todo en función de 
los permisos que el usuario registrado en la interfaz tenga. 
Ficheros 
Locales 
Similar a la vista de HDFS pero sobre el sistema de ficheros del SO donde se insta-
ló Hadoop, por ejemplo, la máquina virtual de la sandbox de Hortonworks. 
Tabla 10. Vistas de usuario de Ambari 
 
Figura 65. Apache Ambari – Vista de Usuario: Tez 
 
Figura 66. Apache Ambari – Vista de Usuario: Hive 




Figura 67. Apache Ambari – Vista de Usuario: Pig 
 
Figura 68. Apache Ambari – Vista de Usuario: HDFS 
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Aprovechamos este apartado para hablar de Hue [185]. Este es una interfaz web de usuario 
que permite utilizar los servicios Hadoop de forma alternativa a la línea de comandos. Como 
Ambari, presenta vistas con editores Hive, Pig y acceso al sistema de ficheros HDFS, todas ellas 
muy similares a las ya mostradas de Ambari. La principal diferencia está en el editor Oozie. Hue 
presenta un editor de workflows y coordinators de Oozie, lo cual es una enorme ventaja. Utili-
zar Hive, Pig o navegar por HDFS puede ser igual de fácil mediante la herramienta de línea de 
comandos o por la interfaz de Ambari/Hue. No ocurre lo mismo con Oozie. Para definir 
workflows y coordinators se deben generar ficheros en formato hPDL con una estructura y 
anidaciones muy concretas, con necesidad de definir cada uno de los puntos de los diagramas 
DAG característicos. Esto puede ser muy tedioso y complicado de elaborar manualmente. El 
editor Oozie de Hue proporciona una forma muchísimo más sencilla de realizar esta configura-
ción.  
Los workflows se definen mediante un editor con un aspecto bastante gráfico ya que en él 
se van seleccionando el tipo de acciones que queremos realizar y vamos especificando su eje-
cución secuencial o en paralelo arrastrando el tipo de acción hasta el punto de ejecución 
(Figura 69 y Figura 70), para después configurar el funcionamiento concreto de esa acción re-
llenando un formulario con los datos necesarios para ejecutar ese tipo de acción (Figura 71). La 
presentación difiere si utilizamos Hue 2.6 o 3.8 pero la esencia es la misma.  
 
Figura 69. Definición de workflows Oozie en Hue 2.6 




Figura 70. Definición de workflows Oozie en Hue 3.8 
 
Figura 71. Formulario definición acción Hive en Oozie 
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Los coordinators se definen por medio de otro formulario en el que se especifican las carac-
terísticas temporales de planificación de ejecución del workflow seleccionado (Figura 72 y Fi-
gura 73). El formulario a rellenar es ligeramente distinto en Hue 2.6 y 3.8.  
 
Figura 72. Definición de coordinator Oozie en Hue 2.6 
 
Figura 73. Definición de coordinator Oozie en Hue 3.8 
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En cualquiera de los dos casos, Hue nos proporciona el fichero workflow o coordinator que 
deberíamos haber generado manualmente para producir el mismo efecto, de tal forma que lo 
podemos llevar a cualquier otra infraestructura Hadoop o que soporte el uso de Oozie y ejecu-
tarlo mediante línea de comandos. 
A parte de editores para la definición de trabajos Oozie, Hue también permite monitorizar 
su estado, como por ejemplo se puede ver en las Figura 74 y Figura 75. 
 
Figura 74. Panel de visualización de estado de los trabajos Oozie lanzados 
Por lo demás, recordar la comparativa entre Hue 2.6 y 3.8 en la Sección “Distribuciones de 
Hadoop: Hortonworks vs Cloudera”. La versión 3.8 es más completa ya que proporciona edito-
res para Spark, Sqoop, mayor número de acciones configurables por interfaz en Oozie, etc. 
Como se pueden tener varias versiones de Hue instaladas simultáneamente, no hay más que 
escoger en cada momento aquella que nos pueda ser de mayor utilidad o que nos permita 
realizar algo de forma más sencilla. El resto de interfaces no explicadas no son de mayor utili-
dad en el desarrollo de este trabajo. 
 
2.2.3.2.10. Apache ZooKeeper  
Apache ZooKeeper [186], [187] consiste en un sistema de alta disponibilidad para coordinar 
procesos distribuidos y cuya principal responsabilidad es la sincronización de los distintos no-
dos del cluster. Las aplicaciones distribuidas usan ZooKeeper para almacenar y mediar cambios 
importantes en la información de configuración. Proporciona una interfaz y servicios muy sim-
ples. Beneficios: 




Figura 75. Detalle del estado de un workflow Oozie 
 Rapidez. Es especialmente rápido con cargas en las que es más común leer que escribir 
datos. El ratio lectura/escritura ideal es 10:1. 
 Fiabilidad. ZooKeeper se replica a través de varios nodos y los distintos servidores se 
conocen entre sí. No hay ningún punto crítico de fallo, porque mientras haya un núme-
ro mínimo de servidores disponible, el servicio ZooKeeper también lo estará. 
 Simplicidad. Mantiene un espacio de nombres jerárquico estándar, similar a una estruc-
tura directorio – ficheros. 
 
2.2.3.2.11. Visualización de resultados 
La etapa de visualización de resultados se encargará de extraer los datos generados en Ha-
doop y generar con ellos gráficos que sean de interés para el usuario. Hadoop no proporciona 
herramientas integradas que implementen estas funcionalidades. Parece que Apache Solr o 
Apache Zeppelin realizan algo parecido, pero no con el suficiente detalle de análisis que necesi-
tamos, por ello vamos a optar por usar la combinación ElasticSearch y Kibana. Entre otras mu-
chas alternativas hemos escogido esta por ser ambas herramientas gratuitas y de entre las más 
populares. Además, Kibana está orientado al análisis de registros temporales, una característi-
ca que cumplirán los datos resultado de nuestro análisis, para poder filtrar los resultados que 
se muestran en pantalla según cuando se produjeron. La estrategia va a consistir en extraer los 
datos de Hadoop y llevarlos, como paso intermedio, a ElasticSearch. Kibana nos permitirá ge-
nerar multitud de gráficos distintos con esos datos. 
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2.2.3.2.11.1. ElasticSearch  
ElasticSearch [188], [189] es una base de datos NoSQL orientada a documentos en formato 
JSON y basada en Apache Lucene. Es una herramienta ampliamente utilizada en motores de 
búsquedas de texto en documentos de datos, proporcionando funcionalidades con muy baja 
latencia, dado que los datos están indexados. ElasticSearch permite configurar un cluster con 
distintos nodos a través del cual se distribuirán los datos, para después realizar búsquedas 
sobre ellos. En principio, no nos centraremos mucho en este aspecto, porque no pretendemos 
montar un cluster ElasticSearch, ya que en tan solo un nodo almacenaremos todos los resulta-
dos obtenidos mediante Hadoop. En todo cluster debe haber un nodo de datos y un nodo 
maestro, que en nuestro caso será el mismo. El nodo de datos se encargará de almacenar los 
datos y ejecutar las consultas. El nodo maestro es el que se encarga de dirigir el cluster, orde-
nando la ejecución de consultas, recuperando índices corruptos, etc. 
Los datos se introducen en ElasticSearch en índices y las búsquedas se restringen a un único 
índice, es decir, no se pueden realizar búsquedas en las que queramos que los resultados pro-
vengan de dos índices distintos. Esto da muchas veces lugar a redundancia de datos ya que 
cada índice se genera exclusivamente a partir de un documento. Para evitarlo, se pueden defi-
nir alias, bajo los cuales se agrupan varios índices, de tal forma que realizando una búsqueda 
sobre un alias, se pueden realizar búsquedas sobre varios índices a la vez. 
El almacenamiento de los datos en los nodos es gestionado directamente por el cluster, por 
medio de dos parámetros configurables por el usuario. El primero se denomina Shard y hace 
referencia al número de partes en que se dividirá un conjunto de datos para repartirlo por los 
nodos de datos del cluster. El segundo parámetro se denomina Factor de Replicación, con el 
que se especifica cuantas réplicas en otros nodos se hará de cada uno de los shard’s, para no 
perder datos en caso de fallo en alguno de los nodos de datos. Por ejemplo, en la Figura 76 se 
muestra el esquema de un cluster ElasticSearch con tres nodos de datos a través de los cuales 
se almacena un índice, el cual se ha dividido en 3 shards. Cada uno de estos shards se ha dis-
tribuido por los tres nodos, y, a mayores, por cada shard principal se ha generado una réplica. 
Las réplicas de estos shards también se han distribuido, pero por nodos distintos al nodo con el 
shard principal. 
 
Figura 76. Almacenamiento de datos en shards y réplicas en ElasticSearch. Fuente:  [190] 
ElasticSearch se gestiona mediante una API REST, así que todas las peticiones se realizarán 
por medio de métodos HTTP. Estas peticiones tendrán por objetivo añadir índices, añadir datos 
a un índice, borrar un índice (nunca elementos individuales de un índice), consultar datos de 
un índice, etc. Además, los índices almacenados se podrán consultar por medio de un navega-
dor web accediendo al servidor ElasticSearch y navegando por la jerarquía de índices. A mayo-
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res, ElasticSearch tiene la posibilidad de añadir plugins que proporcionan una interfaz gráfica 
web con la que realizar las peticiones sobre ElasticSearch, navegar sobre los índices añadidos o 
consultar cada una de las entradas de los índices, por ejemplo, usaremos Plugin Head, una 
interfaz muy simple que nos permite consultar el estado del cluster, los índices creados, los 
datos insertados en cada índice o realizar peticiones. Por ejemplo, en la Figura 77 podemos ver 
la página principal de este plugin. En ella aparece una entrada por cada nodo que compone el 
cluster ElasticSearch. En la primera entrada, cada columna representa un índice cargado en 
ElasticSearch. En cada uno de los cruces nodo – índice se indica que shard de ese índice se 
almacenan en ese nodo. 
 
Figura 77. Ejemplo de página principal de Plugin Head. Fuente:  [191] 
En nuestro caso, solo necesitaremos añadir información a ElasticSearch ya que toda la parte 
de búsquedas la realizará directamente Kibana tras una simple configuración. Pero la adicción 
de información a ElasticSearch tampoco la vamos a llevar a cabo de forma manual por medio 
de la API REST o la interfaz Plugin Head. Existen una serie de conectores que permiten cargar 
datos en ElasticSearch desde otras herramientas. Por ejemplo, en nuestro caso usaremos un 
conector Hadoop que permite integrar Hive y ElasticSearch [192] (Figura 78) para introducir 
datos en los índices de ElasticSearch mediante sentencias Hive y cualquier editor de consultas, 
como los que nos proporcionan Apache Ambari o Hue, lo cual, entre otros, nos evita tener que 
generar documentos JSON con los datos correspondientes. La única operación que deberemos 
realizar directamente sobre ElasticSearch es la creación del índice. 
 
Figura 78. Integrar Hadoop y ElasticSearch. Fuente:  [192] 
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2.2.3.2.11.2. Kibana  
Kibana [193] es una herramienta de análisis de datos exclusivamente integrada con Elas-
ticSearch, es decir, solo permite analizar datos almacenados en ElasticSearch, centrada en 
analizar ficheros de registros temporales. 
Kibana se puede usar para buscar, ver e interactuar con los datos almacenados en los índi-
ces ElasticSearch, de tal forma que se puede realizar fácilmente análisis avanzados de datos y 
visualizar estos datos en gran variedad de gráficos, tablas y mapas, todo ello por medio de una 
interfaz web, como la mostrada en la Figura 79. 
 
Figura 79. Ejemplo de uso de Kibana. Fuente:  [194] 
 
2.3. Conclusiones 
Una vez finalizado todo el estudio planteado a lo largo de este capítulo debemos responder 
a la pregunta: ¿y por qué BigData para realizar algo que ya se hace mediante otras técnicas, en 
concreto la Minería de Datos?. La respuesta se puede dar por dos caminos. 
En primer lugar, si se revisan detalladamente los estudios analizados en el Apartado 2.1.2, 
así como en otros tanto no incluidos en esta revisión, los trabajos realizados han considerado 
conjuntos de estudiantes pequeños en tamaño (con cerca de 1000 estudiantes en el caso más 
numeroso y entre 10 y 20 cursos como máximo). Incluso se han encontrado estudios que en el 
propio artículo incluían los datos utilizados, no llegando a más de 50 registros. Es decir, se han 
probado algoritmos con cantidades de datos muy pequeñas. En un caso real, tendríamos can-
tidades enormes de datos. En nuestro caso, la Universidad de Valladolid tiene cerca de 25000 
estudiantes y otros miles de profesores, lo que dará lugar a cientos de miles de datos a anali-
zar. Por ejemplo, solo el rastreo de la actividad en un curso de la ETSIT ha dado lugar a cerca 
de 36000 registros de actividad, a los que habría que sumar toda esa información administrati-
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va a mayores. Esto implica, que en la realidad tendremos que hacer frente a cantidades enor-
mes de datos, podría considerarse normal alcanzar hasta el millón de registros. La Minería de 
Datos tiene mecanismos y algoritmos probados, pero no se sabe hasta qué punto el tratar con 
cantidades enormes de datos puede ser exitoso. Por ello, podría ser conveniente utilizar una 
infraestructura BigData para garantizar la obtención de un resultado, independientemente del 
tiempo necesario para ello. 
En segundo lugar, aunque la Minería de Datos fuera capaz de resultar exitosa en cualquier 
análisis, si necesitamos hacer frente a un trabajo de Minería de Datos de enormes dimensio-
nes, necesitaremos tras ello una infraestructura hardware potente, lo cual se traduce en un 
coste considerable. Una infraestructura BigData será mucho más económica, al no requerir 
una infraestructura hardware demasiado estricta, por lo general los únicos requerimientos son 
la memoria RAM y el almacenamiento. El almacenamiento en disco es hoy, relativamente, 
barato. La memoria RAM es más cara, pero tampoco se requieren grandes cantidades, por 
ejemplo, en nuestro caso implementaremos una infraestructura BigData compuesta por una 














Análisis del problema 
 
En este capítulo se analizará cuál es el problema que se pretende resolver en la realización 
de este trabajo, en esencia, resumir brevemente la información del Capítulo 2 para centrar los 
objetivos. En capítulos anteriores se indicó que este trabajo pretendía aplicar conceptos de 
BigData para analizar la actividad que alumnos y profesores desencadenan sobre la plataforma 
educativa Moodle. Pero, ¿qué se pretende realizar en concreto? Moodle ya proporciona una 
funcionalidad de cálculo de estadísticas, por lo que no tendría sentido dedicar BigData solo al 
cálculo de estadísticas. Así, se necesita algún objetivo más.  
En el apartado 2.1.2 se ha presentado un extenso análisis de otros estudios con objetivos 
similares, utilizando técnicas de Data Mining. Al finalizar el capítulo anterior ya se comentó el 
dudoso éxito de la Minería de Datos cuando tiene que enfrentarse a grandes cantidades de 
datos, como las que pretendemos hacer frente en este trabajo. Por ello, parece interesante 
aplicar técnicas de BigData para conseguir objetivos similares. 
A la vista de todos los ejemplos enumerados en el apartado 2.1.2, se ha comprobado cuáles 
son los algoritmos más utilizados: 
 Reglas de asociación: Apriori. 
 Clasificación: Árbol de decisión C4.5. 
 Clustering: K – Means. 
Pero a la hora de tratar de replicar algunos de estos estudios en BigData deberemos tener 
en cuenta las posibilidades que tenemos. Nuestra infraestructura BigData ofrecerá dos libre-
rías de algoritmos de Machine Learning: Apache Mahout y MLlib de Apache Spark. Discutire-
mos qué algoritmos necesitamos implementar y qué alternativas a los aquí citados tenemos. 
También hemos podido comprobar cuáles son los algoritmos que se suelen emplear según 
la finalidad concreta: 
 Las reglas de asociación se suelen utilizar para implementar sistemas de recomenda-
ción. 
 Los sistemas de predicción se implementan con algoritmos de clasificación, principal-
mente árboles de decisión, pero nunca con algoritmos de clustering. 
Una parte importante es el pre – procesado previo de los datos antes de ser analizados, ya 
que nos permitirá mejorar los resultados. En este sentido: 
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 Normalmente los valores numéricos se suelen discretizar. Esta es una etapa con mu-
chos problemas de interpretación ya los datos extremos de cada categoría de discreti-
zación son más distintos que los datos que están cerca del umbral que separa dos cate-
gorías. Por ejemplo, si dividimos las notas en cuatro grupos (FAIL (nota < 5), PASS (5 < 
nota < 7), GOOD (7 < nota < 9) y EXCELLENT (nota > 9)), un alumno con nota 6.9 caerá 
en la misma categoría que un alumno con nota 5.1, aun siendo la nota muy distinta. El 
problema crece si lo comparamos con el alumno que tiene una nota 7.1, ya que las no-
tas apenas se diferencian en el rango continuo, pero en el discreto quedan separadas. 
 Dependiendo del resultado del estudio, se pueden eliminar los outliers de los datos, o 
mantenerlos para centrarse en su análisis. 
 En ocasiones también puede ser interesante eliminar del análisis aquellos atributos de 
los datos que menos relevancia tienen. 
En base a todo el estudio realizado en este apartado, son varias las ideas que surgen sobre 
qué cosas interesantes se podrían hacer: 
 Análisis estadístico de los datos de los logs de Moodle: 
o Número de visitas a recursos. 
o Número de visitas a la página principal de curso. 
o Número de sesiones. 
o Acceso desde fuera/dentro de la universidad. 
o Cuándo se accede a Moodle. 
o Cuándo acceden los estudiantes a los recursos desde que se publican. 
o Tiempo medio que dedican los estudiantes a una actividad. 
o Relación tiempo/rendimiento al realizar una actividad. 
o Uso de los foros. 
o Fechas de subida de entregas. 
 Agrupar estudiantes con características similares de aprendizaje con los que podamos: 
o Diferenciar los alumnos que llevan bien el curso y los que van peor. 
o Diferenciar alumnos que llevan el curso al día con los que aparentemente han 
abandonado la asignatura. 
o Diferenciar alumnos motivados con la asignatura y los más dejados. 
o Diferenciar alumnos en base a las actividades que han realizado en Moodle y la 
nota final que han conseguido. 
o Diferenciar alumnos en función del tiempo que tardan en realizar actividades y 
el rendimiento/resultado de estas. 
 Implementar mecanismos de predicción: 
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o Predecir la nota final que tendrá un estudiante mediante mecanismos de clasi-
ficación en base a múltiples métricas, como actividad en Moodle, recursos visi-
tados, acceso a los recursos adicionales, visita a los foros. 
o Analizar el número de visitas por día a cualquier punto de la página de curso y 
predecir si una posible bajada puede ser debida a abandono de estudiantes pa-
ra identificar qué actividades o en qué punto se encontraba la asignatura para 
que los estudiantes no se vieran capaces de seguir. 
 Detección de anomalías: 
o Detectar alumnos que destacan sobre los demás o aquellos que parecen tener 
problemas de aprendizaje para darles el apoyo que corresponda en cada caso. 
 Generar reglas de asociación con las que podamos: 
o Buscar relaciones (acceso a determinados recursos, realización de ciertas acti-
vidades, nota obtenida en actividades o exámenes parciales) entre pasos segui-
dos por un alumno y resultados finales, como nota. 
o Buscar relaciones entre distintos apartados de las actividades. Por ejemplo, si 
alguna actividad consiste en resolver preguntas, en principio independientes, 
buscar relaciones del tipo: si no se contesta adecuadamente esta pregunta, 
tampoco está otra. 
 Sistemas de recomendación: 
o Indicar a un alumno qué otras tareas puede hacer (actividades extras, leer re-
cursos adicionales, leer un mensaje del foro) para mejorar su rendimiento en 
base a que otros alumnos lo han hecho y les ha servido. 
o Recomendar a un alumno en qué debe matricularse el año siguiente en base a 
experiencia con otros alumnos en su misma situación en años anteriores (en 
base a la nota que sacaron cuando sí se matricularon). 
 Clasificar los cursos en función de: 
o La actividad que hay en ellos. 
o La relación entre recursos de apuntes/recursos extras. 
o Del porcentaje de alumnos aprobados. 
o El porcentaje de alumnos que parecen haber dejado la asignatura por no acce-
der al curso. 
 Clasificación de las actividades en Moodle: 
o En función de cómo han contribuido a la nota final de los estudiantes. 
o En función de sus visitas. 
 Diferencias en el uso de Moodle por parte de estudiantes que completaron el curso 
(tanto si aprobaron como si suspendieron pero se presentaron) y aquellos que abando-
naron la asignatura. 




o Sobre secuencias típicas que siguen los alumnos a lo largo de las sesiones. 
o Patrones sobre cuando cada estudiante suele acceder a Moodle (durante las 
horas de clase, al mediodía, por la noche, a cualquier hora). Podría ponerse en 
el apartado de clasificar los estudiantes en función de su hora de acceso a 
Moodle. 
No solamente deberemos tener en cuenta qué nos permite hacer nuestra infraestructura 
BigData, sino también con qué datos contamos para hacer el análisis, ya que puede ocurrir 
bien no podamos extraer campos necesarios para realizar estos análisis o bien no tengamos 
datos suficientes. En este segundo caso nos podemos plantear el generar datos ficticios que 
contengan toda la información que necesitamos para que el algoritmo trabaje, y ya más ade-
lante se podría valorar el sentido de estos resultados. Obviamente, si generamos manualmen-
te datos, los resultados serán, con mucha probabilidad, incoherentes. La coherencia de los 
resultados debería evaluarse con datos reales. Además, se ha comprobado que los estudios no 
se centran solo en analizar los registros de actividad de usuarios de Moodle, si no que requie-
ren de información adicional, lo que en muchos casos se ha denominado información adminis-
trativa o académica. Esto implica que deberemos ampliar nuestro estudio para obtener tam-
bién estos datos y poder realizar un trabajo más completo. 
Con el objetivo de ofrecer un primer acercamiento al uso de BigData y así poder encontrar 
sus puntos fuertes y débiles en la práctica, de entre los estudios analizados en el apartado 
2.1.2 nos vamos a centrar en dos: 
 “Mining Moodle to understand Student Behaviour” de Casey, Gibson y Paris [10]. 
 “Data Mining in course Management Systems: Moodle case study an tutorial” de 
Romero, Ventura y García [15] 
Los requisitos principales de este trabajo serán replicar los estudios aquí citados adaptán-
dolos a nuestras herramientas BigData.  
El primer estudio nos llevará a buscar influencias entre parejas de parámetros, es decir, cal-
cular la influencia que cierto comportamiento en Moodle, por ejemplo, el número de veces 
que un usuario accede al contenido de Moodle, tiene sobre la nota que ha obtenido el alumno.  
Siguiendo el segundo estudio, aplicaremos técnicas de Machine Learning a través de BigDa-
ta (Apache Mahout), en concreto: 
 Un mecanismo de Clustering para el agrupamiento de usuarios en tres categorías. Pre-
ferentemente mediante el algoritmo de K – Means. 
 Un algoritmo de Reglas de Asociación para buscar patrones de comportamiento. Sería 
preferible mediante el algoritmo Apriori, por ser el más extendido y utilizado en este 
estudio, pero BigData no nos proporciona este algoritmo, por lo que tendremos que 
optar por otras alternativas. 
 Un mecanismo de Clasificación de alumnos mediante árbol de decisión para poder pre-
decir la nota que obtendrán. 
En cualquiera de los dos estudios, se adaptarán las métricas utilizadas para conseguir los 
objetivos en función de los datos que tengamos disponibles o podamos obtener de Moodle. 
Por ejemplo, [15] utiliza métricas relacionadas con mensajes directos entre usuarios de Mood-
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le. Dada nuestra experiencia como alumnos y profesores de la UVa, estas herramientas no se 
usan demasiado, por lo que serán sustituidas por otras referidas a elementos de Moodle que 
más se usen el campus de la UVa. Por otro lado, existen métricas que se podrían calcular, co-
mo el tiempo dedicado en la realización de cuestionarios (quiz), pero en la práctica se ha visto 
que estos valores pueden no ser muy reales (se han visto ejemplos de tiempos de realización 
de quiz mayores de un año), lo que implica que el modo de conteo de tiempo de esa herra-
mienta puede dar lugar a problemas si no se utiliza correctamente, por lo que se ha preferido 
no incluirla en la aplicación de los algoritmos. 
En cuanto a la adaptación de [10], los resultados aquí obtenidos van a servir de base para 
realizar un cálculo estadístico previo de la actividad en Moodle así como para añadir más mé-
tricas de influencia que podemos obtener dadas las posibilidades que nos da la información 
que se guarda de Moodle. 
El desarrollo de la adaptación de estos dos artículos, se detalla en los siguientes capítulos. 
El resto de requisitos del trabajo surgen a medida que avanza su desarrollo y en función de la 











Diseño e implementación 
de la solución 
 
En este capítulo se desarrolla la solución planteada para abordar el problema indicado en el 
Capítulo 3. En la Figura 80 se muestra el esquema con el procedimiento que se va a seguir en el 
diseño de la solución. En primer lugar, se extraerán los registros de acceso a Moodle de la co-
rrespondiente base de datos y se transferirán, mediante Sqoop a nuestra infraestructura Big-
Data Hadoop. En ella se realizará el procesamiento correspondiente para conseguir unos resul-
tados que se almacenarán en una base de datos externa, implementada con ElasticSearch, 
haciendo uso del conector Hadoop – ElasticSearch. Kibana se encargará de leer los datos de 
ElasticSearch para generar con ellos gráficos que puedan servir para extraer conclusiones de 
los análisis realizados. 
 
Figura 80. Esquema del diseño de la solución 
Este capítulo se organiza de la siguiente forma. El apartado 4.1 detalla cómo preparar el en-
torno de trabajo Hadoop que proporciona Hortonworks para comenzar a trabajar, así como la 
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base de datos ElasticSearch para implementar la parte de presentación. En el apartado 4.2 se 
describe cómo se puede utilizar la herramienta Sqoop para transferir datos hacia/desde Ha-
doop. A continuación, en el apartado 4.3 se realiza un breve repaso al uso de Hive y su lengua-
je asociado HiveQL, centrado principalmente en el uso que se va a hacer de él. 
Antes de comenzar a detallar el trabajo realizado, en el apartado 4.4 se presenta la estruc-
turación del código fuente que se proporciona junto con este documento, para que sirva a 
modo de glosario de la nomenclatura usada para describir el trabajo. 
Para seguir con el esquema de la Figura 80, en primer lugar se describe qué información te-
nemos en el origen de datos, la base de datos de Moodle, qué necesitamos de ella y cómo la 
vamos a transferir, todo ello en el apartado 4.5. En segundo lugar, sobre la información obte-
nida, se realiza el análisis BigData, desarrollado en el apartado 4.6. Los resultados de este aná-
lisis se transfieren a ElasticSearch, para generar unos resultados gráficos como los que se 
enumerarán en el apartado 4.7. Toda esta ejecución se automatizará por medio de Oozie, tal y 
como se ilustrará en el apartado 4.8. 
 
4.1. Preparación del entorno de trabajo 
4.1.1. Instalación de la sandbox de Hortonworks 
El primer paso es la instalación de la sandbox de Hortonworks, para ello seguimos los pasos 
indicados en la guía de instalación, accesible en: http://hortonworks.com/hdp/downloads/ de 
donde también se pueden descargar las imágenes con las máquinas virtuales. En el momento 
de realización de este trabajo la versión más reciente era HDP 2.3.0. De ese enlace descarga-
mos el servicio virtualizado correspondiente en función de qué plataforma de virtualización 
queremos usar (VirtualBox o VMWare), esta decisión es indiferente para el resto del trabajo. 
En nuestro caso, hemos optado por VirtualBox ya que es gratuito en su totalidad y nos ofrece 
mayores funcionalidades para gestionar nuestras máquinas virtuales (ya que tendremos más 
de una). Antes de seguir se debe comprobar que nuestro ordenador anfitrión cumple los si-
guientes requisitos: 
 Sistema operativo de 64 bits. 
 Al menos 8 GB de RAM disponibles para ser asignados a la máquina virtual. 
 Virtualización habilitada en la BIOS.  
Una vez en VirtualBox exportamos el servicio virtualizado descargado de la página de Hor-
tonworks y configuramos la máquina virtual. En este punto lo más importante está en la me-
moria RAM asignada, se recomienda un mínimo de 8 GB de RAM asignados a la máquina vir-
tual para poder ejecutar correctamente todos los servicios. Tras unos minutos de exportación, 
y antes de lanzar la máquina, debemos configurar el modo de red de la MV, seleccionado Mo-
do Puente (bridge) para que esta MV quede conectada a la red en la que se encuentra la má-
quina real. Podría ser conveniente reinicializar la dirección MAC de la MV para que se le asigne 
otra distinta a la que configuró Hortonworks y evitar problemas de duplicados de IPs. Tras ello, 
lanzamos la instancia tras lo cual podremos ver una pantalla, como la mostrada en la Figura 81, 
donde se indica la dirección IP que se ha asignado a la sandbox instalada. De igual forma, nos 
indica que para acceder a la consola de la MV usaremos el usuario root con clave hadoop. 




Figura 81. Página de bienvenida de la consola de la sandbox 
 
4.1.2. Cuestiones generales 
Tras haber instalado la sandbox, convendría realizar una serie de pasos antes de comenzar 
a trabajar con ella. Por ejemplo, en primer lugar, convendría actualizar el repositorio del gestor 
de paquetes. Como la sandbox está basada en una distribución CentOS, el gestor de paquetes 
es YUM, por lo que podemos actualizar su repositorio con la siguiente sentencia: 
yum –y update 
 
Sería conveniente configurar el idioma del teclado, para un eficiente uso de la consola, para 
ello, se debe modificar el fichero (por ejemplo mediante el editor nano, que debería ser insta-
lado mediante yum install nano) /etc/sysconfig/keyboard y sustituir el idioma en 




Después, configuraremos fecha y hora de la máquina al huso horario de Madrid. Para ello: 
 Instalamos el servidor de actualización de fecha por internet NTP (Network Time Proto-
col) a través de los paquetes ntpdate y ntp. 
yum install ntpdate ntp 
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 Ejecutar el servicio NTPD. 
service ntpd start 
 
 Establecemos el huso horario de Madrid como característico de la máquina. 
ln –sf /usr/share/zoneinfo/Europe/Madrid /etc/localtime 
 
 Si vemos que la hora de la máquina está desincronizada podemos usar cualquiera de los 
dos siguientes comandos, para actualizarla: 
service ntpdate restart 
ntpdate –u ntp.ubuntu.com 
 
Es importante tener en cuenta la actualización de la hora de la máquina, más si cabe si te-
nemos un cluster con varias máquinas, ya que Hadoop no funcionará correctamente si todas 
las máquinas no estás sincronizadas a la misma hora. 
Otra fecha a cambiar es la hora de Hue, ya que será necesario para poder configurar correc-
tamente la planificación horaria de los trabajos. Para ello, accedemos al fichero de configura-
ción de Hue, hue.ini ubicado en /etc/hue/conf.empty para fijar: 
time_zone=Europe/Madrid 
 
En este fichero también es importante configurar la información del JobTracker (o Resour-
ceManager) para que al lanzar trabajos se encuentre al gestor de YARN. Para ello, debemos 






En caso de que se necesite instalar otra versión de Hue, se pueden seguir los pasos enume-
rados en [195]. 
La configuración de servicios se realiza desde el panel de mandos de Ambari, seleccionando 
el servicio correspondiente y después la pestaña de Configs. De entre todas las configuraciones 
que aquí se pueden hacer, en la realización de este trabajo han sido de utilidad, por servicio, 
las que se enumeran a continuación. Los ficheros de configuración utilizados se proporcionan 
junto con el código fuente del trabajo. 
 MapReduce (ficheros mapred-site.xml y mapred-env.sh): 
o Tamaño del container para la parte Map de una operación MapReduce: Map 
Memory (mapreduce.map.memory.mb) a 1024 MB. 
o Tamaño del container para la parte Reduce de una operación MapReduce: Re-
duce Memory (mapreduce.reduce.memory.mb) a 1024 MB. 
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o Tamaño del container del ApplicationMaster de una operación MapReduce: 
AppMaster Memory (yarn.app.mapreduce.am.resource.mb) a 1024 MB. 
o Cambios asociados en (con Ambari, se indican automáticamente): 
 mapreduce.task.io.sort.mb. 
 MR Map Java Heap Size (mapreduce.map.java.opts). 
 MR Reduce Java Heap Size (mapreduce.reduce.java.opts). 
 YARN (ficheros yarn-site.xml, yarn-env.sh y capacity-scheduler.xml): 
o Memoria total dedicada a YARN: Memory allocated for all YARN containers on a 
node (yarn.nodemanager.resource.memory-mb). 
o Tamaño mínimo de container: Minimum Container Size (Memory) 
(yarn.scheduler.minimum-allocation-mb). 
o Tamaño máximo de container: Maximum Container Size (Memory) 
(yarn.scheduler.maximum-allocation-mb). 
o Número de núcleos virtuales asignados a YARN: Number of virtual cores 
(yarn.nodemanager.resource.cpu-vcores). 
o Número mínimo de núcleos virtuales asignados a un container: Minimum Con-
tainer Size (VCores) (yarn.scheduler.minimum-allocation-vcores). 
o Número máximo de núcleos virtuales asignados a un container: Maximum Con-
tainer Size (VCores) (yarn.scheduler.maximum-allocation-vcores) 
o Pila de recursos para el ResourceManager: ResourceManager Java heap size 
(resourcemanager_heapspace). Se dice que con 1024 MB es suficiente para 
la mayoría de trabajos BigData que se pueden definir 
o Definición de las colas de ejecución (apartado 4.8.2): Capacity Scheduler (ca-
pacity-scheduler). Por ejemplo, el contenido del fichero, definición-
colas.txt. 
 Hive (ficheros hive-site.xml y hive-env.sh): 
o Tamaño del container para la ejecución de trabajos Tez: Tez container size (hi-
ve.tez.container.size). 
o hive.tez.java.opts con un tamaño máximo (-Xmx) al 80 % del container 
Tez. 
o hive.txn.manager = org.apache.hadoop.hive.ql.lockmgr. 
DbTxnManager para activar la funcionalidad de transacciones que permite 
realizar operaciones DELETE y UPDATE. 
o hive.enforce.bucketing = true para poder realizar bucket (apartado 
4.3.6) de tablas. 
o hive.exec.dynamic.partition = true y hi-
ve.exec.dynamic.partition.mode = nonstrict para fijar un modo de 
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partición dinámico no estricto (apartado 4.3.6). El número máximo de particio-
nes se define en las propiedades hive.exec.max.dynamic.partitions y 
hive.exec.max.dynamic.partitions.pernode 
o Más información para una configuración Hive eficiente en términos de ejecu-
ción se puede encontrar en [196]. 
 En Oozie existe un parámetro con el que se indica el tamaño máximo que puede tener 
una salida resultado de un trabajo Oozie. Puede ocurrir que al lanzar algún trabajo, re-
sulte un error relacionado con este criterio. Se puede aumentar este valor en Oozie => 
Configs => Cuestom oozie-site y añadir una nueva propiedad de nombre 
oozie.action.max.output.data y el valor del tamaño máximo expresado en by-
tes. Por defecto tiene un valor de 2048 bytes = 2 KB. 
 
4.1.3. URLs de interés 
En la Tabla 11 se indican todas las URLs de interés para el acceso a los distintos servicios, así 
como la clave de acceso, en caso de que sea necesaria.  
URL Descripción Usuario Contraseña 
http://sandbox:8888 
Página de bienvenida a 
la sandbox que nos 
proporciona acceso 




Página de acceso al 








Cliente web SSH que se 
conecta a la sandbox 
para lanzar una conso-





Información sobre el 




Acceso al sistema de 
ficheros HDFS para 
poder navegar por él y 




Acceso a la consola de 
Oozie para monitorizar 




zación de trabajos 
MapReduce lanzados 
  
http://sandbox:8088/cluster Página principal del   







Historial de trabajos 
Spark 
  
Tabla 11. URLs de interés en Hadoop 
 
4.1.4. Configuración del cluster 
Una vez configurados los aspectos básicos de la sandbox, podemos configurar un cluster. 
Aunque no va a ser la infraestructura utilizada en este trabajo, se presenta aquí la forma de 
realizarlo.  
Los nodos esclavos a añadir a la infraestructura deben ser configurados, antes de ser agre-
gados al cluster, como nodos Hadoop. En concreto, se debe instalar un SO y dar ciertas confi-
guraciones básicas. Una buena estrategia podría ser, crear un nodo “base” con toda la configu-
ración necesaria y después clonar esa máquina para implementar los nodos esclavos, para que 
fácilmente se pueda en un futuro añadir nuevos nodos al cluster sin mayor complicación. 
El nodo esclavo debe tener instalado un SO CentOS, por ejemplo, CentOS 6.7. Se puede des-
cargar la imagen del SO de cualquiera de los mirrors indicados en 
http://isoredirect.centos.org/centos/6/isos/x86_64/. Durante la instalación de la imagen co-
rrespondiente, sería conveniente: 
 Escoger un usuario root con contraseña hadoop para guardar similitud con la sandbox 
y no tener muchas correspondencias usuario – contraseña diferentes en cada MV. 
 Crear un usuario denominado hadoop con contraseña hadoop para poder acceder a la 
interfaz gráfica de usuario. 
 A la hora de decidir el tipo de máquina a instalar, escoger Máquina para el desarrollo de 
software (Software Development Workstation) para que se instalen los paquetes que 
un desarrollador de software necesitaría para desempeñar su trabajo, según el criterio 
del desarrollador de la imagen. 
 Dar un nombre genérico a la máquina, ya que luego se cambiaría para cada nodo, por 
ejemplo, nodobase.hortonworks.com. 
Una vez completada la instalación se configura el modo de red de la MV en puente y se-
guimos los siguientes pasos para dejar plenamente operativa la MV para poder formar parte 
del cluster Hadoop (todo desde el usuario root). 
 Activar la interfaz de red donde se ha configurado el modo puente, para que se inicie 
con el arranque de la máquina y se le proporcione una dirección IP. Para ello, modifi-
camos el fichero /etc/sysconfig/network-script/ifcfg-ethX, donde X es el 




Capítulo 4. Diseño e implementación de la solución Universidad de Valladolid 
110 
 




Y ejecutando los comandos 
sysctl –w net.ipv6.conf.all.disable_ipv6=1 
sysctl –w net.ipv6.conf.default.disable_ipv6=1 
 
 Deshabilitar cortafuegos, deteniendo los servicios e impidiendo que se inicien con el 
arranque del sistema: 
service iptables save 
service iptables stop 
chkconfig iptables off 
service ip6tables save 
service ip6tables stop 
chkconfig ip6tables off 
service libvirtd stop 
chkconfig libvirtd off 
 
 Deshabilitar THP ejecutando los siguientes comandos: 
echo never > /sys/kernel/mm/redhat_transparent_hugepage/enabled 
echo never > /sys/kernel/mm/redhat_transparent_hugepage/defrag 
 
y modificando el fichero /etc/rc.local añadiendo las siguientes líneas: 
if test -f /sys/kernel/mm/redhat_transparent_hugepage/enabled; then 
echo never > /sys/kernel/mm/redhat_transparent_hugepage/enabled 
fi 
 
if test -f /sys/kernel/mm/redhat_transparent_hugepage/defrag; then 
echo never > /sys/kernel/mm/redhat_transparent_hugepage/defrag 
fi 
 
 Habilitar NTPD para actualizar automáticamente por red la fecha y hora de la máquina: 
service ntpd start 
chkconfig ntpd on 
 
Tras esta configuración, el siguiente paso es generar un par de claves SSH, necesarias para 
el registro de los nodos en la sandbox. Para generar las claves se ejecuta el comando: 
ssh-keygen 
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Con ello se generan un par de claves en el directorio /root/.ssh/, una clave pública 
id_rsa.pub y otra privada id_rsa. El contenido de la clave pública se debe copiar al fichero 
authorized_keys del mismo directorio, por ejemplo, ejecutando el comando: 
cat /root/.ssh/id_rsa.pub > /root/.ssh/authorized_keys 
 
La clave privada deberá ser trasladada a la sandbox. Si generamos este nodo base y lo clo-
namos para generar el resto de nodos esclavos, todos tendrán las mismas claves priva-
da/pública, lo cual facilitará la configuración del cluster Hadoop. 
Tras estos pasos podemos clonar la máquina base para generar los nodos esclavos. Sobre 
ellos se deberá hacer unos mínimos cambios: 
 Antes de iniciar las máquinas, reinicializar su dirección MAC (si no se tuvo opción de ha-
cerlo al clonar la máquina original) para evitar que tengan la misma MAC que la máqui-
na original y por lo tanto la misma IP. 
 Cambiar el nombre (hostname) del nodo modificando el fichero 
/etc/sysconfig/network y el apartado HOSTNAME para que los nodos tengan 
nombres del tipo nodoXX.hortonworks.com. 
 Registrar todas las direcciones IP del cluster Hadoop en el fichero /etc/hosts. Es de-
cir, se deberá registrar la dirección IP de la sandbox y de todos y cada uno de los nodos 
esclavos del cluster, por ejemplo, si tenemos un cluster con tres nodos, deberá ser de la 
forma: 
ip_sandbox  sandbox.hortonworks.com 
ip_nodo01  nodo01.hortonworks.com 
ip_nodo02  nodo02.hortonworks.com 
 
Este registro también debe hacerse en la sandbox. 
Con todos estos pasos ya se han configurado los nodos esclavos. El siguiente paso es aña-
dirlos al cluster Hadoop. Para ello, desde la sandbox, accedemos a la interfaz de Ambari, me-
diante la URL http://sandbox:8080 y en ella al apartado de Host. En él aparece una lista con los 
host instalados en el cluster, inicialmente solo está la sandbox. Mediante la opción Actions => 
Add New Hosts accedemos a un asistente de instalación de nuevos hosts en el cluster. En la 
primera página del asistente (Figura 82), debemos seleccionar los nodos que queremos añadir 
mediante su nombre de host (hostname). Este nombre debe ser resoluble a una dirección IP 
por medio del fichero /etc/hosts, como se indicó anteriormente. En esta misma página de-
bemos especificar la clave privada SSH que generamos previamente. En caso de que cada má-
quina tuviera una clave distinta, deberíamos realizar cada proceso por separado, porque el 
asistente no permite añadir simultáneamente nodos con distinta clave SSH. Podemos escribir 
la clave en el formulario correspondiente o indicar el fichero en que se guarda. Es preferible 
esta segunda opción ya que al escribir o copiar/pegar puede haber inconsistencias con los fina-
les de línea que provoquen que la clave no sea correcta. Una alternativa por la que optar es 
transferir la clave privada desde cualquiera de los nodos esclavos a la máquina anfitriona por 
medio de SFTP, así no estamos manipulando el contenido de la clave y esta seguirá siendo 
válida. Después, desde el asistente, se añade la clave. Se debe tener en cuenta que todos los 
asistentes de subida de ficheros desde las interfaces web se lanzan sobre el sistema operativo 
anfitrión, por lo que el fichero que queramos subir deberá estar en el SO anfitrión y no en la 
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máquina virtual. Del resto de páginas del asistente, nos interesa detenernos en la página As-
sign Slaves and Clients dónde seleccionaremos que características queremos instalar en cada 
nodo. Como puede verse en la Figura 83, para cada uno de los nodos a instalar, podremos 
seleccionar qué servicios queremos instalar en él. En un caso genérico, se seleccionará Data-
Node (para que este nodo forme parte de HDFS y en él se almacenen datos), NodeManager 
(para que pueda usarse como nodo esclavo en YARN) y Client (para que se instalen los clientes 
de todos los servicios). El resto de posibilidades no se usarán en este trabajo y por ello no se 
añadirán. En caso de necesitarse en un futuro, se pueden agregar estando ya el nodo funcio-
nando en el cluster, por lo que no hay ningún problema. En el resto de páginas se seleccionan 
los valores por defecto y se lanza la instalación. Tras ello, ya tendremos disponibles nuestros 
nuevos nodos en el cluster. 
 
Figura 82. Asistente de adición de un nuevo host al cluster I 
En este punto, se debe tener en cuenta una serie de cuestiones para que todo funcione co-
rrectamente. 
 Tras la instalación, los diferentes servicios y clientes se inician, pero si el nodo esclavo 
se apaga, al reiniciarse deberán encenderse manualmente los servicios desde la interfaz 
de Ambari (Hosts => nodoXX => Servicio => Start). 
 Tras reiniciar la sandbox se pierde todo contenido del fichero /etc/hosts por lo que 
las correspondencias nombre de host – IP de los nodos esclavos deberá ser otra vez 
configuradas. 
 




Figura 83. Asistente de adición de un nuevo host al cluster II 
 En caso de que la dirección IP de algunas de las máquinas cambie, tan solo hay que 
cambiar las correspondencias en el fichero /etc/hosts. 
 En caso de eliminar un host del cluster no se elimina de él la configuración Hadoop por 
lo que se puede volver a añadir aprovechando la instalación anterior. 
 Si se elimina un host del cluster puede haber pérdida de datos si este era un DataNode. 
Para la realización de este trabajo, no se ha configurado ningún cluster de nodos. Se ha uti-
lizado directamente la sandbox como único elemento maestro – esclavo. Esta máquina virtual 
se levanta sobre un SO Windows 10 con 500 GB de disco duro y 32 GB de memoria RAM. De 
los 500 GB de disco duro, 150 GB están destinados a sistema operativo y los restantes a im-
plementar un volumen de datos. Es en este segundo volumen donde se almacenarán las má-
quinas virtuales. La máquina virtual está configurada para tener un disco duro dinámico cuyo 
tamaño inicial (alrededor de 50 GB) se ha ampliado a un total de 300 GB, por medio de las 
herramientas de Virtual Box, y una memoria RAM asignada de 25 GB. 
 
4.1.5. Uso básico de los servicios 
Una vez configurado el cluster, ya podemos empezar a trabajar con él. En este apartado se 
va a presentar cómo deben configurarse los servicios para poder empezar a usarlos (configura-
ciones que se ha notado que faltan en la sandbox al ejecutar ejemplos básicos), así como algún 
comando básico para su uso. Recordar, que en la sección 2.2.3.2.9 se presentó un mini-tutorial 
sobre las opciones que nos proporcionan Ambari y Hue y que nos pueden ser de interés, como 
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aspectos y funcionalidades de los editores o navegación por HDFS. En este apartado, solo se 
indican ciertas configuraciones o pasos que hay que seguir para que todo funcione correcta-
mente y que se han aprendido a base de prueba y error; con la excepción de lo referente a 
Sqoop, Hive y Oozie, que se detalla en los apartados 4.2, 4.3 y 4.8, repectivamente. 
 
4.1.5.1. HDFS 
Como se comentó en el Capítulo 2, se puede gestionar el sistema de ficheros HDFS median-
te un navegador web y Ambari o Hue, o por medio de la consola. Esta última opción es la que 
se utiliza cuando necesitamos intercambiar datos entre HDFS y el sistema de ficheros de la MV. 
En la Tabla 12 se resumen los comandos más útiles para gestionar HDFS desde línea de co-
mandos. 
Comando Significado 
hadoop fs –put path_local path_hdfs 
hadoop fs –copyFromLocal path_local / 
path_hdfs 
Copia el contenido en el sistema de 
ficheros ubicado en path_local en 
la ruta ubicada en path_hdfs en 
HDFS 
hadoop fs –get path_hdfs path_local 
hadoop fs –copyToLocal path_hdfs / path_local 
Obtiene el contenido de path_hdfs 
en HDFS y lo copia en la ruta 
path_local del sistema de ficheros 
local de la máquina 
hadoop fs –mkdir path_hdfs/Carpeta 
Crea el directorio Carpeta en la ruta 
path_hdfs en HDFS 
hadoop fs –chown user:user path_hdfs 
Cambia el dueño a user y el grupo a 
user del fichero o directorio ubicado 
en la ruta path_hdfs en HDFS. Si es 
un directorio se puede añadir la op-
ción –R para hacerlo recursivo 
hadoop fs –chmod [modo] path_hdfs 
Cambia los permisos del fichero o 
directorio ubicado en path_hdfs 
aplicando el nuevo conjunto de per-
misos modo. Si es un directorio se 
puede añadir la opción –R para hacer-
lo recursivo 
hadoop fs –mv path_hdfs_origen 
path_hdfs_destino 
Mueve el fichero ubicado el 
path_hdfs_origen a 
path_hdfs_destino. Se puede usar 
para renombrar ficheros 
hadoop fs –cp path_hdfs_origen 
path_hdfs_destino 
Copia el fichero ubicado el 
path_hdfs_origen en 
path_hdfs_destino, siendo tanto 
el origen como el destino rutas dentro 
de HDFS 
sudo –u user hadoop fs … 
Añadiendo delante del comando sudo 
–u user se lanza la orden como el 
usuario user 
* 
A las rutas se pueden añadir el como-
dín * para seleccionar más de un ele-
mento 
Tabla 12. Resumen de comandos básicos por terminal en HDFS 
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El acceso a HDFS mediante navegador web no tiene mayor complejidad y por ello no se de-
tallará en este documento. 
 
4.1.5.2. Pig 
Para editar scripts Pig podemos usar Ambari o cualquier versión de Hue. Como ya se co-
mentó en el Capítulo 2, la versión 3.8 de Hue no presenta la opción de incluir parámetros a la 
ejecución (o al menos no ha sido encontrada) por lo que esto puede restringir el uso de Pig, es 
por ello, que quizá sea mucho más adecuado usar Ambari o Hue 2.6. En cualquiera de los dos 
casos se ofrece al usuario unas plantillas con sentencias básicas a rellenar con los datos con-
cretos del script. Hay que tener cuidado porque se ha advertido que hay errores en algunas de 
ellas, por ejemplo, para cargar datos usando HCatalog se genera una sentencia que contiene 
una llamada a una función org.apache.hcatalog.pig.HCatLoader() pero realmente 
debería ser org.apache.hive.hcatalog.pig.HCatLoader(); o de forma análoga para 




En cuanto a Spark estamos en la misma situación que con Sqoop, es preferible manejarlo 
mediante línea de comandos. Ni Ambari, ni Hue 2.6 tienen interfaz web para Spark, aunque sí 
las nuevas versiones de Hue. Esta última interfaz permite ejecutar sentencias Hive, Pig, Scala o 
Python sobre Spark. 
Si manejamos Spark mediante línea de comandos, tenemos como primera opción utilizar 
spark-shell, una consola que permite escribir sentencias Scala. También tenemos la opción de 
escribir programas con trabajos Spark en Scala, Java o Python, generar con ellos un ejecutable 
y lanzar este último. Si queremos generar trabajos con Spark que luego se puedan automati-
zar, esta última es la única alternativa, ya que tanto spark-shell como la interfaz nueva de Hue 
solo permiten escribir trabajos y ejecutarlos, pero manualmente. 
El proceso típico de generación de un trabajo Spark comenzaría escribiendo un programa, 
por ejemplo en Java, usando funciones de Spark. A continuación se generaría un ejecutable 
JAR con este programa y se mandaría ejecutar mediante una línea de la forma: 
spark-submit –class “clase main” –master tipoMaster path/a/ejecutable.jar 
 
Donde deberemos especificar la clase principal (main) del ejecutable, el tipo de Master y 
modo, en caso de ser necesario (local, local [k], local [*], yarn-client, 
yarn-cluster, ver sección 2.2.3.2.4) y la ruta donde se encuentra, en el sistema de ficheros 
de la MV, el ejecutable con el programa Java. Si nuestro ejecutable está en HDFS y no en el 
sistema de ficheros de la MV, se deberá especificar de la forma: 
“hdfs://sandbox:8020/ruta/a/ejecutable.jar” 
 
Pero, solo se pueden utilizar ficheros almacenados en HDFS si se selecciona modo yarn-
cluster. En caso de ser necesarios argumentos de entrada, estos se pondrán a continuación de 
la ruta, separados por espacios. 
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Por otro lado, si queremos usar la interfaz Spark de Hue 3.8 para lanzar sentencias, necesi-
tamos tener instalado un servidor Livy Spark. 
 
4.1.5.4. Otros 
En cualquier momento, si queremos ver la lista de aplicaciones lanzadas sobre YARN, bien 
podemos acceder a la dirección http://sandbox:8088/cluster o ejecutar el comando: 
yarn application –list 
 
Mediante el acceso a la dirección previamente citada se obtiene mayor información así co-
mo acceso a los logs. Para acceder al log de una aplicación, deberemos conocer su identifica-
dor y usar el siguiente comando: 
yarn logs -applicationId id_aplicación 
 
Si queremos detener una aplicación: 
yarn application –kill id_aplicación 
 
 
4.1.6. Instalación de ElasticSearch y Kibana 
La última etapa de nuestro análisis será la presentación de los resultados obtenidos con 
Hadoop. Previamente se ha comentado que se ha optado por extraer los datos de Hadoop a 
una base de datos externa, implementada con ElasticSearch y después representar esos datos 
con Kibana. En este apartado se explica cómo instalar ElasticSearch y Kibana. 
En este trabajo se ha optado por implementar estas dos funcionalidades en una máquina 
distinta a cualquiera de las empleadas en la infraestructura BigData Hadoop. Principalmente 
para aislar ambos módulos y evitar que los problemas de uno afecten al otro. Además, se ha 
apreciado que en Hadoop hay instalada una versión de ElasticSearch antigua y que afectaría a 
lo que queremos configurar en este apartado, ya que no se ha encontrado forma de desinsta-
lar y además no sabemos si puede afectar a otros componentes. De esta forma, la infraestruc-
tura de nuestro trabajo será como se muestra en la Figura 84, dentro de un entorno real Win-
dows 10 tendremos dos máquinas virtuales con CentOS, una de ellas forma la infraestructura 
Hadoop (sandbox) y la segunda implementa la capa de presentación con ElasticSearch y Kiba-
na. 
Tanto ElasticSearch como Kibana son proporcionados por el mismo fabricante y podemos 
encontrar sus instaladores en la página de elastic [197]. 
 




Figura 84. Esquema de infraestructura implementada con capa de presentación 
Si empezamos instalando ElasticSearch, podemos escoger una forma de instalación me-
diante fichero comprimido TAR-GZ o en formato RMP para instalarlo con el gestor de paque-
tes. En nuestro caso hemos escogido la primera opción, ya que en caso que necesitemos des-
instalar el software por algún problema de instalación o funcionamiento, no hay más que bo-
rrar un directorio. Descargamos la última versión de ElasticSearch de la página de elastic, por 





Y descomprimimos el fichero resultante: 
tar –xvf  elasticsearch-2.0.0.tar.gz 
 
Si se opta por la instalación mediante el gestor de paquetes y el fichero RPM, una vez des-
cargado este: 






Se instalaría de la forma 
rpm –ivh  elasticsearch-2.0.0.rpm 
 
En cualquiera de los dos casos, el servicio se configura en el fichero elasticsearch.yml, 
donde especificaremos: 
 El nombre del cluster ElasticSearch en cluster.name. En nuestro caso, eduvalab-
es. 
 Nombre de este nodo en el cluster en node.name. En nuestro caso, nodo-es. 
 Si este nodo es maestro o esclavo. En nuestro caso será ambas cosas ya que nuestro 
cluster ElasticSearch estará compuesto por un único nodo. De esta forma, deberemos 
indicar: node.master:true y node.data:true. 
 Puerto de escucha en http.port:9200, y el puerto de operación trans-
port.tcp.port:9300. 
 Las propiedades index.number_of_shard y index.number_of_replicas, nos 
permiten fijar el número de shards y el factor de replicación, respectivamente. En nues-
tro caso, este último parámetro no tienen ningún sentido, ya que no tenemos otros no-
dos por donde distribuir las réplicas, pero para que la configuración sea correcta debe-
remos darle un valor de 0, ya que no puede generar réplicas al no tener por donde re-
partirlas. 
En caso de querer implementar un cluster ElasticSearch, toda esta instalación debe hacerse 
en cada uno de los nodos. La única parte diferente sería la definición de si el nodo es maestro 
o de datos, o ninguno de los dos (balanceador). En el código fuente del trabajo se proporciona 
el fichero de configuración utilizado, por si puede servir de ejemplo. 
Una vez configurado, lanzaremos ElasticSearch accediendo al directorio bin dentro del di-




Si instalamos el servicio por medio del gestor de paquetes, lo gestionaremos por medio del 
comando service: 
service elasticsearch start 
 
Tras ello, podremos acceder a nuestra nueva base de datos mediante un navegador web y 
la dirección http://ip-nodo-es:9200. De entre las distintas alternativas de interfaz para usar 
ElasticSearch hemos optado por usar Plugin Head, el cual se puede instalar con el siguiente 
comando: 
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…/bin/plugin –install mobz/elasticsearch-head 
 
Con esta interfaz podremos lanzar consultas sobre ElasticSearch por medio de su API REST, 
consultar el contenido de cada índice, ver cómo están repartidos los índices por los distintos 
nodos, qué nodo están activos, etc. 




http://ip-nodo-es:9200/_plugin/head Página de inicio de Plugin Head 
http://ip-nodo-es:9200/_cat/indices Información de los índices que contiene 
Tabla 13. Dirección de interés en ElasticSearch 
En nuestro caso, la información la vamos a añadir a partir de Hive con sentencias HiveQL, 
para ello el procedimiento es cómo sigue. 
En primer lugar, deberemos crear un índice definiendo la estructura de su contenido, como 
si estuviéramos indicando los atributos de las columnas de una tabla en una base de datos 
SQL. Como ElasticSearch se maneja por medio de una API REST podremos usar el comando 
CURL para enviar consultas. La creación del índice se realiza con una operación PUT. Por ejem-
plo: 
curl -v -XPUT http://ip-nodo-es:9200/idx_foo 
curl -v -XPUT ‘http://ip-nodo-
es:9200/idx_foo/_mapping/analysis?ignore_conflicts=true’ -d ‘{ 
  "analysis" : { 
    "properties" : { 
      "analyserVersion" : { 
        "type" : "string", 
        "store" : "true", 
        "index" : "not_analyzed" 
      }, 
      "analysisTime" : { 
        "type" : "date", 
        "format" : "date_optional_time" 
      }, 
      "documentIdentifier" : { 
        "type" : "string", 
        "store" : true, 
        "index" : "not_analyzed" 
      }, 
      "topics" : { 
        "type" : "string" 
      } 
    } 
  } 
}’ 
 
 Con la primera sentencia curl, estamos añadiendo un índice denominado idx_foo. La 
segunda sentencia curl va a generar, para este índice, una estructura de documento que se 
ha denominado analysis y caracterizada por los siguientes atributos: 
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 analyserVersion de tipo string. 
 analysisTime de tipo date (date_optional_time especifica el formato concreto de fe-
cha). 
 documentIdentifier de tipo string. 
 topics de tipo string. 
Algunos de estos parámetros llevan asociada una propiedad “index”:“not analyzed”. 
Con ella se está especificando que, en caso de que el string contenga más de una palabra, no 
las analice por separado, si no que considere el total de palabras como una única. Por ejemplo, 
podemos querer contar el número de veces que aparece cada campo analyserVersion, 
para ver cuantos documentos son de cada versión. Si el campo de versión se guarda de la for-
ma “Versión X” donde X es el número de versión, sin especificar el parámetro anterior, se ana-
lizarían por separado el número de veces que aparece la palabra “Versión” y el número de 
veces que aparece cada valor que pueda tener X. Si indicamos este parámetro, se analizará el 
número de veces que aparece cada conjunto “Versión X” para los distintos valores de X. 
En caso de necesitar añadir información a los índices por medio de la API REST, se realizaría 
por medio de una operación POST indicando el índice y el tipo de documento a añadir en él, 
por ejemplo, de la forma: 
curl -v -XPOST http://ip-nodo-es:9200/_bulk -d ‘ 
{ "create": { "_index": "idx_foo", "_type": "analysis" } } 
{ "analyserVersion": "0.0.1", "analysisTime": "2015-03-07T16:12:00Z", "docu-
mentIdentifier": "doc1", "topics": "business" }’ 
 
En nuestro caso, trataremos de hacer toda la carga de datos por medio de Hive. En primer 
lugar tendremos que crear una tabla que esté relacionada con el contenido de un índice Elas-
ticSearch. Para ello, tendremos que descargar el conector Hadoop – ElasticSearch de la página 
de elastic. Este es una librería JAR que debe copiarse en la librería de Hive 
/usr/hdp/{versión}/hive/lib. Tras esto, la tabla asociada se crea con una sentencia del 
tipo: 
CREATE EXTERNAL TABLE nombre_tabla ( 
  analyser_version STRING, 
  analysis_time TIMESTAMP, 
  doc_id STRING, 
  topics STRING 
) 
STORED BY ‘org.elasticsearch.hadoop.hive.EsStorageHandler’ 
TBLPROPERTIES(‘es.nodes’=‘ip-nodo-es:9200’,’es.resource’ = ‘idx-
foo/analysis’,’es.mapping.names’ = ‘doc_id:documentIdentifier, analy-
sis_time:analysisTime, analyser_version:analyserVersion’); 
 
 En las propiedades de tabla: 
 es.nodes nos permite indicar el nodo ElasticSearch. 
 es.resource apunta al nombre del índice y el tipo de documento. La estructura de 
este tipo de documento deberá coincidir con la que se defina para la tabla. 
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 es.mapping.names nos permite “transformar” los nombres de los atributos del índi-
ce en otros que nos puedan ser más útiles o fáciles de manejar en Hive. En caso de no 
especificar esta propiedad, el nombre del atributo en la tabla Hive deberá ser el mismo 
que se haya dado al crear el tipo de documento en ElasticSearch. El orden de definición 
de la tabla y el índice no tiene por qué ser el mismo, ya que busca atributos con el mis-
mo nombre, o su correspondencia por medio de esta propiedad. 
Tras ejecutar estas sentencias, si el índice ElasticSearch cargado tiene algún dato, lo po-
dremos visualizar lanzando una consulta SELECT a la nueva tabla. Por ejemplo: 
SELECT * FROM nombre_tabla 
  
Para añadir información al índice ElasticSearch se puede utilizar una sentencia INSERT, pe-
ro previamente se debe indicar a Hive que use una serie de conectores necesarios: 
ADD jar /usr/hdp/{versión}/hive/lib/elasticsearch-hadoop-2.1.1.jar; 
ADD jar /usr/hdp/{version}/hive/lib/commons-httpclient-3.0.1.jar; 
INSERT INTO nombre_tabla VALUES (‘0.0.1’,’2015-03-07 16:12:06’, 
‘doc12’,’target’); 
 
El problema que se ha advertido en la práctica es que los editores Hive de Apache Ambari o 
Hue no entienden las sentencias ADD JAR y dan error. Si se lanza desde el editor por línea de 
comandos funcionan correctamente. También funcionan correctamente si se lanza, mediante 
Oozie un script HiveQL. De esta forma, cuando estemos probando la infraestructura o tenga-
mos que generar manualmente los índices, lo tendremos que hacer con el editor Hive por línea 
de comandos. El hecho de que funcione correctamente cuando se lanza mediante Oozie nos 
sigue permitiendo automatizar la ejecución de los trabajos. 
Más rápida y sencilla es la instalación de Kibana. En este caso descargaremos el software 
para la versión Linux 64 Bits como un fichero TAR GZ: 
wget https://download.elastic.co/kibana/kibana/kibana-4.1.2-linux-x64.tar.gz 
 
Y descomprimiremos el fichero resultante: 
tar –xvf kibana-4.2.0-linux-x64.tar.gz 
 
Solo tendremos que configurar el fichero kibana.yml, ubicado en el directorio config, 
para  comprobar la existencia de la línea: 
elasticsearch.url: “http://ip-nodo-es:9200” 
 
Donde indicamos cual es la dirección de acceso al cluster ElasticSearch. En el código fuente 
del trabajo puede consultarse el fichero de configuración Kibana utilizado. 
Para lanzar este servicio, simplemente accedemos al directorio bin y lanzamos el ejecuta-
ble kibana: 





El acceso a Kibana es por medio de una navegador web y la dirección http://ip-nodo-
es:5601. Usamos ip-nodo-es como dirección IP de nodo, ya que instalaremos ElasticSearch y 
Kibana en la misma máquina. Si estuvieran en diferentes nodos deberíamos indicar la IP del 
nodo donde hemos instalado y ejecutado Kibana. Al entrar por primera vez, nos pide que con-
figuremos el/los índice/s sobre el que vamos a basar nuestras búsquedas. 
En este trabajo se han utilizado las versiones ElasticSearch 1.7.3 y Kibana 4.1.2 ya que estas 
fueron las versiones utilizadas durante la etapa de pruebas de software. Antes de comenzar a 
trabajar con estos módulos aparecieron nuevas versiones, pero optamos por seguir con las 
anteriores ya que los ficheros de configuración eran más completos y simplemente teníamos 
que seleccionar las opciones que nos hicieran falta. En las nuevas versiones, la configuración 
inicial es mínima y se requiere conocer la sintaxis concreta de las opciones y añadirlas ma-
nualmente. 
 
4.2. Transferencia de datos mediante Sqoop 
Sqoop se maneja únicamente mediante línea de comandos, no existe interfaz web para 
manejarlo. Las versiones nuevas de Hue (no presentes en la sandbox de Hortonworks) propor-
cionan una interfaz para acceder a Sqoop, pero hay que tener cuidado porque no se refiere al 
Sqoop instalado en Hortonworks. En nuestra sandbox tenemos instalado el cliente Sqoop1, 
mientras que esa interfaz hace uso del servidor Sqoop2 no presente en Hortonworks y por 
tanto no nos es de utilidad. Aunque se maneje por línea de comandos, la complejidad no va a 
ser grande. De entre todas las utilidades que proporciona analizaremos tres: la importación 
“normal” de datos, importación incremental y, aunque en nuestro trabajo no la utilizaremos, la 
exportación. La información que aquí se presenta está orientada al uso que vamos a hacer de 
Sqoop, existen otras muchas más herramientas Sqoop pero en nuestro trabajo no han sido 
necesarias, se pueden consultar en [175]. El funcionamiento interno de estas herramientas ya 
fue presentado en el apartado 2.2.3.2.7. 
 
4.2.1. Importación simple 
La importación que en este apartado se trata se ha denominado “normal” en el sentido de 
que no impone ninguna condición, en contra de lo que hace la importación incremental. Den-
tro de esta categoría, podemos distinguir dos tipos de importación: individual y de todas las 
tablas. En nuestro caso, nos interesa la importación desde un origen externo a Hive, por lo que 
nos centramos en las opciones posibles para manejar este caso. 
Si empezamos por la importación individual, esta se refiere a la transferencia de una única 
tabla. Se realiza por medio del comando import genérico de Sqoop el cual se convierte en una 
carga sobre Hive si le añadimos la opción --hive-import. La sentencia utilizada para la im-
portación podría ser de la forma: 
sqoop import --connect jdbc:{tipoBD}://{ip_BD}:{port_BD}/{BD}  --table 
{nombre_tabla} --username {usuario} --password {constraseña} --hive-import  
--hive-table {name} --hive-overwrite 




Donde, las opciones indicadas son las que de mayor utilidad pueden servir para este traba-
jo: 
 Opciones genérica de sqoop import: 
o En {tipoDB} deberemos indicar el tipo de nuestra base de datos externa, co-
mo postgresql, mysql, etc. 
o En {ip_DB} deberemos indicar la IP de la máquina que aloja nuestra base de 
datos externa. 
o {port_DB} es el puerto de acceso en esa máquina a la base de datos. 
o {BD} es el nombre de la base de datos donde se encuentra la tabla a importar, 
en la máquina externa. 
o En {nombre_tabla} indicaremos el nombre de la tabla que queremos impor-
tar. 
o Con la pareja usuario – contraseña indicamos un usuario que pueda acce-
der a esa base de datos, por lo menos con privilegios de lectura. 
 Opciones propias de la importación a Hive: 
o --hive-import indica a la herramienta que debe importar los datos a una 
tabla Hive cuyo nombre viene dado en --hive-table. Este último parámetro 
es opcional, si no se indica, se coge el nombre de la tabla importada. 
o Si especificamos --create-hive-table le indicamos que debe crear la tabla, 
por lo que si esta existe, dé el trabajo como fallido. 
o La opción --hive-overwrite nos permite sobrescribir el contenido de la ta-
bla, es decir, borrar sus datos y modificarlos por los nuevos, pero solo en el ca-
so en que estos tengan la misma estructura, ya que la tabla sigue siendo la 
misma. Si no se especifica, se añaden los nuevos datos a los anteriores. 
o Se pueden consultar más opciones en el manual de Sqoop [175] 
La otra opción es importar todas las tablas presentes en una base de datos, para lo cual se 
requiere que todas ellas tengan un campo de clave única. En este caso, la sentencia sería simi-
lar a la anterior, sustituyendo import por import-all-tables y eliminado la opción --
table ya que en este caso no debemos seleccionar una tabla de origen. 
 
4.2.2. Importación incremental 
La importación incremental nos permitirá importar solo cierta información de las tablas ex-
ternas, principalmente para transferir solo los nuevos registros de las tablas en función de los 
que ya hemos importado previamente. Se pueden distinguir dos tipos de importación incre-
mental: 
 De adición (append): se utiliza cuando en la tabla externa tenemos garantizada la exis-
tencia de una columna cuyo valor no se repite entre registros. Cada vez que se añade 
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un nuevo registro, se incrementa este campo, por lo que se basa en traer a Hadoop 
aquellos registros cuyo valor para esta columna es mayor al último transferido, indica-
do en el comando. Para que la importación sea incremental en modo APPEND a cual-
quiera de las sentencias de importación anteriores habría que añadirles: 
o --incremental append: escoger tipo de importación incremental. 
o --check-column {columna}: escoger la columna con el campo incremen-
tado. 
o --last-value {valor}: último valor transferido para ese campo. 
 En función de última fecha de modificación (lastmodified): se utiliza cuando la tabla ex-
terna puede tener registros que se actualicen, ya que la importación condicionada al 
valor de un campo puede perderse estos cambios. En este caso, se necesita, que cada 
vez que se realice un cambio, se registre la fecha de modificación en algún otro campo. 
Traeremos aquellos registros cuya marca temporal sea mayor a un valor dado, por 
ejemplo, la marca temporal del último registro importado. Para que la importación sea 
incremental en modo LASTMODIFIED a cualquiera de las sentencias de importación an-
terior habría que añadirles: 
o --incremental last_modified: escoger tipo de importación incremental. 
o --check-column {columna}: escoger la columna con la marca temporal. 
o --last-value {valor}: último valor transferido para ese campo. 
 
4.2.3. Exportación 
Aunque en este trabajo no va a ser necesario, también existe un comando de exportación, 
similar al anterior de importación: 
sqoop export --connect jdbc:{tipoBD}://{ip_BD}:{port_BD}/{BD} --table 
{nombre_tabla} --username {usuario} --password {contraseña} --export-dir 
{path} --input-fields-terminated-by {patrón1} --lines-terminated-by {patrón2} 
 
Para que este comando funcione, previamente se debe haber creado una tabla, en la base 
de datos externa, con nombre nombre_tabla y cuyos campos concuerden con los datos que 
queremos exportar. El conjunto de datos a exportar se especifica en --export-dir indican-
do la ruta en HDFS donde se encuentran los datos, por ejemplo, si es una tabla en Hive, indi-
cando la ruta hacia su almacenamiento en HDFS: 
/apps/hive/warehouse/nombre_tabla_hive. Con las opciones --input-fields-
terminated-by y --lines-terminated-by se indica cómo están delimitados los datos en 
el fichero de texto que se está exportando para que al ser almacenados en la base de datos 
externa, se sepa cuándo termina un campo y comienza el siguiente. 
Un error típico es que los datos que queramos exportar no estén delimitados, porque no 
hayamos definidos delimitadores cuando estuvimos manejando las tablas. Una forma de solu-
cionarlo, sin tener que borrar todas las tablas y volver a comenzar es realizar pasos interme-
dios entre la tabla con los resultados y la exportación, en concreto, crear una tabla idéntica a la 
de los resultados, pero delimitada, por ejemplo de la forma: 
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CREATE TABLE nombre_aux(columnas…) ROW FORMAT DELIMITED FIELDS TERMINATED BY 
‘,’ 
 
Así le estamos indicando que cada campo de una fila se separa con comas (,) y ya podemos 
expresar en el comando de exportación en la opción --input-fields-terminated ‘,’. 
Típicamente las líneas terminan con retorno de línea \n, a menos que se especifique lo contra-
rio. 
4.2.4. Drivers de conexión 
Para que todo funcione correctamente necesitamos el driver de la base de datos externa 
que estemos utilizando, por ejemplo, si nuestra base de datos externa es MySQL necesitamos 
darle a Sqoop el driver MySQL. En concreto deberemos situarlo en el directorio, del sistema de 
ficheros de la máquina virtual, /usr/hdp/{versión}/sqoop/lib. 
 
4.3. Hive y Lenguaje HiveQL 
En este apartado trataremos con Hive y su lenguaje de programación HiveQL. Esta va a ser 
la base de nuestro trabajo, ya que aproximadamente el 90% de él estará realizado sobre Hive. 
A la hora de realizar el análisis BigData teníamos dos opciones: utilizar Hive o Pig. No suelen 
ser herramientas excluyentes, sino complementarías, dependiendo de lo que queramos hacer 
o de nuestra pericia con sus correspondientes lenguajes utilizaremos la una o la otra. También, 
se suele considerar que Hive es adecuado cuando se trabaja con datos estructurados (como es 
nuestro caso) y Pig con datos no estructurados. En el caso de este trabajo, no solo por esto 
parece más adecuado Hive, sino también, porque HiveQL es bastante parecido a SQL con algu-
na diferencia, y por lo tanto el tiempo de aprendizaje del nuevo lenguaje, ha sido menor. 
Para completar este apartado, brevemente se comenta cómo se puede acceder a usar Hive 
y nociones generales sobre su uso mediante consultas en HiveQL. El resto del apartado se 
completa con resúmenes de la documentación de HiveQL relativos a las cuestiones más impor-
tantes a conocer y saber para poder realizar este trabajo. 
 
4.3.1. Nociones generales sobre Hive y HiveQL 
Para usar Hive tenemos la línea de comandos, Ambari o Hue. En cuanto al funcionamiento, 
recordar que cuando se crea una tabla en Hive, esta se almacena como un fichero en el direc-
torio /apps/hive/warehouse/nombre_BD/nombre_tabla. Si no se especifica nada, el 
fichero se guarda en formato texto plano, pero nosotros queremos formato ORC (ver sección 
2.2.3.2.2), por lo que al crear una tabla, deberemos indicar que use este formato: 
CREATE TABLE nombre (columnas…) STORED AS ORC 
 
En cuanto a los formatos de ficheros disponibles son varias las opciones. En principio, sobre 
Hortonworks, son posibles de usar el texto plano y ORC (sin tener que configurarlos), mientras 
que otras dos de las opciones más típicas, Avro y Parquet vienen instaladas en Cloudera. En la 
Figura 85 se puede ver una comparativa del tamaño que ocuparía la misma información, codi-
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ficada según varios estándares. De entre todos los comparados, ORC (recomendado para Hor-
tonworks) permite disminuir hasta en un 78% el tamaño de los datos, así como permitir que las 
sentencias Hive se puedan ejecutar más eficientemente. Esto último se ha comprobado en la 
práctica: las sentencias se ejecutan con más rapidez, los resultados se guardan con más rapi-
dez (ocupando menos espacio) y se generan menos situaciones de falta de memoria (heap 
space – out of memory). 
 
Figura 85. Comparativa entre distintos formato de ficheros en Hive 
Una vez creada la tabla, tenemos distintas formas de cargar los datos, bien manualmente 
mediante sentencias SQL del tipo: 
INSERT INTO nombre_tabla VALUES (lista1), (lista2)… 
 
O aprovechándonos que Hive maneja los datos como ficheros, por ejemplo, de texto. Para 
utilizar esta segunda opción debemos tener en cuenta cómo hemos configurado, durante la 
creación de la tabla, que se almacenarán los datos (texto, ORC, etc.). Si por ejemplo hemos 
seleccionado texto, lo único que tenemos que hacer es coger un fichero que contenga los da-
tos, delimitados según se definió en la creación de la tabla, y copiar este fichero al directorio 
que esta tabla tiene en el warehouse de Hive, y los datos ya estarán directamente cargados y 
se podrán consultar con el editor de consultas. 
Una última alternativa también usa un fichero donde se encuentran todos los datos, pero 
en este caso usa sentencias HiveQL para cargar los datos, con la única condición de que ese 
fichero se encuentre en HDFS y se índice la ruta en el campo path del siguiente comando: 
LOAD DATA INPATH path OVERWRITE INTO TABLE nombre_tabla 
 
 
4.3.2. Tipos de datos 
En Hive, se definen la mayor parte de los formatos de datos que se pueden usar en SQL. En 
la Tabla 14, se enumeran los tipos de datos definidos. 
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Tipos de fecha/tiempo 
TIMESTAMP DATE 








Tabla 14. Formato de datos aceptados en HiveQL 
Se puede encontrar información respecto a ellos en [198]. 
 
4.3.3. Funciones HiveQL utilizadas 
Son muchas las funciones que HiveQL proporciona para manejar los datos, algunas ya exis-
tentes en otros lenguajes SQL (aunque puede que con otro nombre). En la Tabla 15 se enume-
ran las utilizadas en este trabajo, junto con su descripción. Las funciones se dividen en tres 
categorías: 
 UDF (User Defined Functions): para cada columna de la tabla, reciben un solo registro, 
pero pueden recibir varias columnas de un mismo registro. Con estos realiza un proce-
samiento por el que se devuelve un único resultado. 
 UDAF (Built-in Aggregated Functions): para cada columna pueden recibir información 
de varios registros y devuelven un valor, por ejemplo, la función que calcula un máximo 
max() de entre un conjunto de valores, recibe una columna con todos los valores y de-
vuelve un único valor, el máximo encontrado. 
 UDTF (Built-in Table-Generating Functions): recibe una entrada simple y genera varias 
salidas, por ejemplo, la función explode(), dado un array, devuelve una columna 
compuesta por los elementos del array. 
Funciones HiveQL 
Función Tipo devuelto Descripción 
UDF 
Operadores relacionales 
A = B BOOLEAN 
Devuelve TRUE si A es igual a 
B, FALSE en cualquier otro 
caso 
A != B BOOLEAN 
Devuelve TRUE si A no es 
igual a B, FALSE en cualquier 




A < B BOOLEAN 
Devuelve TRUE si A es menor 
que B, FALSE en cualquier 
otro caso 
A <= B BOOLEAN 
Devuelve TRUE si A es menor  
o igual que B, FALSE en cual-
quier otro caso 
A > B BOOLEAN 
Devuelve TRUE si A es mayor 
que B, FALSE en cualquier 
otro caso 
A >= B BOOLEAN 
Devuelve TRUE si A es mayor 
o igual que B, FALSE en cual-
quier otro caso 
A [NOT] LIKE B BOOLEAN 
Devuelve TRUE si el string A 
[no] es parecido al string B, 
FALSE en caso contrario. La 
comparación se hace carácter 
a carácter. 
Operadores aritméticos 
A + B Numérico Suma de A y B 
A – B Numérico Resta de A y B 
A * B Numérico Multiplicación de A y B 
A / B Numérico División de A entre B 
Operadores lógicos 
A IN (val1, val2,…) BOOLEAN 
Devuelve TRUE si A es igual a 
cualquiera de los valores 
valN 
Conversión de tipos 
cast(expr as <type>) <type> 
Convierte el resultado de la 
expresión expr al formato 
<type>. Si la conversión no 
tiene éxito, devuelve null 
Funciones con fechas 
unix_timestamp() bigint 
Obtiene la marca de tiempo 
Unix actual, en segundos 
unix_timestamp(string date) bigint 
Convierte el string date, 
supuesto en formato YYYY-
MM-dd HH:mm:ss (represen-
tando una fecha), a su marca 




Convierte el string date, 
supuesto en formato especi-
ficado por pattern (repre-
sentando una fecha), a su 
marca de tiempo Unix, en 
segundos 
to_date(string timestamp) string 
Devuelve la parte de la marca 
de tiempo que representa el 
día, es decir, YYYY-MM-dd 
date_add(string startdate, string Suma el número de días 
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Resta el número de días days 




Asume que el timestamp 
indicado está según huso 
horario UTC (GMT) y lo con-
vierte a la zona horaria indi-




Convierte la fecha dada por 
date en formato YYYY-MM-
dd HH:mm:ss y supuesta en 
huso horario dado por time-
zone a su correspondiente 
timestamp en UTC 
Funciones condicionales 
coalesce(T v1, T v2,..) T 
Devuelve el primer valor v 
que no es nulo, o nulo si to-
dos los son. Es decir, si v1 no 
es nulo, devuelve v1. Si v1 es 
nulo y v2 no es nulo, devuel-
ve v2, y así sucesivamente 
CASE A WHEN B THEN C ELSE D 
END 
T 
Si A = B, devuelve C, en caso 
contrario, devuelve D 
CASE WHEN A THEN B ELSE C END T 
Si A = TRUE, devuelve B, en 
caso contrario, devuelve C 
Funciones con strings 
concat(string A, string B,…) string 
Devuelve un único string 
formado por la concatena-
ción de los string pasados 
como parámetros, en el or-




Conforma un string mediante 
la concatenación de los string 
que conforman un array, 
separados por SEP 
length(string A) int 
Devuelve el número de carac-
teres que forman el string, es 
decir su longitud 
parse_url(string urlString, 
string partToExtract [, 
string keyToExtract]) 
string 
Devuelve una parte específica 
de la URL especificada 
split(string A, string pat) array 
Divide el string A por el carác-
ter pat 
substr(string A, int start, 
int len) 
string 
Devuelve los caracteres del 
string A comprendidos desde 
la posición start y start 
+ len 
UDAF 
count(*) bigint Devuelve el número de en-
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tradas que devolvería la con-
sulta, incluso aquellas que 
contienen valores nulos 
count(expr) bigint 
Devuelve el número de en-
tradas para las cuales la ex-
presión no devuelve valor 
nulo 
sum(col) double 
Devuelve la suma de los ele-
mentos que forman el grupo 
col 
avg(col) double 
Devuelve el valor medio de 
los elementos que forman el 
grupo col 
min(col) double 
Devuelve el valor mínimo de 
los elementos que forman el 
grupo col 
max(col) double 
Devuelve el valor máximo de 
los elementos que forman el 
grupo col 
corr(col1, col2) double 
Calcula la correlación de 
Pearson del par de columnas 
col1 y col2 definidas para 
el grupo 
collect_list(col) array 
Convierte una columna en un 
array 
UDTF 
explode(array) N registros 
Devuelve un registro por cada 
uno de los elementos del 
array 
Tabla 15. Funciones de HiveQL 
Se puede encontrar más información en [199]. 
 
4.3.4. UDFs 
Otro punto importante dentro de Hive es el uso de funciones definidas por el usuario UDF. 
Para poder usarlas, deberemos pasar por tres etapas. En primer lugar crearemos la función 
UDF que necesitamos porque Hive no nos proporciona lo que requerimos. Lo más común es 
implementar nuestra UDF en Java, siendo esta la opción que vamos a utilizar en este trabajo. 
Así, deberemos crear una clase Java en la que se implemente nuestra función. Supongamos 
que nuestra función se llama MyFunction, para implementarla seguiremos los siguientes 
pasos: 
 Creamos una clase Java, denominada MyFunction, que extiende la clase UDF. 
 Seleccionamos para ella un paquete adecuado, por ejemplo, 
com.hortonworks.hive.udf. 
 Importamos las librerías necesarias para que sea reconocida como UDF. 
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 Dentro de ella creamos un método denominado evaluate(). Este método recibirá los 
parámetros de entrada correspondientes y devolverá el resultado que queremos obte-





public class MyFunction extends UDF { 
 
 public Tipo evaluate(Tipo1 variable1, Tipo2 variable2, …)  
       throws Exception { 
  … 




Una vez creada nuestra UDF la debemos registrar en Hadoop. Compilamos nuestra clase Ja-
va para obtener un ejecutable JAR. Si queremos que sea usada a través de un cluster de má-
quinas la opción ideal es alojarla en HDFS, ya que en caso de copiarla en el sistema de ficheros 
de la máquina, debería copiarse en todas las máquinas y exactamente en el mismo directorio. 
Para poder hacer uso de la nueva función, registramos el JAR en Hive: 
ADD JAR hdfs://sandbox.hortonworks.com:8020/ruta/hacia/jar 
 
Tras registrar el JAR creamos la función asociada (podemos crear un ejecutable con todas 
nuestras UDF). Podemos crearla definitivamente o de forma temporal. En nuestro caso usare-
mos funciones temporales, para que se borren cada vez que cerramos la sesión Hive y al iniciar 
de nuevo la sesión tengamos seguro cuál es la UDF que estamos utilizando (si se nos ha olvida-
do registrar nuestra función dará error, y así estamos seguros de que no estamos usando cual-
quier versión anterior de la misma función). 
CREATE TEMPORARY FUNCTION myfunction AS ‘com.hortonworks.hive.udf.MyFunction’ 
 
Tras esto, ya podemos usar nuestra UDF. Con respecto a estas sentencias, HiveServer2 no 
soporta el comando ADD JAR. Al usar HiveServer2, es decir, Hive a través de los editores de 
Apache Ambari o Hue, no podemos usar esta sentencia. La alternativa que presentan es un 
formulario donde añadir el ejecutable JAR y definir la función UDF. En la versión de HDP que 
estamos utilizando (2.3.0) esta funcionalidad no funciona. En las versiones sucesivas sí que 
funciona correctamente. Debido a que se notó el error cuando la infraestructura ya estaba 
montada junto con el hecho de que para automatizar las consultas se deben usar las senten-
cias anteriores, las cuales sí funcionan si se lanzan desde línea de comandos (necesario para 
automatizar), no hicimos mayor caso a este error y, simplemente, usamos Hive por editor de 
línea de comandos cuando necesitamos usar una de nuestra UDFs. 
Este es un tipo “simple” de funciones definidas por el usuario las cuales reciben un paráme-
tro (uno o varios campos de una tabla, pero para cada columna solo una entrada) y devuelven 
un único elemento. Pero existen otras como UDAF y UDTF. Cualquiera de estos dos tipos de 
funciones es bastante más complejo de generar. En caso de necesitarse recurrir a la documen-
tación correspondiente, ya que en este trabajo no se han utilizado, dada su complejidad. 
Para la realización de nuestro trabajo, se han definidos tres UDF: 
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 DateRange. A partir de dos fechas que representan un inicio y fin de rango temporal, 
devuelve un ArrayList que contiene todos los días comprendidos entre ellas, ambas in-
clusive. 
o Parámetros de entrada: 
 Inicio: fecha de inicio, en formato YYYY-MM-dd. 
 Fin: fecha de fin, en formato YYYY-MM-dd. 
o Parámetro de salida: ArrayList que contiene todos los días comprendidos entre 
inicio y fin. Si la fecha de fin es anterior a la fecha de inicio, se devuelve un 
ArrayList vacío. 
o Ejemplo. Si inicio = ‘2016-01-01’ y fin = ‘2016-01-03’, el ArrayList contendrá los 
valores {‘2016-01-01’ , ‘2016-01-02’, ‘2016-01-03’} 
 DayOfWeek. A partir de una fecha, devuelve a qué día de la semana se corresponde. 
o Parámetro de entrada: fecha en formato YYYY-MM-dd. 
o Parámetro de salida: String que indica el día de la semana que se corresponde a 
la fecha obtenida como parámetro de entrada. 
o Ejemplo. Si la fecha de entrada es ‘2016-02-26’ la salida será ‘VIERNES’ 
 ExtractCourseID. A partir de un identificador de curso META, según la estructura 
del Moodle de la UVa, obtiene su parte histórica, es decir, sin la referencia al año aca-
démico. 
o Parámetro de entrada: identificador META del curso 
o Parámetro de salida: identificador histórico del curso 
o Ejemplo. Dado curso1-2014//curso2-2014 como identificador de curso 
META, devolverá curso1//curso2. 
Esta última UDF se entenderá cuando se explique el manejo de identificadores de curso en 
el análisis BigData. Estas UDF están compiladas en el fichero HiveUDF.jar en el directorio lib 
del código fuente proporcionado junto con este documento. 
 
4.3.5. Estructuras para manipular datos 
HiveQL proporciona distintas estructuras para manipular los datos. Explicar todas en este 
texto podría ser extenso, por lo que vamos a explicar tres de ellas, que han resultado de vital 
importancia en el desarrollo del trabajo. Se van a explicar, en el contexto de cómo se han utili-
zado o cómo se ha interpretado que es su comportamiento para lograr nuestros objetivos. 
Por un lado, HiveQL proporciona distintas declaraciones para la unión (JOIN) de tablas. A es-
ta operación, en nuestro trabajo, la hemos referenciado continuamente con el nombre de 
“cruce de tablas” debido a que lo que realmente implementa es construir una tabla final a 
partir de columnas de dos o más tablas originales. La operación de unión de tablas en HiveQL, 
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que se denomina UNION, se encarga de juntar los registros de dos resultados o tablas que 
tengan exactamente la misma estructura, como si fuera añadir a uno los registros del otro. 
Si nos centramos en lo que hemos denominado “cruce de tablas” hemos utilizado dos sen-
tencias con dos objetivos distintos. Las dos se basan en lo mismo pero con una ligera diferen-
cia. Supongamos que tenemos dos tablas A y B con las estructuras dadas en la Tabla 16, es 
decir, una almacena información de los accesos totales por curso – usuario, y otra solo los ac-
cesos a módulos. 




Tabla 16. Estructuras de las tablas de ejemplo para explicar LEFT OUTER JOIN y CROSS JOIN 
Puede que necesitemos generar una única tabla en la que guardar la información de ambas 
tablas, es decir, una tabla, en la que para cada curso – usuario guardemos el número de acce-
sos totales y el número de accesos a módulos. Partiendo de A y B podemos hacerlo por medio 
de un cruce de tablas. En todo cruce de tablas el punto clave está en los campos que se usan 
para el cruce, los cuales indican qué criterios se van a usar para cruzar las tablas. Definamos los 
dos tipos de cruces que vamos a utilizar: 
 LEFT OUTER JOIN: esta sentencia toma como referencia una tabla o resultado, la 
parte izquierda (LEFT) de la consulta, y trata de añadir a su derecha columnas tomadas 
de otras tablas. De esta forma, los registros de la tabla de salida vienen marcados por 
los registros de la tabla izquierda. La recíproca se denomina RIGHT OUTER JOIN. 
 CROSS JOIN: es parecida a la anterior, pero con la diferencia en que no toma ninguna 
tabla como referencia, así, los registros de salida serán aquellos que están presentes en 
ambas tablas. 
Se entiende mejor con un ejemplo, supongamos que A presenta el contenido de la Tabla 17 
y B de la Tabla 18. 
curso usuario num_accesos_totales 
Curso1 Usuario1 2 
Curso1 Usuario2 4 
Curso2 Usuario1 80 
Curso2 Usuario2 3 
Curso3 Usuario1 0 
Tabla 17. Ejemplo de contenido para la Tabla A para la explicación de LEFT OUTER JOIN y CROSS JOIN 
curso usuario num_accesos_modulos 
Curso2 Usuario1 20 
Curso2 Usuario3 2 
Tabla 18. Ejemplo de contenido para la Tabla B para la explicación de LEFT OUTER JOIN y CROSS JOIN 
En este ejemplo, queremos resultados para cada clave curso – usuario, por lo que el 
cruce de tablas se realizará por medio de estos dos campos. Empecemos por un cruce por me-
dio de LEFT OUTER JOIN (representado en la Figura 86), mediante el siguiente código: 
 




    A.usuario, 
    A.num_accesos_totales, 
    B.num_accesos_modulos 
FROM ( 
    SELECT * 
    FROM tablaA 
    ) A 
LEFT OUTER JOIN ( 
    SELECT * 
    FROM tablaB 
    ) B ON (A.curso = B.curso) 
    AND (A.usuario = B.usuario) 
 
Dada la definición, la tabla que se está tomando como parte izquierda es la primera defini-
da, es decir, A. Esto implica, que todas las combinaciones curso – usuario que se tendrán 
en cuenta para conformar el resultado final serán las que aparezcan en A. A mayores de la 
columna que trae A, se trata de añadir la que trae B, pero si en B no se encuentran datos, se 
dejará vacío. Para evitarlo se puede usar la función COALESCE, de la forma COALES-
CE(B.num_accesos_modulos, 0) para que si no encuentra entrada para una combinación 
curso – usuario en B, la complete con 0. El resultado obtenido se muestra en la Tabla 19. 
Se puede apreciar como solo aparecen las combinaciones curso – usuario de A, ignorán-
dose todas aquellas de B que no están en A. 
 










Curso1 Usuario1 2  0 
Curso1 Usuario2 4  0 
Curso2 Usuario1 80 20 20 
Curso2 Usuario2 3  0 
Curso3 Usuario1 0  0 
Tabla 19. Resultado LEFT OUTER JOIN sobre ejemplo I 
Si usaramos B como parte izquierda de la consulta, obtendríamos el resultado de la Tabla 
20. 












Curso2 Usuario1 80 80 20 
Curso2 Usuario3  0 2 
Tabla 20. Resultado LEFT OUTER JOIN sobre ejemplo II 
Si para cruzar las tablas usaramos un CROSS JOIN (Figura 87): 
SELECT A.curso, 
    A.usuario, 
    A.num_accesos_totales, 
    B.num_accesos_modulos 
FROM ( 
    SELECT * 
    FROM tablaA 
    ) A 
CROSS JOIN ( 
    SELECT * 
    FROM tablaB 
    ) B ON (A.curso = B.curso) 
    AND (A.usuario = B.usuario) 
 
Figura 87. Representación gráfica del ejemplo para la explicación de CROSS JOIN I 
Obtendríamos como resultado solo las combinaciones curso – usuario que estuvieran 
en A y B, es decir, el resultado de la Tabla 21. En este caso, da igual el orden del cruce, el resul-
tado sería el mismo, ya que se queda solo con lo común. 
curso usuario num_accesos_totales num_accesos_modulos 
Curso2 Usuario1 80 20 
Tabla 21. Resultado CROSS JOIN sobre ejemplo I y II 
En este ejemplo, no haría falta, porque si hemos capturado la métrica para una combina-
ción curso – usuario, esta tendrá un valor, y no aparecerán valores vacíos, pero se puede 
usar la función COALESCE(), exactamente igual que en LEFT OUTER JOIN. 
El cruce de tablas también se puede realizar con tablas que tengan estructuras un poco más 
distintas, por ejemplo cruzar la tabla A anterior, con la tabla C que guarda para cada curso, el 
total de accesos de todos sus usuarios, como se muestra en la Tabla 22. 
 
 







Tabla 22. Ejemplo de contenido para la Tabla C para la explicación de LEFT OUTER JOIN y CROSS JOIN 
Puede que necesitemos cruzar ambos resultados para calcular, por ejemplo, el porcentaje 
de accesos que corresponde a cada usuario. Así a cada combinación curso – usuario le 
debemos añadir el total de accesos de todos los usuarios al curso. Podemos cruzar ambas ta-
blas por medio de un LEFT OUTER JOIN y tomando como clave, solo el campo curso, ya 
que es lo único que comparten (Figura 88): 
SELECT A.curso, 
    A.usuario, 
    A.num_accesos_totales, 
    COALESCE(C.num_accesos_todos_usuarios,0) 
FROM ( 
    SELECT * 
    FROM tablaA 
    ) A 
LEFT OUTER JOIN ( 
    SELECT * 
    FROM tablaC 
    ) C ON (A.curso = C.curso) 
 
Figura 88. Representación gráfica del ejemplo para la explicación de LEFT OUTER JOIN II 
Obteniendo el resultado de la Tabla 23. 




Curso1 Usuario1 2 10 0.2 
Curso1 Usuario2 4 10 0.4 
Curso2 Usuario1 80 100 0.8 
Curso2 Usuario2 3 100 0.03 
Curso3 Usuario1 0 0 0 
Tabla 23. Resultado LEFT OUTER JOIN sobre ejemplo III 
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Si los cruzáramos por medio de un CROSS JOIN (Figura 89), perderíamos el resultado so-
bre el Curso3, ya que no tenemos el número total de accesos de todos los usuarios en la Ta-
bla C (Tabla 24). 




Curso1 Usuario1 2 10 0.2 
Curso1 Usuario2 4 10 0.4 
Curso2 Usuario1 80 100 0.8 
Curso2 Usuario2 3 100 0.03 
Tabla 24. Resultado CROSS JOIN sobre ejemplo III 
 
Figura 89. Representación gráfica del ejemplo para la explicación de CROSS JOIN II 
Por otro lado, destacamos la sentencia LATERAL VIEW [200]. Esta se usa en conjunto con 
otras funciones UDTF, sobre todo con la función EXPLODE(), como va ser nuestro caso. Una 
función UDTF generará una o más filas para cada elemento de entrada. LATERAL VIEW pri-
mero se encargará de aplicar la UDTF correspondiente, en nuestro caso EXPLODE() y después 
se encargará de unir cada una de las filas resultantes con el valor original que le correspondía. 
Se entiende mejor con un ejemplo. Pongámonos bajo uno de los supuestos en que vamos a 
utilizar la función: dada una combinación curso – usuario, tenemos para ella dos fechas, 
una de inicio y otra fin (por ejemplo, como en la Tabla 25), y queremos generar todas las com-
binaciones día – curso – usuario para cada curso – usuario con todos los días 
comprendidos entre ambas fechas. Tenemos nuestra UDF DateRange que dadas dos fechas, 
nos devuelve un array con todas las fechas comprendidas entre ellas, ambas inclusive. 
curso usuario inicio fin 
Curso1 Usuario1 2016-01-01 2016-01-05 
Curso1 Usuario2 2016-01-03 2016-01-07 
Tabla 25. Tabla de ejemplo para la explicación de LATERAL VIEW 
Aplicando el siguiente código: 
SELECT dia, 
    A.curso, 
    A.usuario 
FROM tablaA A LATERAL VIEW explode(daterange(A.inicio, A.final))  
subview AS dia; 
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Obtendremos el resultado de la Tabla 26. 
dia curso usuario 
2016-01-01 Curso1 Usuario1 
2016-01-02 Curso1 Usuario1 
… 
2016-01-05 Curso1 Usuario1 
2016-01-03 Curso1 Usuario2 
2016-01-04 Curso1 Usuario2 
… 
2016-01-07 Curso1 Usuario2 
Tabla 26. Resultado LATERAL VIEW sobre ejemplo 
Es decir, para cada combinación curso – usuario, primero se aplica la función Date-
Range para sus valores de inicio y fin. Después, se pasa este resultado por la función EXPLO-
DE() la cual generará un columna con el array resultante de DateRange. Por último a cada 
una de las entradas de esta columna les añade las columnas curso y usuario, cuyo valor 
proviene de la combinación curso – usuario que le corresponde al origen de la columna. 
Se puede entender en el gráfico de la Figura 90. 
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4.3.6. Bucketing & Partitioning 
Para gestionar tablas, Hive proporciona muchas alternativas, pero en nuestro caso nos he-
mos centrado en dos, que son las más usuales: el bucketing y el particionado (partitioning) de 
tablas. 
El particionado o partitioning [201], [202] de tablas consiste en dividir las tablas en varias 
partes, en base al valor de una o varias columnas, para generar una estructura de almacena-
miento más jerárquica. Hive almacena los datos de las tablas en ficheros en HDFS. A cada tabla 
le corresponde un determinado directorio. El particionado va a generar una nueva estructura 
de directorios dentro del directorio de la tabla, de tal forma que, registros que tengan distinto 
valor para una (o más de una) determinada columna, se guarden por separado. Por ejemplo, 
supongamos que tenemos una tabla que almacena información de accesos por curso – usuario 
y particionamos la tabla por curso, esto implica, que la información de los usuarios de distintos 
cursos se guarda por separado (Figura 91), lo cual va a agilizar las búsquedas de información 
dentro de cada curso, ya que cuando queramos obtener información sobre un determinado 
curso, solo miraremos su directorio asociado, y no el de los demás. Sin particionar las tablas, se 
deberían mirar todos los ficheros para analizar un solo curso, ya que la información de los dis-
tintos cursos estaría mezclada entre los distintos ficheros (Figura 92). 
 
Figura 91. Ejemplo de estructuración de datos con particionado de tablas en Hive I 




Figura 92. Ejemplo de recorrido de directorios para la ejecución de sentencias Hive sobre una tabla particionada 
Las tablas se pueden particionar por múltiples campos, por ejemplo, el particionado se utili-
za sobre todo (aunque no va a ser nuestro caso) para guardar información referenciada por 
fecha de tal forma que se genere una estructura jerárquica con un primer nivel que identifica 
el año, dentro de cada año, un segundo nivel que identifica el mes, y dentro de cada mes, un 
tercer nivel que identifica el día, como se muestra en la Figura 93. Así cuando queramos revisar 
los datos de un día concreto, se recorrería el árbol de directorio hasta llegar al directorio que 
corresponde. 
Ventajas del particionado: 
 Permite distribuir la carga horizontalmente. 
 Permite optimizar las sentencias con cláusulas WHERE ya que ya no se obliga a recorrer 
todos los ficheros. 
Limitaciones del particionado: 
 Si una tabla genera muchas particiones, esto creará gran cantidad de ficheros y directo-
rios en HDFS, sobrecargando al NameNode ya que deberá guardar los metadatos co-
rrespondientes. 
 Se optimiza el uso de cláusulas WHERE, pero puede provocar pérdida de rendimiento en 
la ejecución de cláusulas GROUP BY. 
 




Figura 93. Ejemplo de estructuración de datos con particionado de tablas en Hive II 
Además, el particionado lleva dos modos de funcionamiento: estricto (strict) y no estricto 
(nonstrict), uno de los cuáles debe ser fijado en la configuración de Hive. El modo estricto no 
permite realizar consultas a tablas particionadas si no se selecciona una o varias particiones, es 
decir, no se incluye una cláusula WHERE. El modo no estricto, permite realizar cualquier consul-
ta. Por ello, se deberá tener en cuenta qué necesitamos de las tablas particionadas para fijar el 
modo correcto. 
La creación de una tabla particionada es igual al de una tabla normal, pero añadiendo la op-
ción de particionado e indicando la/las columna/s de particionado, por ejemplo, mediante un 
código de la siguiente forma: 
CREATE TABLE moodle2_bigdata_results.matriculaciones ( 
    curso string, 
    usuario INT, 
    inicio DATE, 
    fin DATE 
    ) PARTITIONED BY ( 
    STATUS string, 
    activo string 
    ) STORED AS ORC; 
 
Los campos de particionado no se indican en la definición de columnas, sino en la definición 
del particionado, y su orden de definición es importante, por ejemplo, en este caso, el primer 
orden de jerarquía sería por la clave status y dentro de ella, por activo. 
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A la hora de insertar datos en una tabla particionada tenemos dos opciones dados dos tipos 
de particionado. El primero es el particionado estático, el cual no nos es de utilidad en este 
trabajo, ya que en cada sentencia INSERT debemos indicar la partición en la que queremos 
insertar los datos, de la forma: 
INSERT INTO moodle2_bigdata_results.matriculaciones 
PARTITION (status=‘PROFESOR’, activo=‘ACTIVO’) 
VALUES  (‘Curso1’,’Usuario1’,’2016-01-01’,’2016-01-05’) 
 
Es decir, debemos dar nombre a la partición, pero eso no nos es posible en nuestro caso, ya 
que este parámetro dependerá de cada caso concreto en que queramos insertar algo, que 
después estará automatizado. 
Por ello, vamos a usar el particionado dinámico, en el que tan solo especificados la clave de 
partición, y después le pasamos todos los campos del registro que queremos insertar, pasando 
los valores para la clave de la partición en último lugar, es decir, de la forma:  
INSERT INTO moodle2_bigdata_results.matriculaciones 
PARTITION (status, activo) 
VALUES  (‘Curso1’, ‘Usuario1’, ‘2016-01-01’, ‘2016-01-05’, ‘PROFESOR’, ‘ACTIVO’) 
 
Para poder usar el particionado dinámico, se deben fijar las siguientes propiedades en Hive: 
 hive.exec.dynamic.partition=true. 
 hive.exec.dynamic.partition.mode=nonstrict. 
En cualquiera de los casos, tener en cuenta que la columna particionada no se almacena 
con el resto de la información dentro del fichero o ficheros que correspondan, ya que será el 
nombre del directorio que contiene los ficheros el que marque el valor de ese campo, por 
ejemplo, el registro anterior generaría la estructura de la Figura 94. 
 
Figura 94. Ejemplo de estructuración de datos con particionado de tablas en Hive III 
Para manejar las particiones se debe tener en cuenta: 
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 No podemos modificar los campos particionados, es decir, si queremos realizar una 
operación UPDATE sobre un registro de la tabla, esta no puede cambiar el valor de nin-
gún campo de particionado. 
 Se pueden borrar particiones mediante una sentencia de la forma: 
ALTER TABLE moodle2_bigdata_results.matriculaciones 
DROP PARTITION (curso=‘Curso1’) 
 
Por otro lado, tenemos el Bucketing [202], [203] de tablas. Este se presenta como una al-
ternativa a ciertos casos en los que el particionado no es bueno, principalmente debido a que: 
 El número máximo de particiones por tabla está limitado. 
 No se asegura que todas las particiones tengan una cantidad (tamaño) de datos equiva-
lente, ya que depende del valor de los datos. 
Para poder definir un bucket sobre una tabla, también necesitamos escoger sobre qué co-
lumnas se va a hacer el bucket, y el número total de buckets que queremos tener. Cuando se 
añade un nuevo dato a la tabla, se le debe asignar un bucket, básicamente un número de bu-
cket de entre los que hemos definidos. Para ello, aplica una función Hash a las claves del bu-
cket y calcula: 
(función hash sobre las columnas del bucket) mod (número de buckets) 
Para así obtener el número de bucket que le corresponde. Así se garantiza, que todos los 
datos con la misma combinación de columnas del bucket van a parar al mismo bucket, y si se 
llega a configurar de forma correcta el número de buckets con respecto a las diferentes com-
binaciones de las columnas, puede que cada bucket aloje una sola combinación. 
Ventajas del bucketing: 
 Se consigue optimizar las consultas, sobre todo las que contienen sentencias JOIN o 
GROUP BY por las claves del bucket. Es decir, se puede optimizar una sentencia JOIN si 
las N tablas que vamos a cruzar tienen realizado un bucket por el conjunto de claves 
que se usan para el cruce, así como que existe proporcionalidad entre el número de bu-
ckets definidos. Por otro lado, una sentencia de GROUP BY se puede agilizar si la tabla 
tiene hecho un bucket por el conjunto de claves por las que se va a agrupar. 
 Permite optimizar no solo el tiempo de ejecución si no también la memoria necesitada. 
Limitaciones del bucketing: 
 Empeora el rendimiento de las sentencias con cláusulas WHERE, sobre tener la tabla sin 
bucketing y sin particionar. 
Una tabla con bucket se puede crear de la siguiente forma: 
CREATE TABLE moodle2_bigdata_results.matriculaciones ( 
    curso string, 
    usuario INT, 
    inicio DATE, 
    fin DATE 
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    )  
CLUSTERED BY ( 
    curso, 
    usuario 
    ) 
INTO 200 BUCKETS STORED AS ORC TBLPROPERTIES(‘transactional’ = 
‘true’); 
 
En este caso, las columnas del bucket se deben definir con el resto de columnas. No se ha 
encontrado información al respecto de un distinto comportamiento o rendimiento por el or-
den de definición de las claves del bucket. En este caso, 200 sería el total de buckets a definir. 
Además, para esta tabla se activa el comportamiento transaccional (tratado más adelante). 
La inserción de datos a una tabla con bucket es igual a la inserción normal, no hay que es-
pecificar nada especial como en el caso de la partición. Además, en este caso, la información 
de las columnas del bucket sí que se guarda con el resto de la información, ya que no se puede 
asegurar que cada bucket sea un valor concreto para ellas y el bucket no guarda información 
de las columnas almacenadas o posibles de almacenar, ya que simplemente guarda un número 
identificador de bucket 
A mayores, se pueden mezclar ambas técnicas, es decir, particionar una tabla por unos 
campos y hacerle el bucket por otros, siempre que no sean los mismos, por ejemplo: 
CREATE TABLE moodle2_bigdata_results.matriculaciones ( 
    curso string, 
    usuario INT, 
    inicio DATE, 
    fin DATE 
    ) PARTITIONED BY ( 
    STATUS string, 
    activo string 
    ) CLUSTERED BY ( 
    curso, 
    usuario 
    ) 
INTO 200 BUCKETS STORED AS ORC TBLPROPERTIES(‘transactional’ = 
‘true’); 
 
En este caso, hemos particionado la tabla, primero por el campo status y después por 
activo, y dentro de cada partición haremos un bucket por los campos curso y usuario. 
Centrándonos en nuestro trabajo: 
 Haremos bucketing en aquellas tablas que después vayan a pasar por una etapa de pro-
cesamiento con JOINs o GROUP BY, atendiendo a las claves de esta operación. En mu-
chas ocasiones nos hemos encontrado con que una misma tabla requeriría de bucke-
ting por distintas claves. En estos casos, se ha tratado de optimizar la consulta que se 
cree sería más conflictiva en cuanto a carga. En otros casos en los que no ha sido posi-
ble tomar esta decisión, se ha dejado la tabla sin bucket. 
 Haremos un particionado de aquellas tablas sobre las que es sistemática la realización 
de sentencias con cláusulas WHERE, por los campos de filtrado, siempre que estos no 
fueran campos necesarios para el bucket. 
Capítulo 4. Diseño e implementación de la solución Universidad de Valladolid 
145 
 
 También se ha realizado un particionado de las tablas que almacenan la información de 
los resultados finales de nuestro análisis, para llevar un registro de todos los análisis 
realizados, es decir, cada vez que se genere un análisis, que para cada tabla genera una 
serie de valores obtenidos de Moodle, guardaremos esa información en la partición co-
rrespondiente al día del análisis, para poder ver la evolución de estos resultados. Se 
realiza solo en los casos finales e interesantes de ver la evolución, no en todas las tablas 
generadas. 
Durante la realización de pruebas se ha comprobado cierto comportamiento asociado a es-
tas técnicas: 
 Cuando se guarda información en formato bucket, el procesado Hive se ve incrementa-
do ya que debe generar los N buckets que le hayamos indicado. A pesar de que con la 
información que tengamos no se puedan completar los N buckets, genera los N ficheros 
correspondientes, aunque solo algunos contendrán información. Por ello, en diversos 
tutoriales, se recomienda no hacer bucket en exceso, solo en aquellos casos en los que 
queramos optimizar una sentencia JOIN o GROUP BY. 
 Cuando se realizan varios INSERT sobre una tabla con bucket, por cada INSERT se ge-
nera un bucket con la información de los X registros que tuviera esa sentencia. Si tene-
mos activado el comportamiento transaccional (como en el ejemplo anterior) cada bu-
cket se almacena en un directorio Delta, Hive presenta un Compactor que se encarga, 
cada cierto tiempo, de juntar la información de todos estos Deltas. Si no se tienen acti-
vadas las transacciones para la tabla, la información se almacena directamente en el di-
rectorio de la tabla, pero múltiples INSERT seguirán generando nuevos ficheros, por 
ejemplo, un primer INSERT genera el fichero correspondiente al primer bucket bajo el 
nombre bucket00000, un segundo INSERT generará un segundo fichero, para el 
mismo bucket, bajo el nombre bucket00000_copy, pero como en este caso se tienen 
deshabilitadas las transacciones, es de suponer que el Compactor no entre en juego y 
los ficheros nunca se unan.  
En un principio se pensó en deshabilitar las transacciones ya que generar esos múltiples 
directorios obliga a Hive a tener que recorrerlos cuando se lance cualquier sentencia, lo 
cual en principio parece más costoso que solo recorrer un directorio para encontrar 
qué contiene cada bucket. Sorprendió el comportamiento no transaccional (se repite en 
todas las tablas, cuando se añade nueva información, se añade a nuevos ficheros), ya 
que al final por cada INSERT tendremos un fichero para cada bucket, aunque en este 
caso, en el mismo directorio. Pero a mayores se encontró otro problema por el que se 
volvió a las tablas con comportamiento transaccional: aumentaban los requisitos de 
memoria necesaria para realizar procesamientos que activando las transacciones se 
realizaban “de sobra”. 
 Guardar información “muy particionada”, es decir, con muchas particiones, requiere de 
mucho tiempo, y puede provocar errores de falta de memoria en Hive, por ello, se ha 
marcado como pauta usar particionado en casos en los que no se generen muchas par-
ticiones al guardar la información. Puede que se generen muchas particiones en total, 
pero que cada sentencia de inserción INSERT trate con unas pocas de ellas. 
 No se ha sabido escoger cuál es el número de buckets idóneo para definir las tablas. Se 
ha escogido 200 en todos los casos, por marcar un valor, y probar las sentencias. Con-
vendría realizar una análisis real de la cantidad de datos (principalmente cuántas claves 
distintas de bucket se van a tener) para ajustar estos valores. La complejidad ha venido 
dada en que para que realmente el bucket actúe de forma eficiente durante el cruzado 
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(JOIN) de tablas (operación más costosa en Hive), se necesita que las tablas que se cru-
cen tengan un número proporcional de buckets; y la tarea de encontrar valores que se 
ajustasen a la previsión de datos que se van a tener en cada tabla y que luego coincidie-
sen entre ellos, es bastante laboriosa. 
 
4.3.7. Conexión con bases de datos externas 
Hive se puede conectar con bases de datos externas, en el sentido de que las tablas y su co-
rrespondiente información se mantienen en otro almacén, pero Hive accede a su información 
mediante las sentencias típicas, y en ciertos casos también puede añadir información por me-
dio de sentencias INSERT. En estos casos se usan tablas externas, aunque no es su único uso. 
En Hive se pueden definir tablas internas o externas. Las primeras, son las “normales” o tí-
picas, aquellas cuya información y metadatos asociados se guardan en Hive (y HDFS). Las tablas 
externas también pueden ser tablas únicas de Hive, pero sobre las que Hive no debería tener 
control completo, principalmente, los ficheros que contienen los datos no se eliminan aunque 
Hive ejecute una sentencia DROP TABLE. Este tipo de tablas se usan cuando los datos de Hive 
son usados por otros procesos. El otro tipo de tablas externas son las que se refieren a datos 
que no están en Hive, por ejemplo, en nuestro trabajo usamos tablas externas para transferir 
la información a ElasticSearch, es decir, una especie de conexión entre Hive y unos datos que 
se encuentran en otra base de datos. No es correcto decir siempre tabla externa, ya que, por 
ejemplo, en ElasticSearch no hay tablas, sino índices. A través de estas tablas “conexión” Hive 
puede leer y escribir datos en bases de datos externas, pero nunca puede ejecutar una senten-
cia DROP TABLE sobre ellas, es decir, no puede borrar la tabla, ya que al ser una tabla externa, 
no tiene control de gestión sobre ellas. Dependiendo del tipo de base de datos externa, se 
podrán realizar distintas operaciones de manipulación de los datos más allá de leer e insertar, 
por ejemplo, en ElasticSearch no está permitido el uso de sentencias DELETE para borrar da-
tos, principalmente, porque para borrar un documento del índice (lo que se correspondería a 
un registro de la tabla “conexión”) hay que borrar el índice entero, es decir, no soporta borrar 
documentos de un índice. 
En un principio, se dudó en usar una tabla externa sobre la base de datos de Moodle para la 
lectura de datos, para así evitar la transferencia mediante Sqoop, muy costosa en tiempo. Pero 
finalmente se declinó la alternativa, ya que con Sqoop podemos asegurar una copia de las ta-
blas realizadas a una hora concreta y que usamos para realizar el análisis, es decir, si usamos 
una misma tabla en múltiples puntos aseguramos que es la misma. Mientras que usando una 
tabla externa, no podríamos asegurarlo ni cuantificar los errores que podrían aparecer si entre 
un uso y otro de la misma tabla, cambia su información. 
En cualquier caso, la creación de una tabla externa, lleva asociado la sentencia CREATE EX-
TERNAL TABLE. La consulta necesaria dependerá de la tabla concreta que queramos crear, 
pero principalmente: 
 Deberemos indicar cómo la queremos almacenar. Es decir, qué tipo de almacenamiento 
es, por ejemplo, a qué tipo de base de datos externa nos estamos refiriendo. Se especi-
fica mediante STORED BY seguido de: 
o ‘org.elasticsearch.hadoop.hive.EsStorageHandler’, si es con 
ElasticSearch 
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o ‘org.apache.hadoop.hive.hbase.HBaseStorageHandler’, si es con 
HBase 
o ORC, si es en el propio Hive. 
o Etc. 
 Dependiendo del tipo de almacenamiento, deberemos añadir información adicional, 
con TBLPROPERTIES, y en algunos casos con WITH SERDEPROPERTIES. Por ejemplo, 
en ElasticSearch, debemos indicar el host que aloja la base de datos, y el índice al que 
va a conectar esta tabla. 
En cada caso concreto se deberá recurrir a la documentación correspondiente para ver las 
variantes. Por ejemplo, en el caso de ElasticSearch, se especifica en el apartado 4.1.6. 
 
4.4. Estructuración del código fuente 
Antes de comenzar a analizar el trabajo realizado, se plantea la estructuración del código 
fuente proporcionado junto con este documento. 
En la carpeta denominada CódigoFuente se puede encontrar el siguiente contenido: 
 apps: aplicaciones para la ejecución de los programas que más adelante se detallan. 
 conf: ejemplos de ficheros de configuración necesarios para la ejecución de los progra-
mas anteriores (ver secciones 4.1.2 y 4.8). 
 dataset: ficheros donde se definen los DataSet utilizar en los programas anteriores (ver 
sección 4.8, en concreto el apartado 4.8.3). 
 Driver Sqoop: Distintos drivers para la conexión de Sqoop con bases de datos SQL típi-
cas. 
 ES – Kibana: ficheros relacionados con la configuración de ElasticSearch y Kibana (ver 
sección 4.1.6). 
 Java. Código Fuente: código fuente de los distintos programas y funciones Java imple-
mentados para la ejecución de las aplicaciones, junto con información sobre su compi-
lación. 
 lib: librerías necesarias para la ejecución de las aplicaciones. 
Dentro de apps nos encontramos dos subdirectorios: inicial e incremental donde se desa-
rrolla la ejecución inicial o incremental, respectivamente, para la consecución de objetivos (ver 
sección 4.6). Dentro de cada una de estas aplicaciones, nos encontramos 87 carpetas y un fi-
chero bundle.xml. El fichero define el paquete de ejecución de la aplicación (ver sección 4.8, 
en concreto el apartado 4.8.4). Cada una de las restantes carpetas define un bloque de ejecu-
ción utilizado para la consecución de un resultado concreto (ver secciones 4.6 y 4.7). Dentro de 
cada una de ellas nos encontramos: 
 Uno o varios (según corresponda) scripts Hive que contienen las consultas HiveQL nece-
sarias para la obtención del resultado. 
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 Un script en Shell denominado createSuccessFlag.sh utilizado para la automatiza-
ción de la ejecución condicional necesaria (ver sección 4.8, en concreto el apartado 
4.8.3). 
 Un fichero workflow.xml donde se define el flujo de trabajo necesario para la auto-
matización de la ejecución de este bloque (ver sección 4.8, en concreto el apartado 
4.8.2). 
 Un fichero coordinator.xml donde se define el calendario de lanzamiento y la eje-
cución condicional del bloque (ver sección 4.8.3, en concreto el apartado 4.8.3). 
 En ciertos bloques dedicados a la transferencia de datos a ElasticSearch (ver sección 
4.7) se encontrará otro script en Shell dedicado a la creación del índice correspondiente 
en ElasticSearch mediante la herramienta curl. 
 Otros casos: 
o El primer bloque de ejecución en la aplicación incremental, DatosOrigen, se 
encarga de borrar el flag de finalización del análisis anterior, mediante un se-
gundo script en Shell. El último bloque, en cualquiera de las dos aplicaciones, 
Finalizado, se encarga de borrar todos los flags de completitud generados 
durante la ejecución de la aplicación, en el mismo script createSuccess-
Flag.sh (ver sección 4.8, en concreto el apartado 4.8.3). 
Para la ejecución de estas aplicaciones se debe crear en HDFS la estructura de directorios 
planteada en la Figura 95. Se necesita crear un directorio denominado MoodleBigData en el 
directorio user. Dentro de él se deben crear los siguientes subdirectorios: 
 
Figura 95. Estructuración de directorios necesaria en HDFS 
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 apps: con el contenido de la carpeta apps proporcionada en el código fuente. 
 conf: con los ficheros de configuración, en este caso, tan solo hive-config.xml (ver 
sección 4.8.2). Es recomendable tomar los ficheros de configuración de la propia MV 
instalada, ya que contendrán la configuración que le corresponde a ella. 
 dataset: con el contenido del directorio dataset del código fuente 
 lib: con el contenido del directorio lib del código fuente. 
Hue proporciona una opción de subir un fichero ZIP a HDFS a la vez que lo descomprime, es 
decir, si comprimimos los cuatro directorios indicados anteriormente en un fichero ZIP deno-
minado MoodleBigData y lo subimos por medio de esta opción, en el directorio user de HDFS, 
se descomprime la estructura de directorios comprimida en el directorio MoodleBigData 
dentro de user. 
La ejecución de las aplicaciones se encargará de crear los siguientes directorios o ficheros: 
 /user/MachineLearning: directorio y estructura adicional para el almacenamiento 
de los resultados de los algoritmos de Machine Learning (ver sección 4.6.6) antes de ser 
procesados para guardar la información en Hive. 
 /user/MoodleBigData/flags: directorio para el almacenamiento de los flags de 
completitud generados por los bloques a ejecutar en las aplicaciones. 
 /user/MoodleBigData/fecha: fichero donde se guarda la fecha de la ejecución de 
la aplicación incremental, para su uso posterior por los distintos bloques. 
 
4.5. Origen de datos 
En este apartado trataremos con el origen de datos, es decir, la base de datos en la que se 
almacena la información de Moodle. En nuestro caso esta será una base de datos MySQL. So-
bre el origen de datos trataremos dos aspectos: tablas Moodle que vamos a utilizar y cómo 
hemos escogido transferirlas a Hadoop. 
 
4.5.1. Tablas Moodle 
A continuación, procedemos a explicar las tablas Moodle utilizadas en el trabajo. Para cada 
una de ellas, indicaremos qué información guardan o qué información nos es útil de ellas, y los 
campos necesarios para nuestro trabajo (ver Tablas 27-67). Por simplicidad, las tablas se enu-
meran por orden alfabético. La información sobre la definición de los distintos módulos Mood-
le se pueden encontrar en [204]. El uso concreto de estas tablas, así como la relación entre 
todas ellas, se detalla en el código fuente del trabajo. 
mdl_assign 
información sobre los Assign (tareas) definidos en Moodle 
campo tipo descripción 
id bigint identificador de assign 
course bigint identificador de curso en el que se ha publicado 
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name varchar nombre del assign 
duedate bigint fecha de entrega máxima del assign 
teamsubmission tinyint indica si la entrega del assign es individual (0) o en grupo (1) 
Tabla 27. Datos origen: Tabla mdl_assign 
mdl_assign_submission 
información sobre las entregas de los usuarios a los assign 
campo tipo descripción 
id bigint identificador de entrega 
assignment bigint identificador de assign al que se realiza la entrega 
userid bigint identificador de usuario que realiza la entrega 
timemodified bigint fecha de modificación de la entrega, en formato timestamp 
status varchar 
estado de la entrega, principalmente, entrega (‘submitted’) o en 
borrador (‘draft’) 
Tabla 28. Datos origen: Tabla mdl_assign_submission 
mdl_assignment 
anteriormente la información de assign se almacenaba como assignments 
campo tipo descripción 
id bigint identificador de assignment 
course bigint curso en el que está publicado 
name varchar nombre del assignment 
Tabla 29. Datos origen: Tabla mdl_assignment 
mdl_book 
información sobre los libros publicados en Moodle 
campo tipo descripción 
id bigint identificador de libro 
course bigint curso en el que está publicado 
name varchar nombre del libro 
Tabla 30. Datos origen: Tabla mdl_book 
mdl_chat 
información sobre los chats definidos en Moodle 
campo tipo descripción 
id bigint identificador de chat 
course bigint curso en el que está publicado 
name varchar nombre del chat 
Tabla 31. Datos origen: Tabla mdl_chat 
mdl_choice 
información sobre los Choice’s definidos en Moodle  
campo tipo descripción 
id bigint identificador de choice 
course bigint curso en el que está publicado 
name varchar nombre del choice 
Tabla 32. Datos origen: Tabla mdl_choice 
 
 




información sobre configuración de Moodle 
campo tipo descripción 
id bigint identificador de elemento de configuración 
name varchar nombre del elemento de configuración 
value longtext valor del elemento de configuración 
Tabla 33. Datos origen: Tabla mdl_config 
mdl_context 
información sobre los contextos definidos en Moodle. En nuestro trabajo, nos interesa que 
los contextos van a definir cómo actúa cada usuario en cada curso 
campo tipo descripción 
id bigint identificador de contexto 
instanceid bigint instancia a la que se refiere el contexto 
Tabla 34. Datos origen: Tabla mdl_context 
mdl_course 
información sobre los cursos definidos actualmente en Moodle 
campo tipo descripción 
id bigint identificador del curso en Moodle 
fullname varchar nombre completo del curso 
idnumber varchar serie numérica que caracteriza al curso 
timecreated bigint fecha de creación del curso, en formato timestamp 
startdate bigint fecha de inicio del curso, en formato timestamp 
Tabla 35. Datos origen: Tabla mdl_course 
mdl_course_modules 
información sobre los módulos definidos en cada curso. Un módulo se puede considerar 
como un contenedor donde se publican elementos como recursos, assign, libros, etc. 
campo tipo descripción 
id bigint identificador de módulo (cmid) 
course bigint identificador del curso en que se ha definido 
module bigint identificador numérico del tipo de módulo 
instance bigint identificador del módulo dentro de su tipo de elemento 
added bigint 
fecha de adición o creación del módulo al curso, en formato 
timestamp 
Tabla 36. Datos origen: Tabla mdl_course_modules 
mdl_data 
información sobre las bases de datos definidas en Moodle 
campo tipo descripción 
id bigint identificador de BD 
course bigint curso en el que está publicada 
name varchar nombre de la BD 
Tabla 37. Datos origen: Tabla mdl_data 
mdl_enrol 
información sobre los tipos de enrolamientos posibles en Moodle 
campo tipo descripción 
id bigint identificador de enrol 
courseid bigint identificador del curso sobre el que se está haciendo el enrolamien-
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to. En caso de ser un curso META, define el curso padre 
enrol varchar tipo de enrol, principalmente: ‘self’, ‘manual’, ‘guest’ o ‘meta’ 
customint bigint 
en caso de ser un enrol de tipo ‘meta’, guarda el identificador de un 
curso hijo 
Tabla 38. Datos origen: Tabla mdl_enrol 
mdl_feedback 
información sobre elementos de retroalimentación publicados en Moodle 
campo tipo descripción 
id bigint identificador de feedback 
course bigint curso en el que está publicado 
name varchar nombre del feedback 
Tabla 39. Datos origen: Tabla mdl_feedback 
mdl_folder 
información sobre las carpetas de elementos publicadas en Moodle 
campo tipo descripción 
id bigint identificador de carpeta 
course bigint curso en el que está publicado 
name varchar nombre de la carpeta 
Tabla 40. Datos origen: Tabla mdl_folder 
mdl_forum 
información sobre los foros publicados en Moodle 
campo tipo descripción 
id bigint identificador de foro 
course bigint identificador de curso en que se ha publicado 
name varchar nombre del foro 
Tabla 41. Datos origen: Tabla mdl_forum 
mdl_forum_discussions 
información sobre las discusiones publicadas en los foros 
campo tipo descripción 
id bigint identificador de discusión 
course bigint identificador del curso en que está publicada 
forum bigint identificador del foro al que pertenece 
name varchar nombre de la discusión 
firstpost bigint identificador del primer post de la discusión 
userid bigint identificador del usuario que crea la discusión 
Tabla 42. Datos origen: Tabla mdl_forum_discussions 
mdl_forum_post 
información sobre los post publicados en las discusiones de los foros 
campo tipo descripción 
id bigint identificador de post 
discussion bigint identificador de la discusión a la que pertenece el post 
created bigint fecha de creación del post, en formato timestamp 
Tabla 43. Datos origen: Tabla mdl_forum_post 
 




información sobre los glosarios definidos en Moodle 
campo tipo descripción 
id bigint identificador de glosario 
course bigint curso en el que está publicado 
name varchar nombre del glosario 
Tabla 44. Datos origen: Tabla mdl_glossary 
mdl_grade_grades 
información sobre las calificaciones dadas a los usuarios sobre los correspondientes elemen-
tos evaluables 
campo tipo descripción 
id bigint identificador de la calificación 
itemid bigint identificador del elemento evaluado 
userid bigint identificador del usuario evaluado 
finalgrade bigint nota obtenida por el usuario en el elemento 
Tabla 45. Datos origen: Tabla mdl_grade_grades 
mdl_grade_items 
definición de los elementos evaluables 
campo tipo descripción 
id bigint identificador del ítem evaluable 
courseid bigint identificador del curso en que está definido 
iteminstance bigint 
identificador del elemento evaluable, dentro de su tipo de ele-
mento, que se define en el ítem. Por ejemplo, si es un assign, 
guarda el identificador de assign según mdl_assign 
grademax decimal nota máxima obtenible en el ítem 
grademin decimal nota mínima obtenible en el ítem 
itemtype varchar 
tipo de ítem que es el elemento, principalmente: ‘course’ si se 
evalúa el curso entero o ‘mod’ si se evalúa algún módulo del 
curso 
itemmodule varchar 
si el ítem es un módulo, indica que tipo de módulo, por ejemplo, 
‘assign’ o ‘quiz’ 
Tabla 46. Datos origen: Tabla mdl_grade_items 
mdl_groups 
información sobre los grupos de trabajo definidos en Moodle 
campo tipo descripción 
id bigint identificador de grupo 
courseid bigint identificador del curso al que pertenece el grupo 
Tabla 47. Datos origen: Tabla mdl_groups 
mdl_groups_members 
información sobre la pertenencia de usuarios a grupos de trabajo 
campo tipo descripción 
id bigint identificador de pertenencia 
groupid bigint identificador de grupo al que pertenece el usuario 
userid bigint identificador de usuario 
Tabla 48. Datos origen: Tabla mdl_groups_members 
 




información sobre  IMSCP definidos en Moodle 
campo tipo descripción 
id bigint identificador de IMSCP 
course bigint curso en el que está publicado 
name varchar nombre del IMSCP 
Tabla 49. Datos origen: Tabla mdl_imscp 
mdl_label 
información sobre etiquetas definidas en Moodle 
campo tipo descripción 
id bigint identificador de etiqueta 
course bigint curso en el que está publicado 
name varchar nombre de la etiqueta 
Tabla 50. Datos origen: Tabla mdl_label 
mdl_lesson 
información sobre lecciones definidas en Moodle 
campo tipo descripción 
id bigint identificador de lección 
course bigint curso en el que está publicado 
name varchar nombre de la lección 
Tabla 51. Datos origen: Tabla mdl_lesson 
mdl_log 
mantiene registros de la actividad realizada sobre Moodle 
campo tipo descripción 
id bigint identificador del registro 
time bigint fecha del registro, en formato timestamp 
userid bigint identificador del usuario que genera el registro 
ip varchar dirección IP desde la que se realiza el registro 
course bigint identificador del curso dónde se realiza el registro 
module varchar tipo de módulo sobre el que se realiza el registro 
cmid bigint identificador del módulo 
action varchar acción llevada a cabo 
url varchar url de la acción 
info varchar información adicional 
Tabla 52. Datos origen: Tabla mdl_log 
mdl_lti 
información sobre recursos externos (LTI) definidos en Moodle 
campo tipo descripción 
id bigint identificador de LTI 
course bigint curso en el que está publicado 
name varchar nombre del LTI 
Tabla 53. Datos origen: Tabla mdl_lti 
 
 




definición de los distintos módulos publicables en Moodle 
campo tipo descripción 
id bigint identificador numérico del tipo de módulo 
name varchar nombre identificativo del tipo de módulo 
Tabla 54. Datos origen: Tabla mdl_modules 
mdl_page 
información sobre páginas definidas en Moodle 
campo tipo descripción 
id bigint identificador de página 
course bigint curso en el que está publicado 
name varchar nombre de la página 
Tabla 55. Datos origen: Tabla mdl_page 
mdl_quest 
información sobre Questournaments definidos en Moodle 
campo tipo descripción 
id bigint identificador de quest 
course bigint curso en el que está publicado 
name varchar nombre del quest 
Tabla 56. Datos origen: Tabla mdl_quest 
mdl_quiz 
información de Quiz (cuestionarios) definidos en Moodle 
campo tipo descripción 
id bigint identificador de quiz 
course bigint identificador del curso en el que se ha definido el quiz 
name varchar nombre del quiz 
Tabla 57. Datos origen: Tabla mdl_quiz 
mdl_quiz_attempts 
información sobre los intentos de realización de los quiz 
campo tipo descripción 
id bigint identificador del intento 
quiz bigint identificador de quiz sobre el que se realiza el intento 
userid bigint identificador del usuario que realiza el intento 
timestart bigint fecha de comienzo del intento, en formato timestamp 
timefinish bigint fecha de fin del intento, en formato timestamp 
state varchar 
estado del intento, principalmente: finalizado (‘finished’) o en pro-
greso (‘in_progress’) 
Tabla 58. Datos origen: Tabla mdl_quiz_attempts 
mdl_resource 
información sobre recursos publicados en Moodle 
campo tipo descripción 
id bigint identificador de recurso 
course bigint curso en el que está publicado 
name varchar nombre del recurso 
Tabla 59. Datos origen: Tabla mdl_resource 




define el rol con el que cada usuario accede a cada curso 
campo tipo descripción 
id bigint identificador de asignación de rol 
roleid bigint identificador de rol asignado 
contextid bigint identificador del contexto donde se obtiene ese rol 
userid bigint identificador del usuario que obtiene ese rol en ese contexto 
Tabla 60. Datos origen: Tabla mdl_role_assingments 
mdl_scorm 
información sobre Scorm publicados en Moodle 
campo tipo descripción 
id bigint identificador de scorm 
course bigint curso en el que está publicado 
name varchar nombre del scorm 
Tabla 61. Datos origen: Tabla mdl_scorm 
mdl_survey 
información de Survey publicados en Moodle 
campo tipo descripción 
id bigint identificador de survey 
course bigint curso en el que está publicado 
name varchar nombre del survey 
Tabla 62. Datos origen: Tabla mdl_survey 
mdl_url 
información de URLs definidas en Moodle 
campo tipo descripción 
id bigint identificador de url 
course bigint curso en el que está publicado 
name varchar nombre del url 
Tabla 63. Datos origen: Tabla mdl_url 
mdl_user 
información sobre los usuarios definidos en Moodle 
campo tipo descripción 
id bigint identificador del usuario 
idnumber varchar identificador univoco de usuario que le caracteriza más allá del identi-
ficador anterior 
Tabla 64. Datos origen: Tabla mdl_user 
mdl_user_enrolments 
define los enrolamientos de los usuarios en los cursos, es decir, a qué cursos puede acceder 
cada usuario 
campo tipo descripción 
id bigint identificador del enrolamiento 
enrolid bigint identificador del enrol, es decir, de a donde se enrola el usuario 
userid bigint identificador del usuario que se enrola 
timestart bigint fecha de comienzo del enrolamiento, en formato timestamp 
Tabla 65. Datos origen: Tabla mdl_user_enrolments 




información sobre Wikis publicadas en Moodle 
campo tipo descripción 
id bigint identificador de la wiki 
course bigint curso en el que está publicado 
name varchar nombre de la wiki 
Tabla 66. Datos origen: Tabla mdl_wiki 
mdl_workshop 
información sobre Workshops publicados en Moodle 
campo tipo descripción 
id bigint identificador de workshop 
course bigint curso en el que está publicado 
name varchar nombre del workshop 
Tabla 67. Datos origen: Tabla mdl_workshop 
 
4.5.2. Transferencia mediante Sqoop 
Una vez analizadas las tablas de Moodle que necesitamos para nuestro trabajo, nos plan-
teamos cómo importarlas, mediante Sqoop, a nuestro servidor BigData. Como ya se habrá 
comprobado en el apartado 4.2, las vamos a transferir a Hive ya que será este el servicio que 
utilicemos para analizar y procesar su contenido. Tras analizar las distintas alternativas indica-
das anteriormente, se fueron descartando distintas opciones. 
En primer lugar, se puede plantear una simple carga de todas las tablas de la base de datos 
de Moodle. En principio, todas las tablas cumplen la condición de poseer un campo de clave 
única, por lo que no habría problema. Esta opción se descarta ya que en Moodle no solamente 
tenemos las tablas que necesitamos sino otras tantas (aproximadamente las tablas que necesi-
tamos son el 25% del total de tablas), lo que implica que estaríamos transfiriendo mucha in-
formación que no vamos a utilizar, por lo que nos decantamos por la importación de una única 
tabla, repetida para cada una de las tablas que necesitamos. 
Por otro lado, nos planteamos usar una importación incremental para las sucesivas transfe-
rencias de las tablas a Hadoop, pero también fue descartada. Una importación incremental en 
modo APPEND sería prácticamente imposible de usar, ya que en las tablas Moodle no pode-
mos garantizar que los registros ya transferidos no se actualicen, es más, sería lo más normal 
que se actualizasen. Existirían un par de casos en los que sí podríamos optar por esta opción. 
Entonces, lo lógico sería usar el modo LASTMODIFIED, consultando marcas temporales de mo-
dificación. En este sentido, existen una serie de tablas en las que sí podríamos tener un campo 
que se pudiera considerar como tiempo de modificación, pero tampoco lo encontraríamos en 
todos los casos. Además, Sqoop no lo plantea en su documentación, pero tras probar este úl-
timo tipo de importación incremental, se ha comprobado que la herramienta no sustituye el 
registro antiguo por el nuevo, sino que simplemente lo añade, por lo que necesitaríamos reali-
zar la sustitución manualmente con un script en Hive, por lo que las cosas se complican aún 
más. 
A mayores, para realizar cualquier importación incremental necesitaríamos indicar un últi-
mo valor, que tendríamos que obtener de Hive (mediante una consulta de último valor o valor 
máximo) y después pasárselo al comando Sqoop, algo bastante complicado de automatizar. 
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Dado todo esto, se ha optado por la opción más sencilla, aunque probablaemente no ópti-
ma: cada vez que se necesite recargar el valor de una tabla en Hive dado su origen externo en 
Moodle, se borrará la tabla y se volverá a crear. Antes de realizar la importación Sqoop, borra-
remos todas las tablas, mediante un script en Hive, y después las volveremos a transferir desde 
cero. 
Antes de seguir describiendo el proceso y para entender el por qué, planteamos otra cues-
tión de Sqoop: las tablas transferidas se almacenan en formato texto plano, y según el manual 
de Sqoop no es posible hacerlo en otro formato. Esto nos va a obligar a hacer un procesamien-
to de estas tablas posterior a su importación a Hive y previo a su procesado BigData. Para op-
timizar el manejo de tablas en Hive, se recomienda usar el formato ORC (apartado 4.3.1) para 
almacenar la información, además, añadiremos opciones de bucketing y particionado a las 
tablas (apartado 4.3.6), en función de cómo se vayan a usar después, para optimizar la ejecu-
ción de consultas Hive. 
Vamos a considerar tres grupos de tablas:  
 mdl_user. 
 Conjunto I formado por: mdl_assign, mdl_assign_submission, mdl_config, 
mdl_context, mdl_course, mdl_course_modules, mdl_forum, 
mdl_forum_discussions, mdl_forum_posts, mdl_grade_grades, 
mdl_grade_items, mdl_groups, mdl_groups_member, mdl_log, mdl_modules, 
mdl_quiz, mdl_quiz_attempts, mdl_role_assignments, mdl_user_enrolments. 
 Conjunto II formado por: mdl_feedback, mdl_chat, mdl_assignment, mdl_book, 
mdl_data, mdl_folder, mdl_glossary, mdl_imscp, mdl_label, mdl_lesson, 
mdl_lti, mdl_page, mdl_quest, mdl_resource, mdl_scorm, mdl_survey, 
mdl_url, mdl_wiki, mdl_workshop. 
El primer conjunto de tablas va a pasar por este procesado, por ello, se transferirán a Hive 
bajo el nombre nombre_original_txt, por ejemplo, la tabla mdl_assign se transferirá 
bajo el nombre mdl_assign_txt, para indicar que es la versión en texto plano que debe ser 
procesada. El procesamiento concreto que se haya escogido generará la tabla mdl_assign, 
que será la tabla que se utilice para el análisis BigData. El segundo conjunto de tablas no va a 
necesitar de procesado ya que estas tablas solo se van a usar para coger su información y, 
juntando los datos de todas ellas, generar una única tabla, por lo tanto ya directamente coge-
remos la información de la tabla en texto plano y lo guardaremos realizando el procesamiento, 
que en este caso será guardar en formato ORC. Así, las tablas de este segundo conjunto, serán 
transferidas directamente con el mismo nombre. 
Fuera de estos dos conjuntos se maneja mdl_user, ya que necesitamos que se transfiera 
antes que todas ellas. A partir de los usuarios definidos en ella, generaremos una tabla en la 
que para cada usuario guardaremos sus campos id e idnumber. El campo id identifica al 
usuario en Moodle mediante un número que se va asignando de forma secuencial a los usua-
rios según se van añadiendo, pero no es un buen identificador genérico de cada usuario, ya 
que puede ocurrir que pasado un cierto tiempo, por ejemplo, con cada año académico, los 
identificadores se reasignen y ya no se refieran al mismo usuario, por ello, debemos encontrar 
un identificador mucho más personal para cada usuario. Analizando la forma de funcionamien-
to del Moodle de la universidad, parece ser que en el campo idnumber se guarda un identifi-
cador de la forma eDNI-usuario, por lo tanto parece buena idea tomar este campo como 
identificador inequívoco de usuario. Así, como toda la información de Moodle se referencia 
con el identificador de usuario, el preprocesado anteriormente comentado, en aquellos casos 
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en que sea necesario, va a sustituir el identificador Moodle del usuario, por el campo idnum-
ber que le corresponde. Para ello, se accederá a una tabla creada a partir de mdl_user donde 
se guarda para cada identificador Moodle, el idnumber que le corresponde actualmente. Es 
de suponer, que todas las estadísticas para un mismo identificador Moodle de usuario, se re-
fieren a un mismo usuario físico y con el mismo DNI. De esta forma, ya tenemos la información 
de Moodle referida con el nuevo identificador. 
La transferencia se realizará mediante comandos del siguiente tipo: 
 
import --connect jdbc:{tipoDB}://{host}:{port}/{db} --username {user} --
password {pass} --hive-import --hive-overwrite --hive-database moodle2 --
hive-drop-import-delims  --table mdl_assign --hive-table mdl_assign_txt 
 
Como se puede comprobar del ejemplo anterior, la copia de los datos de Moodle se guarda-
rán en una base de datos denominada moodle2, esto es debido a que la plataforma utilizada 
como referencia para la realización de este trabajo es una plataforma Moodle versión 2, cuyo 
nombre es moodle2. 
En cuanto a las opciones, aunque las tablas se recrean con cada análisis, se ha añadido la 
opción --hive-overwrite, por si en un futuro se quiere cambiar la forma de realizar la im-
portación, tener más facilidad de cambio de todas las sentencias de Sqoop. También se ha 
añadido la opción --hive-drop-import-delims. Cuando la información se guarda en texto 
plano, se le debe decir a Hive cómo debe delimitar la información para saber a qué registro y 
dentro de cada registro a qué columna pertenece, si no se especifica, Hive tiene sus delimita-
dores por defecto, no nos importan los delimitadores que se usen, pero sí que estos coincidan 
con caracteres utilizamos para dar valor al campo. Esta opción los elimina, para evitar proble-
mas de lectura de los datos almacenados en los ficheros. Fundamentalmente esta opción eli-
mina los saltos de línea \n, los retornos de carro \r y el carácter \01. 
Recordar que a continuación de la transferencia individual de cada tabla, se añade una eta-
pa de procesado según se ha indicado anteriormente, implementada por medio de Hive. 
 
4.6. Análisis BigData 
En este apartado se analiza la parte central del trabajo realizado: la utilización de Hive para 
generar, a partir de los datos de Moodle, un análisis BigData de la actividad. El contenido se ha 
dividido en seis apartados: 
 En el apartado 4.6.1 trataremos la estrategia de trabajo seguida para desarrollar el aná-
lisis a modo de introducción al resto de apartados. 
 En el apartado 4.6.2 indicaremos el preprocesado al que hemos sometido a cierta in-
formación de Moodle para guardarla de una forma más conveniente para facilitar el 
análisis. 
 En el apartado 4.6.3 desarrollaremos la parte del análisis relacionada con las estadísti-
cas de acceso. 
 En el apartado 4.6.4 se detalla la parte del análisis que nos ha proporcionado informa-
ción sobre los resultados académicos de los alumnos. 
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 En el apartado 4.6.5 se obtienen métricas que muestran la influencia de la actividad en 
Moodle sobre los resultados de los alumnos. 
 Por último, en el apartado 4.6.6, se trata con algoritmos de Machine Learning para en-
contrar resultados más avanzados. 
 
4.6.1. Estrategia de trabajo 
Procedemos a explicar la estrategia de trabajo. En primer lugar, anteriormente se ha co-
mentado que la información que proviene de Moodle se guardará en una base de datos Hive 
denominada moodle2. Todos los resultados obtenidos se guardan en otra base de datos Hive 
denominada moodle2_bigdata_results. La creación de estas bases de datos es la única 
operación que el usuario de esta aplicación debe realizar manualmente. Esta creación es idén-
tica a cualquier otra base de datos SQL. 
La solución planteada en este trabajo se dividirá en dos partes: un primer análisis inicial y 
una serie de análisis incrementales. El análisis inicial consistirá en generar resultados iniciales 
(para las distintitas métricas planteadas) partiendo de cero, sin ningún resultado anterior, y 
por lo tanto, sin tener que hacer suposiciones previas. Obviamente, este primer análisis puede 
que tenga que hacer frente a grandes cantidades de datos y requiera de un gran tiempo de 
procesamiento.  
Una vez completado el análisis inicial y comprobado que se han captado los resultados re-
queridos, se realizarán una serie de análisis incrementales. En concreto, cada día a las 00:00 se 
realizará un análisis sobre qué ha ocurrido justo el día anterior y se añadirá a los resultados 
anteriores. A partir de este histórico de registros, se actualizarán los registros absolutos de las 
métricas correspondientes. Es decir, nos estamos construyendo una versión más ordenada 
(según nuestras necesidades) de los registros de Moodle, para poder seguir utilizándolos aun-
que estos se borren de Moodle. A partir de este registro simulado, se recalculan las correspon-
dientes métricas, para generar los resultados del análisis correspondiente. Como se ha indica-
do en el apartado 4.3.6, para ciertas métricas, se guardarán los resultados obtenidos cada día, 
para mantener un histórico que en un futuro pueda permitir realizar un análisis de la evolu-
ción. 
En la práctica, para manejar situaciones en que un día no se haya podido realizar un análi-
sis, se analizarán solo los días entre el último día que sí se analizó y el anterior al actual. En un 
análisis nunca se incluye el análisis del día actual, ya que esté todavía no se ha completado y 
puede seguir produciéndose información relativa a él.  
En resumen: el día 0 hacemos el análisis inicial con todos los datos que tengamos hasta el 
día anterior (el día 0 aún no se ha completado) inicializando todas las tablas de resultados y 
demás. La noche del día 0 al día 1 (más allá de las 00:00) se analiza qué ha ocurrido el día 0, y 
se añaden estos datos indicando que son del día 0. La noche del día 1 al día 2 se analiza qué ha 
ocurrido el día 1, la noche del día 2 al día 3 se analiza qué ha ocurrido el día 2, etc. Si la noche 
del día 1 al día 2 no se pudo realizar el análisis y no se generaron datos, la noche del día 2 al día 
3 se analizará qué ocurrió los días 1 y 2. Para todo ello, nos fijamos en el último día para el que 
hay entradas en los resultados. 
Un punto todavía a analizar es qué pasa cuando se generan parte de los datos, es decir, hay 
un fallo en mitad del análisis y no se copian todos los datos requeridos para el día X. Habría 
que comprobar cuántos datos deberían haberse generado para ese día y si la cantidad es infe-
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rior, borrar los que existan (o simplemente crear de nuevo la tabla sin seleccionarlos) e iniciar 
el análisis a partir del último día que sí se completó. Por lo tanto, una buena práctica previa, 
será comprobar que se han generado todos los datos. Se podría hacer como última etapa del 
análisis, pero si este falla a mitad no se garantiza que esta última etapa se ejecute. Así, se opta-
rá por añadirlo como primera etapa del análisis siguiente, tras lo cual, la última fecha ya no es 
la incompleta y se hace de nuevo todo el análisis. 
Se debe prestar atención en que los análisis iniciales están pensados para ser realizados 
comprobando que generan resultados. Las consultas están probadas, por lo que funcionan 
correctamente, pero sería adecuado controlar que se guardan los resultados. Por ejemplo, 
pueden no generarse resultados si no se encuentran datos en la base de datos de Moodle. Una 
vez que ya se hayan generado datos se puede programar el uso de las consultas incrementales. 
Esto es debido a que, para realizar las consultas incrementales se busca información del análi-
sis anterior, así que en primera instancia se buscan datos del análisis inicial, por ejemplo, la 
última fecha para la que se generaron datos. Se ha intentado que las consultas incrementales 
puedan llegar a generar los datos iniciales si el análisis inicial no obtuvo resultados. 
Indicar que, cualquiera de los resultados se obtiene tras varias etapas de procesado que 
generan una serie de tablas que se han denominado temporales. Se ha optado por mantener 
estas tablas temporales tras su utilización en la obtención del resultado final, por si hubiera 
algún error de ejecución de las sentencias, poder tener más posibilidades para recuperar da-
tos. 
Tal y como se infiere del índice del apartado enumerado anteriormente, vamos a distinguir 
cinco bloques de tablas: 
 Información directa de Moodle pero expresada de forma más conveniente. 
 Información sobre estadísticas de acceso, entre las que distinguiremos, las tablas con la 
versión histórica del registro de Moodle a partir de las cuáles se recalculan las demás, 
así como otra serie de resultados intermedios necesarios para obtener más cómoda-
mente los resultados finales. 
 Información sobre resultados académicos, obtenidos directamente de Moodle. 
 Análisis estadístico de la relación entre los dos bloques anteriores. 
 Información relacionada con Machine Learning. 
Para facilitar el trabajo a realizar así como llevar un mayor control, hemos definidos tres 
conjuntos de tablas con las que ordenar e indicar qué datos queremos obtener. 
El punto clave de todo el trabajo, está en una simple tabla en la que almacenaremos el úl-
timo día en que supimos que cada uno de los registros históricos de la actividad en Moodle 
se completó con éxito, para poder analizar si ha habido algo erróneo y se debe volver a reali-
zar. Además, guardaremos la fecha del análisis que se está actualmente realizando (qué será la 
fecha actual del ordenador menos un día), para poder utilizar este campo como variable en 
todo el análisis, y si este se extiende por más de un día, se siga usando el mismo valor. Su es-
tructura se muestra, junto con su valor inicial, en la Tabla 68. 
El análisis inicial, toma estos valores. Tras completar la etapa de análisis de la tabla de cur-
sos, actualiza al día del análisis la entrada para cursos. Cada análisis incremental, tras realizar la 
comprobación del último análisis, actualiza al último día correcto las restantes entradas. Las 
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operaciones relativas a esta tabla se han denominado UltimoDia. Esta comprobación se basa 
en: 
 Calcular, para cada tabla a analizar y a partir de la plantilla utilizada en el análisis ante-
rior, la cantidad de datos que se debían haber guardado por día. 
 Calcular, para cada día, los datos que se guardaron en cada tabla. 
 Seleccionar aquellos días en que ambas métricas no coinciden y quedarse con el míni-
mo de todos ellos. 
 Borrar toda la información cuya fecha sea mayor o igual a ese día obtenido. 
 Actualizar los campos de UltimoDia que correspondan, para guardar la mayor fecha 









fecha de la última vez que se comprobó el conteni-
do de mdl_course y se actualizó el contenido de 





fecha del último día en que se comprobó que se 





fecha del último día en que se comprobó que se 
completó correctamente la tabla de resultados 
EstDCUM 
acceso-foros 1970-01-01 
fecha del último día en que se comprobó que se 





fecha del último día en que se comprobó que se 






mínimo de los campos accesos-modulos y acce-
sos-foros 
dia-analisis {día actual–1} fecha correspondiente al día del análisis 
Tabla 68. Estructura y contenido inicial de la tabla ultimo_dia 
En segundo lugar, distinguimos las tablas de historial, aquellas que nos permitirán 
mantener toda la información de construcción de cursos en Moodle, aunque se borre de su 












El tercer conjunto de tablas que vamos a definir se han denominado plantillas. Con ellas, 
vamos a registrar todas las combinaciones, de los campos o valores que corresponda, que ne-
cesitamos para definir qué información queremos registrar. La estrategia es partir de estas 
plantillas e ir añadiendo columnas a la derecha con nuevas métricas. El motivo de usarlas está 
en poder obtener información completa, es decir, realizando pruebas se comprobó que al cal-
cular distintas métricas, a partir de resultados previos o directamente de la información de 
Moodle, no se tenía por qué obtener valores para todas las combinaciones que necesitamos, 
por ejemplo: 
 Cuando calculábamos el número de accesos a cada curso por usuario y día mediante las 
opciones de agrupamiento (GROUP BY) de HiveQL a partir de mdl_log, solo obtenía-
mos aquellas combinaciones curso – usuario – día para las cuáles se habían producido 
accesos. De esta forma, si un usuario no accedía un día a un curso no se generaba datos 
para esa combinación curso – usuario – día.  
 Obtenemos la calificación que ha obtenido el usuario en una tarea evaluable o en el 
curso en total, a partir de mdl_grade_grades. Si el usuario no ha obtenido califica-
ción,  analizando mdl_grade_grades no obtendremos ninguna entrada para su rela-
ción curso – usuario, que en este caso tendría que tener algo de la forma “Sin calificar”. 
Parece una práctica mucho más coherente poder registrar los no accesos mediante un 0, las 
no calificaciones mediante un “Sin calificar” o el resto de métricas según corresponda, a no 
tener información. Esto nos lo permite el uso de las plantillas junto con la sentencia LEFT 
OUTER JOIN de HiveQL (ya explicada en el apartado 4.3.5). Mediante esta sentencia tratare-
mos de unir la plantilla que corresponda con las distintas sentencias HiveQL que calculan dis-
tintas métricas y así poder registrar todas las combinaciones deseadas y aquellas para las qué 
no se encontró datos, guardar lo que la lógica pida. Realmente, cuando no se encuentran datos 
se deja la casilla en blanco o sin valor, pero con la función COALESCE le podemos indicar qué 
queremos que ponga en lugar de dejar la casilla sin valor, como se indicó en el apartado 4.3.5. 
Además, si en una misma tabla queremos guardar varias métricas, deberemos tener todos los 
valores, nulos o no, para que las columnas cuadren, por lo que el uso de estas plantillas gana 
enorme interés. 
Otra de las ventajas de las plantillas es que le indicamos a las sentencias HiveQL qué que-
remos que busquen. Actúan como a modo de filtro de los datos analizados ya que solo se 
guardarán los datos que coincidan con alguna entrada de la plantilla. De esta forma, nos po-
demos olvidar de situaciones como la existencia de entradas incompletas, por ejemplo, en las 
que no se haya guardado qué usuario realizó el acceso, cuando queramos centrar el análisis en 
un rango temporal no deberemos filtrar la sentencia HiveQL que calcula la métrica; o si una 
calificación dada no se corresponde a ningún usuario registrado no tenemos que eliminarla; 
simplemente utilizamos una plantilla que solo comprenda las combinaciones deseadas, o si 
queremos centrar el análisis en un curso, cogemos solo las entradas de la plantilla relacionadas 
con ese curso. En todos los casos podemos usar la misma sentencia HiveQL, será la plantilla la 
que se encargue de filtrar todos aquellos resultados que no queremos. 
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De entre estas plantillas podemos distinguir dos grupos: 
 Temporales: almacenan combinaciones repetidas a lo largo de un rango de tiempo. Es-
tas plantillas se generan por medio de la estructura LATERAL VIEW y la UDF DateRan-
ge explicadas en los apartados 4.3.5 y 4.3.4, respectivamente. Son: 
o Plantilla día – curso – usuario, referida como bloque PlantillaDCU. 
o Plantilla día – curso – usuario – módulo, referida como bloque Planti-
llaDCUM. 
o Plantilla día – curso – usuario – foro, referida como bloque PlantillaDCUF. 
o Plantilla día – curso – usuario – foro – discusión, referida como bloque Plan-
tillaDCUFD. 
 Simples: almacenan combinaciones de elementos dentro de un mismo curso, sin rango 
de tiempo. Estas plantillas se generan mediante un cruce de tablas con CROSS JOIN 
(apartado 4.3.5). Son: 
o Curso – módulo – usuario, referida como CursoModuloUsuario. 
o Curso – foro – usuario, referida como CursoForoUsuario. 
o Curso – assign – usuario – grupo, referida como CursoAssignUsuario. 
o Curso – quiz – usuario, referida como CursoQuizUsuario. 
La plantilla día – curso – usuario (PlantillaDCU, tabla mood-
le2_bigdata_results.plantilla_dia_curso_usuario) guarda todas las relaciones 
día – curso – usuario, es decir, para cada pareja curso – usuario, obtenida de la tabla de matri-
culaciones, se crea una lista de tripletas día – curso – usuario, donde día irá: 
 Desde el valor inicio de la matriculación hasta el día anterior al actual, si la matricu-
lación está activa (activo = ‘ACTIVO’). 
 Desde el valor inicio de la matriculación al final de la matriculación, si está desactiva-
da (activo = ‘NO ACTIVO’). 
En caso de que la matriculación esté activada, solo se calculan datos hasta el día anterior al 
de realización del análisis, porque en cada análisis, el día actual no se incluye.  
De esta forma, se están registrando solo los instantes de tiempo en que es posible que el 
usuario pueda entrar a ese curso y así registrar todas las métricas. 
moodle2_bigdata_results.matriculaciones 
curso usuario inicio fin status activo 
0003-2015//0004-2015 2 2015-10-10 None PROFESOR ACTIVO 
0001-2015 1 2015-10-01 None PROFESOR ACTIVO 
0001-2015 3 2015-10-01 None ALUMNO ACTIVO 
0003-2015//0004-2015 1 2015-10-10 2015-11-01 ALUMNO NO ACTIVO 
0001-2015 4 2015-11-01 None ALUMNO ACTIVO 
Tabla 69. Ejemplo de tabla de matriculaciones I 
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Supongamos que tenemos la tabla de matriculaciones de la Tabla 69 y que realizamos el 
análisis el día 2015-11-05 (registrado en UltimoDia). La plantilla resultante será (por simplici-
dad no se muestran todas las entradas) la mostrada en la Tabla 70. 
moodle2_bigdata_results.plantilla_dia_curso_usuario 
dia curso usuario 
2015-10-10 0003-2015//0004-2015 1 
… 
2015-11-01 0003-2015//0004-2015 1 
2015-10-10 0003-2015//0004-2015 2 
… 
2015-11-04 0003-2015//0004-2015 2 
2015-10-01 0001-2015 1 
… 
2015-11-04 0001-2015 1 
2015-10-01 0001-2015 3 
… 
2015-11-04 0001-2015 3 
2015-11-01 0001-2015 4 
… 
2015-11-04 0001-2015 4 
Tabla 70. Plantilla día – curso – usuario a partir de Tabla 69 
La plantilla día – curso – usuario – módulo (PlantillaDCUM, tabla mood-
le2_bigdata_results.plantilla_dia_curso_usuario_modulo) guarda todos los 
instantes de tiempo en que un usuario puede acceder a cada uno de los módulos de cada cur-
so. El campo dia irá del máximo entre el inicio del módulo y el inicio de la matriculación 
(max(inicio_modulo, inicio_matriculacion)), hasta el mínimo entre el fin del módu-
lo y el fin de la asociación (min(fin_modulo, fin_matriculacion)), donde: 
 Si el módulo está activo, fin_modulo = día actual – 1. 
 Si la matriculación está activa, fin_matriculacion = día actual – 1. 
En caso de que un módulo y un usuario no tengan coincidencia temporal, no se generarán 
registros, ya que el cálculo de fechas anteriores dará lugar a una fecha de fin anterior a la de 
















































































1 1 resource 
Recurso 1 del 
curso 2 modificado 
2015-
10-10 
None 1444474800 ACTIVO 
0001-2015 3 1 forum 








2 1 resource 









0001-2015 4 1 assign 




None 1446336000 ACTIVO 
Tabla 71. Ejemplo de tabla de módulos I 
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Supongamos que tenemos las tablas de matriculaciones de la Tabla 69 y módulos de la Ta-
bla 71 y que se realiza el análisis el día 2015-11-05; obtendremos el resultado de la Tabla 72 
(por simplicidad no se muestran todas las entradas). 
moodle2_bigdata_results.plantilla_dia_curso_usuario_modulo 
dia curso usuario modulo 
2015-10-10 0003-2015//0004-2015 1 1 
… 
2015-11-01 0003-2015//0004-2015 1 1 
2015-10-20 0003-2015//0004-2015 1 2 
… 
2015-11-01 0003-2015//0004-2015 1 2 
2015-10-10 0003-2015//0004-2015 2 1 
… 
2015-11-04 0003-2015//0004-2015 2 1 
2015-10-20 0003-2015//0004-2015 2 2 
… 
2015-11-01 0003-2015//0004-2015 2 2 
2015-10-15 0001-2015 1 3 
… 
2015-11-04 0001-2015 1 3 
2015-11-01 0001-2015 1 4 
… 
2015-11-04 0001-2015 1 4 
2015-10-15 0001-2015 3 3 
… 
2015-11-04 0001-2015 3 3 
2015-11-01 0001-2015 3 4 
… 
2015-11-04 0001-2015 3 4 
2015-11-01 0001-2015 4 3 
… 
2015-11-04 0001-2015 4 3 
2015-11-01 0001-2015 4 4 
… 
2015-11-04 0001-2015 4 4 
Tabla 72. Plantilla día – curso – usuario – modulo obtenida a partir de Tabla 69 y Tabla 71 
La plantilla día – curso – usuario – foro (PlantillaDCUF, tabla: mood-
le2_bigdata_results.plantilla_dia_curso_usuario_foro) guarda todos los ins-
tantes de tiempo en que un usuario puede acceder a cada uno de los foros de cada curso. Se 
calcula a partir de la PlantillaDCUM, escogiendo las entradas para los módulos que son de 
tipo forum. Por ejemplo, a partir de la Tabla 72, obtendríamos la Tabla 73. 
La plantilla día – curso – usuario – foro – discusión (PlantillaDCUFD, tabla: mood-
le2_bigdata_results.plantilla_dia_curso_usuario_foro_discusion) guarda 
todos los instantes de tiempo en que un usuario puede acceder a cada una de las discusiones 
de cada curso, detalladas por foro. El campo dia irá del máximo entre el inicio de la discusión 
y el inicio de la matriculación (max(inicio_discusion, inicio_matriculacion)), has-
ta el mínimo entre el fin de la discusión y el fin de la asociación (min(fin_discusion, 
fin_matriculacion)), donde: 
 Si la discusión está activa, fin_discusion = día actual – 1. 
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 Si la matriculación está activa, fin_matriculacion = día actual – 1. 
Su obtención es análoga a la PlantillaDCUM. 
moodle2_bigdata_results.plantilla_dia_curso_usuario_foro 
dia curso usuario foro 
2015-10-15 0001-2015 1 3 
… 
2015-11-04 0001-2015 1 3 
2015-10-15 0001-2015 3 3 
… 
2015-11-04 0001-2015 3 3 
2015-11-01 0001-2015 4 3 
… 
2015-11-04 0001-2015 4 3 
Tabla 73. Plantilla día – curso – usuario – foro obtenida a partir de Tabla 72 
En cualquiera de las plantillas, se pueden usar sentencias HiveQL que generan todos los da-
tos. Obviamente estas plantillas crecen rápidamente con el tiempo. Se debe tener en cuenta 
que generar cualquiera de estas plantillas cuando la actividad en Moodle está bastante avan-
zada, llevará mucho tiempo. Por ello, en los análisis incrementales, se generará solo la parte de 
plantilla que se necesita, teniendo en cuenta desde qué día se debe realizar el análisis en base 
a cuál fue el último día analizado. Por ejemplo, supongamos que queremos generar la Plan-
tillaDCU incremental. Para cada combinación curso – usuario solo querremos registrar los 
instantes de tiempo que no hayamos analizado anteriormente. Para ello, nos fijamos en la 
tabla UltimoDia, la cual en el registro accesos-curso-usuario, nos indica cual es la últi-
ma fecha guardada en el análisis que depende de PlantillaDCU, y por tanto la fecha a partir 
de la cuál generar las combinaciones día – curso – usuario. Así, supongamos que tenemos de 
nuevo la situación de la Tabla 69, como fecha en UltimoDia, ‘2015-11-02’ y fecha del análisis, 
‘2015-11-05’, se obtendría el resultado de la Tabla 74. 
moodle2_bigdata_results.plantilla_dia_curso_usuario 
dia curso usuario 
2015-11-03 0003-2015//0004-2015 2 
2015-11-04 0003-2015//0004-2015 2 
2015-11-03 0001-2015 1 
2015-11-04 0001-2015 1 
2015-11-03 0001-2015 3 
2015-11-04 0001-2015 3 
2015-11-03 0001-2015 4 
2015-11-04 0001-2015 4 
Tabla 74. Ejemplo plantilla día – curso – usuario incremental 
De forma, similar se obtienen el resto de plantillas temporales incrementales. 
Las plantillas simples, son más fáciles de generar, ya que solamente deberemos cruzar la in-
formación de dos tablas, basándose en el identificador de curso. La generación será siempre la 
misma en función de la información que en cada análisis tengan las tablas implicadas. 
La plantilla curso – módulo – usuario (CursoModuloUsuario, tabla: mood-
le2_bigdata_results.curso_modulo_usuario) mantiene, para cada curso, todas las 
combinaciones entre los usuarios matriculados en el curso y los módulos publicados en él. Se 
está suponiendo que todos los usuarios pueden acceder a todos los módulos, por simplicidad, 
ya que el único problema que se genera son datos en exceso pero nunca pérdida de datos. Por 
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ejemplo, dada las matriculaciones de la Tabla 69 y los módulos de la Tabla 71, obtenemos el 
resultado de la Tabla 75. 
moodle2_bigdata_results.curso_modulo_usuario 
curso modulo usuario 
0001-2015 3 1 
0001-2015 3 3 
0001-2015 3 4 
0001-2015 4 1 
0001-2015 4 3 
0001-2015 4 4 
0003-2015//0004-2015 1 1 
0003-2015//0004-2015 1 2 
0003-2015//0004-2015 2 1 
0003-2015//0004-2015 2 2 
Tabla 75. Ejemplo plantilla curso – módulo – usuario 
La plantilla curso – foro – usuario (CursoForoUsuario, tabla: mood-
le2_bigdata_results.curso_foro_usuario) mantiene, para cada curso, todas las 
combinaciones entre los usuarios matriculados en el curso y los foros publicados en él. Se ob-
tiene de forma similar a la plantilla curso – módulo – usuario, a partir de la tabla de matricula-
ciones y de foros 
La plantilla curso – assign – usuario (CursoAssignUsuario, tabla mood-
le2_bigdata_results.curso_assign_usuario) mantiene, para cada curso, todas las 
combinaciones entre los alumnos matriculados en él y los assign propuestos (actualmente, ver 
estructura de la tabla de assign) para que los alumnos los realicen, es decir, no genera combi-
naciones que incluyan profesores. Esto es debido a que esta plantilla se va a usar para comple-
tar una tabla de calificaciones de assign, obviamente los profesores no deberán formar parte 
de ella. Se obtiene de una forma similar a la plantilla curso – módulo – usuario, a partir de las 
tablas de matriculaciones y assign, pero añade una columna más de información, a cada com-
binación assign – usuario en cada curso, le añade el posible grupo de trabajo al que pertenece 
el usuario, ya que algunas entregas pueden ser en grupo y puede ser necesario no saber el 
usuario de la tarea sino el grupo. En caso de que el usuario no tenga definido ningún grupo, el 
campo se deja vacío. Esta información la obtiene de la tabla de grupos. 
La plantilla curso – quiz – usuario (CursoQuizUsuario, tabla mood-
le2_bigdata_results.curso_quiz_usuario) mantiene, para cada curso, todas las 
combinaciones entre los alumnos matriculados en él y los quiz propuestos (actualmente, ver 
estructura de la tabla de quiz) para que los alumnos los completen, es decir, no genera combi-
naciones que incluyan profesores, por la misma razón que en la plantilla anterior. Se obtiene 
de forma similar a la plantilla curso – módulo – usuario, obteniendo la información de la tabla 
de matriculaciones y la tabla de quiz. 
 
4.6.2. Preprocesado de la información de Moodle 
A pesar de que Moodle nos da información sobre cómo se construyen los cursos, qué usua-
rios pueden acceder, qué información es accesible para ellos y demás, no está preparada para 
el análisis que queremos desarrollar. Principalmente, si un curso se borra de Moodle, es de 
esperar que se borre toda su información asociada, pero en nuestro estudio nos convendría 
mantener esa información, por ello necesitamos una etapa de preprocesado de la información 
de Moodle, principalmente por dos objetivos: 
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 Juntar bajo una misma tabla información que se encuentra repartida por varias tablas 
en Moodle. 
 Mantener información histórica sobre cursos que ya no existen, es decir, se han borra-
do. 
El conjunto de tablas que aquí se enumeran, son las que en el apartado anterior se han de-









Para mantener el historial de cursos (bloque Cursos, tablas: mood-
le2_bigdata_results.cursos_actuales y moodle2_bigdata_results.cursos_ 
historico) tendremos dos tablas, una de ellas realmente solo guarda los cursos que actual-
mente están activos, considerando que están activos porque existen en la base de datos de 
Moodle. Por otro lado, tendremos la tabla de historial de cursos, propiamente dicha, en la que 
guardaremos la información administrativa de todos los cursos que, en algún momento, han 
sido analizados por la infraestructura BigData.  
Como tenemos que manejar el supuesto de que los identificadores de curso se reutilicen o 
reasignen, los resultados de los análisis se guardarán con un identificador propio que daremos 
a los cursos y que denominaremos identificador BigData. Este no es más que el identificador 
Sigma o administrativo que tiene el curso. Si se revisa detenidamente la nomenclatura utiliza-
da en la Universidad de Valladolid para dar nombre a sus cursos en la plataforma Moodle, es-
tos siguen una estructura resultado de combinar el nombre de la asignatura con un código 
numérico, por ejemplo: 
 Cursos únicos: 
ELECTRONICA DE COMUNICACIONES (1-211-244-43783-1-2012) 
Dónde: 
o 1: identificador de campus. 
o 211: identificador de facultad/escuela. 
o 244: identificador de plan de estudios.  
o 43783: identificador de asignatura. 
o 1: identificador de grupo en la asignatura. 
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o 2012: identificador de año académico. En realidad el año académico sería 2012 
– 2013. 
 Agrupación de varios cursos, lo que denominaremos CURSOS META: 
TEORÍA DE LA COMUNICACIÓN (META27491-2014) 
Dónde: 
o META27491: identificador de la agrupación. 
o 2014: año académico. En realidad el año académico sería 2014 – 2015. 
De estos ejemplos hemos concluido que cada combinación de estos parámetros es única, 
por lo que un buen identificador único global sería la combinación numérica indicada entre 
paréntesis en el nombre de cada curso. A esta combinación la vamos a denominar serie del 
curso. Una misma asignatura a lo largo de varios años académicos tendrá todos los campos 
iguales menos el último que indica el año, por lo que también podemos distinguir la misma 
asignatura pero en distintos años (y poder realizar análisis comparativos). Esta serie será nues-
tro identificador BigData. En el caso de la agrupación de cursos, la cosa se complica, ya que no 
podemos asegurar que el identificador de la agrupación se repita a lo largo de los años. Para 
distinguir cursos agrupados tendremos que recurrir al identificador Sigma de los cursos que 
forman la agrupación (cursos hijos). Por ejemplo, si un curso agrupa dos cursos, cuyos códigos 
Sigma son, respectivamente, 1-211-244-43783-1-2012 y 1-211-244-43783-2-2012, 
su identificador BigData será: 1-211-244-43783-1-2012//1-211-244-43783-2-2012 
(los cursos se ordenan alfabéticamente según su identificador). 
Se ha comprobado, que este identificador Sigma se almacena bajo el campo denominado 
idnumber de la tabla mdl_course, por lo tanto, el único requerimiento para que funcione 
nuestra propuesta BigData, es que todos los cursos estén identificados unívocamente median-
te este campo, con un identificador que permita diferenciar el curso a lo largo de los años, es 
decir, de la forma: Identificador-de-curso-AÑO, por lo tanto, son válidos cualquiera de 
los ejemplos anteriores, pero también nomenclaturas de la forma: Curso1-2015, Matemáti-
cas-2015, Economía-Grupo1-2015, ya que mantiene la estructura, aunque no sea numéri-
ca. El único requisito para comparar un curso con el mismo curso en otros años, es que se lla-
me igual, pero cambiando el año, es decir, Curso1-2015 se podrá comparar con Curso1-
2013, Curso1-2014, Curso1-2016, etc., ya que la parte que no comprende el año académi-
co, es la misma. 
Pero, los datos de Moodle vienen dados para el identificador Moodle y nosotros queremos 
guardarlos con nuestro identificador propio. Así, la tabla de cursos actuales tan solo guardará 
la correspondencia entre el identificador Moodle y el identificador BigData que llevaría asocia-
do ese curso. Cuando estemos analizando, por ejemplo, mdl_log, mapearemos el identifica-
dor de curso Moodle al que se corresponda en nuestra tabla de cursos actuales. Por supuesto, 
aparece un margen de error, si estamos realizando el análisis en fechas próximas a la reutiliza-
ción del identificador de curso, es posible que los resultados se encuadren en un curso equivo-
cado, pero trabajamos con el supuesto que las fechas cercanas a la reutilización serán los últi-
mos días del curso eliminado y los primeros del nuevo curso, los cuales no suelen ser de mucha 
actividad, y ante la duda, se encuadrarán en el nuevo curso. 
De esta forma, la alternativa planteada consistirá en, tener una copia de la tabla de cursos 
de Moodle, en la que tan solo tendremos el identificador de los cursos activos (Tabla 76). Junto 
con este identificador guardaremos el identificador BigData con el que queremos guardar 
nuestros resultados. Al guardar estos resultados haremos un mapeo de identificador Moodle a 
Capítulo 4. Diseño e implementación de la solución Universidad de Valladolid 
171 
 
identificador BigData usando esta tabla y suponiendo que el dato que estamos analizando 
debe pertenecer al curso, con el identificador correspondiente, que esté activo y, por tanto, en 
nuestra tabla de cursos actuales. Quizá hubiera sido mejor práctica hacer este procesado de 
forma análoga a los usuarios, enumerado en el apartado 4.5.2, y guardar la información de 
Moodle directamente referida con el nuevo identificador, pero cuando se vio que esa alterna-
tiva era posible, el desarrollo del código estaba muy avanzado y suponía un enorme cambio. 
Puede ser este uno de los puntos de mejora del código. Además, la gestión de cursos actuales 
es un poco más tediosa que la de usuarios, ya que se debe gestionar la diferencia entre cursos 
individuales y cursos META. 
moodle2_bigdata_results.cursos_actuales 
Campo Tipo Descripción 
id int identificador que el curso tiene en Moodle 
id_bigdata string identificador con el que referenciaremos a este curso en BigData 
Tabla 76. Estructura de la tabla de cursos actuales (cursos_actuales) 
Por otro lado, tendremos una tabla de historial de cursos que seguirá la estructura de la Ta-
bla 77. 
moodle2_bigdata_results.cursos_historico 
Campo Tipo Descripción 
id_bigdata string identificador que la infraestructura BigData da al curso 
nombre string nombre del curso 
anio string año académico del curso, de la forma Curso_20XX_20XX 
creación date momento en que el curso se creó o añadió a Moodle, obtenido a 
partir del campo timecreated de mdl_course. Formato YYYY-
MM-dd 
inicio date momento de inicio del curso, obtenido a partir del campo start-
date de mdl_course. Formato YYYY-MM-dd 
Tabla 77. Estructura de la tabla de historial de cursos (cursos_historico) 
En cuanto a cómo gestionar estas tablas, en primer lugar, se analiza la tabla de cursos de 
Moodle para obtener identificadores activos y generar el identificador BigData que correspon-
de. Después, los identificadores de cursos META, se sustituyen por la concatenación de los 
identificadores de sus cursos hijos. Sabemos qué cursos son META a través de la tabla 
mdl_enrol (se puede ver la explicación completa en el código fuente del trabajo).  
A partir de esta tabla se irán añadiendo entradas a la tabla de histórico de cursos. En con-
creto, se añadirán aquellos cursos que aparecen en la tabla de cursos actuales pero no en la de 
histórico, fijándonos en su identificador BigData. De esta forma, si un identificador Moodle se 
reasigna a un nuevo curso lo detectaremos porque el identificador BigData que se obtiene es 
distinto. Así, encontraremos en la tabla de cursos actuales un identificador BigData que no 
está en la tabla de histórico, por lo que accederemos a Moodle para obtener toda la informa-
ción relativa al curso cuyo identificador mapeado a identificador BigData no está en nuestra 
tabla de histórico. Por simplicidad en el procesamiento, la información que se añade a la tabla 
de historial de cursos no cambia, es decir, no se ha contemplado la opción de que la parte de 
nombre de la asignatura sea modificado, por ejemplo, por un fallo de ortografía. 
Quedan dos campos por analizar, el tiempo de creación y el tiempo de inicio, que se han in-
cluido, simplemente, para mantener coherencia en los datos, es decir, para que cuando anali-
cemos elementos de los cursos para los cuales necesitamos información sobre fechas de crea-
ción, estas sean coherentes con la fecha de creación de su curso, es decir, que no sean anterio-
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res, y en caso de que lo sean (existen algunos procedimientos de creación a partir de elemen-
tos ya existentes que no actualizan la fecha de creación) sustituirlas por la fecha de creación 
del curso, como solución menos mala. 
En caso de que el curso sea una reinicialización de contenido de otro curso existente, cabe 
la posibilidad de que no se actualice su fecha de creación, por ello, acudimos a la tabla de Ul-
timoDia del análisis, donde tendremos el último día en que se actualizó la tabla de cursos, 
bajo la clave cursos. En caso de que la fecha de creación sea anterior a esta fecha sabremos 
que hay algo que no cuadra, porque hasta ese día, no tuvimos constancia de ese curso, por lo 
que podemos suponer que es un curso que se ha creado a partir de otro y no ha actualizado 
correctamente la fecha. Así, colocamos como fecha de creación del curso ese último día en 
que supimos que no estaba.  
Consideremos un ejemplo, tenemos la tabla mdl_course de la Tabla 78 y la tabla 
mdl_enrol nos dice que el curso con identificador 2 es un curso META con cursos hijos 3 y 4 
(por simplicidad no ha incluido su contenido completo aquí; para saber cómo nos da esta in-
formación, recurrir al código fuente). Con estos datos, obtendríamos la tabla cur-
sos_actuales de la Tabla 79 y la tabla histórica de la Tabla 80. 
mdl_course 
id name idnumber timecreated startdate 
1 Curso 1 (0001-2015) 0001-2015 1443657600 1443657600 
2 Curso 2 (META1-2015) META1-2015 1441065600 1441065600 
3 Curso 3 (0003-2015) 0003-2015 1441065600 1441065600 
4 Curso 4 (0004-2015) 0004-2015 1441065600 1441065600 







Tabla 79. Tabla cursos_actuales obtenida a partir de Tabla 78 
moodle2_bigdata_results.cursos_historico 
id_bigdata nombre anio creación inicio 
0001-2015 Curso 1 (0001-2015) Curso_2015_2016 2015-10-01 2015-10-01 
0003-2015//0004-2015 Curso 2 (META1-2015) Curso_2015_2016 2015-09-01 2015-09-01 
0003-2015 Curso 3 (0003-2015) Curso_2015_2016 2015-09-01 2015-09-01 
0004-2015 Curso 4 (0004-2015) Curso_2015_2016 2015-09-01 2015-09-01 
Tabla 80. Tabla cursos_historico obtenida a partir de Tabla 78 
Ahora supongamos, que la Tabla 78 se modificada para dar lugar a la Tabla 81 como tabla 
de cursos en Moodle, obtendremos los resultados de la Tabla 82 y la Tabla 83. 
mdl_course 
id name idnumber timecreated startdate 
1 Curso 1 Modificado (0001-2015) 0001-2015 1443657600 1443657600 
2 Curso 5 (0005-2015) 0005-2015 1446336000 1446336000 
5 Curso 6 (0006-2015) 0006-2015 1446336000 1446336000 
 













Tabla 82. Tabla cursos_actuales obtenida a partir de Tabla 81 
moodle2_bigdata_results.cursos_historico 
id_bigdata nombre anio creación inicio 
0001-2015 Curso 1 (0001-2015) Curso_2015_2016 2015-10-01 2015-10-01 
0003-2015//0004-2015 Curso 2 (META2-2015) Curso_2015_2016 2015-09-01 2015-09-01 
0003-2015 Curso 3 (0003-2015) Curso_2015_2016 2015-09-01 2015-09-01 
0004-2015 Curso 4 (0004-2015) Curso_2015_2016 2015-09-01 2015-09-01 
0005-2015 Curso 5 (0005-2015) Curso_2015_2016 2015-11-01 2015-11-01 
0006-2015 Curso 6 (0006-2015) Curso_2015_2016 2015-11-01 2015-11-01 
Tabla 83. Tabla cursos_historico obtenida a partir de Tabla 81 
La tabla de historial de matriculaciones (bloque Matriculaciones, tabla mood-
le2_bigdata_results.matriculaciones) se encargará de mantener todas las asocia-
ciones curso – usuario, es decir, indicará qué usuarios pueden acceder a qué curso, para saber 
qué estadísticas de accesos de qué usuario hay que recoger en cada curso. Presenta la estruc-
tura de la Tabla 84. 
moodle2_bigdata_results.matriculaciones 
Campo Tipo Descripción 
curso string identificador del curso 
usuario string identificador de usuario 
inicio date 
día en que se creó, en Moodle, la asociación. Realmente tomamos como 
referencia el instante de inicio de la asociación (timestart en 
mdl_user_enrolments). Formato YYYY-MM-dd 
fin date 
día en que se eliminó la asociación. Mientras la asociación siga activa, 
este campo no tiene sentido. En mdl_user_enrolments existe un 
campo de fin del enrolamiento del usuario, pero normalmente no se 
usa, por lo que vamos a considerar que ese campo no existe, para no 
complicar el análisis. Formato YYYY-MM-dd 
status string 
el usuario actúa como profesor (‘PROFESOR’) o alumno (‘ALUMNO’) 
del curso 
activo string 
permite saber si para esta asociación es posible (‘ACTIVO’) o no (‘NO 
ACTIVO’) que se sigan produciendo registros 
Tabla 84. Estructura moodle2_bigdata_results.matriculaciones 
Juntando la información de las tablas mdl_enrol y mdl_user_enrolments podemos ob-
tener qué usuarios pueden acceder a cada curso. La única diferencia es que en nuestra tabla 
guardaremos los cursos referidos con su identificador BigData, obtenido a partir de la tabla de 
cursos actuales. Obviamente, las asociaciones curso – usuario actuales que nos encontramos, 
se refieren a cursos actuales. Por otro lado, juntando la información de mdl_config, 
mdl_context y mdl_role_assignments se puede diferencian profesores de alumnos. Con 
la variable gradebookroles, definida en mdl_config, se define a qué roles (de los definidos 
en mdl_role) se les pueden asignar notas. Será esta la clave para diferenciar alumnos de pro-
fesores, ya que a los profesores no se les puede evaluar. Sabiendo la lista de roles “de tipo 
alumno” y qué rol toma cada usuario en cada curso, podremos saber que status tiene cada 
usuario en cada curso. 
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 Esta tabla mantiene todas las asociaciones que en algún momento han existido en Moodle. 
Si una misma asociación ha existido durante dos rangos de tiempo distintos, encontraremos 
dos entradas para la misma pareja curso – usuario, pero con distintos rangos de actividad no 
solapados, y solamente una de ellas podrá tener activo = ‘ACTIVO’. Cuando se borra la 
asociación (suponemos que cuando se borra el curso o el usuario implicados también se borra 
su asociación) se desactiva la asociación (activo = ‘NO ACTIVO’) y se sustituye el día de 
fin de la asociación por el día anterior al actual. También se ha supuesto que el identificador de 
usuario es único y no se reasigna cuando desaparece un usuario.  
Para generar este comportamiento, por un lado tendremos la inicialización de datos, la cual 
tienen por objetivo cargar todas las asociaciones encontradas en Moodle así como guardarlas 
sustituyendo el identificador del curso en Moodle por el identificador BigData del mismo. 
Por ejemplo, supongamos que tenemos Tabla 85 y Tabla 86 como mdl_user_enrolments 
y mdl_enrol, respectivamente. Por otro lado, supongamos que a partir de las tablas 
mdl_role_assignment y mdl_context obtenemos que el usuario 1 actúa con rol 3 en los 
cursos 2 y 1, y los usuarios 2 y 3 actúan con rol 5 en cualquier curso; además la opción grade-
bookroles de mdl_config, dice que solo el rol 5 es evaluable (seguir el proceso de obten-
ción en el código fuente, no incluido aquí por simplicidad y extensión), obtenemos los resulta-
dos de la Tabla 87.  
mdl_user_enrolments 
enrolid userid timestart 
3 1 1444471200 
3 2 1444474800 
4 1 1443697200 
4 3 1443697200 





Tabla 86. Ejemplo de mdl_enrol 
moodle2_bigdata_results.matriculaciones 
curso usuario inicio fin status activo 
0003-2015//0004-2015 1 2015-10-10 None PROFESOR ACTIVO 
0003-2015//0004-2015 2 2015-10-10 None ALUMNO ACTIVO 
0001-2015 1 2015-10-01 None PROFESOR ACTIVO 
0001-2015 3 2015-10-01 None ALUMNO ACTIVO 
Tabla 87. Tabla de matriculaciones obtenida a partir de Tabla 85 y Tabla 86 
 
mdl_user_enrolments 
enrolid userid timestart 
3 2 1444474800 
4 1 1443697200 
4 3 1443697200 
4 4 1446336000 
Tabla 88. Ejemplo de mdl_user_enrolments II 
Nueva asociación 
Asociación eliminada 
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En cuanto al análisis incremental, la parte central de ese análisis actualiza el contenido de la 
tabla uniendo los resultados de cuatro consultas. Supongamos que la Tabla 85 se ha modifica-
do por la Tabla 88. En cuanto a la obtención del status, supongamos que para los usuarios an-
teriores da el mismo resultado, y cualquier nuevo usuario tiene rol 5. 
El código implementado llevará a cabo la actualización en varias etapas. 
 En primer lugar, se seleccionan aquellas matriculaciones que ya se han desactivado y no 
se deben modificar.  
 A continuación, se cogen aquellas asociaciones cuya pareja curso – usuario sigue exis-
tiendo en Moodle. En nuestro ejemplo, se obtiene la Tabla 89. 
curso usuario inicio fin status activo 
0003-2015//0004-2015 2 2015-10-10 None ALUMNO ACTIVO 
0003-2015 1 2015-10-01 None PROFESOR ACTIVO 
0003-2015 3 2015-10-01 None ALUMNO ACTIVO 
Tabla 89. Resultado de la sub – query II sobre la Tabla 88 
 En tercer lugar, se buscan aquellas matriculaciones que ya no existen para ser desacti-
vadas y fijar su fecha de fin al día anterior al actual. En nuestro ejemplo se obtiene la 
Tabla 90. 
curso usuario inicio fin status activo 
0003-2015//0004-2015 1 2015-10-10 2015-11-01 PROFESOR NO ACTIVO 
Tabla 90. Resultado de la sub – query III sobre la Tabla 88 
 Por último, se añaden las nuevas asociaciones, incluidas aquellas que son idénticas a 
una ya existente pero ya desactivada. En este último caso, se comprueba su fecha de 
inicio y si esta es anterior a la fecha de fin de la misma asociación ya desactivada, se fija 
su fecha de inicio al día siguiente a la finalización de la anterior, para que no se solapen. 
En nuestro ejemplo se obtiene la Tabla 91. 
curso usuario inicio fin status activo 
0001-2015 4 2015-11-01 None ALUMNO ACTIVO 
Tabla 91. Resultado de la sub – query IV sobre la Tabla 88 
Juntando todos los resultados, se actualizará el contenido de la tabla de matriculaciones al 
mostrado en la Tabla 92 
moodle2_bigdata_results.matriculaciones 
curso usuario inicio fin status activo 
0003-2015//0004-2015 2 2015-10-10 None ALUMNO ACTIVO 
0001-2015 1 2015-10-01 None PROFESOR ACTIVO 
0001-2015 3 2015-10-01 None ALUMNO ACTIVO 
0003-2015//0004-2015 1 2015-10-10 2015-11-01 PROFESOR NO ACTIVO 
0001-2015 4 2015-11-01 None ALUMNO ACTIVO 
Tabla 92. Tabla de matriculaciones resultante a partir de Tabla 88 mediante análisis incremental 
En cualquiera de los casos (inicial o incremental) si el instante de inicio de la asociación es 
anterior al inicio del curso, se considera inicio de la asociación el del curso. Es algo poco pro-
bable que ocurra, pero lo consideramos para mantener coherencia en los datos. 
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La tabla de historial de cursos – módulos (Modulos, tabla: mood-
le2_bigdata_results.cursos_modulos) mantiene información sobre todos los módulos 
que se han añadido en cada curso. Su estructura se muestra en la Tabla 93. 
moodle2_bigdata_results.cursos_modulos 
Campo Tipo Descripción 
curso string identificador de curso 
modulo int identificador de módulo 
identificador int identificador del contenido del módulo, según su categoría 
tipo string tipo de contenido 
nombre int nombre del contenido 
inicio date momento en que se añadió el módulo al curso. Formato 
YYYY-MM-dd 
fin date momento en que ya no se pueden producir accesos al mó-
dulo, pensado para cuando el curso ya no está activo, pero 
también puede ocurrir que directamente se borre el recur-
so. Formato YYYY-MM-dd 
inicio_timestamp bigint marca de tiempo (fecha y hora) en que se añadió el módulo 
activo string indica si es posible (‘ACTIVO’) o no (‘NO ACTIVO’) que se 
puedan seguir produciendo accesos al módulo 
Tabla 93. Estructura moodle2_bigdata_results.cursos_modulos 
En Moodle se pueden distinguir distintos tipos de módulos que contienen distintos forma-
tos de información publicada para los usuarios. Guardamos la información de todos ellos junta. 
Para generar esta tabla debemos tener en cuenta la información de tres tablas: 
 mdl_course_modules: mantiene información sobre los distintos módulos definidos 
en cada curso. Un módulo se puede considerar como un contenedor de algún tipo de 
elemento publicado en Moodle. Pueden contener elementos de tipo recurso, foro, as-
sign, quiz, etc. El tipo de elemento viene dado mediante un identificador de tipo. 
 mdl_modules: define la correspondencia entre identificador y tipo de módulo. 
 Tablas de cada tipo de elemento. Cada tipo de elemento publicable en un módulo tiene 
su propia tabla donde se mantiene su información. 
Para cada uno de los módulos publicados en cada curso guardaremos su identificador de 
módulo, el tipo de elemento que contiene y el identificador del tipo de elemento a partir de la 
información de mdl_course_modules. Sabiendo su tipo de elemento (a través de 
mdl_modules) accedemos a su nombre, para completar la información. Para ello, previamen-
te se guardará la información de todos los nombres de todos los elementos publicados, refe-
renciados mediante su tipo de elemento e identificador, en una única tabla. 
Por otro lado, el campo de inicio (creación del módulo) se puede extraer de 
mdl_course_module. Se ha observado que cuando el módulo es copia de otro ya existente, 
la copia (con nuevos identificadores de módulo) guarda como fecha de creación, la de la copia 
original. Como para el cálculo de nuestras métricas, este valor es incoherente, se ha optado 
por suponer que, en caso de que la creación del módulo sea anterior a la creación del propio 
curso, la fecha de creación del curso y módulo se igualan, ya que no ha encontrado informa-
ción para poder obtener una fecha más realista. Como ya se indicó, el curso se referencia por 
medio de su identificador BigData. 
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Por otro lado, cuando se detecta que el módulo ya no existe en Moodle (principalmente 
porque se ha borrado el curso, pero también puede ocurrir que se borre el módulo), la entrada 
correspondiente se desactiva (activo = ‘NO ACTIVO’) y se sustituye su fecha de fin por el 
día anterior al actual. En la generación y actualización de esta tabla se ha supuesto que los 
identificadores de módulo no se reutilizan, al menos, dentro del mismo curso. 
La inicialización de esta tabla se encargará de obtener la información previamente indicada 
directamente de Moodle. Por ejemplo, consideremos que hemos juntado todos los nombres 
de los módulos en la Tabla 94, tenemos la Tabla 95 como mdl_course_modules y la Tabla 96 
como mdl_modules. A partir de ellas, obtenemos la Tabla 97. 
moodle2_bigdata_results.nombre_modulos 
curso id nombre tipo 
2 1 Recurso 1 del curso 2 resource 
2 1 Foro 1 del curso 2 forum 
1 1 Recurso 1 del curso 1 resource 
2 1 Assign 1 del curso 2 assign 
Tabla 94. Ejemplo de moodle2_bigdata_results.nombre_modulos 
mdl_course_modules 
id course module instance added 
1 2 17 1 1444474800 
2 2 9 1 1445338800 
3 1 17 2 1444906800 
4 2 1 1 1444906800 





















































































1 1 resource 




None 1444474800 ACTIVO 
0003-2015//0004-
2015 
2 1 forum 




None 1445338800 ACTIVO 
0001-2015 3 2 resource 




None 1444906800 ACTIVO 
0003-2015//0004-
2015 
4 1 assign 




None 1444906800 ACTIVO 
Tabla 97. Tabla de módulos obtenida a partir de Tabla 94, Tabla 95 y Tabla 96 
Supongamos a partir de ahora, que la Tabla 94 y la Tabla 95 se sustituyen, respectivamente 
por la Tabla 98 y la Tabla 99. 
 
 




curso id nombre tipo 
2 1 Recurso 1 del curso 2 modificado resource 
2 2 Recurso 1 del curso 1 resource 
2 1 Assign 1 del curso 2 assign 
1 3 Recurso 2 del curso 1 resource 
Tabla 98. Ejemplo de mdl_resource II 
mdl_course_modules 
id course module instance added 
1 2 17 1 1444474800 
3 1 17 2 1444906800 
4 2 1 1 1444906800 
5 1 17 3 1446336000 
Tabla 99. Ejemplo de mdl_course_modules II 
Una vez inicializada la tabla, los análisis incrementales realizarán el siguiente trabajo: 
 Obtención de aquellas entradas que ya fueron desactivadas y que ya no se van a modi-
ficar. 
 Obtención de las relaciones curso – módulo que siguen existiendo actualizando el nom-
bre del módulo por si se hubiera modificado en Moodle. Para nuestro ejemplo obtene-














































































1 1 resource 




None 1444474800 ACTIVO 
0001-2015 3 2 resource 




None 1444906800 ACTIVO 
0003-
2015//0004-2015 
4 1 assign Assign 1 del curso 2 
2015-
10-15 
None 1444906800 ACTIVO 
Tabla 100. Resultado de la sub – query II a partir de Tabla 98 y Tabla 99 
 Búsqueda de los módulos que ya no existen en Moodle para ser desactivados y fijar su 














































































2 1 forum 









Tabla 101. Resultado de la sub – query III a partir de Tabla 98 y Tabla 99 
 Adición de las relaciones curso – módulo todavía no existentes en la tabla, es decir, 




















































































0001-2015 5 3 resource Recurso 2 del curso 3 2015-11-01 None 1446336000 ACTIVO 
Tabla 102. Resultado de la sub – query IV a partir de Tabla 98 y Tabla 99 
















































































1 1 resource 
Recurso 1 del 
curso 2 Modificado 
2015-
10-10 
None 1444474800 ACTIVO 
0001-2015 3 2 resource 








4 1 assign 
















0001-2015 5 3 resource 




None 1446336000 ACTIVO 
Tabla 103. Tabla de módulos resultante a partir de Tabla 98 y Tabla 99 mediante análisis incremental 
La tabla de historial de cursos – foros (Foros, tabla: mood-
le2_bigdata_results.cursos_foros) mantiene información sobre todos los foros que 
se han añadido en cada curso. Su estructura se muestra en la Tabla 104. 
moodle2_bigdata_results.cursos_foros 
Campo Tipo Descripción 
curso string identificador de curso 
foro int identificador del módulo que contiene al foro 
identificador int identificador del foro 
nombre int nombre del foro 
inicio date 
momento en que se añadió el foro al curso. Formato YYYY-
MM-dd 
fin date 
momento en que ya no se pueden producir accesos al foro, 
pensado para cuando el curso ya no está activo, pero tam-
bién puede ocurrir que directamente se borre el foro. For-
mato YYYY-MM-dd 
inicio_timestamp bigint marca de tiempo (fecha y hora) en que se añadió el foro 
activo string 
indica si es posible (‘ACTIVO’) o no (‘NO ACTIVO’) que se 
puedan seguir produciendo accesos al foro 
Tabla 104. Estructura moodle2_bigdata_results.cursos_foros 
A pesar de que en la tabla de módulos ya mantenemos la información de los foros, como 
estos son un caso especial de módulos sobre lo que se puede producir una actividad más dis-
tinta que en el resto de módulos, los vamos a analizar por separado, por lo que generamos 
esta tabla, para poder mantenerlos a parte del resto de módulos. Obviamente, esta tabla se 
calcula a partir de la tabla de módulos, seleccionando solo los módulos de tipo foro (forum). 
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La tabla de historial de cursos – discusiones (Discusiones, tabla: mood-
le2_bigdata_results.cursos_foros_discusiones) mantiene información sobre to-
das las discusiones que se han añadido en cada curso. Su estructura se muestra en la Tabla 93. 
moodle2_bigdata_results.cursos_foros_discusiones 
Campo Tipo Descripción 
curso string identificador de curso 
foro int 
identificador del módulo que contiene al foro al que pertenece 
la discusión 
identificador int identificador del foro al que pertenece la discusión 
discusion int identificador de la discusión 
nombre int nombre de la discusión 
inicio date 
momento en que se añadió la discusión al curso. Formato YYYY-
MM-dd 
usuario string identificador del usuario que crea la discusión 
fin date 
momento en que ya no se pueden producir accesos la discusión, 
pensado para cuando el curso ya no está activo, pero también 
puede ocurrir que directamente se borre el foro o la discusión. 
Formato YYYY-MM-dd 
activo string 
indica si es posible (‘ACTIVO’) o no (‘NO ACTIVO’) que se 
puedan seguir produciendo accesos a la discusión 
Tabla 105. Estructura moodle2_bigdata_results.cursos_foros_discusiones 
Los foros se componen de discusiones o hilos donde se generan conversaciones entre los 
usuarios. Estas discusiones no son tratadas como módulos, así que las registramos en una ta-
bla propia, cuya generación y actualización es análoga a la de módulos (a partir de 
mdl_forum, mdl_forum_discussions y mdl_forum_post), detallada anteriormente y por 
ello no se entra en más detalle. Para mayor información, recurrir al código fuente del trabajo. 
La tabla de historial de Assign (Assign, tabla mood-
le2_bigdata_results.cursos_assign) mantiene información sobre las tareas (assign) 
definidas en cada curso para que los usuarios envíen sus trabajos. Solo se mantienen los assign 
que están actualmente en el curso, es decir, si un profesor borra un assign, también se borrará 
de nuestro historial, ya que los assign de esta tabla se consideran a nivel de resultados acadé-
micos, y si un profesor borrar el assign se supone que es que considera que no es relevante 
para la nota final del alumno, por lo que se borra de nuestro análisis. También mantiene la lista 
de assign de los cursos ya no presentes en Moodle, manteniendo la última lista que se vio para 
ellos en Moodle. Su estructura se muestra en la Tabla 106. 
moodle2_bigdata_results.cursos_assign 
Campo Tipo Descripción 
curso string identificador de curso 
assign int identificador de assign 
name string nombre del assign 
duedate bigint fecha máxima de entrega del assign, en formato timestamp 
teamsubmision tinyint 
permite saber si la entrega al assign es individual (0) o en gru-
po (1) 
Tabla 106. Estructura moodle2_bigdata_results.cursos_assign 
Los assign se guardan identificados con su identificador como assign y no mediante el iden-
tificador del módulo que los contiene, ya que en el proceso donde se va utilizar esta informa-
ción, los assign vienen referenciados por su identificador. Mientras en la tabla de módulos se 
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mantienen todos los assign que han existido, aunque ya se hayan eliminado, en esta guarda-
mos solo los assign actuales, junto con información concreta de ellos, que no podemos alma-
cenar en la tabla de módulos, ya que no es un parámetro común al resto de módulos. De esta 
forma, a partir de la tabla de módulos analizaremos las visitas a los assign, pero lo realmente 
importante de ellos son las entregas de usuarios y las calificaciones obtenidas por ellos, algo 
que se realiza tomando como referencia esta tabla. Su obtención es directa de la tabla 
mdl_assign, por lo que no se presenta ningún ejemplo gráfico. En cuanto a los análisis in-
crementales, estos simplemente separarán el proceso en dos partes: 
 Obtener, de la versión anterior de la tabla, los assign de cursos ya no activos, para man-
tener su información. 
 Obtener de Moodle la información para los cursos actuales y añadirla a la anterior. 
La tabla de historial de Quiz (Quiz, tabla: moodle2_bigdata_results.cursos_quiz) 
guarda información sobre los quiz publicados en cada curso para ser resueltos por los usuarios. 
De igual forma que ocurría con los assign, solo se guarda información sobre los quiz actuales, 
por lo que si un quiz se borra de Moodle, se dejará de tener en cuenta. Su estructura se pre-
senta en la Tabla 107. 
moodle2_bigdata_results.cursos_quiz 
Campo Tipo Descripción 
curso string identificador de curso 
quiz int identificador de quiz 
name string nombre del quiz 
Tabla 107. Estructura moodle2_bigdata_results.cursos_quiz 
Todas las cuestiones relativas a la tabla de Assign se pueden aplicar a la tabla de Quiz, ob-
teniendo la información de mdl_quiz. 
La tabla de grupos (Grupos, tabla: moodle2_bigdata_results.grupos) realmente no 
es un historial ya que solo mantiene información que actualmente se encuentra en Moodle 
pero reordenada. En Moodle la información de grupos se reparte por dos tablas: 
 mdl_groups, donde se definen los grupos de trabajo por curso. 
 mdl_groups_members, donde se define qué usuario pertenece a cada grupo. 
En esta tabla de grupos se mantiene esta información junta, siguiendo la estructura de la 
Tabla 108. 
moodle2_bigdata_results.grupos 
Campo Tipo Descripción 
curso string identificador de curso 
grupo int identificador de grupo de trabajo 
usuario string identificador de un usuario que pertenece al grupo 
Tabla 108. Estructura moodle2_bigdata_results.grupos 
Solo se mantiene la información actual, ya que se necesita para realizar una serie de cálcu-
los, para los cuáles se necesita la información actual de Moodle. Por no complicar la genera-
ción de la tabla, ya que los cálculos a los que contribuye no son de vital importancia que sean 
precisos, se ha optado por dejarlo así. 
 
Capítulo 4. Diseño e implementación de la solución Universidad de Valladolid 
182 
 
4.6.3. Análisis de las estadísticas de acceso 
Una vez sentadas las bases de nuestra estrategia de trabajo así como las herramientas que 
vamos a utilizar, en primer lugar procedemos a realizar un análisis estadístico de los accesos de 
los usuarios (tanto alumnos como profesores, sin distinción entre ambos), haciendo uso de las 
tablas descritas en los apartados anteriores y mdl_log. 
En concreto, generamos estadísticas bajo distintas condiciones: 
 Estadísticas por día – curso – usuario – módulo. 
 Estadísticas por día – curso – usuario – foro – discusión. 
 Estadísticas por día – curso – usuario – foro. 
 Estadísticas por día – curso – usuario. 
 Estadísticas por curso – usuario – módulo. 
 Estadísticas por curso – módulo. 
 Estadísticas por curso – usuario – foro – discusión. 
 Estadísticas por curso – usuario – foro. 
 Estadísticas por curso – usuario. 
 Estadísticas por curso. 
Las cuatro primeras estadísticas de esta lista constituyen el registro simulado de Moodle 
que se ha comentado al principio de esta apartado. Es decir, es una versión más ordenada de 
la información del registro de Moodle, mdl_log. De toda la información de accesos que nos 
proporciona este registro, nos quedamos con aquellos, que a nuestro criterio, son más intere-
santes. Estas cuatro tablas de estadísticas acceden a mdl_log, recogen la información de inte-
rés y la guardan ordenadamente. El resto de estadísticas de acceso se calculan a partir de ellas, 
por lo que no dependen mdl_log. De esta forma, si queremos calcular el total de accesos 
realizados por un usuario a un curso, no hace falta que recurramos a mdl_log, podemos, por 
ejemplo, recurrir a las estadísticas por día – curso – usuario, donde tenemos asegurados tener 
información desde el comienzo de funcionamiento de la aplicación, mientras que de mdl_log 
es posible que se hayan borrado los registros más antiguos. 
Dadas estas estadísticas detalladas por día, el resto de métricas se recalculan a partir de 
ellas, cada día. En este punto se plantearon dos alternativas: cada día se quiere, por ejemplo, 
calcular el total de accesos de un usuario a un curso, y suponiendo que ya tenemos el total de 
accesos hasta el día anterior, podemos: 
 Calcular el total de accesos para el día de hoy y sumarlos a los de ayer. 
 Realizar el cálculo desde el primer día que estamos registrando. 
Se ha optado por la segunda opción, ya que la primera implica que el cálculo hasta el día 
anterior fuera correcto. Si no lo es, por cualquier error de ejecución de la aplicación, se irá 
acumulando error análisis a análisis. El cálculo desde cero, se plantearía como más costoso, 
porque tiene que recorrer toda la información para realizar la suma, a pesar que la mayor par-
te de esa suma ya está hecha, pero nos asegura que el cálculo día a día será correcto. Un día 
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puede ser incorrecto, por ejemplo, porque las estadísticas originarias estaban incompletas, 
pero este problema se soluciona al día siguiente, por lo que se vuelve a los valores correctos. 
Además, para todas estas métricas se ha construido una tabla particionada por día, donde 
cada día que se calculen las métricas, no se sustituya el cálculo del análisis anterior, sino que se 
añada junto con la fecha del análisis, para poder ver la evolución de las estadísticas. 
Para la generación de estas tablas, se ha necesitado la intervención de una serie de tablas o 
bloques intermedios, con el objetivo de generar resultados parciales sencillos y no implemen-
tar sentencias HiveQL muy complicadas. Este apartado de estadísticas ha sido realizado con 
bastante detalle, quizá demasiado para lo que después vamos a necesitar para obtener otros 
resultados, pero se ha optado por realizarlo así, para hacerlo más ordenado y dejar la puerta 
abierta a otros análisis. Por ejemplo, se ha detallado mucho el uso de los foros, pero la mayor 
parte de resultados no se utilizan para ningún procesado avanzado, pero así en un futuro va a 
ser más fácil añadir cualquier análisis sobre cómo los alumnos usan los foros, porque las bases 
del análisis ya están preparadas para ello. 
En cuanto a la obtención de las métricas aquí tratadas, no se presentará ningún ejemplo 
ilustrativo, para evitar prolongar demasiado la extensión de este documento, ya que se consi-
deran bastante fáciles de entender a partir del código fuente donde se puede encontrar con-
venientemente comentadas todas las decisiones de programación tomadas. 
Estadísticas por día – curso – usuario – módulo (EstDCUM, tabla: mood-
le2_bigdata_results.moodle_estadisticas_acceso_dia_curso_usuario_modul
o). Mantiene todas las estadísticas de acceso a los módulos detalladas por día, curso, usuario y 
módulo. Es decir, para cada usuario en cada curso, analiza el número de accesos que realizó 
cada uno de los días. Se guardan solo los accesos de tipo “vista”, es decir los que suponen una 
lectura del contenido del módulo, por ejemplo: 
 para los módulos de tipo recurso no se tienen en cuenta las acciones de tipo actualiza-
ción, borrado, etc.; 
 para los módulos de tipo assign no se tiene en cuenta la entrega de la tarea; 
 para los módulos de tipo foro no se tiene en cuenta la creación de un post o una discu-
sión. 
Se consideran solo los accesos de tipo “vista” ya que son el único tipo de acceso común a 
todos los módulos y el que se puede considerar de más interés dado que se va a utilizar para 
ver la influencia de un módulo sobre los resultados académicos. De un módulo que represente 
un libro, no interesa el número de veces que un usuario ha modificado el archivo correspon-
diente, solo el número de veces que lo ha leído, además, en este caso, es de suponer que sólo 
los profesores podrán hacer operaciones de modificación. Con criterios similares, para los fo-
ros solo se almacena el número de visitas al foro, el resto de acciones de interés (creación de 
mensajes, etc.) se manejan por separado ya que no son eventos comunes al resto de módulos. 
Principalemente, el escoger solo las acciones de tipo “vista” tiene por objetivo no incluir accio-
nes que no estén relacionadas con la lectura del contenido del módulo, para que el cálculo de 
la influencia de este elementos sobre cualquiera nota, sea un poco más real. Por ejemplo: 
 En elementos evaluables como assign o quiz, es de más interés el número de veces que 
el usuario ha leído el contenido del ejercicio que considerarlo junto con el número de 
veces que ha modificado o entregado la entrega. 
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 Recursos, libro, apuntes o similares. son elementos que se pueden modificar, eliminar, 
actualizar, crear, etc., pero de vistas a cómo influyen sobre la nota final, tiene sentido 
tomar solo las acciones de lectura. 
Se construye teniendo como base la PlantillaDCUM, y calculando el número de accesos a 
partir de mdl_log. Presenta la estructura de la Tabla 109. 
moodle2_bigdata_results. 
moodle_estadisticas_acceso_dia_curso_usuario_modulo 
Campo Tipo Descripción 
dia date Formato YYYY-MM-dd 
curso string identificador de curso 
usuario string identificador de usuario 
modulo int identificador de módulo 
num_accesos_modulo int número de accesos al módulo realizados por el usuario 
Tabla 109. Estructura mood-
le2_bigdata_results.moodle_estadisticas_acceso_dia_curso_usuario_modulo 
Estadísticas por día – curso – usuario – foro – discusión (EstDCUFD, tabla: mood-
le2_bigdata_results.moodle_estadisticas_acceso_dia_curso_usuario_foro_
discusion). Mantiene estadísticas sobre el uso de las discusiones, detallado por día, curso y 
usuario. Es decir, para cada discusión indica la actividad realizada por cada usuario, en cada 
curso y por día. Se calcula tomando datos de mdl_log y la PlantillaDCUFD. Sigue la estruc-
tura de la Tabla 110. 
moodle2_bigdata_results. 
moodle_estadisticas_acceso_dia_curso_usuario_foro_discusion 
Campo Tipo Descripción 
dia date Formato YYYY-MM-dd 
curso string identificador de curso 
usuario string identificador de usuario 
foro int 
identificador del módulo que contiene al foro en que 
está definida la discusión 
discusión int identificador de la discusión 
num_accesos_discusion int 
número de accesos realizados por el usuario a la dis-
cusión 
num_post_creados int 
número de post (mensajes) creados por el usuario en 
la discusión 
Tabla 110. Estructura mood-
le2_bigdata_results.moodle_estadisticas_acceso_dia_curso_usuario_foro_discusion 
Estadísticas por día – curso – usuario – foro (EstDCUF, tabla: mood-
le2_bigdata_results.moodle_estadisticas_acceso_dia_curso_usuario_foro). 
Mantiene las estadísticas relativas a la actividad llevada a cabo sobre cada foro, por cada usua-
rio en cada curso, detallado por día. Se obtiene a partir de EstDCUFD, mdl_log y usando la 









Campo Tipo Descripción 
dia date Formato YYYY-MM-dd 
curso string identificador de curso 
usuario string identificador de usuario 
foro int identificador del módulo que contiene al foro 
num_accesos_foro int 
número de accesos realizados por el usuario a la 
página principal del foro, donde se listan las discu-
siones que contiene 
num_discusiones_creadas int 
número de discusiones creadas por el usuario en 
el foro 
num_accesos_discusiones int 
número de accesos realizados por el usuario a 
todas las discusiones definidas en el foro 
num_post_creados int 
número de post creados por el usuario en el total 
de discusiones presentes en el foro 
Tabla 111. Estructura mood-
le2_bigdata_results.moodle_estadisticas_acceso_dia_curso_usuario_foro 
Las métricas num_accesos_foro y num_discusiones_creadas se obtienen de 
mdl_log, y num_accesos_discusiones y num_post_creados se obtienen de EstDCUFD. 
Con respecto a la diferencia entre las EstDCUM y las EstDCUF, las primeras solo mantienen 
información sobre los accesos de lectura a los módulos, entre los cuales se guardará informa-
ción de los accesos de lectura a los foros, es decir, cualquier acción de lectura en el foro, por 
ejemplo, se guarda conjuntamente las visitas a la página principal del foro y a cualquiera de sus 
discusiones. Las EstDCUF tratan los foros como un módulo con un comportamiento ligera-
mente distinto a los demás, ya que no solo es importante tener en cuenta las acciones de lec-
tura sino también las de creación. Además de añadir estas acciones, se desglosan los distintos 
tipos de lecturas, ya que no es lo mismo leer la página principal de un foro, donde se listan sus 
discusiones, que acceder a una discusión y leer el contenido de sus mensajes. 
Estadísticas por día – curso – usuario (EstDCU, tabla: mood-
le2_bigdata_results.moodle_estadisticas_acceso_dia_curso_usuario). Man-
tiene información sobre la actividad de cada usuario en cada curso. Obtiene información de 
diversos orígenes, detallado a continuación. Para generar la información toma como base la 
PlantillaDCU. Sigue la estructura de la Tabla 112. 
moodle2_bigdata_results. 
moodle_estadisticas_acceso_dia_curso_usuario 
Campo Tipo Descripción 
dia date Formato YYYY-MM-dd 
curso string identificador de curso 
usuario string identificador de usuario 
num_accesos_totales int 
número de accesos totales, de cualquier tipo, que 
el usuario ha realizado al curso, en este día 
num_accesos_únicos int 
número de accesos únicos realizados por el usua-
rio al curso, en este día. El acceso único se mide al 
día, es decir, si un usuario realiza varias veces la 
misma acción el mismo día, solo cuenta una vez. 
Es una medida del número de cosas distintas que 
el usuario ha hecho al día 




número de accesos realizados por el usuario a la 
página principal del curso, al día 
num_accesos_modulos int 
número de accesos realizados por el usuario a los 
módulos con el objetivo de leer su contenido 
num_accesos_fuera int 
número de accesos realizados por el usuario desde 
fuera de la universidad, es decir, aquellos cuya IP 
de origen no está dentro del conjunto de IPs pro-
porcionadas a la Universidad de Valladolid 
num_accesos_dentro int 
número de accesos realizados por el usuario desde 
dentro de la universidad, es decir, aquellos cuya IP 
de origen está dentro del conjunto de IPs propor-
cionadas a la Universidad de Valladolid 
porc_accesos_fuera double 
porcentaje de accesos realizados por el usuario 
desde fuera de la universidad con respecto al to-
tal, expresado en tanto por uno 
porc_accesos_dentro double 
porcentaje de accesos realizados por el usuario 
desde dentro de la universidad con respecto al 
total, expresado en tanto por uno 
num_accesos_foros int 
número de visitas realizadas por el usuario a la 
página principal de los foros publicados en el curso 
num_discusiones_creadas int 
número de discusiones creadas por el usuario en 
cualquiera de los foros del curso 
num_accesos_discusiones int 
número de visitas realizadas por el usuario a cual-
quiera de las discusiones publicadas en el curso 
num_post_creados int 
número de post creados por el usuario en cual-
quiera de las discusiones del curso 
num_accesos_apuntes int 
número de accesos realizados por el usuario al 
total de módulos que contiene información que se 
puede considerar apuntes (en el código fuente se 
detalla la elección de estos módulos) 
Tabla 112. Estructura moodle2_bigdata_results.moodle_estadisticas_acceso_dia_curso_usuario 
En cuanto a la obtención de estas métricas: 
 num_accesos_totales, num_accesos_unicos, num_accesos_course_view, 
num_accesos_fuera y num_accesos_dentro se obtienen de mdl_log. 
 num_accesos_modulos y num_accesos_apuntes se obtienen de EstDCUM. 
 num_accesos_foros, num_discusiones_creadas, num_accesos_discusiones 
y num_post_creados se obtienen a partir de EstDCUF 
Estadísticas por curso – usuario – módulo (EstCUM, tabla: mood-
le2_bigdata_results.moodle_estadisticas_acceso_curso_usuario_modulo). 
Mantiene información sobre el uso que cada usuario ha hecho de cada módulo publicado en el 
curso, solo teniendo en cuenta los módulos a los que puede acceder en función de que coinci-
dan temporalmente. Su estructura se presenta en la Tabla 113. 
En cuanto a la obtención de estas métricas: 
 num_acceso_modulos se obtiene de EstDCUM. 
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 fecha_primera_visita, fecha_media_acceso, diferencia_fecha_acceso, 
publicacion_modulo, diferencia_publicacion se obtienen de un bloque in-




Campo Tipo Descripción 
curso string identificador de curso 
usuario int identificador de usuario 
modulo int identificador de módulo 
num_accesos_modulo int 
número de accesos realizados por el usuario al 
módulo 
fecha_primera_visita string 
fecha en que el usuario accedió por primera vez al 
módulo, en formato YYYY-MM-dd HH:mm:ss. Si no 
accedió: “Nunca” 
fecha_media_acceso string 
fecha media de acceso de los usuarios del curso al 
módulo, en formato YYYY-MM-dd HH:mm:ss. Si 
ninguno accedió o no se obtuvo información, “Sin 
datos” 
diferencia_fecha_acceso string 
diferencia, en segundos, entre los dos campos 
anteriores. La resta se realiza en el sentido fe-
cha_media_acceso – fe-
cha_primera_visita. Si el usuario no accedió, 
“No aplicable” 
publicacion_modulo string 
fecha de publicación del módulo, en formato YYYY-
MM-dd HH:mm:ss. 
diferencia_publicación string 
diferencia, en segundos, en el acceso al módulo 
con respecto a su publicación. La resta se realiza 
en el sentido fecha_primera_visita – pu-
blicacion_modulo. Si el usuario no accedió, 
“No aplicable” 
Tabla 113. Estructura mood-
le2_bigdata_results.moodle_estadisticas_acceso_curso_usuario_modulo 
Estadísticas por curso – módulo (EstCM, tabla: mood-
le2_bigdata_results.moodle_estadisticas_acceso_curso_modulo). Guarda in-
formación sobre la actividad que el total de usuarios ha hecho sobre cada módulo de cada 
curso. Presenta la estructura de la Tabla 114. 
En cuanto a la obtención de estas métricas. 
 num_accesos_modulo se obtiene de EstCUM. 
 num_usuarios_total, num_usuarios_lecturas y porc_usuarios_lecturas 
se calculan por medio de un bloque intermedio denominado PorcAccesoModulos, 









Campo Tipo Descripción 
curso string identificador de curso 
modulo int identificador de módulo 
num_accesos_modulo int número de accesos al módulo 
num_usuarios_total int 
número total de usuarios que pueden acceder al 
módulo 
num_usuarios_lecturas int 
número de usuarios que han accedido, al menos 
una vez, al módulo 
porc_usuarios_lecturas double 
porcentaje de usuarios que han accedido, al menos 
una vez, al módulo 
Tabla 114. Estructura moodle2_bigdata_results.moodle_estadisticas_acceso_curso_modulo 
Estadísticas por curso – usuario – foro – discusión (EstCUFD, tabla: mood-
le2_bigdata_results.moodle_estadisticas_acceso_curso_usuario_foro_disc
usion). Almacena las estadísticas de acceso de los usuarios a las discusiones publicadas en 




Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de usuario 
foro int 
identificador del módulo que contiene al foro en que 
está definida la discusión 
discusión int identificador de la discusión 
num_accesos_discusion int 
número de accesos realizados por el usuario a la dis-
cusión 
num_post_creados int 
número de post (mensajes) creados por el usuario en 
la discusión 
Tabla 115. Estructura mood-
le2_bigdata_results.moodle_estadisticas_acceso_curso_usuario_foro_discusion 
Estadísticas por curso – usuario – foro (EstCUF, tabla: mood-
le2_bigdata_results.moodle_estadísticas_acceso_curso_usuario_foro). 
Mantiene las estadísticas de acceso a los foros, detalladas por curso y usuario. Presenta la es-
tructura de la Tabla 116. 
moodle2_bigdata_results.moodle_estadisticas_acceso_curso_usuario_foro 
Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de usuario 
foro int identificador del módulo que contiene al foro 
num_accesos_foro int 
número de accesos realizados por el usuario a la 
página principal del foro, donde se listan las discu-
siones que contiene 
num_discusiones_creadas int 
número de discusiones creadas en el foro, por el 
usuario 
num_accesos_discusiones int número de accesos del usuario a todas las discu-
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siones definidas en el foro 
num_post_creados int 
número de post creados por el usuario en el total 
de discusiones presentes en el foro 
num_discusiones_total int 
número total de discusiones definidas en el foro, a 
las que puede acceder el usuario 
num_discusiones_leidas int 
número de discusiones que han sido leídas, al me-
nos una vez, por el usuario 
porc_discusiones_leidas int 
porcentaje de discusiones que han sido leídas, al 
menos una vez, por el usuario, en tanto por uno 
Tabla 116. Estructura moodle2_bigdata_results.moodle_estadisticas_acceso_curso_usuario_foro 
En cuanto a la obtención de estas métricas: 
 num_accesos_foro, num_discusiones_creadas, num_accesos_discusiones y 
num_post_creados se obtienen a partir de EstDCUF. 
 num_discusiones_total, num_discusiones_leidas y 
porc_discusiones_leidas se obtienen a partir de un bloque denominado Por-
cDiscusionesAccedidasCUF que tiene su origen en EstCUFD y CursoUsuarioFo-
ro. 
Estadísticas por curso – usuario (EstCU, tabla: mood-
le2_bigdata_results.moodle_estadisticas_acceso_curso_usuario). Guarda la 
información de acceso detallada por curso y usuario. Presenta la estructura de la Tabla 117. 
moodle2_bigdata_results.moodle_estadisticas_acceso_curso_usuario 
Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de usuario 
num_accesos_totales int 
número de accesos totales, de cualquier tipo 
que el usuario ha realizado al curso 
num_accesos_únicos int 
número de accesos únicos realizados por el 
usuario al curso. El acceso único se mide al día, 
es decir, si un usuario realiza varias veces la 
misma acción el mismo día, solo cuenta una 
vez. Es una medida del número de cosas dis-
tintas que el usuario ha hecho al día 
num_accesos_course_view int 
número de accesos realizados por el usuario al 
página principal del curso 
num_accesos_modulos int 
número de accesos realizados por el usuario a 
los módulos con el objetivo de leer su conte-
nido 
num_accesos_fuera int 
número de accesos realizados por el usuario 
desde fuera de la universidad, es decir, aque-
llos cuya IP de origen no está dentro del con-
junto de IPs proporcionadas a la Universidad 
de Valladolid 
num_accesos_dentro int 
número de accesos realizados por el usuario 
desde dentro de la universidad, es decir, aque-
llos cuya IP de origen está dentro del conjunto 
de IPs proporcionadas a la Universidad de 
Valladolid 




porcentaje de accesos realizados por el usua-
rio desde fuera de la universidad con respecto 
al total, expresado en tanto por uno 
porc_accesos_dentro double 
porcentaje de accesos realizados por el usua-
rio desde dentro de la universidad con respec-
to al total, expresado en tanto por uno 
num_accesos_foros int 
número de visitas realizadas por el usuario a la 
página principal de los foros publicados en el 
curso 
num_discusiones_creadas int 
número de discusiones creadas por el usuario 
en cualquiera de los foros del curso 
num_accesos_discusiones int 
número de visitas realizadas por el usuario a 
cualquiera de las discusiones publicadas en el 
curso 
num_post_creados int 
número de post creados por el usuario en 
cualquiera de las discusiones del curso 
num_accesos_apuntes int 
número de accesos realizados por el usuario al 
total de módulos que contiene información 
que se puede considerar apuntes (en el código 
fuente se detalla la elección de estos módulos) 
num_accesos_lunes int 
número de accesos realizados por el usuario 
en días que fueron Lunes 
porc_accesos_lunes double 
porcentaje de accesos realizados por el usua-
rio en días que fueron Lunes, en tanto por uno 
num_accesos_martes int 
número de accesos realizados por el usuario 
en días que fueron Martes 
porc_accesos_martes double 
porcentaje de accesos realizados por el usua-
rio en días que fueron Martes, en tanto por 
uno 
num_accesos_miercoles int 
número de accesos realizados por el usuario 
en días que fueron Miércoles 
porc_accesos_miercoles double 
porcentaje de accesos realizados por el usua-
rio en días que fueron Miércoles, en tanto por 
uno 
num_accesos_jueves int 
número de accesos realizados por el usuario 
en días que fueron Jueves 
porc_accesos_jueves double 
porcentaje de accesos realizados por el usua-
rio en días que fueron Jueves, en tanto por 
uno 
num_accesos_viernes int 
número de accesos realizados por el usuario 
en días que fueron Viernes 
porc_accesos_viernes double 
porcentaje de accesos realizados por el usua-
rio en días que fueron Viernes, en tanto por 
uno 
num_accesos_sabado int 
número de accesos realizados por el usuario 
en días que fueron Sábado 
porc_accesos_sabado double 
porcentaje de accesos realizados por el usua-
rio en días que fueron Sábado, en tanto por 
uno 
num_accesos_domingo int número de accesos realizados por el usuario 
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en días que fueron Domingo 
porc_accesos_domingo double 
porcentaje de accesos realizados por el usua-
rio en días que fueron Domingo, en tanto por 
uno 
num_modulos_total int 
número total de módulos a los que puede 
acceder el usuario 
num_modulos_leidos int 
número total de módulos accedidos o leídos, 
al menos una vez, por el usuario 
porc_modulos_leidos double 
porcentaje de módulos accedidos o leídos, al 
menos una vez, por el usuario, en tanto por 
uno 
num_foros_total int 
número total de foros a los que puede acceder 
el usuario 
num_foros_accedidos int 
número total de foros accedidos, al menos una 
vez, por el usuario 
porc_foros_accedidos double 
porcentaje de foros accedidos, al menos una 
vez, por el usuario, en tanto por uno 
num_discusiones_total int 
número total de discusiones a las que puede 
acceder el usuario 
num_discusiones_accedidas int 
número total de discusiones accedidas, al me-
nos una  vez, por el usuario 
porc_discusiones_accedidas double 
porcentaje de discusiones accedidas, al menos 
una vez, por el usuario, en tanto por uno 
num_apuntes_total int 
número total de apuntes a los que puede ac-
ceder el usuario 
num_apuntes_leidos int 
número total de apuntes leídos, al menos una 
vez, por el usuario 
porc_apuntes_leidos double 
porcentaje de apuntes leídos, al menos una 
vez, por el usuario, en tanto por uno. 
Tabla 117. Estructura moodle2_bigdata_results.moodle_estadisticas_acceso_curso_usuario 
En cuanto a la obtención de estas métricas: 
 De num_accesos_totales a num_accesos_apuntes se obtienen a partir de Est-
DCU. 
 Los accesos según día de la semana se obtienen de un bloque intermedio denominado 
DiaSemana que tiene su origen en EstDCU. 
 num_modulos_total, num_modulos_leidos y porc_modulos_leidos se obtie-
nen de un bloque intermedio denominado ModulosVisitadosCU que tiene su origen 
en EstCUM. 
 num_foros_total, num_foros_accedidos y porc_foros_accedidos se obtie-
nen de un bloque intermedio denominado ForosVisitadosCU que tiene su origen en 
EstCUF. 
 num_discusiones_total, num_discusiones_accedidas y 
porc_discusiones_accedidas se obtienen de un bloque intermedio denominado 
DiscusionesVisitadasCU que tiene su origen en EstCUFD. 
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 num_apuntes_total, num_apuntes_leidos y porc_apuntes_leidos se obtie-
nen de un bloque intermedio denominado ApuntesVisitadosCU que tiene su origen 
en EstCUM. 
Estadísticas por curso (EstC, tabla: moodle2_bigdata_results.moodle 
_estadisticas_acceso_curso). Guarda las estadísticas de acceso a cada curso. Presenta 
la estructura de la Tabla 118. 
moodle2_bigdata_results.moodle_estadisticas_acceso_curso 
Campo Tipo Descripción 
curso string identificador de curso 
num_accesos_totales int 
número de accesos totales, de cualquier tipo 
que el total de usuarios ha realizado al curso 
num_accesos_únicos int 
número de accesos únicos realizados por el 
total de usuarios al curso. El acceso único se 
mide al día, es decir, si un usuario realiza va-
rias veces la misma acción el mismo día, solo 
cuenta una vez. Es una medida del número de 
cosas distintas que el usuario ha hecho al día 
num_accesos_course_view int 
número de accesos realizados por el total de 
usuarios al página principal del curso 
num_accesos_modulos int 
número de accesos realizados por el total de 
usuarios los módulos con el objetivo de leer su 
contenido 
num_accesos_fuera int 
número de accesos realizados por el total de 
usuarios desde fuera de la universidad, es 
decir, aquellos cuya IP de origen no está den-
tro del conjunto de IPs proporcionadas a la 
Universidad de Valladolid 
num_accesos_dentro int 
número de accesos realizados por el total de 
usuarios desde dentro de la universidad, es 
decir, aquellos cuya IP de origen está dentro 
del conjunto de IPs proporcionadas a la Uni-
versidad de Valladolid 
porc_accesos_fuera double 
porcentaje de accesos realizados por el total 
de usuarios desde fuera de la universidad con 
respecto al total, expresado en tanto por uno 
porc_accesos_dentro double 
porcentaje de accesos realizados por el total 
de usuarios desde dentro de la universidad 
con respecto al total, expresado en tanto por 
uno 
num_accesos_foros int 
número de visitas realizadas por el total de 
usuarios a la página principal de los foros pu-
blicados en el curso 
num_discusiones_creadas int 
número de discusiones creadas por el total de 
usuarios en cualquiera de los foros del curso 
num_accesos_discusiones int 
número de visitas realizadas por el total de 
usuarios a cualquiera de las discusiones publi-
cadas en el curso 
num_post_creados int 
número de post creados por el total de usua-
rios en cualquiera de las discusiones del curso 




número de accesos realizados por el total de 
usuarios al total de módulos que contiene 
información que se puede considerar apuntes 
(en el código fuente se detalla la elección de 
estos módulos) 
num_accesos_lunes int 
número de accesos realizados por el total de 
usuarios en días que fueron Lunes 
porc_accesos_lunes double 
porcentaje de accesos realizados por el total 
de usuarios en días que fueron Lunes, en tanto 
por uno 
num_accesos_martes int 
número de accesos realizados por el total de 
usuarios en días que fueron Martes 
porc_accesos_martes double 
porcentaje de accesos realizados por el total 
de usuarios en días que fueron Martes, en 
tanto por uno 
num_accesos_miercoles int 
número de accesos realizados por el total de 
usuarios en días que fueron Miércoles 
porc_accesos_miercoles double 
porcentaje de accesos realizados por el total 
de usuarios en días que fueron Miércoles, en 
tanto por uno 
num_accesos_jueves int 
número de accesos realizados por el total de 
usuarios en días que fueron Jueves 
porc_accesos_jueves double 
porcentaje de accesos realizados por el total 
de usuarios en días que fueron Jueves, en tan-
to por uno 
num_accesos_viernes int 
número de accesos realizados por el total de 
usuarios en días que fueron Viernes 
porc_accesos_viernes double 
porcentaje de accesos realizados por el total 
de usuarios en días que fueron Viernes, en 
tanto por uno 
num_accesos_sabado int 
número de accesos realizados por el total de 
usuarios en días que fueron Sábado 
porc_accesos_sabado double 
porcentaje de accesos realizados por el total 
de usuarios en días que fueron Sábado, en 
tanto por uno 
num_accesos_domingo int 
número de accesos realizados por el total de 
usuarios en días que fueron Domingo 
porc_accesos_domingo double 
porcentaje de accesos realizados por el total 
de usuarios en días que fueron Domingo, en 
tanto por uno 
num_modulos_total int 
número total de módulos publicados en el 
curso 
num_modulos_leidos int 
número total de módulos accedidos o leídos, 
al menos una vez, por cualquier usuario 
porc_modulos_leidos double 
porcentaje de módulos accedidos o leídos, al 
menos una vez, por cualquier usuario, en tan-
to por uno 
num_foros_total int número total de foros publicados en el curso 
num_foros_accedidos int 
número total de foros accedidos, al menos una 
vez, por cualquier usuario 




porcentaje de foros accedidos, al menos una 
vez, por cualquier usuario, en tanto por uno 
num_discusiones_total int 
número total de discusiones publicadas en el 
curso 
num_discusiones_accedidas int 
número total de discusiones accedidas, al me-
nos una  vez, por cualquier usuario 
porc_discusiones_accedidas double 
porcentaje de discusiones accedidas, al menos 
una vez, por cualquier usuario, en tanto por 
uno 
num_apuntes_total int 
número total de apuntes publicados en el cur-
so 
num_apuntes_leidos int 
número total de apuntes leídos, al menos una 
vez, por cualquier usuario 
porc_apuntes_leidos double 
porcentaje de apuntes leídos, al menos una 
vez, por cualquier usuario, en tanto por uno. 
Tabla 118. Estructura moodle2_bigdata_results.moodle_estadisticas_acceso_curso 
En cuanto a la obtención de estas métricas: 
 De num_accesos_totales a num_accesos_apuntes y los accesos según día de la 
semana se obtienen a partir de EstCU. 
 num_modulos_total, num_modulos_leidos y porc_modulos_leidos se obtie-
nen de un bloque intermedio denominado ModulosVisitadosC que tiene su origen 
en EstCM y Modulos. 
 num_foros_total, num_foros_accedidos y porc_foros_accedidos se obtie-
nen de un bloque intermedio denominado PorcForosAccedidosC que tiene su ori-
gen en EstCUF (a través de otro bloque intermedio denominado PorcAccesosFo-
ros) y Foros. 
 num_discusiones_total, num_discusiones_accedidas y 
porc_discusiones_accedidas se obtienen de un bloque intermedio denominado 
PorcDiscusionesAccedidasC que tiene su origen en EstCUFD y Discusiones. 
 num_apuntes_total, num_apuntes_leidos y porc_apuntes_leidos se obtie-
nen de un bloque intermedio denominado ApuntesVisitadosC que tiene su origen 
en EstCM y Modulos. 
 
4.6.4. Análisis de los resultados académicos 
De manera análoga a las estadísticas de acceso, se puede realizar un análisis de los resulta-
dos académicos de los alumnos. En este análisis, solo incluiremos a los alumnos, ya que los 
profesores no serán usuarios evaluables. De entre todos los elementos evaluables, nos vamos 
a centrar en assign, quiz y la nota final obtenida en el curso, por dos razones: 
 Ser los elementos que se enumeran en los artículos tomados como referencia para 
crear métricas. 
 Ser los elementos más utilizados en los cursos, y por lo tanto los más susceptibles de 
tener datos. 
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En concreto, se realizará el análisis de los siguientes conceptos: 
 Calificaciones obtenidas por los alumnos en cada uno de los assign publicados por cur-
so. 
 Fechas de entrega de los assign. 
 Estadísticas sobre la actividad de cada alumno en los assign de cada curso. 
 Estadísticas sobre la actividad que los alumnos en total hacen sobre cada assign. 
 Calificaciones obtenidas por los alumnos en cada uno de los quiz publicados por curso 
junto con el tiempo dedicado en su realización. 
 Estadísticas sobre la actividad de cada alumno en los quiz de cada curso. 
 Estadísticas sobre la actividad que los alumnos en total hacen sobre cada quiz. 
 Calificaciones finales del curso. 
De entre todos estos criterios, los cuatro conjuntos de estadísticas se guardan particionadas 
por día, para mantener un histórico de los resultados obtenidos. 
Con respecto al contenido de este apartado, se considera que la información del código 
fuente es suficiente para entender la obtención de las métricas, por lo que no se añadirán 
ejemplos ilustrativos. 
La tabla de calificaciones de Assign (CalificacionesAssign, tabla: mood-
le2_bigdata_results.moodle_calificaciones_assign) guarda información sobre la 
calificación obtenida por cada alumno en cada uno de los assign definidos en el curso, supo-
niendo que todos los alumnos deben entregar todas las tareas. Presenta la estructura de la 
Tabla 119. 
moodle2_bigdata_results.moodle_calificaciones_assign 
Campo Tipo Descripción 
curso string identificador de curso 
assign int identificador de assign 
usuario string identificador de alumno 
notasobre10 string 
nota sobre 10, en formato numérico, obtenida por el alumno en 
el assign. Si no ha obtenido nota, “Sin calificar” 
calificacion string 
etiqueta sobre la calificación, tendrá alguno de los siguientes 
valores: 
 “SUSPENSO”, si la nota es inferior a 5. 
 “APROBADO”, si la no es igual o superior a 5. 
 “Sin calificar”, si no se obtuvo nota 
estado string 
etiqueta sobre el estado de la entrega. Si el alumno ha entregado 
la tarea, “ENTREGADO”, en caso contrario “NO ENTREGADO” 
Tabla 119. Estructura moodle2_bigdata_results.moodle_calificaciones_assign 
La información de esta tabla se obtiene a partir de mdl_grade_grades y 
mdl_grade_items, haciendo uso de CursoAssignUsuario para saber qué información 
buscar. 
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La tabla de entregas de assign (EntregaAssign, tabla: mood-
le2_bigdata_results.moodle_entrega_assign) se encargará de guardar la fecha en 
que cada usuario entregó cada assign propuesto en el curso. Mantiene la estructura de la Ta-
bla 120. 
moodle2_bigdata_results.moodle_entrega_assign 
Campo Tipo Descripción 
curso string identificador de curso 
assign int identificador de assign 
usuario string identificador de alumno 
fecha_entrega string 
fecha en que el alumno entregó el assign, en formato YYYY-MM-
dd. Si no realizó la entrega o no se encontraron datos, “Sin da-
tos” 
Tabla 120. Estructura moodle2_bigdata_results.moodle_entrega_assign 
La información se obtiene a partir de mdl_assign_submission (a través de una versión 
obtenida previamente en mdlAssignSubmission), usando como referencia CursoAssig-
nUsuario. 
Para cada alumno en cada curso, guardaremos estadísticas de actividad en Assign (EstAs-
sign, tabla: moodle2_bigdata_results.moodle_estadisticas_assign). En concreto, 
se guardará la información presentada en la Tabla 121. 
moodle2_bigdata_results.moodle_estadisticas_assign 
Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de alumno 
num_assign_entregados int número de assign entregados por el alumno 
porc_assign_entregados double 
porcentaje de assign entregados por el alumno, con 
respecto al total de assign propuestos, en tanto por 
uno 
num_assign_evaluados int número de assign que han sido evaluados al alumno 
porc_assign_evaluados double 
porcentaje de assign que han sido evaluados al 
usuarios, con respecto al número de assign que ha 
entregado, en tanto por uno 
num_assign_aprobados int 
número de assign aprobados por el alumno, es de-
cir, la nota es igual o superior a 5 
porc_assign_aprobados double 
porcentaje de assign aprobados por el alumno, con 
respecto al número de assign que le han evaluado, 
en tanto por uno 
num_assign_suspensos int 
número de assign suspendidos por el alumno, es 
decir, la nota es inferior a 5 
porc_assign_suspensos double 
porcentaje de assign suspendidos por el alumno, 
con respecto al número de assign que le han eva-
luado, en tanto por uno 
num_assign_propuestos int número de assign propuestos al alumno 
Tabla 121. Estructura moodle2_bigdata_results.moodle_estadisticas_assign 
La información se obtiene de CalificacionesAssign. 
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Para cada curso, se mantiene información sobre la actividad sobre cada Assign (EstCur-
soAssign, tabla: moodle2_bigdata_results.moodle_estadisticas_curso 
_assign). En concreto, se guarda la información de la Tabla 122. 
moodle2_bigdata_results.moodle_estadisticas_curso_assign 
Campo Tipo Descripción 
curso string identificador de curso 
assign int identificador de assign 
num_usuarios_total int 
número total de alumnos que deben entregar el 
assign 
num_assign_entrados int número de tareas entregadas por los alumnos 
porc_assign_entregados double 
porcentaje de alumnos que han entregado el as-
sign, en tanto por uno 
num_assign_evaluados int número de alumnos que han sido evaluados 
porc_assign_evaluados int 
porcentaje de alumnos que han sido evaluados, con 
respecto a los que han entregado la tarea, en tanto 
por uno 
Tabla 122. Estructura moodle2_bigdata_results.moodle_estadisticas_curso_assign 
La información se completa a partir de CalificacionesAssign. 
La tabla de calificaciones de Quiz (CalificacionesQuiz, tabla: mood-
le2_bigdata_results.moodle_calificaciones_quiz) guarda información sobre la 
calificación obtenida por cada alumno en cada uno de los quiz definidos en el curso, suponien-
do que todos los alumnos deben entregar todos los cuestionarios. Presenta la estructura de la 
Tabla 123. 
moodle2_bigdata_results.moodle_calificaciones_quiz 
Campo Tipo Descripción 
curso string identificador de curso 
quiz int identificador de quiz 
usuario string identificador de alumno 
notasobre10 string 
nota sobre 10, en formato numérico, obtenida por el alumno 
en el quiz. Si no ha obtenido nota, “Sin calificar” 
calificacion string 
etiqueta sobre la calificación, tendrá alguno de los siguientes 
valores: 
 “SUSPENSO”, si la nota es inferior a 5. 
 “APROBADO”, si la no es igual o superior a 5. 
 “Sin calificar”, si no se obtuvo nota 
estado string 
etiqueta sobre el estado de la entrega. Si el alumno ha comple-
tado el quiz, “COMPLETADO”, en caso contrario “NO COMPLE-
TADO” 
tiempodedicado string 
tiempo dedicado por el alumno para completar el quiz, en 
segundos. Si el alumno completo el quiz, pero no se encontró 
información, “Sin datos”. Si el alumno no completó el quiz, “No 
aplicable” 
Tabla 123. Estructura moodle2_bigdata_results.moodle_calificaciones_quiz 
La información de esta tabla se obtiene a partir de mdl_grade_grades y 
mdl_grade_items, haciendo uso de CursoQuizUsuario para saber qué información bus-
car. 
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Para cada alumno en cada curso, guardaremos estadísticas de actividad en Quiz (EstQuiz, 
tabla: moodle2_bigdata_results.moodle_estadisticas_quiz). En concreto, se guar-
dará la información presentada en la Tabla 124. 
moodle2_bigdata_results.moodle_estadisticas_quiz 
Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de alumno 
num_quiz_completados int número de quiz completados por el alumno 
porc_quiz_completados double 
porcentaje de quiz completados por el alumno, con 
respecto al total de quiz propuestos, en tanto por 
uno 
num_quiz_evaluados int número de quiz que han sido evaluados al alumno 
porc_quiz_aprobados double 
porcentaje de quiz aprobados por el alumno, con 
respecto al número de quiz que ha completado, en 
tanto por uno 
num_quiz_suspensos int 
número de quiz suspendidos por el alumno, es decir, 
la nota es inferior a 5 
porc_quiz_suspensos double 
porcentaje de quiz suspendidos por el alumno, con 
respecto al número de quiz que ha completado, en 
tanto por uno 
num_assign_propuestos int número de quiz propuestos al alumno 
Tabla 124. Estructura moodle2_bigdata_results.moodle_estadisticas_quiz 
La información se obtiene de CalificacionesQuiz. 
Para cada curso, se mantiene información sobre la actividad sobre cada Quiz (EstCur-
soQuiz, tabla: moodle2_bigdata_results.moodle_estadisticas_curso_quiz). En 
concreto, se guarda la información de la Tabla 125. 
moodle2_bigdata_results.moodle_estadisticas_curso_quiz 
Campo Tipo Descripción 
curso string identificador de curso 
quiz int identificador de quiz 
num_usuarios_total int número total de alumnos que deben entregar el quiz 
num_quiz_entrados int número de quiz completados por los alumnos 
porc_quiz_entregados double 
porcentaje de alumnos que han completado el quiz, en 
tanto por uno 
Tabla 125. Estructura moodle2_bigdata_results.moodle_estadisticas_curso_quiz 
La información se completa a partir de CalificacionesQuiz. 
La tabla de calificaciones finales (CalificacionesFinales, tabla: mood-
le2_bigdata_results.moodle_calificaciones_finales) almacena la calificación 
obtenida en el curso por cada alumno, según la estructura de la Tabla 126. 
moodle2_bigdata_results.moodle_calificaciones_finales 
Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de alumno 
notasobre10 string 
nota sobre 10, en formato numérico, obtenida por el alumno en 
el curso. Otros supuestos: 
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 Si el alumno no ha recibido calificación, pero sigue estan-
do activo en el curso: “Sin calificar”. 
 Si el alumno se desmatriculó del curso antes de que este 
acabara y antes de recibir nota, “ABANDONO” 
 Si el curso acabó sin que el usuario recibiera calificación, 
“NO CALIFICADO” 
calificacion string 
etiqueta sobre la calificación, tendrá alguno de los siguientes 
valores: 
 “SUSPENSO”, si la nota es inferior a 5. 
 “APROBADO”, si 5 ≤ nota < 7 
 “NOTABLE”, si 7 ≤ nota < 9 
 “EXCELENTE”, si la nota es igual o superior a 9. 
 “Sin calificar”, si no se obtuvo nota 
 “ABANDONO”, si el alumno se desmatriculó del curso an-
tes de que este acabara y antes de recibir nota. 
 “NO CALIFICADO”, si el curso acabó sin que el alumno re-
cibiera calificación 
Tabla 126. Estructura moodle2_bigdata_results.moodle_calificaciones_finales 
La información se obtiene a partir de mdl_grade_grades y mdl_grade_items, tomando 
como referencia la tabla de matriculaciones. 
 
4.6.5. Influencia de la actividad en los resultados académicos 
A partir de los dos conjuntos de resultados obtenidos anteriormente, estadísticas de acceso 
y calificaciones, podemos obtener la influencia que tiene el uno sobre el otro, por ejemplo, 
siguiendo el artículo [10], tomado como referencia y al que le hemos ido modificando y aña-
diendo nuevas métricas en función de los datos que teníamos disponibles. Por ejemplo, calcu-
laremos métricas del tipo: qué influencia tiene el número de accesos al total del curso sobre la 
nota obtenida en él. Esta influencia se calcula por medio de un cálculo de correlación, que en 
el caso de Hive, se proporciona mediante una función que calcula la correlación de Pearson. 
La correlación entre dos elementos se puede definir como la relación que hay entre ambos, 
es decir, cómo le afecta a uno el comportamiento del otro. Si la correlación entre dos variables 
es positiva, implica que cuando una crece la otra también lo hace, de forma más fuerte, cuanto 
mayor sea la correlación. Si es negativa, cuando una variable crece, la otra desciende. En nues-
tro caso, tal y como están planteadas las métricas, el comportamiento deseado es que la corre-
lación sea positiva y cuanto más positiva, mejor. Por ejemplo, en el cálculo de la correlación 
entre el número de accesos totales y la nota final de los alumnos, el comportamiento deseado 
(como indica la lógica) es que cuantas más visita haga el alumno, mejor sea su nota, y por lo 
tanto se querrá una correlación lo más positiva posible. La lógica indica que es bastante raro 
que ocurra lo contrario: cuantas más visitas hagan los alumnos, peor nota obtengan. Esto po-
dría ser un buen indicativo de que existe algún problema en la impartición del curso, ya que, 
por ejemplo, el acceso a Moodle no está sirviendo de ayuda, sino más bien, todo lo contrario. 
En cuanto al uso de la función de correlación de Hive (CORR()), calcularemos la correlación 
por curso, por lo que para cada curso deberemos generar dos columnas, una por cada una de 
las dos métricas que queremos relacionar, por ejemplo, una columna para el número de acce-
sos totales y otra para la nota final. Cada una de las entradas de esas columnas representa un 
alumno de ese curso. Juntando el comportamiento de todos los alumnos de este curso se cal-
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cula la relación entre los dos elementos que correspondan, lo cual dará lugar a la correlación 
en ese curso. Información sobre el cálculo de la correlación de Pearson se puede obtener en 
[205], mientras que en el código fuente de este trabajo se puede consultar los pasos seguidos 
para aplicar la función CORR() de Hive en los casos que se presentan a continuación. 
En este trabajo, se han calculado las siguientes influencias, agrupadas por similitud: 
 Influencia de la actividad en Moodle sobre la nota final. 
 Influencia del número de accesos a cada módulo sobre: 
o La nota final obtenida en el curso. 
o La nota media en assign. 
o La nota media en quiz. 
o La nota en cada assign. 
o La nota en cada quiz. 
 Influencia del tiempo dedicado en la realización de un quiz sobre la nota en el mismo. 
 Influencia del tiempo total dedicado en la realización de quiz sobre: 
o La nota media en quiz. 
o La nota final obtenida en el curso. 
Se resumen a continuación los cálculos realizados. 
Influencia de la actividad en Moodle sobre la nota final (CorrAccesosNota, tabla: mood-
le2_bigdata_results.curso_usuario_correlacion). Mediante esta influencia calcu-
lamos, para cada curso, el conjunto de correlaciones mostradas en la Tabla 127, todas relativas 
a la nota final obtenida en el curso. 
moodle2_bigdata_results.curso_usuario_correlacion 
Campo Tipo Descripción 
curso string identificador de curso 
corr_accesos_totales string 
correlación entre el número de accesos totales 
al curso y la nota final obtenida en él 
corr_accesos_unicos string 
correlación entre el número de accesos únicos 
al día al curso y la nota final obtenida en él 
corr_accesos_course_view string 
correlación entre el número de accesos a la 
página principal del curso y la nota final 
corr_accesos_modulos string 
correlación entre el número de accesos o visi-
tas realizadas a los módulos del curso y la nota 
final obtenida en él 
corr_accesos_fuera string 
correlación entre el número de accesos al cur-
so realizados desde fuera de la Universidad y 
la nota final obtenida en él 
corr_acceso_dentro string 
correlación entre el número de accesos al cur-
so realizados desde dentro de la Universidad y 
la nota final obtenida en él 




correlación entre el número de accesos reali-
zados a los foros del curso y la nota final 
corr_accesos_discusiones string 
correlación entre el número de accesos reali-
zados a las discusiones publicadas en el curso 
y la nota final obtenida en él 
corr_accesos_apuntes string 
correlación entre el número de visitas a los 
apuntes del curso y la nota final obtenida en él 
corr_accesos_lunes string 
correlación entre el número de accesos reali-
zados en lunes y la nota final obtenida  
corr_accesos_martes string 
correlación entre el número de accesos reali-
zados en lunes y la nota final obtenida en el 
curso 
corr_accesos_miercoles string 
correlación entre el número de accesos reali-
zados en miércoles y la nota final obtenida en 
el curso 
corr_accesos_jueves string 
correlación entre el número de accesos reali-
zados en jueves y la nota final obtenida en el 
curso 
corr_accesos_viernes string 
correlación entre el número de accesos reali-
zados en viernes y la nota final obtenida en el 
curso 
corr_accesos_sabado string 
correlación entre el número de accesos reali-
zados en sábado y la nota final obtenida en el 
curso 
corr_accesos_domingo string 
correlación entre el número de accesos reali-
zados en domingo y la nota final obtenida en 
el curso 
corr_modulos_leidos string 
correlación entre el porcentaje de módulos 
leídos y la nota final obtenida en el curso 
corr_foros_accedidos string 
correlación entre el porcentaje de foros acce-
didos y la nota final obtenida en el curso 
corr_discusiones_accedidas string 
correlación entre el porcentaje de foros acce-
didos y la nota final obtenida en el curso 
corr_apuntes_leidos string 
correlación entre el porcentaje de apuntes 
leídos y la nota final obtenida en el curso 
corr_assign_entregados string 
correlación entre el porcentaje de assign en-
tregados y la nota final obtenida en el curso 
corr_assign_aprobados string 
correlación entre el porcentaje de assign 
aprobados y la nota final obtenida en el curso 
corr_assign_suspensos string 
correlación entre el porcentaje de assign sus-
pensos y la nota final obtenida en el curso 
corr_quiz_completados string 
correlación entre el porcentaje de quiz com-
pletados y la nota final obtenida en el curso 
corr_quiz_aprobados string 
correlación entre el porcentaje de quiz apro-
bados y la nota final obtenida en el curso 
corr_quiz_suspensos string 
correlación entre el porcentaje de quiz sus-
pensos y la nota final obtenida en el curso 
corr_media_acceso_modulos string 
correlación entre la media de acceso a los 
módulos y la nota final obtenida en el curso 
Tabla 127. Estructura moodle2_bigdata_results.curso_usuario_correlacion 
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Influencia del número de accesos a cada módulo sobre la nota final obtenida en el curso 
(CorrMNota, tabla: moodle2_bigdata_results.curso_modulo_correlacion). Sigue la 
estructura de la Tabla 128. 
moodle2_bigdata_results.curso_modulo_correlacion 
Campo Tipo Descripción 
curso string identificador de curso 
modulo int identificador de módulo 
corr_accesos_modulo string 
correlación entre el número de accesos a este módulo y 
la nota final obtenida en el curso 
Tabla 128. Estructura moodle2_bigdata_results.curso_modulo_correlacion 
Influencia del número de accesos a cada módulo sobre la nota media obtenida en Assign 
(CorrMavgA, tabla: moodle2_bigdata_results.curso_modulo_correlacion_ 
avg_assign). Sigue la estructura de la Tabla 129. 
moodle2_bigdata_results.curso_modulo_correlacion_avg_assign 
Campo Tipo Descripción 
curso string identificador de curso 
modulo int identificador de módulo 
corr_accesos_modulo string 
correlación entre el número de accesos a este módulo y 
la nota media en assign 
Tabla 129. Estructura moodle2_bigdata_results.curso_modulo_correlacion_avg_assign 
Influencia del número de accesos a cada módulo sobre la nota media obtenida en Quiz 
(CorrMavgQ, tabla: moodle2_bigdata_results.curso_modulo_correlacion_ 
avg_quiz). Sigue la estructura de la Tabla 130. 
moodle2_bigdata_results.curso_modulo_correlacion_avg_quiz 
Campo Tipo Descripción 
curso string identificador de curso 
modulo int identificador de módulo 
corr_accesos_modulo string 
correlación entre el número de accesos a este módulo y 
la nota media en quiz 
Tabla 130. Estructura moodle2_bigdata_results.curso_modulo_correlacion_avg_quiz 
Influencia del número de accesos a cada módulo sobre la nota obtenida en cada Assign 
(CorrCMA, tabla: moodle2_bigdata_results.correlacion_curso_modulo_assign) 
Sigue la estructura de la Tabla 131. 
moodle2_bigdata_results.correlacion_curso_modulo_assign 
Campo Tipo Descripción 
curso string identificador de curso 
modulo int identificador de módulo 
assign int identificador de assign 
corr_modulo_assign string 
correlación entre el número de accesos al módulo y la 
nota en el assign 
Tabla 131. Estructura moodle2_bigdata_results.correlacion_curso_modulo_assign 
Influencia del número de accesos a cada módulo sobre la nota obtenida en cada Quiz 
(CorrCMQ, tabla: moodle2_bigdata_results.correlacion_curso_modulo_quiz) 
Sigue la estructura de la Tabla 132. 




Campo Tipo Descripción 
curso string identificador de curso 
modulo int identificador de módulo 
quiz int identificador de quiz 
corr_modulo_assign string 
correlación entre el número de accesos al módulo y la 
nota en el quiz 
Tabla 132. Estructura moodle2_bigdata_results.corralcion_curso_modulo_quiz 
Influencia del tiempo dedicado en la realización de un Quiz sobre la nota en el mismo 
(CorrTiempoQuiz, tabla: mood-
le2_bigdata_results.correlacion_tiempo_dedicado_quiz). Sigue la estructura de 
la Tabla 133. 
moodle2_bigdata_results.correlacion_tiempo_dedicado_quiz 
Campo Tipo Descripción 
curso string identificador de curso 
quiz int identificador de quiz 
corr_tiempo_quiz string 
correlación entre el tiempo dedicado en la realización del 
quiz y la nota obtenida en él 
Tabla 133. Estructura moodle2_bigdata_results.correlacion_tiempo_dedicado_quiz 
Influencia del tiempo total dedicado en la realización de Quiz sobre la nota media en quiz 
y la nota final obtenida en el curso (CorrTiempoQuiz, tabla: mood-
le2_bigdata_results.correlacion_tiempo_dedicado_nota). Sigue la estructura de 
la Tabla 134. 
moodle2_bigdata_results.correlacion_tiempo_dedicado_nota 
Campo Tipo Descripción 
curso string identificador de curso 
corr_tiempo_notafinal string 
correlación entre el tiempo dedicado en quiz y la 
nota final obtenida en el curso 
corr_tiempo_avgquiz string 
correlación entre el tiempo dedicado en quiz y la 
nota media obtenida en los quiz del curso 
Tabla 134. Estructura moodle2_bigdata_results.correlacion_tiempo_dedicado_nota 
En todos los casos, si no se obtiene información, se completa con “Sin datos”. Para cada 
análisis, se guardan los resultados obtenidos junto con la fecha del análisis, en la partición co-
rrespondiente, para generar un histórico de los resultados calculados. 
 
4.6.6. Aplicación de algoritmos de Machine Learning 
Para finalizar, el análisis se completa con la aplicación de algoritmos de Machine Learning 
para obtener resultados más sofisticados. Siguiendo el artículo [15] tomado como referencia, 
aplicaremos tres tipos de algoritmos con tres objetivos: 
 Clustering, para la clasificación de usuarios (tanto alumnos como profesores) en uno de 
hasta tres posibles clusters. 
 Obtención de reglas de asociación para descubrir los comportamientos típicos de los 
alumnos. 
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 Clasificación de alumnos como mecanismo de predicción de nota de los alumnos sin ca-
lificar. 
Todas ellas calculadas para cada curso. 
Antes de todo ello, debemos realizar un ligero preprocesado de los resultados del bloque 
de estadísticas y del bloque de calificaciones. En concreto, debemos escoger qué métricas, de 
todas las calculadas, utilizaremos para aplicar estos algoritmos, siguiendo el artículo citado 
anteriormente, se tomarán las siguientes (para cada usuario en cada curso): 
 Número de discusiones creadas. 
 Número de post creados. 
 Número de módulos leídos. 
 Numero de foros accedidos. 
 Número de apuntes leídos. 
 Número de discusiones accedidas. 
 Número de assign entregados. 
 Número de assign aprobados. 
 Número de assign suspensos. 
 Número de quiz completados. 
 Número de quiz aprobados. 
 Número de quiz suspensos. 
Así, en primer lugar, se recopila esta información (que estará presente por varias tablas) en 
una única, la tabla de estadísticas de clustering (EstClustering, tabla: mood-
le2_bigdata_results.moodle_estadisticas_clustering), ya que contendrá la in-
formación que usaremos en el clustering. Esta presenta la estructura de la Tabla 135. 
moodle2_bigdata_results.moodle_estadisticas_clustering 
Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de usuario 
num_discusiones_creadas int 
número discusiones creadas por el usuario en el 
curso 
num_post_creados int 
número de post creados por el usuario en el 
curso 
num_modulos_leidos int 
número de módulos leídos, al menos una vez, 
por el usuario 
num_foros_accedidos int 
número de foros accedidos, al menos una vez, 
por el usuario 
num_apuntes_leidos int 
número de apuntes leídos, al menos una vez, 
por el usuario 
num_discusiones_accedidas int número de discusiones accedidas, al menos una 
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vez, por el usuario 
num_assign_entregados int número de assign entregados por el usuario 
num_assign_aprobados int número de assign aprobados por el usuario 
num_assign_suspensos int número de assign suspendidos por el usuario 
num_quiz_completados int número de quiz completados por el usuario 
num_quiz_aprobados int número de quiz aprobados por el usuario 
num_quiz_suspensos int número de quiz suspendidos por el usuario 
Tabla 135. Estructura moodle2_bigdata_results.moodle_estadisticas_clustering 
Donde: 
 num_discusiones_creadas, num_post_creados, num_modulos_leidos, 
num_foros_accedidos, num_apuntes_leidos y num_discusiones_accedidas 
se obtiene de las EstCU. 
 num_assign_entregados, num_assign_aprobados y num_assign_suspensos 
se obtienen de EstAssign. 
 num_quiz_completados, num_quiz_aprobados y num_quiz_suspensos se ob-
tienen de EstQuiz. 
Para la aplicación del clustering necesitamos los valores numéricos de cada una de las mé-
tricas, pero para aplicar los algoritmos de reglas de asociación y clasificación, necesitamos dis-
cretizar estas métricas, para obtener mejores resultados, según como se indica en el artículo. 
Además, necesitamos añadir la nota final del alumno a la lista de atributos anterior, descar-
tando la información de los profesores. Así, discretizaremos siguiendo la siguiente estrategia: 
 Las estadísticas (es decir, todos los atributos menos la nota final) se discretizarán en 
uno de tres posibles valores: ALTO, MEDIO o BAJO. Para ello, para cada métrica y curso, 
se tomarán los valores máximo y mínimo y se dividirá el rango entre ambos en tres in-
tervalos iguales: 
 
 En cuanto a la nota final, si tomamos el campo calificación de la tabla de calificaciones 
finales, este ya viene discretizado de la forma: 
 
Así, se obtiene la tabla de estadísticas discretizadas (EstDiscretizadas, tabla: mood-
le2_bigdata_results.moodle_estadisticas_discretizadas), la cual presenta la 
estructura de la Tabla 136. 
 
 




Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de usuario 
num_discusiones_creadas string 
número discusiones creadas por el usuario en el 
curso 
num_post_creados string 
número de post creados por el usuario en el 
curso 
num_modulos_leidos string 
número de módulos leídos, al menos una vez, 
por el usuario 
num_foros_accedidos string 
número de foros accedidos, al menos una vez, 
por el usuario 
num_apuntes_leidos string 
número de apuntes leídos, al menos una vez, 
por el usuario 
num_discusiones_accedidas string 
número de discusiones accedidas, al menos una 
vez, por el usuario 
num_assign_entregados string número de assign entregados por el usuario 
num_assign_aprobados string número de assign aprobados por el usuario 
num_assign_suspensos string número de assign suspendidos por el usuario 
num_quiz_completados string número de quiz completados por el usuario 
num_quiz_aprobados string número de quiz aprobados por el usuario 
num_quiz_suspensos string número de quiz suspendidos por el usuario 
nota string nota final obtenida por el usuario 
Tabla 136. Estructura moodle2_bigdata_results.moodle_estadisticas_discretizadas 
Tras ello, ya podemos aplicar los algoritmos de Machine Learning. Para ello, haremos uso 
de las librerías de Apache Mahout, las cuales se pueden usar de dos formas: 
 A través de línea de comandos que hacen uso de funciones Java. 
 A través de programas Java que usan esas mismas funciones. 
En nuestro caso, hemos preparado una serie de programas ejecutables Java, perfectamente 
configurados, para aplicar los tres algoritmos. Cada uno de ellos hace uso de las librerías Java 
de Apache Mahout correspondientes. Se ha notado que no todas las versiones de Apache 
Mahout presentan funciones para implementar todos los algoritmos, en contra de lo lógico, las 
nuevas versiones han eliminado alguna función o algoritmo que nos hace falta en nuestro ca-
so, por ello, hemos recurrido a librerías de Apache Mahout no localizadas en nuestra infraes-
tructura Hadoop. Por defecto, no viene instalada ninguna, pero se puede instalar el cliente 
Mahout a través de la interfaz de administrador de Ambari. Esto creará, en el directorio de 
instalación de Mahout /usr/hdp/{versión}/mahout las librerías correspondientes, las 
cuales deberán ser exportadas a HDFS (o donde corresponda) para la ejecución mediante un 
programa Java. En nuestro caso, hemos añadido una nueva librería descargada del código 
fuente de Apache Mahout, para poder conseguir nuestros objetivos. Se detalla a continuación. 
Antes de comenzar a describir el funcionamiento de los programas, conviene aclarar que-
ninguno de ellos ha sido programado para recibir parámetros de entrada, es decir, todas sus 
opciones de ejecución están fijadas por código y para cambiarlas hay que recurrir al código y 
volver a compilar la aplicación. Esto se ha debido a que son varios los parámetros que hay que 
fijar y para ello se debe conocer qué implican exactamente y qué valores son los adecuados. 
Programar una etapa previa de comprobación de estos valores para evitar un mal uso de los 
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algoritmos (que pueda dar lugar a fallos de ejecución) se plantea muy laboriosa ya que los al-
goritmos son muy sensibles a cambios en sus opciones. Por ello, se ha preferido dejar los algo-
ritmos cerrados, sin opción de cambio de opciones de ejecución, ya que no se sabe si la perso-
na que los va a manejar tendrá conocimientos sobre el uso de ellos y así evitar problemas. Los 
valores que se han fijado para los parámetros, se han obtenido de otros estudios similares, 
como el artículo tomado como referencia, de otras fuentes tomadas como referencia para la 
elaboración del código (referenciadas en el código fuente de las aplicaciones) o aplicando la 
lógica sobre la definición de cada atributo. Puede ser un punto de mejora de este trabajo, con-
figurar estos paquetes de aplicaciones para que se pueda parametrizar la ejecución de los al-
goritmos. 
 
4.6.6.1. Clustering: agrupación de usuarios 
A partir de las EstClustering podemos aplicar un clustering (apartado 2.1.1) de usua-
rios. Apache Mahout nos proporciona muchos algoritmos de clustering, de entre los cuales, se 
ha escogido el algoritmo K – Means (apartado 2.1.1), por ser el utilizado en el artículo referen-
cia y por ser bastante sencillo de entender y configurar.  
Los detalles de programación se pueden encontrar en el código fuente (realizado en base a 
[206], [207]), pero podríamos resumir lo siguiente (ilustrado en la Figura 96): 
 
Figura 96. Esquema de procesado de la etapa de clustering 
 Contará con una clase principal, denominada 
es.uva.eduvalab.mahout.clustering.CargaDatos que se encarga de acceder 
a Hive para obtener los datos de la tabla de EstClustering, y generar con ellos una 
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matriz de datos para pasárselos al algoritmo, implementado en la clase 
es.uva.eduvalab.mahout.clustering.Clustering. 
 Una vez ya en el algoritmo, en primer lugar, se deben vectorizar los datos de entrada. 
Es decir, cada conjunto de parámetros, se convierte en un punto en el espacio vectorial 
de las coordenadas que correspondan. 
 Después, se guardan los datos vectorizados en un fichero en HDFS. 
 Opcionalmente, se pueden construir los clusters iniciales, ya que el algoritmo de K – 
Means necesita partir de unos valores iniciales. Si queremos construir K clusters, debe-
mos construir K clusters iniciales, seleccionando de la forma que se decida, K puntos de 
entre los iniciales, por ejemplo, de forma aleatoria. 
 Cuando se tiene la información anterior se aplica el algoritmo de K – Means, al que le 
debemos indicar: 
o El directorio en HDFS dónde están los datos de entrada. 
o El directorio en HDFS donde escribir los resultados. 
o El tipo de distancia utilizada para evaluar los clusters. 
o El directorio donde se encuentran los clusters iniciales. 
o El número de clusters a diferenciar (k). Si se especifica esta opción, se sobres-
cribe la información del directorio de clusters iniciales, ya que se seleccionarán 
k puntos de los datos de entrada para conformar los clusters iniciales. Si no se 
especifica el número de clusters, a partir de la información del directorio de 
clusters, ya se sabe cuántos grupos se van a hacer. En nuestro caso se han es-
cogido diferenciar 3 clusters, siguiendo el artículo de referencia. 
o Número máximo de iteraciones. 
o Parámetro Delta de convergencia para decidir si se ha alcanzado resultado final 
sin cambios tras iterar de nuevo sobre él. 
 Como resultado del clustering, en el directorio de salida, obtendremos tres tipos de di-
rectorios: 
o clusteredPoints: contiene las asociaciones entre los puntos iniciales y el 
cluster. 
o cluster-N: resultados intermedios en la iteración N. 
o cluster-M-final: resultados en la última iteración, M, entre otros contiene 
las características de los clusters obtenidos. 
 Con esta información generaremos dos resultados: 
o Asociaciones usuario – cluster, la cual se guardará en una tabla denominada 
moodle2_bigdata_results.curso_usuario_clustering (Tabla 137). 
o Descripción de los clusters, a partir del cual se generará una segunda tabla de-
nominada moodle2_bigdata_results.curso_clustering (Tabla 138). 




Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de usuario 
cluster string identificador del cluster en el que se ha encuadrado al usuario 
Tabla 137. Estructura moodle2_bigdata_results.curso_usuario_clustering 
moodle2_bigdata_results.curso_clustering 
Campo Tipo Descripción 
curso string identificador de curso 
cluster string identificador de un cluster obtenido para el curso 
descripcion string descripción del cluster 
Tabla 138. Estructura moodle2_bigdata_results.curso_clustering 
Toda esta aplicación se engloba bajo un bloque denominado Clustering que se encarga-
rá de: 
 Definir (carga inicial) o actualizar (carga incremental) las tablas Hive para los resultados. 
 Aplicar el programa Java de clustering de usuarios. 
Para ejecutar este programa se necesitan las siguientes librerías, las cuales se pueden en-
contrar instaladas en la sandbox de Hortonworks, aunque no se garantiza un correcto funcio-
namiento si la versión es distinta. 
 aws-java-sdk-1.7.4.jar  
 hadoop-common-2.7.1.2.3.0.0-2557.jar  
 hadoop-nfs-2.7.1.2.3.0.0-2557.jar  
 hadoop-annotations-2.7.1.2.3.0.0-2557.jar  
 hadoop-auth-2.7.1.2.3.0.0-2557.jar  
 hadoop-aws-2.7.1.2.3.0.0-2557.jar  
 mahout-mrlegacy-0.9.0.2.3.0.0-2557-job.jar  
 mahout-integration-0.9.0.2.3.0.0-2557.jar  
 mahout-math-0.9.0.2.3.0.0-2557.jar  
 hadoop-hdfs-2.7.1.2.3.0.0-2557.jar  
 hive-jdbc-1.2.1.2.3.0.0-2557-standalone.jar  
 hive-jdbc-1.2.1.2.3.0.0-2557.jar  
 hive-jdbc.jar  
 hive-exec-1.2.1.2.3.0.0-2557.jar 
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4.6.6.2. Reglas de asociación: análisis del comportamiento de los alum-
nos 
Cuando ya tengamos las estadísticas discretizadas podemos aplicar el algoritmo de reglas 
de asociación (apartado 2.1.1). En este caso, solo lo haremos sobre los alumnos del curso. Se 
ha decidido así por simplicidad, ya que esta etapa y la de clasificación, comparten el origen de 
los datos, EstDiscretizadas, y la clasificación no puede contener información de profeso-
res, ya que falsearía las predicciones de nota, si aplicamos los criterios de calificación progra-
mados. Así, mantenemos en EstDiscretizadas solo a los alumnos, y buscamos las reglas de 
asociación solo sobre el comportamiento de estos, que por otro lado, es donde está la infor-
mación interesante e importante. 
Como algoritmo de Reglas de Asociación utilizaremos FP Growth ya que es la única opción 
que nos permite Apache Mahout, y ni siquiera en las versiones nuevas; hemos tenido que re-
currir a una librería descargada del código fuente de Mahout, ya que no se instala en Horton-
works. El hecho de utilizar FP Growth nos obliga a una segunda etapa de preprocesado a partir 
de las EstDiscretizadas. 
Los detalles de programación se pueden encontrar en el código fuente, pero podríamos re-
sumir lo siguiente (realizado en base a [18], [206], [208]),  ilustrado en la Figura 97: 
 Contará con una clase principal, denominada 
es.uva.eduvalab.mahout.reglasasociacion.CargaDatos que se encarga de 
acceder a Hive para obtener los datos de la tabla de EstDiscretizadas, y generar 
con ellos una matriz de datos para pasárselos al algoritmo, implementado en la clase 
es.uva.eduvalab.mahout.reglasasociaciones.ReglasAsociacion, el cual 
se repite para cada curso. 
 Antes de llegar al algoritmo, los datos se deben volver a transformar, no valen con que 
estén discretizados, sino que también hay que convertirlos a booleanos. Esto está im-
puesto por la forma de funcionamiento del algoritmo FP Growth. Para cada transacción 
(recordar el apartado 2.1.1), en nuestro caso un usuario, debemos indicarle solo los 
atributos que presenta, es decir, supongamos que se pueden tener dos atributos A y B,  
y un usuario solo tiene A, a FP Growth se le debe indicar que el usuario tiene A; pero si 
otro usuario tiene los dos, le debemos indicar (A, B). Esto en primer lugar, nos obliga a 
triplicar el número de atributos, ya que, por ejemplo, de num_modulos_leidos ten-
dríamos que diferenciar: num_modulos_leidos=BAJO, 
num_modulos_leidos=MEDIO y num_modulos_leidos=ALTO, y poner a “true” 
aquel de los tres que tiene el usuario. Por ejemplo, si respectivamente los denominados 
A, B y C y tenemos dos usuarios, el primero con este parámetro a ALTO y el segundo a 
MEDIO; a FP Growth le diríamos que el primero tiene el atributo C y el segundo B. 
 Hecha esta transformación, debemos escribir los resultados en un fichero en HDFS, de 
donde debemos obtener el número de transacciones hechas, simplemente, el número 
de usuarios que se están analizando, ya que se necesitará más adelante. 




Figura 97. Esquema de procesado de la etapa de Reglas de asociación 
 Con los datos ya preparados se aplica el algoritmo de FP Growth, al que debemos indi-
car: 
o El directorio donde se encuentran los datos de entrada. 
o El directorio donde guardar los resultados obtenidos. 
o Número de reglas de asociación buscadas para cada ítem, en nuestro código 
10. Un ítem se entiende como cada atributo, por ejemplo un ítem es 
num_modulos_leidos=ALTO. Le estamos diciendo que para este atributo 
busquemos las 10 reglas más populares o frecuentes que contienen 
num_modulos_leidos=ALTO como consecuente. 
o Método de ejecución MapReduce. 
o Número mínimo de transacciones (usuarios) en las que debe estar presente ca-
da ítem/atributo para ser considerado. En este caso vamos a hacer un análisis 
muy minucioso, ya que hemos considerado un mínimo de 2 transacciones. Es 
decir, que para analizar num_modulos_leidos=ALTO como consecuente de 
las reglas, debe estar presente en al menos dos usuarios, para tratar de encon-
trar cualquier comportamiento marginal. Se ignora el caso en que solo esté 
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presente en un usuario, ya que la cantidad de reglas generadas puede ser 
enorme (ya lo es con un mínimo de dos). 
 Como resultado de la aplicación del algoritmo, obtendremos, entre otros: 
o Un fichero denominado fList que contiene el número de transacciones en las 
que aparece cada ítem/atributo. 
o Un directorio denominado frecuentpatterns que contendrá uno o varios fi-
cheros con las reglas generadas. 
 Para poder analizar los resultados, necesitamos unir los ficheros del directorio fre-
quentpatterns en uno solo. 
 Para poder analizar las reglas leemos el contenido de fList para saber la frecuencia de 
aparición de cada ítem, valor necesario para calcular el soporte (support) y la confianza 
(confidence) de la regla. 
 De entre todas las reglas en frequentpatterns nos quedamos con las que cumplan 
ciertos criterios: 
o Su soporte sea superior a un cierto límite, en nuestro caso 0.3, es decir, la regla 
debe aparecer en el 30 % del total de transacciones para ser considerada como 
buena o frecuente. 
𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑥→𝑦 =
𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑞𝑢𝑒 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑒𝑛 𝑋 𝑒 𝑌
𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠
 
o Su confianza sea superior a un cierto límite, en nuestro caso 0.4, es decir, los 
atributos que conforman la regla deben aparecer en el 40% del total de 





𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑞𝑢𝑒 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑒𝑛 𝑋 𝑒 𝑌
𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠
𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑞𝑢𝑒 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑒𝑛 𝑌
𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠
=
𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑞𝑢𝑒 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑒𝑛 𝑋 𝑒 𝑌
𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑐𝑖𝑜𝑛𝑒𝑠 𝑞𝑢𝑒 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑒𝑛 𝑌
 
En la práctica, tras analizar varios ejemplos, se ha comprobado que realmente existe 
una variación en el cálculo de confidence con respecto a la definición dada en el apar-
tado 2.1.1, dados los valores que podemos obtener del algoritmo. En el caso teórico se 
calcula como la relación entre el soporte de la regla y el soporte del antecedente, 
mientras que en la práctica se utiliza el soporte del consecuente, ya que si el antece-
dente está compuesto por varios atributos, no hay forma de obtener esta información 
con los resultados que nos da el algoritmo FP Growth de Apache Mahout. 
Ambos valores se han fijado aplicando lógica para generar un número manejable de 
reglas, ya que los valores utilizados en los ejemplos consultados, eran demasiados ba-
jos, ambos por debajo del 0.1. La decisión por escoger los valores para soporte y con-
fianza indicados anteriormente se basa en cuestiones prácticas dados los datos con los 
que se probaron los algoritmos. Obviamente, se deberá analizar cuáles son los valores 
adecuados para fijar unos umbrales coherentes. En el caso de este trabajo, estos um-
brales, nos permitían generan una cantidad de reglas manejable para poder probar los 
mecanismos implementados. 
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 Una vez seleccionadas las reglas, se escriben en Hive en una tabla denominada mood-
le2_bigdata_results.curso_reglas_asociacion, la cual sigue la estructura de 
la Tabla 139. 
moodle2_bigdata_results.curso_reglas_asociacion 
Campo Tipo Descripción 
curso string identificador de curso 
consecuente string consecuente de la regla de asociación 
regla string 
regla de asociación, contiene el support y confidence que la carac-
teriza7. 
Tabla 139. Estructura moodle2_bigdata_results.curso_reglas_asociacion 
Toda esta aplicación se engloba bajo un bloque denominado ReglasAsociacion que se 
encargará de: 
 Definir (carga inicial) o actualizar (carga incremental) las tablas Hive para los resultados. 
 Aplicar el programa Java de Reglas de Asociación. 
Para ejecutar este programa se necesitan las siguientes librerías, las cuales se pueden en-
contrar instaladas en la sandbox de Hortonworks, aunque no se garantiza un correcto funcio-
namiento si la versión es distinta. 
 mahout-core-0.9.jar  (obtenida del código fuente de Mahout). 
 aws-java-sdk-1.7.4.jar  
 hadoop-common-2.7.1.2.3.0.0-2557.jar  
 hadoop-nfs-2.7.1.2.3.0.0-2557.jar  
 hadoop-annotations-2.7.1.2.3.0.0-2557.jar  
 hadoop-auth-2.7.1.2.3.0.0-2557.jar  
 hadoop-aws-2.7.1.2.3.0.0-2557.jar  
 mahout-mrlegacy-0.9.0.2.3.0.0-2557-job.jar  
 mahout-integration-0.9.0.2.3.0.0-2557.jar  
 mahout-math-0.9.0.2.3.0.0-2557.jar  
 hadoop-hdfs-2.7.1.2.3.0.0-2557.jar  
 hive-jdbc-1.2.1.2.3.0.0-2557-standalone.jar  
 hive-jdbc-1.2.1.2.3.0.0-2557.jar  
 hive-jdbc.jar  
 log4j-1.2.17.jar 
                                                          
7
 Por simplicidad, se ha optado por incluir toda las características de la regla en este campo. Un pun-
to de primera mejora del algoritmo puede ser mantener soporte y confianza en campos independientes 
para un mejor análisis de las reglas. 
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4.6.6.3. Clasificación de alumnos: predicción de notas 
Por último, aplicamos una etapa de clasificación de alumnos con el objetivo de predecir su 
nota. Atendiendo al funcionamiento de los algoritmos de clasificación del apartado 2.1.1, esta 
etapa, contará con un procesamiento previo mayor. Vamos a completarla usando como algo-
ritmo Random Forest, el único algoritmo de clasificación mediante árboles de decisión dispo-
nible en Mahout. La única diferencia con los algoritmos más típicos está en que este no gene-
rará un árbol, si no varios (el número que le indiquemos) y hará pasar la decisión por todos 
ellos, para quedarse con la decisión más común. 
Partimos de las estadísticas discretizadas. En EstDiscretizadas solo guardamos la in-
formación de los cursos actuales en Moodle, ya que son los únicos sobre los que se recalculan 
los dos resultados Machine Learning anteriores (en los antiguos no habrá cambios). Pero para 
aplicar clasificación necesitamos información de cursos anteriores, por lo que necesitamos una 
segunda tabla de histórico de estadísticas discretizadas, igual que EstDiscretizadas, pero 
con información sobre cursos no actuales. Así, en cada análisis tendremos: 
 Estadísticas discretizadas, con información sobre los cursos actuales. 
 Histórico de estadísticas discretizadas, con información simultánea de cursos ya no 
existentes en Moodle y cursos actuales (es decir, también guarda la misma información 
que EstDiscretizadas). Los cursos no actuales, no pueden tener alumnos con califi-
cación “Sin calificar”, ya que esta etiqueta se reserva para usuarios no calificados pero 
susceptibles de serlo, es decir, están presentes en un curso actualmente en Moodle. 
Recordando la definición de la etiqueta de calificación en la tabla de calificaciones Tabla 
126, si un curso acaba, los usuarios “Sin calificar” pasan a “NO CALIFICADO”. 
Para predecir la nota de los alumnos, se usa información sobre qué ocurrió con alumnos del 
mismo curso o asignatura, pero en años anteriores (o del mismo año si ya hay alguno califica-
do). En definitiva, entra en juego la estructura del identificador BigData de cursos. Dados dos 
cursos curso1-2014 y curso1-2015, por su nombre, son la misma asignatura, pero en dos 
años académicos distintos. La etapa de clasificación podrá juntar la información de ambos 
cursos para predecir la nota de alumnos sin calificar.  
Con estas cuestiones, se generan dos conjuntos de datos, necesarios para la clasificación 
(apartado 2.1.1): 
 Datos de entrenamiento. Formados por alumnos ya calificados, las etiquetas “ABAN-
DONO” y “NO CALIFICADO” se consideran alumnos calificados. Estos datos juntarán ba-
jo un mismo identificador de curso, todos los usuarios de la misma asignatura, pero en 
distintos años. Por ejemplo, los usuarios calificados de los cursos curso1-2014 y cur-
so1-2015 conformarán los datos de entrenamiento del curso curso1. Se obtiene a 
partir del histórico de estadísticas discretizadas, descartando los alumnos “Sin calificar”. 
 Datos de test o prueba. Formados por los alumnos aun por calificar, es decir, con califi-
cación “Sin calificar” en la tabla de estadísticas discretizadas, la que contiene solo los 
cursos actuales. Se predecirá la nota de estos alumnos, en base a los alumnos que for-
man los datos de entrenamiento. Los datos de prueba se guardan tanto con el identifi-
cador de curso que contiene el año académico, como el que no. Por ejemplo, los usua-
rios del curso curso1-2014 se guardan con identificador de curso curso1-2014 e 
identificador histórico curso1, para saber a qué conjunto de datos de entrenamiento 
hay que recurrir. 
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Con todos estos datos, ya podemos aplicar el programa Java de Clasificación. Los detalles 
de programación se pueden encontrar en el código fuente (realizado en base a [206], [209]–
[212]), pero podríamos resumir lo siguiente,  ilustrado en la Figura 98: 
 
Figura 98. Esquema de procesado de la etapa de clasificación 
 Contará con una clase principal, denominada 
es.uva.eduvalab.mahout.clasificacion.CargaDatos que se encarga de ac-
ceder a Hive para obtener los datos de las tablas correspondientes, y generar con ellos 
una matriz de datos de datos de entrenamiento y otra de datos de prueba. Se pasarán 
estos datos al algoritmo, implementado en la clase 
es.uva.eduvalab.mahout.clasificacion.Clasificacion, el cual se repite 
para cada curso, siempre que haya alumnos a los que predecir la nota y alumnos que 
usar como referencia. 
o Accedemos a las estadísticas discretizadas para saber para qué cursos tenemos 
que aplicar el algoritmo, obteniendo relaciones del tipo identificador de curso 
-> identificador histórico. Así sabemos a cada curso actual, con qué 
identificador histórico se deben buscar los datos de entrenamiento en la tabla 
Hive correspondiente. 
o Cuando se está analizando un curso, sus datos de entrenamiento se buscan con 
su identificador histórico, es decir, sin la parte que diferencia el año académico 
del curso. Por ejemplo, para el curso curso1-2015, buscaríamos los datos de 
entrenamiento con identificador curso1. 
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o Los datos de prueba se buscan con su identificador de curso completo, con año 
académico, en la tabla de estadísticas discretizadas. Por ejemplo, curso1-
2015. 
 Cuando los datos ya están preparados, se pasa a la ejecución del algoritmo. En primer 
lugar, se deben guardar ambos conjuntos de datos en los correspondientes ficheros 
CSV en HDFS. 
 A partir de los datos de entrenamiento se genera el DataSet, una descripción de las ca-
racterísticas de los datos de entrenamiento. Principalmente, qué atributos presenta, 
cuáles se usan para la clasificación, cuál es la etiqueta que debe ser final de árbol, es 
decir, cual es el punto final de la clasificación. Para ello debemos indicar también un 
descriptor de los datos, en el que especificamos las características de cada atributo, 
pudiendo ser: 
o Parámetro ignorado, no teniendo en cuenta en la clasificación (“I”). 
o Parámetro categórico (“C”). 
o Parámetro numérico (“N”). 
o Etiqueta de la clasificación (“L”). 
Por ejemplo, en nuestro caso, suponiendo el orden de atributos indicados al inicio del 
Apartado 4.6.6, y teniendo el identificador de usuario en primer lugar, el descriptor 
tendría la forma: 
"I C C C C C C C C C C C C L" 
El primer parámetro debe ser ignorado en la clasificación, ya que es el identificador de 
usuario. Los siguientes doce parámetros, son los atributos en función de los cuales ha-
cer la clasificación, son todos categóricos, ya que solo pueden tomar uno de tres valo-
res (BAJO, MEDIO o ALTO). El último parámetro es la nota del alumno, la etiqueta que 
debemos predecir, en función de la cual realizar la clasificación. A mayores, el DataSet 
nos devolverá los distintos valores que puede tener la etiqueta, por ejemplo, si entre 
los datos de entrenamiento solo se han distinguido como nota final “APROBADO” y 
“NOTABLE” nos devolverá que son posibles estos dos valores para la etiqueta seleccio-
nada. 
 A partir del DataSet y los datos de entrenamiento se ejecuta la construcción del árbol 
de decisión. Debemos indicar los siguientes parámetros: 
o El directorio que contiene los datos de entrenamiento. 
o El fichero que contiene el DataSet. 
o Número de árboles de decisión a generar. Se ha configurado generar 100 árbo-
les. 
o El directorio donde escribir los resultados. 
 Como resultado se genera un fichero forest.seq con los árboles generados. 
 Escribimos por pantalla estos árboles, a modo de información para el usuario. 
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 Con los árboles definidos en forest.seq y los datos de prueba, predecimos las notas 
de los alumnos mediante la parte de test del algoritmo, para lo cual indicaremos: 
o El directorio donde se encuentran los datos de prueba a clasificar. 
o El directorio que contiene el DataSet. 
o El directorio que contiene a forest.seq. 
o El directorio donde guardar los resultados. 
 Esto genera un fichero con los resultados de la predicción, en concreto con el valor que 
se le da a la etiqueta de cada uno de los alumnos. Leemos ese resultado y lo guardamos 
en Hive, en la tabla moodle2_bigdata_results.cursos_calificaciones 
_prediccion (Tabla 140). 
moodle2_bigdata_results.cursos_calificaciones_prediccion 
Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de alumno 
nota string nota predicha para el alumno 
Tabla 140. Estructura moodle2_bigdata_results.cursos_calificaciones_prediccion 
 Por otro lado, se guarda un histórico de predicciones, es decir, la última predicción rea-
lizada para los alumnos justo antes de ser calificados. Esta información se guarda en la 
tabla moodle2_bigdata_results.cursos_calificaciones_prediccion 
_historico (Tabla 141). En base a la última predicción realizada y a la nota realmente 
obtenida por el alumno, se puede obtener el acierto del sistema de predicción imple-
mentado, guardando los resultados en mood-
le2_bigdata_results.prediccion_porcentaje _acierto (Tabla 142) 
moodle2_bigdata_results.cursos_calificaciones_prediccion_historico 
Campo Tipo Descripción 
curso string identificador de curso 
usuario string identificador de alumno 
nota string última nota predicha para el alumno 
Tabla 141. Estructura moodle2_bigdata_results.cursos_calificaciones_prediccion_historico 
moodle2_bigdata_results.prediccion_porcentaje_acierto 
Campo Tipo Descripción 
curso string identificador de curso 
porc_acierto double 
porcentaje de acierto en la predicción de nota de alumnos en 
este curso 
Tabla 142. Estructura moodle2_bigdata_results.prediccion_porcentaje_acierto 
Toda esta aplicación se engloba bajo un bloque denominado Clasificación que se en-
cargará de: 
 Generar el histórico de estadísticas discretizadas. 
 Formar los datos de entrenamiento y prueba. 
 Definir (carga inicial) o actualizar (carga incremental) las tablas Hive para los resultados. 
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 Aplicar el programa Java de Clasificación. 
 Calcular el porcentaje de acierto. 
Para ejecutar este programa se necesitan las siguientes librerías, las cuales se pueden en-
contrar instaladas en la sandbox de Hortonworks, aunque no se garantiza un correcto funcio-
namiento si la versión es distinta. 
 aws-java-sdk-1.7.4.jar  
 hadoop-common-2.7.1.2.3.0.0-2557.jar  
 hadoop-nfs-2.7.1.2.3.0.0-2557.jar  
 hadoop-annotations-2.7.1.2.3.0.0-2557.jar  
 hadoop-auth-2.7.1.2.3.0.0-2557.jar  
 hadoop-aws-2.7.1.2.3.0.0-2557.jar  
 mahout-mrlegacy-0.9.0.2.3.0.0-2557-job.jar  
 mahout-integration-0.9.0.2.3.0.0-2557.jar  
 mahout-math-0.9.0.2.3.0.0-2557.jar  
 hadoop-hdfs-2.7.1.2.3.0.0-2557.jar  
 hive-jdbc-1.2.1.2.3.0.0-2557-standalone.jar  
 hive-jdbc-1.2.1.2.3.0.0-2557.jar 
 hive-jdbc.jar  
 mahout-examples-0.9.0.2.3.0.0-2557.jar 
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4.7. Análisis de resultados 
Para comprobar los resultados obtenidos en el apartado 4.6, se transferirán algunos de es-
tos a una base de datos Elasticserach con el objetivo de poder visualizarlos gráficamente me-
diante Kibana. Esta parte del trabajo se utilizará solo a nivel experimental, no será la alternati-
va que se use para implementar en la práctica la etapa de visualización, por lo que no se entra-
rá en detalles en cuanto a su configuración. 
En primer lugar, se indicará brevemente en qué ha consistido la transferencia de datos a 
ElasticSearch. Después, se presentarán ejemplos gráficos de visualizacíon de las métricas me-
diante Kibana. 
4.7.1. Transferencia a ElasticSearch 
La transferencia de información a ElasticSearch se realiza en los términos planteados en el 
apartado 4.1.6, es decir, contará con los siguientes pasos: 
 Creación del índice donde almacenar la información en ElasticSearch. 
 Creación de una tabla externa en Hive que conecte con ese índice. 
 Inserción de datos en el índice por medio de Hive. Las tablas se han creado en una 
base de datos denominada moodle_elasticsearch. 
Para probar nuestros resultados, se transferirán a ElasticSearch los resultados de los si-
guientes bloques: 
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prediccion_porcentaje_acierto prediccion_porcentaje_acierto_es prediccion_porcentaje_acierto 
CursoClustering 
curso_clustering curso_clustering_es curso_clustering 
curso_usuario_clustering curso_usuario_clustering_es curso_usuario_clustering 
CursoReglasAsociacion curso_reglas_asociacion curso_reglas_asociacion_es curso_reglas_asociacion 
Cursos cursos_historico moodle_cursos_es moodle_cursos 




































































































































Matriculaciones matriculaciones moodle_matriculaciones_es moodle_matriculaciones 
Modulos cursos_modulos moodle_cursos_modulos_es moodle_cursos_modulos 
Tabla 143. Correspondencias Hive – ElasticSearch

















En todos los casos, la transferencia se realiza mediante un bloque con el mismo nombre 
añadiendo el sufijo Pres, por ejemplo, el bloque Cursos se transfiere por medio del bloque 
CursosPres. 
En la mayor parte de los bloques, la transferencia consistirá en la creación de un índice 
idéntico a la tabla en Hive para crear una copia de la misma. En otros, a mayores, la informa-
ción de la tabla se ha transferido de distintas formas para ofrecer mayores oportunidades de 
representación mediante Kibana. Para ver los detalles, referimos al lector al código fuente del 
trabajo. En la Tabla 143, se representa la equivalencia entre tabla Hive origen, tabla conexión 
Hive – ElasticSearch e índice en ElasticSearch. 
 
4.7.2. Representación mediante Kibana 
Mediante Kibana representaremos gráficamente la información transferida a ElasticSearch. 
Estos gráficos se pueden agrupar en paneles (Dashboard). A continuación se detallan los pane-
les definidos así como los gráficos que nos podemos encontrar en ellos. No se detalla su ob-
tención. Junto con el código fuente de este trabajo se proporciona un fichero denominado 
KibanaObject.json. Este es un fichero en formato JSON donde se encuentran definidos 
todos los elementos configurados en Kibana para obtener las representaciones que siguen 
este apartado, a partir de los datos transferidos a ElasticSearch. Se puede importar este fiche-
ro a cualquier otra aplicación Kibana que tenga definidos los índices correspondientes, para 
poder definir directamente los elementos de visualización aquí empleados. No se ha encontra-
do ninguna forma de proporcionar una adición automática de los índices ElasticSearch por lo 
que estos deberían ser añadidos manualmente, en base a la Tabla 143. 
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A continuación se presentan ejemplos de representaciones que se pueden realizar a partir 
de los resultados del apartado 4.6. Se han generado varios paneles, cada uno de los cuáles 
cuenta con varias visualizaciones relacionadas bajo un criterio. Se presentan por orden alfabé-
tico. En todos estos paneles es necesaria la selección de criterios como curso, módulo, assign, 
quiz, usuario, etc., mediante la opción de filtrado de Kibana. En las figuras que se presentan a 
continuación, se puede ver la selección del filtrado en una casilla de búsqueda en la parte su-
perior de la página de Kibana. En los casos en que corresponda, todos los porcentajes se re-
presentan en tanto por uno. 
En el panel “ANÁLISIS DE UN MÓDULO” se presenta información sobre la actividad llevada 
a cabo por los usuarios sobre un módulo. Se puede ver su vista previa en la Figura 99. Se com-
pone de las siguientes visualizaciones. 
 
Figura 99. Vista previa del dashboard “ANÁLISIS DE UN MÓDULO” 
 Información del módulo analizado (Figura 100). 
 
Figura 100. Kibana. Dashboard “ANÁLISIS DE UN MÓDULO” – Visualización: Información del módulo 
 Correlación entre la nota final y el número de accesos al módulo (Figura 101). 




Figura 101. Kibana. Dashboard “ANÁLISIS DE UN MÓDULO” – Visualización: Correlación entre la nota final y el 
número de accesos al módulo 
 Porcentaje de usuarios que han leído el módulo (Figura 102). 
 
Figura 102. Kibana. Dashboard “ANÁLISIS DE UN MÓDULO” – Visualización: Porcentaje de usuarios que han leído 
el módulo 
 Tabla de estadísticas sobre el porcentaje de usuarios que han leído el módulo (Figura 
103). 
 
Figura 103. Kibana. Dashboard “ANÁLISIS DE UN MÓDULO” – Visualización: Tabla de estadísticas sobre el porcen-
taje de usuarios que han leído el módulo 
 
Figura 104. Kibana. Dashboard “ANÁLISIS DE UN MÓDULO” – Visualización: Tabla de estadísticas sobre el acceso 
de los usuarios a los módulos 
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 Tabla de estadísticas sobre el acceso de los usuarios a los módulos, en concreto, núme-
ro de visitas y fecha del primer acceso junto con el resto de información relacionada 
obtenida en el apartado 4.6.3 (Figura 104). 
 Top 10 usuarios con más accesos al módulo (Figura 105). 
 
Figura 105. Kibana. Dashboard “ANÁLISIS DE UN MÓDULO” – Visualización: Top 10 usuarios con más accesos al 
módulo 
 Top 10 usuarios con mayor diferencia en la fecha de acceso con respecto a la publica-
ción del módulo (Figura 106). 
 
Figura 106. Kibana. Dashboard “ANÁLISIS DE UN MÓDULO” – Visualización: Top 10 usuarios con mayor diferencia 
en la fecha de acceso con respecto a la publicación del módulo 
 
Figura 107. Kibana. Dashboard “ANÁLISIS DE UN MÓDULO” – Visualización: Top 5 usuarios con mayor diferencia 
(positiva) en la fecha de acceso al módulo con respecto a la media de acceso del curso 
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 Top 5 usuarios con mayor diferencia (positiva) en la fecha de acceso al módulo con res-
pecto a la media de acceso del curso (Figura 107). 
 Top 5 usuarios con mayor diferencia (negativa) en la fecha de acceso al módulo con 
respecto a la media de acceso del curso (Figura 108). 
 
Figura 108. Kibana. Dashboard “ANÁLISIS DE UN MÓDULO” – Visualización: Top 5 usuarios con mayor diferencia 
(negativa) en la fecha de acceso al módulo con respecto a la media de acceso del curso 
En el panel “CALIFICACIONES FINALES” se presenta la información sobre la evaluación final 
dada a los alumnos. Se puede ver una vista previa en la Figura 109. Se compone de los siguien-
tes bloques. 
 
Figura 109. Vista previa del dashboard “CALIFICACIONES FINALES” 
 Información del curso analizado (Figura 110). 




Figura 110. Kibana. Dashboard “CALIFICACIONES” – Visualización: Información del curso 
 Nota media del curso (Figura 111). 
 
Figura 111. Kibana. Dashboard “CALIFICACIONES” – Visualización: Nota media del curso 
 Distribución de las calificaciones finales del curso (Figura 112). 
 
Figura 112. Kibana. Dashboard “CALIFICACIONES” – Visualización: Distribución de las calificaciones finales del 
curso 
 Top 10 usuarios con mejor nota final (Figura 113). 




Figura 113. Kibana. Dashboard “CALIFICACIONES” – Visualización: Top 10 usuarios con mejor nota final 
 Tabla con la información sobre las calificaciones finales del curso (Figura 114). 
 
Figura 114. Kibana. Dashboard “CALIFICACIONES” – Visualización: calificaciones finales del curso 
En el panel “CLASIFICACIÓN” se representan los resultados de la aplicación del algoritmo 
de clasificación sobre los alumnos del curso con el objetivo de predecir su nota. En la Figura 
115 se muestra la vista previa de este panel, que estará compuesto de los gráficos que se 
enumeran a continuación. 




Figura 115. Vista previa del dashboard “CLASIFICACIÓN” 
 Información del curso, similar al mostrado en la Figura 110 . 
 Porcentaje de acierto en la predicción de notas, en tanto por uno (Figura 116). 
 
Figura 116. Kibana. Dashboard “CLASIFICACIÓN” – Visualización: Porcentaje de acierto en la predicción de notas 
 Distribución de la predicción de la nota final realizada para los alumnos aun por calificar 
(Figura 117). 




Figura 117. Kibana. Dashboard “CLASIFICACIÓN” – Visualización: Distribución de la predicción de nota final reali-
zada para los alumnos aun por calificar 
 Predicción de la nota final de los alumnos sin calificar (Figura 118). 
 
Figura 118. Kibana. Dashboard “CLASIFICACIÓN” – Visualización: Predicción de la nota final de los alumnos sin 
calificar 
 
Figura 119. Kibana. Dashboard “CLASIFICACIÓN” – Visualización: Distribución de la última predicción realizada 
para los alumnos ya calificados 
 Distribución de la última predicción realizada para los alumnos ya calificados (Figura 
119). 
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 Última predicción realizada para los alumnos ya calificados (Figura 120). 
 
Figura 120. Kibana. Dashboard “CLASIFICACIÓN” – Visualización: Última predicción realizada para los alumnos ya 
calificados 
En el panel “CLUSTERING” se representan los resultados de la aplicación del algoritmo de 
clustering sobre los usuarios del curso. Su vista previa se puede observar en la Figura 121. Se 
compone de los siguientes bloques. 
 
Figura 121. Vista previa del dashboard “CLUSTERING” 
 Información del curso, similar al mostrado en la Figura 110. 
 Asociaciones usuario - cluster obtenidas en la aplicación del algoritmo (Figura 122). 




Figura 122. Kibana. Dashboard “CLUSTERING” – Visualización: Asociaciones usuario - cluster 
 Representación del clustering de usuarios obtenido (Figura 123). 
 
Figura 123. Kibana. Dashboard “CLUSTERING” – Visualización: Clustering de usuarios 
 Descripción de los clusters (Figura 124). 
 
Figura 124. Kibana. Dashboard “CLUSTERING” – Visualización: Descripción de los clusters 




Figura 125. Vista previa del dashboard “CORRELACIONES” 
En el apartado “CORRELACIONES” se muestra la información sobre la influencia entre la ac-
tividad de los alumnos en Moodle y sus notas finales, organizada según varios criterios enume-
rados a continuación. Su vista previa se puede observar en la Figura 125. 
 Información del curso, similar al mostrado en la Figura 110. 
 Correlación entre la nota final y el número de accesos, es decir, influencia que ha teni-
do en la nota final el número de accesos de cada tipo (Figura 126). 
 
Figura 126. Kibana. Dashboard “CORRELACIONES” – Visualización: Correlación Nota Final  - Tipo de acceso 
 
Figura 127. Kibana. Dashboard “CORRELACIONES” – Visualización: Representación correlación Nota Final – Tipo 
de acceso 
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 Representación gráfica de la relación anterior (Figura 127). 
 Correlación entre la nota final y el número de accesos según día de la semana, es decir, 
influencia que ha tenido el acceso en la nota final, según el día de la semana con el que 
se corresponde (Figura 128). 
 
Figura 128. Kibana. Dashboard “CORRELACIONES” – Visualización: Correlación Nota Final – Accesos según día de 
la semana 
 
Figura 129. Kibana. Dashboard “CORRELACIONES” – Visualización: Representación correlación Nota Final – Acce-
sos según día de la semana 
 Representación gráfica de la relación anterior (Figura 129). 
 Correlación entre la nota final y la actividad realizada, es decir, influencia de la realiza-
ción de actividad (assign y quiz) en la nota final (Figura 130). 
 
Figura 130. Kibana. Dashboard “CORRELACIONES” – Visualización: Correlación Nota Final – Actividades 
 Representación gráfica de la relación anterior (Figura 131). 
 
Figura 131. Kibana. Dashboard “CORRELACIONES” – Visualización: Representación correlación Nota Final – Acti-
vidades 
 Correlación entre la nota final y el origen de los accesos, es decir, influencia en la nota 
final de los accesos en función de si se realizaron desde dentro o fuera de la Universi-
dad (Figura 132). 




Figura 132. Kibana. Dashboard “CORRELACIONES” – Visualización: Correlación Nota Final – Origen de los accesos 
 
Figura 133. Kibana. Dashboard “CORRELACIONES” – Visualización: Representación correlación Nota Final – Origen 
de los accesos 
 Representación gráfica de la relación anterior (Figura 133). 
 Correlación entre la nota final y el número de acceso a módulos, es decir, influencia del 
número de accesos a cada módulo sobre la nota final obtenida (Figura 134). 
 
Figura 134. Kibana. Dashboard “CORRELACIONES” – Visualización: Correlación Nota Final – Accesos a módulos 
 Representación gráfica de la relación anterior (Figura 135). 




Figura 135. Kibana. Dashboard “CORRELACIONES” – Visualización: Representación correlación Nota Final – Acce-
sos a módulos 
 Correlación entre la nota final y el uso de módulos, es decir, influencia del uso de los 
módulos más representativos sobre la nota final (Figura 136). 
 
Figura 136. Kibana. Dashboard “CORRELACIONES” – Visualización: Correlación Nota Final – Ítem 
 Representación gráfica de la relación anterior (Figura 137). 
 
Figura 137. Kibana. Dashboard “CORRELACIONES” – Visualización: Representación correlación Nota Final – Ítem 




Figura 138. Vista previa del dashboard “ESTADÍSTICAS ASSIGN” 
En el panel “ESTADÍSTICAS ASSIGN” se representan las estadísticas genéricas de los assign 
de un curso. Se puede ver su vista previa en la Figura 138, la cual está compuesta de las visuali-
zaciones que se enumeran a continuación. 
 Información del curso, similar al mostrado en la Figura 110. 
 Información de los Assign publicados en el curso (Figura 139). 
 
Figura 139. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Información de Assign 
 Porcentaje de entregas realizadas por Assign (Figura 140). 




Figura 140. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Porcentaje de entregas realizadas por 
Assign 
 Top 10 Assign con más entregas (Figura 141). 
 
Figura 141. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Top 10 Assign con más entregas 
 Correlación entre la nota media obtenida en cada assign y el acceso a módulos, es de-
cir, influencia del número de acceso a cada módulo en la nota media de todos los 
alumnos en cada assign del curso (Figura 142). 




Figura 142. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Correlación Nota media Assign – Accesos 
a módulos 
 Representación gráfica de la relación anterior (Figura 143). 
 
Figura 143. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Representación correlación Nota media 
Assign – Accesos a módulos 
 Porcentaje de relaciones assign – alumno calificados en el curso (Figura 144). 




Figura 144. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Porcentaje de Assign calificados en el 
curso 
 Calificaciones realizadas por assign (Figura 145). 
 
Figura 145. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Calificaciones realizadas por Assign 
 Top 10 assign con mayor nota media (Figura 146). 




Figura 146. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Top 10 Assign con mayor nota media 
 Top 10 alumnos con mejor nota media en assign (Figura 147). 
 
Figura 147. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Top 10 alumnos con mejor nota media en 
assign 
 Distribución de las calificaciones en Assign realizadas por alumno (Figura 148). 




Figura 148. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Distribución de las calificaciones en As-
sign realizadas por alumno 
 Porcentaje de entregas de assign por alumno (Figura 149). 
 
Figura 149. Kibana. Dashboard “ESTADÍSTICAS ASSIGN” – Visualización: Porcentaje de entregas de Assign por 
alumno 
En el panel “ESTADÍSTICAS ASSIGN – USUARIO” se representan las estadísticas de actividad 
de un alumno, sobre los assign de un curso. Se puede observar su vista previa en la Figura 150. 
Se compone de los siguientes bloques. 




Figura 150. Vista previa del dashboard “ESTADÍSTICAS ASSIGN – USUARIO” 
 Nota media del alumno en los assign del curso (Figura 151). 
 
Figura 151. Kibana. Dashboard “ESTADÍSTICAS ASSIGN – USUARIO” – Visualización: Nota media del alumno en 
Assign 
 Estadísticas del alumno sobre la actividad en assign (Figura 152). 
 
Figura 152. Kibana. Dashboard “ESTADÍSTICAS ASSIGN – USUARIO” – Visualización: Estadísticas del alumno en 
Assign 
 Porcentaje de assign aprobados por el alumno (Figura 153). 




Figura 153. Kibana. Dashboard “ESTADÍSTICAS ASSIGN – USUARIO” – Visualización: Porcentaje de Assign aproba-
dos por el alumno 
 Porcentaje de assign entregados por el alumno (Figura 154). 
 
Figura 154. Kibana. Dashboard “ESTADÍSTICAS ASSIGN – USUARIO” – Visualización: Porcentaje de Assign entre-
gados por el alumnos 
 Porcentaje de assign evaluados al alumno (Figura 155). 




Figura 155. Kibana. Dashboard “ESTADÍSTICAS ASSIGN – USUARIO” – Visualización: Porcentaje de Assign evalua-
dos al alumno 
 Tabla de calificaciones del alumno en assign (Figura 156). 
 
Figura 156. Kibana. Dashboard “ESTADÍSTICAS ASSIGN – USUARIO” – Visualización: Calificaciones de Assign 
 Fechas de entregas de los assign por el alumno (Figura 157). 




Figura 157. Kibana. Dashboard “ESTADÍSTICAS ASSIGN – USUARIO” – Visualización: Fechas de entrega de los 
Assign 
 
Figura 158. Vista previa del dashboard “ESTADÍSTICAS DE ACCESO” 
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En el panel “ESTADÍSTICAS DE ACCESO” se representan las estadísticas de acceso a los ele-
mentos del curso, como se puede observar en la vista previa de la Figura 158. Se compone de 
las siguientes visualizaciones. 
 Información del curso, similar al mostrado en la Figura 110. 
 Tabla de usuarios matriculados en el curso (Figura 159). 
 
Figura 159. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO” – Visualización: Matriculaciones en el curso 
 Tabla resumen de las estadísticas de acceso al curso (Figura 160). 
 
Figura 160. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO” – Visualización: Resumen estadísticas de acceso 
 Distribución de los accesos (considerados en el análisis) según tipo (Figura 161).  




Figura 161. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO” – Visualización: Distribución de los accesos según tipo 
 Distribución de los accesos según día de la semana (Figura 162 y Figura 163). 
 
Figura 162. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO” – Visualización: Distribución de los accesos según día 
de la semana I 




Figura 163. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO” – Visualización: Distribución de los accesos según día 
de la semana II 
 Distribución de los accesos según origen (Figura 164). 
 
Figura 164. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO” – Visualización: Distribución de los accesos según 
origen 
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 Top 10 usuarios con más accesos totales (Figura 165). De forma análoga se podrían ana-
lizar otros tipos de accesos. 
 
Figura 165. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO” – Visualización: Top 10 usuarios con más accesos 
totales 
 Top 10 usuarios con más accesos, distribuidos por día de la semana (Figura 166). 
 
Figura 166. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO” – Visualización: Top 10 usuarios con más accesos, 
distribuidos por día de la semana 
 Top 10 usuarios con más accesos, distribuidos por tipo de acceso (Figura 167).  




Figura 167. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO” – Visualización: Top 10 usuarios con más accesos, 
distribuidos por tipo de acceso. 
El panel “ESTADÍSTICAS DE ACCESO – TEMPORAL” muestra una información similar al pa-
nel anterior, pero detallado en el rango de tiempo seleccionado por el usuario. Se puede ver su 
vista previa en la Figura 168. Se compone de los siguientes bloques. 
 
Figura 168. Vista previa del dashboard “ESTADÍSTICAS DE ACCESO – TEMPORAL” 
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 Información de curso, similar al mostrado en la Figura 110. 
 Tabla de usuarios matriculados en el curso, similar a la mostrada en la Figura 159. 
 Evolución con el tiempo de los distintos tipos de accesos (Figura 169). 
 
Figura 169. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO - TEMPORAL” – Visualización: Evolución con el tiempo 
de los distintos tipos de accesos 
 Resumen de las estadísticas de acceso, en el rango de tiempo seleccionado (Figura 
170). 
 
Figura 170. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO - TEMPORAL” – Visualización: Resumen de las estadís-
ticas de acceso, en rango de tiempo 
 Distribución de los accesos según tipo, en el rango de tiempo seleccionado (Figura 171). 




Figura 171. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO - TEMPORAL” – Visualización: Distribución de los acce-
sos según tipo, en rango de tiempo 
 Top 10 usuarios con más accesos totales, en el rango de tiempo seleccionado (Figura 
172). 
 
Figura 172. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO - TEMPORAL” – Visualización: Top 10 usuarios con más 
accesos totales, en rango de tiempo 
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 Distribución de los accesos según origen, en el rango de tiempo seleccionado (Figura 
173). 
 
Figura 173. Kibana. Dashboard “ESTADÍSTICAS DE ACCESO - TEMPORAL” – Visualización: Distribución de los acce-
sos según origen, en rango de tiempo. 
En el panel “ESTADÍSTICAS DE ACCESO DE UN USUARIO” se presentan las estadísticas de 
acceso de un usuario concreto del curso. La Figura 174 muestra la vista previa de este panel, 
compuesto por los siguientes bloques. 
 
Figura 174. Vista previa del dashboard “ESTADÍSTICAS DE ACCESO DE UN USUARIO” 
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 Resumen de las estadísticas de acceso, similar al mostrado en la Figura 160, filtrando la 
información por usuario. 
 Distribución de los accesos según tipo, similar al mostrado en la Figura 161 filtrando la 
información por usuario. 
 Distribución de los accesos según día de la semana, similar a la Figura 162 y la Figura 
163 filtrando la información por usuario. 
 Distribución de los accesos según origen, similar a la Figura 164 filtrando la información 
por usuario. 
En el panel “ESTADÍSTICAS DE ACCESO DE UN USUARIO – TEMPORAL” detalla las estadísti-
cas de acceso de un usuario, en un rango de tiempo, como se puede observar en la vista previa 
de la Figura 175. Se compone de los siguientes bloques. 
 
Figura 175. Vista previa del dashboard “ESTADÍSTICAS DE ACCESO DE UN USUARIO – TEMPORAL” 
 Resumen de las estadísticas de acceso, en el rango de tiempo seleccionado. Similar al 
mostrado en la Figura 170 filtrando la información por usuario. 
 Distribución de los accesos según tipo, en el rango de tiempo seleccionado. Similar al 
mostrado en la Figura 171 filtrando la información por usuario. 
 Evolución con el tiempo de los distintos tipos de accesos. Similar al mostrado en la Figu-
ra 169 filtrando la información por usuario. 
 Distribución de los accesos según origen, en el rango de tiempo seleccionado. Similar al 
mostrado en la Figura 173 filtrando la información por usuario. 
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En el panel “ESTADÍSTICAS DE UN ASSIGN” se presenta información sobre la actividad lle-
vada a cabo sobre un assign.  Se puede observar su vista previa en la Figura 176. Se compone 
de los siguientes bloques. 
 
Figura 176. Vista previa del dashboard “ESTADÍSTICAS DE UN ASSIGN” 
 Información del assign (Figura 177). 
 
Figura 177. Kibana. Dashboard “ESTADÍSTICAS DE UN ASSIGN” – Visualización: Información de Assign 
 Nota media de los alumnos en el assign (Figura 178). 
 
Figura 178. Kibana. Dashboard “ESTADÍSTICAS DE UN ASSIGN” – Visualización: Nota media de los alumnos en el 
Assign 
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 Tabla de calificaciones en el assign (Figura 179). 
 
Figura 179. Kibana. Dashboard “ESTADÍSTICAS DE UN ASSIGN” – Visualización: Calificaciones de Assign 
 Porcentaje de entregas realizadas del assign (Figura 180). 
 
Figura 180. Kibana. Dashboard “ESTADÍSTICAS DE UN ASSIGN” – Visualización: Porcentaje de entregas realizadas 
del Assign 
Capítulo 4. Diseño e implementación de la solución Universidad de Valladolid 
259 
 
 Porcentaje de alumnos evaluados en el assign (Figura 181). 
 
Figura 181. Kibana. Dashboard “ESTADÍSTICAS DE UN ASSIGN” – Visualización: Porcentaje de alumnos evaluados 
en el Assign 
 Porcentaje de alumnos aprobados en el assign (Figura 182). 
 
Figura 182. Kibana. Dashboard “ESTADÍSTICAS DE UN ASSIGN” – Visualización: Porcentaje de alumnos aprobados 
en el Assign 
 Top 10 alumnos con mejor nota en el assign (Figura 183). 
 
Figura 183. Kibana. Dashboard “ESTADÍSTICAS DE UN ASSIGN” – Visualización: Top 10 alumnos con mejor nota en 
el Assign 
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 Correlación entre la nota en el assign y los accesos a los módulos, es decir, influencia 
del número de accesos a cada módulo sobre la nota que cada alumno ha obtenido en el 
assign (Figura 184). 
 
Figura 184. Kibana. Dashboard “ESTADÍSTICAS DE UN ASSIGN” – Visualización: Correlación Nota en el Assign – 
Acceso a Módulos 
 Representación gráfica de la relación anterior (Figura 185). 
 
Figura 185. Kibana. Dashboard “ESTADÍSTICAS DE UN ASSIGN” – Visualización: Representación correlación Nota 
en el Assign – Acceso a Módulos 
En el panel “ESTADÍSTICAS DE UN QUIZ” se presenta información sobre la actividad llevada 
a cabo sobre un quiz. Se puede observar su vista previa en la Figura 186. Se compone de los 
bloques que se enumeran a continuación. 




Figura 186. Vista previa del dashboard “ESTADÍSTICAS DE UN QUIZ” 
 Información del quiz (Figura 187). 
 
Figura 187. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Información de Quiz 
 Nota media de los alumnos en el quiz (Figura 188). 
 
Figura 188. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Nota media de los alumnos en el 
Quiz 




Figura 189. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Calificaciones de Quiz 
 Tabla de calificaciones en el quiz (Figura 189). 
 Porcentaje de entregas realizadas del quiz (Figura 190). 
 
Figura 190. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Porcentaje de entregas realizadas del 
Quiz 
 Porcentaje de alumnos evaluados en el quiz (Figura 191). 




Figura 191. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Porcentaje de alumnos evaluados en 
el Quiz 
 Porcentaje de alumnos aprobados en el quiz (Figura 192). 
 
Figura 192. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Porcentaje de alumnos aprobados en 
el Quiz 
 Top 10 alumnos con mejor nota en el quiz (Figura 193). 
 
Figura 193. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Top 10 alumnos con mejor nota en el 
Quiz 
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 Top 5 alumnos que menos han tardado en realizar el quiz (Figura 194). 
 
Figura 194. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Top 5 alumnos que menos han tar-
dado en realizar el Quiz 
 Top 5 alumnos que más han tardado en realizar el quiz (Figura 195). 
 
Figura 195. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Top 5 alumnos que más han tardado 
en realizar el Quiz 
 
Figura 196. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Correlación Nota en el Quiz – Acceso 
a Módulos 
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 Correlación entre la nota en el quiz  y los accesos a los módulos, es decir, influencia en-
tre el número de accesos a cada módulo sobre la nota que cada alumno ha obtenido en 
el quiz (Figura 196). 
 Representación gráfica de la relación anterior (Figura 197). 
 
Figura 197. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Representación correlación Nota en 
el Quiz – Acceso a Módulos 
 Influencia del tiempo dedicado en la realización del quiz sobre la nota obtenida (Figura 
198). 
 
Figura 198. Kibana. Dashboard “ESTADÍSTICAS DE UN QUIZ” – Visualización: Influencia del tiempo dedicado en la 
realización del Quiz sobre su nota 
En el panel “ESTADÍSTICAS QUIZ” se representa la actividad realizada sobre los quiz de un 
curso, como se muestra en la Figura 199. Se compone de las siguientes visualizaciones. 




Figura 199. Vista previa del dashboard “ESTADÍSTICAS QUIZ” 
 Información del curso, similar al mostrado en la Figura 110. 
 Información de quiz publicados en el curso (Figura 200). 
 
Figura 200. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Información de Quiz 
 Porcentaje de entregas realizadas por quiz (Figura 201). 




Figura 201. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Porcentaje de entregas realizadas por Quiz 
 Top 10 quiz con más entregas (Figura 202). 
 
Figura 202. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Top 10 Quiz con más entregas 
 Correlación entre la nota media obtenida en quiz y los accesos a los módulos, es decir, 
influencia del número de accesos a cada módulo sobre la nota media obtenida por cada 
alumno en los quiz del curso (Figura 203). 




Figura 203. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Correlación Nota media Quiz – Acceso a 
Módulos 
 Representación gráfica de la relación anterior (Figura 204). 
 
Figura 204. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Representación correlación Nota media 
Quiz – Acceso a Módulos 
 Porcentaje de relaciones quiz – alumno calificados en el curso (Figura 205). 




Figura 205. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Porcentaje Quiz calificados en el curso 
 Calificaciones realizadas por quiz (Figura 206). 
 
Figura 206. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Calificaciones realizadas por Quiz 
 Top 10 quiz con mayor nota media (Figura 207). 




Figura 207. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Top 10 Quiz con mayor nota media 
 Top 10 alumnos con mejor nota media en quiz (Figura 208). 
 
Figura 208. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Top 10 alumnos con mejor nota media en 
Quiz 
 Top 10 quiz con mayor tiempo promedio de realización (Figura 209). 




Figura 209. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Top 10 Quiz con mayor tiempo promedio de 
realización 
 Top 10 quiz con menos tiempo promedio de realización (Figura 210). 
 
Figura 210. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Top 10 Quiz con menos tiempo promedio de 
realización 
 Distribución de las calificaciones en quiz realizadas por alumno (Figura 211). 




Figura 211. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Distribución de las calificaciones en Quiz 
realizadas por alumno 
 Porcentaje de entregas de quiz por alumno (Figura 212). 
 
Figura 212. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Porcentaje de entregas de Quiz por alumno 
 Influencia del tiempo dedicado en quiz sobre la nota final y sobre la nota media en quiz 
(Figura 213). 




Figura 213. Kibana. Dashboard “ESTADÍSTICAS QUIZ” – Visualización: Influencia de tiempo dedicado en Quiz 
sobre la nota final y sobre la nota media en Quiz 
En el panel “ESTADÍSTICAS QUIZ – USUARIO” se representa las estadísticas de actividad de 
un alumno, sobre los quiz de un curso. Se puede observar su vista previa en la Figura 214. Se 
compone de los siguientes bloques. 
 
Figura 214. Vista previa del dashboard “ESTADÍSTICAS QUIZ – USUARIO” 
 Nota media del alumno en quiz (Figura 215). 




Figura 215. Kibana. Dashboard “ESTADÍSTICAS QUIZ - USUARIO” – Visualización: Nota media del alumno en Quiz 
 Estadísticas del alumno en quiz (Figura 216). 
 
Figura 216. Kibana. Dashboard “ESTADÍSTICAS QUIZ - USUARIO” – Visualización: Estadísticas del alumno en Quiz 
 Porcentaje de quiz aprobados por el alumno (Figura 217). 
 
Figura 217. Kibana. Dashboard “ESTADÍSTICAS QUIZ - USUARIO” – Visualización: Porcentaje de Quiz aprobados 
por el alumno 
 
Figura 218. Kibana. Dashboard “ESTADÍSTICAS QUIZ - USUARIO” – Visualización: Porcentaje de Quiz entregados 
por el alumno 
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 Porcentaje de quiz entregados por el alumno (Figura 218). 
 Tabla de calificaciones del alumno en quiz (Figura 219). 
 
Figura 219. Kibana. Dashboard “ESTADÍSTICAS QUIZ - USUARIO” – Visualización: Calificaciones de Quiz 
El panel “ESTADÍSTICAS SOBRE EL USO DE APUNTES” muestra información sobre cómo se 
accede a los apuntes del curso, como se puede observar en la Figura 220. Podemos distinguir 
las siguientes vistas. 
 
Figura 220. Vista previa del dashboard “ESTADÍSTICAS SOBRE USO DE APUNTES” 
 Información del curso, similar al mostrado en la Figura 110. 
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 Información de apuntes publicados en el curso (Figura 221). 
 
Figura 221. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE APUNTES” – Visualización: Información de apuntes 
 Número total de apuntes en el curso (Figura 222). 
 
Figura 222. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE APUNTES” – Visualización: Número total de apun-
tes en curso 
 Distribución de apuntes leídos / no leídos (Figura 223). 
 
Figura 223. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE APUNTES” – Visualización: Distribución apuntes 
leídos / no leídos 
El panel “ESTADÍSTICAS SOBRE USO DE FOROS” muestra información sobre cómo los usua-
rios usan los foros creados en el curso. Como se puede observar en la Figura 224, proporciona 
las siguientes vistas. 




Figura 224. Vista previa del dashboard “ESTADÍSTICAS SOBRE USO DE FOROS” 
 Número total de foros en el curso (Figura 225). 
 
Figura 225. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE FOROS” – Visualización: Número total de foros en 
curso 
 Número total de discusiones en el curso (Figura 226). 
 
Figura 226. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE FOROS” – Visualización: Número total de discusio-
nes en curso 
 Porcentaje de foros accedidos (Figura 227). 




Figura 227. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE FOROS” – Visualización: Porcentaje de foros acce-
didos 
 Porcentaje de discusiones accedidas (Figura 228). 
 
Figura 228. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE FOROS” – Visualización: Porcentaje de discusiones 
accedidas 
En el panel “ESTADÍSTICAS SOBRE USO DE MÓDULOS” se analiza cómo los usuarios acce-
den a los módulos publicados en el curso. Para ello, se compone de las siguientes vistas, apre-
ciables en la Figura 229. 




Figura 229. Vista previa del dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS” 
 Información del curso, similar a Figura 110. 
 Información de módulos publicados en el curso (Figura 230). 
 
Figura 230. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS” – Visualización: Información de módu-
los 
 Número total de módulos en el curso (Figura 231). 




Figura 231. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS” – Visualización: Número total de mó-
dulos en curso 
 Distribución de módulos leídos / no leídos (Figura 232). 
 
Figura 232. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS” – Visualización: Distribución módulos 
leídos / no leídos 
 
Figura 233. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS” – Visualización: Top 10 módulos más 
accedidos 
 Top 10 módulos más accedidos (Figura 233). 
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 Top 10 de usuarios con más visitas a módulos y Top 5 de módulos más visitados por ca-
da usuario (Figura 234). 
 
Figura 234. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS” – Visualización: Top 10 de usuarios con 
más visitas a módulos + Top 5 de módulos más visitas por cada usuario 
 Top 10 módulos con mayor porcentaje de lectura (Figura 235). 




Figura 235. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS” – Visualización: Top 10 módulos con 
mayor porcentaje de lectura 
 Correlación entre la nota final y el número de accesos a módulos, es decir, influencia 
del número de accesos a cada módulo sobre la nota final obtenida por los alumnos. 
Mismo gráfico que Figura 134. 
 Representación gráfica de la relación anterior. Mismo gráfico que Figura 135. 
 
Figura 236. Vista previa del dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS POR UN USUARIO” 
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En el panel “ESTADÍSTICAS SOBRE USO DE MÓDULOS POR UN USUARIO” se muestra el uso 
que un usuario en concreto ha realizado de los módulos publicados en un curso. Su vista previa 
se puede observar en la Figura 236. Se compone de las siguientes vistas. 
 Número de apuntes a los que puede acceder el usuario (Figura 237). 
 
Figura 237. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS POR UN USUARIO” – Visualización: 
Número de apuntes a los que puede acceder el usuario 
 Porcentaje de apuntes leídos por el usuario (Figura 238). 
 
Figura 238. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS POR UN USUARIO” – Visualización: 
Porcentaje de apuntes leídos por el usuario 
 Número de módulos a los que puede acceder el usuario (Figura 239). 
 
Figura 239. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS POR UN USUARIO” – Visualización: 
Número de módulos a los que puede acceder el usuario 
 Porcentaje de módulos leídos por el usuario (Figura 240). 




Figura 240. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS POR UN USUARIO” – Visualización: 
Porcentaje de módulos leídos por el usuario 
 Top 10 módulos más accedidos por el usuario (Figura 241). 
 
Figura 241. Kibana. Dashboard “ESTADÍSTICAS SOBRE USO DE MÓDULOS POR UN USUARIO” – Visualización: Top 
10 módulo más accedidos por el usuario 
En el panel “ REGLAS DE ASOCIACIÓN” se muestran los resultados de la aplicación del algo-
ritmo de reglas de asociación sobre el comportamiento de los alumnos del curso. Está com-
puesto por una vista que contiene estas reglas, como se puede apreciar en la Figura 242. 




Figura 242. Vista previa del dashboard “REGLAS DE ASOCIACIÓN” 
 
4.8. Automatización mediante Oozie 
Apache Oozie es la herramienta que nos va a permitir automatizar la ejecución de los traba-
jos, tanto definir el orden en el que deben ejecutarse las sentencias que conducen a los resul-
tados de los apartados 4.5, 4.6 y 4.7, como programar su ejecución diaria. 
Para ello, en primer lugar, se introducirá el funcionamiento de Oozie así como la estrategia 
utilizada. En los siguientes tres apartados se enumerarán los elementos configurables de Oozie 
así como la forma en la que estos han sido utilizados. Finalmente, se presenta una representa-
ción gráfica de la solución utilizada para la automatización de nuestro trabajo. 
 
4.8.1. ¿Qué es Oozie? Estrategia utilizada 
Apache Oozie es una herramienta que nos va a permitir planificar la ejecución de trabajos 
en Hadoop, tal y como se presentó en el apartado 2.2.3.2.8. Principalmente, nos permite defi-
nir flujos de trabajo directos, los cuales pueden combinar distintos tipos de acciones.  
Trabajar con Oozie es un poco más complicado que con el resto de herramientas, ya que la 
definición de los trabajos se debe realizar mediante ficheros en formato hPDL, parecido a XML. 
Como alternativa, podemos usar la interfaz que presenta Hue, en la cual, podemos ir dibujan-
do los flujos de trabajo que queremos definir. En los próximos apartados se verá que se pue-
den definir tres tipos de elementos: workflows, coordinators y bundles. El problema encontra-
do está cuando necesitamos exportarlos a otra máquina, o por ejemplo, proporcionarlos como 
documentación adjunta en este trabajo. Se pueden conseguir los ficheros correspondientes, 
acudiendo al directorio de trabajo escogido para el flujo de trabajo, pero el mayor problema 
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nos lo encontramos cuando queremos realizar la operación contraria: dado un fichero con la 
definición, transferirlo a Hue. Dependiendo de versiones de Hue, existe una opción de impor-
tar un workflow, pero no siempre funciona correctamente, ya que según lo que contenga el 
flujo de trabajo, puede no ser capaz de leerlo. No se pueden importar ni coordinators ni bund-
les. 
Además, en la práctica nos hemos encontrado con problemas a la hora de especificar toda 
la configuración necesaria para los coordinators. Así, finalmente la estrategia seguida para la 
construcción de los ficheros ha sido: 
 Los workflows se dibujan mediante Hue, pero después se obtiene su fichero de defini-
ción para ser ejecutados manualmente. 
 Los coordinators y los bundles se definen manualmente a partir de ficheros de ejemplos 
de la documentación de Oozie. 
Desde Hue se puede lanzar la ejecución de cualquier elemento. Desde línea de comandos 
usaríamos la siguiente línea: 
oozie job –oozie http://localhost:11000/oozie -config job.propierties 
–run 
 
Al ejecutar desde línea de comandos se debe tener cuidado con el usuario que lanza la ac-
ción, ya que si queremos controlar el estado de la ejecución desde Hue, se necesita que sea 
lanzada por el usuario hue: 
sudo –u hue oozie job –oozie http://localhost:11000/oozie -config 
job.propierties –run 
 
Siendo requisito que el fichero job.properties sea accesible a este usuario, en el siste-
ma de ficheros de la MV, no en HDFS.  En este fichero, se define la configuración del trabajo 






#En esta propiedad se debe poner la ruta en donde está guardado el 
#workflow.xml en HDFS 
oozie.wf.application.path=${nameNode}/user/myexample 
 
En él se definen, principalmente, las variables que se van a usar en los workflows que ponga 
en ejecución. Las dos primeras (siempre presentes) permiten definir la conexión con el 
NameNode y el JobTracker para ejecutar los trabajos. Con respecto a estos dos parámetros hay 
que tener cuidado porque los ejemplos de este fichero encontrados en la sandbox los tienen 
mal configurados.  
La propiedad oozie.use.system.libpath=true también suele estar presente en to-
dos los ficheros job.properties. Oozie tiene asociada una ShareLib donde se almacenan 
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todas las librerías necesarias para la ejecución de los trabajos. Esta, por defecto está ubicada 
en HDFS en la ruta /user/oozie/share/lib/, donde mantiene ordenadas las librerías se-
gún la acción que las va a utilizar. Por ejemplo, nos podemos encontrar un subdirectorio de-
nominado hive, en el que se guardan todas las librerías que se van a usar cuando se ejecuten 
acciones de tipo de Hive, por lo que si nos falta alguna, la podemos añadir aquí. Por defecto, la 
ShareLib viene instalada, pero en caso de no ser así, se puede encontrar en la ruta 
/usr/hdp/{versión}/oozie/share/lib del sistema de ficheros de la MV. Oozie solo usa 
esta librería cuando se lanzan acciones si la opción indicada anteriormente está a true. Más 
adelante, se indicará otra forma de añadir librerías a la ejecución de una acción. 
Por último, en el fichero job.properties se debe indicar el elemento que se quiere eje-
cutar, pudiendo ser: 
 Un workflow, indicado mediante la opción oozie.wf.application.path junto con 
la ruta al directorio en HDFS que contiene el fichero workflow.xml con la definición. 
 Un coordinator, indicado mediante la opción oozie.coord.application.path jun-
to con la ruta al directorio en HDFS que contiene el fichero coordinator.xml con la 
definición. 
 Un bundle, indicado mediante la opción oozie.bundle.application.path junto 
con la ruta al directorio en HDFS que contiene el fichero bundle.xml con la definición. 
Los nombres de los ficheros de definición de los elementos, deben ser los indicados ante-
riormente. 
Centrándonos en nuestro trabajo, mediante un workflow de Oozie solo se pueden definir 
flujos de trabajos directos, pero nosotros tenemos un conjunto de relaciones entre acciones 
mucho más complicado, por lo que no podemos definir toda la ejecución mediante un único 
workflow. Así, la alternativa utilizada consistirá en definir pequeños workflows que realicen 
cosas sencillas y que se puedan definir como flujos directos y englobar cada uno de ellos en un 
coordinator, ya que con este segundo elemento podemos definir condiciones de ejecución del 
tipo: para ejecutarse B debe haberse completado A. Por último englobaremos todos los coor-
dinator dentro de un bundle para poder gestionarlos conjuntamente. 
Como tenemos dos conjuntos de operaciones: inicial e incremental, se han implementados 
dos aplicaciones, es decir, dos conjuntos de workflows, coordinators y bundles: uno para im-
plementar la aplicación inicial de BigData y otro para la incremental. Existe una ligera diferen-
cia entre ambas, pero en el fondo son muy parecidas. 
En los siguientes apartados se detallarán estas cuestiones. Más información, se puede en-
contrar en [213]. 
 
4.8.2. Workflows 
Un workflow es un flujo de trabajo, es decir, la concatenación de forma paralela o secuen-
cial de acciones, en el que definimos las dependencias de ejecución de las acciones de que 
consta el trabajo. Los workflows de Oozie son directos y acíclicos, en definitiva, muy simples, 
ya que implica que una vez se acceda a una bifurcación, esta no puede juntarse con otra al 
menos que provengan del mismo origen. Esto nos limitó el trabajo, ya que nuestro flujo total 
de trabajo, es muy complejo y no se puede definir como un flujo acíclico directo. Por lo que no 
podemos usar un workflow para definir el total del trabajo.  
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Como se ha comentado anteriormente, la alternativa va a ser definir un workflow por cada 
uno de los resultados que se generen. Anteriormente, se detalló que en el trabajo se habían 
definido una serie de bloques de ejecución, que, principalmente, generaban resultados sobre 
una tabla Hive tomando como partida los resultados de otros bloques anteriores. Cada uno de 
estos bloques se va a representar mediante un workflow, un flujo de trabajo que permite ob-
tener ese resultado en Hive. La mayor parte de estos flujos van a ser muy simples, van a con-
sistir en la ejecución secuencial o paralela de un par de acciones. 
De entre todas las acciones que nos permite usar Oozie, vamos a usar cuatro: Sqoop, Hive, 
Java y Shell, dada la implementación del trabajo detallada a lo largo de este capítulo. A conti-
nuación se detalla cómo se deben configurar cada una de estas acciones. 
 Acción Sqoop:  
o En el apartado command se debe indicar el comando Sqoop a ejecutar. Será 
exactamente el mismo comando que se pondría por línea de comandos, menos 
la palabra sqoop del principio. 
o En algunas documentaciones se indica que se debe especificar la ruta al fichero 
de configuración de Hive, en HDFS, denominado hive-config.xml en el 
apartado Files o Job XML. En nuestro caso, parece que no ha hecho falta, ya 
que funciona correctamente. 
o El conector a utilizar con la base de datos debe copiarse en el directorio Sqoop 
de la ShareLib de Oozie, de forma parecida a como se indicó en el apartado 
4.2.4. 
 Acción Hive: 
o En el apartado Script Name indicaremos la ruta, en HDFS, en la que se en-
cuentra el fichero donde se han incluido las sentencias Hive a ejecutar. 
o En los apartados File (traducido como archivo si la interfaz está en español) y 
Job XML se debe indicar la ruta, en HDFS, donde se encuentra el fichero hi-
ve-config.xml. Este fichero contiene información sobre la configuración Hi-
ve con la que se va a lanzar las consultas. No tiene un por qué, pero sería con-
veniente que fuera exactamente igual a la configuración Hive dada a la máqui-
na, cuya configuración la podemos encontrar en 
/etc/hive/{versión}/0/hive-site.xml. El fichero debe llamarse hive-
config.xml, no hive-site.xml, ya que si no aparecerán errores de permi-
sos de lectura. 
o A mayores, se deben añadir las librerías de Hive Hook a la ShareLib de Hive en 
Oozie. Estas librerías las podemos encontrar en el directorio 
/usr/hdp/{versión}/atlas/hook/hive/. También debemos añadir el 
conector Hadoop – ElasticSearch en este mismo directorio de la ShareLib. 
 Acción Shell: 
o En el apartado Exec debemos especificar el comando a ejecutar. Opcionalmen-
te, si se necesita, en el apartado File deberemos indicar la ruta, en HDFS, a un 
fichero de ejecución. En este trabajo, las acciones Shell ejecutarán un script, por 
lo que en Exec se indicará el nombre del fichero que contiene el script, y File, 
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la ruta al fichero, ya que para ejecutar un script en Shell, solo hay que indicar su 
nombre de fichero. 
 Acción Java: 
o En el apartado main-class le debemos indicar la clase principal a ejecutar. 
o No hace falta añadir más configuración si el programa Java ejecutable JAR se 
encuentra en una carpeta denominada lib en el mismo directorio que el fiche-
ro workflow.xml. Se supone que podemos especificar la ruta al fichero JAR 
en el apartado Jar Name, pero esto en la práctica ha dado muchos errores, 
por lo que dada la simplicidad de la carpeta lib, se ha optado por esta opción. 
Así cambiar el nombre del JAR no implica cambiar la definición del workflow. 
En todos los casos, cuando se debe indicar una ruta a un fichero o similar se recomienda 
hacerlo de forma absoluta, por ejemplo, si el fichero está en la ruta, en HDFS 
/user/examples/script.sql 
 
Es recomendable indicarlo de la forma 
${nameNode}/user/examples/script.sql 
 
Además, si no se especifica ruta, se suele interpretar que se debe buscar el fichero en el 
área de trabajo. Mediante el panel de workflow se puede ver el progreso de las acciones y los 
posibles errores, así como a través de la interfaz de Oozie. 
Cuando se lanza cualquiera de estas acciones, se hace como un trabajo Oozie, el cual con-
sistirá en un trabajo MapReduce. Esto implica, que, por ejemplo, una acción Hive lanzada me-
diante su terminal cliente, genera un trabajo MapReduce (realmente Tez), pero al lanzarlo 
sobre Oozie, genera dos: uno para Oozie y otro para la propia acción Hive. El primer trabajo 
relativo a Oozie se denomina Launcher, y consiste en un trabajo MapReduce pero solo con 
parte Map. Este se encarga de preparar la acción correspondiente a ejecutar, por ejemplo, 
buscando las librerías necesarias y lanzando la acción en el servicio que corresponda. 
Esta forma de ordenar la ejecución, en la práctica, puede dar lugar a un problema de blo-
queo, conocido como “deadlock”. Si recordamos la forma de funcionamiento de YARN (apar-
tado 2.2.3.2), en primer lugar el Launcher, instanciará un Application Master para su aplica-
ción, lo cual requerirá de un container de recursos. Desde este, se negocia por, al menos un 
container de ejecución del Launcher. Desde este container, se lanza el Application Master de la 
acción correspondiente, desde el que a su vez se lanzan los containers de ejecución de la ac-
ción. Hasta que este último conjunto de containers no termine su ejecución, no se van a liberar 
los recursos de los tres containers anteriores.  
De esta forma, si ejecutamos varias acciones en paralelo, pueden producirse problemas de 
bloqueo. Por ejemplo, supongamos que en nuestra infraestructura Hadoop tenemos recursos 
(memoria RAM) para lanzar cuatro containers. YARN funciona de tal forma que si existen varias 
tareas a ejecutar a la vez, aquellas que no encuentren recursos van a esperar a que estos sean 
liberados. Supongamos que tenemos dos acciones Hive en paralelo. Cada una de ellas cogerá 
un primer container para el Application Master del Launcher y un segundo container para la 
ejecución del Launcher, es decir, ya se han ocupado los cuatro containers, por lo que si hay 
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más aplicaciones en ejecución, deberán esperar. Esta situación genera un bloqueo, ya que 
como no existen containers libres, no se podrán lanzar los Application Master y lo que sigue de 
las acciones Hive correspondientes. Estas no se lanzarán nunca ya que no se van a liberar re-
cursos. Para que se liberen los recursos de los Launcher deben finalizar sus acciones Hive, pero 
estas nunca van a comenzar porque los Launcher han acabado con la capacidad del cluster. 
La solución a este problema es trabajar con distintas colas, por ejemplo, una cola en la que 
se lancen los Launcher y otra para las acciones, y repartir entre ellas la capacidad del cluster, 
por ejemplo 50:50. De esta forma, se lanzarán Launcher hasta alcanzar la mitad de la capaci-
dad, dejando la segunda mitad para la ejecución de sus acciones contenidas.  
En este trabajo se han definido dos colas, siguiendo la configuración de la Figura 243. 
 default: cola por defecto donde se llevan los trabajos si no se indica nada. 
 launcher: cola donde se van a enviar los Launchers de las acciones. 
 
Figura 243. Configuración de colas YARN 
Cuando definimos un workflow para cada acción, se puede configurar a qué cola queremos 
enviar tanto el Launcher como la acción contenida. En nuestro caso, indicaremos que el Laun-
cher debe ir a la cola launcher, mediante la propiedad de ejecución: 
oozie.launcher.mapred.job.queue.name. Las acciones contenidas se envían directa-
mente a la cola default, ya que no se especificará ninguna propiedad al respecto. 
En concreto, se ha aplicado la siguiente gestión de colas: 
 Para las acciones Sqoop y Hive, su Launcher se envía a la cola launcher y la acción se 
ejecuta a través de default. 
 Para las acciones Shell, el Launcher se ejecuta a través de default ya que se ha observa-
do que es dentro del propio Launcher donde se ejecuta la acción. 
 Las acciones Java también se ejecutan dentro del propio Launcher, pero en nuestro ca-
so, como los programas Java llevan contenidas conexiones con la base de datos Hive, 
genera subacciones Hive y para evitar un problema de bloqueo similar, también se con-
figura el Launcher a través de la cola launcher, mientras que las acciones contenidas en 
el programa Java se ejecutarán a través de la cola default. 
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Por último, con respecto a las acciones Java, estas van a requerir de otras librerías a mayo-
res del propio programa Java. Se plantearon diversas alternativas para hacerlas referencia. Al 
final se optó por lo que se explica a continuación.  
El programa JAR está compilado de tal forma que se supone que el ambiente de trabajo ya 
habrá cargado las librerías necesarias, es decir, se genera sin ningún fichero de manifiesto que 
indique dónde buscar las librerías necesarias. Para que el ambiente de trabajo cargue estas 
librerías directamente tenemos tres opciones: 
 Cuando Oozie lanza una acción Java, considera como entorno de trabajo todas las libre-
rías que se encuentren en el directorio lib del directorio del workflow, donde se ha 
ubicado el JAR ejecutable. Podemos también incluir las librerías requeridas. En la prác-
tica no se ha usado esta opción, ya que los tres programa Java construidos requieren de 
prácticamente las mismas librerías y se tendría información triplicada en HDFS. 
 Cuando Oozie lanza una acción, carga todas las librerías ubicadas en su ShareLib. En el 
caso de Java, estas deberían estar ubicadas en el directorio oozie dentro de este Sha-
reLib. Esto genera un problema, y es que estas librerías pasaran a ser dependencias de 
todas las acciones, sean del tipo que sea, porque todas cargan las dependencias de este 
directorio y luego del propio. No provoca un error de ejecución, sino un problema de 
carga de datos, ya que cuando una acción debe ejecutarse, tras haber elegido el nodo, 
la parte del ShareLib que se vaya a utilizar se copia a ese nodo. Estaríamos transfiriendo 
grandes cantidades de datos sin utilidad (las librerías necesarias alcanzan los 100MB). 
 Se puede indicar en la definición de la acción, a mayores de las dependencias en el di-
rectorio lib y en la ShareLib de Oozie, otros directorios, mediante la propiedad 
oozie.launcher.oozie.libpath. Esta será la opción empleada ya que nos permi-
te que solo las tres acciones Java para la ejecución de los tres algoritmos de Machine 
Learning usen estas librerías como dependencias así como solo tener una copia de las 
librerías. 
Con respecto a la configuración dada en la generación de cada workflow, remitimos al códi-
go fuente. A pesar de haber múltiples acciones de cada tipo, cada tipo de acción se ha configu-
rado siguiendo un patrón, es decir, todas las acciones Hive, se han configurado igual, siguiendo 
las cuestiones planteadas previamente, y solo se ha cambiado los nombres de las rutas a los 
directorios o ficheros necesarios. Lo mismo para las acciones Sqoop, Shell y Java. Así, se consi-
dera no ser demasiado complicado de entender a partir del código fuente y no se plantean 
más detalles en este documento. 
Se puede encontrar más información sobre la definición de workflows en [214]. 
 
4.8.3. Coordinators 
Los coordinators nos permiten definir y controlar calendarios de ejecución de los flujos de 
trabajo definidos. En nuestro caso, además nos permitirán dibujar un diagrama de flujo com-
plejo que contenga los distintos workflows anteriormente definidos y controle su ejecución en 
el orden correcto. 
Este trabajo se ha estructurado tal que cada workflow está contenido en un coordinator del 
mismo nombre, el nombre que caracteriza al bloque de ejecución que contienen. Es decir, el 
bloque Cursos, que se encarga de elaborar las tablas Hive relativas a los cursos de Moodle, se 
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ejecuta por medio de un coordinator denominado Cursos, que a su vez controla un workflow 
también denominado Cursos, siendo este último, donde se definen los scripts Hive que con-
tienen las sentencias para la generación de las tablas. 
Entonces, para definir cada coordinator debemos tener en cuenta dos criterios: 
 Temporización: calendario, fechas, horas de ejecución, cada cuanto tiempo repetir la 
ejecución, etc. 
 Control del orden de ejecución: definir de qué otros bloques/coordinators depende la 
ejecución de este bloque, es decir, si el bloque Matriculaciones necesita informa-
ción del bloque Cursos, se debe definir la dependencia para que uno no empiece a 
ejecutarse hasta que haya terminado el otro. 
Se pueden encontrar muchas opciones de definición de coordinator [215], pero aquí se va a 
presentar lo necesario para la realización de este trabajo. A pesar de que se han definido mu-
chos coordinators, todos ellos, siguen una estructura similar: 
<coordinator-app name="Cursos" frequency="${coord:days(1)}" 
    start="2016-03-04T00:00Z" end="2017-01-23T15:16Z" timezone="Europe/Madrid" 
xmlns="uri:oozie:coordinator:0.2"> 
 <controls> 
  <timeout>${coord:days(7)}</timeout> 
  <concurrency>1</concurrency> 
  <execution>LIFO</execution> 
  <throttle>12</throttle> 
 </controls> 
 <datasets> 
  <include>             
               hdfs://sandbox.hortonworks.com:8020/user/MoodleBigData/dataset/ 
               dataset-incremental.xml 
              </include> 
 </datasets> 
 <input-events> 
  <data-in name="input1" dataset="UltimoDia"> 
   <instance>${coord:current(0)}</instance> 
  </data-in> 
  <data-in name="input2" dataset="DatosOrigen"> 
   <instance>${coord:current(0)}</instance> 
  </data-in></input-events> 
 <action> 
  <workflow> 
   <app-path> 
                      hdfs://sandbox.hortonworks.com:8020/user/MoodleBigData/apps/ 
                      incremental/Cursos 
                     </app-path> 




En cualquiera de las definiciones podemos distinguir cuatro partes, detalladas a continua-
ción. 
Temporización del coordinator, incluida en la cabecera de definición. Mediante las propie-
dades que a continuación se enumeran, se fija el calendario de ejecución de las acciones que 
contenga el coordinator: 
 frequency: variable de repetición, por ejemplo cada día. 
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 start: fecha de inicio de ejecución. 
 end: fecha de fin de ejecución. 
 timezone: huso horario de ejecución. 
Con respecto a estos valores hay varias cuestiones. A pesar de que introduzcamos una zona 
horaria, las fechas se tomarán en UTC/GMT. Es decir, si indicamos como fecha de inicio 2016-
03-03T14:25Z lo estará tomando en hora UTC, por lo que, suponiendo horario de invierno, en 
el inicio será a las 15:25 hora española. Las fechas deben especificarse en UTC/GMT, así debe-
ríamos poner 2016-03-03T13:25Z+02:00 si queremos empiece a las 14:35 hora española. Exac-
tamente igual que se modificó el huso horario de la MV y de Hue podríamos modificar la confi-
guración de Oozie para ponerle hora española. Pero esto provoca un problema: cuando se 
configura un coordinator hay que especificar fecha/hora de inicio y fin de la planificación o de 
instantes concretos de ejecución del workflow, por ejemplo, de la forma 2009-02-01T00:00Z (si 
se selecciona la hora mediante Hue se realiza seleccionando el día de un calendario y la hora 
de un desplegable). Si configuramos la hora de Oozie para ser la española, esta será GMT+1 
(horario de invierno) o GMT+2 (horario de verano). Esto implica, que en los coordinators la 
hora se deba expresar de la forma: 2009-02-01T00:00+0200. Si el coordinator se define ma-
nualmente, creando el fichero, no hay ningún problema porque el usuario puede definir en 
este formato las fechas/horas, pero cuando se definen mediante Hue, no las guarda en este 
formato, ya que este es un bug del programa o simplemente no se ha configurado para que 
funcione así, ya que se puede ver la presencia de un mensaje de advertencia que dice que solo 
se acepta tiempo UTC/GMT. Esto implica que las horas que queramos poner en hora española 
deberemos transformarlas a hora a GMT. Todo esto quiere decir, si estamos en horario de 
invierno, la hora española peninsular es GMT+1, si queremos que el programa se ejecute un 
día en concreto a las 16:00 horas, deberemos configurar un coordinator con hora 15:00, ya que 
cuando en GMT+1 son las 16:00 horas, en GMT son las 15:00. 
Para evitar este problema, se ha optado por dejar la hora de Oozie en UTC y manejar la di-
ferencia de hora con la española en las fechas de inicio y fin, restando una o dos horas según el 
horario de invierno o verano. Por ello, todos los coordinator tendrán como hora de inicio las 
00:00 sabiendo que realmente será a la 01:00 en invierno y 02:00 en verano, para dejar un 
margen de tiempo en el cambio de día.  
Los coordinators siempre deben ser síncronos, algo necesario en nuestra aplicación incre-
mental, pero no en la inicial. Por ello, la aplicación inicial se ha definido de tal forma que solo 
se ejecute una instancia. Para ello, se ha fijado una frecuencia de 12 meses y unas fechas de 
inicio y fin tal que entre ambas haya menos de 12 meses, así solo habrá una ejecución. Las 
fechas de la aplicación incremental deberán ser fijadas en función de cuándo se vaya a utilizar 
la aplicación. Se recomienda que la fecha de inicio no sea anterior al día actual, para evitar que 
Oozie trate de recuperar acciones pasadas; nunca lo hará por la forma de programar los inicios, 
pero estas permanecerán en espera y esto puede sobrecargar el sistema. 
El control de la ejecución se determina mediante las siguientes propiedades: 
 timeout: tiempo máximo que una ejecución del coordinator puede estar esperando a 
comenzar su ejecución, es decir, en estado WAITING. Si no queremos especificar tiem-
po máximo, -1. 
 concurrency: número máximo de instancias del coordinator que se pueden ejecutar 
(estado RUNNING) simultáneamente. 
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 execution: orden de ejecución si existen múltiples instancias del coordinator. Posibi-
lidades: FIFO, LIFO, LAST_ONLY (solo la última que se creó, es decir, aquella con mayor 
fecha de inicio de ejecución), NONE (se descartan todas las materializaciones cuya fe-
cha de inicio de ejecución es anterior a la fecha actual). 
 throttle: número máximo de instancias del coordinator que pueden estar en estado 
WAITING. 
En nuestro caso, para cada aplicación se han fijado los valores de la Tabla 144. 
 aplicación inicial aplicación incremental 
aplicación incremental 
bloque DatosOrigen 
timeout - 7 días 22 horas 
concurrency 1 1 1 
execution LAST_ONLY LIFO LAST_ONLY 
throttle 1 12 1 
Tabla 144. Valores de ejecución de los coordinators definidos 
En la aplicación inicial los valores no tienen mucho interés ya que está preparado para eje-
cutarse solo una vez. En el caso de la aplicación incremental se han fijado así por motivos de 
ejecución en la práctica. El primer bloque que se ejecuta es DatosOrigen, encargado de traer 
la información de Moodle a BigData. Si este no se ejecuta, los demás tampoco. Supongamos 
que tenemos una aplicación incremental que empieza a ejecutarse un lunes, se retrasa dema-
siado y cuando llega la nueva ejecución de DatosOrigen del martes, todavía no ha acabado la 
del lunes, esta se queda en espera a que termine la del lunes. Si se retrasa tanto que llega la 
ejecución del miércoles, se descarta la del martes y cuando termine la del lunes empezará la 
del miércoles. Se ha perdido la ejecución de un día, pero se intenta reenganchar al día actual 
para no llevar retraso de un día en la ejecución. 
Con el resto de bloques no podemos hacer lo mismo, ya que para ejecutarse, la dependen-
cia es por fecha, es decir, el bloque de Matriculaciones depende de la finalización del de 
Cursos, pero para la misma fecha. Cada coordinator se lanza con una fecha, la fecha de inicio 
de espera (aunque la de ejecución puede ser otro día si tiene que esperar mucho). Así, la eje-
cución del bloque de Matriculaciones del lunes dependerá del término del bloque Cursos 
del mismo lunes. Si se retrasa la ejecución y se pasa al martes, si aplicamos una ejecución 
LAST_ONLY, se descarta la ejecución del lunes de Matriculaciones y salta la del martes, la 
cual esperará a que se ejecute el bloque Cursos del martes. Esto genera una situación de 
bloqueo, ya que el flujo del lunes quedará cortado, porque el bloque de Matriculaciones 
del lunes se ha descartado. Se ha pasado la ejecución al bloque del martes, el cual no se ejecu-
tará, ya que el primer bloque, DatosOrigen, no se va a ejecutar hasta que termine el flujo del 
lunes.  
Teniendo esto en cuenta, para el resto de bloques, se ha puesto otra forma de ejecución y 
un throttle de 12, para que puedan existir hasta 12 instancias en espera; si no, estaríamos 
en el mismo caso, cuando salte la del martes, se descartarán instancias para no superar el nú-
mero máximo de instancias en espera. Con esta nueva configuración, cuando llegue el martes, 
tanto el bloque del lunes como del martes de Matriculaciones estarán en espera, y se po-
drá continuar con el flujo del lunes. La instancia del martes se ejecutará o no dependiendo de 
si se ejecuta DatosOrigen del martes, por ejemplo, bajo los supuestos anteriores, esta ins-
tancia se descarta, porque se pasa a la del miércoles, por lo que todo el flujo del martes que-
dará en espera. Aquí entra en juego timeout, fijamos que pasados 7 días, aquellos bloques 
que no han entrado en juego, se descartarán. Es un margen muy grande, lo deseado es que 
todas estas situaciones no ocurran, porque si no, el planteamiento de ejecución diaria no sirve 
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para el análisis, ya que este lleva más de un día en ser realizado. Si estas situaciones se plan-
tean de forma regular, se debe reformular la estrategia. 
Pero la parte más importante de nuestros coordinators no está en la temporización, si no 
en su ejecución condicional. Es decir, definir que el contenido del coordinator, por ejemplo, 
Matriculaciones, no puede ejecutarse hasta que haya terminado otro, por ejemplo Cur-
sos. Para ello, se deben definir DataSet y Eventos de Entrada. 
Un DataSet es una referencia a un dato que debe existir para el inicio efectivo del coordina-
tor. Es decir, el coordinator saltará en ejecución en la fecha que hayamos programado, pero no 
entrará realmente en ejecución hasta que se haya generado ese dato. En Oozie esto está pen-
sado para que ese dato forme parte de los datos de entrada de la ejecución. En nuestro caso 
simplemente va a ser un flag que avise que los datos están preparados. Será por medio de un 
evento de entrada por donde definamos las dependencias del coordinator. Por ejemplo, en el 
extracto anterior, la ejecución del coordinator Cursos está condicionada a la existencia de los 
DataSet UltimoDia y DatosOrigen. Los DataSet se pueden definir en el mismo coordinator, 
o en un fichero aparte, algo interesante cuando varios coordinators comparten el mismo Data-
Set. Por ejemplo, podríamos definir esos dos DataSet de la siguiente forma: 
<datasets> 
 <dataset name="DatosOrigen" frequency="${coord:minutes(1)}"  
             initial-instance="2016-01-20T23:00Z" timezone="Europe/Madrid"> 
  <uri-template> 
                      ${nameNode}/user/MoodleBigData/flags/ 
                      DatosOrigen/${YEAR}-${MONTH}-${DAY} 
              </uri-template> 
 </dataset> 
 <dataset name="UltimoDia" frequency="${coord:minutes(1)}"  
             initial-instance="2016-01-20T23:00Z" timezone="Europe/Madrid"> 
  <uri-template> 
                       ${nameNode}/user/MoodleBigData/flags/ 
                       UltimoDia/${YEAR}-${MONTH}-${DAY} 




Los DataSet también son elementos síncronos, pero en este trabajo no importa demasiado. 
Cuando se define un DataSet se debe indicar la ruta en HDFS donde se generarán los datos. 
Por defecto, si no se especifica nada, como es este caso, el flag de completitud será un fichero 
denominado _SUCCESS en el directorio indicado en uri-template. Se pueden consultar más 
opciones en [216]. El atributo frecuency permite definir la frecuencia de regeneración de la 
información en ese directorio. En este caso se ha definido un minuto, porque no es un paráme-
tro que importe demasiado. Cuando se lance, por fecha, el coordinator Cursos, supongamos 
en fecha 2016-03-03, va a buscar la existencia de los dos siguientes ficheros 
${nameNode}/user/MoodleBigData/flags/DatosOrigen/2016-03-03/_SUCCESS 
${nameNode}/user/MoodleBigData/flags/UltimoDia/2016-03-03/_SUCCESS 
para comenzar su ejecución. Esto es debido a que se ha indicado que tome la instancia ac-
tual del DataSet (${coord:current(0)}). Si quisiéramos depender de instancias anteriores 
o posteriores, se debería configurar correctamente el campo frequency. Realmente la ins-
tancia actual (current(0)) contiene hasta el minuto exacto en que se lanzó el coordina-
tor, pero en nuestro caso solo nos interesa la parte de fecha. La instancia anterior (cu-
rrent(-1)) se referiría al minuto anterior al de lanzamiento, si quisiéramos coger la instancia 
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de justo el día anterior, o bien quitamos 1440 minutos o configuramos la frecuencia del Data-
Set en un día y cogemos justo la instancia anterior. Viene conveniente detallado en la docu-
mentación de Oozie. Todos estos conceptos de temporales son bastante liosos y por ello se ha 
tratado de simplificar la configuración, aunque exista otra forma de realizarlo más elegante-
mente. 
Obviamente para que esto funcione, se necesita generar el fichero _SUCCESS, por ello, la 
última etapa de cada workflow será la generación de ese fichero [217], en el directorio que le 
corresponda al bloque, mediante un script en Shell actuando sobre el sistema de ficheros de 
HDFS. 
En el caso inicial, es más simple, ya que al solo existir una ejecución, la definición de los Da-
taSet no lleva incluida la fecha del coordinator:  
<datasets> 
 <dataset name="DatosOrigen" frequency="${coord:minutes(1)}"  
             initial-instance="2016-01-20T23:00Z" timezone="Europe/Madrid"> 
  <uri-template> 
                      ${nameNode}/user/MoodleBigData/flags/DatosOrigen 
              </uri-template> 
 </dataset> 
 <dataset name="UltimoDia" frequency="${coord:minutes(1)}"  
             initial-instance="2016-01-20T23:00Z" timezone="Europe/Madrid"> 
  <uri-template> 
                       ${nameNode}/user/MoodleBigData/flags/UltimoDia                




Por otro lado, para controlar que no se empiece a ejecutar un flujo mientras haya otro en 
ejecución, todos los bloques confluyen en uno denominado Finalizado, que depende de 
que todos ellos hayan finalizado su ejecución. Este se encarga de borrar los flags que todos 
ellos han generado, ya que llegados a este punto no tienen utilidad, y generar un flag de finali-
zado, para que pueda saltar el siguiente flujo. Es decir, la ejecución del bloque DatosOrigen 
que inicia un flujo, depende de que un flujo anterior haya generado este flag, además se en-
carga de borrarlo para que indicar que existe otro flujo en ejecución. En la aplicación inicial no 
existe esta dependencia, por cuestiones obvias. En la Figura 244 se trata de explicar gráfica-
mente este comportamiento de forma genérica. 
El coordinator de DatosOrigen incremental, también se encarga de guardar la fecha ac-
tual en el momento de iniciar el coordinator para que el resto de bloques la tomen para guar-
dar los flags en el directorio con fecha correcta. Existe un margen de error: dado que los coor-
dinators no inician a las 00:00 si no con un margen entre una y dos horas (según tipo de hora-
rio), si la ejecución de DatosOrigen se retrasa, por la ejecución tardía del flujo anterior, pue-
de que DatosOrigen llegue a ejecutarse ya en el siguiente día, y todavía no se haya descarta-
do esa instancia porque la siguiente no ha llegado. Así, en la práctica se puede fijar un ti-
meout de 22 horas, para que una ejecución de DatosOrigen no intente ejecutarse en otro 
día (en el peor de los casos).  
Para finalizar, en el coordinator, se debe indicar la acción a ejecutar, es decir, la ruta en 
HDFS donde se encuentra la definición del workflow que gestiona. 
 




Figura 244. Ejemplo de ejecución condicionada de coordinators 
 
4.8.4. Bundles 
Un bundle es simplemente un paquete en el que agrupar varios coordinator o workflows y 
poder gestionar conjuntamente su ejecución. Por ejemplo, en nuestro caso, tenemos una lista 
de hasta 87 bloques cada uno de ellos representando un coordinator. Cuando queramos poner 
en marcha la aplicación, no se debe lanzar uno a uno los coordinator, simplemente se agrupan 
bajo un bundle, y lanza este último. Se puede encontrar más configuración en [218]. 
 
4.8.5. Representación gráfica de la solución 
Para finalizar la explicación de Oozie, se presentan los gráficos que ilustran la solución plan-
teada, en concreto, la dependencia entre bloques. Dada su enorme complejidad no es posible 
mostrar todas las dependencias simultáneamente, por lo que se mostrarán por conjuntos de 
bloques. Tampoco se ha incluido la confluencia de todos los bloques en el bloque de Finali-
zado. 
En la Figura 245, se plantea el gráfico general a un nivel poco detallado, donde los bloques 
de ejecución se han agrupado en una de ocho categorías: 
 DatosOrigen: bloque DatosOrigen que se encarga de transferir la información desde 
la base de datos origen y preprocesarla. 
 UtimoDia: bloque UltimoDia para fijar la fecha del análisis, entre otros. 
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 Información Moodle: bloques relacionados con la información directa de Moodle trans-
formada en tablas historial. 
 Estadísticas de acceso: bloques encargados de generar las estadísticas de acceso. 
 Calificaciones: bloques encargados de obtener información sobre Assign, Quiz y califi-
caciones finales del curso. 
 Correlaciones: bloques encargados de calcular las correlaciones que nos dan informa-
ción sobre la influencia entre conceptos. 
 Machine Learning: bloques encargados de aplicar los algoritmos de Machine Learning. 
 Presentación: bloques encargados de transferir resultados a ElasticSearch para su re-
presentación mediante Kibana. 
 
Figura 245. Representación gráfica de la solución a nivel no detallado 
Tomando como referencia la Figura 245, se detallará el contenido de cada conjunto de blo-
ques, así como las dependencias con otros conjuntos. En todos los casos, la dependencia entre 
DatosOrigen y UltimoDia se debe entender como un punto de partida, es decir, el bloque Ul-
timoDia no necesita de la información de DatosOrigen para ejecutarse, pero se ha especifi-
cado esa dependencia para fijar un inicio de ejecución de las sentencias Hive una vez haya 
terminado toda la transferencia desde la base de datos Moodle. 
El conjunto Información Moodle agrupa los siguientes bloques, relativos a la obtención de 












En la Figura 246 se presenta el contenido de este conjunto en el caso de la carga inicial: 
cómo obtener cada bloque así como las dependencias entre ellos. La carga incremental se 
representa en la Figura 247. 
 
Figura 246. Detalle del conjunto de bloques en Información Moodle para la aplicación inicial 
 
Figura 247. Detalle del conjunto de bloques en Información Moodle para la aplicación incremental 
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El conjunto Estadísticas de Acceso engloba los bloques encargados de la obtención de las 
estadísticas de acceso a Moodle, según lo planteado en la sección 4.6.3. Entre estos bloques 
podemos distinguir dos tipos: 































Figura 248. Detalle del conjunto de bloques en Estadísticas de Acceso 







Figura 249. Detalle del conjunto de bloques en Calificaciones para la aplicación inicial 







La relación entre estos bloques, así como con los de otros conjuntos se representa en la Fi-
gura 248, tanto para la carga inicial como incremental. 
El conjunto de Calificaciones está formado por los bloques encargados de analizar los resul-
tados académicos de los alumnos, tal y como se indicó en el apartado 4.6.4. En concreto, con-
tará con dos tipos de bloques: 













En la Figura 249 se detalla la obtención de este bloque para la aplicación inicial y en la Figu-
ra 250 para la aplicación incremental. 
Bajo el conjunto Correlaciones se encuadran los bloques encargados de calcular la influen-
cia entre la actividad en Moodle y los resultados académicos, según el apartado 4.6.5. Está 













Figura 250. Detalle del conjunto de bloques en Calificaciones para la aplicación incremental 




Figura 251. Detalle del conjunto de bloques en Correlaciones 





La Figura 251 detalla el interior de este conjunto tanto para la aplicación inicial como la in-
cremental. 
Bajo el nombre Machine Learning no encontramos los bloques encargados de aplicar los 







Su obtención se representa en la Figura 252 en la aplicación inicial y en la Figura 253 en la 
aplicación incremental. 
 
Figura 252. Detalle del conjunto de bloques en Machine Learning para la aplicación inicial 




Figura 253. Detalle del conjunto de bloques en Machine Learning para la aplicación incremental 
Por último, en el conjunto Presentación se engloban los bloques encargados de transferir la 
información correspondiente a ElasticSearch para su representación mediante Kibana, según 




























Su obtención se representa en la Figura 254. 
 
4.9. Conclusiones y requisitos finales 
En el Capítulo 3 se enumeró que el principal requisito del trabajo era adaptar los artículos 
de Casey, Gibson y Paris [10] y de Romero, Ventura y García [15] para replicar sus resultados 
mediante un infraestructura BigData modificando los aspectos que fueran necesarios. El resto 
de requisitos surgirían a medida que se realizase el trabajo y fueran surgiendo problemas. 
Tras terminar el desarrollo de este capítulo se puede observar que se ha desarrollado una 
aplicación dividida en dos partes: 
 Una aplicación inicial que permitirá inicializar el estudio. 
 Una aplicación incremental que se ejecutará diariamente para actualizar el estudio. 
El funcionamiento correcto de ambas está condicionado a los siguientes criterios: 
 Los usuarios se identifican inequívocamente a través del campo idnumber de 
mdl_user. Este campo nos permitirá diferenciar un mismo usuario a lo largo de los 
años aunque cambie su identificador Moodle. 
 Los cursos se identifican inequívocamente mediante el campo idnumber de 
mdl_course,  el cual debe seguir la estructura indicada en el apartado 4.6.2. Este nos 
permitirá distinguir cursos aunque se reutilicen los identificadores Moodle así como re-
lacionar un curso con otros cursos iguales en otros años académicos. 
 Se trabaja bajo el supuesto que no se reutilizan identificadores de módulos o elementos 
contenidos en módulos, por lo menos, dentro del mismo curso. 
La definición de estas aplicaciones ha dado lugar a una serie de requisitos que se podrían 
añadir a los indicados en el Capítulo 3: 




Figura 254. Detalle del conjunto de bloques en Presentación 
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 Se contará con dos aplicaciones diferenciadas, tal y como se acaba se enumerar. 
 La aplicación incremental debe ser capaz de realizar su trabajo en menos de 24 horas, 
al menos de forma regular. 
 Se debe configurar la ejecución de aplicaciones de tal forma que no se solapen en 
tiempo. 
Por lo demás, a lo largo de este capítulo se ha podido comprobar la extensa lista de herra-
mientas y formas de utilizar las herramientas que existen. Aquí solo se ha comentado aquella 
parte de estas herramientas que se han necesitado, pero lo manuales son aún más extensos. 
Con respecto al trabajo realizado, se ha detallado con ejemplos el funcionamiento de los 
bloques de códigos dedicados a la primera parte del análisis directo sobre el contenido de 
Moodle, ya que parece ser la parte más complicada de entender y es importante comprender 
por qué hay que hacer cada paso o cómo se va generando el resultado final en cada etapa. 
Para no extender demasiado el texto, la obtención de métricas no se ha ilustrado con ejem-
plos, ya que su aplicación parece más intuitiva y entendible a partir del código fuente.  
Por otro lado, tanto la estrategia planteada, las métricas y resultados obtenidos y la forma 
de obtener estos es totalmente susceptible de ser cuestionada. Probablemente se puedan 
encontrar otras formas de realizar más eficientes a nivel de ejecución o más fáciles a nivel de 
programación. El plano de configuración de la máquina también está abierto a debate, pero es 
una parte de cambio dinámico, por lo que se puede “jugar” con ella para encontrar aquellos 
parámetros que agilicen la ejecución. 
A lo largo del desarrollo del este capítulo se han ido comentado puntos de posible mejora. 
Al empezar a trabajar con BigData se partió desde ningún conocimiento y se empezó poco a 
poco a programar. Con el paso del tiempo se fue obteniendo experiencia sobre la mejor forma 
de hacer las cosas, pero hay ciertos puntos en los que un cambio genera una enorme lista de 
cambios en cadena, por lo que se ha optado por dejarlo como está, por ejemplo, el punto en el 
que se cambia el identificador de curso Moodle por el BigData se podría haber hecho parejo al 
cambio de identificador de usuario, pero cuando se vio esta alternativa, era demasiado el tra-
bajo realizado y el cambio necesario sería enorme. 
En el siguiente capítulo, se realizará un análisis de las conclusiones generales del desarrollo 
de este trabajo. 
  






Resultados y conclusiones 
 
Para finalizar con el trabajo, se comentan las conclusiones obtenidas del mismo. Este capí-
tulo se dividirá en los siguientes apartados: 
 En el apartado 5.1 se concluirá el cumplimiento de los requisitos planteados en el Capí-
tulo 3. 
 En el apartado 5.2 se resumirá en qué consiste la aplicación diseñada. 
 En el apartado 5.3 se desarrollará cómo ha sido la ejecución práctica de la aplicación, 
problemas encontrados y conclusiones extraídas. 
 
5.1. Cumplimiento de los requisitos 
En el Capítulo 3 se planteó como requisitos adaptar los artículos [10], [15] a BigData. El tra-
bajo ha conseguido realizar esta adaptación, pero con alguna modificación: 
 Siguiendo el primer artículo se pretendía calcular la influencia entre diversos elementos 
de Moodle por medio de la correlación de Pearson. Se ha aplicado en prácticamente 
todos los elementos enumerados en el artículo y se ha añadido el cálculo de influencia 
entre otras tantas métricas, para añadir más valor al resultado, como se explicó en el 
apartado 4.6.5. 
 En cuanto al segundo artículo, se han aplicado algoritmos de clustering, reglas de aso-
ciación y clasificación con los mismos objetivos, modificando ligeramente las métricas 
utilizadas para ello, según se comentó en el apartado 4.6.6. 
Por lo tanto se puede confirmar la posibilidad de aplicar BigData para la obtención de resul-
tados similares a otras técnicas. 
 
5.2. Resumen de la aplicación 
La aplicación resultado de este trabajo realmente se compone de dos aplicaciones. La pri-
mera es una aplicación inicial a ejecutar en el momento de poner en marcha el análisis BigData 
sobre Moodle. Se encargará de inicializar todo el contenido correspondiente, así como realizar 
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el primer análisis. La otra aplicación será incremental y bastante similar a la anterior, se encar-
gará de realizar un análisis diario de las modificaciones o nuevos datos que encontramos en 
Moodle para añadirlos al análisis anterior. Es requisito que esta aplicación sea capaz de anali-
zar Moodle en menos de 24h ya que, en caso contrario, no se podrá realizar un análisis diario. 
Cada una de estas aplicaciones están compuestas por una serie de bloques de ejecución, 
indicados en el Capítulo 4, cuyo lanzamiento está controlado por Oozie. Esta herramienta se 
encargará tanto de controlar la ejecución ordenada de los bloques (según las dependencias 
entre ellos) como el calendario de lanzamiento diario de la aplicación, además de gestionar 
posibles ejecuciones solapadas. 
Estos bloques de ejecución tendrán por objetivo implementar tres etapas de procesado: 
 Carga de datos y preprocesado previo de la información de Moodle, desde la base de 
datos que corresponda, usando Sqoop y Hive. 
 Análisis BigData, según los artículos referencia, usando, principalmente, Hive para reali-
zar los cálculos correspondientes. 
 Transferencia de los resultados a ElasticSearch para su representación gráfica mediante 
Kibana. 
Mediante la representación gráfica de los resultados obtenidos (apartado 4.7) se pueden 
comprobar rápidamente cuestiones interesantes, más allá del nivel de resultados estadísticos, 
como: 
 Existencia de módulos, actividades, elementos, etc. que contribuyen negativamente en 
el aprendizaje de los alumnos por tener una correlación negativa. 
 Posibilidad de estimar la nota que obtendrán los alumnos, prestando especial atención 
a los casos negativos (abandonos o suspensos), para intentar corregirlos. 
 Existencia de alumnos con comportamiento marginal, por ejemplo, por medio del sis-
tema de predicción de nota o por medio del mecanismo de clustering. 
 Patrones de comportamiento de los alumnos, por ejemplo, si un alumno tiene un nivel 
bajo de apuntes leídos, el nivel de assign aprobados es alto. Así también se pueden en-
contrar comportamientos anómalos. 
 Indicar al profesor que tiene alumnos sin calificar, para que este busque los motivos. 
 
5.3. Ejecución práctica  
Con respecto a la ejecución práctica de las aplicaciones, podemos indicar muchos puntos. 
Para la prueba de las aplicaciones implementadas se ha usado una versión propia de Moodle 
del laboratorio EdUVaLab la cual apenas contaba con datos, entre otros: 
 9 cursos. 
 Menos de 180 relaciones curso – usuario. 
 Menos de 400 módulos definidos entre todos los cursos. 
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En definitiva una cantidad de datos que no recomendaría usar BigData porque con la pro-
pia base de datos SQL de Moodle y herramientas de Data Mining se podría realizar el trabajo. 
Pero esta ha sido la base de datos de prueba, principalmente para comprobar manualmen-
te la validez de los resultados, que las métricas se calculan correctamente o que la ejecución 
condicional por dependencias de Oozie sigue el orden adecuado. Realizar estas comprobacio-
nes con una base de datos real podría ser muy laborioso y requerir de mucho tiempo. 
A pesar de contar con tan pocos datos, los tiempos de ejecución han sido muy decepcio-
nantes ya que la ejecución de las sentencias HiveQL definidas requiere de más tiempo que si 
esa sentencia se ejecutara en una base de datos SQL normal. Por ejemplo, simplemente, y 
como caso muy significativo, la ejecución de una sentencia SELECT para visualizar el conteni-
do de una tabla, en la base de datos MySQL de Moodle se realiza de forma inmedianta, mien-
tras que en Hadoop puede llegar a tardar entre 10 y 30 segundos. Obviamente, este empeo-
ramiento de rendimiento puede ser debido a que la mayor parte del tiempo se consuma en la 
inicialización de una infraestructura que se está preparando para recibir muchos datos, aunque 
vaya a recibir pocos. En varios foros de usuarios dedicados a la programación en BigData co-
mentan que no tiene sentido usar Hive para pocas cantidades de datos ya que el rendimiento 
va a ser muy malo comparado con cualquier otra base de datos SQL, por lo que podemos ex-
plicar los tiempo de ejecución obtenidos. 
Otra cuestión planteada es, ¿qué pasará cuando utilicemos datos de una base de datos 
real?, es decir, cuando tengamos realmente grandes cantidades de datos. La lógica de cual-
quier ejecución hace pensar que el tiempo de ejecución se incrementará linealmente con la 
cantidad de datos. En la práctica esto parece que no ocurre. Se han realizado un par de prue-
bas muy leves simulando tener una cantidad de datos similar a la que tendríamos en el Moodle 
de la UVa y parece que sí que existe un incremento, pero muy inferior a lineal. Podemos tratar 
de explicarlo con algún ejemplo. Tener en cuenta que los tiempos de ejecución pueden variar 
mucho dependiendo de la situación, lo que interesa son los incrementos relativos. 
 Pasar de una tabla de matriculaciones de 166 relaciones a más de 700.000 ha incre-
mentado el tiempo de ejecución en menos de 20 segundos (sobre el minuto original), 
aunque sobre todo se incrementa el tiempo al tener que guardar los datos.  
 Las operaciones más costosas de implementar son las sentencias LATERAL VIEW y los 
cruces JOIN; sobre todo la primera, se recomienda evitarla siempre que se pueda. En 
este trabajo se ha utilizado LATERAL VIEW para generar las plantillas temporales 
(apartado 4.6.1). Ya se indicó que esta generación es uno de los puntos más conflictivos 
del análisis. En el mismo caso anterior, pasar de una tabla de matriculaciones de 166 
registros a un valor entre 700.000 y 800.000 registros hace pasar la plantilla DCU de 
63000 registros a más de 265 millones. El primer caso se ejecuta en un tiempo de alre-
dedor de un minuto, mientras que el segundo se ejecutó en un tiempo entre hora y 
media y dos horas (promedio de las distintas pruebas). Por lo tanto, la cantidad de da-
tos se multiplicó por un factor aproximado de 4200, pero el tiempo se multiplicó por un 
factor inferior, 120.  
 Hacer una operación de GROUP BY con suma de una métrica de los 265 millones de re-
gistros simulados anteriores llevó un tiempo de entre 10 y 15 minutos, mientras que 
con los 63000 reales, lleva alrededor de 1 minuto. 
Si la ejecución con nuestros pocos datos ya parecía lenta, las cosas se empeoraron mucho 
más al ejecutarlo a través de Oozie tras haberlo automatizado. Recordando la explicación de la 
ejecución de los workflows del apartado 4.8.3, por ejemplo, para lanzar una acción Hive antes 
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debe lanzar un Launcher que prepara la ejecución de la acción que le sigue. Obviamente esto 
consume un tiempo, de tal forma que si la ejecución de las sentencias Hive es muy rápida, este 
tiempo del Launcher puede llegar a ser el tiempo predominante en la ejecución. Además, se 
debe tener en cuenta que si un bloque de ejecución tiene varias acciones en paralelo o se-
cuenciales cada una lleva su Launcher, por lo que aumenta el tiempo no efectivo de ejecución. 
 
Figura 255. Detalle del bloque de ejecución Cursos 
Por ejemplo, supongamos que tenemos el bloque Cursos. Su ejecución interna tiene la es-
tructura que se muestra en la Figura 255. Está compuesto por cuatro acciones Hive, remarca-
das en azul. En la Tabla 145 se muestran los tiempos de ejecución obtenidos en una simulación 
del bloque con un total de 12 cursos. 






Tabla 145. Ejemplos de tiempo de ejecución del bloque Cursos 
El bloque ha tardado en ejecutarse un total de 5m19s = 319s, es decir, aparecen 94,775s de 
tiempo de ejecución en el que no se ha realizado ningún trabajo, por lo que la eficiencia de 
ejecución es del 70%. Si tenemos en cuenta que los scripts Cursos_B1 y Cursos_B2 se ejecu-
tan en paralelo, realmente el tiempo de ejecución efectiva se vería disminuido, ya que de en-
tre estos dos tiempos, escogeríamos el mayor, por ser el más restrictivo, para un total de 
163,44s de ejecución efectiva  y un rendimiento de ejecución del 51%. En definitiva se pueden 
observar los dos problemas planteados: 
 El tiempo de ejecución es bastante lento, teniendo en cuenta la escasez de datos y 
comparándolo con otras herramientas SQL. 
 El lanzamiento a través de Oozie aumenta los tiempos de ejecución por la ejecución del 
Launcher previo al inicio de la ejecución efectiva de las sentencias HiveQL, las cuales 
tardar en ejecutarse lo mismo que si se lanzan manualmente contra el servidor Hive. 
Con respecto al primer problema, podemos analizar un poco más en detalle qué ocurre y 
qué tiene que hacer la sentencia para ver si encontramos sentido a los tiempos de ejecución. 
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El script Cursos_A realiza dos cálculos, guardando los correspondientes resultados en sen-
das tablas: 
 Accede a mdl_course y para cada entrada toma los campos id e idnumber. 
 Genera el identificador BigData de los cursos META como concatenación de los identifi-
cadores BigData de los cursos hijos. Para ello, accede a mdl_enrol y toma los cursos 
que tienen matriculaciones de tipo META para identificarlos como cursos agrupación. 
Cruza este resultado con la tabla de cursos mdl_course, para obtener el idnumber 
que le corresponde a cada curso hijo del curso META. Cuando se tiene esta información 
con el identificador BigData para el curso META, se cruza con el resultado anterior para 
a cada curso META asociarle el identificador BigData que vamos a usar. 
El primer cálculo es muy sencillo, y el segundo es un poco más complicado, pero dada la 
cantidad de datos (12 cursos, para simular cursos hijos) podría esperarse un tiempo menor. 
El script CURSOS_B1 construye la tabla de cursos actuales en dos pasos: 
 De la primera tabla de CURSOS_A escoge aquellas entradas que no están en el segundo 
resultado del mismo script (cursos normales). 
 De la primera tabla de CURSOS_A selecciona aquellas entradas que sí están en la se-
gunda tabla (cursos META), a la vez que modifica su idnumber por el identificador 
BigData que se ha construido en el segundo resultado, implementado mediante un 
cruce de tablas con CROSS JOIN. 
La primera operación no debería conllevar mucho tiempo, ya que es copiar menos de 12 
registros y para cada uno, dos campos. La segunda, necesitaría un poco más de tiempo por 
tener que cruzar tablas y guardar un bucket. 
El script CURSOS_B2 construye la tabla de histórico de cursos en tres pasos: 
 De mdl_course se toma la información de curso que corresponde para aquellos cur-
sos que no son META, en base al segundo resultado del script CURSOS_A. 
 De mdl_course se toma la información de curso que corresponde para aquellos cur-
sos que son META, en base al segundo resultado del script CURSOS_A, a la vez que se 
modifica su idnumber por el identificador BigData construido en este resultado, im-
plementado mediante un cruce de tablas con CROSS JOIN. 
 Los dos resultados previos se guardan en una misma tabla, a partir de la cual se cons-
truye la tabla final. En ella se insertan directamente los cursos de la tabla anterior, 
siempre que no estuvieran ya añadidos, y a la vez se modifica su fecha de inicio, por si 
no es coherente, en base a una serie de criterios especificados en el código fuente. Para 
ello: 
o De la tabla temporal con los cursos de los dos primeros pasos se seleccionan 
solo las entradas cuyo identificador de curso (que ya es BigData) no esté añadi-
do ya a la tabla de histórico de cursos. 
o Este resultado se cruza con la tabla de ultimo_dia. En caso de que la fecha de 
creación del curso sea anterior a un determinado valor almacenado en esta ta-
bla, la fecha de creación del curso se sustituye por esta fecha. 
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De forma análoga al script anterior, las dos primeras sentencias deberían ejecutarse direc-
tamente, y la tercera tardar un poco más por tener que cruzar tablas y guardar el resultado 
haciendo un bucket de los valores. Comparado con Cursos_B1, se esperaría que tardase más, 
como ocurre, porque tiene mayor complejidad de programación. 
El script Cursos_C simplemente actualiza el valor de la fecha previamente comentada me-
diante un DELETE del registro actual y un INSERT con la nueva fecha, la cual se escoge de otro 
registro de esa misma tabla. Algo que en principio debería hacerse en un tiempo mucho menor 
a los 16s que tarda en la práctica. 
Cualquiera de estos tiempos no se ven notablemente incrementados si se incrementa la 
cantidad de cursos, de forma similar a como ocurría con la tabla de matriculaciones. 
Si nos vamos a un contexto más general, analizamos la ejecución total de todos los bloques 
según el orden secuencial de dependencias que le corresponden. En este punto, los tiempos 
totales de ejecución son muy relativos ya que dependen de varios aspectos: 
 Situación actual de la máquina real donde se esté ejecutando la máquina virtual. 
 Memoria RAM asignada a YARN, en la máquina virtual. Cuanta más memoria se tenga 
asignada, más acciones podrá realizar en paralelo. 
 Capacidad de la máquina donde se esté ejecutando la máquina virtual.  
Se ha probado a ejecutar las aplicaciones en dos ordenadores distintos y hay diferencias 
muy apreciables. Uno de ellos, es el ordenador del laboratorio y otro, un ordenador personal. 
Las características se muestran en la Tabla 146. En el ordenador del laboratorio, no se han 
conseguido tiempos de ejecución inferiores a 6 horas. Mientras que en el ordenador personal, 
el mejor de los registros está alrededor de las 4 horas (teniendo en cuenta que realiza las cosas 
de forma secuencial al no tener apenas RAM). En cualquiera de los casos, tiempos de ejecución 
muy altos teniendo en cuenta la poca cantidad de datos con la que se realiza las pruebas. 
 Ordenador de laboratorio Ordenador personal 
Sistema operativo Windows 10 Windows 7 
Programa de virtualiza-
ción 
Virtual Box VMWare 
CPU 
AMD A10-5800K 
 4 núcleos 
 Virtualización de AMD 
Intel i5-4590 
 4 núcleos 
 Virtualización de Intel 
RAM 32 GB 12 GB 
RAM asignada a la MV 25 GB 9 GB 
RAM asignada a YARN 20 GB 7 GB 
Tabla 146. Características de los ordenadores utilizados para las pruebas de ejecución 
Se ha analizado un poco más en concreto los tiempos de ejecución en el ordenador perso-
nal, por proporcionar, aparentemente, mejores resultados, no solo a nivel de ejecución global, 
sino también a la hora de ejecutar sentencias simples desde la consola de Hive, (se ejecutan 
más rápido). En concreto, se ha programado una ejecución completa de la aplicación inicial y 
otra de la incremental, obteniéndose los resultados de la Tabla 147. El tiempo total de ejecu-
ción de los bloques se ha calculado sumando el tiempo que ha tardado cada sentencia HiveQL 
programada. Este tiempo se puede tomar como referencia del tiempo que tardaría en ejecu-
tarse la aplicación si se realizase todo de forma secuencial. Cabe la duda de si al paralelizar 
sentencias, estas se puedan ver ligeramente ralentizadas al tener que compartir recursos con 
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otras sentencias, pero se ha comparado, aleatoriamente, el tiempo de ejecución de una sen-
tencia cuando se ejecuta en paralelo con otra y cuando se ejecuta sola, y no se aprecia un in-
cremento notable, simplemente una ligera variación, que puede estar debida a la propia varia-
ción del estado de la máquina entre las dos ejecuciones. Sí se ha notado un incremento más 
notable cuando se ejecutan varios programas Java en paralelo, en este caso, se ha tomado el 
tiempo que se ha visto tardan cuando se ejecutan solos desde consola, como tiempo a sumar a 
la ejecución secuencial. 
 inicial incremental 





tiempo de ejecución paralela mediante 
Oozie 
5h26m = 19560s 4h26m = 15960s 
eficiencia en la ejecución 116% 130% 
Tabla 147. Eficiencia de la ejecución completa de las aplicaciones 
 Se pueden observar dos cosas: 
 Los tiempos de ejecución siguen siendo altos para los pocos datos que tenemos. 
 A pesar de que estos tiempos de ejecución se ven aún más incrementados tras lanzar 
las sentencias HiveQL (y demás herramientas) a través de Oozie, por la presencia de los 
Launcher, al ejecutar todo el conjunto de bloques, se puede ver que se obtiene muy 
buena eficiencia, debido a que mientras una acción está en la etapa de lanzar el Laun-
cher, otra estará ejecutando su trabajo, por lo que esta generación de Launcher parece 
camuflarse. 
Así, en principio, la eficiencia deja ser un problema, pero el tiempo que se tarda en ejecutar 
las aplicaciones, sigue siendo conflictivo. 
De cualquiera de los casos se puede extraer, que parece que una simple ejecución como la 
programada (simple a nivel de datos, no a nivel de flujo de actividades) tiene unos requisitos 
muy grandes, más de lo pensado, dada las garantías teóricas del BigData. 
Obviamente, tras todo lo planteado en este capítulo se pone seriamente en duda la puesta 
en marcha real de estas aplicaciones, ya que parece conducir a unos tiempos de ejecución que 
impedirían la ejecución diaria de la aplicación incremental. Se puede optar por varias alterna-
tivas: 
 Tratar de bucear por los cientos de parámetros de configuración de Hadoop para bus-
car posibles errores o valores que entorpezcan la ejecución. 
 Generar un cluster con más máquinas, ya que parece que una sola máquina no tiene 
capacidad suficiente. Esta opción suma más problemas, que de forma teórica implica-
rían un aumento de los tiempos: gestionar varias máquinas y trasladar la información 
entre ellas. 
 Mantener una sola máquina pero en la que se reúna una CPU potente y una buena can-
tidad de memoria RAM. 
 Modificar el modo de ejecución de las tareas, por ejemplo, tratar de secuenciarlo más o 
no dividir el trabajo en tantos bloques ejecutables. Dados los valores de eficiencia, pa-














Para finalizar la exposición del trabajo se presentan posibles acciones futuras que se pue-
den realizar relacionadas con él. 
En primer lugar, relativo a la codificación de las sentencias HiveQL y programas Java para la 
obtención de resultados, podría citarse: 
 Las sentencias HiveQL son susceptibles de mejoras a nivel de optimización, por ejem-
plo, en el orden en que se realizan las cosas o definiendo de otra forma el bucket y par-
ticionado de las tablas. 
 Modificar el punto del código en que el identificador Moodle del curso se sustituye por 
el identificador BigData, como se comentó en el apartado 4.6.2. 
 Modificar los ejecutables Java para la aplicación de Machine Learning de forma que 
sean parametrizables, necesitando, además, añadir una etapa de validación de los pa-
rámetros de entrada, como se explicó en el apartado 4.6.6. 
En segundo lugar, dadas las conclusiones del Capítulo 5, se prevé que la aplicación tal y 
oómo está no se podrá aplicar a datos reales sobre la infraestructura diseñada, por el tiempo 
que supondrá la ejecución, por lo que es muy posible que se tenga que replantear la estrate-
gia, por ejemplo: 
 Eliminar métricas que no tienen mucha utilidad. 
 Reducir el número de métricas necesarias o utilizadas para la obtención de resultados 
de interés (correlación y Machine Learning). 
 No realizar un análisis tan detallado, por ejemplo, la creación de las plantillas en el aná-
lisis inicial puede llevar mucho tiempo. Se ha estimado que en el cálculo incremental no 
serán conflictivas. Se pueden eliminar estas plantillas y realizar un análisis más leve, re-
cordando el por qué se utilizan estas plantillas (apartado 4.6.1). 
 Dado el comportamiento, sobre todo a nivel de tiempo necesitado, de la automatiza-
ción de Oozie observada en la práctica (apartado 5.3), como ya se comentó podría ser 
necesario reducir el número de bloques definidos para que engloben acciones más ge-
nerales y no tan particulares, o secuenciar más las dependencias de ejecución. 
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 La importación de datos desde la base de datos origen de Moodle por medio de Sqoop 
es la etapa más crucial a nivel de tiempo de ejecución, se puede tratar de buscar otras 
formas de implementarla así como modificar el planteamiento aquí utilizado, el cual 
sobrescribe toda la información de las tablas anteriormente importadas. 
También se debe explorar la configuración global de la máquina y la opción de generar un 
cluster con más de una máquina, así como tantear la posibilidad de implementar una máquina 
Hadoop real, en vez de hacerlo por medio de una máquina virtual, para tratar de comparar el 
rendimiento y extraer conclusiones sobre la influencia de la virtualización de Hadoop en el 
rendimiento. En este sentido, existen numerosos estudios [219]–[221] comparando el rendi-
miento entre un cluster físico y otro virtual. En muchos casos, se recomienda no virtualizar 
Hadoop, ya que las opciones de virtualización que ofrecen las diversas compañías están orien-
tadas al aprendizaje de la infraestructura, pero no a poner en marcha una infraestructura de 
cálculo intensivo. Existen diversas comparativas en las que se indica que si el cálculo imple-
mentado lleva implícito muchas operaciones de escritura (como es nuestro caso) el rendimien-
to se ve fuertemente empeorado [222]. También afecta el sistema de virtualización que utili-
zamos. VMWare ofrece vSphere como mejor opción para virtualizar Hadoop [223], siendo una 
de las plataformas que más se recomiendan para este objetivo. 
Relativo a la explotación de la infraestructura, no se ha incidido en este trabajo, por estar 
utilizando una máquina para probar los algoritmos diseñados, pero debería tratarse la gestión 
de errores y recuperación en caso de fallo, tanto de ejecución de las aplicaciones como recu-
peración de desastres en la máquina. Por otro lado, Hadoop proporciona un servicio denomi-
nado Ranger que se encargará de la gestión de seguridad del sistema. En este trabajo, ese ser-
vicio se ha desactivado por simplicidad en el desarrollo de operaciones. Las nuevas versiones 
de la sandbox de Hortonworks son más restrictivas con este servicio y obligan a cambiar con-
traseñas por defecto, autenticación de usuarios para realizar tareas que en versiones anterio-
res podía realizar cualquiera, etc. 
Además, la capa de presentación de resultados debe ser replanteada. Aquí se ha utilizado 
la combinación ElasticSearch y Kibana como etapa de verificación de los resultados obtenidos 
y para poder demostrar gráficamente los resultados de este trabajo. Esta etapa no se puede 
implementar en la práctica, ya que lo ideal sería plantear una interfaz en la que cada profesor 
pudiera ver la actividad de cada uno de sus cursos. Kibana no proporciona ninguna posibilidad 
de implementar esto: 
 No proporciona mecanismos de autenticación para diferenciar usuarios. 
 No hay forma de aislar la información de un curso a profesores de otros cursos. 
Si utilizásemos Kibana, definiríamos un panel con la información gráfica correspondiente, 
en el cual habría que filtrar los datos por medio del identificador del curso que le corresponda 
al profesor, pero dado el funcionamiento de los paneles de Kibana, este filtro podría ser modi-
ficado por el profesor. Además, el uso de estos filtros puede ser complicado de entender por 
un profesor. 
Por todo ello, será conveniente generar una interfaz que se ajuste a los requisitos de la in-
formación que realmente se quiere mostrar. En la etapa de presentación desarrollada en el 
trabajo la información generada en BigData ha tenido que ser, en algunos casos, transforma-
da, ya que en su forma original las posibilidades de representación mediante Kibana eran mí-
nimas. Así, desarrollando una aplicación de presentación propia, esta se ajustará a la forma y 
contenido de los resultados BigData. En el apartado 4.7.2 se proporcionaron ejemplos de re-
presentaciones gráficas que se pueden generar en esta interfaz. 
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Finalmente, el análisis diseñado se puede ampliar para añadir la obtención de nuevos resul-
tados como los planteados a lo largo del apartado 2.1.2. Obviamente, este trabajo deberá rea-
lizarse una vez se haya solventado la problemática del tiempo de ejecución, y se garantice una 
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