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FINITE GROUPS OF DIFFEOMORPHISMS ARE TOPOLOGICALLY
DETERMINED BY A VECTOR FIELD
F.J. TURIEL AND A. VIRUEL
Abstract. In a previous work it is shown that every finite group G of diffeomorphisms of
a connected smooth manifold M of dimension ≥ 2 equals, up to quotient by the flow, the
centralizer of the group of smooth automorphisms of a G-invariant complete vector field X
(shortly X describes G). Here the foregoing result is extended to show that every finite group
of diffeomorphisms of M is described, within the group of all homeomorphisms of M , by a
vector field.
As a consequence, it is proved that a finite group of homeomorphisms of a compact con-
nected topological 4-manifold, whose action is free, is described by a continuous flow.
1. Introduction
The study of the automorphism group, or centralizer, of a complete vector field X of class
Cr, r ≥ 1, or more precisely that of its quotient by the flow of X , is a classical question with
a great amount of interesting results. Often these quotient groups are trivial or almost trivial
if a reasonable hypothesis of transversality is imposed.
Therefore it is natural to consider the inverse point of view (the inverse Galois problem):
given a group of diffeomorphisms G do construct a complete vector field X whose automor-
phism group, up to quotient by the flow, equals G (shortly one will say that X determines
or describes G). Notice that this last problem can be addressed in topological manifolds and
homeomorphisms by replacing the vector field by a continuous flow.
In [8] it is shown that every finite group of diffeomorphisms of a smooth connected manifold
is determined, within the group of all diffeomorphisms, by a vector field. Here the foregoing
result is extended to show that every finite group of diffeomorphisms can be described, within
the group of all homeomorphisms, by a vector field.
Theorem 1.1. Let M be a connected C∞ manifold of dimension m ≥ 2, and G be a finite
subgroup of diffeomorphisms of M . Then there exists X, a complete G-invariant vector field
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on M , such that the map
G× R → Aut0(X)
(g, t) 7→ g ◦ Φt
is a group isomorphism, where Φ and Aut0(X) denote the flow and the group of continuous
automorphisms of X respectively.
An immediate consequence of Theorem 1.1 is that any smoothable finite group of homeo-
morphisms of a connected topological manifold is determined by a continuous flow.
Corollary 1.2. Let G be a smoothable finite group of homeomorphisms of a connected topo-
logical manifold E of dimension ≥ 2. Then there exists a G-invariant continuous flow
ψ : R× E → E such that the map
G× R → Aut0(ψ)
(g, t) 7→ g ◦ ψt
is a group isomorphism, where Aut0(ψ) denotes the group of continuous automorphisms of
ψ.
Remark 1.3. While it is a classical result that any finite group of homeomorphisms of a
compact surface is smoothable, the situation in dimension three is not straightforward: not
every finite group G of homeomorphisms of a 3-dimensional topological compact manifold is
smoothable [2]. Indeed G is smoothable if and only if it is locally linear [6, Theorem 2.1 and
Remark 2.4].
Therefore the corollary above applies to connected compact surfaces and, in the case of
topological connected compact 3-manifolds, if G is locally linear.
For a generalization of Corollary 1.2 to some cases of non-smoothable actions see Example
6.4 and Theorem 6.5. In this last one we show that a finite group of homeomorphisms of a
compact connected topological 4-manifold, whose action is free, is described by a continuous
flow.
Terminology: We assume the reader is familiarized with our previous paper [8]. All struc-
tures and objects considered in this work are smooth, i.e. real C∞, and manifolds are without
boundary, unless another thing is stated. Whenever we say a set is countable we mean the
set is either a finite set or a countably infinite set. For the general questions on Differential
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Geometry the reader is referred to [5] while we refer to [3] for basic facts on Differential
Topology.
2. Some preliminary notions
Given a vector field Z on an m-manifold M , a continuous automorphism of Z is a homeo-
morphism f : M →M which maps integral curves of Z into integral curves of Z (i.e. if γ(t) is
an integral curve of Z then f(γ(t)) is so.) The set Aut0(Z) of all continuous automorphisms
of Z is a subgroup of the group of homeomorphisms of M . If Z is complete and Φt denotes
its flow, then f ∈ Aut0(Z) if and only if f ◦ Φt = Φt ◦ f for any t ∈ R.
In a more general setting, given a topological space E a continuous flow is a continuous
map ψ : R × E → E such that ψ0 = Id and ψt+s = ψt ◦ ψs for each t, s ∈ R. As before,
Aut0(ψ) is the group of all homeomorphisms f : E → E such that f ◦ ψt = ψt ◦ f , t ∈ R. We
say that a subset S of Homeo(E) is smoothable if there exists a structure of smooth manifold
on E which is compatible with the preexisting topology and makes every element of S a
diffeomorphism.
Returning to the smooth framework again, given a vector field Z on an m-manifold M , a
pseudo-circle of Z is a subspace of M which is homeomorphic to S1 and consists of a regular
trajectory of Z and an isolated singularity. In this case the α-limit and the ω-limit of the
regular trajectory is the singular point.
Let B(r) be the open ball in Rm centered at the origin and radius r > 0. For the purpose of
this work, we will say that p ∈M is a source of Z if there exists an open neighborhood of this
point which is diffeomorphic to an open ball B(r), with p ≡ 0, such that in the coordinates
given by the diffeomorphism
Z = ϕ ·
(
m∑
j=1
xj
∂
∂xj
)
where
(1) ϕ is a non-negative function and ϕ−1(0) is countable, and
(2) on each ray issuing from the origin there are at most a finite number of zeros of ϕ.
By condition (2), for every ray issuing from the origin there exists just one regular trajectory
whose α-limit is p ≡ 0 and that near the origin lies along this ray.
A point q ∈M is called a rivet if the following hold:
(a) q is an isolated singularity of Z,
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(b) around q one has Z = ψZ˜ where ψ is a function and Z˜ a vector field with Z˜(q) 6= 0,
and
(c) no trajectory has q as α-limit and ω-limit at the same time.
Note that by (b) and (c), any rivet is the ω-limit of exactly one regular trajectory, the
α-limit of another different one and moreover, it is an isolated singularity of index zero.
A topological rivet means an isolated singularity of Z that is the α-limit of a single regular
trajectory, the ω-limit of another single regular trajectory and both trajectories are different.
As one would expect, any rivet is a topological rivet.
By definition, a chain of Z is a finite and ordered sequence of three or more different regular
trajectories, each of them called a link, such that:
(a) The α-limit of the first link is a source or empty.
(b) The ω-limit of the last link is a pseudo-circle.
(c) Between two consecutive links the ω-limit of the first one equals the α-limit of the
second one. Moreover this set consists in a rivet.
The number of links defining a chain is called the order of the chain. The ω-limit of a chain
is that of its last link.
Given a subset Q ⊂ M , we say that the dimension of Q does not exceed ℓ, or Q can be
enclosed in dimension ℓ, if there exists a countable collection {Nλ}λ∈L of submanifolds of M ,
all of them of dimension ≤ ℓ, such that Q ⊂
⋃
λ∈LNλ. Note that the countable union of sets
whose dimension does not exceed ℓ, does not exceed dimension ℓ too. On the other hand,
if the dimension of Q does not exceed ℓ < m then Q has measure zero and therefore Q has
empty interior.
Let us give the last definition of this section. A vector field Z on M is called limit (abbre-
viation of “with an almost controlled ω-limit”) if the following conditions hold:
(i) The set of zeros of Z is discrete (that is with no accumulation point).
(ii) Z has exactly one pseudo-circle.
(iii) There exists a set Q ⊂ M whose dimension does not exceed m − 1 such that the
trajectory of any point of M −Q has the pseudo-circle as ω-limit.
(iv) Z has no chain and no periodic regular trajectory.
By (iii) the union of the trajectory of any point of M − Q and the pseudo-circle is a
connected set, hence the Z-saturation ofM−Q together with the pseudo-circle is a connected
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set too. Therefore M =M −Q is connected. Moreover dimM ≥ 2, otherwise M equals the
pseudo-circle and (iii) cannot hold.
Proposition 2.1. Each sphere Sk, k ≥ 2, supports a limit vector field.
Proof. On Sk ⊂ Rk+1 consider the vector field
ξ = −
k∑
j=1
xjxk+1(∂/∂xj) + (1− x
2
k+1)(∂/∂xk+1),
orthogonal projection of the vector field ∂/∂xk+1 onto the sphere, whose trajectories go from
the south pole to the north one. Since ξ is transverse to the equator E = {x ∈ Sk|xk+1 = 0},
one may identify an open neighborhood A of E to (−ε, ε)× Sk−1, endowed with coordinates
(t, y) = (t, y1, . . . , yk) where S
k−1 ⊂ Rk, in such a way that E corresponds to {0} × Sk−1 and
ξ = ∂/∂t. Thus the north band is given by t > 0 and the south one by t < 0.
Let ϕ : R → R be a function such that ϕ
(
(−∞,−ε/2]
)
= 1, ϕ
(
[ε/2,∞)) = −1, and
ϕ(t) = 0 if and only if t = 0.
First assume k = 2. On A consider the vector field Z ′ = ϕ(t)∂/∂t+(1−ϕ2(t))(−y2∂/∂y1+
y1∂/∂y2) and extend it outside A by −ξ on the north part and by ξ on the south one. Fixed
a point p0 ∈ E, consider a function ψ : S
2 → R vanishing at p0 and positive on S
2 − {p0}. It
is easily checked that Z = ψZ ′ is a limit vector field (here Q is the equator plus both poles,
thus the dimension of Q does not exceed 1, and observe that the only sources are the poles).
Now assume k ≥ 3; let Z˜ be a limit vector field on Sk−1 constructed by induction. On A
consider the vector field Z = ϕ(t)∂/∂t + (1 − ϕ2(t))Z˜, where Z˜ is regarded as a vector field
on A in the obvious way, that is tangent to the second factor, and extend it outside of A by
−ξ on the north part and by ξ on the south one. We now prove that Z is a limit vector field
on Sk.
First note that the only sources of Z are the poles. Moreover, Z does not have any rivet,
which implies that Z has no chain. Indeed clearly no point of Sk −E is a rivet; on the other
hand if (0, q) is a rivet, as Z is tangent to {0} × Sk−1 the only trajectory whose ω-limit is
this point is included in {0} × Sk−1. But clearly (−δ, 0) × {q} for a δ > 0 sufficiently small
is included in a trajectory with ω-limit (0, q) what leads to contradiction.
By construction, no trajectory in Sk − E is regular and periodic, so Z does not possess
any periodic regular trajectory. On the other hand, if Z˜ is regarded as a vector field on E
and Q˜ ⊂ E satisfies condition (iii) for Z˜, it suffices to take as Q the union of all trajectories
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of ξ passing through Q˜ plus both poles. For if p ∈ (Sn − E) and q ∈ E belong to the same
ξ-trajectory, then the ω-limit of the Z-trajectory of p equals the ω-limit of the Z˜-trajectory
of q. 
3. The almost free case
Let M be a connected manifold of dimension m. Given a diffeomorphism ϕ : M →M , the
isotropy of ϕ is the set Iϕ : = {p ∈ M : ϕ(p) = p}. A point p ∈ Iϕ is said to be positive
or negative according to the sign of the determinant of ϕ∗(p) : TpM → TpM . Obviously
Iϕ = I
+
ϕ ∪ I
−
ϕ where the positive isotropy I
+
ϕ is the set of positive points and the negative
isotropy I−ϕ that of negative ones.
If ϕ 6= Id has finite order, that is to say ϕ spans a finite subgroup of diffeomorphisms, then
ϕ is an isometry for some Riemannian metric. Thus if p ∈ Iϕ, the use of normal coordinates
with origin p allows us to identify the diffeomorphism ϕ with an element of O(m) different
from the identity. Therefore locally I−ϕ is a regular submanifold of codimension ≥ 1 and I
+
ϕ
a regular submanifold of codimension ≥ 2.
By definition the maximal isotropy Imaxϕ is the set of those points p ∈ I
−
ϕ such that the
codimension of I−ϕ at p equals 1. It is easily seen that I
max
ϕ is either empty or a closed regular
submanifold of codimension 1. Notice that if p ∈ Imaxϕ then in normal coordinates with origin
p the diffeomorphism ϕ is a symmetry with respect to a hyperplane (the trace of Imaxϕ ).
Let G be a finite group of diffeomorphisms of M . Let e ∈ G be the identity element and
ℓ be the order of G. By the isotropy, the positive isotropy, the negative isotropy and the
maximal isotropy of G we mean
I∗G =
⋃
g∈G−{e}
I∗ϕ
where ∗ equals nothing, +, − or max respectively.
For the purpose of this work one will say that the action of G is almost free if IG = I
max
G .
Lemma 3.1. Assume I+G = ∅. Then the following hold:
(a) If g and h are two different elements of G− {e} then I−g ∩ I
−
h = ∅.
(b) If I−g 6= ∅ then g
2 = e.
Proof. (a) If p ∈ I−g ∩ I
−
h then p belongs to the positive isotropy of gh
−1, so gh−1 = e.
(b) If p ∈ I−g then p belongs to I
+
g2, hence g
2 = e. 
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In the remainder of this section the action of G is assumed to be almost free. Our goal will
be to prove the main theorem under this supplementary hypothesis.
The proof consists of four steps. In the first one, we construct a vector field Z as the
gradient of a suitable G-invariant Morse function µ. In a second step, one modifies Z for
obtaining a new G-invariant vector field Y with as many pseudo-circle as (local) minima of
µ.
The third part is the construction from Y of a G-invariant vector field X that possesses
a countable family of chains. These chains are topological invariant of X and allow us to
control its continuous automorphisms. Finally, the fourth step is devoted to determine these
automorphisms.
3.1. The gradient vector field. Let µ : M → R be a Morse function that is G-invariant,
proper and non-negative, whose existence is assured by a result of Wasserman [9]. Let C
denote the set of critical points of µ, which is closed, discrete and countable. As M is
paracompact, there exists a locally finite family of disjoint open sets {Ap : p ∈ Ap}p∈C which
is G-invariant, i.e. Ag·p = g · Ap for any p ∈ C and any g ∈ G. By shrinking each Ap if
necessary, one constructs a collection of charts {(Ap, ρp)}p∈C such that:
(C.1) ρp(Ap) = B(2rp) for some rp > 0 and ρp(p) = 0.
(C.2) µ =
∑k
j=1 x
2
j −
∑m−1
j=k+1 x
2
j + εx
2
m + µ(p) on Ap where ε = ±1. (Of course k and
ε depend on p, and x = (x1, . . . , xm) are the coordinates associated to the chart
(Ap, ρp). Nevertheless, in order to avoid an over-elaborated notation, these facts are
not indicated unless it is completely necessary.)
(C.3) ρg·p ◦ g ◦ ρ
−1
p equals
• the identity map, if the G-orbit of p has exactly ℓ elements, or
• the identity or the symmetry Γ(x) = (x1, . . . , xm−1,−xm), if the G-orbit of p has
less than ℓ elements.
(C.4) The function µ can be chosen in such a way that the G-orbit of every (local) minimum
has ℓ elements.
Indeed, let O ⊂ C be a G-orbit and fix a point p ∈ O. If |O| = ℓ one constructs such a
chart around p and then use the G-action to get a chart around any point of O.
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If |O| < ℓ then p ∈ IG and, by Lemma 3.1, |O| = ℓ/2 and there exists just one element
h ∈ G − {e} such that h · p = p. Moreover h2 = e. As Ih = I
max
h there are coordinates
(y1, . . . , ym) around p ≡ 0 such that h is given by the symmetry Γ(y) = (y1, . . . , ym−1,−ym).
By Lemma 7.1 applied to coordinates (y1, . . . , ym) (observe that now x and y have ex-
changed their roles) there exist coordinates (x1, . . . , xm) around p ≡ 0 in which h is still given
by the symmetry Γ(x) = (x1, . . . , xm−1,−xm) and µ =
∑k
j=1 x
2
j −
∑m−1
j=k+1 x
2
j + εx
2
m + µ(p),
ε = ±1. Now for another point q ∈ O choose a g ∈ G − {e} such that q = g · p and set
ρq = ρp ◦ g
−1.
Finally if our p is a minimum of µ, always with a G-orbit of ℓ/2 elements, by applying
Proposition 7.2 to a 0 < r′p < min{1, rp} we may modify µ inside ρ
−1(B(rp)) to construct a
new h-invariant Morse function, still called µ, such that each one of its minima in Ap is not
h-invariant and, as before, transfer this modification to every Aq, q ∈ O − {p}, by means of
a g ∈ G− {e} such that g · p = q.
As every minimum in Ap of the new µ is not h-invariant, then the G-orbit of any minimum
in
⋃
q∈O Aq of the new µ has ℓ elements. Obviously the same thing can be done with any
other G-orbit with ℓ/2 elements consisting of minima.
On the other hand since |τ(x)| ≤ ||x||2 in Proposition 7.2, the new function µ is proper
and low bounded by −1 (more exactly the difference between the new function µ and the old
one takes its values in [−2, 0]). Therefore replacing µ by µ+ 1 shows (C.4).
On M there always exists a Riemannian metric g′ that on each ρ−1p (B(rp)) is written as
2
∑m
j=1 dxj ⊗ dxj . Therefore shrinking every Ap allows to assume g
′ = 2
∑m
j=1 dxj ⊗ dxj on
the whole Ap. Moreover taking into account Property (C.3) of the collection {(Ap, ρp)}p∈C
we may assume, without losing the property above, that g′ is G-invariant by considering
(1/ℓ)
∑
h∈G h
∗(g′) instead of g′ if necessary.
Let Z ′ be the gradient vector field of µ with respect to g′ and ϕ : M → R be a G-invariant
proper function that is constant around every p ∈ C. As before, ϕ can be supposed constant
on each Ap by shrinking these open sets if necessary. It is well known that the vector field
Z = e−(Z
′ϕ)2Z ′ is complete. Moreover Z is the gradient of µ with respect to the G-invariant
Riemannian metric g˜ = e(Z
′ϕ)2g′.
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On the other hand g˜ = g′ on every Ap, p ∈ C, since ϕ is constant on these sets. Hence
Z =
k∑
j=1
xj
∂
∂xj
−
m−1∑
j=k+1
xj
∂
∂xj
+ εxm
∂
∂xm
ε = ±1 on each Ap.
3.2. Construction of pseudo-circles. Since µ is non-negative and proper, the α-limit of
any regular trajectory of Z is a (local) minimum or a saddle of µ, whereas its ω-limit is
empty, a (local) maximum or a saddle of µ. Moreover Z does not possesses any pseudo-circle
because no trajectory of a gradient vector field has its α-limit equal to its ω-limit. Clearly Z
does not have rivets nor topological rivets.
Now by modifying Z we will construct a new vector field with as many pseudo-circle as
minima of µ.
Let I be the set of minima of µ and I˜ be that of maxima. For sake of simplicity let us
identify Ai with B(2ri). Denote by Ei, i ∈ I, the sphere in Ai of radius ri and center the
origin. For each i ∈ I there exist εi > 0, 0 < r
′′
i < ri < r
′
i < 2ri and a diffeomorphism
identifying A˜i = B(r
′
i)−B(r
′′
i ) with (−εi, εi)×S
m−1, endowed with coordinates (t, y), in such
a way that Ei corresponds to {0} × S
m−1 and Z to ∂/∂t.
Let ϕi : R → R be a function such that ϕi
(
(−∞,−εi/2]
)
= 1, ϕi
(
[εi/2,∞)
)
= −1 and
ϕi(t) = 0 if and only if t = 0. On every A˜i ≡ (−εi, εi)× S
m−1 define
Y = ϕi(t)∂/∂t + (1− ϕ
2
i (t))Z
′
i
where:
(1) If m ≥ 3 then Z ′i is a limit vector field on S
m−1 regarded on (−εi, εi) × S
m−1 in the
obvious way.
(2) If m = 2 then Z ′i = λi(t, y)(−y2∂/∂y1 + y1∂/∂y2) where the function λi : (−εi, εi) ×
S1 → R vanishes at some point (0, qi) of {0} × S
1 and is positive elsewhere.
Now prolong Y to each Ai by Z inside of Ai − A˜i, that is on B(r
′′
i ), and by −Z outside of
Ai − A˜i, that is on Ai − B(r
′
i). In turn, extend Y already defined on
⋃
i∈I Ai to the whole
manifold M by −Z on M −
⋃
i∈I Ai
To be sure that Y is G-invariant, in each orbit O included in I choose a point i and
construct Y on Ai as before. Then by means of the G-action construct Y on every Aj , j ∈ O.
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As the action of G on
⋃
j∈O Aj is free by property (C.4) of the family {(Ap, ρp)}p∈C , this
construction is coherent. Therefore from now on Y will be assumed G-invariant.
Notice that the singularities of Y in M −
⋃
i∈I Ei are saddles or sources. The singularities
of Y in
⋃
i∈I Ei are never sources nor rivets since each of them is the ω-limit of two or more
regular trajectories traced inM−
⋃
i∈I Ei. Thus Y has no topological rivet and, consequently,
no chain. Besides every Ei contains a single pseudo-circle of Y denoted by Pi henceforth; this
vector field does not possess any other pseudo-circle.
It is easily checked that Y is complete with no regular periodic trajectories. On the other
hand the set Y −1(0) of singularities of Y consists of C plus the singularities in each Ei (a
finite number for every Ei). Since the family {Ei}i∈C is locally finite because {Ap}p∈C is, it
follows that Y −1(0) is discrete and countable. Moreover the set of sources of Y equals I ∪ I˜.
Lemma 3.2. There exists a subset Q ⊂ M , which does not exceed dimension m − 1, such
that for every point q ∈ (M −Q), the Y -trajectory of q is regular and included in M −Q, its
α-limit is a source or empty, and its ω-limit a pseudo-circle.
Proof. As the set of zeros of Y is countable and
⋃
i∈I Ei can be enclosed in dimension m− 1,
it suffices to consider the points q of M −
⋃
i∈I Ei such that Y (q) 6= 0. On the other hand
since the outset and the inset of any saddle is enclosed in dimension m− 1, the set of points
whose α-limit or whose ω-limit is a saddle is enclosed in dimension m− 1.
Thus it suffices to study those points q in M −
⋃
i∈I Ei whose trajectory is regular and
intersects some Ai.
By construction Y is tangent to Ei ≡ {0}×S
m−1 and a limit vector field on this submani-
fold. Therefore there exists {0}×Q˜i ⊂ Ei, which can be enclosed in dimensionm−2, such that
for any q ∈ (Ei−{0}×Q˜i) its Y -trajectory has the pseudo-circle Pi as ω-limit. Consequently,
the pseudo-circle Pi is the ω-limit of the Y -trajectory of each point of (−εi, εi)× (S
m−1− Q˜i).
Let Φt be the flow of Y . The set (−εi, εi)× Q˜i does not exceed dimension m− 1 and, since
Q is countable, neither does
⋃
t∈Q Φt((−εi, εi) × Q˜i). In other words, taking into account
that I is countable follows that the set of points q ∈ (M −
⋃
j∈I Ej), with Y (q) 6= 0, whose
Y -trajectory intersects some Ai but whose ω-limit is not a pseudo-circle may be enclosed in
dimension m− 1.
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Finally if M −Q is not Y -saturated, since all points of the trajectory of q ∈ M −Q have
the same properties, we may replace Q by Q′ = M −M ′ where M ′ is the Y -saturation of
M −Q. 
3.3. Construction of chains. First notice that Y is tangent to IG = I
max
G because it is
G-invariant. Consider a set Q as in Lemma 3.2, which is Y -saturated since M −Q is so. On
the other hand as G is finite the set G ·Q still has the properties of Lemma 3.2. In short, we
may suppose that Q is G and Y -saturated. Since
◦
Q =
◦
IG = ∅ and IG is closed, there exists
a countable set N ⊂ M − (Q ∪ IG) that is dense in M and G-saturated. Observe that any
orbit of the action of G on N has ℓ elements because this action is free. Let F be the family
of all trajectories of Y that intersect N . Observe that F is infinite since no trajectory of Y
is locally dense.
Lemma 3.3. Let U be a G-invariant vector field on M , ϕt be its flow and q be a point whose
U-trajectory is non-periodic. Given (g, t), (h, s) ∈ G × R, if (g ◦ ϕt)(q) = (h ◦ ϕs)(q) then
t = s and either g = h or q ∈ IG.
Proof. From hypotheses, it immediately follows that ((h−1g) ◦ ϕ(t−s))(q) = q. Therefore
q = ((h−1g) ◦ ϕ(t−s))
ℓ(q) = ((h−1g)ℓ ◦ ϕℓ(t−s))(q) = ϕℓ(t−s)(q)
since ℓ is the order of G. Hence ϕℓ(t−s)(q) = q, which implies ℓ(t− s) = 0 and t = s.
Thus (h−1g) · q = q. If h−1g 6= e then q ∈ I(h−1g) ⊂ IG. 
Corollary 3.4. The natural action of G on F is free.
Proof. Assume g · T = T for some g ∈ G and T ∈ F . Then given q ∈ T there exists t ∈ R
such that Φt(q) = g ·q and, applying Lemma 3.3 to Y and q, it follows that t = 0 and g ·q = q.
As q 6∈ IG, then g = e must hold. 
The set F is a disjoint union of G-orbits, say Fn, n ≥ 3 (by technical reasons we start at
natural three). Let N′ = N− {0, 1, 2}. Since by Corollary 3.4 each Fn consists of ℓ different
trajectories one set F = {Tnk : n ∈ N
′, k = 1, . . . , ℓ}, where Fn = {Tnk : k = 1, . . . , ℓ}, in such
a way that Tnk 6= Tn′k′ if (n, k) 6= (n
′, k′). (That is to say first one numbers the G-orbits in
F and then, with a second subindex, the elements of every orbit.)
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Consider a sequence of G-invariant compact sets {Kn}n∈N such that Kn ⊂
◦
Kn+1 and⋃
n∈NKn = M . For every trajectory Tnk let Wnk be a set of n − 1 different points of Tnk in
such a way that:
(a) If g · Tnk = Tnk′ then g ·Wnk = Wnk′.
(b) Wnk ⊂ M −Kn if the α-limit of Tnk is empty.
(c) Wnk ⊂ ρ
−1
i (B(ri/n)) if the α-limit of Tnk is i.
Let W =
⋃
n∈N′, k=1,...,ℓWnk; then C ∪W is a countable set whose accumulation points are
the minima and the maxima of µ, i.e. the elements of I ∪ I˜. Therefore C ∪W is closed and
there exists a function τ :M → [0, 1] ⊂ R such that τ−1(0) = C ∪W . Set X = τY . It easily
seen that:
(1) X−1(0) = Y −1(0) ∪W is countable and closed. The set of its accumulation points
equals I ∪ I˜.
(2) X is complete and has no periodic regular trajectory.
(3) {Pi}i∈I is the family of all pseudo-circles of X .
(4) Let Cnk be the family of X-trajectories of Tnk −Wnk endowed with the order induced
by that of Tnk as Y -trajectory. Then Cnk is a chain of X of order n whose rivets are
the points of Wnk. Besides Cn1, . . . , Cnℓ are the only chains of X of order n and hence
{Cnk}, k = 1, . . . , ℓ, n ∈ N
′, is the set of all the chains of X .
Denote by Hnk the last link of Cnk and by Pλ(n,k) the ω-limit of Hnk (therefore λ is
a map from N′ × {1, . . . , ℓ} to I).
(5)
⋃
n∈N′, k=1,...,ℓHnk is dense in M .
Remark 3.5. Notice that the chains Cnk given by (4) can be described in topological terms
as finite sequences of X-trajectories such that:
(i) Between two consecutive links, the ω-limit of the first one equals the α-limit of the
second one. Moreover this set consists in a topological rivet.
(ii) The α-limit of the first link is an accumulation point of X−1(0) or empty.
(iii) The ω-limit of the last link is a pseudo-circle.
Observe that {Cnk}, k = 1, . . . , ℓ, n ∈ N
′, is the set of all the objects satisfying (i), (ii) and
(iii) above because W is the set of topological rivets of X (Y has no rivet). Therefore any
continuous automorphisms of X maps chains to chains.
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By definition the roll Ri, i ∈ I, is the union of all Hnk whose ω-limit equals Pi.
3.4. X is a suitable vector field. In this subsection Φt will be the flow of X . Consider a
homeomorphism f : M →M such that f ◦ Φt = Φt ◦ f for any t ∈ R.
Proposition 3.6. For each roll Ri there exist ti ∈ R and gi ∈ G such that f = gi ◦ Φti on
Ri.
Proof. Fixed a Ri consider a chain Cnk whose last link Hnk has Pi as ω-limit. By Remark 3.5,
f(Cnk) is a chain of of order n, so f(Cnk) = Cnk′ and f(Hnk) = Hnk′ for some k
′ ∈ {1, . . . , ℓ}.
Moreover f(Pi) is the ω-limit of Hnk′.
As Fn = {Tn1, . . . , Tnℓ} is an orbit of the action of G on F , there exists h ∈ G such that
h ·Tnk = Tnk′, hence h ·Hnk = Hnk′. Now by composing f on the left with h
−1 we may assume
f(Cnk) = Cnk, f(Hnk) = Hnk and f(Pi) = Pi.
Since f commutes with any Φt and the regular trajectory of Pi is not periodic, there exists
a single ti ∈ R such that f = Φti on Pi.
Now consider any Hab, (a, b) ∈ N
′ × {1, . . . , ℓ}, with ω-limit Pi. Then f(Hab), which is the
last link of f(Cab), has Pi as ω-limit too.
Recall that the G-orbit of i possesses ℓ elements, that is to say if i 6∈ IG. Therefore there
is a single Hab′ with ω-limit Pi; Hab itself. Indeed, there are only ℓ chains of order a and the
ω-limits of their last links are included in the disjoint union
⋃
g∈G(g · Ai). In other words
f(Hab) = Hab.
But Hab is a non-periodic regular trajectory and f commutes with the flow Φt, so there
exists t′ ∈ R such that f = Φt′ on Hab. As Pi is the ω-limit of Hab one has f = Φt′ on Pi too,
hence t′ = ti. 
From Proposition 3.6, it immediately follows:
Corollary 3.7. For every roll Ri there exist ti ∈ R and gi ∈ G such that f = gi ◦ Φti on Ri.
Lemma 3.8. The family {Ri}i∈I is locally finite and
⋃
i∈I Ri =M .
Proof. For the first part it suffices to show that {Ri}i∈I is locally finite. From the fact that
Pi is included in Ai follows that µ(Ri) is low bounded by µ(i). But I is a discrete set and µ
a non-negative proper Morse function, so in every compact set µ−1((−∞, a]) there are only
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a finite number of elements of I. Therefore µ−1((−∞, a]) and of course µ−1(−∞, a) only
intersect a finite number of rolls Ri. Finally, observe that M =
⋃
a∈R µ
−1(−∞, a).
By construction of X (see Property (5))
⋃
n∈N′, k=1,...,ℓHnk is dense in M . On the other
hand
⋃
i∈I Ri is closed because {Ri}i∈I is locally finite, so
⋃
i∈I Ri is a closed set that includes⋃
n∈N′, k=1,...,ℓHnk. 
Lemma 3.9. All scalars ti given by Corollary 3.7 are equal.
Proof. Assume that the family {ti}i∈I possesses two or more elements. Fixed one of them,
say t, set D1 the union of all Ri such that ti = t and D2 the union of all Ri such that ti 6= t.
By Lemma 3.8, D1 and D2 are closed and M = D1 ∪D2.
On the other hand if p ∈ D1 ∩ D2 then there exist Ri ⊂ D1 and Rj ⊂ D2 such that
p ∈ Ri ∩ Rj ; so f(p) = (gi ◦ Φti)(p) = (gj ◦ Φtj )(p). As ti 6= tj from Lemma 3.3 applied to
X and p follows that the X-orbit of p is periodic. Hence X(p) = 0 since X has no periodic
regular trajectories, which implies that D1 ∩D2 is countable. Consequently M −D1 ∩D2 is
connected. But M − D1 ∩D2 = (D1 − D1 ∩D2) ∪ (D2 −D1 ∩ D2) where the terms of this
union are non-empty, disjoint and closed in M −D1 ∩D2, contradiction. 
Now composing f with Φ−t where t is the scalar given by Corollary 3.7 and Lemma 3.9 we
may assume, without lost of generality, that f(x) = gx · x for any x ∈ M where gx ∈ G. For
finishing the proof of the existence of (g, t) ∈ G× R such that f = g ◦ Φt it suffices to apply
the following result:
Lemma 3.10. Consider a continuous and injective map τ : M → M . Assume for every
x ∈M there exists gx ∈ G such that τ(x) = gx · x. Then τ = g for some g ∈ G.
Proof. Given g ∈ G set Dg : = {p ∈ M − IG : τ(p) = g · p}. As the space is Hausdorff Gg
is closed in M − IG. Moreover Dg ∩ Dh = ∅ when g 6= h since the action of G on M − IG
is free. As G is finite and M − IG =
⋃
h∈GDh, every Dg is open too so union of connected
components of M − IG.
Some of the sets Dg, g ∈ G, has to be non-empty and by composing τ on the left with a
suitable element of G one may assume De 6= ∅. Let us see that De is open in M . If so the
proof is finished since M is connected and necessarily De = M .
Consider any p ∈ De. If p ∈ M − IG then p ∈ De and it is an interior point. Now assume
p ∈ Ih = I
max
h for some h ∈ G − {e}. Then around p there exist coordinates (x1, . . . , xm)
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whose domain D is diffeomorphic through these coordinates to an open ball B(r) such that
p ≡ 0 and h is given by the symmetry Γ(x) = (x1, . . . , xm−1,−xm).
Let S+ be the open half domain defined by xm > 0 and S
− that given by xm < 0. If r
is sufficiently small then S+ ∪ S− ⊂ M − IG, and IG ∩D and Ih ∩D are equal and defined
by xm = 0 (see (a) of Lemma 3.1). As p ∈ De and De is an union of connected components
of M − IG necessarily one at least of the foregoing open half domains is included in De.
Assume S+ ⊂ De, the other case is similar. If S
− 6⊂ De then S
− ∩De = ∅ and there is some
g¯ ∈ G− {e} such that S− ⊂ Dg¯ because S
− is connected.
By continuity g¯ · p = τ(p) and e · p = τ(p), hence g¯ · p = p and by (a) of Lemma 3.1 one has
g¯ = h. Therefore τ on S− equals h. Thus τ(0, . . . , 0,−ε) = (0, . . . , 0, ε) = e · (0, . . . , 0, ε) =
τ(0, . . . , 0, ε), ε > 0, and τ is not injective, contradiction. In short S− ⊂ De and necessarily
p ∈ D ⊂ De. 
Finally, if g ◦ Φt = IdM then IdM = (g ◦ Φt)
ℓ = gℓ ◦ Φℓt = Φℓt. As X has regular non-
periodic trajectories t = 0, so g = e. This fact implies the injectivity of the morphism from
G×R to Aut0(X). Therefore the main theorem is proved under the supplementary hypothesis
IG = I
max
G .
Remark 3.11. Consider a function ϕ : M → R that is G-invariant, positive and bounded.
Then ϕX is a complete vector field. Besides X and ϕX have the same trajectories (with
different speeds but the same orientation by the time), α and ω-limits, pseudo-circles, rolls,
rivets and chains. Therefore reasoning as before but this time with ϕX shows that (g, t) ∈
G× R→ g ◦ Φ˜t ∈ Aut0(ϕX) is a group isomorphism where Φ˜t is the flow of ϕX .
In other words ϕX is a suitable vector field too.
4. The general case
In this section the main result will be proved in the general case by reducing it to the
almost free one.
Given g ∈ G − {e} let Jg be the set of those points p ∈ Ig such that the dimension of Ig
at p is ≤ m− 2. Set JG : =
⋃
g∈G−{e} Jg. It is easily seen that JG is a G-invariant closed set
and M − JG a G-invariant dense open set.
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One will say that the dimension of a point p ∈ JG is zero if the dimension at p of every Ig
such that p ∈ Jg, is zero. Let S0 be the set of all points of JG of dimension zero. Clearly S0
is G-invariant and S0 ⊂ JG.
By making use of normal coordinates with respect to a G-invariant Riemannian metric,
centered at points of JG, it is easily checked that:
(1) S0 has no accumulation point so it is countable and closed.
(2) Every q ∈ S0 possesses a neighborhood whose intersection with JG equals {q}.
(3) For any q ∈ JG − S0 and any neighborhood A of q the set A ∩ JG is uncountable.
Since M is paracompact (even more σ-compact) from (1) and (2) follows the existence of a
locally finite family of disjoint open sets A˜ = {A˜q}q∈S0 such that every A˜q ∩ S0 = {q}. As S0
is G-invariant and G is finite shrinking the elements of A˜ allows us to assume that this family
is G-invariant. Even more one can suppose that each A˜q is a domain of normal coordinates
centered at q of some G-invariant Riemannian metric.
For every q ∈ S0 consider a set q ∈ Cq ⊂ A˜q that in the normal coordinates mentioned
before is a closed non-trivial segment sufficiently small. Set Dq : = {(g, p) ∈ G×S0 : g ·p = q}
and Eq : =
⋃
(g,p)∈Dq
g · Cp. Then Eq ⊂ A˜q so the family {Eq}q∈S0 is locally finite, hence
S1 : =
⋃
q∈S0
Eq is closed. Moreover S1 is G-invariant and any neighborhood of any point of
S1 includes uncountably many points of S1. On the other hand we may assumed that M −S1
is connected without loss of generality.
Thus the set M˜ : = M − (JG ∪S1) is G-invariant, connected, dense and open, since S1 can
be enclosed in dimension one and Jg in dimension m− 2 and M −S1 was connected. Besides
each neighborhood of every point of JG ∪S1 contains uncountably many elements of JG ∪S1.
On the other hand the action of G on M˜ is almost free. Indeed, if q ∈ Ig ∩ M˜ for some
g ∈ G− {e} then q 6∈ Jg so the dimension of Ig at q equals m− 1 and q ∈ I
max
g .
By [8, Proposition 5.5] there exists a bounded function ϕ : M → R, which is positive on
M˜ and vanishes on M − M˜ , such that the vector field Xˆ on M defined by Xˆ = ϕX on M˜
and Xˆ = 0 on M − M˜ is differentiable.
Notice that g−1∗ (Xˆ) equals (ϕ◦g)X and zero onM−M˜ . Therefore by taking ℓ
−1
∑
g∈G(ϕ◦g)
instead of ϕ we my assume that ϕ is G-invariant, which implies that Xˆ is G-invariant too.
Given a singularity p of Xˆ one has two possibilities:
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(a) Any neighborhood of p contains uncountably many zeros of Xˆ ; that is to say p ∈
M − M˜ .
(b) There is a neighborhood of p that only includes countably many zeros of Xˆ ; that is
to say p ∈ M˜ and X(p) = 0.
Consider f ∈ Aut0(Xˆ). From (a) and (b) follows that f(M−M˜) = M−M˜ and f(M˜) = M˜ .
Thus the restriction of f to M˜ is a continuous automorphism of Xˆ|M = ϕX and, by Section
3, there exist g ∈ G and t ∈ R such that f = g ◦ Φˆt on M˜ where Φˆt is the flow of Xˆ . By
continuity f = g ◦ Φˆt everywhere. The uniqueness of g and t is obvious. In short the main
result is proved in the general case.
5. Actions on manifolds with boundary
Let P be a m-manifold with nonempty boundary ∂P . Then each homeomorphism f : P →
P induces a homeomorphism f : ∂P → ∂P . Therefore the same reasoning as in Section 4 of
[8] shows that the main result of the present paper also holds for a connected manifold P , of
dimension m ≥ 2, with nonempty boundary and a finite subgroup G of Diff(M).
6. Examples
Example 6.1. On R2 consider the group of two elements G = {e, g} where g(x) = (−x1, x2).
Then the action of G on R2 is almost free and ImaxG = {0} × R. For constructing a suitable
vector field X as in Section 3, one can start with the Morse function µ = (x21 − 1)
2 + x22 that
has two minima at (1, 0) and (−1, 0) respectively and a saddle at the origin.
Therefore at the end of the process X has two pseudo-circles around (1, 0) and (−1, 0)
respectively. Moreover the set of singularities of X is countable and accumulates towards
(1, 0), (−1, 0) and the infinity. Observe that ImaxG consists of a singular point and two regular
trajectories with the singular point as α-limit and empty ω-limit.
In a similar way, on S2 one may consider the group G = {e, g} where now g(x) =
(x1, x2,−x3) and the Morse function µ = 2x
2
1 + x
2
2 that has two minima at (0, 0,±1), two
maxima at (±1, 0, 0) and two saddles at (0,±1, 0). The action of G is almost free and there
is no minimum on ImaxG = S
2 ∩ (R2 × {0}).
Example 6.2. Let M be a connected compact manifold of dimension m ≥ 2. Given G,
a finite group of diffeomorphisms of M , and a G-invariant Morse function µ, let X be the
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gradient vector field of µ with respect to a G-invariant Riemannian metric. Then, although
the group of smooth automorphisms of X , namely Aut(X), may equal G × R (e.g. in [8,
Example 5.2]), the group Aut0(X) is strictly greater than G× R.
Indeed, first note that there always exist a minimum and a maximum of µ, that we denote
by p and q, and a trajectory γ of X whose α-limit and ω-limit are p and q respectively.
Consider a closed sufficiently small (m − 1)-disk D transverse to X and intersecting γ just
once. We may suppose, without lost of generality, that every trajectory of X intersects D at
most once and if so its α-limit equals p and its ω-limit q.
Let E be the set of those points of M whose trajectory meets D. Then E is diffeomorphic
to D × R in such a way that X becomes ∂/∂s where D × R is endowed with coordinates
(x, s) = (x1, . . . , xm−1, s).
For each continuous function λ : D → R such that λ(∂D) = 0 one defines f ∈ Aut0(X) to
be f = Id on M − E and f(x, s) = Φλ(x)(x, s) = (x, s + λ(x)) on E, where Φt is the flow
of X . As E − E = ((∂D) × R) ∪ {p, q} our f is continuous. Its inverse is given by −λ and
obviously f is an automorphism of X , which in general does not belong to G× R.
Other way for constructing such a f is to consider a homeomorphism τ : D → D with
τ|∂D = Id|∂D and set f(x, s) = (τ(x), s) on E, f = Id elsewhere.
Observe that an analogous construction can be done if the gradient field is slightly modified,
namely if one adds a finite number of new singularities of index zero. Thus, in general, the
group of continuous automorphisms of vector fields constructed in [8] is strictly greater than
G×R (for the non-compact case the reasoning above can be easily adapted if there is at least
a maximum). In other words, these vector fields determine G in the smooth category but not
in the continuous one.
The next two examples are extensions of Corollary 1.2 to situations where differentiability
at every point is not assured. One has:
Proposition 6.3. Consider a finite group G of homeomorphisms of a connected C∞ manifold
M of dimension ≥ 2. Let A be a G-invariant open set of M . Assume that:
(a) A is connected and dense, and every neighborhood of each point of M − A contains
uncountably many points of M −A.
(b) Under restriction each element of G is a diffeomorphism of A.
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Then there exists a G-invariant smooth, and therefore continuous, flow ψ : R ×M → M
such that the map
G× R → Aut0(ψ)
(g, t) 7→ g ◦ ψt
is a group isomorphism.
Proof. Consider G under restriction as a group of diffeomorphisms of A and define JG and
S1 as in Section 4 (for A of course). Set M˜ = M − (JG ∪S1 ∪ (M −A)) = A− JG ∪S1. Then
the action of G on M˜ is almost free, which gives rise to a suitable vector field X on M˜ .
Since JG ∪ S1 ∪ (M − A) is a closed set of M with empty interior, a vector field Xˆ on M
that
(1) vanishes in JG ∪ S1 ∪ (M − A) and
(2) on M˜ equals ϕX for a suitable function ϕ : M → R,
can be constructed as in Section 4.
The flow of Xˆ has the required properties. Indeed, any neighborhood of any point of
JG ∪ S1 ∪ (M − A) includes uncountably many points of this set, and one can reason as in
the second part of Section 4. 
Example 6.4. Following the notation in [4, pp. 23–24], in C4 endowed with coordinates
z = (z0, z1, z2, z3) the equations
z30 + z
2
1 + z
2
2 + z
2
3 = 0
3∑
k=0
zkz¯k = 1
define a smooth real submanifold that is diffeomorphic to the standard sphere S5 such that
β(z) = (e2πi/3z0, z1, z2, z3) defines a diffeomorphism of S
5 of order three, whose set of fixed
points is (diffeomorphic to) RP 3 [4, REMARKS p. 24].
The (topological) suspension of S5 and that of β give rise to a homeomorphism f : S6 → S6
of order three, whose set of fixed points is (homeomorphic to) the suspension of RP 3 in such a
way that the vertices are the poles. Therefore f cannot be smoothed otherwise the suspension
of RP 3 has to be a differentiable manifold, which is not the case.
Let G be the group of homeomorphisms of S6 spanned by f , whose order equals three.
Clearly G cannot be smoothed. However, away of the poles G is a group of diffeomorphisms.
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Consider a meridian (that is the intersection of S6 ⊂ R7 with a plane passing through the
origin and the poles) and saturate it under the action of G for constructing a G-invariant
compact set C. Finally set A = S6 − C and apply Proposition 6.3 for concluding that, even
if G cannot be smoothed, there exists a differentiable flow on S6 that determines G.
Theorem 6.5. Let G be a finite group of homeomorphisms of a connected compact topological
4-manifold M with no boundary. Assume that the action of G is free. Then there exist a
continuous flow Φ˜ that determines G.
We devote the rest of this section to the proof of Theorem 6.5.
Let P = M/G be the topological quotient manifold and π : M → P the canonical projec-
tion, which is a covering.
Fix a point a of P . Then P ′ : = P − {a} has a structure of smooth manifold (Quinn [7]).
The pull-back of this structure defines a smooth structure in M ′ : = M − π−1(a) = π−1(P ′)
in such a way that the natural action of G on M ′ is smooth and π : M ′ → P ′ is a smooth
covering.
Consider a set a ∈ C ⊂ P that with respect to some topological coordinates centered
at a is a closed non-trivial segment sufficiently small; assume that a is one of its vertices.
Then π−1(C) is a disjoint union of compact sets C1 ∪ . . . ∪ Cℓ where ℓ is the order of G and
each π : Cj → C a homeomorphism. Notice that P − C is connected and dense in P , and
M − π−1(C) is connected, dense in M and G-invariant.
Now construct a suitable vector field X on M − π−1(C). Since π−1(C − {a}) is closed in
M ′, a vector field X̂ that vanishes on π−1(C − {a}) and equals ϕX on M − π−1(C) for a
suitable function ϕ : M ′ → R can be constructed as in Section 4.
On the other hand the flow Φ̂ of X̂ can be extended into a continuous flow Φ˜ : R×M → M
by setting Φ˜(R × {b}) = b for every b ∈ π−1(a). Accept this fact by the moment; we will
prove it later on. If f : M → M is a continuous automorphism of Φ˜, then f(π−1(C)) =
π−1(C) by the same reason as in Section 4 (replace singularities of X̂ by stationary points
of the flow Φ˜ and take into account that any neighborhood of any point of π−1(C) contains
uncountably many points of π−1(C)). Therefore f : M−π−1(C)→M−π−1(C) is a continuous
automorphism of X̂ and hence f = g ◦ Φ̂t = g ◦ Φ˜t on M −π
−1(C) for some g ∈ G and t ∈ R.
Since M − π−1(C) is dense in M , by continuity f = g ◦ Φ˜t everywhere.
Clearly if g ◦ Φ˜t = Id then g = e and t = 0.
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In short, even if M has no smooth structure, the continuous flow Φ˜ determines G.
Let us prove that Φ˜ is a continuous flow. The only difficult point is the continuity. Note
that as Φ̂ is G-invariant there is a smooth flow ψ : R×P ′ → P ′ such that π ◦ Φ̂ = ψ ◦ (Id×π)
(it is the flow associated to the projection of X̂ onto P ′). Denote by ψ˜ : R × P → P the
extension of ψ defined by setting ψ˜(R× {a}) = a. Observe that π ◦ Φ˜ = ψ˜ ◦ (Id× π).
Lemma 6.6. ψ˜ is continuous.
Proof. As before the difficult point is the continuity. For checking it one will show that
ψ˜ : [a, b]× P → P is continuous for any a < b belonging to R.
Consider a map s : E1 → E2 between locally compact but not compact topological spaces.
Denote by A(Ek), k = 1, 2, the Alexandroff compactification of Ek and by A(s) : A(E1) →
A(E2) the extension of s that maps the infinity point of A(E1) to that of A(E2). Recall that
A(s) is continuous if and only if s is proper.
The map h : [a, b]×P ′ → [a, b]×P ′ given by h(t, x) = (t, ψ(t, x)) is a homeomorphism and
hence A(h) : A([a, b]× P ′)→ A([a, b]× P ′) is continuous.
In turn the second projection π2 : [a, b]×P
′ → P ′ is proper, soA(π2) : A([a, b]×P
′)→ A(P ′)
is continuous.
Since the Alexandroff compactification is the smallest one among the Hausdorff compact-
ifications, the map g : [a, b] × A(P ′) → A([a, b] × P ′) that equals the identity on [a, b] × P ′
and maps [a, b]× {∞} to ∞ is continuous.
Finally if one identifies P to A(P ′) by regarding a like the infinity point, then ψ˜ = A(π2) ◦
A(h) ◦ g. 
Corollary 6.7. Φ˜ is continuous.
Proof. Consider the map l : R×M → P given by l(t, x) = ψ˜(t, π(x)) and a point v ∈M ′. As
R is contractile, then l is homotopic to the map
R×M → P
(t, x) 7→ π(x)
Therefore l♯
(
π1(R × M, (0, v))
)
= π♯
(
π1(M, v)
)
and hence, with respect to the covering
π : M → P , there exists a lift L : R×M →M of l, with initial condition L(0, v) = v. Moreover
L = Φ˜ on R×M ′ since one knows that Φ˜ is continuous on R×M ′ and π ◦ Φ˜ = ψ˜ ◦ (Id× π).
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Finally as X̂ vanishes on π−1(C − {a}), it follows that L = Φ˜ = Id on R× π−1(C − {a}).
By continuity L(R× {b}) = b for each b ∈ π−1(a). Thus L = Φ˜ everywhere. 
7. Appendix
In this section B(r), r > 0, will be the ball in Rm, endowed with coordinates (x1, . . . , xm),
of center the origin and radius r, and Γ: Rm → Rm the symmetry given by Γ(x1, . . . , xm) =
(x1, . . . , xm−1,−xm).
Lemma 7.1. Consider a function µ defined around the origin of Rm and Γ-invariant. Assume
that the origin is a non-degenerated singularity. Then about the origin there exist coordinates
(y1, . . . , ym) such the coordinates of the origin are still (0, . . . , 0),
µ =
k∑
j=1
y2j −
m−1∑
j=k+1
y2j + εy
2
m + µ(0)
where ε = ±1, and Γ(y1, . . . , ym) = (y1, . . . , ym−1,−ym).
Proof. As µ is Γ-invariant its restriction to the hyperplane H defined by xm = 0 has a non-
degenerated singularity at the origin. Therefore coordinates (x1, . . . , xm) can be replaced by
coordinates (y1, . . . , ym−1, xm) in such a way that Γ(y1, . . . , ym−1, xm) = (y1, . . . , ym−1,−xm)
and
µ(y1, . . . , ym−1, 0) =
k∑
j=1
y2j −
m−1∑
j=k+1
y2j + µ(0).
On the other hand from the Taylor expansion in variable xm transversely to H it follows
µ(y1, . . . , ym−1, xm) = µ(y1, . . . , ym−1, 0)
+xm
∂µ
∂xm
(y1, . . . , ym−1, 0) + x
2
mf(y1, . . . , ym−1, xm).
By the Γ-invariance ∂µ
∂xm
(y1, . . . , ym−1, 0) = 0 and f(y1, . . . , ym−1,−xm) = f(y1, . . . , ym−1, xm).
Moreover 2f(0) = ∂
2µ
∂x2m
(0) 6= 0 since the origin is a non-degenerated singularity. Therefore
close to the origin (y1, . . . , ym−1, ym), where ym = xm|f(y1, . . . , ym−1, xm)|
1/2, is a system of
coordinates as required. 
Proposition 7.2. For every r > 0 there exists a Morse function τ : Rm → R such that:
(a) τ is Γ-invariant.
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(b) If p is a minimum of τ then Γ(p) 6= p, that is to say p does not belong to the hyperplane
xm = 0.
(c) |τ(x)| ≤ ||x||2 on Rm and τ(x) = ||x||2 on Rm −B(r).
For proving the foregoing proposition we need:
Lemma 7.3. There exists a smooth function ρ : R→ R such that
(a) ρ(t) = 1 if t ≥ 1, ρ(t) = −1 if t ≤ 0, ρ(1/2) = 0, 0 < ρ < 1 on (1/2, 1) and
−1 < ρ < 0 on (0, 1/2). Moreover ρ(1 − t) = −ρ(t), t ∈ R, that t is to say ρ is
anti-symmetrical with respect to t = 1/2.
(b) ρ ′ ≥ 0 on R and ρ ′ > 0 on (0, 1). Moreover ρ ′(1− t) = ρ ′(t), t ∈ R.
(c) ρ ′′ > 0 on (0, 1/2), ρ ′′ < 0 on (1/2, 1) and ρ ′′ = 0 on (R− (0, 1)) ∪ {1/2}. Moreover
ρ ′′(1− t) = −ρ ′′(t), t ∈ R.
Proof. Let ϕ be a smooth function meeting the requirements of (c). Denote by ϕ1 its primitive
with initial condition ϕ1(0) = 0 and by ϕ2 the primitive of ϕ1 such that ϕ2(1/2) = 0.
Then ϕ2 is constant and positive on [1,∞) while it is constant and negative on (−∞, 0].
Moreover ϕ2(0) = −ϕ2(1). The function ρ = (ϕ2(1))
−1ϕ2 meets the requirements of the
lemma (draw the graphics of ϕ, ϕ1 and ϕ2). 
Corollary 7.4. Consider the function λ defined by λ(t) = tρ(t). If λ′(c) = 0 then c ∈ (0, 1/2)
and λ′′(c) > 0.
Proof of Proposition 7.2. First observe that if τ is like in Proposition 7.2 for r = 1, then for
any other r > 0 it suffices to take τr(x) = r
2τ(r−1x).
Consider a function ρ as in Lemma 7.3 and set τ(x) = x21+ · · ·+ x
2
m−1+ x
2
mρ(||x||
2). Then
|τ(x)| ≤ ||x||2 everywhere and τ(x) = ||x||2 if ||x|| ≥ 1. On the other hand an elementary
computation making use of Corollary 7.4 shows that the singularities of τ are always non-
degenerate and belong to the last axis, while the origin is a saddle. 
Remark 7.5. As in one variable between two consecutive minima there always exists a
maximum, the function λ of Corollary 7.4 has a single singularity, which is a minimum. A
more careful computation shows that function τ of the proof of Proposition 7.2 has just three
singular points: a saddle and two minima.
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