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Abstract
Regard the closed interval [0, 1] as a stick. Partition [0, 1] into n+1 different intervals I1, . . . , In+1,
where n ≥ 2, which represent smaller sticks. The classical Broken Stick problem asks to find the
probability that the lengths of these smaller sticks can be the side lengths of an (n+1)-gon. We will
show that this probability is 1− n+1
2n
by using multiple integration.
1 Introduction
Consider the closed interval [0, 1], and partition the interval into n + 1 different smaller intervals
I1, . . . , In+1, where n ≥ 2. The Broken Stick problem asks to find the probability that these smaller
sticks have valid side lengths of an (n + 1)-gon. By classical geometry, this is equivalent to finding the
probability that the length of each Ii is less than the sum of the lengths of all Ij for j 6= i. The answer
to this problem is
1−
n+ 1
2n
,
as studied in [1] using combinatorial topology. In particular, in the famous case n = 2, the problem asks
what is the probability that I1, I2, I3 have valid side lengths of a triangle. Various methods from convex
geometry to obtain the solution 1/4 have appeared in the literature (see all of [2–6]).
In this paper, we will give an alternative solution to the Broken Stick problem using multiple inte-
gration. Following [1], we let X1, . . . , Xn be n independent and identically distributed uniform random
variables on [0, 1], which represent the breaking points of the stick [0, 1]. Without loss of generality, we
assume the ordering X1 ≤ . . . ≤ Xn and mathematically formulate the constraints of each Xi needed
to satisfy the Broken Stick Problem. We then deduce that we can have k of these random variables
can be at least 1/2, where 1 ≤ k < n, and we calculate the probability based on each k using multiple
integration. We sum all these individual probabilities together and multiply by n! to deduce the final
answer.
2 Multiple Integration Solution
As stated in the introduction, we let X1, . . . , Xn be n independent and identically distributed uniform
random variables on [0, 1], where n ≥ 2, which represent the breaking points of the stick [0, 1].
Without loss of generality, we assume the ordering X1 ≤ . . . ≤ Xn, so that [0, 1] is partitioned in
the following way.
[0, X1] ∪ [X1, X2] ∪ . . . ∪ [Xn−1, Xn] ∪ [Xn, 1].
Now, we label these n+ 1 different intervals.
Ii =


[0, X1] i = 1
[Xi−1, Xi] 1 < i ≤ n
[Xn, 1] i = n+ 1
.
The Broken Stick problem asks us to find the probability that the length of each Ii is less than the
sum of the lengths of all the other intervals Ij for j 6= i. We explicitly write out such conditions in terms
of inequalities.
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Theorem 2.0.1 (Broken Stick Conditions with Ordering). The Broken Stick problem is equivalent to
computing the probability
Pr
(
X1 <
1
2
, X2 −X1 <
1
2
, . . . , Xn−1 −Xn <
1
2
, Xn >
1
2
)
. (2.1)
Proof. Let ℓ(I) denote the length of the interval I.
We must have
X1 = ℓ(I1) <
∑
j 6=1
ℓ(Ij)
=
n∑
j=2
(Xj −Xj−1) + (1 −Xn) = 1−X1.
Rearranging gives X1 <
1
2
, the first constraint in (2.1).
For 1 < i ≤ n, we have
Xi −Xi−1 = ℓ(Ii) <
∑
j 6=i
ℓ(Ij)
= X1 +
n∑
j=1
j 6=i
(Xj −Xj−1) + (1−Xn) = 1−Xi +Xi−1.
Rearranging gives Xi −Xi−1 <
1
2
, for each 1 < i ≤ n, which are the next n− 1 constraints in (2.1).
Lastly, the condition
1−Xn = ℓ(In+1) <
∑
j 6=n+1
ℓ(Ij)
= X1 +
n∑
j=2
(Xj −Xj−1) = Xn.
Rearranging gives 1
2
< Xn, which the last constraint in (2.1).
To aid our setup of the multiple integral corresponding to the probability (2.1), we examine how
many of these Xi can be at least 1/2.
Theorem 2.0.2. Assume that X1, . . . , Xk <
1
2
while Xk+1, . . . , Xn ≥
1
2
and the constraints in (2.1)
hold. Then we have 1 ≤ k < n.
Proof. It is clear from the first constraint in (2.1) that k ≥ 1. Notice k 6= n, or else this would contradict
the very last constraint in (2.1).
Under the assumptions of the previous theorem, we can get the probability (2.1) using a multiple
integral. We set up this multiple integral.
Theorem 2.0.3. Assuming the hypotheses of Theorem 2.0.2, we have probability (2.1) is equal to the
multiple integral
In,k =
∫ 1
2
0
∫ 1
2
x1
. . .
∫ 1
2
xk−1
∫ 1
2
+xk
1
2
∫ 1
xk+1
. . .
∫ 1
xn−1
dxn . . . dxk+2 dxk+1 dxk . . . dx2 dx1. (2.2)
Proof. The first constraint in (2.1) immediately gives the integral bound 0 < X1 <
1
2
.
For each 1 ≤ i ≤ k, we have by assumption Xi−1 < Xi <
1
2
and by the appropriate constraint in
(2.1) that Xi <
1
2
+Xi−1. Thus,
Xi−1 < Xi < min
(
1
2
,
1
2
+Xi−1
)
=
1
2
.
2
For i = k + 1, we have by assumption Xk < Xk+1 and
1
2
< Xk and by the appropriate constraint in
(2.1) that Xk <
1
2
+Xk. Thus,
1
2
= max
(
Xk,
1
2
)
< Xk+1 <
1
2
+Xk.
Finally, for k+2 ≤ i ≤ n, we have by assumption both Xi−1 < Xi and Xi < 1 and by the appropriate
constraint in (2.1) that Xi <
1
2
+Xi−1. Thus,
Xi−1 < Xi < min
(
1,
1
2
+Xi−1
)
= 1.
Before we evaluate the multiple integral In,k from the previous theorem, we recall a standard inte-
gration formula involving a monomial over a simplex.
Theorem 2.0.4. If α ∈ N ∪ {0} and m ∈ N with m ≥ 2, we have∫ y1
0
. . .
∫ ym−1
0
yαm dym . . . dy2 =
yα+m−1
1∏m−1
i=1 (α+ i)
. (2.3)
Proof. We prove the result by induction on m.
In the case m = 2, by the well-known power rule for integration, the left hand side of (2.3) becomes∫ y1
0
yα2 dy2 =
yα+11
α+ 1
,
which clearly agrees with the right hand side of (2.3).
If (2.3) holds for m = p where p > 2, we get by the base case and the induction hypothesis that∫ y1
0
. . .
∫ yp
0
yαp+1 dyp+1 . . . dy2 =
∫ y1
0
. . .
∫ yp−1
0
yα+1p
α+ 1
dyp . . . dy2
=
yα+1+p−1
1
(α + 1)
∏p−1
i=1 (α+ 1 + i)
=
yα+p∏p
i=1(α+ i)
.
Hence, (2.3) holds for m = p+ 1.
Theorem 2.0.5. Recalling the integral In,k from (2.2), we have
In,k =
(
n
k
)
− 1
2nn!
.
Proof. We first make the affine change of variables xi = 1 − ui for k + 1 ≤ i ≤ n in (2.2). Applying the
Change of Variables formula, we get
In,k =
∫ 1
2
0
∫ 1
2
x1
. . .
∫ 1
2
xk−1
∫ 1
2
1
2
−xk
∫ uk+1
0
. . .
∫ un−1
0
dun . . . duk+2 duk+1 dxk . . . dx2 dx1 (2.4)
=
∫ 1
2
0
∫ 1
2
x1
. . .
∫ 1
2
xk−1
∫ 1
2
1
2
−xk
(uk+1)
n−k−1
(n− k − 1)!
duk+1 dxk . . . dx2 dx1 (2.5)
=
∫ 1
2
0
∫ 1
2
x1
. . .
∫ 1
2
xk−1
(
1
2
)n−k
−
(
1
2
− xk
)n−k
(n− k)!
dxk . . . dx2 dx1., (2.6)
where (2.5) follows from applying (2.3)
Now, we make the affine change of variables to xi =
1
2
− ui for 1 ≤ i ≤ k to (2.6). Applying the
Change of Variables formula once again and evaluating the resulting integral with (2.3), we get
In,k =
∫ 1
2
0
∫ u1
0
. . .
∫ uk−1
0
(
1
2
)n−k
− (uk)
n−k
(n− k)!
duk . . . du2 du1
=
(
1
2
)n
(n− k)! k!
−
(
1
2
)n
n!
=
(
n
k
)
− 1
2nn!
.
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Thus, we now can easily find the probability (2.1) assuming the ordering X1 ≤ . . . ≤ Xn.
Theorem 2.0.6 (Broken Stick Problem Solution with Ordering). Assuming X1 ≤ . . . ≤ Xn, we have
(2.1) is equal to
2n − (n+ 1)
2nn!
. (2.7)
Proof. By the law of total probability, we see that (2.1) is the sum of all the individual probabilities with
the additional assumptions in the hypothesis of Theorem 2.0.2. Hence, the probability (2.1) is equal
to
n−1∑
k=1
In,k =
n−1∑
k=1
(
n
k
)
− 1
2nn!
(2.8)
=
2n −
(
n
0
)
−
(
n
n
)
− (n− 1)
2nn!
(2.9)
=
2n − (n+ 1)
2nn!
(2.10)
where we obtained (2.9) by evaluating the sum in (2.8) using the well-known binomial series identity
n∑
k=0
(
n
k
)
= 2n.
Thus, to account for all possible orderings of X1, . . . , Xn, we multiply n! to the expression in (2.10)
and deduce the solution to the original Broken Stick problem is
1−
n+ 1
2n
.
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