In this paper, we consider a family of general block coordinate descent (BCD) methods in which a single block of variables is updated at each iteration. Such BCD type methods are well suited for large scale nonsmooth constrained convex optimization involving multiple block variables since they solve an easy low dimensional problem at each iteration, often in close form. Despite their popularity, the characterization of the iteration complexity for the BCDtype algorithms has remained incomplete to date, especially for nonsmooth problems and when the block variables are updated in the Guass-Seidel (G-S) fashion. In this paper, we provide a unified analysis of the iteration complexity for a family of BCD-type algorithms, covering both the classic G-S coordinate update rule and the randomized update rule. We show that for a broad class of nonsmooth convex problems, the BCD-type algorithms, including the classic BCD, the block coordinate gradient descent (BCGD) and the block coordinate proximal gradient (BCPG) methods, have a global sublinear iteration complexity of O(1/r), where r is the iteration index.
Introduction
Consider the problem of minimizing a nonsmooth convex function f (x) of the form:
subject to x k ∈ X k , k = 1, ..., K (1.1) where g(·) is a smooth convex function; h k is a nonsmooth convex function (possibly with extended values); x = (x T 1 , ..., x T K ) T ∈ ℜ n is a partition of the optimization variable x, with x k ∈ X k ⊆ ℜ n k . Let X := K k=1 X k denote the feasible set for x.
A well known technique for solving (1.1) is to use the so-called block coordinate descent (BCD) method whereby, at every iteration, a single block of variables is optimized while the remaining blocks are held fixed. More specifically, at iteration r, the blocks are updated by Since each step involves solving a simple subproblem of small size, the BCD method can be quite effective for solving large-scale problems; see e.g., [1] [2] [3] [4] [5] and the references therein. The existing analysis of the BCD method [6] [7] [8] [9] requires the uniqueness of the minimizer for each subproblem (1.2), or the quasi convexity of f [10] . When problem (1.2) is not easily solvable, a popular approach is to solve an approximate version of problem (1.2), yielding the block coordinate gradient decent (BCGD) algorithm, or the block coordinate proximal gradient (BCPG) algorithm in the presence of nonsmooth function h; see [4, [11] [12] [13] .
The global rate of convergence for BCD-type algorithm has been studied extensively. When the objective function is strongly convex, the BCD algorithm converges globally linearly [14] . When the objective function is smooth and not strongly convex, Luo and Tseng have shown that the BCD method with the classic Guass-Seidel (G-S) update rule converges linearly, provided that a certain local error bound is satisfied around the solution set [14] [15] [16] [17] . In addition, such linear rate is global when the feasible set is compact. This line of analysis has recently been extended to allow certain class of nonsmooth functions in the objective [12, 18] . For more general problems where the objective is not strongly convex and the error bound condition does not hold, several recent studies have established the O(1/r) iteration complexity for various BCD-type algorithms including the randomized BCGD algorithm [5] , and for more general settings with nonsmooth objective as well [4, 19, 20] . When the coordinates are updated according to the traditional G-S rule, however, the literature on the iteration complexity for the BCD-type algorithm is scant. In [3] , Saha and Tewari have proven the O(1/r) rate for the G-S BCD algorithm when applied to certain special ℓ 1 minimization problem. In [13] , Beck and Tetruashvili have shown the O(1/r) sublinear convergence for the G-S BCGD algorithm for constrained smooth problems. Although the BCD-type algorithm with G-S rule sometimes has been found to perform better than its randomized counterpart (see, e.g., [3] ), establishing its iteration complexity in a general nonsmooth setting is challenging [5] . To the best of our knowledge, the iteration complexity of the BCD-type algorithm with G-S update rule has not yet been characterized for nonsmooth problems.
In this paper, we provide a unified analysis of the iteration complexity for the BCD-type algorithm. Our result covers both the classic G-S coordinate update rule and the randomized update rule. We show that for a broad class of nonsmooth convex problems, the BCD-type algorithm, including the classic BCD, the BCGD and the BCPG, achieves a global sublinear convergence rate of O(1/r).
Notations: For a given matrix A, we use A[i, j] to denote its (i, j)-th element. For a given vector x, we use x to denote its ℓ 2 norm. We use I X (·) to denote the indicator function for a given set X, i.e., I X (y) = 1 if y ∈ X, and I X (y) = ∞ if y / ∈ X. Let x −k denote the vector x with x k removed. For a given function f (x 1 , · · · , x K ) which contains K block variables, we use ∇ k f (x 1 , · · · , X k ) to denote the partial gradient with respect to its kth block variable. We use ∂f to denote a subgradient of a function f . For a given convex nonsmooth function ℓ(·), we define the proximity operator prox ℓ (·) :
Similarly, for a given convex set X, the projection operator proj X (·) : ℜ n → X is defined as
2 The BCD Algorithm and Preliminaries
The BCD Algorithm
In this paper, we consider a family of block coordinate descent methods (BCD) for solving problem (1.1). The family of the algorithms we consider takes a very general form. It optimizes a certain approximate version of the objective function one block variable at a time, while fixing the rest of the block variables. In particular, at iteration r + 1, the kth block variable is updated by solving the following subproblem min
where
We will see shortly that by properly specifying the approximation function u k (·), we can recover many popular BCD-type algorithms such as the classic BCD, the BCGD, the BCPG methods and so on.
To simplify notations, let us define a new set of auxiliary variables
The BCD algorithm with the G-S update rule is outlined in the following table.
Block Coordinate Descent (BCD)
At each iteration r ≥ 1, update the variable blocks cyclicly:
In this paper, we also consider a randomized version of the BCD algorithm, in which a single block of variables is randomly picked to update at each iteration.
Randomized BCD (R-BCD)
Select a probability vector {p k } K k=1 such that p k > 0 and
, with probability p k . Perform the following update
For the R-BCD algorithm, we call the sampling distribution {p k } K k=1 a proper distribution if p k > 0 for all k. Note that we have used the index "t" to distinguish the iteration of R-BCD from that of the BCD. Notice that in each iteration of R-BCD only a single block variable is updated, while for the BCD all variable blocks are updated.
Main Assumptions
Suppose f is a closed proper convex function in ℜ n . Let dom f denote the effective domain of f and let int(dom f ) denote the interior of dom f . We make the following standing assumptions regarding problem (1.1):
(a) Problem (1.1) is a convex problem, ant its global minimum is attained and so is its dual optimal value. The intersection X ∩ int(dom f ) is nonempty.
(b) The gradient of g(·) is block-coordinate-wise uniformly Lipschitz continuous
is also uniformly Lipschitz continuous
where M > 0 is a constant.
Next we make the following assumptions regarding the approximation function u k (·; ·) in (2.3).
Assumption B.
is continuous in v k and x, and is strongly convex in v k
where γ k is independent of the choice of x.
(e) For any given x, u k (v k ; x) has Lipchitz continuous gradient, that is
A few remarks are in order regarding to the assumptions made above.
1. Assumption B indicates that for any given x, each u k (·; x) is a locally tight upper bound for g(x). When the approximation function is chosen as the original function g(x), which trivially satisfies Assumption B, then we recover the classic BCD algorithm; cf. (1.2). In many practical applications especially nonsmooth problems, minimizing the approximation functions often leads to much simpler subproblems than directly minimizing the original function; see e.g., [21] [22] [23] [24] . For example, if h k (·) = 0 for all k, and the approximation function takes the following form
then we recover the well known BCGD method [5, 13, 14] , in which x k is updated by
When the nonsmooth components h k 's are present, the above choice of u k (·; ·) in (2.9) leads to the so-called BCPG method [2, 12, 25] , in which x k is updated by
For other possible choices of the approximation function, we refer the readers to [2] .
2. The strong convexity requirement on u k (·; ·) in Assumption B(d) is quite mild, see the examples given in the previous remark. This requirement also guarantees that the iterates of (randomized) BCD is well defined.
Convergence Analysis
In this section, we show that under assumptions A and B, both BCD and R-BCD achieve global sublinear rate of convergence. Let us define X * as the optimal solution set, and let x * ∈ X * be one of the optimal solutions. For the (randomized) BCD algorithm, define the optimality gap as
(optimality gap for BCD) (3.1)
For the R-BCD algorithm, let us define a new
Our analysis consists of three simple steps: S1) estimate the amount of successive decrease of the optimality gaps; S2) estimate the cost yet to be minimized after each iteration; S3) estimate the rate of convergence.
We first characterize the successive difference of the optimality gaps before and after one iteration for both algorithms. 
4)
where the constant γ := 1 2 min k γ k > 0.
For R-BCD, we have for all
where the expectation is taken over the random selection of variable block to be updated at step t; the constantγ :=
Proof. We first show part (1) of the claim. Using Assumption B, we have that
where the first inequality is due to Assumption B(a)-B(b); the second inequality is due to Assumption B(d); in the third inequality we have defined ζ r+1 k ∈ ∂h k (x r+1 k ); the last inequality is due to the fact that x r+1 k is the optimal solution for the strongly convex problem arg min
Summing over k, we have
where γ := 1 2 min k γ k .
Next we show part (2) of the claim. We have the following 8) where the second to the last inequality can be argued similarly as in (3.6);γ := 1 2 min k p k λ k . This completes the proof.
Q.E.D.
Next we show the second step of the proof, which estimates the gap yet to be minimized after each iteration of the algorithm. Let us define the following constants:
   , for a given matrix A ≻ 0, (3.9)
When assuming that the level set {x : f (x) ≤ f (x 1 )} is compact, then all the above constants are finite. Clearly we have
We further make the following assumption that the nonsmooth part h(x) is Lipchitz continuous:
with some L h > 0. Note that such assumption is satisfied by most of the popular nonsmooth regularizers such as the ℓ 1 norm, the ℓ 2 norm and so on. 
For the R-BCD algorithm, further assume that h(·) is Lipchitz continuous (cf. (3.11)). Then we have
Proof. We first show part (1) of the claim. We have the following sequence of inequalities
Notice that x r+1 k is the optimal solution for problem: argmin
It follows from the optimality condition of this problem that there exists some ζ (3.15) where in the last inequality we have used the definition of subgradient
Combining (3.14) and (3.15), we obtain
where in (i) we have used the Cauchy-Schwarz inequality and the Lipchitz continuity of u k (·; ·) in (2.8); in (ii) we have used the Lipchitz continuity of ∇g(·) in (2.7), and that
Next we show part (2) of the claim. We have the following sequence of inequalities
where step (i) follows from the Lipchitz continuity assumption (3.11) as well as the convexity of g(·). Similar to the proof of (3.15) in part (1), we can show that
Moreover, it follows from Assumption B(c) and B(e) that
Putting the above three inequalities together, we have
This completes the proof.
Q.E.D.
We are now ready to prove the O (1/r) (resp. O (1/t)) iteration complexity for the BCD algorithm (2.4) (resp. R-BCD (2.5)), when applied to problem (1.1). Our results below are more general than the recent analysis on the iteration complexity for BCD-type algorithms. The generality of our results can be seen from several fronts: 1) The family of algorithms we analyze is broad; it includes the classic BCD, the BCGD method, the BCPG methods and the randomized BCGD method as special cases, while the existing works only focus on one particular algorithm; 2) When the coordinates are updated in a G-S fashion, our result covers the general nonsmooth case, where h k (x) can take any proper closed convex nonsmooth function, while existing works only cover the smooth case or very special cases of nonsmooth objective [3, 13] ; 3) When the coordinates are updated in a randomized fashion, our result allows for arbitrary proper sampling of the coordinates, while the existing analysis only works for uniform sampling or certain special form of nonuniform sampling [5, 19, 20] . 1. Let {x r } be the sequence generated by the BCD algorithm (2.4). Then we have
2. Suppose the Lipchitz continuity assumption (3.11) holds true. Let {x t } be the sequence generated by the R-BCD algorithm (2.5). Then we have
Proof. We first show part (1) of the claim by mathematical induction on r. From Lemma 3.2
and Lemma 3.1, we have that for all r ≥ 1
or equivalently
By definition, we have ∆ 1 = f (x 1 ) − f * . We first argue that
From (3.24) and the fact that ∆ 1 ≤ c, we have
where in the last inequality we have used the fact that c ≥ 4σ − 2. Suppose 4σ − 1 ≥ 0, then we immediately have ∆ 2 ≤ c 2σ . Suppose 4σ − 1 < 0, then
Next we argue that if ∆ r ≤ c rσ , then we must have
the coordinates:
Also define a diagonal matrix C by
We first replace inequality (3.19) by the following
where R C is defined according to (3.9). Then we conclude
Utilizing the sufficient descent estimates in (3.5), we obtain
Using a similar argument to the proof of Theorem 3.1, we obtain
Note that the order of the second term is the same as the one derived in [19, Theorem 5] for convex nonsmooth problems. The order of the first term can be better or worse, depending on the value of the denominator min k M 2 k R 2 k .
Concluding Remarks
In this paper we have analyzed the iteration complexity of a family of BCD-type algorithms for solving general convex nonsmooth problems of the form (1.1). Using a three step argument, we show that the family of BCD-type algorithms, which includes BCD, BCGD, BCPG algorithms with G-S update rule as well as their randomized versions, converges globally in a sublinear rate of O(1/r). Our result resolves an open question regarding to the global rate of convergence of BCDtype algorithms for general nonsmooth convex problems. As a future work, it will be interesting to sharpen the complexity constants for different special smooth/nonsmooth problems. Also it remains to be seen whether the three step approach used in this work can be extended to analyze the iteration complexity bounds for other first order methods.
