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We consider the following three closed algebraic ideals of operators on a Banach lattice:
compact, strictly singular, and inessential operators. Suppose that 0  A  B and B is
compact or strictly singular. We show that, under certain assumptions, A (or some power
of A) is inessential.
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1. Introduction
Throughout the paper, let X and Y be Banach lattices (see [1,13,14] for properties and basic deﬁnitions of Banach
lattices). We say that an operator T ∈ L(X, Y ) is dominated by a positive operator S if |T x| S|x| for every x ∈ X . Assume
that S has a property of particular interest. We want to know whether T (or some power of T if X = Y ) shares the same
or a slightly weaker property. This generic question is usually referred to as the domination problem and was studied in [6–
8,11,9,10,22,23] for various classes of operators. In this paper, we consider the case when S is compact or strictly singular
and ask whether this implies that T belongs to a certain slightly larger ideal than the ideal of strictly singular operators.
Recall that an operator between two Banach spaces is strictly singular if it is not an isomorphism when restricted to any
inﬁnite dimensional subspace. Let us mention several results on this subject.
Theorem 1.1. (See [1, Theorem 5.20], [23, Theorem 1].) The following statements are equivalent:
(i) for any two operators 0 T  S : X → Y , if S is compact then T is compact;
(ii) one of the following three (non-exclusive) conditions holds:
(a) both X∗ and Y are order continuous;
(b) Y is atomic and order continuous;
(c) X∗ is atomic and order continuous.
Theorem 1.2. (See [1, Theorem 5.13].) Let 0 T  S : X → X. If S is compact, then T 3 is also compact.
Theorem 1.3. (See [1, Theorem 5.31].) The following statements are equivalent:
(i) either X∗ or Y is order continuous;
(ii) every positive operator from X to Y dominated by a weakly compact operator is weakly compact.
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Theorem 1.4. (See [8, Theorem 1.1].) Suppose S is a positive strictly singular operator and Y is order continuous. Then every operator
dominated by S is strictly singular if either of the following conditions holds:
(i) X is atomic and order continuous;
(ii) X and X∗ are order continuous and X satisﬁes the subsequence splitting property.
Theorem 1.5. (See [10, Corollary 2.4].) Let 0 T  S : X → X. If S is strictly singular, then T 4 is also strictly singular.
Note that the preceding results are focused on the question of when the operator T (or some power of T ) remains in
the same class as S . In the present paper, we show that under certain weaker assumptions, we can still guarantee that
it belongs to a slightly larger class. To identify this class we recall that an operator T ∈ L(X) is called Riesz if I − λT
is Fredholm for any scalar λ. Equivalently, the image π(T ) of T is quasinilpotent in the Calkin algebra L(X)/K (X), i.e.,
σe(T ) := σ(π(T )) = {0}. An operator T ∈ L(X, Y ) is called inessential if I + UT is Fredholm for every U ∈ L(Y , X). When
X = Y , the class of inessential operators coincides with the class of Fredholm perturbation operators (see [4, Theorem 5.5.9]).
That is, the sum of a Fredholm operator and an inessential operator is always Fredholm. All inessential operators on X form
a closed ideal in L(X), and the following chain of inclusions holds (see [4,18]):
K(X) ⊆ SS(X) ⊆ IN (X) ⊆ R(X),
where by K(X), SS(X), and IN (X) we denote the closed ideals of compact, strictly singular, and inessential operators
acting on X , respectively, and R(X) is the set of Riesz operators. From the preceding theorems, it follows that if T ∈ L(X) is
dominated by a compact or strictly singular operator, then Tn is a Riesz operator for some integer n and, therefore, T itself
is Riesz because (σe(T ))n = σe(Tn) = {0} by the Spectral Mapping Theorem. Scrutinizing the examples and constructions
made in [1,7,8,23], one can observe that the smaller operator in each case always happens to be inessential. This motivates
us to conjecture that every operator T dominated by a compact or strictly singular operator S is inessential. In this paper
we show that if S is compact, then T is inessential; and if S is strictly singular then T 3 is inessential.
The following observation shows that it is enough to consider only positive operators for our question.
Remark 1.6. Let I be an algebraic ideal in L(X), n ∈ N, and S ∈ I . Suppose that 0  T  S implies Tn ∈ I . Then for an
arbitrary T dominated by S it follows that Tn ∈ I .
Indeed, if T is dominated by S , then 0 T+S2  S and hence (T + S)n ∈ I . The rest follows from the fact that I is an
ideal.
There are many Banach spaces for which the class of inessential operators has been well studied. In particular, it is known
that SS(X) = IN (X) when X is subprojective (see [19]), or when X = Lp(μ) for some (p  1) and a ﬁnite measure μ
(see [21]), or when X = C(K ) for some compact Hausdorff topological space K (see [15]), or when X is a Lorentz space with
a certain weak additional condition on the generating function (see [20]). We will make use of the following characterization
of inessential operators.
Lemma 1.7. (See [17].) Suppose T ∈ L(X, Y ). Then T ∈ IN (X, Y ) if and only if I + AT has a ﬁnite dimensional null space for every
A ∈ L(Y , X).
2. Main results
Recall that an operator T : X → Y is regular if it can be written as a difference of two positive operators or, equivalently,
if it is dominated by a positive operator. The class of all regular operators from X to Y is denoted by Lr(X, Y ).
Lemma 2.1. Let T be dominated by S and S ∈ K(X, Y ). Then (TU )3 and (UT )3 are compact for every U ∈ Lr(Y , X).
Proof. Since U is regular, there exists A  0 such that |Ux|  A|x| for every x ∈ X . Observe that |UT x|  A|T x|  AS|x|.
That is, UT is dominated by a compact operator and, thus, by Theorem 1.2 and Remark 1.6 we see that (UT )3 is compact.
Similarly, (TU )3 is compact. 
The next lemma is proved similarly.
Lemma 2.2. Let T be dominated by S, where S ∈ SS(X, Y ). Then (TU )4 and (UT )4 are strictly singular for every U ∈ Lr(Y , X).
Proposition 2.3. Suppose that L(Y , X) = Lr(Y , X). If T is dominated by S and S ∈ SS(X, Y ), then T ∈ IN (X, Y ).
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and, therefore, UT is Riesz. Hence, the result follows. 
Note that if X is a Dedekind complete AM-space with unit or Y is an AL-space and X is a K B-space then
L(Y , X) = Lr(Y , X). There exists an example of X and Y with L(Y , X) = Lr(Y , X) such that neither X nor Y is an AM- or an
AL-space, see [2, pp. 90–93] for a detailed discussion.
We say that an operator between two Banach spaces is c0-strictly singular if it is not an isomorphism on every sub-
space isomorphic to c0. Similarly we deﬁne 1-strictly singular operators. The following theorem is a generalization of [16,
Corollary 4] that is discussed in [8, Remark 3.9].
Theorem 2.4. Let X be an AM-space and Z an arbitrary Banach space. Then for every operator S ∈ L(X, Z) the following are equiva-
lent.
(i) S is c0-strictly singular;
(ii) S is weakly compact;
(iii) S is strictly singular.
Corollary 2.5. Let X be an AM-space. Suppose T ∈ L(X, Y ) is dominated by a strictly singular operator S. Then T ∈ SS(X, Y ).
Proof. By Remark 1.6, we may assume that T  0. Theorem 2.4 implies that T is dominated by a weakly compact opera-
tor S . Therefore, T is weakly compact by Theorem 1.3 since X∗ is order continuous. Hence the result follows by applying
Theorem 2.4 again. 
The following fact is known [10]; however for the reader’s convenience we provide the proof.
Proposition 2.6. If T ∈ L(X, Y ) is dominated by a strictly singular operator S, then T is c0-strictly singular.
Proof. Assume that T is not c0-strictly singular. Then [14, Theorem 3.4.11] implies that T is an isomorphism on a lattice
copy of c0, say Z . Consider the restrictions A = T |Z and B = S |Z . Applying Corollary 2.5 to A and B we conclude that A is
strictly singular. This is a contradiction. 
The following lemma is a trivial observation.
Lemma 2.7. Let Z be a Banach space and A, B ∈ L(Z). Then dimKer (I − AB) is ﬁnite if and only if dimKer (I − B A) is ﬁnite.
Proof. Let Ker (I − B A) be ﬁnite dimensional. Clearly, ABx = x for every x ∈ Ker (I − AB). Therefore B A(Bx) = Bx, thus
Bx ∈ Ker (I − B A). Note that B is injective restricted to Ker (I − AB). This implies dimKer (I − AB) dimKer (I − B A). The
other direction is obtained by switching A and B above. 
Lemma 2.8. Let Y be an AM-space. Assume T ∈ L(X, Y ) is dominated by a strictly singular operator. Then TU ∈ SS(Y ) and
U T ∈ IN (X) for every U ∈ L(Y , X).
Proof. Proposition 2.6 guarantees that T and, consequently, TU are c0-strictly singular. Theorem 2.4 implies that
TU ∈ SS(Y ). Similarly for every V ∈ L(X) we have T V U ∈ SS(Y ). Therefore, dimKer(IY − T V U ) < ∞ and, hence,
dimKer(I X − V UT ) < ∞ by Lemma 2.7. As V was chosen arbitrarily, Lemma 1.7 implies UT ∈ IN (X). 
The next theorem is an immediate consequence of Corollary 2.5 and Lemma 2.8.
Theorem 2.9. Suppose that T ∈ L(X, Y ) factors through an AM-space such that at least one of the factors is dominated by a strictly
singular operator. Then T ∈ IN (X, Y ).
It is a simple observation that an operator
( S1 S2
S3 S4
)
acting on X ⊕ Y is strictly singular if and only if each Si is strictly
singular. Note also that
( T1 T2
T3 T4
)

( S1 S2
S3 S4
)
if and only if Ti  Si as i = 1,2,3,4.
Theorem 2.10. Suppose Y is an AM-space. Consider T˜ ∈ L(X ⊕Y ) where T˜ = ( 0 T2
T3 T4
)
. If T˜ is dominated by a strictly singular operator
then it is inessential.
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( 0 T2
0 T4
)
is strictly
singular. It is left to show that
( 0 0
T3 0
)
is inessential. By Lemma 1.7 and Lemma 2.7 it suﬃces to show that for any( U1 U2
U3 U4
) ∈ L(X ⊕ Y ) the kernel of
(
I 0
0 I
)
−
(
0 0
T3 0
)(
U1 U2
U3 U4
)
is ﬁnite dimensional in L(X ⊕ Y ). Equivalently, the solution space of the following system of equations
x = 0, −T3U1x+ (I − T3U2)y = 0
is ﬁnite dimensional in X ⊕ Y . Indeed, Lemma 2.8 implies that T3U2 ∈ S S(Y ) and, thus, ker(I − T3U2) is ﬁnite dimen-
sional. 
We will use the following statement which follows from [14, Corollary 3.4.14] and [14, Theorem 3.4.17].
Theorem 2.11. Let Y be an order continuous Banach lattice. If T ∈ L(X, Y ) is a positive isomorphism on a copy of 1 , then T is an
isomorphism on a lattice copy of 1 generated by a positive disjoint sequence.
We say that an operator is disjointly strictly singular on X if it is not an isomorphism on every subspace spanned by an
inﬁnite disjoint sequence of vectors.
Theorem 2.12. (See [9, Theorem 1.1].) Let Y be an order continuous Banach lattice. If T ∈ L(X, Y ) is dominated by a disjointly strictly
singular operator S then T is disjointly strictly singular.
Theorem 2.13. Let Y be an order continuous Banach lattice and T ∈ L(X, Y ) dominated by a Dunford–Pettis disjointly strictly singular
operator S (in particular, S could be a compact operator). Then T ∈ S S(X, Y ).
Proof. By Remark 1.6 we may assume T  0. Suppose T is not strictly singular. Therefore, there exists an inﬁnite di-
mensional subspace M ⊆ X such that T is an isomorphism when restricted to M . Since Y is order continuous, T is
Dunford–Pettis by [23, Theorem 2] and, thus, M contains a copy of 1 by [1, Theorem 5.80]. Then Theorem 2.11 yields
that T must be an isomorphism on a lattice copy of 1 generated by a positive disjoint sequence, that contradicts Theo-
rem 2.12. 
For the rest of the paper we use some ideas developed in [10]. The next theorem provides the aﬃrmative answer to our
conjecture for compact operators.
Theorem 2.14. Let T ∈ L(X, Y ) be dominated by a Dunford–Pettis operator S ∈ SS(X, Y ) (in particular, S could be a compact). Then
T ∈ IN (X, Y ).
Proof. By Remark 1.6, we may assume that T  0. Assume T /∈ IN (X, Y ). Then, by Lemma 1.7, there exists A ∈ L(Y , X) and
an inﬁnite dimensional subspace M ⊂ X such that AT x = x for every x ∈ M . Proposition 2.6 implies that T and, consequently,
T A are c0-strictly singular and, therefore, they are order weakly compact by [14, Corollary 3.4.5]. Then by [1, Theorem 5.58]
we have the following factorization for T A:
X
T
Y
φ
A
X
T
Y
A
X
E
B
,
where φ is a lattice homomorphism and E is an order continuous Banach lattice. Note that φT  φS and φS is Dunford–
Pettis and strictly singular. Now Theorem 2.13 yields that φT and, therefore, AT AT are strictly singular. But AT AT |M = id|M
which is a contradiction. 
Remark 2.15. We say that a seminormalized sequence (xn) ∈ X is almost disjoint if there exists a disjoint sequence (yn) ⊂ X
such that ‖xn − yn‖ → 0. Let Z be a Banach space. Suppose that an inﬁnite dimensional subspace E ⊆ X contains an almost
disjoint seminormalized sequence (xn). If T ∈ L(X, Z) is an isomorphism on E then T is an isomorphism on a subspace
generated by a disjoint sequence.
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that the sequences (xn) and (T xn) are equivalent to (yn) and (T yn) respectively, see [3, Theorem 1.3.9]. That is, there exist
isomorphisms between the closed linear spans U : [xn] → [yn] and V : [T xn] → [T yn], such that Uxn = yn and V T xn = T yn
for all n. Clearly, UT−1V−1T is the identity on [yn] and consequently T is an isomorphism on [yn].
Remark 2.16. Suppose that E is an order continuous Banach lattice and N is a separable closed subspace of E . We will use
the following classical facts.
(i) N is contained in a closed ideal I with a weak unit [13, Proposition 1.a.11, Vol. 2].
(ii) There is a positive projection P from E onto I [13, Proposition 1.a.11, Vol. 2].
(iii) There is a positive one-to-one operator j : I → L1(μ) for some ﬁnite measure space (Ω,Σ,μ) [13, Proposition 1.b.14,
Vol. 2].
(iv) Either j is an isomorphism on N or N contains an almost disjoint seminormalized sequence [13, Theorem 1.c.8 and its
proof, Vol. 2].
Theorem 2.17. Let T ∈ L(X) be dominated by S ∈ SS(X). Then T 3 ∈ IN (X).
Proof. By Remark 1.6, we may assume T  0. Suppose T 3 /∈ IN (X). Lemma 1.7 implies that there exists an operator
A ∈ L(X) and an inﬁnite dimensional subspace N0 ⊂ X such that AT 3x = x for every x ∈ N0. Then, by Lemma 2.7, it follows
that there exists an inﬁnite dimensional subspace M ⊂ X such that T AT 2x = x for every x ∈ M . Without loss of generality
we may assume M is separable. Note that T and, consequently, T A are c0-strictly singular by Proposition 2.6 and, therefore,
are order weakly compact by [14, Corollary 3.4.5]. Then [1, Theorem 5.58] implies that T and T A factors through order
continuous Banach lattices E and F , and we have the following diagram:
X
φ
T
X
T
X
ψ
A
X
T
X
E
T˜
F
B
,
where φ and ψ are lattice homomorphisms and T˜ is positive. It is clear that φ(M) is inﬁnite dimensional (since T is
an isomorphism on M) and separable. We apply Remark 2.16 to N = φ(M) and E . Then, either φ(M) contains an almost
disjoint sequence, or φ(M) is isomorphic to a closed subspace of L1(μ) and j P restricted to φ(M) is an isomorphism.
Assume that the ﬁrst case holds. Since ψT T˜  ψ S T˜ and F is order continuous, it follows that ψT T˜ is disjointly strictly
singular by Theorem 2.12. Then, by Remark 2.15, ψT T˜ cannot be an isomorphism on φ(M). This contradicts to T AT 2 being
the identity on M . Suppose the second case holds. Observe that 0  j PφT  j PφS : X → L1(μ). It was proved in [10,
Proposition 3.2] that every operator into L1(μ) which is dominated by a strictly singular operator is itself strictly singular.
Since j PφS is strictly singular, we conclude that so is j PφT and, consequently, j PφT AT 2. On the other hand, since j Pφ
is an isomorphism on M and j Pφx = j PφT AT 2x for every x ∈ M it follows j PφT AT 2 is an isomorphism on M , which is a
contradiction. 
Theorem 2.18. Let X and Y be order continuous and T ∈ L(X, Y ) dominated by S ∈ SS(X, Y ). Assume that T is p-strictly singular
for all p > 1. Then T is strictly singular.
Proof. We may assume that T  0. Suppose T is an isomorphism on an inﬁnite dimensional subspace M . Without loss of
generality, M is separable. By Theorem 2.12, T is disjointly strictly singular and, thus, M has no almost disjoint seminor-
malized inﬁnite sequences by Remark 2.15. Therefore, Remark 2.16 implies that M is isomorphic to a subspace of L1(μ),
where μ is ﬁnite. By [12, Theorem IV.5.3] lp is ﬁnitely representable in M for some p  1, and thus, applying [12, Theo-
rem IV.5.6], M contains a subspace isomorphic to q , for some 1 q  p. This is a contradiction: if q > 1, this contradicts
the assumption of the problem, and q = 1 is impossible, because T , being disjointly strictly singular, is 1-strictly singular
by Theorem 2.11. 
As an application, we consider Tsirelson’s space T . By [5, Theorem I.8], T has a 1-unconditional basis and no super-
reﬂexive subspaces, in particular, no copy of p for any p > 1 is there. Since it has a 1-unconditional basis, it can be
naturally given by a Banach lattice structure. Moreover, it is order continuous by [1, Theorem 4.14]. Then [7, Proposition 0.5]
implies that an operator A from T to an order continuous Banach lattice Y dominated by a strictly singular is strictly
singular. Theorem 2.18 extends the preceding statement. That is, every operator to or from T dominated by a strictly
singular operator is strictly singular, provided that the second lattice is order continuous. It is easy to check that the same
statement holds for the original Tsirelson’s space T ∗ .
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