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Abstract. We develop an algebraic multigrid method for solving the non-Hermitian Wilson
discretization of the 2-dimensional Dirac equation. The proposed approach uses a bootstrap setup
algorithm based on a multigrid eigensolver. It computes test vectors which define the least squares
interpolation operators by working mainly on coarse grids, leading to an efficient and integrated self
learning process for defining algebraic multigrid interpolation. The algorithm is motivated by the
γ5-symmetry of the Dirac equation, which carries over to the Wilson discretization. This discrete
γ5-symmetry is used to reduce a general Petrov Galerkin bootstrap setup algorithm to a Galerkin
method for the Hermitian and indefinite formulation of the Wilson matrix. Kaczmarz relaxation is
used as the multigrid smoothing scheme in both the setup and solve phases of the resulting Galerkin
algorithm. The overall method is applied to the odd-even reduced Wilson matrix, which also fulfills
the discrete γ5-symmetry. Extensive numerical results are presented to motivate the design and
demonstrate the effectiveness of the proposed approach.
1. Introduction. Lattice quantum chromodynamics (QCD) is a numerical ap-
proach for computing observables of quarks, elementary particles, in cases where per-
turbative methods diverge, see [19] for an overview. Simulations of quarks require
approximating the QCD path integral using Monte Carlo methods, which involves
generating discrete realizations of the gauge fields and, then, computing observables
by averaging over these ensembles of configurations. In both of these stages of a lattice
QCD calculation, the discretized Dirac equation
Dψ = b (1.1)
needs to be solved for numerous realizations of the gauge fields and, then, multiple
right hand sides for each configuration. In this paper, we consider Wilson’s dis-
cretization [36] of the Dirac equation so that D = D0 + mI, where D0 denotes the
non-Hermitian mass-less Wilson matrix and the shift m is related to the mass of the
quarks. We refer to D as simply the Wilson matrix implying that a particular shift
m is associated with it.
All existing lattice QCD algorithms suffer from what is referred to as critical slow-
ing down, which is a direct result of the structure of the Wilson matrix. Specifically,
as the shift, m, approaches physically relevant values the minimal eigenvalues of D
approach zero linearly, which leads to a highly ill-conditioned system of equations and
the stalling convergence of standard Krylov subspace methods when applied to this
system. As a result, the overall simulation becomes too costly at light masses and
up until now this has led to the use of non-physical heavy quark masses in lattice
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QCD simulations. This, in turn, has motivated the extensive research that has been
dedicated to the development of suitable multigrid preconditioners for discretizations
of the Dirac equation over the past three decades, see [13, 14, 15, 16, 17, 18, 25].
The task of designing effective multigrid preconditioners for the Wilson matrix is
further complicated by the fact that the near kernel modes, i.e., the vectors x such
that Dx ≈ 0 or DHx ≈ 0, are locally non-smooth. To be more precise, their entries
depend significantly on the specific values of the given gauge field configuration, and,
a precise understanding of this dependence is not well understood theoretically, yet.
As a result, while earlier efforts in designing multigrid methods for discretizations of
the Dirac equation did lead to marked improvements in some cases, methods with the
potential to effectively remove critical slowing down in general have emerged only in
the past few years in the context of adaptive [28] or bootstrap [6] algebraic multigrid
(AMG).
The main new component of the adaptive and bootstrap AMG approaches is the
idea to use the AMG hierarchy to expose prototype(s) of the near kernel (test vectors)
that are not effectively treated by the solver and, then, adapt the coarse spaces to
incorporate them. In adaptive AMG [11, 28], the solver is applied to appropriately
formulated homogeneous problems on different grids to compute a single test vector,
which is then used to update the restriction, interpolation, and coarse-grid operators
on all grids. This gives a new solver which can be used in another adaptive cycle.
The process is then repeated in a sequence of adaptive cycles until an efficient solver
has been constructed. In contrast, bootstrap AMG uses relaxation and a multigrid
(eigen)solver based on the emerging AMG hierarchy to compute a collection of test
vectors in each of the bootstrap cycles and, then, a local least squares problem is for-
mulated to define interpolation operators that approximate these vectors collectively.
Adaptive and bootstrap AMG setup algorithms have been developed for smoothed
aggregation multigrid [28], element-free AMG [35], and classical AMG [6, 7, 10, 11].
Promising results of two- and three-grid adaptive aggregation AMG preconditioners
for the Wilson and Wilson Clover discretizations of the Dirac equation are found in [2,
30] and in these works it has been demonstrated that adaptive AMG techniques can
be used to construct effective preconditioners for the Wilson matrix. Some progress on
combining adaptive AMG and bootstrap AMG techniques to develop preconditioners
for the Wilson and Wilson Clover formulation has also been made [1, 7, 22]. These
developments have shown that the bootstrap AMG approach, when combined with
adaptive AMG, has the potential to dramatically reduce the costs of the adaptive
setup process.
In this paper, we design and analyze a multigrid solver for the Wilson matrix
based on the bootstrap AMG framework. The proposed approach builds on our work
in [7], where we developed bootstrap AMG for solving Hermitian and positive definite
linear systems of equations
Au = f.
Of particular interest in this previous work was the development of a bootstrap setup
algorithm for the gauge Laplacian system with an emphasis on highly disordered gauge
fields. Since the gauge Laplacian is Hermitian and positive definite, a Galerkin scheme
based on a variational principle is the natural approach for solving this problem. The
associated two-grid method involves a stationary linear iterative method (smoother)
applied to the fine-grid system, and a coarse-grid correction: given an approximation
w ∈ Cn, compute an update v ∈ Cn by
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1. Pre-smoothing: y = w +M(f −Aw),
2. Correction: v = y + PA−1c P
H(f −Ay), Ac = PHAP .
Here, M is the approximate inverse of A that defines the smoother and P : Cnc 7→ Cn
with nc < n is the interpolation operator that maps information from the coarse to the
fine grid. In the variational Galerkin scheme, restriction is defined by the conjugate
transpose PH of P . Thus the error propagation operator for a Galerkin two-grid
method with one pre-smoothing step is given by
EG = (I − PA−1c PHA)(I −MA).
A multigrid algorithm is then obtained by recursively solving the coarse-grid error
equation, involving Ac, using another two-grid method.
Generally, there are two AMG approaches for solving non-Hermitian problems
like (1.1) involving the non-Hermitian Wilson matrix D, Galerkin [3, 5] and Petrov
Galerkin [1, 12, 32] methods. A Petrov Galerkin method differs from the above
Galerkin approach in that the restriction operator R : Cn 7→ Cnc is no longer chosen
as PH . Consequently the coarse-grid operator is given by Dc = RDP . The error prop-
agation operator of a Petrov Galerkin method applied to D, with one pre-smoothing
step is then
EPG = (I − PD−1c RD)(I −MD).
In [12], heuristic motivation and two-grid convergence theory of a Petrov Galerkin
AMG approach in which the coarse spaces are constructed to approximate left and
right singular vectors with small singular values are developed for non-Hermitian
problems. The basic result that motivates this approach is as follows.
Let σ1 ≤ . . . ≤ σn be the singular values of the matrix D, i.e., D = UΣV H , with
U and V unitary, and Σ = diag(σ1, ..., σn), then it follows that σ1 ≤ |λ| ≤ σn, for any
eigenvalue λ of D. This suggests that the right and left near kernel vectors, i.e., x
and y such that
‖Dx‖
‖x‖ ≈ minv
‖Dv‖
‖v‖ and
‖DHy‖
‖y‖ ≈ minw
‖DHw‖
‖w‖ ,
are dominated by singular vectors rather than eigenvectors. To be more precise, let
W = V UH and define the Hermitian positive definite matrices WD = (DHD)
1
2
and DW = (DDH)
1
2 . Then the original non-Hermitian system Dψ = b can be
reformulated in two ways as an equivalent Hermitian system using WD or DW as
the system matrix. Now, the fact that the eigenvectors corresponding to the minimal
eigenvalues ofWD are the right singular vectors corresponding to the minimal singular
values of D and those for DW are the left singular vectors corresponding to minimal
singular values of D and because WD and DW are Hermitian positive definite, they
can be used to derive an approximation property for the original problem involving
D, assuming that R is based on left singular vectors and P is based on right singular
vectors corresponding to small singular values. Two grid convergence then follows
from this approximation property together with the use of a suitable smoother.
We use this same reasoning to motivate the design of the proposed multigrid boot-
strap AMG setup algorithm for the Wilson system. We begin by considering a general
Petrov Galerkin bootstrap AMG setup strategy for computing left and right singular
vectors of D, implicitly based on the equivalent Hermitian and indefinite formulation
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of the singular value decomposition (SVD) [24, 27]. Then, we use the γ5-symmetry
that the Dirac matrix satisfies to derive a relation between the subspaces spanned
by left and right singular vectors with small singular values, as well as a relation
between the right singular vectors of D and the eigenvectors of the Hermitian and
indefinite form of the Wilson matrix Z = Γ5D, where Γ5 is a simple unitary matrix.
Finally, using these observations and a structure preserving form of interpolation we
are able to reduce the general Petrov Galerkin approach to an equivalent Galerkin
based coarsening scheme applied to Z. Further, because in our construction the re-
sulting Galerkin coarse-grid operators also satisfy the γ5-symmetry on all grids, the
equivalence of the proposed Petrov Galerkin setup process for D and the Galerkin
scheme for Z also holds on all grids.
Since the Wilson discretization of the Dirac equation is formulated on a struc-
tured grid, we exploit this structure in the implementation of the proposed approach.
Instead of solving systems with the Dirac matrix D we solve linear systems involving
the Schur complement resulting from odd-even (red-black) reduction of the Wilson
matrix D as considered in [2, 21]. We use a classical AMG [8, 9] form of interpolation
with full coarsening (cf. Section 3.2) on all grids of the hierarchy. The non-zero entries
of P are chosen based on the structure as well and interpolation weights are computed
row-wise using a least squares interpolation approach [7]. The setup we use in the
implementation of the proposed algorithm combines a bootstrap setup based on a
multigrid eigensolver with adaptive AMG cycles. We mention that such a bootstrap-
adaptive setup process has previously been considered in the context of developing
eigensolvers for computing state vectors in Markov chain applications [4].
We chose to use Kaczmarz relaxation both in the setup and solve phases of the
proposed algorithm, which gives a stationary smoother that is guaranteed to con-
verge for the Wilson matrix. Using a convergent stationary smoother allows us to
access and analyze the performance of the resulting bootstrap method for comput-
ing singular vector approximations in a systematic way. This is in contrast to the
aggregation-based solvers in [1] and [2], where Krylov methods are used as the multi-
grid smoother, leading to a non-stationary multigrid iteration, and in [22], where a
Schwarz alternating procedure is used as the smoother, which has been observed to
diverge for linear systems with Wilson matrices.
An outline of the remainder of this paper is as follows. First, in Section 2, we intro-
duce the Wilson discretization of the Dirac equation and discuss some of the features
of this problem that make it difficult to solve using iterative methods. Then, in Sec-
tion 3, we present a Galerkin coarsening algorithm that combines the weighted least
squares process for constructing interpolation with bootstrap and adaptive techniques
for computing test vectors used in this construction. Section 4 contains numerical re-
sults of the proposed method applied to the Wilson discretization of the 2-dimensional
Dirac equation. We end with concluding remarks in Section 5.
2. The Wilson discretization of the Dirac equation. In Lattice QCD, the
Dirac equation is typically analyzed on a hypercube with periodic (or anti-periodic)
boundary conditions. A brief description of the Wilson discretization that is the focus
of this paper is given in this section.
Let Ns denote the number of spin components and Nc the number of color com-
ponents of the fields ψ, then the action of the Wilson matrix D on ψ at a grid point
z ∈ Ω = {1, ..., N}d, with N the number of grid points in a given space-time dimen-
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Fig. 2.1: Naming convention on the grid.
sion, reads
(Dψ)z = mqψz −
d∑
µ=1
[(
P−µ ⊗ Uzµ
)
ψz+eµ +
(
P+µ ⊗ U
z−eµ
µ
)
ψz−eµ
]
, (2.1)
where mq = m + 2(d − 1) is a scalar quantity, P±µ = (I±γµ)2 satisfy (P±µ )2 = P±µ ,
with γµ ∈ CNs×Ns denoting anti-commuting matrices, i.e., γµγν + γνγµ = 2δµ,νINs ,
and Uzµ ∈ SU(Nc) are the discrete gauge fields belonging to the Lie group SU(Nc),
Nc ≥ 1, of Nc ×Nc unitary matrices with determinant equal to one, and eµ denotes
the canoncical unit vector in the µ-direction, i.e., z + eµ describes a shift from grid
point z to its neighbor in the µ-direction. The unknown field, ψ, is defined at the
grid points z ∈ Ω with Ns ·Nc variables per grid point. The discrete gauge fields Uzµ
are defined on the edges of the grid, as illustrated in Figure 2.1 in a 2-dimensional
setting. The set {Uzµ ∈ SU(Nc), µ = 1, . . . , d, z ∈ Ω} of discrete gauge fields Uzµ is
referred to as a gauge configuration. For a more detailed introduction to QCD and
lattice QCD we refer to [19, 23, 29].
In the 2-dimensional setting that we consider in this paper, Ns = 2 and Nc = 1
so that the γµ-matrices are given by
γ1 =
(
0 1
1 0
)
and γ2 =
(
0 i
−i 0
)
,
and the fields Uµz which are defined on the edges of the grid belong to the U(1)
group, i.e., they are complex numbers with modulus one. In order to give an explicit
expression for the action of D on a field ψ ∈ C2N2 we consider a spin-permuted
reordering. That is, we write ψ = (ψT1 , ψ
T
2 )
T where ψ1 represents the variables with
spin 1 at all grid points and ψ2 represents the variables with spin 2. Ordering D
accordingly it has the structure
D =
1
2
(
A B
−BH A
)
. (2.2)
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Here, the diagonal blocks, A, are referred to as Gauge Laplacians. They were intro-
duced originally by Wilson as a way to stabilize a covariant finite difference discretiza-
tion of the Dirac equation [36]. The action of A ∈ CN2×N2 on a vector φ ∈ CN2 at a
grid point z ∈ Ω reads
(Aφ)z = (4 + 2m)φz − Uz−exx φz−ex − Uz−eyy φz−ey − U
z
xφz+ex − U
z
yφz+ey ,
and the action of B ∈ CN2×N2 on φ ∈ CN2 at site z ∈ Ω is given by
(Bφ)z = U
z
xφz+ex − Uz−exx φz−ex + i
(
U
z
yφz+ey − Uz−eyy φz−ey
)
.
We note that if Uzµ = 1 for µ = x, y and all z ∈ Ω, then A is the standard 5-point
Laplacian (plus a diagonal shift) and B is a central difference approximation to the
gradient of φ.
The gauge field configurations used in different calculations throughout the paper
are generated using a standard Metropolis algorithm with a quenched Wilson gauge
field action
S =
∑
z∈Ω
βRe(U
z
yU
z+ey
x U
z+ex
y U
z
x). (2.3)
For details on the Metropolis algorithm and its implementation in this setting we refer
to [20]. In general, the distribution of the gauge fields depends on the parameter β
in (2.3). The case β → ∞ yields Uzµ → 1 for µ = x, y and all z ∈ Ω. As β → 0,
the phases θzµ in U
z
µ = e
iθzµ become less correlated and the gauge fields become highly
disordered, causing local oscillations in the near kernel components of the Wilson
matrix. In our tests, we consider three values of β = 3, 6, 10 and nine configurations
of the gauge fields for each value, corresponding to steps 11,000, 12,000, ..., 19,000
of a standard Metropolis algorithm using the action given in (2.3). We note that the
same configurations are reused in all the tests.
2.1. Singular vectors of the Wilson matrix. One difficulty that arises when
designing multigrid solvers for the Wilson discretization of the Dirac equation is that
the support and local structure of the near kernel components of the Wilson matrix
depend on the local values of the gauge fields. As an example, plots of the modulus of
the individual spin components of the right singular vectors to small singular values
of D for N = 128, β = 6 at η = 10−7 are provided in Figures 2.2, 2.3 and 2.4. In this
case, which is representative of what happens for physically relevant configurations,
the singular vectors belonging to small singular values of the Wilson matrix are locally
non-smooth. It is this feature that motivates the use of adaptive AMG techniques for
the Wilson matrix.
In addition, we observe that some of the singular vectors to small singular values
are localized, e.g., the smallest in Figure 2.2 and 2nd smallest in Figure 2.3. This is
in contrast to the singular vector belonging to the 10th smallest singular value shown
in Figure 2.4. These findings of non-smooth, localized and non-localized near kernel
vectors is indicative of what occurs in practice. Related numerical studies on the
local supports of the eigenvectors of the Wilson matrix are found in [26]. Assuming
a point-wise smoother, the coarse space basis used in the associated AMG solver for
this problem must be able to approximate a large number of (possibly localized) near
kernel vectors, which motivates the use of least squares interpolation as a technique
for accurately approximating sets of such test vectors collectively.
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(a) First spin component.
(b) Second spin component.
Fig. 2.2: Modulus of
the spin components of
the right singular vector
to the smallest singular
value σ1 = 8.49 · 10−8.
(a) First spin component.
(b) Second spin component.
Fig. 2.3: Modulus of the
spin components of the
right singular vector to
the 2nd smallest singular
value σ2 = 1.65 · 10−3.
(a) First spin component.
(b) Second spin component.
Fig. 2.4: Modulus of the
spin components of the
right singular vector to
the 10th smallest singular
value σ10 = 2.09 · 10−2.
2.2. Spectrum of the Wilson matrix. Representing the near kernel vectors
of the Wilson matrix D in the coarse space is further complicated by the fact that in
practice the shift m is chosen such that
ηmin(D) = min
λ∈spec(D)
Re(λ) ∈ R, (2.4)
is positive and close to zero, with spec(D) denoting the spectrum of D. The spectra
of the mass-less Wilson matrix D0, i.e., (2.1) with mq = 2(d − 1), for n = 32 with
β = 3 and β = 6 are provided in Figure 2.5, and Figure 2.6 contains plots of the
16 smallest eigenvalues of D0 for N = 128 and β = 6 for nine distinct gauge field
configurations. We note that in all cases the eigenvalues of D0 have a positive real
part, which holds for all of the problems considered in this paper. Additionally, as
the plots in Figure 2.5 illustrate, when the value of β decreases the eigenvalue with
minimal real part moves away from the origin and the eigenvalue with maximal real
part moves closer to the origin.
The γ5-symmetry of the Wilson matrix implies that the eigenvalues of D are
either real or appear in complex conjugate pairs. Specifically, define γ5 = diag(1,−1)
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(b) Spectrum of D0 for β = 6
Fig. 2.5: Spectra of the mass-less Wilson matrix D0 for N = 32 and β = 3, 6,
configuration 13,000.
and set Γ5 = IN2 ⊗ γ5. Then, ΓH5 Γ5 = Γ25 = I and
Γ5D = D
HΓ5 or D = Γ5D
HΓ5.
Now, if vλ denotes a right eigenvector of D to the eigenvalue λ 6= λ¯, we see that Γ5vλ
is a left eigenvector to the eigenvalue λ¯, i.e.,
Dvλ = λvλ ⇐⇒ (Γ5vλ)HD = λ¯(Γ5vλ)H , (2.5)
Thus, to each right eigenpair (λ, vλ) there corresponds a left eigenpair (λ¯,Γ5vλ), and
the spectrum of D is symmetric with respect to the real axis. More generally, since Γ5
is unitary, we have ‖Γ5x‖2 = ‖x‖2 for any x, and the γ5-symmetry yields, in addition,
that ‖Dx‖2 = ‖DHΓ5x‖2. Thus for a general near kernel component, x ∈ Cn, we find
that
‖Dx‖
‖x‖ ≈ 0 ⇐⇒
‖DHΓ5x‖
‖Γ5x‖ ≈ 0.
Overall, as the plots in Figures 2.5 and 2.6 illustrate, depending on the choice of
the shift m, the resulting system matrix can have a large number of eigenvalues that
are close to zero and, thus, potentially a large number of small singular values. This
observation motivates the use of the multigrid eigensolver as an approach to efficiently
compute several near kernel components simultaneaously in the proposed bootstrap
AMG setup algorithm.
2.3. Failure of Krylov methods for the Wilson matrix. Typically, a stan-
dard Krylov method (e.g., BiCG, GMRES, CGNR) is used to solve the linear sys-
tems (1.1) arising throughout a lattice QCD simulation. The large condition number
of the Wilson matrices that result from physically relevant choices of the shift m lead
to slow convergence of these methods, as shown in the plots on the left in Figure 2.7,
where we report results of CGNR and restarted GMRES with a restart value of 32
(GMRES(32)) applied to a series of linear systems involving 2-dimensional Wilson
matrices. For both methods, we see that the solver requires a large number of itera-
tions to drive the residual down to the given tolerance and that GMRES(32) reaches
the maximum number of iterations before reaching the convergence criteria in many
cases. Here, the maximum number of iterations is limited to 4096 and the solver stops
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Fig. 2.6: Smallest sixteen eigenvalues of the Wilson matrix D0 for N = 128 and β = 6.
The plots from left to right and then top to bottom correspond to the nine gauge field
configurations 11,000, 12,000, ..., 19,000.
if it reaches the prescribed tolerance of 10−8 reduction in the relative residual or this
number of iterations.
Moreover, as illustrated in the plots on the right in Figure 2.7, even when the
algorithm stops successfully, the actual error is large compared to the residual. In
fact, we observe that the relative `2 norm of the error is up to six orders of magnitude
larger than the relative `2 norm of the final residual. Of course, decreasing the toler-
ance for the norm of the residual for either method should further reduce the error,
but would result in an even larger number of iterations. Overall, these results are
representative of the performance of standard Krylov methods applied to the Wilson
matrix. We mention in addition that although m is set so that ηmin(D) > 0, λmin(A),
the smallest eigenvalue of the gauge Laplacian block from (2.2), can become negative
which complicates the use of block preconditioners (e.g., Uzawa type schemes) for the
solution of Wilson matrices for physically relevant choices of m.
3. Bootstrap geometric-AMG for the Wilson matrix. In this section, we
develop a bootstrap approach for linear systems with the non-Hermitian Wilson ma-
trix and study it in detail. The algorithm we consider here combines a bootstrap
setup to compute the test vectors used in defining interpolation with an adaptive
step that applies the existing solver to an appropriate initial guess to update the test
vector(s). We note that all arguments made in this section also carry over to other
discretizations of the Dirac equation as long as they satisfy the γ5-symmetry.
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(a) CGNR results for Wilson matrices.
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(b) GMRES(32) results for Wilson matrices.
Fig. 2.7: Results of CGNR and GMRES(32) applied to Wilson matrices for N = 128
and β = 6. The results for the light to dark lines correspond to different gauge field
configurations, going from light to dark with increasing configuration number. On
the left of each subplot, the number of iterations needed to reduce the `2 norm of the
relative residual by a factor 10−8 is plotted against different values of ηmin(D) defined
in (2.4), corresponding to different choices of the diagonal shift m. On the right of
each subplot, the resulting relative residuals (solid lines) and relative errors (dashed
lines) are plotted against ηmin(D).
3.1. Kaczmarz relaxation. As the smoother in the proposed BAMG algo-
rithm we consider Kaczmarz relaxation. For the linear system, Dψ = b, with the
non-Hermitian Wilson matrix D the Kaczmarz iteration is based on the equivalent
formulation involving the normal equations
DHDψ = DHb. (3.1)
Given an approximation to the solution, ψ, of (3.1), one iteration of the basic Kacmarz
iteration for this formulation reads:
ψ ← ψ + siei, i = 1, ..., n,
where ei is the i-th Euclidian basis vector and si is chosen so that the corresponding
component of the residual vanishes:
〈DHb−DHD(ψ + siei), ei〉 = 0.
Now, setting r = b−Dψ gives
〈DH(r + siDei), ei〉 = 0, implying si = 〈r,Dei〉‖Dei‖22
.
Thus in practice Kaczmarz relaxation can be realized using column access to the
entries of D only and the arithmetic complexity of a single iteration depends only on
the number of non-zero entries in D.
Local mode analysis for Kaczmarz relaxation suggests that it is widely applicable
as a smoother, although it is often less efficient with respect to the actual smoothing
rate (see [34, Section 4.7]). Further analysis of the smoothing properties of the Kacz-
marz iteration applied to general rectangular systems is found in [31]. While local
mode analysis is not applicable to the Wilson matrix due to the local variations in
the gauge fields and, hence, its off-diagonal entries, the numerical results we provide
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(a) Odd-even coarsen-
ing of the grid
(b) Structure of the
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(d) Structure of the
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Fig. 3.1: The odd-even reduction and full coarsening of the grid of even points. The
circles denote grid points and the edges connections among them, defined according
to the graph of D and the Schur complement D̂ resulting from odd-even reduction.
In (a) and (c) white points correspond to coarse points.
for the proposed multigrid solver with Kaczmarz smoother suggest its robustness for
the Wilson discretization of the Dirac equation. We address its suitability in the
bootstrap AMG setup process for computing singular value triplets in the subsequent
section.
We note that the Kaczmarz iteration as defined above updates the unknowns
in sequential order i = 1, . . . , Nd, referred to as a forward sweep. Thus, as is, the
method is not amenable to parallel computing. Formulating a parallel version using
an appropriate coloring strategy to order the updates of the unknowns is, however,
straightforward since Wilson’s discretization of the Dirac equation is formulated on a
regular grid with nearest-neighbor coupling.
3.2. Geometric coarsening. The nearest-neighbor finite difference scheme and
regular cubic grid used in the Wilson discretization of the Dirac equation allows for
an odd-even reduction (or coarsening), which is typically applied when developing
solvers for this system [2, 21]. Let a grid point (x, y) ∈ {1, . . . , N}2 be labeled as even
if x+ y is even and as odd otherwise (see Fig. 3.1). In case the total number of grid
points, n, is even, then the number of odd and even points is exactly n/2. Any vector
ψ ∈ Cn can be written as ψ = (ψTe , ψTo )T by numbering the even points before the
odd ones. Using the same numbering scheme for the rows and columns of the Wilson
matrix gives
D =
(
Dee Deo
Doe Doo
)
.
Now, since D couples only nearest-neighbors on the grid (see Fig. 3.1 (a)), the blocks
Dee and Doo are diagonal. Specifically, Dee = Doo = c · I for c ∈ R and upon scaling
by c−1 the constant can be set as c = 1. Define the operator
D̂ = I −DeoDoe, (3.2)
i.e., D̂ is the the Schur complement of D with respect to the even points, referred to
as the odd-even reduced matrix. With it the solution of the linear system Dψ = b
can be calculated in the following two steps.
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Fig. 3.2: Results of CGNR applied to the odd-even reduced system with N = 128
and β = 6. The results for the light to dark lines correspond to different gauge field
configurations, going from light to dark with increasing configuration number. On
the left, the number of iterations needed to reduce the relative residual by a factor
10−8 is plotted against ηmin(D) defined in (2.4), corresponding to different diagonal
shifts m. On the right, the resulting relative residuals (solid lines) and relative errors
(dashed lines) are plotted against ηmin(D).
1. Solve D̂ψe = be −Deobo.
2. Compute ψo = ψo −Doexe.
From the form of the Schur complement in (3.2), we see that a matrix vector
multiplication with D̂ requires roughly the same number of floating point operations
as the multiplication with D. However, solving systems with D̂, instead of the original
matrix D, typically reduces the total number of CGNR iterations by a factor of two.
This is illustrated in Figure 3.2, where results of CGNR applied to the system with D̂
for N = 128 and β = 6 are reported. Here, we use the same nine gauge configurations
considered in the tests of CGNR applied to the unreduced Wilson matrix D reported
in Figure 2.7 and we see that CGNR applied to D̂ needs half as many iterations on
average in order to reduce the `2 norm of the relative residual by the factor 10
−8.
Since CGNR for the system with D̂ is the default solver in various lattice QCD
simulation codes [2, 21], our construction of the proposed BAMG algorithm is based
on the odd-even reduced matrix D̂. Fig. 3.1 (c) illustrates the full coarsening strategy
we use for D̂ on the first even (coarse) grid and on all subsequent grids of the AMG
hierarchy, namely, we define every other grid point in every dimension as a coarse
grid point. Now, if in addition nearest-neighbor (restriction and) interpolation and a
(Petrov) Galerkin coarse-grid construction are used, then it follows that the resulting
coarse-grid operator again has the same sparsity structure, as depicted in Fig. 3.1 (d).
An important observation for the derivation of the bootstrap setup cycle presented
in the next section is that the Schur complement on the even grid also satisfies the
γ5-symmetry, so that the results we present for D hold for D̂ as well. To see that D̂
satisfies the γ5-symmetry, consider the corresponding block form of Γ5, i.e.,
Γ5 =
(
Γo
Γe
)
,
where Γo,Γe have the same structure as Γ5. Direct computation shows that we have
DHoeΓo = ΓeDeo, D
H
eoΓe = DoeΓo and, thus,
D̂HΓe = ΓeD̂. (3.3)
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3.3. Least squares restriction and interpolation. The first main compo-
nent of the bootstrap AMG algorithm is its use of a least squares process to form the
restriction and interpolation operators. The least squares restriction R and interpo-
lation P are defined to fit collectively sets of left and right test vectors, respectively.
The test vectors used in these fits characterize the near kernel of the system matrix. In
order to simplify notation, we present the least squares process first in a more general
setting, i.e., for general sets of interpolatory variables Ci, and then discuss the specific
definition we use in the proposed algorithm, which we base on the block-spin structure
of the Wilson matrix given in (2.2). Further, we present only the construction of P
and note that RH is obtained in complete analogy.
Let Ω̂ denote the set of all variables of the linear system (1.1), then given a set
of coarse variables C ⊂ Ω̂, e.g., defined by full coarsening, we set F = Ω̂ \ C. Further,
let the set of interpolatory variables for a fine variable i ∈ F be denoted by by Ci,
typically consisting of neighboring coarse variables. Then the structure of P is defined
by
Pij = 0 for j /∈ Ci.
Once the sets of interpolatory variables, Ci, and a set of test vectors, V =
{v˜(1), . . . , v˜(k)} ⊂ Cn, have been determined, the ith row of P for i ∈ F , denoted
by pi, is then defined as the minimizer of the local least squares problem:
L(pi) =
k∑
κ=1
ωk
v˜(κ){i} −∑
j∈Ci
(pi)j v˜
(κ)
{j}
2 7→ min . (3.4)
Here, the notation v˜Ω˜ denotes the canonical restriction of the vector v˜ to the set
Ω˜ ⊂ Ω̂, e.g., v˜{i} is simply the ith entry of v˜. The weights ωκ > 0 are chosen to reflect
the importance of the corresponding test vector (e.g., its A-norm ‖v˜‖2A = 〈Av˜, v˜〉 when
A is Hermitian and positive definite). We give our specific choice of the weights in the
next section. Conditions on the uniqueness of the solution to minimization problem
(3.4) and an explicit form of the minimizer have been derived in [7].
In the case where there is more than one variable per grid point1, the interpolatory
sets used in the least squares process are defined as follows. The sets F and C are
defined with respect to grid points rather than variables. That is, all variables at a
given grid point are marked either fine or coarse collectively. Then, given a grid point
i ∈ F with associated variables i1, . . . , im, interpolation is built independently for each
variable. The set of interpolatory variables Ci∗ for each variable is then composed of
a subset or all of the variables defined at grid points j ∈ C in the neighborhood of grid
point i. In the following sections, we show that by imposing further conditions on
the sets of interpolatory variables Ci∗ it is possible to preserve the spin structure and
γ5-symmetry on coarse grids, which is an important feature in our proposed bootstrap
setup algorithm.
3.4. The bootstrap multigrid setup cycle. The second main component of
the bootstrap AMG setup is the bootstrap cycle used for computing the test vec-
tors that are needed in the least squares interpolation process (3.4). The proposed
bootstrap cycle setup uses two complementary processes to compute the sets of tests
vectors:
1This is the case for the 2-dimensional Wilson matrix where two variables, corresponding to the
two spin components, are defined at each grid point.
14 J. BRANNICK AND K. KAHL
1. a solver applied to appropriately formulated homogenous problems on different
grids, as in adaptive AMG,
2. a multigrid eigensolver.
As discussed in detail below, the main idea in the latter multigrid eigensolver is to use
appropriate mass matrices to formulate generalized eigenproblems on coarser grids in
such a way that these generalized eigenproblems can be directly related to the finest-
grid eigenproblem.
Following the reasoning in Section 1, we use the fact that these smooth error
components are characterized by left and right singular vectors with small singular
values. That is, in analogy to the Hermitian and positive definite case, we seek
to construct test vectors that capture the algebraically smooth components of the
error, i.e., vectors x such that Dx ≈ 0 or DHx ≈ 0. Let D = UΣV H be the SVD
of the non-Hermitian Wilson matrix D, where U = [u1 | . . . | un] ∈ Cn×n and
V = [v1 | . . . | vn] ∈ Cn×n are unitary matrices. Then, the left and right singular
vectors and corresponding singular values are given by the triplets (σi, ui, vi) that
satisfy the equations
Dvi = σiui,
DHui = σivi.
Now, since these equations are equivalent to the Hermitian and indefinite eigenvalue
problem (cf. [24, 27])(
D
DH
)(
U U
V −V
)
=
(
U U
V −V
)(
Σ
−Σ
)
, (3.5)
it follows that a Petrov Galerkin bootstrap AMG process for the non-Hermitian ma-
trix D can be reformulated as a Galerkin bootstrap AMG process for the Hermitian
system (3.5), to which the algorithm developed in [7] can be applied. This approach
was proposed for the computation of singular triplets in [33] and is described in the
following.
Starting with the finest-grid system D1, the Petrov Galerkin bootstrap setup cycle
begins by applying relaxation (e.g., Kaczmarz iterations) to the homogeneous systems
Dl v˜
(κ)
l = 0, and D
H
l u˜
(κ)
l = 0, κ = 1, ..., kr, l = 1, ..., L− 1, (3.6)
to compute some initial sets of right Vrl = {v˜(κ)l , κ = 1, . . . , kr} and left Url =
{u˜(κ)l , κ = 1, . . . , kr} test vectors used in constructing the least squares interpola-
tion P ll+1 and restriction R
l+1
l operators, l = 1, ..., L − 1 , respectively, and thereby
also the corresponding coarse-grid operators. On the finest grid, kr distinct random
vectors are used as the initial guesses for the Kaczmarz iterations applied to each of
the two systems in (3.6). On all subsequent grids except the coarsest, l = 1, ..., L− 1,
the resulting relaxed vectors computed on finer grids l are restricted to the coarser
grids l+ 1 and used as the initial guesses for Kaczmarz applied to the two systems in
(3.6) there.
Once such an initial multigrid hierarchy has been constructed, the current sets of
test vectors are updated with approximations of the near kernel that are computed
using a bootstrap multigrid eigensolver based on the existing multigrid structure. The
bootstrap multigrid eigensolver begins by computing the ke left and right singular
vectors with the smallest singular values of a generalized SVD for the coarsest grid
BOOTSTRAP AMG FOR THE 2D WILSON DIRAC SYSTEM 15
operator, DL. More specifically, define the composite restriction and interpolation
operators for l = 2, ..., L by
Pl = P
1
2 · . . . · P l−1l ,
Rl = R
l
l−1 · . . . ·R21,
and correspondingly the coarse-grid operators and associated mass matrices by Dl =
RlDPl, Ql = RlR
H
l , and Tl = P
H
l Pl. The triplets (σ˜
(κ)
L , u˜
(κ)
L , v˜
(κ)
L ), κ = 1, ..., ke,
corresponding to the ke smallest singular values of the coarsest-grid system are then
computed by solving the generalized singular value problem
DLv˜
(κ)
L = σ˜
(κ)
L QLu˜
(κ)
L , (3.7)
DHL u˜
(κ)
L = σ˜
(κ)
L TLv˜
(κ)
L . (3.8)
We note that, since the size of the coarsest-grid system matrix DL is small, these
triplets can be computed directly by solving the equivalent generalized Hermitian
(indefinite) eigenvalue problem on the coarsest grid given by(
DL
DHL
)(
U˜ U˜
V˜ −V˜
)
=
(
QL
TL
)(
U˜ U˜
V˜ −V˜
)(
Σ˜
−Σ˜
)
, (3.9)
where the diagonal entries of Σ˜ contain the ordered approximate singular values. Note,
that (3.9) is obtained from (3.5) by a Galerkin construction using the interpolation
operator
P̂L =
(
RL
PL
)
.
The following observation guides the construction of the bootstrap multigrid eigen-
solver: If (σ˜
(κ)
l , u˜
(κ)
l , v˜
(κ)
l ) is a triplet of the finer grid SVD and if there exist coarse-
grid vectors u˜
(κ)
l+1 and v˜
(κ)
l+1 such that u˜
(κ)
l = R
l
l+1u˜
(κ)
l+1 and v˜
(κ)
l = P
l
l+1v˜
(κ)
l+1, then
(σ˜
(κ)
l+1, u˜
(κ)
l+1, v˜
(κ)
l+1) is a triplet on the coarse-grid, i.e,
Rl+1l DlP
l
l+1v˜
(κ)
l+1 = σ˜
(κ)
l+1Qlu˜
(κ)
l+1,
and, with P l+1l := (P
l
l+1)
H ,
P l+1l D
H
l R
l
l+1u˜
(κ)
l+1 = σ˜
(κ)
l+1Tlv˜
(κ)
l+1.
This result gives a relation among the singular triplets computed in the bootstrap
setup on all grids, which we now use to derive a multigrid eigensolver for the Hermitian
system (3.5). On finer grids, starting with l = L − 1, we define a smoother for the
systems
Dlv˜
(κ)
l = σ˜
(κ)
l Qlu˜
(κ)
l , (3.10)
DHl u˜
(κ)
l = σ˜
(κ)
l Tlv˜
(κ)
l , (3.11)
by a scheme that applies the Kaczmarz iteration to each of these two systems sepa-
rately, alternating between the two. Here, the singular value approximations σ˜
(κ)
l are
updated after each such alternating sweep as
σ˜
(κ)
l =
〈Dlv˜(κ)l , u˜(κ)l 〉
〈Qlu˜(κ)l , u˜(κ)l 〉
1
2 〈Tlv˜(κ)l , v˜(κ)l 〉
1
2
, κ = 1, . . . , ke. (3.12)
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After several such sweeps, the resulting approximations are normalized with respect
to the mass matrices
v˜
(κ)
l =
v˜
(κ)
l
〈Tlv˜(κ)l , v˜(κ)l 〉
1
2
and u˜
(κ)
l =
u˜
(κ)
l
〈Qlu˜(κ)l , u˜(κ)l 〉
1
2
.
They are then added to the sets of right and left test vectors
Ul = Url ∪ Uel with Uel := {u˜(κ)l , κ = 1, . . . , ke},
Vl = Vrl ∪ Vel with Vel := {v˜(κ)l , κ = 1, . . . , ke},
which are used to recompute Rll+1 and P
l
l+1, respectively, using the least squares
process. Here, the superscripts r and e are used to distinguish between the sets of
test vectors resulting from applying Kaczmarz relaxation to the homogenous prob-
lems (3.6) and the sets of test vectors coming from the Kaczmarz iterations applied
to (3.10) and (3.11), with initial guesses coming from solutions to the coarsest-grid
eigenproblem (3.9).
3.5. The γ5-symmetry and Galerkin coarsening. A Galerkin coarsening
scheme for the non-Hermitian Wilson matrix was first considered in the context of
an adaptive aggregation-based multigrid solver in [1]. The idea was motivated by the
γ5-symmetry of the Wilson matrix. Recall that, by (2.5) for each eigenpair (λ, vλ)
there corresponds a left eigenpair (λ¯,Γ5vλ). This motivates the choice R
2
1 = (Γ5P
1
2 )
H
on the finest grid. Maintaining a similar relation Rl+1l = (Γ5,lP
l
l+1)
H on all coarser
grids means that the coarse grid system should satisfy
Γ5,l+1Dl+1 = D
H
l+1Γ5,l+1,
with Γ5,l+1 a unitary and Hermitian matrix inherited from Γ5,l on grid l. This is
achieved in a Galerkin approach, i.e., Dl+1 = (P
l
l+1)
HDlP
l
l+1, if interpolation satisfies
Γ5,lP
l
l+1 = P
l
l+1Γ5,l+1, (3.13)
which, in turn, is fulfilled if we enforce that each variable only interpolates from vari-
ables of the same spin. In other words, we fix the sparsity of interpolation according
to the spin ordering of Γ5,l and Γ5,l+1 as
P ll+1 =
(∗
∗
)
, (3.14)
which gives Γ5,l = γ5⊗ Inl . In the context of full coarsening of the grid, as defined in
Section 3.2, for each grid point i ∈ F we obtain the structure in (3.14) if we define the
interpolatory sets for the two spin variables i1 and i2 at grid point i independently as
Ci∗ =
{
j∗ ∈ C
∣∣∣∣Di∗,j∗ 6= 0}. (3.15)
In this way, a given spin variable i∗ at grid point i interpolates only from variables
j∗ of the same spin defined at neighboring grid points j. Using these assumptions,
direct computation shows that the Petrov Galerkin coarse-grid correction reduces to
a Galerkin correction for D (cf. [1]), i.e., for Rl+1l = (Γ5,lP
l
l+1)
H we have
P ll+1
(
Rl+1l DlP
l
l+1
)−1
Rl+1l = P
l
l+1
((
P ll+1
)H
DlP
l
l+1
)−1 (
P ll+1
)H
.
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This same structure preserving form of P and the γ5-symmetry of D imply, in
addition, the equivalence of the Petrov Galerkin bootstrap AMG setup for D and a
Galerkin approach for the Hermitian indefinite matrix Z = Γ5D as we are going to
show next.
Indeed, since Z is Hermitian there exists a unitary matrix V ∈ Cn×n such that
Z = Γ5D = V ΛV
H
with Λ = diag(λ1, . . . , λn), which directly implies
D = Γ5V sign(Λ)|Λ|V H . (3.16)
Thus, U = Γ5V sign(Λ), V = V are unitary and with S = |Λ| we have found an
expression for the SVD of D in terms of eigenvectors and eigenvalues of Z. This
relation implies that the space spanned by any pair of right and left singular vectors
ui, vi satisfies
span(ui) = span(Γ5vi),
since the factor sign(λi) does not change the span. This result is also true for any pair
of subspaces spanned by a collection of pairs of singular vectors. As a consequence,
the choice Rl+1l = (Γ5,lP
l
l+1)
H , which was motivated in [1] by the correspondence
between left and right eigenvectors with respect to the γ5-symmetry, is now justified
in terms of left and right singular vectors, assuming that P ll+1 is constructed from test
vectors approximating right singular vectors to small singular values. Additionally,
we have the following new results relating the setup for D and Z.
Theorem 3.1. Assume that Rl+1l = (Γ5,lP
l
l+1)
H and P ll+1 has the block structure
defined in (3.14) such that Γ5,lP
l
l+1 = P
l
l+1Γ5,l+1. Then, the two equations (3.10)
and (3.11) are equivalent to
Zlv˜
(κ)
l = λ˜
(κ)
l Tlv˜
(κ)
l , with u˜
(κ)
l = Γ5,lv˜
(κ)
l ,
where Zl = Γ5,lDl. Thus, in particular, we have the following equivalences.
(i) The singular-value problem on the coarsest grid given by (3.7) and (3.8) is equiv-
alent to the generalized eigenproblem
ZLV˜ = TLV˜ Λ˜, where ZL = Γ5,LDLV˜ .
(ii) Kaczmarz relaxation applied to either of the equations (3.10) or (3.11) reduces
to applying Kaczmarz to the equation
Zlv˜
(κ)
l = λ˜
(κ)
l Tlv˜
(κ)
l .
More precisely, the correction si used in the Kaczmarz updates for the systems
with Dl, defined via the equation〈
DHl
[
λ˜
(κ)
l TlΓ5,lv˜
(κ)
l −Dl(v˜(κ)l + siei)
]
, ei
〉
= 0,
can equivalently be computed using the equation for si in terms of Zl given by〈
Zl
[
λ˜
(κ)
l Tlv˜
(κ)
l − Zl(v˜(κ)l + siei)
]
, ei
〉
= 0.
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Relax on Zv = 0, v ∈ Vr, compute P
Compute v, s.t., Zv = λTv, update Ve
Relax on Zv = λTv, v ∈ Ve
Relax on Zv = 0, v ∈ Vr and Zv = λTv, v ∈ Ve, recompute P
Test MG method, update V
Fig. 3.3: Galerkin Bootstrap AMG W cycle and V cycle setup schemes.
(iii) The singular value approximations defined in (3.12) satisfy σ˜
(κ)
l = |λ˜(κ)l |, where
λ˜
(κ)
l is the Ritz value
λ˜
(κ)
l =
〈Zlv˜(κ)l , v˜(κ)l 〉
〈Tlv˜(κ)l , v˜(κ)l 〉
. (3.17)
Proof. Since Rl+1l = (Γ5,lP
l
l+1)
H we have Ql = Tl. Now, using (3.16) we have
u˜
(κ)
l = sign
(
λ˜
(κ)
l
)
Γ5,lv˜
(κ)
l and σ˜
(κ)
l = sign
(
λ˜
(κ)
l
)
λ˜
(κ)
l .
Parts (i)–(iii) now follow by substitution.
This theorem implies that the overall Petrov Galerkin bootstrap AMG setup
process developed for the non-Hermitian Wilson matrix D in Section 3.4 is equivalent
to a Galerkin setup process for the Hermitian form of the Wilson matrix Z. We
provide additional details of the Galerkin bootstrap setup and multigrid eigensolver
for Z in Figure 3.3.
4. Numerical results. In this section, we present numerical tests of our Ga-
lerkin bootstrap AMG setup algorithm for the Wilson discretization of the Dirac
equation. We apply our method to the Schur complement system resulting from an
odd-even reduction of the Wilson matrix:
D̂ψe = be −Deobo,
with D̂ defined as in (3.2), i.e., D1 := D̂. In all tests, the sets of coarse variables
are defined by full coarsening (see Figure 3.1). We use nearest neighbor interpolation
defined in terms of the graph of the matrix D̂, as in (3.15) which preserves the spin-
structure of the system. The maximal number of interpolatory points is bounded
by four and the Galerkin coarse-grid operator has the same sparsity pattern on all
grids, with at most 18 non-zeros per row and, thus, the grid and operator complexities
(cf. [34]) are bounded by 1.4 independent of the problem size.
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Fixing the coarsening and sparsity pattern of P as such, we study the performance
of the bootstrap algorithm applied to the Hermitian and indefinite matrix ΓeD̂ in (3.3)
for N = 128 and 256 with β = 3, 6, 10 in (2.3) and various choices of the shifts, m,
used in setting the minimal eigenvalue of the Wilson matrix D = mI + D0. For
completeness, we consider nine distinct gauge field configurations for each pair of
parameters m and β. In the plots, the (dashed) lines from light to dark correspond
to increasing configuration numbers, from 11,000, ..., 19,000, respectively.
The weighted least squares approach in (3.4) is used to define the entries of the
interpolation operators. We set the number of test vectors computed using relaxation
as kr = |Vr| = 8 and the number of additional eigenvector approximations computed
in the multigrid eigensolver as ke = |Ve| = 8. The least squares form of P is then
computed on each grid using the combined sets of up to k = kr + ke test vectors
(the initial hierarchy is constructed using only kr test vectors). On the finest grid,
the vectors, v(1), . . . , v(kr), used to initialize the bootstrap process, are generated
randomly and independently with a normal distribution with expectation zero and
variance one.
We use a W (4, 4) cycle solve phase with Kaczmarz smoothing. The problem is
coarsened to a coarsest-grid system with N = 16, which is solved directly, giving
4- and 5-grid methods for the N = 128 and N = 256 problem sizes, respectively.
The reported estimates of asymptotic convergence rates, ρ, of the resulting solver are
computed by
ρ =
‖eν‖
‖eν−1‖ ,
where eν denotes the error after ν multigrid iterations, i.e., the asymptotic conver-
gence rate is measured upon convergence to the specified tolerance or after ν = 100
iterations. The number of BAMG preconditioned GMRES(32) iterations needed to
reduce the `2 norm of the relative residual to this same tolerance is also reported.
4.1. The 2D Wilson matrix – Bootstrap W cycle setup . In our first set of
tests, we use a W(10,10) cycle with Kaczmarz relaxation in the first bootstrap setup
cycle. Then, after an intermediate adaptive step in which we apply two W(4,4) cycles
to update the test vector with the smallest value of |λ˜(κ)0 | in (3.17) on the finest grid
only, we apply a second W(5,5) setup cycle to update the sets of test vectors on all
grids which are used to compute the final multigrid hierarchy. After extensive testing
of the proposed setup approach, we found these settings to yield a robust solver for
all test problems considered. A few remarks regarding these choices of the settings for
the setup algorithm are in order before presenting the results of these experiments.
First, we note that the extra smoothing steps are applied in the initial W cycle
since we have observed in practice that this gives a sufficiently accurate initial hierar-
chy from which the solver can then be constructed. Generally, using fewer relaxation
steps and a larger number of bootstrap setup cycles is less efficient than an approach
in which more relaxation steps are used in each of the cycles, so that fewer cycles are
needed to obtain a suitable solver. Moreover, for the highly ill-conditioned Wilson
matrices we consider, we find that at least two bootstrap cycles with one intermedi-
ate adaptive step is needed in order to obtain an efficient solver for all test problems,
unless we increase the number of relaxations that are used in the initial bootstrap
cycle significantly.
Additionally, we mention that the intermediate adaptive step is applied only to
a single test vector, namely, the one that yields the smallest value of |λ˜(κ)0 | in (3.17) .
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While we use this step in all tests, we have observed that it turns out to be beneficial
mostly in cases where the shift is chosen such that ηmin(D) in (2.4) is almost zero,
i.e., for the most ill-conditioned cases. In such cases, this simple modification to
the algorithm reduces the number of bootstrap setup cycles needed to obtain an
efficient solver by at least one and in most cases two or more, assuming the number
of smoothing steps are not increased.
As a final remark, we comment that the use of W cycles as opposed to V cycles in
the setup and solve phases of the algorithm is needed to compensate for the fact that
the problem is coarsened to N = 16 and that the maximum number of interpolation
variables is limited to four. We observed that for certain realizations of the gauge
fields, the resulting coarsest spaces as defined in our algorithm are too lean to com-
pensate for the large number of near kernel vectors that they have to approximate.
An alternative strategy, that we did not explore here, would be to increase the number
of interpolation points on coarser grids.
The results of these experiments for N = 128 are reported in Figure 4.1 and the
ones in Figure 4.2 are for N = 256. For both problem sizes we report results for β =
3, 6, 10 for nine different gauge field configurations. Here, we see that for both problem
sizes, the stand-alone solver is convergent and only in few exceptional cases do these
rates go above 0.6. In addition, the number of preconditioned GMRES(32) iterations
is also fairly uniform for fixed N and varying values of β, the minimum eigenvalue
of D, and different configurations. Further, although the number of preconditioned
GMRES(32) iterations seems to grow slightly for the larger problem sizes, we see
that the number of iterations is reduced by roughly two orders of magnitude when
compared to the number of iterations needed by CGNR without preconditioning, as
reported in Figure 3.2 for the odd-even system and in all tests the outer preconditioned
GMRES(32) method never reaches a restart. Finally, we observe that in almost
all cases the errors and residuals are within an order of magnitude, which further
demonstrates the effectiveness of the proposed method.
4.2. The 2D Wilson matrix – Bootstrap super-V cycle setup . In this
section, to test the impact of the coarsest-grid eigensolver on the overall effectiveness
of the bootstrap AMG process, we consider a modified setup cycle in which the number
of relaxations used on each grid is the same as in an overall W cycle, but each grid
is visited only once. Specifically, we consider a V (µ2l, µ2l) cycle in the setup phase
and as before W (4, 4) cycles in the solve phase. Here, l denotes the given grid and
the notation V (µ2l, µ2l) means that we use µ2l pre-smoothing iterations and µ2l
post-smoothing iterations on grid l = 1, ..., L − 1. Thus, the number of smoothing
steps applied on each grid is the same as in a W(µ, µ) cycle, but the coarsest-grid
eigensolve is applied only once. We use the same settings for the setup cycles as we
used in Section 4.1, i.e., kr = ke = 8, µ = 10 in the first super-V cycle setup, and
µ = 5 in the second setup cycle. We test the method for N = 128 and β = 6 and use
the same nine gauge field configurations we used in the previous section.
The results of these tests are reported in Figure 4.3. As we can see in the plots
on the left and in the middle in the figure, the stand-alone solver and preconditioner
with this setup strategy is less effective than the one coming from the W cycle setup.
Further, we see in the plots on the right that for some of the most ill-conditioned cases,
the residuals and errors again differ by several orders of magnitude. Together, these
results demonstrate the effectiveness of the method when the coarsest-grid eigensolver
is repeated within the bootstrap setup process, especially in the most ill-conditioned
cases.
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(a) N = 128, β = 3
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(b) N = 128, β = 6
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(c) N = 128, β = 10
Fig. 4.1: Results of bootstrap AMG and bootstrap AMG preconditioned GMRES(32)
applied to the odd-even reduced matrix for N = 128 and different values of β. The
results for the light to dark lines correspond to different gauge field configurations,
going from light to dark with increasing configuration number. On the left, plots of
the estimates of the convergence rates ρ for the stand-alone solver versus ηmin(D)
defined in (2.4), corresponding to different diagonal shifts m, are provided. In the
middle, the number of bootstrap AMG preconditioned GMRES(32) iterations needed
to reduce the `2 norm of the relative residual by a factor of 10
−8 is plotted against
ηmin(D). The plots on the right contain the `2 norms of the relative residuals (solid
lines) and relative errors (dashed lines) computed using the resulting solution versus
ηmin(D).
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(a) N = 256, β = 3
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(b) N = 256, β = 6
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(c) N = 256, β = 10
Fig. 4.2: Results of bootstrap AMG and bootstrap AMG preconditioned GMRES(32)
applied to the odd-even reduced matrix for N = 256 and different values of β. The
results for the light to dark lines correspond to different gauge field configurations,
going from light to dark with increasing configuration number. On the left, plots of
the estimates of the convergence rates ρ for the stand-alone solver versus ηmin(D)
defined in (2.4), corresponding to different diagonal shifts m, are provided. In the
middle, the number of bootstrap AMG preconditioned GMRES(32) iterations needed
to reduce the `2 norm of the relative residual by a factor of 10
−8 is plotted against
ηmin(D). The plots on the right contain the `2 norms of the relative residuals (solid
lines) and relative errors (dashed lines) computed using the resulting solution versus
ηmin(D).
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Fig. 4.3: Results of super-V cycle setup and W cycle bootstrap AMG and bootstrap
AMG preconditioned GMRES(32) solvers applied to the odd-even reduced matrix for
N = 128 and β = 6. The results for the light to dark lines correspond to different
gauge field configurations, going from light to dark with increasing configuration num-
ber. On the left, plots of the estimates of the convergence rates ρ for the stand-alone
solver versus ηmin(D) defined in (2.4), corresponding to different diagonal shifts m, are
provided. In the middle, the number of bootstrap AMG preconditioned GMRES(32)
iterations needed to reduce the `2 norm of the relative residual by a factor of 10
−8 is
plotted against ηmin(D). The plots on the right contain the `2 norms of the relative
residuals (solid lines) and relative errors (dashed lines) computed using the resulting
solution versus ηmin(D).
5. Concluding Remarks. In this paper, we designed and tested a bootstrap
approach for computing multigrid interpolation operators for the non-Hermitian Wil-
son discretization of the Dirac equation. As in any efficient multigrid solver, these
operators have to be accurate for the near kernel vectors of the problem’s finest-grid
operator. Here, this is achieved by defining interpolation to fit, in a least squares
sense, a set of test vectors that collectively approximate the near-kernel vectors of
the Dirac matrix. A main new result is given in Theorem 3.1, where we used the γ5-
symmetry of the Wilson matrix to reduce a Petrov Galerkin multigrid algorithm for
the non-Hermitian Wilson matrix D to a Galerkin approach for D, where the setup
process is applied to the Hermitian and indefinite version Z = Γ5D of the Wilson
matrix to derive the solver for D (and Z).
Further, extensive numerical tests have shown that using least squares interpola-
tion together with a bootstrap AMG setup based on an equivalent Hermitian indefinite
form of the Wilson matrix and an intermediate adaptive setup cycle leads, in prac-
tise, to a robust AMG setup algorithm and thereby solver and preconditioner for the
Wilson matrix over a wide range of problem parameters. All numerical experiments
presented in the paper were carried out for Wilson’s discretization of the 2-dimensional
Dirac equation on a structured grid, using full coarsening and interpolation with a
fixed nearest neighbor sparsity pattern. This allowed us to concentrate on developing
and testing least squares techniques for computing the interpolation operators and the
impact of the bootstrap AMG setup, the multigrid eigensolver, and the adaptive step
on the efficiency of the resulting multigrid solver. Generally, we have shown that with
a proper choice of these components of the algorithm, a robust and efficient solver
can be constructed. We note, in addition, that all of the derivations and heuristic
arguments used in formulating the proposed algorithm carry over directly to the 4-
dimensional Wilson matrix arising in Quantum Chromodynamic simulations so that
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the proposed solver is expected to work well in this setting, too.
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