ABSTRACT In this paper, a new process learning framework that is based on probabilistic learning and predicate logic is proposed. The input of this framework is a set of log files, and the output is a probabilistic predicate-based workflow that describes the process. This paper targets a methodology of learning processes given data and the learning algorithm finds out the logical operators that bind the events described in data and model it using predicate logic. While building the process, the probability of every event and the probabilities of the relationship between events are calculated. The learning process is an ongoing process, which means after learning when feeding the system with a new set of log files, the algorithm takes the previously learned process and it is set of probabilities as a starting state and starts modifying them based on the newly learned log files. This feature is very essential for those applications that integrate and interact with bigdata since for bigdata, starting the learning process from the beginning for every new set of data is not feasible. In this paper, the assumption is that log files are event-based, and every event is associated with its time of occurrence. Any event could have multiple occurrence times throughout the log files. The framework provides an optimal general definition of a process that is described by those log files. The process could change schematically or with respect to behavior when learning a new set of logs. In order to achieve what is described, a dependency matrix needs to be learned, and then the probability matrix is calculated. The outcome of the two matrices is a predicate-based workflow. Workflows can easily be described by Petri nets and Petri nets can map to predicate logic. The reason to convert the workflow into the knowledge base is the ability to infer new facts from given facts we conclude from log files. In this paper, we integrate a modification to α algorithm with the framework in order to describe dependencies and probability of occurrences of events.
I. INTRODUCTION
Process learning is defined as knowledge discovery that has an important role in the process industry [17] . However, data mining and analytics also important factors for discovering knowledge [17] .The process of analyzing different types of data is called data mining. Process mining is the technique of discovering the process after analyzing different sets of data that are provided and stored in a management information system of a particular organization. Both, data and process mining, aim to maintain business entities and improve performance. The identity of a process, is specified depending on the data types and application domains.In turn, healthcare data can be used to generate knowledge for characterizing
The associate editor coordinating the review of this manuscript and approving it for publication was Zhangbing Zhou. a healthcare process. This knowledge includes events corresponding to the nature of this field, such as patient arrival, treatments, and diagnoses [22] . Process learning is the main focus of this paper. Process mining is considered an active topic since it is driven by industrial and organizational needs to enhance processes [22] . Process mining can be classified as follows:
process discovery, congruity checking, improvement, and enhancement. Process learning [9] is now an essential practice for organizations to optimize their workflow and the way they work in consideration of the huge increase in the amount of data these orgnizations work with on a daily basis [35] . Process learning is the practice of finding a definition of atomic events that happen in some domain and the correlation and dependency between those events and each other [9] . In the literature, there are few algorithms that address the problem of process learning [2] , [12] , [34] , [35] , [39] , [40] , [42] . Furthermore, each of them has a deficiency, as discussed in Section III. In this paper, the fact that dependencies among events are probabilistic is addressed, and the proposed learning process in this paper takes this aspect into consideration.
Process discovery consists of knowledge extraction based on event logs [6] , [17] . The outcome of the mining process is an accurate process model. This output is achieved through processing event log files after ensuring that they are coherent with the actual events in a given system. The extracted model can be enhanced by monitoring system procedures, studying their limitations and overcoming their overall performance deficiencies. This process can be achieved by improving some events or other factors in the given event logs.
Process mining can broadly be classified into the following major categories [40] :
Local algorithms: α and heuristic. Global algorithms: genetic and fuzzy. Local algorithms are based on local information about events in a log, which is used to set the dependencies between these events by extracting information about what tasks directly precede or directly follow each other in that log [40] . The global algorithms or nonlocal non-free-choice constructs, however, cannot be determined by only looking at the direct successors and predecessors, which is the local context of a task in a log. However, all dependency relations are inferred based on local information in that log. Moreover, most techniques cannot mine nonlocal non-free-choice data because they are based on local information in those logs [8] .
The techniques that do not mine local non-free-choice cannot do so because their representations do not support such constructs. On the other hand, the non-free-choice constructs combine synchronization and choice [4] .
Both local and global algorithms have their own deficiencies, limitations and challenges. The choice of which algorithm to pick depends on what needs are to be met and which can be omitted. The challenges are enormous, and they include but are not limited to the following:
Incomplete and noisy input data. The need to distinguish sequences, forks, and concurrency The need to derive block-structured and arbitrary loops The need to distinguish repeated activities from activities in loops The need to address fuzzy process entry and end points The need to detect different process types and variants The following table maps those challenges with the known algorithms in the literature along with the proposed β algorithm, where √ : means that the algorithm can accommodate the mentioned challenge, and ×: means that it cannot.
After studying and comparing different approaches, we can overcome many of the mentioned limitations by applying a learning method that builds accumulative knowledge based on different data sets and event logs to ensure an accurate model as a result of learning the process. From the challenges mentioned above, a good learning approach would identify the following:
Events that are parallel. Events that are ORed. Events that are XORed. Implication. Repeated patterns. Loops Variant detection Among the most widely used process mining algorithms, without loss of generality,the four algorithms representing business process mining algorithms [35] are: the α algorithm [11] , genetic algorithm [7] , heuristics miner [42] and fuzzy miner [18] . In the literature, the most commonly used algorithms for process learning are presented. This paper is organized as follows: Section II discusses the previous work that has been done in this area of research. Section III provides a comparative study among the most well-known algorithms of process learning. Section IV explains the proposed framework for probabilistic learning and shows how to convert the learned process into predicate logic for further inference. Section VI presents the application of the proposed framework in healthcare. Section XIII compares the proposed framework with the α algorithm that has been proposed in the literature. Section XII discusses the simulation of the proposed framework and presents the simulation results. Finally, Section XIV concludes this paper and proposes a summary of all the work that has been done in this paper.
II. LITRATURE SURVEY
As noted in previous sections, there are many well-known process mining algorithms, and the proposed β algorithm is extended from the α algorithm [37] which handles concurrency in processes. This algorithm is proven to correctly mine processes where the underlying processes can be modeled by a structured workflow net (SWF-Net), a subclass of the Petri net. The algorithm is simple to apply. The α algorithm works as follows. First, it examines the log traces and creates the set of transitions in the workflow, including the set of output transitions of the source location, and the set of the input transitions of the sink location. In the final two phases of the α algorithm, sets of sourcelocations are created, and input locations are used to define the locations of the discovered workflow net. In phase 4, the α algorithm discovers which transitions are causally related. Thus, for any two events in the workflow, each transition in the first set causally relates to all transitions in the second set, and no transitions within the first set or the second set follow each other in any firing sequence. These constraints on the elements in the two sets allow the correct mining of AND-split/join and OR-split/join constructs. Note that the OR-split/join requires the fusion of locations. In Step 5, the α algorithm [37] refines the first set of events by taking only the largest elements with respect to set inclusion. In fact, Step 5 establishes the exact amount of locations of the discovered net excluding the source location and the sink location. The locations are created in Step 6 and connected to their respective input/output transitions in Step 7. The discovered workflow net is returned in Step 8. Finally, it is defined what it means for a workflow net to be rediscovered.Although the α algorithm is considered unsuitable for real-world processes, it is often used to obtain a first insight into a process. The α algorithm requires a complete event log, where completeness means that for every pair of activities that the model allows to directly follow each other, there is a trace in the log that exhibits this behavior. The α algorithm uses such pairs of activities identified from the event log, to attempt to exactly replicate the underlying process from the traces in the event log. Therefore, this algorithm is unable to accommodate noise, [3] .
Another well-known process mining algorithm is the genetic algorithm [4] which is a search technique that is similar to the process of evolution in biological systems. Its main idea is to have a search space that contains some solution points to be found by the genetic algorithm. The genetic algorithm starts by randomly distributing a finite number of points into that search space, where every point is called an individual and the set of points is called a population in a specific given time. For each individual there is an internal representation, and the quality of that individual is examined by the fitness measure. Then the search continues in an iterative process that creates new individuals in the search space by recombining and/or mutating current individuals of a given population. This is how genetic algorithms mimic the evolution process. However, genetic algorithms reuse material included in the current existing individuals. Every new iteration of a genetic algorithm is called a generation. In the same concept, the genetic material of a population comprises the parts that constitute the internal representation of the individuals. The genetic operators apply are the crossover and mutation (and/or) recombination modifications of the genetic material of individuals; the crossover operator recombines two individuals (or two parents) in a population to create two new individuals (or two offspring) for the next population (or generation). The mutation operator randomly modifies parts of individuals in the population. A selection criterion is chosen in the both operators to choose the individuals that may undergo crossover and/or mutation. The best individuals in a population (called the elite) guarantee that good genetic material is not lost, and this information is directly copied to the next generation. The search continues with the creation of generations or new populations until a certain end criterion is met. As an example, set the maximum amount of generations or new populations that can be created during the search performed by the genetic algorithm, so that the search process ends even when no individual with maximal fitness is found [4] . Moreover, the heuristics miner algorithm [42] is a practical applicable mining algorithm that can accommodate the noise in a log file. This algorithm is used to express the main behavior, i.e. without all the details and exceptions registered in an event log. The heuristics miner controls the flow perspective of a process model. To do so, it considers only the order of the events within a case. Thus, the order of events among cases is not important. To find a process model on the basis of an event log, the log should be analyzed for causal dependencies, e.g., if an activity is always followed by another activity, it is likely that there is a dependency relation between both activities. The starting point of the heuristics miner is the construction of a so-called dependency graph. A frequency matrix is used to indicate a dependency relation between two events, for example, event A and event B. The calculated fellowship values between the events of an event log are used in a heuristic search for the correct dependency relations that is indicated by a value called the threshold value. As an example, the fellowship relation between event A and event B is always between −1 and 1, and the dependency between A and B is guaranteed, in which activity A is directly followed by B if the values are close to 1 after studying many traces of events. This simple heuristic helps us enormously when finding reliable causality relations even if the event log contains noise [42] . However, the process model that is used for generating the event log is known in all traces, even those with noise, but in a practical situation, it is not known if a trace is actually noise or if it is a low-frequent pattern. To solve this problem, three threshold parameters are available in the heuristics miner as Figure 1 :
Heuristics miner threshhold parameters [42] .
With these thresholds it can be indicated that the system accepts dependency relations between activities that have: a dependency measure above the value of the dependency threshold, and a frequency higher than the value of the positive observation threshold, and a dependency measure for which the difference with the best dependency measure is lower than the value relative to the best threshold. However, the heuristics miner as shown can not handle short loops, and the types of the dependency relations (AND/XOR-split/join) are not represented in the dependency graph; in addition, there are problems with nonobservable activities, and the algorithm cannot handle long-distance dependencies [42] .
Finally, fuzzy mining [18] is a process discovery technique that mines an event log for a family of process models using a map metaphor. Many maps exist that show a specific city as an example at different levels of abstraction, and different maps exist for a process model mined from an event log. In this map, a metaphor is an object of interest in that city (such as a specific museum) that corresponds to a node in the process model, where streets (such as street 1, for example) correspond to edges in the model. A single map is a fuzzy instance, whereas a family of maps such as all city maps is a fuzzy model. As high-level maps show only major objects of interest and major streets, high-level fuzzy instances show only major element nodes and edges. For this purpose, the fuzzy miner computes from the log a significance weight for every element and an additional correlation weight for every edge. The higher these weights are, the more major the element is considered to be [18] . Furthermore, the fuzzy miner uses a number of thresholds. However, only elements that meet these thresholds are shown. These thresholds correspond to the required level of abstraction: the higher these thresholds are, the higher the level of abstraction is. For completeness, it should be mentioned that a fuzzy instance may contain clusters of minor nodes: If some objects of interest on that city map are too minor to be shown by themselves on some map, they may be shown as a single and major object provided that they are close enough. For this reason, the fuzzy miner first attempts to cluster minor nodes into major cluster nodes, and only if that approach does not work does it remove the minor nodes from the map. The fuzzy model view, allows the user to change the thresholds by changing the sliders, whereas the fuzzy instance view does not [18] .
A. PROCESS MINING ALGORITHM APPLICATIONS
In this section, a survey of the basic process mining algorithms is prepared to present important applications of each algorithm. Modern information systems are distributed and include event logs that are likely to be distributed across different physical machines. MapReduce is a scalable approach for efficient computations on distributed data [14] . The α process mining algorithm is implemented to approximate a MapReduce design by taking advantage of the scalability of the MapReduce design [30] . The performance and scalability of the implementation are presented by applying some of the experimental results. Event logs contain information about events referring to a case (called aprocess instance), the event or activity type (called an instance of a task within a case), and a timestamp. The implementation of the α process mining algorithm in this scenario is intended to rediscover one possible workflow net from an event log under the assumption of no noise. MapReduce is a programming approach for large-scale data processing in a distributed computing environment, and it works according to important functions such as the following: the map function accepts a series of pairs from an input reader and provides a series of pairs as an output, and then a shuffle function, which sorts and collects the values for different keys, provides an output as a series of tuples. Then, the reduce function takes this inofrmation as the input and provides an output in the form of a series of key pairs. The important aspect in implementing a MapReduce-based algorithm is the combination of suitable sequences of map and reduce functions with the appropriate data types for keys and values. To compute the log-based ordering relations for the α algorithm,two sets of mappers and reducers are required, following each other [14] .
The fuzzy miner algorithm [18] is based on another approach. It provides a dynamic view of the process using methods from thematic cartography. Note that, generalization is the main concept in thematic cartography, constituting an abstraction of certain details that may change over time. However, in the fuzzy miner, two metrics are identified: significance and correlation. The first metric calculates the frequency of event occurrences and their order: the more frequently a precedence relation is observed, the more significant it is. The second metric, correlation, measures how closely events are related. This aspect can be measured by the data they share, or by the similarity of activity names. However, a process model is generated based on how significant and correlated the events are: highly significant behaviour is preserved, if the behavior is highly correlated, but less significant, events are aggregated into clusters, and are left out if the behavior is minimally correlated. Based on these measures, views on the event log can be generated dynamically, such that the analyst can zoom in and out on certain aspects of the process model. This method is implemented for the application of process mining for internal transaction fraud mitigation in well-known company as an example, such that process diagnostics concern a global view of the business process, in order to help the analysts and domain experts to reveal weaknesses and problems in the business process and discover any fraud cases that may happen and expose opportunities to commit fraud in the following process [21] .To proceed with this section, which discusses the applications of basic process mining algorithms, we need to present the importance of some real-life application domains, such as the healthcare environment, which is considered an informationrich environment but a knowledge-poor one because of the huge volume of data available within the healthcare systems, and there is a lack of effective analysis tools to discover hidden relationships and trends in the data [36] . VOLUME 7, 2019 FIGURE 2. Process mining in healthcare [32] .
However, in the healthcare sectors, doctors with expertise are responsible for preparing clinical diagnoses because of their experience in this field. Although, the collected data are obtained by expertise in this domain, many problems still arise from incorrect diagnosis and treatment. Although many tests for diagnoses are undergone by patients, in many cases, not all the tests contribute towards effective diagnosis of a disease. As an example, and for the sake of accuracy, especially in heart disease, the objective of any applied method, is to more accurately predict the presence of heart disease with a reduced number of attributes. Originally, thirteen attributes were involved in predicting heart disease [5] . Figure 2 shows how the process mining concept is applied in the healthcare sector.
A genetic algorithm is used to determine the attributes that contribute more towards the diagnosis of heart ailments that indirectly reduce the number of tests that the patient needs to undergo. [5] . Thirteen attributes are reduced to 6 attributes using a genetic search. Moreover, the attributes are minimized to 3 by using other techniques to predict the diagnosis of patients with the same accuracy as that obtained before the reduction of the number of attributes [5] .
Due to the increasing demand for healthcare, hospitals which are the core of healthcare systems, are seeking to enhance their care processes to increase efficiency and guarantee a high quality of care [24] . Process modeling is a crucial step for process improvement, since it provides a process behaviour that can be analyzed and optimized. However, the early applications of process mining to healthcare produced overly complex models, which has been attributed to the complexity of the healthcare domain. [24] surveys the failures of many process mining methods, especially in identifying good process models, even for well-defined clinical processes, because of the different limitations and challenges. A heuristic miner algorithm is used to present some of these difficulties and limitations by discovering the outline of the process model. Although this algorithm could recognize some key activities, the evaluation of a medical expert has revealed that there are sequences in the model that do not make sense from a medical perspective and that the algorithm must have determined a suboptimal process model. The most serious problem identified, is that the discovered model does not represent the causal relationships expected in the sequence of events. For example, an increase in the respiratory rate seems to trigger an increase in the carbon dioxide level in the blood.Additionally [24] suggests applying some improvements to the collected data to enhance the discovered model, such that data filtration can be applied to focus on only part of the events. In this case, a different granularity of the data can be chosen, which steers the heuristic algorithm towards emphasizing the relevant events only;hence, the resulting model obtained now has a high fitness and reflects the correct sequence of events in this domain of study [24] .
B. PROCESS MINING CHALLENGES
As mentioned earlier, process mining is the practice of extracting knowledge from event logs in a specific organization [9] . Process mining techniques develop, and discover processes through the merging of data mining techniques and business process management. Data mining deals with large data sets, whereas business process management focuses on modeling those sets. Furthermore, process mining is considered an intermediate phase between the two; it combines data analysis with modeling. Moreover, process mining can handle raw data or event logs of any organization. Since data mining is a method that detects, analyses and discovers data, it has no direct link with the business processes. On the other hand, process mining discovers, controls, and improves actual business processes based on data acquired from information systems equipped in organizations. By analyzing data derived from those equipped systems that support processes, process mining gives a true, end-to-end view of how business processes operate [26] . Data mining analyses static information, which is data that are available at the time of analysis. Process mining, on the other hand, looks at how the data were actually created. Process mining techniques also allow users to generate processes dynamically based on the most recent data. Process mining can even provide a real-time view of business processes through a live feed [26] . Process mining is the extraction of models of business processes, from log files maintained by organizations, to enable business decision makers to better understand and optimize business activities.
The outcome of process mining is the process model that describes this process. This model can be graphical, for analysts and management use, or formal, for mathematical analysis use. As mentioned earlier, there are many algorithms that target process mining [39] . Choosing which algorithm or method to implement, depends on the characteristics of each and on the field of study. Identifying the best algorithm is a challenge for businesses that need to deploy process mining, and for researchers to evaluate new developments.
The choice of a suitable process mining algorithm involves the following milestones:
Analyzing the log Identifying all process instances Defining some relations among events. Once all event relations are defined, it is possible to combine them to construct the mined model. However, even if several approaches are available, many problems are still unsolved. In [40] , some of those problems are identified. The following is a summary of those problems:
Some process models may have the same event appearing several times, in different positions. Many times, logs report a substantial amount of data not used by the mining algorithms. Example: detailed timing information, such as distinguishing the duration time of a specific event that can be used to guarantee the accuracy of the mined models. Current mining algorithms do not perform a holistic mining of different perspectives, coming from different sources: for example, not only the controlflow but also a social network with the interactions between the activity originators (creating a global process description). Visualization of mining results: present the results of process mining in a way that people can gain insights into the process. Accommodating noise and incompleteness: noise identifies uncommon behavior that should not be described in the mined model; Incompleteness represents the lack of some information required for performing the mining task. Almost all business logs are affected by the last two mentioned problems, and process mining algorithms are not always able to properly address them.However, applying new extensions to existing methods can match the requirements of a particular domain of business.
III. COMPARISON BETWEEN PROCESS LEARNING ALGORITHMS
There is no accepted benchmark to evaluate and compare the different proposed process mining algorithms which makes it difficult to select a suitable process mining algorithm for a given enterprise or application domain. However, process mining algorithms are used to mine business process models using process logs [42] . The mined models are compared against the current process models of the enterprise for conformance checking, which is a basic step of process mining. The next step is to discover more efficient, streamlined business process models. The advantages of one of the methods in process mining over others that have different features, is to produce mined models that are semantically similar and structurally equal to the original models or better than the original models. Interesting research and software prototypes have attempted to provide such an evaluation framework, e.g., [42] , although empirically evaluating all available process mining algorithms against the business models provided by a given enterprise is usually computationally expensive and time consuming. Therefore, the main challenge of these process model mining algorithms is the need to perform regular reevaluation against these changing models for conformance checking, reengineering or the discovery of more streamlined, improved models.
The starting point of comparing different process mining algorithms, is to present how each one of them discovers event relations. Starting with the heuristics miner algorithm, the construction of a so-called dependency graph is based on a frequency metric that indicates if there is a dependency between two events in the log, but this algorithm is far from complete because it cannot handle short loops,or the logic dependency relations between different events such as AND, XOR, or split/join in addition to the problem of nonobservable events [42] . On the other hand, the genetic algorithm [7] is mainly used for mining noisy event logs and is considered an adaptive search method to mimic the process of evolution. The initial experiences showed that representing individuals VOLUME 7, 2019 in terms of a Petri net [37] is not convenient, and the expressive power of the Petri net is limited in some cases. However, this method uses a new representation called a causal matrix that shows the direct cause of an event by applying routing techniques; for example, when one event is the single cause of another event, sequential routing occurs. This algorithm produces three kinds of routing between events: sequential, parallel or choice routing. Different routings depend on the relations between different events and on which ones cause others. The problem of the genetic algorithm is that some relations between events are not addressed. The third method is the region miner [42] , which establishes a connection between transitions systems and Petri nets through what is called net synthesis or a state-based model that shows which states a process can be in and what are the possible transitions between these states. This model can be transformed into a Petri net that explicitly shows causality, concurrency and conflicts between transitions. This algorithm seems to be a transition system, whereas event logs do not carry state information. The second problem with the region algorithm is that it assumes that the transition system shows all possible transitions between states, while in process mining, the typical assumption is that the event logs do not contain all possible sequences of events. The α algorithm is the base of our proposed framework, and it has many extensions. It is designed to handle concurrency in processes, and is proven to correctly mine processes where the process can be modeled by a structured workflow net. The α algorithm requires a complete event log. The original α algorithm studies the following relations: [9] Fellow Causality Parallel Unrelated The above defined sets are not closed forms since important operators are not mentioned, such as the XOR, and OR relations between events. The system is developed to mine concurrent processes, and it has been proven to mine processes represented by structured nets from noise-free logs, which is not practical in real-life applications. However, the table below shows the main differences between the basic process mining algorithm and the proposed framework β algorithm presented in this paper.
IV. PROPOSED FRAMEWORK
This paper proposes a new framework for process learning from log files that is named the β algorithm because it is extended from the α algorithm. This framework is probabilistic and it learns the process in an accumulative manner. The learning process is divided into phases. First we begin by learning the set of events in the log files anf then calculate the dependencies among those events. After learning the dependencies and then correlations between these events, we calculate the probability distributions of the events. In this section, the phases of this learning framework are described in detail in Figure 3 . However, the workflow of the proposed algorithm is presented to show all the steps of predicting a model and building the required knowledge. The process starts with a data input to obtain data files. These data files are used to learn events through some formulas defined in the β algorithm. Learning events in a particular system leads to detection dependencies between activities for the given log file and building what is called a workflow in terms of the Petri net format. Learning the dependencies is followed by knowing the correlations between those events. Subsequently, the base of calculating probabilities is established; hence, a prediction model is a result of all previous phases. Finally, the Petri net and the prediction model lead to required knowledge base that is considered the core of the process mining philosophy. All the previous phases are explained in detail in the following subsections.
A. EVENT LEARNING
In this phase, we obtain input logs and identify events in those log files. Mathematically we define the set of events as follows:
where n is the maximum number of events. We update the set according to the following equation.
where L is the set of log files and x is an event such that x ∈ L.
In other words, we only add to the set of events λ only those events that did not exist before in .
B. DEPENDENCY LEARNING
Dependent events are discovered from data dependencies, which provide important information in business processes and process mining as well [45] . These dependencies support process modeling, analysis, and execution. However, sequencing constraints are prescribed by control structures, considering the true sources of dependencies in any domain [45] . The dependency matrix is a square matrix that shows the dependencies between events. If = n, then the matrix has dimensions of n × n. We denote this dependency matrix by D. We start the dependency learning by having all values of D be zero, and then we update D based on what we learn from log files. The dependency matrix D represents the correlation between events. If event λ y depends on event λ x then D(y, x) = 1; otherwise, D(y, x) = 0. The following is the algorithm used to learn the events from log files.
The complexity of this algorithm is O(n 2 ). Solving the problem with an algorithm that has less complexity is possible; however it is outside the scope of this paper.
C. LEARNING THE CORRELATION BETWEEN EVENTS
This section demonstrates how the process learns the correlation and expresses it logically. After learning the correlation, the process is ready to model the system as a workflow. To learn the correlation in a precise way, a richer log needs to include the duration of every event. Any two events can have one or more of the following relationships between each other:
No relation And relationship denoted by ∧ Or relationship denoted by ∨ XOR relationship denoted by ⊕ Implication relationship denoted by → Followship relationship denoted by Partial parallelism relationship denoted by ↔ Full parallelism relationship denoted by ⇔ A sequence denoted by → A repeated sequence denoted by A loop denoted by For two events to be ANDed: λ i and λ j , λ i ∧ λ j is true if and only if for all the occurrences of the two events, t j ≤ t i ≤ t j + τ j or t i ≤ t j ≤ t i + τ i . Mathematically:
In other words, for all the occurrences of the two events, the two events happen concurrently. one of them starts during the execution of the other one. and
end for end for end while Save and D.
For two events λ i and λ j to be ored: λ i ∨ λ j is true if and only if for some the occurrences of the two events t j ≤ t i or t i ≤ t j . mathematically:
In other words, the two events happen concurrently. one of them or the two of them could be executing.
For two events λ i and λ j to be XORed: λ i ⊕ λ j is true if and only if for all the occurrences of the two events, t i < t j or t i > t j + τ j or t j < t i or t j > t i + τ i . Mathematically:
In other words, there is no intersection between the execution times of the two events. For one event λ j to depend on λ i : λ i → λ j is true if and only if every occurrence of event λ i happens before an occurrence of λ j , with t j < t j + τ j . Mathematically:
In other words, the occurrence of one event always follows the occurrence of another. VOLUME 7, 2019 For one event λ j to follow λ i : λ i λ j is true if and only if some occurrences of event λ i happen before an occurrence of λ j . Mathematically:
In other words, The occurrence of one event sometimes follows the occurrence of another event.
We classify the parallelism as either partial or full. The parallelism is partial if and only if the two events start at the same time but finish at different times due to different event lengths. This condition is represented by the following:
The parallelism is considered full if the two events start and end in the same time. This condition is represented as follows:
A sequence is two or more events that are sequentially dependent. Regarding λ i , λ j , and λ k , those events are a sequence if and only if λ i → λ j and λ j → λ k . By induction, we can conclude that the sequence could have a maximum length of . A sequence should have no cycles and therefore, any event λ in a sequence can occur a maximum of one time. The way we identify a sequence is, quit straightforward, implication leads to a sequence. Mathematically:
A repeated sequence is a sequence that appears two or more times in a log. For a sequence to be a repeated sequence, the multiple occurrences of that sequence have to be separated with events that do not belong to that sequence. Mathematically:
In other words, the two sequences are separated by one or more events that do not belong to the sequence.
A loop is a sequence that is repeated two or more times in a log in a sequence without any separation. In other words, there are no events that do not exist in that sequence between the multiple occurrences of that sequence. Mathematically:
In other words, the two sequences are not separated by any events that do not belong to the sequence. 
1) A SIMPLE EXAMPLE FOR EVENT LEARNING:
Assume that we have the following two log files L 1 , and L 2 :
As seen in Figure 4 , there are two logs, one of which has four events and the other has three events. The learning process starts by learning log L 1 and then it continues by learning L 2 . Before learing L 1 , = ∅ and after the learning process, = {λ 1 , λ 2 , λ 3 , λ 4 } The dependency matrix D after learning L 1 is as follows:
The dependency matrix D represents the correlation between events. If event λ y depends on event λ x , then D(y, x) = 1; otherwise,D(y, x) = 0. As seen from log L 1 , λ 1 occurs first and therefore does not depend on any other event. This is why row D(1) contains all zeros. Event λ 2 however, occurs after event λ 1 ,which is why there is a possibility that event λ 2 depends on event λ 1 . For the given log L 1 , there is no reason to think that λ 2 does not depend on λ 1 . After learning more log files, this assumption might change. Similarly, event λ 3 depends on event λ 2 and event λ 4 depends on event λ 3 .
The process continues by learning log file L 2 . In L 2 , the set of events λ changes to = ∪ λ 5 . The dependency matrix now needs to be updated, which proceeds as follows: λ 3 , occurred as the very first event, which means that in log L 1 , the event λ 3 occurred after λ 1 and λ 2 but it did not depend on any of them. The occurrence of λ 3 updates the dependency matrix D as follows: Finally, the process learns from log L 2 about event λ 2 . In log L 2 , λ 2 occurs without the occurrence of λ 1 , which means that the assumption that was previously made after learning log L 1 no longer holds. Additionally, since λ 2 did not depend on λ 5 or λ 3 in log L 1 , it can be concluded that λ 2 does not depend on any of those events. This condition updates the dependency matrix as follows:
From the last update of the dependency matrix we can conclude that the only dependencies in those logs are λ 4 depending on λ 3 and λ 5 depending on λ 3 .
The correlation between events is defined by six square matrices for each operator. The dimensions of those matrices are × . The and relationship matrix, or relationship matrix, XOR relationship matrix, implication relationship matrix, partial parallelism matrix, and full parallelism matrix are denoted as follows: R ∧ , R ∨ , R ⊕ , R → , R R ↔ , and R ⇔ , respectively.The dimensions of each of those matrices are × , as mentioned earlier. We start with the matrices with all zeros. We also have the following vectors: V → , V , and V The dimension of each of those vectors is the upper bound of the permutation function:
where x! is the factorial of x.
D. FREQUENCY OF EVENTS AND THEIR CORRELATION
The frequency of occurrence of events and the correlations with events are kept in a frequency vector F. Every element of F is an event or a set of events and their occurrence. That tuple is in the form of (λ, c), where c is the number of occurrences of event λ. The frequencies are tracked using the following vectors:
E. PROBABILITY DISTRIBUTION LEARNING
After calculating the frequencies, calculation of the probabilities is straightforward and they are calculated as follows:
The probability of two or more events to be joined by relation is as follows:
where θ could be any operator defined in Section IV-C. Algorithm 2 calculates R θ , V θ and F θ . The input is the log file L, dependency matrix D and the set of learned events ,and the output is R θ , V θ and F θ such that θ is any relation described in Section IV-C
V. KNOWLEDGE BASE AND PREDICTION
A knowledge base is integrated into the learning framework to predicte the upcoming events from the learned model. The knowledge base has a few simple rules for real-time prediction of events. The following are the predicates that are used in the knowledge base.
Occurs
. . , λ y ) The rules in the knowledge base are as follows:
∀x, ∀y, ∀z,
Algorithm 2 Calculate R θ , V θ and F θ Require: L, D and λ Ensure: R θ , V θ and F θ for all θ ∈ {∧, ∨, ⊕, →,
and t r is a time instant between the occurrences of two instances of the sequence. L is the log file under study.
Equations 16 to 26 describe how we can infer and predict the upcoming events based on the currently occurring events. After learning the dependency matrix D, and the relationship matrices R θ and vectors V θ , the system is ready to process the knowledge-base-learned facts to predict what is coming in the near future. We also learn the frequencies F θ and the probabilities of those predicates being true.In this way, we can make an accurate prediction of what is coming. This process is illustrated in an example regarding healthcare.
VI. APPLYING THE FRAMEWORK TO HEALTHCARE
The cost of health services has increased dramatically, in addition to the increasing demand for healthcare demand with higher quality. Moreover, the events and data collected from patient information in the healthcare domain have also increased; hence, improved methods and processes should be implemented to manage the very large amount of data and large number of events in those processes. Having reliable techniques is currently mandatory to improve the processes and to reduce the cost. Therefore, process mining is used to improve the performance while reducing the cost [27] . The quality of care processes is improved through clinical guidelines using evidence-based insight [33] . However, sometimes those guidelines may be considered as insufficient support because they are not tailored toward specific settings, such as hospital policy or patient characteristics. In [33] , a case study is developed to show how process mining techniques can be used to mediate between event data representing clinical reality and clinical guidelines describing the best practices in medicine. The idea of this case study is to emphasize the derivation of declarative models that allow more flexibility and are more suitable for describing healthcare processes that are highly unpredictable and unstable. [33] supports the idea of the knowledge learning process by having an initial model of a specific situation, which is also part of this paper. In addition, method [43] shows the impact of the environment on the health services and processes in the process of moving from cities to urban locations and their different guidelines.
In this section, healthcare log files are studied and a set of main events are assembled with their corresponding resources, times, and frequencies. However, learning the events, and their dependencies, correlations and probabilities, is one of the building blocks of developing a process model [32] . As discussed early in this paper, in the literature and survey sections, the process mining methods encounter many difficulties in achieving an efficient process model. The proposed framework overcomes these limitations and provides an efficient knowledge base that results in a coherent process model. Hospitals are an important part of healthcare, and log files can be extracted from many hospitals as data records, using well-known database engines with secure techniques for collecting the healthcare data [44] ; for example, the following events are discovered according to different healthcare data records and based on [29] :
Arrival: arrival of the patient to the hospital. Data collection: process of collecting the patient information Check urgent: process of defining the severity level of an arriving patient. Decide: process of deciding whether the patient case is urgent or not. Examination: process of examination and checkup. Waiting room: nonurgent patients are referred to a waiting room.
Treatment: process of conducting precheckup by a nurse until a doctor is available. Release resource: once the checkup is over, the resource in charge should be released. Examination: process performed by a doctor to examine the arriving patient. Billing process. Extra facilities: deciding whether the patient needs extra facilities or not Radiology: represents the radiology unit where patients undergo X-rays, CT scan, MRIs, or other types of imaging as requested by the doctors. Treatment: during this process, the patient undergoes the required treatment as prescribed by the doctor.
where the resources are considered as follows: VOLUME 7, 2019 FIGURE 6. Log file example in hospital.
FIGURE 7.
Another log file of a hospital.
Doctor.
Nurse. Transporter. Radiology technician. Accountant. Nonhuman resources Medical equipment, beds, and chairs are considered as nonhuman resources. The above events and resources are presented in Figure 5 , forming the event learning phase:
After extracting many data records of patients in many hospitals, and based on the proposed framework the following event log examples are extracted for a particular patient.
Another example for another patient over the same period of time is shown in log 2.
Event log 3 represents different patient activities over one week as period of time; the duration is measured in minutes.
The following dependency matrix is presented for log 1 to log 3 as the second phase of the proposed framework, based on the dependency algorithm presented in the proposed solution. The dependency matrix for the 8 events presented in event log 1 is as follows: 
The dependency matrix for the 8 events presents in events presented in event log 2 is as follows: The value of the dependency equals 0 in the dependency matrix between two 
The dependency matrix for the 9 events presented in event log 3 is as follows: The value of the dependency becomes 1 in the dependency matrix between two events (event 1, and event 2) because event 2 happened after event 1 and if event 1 did not happen first, then event 2 was not implemented. The time and period of event 1 strongly influence of event 2. 
The frequency of those events included in log 1 is shown in the following table: The occurrence of an event in a log file means the frequency of that event, and the occurrence of two or more events under specific logic relation such as AND, OR, or XOR in a log file is the frequency of those eventsoccurring together under the same condition regarding the logical relations. 
Frequency

A. CALCULATED FREQUENCY AND CORRELATION OF HEALTHCARE EVENTS
The frequency of the occurrence of events and the correlations with events are stored by the frequency vector F. Every element of F is an event or a set of events and their occurrence. That tuple is in the form of (λ, c), where c is the number of occurrences of event λ. An example of F would be as follows after learning Log event 1 over one month: The above frequency relations of event log 3 can be implemented as following: An example of F would be as follows after learning from Log event 3 for many patients: A Repeated Sequence denoted by A Loop denoted by According to Section IV-C, if two events occur in the hospital for the same patient, such as arrival at the hospital and collecting patient information, then for all the occurrences of these two events, one of them starts during the execution of the other one. For the OR relation, many events may follow this relation, such as arriving at the hospital, collecting data, and the ''check urgent'' event. In other words, the two events happen concurrently. One of them or the two of them could be executing. An example of the XOR relation, is the events of performing radiology and measuring blood pressure. Those two events cannot occur in the same period of time according to the available log file. In other words, there is no intersection between the execution times of the two events. The same concept is applied for the other types of relations, such as implication, following, partial parallelism, full parallelism, sequence, repeated sequence and loop. The implication relation between the ''doctor check'' event and arrival to the hospital arises when the occurrence of one event always follows the occurrence of another. In other words, the doctor cannot check the patient if the patient did not arrive at the hospital first. As an example of parallelism, partial parallelism occurs with the ''checks urgent'' and ''start treatment'' events, which may start at the same time but not necessarily end at the same time. In contrast, in full parallelism, two events such as billing and discharge from the hospital start at the same time and end at the same time. Finally, regarding the sequence, the repeated sequence, and loop can be implemented, as in the case of some events that appear in the same order for a large number of patients. As an example, the arrival, data collection and ''check urgent'' events are considered sequences, and this sequence is repeated if it appears for a considerable number of patients in the same log. Finally, the loop is a set of events that occur without any separation. In other words, there are no events that do not belong to that sequence between the multiple occurrences of that sequence. An example is as follows: the doctor checks the patient, the doctor make a decision, and then radiology, treatment, billing, and discharge from the hospital follow. The correlations of the 8 events exist in log 1 if they are ordered, as presented in event log 1 figure, where 1 means there is correlation, 0 means that there is no correlation.
From equation 3, R ∧ is as follows: 1 1 1 1 1 1 1 0 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 0 0 0 0 0 1 1 
summarizes the associated OR equations. The XOR relation implies that only one of two events must happen over some eperiod of time, but not both of them.
From equation 5, R ⊕ is as follows: The following relations are all related to the dependency relations. ''Imply'' means that one event leads to another.
From equation 6, R → is as follows: When the same sequence of same events repeats many times in the log file, this sequence is considered a repeated sequence.
From equation 11, R is as follows: 
summarizes the associated loop equations. The correlations for log 2 are similar to those of log 1, such that R equals 1 between two events when they match one of the rules mentioned before. Correlations can exist among the events i.e., the correlation metric equals 1 for some events in log 3, as shown in the following example table: 
VII. LEARNING EVENT PROBABILITIES
Learning the dependency of events involves learning about the events that are related and events that are not related to each other in an event log, This approach leads to learning probabilities of these events and calculating the likelihood of any event to happen based on previous knowledge of these events and their dependency, correlations, and frequency calculations. However, the events are defined as independent when two or more events have no effect on the occurrence of each other.On the other hand, the dependent events are the events for which the occurrence of one event has an effect on the other. As an example, in our hospital application, the collection of patient data depended on the patient arrival to the hospital.
The following is an evaluation of the probability of events for all the relations that are mentioned before in this paper, which are the probability of:
Based on the probability theory equations [13] the following is obtained.
For an event λ j that has an AND relationship with another event, the probability of these two events is:
For an event λ j that has an OR relationship with another event, the probability of these two events is:
For an event λ j that has an XOR relationship with another event, the probability of these two events is:
For an event λ j that has a Depends relationship with another event, the probability of these two events is:
For an event λ j that has a Following relationship by another event, the probability of these two events is:
For an event λ j that has a Partial Parallel relationship with another event, the probability of these two events is:
For an event λ j that has a Full Parallel relationship with another event, the probability of these two events is:
For events λ i , λ j , . . . , λ n with aSequence relationship, the probability of these events is:
For events λ i , λ j , . . . , λ n with a Repeated Sequence relationship, the probability of these events is:
For events λ i , λ j , . . . , λ n with a Loop relationship, the probability of these events is:
VIII. BAYESIAN NETWORKS
Bayesian networks are graphs that represent causality, and are built from data collected or knowledge extracted, as graphical models that also depend on probabilistic values. These networks can be used for many tasks, including prediction, time series prediction, automated insight, anomaly detection, reasoning, diagnostics, and decision making under uncertainty [25] . Bayesian networks are considered as probabilistic graphical models because they are built from probability laws and distributions, especially when used to perform tasks such as prediction and decision making under uncertainty, anomaly detection, diagnostics, and time series prediction.
A Bayesian network provides a compact representation of some kinds of probability such as the joint probability, distribution. However, it can also represent the causal probabilistic relationship in a set of random variables, in addition to their conditional dependencies [Murphy (1998)]. The major two parts in the Bayesian network are: the directed acyclic graph and a the set of conditional probability distributions. The directed acyclic graph is a set of nodes that represent random variables depending on the nature of the environment. In health measurement, for example, a node in a graph is the likelihood of an event or action that belongs to that particular domain such as treatment, or ''doctor decide'' in our model, or perhaps the likelihood of specific disease based on specific symptoms. If there exists a causal probabilistic dependence between two random variables (events in our study) in the graph, the corresponding two nodes are connected by a directed edge, Murphy (1998), while the directed edge from a node that represents λ i to a another node that represents λ j indicates that the random variable λ 1 causes the random variable λ 2 . However, cycles are not allowed in the graph because of the directed edges represent a static causal probabilistic dependence. Moreover, the conditional probability distribution of a node (an event) is defined for every possible outcome of the preceding causal node(s) [25] .
As an example, in the following figure of a simple directed graph for the medical field, both high blood pressure and high cholestrol are considered the ancestors and parents of heart disease; by analogy heart disease is a descendant and a child of both high blood pressure and high cholesterol. The goal is to calculate the posterior conditional probability distribution of each of the possible unobserved causes given the observed evidence, i.e., P [Cause | Evidence]. However, in practice, we are often able to obtain only the converse conditional probability distribution of observing evidence given the cause, P [Evidence | Cause].
The whole concept of Bayesian networks is built on Bayes theorem, which helps us to express the conditional probability distribution of cause given the observed evidence using the converse conditional probability of observing evidence given the cause [15] :
78858 VOLUME 7, 2019 FIGURE 9. Directed acyclic graph of the causes of heart disease.
The β algorithm provides evidence through probabilities, so it is a matter to taking the values of the probabilities and applying them to obtain a Bayesian network.
A. BAYESIAN NETWORK APPLICATIONS
Bayesian networks can be applied in many applications domains such as healthcare services, health economic evaluation, health quality measurement, health outcomes monitoring, cost effectiveness analysis, clinical research, medical decision making, and public health. However, Bayesian networks are considered the primary tool for modeling in all mentioned applications, [15] , [25] . Modeling the joint distribution of many factors in an application and the knowledge of all related behaviors; help to predict well-reasoned decisions for future events [15] . In our healthcare application framework, the Bayesian network is a powerful tool for predicting the next event based on previous knowledge [1] . Moreover, this approach helps to predict well-reasoned decisions for treating patients after studying the symptoms and history of many diseases and their causes. The figure below shows a Bayesian network that presents the events in log 1 of our healthcare model based on equation 38 , and the probabilistic equations in the previous section, in addition to the knowledge that are built in the dependency matrix earlier in this paper:
However, Bayesian networks are not limited in healthcare applications to the example of event log 1, as shown in figure 10 , which presents predicted events according to previous knowledge [1] . Since, Bayesian networks can be used to predict models based on previous knowledge, hence we can implement them to predict diseases by knowing some given symptoms and causes; of course, the more logs we have, the more knowledge and accuracy can be achieved. A Bayesian network is usually built to show how some causes can give knowledge about the predicted disease, such as the diabetes of a specific type. Therefore, the doctor asks for the required test that can show accurate results of the patient case instead performing unnecessary tests and examinations.
IX. PETRI NETS
A Petri net is one of several mathematical modeling languages that is known as a places/transition (PT) net, as a description of distributed systems. It is a class of discrete event dynamic systems. A Petri net is a directed bipartite graph, in which the nodes represent transitions that are events that may occur, and transitions are represented by bars. Places in Petri nets represent conditions, represented by circles. The directed arcs describe which locations are pre-and/or postconditions for which transitions (signified by arrows). Carl Adam Petri invented Petri nets at the age of 13 for the purpose of describing chemical processes, and this fact is mentioned in many sources. In other words, the Petri net is a graphical notation for processes that feature choice, iteration, and concurrent execution. In addition, it is an accurate mathematical definition of their execution semantics based on mathematical theory for process analysis that is will developed. Petri nets have been studied in depth from many points of view, from their clear semantics to a certain number of possible extensions (such as time, or color) [31] .
The formal definitions of the Petri Net are presented, as in [28] , as follows: Definition 1 (Petri net). A Petri net is a tuple (P, T, F) where: P is a finite set of places; T is a finite set of transitions, such that P ∩ T = φ, and F ⊆ (P×T) ∪ (T ×P) is a set of directed arcs, called the flow relation.
The ''dynamic semantic'' of a Petri Net is based on the ''firing rule'': a transition can fire if all its ''input places''(places with edges entering into the transition) contain at least one token. The firing of a transition generates one token for all its ''output places'' (places with edges exiting from the transition). The distribution of tokens among the places of a net, at a certain time, is called ''marking''. With this semantic, it is possible to model many different behaviors. The sequence template [41] describes the causal dependency between two activities the AND template represents the concurrent branching of two or more flows, and the XOR template defines the mutual exclusion of two or more flows Definition 2 (WF-net). A WF-net is a Petri net N = (P, T, F) such that: P contains a place i with no incoming arcs (the starting point of the process);
• Sequence template • AND/OR template • XOR template which are some basic workflow templates [41] that can be modeled using Petri net notation.
Petri nets [38] , especially the subset known as workflow (WF) nets, are the most common process representation used by process mining algorithms such as the α algorithm [11] .
Petri nets allow concurrency to be explicitly modeled in a succinct way. Concurrency is a critical feature of business processes, distinguishing them for example from finite grammars, for example, since sequences of activities in different parts of a process may be executed in parallel by different people, perhaps synchronizing at particular points in the process. Petri nets are executable, with formal semantics, enabling the formal analysis of processes. There are various types of Petri nets, and the details of which, including their properties and executable behavior, can be found in [38] . For a discussion of workflow nets, consider a restriction of Petri nets commonly used in business processes. The workings of the Petri net are defined by the marking and the firing of transitions. Transition t may fire when there is a token in each of its input places, where upon a token is removed from each of the input places of t and a token added to each of the output places of t. Places are shown by circles, and tokens by black dots in places. Following the execution of a single transition, more than one following transition may be enabled to fire next.
X. BIG DATA
Data sets are becoming so large and complex that traditional data processing application software is unable to address them, and this evolution in data sets has led to so-called big data [20] . Big data challenges include data capture, data storage, data analysis, searching, sharing, transfer, visualization, querying, updating and information privacy. There are four dimensions to big data, known as volume, variety, veracity and velocity [46] . Explaining big data concepts in this paper is important because lately, the term big data refers to the use of predictive analytics, user behavior analytics, or certain other advanced data analytics methods that extract value from data, and seldom are limited to a particular size of data set, all of which is associated with knowledge discovery and learning methods [16] .The benefits obtained from analyzing data sets come from the knowledge of correlations to identify business trends, prevent diseases, combat crime and so on [46] .
Relational database management systems and desktop statistics and visualization packages often have difficulty handling big data. The work may require massively parallel software running on tens, hundreds, or even thousands of servers [46] . What counts as big data vary depending on the capabilities of the users and their tools, and expanding capabilities make big data a moving target. For some organizations, facing hundreds of gigabytes of data for the first time may trigger a need to reconsider data management options. For others, it may take tens or hundreds of terabytes before data size becomes a significant consideration [46] . The following figure represents the definitions of big data based on an online survey of 154 global executives in April 2012 [16] .
A. BIG DATA IN HEALTHCARE APPLICATIONS
The properties and features of the organization elements refers to the meaning of the data. For example, in hospitals, the data elements refer to the age, gender, diagnosis, etc. of patients. Due to this fact there are differences in meaning between data orientation and process orientation. The process means the method of performing tasks and giving orders of each task using the available resources of any organization. However, data and processes have a lot in common. Both are part of business intelligence and the analysis methods of large volumes of data (big data) in order to achieve greater insight [20] . Applying specific algorithms to data and processes is called mining, a process that uncovers hidden patterns and relationships. The ultimate goal of data and process mining is to enables users to make better decisions. Big data analytics has helped healthcare to be improved by providing personalized medicine and prescriptive analytics, clinical risk intervention and predictive analytics, waste and care variability reduction, automated external and internal reporting of patient data, standardized medical terms and patient registries and fragmented point solutions. [23] . Some areas of improvement are more aspirational than actually implemented. The level of data generated within healthcare systems is not trivial. With the added adoption of eHealth and wearable technologies, the volume of data will continue to increase. This expectation includes electronic health record data, imaging data, patient-generated data, sensor data, and other forms of data that present processing challenges. There is now an even greater need for such environments to pay FIGURE 12. Process for extracting insights from big data [16] .
greater attention to data and information quality [46] . ''Big data very often means dirty data and the fraction of data inaccuracies increases with data volume growth.'' Human inspection at the big data scale is impossible, and there is a desperate need in health service for intelligent tools for accuracy and believability control and identification of missed information [46] . While extensive information in healthcare is now electronic, this information lies within the big data classification as most is unstructured and difficult to use.
B. BIG DATA PROCESSES AND TOOLS
There are two main steps in big data processes: data management and analytics. However, data management involves processes and supporting technologies to acquire and store data and to prepare and retrieve them for analysis. On the other hand, analytics refers to techniques used to analyze and acquire intelligence from big data. Thus, big data analytics can be viewed as a subprocess in the overall process of ''insight extraction'' from big data; all these steps are indicated in Figure 12 .
C. HADOOP
As seen before, that processing big data is a challenging task, and rational database engines show many limitations in this field. Therefore, new techniques that work based on effective methodologies are implemented, and research is still focused on improving these techniques and tools. Hadoop is a powerful data engine that can solve different challenges of big data. Hadoop is an open source project hosted by Apache Software Foundation [46] . The idea behind Hadoop is explained in Figure 13 which shows the distributed computing in which many small subprojects belonging to the category of distributed computing infrastructure are deployed. Hadoop essentially consists of a file system that is called the Hadoop File System, and programming Paradigm or Map Reduce. The other subprojects provide complementary services, or they build on the core to add higher-level abstractions.
The problems of big data are not limited to small challenges, and there exist many problems, especially in accommodating the storage of large amounts of data. Even though, the storage capacities of the drives have increased massively, the rate of reading data from them has not shown concomitant improvement. Moreover, the reading process takes a considerable amount of time, and the process of writing is also slow. As a solution, this time can be reduced by reading from multiple disks at once [46] . Using only one hundredth of the available disk space may seem wasteful. However, if there are one hundred datasets, each of which occupies one terabyte, providing shared access to them can be considered a solution. Many problems also occur with using multiple pieces of hardware as this approach increases the chances of failure. This outcome can be avoided by creating redundant copies of the same data at different devices so that in case of failure, a copy of the data is available. The main problem is of combining the data being read from different devices. Many methods are available in distributed computing to address this problem, but it remains quite challenging. All of the highlighted and discussed problems are easily handled by Hadoop. The problem of failure is handled by the Hadoop distributed File System and problem of combining data is handled by the MapReduce programming paradigm. MapReduce essentially reduces the problem of disk reads and writes by providing a programming model that implements computation with keys and values. Hadoop thus provides a reliable shared storage and analysis system. The storage is provided by HDFS and the analysis by MapReduce [19] , [46] .
The Hadoop Components in Detail Are as Follows: 1) Hadoop distributed file system: Hadoop comes with a distributed file system called HDFS, which stands for Hadoop distributed file system. HDFS is a file system designed for storing very large files with streaming data access patterns, running on clusters on commodity hardware. The HDFS FIGURE 14. Distributed map and reduction processes [10] .
block size is much larger than that of the normal file system, i.e., 64 MB by default. The reason for this large blocks size is to reduce the number of disk seek operations. An HDFS cluster has two types of nodes, i.e., the namenode (the master) and the number of datanodes (workers). The namenode manages the file system namespace, and maintains the file system tree and the metadata for all the files and directories in the tree. The datanode stores and retrieves blocks according to the instructions of clients or the namenode. The retrieved data are reported back to the namenode with lists of blocks that they are storing. Without the namenode, it is not possible to access the file. Thus, it becomes very important to make the namenode resilient against failure. Therefore, there are areas where HDFS is not a good fit, such as low-latency data access, the presence of many small file, multiple writers and arbitrary file modifications [19] , [46] .
2) MapReduce: MapReduce is the programming paradigm allowing massive scalability. The MapReduce essentially performs two different tasks, i.e., the map task and the reduce task as seen in Figure 14 . A MapReduce computation executes as follows: Map tasks are given input from a distributed file system. The map tasks produce a sequence of key-value pairs from the input according to the code written for the map function.
The generated values are collected by the master controller and are sorted by a key and divided among the reduce tasks. The sorting basically assures that the same key values ends with the same reduce tasks. The reduce tasks combine all the values associated with a key, working with one key at a time. Again, the combination process depends on the code written for the reduce task. The master controller process and some number of worker processes at different computation nodes are forked by the user. The worker handles the map tasks (map worker) and reduce tasks (reduce worker) but not both [19] . The master controller creates a number of maps and reduces tasks that are usually determined by the user program. The tasks are assigned to the worker nodes by the master controller. Tracking of the status of each map and reduce task (idle, executing via a worker or completed) maintained by the master process.
Upon the completion of the work assigned, the worker process reports to the master, and the master reassigns it with some task. The failure of a compute node is detected by the master as it periodically pings the worker nodes. All the map tasks assigned to that node are restarted even if it had completed its tasks, and this process occurs since the results of that computation would be available on that node only for the reduce tasks. The status of each of these map tasks is set to idle by the master. These tasks are scheduled by the master for a worker only when one becomes available. The master must also inform each reduce task that the location of its input from that map task has changed [19] , [46] .
D. COMPARISON OF HADOOP AND OTHER TECHNIQUES
In this section, Hadoop is compared with HPC and grid computing tools. The concept of HPC and grid computing includes the distribution of work across a cluster, and they have a common shared file system. The jobs here are mainly computationally intensive and are thus well suited to these tools, unlike in the case of big data, where access to a larger volume of data as network bandwidth to become the main bottleneck, and the computation nodes start becoming idle. The MapReduce component of Hadoop here plays an important role by making use of the data locality property where it collocates the data with the compute node itself so that the data access is fast. HPC and grid computing essentially make use of the APIs such as the message passing Interface (MPI). Though this approach provides great control to the user, the user needs to control the mechanism for handling the data flow. On the other hand, MapReduce operates only at the higher level where the data flow is implicit, and the programmer can simply think in terms of the key and value pairs. The coordination of jobs on large distributed systems is always challenging. MapReduce handles this problem easily, as it is based on share-nothing architecture, i.e., the tasks are independent of each other. The implementation of MapReduce itself detects the failed tasks and reschedules them on healthy machines. Thus, the order in which the tasks run hardly matters from the programmer point of view [19] , [46] . However, in the case of the MPI, explicit management of checkpoint, and recovery systems needs to be performed by the program. This approach gives more control to the programmer but makes programs more difficult to write. Hadoop can also be compared with volunteer computing technique. In volunteer computing, the work is broken down into chunks called work units that are sent out to computers across the world to be analyzed. After the completion of the analysis, the results are sent back to the server, and the client is assigned another work unit. To ensure accuracy, each work unit is sent to three different machines, and the result is accepted if at least two of them provide matching results. This concept of volunteer computing is similar to that of MapReduce volunteer computing is similar to that of MapReduce. How- ever, there exists a large difference between the two tasks in the case of volunteer computing, which is essentially CPU intensive. These tasks are well suited to be distributed across computers, as the time required to transfer the work units is less than the time required for the computation, whereas in the case of MapReduce, the system is designed to run jobs that last minutes or hours on trusted, dedicated hardware running in a single data center with very high aggregate bandwidth interconnects. The last comparison is between Hadoop and RDBMS: The traditional database addresses data size in the range of gigabytes compared to the processing of petabytes by MapReduce. The Scaling in the case of MapReduce is linear, in contrast to that of the traditional database. In fact, RDBMS differs structurally from MapReduce in terms of updating and access techniques.
However, creating dimensions of all the data being stored is good practice for big data analytics. These data need to be divided into dimensions and facts. All the dimensions should have durable surrogate keys meaning that these keys, cannot be changed by any business rule and are assigned in sequence or generated by some hashing algorithm, thus ensuring uniqueness. We expect to integrate structured and unstructured data, as all kinds of data are a part of big data that needs to be analyzed together. Generality of the technology is needed to accommodate different data formats. Building technology around the key-value pairs is recommended [19] , [46] . In summary, analyzing data sets that include private identifying information about individuals or organizations is an issue whose importance, particularly to consumers, is growing as the value of big data becomes more apparent. The data quality needs to be better. Different tasks, such as filtering, cleansing, pruning, conforming, matching, joining, and diagnosing, should be applied at the earliest touch points possible. There should be certain limits on the scalability of the data stored. Business leaders and IT leaders should work together to obtain more business value from the data. Collecting, storing and analyzing data comes at a cost. Business leaders seek information technology leaders who can monitor many aspects of the process, such as technological limitations and staff restrictions. The decisions taken should be revisited to ensure that the organization is considering the right data to produce insights at any given point of time. Investment in the data quality and metadata is also important as this factor reduces the processing time [19] .
XI. DATA FILES IN HEALTHCARE AND HADOOP IMPLEMENTATIONS
In this paper, we have studied millions of patient records in a chain of hospitals that operate under the same procedures of managing patients and their information. The data files are collected as the first step of the proposed solution and then analyzed by Java code implemented on the Hadoop engine to characterize the events and their associated quantitative information. See Figure 15 , Figure 16 , Figure 17 , and Figure 18 .
These figures show data files that are divided into different csv files that contain a large number of patient records:
Figure15 shows the patient information, such as the gender, age, weight, and duration of each event, and the time when the event started (with date information), in addition to some data related to healthcare field such as the blood pressure level high or low Figure 16 is same as the Figure 15 but for different patients and more events. Figures 15, 16 , 17, 18 represent clean log files that have organized data types, such that the β algorithm is implemeted to detect distinct events and their counts, correlations and probability calculations. In the figures, 25, 19, and 20 represent the code implemented on the Hadoop engine to handle the data files and event logs; these figures present the coding presentation of the β algorithm that is proposed early in this paper. The idea behind doing the program is to automate the knowledge discovery about what are the events in the process, how many events exist if there huge amount of data, and how to obtain the probabilities and dependencies of the events in these logs.
The code is written to detect distinct events in any log file, and then calculate the frequency of these events.Then, the timing of each event specifies dependencies between events.
Mathematical formulas of the β framework are implemented in the code over the Hadoop data engine to handle any number of records in any log file. This code is implemented on healthcare log files as an application to detect events and reach a coherent model of the current process.
XII. SIMULATION AND RESULTS
As a results of implementing the proposed β algorithm on hospital records using JavaSpark over the Hadoop big data engine and Java code, Figure 21 presents the events that are discovered in all log files that are clustered based on their numbers, given that these events represent different patients and that the arrival data at the hospital does not equal the discharge day because some patients were admitted to the hospital and did not discharged on the same day of arrival, and Figure 23 represents the probability calculations of these events from the log files.
The proposed framework succeeds in discovering the model of the current process, and it highlights the weaknesses of that model by discovering the bottleneck in any process, for example. However, improving some factors in the process, such as adding more resources for a specific event, changing the order of some events, or any other modification of the process helps to improve it and increase the performance. The simulating results for these events are shown in Figure 22 Figure 24 shows the probability value versus the events in the log file It can be concluded that the data is not normally distributed, hence learning the process using β algorithm helps to detect limitations in the current process which give opportunity to improve it after applying major changes.
XIII. COMPARING THE PROPOSED FRAMEWORK WITH EXISTING ALGORITHMS
In previous sections, all common process mining algorithms are highlighted, and the proposed β algorithm is explained in detail with all the mathematicals, formulas, matrices, VOLUME 7, 2019 and examples. The β algorithm does not only extend the α algorithm. It constitutes an innovative approach that α cannot provide, such as matrix that includes many events and their occurrences. Moreover, many relations that are, presented in previous sections in this paper, between events such as follow, and, or, xor, parallel, partial parallelism, sequence, repeated sequence, and loop, are identified between all the events in a log, and those relations were not covered at all in previous approaches. Since it has been proven that and, or, not, and xor are closed-forms logic operators, the algorithm knows the probability of any event in the matrix, which qualifies the β algorithm as an event learning algorithm.
A. FACTS ABOUT THE PROPOSED ALGORITHM
The Figure 26 shows a summarized comparison between the proposed framework and the initial algorithm supporting our framework, which is the α algorithm. 1) The β algorithm is written using mathematical representations and formulas, while the α algorithm is not. 2) The mathematical representations of the β algorithm make it applicable in real-life application. However, it is difficult to apply the α algorithm in real-life applications. 3) In the β algorithm, a matrix describes the topology of events, which is called the process. 4) Logical relations between the events, such as XOR, AND, OR, and other relations, add value to the proposed algorithm. 5) The β algorithm is considered an event learning algorithm because:
• Defining the log files helps to identify the distinct sets of events.
• Defining the dependency matrix leads to learning the relations between these distinct events.
• Learning the events from log files cannot be completed without including the times and durations of these events to determine how to order them.
XIV. CONCLUSION
In this paper, we define process mining in general, and the most common algorithms in this field. A brief literature survey is added regarding all common process mining algorithms. A comparison between these algorithms is presented. Common applications of those algorithms are also mentioned. The proposed algorithm, named the β algorithm, is defined, events are learned, and dependencies between events are calculated and labeled as 0 for no dependency and 1 if one event depends on another. The time of each event is an important factor that can be read from the event logs to calculate the dependency between events. Then, the frequencies of those events and the frequencies of the events that have predefined logical relations are also studied and calculated using mathematical rules that are defined in the proposed algorithm. Moreover, the probabilities of each event in the log are assigned based on probability theory, and the calculation of events that may follow each other, ORed, XORed, ANDed, or repeated, or exist in a sequence or a loop relations are also calculated.
The proposed algorithm is compared with the previous approaches, especially the α algorithm, which is considered the starting point of the proposed β algorithm.
Workflow nets such as Petri nets and Bayesian networks are identified for event logs belong to the healthcare sector as an application of this framework, in addition to matrix representations of the healthcare application such as learned events, dependencies, and frequency metrics. Then, the proposed algorithm is tested with a large amount of data files that are clustered on well-known big data engine called Hadoop, and programmed based on the JAVA programming language using those log files to extract events, the number of these events (corresponding to frequencies) and their probabilities.
In summary, this paper emphasizes the idea of knowledge discovery, and a continuous learning process by calculating dependencies, frequencies and probabilities, which will form the basis to predict a process model and improve it to give better performance and improve the economic factors. 
