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Developmental genetic regulatory networks (GRNs) have unique architectural characteristics. They are typically large-scale, multi-
layered, and organized in a nested, modular hierarchy of regulatory network kernels, function-specific building blocks, and structural gene
batteries. They are also inherently multicellular and involve changing topological relationships among a growing number of cells.
Reconstruction of developmental GRNs requires unique computational tools that support the above representational requirements. In
addition, we argue that DNA-centered network modeling, separate descriptions of network organization and network behavior, and support
for network documentation and annotation are essential requirements for computational modeling of developmental GRNs. Based on these
observations, we have developed a freely available, platform-independent, open source software package (BioTapestry) which supports both
the process of model construction and also model visualization, analysis, documentation, and dissemination. We provide an overview of the
main features of BioTapestry. The BioTapestry software and additional documents are available from http://www.biotapestry.org. We
recommend BioTapestry as the substrate for further co-development for and by the developmental biology community.
D 2005 Elsevier Inc. All rights reserved.Keywords: Genetic regulatory networks; Computational modeling; Visualization; DocumentationIntroduction
Genetic regulatory networks (GRNs) may be character-
ized in different ways. For example, one may characterize a
GRN in terms of the patterns of transcription factor binding
sites (TFBS) on cis-regulatory DNA; or in terms of functional
building blocks comprising one to a few genes; or one may
divide the genomic GRN of an organism into many
constituent GRN modules, each responsible for carrying
out a particular cellular process.
All developmental programs are necessarily and ulti-
mately encoded in DNA sequence. A developmental GRN
modeled in terms of specific regulatory elements on DNA0012-1606/$ - see front matter D 2005 Elsevier Inc. All rights reserved.
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1 Fax: +1 626 793 3047.can be fully and unambiguously verified by well-established
experimental procedures. Consequently, network models of
developmental GRNs can be tested in a ‘‘digital’’ (binary)
manner: a prediction is either confirmed or negated at the
cis-regulatory level by mutation. The results are independ-
ent of variable quantities such as molecular concentrations
and kinetic reaction rates. Developmental GRNs are there-
fore uniquely amenable to studies at the system level.
Irrespective of how they are characterized, developmen-
tal GRNs are subject to very different constraints and are
therefore organized very differently from the GRNs
responsible for cellular physiology, house-keeping, the cell
cycle, etc. For example, in contrast to most other GRNs,
developmental GRNs involve multiple sequential cascades
of transcriptional regulation (Davidson, 2001; Davidson et
al., 2003). Early transcriptional activity results in the
(transient) amplification of asymmetries in inherited mater-
nal factors which pre-define cellular territories. Signaling283 (2005) 1 – 16
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cell type boundaries and ensures uniformity within each
territory. Later, the resulting cell-type specific patterns of
transcription factor activity combinatorially drive batteries
of structural genes.
Developmental robustness is achieved through multiple
positive and negative feedback loops. Intra and intercellular
positive feedbacks ensure clear divergence of cellular states,
which are often maintained using negative feedback regu-
lation and cross-inhibition between genes active in alternate
cell states. Thus, developmental GRNs tend to be multi-
layered, with many feedbacks and lateral cross-connections.
They are also large; for example, the relatively simple
endomesoderm specification network of sea urchins (David-Fig. 1. Regulatory gene network for endomesoderm specification in S. purpuratu
nuclei. The architecture of the network is based on perturbation and expression
experiments (see references in text). Each short horizontal line from which a bent
that is responsible for expression of the gene named in the domain shown. At the up
(Ch) nuclearization system m) which autonomously causes accumulation of h-ca
system (nh/Tcf) is soon driven instead by zygoticWnt8 (dark blue lines); its initial
Figs. 3B, C). In panel (B), as indicated (black background labels), the lavender
ingression); the light green area indicates the veg2 endomesoderm domain, with
eventually expressed in mesoderm on blue backgrounds; the tan box at right repr
broader ranges, and their expression later resolves to the definitive domains. The
genes. Dotted lines indicate inferred but indirect relationships. Arrows inserted inson et al., 2002a) includes approximately 50 genes (see Fig.
1). These characteristics make integrative studies of devel-
opmental GRNs virtually impossible without the aid of
computational tools for network construction, visualization,
exploration, and analysis. Three additional considerations
impose specific computational needs, as discussed below.Visualizing GRNs across time and in multiple cells:
the view from the genome and the views from individual
nuclei
In development, nuclei of given spatial elements of the
organism express different sets of regulatory genes ands: (A) view from the genome, (B) summary view from all endomesoderm
data, on data from cis-regulatory analyses for several genes, and on other
arrow extends to indicate transcription represents the cis-regulatory element
per left in both views, the light blue arrow represents the maternal h-catenin
tenin in the nuclei of all future endomesodermal cells. This transcriptional
activation, of mixed zygotic and maternal origins, is shown in light blue (cf.
area to left represents the skeletogenic micromere (PMC) domain (prior to
genes eventually expressed in endoderm on yellow backgrounds and genes
esents the veg1 endoderm domain. Many genes are initially expressed over
rectangles in the lower tier of the diagram show downstream differentiation
arrow tails indicate intercellular signaling interactions.
Fig. 1 (continued).
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to model, visualize, and understand GRN activity within any
one cell and at any one point in development in the context
of the prior states of the cell, its parents, and its neighbors.
The genetic states of multiple groups of cells over time can
be viewed from two complementary perspectives. One
approach is to model genetic interactions and their outcomes
for a particular cell lineage. The complementary view
represents the genomic perspective, i.e., the sum total of
all interactions in all the cells.
We refer to the GRN state in a given cell at a given time
as the View from the Nucleus (VfN) in that cell (Bolouri and
Davidson, 2002). Each VfN describes the set of genetic
regulatory interactions specific to a particular group of
identical cells at a particular moment in time. VfNs of a
growing embryo may share many transcription factors, but
they will also be different from each other. In counter-
balance to VfNs, the View from the Genome (VfG) is the
summary of all interactions in all cells of interest over the
entire period of interest (Bolouri and Davidson, 2002). VfG
does not display time or space, has only one copy of every
gene in any of VfNs, and summarizes the genomicpotentiality of the embryo (for the cells and time period of
interest). Figs. 1 and 2 show example VfG and VfN
diagrams for the sea urchin endomesoderm GRN.
Thus, representation of developmental GRNs necessarily
involves not one network diagram, but a hierarchy of nested
and sequenced views of network activity in different cells
and at different times.Hierarchical organization of developmental GRNs:
network motifs, functional building blocks, and
conserved GRN kernels
The large number of genes and interactions in devel-
opmental GRNs makes their visualization, exploration, and
comprehension difficult. To facilitate visual exploration,
developmental GRNs need to be represented hierarchically.
In such a scheme, the top-level view of a GRN would
comprise a number of blocks which the user can view
symbolically or in detail. Each block may in turn comprise
further sub-blocks. For example, in the sea urchin endome-
soderm network (Davidson et al., 2002a,b), we find an
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ing and its regulation by h-catenin nuclearization (see Fig.
1, and the schematic diagrams in Figs. 3B, C). This
‘‘community-effect’’ (Gurdon, 1988) functional unit has
been well studied and modeled elsewhere (e.g., Lee et al.,
2004) and so could be represented symbolically rather than
in full detail. An example application of this principle is
shown in Fig. 2, where inactive portions of the network are
represented only by gray boxes, thus focusing the viewer’s
attention on the pertinent active part of the overall network.
Hierarchical representations may be based on functional
groupings (such as the examples above, see also Bolouri and
Davidson, 2002), or they may be based on network
topological motifs (Lee et al., 2002; Shen-Orr et al.,
2002), or evolutionary conserved GRN kernels (Hinman et
al., 2003). One may also choose to represent a GRN in aFig. 2. Views from the Nuclei (VfNs) in the S. purpuratus. Primary Mesenchyme
those in Figs. 1A, B. The coloring, location, and annotation of the genes and their
the VfA is shown (the endoderm and the mesoderm portions are represented only a
in colors. Inactive genes and their interactions are shown in light gray to provide a v
bottom left of the figure), maternal h-catenin has activated the Pmar1 gene whic
micromeres (R. of Mic. in the figure). As a result, the gene encoding the delta lig
turned off (shown in gray). A number of later acting transcription factors are activ
structural genes (box containing Sm27, Sm50, Ficolin and other genes at bottommulti-layered hierarchy of such groupings. For instance, a
network may be viewed as comprising a number of GRN
kernels, each of which may in-turn include a number of
building blocks (e.g., auto-regulation).Computational representation of functional interactions
in developmental GRNs
The kinds of models that are our subject have certain
objectives and not others. These models concern gene
regulatory networks, which comprise not only the genomic
program for development, but also the primary set of
interactions by which that program is executed. The object
of a model in systems of this complexity is fundamentally to
serve as an aid in the progress of research science. WithCells (PMCs) at 9 h and 21 h postfertilization. Both circuits are subsets of
products are as in Fig. 1B. What is different is that only the PMC portion of
s gray boxes). At each time point, active genes and their products are shown
isual context. (A) At 9 h (as indicated by the position of the slider control at
h in turn is repressing a gene that would otherwise repress activity in the
and is being expressed. (B) By 21 h, the early genes such as Pmar1 have
e (e.g., Tbr, Ets1, Alx1) and have started to activate batteries of downstream
left of the figure).
Fig. 2 (continued).
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may do this in four ways. First, the model is intended to
present, at least in qualitative terms, and at the level of the
complexity of the system (i.e., at the level of intergenic
regulatory interactions), the causal inputs which are required
to explain why given genes are activated in given spatial
domains of the embryo and what are the downstream
consequences of their expression for other genes in the
system. In other words, the model allows the student of the
system to see all its known cause-and-effect relationships at
once. Second, the model is intended to be testable by
experimental challenge of its predictions, so that each detail
of its architectural logic can be either falsified or verified. In
the gene regulatory network models that are our subject, the
test is by cis-regulatory analysis: is there a cis-regulatory
DNA fragment which performs the function indicated in the
model; does it contain the predicted target sites; by cis-
regulatory test, are the causal inputs into these sites as
predicted in the model? This function of the model is indeed
a very large aid to the advancement of the field because the
predictions to be tested are often never even apparent until
the model is assembled by a system level experimentalanalysis. Third, models should be set up explicitly to portray
the transcription factor inputs at the cis-regulatory region
and the destination of the transcriptional outputs of each
gene. This presentation provides a natural framework for
eventual incorporation of detailed further evidence regard-
ing the functionalities of individual target sites within these
elements and their information processing functions, as was
done for the endo16 cis-regulatory system (Yuh et al., 1998,
2001). Fourth, a gene regulatory network model displays
architectural properties that emerge only at the level of its
own intergenic structure, for example, its multigenic feed-
back loops, its modes of transforming transient inputs into
regulatory states, or forbidding alternative states. We discuss
some of these ‘‘higher level’’ aspects of internal network
structure below; they are among the most revealing for
further consideration, both in comparative and evolutionary
terms and in mechanistic terms. There have been several
useful if abstract approaches to consideration of the
properties of such network motifs (e.g., Mangan et al.,
2003; Rosenfeld et al., 2002).
There are also many worthy objectives to which these
kinds of model do not pertain. For example, they are not
Fig. 3. Diagrams of a small portion of the sea urchin endomesoderm network (Figs. 1, 2) captured with CellDesigner and Cytoscape. These two software
packages are ‘‘best of class’’ exemplars but, like most other tools currently available, are not designed specifically to capture and visualize developmental
genetic regulatory networks. (A) The set of graphical symbols available for interactive network drawing in CellDesigner. Note the emphasis on representing
molecular interactions as biochemical reactions. DNA is not represented explicitly. Transcriptional regulatory interactions must therefore be modeled at the
level of biochemical reactions. (B) The Wnt8 positive feedback loop captured in summary form in CellDesigner. Two cells are shown, one producing the Wnt8
signal, the other responding by activating Wnt8 transcription in return. Note that CellDesigner allows representation of multiple spatial compartments such as
cell membrane, nucleus, and cytoplasm in multiple cells. VfNs are not explicitly supported by CellDesigner but can be generated manually for each time point.
(C) TheWnt8 network in panel (B) captured in Cytoscape. Spatial compartments are not supported, but time sequence diagrams can be generated automatically
from data. In Cytoscape, each node represents a biomolecular entity in all its forms. The lines between the nodes represent interactions. The user can choose the
shape, thickness, and color of the lines to indicate different types of interactions. In the example shown, the green arrow indicates ligand– receptor interaction,
the black arrow an indirect activating path, the blue line dimerization, and the red arrow protein–DNA interactions.
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determine the synthesis/turnover dynamics of the RNAs
and proteins that are produced by the genes in the network.
Examples of excellent kinetic network models that approach
that objective include Jaeger et al. (2004) and von Dassow
et al. (2000). Nor is it the intent of the kind of models with
which this paper is concerned to enable a naive observer (or
machine) to build a model automatically from data stored in
a computer. While this may be an interesting and indeed (in
a heuristic sense) important objective in its own right, it is
one that is always going to be ex post facto with respect to
the rapid, ongoing progress of scientific understanding of
living processes. This depends directly on the potency of
scientists’ sophisticated experimental research efforts, and
our models are directed explicitly toward providing an
essential aid in that respect, as above.Computational representation requirements for
developmental GRNs
As discussed above, the unique architectural character-
istics of developmental GRNs require novel computa-
tional support capabilities. Given that novel computa-
tional tools have to be developed for the developmental
biology community, what other capabilities should these
tools support? In this section, we present a list of features
we consider essential for representing developmental
GRNs.Fig. 4. Proposed DNA-based computational representation of a gene. The
red horizontal line represents DNA. The portion to the left of the bent red
arrow represents upstream (5V) sequence. The red box to the right of the bent
red arrow represents a DNA feature, such as the first exon. T1–3 are
transcription factors, which in this example bind the upstream sequence and
transcriptionally regulate the expression of G. The regulatory interactions of
the three transcription factors are represented symbolically by the two
circles labeled with the logical AND symbol. The bar at the end of the line
from T3 to the right hand circle indicates T3 activity acts as a repressor.
Since the other input to this interaction is the logical AND of T1 and T2, the
output of the second interaction (and hence gene G) can be seen to be ((T1
AND T2) AND NOT(T3)); that is, transcription of G is active if T1 and T2
are both active, repressed if T3 is active, and basal otherwise. The symbols
just below the line representing DNA are icons for hyperlinks to genome
browsers showing detailed sequence annotations such as exons (right-hand
curved arrow) known transcription factor binding sites (*) and results from
DNA search algorithms (triangle).Network visualization
A number of existing tools have been designed for
modeling biochemical networks (for examples, see http://
www.sbml.org/). However, the requirements of GRN
modeling are distinct and not met by biochemical network
modeling software. Two examples of biochemical network
modeling tools are Cytoscape (http://www.cytoscape.org)
and CellDesigner (http://www.CellDesigner.org) (Shannon
et al., 2003; Oda et al., 2004). Fig. 3 shows examples in
which the two software packages only capture an over-
simplified representation of the Wnt8 signaling loop of the
sea urchin endomesoderm network (cf. Fig. 1 for our model
of the same network).
CellDesigner provides a wide range of interaction
symbols, as shown in Fig. 3A. These symbols have been
carefully chosen to provide specificity while at the same
time keeping the visual representation intuitively simple.
However, in common with most other current tools,
CellDesigner treats genes as simply another type of a
biomolecule. Transcriptional and post-transcriptional regu-
lation of a gene would need to be modeled as an explicit and
additional set of biochemical reactions, and any DNA
sequence-related information about genes would need to be
captured with other tools.Instead of providing a pre-defined list of interaction
symbols, Cytoscape allows the user to customize the
thickness, color, and other properties of the interaction lines
between biochemical entities. In the example shown, blue
indicates protein–protein interactions, red protein–DNA
interactions, black an indirect multi-step linkage, and green
a ligand–receptor interaction. Note that, in Cytoscape,
component parts of an interaction and the interaction
product(s) are not distinguishable. For example, in Fig.
3C, Cytoscape indicates h-catenin:TCF dimer formation by
a blue interaction line connecting the two monomers. The
dimer itself is not represented as a separate entity. Thus,
scenarios such as catalytic activation of a transcription
factor or cooperative transcription regulation by multiple
transcription factors cannot be represented explicitly in
Cytoscape. As with CellDesigner, Cytoscape does not
capture/model DNA-sequence-related information directly,
but it does support hyperlinks to sequence analysis work-
benches and annotation browsers.
Given that all developmental control is ultimately
encoded in the DNA, a representation that specifically and
explicitly represents transcription factor interactions with
cis-regulatory DNA would be preferable for modeling
developmental GRNs. The simple cartoon representation
of a gene usually used by biologists provides an excellent,
intuitively clear starting point. Fig. 4 shows how this iconic
representation can be augmented with additional annotations
to provide more detailed information. Note how this
representation provides a substrate for very specific,
experimentally verifiable model description. For example,
in Fig. 4, factors T1–3 are specified as having DNA binding
targets upstream of the transcription start site of gene G.
This symbolic representation of DNA can be hyperlinked to
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(curved arrow symbols in Fig. 4), known transcription factor
binding sites (* symbol in Fig. 4), and results from DNA
search algorithms (triangle symbol in Fig. 4). It would be
relatively straightforward to augment existing GRN model-
ing tools to provide the above features.
The representation used in Fig. 4 is also useful for
providing a visual summary of transcription factor inter-
actions regulating gene expression. An illustrative example
is shown in Fig. 4 by the symbols below the line
representing cis-DNA (for more examples, see Yuh et al.,
1998, 2001). Here, each circle represents an interaction. For
the example shown, the circle receiving inputs from
transcription factors T1 and T2 has been annotated with
an AND symbol, suggesting that both factors are necessary
for transcriptional activation of the gene G. The other
interaction circle indicates that transcription factor T3
represses the activating function of T2 and T3.
The representation scheme of Fig. 4 has the advantage
that it provides a direct and transparent set of experimentally
testable predictions. Predictions of transcription factor
binding sites, cis and trans regulatory controls (Fig. 1),
and the time and place of expression of each gene (Fig. 2)
are stated unambiguously and can be exhaustively tested by
well-established experimental procedures.Tracking the views from nuclei
How should gene interactions be displayed for any given
VfN? One approach, popular because it provides a generic
solution to network visualization in general, is to automati-
cally generate a view for each VfN ‘‘on demand’’. However,
because each view is generated automatically, small changes
to a network can result in very different network views. As a
result, visual comparison of VfNs in different cells, or for
the same cell at different times, becomes difficult. VfNs
need to be viewed in context: in the context of the genomic
network and also in the context of their relationships to each
other.
To facilitate comparison of VfNs, an interaction that
spans multiple VfNs needs to be shown in the same physical
location and with the same notation. A corollary is that a
gene involved in different functional interactions in different
VfNs should be placed differently in each view, so that the
functional role of the instance of the gene in each VfN is
clear. In contrast to VfNs, in the VfG, there can only be one
copy of each gene. To address these contrasting needs, we
propose the notion of overview diagrams. For brevity, we
refer to the overview diagram as the View from All nuclei
(VfA for short). As the name implies, a VfA presents a
superposition of a number of VfNs spanning a particular set
of cell types and period of interest. We use background
coloring to indicate VfNs of different cell types within a
VfA. Figs. 1A, B show VfG and VfA for the sea urchin
endomesoderm network by way of examples.A VfA is different from a VfG in a number of key
respects. Firstly, whereas a VfG has only one copy of each
network element, a VfA can have multiple copies. Each
copy will be positioned within the context of VfNs for a
particular group of cells and may represent the activity of
the same gene at different times and in/or different cells.
Secondly, a VfA shows what is significant during a
particular time period only. Third, the physical location of
each network element displayed in a VfA is preserved in all
individual VfNs. In this way, as the user tracks activity
within a group of cells over time, a given network element
will be in the same location in all VfNs. Inactive network
components may either be omitted from display in a
particular VfN or (as is our practice) coloring can be used
to indicate activity and gray to indicate inactivity.
VfGs, VfAs, and VfNs are essentially different views of
the same model. Thus, any user-specified change in one of
these views (e.g., the addition or deletion of a network
element) may require a corresponding change in the other
views. Ideally, computational tools for representing devel-
opmental GRNs should provide facilities for automatic
propagation of a change to all network views and perform
checks to ensure all network views are consistent.
A final detail in tracking VfNs is that daughter cells need
to inherit their cellular state from the parent cell but may go
on to acquire different states and identity depending on
signaling and other events. Computational representation of
developmental GRNs should therefore allow for a variable
number of VfNs over time.Data tracking, curation, and annotation
Earlier, we discussed the desirability of providing DNA-
related annotation capabilities and hyperlinks to DNA
analysis and browsing software in GRN modeling tools.
Here, we present a range of additional features that would
greatly assist modeling of developmental GRNs. We view
computational representation of developmental GRNs as an
ongoing activity that supports and facilitates the process of
model building. As such, a major role of modeling software
is to document current understanding about a GRN, to allow
the user to interrogate the data on which the model is based,
and to facilitate the process of hypothesis formation and
testing.
Mathematical descriptions have the benefit of being
exact and specific. However, during the model building
process, it is often convenient to annotate a graphical
representation with qualitative symbols and brief notes. For
example, a protein–DNA interaction predicted from anal-
ysis of epistasis data could be annotated with a mathemat-
ical weight representing the level of confidence in that
prediction or simply with a symbol indicating what set (and
types) of experiments support the prediction. Symbolic
annotation is useful in providing an informative summary
view of a network. Additionally, we find it useful to provide
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mental data itself. Raw experimental data are usually subject
to multiple layers of processing (e.g., normalization) and
filtering (e.g., calculation of P values) before they are used
as the basis for a network model. Raw and intermediate data
forms tend to be complex, large-scale, and laboratory/
technology-specific. Thus, in GRN modeling software, it is
preferable to provide links to tables of processed data
directly relevant to the network model.Network generation, editing, and topological analysis
A network may be drawn ‘‘by hand’’ using a point-and-
click set of menus and dialogue boxes, as is common in
drawing and painting applications (e.g., Adobe Illustrator).
However, it would be tedious and error-prone for a user to
draw every possible VfN in this manner. As we discuss in
the following sections, we propose two solutions. One is to
draw a VfG and/or VfAs and specify subsets of that network
as particular VfNs. The other approach is to draw a number
of VfNs then link and integrate them computationally to
produce a full model and corresponding VfG and VfA
diagrams. An orthogonal approach to manual network
drawing is to generate an automatic network layout from
one or more tables (e.g., in a spread sheet), listing the
interactions of interest. The resulting network layout can be
difficult to comprehend because automatic layout cannot
take into account biological contextual information that a
human might use to organize a diagram on a page (see also
earlier discussion and examples). Thus, following automatic
layout, it is usually desirable to be able to manually re-
organize and save network layout using a ‘‘point-and-click’’
graphical user interface.Exploring hypotheses and model verification
GRN models can be verified computationally for
consistency in terms of network topology and behavior in
time and space. For example, we can ask whether the
modeled interactions represent the most parsimonious
interpretation of the data; whether ensembles of genes
modeled as GRN kernels are indeed active collectively in all
VfNs; and whether collections of genes modeled as being
co-regulated by one or more transcription factors have
corresponding patterns of computationally predicted regu-
latory elements on their cis-regulatory DNA.
When mathematical modeling and/or simulation is used
to predict the behavior of a GRN, the results need to be
compared with experimental data. Indeed, mathematical
models are usually selected on the basis of automated tests
of how well they match experimental data (Burnham and
Anderson, 2002). But in addition to automated comparisons,
it is often instructive to be able to visually compare a
predicted behavior (e.g., the time course of expression of aparticular gene in a particular group of cells) against the
experimental data on which the model was built or new
data. The computational facilities that link a network model
to experimental data can also be used to link the model to
mathematical predictions of the model.Dissemination and sharing
A side effect of the integrative nature of developmental
biology today, and the emergence of large-scale models of
developmental GRNs, is that developmental biology pub-
lications often have to be accompanied by many pages of
supplementary documentation giving details of experimen-
tal results, data processing procedures, model building, and
model analysis methodologies, etc. Indeed, the Supplemen-
tary information sections accompanying many papers
frequently run into several dozen pages. It is thus increas-
ingly time-consuming for the interested reader to absorb and
exploit published data and extract insights from it. As
discussed earlier, developmental GRNs are built hierarchi-
cally from simple, recurring building blocks and motifs. It
would therefore be particularly useful if published models
could conform to model description standards such as
SBML (http://www.sbml.org) and CellML (http://
www.cellml.org) so that the models are computer-readable
and can be re-used and explored by other researchers in a
software-independent manner. A large number of software
packages already voluntarily conform to these standards,
and we hope emerging and new developmental GRN
modeling tools will do so also.BioTapestry
To address the above specific needs for computational
modeling of developmental GRNs, we have developed a
software tool that we call BioTapestry. BioTapestry can be
utilized in two ways. Firstly, BioTapestry offers a range of
model building tools, including an interactive graphical
network editor, a facility for automatic layout of networks
from tabular interaction data, and a tool for highlighting
multiple (potentially redundant) direct and indirect paths
between any two genes in a network. Second, once a
network has been built using the aforementioned tools,
BioTapestry offers model visualization, documentation, and
dissemination facilities. Below, we first review the latter
features of BioTapestry, so as to clarify the outcomes of the
network building process. We then review the network
construction and editing functions of BioTapestry. In the last
section, we review additional features we hope to integrate
into BioTapestry.
BioTapestry is an open source project. In particular,
we have chosen to release BioTapestry under the terms
of the Lesser GNU Public License (LGPL, see http://
www.gnu.org/licenses/licenses.html#LGPL). This license
Fig. 5. Network element symbols currently supported in BioTapestry. (A)
DNA-based representation of a gene, as described in Fig. 4. Additional
DNA annotation symbols: red diamonds indicate that a corresponding cis-
regulatory element has been isolated. Blue diamonds indicate that the cis-
regulatory element responds to input perturbations as predicted. Green
diamonds indicate that, in addition, the site was mutated with expected
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source code. Anyone can download BioTapestry execut-
ables, source code, and documentation from http://www.
biotapestry.org. They can then freely use, modify, and
redistribute the code as they wish. Going beyond LGPL,
we are committed to making the current ‘‘in-progress’’
version of the code available to anyone who would like to
contribute to its development. Furthermore, users are
welcome to extend the BioTapestry source code to suit
their needs. If additions are shared under the same LGPL
license, then BioTapestry can evolve to meet more and
more of the needs of the whole developmental biology
community.
Another important design feature of BioTapestry is that it
is written entirely in Java. Java is a platform independent
language and runs identically on Microsoft Windows,
Macintosh, and Linux/Unix machines. A further attraction
of Java is that additions to BioTapestry can be developed in
the form of Java modules that can easily be integrated into
the main program. This makes community-based develop-
ment of BioTapestry features possible.
results. (B) A symbol for user-defined protein–protein interactions and
protein modifications (e.g., phosphorylation, synthesis, degradation,
nuclearization). Labels can be used to indicate the nature of the process.
(C) This symbol indicates that two pathways intersect but are active at
different times, or in different cells, and therefore do not interact. (D) An
indirect linkage. (E) Repression. When this symbol is an input to an
interaction symbol such as the one in panel (B), then the output of that
interaction is repressed when this input is active. (F) Ligand–receptor
interaction. (G– I) Three general interaction symbols which can be assigned
functions as needed. For example, we use the box symbol to indicate a
maternal factor in the sea urchin endomesoderm network.Network visualization symbols in BioTapestry
The graphical notation used to represent genes and their
transcriptional regulation is essentially the same as that
presented in Fig. 4. The current implementation does not yet
provide hyperlinks to genome annotation browsers, but we
hope to provide this in future versions. Fig. 5 shows the key
interaction symbols used. Note that the BioTapestry
representation of a GRN is designed to emphasize genes
and their interactions. Protein–protein interactions (e.g.,
signal transduction) and metabolic and other cellular
processes are represented in terms of abstract processes.
Some examples of such processes are: ‘‘ligand L activates
receptor R’’; ‘‘protein A nuclearizes protein B’’; and
‘‘nuclear protein B dimerizes with transcription factor T
and binds DNA’’. The applicability of this symbolic
description of a signal transduction process to cases such
as the one illustrated in Fig. 3B should be self-evident.
One ‘‘interaction’’ symbol provided in BioTapestry arises
specifically from the need to represent a growing multi-
cellular system in models of developmental GRNs and so
merits special mention. This happens when two or more
different interaction pathways converge onto the same
effector. For example, two different signaling networks
may result in the activation of the same transcription factor.
However, in development, such convergent paths are often
active at different times and/or in different cells. We use a
black filled circle at such apparent intersections to indicate
that there is no actual interaction between the pathways in
summary VfNs and in VfAs and the VfG.
In addition to interactions, BioTapestry allows the use of
symbols for annotation purposes. For instance, we use red
diamonds below the line representing cis-regulatory DNA toindicate that a corresponding cis-regulatory element has
been isolated. Blue diamonds indicate that the cis-regulatory
element responds to input perturbations as predicted. Green
diamonds indicate that, in addition, the site was mutated
with expected results.
The set of symbols provided in the current release of
BioTapestry comprise what we have found necessary for
description of developmental GRNs, trading off representa-
tion power, diagrammatic clarity, and parsimony. BioTapes-
try’s open source nature and modular design make it
straightforward to modify or delete symbols or add new
symbols as desired. In time, we hope to see the BioTapestry
symbol set evolve to represent a community consensus.The BioTapestry network browser
Once a network model has been constructed, it can be
used for model dissemination in one of two ways. Firstly,
BioTapestry allows the user to generate a hierarchy of
hyperlinked web pages showing the VfG, VfA, and various
VfNs. These web pages simply display static images and
have the advantage that they can be viewed by any web
browser (e.g., Internet Explorer, Netscape, Firefox, etc.). For
a more interactive and detailed representation of the
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browser. The BioTapestry browser is a Java application
and requires the installation of the Java Runtime Environ-
ment on the user’s computer. JRE is a freely available
package which can be downloaded and installed in a
straightforward manner from http://www.java.com. Once
JRE is installed onto a computer, the BioTapestry browser
can be downloaded automatically (via Java Web Start) by a
single mouse click on a web link. The BioTapestry browser
provides most of the network visualization and interrogation
facilities of BioTapestry but does not allow the user to edit
or modify the network in any way.
The main window of the BioTapestry browser is divided
into three parts (see Fig. 1B). A horizontal window at the
bottom can be used to display captions and notes for each
view (similar to the ‘‘notes’’ window in Microsoft Power-
Point). The remaining space is divided into two sub-
windows. The sub-window on the left displays the list of
available network views hierarchically in a manner similar
to a Microsoft Windows File Folder. The VfG is at the top
followed by one or more VfAs and various VfNs each of
which may have further, more detailed VfNs within the
hierarchy below them. Clicking the mouse on any of theFig. 6. Example of an experimental data table invoked by clicking the right mouse
the FoxA gene is visible in this view. The comma-separated numbers in each entry a
required following the perturbation indicated in the second column from left.listed views will display the corresponding figure in the
main sub-window to the right.
The example shown in Fig. 1 includes a summary view
for all interactions over 30 h, a series of VfNs over
specific time intervals of interest, and also an interactive
view within which the user can visualize the state of the
network at any particular time point. The slider control
icon at the bottom of the left hand window can be used to
move back and forth through time. For example, in Figs.
2A, B, the slider is at 9 h and 21 h respectively, and the
network states are correspondingly displayed. The time
resolution of these views is dictated by the available data.
The BioTapestry browser simply steps through the data
tables. This is an important point: BioTapestry visualizes
the available processed data. It is assumed that any
filtering, curve fitting, or interpretation of the data is
carried out by other tools (see Additional and Future
Features for our plans in this respect).
In addition to the various network views, the BioTapestry
browser can be used to interrogate the data from which the
network was constructed. Pointing the cursor on any gene
and clicking the right mouse button pops up a menu item
labeled ‘‘Experimental Data’’. Clicking on this menu itembutton on any gene in BioTapestry. Only a portion of all data available for
re individual QPCR results in terms of the number of additional PCR cycles
W.J.R. Longabaugh et al. / Developmental Biology 283 (2005) 1–1612brings up a new window with a table listing relevant
experiments and additional tables showing where and when
the gene is expressed, any notes and annotations, theFig. 7. Example of spatial and temporal expression data for the same gene as in Fig
are viewed, as in Fig. 6. Here, they are shown separately simply because the exper
Expression Profile table corresponds to a unique spatial domain. Each column corr
indicates that the corresponding spatial domain does not exist at that time point. A
corresponding time and in the corresponding spatial domain. Green indicates stro
table summarizes the inputs to FoxA at the indicated times and locations and is dtranscription factor inputs to the gene, and the times and
locations at which they are active. See Figs. 6 and 7 for
examples of these tables.. 6. These tables are part of the same window in which the experimental data
imental data table is too large to view in a single figure. (A) Each row in the
esponds to a particular time measured in hours post fertilization. A gray box
white entry indicates that the gene (in this case FoxA) is not expressed at the
ng (dark green) or weak (light green) expression. (B) The Temporal Inputs
erived from the preceding two tables.
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Invoking the BioTapestry editor opens a window
divided into the same three parts as the Browser. The
only difference is that, at the top left of the BioTapestry
editor window, there is a row of familiar pull-down
menus such as File, Edit, View, etc. Most of the menu
items are self-explanatory and will not be discussed here.
The procedures for carrying out specific tasks are
described in detail in a tutorial, a manual, and an
interactive help facility and will also not be described
here (the tutorial and manual can be downloaded from the
BioTapestry web pages). Below, we present an overview
of the main utilities available within the BioTapestry
editor.Fig. 8. Examples of interactive tables through which BioTapestry users can (A) sp
the number of rows is specified by the user. Some boxes in each table are filled m
available by clicking the mouse on the downward pointing black triangle symbolBelow the line of pull-down menus is a row of graphical
icons. These include standard items such as file save, print,
and zoom in/zoom out. The remaining icons enable
interactive graphical network construction and editing.
The user can select and drop symbols for genes and their
interactions, set properties such as the sense of an input
(e.g., enhancing or repressing), and draw lines connecting
gene products to protein–protein and protein–DNA inter-
actions. Once a VfG has been constructed in this way,
portions of it can be exported to VfAs and VfNs using
graphical icons and menus.
BioTapestry offers a host of interactive graphical tools
to facilitate network drawing, editing, and annotation/
documentation. Notable among these is a tool that allows
interactive construction of data tables corresponding toecify and (B) compose a GRN. The column headings are preconfigured, but
anually by the user. For others, BioTapestry offers a selection from a menu
s.
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location, and magnitude of expression of each gene, as
well as the level of confidence in the data and other
annotations, can be entered into data-specific pre-format-
ted tables (see example table shown in Fig. 8A). These
data tables can also be viewed by clicking the right
mouse button on any gene in the network. They are also
used by BioTapestry to automatically generate dynamic
(slider-controlled) VfNs over time. At each time point,
active genes (and their interactions) are highlighted in
color and inactive genes are shown in gray, as discussed
earlier.Fig. 9. The ‘‘Show Parallel Paths’’ utility in BioTapestry. Here, the multiple paths
are shown. In panel (A), the number of steps from the source (GataE) to the targe
GataC but also that GataE also activates FoxA which represses Gcm, an activator o
is activating the other repressive (they are active in different cells so there is no c
maximum number of steps from source to target has been increased to four.In addition to manual drawing, a network view can be
generated automatically by BioTapestry from data tables
describing the network connectivity. BioTapestry provides
interactive tables for this purpose (see example shown in
Fig. 8B). It can also read spreadsheet-like text files; this
facility is very useful for large quantities of data, where
manual interactive data entry would be cumbersome and
error-prone. BioTapestry generates a network layout from
the connectivity table automatically and has a number of
layout aids and options. For example, incremental changes
to a network can be carried out without changing the
existing network layout. Often, the most convenient route toin the sea urchin endomesoderm network diagrams linking GataE to GataC
t (GataC) is limited to three. The figure shows that GataE directly activates
f GataC. Thus, there are two parallel paths between GataE and GataC; one
ontradiction). In panel (B), the same parallel paths are shown, but now the
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views automatically and then to interactively edit the
network layout to maximize visual clarity. BioTapestry
facilitates this process by automatically propagating changes
to the network views sharing layout.
Network views can be generated both top–down and
bottom–up. In the top–down approach, the user first draws
or specifies the View from the Genome, then the VfAs and
various VfNs are specified as particular views of the
‘‘master’’ VfG view. In the bottom–up approach, the user
can specify a number of VfNs then merge these views
together to generate the VfG and VfA. In either case,
BioTapestry shepherds the user through the process and
provides automated steps which both facilitate the process
and also ensure that the various network views are
consistent.
Finally, clicking the right mouse button on any gene in
any GRN view brings up a menu of analysis and editing
functions (see Fig. 8A for an example of data editing table).
One of the network analysis options offered is to ‘‘Show
Parallel Paths’’ between the current gene and its trans
regulators. This utility is particularly useful because it
highlights potentially non-parsimonious interpretations of
epistasis data. The user can then check whether every one of
the paths included in the network diagram is necessary in
order to explain the experimental data. The genes and their
interactions are shown both graphically, and also in a text
listing, as shown in the example in Fig. 9. A pull-down menu
within this window allows the user to limit the number of
intermediate steps (i.e., the topological length of the path)
between the two genes of interest.Additional features planned for BioTapestry
BioTapestry is still in its infancy. We have described
here its current capabilities. We envisage many additional
features for it. For example, we plan to include a facility
that guides the user through data interpretation stages to
generate automated network layouts from perturbation
and spatial expression data. Another desirable feature is
to provide further contextual information about VfNs by
indicating on a cartoon representation of the growing
embryo the cells corresponding to each VfN. We hope to
provide simple cartoon representations than can be edited
to represent different embryos at various stages of
development.
The current version of BioTapestry does not allow
specification of the transcriptional regulatory logic associ-
ated with each gene. Currently, BioTapestry can output a
VfG network description in SBML format, which can then
be read into a GRN simulation environment such as Dizzy
(http://www.magnet.systemsbiology.org) and edited to
include regulatory interactions. Future versions will include
facilities to define regulatory functions and output mathe-
matical descriptions ready for simulation. In a similar vein,we hope to link BioTapestry to DNA sequence management
and analysis tools.
Last but not least, we are committed to making
BioTapestry useful to the entire developmental biology
community. We look forward to comments and sugges-
tions from the community and to contributions to the
BioTapestry source code as an open source community
project.Conclusions
We have argued that developmental GRNs have
unique characteristics, such that their reconstruction
requires unique computational tools. These requirements
include: DNA-centered network modeling; representation
of GRNs across time and space and in a growing
number of cells; hierarchical network organization;
separate descriptions of network organization and net-
work behavior; and support for network documentation
and annotation. Based on these observations, we have
developed a freely available, platform-independent, open
source software package (BioTapestry) which supports
both the process of model construction and also model
visualization, analysis, documentation, and dissemination.
In this paper, we provided only a brief overview of the
main features of BioTapestry. User Guide and Tutorial
documents are available from http://www.biotapestry.org
and provide considerably more detail. We hope Bio-
Tapestry will act as the substrate for further co-
development for and by the developmental biology
community.Acknowledgment
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