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Abstract
Guriev, Denys. M.S., Department of Computer Science, Wright State University, 2021. Structural Analysis
and Link Prediction Algorithm Comparison for a Local Scientific Collaboration Network.

Scientific collaboration between researchers is very common and much influential and ground-breaking
research is performed by teams comprised of scientist from different fields and organizations. In this
thesis, we analyze and model a small scientific collaboration network limited to two organizations: Wright
State University and the Air Force Research Laboratory. Research paper co-authorship is used for
establishing the network structure.
We analyze several network properties and compare them to past results from analysis of larger and more
diverse collaboration networks. We show that the two-organization network we explored exhibits
properties similar to those of larger networks.
Guided by advances in state-of-the-art algorithms for the link prediction problem in large-scale networks,
we explore modeling of the local network via similar methods. We use a variety of link prediction
algorithms and models, from simple to state-of-the-art, and compare their accuracy. Results of our
experiments suggest that simple and easy to calculate prediction methods produce robust results,
outperforming the more complicated state-of-the-art models we explored. We observe a variety of
methods producing very accurate predictions, which suggests these methods can be effectively used to
solve practical real-world problems associated with small local or intra-organizational networks.
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1 Introduction
1.1 Overview
Collaboration between researchers is common in all scientific fields. Throughout the twentieth century,
scientific collaboration has been steadily increasing compared to individual research. This trend, and
collaboration in general, is more prevalent in some fields than others, but multi-investigator and crossdisciplinary research is nonetheless increasing throughout all realms of science. Review of some databases
at different points in the early 2000-2010s has shown the share of co-authored articles to be in the range
between 50-95%, compared to as low as 6% in 1900 or 11% in 1935 (Leahey, 2016).
Scientific collaboration can be diverse, spanning disciplinary and organizational boundaries. Research
teams may form around a core researcher, a target of scientific inquiry, a research grant that requires skills
from multiple fields of science to be successful, between lab peers, or based on deeper and more difficult
to observe social factors.
Insight into patterns of scientific collaboration and factors that stimulate research team formation is of
both scientific and practical interest. Such knowledge would enable research sponsors and team leaders
to recruit candidates most likely to successfully contribute to a project and allow the team to produce
higher quality results. Indeed, several non-profit organizations offer Collaborative Research Grants
targeted specifically towards teams of two or more researchers (e.g. National Endowment for The
Humanities, https://www.neh.gov/grants/research/collaborative-research-grants; American Brain Tumor
Association, https://www.abta.org/research-collaboration-grants/).

As stated on the National

Endowment for The Humanities’ website, “Debate, exchange of ideas, and working together—all are basic
activities that advance humanities knowledge and foster rich scholarship that would not be possible by
researchers working on their own”.

Thus, scientific collaboration networks (SCN) – the networks of researchers linked by co-authorship or
other forms of collaboration – are the main subject of this work. In the thesis we explore whether smallscale, local networks possess similar properties to the large global networks spanning entire fields of
science. This insight can lay a foundation for applying algorithms, which have been shown to succeed in
modeling large SCNs, to local networks of researchers. Additionally, we assess if semantic analysis of
published study titles can be used to model individual researchers’ scientific interests.
The rise of social networking platforms and increasingly available access to their data has greatly
stimulated networks research. New algorithms, novel application of older ones (Kaur & Singh, 2016) as
well

as

improvements

in

specialized

graph

and

network

analysis

software

(https://en.wikipedia.org/wiki/Social_network_analysis_software) have provided an ample set of tools for
exploring scientific collaboration at various scales.
The network science field, in particular, has recently seen rapid improvements to algorithms (Cui, et al.,
2018) and software applications for creation, characterization and analysis of networks and graphs
(https://gephi.org/; https://socnetv.org/). These advancements provide a new set of tools for exploring
scientific collaboration, both visually and analytically, at various scales.

1.2 Scientific Collaboration Network Modeling and Analysis
In this thesis, we explore analysis and modeling of a small-scale local collaboration network limited to two
organizations: Wright State University (WSU) and Air Force Research Laboratory (AFRL). WSU and AFRL
have a long history of research cooperation. As we discuss further, there is a large body of research
available that covers large generic SCNs. However, similar research into smaller local networks such as the
two-organization network explored here is not readily available.
Scientific collaboration comprises a continuum of interactions ranging from a brief exchange of ideas at a
conference or in an online forum to extensive and long-term cooperative multi-disciplinary research
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projects. A collaboration network is an abstract representation of collaboration among a population of
researchers. In order to define such a network it is necessary to determine how collaboration will be
measured, and the threshold of interaction that results in two researchers having a connection in the
network. For the purposes of this work, we choose co-authorship of a peer-reviewed, published
manuscript describing a joint research effort as the threshold for connectedness. There are several
advantages to this definition. First, these data are easy to obtain from public repositories and indices of
research publications. Secondly, this definition has been explored in the literature for larger collaboration
networks, providing a basis of comparison for the results of our analysis, and allowing us to draw
conclusions about the differences cause by network scale and geographic locality.
Most social networks, as well as networks in general, are not static. Evolution of networks, their growth
and change over time is a property which makes network analysis stand out from other related research
fields – both in the form of problems being investigated and the challenges they present. The WSU-AFRL
SCN we analyze in this work is no different. Each link we see in the network represents a collaboration
between researches, established by a published co-authored work. For every such connection, we can
establish the date when the link was established. If we play out each link creation starting from the earliest
one, we can witness the network evolution from a set of disconnected nodes into the current, complex
structure of the network.
Study of this evolutionary process is of both practical and intellectual interest. Just as we can replay the
network’s growth process from the first link to the latest one, it is of interest to predict future changes in
network structure: Can we make any prediction as to how the growth will continue into the future? Is it
possible to make these predictions based solely on the network structure itself, and if so, how precise can
they be?
These questions are commonly known in network analysis as the link prediction problem. A variety of
algorithms and models have been suggested over recent years, and the state-of-the-art models are able
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to make accurate predictions in large social networks (Kumar, Singh, Singh, & Biswas, 2020). However,
these advances might to some degree be possible due the amount of information embedded into largescale networks. There is not enough research done to understand how the known approaches would fare
when applied to small parts of the real-world networks. It is easy to imagine a practical application, where
a small network is constructed based on a specific set of organizations, geographical location or a particular
industry.
Results and ideas we derive from both network analysis and modeling can be used as baselines for research
of other SCNs similar to the WSU-AFRL one.
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2 Background and Existing Work
2.1 Social Networks
Social networks analysis as a distinctive field of inquiry emerged in the mid-1970s (Wellman & Berkowitz,
1988). It focuses on applying network analysis tools to exploration of varying social structures. Placing
social actors (family members, researchers, social network website accounts) as network nodes and their
interactions as links forms a social network that allows mathematical and statistical algorithms to be
applied to it.
The popularity of social networking websites like Facebook, Twitter, Instagram, etc. has brought the term
“social network” into the common vernacular. Used in casual conversation, the term generally refers to
one or all of the social networking websites, or to friends or acquaintances networks facilitated by these
websites. However, social networks are not limited to this definition and we can define a broad range of
network types by considering different combinations of actors and relationships or interactions between
them.
When defining a social network, the choice of both nodes and links varies and depends on the social
phenomenon being observed and the goal of the analysis. For example, nodes might represent individual
Facebook users, and links could be defined as friendships, presence on the same picture, or common group
memberships (Lewis, Kaufmana, Gonzalez, Wimmer, & Christakis, 2008). Another example much closer to
the topic of this thesis is the Scientist / Co-authorship definition in SCN analysis used in (Newman M. ,
2001a).

2.2 Scientific Collaboration Networks
Authorship of books and research papers is one of the most easily observable forms of evidence of
collaboration between researchers. Working on a joint research project, co-authors typically communicate
with each other over a considerable period of time, which is one of the most common interactions in social
5

networks. Thus, SCNs can be viewed as a type of social network and might be expected to share some
properties.
Similar to other types of social networks, scientific networks can be defined differently depending on the
question to be explored. By one popular definition authors are interpreted as network nodes and the fact
of co-authorship – links (Newman M. , 2001a; Ding, 2011). Newman uses this definition to analyze social
acquaintance patterns: “This seems a reasonable definition of scientific acquaintance: most people who
have written a paper together will know one another quite well”, while pointing out that the co-authorship
is a more stringent requirement than pure acquaintance (researchers who work together and know each
other may never co-publish a paper).
Although we use a co-authorship SCN as a proxy for research collaboration, the representation is not
uncontroversial. As Katz et al. point out, researchers may collaborate extensively and, in the end, decide
to publish their results separately. There are other scenarios that show divergence between the two and
the assumptions one has to make to claim collaboration and co-authorship being perfectly correlated are
unrealistic (Katz & Martin, 1997). As with many other social behaviors, scientific collaboration is a very
complex phenomenon and while co-authorship is not an equivalent representation of collaboration, the
former cannot arise without the latter and may be viewed as a sub-type of the general concept.
The co-authorship SCN network definition, as well as accompanying it assumptions, contrasts with another
very popular scientific network structure – a co-citation network. In it, authors are considered to be
network nodes while a citation occurrence establishes an edge (Ding, 2011). This configuration usually
addresses informational connection rather than social. However, a citation can also be viewed as an
endorsement or sign of a cited paper’s influence on the research direction (Newman M. E., Networks,
2018). Citation statistics have a special role in research field: citation counts are used as a basis for the
Journal Impact Factor metric for journals, are listed prominently in Google Scholar searches for authors as
well as papers and commonly used as a sign of prestige and influence.
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2.3 Co-authorship SCNs
As mentioned earlier, co-authorship SCNs, albeit imperfect, can reasonably be used as proxies for studying
scientific collaboration. Co-authorship necessarily infers the authors of a paper have collaborated to some
degree prior to publishing the papers as well as them being at the very least acquainted with one another
(there are probably stronger definitions of social connection that apply than mere acquaintance).
In a pair of papers, Newman has studied several co-authorship networks and reported a set of metrics
describing them (Newman M. , 2001a; Newman M. , 2001b). The networks studied are constructed from
publications in different fields of science, but are not limited to any particular institutions. The set of
measurements collected for each network provide a good framework and a baseline for comparison with
other SCNs.
Metrics:
•

Total papers / Total authors. The total number of papers and authors present in the dataset used
for network construction. The measures allow to judge the size of the network.

•

Mean papers per author.

•

Mean authors per paper.

•

Collaborators per author. The measure is interesting since it represents the number of links per
node in the co-authorship SCN. In many networks, the number of links per node to conform to
the power law in the form of 𝑃(𝑧) ≈ 𝑧 −𝜏 (Barabasi & Albert, 1999), however the SCNs studied by
Newman observe the form 𝑃(𝑧) ≈ 𝑧 −𝜏 𝑒 𝑧/𝑧𝑐 , where 𝜏 and 𝑧 𝑐 are constants.

•

Size of giant component / Second largest component. In social networks with a few links, nodes
tend to form a large number of locally connected components, which are disconnected from each
other in general. However, as the number links in the network rises the disconnected groups
merge into a large (“giant”) component that includes the majority of the network nodes. In
Percolation theory, probability of connection between a pair of nodes at which a giant component
7

forms is referred to as the “percolation threshold” and the structural switch as the “percolation
phase transition” (Chen, 2014). In modeling of social networks, calculation of the percolation
threshold is closely associated with other statistical properties such as the size of the giant
component, the distribution of sizes of other components, the average number of nodes within a
certain distance from a selected reference node, average distance between two nodes (Newman,
Strogatz, & Watts, 2001).
•

Mean distance. This measure is linked to the famous “Small world problem” where it has been
experimentally shown that the degree of separation of two randomly selected individuals in a
large SN is 5.2 on average (Travers & Milgram, 1977).

•

Maximum distance.

Distance is the minimum number of edges connecting two vertices.

Maximum distance of a graph, also referred as diameter of the graph, is the distance between a
pair of the farthest apart vertices.
•

Transitivity, Clustering coefficient. The mathematical definition of graph transitivity is:
𝑇(𝐺) =

3 ∙ [𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑔𝑟𝑎𝑝ℎ]
[𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑡𝑟𝑖𝑝𝑙𝑒𝑠 𝑜𝑓 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠]

In his paper, Newman (2001a) refers to this property as clustering coefficient, C. However,
clustering coefficient of a graph is usually defined as a mean average of clustering coefficients of
all its vertices (Barabasi & Albert, 1999):
𝐶(𝑣) =

2 ∙ [𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑣]
𝑑𝑒𝑔(𝑣)( 𝑑𝑒𝑔(𝑣) − 1)

𝐶(𝐺) =

1
∑ 𝐶(𝑣)
𝑉
𝑣∈𝑉

𝑤ℎ𝑒𝑟𝑒
𝐺 𝑖𝑠 𝑎 𝑔𝑟𝑎𝑝ℎ 𝑤𝑖𝑡ℎ 𝑎 𝑠𝑒𝑡 𝑜𝑓 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 𝑉;
𝑣 ∈ 𝑉 𝑖𝑠 𝑎 𝑣𝑒𝑟𝑡𝑒𝑥;
𝑑𝑒𝑔(𝑣) 𝑖𝑠 𝑡ℎ𝑒 𝑑𝑒𝑔𝑟𝑒𝑒
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Both properties measure the presence of “communities” in networks. Unlike random graphs,
where edges between nodes appear with a certain probability, in real social networks, people
within a community (office, department, lab, etc.) tend to all know each other. In a more formal
way, if node A is connected to nodes B and C, there is a higher probability of nodes B and C being
connected as well – forming a clique or triangle. When a graph is complete, its 𝑇(𝐺) = 𝐶(𝐺) = 1
and, if it has no triangles, its 𝑇(𝐺) = 𝐶(𝐺) = 0.

A

A

B

D

C

D

C

B

E

E
F

F

Figure 1: Example of Transitivity and Clustering coefficient calculation. Left: [Number of triangles] = 1 (ACE); T(G) = 3*1/12=0.25; C(G) =
0.25. Right: [Number of triangles] = 5 (ACE, ADE, ABD, ACD, CDE); T(G) = 3*5/19=0.79; C(G) = 0.64.

In random graphs, Transitivity and Clustering coefficient tend to be very low (at 0.003 and lower for the
databases referenced in this thesis) since probability of each edge formation is independent from other
edges. In real networks however, they can range from 0.06 to as high as 0.73 for some networks (Albert
& Barabasi, 2002).
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2.4 Link Prediction in Networks
Predicting growth and evolution of social networks is a problem of great research interest. In SCNs, new
collaborations spring up as a result of researchers visiting same seminars and conferences, getting
introduced to one another by colleagues and common acquaintances, working on larger projects which
cover complex topics of study. Scenarios such as ones mentioned provide intuitive grounds for ability to
predict future links in a network. This intuition is formalized as a link prediction problem.
Algorithms for analysis and behavioral prediction on networks in general (Martínez, Berzal, & Cubero,
2017) and SNs specifically (Hasan & Zaki, 2011) can be broadly grouped into categories based on their
underlying approach.

Here, we investigate several similarity-based methods and compare their

performance when applied to a smaller scale SCN.

Figure 2: Taxonomy for link prediction techniques (Martínez, Berzal, & Cubero, 2017)
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2.5 Link Prediction Based on Link Heuristics
In their work, Liben-Nowell and Kleinberg (2004) establish a notion of “proximity” between network nodes
– a characteristic derived purely from the network structure, which serves as grounds for precise prediction
of future collaborations. The paper adopts several metrics from graph and networks theories:
•

Local properties
o

Common neighbors – The score reflects the number of common neighbors shared by two
nodes.

𝑠𝑐𝑜𝑟𝑒(𝑥, 𝑦) = |Γ(𝑥)⋂Γ(𝑦)|,

(1)

𝑤ℎ𝑒𝑟𝑒 𝑥, 𝑦 − 𝑢𝑛𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑛𝑜𝑑𝑒 𝑝𝑎𝑖𝑟,
Γ(𝑥) − 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑥;

o

Jaccard’s coefficient – The metric is similar to the simple common neighbors, but between
two pairs of nodes with the same number of shared neighbors, Jaccard’s coefficient will
give preference to the one which has fewer overall neighbors (the shared ones are a larger
fraction of a total).

𝑠𝑐𝑜𝑟𝑒(𝑥, 𝑦) =

|Γ(𝑥)⋂Γ(𝑦)|
,
|Γ(𝑥)⋃Γ(𝑦)|

(2)

𝑤ℎ𝑒𝑟𝑒 𝑥, 𝑦 − 𝑢𝑛𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑛𝑜𝑑𝑒 𝑝𝑎𝑖𝑟,
Γ(𝑥) − 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑥;

o

Adamic/Adar (Adamic & Adar, 2003) – Evaluates each shared neighbor on the total
number of connections it has. Neighbors with few connections are valued higher since
their link to the two evaluated nodes is considered more exclusive.
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𝑠𝑐𝑜𝑟𝑒(𝑥, 𝑦) =

∑
𝑧∈Γ(𝑥)⋂Γ(𝑦)

1
,
𝑙𝑜𝑔|Γ(𝑧)|

(3)

𝑤ℎ𝑒𝑟𝑒 𝑥, 𝑦 − 𝑢𝑛𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑛𝑜𝑑𝑒 𝑝𝑎𝑖𝑟,
Γ(𝑥) − 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑥;

o

Preferential attachment – The score reflects connectedness of each node in a pair
independent of one another. The score relies on a suggestion that the nodes with the
most connections tend to be more likely to form new connections compared to other
nodes in the network.

𝑠𝑐𝑜𝑟𝑒(𝑥, 𝑦) = |Γ(𝑥)| ⋅ |Γ(𝑦)|,

(4)

𝑤ℎ𝑒𝑟𝑒 𝑥, 𝑦 − 𝑢𝑛𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑛𝑜𝑑𝑒 𝑝𝑎𝑖𝑟,
Γ(𝑥) − 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑥;

•

Global properties
o

Katz – A sum of all simple paths between the two nodes, with shorter paths valued higher
than the longer ones.

∞

𝑠𝑐𝑜𝑟𝑒(𝑥, 𝑦) = ∑

𝛽 𝑙 ⋅ |𝑝𝑎𝑡ℎ𝑠(𝑥, 𝑦, 𝑙)| ,

𝑙=1

𝑤ℎ𝑒𝑟𝑒 𝑥, 𝑦 − 𝑢𝑛𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑛𝑜𝑑𝑒 𝑝𝑎𝑖𝑟,
𝛽 − 𝑎 𝑓𝑖𝑥𝑒𝑑 𝑑𝑎𝑚𝑝𝑖𝑛𝑔 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡
paths(x, y, l) − 𝑎𝑙𝑙 𝑝𝑎𝑡ℎ𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑛𝑜𝑑𝑒𝑠 𝑥 𝑎𝑛𝑑 𝑦 𝑜𝑓 𝑠𝑡𝑟𝑖𝑐𝑡𝑙𝑦 𝑙𝑒𝑛𝑔𝑡ℎ 𝑙;
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(5)

o

Hitting time – The measure uses the random walk algorithm, where from a starting node,
a random step is taken to one of the neighboring nodes (all neighboring nodes have equal
probability to be selected). In a pair of nodes defined as (x,y), the hitting time measure
H(x,y) is the expected number of steps needed to get from x to y.

o

Commute time – A sum of hitting times in both directions ( H(x,y) + H(y,x) ).

o

Rooted PageRank – The measure uses the random walk algorithm, but at each step, has
a small fixed probability of resetting back to the starting (root) node. Over many
iterations, the algorithm calculates the fraction of times each node has been visited – the
stationary probability of each node. The score of an (x,y) pair is calculated as the
stationary probability of node y with root node x.

o

SimRank – A similarity score between two nodes. The measure is calculated recursively –
nodes are considered more similar the more similar their respective neighbors are.

1,
𝑖𝑓 𝑥 = 𝑦
∑
∑
𝑠𝑐𝑜𝑟𝑒(𝑎,
𝑏)
𝑠𝑐𝑜𝑟𝑒(𝑥, 𝑦) = {
𝑎∈Γ(𝑥) 𝑏∈Γ(𝑦)
𝛾⋅
,
|Γ(𝑥)| ⋅ |Γ(𝑦)|

(6)
𝑖𝑓 𝑥 ≠ 𝑦

,

𝑤ℎ𝑒𝑟𝑒 𝑥, 𝑦 − 𝑢𝑛𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑛𝑜𝑑𝑒 𝑝𝑎𝑖𝑟,
𝛾 − 𝑎 𝑓𝑖𝑥𝑒𝑑 𝑑𝑎𝑚𝑝𝑖𝑛𝑔 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡
Γ(𝑥) − 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑥;

2.6 Neural Network Model, Stochastic Gradient Descent and Backpropagation Algorithms
Several successful recent approaches to modeling and predicting the structure of social and collaboration
networks have been based on artificial neural networks (Wu, et al., 2020). While an extensive discussion
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of the many variations of neural network architectures and their optimization and training methods, a brief
overview is provided here to familiarize the reader with the field. For further details see (Haykin, 2009).
An artificial neural network consists of a number of neurons – non-linear learning units which produce a
single output value based on a collection of weighted input values. Input values to each neuron are
determined by the training data provided to the network, while weights (and constant bias values) are
optimized (or “learned”) during network/model training. Neurons are arranged in layers of different sizes
depending on network design. Neural networks with just one hidden layer are referred to as “shallow”.
While shallow networks can, in principle, model any shape of input data (Cybenko, 1989), in practice
networks with 2+ hidden layers tend to perform much better (Koutsoukas, Monaghan, Li, & Huan, 2017).
Such network structures are referred to as “deep”.

Figure 3: Example structure of a deep neural network (Parmar, 2018). The left-most input layer consists of the number of neurons
equal to the number of features that characterize the data. To the right of the input layer are three hidden layers. The first hidden
layer’s input is the input layer itself, while the subsequent hidden layers use previous layer’s output as their input. The rightmost
output layer is the learnt output of the network.

A very popular and commonly used optimization algorithm used for training neural networks (that is,
determining effective weights and bias values for each artificial neuron) is stochastic gradient descent. For
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networks using this approach, the initial state of the network parameters is usually stochastic or random.
The algorithm is designed to iteratively update the parameters to reduce model loss value based on a
subset (mini-batch) of data points. Within a mini-batch, for each data point, the gradient (partial
derivative) of the loss function is calculated with respect to each free parameter. All gradients within a
mini-batch are averaged and the result is used to update each free parameter. The sign of a gradient points
to whether the parameter value should be increased or decreased. The actual change to parameter values
is generally calculated as a function of the gradient, multiplied by a small learning rate. The intuition
behind the process is for the algorithm to take small update “steps” in each training cycle, which lead to
an optimal set of parameter values that correspond with a global minimum of the loss function.
The parameter update function takes the following form:
θ𝑡 ← θt−1 − η · ∇𝑓
where:
θ𝑛 – Free parameter values at time step n;
η – Learning rate;
∇𝑓 – Gradient of the loss function.
An efficient method of calculating gradients is the backpropagation algorithm. The algorithm consists of
two steps: a forward pass and a backward pass. The forward pass starts with applying a data point to the
network input layer and calculates outputs of all subsequent layers until the entire network output is
calculated. The output value is then used to calculate a loss value for the current parameter values.
During the backward pass, the loss value is used to calculate gradients with respect to free network
parameters that have directly contributed to the error – the ones governing the last hidden layer. This
process is then repeated for gradients with respect to the previous hidden layer parameters and so on until
all layer gradients and parameter adjustment values are calculated. The gradient and parameter
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adjustment process applies in reverse order compared to the regular input-to-output direction, hence the
name of the algorithm.

2.7 Alternative Algorithms for Neural Network Parameter
Optimization
As an improvement to the stochastic gradient descent optimization algorithm the Adam (Adaptive
Moment Estimation) algorithm has been proposed (Kingma & Ba, 2015) and is available in many popular
machine learning software libraries. Adam has been shown to perform well on sparse and noisy datasets.
The algorithm implements momentum terms that are updated with each time step in the learning process.
This approach effectively calculates adaptive learning rates for each parameter based on current and past
gradients – instead of the fixed learning rate used in stochastic gradient descent. In practical applications,
loss function has multiple sub-optimal sets of parameters, which constitute a local minimum. Use of the
momentum helps the algorithm to overcome local minima and converge on a more globally optimal
parameter vector.
θ𝑡 ← θt−1 − α · m
̂ 𝑡 /( √𝑣̂𝑡 + ϵ )
where:
θ𝑛 – Free parameter values at time step n;
m
̂ 𝑛 , 𝑣̂𝑛 – Exponentially decaying momentum terms updated for every time step based on gradients of the
loss function with respect to free parameters;
α – Learning rate;
ϵ – A very small constant to prevent division by zero.
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Recently, some notable Adam variations have been suggested, which improve on the original algorithm.
AdaFactor (Shazeer & Stern, 2018) is a novel implementation of the Adam algorithm, which offers an
improvement to the optimizer memory consumption. AdaBound (Luo, Xiong, Liu, & Sun, 2019) addresses
an issue with adaptive learning rates assuming extremely large or small values, which result in the original
algorithm failing to converge.

2.8 Convolutional Neural Network Model
A notable evolutionary step in machine learning research was development of a Convolutional Neural
Network (CNN) model (LeCun Y. , 1989). Since the LeCun publication and a subsequent demonstration of
the model’s ability to recognize and classify images of hand-written digits (LeCun, et al., 1989), CNN and
its variants have been applied to a wide variety of practical problems across several fields of science
(Bashar, 2019).
In the discussion of CNN architecture, we consider an image classification problem, similar to the one
explored by LeCun et al. Given a set of black-and-white images of the same size with a known class
assigned to each of them, we attempt to train a model to accurately classify other similar images, for which
class assignment is unknown. Assuming the total of N pixels per image, a generic, fully connected neural
network can treat each image as an N-dimensional vector and use a back-propagation algorithm to learn
optimal values of free parameters to associate a state of each pixel with known class values. This approach
however, has a significant downside – when each pixel is treated as a value independent of any other
pixels, the spatial relation between parts of the image is ignored, which limits the model’s ability to
generate accurate predictions.
To visualize the significance of order of pixels in image presentation, consider the example shown in Figure
4. The two images have exactly the same set of pixels shown in different arrangements. While the left
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image can be easily recognized by a human observer, the right one appears to be a random noise without
any relation to the original. The recognition of information carried by image pixel structure is at the heart
of the CNN model architecture.

Figure 4: Two images, which consist of the exact same set of pixels, presented in different order. The example demonstrates
significance of order in pixel position for an image to be recognizable (Zhang, Cui, Neumann, & Chen, 2018).

In order to capture spatial relation between image pixels, CNN uses two operations – convolution and
pooling. During the convolution operation, a small filter (kernel), usually 3x3 or 5x5 pixels in size, is applied
to an image, which extracts a local sub-set of pixels. Then, the pooling operation generalizes the extracted
set of pixels: a commonly used “max pooling” operation take the maximum value among the pixels and
discards the rest. This convolution-pooling cycle is repeated by moving the filter sequentially through the
entire image with a predefined step size (stride). As a result, outputs of each pooling operation are stored
in a form of a new “image” (feature map), with dimensionality lower than the original due to the pooling
step.
The convolution operation described above includes a parametrized non-linear function, which is adjusted
during the network training. Each CNN layer consists of several independent nodes (channels). Thus,
through training, each layer is capable of capturing several independent feature maps based on the same
18

input image. With an optimal set of free parameter values, each feature map generalizes the entire image
in a way best suited for eventual classification.
In practical applications, it is common to chain several Convolution-Pooling layers one after another –
where feature maps of the first layer are used as inputs to the next-layer convolution operation. Each such
layer produces an increasingly higher number of lower-resolution feature maps. The last layer of a deep
CCN is then used as an input of a fully-connected neural network and an output layer. The network is
trained via a back-propagation algorithm – similar to a generic neural network.

Figure 5: An example of a deep CNN structure for hand-written image recognition (Saha, 2018).

2.9 Convolutional Network Implementations for Graphs
Successful application of CNNs in a wide variety of problems has generated significant interest in applying
the model to graph and network data sets. After all, network links can be viewed as analogous to spatial
relationships between image pixels and can thus be captured via a variation of a CNN adopted to graph
structures.
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However, unlike images, graphs present unique issues for neural networks. First, graph nodes do not have
a fixed number of neighbors they can have. Also, a unique challenge arises from graph isomorphism – a
property of the same graph to be represented or visualized in different ways.
Neural-network-based graph models are often described in highly unintuitive and complex analytical
formulation. Instead of the originally published definitions, we will discuss the models in terms of Message
Passing Neural Networks (MPNNs) – a generalization for supervised graph learning models, which provides
a framework for more uniform and straight-forward definition and comparison of different models
(Gilmer, Schoenholz, Riley, Vinyals, & Dahl, 2017).
A forward pass of MPNN consists of two distinct steps: message passing phase and readout phase.
During the message passing phase, over 0≤t≤T time steps, messages are propagated through the network
using message functions Mt:
m𝑡+1
=
𝑣

𝑡 ,𝑒 )
∑ 𝑀𝑡 (ℎ𝑣𝑡 , ℎ𝑤
𝑣𝑤
𝑤∈Γ(𝑥)

where:
m𝑡𝑣 – a message at vertex 𝑣 at time step 𝑡;
Γ(𝑣) – neighbors of 𝑣;
𝑀𝑡 – message function at time step 𝑡;
ℎ𝑣𝑡 – a hidden state of vertex 𝑣 at time step 𝑡;
𝑒𝑣𝑤 – edge features.

The messages update hidden states of each node using update functions U t.
h𝑡+1
= 𝑈𝑡 (ℎ𝑣𝑡 , 𝑚𝑣𝑡+1 )
𝑣
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where:
ℎ𝑣𝑡 – a hidden state of vertex 𝑣 at time step 𝑡;
𝑈𝑡 – update function at time step 𝑡;
m𝑡𝑣 – a message at vertex 𝑣 at time step 𝑡.

In the readout phase a resulting feature vector of the entire graph is calculated based on the final node
hidden states at time step T via a readout function R:
𝑦̂ = 𝑅({ℎ𝑣𝑇 | 𝑣 ∈ 𝐺)
where:
ŷ – feature vector of graph 𝐺;
𝑅 – readout function;
ℎ𝑣𝑇 – a hidden state of vertex 𝑣 at the final time step 𝑇.

In the past several years, a few notable applications of CNN to graphs have been proposed.
In their work, (Duvenaud, et al., 2015) have proposed a convolutional network, which accepts as input
graphs of different sizes and structures. The model learns to generalize graphs as a feature vectors, which
can serve as inputs to a subsequent fully connected neural network for supervised learning and other
applications. Generalized as MPNN, the model is defined as follows (Gilmer, Schoenholz, Riley, Vinyals, &
Dahl, 2017):
𝑀𝑡 (ℎ𝑣 , ℎ𝑤 , 𝑒𝑣𝑤 ) = ℎ𝑤
deg(𝑣)

𝑈𝑡 (ℎ𝑣𝑡 , 𝑚𝑣𝑡+1) = 𝜎(𝐻𝑡
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𝑚𝑣𝑡+1 )

where:
𝜎 – sigmoid function;
deg(𝑣) – degree of vertex 𝑣;
𝐻𝑡𝑁 – learnt matrix for each time step 𝑡 and vertex degree 𝑁.
𝑅 = 𝑓(∑ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑡 ℎ𝑣𝑡 ))
𝑣,𝑡

where:
𝑓 – neural network;
𝑊𝑡 – learned readout matrices for each time step 𝑡;
ℎ𝑣𝑡 – in the function, refers to each vertex 𝑣 hidden state at all time steps 𝑡, final and previous.

Another successful application of CNN to graphs, Graph Convolutional Network (GCN) (Kipf & Welling,
2017), applies to a single graph with a small subset of labeled vertices and learns to infer vertex labels or
classes for the remainder of the nodes. The MPNN definition of the model is as follows (Gilmer,
Schoenholz, Riley, Vinyals, & Dahl, 2017):
𝑡 ) = (deg(𝑣) deg(𝑤))−1/2 𝐴 ℎ𝑡
𝑀𝑡 (ℎ𝑣𝑡 , ℎ𝑤
𝑣𝑤 𝑤

where:
deg(𝑣) – degree of vertex 𝑣;
A𝑣𝑤 – an entry in the graph adjacency matrix A, which corresponds to vertices 𝑣 and 𝑤;
𝑈𝑡 (ℎ𝑣𝑡 , 𝑚𝑣𝑡+1 ) = 𝑅𝑒𝐿𝑈(𝑊 𝑡 𝑚𝑣𝑡+1 )
where:
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𝑅𝑒𝐿𝑈 – Rectified Linear Unit function;
𝑊 𝑡 – trainable weight matrix with time step 𝑡 corresponding to a layer level.
Since GCN depends on hidden states of individual vertices for classification, the readout phase does not
apply.

2.10 Link Prediction Based on Graph Neural Networks
The success of neural networks in multiple types of problems across a variety of fields has naturally inspired
the technique to be used in network link prediction. A recent survey (Kumar, Singh, Singh, & Biswas, 2020)
describes a variety of neural-network-based state-of-the-art approaches to the link prediction problem.
Among the models surveyed, we selected the most recent ones, which have been shown to generate highly
accurate predictions for SCN datasets. We train two models, SEAL (Zhang & Chen, Link Prediction Based
on Graph Neural Networks, 2018) and Graphite (Grover, Zweig, & Ermon, 2019), on the WSU-AFRL SCN
and compare their performance to the “proximity” methods described earlier.

2.10.1

The SEAL model

The SEAL framework relies on a novel idea that structural link heuristics can be accurately assessed based
on a local subgraph (enclosing subgraph) instead of the entire network structure. This approach allows for
efficient calculation of global heuristics (Katz, rooted PageRank, SimRank), which would otherwise require
significant computational resources for most practical networks.
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Figure 6: SEAL Framework. For each link, the model constructs an enclosing subgraph of only nodes within a predefined maximum
distance from the link nodes. The subgraphs are used as input to a graph neural network, which relies on subgraphs structure for link
prediction. The structural heuristics in the box are shown for illustrative purposes – in practice, the graph neural network might learn
features different from commonly used heuristics (Zhang & Chen, Link Prediction Based on Graph Neural Networks, 2018).

The model defines a ‘number of hops’ hyper-parameter h – a maximum distance between link nodes and
network nodes to be included in an enclosing subgraph. Thus, the resulting subgraph is always limited to
a diameter of (4h+2). The authors show that higher-level network heuristics are accurately approximated
by calculating them over the enclosing subgraphs. For proofs and an analytical definition of heuristic
functions to which accurate subgraph approximations can be calculated, see (Zhang & Chen, Link
Prediction Based on Graph Neural Networks, 2018).
In practice, the SEAL model performs three distinct steps. First, for each vertex in a graph, it extracts a
subgraph as described above. All subgraph nodes are labeled to distinguish central nodes for which
prediction is being performed and other nodes, depending on their relative position from the center ones,
which are supposed to reflect structural information about the target nodes. In the last step, the model
uses a graph neural network, which classifies each potential link as either present or not.

2.10.2

Graphite model

The Graphite model is based on a variational autoecoder model (Kingma & Welling, 2014), but adopts it
for graph data structures.
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Autoencoders are a family of unsupervised learning algorithms that produce a generalized (and usually
lower-dimensionality) representation of a collection of input data. Usually, autoencoder algorithms train
on a high-dimensional input data collection and produce feature vectors in lower-dimensional space
compared to the input data, which capture the minimum information needed to reproduce the original
data. The use of autoencoders for pre-training of machine learning models (neural networks) can be traced
back to the 1980s (Schmidhuber, 2015). Since then, they have been used to improve accuracy of learning
models by producing lower-dimensionality representations of input data. In its simplest form, a typical
autoencoder consists of an N dimensional input layer, an M-dimensional code layer (where M < N) and an
N-dimensional output layer. The algorithm first encodes inputs into a lower-dimensional representation,
and then decodes this representation to produce the outputs.

Figure 7. General structure of an autoencoder (https://en.wikipedia.org/wiki/Autoencoder)
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Variational autoencoder (VAE) is a probabilistic generative graphical model which models latent
representation as a probability distribution. The goal of the model is to approximate latent variable
distributions in such a way that values randomly drawn from the distribution are decoded into data which
is considered similar to the one used for training.
VAE implements the probabilistic generative model shown in Figure 8. While in practice, the model
operates similar to a regular autoencoder (input is encoded in a latent representation; then, the latent
representation is used for decoding), the conceptual idea behind VAE is that is “generates” inputs X from
latent random variable Z. Probabilistic distribution of Z is commonly assumed to conform to a Gaussian
distribution with mean and variance being free parameters. VAE can be implemented using a neural
network structure for parameter optimization (see Figure 9).

Figure 8. Graphical representation of the Variational autoencoder model (Kingma & Welling, 2014). The random variable X represents
the observable data; random variable Z – hidden encodings. The model graph consists of encoder and decoder blocks shown as dotted
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and solid lines respectively. Encoder is represented by a conditional probability function 𝒒𝝓 (𝒛│𝒙) with parameters 𝝓. Decoder, on
the other hand, is a conditional probability function 𝒑𝜽 (𝒙│𝒛) with parameters 𝜽.

Figure 9. General structure of VAE. (Jordan, 2018). The neural network consists of the following blocks (left to right): Input, encoder
hidden layers, latent layer, decoder hidden layers, output (reconstructions of input).

The Graphite model’s generative process is shown in Figure 10. For an encoder part, the model uses a GCN
(Kipf & Welling, 2017), which iteratively passes a message through the graph in order to create input
vectors. However, the model is generally agnostic of the exact message passing algorithm.
When defining a decoder part of a graph model, the problem arises – there is no graph to be used for
“reverse-passing” of a message (reverse operation to the one performed in the encoder). The model
authors suggest a novel approach – a 2-step process which defines an intermediate graph based on drawn
Z values and then iteratively refines the graph by optimizing a parameterized graph neural network.

𝐴̂ =

𝑍𝑍 𝑇
+ 11𝑇
‖𝑍‖2

̂, [Z|X])
Z∗ = GNN𝜃 (A

27

Figure 10. General structure of Graphite (Grover, Zweig, & Ermon, 2019). The random variable A is an observable graph data in a form
of an adjacency matrix. X represents observable node features (if applicable) and is used as conditioning evidence. Random variable Z
represents hidden encodings.
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3 Methods
3.1 WSU-AFRL Scientific Collaboration Network
Abstracts, authors, and associated metadata were downloaded from the SCOPUS database for all papers
published by WSU and AFRL affiliated authors between the years of 2014 and 2018. SCOPUS claims to be
the largest abstract and citation database of peer-reviewed literature (Elsevier - Scopus, n.d.) and includes
records for more than 1.4 billion journal, conference proceedings, and books going as far back as 1970
(How Scopus works, n.d.). Each record consists of the title, abstract, author list, author affiliation,
keywords and, for a large set of documents, the full text for each paper. Appendix A shows the python
code used to conduct the SCOPUS queries.
As reviewed in 2.2, there are different approaches to constructing an SCN network from these data. We
have constructed a network similar to those explored previously (Newman M. , 2001a) in order to provide
a solid framework for comparison of results. Each author with at least one published paper is represented
as a network node. Every author in the SCOPUS database is assigned a unique ID. Where an author is
credited under differently spelled names, SCOPUS attempts to disambiguate names and group publications
records under the same ID. Arguably, there might exist occurrences of imperfectly grouped records, but
due to the high database reputation and tools provided to authors to correct their records manually, we
expect errors of this sort should be rare. Network links are attributed to pairs of authors that have
published at least one work together in the period analyzed.

3.2 Network Properties Analysis
As mentioned in 2.3, Newman’s analysis of larger SCNs’ properties elucidated the persistence of some
network properties across SCNs representing different fields of study, as well as across different types of
SNs overall. Comparing properties of the networks studied in Newman’s work with the WSU-AFRL SCN
allows us to verify whether a much smaller local network retains the characteristics observed in larger
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networks. This may serve as grounds for further applying analysis and modeling techniques as used in
prior research.
Compared to the large SCNs, the WSU-AFRL network has a few distinctive characteristics that will impact
our analysis. First, the network is not field-specific, however, it is still reasonable to expect some bias.
AFRL is a government agency primarily focused on research in “warfighting technologies for our air, space
and cyberspace forces” (https://www.wpafb.af.mil/AFRL/). This skews the body of their research towards
certain fields, but review of papers in the database indicates multi-field coverage in general. At WSU, some
colleges and departments are more active in research and scholarship than others, so it is similarly
reasonable to assume non-uniform distribution of publications across research domains.
Secondly, the network is strictly limited to the two organizations. We are interested in establishing
whether this restriction will impact the observed network properties of the SCN – whether it will exhibit
properties not seen in larger SCNs. Conversely, we will analyze whether organizational restriction will
result in the loss of some properties commonly attributed to SCNs and SNs in general.

3.3 Structural Network Observations
Beyond numeric properties, visual observation of an SN often reveals curious areas of the network that
can be further investigated.

Because this study is concerned with intra- and inter-institutional

collaboration patterns, elements of interest include clusters of higher density and chains of nodes that
form “bridges” between different clusters. We have limited our review to the largest connected
component only, since we are mainly interested in large-scale interactions within the network. As shown
in the results of our network properties analysis in 4.1 below, the first giant component covers over 60%
of all authors in the network, while the second-largest is only slightly over 1%.
Besides individual collaboration patterns, we are also interested in cross-organizational interaction
between researchers. To gain the further insight we have color-coded nodes (authors) by their affiliation
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with either of the organizations. For network visualization, we have used the Gephi graph visualization
and analysis tool (https://gephi.org/).
As discussed in more detail in 4.2 below, in conjunction with the visual review, we have also measured
centralities of nodes and compared averages by type. We have used the following types of centralities and
their respective mathematical definitions:
•

Degree centrality
𝐶𝐷 (𝑣) =

𝑑𝑒𝑔(𝑣)
,
𝑛−1

𝑤ℎ𝑒𝑟𝑒 𝑣 − 𝑣𝑒𝑟𝑡𝑒𝑥, 𝑑𝑒𝑔(𝑣) − 𝑖𝑡𝑠 𝑑𝑒𝑔𝑟𝑒𝑒, 𝑛 − 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑔𝑟𝑎𝑝ℎ
•

Closeness centrality
𝐶𝐶 (𝑣) =

𝑛−1
,
∑𝑢≠𝑣 𝑑(𝑣, 𝑢)

𝑤ℎ𝑒𝑟𝑒 𝑣, 𝑢 − 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠, 𝑑(𝑣, 𝑢) − 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑛𝑜𝑑𝑒𝑠,
𝑛 − 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑔𝑟𝑎𝑝ℎ
•

Betweenness centrality
𝐶𝐵 (𝑣) = ∑
𝑠,𝑡∈𝑉

𝜎(𝑠, 𝑡|𝑣)
,
𝜎(𝑠, 𝑡)

𝑤ℎ𝑒𝑟𝑒 𝑣, 𝑠, 𝑡 − 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠, 𝑉 − 𝑠𝑒𝑡 𝑜𝑓 𝑎𝑙𝑙 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠,
𝜎(𝑠, 𝑡) − 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑝𝑎𝑡ℎ𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠 𝑎𝑛𝑑 𝑡,
𝜎(𝑠, 𝑡|𝑣) − 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑝𝑎𝑡ℎ𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠 𝑎𝑛𝑑 𝑡 𝑡ℎ𝑎𝑡 𝑝𝑎𝑠𝑠 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑣
•

Eigenvector centrality
𝐶𝐸 (𝑣) = 𝑒𝑖𝑔(𝐴(𝑣)),
𝑤ℎ𝑒𝑟𝑒 𝑣 − 𝑣𝑒𝑟𝑡𝑒𝑥, 𝐴(𝑣) − 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑐𝑦 𝑚𝑎𝑡𝑟𝑖𝑥,
𝑒𝑖𝑔(𝐴) − 𝑎 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑡ℎ𝑎𝑡 𝑟𝑒𝑡𝑢𝑟𝑛𝑒𝑠 𝑡ℎ𝑒 𝑙𝑎𝑟𝑔𝑒𝑠 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒 𝜆 𝑜𝑓 𝐴𝑥 = 𝜆𝑥
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3.4 Comparison of Link Prediction Methods
In the following sections we compare several link prediction methods, ranging from simply heuristic-based
to state-of-the-art, and assess their performance when applied to a small-scale local SCN. In many cases,
state-of-the-art approaches require more time and expertise when applied in practical settings. Thus we
would like to explore whether more complex methods warrant higher level of effort in order to achieve
better predictive performance.

3.4.1 Link Heuristic-based Models
Heuristic-based models rely on calculating scores for each unobserved link in the test set and using them
as predictors of future links. We selected heuristics which fall into two categories – local and global. Local
metrics rely on the node pair’s immediate neighbors and are not affected by farther parts of the network.
The global heuristics rely on the entire network structure for score calculation. To calculate similarity
scores between test node pairs, we use definitions suggested by Liben-Nowell and Kleinberg (2004).
•

•

Local properties
o

Common neighbors (1)

o

Jaccard’s coefficient (2)

o

Adamic/Adar (3)

o

Preferential attachment (4)

Global properties
o

Katz (5)

o

SimRank (6)

In order to produce a verifiable prediction, we produce a heuristic calculation for each link in a test set. A
higher score means a higher chance estimate of future link formation.
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3.4.2 Neural network based models
SEAL model.
For our experiments, we use slightly adopted version of the authors’ Python implementation of the model
(https://github.com/muhanzhang/SEAL).
The SEAL model can use any graph neural network as a trainable model. In our experiment, we use the
original authors’ choice of the Deep Graph Convolutional Neural Network (DGCNN) (Zhang, Cui, Neumann,
&

Chen,

2018).

We

use

the

Python

implementation

of

DGCNN

(https://github.com/muhanzhang/pytorch_DGCNN). In our experiments, we use the DGCNN architecture
proposed by the authors.
The ‘number of hops’ hyperparameter which defines sizes of extracted subgraphs has been set to 1. In our
experiments, increasing the hyperparameter to 2 has delayed optimization of the model parameters
(presumably due to the increased complexity of input graphs), but has not improved prediction results.
The model is trained using the Adam optimizer with learning rate 0.01 over 50 training epochs. During
model training, the highest AUC scores were achieved as early as on epoch 6 and increasing learning
duration did not produce any noticeable improvements in predictions.
Graphite model.
In our experiments, we use slightly adopted version of the authors’ Python implementation of the model
(https://github.com/ermongroup/graphite).
The model’s encoder consists of one hidden layer H1, followed by a latent code distribution layer H2. Layer
H2 learns latent representations in a form of a multivariate Gaussian probability distribution (mean and
standard deviation). The decoder consists of reproduction layers H3 and H4.
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We have experimented with several layer sizes to find an optimal architecture for our dataset. We
achieved the best accuracy using the architecture mentioned in the original publication, where the number
of units in layers H1-H2-H3-H4 are 32-16-32-16.
The model is trained using the Adam optimizer with learning rate 0.01 over 1000 training epochs, but the
results are reported based on the best epoch evaluated as a sum of AUC and average precision scores.

3.4.3 Training, validation and test data set split
The WSU-AFRL SCN we investigate is based on papers published in the 2014-2018 year span. Since we
attempt to predict future links (collaborations which will occur in future), we divide the data set into
training and test set based on the year of publication:
Training set - 2014-2017 - 4 years
Test set - 2018 - 1 year

3.4.4 Results evaluation
Evaluation of results in a relatively sparse networks can be tricky. In the WSU-AFRL SCN, the test set
contains 76 observed links while the total number of unobserved links is 324,838. It is common to compare
prediction algorithms performance to a prediction based on a random chance. However, such approach
will set an obviously low bar for this evaluation.
In order to define a more robust baseline, we build on an idea of defining a “core” set of nodes, which are
used to generate a set of unobserved links for prediction (Liben-Nowell & Kleinberg, 2004). Among all
nodes in training and test sets, we select the ones which have at least one link in both sets. Thus, we
exclude authors who don’t show any activity in the test time span (have become inactive) as well as new
authors added to the network after the end of the training set time range. The only links we attempt to
predict are the ones we have reason to believe are based on prior network structure.
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The set of “core” links are all unobserved links between nodes the “core” nodes. This leaves only links
which are either not observed at all or observed in the test set (new actual collaborations we strive to
predict).
"Core" nodes - 54
"Core" links (unobserved) - 1,374
"Core" links, positives - 37
This sets a baseline for random chance of predicting a new link at 2.7%.
However, further analysis of data suggests another improvement to the baseline can be made. Among the
37 observed test links, 27 (73%) have a node distance, in the training set, equal to 2. Among all unobserved
links, however, the ratio is 1,374 to 137 (10%). This disparity allows for a naïve prediction model – assigning
positive prediction to node pairs with distance = 2 – to perform exceptionally well despite its simplicity.
Also, several heuristics we use rely on nodes having common neighbors and assign 0 score to any pair with
distance 3 or more (no shared neighbors). This property elevates their predictive ability and does not allow
us to truly assess the quality of their non-zero score assignments.
Thus, we further tighten the baseline condition. Among the “core” links, we only consider ones with their
node pair having distance of 2 in the training set – we will call the set “core, CN” (for “common neighbor”).
"Core, CN" links (unobserved) - 137
"Core, CN" links, positives - 27
The "Core, CN" baseline of random chance of predicting a new link is 19.7%.

To make results uniform, for all our experiments, we will report an AUC (area under the ROC curve) score
for each model (Bradley, 1997).
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4 Results and Discussion
4.1 Network Properties Analysis
Analysis of WSU-AFRL SCN properties has shown that although the network is limited to two specific
organizations, it still exhibits similar properties as reported for larger SCNs (Newman M. , 2001a). Table 1
and Table 2 present a comparison of several descriptive statistics. Since in Newman’s results authors are
reported separately for full and first-initial names, we have compared our results against the means in
referenced study.
Total papers, Total authors.
The WSU-AFRL SCN is markedly smaller than the general datasets Newman has explored. As discussed in
3.2, we will juxtapose other properties in light of the size difference and attempt to draw respective
conclusions.
Mean papers per author.
The average number of papers published by an author is slightly above median among the compared
networks, but less than the SPIRES high-energy physics SCN. The maximum papers published by an author
is 211.
Mean authors per paper.
The average number of co-authors per paper is lower than in other networks. Other networks seem to
exhibit positive correlation between Mean papers per author and Mean authors per paper properties,
which does not manifest in the WSU-AFRL network.
We can offer a possible reason for this disparity. Since the network is limited to only two organizations, if
a paper is published by WSU and/or AFRL scientist in cooperation with researchers from other
organizations, the paper’s authorship will be under-represented.
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Giant components.
WSU-AFRL SCN has a large giant component that covers 62.8% of all network nodes. The second largest
component is more than 50 times smaller than the first one. As mentioned in 2.3, this result indicates the
WSU-AFRL SCN has crossed the percolation threshold into a large-scaled connectedness phase. This is
consistent with previous observations of larger networks.
Collaborators per author, Mean distance, Maximum distance.
The average number of collaborators per author (average degree of network nodes) is closely associated
with the structure of giant components and percolation phase transition of the network we observe.
Collaborators per author measure of WSU-AFRL CSN is numerically comparable to NCSTRL (preprints in
computer science) and Los Alamos e-Print Archive’s hep-th subset (high-energy physics theory) networks.
It is notable that Mean distance and relative size (percentage of total) of the giant component properties,
across all evaluated networks (including WSU-AFRL SCN), have a very strong (Evans, 1996) negative
correlation of -0.96. Similarly, maximum distance and giant component relative size properties have a
strong negative correlation of -0.74.
Collaborators per author (distribution).
Another important property we have analyzed and compared is the actual distribution of the node degrees
in the network. Newman has calculated that in the networks he analyzed, node degree was approximately
distributed according to a power-law with an exponential cutoff of the form:
𝑃(𝑧) ≈ 𝑧 −𝜏 𝑒 𝑧/𝑧𝑐
In contrast, a pure power-law has been suggested to apply to a variety of networks (Barabasi & Albert,
1999):
𝑃(𝑧) ≈ 𝑧 −𝜏
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We have fitted WSU-AFRL SCN data to both functions to observe the difference. Results of this fitting are
shown in Figure 11. Similar to the other collaboration networks, WSU-AFRL SCN is best described by
power-law with an exponential cutoff.
Transitivity and Clustering coefficients.
The WSU-AFRL SCN shows strong clustering, comparable to other collaboration networks. In practical
terms, the data shows that in this network, pairs of researchers that have a common collaborator are
44.8% likely to produce a collaborative work themselves.
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Table 1. Comparison of WSU-AFRL SCN to MEDLINE, SPIRES and NCSTRL network properties.

MEDLINE

SPIRES

NCSTRL

WSU-AFRL

Total papers

2,163,923

66,652

13,196

5,395

Total authors

1,305,417.5

52,036

11,496

1,288

Mean papers per

6.4

11.6

2.55

7.320

3.754

8.96

2.22

1.748

18.1

173

3.59

3.998

P(z): 𝝉 | 𝒛𝒄

2.5 | 5,800

1.03 | 1,200

1.3 | 10.7

0.414 | 3.491

Size of GC-1

1,207,555.5

46,045.5

6,551

809

GC-1 as

92.6%

88.7%

57.2%

62.8%

Size of GC-2

49

69

42

15

Mean distance

4.6

4.0

9.7

9.066

Maximum

24

19

31

28

Transitivity

0.066

0.726

0.496

0.448

Clustering

N/A

N/A

N/A

0.605

author
Mean authors
per paper
Collaborators
per author

percentage of
total

distance

coefficient
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Table 2. Comparison of WSU-AFRL SCN to network properties of subsets of the Los Alamos e-Print Archive.

Total papers

Complete

astro-ph

cond-mat

hep-th

WSU-AFRL

98,502

22,029

22,016

19,085

5,395

Total authors
Mean papers

1,288
5.1

4.8

3.65

4.8

7.320

2.530

3.35

2.66

1.99

1.748

9.7

15.1

5.86

3.87

3.998

1.3 | 52.9

0.91 | 49.0

1.1 | 15.7

1.1 | 9.4

0.414 | 3.491

per author
Mean
authors per
paper
Collaborators
per author
P(z): 𝝉 | 𝒛𝒄
Size of GC-1
GC-1 as

809
85.4%

89.4%

84.6%

71.4%

62.8%

Size of GC-2

18

19

16

24

15

Mean

5.9

4.66

6.4

6.91

9.066

20

14

18

19

28

Transitivity

0.43

0.414

0.348

0.327

0.448

Clustering

N/A

N/A

N/A

N/A

0.605

percentage of
total

distance
Maximum
distance

coefficient
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Figure 11. Probability distribution of the number of collaborators in the WSU-AFRL SCN. Both axes are in log-scale. The figure shows
separate fitting attempts with a pure power-law function (red) and power-law with exponential cut-off (green).

4.2 Structural Network Observations
In addition to reviewing the network properties, we have explored the WSU-AFRL SCN visually. Such
review of larger networks may not necessarily be fruitful. However, since our network is limited to only
two organizations, we could look into its specific sections and identify points of interest for further
exploration.
As mentioned in 3.3, in our review, we were interested in authors’ affiliation with either WSU or AFRL so
we could make observations of their intra- and cross-organizational interaction. We have color coded
WSU-only authors as “green”, AFRL-only as “blue” and authors that have been affiliated with both
organizations throughout the observed period of time as “orange”.
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Figure 12. The full view of the WSU-AFRL network's largest connected component (62.8% of all authors). Color codes: WSU – green, AFRL
– blue, WSU+AFRL – orange.
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Figure 13. Examples of clusters in the WSU-AFRL SCN. Clusters A and B are relatively close within the network. However, manual review
of research papers published by authors within them shows different but related general research areas. Example paper titles for both
clusters are listed in Table 3.

Figure 12 shows the network’s largest connected component’s overall structure. We can see a number of
distinct clusters – the observation supported by the relatively high clustering coefficient we have discussed
in 4.1. Review of research published by authors within the clusters shows high level topics of interest that
can be assigned to them. Furthermore, their relative location is predictable based on research topics. As
an example, clusters A and B in Figure 13 are relatively close to each other. Research field of cluster A can
be characterized as “radar systems” and all WSU researchers within the cluster are/were part of the
Electrical Engineering Department. Cluster B is slightly larger and covers topics of classification and similar
algorithms, while includes researchers from Department of Computer Science as well as Department of
Electrical Engineering at WSU.
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Table 3. List of 10 paper titles published by authors in two neighboring clusters within the WSU-AFRL SCN.

Cluster A
Dual-Use Multi-Carrier Waveform for Radar Detection and Communication
RF Steganography via LFM Chirp Radar Signals
Multi-carrier radar waveforms for communications and detection
Polar signal detection: Multi-carrier waveform design for improved radar detection performance
High performance phase rotated FD-MC-CDMA to exploit full diversity
High performance phase rotated spreading codes for MC-CDMA
Mixed signal detection and symbol rate estimation based on spectral coherent features
Mixed-modulated linear frequency modulated radar-communications
Co-designed radar-communication using linear frequency modulation waveform
Efficient demodulation for triangular quadrature amplitude modulation via double-sublattice
representation
Cluster B
Integrating spatial spectral information for change detection in hyperspectral imagery
Toward prediction of hyperspectral target detection performance after lossy image compression
Extension of the linear chromodynamics model for spectral change detection in the presence of
residual spatial misregistration
Classification of uncooperative vehicles with sparse laser Doppler vibrometry measurements
Engine classification using vibrations measured by Laser Doppler Vibrometer on different surfaces
Remote vibrometry vehicle classification
Effects of fundamental frequency normalization on vibration-based vehicle classification
Parallax mitigation for hyperspectral change detection
Exploiting the sparsity of edge information in synthetic aperture radar imagery for speckle reduction
Using phase for radar scatterer classification
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Another important observation we made is the role of authors affiliated with both WSU and AFRL in the
network structure. In several areas of the network, these authors appear in the center of a collaboration
cluster, which includes other researchers from WSU and AFRL. A few such examples are demonstrated in
Figure 14. These researchers are ones who either worked for both organizations or graduated from WSU
and went on to pursue their careers at AFRL. In both cases, such people have deep social connections in
both organizations and naturally bring people from both personal networks together to collaborative
projects.

Figure 14. Examples of the central role of authors affiliated with both WSU and AFRL. Color codes: WSU – green, AFRL – blue, WSU+AFRL
– orange.

To provide a more formal corroboration for these observations, we have measured centrality of all nodes
within the first giant component and have compared averages between the node types. First, we have
measured eigenvector centrality, which is associated with influence of a node within the graph (Newman
M. E., Mathematics of networks, 2016). The metric assigns more influence to nodes that are linked to
nodes of high influence themselves. High centrality nodes, which are associated with the largest
eigenvectors of the graph adjacency matrix, are the ones that account for the most connectivity in the
network. The measure is analogous to principal components analysis’ reliance on eigenvectors, which are
used to identify features responsible for the largest variability in data (Wold, Esbensen, & Geladi, 1987).
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In WSU-AFRL SCN, mean average eigenvector centrality for mixed affiliation nodes is 0.024, which is twice
as high as the graph average of 0.012.
We have also assessed the betweenness centrality of the different node types. It is calculated as a fraction
of the shortest paths between other pairs of nodes that include the node being measured. In other words,
betweenness centrality is a metric of how many paths in the graph rely on each particular node. Removing
nodes with high betweenness centrality drastically changes the structure of the graph since these nodes
are the ones “through whom” other nodes are related to each other most directly. Mean average
betweenness centrality for mixed affiliation nodes is 0.027, which is almost three times as high as the
network average of 0.01.

Table 4. Comparison of WSU-AFRL SCN to network properties of subsets of the Los Alamos e-Print Archive.

All

WSU

AFRL

WSU+AFRL

Degree centrality

0.006

0.005

0.0065

0.011

Closeness centrality*

0.117

0.12

0.115

0.129

Betweenness centrality

0.01

0.006

0.01

0.027

Eigenvector centrality

0.012

0.008

0.013

0.024

4.3 Link Prediction Model Comparison
As discussed in 3.4 and its sub-sections, we have applied several link prediction algorithms in order to
compare their performance.
In Table 5, we report results of link prediction over unobserved links between all “core” nodes regardless
of distance. As we discuss in detail in 3.4.3, we generally expect most methods to perform better than the
0.5 baseline score (the AUC score for random predictions). Even though inclusion of all distances skews
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results up, the comparison is valuable since prediction over the entire data set likely represents a potential
practical application of the methods.
Among all tested methods, SimRank stands out with a very high accuracy of predictions. Scores in the 0.91 range are considered “excellent” (El Khouli, et al., 2009) and would often be achieved by models
considered state-of-the-art when applied to standard data sets (Zhang & Chen, Link Prediction Based on
Graph Neural Networks, 2018; Grover, Zweig, & Ermon, 2019).
It is notable that several other models (resource allocation index, Jaccard coefficient, Adamic Adar index,
Katz and SEAL model) all produce good results as well. This indicates that for practical applications, it might
be sufficient to use a method which demands little computational resources (Jaccard coefficient for
instance) with reasonable accuracy trade-off.

Table 5. Comparison of link prediction algorithms applied to all “core” links, regardless of distance.

Heuristic / model

AUC Score

Resource allocation index

0.8314

Jaccard coefficient

0.8357

Adamic Adar Index

0.8297

Preferential Attachment

0.6021

Similarity Rank

0.9393

Katz

0.8896

SEAL

0.8297

Graphite

0.7572
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Table 6. Comparison of link prediction algorithms applied to “core” links between node pairs of distance 2.

Heuristic / model

AUC Score

Resource allocation index

0.6281

Jaccard coefficient

0.6987

Adamic Adar Index

0.5995

Preferential Attachment

0.3653

Similarity Rank

0.7272

Katz

0.3825

SEAL

0.6113

Graphite

0.2302

Next, Table 6 list results of link prediction experiments under the most stringent conditions – only over
node pairs of distance two. As we describe in 3.4.3, this experiment removes several obvious predictors
and requires models to infer future network growth from more complex structural properties. As
expected, all models across the board show lower accuracy in this experiment.
Taking into account the limitations we place on the test data set, SimRank and Jaccard coefficient metrics
show relatively good predictive properties. These results are encouraging. While SimRank is expensive to
calculate, Jaccard coefficient is not. The results we see indicate that in practice, for link prediction task
over a small real-world network, simple heuristics might serve as reasonably good predictors compared to
state-of-the-art models.
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Table 7. Comparison of link prediction algorithms applied to “core” links between node pairs of distance 3+.

Heuristic / model

AUC Score

Similarity Rank

0.9184

Katz

0.8969

SEAL

0.7749

Graphite

0.7949

Lastly, we performed a link prediction experiment over node pairs of distance three and more. We limit
the comparison only to global metrics (SimRank and Katz) and neural network-based models (SEAL and
Graphite). The other metrics we used so far rely on limited distance between nodes to calculate their
scores and produce zero scores for larger distances.
SimRank has shown best predictive capability with Katz only slightly behind. In this experiment, the two
structural heuristics have performed better than the neural-network-based models.

Overall, SimRank measure stood out as the best predictive measure on the dataset we use. These results
indicate that despite state-of-the-art models showing superior results when applied to a range of larger
popular data sets, the simpler heuristics can serve as excellent predictors on some real world small SCNs.
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5 Conclusions and Discussion
5.1 Contribution
We have performed detailed analysis of the WSU-AFRL SCN – a scientific collaboration network limited to
two research organizations with shared research history and interests. We have shown, that the smallerscale CSN has properties similar to large global networks, including the key characteristics like node
degrees distribution, global components formation, etc.
Network properties analysis results detailed in 4.2 show that localized networks like WSU-AFRL exhibit
structural properties similar to those of large social and scientific collaboration networks that have been
studied in the past. The significance of this result lies in the fact that general SNs and SCNs have
experienced wide research coverage over recent decades. Based on properties and simulations of larger
networks, there exists a body of methods and algorithms that have been explored for modeling and
analysis of different network types. The structural similarity of WSU-AFRL SCN to larger, well-studied
networks allows us to reasonably assume application of the known methods would produce similarly
accurate results as reported by their authors in general network experiments.
Using the WSU-AFRL network dataset, we investigated possibility of future network links prediction based
purely on the network structure. We applied several link prediction models ranging from simple and easy
to calculate to state-of-the-art and compared their performance. Based on the results of our experiments,
for our dataset, structural network/graph heuristics have shown better quality of predictions than the
state-of-the-art neural-network-based models. These findings do not mean the methods which worked
best on our data set are objectively better.

However, these findings show that in practical

implementations, simpler models based on well-known network heuristics can produce excellent
predictions without a need of investment in complex model implementation and expensive hardware to
optimize them on.
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5.2 Future work
This work is intended to open the door to exploration of a wide variety of other small-scale scientific
collaboration networks. Network properties of SCNs within and between different categories of research
institutions (e.g. NGOs, Universities, Federal Research Laboratories, Industrial R&D organizations, etc.) can
be compared to determine similarities and differences among these different groups.
In the link prediction experiments, we have relied solely on network structural properties to infer
probability of certain links appearing in the future. Additional experiments need to be performed to
evaluate how much predictions can be improved by using external properties of nodes and links. For SCNs
specifically, links can be weighted based on the number of prior collaborations, time of the first and/or last
collaboration. During network dataset collection, nodes can be imbued with data about publication titles,
author affiliations, geographic location data, etc. The wealth of data available as additional input for
modeling is extensive. However, it remains an open question of how much benefit each of these pieces of
data would bring when applied to small-scale local networks.
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Appendix A.

Python code used to conduct the
SCOPUS queries.

import requests
import pandas as pd
def getPaperDict(x):
try:
# The cover date sometimes appears as a list for some reason...
val_pub_date = x.get('prism:coverDate')
if ( type(val_pub_date) == list ):
val_pub_date = str(val_pub_date)
ret = {
'eid':
x.get('eid'),
'abs_url': x.get('prism:url'),
'title':
x.get('dc:title'),
'pub_name': x.get('prism:publicationName'),
'pub_eissn':x.get('prism:eIssn'),
'pub_issn': x.get('prism:issn'),
'pub_date': val_pub_date
}
except:
print('ERROR: {}'.format(x))
return ret
def getUrl(queryMode, apiKey, parm):
#urlScopusSeach =
'http://api.elsevier.com/content/search/scopus?query=affil(Air%%20Force)&date=%(year)s
'
#urlScopusSeach =
'http://api.elsevier.com/content/search/scopus?query=affil(Ohio%%20State%%20University
)&date=%(year)s&apiKey=%(apiKey)s'
urlScopusSeach_All
=
'http://api.elsevier.com/content/search/scopus?query=affil(%(affil)s)&date=%(yearFrom)
s-%(yearTo)s&apiKey=%(apiKey)s'
urlScopusSeach_Year
=
'http://api.elsevier.com/content/search/scopus?query=affil(%(affil)s)&date=%(yearCur)s
&apiKey=%(apiKey)s'
urlScopusSeach_YearAuthor
=
'http://api.elsevier.com/content/search/scopus?query=affil(%(affil)s)%%20AND%%20AUID(%(auid)s*)&date=%(yearCur)s&apiKey=%(apiKey)s'
# Values dictionary for URL generation
valDict = dict(zip(['affil','yearFrom','yearTo', 'yearCur', 'auid', 'apiKey'],
parm + [apiKey]))
if (queryMode == 0):
url = urlScopusSeach_All % valDict
elif (queryMode == 1):
url = urlScopusSeach_Year % valDict
elif (queryMode >= 2):
url = urlScopusSeach_YearAuthor % valDict
else:
raise Exception('Incorrect query mode')

59

return url
def getNewValues(parm):
# The flag that identifies whether a new set of parameters has been generated
newParmGenerated = False
# Parse parameter values
[queryMode, yearMin, yearMax, yearCur, auid] = parm
if (queryMode == 0):
auid = 0
yearCur = 0
newParmGenerated = True
elif (queryMode == 1):
auid = 0
if (yearCur < yearMin):
yearCur = yearMin
else:
yearCur += 1
if (yearCur <= yearMax):
newParmGenerated = True
elif (queryMode >= 2):
auid_digits = queryMode - 1
auid_str = str(auid)
if (auid <= 0):
auid = 1
# CASE: Number of digits increased by 1
# The implicit assumption is that the increase can only be by 1, other wise we
will
# miss some numbers
elif (len(auid_str) < auid_digits):
auid = auid * (10 ** ( auid_digits - len(auid_str) ))
# CASE: Number of digits decreased by 1
elif (len(auid_str) > auid_digits):
# Using the floor (integer) division
auid = auid // (10 ** ( len(auid_str) - auid_digits))
[queryMode, yearMin, yearMax, yearCur, auid, newParmGenerated] =
getNewValues([queryMode, yearMin, yearMax, yearCur, auid])
elif (auid_digits > 1 and int(auid_str[-1:]) == 9):
[queryMode, yearMin, yearMax, yearCur, auid, newParmGenerated] =
getNewValues([queryMode - 1, yearMin, yearMax, yearCur, auid])
elif (auid == 9):
yearCur += 1
auid = 1
else:
auid += 1
# If the current year is still within boundaries, raise the flag
if (yearCur <= yearMax):
newParmGenerated = True
else:
raise Exception('Incorrect query mode')
# Return the SAME set of parameters as in the input + the generation flag
return [queryMode, yearMin, yearMax, yearCur, auid, newParmGenerated]
def convertListToCsv(input_list):
return '\n'.join(list(map(lambda elem: ','.join(elem), input_list)))
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def getRespJson(url):
r = requests.get(rUrl)
if r.status_code != 200:
raise ConnectionError('Request failed with status
{}'.format(r.status_code))
return r.json()
def savePapersToFile(papers_list):
if (len(papers_list) == 0):
return
# Create Pandas dataframe for the new data
papers_new_df = pd.DataFrame(
columns =
['eid','abs_url','title','pub_name','pub_eissn','pub_issn','pub_date'],
data = papers_list
)
# Sort by EID
papers_new_df.sort_values(by=['eid'], inplace=True)
try:
papers_df = pd.read_csv(filepath_or_buffer = 'papers.csv')
# Concatenate old and new papers and remove full-row duplicates
papers_df = pd.concat([papers_df, papers_new_df]).drop_duplicates()
except FileNotFoundError:
info('No previous papers frame found')
papers_df = papers_new_df
# Sort by EID (asc), Pub_date (desc). Publication date is included for cases of
duplcated records.
papers_df.sort_values(by=['eid','pub_date'], ascending=[True, False],
inplace=True)
# Remove EID duplicates beyond the 1st occurance
papers_df.drop_duplicates(subset=['eid'], keep='first', inplace=True)
# Save the papers frame
papers_df.to_csv(path_or_buf = 'papers.csv', index = False)
# SETTINGS
apiKey = 'c7cc0bb2b3e70c7f8e564d898bc318fe'
affil = 'Ohio%20State%20University'
urlScopusIdAuthor =
'http://api.elsevier.com/content/abstract/scopus_id/%(scopusId)?field=author,affiliati
on'
resMax = 5000
yearMin = 2014
yearMax = 2018
# Query mode defines granularity of the search to get below the 5k limit
# 0 - All years
# 1 - One year
# 2 - One year + Author ID mask
queryMode = 0
# BODY
# Set value placeholders - they will be overwritten later if query mode changes
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rUrl = ''
yearCur = 0
auid = 0
papers_list = []
resTotal = 0
# Raise the flag to try generating a new query
genNewQuery = True
# Main loop
while (genNewQuery or rUrl):
if (genNewQuery):
[queryMode, yearMin, yearMax, yearCur, auid, genNewQuery] =
getNewValues([queryMode, yearMin, yearMax, yearCur, auid])
# The flag value means "Whether a value STILL needs to be generated". This
serves
# as a means of identifying whether the generation function did anything or
not and to halt
# the processing loop in the latter case.
genNewQuery = not genNewQuery
# If genNewQuery flag is still up, new values have failed to generate - an
exit condition
if (genNewQuery):
break
# Generate the URL
rUrl = getUrl(queryMode, apiKey, [affil, yearMin, yearMax, yearCur, auid])
# Submit the request
rj = getRespJson(rUrl)
# See if we can get all results from this query
resTotalLocal = int(rj['search-results']['opensearch:totalResults'])
if (resTotalLocal > resMax):
# Increase the query mode
queryMode += 1
genNewQuery = True
continue
rRecCur = int(rj['search-results']['opensearch:startIndex'])
rRecNum = int(rj['search-results']['opensearch:itemsPerPage'])
print('INFO: [{}]: Reading {} out of {}'.format('|'.join(map(str, [yearMin,
yearMax, yearCur, auid])), '%s-%s' % (rRecCur + 1, rRecCur + rRecNum), resTotalLocal))
if (resTotalLocal > 0):
papers_list += list(map(getPaperDict,rj['search-results']['entry']))
# === Get the next url to run ===
# Set url to blank and see if a new link can be found
rUrl = ''
# Search for the "next" link
for jLink in rj['search-results']['link']:
if jLink['@ref'] == 'next':
rUrl = jLink['@href']
break
# If no new link, save the list and generate a new query (move to the next value
iteration)
if rUrl == '':
savePapersToFile(papers_list)
papers_list = []
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# If we are in a full date range mode, do NOT generate a new query
if queryMode != 0:
genNewQuery = True

import requests
import xml.etree.ElementTree as xml
import pandas as pd
#Custom exceptions
class DataMissingError(Exception):
pass
#Functions
def addApiKey(url, apiKey):
return url + '&apiKey=%(apiKey)s' % {'apiKey':apiKey}
def getRespXml(url):
try_count = 3 # Should be >0
status_code = 0
while status_code != 200 and try_count > 0:
try_count -= 1
# Make the request
r = requests.post(rUrl, headers={'Accept': 'text/xml'})
status_code = r.status_code
# 404: RESOURCE_NOT_FOUND
if status_code == 404:
raise DataMissingError
if status_code != 200:
raise ConnectionError('Request failed with status {}'.format(status_code))
return r.text
# SETTINGS
apiKey = 'c7cc0bb2b3e70c7f8e564d898bc318fe'
urlScopusIdAuthor =
'http://api.elsevier.com/content/abstract/scopus_id/%(scopusId)?field=author,affiliati
on'
maxIterations = 6000
save_every = 20
ns = {
'xmlns':'http://www.elsevier.com/xml/svapi/abstract/dtd',
'ait':'http://www.elsevier.com/xml/ani/ait',
'ce':'http://www.elsevier.com/xml/ani/common',
'cto':'http://www.elsevier.com/xml/cto/dtd',
'dc':'http://purl.org/dc/elements/1.1/',
'prism':'http://prismstandard.org/namespaces/basic/2.0/',
'xocs':'http://www.elsevier.com/xml/xocs/dtd',
'xsi':'http://www.w3.org/2001/XMLSchema-instance'}
# BODY
# Read Papers data frame
papers_df = pd.read_csv(filepath_or_buffer = 'papers.csv')
# Read or create Authors dataframe
try:
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authors_df = pd.read_csv(filepath_or_buffer = 'authors.csv')
except FileNotFoundError:
authors_df = pd.DataFrame(columns = ['auid','indexed_name','full_name'])
# Read or create PaperAuthorLink dataframe
try:
paper_author_link_df = pd.read_csv(filepath_or_buffer = 'paper_author_link.csv')
except FileNotFoundError:
paper_author_link_df = pd.DataFrame(columns = ['eid','auid'])
# Read or create Affil dataframe
try:
affil_df = pd.read_csv(filepath_or_buffer = 'affil.csv')
except FileNotFoundError:
affil_df = pd.DataFrame(columns = ['afid','name','city','country'])
# Read or create Author-Affil Link dataframe
try:
author_affil_link_df = pd.read_csv(filepath_or_buffer = 'author_affil_link.csv')
except FileNotFoundError:
author_affil_link_df = pd.DataFrame(columns = ['auid','afid'])
# Define reusable dataframe operations
# Save results
def fn_save_results():
authors_df.drop_duplicates().to_csv(path_or_buf = 'authors.csv', index = False)
paper_author_link_df.drop_duplicates().to_csv(path_or_buf =
'paper_author_link.csv', index = False)
affil_df.drop_duplicates().to_csv(path_or_buf = 'affil.csv', index = False)
author_affil_link_df.drop_duplicates().to_csv(path_or_buf =
'author_affil_link.csv', index = False)
papers_df_scope = papers_df[papers_df.eid.notnull() & (papers_df['pub_date'] >= '201401-01')][~papers_df.eid.isin(paper_author_link_df.eid)]
print('TOTAL REMAINING: {}'.format(len(papers_df_scope)))
# Init counters
save_counter = 0
# Iteration conditions:
# - EID should not be null, otherwise we will get error 400
# - EID should not be processed yet - only pick up papers we have not processed before
and don't know the links for
for rUrl in papers_df_scope.abs_url:
rUrl += '?field=eid,author,affiliation'
rUrl = addApiKey(rUrl, apiKey)
try:
r_xml_root = xml.fromstring(getRespXml(rUrl))
except DataMissingError:
print("Data missing, skipping the item. URL: '{}'".format(rUrl))
continue
append_list = list(map(
lambda x:{
'afid'
:x.attrib['id'],
'name'
:x.find('xmlns:affilname', ns).text,
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'city'
:x.find('xmlns:affiliation-city', ns).text,
'country'
:x.find('xmlns:affiliation-country', ns).text
},
r_xml_root.findall('xmlns:affiliation', ns)))
if (len(append_list) > 0):
affil_df = affil_df.append(append_list);
for r_author in r_xml_root.findall('xmlns:authors/xmlns:author', ns):
authors_df = authors_df.append([{
'auid'
:r_author.attrib['auid'],
'indexed_name' :r_author.find('ce:indexed-name', ns).text,
'full_name'
:' '.join([getattr(r_author.find('ce:given-name', ns),
'text', ''), getattr(r_author.find('ce:surname', ns), 'text', '')])
}])
paper_author_link_df = paper_author_link_df.append([{
'auid'
:r_author.attrib['auid'],
'eid'
:r_xml_root.find('xmlns:coredata/xmlns:eid', ns).text
}])
append_list = list(map(
lambda x:{
'afid'
:x.attrib['id'],
'auid'
:r_author.attrib['auid']
},
r_author.findall('xmlns:affiliation', ns)))
if len(append_list) > 0:
author_affil_link_df = author_affil_link_df.append(append_list)
save_counter += 1
if (save_counter >= save_every):
fn_save_results()
save_counter = 0
maxIterations -= 1
print('Iteration {}'.format([maxIterations]))
if maxIterations <= 0: break
# Save results
fn_save_results()
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