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ABSTRACT
Deep convolutional neural networks (DCNNs) have been em-
ployed in many computer vision tasks with great success due
to their robustness in feature learning. One of the advantages
of DCNNs is their representation robustness to object loca-
tions, which is useful for object recognition tasks. However,
this also discards spatial information, which is useful when
dealing with topological information of the image (e.g. scene
labeling, face recognition). In this paper, we propose a deeper
and wider network architecture to tackle the scene labeling
task. The depth is achieved by incorporating predictions from
multiple early layers of the DCNN. The width is achieved by
combining multiple outputs of the network. We then further
refine the parsing task by adopting graphical models (GMs)
as a post-processing step to incorporate spatial and contextual
information into the network. The new strategy for a deeper,
wider convolutional network coupled with graphical models
has shown promising results on the PASCAL-Context dataset.
Index Terms— Scene labeling, Scene parsing, Deep
learning, Conditional Random Fields
1. INTRODUCTION
Scene understanding, as a core and ultimate problem of high
level computer vision, is a task to understand the semantic
contents in the observed scene [21, 32, 29]. Among the sub-
tasks of scene understanding, scene labeling has attracted
noticeable attention recently. Also known as scene parsing,
scene labeling is a task to label every pixel in the image with
the corresponding object class which it belongs to. After a
perfect scene labeling, every region and every object is delin-
eated and tagged [7]. Scene labeling is a challenging problem
as it combines three traditional problems: object detection,
segmentation and multi-labels recognition in a single process.
In several scenarios, scene labeling is also named semantic
segmentation because it faces both segmenting multi-class
objects and identifying the category labels of the segmented
objects.
From a feature representation point of view, Farabet et al.
raised two fundamental questions in the context of efficient
scene labeling [7]:
• Feature representation: How to produce good inter-
nal representations of the visual information (local
features)?
• Contextual representation: How to employ contextual
information to ensure the self-consistency of the inter-
pretation (global features/relationship)?
Finding a good feature representation is critical to the
segmentation task. Most traditional approaches rely on hand-
crafted features, e.g., color histogram, SIFT, HOG [32, 27].
Recently, deep learning has gained great popularity in learn-
ing to represent features for computer vision tasks. Since
layer-wise learning algorithms were revised in 2006 [13],
Deep Learning in general and large-scale Deep Convolu-
tional Neural Networks (DCNNs) in particular have signifi-
cantly advanced the performance of computer vision systems,
including object detection, object segmentation, object recog-
nition and natural language processing systems [19]. With
their built-in hierarchical representation learnt directly from
the data rather than human assumption, which is robust to
translation, rotation, scale and deformation variation, DC-
NNs provide an effective response to the first question raised
by Farabet et al.. In recent years, we have witnessed great
success of DCNNs in scene labeling, outperforming all other
traditional approaches (i.e. all top 10 approaches on the seg-
mentation challenge in the PASCAL VOC 2012 dataset are
CNN-based [1]).
In this paper, we propose a new approach to integrate spa-
tial/contextual information into the network in a deeper and
wider manner to improve the labeling accuracy. Our contri-
bution is twofold:
• Firstly, we identify two trends (as detailed in Section 2)
in the incorporation of spatial/contextual information
into the labeling task and categorise the state-of-the-art
approaches in the light of these trends.
• Secondly, we propose a deeper and wider convolutional
neural network coupled with graphical modeling as a
post-processing step for the labeling task. The pro-
posed approach will been shown to effectively incor-
porate spatial/contextual information, which in turn in-
creases the accuracy of the segmentation/labeling task.
The remainder of this paper is organized as follows: Sec-
tion 2 presents our analysis of the state-of-the-art trends in
integrating spatial information into DCNNs; Section 3 and 4
describe the background on Fully Convolutional Neural Net-
works and Fully Connected Conditional Random Fields re-
spectively; Section 5 explains our proposed approach; Sec-
tion 6 discusses the experimental results; and the paper is
concluded in Section 7.
2. RELATED WORK
Incorporating spatial/contextual information into the parsing
task not only provides self-consistency of the interpretation,
but also improves the meaningful layout of the scene. To ad-
dress this problem and deal with the second question men-
tioned above, the research community has been focusing on
two main trends.
Trend 1: modifying the DCNNs themselves to incor-
porate larger relationship with the surrounding pixels.
Farabet et al. [7] represented the raw input image in a 3-
scale Laplacian pyramid before feeding them to three 3-stage
convolutional networks. The outputs of three convolutional
networks are concatenated, enabling large context to be in-
tegrated into local decisions, still remaining manageable in
terms of parameters/dimensionality. Long et al. [25] casted
the network into fully convolutional by replacing the last
fully connected neural layers, which have fixed dimensions
and throw away spatial coordinates, by 1×1 convolutional
layers. Hariharan et al. [11] also collect features from in-
termediate layers in a similar approach to form so-called
hypercolumn feature vectors for each pixel. Differently, the
authors in [12, 8, 9] extracted two types of Region-CNN
features: region features extracted from proposal bounding
boxes and segment features extracted from the raw image
content masked by the segments. However, Dai et al. [4]
showed that using the masks in the image content as in
[12, 8, 9] may lead to artificial boundaries. Liu et al. added
global context to the DCCN by using the average feature for
a layer to augment the features at each location [24].
Trend 2: integrating graphical models into the DCNNs
to further refine the segmentation. A number of approaches
apply DCNNs and CRFs as two separate approaches, then
combining outputs. Farabet et al. employs a 2-layer neural
network to combine deep learning features extracted by DC-
NNs and graphical model features extracted by CRFs [6, 7].
In the same vein, Kekec et al. use one DCNN to learn the
CRF-type contextual information and another DCNN to learn
visual features, then combine them for scene labeling [15].
Other researchers have applied DCNNs and CRFs in cascad-
ing order, which means using the output of the other as input.
Liu et al. [23] oversegmented the input image into super-
pixels, calculated deep convolutional features, before feeding
them into a CRF. A Structured SVM is employed to learn the
parameters of the CRF model. Recently, the label assignment
probability computed by the DCNN at each pixel location is
employed to model the unary potential of the corresponding
pixel. Both [7] and [2] simultaneously classified each pixel
of the image densely by a multi-scale DCNN and overseg-
mented the image with superpixels. The predictors from the
multi-scale DCNNs are then aggregated in each superpixel
by computing the average class distribution within the super-
pixel. The aggregated probabilities of assigning classes to
each pixel are then fed into a pairwise CRF model as unary
potentials. Similarly, Chen et al. also employed the dense
segmentation map computed by a DCNN to model the unary
potential, but using a fully connected pairwise CRF model
[3]. Guosheng et al. learn both unary and edge potentials of
CRF models [22].
In this paper, we propose a new approach to take advan-
tage of both trends discussed above. We propose a new archi-
tecture of the FCN to integrate deeper and wider spatial and
contextual information in the deep network. The deeper and
wider approach is further refined by a fully connected Condi-
tional Random Fields (CRFs) post-processing step to improve
the overall performance. The approach most closely related
to ours is by Chen et al. [3] in which they employed a VGG-
16 pre-trained model to extract deep features coupled with
a fully connected pairwise CRF model for the labeling task.
Our work is significantly different since we propose a deeper
and wider FCN for extracting deep features. We will show in
the experiments that our approach outperforms their work.
3. FULLY CONVOLUTIONAL NEURAL NETWORK
(FCN) FOR SEMANTIC SEGMENTATION
Convolutional neural networks are powerful at visual mod-
eling hierarchies of features. Networks such as LeNet [20],
AlexNet [17] and its deeper successors [31, 30] have shown
great success in various computer vision tasks [19]. These
networks consist of multiple convolutional layers (convolu-
tion + nonlinear activation + pooling) followed by multiple
fully connected layers [20, 17, 31, 30]. These fully connected
layers have fixed dimensions and discard spatial coordinates.
This, on the one hand, is useful for high level tasks such as
recognition due to the robustness to locations of the objects,
but on the other hand, is detrimental to lower level tasks such
as segmentation. Observing that these fully connected layers
can be viewed as convolutions with kernels that cover their
entire input regions, Long et al. proposed to replace those
fully connected layers with equivalent convolutions to cast the
network into a fully convolutional network for the semantic
segmentation task [25].
Following the approach in [25], we adapted the pre-
trained models available including AlexNet [17], GoogLeNet
[31] and VGG 16-layer net [30] to get a fully convolutional
network. The network consists of five convolutional lay-
ers with each followed by a pooling layer. The outputs are
achieved by upsampling and combining predictions at differ-
ent levels. Three outputs are employed here: FCN-32s by
32× upsampling the prediction from the pool 5 layer, FCN-
16s by 16× upsampling the summation of 2× upsampled
prediction from the pool 5 layer and prediction from the pool
4 layer, and FCN-8s by 8× upsampling the summation of the
summation in FCN-16s with prediction from the pool 3 layer.
4. FULLY CONNECTED CRFS FOR SEMANTIC
SEGMENTATION
Fully connected CRFs are a type of discriminative undirected
probabilistic graphical model which models the relationships
of every pixel pair in the image. These models are effective in
modeling the spatial information of the image, which is useful
for the semantic segmentation task [16, 3]. Assume that we
have a set of input images, I = {I1, ..., IN}, and its set of cor-
responding pixel-level image labelings, X = {X1, ..., XN}.
Both sets I andX are random fields. There are k label classes
for labeling each pixel, L = {l1, ..., lk}. By the fundamen-
tal theorem of random fields [10], a conditional random field
(I,X) is characterised by a Gibbs distribution,
P (X|I) = 1
Z(I)
exp(−Σc∈CGΦc(Xc|I)), (1)
where G = (V,E) is a graph on X and each clique, c, in a set
of cliques, CG, in G induces a potential, Φc [18]. The Gibbs
energy of a labeling x ∈ LN is E(x|I) = Σc∈CGΦc(Xc|I).
In a fully connected pairwise CRF model, G is the com-
plete graph on X and CG is the set of all unary and pairwise
cliques. The corresponding Gibbs energy is,
E(x) = Σiψu(xi) + Σi<jψp(xi, xj), (2)
where i and j ranges from 1 to N . There are two factors af-
fecting the energy of a labeling: unary potential, ψu(xi), and
pairwise potential, ψp(xi, xj). While the unary potential rep-
resents how likely a node takes on a label, the edge pairwise
potential represents how likely the labels of two pixels agree.
The unary potential normally incorporates shape, texture, lo-
cation and color descriptor [16] or hand-crafted features such
as SIFT [26] and HOG [5]. The pairwise edge potentials can
be modeled as linear combinations of Gaussians,
Ψp(xi, xj) = µ(xi, xj)Σ
K
m=1w
(m)k(m)(fi, fj), (3)
where each k(m) is a Gaussian kernel. For scene labeling, a
contrast-sensitive two-kernel potential, combining an appear-
ance kernel and a smoothness kernel has been proposed [16].
While performing inference, the best labeling is found by
a Maximum A Posterior (MAP) approach,
xˆ = argmaxxP (x|I). (4)
Since a fully connected CRF is capable of modeling the
relationships between all pairs of pixels in the image, it bet-
Fig. 1. Our proposed deep and wide fully convolutional neu-
ral network coupled with graphical modeling (CRF) for the
scene labeling task.
ter represents long-range, or even scene-level spatial relation-
ships between pixels in the image. However, the cost of com-
putation of modeling the relationship between all pairs of pix-
els in the image, makes traditional inference impractical even
on a low resolution image. To deal with computational ex-
pense, Krahenbuhl and Koltun [16] employed a mean field
approximation to the CRF distribution. This approximation
reduces the complexity of message passing from quadratic
to linear, resulting in an approximate inference algorithm for
fully connected CRFs that is linear in the number of variables
N and sublinear in the number of edges in the model.
5. THE PROPOSED DEEP AND WIDE APPROACH
In this paper, we propose a new architecture of the fully con-
volutional neural network to incorporate spatial and contex-
tual information in a deeper and wider manner. This deep
and wide fully convolutional neural network is then coupled
with a fully connected Conditional Random Field to further
refine the labeling task. The proposed approach is illustrated
in Figure 1. Three highlights of the proposed approach are
explained as follows.
Deeper: In a FCN, while later layers with large receptive
fields are robust to object locations (which is useful for object
recognition tasks), they discard spatial information, which is
useful when dealing with topological information of the im-
age (e.g. labeling). The earlier layers are finer and retain more
details than the later and coarser layers. Incorporating early
layers into the prediction has been shown to improve the over-
all segmentation accuracy [25]. In this paper, we propose to
go deeper than [25] by incorporating predictions from the last
four pooling layers into the final segmentation prediction step
as shown in Figure 1. Following the same naming convention
in [25], we call this FCN-4s. This output is established by
summarising: (1) 4× upsampled prediction from the pool2
layer, and (2) 2× upsampled of the sum in the FCN-8s pre-
diction.
Wider: While four prediction outputs FCN-32s, FCN-
16s, FCN-8s and FCN-4s have managed to model spatial and
contextual information at different levels, combining them for
the final prediction will incorporate more clues for the label-
ing task. Hence we propose to extend the width of the predic-
tion by going wider by averaging four prediction outputs to
produce an average (aFCN). This averaging combines clues
from multiple hierarchical levels to effectively identify the
class of each pixel in the image.
Graphical modeling: To further model the spatial and
contextual information in the network, we append a CRF as
a post-processing step. A fully connected CRF approach, as
discussed in Section 4, is employed to widely model the rela-
tionship between any pair of pixels in the image. The unary
potentials are modeled as the label assignment probabilities
at each pixel as computed by aFCN. The edge potentials are
calculated based on appearance and smoothness kernel as dis-
cussed in Section 4.
Combining the above three innovations leads to a deep
and wide fully convolutional neural network coupled with
graphical modeling (CRFaFCN) for the scene labeling task.
6. EXPERIMENTAL RESULTS
PASCAL-Context dataset augments PASCAL VOC 2010
dataset with annotations for 500+ additional categories, al-
lowing diverse tasks towards comprehensively parsing the
images [28]. The dataset contains pixel-wise annotations
for 10,103 images in the Training and Validation subsets of
PASCAL VOC 2010 dataset. Due to the imbalance of the
classes appearing in the dataset, similar to [28], we choose
59 most frequent classes for our experiments. The remaining
classes are classified as background in this research. The
scene labeling task has been performed on training subsets
(4,998 images) and testing subsets (5,105 images) of the
PASCAL-context dataset.
In this research, we employed a public framework called
CAFFE [14]. Caffe is a clean and modifiable C++ framework
with state-of-the-art deep learning algorithms for training and
deploying general-purpose convolutional neural networks and
other deep models efficiently on commodity architectures.
We first implemented the baseline as a fully convolutional
neural network with three different outputs: FCN-32s, FCN-
16s and FCN-8s as described in Section 3. The segmentation
Table 1. Performance of different approaches and the pro-
posal for the semantic segmentation task on the PASCAL-
context dataset.
Approaches Accuracy (%)
FCN-32s [25] 66.7%
FCN-16s [25] 66.9%
FCN-8s [25] 67.2%
FCN-4s 67.7%
aFCN 69.5%
Chen et al. [3] 70.8%
CRFaFCN 71.9%
accuracy metric used here is the average pixel accuracy of
the images. The segmentation accuracies achieved for three
baseline outputs FCN-32s, FCN-16s and FCN-8s are 66.7%,
66.9% and 67.2% respectively.
We tested our deeper proposal by incorporating the pre-
diction from the pool2 layer as discussed in Section 5. The
FCN-4s achieves a slight improvement in the accuracy to
67.7%. Our wider proposal is tested by averaging four out-
puts FCN-32s, FCN-16s, FCN-8s and FCN-4s as discussed
in Section 5. The aFCN boosts the accuracy to 69.5%.
Lastly, we appended a CRF as a post-processing step to
further incorporate spatial and contextual information. The
CRFaFCN reaches 71.9%. Topping a CRF further improves
the segmentation accuracy, which is in line with previous
finding by Chen et al. [3]. We also compared the perfor-
mance with the approach by Chen et al. [3] to show that our
deeper and wider deep networks yields better results (71.9%
vs. 70.8%). The experimental results are presented in Table 1.
The above experiments have shown the effectiveness of
going deeper, wider and coupled with graphical-modeling for
scene labeling. Our proposed deep and wide fully convolu-
tional neural network coupled with graphical model advances
the state-of-the-art baseline.
7. CONCLUSIONS
In this paper, we have analysed the state-of-the-art approaches
to incorporate spatial/contextual information into deep con-
volutional neural networks in the light of two trends: Trend
1 includes approaches modifying the DCNNs themselves to
incorporate larger involvement with the surrounding pixels
and Trend 2 comprises approaches integrating graphical mod-
els into the DCNNs to further refine the segmentation task.
Based on this analysis, we combine both trends by propos-
ing a deeper and wider convolutional neural network cou-
pled with graphical modeling as a post-processing step. The
proposed approach has been shown to effectively incorporate
spatial/contextual information, which in turn increases the ac-
curacy of the labeling task.
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