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When does cp-rank equal rank?
Wasin So ∗ Changqing Xu †
Abstract
The problem of finding completely positive matrices with equal cp-rank and rank is
considered. We give some easy-to-check sufficient conditions on the entries of a doubly
nonnegative matrix for it to be completely positive with equal cp-rank and rank. An
algorithm is also presented to show its efficiency.
1 Introduction
An n×n real matrix A is called completely positive (CP) if there is some entrywise nonnega-
tive matrix B ∈ Rm×n such that A can be factorized as A = BTB. The minimum m is called
the cp-rankof A and is denoted by cp-rank(A). Completely positive matrices were used to
deal with configuration problems in combinatorics [9], and were also employed in statistics
[8]. Shashua and Hazan applied completely positive factorization method to cluster data
sets in computer vision [14]. Recent results (up to 2003) on completely positive matrices
are presented in the book by Berman and Shaked-Monderer [2]. The latest results on CP
matrices are about their geometric interpretation by cone theory and are closely related to
mathematical programming [1, 3, 4, 6].
Let R be the set of real numbers, and R+ be the set of nonnegative real numbers. An
n × n entrywise nonnegative matrix is called doubly nonnegative (DN) if it is also positive
semi-definite (PSD). As usual, we denote PSDn the set of PSD matrices of order n, DNn
the set of DN matrices of order n ≥ 1, and CPn the set of CP matrices of order n ≥ 1.
A CP matrix is obviously a DN matrix, but the converse is not necessarily true in
general. Among many sufficient conditions for a DN matrix to be CP, we mention the one
by Kaykobad using diagonally dominance. A diagonally dominant matrix A = [aij ] satisfies
the condition |aii| ≥
∑
j 6=i |aij | for all i. Kaykobad [10] proved that a diagonally dominant DN
matrix is indeed a CP matrix with cp-rank≤ number of nonzero entries above the diagonal
+ number of strictly diagonally dominant rows.
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A CP matrix is more than just a DN matrix. Among many necessary conditions, we
include Proposition 1.1, which is a consequence of a stronger result in [7]: A DN matrix
A with a triangle-free graph G(A) is CP if and only if its comparison matrix M(A) is
positive semidefinite, in this case, cp-rank(A) = max{rank(A), e(G(A))}, where e(G(A)) is
the number of edges of G(A). Recall that (i) for a symmetric matrix A = [aij ], we define
G(A) as an undirected graph on the vertex set {1, 2, . . . , n}, and for i 6= j, (i, j) is an edge
if and only if aij 6= 0, (ii) for nonnegative A, we define M(A) = 2D(A)− A, where D(A) is
the diagonal part of A. We provide a proof of Proposition 1.1 because it is different from
the one in [7].
Proposition 1.1: Let A ∈ CPn with G(A) being a cycle and n ≥ 4. Then off-diagonal sum
≤ diagonal sum, and cp-rank(A) ≥ n. 
Proof: Let A = [aij]. Since G(A) is a cycle, by relabeling if necessary, we can assume
that the nonzero entries of A above the diagonal are exactly ai,i+1 for i = 1, . . . , n. (Here
we adopt the convention that n + 1 is 1 for any subscript.) Now suppose that A ∈ CPn
and so A = BTB where B = [b1 b2 · · · bn] for some bi ∈ Rr+, and r = cp-rank(A). Let
bi(k) be the k-th entry of the vector bi. Also denote Si the support of the vector bi, i.e.,
Si = {k : bi(k) 6= 0} ⊆ {1, 2, . . . , r}. Since B is a nonnegative matrix and A = BTB, we have
aij = 0 if and only if b
T
i bj = 0 if and only if Si∩Sj = ∅. Using the fact that G(A) is a cycle and
n ≥ 4, we deduce that S1∩S2, S2∩S3, . . . , Sn−1∩Sn, Sn∩S1 are pair-wise disjoint nonempty
sets. It follows that cp-rank(A) = r ≥ |S1∪· · ·∪Sn| ≥ |S1∩S2|+· · ·+|Sn−1∩Sn|+|Sn∩S1| ≥ n.
Moreover, (Si−1 ∩ Si) ∪ (Si ∩ Si+1) = Si because Si ∩ Sj = ∅ if j 6= i − 1, i + 1. Now for
nonzero off-diagonal entries
ai,i+1 = b
T
i bi+1 =
∑
k∈Si∩Si+1
bi(k)bi+1(k) ≤ 1
2
∑
k∈Si∩Si+1
[bi(k)
2 + bi+1(k)
2].
Consequently, the conclusion follows from the computation below:
a12 + a23 + · · ·+ an−1,n + an1 ≤ 1
2
n∑
i=1
∑
k∈Si∩Si+1
[bi(k)
2 + bi+1(k)
2]
=
1
2
n∑
i=1
∑
k∈(Si−1∩Si)∪(Si∩Si+1])
bi(k)
2
=
1
2
n∑
i=1
∑
k∈Si
bi(k)
2
=
1
2
n∑
i=1
aii
=
1
2
(a11 + · · ·+ ann). 
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Note that Proposition 1.1 does not hold for n < 4: A CP matrix A of order 3 with G(A) as
a triangle can have cp-rank(A) = 2 or even 1. For example, if A = J is an all-ones matrix
of order 3, then A is CP with cp-rank(A) = 1.
A necessary and sufficient condition for a DN matrix to be CP is given in [15], where
a geometric description of CPn using convex cone theory is given. However, this necessary
and sufficient condition is not convenient to be employed for determining whether a DN
matrix of order greater than 4 is CP or not. Therefore, there is a need to search for other
(easy-to-check) conditions.
For any A ∈ CPn, it is known that rank(A) ≤ cp-rank(A). Generally the cp-rank of a
CP matrix can be very larger than its rank. It is interesting to determine when the equality
holds. This problem was first put forward by N. Shaked-Monderer ([12],[13]) . She also
proved that a nonnegative matrix generated by a Soules matrix is CP with cp-rank equal to
the rank [13]. Note that a Soules matrix S ∈ Rn×n is an orthogonal matrix whose first column
is positive, and that SDST ≥ 0 for each nonnegative diagonal matrix D = diag(d1, . . . , dn)
where d1 ≥ . . . ≥ dn. Another example for the equality cp-rank(A) = rank(A) is when the
graph associated with A is a cycle [?].
Obviously, for a diagonal CP matrix A, we have rank(A) = cp-rank(A). However, no
characterization is known (yet) for a general case.
The reason for us to consider this case is that this is an extreme case for a DN matrix to
be CP when the geometric explanation can be applied. Specifically, this is equivalent to the
following geometric problem:
Given a set of vectors V = {v1, . . . , vn} in vector space Rr. When can V be rotated into
the positive orthant of Rr if the angle between any pair of vectors in V is smaller than or
equal to π/2?
Up to the best of our knowledge, this is still an open problem in geometry. So it de-
serves us to investigate it. The characterization of a CP matrix without the restriction on
its cp-rank is surely more complicate than this situation. But it can also be reformulated
into a geometric problem where the rotation shall be replaced by a transformation between
two different vector spaces with different dimensions. Though the transformation between
these the two vector spaces with different dimensions still possesses the orthogonality (it is
isometric), the difficulty of the problem in this situation lies in that we even have no idea
at all about the dimension of the space of the image of this transformation (there are some
results concerning the upper bound of the dimensions of this image space).
We denote by CP (n, r) the set consisting of all n× n CP matrices A with cp-rank(A) =
rank(A) = r, and DN(n, r) the set of all n× n DN matrices with rank(A) = r, PSD(n, r)
the set of n× n PSD (positive semidefinite) matrices with rank(A) = r. Note that all these
three sets are empty when r > n and consist of only zero matrix when r = 0. Thus we
always assume throughout the paper that 0 < r ≤ n.
It is obvious that CP (n, r) ⊆ DN(n, r) ⊆ PSD(n, r) for all n and r. There are a number
of known sufficient conditions for a DN matrix to be CP with equal cp-rank and rank. Most
of them are based on small order, low rank, or special zero pattern. For example, it is shown
that a Soules matrix A is always in CP (n, r), where A is defined as the form A = RDRT
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where R ∈ Rn×n is an orthogonal matrix and D = diag(d1, . . . , dn) is nonnegative diagonal
whose diagonal elements are in decreasing order, i.e., d1 ≥ . . . ≥ dn ≥ 0.
It is obvious that CP (n, 0) = DN(n, 0), CP (n, 1) = DN(n, 1) because the outer product
of two vectors is nonnegative if and only if both vectors can be set to be entrywise nonnega-
tive. The equality CP (n, 2) = DN(n, 2) was first observed and proved by Gray and Wilson
[8]. An alternative to see this result is that vectors in R2 with nonnegative pairwise inner
products can be simultaneously rotated to the first quadrant (see Corollary 2.4).
For r ≥ 3, the equality CP (n, r) = DN(n, r) does not hold for general n (see Example
1.2). However, we have CP (3, 3) = DN(3, 3). A proof of this result can be found in [2, page
140]. So far we have CP (n, r) = DN(n, r) for 0 ≤ r ≤ n ≤ 3.
On the other hand, if A ∈ DN(n, r) and G(A), the associated graph of A, is a tree, then
A ∈ CP (n, r) [5]. The next example shows that the conditions of small order, low rank, and
special zero pattern are essential for having equal cp-rankand rank.
Example 1.2: Consider the matrix
A =


2 1 0 1
1 2 1 0
0 1 2 1
1 0 1 2

 .
Then A ∈ DN(4, 3). But A 6∈ CP (4, 3), otherwise, 3 = rank(A) = cp-rank(A) ≥ 4, a
contradiction! The last inequality follows from the fact that G(A) is a cycle of length 4 and
Proposition 1.1. Indeed, A ∈ CP4 with cp-rank(A) = 4 by Kaykobad’s result. 
Therefore, for bigger order, higher rank, or arbitrary zero pattern, it needs additional con-
dition for a DN matrix to be CP with equal cp-rank and rank.
2 Geometric Approach
In this section, we give a sufficient condition on the entries of a doubly nonnegative matrix
A of rank r for A to be completely positive with cp-rankequals r. The proof is based on the
following consequence of Cauchy-Schwarz inequality:
(z1 + · · ·+ zk)2 ≤ k(z21 + · · ·+ z2k)
where z1, . . . , zk are real numbers. Let e be the vector in R
r with all entries equal to 1, and
〈·, ·〉 be the standard inner product in Rn where n is any positive integer, and ‖ · ‖ be the
Euclidean norm of a vector. The next lemma shows that any vector with a small angle with
e also has nonnegative entries.
Lemma 2.1: Let z ∈ Rr be such that 〈z, e〉 ≥
√
r−1
r
‖z‖‖e‖. Then z ∈ Rr+. 
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Proof: Without loss of generality, we assume z = [z1, z2, . . . , zr]
T where z1 ≥ z2 ≥ · · · ≥ zr.
Then the hypothesis is
z1 + z2 + · · ·+ zr ≥
√
(r − 1)(z21 + · · ·+ z2r ) ≥ 0,
and so
(z1 + z2 + · · ·+ zr)2 ≥ (r − 1)(z21 + · · ·+ z2r ).
Now suppose to the contrary that there exists 1 ≤ k ≤ r − 1 such that z1 ≥ z2 ≥ zk ≥ 0 >
zk+1 ≥ · · · ≥ zr. Hence, z1 + z2 + · · ·+ zk ≥ 0 and −(zk+1 + · · ·+ zr) > 0. It follows from
the inequality above that
(z1 + · · ·+ zk + zk+1 + · · ·+ zr)2 ≤ (z1 + · · ·+ zk)2 + (zk+1 + · · ·+ zr)2
≤ k(z21 + · · ·+ z2k) + (r − k)(z2k+1 + · · ·+ z2r ).
Combining with the hypothesis, we have
(r − 1)(z21 + · · ·+ z2r ) ≤ k(z21 + · · ·+ z2k) + (r − k)(z2k+1 + · · ·+ z2r ),
and so
(r − 1− k)(z21 + · · ·+ z2k) + (r − 1− r + k)(z2k+1 + · · ·+ z2r ) ≤ 0.
Because of zk+1 < 0 and z1+z2+· · ·+zr ≥ 0, it follows that r−1−k = 0 and r−1−r+k = 0,
i.e., k = 1 and r = 2. Consequently, we have z1 ≥ 0 > z2, and so z1z2 < 0. On the other
hand, the hypothesis gives z1 + z2 ≥
√
z21 + z
2
2 , and so 2z1z2 ≥ 0, a contradiction! 
Example 2.2: This example shows that the parameter
√
r−1
r
is optimal. For c <
√
r−1
r
,
choose small ǫ > 0 such that −ǫ+√r − 1√1− ǫ2 > c√r. Take
z = [−ǫ√r − 1,
√
1− ǫ2, · · · ,
√
1− ǫ2] /∈ Rr+
and so
〈z, e〉 = −ǫ√r − 1 + (r − 1)
√
1− ǫ2 = √r − 1(−ǫ+√r − 1
√
1− ǫ2) > c ‖z‖ ‖e‖ (1) 
Lemma 2.3: Given vectors βi ∈ Rr. If there exists a nonzero vector x ∈ Rr such that
〈βi, x〉 ≥
√
r − 1
r
‖βi‖ ‖x‖
for all i then there exists an orthogonal matrix Q such that Qβi ≥ 0, i.e., Qβi is a nonnegative
vector. 
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Proof: Case 1: x is a positive multiple of e, i.e., x = ‖x‖√
r
e. Then take Q to be the identity
matrix I, and we have Qx = x = ‖x‖√
r
e.
Case 2: x is not a positive multiple of e. Then v = x− ‖x‖√
r
e 6= 0. Take Q = I − 2
vT v
vvT .
Hence, Q is orthogonal since
QTQ = Q2 =
(
I − 2
vTv
vvT
)2
= I − 4
vTv
vvT +
4
(vTv)2
vvTvvT = I − 4
vTv
vvT +
4
vTv
vvT = I.
Moreover vTx = xTx− ‖x‖√
r
eTx and
vTv =
(
xT − ‖x‖√
r
eT
)(
x− ‖x‖√
r
e
)
= xTx− 2‖x‖√
r
eTx+
‖x‖2
r
eT e
= 2
(
xTx− ‖x‖√
r
eTx
)
= 2vTx.
And so
Qx = x− 2
vTv
vvTx
= v +
‖x‖√
r
e− 2
vTv
vvTx
=
(
1− 2
vTv
vTx
)
v +
‖x‖√
r
e
=
‖x‖√
r
e.
Finally, in both cases, we have
〈Qβi, e〉
‖Qβi‖‖e‖ =
〈Qβi, ‖x‖√r e〉
‖Qβi‖‖‖x‖√r e‖
=
〈Qβi, Qx〉
‖Qβi‖‖Qx‖ =
〈βi, x〉
‖βi‖‖x‖ ≥
√
r − 1
r
,
and so Qβi ≥ 0 by Lemma 2.1. 
Corollary 2.4: Let A ∈ DN(n, 2). Then A ∈ CP (n, 2). 
Proof: Since A is a positive semidefinite matrix of rank 2, we have A = BTB for some
B = [v1, v2, . . . , vn] ∈ R2×n. Moreover A is nonnegative, and so vTi vj = 〈vi, vj〉 ≥ 0. Take
x ∈ R2 to be the angle bisector of the largest angle among all pairs of vectors. Then
〈vi, x〉 ≥
√
1
2
‖vi‖‖x‖ for all i. By Lemma 2.3, there exists orthogonal Q such that Qvi ≥ 0.
Consequently, A = BTB = (QB)T (QB) is CP with cp-rank(A)=2. 
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Theorem 2.5: Let A = [aij ] ∈ PSD(n, r), and denote Ri the i-th row sum of A. If
rR2i ≥ (r − 1)aii(R1 + · · ·+Rn)
for all i then A ∈ CP (n, r). 
Proof: Since A is a positive semidefinite matrix of rank r, A = BTB where B = [β1, β2, . . . , βn]
and βi ∈ Rr. Note that βi = Bei where ei is the i-th column of the n × n identity matrix.
Take x = β1 + β2 + · · ·+ βn = Be1 +Be2 + · · ·+Ben = B(e1 + · · ·+ en) = Be. Now
〈βi, x〉 = 〈Bei, Be〉 = eTi BTBe = eTi Ae = Ri,
‖βi‖2 = 〈βi, βi〉 = 〈Bei, Bei〉 = eTi BTBei = eTi Aei = aii,
and
‖x‖2 = 〈x, x〉 = 〈Be,Be〉 = eTBTBe = eTAe = R1 + · · ·+Rn.
Hence, by hypothesis,
〈βi, x〉
‖βi‖‖x‖ =
Ri√
aii
√
R1 + · · ·+Rn
≥
√
r − 1
r
.
By Lemma 2.3, there exists an r × r orthogonal matrix Q such that Qβi ≥ 0, and so QB
is an r × n nonnegative matrix. Consequently, A = BTB = BTQTQB = (QB)T (QB) is
CP with cp-rank(A) ≤ r. On the other hand, r = rank(A) ≤ cp-rank(A), so we have
cp-rank(A) = r. 
Corollary 2.6: Let A ∈ PSD(n, 3). If 3R2i ≥ 2aii(R1 + · · ·Rn) for all i, then A ∈
CP (n, 3). 
The next two examples show how to use this sufficient condition to determine a given
DN matrix of rank 3 to be CP with cp-rank being 3.
Example 2.7: Consider matrix
A =


93 27 55 45
27 45 33 51
55 33 41 43
45 51 43 62

 .
It is easy to check that A ∈ DN(4, 3). Using the result of Maxfield and Minc [11] that any
4× 4 DN matrix is CP (whose cp-rank is less than or equal to 4), we know that A is CP, but
we don’t know its exact cp-rank. However, by Corollary 2.6, we know that A ∈ CP (4, 3).
7
Example 2.8: Consider matrix
A =


41 43 80 56 50
43 62 89 78 51
80 89 162 120 93
56 78 120 104 62
50 51 93 62 65

 .
Then A ∈ DN(5, 3) by simple calculations on A’s eigen-system. But the result of Maxifeld
and Minc [11] cannot be applied. By Corollary 2.6, it can be easily checked that the sufficient
condition is satisfied and so A ∈ CP (5, 3). 
Remark 2.9: Unfortunately, the sufficient condition in Theoem 2.5 is far from necessary.
For example, the diagonal matrix
[
100 0
0 1
]
∈ DN(2, 2) = CP (2, 2) but it fails the condi-
tion in Theorem 2.4. 
3 Nonnegative Equivalent Matrices
In this section, we first introduce nonnegative equivalent matrices, which are a special kind
of doubly nonnegative matrices. We then show that a nonnegative equivalent DN matrix
with rank three must be CP with its cp-rank equal to its rank.
Before we come to our main points, let us first state an already known result (see e.g. [15]),
by which we get the uniqueness of the minimal CP factorization for a matrix A ∈ CP (n, r)
in the sense of unitary transformation. Here by minimal CP factorization we mean the
factorization A = BTB where B ∈ Rm×n+ with m = cp-rank(A). The following lemma is
actually a special case of Lemma 2.1 of [15]. We present here an alternative proof to this
result in our situation.
Lemma 3.1: Let A = CTC = BTB where B,C ∈ Rr×n and r = rank(A). Then there
exists an orthogonal matrix Q ∈ Rm×m such that C = QB. 
Proof: It is obvious that rank(A) = rank(B) = rank(C) = r. Now from the equality
BTB = CTC, we get BTBBT = CTCBT . It follows that
BT = CTCBT (BBT )−1
Here the r×r matrix BBT is invertible due to the fact rank(BBT ) = rank(B) = r. Thus we
have B = QC if we denote Q = (BBT )−1BCT . It suffices to prove that Q is an orthogonal
matrix. In fact, we have
QQT = [(BBT )−1BCT ][CBT (BBT )−1]
= (BBT )−1B(CTC)BT (BBT )−1
= (BBT )−1B(BTB)BT (BBT )−1 = Ir 
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where Ir is the identity matrix of order r.
Lemma 3.2: For r = 1, 2, 3, 4, DN(r, r) = CP (r, r). 
Proof: It is easy to see that DN(n, 1) = CP (n, 1), DN(n, 2) = CP (n, 2) and DN(3, 3) =
CP (3, 3) (see e.g. [2]). Thus it suffices to prove DN(4, 4) = CP (4, 4). It is obvious that
CP (4, 4) ⊆ DN(4, 4) by definition of CP (n, r). Now we consider A ∈ DN(4, 4). By Minc
and Maxfield [[11]], A is CP with cp-rank(A) ≤ 4, hence 4 = rank(A) ≤ cp-rank(A) ≤ 4.
So cp-rank(A) = rank(A) = 4. It follows that A ∈ CP (4, 4) which implies DN(4, 4) ⊆
CP (4, 4). Consequently, we have CP (4, 4) = DN(4, 4). 
Example 3.3: This example shows that CP (5, 5) 6= DN(5, 5). We take v1 =


1
0
1
0
0

,
v2 =


1
0
0
1
0

, v3 =


1
0
0
0
1

, v4 =


0
1
1
0
0

, v5 =


0
1
0
1
0

, v6 =


0
2
0
0
1

, and A =
∑6
i=1 viv
T
i =


3 0 1 1 1
0 6 1 1 2
1 1 2 0 0
1 1 0 2 0
1 2 0 0 2

. Since det(A) = 4 6= 0, and so A ∈ DN(5, 5). Let k = cp-rank(A). Since
A =
∑6
i=1 viv
T
i , k ≤ 6 because vi ≥ 0. On the other hand, if A =
∑k
i=1 bib
T
i for some bi ≥ 0.
Then G(bib
T
i ) forms a clique in G(A), and G(A) has K1 and K2 as the only cliques, hence
G(bib
T
i ) is a vertex or an edge of G(A). Since G(A) = K2,3 has 6 edges, k ≥ 6. Consequenlty
k = 6, and so A 6∈ CP (5, 5). 
Lemma 3.4: For any positive integer r = 1, 2, 3, 4, let {bi : i = 1, ..., r} ⊆ Rn (n ≥ r) satisfy
〈bi, bj〉 ≥ 0 for all 1 ≤ i, j ≤ r. Then there exists an orthogonal matrix Q ∈ Rn×n such that
Qbi ∈ Rn+ for all 1 ≤ i ≤ r. 
Proof: Let B = [b1, . . . , br] ∈ Rn×r. Then A = BTB ∈ DN(r, r). But DN(r, r) = CP (r, r)
for r ≤ 4 by Lemma 3.2, so there is a nonnegative r× r matrix C1 such that A = CT1 C1 (see
e.g. [11]). Now we let CT = [CT1 , 0] where the size of the 0 is r × (n − r). Thus C ∈ Rn×r+
and A = BTB = CTC. By Lemma 2.1 of [15], we can find an orthogonal matrix Q ∈ Rn×n
such that C = QB, i.e., Qbi ≥ 0 for all i. 
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We call an r × n (r = rank(B) ≤ n) matrix B a Non-Negative eQuivalent (abbr. nnq)
if there is a nonsingular submatrix B1 ∈ Rr×r such that B−11 B ≥ 0. An n × n symmetric
matrix A with rank(A) = r is called nnq if A has an r × n nnq submatrix.
Theorem 3.5: Let A ∈ DN(n, r) and A = BTB where B ∈ Rr×n has rank r.
(i) If r = 3 and B is nnq, then A ∈ CP (n, 3).
(ii) If r = 4 and B is nnq, then A ∈ CP (n, 4). 
Proof: (i) Write B = [b1, b2, . . . , bn]. Since A ∈ DN(n, 3), we have rank(B) = rank(A) = 3.
Now B is nnq, we may assume w.l.o.g. that B1 = [b1, b2, b3] is nonsingular and satisfies
B−11 B ≥ 0. Thus vectors b1, b2, b3 are linearly independent and 〈bi, bj〉 ≥ 0. By Lemma 3.4,
there exists an orthogonal matrix Q ∈ R3×3 such that Qb1, Qb2, Qb3 ∈ R3+. Now we denote
P = B−11 B, and so QB = QB1P ∈ R3×n+ . Consequently, A = BTB = BTQTQB = CTC
where C = QB ≥ 0, and so 3 = rank(A) ≤ cp-rank(A) ≤ 3, i.e., A ∈ CP (n, 3).
(ii) We may assume that the submatrix B1 = [b1, b2, b3, b4] ∈ R4×4 is nonsingular and
satisfies condition P ≡ B−11 B ≥ 0. Then {b1, b2, b3, b4} ⊆ R4 are linearly independent
and 〈bi, bj〉 ≥ 0, by Lemma 3.4, there exists orthogonal matrix Q ∈ R4×4 such that
Qb1, Qb2, Qb3, Qb4 ∈ R4+. Thus QB = QB1P = [Qb1, Qb2, Qb3, Qb4]P ≥ 0. Consequently,
A = BTB = BTQTQB = CTC where C = QB ≥ 0, and so 4 = rank(A) ≤ cp-rank(A) ≤ 4,
i.e., A ∈ CP (n, 4).
The argument in the proof of Theorem 3.5 implies a method for constructing CP fac-
torizations of a matrix A in CP (n, 3) or CP (n, 4) when A satisfies the hypothesis. We will
present an algorithm for such a factorization in this special case.
For a given matrix A ∈ DN(n, r), a symmetric rank factorization, or briefly, a SR fac-
torization of A, is a factorization A = BBT , where B ∈ Rn×r, r = rank(B) = rank(A). B is
accordingly called a SR-factor of A. The following lemma shows that if A ∈ DN(n, r) has a
nnq SR-factor, then all the SR-factors of A are nnq. This lemma will be used to show that
the nnq condition is not necessary for a matrix A ∈ DN(n, r) to be CP.
Lemma 3.6: Let A = BTB = CTC with B,C ∈ Rr×n, r = rank(A) . Then B is nnq if and
only if C is nnq. 
Proof: Write
B = [b1, b2, . . . , bn], C = [c1, c2, . . . , cn]
Suppose thatB is nnq. Then we may assume without loss of generality thatB1 = [b1, b2, . . . , br] ∈
Rr×r is an invertible submatrix of B that satisfies B−11 B ≥ 0. We want to prove that C is
also nnq. Denote C1 = [c1, c2, . . . , cr] ∈ Rr×r. By Lemma 3.1 there exists an 3×3 orthogonal
matrix Q such that C = QB. Thus C1 = QB1, which implies that C1 is also invertible.
Moreover, we have
C−11 C = (QB1)
−1(QB) = B−11 Q
TQB = B−1B ≥ 0.
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Thus C is also nnq. Conversely, if C is nnq, then we can also prove that B is nnq by the
same argument. 
The following example shows that the nnq condition for a matrix A ∈ DN(n, 3) to be in
CP (n, 3) is not necessary.
Example 3.7: Let A =


1 1 1 1
1 2 1 2
1 1 2 2
1 2 2 3

. Then A = CTC where C =

 1 1 1 10 0 1 1
0 1 0 1

, and
so cp-rank(A) = 3. Moreover A = BTB where B =

 0.6426 0.1008 0.1008 −0.44090 0.7071 −0.7071 0
0.7662 1.2206 1.2206 1.6750


and no i, j, k with [bi, bj , bk]
−1B ≥ 0.
Moreover, By Lemma 3.6, we know that A has no nnq SR-factor. 
Algorithm 3.8: A sufficient condition for checking a given matrix A ∈ CP (n, 3) and its
CP factorizations.
Input: a square doubly nonnegative matrix A ∈ Sn×n+
Output: a nonnegative matrix C ∈ R3×n+ such that A = CTC.
Step 1. Use Cholesky decomposition to A to get matrix B = (bij) ∈ Rr×n such that A =
BTB.
Step 2. If B ≥ 0, we are done. otherwise, we denote B = [b1, b2, . . . , bn]. go to the next
step.
Step 3. Compute determinant d(i, j, k) = det([bi, bj , bk]) for all (i, j, k) : 1 ≤ i < j < k ≤ n.
If d(i, j, k) 6= 0, then go to the next step.
Step 4. Calculate the matrix P ≡ [bi, bj , bk]−1B. If P ≥ 0, then we have A ∈ CP (n, 3).
Step 5. Find an orthogonal matrix Q1 ∈ R3×3 such that Q1bi, Q1bj , Q1bk ∈ R3+. Write
Q = [Q1bi, Q1bj , Q1bk], then Q ∈ R3×3+ , and A = CTC where C = QP ∈ R3×n+ with
rank(C) = rank(B) = 3. 
The orthogonal matrix Q (of order three) in Step 5 can be computed by Gram-Schmidt
orthogonalization. Specifically, if B1 ≡ [β1, β2, β3] is an invertible submatrix of B, then we
have B1 = Q1R where
R =

 r11 r12 r130 r22 r23
0 0 r33


where Q1 is an orthogonal matrix of order 3, and rii =
√‖βi‖, rij = 〈βi, βj〉 , ∀i, j ∈ {1, 2, 3}.
Thus R ∈ R3×3 is obviously a nonnegative upper triangle matrix. Now we take Q = QT1 ,
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then we have QB1 = R which satisfies the requirement in Step 5.
Example 3.9: This example shows how to use Algorithm 3.8 to check a matrix in CP (n, 3)
in our situation.
We let
A =


1.2295 0.4315 0.0699 0.7037 1.3685
0.4315 0.3006 0.0435 0.4241 0.7177
0.0699 0.0435 0.0078 0.0743 0.1098
0.7037 0.4241 0.0743 0.7128 1.0795
1.3685 0.7177 0.1098 1.0795 1.9030


It is easy to see that A ∈ DN(5, 3). We use Matlab function EIGS to obtain its first
three eigenvalues and the corresponding eigenvectors, which form a rank-3 decomposition
A = BTB where
B =

 1.0272 0.5025 0.0795 0.7824 1.3729−0.4151 0.1924 0.0309 0.2604 0.0900
−0.0450 0.1053 −0.0224 −0.1814 0.0998


Now we choose B1 := B[:, 1 : 3], i.e., B1 is the submatrix of B consisting of the first three
columns of B. We find that
B−11 B =

 1 0 0 0.0526 0.53960 1 0 0.1055 1.4368
0 0 1 8.4895 1.2159


It follows that B is an nnq matrix, thus we have A ∈ CP (5, 3). In fact, we have CP
decomposition A = CTC with
C =

 0.1278 0.4274 0.0587 0.5505 0.75450.6399 0.1758 0.0602 0.5631 0.6711
0.8965 0.2949 0.0267 0.3046 0.9398


which implies that A ∈ CP (5, 3) since 3 = rank(A) ≤ cp-rank(A) ≤ 3. 
Denote by CA the convex cone generated by the columns of matrix A, Extr(C) for the
set of all extreme rays of a cone C, and denote cM ≡ |Extr(CM)| for any matrix M . It is
shown in [15] that cA = cB where A = B
TB.
The following theorem deals with the cases when the number of extreme rays of cone
generated by the columns of A equals the rank (and the CP-rank) of A.
Lemma 3.10: (1) Let A ∈ CP (n, r) where r ≤ 4. Then |Extr(CA)| = r.
(2) Let A ∈ DN(n, r) with m = |Extr(CA)| ≤ 4. Then A ∈ CPn with cp-rank(A) ≤ m.. 
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Proof: (1). Suppose that A = [A1, . . . , An] = BB
T , where B = [β1, . . . , βr] ∈ Rn×r+ with
r = rank(A) = cp-rank(A) ≤ 4. Denote m = |Extr(CA)|. Then we have m = |Extr(CB)| ≤
r. Suppose that m < r. We may assume without loss of generality that Ext(CB) =
{β1, β2, . . . , βm}, and denote B1 = [β1, β2, . . . , βm] ∈ Rn×m+ . By definition of the extreme rays,
there exists some nonnegative matrix X1 ∈ Rm×r+ such that B = B1X1. Now we consider
matrix Y = X1X
T
1 ∈ DNm = CPm (note that m ≤ 4). Then there exists X2 ∈ Rm×m+ such
that Y = X1X
T
1 = X2X
T
2 . Thus
A = BBT = B1(X1X
T
1 )B
T
1 = B1(X2X
T
2 )B
T
1 = B2B
T
2
where B2 = B1X2 ∈ Rn×m+ . It follows that r = cp-rank(A) ≤ m, a contradiction. Con-
sequently we have m = r. (2). Let A ∈ DN(n, r), m ≤ 4, and denote E ≡ Extr(CA).
We may assume w.l.o.g. that E = {α1, . . . , αm} where αj is the jth column of A. Now we
denote A1 = [α1, . . . , αm] ∈ Rn×m. By the definition of E there exists a nonnegative matrix
W ∈ Rm×n+ such that A = A1W . Now we write A1 in block form
A1 =
[
A11
A21
]
,
where A11 ∈ Rm×m, then A has the blocking form
A =
[
A11 A11X
XTA11 X
TA11X
]
(2)
due to the symmetry of A, where X ∈ Rm×(n−m)+ . It follows from the fact A ∈ DN(n, r) that
A11 ∈ DN(m, r) where m ≤ 4. Thus we have A11 ∈ CPm since CPm = DNm for m ≤ 4.
Thus there exists some nonnegative m × m1 matrix B1 (r ≤ m1 = cp-rank(A11) ≤ m)
such that A11 = B1B
T
1 . Now we choose B = [B
T
1 , B
T
1 X ]
T , then we have A = BBT with
B ∈ Rn×m1+ . Consequently we have A ∈ CPn with cp-rank(A) = m1 ≤ m. 
Given a matrix A ∈ CP (n, 3), we have |Extr(CA)| ≥ 3 by Lemma 3.10. But A may not
be a nnq matrix. However, if we have |Extr(CA)| = 3 , then A must be nnq (and thus CP).
Specifically, we have
Theorem 3.11: Let A ∈ DN(n, 3) with |Extr(CA)| = 3. Then A ∈ CP (n, 3) if and only if
A is nnq. 
Proof: We write A = Gram(α1, α2, . . . , αn) ∈ DN(n, 3) where αj ∈ R3. Then the theorem
states that when the cone CA has three extreme rays, we have A ∈ CP (n, 3) if and only if
there exists a 3×3 nonsingular principal submatrix of A, denoted by A11, such that A−111 A1 ≥
0 where A1 is the 3 × n submatrix of A consisting of the three rows of A corresponding to
those of A11’s.
For convenience, we may assume that all diagonal elements of A are positive since otherwise
A can be reduced to a lower order. Furthermore, we can assume that all the diagonal
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elements of A are ones since otherwise we can substitute A by D−1/2AD−1/2 which has the
same CP property with A in our interest.
For the necessary, we assume that A ∈ CP (n, 3). Write A as A = BTB with B =
[α1, α2, . . . , αn] ∈ R3×n, rank(B) = 3.
Denote Γ = {α1, α2, . . . , αn} ⊂ R3+. Then there exists an orthogonal matrix Q of order
three such that Qα1, Qα2, . . . , Qαn ∈ R3+. Denote βj = Qαj , ∀j = 1, 2, ..., n. Then we have
A = Gram(β1, . . . , βn). Since cp-rank(A) = rank(A) = 3, we know that A must be an inte-
rior point in the cone CP (n, 3). Now we denote CA = conv {β1, β2, . . . , βn}. It follows from
Lemma 3.4 that cp-rank(A) is exactly the maximal number of conically independent vectors
(called con-rank) among Γ . Note that a set of vectors Γ is called conically dependent if there
exists a vector αj in Γ such that αj can be represented as a nonnegative linear combination,
and called conically independent if Γ is not conically dependent. Since |Extr(CA)| = 3, there
exist three conically independent vectors, say, α1, α2, α3 ∈ Γ, such that any other vector in
Γ can be expressed as a nonnegative linear combination of {α1, α2, α3}. In fact, the three
vectors α1, α2, α3 are also linearly independent.
For each j ∈ {1, 2, ..., n}, there exists a nonnegative optimal solution (x0, y0, z0) to mini-
mize the function
fj(x, y, z) = ‖αj − xα1 − yα2 − zα3‖ (3)
with fj(x0, y0, z0) = min fj(x, y, z) = 0. Since the minimization of function f is equivalent
to that of function Fj(x, y, z) ≡ fj(x, y, z)2, i.e.,
min
x,y,z≥0
Fj(x, y, z) = 〈αj − xα1 − yα2 − zα3, αj − xα1 − yα2 − zα3〉
By taking the gradient of F (notice that 〈αi, αj〉 = aij and aii = 1 for all i, j ∈ {1, 2, ..., n})
to be zero, we get
2x+ 2a12y + 2a13z = 2a1j (4)
2a12x+ 2y + 2a23z = 2a2j (5)
2a13x+ 2a23y + 2z = 2a3j (6)
Thus we get 
 xy
z

 =

 1 a12 a13a12 1 a23
a13 a23 1


−1 
 a1ja2j
a3j


which is equivalent to A−111 A1 ≥ 0 if we take A11 = A([1, 2, 3], [1, 2, 3]) and A1 = A([1, 2, 3], :)
.
Now we come to prove the sufficiency. Suppose that A ∈ DN(n, 3) and that A−111 A1 ≥ 0
for A1 = A([i, j, k], :), A11 = A([i, j, k], [i, j, k]) for some positive integers i, j, k (1 ≤ i <
j < k ≤ n), i.e., A11 is a submatrix of A whose columns and rows are both indexed by
{i, j, k} (here and afterwards we abuse MATLAB notations when the matrix indexing is
concerned) . We may assume w.l.o.g. that A11 = A(1 : 3, 1 : 3) such that rank(A11) = 3
14
and A−111 A1 ≥ 0 where A1 = A(1 : 3, :). We need to prove that matrix A is a CP matrix with
cp-rank(A) = rank(A) = 3.
For this purpose, we write A into the following blocking form:[
A11 A12
A21 A22
]
(7)
Then A1 = [A11, A12] and A
−1
11 A1 = [I3, A
−1
11 A12] ∈ R3×n+ . Denote A3 = A−111 A12. Then we
have A3 ∈ R3×(n−3)+ and A12 = A11A3. By the symmetry of A, we get A21 = AT12 = AT3A11.
Now that A11 ∈ DN(3, 3) = CP (3, 3), so there is a nonnegative 3 × 3 matrix B1 such that
A11 = B
T
1 B1. Denote B = [B1, B1A3], then B ∈ R3×n+ and A = BTB which implies that
A ∈ CP (n, 3). The proof is completed. 
Theorem 3.11 can be used to determine when a matrix A ∈ DN(n, 3) is in CP (n, 3) when
the cone CA has three extreme rays. The following example illustrates the effectiveness of
Theorem 3.11.
Example 3.12: Consider matrix A in Example 3.10. We let A11 = A(1 : 3, 1 : 3), and
A1 = A(1 : 3, :). Then we have
A−111 A1 =

 1 0 0 0.0538 0.53880 1 0 0.1291 1.4292
0 0 1 8.3229 1.2776

 (8)
Thus we once again confirm that A ∈ CP (5, 3) by Theorem 3.11. 
The characterization of CP (n, 3) is not over as we can see from Example 3.8 that the
condition in Theorem 3.11 cannot be removed. However, there are some cases for A ∈
CP (n, 3) when CA has more than three extreme rays. Actually we can find an arbitrary
number of extreme rays for CA. For example, in Example 3.8, there are five extreme rays in
CA.
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