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FREE BOUNDARY PROBLEMS ARISING IN THE THEORY OF MAXIMAL
SOLUTIONS OF EQUATIONS WITH EXPONENTIAL NONLINEARITIES
MICHA L KOWALCZYK, ANGELA PISTOIA, PIOTR RYBKA, AND GIUSI VAIRA
Abstract. We consider equations of the form ∆u + λ2V (x)e u = ρ in various two dimensional
settings. We assume that V > 0 is a given function, λ > 0 is a small parameter and ρ = O(1) or
ρ → +∞ as λ → 0. In a recent paper [27] we proved the existence of the maximal solutions for
a particular choice V ≡ 1, ρ = 0 when the problem is posed in doubly connected domains under
Dirichlet boundary conditions. We related the maximal solutions with a novel free boundary
problem. The purpose of this note is to derive the corresponding free boundary problems in
other settings. Solvability of such problems is, viewed formally, the necessary condition for the
existence of the maximal solution.
1. The Liouville equation
1.1. The maximal solution. The following problem is known as the Liouville equation:
(1.1)
∆u+ λ2eu = 0, in Ω ⊂ R2,
u = 0, on∂Ω,
In [32] Nagasaki and Suzuki proved that for any sequence of λn → 0 one of the following holds for
the sequence of the corresponding solutions un of (1.1):
(i) ‖un‖L∞(Ω) → 0.
(ii) Solutions un blow up at the set of isolated points in Ω.
(iii) Blow up occurs in the whole Ω i.e. un(x)→∞ for all x.
In the case (i) we speak of the minimal solutions. They can be obtained by minimizing the functional∫
Ω
1
2
|∇u|2 − λ2
∫
Ω
eu
which is coercive, due to the Trudinger-Moser inequality, when λ is small enough. In the case (ii)
we speak of the bubbling solutions. They blow up at k isolated points aj ∈ Ω. Near each aj ,
j = 1, . . . , k, the local profile of the bubble is a scaling of
(1.2) w(r) = log
8
(1 + r2)2
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which is a solution of ∆w + ew = 0 in R2, we call it the standard bubble. When x ≈ aj we have
u(x) ≈ w(|x − aj |/λ)− 4 logλ, so that
(1.3) λ2
∫
Ω
eu → 8πk, as λ→ 0,
while for the minimal solution this last limit is 0. Finally, when the last alternative happens we
speak of the maximal solutions. Because of the well known result of Bre´zis and Merle [6] (see also
[29]) we know that for (iii) to hold we must have
lim
m→∞
λ2n
∫
Ω
eun =∞.
From [33] we know that at least in the case of the annulus all three alternatives may occur. In
particular solutions satisfying (i) or (iii) are radial and those satisfying (ii) have k fold symmetry.
Constructions of the bubbling solutions can be found in [1, 14] (for a similar result for the mean
field equation see [21]). Summarizing these results we know that for any multiply connected domain
there exists a solution with k bubbles, k ∈ N.
From now on we suppose that λ > 0 is a small parameter and Ω is a bounded, smooth domain,
which is doubly connected and such that the bounded component of R2 \Ω is not a point. To state
the existence result proven in [27] we will introduce the notion of the harmonic measure of a closed
curve γ ∈ Ω.
Definition 1. Let γ be a smooth, simple closed curve in Ω. A function Hγ ∈ C2(Ω \ γ)∩C0(Ω) is
called the harmonic measure of γ in Ω if the following holds:
(1.4)
∆Hγ = 0, in Ω \ γ,
Hγ = 0, on ∂Ω,
Hγ = 1, on γ.
Since γ is a simple closed curve it divides the plane, and consequently Ω, into two disjoint
components, Ω \ γ = Ω+ ∪Ω−. By definition, Ω+ is contained in the bounded component of R2 \ γ,
it can be called interior with respect to γ. The other component, Ω−, can be called the exterior
with respect to γ. We will also set:
H±γ = Hγ |Ω± .
Functions H±γ are harmonic in their respective domains Ω
± and they satisfy homogeneous Dirichlet
boundary conditions on ∂Ω± \ γ. Finally, for future purpose by n we will denote the unit normal
vector on γ. It defines the orientation so that n is the exterior unit normal of Ω− on γ, and the
interior unit normal of Ω+ on γ. Keeping this in mind, we have [27]:
Lemma 1.1. Let Ω ∈ R2 be a bounded, smooth, doubly connected set such that the bounded com-
ponent of R2 \Ω is not a point. There exists a simple, closed and smooth curve γ ∈ Ω such that its
harmonic measure satisfies
∂nH
+
γ + ∂nH
−
γ = 0 on γ.(1.5)
By the generalization of the Riemann mapping theorem for multiply connected domains there
exists a holomorphic, bijective map ψ : Ω → BR1 \ BR2 with some R1 > R2 > 0. We will show in
Section 1.2 that ψ(γ) = ∂BR, R =
√
R1R2. Given this the main result of [27] is the following:
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Theorem 1.1. Under the hypothesis and with the notation of Lemma 1.1 there exist a sequence
λn → 0, and a sequence of maximal solutions un of the Liouville problem (1.1) with the following
properties:
(i) It holds
un
2 log 1
λn
−→ H±γ , as λn → 0,(1.6)
over compact subsets of Ω±.
(ii) We have
λ2n
2 log 1
λn
∫
Ω
eun dx −→ 4π
log
√
R1
R2
as λn → 0(1.7)
By analogy with the expression in (1.3) we interpret the right hand side of (1.7) as the mass of
the blow up of the maximal solution. Note that it depends solely on the conformal class of Ω.
Our result complements [32] as it shows that at least in the case of general doubly connected
domains case (iii) occurs in general. What’s more, we also describe the way that the whole domain
blow up actually happens. First, we find the curve of concentration of the blow up in terms of the
free boundary problem (1.4)–(1.5), second we find the exact form of the line bubble in terms of the
one dimensional solution of the Liouville equation (see section 1.3 below), third we describe how
this local behavior is mediated with the far field approximation of the solution given by the scaled
harmonic measures H±γ .
The problem of determining the curve γ is interesting in its own right. The case of doubly con-
nected domains is relatively simple because of the conformal equivalence between Ω and an annulus.
For general multiply connected domains solving (1.4)–(1.5) appears to be more complicated but in
fact it can be done quite easily, see Remark 1.1 below. For brevity here we will discuss the former
case only.
The importance of (1.1) lies in the fact that there are several important problems in geometry
and physics for which the Liouville equation is a simple model problem. One of them, that we
will discuss later (in section 2) is the mean field equation. Another related problem we should
mention (but will not address here) is the prescribed Gaussian curvature equation (known as the
Nirenberg problem in the case of the sphere) – we refer to [26, 9, 10] and the references therein.
Recently, a version of this problem, where additionally the geodesic curvature on the boundary is
also prescribed has been studied in [30].
Our work was in part inspired by [22] where (1.7) of our theorem was proven for the annuli.
Another closely related results are contained in [16, 34, 15] where solutions of the stationary Keller-
Segel system concentrating on the boundary of the domain were constructed (see also the discussion
in section 2.2.3).
1.2. Existence of the free boundary. In this section we will prove Lemma 1.1. Under the
assumptions of Lemma 1.1 it is known that Ω is conformally equivalent to an annulus (see Theorem
4.2.1 in [35]). Thus we have a holomorphic, bijective map ψ : Ω→ BR1\BR2 with someR1 > R2 > 0.
To show Lemma 1.1 we first solve the problem of finding the curve γ in the annulus A = BR1 \BR2
and then pull it back to Ω using ψ. As a candidate for γ we take CR = {|x| = R}, where R will
be adjusted to satisfy the free boundary problem. We will denote by A+ = {R1 > |x| > R} and
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A− = {R > |x| > R2}. Functions H±CR should satisfy the following set of conditions
(1.8)
∆H±CR = 0, in A
±,
H±CR = 0, on ∂A
± ∩ ∂A,
H±CR = 1, on CR,
∂rH
+
CR
+ ∂rH
−
CR
= 0, on CR.
It is rather easy to see that we should have
H±CR = a
± + b± log r,
and that all conditions in (1.8) will be satisfied when R =
√
R1R2 and
(1.9)
a+ = − logR1
log
(√
R2
R1
) , a− = − logR2
log
(√
R1
R2
) ,
b+ =
1
log
(√
R2
R1
) , b− = 1
log
(√
R1
R2
) .
We let γ = ψ−1(CR) and
H±γ = H
±
CR
◦ ψ.
Since ψ is a conformal map it is evident that H±γ satisfies the assertions of Lemma 1.1. Observe
that by definition we have
∂nH
−
γ = |∂nψ|∂rH−CR ◦ ψ = −|∂nψ|∂rH+CR ◦ ψ = −∂nH+γ .
Hence, along γ
(1.10) ∂nH
−
γ = |∂nψ|
b−√
R1R2
, ∂nH
+
γ = |∂nψ|
b+√
R1R2
.
1.3. Derivation of the free boundary problem. In this section we will consider a slightly
modified version of (1.1), namely
(1.11)
∆u+ λ2V (x)eu = 0, in Ω ⊂ R2,
u = 0, on ∂Ω,
where the potential V (x) is a smooth, positive function in Ω. At first sight it may seem that the
introduction of V should alter somehow the conditions (1.4)–(1.5) but as we will see this is not the
case. The reason is that the effect of the potential is of order O(1) while the free boundary problem
is seen at the order O(log 1
λ
).
We fix a smooth, simple closed curve γ ⊂ Ω, a candidate for the free boundary. To describe the
Fermi coordinates of the curve γ let us denote the arc length parametrization of γ by s and let
t(x) = dist(γ, x) to be the signed distance to γ chosen in agreement with its orientation so that
x = γ(s) + tn(s).
For every point x sufficiently close to γ, the map x 7−→ (s, t) is a diffeomorphism. We will denote
this diffeomorphism by Xγ , so that Xγ(x) = (s, t). In what follows we will often express functions
globally defined in Ω or Ω± in terms of the Fermi coordinates keeping in mind that these expressions
are correct only when |dist(x, γ)| < δ with some δ > 0 small.
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To find the approximation of the maximal solution near γ let us consider the following ODE:
u′′ + eu = 0, in R,
u′(0) = 0.
(1.12)
This problem has an explicit solution
U(t) = log
(
2 sech2 t
)
,(1.13)
whose asymptotic behavior is given by:
U(t) = −a0|t|+ b0 +O(e−a0|t|), |t| → ∞, where a0 = 2 and b0 = log 2.(1.14)
Considering the equation (1.1) we observe that if v is a solution of ∆v + e v = 0 then u(x) =
v(λµx) + 2 logµ is, for any constant µ > 0, a solution of ∆u+ λ2eu = 0. We introduce the scaling
function
µλ : γ → R+,
to be determined later on. A priori we assume only
µλ = O
(
log 1
λ
λ
)
.
We also need to take into account the potential so we set hγ(s) = V ◦ X−1γ (s, 0) and define the
approximate solution by
(1.15) v0(x) = U (λµλt) + 2 logµλ − log hγ , x = X−1γ (s, t).
Note that v0 is well defined as a function of x ∈ Ω ∩ {|dist (x, γ)| < δ} with some δ > 0. By (1.13)
and (1.14) we deduce that
v0 ◦X−1γ (s, t) = −a0λµλ|t|+ b0 + 2 logµλ − log hγ +O
(
e−a0λµλ|t|
)
.(1.16)
Next we consider the outer approximation. In each of the components Ω± of Ω \ γ we define the
outer approximation w±0 by:
∆w±0 = 0, in Ω
±,
w±0 = 0, on ∂Ω
± ∩ ∂Ω.(1.17)
Note that in this problem we are missing a boundary condition on γ for each of the unknown
functions. This boundary condition will be determined through a matching condition between the
inner approximation v0 and the outer approximation w
±
0 and it will provide eventually the free
boundary condition (1.5). To proceed let us express the outer approximations in terms of the Fermi
coordinates of γ, and then expand them formally in terms of the variable t:
w±0 ◦X−1γ (s, t) = w±0 ◦X−1γ (s, 0) + t∂tw±0 ◦X−1γ (s, t) |t=0 + . . .
= w±0 (s, 0) + t∂nw
±
0 ◦X−1γ (s, 0) + . . .
Next we let η to be the inner variable
(1.18) η = λµλt =⇒ t = η
λµλ
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which is more convenient to express the matching conditions. To match the inner and outer ap-
proximations the following identities should hold:
w+0 ◦X−1γ (s, 0) +
η
λµλ
(
∂nw
+
0 ◦X−1γ
)
(s, 0) = −a0η + b0 + 2 logµλ − log hγ ,
w−0 ◦X−1γ (s, 0) +
η
λµλ
(
∂nw
−
0 ◦X−1γ
)
(s, 0) = a0η + b0 + 2 logµλ − log hγ .
(1.19)
This leads to the following conditions on γ
(1.20)
{
w+0 = b0 + 2 logµλ − log hγ ,
∂nw
+
0 = −a0λµλ,
and
{
w−0 = b0 + 2 logµλ − log hγ ,
∂nw
−
0 = a0λµλ.
These boundary conditions together with the boundary conditions on ∂Ω∩ ∂Ω± give an overdeter-
mined, nonlinear problem for µλ, which seems to be rather difficult. To avoid this complication we
note that at this point we only need to satisfy conditions (1.20) with certain precision. For now it
suffices that the difference between the left and the right hand sides is of order O
(
log log 1
λ
log 1
λ
)
in the
matching of w±0 and O(1) in the matching of ∂nw±0 . To accomplish this we introduce the following
scaling function of the small parameter λ:
β = 2 log
1
a0λ
+ b0, a0 = 2, b0 = log 2,(1.21)
µλ = − (β + 2 logβ)
a0λ
∂nH
+
γ =
(β + 2 logβ)
a0λ
∂nH
−
γ > 0.(1.22)
With these definitions we set
(1.23) w±0 = (β + 2 logβ)H
±
γ + H˜
±,
where
∆H˜± = 0, in Ω±,
H˜± = 0, on ∂Ω± ∩ ∂Ω,
H˜± = 2 log |∂nH±γ | − log hγ , on γ.
We check
(1.24) ∂nw
±
0 ± a0λµλ = ∂nH˜± = O(1) on γ,
so that the matching conditions for the derivatives are satisfied as we wanted. We claim that
(1.25) w±0 − b0 − 2 logµλ + log hγ = O
(
log log 1
λ
log 1
λ
)
on γ
as needed. Indeed
w+0 − b0 − 2 logµλ + log hγ = (β + 2 logβ)H+γ + 2 log(−∂nH+γ )− log hγ − b0 − 2 log
(
1
a0λ
)
− 2 logβ − 2 log(−∂nH+γ ) + log hγ − 2 log
(
1 +
2 logβ
β
)
= −2 log
(
1 +
2 logβ
β
)
= O
(
log β
β
)
= O
(
log log 1
λ
log 1
λ
)
,
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(we have used H+γ = 1 on γ). Of course we compute similarly the error of w
−
0 − b0 − 2 logµλ.
The asymptotic formula for the maximal solution, together with the explicit form of the functions
H±γ can be used to calculate (formally) the mass of the maximal solution as in Theorem 1.1 (ii).
To begin consider the exponential of the solution u. Given δ > 0 small we have
λ2eu ≈


λ2 exp (U (λµλt) + 2 logµλ − log hγ) , |t| < δ,
λ2 exp
(
(β + 2 log β)H±γ + H˜
±
)
, dist(x, γ) > δ.
It can be shown that there exists a constant c0 > 0 such that we have
H±γ (x) ≤ 1− cδ, dist(x, γ) ≥ δ.
It follows that, when δ = δλ =
M log β
β
with some M > 0 large, then
λ2 exp
(
(β + 2 logβ)H±γ + H˜
±
)
. e−c0M log β = o(β), dist(x, γ) > δλ.
Using this we get
λ2
β
∫
Ω
V (x)eu dx =
λ2
β
∫
|t|<δλ
V (x)eu dx+ o(1),
or in other words the mass of the maximal solution is concentrated near γ. Expressing the integral
above in the local coordinates of γ we get
(1.26)
λ2
β
∫
|t|<δλ
V (x)eu dx ≈ λ
2
β
∫
|t|<δλ
hγ(s) exp (U (λµλt) + 2 logµλ − log hγ) dtds
≈ λ
2
β
∫ |γ|
0
∫ δλ
−δλ
µ2λ exp (U(λµλt)) dtds
≈
∫ |γ|
0
∫ ∞
−∞
λµλ
β
eU(η) dηds
≈
∫ |γ|
0
1
2
|∂nH±γ (s, 0)| ds
∫ ∞
−∞
exp
(
log(2 sech2 η)
)
dη
≈ 2|b
−|√
R1R2
∫ |γ|
0
|∂nψ| ds
=
4πR
√
R1R2 log
√
R1
R2
=
4π
log
√
R1
R2
.
Above we have used that |∂nψ| = |∂τψ| by the Cauchy-Riemann equations and
(1.27)
∫ ∞
−∞
exp
(
log(2 sech2 η)
)
dη = 2
∫ ∞
−∞
sech2 η dη = 4.
Remark 1.1. It is evident that the free boundary problem (1.4)–(1.5) can be stated when Ω is an
arbitrary bounded and smooth domain in R2. Suppose that we can find W±γ in such general case
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and let us define
uγ =
{
W+γ , in Ω
+,
2−W−γ , in Ω−.
Then in fact uγ is a harmonic function in the whole Ω such that uγ = 0 on this part of ∂Ω where
W+γ = 0 and uγ = 2 on this part of ∂Ω where W
−
γ = 0. At the same time uγ = 1 on γ. Conversely,
given two disjoint components ∂Ωℓ, ℓ = 0, 2 such that ∂Ω = ∂Ω0 ∪ ∂Ω2 we can find a solution of
the free boundary problem (1.4)–(1.5) by solving
(1.28)
∆u = 0, in Ω,
u = ℓ, in ∂Ωℓ, ℓ = 0, 2,
and defining γ = {u = 1}. This way the problem (1.28) leads to a kind of generalized solution of
the free boundary problem. Note that we can also find γ by minimizing
∫
Ω
|∇u|2 among all H1(Ω)
functions such that u = ℓ, on ∂Ωℓ, ℓ = 0, 2. With this definition several solutions of the free
boundary problem can be possibly found for domains with sufficiently rich topology.
2. The mean field equation
2.1. Derivation of the free boundary problem. Liouville’s equation (1.11) belongs to a larger
family of problems, one of them is the mean field model
(2.1) ∆gu+ ρ
(
V (x)eu∫
M
V eu dµ
− cM
)
= 0, cM =
1
vol(M)
,
on a compact, two dimensional, closed Riemannian manifold (M, g) assuming V > 0. This equation
appears in statistical mechanics [7, 8, 25] and Chern-Simmons-Higgs theory [24, 23] and its most
complete existence theory was developed by Chen and Lin [11, 12], see also [28, 17, 36, 31, 13, 18,
19, 20]. In very general terms, given suitable assumptions on M , these results show the existence
of bubbling solutions as the parameter ρ→∞ with the number of bubbles increasing to infinity as
ρ crosses the values ρm = 8πm, m ∈ N. For such solutions we have∫
M
V eu dµ −→ 8πm, ρր 8πm.
Note that the mass of the bubbling solutions increases as ρ as ρ → ∞. Here we will consider the
maximal solutions meaning that
(2.2)
ρ∫
M
V eu dµ
= λ2 −→ 0, ρ→∞.
In contrast with the bubbling solutions the mass of the maximal solutions increases faster than ρ as
ρ → ∞. Calculations of the previous section suggest that we could take ρ = O(log 1
λ
) but strictly
speaking it is not necessary so that we will assume only that
ρ = ρλ −→ +∞, λց 0,
and (2.2) holds. With this in mind (2.1) becomes
(2.3) ∆gu+ λ
2V (x)eu = ρλcM .
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To simplify the discussion we will consider (2.3) in a bounded, smooth domain Ω ⊂ R2, assuming
homogeneous Neumann boundary conditions and V ≡ 1:
(2.4)
∆u + λ2eu = ρλcΩ, cΩ =
1
|Ω| ,
∂nu = 0, on ∂Ω.
Integrating (2.4) and taking into account the boundary conditions we see that we should have
λ2
ρλ
∫
Ω
V (x)eu = 1,
which shows that (2.4) is a reasonable model problem for (2.1).
We proceed to define the approximate solution for (2.4). As before, we choose a smooth, closed
curve γ in Ω and define the inner approximation by (1.15). At this moment µλ is still unknown.
At the distance O(1) from γ we expect that
u ∼ ρλ, λ2eu = o(ρλ)
hence we should have u ≈ w±0 , where w±0 = ρλcΩK±γ and
(2.5)
∆K±γ = 1, in Ω
±,
∂nKγ = 0 on ∂Ω
± ∩ ∂Ω.
To find the free boundary conditions we use exactly the same argument of matching the inner and
the outer approximations as in the previous case, see the relations in (1.20). As a consequence we
need
(2.6)
K±γ = 1, on γ,
∂nK
+
γ + ∂nK
−
γ = 0, on γ.
Keep in mind that n is the unit normal exterior to Ω−, by the choice of the orientation on γ.
Suppose that (2.5)–(2.6) can be solved (we will provide an example in section 2.2.1). We need
ρλcΩ∂nK
−
γ = a0λµλ = −ρλcΩ∂nK+γ , a0 = 2,
hence the definition of µλ, c.f (1.22):
(2.7) µλ =
ρλcΩ|∂nK±γ |
a0λ
.
Using this approximation we calculate the mass of the solution λ2
∫
Ω
eu dx as in (1.26). By equation
(2.4) we have of course
(2.8)
λ2
ρλ
∫
Ω
eu dx = 1.
On the other hand following (1.26) (calculation is essentially the same up to the fourth line replacing
β by ρλ and H
±
γ by K
±
γ )
(2.9)
λ2
ρλ
∫
Ω
eu dx ≈
∫ |γ|
0
1
2
|∂nK±γ (s, 0)| ds
∫ ∞
−∞
exp
(
log(2 sech2 η)
)
dη
= 2cΩ
∫
γ
|∂nK±γ | = 2cΩ|Ω±| = 1,
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where we have used (1.27) and
|Ω+| =
∫
Ω+
∆K+ = −
∫
γ
∂nK
+ =
∫
γ
∂nK
− =
∫
Ω+
∆K+ = |Ω−|,
and |Ω+|+ |Ω−| = |Ω|. Thus our approximation is consistent with (2.8).
Let us discuss existence of another set where the mass could concentrate. One possibility is
suggested by [15]: the mass is concentrated on ∂Ω. To take this into account suppose that α = ∂Ω
is a simple, smooth closed curve. Let us suppose that α is contained in the same connected
component of R2 \ γ as Ω−. Let now the function K−γ be the solution of
(2.10)
∆K−γ = 1, in Ω,
K−γ = 1, on ∂Ω = α,
K−γ = 1, on γ.
The function K+γ is the solution of (2.5) as before.
We associate to α local coordinates (σ, τ) where σ is the arc length and τ > 0 the distance.
Consider a scaling function νλ as before and let the boundary approximation of the maximal
solution to be
U(λνλτ) + 2 log νλ,
and the inner approximation of the maximal solution to be
U(λµλt) + 2 logµλ.
As before, we keep in mind that both scaling functions µλ, νλ are yet to be determined. Next, let
the outer approximation be defined at the distance larger than O(δλ) where δλ =
M log ρλ
ρλ
from α
or γ by
w0 =
{
w−0 = ρλcΩK
−
γ , in Ω
−,
w+0 = ρλcΩK
+
γ , in Ω
+.
To determine νλ we use the matching condition of the form (1.20) for the derivative:
(2.11) ∂nw
−
0 = a0λνλ =⇒ νλ =
ρλcΩ∂nK
−
γ
a0λ
.
To find µλ we argue similarly. On γ we need:
(2.12)
∂nw
+
0 = −a0λµλ,
∂nw
−
0 = a0λµλ,
hence in addition to K±γ = 1 on γ we should require
(2.13) ∂nK
+
γ + ∂nK
−
γ = 0.
Finally, we get
(2.14) µλ =
ρλcΩ|∂nK±γ |
a0λ
Now, we can calculate the mass of the maximal solution by similar calculations as those in (1.26)
and (2.9). Note that the integral over α will carry a factor of 12 since in the volume integral we only
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integrate on one side of α. The result is
(2.15)
λ2
ρλ
∫
Ω
eu dx = 2cΩ
∫
γ
|∂nK±γ |+ cΩ
∫
α
∂nKα
= cΩ|Ω+|+ cΩ|Ω−|
= 1,
as it should be.
2.2. Examples.
2.2.1. Problem (2.4) in the disc. When Ω = BR1 the solution of the free boundary problem (2.5)–
(2.6) should be γ = {|x| = R} with R = R1/
√
2, since it divides Ω into two regions of equal areas.
We will verify this solving directly (2.5)–(2.6). To this end we suppose that K±γ are radial functions
so that
K+γ (r) = a
+ +
1
4
r2, K−γ (r) = a
− + b− log r +
1
4
r2.
The boundary conditions and the free boundary conditions give the equations
(2.16)
a+ +
1
4
R2 = 1,
a− + b− logR+
1
4
R2 = 1,
b− +
1
2
R21 = 0,
R2 + b− = 0.
For the third and the fourth equations to be consistent we need
R =
R1√
2
,
as expected.
Next, consider the modification of the free boundary problem as in (2.10). In this case we no
longer have |Ω+| = |Ω−| and so it is not so easy to guess what the free boundary γ should be.
Modifying (2.16) to account for the new boundary condition on K−γ we get (compared with (2.16)
only the third equality is different)
a+ +
1
4
R2 = 1
a− + b− logR+
1
4
R2 = 1,
a− + b− logR1 +
1
4
R21 = 1,
R2 + b− = 0.
Eliminating a−, b− in the last three equations and setting r =
R21
R2
we see that the problem is to find
an r ∈ (1,∞) such that
1
2
log r − 1
4
r = −1
4
.
12 MICHA L KOWALCZYK, ANGELA PISTOIA, PIOTR RYBKA, AND GIUSI VAIRA
For the function f(r) = 12 log r − 14r we have
f(1) = −1
4
, f ′(r) > 0, r ∈ (1, 2), f ′(r) < 0, r > 2
hence there exists r∗ > 2 such that f(r∗) = − 14 and thus
R =
R1√
r∗
gives the radius of γ in this case. Note however that these two examples are not the only possible
solutions for we could take as γ the diameter, find K−γ in the half-disc and then define K
+
γ by the
even reflection. This suggests that there is a multitude of the maximal solutions in general.
2.2.2. The free boundary problem for the mean field model on a manifold. Based on the derivation
of the free boundary problem for the Liouville equation and for the model problem (2.4) it is easy to
guess what the free boundary problem associated with the maximal solutions of (2.1) should be. To
state it in precise and more general terms let Ω± ⊂ M be two open sets such that Ω+ ∪ Ω− = M .
The free boundary is the common boundary of the two sets γ = ∂Ω±. The problem of determining
γ amounts to finding K±γ such that
(2.17)
∆gK
±
γ = 1, in Ω
±,
K±γ = 1, on γ,
∂nK
−
γ + ∂nK
+
γ = 0, on γ,
where n is the unit outer normal vector on Ω−. Problem (2.17) does not seem to be as simple as
the problem considered in (1.4)–(1.5). Note that now using conformal map to transfer this problem
to some standard domain (e.g. the sphere) does not work. On the other hand it is easy to give
examples of solutions for some concrete manifolds. For example if M = S2 then Ω± should be the
half spheres. If M = T2 (two dimensional torus) then two possible solutions come come to mind
immediately. Agreeing that the axis of the rotation of the torus is the z axis one solution is to take
Ω+ = T2∩{x > 0}, Ω− = T2∩{x < 0}. Another is to take Ω+ = T2∩{z > 0}, Ω− = T2 ∩{z < 0}.
Again we see that the solution to the free boundary problem is not unique, even if we mod out the
obvious symmetry.
2.2.3. Stationary solutions of the Keller-Segel problem. The stationary Keller-Segel on a bounded
domain Ω ⊂ R2 can be written in the following form
(2.18)
∆u+ u = λeu, in Ω,
∂nu = 0, on ∂Ω.
where λ > 0 is a small parameter (see for instance [16]). Solutions blowing up in the whole domain Ω
and with the mass concentrating on the boundary were constructed in [15]. In the case of radially
symmetric domains (Ω is a disc or an annulus) the analogs of maximal solutions concentrating
on internal circles of Ω were found by bifurcation analysis combined with variational methods in
[3, 4, 5] (see also [2] for a related higher dimensional problem). Formally it is not hard to find the
free boundary problem that would determine the curve γ ⊂ Ω of mass concentration in a general
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domain. It should consist of finding functions U±γ such that
(2.19)
∆U±γ + U
±
γ = 0, in Ω
±,
∂nU
±
γ = 0, on ∂Ω,
U±γ = 1, on γ.
Indeed this problem in the radially symmetric setting has been stated already in [2]. It is important
to notice that (2.19) can be also stated when γ instead of being a single curve has several compo-
nents. For example in [4, 5] solutions of (2.18) with mass concentrating on concentric circles were
found. These circles can be obtained by solving suitably modified (2.19). Finally we observe that
the free boundary problem in this case can be formulated as a partition problem: find γ such that
‖u‖2
H1(Ω) is minimized in the class of functions u = 1 on γ.
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