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Cílem této diplomové práce je vytvořit Nástroj pro shlukovou analýzu dat. Shluková analýza je 
jednou z metod získávání znalostí z databází, které slouží k získání užitečných znalostí a vzorů 
z prvotních dat.  
V práci je popsán vývoj nástroje od návrhu GUI a tříd aplikace následovaného výběrem metod, 
které byly v rámci diplomové práce implementovány a to rozdělovací metoda K-Medoids a metoda 
založená na hustotě DBSCAN. Výsledně vytvořený Nástroj umí pracovat s proměnnými číselného a 
řetězcového typu. Data, s kterými pracuje, načítá z MySQL databází. Výsledky dosažené Nástrojem 
pro shlukování dat na testovacích a reálných datech jsou srovnány s výsledky dosaženými na stejných 
datech programy Rapid Miner a SAS Enterprise Miner. Nyní podrobněji k obsahu jednotlivých 
kapitol. 
Seznámení s oblastí získávání znalostí z databází a problematikou s ní spojenou je věnována 
kapitola číslo dvě. Kapitola tři se věnuje oblasti shlukové analýzy dat a jednotlivým metodám, které 
jsou pro shlukovou analýzu používány. Větší prostor je věnován dvěma metodám, které byly vybrány 
pro implementaci v rámci diplomového projektu.  
V čtvrté kapitole jsou představeny programy SAS Enterprise Miner a Rapid Miner. Současně je 
popsáno jejich ovládání a možnosti. Tyto programy jsou použity pro srovnání výsledků s vyvinutou 
aplikací. Kapitola pět obsahuje popis nejdůležitějších tříd, které byly vytvořeny při návrhu Nástroje 
pro shlukování. dat. V rámci šesté kapitoly jsou přiblíženy možnosti implementovaného Nástroje pro 
shlukování a popsán princip práce s ním. Seznámení s možnostmi vizualizace výsledků a ukázky 
grafů vytvořených nástrojem obsahuje kapitola číslo sedm. 
Kapitoly osm, devět a deset se věnují jednotlivým testům, které byly s vytvořeným Nástrojem 
pro shlukování prováděny a jejich porovnání s výsledky dosaženými na stejných datech programy 
Rapid Miner a SAS Enterprise Miner. V kapitole osmé jsou popsány výsledky testů s testovacími 
daty, kterými byla ověřena funkčnost implementovaných metod K-Medoids a DBSCAN. Pro 
srovnání jsou výsledky dosažené Nástrojem pro shlukování dat srovnány s výsledky dosaženými 
pomocí programu Rapid Miner. Kapitola devátá obsahuje popis reálných dat, které byly použity pro 
provádění testů a výsledky dosažené pro tyto data Nástrojem pro shlukování i programem Rapid 
Miner. Kapitola obsahuje zhodnocení dosažených výsledků a jejich následné využití pro optimalizaci 
metody K-Medoids. V kapitole desáté jsou popsány výsledky dosažené na stejných reálných datech 
programem SAS Enterprise Miner. Poslední kapitola obsahuje zhodnocení celé práce. 
 
 4 
2 Získávání znalostí z databází 
V rámci kapitoly se seznámíme se základními pojmy z oblasti získávání znalostí z databází a 
uvedeme si možné aplikační domény, v kterých se používá. Informace pro tuto kapitolu byly čerpány 
hlavně z [5] a [15].  Získávání znalostí z databází můžeme označit za poměrně nové  
a  rychle se rozvíjející odvětví počítačové vědy. Příčiny jeho vzniku můžeme hledat ve velmi rychle 
zvyšujícím se objemu dat uložených v databázích.  Stav v posledních desetiletích by se dal popsat 
následujícím výrokem: „Topíme se v datech, ale trpíme nedostatkem znalostí“. Tento stav logicky 
vyvolal potřebu vyvinout metody umožňující získat z velkého objemu dat potencionálně zajímavé 
informace a vzory. Jejich následné využití je možné v široké skupině odvětví od komerční sféry po 
vojenství a zdravotnictví. 
Počátky potřeby vývoje získávání znalostí můžeme hledat v rychlém prosazení relačních 
databázových systémů v 80. letech minulého století. Tento úspěch spojený s vývojem v této oblasti a 
zvyšujícími se nároky na data vedl v dalších letech k vývoji stále pokročilejších databázových 
systémů. Výsledkem toho procesu byl vývoj dalších typů databází, jako jsou databáze temporální, 
prostorové, objektové nebo multimediální. Jako přímý důsledek tohoto vývoje začal, jak již bylo 
zmíněno výše rychle stoupat objem dat, které byly v databázích uloženy. Při tomto neustále 
zvyšujícím se množství dat nastala potřeba vyvinout metody a nástroje pro jejich analýzu. 
Na počátku 90. let se začaly objevovat technologie a nástroje pro tvorbu datových skladů. Ty 
sloužily ke shromaždování dat z různých zdrojů a k jejich následné analýze. Datový sklad si můžeme 
představit jako prostředí, které je odděleno od běžně používané databáze. Umí poskytnout nástroje jak 
pro ukládání, tak i pro analýzu dat. Spolu s datovými sklady přichází i první metody pro získávání 
znalostí z databází. Na rozdíl od běžných databází probíhá v datových skladech automatizované 
hledání užitečných vzorů. 
V dnešní době probíhá rychlý rozvoj metod a aplikací pro získávání znalostí a jejich aplikace 
na problémy spojené s běžným životem. Na druhou stranu neustálý pokrok v informačních 
technologiích sebou přináší další problémy, s kterými se musíme při získávání dat vypořádávat a nové 
oblasti, na které můžeme dolování dat aplikovat. Jako příklad si můžeme uvést získávání znalostí 
z proudu dat. 
2.1 Definice získávání znalostí 
Pojem získávání znalostí z databází můžeme definovat jako extrakci (dolování) zajímavých modelů a 




Aby se skutečně jednalo o užitečné znalosti, měly by splňovat následující kritéria: 
• Netriviálnost: nelze je získat jednoduchým SQL dotazem, za získávání znalostí nejsou 
považovány deduktivní a expertní databázové systémy. 
• Skrytost: mělo by se jednat o modely a vzory, které nemůžeme v datech na první pohled 
rozeznat. 
• Dříve neznámé: snažíme se nalézt takové vzory, které nebyly známé. 
• Potenciální užitečnost: potencionální užitečnost získaných znalostí můžeme měřit na základě 
toho, jakým způsobem přispívají k podpoře rozhodování určitého problému. Například pro 
bankovní ústav je jistě užitečné získat znalosti pro podporu rozhodování o přidělování úvěrů 
a určování jejich výše. 
2.2 Proces získávání znalostí 
 





Získávání znalostí z databází se skládá z následujících kroků: 
1. Čištění dat – při provádění tohoto kroku se snažíme odstranit z datové množiny 
určené pro získání znalostí poškozená a chybná data. 
2. Integrace dat – jejím cílem je sloučit data získaná z různých zdrojů. Většinou bývá 
čištění a integrace dat prováděno zároveň v rámci jednoho kroku. 
3. Výběr dat – jsou vybrána podstatná data pro řešení vybrané úlohy. 
4. Transformace dat – vybraná data jsou transformována do formátu, který je vhodný 
pro vybranou dolovací úlohu. Například se může jednat o provedení počátečních 
výpočtů nad daty. 
5. Dolování z dat – hlavní část procesu. Za pomocí vybrané metody pro získávání 
znalostí jsou z dat extrahovány užitečné vzory. 
6. Hodnocení vzorů – určení míry užitečnosti získaných vzorů. Snažíme se vybrat 
z nalezených vzorů ty zajímavé, případně omezit počet vzorů k prezentaci uživateli 
dle zadaného kritéria. Metody, které jsou k tomu používány, budou podrobněji 
popsány níže. 
7. Prezentace znalostí – v posledním kroku dochází k vizuálnímu vyjádření výsledků 
koncovému uživateli, to může být provedeno formou tabulky, grafu nebo jinou 
formou. 
2.3 Typy dolovacích úloh 
Nyní si krátce přibližme nejběžnější typy dolovacích úloh, které jsou k získávání znalostí z databází 
používány. Jsou to následující:  
1) Klasifikace a predikce 
2) Shlukování 
3) Analýza frekventovaných vzorů 
4) Analýza odlehlých hodnot 
Při klasifikaci se snažíme odhadnout, do jaké třídy bude objekt přidělen na základě hodnot jeho 
parametrů. Při predikci se naopak podle hodnot ostatních parametrů snažíme odhadnout hodnotu 
zvoleného atributu objektu. Jako příklad si můžeme uvést databázi klientů banky a úvěrů, které jim 
byly poskytnuty. Pomocí klasifikace se budeme snažit získat třídy klientů určující potenciální riziko 
nesplacení. Při použití predikce se budeme při žádosti nového klienta o úvěr snažit zjistit na základě 
údajů, které jsou nám o něm známy, zda je rizikové mu úvěr poskytnout. Shlukování bude podrobně 
popsáno v následující kapitole. 
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Analýza frekventovaných vzorů se věnuje hledání vztahů mezi jednotlivými atributy a 
vyhledávání asociačních pravidel. Typicky je využívána pro analýzu nákupního košíku. V tomto 
případě zkoumá chování zákazníka a zboží, které nakoupil. Cílem je získat skupiny zboží, které jsou 
často nakupovány společně. Získané skupiny zboží lze potom využít například k změně rozložení 
zboží v prodejně nebo při propagačních akcích. Ukázku vzorového asociačního pravidla můžete 
nalézt v následující podkapitole u vysvětlení pojmů podpora a spolehlivost. 
Posledním typem úlohy je analýza odlehlých hodnot. Její použitelnost je hlavně při odhalování 
různých typů podvodů. Uvažujme příklad sledování bankovních transakcí, kdy podezřelým chováním 
může být výběr velké částky z bankomatu krátkou dobu po vložení vysoké částky klientem na 
pokladně banky. Takové chování může značit odcizení klientovy karty. V porovnání s celkovým 
množstvím transakcí tvoří podobné transakce pouze malou část datové množiny, proto hovoříme o 
analýze odlehlých hodnot. 
2.4 Hodnocení užitečnosti nalezených vzorů 
Vzory nalezené při provádění vybrané metody získávání znalostí je potřeba podle definovaného 
principu ohodnotit. Typicky část nalezených vzorů není pro uživatele zajímavá. Zajímavé vzory by 
měly být pro uživatele nové, lehce srozumitelné a užitečné. Za užitečný vzor považujeme i takové 
vzory potvrzující předpoklady, které jsme se dolovací úlohou snažili ověřit. Míry posouzení 
užitečnosti rozdělujeme na objektivní a subjektivní. 
Subjektivní posouzení užitečnosti je například novost nalezených vzorů. Pro každého uživatele 
je totiž počet nových vzorů odlišný. Věnujme se podrobněji objektivnímu posouzení užitečnosti 
vzorů. To se provádí například pomocí podpory a spolehlivosti. K vysvětlení těchto pojmů nám 
poslouží příklad asociačního pravidla ve tvaru X => Y, kde X a Y jsou množiny položek. Podporu a 




= P XS Yb c 2.1` a  
spolehlivost X[ Y
` a
= P Y X
LL a 2.2` ab   
 
Podpora pravidla udává pravděpodobnost výskytu transakce, která bude současně obsahovat 
položky z množiny X i Y. Pomocí podpory však nezjistíme, zda není i mnoho výskytů transakcí, které 
obsahují pouze položky z množiny X. Z tohoto úhlu pohledu nás zajímá spolehlivost pravidla. Ta 
vyjadřuje pravděpodobnost, že pokud transakce obsahuje položky z množiny X, tak obsahuje položky 
i z množiny Y. V praxi to znamená, že například podpora a spolehlivost následujícího pravidla: 
nakup Z, . brusle .
b c
[ nakup Z, . chranice .
b c




kde Z udává zákazníka označuje skutečnost, kdy si zákazník v 3% celkových nákupů zakoupí brusle i 
chrániče a v 70% případů nákupu bruslí vybral i chrániče. Pomocí těchto dvou vlastností můžeme 
filtrovat nalezené vzory pomocí zadání prahových hodnot. Ani výsledky dosažené pomocí použití 
objektivních mír posouzení užitečnosti nemohou zaručit nalezení nových vzorů. V datech se může 
vyskytovat pravidlo s vysokou podporou i spolehlivostí, které bude všeobecně známé. 
 Hodnocení pomocí podpory a spolehlivosti nemůžeme uplatnit na všechny druhy dolovacích 
úloh, nejvíce se využívá právě při analýze asociačních pravidel. V případě shlukování můžeme použít 
pro hodnocení kvality shluků metriku, kdy budeme hodnotit kvalitu dosažených shluků podle střední 
vzdálenosti mezi objekty třídy a středem třídy. 
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3 Shluková analýza 
V této kapitole si vysvětlíme pojem shlukování dat a představíme jednotlivé druhy metod, jež jsou 
obvykle používány. Informace pro tuto kapitolu byly čerpány hlavně z [5] a [15]. Jak již bylo řečeno 
výše shluková analýza je jednou z metod pro získávání znalostí z databází. Cílem shlukování dat je 
rozdělit množinu objektů nacházejících se v databázi do několika tříd (shluků) na základě podobnosti 
mezi jejich vlastnostmi. Zařazení objektů do tříd by mělo být takové, že objekty stejné třídy si budou 
navzájem co nejvíce podobné a současně co nejméně podobné objektům jiných tříd. Podobnost 
objektů je určována na základě hodnot atributů objektů. Často používanou metodou pro určení 
podobnosti je vzdálenostní funkce. 
Shlukovacích metod je velké množství a důkladně budou popsány v podkapitole 3.2. Nyní si 
popišme některé vlastnosti, které by měly metody splňovat. Protože získávání znalostí většinou 
pracuje s velkým množstvím dat, měly by metody být dobře škálovatelné, aby mohl být výpočet 
metody prováděn paralelně. V určitých případech lze zpracování velké množiny dat nahradit jejím 
vzorkem. Takové nahrazení však může, pokud není provedeno správným způsobem, mít za následek 
zkreslení výsledků shlukovací metody. 
Další ceněnou vlastností je schopnost pracovat s různými datovými typy atributů v datové 
množině a nalézání shluků různých tvarů. Část shlukovacích metod byla vyvinuta pro shlukování 
numerických dat. V datech s kterými v praxi metody pracují, se běžně vyskytují i atributy jiných 
datových typů. Z důvodu, že mnoho metod je přizpůsobeno k shlukování numerických dat, je zřejmě 
nejběžněji používanou metodou pro zjištění vzdálenosti mezi objekty vzdálenostní funkce založená 
na Euklidovské vzdálenosti. Metody díky této skutečnosti mají tendenci vytvářet kulovité shluky, 
které nemusejí vždy odpovídat třídám, které by v datech měly být nalezeny. V případě, že metoda 
dokáže vytvářet shluky libovolných tvarů je výsledné rozdělení tříd efektivnější. 
V řadě případů je nutné, aby uživatel zadal vstupní parametry pro metodu. Například u metod 
K-Means a K-Medoids je nutné zadat před provedením počet tříd, na které má být datová množina 
rozdělena. Výsledně nalezené shluky jsou přímo ovlivněny zadanou hodnotou parametru. Pro 
rozsáhlou databázi není jednoduché tyto parametry správně určit. Z tohoto důvodu vývoj směruje 
k metodám, které budou požadovat minimální počet parametrů a znalostí uživatele o řešeném 
problému. 
Jednou z důležitých vlastností je schopnost metody vypořádat se s neúplnými daty. V praxi 
většina databází obsahuje určitou část dat, která jsou poškozená nebo mají chybné atributy. I když 
většinou před prováděním shlukovací metody jsou data předzpracována (např. v datovém skladu) 
nelze zaručit, že všechna neúplná data budou odstraněna. Navíc ani předzpracování nezaručí, že z dat 
jsou odstraněny odlehlé hodnoty. Protože neúplná data výrazně ovlivňují výslednou kvalitu 
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nalezených shluků, je potřebné, aby metody uměly efektivně pracovat i s daty, které takové hodnoty 
obsahují. 
Některé shlukovací metody jsou citlivé na pořadí záznamů ve vstupních datech. Výsledně 
nalezené shluky se mohou velmi lišit nebo být úplně jiné podle zvoleného pořadí vstupních dat. 
Z tohoto důvodu je kladen důraz, aby metody poskytovaly stejné výsledky pro libovolné pořadí 
vstupních záznamů. 
Další požadovanou vlastností je práce s vysoce dimenzionálními daty. Mnoho shlukovacích 
metod pracuje dobře s dvou až tří dimenzionálními daty. Data takového rozsahu je schopný 
analyzovat i člověk. Z tohoto důvodu vývoj směřuje k metodám, které umí pracovat s vysokým 
počtem atributů (dimenzí). 
Posledními vlastnostmi, které požadujeme od shlukovacích metod je schopnost shlukovat data 
na základě zvoleného omezení a vytváření shluků, které jsou dobře interpretovatelné uživateli. 
V případě shlukování pomocí omezení se jedná o nalezení shluků, které splňují zadaná omezení. 
V praxi to například znamená, že při hledání lokace pro nový obchodní dům, jsou uživateli z mapy 
města vráceny shluky domů, které se nalézají v blízkosti plánovaného umístění. Interpretovatelnost 
shluků znamená, že vytvořené shluky jsou použitelné a shlukovací nástroj, který používá metodu, 
umožňuje jejich vizualizaci uživateli. 
3.1 Vzdálenostní funkce 
Jak již bylo zmíněno výše, nejčastějším způsobem porovnání podobnosti dvou objektů je 
vzdálenostní funkce. V této podkapitole si přiblížíme nároky obecně kladené na vzdálenostní funkce a 
popíšeme si vzdálenostní funkce, které budou použity v Nástroji pro shlukování dat. 
 Nejprve si uveďme, jaké podmínky musí splňovat každá vzdálenostní funkce, kterou bychom 
chtěli pro porovnávání objektů používat. Zaveďme si pojem d(A,B) jako funkci vracející vzdálenost 
mezi objekty A a B. Vždy by měly být splněny 4 základní požadavky a to následující: 
1) Vzdálenost dvou objektů musí být vždy nezáporné číslo. Tedy  d A,B
b c
≥ 0 A  
2) Hodnota vzdálenosti objektu sama se sebou je 0.  d A,A
b c
= 0 A  














 Pro určení podobnosti budu v implementovaném nástroji použity čtyři následující 
vzdálenostní funkce. První, kterou si vysvětlíme, je Euklidovská vzdálenost. Metoda pomáhá získat 
vzdálenost mezi dvěma objekty A a B, které můžeme vyjádřit následujícím způsobem:  
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A = xA1 ,xA2 , … ,xAn
R S
 a B = xB1 ,xB2 , … ,xBn
R S
. Hodnotu vzdálenosti mezi těmito objekty 




= x A 1
@ x B 1
|2 + |x A 2@ x B 2 |
2
+ |x A 3@ x B 3 |
2







 Mezi další použité metody, patří Manhattanovská vzdálenost, která je pro dva objekty A a B 





@ xB1 | + | xA2@ xB2 | + | xA 3@ xB3 | +…+ | xAn@ xBn
LLL MMM 3.2` a  
 
Časté použití této metody je v prostorech, které mají diskrétní souřadnicový systém. 
 Dále je používána Minkowského metrika, v které vzdálenost dvou objektů definuje 






|q + | xA 2@ xB2 |
q
+ | x A3@ xB3 |
q
+…+ | xAn@ xBn |q
LLL c1 q* , pro q ≥ 1 3.3` af
 
  
Z uvedeného vzorce vyplývá, že čím větší je hodnota q, tím větší váhu získávají vysoké rozdíly mezi 
jednotlivými atributy objektu. 
 
Poslední vzdálenostní funkcí, která je používána, je Levenshteinova vzdálenost. Informace 
byly čerpány z [1]. Ta se používá pro určení podobnosti mezi dvěma řetězci znaků. Oba řetězce 
můžeme definovat následujícím způsobem  x = x1 x2 …xn a y = y1 y2 … ym A  Používá se tří 
základních operací a to nahrazení, vložení nebo smazání znaku. Každé operaci je přiřazena určitá 
hodnota, na jejímž základu se určuje výsledná hodnota podobnosti. Hodnota výsledné podobnosti je 
rovna nejmenšímu počtu operací, které je nutné vykonat, aby řetězce byly stejné. Aby funkce byla 
symetrická, musí být ohodnocení vložení a smazání znaku stejné.  
3.2 Shlukovací metody 
V této podkapitole se podrobněji seznámíme s jednotlivými shlukovacími metodami. Zmíněny budou 
hlavní skupiny, na které metody dělíme. Konkrétní metodu volíme pak na základě analýzy dat a 
problému, který pomocí metody chceme řešit. Mezi hlavní skupiny shlukovacích metod patří: 
Rozdělovací metody, Metody založené na hustotě, Hierarchické metody, Metody založené na 
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modelech, Metody založené na mřížce a Metody pro shlukování vysoce-dimenzionálních dat. 
Nejpodrobněji budou popsány Rozdělovací metody a Metody založené na hustotě. Patří mezi ně 
metody K-Medoids a DBSCAN vybrané pro implementaci. Zbytek metod je popsán stručně, více 
informací lze nalézt v odkazované literatuře.  
3.2.1 Rozdělovací metody 
Principem fungování rozdělovacích metod je rozdělení množiny n objektů do k tříd (shluků). Pro 
počet tříd platí k ≤ n . Pro objekty platí, že každý objekt přísluší právě jedné třídě. Teď se podrobněji 
zaměříme na princip rozdělovacích metod. 
Na počátku zadáme počet tříd. V prvním kroku metody je náhodně vybráno k objektů 
(prezentující jednotlivé třídy) a zbytek objektů je rozdělen určenou metodou do jednotlivých tříd. 
Nyní iterativně hledáme nejlepší přiřazení objektů do tříd. Metoda končí v okamžiku, kdy již 
nedochází k dalším přesunům objektů mezi třídami.  
Mezi metody fungující tímto principem patří K-Means a K-Medoids, které jsou podrobněji 
popsány níže. Mají dobré výsledky pro malé a střední vstupní datové množiny a nalezené shluky jsou 
kulovitého tvaru. Mezi nevýhody patří nutnost předem zadat počet tříd, které chceme naleznout.  
3.2.1.1 Metoda založená na centrálním bodu (K – Means) 
Na základě zadaného parametru k definujícího počet tříd (shluků), rozdělí datovou množinu n objektů 
do k tříd. Jednotlivé třídy jsou prezentovány pomocí fiktivního centrálního bodu, který je získán jako 
střední hodnota atributů objektů náležících dané třídě. Výběr třídy, do které bude objekt přiřazen, se 
provádí na základě jeho vzdálenosti k centrálnímu bodu. Cyklus, ve kterém jsou objekty 
 přerozdělovány do tříd, končí v okamžiku, kdy v právě probíhající iteraci nedojde k přesunu žádného 
objektu do jiné třídy.  
 
Algoritmus K-Means: 
Vstup: k – počet tříd (shluků) 
 D – množina obsahující n objektů 
Výstup: Množina k tříd (shluků) 
Metoda: 
1) náhodně zvol k objektů z D jako počáteční centrální body tříd 
2) přiřaď každý objekt z D do třídy, které je nejvíce podobný na základě vzdálenosti 
k centrálním bodům tříd 
3) aktualizuj centrální body tříd spočítáním průměru hodnot pro jednotlivé atributy 
všech objektů, které patří do třídy 
4) pokud nedochází k přesunům objektů mezi třídami, ukonči provádění, jinak se vrať 
na bod 2. 
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Obrázek č. 3.1: Ukázka shlukovací množiny objektů pomocí K-Means algoritmu (centrální body tříd 
jsou označeny „+“). (převzato z [5]). 
 
Algoritmus má dobré výsledky s kompaktními daty tvořící dobře oddělené shluky. Také je 
relativně účinný pro zpracování rozsáhlých datových množin, protože jeho výpočetní složitost je 
O(nkt), kde n je počet objektů, k je počet tříd a t je počet iterací programu. 
Nevýhodou algoritmu je nutnost zadat počet tříd (shluků), na které má být datová množina 
rozdělena. Jak již bylo zmíněno výše, tato volba není vždy jednoduchá a výrazně ovlivňuje kvalitu 
nalezených shluků. Další nevýhodou je velká citlivost metody na šum a odlehlé hodnoty. Zvláště 
přítomnost odlehlých hodnot v datech vede k deformaci nalezených shluků a posunu fiktivního bodu 
mimo oblast, kde se nachází většina prvků třídy. 
3.2.1.2 Metoda založená na prezentujícím objektu (K – Medoids) 
Metoda pracuje podobně jako K-Means, ale snaží se o snížení vlivu odlehlých hodnot na výsledné 
shluky. Používá pro prezentaci třídy objekt, který se nachází nejblíže středu třídy. Objekty jsou do 
jednotlivých tříd přiřazovány na základě jejich podobnosti s objekty prezentujícími třídy. 
 Princip metody spočívá v hledání optimálních reprezentujících objektů pomocí výměny 
současných reprezentujících objektů za objekty náhodně určené. Předpokládejme situaci zachycenou 
na obrázku č. 3.2 a ukažme si, za jakých podmínek může být reprezentující objekt třídy j (Oj) 
nahrazen jiným objektem (Orandom): 
Případ 1: Objekt p přísluší do třídy reprezentované objektem Oj. V případě, že nahradíme 
objekt Oj objektem Orandom a zároveň se blíže k objektu p bude nacházet jiný reprezentující 
objekt Oi, i ≠ j , pak je objekt p přeřazen do třídy reprezentované objektem Oi. 
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Případ 2: Objekt p přísluší do třídy reprezentované objektem Oj. Pokud objekt Oj nahradíme 
objektem Orandom a objekt p se nachází blíže k Orandom bude přeřazen do třídy reprezentované 
objektem Orandom. Tedy zůstává ve stejné třídě, protože Orandom je novým reprezentujícím 
objektem třídy j. 
Případ 3: Objekt p přísluší do třídy reprezentované objektem Oi. Pokud objekt Oj nahradíme 
objektem Orandom a objekt p bude nadále blíže objektu Oi jeho přiřazení se nezmění. 
Případ 4: Objekt p přísluší do třídy reprezentované objektem Oi. V případě, že nahradíme 
objekt Oj objektem Orandom a objekt p se nachází blíže k objektu Orandom bude přeřazen do třídy 
reprezentované objektem Orandom. 
 
Na základě výše uvedených pravidel můžeme vypočítat celkovou změnu vzdálenosti pro 
výměnu reprezentujícího objektu. Pokud je celková změna záporná, tedy došlo v rámci třídy k snížení 
průměrné vzdálenosti objektů k reprezentujícímu objektu, nahradíme reprezentující objekt Oj 
objektem Orandom. V opačném případě k náhradě reprezentujícího objektu nedochází. 
 
Obrázek č. 3.2: K-Medoids - Určení změny rozdělení objektů do tříd (převzato z [5]). 
  
Algoritmus K-Medoids: 
Vstup: k – počet tříd (shluků) 
 D – množina obsahující n objektů 
Výstup: Množina k tříd (shluků) 
Metoda: 
1) náhodně zvol k objektů z D jako počáteční reprezentující objekty tříd 
2) přiřaď každý zbývající objekt do třídy, jejíž reprezentující objekt je nejblíže 
3) náhodně vyber pro každou třídu nereprezentující objekt Orandom 
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4) spočítej celkovou změnu vzdáleností S pro objekty Oj a Orandom 
5) pokud S<0 vyměň reprezentující bod Oj za Orandom 
6) pokud nedochází k změnám nereprezentujících bodů mezi třídami, ukonči metodu, jinak se 
vrať na bod 2 
 
Časová složitost algoritmu je O(k*(n-k)2, kde k značí počet tříd a n počet objektů. 
3.2.2 Metody založené na hustotě 
Umožňují nalézt třídy (shluky) libovolného tvaru. Shluky rozpoznávají v oblastech s vysokou 
hustotou výskytu objektů, počáteční shluky jsou potom rozšiřovány, dokud hustota objektů v okolí 
neklesne pod zadanou úroveň. Objekty vyskytující se samostatně jsou označeny za šum. Díky této 
skutečnosti jsou velmi odolné proti šumu v datech a odlehlým hodnotám. Mezi potencionální 
nevýhody patří nutnost zadat hodnotu požadované hustoty v okolí objektu a velikost ε-okolí objektu. 
Nyní podrobněji k dvěma metodám, které fungují na tomto principu. 
3.2.2.1 Metoda DBSCAN 
Metoda funguje tak, že pro body splňující zadané podmínky se danou třídu snaží maximálně rozšířit 
pomocí přímé dosažitelnosti na základě hustoty. Před popsáním principu metody je nutné nejprve si 
vysvětlit a definovat několik pojmů, které s metodou souvisejí. Jsou to následující: 
 
• Okolí objektu p určené poloměrem ε definujeme jako ε-okolí následovně: 
N Eps p
` a
= q 2D|d p,q` a≤ εR S , pokud D označíme vstupní množinu objektů.  
• Objekt p označíme za jádro, pokud jeho okolí obsahuje alespoň zadaný počet objektů 
MinPts, tedy: |N Eps p` a | ≥ MinPts . 
• Objekt p je přímo dosažitelný na základě hustoty z objektu q pokud platí:  
p 2 N Eps q
` aV |N Eps q` a | ≥ MinPts . 
• Objekt p je dosažitelný na základě hustoty z objektu q, pokud existuje posloupnost 
objektů p1,...pn, v které p1=q a pn=p a  objekt pi+1 je přímo dosažitelný z objektu pi pro  
1 ≤ i ≤ n V pi 2D .  
• Objekt p je spojený na základě hustoty s objektem q, existuje-li objekt o, z kterého jsou 
dosažitelné na základě hustoty oba objekty p i q,  o,p,q 2D A  
 
Použití těchto pojmů si můžeme ukázat na příkladu, který demonstruje obrázek č. 3.3. Hodnota 
MinPts je rovna třem. Z pojmenovaných objektů můžeme jako jádra označit objekty m, p, o a r. 
Objekty q a p jsou přímo dosažitelné na základě hustoty z objetku m a objekt m je přímo dosažitelný 
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na základě hustoty z bodu p. Objekt q je dosažitelný na základě hustoty z objektu p protože objekt q 
je přímo dosažitelný z objektu m a objekty m a p jsou jádra. Naopak objekt p není dosažitelný na 
základě hustoty z bodu q, jelikož objekt q není jádro. Můžeme tedy konstatovat, že v případě 
dosažitelnosti na základě hustoty se nejedná o symetrickou relaci. Doplňme ještě, že objekty p a 
s jsou dosažitelné na základě hustoty z objektu o a objekt o je dosažitelný na základě hustoty 
z objektu r. Objekty o, r a s jsou spojené na základě hustoty. 
Po přiblížení všech pojmů a ukázce jejich aplikace na příkladu se zaměřme na to, jakým 
způsobem metoda DBSCAN pracuje. Metoda začne procházet vstupní datovou množinu a pro každý 
objekt v množině zkontroluje jeho ε-okolí. V případě, že ε-okolí obsahuje alespoň tolik objektů jako 
je zadaná hodnota MinPts vytvoří nový shluk a následně iterativně hledá objekty, které jsou přímo 
dosažitelné na základě hustoty z jádra shluku. Pokud již nemůže k shluku připojit další objekty, 
pokračuje v procházení datové množiny a postup opakuje pro všechny dosud nepřiřazené objekty. 
 
Obrázek. č. 3.3: Příklad metody DBSCAN (převzato z [5]). 
 
Algoritmus DBSCAN: 
Vstup: Eps – velikost ε-okolí 
 MinPts – počet objektů v ε-okolí 
 D – množina obsahující n objektů 
Výstup: Množina k tříd (shluků) 
Metoda: 
1) vyber z množiny D první neklasifikovaný objekt 
2) pokud objekt splňuje podmínky pro jádro, vytvoř nový shluk a připoj k němu na základě 
hustoty všechny dostupné objekty, jinak objekt označ za šum 
3) dokud zbývají v množině D neklasifikované objekty vrať se na bod 1, jinak skonči. 
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3.2.2.2 Metoda DENCLUE 
Na rozdíl od předchozí metody je postavena na využití distribuční funkce hustoty. Vychází 
z myšlenky, že vliv každého objektu lze formálně zapsat matematickou funkcí popisující vliv objektů 
na jeho okolí. Celkovou funkci hustoty můžeme modelovat jako součet hodnot funkcí vlivu všech 
objektů, třídy jsou potom určeny místy v prostoru, kde se nachází lokální maxima funkce hustoty. 
Funkci vlivu můžeme získat z libovolné funkce pro získání vzdálenosti dvou objektů. Například 
z Euklidovské vzdálenostní funkce d a,b
b c
, pro a,b 2D  můžeme odvodit následující 




= 0 pro d a,b
b c
>σW 1 pro d a,bb c≤ σ 3.4` a  
 
 
nebo  Gaussovskou funkci vlivu: 
 







3.5` a  
 
Celková funkce hustoty pro bod x udává součet funkcí vlivu ostatních bodů na bod x. Při využití 
obdélníkové funkce vlivu a situaci, kdy bude n objektů mít vzdálenost od bodu x menší jak σ bude 
celková funkce hustoty v bodu x nabývat hodnoty n. Jak již bylo řečeno výše, centra nalezených tříd 
budou určena v lokálních maximech funkce hustoty. 
Mezi výhody metody patří to, že je vytvořena na matematickém základě a umí nalézt shluky 
libovolných tvarů i pro vysoce-dimensionální data. Mezi možné nevýhody patří nutnost zvolení 
parametru σ, který opět může ovlivnit kvalitu nalezených shluků. 
 
Obrázek č. 3.4: Ukázka funkcí hustoty v závislosti na použité funkci vlivu (převzato z [5]). 
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3.2.3 Ostatní druhy metod 
3.2.3.1 Hierarchické metody 
Princip fungování těchto metod spočívá v hierarchickém rozkladu datové množiny. Podle toho jakým 
způsobem provádí rozklad množiny, je dělíme na shlukující a rozdělující hierarchické metody. 
Shlukující metody provádějí rozklad zdola nahoru a rozdělující metody shora dolů. Rozdělující 
metoda nejprve umístí všechny objekty z datové množiny do jedné třídy a následně je rozděluje do 
více tříd do chvíle kdy je dosaženo požadované úrovně shlukování nebo je již každý objekt ve vlastní 
třídě. Shlukovací metody provádí tento postup obráceně. Velkým problémem těchto metod je volba 
správného okamžiku pro rozdělení nebo sloučení tříd. Po provedení této operace totiž není již možné 
třídu znovu sloučit nebo rozdělit. Volba počtu tříd, na které chceme datovou množinu rozdělit, tedy 
velmi ovlivňuje výsledky. Z těchto důvodů se tento druh metod používá převážně v kombinaci 
s jinými než samostatně. 
3.2.3.2 Metody založené na modelech 
Snaží se vyjádřit datovou množinu pomocí matematického modelu. Pracuje se většinou 
s předpokladem, že data byla generována pomocí složené pravděpodobnostní funkce. Mezi praktické 
příklady implementace můžeme zmínit metodu Expection-Maximization, konceptuální shlukování a 
metody neuronových síťí. 
3.2.3.3 Metody založené na mřížce 
Metody využívají pro shlukování víceúrovňovou mřížkovou datovou strukturu. Tu vytvářejí tak, že 
objekty patřící do datové množiny rozdělí na konečný počet buněk, které vytvoří mřížku. Jako 
příklady metod si uveďme metody WaveCluster a STING.  WaveCluster pracuje nad mřížkovou 
strukturou pomocí vlnkové transformace, oproti ní STING shlukuje pomocí statistických informací 
uložených v mřížce. Mezi hlavní výhody tohoto druhu metod patří jejich rychlost ve zpracování 
datové množiny. 
3.2.3.4 Metody shlukování vysoce-dimensionálních dat 
Metody se snaží odstranit snižující se efektivitu shlukování při vzrůstajícím počtu dimenzí v datech. 
Používá se metoda výběru rysů nebo výběru atributů. Metoda výběru rysů pracuje pomocí 
transformace dat do menšího počtu dimenzí bez odstraňování atributů. Při snižování počtu dimenzí 
dochází ke kombinacím hodnot atributů. To ztěžuje výslednou reprezentaci nalezených rysů. Další 
nevýhodou je, že pro dobré výsledky je potřebné, aby většina atributů byla podstatných pro 
shlukování. Metoda výběru atributů se snaží redukovat množinu atributů tak, aby zůstaly zachovány 
jen ty nejvíce podstatné atributy pro dolovací úlohu. Toho je docíleno nejčastěji pomocí strojového 
učení s učitelem. 
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4 Nástroje pro shlukování 
V této kapitole si krátce přiblížíme tři softwarové nástroje pro shlukování, s kterými budou výsledky 
aplikace porovnávány. Krátce bude zmíněna historie jejich vývoje a popsán základní princip práce 
s nimi. Jako zástupce komerčních nástrojů byl vybrán SAS Enterprise Miner, zástupci nekomerčních 
Open-Source nástrojů jsou Rapid Miner a Taranga. 
4.1 SAS Enterprise Miner 
Tento program vyvinula firma SAS Institute. Poskytuje metody pro predikci, klasifikaci, shlukovou 
analýzu  Enterprise Miner [2,10] je pouze jedním z modulů programu SAS. K získávání znalostí 
používá metodu SEMMA, která se skládá z následujících kroků: 
• Sample – příprava vstupních dat: V něm jsou načtena a transformována vstupní data, vybrány 
vzorky z rozsáhlých datových souborů a závěr je vstupní množina dat rozdělena na trénovaní, 
validační a testovací množinu dat. 
• Explore – průzkumná analýza dat: Je prováděna prvotní analýza datového souboru. Jsou 
rozpoznány důležité proměnné. 
• Modify – příprava dat na analýzu: Dochází k úpravám dat, například transformacím 
proměnných, tak aby data byla co nejvhodnější pro analýzu. V tomto kroku také obvykle 
dochází k shlukové analýze a filtrování odlehlých hodnot. 
• Model – výběr modelu: V tomto kroku vybíráme model, podle kterého budeme analyzovat 
data. Jako modely můžeme použít regresivní křivku, rozhodovací strom a neuronové sítě. 
• Assess – vyhodnocení výsledků: Jsou vizualizovaný výsledky jednotlivých metod. 
 
Teď si krátce vysvětleme základy práce s programem Enterprise Miner. Jeho modul spustíme 
tak, že po spuštění programu SAS zadáme do jeho příkazového řádku příkaz „miner“. Alternativní 
možností spuštění je Řešení → Analýza → Enterprise Miner. Potom můžeme vytvořit nový nebo 
otevřít vytvořený projekt. Na obrázku č. 4.1 vidíme ukázku dolovací úlohy v programu. Úloha je 
prezentována pomocí procesního diagramu, který je sestavován pomocí uzlů na pracovní ploše 
projektu. Propojení uzlů představuje návaznost kroků analýzy. Krátce si popišme význam 
jednotlivých uzlů. 
Uzel Input Data Source (na obrázku prezentovaná Work.Test) slouží k načtení zdrojových dat a 
umožňuje určit roli atributů pro následné dolování. Proměnné mají roli automaticky nastaveny 
programem, uživatel však může toto nastavení změnit. Tedy změnit například cíle dolovací úlohy, či 
omezit množství atributů, které jsou pro dolování použity. K práci s hodnotami atributů slouží uzel 
Replacement. Umožňuje definovat funkce, které na základě vstupní hodnoty atributu vypočítají jeho 
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novou hodnotu. K zobrazení dat po těchto transformacích je využíván uzel Insight. Pomocí uzlu Data 
Partition může uživatel rozdělit načtený datový soubor na množiny dat pro trénování, validaci a 
testování. Můžeme říci, že všechny tyto ikony modelují první tří kroky SEMMA. 
 
Obrázek č. 4.1: Ukázka dolovací úlohy pro shlukování dat v SAS Enterprise Miner. 
 
V případě úlohy pro shlukování dat nabízí program SAS Enterprise Miner uzel Clustering, 
který poskytuje veškeré nastavení pro proces shlukování. Samozřejmě jako v jiných případech 
můžeme použít více větví programu a zkoumat výsledky pro různé volby parametrů shlukovací 
metody. Jejich výsledky potom porovnáme a určíme parametry, které jsou pro řešení zvolené úlohy 
nejvhodnější. Podobným způsobem můžeme s SAS Enterprise Minerem pracovat pro klasifikaci dat, 
kdy pro nalezení nejlepších výsledků lze porovnávat výsledky rozhodovacího stromu, lineární regrese 
a neuronové sítě. 
Uzel Clustering (Shlukování) používá pro shlukování upravenou verzi algoritmu K-Means. 
Jelikož, tento algoritmus je citlivý na odlehlé hodnoty v datech je jednou z počátečních voleb 
možnost standardizace dat. Další důležitou volbou je počet tříd, které chceme nalézt. Uživatel může 
sám zadat počet tříd nebo nechat třídy automaticky vygenerovat programem. V tomto případě 
používá metodu CCC (Cubic Clustering Criterion), která sama určí počet tříd. Případně může uživatel 
ještě zadat bližší kriteria pro automatické hledání tříd. Po nastavení těchto hodnot a spuštění celého 
diagramu tvořícího úlohu jsou uživateli zobrazeny výsledky. 
To prezentuje poslední krok SEMMA  po vykonání shlukovací metody. Vypočtené hodnoty a 
přiřazení jednotlivých objektů do tříd je prezentováno formou grafu, případně tabulky, v které vidíme 
přiřazení jednotlivých prvků do tříd. 
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4.2 Rapid Miner 
Nástroj Rapid Miner[9] byl vyvinut na universitě v Dortmundu. Jedná se o Open-Source nástroj, 
který poskytuje široké množství funkcí pro práci s daty a to přes jejich předzpracování, velké 
množství algoritmů pro strojové učení až po vizualizaci výsledků. Pro načítání vstupních dat je 
k dispozici množství objektů, pomocí nich lze přistupovat k databázím nebo načítat data z širokého 
množství typů souboru. Podporovány jsou například soubory typu CSV, ARFF a XLS. Struktura 
uživatelem definované úlohy je definována pomocí stromu, který je tvořen operátory definovanými 
v XML souborech. V rámci klasifikace a shlukování dat je nabízeno široké spektrum metod. 
Z klasifikačních metod je to například bayesovská klasifikace a rozhodovací stromy. 
Z metod, které jsou určeny pro shlukování dat, nás budou zejména zajímat metody DBSCAN a 
K-Medoids. Jejich výstupy budou použity pro porovnání s vytvořeným Nástrojem pro shlukování dat.  
Za zmínku stojí, že Rapid Miner má integrovanou knihovnu z programu WEKA[14], 
vyvinutého na universitě Waikato. O programu WEKA bylo uvažováno jako o jednom z programů na 
porovnání výsledků s Nástrojem pro shlukování, ale nakonec pro Rapid Miner rozhodlo to, že 
obsahuje obě metody vybrané k implementaci. Nakonec se ještě krátce zmiňme o vizualizaci 
výsledků, ta poskytuje široké množství grafů a nastavení, pomocí něhož si může uživatel vybrat 
nejlepší možnou formu prezentace dosažených výsledků.  
4.3 Tanagra 
Druhým programem z kategorie Open-Source je aplikace Tanagra[13]. Jedná se o projekt Lyonské 
univerzity, který má poskytovat metody pro získávání znalostí z databází od datové analýzy, 
statických metod po strojové učení. Je následníkem projektu SIPINA zaměřeného na algoritmy učení 
s učitelem. TANAGRA však mimo těchto algoritmů obsahuje mnohem více metod pro práci s daty. 
Nabízí mimo jiné metody pro shlukování, faktorovou analýzu, parametrické a neparametrické 
statistiky, asociační pravidla a konstrukční algoritmy.  
Za hlavní cíl si projekt klade umožnit výzkumníkům a studentům používat uživatelsky 
přívětivý software pro získávání znalostí, navržený podle současných trendů v oblasti vývoje 
podobných typů softwaru. TANAGRA umožnuje analyzovat reálná a syntetická data. Mezi další cíle 
projektu patří poskytnutí architektury umožňující snadné přidávání vlastních metod a ukázat 
začínajícím vývojářům možné metodologie vývoje podobného typu softwaru. 
 Aplikace umožňuje načítání dat ze souborů XLS, TXT nebo vytvořených pomocí programu 
WEKA. Pro shlukování dat umožňuje použít metody K-Means, SOM, LVQ a  HAC. Vizualizace 





Obrázek č. 4.2: Ukázka úlohy v aplikaci TANAGRA. Zobrazený výsledek v grafu odpovídá použití 













5 Návrh  
Součástí této kapitoly je diagram tříd, který vznikl při návrhu Nástroje pro shlukovou analýzu. Krátce 
jsou také popsány jednotlivé třídy a přiblížena jejich funkce. Představeny budou také důležité metody, 
které budou používány. 
5.1 Diagram tříd 
Obrázek č. 5.1: Diagram tříd popisující závislosti mezi nejdůležitějšími třídami Nástroje pro 
shlukování dat. 
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5.2 Popis tříd 
K vytvoření připojení k databázi slouží třída DatPripojeni. Jako vstupní parametry požaduje tři 
parametry a to adresu databázového serveru, uživatelské jméno a heslo pro připojení k databázi. 
Důležitou metodou je CreateStatement() sloužící k vytvoření instance Statement, pomocí které lze 
vykonávat SQL dotazy nad databází. 
Z hlediska uložení dat je významná třída datMatice sloužící pro uložení dat, které si z databáze 
uživatel zvolí v nabídce Načti data. Třída poskytuje metody k načtení dat z databáze a pro získání 
hodnot v ní uložených. 
Nyní se zaměřme na třídy implementující vybrané shlukovací metody. K provádění metody 
DBSCAN slouží třída DBSCAN. Vytvoření její instance vyžaduje jako vstup instanci třídy datMatice 
a udání parametrů Eps a MinPts. Význam těchto  parametrů je vysvětlen v kapitole 3.2.2.1. Následně 
je metodou NactiData všem objektům v datové matici nastavena třída jako neklasifikovaná. Jedná se 
o přípravu pro hlavní cyklus metody, který představuje metoda hlavniCyklusDBSCAN. Třída dále 
obsahuje metody pro vytvoření nové třídy, nastavení tříd v datové matici a prohledání ε-okolí 
objektu. 
Třída K-Medoids implementuje metodu K-Medoids. K vytvoření instance třídy je třeba zadat 
instanci třídy datMatice a počet tříd, které chceme v datech nalézt. Původně byla pro výpočty 
využívána datová matice, ale po testech s reálnými daty, které jsou zmíněny v kapitole 9.4, je pro 
výpočty využívána podobnostní matice. Do té jsou data načtena pomocí metody NactiData, která na 
základě atributů uložených v datové matici pro jednotlivé objekty pomocí uživatelem vybrané 
vzdálenostní funkce vyplní podobnostní matici. Další významnou metodou je UrciNahodneStredy, 
pomocí které jsou náhodně určeny objekty představující reprezentující objekty shluků. Následně 
probíhá iterativně výpočet optimálních reprezentujících objektů pomocí metody 
hledaniOptimalnichStredu. Protože výsledky metody jsou ovlivněné počáteční náhodnou volbou 
objektů, je prováděna optimalizovaná verze algoritmu pracující na principu hledání nejlepšího řešení, 
kdy uživatel zadá požadovaný počet provedení metody a po jejím ukončení je jako výsledek vráceno 
nejlepší nalezené řešení. 
Krátce se zmiňme o třídách tridaDBSCAN a tridaKMedoids, které slouží k uložení informací o 
jednotlivých vytvořených třídách. Instance tříd tridyDBSCAN a tridyKMedoids potom představují 
seznamy tříd vytvořených při provádění implementovaných metod. 
Poslední třída, o které se zmíníme, je třída Tabulka. Pro vytvoření instance třídy je nutné zadat 
instanci třídy datMatice, ta obsahuje již objekty s přiřazenými třídami. Po volání konstruktoru je 
vykresleno okno, které obsahuje tabulku s vypsanými atributy objektů a jim přiřazené třídy. 
Podrobnější informace k jednotlivým třídám můžete nalézt na přiloženém disku, kde je ve 
složce dokumentace uložena vygenerovaná dokumentace z komentářů. Její vytvoření proběhlo 
pomocí programu Javadoc. 
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6 Implementace 
V této kapitole bude postupně probrán vznik aplikace pro shlukování dat od vzniku GUI přes 
implementaci dvou vybraných metod po návrh vizualizace dat. Popsány budou jednotlivé možnosti, 
které program poskytuje a zajímavé postřehy z implementace. 
Aplikace byla vyvíjena v jazyku Java, pro jeho objektové možnosti a snadný přístup k databázi. 
Uživatel aplikaci ovládá pomocí vytvořeného uživatelského rozhraní (viz obrázek č. 6.1).  Aplikace 
nabízí menu pro práci s databází, metodami shlukování a daty. Pod položkou databáze můžeme najít 
volby umožňující připojení k databázi a pro načtení požadovaných dat pro shlukování. V nabídce 
metod shlukování můžeme nastavovat jednotlivé parametry pro implementované metody, tedy  
K-Medoids a DBSCAN. Také si v tomto menu můžeme nechat zobrazit výsledné třídy, které byly 
vybraným algoritmem v datech nalezeny. Nabídka Data přináší pouze jednu volbu, pomocí níž si 
uživatel může do připojené databáze naimportovat vlastní data ve formátu XML. 
 
 
Obrázek č. 6.1: Ukázka uživatelského rozhraní 
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6.1 Načítání dat a výběr atributů ke shlukování 
Z pohledu uživatele je nutné přiblížit, jakým způsobem probíhá načítání dat a následný výběr atributů 
pro shlukování. Aplikace umožňuje načítání dat z libovolné MySQL databáze, ke které se uživatel 
může připojit pomocí Databáze → Připoj k databázi. K připojení je nutné znát adresu MySQL serveru 
a zadat ji do nabízeného input boxu ve tvaru „jdbc:mysql://adresaServeru“. Dalšími potřebnými údaji 
pro přihlášení jsou uživatelské jméno a heslo pro práci na zvoleném serveru.  
Po úspěšném přihlášení k databázovému serveru je zpřístupněna další volba menu Databáze a 
to Načti data. Jako první krok si uživatel musí zvolit databázi, s kterou chce na serveru pracovat. 
Vybere tedy takovou, v které je uložena tabulka s daty, nad kterými chce provádět shlukovací 
algoritmy. Následně je mu nabídnut seznam tabulek, které jsou dostupné v jím zvolené databázi. 
Z tohoto seznamu zvolí tu, nad kterou chce provádět shlukovou analýzu. Pro tuto tabulku jsou 
následně v další nabídce vypsány všechny její sloupce, mezi nimiž si uživatel může vybrat, které jsou 
z jeho pohledu důležité pro shlukování a pomocí tlačítek Přidat a Odebrat vytvořit výsledný seznam 
atributů, na které budou shlukovací algoritmy aplikovány. Pro jednotlivé atributy lze také nastavit 
jejich roli při provádění shlukování. Atribut může být přidán buď jako vstupní hodnota nebo popisek, 
v tomto případě není použit pro výpočet shlukovací metody. Vybrat atributy lze pouze pro jednu 
tabulku a není možná kombinace atributů z více tabulek. Tuto možnost aplikace nepodporuje. Pokud 
by uživatel potřeboval kombinovat data z více tabulek, je nutné, aby operace pro spojení dat z těchto 
tabulek provedl před použitím aplikace a to například na databázovém serveru pomocí příkazů, které 
pro tyto účely poskytuje jazyk MySQL. Aplikace pro shlukování předpokládá, že tabulka obsahující 
data je již ve vhodném formátu. Tím se rozumí všechna data spojená do jedné tabulky a patřičně 
odstraněné nebo doplněné chybějící hodnoty. Po výběru požadovaných atributů uživatel pokračuje 
stisknutím tlačítka Načti. 
Poté jsou vybrané sloupce tabulky načteny do datové matice, nad kterou následně budou 
pracovat shlukovací algoritmy. Datovou matici si můžeme představit jako datovou strukturu, která 
obsahuje n objektů a každý objekt je reprezentován p atributy. Pro lepší představu si můžeme jako 
objekt představit bankovní úvěr a jako jeho atributy výši úvěru, počet splátek a výši měsíční splátky. 




Obrázek č. 6.2: Ukázka datové matice pro n objektů s p atributy (převzato z [15]). 
 
 Další podobnou datovou strukturou, která bývá obvykle pro shlukovací algoritmy používána, 
je podobnostní matice. Na rozdíl od datové matice v ní nejsou uloženy objekty a jejich atributy, ale 
hodnoty vzdálenosti pro všechny objekty. Vzdálenost mezi objekty je vypočítána pomocí vybrané 
hodnotící funkce na základě hodnot jejich atributů. Vzdálenost mezi objekty i a j definujeme tímto 
způsobem d(i,j). Za tohoto předpokladu a jelikož víme, že d(i,j)=d(j,i) a d(i,i)=0 vzniklá podobnostní 
matice má trojúhelníkový tvar s hlavní diagonálou tvořenu hodnotami 0. Příklad podobnostní matice 
je na obrázku č. 5.3. Mezi nevýhody použití podobnostní matice může patřit nutnost předem 
definovat funkci vzdálenosti, pomocí které je vypočítávána vzdálenost mezi jednotlivými objekty. 
 
 
Obrázek č. 6.3: Ukázka podobnostní matice pro n objektů (převzato z [15]). 
 
  
6.2 Výběr shlukovací metody a nastavení jejích 
parametrů 
Nyní se zaměřme na nabízené shlukovací metody a možnosti nastavení jejich parametrů. Vybrány 
byly dvě metody, které jsou popsány v kapitole tři a následně byla provedena jejich implementace 
pomocí navržených tříd popsaných v kapitole pět. Jedná se o metody K-Medoids a DBSCAN. 
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Pro metodu K-Medoids je třeba zadat vstupní parametr počet tříd, na které si přejeme datovou 
množinu rozdělit. Metoda dobře pracuje pro data, které vytvářejí kulovité shluky a nejsou příliš 
zatížena šumem. Blíže jsou výhody a nevýhody metody popsány při hodnocení výsledků, které 
pomocí ní byly dosaženy na testovacích a reálných datech. Při porovnávání na testovacích datech 
jsem dospěl k závěru, že implementace algoritmu podle principu popsaného v kapitole tři není příliš 
výhodná, protože náhodný výběr bodů, které se používají jako reprezentující pro jednotlivé třídy, 
může způsobit uváznutí metody v lokálním minimu a tak ovlivnit dosažené výsledky. Z tohoto 
důvodu je prováděn uživatelem zadaný počet cyklů vykonání metody. Po každém je současný 
výsledek porovnán s nejlepším dosaženým, a pokud je současný lepší stává se nejlepším dosaženým. 
Po vykonání zadaného počtu cyklů, je vrácen nejlepší výsledek, kterého se podařilo dosáhnout.  
Pro metodu DBSCAN nastavujeme hodnoty Eps a MinPts. Hodnota Eps udává velikost okolí 
objektu, v kterém jsou hledány sousední objekty. Pokud se v okolí objektu nenachází alespoň počet 
objektů rovný hodnotě Eps je objekt označen za šum. Pokud, se v ε–okolí objektu nachází alespoň 
tolik objektů, kolik je hodnota MinPts, je vytvořeno nové jádro shluku a začíná se iterativně 
prohledávat okolí jádra a připojovat další body, které splňují podmínky pro vytvoření jádra. Po tom 
co jsou na základě hustoty připojeny do třídy všechny možné objekty, pokračuje algoritmus 
v procházení datové množiny a vytváření nových tříd až do doby, dokud nejsou všechny prvky 
v datové množině přiřazeny do nějaké třídy nebo označeny za šum. 
Výsledky vytvořeného Nástroje pro shlukování dat si můžeme prohlédnout v osmé a deváté 
kapitole, které se zabývají porovnáním výsledků pro obě metody na testovacích a reálných datech. Na 
dosažených výsledcích si můžeme všimnout, že správná volba hodnot Eps a MinPts je pro výsledně 
nalezené třídy velmi důležitá. Pokud se jedná o data, jejichž atributy se nacházejí velmi blízko sebe a 
nejsou dobře oddělena, může se stát, že metoda klasifikuje všechny objekty do jedné třídy. V jiném 
případě pokud se jedná o data, jejichž atributy jsou roztroušena a od sebe velmi vzdálena malá 
hodnota Eps nebo MinPts může způsobit, že všechny objekty v datové množině budou označeny za 
šum. Na grafu č. 6.1 můžeme vidět graf výsledku shlukovací úlohy pro špatně nastavené parametry 
Eps a MinPts. V příloze v tabulce č. 3 pak najdeme i výpis všech objektů testovací datové množiny 




Graf č. 6.1: Výsledky metody DBSCAN na množině testovacích dat pro parametry Eps=6 a 
MinPts=6, vstupní hodnoty x a y. 
 
Další možností, kterou přináší nabídka Metody shlukování je vizualizace získaných tříd. 
Podrobněji se touto tématikou zabývá kapitola číslo sedmá, kde jsou popsány jednotlivé možnosti a 
grafy, které jsou používány pro zobrazení výsledků. Vybrat si můžeme z nabídky tří grafů nebo si 
nechat vypsat tabulku s výčtem objektů, jejich atributů a tříd, které jim byly pomocí zvolené metody 
přiřazeny. 
6.3 Import dat ve formátu XML 
Poslední podstatnou možností, kterou aplikace nabízí je v položce menu Data volba Importovat data 
ze souboru XML. Aby uživatel mohl tuto nabídku využít, je nutné, aby byl přihlášen v jím zvolené 
databázi, do které chce data ze souboru nahrát. Další nutnou podmínkou je, aby v jim zvolené 
databázi již existovala tabulka, jejíž název a sloupce odpovídají hodnotám tabulky, kterou chce 
z XML souboru nahrát. Dalším požadavkem je dodržet níže popsaný formát vstupního XML souboru.  
Nyní k přesnému průběhu importu dat. Po zvolení položky importovat data pomocí souboru 
XML, je uživateli nabídnuta obrazovka, ve které si může zvolit, zda chce smazat data z tabulky, která 
se již v databázi nachází. Je doporučeno tuto volbu zvolit, pokud součástí XML souboru jsou i 
hodnoty, které tabulka již obsahuje a nejedná se pouze o doplnění tabulky novými hodnotami. Po 
stisknutí tlačítka Načti soubor je uživateli zobrazena nabídka pro výběr souboru, v kterém zvolí 
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umístění svého souboru a data z něj jsou následně importovány do databáze. Uživatel je nyní může 
použít jako zdroj dat pro shlukovací úlohy.  
 
Příklad formátu XML souboru pro import: 
 
<?xml version="1.0" encoding="utf-8" ?> 
<!-- 
- komentář s popisem generování 
--> 
<!-- 
- komentář s název databáze do které importujeme  
--> 
<název databáze> 
  <!—komentář s název tabulky --> 
    <název tabulky> 
        <Atribut 1>Hodnota</Atribut 1> 
        <Atribut 2>Hodnota</Atribut 2> 
       …. 
        <Atribut n>Hodnota</Atribut n> 
    </název tabulky> 
  … 
  … 
</název databáze> 
 
Několik XML souborů s daty pro shlukovací úlohy je uloženo na přiloženém CD ve složce 
Data\XMLSoubory. Uživatel samozřejmě může i využít možností, které pro import dat poskytuje 












7 Vizualizace výsledků 
Pro snažší pochopení výsledků obou shlukovacích algoritmů je vizualizace tříd, které jimi byly 
nalezeny v zadaných datech, prováděna pomocí grafů. Uživateli se po výběru metody pro shlukování 
dat a následné proceduře získání tříd zobrazí nabídka s podporovanými typy grafů, z kterých si může 
vybrat takový, který je podle jeho názoru na vizualizaci výsledků nejvhodnější. Po výběru typu grafu 
se zobrazí okno, do kterého je graf vykreslen.  
S ním může následně uživatel manipulovat pomocí levého nebo pravého tlačítka myši a 
různým způsobem si ho přibližovat nebo oddalovat. Jedním z možných způsobů takové práce 
s grafem je stisk pravého tlačítka myši v oblasti grafu a následně volba ZoomIn->Both Axes. 
Podobným způsobem lze pomocí volby Properties měnit nastavení grafu, jako je barva pozadí, formát 
mřížky nebo orientaci grafu. Mezi další možnosti práce s grafem patří jeho export do obrázku ve 
formátu PNG, popřípadě si uživatel může graf vytisknout. Pokud již uživatel nechce dále s grafem 
pracovat, může okno s ním zavřít a vrátit se zpět k aplikaci. V ní může znovu vyvolat nabídku pro 
kreslení grafu (Databáze -> Zobraz výsledky) a z nabídky vybrat jiný typ grafu nebo změnit zadání 
vstupních parametrů shlukovacího algoritmu, pokud není s dosaženými výsledky spokojen. Může 
také vybrat jinou metodu pro shlukování dat, popřípadě vybrat nová data k shlukování nebo se 
připojit k jiné databázi. 
Samotné vykreslování grafů je implementováno pomocí knihovny jFreeChart, která umožnuje 
vykreslování velkého počtu různých typů grafů.  Jako příklad si můžeme uvést grafy výsečové, XY 
bodové, sloupcové a spojnicové. Knihovna umožnuje také kombinovat jednotlivé typy grafů a měnit 
jejich vzhled a funkčnost dle potřeby programátora. Autorem knihovny je David Gilbert a je volně 
k dispozici na webových stránkách [7], kde je rovněž k dispozici manuál a různé příklady tvorby 
grafů.  
Další možností vizualizace výsledků je vypsání tabulky, ve které budou vypsány shlukované 
objekty společně s přiřazenou třídou. Tato varianta vizualizace je skryta pod možností vypsat tabulku 
s daty. 
7.1 Příklady podporovaných grafů  
Mezi podporované typy grafů patří XY bodový, sloupcový a výsečový (viz. obr. č. 7.1, 7.2 a 7.3). XY 
bodový graf je výhodný pro zobrazení dat s kterými pracuje metoda DBSCAN. Většinou se totiž 
jedná o data z prostorových databází, které obsahují hlavně dvourozměrné souřadnice. Sloupcový a 
výsečový graf slouží k zobrazení tříd nalezených v zadaných datech a počtu jejich prvků. 
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Obrázek č. 7.1: Ukázka XY grafu 
 
 
Obrázek č. 7.2: Ukázka sloupcového grafu 
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8 Praktické srovnání 
implementovaných metod  
Po implementaci obou vybraných metod jsem provedl srovnání jejich výsledků na testovacích datech. 
Pro tento účel byla vytvořena data, jejichž vzorek je zobrazen v tabulce č. 8.1, kompletní testovací 
data lze nalézt na přiloženém CD. 
 
Název X Y 
point36 3,9 5,0 
point37 3,9 6,0 
point38 4,0 4,9 
point39 4,1 5,5 
point40 4,3 5,4 
point41 4,5 5,6 
point42 4,6 6,4 
 
Tabulka č. 8.1: Ukázka testovacích dat 
 
Vytvořená data představují pět shluků různých tvarů rozmístěných v dvourozměrném prostoru. 
Mezi shluky je umístěno několik bodů představujících odlehlé hodnoty. Test měl za účel ukázat rozdíl 
mezi vybranými metodami a zároveň srovnat jejich výsledky s vybraným programem na shlukování 
dat. Jako program byl zvolen Rapid Miner a to především z důvodu, že umožňuje pro shlukování 
použít obě implementované metody (tedy K-Medoids a DBSCAN).  
Při testu byly zvoleny následující parametry: pro metodu K-Medoids počet požadovaných tříd 
pět a pro DBSCAN: Eps =1.2 a MinPts= 3. Grafy získané při provádění testu si můžete prohlédnout 
na konci kapitoly. Porovnání výsledků metody DBSCAN Nástroje pro shlukování dat a programu 
Rapid Miner představují grafy č. 8.1 a 8.3. Srovnání výsledků metody K-Medoids zobrazují grafy č. 
8.2 a 8.4. Vstupní parametry pro obě metody jsou atributy x a y. 
8.1 Výsledky testu 
Pro metodu DBSCAN můžeme konstatovat, že její výsledky jsou pro oba programy stejné. Jediným 
rozdílem je, že program Rapid Miner v grafu zobrazuje i hodnoty označené za šum na rozdíl od grafu 
vytvořeného Nástrojem pro shlukování dat, který šumové hodnoty nevykresluje. V příloze lze nalézt 
tabulku č.1 a č.2, obsahující jednotlivé třídy, přiřazené algoritmy testovacím datům a potvrzující 
uvedené závěry. 
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Výsledky metody K-Medoids jsou na rozdíl od metody DBSCAN zatíženy šumovými body, 
které nedokáže odstranit. Ve výsledných grafech potom vidíme, že oba programy zahrnou šumové 
body do výsledných tříd. Vzhledem k tomu, že již principielně metoda K-Medoids vyhledává shluky 
o kulovitém tvaru, jak si můžeme všimnout ve výsledných grafech, přiřazení objektů do tříd je jiné 
než u výsledků metody DBSCAN. I v porovnání mezi grafy z obou programů můžeme nalézt rozdíly 
a to z důvodu, že byl proveden pouze jeden cyklus hledání. Na začátku metody jsou totiž středy třídy 
nejprve náhodně určeny a může se stát, že metoda uvízne v lokálním minimu. Z toho tedy vyplývá, že 
pro přesnější výsledky je nutné provádět více cyklů shlukování a hledat nejlepší možné řešení. 
8.2 Zhodnocení testu 
Test potvrdil předpoklad, že pro vybraná testovací data budou lepší výsledky metody DBSCAN, která 
odstraňuje šum z dat a vytváří shluky libovolných tvarů. V případě metody K-Medoids lze 
konstatovat, že je více vhodná pro data, která tvoří kulovité shluky a nejsou příliš zatížená šumem.  
Při porovnání výsledků obou programů pro stejné zadané vstupní hodnoty Eps a MinPts 
můžeme konstatovat, že výsledky dosahované Nástrojem pro shlukování dat jsou shodné 
s programem Rapid Miner. 
U metody DBSCAN je nutné pečlivě dbát na volbu parametrů Eps a MinPts, jak již bylo 
zmíněno výše. Jinak totiž u dat s vysokou hustotou hrozí přiřazení všech objektů do jedné třídy. 
Výsledky při špatné volbě parametrů lze vidět v grafu č. 1 v příloze. Veškeré výsledky testu společně 




Graf č. 8.1: Výsledky Nástroje pro shlukování pro metodu DBSCAN s parametry Eps= 1.2 a 
MinPts=3 
 




Graf č. 8.3: Výsledky Rapid Mineru pro metodu DBSCAN při stejných vstupních parametrech 
 
Graf č. 8.4: Výsledky Rapid Mineru pro metodu K-Medoids pro stejný počet hledaných tříd. 
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9 Srovnání výsledků Nástroje pro 
shlukování a programu Rapid Miner 
na reálných datech 
V této kapitole se zaměříme na srovnávání výsledků dosažených implementovanými metodami a 
výsledků dosažených programem Rapid Miner na reálných datech. Přiblížíme si formát a obsah 
těchto dat a nakonec si zhodnotíme dosažené výsledky. 
9.1 Reálná data 
Jako zdroj reálných dat byla vybrána data týkající se klientů banky, jejich účtů a úvěrů klientům 
poskytnutých. Tyto data byla získána z datového skladu předmětu ZZN (Získávání znalostí 
z databází). V datech jsou obsaženy informace o klientech a účtech, které jsou jim vedeny 
v jednotlivých pobočkách banky. Ke každému účtu máme evidovanou pobočku, která ho spravuje a 
datum jeho vytvoření. Ke každému účtu můžeme zjistit transakce, které jsou z něj prováděny.  
Relace disposition určuje klienty, kteří mají právo s účtem disponovat. Z pohledu účtu 
existují dvě možné role klienta a to disponent a vlastník (jen ten může žádat o úvěr a zadávat trvalé 
platební příkazy). Jeden klient může vlastnit více účtů a více klientů disponovat jedním účtem. O 
každém klientovi máme uloženo datum jeho narození, pohlaví a bydliště. V tabulce Credit Card jsou 
uloženy informace o kreditních kartách vydaných k jednotlivým účtům, k jednomu účtu může být 
vydáno více karet.  
Informace o úvěrech jsou obsaženy v tabulce Loan. Ke každému úvěru je zde uložena výše 
měsíční splátky, počátek splácení, počet splátek a stav splácení. To znamená, byl či nebyl úvěr 
splacen, u probíhajících úvěrů je zde uvedeno, zda splátky probíhají podle plánu.  Jeden úvěr může 
být ručen pouze z jednoho účtu.  
Více informací o datech je uloženo spolu s nimi na přiloženém CD v složce Reálná data, kde 
se také nachází skripty pro vytvoření tabulky pro reálná data v databázi a souborů v různých 
formátech pro jejich import do aplikací pro shlukování. Informace o všech tabulkách a jejich 
atributech je uložena v archivu financial.zip v souboru Financial Data decription.htm. 
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9.2 Numerické metody 
Protože v rámci shlukování reálných dat jsou používány jako vstupní parametry číselné hodnoty, 
popišme si několik numerických metod, které mohou být použity pro výsledné porovnání 
jednotlivých shluků. Informace pro tuto podkapitolu byly čerpány hlavně z [15]. 
První metodou, která může posloužit pro srovnání numerických atributů objektů je aritmetický 
průměr. Uvažujme, že máme n hodnot proměné x, výsledný aritmetický průměr potom získáme 





A  Výsledná hodnota by měla představovat typickou výši proměnné x 
obsažené v datové množině. Ne vždy to však musí být pravda, hodnotu průměru totiž může ovlivnit 
například několik vysokých hodnot v datové množině, která jinak obsahuje objekty s velmi nízkými 
hodnotami. Další nevýhodou může být také nemožnost zohlednit různou důležitost (váhu) hodnot 
v datové množině. 
V případě, že je nutné zohlednit různou důležitost hodnot v datové množině, můžeme použít 
vážený průměr. Pro jeho výpočet potřebujeme dvě datové množiny, první s hodnotami, z kterých 
budeme počítat průměr a druhou s váhami jednotlivých hodnot.  Tyto množiny definujeme 
následovně: X = x1 ,x2 , …,xn
P Q
a W w1 ,w2 , …,wn
P Q
. Vážený průměr potom spočítáme pomocí 








 .  
Další možností jak porovnávat hodnoty v datové množině je medián. Jeho hodnota se rovná 
prostřednímu prvku v datové množině seřazené podle velikosti. Pokud má množina lichý počet prvků 
je medián prostřední prvek, v případě sudého počtu prvků ho získáme jako aritmetický průměr dvou 
středních prvků. Pro hodnotu mediánu platí, že v datové množině se nachází 50% prvků, které mají 
menší nebo stejnou hodnotu a 50% prvků s hodnotou stejnou nebo vyšší. 
Při práci nad reálnými daty budeme v tomto případě nejčastěji používat aritmetický průměr pro 
jednotlivé atributy nalezených tříd, abychom ukázali jejich podobnost uvnitř třídy a rozdílnost 
s hodnotami získanými pro ostatní třídy. 
9.3 Zhodnocení dosažených výsledků 
Pro dosažení lepších výsledků a z důvodu, že program Rapid Miner umí pracovat ve vstupních datech 
pro shlukovací metody pouze s numerickými hodnotami, byla provedena změna ve vstupních datech. 
Změna byla provedena úpravou hodnoty sloupce Status a v nahrazení textových údajů o stavu úvěru 
numerickými. Znaky A a C, které značí dobré splácení, byly nahrazeny hodnotou 0 a znaky B a D 
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značící nesplacené úvěry byly nahrazeny hodnotou 1000. Jako vstupní proměnné byly pro tyto testy 
určeny amount, payments a status. 
Pro metodu DBSCAN můžeme i po testech provedených na reálných datech prohlásit, že 
výsledky dosažené programem Rapid Miner a Nástrojem pro shlukování dat jsou stejné. Dokládají to 
grafy č. 9.1 a 9.2 a také tabulky č. 9.3, 9.4 a 9.5 s vypočítanými aritmetickými průměry pro atributy 
jednotlivých tříd, získaných tříd a počty objektů přiřazených do každé třídy pro oba programy. 
Tabulky číslo 9.1 a 9.2 zobrazují ukázku přiřazení tříd pro oba programy a prvních 47 objektů 
reálných dat. 
Výsledky metody K-Medoids se pro oba programy liší, jak už bylo uvedeno v předcházející 
kapitole z důvodu náhodného určení bodů na počátku algoritmu. Pro oba programy jsou uvedeny 
grafy č. 9.3 a 9.4 dosažených výsledků a tabulky č. 9.6 a 9.7 s aritmetickými průměry nalezených tříd. 
Jak je vidět z aritmetických průměrů získaných pro obě metody a oba programy, atributem, 
který nejvíce ovlivňuje přiřazení do třídy je výše poskytnutého úvěru. Pro metodu DBSCAN to také 
znamená, že pro tento typ dat není příliš vhodná, protože při různých stupních hustoty objektů je 
obtížné správně určit její vstupní parametry. Pokud bychom chtěli zvýšit význam i ostatních atributů, 
museli bychom provést transformaci výše úvěru, tak aby se význam ostatních atributů zvýšil nebo 
tento atribut úplně odstranit z množiny dat. 
Výsledky dosažené na reálných datech také ukázaly, že pro metodu DBSCAN nebude pro větší 
počet atributů ve vstupní množině dat jednoduché najít správné hodnoty Eps a MinPts, především 


















Graf č. 9.2: Výsledky metody DBSCAN dosažené Nástrojem pro shlukování dat s parametry 
Eps=5000 a MinPts=8. 
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Id Třída Amount Duration Payments Status 
1 1 96396.0 12.0 8033.0 1000.0 
2 1 165960.0 36.0 4610.0 0.0 
3 1 127080.0 60.0 2118.0 0.0 
4 1 105804.0 36.0 2939.0 0.0 
5 2 274740.0 60.0 4579.0 0.0 
6 1 87840.0 24.0 3660.0 0.0 
7 1 52788.0 12.0 4399.0 0.0 
8 1 174744.0 24.0 7281.0 1000.0 
9 1 154416.0 48.0 3217.0 0.0 
10 1 117024.0 24.0 4876.0 0.0 
11 1 21924.0 36.0 609.0 0.0 
12 1 79608.0 24.0 3317.0 0.0 
13 0 464520.0 60.0 7742.0 1000.0 
14 1 95400.0 36.0 2650.0 0.0 
15 1 93888.0 36.0 2608.0 0.0 
16 1 47016.0 12.0 3918.0 0.0 
17 2 259740.0 60.0 4329.0 0.0 
18 1 38148.0 12.0 3179.0 0.0 
19 1 86616.0 12.0 7218.0 0.0 
20 1 75624.0 24.0 3151.0 1000.0 
21 1 80952.0 24.0 3373.0 0.0 
22 1 80952.0 24.0 3373.0 0.0 
23 1 24516.0 12.0 2043.0 0.0 
24 4 253200.0 60.0 4220.0 0.0 
25 1 21072.0 24.0 878.0 0.0 
26 1 108144.0 36.0 3004.0 0.0 
27 1 78936.0 12.0 6578.0 0.0 
28 1 149040.0 48.0 3105.0 0.0 
29 1 49320.0 12.0 4110.0 1000.0 
30 1 197748.0 36.0 5493.0 0.0 
31 0 300660.0 60.0 5011.0 0.0 
32 1 182628.0 36.0 5073.0 0.0 
33 1 91632.0 12.0 7636.0 0.0 
34 1 51696.0 24.0 2154.0 0.0 
35 1 55368.0 24.0 2307.0 0.0 
36 1 91200.0 24.0 3800.0 0.0 
37 1 7656.0 24.0 319.0 0.0 
38 1 212400.0 36.0 5900.0 0.0 
39 1 167100.0 60.0 2785.0 0.0 
40 1 149340.0 60.0 2489.0 0.0 
41 1 65184.0 12.0 5432.0 0.0 
42 1 215388.0 36.0 5983.0 1000.0 
43 1 89040.0 60.0 1484.0 0.0 
44 1 193968.0 36.0 5388.0 0.0 
45 1 24312.0 12.0 2026.0 0.0 
46 2 272520.0 60.0 4542.0 0.0 
47 1 80340.0 12.0 6695.0 0.0 
 
Tabulka č. 9.1: Ukázka výsledků metody DBSCAN v programu Rapid Miner pro reálná data a 
parametry Eps=8 a MinPts=5000 (výsledky pro prvních 47 objektů). 
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Id Třída Hodnota1 Hodnota2 Hodnota3 Hodnota4 
1 trida1 96396.0 12.0 8033.0 1000.0 
2 trida1 165960.0 36.0 4610.0 0.0 
3 trida1 127080.0 60.0 2118.0 0.0 
4 trida1 105804.0 36.0 2939.0 0.0 
5 trida2 274740.0 60.0 4579.0 0.0 
6 trida1 87840.0 24.0 3660.0 0.0 
7 trida1 52788.0 12.0 4399.0 0.0 
8 trida1 174744.0 24.0 7281.0 1000.0 
9 trida1 154416.0 48.0 3217.0 0.0 
10 trida1 117024.0 24.0 4876.0 0.0 
11 trida1 21924.0 36.0 609.0 0.0 
12 trida1 79608.0 24.0 3317.0 0.0 
13 NOISE 464520.0 60.0 7742.0 1000.0 
14 trida1 95400.0 36.0 2650.0 0.0 
15 trida1 93888.0 36.0 2608.0 0.0 
16 trida1 47016.0 12.0 3918.0 0.0 
17 trida2 259740.0 60.0 4329.0 0.0 
18 trida1 38148.0 12.0 3179.0 0.0 
19 trida1 86616.0 12.0 7218.0 0.0 
20 trida1 75624.0 24.0 3151.0 1000.0 
21 trida1 80952.0 24.0 3373.0 0.0 
22 trida1 80952.0 24.0 3373.0 0.0 
23 trida1 24516.0 12.0 2043.0 0.0 
24 trida4 253200.0 60.0 4220.0 0.0 
25 trida1 21072.0 24.0 878.0 0.0 
26 trida1 108144.0 36.0 3004.0 0.0 
27 trida1 78936.0 12.0 6578.0 0.0 
28 trida1 149040.0 48.0 3105.0 0.0 
29 trida1 49320.0 12.0 4110.0 1000.0 
30 trida1 197748.0 36.0 5493.0 0.0 
31 NOISE 300660.0 60.0 5011.0 0.0 
32 trida1 182628.0 36.0 5073.0 0.0 
33 trida1 91632.0 12.0 7636.0 0.0 
34 trida1 51696.0 24.0 2154.0 0.0 
35 trida1 55368.0 24.0 2307.0 0.0 
36 trida1 91200.0 24.0 3800.0 0.0 
37 trida1 7656.0 24.0 319.0 0.0 
38 trida1 212400.0 36.0 5900.0 0.0 
39 trida1 167100.0 60.0 2785.0 0.0 
40 trida1 149340.0 60.0 2489.0 0.0 
41 trida1 65184.0 12.0 5432.0 0.0 
42 trida1 215388.0 36.0 5983.0 1000.0 
43 trida1 89040.0 60.0 1484.0 0.0 
44 trida1 193968.0 36.0 5388.0 0.0 
45 trida1 24312.0 12.0 2026.0 0.0 
46 trida2 272520.0 60.0 4542.0 0.0 
47 trida1 80340.0 12.0 6695.0 0.0 
 
Tabulka č. 9.2: Ukázka výsledků metody DBSCAN ve vytvořené aplikaci pro reálná data a 
parametry Eps=8 a MinPts=5000 (výsledky pro prvních 47 objektů). 
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Počet objektů v třídě 
Třídy Rapid 
Miner Aplikace pro shlukování 
Třída1 561 561 
Třída2 38 38 
Třída3 6 6 
Třída4 32 32 
Třída5 14 14 
Třída6 4 4 
Třída7 5 5 
Třída8 4 4 
Třída9 4 4 
Šum 14 14 
 
Tabulka č. 9.3: Porovnání počtu nalezených tříd a do nich přiřazených objektů pro Nástroj pro 
shlukování a Rapid Miner. 
 
Třída Hodnota1 Hodnota2 Hodnota3 Hodnota4 
NOISE 395368 55 7289 220 
Třída1 104830 32 3626 84 
Třída2 269500 49 5812 269 
Třída3 289461 55 5395 167 
Třída4 248447 51 4992 200 
Třída5 318632 56 5809 188 
Třída6 388568 52 7554 222 
 
Tabulka č. 9.4: Vypočítané aritmetické průměry pro jednotlivé atributy nalezených tříd algoritmem 
DBSCAN Nástrojem pro shlukování dat 
 
Třída Amount Duration Payments Status 
0 395368 55 7289 220 
1 104830 32 3626 84 
2 269500 49 5812 269 
3 289461 55 5395 167 
4 248447 51 4992 200 
5 318632 56 5809 188 
6 388568 52 7554 222 
 
Tabulka č. 9.5: Vypočítané aritmetické průměry pro jednotlivé atributy nalezených tříd algoritmem 








Graf č. 9.4: Graf výsledků Nástroje pro shlukování dat dosažených metodou K-Medoids pro hledaný 
počet tříd 10. Udává závislot výše úvěru na výši měsíční splátky v nalezených třídách. 
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Třída Počet prvků Amount Duration Payment Status 
0 49 270140,3 50,7 5561,9 244,9 
1 99 75703,6 28,6 3515,9 101 
2 42 328268,6 53,1 6288,5 214,3 
3 69 22581,9 23,8 1322,8 43,5 
4 95 102448,7 32,2 4203,6 63,2 
5 85 147285,2 38,7 4219,6 82,4 
6 86 186523,5 42,5 4927,9 121,2 
7 89 47758,2 23,5 2664,1 78,7 
8 41 436468,4 55,9 7874,5 219,5 
9 47 222907,9 46 5081,7 106,4 
 
Tabulka č. 9.6:  Aritmetické průměry pro jednotlivé atributy získaných tříd programem Rapid Miner 
metodou K- Medoids pro výběr vstupních hodnot Amount, Payment a Status a hledaný počet tříd 10 a 
zadanou hodnotu proměnné max_runs=10. 
 
Třída Počet prvků Hodnota1 Hodnota2 Hodnota3 Hodnota4 
1 120 177455,5 42,4 4636,5 91,7 
2 67 68858,5 28,7 3206,4 164,2 
3 114 266352,5 50,1 5499,6 193,0 
4 69 86171,5 29,9 3912,8 29,0 
5 37 102972,0 36,6 3312,1 108,1 
6 56 413486,6 55,1 7564,2 214,3 
7 57 49023,6 24,2 2651,0 52,6 
8 91 26495,9 22,3 1673,2 44,0 
9 11 99125,5 12,0 8260,5 181,8 
10 60 129708,0 35,4 4158,3 83,3 
 
Tabulka č. 9.7: Aritmetické průměry atributů získaných Nástrojem pro shlukování dat metoou  
K-Medoids pro výběr vstupních hodnot Amount, Payment a Status s počtem hledaných tříd 10 a 
zadané hodnote pocetCyktu=10. 
9.4 Úpravy algoritmu K-Medoids 
Při pokusech na reálných datech a následných výsledcích časové složitosti se u metody K-Medoids 
ukázalo jako nezbytné přejít od používané datové matice na matici podobnostní. V tabulce č. 9.8 
můžeme nalézt srovnání časové složitosti při použití datové a podobnostní matice jako vstupní 
množiny dat pro metodu K-Medoids. Jak je patrné při použití podobnostní matice pracuje metoda 
téměř desetkrát rychleji než při použití datové matice. Po úpravách algoritmu K-Medoids, které 
spočívaly v nahrazení datové matice podobnostní, se ukázaly jako nezbytné i další drobné úpravy 
metody. Oproti principu fungování metody popsaného v kapitole číslo tři, bylo umožněno uživateli 
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definovat počet volání metody nad daty, přičemž jako výsledek je vrácena nejlepší dosažená 
konfigurace tříd.  
Další změnou je i možnost definovat počet optimalizačních kroků při hledání optimálních 
objektů pro reprezentaci třídy. Algoritmus s těmito úpravami má oproti původní implementaci menší 
časovou náročnost a vícenásobná možnost jeho spuštění spolu s návratem nejlepšího nalezeného 
řešení částečně odstraňuje nevýhody plynoucí z počátečního náhodného určení reprezentujících 
objektů. Po těchto úpravách můžeme prohlásit, že časová složitost výpočtu metody K-Medoids pro 
stejná data je pro Nástroj pro shlukování dat a program Rapid Miner přibližně stejná (viz. tabulka č. 
9.9). 
 
Test Datová matice (sec.) 
Podobnostní matice 
(sec.) 
1 23 1,9 
2 24 0,8 
3 21 1 
4 25 1,6 
5 23 0,6 
6 22 0,7 
7 23 0,8 
8 26 0,7 
9 36 1,4 
10 31 2 
 
Tabulka č. 9.8: Výsledky srovnání časové náročnosti metody K-Medoids při použití datové a 
podobnostní matice. 
 
Test Nástroj pro 
shlukování (sec.) Rapid Miner (sec.) 
1 42,6 44 
2 37,6 56 
3 37,1 51 
4 42,9 38 
5 29 45 
6 43,4 46 
7 42,2 38 
8 41,5 40 
9 46,4 56 
10 35,2 43 
 
Tabulka č. 9.9: Výsledky srovnání časové náročnosti metody K-Medoids mezi programy Nástroj pro 





10 Srovnání výsledků SAS Miner a 
Nástroje pro shlukování pro reálná 
data 
Po provedení testů Nástroje pro shlukování dat na reálných datech a jeho srovnání s vybraným 
programem Rapid Miner byly další testy prováděny s programem SAS Miner. Použita byla stejná 
data a vstupní hodnoty, které jsou popsány v kapitole 9.1. Výsledky získané z těchto dat si můžeme 
prohlédnout na obrázku č. 10.1 a v tabulkách č. 10.1, 10.2 a 10.3. 
 
 








Průměrná výše úvěru 
pro jednotlivé třídy 
1 86 25606 
2 11 474711 
3 65 225415 
4 141 107471 
5 34 349087 
6 156 62847 
7 54 28576 
8 113 170721 
9 18 401738 
10 4 539290 
 
Tabulka č. 10.1: Počet prvků tříd vytvořených programem SAS Miner. 
 












Tabulka č. 10.2: Počet prvků tříd pro volbu středů tříd pomocí náhodného přiřazení při zadání 




prvků Průměrná výše úvěru  
1 99 219800,6 
2 36 82203,6 
3 43 77113 
4 92 26660 
5 77 52784 
6 54 172255,1 
7 55 144692,3 
8 48 115583,5 
9 113 354602,9 
10 65 93981 
 
Tabulka č. 10.3 Počet prvků tříd pro hodnotu generátoru seed=43422 s uvedenými průměrnými 
výšemi úvěru pro každou třídu. 
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10.1 Zhodnocení výsledků 
Pro výsledy dosažené pomocí programu SAS Enterprise Miner pro reálná data, můžeme konstatovat, 
že pro třídy získané pomocí uživatelského nastavení, tedy pokud zadáme požadovaný počet tříd a 
zvolíme náhodnou volbu středu tříd jsou výsledné hodnoty odlišné, ale porovnatelné s výsledky 
dosaženými na stejných datech pomocí Nástroje pro shlukování dat. Určitá odlišnost je způsobena 
právě náhodnou volbou středů tříd. 
 Pokud však uživatel nedefinuje počet hledaných tříd nebo nezvolí náhodnou volbu středů tříd 
jsou výsledky dosažené SAS Enterprise Minerem velmi odlišné, což je způsobeno odlišným 
způsobem výpočtu tříd. Používána je například v podkapitole 4.1 zmíněná metoda CCC.  
 Na závěr můžeme podotknout, že i v tomto programu byla proměnná výše úvěru 
vyhodnocena jako nejvíce ovlivňující přiřazení do tříd. 
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11 Závěr 
Cílem diplomové práce bylo vytvořit nástroj pro shlukování dat a implementovat dvě vybrané metody 
pro shlukování a na závěr porovnat dosažené výsledky s jinými programy na shlukování dat. 
V prvních kapitolách je přiblížen a vysvětlen pojem získávání znalostí z databází a podrobněji 
popsány jednotlivé druhy metod pro shlukování dat. Podrobně jsou popsány implementované metody 
DBSCAN a K-Medoids. 
Protože jedním z cílů diplomové práce bylo porovnat dosažené výsledky s jinými programy na 
shlukování dat, je popsán princip práce s programy Rapid Miner a SAS Enterprise Miner. Nástroj pro 
shlukování a obě implementované metody byly testovány nejprve na testovacích datech, na kterých 
byla ověřena funkčnost a rozdíl mezi oběma metodami. Dalším krokem bylo srovnání dosažených 
výsledků na reálných datech s výsledky dosaženými výše uvedenými programy. Zhodnocení 
dosažených výsledků pro metodu K-Medoids vedlo ke změně v implementaci. Místo datové matice 
byla pro uložení dat zvolena podobnostní, to vedlo ke zrychlení výpočtu a možnosti provádět metodu 
nad daty několikrát a získat tak nejlepší dosažený výsledek.  
Ve srovnání s programem Rapid Miner, který poskytuje obě implementované metody, můžeme 
konstatovat, že z hlediska nalezených tříd i časové složitosti jsou jím získané výsledky přibližně 
stejné jako výsledky dosažené Nástrojem pro shlukování dat.  
Z pohledu srovnání s výsledky dosaženými programem SAS Enterprise Miner můžeme 
prohlásit, že výsledky jsou podobné, pokud nastavíme požadovaný počet tříd a používáme náhodné 
určení středů tříd. Rozdíl vzniká díky počáteční náhodné volbě reprezentujících objektů při provádění 
metody K-Medoids. K metodě DBSCAN bohužel SAS Enterprise Miner neposkytuje možnost použít 
metodu založenou na podobném principu. 
V rámci dalšího vývoje nástroje je možné přidat další shlukovací metody, zvýšit počet 
podporovaných databází a umožnit uživateli větší možnost nastavení grafů. Dalším rozšířením by 
mohlo být zavedení hodnocení kvality nalezených shluků pro jednotlivé metody a následné 
porovnání, která metoda nalezla lepší řešení. To by bylo založeno na výpočtu střední hodnoty 
vzdálenosti objektů od středu třídy. Pro metodu DBSCAN by v tomto případě muselo být 
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Příloha 1: Seznam použitých zkratek 
ARFF – Attribute-Relation File Format 
CD – Compact Disc 
CSV – Comma-Separated Values 
DBSCAN – Density-Based Spatial Clustering of Applications with Noise 
DENCLUE – DENsity-based CLUstEring 
GUI – Graphical User Interface 
HAC – HierArchical Clustering 
LVQ – Learning Vector Quantization 
MySQL – databázový systém 
SOM – Self-Organizing Map 
XLS – soubory pro Microsoft Excel 























Příloha 2: Grafy 
 
Graf č.1: Výsledek metody DBSCAN pro testovací data se zadanými parametry Eps=2.5 a 
MinPts=3. 
 
Graf č.2: Výsledek programu Rapid Miner pro reálná data při použití metody K-Medoids s parametry 
max_runs=10 a max_optimalization_steps=10. 
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Příloha 3 - Tabulky 
Id x y Třída Id x y Třída 
1 0,2 7,0 0 31 3,5 5,4 2 
2 5,0 1,0 0 32 3,6 5,6 2 
3 5,0 1,2 0 33 3,7 6,0 2 
4 8,0 1,0 0 34 6,5 4,0 3 
5 8,2 1,5 0 35 6,1 3,2 3 
6 8,0 8,0 0 36 6,0 3,0 3 
7 0,9 1,0 1 37 3,9 5,0 2 
8 1,1 1,0 1 38 3,9 6,0 2 
9 1,1 0,8 1 39 4,0 4,9 2 
10 1,0 1,5 1 40 4,1 5,5 2 
11 1,5 0,8 1 41 4,3 5,4 2 
12 1,5 1,2 1 42 4,5 6,0 2 
13 1,6 1,6 1 43 4,6 6,4 2 
14 1,8 1,5 1 44 6,8 5,0 3 
15 2,0 1,0 1 45 7,0 4,9 3 
16 2,1 1,5 1 46 7,2 5,2 3 
17 2,0 1,8 1 47 7,4 4,5 3 
18 2,2 2,0 1 48 14,0 3,0 4 
19 2,0 2,5 1 49 14,2 2,8 4 
20 2,8 2,5 1 50 14,4 2,6 4 
21 3,0 2,2 1 51 14,4 2,6 4 
22 3,2 2,8 1 52 14,6 2,8 4 
23 3,3 3,0 1 53 14,8 3,0 4 
24 3,5 3,1 1 54 14,0 8,0 5 
25 3,6 3,0 1 55 14,2 7,8 5 
26 4,0 2,9 1 56 14,4 7,6 5 
27 4,0 3,3 1 57 14,4 7,7 5 
28 4,1 3,5 1 58 14,2 7,4 5 
29 3,5 5,0 2 59 14,0 7,2 5 
30 3,5 5,4 2         
 












Id x y Třída Id x y Třída 
point1 0,2 7,0 NOISE point30 3,5 5,4 trida2 
point2 5,0 1,0 NOISE point31 3,6 5,6 trida2 
point3 5,0 1,2 NOISE point32 3,7 6 trida2 
point4 8,0 1,0 NOISE point45 6,5 4 trida3 
point5 8,2 1,5 NOISE point44 6,1 3,2 trida3 
point6 8,0 8,0 NOISE point43 6 3 trida3 
point7 0,9 1,0 trida1 point36 3,9 5 trida2 
point8 1,1 1,0 trida1 point37 3,9 6 trida2 
point9 1,1 0,8 trida1 point38 4 4,9 trida2 
point10 1,0 1,5 trida1 point39 4,1 5,5 trida2 
point11 1,5 0,8 trida1 point40 4,3 5,4 trida2 
point12 1,5 1,2 trida1 point41 4,5 6 trida2 
point13 1,6 1,6 trida1 point42 4,6 6,4 trida2 
point14 1,8 1,5 trida1 point46 6,8 5 trida3 
point15 2,0 1,0 trida1 point47 7 4,9 trida3 
point16 2,1 1,5 trida1 point48 7,2 5,2 trida3 
point17 2,0 1,8 trida1 point49 7,4 4,5 trida3 
point18 2,2 2,0 trida1 point50 14 3 trida4 
point19 2,0 2,5 trida1 point51 14,2 2,8 trida4 
point20 2,8 2,5 trida1 point52 14,4 2,6 trida4 
point21 3,0 2,2 trida1 point53 14,4 2,6 trida4 
point22 3,2 2,8 trida1 point54 14,6 2,8 trida4 
point23 3,3 3,0 trida1 point55 14,8 3 trida4 
point24 3,5 3,1 trida1 point56 14 8 trida5 
point25 3,6 3,0 trida1 point57 14,2 7,8 trida5 
point26 4,0 2,9 trida1 point58 14,4 7,575 trida5 
point27 4,0 3,3 trida1 point59 14,4 7,725 trida5 
point28 4,1 3,5 trida1 point60 14,2 7,4 trida5 
point29 3,5 5,0 trida2 point61 14 7,2 trida5 
point30 3,5 5,4 trida2         
 















Název x y Třída Název x y Třída 
point1 0,2 7,0 trida1 point30 3,5 5,4 trida1 
point2 5,0 1,0 trida1 point31 3,6 5,6 trida1 
point3 5,0 1,2 trida1 point32 3,7 6,0 trida1 
point4 8,0 1,0 trida1 point45 6,5 4,0 trida1 
point5 8,2 1,5 trida1 point44 6,1 3,2 trida1 
point6 8,0 8,0 trida1 point43 6,0 3,0 trida1 
point7 0,9 1,0 trida1 point36 3,9 5,0 trida1 
point8 1,1 1,0 trida1 point37 3,9 6,0 trida1 
point9 1,1 0,8 trida1 point38 4,0 4,9 trida1 
point10 1,0 1,5 trida1 point39 4,1 5,5 trida1 
point11 1,5 0,8 trida1 point40 4,3 5,4 trida1 
point12 1,5 1,2 trida1 point41 4,5 6,0 trida1 
point13 1,6 1,6 trida1 point42 4,6 6,4 trida1 
point14 1,8 1,5 trida1 point46 6,8 5,0 trida1 
point15 2,0 1,0 trida1 point47 7,0 4,9 trida1 
point16 2,1 1,5 trida1 point48 7,2 5,2 trida1 
point17 2,0 1,8 trida1 point49 7,4 4,5 trida1 
point18 2,2 2,0 trida1 point50 14,0 3,0 trida1 
point19 2,0 2,5 trida1 point51 14,2 2,8 trida1 
point20 2,8 2,5 trida1 point52 14,4 2,6 trida1 
point21 3,0 2,2 trida1 point53 14,4 2,6 trida1 
point22 3,2 2,8 trida1 point54 14,6 2,8 trida1 
point23 3,3 3,0 trida1 point55 14,8 3,0 trida1 
point24 3,5 3,1 trida1 point56 14,0 8,0 trida1 
point25 3,6 3,0 trida1 point57 14,2 7,8 trida1 
point26 4,0 2,9 trida1 point58 14,4 7,575 trida1 
point27 4,0 3,3 trida1 point59 14,4 7,725 trida1 
point28 4,1 3,5 trida1 point60 14,2 7,4 trida1 
point29 3,5 5,0 trida1 point61 14,0 7,2 trida1 
point30 3,5 5,4 trida1         
 
Tabulka č.3: Tabulka výsledků metody DSBCAN vytvořené aplikace pro testovací data a hodnoty 
parametrů Eps=6 a MinPts=3, případ přiřazení všech prvků do jedné třídy z důvodu špatně zvolených 
parametrů. 
 
 
 
 
 
 
 
 
 
