This study examines several alternative symmetric and asymmetric model specifications of regression-based deterministic volatility models to identify the one that best characterizes the implied volatility functions of S&P 500 Index options in the period 1996-2009. We find that estimating the models with nonlinear least squares, instead of ordinary least squares, always results in lower pricing errors in both in-and out-of-sample comparisons. In-sample, asymmetric models of the moneyness ratio estimated separately on calls and puts provide the overall best performance. However, separating calls from puts violates the put-call-parity and leads to severe model mis-specification problems. Out-of-sample, symmetric models that use the logarithmic transformation of the strike price are the overall best ones. The lowest out-of-sample pricing errors are observed when implied volatility models are estimated consistently to the put-call-parity using the joint data set of out-ofthe-money options. The out-of-sample pricing performance of the overall best model is shown to be resilient to extreme market conditions and compares quite favorably with continuous-time option pricing models that admit stochastic volatility and random jump risk factors.
Introduction
The Black and Scholes (1973) option pricing model (henceforth BS) has shown considerable time endurance and is still widely used by practitioners since it generates reasonable prices for a wide spectrum of European financial options. Scholars and practitioners have often accounted for deviations from its assumptions by employing a regression-based Deterministic Volatility Function (DVF) approach to generate volatility values that depend on the option moneyness level and maturity.
1 As discussed in Christoffersen and Jacobs (2004) , Berkowitz (2010) , and Christoffersen et al. (2009) , although the regression-based DVF approach cannot be considered a replacement for structural (continuous-time) option pricing models, it is widely used as a benchmark because it is an effective way to mitigate the BS volatility smile/smirk anomaly, and is quite simple and easy to apply in practice.
This study seeks to identify the overall best regression-based estimation approach for modeling the implied volatility functions of S&P 500 Index (SPX) options. Our analysis is carried out on daily data over the period January 1996 to October 2009 using the Option-Metrics database. The best models are identified by gauging their performance both in-and out-of-sample. Although the focus of this study is on one-day-ahead out-of-sample pricing tests, we reach similar conclusions when assessing the model's performance on one-week and two-week out-of-sample pricing comparisons. As a starting point, we consider the three symmetric DVF specifications introduced by 3 (NLS). This rationale is indicated by Christoffersen and Jacobs (2004) who suggest that when calculating implied parameters, optimization should be in respect to the option pricing function. We also seek to identify which data set allows for the best model estimation, by comparing models' pricing performance estimated using either call options only or put options only, or using joint data sets both of out-of-the-money call and put options. The search for the most suitable estimation data set is motivated by Bollen and Whaley (2004) whose findings suggest that information from puts has explanatory power on the implied volatilities of calls (see also Ahoniemi and Lenne 2009 ).
We also endeavor to shed more light on the performance robustness of alternative specifications that regression-based DVF models could employ. In this vein, we stress test the models' resistance to cases of significant mispricing, while, to assess their accuracy in rapidly changing market conditions, we consider pricing performance on days with large jumps in index levels and on days of high market volatility. We also compare the best-performing DVF models with Heston's (1993) stochastic volatility model and Bates ' (1996) stochastic volatility and random jump model. Furthermore, we consider two models that have received significantly less attention in empirical applications using the SPX contracts -namely Bates' (1991) single-jump model, and Merton's (1976) two-jump variant model discussed in Jones (1984) .
To the best of our knowledge, this is the first study to simultaneously compare and contrast all the aforementioned model specification combinations. While, no doubt, the search to identify the overall best regression-based DVF model may seem endless, we provide a comprehensive and systematic investigation of the models and methods that have been widely employed by many researchers thus far. 3 Overall, this study seeks to contribute to options pricing research by attempting to resolve the ambiguity in the literature about the use of regression-based DVF models.
Our findings pose a number of important implications for other studies in this area. First, in the spirit of Dumas et al. (1998) , it is essential for both practitioners and scholars to be able to gauge the size of prediction (pricing) error which should be considered as 'large'. We find that the overall best regression-based DVF specification is not the one introduced by Dumas et al. (1998) , even 4 though it has since been used as a benchmark model in many studies. 4 Second, there are studies that rely on regression-based DVF models to investigate time-series economic determinants affecting the shape of implied volatility functions (see, for instance, Peña et al. 1999 Peña et al. , 2001 Chang et al. 2009 ). In the same vein, many other studies need to model stock market uncertainty -as measured by implied volatility -accurately, so that researchers, analysts and observers can gauge the effects of macroeconomic news announcements and monetary policy decisions (e.g., Vähämaa and Äijö 2011) .
Hence, in all of these cases it is imperative for the researchers to rely on an 'overall best' implied volatility model, otherwise they will never know whether their results are spurious (i.e., driven by the BS mis-specification that could have been otherwise mitigated by using an alternative DVF specification). Third, it is well established in the literature that the shape of the DVF specification is directly linked to the shape of the risk-neutral density implied by option market prices. 5 All-in-all, it is reasonable to infer that relying on an overall best DVF model is essential to permit the derivation of risk-neutral densities that can be used in a credible manner. Fourth, many researchers model implied volatility functions using only out-of-the-money put and call options. Although these studies make valid contributions to the literature, they are less informative on the performance of the option pricing model when relying, instead, on other definitions of options data sets. So it is both valid and interesting to examine the relative pricing merits of DVF models estimated on different option data sets. Finally, it is useful to observe whether the DVF approach performs better than structural (continuous-time) models, such as those that admit stochastic volatility and random jump risk factors.
As Tompkins (2001) discusses, even if the process of pricing an underlying asset is correctly identified -for instance as being a stochastic volatility and jump process -it is not certain whether market option prices would conform to this process when non-traded sources of risk (for example, unknown risk-premium dynamics) are involved. In contrast, the DVF approach is not impeded by the 4 Relying on the overall best DVF model is important for other studies as well, such as that of Brandt and Wu (2002) , where option parameters are estimated from liquid European options and are then applied to price illiquid, exotic or other derivatives (see also, Linaras and Skiadopoulos 2005; Berkowitz 2010; Chang et al. 2012) . Moreover, several studies using nonparametric option pricing methods such as kernel regression or neural networks also have a need for a proper benchmark model (see Andreou et al. 2008) . 5 Shimko (1993) was the first to show how to recover the risk-neutral probability density function by fitting a smooth curve to the implied volatility smirk. Moreover, Bakshi et al. (2003) show that the shape of the implied volatility function is directly linked to the risk-neutral skewness and kurtosis of the implied distribution. Panigirtzoglou and Skiadopoulos (2004) show how to model the dynamics of implied distributions for (smile-consistent) option pricing purposes.
existence of such factors. In cases where DVF models perform better than structural option pricing models, we suggest that they should be seriously considered for valuation and risk-management purposes.
We proceed as follows: section 2 describes the alternative DVF modeling approaches we use; section 3 discusses the data and research methodology; sections 4 and 5 presents our empirical findings and discuss various robustness tests; and section 6 sets out our conclusions.
The Black and Scholes Deterministic Volatility Functions Approach
The BS model is widely referenced as a benchmark. The formulae for European options, modified for a dividend-paying underlying asset are:
where BS c ( BS p ) is the price of the European call (put) option; S is the spot price of the underlying asset; X is the strike price of the option; r is the continuously compounded risk-free interest rate; y d is the continuous dividend yield paid by the underlying asset; T is the time left until the option maturity date;  is the yearly volatility of the rate of return for the underlying asset, and (.) N represents the standard normal cumulative distribution. The regression-based DVF approach is used to smooth the implied volatility surface across the option's moneyness and time-to-maturity; in this manner, the resulting volatility function produces contract-specific values for  that can be subsequently used with the model to price options.
The main purpose of this study is to examine several alternative specifications of regressionbased DVF models so as to determine which best characterizes the daily implied volatility functions of the S&P 500 Index options: to the best of our knowledge, there is no clear consensus regarding the best model for this purpose. Since this problem can be best addressed with empirical examination, we 0 max
where, s j  represents the volatility of the underlying asset, which is obtained by fitting each of the regression-based DVF models to option market prices per day t; further, superscript symbol 's' is used to denote a 'symmetric' volatility specification, while subscripts
, denote the underlying asset price variable used to measure the options' moneyness (where X / S K  determines the option's moneyness ratio and LnK determines the natural logarithm transformation of K). Following Dumas et al. (1998) , a minimum value of 1% is imposed when estimating the regression functions to prevent negative volatility values. , and time-to-maturity, T ; hence, all models are able to capture the (empirical) curvature of implied volatility surfaces with respect to moneyness, as well as the empirical presence of curvature (even humps) in their term structures. 6 The cross product of moneyness and time-to-maturity is important, since it allows capturing changes in the shape of the implied volatility functions over different maturities.
From a computational point of view, we expect proper scaling scheme, such as using the natural logarithm of the strike price to measure option moneyness, we expect greater precision of the estimated parameters, faster convergence of the optimization process, and significant reductions in computation time. 7 In contrast, we do not expect 6 There is abundance of empirical evidence of such patterns in the time structure of SPX implied volatilities in previous studies, such as Bakshi et al. (1997) , Christoffersen et al. (2009), and Andreou et al. (2010) . 7 Nonlinear optimization algorithms employed for estimating the nonlinear least squares versions of the DVF models might be affected by large differences in the levels of the observed variables. As suggested by Nocedal and Wright (1999, pg. 27) ,  , however, is that the implied at-the-money volatility value is explicitly defined by the intercept coefficient of the regression specification in Eq. (5), since the natural logarithm of an option that is exactly at-themoney equals zero.
Despite the focus of most prior studies on the s X  specification and the utilization of shorter time periods, empirical evidence supports the use of symmetric DVF specifications for SPX contracts.
Thus it is not surprising to find the symmetric DVF specifications discussed above to perform well. Dumas et al. (1998) 
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with u D and d D defined as:
, and 12-month constant maturity T-bills rates are considered.
We rely on the following filtering rules (Bakshi et al. 1997 ; see also Andreou et al. 2010 ) to create our final data set. First, we eliminate all observations that have zero trading volume, since these do not represent actual trades. Second, we eliminate observations that violate either the lower or the upper arbitrage pricing bounds and, similarly, we exclude observations with price quotes of less than 1.0 index points, with either implied volatility lower than 5% or higher than 70%, or with midpoint option price lower than the bid-ask spread difference. Third, we eliminate all observations with either less than 6 or more than 253 trading days to maturity or moneyness ratio that is either less than 0.75 10 Data synchronicity is a minor issue for this highly active market. Among others, Constantinides et al. (2009 ), Christoffersen et al. (2006 , Christoffersen and Jacobs (2004) , and Chernov and Ghysels (2000) use daily closing prices of European options written on the S&P 500 Index. Other related studies that use daily closing prices include Ncube (1996) , Peña et al. (1999) , Engström (2002) , Brandt and Wu (2002) , Chen et al. (2009) , Andreou et al. (2010) and Mozumber et al. (2012). or higher than 1.25; these eliminations are adopted to avoid any illiquid option observations. The final data set has a total of 502,630 observations -231,215 from call options and 271,415 from put options.
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Sample characteristics for the whole data set are reported in Table 1 , from which it is evident that volatility anomalies are present and are stronger for short-term options. It is also clear that out-ofthe-money calls and puts involve higher levels of volume trading and lower bid-ask spreads compared to those that are in-the-money.
[ Table 1 here]
Methodology for estimating and evaluating the models
Studies in this area rely mostly on OLS estimations (e.g., Ncube 1996; Peña et al. 1999; Engström 2002; Chang et al. 2009; Kim, 2009) . Estimating the DVF parameters with OLS is straightforwardfor any given day, we back out the contract-specific BS volatility and regress on the explanatory variables via OLS. However, Christoffersen and Jacobs (2004) demonstrate that OLS estimates of the DVF parameters yield biased option pricing results, and suggest that NLS pricing loss functions should be used instead. The methodology to obtain the NLS coefficients is more complex:
specifically, it is similar to that employed in previous studies (Bakshi et al. 1997; Dumas et al. 1998; Christoffersen and Jacobs 2004; Christoffersen et al. 2006; Chen et al. 2009; Andreou et al. 2010; Kuo 2011; Mozumder et al. 2012 ) and relies on a simultaneous equation procedure to minimize a price deviation function with respect to the unknown parameters. Market option prices, 
To find the implied parameter values per model, the Sum of Squared Errors (SSE) optimization 11 problem is solved, as follows:
where t n refers to the number of different option observations available in day t, and m  refers to the unknown parameters associated with a particular DVF specification. Model option prices ( m o ) are computed using the BS model shown in Eqs. (1.1) and (1.2), with contract-specific volatility values defined in each case by some of the DVF specifications in Eqs. (2) through (9). The SSE function is minimized using the Levenberg-Marquardt method, with a line search based on a mixed quadratic and cubic polynomial interpolation and the extrapolation method offered by Matlab. Berkowitz (2010) demonstrates theoretically that the DVF constitutes a reduced-form approximation to an unknown structural model which, if estimated frequently (e.g., daily), can yield exceptional option pricing performance; so the unconstrained optimization problem in Eq. (12) is solved on a daily basis for all DVF models considered. 12 For sake of brevity, our results only report pricing performance of the models based on NLS estimations (since in this study OLS results are always found to be inferior to the NLS ones).
As Christoffersen and Jacobs (2004) point out, the estimation and evaluation of a model should be based on the same error measure; they also suggest that, among different loss functions, Root Mean Squared Error (RMSE) estimates may perform best (see also Chang et al. 2012 ). Bates (2000) also points out that the RMSE is also a relatively intuitive error measure and very useful when comparing the empirical performance of different option pricing models: so we only report statistics based on this error measure.
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12 Daily recalibration of the implied coefficients is also adopted by Christoffersen and Jacobs (2004) ; see also similar treatments and discussions in Ncube (1996) , Peña et al. (1999) , Engström (2002) , Kim (2009), and Andreou et al. (2010) . 13 Patton (2010) reports that among many alternative loss functions Mean Squared Error is robust to the noise in the volatility proxy and yields correct rankings of models used to forecast volatility. Despite the overwhelming (theoretical and empirical) evidence in favor of the Mean Squared Error metric, we also compute the Mean Absolute Error, the Median Absolute Error, and the 5 th and 95 th Percentile of Absolute Error (results are available upon request-see also our robustness analysis in Section 5.1). Overall, we observe that all of our findings remain unchanged when using any of the alternative loss functions.
Estimation and evaluation data sets
A novel feature of our analysis is that all DVF specifications are estimated separately using three different data sets. The first data set is composed of all daily call options; the second that comprises all daily put options; the third takes in the joint data set of all available out-of-the-money call ( 1  K ) and put ( 1  K ) options. As Table 1 shows, out-of-the-money options, which are exclusively included in the third dataset, preserve the highest levels of liquidity in terms of trading volume and the smallest bid-ask spreads (compared with the rest in-the-money options). Out-of-the-money options also contain vital pieces of information regarding the demand for portfolio insurance -especially the outof-the-money puts -which allows the model to capture market volatility more effectively. We would therefore expect the third set to be more informative about market volatility.
Searching for the best estimation data set that could allow the option model to achieve the highest out-of-sample pricing accuracy has received little attention in the literature -in particular, no other study has employed an approach similar to the one proposed in this study.
The majority of prior research (e.g., Christoffersen and Jacobs 2004; Christoffersen et al. 2009; Andreou et al. 2010 ) reports option pricing performance using the same estimation and evaluation data set (i.e., models are estimated and their performance is assessed using, for example, only call options). However, in this study we also seek to identify the DVF model that performs best across the entire cross-section of options contacts, so we evaluate the models' pricing performance, separately, on data sets of call options only, of put options only, and of the entire cross-section of options (i.e., all available call and put options together). This thorough approach makes our analysis more informative than previous studies in this regard as well. Table 2 summarizes the pricing performances of the different DVF models, in which their in-sample, and one-day-ahead, out-of-sample, pricing accuracy are measured in terms of RMSE. Table 2 is divided into three panels: Panel A reports the models' RMSE performance when used to price the daily cross-section of call options only; Panel B reports model performance when used to price the 13 daily cross-section of put options only, while Panel C reports RMSE values when the models are used to price daily the entire cross-section of options (all call and put options together). Each panel is further divided into three parts -the upper parts reporting pricing results when the DVF models are estimated using call options (i.e., first estimation data set), the middle parts reporting the results when they are estimated using put options (i.e., second estimation data set), and the lower parts reporting the results when the DVF models are estimated using the joint data set of out-of-the-money call and put options (i.e., third estimation data set where the moneyness ratio K is used to identify out-of-themoney options).
Discussion of Results

Pricing performance of the option models
[ Table 2 here] 4.1.1. In-sample pricing performance
As in previous studies (e.g., Christoffersen and Jacobs 2004; Andreou et al. 2010) , we observe that the DVF models estimated with NLS exhibit significantly smaller pricing RMSEs compared to those estimated with OLS -in most cases, the improvements in pricing accuracy are over 40% in terms of RMSE (for brevity reasons, OLS results are not reported but are available on request). This is to be expected since -as Christoffersen and Jacobs (2004) point out -estimating DVF models with OLS produces biased estimates for the observed market option prices.
We begin by discussing the models' in-sample pricing performance, from which we infer the following. First, the best in-sample fitting accuracy for call (put) options is obtained when the DVF models are estimated using call (put) options only, and not in any other way. For instance, the insample fitting accuracy for call options ranges from 0.772 to 0.815 when the DVF models are estimated using call options, but from 1.445 to 1.567 when the models are estimated using the joint data set of out-of-the-money call and put options, which is the second-best approach. The fitting performance of the models on the call data set when the models are estimated with put options is the poorest, with RMSE values ranging from 2.783 to 3.153. Similar observations can be made for the models when fitting put options (first best case is when the DVF models are estimated using puts, second best is when they are estimated with the joint data set of out-of-the-money options, and third best when estimated with calls).
Second, we observe that, for both symmetric and asymmetric model classes, better in-sample results can be obtained when using the moneyness ratio K as an input (i.e., using a relative smile approach). Looking, for instance, into the performance of alternative asymmetric models when are estimated using call (put) options and evaluated in-sample on call (put) options, we observe that Third, in comparing the symmetric DVF models against their counterpart asymmetric ones, we find that the asymmetric models perform better in-sample. This happens since extra terms in their regression specifications allow for different in-and out-of-the-money slopes for the volatility function, and thus offer greater modeling flexibility when fitting the daily implied volatilities of the SPX contracts. These findings hold true only for cases in which models are estimated and evaluated with the same data set.
Our in-sample results have important implications for the literature that attempts to model implied volatility functions by (usually) relying on a single DVF specification without taking into account the type of options data set (i.e., call vs. put options) -in particular, Peña et al. (1999) , Engström (2002) , Brandt and Wu (2002) , Christoffersen and Jacobs (2004) , Christoffersen et al. (2009) . Our results suggest both that DVF models should be fitted separately to call and put options for in-sample applications, and that different DVF model specifications are needed to fit properly the daily shapes of call and put implied volatility functions.
Put-call parity violations
Before moving into the out-of-sample comparisons, there is one tacit implication that relates to putcall-parity violations when DVF models are fitted to call and put options separately, and which has been widely ignored in the literature. significant when compared to the average bid-ask spreads of the options involved in the computation of the put-call parity values, and therefore reveal severe mis-specification issues in adopting such an approach. 16 As shown above, the approach of estimating DVF models using the joint data set of outof-the-money call and put options leads to suboptimal in-sample fitting of the models. Nevertheless, model estimation in this respect is well specified in theoretical terms and should be preferred (at least) when trying to assess model pricing accuracy out-of-sample (as shown below). Table 2 reports the models' out-of-sample pricing performance and 16 from comparing the respective mean squared pricing residuals performance (models' performance in the columns against the performance of those in the rows). All t-statistics regarding the one-day-ahead out-of-sample pricing errors are adjusted for heteroskedasticity using White's (1980) Second, in direct comparisons of the best-performing models, we find that symmetric DVF models perform much better than asymmetric ones in all cases. The superiority of the lessparameterized symmetric models is not surprising, since over-parameterized models entail the risk of over-fitting the options data resulting into poor out-of-sample pricing performance (Bates 2000; Chen et al. 2009 ). Our findings indicate that, relative to asymmetric DVF models, symmetric ones are significantly more resilient to the choice of the data set used in the estimation, making them more trustworthy tools for out-of-sample pricing purposes.
Out-of-sample pricing performance
Our third observation regards the out-of-sample performance of symmetric models when estimated with a particular type of data set and evaluated on the entire cross-section of option contracts (i.e., all available call and put options together). For instance, we observe that their RMSE 17 For brevity, in Table 3 we report t-statistics for a subset of models that exhibit the overall best out-of-sample pricing accuracy. For all model comparisons, we have also computed Student's t-statistics, as well as the Johnson (1978) modified tstatistics for non-normal distributions, which account for the presence of skewness in the model residuals. All results are qualitatively similar to those reported in Table 3 (the same holds true for the t-statistics in Table 6 ).
values when estimated with call options are between 2.498 and 2.981 (upper part of Panel C, Table   2 ), while when estimated with put options, they are between 2.368 and 2.783 (middle part of Panel C,). We can also see that symmetric DVF models estimated with the joint data set of out-of-themoney call and put options (lower part of Panel C) perform significantly better than the two previous models, with RMSEs between 1.922 and 2.470. From our previous observations, we may conjecture that the overall best strategy is to estimate the regression-based DVF models using the joint data set of all available out-of-the-money call and put options; the same holds true for asymmetric DVF models (although the former should be preferred due to their better out-of-sample pricing performance).
Fourth, by comparing models within each class (symmetric and asymmetric) when they are estimated using the joint data set of out-of-the-money call and put options, the best pricing performance is obtained when the logarithmic transformation of the strike price (LnX) is used as the input. Specifically, the smallest RMSE within the symmetric class is observed for Combining all the evidence, it is obvious that s LnX  estimated with the joint data set of out-of-themoney call and put options is the overall best model (i.e., the one that outperforms all other models when pricing performance is assessed on the entire cross-section of option observations). By investigating the t-statistics in Panel C of positive since we compare models with higher RMSE to those with a lower RMSE.
[ Table 3 here]
Fifth, another interesting observation is that Table 2 , we observe that the absolute smile DVF models (those that use the strike price, X , to measure option moneyness) significantly outperform the relative smile models (those that use the moneyness ratio, K , to measure option moneyness). In fact, the differences in pricing accuracy are huge -for instance, we observe that the out-of-sample RMSE performance of absolute smile symmetric (asymmetric) models is between 1.922 and 1.938 (2.046 and 2.058), while the RMSE for relative smile models is between 2.465 and 2.470 (2.474 and 2.550). The superiority of the absolute smile models in out-of-sample pricing accuracy appears to contradict the fact that better in-sample results are obtained when using relative smile models instead. Our results are in the same line of reasoning as those of Kim (2009) , according to whom the relative smile DVF models perform better in-sample and the absolute smile DVF models better out-of-sample. Kim (2009) conjectures that this result is due to the fact that the absolute model treats the smile as a fixed function of the strike price, and so predicts a smaller implied volatility than the relative smile model when there is an increase in asset price. We further believe that the superiority of the absolute smile over the relative smile model indicates that there are significant idiosyncratic factors associated with implied volatility functions. In that respect, traders seem to be concerned with specific contracts (defined by their strike price, X), not simply the percentage by which a contract is in-or out-of-the-money (as defined by their moneyness ratio, K). Such an explanation is in the spirit of the empirical evidence reported by Bollen and Whaley (2004) , who find that the shape of the SPX-implied volatility functions is attributable to the buying pressure of specific options series and arbitrageurs' limited ability to bring prices back into alignment. Table 4 provides further evidence that the best approach is to estimate the DVF models using the joint data set of out-of-the-money call and put options. indicates the evaluation data set (in this case all models are evaluated with put options).
[ Table 4 here] The overall conclusion from Table 4 confirms again that the most robust strategy is to estimate the DVF models by using the joint data set of available out-of-the-money call and put options. Specifically, one would expect the CC approach to be the most accurate when used to price call options out-of-sample, but, in fact, we observe that the CPC approach outperforms CC in almost all cases (underperforming only in the DOTM case). The PC approach is, in general, noticeably inferior (even to the CC approach) in pricing call options out-of-sample. In the same vein, one would expect the PP approach to be most accurate when used to price put options out-ofsample, but we can observe that it underperforms CPP in many cases. For example, in the case of short-term options, CPP (with an overall RMSE of 1.648) proves superior to PP (RMSE 1.736) -while CP (RMSE 2.051) is even less accurate. This forms a strong evidence against the PP approach, since short-term options comprise the largest part of our data, are the most frequently traded in the market, are responsible for the highest levels of trading volumes and present the most pronounced implied volatility smile anomaly (see Table 1 ). Further, we find that CPP also dominates the PP approach in many of the moneyness classes of medium-and long-term options:
for instance, it performs better than PP for all JOTM, ATM, and JITM cases -as Table 1 shows, these options involve the highest daily volumes in medium-and long-term options.
As a final test, we compare the aggregate pricing performance of: (i)  is employed separately with the CC and PP approach (which is inconsistent with put-call-parity during in-sample estimation).
We offer three justifications to explain why estimating the DVF models using the joint data set of out-of-the-money call and put options is found to be superior to any other approach. First, Bollen and Whaley (2004) find that the slope of the daily SPX-implied volatility functions is erratic across time. The options contracts included in the joint data set bear the highest sensitivity with respect to volatility (options with high vega values), and thus are more informative as to the likely future behavior of SPX-implied volatilities. Second (as Table 1 shows) out-of-the-money options also involve the highest trading volumes and the lowest bid-ask spreads; as a result, this estimation data set minimizes the possibility of using options that are affected by illiquidity and measurement errors.
Finally, a third explanation is associated with the optimization approach of Eq. (12). As Bakshi et al. (1997) discuss (see also Bates 1996 Bates , 2000 Dumas et al. 1998; Kuo 2011) , the loss function used in Eq. (12) may force the estimation to assign more weight to relatively expensive options (which are usually those that are in-the-money with long maturities), and less to relatively cheap options, which are usually short-term, at-the-money and out-of-the-money options. In contrast, using only out-of-themoney calls and out-of-the-money puts minimizes this inherent limitation of the estimation methodology, since all options included in the estimation data set are relatively cheap and have comparable market values.
Hedging analysis
Many recent empirical studies -such as those of Kim (2009) strategies in their analyses, such as that employed in Bakshi et al. (1997) . However, we abstain from employing such a hedging strategy for our best-performing DVF models in this study for two reasons.
First, there is abundant empirical evidence to suggest that the models' hedging performance of different models is virtually indistinguishable, and also that their hedging-based rankings are in sharp contrast to their out-of-sample pricing performance (see discussions in Dumas et al. 1998; Chernov and Ghysels 2000; Kim 2009; Kuo 2011; Andreou et al. 2008 Andreou et al. , 2010 , making it more difficult for us to draw sensible conclusions. Second, Christoffersen and Jacobs (2004) suggest that the aforementioned ambiguity may be due to inappropriate choice of the loss function used to calibrate the models for hedging purposes, and suggest the best possible parameter estimates for a hedging exercise are likely to be obtained using a hedging based loss function. Andreou et al. (2010) work with this intuition and calibrate their option pricing models based on a hedging criterion to observe significant variations in their hedging performance, thus making it easier to rank the models according to their hedging outcomes. Nevertheless, these authors also find that this calibration approach significantly deteriorates the models' out-of-sample pricing accuracy. Their results suggest that option pricing models intended to be used for pricing purposes should be calibrated based on a pricing loss function, while those intended to be used for risk-management purposes (i.e., hedging)
should be calibrated based on a hedging loss function. Such estimation treatments are beyond the scope of the current study and we leave it for future research. 
Robustness Analyses
Comparisons with reduced-version DVF models
Bates (2000) notes that over-parameterized models entail the risk of over-fitting the options data and so exhibit poor performance when used to price options out-of-sample (see also Brandt and Wu 2002; Linaras and Skiadopoulos 2005) . In this respect, a more general/flexible DVF specification may not necessarily improve the pricing performance of the BS model over a volatility specification that includes fewer free parameters. To examine this issue even further, we repeated our entire analysis, carrying out all the aforementioned estimations on a broad set of reduced-version DVF specifications.
Specifically, in addition to the eight DVF models detailed in Eqs. (2) through (9), we considered 44 more reduced-version DVF specifications. The least complex DVF specifications included only linear and squared terms of moneyness measures (ignoring time-to-maturity terms), while other specifications also included time-to-maturity terms and/or cross products of moneyness and time-tomaturity. We summarize all these estimation in an Appendix which includes all relevant tables accompanied by a brief discussion of the results available on request from the authors.
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In terms of pricing accuracy, the DVF specifications considered for our main analysis in this study (Eqs. (2) through (9)) still delivered the overall best in-and out-of-sample performance when compared with these reduced-version DVF alternatives. 20 Moreover, following careful inspection of all additional results, we find that the overall conclusions relevant to all aspects of the comparisons carried out above remained unaltered.
Comparisons with other BS volatility measures and structural option pricing models
Among others, Linaras and Skiadopoulos (2005) note that the performance of smile-consistent models vs. the more complex stochastic-volatility-implied models demands further investigation. As part of our robustness analysis, we compared the best-performing regression-based DVF models with more advanced structural (continuous-time) parametric option pricing models. In particular, we considered Heston's (1993) Stochastic Volatility (SV) model, which has been extensively used in previous studies (e.g., Christoffersen and Jacobs 2004; Chen et al. 2009; Kim 2009 ), and for a more 19 As in the main analysis of this study, all additional (reduced-version) DVF specifications are estimated daily based on three different data sets: i) all call options, ii) all put options, and iii) the joint data set of out-of-the-money call and put options. As discussed in Section 5.3., to validate the robustness of the estimation data set, we also estimated all DVF specifications using the joint data set of out-of-the-money call and put options, whereas moneyness was based on the options' delta value. We estimate daily the additional 44 DVF models separately on each data set using both OLS and NLS.
In this Appendix, we tabulate in-and out-of-sample pricing results (one-day, one-week, and two-weeks ahead) of all models considered in this study on all three evaluation data sets as discussed in the main analysis, using a variety of error metrics (i.e., Root Mean Squared Error, Mean Absolute Error, Median Absolute Error, and 5 th and 95 th Percentile of Absolute Error).
complete analysis, we also considered Bates' (1996) Stochastic Volatility and random Jump (SVJ) model which is known to perform better for the case of SPX contracts than the SV (Andreou et al. 2010 ). We also considered two further models that have received significantly less attention in empirical applications of SPX contracts -namely Bates' (1991) single-jump model (1Jump), and Merton's (1976) two-jump model (2Jump) as discussed in Jones (1984) . For sake of brevity, we refrain from displaying the closed-form solutions of these option pricing models and discussing their diffusion properties here since they can be found in the original published papers.
Moreover, we also estimated Black and Scholes' (1973) model (BS) using both a daily overall-average implied volatility (BS-OV), and the one-day lagged value of the CBOE VIX index (BS-VIX). All these models (except BS-VIX) are estimated via Eq. (12) and, for comparability with our previous analysis, estimated and evaluated with all possible data sets (as discussed in the main analysis of this study). Table 5 presents the in-sample and one-day-ahead out-of-sample pricing performance of these models (using a structure similar to that of Table 2 ).
[ Table 5 here]
From results in Table 5 , it is clear that both BS-OV and BS-VIX perform poorly, both in-and out-of-sample regardless of the data set used. Of the two, BS-OV performs better since its implied volatility is more informative, as it is computed using all available expiration dates in the options cross-section (while VIX is always computed using the proximate and the second-proximate options with at least eight days left to expiration).
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We observe that models with more structural parameters produce smaller in-sample pricing RMSE values; in particular 2Jump and SVJ models outperform 1Jump and SV models, respectively, for almost all evaluation data sets. This can be expected, since as in the case of asymmetric DVF models the presence of extra parameters allows these models to have more flexible distributions: that is, 2Jump and SVJ models are more flexible and thereby able to internalize negative skewness and leptokurtosis to better fit daily options.
Regarding the out-of-sample comparisons between the SV and 1Jump models with the BS model when estimated with the joint data set of out-of-the-money call and put options (lower part of Panel C in Table 5 ), the former is able to lower BS-OV RMSE value from 5.166 to 3.184, while the latter can only lower its value to 3.486. This makes the presence of stochastic volatility more important in capturing the salient features of asset returns. It is noteworthy that out-of-sample, 2Jump
is inferior to SV and only slightly better than 1Jump. As in Bakshi et al. (1997) , we find that the presence of a stochastic volatility risk factor achieves a first-order pricing improvement over the BS model. However, as Tompkins (2001) notes, stochastic volatility on its own is not sufficient to reconcile theoretical/model-based volatility smiles with those observed in reality. Thus, the addition of a jump risk factor should help to improve out-of-sample pricing performance even further, since it allows both long and short-maturity smiles to be matched within a single model (Bates 1996 ; see also discussions in Andreou et al. 2010) . As expected, the combination of stochastic volatility and jump risk factors in the SVJ model help to reduce BS-OV RMSE from 5.166 to 2.465, making SVJ the best-performing structural model in pricing the entire cross-section of options in the out-of-sample data set. It is notable that, in pricing this entire options cross-section out-of-sample -as in the case with DVF models -our results show that the smallest RMSE is obtained when each structural model is estimated using the joint data set of out-of-the-money call and put options.
Finally, we observe that SVJ does not perform better than the overall best-performing DVF model ( s LnX  ) when the models are estimated with the joint data set of out-of-the-money call and put options and evaluated out-of-sample on the entire cross-section of option prices. 22 In that respect, from the standpoint of both the academic researcher and the risk-management practitioner, the performance of s LnX  (when estimated to be consistent with put-call parity) is critical in gauging the size of pricing error that should be considered as 'large'.
22 SV and SVJ sometimes result in implausible implied parameters to rationalize the observed option prices. Bakshi et al. (1997) report that both are clearly mis-specified (see also Bates 1996 and discussions in Skiadopoulos 2001) . Moreover, while it can take only a few seconds to fit a regression-based DVF model to daily option prices, it sometimes can take up to a few minutes to do the same using the SV, and even longer for the SVJ model. For these reasons, traders in practice usually prefer the regression-based DVF approach and rely less on mathematically advanced continuous-time option pricing models such as SV or SVJ (see also discussions in Dumas et al. 1998; Brandt and Wu 2002; Chen et al. 2009; Kim, 2009 ).
Alternative definition of the estimation data set
In a further robustness test of the nature of the options data set, we check whether our results change with a different definition of the estimation data set. In that respect, we employed a fourth set comprised of the joint data of all available delta-based out-of-the-money call and out-of-the-money put options, where delta is defined according to Bollen and Whaley (2004) . 23 In the spirit of Tables 2 and 5, all model specifications are re-estimated and re-evaluated using the delta-based out-of-themoney calls and puts. Overall, estimating the models using the delta-based out-of-the-money options definition of moneyness does not improve their in-or out-of-sample performance compared to estimating the models with the joint data set of out-of-the-money call and put options (using the ratio K to measure options moneyness). Consequently, all previous conclusions drawn are robust in terms of how we define the (estimation) data set of out-of-the-money options.
Stress-testing model out-of-sample performance
We stress tested the performance of the three overall best symmetric models ( The analysis concerns the out-of-sample pricing accuracy of the models on the entire cross-section of options estimated using the joint data set of out-of-the-money call and put options (using the ratio K to measure options moneyness). We employed three alternative stress tests to allow us to assess model performance under various market conditions. 
, while out-of-the-money puts are those with 50 0.
, where p  is the delta value for a put option computed as:
, whereas d is given by Eq. (1.3). Bollen and Whaley (2004) explain that it is preferable to split the data in delta moneyness categories, since delta is sensitive to the volatility of the underlying asset, as well as to the option's time-to-maturity. As in their case, the proxy for the volatility rate is the realized return volatility of the S&P 500 Index over the most recent 60 trading days.
Panel B, we test the robustness of their pricing accuracy in rapidly-changing market conditions by taking into account only the days on which there is more than a 1% change (in absolute terms) in the level of the index compared to the preceding day. Days with large jumps induce (extra) skewness in asset returns and there is greater likelihood of observing asymmetric patterns of the implied volatility functions, because positive (negative) price jumps make out-of-the-money calls (puts) more expensive. Such cases are tough to handle, since implied volatility functions are expected to differ significantly compared to the preceding day. In the same way, in Panel C we stress test model performance by only computing RMSE values for days when VIX values are over 30% (so all options become more expensive).
In equal-terms comparisons, we find that symmetric models still perform better than their asymmetric counterparts. Moreover, there was considerable consensus among the test results supporting our contention that the s LnX  model still appears to be the best-performing one.
[ Table 6 here]
Conclusions
This paper seeks to identify the overall best approach to model implied volatility functions for pricing S&P 500 Index options in-and out-of-sample by examining the performance of several DVF models over the period 1996-2009. We estimate all DVF specifications, daily, and separately on three different data sets -specifically, the models are estimated either using all available calls, or all available puts or the joint data set of all out-of-the-money call and put options. In our analysis, we report the in-and out-of-sample pricing performance of each DVF model on different evaluation options data sets -specifically, the models are evaluated either using the entire cross-section of call options only, or the entire cross-section of put options only, or the entire cross-section of call and put options. By doing so, we identify which DVF specifications exhibit the overall best in-and out-ofsample pricing performance. The data suggest that DVF specifications that model implied volatility as a function of the moneyness ratio (relative smile approach) work better in-sample, while specifications that model implied volatility as a function of the logarithm of the strike price (absolute 27 smile approach) work better out-of-sample. Moreover, symmetric DVF specifications perform better out-of-sample, although asymmetric models are superior in-sample. We provide strong evidence that DVF models estimated with NLS outperform those estimated with OLS. Finally, we find that the overall best strategy is to estimate the regression-based DVF models using the joint data set of all available out-of-the-money call and put options.
Our results indicate that s LnX  , when estimated consistently with put-call parity, is the best model overall, since its performance is better than any other DVF model, and compares quite favorably with advanced structural continuous-time option pricing models. Tables   Moneyness  class  DOTM  OTM  JOTM  ATM  JITM  ITM Black and Scholes (1973) implied volatilities, the second row reports the daily average values of options bid-ask spread, the third row reports the daily average option volume, while the last row reports the number of observations per moneyness/time-to-maturity. Descriptive statistics are tabulated based on the following moneyness cases (K = S/X, stock index value, S, over the option's strike price, X): deep out-of-the-money (DOTM) for 0.75≤K<0.90, out-ofthe-money (OTM) for 0.90≤K<0.95, just out-of-the-money (JOTM) for 0.95≤K<0.99, at-the-money (ATM) for 0.99≤K<1.01, just in-the-money (JITM) for 1.01≤K<1.05, in-the-money (ITM) for 1.05≤K<1.10, and deep in-the-money (DITM) for 1.10≤K≤1.25.
Symmetric DVF Models
Asymmetric DVF Models Table 2 : In-sample and one-day ahead out-of-sample pricing performance of DVF models.
In-and out-of-sample RMSE pricing performance of the symmetric and asymmetric DVF models estimated daily with nonlinear least squares during the period from January 1996 to October 2009. Panel A reports in-sample (IN) and one-day ahead out-of-sample (OUT) pricing performance when the models are evaluated with the daily cross-section of call options. Panel B reports pricing performance when the models are evaluated with the daily cross-section of puts options, while Panel C reports pricing performance when the models are evaluated with the entire cross-section of options (call and put options together). The upper part of each panel reports pricing performance when the models are estimated with call options, the middle part reports pricing performance when the models are estimated with put options, while the lower part of each panel reports pricing performance when the models are estimated with the joint dataset of out-of-the-money call and put options. Table 3 : Pricing performance and t-statistics for the one-day ahead out-of-sample pricing difference of the best performing models. The table reports t-statistics that result from the comparison of the means of squared pricing residuals between models in the vertical heading versus models in the horizontal heading. All t-statistics regard the one-day ahead out-of-sample pricing errors of the models and are adjusted for heteroskedasticity using the White (1980) robust standard errors. Each model is estimated daily using three different datasets: i) call options only, ii) put options only, and, iii) the joint dataset of out-of-the-money call and put options. The data set used to estimate each model is designated below and on the right of the column entitled as: "Dataset used for estimation". Panel A shows t-statistics that result by comparing model performance against call options, Panel B shows t-statistics by comparing model performance against put options, while Panel C shows t-statistics by comparing models performance against the entire cross-section of options (calls and puts together). For convenience, the models' RMSE performance is also reported in each case (taken accordingly from Table 2 ). . Estimation is done daily using nonlinear least squares for the period from January 1996 to October 2009. The bottom panel reports RMSE per moneyness class (aggregating time-to-maturity) while the last column on the right reports RMSE per time-to-maturity (aggregating moneyness). Six different estimation approaches are tabulated in each panel. CC indicates model estimation with call options and out-of-sample evaluation on call options; PC indicates model estimation with put options and out-of-sample evaluation on call options; CPC indicates model estimation with the joint data set of out-of-the-money call and put options and out-of-sample evaluation on call options; PP indicates model estimation with put options and out-of-sample evaluation on put options; CP indicates model estimation with call options and out-of-sample evaluation on put options; CPP indicates model estimation with the joint data set of out-of-the-money call and put options and out-of-sample evaluation on put options. Table 5 : In-sample and one-day ahead out-of-sample pricing performance of structural option pricing models. The structure presentation of this table is similar to that of Table 2 . The models considered in this table are as follows: BS-OV is the Black and Scholes (1973) model performance employed with a daily overall-average implied volatility, BS-VIX is the Black and Scholes (1973) model performance when employed daily with the one-day lagged closing value of the VIX index, 1Jump is the single-jump model of Bates (1991) , 2Jump is a two-jump variant of the Merton (1976) model as discussed in Jones (1984) , SV is the stochastic volatility of Heston (1993) and SVJ is the stochastic volatility and jump model of Bates (1996) . Table 6 : Pricing performance and t-statistics for the one-day ahead out-of-sample pricing difference of the best performing models under different market conditions. The structure presentation of this table is similar to that of Table 3 . All DVF models are estimated with nonlinear least squares using daily the joint data set of out-of-the-money call and put options during the period from January 1996 to October 2009. One-day ahead out-of-sample evaluation is always done with the entire cross-section of options (calls and puts together). Panel A reports pricing performance with t-statistics for the best performing models when RMSE is computed by considering daily the 5-largest squared pricing residuals. Panel B reports pricing statistics for the best performing models only for those days with a price change in the S&P 500 value over 1% (in absolute terms) compared to the day before. Panel C reports pricing statistics by considering only those days with a VIX value greater than 30%.
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