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Abstract
By solving a deterministic Skorohod problem in the framework of evolutional triple, we prove the
existence and uniqueness of solutions to multivalued stochastic evolution equations involving maximal
monotone operators. The existence and uniqueness of invariant measures associated with the solutions as
Markov processes are also considered in the present paper. Moreover, we apply the results to stochastic
differential equations with normal reflecting boundary conditions and with singular drift terms, as well as
a class of multivalued nonlinear stochastic partial differential equations with possibly discontinuous coeffi-
cients.
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1. Introduction
Consider the following d-dimensional stochastic differential equation on a domain O in Rd
with reflecting boundary conditions:
du(t) = b(u(t))dt + σ (u(t))dW(t)− dK(t), u(0) = u0 ∈O, (1)
where O denotes the closure of O in Rd , b :Rd → Rd and σ :Rd → Rd × Rd are continuous
functions, and W(t) is a d-dimensional standard Brownian motion defined on the canonical
probability space (Ω,F ,P ), i.e., Ω is the space of continuous functions from R+ to Rd with
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and P is the Wiener measure on Borel σ -field F . Let (Ft )t0 be the P -complete and natural
σ -filtration associated to W(t). A pair of continuous and Ft -adapted processes (u,K) is called
a solution of Eq. (1) if there exists a measurable set Ω˜ with P(Ω˜) = 1 such that for each ω ∈ Ω˜ :
(i) the function s → K(s,ω) with K(0,ω) = 0 has bounded variation on any interval [0, t], the
total variation of K on [0, t] is denoted by |K(·,ω)|t ;
(ii) for all t  0, u(t,ω) ∈O and satisfies
u(t,ω) = u0 +
t∫
0
b
(
u(s,ω)
)
ds +
t∫
0
σ
(
u(s)
)
dW(s)(ω)−K(t,ω);
(iii) ∫ t0 1{u(s,ω)∈∂O} d|K(·,ω)|s = |K(·,ω)|t , where ∂O denotes the boundary of O;
(iv) K(t,ω) = ∫ t0 n(s)d|K(·,ω)|s , where n(s) ∈ N (u(s)) for d|K(·,ω)|s -a.a. s. Here, N (x)
denotes the cone of unit outward normal vectors to ∂O at x (cf. [14,22]).
When b = 0 and σ = I (identity matrix), solving Eq. (1) is usually called Skorohod problem.
This type of equation was firstly put forward and studied by Skorohod in [21], who considered
therein the case of d = 1 and O = R+. In this case, the solution corresponds to a diffusion
process reflecting at boundary 0. In fact, when d = 1, O = R+ and b = 0, σ = 1, for any ω ∈ Ω ,
the unique solution is explicitly given by
u(t,ω) := u(0)+W(t,ω)−K(t,ω) and K(t,ω) := inf
s∈[0,t]W(s,ω)∧ 0.
One main feature of Eq. (1) is that one needs to find a pair of continuous and adapted processes
to satisfy Eq. (1) in the sense of (i)–(iv) above. To solve the Skorohod problem, the boundary or
shape of domainO plays a deterministic role. Thus, one must impose some regularity conditions
on domain O. Let us now first recall some well known results in this direction. Tanaka [22]
proved the existence and uniqueness of solution to Eq. (1) when O is a convex domain. His
strategies are to firstly solve a deterministic Skorohod problem for all ω ∈ Ω using variational
inequality formulation, if the convex domain O satisfies an extra condition (this is the case of
d = 2 or bounded O), and then solve Eq. (1) for general b and σ by a direct Picard’s iteration
method. In [14], Lions and Sznitman solved the Skorohod problem when O satisfies a uniform
exterior sphere condition together with some admissible condition. Later, Frankowska [8] and
Saisho [20] removed the admissible condition in [14].
More recently, Cépa [4] observed that the Skorohod problem is equivalent to a multivalued
maximal monotone operator equation when the domain O is closed and convex, and has non-
empty interior. More precisely, let IO be the indicator function ofO, i.e., IO(x) = 0 if x ∈O and
IO(x) = +∞ if x /∈O. Then IO is a lower-semicontinuous and convex function on Rd , whose
subdifferential ∂IO is a multivalued maximal monotone operator (cf. [2]). For any w ∈ Ω , Cépa
considered the following problem: finding a pair of continuous functions (u,K) such that
(i) for all t  0, u(t) ∈O;
(ii) s → K(s) with K(0) = 0 has bounded variation on any interval [0, t];
(iii) for all t  0, u(t) = u(0)+w(t)−K(t);
(iv) for any continuous functions x(t) and y(t) satisfying x(t) ∈ O and y(t) ∈ ∂IO(x(t)), the
measure
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u(t)− x(t),dK(t)− y(t)dt 〉
Rd
 0,
i.e., it is positive.
The above problem can be formally written as
du(t) ∈ −∂IO
(
u(t)
)
dt + dw(t), u(0) = u0 ∈O. (2)
We remark that dw(t) usually takes no meanings since w is only assumed to be continuous.
However, if dw(t) = w˙(t)dt is smooth, then Eq. (2) admits a unique smooth solution u(t), and
in this case, K(t) = ∫ t0 k(s)ds, where k(s) = Proj∂IO(u(s))(w˙(s)), and Proj∂IO(u(s)) denotes the
projection to ∂IO(u(s)) (see [2] or [1] for more details).
Naturally, ∂IO in Eq. (2) can be replaced by any multivalued maximal monotone operator A,
and solving Eq. (2) will be called a generalized Skorohod problem. Cépa [4] first used smooth-
ing approximation method to prove the existence and uniqueness of solution to Eq. (2). Next,
the corresponding multivalued stochastic differential equation was studied, which has been in-
vestigated in an earlier paper [3] of Cépa by weakly convergent method. It is worthy to point out
that this generalization allows the drift of stochastic differential equation being blow up as one
gets near the boundary, which also clarifies the connection between nonlinear semigroup theory
and the Skorohod problem. The study of multivalued stochastic differential equations seems be
firstly given in Krée [10] (see also [13], etc.).
On the other hand, the theory of maximal monotone operator occupies an important position in
the theory of nonlinear partial differential equation (cf. [1,2,16,24], etc.). Cépa’s work suggests
that one may consider Eq. (2) in an abstract framework or in the scope of Hilbert space. This
consideration should be able to deal with multivalued stochastic partial differential equations. In
fact, this is our main motivation of this paper. Let us explain it in detail. Let H be a separable
Hilbert space, and A a maximal monotone operator on H, w a continuous function from R+ to
H with w(0) = 0, we consider the following equation:
du(t) ∈ −A(u(t))dt + dw(t), u(0) = u0 ∈ D(A), (3)
where D(A) is the domain of operator A. Obviously, the solution can be defined by a similar
way as above. If w(t) is smooth, this equation corresponds to a quasi-autonomous multivalued
ordinary differential equation (cf. [1,2,16,24]):
du(t)
dt
∈ −A(u(t))+ w˙(t), u(0) = u0 ∈ D(A).
Thus, we may also use the smoothing approximation method as in Cépa [4] to obtain the ex-
istence of solution to Eq. (3). However, a crucial assumption in [4], the interior of D(A) is
non-void, keeps us from directly applying Eq. (3) to multivalued stochastic partial differential
equations. Nevertheless, the notion of evolutional tripe (V,H,V∗) in the theory of partial differ-
ential equation allows us to consider the following form of perturbed equation:
du(t) ∈ −A(u(t))dt −B(u(t))dt + dw(t), u(0) = u0 ∈ D(A), (4)
where B is a hemicontinuous and coercive monotone operator from V to V∗ (cf. [1]). Of course,
the assumption of Int(D(A)) = ∅ has to be kept for ensuring the maximal monotonicity of oper-
ator A+B(see [2, Corollary 2.7] or Proposition 3.5 below). In fact, Int(D(A)) = ∅ is still crucial
in this paper for the existence of above K .
Our goal in the present paper will be two-fold: (i) We first solve the generalized Skorohod
problem (4). It is not like in Rd that we cannot solve Eq. (4) for each continuous w, but only
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tion between deterministic evolution equation and stochastic evolution equation. (ii) We study
the existence and uniqueness of invariant measures of diffusion semigroups corresponding to
multivalued stochastic evolution equations (Theorem 5.8 below). Up to now, there have been
numerous papers devoted to the studies of invariant measures for stochastic ordinary or partial
differential equations. The readers may find the materials in [6,7], etc. However, there seems be
less papers to study the invariant measures for multivalued stochastic equations.
This paper is organized as follows: After preparing some materials about maximal monotone
operators and an important lemma about the Hilbert valued finite variation functions in Section 2,
we shall prove in Section 3 the existence and uniqueness of solution to deterministic Skorohod
problem (4) in the framework of evolutional triple. Here, we firstly use the well known result for
smoothing w ∈ C2(R+;H) (cf. [1,2]), and then deal with the case of w ∈ C(R+;V). In Section 4,
under some assumptions on B , we will first use Galerkin’s method to solve multivalued stochastic
evolution equation driven by a continuous Hilbert valued martingale. Next, we use the standard
iteration argument to prove the existence of solution to multivalued stochastic evolution equation
driven by a Lipschitz diffusion term. It should be mentioned that, when A = 0, in earlier 1979,
Krylov and Rozovskii [11] has already successfully proved the existence and uniqueness of sto-
chastic evolution equations in Banach spaces by finite-dimensional approximation. In Section 5,
we firstly prove the Markov property to the solution of multivalued stochastic evolution equa-
tion. Secondly, if V is compactly embedded in H, under certain conditions on B we obtain the
existence of invariant measure for multivalued stochastic evolution equation based on the clas-
sical Krylov–Bogoliubov method. Moreover, using Da Prato–Zabyczyk’s method, under some
conditions on B and diffusion coefficients, we also obtain the ergodicity of the corresponding
diffusion semigroup. In Section 6, we apply our results to stochastic differential equations with
reflecting boundaries, and with discontinuous and singular drifts, which were studied in [4,5].
However, instead of their Lipschitz continuities, the drift term can be monotonic. We remark
that this improvement is essential for invariant measure. Moreover, an example of multivalued
nonlinear stochastic partial equation is given. In the same way, although the consideration of mul-
tivalued operator allows some discontinuous coefficients appearing in equations, the assumption
of Int(D(A)) = ∅ confines us to considering the stochastic partial differential equation with re-
flecting boundary in [9,15]. Lastly, in Appendix A, we recall the powerful Itô formula in the
framework of evolutional triple established by Krylov and Rozovskii [11]. It is emphasized that
more regularities on process compared with [11] are required since an H-valued finite variation
process appears in this formula.
2. Preliminaries
Let V be a separable and reflexive Banach space, which is continuously and densely embedded
in a separable Hilbert space H. Let V∗ be the dual space of V. Identifying H with its own dual
we can write
V ⊂ H ⊂ V∗.
(V,H,V∗) is called an evolutional triple. The norms in V, H and V∗ are denoted respectively
by ‖ · ‖V, ‖ · ‖H and ‖ · ‖V∗ . The inner product in H is denoted by 〈· , ·〉H and the dual relation
between V and V∗ is denoted by 〈· , ·〉V. In particular, if v ∈ V and h ∈ H, then
〈v,h〉V = 〈v,h〉H.
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A ⊂ H×H, A will be viewed as a multivalued operator from H to H. Define
Ax := {y ∈ H: [x, y] ∈ A},
|Ax| := inf{‖y‖H: y ∈ Ax},
D(A) := {x ∈ H: Ax = ∅},
R(A) :=
⋃
x∈D(A)
Ax,
A−1 := {[y, x]: [x, y] ∈ A}.
Let A,B ⊂ H×H and λ ∈ R, one sets
A+ λB := {[x, y + λz]: x ∈ D(A)∩D(B), y ∈ Ax, z ∈ Bx}.
Definition 2.1. (i) A multivalued operator A ⊂ H×H is called monotonic if
〈x1 − x2, y1 − y2〉H  0, for all [x1, y1], [x2, y2] ∈ A.
(ii) A monotone operator A is called maximal if for [x1, y1] ∈ H×H
〈x1 − x2, y1 − y2〉H  0, for all [x2, y2] ∈ A,
then [x1, y1] ∈ A, which is equivalent to saying that A is not contained in any other monotone
subset of H×H.
We collect here some propositions about the maximal monotone operator as following for
later use (cf. [2]).
Proposition 2.2. Let A be a maximal monotone operator on H×H. Then:
(i) D(A) and R(A) are closed and convex subsets of H.
(ii) For each x ∈ D(A), Ax is a closed and convex subset of H. In particular, there is a unique
point y ∈ Ax such that ‖y‖H = |Ax|, A◦x := y is called the minimal section of A.
(iii) The resolvent operator Jλ := (1 + λA)−1 is single-valued and Lipschitz continuous on H
with Lipschitz constant 1. Moreover, limλ↓0 Jλx = x for any x ∈ D(A).
(iv) The Yosida approximation Aλ := λ−1(1 − Jλ) is monotonic and Lipschitz continuous on H
with Lipschitz constant 1/λ. Moreover, as λ ↓ 0
‖Aλx‖H ↑ ‖A◦x‖H if x ∈ D(A), and ‖Aλx‖H ↑ +∞ if x /∈ D(A).
(v) For any x ∈ H and λ > 0, [Jλx,Aλx] ∈ A.
(vi) If x is an interior point of D(A), then A is locally bounded at x, i.e., there exists a neigh-
borhood V of x such that AV := {Ax; x ∈ D(A)∩ V } is a bounded subset of H.
In the following we shall restrict our discussions in finite interval [0, T ]. Let C([0, T ];H)
denote the continuous functions space from [0, T ] to H. For K ∈ C([0, T ];H), the variation of
K on [s, t] is defined by
|K|st := sup
{
m∑∥∥K(ti+1)−K(ti)∥∥H: s = t0 < t1 < · · · < tm < tm+1 = t
}
,i=0
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finite variation function on [0, T ]. All continuous H-valued finite variation functions are denoted
by VT (H).
Let us define the integral of f ∈ C([0, T ];H) with respect to a continuous H-valued fi-
nite variation function K . Set f m(t) :=∑mi=0 f (ti)1[ti ,ti+1)(t), where 0 = t0 < t1 < · · · < tm <
tm+1 = T . One defines
T∫
0
〈
f m(t),dK(t)
〉
H
:=
m∑
i=0
〈
f (ti),K(ti+1)−K(ti)
〉
H
.
It is clear that∣∣∣∣∣
T∫
0
〈
f m(t),dK(t)
〉
H
∣∣∣∣∣ supt∈[0,T ]∥∥f m(t)∥∥H · |K|0T .
Set δm := max{|ti+1 − ti |, i = 0, . . . ,m}. Since
lim
δm→0
sup
t∈[0,T ]
∥∥f m(t)− f (t)∥∥
H
= 0,
we get that
∫ T
0 〈f m(t),dK(t)〉H is convergent when δm ↓ 0, and the limit is denoted by∫ T
0 〈f (t),dK(t)〉H. Clearly, this limit does not depend on the partition of [0, T ] and so, is well
defined. Moreover, from the construction, it is not hard to see that t → ∫ t0 〈f (s),dK(s)〉H is
continuous.
The following lemma will play a crucial role in the present paper.
Lemma 2.3. Let {Kn,n ∈ N} ⊂ VT (H) be a family of continuous H-valued finite variation func-
tions. Assume that
(i) lim infn→∞ |Kn|0T = C0 < +∞;
(ii) for each t ∈ [0, T ], Kn(t) converges weakly to K(t) in V∗;
(iii) the mapping t → K(t) is weakly continuous in V∗.
Then K ∈ VT (H), and |K|0T  C0. Moreover, there exists a subsequence Knl of Kn such that
if fn ∈ C([0, T ];H) converges to f in C([0, T ];H), then
lim
l→∞
T∫
0
〈
fnl (s),dKnl (s)
〉
H
=
T∫
0
〈
f (s),dK(s)
〉
H
. (5)
Proof. By (i) one may choose a subsequence Knl of Kn such that liml→∞ |Knl |0T = C0. So,
sup
l∈N
sup
t∈[0,T ]
∥∥Knl (t)∥∥H  sup
l∈N
|Knl |0T =: C1 < +∞.
Thus, by (ii), we clearly have K(t) ∈ H for each t ∈ [0, T ] and supt∈[0,T ] ‖K(t)‖H < +∞. More-
over, by (iii), the mapping t → K(t) is also weakly continuous in H.
Given any partition 0 = t0 < t1 < · · · < tm < tm+1 = T of [0, T ], one may choose another
subsequence of Knl (still denoted by Knl ) such that for each pair of (ti , ti+1),
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l→∞
∥∥Knl (ti+1)−Knl (ti)∥∥H = lim sup
l→∞
∥∥Knl (ti+1)−Knl (ti)∥∥H.
Thus, we have by (ii)
m∑
i=0
∥∥K(ti+1)−K(ti)∥∥H = m∑
i=0
(
sup
a∈V,‖a‖H1
∣∣〈a,K(ti+1)−K(ti)〉H∣∣)
=
m∑
i=0
(
sup
a∈V,‖a‖H1
∣∣∣ lim
l→∞
〈
a,Knl (ti+1)−Knl (ti)
〉
H
∣∣∣)

m∑
i=0
(
lim sup
l→∞
∥∥Knl (ti+1)−Knl (ti)∥∥H)
= lim
l→∞
m∑
i=0
∥∥Knl (ti+1)−Knl (ti)∥∥H
 lim
l→∞|Knl |
0
T = C0.
Therefore, |K|0T  C0 by taking the supremum for all partitions of [0, T ]. This together with the
weak continuity of K in H yields that K ∈ C([0, T ];H).
Let us now prove (5). Clearly,
lim
l→∞
∣∣∣∣∣
T∫
0
〈
fnl (t)− f (t),dKnl (t)
〉
H
∣∣∣∣∣ liml→∞( supt∈[0,T ]∥∥fnl (t)− f (t)∥∥H · |Knl |0T
)
 C1 lim
l→∞ supt∈[0,T ]
∥∥fnl (t)− f (t)∥∥H = 0.
It remains to prove that
lim
l→∞
T∫
0
〈
f (s),dKnl (s)− dK(s)
〉
H
= 0.
Let f m(t) = ∑mi=0 ai1[ti ,ti+1)(t), where ti = iT /(m + 1), ai ∈ V, i = 0,1, . . . ,m + 1, be such
that
lim
m→∞ supt∈[0,T ]
∥∥f m(t)− f (t)∥∥
H
= 0.
For any ε > 0, we first choose m sufficiently large such that
sup
t∈[0,T ]
∥∥f m(t)− f (t)∥∥
H
 ε/(4C1).
Secondly, choose L sufficiently large such that for all l L and i = 0, . . . ,m∣∣〈ai,Knl (ti+1)−Knl (ti)〉H − 〈ai,K(ti+1)−K(ti)〉H∣∣
= ∣∣〈ai,Knl (ti+1)−Knl (ti)〉V − 〈ai,K(ti+1)−K(ti)〉V∣∣
 ε/(2m+ 2).
Thus, for any l  L
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T∫
0
〈
f (s),dKnl (s)− dK(s)
〉
H
∣∣∣∣∣
 2C1 sup
t∈[0,T ]
∥∥f m(t)− f (t)∥∥
H
+
∣∣∣∣∣
T∫
0
〈
f m(s),dKnl (s)− dK(s)
〉
H
∣∣∣∣∣
 ε/2 +
m∑
i=0
ε/(2m+ 2) = ε.
The proof is thus complete. 
For a function f ∈ C([0, T ];V), its modulus of continuity is defined by
ρf (η) := sup
{∥∥f (t)− f (s)∥∥
V
: |t − s| η; t, s ∈ [0, T ]}.
Obviously, ρf : [0, T ] → R+ is bounded, nondecreasing and limη↓0 ρf (η) = 0. The following
lemma is simple.
Lemma 2.4. Assume that fn ∈ C([0, T ];V) converges uniformly to f ∈ C([0, T ];V). Then we
have
lim
η↓0 supn∈N
ρfn(η) = 0.
Throughout this paper, we make the following convention: the letter C with or without sub-
scripts will denote an unimportant positive constant, whose values may change from one place
to another place.
3. Deterministic Skorohod problem
Let A ⊂ H×H be a multivalued maximal monotone operator, and B a single valued operator
from V to V∗. We make the following assumptions:
(CA) 0 ∈ Int(D(A)).
(CB1) B is hemicontinuous, i.e., for all x, y, z ∈ V
[0,1]  ε → 〈x,B(y + εz)〉
V
is continuous.
(CB2) B is monotonic, i.e., for all x, y ∈ V
〈x − y,Bx −By〉V  0.
(CB3) There exist α > 0, β ∈ R and q > 1 such that for any x ∈ V
〈x,Bx〉V  α‖x‖qV − β
(
1 + ‖x‖2
H
)
.
(CB4) There exists δ > 0 such that for any x ∈ V
‖Bx‖V∗  δ
(
1 + ‖x‖q−1
V
)
,
where q is same as in (CB3).
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in H, we can find a point a ∈ V ∩ Int(D(A)). By shifting the domain of A and defining a new
operator B˜(x) := B(x − a), we may reduce to the case of 0 ∈ Int(D(A)).
(ii) (CB1) and (CB2) implies that B is demicontinuous (cf. [24, Proposition 26.4]), i.e., if vn
strongly converges to v in V, then Bvn converges weakly to Bv in V∗. In particular, B is strongly
measurable.
In this section, we mainly concern the following evolution equation:{du(t) ∈ −Au(t)dt −Bu(t)dt + dw(t),
u(0) = u0 ∈ D(A), (6)
where w ∈ C([0, T ],V).
We introduce the following set AT :
AT :=
{[u,K]: u ∈ C([0, T ];D(A)), K ∈ VT (H) with K(0) = 0,
and for all x, y ∈ C([0, T ];H) satisfying [x(t), y(t)] ∈ A,
the measure
〈
u(t)− x(t),dK(t)− y(t)dt 〉
H
 0
}
.
3.1. Properties of AT
Let us first prove a proposition about the absolute continuity of dK(t) with respect to
Lebesgue measure dt at some points of u(t) ∈ Int(D(A)) (cf. [5]).
Proposition 3.2. Assume that Int(D(A)) = ∅ and A is single-valued on some open subset D ⊂
Int(D(A)). Then for any [u,K] ∈AT , we have
1{u(t)∈D} dK(t) = 1{u(t)∈D}Au(t)dt.
Proof. Since D is open and t → u(t) is continuous, we have
I := {t ∈ (0, T ): u(t) ∈D}⊂ (0, T ) is open.
Without any loss of generality, we may assume that I is non-empty. By the construction of open
set in R, one can write I :=⋃i (ai, bi), where 0 < ai < bi < T . Hence, it suffices to prove that
for each i and ai < a < b < bi
K(b)−K(a) =
b∫
a
Au(t)dt. (7)
We have
K := {u(t): t ∈ [a, b]}⊂D is compact.
Since A is locally bounded at each point v ∈ K ((vi) of Proposition 2.2), we may find a  > 0
such that
AK is bounded in H,
where
K :=
{
v ∈ H: ‖v − u‖H < ; ∀u ∈K
}⊂D.
184 X. Zhang / Bull. Sci. math. 131 (2007) 175–217For any x ∈ H, choosing ε0 > 0 sufficiently small such that ε0‖x‖H  , we clearly have{
u(t)− εx: 0 < ε < ε0, t ∈ [a, b]
}⊂K.
Letting x(t) = u(t)− εx and y(t) = A(u(t)− εx) in the definition of AT , by Fatou’s lemma we
obtain
〈
x,K(b)−K(a)〉
H
 lim inf
ε→0
b∫
a
〈
x,A
(
u(t)− εx)〉
H
dt

b∫
a
lim inf
ε→0
〈
x,A
(
u(t)− εx)〉
H
dt
=
b∫
a
〈
x,Au(t)
〉
H
dt,
which leads to (7) by changing x to −x. Here we have used that A is demiclosed (cf. [1, Propo-
sition 3.5]). The proof is complete. 
The following proposition will play a basic role in the sequel (cf. [4,13]).
Proposition 3.3. Let [u,K], [u˜, K˜] ∈AT . Then the measure〈
u(t)− u˜(t),dK(t)− dK˜(t)〉
H
 0.
Proof. Set for λ > 0
xλ(t) := Jλ
((
u(t)+ u˜(t))/2), yλ(t) := Aλ((u(t)+ u˜(t))/2),
where Jλ and Aλ are defined in Proposition 2.2. Then, by (iii), (iv) and (v) of Proposition 2.2,
we have xλ(t), yλ(t) ∈ C([0, T ];H) and [xλ(t), yλ(t)] ∈ A for all t ∈ [0, T ]. So, the measures〈
u(t)− xλ(t),dK(t)− yλ(t)dt
〉
H
 0,〈
u˜(t)− xλ(t),dK˜(t)− yλ(t)dt
〉
H
 0.
Noting that Aλ = λ−1(1 − Jλ), we get〈(
u(t)− u˜(t))/2 + λyλ(t),dK(t)− yλ(t)dt 〉H  0,〈(
u˜(t)− u(t))/2 + λyλ(t),dK˜(t)− yλ(t)dt 〉H  0.
Summing the above two inequalities yields that
1
2
〈
u(t)− u˜(t),dK(t)− dK˜(t)〉
H
 2λ
∥∥yλ(t)∥∥2H dt − 〈(u(t)+ u˜(t))/2 − xλ,dK(t)+ dK˜(t)〉H
−〈(u(t)+ u˜(t))/2 − xλ(t),dK(t)+ dK˜(t)〉H.
By (i) and (iii) of Proposition 2.2, we know that limλ↓ xλ(t) = (u(t)+ u˜(t))/2. The proof is now
completed by Lebesgue convergence theorem. 
The following proposition is taken from Cépa [4].
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any pair of [u,K] ∈AT and 0 s < t  T
t∫
s
〈
u(r),dK(r)
〉
H
 γ |K|st −μ
t∫
s
∥∥u(r)∥∥
H
dr −μγ (t − s). (8)
In particular, if K ∈ C2([0, T ];H), then〈
u(t), K˙(t)
〉
H
 γ
∥∥K˙(t)∥∥
H
−μ∥∥u(t)∥∥
H
−μγ, ∀t ∈ [0, T ], (9)
where K˙(t) denotes the derivative of K(t).
Proof. Since 0 ∈ Int(D(A)), there exists γ > 0 such that B0(γ ) := {x ∈ H: ‖x‖H  γ } ⊂ D(A).
Set
μ := sup{‖y‖H: y ∈ Ax, x ∈ B0(γ )}.
Then 0 μ< +∞ by (vi) of Proposition 2.2.
For e ∈ B0(1), noting that γ e ∈ B0(γ ) ⊂ D(A) and [u,K] ∈AT , by the definition of AT , we
have for any y ∈ C([0, T ];H) satisfying y(t) ∈ A(γ e)〈
γ e − u(t),dK(t)〉
H

〈
γ e − u(t), y(t)dt 〉
H

(
μ
∥∥u(t)∥∥
H
+μγ )dt.
Let s = t0 < t1 < · · · < tm < tm+1 = t be any partition of [s, t]. Then
γ
∥∥K(ti+1)−K(ti)∥∥H = γ sup
e∈B0(1)
〈
e,K(ti+1)−K(ti)
〉
H
=
ti+1∫
ti
〈
u(t),dK(t)
〉
H
+ sup
e∈B0(1)
ti+1∫
ti
〈
γ e − u(t),dK(t)〉
H

ti+1∫
ti
〈
u(t),dK(t)
〉
H
+μ
ti+1∫
ti
∥∥u(t)∥∥
H
dt +μγ (ti+1 − ti ).
Therefore, summing up the inequalities gives
γ
m∑
i=0
∥∥K(ti+1)−K(ti)∥∥H 
t∫
s
〈
u(r),dK(r)
〉
H
+μ
t∫
s
∥∥u(r)∥∥
H
dr +μγ (t − s).
The proof is then completed by taking the supremum for all partitions of [s, t]. 
3.2. Case of w ∈ C2([0, T ];V)
Define a new operator on H as follows:
BHx := Bx, D(BH) := {x ∈ V: Bx ∈ H}.
We also assume that
(CB5) D(BH) is dense in H.
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operator in H×H. Moreover, D(A)∩D(BH) = D(A).
Proof. Let λ = |β| + 1. By (CB1) and (CB2), λ · I + B is monotone and hemicontinuous
from V to V∗. By (CB3), we know that λ · I + B is also coercive, i.e., if ‖xn‖V → ∞, then
〈xn,λxn + Bxn〉V/‖xn‖V → ∞. So we may conclude that the range of λ · I + B is all of V∗ by
Theorem 1.3 in Barbu [1]. This clearly implies that R(λ · I + BH) = H, that is, BH is maximal
monotone in H. By (CA) and (CB5), we have
Int
(
D(A)
)∩D(BH) = ∅.
The conclusions now follows from Corollary 2.7 in Brezis [2]. 
We recall the following well known result (cf. [2, Proposition 3.3] or [1, Corollary 2.1]):
Theorem 3.6. Let w ∈ C2([0, T ];H). The following initial valued problem{du(t) ∈ −Au(t)dt −BHu(t)dt + w˙(t)dt,
u(0) = u0 ∈ D(A)∩D(BH), (10)
has a unique solution u(t) which satisfies:
(i) u(t) ∈ D(A)∩D(BH) ⊂ V for all t ∈ [0, T ];
(ii) u(t) is differentiable a.s., and∥∥u˙(t)∥∥
H
= ∣∣−Au(t)−BHu(t)+ w˙(t)∣∣, a.s.;
(iii) for each t ∈ [0, T ], there exists a unique k(t) ∈ Au(t) such that
d+t u(t) = −k(t)−BHu(t)+ w˙(t),
where d+t denotes the right hand derivative in H.
In particular,
u(t)− u(0) = −
t∫
0
k(s)ds −
t∫
0
BHu(s)ds +w(t)−w(0). (11)
The (u, k) will be called the solution of Eq. (10) corresponding to (u0,w).
Remark 3.7. The uniqueness of k(t) ∈ Au(t) is deduced from (ii) of Proposition 2.2.
We now prove two a priori estimates.
Proposition 3.8. Let I ⊂ D(A) ∩ D(BH) be a bounded set in H, and let W ⊂ C2([0, T ];V)
satisfy
lim
η→∞ sup
w∈W
ρw(η) = 0. (12)
Assume that (CA) and (CB1-5) hold. Then, there exists a positive constant C such that for any
w ∈W and u0 ∈ I , and (u, k) the solution of Eq. (10) corresponding to (u0,w), it holds that
T∫
0
∥∥u(s)∥∥q
V
ds  C,
T∫
0
∥∥k(s)∥∥
H
ds  C. (13)
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H
− ∥∥u(0)∥∥2
H
= −2
t∫
0
〈
u(s), k(s)
〉
H
ds − 2
t∫
0
〈
u(s),BHu(s)
〉
H
ds + 2
t∫
0
〈
u(s), w˙(s)
〉
H
ds
= −2
t∫
0
〈
u(s), k(s)
〉
H
ds − 2
t∫
0
〈
u(s),Bu(s)
〉
H
ds − 2
t∫
0
〈 s∫
0
k(r)dr, w˙(s)
〉
H
ds
− 2
t∫
0
〈 s∫
0
Bu(r)dr, w˙(s)
〉
H
ds + 2
t∫
0
〈
w(s)−w(0)+ u(0), w˙(s)〉
H
ds
= −2
t∫
0
〈
u(s), k(s)
〉
H
ds − 2
t∫
0
〈
u(s),Bu(s)
〉
H
ds − 2
t∫
0
〈
k(s),w(t)−w(s)〉
H
ds
− 2
t∫
0
〈
Bu(s),w(t)−w(s)〉
H
ds + ∥∥w(t)−w(0)+ u(0)∥∥2
H
=: I1(t)+ I2(t)+ I3(t)+ I4(t)+ I5(t).
For t > s, we have by (9)
I1(t)− I1(s) = −2
t∫
s
〈
u(r), k(r)
〉
H
dr
−2γ
t∫
s
∥∥k(r)∥∥
H
dr +μ
t∫
s
∥∥u(r)∥∥
H
dr +μγ (t − s),
and by (11)
I3(t)− I3(s) = −2
t∫
s
〈
k(r),w(t)−w(r)〉
H
dr − 2
s∫
0
〈
k(r),w(t)−w(s)〉
H
dr
 2 sup
r∈[s,t]
∥∥w(t)−w(r)∥∥
H
t∫
s
∥∥k(r)∥∥
H
dr + 2
s∫
0
〈
Bu(r),w(t)−w(s)〉
H
dr
+ 2〈u(s)− u(0)−w(s)+w(0),w(t)−w(s)〉
H
.
By (12), there are η > 0 sufficiently small and C1 > 0 such that for all w ∈W
sup
|s−t |η
∥∥w(t)−w(s)∥∥
H
 ρw(η) γ /2,
sup
t∈[0,T ]
∥∥w(t)∥∥
H
=: ‖w‖L∞(H)  ‖w‖L∞(V)  C1.
Thus, we obtain that for |t − s| < η
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t∫
s
∥∥k(r)∥∥
H
dr +μ
t∫
s
∥∥u(r)∥∥
H
dr +μγ (t − s)
+ 4C1
s∫
0
∥∥Bu(r)∥∥
V∗ dr + 4
(‖u‖L∞(H) +C1)C1.
Here we have used that 〈Bu(r),w(t)−w(s)〉H = 〈w(t)−w(s),Bu(r)〉V.
Pick N ∈ N such that Nη > T , and set ti := iη. Then
I1(t)+ I3(t) =
N∑
i=0
(
I1(ti+1 ∧ t)+ I2(ti+1 ∧ t)− I1(ti ∧ t)− I2(ti ∧ t)
)
−γ
t∫
0
∥∥k(r)∥∥
H
dr +μ
t∫
0
∥∥u(r)∥∥
H
dr +μγ t
+C
t∫
0
∥∥Bu(r)∥∥
V∗ dr +C
(‖u‖L∞(H) + 1).
By (CB3) and (CB4), we have by Young’s inequality
I2(t)−2α
t∫
0
∥∥u(s)∥∥q
V
ds + 2β
t∫
0
(
1 + ∥∥u(s)∥∥2
H
)
ds,
C
t∫
0
∥∥Bu(r)∥∥
V∗ dr + I4(t) δC
t∫
0
(
1 + ∥∥u(s)∥∥q−1
V
)
ds  C + α
t∫
0
∥∥u(s)∥∥q
V
ds.
Combining the above calculations, we get
∥∥u(t)∥∥2
H
−γ
t∫
0
∥∥k(r)∥∥
H
dr − α
t∫
0
∥∥u(s)∥∥q
V
ds
+ 2β
t∫
0
∥∥u(s)∥∥2
H
ds +C(1 + ‖u‖L∞(H)). (14)
Gronwall’s inequality gives that
sup
t∈[0,T ]
∥∥u(t)∥∥2
H
 C
(
1 + ‖u‖L∞(H)
)
 C + 1
2
‖u‖2L∞(H),
which together with (14) yields the desired estimates. 
The following proposition gives the continuous dependence of solution with respect to u0
and w.
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C such that for any w, w˜ ∈W , u0, u˜0 ∈ I , and (u, k) and (u˜, k˜) the corresponding solutions to
(u0,w) and (u˜0, w˜), it holds that
‖u− u˜‖2L∞(H)  ‖u0 − u˜0‖2H +C‖w − w˜‖L∞(V).
Here and after, ‖ · ‖L∞(H) and ‖ · ‖L∞(V) denote respectively the supremum norm for continuous
functions from [0, T ] to H and V.
Proof. Since [u(s), k(s)], [u˜(s), k˜(s)] ∈ A for each s ∈ [0, T ], we have by the monotonicity of
A and B
∥∥u(t)− u˜(t)∥∥2
H
= ‖u0 − u˜0‖2H − 2
t∫
0
〈
u(s)− u˜(s), k(s)− k˜(s)〉
H
ds
− 2
t∫
0
〈
u(s)− u˜(s),Bu(s)−Bu˜(s)〉
H
ds
+ 2
t∫
0
〈
u(s)− u˜(s), w˙(s)− ˙˜w(s)〉
H
ds
 ‖u0 − u˜0‖2H − 2
t∫
0
〈 s∫
0
k(r)− k˜(r)dr, w˙(s)− ˙˜w(s)
〉
H
ds
− 2
t∫
0
〈 s∫
0
Bu(r)−Bu˜(r)dr, w˙(s)− ˙˜w(s)
〉
H
ds
+ 2
t∫
0
〈
w(s)− w˜(s)−w(0)+ w˜(0), w˙(s)− ˙˜w(s)〉
H
ds
= ‖u0 − u˜0‖2H − 2
t∫
0
〈
k(s)− k˜(s),w(t)− w˜(t)−w(s)+ w˜(s)〉
H
ds
− 2
t∫
0
〈
Bu(s)−Bu˜(s),w(t)− w˜(t)−w(s)+ w˜(s)〉
H
ds
+ ∥∥w(t)− w˜(t)−w(0)+ w˜(0)∥∥2
H
 ‖u0 − u˜0‖2H + 4‖w − w˜‖L∞(H)
T∫
0
(∥∥k(s)∥∥
H
+ ∥∥k˜(s)∥∥
H
)
ds
+ 4‖w− w˜‖L∞(V)
T∫
0
(∥∥Bu(s)∥∥
V∗ +
∥∥Bu˜(s)∥∥
V∗
)
ds+2‖w− w˜‖2L∞(H),
which gives the result by (CB4) and (13). 
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In this case, Eq. (6) has obviously no differentiable solution. So we need to give a definition
to solution of Eq. (6).
Definition 3.10. Let u0 ∈ D(A) and w ∈ C([0, T ];V). A couple of functions [u,K] ∈ AT is
called a solution of Eq. (6) corresponding to (u0,w) if
(i) u ∈ Lq([0, T ];V);
(ii) for all t ∈ [0, T ] it holds that
u(t) = u0 −K(t)−
t∫
0
Bu(s)ds +w(t)−w(0),
where the integral is considered as a Bochner integral in V∗.
We now prove our main result in this section.
Theorem 3.11. Assume that (CA) and (CB1-5) hold. Then, for any w ∈ C([0, T ];V) and u0 ∈
D(A), there exists a unique solution to Eq. (6) in the sense of Definition 3.10. Moreover, the
mapping
Γ : C([0, T ];V)  w → Γ (w) := u ∈ C([0, T ];H) (15)
is continuous for fixed initial value, and
T∫
0
∥∥A◦u(t)∥∥
H
dt < +∞. (16)
Here we use the convention: ‖A◦u(t)‖H = +∞ if u(t) /∈ D(A). In particular, {t ∈ [0, T ]: u(t) /∈
D(A)} has Lebesgue zero measure.
Proof. Uniqueness. Let (u,K) and (u˜, K˜) be two solutions corresponding to (u0,w). By usual
differential formula (cf. [24, p. 423]), we have by Proposition 3.3 and (CB2)
∥∥u(t)− u˜(t)∥∥2
H
= −
t∫
0
〈
u(s)− u˜(s),dK(s)− dK˜(s)〉
H
−
t∫
0
〈
u(s)− u˜(s),Bu(s)−Bu˜(s)〉
V
ds  0.
The uniqueness follows.
Existence. By Proposition 3.5, there are un0 ∈ D(A)∩D(BH) such that
lim
n→∞
∥∥un0 − u0∥∥H = 0. (17)
Since w ∈ C([0, T ];V), we may also choose wn ∈ C2([0, T ];V) such that
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n→∞‖wn −w‖L∞(V) = 0. (18)
Let (un, kn) be the solutions of Eq. (6) corresponding to (un0,wn). Then by (11)
un(t)− un0 = −
t∫
0
kn(s)ds −
t∫
0
Bun(s)ds +wn(t)−wn(0). (19)
By Lemma 2.4, Propositions 3.9, we have that as n,m → ∞
‖un − um‖L∞(H)  ‖un0 − um0 ‖2H +C‖wn −wm‖L∞(V) → 0.
Therefore, there exists a u ∈ C([0, T ];D(A)) such that
lim
n→∞‖un − u‖L∞(H) = 0. (20)
On the other hand, by (ii) of Propositions 2.2 and 3.8, we have
sup
n∈N
T∫
0
∥∥A◦(un(t))∥∥H dt  sup
n∈N
T∫
0
∥∥kn(t)∥∥H dt < +∞, (21)
and by (CB4)
sup
n∈N
T∫
0
∥∥Bun(t)∥∥q/(q−1)V∗ dt C + sup
n∈N
T∫
0
∥∥un(t)∥∥qV dt < +∞. (22)
By the reflexivity of Lq([0, T ];V) and Lq/(q−1)([0, T ];V∗), there are common subsequences
(still denoted by the same index) of un and Bun, u˜ ∈ Lq([0, T ];V) and b ∈ Lq/(q−1)([0, T ];V∗)
such that as n → ∞
un → u˜ weakly in Lq
([0, T ];V), (23)
Bun → b weakly in Lq/(q−1)
([0, T ];V∗). (24)
By (20) and (23), we clearly have u(t) = u˜(t) for almost all t ∈ [0, T ]. Put
K(t) := −
t∫
0
b(s)ds +w(t)−w(0)− u(t)+ u0. (25)
Then, by (17)–(19) and (24) we have for each t ∈ [0, T ]
t∫
0
kn(s)ds → K(t) weakly in V∗.
By (21), (25) and Lemma 2.3, we know that K(t) ∈ C([0, T ];H) and |K|0T < +∞. Let x, y ∈
C([0, T ];H) satisfy [x(t), y(t)] ∈ A. Since [un(t), kn(t)] ∈ A for all t ∈ [0, T ], we have by the
monotonicity of A〈
un(t)− x(t), kn(t)− y(t)
〉
H
 0.
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u(t)− x(t),dK(t)− y(t)dt 〉
H
 0.
Hence, [u,K] ∈AT .
For the existence, it remains to show that Bu(s) = b(s) for almost all s ∈ [0, T ]. By usual
differential formula, we have for any φ ∈ Lq([0, T ];V) = (Lq/(q−1)([0, T ];V∗))∗
∥∥un(t)−wn(t)∥∥2H = ∥∥un0 −wn(0)∥∥2H −
t∫
0
〈
un(s)−wn(s), kn(s)
〉
H
ds
−
t∫
0
〈
un(s)−wn(s),Bun(s)
〉
V
ds
= ∥∥un0 −wn(0)∥∥2H −
t∫
0
〈
un(s)−wn(s), kn(s)
〉
H
ds
−
t∫
0
〈
un(s)− φ(s),Bun(s)−Bφ(s)
〉
V
ds
−
t∫
0
〈
φ(s),Bun(s)−Bφ(s)
〉
V
ds
−
t∫
0
〈
un(s),Bφ(s)
〉
V
ds +
t∫
0
〈
wn(s),Bun(s)
〉
V
ds.
Taking the limits, and by the monotonicity of B , (17)–(20), (22)–(24) and Lemma 2.3, we find
that
∥∥u(t)−w(t)∥∥2
H

∥∥u0 −w(0)∥∥2H −
t∫
0
〈
u(s)−w(s),dK(s)〉
H
−
t∫
0
〈
φ(s), b(s)−Bφ(s)〉
V
ds
−
t∫
0
〈
u(s),Bφ(s)
〉
V
ds +
t∫
0
〈
w(s), b(s)
〉
V
ds.
On the other hand, by (25) we also have
∥∥u(t)−w(t)∥∥2
H
=∥∥u0 −w(0)∥∥2H −
t∫
0
〈
u(s)−w(s),dK(s)〉
H
−
t∫
0
〈
u(s)−w(s), b(s)〉
V
ds.
Hence,
X. Zhang / Bull. Sci. math. 131 (2007) 175–217 193T∫
0
〈
u(s)− φ(s), b(s)−Bφ(s)〉
V
ds  0.
For ε ∈ [0,1] and φ˜ ∈ Lq([0, T ];V), letting φ(s) = u(s) − εφ˜(s), by Lebesgue’s convergence
theorem and the hemicontinuity of B , we have
T∫
0
〈
φ˜(s), b(s)−Bu(s)〉
V
ds  0.
The arbitrariness of φ˜ leads to b(s) = Bu(s) for almost all s ∈ [0, T ].
Lastly, by Proposition 3.9, it follows that Γ is continuous from C([0, T ];V) to C([0, T ];H).
Moreover, let Aλ be the Yosida approximation of A, then by (iv) of Proposition 2.2, Fatou’s
lemma and (21)
T∫
0
∥∥A◦(u(t))∥∥
H
dt  lim inf
λ↓0
T∫
0
∥∥Aλ(u(t))∥∥H dt
 lim inf
λ↓0 lim infn→∞
T∫
0
∥∥Aλ(un(t))∥∥H dt
 lim inf
n→∞
T∫
0
∥∥A◦(un(t))∥∥H dt < +∞,
which establishes (16). We complete the whole proof. 
4. Multivalued stochastic evolution equations
In this section, we shall use the following stronger assumption than (CB3)
(CB3′) There exist α > 0, β ∈ R and q > 1 such that for any x, y ∈ V
〈x − y,Bx −By〉V  α‖x − y‖qV − β‖x − y‖2H.
Remark 4.1. (CB3′) implies (CB3). In fact, by Young’s inequality
〈x,Bx〉V  α‖x‖qV − β‖x‖2H + 〈x,B0〉V
 α‖x‖q
V
− β‖x‖2
H
− ‖x‖V‖B0‖V∗
 α/2‖x‖q
V
− β‖x‖2
H
−Cq,α,‖B0‖V∗ .
4.1. Stochastic case I
Let (Ω,F ,P ; (Ft )t0) be a complete filtration probability space. Let M(t) be a continuous
H-valued L2-martingale with respect to Ft . For a normal orthogonal basis {ej , j ∈ N} of H, set
Mj(t) := 〈M(t), ej 〉 .H
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Lemma 8])
〈M〉(t) =
∑
j∈N
〈
Mj
〉
(t).
We assume that
(CM) 〈Mj 〉(t) = ∫ t0 Nj(s)ds and for some p  1
T∫
0
E
∣∣N(s)∣∣p ds < +∞,
where N(s) :=∑j∈N Nj(s).
In this section, we consider the following multivalued stochastic evolution equation:{du(t) ∈ −Au(t)dt −Bu(t)dt + dM(t),
u(0) = u0 ∈ D(A), (26)
where u0 is an F0-measurable random variable, whose solution is defined by
Definition 4.2. A couple of Ft -adapted random processes (u(t),K(t)) is called a solution of
Eq. (26) if
(i) [u(·,ω),K(·,ω)] ∈AT for almost all ω ∈ Ω ;
(ii) u(·,ω) ∈ Lq([0, T ];V) for almost all ω ∈ Ω ;
(iii) it holds that
u(t) = u(0)−K(t)−
t∫
0
Bu(s)ds +M(t)−M(0), for all t ∈ [0, T ], a.s.
Before proving the existence and uniqueness of solution to Eq. (26), let us first establish some
a priori estimates about the solution.
Proposition 4.3. Assume that (CA), (CB1-5) and (CM) hold. Then for any solution (u,K) of
Eq. (26) with u0 ∈ L2p(Ω,F0,P ;H), we have
E
(
sup
s∈[0,T ]
∥∥u(s)∥∥2p
H
)
 C
(
1 +E‖u0‖2pH +
T∫
0
E
∣∣N(s)∣∣p ds)
and
E
(|K|0T )p +E
( T∫
0
∥∥u(s)∥∥q
V
ds
)p
 C
(
1 +E‖u0‖2pH +
T∫
0
E
∣∣N(s)∣∣p ds),
where p and q are same as in (CM) and (CB3), C = C(T ,p,q,α,β,μ,γ, |A0|).
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τR(ω) := inf
{
t ∈ [0, T ]: ∥∥u(t,ω)∥∥
H
R,
t∫
0
∥∥u(s,ω)∥∥q
V
ds R
}
.
Then limR→∞ τR(ω) = T a.s. By Itô’s formula in Appendix A, we have
∥∥u(t ∧ τR)∥∥2H = ‖u0‖2H − 2
t∧τR∫
0
〈
u(s),dK(s)
〉
H
− 2
t∧τR∫
0
〈
u(s),Bu(s)
〉
V
ds
+ 2
t∧τR∫
0
〈
u(s),dM(s)
〉
H
+ 〈M〉(t ∧ τR). (27)
Further, using the usual Itô formula for function fε(x) := (x + ε)p yields that for ε > 0
fε
(∥∥u(t ∧ τR)∥∥2H)= fε(‖u0‖2H)− 2
t∧τR∫
0
f ′ε
(∥∥u(s)∥∥2
H
)〈
u(s),dK(s)
〉
H
− 2
t∧τR∫
0
f ′ε
(∥∥u(s)∥∥2
H
)〈
u(s),Bu(s)
〉
V
ds
+ 2
t∧τR∫
0
f ′ε
(∥∥u(s)∥∥2
H
)〈
u(s),dM(s)
〉
H
+
t∧τR∫
0
f ′ε
(∥∥u(s)∥∥2
H
)
d〈M〉(s)
+ 2
t∧τR∫
0
f ′′ε
(∥∥u(s)∥∥2
H
)∥∥Q 12M(s)u(s)∥∥2d〈M〉(s),
where QM(s) is the Hilbert–Schmidt nuclear operator associated to M , and tr(QM(s)) = 1
(cf. [19]).
Set y := A◦0. Since [u(·,ω),K(·,ω)] ∈ AT for almost all ω ∈ Ω , we have by (CB3) and
Proposition 3.3 that the right-hand side of above equality is less than
fε
(‖u0‖2H)+ 2‖y‖H
t∧τR∫
0
f ′ε
(∥∥u(s)∥∥2
H
)∥∥u(s)∥∥
H
ds
+ 2
t∧τR∫
0
f ′ε
(∥∥u(s)∥∥2
H
)(−α∥∥u(s)∥∥q
V
+ β(∥∥u(s)∥∥2
H
+ 1))ds
+ 2
t∧τR∫
0
f ′ε
(∥∥u(s)∥∥2
H
)〈
u(s),dM(s)
〉
H
+
t∧τR∫
f ′ε
(∥∥u(s)∥∥2
H
)
N(s)ds + 2
t∧τR∫
f ′′ε
(∥∥u(s)∥∥2
H
)∥∥u(s)∥∥2N(s)ds.
0 0
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E
(∥∥u(t ∧ τR)∥∥2H + ε)p  C +E(‖u0‖2H + ε)p +C
T∫
0
E
∣∣N(s)∣∣p ds
+C
t∫
0
E
(∥∥u(s ∧ τR)∥∥2H + ε)p ds.
Gronwall’s inequality yields that
E
(∥∥u(t ∧ τR)∥∥2H + ε)p  C
(
1 +E(‖u0‖2H + ε)p +
T∫
0
E
∣∣N(s)∣∣pds).
By letting R → ∞ and ε ↓ 0, Fatou’s lemma gives that
E
∥∥u(t)∥∥2p
H
 C
(
1 +E‖u0‖2pH +
T∫
0
E
∣∣N(s)∣∣p ds).
On the other hand, by Lemma 3.4 and (CB3) we have from (27)
∥∥u(t)∥∥2
H
+ 2α
t∫
0
∥∥u(s)∥∥q
V
ds + 2γ |K|0t
 ‖u0‖2H + 2β
t∫
0
(∥∥u(s)∥∥2
H
+ 1)ds + 2 t∫
0
〈
u(s),dM(s)
〉
H
+
t∫
0
N(s)ds
+ 2μ
t∫
0
∥∥u(s)∥∥
H
ds + 2μγ t. (28)
Now by BDG’s inequality and Young’s inequality, we get
E
(
sup
t∈[0,T ]
∥∥u(t)∥∥2p
H
)
 C
(
1 +E‖u0‖2pH
)+C T∫
0
E
∥∥u(s)∥∥2p
H
ds
+CE
( T∫
0
∥∥u(s)∥∥2
H
∣∣N(s)∣∣ds)p/2 +C T∫
0
E
∣∣N(s)∣∣p ds
 C
(
1 +E‖u0‖2pH +
T∫
E
∣∣N(s)∣∣p ds)0
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(
sup
t∈[0,T ]
∥∥u(t)∥∥p
H
( T∫
0
∣∣N(s)∣∣ds)p/2)
 C
(
1 +E‖u0‖2pH +
T∫
0
E
∣∣N(s)∣∣p ds)+ 1
2
E
(
sup
t∈[0,T ]
∥∥u(t)∥∥2p
H
)
,
which gives the first estimate. The second estimate follows from (28). 
We now use Galerkin’s approximation to prove our main result in this section.
Theorem 4.4. Assume that (CA), (CB1-5), (CB3′) and (CM) hold. Then, for any u0 ∈
L2p(Ω,F0,P ;D(A)), there exists a unique solution to Eq. (26) in the sense of Definition 4.2.
Proof. Let {ei, i ∈ N} ⊂ V be a normal orthogonal basis of H. Put
Mn(t) :=
n∑
i=1
〈
M(t), ei
〉
H
ei .
Then Mn(· ,ω) ∈ C([0, T ];V) for almost all ω ∈ Ω . By Theorem 3.11, there exists a unique
solution [un(·,ω),Kn(· ,ω)] ∈AT to the following equation:{dun(t,ω) ∈ −Aun(t,ω)dt −Bun(t,ω)dt + dMn(t,ω),
un(0,ω) = u0(ω) ∈ D(A),
which satisfies
un(t,ω) = u0(ω)−Kn(t,ω)−
t∫
0
Bun(s,ω)ds +Mn(t,ω)−Mn(0,ω). (29)
By the continuity of Γ defined by (15), Lemma 2.1 in [11] and Pettis’ theorem, we know that
un(t) and Kn(t) are Ft /B(H)-measurable. Thus, by Proposition 4.3 we have
sup
n∈N
E
(
sup
t∈[0,T ]
∥∥un(t)∥∥2pH ) C
(
1 +E‖u0‖2pH +
T∫
0
E
∣∣N(s)∣∣p ds)
and
sup
n
E
(|Kn|0T )p + sup
n
E
( T∫
0
∥∥un(s)∥∥qV ds
)p
C
(
1+E‖u0‖2pH +
T∫
0
E
∣∣N(s)∣∣p ds). (30)
By Itô’s formula in Appendix A, Proposition 3.3 and (CB3′), we get for n <m∥∥un(t)− um(t)∥∥2H
= −2
t∫ 〈
un(s)− um(s),dKn(s)− dKm(s)
〉
H0
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t∫
0
〈
un(s)− um(s),Bun(s)−Bum(s)
〉
V
ds
+ 2
t∫
0
〈
un(s)− um(s),d
(
Mn(s)−Mm(s)
)〉
H
+ 〈Mn −Mm〉(t)
−2α
t∫
0
∥∥un(s)− um(s)∥∥qV ds + 2β
t∫
0
∥∥un(s)− um(s)∥∥2H ds
+ 2
t∫
0
〈
un(s)− um(s),d
(
Mn(s)−Mm(s)
)〉
H
+
m∑
i=n
t∫
0
Ni(s)ds. (31)
By BDG’s inequality and Young’s inequality, we have
E
∣∣∣∣∣ supr∈[0,t]
r∫
0
〈
un(s)− um(s),d
(
Mn(s)−Mm(s)
)〉
H
∣∣∣∣∣
p
 CE
( t∫
0
∥∥un(s)− um(s)∥∥2H d〈Mn −Mm〉(s)
)p/2
= CE
( t∫
0
∥∥un(s)− um(s)∥∥2H m∑
i=n
Ni(s)ds
)p/2
 CE
(
sup
s∈[0,t]
∥∥un(s)− um(s)∥∥2H
t∫
0
∣∣∣∣∣
m∑
i=n
Ni(s)
∣∣∣∣∣ds
)p/2
 1
2
E
(
sup
s∈[0,t]
∥∥un(s)− um(s)∥∥2pH )+C
T∫
0
E
∣∣∣∣∣
m∑
i=n
Ni(s)
∣∣∣∣∣
p
ds.
Therefore, from (31) we get
E
(
sup
s∈[0,t]
∥∥un(s)− um(s)∥∥2pH ) C
t∫
0
E
(
sup
r∈[0,s]
∥∥un(r)− um(r)∥∥2pH )ds
+C
T∫
0
E
∣∣∣∣∣
m∑
i=n
Ni(s)
∣∣∣∣∣
p
ds.
Gronwall’s inequality and (CM) gives that
E
(
sup
t∈[0,T ]
∥∥un(t)− um(t)∥∥2pH ) C
T∫
0
E
∣∣∣∣∣
m∑
i=n
Ni(s)
∣∣∣∣∣
p
ds → 0, (32)
as n,m → ∞.
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T∫
0
E
∥∥un(s)− um(s)∥∥qV ds → 0,
as n,m → ∞.
So, there is a u ∈ L2p(Ω,P ;C([0, T ];D(A)))∩Lq([0, T ] ×Ω,dt × dP ;V) such that
lim
n→∞E
(
sup
t∈[0,T ]
∥∥un(s)− u(s)∥∥2pH )= 0, (33)
lim
n→∞
T∫
0
E
∥∥un(s)− u(s)∥∥qV ds = 0. (34)
Put
K(t,ω) := −
t∫
0
Bu(s,ω)ds +M(t,ω)−M(0,ω)− u(t,ω)+ u(0,ω). (35)
It remains to show that [u(· ,ω),K(· ,ω)] ∈AT for almost all ω ∈ Ω .
Notice that
lim
n→∞E
(
sup
t∈[0,T ]
∥∥Mn(t)−M(t)∥∥2pH ) C limn→∞
T∫
0
E
∣∣∣∣∣
∞∑
i=n
Ni(s)
∣∣∣∣∣
p
ds = 0.
By (30), (33), (34) and Fatou’s lemma, there exists a subsequence nl such that
P(Ω0 ∩Ω1 ∩Ω2 ∩Ω3 ∩Ω4 ∩Ω5) = 1,
where
Ω0 :=
{
ω: lim inf
l→∞
∣∣Knl (· ,ω)∣∣0T < +∞},
Ω1 :=
{
ω: lim
l→∞ supt∈[0,T ]
∥∥unl (s,ω)− u(s,ω)∥∥H = 0},
Ω2 :=
{
ω: lim
l→∞
T∫
0
∥∥unl (s,ω)− u(s,ω)∥∥qV ds = 0
}
,
Ω3 :=
{
ω: lim
l→∞ sups∈[0,T ]
∥∥Mnl (s,ω)−M(s,ω)∥∥H = 0},
Ω4 :=
{
ω: lim inf
l→∞
T∫
0
∥∥Bunl (s,ω)∥∥q/(q−1)V∗ ds < +∞
}
,
Ω5 :=
{
ω:
[
unl (· ,ω),Knl (· ,ω)
] ∈AT , ∀l ∈ N}.
Now for ω0 ∈ Ω0 ∩Ω1 ∩Ω2 ∩Ω3 ∩Ω4 ∩Ω5, there exists a subsequence l(m) (depending on ω0)
and f ∈ Lq/(q−1)([0, T ];V∗) such that
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and for almost all s ∈ [0, T ]
lim
m→∞
∥∥unl(m)(s,ω0)− u(s,ω0)∥∥V = 0.
For such s, since B is demicontinuous (see (ii) of Remark 3.1), we have for each v ∈ V
lim
m→∞
∣∣〈v,Bunl(m) (s,ω0)−Bu(s,ω0)〉V∣∣= 0.
So, for almost all s ∈ [0, T ] we have
f (s) = Bu(s,ω0).
Thus, from (29) and (35), we have for each t ∈ [0, T ] and v ∈ V
lim
m→∞
〈
v,Knl(m)(t,ω0)
〉
V
= 〈v,K(t,ω0)〉V.
Lastly, by Lemma 2.3 and ω0 ∈ Ω1 ∩Ω5 we obtain that [u(· ,ω0),K(· ,ω0)] ∈AT .
The uniqueness follows from a similar calculation as estimating (32). The proof is com-
plete. 
4.2. Stochastic case II
Let {Wi(t), i ∈ N, t  0} be a sequence of independent Ft -adapted Brownian motions on
(Ω,F ,P ; (Ft )t0). Let l2 be the usual sequence Hilbert space. Let M be the set of all pro-
gressively measurable sets with respect to Ft . Assume that σ :R+ × Ω × H → H ⊗ l2 satisfies
that
(Cσ): σ is M× B(H)/B(H ⊗ l2) measurable, and there exists a positive constant Cσ such
that for all (t,ω) ∈ R+ ×Ω and x, y ∈ H∥∥σ(t,ω, x)− σ(t,ω, y)∥∥
H⊗l2 Cσ‖x − y‖H,∥∥σ(t,ω, x)∥∥
H⊗l2  Cσ
(
1 + ‖x‖H
)
.
In this section, we consider the following multivalued stochastic evolution equation:{
du(t) ∈ −Au(t)dt −Bu(t)dt + 〈σ (t, u(t)),dW(t)〉
l2 ,
u(0) = u0 ∈ D(A),
(36)
where u0 is an F0-measurable random variable, whose solution is defined by
Definition 4.5. A couple of Ft -adapted random processes (u(t),K(t)) is called a solution of
Eq. (36) if
(i) [u(· ,ω),K(· ,ω)] ∈AT for almost all ω ∈ Ω ;
(ii) u(· ,ω) ∈ Lq([0, T ];V) for almost all ω ∈ Ω ;
(iii) it holds that
u(t) = u(0)−K(t)−
t∫
0
Bu(s)ds +
t∫
0
〈
σ
(
s, u(s)
)
,dW(s)
〉
l2,
for all t ∈ [0, T ] a.s.
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Theorem 4.6. Assume that (CA), (CB1-5), (CB3′) and (Cσ ) hold. For some p  1, let u0 ∈
L2p(Ω,F0,P ;D(A)). Then, there exists a unique solution to Eq. (36) in the sense of Defini-
tion 4.5. Moreover,
E
(
sup
s∈[0,T ]
∥∥u(s)∥∥2p
H
)
< +∞, (37)
and
E
(|K|0T )p +E
( T∫
0
∥∥u(s)∥∥q
V
ds
)p
< +∞.
Proof. Let u1(t) ≡ u0. For n 2, let (un,Kn) be the unique solution to the following equation
(Theorem 4.4):{
dun(t) ∈ −Aun(t)dt −Bun(t)dt +
〈
σ
(
t, un−1(t)
)
,dW(t)
〉
l2 ,
un(0) = u0 ∈ D(A),
which satisfies
un(t) = u0 −Kn(t)−
t∫
0
Bun(s)ds +
t∫
0
〈
σ
(
s, un−1(s)
)
,dW(s)
〉
l2 .
By Proposition 4.3 and (Cσ ), we easily deduce that for any t ∈ [0, T ]
E
(
sup
s∈[0,t]
∥∥un(s)∥∥2pH )C
(
1 +E‖u0‖2pH +
t∫
0
E
∥∥un−1(s)∥∥2pH ds
)
,
where C is independent of n.
Set
gm(t) := sup
1nm
E
(
sup
s∈[0,t]
∥∥un(s)∥∥2pH ).
Then
gm(t) C
(
1 +E‖u0‖2pH +
t∫
0
gm(s)ds
)
.
Gronwall’s inequality yields that
gm(t) C
(
1 +E‖u0‖2pH
)
.
Hence,
sup
n∈N
E
(
sup
s∈[0,T ]
∥∥un(s)∥∥2pH )< +∞. (38)
By Itô’s formula in Appendix A, we have by Proposition 3.3 and (CB2)
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= −2
t∫
0
〈
un(s)− um(s),dKn(s)− dKm(s)
〉
H
− 2
t∫
0
〈
un(s)− um(s),Bun(s)−Bum(s)
〉
V
ds
+ 2
t∫
0
〈
σ
(
s, un−1(s)
)− σ (s, um−1(s)), (un(s)− um(s))⊗ dW(s)〉H⊗l2
+
t∫
0
∥∥σ (s, un−1(s))− σ (s, um−1(s))∥∥2H⊗l2 ds

t∫
0
〈
σ
(
s, un−1(s)
)− σ (s, um−1(s)), (un(s)− um(s))⊗ dW(s)〉H⊗l2
+
t∫
0
∥∥σ (s, un−1(s))− σ (s, um−1(s))∥∥2H⊗l2 ds.
Similar to the proof in Proposition 4.3, by (Cσ ) and Burkhölder’s inequality and Young’s in-
equality, we obtain that
E
(
sup
s∈[0,t]
∥∥un(s)− um(s)∥∥2pH ) C
t∫
0
E
∥∥un−1(s)− um−1(s)∥∥2pH ds, (39)
where C is independent of n and m.
Put
g(t) := lim sup
n,m→∞
E
(
sup
s∈[0,t]
∥∥un(s)− um(s)∥∥2pH ).
By (38) and Fatou’s lemma, we get
g(t) C
t∫
0
g(s)ds.
Gronwall’s inequality yields that
g(T ) = 0.
Therefore, there exists a u˜ ∈ L2p(Ω,P ;C([0, T ];D(A))) satisfying
lim
n→∞E
(
sup
t∈[0,T ]
∥∥un(s)− u˜(s)∥∥2pH )= 0.
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du(t) ∈ −Au(t)dt −Bu(t)dt + 〈σ (t, u˜(t)), dW(t)〉
l2 , u(0) = u0,
which satisfies
u(t) = u(0)−K(t)−
t∫
0
Bu(s)ds +
t∫
0
〈
σ
(
s, u˜(s)
)
, dW(s)
〉
l2 .
By similar calculations as estimating (39), we find
E
(
sup
s∈[0,T ]
∥∥un(s)− u(s)∥∥2pH ) C
T∫
0
E
∥∥un−1(s)− u˜(s)∥∥2pH ds.
Taking limits leads to u = u˜, thus we obtain the existence. The uniqueness follows from similar
calculations as above. The proof is thus complete. 
Remark 4.7. (i) When V = H = V∗, the condition (CB3′) may be removed in this theorem since
we can prove it directly using Theorem 3.11 instead of Theorem 4.4. Moreover, in this case we
can also prove that for almost all ω
T∫
0
∥∥A◦u(t,ω)∥∥
H
dt < +∞.
In particular, {t ∈ [0, T ]: u(t,ω) /∈ D(A)} has Lebesgue zero measure for almost all ω.
(ii) Without any difficulty, a drift term b satisfying Lipschitz assumption as (Cσ ) can be added
in Eq. (36). For simplicity, this situation is not considered here.
5. Markov properties and invariant measures
In this section we study the Markov property and invariant measure of solution to stochastic
evolution equation (36). Since the solution u(t) always lies in D(A) =: D ⊂ H, D will be chosen
as our state space, which is a complete and separable metric space under ‖ · ‖H. Obviously, we
can extend the solution of (36) from [0, T ] to R+. Let us first prove the dependence of solutions
with respect to initial values in the sense of Lp .
Proposition 5.1. Keep the same assumptions as in Theorem 4.6. For some p  1, let u0, u˜0 ∈
L2p(Ω,F0,P ;D), and let (u,K), (u˜, K˜) be the corresponding solutions to Eq. (36). We have
E
∥∥u(t)− u˜(t)∥∥2p
H
 ec0tE‖u0 − u˜0‖2pH , t  0, (40)
where c0 := 2pβ + p(2p − 1)Cσ , β and Cσ is as in (CB3′) and (Cσ ).
Proof. Set v(t) := u(t) − u˜(t). By using Ito’s formula twice as in the proof of Proposition 4.3,
we have
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∥∥v(t)∥∥2p
H
= E‖u0 − u˜0‖2pH − 2pE
( t∫
0
∥∥v(s)∥∥2(p−1)
H
〈
v(s),dK(s)− dK˜(s)〉
H
)
− 2p
t∫
0
E
(∥∥v(s)∥∥2(p−1)
H
〈
v(s),Bu(s)−Bu˜(s)〉
V
)
ds
+ p
t∫
0
E
(∥∥v(s)∥∥2(p−1)
H
∥∥σ (u(s))− σ (u˜(s))∥∥2
H⊗l2
)
ds
+ 2p(p − 1)
t∫
0
E
(∥∥v(s)∥∥2(p−2)
H
∥∥(σ (u(s))− σ (u˜(s)))v(s)∥∥2
l2
)
ds
=: E‖u0 − u˜0‖2pH + h(t)+
t∫
0
g(s)ds,
where
h(t) := −2pE
( t∫
0
∥∥v(s)∥∥2(p−1)
H
〈
v(s),dK(s)− dK˜(s)〉
H
)
,
g(s) := −2pE(∥∥v(s)∥∥2(p−1)
H
〈
v(s),Bu(s)−Bu˜(s)〉
V
)
+ pE(∥∥v(s)∥∥2(p−1)
H
∥∥σ (u(s))− σ (u˜(s))∥∥2
H⊗l2
)
+ 2p(p − 1)E(∥∥v(s)∥∥2(p−2)
H
∥∥(σ (u(s))− σ (u˜(s)))v(s)∥∥2
l2
)
.
By Proposition 3.3, we know that h(t) 0 is a decreasing function. By (CB3′), we have
g(s)
(
2pβ + p(2p − 1)Cσ
)
E
∥∥v(s)∥∥2p
H
=: c0E
∥∥v(s)∥∥2p
H
.
By usual differential formula, we get that for any t  0
e−c0tE
∥∥v(t)∥∥2p
H
= E‖u0 − u˜0‖2pH − c0
t∫
0
e−c0sE
∥∥v(s)∥∥2p
H
ds
+
t∫
0
e−c0sdh(s)+
t∫
0
e−c0sg(s)ds
 E‖u0 − u˜0‖2pH ,
which gives the desired estimate. 
For any x ∈ D, we denote by (u(t, x),K(t, x)) the solution to Eq. (36) with initial value
u(0) = x.
Remark 5.2. If dim(H) < +∞, then by Kolmogorov’s continuity criterion (cf. [17]) and (40),
there exits a δ-Hölder continuous version of mapping D  x → u(t, x) ∈ D provided with δ < 1.
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Ptf (x) := E
(
f
(
u(t, x)
))
.
Then we have
Corollary 5.3.
(i) Pt :Cb(D) → Cb(D) is a bounded linear operator.
(ii) If f ∈ Cb(D) is Lipschitz continuous with Lipschitz constant
Lip(f ) := sup
x,y∈D
∣∣f (x)− f (y)∣∣/‖x − y‖H < +∞,
then for any x, y ∈ D and t > 0∣∣Ptf (x)− Ptf (y)∣∣ e(β+Cσ2 )t Lip(f )‖x − y‖H. (41)
Proof. (i) By (40), we know that D  x → u(t, x) ∈ D is continuous in probability. It follows
that Ptf ∈ Cb(D) for any f ∈ Cb(D).
(ii) By (40) we have∣∣Ptf (x)− Ptf (y)∣∣ E∣∣f (u(t, x))− f (u(t, y))∣∣
 Lip(f ) ·E∥∥u(t, x)− u(t, y)∥∥
H
 e(β+
Cσ
2 )t Lip(f )‖x − y‖H.
The proof is complete. 
From now on we shall suppose that Eq. (36) is homogeneous and of Markov type. Namely, σ
is independent of (t,ω).
Fix s  0, and set W˜ (t) = W(t +s)−W(s) for t  0. For anyFs -measurable random variable
u0 ∈ D, let (us(· , u0),Ks(· , u0)) solve the following equation:
us(t) = u0 −Ks(t)−
t∫
0
Bus(r)dr +
t∫
0
〈
σ
(
us(r)
)
,dW˜ (r)
〉
l2 .
The following lemma follows from the uniqueness of solution and the independence of incre-
ments of Brownian motion.
Lemma 5.4. Fix s  0. Then, for almost all ω ∈ Ω , it holds that for any t  0
u(t + s, x,ω) = us
(
t, u(s, x,ω),ω
)
,
K(t + s, x,ω) = K(s, x,ω)+Ks
(
t, u(s, x,ω),ω
)
.
Moreover, for any y, z ∈ D, t  0 and Λ ∈Fs , us(t, y, ·) is independent of Fs and
us(t,1Λ · y + 1Λc · z,ω) = 1Λ · us(t, y,ω)+ 1Λc · us(t, z,ω),
Ks(t,1Λ · y + 1Λc · z,ω) = 1Λ ·Ks(t, y,ω)+ 1Λc ·Ks(t, z,ω)
for almost all ω ∈ Ω .
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Theorem 5.5. For any f ∈ Cb(D) and s, t  0, it holds that
E
(
f
(
u(t + s))|Fs)= Ptf (u(s)).
Proof. Since x → Ptf (x) is continuous, Ptf (u(s)) is Fs -measurable. We only need to prove
that for any Λ ∈Fs
E
(
1Λ · f
(
u(t + s)))= E(1Λ · Ptf (u(s))).
Let ξn(ω) = ∑ni=1 ai1Λi (ω), ai ∈ D, ⋃ni=1 Λi = Ω , be a sequence of simple Fs -measurable
random variables (cf. [6, Lemma 1.1]), and such that
lim
n→∞
∥∥ξn(ω)− u(s, x,ω)∥∥H ↓ 0, for almost all ω ∈ Ω.
For any ε > 0, noting that by (40)
P
(
ω:
∥∥us(t, ξn)− us(t, u(s))∥∥H  ε) CE∥∥ξn − u(s)∥∥2pH /ε2p → 0, as n → ∞,
we have by Lemma 5.4
E
(
1Λ · f
(
u(t + s)))= E(1Λ · f (us(t, u(s))))= lim
n→∞E
(
1Λ · f
(
us(t, ξn)
))
= lim
n→∞
n∑
i=1
E
(
1Λ · 1Λi · f
(
us(t, ai)
))
= lim
n→∞
n∑
i=1
E(1Λ · 1Λi ) ·Ef
(
us(t, ai)
)
= lim
n→∞
n∑
i=1
E(1Λ · 1Λi ) · Ptf (ai) = limn→∞
n∑
i=1
E
(
1Λ · 1ΛiPtf (ai)
)
= lim
n→∞E
(
1Λ · Ptf (ξn)
)= E(1Λ · Ptf (u(s))),
where in the fourth step we have used that us(t, ai) is independent of Fs . The proof is then
complete. 
Corollary 5.6. If V = H = V∗, then {Pt , t  0} forms a Feller semigroup on Cb(D).
Proof. It suffices to prove that limt↓0 Ptf (x) = f (x) for any x ∈ D and f ∈ Cb(D). For fixed
y ∈ Ax, by Itô’s formula and Proposition 3.3, (CB2) and (37), we have for small t
E
∥∥u(t, x)− x∥∥2
H
= −2E
t∫
0
〈
u(s, x)− x,dK(s)〉
H
− 2E
t∫
0
〈
u(s, x)− x,Bu(s, x)〉
H
ds
+
t∫
E
∥∥σ (u(s, x))∥∥2
H⊗l2 ds
0
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t∫
0
(‖y‖H + ‖Bx‖H)E∥∥u(s, x)− x∥∥H ds
+Cσ
t∫
0
E
(
1 + ∥∥u(s, x)∥∥2
H
)
ds  Ct,
which in turn gives that limt↓0 Ptf (x) = f (x) in view of f ∈ Cb(D). 
Remark 5.7. When V = H, we can not use the Itô formula in Appendix A because x ∈ D may
not be in V. In this case, it is even not known if V is dense in D.
We can now prove the following result about the existence and uniqueness of invariant mea-
sures associated to Pt .
Theorem 5.8. Keep the same assumptions as in Theorem 4.6.
(i) If the q in (CB3′) is strictly greater than 2 and V is compactly embedded in H, then there
exists an invariant measure μ ∈M2(D) associated to semigroup Pt satisfying∫
D
Ptf (x)μ(dx) =
∫
D
f (x)μ(dx)
for all f ∈ Cb(D) and t  0. Here, M2(D) denotes all probability measures on (D,B(D))
with
∫
D
‖x‖2
H
μ(dx) < +∞.
(ii) If 2β + Cσ < 0, where β and Cσ are from (CB3′) and (Cσ ), then there exists a unique
invariant measure μ ∈M2(D) associated to semigroup Pt such that for any x ∈ D and
f ∈ Cb(D)
lim
t→∞Ptf (x) =
∫
D
f (y)μ(dy),
which is referred to the ergodicity of Pt .
Proof. (i) We use the classical Krylov–Bogoliubov method (cf. [18]). For each n ∈ N, let μn be
the ergodic average corresponding to the initial Dirac measure at 0 (in fact, one may consider at
any point a ∈ V∩ Int(D(A))), i.e., μn is determined by∫
D
f (x)μn(dx) = 1
n
n∫
0
Psf (0)ds = 1
n
n∫
0
E
(
f
(
u(s,0)
))
ds,
where f :D → R is bounded and B(D)-measurable function. Clearly, μn ∈M2(D).
By Remark 4.1, (Cσ ) and Young’s inequality, we have
−2〈x,Bx〉V +
∥∥σ(x)∥∥2
H⊗l2
−α‖x‖q
V
+ 2β‖x‖2
H
+ 2Cq,α,‖B0‖V∗ +Cσ
(
1 + ‖x‖2
H
)
−α ‖x‖q
V
+C.2
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0 < η < α/4
E
(
eηt
∥∥u(t)∥∥2
H
)= t∫
0
ηE
(
eηs
∥∥u(s)∥∥2
H
)
ds − 2E
( t∫
0
eηs
〈
u(s),dK(s)
〉
H
)
+
t∫
0
eηsE
(−2〈u(s),Bu(s)〉
V
+ ∥∥σ (u(s))∥∥2
H⊗l2
)
ds

t∫
0
ηE
(
eηs
∥∥u(s)∥∥2
H
)
ds + 2‖y‖
t∫
0
eηsE
∥∥u(s)∥∥
H
ds
+
t∫
0
eηs
(
−α
2
E
∥∥u(s)∥∥q
V
+C
)
ds

t∫
0
(
η + α
4
)
E
(
eηs
∥∥u(s)∥∥2
H
)
ds +C‖y‖H
t∫
0
eηs ds
+
t∫
0
eηs
(
−α
2
E
∥∥u(s)∥∥2
H
+C
)
ds
 C
t∫
0
eηs ds = C(eηt − 1)/η, (42)
where C is independent of t . Hence, for all t  0
E
∥∥u(t)∥∥2
H
 C. (43)
On the other hand, from (42), letting η = 0, we further have
α
2
t∫
0
E
∥∥u(s)∥∥q
V
ds  C
t∫
0
E
∥∥u(s)∥∥2
H
ds +Ct  Ct.
So, there exists a positive constant C independent of t such that for all t > 0
1
t
t∫
0
E
∥∥u(s)∥∥q
V
ds  C.
For any R > 0, put ER := D∩ {x ∈ H: ‖x‖V R}, then
μn(ER) = 1
n
n∫
0
E1ER
(
u(s)
)
ds = 1
n
n∫
0
E1{‖·‖VR}
(
u(s)
)
ds
 1 − 1
Rq
· 1
n
n∫
E
∥∥u(s)∥∥q
V
ds  1 − C
Rq
.0
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Thus, there exists a subsequence μnk and a probability measure μ on (D,B(D)) such that μnk
weakly converges to μ. For any t > 0 and f ∈ Cb(D),∫
D
Ptf (x)μ(dx) = lim
k→∞
∫
D
Ptf (x)μnk (dx) = lim
k→∞
1
nk
nk∫
0
PsPtf (0)ds
= lim
k→∞
1
nk
nk∫
0
Pt+sf (0)ds
= lim
k→∞
1
nk
( nk∫
0
Psf (0)ds +
nk+t∫
nk
Psf (0)ds −
t∫
0
Psf (0)ds
)
= lim
k→∞
∫
D
f (x)μnk (dx)+ lim
k→∞
1
nk
nk+t∫
nk
Psf (0)ds
=
∫
D
f (x)μ(dx),
which shows that μ is an invariant measure of Pt . Noticing (43), by a truncation, we may find
that
∫
D
‖x‖2
H
μ(dx) < +∞, i.e., μ ∈M2(D).
(ii) We follow the method of Da Prato–Zabczyk [6]. Let {Wi(t), i ∈ N, t ∈ R} be a sequence
of independent Brownian motions defined on R. For any ρ > 0, let (uρ(· , x),Kρ(· , x)) satisfy
the following equation:
uρ(t) = x −Kρ(t)−
t∫
−ρ
Buρ(s)ds +
t∫
−ρ
〈
σ
(
uρ(s)
)
,dW(s)
〉
l2 .
As in the proof of Proposition 4.3, for y := A◦0 we have
E
∥∥uρ(t)∥∥2H = ‖x‖2 − 2E
( t∫
−ρ
〈
uρ(s),dKρ(s)− y ds
〉
H
)
− 2
t∫
−ρ
E
〈
uρ(s), y
〉
H
ds
− 2
t∫
−ρ
E
(〈
uρ(s),B
(
uρ(s)
)〉
V
)
ds +
t∫
−ρ
E
∥∥σ (uρ(s))∥∥2H⊗l2 ds
=: ‖x‖2 + h(t)+
t∫
−ρ
g(s)ds,
where
h(t) := −2E
( t∫
−ρ
〈
uρ(s),dKρ(s)− y ds
〉
H
)
,
g(s) := E(−2〈uρ(s), y〉 − 2〈uρ(s),B(uρ(s))〉 + ∥∥σ (uρ(s))∥∥2 2).H V H⊗l
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increasing. Since 2β + Cσ < 0, we may choose ε > 0 sufficiently small such that c0 := (2β +
Cσ + ε) < 0. By Remark 4.1 and Young’s inequality we have
g(s) E
(
2‖y‖H
∥∥uρ(s)∥∥H − α∥∥uρ(s)∥∥qV + (2β +Cσ )∥∥uρ(s)∥∥2H)+C
 (2β +Cσ + ε)E
∥∥uρ(s)∥∥2H +Cσ,β,y,ε.
Hence,
e−c0tE
∥∥uρ(t)∥∥2H = e−c0ρ‖x‖2H − c0
t∫
−ρ
e−c0sE
∥∥uρ(s)∥∥2H ds
+
t∫
−ρ
e−c0s dh(s)+
t∫
−ρ
e−c0sg(s)ds
 e−c0ρ‖x‖2
H
+C
t∫
−ρ
e−c0s ds
= e−c0ρ‖x‖2
H
+C(e−c0ρ − e−c0t)/c0,
which yields that for any t −ρ
E
∥∥uρ(t)∥∥2H  ‖x‖2H +C.
On the other hand, for τ > ρ > 0
uτ (t) = uτ (−ρ)−
(
Kτ (t)−Kτ (−ρ)
)− t∫
−ρ
Buτ (s)ds +
t∫
−ρ
〈
σ
(
uτ (s)
)
,dW(s)
〉
l2 .
Similar to the above calculations, we also have that for any t > −ρ
E
∥∥uρ(t, x)− uτ (t, x)∥∥2H  e(2β+Cσ )(t+ρ)E∥∥uτ (−ρ)− x∥∥2H
 2e(2β+Cσ )(t+ρ)
(
2‖x‖2
H
+C),
and for any x, y ∈ D
E
∥∥uρ(t, x)− uρ(t, y)∥∥2H  e(2β+Cσ )(t+ρ)‖x − y‖2H.
In view of 2β +Cσ < 0, there exists a D-valued random variable ξ such that for any x ∈ D
lim
ρ→∞E
∥∥uρ(0, x)− ξ∥∥2H = 0.
Let μ be the law of ξ in D. Obviously, μ ∈M2(D). For any f ∈ Cb(D), in view of Pρf (x) =
E(f (uρ(0, x))), we have for any x ∈ D
lim
ρ→∞Pρf (x) =
∫
D
f (y)μ(dy), (44)
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D
Ptf (y)μ(dy) = lim
ρ→∞PρPtf (x) = limρ→∞Pρ+t f (x) =
∫
D
f (y)μ(dy).
Let ν ∈M2(D) be any invariant measure of Pt . For uniqueness, it suffices to prove that for
any closed subset Γ ⊂ D, μ(Γ ) = ν(Γ ). Define
fn(x) := 1
(1 + ρ(x,Γ ))n ,
where ρ(x,Γ ) denotes the distance of x to Γ . Clearly, fn ↓ 1Γ as n → ∞, and fn is continuous.
By (44), we have∫
D
fn(x)ν(dx) = lim
t→∞
∫
D
Ptfn(x)ν(dx) =
∫
D
fn(y)μ(dy).
Letting n → ∞ yields that μ(Γ ) = ν(Γ ). The proof is complete. 
Remark 5.9. When A = 0, a better result of (ii) is obtained in Röckner [18].
6. Applications
6.1. Multivalued stochastic differential equations
In this subsection, we work on the Euclidean space Rd , i.e., V = H = V∗ = Rd . Let A be
a maximal monotone operator on Rd × Rd . We consider the following multivalued stochastic
differential equation:{
du(t) ∈ −Au(t)dt − b(u(t))dt + σ (u(t))dW(t),
u(0) = x ∈ D(A) =: D ⊂ Rd, (45)
where b :Rd → Rd and σ :Rd → Rd × Rd are continuous functions, W(t) is a standard d-di-
mensional Brownian motion.
Applying Theorem 4.6, Corollary 5.6 and Theorem 5.8, we have
Theorem 6.1. Assume that Int(D(A)) = ∅ and for some α,Cσ , δ > 0, q > 1 and γ ∈ R〈
x − y, b(x)− b(y)〉
Rd
 0,〈
x, b(x)
〉
Rd
 α|x|q − γ (1 + |x|2),∣∣b(x)∣∣ δ(1 + |x|q−1),∥∥σ(x)− σ(y)∥∥ Cσ |x − y|.
Then we have:
(i) There exists a unique pair of continuous adapted processes (u,K) satisfying[
u(· ,ω),K(· ,ω)] ∈AT ,
for any T > 0, and
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t∫
0
b
(
u(s)
)
ds +
t∫
0
σ
(
u(s)
)
dW(s).
(ii) The diffusion semigroup Pt on Cb(D) associated to u(t) is of Feller type.
(iii) If q > 2, then there exists at least an invariant measure for Pt .
(iv) If 〈x − y, b(x) − b(y)〉Rd  −β|x − y|2 for some β < −Cσ/2, then there exists a unique
invariant measure for Pt .
Let O ⊂ Rd be a closed convex set with non-empty interior. The indicator function of O is
defined by
IO(x) :=
{0, x ∈O,
+∞, x /∈O,
which is a lower-semi continuous convex function. The sub-differential of IO is given by
∂IO(x) :=
⎧⎨⎩
∅, x /∈O,
{0}, x ∈ Int(O),
Πx, x ∈ ∂O,
where Πx is the cone of unit outward normal to O at x. It is well known that ∂IO is a maximal
monotone operator with Int(D(∂IO)) = Int(O) = ∅ (cf. [1,2]).
When A = ∂IO , as proved by Cépa [4], Eq. (45) is equivalent to a stochastic differential
equation with reflecting boundary as stated in introduction. Thus, Theorem 6.1 gives the exis-
tence and uniqueness of invariant measures of normally reflecting diffusion processes under some
conditions on b and σ . On the other hand, Theorem 6.1 may be applied to a class of stochastic
differential equations with singular drifts. The following example comes from [5].
For λ > 0, define for x = (x1, x2, . . . , xd) ∈ Rd
ϕ(x) :=
{−λ∑1i<jd ln(xj − xi), if x1 < x2 < · · · < xd ,
+∞, otherwise.
Then, ϕ is a lower-semi continuous convex function. Let c, a :R → R be two continuous func-
tions satisfying the same assumptions as in Theorem 6.1. In Eq. (45), let
A = ∂ϕ, b(x) = (c(xi))i=1,...,d , σ (x) = (δij a(xi))i,j=1,...,d .
Then, by (i) of Remark 4.7 and Proposition 3.2, Eq. (45) is equivalent to the following stochastic
differential equation, which is a finite particles system (see [5] for more details):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
dX1(t) = c
(
X1(t)
)
dt + a(X1(t))dW(t)+ λ∑1j =1d dtX1(t)−Xj (t) ,
· · · = · · · ,
dXi(t) = c
(
Xi(t)
)
dt + a(Xi(t))dW(t)+ λ∑1j =id dtXi(t)−Xj (t) ,
· · · = · · · ,
dXd(t) = c
(
Xd(t)
)
dt + a(Xd(t))dW(t)+ λ∑1j =dd dtXd(t)−Xj (t) ,
X(0) = x, x1 < x2 < · · · < xd.
The solution satisfies that for almost all ω
X1(t,ω) < X2(t,ω) < · · · <Xd(t,ω), ∀t > 0.
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existence and uniqueness of invariant measure for diffusion semigroup associated with the above
SDE with singular drift.
6.2. Multivalued non-linear SPDEs
Let O be an open and bounded set in Euclidean space Rd , where the boundary Γ of O
is assumed to be smooth. For q  2, let W 1,q0 (O) and W−1,q/(q−1)(O) be the usual Sobolev
spaces (cf. [25]). Set V := W 1,q0 (O), H := L2(O) and V∗ := W−1,q/(q−1)(O). Then V ⊂ H ⊂ V∗
forms an evolutional triple. Moreover, V is compactly embedded in H (cf. [25]). We consider the
following multivalued stochastic partial differential equation:⎧⎪⎨⎪⎩
du(t, x) ∈ −(∂ϕ)u(t, x)dt −∑di=1 ∂xi fi(x,∇u(t, x))dt
− g(x,u(t, x))dt + 〈σ (x,u(t, x)),dW(t)〉
l2,
u(0, x) = u0(x) ∈ L2(O),
(46)
where ∂ϕ is the subdifferential of a lower-semicontinuous convex function ϕ :R → R that satis-
fies ∣∣ϕ(r)∣∣ Cϕ(1 + |r|2), (47)
fi(x, y) :R
d × Rd → R, i = 1, . . . , d , are continuous with respect to y, and satisfies for some
α > 0
d∑
i=1
(yi − zi)
(
fi(x, y)− fi(x, z)
)
 α|y − z|q, x, y, z ∈ Rd , (48)
g(x, r) :Rd ×R → R is continuous with respect to r , and satisfies for some β  0
(r − s)(g(x, r)− g(x, s)) β(r − s)2, x ∈ Rd, r, s ∈ R,
and σ(x, r) :Rd ×R → l2 satisfy that σ(x,0) ∈ L2(O; l2) and for some c1 ∈ L2(O)∥∥σ(x, r)− σ(x, s)∥∥
l2  c1(x)|r − s|, x ∈ Rd, r, s ∈ R.
Moreover, we also assume that for some δ > 0 and c2 ∈ Lq/(q−1)(O)∣∣g(r)∣∣+ ∣∣f (x, y)∣∣ c2(x)+ δ(|y|q−1 + |r|q−1), x, y ∈ Rd, r ∈ R.
Define an operator B from V to V∗ by
Bu(x) :=
d∑
i=1
∂
∂xi
fi
(
x,∇u(x))+ g(u(x)).
By Poincaré’s inequality (cf. [25]), there exists a positive constant C = C(p,O, d) such that for
all u ∈ V∫
O
∣∣u(x)∣∣q dx  C ∫
O
∣∣∇u(x)∣∣q dx.
It is not hard to verify that B satisfies (CB1-5) and (CB3′).
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Φ(u) :=
∫
O
ϕ
(
u(x)
)
dx,
then by (47), Φ :L2(O) → R is a lower-semicontinuous convex function, whose subdifferential
∂Φ is denoted by A. Obviously, D(A) ≡ H. Moreover, [u,v] ∈ A if and only if u,v ∈ H and
v(x) ∈ ∂ϕ(u(x)) for almost all x ∈O (cf. [1, Proposition 2.8]). Thus, Eq. (46) can be written as{
du(t, ·) ∈ −Au(t, ·)dt −Bu(t, ·)dt + 〈σ (· , u(t, ·)),dW(t)〉
l2,
u(0) = u0 ∈ H,
As a consequence, Theorems 4.6 and 5.8 can be used to this situation.
Remark 6.2. (i) The typical functions satisfying (48) are
fi(x, y) = hi(x)|yi |q−2yi,
where 0 < α1  hi(x) α2 < +∞.
(ii) Here, considering infinitely many Brownian motions allows us to treat equations for
measure-valued processes, for instance, driven by space–time white noise (cf. [12,23]).
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Appendix A. Itô’s formula
In this appendix, we recall the Itô formula established by Krylov and Rozovskii in [11] (see
also [18,19]). Since an H-valued finite variation process appears in this formula, it seems be
necessary to require X being H-continuous below. The proof is similar to [11], we sketch it for
the reader’s convenience.
Theorem A.1. Let K(t) be a continuous H-valued adapted process satisfying that for almost all
ω ∈ Ω , K(· ,ω) ∈ VT (H), and M a continuous H-valued L2-martingales with zero initial value.
Let Y ∈ Lq/(q−1)([0, T ] × Ω,dt × dP ;V∗) for some q > 1, and X0 ∈ H be F0-measurable.
A continuous V∗-valued process is given by
X(t) := X0 +K(t)+
t∫
0
Y(s)ds +M(t).
Assume that X ∈ L2(Ω,dP ;C([0, T ];H))∩Lq([0, T ] ×Ω,dt × dP ;V). Then,
∥∥X(t)∥∥2
H
= ‖X0‖2H + 2
t∫
0
〈
X(s),dK(s)
〉
H
+ 2
t∫
0
〈
X(s),Y (s)
〉
V
ds
+ 2
t∫ 〈
X(s),dM(s)
〉
H
+ 〈M〉(t). (A.1)
0
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increasing sequence of partitions Pn := {0 = tn0 < tn1 < · · · < tnkn = T } with |Pn| := max(tni −
tni−1) → 0 as n → ∞ such that X(tni ) ∈ V for all n and i = 1, . . . , kn − 1, and for
Xn1 (t) :=
kn∑
i=2
X(tni−1)1[tni−1,tni )(t), X
n
2 (t) :=
kn−1∑
i=1
X(tni )1[tni−1,tni )(t), (A.2)
it holds that for i = 1,2
lim
n→∞
T∫
0
E
∥∥Xni (t)−X(t)∥∥qV dt = 0. (A.3)
A simple calculation gives that for s < t with X(t) ∈ V
∥∥X(t)∥∥2
H
= ∥∥X(s)∥∥2
H
+ 2
t∫
s
〈
X(t), Y (r)
〉
V
dr + 2〈X(t),K(t)−K(s)〉
H
+ 2〈X(s),M(t)−M(s)〉
H
+ ∥∥M(t)−M(s)∥∥2
H
− ∥∥X(t)−X(s)−M(t)+M(s)∥∥2
H
.
Hence, for any t = tni ∈ Pn \ {0, T }∥∥X(t)∥∥2
H
− ‖X0‖2H =
i−1∑
j=0
(∥∥X(tnj+1)∥∥2H − ∥∥X(tnj )∥∥2H)
= 2
t∫
0
〈
Xn2 (s), Y (s)
〉
V
ds + 2
t∫
0
〈
Xn2 (s),dK(s)
〉
H
+ 2
t∫
0
〈
Xn1 (s),dM(s)
〉
H
+ 2〈X0,M(tn1 )〉H
+
i−1∑
j=0
∥∥M(tnj+1)−M(tnj )∥∥2H
−
i−1∑
j=0
∥∥X(tnj+1)−X(tnj )−M(tnj+1)+M(tnj )∥∥2H
=: In1 (t)+ In2 (t)+ In3 (t)+ In4 + In5 (t)− In6 (t).
Clearly (see [19]),
lim
n→∞ I
n
4 = 0, a.s., limn→∞ I
n
5 (t) = 〈M〉(t), in L1.
By (A.3) and Hölder’s inequality, we have
lim
n→∞ I
n
1 (t) = 2
t∫ 〈
X(s),Y (s)
〉
V
ds, in L1.
0
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lim
n→∞ I
n
2 (t) = 2
t∫
0
〈
X(s),dK(s)
〉
H
, a.s.,
lim
n→∞ I
n
3 (t) = 2
t∫
0
〈
X(s),dM(s)
〉
H
, in L1.
Now let {ei, i ∈ N} ⊂ V be a normal orthogonal basis of H. For x ∈ H, let Πkx :=∑k
i=1〈x, ei〉Hei . Let Mn1 and Mn2 be defined as Xn1 and Xn2 in (A.2). Then, by Hölder’s inequality
we have
In6 (t) = −
t∫
0
〈
Xn2 (s)−Xn1 (s)−Πk
(
Mn2 (s)−Mn1 (s)
)
, Y (s)
〉
V
ds
−
t∫
0
〈
Xn2 (s)−Xn1 (s)−Πk
(
Mn2 (s)−Mn1 (s)
)
,dK(s)
〉
H
+ 〈X(tn1 )−X(0)−M(tn1 )+M(0),ΠkM(0)−X(0)〉H
+
i−1∑
j=0
〈
X(tnj+1)−X(tnj )−M(tnj+1)+M(tnj ), (1 −Πk)
(
M(tnj+1)−M(tnj )
)〉
H

( t∫
0
∥∥Xn2 (s)−Xn1 (s)∥∥qV ds
)1/q
·
( t∫
0
∥∥Y(s)∥∥q/(q−1)
V∗ ds
)(q−1)/q
+ sup
s∈[0,T ]
∥∥Πk(Mn2 (s)−Mn1 (s))∥∥V ·
t∫
0
∥∥Y(s)∥∥
V∗ ds
+ sup
s∈[0,T ]
∥∥Xn2 (s)−Xn1 (s)−Πk(Mn2 (s)−Mn1 (s))∥∥H · |K|0t
+ (∥∥X(tn1 )−X(0)∥∥H + ∥∥M(tn1 )+M(0)∥∥H) · ∥∥X(0)∥∥H
+ (In6 (t))1/2
(
i−1∑
j=0
∥∥(1 −Πk)(M(tnj+1)−M(tnj ))∥∥2H
)1/2
.
From this, (A.3) and the continuity of X(·) and M(·) in H, we may deduce that
lim
n→∞ I
n
6 (t) = 0, in L1.
Therefore, for all t ∈ ⋃n∈NPn, (A.1) holds. Since ⋃n∈NPn is dense in [0, T ] and X,K ∈
C([0, T ];H) a.s., by approximation, we know that (A.1) holds for all t ∈ [0, T ]. The proof is
complete. 
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