Vacancy properties in concentrated alloys continue to be of great interest because nowadays ab initio supercell simulations reach a scale where even defect properties in disordered alloys appear to be within reach. We show that vacancy properties cannot generally be extracted from supercell total energies in a consistent manner without a statistical model. Essential features of such a model are knowledge of the chemical potential and imposition of invariants. In the present work, we derive the simplest model that satisfies these requirements and we compare it with models in the literature. As illustration we compute ab initio vacancy properties of fcc Cu-Ni alloys as a function of composition and temperature. Ab initio density functional calculations were performed for SQS supercells at various compositions with and without vacancies. Various methods of extracting alloy vacancy properties were examined. A ternary cluster expansion yielded effective cluster interactions (ECIs) for the Cu-Ni-Vac system. Composition and temperature dependent alloy vacancy concentrations were obtained using statistical thermodynamic models with the ab initio ECIs. An Arrhenius analysis showed that the heat of vacancy formation was well represented by a linear function of temperature. The positive slope of the temperature dependence implies a negative configurational entropy contribution to the vacancy formation free energy in the alloy. These findings can be understood by considering local coordination effects.
I. INTRODUCTION
Nowadays, ab initio prediction of point defects and diffusivities in pure metals have become commonplace. Especially for self-diffusion and for impurity diffusion in dilute alloys, generally good agreement has been found with experimental data [1] [2] [3] [4] [5] [6] [7] [8] . For point defects in pure metals, generally excellent agreement with high temperature experimental data can be achieved provided that sufficient thermal excitation effects are included [9] [10] [11] . Point defects in alloys are more complicated than point defects in pure metals due to the multiple local environments. In so far alloys have been considered, it is usually in the low-point defect concentration limit so that point defects can be assumed to be noninteracting. Within these limitations, point defect properties in ordered structures such as B2-AlNi [12] [13] [14] [15] [16] , B2-FeAl [12, 17, 18] , and L1 2 -Ni 3 Al [19] have been theoretically studied. As described in Refs. [14, 19] , special attention should be paid to the definition of the single defect formation energy for ordered alloys because it is nontrivial to define and compute supercell energy differences under the constraints of a constant number of atoms and constant degree of order. Therefore, the common strategy to solve this problem is to minimize a grand canonical potential (i.e., fixed number of lattice sites and varying number of atomic species). In this approach chemical potentials are used as Lagrange multipliers to preserve composition. Oftentimes in energy considerations little thought is given then to the requirement of preservation of, e.g., volume, as atoms in the reservoir are exchanged with the supercell. Likewise other parameters are oftentimes not clearly defined with respect to what state variables are held fixed (pressure or volume; entropy or temperature, order parameter, or ordering energy). Nevertheless, this method has found widespread use when dealing with ordered structures. * M.H.F. Sluiter@tudelft.nl In disordered crystalline materials, such as substitutional alloys, experimental information on vacancies and diffusivities is scarce (see, e.g., Refs. [20, 21] ), and from the theoretical side also, there have been rather few studies that deal with specific alloy systems. Initially using empirical potentials [22] [23] [24] [25] , and later through ab initio approaches, both through supercell calculations [26] [27] [28] [29] and ab initio based cluster expansions [30] [31] [32] [33] , it has been established that the local atomic environment around a vacancy plays a significant role. While the influence of vacancies on phase stability [30, 34] and kinetics [31] [32] [33] received some attention for Al-Ni [30] , Sc-S [34] , and Al-Li [31] [32] [33] alloys, the actual vacancy properties in specific alloys were mostly neglected with the exception of an empirical potential study of Cu-Ni alloys by Zhao et al. [24] . In the latter study [24] vacancies were studied with an embedded atom method (EAM) potential and structural relaxation, vibrational, and configurational effects were included. This very comprehensive approach did not lead to a clear identification of how the structural, configurational, and vibrational effects individually contributed to vacancy properties, and the complexity of the treatment did not allow one to extract rules of thumb that might be extrapolated to other alloy systems. On the other hand, there are various lattice gas models that treat vacancies through Bragg-Williams or quasichemical approaches [14, [35] [36] [37] [38] [39] [40] [41] that are transparent enough to extract rules of thumb. But these studies suffer from a too simple representation of the energetics, such as including pairwise nearest neighbor interactions only, that are applicable to very few actual alloys. Vacancy properties in disordered alloys were investigated also by studying vacancies embedded in an effective medium, such as that defined by the coherent potential approximation (CPA). CPA implementations such as the locally self-consistent Green's function (LSGF) method [42] or exact muffin-tin orbital (EMTO) method [43] were shown to give composition dependent vacancy properties in alloys at T = 0 K. However, the CPA based methods consider the local vacancy environment only in an averaged way, and tend to neglect the temperature dependence of the local environment and oftentimes neglect local structural relaxations or limit relaxation to the nearest neighbor shell.
Therefore, in the current work we will consider structural relaxation and configurational effects realistically, and attempt to describe the alloy-vacancy system in a simple enough model so that vacancy properties emerge as a function of a small number of intuitive parameters. As the vacancy concentration in disordered alloys is generally very low, we neglect intravacancy interactions and do not concern ourselves with vacancy clusters. In the following, we introduce a formalism to extract vacancy properties from supercell and cluster expansion approaches. We show how a simple cluster expansion can give rise to nontrivial vacancy properties in the alloy, such as negative configurational vacancy formation entropies and vacancy induced short range order. Finally, we give some general tendencies for vacancies in alloys based on phase separation and ordering tendencies in substitutional alloys.
II. THEORY
We consider the problem of vacancy formation energies in disordered alloys, a problem that recently is receiving increased attention [27, 28, 31, 33] . We limit ourselves initially to configurationally random alloys, i.e., the reference state is the configurationally random state without vacancies. This is not only for simplicity, but also because it uniformly applies to all substitutional alloys far enough above the transition temperature. The extension to alloys with short range order is briefly discussed later. To describe a defect formation energy, it is good to make a brief sojourn to the basic definition via the first law of thermodynamics:
where Y represents intensive variables that are system size independent, while X represents extensive variables that are proportional to system size. A matching pair of Y and X are usually referred to as conjugates. Subscript i refers to an atomic species, SRO is an effective interaction energy associated with short range order (SRO). η SRO is an extensive short range order parameter, which could simply be a combination of the number of like atom pairs and of unlike atom pairs, while E d is the energy and N d is the number of a particular kind of defect. It then follows that the defect energy may be defined as
where the interest lies in the parameters that are held constant, the "invariants." As we generally are more apt to work at constant pressure this equation can be conveniently rewritten in terms of the enthalpy. At finite temperatures Eq. (2) needs a modification because the configurational entropy is nonanalytic in the low (defect) concentration limit. Then, the configurational entropy contribution due to the defect species under consideration must be explicitly excluded. In the case of substitutional point defects this gives
where the excess Gibbs energy is defined in the usual way, namely by excluding the ideal mixing contribution
with N representing the total number of atomic positions, and x d = N d /N being the fraction of atomic positions that is occupied by the point defects.
A. Problematic supercell calculations
In order to facilitate the link with ab initio supercell calculations, we consider how the defect formation enthalpy H d might be extracted from periodic supercell calculations by replacing a derivative with a finite difference. Moreover, the T = 0 K case will be considered here which is typical for ab initio calculations. It should be emphasized that the result of this exercise is that vacancy properties in disordered, or less than perfectly ordered, alloys cannot be derived from supercell calculations alone. An additional statistical thermodynamic model is essential. At T = 0 K the entropy contribution vanishes so that H takes the same value as the free energies G and G:
Below, the invariants will be omitted for brevity. When the defect is a vacancy, the requirement of keeping the number of atoms constant means that an appropriate term for compensating the energy loss of the vacated atom must be included:
where μ is the chemical potential of the vacated atom. For a pure metal μ is simply the energy of the supercell divided by the number of atoms in the supercell. However, in a disordered alloy, say with atomic species A and B, the μ term depends on the type of atom removed to make the vacancy. Moreover, μ i is the chemical potential of atomic species i (i = A or B) in the alloy, which generally differs from μ i in the pure element, as was erroneously assumed in Eq. (5) in Ref. [27] . It is now apparent also why an enthalpy formulation is preferable over an energy formulation because maintaining equal pressure is much easier than maintaining equal volume in the supercell with vacancy plus that of the i atom vis-a-vis the supercell without the vacancy. In binary A-B random alloys, vacancies can be surrounded by various numbers of A and B atoms unlike the pure element case. In the nearest neighbor shell of an fcc alloy the 12 nearest neighbors of a vacancy can range from 12 A and 0 B atoms all the way to 0 A and 12 B atoms. The composition of the nearest neighbor shell, and of more distant neighbor shells, affects the vacancy formation enthalpy. It is then apparent that "the vacancy formation enthalpy" in a disordered alloy requires a careful definition because the vacancy formation enthalpy must be a function of the atomic neighborhood of the vacancy, the composition of the alloy, and other factors. In order to preserve the composition of the alloy, A and B atoms need to be removed according to their composition, that is x A times an A atom and x B times a B atom. It follows that a weighted average over A and B removed supercells must be considered,
where N is the number of atoms in the supercell without vacancy. Of course actual supercells contain small numbers of atoms only, and therefore they poorly satisfy the invariants. Removing a certain atom from a supercell changes the composition and the state of order. For solid solutions without any short or long range order, the most configurationally representative supercells are constructed as special quasirandom structures (SQSs) which, for all presupposed important correlation functions in the alloy, reproduce the values for truly random structures [44] . In such a supercell one can then remove one atom at a time, and define the vacancy formation enthalpy as an appropriate average:
However, the above equation is actually not physically relevant because it averages over vacancy neighborhoods. In an actual alloy vacancies would occur where favorable local neighborhoods exist, so that the effective vacancy formation enthalpy should be tilted towards the lowest enthalpy neighborhoods. In a random alloy with low A concentration, it is improbable to find neighborhoods with exclusively A atoms, even if that type of neighborhood were to give the lowest vacancy formation enthalpy. Therefore, the tilting towards the lowest enthalpy configurations is limited by combinatorial factors. If the effective interactions between vacancies and A or B atoms are limited to the near neighbors, the sum in Eq. (8) could be limited to those atomic positions which have a particular neighborhood α only,
Where N α refers to the number of sites in the SQS supercells with neighborhood α. This definition is akin to Refs. [24, 43, 45, 46] . The chemical potentials of the A and B atomic species in the solid solution (at T = 0 K) can be obtained by fitting an interpolation formula, usually some low-order polynomial in the composition, to the solid solution enthalpy. In the earlier work [45, 46] the chemical potential was obtained by averaging over various ordered structures, which for disordered alloys is likely to be less reliable than using SQSs. In practice, it is rather cumbersome to generate SQS supercells that contain all types of neighborhoods. Just considering the nearest neighbor shell in fcc solid solutions alone gives 144 distinct configurations [47] in a binary alloy. Therefore, it is usually more efficient to compute neighborhood dependent vacancy formation enthalpies through cluster expansions [31] [32] [33] .
B. Cluster expansion
In the cluster expansion approach the A-B alloy with vacancies is treated as a ternary with the vacancy as an additional species [30] [31] [32] [33] 48, 49] . As the vacancy concentration in actual disordered alloys is usually very low, and vacancy clusters in thermally equilibrated alloys are rare, such cluster expansions typically do not require determination of vacancy-vacancy interaction terms. This significantly reduces the number of effective cluster interactions (ECIs) that are needed for a good representation of the energetics of alloys with vacancies.
Here we follow the site occupation variable definition p as in Refs. [50] [51] [52] , where the site occupation is represented as a vector with as many components as there are species in the alloy, here vacancy, A, and B atoms. For convenience the vacancy could be designated as a type "C" atom, an idea already expressed earlier in Refs. [30, 34, 48, 49, 53, 54] . The occupation variable for every site i thus has vector components p (C) , p (B) , and p (A) . p (Q) is the probability that a site is occupied by the species Q. For a particular site i, p (Q) takes the value zero, except when the actual occupancy at that site is "Q" in which case it equals unity.
As every site is occupied by one and only one of these three species, it follows that for every site there exists a "sumrule": 
. Sumrules apply not just to individual sites but to clusters also. In a cluster each site is occupied by one of the species in the alloy, giving rise to the concept of a "cluster decoration" where each site in a cluster is decorated with an atomic species. The sum of the probabilities for all the cluster decorations is unity for each cluster in the alloy. For instance, the sum of probabilities for pair decorations, here for a ternary alloy:
Using these sum rules, it can be trivially shown that redundancy can be removed by eliminating the cluster decoration probabilities involving one of the species in the alloy. In other words, all cluster decoration probabilities in a ternary A-B-C alloy can be completely determined by specifying the probabilities of decorations involving the species C and B only. Generally, in an alloy with N sp species, the cluster decoration probabilities involving N sp − 1 species can be used as a basis set of nonredundant variables, i.e., as correlation functions, to fully describe the probabilities, i.e., the configuration [55] . In the case of a binary alloy, this means that the cluster decoration probabilities of pure B cluster decorations p γ (where we have eliminated the B superscripts for brevity) fully describes the configurational order, so that the enthalpy of a binary alloy with structure σ can be given as
where γ indicates a cluster and J γ is an effective interaction enthalpy associated with a pure B cluster decoration, as was formally proven in Ref. [55] . Considering vacancies as a ternary species, and considering isolated vacancies only, Eq. (10) can be adapted to include vacancies in alloys,
where the second term involves cluster decorations γ in which one B species is substituted by a vacancy. The single site term in the second sum, γ = C (vacancy), pertains to the vacancy formation enthalpy in pure A J C and the probability of finding a vacancy p C . Of course Eqs. (10) and (11) can be written equally well in terms of the Gibbs energy excluding the configurational entropy part in terms of temperature dependent effective interactions [56] . The enthalpy of the random binary alloy is easily obtained from the cluster expansion because all the cluster decoration probabilities are products of single site decoration probabilities, that is, atomic concentrations. On the fcc lattice, considering nearest neighbor pair and nearest neighbor equilateral triangle ECIs only, this gives
where J 0 is a so-called empty cluster "interaction" which serves to define the enthalpy of pure A and n γ is the number of clusters of type γ per lattice site; γ indicates the number of sites in a cluster, followed by a type, e.g., (2,1) for a nearest neighbor pair, (2,2) for a second nearest neighbor pair [57] . For the fcc lattice, n 2,1 = 6 and n 3,1 = 8. The enthalpy of mixing and the formation energy of any structure σ is obtained by subtracting the enthalpy from the pure end members H A (H B ),
The T = 0 K chemical potentials of A and of B are extracted from the random enthalpy,
If the solid solution is not random, one can generate configurations that satisfy predefined degrees of long or short range order [58] , e.g., through Monte Carlo algorithms. The ECIs are obtained by inverting Eq. (10) through the so-called structure inversion method, described in detail elsewhere [57, 59, 60] . An expression for the formation enthalpy of a vacancy in an alloy is derived from Eq. (11) by considering which bonds are broken and which bonds are created when an A or B atom is replaced by a vacancy while imposing the requirement of keeping the number of atoms constant. To include the effect of the neighborhood, we consider an atom surrounded by a particular neighborhood α formed by first, and optionally more distant neighbor shells, embedded in the alloy. Considering the nearest neighbor shell only as a neighborhood, this gives
, where the subscript vac(i) (i = A or B) indicates whether the vacated central atom is A (or B), J (C) 1 is the enthalpy needed for forming a vacancy in pure A, J
is the effective nearest neighbor pair interaction per PQ atom pair, J (P QR) 3,1 is the effective nearest neighbor equilateral triangle interaction per P QR atom triangle, and n
2 ) is the number of B atoms (BB nearest neighbor pairs) in the nearest neighbor shell around the vacancy with neighborhood α. It is trivial to include more neighbor shells, and clusters with more sites. The 144 distinct nearest neighbor shell configurations [47] in fcc solid solutions in a binary alloy in this approximation are actually energetically distinguished by the numbers n Table I . Of course Eqs. (17) can be generalized to the Gibbs energy of vacancy formation by using temperature dependent ECIs that account for thermal excitation effects provided that the contribution from the ideal configurational entropy is excluded. Moreover, within the cluster expansion approach the effect of short range order can be incorporated by using the cluster expansion within a lattice gas model, which can be solved using Monte Carlo [31, 32] or cluster variation methods [30, 48] .
C. Vacancy concentration
As seen above in Eqs. (17) , the enthalpy of a vacancy defect depends on the environment α, and on which atom species i is removed, A or B. The vacancy formation enthalpy in the alloy is therefore a weighted sum over environments and over removed atom species,
where x α vac(i) is the concentration of each type of vacancy. It is now evident also that the removed atom species index i is really needed, because the likelihood of finding an A or a B atom in environment α is not the same for the two atom species. Of course, after the atom i is removed, it is no longer possible to determine what species originally was there. The concentration of vacancy types x α vac(i) is a product of concentration (or probability) x (α) i of finding an i atom in an α environment and of the probability of removing that i atom from that environment f few and generally far apart, the entropy can be represented by an ideal entropy,
with
It then follows that at finite temperature, the Gibbs energy due to the formation of vacancies can be written as
Once H 
Using a Lagrange multiplier λ this gives a Lagrangian
and the values of x α vac(i) are then found by solving ∂ ∂x
where δ is the Kronecker delta. When vacancy concentrations are small, the denominators inside the logarithm can be neglected, yielding 
In the random alloy case,
is a simple function of the composition
where m (α) is the degeneracy of a particular neighborhood, see Table I . In nonrandom alloys, a Monte Carlo method can be used to impose a certain degree of short or long range order on the probabilities x 
It is evident that the total vacancy concentration does not necessarily follow a simple Arrhenius equation because each neighborhood has its own vacancy formation enthalpy, see Eq. (25) . At low temperature, only those α with the lowest formation enthalpies contribute, while at high temperature α with higher formation enthalpies contribute also. Therefore, vac(A) is in this derivation temperature independent, the effective energy for vacancy formation is better represented as a temperature dependent Gibbs energy
The temperature dependence of G eff vac can be used to determine an effective vacancy formation entropy S eff vac and enthalpy H eff vac ,
where T 1 and T 2 indicate the temperature range of interest.
Another vacancy property of interest is the average number of B neighbors around a vacancy,
In the above derivation, it is assumed that the fraction of neighborhoods x 
III. METHOD
The thermodynamics of fcc Cu-Ni solid solutions was investigated by means of SQSs with 16 atoms per cell with compositions Cu 4 Ni 12 , Cu 12 Ni 4 (both structures listed as SQS-1 in Ref. [61] ), and Cu 8 Ni 8 (two variants listed as SQS-2 and SQS-3 in Ref. [61] ). The pure Cu and Ni phases are considered also using the same type cell as for the Cu 4 Ni 12 and Cu 12 Ni 4 compositions. Generalized gradient approximation [62, 63] projector augmented wave pseudopotentials as implemented in VASP [64] [65] [66] , version 4.6, are used with collinear spin polarization. Integrations in reciprocal space use a -centered Monkhorst-Pack grid with the number of k points determined through N atom N k point ≈ 10 000 in the first Brillouin zone. Precision was set to "accurate." In all calculations, the electronic wave functions were expanded in terms of plane waves up to a cutoff kinetic energy of 320 eV. The Hermite-Gauss smearing method of Methfessel and Paxton of order 1 has been used, with a smearing parameter of 0.1 eV. All structures are fully relaxed. The convergence criteria for energy, force magnitude, and stress component were 0.1 meV, 10 meV/nm, and 1 kbar, respectively. Structural optimizations were reinitiated at least twice. With these convergence settings energy changes between the last ionic iterations are a few μeV/atom only. All ab initio calculations pertain to T = 0 K with zero-point vibrational corrections being neglected. In the four types of SQSs every site was once replaced by a vacancy, giving rise to 4 × 16 = 64 supercells with a single vacancy. A cluster expansion using point, nearest neighbor pair, and nearest neighbor equilateral triangle clusters was fit to in total 71 structures; 2 pure elements, vacuum, 4 SQSs, and 64 single vacancy SQS derived structures. The ECIs were used in a ternary cluster variation method (CVM) [67, 68] calculation in the tetrahedron approximation to determine the Cu-Ni phase diagram, and the vacancy concentration as a function of composition and temperature. In the CVM calculations the ratio of Cu to Ni atoms is held constant, but the concentration of the vacancy species is freely varied. The equilibrium vacancy concentration is determined by minimizing the Gibbs energy with respect to the vacancy concentration.
IV. RESULTS AND DISCUSSION
Vacancy properties in concentrated Cu-Ni alloys are reported and discussed. Next, we seek to generalize our findings to other alloy types, where we consider alloys that are of ordering type, unlike Cu-Ni, and alloys in which the vacancy formation enthalpy in the end members differs even more, or significantly less than for Cu-Ni.
A. Alloy with phase separation: The case of fcc Cu-Ni
The ab initio computed supercell properties are listed in Table II . In the supercells with vacancies, the letters following the structure indicate which atom has been vacated, "a" ("p") indicates that the first (16th) atom in the structure is vacated. Enthalpy of formation of the SQS, computed as described in Ref. [61] , is used as a proxy for the mixing enthalpy H mix . Figure 1 illustrates that the compositional dependence of the mixing enthalpy can be approximated by a subregular solution model. The chemical potential of Cu and Ni is extracted from the mixing enthalpy as a function of the alloy composition. It should be remarked that small 16 atom supercells do not give very accurate vacancy formation energies, but the objective here is not high accuracy but insight in vacancy properties in alloys. For the pure elements a comparison with literature values is given in Table III . It is evident that the results are comparable to other PBE-GGA [62, 63] calculations with small supercells. We chose the PBE implementation of the GGA because a recent study [69] suggests that the PBE-GGA xc potential performs at least as well as the newer AM05-GGA [70] xc potential in describing vacancy formation energies.
In the SQSs single vacancies were introduced by removing a single atom at a time, followed by a structural relaxation. The computed enthalpies are used in Eq. (6) to extract vacancy formation enthalpies for various vacancy neighborhoods, see Fig. 2 . It is evident that the greater the number of Cu atoms in the nearest neighbor shell, the smaller the vacancy formation enthalpy. This is in keeping with the greater vacancy formation enthalpy in pure Ni in comparison with that in pure Cu.
The SQS calculations with, and without vacancies, are used also for obtaining a cluster expansion. The computed ECIs, shown in Table IV , have been extracted in terms of n-body clusters(n = 1,2,3). Although a much smaller number of ECIs is used than there are structural energies to be fitted to, nevertheless a rather good fit is obtained with a predictive error [67] or cross-validation score [71] of less than 4.5 meV/atom. The good performance of the CE is apparent also when the formation energies are computed from the ECIs, listed in Table IV , using Eq. (11) and plotted versus the ab initio computed formation energies from Eq. (14), as shown in Fig. 3 . The CE reproduces the ab initio data with a root mean square error of less than 4 meV/atom. The mixing enthalpy of Cu-Ni alloys as a function of composition is computed using the ECIs with Eq. (13) . Figure 4 illustrates that the mixing enthalpy as estimated through Fig. 1 , as computed through the formation energy of SQS, and as obtained by a phase diagram assessment using experimental data [72] , are all in fair agreement. The tendency towards phase separation is strongest at about x Cu = 0.4.
The ECIs can be used also in a cluster variation method calculation of the phase diagram, see Fig. 5 . The ab initio computed phase diagram displays a miscibility gap with a maximum temperature of 680 K at Cu 0. 35 Ni 0.65 in excellent agreement with the assessment of experimental data by an Mey in Fig. 7 of Ref. [72] , which gives a maximum temperature of 640 K at Cu 0.4 Ni 0.6 , and as assessed by Chakrabarti et al. [73] which gives a maximum temperature of 628 K at Cu 0.33 Ni 0.67 . It should be remarked that the concentration of vacancies is so low, that even when the phase diagram was computed strictly as a binary Cu-Ni alloy without considering vacancies, the changes would have been completely imperceptible.
Local environment dependent vacancy formation enthalpies H terms contribute to the formation enthalpy of a vacancy: (a) the energy to break the bonds between the vacated atom and its neighbor atoms and (b) the chemical potential of the vacated atom. The chemical potential represents the energy for putting the vacated atom back into the alloy, and this term makes the vacancy formation enthalpy composition dependent, see Eqs. (17) . As the mixing enthalpy is concave with respect to composition in Cu-Ni, it follows that the chemical potential of Cu (Ni) decreases as the composition gets richer in Cu (Ni), see Fig. 7 . In other words, putting back a Cu (Ni) atom in a Cu-rich alloy is less (more) costly than putting it back in a Ni-rich alloy. For this reason all the Cu-vacated vacancy formation enthalpies are rigidly shifted higher in Cu 0. 25 vacated as Cu atoms (in an equiatomic alloy). Therefore, the λ parameter should make the Cu-vacated vacancies energetically a little less costly, and the Ni-vacated ones a little more costly. Equation (25) shows that this occurs when λ takes a negative value. At very high temperature, the Boltzmann factor for all vacancy types moves towards unity. Then, the combinatorial factor x (α) i [Eq. (27) ] plays a dominant role. For the random alloys this implies that λ moves towards zero, as is seen in Fig. 8 . The λ parameter is a function of composition also. At Table IV in the tetrahedron approximation of the CVM (solid line), as assessed by an Mey [72] (dashed line), and as assessed by Chakrabarti et al. [73] (dash-dotted line). a given, not too high, temperature, λ is strongly negative at Ni-rich compositions while λ is weakly positive at Cu-rich compositions. Looking at Fig. 6(a) , it is evident that the high Cu coordinated Ni sites are much more likely to be vacated in Cu 0.25 Ni 0.75 than in the equiatomic alloy, so that an even more negative λ value is required to balance Ni and Cu vacated sites. Figure 6 (c), on the other hand, shows that for Cu-rich alloys the favorable high Cu coordinated Ni and Cu sites have about equal vacancy formation enthalpies. Therefore, λ must take very small values, and it needs to be slightly positive because the majority of vacancies must derive from Cu vacated sites. Now that λ behavior has been rationalized, the total vacancy concentration x vac (x B ,T ) is examined. Figure 9 displays the Cu-and Ni-vacated vacancy concentrations x vac(i) summed over all neighborhoods α, and it shows the total vacancy concentration x vac = x vac(Ni) + x vac(Cu) , as a function of the composition. Clearly, in the equiatomic alloy x vac(Ni) = x vac(Cu) , as imposed by the Lagrange multiplier λ. It is also obvious that at higher Cu content, the vacancy concentration is much larger because the vacancy formation energies decrease as the number of Cu nearest neighbors around a vacancy increases.
Fitting the total vacancy concentrations to an Arrhenius equation [Eq. (29) ] yields the effective vacancy formation Gibbs energy G eff vac , see Fig. 10 . It should be emphasized that only configurational excitations have been considered here so that for the pure elements (x Cu = 0, x Cu = 1) G eff vac is found to be temperature independent. G eff vac is not well represented by a linear interpolation with respect to composition between the pure element values because it takes significantly lower values in concentrated alloys than the concentration weighted average. This is explained by the multitude of local neighborhoods that exist within an alloy, so that vacancies will be formed in the most favorable locations. Moreover, the deviation of G contribution to the entropy of vacancy formation, tend to give significantly positive effective vacancy formation entropy contributions, see, e.g., Table II in Ref. [11] . Nevertheless, the configurational contribution to S the strongest deviation from a linear composition dependence near x Cu = 0.25 because at the Ni-rich side the strongest shift of vacancy neighborhood occurs when the temperature is changed. At low temperature only high Cu coordinated vacancies can occur because they are energetically favored, but in a Cu-poor alloy such neighborhoods are rare. At high temperature also energetically much less favorable, but combinatorially much more prevalent, high Ni-coordinated vacancies occur. Thus in Ni-rich alloys the largest change in vacancy formation energies occurs as the temperature increases. This is illustrated in Fig. 12 where the average number of Cu nearest neighbors around a vacancy n Cu in Cu 0. 25 The strong preference of vacancies for Cu coordination occurs across the whole composition range, as is shown in Fig. 13 . Our findings agree very well with an earlier embedded atom method (EAM) study [24] , which included vibrational effects also. Apparently the vibrational effects play a minor role.
Instead of using the model introduced here, the CVM can be used to compute the vacancy concentration. The CVM in the tetrahedron approximation was used in conjunction with the CE listed in Table IV differ a few percent only from those computed with the current random model over a wide range of temperatures and compositions, see Fig. 14, in spite of the fact that the CVM includes the effect of short range order. The current model can be compared also with the quasichemical model as studied in much detail by Schapink [38] . The quasichemical approach too, like the CVM, yields vacancy concentrations that differ by a few percent from the values obtained with the current model. Other properties differ little between current and quasichemical, in the case of the vacancy formation free energy the difference is just 5 meV or less. In contrast to the earlier work [24, 30, 36, 38] , the current model can be implemented using a spreadsheet, no special software required.
B. Alloy with ordering tendency
It is of interest to examine whether the trends revealed for vacancy formation in phase separating alloys, such as Cu-Ni, also apply to alloys with ordering tendencies. Therefore, we examine an alloy with nearest neighbor pair interactions between A and B atoms such that the enthalpy of mixing at equiatomic composition is −300 meV/atom. These interactions, listed in Table V , are not ab initio and do not pertain to any real alloy system. They are selected to serve as illustration only. The interactions give the classical fcc phase diagram [74] [75] [76] [77] for the solid state A-B alloy with a critical order-disorder temperature of about 1100 K at equiatomic composition. Concerning the vacancy formation energies in pure A and B, we consider two cases: (a) the strong asymmetric case with vacancy formation energies in pure A (B) of 2 (1) [Eq. (29)] as function of the composition is curved upward, quite unlike the phase separating case, from the linear interpolation between the pure A and B end members. The deviation is rather similar in magnitude to the negative of the mixing enthalpy, − H mix , both for case (a) and for case (b) (Fig. 16) . As in the phase separating Cu-Ni alloy, the configurational contribution to the vacancy formation entropy [Eq. (30)] is negative. The reason for this is entirely the same as in the case of phase separation, at higher temperatures energetically less favorable configurations come into play. The asymmetry in the end member vacancy formation energy does have a very pronounced effect on the short range order around a vacancy. Vacancy properties such as the configurational contribution to the entropy shift to a more negative value when the pure end member difference is larger (see Fig. 17 ).
Ordering systems, with interactions of the same magnitude as phase separating systems, develop vacancy-vacancy pairs already at a lower temperature. Therefore, the comparison between the current model and a more accurate methodology such as the cluster variation method or lattice Monte Carlo begins to break down at a lower temperature than was the case for phase separating systems. For alloys with ordering tendencies vacancy-vacancy pairs begin to play a role above about twice the highest order-disorder temperature.
V. CONCLUSIONS
A formalism for the computation of vacancy formation energies in substitutional alloys has been presented. It is shown that composition and temperature play an important role in the thermodynamics of vacancies in alloys. The current approach, consisting of a cluster expansion coupled with a simple statistical thermodynamics model, has been shown to reproduce accurately the features of more sophisticated lattice gas models such a the quasichemical or cluster variation methods. The effective vacancy formation free energy deviates from the linear interpolation between that of the terminal pure phases in a manner opposite to the mixing enthalpy between those end members. Therefore, phase separating alloys have vacancy formation free energies that are less than the composition-weighted average of the end members, while the opposite holds in ordering type alloys. At low temperatures, the configurational contribution to the vacancy formation entropy is negative. This is caused by the fact that at low temperature vacancies will occur only in the energetically most favorable local neighborhoods in the alloy, while at higher temperatures also less energetically favorable neighborhoods come into play. In addition to ordering and phase separating tendencies, the asymmetry in the vacancy formation energy in the pure end members plays a significant role also. When the vacancy formation energies of the pure end members differ more strongly from one another, the excess vacancy properties in the alloy become more significant. Particularly, the configurational contribution to the entropy of vacancy formation becomes more negative, and the vacancy coordination departs stronger from the average, as the asymmetry in vacancy formation energies between the pure end members increases. In the current model pure vacancy clusters are not considered, so that at high temperature deviations from more accurate lattice gas models occur. These deviations are more significant for ordering type alloys than for phase separating alloys. It must be noted that in order to understand vacancy formation in substitutional alloys a few arbitrarily selected ab initio calculations on alloy supercells with vacancies generally will not suffice. A proper statistical thermodynamic analysis is required. As this work has shown, such a thermodynamic analysis need not be very complex fortunately.
Vacancies in the Cu-Ni system were shown to prefer Cu neighbors, regardless of the composition of the alloy. The vacancy formation free energy was shown to be strongly composition dependent, with lower values towards the Cu-rich side. Since the vacancy formation energy in binary disordered alloys strongly depends on local environment, a cluster expansion was shown to be the optimal approach. Effective cluster interactions (ECIs) in terms of point, nearest neighbor pair, and nearest neighbor equilateral triangle clusters were extracted from a ternary cluster expansion by fitting the energies of 71 structures. The ECIs were used also to calculate the mixing enthalpy of the solid solution and the solid portion of the Cu-Ni phase diagram, which both agreed well with previous assessments. The CE approach coupled with a simple thermodynamic model made it possible to compute vacancy concentrations as a continuous function of temperature and composition. Fitting the vacancy concentration to an Arrhenius equation allowed us to extract the effective Gibbs energy of vacancy formation as a function of temperature and composition. The effective Gibbs energy of vacancy formation was found to be a nonlinear function of composition with a deviation from linearity between the end members that was roughly equal to the negative value of the mixing enthalpy. The effective configurational entropy of vacancy formation was found to be composition dependent and negative with values ranging from about 0 to −0.5k B .
