Introduction
A challenging field of research is to develop tools that are able to follow the nuclear motion in chemical reactions, e.g. when a molecule is breaking and forming chemical bonds or simply reorganizing its atoms to form a different isomer. As shown by the pioneering experiments carried out by Zewail and coworkers (see e.g. [1] ) nuclear motion occurs on the ultrafast time scale of femtoseconds (fs). Therefore, it was only with the advent of fs lasers that the dream to observe elementary processes in real time was born. Furthermore, the availability of more and more complex shaped laser pulses has permitted manipulating molecular motion at wish. Since its birth, the field laser control of chemical reactions, which can be understood as using laser pulses to transform reactants into products with the maximum efficiency, has gained a lot of adepts -as illustrated by the number of excellent reviews which can be nowadays found on this field [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17] . From the practical point of view, the dream of controlling the outcome of a reaction is not only justified because it offers a possibility to maximize (or minimize) a particular product and minimize (or maximize) a by-product. It is also attractive because it opens the door to the synthesis of novel molecular species, the design of new materials, the execution of chemical and biological functions, and even steering new physical phenomena using a clean and efficient form of energy. This dream is also our dream and our group has made numerous contributions to the field, which will be given below. Control is a well-known concept in traditional Chemistry. Control of chemical reactions can be achieved thermodynamically or kinetically. Thermodynamic control relies on modifying external factors, like temperature, pressure or concentration, in order to modify the reaction equilibrium. Kinetic control is based on introducing a catalyst to reduce the energy of a transition state barrier, therefore favoring a particular reaction channel. These tools, however, do not access the microscopic behavior of a chemical reaction. For this reason, this type of control is often termed passive control. Light can also be used passively to modify thermodynamically or kinetically a chemical reaction. When a system is photo-excited from the ground to some electronic excited state, it is possible to change the relative free energy between reactants and products, thus changing thermodynamically the system. A well-chosen wavelength can excite the system above a particular reaction barrier and lead kinetically to a selected product. In any of these cases the success of this, one would called it, "traditional photochemistry" relies on the quantum mechanical temporal evolution of the system, which in turn depends on the profile of the multidimensional potential energy surfaces (PES). As with temperature, pressure or any other external macroscopic variables, light used in this way does not access the microscopic behavior of a chemical reaction. Consequently, it is adventurous to predict the outcome of a reaction after plain irradiation, let alone to control it. When nanosecond (ns) lasers became available in the 1960s, it was expected that reaction paths could be steered in a more controlled way. The underlying idea was that tuning a laser with the vibrational frequency of a particular bond would weaken the bond and finally break it, leading to a particular product. Unfortunately, this concept, so-called modeselective chemistry, ran up against an unexpected difficulty: the different degrees of freedom are -in most cases-coupled to each other and after a short time the energy deposited in a particular bond was quickly redistributed through the whole molecule and unluckily control could not be achieved. The problem was that the pulse duration of ns lasers was much too long to avoid internal energy vibrational redistribution in all, but exceptional cases. What now it is known as active control over the nuclear dynamics requires fs resolution and had to wait until the development of Femtochemistry (see also Ref. 18) . This article is devoted to review some of the most standard ways to control chemical reactions using laser pulses, putting special emphasis on the applications that are closer to our research interests.
Schemes for ultrafast laser control of chemical reactions
Theoretically, it was early recognized that matter can be manipulated with light if the coherence properties of the quantum mechanical wave function are exploited. This was known as coherent control, even when today this term is often used more loosely to designate any control achieved with coherent light, i.e. with laser light. In general, laser control can be achieved changing the spectral properties of the coherent light so that an initial quantum mechanical wavefunction is transformed into a final desired one. This transformation can be achieved in different ways. If only one parameter of the laser is changed at a time, a possible and common classification of control schemes is: a) control in the frequency domain, b) control in the temporal domain, and c) adiabatic control. In addition, it is also possible to control chemical reactions using d) the chirp or e) strong fields. Despite a large amount of experimental success (see e.g. Refs. [19, 20, 21] ), in most but the simplest systems, the search for an appropriate chemical path is hampered by the incomplete knowledge of the molecular Hamiltonian. For this reason, techniques have emerged, which -using learning algorithms -are able to optimize in an iterative manner the many laser parameters that are necessary to control simultaneously all the coupled degrees of freedom. This type of control will be explained below under section f) multi-parameter laser control scheme.
a) Control in the frequency domain
To obtain control in the frequency domain, as proposed by Brumer and Shapiro [22, 23] , the initial state is prepared as a coherent superposition of bound states with a welldefined phase. Constructive and destructive interferences between two independent excitation routes are exploited, leading to the enhancement or prevention of a particular reaction channel. Experimentally, this type of control requires two different monochromatic excitation sources, providing e.g. 3 photons with frequency ω or a photon with frequency 3ω (see Fig. 1 ), as originally proposed in Ref. [24] . The experiment is related to the double slide experiment of Young for particles or beams of light: An initial molecular state can follow two different pathways characterized by two different wave functions, say ψ1 and ψ2, on the initially degenerate potentials V1 and V2. The probability of the final event is proportional to the square of the sum of the quantum mechanical amplitudes associated to each of the independent pathways connecting the initial and final state. In the case of the two coherent light beams, one obtains interference patterns of enhanced or reduced probabilities.
In the case of coherent control, the overall coherence of the state and the light source allows for a constructive or destructive manipulation of probabilities. Since the final wave function depends on the difference of phases of the respective ψ1 and ψ2, by modulating the individual transitions between initial and final state, it is possible to modulate the probability of formation of a particular state. An early example was the control of the branching ratio in the dissociation of IBr: IBr→ I+Br or I+Br*, where the star indicates the spinorbit excited state of the Br atom versus its ground state (denoted without star) [25] . Other early examples can be found in Refs. [26, 27] . b) Control in the time domain Control in the temporal domain was first suggested by Tannor, Kosloff and Rice [28, 29] , see also [30] , and requires to control the timedelay between two ultrashort pulses, e.g. a pump and a dump. This strategy was the first one that exploited the inherent broad spectral band of an ultrashort fs laser pulse. In its original formulation, first a pump pulse interacts with a molecular system to create a linear combination of vibrational eigenfunctions (a wave packet) in an electronically excited PES at the initial time t0 (see Fig. 1B ). This wave packet will evolve in time according to the topology of the excited PES. Quantum mechanically, it changes its composition of the vibrational eigenstates; classically, this corresponds to a change on the vibrations of some atoms in the system. If the excited state is bound around the Franck-Condon region, the wave packet will be trapped giving rise to some oscillations until ultimately delocalizes due to the anharmonicities of the potential. If on the contrary, the excited state is unbound, the wave packet will quickly delocalize evolving in the direction of steepest decent. Monitoring either dynamics requires a second pulse, which experimentally is typically called the probe pulse. Interestingly, depending on the topology of the excited PES, the wave packet visits different parts of the PES at different times. Thus, if the probe pulse dumps the wave packet back to the electronic ground state at particular times, say t1 or t2, particular molecular configurations can be obtained, leading to different products in the ground state; see Figure 2A . In general, however, the dump pulse can move the wave packet to any other suitable PES, and the final products can be also obtained in an excited PES. Experimentally, the Tannor-Kosloff-Rice method has been effectively employed to control diatomic and triatomic systems, see the early examples of Na2 into Na2 + +eversus Na + +Na+e - [31, 32] or the control over the yield of XeI molecules from Xe+I2 [33] . The extension of pump-dump control to larger systems is nevertheless not trivial. This type of control relies very much on exciting to the appropriate PES and finding the adequate time delay at which the wave packet should move from one PES to another. In large molecular systems, it is very difficult to know the topology of the multidimensional PES in advance and therefore it is not straightforward to predict the optimal wavelength and the optimal time delay between the pump and dump pulse. This is one of the reasons, why scans over the different laser parameters can be very useful (see also below).
There are different ways in which the pumpdump control strategies can be modified. For instance, it is not necessary that the first pump pulse creates a superposition of vibrational states in an electronic excited state. Such superposition, a wave packet, can also be created in the electronic ground state, e.g. after burning a hole, or with few-cycle laser pulses. Few-cycle pulses are pulses where the pulse duration is only a small multiple of an optical cycle. The use of few-cycle IR followed by an UV laser pulse has proofed useful to control chemical reactions. The underlying mechanism can be considered similar to that of the pumpdump control because the time delay between the IR and the UV is the key step to control the reaction. The control works in the following way. First, the few-cycle IR laser pulse is applied to the system creating a wave packet in the electronic ground state. The created wave packet evolves in the PES. When the wave packet is at the appropriate position, a UV pulse is fired and transfers probability density to the target PES, in which the reaction takes places along the desired channel (see Fig. 2B ). It is important that the UV laser pulse is shorter than the vibrational period of the ground state wave packet; otherwise, the scheme is not efficient. The first application of the few-cycle IR+UV laser control was demonstrated in the theoretical selective bond dissociation of symmetric triatomic molecules: the isotopically substituted ozone 16 In the examples above, control is accomplished by selecting the time delay between the IR and the UV laser pulses so that the wave packet is transferred when its position is the most adequate. It is also possible to control the time delay so that it is not the position but the momentum, which is optimal to achieve a particular chemical reaction. Control of momenta directed to selective bond breaking has been demonstrated in HOD [42] . In such a case one aims at creating momentum along the bond to be broken, so that the UV pulse transfers the wave packet to a different electronic state with momentum along a particular product channel. The UV pulse is not fired when the OH or OD bonds are maximally or minimally stretched, that is, at the turning point of the ground state potential but at the position of the equilibrium geometry, where momentum is maximal. After few oscillations, the wave packet has accumulated momentum and depending on the time delay, it is possible to control the branching ratio by directing this momentum.
This strategy can be also be wisely employed in other contexts, e.g. to ignite molecular rotors. In references 43,44, unidirectional torsional motion can be driven by few-cycle IR + UV pulses. As in the previous examples, the key step in the control is the creation of a wave packet in the electronic ground state with a few-cycle IR laser pulse. Here, the linearly polarized IR field creates torsional angular momentum in the electronic ground state, which will be transferred to the excited state by the UV field. In passing we note that molecular rotors have also been ignited using pump and dump pulses [45] .
c) Adiabatic control
An adiabatic technique to control population transfer was introduced by Bergmann and coworkers [46, 47] and named stimulated Raman adiabatic passage (STIRAP). STIRAP has a certain analogy to the Tannor-Kosloff-Rice method since it is based on using two lasers, which are fired at a convenient time delay, but it uses a counter-intuitive and overlapping sequence of pulses. In its original version, STIRAP was designed to achieve complete population transfer in a three-level lambda system, with two low levels initially populated and non-resonantly coupled to an initially empty upper level (see Fig. 3 ). The pump laser couples the initial state |1> with the intermediate state |2>; the Stokes laser couples the intermediate state |2> and the final state |3>. The employed laser fields are strong enough such that many Rabi oscillations are generated between |1> and |2> and between |2> and |3>. A Rabi oscillation is the cyclic behavior of a two-state quantum system in the presence of an oscillatory driving field. By overlapping counter intuitively the Stokes and pump pulses and satisfying adiabaticity requirements [48] , it is possible to achieve a complete population transfer from the initial state |1> to the final one |3> without populating the intermediate state |2>. The advantage of this method is that because it avoids populating intermediate states and it is independent from dissipative process, which might take place at the intermediate state. The first experimental realization of STIRAP was designed to achieve population transfer between the excited states of Ne [49] . Beyond atoms, adiabatic strategies have been applied in small polyatomic systems, like SO2 [50] . Theoretically, STIRAP has been proposed as a way to convert a racemic mixture into pure enantiomers [51] or to repair a base pair mutation [52] , to mention few examples.
d) Strong field control
A different approach to control the outcome of a chemical reaction is to use strong resonant or non-resonant laser fields (≈10 13 Wcm -2 ). The control with strong pulses, on the one hand, is based on the ability to induce the nonresonant dynamic Stark effect (NRDSE) which can displace the energetic levels and change the potential landscape for a reaction in the adequate direction. On the other hand, multiphoton transitions can be induced with strong fields (see Fig. 4 ). Very short pulses are often used to obtain the necessary intensities. Consequently, the bandwidth can be so large that even electronic wave packets can be created, where different electronic states are coherently excited [53] . A strong non-resonant pulse can modify potential energy barriers without inducing a real transition, and therefore act like a photonic catalyst. Non-resonant strong fields have been applied to control the population transfer in model polyatomic systems [54] and to control nonadiabatic processes [55, 56] . An interesting example is shown in Ref. [55] . There it is shown that the photodissociation of IBr and thus the branching ratio between Br or Br* can be catalytically controlled by Stark-shifts. Extensions of this type of control for ground state reactions, for instance changing the population transfer at one of the conical intersections in ethylene derivatives have also been recently developed [57] . Other strong field control approaches include those from Kono et al. [58, 59] , Kreibich et al. [60] or the use of resonant strong fields, as proposed by Wollenhaupt and Baumert [61] . e) Chirp control Further development of the control techniques mentioned above resulted in not only controlling the delay time or relative phase of laser pulses, but also their momentary frequency. A laser pulse where the momentary frequency is changed is termed a chirp pulse, in beautiful analogy to the sound waves uttered by birds. If the frequency increases with time, one speaks of an 'up-chirp' and if it decreases, of a 'down-chirp'. Electronic excitations using chirped pulses have been both both theoretically and experimentally investigated; see e.g. refs. [62, 63, 64] . Another interesting application of chirped pulses is the control of vibrational excitations via ladder-climbing processes (see Fig. 5 ). Due to anharmonicities, the energy gap between vibrational levels is the smaller the higher is the quantum number. Dissociation by ladder climbing would require as many narrow-band lasers as steps to be resonantly climbed. Alternatively, it is possible to use down-chirped pulses. Both theoretical [65] and experimental [66] research was carried out with these frequency-swept infrared pulses. Seeking efficient control requires scanning over a set of laser frequencies (and often other parameters). As a generalization, quantum control landscapes (a map where several or possibly all parameters are scanned against the ability to reach a predefined target) were introduced in the field of laser control by Rabitz and co-workers [67] and shortly afterwards recorded experimentally by Cardoza et al. [68] and Wollenhaupt et al. [69] . Such landscapes are a powerful tool to extract not only information on the shape of the underlying potentials but also the velocity, dispersion, and shape of the wave packet [70, 71] .
The concept is not limited to chirped pulses but a wealth of parameters may be varied, like the intensity or the delay between two pulses. An exemplary control landscape where excited-state population is analyzed as a function of the spectral phase slope and delay time is shown in Fig. 6 . If analyzed thoroughly [71] , the landscape shows four minima, which can be identified with a wave packet splitting into two fractions entering a designated dumping region with the same velocity and same dispersion. f) Multi-parameter laser control schemes In the previous strategies analytical laser pulses have been devised where particular parameters like frequency, pulse intensity, temporal length, phase or polarization can be altered to achieve the desired control. In the case of complex systems with many degrees of freedom, the search for adequate analytical pulses is not always easy. First, in larger systems it becomes soon impracticable to obtain global information about the PES. Second, in the presence of many degrees of freedom, the wave packet quickly spreads and leads to complicated distributions, which cannot easily been further transferred to another PES by a subsequent pulse. To circumvent the problem of knowing the PES beforehand, Judson and Rabitz [72] suggested to use genetic algorithms that search the best pulse shapes to prepare specific products based on fitness information, such as product yields. This method, also called adaptive or feedback control, prepares the desired target solving the Schrödinger equation exactly in real time with the true laboratory field. The control system is irradiated with an electric field that prepares a specific product. This output is fed into a computer programmed with a learning algorithm that guides the pulse shaper to produce a new electric field that prepares the desired products in an iterative way. The learning algorithm usually works in the same way as evolution in biology (see Fig. 7 ). For this reason, the term "genetic algorithm" is employed. A mutation is e.g. introduced by replacing some parameters in a given set defining a control pulse by random numbers. A crossover is carried out by interchanging parameters from different sets. The first experimental implementation of adaptive control was to transfer population from the ground to the first excited state in a dye [73] . The first chemical application was done in the lab by Gerber and coworkers [74] , who starting from CpFe(CO)2Cl (Cp= 5 η-C5H5) optimized the branching ratio between the parent ion CpFe(CO)Cl + and the photodissociation product FeCl + . After this breakthrough, many other experiments followed [75, 76, 77, 78, 79, 80, 81] , also in liquid phase [82, 83] , or in biological contexts [84] . Adaptive control has also proved successful in controlling nonlinear optical processes, such as the automatic compression of laser pulses [85] , two-photon transitions in atoms [86] , Rydberg wavepackets [87] , generation of high harmonics [88] , ultrafast effects in semiconductors [89] , and many others. On the theoretical side, the most popular schemes to find an optimal pulse is to use the so-called optimal control theory (OCT) [28, 90] , and local control theory (LCT), but also genetic algorithms can be implemented in purely theoretical simulations [91] . Local control theory (LCT) was invented by Tannor, Kosloff and coworkers [92] and a little later, independently by Rabitz and coworkers, where it is called tracking [93, 94, 95] . A review is given in Ref. 16 . In LCT, the control field is determined from the system's dynamics at every instant in time and immediately fed back into the dynamics. Although mainly applied in theoretical simulations, in principle it can be implemented in the laboratory through automated experiments [96] . The laser field is derived from the rate dA/dt of a target expectation value A, where the rate is chosen to remain positive (negative, constant) at all times by the help of the laser field, see Fig. 8A .
The field is local in time, since it is determined to achieve a monotonic increase (decrease, constant) in the desired objective. As the field directly stems from the dynamics, it is very close to intuition and in most cases easily understandable. For example, the STIRAP scheme automatically emerged from the local optimization and was extended from three to a system of N levels [97] . Local control was also formulated within the density matrix approach [98, 99] . An extension for controlling not only the field's amplitude but also the phase was implemented for quantum computing [100] . Various other applications can be found in the literature (see e.g. references [101, 102, 103] ). In contrast to LCT, OCT searches for maximizing at some specific time a given functional of the radiation field. The formalism employed to optimize this functional is an extension of the variational method where the constraints include differential equations. One constraint is that the amplitude should satisfy the Schrödinger equation, which in practice leads to several forward and backward propagations to iteratively determine the optimal field (see Fig. 8B ). Another constraint is that the energy per pulse is limited. The method for finding the extrema of a function of several variables subject to one or more constraints is the method of Lagrange multipliers, which is the basic tool in nonlinear constrained optimizations. From an intuitive point of view, OCT consists of choosing the appropriate wavelengths in each point of the PES such that the wave packet is directed toward the desired channel. Because vibrations take place in fs, the optimally shaped laser pulses are in the scale of fs. Tersigni, Gaspard and Rice employed first OCT to computationally optimize the transfer of population from one state to another [104] . Since then, OCT has proven to be helpful in plenty of applications. Few selected examples include the control of photofragmentation [105] , isomerization [106, 107, 108, 109, 110] , ringopening reactions [111] , photoassociation [112] , desorption from metal surfaces [113, 114] , inducing molecular rotations [115, 116] , preparation of pure enantiomers [117, 118] , as well quantum computation [119, 120, 121] and Bose-Einstein condensates [122] .
From wave packets to classical trajectories.
As mentioned above, large molecules, beyond few atoms, are particularly challenging to describe theoretically because very often several PESs are involved in the photoinduced dynamics, a large amount of degrees of freedom have to be taken into account, and moreover, different types of couplings among the PESs add an extra degree of complexity to the description of photoinduced processes. From the theoretical viewpoint, the application of any of the control strategies explained above requires the knowledge of the PES of the system in advance. In order to solve the timedependent Schrödinger equation, typically, a pre-calculation of the most important PESs along few degrees of freedom is done. While the calculation of potential energy surfaces is performed mostly routinely for the electronic ground state, this is not the case for excited states. The methods required to calculate excited states are demanding and therefore, it is only possible to calculate accurate PESs in few degrees of freedom, and thus perform wavepacket propagations in reduced dimensionality. To overcome these limitations, different approximations have been developed. Rather accurate schemes which are able to describe photoinduced dynamics of multidimensional systems include the multi-configurational timedependent Hartree method [123] or the ab initio multiple spawning method [124, 125] . An alternative to employ quantum dynamics is the use of ab initio molecular dynamics (MD). In the latter approach, the equations of motion of the system are divided into two parts: the Newton equations for the nuclei and the timedependent Schrödinger equation for the electrons. The electronic motion provides the required gradients for the Newton equations and the geometrical parameters obtained in the classical evolution of the nuclei are the input of the quantum calculations. Since the classical motion can be bound to only one state, the Tully surface hopping (SH) algorithm [126] is often used to select the potential and the gradients that govern the classical motion. SH was originally developed to account for nonadiabatic couplings in the photodynamics of molecules. Recent efforts try to describe other types of coupling which may occur during or after photoexcitations. Thachuk et al. treated laser-induced couplings for the first time in SH [127] . Later, also Jones et al. developed another variant using the density matrix approach [128] . The density matrix formalism is also applied in a method developed by Mitrić and coworkers [129] , which has been applied in several studies [130, 131, 132, 133] . SH with laser interactions in the framework of density functional theory has been developed by Tavernelli et al. [134] . Spin-orbit coupling within MD has been implemented by Maiti et al. [135] . Lately, a method called SHARC (Surface Hopping in the Adiabatic Representation Including Arbitrary Couplings) able to treat all kind of couplings on the same footing has been developed [136] .
To explain the idea behind the SHARC method, it is useful to present the central feature of the original SH scheme. As explained above, SH provides the possibility to "hop" from one potential surface to another. The probability for such a hop is computed from an expression which depends on the Hamiltonian of the system containing the potential and kinetic energy (globally denoted e.g. by a matrix H) and another term that consists of the non-adiabatic or kinetic couplings (denoted e.g. by K). A very important point in the SH scheme is the choice of the basis functions. Tully demonstrated that SH is not invariant with respect to the representation and he recommended working in the adiabatic basis [126] . In this case, the potential matrix contained in H is always diagonal and the coupling between the surfaces is included in the kinetic part K. In quantum dynamics, in contrast, it is desirable to work in the diabatic regime since then the K matrix is strictly zero and the coupling between the different electronic basis functions is included in the offdiagonal elements of the potential matrix of H. Most ab initio quantum chemistry programs yield potential energies in the adiabatic representation, i.e. yield adiabatic potentials and non-adiabatic or kinetic couplings. However, as e.g. spin-orbit coupling or the electric-field interaction entering through the dipole moment matrix (permanent and transition ones) are not included when obtaining the electronic wave functions, such couplings are usually incorporated a posteriori in the potential part of the Hamiltonian. As a result, the resulting Hamiltonian matrix cannot be called adiabatic anymore, even if the socalled "adiabatic" potential surfaces are employed. In order to include the effect of the spin-orbit coupling and the electric field interaction in the classical motion, SHARC "fully" adiabatizes the Hamiltonian matrix H with respect to any arising coupling via a unitary transformation. The hopping probability is modified by this transformation and then the description of laser interactions and spin-orbit coupling effects is possible. SHARC has been applied to model the laserinduced dynamics of the IBr molecule [136] and also to simulate effects of Stark control [137] . After photoexcitation, IBr dissociates into two channels, I+Br and I+Br* (see Fig. 9A ).
Although the system seems rather simple at first sight, it is a real challenge for theoretical simulations. Spin-orbit coupling leads on the one hand to a very anharmonic ground state potential. On the other hand, the main features of the excited state dynamics are neither described by a single pathway in the purely adiabatic nor in the purely diabatic picture [138] , which is the worst-case scenario for the two involved channels. Moreover, a very large distribution of momenta is obtained after photoexcitation due to the extreme steepness of the excited state potentials in the Franck-Condon region. Despite these difficulties, which are not easily treatable within a semiclassical frame, SHARC is able to describe the dissociation dynamics correctly [136] and yields the same branching ratio for the two product channels as an exact quantum dynamical simulation would do (see Fig. 9B ,C), in agreement with the experiment. After the IBr molecule is electronically excited with a resonant laser, the natural branching ratio in the two channels can be influenced with a second, nonresonant laser. As described above, the NRDSE is able to change the potentials and in this way acts as a photonic catalyst. In addition, this scenario is extremely challenging for semiclassical computations because the involved intense laser fields modify the potential energy curves in time. It is encouraging that the results obtained from the SHARC method are also in very good agreement with the outcome of exact quantum mechanical simulations [137] . SHARC appears to be a promising method for treating the photoinduced dynamics and control of molecular systems in the presence in any type of coupling taking into account all the degrees of freedom.
Conclusions and perspectives
In this paper, we have reviewed some of the most important developments in the field of laser control, where our group has made substantial contributions. This field has seen an amazing development in the last decades. What started from simple schemes where only one parameter is changed has evolved to complex control algorithms. Yet, there is plenty of space for further progress. Despite of the enormous progress, we are still far from the ultimate goal to transform any (waste) substance into another desired product at the chemical level with the same efficiency and precision as traditional chemistry does. In this direction, a particular challenge theoreticians have to face is to describe control in the liquid phase. Most of chemistry takes place in solution. In this respect, the possibility to merge quantum control techniques within ab initio MD combined with molecular mechanical force fields offers a tractable pathway. First steps in this direction are already undertaken [139] . Semiclassical simulations also offer a rather easy way to incorporate the orientational degree of freedom, which is often neglected in quantum dynamics studies. With the advent of laser control, the shortest pulses were in the femtosecond regime. Consequently, the studies focused mainly on the atomic motion where a vibration typically has a comparable time scale. With the development of attosecond lasers, the realm of electron control becomes accessible and this century will witness large progress in this direction [140] . One of the major challenges remains since the beginning of laser control: As many optimal solutions come from black box strategies -not in the sense that they are easy to use but in the sense that the mechanisms behind the resulting pulses remain unclear -a thorough analysis is necessary. Therefore, theory is indispensable and will even gain in importance in the future.
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