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Mobile wireless sensors and networks have many potential applications, and have at-
tracted much industry and academic interest in the past decade. This work pursues research
which enhances the spatial awareness of such networks. Specifically, in this work we focus
on original contributions to the spatial topics of interference/spectrum mapping, coopera-
tive ultra-wideband (UWB) localization and tracking, uncooperative emitter localization,
and active mapping of the radio frequency (RF) shadowing environment. Toward contri-
butions in these areas, we introduce the Cognitive Spectrum Operations Testbed (CSOT),
which was designed specifically for spatially oriented wireless network research. The sys-
tem consists of eight mobile nodes, each with software defined radio (SDR) and UWB
capabilities. The CSOT’s hardware and software are first demonstrated in an interference
mapping experiment, which is used to optimize the positioning of a relay node. We then
utilize CSOT to pursue high accuracy, cooperative indoor localization and tracking. This
research utilizes fusion of both UWB ranging and odometry data. The experimental re-
sults demonstrate average positioning error of < 2 cm, and drops the requirement of pre-
surveying the positions of anchor nodes. With precise localization in hand, we then use
CSOT to explore the field of radio tomographic imaging (RTI). For our RTI work, UWB
signal strength data is employed to produce accurate images of the RF shadowing environ-
ment. A major contribution of this work is its deployment in a completely uncalibrated
network. All necessary parameters are estimated directly from the data. We show perfor-
mance improvements through simulation and experiment, and via comparison with other
techniques. Finally, we apply the uncalibrated network principle to the uncooperative emit-
ter localization problem. We develop algorithms to model the effects of uncalibrated sen-
sors on the data covariance and mitigate them. Further simulations and experimental results




The past decade has seen an explosion in the number of deployed wireless-enabled devices.
The proliferation of cellular devices, wireless capable sensors, and single-board computers
is not expected to slow down, as component cost continues to fall and device capability
continues to increase. Research and development of autonomous mobile systems is also
occurring in parallel. Mobile wireless networks are proposed for environmental monitor-
ing, military surveillance, and search and rescue; these are just some examples of systems
defining the state of the art [9]. With this technological landscape in mind, the objective of
this work is to improve the spatial awareness of mobile wireless networks. We examine the
concept of spatial awareness in several ways; the main topics are organized here into chap-
ters. This introduction provides a brief overview of each spatially-oriented research topic.
We emphasize the natural progression of the maturing research as each topic is addressed.
First, we recognize the need for realistic testing and experimental validation, going be-
yond simulation results wherever possible. To that end, we introduce the Cognitive Spec-
trum Operations Testbed (CSOT) in Chapter 2. CSOT is a system of eight robotic mobile
nodes with both ultra-wideband (UWB) and software defined radio (SDR) capabilities, and
was designed and built explicitly for this work. The full hardware, software, and potential
applications of the testbed are described. CSOT is then deployed in a real-time interfer-
ence mapping experiment. A spatially interpolated map is created by using CSOT nodes
to densely sample the received signal strength (RSS) of an interfering signal as a function
of space. We then show how the map can be utilized to optimize the positioning of a relay
node in a two hop relay network [2].
The initial approach to localization in Chapter 2 and [2] uses simple dead reckoning
of each node independently, using known starting positions and encoder wheel data. This
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proved to lose accuracy quickly with distance and required pre-surveying of each node’s
position. To address this, we propose to jointly estimate all node positions using pair-
wise UWB distance measurements, while also incorporating the readily available odome-
try (wheel encoder) data from the nodes. In Chapter 3, we present algorithms to incorpo-
rate this information in a multidimensional scaling (MDS) framework. Our experiments
demonstrate node tracking accuracy to < 2 cm localization error [4, 5]. Our tracking
algorithm does not require surveying the positions of stationary nodes, instead creating
a coordinate system relative to their positions. Both simulation and experimental results
demonstrate the performance improvements of our novel UWB/odometry data fusion tech-
nique when compared to the benchmark extended Kalman filter (EKF).
It is very advantageous for a sensor network to know not only the positions of its nodes,
but also the features present in the environment, e.g. walls or other obstacles. The UWB
signals used for ranging and localization also carry significant information about shadow-
ing from objects attenuating the signal. With accurate knowledge of node positions in the
mobile network, in Chapter 4 we shift focus to cooperatively estimating these features in
the environment using UWB-capable sensors. The process of estimating the shadowing
environment as a function of space has been called radio tomographic imaging (RTI) [10].
Our research addresses challenges specific to performing RTI in a mobile network consist-
ing of uncalibrated sensors. Namely, these are online estimation of path loss and individual
link bias parameters without a prior calibration of the system [6]. A convex, regularized
optimization problem is formed from the model to estimate the unknown shadowing im-
age. Our results demonstrate the performance improvements of our approach in simula-
tion when compared to standard approaches, and with respect to the Cramér Rao lower
bound (CRLB). We provide experimental results using CSOT to perform RTI in several
environments, displaying subjectively high quality image reconstructions.
Finally, in Chapter 5 we seek to apply the lessons learned from working with uncali-
brated networks to the problem of localizing an uncooperative emitter. Unlike the cooper-
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ative problem, in this case the uncooperative emitter does not actively participate in being
localized. Since we are interested in uncalibrated mobile networks, this work is constrained
to measuring only the emitter’s RSS, and we assume that each mobile node measuring RSS
is biased. We propose to model these effects in the nonlinear path loss model as additive
random variables, so that their effects may be treated statistically. The main advantage of
this approach is that we may model the bias parameters without growing the dimension of
the parameter vector, which is very important in nonlinear problems. Instead only the data
covariance is estimated in closed form. We derive the covariance estimator via the princi-
ple of variance least squares (VLS). VLS estimation of covariance allows our algorithms to
scale very well with the size of the network, and hence the number of bias parameters. Two
localization algorithms are introduced, one based on nonlinear least squares (NLS), and a
more complex version based on the Gaussian particle filter (GPF), with improved perfor-
mance. Both simulation and experimental testbed results are provided to demonstrate the
performance improvements over naive methods.
Since this work covers a broad spectrum of research topics, many readers may be inter-
ested in particular points. As such, each chapter is intended to stand on its own. A complete
introduction and relevant background information are provided to allow the reader to skip
to the chapter(s) of interest, if desired. All acronyms, mathematical notation, etc. are fully
defined in each chapter for clarity.
3
CHAPTER 2
Cognitive Spectrum Operations Testbed
2.1 Background and Contributions
Cognitive radio is an emerging area of research, whose central goal is to employ repro-
grammable radio hardware and software to more efficiently utilize the available spectrum
[11]. This originally meant simply detecting an available frequency band for transmission,
i.e., spectrum sensing [12]. More recently, the field has expanded to address additional
challenges. Some of these include signal classification, dynamic channel allocation, and
cognitive networks. In signal classification, a cognitive radio would attempt to detect the
presence of incoming signals and measure their parameters. This may need to be done with
reduced knowledge of those signal parameters [13], such as those originating from hostile
emitters. In dynamic channel allocation, portions of the available spectrum are divided
dynamically in time, and possibly space, among various nodes. This allows increased uti-
lization of the available spectrum, which may change with time, as well as sharing this
information with other nodes in the area.
Conversely, a hostile radio network could be used to increase the interference of friendly
nodes or otherwise disrupt communication. Thus, a cognitive radio network must also deal
with security concerns. Security threats such as incumbent emulation, spectrum sensing
data falsification, and primary user emulation have been addressed [14, 15]. In each of
these cases, hostile cognitive radios attempt to disrupt the function of a friendly network.
In incumbent and primary user emulation, a hostile cognitive radio attempts to imitate the
spectrum usage of an authorized user of the network. This reduces the available spectrum
by fooling legitimate nodes. In the spectrum sensing data falsification attack, a hostile
network node or terminal transmits false data pertaining to a spectrum sensing operation.
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This disrupts the cognitive radio network by providing false data, rather than false signals.
Defense against this type of attack requires authentication of each cognitive radio’s data,
similar to a traditional computer network.
In performing these cognitive tasks, a radio network may also be spatially aware, that
is, it must have some information about its environment. Clearly this information includes
spectrum sensing data already discussed. However, other environmental data might in-
clude terrain features, emitter locations, and correlations with previously acquired data
[16]. There are now radio frequency (RF)-based techniques for gathering such data, as
in the field of radio tomographic imaging (RTI), which can form tomographic images of
buildings, objects, and terrain using collected signal strength data [10, 17]. Other spatially
oriented tasks include emitter localization, spectrum/interference mapping, and trajectory
optimization.
All of the aforementioned techniques, however, depend on collection of large amounts
of RF data. Data to be collected generally requires large spatial separation, precise local-
ization, and mobility of radio nodes. It has been suggested that all possible information that
a mobile radio network can gather be aggregated into a central database, forming a radio
environment map [16]. This would enable centralized or shared decision making with the
network. The difficulty, time, and expense associated with data collection for testing and
research purposes has been a limiting factor in these areas. Even with today’s sophisticated
radio hardware, no single platform exists to meet all the needs of research in the above
fields. Automated, unmanned collection of radio frequency data with mobility is a key goal
in support of such research.
Toward this goal, we have developed a system of mobile, unmanned nodes capable
of collecting a variety of RF data and transmitting the received data back to a central-
ized server for processing. Our system, called the Cognitive Spectrum Operations Testbed
(CSOT), consists of eight individual nodes and a central desktop server1. CSOT has sev-
1Originally introduced as RadioBOT in [2], c© IEEE 2013. Reproduced with permission.
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eral key capabilities that support research in the above areas. First, each node is capable
of transmitting or receiving arbitrary waveforms at high sample rates in both the 2.4− 2.5
and 5− 6 GHz frequency ranges, using its main software defined radio (SDR). Second, the
system is capable of rapid, precise inter-node ranging and channel estimation using its sec-
ondary ranging radios. Third, the mobility of each node allows data to be collected over a
wide area and at a high sampling density. Fourth, the movements and measurements taken
by each CSOT node can either be controlled manually, or automated to suit the application.
Finally, each node backhauls acquired data wirelessly to the server, which can then process
and display data to the user in real time.
The CSOT testbed is easy to deploy and capable of gathering large amounts of data
with minimal user intervention. However, the platform is also designed to be expandable
with flexible tasks. Section 2.2 describes the hardware and software capabilities of the
CSOT system in detail. Section 2.3 demonstrates a proof of concept experiment, where we
use the CSOT system to gather interference power spectrum data over an area. The nodes
measure the average received signal power over a test area, yielding spatial samples of an
emitter’s signal strength. From the data, we interpolate a spectrum map of the area, which
is a smooth function of signal power vs. space. Finally, in Section 2.4, knowledge of the
area’s spatial spectrum is used to optimize the relay channel communication rate between a
hypothetical transmitter and receiver inside the test area, by proper positioning of the relay
node.
2.2 CSOT Hardware and Software
In this section we provide a description of the overall CSOT system and its capabilities. For
CSOT, we have taken a modular approach to the hardware. Most components are commer-
cial, off-the-shelf units that are readily available. This makes the nodes as expandable as
possible in their capabilities, while minimizing cost and development time. In this section,









Figure 2.1: Closeup of a CSOT node’s hardware. 1. Antenna mast. 2. PulsON P410 radio
3. GPS antenna 4. USRP N200 radio 5. Battery pack 6. Laptop controller 7. iRobot Create
to the overall functionality of the system. The main parts of the system are highlighted in
Figure 2.1.
2.2.1 Base: iRobot Create
To provide a physical foundation and mobility for each node, we have selected the iRobot
Create2. This versatile robot provides a low-profile platform to support all other hardware.
Its mobility allows the antennas to move and reposition in the test area. The iRobot’s
movements are controlled through a simple, open serial interface, which also transmits data
from its numerous sensors. The independent 2-wheel drive can propel the iRobot at speeds
up to 0.5 m/s, and allows driving forward, backward, or rotating in place. The on-board
sensor suite can provide useful environmental feedback. These include wall sensors, travel
2Available at http://www.irobot.com
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distance and angle dead reckoning, IR packet sensing, and cliff/wheel drop sensing. These
sensors allow each CSOT node to avoid walls or other obstructions in the environment
without additional hardware. To support the rest of the CSOT hardware, the TurtleBot
structure is employed to house all other components. This shelving system has 4 platforms
on which other hardware can be mounted. This provides plenty of space for the current
radio hardware, with plenty of room left for future expansion.
2.2.2 Computer Controller
A laptop computer is needed for each CSOT node to serve as a controller that all peripher-
als can connect to. The controller collects and processes the measurement data from radios,
issues commands to the iRobot, and runs the CSOT client software. The controller hard-
ware requirement can be filled by any commercially available laptop capable of running
Windows 7, with sufficient USB ports and WiFi network access. Collected data is back-
hauled to the server using a TCP connection over WiFi. The WiFi connection also enables
server control of individual nodes. All measurement, data collection, and automation of
each node is performed by our own software, purpose built for CSOT. Each CSOT node
runs its own instance of the client application. The LabVIEW programming language was
chosen for all software development.
2.2.3 Primary Radio: Ettus USRP N200
The Ettus USRP N200 is a general purpose SDR3. SDRs allow as much signal processing
as possible to be handled digitally, minimizing the size of the analog radio front end [18].
This makes an SDR highly customizable to the application. Arbitrary baseband wave-
forms can be transmitted and received, with a burst sample rate of up to 50 MS/s, and a
transmit power up to 100 mW. The carrier frequency can be selected in software to any
value in the RF front end’s range. The CSOT is currently set up for operation in either the
3Available at http://www.ettus.com
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2.4−2.5 GHz or 5.0−6.0 GHz bands. These features make the USRP suitable for a variety
of RF measurement tasks. With proper calibration, absolute amplitude accuracy is within
±1.0 dBm. Since some applications may call for precise synchronization between nodes,
we also employ a Global Positioning System (GPS)-based disciplined oscillator (DO) mod-
ule for each USRP unit. This DO module locks each radio’s local oscillator with the GPS
signal, to within 0.01 ppm. Doing so allows all radios to achieve precise clock synchro-
nization even when physically separated, making time division routines possible. Finally,
the USRP antenna is mounted on a mast 1.3 m above the ground to maximize reception
and transmission.
2.2.4 Secondary Radio: PulsON P410
The secondary radio employed on CSOT is a PulsON P410 ultra-wideband (UWB) ranging
radio from Time Domain4. The primary role of this radio system is to provide each CSOT
node with a precise estimate of its range to other nodes. The PulsON ranging radio provides
2.2 GHz of bandwidth, centered at 4.3 GHz. The large bandwidth allows time-of-flight
(TOF) measurements to be taken between the radios, even in high multipath environments.
Depending on the presence of a clear line-of-sight (LOS) path, ranging accuracy is ±2 cm
to±1 m. The ranging radio system can be used for cooperative localization algorithms, and
is potentially more accurate than traditional GPS localization. The system is also functional
in indoor environments where GPS is not available, and updates the nodes’ range estimates
multiple times per second. While we employ simple dead reckoning for positioning in
this chapter, we fully explore the localization and tracking potential of the P410 radio in
Chapter 3. In addition to localization, the PulsON radio may also be employed for general
purpose tasks where a large bandwidth is useful. These include channel estimation, coarse




The CSOT system is monitored and controlled by a central server. Data collected by each
node is backhauled via the TCP connection over WiFi to a server machine. Similarly to the
computer controller of each node, the requirements for the server are minimal. Any desktop
or laptop capable of running Windows 7 is possible, though processing requirements will
vary with the application. Data is processed by the server in real time, giving continuous
updates to the user. The user can issue new commands to the nodes for movement or
measurement, or allow the process to remain automated.
2.3 Spectrum Mapping Experiment
Spectrum mapping, or spectrum cartography, is a spatial, cognitive radio task in which
an estimated spatial map of RF energy is formed from a limited number of sample points.
Collected data can be used to localize unfriendly emitters, or infer terrain features [19]. The
limited spatial data is combined to form a continuous map using various methods, such as
splines, basis pursuit, and group-lasso [20, 21, 22]. CSOT can be used to gather real world
RF data to produce these interpolated spectrum maps. We have performed an experiment
to collect such data and form a spectrum map for a laboratory hallway. The spectrum map
will later be used to maximize a relay channel’s communication rate in Section 2.4.
2.3.1 Experiment Setup
In our experiment, we measure average received signal power from an emitter in several
narrow frequency bands around 5.5 GHz. From the data, the emitter’s effect on the area’s
spectrum is measured. The area to be mapped in this case is a laboratory corridor, shown
schematically in Figure 2.2. A photograph of the initial test configuration is shown in
Figure 2.3.








Figure 2.2: Schematic of the symmetric hallway used in the experiment. The red dot
indicates the origin of the coordinate system. The red “X” is the actual location of the
emitter antenna.
Figure 2.3: Initial radio node configuration before starting the test. The emitter is in the
right alcove down the hall.
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vector signal generator (VSG) hooked directly into an isotropic, wideband antenna. The
VSG transmits a channel estimation waveform at a power level of 10.00 dBm. The wave-




where N = 214 = 16384 samples. This waveform is sampled at an in phase/quadrature
(IQ) rate of 2.00 MHz, giving the waveform approximately 2.2 MHz of bandwidth. This
signal is modulated onto a carrier frequency of 5.500 GHz. We have chosen 5.5 GHz
for several reasons. First, there is a lack of interference near this frequency in our area.
Second, physical obstructions will tend to cause increased attenuation in this frequency
range compared with the 2.4 GHz band, and diffraction effects around corners will be less
significant. This increases the line of sight effect on the system; the transmitter is highly
shadowed when the line of sight is blocked. Finally, this frequency is within the capabilities
of the USRP hardware for reception.
For each CSOT receiver, the primary radio receives at the following carrier frequencies:
5.498, 5.499, 5.500, 5.501, and 5.502 GHz. Each receiver listens for 500 ms on each carrier
frequency, for every data point, and samples at an IQ rate of 2 MS/s. This ensures that
the emitter’s signal is captured, while also leaving the edge channels empty to examine the
background noise. Data is sampled uniformly over the test area, approximately every 0.5 m
in each direction. The CSOT nodes do not move during a receive operation.
From the received complex IQ samples at each carrier frequency, each CSOT node









measured in watts, since x(i) has units of volts. M is the number of received samples
for each data point, which is 106 in this case. R = 100 Ω is the input impedance of the













Figure 2.4: A map showing the locations of collected data. Color indicates the number























Figure 2.5: Distribution of PdBm for each CSOT node, after normalization of the data.
by taking the log,
PdBm = 10 log10 (1000 Pavg) . (2.3)
2.3.2 Experimental Results
Data was collected by the procedure outlined in Section 2.3. The spatial locations of each
data point gathered are shown in Figure 2.4. The CSOT system allows such a uniform, high
sampling density, which would be very time consuming to achieve without mobile nodes.
13
A received power calibration was performed for each USRP radio prior to the experiment.
However, normalization of the data was still performed to correct for small differences in
the dynamic range of each radio. The distribution of received power, PdBm, is plotted in
Figure 2.5 after normalization.
From the normalized data, a continuous spatial map of the average power is formed by
interpolation. We have used a biharmonic spline interpolation method to estimate the power
between data points, creating a smooth estimate for the entire hallway area [23]. Other
estimation procedures could be used, such as those outlined previously. The interpolated
map of the hallway spectrum for each carrier frequency is displayed in Figure 2.6. As
expected, the average received power is significantly stronger when the nodes have a line
of sight path to the emitter. The received power is also stronger for most data points closer
to the emitter, although spatial nulls do exist. A lower spatial sampling density would miss
this complex pattern in the map.
2.4 Relay Channel Rate Maximization
We now use the acquired spectrum map data to aid in positioning a relay node for a Gaus-
sian relay channel that must operate inside the test area. In this relay channel, a fixed
transmitter, X , is spatially separated from a fixed receiver, Y . In addition to transmitter
and receiver, there is a relay node, R, which can aid communication between X and Y .
Each link in the system communicates over an additive white Gaussian noise (AWGN)
channel with channel capacity Cij , as shown in Figure 2.7. We wish to choose the position
of R such that some metric of communication rate between X and Y is maximized. For
this problem, we assume that only one signal path will be used to communicate, i.e., X
communicates with Y directly, or X communicates with Y through the relay R. Thus we
do not assume any diversity gains from receiving two signals at Y . The signal path with
the higher channel capacity will be chosen for communication. Since this metric is actu-
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Figure 2.6: Interpolated spatial maps of PdBm after normalization of the data, for each








Figure 2.7: The Gaussian relay channel topology. The channel capacity Cij for individual
links is labeled. All channels are AWGN.
describe this parameter, to be maximized over all possible positions for R.
Nodes X and R have transmit power PX and PR, respectively. For this problem, the
locations of transmitter X and receiver Y will be fixed at coordinates (500, 500) mm and
(14000, 2000) mm, respectively. Also, we assume that communication occurs at 5.500 GHz,
and is real-valued with a bandwidth of less than 1 MHz.
2.4.1 AWGN Channel
The direct path AWGN channel betweenX and Y has a block diagram shown in Figure 2.8.
The Gaussian noise source ZY , with power NY , is due to the noise power present at the
receiver. This noise value is determined from the estimated spectrum map of Figure 2.6.












The value |hXY |2 is the channel gain experienced by the signal in propagating from X
to Y . To model this factor, we use the log distance path loss model, expressed in linear
terms. This is an approximate model appropriate for indoor wireless signal propagation.
We assume a path loss exponent of 2, equivalent to free space, due to the line of sight and





Figure 2.8: Direct path AWGN channel block diagram.






+ 20 log10 d
)
|hXY |2 = 10
PLdB
10 . (2.5)
Here d is the distance between transmitter and receiver in meters, and λ is the wavelength
in meters.
2.4.2 Decode and Forward Relay
First we assume that the relay nodeR uses a decode and forward communication technique.
For decode and forward,R receives a signal fromX and decodes the message. The decoded
message is then re-encoded and sent to the receiver Y . In this way the relay “isolates”
transmissions from X to Y along the relay path. The block diagram for the decode and
forward relay path is shown in Figure 2.9. The AWGN noise sources ZR and ZY have
power NR and NY , respectively. The value of NR is determined by the choice of relay
node position, which is the independent variable in this problem.
If the decode/encode operations are performed optimally, then the capacity of the relay
path is simply the minimum capacity of the two AWGN channels that compose the path.
Thus, the decode and forward relay path channel capacity, Cdf , is given by





























all measured in bits per channel use. The channel gains are again modeled using the log
distance model. Since the system decides which signal path to use based on the one with
the higher overall capacity, the achievable rate for the decode and forward scenario is given
by
Rdf = max (CXY , Cdf ) . (2.9)
The value of Rdf is computed for 40, 000 placements of relay node R inside the test area,
spaced uniformly. We do this for three sets of values for (PX , PR), measured in mW:
(25, 100), (50, 50) and (100, 25). The results are plotted in Figure 2.10, where Rdf is
shown as a function of relay node placement. The results show a clear dependence of the
system’s achievable rate on the placement of the relay node. In the top and middle plots
of Figure 2.10, where transmitter power PX is more limited, it is clear that the relay node
improves the system’s achievable rate by avoiding areas of high noise power. If the relay is
placed in a region of high noise power, then the system will choose to communicate along
the direct path, since the relay path actually has a lower capacity. In the bottom case, where
the transmitter X has high power, the relay can only assist by being placed in low noise
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Figure 2.10: Plots of the relay channel achievable rate for the decode and forward scenario,
Rdf , as a function of relay node position, measured in bits. The red circle is the fixed
transmitter X; the white circle is the fixed receiver Y . Top: PX = 25, PR = 100 mW.







Figure 2.11: Amplify and forward signal path block diagram.
2.4.3 Amplify and Forward Relay
We consider another case in which the relay node employs an amplify and forward strategy
instead. Rather than separately decoding and re-encoding the received signal, R instead
takes the received signal, scales the power by a factor α, and re-transmits to Y . The block
diagram is shown in Figure 2.11. Amplify and forward can boost the signal at Y , but also
amplifies the noise originally received at R. Except for this change in the relay node’s
behavior, all other parameters remain the same as the decode and forward case. The relay
path capacity is no longer simply the minimum of the X −R and R− Y paths, but is now









|hRY |2NR + NYα
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. (2.10)






The achievable rate is again chosen to be the signal path with the highest capacity, either
the direct path or the relay path. For the amplify and forward case, this is equal to
Raf = max (CXY , Caf ) . (2.12)
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The rate Raf is again plotted as a function of relay node placement for the same set of
power values. The results are shown in Figure 2.12. The map of Raf bears the same basic
spatial pattern as in the decode and forward case of Figure 2.10. However, Rdf ≥ Raf at all
points, and for every power level. The difference between the two maps varies in the range
[0, 0.491] bits. Overall, these plots demonstrate that changing a relay node’s position based
on a spectrum map can have an impact on achievable rate of several bits per channel use.
Given the spatial / spectral information provided by CSOT, we see that there is a strong
chance that a relay node could provide little or no benefit to the system if placed in an ad-
hoc manner. The spectrum map provides the data needed to select an effective relay node
position.
2.5 Conclusion
Spatially aware cognitive radio networks are an emerging field of research with many po-
tential applications. Such research can be enhanced by the ability to gather RF data quickly
and in an automated manner over a large spatial area. To this end, we have introduced
CSOT, a new testbed for spatially aware wireless network research. We have shown that
CSOT is capable of gathering useful RF data by employing the system to map an area’s
power spectrum in several bands of interest. The spectrum map was then employed to opti-
mize placement of a relay node to be used in aiding communication between a transmitter
and receiver. CSOT allows solving such optimization problems using real data, giving an
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Figure 2.12: Plots of the relay channel achievable rate for the amplify and forward scenario,
Raf , as a function of relay node position, measured in bits. The red circle is the fixed
transmitter X; the white circle is the fixed receiver Y . Top: PX = 25, PR = 100 mW.
Middle: PX = 50, PR = 50 mW. Bottom: PX = 100, PR = 25 mW.
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CHAPTER 3
COOPERATIVE UWB LOCALIZATION AND TRACKING
3.1 Background and Contributions
Node localization and tracking has broad interest and applications in wireless sensor net-
works, as well as the field of robotics. Such networks must frequently operate in Global Po-
sitioning System (GPS)-denied environments, or where GPS is cost or energy prohibitive,
thus motivating the search for other methods [24, 25]. Also, pre-surveyed node positions
may not be available, creating an anchor free, or reference-less problem. In such situations,
the use of ultra-wideband (UWB) radio techniques has attracted interest [26, 27]. UWB
ranging has the advantage of very high temporal resolution and bandwidth, making it resis-
tant to multipath propagation and interference common in many environments. This leads
to more accurate ranging, a key input to most localization techniques. For these reasons,
we confine our focus in this chapter to two-way time-of-flight (TOF) cooperative ranging
between UWB radios as the source of inter-node ranging data.
To estimate node positions, a popular approach to the cooperative relative localization
problem is to use a technique known as multidimensional scaling (MDS). In MDS, high
dimensional “dissimilarity” data is mapped into a lower (usually 2) dimensional set for
easier visualization [28]. In the localization context, the dissimilarity data is a set of pair-
wise range measurements between nodes, that is, their dissimilarity in location. The MDS
solution maps this set of ranges to a set of points in the plane in a way that minimizes a
particular stress function. Since only pairwise range measurements are used, in the most
general case a relative map is formed without the use of anchor nodes, such that the dis-
tance between nodes is preserved as much as possible. The relative map represents the true
positions up to a flip/rotation and possible translation.
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There has been significant work in the literature on using MDS as an approach to local-
ization and tracking, particularly when anchor nodes are available [29, 30, 31]. In [32], a
weighted stress function incorporating prior node position information is proposed. Other
authors have emphasized distributed approaches by map stitching [33, 34] or dealing with
missing data inherent in partially connected networks [35, 36, 37]. In [38], subspace track-
ing was used to track relative changes in node positions given their respective range mea-
surements. However, without pre-surveyed anchor nodes, these methods either cannot be
used, or will present flip/rotation ambiguities between time steps in a mobile system. This
is an inherent shortcoming of MDS without anchors; the relative maps produced at different
times are not comparable.
We address this shortcoming by proposing a reference-free method to track the rela-
tive positions of nodes in a network over time through fusion of range measurements and
odometry data1. Both the range and odometry data are placed into the MDS framework in a
manner that allows solving jointly for the trajectory of all nodes. In MDS, range measure-
ments represent dissimilarity values between nodes in a given time step, while odometry
data represents dissimilarity between the same node at two different time steps. Thus the
odometry data connects inter-node range measurements across time, allowing for a joint
solution using all the available data. Other data fusion approaches to localization exist in
the literature, e.g. [39, 40, 41, 42]. However, these approaches all rely on anchor nodes to
function, and do not utilize the MDS paradigm.
Our approach has several advantages, in addition to removing the need for anchor
nodes. First, all available data is used to jointly estimate each node’s trajectory, reduc-
ing the effects of noise on individual measurements. Second, we take a non-parametric
approach to stress function minimization, which needs few assumptions about the environ-
ment in which this method is used. No state-space assumptions or statistical measurement
models need be determined; these are required for extended or unscented Kalman filters, for
1Chapter sections published in [4, 5], c© IEEE 2014. Reproduced with permission.
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example. Third, odometry data is commonly available on many platforms, often with high
accuracy. For example, encoder wheel measurements are commonly used for dead reckon-
ing on mobile robot platforms, and inexpensive inertial navigation systems (INSs) are used
on other types of mobile nodes. Fourth, our formulation can easily account for missing
data, as well as differences in the relative quality of the various measurements. Finally, the
joint estimation of position across multiple time steps eliminates the issue of flip/rotation
ambiguities between those time steps. The relative reference frame is preserved for the
time values estimated.
In this chapter we first consider our algorithm in “batch” form, i.e., we assume that
data is collected over time and post-processed to estimate the sequence of node positions.
These results are covered fully in Section 3.2. In Section 3.2.1, we give the mathematical
treatment of the proposed method. The results of a comprehensive simulation for varying
node count, time steps, and noise is found in Section 3.2.2. The results of our algorithm
applied to real data gathered by the Cognitive Spectrum Operations Testbed (CSOT) follow
in Section 3.2.3.
After establishing the performance of the proposed methods in batch form, we extend
the algorithm to a cooperative tracking scenario. In this case, the sequence of node positions
is estimated in real time as the data is collected. The tracking extension is covered in
Section 3.3. The algorithmic components are developed in Section 3.3.1, simulation results
are introduced in Section 3.3.2, and further CSOT test results are discussed in Section 3.3.3.
Finally we offer our conclusions in Section 3.4.
3.2 MDS with Range and Odometry
3.2.1 Mathematical Techniques
We consider the problem of estimating the positions of N nodes in each of K time steps.








, then we can compile the
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where a matrix is used instead of a vector by convention in the MDS literature.
We assume that a set of N(N − 1) pairwise range measurements are available at each







ij is the range estimate
between nodes i and j at time step k. The main diagonal of R(k) is equal to zero by
definition. The range values are assumed to be already estimated from some method such as
TOF, received signal strength (RSS), etc. Similarly, we assume a set of odometry distance
measurements are available for each node, which represent the distance traveled by that
node between time steps k − 1 and k. These are arranged into the diagonal matrix D(k) ∈







i is the distance traveled by node i between times k − 1
and k. The d(k)i values are estimated from encoder wheel pulses, INS, etc. In this work we
assume that the off-diagonal elements of D(k) are unknown and set to zero.
The total data gathered are assembled into a block tridiagonal matrix ∆ ∈ RNK×NK .








is a 12 × 12 matrix of 4 × 4 blocks. Note that stepping between blocks in ∆ is equivalent
to stepping between time values k.
Taking the weighted stress function approach of [32], we seek the set of positions Ŝ
















where we have omitted the term representing prior knowledge of node positions, because
none is assumed here. In (3.3), the matrix W ∈ RNK×NK is a matrix of non-negative
scalar weights, and the function d : RNK×2 → RNK×NK maps the set of coordinates S into












The stress function (3.3) is both nonlinear and non-convex in the variable Ŝ. The most
common technique for minimizing this function is known as scaling by majorizing a com-
plicated function (SMACOF) [28], and involves transformation of the stress via majorizing
functions. The algorithm is iterative, and usually offers quick convergence. We use the
SMACOF algorithm in this work to minimize (3.3), with the addition of trying multiple
random initial start configurations to help avoid local minima. It should also be noted that
taking the weighted approach to MDS avoids the noise amplification caused by squaring
the distance values in the classical non-weighted MDS solution.
The values in the weighting matrix W represent our relative confidence in the data
values. It conveniently allows accounting for any missing data by simply setting the corre-
sponding weight to zero, and thus will have no influence on the stress function (3.3). For




where σ2ij is the assumed variance of the corresponding measurement. However, the stress
function (3.3) is not linear due to the distance mapping d(·), and thus this mapping does not
strictly apply. In our simulations we have obtained better results by assigning weights based




c set so that the smallest weight value equals 1 to avoid numerical instability. In the case
where no a-priori information is known about measurement quality, then all measurement
weights could be set to 1.
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3.2.2 Localization Simulation Results
For our simulations, we have assumed that nodes begin in a 20× 20 meter area, and move
randomly such that the straight line distance traveled in the x and y directions at each time
step is distributed uniformly between −5 and 5 meters. The variance in both the range and
odometry measurements is assumed proportional to the actual distance, which is consistent
with both measurement types. The proportionality for range and odometry are assumed
known and denoted σ2r and σ
2




d are the variances in the range
measurements per meter. In the results, we compute the root mean squared error (RMSE) in
position estimates by first aligning the estimated reference-free map with the true trajectory
map via a Procrustean transformation [28]. An example estimated trajectory for a set of
five nodes is shown in Figure 3.1.
We characterize the general performance of our algorithm through comprehensive sim-
ulations of our approach for various values of node count, time steps, and noise levels.
For the first simulation, we measure the average RMSE of position estimates for different
values of node count N and time steps K. The results are shown in Figure 3.2. From
these results, we see that estimation accuracy generally improves with increasing N and
decreasing K. As N increases, more range data is available at each time index, and more
odometry values are available between time steps. However, as K increases while leaving
N constant, the sparsity of ∆ increases. Thus, more positions must be estimated relative to
the amount of data, decreasing accuracy.
For our second simulation, we setN = 8 andK = 4, with the noise standard deviations
σr, σd allowed to vary. The performance generally decreases as measurement uncertainty
increases. We note that across most of the range of σd, our algorithm performs fairly


















Figure 3.1: Simulated reference-free tracking solution for N = 5, K = 6, σr = 100 mm,
σd = 10 mm. The true trajectories are shown for comparison, aligned via the Procrustean























Figure 3.2: First comprehensive simulation results, RMSE vs. K,N . Noise levels: σr =
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Figure 3.3: Second comprehensive simulation results, RMSE vs. σr, σd, where N = 8,
K = 4.
3.2.3 Localization Results on Real Data
We have also tested our proposed tracking method on real range and odometry data gath-
ered by the CSOT testbed. Originally introduced as RadioBOT in [2], the testbed fea-
tures the ability to gather both highly accurate UWB range measurements and mobile robot
odometry data. Each mobile node is equipped with two UWB antennas mounted above
the robot on the left and right sides, respectively, spaced approximately 315 mm apart.
The measured standard deviation of the UWB range measurement error is approximately
σr = 20 mm, and is very stable with the distances measured. Odometry measurements
are provided by the iRobot mobile base encoder wheels, with estimated standard deviation
σd = 5 mm per meter traveled. Here we present the results of two measurement campaigns
conducted in a laboratory hallway, as a proof of concept to show our algorithm’s ability to
estimate node trajectories from actual measured data. The test parameters are summarized
in Table 3.1. The hallway test setup is shown in Figure 3.4. For Test I, three of the nodes
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Table 3.1: CSOT localization campaign summary.
Test I Test II
Stationary Nodes 3 7
Mobile Nodes 5 1
Surveyed Data Stationary Stationary + mobile
Total time steps K 19 27
RMSE vs. Survey Data 18 mm 124 mm
remained stationary for the duration of the test, and their locations were surveyed to pro-
vide truth data. We stress that the tests are still reference-less, because the stationary node
locations are not known to the algorithm. A complete set of pairwise range measurements
was taken at each time step, and encoder wheel data gathered for each node’s movement
between time steps. The collected data were processed per our algorithm of Section 3.2,
and the results of the tracking shown in Figure 3.5. The RMSE of the estimated positions
is computed with the surveyed nodes after aligning the two maps, and was found to be
16 mm.
In Test II, seven of the nodes remained stationary in a cluster, while a single mobile
node took a curved trajectory over a distance of approximately 10 m. Data was collected in
the same manner as Test I, with the addition of surveying both the initial and final positions
of the mobile node. The RMSE with all surveyed positions in this case was found to be
124 mm. We note the increase in error over Test I, as we are now comparing surveyed
truth data for both stationary and mobile nodes. The test also took place over an increased
number of time steps and over a larger distance.
3.3 Tracking with Range and Odometry
3.3.1 Tracking Algorithm
We now extend the results of Section 3.2 to consider real time tracking, estimating node
positions sequentially as new data is collected. The mathematical development closely
follows the notation and conventions established in Section 3.2. We again consider the
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Figure 3.4: Initial hallway robot configuration for Test I.
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Figure 3.6: Test II tracking results. RMSE = 124 mm.
problem of estimating the positions of N nodes in each of K time steps. The position of








. The full tracking solution











∈ RNK×2 . (3.5)
We continue to use a matrix of position coordinates instead of a vector by convention in
the MDS literature. The component matrices R(k) and D(k) are defined as in Section 3.2.
As before, these matrices represent inter-node range values at time k and the intra-node





 ∈ R2N×2N , (3.6)
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for two time steps. Constructing ∆(k) in this manner fits the definition of a dissimilarity
matrix from the MDS literature. That is, elements of ∆(k) represent the dissimilarity, or
distance between nodes in the plane for both the current and previous time step. Note that
matrix ∆(k) is of fixed size given the number of nodes N , i.e., ∆(k) consists of exactly two
time steps. This is in contrast to Section 3.2, where the size of ∆ varies with the total size
of the experiment.
To solve for positions S(k), we continue to take the weighted stress function approach





















In (3.8), the matrix W(k) ∈ R2N×2N is a matrix of non-negative scalar weights, and the
function d : R2N×2 → R2N×2N maps the set of coordinates Ŝ(k) into a matrix of pairwise












Note that (3.8) and (3.9) are very similar to those defined in Section 3.2. Here we have
merely added the time index k and corrected the limits of summation for the tracking prob-
lem.
We now apply the MDS and measurement framework outlined above to the tracking of
node positions over time. Unlike many localization and tracking methods, our procedure
does not require any anchor nodes, nodes for which exact coordinates are known a-priori
and do not move during the session. In this work we will only assume the existence of
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at least three stationary nodes, nodes which are known not to move during the tracking.
The stationary nodes’ positions need not be known and are estimated. This is a stronger
assumption not made in Section 3.2, though we will point out how it might be avoided.
To begin tracking, an initial reference frame must be established that will be maintained
for the entire session, because in general MDS-based algorithms produce relative maps
that are only equivalent up to a rotation, reflection, and translation. Assume without loss
of generality that the first m ≥ 3 nodes are the stationary references. The first set of
inter-node range measurements are taken and assembled into matrix R(0). Applying the
SMACOF algorithm will produce an initial set of N position estimates Ŝ(0)ref ∈ RN×2. The
N −m mobile nodes each then proceed to move independently; the measured intra-node
travel distances are compiled into matrix D(1). At the next time step matrix R(1) is filled
with the new set of inter-node ranges. Matrix ∆(1) can now be assembled as in (3.6). Again
applying SMACOF will produce estimated node coordinates Ŝ(1).
Since MDS-based algorithms such as SMACOF produce relative maps, node coordi-
nates are preserved only up to an orthogonal transformation (rotation/reflection/translation).
Thus maps produced by successive runs of SMACOF are not generally comparable. How-
ever, note that Ŝ(1) contains a position estimate for each node at both time steps k = 0 and
k = 1, creating an overlap. We also know that there are at least m node positions in com-
mon between Ŝ(0)ref and Ŝ
(1). We use this information to derive an orthogonal transformation
which cancels out the ambiguity produced by successive SMACOF operations. That is, we
seek a transformation that will optimally “map back” each new set of position estimates
onto our original reference frame established by Ŝ(0)ref :
Ŝ′(k) = sŜ(k)T + 12Nt
T , (3.10)
for scale factor s, rotation/reflection matrix operator T, and translation vector t. Finding
these values is known as a Procrustean similarity transformation [28]. It can be shown that
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if Y is the m × 2 set of stationary node positions from Ŝ(k), and X is the m × 2 set of

















Tr(YT (Im −m−11m1Tm) Y)
∈ R (3.12)
t = m−1 (X− sYT)T 1m ∈ R2×1 (3.13)
will minimize the squared error after applying the transformation. By applying the simi-
larity transformations derived from the stationary nodes, the original reference frame can
be maintained during tracking for all nodes. This process of gathering range and odometry
data, performing SMACOF, then aligning the new map continues for all time steps k. The
procedure is summarized in Algorithm 1.
As stated before, the algorithm assumes the existence of at leastm ≥ 3 stationary nodes
which are used to align successive maps. However, it is clear from the definition of ∆(k) in
(3.6) that two sets of position estimates are being produced at each iteration: one for time
k − 1 and one for time k. Thus all N position estimates from time k − 1 could be used to
produce the similarity transformation vectors (Algorithm 1 lines 11 and 12) for time step
k. If this were done, then all nodes could be mobile. However, we would be applying
the transformation using successively estimated sets of points. Thus, position errors would
accumulate over time, making this analogous to a type of dead reckoning localization.
3.3.2 Simulation Results
Here we present comprehensive simulations to demonstrate the algorithm’s performance.
We assume that nodes move within an approximately 20× 20 meter area. The movements
at each time step occur according to a constant velocity model, with velocity perturbation
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Algorithm 1: MDS Tracking with Range and Odometry
Data: Range and odometry measurements R(k), D(k)
Result: Coordinates Ŝ estimating true node positions S
1 begin





















5 for k = 1 to K − 1 do
6 observe ranges R(k) ;
7 observe odometry D(k) ;
8 assemble matrix ∆(k) in (3.6) ;











11 compute s, T, t by (3.11), (3.12), (3.13) ;
12 Ŝ′(k) ← sŜ(k)T + 12NtT by (3.10) ;








∼ N(0, σ2v). The standard deviation of velocity perturbations is σv = 200 mm/s at each
step. The error variance in both the range and odometry measurements is assumed pro-
portional to the actual distance, which is consistent with both measurement types. This
proportionality for range and odometry are assumed known and denoted σ2r , σ
2
d respec-
tively. That is, σ2r , σ
2
d are the variances in the range measurements per meter. In all cases
there were m = 3 stationary nodes, and 240 simulations were run for each data point.
From the simulated movements and measurement data, we perform three separate es-
timation algorithms for comparison. To benchmark the results, we first perform tracking
using the well-known extended Kalman filter (EKF). The EKF assumes that the exact co-
ordinates of the stationary nodes are known. Thus, they become traditional anchor nodes
for EKF tracking. The EKF makes use of range data only, but also assumes the same mo-
tion model described above, tracking position and velocity. That is, there is no mismatch
between the EKFs state-space model and the model generating the true node trajectories.
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The EKF also assumes that the initial positions of the nodes are known to within one meter.
We also perform tracking using our proposed tracking algorithm, both with and without
odometry data.
For the first simulation, we measure the average RMSE of position estimates for dif-
ferent values of node count N over K = 20 time steps, with noise levels σ2r = (75 mm)
2,
σ2d = (10 mm)
2. The results are shown in Figure 3.7. From these results, we see that
estimation accuracy generally improves with increasing N . As N increases, more range
data is available at each time index, and more odometry values are available between time
steps. The EKF shows a much stronger dependence on node count, actually overtaking our
approach for N ≥ 14 if odometry data is not used.
Our second simulation fixes N = 8, K = 20 time steps, and σd = 20 mm, with the
noise standard deviation σr allowed to vary. The results are plotted in Figure 3.8. The
performance of course generally decreases as measurement uncertainty increases. Our al-
gorithm consistently outperforms the EKF, though the RMSE increases more slowly for the
latter. The EKF has an internal motion model, which is favored more as the measurement
error becomes large. Of course, if the true motion of the nodes does not match the internal
assumptions, then this will not help. Also, the EKF must “lock on” to the trajectories of
the nodes, which may take a few samples. We note that our proposed approach does not
have these problems, and measurement accuracy is almost solely a function of the measure-
ment error. The performance difference between the two MDS approaches increases as the
range measurement error increases. If the algorithm has access to the more reliable odom-
etry data, it will be weighted more strongly, resulting in the observed better performance.
3.3.3 Tracking Results on Real CSOT Data
We have tested the same three tracking methods using real UWB range and encoder wheel





















Figure 3.7: First comprehensive tracking simulation results, position RMSE vs. number of
nodes N over K = 20 time steps. Noise levels: σ2r = (75 mm)
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Figure 3.8: Second comprehensive tracking simulation results, position RMSE vs. range
measurement noise for N = 8 nodes over K = 20 time steps, with σd = 20 mm.
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Figure 3.9: CSOT initial setup prior to Test I.
in Chapter 2 for producing area-wide spectrum maps. Each CSOT node’s UWB ranging
radio is capable of ∼ 4.7 cm RMSE range accuracy. The ranging radio separately utilizes
two UWB antennas mounted at the top of the robot, spaced 315 mm apart. Odometry data
is gathered by the wheel encoders built into the mobile base, with comparable accuracy to
the UWB radios over short distances. A photo of the system setup is shown in Figure 3.9.
Figure 3.10 displays the results of three measurement campaigns performed in a labora-
tory hallway to measure real-world tracking performance. The same EKF of Section 3.3.2
is used again for comparison, and assumes that the standard deviation of velocity change is
σv = 200 mm/s at each step. The tests represent a range of values for stationary and mo-
bile nodes, movement paths, and time steps. While the first three stationary node positions
were known to the EKF, we stress that our MDS algorithm assumes only that they were
stationary. The true position of each node was surveyed at every time step, providing a full
set of truth data for comparison. A summary of the test parameters is shown in Table 3.2.
Each test was designed to vary the number of moving nodes as well as movement
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Figure 3.10: CSOT testbed tracking results for Test I (top), Test II (middle) and Test III
(bottom).
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Table 3.2: CSOT tracking campaign summary.
Test I Test II Test III
Stationary nodes 3 5 4
Mobile nodes 5 2 3
Total time steps K 15 15 10
RMSE: MDS (w/ odo.) 20 mm 15 mm 19 mm
RMSE: MDS (no odo.) 23 mm 16 mm 24 mm
RMSE: EKF 91 mm 68 mm 67 mm
Avg. range error stdev., σr 30 mm
Avg. odo. error stdev., σd 27 mm (per meter)
time steps. Each robot moved approximately 0.5 − 1 meters at each time step. All three
algorithms performed very well here, with RMSE on the order of centimeters as shown in
Table 3.2.
For Test II, only two nodes were mobile, leaving the rest stationary. However, the
distance traveled by the mobile nodes was more variable vs. Test I. Movement distances
in this case varied from 0.2 − 1 meters. The results show a corresponding decrease in
RMSE for all three tracking solutions, indicating that more stationary nodes can improve
performance. The relative performance between tracking methods is almost identical to
Test I.
Test III utilized three mobile nodes, with distances ranging from 0 − 1 meters. One
node took a curved path, one a very straight path, and the third only moved half of the time.
These differences had little effect on the tracking errors. Overall, our MDS-based tracking
using range and odometry is able to consistently outperform the EKF on actual measured
UWB and encoder data. We do note that utilizing the odometry data in our tests provides
only marginal benefit. In our tests the UWB range and odometry data errors are very close
in magnitude, making these test results consistent with the far left region of Figure 3.8.
3.4 Conclusion
In this chapter we have proposed a novel reference-free means of estimating the trajecto-
ries of mobile nodes by adapting the popular MDS paradigm to use both inter-node range
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measurements and intra-node odometry data. The odometry data is used to “link” rang-
ing data, and the resulting MDS localization of node positions, across time steps. Unlike
other methods, our approach allows estimation of a node’s trajectory jointly with all others,
requires few assumptions, and preserves the reference frame across time steps.
We then extended this localization framework to real time tracking of mobile nodes.
The extension enables the tracking to be performed as new data is gathered. The tracking
algorithm assumes only the existence of stationary nodes with which to relate position
estimates gathered over time. We have presented simulation and actual testbed results to
demonstrate performance exceeding that of the canonical EKF. Our algorithm also has
the substantial advantages of few assumptions, joint estimation, and elimination of pre-
surveyed anchor node positions.
Future research could extend the algorithm further to drop the assumption of stationary
nodes. As previously discussed, the tracking would become analogous to a dead reckoning
approach. The performance of such a scheme could be investigated. A non-centralized




UWB TOMOGRAPHIC IMAGING IN UNCALIBRATED NETWORKS
4.1 Background and Contributions
A key goal, particularly for mobile networks, is for the entire system to be spatially aware
of its surroundings beyond the traditional localization of node positions. A networked
robotic system may need to learn the locations of obstacles to be avoided, as in a simul-
taneous localization and mapping (SLAM) algorithm [43, 44]. Environmental monitoring
applications may additionally require the network to know the presence of people entering
or leaving an area, even tracking their movements [45]. Networks employing radio fre-
quency (RF) communication may need to estimate channel quality between points in space,
as in [46]. Finally, a mobile network may benefit from environmental map information in
areas which are visually occluded behind walls or other obstructions. Such through-wall
images could be used by emergency personnel or soldiers in a combat situation [47].
Tomographic imaging is a promising means for achieving the aforementioned goals.
Most generally, tomography is the process of reconstructing an image of some environment
by viewing it through slices or sections. In practice, this usually means sending some type
of energy-carrying signal through an object or area, and observing attenuation in the signal
at another position. Over many spatially diverse measurements, an appropriate inverse
model may be applied to estimate the environment. Use of RF waves as the measurement
phenomenon is attractive due to their potential to propagate over wide areas and penetrate
a variety of materials. Early efforts in RF tomographic techniques attempted to locate
discontinuities in the ground, such as coal seams or tunnels [48, 49, 50, 51].
In the past decade, the proliferation of low cost wireless sensor networks has stimulated
additional research interest in tomographic area mapping and tracking. The term radio
44
tomographic imaging (RTI) has been used to describe the use of RF signals to estimate the
shadowing loss due to static or moving objects [10]. RTI is posed as a case of device-free
localization, as the objects to be located do not carry transmitters or receivers [52]. In [10],
the authors proposed to image changes in RF attenuation from a measured baseline using
only received signal strength (RSS), a measurement available to almost any radio receiver.
In [53], measurements of RSS variance were used for tracking only the moving objects in
an environment, emphasizing the through-wall capabilities of RTI. Methods for addressing
regularization of the inverse problem of image reconstruction were explored in [54].
Other authors have pursued the tomographic imaging of the purely static features of an
environment. Knowledge of the static shadowing environment is useful for mapping obsta-
cles, estimating link shadow fading [55], and even informing localization algorithms [56].
In [57], the author utilized a pair of robots moving in coordinated patterns to collect RSS
data for a variety of attenuating structures. Compressive sampling techniques were used
to reconstruct images using a reduced number of measurements. [58] explored the rela-
tionship between random and coordinated spatial sampling patterns using the same robotic
testbed. In [59], the authors demonstrated the benefits of sensor fusion for observable and
unobservable features, combining laser and RF measurements.
While the aforementioned works have focused on narrow-band RF imaging, ultra-
wideband (UWB) pulse radio techniques have also attracted interest. A UWB radio sig-
nal is often defined as having a bandwidth greater than 20% of the center frequency, or
500 MHz, whichever is greater. We also distinguish a UWB signal from other wideband
signals, such as spread spectrum, by the impulse nature of UWB. That is, UWB signals
achieve high bandwidth via very short duration pulses of very low duty cycle. The result-
ing short spatial extent of the waveforms results in several advantages, namely high range
resolution, interference resistance, and multipath signal rejection [60].
These advantages have led to applications in traditional radar tracking, through-wall
imaging, and localization. In fact, radar based approaches dominate the UWB literature
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for imaging objects occluded by walls, e.g. [61, 62, 63, 64]. For indoor object detection
and tracking, a holistic design of the UWB sensor network is considered in [65], and se-
lection of representative measurements is addressed in [66]. UWB signals have even been
employed for the remote monitoring of human breathing [67]. In addition to imaging and
tracking, UWB has shown promise for the precise localization of nodes in sensor networks
where GPS is unavailable. Accurate time-of-arrival (TOA) information, and even two-
way time-of-flight (TOF) measurements made by UWB radios can resolve the distances
between cooperative nodes, to which a localization algorithm may be applied [27, 24, 4,
5].
In this chapter, we address the RTI problem for imaging the static features and ob-
stacles in the environment using UWB signaling techniques in a realistically deployable
mobile network1. Our approach has several advantages, and seeks to address some prob-
lems with practical implementation of RTI systems. The first problem is mitigation of
multipath signal effects which are detrimental to tomographic models which consider only
the line-of-sight (LOS) signal path. As the authors of [68] showed, small scale multipath
effects can easily exceed the shadowing effects we are interested in, showing up as addi-
tional noise in the measurements. We address this issue by using the large signal bandwidth
of UWB to clearly separate the LOS signal path from the reflected multipath signal energy,
by using a direct-path signal strength (DPSS) metric. Doing so is highly beneficial for
applying a linear tomographic projection model along the LOS, and employing a straight-
forward path loss model even in multipath rich indoor environments. The authors of [57,
58, 59] mitigated these multipath effects using high gain directional antennas, which were
kept oriented toward each other at all times. Our approach can be performed with basic,
omni-directional broadband antennas, thus achieving the multipath separation capability
regardless of the locations or antenna orientations of the nodes. This is important for scal-
ing the network beyond a single pair of nodes, where reorienting antennas across the many
1Chapter sections published in [6], c© IEEE 2015. Reproduced with permission.
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links would become intractable.
Second, we address the calibration issue which is present in static object imaging for
RTI. When imaging static objects, the shadowing losses of interest must be separated from
the path losses due to link distance, the multipath signal effects, as well as the systematic
effect of each link. Differences in transmit power, cable lengths, antenna gain, receiver
sensitivity, etc. all introduce an unknown bias for each link in the network. Some authors,
e.g. [69, 70] have addressed this problem for tracking moving objects, where only changes
in RSS are measured. Others [71, 10] collect baseline data for static nodes in an “empty”
area, then insert the shadowing objects to be measured. Still others [57, 58, 59] have only
a single mobile link to characterize. However, as the network scales beyond even a couple
of nodes, individual characterization of each link prior to deployment may be infeasible.
During deployment, a given mobile link may not know if or when it is being shadowed by
objects, making simple online calibration difficult. We propose to jointly estimate both the
unknown spatial shadowing due to objects, as well as the unknown link bias and system
path loss parameters. We do this under the framework of a linear mixed effects model.
The problem is convex, which leads to efficient numerical solution methods. To overcome
the underdetermined nature of the tomography problem, we implement a regularization
technique known as the elastic net (EN). This allows the inclusion of the a-priori constraints
of image pixel sparsity, as well as assumed pixel spatial correlation.
Chapter 4 is organized into sections as follows. Section 4.2 describes our use of the
UWB signal to isolate direct path signal energy for measurements, as well as modeling the
signal propagation. In Section 4.3 we describe the tomographic projection model used to
map an image on to the space of measured data. Our mixed-effects image reconstruction
model is detailed in Section 4.4. We derive performance bounds for the model and test
its performance in Sections 4.5 and 4.6, respectively. The results of our tomographic ex-
periments are displayed in Section 4.7. Finally, we conclude and discuss future work in
Section 4.8.
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4.2 UWB Sampling, Measurement, and Propagation
4.2.1 Time Domain Direct Sampling
Since a UWB signal pulse is very short in both temporal and spatial extent, it will there-
fore occupy a large bandwidth in the frequency domain. However, the total transmitted
signal power may be quite small (<−14.8 dBm in our testing). This is generally to comply
with regulations governing UWB transmissions; for example the Federal Communications
Commission (FCC) requires the power spectrum to be below −41.3 dBm/MHz. This low
limit gives a UWB transmission near noise-level characteristics when viewed from the fre-
quency domain, quite unlike narrowband communication signals. As a result, UWB signals
are generally analyzed directly from samples in the time domain. This of course requires
relatively high sampling rates in order to satisfy the Nyquist criterion. For example, the
P410 UWB radio from Time Domain2 used in our experiments has an effective sampling
period of 61 ps.
Figure 4.1 shows an example idealized pulse transmitted from the UWB radio. The
pulse is designed as a bandpass signal with center frequency 4.3 GHz and bandwidth
2.2 GHz, with power level conforming to FCC requirements. The transmitted signal is
sampled by another UWB transceiver and the received pulse is shown in the bottom plot of
Figure 4.1. Both transmitter and receiver are operating in a high multipath indoor environ-
ment. The many surfaces in a multipath environment produce signal reflections that arrive
at the receiver at different times. In fact, a majority of the received signal’s energy is due to
multipath propagation. However, the shortest path along the LOS between transmitter and
receiver arrives first, and is clearly separated from the reflected energy by direct sampling
in the time domain. This is the motivation for our definition and use of direct-path signal
strength, described below.
2Time Domain Corporation, Huntsville, AL. Available at: http://www.timedomain.com
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Figure 4.1: Top: Idealized transmitted UWB pulse signal. Bottom: Actual time domain
received samples in a high multipath indoor environment at a distance of 10 meters. Am-
plitude is the raw ADC/DAC value, assumed proportional to voltage.
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4.2.2 Direct-Path Signal Strength
The ability to separate the LOS and multipath signal energy is crucial, since a linear tomo-
graphic projection only models shadowing loss along the LOS. If not rejected, the multi-
path energy creates a rapidly fading channel, and the RSS variance can become extremely
large, as noted in [68]. The result is unacceptably noisy measurements for tomographically
estimating the large-scale shadowing loss due to objects along the LOS. To measure the
LOS-only signal strength, we make use of the DPSS metric. Originally defined in [72], the
DPSS was empirically determined to provide the best measure of signal strength along the
LOS path. The metric is defined by
Y = max
∀l
|x[l]w[l − τ ]| , (4.1)
where x[l] is the sampled signal and w[l − τ ] is a unit amplitude rectangular window of
the same duration as the transmitted pulse. The offset τ is the sample index of the detected
leading edge of the signal. In practice, to reduce the variance of the DPSS and improve
SNR, multiple pulses are accumulated and averaged to obtain a single measurement, which
we will still denote simply as Y . This is the measure of signal strength used throughout
this work. Note that while the RTI literature generally uses power as the signal strength
metric, Y is a measure of amplitude, being an average of many pulse peaks as measured by
the analog to digital converter (ADC) in Figure 4.1. Rather than square this value to obtain
units of power, we will simply express Y in the decibel scale in the next section.
4.2.3 Log-distance Path Loss Model
The UWB multipath propagation channel has been studied in theory and empirically, e.g.
[73, 74]. In this work, we express the DPSS as a function of distance and shadowing using
a simplified log-distance path loss model. The model is expressed with additive terms in
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the log domain as
y = b+ s− αd+ ε , (4.2)
where DPSS value y = 20 log10 Y is now measured in decibels. b ∈ R is a bias or “gain”
term aggregating the effects of transmitter power, receiver sensitivity, antenna gains, cable
losses, etc. s ∈ (−∞, 0] is the shadowing component of primary interest in this work; s
models the signal strength loss in the observed variable y due to objects blocking the LOS.
α > 0 is a path loss exponent controlling the rate of signal decay due to distance, with d
equal to the log-distance between transmitter and receiver. The additive error term ε ∈ R
represents measurement error and any other unmodeled effects.
To characterize b and α in (4.2) for a single transmitter/receiver pair, we have performed
a LOS path loss experiment in a multipath rich laboratory environment over the distances
of interest. The results are plotted in Figure 4.2. The results show a strong fit to the
measured data, indicating that (4.2) is a reasonable model for DPSS path loss in indoor
environments. The large decibel values shown in Figure 4.2 are relative to 1 amplitude unit,
since proportionality constants for units of energy/voltage are not known. For example, the
P410 ADC outputs DPSS values in the typical range of 5000 to 60000 amplitude units.
In order to produce a tomographic image of the shadowing caused by objects in the
environment, many DPSS measurements must be taken at spatially diverse locations in that
environment. This is facilitated by mobile sensor networks which may contain many links;
M mobile nodes grants up to N = M2 − M unique transmit/receive pairs. We index
(4.2) to encompass the full network by using i to index the unique links, and j to index the
individual measurements made by a given link:
yij = bi + sij − αdij + εij . (4.3)
Thus, yij is the jth DPSS measurement made by the ith link in the network. The index set





























y = 104.1 − 0.941d
Figure 4.2: Measured DPSS for a single LOS (s = 0) link in an indoor environment. The
least squares values for the path loss parameters are b̂ = 104.1, α̂ = 0.941, with r2 = 0.99.
1000 DPSS measurements were averaged for each data point.
in the network, and each link makes ni measurements. The gain term is now also indexed
by i, since transmit power, receiver sensitivity, and other systematic effects mentioned
above are different for each transmit/receive pair, and may vary substantially. The LOS
shadowing sij and link log-distance dij may change with each measurement as the nodes
move, and are indexed accordingly. The unknown path loss exponent α is assumed to be
an environmental variable shared by all links and thus carries no index. Note that for a
spherical wave propagating in free space α = 1 for signal strength measurements, though
in practice will vary due to antenna properties and the environment.
Clearly, the link index i creates a large number of bias parameters {bi, α}. Thus, single-
link characterizations such as those shown in Figure 4.2 may not generalize well across the
entire network, leading to poor or misleading results, even with homogeneous hardware.
Our mixed effects estimation procedure, derived in the following sections, seeks to charac-
terize these parameters, along with the unknown spatial shadowing.
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4.3 Tomographic Projection Model
From the path loss model in (4.3), the DPSS measurements yij contain information about
the shadowing loss along the LOS for that measurement. This information, when aggre-
gated, should describe the static shadowing losses in the environment as a function of
space. This rate of attenuation with respect to spatial extent has been termed the spatial
loss field (SLF) [75, 55], and its estimation is our primary goal. Allowing the spatial vari-
able z to represent position, the total shadowing loss sij between two points is described





θ (z) dz , (4.4)
where Lij is the straight line path connecting the transmitter and receiver of link iwhen tak-
ing measurement j. From (4.4) it can be seen that the SLF has units of dB/m if measuring
distance in meters. Also, given the sign conventions used in Section 4.2.3, θ(z) ∈ (−∞, 0 ]
will be negative in regions containing attenuating objects, and zero in free space regions.
In seeking a tractable method of estimating the entire SLF from measurements, we
approximate the integral with a summation, and replace the continuous SLF θ(z) with a







Now, the shadowing loss is the sum over all SLF pixels θk in the area to be imaged, mul-
tiplied by a corresponding set of pixel weights xijk. These weights represent each pixel’s
contribution to the total shadowing loss. Note that though the SLF is interpreted as a two-
dimensional map, in (4.5) the SLF is expressed as a K × 1 vector by column stacking,
consistent with the image processing literature.
In assigning weights xijk, we choose the straight line approach, depicted in Figure 4.3.
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In this weighting only pixels along the direct LOS between transmitter and receiver receive
nonzero weight. This is due to the fact that the DPSS measurement effectively eliminates
the multipath signal components, such that only objects within pixels along the LOS should
materially affect the shadowing loss. The notation θk ∈ Lij will indicate that the straight
line segment from transmitter to receiver passes through pixel θk. The weighting values are
then assigned by
xijk =
 Dk : θk ∈ Lij0 : else , (4.6)
whereDk is the length of the line segment passing through pixel θk. This weighting scheme
is similar to those used in X-ray based computed tomography (CT) scanning, as also noted
in [71]. Weighting each pixel by line segment length also preserves the expected units of
measurement for the model; xijk has units of meters, θk has units of dB/m, yielding the
shadowing loss in pure decibels of attenuation.
The aforementioned straight line weight model makes physical sense for the DPSS met-
ric, since the LOS path is isolated. However different propagation models have also been
considered in the RTI literature. In [53, 10], an evenly weighted ellipse with transmitter
and receiver as foci was used. The weight factor was inversely proportional to the square
root of the link distance, which represents the lower RSS variance for longer links. In [71],
several models were studied from experimental data, including both elliptical and straight
line weighting areas.
We also expect that shadowing losses will be spatially correlated in practice. Therefore





− E[θ]E[θ]T = Cθ ∈ RK×K . (4.7)






Figure 4.3: Graphical depiction of relative pixel weighting and indexing for an arbitrary
link i taking a measurement j in a 10 × 10 pixel image. Shaded pixels have xijk > 0
according to (4.6); unshaded pixels have xijk = 0. Note the single index k is used to
designate the K pixels by column stacking, typical in image processing contexts.
exponentially with distance,
E [θkθl]− E [θk]E [θl] = σ2θe−
Dkl
κ , (4.8)
where Dkl is the distance between the centers of pixels θk and θl, and κ is a spread param-
eter with units of meters. This exponential decay parametrization is similar to that used
in the network shadowing model of [55] to model randomly placed objects, and was used
in the experimental work of [71] as a-priori image information. We use the empirically
determined value of κ = 0.21 m from [55] in our work. We also set the prior pixel vari-
ance σ2θ = 1, as the overall scaling effect will be managed by selection of regularization
parameter λ2 in Section 4.4.2.
Note that other characterizations of pixel correlation besides that in (4.8) are possible.
In our work in [3] for example, we explored using a-priori knowledge of image structure
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expressed as covariance to enhance image reconstruction. However, we have not done so
in this work in order to minimize assumptions.
4.4 Mixed Effects Image Reconstruction
This section describes our full forward model mapping the unknown SLF onto the known
DPSS measurements. The inverse problem of retrieving an estimate of the SLF image is
ill-conditioned, and thus requires regularization to obtain a useful result. We explain our
approach to regularization using a modified form of the EN cost function, and its solution
using convex optimization.
4.4.1 Forward Model
By combining (4.3) and (4.5), we obtain an expression for the K unknown SLF parameters
as a function of the observed DPSS measurements:
yij = x
T
ijθ + bi − αdij + εij . (4.9)
As given in Section 4.2, each link in the network makes ni measurements. To simplify the
notation we will assume that each link makes the same number of measurements, so that
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+ bi1n + εi
= Hiθ
(α) + bi1n + εi . (4.10)
Here we have defined the design matrix Xi ∈ Rn×K as the stacked, transposed pixel weight
vectors defined for each individual measurement in (4.5). Defining 1n to be an n×1 vector
of ones, the vector bi1n replicates the nuisance parameter representing the bias of link i for
each measurement. The vector αdi ∈ Rn maps the contribution of the unknown path loss
exponent onto the DPSS measurements via the known log distances. Finally, the collected
errors form the vector εi ∈ Rn. For compactness, we combine the unknowns not dependent
on link index i into a single vector θ(α) ∈ RK+1 with corresponding known model matrix
Hi ∈ Rn×(K+1).
From (4.10), we can see that the measurements for each link yi are a function of the
common SLF / path loss exponent parameter θ(α), which is of primary interest and does not
vary with each link i. However, DPSS is also a linear function of the link biases {bi}, which
are unique to each link and unknown. From here on we will model bi as a Gaussian random
variable with unknown mean and variance; so that bi ∼ N (µb, σ2b ). The εi is modeled as a
zero-mean independent Gaussian random vector; εi ∼ N (0, σ2ε In). Thus within link i, we
explicitly separate the link bias bi from independent noise vector εi. We also assume that
the {bi, εi} are mutually independent, and independent across i.
3It is straightforward to generalize these results such that each link makes a variable number of measure-
ments.
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Under these assumptions, (4.10) has the general form of a linear mixed effects model,
a special class of linear models used in the statistical literature. Such models are used to
express the hierarchical effects of clustered data which might be arranged into “bins”. That
is, they account for measurement effects at different levels: global effects which are of
primary interest, and subject or group specific effects which are not of primary interest but
nevertheless must be accounted for [76, 77]. Thus, they are a natural fit for modeling the
unknown bias and path loss present in a network making signal strength measurements.
The term mixed effects is used because we model the global parameters θ(α) as fixed but
unknown “fixed effects”, while the link specific effects {bi, εi} are modeled as random
variables, or “random effects”. While we will not specifically use the Gaussian assumption
of the {bi} for image reconstruction, doing so facilitates closed form derivation of the
Cramér Rao lower bound (CRLB), and is in general agreement with our empirical results.
To obtain a single linear model from the N sets of equations, (4.10) is stacked for each
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= Hθ(α) + Zb + ε . (4.11)
Here the full data vector is y ∈ RNT , where NT = Nn is the full data size. The full model
matrices have dimensions H ∈ RNT×(K+1) and Z ∈ RNT×N . The unknown SLF vector
θ(α) ∈ R(K+1) is unchanged, and b ∈ RN is the full unknown mixed effects vector. The
modeling errors / measurement noise is captured by vector ε ∈ RNT . Thus (4.11) relates
all parameters, known and unknown, to the collected data y across all links in the network,
and serves as our full forward measurement model.
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4.4.2 EN Regularization
Inverse problems in the literature on mixed effects are generally solved using a maximum
likelihood approach in which the data covariance and unknown fixed effects are estimated
simultaneously [76]. However, (4.11), like most imaging inverse problems, represents an
underdetermined system of equations. That is, the measurement data are insufficient to
fully describe the parameter θ(α), yielding an infinite number of candidate solutions which
fit the data y. Model matrix H has low rank, which is due to a combination of limited
measurements, each measurement describing only a small part of θ(α), and disparities in
areas of the image crossed by few or no links. A full rank model matrix H is normally
assumed in the mixed effects literature; thus the usual parametric solution of mixed models,
e.g., maximum likelihood, will not yield useful images.
As a result, prior information must be introduced into the model to select a unique solu-
tion among the infinite number available, a process known as regularization. This usually
involves minimizing some cost function of the data and unknown parameters, selecting the
“best” value for θ(α) which minimizes the cost function. Regularization is thus a non-
parametric approach to solving (4.11). Several popular methods exist, such as Tikhonov
(2-norm), lasso (1-norm), truncated singular value decomposition, and total variation ap-
proaches [78]. Each method has its own tradeoffs; in [10], Tikhonov regularization was
preferred for computational speed and having a closed form solution. In [57, 59, 58], total
variation minimization was preferred to enforce piecewise constant shadowing regions.
In our approach, we use the EN. Originally proposed in [79], the EN loss function is a
linear combination of Tikhonov and lasso type penalties, given by
L (λ1, λ2,θ) = ‖y −Xθ‖22 + λ2 ‖Γθ‖
2
2 + λ1 ‖θ‖1 (4.12)
for the basic linear model y = Xθ+ε. The 2-norm penalty ‖Γθ‖22 is taken from Tikhonov
regularization, also known as ridge regression, and penalizes the energy in Γθ, for some
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specified linear operator Γ. The 1-norm penalty ‖θ‖1 comes from the lasso regression, and
enforces a sparse solution. Parameters {λ2, λ1} > 0 control the penalty term’s smoothing
effect on the solution.
Several unique properties of the EN are noted in [79] which are appropriate for the
assumptions in our problem. First, the 1-norm penalty enforces a sparse solution, with
many elements of θ forced to zero. This is appropriate as we assume that much of the area
to be imaged consists of empty space, which has shadowing loss equal to zero. 2-norm-only
regularization methods will in general have all θk 6= 0. Second, the addition of the 2-norm
penalty from Tikhonov regularization overcomes what is known as a grouping effect of the
lasso. If a subset of parameters θc ⊂ θ are highly correlated, then the lasso will tend to
select only one of them at random. This grouping effect is undesirable for our model; in
Section 4.3 we assume shadowing losses to be correlated among neighboring pixels in the
image.
To model this expected behavior, we define the a-priori pixel covariance according to
(4.7) and (4.8). Use of a prior covariance matrix is of course probabilistic and suggests
a Bayesian interpretation of the data. However, (4.12) is a deterministic cost function of
the unknowns. It has been observed, e.g., [80], that the 2-norm Tikhonov penalty can be
related to the Bayesian covariance via
‖Γθ‖22 = θTΓTΓθ = θTC−1θ θ , (4.13)
so that Γ can be derived from C−1θ via the Cholesky decomposition. In this way the as-
sumed pixel covariance may be incorporated into the 2-norm regularization term in (4.12).
Finally, we extend the EN cost function of (4.12) by incorporating our additional mixed
effects model terms:
L̃ (λ1, λ2,θ, α,b) =
∥∥y −Hθ(α) − Zb∥∥2
2
+ λ2 ‖Γθ‖22 + λ1 ‖θ‖1 . (4.14)
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Here the squared-error term seeks to obtain agreement between the solution and the data,
where we now allow the individual link bias terms b to be model variables to be estimated.
The linear operator Γ allows us to enforce the per-pixel spatial correlations desired above.
Note that the penalty terms apply to vector θ only, that is, regularization is not applied to






L̃ (θ, α,b |λ1, λ2) . (4.15)
The constraint θ ≤ 0 indicates that all elements of the solution vector are less than or equal
to zero, consistent with the definition. While there is no known closed-form solution to
the EN, both it and our extension in (4.14) represent convex cost functions. Thus, efficient
methods exist for finding numerical solutions, and flexible software packages are avail-
able. For our simulation and experimental results, we have employed the CVX package for
MATLAB, which allows specifying and solving various convex problems [81].
This leaves the problem of determining the parameters {λ2, λ1} which adjust the regu-
larization weighting to apply. Higher values will generally result in smoother images, with
fewer pixels selected as nonzero. While multiple methods exist to determine regulariza-
tion parameters, we use the two step method suggested in [79]. In the first step, the usual
Tikhonov regularization is performed, that is, with λ1 = 0 for a range of values of λ2. For
each λ2, we plot the observed “norm error” ‖Γθ̂(λ2) ‖22 as a function of the corresponding
“data error” ‖y −Hθ̂(α)(λ2) − Zb̂ (λ2) ‖22. For a wide range of λ2 values, this curve will
take an “L” shape, and hence this procedure is referred to as the L-curve method. The λ2
value corresponding to the inflection point at which the sum of the two error terms is mini-
mized is the value used. This heuristic is justified by its general robustness and intuition as
a compromise between the two solution norms.
For λ1, leave-one-out cross validation is used. A single data point is omitted from
each link’s measurements, forming a “training” data set and associated model matrices
{yt,Ht,Zt}. The left out data forms a smaller “verification” data and model matrix set,
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{yv,Hv,Zv}. A suitable range of values for λ1 are chosen to test, denoted {λ1,q}, q =
1...Q. Then a solution pair θ̂(α)q , b̂q is computed for each λ1,q using the training set. For
each candidate solution, we calculate the prediction error ‖yv − Hvθ̂(α)q − Zvb̂q‖22 using
the verification set. Finally, we choose the λ1,q corresponding to the θ̂q, b̂q that gave the
lowest prediction error. With both {λ1, λ2} now selected, a full solution can be computed
using the entire data set via (4.15).
4.5 Bayesian CRLB Derivation
It is very useful to obtain performance bounds for a given model and solution method to
benchmark performance in the general case. The CRLB is very well known in statistics as
a lower bound on the variance of unbiased estimators. The CRLB proves that the variance
of individual parameter estimates are lower bounded by corresponding elements of the
inverse Fisher information matrix. However, our estimator in (4.15) is clearly biased by
the introduction of the regularization terms. In such cases the CRLB has been extended to
include biased estimators in what is known as the Bayesian CRLB, or Van Trees inequality
[82]. The covariance of biased estimators is bounded by the inclusion of a prior distribution
on the unknowns, just as in Bayesian estimation. This leads to the derivation of a Fisher
information matrix for both the data likelihood and the prior. The Bayesian CRLB states
that the estimation error covariance matrix E = E[(θ̂(α) − θ(α))(θ̂(α) − θ(α))T ] is lower
bounded by
E < (FL + FP )
−1 = F−1 , (4.16)
where FL, FP are the Fisher information matrices for the data log likelihood and prior
distributions, respectively. The “<” relation indicates that the difference matrix E−F−1 is
positive semidefinite. An important consequence of this fact is that the diagonal elements
of E represent lower bounds on the variance of estimating individual pixel values; that is,
Eqq = E[(θ̂
(α) − θ(α))2q] < F−1qq . (4.17)
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Though other formulae exist, the Fisher information expressions for general data log like-
lihood and prior distributions can be expressed as
FL = Ey|θ
[





(∇θL (θ)) (∇θL (θ))T
]
, (4.19)
where L (·) indicates the log-likelihood of the enclosed random vector. ∇ represents the
gradient operator taken with respect to the unknown parameter as shown. We will now
derive the necessary expressions to compute a Bayesian CRLB for our mixed effects model
in (4.10), and use it to benchmark simulated performance. From (4.10), the data have
Gaussian distribution yi ∼ N (µyi ,Cyi), where
µyi = Hiθ







ε In . (4.21)







(yi − µyi)T C−1yi (yi − µyi) . (4.22)









(yi − µyi) = Ki , (4.23)











as the Fisher information for a single link in the network. Since we have assumed that the
random variables {bi, εi} are independent across links, the data {yi} represent indepen-
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as the expression for the Fisher information matrix of data collected from our uncalibrated
network across all links. If the network were “perfectly calibrated” such that all bias pa-





where X indicates the stacked matrices Xi, and the subscript C indicates a calibrated or
bias free network. This is the same matrix derived in [10] for their imaging problem,
in which the stationary system took baseline readings in empty space before adding the
objects under test.
For the prior distribution on the image and path loss parameters, we will assume that
θ(α) is also Gaussian distributed with mean µθ(α) and covariance Cθ(α) . The covariance
structure is defined by (4.8), with α assumed uncorrelated with the image pixels. By very





which defines all necessary parameters to compute the bound in (4.17). Note that while
(4.17) gives a variance bound for each pixel, we will generally average over all pixels to
compute an average bound for the entire image.
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4.6 Performance Simulations
In this section we analyze the performance of our proposed convex EN solution approach
with respect to the theoretical bounds derived in Section 4.5. We attempt to choose pa-
rameter values which are realistic and also representative of the conditions seen in our
experimental results of Section 4.7. In our simulations, we assume a 32 × 32 pixel im-
age representing a 4.8 m × 4.8 m area. The network of UWB nodes is mobile and each
node moves independently through a larger 16 × 16 m area encompassing the image in
a random-trajectory fashion. Our network is assumed to have a bias standard deviation
σb = 3 dB and measurement noise standard deviation σε = 3 dB. Test images are gen-
erated according to a Gaussian distribution with a mean SLF value of 3 dB/m and pixel
covariance defined by (4.8). We choose this prior image distribution for a fair comparison
with standard Tikhonov regularization, which would be optimal for the Gaussian case if
the network were perfectly calibrated. The simulated path loss exponent α is also Gaussian
with mean 1 and standard deviation 0.1.
We measure the root mean squared error (RMSE) performance of both our proposed
solution in (4.15), and our proposed solution ignoring the random effects and path loss,
{bi, α}, and instead using only their mean values. These are assumed to be known from
a measurement experiment such as that given in Figure 4.2. For comparison, we also
simulate the performance of the standard Tikhonov regularization used in e.g. [10], also
ignoring random effects. The Bayesian CRLBs are also computed, where we use both
our mixed effects Fisher information from (4.25) and the “calibrated” Fisher information
in (4.26) as separate cases. Results are displayed in Figure 4.4. In the first simulation
we examine the average RMSE as a function of node count, assuming each node takes
n = 30 measurements as it moves through the area. The results are shown in the top plot
of Figure 4.4. We note the superior performance of our method when random effects are
considered and estimated across all values of M with respect to the Bayesian CRLBs. In
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Figure 4.4: Comprehensive performance simulation results, varying node count M (top)
and data per link n (bottom). 25 images were simulated and estimated per data point.
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fact our method virtually achieves the lower bound for large M . Also of interest is that the
mixed model lower bound is only trivially larger than the calibrated model lower bound.
These results suggest that the influence of the random effects and path loss {bi, α} can be
mitigated, since the bound is taken with respect to estimating fixed unknown parameter
θ(α). The difference between the two bounds would increase, however, if the bias variance
σ2b increased with respect to the noise variance σ
2
ε .
For our second simulation we assume a network of M = 10 nodes and instead vary the
data collected for each link i. The results are shown in the bottom plot of Figure 4.4. We
again observe improving performance as more data becomes available to each link in the
network. The lower bound on performance does not decrease as rapidly, though the total
data sizeNT is growing only linearly with n in this case. In both simulations, we see a clear
performance degradation when the random effects are ignored. In fact, since Tikhonov
Regularization can be shown to be a minimum mean-squared error (MMSE) estimator
for Gaussian distributed data with Gaussian prior, other methods of reconstruction are not
likely to improve upon the indicated results without considering the random effects.
4.7 Experimental Results
In this section we validate our forward model and image reconstruction techniques using
real experimental data from a variety of test setups containing attenuating objects. The
experiments were performed using our Cognitive Spectrum Operations Testbed (CSOT).
A primary difficulty in RTI research has been collection of quality real data. These to-
mographic experiments have resulted in collection of high fidelity data sets to address this
issue.
The installed hardware of interest in this work is the aforementioned P410 UWB ra-
dio from Time Domain. The radio transmits and samples UWB pulses as described in
Section 4.2.1 for each pairwise link in the network. Note that each CSOT node has two
duplex UWB antenna ports, and both are used. This results in a system with 224 useful
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links from only 8 mobile nodes. The transmitted power and bandwidth are compliant with
FCC regulations for a UWB system for general use. Received signal scans are converted to
DPSS measurements as in Section 4.2.2, and the esimated SLF is computed via the meth-
ods of Section 4.4. Common and individual experimental parameters are summarized in
Table 4.1.
To establish the correct pixel weighting described in Section 4.3, accurate position in-
formation must be available to the nodes at each time step. All position data for our ex-
periments are also provided by the UWB radios by our cooperative localization algorithms
described in Chapter 3 and [4, 5]. As shown in Chapter 3, the localization error is < 2 cm
in LOS conditions. Thus, the same measured waveforms and hardware are used for both lo-
calization and tomographic mapping. We emphasize this natural SLAM characterization; a
mobile network already utilizing UWB hardware for localization purposes could also per-
form our tomographic mapping in parallel. The UWB’s low power and wide bandwidth
make harmful interference very unlikely, enabling compatibility with other RF communi-
cations hardware.
We also note that it is difficult to accurately establish the true SLF in an experimental
setting, and thus to compute the RMSE of the estimated images. Still, it is beneficial to
quantify the estimated SLF image quality in some sense. We compute two different metrics
for this purpose. First is the well known structural similarity (SSIM) metric [83], which
compares a processed or degraded image to a reference. The SSIM attempts to measure
how well structure is preserved, an important property of subjectively high quality images.
Higher values of SSIM are better, with the maximum value of 1 occurring only when both
images are identical. The reference images we use here are binary, equal to one where
a pixel is occupied by an attenuating object, and zero elsewhere. To compare with the
reference, the estimated SLF images are scaled to the range [0, 1], ignoring the negative
sign.
For the second metric, we use the same reference image and scaled SLF to compute a
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Table 4.1: Tomographic mapping campaign summary.
Exp. I Exp. II Exp. III
Number of discrete nodes 8
Number of radio links, N 224
Localization error RMSE < 2.0 cm
UWB pulse bandwidth 3.3− 5.5 GHz
UWB pulse duration ∼ 4 ns
UWB pulses per measurement 128
Approx. avg. pulse power −14.78 dBm
Pixel size 0.1 m 0.15 m 0.15 m
Image dimensions 30× 60 47× 60 37× 37
Data size, NT 8512 10304 9856
Data per link, n 38 46 44
Reg. parameter λ1 0.1350 0.1068 0.0936
Reg. parameter λ2 1.000 0.9770 0.6000
Est. object(s) attenuation 8.1 dB 4.15, 7.64 dB 3.72 dB
Measured object(s) attenuation 14.5 dB 14.5, 14.5 dB 6.3 dB
Est. α 1.063 0.992 1.284
SSIM index 0.891 0.802 0.448
Pixel occupancy index 0.978 0.977 0.876
simple pixel occupancy index. This is intended to measure how spatially accurate the image
reconstruction is at detecting the objects in the experiments. The scaled SLF is threshold-
ed to create a binary estimate; pixels less than 0.25 are treated as zero, and pixels greater
than 0.25 are set to one. The pixel occupancy index is then defined to be the percentage of
total pixels where the reference image and binary SLF estimate are equal. Thus, the index
falls in the range [0, 1]; higher values being better. Both the SSIM and pixel occupancy
indices are provided in Table 4.1. The following subsections detail the particulars of the
three experiments performed.
4.7.1 Experiment I: Hallway, Single Object
Our first experiment was performed in a laboratory building hallway, with the image en-
compassing an area approximately 3 × 6 m in size. The confined space, with large metal
doors and close walls is intended to create a multipath rich environment for the system to














Figure 4.5: Experiment I setup and results. Left: Hallway test setup, showing the attenuat-
ing object and CSOT nodes. Middle: overhead schematic view / binary reference image of
the test area. Data sampling locations for each node are indicated by colored dots. Right:
SLF image reconstruction from DPSS measurements.
band RF absorbing foam was used to create opacity to the UWB signals. The test utilized
3 stationary and 5 mobile nodes. The experiment setup, binary reference image, and re-
constructed images are displayed in Figure 4.5. We note that the position of the wall is
well-contrasted with the free space background, which is correctly estimated to have an
attenuation of 0 dB. As a result, the SSIM and pixel occupancy index given in Table 4.1 are
the highest of the campaign.
To estimate the attenuation of the wall from the SLF image, we take a straight line,
perpendicular path through the wall at its brightest point. Doing so gives an estimated total
attenuation of 8.1 dB, an approximation of the laboratory measured attenuation of 14.5 dB.
Note that in general, shadowing loss values obtained from the tomographic image will tend
to underestimate the true value, since the regularization applied tends to bias the solution
toward zero.
4.7.2 Experiment II: Large Room, Two Objects
Our second experiment seeks to differentiate and estimate the attenuation of two 1.22 m
objects separated by a gap of 1.58 m. The experiment was performed in a large conference
room with a larger test area of 7 × 9 m. The same type of attenuating foam was used for
the walls, and the test again used 3 stationary and 5 mobile nodes. The results are shown
in Figure 4.6. The objects are well differentiated, though we do note some over-smoothing
with our systematic regularization parameter search. This lowers the SSIM vs. Experiment
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I, though the occupancy index is still quite high. In this case, the wall sections have an
estimated attenuation of 4.15 dB (left) and 7.64 dB (right) using the same perpendicular
paths as Experiment I.
4.7.3 Experiment III: Through-wall Imaging
The final experiment seeks to demonstrate our proposed techniques for a through-wall im-
age, an application of RTI which has been frequently proposed in the literature. That is,
we wish to estimate not only the location and attenuation of visible features, but also those
which might be obstructed behind walls. To do this, a 2.44 × 2.44 m artificial building
was constructed from standard drywall material, shown in Figure 4.7. Since the drywall
is highly transparent to the UWB signal, very thin RF absorbing foam was added to the
inside surface to simulate a much thicker material. Another wall section was placed in the
center, and data was collected as shown by surveying around the perimeter using 4 mobile
and 4 stationary nodes. As shown, the image reconstruction is able to resolve the empty
space inside the structure and partially separate the interior object. Estimates of the outer
wall attenuation average 3.72 dB, measured diagonally through each corner. Laboratory
measurements of the outer wall attenuation yielded 6.3 dB. The greater difficulty in re-
constructing this image is also evident in the lower SSIM and occupancy indices, which is
consistent with the subjectively lower image quality.
The through-wall imaging performance could be improved in several ways. One could
depart from our systematic approach to finding {λ1, λ2} and manually tune these parame-
ters, as well as place additional constraints on bias vector b and path loss α. As suggested
in Section 4.4.2 and [3], the wall sections could be better estimated by altering the spatial















Figure 4.6: Experiment II setup and results. Left: Conference room test setup, showing the
attenuating objects and CSOT nodes. Middle: overhead schematic view / binary reference
image of the test area, with colored dots showing data sampling locations. Right: SLF














Figure 4.7: Experiment III setup and results. Left: Artificial building test setup, with
cutaway showing the interior object. Middle: overhead schematic view / binary reference
image of the test area, with colored dots showing data sampling locations. Right: SLF
image reconstruction from DPSS measurements.
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4.7.4 Penalty for Ignoring Random Effects
The simulation results from Section 4.6 suggest that ignoring link bias and path loss pa-
rameters (i.e., using assumed or empirical values) carries a performance penalty regardless
of the method used to estimate the image. To get a sense of the influence these parameters
may have in practice, we plot the histogram of the estimated {b̂i} in Figure 4.8. The empir-
ical distribution of values gives confidence to our original assumption that this parameter
carries a Gaussian distribution; in this case the sample mean is µ̂b = 99.60 dB and sample
standard deviation is σ̂b = 2.59 dB.
To visualize the effect of ignoring these parameters, we estimate the standard Tikhonov
regularization solution on the data for Experiment II, assuming that all links carry the same
bias b̂i = b̂ = 104.1 dB and path loss exponent α = 0.941 obtained empirically from
Figure 4.2. The result is shown in Figure 4.9. The degradation in performance is evident in
comparison with our method, particularly the streaking between positions of the stationary
nodes. This example illustrates the important observation made in Section 4.2.3 that results
for a single pair of nodes may not generalize well to an entire network, despite the estimated
parameters strongly fitting the data. This is true even if all nodes share the same hardware,
antennas, and power levels, as in our experiments.
4.8 Conclusion
In this chapter we have presented a novel mixed-effects modeling technique for aggregating
UWB signal strength measurements in an uncalibrated, mobile network, for the purposes
of performing static radio tomographic imaging. We have proposed to use the DPSS metric
from a UWB signal as a practical means of managing multipath propagation, in contrast
with other approaches. UWB has gained popularity for use in GPS-denied indoor envi-
ronments, and our imaging may be performed in parallel with cooperative localization of
the network. This is very attractive for distributed sensor networks already using UWB for
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Figure 4.8: Histogram plot showing distribution of values of the estimated {b̂i} across

















Figure 4.9: Tikhonov regularization solution for Experiment II when ignoring the random
effects. b̂i = b̂ = 104.1 dB, α̂ = 0.941 from Figure 4.2. The L-curve method was used to
determine λ2 = 1.003, and constraint θ̂ ≤ 0 is applied.
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localization or communication, since the network may immediately expand to performing
SLAM during localization.
To estimate the unknown SLF image, we have proposed to use a modified convex form
of EN regularization. Our simulation results show very attractive performance relative to
the derived Bayesian CRLB in the presence of the random effects. In our experimental re-
sults we have shown the performance of our methods to estimate both the positions as well
as the spatial loss field present in the environment using a mobile, cooperative network.4
Future research could focus on a key observation that the UWB pulse signal also cap-
tures significant channel information. While the DPSS rejects all energy not propagating
along the line of sight, this energy still carries information about the reflective environment.
This channel information could be used to also characterize the reflective environment, as
in a multistatic radar. The tomographic image (transmitted signals) and radar image (re-
flected signals) could be highly complementary in characterizing the RF environment.
Our mixed model framework for characterizing biased network parameters could also
be applied to other signal processing problems where data is collected from multiple low-
cost, uncalibrated sensors. As wireless sensor networks continue to proliferate in greater
numbers, directly estimating such parameters from the data becomes more attractive. Re-
sults could be applied wherever absolute signal levels are crucial, or when measurements
must be compared among uncalibrated sensors.




UNCOOPERATIVE RSS EMITTER LOCALIZATION IN UNCALIBRATED
NETWORKS
5.1 Background and Contributions
As discussed in Chapter 3, accurate positioning of devices (nodes) operating in an area
remains an important goal. As before, using the Global Positioning System (GPS) for lo-
calization is not always a viable option [24, 84]. This is the case in indoor environments,
or when locating uncooperative nodes. In Chapter 3, the sensing modality was two-way
time-of-flight (TOF) measurements for cooperative localization. However, many other lo-
calization techniques are possible, and localization problems are often classified by the
type of sensing mode used to collect data. Other sensing modes include measuring a radio
frequency (RF) signal’s time-of-arrival (TOA), angle-of-arrival (AOA), or received signal
strength (RSS) at the various nodes to estimate the signal source’s position [85]. Generally,
TOA and AOA techniques provide more accurate localization results, at the cost of requir-
ing synchronization between nodes and specialized antenna hardware, respectively [24].
Other considerations in the localization problem include whether or not the node(s) to be
localized will cooperate with the network, and which, if any, of the nodes are mobile.1
This chapter considers the localization of a static, uncooperative emitter using a mobile
network of sensors taking RSS measurements. There are several potential applications of
this scenario. For example, a military unmanned aerial vehicle (UAV) swarm may attempt
to locate an enemy radar site or communications tower. Alternatively, ground-based mobile
nodes in a mobile ad-hoc network (MANET) may circle a building in an attempt to locate
an interior signal source, such as a distress signal. In such scenarios, friendly nodes might
1Technical content of this chapter has been submitted for publication in the IEEE Transactions on Wireless
Communications.
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use GPS to determine their own positions, but another localization method is still needed
to determine the position of the uncooperative emitter.
We confine our analysis in this chapter to the case of RSS-based localization, as the
ability to make some measurement of received signal power is available to almost any
receiver. Further, no synchronization or particular antenna types need be used, which is
important if the network contains heterogeneous hardware or is formed on an ad-hoc basis.
Within the RSS-based paradigm, approaches generally fall into three broad, overlapping
categories in the literature. First are the so-called “fingerprint” routines, in which an indoor
area is initially surveyed, and RSS values from the available access points are mapped at
many locations. A mobile node’s position is estimated by matching its measured RSS to the
radio map in some sense [86, 87]. These methods mitigate poor modeling by mapping real
observed RSS data, but naturally suffer from the need to pre-survey an area and maintain
such a map. An alternative approach is to define a signal strength model which maps RSS
data directly onto distances, estimating the location from these derived distances [88, 89,
90, 91]. Doing so enables geometric approaches to position estimation; even sub-optimal
linear estimators are possible [86]. While it simplifies the estimator, some information
is inevitably lost in the distance mapping process. The third approach, and the one we
will consider in this chapter, is to directly estimate the emitter location from the RSS val-
ues from the resulting nonlinear model. Some possible estimators include nonlinear least
squares [92, 93], maximum likelihood, and convex relaxation techniques [94]. The direct
approach avoids loss of accuracy from transforming the data, and is not subject to cumber-
some fingerprint survey routines.
When estimating the emitter’s position from an RSS model, the presence of additional
model parameters must also be considered. These are usually the environmental path loss
exponent and the emitter power offset components. The path loss exponent measures the
rate of RSS decay with distance, and is a function of the shadowing and multipath environ-
ment. The emitter power offset is related to the transmitted signal power, measured at unit
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distance. Treatment of these parameters varies widely in the literature. Often assumed val-
ues are used, e.g. [95, 96]. Others treat these as nuisance parameters [97], or estimate them
via separate, cooperative measurements [98]. Still others attempt to remove unknowns via
transformation of the data, usually by differencing [99, 100, 101]. Some nonparametric
methods of estimating nuisance parameters in the nonlinear model have been described
in [102, 103, 104].
As the title states, we wish to focus on an important practical problem associated with
localizing an uncooperative emitter using an uncalibrated network of mobile sensors. In
such a system, each receiver node produces biased measurements of the “true” RSS, due
to natural hardware variations, antennas, method of computing RSS, etc. In the radar tar-
get tracking literature, this issue of bias is known as the sensor registration problem [105,
106]. For general localization, some bias models and estimators were considered in [107,
108] when dealing directly with range measurements. In RSS-based localization, the sen-
sor bias/registration problem has been studied for fingerprint methods, e.g. [109, 110, 111,
101], at least with respect to different emitters. At the receiver, [112] showed experimen-
tally that antenna orientation alone can account for over 10 dB of RSS variation between
otherwise identical sensors. We note, however, that this particular problem appears to be
inadequately addressed when dealing with localization directly from RSS measurements.
In this chapter, we show that this biasing effect can have a substantial impact on lo-
calization performance. A common approach when dealing with sensor biases is to model
them as unknown nuisance parameters, and estimate them directly along with parameters
of interest [113, 114]. However, nonlinear, non-convex estimation algorithms do not scale
well with the dimension of the parameter space, which in our case grows with every node
in the network. Thus, to avoid an intractable number of nuisance parameters, we choose
to treat the network’s sensor biases in a statistical manner. We model the bias of each
sensor as an additive random variable of unknown variance. It is shown that least-squares
estimates of the bias and noise variances can be obtained in closed form, thus giving an
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estimate of the data covariance. Knowledge of these statistics are then used to augment
the performance of two different estimation algorithms. We consider both a nonlinear least
squares (NLS) algorithm and a Gaussian particle filter (GPF) implementation. We show
through simulation that our methods substantially mitigate sensor bias with respect to the
Cramér Rao lower bound (CRLB), even when the sensor bias is quite large. We then
validate these simulations experimentally using real RSS data from a network of mobile
sensors. This work is presented as an extension of our uncalibrated localization work in
[7]; relevant passages are reproduced where applicable2.
The chapter is organized as follows. Section 5.2 develops the nonlinear log-distance
path loss model for RSS, extended for an uncalibrated network. Closed form estimation
of bias and noise statistics (variance parameters) is covered in Section 5.3. Use of these
estimates to augment both NLS and GPF algorithms for improved performance is detailed
in Section 5.4. Particulars of the CRLB for the model are given in Section 5.5, and per-
formance simulations are covered in Section 5.6. Section 5.7 details the results of our
RSS measurement and localization campaign, and finally we give concluding remarks in
Section 5.8.
5.2 RSS Measurement Model
5.2.1 Path Loss Model
We consider the problem of estimating the unknown position β = [βx βy]T of an emitter in
the environment. The extension to three dimensions is straightforward but not considered
here. The known position of a given receiver node will be defined by s = [sx sy]T . We will
use the well known log-distance path loss model to express the drop in RSS as the distance
between transmitter and receiver increases. This model has been verified experimentally as
a good approximation of the physical effects governing path loss in various environments
2 c© 2016 IEEE. Reproduced with permission.
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[24], and is given by
PT − PR = Pd0 + 10α log10
d
d0
+ ε , (5.1)
where PT , PR are the transmitted and received power levels expressed in dBm. The refer-
ence level Pd0 is the path loss at the reference distance d0, which is often assumed to be 1
meter for indoor localization. α > 0 is a unit-less path loss exponent governing the rate of
signal decay due to distance, equal to 2 in free space. d is the distance between transmitter
and receiver in meters, and ε is a “noise” term representing shadowing variations. Often
log-normal shadowing is assumed, so that in the dB scale ε has a zero-mean Gaussian dis-
tribution with some unknown variance σ2ε . A measured RSS value z = PR in the frequency
band of interest is expressed as
z = −10α log10 ‖s− β‖2 + p0 + ε , (5.2)
by substituting p0 = PT − Pd0 , d0 = 1 m, and distance d = ‖s− β‖2. The 2-norm ‖ · ‖2
represents the Euclidian distance. As discussed in Section 5.1, treatment of the path loss
exponent α and power offset p0 varies in the literature; generally one or both are assumed
known a-priori or estimated separately, such as with anchor-to-anchor measurements [95,
96, 98]. However, since an uncooperative emitter may generally operate in an unfamiliar
environment at an unknown power level, we assume both p0 and α to be unknown nuisance
parameters.
5.2.2 Bias Effects Extension
Most of the literature on RSS-based localization techniques assumes a stationary sensor
network, and that each node produces unbiased measurements z. However, differences in
receiver hardware, antenna type/orientation, cable lengths, etc. will introduce an unknown
bias for each node. Note that prior calibration of the system is often impractical, particu-
larly as the node count increases. In this section we extend the basic path loss model (5.2)
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to incorporate these effects statistically as random variables.
Again, we assume that the network is mobile and consists of N receivers. Let each
node i collect a set of Mi RSS values, where i ∈ {1...N}. The known position of a receiver
node is then given by sij = [sij,x sij,y]T for node i and RSS data point j. While in general
each Mi can be different, in this work we simplify the notation by assuming Mi = M , so
that each node has the same data size, and j ∈ {1...M}. It is assumed that if multiple RSS
values are taken at a given node position, they are averaged to obtain a single value.
We incorporate the bias effect of each uncalibrated receiver by assuming an additional
additive zero-mean Gaussian random variable bi ∼ N (0, σ2b ) for each node, so that a single
RSS value zij is given by
zij = −10α log10 ‖sij − β‖2 + p0 + bi + εij
= f(sij,θ) + bi + εij , (5.3)
where θ = [βT , α, p0]T and we use the nonlinear function f(·) to compact notation and
collect nonrandom terms. The bias variance σ2b is considered unknown. Aggregating the
data from sensor node i into a vector gives
zi = f(si,θ) + bi1M + εi , (5.4)
where the position vector si = [sTi1...s
T
iM ]
T . Thus, the data for node i are a function of
both fixed parameters common to all nodes in the network {β, α, p0}, as well as random
terms bi and εi which are specific to node i. Viewed in this context, (5.4) has the form of
a nonlinear mixed effects model from the field of statistics [77]. Such models are called
mixed because the data are defined by random and nonrandom unknowns, and the data
may be organized into “bins” (mobile receiver nodes in our case). Our formulation has
been called a nonlinear marginal model, because the random terms enter the model in a
linear fashion [76].
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We assume that the bias and noise terms {bi, εi} are independent across nodes {i}. The
within-node noise vector εi is assumed to have iid Gaussian components εi ∼ N (0, σ2ε IM)
unless otherwise indicated. Within node i, random variables bi and εi will be considered
mutually independent. In subsequent sections, if any of the aforementioned distributional
assumptions are not necessary, they will be indicated in context. In any case, it is still
assumed that σ2b , σ
2
ε are unknown to the system, and are referred to as variance parameters.
5.3 Variance Parameters Estimation
5.3.1 A Note on MLE
A maximum likelihood estimator (MLE) is at least asymptotically efficient, and thus com-
monly used for well determined problems in which the data samples significantly outnum-
ber the unknown parameters. From (5.4), it is clear that the RSS data for each node have







ε IM , (5.5)
for the data collected by node i. The corresponding log likelihood function is then given by
L
(







(zi − f(si,θ))T C−1z (zi − f(si,θ)) , (5.6)
after dropping the constant term −M/2 ln 2π. The likelihood function has closed form be-
cause the random terms in our model are additive and linear, thus preserving the Gaussian
distribution of the data. However, L (·) is clearly a nonlinear and non-convex function of
parameters θ, σ2b , and σ
2
ε . Since each node in the network is assumed independent, the
MLE can be expressed as the estimator
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Solving (5.7) is challenging due to its nonlinearity in θ and unknown variance parameters
σ2b , σ
2
ε . Various iterative approaches exist in the statistical literature, e.g., [115]. Due
to space constraints we refer the reader to the given reference for details of the complex
algorithms for nonlinear mixed model MLE. In our work in [7], the MLE was shown to
have virtually identical performance to our method of augmenting NLS, and our method is
much simpler to implement. Thus we omit the MLE from our results in this work.
5.3.2 Variance Least Squares Estimator
In this section we explain the method used to obtain estimates of variance parameters σ2b
and σ2ε . The complexity of maximizing (5.7) motivated the search for a simpler approach
with good performance. In this section we propose to derive and apply a closed-form vari-
ance least squares (VLS)-type estimator to estimate vector θ in the nonlinear model of
(5.4). The technique traces back to the work of [116], and general expressions for unbiased
and biased versions for a linear mixed model can be found in [76]. The VLS approach
has several desirable properties. First, VLS requires us to estimate only the mean and co-
variance of the data, and thus the Gaussian assumptions of Section 5.2 are not required.
Second, VLS generalizes easily to nonlinear models, facilitating derivation and implemen-
tation. Finally, our proposed algorithms in Section 5.4 demonstrate very good finite sample
performance with respect to the CRLB. Simulation and experimental results are covered in
Sections 5.6 and 5.7, respectively.
The basic concept of VLS is intuitively appealing. Assuming an estimate of parameter
vector θ is available, use it to minimize the squared error between the empirical covariance
matrix and estimated covariance matrix parametrized by σ2b , σ
2
ε , doing so across all nodes
in the network. In this work, we first obtain an initial estimate via nonlinear least squares.
We denote this initial estimate as




‖zi − f(si,θ)‖22 = LM({zi, f(·)}) , (5.8)
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where the notation indicates our use of the Levenberg-Marquardt (LM) algorithm [117].
We choose the LM as a compromise between the Gauss-Newton and gradient descent ap-
proaches, balancing convergence speed with stability. As with any nonlinear iterative tech-
nique, it is advisable to try multiple random initial conditions for θ in order to avoid local
minima. Once the initial NLS estimate θ̂0 is obtained, it can be used to estimate the true
mean of the data for node i, E[zi] = f(si,θ) by making the substitution f(si, θ̂0). In subse-
quent sections, we will use the index k to indicate that θ̂k is the estimate of true parameter
θ at the k-th iteration.
Define the residual vector for node i as ri = zi − f(si, θ̂k). Thus a scaled empirical
covariance matrix for node i can be computed as rirTi . VLS seeks the best fit in the least
squares sense between this empirical covariance and the theoretical data covariance of (5.5),















∥∥rirTi − σ2b1M1TM − σ2ε IM∥∥2F , (5.9)
where ‖ · ‖F indicates the Frobenius matrix norm. It can be shown that the VLS estimates
are given in closed form by
σ̂2b =
1























where NT = N ·M is the total data size. The detailed proof is provided in Section 5.9.
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5.4 Localization Algorithms
In this section we propose two novel localization algorithms for the uncalibrated network
model (5.4). Both are informed by the VLS parameter estimates of Section 5.3.2, implic-
itly accounting for node bias. This statistical approach avoids adding additional nuisance
parameters for every receiver node, which would quickly become intractable as N grows.
The first algorithm is an extension of NLS via iterative reweighting, and was also covered
in our work in [7]. For the second algorithm, we propose a new approach with improved
performance, based on Gaussian particle filtering.
5.4.1 NLS-VLS Algorithm
With variance parameter estimates σ̂2b , σ̂
2
ε , it is possible to transform the basic NLS algo-







ε IM is used to compute weights via the upper Cholesky decomposition,
WTW = Ĉ−1z . Then the data and model are linearly transformed for each node via
{z′i} = {Wzi} (5.12)
{f ′(si,θ)} = {Wf(si,θ)} . (5.13)
This transformation is mathematically equivalent to performing nonlinear least squares us-
ing the weighted norm ‖ · ‖2
Ĉ−1z
in (5.8). The NLS-VLS algorithm can then proceed to pro-
duce a new estimate θ̂1 by performing a single iteration of the LM least squares algorithm,
which we will denote as LM+({z′i, f ′(·)}). The algorithm alternates between estimating
the fixed parameters θ̂ and variance parameters σ̂2b , σ̂
2
ε until convergence is reached. We
formalize our NLS-VLS estimator in Algorithm 2.
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Algorithm 2: NLS-VLS Uncalibrated Localization
Data: RSS data {zi}, positions {si} for nodes i ∈ {1...N}, convergence tolerance δ
Result: Fixed parameter estimate θ̂ = [β̂T , α̂, p̂0]T , variance parameter estimates σ̂2b ,
σ̂2ε
1 begin
2 Initialize iteration k = 0;
3 Initialize estimate θ̂0 ← LM({zi, f(·)}) from (5.8);
4 while STOP = FALSE do
5 Residuals {ri} ← {zi − f(si, θ̂k)};
6 Variance parameters σ̂2b , σ̂
2
ε from (5.10), (5.11);
7 Est. covariance matrix Ĉz ← σ̂2b1M1TM + σ̂2ε IM ;





9 Transforms {z′i, f ′(·)} from (5.12),(5.13);
10 θ̂k+1 ← LM+({z′i, f ′(·)});
11 if ‖β̂k+1 − β̂k‖ < δ then
12 STOP← TRUE
13 else





Particle filtering methods can be extremely powerful; nonlinear dynamic systems can often
be modeled very accurately with a sufficient number of particles [114]. In general, a set of
candidate “particles” representing the system state θ are drawn randomly from a sampling
distribution. The particles are then weighted according to the likelihood of each particle
from the observed data. A resampling or propagation step is then performed to select
particles for the next iteration. In this section we introduce a new localization algorithm
based on the principles of the Gaussian particle filter (GPF) [118]. We select the GPF
specifically because of its natural ability to handle static parameters (θ in our case). The
GPF also does not require a resampling step for the particles. Instead, new particles are
drawn from an estimated Gaussian distribution at each iteration.
The key point to consider is that particle filtering algorithms are inherently proba-
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Algorithm 3: GPF-VLS Uncalibrated Localization
Data: RSS data {zi}, positions {si} for nodes i ∈ {1...N}, convergence tolerance δ





2 Initialize iteration k = 0;
3 Initialize estimate θ̂0 ← LM({zi, f(·)}) from (5.8);
4 Initialize particles x(q) ∼ N (µ0,Σ0), q ∈ {1...Np};
5 while STOP = FALSE do
6 Residuals {ri} ← {zi − f(si, θ̂k)};
7 Variance parameters σ̂2b , σ̂
2
ε from (5.10), (5.11);
8 Est. covariance matrix Ĉz ← σ̂2b1M1TM + σ̂2ε IM ;
9 Particle weights w(q) ←∑i L (zi|x(q)) from (5.6);
10 Normalize weights w(q) ← w(q)∑
q w
(q) ;
11 Mean and covariance of filtering density:
12 µ←∑q w(q)x(q);
13 Σ←∑q w(q)(x(q) − µ)(x(q) − µ)T ;
14 New particles x(q) ∼ N (µ,Σ), q ∈ {1...Np};
15 Parameter estimate θ̂k ← µ;
16 if ‖β̂k+1 − β̂k‖ < δ then
17 STOP← TRUE
18 else




bilistic. That is, the weight of particle p is optimally determined via the log-likelihood∑
i L (zi|θ(p)). Clearly from (5.5) and (5.6), the likelihood is dependent on the variance
parameters σ2b , σ
2
ε . Typically these values are either assumed or determined offline through
a “tuning” process. While certain particle filtering algorithms could choose to treat these
as additional model parameters, it should be noted that increasing the dimension of the pa-
rameter space can greatly increase the required particles to maintain performance. Instead
we use the VLS closed-form estimates of σ2b , σ
2
ε to inform the likelihood function in much
the same way that the weights W inform the NLS-VLS. The detailed procedure is shown
in Algorithm 3, including the sampling steps required for a GPF.
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5.5 Cramér Rao Lower Bound
The CRLB is a well known lower bound on the variance of an unbiased estimator of a
fixed parameter. As such it is useful as a benchmark for the performance of our proposed
methods as well as those which fail to account for node bias. Expressions for the general
form of the CRLB for the vector Gaussian case are readily available, see e.g., [119]. An





≥ [F−1]pp, and for our problem η = [θT , σ2b , σ2ε ]T . In this special case
it can be shown that the Fisher information for node i will have block diagonal form:
Fi = diag[I i(θ), Ψi(σ2b , σ2ε )] [119]. Since we are primarily interested in θ, we can focus
on the expression for the Fisher submatrices I i, which reduces the Fisher information to









Since data gathered by each node in the network is assumed independent, we use the addi-




I i . (5.15)
Clearly we are interested in how accurately the emitter’s position β = [βx βy]T can be
estimated. Rather than look at the elements of β individually, it is more natural to consider
the distance ‖β − β̂‖2 =
√
(βx − β̂x) + (βy − β̂y) = g(β). To do so requires that the












Note that the gradient of g(·) with respect to the other parameters is zero, ensuring that
the dimensions agree. We use the expression in (5.16) to bound the (root) mean-squared
error (MSE) in simulation. In this case the CRLB depends on the unknown parameters
as well as the geometry of the problem, requiring that many random configurations be
simulated to obtain an average lower bound.
5.6 Performance Simulations
We have performed simulations of our uncalibrated network RSS measurement model of
Section 5.2 to demonstrate the performance of our VLS-augmented algorithms in Sec-
tion 5.4. The CRLB of Section 5.5 for the uncalibrated network is also simulated to pro-
vide a lower bound on root mean squared error (RMSE) for localization of the emitter.
To demonstrate the effect of ignoring the sensor bias, we also include the performance of
the standard NLS [117] and GPF [118] algorithms. These naive estimators omit the VLS
steps and assume unbiased data from all nodes, as is normally the case in the localization
literature.
We choose simulation parameters to be relatively consistent with the scale of our ex-
perimental results, covered in Section 5.7. Each iteration simulates N mobile nodes each
collecting M RSS values according to model (5.4), while taking a random walk through
a 50 × 50 m area. The step length for each node is normally distributed with zero mean
and standard deviation σ = 0.5 m. The target emitter is randomly placed in the 20× 20 m
area in the center. Parameters α and p0 are selected at each run from uniform distributions
U [2, 4] and U [−50,−10] dBm, respectively. The variance parameters are also selected to
be similar to the experimentally estimated values. We fix the noise variance parameter at
σε = 4 dB, and bias at σb = 6 dB. Additionally, Np = 500 particles are used for the particle
filters, and exact knowledge of σ2ε is granted to the naive GPF algorithm.
The simulation results are shown in Figure 5.1. The RMSE of each algorithm is plotted
vs. node count N , with each successive plot showing the effect of increasing the data per
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node M . In the top plot of Figure 5.1, each node gathers only M = 25 RSS values. The
small data set for each node is still sufficient for a performance improvement when using
VLS over the naive methods. The GPF-VLS, for example, improves upon the GPF by an
average of 1.04 m, or 14%. Increasing each node’s data to M = 50 makes the performance
improvements much more evident. In this case, the GPF-VLS reduces the RMSE over the
GPF by an average of 3.17 m, or 41%. Finally, we highlight the bottom plot of Figure 5.1,
where M is increased further to 100 RSS values per node. Here the GPF-VLS is virtually
efficient for N > 10. This corresponds to improving RMSE over the GPF by an average
5.46 m, or 67%, a very significant improvement.
We also note the performance improvement of the particle filter based GPF-VLS over
the nonlinear least squares based NLS-VLS. Particle filters in general handle nonlinear
models very naturally without the linearizing approximations made in NLS type algo-
rithms. The result is a significant jump in efficiency provided the sensor bias is accounted
for. The drawback is computational cost, especially for large numbers of particles. We do
not provide a quantitative analysis of computational cost here, as this will depend upon the
implementation of each algorithm, however we note that it exists. If convergence time over
accuracy is a priority, the NLS-VLS may be preferable.
It is clear from (5.15) and the positive semidefinite property of the Fisher information
that the CRLB will decrease with increasing node count N . However, also observe in the
three plots of Figure 5.1 that the CRLB also drops with increasing data per node M . This
property would be difficult to show analytically for our model, however the behavior is
clear from the simulations. Also as shown in Figure 5.1, both the GPF-VLS and NLS-VLS
become more efficient as the data per node M increases. These observations are interest-
ing in that performance can be improved by increasing either the number of uncalibrated
sensors N , or the quantity of data each collects, M .
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Figure 5.1: Simulation results of the proposed methods, naive estimators, and CRLB. 960





























Figure 5.2: Outdoor RSS data collection. The global mean fit is indicated by the black line;
colored lines are best fit for each receiver type. Path loss exponent α̂ = 1.25.
5.7 Experimental Results
5.7.1 Hardware and Measured Bias Effects
For the experimental campaign, the 2.4 GHz band was chosen for its ubiquity and ease of
data collection. Likewise, localization of such signals is a common theme in the literature.
The mobile receiver nodes consist of three distinct, commercially available WiFi adapter
models with different stock antenna configurations. These adapters are shown in Figure 5.3.
The uncooperative emitter is an 802.11n WiFi router, nominally transmitting at 20 dBm.
To examine the effect of the heterogeneous hardware on measuring RSS, an outdoor
experiment was first performed. RSS data was gathered from each receiver node over a
wide range of distances up to 100 m. The results are plotted in Figure 5.2, showing the best
fit lines for the global mean data as well as the individual units. These results illustrate the
clear variation between the individuals and the mean; estimated bias levels are−12.7, 5.91,
and 6.82 dBm for CanaKit, WifiN, and Comfast adapters, respectively. The effects of this
variation between units on localization performance are examined in the following section.
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5.7.2 Indoor Localization
We have performed indoor localization experiments to test the real performance of our
proposed algorithms in Section 5.4. The experiments are based on one of the proposed
use cases in Section 5.1, that is, a set of mobile receivers encircling a building searching
for an interior emitter. A view of the laboratory setting of the experiments is shown in
Figure 5.4. Two of each of the aforementioned receiver units were used so that N = 6
for the experiments. M = 50 RSS values were gathered by each node, which allowed the
nodes to move approximately 0.5 m at each time step without significant overlap.
Graphical results for Experiment I are plotted in Figure 5.5. The overhead schematic
view illustrates the relative performance of each algorithm in locating the emitter, as well
as RSS data collection points. The detailed numerical results are provided in Table 5.1.
Examining the results for Experiment I shows the NLS-VLS and GPF-VLS algorithms
reducing RMSE by 1.72 m (18.2%) and 3.15 m (35.4%) when compared to the naive
NLS and GPF, respectively. Note also that both VLS augmented algorithms estimate a
significant bias variance parameter; the values are σb = 5.89 dB and σb = 6.62 dB.
For Experiment II, virtually the same sensor geometry is replicated from Experiment I.
The difference lies in choice of sensor type used for each path. This can be seen in the
colored dots used for each receiver type, plotted in Figure 5.6. This result demonstrates the
spatial impact of the individual sensor bias on the localization solutions. The naive NLS
and GPF algorithms both deteriorate significantly in performance, with the NLS giving
particularly poor results off of the lower map edge. This is not a problem for the VLS
augmented algorithms; in fact their performance in this experiment actually improves. The
numerical results can also be found in Table 5.1. NLS-VLS and GPF-VLS each improve
over the naive methods by 30.6 m (92.1%) and 9.98 m (80.7%).
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Figure 5.3: Heterogeneous receiver hardware used in the experiments. Left to right, WiFi
adapters from CanaKit, WifiN, and Comfast shown with Raspberry Pi controllers. Nodes
were supported by movable tripods during testing.
Figure 5.4: Panoramic view of test area, as seen from the origin.
Measurement Pos. Emitter Pos. NLS GPF NLS-VLS GPF-VLS
Figure 5.5: Experiment I results in indoor environment. Dot colors indicate the type of
mobile sensor used to record RSS: CanaKit, WifiN, and Comfast adapters are indicated
by cyan, light purple, and magenta, respectively. Each grid space equals one square meter.
The origin is indicated by the black triangle in the lower left.
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Table 5.1: Uncalibrated Localization Campaign Summary.
Exp. I Exp. II
Number of mobile nodes, N 6
Number of unique RX hardware 3 (2 ea. type)
Data per node, M 50
Test area size (m) 25× 63
Approx. emitter TX power (dBm) 20
NLS:
Position RMSE (m) 9.43 33.2
Est. α 5.33 5.82
GPF:
Position RMSE (m) 8.90 12.37
Est. α 5.65 3.83
NLS-VLS:
Position RMSE (m) 7.71 2.63
Est. α 4.28 3.92
Est. σε (dB) 4.06 4.76
Est. σb (dB) 5.89 8.23
GPF-VLS:
Position RMSE (m) 5.75 2.39
Est. α 3.99 3.91
Est. σε (dB) 4.06 4.76
Est. σb (dB) 6.62 8.16
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Measurement Pos. Emitter Pos. NLS GPF NLS-VLS GPF-VLS
Figure 5.6: Experiment II results with a different arrangement of sensors. Coloration
to indicate sensor type is identical to Experiment I, Figure 5.5. The NLS solution
(27.5,−20.4) m is outside the visible area of the map.
5.8 Conclusion
In this chapter we have explored the effects of individual receiver bias on the localization
of an uncooperative emitter. Both simulation and experimental results show that this effect
can be significant and degrade the efficiency of localization algorithms. Even powerful
nonlinear techniques such as the GPF do not handle these effects well. Additionally, prior
calibration of sensors is cumbersome, and may not be possible in an ad-hoc scenario. Fur-
thermore, the simple approach of augmenting parameter vector θ with additional unknowns
quickly becomes intractable for nonlinear models.
Instead we have chosen to take a statistical approach, estimating the effects of the bias
on the data vector through the covariance. This method improves in performance not only
as more data is collected for a given node, but also as the network size grows. We have
shown the substantial performance improvement over naive methods in the general case
through simulations. Experimental results have indicated an improvement in accuracy even
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in real localization scenarios.
Future research could focus on expanding these results to new use cases. Generalizing
these methods to the case of a mobile uncooperative emitter could prove very beneficial.
Other localization paradigms, such as AOA, could also be investigated. Finally, expand-
ing to other frequency bands, such as joint estimation utilizing 5 GHz WiFi signals, may
improve accuracy even further.
5.9 Chapter Appendix: VLS Derivation
He we prove the results in (5.10) and (5.11). The starting point is very similar to the
methods used in [76] for a general linear model, though here we show that for our model















∥∥rirTi − σ2b1M1TM − σ2ε IM∥∥2F , (5.17)
where ri = zi − f(si, θ̂k) ∈ RM is the residual computed at the current estimate of the
parameters θ̂k, for node i ∈ {1...N}, and iteration k. Now note that for a symmetric matrix





























































Note that as before, NT = N ·M is the total data size. The final step holds via the cyclic
property of trace and trace of a scalar: Tr(aaTbbT ) = Tr(bTaaTb) = bTaaTb. Setting



















rTi ri − σ2b . (5.20)
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[98] M. B. Jamâa, A. Koubâa, N. Baccour, et al., “EasyLoc: Plug-and-play RSS-based
localization in wireless sensor networks,” in Cooperative Robots and Sensor Net-
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