Abstract. For an arbitrary number field K with ring of integers OK, we prove an analogue over finite rings of the form OK/p m of the Fundamental Theorem on the Fourier transform of a relative invariant of prehomogeneous vector spaces, where p is a big enough prime ideal of OK and m > 1. In the appendix, F. Sato gives an application of the Theorems 1.2 and 1.5 (and Theorems A, B, C in [4]) to the functional equation of L-functions of Dirichlet type associated with prehomogeneous vector spaces. §1. Introduction
§1. Introduction
We prove an analogue over finite rings of the Fundamental Theorem on the Fourier transform of a relative invariant of prehomogeneous vector spaces. Roughly speaking, M. Sato [16] proved the Fundamental Theorem of prehomogeneous vector spaces over archimedian local fields, over p-adic number fields this is due to J. Igusa [6] , and J. Denef and A. Gyoja [4] proved the Fundamental Theorem over finite fields of big enough characteristic. In this paper we prove for an arbitrary number field K an analogue of the Fundamental Theorem over rings of the form O K /p m , where p is a big enough prime ideal of the ring of integers O K of K and m > 1. The proof 1 
2

R. CLUCKERS AND A. HERREMANS
uses [4] and explicit calculations of exponential sums over finite rings.
F. Sato defines in [13] L-functions of Dirichlet type associated to prehomogeneous vector spaces. In the functional equation of these L-functions [13] , similar exponential sums occur as the exponential sums in the Fundamental Theorem. Therefore, our results will give information about these L-functions and its entireness as it is proved by F. Sato [14] in the appendix. To state the main result, we briefly recall some theory of prehomogeneous vector spaces. More details can be found in [4] and [13] .
Throughout the paper we let (G, ρ, V ) be a reductive prehomogeneous vector space, meaning that G is a connected complex linear reductive algebraic group, ρ : G → GL(V ) is a finite dimensional rational representation, and V has an open G-orbit which we denote by O 0 . We also assume that (G, ρ, V ) has a relative invariant 0 = f ∈ C[V ] with character φ ∈ Hom(G, C × ), that is, f (gv) = φ(g)f (v) for all g ∈ G and v ∈ V.
If we write ρ ∨ : G → GL(V ∨ ) for the dual of ρ, then (G, ρ ∨ , V ∨ ) is also a prehomogeneous vector space, with an open G-orbit which we denote by O ∨ 0 , and there exists a unique relative invariant 0 = f ∨ ∈ C[V ∨ ] whose character is φ −1 .
There also exists a unique G-orbit O 1 which is closed in Ω := V \f −1 (0) and a unique G-orbit O ∨ 1 which is closed in Ω ∨ := V ∨ \ f ∨−1 (0). If we put F := grad log f and F ∨ := grad log f ∨ , then F (Ω) = O ∨ 1 , and F ∨ (Ω ∨ ) = O 1 (see [5, 1.4 (1), 1.18(2)]).
We have dim V = dim V ∨ =: n, dim O 1 = dim O ∨ 1 =: r, and deg f = deg f ∨ =: d (see [5, 1.18(3) 
5(2)]).
We also have f ∨ (grad x )f (x) s+1 = b(s)f (x) s for some b(s) ∈ C[s], [5, 1.6] , and we write b 0 for the coefficient of the term of highest degree of b(s).
Throughout the paper, we let K be a fixed number field with ring of integers O K . In the rest of the introduction and in section 5, we will make the following assumption:
Basic Assumption 1.1. We assume that all occurring objects, morphisms, and properties which are defined over C are also defined over a ring R ⊂ C of finite type over Z, whose quotient field is the number field K (this is possible by the work of Grothendieck). In particular, we take R large enough so that b 0 is in R.
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Also, we will assume that p is a prime ideal of O K that lies above an odd prime number p such that pR is a prime ideal of R, and we will write q := #(O K /p).
For such p and p, the rings O K /p m and R/p m R are isomorphic and will be identified.
For a scheme X over R and an algebra S over R we write X(S) to denote the set of S-rational points on X (that is, the set of morphisms Spec S → X over R).
We obtain the following analogues of the Fundamental Theorem for prehomogeneous vector spaces: 
If we assume the basic assumption 1.1, that p | d, and that either dimO 1 = 1, or O 1 = O 0 = Ω, then the following hold:
where κ ∨ (L) = ±1 is a constant which only depends on L and α(χ, m) = ±1 is a constant which depends on χ and m; 
Then the following hold:
where κ ∨ and α(χ, m) are the same as in Theorem 1.2;
The essential (and typical) content of these Fundamental Theorems is that the discrete Fourier transform of the function
times some factors, and vice versa.
The first part of Theorem 1.2 is obtained by combining explicit calculations of character sums of quadratic functions ( §2) and of discrete Fourier transforms ( §4), a p-adic version of the Lemma of Morse ( §3), and results of [4] . The second part of Theorem 1.2 is established by comparing the L 2 -norms of χ(f ) and of its discrete Fourier transform. The proof of Theorem 1.3 is analogous to that of Theorem 1.2.
We also obtain explicit formulas for κ ∨ (L) and α(χ, m), using work in [4] and elementary calculations. For this we need the notion of discriminant of a matrix, as in [4, 9.1.0]. Definition 1.4. For a symmetric (n, n)-matrix A with entries in a field k, if t XAX = diag (a 1 , . . . , a m , 0, . . . , 0) with X ∈GL n (k), t X its transposed, and a i ∈ k × , we put ∆(A) := m i=1 a i ∈ k × /k ×2 , with k ×2 the squares in k × , and we call it the discriminant of A.
Under the basic assumption 1.1, identify for a moment (a model over R of) V ∨ with Spec R[y 1 , . . . , y n ], and write k p for the finite field Remark 1.6. It is interesting to compare these formulas to the formulas for m = 1 given in [4] ; it seems that if m = 1 the formulas depend more on subtle information of the Bernstein polynomial of f .
Acknowledgements. The authors would like to thank Jan Denef and Akihiko Gyoja for the discussions and helpful ideas they communicated during the preparation of this paper. In fact, a complete outline of the main results and their proofs was given to us by Denef. Furthermore we are in great debt to Fumihiro Sato, who agreed on writing an appendix to this paper. We thank the referee for his useful suggestions to improve the results and presentation of the paper. §2. Some preliminaries on character sums Let χ be a multiplicative character mod p m , extended by zero for a ≡ 0 mod p. We say that χ is induced by a character χ 1 mod p n for n < m if χ 1 (a mod p n ) = χ(a) for all a ∈ O K /p m . We call χ primitive if there exists no such n < m and χ 1 mod p n such that χ is induced by χ 1 ; the character χ is a primitive character mod p m if and only if there exists an integer d such that d ≡ 1 mod p m−1 and χ(d) = 1 (see e.g. [1] ). Analogously we call an additive character ψ mod p m primitive if it is not induced by a character ψ 1 mod p n for n < m. The character ψ is primitive if and only if ψ(1) is a primitive q m -th root of unity (see e.g. [1] ). Let f be a polynomial in n variables over O K . If we evaluate χ(f (x) mod p m ), it is well known that only the critical points mod p contribute to the sum, i.e. the elements c ∈ O K /p m for which grad(f )| c ≡ 0 mod p. We give an extension of this result. 
we obtain that
where
is the minimum of the p-valuations of ∂f ∂x j | x for j = 1, . . . , n. Moreover, the same formulas hold for an additive character ψ instead of χ.
Proof. We first prove the Proposition for a function of one variable. First we sum over those x with p-valuation of f ′ (x) equal to i and fixed residue class of x mod p m−i−1 . It suffices to prove that
is zero for every i < 
Equality (2.2) comes from the fact that the p-valuation of the terms of degree ≥ 2 in x − c are at least m.
Either there are no terms in (2.2) and then it is automatically zero, or, there are terms and then Equality (2.3) follows immediately. We conclude that the sum (2.3) is zero since we sum a non-trivial additive character ψ(z) := χ(1 + π m−1 p αz) over O K /p; ψ is indeed non-trivial since χ is primitive. The case where f is a function in more than one variable is completely analogous: one ends up with the sum
where z = (z 1 , . . . , z n ) and
. . , n, where at least one of the α j is a multiplicative unit mod p. Using the additivity of the character ψ(y) := χ(1 + π m−1 p y) we can split our sum into a product of n sums, one of which is zero like above.
Definition 2.2. Let p be a prime ideal of O K not containing 2 and let m > 1 be an integer. Let χ, resp. ψ, be a primitive multiplicative, resp. primitive additive, character mod p m . Then, we put
One can calculate the value ofα(χ, m) with elementary calculations, using Proposition 2.1, to obtain the following lemma.
Lemma 2.3. With the assumptions and notation of definition 2.2, we have
is the Legendre symbol mod p, π p is in p of p-adic order 1, and G(., .) is the classical Gauss sum.
This Lemma and an induction argument yield the following proposition.
Proposition 2.4. We use the assumptions and notation of definition 2.2. Suppose that f = a 0 + a 1 x 2 1 + . . . + a n x 2 n , where a 0 , a 1 , . . . , a n are multiplicative units mod p m . If we put
the Legendre symbol mod p.
For completeness, we give the analogue of the above results for a primitive additive character ψ. The calculations are similar as for multiplicative characters.
Lemma 2.5. With the assumptions and notation of definition 2.2, we have
, and G(., .) the classical Gauss sum; and
-adic analogue of the Lemma of Morse
We prove an analogue of the Lemma of Morse (originally formulated for C ∞ functions on real manifolds), for p-adic analytic functions. This Lemma is normally stated as a local property, but here we can work with fixed (large) neighborhoods. To deal with the fact that Z p is totally disconnected, we will use a global notion of analycity for p-adic maps. Results in this section also hold for finite field extensions of Q p .
We call f analytic if there is a finite cover of A by opens U such that the restriction of f to each U is globally analytic. Similarly, we call a map f : A ⊂ Z n p → Z m p analytic if it is given by analytic functions on A. An analytic bijection with analytic inverse is called bi- are globally analytic, see e.g. [18] . We call a point a
as defined above. Similarly we speak of non-degenerate critical points and non-degenerate critical point modulo p. This is independent of the choice of U i and π i .
The next Lemma is a p-adic variant of the Inverse Function Theorem.
The following is a p-adic analogue of the Lemma of Morse. The proof goes along the same lines as in [8] and we refer to [8] , Lemma 2.2 for the details. 
Proof. The uniqueness of the critical point c is proved in Lemma 3.4 below. We may suppose that f (0) = 0 and c = 0. We can write
] and since p = 2 we can assume that h ij = h ji . Suppose by induction that we have a (globally) bi-analytic map
) ij with λ a unit in Z p , so det(H ij (0)) ij ≡ 0 mod p and after a linear change in the last n − r + 1 coordinates we may assume that
There is a well-defined square root function √ : 1 + pZ p → 1 + pZ p which is (globally) analytic. We put g(u) =
Hrr(u) ar
for u ∈ (pZ p ) n , so g is (globally) analytic on (pZ p ) n . We can now define a (globally) analytic map
Clearly we have that det(
We then obtain for all x ∈ (pZ p ) n and v = T r (x)
. This finishes the induction argument. The equality χ 1
follows by a classical argument as in [8] . To finish the proof we only have to prove the Lemma below. 
Since 0 is a non-degenerate critical point of f modulo p, we see that a i ≡ 0 mod p and det(Hs(g)| 0 ) ≡ 0 mod p. By Lemma 3.2 the map T :
) is a bi-analytic bijection. A fortiori, there is a unique point c ∈ (pZ p ) n such that T (c) = (−a 1 , . . . , −a n ). Since grad(f )| x = grad(g)| x + (a 1 , . . . , a n ), the condition T (x) = (−a 1 , . . . , −a n ) is equivalent with the condition grad(f ) 
Then we have
with Proof. By Hensels Lemma and since X is smooth over Z p , we can cover M by finitely many disjoint compact opens U such that for each U we can find an analytic isometry π :
By the Lemma of Morse we can find for each critical point c i a bi-analytic isometric transformation
( j a j ). We can now calculate 
a homogeneous polynomial of degree d and let χ, resp. ψ, be a primitive multiplicative, resp. primitive additive, character modp m .
We will calculate the discrete Fourier transform of χ(f ), defined by
After a linear change of variables we can assume that the p-valuation of a 1 is minimal, i.e. v p (a 1 ) ≤ v p (a i ) for i = 2, 3, . . . , m. We denote k :=
we may assume that L(x) = π k p x 1 , and the above Fourier transform equals
where f (T −1 ) is still a homogeneous polynomial of degree d in x.
Proposition 4.1. Let p be a prime ideal of O K and let π p ∈ p be of 
Proof. As explained in the previous discussion, we may always assume that L(x) = π k p x 1 , with π p ∈ p of p-adic order 1. We start with splitting up the sum depending on the p-valuation of x 1 . We call the subsum of S(L), consisting only of the elements x with v p (x 1 ) = j to be A jk . More precisely,
A jk , with
where x := (x 2 , . . . , x n ). We rewrite q j A jk as
Equality (4.1) holds because only the value of y mod p m−j is relevant. Equality (4.2) is just substituting x = (x 2 , . . . , x n ) by y x = (yx 2 , . . . , yx n ); since y is a unit the set over which we sum does not change. The last equality uses that f is homogeneous of degree d and the fact that
We want to prove that all A jk are zero except when k = j = 0. Since p | d, we have that χ d is still a primitive character modp m . Therefore, there exists an a ∈ O K /p m such that a ≡ 1 mod p m−1 and χ d (a) = 1 (see section 2). By a classical argument we obtain:
if j + k ≥ 1. Indeed, the first equation is just substituting y by ay, where a is a unit. The second uses the fact that χ d is multiplicative and since a ≡ 1 mod p m−1 , we have ay ≡ y mod p m−k−j if j + k ≥ 1. Since χ d (a) = 1, we conclude that
Note that when j + k ≥ m this sum is just
which is directly seen to be zero. This proves the Proposition since only A 00 is non-zero. A 00 equals the non-zero term of the Proposition by the equality (4.3). §5. Applications to Prehomogeneous Vector Spaces.
We recall the notation from the introduction. We let (G, ρ, V ) be a reductive prehomogeneous vector space with a relative invariant 0 = f ∈ C[V ] with character φ ∈ Hom(G, C × ). The affine space V has an open G-orbit which we denote by O 0 .
We write ρ ∨ : G → GL(V ∨ ) for the dual of ρ. We consider the dual prehomogeneous vector space (G, ρ ∨ , V ∨ ) with open G-orbit O ∨ 0 and relative invariant 0 = f ∨ ∈ C[V ∨ ] with character φ −1 .
We write Ω := V \ f −1 (0) and Ω ∨ := V ∨ \ f ∨−1 (0). Further we write O 1 for the G-orbit which is closed in Ω and a O ∨ 1 for the G-orbit which is closed in Ω ∨ .
If we put F := grad log f and 
Then, S(L) equals
Equality (5.1) follows from Proposition 4.1. We deduce equality (5.2) from the fact that for x ∈ Ω(R) one has f (x) = f (F ∨ F (x)) (under the basic assumption), see [5, Lemma 1.8] .
Equality (5.3) follows from the following observations which hold under the assumptions of the theorem: 1) the map F ∨ • F : Ω → O 1 is a locally trivial fibration over R with fiber an n − r-dimensional affine space over R (see [5, Theorem 1.18] 
is trivial, so we may suppose that dimO 1 = 1. Since K × O 1 = O 1 (see [5, 1.4 , (2)]), dimO 1 = 1, and since O 1 is irreducible, it follows that O 1 is an affine line minus a point. By [5, Theorem 1.18]) we know that F (x) is orthogonal to x − F ∨ F (x). Since L is a multiple of F (x), also L is orthogonal to x − F ∨ F (x) and this proves statement 2).
We obtain (5.4) from Proposition 3.5 using the discussion above the proof. If we now use the fact that f (c) = 
. By a classical result on L 2 -norms of Fourier transforms on finite abelian groups, it follows that S
It follows from the formula in
Thus, we have
where ( * ) sums over O ∨ 1 (O K /p m ) and the summation ( * * ) is over
1 is a locally trivial fibration over R with fiber an n−rdimensional affine space over R, it follows (under the basic assumption 1.1) that N 1 = q m(n−r) N 2 . Combining all this it follows that
. Hence, the sum over ( * * ) must equal zero.
Proof of Theorem 1.5. The statement about α(χ, m) follows from equation (5.5) and Lemma 2.3.
, and that the number χ 1
2
(h ∨ (L)) is well-defined. We obtain the value of κ ∨ (L) as an immediate corollary of [4, Lemma 9.1.7]. We obtain (5.9) from Proposition 3.5 similarly as in the proof of Theorem 1.2. If we now use the fact that (F (x) ) of Theorem 1.2, then case 1 of the Theorem follows. Let y 1 , . . . , y n be R-rational coordinates on V ∨ and let z 1 , . . . , z n be dual coordinates on V .
Proof of Theorem 1.3. Let x be in Ω(
For
By [4, Lemma 9.1.6] and [4, Lemma 9.
Since F := grad log f and F ∨ := grad log f ∨ , and since F :
where h ∨ (F (x)) is as in the introduction.
As in the proof of Theorem 1.5,κ ∨ (F (x)) = χ 1 2 (−d 2 r−1 h(x)) m which equals κ ∨ (F (x)) by the above discussion.
Case 2 of Theorem 1.3 is proven as in Theorem 1.2 with the technique of N. Kawanaka.
APPENDIX: L-functions of prehomogeneous vector spaces (by Fumihiro Sato)
In this note, we give an application of Theorems 1.2, 1.3 and 1.5 in [2] (and Theorems A, B, C in [4] ) to the functional equation of L-functions of Dirichlet type associated with prehomogeneous vector spaces, which is a generalization of Theorem L in [13] .
In the following we retain the notation in [2] . However, for simplicity, we assume that K = Q, O K = Z and p = (p) with a rational prime p. Let χ be a primitive Dirichlet character with conductor N > 1. We extend χ to
Let (G, ρ, V ) be a reductive prehomogeneous vector space defined over Q. Let P 1 , . . . , P ℓ be the fundamental relative invariants over Q, namely, the Q-irreducible relatively invariant polynomials on V . We denote by φ i (1 ≤ i ≤ ℓ) the rational character of G corresponding to P i . The fundamental relative invariants are determined uniquely up to a non-zero constant multiple in Q × and any relative invariant in Q[V ] is a monomial of them.
We fix a basis of the Q-vector space V (Q) and take a relative invariant f ∈ Q[V ] with coefficients in Z (with respect to the fixed Q-basis of V (Q)). The character φ corresponding to f is defined over Q.
In the following we assume that
(A.2) for every x ∈ Ω(Q), the group of Q-rational characters of the identity component of
is trivial.
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The regularity condition (A.1) is stronger than the assumptions posed in [2] . Here we assume it, since the theory of global zeta functions is still unsatisfactory for non-regular prehomogeneous vector spaces (see the final remark (2)).
We denote by G + the identity component of the real Lie group G(R) and put
Let Ω(R) = Ω 1 ∪ · · · ∪ Ω ν be the decomposition into the connected components (in the usual topology). By the assumption (A.1), every Ω i is a single G + -orbit. Let Γ N be an arithmetic subgroup of G(Q) which stabilizes V (Z) and induces the identity mapping on
where µ(x) is the volume of the fundamental domain G + x /(Γ N ∩ G + x ) with respect to the normalized Haar measure on G + x (for the normalization of the Haar measure on G + x , see [12] , §4). By the assumptions (A.1), (A.2) and [11, Theorem 1.1], the L-functions converge absolutely when the real parts of s 1 , . . . , s ℓ are sufficiently large.
We take a relative invariant f ∨ of the dual prehomogeneous vector space (G, ρ ∨ , V ∨ ) with coefficients in Z (with respect to the basis of V ∨ dual to the fixed basis of V ) that corresponds to the character φ −1 . Then f ∨ and (G, ρ ∨ , V ∨ ) satisfy the assumptions (A.1) and (A.2). Put Ω ∨ = V ∨ \f ∨ −1 (0). We may order the fundamental relative invariants P ∨ 1 , . . . , P ∨ ℓ of (G, ρ ∨ , V ∨ ) such that the character corresponding to P ∨ i is φ 
, let us consider the following character sum:
Then, by the assumptions (A.1) and (A.3), we have
with L mod N ∈ Ω ∨ (Z/N Z) and where κ ∨ p (L) is the constant κ ∨ (L) = ±1 given for each (sufficiently large) p by Theorem 1.5 in [2] or Theorems B and C in [4] , and g(χ (p) , f ) is a constant independent of L whose explicit value can be easily seen from Theorems 1.2 and 1.5 in [2] or Theorem A in [4] according as m(p) > 1 or m(p) = 1. Put
Now we define the L-functions associated with (G,
The assumptions (A.1), (A.2) and [11, Theorem 1.1] again imply that these L-functions converge absolutely when the real parts of s 1 , . . . , s ℓ are sufficiently large. The abscissa of absolute convergence is independent of χ and N .
To describe analytic properties of the L-functions, we need some more notational preliminaries. Let b(s) = b(s 1 , . . . , s ℓ ) be the Bernstein-Sato polynomial defined by
It is known that the function b(s) is a product of inhomogeneous linear forms s 1 , . . . , s ℓ of integral coefficients (see [16] ). We also need the Bernstein-Sato polynomial b f (s) of f , which is defined by
It is known that the roots of b f (s) are negative rational numbers. Finally we recall the fundamental theorem of the theory of prehomogeneous vector spaces over the real number field R. For i = 1, . . . , ν and s with ℜ(s 1 ), . . . , ℜ(s ℓ ) > 0 , we define a continuous function
The function |P (x)| s Ω i depends holomorphically on s and is extended to a tempered distribution on V (R) depending meromorphically on s ∈ C ℓ . We denote the tempered distribution by the same symbol. We can also define the tempered distributions
where γ ij (s) (i, j = 1, . . . , ν) have elementary (but not explicit) expressions in terms of the gamma function and the exponential function (see [15] , [12] ). 
,
is the degree of the fundamental relative invariant P i and γ ij (s) is the same as above.
(2) Assume that χ satisfies at least one of the following conditions:
• m(p) ≥ 2 for some p dividing the conductor N of χ;
• the order of χ (p) for some p|N with m(p) = 1 is different from the reduced denominators of the roots of the Bernstein-Sato polynomial
Then the L-functions
Since the proof of the theorem is almost the same as the one of Theorem 2 and Corollary 1 of [12] , we shall give only an outline of the proof.
Denote by A the ring of adeles of Q and by A 0 = ′ p<∞ Q p the ring of finite adeles of Q. Denote by Φ p (x p ) the characteristic function of V (Z p ) and put
The function Φ χ is a Schwartz-Bruhat function on V (A) and the Poisson summation formula implies the identity
where Φ χ is the Fourier transform of Φ χ , which is defined by an additive character of A/Q of conductor 1, more specifically, the additive character whose p-component is of conductor 1 and coincides with ψ (p) (N x) on p −m(p) Z p if p divides N . It is easy to see that
with L = (L ∞ , L 0 ) ∈ V ∨ (A) and n = dim V . We note here that the function S(χ, f ; L) originally defined on V ∨ (Z) can naturally be extended to a function on p<∞ V ∨ (Z p ). By the usual technique of unfolding, we have
By the identities (5.11) and (5.15), we also have 
Now Theorem 5.1 can be proved in the same manner as in [12] , §6 by using these integral representations of the L-functions, the Poisson summation formula (5.14), and the fundamental theorem (5.13) over R. We note here that the Poisson summation formula (5.14) is used in the form
The contribution of I(Φ χ , g) to the integral representation contains the information on the poles of the L-functions and is in general very hard to calculate explicitly. However, if we take a test function of the form Φ ∞ (x ∞ ) = ( Further examples of the L-functions associated with prehomogeneous vector spaces have been studied in [19] , [3] , [9] , [10] , [20] and [21] . It is noteworthy that, unlike the case of the Dirichlet L-functions, the L-functions L i (s; χ) may have poles even for non-trivial χ, if χ does not satisfy any one of the conditions in Theorem 5. . It is an interesting problem to determine the conditions on χ under which L i (s; χ) has actually poles.
(2) As mentioned before, the theory of global zeta functions is still incomplete without the assumption (A.1). For example, we do not have any general convergence theorem for zeta functions. If we assume the convergence of the zeta integral on the left hand side of (5.16), then, we can get a slight generalization of Theorem 5. 
