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INTRODUCTION
Within the past decade a variety of techniques have been proposed for handling regression problems in which the dependent variable is subject to censoring. Some of these techniques rely upon normal theory, but others make virtually no assumption about the underlying distribution. The purpose of this paper is to compare four methods of the latter type.
One of these techniques (Cox, 1972) bases its approach on the proportional hazards model. If F(t; x) andf (t; x) are the underlying distribution and density functions for the survival time T when the vector of independent variables is x, the proportional hazards model assumes that the hazard rate A(t; x) = f(t; x)/{1 -F(t; x)} is given by A(t; x) = AO(t) eXP, where ,B is the vector of regression coefficients and AO(t) is the hazard rate when x = 0. This model is equivalent to assuming Lehmann alternatives for 1-F(t; x).
The other three methods, due to Miller (1976) , Buckley & James (1979) and Koul, Susarla & Van Ryzin (1981) , are based on the standard linear model F(t; x) = F(t-oc-x,B) with E(TIx) = a?xfx,
where ox is the intercept and ,B is the vector of regression coefficients for the independent variables in x. If T is measured on a log scale so that T = log U where U is the actual survival time, then (1) corresponds to an accelerated time model. The four different estimators are described in ? 2. Mention is also made of other available regression estimators for censored data. The results of applying these estimators to the updated Stanford heart transplant data are given in ? 3. In ? 4 conclusions are drawn about these estimators based on their performances on this data set.
ESTIMATORS 2 1. Generalitie8
Let T1, ..., Tn be the survival times for n patients. These may not all be observable due to censoring times C1, ..., Cn for each of the patients. The observable quantities are YE Ti A Ci, (5i = I(Ti < QE, Xi = (Xi1, .., XiP) where ' A' denotes the minimum, I is the indicator function, and xi is the transposed vector of independent variables associated with patient i. The random censoring model adopted in this paper assumes that, given the xi, the Ti and Ci are independently distributed according to the continuous distributions F(t; xi) and G(t; xi), respectively.
In the above framework the survival times Ti are censored on the right by the censoring times Ci. They could just as well be all left censored with Yi = Ti v Ci and $i = I(Ci < Ti), where ' v ' denotes the maximum. The direction of the time axis is simply reversed in all four estimators. However, the estimators of Cox and Koul et al. cannot be applied when there are both left and right censoring in the data. Miller's and Buckley & James's estimators can be extended to this situation by utilizing the distribution estimator of Turnbull (1974 Turnbull ( , 1976 Cox (1972 Cox ( , 1975 proposed a partial likelihood approach to estimating , since the function AO(t) being unknown prevents a full likelihood analysis. The patients in the risk set M (t) are those still alive and in the study at time t -. If it is known that a patient dies at time t, then the conditional probability that it is patient i among those at risk is Expression (2) for the partial likelihood requires that the uncensored survival times be all distinct. Several modifications to account for ties have been suggested in the literature. The one used in this paper is the approximate likelihood called by Peto (1972) Prough' and also described by Kalbfleisch & Prentice (1972, (iv) ) and Breslow (1974, (8) ). Ties between uncensored and censored observations are handled by considering the uncensored survival times as preceding the censored ones. Tsiatis (1981) and K. Bailey in a 1979 University of Chicago doctoral dissertation have proved the asymptotic normality of ff, the value of /B maximizing (2). The asymptotic covariance matrix is the matrix of second partial derivatives of the logarithm (2) or its modification for ties. Efron (1977) and Oakes (1977) have established that Cox's estimator is nearly fully efficient.
There have been various proposals for estimating the survival function
The method adopted in this paper is to estimate AO(t) by Breslow's (1974) estimator
for Yu(i-) < t < Yu(i), where Yu(1) < Yu(2) < are the ordered distinct uncensored observations and du(i) is the number of deaths at Yu(i) , and then to substitute 20(t) and ,B into (3). This estimator S(t; x), which was proposed by C. Link in a 1979 Stanford University technical report and Tsiatis (1981) , differs slightly from the Kaplan & Meier (1958) product-limit estimator if/ = 0. 2 3. Miller'8 e8timator Miller (1976) suggested minimizing the sum of squares n e2 dF(e; a, b)
with respect to a and the vector b, where F(e; a, b) is the product-limit estimator based on e= ei(a,b) = yi-a-xib for i =1 ,...,n. Specifically, (4) is a generalization of the usual sum of squares I (yi -a -xi b)2 for uncensored data. It is difficult to locate the infimum of (4) because it is a discontinuous function of b. Therefore, Miller proposed using an iterative sequence to calculate the estimate of the regression coefficient vector /3:
where
The limit of the sequence &k for k = 0,1, ..., is the estimate of /3. Because of discontinuities in the weights as functions of 1k' the sequence may become trapped in a loop. If the values in the loop are not far apart, an average value over the loop can be used for the estimate.
The weight wi(fk) in (6) is the size of the jump assigned to 0 = ei(O,/3k) = Yi-Xi Pk by the Kaplan & Meier estimator applied to e?, . .., eo. Inclusion of an intercept estimate Ak in the estimate of ei is unnecessary since the weights are invariant under location shifts in the data. If the largest A9 is censored, the mass 1-F( + oo; 0, fk) is unassigned to any ei.
The convention which seems to work best for these estimators is to normalize the weights so that they sum to one in (6) and (8), but to assign the remaining mass 1 -F( ? oo; 0, f3k) to the largest A9 in (7).
Only the uncensored yi received nonzero weights in (5). For this reason it makes sense to use as a starting value f3o the ordinary unweighted least squares estimator applied to just the uncensored data.
For the limiting value /3 the associated estimate of the intercept is
If the variation in ,i due to an estimate of /3 rather than the true /3 being used in the computation of the weights is ignored, then an estimate of the covariance matrix for ,I is
For /# to be consistent it is necessary that the censoring distributions G(t; x) satisfy
This assumption requires that, as x changes, the censoring distributions shift along the same line as the survival distributions.
2-4. Buckley & James's estimator
The Buckley & James (1979) estimator exploits the following linear relationship: The convention in computing the Kaplan & Meier estimator F is to always assign the remaining mass to the largest e? if it is censored. The regression estimator /3k +1 at the (k + 1)st step is the usual least squares estimator
where the matrix X has elements n' Xi xij and ^
is continued until /3k converges to a limiting value / or becomes trapped in a loop like the Miller estimator. Since the estimator (11) uses a value for the dependent variable at every xi, it seems sensible to take for the starting /3& the least squares estimator
which treats all the observations as uncensored whether they are uncensored or not.
For the limiting value / the associated estimate of the intercept is
In spirit this technique is a nonparametric version of the EM algorithm introduced by Dempster, Laird & Rubin (1977) . The censored data points are replaced by their expectations and then the sum of squares is minimized.
In estimating the variability Buckley & James recommend using nu-2 i=l(e nu E =1
?)
where nu is the number of uncensored observations. Their estimator for the covariance matrix of /3 is
where Xu is the matrix with elements n' 1 Iio ixij and A = diag (ki). There is no firm theoretical foundation for (12), but its validity has been empirically substantiated through Monte Carlo simulations. In unpublished work James & Buckley have compared the efficiency of their estimator to the maximum likelihood estimator for normal and nonnormal distributions.
2 5. Koul, Su8arla & Van Ryzin's e8timator Koul et al. (1981) based an estimator on a linear relationship different from (10), namely
Under the assumption G(t; xi) _ G(t), Koul et al. substitute an estimate for G(t) into the variable yi = i yi{1 -G(yi)}-1 and then solve the usual least squares normal equations. The relation (13) does not require G(t; xi) to be independent of xi, but there is no way of estimating each G(t; xi) from the data without imposing assumptions on G(t; x) as a function of x. The product-limit estimator with the roles of ti and ci reversed could be used to estimate the common censoring distribution G(t). However, Koul et al. suggest the following estimator which emanates from Bayesian considerations:
where n + (y) is the number of yj greater than y. Ties between censored and uncensored observations are handled in the usual fashion with the roles of censored and uncensored being reversed. The product-limit estimator and the estimator (14) can be unstable for large values of t, because the data are so sparse for large t. Therefore, Koul et al. suggest truncating the large observations by defining Yi = i yi{l -G(yi)} -'I(yi < Mn), where I is the indicator function. They make some remarks on the selection of Mn in their paper.
The great advantage of the estimator of Koul et al. is that no iteration is required. Specifically, A computer routine which minimizes the sum of squares for all the uncensored observations and only the censored ones falling above the estimated regression line has been introduced by J. Friedman and W. Stuetzle in a 1981 Stanford University technical report.
For normal linear models Schmee & Hahn (1979) introduced an estimator which is identical in spirit to Buckley & James's estimator. The difference is that Schmee & Hahn base the computation of the conditional expectation E(T I T > y) in (10) on the assumption of a normal distribution. Nelson & Hahn (1972 , 1973 treated the case where there are replicate observations for each value of the independent variable. Linear combinations of order statistics are used to estimate the normal parameters. Amemiya (1973) applied maximum likelihood theory to the normal linear model with censoring at a fixed upper, or lower, level, type I censoring. Amemiya extended earlier work by Tobin (1958) and Glasser (1965) . Heckman (1976) gave an ad hoc two-stage estimator in the normal linear model.
Regression estimators with censored data have also been proposed for the exponential distribution where A(t; x) _ i(x) for t > 0. Zippin & Armitage (1966) 
RESULTS
The Stanford heart transplantation program was begun in October 1967. By February 1980, 184 patients had received heart transplants. A few of these had multiple transplants. Their survival times, uncensored or censored in February 1980, are displayed in Table 1 along with their ages at the time of the first transplant. The patients' T5 mismatch scores which measure the degree of tissue incompatability between the initial donor and recipient hearts with respect to HLA antigens are also included in Table 1 .
The data on patients who were admitted to the program but did not receive transplants and the pretransplant waiting times for patients who did receive transplants were not collected for this study. Because of this there is no analysis of whether or not transplantation prolongs survival.
In analysing the T5 mismatch scores on the data up to March 1974 Miller (1976 and Crowley & Hu (1977) made a distinction between deaths primarily due to rejection of the donor heart by the recipient's immune system and nonrejection related deaths. This distinction is no longer maintained because histological information is not always available and the judgement of rejection death is largely subjective.
For 27 of the 184 transplant patients the T5 mismatch scores are missing because the tissue typing was never completed. For the regression analyses reported here just the 157 patients with complete records were used. Of these 157 patients 55 were still alive, i.e. were censored as of February 1980, and 102 were deceased, i.e. were uncensored. Table 2 gives the estimated coefficients and their estimated standard deviations in the multiple regression of the base 10 logarithm of the time to death against age and T5 mismatch score. For the Buckley-James and Miller estimators the initial estimates, SBo the one-step estimates, ,:1 and the final estimates, /3f, are all given. No truncation was used in computing the estimates of Koul et al. and no standard deviations could be calculated for them.
Due to its nonsignificance the T5 mismatch score was deleted from the analysis. The estimated regression coefficients and standard deviations with age alone for the different methods are practically identical to those for age in Table 2 . Figure 1 (a) graphs the survival times against the ages of the patients at transplant. The dashed line is the Buckley-James estimated regression line. The solid line is the estimate of the median survival time from Cox's method. That is, at each x the value of t for which S(t; x) equals 2 is plotted. The median estimator was selected because it is much easier to compute at each point than the mean estimator. Also, since the time scale is irrelevant to Cox's method the median estimator seems more appropriate.
From Table 2 and other analyses not presented here we concluded that the Cox and Buckley-James estimators are the superior estimators. Full discussion of this will be given in the next section. However, the fits of these two models to the data are not ideal. This is particularly evident in Fig. l(a) for Cox's model at low values of x where the median estimator exceeds all the data. Also, the Cox and Buckley-James estimators do not agree on the statistical significance of the age effect. The estimated slope from Cox's method is more than 2-5 standard deviations away from zero, whereas that for Buckley & James's method is less than 2 standard deviations. Note that the two estimators have opposite signs because of the parameterizations.
In an attempt to achieve better fit a quadratic age model fB1 (age)+ ?/2(age)2 was tried. In this analysis the 5 patients with survival times less than 10 days were deleted. The logarithmic transformation was not perfect in symmetrizing the data, and it was felt that these few very low values might have distorted the Buckley-James regression estimates and inflated the error variance. The results for the Cox and Buckley-James methods applied with the quadratic model are presented in Table 3 . The data and the fitted regression functions are displayed in Fig. 1(b) .
The agreement between the two estimation methods is very much better for the quadratic model. The degrees of significance of the linear and quadratic regression coefficients are very similar for the two estimators. Also, the mean and the median regression functions fit the data very much better. The estimates for the extreme younger and older ages are more reasonable.
Can any distinction be drawn between the proportional hazards model and the linear model? Does one fit the data better than the other? To examine this question we plotted the ordinary residuals for the linear model and the generalized residuals for the proportional hazards model. Neither graph indicated any serious model deficiency. The linear residuals have a nonpronounced U-shape, which indicates some slight model irregularity, but both models fit rather well. observation is decreased to zero, and each uncensored observation is inflated by the factor { 1-G(yi) } -1. In some cases the observations are being moved away from the regression line in order to estimate it. With the Stanford heart transplant data the proportionately larger number of censored observations in the younger ages creates a proportionately larger number of zeros for small x. This gives a positive slope to the estimated regression line whereas everyone feels that increasing age is deleterious and the slope should be negative. The implication for other data sets is that if the censored observations are not spread evenly over the ranges of the independent variables they can tip the estimated' regression plane in a false direction or unduly enhance its slope. Miller's estimator can also be thrown off by the censoring pattern. The asymptotic consistency of the estimator requires condition (9) on the censoring distributions, and this condition is not satisfied for the Stanford heart transplant data. While the Miller estimator does not seem to be biased so much by violations of (9) as the estimator of Koul et al. by violations of G(t; x) _G(t), it is influenced by the censoring pattern.
Both the Buckley & James and Miller iterative sequences of estimators can become trapped in loops and fail to converge. This happened in Table 1 for the Miller estimator. Our studies show that the loops are less frequent and less severe for the Buckley & James estimator than the Miller estimator. Why this should be the case was discussed by Buckley & James (1979) .
In conclusion, the Cox and Buckley & James estimators are not dependent on particular censoring patterns and have proved to be reliable estimators. Theoretical validation is lacking for Buckley & James's variance estimator, but use of it seems justified since it gives empirically sensible results and is supported by Monte Carlo studies. Both the Cox and Buckley & James estimators require about the same amount of programming and computing time. The choice between them should depend on the appropriateness of the proportional hazards model or the linear model for the data. This research was supported by a National Institutes of Health Research Grant. We thank Nan Laird for discovering two transcription errors in the data.
