Abstract. We consider a compact star-shaped mean convex hypersurface Σ 2 ⊂ R 3 . We prove that in some cases the flow exists until it shrinks to a point . We also prove that in the case of a surface of revolution which is star-shaped and mean convex, a smooth solution always exists up to some finite time T < ∞ at which the flow shrinks to a point asymptotically spherically.
Introduction
We will consider in this work the deformation of a compact hyper-surface Σ t in with speed equal to the harmonic mean curvature of the surface G/H, with G denoting the Gaussian curvature of Σ t and H its mean curvature. Here ν denotes the outer unit normal to the surface at P . This flow remains weakly parabolic without the condition that Σ t is strictly convex. However, it becomes degenerate at points where the Gaussian curvature G vanishes.
The existence of solutions to the HMCF with strictly convex smooth initial data was first shown by Andrews in [3] who also showed that under the HMCF strictly convex smooth surfaces converge to round points in finite time. In [8] , Diëter established the short time existence of solutions to the HMCF with weakly convex smooth initial data. More precisely, Diëter showed that if at time t = 0 the surface Σ 0 satisfies G ≥ 0 and H > 0, then there exists a unique strictly convex smooth solution Σ t of the HMCF defined on 0 < t < τ , for some τ > 0. By the results of Andrews, the solution will exist up to the time where its enclosed volume becomes zero. * : Partially supported by NSF grant 0604657.
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In [5] Caputo and the first author considered the highly degenerate case where the initial surface is weakly convex with flat sides, where the parabolic equation describing the motion of the surface becomes highly degenerate at points where both curvatures G and H become zero. The solvability and optimal regularity of the surface Σ t , for t > 0, was addressed and studied by viewing the flow as a freeboundary problem. It was shown that a surface Σ 0 of class C k,γ with k ≥ 1 and 0 < γ ≤ 1 at t = 0, will remain in the same class for t > 0. In addition, the strictly convex parts of the surface become instantly C ∞ smooth up to the flat sides on t > 0, and the boundaries of the flat sides evolve by the curve shortening flow.
The case G < 0 was recently studied by the first author and R. Hamilton in [7] , under the assumption that the initial surface is a surface or revolution with boundary, and has G < 0 and H < 0 everywhere. It was shown in [7] that under certain boundary conditions, there exists a time T 0 > 0 for which the HMCF admits a unique solution Σ t up to T 0 , such that H < 0 for all t < T 0 and H(·, T 0 ) ≡ 0 on some set of sufficiently large measure. In addition, the boundary of the surface evolves by the curve shortening flow.
In this work we address the questions of short time and long time existence and regularity of the HMCF under the assumption that Σ 0 is star-shaped with H > 0 but with G changing sign.
Let M 2 be a smooth, compact surface without boundary and F 0 : M 2 → R 3 be a smooth immersion of M 2 . Let us consider a smooth family of immersions
(HMCF) ∂F (p, t) ∂t = −κ(p, t) · ν(p, t) where κ = G/H denotes the harmonic mean curvature of Σ t := F (M 2 , t) and ν its outer unit normal at every point. This is an equivalent formulation of the HMCF.
For any compact two-dimensional surface M 2 which is smoothly embedded in Remark 1.1. We will recall some standard facts about homogeneous of degree one functions of matrices that can be found in [1] . The speed speed κ of the interface evolving by the HMCF can be viewed as a function of the Weingarten map W and therefore, more generally, as a function κ : S → R, where S denotes the set of all symmetric, positive transformations of T Σ 2 with strictly positive trace. Let λ 1 , λ 2 be the eigenvalues of A ∈ S. We can then define the symmetric function f (λ 1 , λ 2 ) := κ(A). We have:
• If f is concave (convex) and λ i > λ j , then
The outline of the paper is as follows:
i. In section 2 we will establish the short time existence of (HMCF), under the assumption that the initial surface Σ 0 is compact of class C 2,1 and has H > 0.
To do so we will have to bound H from below away from zero independently of ǫ. This does not follow naturally from the evolution of H. To obtain such a bound we need to combine the evolution of H with the evolution of the gradient of the second fundamental form. This explains our assumption that Σ ∈ C 2,1 .
ii. In section 3 we will study the long time existence of the regularized flow (HMCF ǫ ) (defined in the next section). We will show that there exists a maximal time of existence T ǫ of a smooth solution Σ ǫ t of (HMCF ǫ ) such that either H(P t , t) → 0, as t → T ǫ at some points P t ∈ Σ ǫ t , or Σ ǫ t shrinks to a point as t → T ǫ . In addition, we will establish uniform in ǫ curvature bounds and curvature pinching estimates. In the special case where the initial data is a surface of revolution, we will show that the flow always exists up to the time when the surface shrinks to a point.
iii. In section 4 we will pass to the limit, ǫ → 0, to establish the long time existence of (HMCF).
Short time Existence
Our goal in this section is to show the following short time existence result for the HMCF. * AND NATASA SESUM * 
Because the harmonic mean curvature flow becomes degenerate when the Gauss curvature of the surface Σ t changes sign, we will show the short time existence for equation (HMCF) by considering its ǫ-regularization of the flow defined by
and starting at Σ 0 . We will denote by Σ ǫ t the surfaces obtained by evolving the initial surface Σ 0 along the flow (HMCF ǫ ).
Since the right hand side of (HMCF ǫ ) can be viewed as a function of the second fundamental form matrix A, a direct computation shows that its linearization is given by
Notice that if we compute a ik ǫ in geodesic coordinates around the point (at which the matrix A is diagonal) we get
which is strictly positive definite, no matter what the principal curvatures are.
The following short time existence for the regularized flow (HMCF ǫ ) follows from the standard theory on the existence of solutions to strictly parabolic equations. 
Our goal is to show that if the initial surface Σ 0 is of class C 2,1 , then there is a T 0 > 0, so that T ǫ ≥ T 0 for every ǫ and that we have uniform estimates on F ǫ , independent of ǫ, so that we can take a limit of F ǫ as ǫ → 0 and obtain a solution of (HMCF) that is of class C 2,1 . The main obstacle here is to exclude that H ǫ (P ǫ , t ǫ ) → 0, as ǫ → 0, for some points P ǫ ∈ Σ ǫ tǫ and times t ǫ → 0. Notice that our flow cannot be defined at points where H = 0.
Notation.
• When there is no possibility of confusion, we will use the letters c, C and T 0 for various constants which are independent of ǫ but change from line to line.
• Throughout this section we will denote by λ 1 , λ 2 the two principal curvatures of the surface Σ ǫ t at a point P and will assume that λ 1 ≥ λ 2 .
• When there is no possibility of confusion we will drop the index ǫ from H, G, A, g ij , h ij etc.
The next lemma follows directly from the computations of B. Andrews in [1] (Chapter 3). 
. We then conclude from the above lemma that H and κ ǫ satisfy the evolution equations
We will now combine the above evolution equations to establish the following uniform bound on the second fundamental form. * AND NATASA SESUM * Proposition 2.4. There exist uniform constants C and T 0 so that
Proof. Recall that H satisfies the equation (2.5). If we multiply this equation by 
where the matrix
It is now easy to see that
Similarly, from the evolution of κ ǫ , namely (2.6), we obtain
We observe that because of the appearance of the second fundamental form |A| 
We will show the bound (2.13)
for some uniform in ǫ constant C, where κ ǫ = κ + ǫ H and κ = G/H. Since κ ≤ κ ǫ it will be sufficient to show that (2.14)
Expressing everything in terms of the principal curvatures λ 1 and λ 2 , the above reduces to the estimate
If λ 2 = 0 the above inequality is clearly satisfied. Assume that λ 2 ≤ λ 1 with λ 2 = 0 and set µ = λ 1 /λ 2 . Since H = λ 1 + λ 2 > 0, we conclude that |µ| ≥ 1. Then, the last inequality is expressed as
which can be reduced to showing that
for a uniform constant c, since |µ| ≥ 1. This inequality is clearly satisfied when |µ| ≥ 1. Hence, (2.13) holds.
Applying (2.13) on (2.12) we conclude get
for some uniform constant θ. The maximum principle then implies the differential
which readily implies that
for some uniform in ǫ constants C and T 0 . This combined with (2.14) implies (2.7)
finishing the proof of the proposition. * AND NATASA SESUM * To establish the short existence of the flow (HMCF) on (0, T 0 ) for some T 0 > 0, we still need to bound H from below away from zero independently of ǫ. This does not follow naturally from the evolution of H, because the equation (2.5) carries a quadratic negative term which depends on the derivatives of the second fundamental form. Hence to establish the lower bound on H we need to combine the evolution of H with the evolution of the gradient of the second fundamental form. This is shown in the next proposition.
Proposition 2.5. There exist uniform in ǫ positive constants T 0 , C and δ, so that
Proof. We will first compute the evolution equation for i,j |∇h
¿From the previous equation, commuting derivatives we get
Whenever we see i and j in the previous equation we assume that we are summing over all indices i and j. Also,
Notice that since |A| ≤ C for all t ∈ [0, min(T ǫ , T 0 ) ), we have
for a uniform constant C.
We next compute the evolution equation for 1/H from the evolution of H, namely equation (2.5). By direct computation we get that
Taking away the second negative term on the right hand side we easily conclude the differential inequality
Combining the evolution equations of w and 1/H we will now compute the evolution equation for
We look at the point (P, t) at which V achieves its maximum at time t and choose coordinates around P so that both, the second fundamental form and the metric matrix are diagonal at P . Using the exact form of coefficients a
Our goal is to absorb all the remaining terms that contain the second order derivatives, appearing in the evolution equation for V, in the good term (2.16) . By looking at the evolution equation of w, we see that those second order terms are
where we understand summing over all indices. Denote by ξ 
(2.17)
Since |A| ≤ C and 1
by the Cauchy-Schwartz inequality, we can estimate O term by term, namely
where β 1 > 0 is a uniform small number. We can estimate other terms in O the same way and combining all those estimates yield
where β > 0 is a small fixed number.
In order to estimate P, we would like to be able somehow to switch the pair of indices {i, r} with {p, q} so that we reduce estimating P to the previous case of O.
We will use Gauss-Codazzi equations in the form
In our special coordinates at the point we have
We have the following:
Claim. There is a uniform constantC depending on C, so that
as long as |A| ≤ C.
To prove (2.19) we observe that in geodesic coordinates {x i } around a point p, which corresponds to the origin in geodesic coordinates, we have
and that an easy computation shows that
By the Gauss equations, we have R ipqj = h iq h pj −h ij h pq , which yields to |∇ p ∇ q g ij | ≤
C as long as |A| ≤ C. This together with (2.20) proves the Claim.
Combining (2.18)-(2.19), we obtain as in the estimate of O, the bound
Similarly, we get the estimate for R. We conclude that
Choosing β > 0 so that 3β < 2 in (2.21) and analyzing the right hand side of the evolution of w term by term, we obtain the following estimate at the maximum
Young's inequlity, implies the estimates
Hence, denoting by f (t) = V max (t) we obtain
which implies the existence of uniform constantsC and T 0 , depending only on C and f (0), so that sup
This finishes the proof of the lemma.
Having all the curvature estimates (that are proved above), we can justify the short time existence of the C 2,1 -solution to the (HMCF).
Proof of Theorem 2.1. For every ǫ > 0, let T ǫ be the maximal time so that
where C, δ are constants taken from Proposition 2.5. Take now ǫ i → 0. We have
. By the ArzelaAscoli theorem there is a subsequence so that F ǫi (·, t) Assume that Σ ǫ t is a solution of (HMCF ǫ ) on [0, T ǫ ) and let us consider the evolution equation for the area form dµ t , namely
Integrating it over the surface Σ ǫ t we obtain the following ODE for the total area
By the Gauss-Bonnet formula we have
Since Σ 0 is a surface with positive Euler characteristic, then by the uniformization theorem χ(Σ t ) = 2 and therefore we conclude the equation
Denote by T ǫ the maximum time of existence of (HMCF ǫ ). Integrating (3.1) in time from 0 to T ǫ , solving with respect of T ǫ and using that µ t (Σ ǫ t ) ≥ 0, gives
This, in particular shows that
where µ 0 (Σ 0 ) is the area of the initial surface Σ 0 . * AND NATASA SESUM * Our goal is to prove the following result, concerning the long time existence of the flow (HMCF ǫ ). We will also establish curvature bounds and curvature pinching estimates which are independent of ǫ. 
shrinks to a point as t → T ǫ and T ǫ is given explicitly by
Assume that (i) does not happen in Theorem 3.1. Then, we have
where T ǫ is the maximal existence time of a smooth flow Σ [8] , using the curvature bounds we have, for all 0 < t t < t 2 < T , the bounds
for a uniform in t constant C, which imply that F (·, t) converges, as t → T to some continuous surfaceΣ T ǫ . We get uniform C 2 -bounds on F out of the bound on |A|.
Since our equation is uniformly parabolic and the operator κ is concave, by Krylov and Schauder estimates we obtain all higher derivative bounds.
We have just shown that the surface Σ ǫ T is C ∞ smooth. Also from our assumption
By Proposition 2.2 there exists τ ǫ > 0 for which a smooth flow can be continued on [T, T + τ ǫ ), which contradicts our assumption that T is maximal. Hence, lim sup t→Tǫ |A| = ∞ and the result follows.
3.1. Monotonicity formula. We will now show the monotonicity property of the quantity Q ǫ = F ǫ , ν + 2t κ ǫ along the flow (HMCF ǫ ). This will play an essential role in establishing the long time existence. Similar quantity was considered by Smoczyk in [16] .
Lemma 3.3. Assuming that q ǫ (0) := min Σ0 F ǫ , ν ≥ 0, the quantity
is increasing in time for as long as the solution Σ ǫ t exists. Hence,
Proof. We will compute the evolution of Q ǫ and apply the maximum principle. We begin by computing the evolution of F ǫ , ν . We have:
since
Using Gauss-Codazzi equation ∇ i h kj = ∇ j h ik and since ∇ i ( e k , ν ) = 0 we get
On the other hand, since
We also have
Notice that the right hand side of (3.5) is a strictly elliptic operator and
We conclude by the maximum principle that
assuming that q ǫ (0) ≥ 0. This implies that q ǫ (t) ≥ q ǫ (0) finishing the proof of the lemma.
Notice that if instead of Q ǫ we take the quantity
for any constant η ∈ R, the same computation as above yields to that Q η,ǫ satisfies
Assume that at time t = 0, we have
for some η ∈ R (notice that F ǫ = F at t = 0). Then, the maximum principle to the above equation, gives:
is increasing in time. Hence
Since the initial surface Σ 0 is star-shaped, we may choose η > 0 so that we have q η,ǫ (0) > 0. This is possible by continuity, since F, ν > 0. By Proposition 3.4 we have Q η,ǫ (·, t) ≥ q η,ǫ (t) > 0 which implies the lower bound
.
We will show next that (3.7) implies a uniform lower bound on κ ǫ , independently of ǫ. To this end, we need to bound F ǫ , ν , independently of ǫ. This bound follows from the comparison principle for curvature flows with the property that the speed is an increasing function of the principal curvatures. More precisely, we have the following lemma.
Lemma 3.5. There exists a constant C, independent of ǫ, so that
Proof. We claim that there is a uniform constant C so that |F ǫ | ≤ C, for all t ∈ [0, T ǫ ). To see that, let ψ 0 : S 2 → R 3 denote the parametrization of a sphere that encloses the initial hypersurface Σ 0 . By the result of B. Andrews in [1] , the solution ψ ǫ (·, t) of (HMCF ǫ ) with initial condition ψ 0 shrinks to a point in some finite timeT ǫ . Moreover, (3.9)T ǫ ≤T < ∞ for a uniform constantT .
The standard comparison principle shows that the images of F ǫ and ψ ǫ stay disjoint for all the time of their existence. To see this, we consider the evolution of
Assume that the minimum of d at time t occurs at (p 0 , q 0 ). If W denotes the Weingarten map, at that minimum point W (p 0 ) ≥ W (q 0 ), so by the monotonicity of our speed κ ǫ , κ ǫ (W (p 0 )) ≥ κ ǫ (W (q 0 )). The maximum principle tells us that d min (t) is non-decreasing and therefore the distance between the images of F ǫ and ψ ǫ is non-decreasing. Hence, they stay disjoint in time. As a consequence of that, our hypersurfaces F ǫ (·, t) stay enclosed by the sphere ψ 0 for all times of their existence (since ψ ǫ (·, t) are enclosed by ψ 0 ) and therefore |F ǫ |(·, t) ≤ C for a uniform constant C.
The above bound implies that F ǫ , ν ≤ C, for a uniform in ǫ constant C and all t ∈ [0, T ǫ ). This together with (3.7) yield to (3.8).
3.2. Curvature pinching estimates for the ǫ-flow. Define
Notice that division by F ǫ makes sense since by Lemma 3.3, (F ǫ ) min is increasing in time and (F ǫ ) min (0) ≥ δ > 0 due to star-shapedness. As we showed above, * AND NATASA SESUM * sup Σt |F ǫ | ≤ C for a uniform constant C. Rewrite the evolution equation for H from Lemma 2.3 in the form
where W is the Weingarten map and
Then, by direct computation we have
By (2.9), the last term in this equation is negative. Hence, by the maximum principle, the supremum of H/F ǫ is decreasing. In particular, we have:
for a uniform constant C that depends only on Σ 0 .
Denote by λ 1 , λ 2 the two principal curvatures of the surface Σ ǫ t at some time t and point P . Proof. Assume lim inf t→t0 H(·, t) = 0. We distinguish the following two cases:
(i) λ 1 > 0 and λ 2 ≥ 0. In this case (3.12) immediately follows.
(ii) λ 1 > 0 and λ 2 < 0. By Lemma 3.3,
uniformly in time, which implies
Since lim inf t→t0 H = 0, at least for one of the two principal curvatures must tend to zero, i.e. 
Proof. Since λ 2 ≤ 0, we have G/H ≤ 0. Hence, from (3.11) and the bound | F ǫ , ν | ≤ C 0 , for a uniform in time constant C 0 , we conclude that
for a constant C that depends only on the initial data. We conclude that for ǫ ≤ ǫ 0 , with ǫ 0 sufficiently small depending only on the initial data Σ 0 , we have
from which the desired bound on λ 1 follows with the aid of the previous lemma.
Lemma 3.9. There exist uniform (in t and ǫ) constants C > 0 and ǫ 0 > 0, such that for every 0 < ǫ ≤ ǫ 0 we have
Proof. Assume that λ 2 < 0 (otherwise the bound is obvious). Then, λ 1 > 0 (since H = λ 1 + λ 2 > 0) and by Lemma 3.5, we have
for a uniform in time constant C. Also, by the previous lemma H ≤ λ 1 ≤ C.
Hence, 
for some uniform in ǫ and t constantsC 1 andC 2 . By taking C 0 sufficiently large, we can make
Hence, (3.14) implies the bound
from which the desired estimate readily follows.
To facilitate future references we combine the previous three lemmas in the following proposition:
Proposition 3.12. There exist ǫ 0 > 0 and positive constants C 1 , C 2 , uniform in 0 < ǫ < ǫ 0 and t, so that for every 0 < ǫ < ǫ 0 , we have i. λ 2 ≥ −C 1 , and
In the proof of Theorem 3.1 we will also need the following bound.
Lemma 3.13. There is a uniform constant C, independent of ǫ and t so that
Proof. We begin by noticing that that Σ ǫ t G dµ t is a topological invariant, equal to 2πχ, where χ is the Euler charactersistic of Σ 0 . Since χ = 2 we then have
At any point we can choose the coordinates in which the second fundamental form is diagonal, with eigenvalues λ 1 and λ 2 as before and λ 1 ≥ λ 2 . By Lemma 3.12 we have λ 1 ≤ C 1 λ 2 + C 2 which gives the inequality
Using Cauchy-Scwartz we conclude the bound
whereC 1 ,C 2 are some uniform constants independent of ǫ and time. This yields to the estimate
which after integrated over Σ ǫ t implies the bound
with µ t (Σ ǫ t ) denoting, as above, the surface area of Σ Proof of Theorem 3.1. Fix an ǫ and let T = T ǫ be a maximal time up to which the flow exists. To simplify the notation we will omit the ǫ-scripts from everything, including T ǫ and the surface Σ ǫ t , denoting them by T and Σ t respectively. Because of Proposition 3.2, the second fundamental form blows up at time T . Hence, there is a sequence of t i → T and p i ∈ Σ ti so that
Consider the sequenceΣ i t of rescaled solutions defined by
Notice that under the above rescaling all points p i are shifted to the origin. If g, H and A := {h jk } are the induced metric, the mean curvature and the second fundamental form of Σ t , respectively, then the corresponding rescaled quantities are given byg
Consider a sequence of rescaled solutionsΣ The above uniform estimates on the second fundamental form yield uniform higher order estimates onF i (·, t) and the Theorem of Arzela-Ascoli gives us a uniformly * AND NATASA SESUM * convergent subsequenceF i k (·, t) on compact subsets, converging to a smoothF (·, t)
for every t ∈ [0, 1]. Notice that
and therefore by Proposition 3.12,
since λ 2 ≥ −C and λ 1 is big, comparable to the rescaling constant Q i , if and only if λ 2 is big and comparable to Q i (both λ 1 and λ 2 are computed at time
By Proposition 3.12 there are uniform constants C 1 , C 2 so that
which holds uniformly on Σ t , for all t ≥ 0 for which the flow exists, which after rescaling yields
The previous estimate implies that the limiting surface (which we denote byΣ 0 )
is convex (possibly not strictly convex). There are two possibilities forΣ 0 : either it is a flat plane or it is a non-flat complete weakly convex smooth hypersurface in R 3 . LetF 0 be a smooth embedding ofΣ 0 into R 3 . Due to our rescaling, the norm of the second fundamental form of rescaled surfaces is 1 at the origin and thereforẽ Σ 0 is not a plane, but is strictly convex at least somewhere. It has the property that sup Σ0 |Ã| ≤ C.
By the results in [9] there is a smooth complete solutionΣ t to the mean curvature flow (3.20)
The results in [9] (see Theorems 2.1, 2.3, 3.1 and 3.4, which provide with curvature estimates and are of local nature) imply that the curvature ofΣ t stays uniformly bounded for some short time t ∈ [0, T 0 ). The evolution forH along the mean curvature flow is given by ∂ ∂tH = ∆H +H |Ā| 2 .
As in [9] , due to the curvature bounds, the mean curvatureH satisfies the conditions of Theorem 4.3 in [9] (the maximum principle for parabolic equations on complete hypersurfaces) and therefore nonnegative mean curvature is preserved along the flow. This together with the strong maximum principle implies that ifH is not identically zero at t = 0, then it becomes strictly positive at t > 0. We also know thatΣ 0 satisfiesλ 1 ≤ Cλ 2 for a uniform constant C, which follows from (3.19) after taking the limit as i → ∞. Since we are assumingλ 1 ≥λ 2 this can be written
for some uniform constant η > 0 and we will say the second fundamental form of Σ is η-pinched.
By the curvature bounds, the maximum principle for complete hypersurfaces and the evolution forh ij − ηHḡ ij it follows that the pinching estimate (3.21) is preserved by the mean curvature flow (as in [14] ). In particular, this implies that h ij is strictly positive definite, which meansΣ t is strictly convex for t > 0. The result of R. Hamilton in [13] states that a smooth strictly convex and complete hypersurface with its second fundamental form η-pinched must be compact. Hence, it follows thatΣ t has to be compact for t > 0. In this case, the initial dataΣ 0 has to be compact as well.
We recall thatΣ 0 is the limit of the hyper-surfacesΣ i 0 which are obtained via re-scaling from the surfaces Σ ti . Hence, sinceΣ 0 is compact, there are constants i 0 , C so that for i ≥ i 0 , we have
and therefore Σ ti → {p}.
Claim 3.14. For any point q ∈ R 3 , we have
Proof. Follows by a simple computation.
PANAGIOTA DASKALOPOULOS * AND NATASA SESUM * By Claim 3.14, |F −p| max (t) is decreasing along (HMCF ǫ ) and therefore Σ t → {p}, as t → T which implies that the surface Σ t shrinks to a point as as t → T . Hence, µ t (Σ t ) → 0 as t → T . It follows by (3.1) that T must be given by (3.3).
4. Passing to the limit ǫ → 0
We will assume in this section that Σ ǫ t are solutions of the flow (HMCF ǫ ) which satisfy the condition (3.4) uniformly in ǫ, with T ǫ given by (3.3) . We shall show that we can pass to the limit ǫ → 0 to obtain a solution of the (HMCF) which is defined up to time
The key result is the following uniform bound on the second fundamental form
Proposition 4.1. Under assumption (3.4) , for any τ < T , there is a uniform
where A denotes the second fundamental form of the surface Σ ǫ t .
Proof. Assume there is τ < T for which (4.1) doesn't hold. Then, there exist sequences t i → τ , ǫ i → 0 and p i ∈ Σ ǫi ti so that
Consider, as before, the rescaled sequence of solutionsΣ i t defined by the immersions
Due to our rescaling, the second fundamental form of rescaled surfaces is uniformly bounded in i. This uniform estimates on the second fundamental form yield uniform C 2 -bounds onF i (·, 0) and the Theorem of Arzela-Ascoli gives us a uniformly convergent subsequence on compact subsets, converging in the in C 1,1 -topology to a C 1,1 surfaceΣ defined by the immersionF .
By Lemma 3.12, there are uniform constants C 1 , C 2 so that the estimate
holds uniformly on Σ ǫ t , for all t ≥ 0 for which the flow exists, and all ǫ, which after rescaling yields to the estimateλ
Hence, the limiting surfaceΣ is convex. There are two possibilities forΣ, either it is a flat plane, or it is a complete convex C 1,1 -hypersurface.
Due to our rescaling, the curvatures of the rescaled surfacesΣ i t are uniformly bounded in i. This in particular implies a uniform local Lipshitz condition oñ
. This means that there are fixed numbers r 0 and C 0 so that for every
) containing q, and B r0 is a ball of radius r 0 in R 3 ) can be written as the graph of a Lipshitz function over a hyperplane in R 3 throughF i (q) with Lipshitz constant less than C 0 .
Notice that both C 0 and r 0 are independent of i, they both depend on a uniform upper bound on the second fundamental form. This means the limiting surfaceΣ will satisfy a uniform local Lipshitz condition.
Lemma 4.2. The limiting hypersurfaceΣ is not a plane.
Proof. Assume that the limiting hypersurfaceΣ is a plane. Then, for each i we can writeΣ i in a neighbourhood which is a ball B(0, 1) of radius 1 around the origin as a graph of a C 2 -functionũ i , over some hyperplane H i . In particular, we can choose one that is tangent toΣ i at the origin. Then
We can choose a coordinate system in each hyperplane so that the second fundamental form and also D 2 u i are diagonal at the origin. The function u i is a height function that measures the distance of our surface from the hyperplane H i . We also have that u i It follows from the previous lemma and the discussion above thatΣ is a complete convex, non-flat C 1,1 -surface that satisfiesλ 1 ≤ Cλ 2 , whenever those quantities are defined (since a surface is C 1,1 , the principal curvatures are defined almost everywhere). Because of our uniform curvature estimates of the rescaled sequence, * AND NATASA SESUM * Σ is a uniformly locally Lipschitz surface. By the results in [9] there is a solutionF t of the Mean Curvature flow (3.20) with initial dataΣ on some time interval [0, T 1 ) andF t is smooth for t > 0. We can now carry out the same argument as in the proof of Theorem 3.1 to show thatΣ has to be compact. That would mean that for j >> 1,
for a uniform constant C. Since T j → τ < T , (4.3) and Lemma 3.13 contradict (3.1). This shows that (4.1) holds true, therefore finishing our proof.
We will now show that because of (4.1) we can pass along subsequences ǫ i → 0 and show that the solutions Σ ǫi t converge to a solution Σ t of (HMCF). Observe first that since ∂F ǫ /∂t = −(κ + ǫ H)ν, by Proposition 4.1 we have that Proof. Consider the evolution of a surface Σ t by a fully-nonlinear equation of the form (4.6)
where h ij is the second fundamental form and F is a function of the eigenvalues of {h ij }, which we denote by λ 1 , λ 2 and assume that λ 1 ≥ λ 2 . Let µ = λ 2 /λ 1 and take (4.7)
, otherwise which we can be written as
, otherwise.
We can also consider solutions of (1.1) in the viscosity sense (defined in [6] and [10] ). In that case (4.6) can be written in the form (4.9)
, when div(
otherwise. Equation (4.9) can be expressed as (4.10)
with
and
otherwise.
Notice that the lower bound (4.5) together with our curvature pinching estimates (that follow from the Proposition 3.12) imply that 
Radial case
In this section we will employ the results from the previous section to completely describe the long time behaviour of (1.1) in the case of surfaces of revolution, r = f (x, t) around the x-axis. For such a surface of revolution the two principal curvatures are given by
Therefore, In the next lemma we will show that the above bounds do not depend on the lower bound on H, but only on the initial data. x ) max (t) is attained at one of the tips {a t , b t }. Assume it is attained at a t . The point of the surface Σ t that arises from x = a t can be viewed as the interior point of Σ t around which our surface is convex. We can solve locally, around the point x = a t (say for x ∈ [a t , x t ]) the equation y = f (x, t) with respect to x, yielding to the map x = g(y, t). Notice that f f x = y/g y and that x = a t corresponds to y = 0. Since {f (x, t)|x ∈ [a t , x t ]} ∪ {−f (x, t)|x ∈ [a t , x t ]} is a smooth curve, we have that x = g(y, t) is a smooth graph for y ∈ [−f (x t , t), f (x t , t)]. If f 2 f 2 x (·, t) attains its maximum somewhere in [a t , x t ), then y 2 /g 2 y attains its maximum in the interior of (−f (x t , t), f (x t , t)). We will now compute the evolution of y 2 /g Combining the above yields to (t) ≤ − 4 (1 + g
