We show that the complexity of the Markov bases of multidimensional tables stabilizes eventually if a single table dimension is allowed to vary. In particular, if this table dimension is beyond a computable bound, the Markov bases consist of elements of Markov bases of smaller tables. We give an explicit formula for this bound in terms of Graver bases. We also compute these Markov and Graver complexities for all K × 2 × 2 × 2 tables.
Introduction
Let d 1 , . . . , d n be positive integers where d i ≥ 2. A multidimensional contingency table is an d 1 × . . . × d n array of nonnegative integers. Such a table represents the results of a census of individuals for which n discrete random variables X 1 , . . . , X n (where we assume the random variable X i takes values in [d i ] := {1, . . . , d i }) are observed. Inferences about the collected data are made based on a statistical model. One popular family of statistical models is the family of hierarchical log-linear models for which one assumes a set of dependence/independence relations between the random variables [8] . When we assume that the sampling distribution of a table of observations is Poisson or multinomial, the sufficient statistics any hierarchical model are given by certain marginal totals. The particular marginal totals that are sufficient statistics depend on the hierarchical model. For instance, for a three-way d 1 × d 2 × d 3 contingency table, the no three-way interaction model has sufficient statistics that are the three 2-way margins of the table:
x ijk , where x ijk are the entries of the table.
In general, a hierarchical model (and hence the marginal totals) is described by the list of the maximal faces F 1 , . . . , F r of a simplicial complex ∆ on n vertices. Computing marginal totals corresponds to a linear map from the table space to the marginal space:
Two tables T and U are said to be in the same fiber of π ∆ if π ∆ (T ) = π ∆ (U ). In other words, the two tables have the same margins with respect to ∆. We say that T and U are connected by the sequence of pairs (T 1 , U 1 ), . . . , (T s , U s ) if each pair of tables are in the same fiber and [4] , and since this first work computing Markov bases efficiently has been a major focus of the research. Recently substantial progress has been made. Simple Markov bases (consisting of moves with four nonzero entries) for decomposable models are computed [5] , and similar Markov bases are constructed for reducible models [6] [9] . The case of binary graph models (where d 1 = · · · = d n = 2 and ∆ is a graph on n vertices) is worked out up to n = 5 [3] .
The contribution of this paper is the most general form of a result first obtained in [1] for the no three-way interaction model for K × 3 × 3 tables. Our main theorem and its proof rely on ideas from [10] which treats the case of K × d 2 × · · · × d n tables where {2, 3, . . . , n} is a maximal face of ∆-the so-called logit models. In other words, if we fix a hierarchical model together with the n − 1 dimensions d 2 , . . . , d n while varying the single dimension d 1 , then for large enough d 1 the Markov basis M ∆,d will be obtained from Markov bases of small fixed-size tables. We will give the details of the proof of this result in section 2 and 3, where we give an explicit computable upper bound for m(∆; d 2 , . . . , d n ). We also present, in section 3, a lower bound for m(∆; d 2 , . . . , d n ) which only applies in some cases. In the last section we will demonstrate the power of this theorem by explicitly computing the complexity bound m(∆; 2, 2, 2) for all tables of the form K × 2 × 2 × 2.
From Models to Matrices
In this section we describe how to obtain a matrix A ∆ corresponding to the linear transformation π ∆ where the simplicial complex ∆ describes a hierarchical model. We will prove a decomposition theorem for A ∆ that is fundamental to the proof of Theorem 1.1.
Given the simplicial complex ∆ on n vertices and the vector of , and we label each such column with the  vector indexing the table entry ( 
. Moreover, we order these columns lexicographically with respect to the corresponding indices:
The rows will be labeled by a pair (F, e) where F = {j 1 , j 2 , . . . , j s } is a facet of ∆ and e = (e j 1 , e j 2 , . . . , e js )
indexing the marginal corresponding to F . We first list the rows (F, e) where 1 ∈ F . We impose a linear order on these facets and have (F, e) ≺ (G, f ) if e 1 < f 1 , or if e 1 = f 1 and F ≺ G, and in the case when e 1 = f 1 and F = G we use an arbitrary but fixed order of the indices. The rest of the rows will be listed again by some arbitrary but fixed order which will not play a role for the rest of the article. The entry of A ∆ in the column indexed by (i 1 , . . . , i n ) and the row (F = {j 1 , . . . , j s }, (e j 1 , . . . , e js )) will be equal to one if i j 1 = e j 1 , i j 2 = e j 2 , . . ., and i js = e js ; and it will be zero otherwise.
This is the binary 4-cycle model. 
Here the 16 columns are indexed as ( 
. The first four rows are indexed by (F 1 , (1, 1) ), (F 1 , (1, 2) ), (F 2 , (1, 1) ), and (F 2 , (1, 2) ) where F 1 = {1, 2} and F 2 = {1, 4}. The second bloc of four rows are indexed by (F 1 , (2, 1) ), (F 1 , (2, 2)), (F 2 , (2, 1)), and (F 2 , (2, 2) ). For the rest of the rows we have chosen the order (F, (i, j) ) ≺ (G, (s, t)) if F = {2, 3} and G = {3, 4}, or if F = G and (i, j) ≺ (s, t) lexicographically.
We observe that when its rows are carefully ordered the matrix A ∆ exhibits a bloc structure. In the above example, the upper-left and lower-right blocs of the first eight rows are identical augmented with the two blocs of zeros. And last eight rows are split into two identical matrices. We summarize this observation in the following lemma where we assume the ordering of the columns and rows of A ∆ that we introduced above.
Proof of the Finiteness Theorem
In order to prove Theorem 1.1 we will use the bloc structure of A ∆ shown in Lemma 2.2. In fact, we will pass to general matrices with integer entries built from two matrices : a d × n matrix A and a p × n matrix B. The matrix Λ A (B, r) will be a (rd + p) × rn matrix as in Lemma 2.2 with r copies of A and B.
Remark. An integer vector in the kernel of Λ A (B, r) can be represented as an r × n matrix where the rows are in the kernel of A, and the sum of the rows are in the kernel of B. For instance, the following 2 × 8 matrix is the representation of such a vector in the kernel of A ∆ in Example 2.1:
When B is the n × n identity matrix and r = 2, the matrix Λ A (B, r) is called the Lawrence lifting of A [11, Chapter 7] . For B = I n but general r, this matrix is called the rth Lawrence lifting of A [10] .
Definition 3.1. Let A be an arbitrary matrix. A set M of integer vectors in the kernel of A is called a Markov basis if any two nonnegative integer vectors in the same fiber of A can be connected by a collection of the elements in M (here we are using the terms "fiber" and "connected" as in the Introduction), and M has no subset with this property.
Definition 3.2. Let u, v, and v ′ be nonzero vectors in Z n . We say
The set G of vectors in the kernel of Λ A (B, r) that could not be conformally decomposed using vectors from the same kernel is called the Graver basis of Λ A (B, r).
One can show that G is a finite set [11, Chapter 4] and any Markov basis M is a subset of G [11, Chapter 5] . In other words, M is a finite set. Definition 3.3. The type of a vector in Z rn represented as an r×n matrix is the number of nonzero rows of this matrix. We define the Markov complexity m(A, B) of a d × n matrix A and a p × n matrix B as the largest type of any vector in the Markov basis of Λ A (B, r) as r varies. Similarly, the Graver complexity g(A, B) of these two matrices is defined as the largest type of any Graver basis element of Λ A (B, r) as r varies.
The most general result we will prove is that the Graver complexity g(A, B) is finite. This implies that the Markov complexity is also finite since m (A, B) ≤ g(A, B) . In order to do this we will relate the Graver basis of B · G(A) to the Graver complexity g (A, B) where G(A) is the Graver basis of A. We emphasize the "double" Graver construction: we first compute the Graver basis of A and obtain the set G(A). Then the vectors B · G(A) are computed by multiplying each element of G(A) with B. Finally we compute the Graver basis of B · G(A).
Theorem 3.4. The Graver complexity g(A, B) is the maximum 1-norm of any element in the Graver basis of B · G(A).
In order to prove the above theorem we need the following lemma. 
where both vectors are in the kernel of Λ A (B, r + 1). Now since
is a conformal decomposition of u i , so is (v 1 +v 2 ) + (v 1 +v 2 ). We note that neither the first nor the second sum is zero. The crucial idea to get lower bounds for the Markov complexity is to replace conformal decomposition with a concept that is more amenable to the structure of Markov bases. Definition 3.7. Let u, v, and v ′ be nonzero vectors in Z n . We say that
A useful fact about vectors in the kernel of a matrix which are indecomposable with respect to semi-conformal decompositions is the following. Proof. Suppose that u had no semiconformal decomposition but there was some Markov basis M of A that did not contain u. Write u = u + − u − as the difference of two nonnegative integer vectors with disjoint support. Note that u + and u − are in the same fiber. Since M is a Markov basis for A there is a sequence of elements from M, {v 1 , v 2 , . . . , v p } with p ≥ 2 which connects u − to u + without ever losing the nonnegativity of the intermediate vectors. In other words, we can write
and we must have the set of indices where v 1 is negative, a subset of the set of indices where u − is nonzero, and u − i ≥ |v 1 i | for this subset of indices. But this implies that
is a semiconformal decomposition of u. This contradicts our assumption about u.
Proof of Theorem 3.6 By the proof of Theorem 3.4, we know that the vector u = [u 1 ; . . . ; u r ] obtained from an element in the Graver basis of B times U lies in the Graver basis of Λ A (B, r). We wish to show that it lies in some Markov basis of Λ A (B, r). To do this, we show that u has no semiconformal decompositions. Suppose, to the contrary that there was some semiconformal decomposition of u. Since u is in the Graver basis of Λ A (B, r), any semiconformal decomposition u = v + v ′ induces a semiconformal decomposition of (at least) one of the vectors u i . However, this is a contradiction, because U was assumed to have only two element Markov fibers and none of the u i which appear in u have semiconformal decompositions. Thus r, which is the 1-norm of the corresponding element in the Graver basis of B times U is a lower bound for the Markov complexity m(A, B). 2
Computations
The following table displays computational results of the Markov complexity and Graver complexity of all binary hierarchical models where one of the dimensions of the tables is allowed to vary. In the notation of Theorem 1.1 this is the Markov complexity m(∆; 2, 2, 2) and the Graver complexity g(∆; 2, 2, 2). Note that all the entries which are marked with a star are Markov and Graver complexities which were not known before. All of the computations described in this section were performed using the toric Gröbner basis program 4ti2 [7] .
