We propose a new unsupervised method for topic detection that automatically identifies the different facets of an event. We use pointwise Kullback-Leibler divergence along with the Jaccard coefficient to build a topic graph which represents the community structure of the different facets. The problem is formulated as a weighted set cover problem with dynamically varying weights. The algorithm is domainindependent and generates a representative set of informative and discriminative phrases that cover the entire event. We evaluate this algorithm on a large collection of blog postings about different news events and report promising results.
Introduction
Finding a list of topics that a collection of documents cover is an important problem in information retrieval. Topics can be used to describe or summarize the collection, or they can be used to cluster the collection. Topics provide a short and informative description of the documents that can be used for quickly browsing and finding related documents.
Inside a given corpus, there may be multiple topics. Individual documents can also contain multiple topics.
Traditionally, information retrieval systems return a ranked list of query results based on the similarity between the user's query and the documents. Unfortunately, the results returned will often be redundant. Users may need to reformulate their search to find the specific topic they are interested in. This active searching process leads to inefficiencies, especially in cases where queries or information needs are ambiguous.For example, a user wants to get an overview of the Virginia tech shootings, then the first query he/she might try is "Virginia tech shooting". Most of the results returned would be posts just mentioning the shootings and the death toll. But the user might want a more detailed overview of the shootings. Thus this leads to continuously reformulating the search query to discover all the facets of the event.
Related Work
Topic detection and tracking was studied extensively on newswire and broadcast collections by the NIST TDT research program (Allan et al., ) . The large number of people blogging on the web provides a new source of information for topic detection and tracking.
The TDT task defines topics as "an event or activity, along with all directly related events and activities." In this paper we will stay with this definition of topic.
Zhai et al. proposed several methods for dealing with a related task, which they called subtopic retrieval (Zhai et al., 2003) . This is an information retrieval task where the goal is to retrieve and return documents that cover the different subtopics of a given query. As they point out, the utility of each document is dependent on the other documents in the ranking, which violates the independent relevance assumption traditionally used in IR.
Blei et al. (Blei et al., 2003) proposed Latent Dirichlet Allocation (LDA), a generative model that allows sets of documents to be explained by unobserved groups of documents, each based on a single topic. The LDA model assumes the bag-of-words model and posits that each document is composed of different topics. Specifically, each word's existence is attributed to one of the document's topic. This algorithm outputs a set of ngrams for each topic whereas our algorithm models each subtopic using a single n-gram. Due to limitations of time we were not able to compare this approach with ours. We plan to have this comparison in our future work.
To reduce the complexity of this task, a candidate set of subtopics needs to be generated that cover the document collection. We choose to use a keyphrase detection algorithm to generate topic labels. Several keyphrase extraction algorithms have been discussed in the literature, including ones based on machine learning methods (Turney, 2000) , (Hulth, 2003) and tf-idf ( ). Our method uses language models and pointwise mutual information expressed as the Kullback-Leibler divergence.
Kullback-Leibler divergence has been found to be an effective method of finding keyphrases in text collections. But identification of keyphrases is not enough to find topics in document. The keyphrases identified may describe the entire collection, or aspects of the collection. We wish to summarize subtopics within these collections.
The problem of subtopic detection is also related to novelty detection in (Allan et al., ) . In this problem, given a set of previously seen documents, the task is to determine whether a new document contains new or novel content. The TREC 2002 novelty track, the task was to discard sentences that did not contain new material. This is similar to our goal of reducing redundancy in the list of returned subtopics.
In most cases, novelty detection is implemented as an online algorithm. The system has a set of existing documents they have seen up until a certain point. The task is to determine whether a new document is novel based on the previous documents. Once a decision has been made, the status of that document is fixed. The subtopic detection task differs from this because it is an offline task. The algorithm typically has access to the entire document set. Our method differs from this novelty detection task in that it has access to the entire document collection.
Existing redundancy measures
Zhang et al. examine five different redundancy measures for adaptive information filtering (Zhang et al., ) . Information filtering systems return relevant documents in a document stream to a user. Examples of information filtering systems include traditional information retrieval systems that return relevant documents depending on the user's query.
The redundancy measures Zhang et al. examine are based on online analysis of documents. They identify two methods of measuring redundancy:
• Given n documents, they are considered one by one, and suppose we have processed i documents and we have k clusters. Now we need to process the i + 1 th document. We compute the distance of the i + 1 th document with the k clusters and add the document to the closest cluster if the distance is above a certain threshold, else we create a new cluster with only the i + 1 th document.
• Measure distance between the new document and each previously seen document.
They evaluate several measures like set difference, geometric distance, Distributional similarity and mixture models. Evaluating the five systems, they found that cosine similarity was the most effective measure, followed by the new mixture model measure.
Data
We choose several news events that occurred in 2007 and 2008 based on the popularity in the blogosphere. We were looking for events that were widely discussed and commented on. The events in our collection are the top-level events that we have gathered. Table 1 lists the events that were chosen for analysis: To help illustrate our subtopic detection method, we will use the Virginia Tech tragedy as an example throughout the rest of this paper. People throughout the blogosphere posted responses expressing support and condolences for the people involved, along with their own opinions on what caused it.
Figures 1 and 2 show two different responses to the event. The quote in figure 1 shows an example post from LiveJournal, a popular blogging community. In this post, the user is discussing his view on gun control, a hotly debated topic in the aftermath of the shooting. After the Virginia Tech murders, there's the usual outcry for something to be done, and in particular, for more gun control. As usual, I am not persuaded. The Virginia Tech campus had gun control, which meant that Cho Seung-Hui was in violation of the law even before he started shooting, and also that no lawabiding citizens were able to draw.
Figure 1: Example blog post from LiveJournal discussing gun control (Rosen, 2007) ... Predictably, there have been rumblings in the media that video games contributed to Cho Seung-Hui's massacre at Virginia Tech. Jack Thompson has come out screaming, referring to gamers as "knuckleheads" and calling video games "mental masturbation" all the while referring to himself as an "educator" and "pioneer" out to "right" society. ... 
Preprocessing
Data was collected from the Blogocenter bloglines database. The Blogocenter group at UCLA has been retrieving RSS feeds from the Bloglines, Blogspot, Microsoft Live Spaces, and syndic8 aggregators for the past several years. They currently have over 192 million blog posts collected.
For each news item, relevant posts were retrieved, based on keyword searching and date of blog post. Posts from the date of occurrence of the item to two weeks after the event occurred Since many RSS feeds indexed by Bloglines are from commercial news organizations or commercial sites, we had to clean up the retrieved data. Table 1 lists the event we analyzed along with basic statistics.
Method
Our algorithm should find discriminative labels for the different topics that exist in a collection of documents. Taken together, these labels should satisfy the following conditions:
• Describe a large portion of the collection
• The overlap between the topics should be minimal
This task is similar to Minimum Set Cover, which is NP-complete (Garey and Johnson, 1990) . Therefore, trying to find the optimal solution by enumerating all possible phrases in the corpus would be impossible, instead we propose a twostep method for subtopic detection.
The first step is to generate a list of candidate phrases. These phrases should be informative and representative of all of the different subtopics. The second step should select from these phrases consistent with the two conditions stated above.
Generating Candidate Phrases
We want to generate a list of phrases that have a high probability of covering the document space. There are many methods that could be used to find informative keyphrases. One such method is using the standard information retrieval TF-IDF model (Salton and McGill, 1986) .
Witten et al. proposed KEA, an algorithm which generates a list of candidate keyphrases using lexical features. They keyphrases are then selected from these candidates using a supervised machine learning algorithm. This approach is not plausible for our purposes because of the following two reasons.
1. The algorithm is domain-dependent and needs a training set of documents with annotated keyphrases. But our data sets come from various domains and it is not a very viable option to create a training set for each domain.
2. The algorithm generates keyphrases for a single document, but for our purposes we need keyphrases for a corpus.
Another method is using Kullback-Leibler divergence to find informative keyphrases. We found that KL divergence generated good candidate topics. Tomokiyo and Hurst (2003) developed a method of extracting keyphrases using statistical language models. They considered keyphrases as consisting of two features, phraseness and informativeness. Phraseness is described by them as the "degree to which a given word sequence is considered to be a phrase." For example, collocations could be considered sequences with a high phraseness. Informativeness is the extent to which a phrase captures the key idea or main topic in a set of documents.
To find keyphrases, they compared two language models, the target document set and a background corpus. Pointwise KL divergence was chosen as the method of finding the difference between two language models.
The KL divergence D(p||q) between two probability mass functions p(x) and q(x) with alphabet χ is given in equation 1.
KL divergence is an asymmetric function.
D(p||q) may not equal D(q||p).
Pointwise KL divergence is the individual contribution of x to the loss of the entire distribution. The pointwise KL divergence of a single phrase w is δ w (p||q):
The phraseness of a phrase can be found by comparing the foreground n-gram language model against the background unigram model. For example, if we were judging the phraseness of "gun control", we would find the pointwise KL divergence of "gun control" between the foreground bigram language model and the foreground unigram language model.
The informativeness of a phrase can be found by finding the pointwise KL divergence of the foreground model against the background model.
A unified score can be formed by adding the phraseness and informative score: ϕ = ϕ p + ϕ i
Selecting Topic Labels
Once keyphrases have been extracted from the document set, they are sorted based on their combined score. We select the top n-ranked keyphrases as candidate phrases. This step will hereafter be referred to as "KL divergence module". Based on our chosen task conditions regarding coverage of the documents and minimized overlap between topics, we need an undirected mapping between phrases and documents. A natural representation for this is a bipartite graph where the two sets of nodes are phrases and documents. Let the graph be: G = (W, D, E) where W is the set of candidate phrases generated by the first step and D is the entire set of documents. E is the set of edges between W and D where there is an edge between a phrase and a document if the document contains the phrase.
We formulate the task as a variation of Weighted Set Cover problem in theoretical computer science. In normal Set Cover we are given a collection of sets S over a universe U , and the goal is to select a minimal subset of S such that the whole universe, U is covered. Unfortunately this problem is NPcomplete (Garey and Johnson, 1990 ), so we must (Cui, 2007) .
The difference in Weighted Set Cover is that each set has an associated real-valued weight or cost and the goal is to find the minimal or maximal cost subset which covers the universe U .
In our problem, each phrase can be thought of as a set of the documents which contain it. The universe is the set of all documents.
Greedy Algorithm
To solve the above problem, we propose a greedy algorithm. This algorithm computes a cost for each node iteratively and selects the node with the lowest cost at every iteration. The cost of a keyphrase should be such that we do not choose a phrase with very high coverage, like "Virginia" and at the same time not choose words with very low document frequency since a very small collection of documents can not be judged a topic.
Based on these two conditions we have come up with a linear combination of two cost components, similar to Maximal Marginal Relevance (MMR) (Carbonell and Goldstein, 1998 ).
1. Relative Document Size:
where |adj(w i )| is the document frequency of the word.
This factor takes into account that we do not want to choose words which cover the whole document collection. For example, phrases such as "Virginia" or "Virginia tech" are bad subtopics, because they cover most of the document set.
Redundancy Penalty:
We want to choose elements that do not have a lot of overlap with other elements. One measure of set overlap is the Jaccard similarity coefficient:
This component is essentially 1− average Jaccard similarity.
We calculate the pairwise Jaccard coefficient between the target keyphrase and every other keyphrase. The pairwise coefficient vector provides information on how much overlap there is between a keyphrase and every other keyphrase. Phrases with a high average Jaccard coefficient are general facets that cover the entire collection. Phrases with a low Jaccard coefficient are facets that cover specific topics with little overlap.
Subtopic Redundancy Memory Effect
Once a keyphrase has been chosen we also want to penalize other keyphrases that cover the same content or documents. Equation 8 represents a redundancy "memory" for each keyphrase or subtopic. This memory is updated for every step in the greedy algorithm.
where w j is the newly selected phrase.
A general cost function can be formed from a linear combination of the three cost components. We provide two parameters, α and β to represent the trade-off between coverage, cohesiveness and intersection. For our experiments, we found that an α value of 0.7 and a β value of 0.2 performed well.
The pseudocode for the greedy algorithm is given in Figure 5 . It should be noted that the algorithm requires the costs to be recomputed after every iteration. This is because the cost of a keyphrase may change due to a change in any of the three components. This is because after selecting a keyphrase, it might make another keyphrase redundant, that is, covering the same content. This makes the whole problem a dynamic weighted set cover problem. Hence, the performance guarantees associated with the greedy algorithm for the Weighted Set Cover problem do not hold true for the dynamic version.
Algorithm Greedy algorithm for weighted set-cover Input: Graph G = (W, D, E) 1. N: number of documents to cover 2. Output: Set of discriminative phrases for the different topics 3. W = {w1, w2, . . . , wn} 4. W chosen = ∅ 5. num docs covered = 0 6. while num docs covered < N 7.
do for wi ∈ W 8. do cost(wi) = α × f1(wi) 9.
+β × f2(wi) 10. 
Experiments
As a baseline measure, we extracted the top k phrases from the word distribution as the topic labels. As a gold standard, we manually annotated the four different collections of blog posts. Each annotator generated a list of subtopics.
Evaluation
In evaluating topic detection, there exist two categories of methods, intrinsic and extrinsic (Liddy, 2001) . Extrinsic methods evaluate the labels against a particular task whereas intrinsic methods measure the quality of the labels directly. We provide intrinsic and extrinsic evaluations of our algorithm.
To evaluate our facet detection algorithm, we created a gold standard list of facets for each data set. A list of the top 300 keyphrases generated by the KL divergence module was given to two evaluators. The evaluators were the first and second author of this paper. The evaluators labeled each keyphrase as a positive example of a subtopic or a negative example of a subtopic. The positive examples taken together form the gold standard. For this evaluation process we defined a positive subtopic as a cohesive collection of documents discussing the same topic.
Cohen's Kappa coefficient (Cohen, 1960) was calculated for the gold standard. Table 2 : Kappa scores for the gold standard
The kappa scores for the petfoodrecall and vtech datasets showed good agreement among the raters, while the spitzer data set had only fair agreement. For the iPhone data set, both evaluators had a large amount of disagreement on what they considered subtopics.
A separate group of two evaluators was given the output from our graph-based algorithm, a list of the top KL divergence keyphrases of the same length, and the gold standard for all four data sets. Evaluators were asked to rate the keyphrases on a scale from one to five, with one indicating a poor subtopic, and five indicating a good subtopic. The number k of subtopics for the algorithm was cutoff where the f-score is maximized. The same number of phrases was chosen for KL divergence as well. Table 3 : Number of generated subtopics for each collection.
In addition, the precision, F-score, coverage and average pairwise Jaccard coefficient were calculated for the four data sets. Precision, recall and the F-score are given in table 4. The precision, recall and F-score for the gold standards is one. The others are shown in table 5. Average pairwise Jaccard coefficient is calculated by finding the Jaccard coefficient for every pair of subtopics in the output and averaging this value. This value is a measure of the redundancy. The average relevance is a normalized version of the combined "phrase-ness" and "informativeness" score calculated by the keyphrase detection module. This value is normalized by dividing by the KL divergence for the entire 300 phrase list. This provides a relevancy score for the output. Table 5 : Coverage, overlap and relevance and evaluation scores for the gold standard, baseline and graph-based method. Table 6 shows some of the different subtopics chosen by our algorithm for the different data sets. There is no manual involvement required in the algorithm except for the intial preprocessing to remove commercial news feeds and spam posts. Our graph-based method performs very well and almost achieves the gold standard's rating. The Fscore for the iPhone data set was only 0.56, but we believe part of this may be because this data set did not have clearly defined subtopics, as shown by the low agreement (0.62) among human evaluators. Table 6 : Different topics chosen by the graphbased algorithm for the different data sets Figure 6 shows the trade off between coverage and redundancy. This graph clearly shows that the overlap between the subtopics increases very slowly as compared to the number of documents covered. The slope of the curves increases slowly when the number of documents to be covered is small and later increases rapidly. This means that initially there are a lot of small focused subtopics and once we have selected all the focused ones the algorithm is forced to pick the bigger topics and hence the average pairwise intersection increases. 
Results

Conclusion
We have presented a new algorithm based on weighted set cover for finding subtopics in a corpus of selected blog postings. The algorithm performs very well in practice compared to the baseline standard, which outputs the top keyphrases according to the Kullback-Leibler divergence method. While the baseline standard outputs keyphrases which are redundant, in the sense, they cover the same documents, the graph-based method outputs keyphrases which have very little intersection. We provide a new method of ranking keyphrases that can help users find different facets of an event.
The identification of facets has many applications to natural language processing. Once facets have been identified in a collection, documents can be clustered based on these facets. These clusters can be used to generate document summaries or for visualization of the event space.
The keyphrases themselves provide a succinct summary of the different subtopics. In future work, we intend to investigate summarization of documents based on subtopic clustering using this method.
