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Abstract – In the recent past, demand for large use of mobile data has increased tremendously 
due to the proliferation of hand held devices which allows millions of people access to video 
streaming, VOIP and other internet related usage including machine to machine (M2M) 
communication. One of the anticipated attribute of the fifth generation (5G) network is its ability 
to meet this humongous data rate requirement in the order of 10s Gbps. A particular promising 
technology that can provide this desired performance if used in the 5G network is the massive 
multiple-input, multiple-output otherwise called the Massive MIMO. The use of massive MIMO in 
5G cellular network where data rate of the order of 100x that of the current state of the art LTE-A 
is expected and high spectral efficiency with very low latency and low energy consumption, 
present a challenge in symbol/signal detection and parameter estimation as a result of the high 
dimension of the antenna elements required. One of the major bottlenecks in achieving the benefits 
of such massive MIMO systems is the problem of achieving detectors with realistic low complexity 
for such huge systems. We therefore review various MIMO detection algorithms aiming for low 
computational complexity with high performance and that scales well with increase in transmit 
antennas suitable for massive MIMO systems. We evaluate detection algorithms for small and 
medium dimension MIMO as well as a combination of some of them in order to achieve our above 
objectives. The review shows no single one detector can be said to be ideal for massive MIMO and 
that the low complexity with optimal performance detector suitable for 5G massive MIMO system 
is still an open research issue. A comprehensive review of such detection algorithms for massive 
MIMO was not presented in the literature which was achieved in this work. Copyright © 2018 The 
Authors. 
Published by Praise Worthy Prize S.r.l.. This article is open access published under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/). 
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Nomenclature 
CDMA Code Division Multiple Access 
IDD Iterative Detector Decoder 
LTE-A Long Term Evolution-Advanced 
M2M Machine-to-machine 
MAP Maximum A posterior Probability 
MCMC Markov Chain Monte Carlo 
MF Matched Filter 
MIC Multistage Interference cancellation 
MIMO Multiple Input Multiple Output 
ML Maximum Likelihood 
MMSE Minimum Mean Square Error 
MUD Multi-User Detection 
PDA Probabilistic Data Association 
PIC Parallel Interference Cancellation 
SDPR Semi-Definite Programming Relaxation 
SIC Successive Interference Cancellation 
ZF Zero Forcing 
I. Introduction 
MIMO detection is concerned with many transmitted 
 
symbols jointly detected in a multipath communication 
channel. The problem of MIMO detection arises because 
of the non-orthogonality of the sub-channels of the 
multipath communication link connecting the transmitter 
to the receiver, such that the transmitted information 
signals from each different antenna superimpose and 
interfere with each other resulting in interference 
between the outputs [1], [2], therefore the separation of 
these signals at the receiver is termed detection [3].  
According to [4] detection requires that the detector 
determines or estimates the value of the signal vector X 
which is transmitted as an output of the detector. In the 
case of [2], [5], [6], it says the fundamental duty of a 
MIMO detector  is to decide the value of the input vector 
X based on the estimate of the channel matrix H and 
knowledge of signal vector Y received. In achieving the 
above, sophisticated signal processing algorithms are 
needed for the multiuser MIMO detection (MUD) even 
as the challenge of solving the detection dilemma 
increases as the number of transmit antennas increases to 
large numbers in massive MIMO systems. Current state 
of the art transmit and receive signal processing 
algorithms for MIMO detection has a computational cost 
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that grows exponentially with the increase in the number 
of antennas as well as the modulation scheme which is 
not scalable in massive MIMO, consequently, novel low 
complexity with high performance solutions that scales 
with increasing antennas numbers in massive MIMO will 
have to be developed which will require significant 
research effort. This is of interest [7], [8].  
The roots of many MIMO detection algorithms in the 
literature can be traced to algorithms for MUD in code 
division multiple access (CDMA) systems. Since MIMO 
systems and CDMA systems are both modelled with the 
same structural format (i.e. linear vector channel model).  
The channel matrix of a CDMA system is made up of 
the normalized cross-correlations between the signature 
sequences of the active users, while in the case of MIMO 
system, the channel matrix is made up of the spatial 
signatures of the transmit and receive antennas 
connections. MIMO systems can therefore be represented 
by the linear vector channel model as shown below in 
equation (1): 
 
࢟ = ࡴ࢞ + ࢂ (1) 
 
where ࢟ is the signal vector received, ࢞ is the transmit 
vector, ࡴ is the “channel matrix'' and ࢂ is the noise 
vector with ࢂ~ܰ(0,ߪܫ) [8], [9]. 
There are two types of MIMO detection, these are 
coherent detection where the instantaneous value of the 
fading channel coefficients matrix called channel state 
information (CSI) is known. In the second type, the 
detection of X follows the non-coherent detection scheme 
where the knowledge of CSI is not available and MIMO 
detection therefore requires that the input or transmitted 
symbols are encoded such that block-by-block sequential 
detection are employed [2], [6]. Only the coherent 
detection techniques have been considered.  
Various MIMO detectors existed for different 
applications need, these can be categorised into optimum 
versus suboptimum. The suboptimum detectors can be 
further classified as linear versus nonlinear. Fig. 1 is a 
flow chart of the various types and classification of 
MIMO detectors. Other classifications exist which 
includes hard-decision versus soft-decision, iterative 
versus non-iterative and coded versus un-coded [2], [10].  
MIMO detection research has grown in two main 
directions of Linear and non-linear detection where, for 
linear detectors we have matched filter (MF), zero 
forcing (ZF), and minimum mean square error (MMSE) 
detectors, while non-linear detectors include Interference 
cancellation, Lattice-Reduction (LR), Probabilistic Data 
Association (PDA), Semi-definite Programming 
Relaxation (SDPR), and the Markov Chain Monte Carlo 
Method (MCMC) based detectors etc [11], see Fig. 1 The 
PDA, SDPR and the MCMC detectors are more suitable 
for massive MIMO system where both the transmit and 
or receive antennas are in hundreds [8]. 
This paper is structured as follows. Introduction deals 
with the various classes of state of the art detectors 
available while section II looked into the concept of 
optimum decision criteria and the optimum detectors. In 
section III it has been considered the linear sub-optimal 
detectors and looked at various non-linear sub-optimal 
detectors in section IV. In section V non-linear detectors 
suitable for massive MIMO have been studied and then 
summarized in section VI. In section VII conclusions can 
be read.  
 
 
 
Fig. 1. MIMO Detection flow chart 
II. Optimum Detectors 
In this section, there is a primary look at the various 
algorithms used for detection in MIMO systems. The 
optimum decision criteria are usually set for optimum 
detectors/receivers when designing detection algorithms 
for wireless communications system because the 
classification of optimal detection algorithms is based on 
the precise or exact assumptions and set criteria of 
“performance” thus an optimal detection 
algorithm/receiver is that one that best perform under the 
given set of criteria/assumptions. Therefore if these 
criteria or assumptions changes, the classification as an 
optimal detection algorithm/receiver can as well change.  
It is generally agreed that once the 
criteria/assumptions on which the theoretical analysis are 
based are conflicting with the situation of the practical 
location considered, the supposedly optimal detection 
algorithm/receiver designed is likely to have failed to 
offer valid results for the achievable practical 
performance envisioned [2]. It should be noted that the 
theoretically obtained optimal results by design are 
largely used as bound or standard on which any other 
results such as the practical experiment can be compared.  
There are many standard criteria of performance for 
detectors or receivers, among them, of principal interest 
is the minimum error probability criterion, while the 
likelihood ratio as well as the hypothesis testing are also 
very important.  
II.1. Maximum Likelihood Detector 
According to [12], [13], [14] the ML detector when 
considering minimum error probability is optimal if all 
the vectors transmitted are similarly likely, and all 
available diversity are fully exploited. At the receiver, 
the detector finds an estimation of the transmitted symbol 
࢞ෝ and it minimizes the average probability of error, p(࢞ෝ ≠ 
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x) thus achieving optimum error-rate performance by 
solving the non-linear optimization problem of how to 
minimize the squared Euclidean space between the real 
received vector y and the hypothesized received signal 
Hx [8], [7] with the vector x constrained to the set  ܣ௡೟: 
 
෠ܺ ெ௅ = argmin
௫∈ ஺೙೟  ‖࢟ − ࡴ࢞‖ଶ (2) 
 
Computing the exact solution to the above 
optimization problem in equation (2) through an 
exhaustive search requires exponential complexity in nT. 
Therefore, this computation is possible only for small 
nT.  
Knowing the exact ML solution is desired since it 
serves as a benchmark to assess how various detectors 
perform relative to the optimum solution [12]. When nT 
is large (tens to hundreds), computing the exact ML 
solution becomes infeasible due to the exponential 
complexity. Low complexity bounds on ML performance 
can help to address this issue [2], [15]. 
II.2. Maximum A Posterior Detector 
In the Bayesian deduction, the maximum a posterior 
criterion is the optimum decision criterion that is used to 
minimize the error probability according to the received 
signals only as well as a specified set of hypotheses.[2].  
This detector known as the Maximum A posterior 
Probability (MAP) detector according to its received 
observations compute the various a posterior 
probabilities of the received symbols and choose that 
transmitters symbols that has maximum a posterior 
probability. ML detectors considers purely the likelihood 
conditions however, the MAP detector looks at the a 
posterior probability, and the maximum a posterior 
probability minimizes the probability of errors which the 
ML does not. Thus the optimality of the ML Detector is 
lower than that of the MAP Detector.  
The MAP detector is typically used in the iterative 
detector-decoder (IDD) forward-error-correction (FEC) 
coded receiver systems, in which the prior probabilities 
of the symbols transmitted, Pr(X), could be obtained by 
means of the iterative forward and backward exchange of 
information between the detector output signal and the 
channel decoder while the ML detector is typically used 
in uncoded FEC systems, in which case the transmitted 
symbols' prior probabilities are not available to the 
channel decoder [2]. 
III. Linear Detectors 
The linear MIMO detectors operates on a linear 
conversion of the output signal vector y, and are expected 
to generate soft estimates of the transmitted symbols 
through the linear conversion of the said received vector.  
They are known for low complexity, but suffers 
significant performance loss when compared to the ML 
or MAP detectors. To obtain hard estimates, the 
assessment statistics of linear MIMO detectors may be 
written as ࢞෥ = ࡳ࢟, where G is the linear conversion 
matrix which based on various criteria should be 
designed [2], [8]. 
III.1. MF Detector 
The MF detector is a simple linear detector and 
computationally has the lowest complexity within the 
MIMO detector family. It also has optimal criterion for 
maximizing the received signal to noise ratio in the 
presence of additive stochastic noise.[2], [13] In 
detecting the symbol in a given stream, the MF detector 
treats the interference from other streams as merely 
noise.  
Defining hi , i = 1, 2,…, NT, to be the ith column of the 
channel matrix H, we can write our MIMO model 
equation in the form: 
 
࢟ = ࡴ࢞ +  ࢔ = ෍ࢎ௜ݔ௜௡೟
௜ୀଵ
+ ࢔
= ࢎ௞ݔ௞ +  ෍ ࢎ௜ݔ௜ +  ࢔௡೟
௜ୀଵ,௜ஷ௞  
(3) 
 
where the first term in the equation (3) above is the 
component due to the kth stream, and the second term is 
due to all streams other than the kth stream, i.e., the 
second term is the interference term as far as the kth 
stream is concerned. In detecting the kth stream symbol 
xk, the MF detector simply ignores the second term as 
noise and obtains a soft estimate of xk as: 
 
ݔ෤௞ = ࢎ௞∗࢟ (4) 
 
and a hard estimate is obtained by mapping to the closest 
symbol in the alphabet in terms of Euclidean distance. In 
vector form, the MF solution can be expressed as: 
 
࢞෥ெி = ࡴு࢟ (5)
 
i.e., the transformation matrix GMF = ࡴு. Applying this 
to get ࢞ෝ requires a complexity of order NT × kNR, which 
gives ࢞ෝ = (ࡴ۶H)x + ࡴ۶n which is very attractive.  
However, its performance severely degrades with 
increasing NT in systems with moderate to full loading, 
due to increased levels of un-cancelled interference from 
other streams. 
III.2. ZF Detector 
The zero forcing (ZF) detector is another linear 
detector where the linear transformation on the received 
vector is carried out by means of the pseudo-inverse of 
the H matrix. This is done by finding the minimum error 
solution to equation (2). The ZF which maximises the 
signal to interference ratio (SIR) of received vector is 
optimal in this regard [2], [12]. If it is assumed zero as 
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noise vector, the MIMO model turns to an arrangement 
of linear equations and ''finding the answers for NT 
unknown variables based on KNR linear equations” 
becomes the MIMO detection problem. Thus, if we have 
a square matrix H with NT = kNR and of full rank, then s 
= H−1y becomes the solution for this arrangement of 
linear equations. Again, if our matrix H satisfies the 
condition kNR > NT and is of a full column rank of NT, we 
then have the ZF solution in vector form as ࢞෥௓ி = ࡽ௬ ,  
where Q is the pseudo-inverse of H, [16], [17], [18] i.e.: 
 
ࡽ = (ࡴுࡴ)ିଵࡴு (6)
 
Since QH = ࡵࡺࢀ, the transformation Qy completely 
cancels the interference from other streams (hence the 
name zero-forcing or interference-nulling detector) [8], 
[2]. A drawback, however, is that noise is enhanced in 
the process of eliminating the interference completely.  
The computational complexity in ࢞෥௓ி = ࡽ௬ ,  is cubic 
in NT because of the computation of the matrix inverse. 
Therefore, the per-symbol complexity is ்ܰଶ which is 
one order more than that of the MF detector. While this 
quadratic per-symbol complexity of the ZF detector is 
still attractive for massive MIMO systems, its 
performance also degrades severely for large NT at 
moderate to full loads [8], [9]. One of the problems of the 
ZF is that it does not consider the noise vector and has 
the potential to actually amplify noise. To solve this 
problem the literature propose the minimum mean square 
error (MMSE) detector. 
III.3. MMSE Detector 
The minimum mean square error (MMSE) detector 
considers the noise variance and solves the problem of 
noise amplification in ZF. In comparison to ZF, the 
MMSE provides a better equilibrium between the multi 
user interference (MUI) removal and noise amplification 
by mutually reducing the sum error enforced by the MUI 
and the noise. 
Thus the MMSE performance is enhanced at low 
signal to noise ratios (SNRs) compare to the ZF. The 
MMSE is a linear detector whose conversion or 
transformation matrix is the matrix that brings to 
minimum the mean square error (MSE) between the 
transmit vector and the estimated vector (i.e., the 
transformed received vector). That is, the transformation 
matrix GMMSE is given by the solution to the following 
minimization problem of equation (7) below [1], [18]: 
 min
ீ
ܧ[‖࢞ − ࡳ࢟‖ଶ] (7) 
 
where the solution of the transformation matrix is given 
by equation (8) below: 
 
ࡳெெௌா = (ࡴுࡴ +  ࣌ଶࡵ௡௧)ିଵࡴு (8) 
 
where sigma square σ2 is the noise power and the MMSE 
solution is given by: 
ݔ෤ெெௌா = ࡳெெௌா࢟ 
 
The MMSE detector combines the best performance 
attributes of MF and ZF detectors. At high SNRs (i.e., 
small σ), MMSE behaves like ZF since the second term 
inside the inverse operation in the equation for GMMSE 
above becomes negligible. At low SNRs, it behaves like 
MF because of the prominence of the diagonal entries of 
ࡴுࡴ as ߪ → ∞. The MMSE detector strictly outperforms 
both the MF and the ZF detector over the entire range of 
SNRs. Based on the above, it should be noted that the 
MMSE solution needs knowledge of the noise variance 
σ2, which MF and ZF solutions do not need. Like the ZF 
detector, because of the matrix inversion involved in 
GMMSE, the per-symbol complexity of the MMSE detector 
is like the MF and ZF performances, the MMSE 
performance is also severely degraded for increasing NT 
at medium to full loading [9], [12], [19]. 
IV. Non-Linear Detectors 
The above linear detectors performance are close to 
ML performance when there is a channel condition 
number close to one, a situation where the MIMO 
channel is classified as ''good''. However, for ''bad'' or 
badly conditioned MIMO channel, the linear, suboptimal 
detectors performance is not so good because the channel 
matrix inverse does not exist or is not invertible. This 
necessitated the use of non-linear detectors. One way to 
mitigate against bad conditioned MIMO channel is to 
precondition the transmission by combining multiply 
signals over multiple streams in such a way that is it 
convenient for the receiver to decode and recover the 
signal as the channel is ''conditioned'' and the channel 
matrix thus exist or is invertible. Considering the ZF 
detector and assuming zero as noise vector, it will be y = 
Hx and x = ࡴିଵy. However, ࡴିଵ may not be invertible, 
to ensure it is, the channel and by extension the channel 
matrix is conditioned. Using a 2 × 2 MIMO as an 
example, having ࡴ = ଵ
ଶ
ቂ1 11 1ቃ, this matrix is not 
invertible since the determinant is zero, but if the 
transmitter is preconditioned by transmitting the opposite 
of the signal on one antenna, it will be ࡴ = ଵ
ଶ
ቂ 1 1 −1 1ቃ.  
Here, the matrix determinant is one and it can be 
inverted. 
IV.1. Interference Cancellation Aided                             
MIMO Detectors  
These are suboptimal detectors but they are non-
linear. They are a good trade-off between the maximum 
likelihood detectors and the linear detectors but at a 
higher complexity [18]. The interference cancellation 
detectors are a bank of linear receivers (or detectors like 
the MMSE), where everyone of them individually detects 
one of the parallel data streams [9]. There are many 
variations of these detectors that includes the successive 
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interference cancellation (SIC) detector, the parallel 
interference cancellation (PIC) detector, the multistage 
interference cancellation (MIC) detector as well as the 
feedback detector (DFD) [2]. A major disadvantage of 
this class of MIMO detectors is that they are prone to 
error propagation.  
IV.1.1.    Successive Interference                              
Cancellation Detector 
In successive interference cancellation (SIC) detector, 
the symbol estimation is done one at a time [1], [19], the 
filters used here are based on the linear detector filters 
and the key method of symbol detection is the layer 
peeling where the first symbol is detected using ZF, MF 
or MMSE (in which case it is called ZF-SIC etc) and the 
interference caused by this detected symbol is cancelled, 
or subtracted by means of any of the used linear detector 
filters in the next layer peeling [12], [18] in order to 
improve the SINR of the remaining data symbol in that 
time instance. This process is repeated on layer bases 
until the whole symbols are detected from the received 
signal [20], [19], [21]. 
In the SIC detection steps above, it is possible that the 
first detected symbol or stream is the strongest which is 
good or it could be the weakest in which case the 
detection is in error and is detrimental to the performance 
of the detector. This error of detecting the weakest 
stream first will be passed on to other layers impairing all 
subsequent symbol estimates. This impairment degrade 
the performance of the bit error rate (BER) of the SIC 
detector [2], [21], [19], [22]. According to [2], [19], this 
problem of passing the error detection to other layers is 
called error propagation. To reduce the effect of error 
propagation, we can order the signal detection by the 
greatest associated channel power first, and the weakest 
last, this will ensure that symbols with the strongest 
SINR are detected first and the SIC is less likely to make 
error in estimating them. This ordering by channel or 
symbol power is called ordered SIC (OSIC) or the 
VBLAST algorithm [19]. Decreasing signal-to-noise 
ratio (DSNR), the least mean-square-error (LMSE), the 
greatest signal-to-noise ratio (GSNR), and the increasing 
mean-square error (IMSE) are some of the ordering 
criteria for OSIC. In SIC, the detection reordering and 
the detection iteration linearly increases as the number of 
the symbols in the detected signal increases, 
consequently for a massive MIMO with high antenna 
dimension and high dimensional transmitted symbols, the 
SIC detection method on its own imposes a high 
complexity and does not scale well enough [2], however 
it still outperforms the linear detectors as shown in Fig. 2 
where the ZF-SIC has a better BER at 10dB SNR 
compared to ZF and MF. 
IV.1.2.    Parallel Interference Cancellation Detector 
As a substitute to the successive interference 
cancellation detector, the parallel interference 
cancellation detector (PIC) detects all symbols at the 
same time [2]. For each symbol a tentative or coarse 
estimation of the interfering symbols are obtained by 
means of say linear equalizer or based on a priori 
information from the channel decoder [23], after this 
stage kNR (number of receive antennas) parallel filters are 
then applied such that each of the filter deduct the effect 
of all kNR layers from each individual of the merged 
received signal. This iteration can be repeated severally 
before making a final decision on the transmitted symbol 
vector [2], [23], [24]. Because the interference 
cancellation is done simultaneously, the delay necessary 
for the removal of interference is really small, just a few 
bits in duration [22], [20], [24]. 
 
 
 
Fig. 2. BER performance comparison of ZF-SIC, ZF                                     
and MF detectors [8, ch 4] 
 
The execution of the PIC detector using the above 
iterative deduction of the interference estimates can lead 
to an unfair decision statistic. The effect of this bias is 
very strong at the initial stage of the deduction or 
cancellation with the effect decreasing in the subsequent 
stages. The bias could results to erroneous cancellation at 
the initial stage and the effects of these errors will be 
seen at the next stages. There are various variations to the 
PIC detector as a result of efforts to solve the above 
problem, some of which are the Partial Parallel 
Interference Cancellation (PPIC) detector which 
multiplies the magnitude of the estimates by a partial 
cancellation factor which varies with the stage of 
cancellations and the system load, also there is the 
Subtracting PIC (SPIC) and the Hybrid PIC (H-PIC or 
SP-PIC) which is the combination of subtracting PIC and 
partial PIC [25]. 
IV.2. Tree-Search Based Detectors 
The low complexity linear detectors as well as the 
interference cancellation based detection approach are 
poor in accuracy while the exhaustive search algorithm 
cannot meet the 4G/5G data rate requirement without 
hardware complexity [23]. The tree-search based 
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detection method though suboptimal are very popular for 
their design flexibility in terms of achieving balance 
between optimal performance of the ML detectors and 
reduced complexity of the linear detectors [2]. According 
to [3], [23], [26]-[29] the approach represents the set of 
all likely transmitted symbol vectors V as a weighted tree 
structure, as shown in Fig. 3. 
 
 
 
Fig. 3. Tree-Search Structure 
 
The number of levels associated with the tree is 
defined by the amount of MIMO layers, which amount to 
the number of transmit antennas NT if it is assumed 
spatial multiplexing using one transmit symbol stream 
per antenna. Each tree layer i comprises 2௅(ே೅ష೔ nodes 
and each of them represent a constellation symbol x ∈ X.  
A set of child nodes called Q, descends from each 
parent node into the next layer (i.e. i−1 as you go 
downwards) with the tree root been defined by the 
topmost layer (where i = NT), while the lowest layers (i.e. 
i = 0) are called leaf nodes (or leaves). Now each of the 
tree paths that is, the tree edges linking parent and child 
nodes from the root to a leaf node is weighted by a 
metric λ0. Instead of searching the set V of all possible 
transmitted symbol vectors, tree-search based detection 
method consider only a subset L ⊂ V of vector 
candidates. In other words a path from i = (NT−1 ) to i = 0 
denotes a total set of sent symbols x mapped to the leaves 
of the tree and from here, λ0 can be calculated recursively 
using the layered branch metric. [23]. The task of the 
tree-search based detector is to determine the bits c most 
likely sent and also to calculate the reliability metrics for 
these bits. This action can be achieved by calculating the 
corresponding log-likelihood ratios (i.e. L-values) and 
also calculate λ0 which is the distance metric for a set of 
received symbols y [29]. 
IV.2.1.   The Sphere Detector 
The tree-search based algorithm is used in the sphere 
detector (SD) which itself is a decoding scheme that is a 
variant of the ML decoder but possessing a lower 
complexity when compared with the ML decoder. The 
Breadth-first tree-search detector is one of the variants of 
the SD while others includes the Best-first tree search 
detector and the Depth-first tree-search detector (stack 
sequential detector) [27], [30], [31].  
The idea behind the tree-search based sphere detection 
method is to reduce the computational complexity by 
solving equation (2) through enumerating or searching 
through only all points that are members of a hyper-
sphere of radius R around the received signal point(s) y, 
that is all points which satisfies the equation below [2], 
[32]: 
 
‖࢟ − ࡴ࢞‖ଶ ≤ ܴଶ (9) 
 
 
 
Fig. 4. Sphere Detector hyper-sphere of radius R diagram 
 
According to [10] the SD put into consideration just a 
tiny group of vectors inside a specified sphere of radius R 
(Fig. 4) instead of all likely signal vectors transmitted, it 
then continues to adjust the radius of the sphere until 
only a lone vector within that sphere remains, this is the 
ML solution vector. 
When there is no vector in the sphere, the radius is 
increased but decreased when there are more than one 
vectors inside the sphere. 
According to [3] the above method known as the 
adaptive radius updating ends as soon as no other leaf 
node is reached as a result of reduction in the last 
updated radius. The rate of reduction of the radius 
moving from one leaf node to the next is a function of 
the channel matrix condition, since ill-conditioned 
matrices make the radius reduction process very slow. 
The major advantage of the sphere detector is its 
simplicity of implementation, and its capability to ensure 
an optimal solution. However, a major disadvantage of 
the sphere detection algorithm is its inconsistent 
complexity that depends on channel conditions, where 
the worst-case complexity is exponential in the number 
of transmits antenna NT indicating that it may not be good 
enough for massive MIMO application. 
Also, due to the sequential tree-search like nature of 
the algorithm, it does not fit well for parallel 
implementation which is a necessity when NT is large as 
in a massive MIMO situation. 
However [2], [3] stated that recently L. G. Barbero 
and J. S Thompson proposed a suboptimal fixed-
complexity SD for MIMO systems which makes the 
complexity fixed and also makes the structure very 
parallelizable, thus the fixed complexity sphere detector 
(FCSD) is able to offer a near ML performance using a 
complexity that is a square root of the transmit antennas 
NT irrespective of the SNR encountered making the 
FCSD attractive for the achievement of a proficient 
hardware production as compared to the legacy 
exponential complexity SD. 
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IV.2.2.   Lattice Reduction Based Detector 
Sphere detection algorithms were designed to decrease 
the complexity of the maximum likelihood detector [33], 
[34], however the complexity of SD is not stable and 
varies due to channel realization and SNR (which is not 
good for practical implementation) and can thus 
sometimes be very high [35]. ZF and MMSE detector 
offers lower computation complexity, but with inferior 
performance when compared to ML, they also loses 
diversity as a result of their sensitivity to ill-conditioned 
channel matrices. Meanwhile Successive interference 
cancellation (SIC) detector perform decoding and 
interference signal subtracting one after the other instead 
of zero forcing [19], [21], thereby improving the signal-
to-noise ratio (SNR) at each decoding stage and thus 
providing superior performance than linear detectors.  
SIC based detectors also undergo diversity loss as 
linear detectors do, therefore to reduce the performance 
gap between ML detectors and linear detectors with low 
complexity, lattice reduction (LR) techniques have been 
introduced [36]. According to [37], the gap between the 
ML detector and the linear detectors is largely as a result 
of the ill-conditioned channel matrix H. Thus the idea 
behind lattice reduction based detector according to [38], 
[39] is to transform the problem of ill-conditioned 
channel matrix into a domain where the effective channel 
matrix is better conditioned than the original one.  
Therefore the use of LR-aided linear detectors is 
premised on the fact that if channel matrix H can be 
made as “close” as possible to orthogonal, then the 
decision region of linear detectors is then also “close” to 
that of the ML detector. Thus, to enhance the error 
performance of linear detectors, the lattice reduction 
method is employed to look for another more orthogonal 
basis ࡴ෩  that deﬁnes the same lattice as H. There are 
various varieties of the LR algorithm but the most 
popular is the Lenstra-Lenstra-Lovasz (LLL) with two 
variants namely real-valued LLL and the complex-valued 
LLL [2], [40], [41]. 
LR in principle can combine with practically all the 
other detectors to enhance their performance, [2] such as 
in [42] where performance comparisons are made 
between LR-Aided receivers and other conventional 
receivers shows that LLL-MMSE outperforms ZF and 
MMSE receivers by 8.1 dB and 4.14 dB respectively at 
0.01 BER. LLL-ZF outperforms ZF and MMSE receivers 
by 6.94 dB and 2.98 dB respectively at 0.01 BER. In Fig. 
5, it can be seen LR-MMSE outperforming MMSE by 
3.5dB at 0.01 BER. It is also noticed that as the channel 
is better conditioned, the SNR improves and the BER 
performance of LR-MMSE begins to increasingly 
outperform that of MMSE. 
V. Detection Algorithms for                     
Massive MIMO 
When MIMO goes massive. the circulation of the 
singular values of the channel matrix tends towards a 
deterministic function. Also, less conditioned matrices 
begin to be incredibly well conditioned. As antenna 
numbers become large, some matrix operations such as 
inversions can be done faster, by the use of series 
expansion methods. The other consequence going 
massive is that thermal noise is zeroed out and the 
system is largely restricted by other cells interference [5], 
[43]. 
 
 
 
Fig. 5. BER performance comparison of MMSE and LR-MMSE 
Detectors [8, ch 4] 
 
Favorable propagation, described as mutual 
orthogonality between the various UEs vector channels, 
is a key property of the radio channel exploited in 
achieving Massive MIMO benefits. It can be said that the 
channel offers favorable propagation if channel vectors 
hk are paired wisely orthogonal i.e: 
 
ࡴ௜
ுࡴ௝ =  {0, ݅, ݆ = 1,2 … … .݇, and ݅ ≠ ݆} 
 
and: 
 
ࡴ௜
ுࡴ௝ = {‖ࡴ௞‖ଶ ≠ 0, ݇ = 1,2, ݇} 
 
It can also be assumed that the channel offers 
asymptotically favorable propagation if: 
 
ଵ
ெ
(ࡴ௞ுࡴ௝) → 0 as M →  ∞ 
 
where k ≠ j and M is the BS transmit antenna. 
According to [44], [45], as ்ܰ, ோܰ → ∞ the circulation 
of the singular values of the random channel matrix H 
which are random begins to tends towards deterministic 
functions due to the Marcenko and Pastur law [2], that is 
as H becomes large its singular values becomes less 
responsive to the real distributions of the i.i.d entries of 
H, hence the channel tends towards a more deterministic 
function. 
Also as the magnitude of H grows, the diagonal 
entries of ࡴுࡴ becomes larger than the off diagonal 
entries such that some matrix operations such as the 
inversion requirement in ZF, MMSE and PDA detectors 
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can be done faster with approximation using series 
expansion techniques for large dimension random 
matrices. The above behaviour of ࡴுࡴ is called channel 
hardening which makes linear detectors near optimal in 
massive MIMO. (The channel hardening experience of 
massive MIMO is useful for reducing CSI overhead and 
enhancing the development of low-complexity 
scheduling algorithms, although at the cost of limited 
scheduling gains) [45], [43]. Mathematically, channel 
hardening is represented as: 
 
(ଵ
ெ
)‖۶୩‖૛   = (ଵெ) tr(ࡾ)  →  0 M →  ∞ 
 
Another benefit of the Marcenko and Pastur law is 
that as ்ܰ → ∞ the channel matrix becomes very tall (or 
wide as ோܰ → ∞) and H becomes well conditioned 
making even the simplest MF detector near optimal in 
performance for massive MIMO, though according to 
[46] for wide channel matrices when NR → ∞ the 
scenario is described as overloaded systems, in which 
case the transmit antennas number is largely more than 
the receive antenna numbers (in the uplink), and hence, 
the channel’s covariance matrix is rank-deficient and 
simple linear detector may not be near optimal as an 
iterative sphere detector (SD) was then proposed.  
However, in non-cooperative multi-cell system, there 
is the challenge of pilot contamination due to the use of 
non-orthogonal pilot symbols in adjacent cells [47], [48], 
[49], this interference exist and persist even as ்ܰ , ோܰ →
∞ and becomes a major limiting factor for reaping the 
full benefits of massive MIMO, this accession was 
however disputed in [50] where the author  proved that 
this is not correct and showed that using multi-cell 
MMSE precoding and combining with a small quantity 
of spatial channel correlation or large-scale fading 
variations over the antenna array, the spectral efficiency 
of massive MIMO increases without limit as the antenna 
number becomes large, even under pilot contamination.  
Detection in massive MIMO needed to meet 5G 
requirement and must therefore meet the low complexity 
and superior near optimal performance for high data rate 
of the order of Gbps, let us therefore look at some of the 
detection algorithms with potential for meeting this 
requirement. 
V.1. Probabilistic Data Association (PDA)                  
Based Detector 
PDA based detector was initially developed for target 
tracking in the 1970s [2], [37], [51]-[53]. 
When applied in digital communication, it is an 
alternative with reduced complexity for the a posteriori 
probability detector (MAP) [54]. According to [2], [53] 
in MIMO detectors using the PDA based algorithm, the 
probabilities of the prospective candidate symbols serves 
as the soft input soft output information and are 
estimated on a self-iterative process. The PDA has 
polynomial complexity that increases no faster than 
(ܯ௜ ସܰ೅) per symbol vector where ܯ௜ is the number of 
PDA iteration and NT is the number of transmit antennas 
in MUD MIMO system or the number of users in a 
CDMA system.  
The PDA algorithm achieves a near optimal 
performance particularly for CDMA system and it works 
well with FEC codes such as turbo codes, low density 
parity-check (LDPC) codes and convolutional codes [2], 
[52]. 
In [55] a hybrid PDA-SD algorithm was proposed 
which offers a computational complexity performance 
that is better than either of its constituent components. 
It offers BER performance close to that of SD over a 
wide range of SNR at a significantly reduced 
computational cost which is better than what either PDA 
or SD could offer on stand alone. Fig. 6 shows the BER 
performance of the PDA detector in a V-BLAST MIMO 
system where the  performance of the PDA detector 
increases with increase in the number of antennas using 
4-QAM and 5 iterations. 
 
 
 
Fig. 6. BER performance of PDA Detector for ݊௧ = ݊௥ = 8, 16, 32, 64, 
96 antennas [8, ch 6] 
V.2. Markov Chain Monte Carlo Detector 
The MCMC detector is an alternative to sub-optimal 
non-linear detector, it is based on the proficient mining 
of the statistical inferences using Markov chains. The 
MCMC detector uses two different methods, i.e. on the 
Markov chain representation and the Monte Carlo 
integration. 
While the previous is used to find the most likely 
detection candidates based on the related probability 
distributions, the latter is used to estimate the integral of 
interest on the basis of the detection candidates 
calculated by the Markov chain representation [56], [57], 
[61], [62]. According to [58], the MCMC simulation is a 
statistical tool used to draw samples from a random and 
possibly indefinite distribution. The MCMC detector is 
designed as a statistical search method called the Gibbs 
sampler (GS) which arbitrarily generate a small sample 
set that contains the most likely signal vectors 
transmitted [59].  
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TABLE I 
PERFORMANCE COMPARISON FOR VARIOUS DETECTION ALGORITHMS 
S/N REFERENCE DETECTION METHOD PERFORMANCE COMPLEXITY 
MASSIVE MIMO 
APPLICATION 
1 [8],[7],[12],[13],[14] ML/MAP Very good Very high and grows exponentially as NT →∞ 
Not good for Massive 
MIMO 
2 [1],[8],[9],[12],[13],[16], [17], [18], [21] Linear ZF, MF, MMSE 
Performance is good but 
degrade with increase in NT as 
well as in higher order 
modulation 
Low even as NT →∞ 
Complexity Good for  
Massive MIMO but BER/ 
sum rate performance is 
poor. 
3 
[1], [12], [18], [20], 
[21], [22], [19], [23], 
[24] 
SIC Perform well High complexity as NT →∞ 
Not good for massive 
MIMO 
4 [27], [30], [31], [32], [9], [3] SD 
Perform well for higher order 
modulation at low to medium 
NT degrade at large NT. 
Complexity varies with channel 
SNR and could be very high 
Not good for Massive 
MIMO 
5 
[33], [34], [39], [35], 
[22], [21], [36], [37], 
[40], [38], [42] 
LR 
Good performance for small to 
medium NT but degrade as    NT 
→∞ 
Low complexity but grows 
exponentially for small to large 
antennas. 
Not very good for massive 
MIMO 
6 [1], [43], [44], [45], [37], [46] PDA Very good performance Low polynomial complexity 
Good for Massive MIMO 
particularly when 
combined in a design with 
other detector like the SD 
or LR. 
7 [47], [48], [49], [50], [51] MCMC 
Good performance at large NT. 
Suffers from noise floor and 
performance may degrade as 
SNR increases. 
Very low complexity 
Good for Massive MIMO. 
Low performance in high 
SNR can be solved by 
combination with other 
detectors. 
 
This technique is unlike the tree-search technique in 
two different ways, one it is a stochastic search method 
called Gibbs sampler and secondly, the complexity of the 
MIMO detector which is determined by the growth of the 
size of the list is not exponential with the number of bits 
per channel use [60], [63], [64]. The complexity actually 
grows slightly more rapidly than the linear while 
achieving outstanding performance with an incredibly 
small sample set. This makes the low-complexity 
MCMC detectors extremely attractive when the 
complexity of the optimal maximum a posteriori 
probability (MAP) detector grows exponentially with the 
number of antennas, constellation size, and channel 
memory. However, while MCMC MIMO detector 
achieves very good performance in low SNR (near 
capacity) regime, it suffers from a noise floor, and its 
performance may degrade as SNR increases [56], [58]-
[60]. 
V.3. Future of Massive MIMO Detection Algorithm 
Based on the requirement of the 5G detection 
algorithm, it is apparent that no single detector can meet 
this requirement, low complexity and near optimal 
performance detection algorithm with capacity for Gbps 
data rate is therefore an open research problem and 
researchers have sort to combine many detection 
algorithm in a design that can meet this requirement. 
One of such is the Likelihood Ascent Search (LAS) 
based detector proposed by [1] referred to as the 
MF/ZF/MMSE-LAS detector, which was shown to have 
very good attributes in terms of both near capacity 
performance, high spectral efficiencies and low 
complexity achieving a 5.5dB of capacity and 24bps/Hz 
spectral efficiency for 16×16 STBC with 4QAM 
modulation scheme. Using an outer turbo code with rate -
1/3 and BPSK, this detector working in a 600×600 
antenna V-BLAST system achieves a spectral efficiency 
of 200bps/Hz and performs close to within 4.6dB of the 
theoretical capacity. This detector does not however 
work well in a rank deficient system. Below is the table 
for performance comparison of the various detection 
algorithms in Table I. 
VI. Conclusion 
This paper surveyed the various MIMO detection 
algorithms, it looked at the background of the 
development of MIMO algorithm along the coherent 
detection techniques where the instantaneous value of the 
fading channel coefficients matrix called channel state 
information (CSI) is known. It is then considered the 
optimal and the suboptimal detectors. The linear and 
non-linear suboptimal detectors were reviewed after 
which we looked at the MIMO detectors suitable for 
large scale antenna systems otherwise known as the 
massive MIMO system. The review shows no single one 
detector can be said to be ideal for massive MIMO and 
that the low complexity with optimal performance 
detector suitable for 5G massive MIMO system is still an 
open research issue. 
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