A series solution for nonlinear differential equations using delta operators  by Chanane, B.
Appl. Math. Lett. Vol. 11, No. 6, pp. 75-80, 1998 
@ 1998 Elsevier Science Ltd. All rights reserved 
Printed in Great Britain 
PII: SO893-9659(98)00106-2 
0893-9659/98 $19.00 + 0.00 
A Series Solution for Nonlinear 
Differential Equations using Delta Operators 
B. CHANANE 
Mathematical Science Department 
K.F.U.P.M., Dhahran 31261, Saudi Arabia 
chanane@dpc.kfupm.edu.sa 
(Received September 1997; accepted October 1997) 
Abstract-In this paper, we shall generalize our previous results [l] to the case of series expansion 
in powers of several polynomials. For this, we shall extend the ideas of delta operators and their basic 
polynomial sequences, introduced in conjunction with the algebra (over a field of characteristic zero) of 
all polynomials in one variable [2] to the algebra (over a field of characteristic zero) of all polynomials 
in n indeterminates. We apply this technique to derive the formal power series expansion of the 
input-output map describing a nonlinear system with polynomial inputs. @ 1998 Elsevier Science 
Ltd. All rights reserved. 
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1. INTRODUCTION 
Formal power series expansions, in powers of a given polynomial, have been used in [l] together 
with the notions of delta operators and their basic polynomial sequences which were defined 
over the algebra (over a field of characteristic zero) of all polynomials in one variable. We shall 
generalize these results to the multivariable case. We shall introduce, in Section 2, the notions of 
basic polynomials and ‘partial’ delta operators and derive the formal power series expansion in 
powers of several polynomials. In Section 3, we shall obtain the formal power series expansion, in 
powers of several polynomials, of the solution to a nonlinear differential equation. In Section 4, 
we shall apply the result of the previous section to derive the formal power series expansion of 
the input-output map describing a nonlinear system with polynomial inputs, in powers of the 
input components. 
2. DELTA OPERATORS AND THEIR 
BASIC POLYNOMIAL SEQUENCES 
In [2], the notions of delta operators and their basic polynomial sequences were introduced in 
conjunction with the algebra (over a field of characteristic zero) of all polynomials p(z) in one 
variable. We shall consider in this section, the algebra (over a field of characteristic zero) of all 
polynomials p(z) in several variables z = (zi, . . . , z,). 
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Let Qr,. . . , Qn be delta operators and define 
Q = ; 2 QT. (2.1) 
r=l 
REMARK. Qr acts on .+, T = 1,. . . , n. 
DEFINITION. A sequence of polynomials in n variables, {pm(z)} is said to be of binomial type if 
and only if 
where 
PrL(Z + w) = c c~Pk(.Z)z&?z-+J), 
k>O 
m! 
” = k!(m - k)! 
z, w E cn, (2.2) 
is the binomial coefficient. 
REMARK. Note the difference with the definition of a polynomial sequence introduced in [3] (see 
also [4]) in which the binomial theorem reads 
pm(z + A) = 2 C;pk(%)P-“, 
k=O 
(2.3) 
where 
z+X=(z1+X,...,&.+A), 
.z E P, x E c. 
For a given i, i = 1, . . . , n, let {q~)(z~)}k>o be a binomial sequence of basic polynomials for the 
delta operator Qi. 
Define the polynomial sequence {p,(zr , . . . , .z~)}~~o by 
P?n(Zl . ...7&) = il+ Fn_m ( il *“J . Qbd . * . Qh,~ 
. . . _ 
il>O,...,i,>O 
for z = (21 . . ..zn) EC, where (,lmi,) =m!/il!.. . i,! is the multinomial coefficient. 
PROPOSITION. The polynomial sequence (2.4) is of the binomial type. 
PROOF. We have, 
(2.4 
=c c 
k>O il+...+i,,=m 
C (il.:&) (3”;;1)“*(j>n) 
j,+...+j,=k 
jl+ll=il ,...,j,+l”=i, 
c 
k>O jl+...+j,=k l1+...+l,=m-k 
%& + 20) = c c:Pk(hn-k(W), 
k>O 
hence, the result. 
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DEFINITION. A sequence of polynomials pm(z) of binomial type is said to be basic for the delta 
operators {Ql, . . . , Qn} if and only if 
QP, = mpm-l, (2.7) 
where Q = (l/n) Cr==, Qr and the right side of (2.7) is taken to be zero if m = 0. 
PROPOSITION. The polynomial sequence (2.4) is basic for the delta operators {Q1, . , Q,). 
PROOF. Indeed, we have already seen that the sequence is of binomial type. What remains to 
be proved is that Qp, = mp,-1. We have 
Therefore, 
THEOREM 
then 
QP, = ; 2 Q r=l 
= ; 2 c i, ( i l  m .J q$1). * . qy,w .. . !$%A . . . 
r=l il+...+i,=m 
1 n 
c c 
m-l =- 
n 
(1) CT) (n) 
Qi, (G-J . . * 4i,_, (G-1 . . Pi, (21) 
(24 
QP, = mp,-1. 
{Pm(a1* * . , z,)},~,J is a basic polynomial sequence for {Ql, . . . , Qn}. 
1. Let T be a shift-invariant linear operator in the space of polynomials in n variables, 
where a_i = TpjJo, pi being the basic polynomial sequence associated with {Ql, . . . , Qn} and 
PROOF. Follows the same lines as the one variable case. 
Now, we are ready to consider the expansion of a general function z(t) in powers of the 
n polynomials Al, . . . , un(t), where 
Ui(O) = 0, 
U:(o) # 0. 
Let &&I,... ,Q, be such that Us = Qi. We have the following theorem. 
(2.10) 
THEOREM 2. 
where 
(Ilk = [z(%k(zl,. . . , ~&=..,=,,+o > for k > 0, 
{pk} being the basic polynomial sequence for {Q1,. . . , Qn} and Q = (l/n) Cr=, Q,.. 
3. NONLINEAR DIFFERENTIAL EQUATIONS 
We shall consider the Cauchy problem 
g = f(s), (3.1) 
where f is assumed to be an analytic function from Rm to R” with f(0) = 0. Under suitable 
conditions, problem (3.1) will have a unique solution. Define the function v : R --t R by 
where ui(t) are polynomials satisfying the conditions 
q(O) = 0, 
u:(o) # 0. 
Suppose that 
then, after formal differentiation with respect to t, we obtain 
but 
where 
so 
Now, 
dv 
z= 
The expansion of f in Taylor series yields 
where fm(zc) (., . . . , a) are m-linear maps. 
So, formally, and after some development, 
f(X) = C aj -)V’, 
20 
where 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.3) 
(3.9) 
(3.10) 
aj =aj(Cll,...,CXj) 
= 2 f c (kl.;.k,) fm(~O)(~k~,..*,~k,), j>l. 
(3.11) 
WZ=l 
Thus, we have proven the following theorem. 
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THEOREM 3. The formal power series expansion, in power of given n polynomials, of the solution 
to the Cauchy problem (3.1) is given by 
where 
00 = 50, 
(I-1 
Qq+l PO = uq((Y1,. . 7 %) - c c; ak+l Pq-k, 4 2 1, 
k=O 
(3.12) 
with 
where the aj are computed according to (3.11). The polynomials ui(t) i = 1,. . . , n satisfy the 
condition 
Ui(O) = 0, 
u;(o) # 0. 
4. APPLICATION TO MULTI-INPUT NONLINEAR SYSTEMS 
In this section, we shall apply the method of the previous section to the system 
2 = f(?U), 
(4.1) 
x(O) = 20, 
where f is an analytic function from Rm x Rn - R”, u(t) being the input. We shall assume 
further that ui(t) is a polynomial in t satisfying 
Q(O) = 0, 
u;(o) # 0, 
for i = 1,. . . ,n. 
We shall seek the formal power series expansion of z(t) in powers of Al, . 
A Taylor series expansion of f(z, U) around (x0,0) will yield 
f(z, U) = f(Zo, 0) + c ’ fk(~O,o)(~ - 20,. . . 3 2 - zO>. 
k>l k! 
In order to use the multilinearity of fk(zO, O)(., . . . , .), we shall write 
where 
(z-n),u) = C( 
Vk 
akr 
k21 
?‘k) a’ 
. . 
(4.2) 
7 h(t). 
(4.3) 
(4.4) 
-fk = u(R) PkiO = (QG’k,. . . , &nPk)t: , 
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{pk}lc>o being the basic polynomial sequence for {Qr, . . . , Qn}. Thus, 
fcw=a0+~aj(~1,..*1 “j; Yl I..., Yj)$ 
21 
(4.5) 
where 
j 
c 1 j = m! kl...k, > fm(~o70)(%,%; -*.; %,,Yk,), (4.6) m=l 
j 1 1. 
Therefore, we can state the following theorem whose proof is straightforward. 
THEOREM 4. The state x(t) of system (4.1) can be expanded as a power series in powers of the 
input components pi as 
x(t) = c CI!k T, 
k>O * 
where the c& are computed according to (3.12) with the ak satisfying (4.6). 
5. CONCLUSION 
The notions of delta operators and their basic polynomial sequences have been extended to 
the algebra of polynomials (over a field of characteristic zero) in several indeterminates and 
have been used effectively to expand a function in formal power series, in powers of several 
polynomials. This result has been used to derive such an expansion for the solution of general 
analytic nonlinear differential equations. To illustrate the theory, we have obtained the formal 
power series expansion of the output of a nonlinear system, in power of the input components. 
We have assumed the inputs to be polynomials. 
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