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This thesis describes research work in the domain of underwater robotics. It is
aimed towards improving performance and achieving partial or full autonomy in
the rapidly increasing underwater resident robotics field, with the emphasis on the
development of a suite of technologies for autonomous Remotely operated vehicle
(ROV) docking. Fundamentally resident ROVs operating from shore demand high
bandwidth, zero latency communication link which is often unavailable, thus high
levels of automation are needed to compensate. This is especially important for
time-critical tasks such as ROV docking. In addition, the docking station provides
a download/upload link, charging point, and overall mechanical protection for the
resident vehicles. Therefore, the docking of the ROV at the end of a mission is
one of the crucial ROV tasks and often dictates weather window extents. Research
in the literature mainly focuses on the docking to a static docking station, and
although docking to a docking station deployed to the seabed is part of the thesis,
the emphasis is on the docking to a Tether Management System (TMS) garage
suspended from the floating platform/ship. This is used as a ROV docking scenario
close to that of docking to a dock on a floating production platform such as floating
oil production platform, floating wind platform or floating offshore fish farm sea-
cage. Typically it is difficult to compensate for all motion between the ROV and the
suspended TMS/dock due to underpowered thrust, large inertia, and high drag forces,
presenting a significant challenge. If the docking of a conventional work-class ROV
to a suspended TMS proves successful, it presents a significant contribution and
accelerates the path towards collaborative and integrated ROV and Autonomous
surface vehicle (ASV) systems. This advancement will drive further improvements
in the autonomous transition of the existing intervention subsea vehicles across large
areas, primarily associated with the offshore wind sector. The work presented in the
thesis consists of three major parts.
The first is the visual pose estimation system developed to provide accurate
relative position measurements between the ROV and the docking station/TMS.
The developed system is based on active light beacons asymmetrically arranged to
form a unique marker, and a machine vision camera. The system is built around
conventional, industry-standard subsea LED lights and camera and it has been
successfully tested both in a lake and in the ocean. The additional algorithm has
been developed to reduce the pose estimation errors due to the low camera sensitivity
to angle measurements from longer distances. The system has been developed
for standard work-class ROV systems found throughout the sector, deployed from
suspended cage type TMS.
The second is autonomous docking of an industry-standard work-class ROV to
cage type TMS using a visual-based pose estimation approach. This included both,
autonomous docking to static TMS deployed to the seabed, and docking to TMS
suspended from the ship. Evaluation of the system has been demonstrated through
completion of offshore trials in the North Atlantic Ocean during January 2019.
The third is a suspended TMS heave motion prediction method for ROV docking,
based on the Adaptive Neuro-Fuzzy Inference System (ANFIS). With large ROV
inertia and drag forces acting against it, the ROV is not agile enough to match a
cage type TMS heaving motion. Therefore the ROV docking manoeuvre has to start
before the ROV and the TMS align. This also includes matching the ROV to the
docking depth that covers top or the bottom half of the TMS heave range, where
TMS vertical speed is low. The method includes on-site neural network training
based on previous TMS depth measurements and the TMS depth prediction. In
addition, this method could be used standalone as a ROV pilot aiding tool.
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Due to its geographic location and climate, Ireland has exceptional Marine Renew-
able Energy resources (SEAI, 2010), with the government target of achieving 40%
of all Irish electricity being generated from renewable sources of energy by the
end of 2020 (Dineen, 2019). Thus, the development of technologies in the ocean
energy field plays an important role in the Irish government’s energy strategy. The
same trend exists globally, with a particular focus on MRE development in other
parts of northern Europe where these natural resources are widespread. Although
there is a significant energy potential in wave and tidal energy production, such tech-
nologies require further R&D. On the other hand, offshore wind energy is already
significantly contributing to the national grid in many countries, with UK being
largest offshore wind energy producer (Fraile and Komusanac, 2019) with over 1900
operating offshore wind turbines and over 990 in construction (The Crown Estate,
2018). This has been recently followed by UK opening Offshore Wind Leasing
Round 4 in October 2019, resulting in opening up the potential for at least 7 GW of
new offshore wind projects in the waters around England and Wales (The Crown
Estate, 2019). At the same time, Ireland’s national sustainable energy authority
(SEAI) long term prediction shows rapid expansion of both onshore and offshore
wind energy production, with potential of 11 GW onshore and 30 GW offshore
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wind energy deployed in Irish waters by 2050, and directly creating 20 000 jobs in
installation, and Operation & Maintenance (O&M) tasks (SEAI, 2011).
Fig. 1.1 Classification of the difficulties faced by underwater robotics as the tasks
become more complex, the sea state worse, and the currents stronger. Ongoing
research within this thesis and other projects in the CRIS Centre are aimed away
from the origin and towards increasingly challenging scenarios.
Development of marine robotic solutions is therefore necessary to support large-
scale MRE related operations, such as construction, monitoring, IMR tasks, and
others. Since the MRE sector requires devices to be placed in areas of strong
wind, current, and tides, marine robotics needs to evolve for such challenging
environments, as shown in Fig. 1.1, in order to support the rapid expansion and roll-
out of the offshore sector. In addition, in recent years the offshore wind sector pushed
production platforms further off the coast, into areas of higher energy potential,
following a similar development path as Oil & Gas (O&G) platforms on-shore,
in shallow coastal waters, and subsequently O&G field exploitation progressing
into deeper waters. Considering significant expenditures related to the cost of
the surface support vessel and crew, and with the production platforms in remote
locations, the cost related to inspection, maintenance, and repair tasks inevitably
2
1.1 Motivation
rise. Those rising costs have resulted in the development and use of permanently
deployed resident vehicle systems. Although the concept of permanently deployed
vehicles exists in the literature for many years (McLeod, 2010), only recently have
we seen the introduction of commercial resident ROV vehicles (Maslin, 2019b), with
Oceaneering and IKM being industry leaders. However, such systems consist of a
ROV and a Tether Management System (TMS) deployed to the seabed, thus the ROV
operations are limited to the relatively close proximity to the seabed. For deep-water
floating energy production sites, the operational depth of the ROV should be flexible
due to inspection and maintenance tasks spread across the whole water column and
including, cabling and anchoring on the seabed, mooring, chains and flexible risers
up through the water column and floating infrastructure near the surface and above
the waterline.
In addition, while resident ROVs are seen as a possible solution for O&G indus-
try, within the MRE production field, multiple assets can be spread across more than
100 km2, which need to be continuously inspected for condition monitoring purposes.
Therefore, mobile platform to accommodate IMR tasks with significant operational
radius will have to be used. This has been partially addressed through the develop-
ment of resident autonomous underwater vehicles (AUV) (Albiez et al., 2015), but
due to the limited intervention capabilities of AUV systems, many energy-intensive
applications still require ROVs (Furuholmen et al., 2013). These restrictions have
been recognized and use of collaborative platforms consisting of an autonomous
surface vehicle (ASV) and ROV are seen as a potential solution. However, this
approach has been so far tested only using micro-ROVs in relatively controlled
environments, while commercially available solutions based on observation class
ROVs exist (Offshore magazine, n.d.), significant commercial uptake of the technol-
ogy is not yet recorded. One of the reasons for that is that resident ROVs are still
manually operated from the shore using a remote presence approach. Such solutions
fundamentally demand a high bandwidth, low latency communications link that is
often unavailable further offshore. This is especially important for time-critical tasks,
thus high levels of automation are needed.
3
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One of the essential time-critical tasks in resident vehicle operation is the docking
of the vehicle at the end of the mission. While the autonomous docking of unmanned
underwater vehicles is a well-researched area, the main focus of research reported in
the literature is on vehicle docking to a static docking station, usually deployed to
the seabed. However, a TMS suspended from a surface floating platform such as a
surface vessel, presents a highly dynamic system, with wave height and period dic-
tating the viability of launch and recovery operations (Barnatt, 2013). Autonomous
docking of a work-class ROV to a TMS, under such conditions, presents a significant
advancement in ROV technology and opens a path towards further development of
collaborative ASV-ROV solutions, which has potential to lead towards reduced IMR
related costs for offshore energy production sites. With manual operations still being
the standard in the offshore industry, increasing their efficiency is of great value
considering how expensive and time consuming they currently are (Omerdic and
Toal, 2012). These costs can have significant influences over the levelised cost of
energy (LCOE) and can affect the level of overall success of expansion within the
sector.
1.2 Objectives
The aim of the presented research of this thesis is the development of a suite of ROV
technologies to extend current underwater robot capabilities. Considering the risks
involved in ROV operations, this can be achieved through use of existing, industry
proven hardware with software upgrades. The autonomy needed for a resident ROV
should be achieved incrementally through automating specific tasks, while the ROV
pilot role transitions towards supervisory as more and more tasks are automated.
The emphasis within this project is on the autonomous docking task for work
class ROVs. The developed system needs to be implemented and tested in real-
world scenarios, using industry-standard underwater robots in order to validate the
feasibility of the system. As the developed solution is to be applied in the offshore
4
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industry, the solution must be suitable for deployment on the global fleet of the
work-class ROVs.
The main contributions of this thesis are:
• Identification of the gap in the current ROV technology capability for perform-
ing inspection, maintenance and repair tasks at challenging MRE site prevalent
conditions.
• Development, implementation and experimental validation of a visual pose
estimation solution for ROVs near sub-sea structure based on the active light
marker.
• Development, implementation and real-world experimental validation of the
work-class ROV docking to both static, seabed-deployed TMS, and to dynamic
suspended TMS.
• Development and implementation of a suspended TMS heave motion position
prediction method.
• Implementation of the method for elimination of the drift in the ROV naviga-
tion solution, utilising the developed active light marker system.
1.3 Research framework
This thesis describes research work in the domain of underwater robotics. It is aimed
towards improving performance and achieving partial or full autonomy in the rapidly
increasing underwater resident robotics field, with the emphasis on the development
of a suite of technologies for docking of work class ROVs. The research work
reported in this thesis is part of a large scale project under the Marine and Renewable
Energy Ireland (MaREI) Centre research programme.
MaREI is the marine and renewable energy research, development and innovation
centre supported by Science Foundation Ireland. MaREI consists of over 200
researchers spread across 12 partner institutes in Ireland, collaborating with over 50
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industry partners, with the main focus of research on energy transition, climate action,
and the blue economy. The MaREI scientific research programme is organized into
Platforms while industry supported targeted projects are assorted into six Spokes as
shown in Fig. 1.2. This thesis falls within Spoke 6. The overall goal of the spoke is
to apply innovative technologies in observation and monitoring of Marine Renewable
Energy (MRE) sites to protect the large investments in MRE capital infrastructure,
and to operate that infrastructure for best economic energy production. The spokes
are further divided into multiple Post Doctorate and PhD research projects supported
by industry partners.
Fig. 1.2 Platform and Spoke Organisation of MaREI Centre.
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The part of the MaREI research related to the field robotics is carried out at
the Centre for Robotics and Intelligent Systems (CRIS), within the University of
Limerick. The core research areas of field robotics within CRIS include:
• Development of Underwater Unmanned Vehicles (UUVs) and Unmanned
Aerial Vehicles (UAVs) for marine environments.
• Underwater robotic monitoring and surveying, using vision and acoustic based
sensor data for registration, positioning, navigation, and visualisation systems,
to facilitate ROV operations.
• Remote presence, communications, and high-speed data security provision for
remote monitoring and control of robotics operations.
• Development of autonomous and semi-autonomous robotic manipulation sys-
tems, using real-time video and high-resolution sonar systems in the control
of manipulators and base robotic vehicles.
The research presented in this thesis falls within the scope of the first and the
second core research area mentioned above. Marine Renewable Energy (MRE)
installations offshore face challenges beyond those in offshore oil and gas due to
the scale of individual installation, i.e. plant is unmanned, and MRE infrastructure
must be located in areas of strong waves/current/wind. MRE installations must rely
more on remote/autonomous monitoring and control (remote presence) with limited
human intervention in the field. Within the CRIS group there are multiple PhD
projects that contributed to the development of the ROV technology for inspection,
maintenance, and repair (IMR) operations. One project included the development
and testing of agile, high power-to-weight ratio inspection class ROV for close-
quarters operation near the MRE infrastructures. A second project contributed to the
development and application of real-time vision systems, utilising the underwater
camera imaging technology for mapping, manipulation and navigation, while a third
project was focused on control strategies for autonomous intervention on moving
targets (MRE devices) through hydraulic manipulator arms attached to the ROV.
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Research within CRIS strives towards a constant development of new underwater
vehicles and extending the capabilities of existing ones is necessary.
The work described in this thesis is the outcome of an industry supported project
with the aim to research, develop and implement remote presence systems to reduce
the expense of deployment and support of onsite maintenance for MRE and other
infrastructure offshore, particularly within the development of solutions to address
and reduce the cost of ship supported robotics deployment for IMR. The industry
partners on this project are Shannon Foynes Port Company and The Commissioners
of Irish Lights.
1.4 Thesis structure
Chapter 2, provides an overview of trends and the state-of-the-art projects in the
subject area relevant to the research presented in this thesis.
Chapter 3 gives an overview of the hardware associated with the offshore trials,
presents a motion analysis of the TMS suspended from the floating platform, and
discusses standard operating procedures used during the ROV operations. Each
particular topic is discussed up to certain level of detail necessary for good under-
standing of latter chapters. For readers who are familiar with ROV operations, this
chapter may possibly be skipped and the reader can refer back to it in parts later or
if specific information is needed. However, for a non-familiar reader the chapter
provides the essential information about the size of the system, it’s dynamics, and
challenges associated with ROV operations.
Chapter 4 describes a visual pose estimation system developed to provide accurate
relative position measurements between the ROV and the docking station/TMS. The
developed system is based on active light beacons asymmetrically arranged to form
a unique marker and a machine vision camera. In addition an algorithm has been
developed to reduce the pose estimation errors due to the low camera sensitivity to
angle measurements at larger ranges. The system has been developed for standard
work-class ROV systems found throughout the sector and deployed with suspended
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cage type TMS. The system is built around conventional, industry-standard subsea
LED lights and camera, and it has been successfully tested both, in the laboratory
and in the ocean.
Chapter 5 presents autonomous docking of an industry-standard work-class ROV
to cage type TMS using a visual-based pose estimation approach. The chapter covers
both, autonomous docking to static TMS deployed to the seabed, and to the best
of the author’s knowledge, the first autonomous docking of a work-class ROV to
a suspended TMS from a floating platform. Evaluation of the system has been
demonstrated through completion of offshore trials in the North Atlantic Ocean
during January 2019. The subject matter within this chapter has been published by
the author (see Appendix D) (Trslic et al., 2020).
Chapter 6 describes a suspended TMS heave motion prediction method for ROV
docking, based on the Adaptive Neuro-Fuzzy Inference System (ANFIS). During the
manual docking, a ROV pilot is able to predict the dynamic position of the docking
station and estimate heave motion based on the observations of the motion over the
time period for a few heave cycles before attempting to dock. A similar approach
is presented in this chapter with an ANFIS based solution for TMS heave motion
prediction. The method includes on-site neural network training based on previous
TMS depth measurements and the TMS depth prediction. In addition, this method
could be used standalone as a ROV pilot aiding tool. The method presented in this
chapter has been published by author (see Appendix D) (Trslić, Omerdic, Dooly and
Toal, 2020).
Chapter 7 discusses the use of an LED based subsea location marker attached to
a known structure within the offshore field, for ROV position update. Since resident
vehicles for IMR tasks usually operate in partially structured environments, the
position and orientation of known structures with a low-cost navigational marker can
be used to eliminate drift in the ROV navigation system when close to the target. The
system has been tested in the real-world environment and the results of the research
have been reported by author (see Appendix D) (Trslić, Weir, Riordan, Omerdic,
Toal and Dooly, 2020).
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The thesis concludes with Chapter 8, by offering a summary and discussion
of the presented work and the key contributions achieved by it. The chapter also
provides descriptions and suggestions for further developments in the presented work
and the research area.
This thesis is supplemented by several appendices. Appendix A describes a con-
trol architecture of the work-class ROV Étaín, while Appendix B contains technical
specification of the ROV, and Appendix C contains technical specification of the
ROV navigation system solution components. Appendix D lists the key publications





There is constant growth in the world’s energy consumption and an ever-increasing
focus on energy security and diversification, with an emphasis on having energy
production within home territorial regions. Economic expansion brings increased
demand for all fuels and we have seen all variants grow at above-average rates
(Dudley, 2019). In offshore power generation this increased demand is followed by
expansion of deep-water O&G sector (Murawski et al., 2020; Offshore magazine,
2019), where significant energy potential exists. This trend comes from a number
of contributing factors including: need for increased energy farm footprint, techno-
logical advancements in ROV/AUV industry and significant savings in deep-water
capital expenditure (CAPEX) and operational expenditure (OPEX) costs compared
to 2014 levels (Mordor Intelligence, 2019). The same trend is followed by Marine
Renewable Energy (MRE) sector with offshore wind platforms being placed in
remote offshore locations which typically offer more stable wind regimes (Hannon
et al., 2019). Although higher energy potential and cost savings have resulted in
deep-water sites becoming commercially viable, the costs associated with operations,
maintenance, and repair are inevitably increasing with the move into deeper offshore
regions. In downtime/failures, due to the remoteness of the production platform and
associated transit times, weather windows for inspection, maintenance, and repair
11
Background
operations are significantly reduced. This represents a substantial issue in reducing
and maintaining projected OPEX costs.
One of the primary OPEX costs, including ROV deployment, is support vessel
day rates. Traditionally, subsea IMR activities are carried out using a work-class
hydraulic remotely operated vehicle. The vehicles are tethered and controlled directly
from a surface support vessel and generally incur significant expenditures associated
with the cost of the vessel and crew. The day rate of an offshore maintenance
vessel with a crew and equipped with ROV typically reaches at $100,000 or more
(Christ and Sr, 2013; Statoil, 2017). One of the primary restriction in terms of
ROV operations and associated operational weather windows, is in the launch and
recovery of the vehicle (Duncan, 1986). These restrictions are recognized within
the offshore energy production industry and as a solution to the problems resident,
permanently deployed underwater vehicles are emerging as a potential solution to
overcome these problems, expand operation weather windows and reduce OPEX
costs. Using a permanently deployed vehicle, real-time, surface weather independent,
onsite remote piloting is possible near the seabed. This opens the path to year-round
operations without the need for expensive vessels onsite and with reduced personnel
transfers (OSJ, 2018). The recognized limitations, together with advancements in
ROV technology, battery technology, and the partial coverage of the North Sea
and the Gulf of Mexico area with a high-bandwidth, and relatively low latency 4G
network (Tampnet, 2018), has led to the significant development of commercial
resident ROV and resident Hybrid ROV (H-ROV) systems (Maslin, 2019b).
2.2 Resident ROVs and Hybrid ROVs (H-ROVs)
ROVs have been the workhorse of the oil & gas industry since their introduction
in the early 1970s. However, the resident ROV concept is only recent, being born
out of unprecedented cost saving demand for O&G and global expansion of the
offshore wind sector (IEA, 2019). There are various research and development
projects globally investigating this concept, some with significant collaboration and
12
2.2 Resident ROVs and Hybrid ROVs (H-ROVs)
investment from both the oil & gas and the MRE industry sector. Some major in-
vestments in work-class resident ROV systems are led by Equinor (formerly Statoil).
Oceaneering developed the resident ROV solution E-ROV for Equinor (Equinor,
2019; Oceaneering, 2019). The E-ROV system consists of a work-class ROV and
tether management system stationed on the seabed, with a fully integrated commu-
nication system buoy on the surface. The power is supplied through submerged
battery pack which can be scaled up or down, depending on operational requirements.
This system represents an intervention ROV system, which is mobile and can be
redeployed relatively easily. Based on E-ROV, Oceaneering also released details of a
new vehicle, hybrid ROV (H-ROV) called Freedom, currently under development
(Freedom ROV | Oceaneering [Video file], 2019; Oceaneering, 2018). Freedom
represents a concept move towards a system in a resident hybrid ROV/AUV format.
While in AUV mode, this system would be primarily mobile through the limited
onboard power while moving between multiple sites spread around the operational
field. After Freedom approaches the site, it reconnects to a subsea charging and
communication station and allows for a real-time ROV piloting.
The other major industrial research project in resident systems is ongoing between
Equinor and IKM. Through this collaboration IKM developed a large resident system
for heavy intervention in an O&G field called R-ROV (IKM Subsea, 2018; UT2,
2018). It consists of a Launch and Recovery System (LARS) and power supply
system deployed on a floating platform (e.g. O&G platform) with a TMS and docking
station deployed to the seabed. The communication channel to the shore-based ROV
operating centre is provided through satellite uplink/downlink (Robinson et al.,
2018), 4G mobile network or in some cases fibre optic cable piggybacked on existing
pipeline infrastructure. IKM Subsea were one of the first commercial entities to bring
this from the proof-of-concept prototype stage to full operational system enactments.
IKM developed their fully electric Merlin UCV ROV, modifying their manipulator
protocols along with umbilical connectors for shore-based distance piloting and
long-term deployment (MacDonald and Torkilsden, 2019). This was developed and
deployed under a breakthrough ten-year contract for Equinor’s Visund and Snorre
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B field assets where one resident ROV system was included for deployment onsite
(MacDonald and Torkilsden, 2016).
There are several ongoing resident H-ROV development projects like Oceaneer-
ing’s Freedom, based around vehicle platforms able to transition between ROV and
AUV mode, which are in different stages of development and technology readiness
level (TRL) phases. The primary advantage of this resident hybrid ROV concept is
that the vehicle can unplug itself, operate in the AUV mode and autonomously move
location to a second subsea resident station, covering relatively long distances with
the onboard battery pack. Once a resident station is reached the ROV reconnects
for power and data transfer. This concept has been around for years and collabo-
ration between the Cybernetix, IFREMER and The University of Liverpool led to
the development of Swimmer AUV (Evans et al., 2001), being one of the first to
demonstrate the functionality of the H-ROV solution. Swimmer is a large AUV
shuttle which served as a mother vessel to a work class ROV (Tito and Rambaldi,
2009). The AUV has been able to autonomously navigate and dock to the docking
stations deployed to the seabed and connected to the surface facility supplying power
and communications. Once the AUV is docked, power is supplied to the ROV and
a real-time data and a video communication channel is established between the
ROV operator and the vehicle. However, with developments in battery technology
which allow for a higher energy density storage, and with a ROV design being more
hydrodynamic, the ROVs today are able to transverse larger distances operating in
AUV mode without the mother vessel.
Hybrid ROVs were originally developed for high-risk scientific operations. The
Nereus Hybrid Underwater Vehicle has been developed based on the collaboration
between the Woods Hole Oceanographic Insitution (WHOI), the John Hopkins
University and the U.S. Navy Space and Naval Warfare Systems. The vehicle
developed in 2007 has been specifically designed for deep water operations (Bowen
et al., 2008), which led to the successful observation and sampling operations in the
Challenger Deep of the Mariana Trench (Whitcomb et al., 2010). The vehicle could
be configured prior to launch to operate either in AUV or ROV mode. In AUV mode
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the vehicle has been used for sea floor mapping using cameras and sonars, while
in ROV mode the vehicle was operated real-time via optical fibre cable deployed
from the supporting surface vehicle. The use of lightweight optical cable has been
necessary since conventional steel-reinforced cables are self-supporting in sea water
up to 7,000 m while Kevlar based umbilical result in large-diameter cables requiring
large cable handling systems and introducing high cross-section drag. Although, the
concept of using optical fibre for ROVs has been presented before (Aoki et al., 1999),
the Nereus has been among the pioneers of a long-range fiber-optics tether based
hybrid ROVs.
Followed by the success of the Nereus, WHOI developed another hybrid vehicle
for under-ice operations called ROV Nereid-UI (Bowen et al., 2014). The vehi-
cle rated to 2,000 m has been designed to operate both in AUV mode for survey
operations, or in tethered ROV mode for tele-operated sampling and intervention
operations, using up to 20 km of lightweight optical fibre tether. While under ice, in
case of the damaged tether, the vehicle can be operated in semi-autonomous mode
using low-bandwidth dual-band acoustic communications system.
The H-ROV Ariane has been developed by IFREMER for near-bottom work in
fragile environments such as coral reefs (Brignone et al., 2015; Raugel et al., 2019).
Ariane is a 2,500 m depth rated vehicle designed to be operated from a non DP
capable surface vessel in order to reduce operational costs. The vehicle is able to
operate in AUV mode both for a survey tasks, or as a safety fallback strategy in
case of tether rupture. While in ROV mode, the vehicle is unlike the previously
described hybrid ROV systems, operated through reusable fiber-optic tether deployed
from the ROV itself. In the case of tether entanglement, the vehicle is equipped
with pyrotechnic fibre cutter for emergency tether cut. The vehicle then switches to
AUV mode and performs pre-planned homing/surfacing manoeuvres relying on the
acoustic link. Recently similar systems with extended autonomous capabilities, have
been under development by major ROV producers for inspection and intervention


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2.2 Resident ROVs and Hybrid ROVs (H-ROVs)
Saipem is working on the Hydrone family of three different resident unmanned
underwater vehicles. The concept has been presented in 2017. (Under the Sea |
Hydrone | Saipem [Video file], 2017), and has been continuously developed since
(Maslin, 2019a; UT2, 2018). Hydrone-R is the first vehicle to be launched in the
market as an intervention ROV with light construction work capabilities, and with
first tests carried out in July 2019 (Saipem, 2019). The vehicle can be remotely
controlled from shore and can operate in tethered or wireless mode using underwater
wireless optical modems (Caiti et al., 2016a; Leon et al., 2017; Sonardyne, 2020).
Also, it is designed to navigate up to 10 km in AUV mode. The development of this
ROV led to the multi-million subsea service contract between Saipem and Equinor
at Njord field in the Norwegian Sea (McPhee, 2019), which is the first confirmed
site for Saipem’s subsea UUVs. The second ROV from the Hydrone family is
Hydrone-W. It presents a resident work-class ROV for heavy duty tasks, permanently
connected to a subsea tether management system. However, the project is in early
development phase and is expected to be developed and tested in 2021 (Beckman,
2019). The third vehicle is Hydrone-S, which presents an advanced, resident AUV
used for the collection of data from a large number of subsea sensors spread around
offshore energy production field. The vehicle is heavily based on the FlatFish resident
AUV developed in partnership between DFKI, Senai Cimatec and Shell company
(Zagatti et al., 2018), for autonomous visual inspection, tracking pipelines, hovering
around the subsea structures and returning to the deployed docking station in order
to recharge and transfer gathered data. The FlatFish project has been entrusted to
Saipem in 2018 for further development and is expected to be commercially ready in
2020 (Energy Northern Perspective, 2019).
Another ongoing resident H-ROV project is based on collaboration between
Modus Seabed Intervention, Osbit and Offshore Renewable Energy (ORE) Catapult
(Modus, 2019). The system is based on a commercial ROV/AUV platform Saab
Seaeye Sabertooth (Saab, 2019), which previously has been continuously developed
under Clean sea project in partnership with Eni (Buffagni et al., 2014; Grasso et al.,
2016). The goal of the Modus based project is to develop an autonomous solution for
17
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inspection and survey of offshore wind farm subsea infrastructure. However, while a
seabed dock has been developed, and system deployment and docking trials from
floating docking station has been announced (Catapult, 2018), the outcome of the
trials has not been reported yet.
While the majority of H-ROV projects are based on evolved traditional ROV
platforms, the Eelume project by Kongsberg (Liljebäck and Mills, 2017), and Aqua-
naut by Houston Mechatronics (Manley et al., 2018) present a different approach
to the H-ROV industry. The Eelume vehicle is based on a chain of joints, payload
modules and thruster modules. With a snake-like, modular vehicle for navigating
through tight places, an additional redundancy and shape-changing ability has been
achieved, which allows the vehicle to act as a robot arm when needed. On the other
hand, Aquanaut has a shape-shifting morphology which gives the vehicle the ability
to operate in two different modes. While in Survey/Transit mode the vehicle adopts
hydrodynamic, torpedo-like shape for efficient transit, while upon arriving at a work
site the vehicle switches to Intervention mode and adopts the shape of a work-class
ROV. The vehicle has been tested so far only in the laboratory conditions and it is
yet to be seen it’s performance in the real-world environment.
In general, there is a significant uptake in resident ROV technology, and with
the rapid expansion of the offshore sector more diverse resident ROV projects are
expected to be seen. However, as shown in Table 2.1, one thing in common to all
projects mentioned in this section is a static docking station deployed to the seabed.
While such systems are seen as a viable solution for O&G platforms in relatively
shallow water, deep-water energy production sites, and especially MRE production
fields with assets distributed over large area, demand a different UUV approach to
continuous condition monitoring and intervention tasks.
2.3 Challenges in deep-water energy production sites
With the move of the energy production sites into deep water regions, the costs related
to IMR operations are increasing, and this should be addressed. This may not be
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overcome simply through predictive maintenance due to the growth in infrastructure
planned within the future offshore blue economy (Toal et al., 2010).
The resident ROV systems may seem as a viable solution for deep-water IMR
tasks, however such systems consist of a ROV and a TMS deployed to the seabed.
Therefore, the ROV operations are limited and can be undertaken only in relatively
close proximity to the seabed TMS. Since the IMR tasks in deep-water energy
production sites can range from the floating infrastructure near the surface to cabling,
cable risers and chains, down to moorings and seabed infrastructure, the operational
depth of the ROV should be flexible. In addition, geographic spread of infrastructure
assets in the MRE sector, which is currently undergoing huge expansion, creates
additional concerns, with IMR tasks on a large area demanding more vessels, thus
introducing higher OPEX. This has been partially addressed through the development
of resident autonomous underwater vehicles (Albiez et al., 2015; Gilmour et al.,
2012). However, due to the limited intervention capabilities of resident AUV systems,
many energy-intensive applications still require ROVs (Furuholmen et al., 2013).
These limitations have been recognized and the use of a collaborative ASV-ROV
platform seems like a potential solution (Fahrni et al., 2018; Lachaud et al., 2018),
with a small number of commercial solutions already available.
Marine Tech developed unmanned surface vehicle RSV Sea Observer equipped
with an inspection-class ROV (I-ROV) for offshore subsea monitoring (MarineTech -
RSV Sea Observer [Video file], 2017). The USV is based on fully electric, approxi-
mately 4 metres long inflatable platform designed for offshore operations in up to
1.5 m swell, which can accommodate 250 kg of payload. The surface vehicle is
equipped with a dynamic positioning system, and is able to achieve a maximum
transition speed of 10 knots. However, the vehicle is designed to operate only in a
coastal area with minimal sea state, and provides only observation capabilities while
the maximum operating range is 5 km.
As part of the Autonomous Robotic Intervention System for Extreme Maritime
Environments (ARISE) project the system consisting of a C-Worker 7 ASV and
an I-ROV Saab Seaye Falcon has been developed. C-Worker 7 is a 7.2 m long
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ASV equipped with radio and satellite communications and designed for direct,
semi-autonomous or autonomous control. With a moonpool size 2.5 m x 1 m it
is suitable to launch and recover inspection class ROV and provide up to 2 kW of
power for payloads (L3 ASV, n.d.). The ROV system onboard provides observation
and light intervention capabilities. The system is designed to be used in a hazardous
environment such as for jacket and hull inspection. The proof of the concept has
been demonstrated in 2019 (L3 ASV, 2020), with the second phase of the project
leading towards further ROV launch and recovery capability (ASV Global, 2020).
Following the technical paper presented by TechnipFMC and Total on oppor-
tunities and challenges of operating ROV-USV platforms (Lachaud et al., 2018),
the ECA GROUP demonstated a similar system in 2019 using the I-ROV H300V
and an unmanned surface vehicle the USV Inspector (ECA Group, 2019). The
ROV system provides observation and light intervention capabilities. However, this
system is under development, and it is used as a proof of the concept system. The
ROV deployment is still performed manually without the TMS with the tether being
managed manually. Once deployed, the ROV is operated in a free-swimming mode.
Various other cooperative ASV-ROV projects have been demonstrated (Conte
et al., 2016; Gray and Schwartz, 2016), with ASV-ROV collaborative platform being
tested only using observation class ROVs, and with the ROVs being launched and
recovered directly, without a docking station. The most recent ROV-ASV project has
been introduced in February this year. The project named Armada is led by Ocean
Infinity (Offshore Engineer, 2020). The goal of the project is to built a fleet of large
unmanned surface vehicles/ships, each equipped to perform various data acquisition
and intervention tasks. Depending on the task, each vehicle will be equipped with
various sensor payloads and capable of deploying state-of-the-art AUV or ROV
systems. However, this project is only in conceptual phase.
Although it has been shown in this section that there is an interest in collaborative
ASV-ROV platforms, significant commercial uptake of this technology has not
been recorded yet. Fundamentally such solutions are still operated from shore
and demand a high bandwidth, low latency communication link. While partial
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availability of 4G mobile networks in the North Sea and in the Gulf of Mexico helps
to drive the industry (Maslin, 2019b), such a communication link is in most cases
unavailable, especially at deep-water offshore energy production sites. Therefore, to
achieve the level of agility needed for resident ROVs in subsea domains and within
time-critical tasks, these communication issues need to be addressed. High levels
of automation, through onboard sensor technologies, machine learning, computer
vision, and advanced control and navigation approaches can provide an alternate to
the high-bandwidth communication link requirements for remote on shore piloting
solution (Dooly et al., 2016). One of the time-critical tasks in resident ROV and
AUV operations is the docking of the system back into the docking station at the
end of a mission, with the DS providing an overall mechanical protection, charging
point and download/upload link. This task is a particularly crucial part of all UUV
operations and likely represents the primary task which will dictate the full system
operating window, especially if heaving DS suspended from a floating platform is
considered.
2.4 Autonomous UUV docking
Since autonomous docking has been one of the main tasks in resident AUV operations
in order to extended operational duration on site, most research in the literature on
the automation of subsea vehicle docking procedures has been focused on resident
AUV platforms. There are various reasons for resident AUV deployment, however
all resident AUV solutions include recharging and data exchange without recovering
the vehicle to the surface. One of the first autonomous AUV docking systems have
been proposed for long-term oceanographic sampling purposes (Curtin et al., 1993).
Cowen et al. (1997) developed autonomous docking to a funnel shaped receptacle
based on a single underwater light mounted on the docking station, using quadrant
detector and optical terminal guidance for AUV control. The system worked using
a similar principle to a heat-seeking air-to-air missile, with the system constantly
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trying to keep the target (light source) roughly centered horizontally and vertically
in the image plane.
In the same year, the docking system to an interesting pole-based omnidirectional
docking station, based only on acoustic bearing and range rate measuring system has
been suggested by Singh et al. (1997). When the vehicle starts the homing procedure
its USBL system is continuously trying to null the bearing to the dock. If the dock is
missed the range rate to the dock undergoes sign reversal, thus the AUV has missed
the dock.
Another docking system using the acoustic positioning has been presented by
Smith (1997). The inverted short-baseline (SBL) system, with baseline length
approximately 6 m and three beacons arranged in a star and anchored to the seabed,
has been used to estimate relative AUV position. However, the system has been
designed for slow-approaching vehicles with approaching speed less than 1 m/s. A
homing and docking approach using electromagnetic guidance has been suggested by
Feezor et al. (2001). The system has been developed to provide accurate position and
orientation measurement at the final stage of the docking manoeuvre, and compared
to the high frequency acoustic systems at the time, this system provided higher
update rates and more accuracy. In addition, unlike the acoustic systems, this system
did not suffer from additional complexities when operating close to the seabed or the
surface, however operating range of the system has been 30 m.
In the same year, Evans et al. (2001) presented innovative acoustic imaging
system for autonomous docking of the SWIMMER AUV to docking station. The
system has been based on two orthogonally mounted sonars on the AUV. The images
acquired from the sonars were compared with simulated sonar data using CAD
model, sonar model and estimated position data, to generate true, updated position.
This system was further upgraded with vision based system as part of ALIVE project
(Evans et al., 2003), using edge detection to detect features which are compared
with 3D CAD models and used to estimate the vehicle position in the final docking
phase. A further vision based system reported by Brignone et al. (2007), with video
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processing algorithm used passive checkerboard markers to estimate relative AUV
position, with sonar performance further optimised using passive sonar markers.
Pan-Mook Lee et al. (2003) demonstrated autonomous docking to a funnel shaped
receptacle using active light beacons which has been further improved (Park et al.,
2009). Five beacons attached to the docking station have been used as markers,
and with the camera attached to the nose of the AUV, the relative position between
the docking station and the vehicle has been calculated. At the same time Carreras
et al. (2003) demonstrated the vision localization method for underwater robots in
structured environment, allowing for real-time computation of all six degrees of
freedom along with the vehicle velocities. The system has been based on visually
coded passive marker (similar to augmented reality marker today) which has been
recognized using the vision system.
Autonomous docking using USBL to estimate funnel-shaped DS position, using
Doppler Velocity Log (DVL) velocity and altitude information on the AUV, has
been demonstrated by Allen et al. (2006). A similar system has been developed and
reported in Hobson et al. (2007) and McEwen et al. (2008). Another approach looking
at fusing data from the vision system, DVL, and Fibre Optics Gyroscope (FOG),
using Extended Kalman Filter (EKF), has been presented in Krupinski et al. (2008)
and Krupinski et al. (2009). This approach has been further extended by Vallicrosa
et al. (2016) and Palomeras et al. (2018) which added USBL and depth measurements
to navigation filter further improving vehicle localization capabilities. Acoustic
localization has been used at long ranges from the DS, visual pose estimation based
on four active light beacons has been used for close range pose estimation, while
pose estimation on passive Augmented Reality (AR) markers has been used for the
final approach.
More recently, Li et al. (2015) presented an algorithm for AUV docking based
on visual pose estimation using two cameras. The method used active light beacons
attached to the docking station. During the docking, the algorithm operates in one
of two operating modes depending on the number of lights acquired using two
cameras. While two cameras added to redundancy and precision of the system, Li
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concluded that the method suffered from the long computational interval (1.5-2.5
s), thus additional dead-reckoning navigation system such as DVL, should aid the
navigation solution. However, this problem has been addressed in Zhong et al. (2019)
using a fast binocular localisation method.
2.4.1 Autonomous UUV docking to a moving docking station
As shown in the previous section,the autonomous docking of UUVs is a well-
researched area with various approaches demonstrated throughout the years. How-
ever, the main focus in the literature is on docking to a static docking station, usually
deployed to the seabed. A TMS suspended from a surface platform such as a surface
vessel, presents a highly dynamic system, with a surface platform being the main
source of TMS motion, and with wave height and period dictating the viability
of launch and recovery operations (Barnatt, 2013). Although docking of UUVs
to a moving docking station has been reported, the research is mainly focused on
AUV docking and on compensation of disturbances in the horizontal plane (e.g.,
cross-current), while assuming minimal docking station heave oscillations.
Fixed-wing depressor-based docking solution is presented by Raspante (2012),
where a funnel shaped DS is attached to the depressor and towed by a surface vehicle
at a constant speed, while the AUV intercepts the docking station and performs the
docking.
On the other hand, docking of an AUV into a compliant docking station attached
to a ship hull, using USBL and optical guidance, has been reported by Rigaud and
Nicolas-Meunier (2015). The USBL has been used for long range relative position
estimation, while at close range the optical homing system, based on the recognition
of LED light beacons pattern has been used.
A USV-based automated launch and recovery system (LARS) for AUVs has
been presented in Sarda and Dhanak (2017). The recovery system is based on the
deployment of a thin line with a depressor wing from the surface vessel, whereas
the AUV is equipped with a pincer-type mechanism for latching. Recovering of an
AUV by another AUV in shallow water has been presented in Liu et al. (2019). The
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system consists of a “mother” AUV with a funnel shaped docking station attached
to its body, designed to accommodate launch and recovery of the “daughter” AUV.
Docking to an active docking station is presented in Yazdani et al. (2019). The paper
presents a cooperative guidance system for the AUV docking, whereas the system
consists of a funnel shaped receptacle with an active heading adjustment.
However, despite considerable achievements both in academia and the UUV
industry, suitable autonomous work-class ROV docking solution to allow the IMR
tasks while acknowledging all the challenges, has not been developed, integrated or
tested yet.
2.5 Closing remarks
This chapter has summarized the relevant background and presented a comprehensive
overview of the projects related to resident UUV field with emphasis on resident
ROV solutions.
By analysing the literature in underwater unmanned vehicles development, it
is clear that resident vehicles have been a popular topic for many years, but only
recently are seen, by offshore energy production companies, as a viable solution for
the reduction of OPEX costs in offshore production fields. This has been followed
by a significant uptake of commercial interest in resident ROV systems, with various
research projects targeting different problems within the field, resulting in significant
investment into development of projects, which are mostly at the early technology
readiness level phase. However, with offshore wind and O&G platforms being
pushed into deeper offshore regions where higher energy potential exists, current
resident ROV systems consisting of a TMS deployed to the seabed are not able
to cover a whole range of IMR tasks performed across the whole water column.
O&G production platforms in deeper water locations employ floating structures and
offshore wind technology R&D is developing floating wind solutions to enable wind
energy in deeper waters. IMR tasks on infrastructure must thus cater with anchors,
flexible risers, moorings and large floating structures. There is a need for resident
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ROVs to be deployed from higher up in the water column, and there is a requirement
for ROV systems and their associated docking stations and TMS systems to be
deployed on or from these floating structures. This can be done with TMS and DS
built onto the submerged part of the floating structures or the DS and TMS suspended
from the floating structure to the desired working depth with the TMS acting as a
clump weight to compensate for a cross-section drag. This leaves an unfilled gap
between the current solutions and the ones required by growing offshore energy
production sector.
Moreover, while resident ROV solution partially meets the O&G inspection,
maintenance, and repair requirements, the marine renewable energy production
field due to the multiple assets distributed over large areas demands a different
approach, and as a possible solution collaborative platform consisting of ROV and
ASV has emerged. However, many of the examples in the literature fail to address
some of the fundamental barriers to the significant rollout of this technology into
commercial sectors. Essentially these solutions demand high bandwidth, low-latency
communication channel to shore and are still manually operated through the remote
presence approach. Although such communication link is essential for time-critical
tasks, it is often not available. To close this gap, the autonomy needed for a resident
ROV should be achieved incrementally through automating specific tasks, while the
ROV pilot role transitions towards supervisory as more and more tasks are automated.
One of the essential time-critical tasks is docking of the vehicle at the end of the
mission. Considering heaving DS suspended from a floating platform (e.g. ASV),
this task is even more time-critical. However, suitable autonomous ROV docking
solutions are not available. Solving this problem would accelerate uptake in resident
ROV technology and would open a path towards future development of collaborative
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3.1 Introduction
This chapter provides an overview of the hardware used for the offshore trials,
discusses the behaviour of a TMS suspended from the floating surface vessel, and
gives insight in the standard operating procedures during the ROV docking. The
chapter can be read in two ways, depending on the reader’s background. The reader
familiar with offshore ROV operations may quickly read through Section 3.2 to get
familiar with the system used during the offshore trials, while the rest of the chapter
can be skipped and consulted as needed. Otherwise the reader is advised to read
through the chapter and encouraged to refer back to its contents as necessary as the
reader progresses through the thesis.
Section 3.2 provides an overview of the hardware and supporting equipment
involved in the offshore trials. The relationship between the surface vessel motion
and the suspended TMS motion is given in Section 3.3, which also serves as a
foundation for Chapter 6. Since the autonomous docking of the ROV is one of the
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main contributions of this thesis, it is necessary to have an understanding of the
standard, manual docking procedure first, which is therefore the topic of Section 3.4.
3.2 Hardware
Fig. 3.1 shows the experimental setup used for autonomous docking. Industry
standard equipment was utilised with upgraded, in house developed control systems.
The Centre for Robotics and Intelligent Systems (CRIS), University of Limerick
ROV system consists of a control cabin, launch and recovery system (LARS), tether
management system, and the remotely operated vehicle, ROV Étaín itself. Technical
specifications of the system components are given in Table 3.1. The Research Vessel
(RV) Celtic Explorer of the (Irish) Marine institute was used throughout the offshore
trials (Institute, 2019) .
Table 3.1 Technical specification of the system.
Description Dimensions LxWxH [m] Weight [t]
Control Cabin Reinforced container used as ROV control centre 6 x 2.4 x 2.4 6.5
LARS A - frame type, 2200 m steel reinforced umbilical, φ 25.4 mm 5.5 x 2.8 x 3.2 12
TMS Cage type, 400 m soft tether, φ 21 mm 2.9 x 1.8 x 2.5 2.1
ROV Middle size ROV capable of inspection, maintenance and repair tasks 2.1 x 1.3 x 1.25 1.1
Ship Research Vessel Length - 66 m Displacement - 2425 t
The ROV is controlled from a control cabin used as the control centre aboard
the research vessel. Power is supplied from the ship, while the connection between
the cabin and the TMS and ROV is established through 2.2 km of steel reinforced
umbilical with embedded fibre optic cable. The LARS is a conventional A-frame
type, hydraulically operated.
3.2.1 Remotely operated vehicle (ROV)
Both remotely operated vehicles (ROVs) and autonomous underwater vehicles(AUVs)
are considered part of the unmanned underwater vehicles (UUVs) family. AUVs are
battery-powered vehicles usually used for survey missions such as detailed seafloor
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Fig. 3.1 Experimental setup overview of ROV Étaín aboard Research Vessel Celtic
Explorer.
mapping, pipeline survey, and inspection of underwater structures. The survey mis-
sion is pre-planned and conducted generally without operator intervention, although
acoustic modems are used for direct communication. After the end of a mission, the
AUV returns to a pre-programmed location. The difference between the ROVs and
the AUVs lies in the presence of a tether between the surface and the vehicle. While
AUV is not physically connected with the operator, with ROVs a tether is used for
communication and/or power delivery between the surface and the vehicle. A ROV
can be controlled via remote operation or autonomously. The tether provides higher
bandwidth than acoustic modems, thus real-time visual feedback is available. The ve-
hicle can be battery-powered, powered through the tether, or using a combination of
both approaches. ROVs can be equipped with robotic arms used in intervention tasks
such as valve turning, taking physical samples, object retrieval/recovery, guiding
large construction pieces into place underwater and for many other applications.
The ROV, acquired by CRIS in 2018 and named Étaín after a heroine of Irish
mythology, is a state-of-the-art fully electric Comanche ROV produced by Forum
Energy Technologies, with additional onboard hydraulic power used for manipulators
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and tooling. The ROV is equipped with an inertial navigation system coupled with
various aiding sensors such as: a Doppler Velocity Log (DVL), an Ultra Short
Baseline (USBL) system to eliminate navigation drift solution underwater, a depth
sensor, and a DGPS system which operates when the ROV is on the sea surface. The
vehicle is equipped with four horizontal and three vertical thrusters and can achieve
a maximum speed of 2.5 knots. The ROV buoyancy was trimmed to be slightly
positive, which in case of severe damage would bring the ROV to the surface. The
ROV weights approximately 1650 kg in the air, and is docked to a cage type, side
entry TMS, which is used as a docking station. More detailed technical specification
of the ROV is given in Appendix B.
3.2.2 Tether management system and Launch and recovery sys-
tem (LARS)
There are two main types of tether management systems (TMS), top-hat TMS and
cage-type (garage-type) TMS. While using a top-hat TMS the ROV is placed under
the TMS structure. Since a top-hat TMS in general has a smaller footprint than
a cage-type TMS, there have been versions of the top-hat assisted with thrusters
for station holding and manoeuvring capabilities, which is useful when the ROV
deployment vessel is following the ROV during pipeline surveying for example. A
cage-type TMS provides more protection to the ROV since the ROV is parked inside
the TMS. This allows for a faster descent, safer transition through the splash zone
and allows for the system deployment to the seabed.
Fig. 3.2 shows an overview of the cage-type TMS and ROV system used during
the offshore trials, with the overall dimensions relevant for docking. The TMS is
a conventional Comanche ROV TMS and is not designed to operate as an auto-
docking station. The ROV fits tightly within the TMS. The red shaded area in the
figure shows the funnel-shaped TMS entrance which helps to physically guide the
vehicle. In comparison to the funnel-shaped AUV receptacle (Allen et al., 2006;
Park et al., 2009; Vallicrosa et al., 2016), a significant difference lies in the vehicle
to DS entrance size ratio. The entrance nozzle of AUV docking stations is typically
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4 to 5 vehicle diameters, as presented in Allen et al. (2006) and Palomeras et al.
(2018), whereas the entrance of the TMS used as a docking station in this chapter
is approximately 1.3 times the vehicle size as shown in Fig. 3.2. The entrance
allows only for a small misalignment during the docking procedure, which makes
the autonomous-docking task presented in detail in Chapter 5 more challenging.
Fig. 3.2 The TMS and ROV system overview with overall dimensions [m]. The
funnel shaped entrance allows small ROV-TMS misalignment (red shaded area).
To accommodate one of the planned tests, that of docking to a static docking
station presented in Section 5.3.1, the TMS has been slightly modified. Fig. 3.3
shows four legs mounted on each corner of the TMS to create clearance of the TMS
from the seabed and thus allow static docking manoeuvres. The legs are 0.8 m long,
which is enough to safely operate the ROV without disturbing the stability of the
TMS.
The LARS system is used as the over boarding equipment, and its primary role is
to move the ROV from the deck and deploy it safely. The most typically used LARS
in industry is the A-frame type, such as the one used during the trials. On one side
the LARS is connected to the control cabin and power supply, and on the other side
to the TMS through the umbilical. The umbilical used for TMS deployment is steel
reinforced for lifting to/from the water, and it provides the power and communication
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Fig. 3.3 The ROV within the TMS with four legs retrofitted for the static docking
experiment prior to launch.
link between the ROV and the control cabin. Vessels that are specially designed for
ROV operations may include the moonpool or Cage & Rail LARS system (Fahrni
et al., 2018) for deployment. However, such equipment is more complicated, thus
more expensive, and generally is used as a permanent feature on the vessel.
3.2.3 The navigation system
The heart of the ROV navigation system is a state-of-the-art inertial navigational
system PHINS 6000. The system is coupled with a DVL Nortek 500, a depth
sensor, an ultra-short baseline system Teledyne Ranger 2, and a differential GPS
unit Okeanus GPSR-3015G. The technical specifications of the navigational system
components are given in Table 3.2. Detailed technical specification of each sensor
is given in Appendix C. The navigation filter within the commercial INS unit is an
Extended Kalman Filter (EKF). The EKF is used to combine and fuse all PHINS
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Table 3.2 The DVL, USBL, and GPS system technical specification.
Nortek 500 DVL - Bottom velocity
Single ping std @ 3m/s 5 mm/s
Long term accuracy ±0.2%/ ± 1 mm/s
Minimum altitude 0.3 m
Maximum altitude 200 m
Velocity resolution 0.01 mm/s
Teledyne Ranger 2 USBL
Operating range > 6000 m
System accuracy 0.2% of Slant range
Position update rate 1 s
Okeanus DGPS
Position accuracy GPS < 15 m
Position accuracy DGPS (WAAS) < 3 m
PPS Time ±1 us
internal and external aiding sensor data. The GPS unit and the USBL are used for the
absolute navigation measurements and position drift corrections. Additionally, the
GPS unit is used for initial alignment of the fibre optic gyroscope (FOG) within the
INS unit, and for navigation aiding when the vehicle is on the surface, while USBL
provides absolute position underwater. Without USBL the ROV position underwater
drifts over time.
Inertial navigation system PHINS 6000
Commercial inertial navigation system PHINS 6000 was used during the trials. The
system presents a gold standard within marine robotics navigation and consists of
three major components:
• Inertial measurement unit (IMU) which consists of three fibre optic gyroscopes
and three accelerometers,
• Inertial navigation system resolving inertial measurements and updating posi-
tion, velocity, and attitude,
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• Extended Kalman filter for optimal integration of external and internal sensor
measurements.
Fig. 3.4. shows a functional block diagram of the PHINS Kalman filter. If no
external sensors data is fed in, the output of the INS unit is based purely on the IMU
measurements. This data is used to update coefficients of the error equations. The
error equations are used to update the covariance matrix. The INS estimates are
compared with the observed external sensor measurements and used as feedback to
the INS. In case no external sensor measurement was received, the Kalman filter
provides error bound estimates. A software switch separates the external sensors and
the EKF. Thus, it is possible to operate the system in different operation modes with
various combinations of external aiding sensors connected.
Fig. 3.4 Function block diagram of Kalman filer (IxSea, 2007).
PHINS operating modes
The navigation system PHINS 6000 operates with various external sensors such as
GPS, USBL/LBL, depth sensor, and DVL. The system operates in various modes
depending on the combination of external sensors used. The GPS is usually used
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for initial heading alignment process while on the ship’s deck, and to acquire an
absolute, geo-referenced position while ROV is on the surface.
While operating underwater, there are three PHINS operating modes based on
the external sensors used:
• INS + USBL/LBL + (DVL) + Depth
• INS + DVL + Depth
• INS (Pure inertial) + Depth
The best pose estimation performance is achieved with all aiding sensors, in
USBL + INS mode with DVL in bottom lock and precise depth measurements.
The USBL providing link through ship to GPS provides an absolute position while
INS/Kalman filter reduces the noise on the USBL position measurements. As shown
in Table 3.3, PHINS position accuracy in this mode is three times better than the
accuracy of the standalone USBL system. Throughout the trials the recorded standard
deviation of the ROV position, in this mode, was between 0.25 m and 0.3 m at all
times.
Without USBL/LBL absolute position fix, the position measurements drift over
time. The DVL + INS operating mode minimises the drift due to speed over ground
measurements. In this mode, the position drift of PHINS 6000 is approximately
0.1% of the travelled distance. Pure inertial mode without external sensor aiding
is considered a worst-case scenario. The position error is estimated based on the
integration of the IMU data within the PHINS, thus it depends on the quality of the
FOG and accelerometers.
Table 3.3 The PHINS 6000 INS system technical specification.
Position accuracy with USBL/LBL Three times better than USBL/LBL accuracy
Position accuracy with DVL 0.1% of travelled distance
Position accuracy with no aiding for 1min/ 2min 0.8 m/ 3.2 m
Heading accuracy with GPS 0.01 deg secant latitude
Heading accuracy with DVL/USBL/LBL 0.02 deg secant latitude
Roll and Pitch accuracy 0.01 deg
Heave accuracy 5 cm or 5% (Whichever is greater)
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3.3 The TMS motion analysis
The TMS with the ROV is usually deployed from a surface vessel or floating platform
which is exposed to various disturbances such as waves, currents, wind, tides and
others. Since the surface vessel for TMS deployment is the main source of the TMS
motion, it is necessary to understand all the disturbances introduced to the surface
vessel and how they map to the TMS. Since the disturbances act on all 6 degrees of
freedom (DOF) of the surface vessel and considering the TMS is connected to the
vessel through the non-elastic umbilical in longitudinal direction but free to surge,
sway and yaw, some surface vessel motions couple to the TMS directly, while others
result in a gravity/pendulum coupling with in-water damping. Therefore, the primary
goal during the TMS deployment is to minimise the impact of these disturbances of
a surface vessel on the TMS.
Fig. 3.5. a) shows a vessel’s six degrees of freedom. Work-class ROV operations
generally imply use of a deployment vessel with dynamic positioning (DP) capa-
bilities. A DP vessel is capable of holding position and heading, thus sea current
and wind-related disturbances are bounded by vessel’s surge, sway and yaw control.
However, the sea-wave height and period have a direct impact on vessel’s roll, pitch,
and heave, which cannot be directly compensated for, thus these remaining three
DOF translate to TMS principally as a heave motion. Fig. 3.5. b) shows the ship
motion translated to the TMS.
Given the ship heave, roll, and pitch, a total TMS heave displacement zTMS is
calculated as:
zTMS = zh + zr + zp (3.1)
where zh is heave of the TMS directly proportional to the heave of the ship, zr
is heave of TMS due to the ship roll motion, and zp is the heave of the TMS due
to the ship pitch. As shown in the figure, to reduce the TMS heave, the suspension
point SP should ideally be placed close to the ship pitch and roll axis. The vessels
designed specifically for ROV operations exploit this with integrated, moonpool
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Fig. 3.5 Ship motion mapped to the TMS heave motion. a) Vessel’s six degrees of
freedom; b) Deployment vessel pitch, roll, and heave mapped in TMS coordinate
frame.
LARS or ship door LARS (Barnatt, 2013; Christ and Sr, 2013) systems. However,
the most typical LARS is the A-frame type, as shown in Fig. 3.3.
The docking station is relatively stable on the roll and pitch axis since the TMS
centre of gravity is below the point where TMS is attached to the umbilical, thus
positive longitudinal and lateral stability is achieved. Sea current generally rotates
the TMS around the yaw axis, until TMS reaches the orientation that creates the
least amount of drag. There are two sources of TMS surge and sway: (1) surface
vessel surge and sway which depends on DP capability, and (2) the TMS surge and
sway caused by displacement of suspension point yr and xp due to vessel’s roll and
pitch, which, for relatively small angles can be neglected. In addition, the TMS
inertia, length of the deployed umbilical, and water act together as a damper, thus
they reduce surge and sway oscillations.
In summary, the suspended TMS heave displacement zT MS depends on the
surface vessel motion, which depends on various parameters, such as vessel’s size
and type, the weather conditions, the location of the LARS on vessel’s deck, the
size of the LARS, etc. Although it is not possible to measure all the variables, as
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explained in the next section, given suitable conditions and telemetry the ROV pilot
is able to perform the docking manoeuvre successfully based solely on the visual
estimation and prediction of TMS heave displacement. In practice, during manual
docking the ROV pilot estimates the displacement by observing the video feed either
from the ROV or the TMS camera to estimate relative motion between the two. A
similar approach is presented in this thesis in Chapter 4, with an ANFIS based TMS
heave displacement prediction zT MS up to t seconds in the future, based on previous
zT MS measurements. There are various ways to measure TMS heave displacement,
such as using depth sensor, altimeter, acoustic positioning system, vision system etc.
Since the dataset acquired during the trials consists of TMS depth measurements,
and the ROV uses depth control, ANFIS is trained to predict TMS depth. In the
next section a manual ROV docking is presented, and the importance of TMS heave
prediction for the docking is discussed.
3.4 Standard operating procedures
3.4.1 Manual ROV docking procedure
Docking of a ROV system is one of the most critical tasks dictated by operation
weather windows. It introduces a high risk of ROV damage, and it can be a highly
stressful operation for a ROV pilot in challenging sea conditions. Manual docking
into a cage type TMS starts with the ROV stern facing the entrance of the TMS as
illustrated in Fig. 3.8. During the docking procedure a pilot first matches heading,
depth, and lateral alignment of the vehicle relative to the TMS. In general, the
TMS mechanically allows for certain vertical and horizontal misalignment due to
the funnel-shaped entrance. Therefore, for relatively small TMS heave amplitudes,
approximately heavemax ≤ 1 m peak-to-peak for the system presented in this thesis,
the ROV is able to dock while holding mean TMS depth.
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Fig. 3.6 The TMS heaving while ROV holds constant depth. Photo taken during the
trials.
Fig. 3.6 shows the TMS heaving prior to a manual docking manoeuvre, while the
ROV holds constant depth. However, heavemax is often exceeded, thus the vehicle
approaches the TMS entrance slowly, while the ROV pilot estimates the amount
of TMS heave amplitude and frequency. At this moment there is a low amount of
tension present in the tether connecting the TMS and ROV. Generally, the work-class
ROVs are not agile enough to match the TMS heave motion due to the weight, and
high drag forces associated with the ROV’s large cross-section area. To overcome
the problem, the pilot positions the ROV to the docking depth that covers either the
top or the bottom half of the TMS heave range, as shown in Fig. 3.7.
As the TMS reaches the minimum or the maximum heave value, it slows down,
until it entirely stops and reverses direction. The pilot exploits this knowledge and
positions the ROV at a corresponding depth, as the shaded area in Fig. 3.7 shows.
Although the TMS heave amplitude and frequency are not fixed, once the ROV is in
the desired area, the ROV depth can be fine adjusted quickly. To allow for large ROV
inertia, the docking manoeuvre typically starts before the TMS reaches the optimal
position for docking. Therefore, the pilot must predict the TMS position based on
experience, and current and previous observations, and undertake a decision in a
fraction of second while controlling the ROV. At the appropriate moment, a light
forward thrust is applied to the ROV while a ’tether in’ command is given. The light
ROV forward thrust keeps the tether under tension as the ROV is docked. With taut
tether the ROV moves backwards as we start tethering in due to the tether tension. It
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Fig. 3.7 The ROV docking procedure. Red line presents the TMS heave motion,
while blue shaded area shows optimal docking position with minimal TMS heave
speed.
may seem counterintuitive, but the forward thrust is applied to maintain a constant
tension on the tether which allows for best spooling performance and lowers the risk
of tangling the tether.
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Fig. 3.8 Major disturbances acting on TMS.
As discussed, the major disturbances potentially acting upon a TMS during such
a docking include:
• The sea current/wave motion
• The tether pulling force between the ROV and the TMS
• Rolling and heaving motion of the surface ship, translated to the TMS through
the Launch and Recovery System (LARS) as a heaving motion
The sea current is a disturbance, usually in a horizontal direction, that acts upon
the tether, TMS and the ROV. Since the TMS acts as a clump weight as well, it
absorbs the cross-section drag. Thus, the ROV is relieved of the umbilical drag from
the surface to the working depth. Therefore, the ROV needs to compensate only
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for vehicle drag and tether drag introduced on the soft tether between TMS and the
vehicle. However, since the TMS is suspended from umbilical in a single point, the
sea current generally rotates the TMS around the yaw axis to an orientation that
creates the least amount of drag. The TMS stays in such yaw orientation as long
as tension in the tether connecting the ROV and the TMS do not cause a rotating
moment. The tension in tether can produce a swinging pendulum motion of the TMS
in the direction of the ROV. There are two sources of TMS heave motion. Since the
TMS is suspended from a ship, the amount of heave introduced to a ship through
waves directly translates to the TMS. As shown in Fig. 3.8, the TMS was deployed
from the starboard side of the ship. Therefore, a roll motion of the ship generates a
TMS heave motion through the LARS acting as a lever arm. A TMS heave motion
can be reduced if a heave compensating winch is employed, however this is costly
and was not available within the CRIS system. One of the main objectives of the
LARS is to move the ROV and TMS through the splash zone safely to the working
depth. Close to the surface, the ROV could easily be overpowered by the waves.
This would lead to possible contact between the ROV, TMS, and the ship hull. To
avoid direct impact of waves on the TMS and the ROV, which could possibly lead to
severe damage, the docking is generally performed below the splash zone at depths
of 20 metres or more.
In summary, the relative motion of the ROV and TMS may have a combination of
heave, yaw, and pendulum swing motion. It is generally not possible to compensate
for all the motion, thus docking regularly involves a rough contact bump between
the ROV and TMS, which are designed for such.
3.4.2 The TMS deployment process to the seabed
To test docking to a static target, the TMS was deployed to the seabed. Although
static docking is less complicated in terms of control of the vehicle, the risk of
damaging equipment was significantly higher since the TMS and the LARS used
for the experiment are not designed for such operation. Deployment of assets is a
complicated procedure and many factors should be taken into account. Waves, sea
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currents, and tides act upon the TMS during the deployment process. The TMS
used during the trials was not designed for deployment to the seabed thus additional
precaution had to be taken.
The deployment of the TMS to the seabed was a challenging task because of the
numerous problems that can occur and cause severe damage to the system. The main
challenges were:
• Heaving and rolling motion of the ship, transferred through the LARS can
cause a heavy impact between the TMS and the seabed in the last few metres
before touchdown, thus causing damage
• The umbilical connecting the LARS and the TMS should not be loose because
its armour can unwind
• The horizontal movement of the ship must be minimized in order to avoid
flipping and damaging the TMS
• Operating from a station-keeping vessel introduces the risk of umbilical and
ship thruster entanglement
When deploying assets to the seabed in high sea states different techniques can
be used to compensate for heave motion. There are ’Active’ and ’Passive’ heave
compensation systems (Christ and Sr, 2013). In Active systems, the amount of heave
is measured with motion sensors. Depending on the measurement the winch pays out
or takes in the umbilical. In passive systems, the umbilical tension is held constant.
Since the LARS used in this case did not have automatic heave compensation,
the TMS was deployed in sheltered location during a window of relatively good
weather conditions. A few metres of umbilical slack was allowed to compensate for
the heaving motion of the ship once the TMS was on the seabed. Attention had to be
paid not to release too much umbilical in order to avoid entanglement with the TMS
and interference with the ROV operation. The slack also had to be continuously
trimmed over time for tidal change.
The umbilical connecting the LARS and the TMS is armoured, and it is designed
for a constant tension load (suspended TMS). If a long part of the umbilical gets
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loose, there is a possibility of armour unwinding which could cause severe damage
to the LARS, TMS, and the ROV. Therefore, static docking operations were limited
to shallow waters.
With a few metres of slack and a relatively short distance between the ship and
the TMS, horizontal movement of the ship should not exceed a few metres to avoid
flipping the TMS over or dragging it on the seabed. To compensate for that the ship
was using its station-keeping system in the highest precision mode. While using
station-keeping the ship’s thrusters are active, thus additional caution should be taken
to avoid contact between loose umbilical and the thrusters. The motion of the ship
was within the radius of five metres which allowed us to successfully perform the
static docking experiment.
To deploy the TMS on the seabed, the TMS with the ROV inside it was lowered
down to 20 metres of depth. Altitude was approximately 10 metres. The pilot then
flew the ROV out of the TMS, which was slowly lowered down while a continuous
general visual inspection of the umbilical, seabed, and the TMS was being carried
out. Once the TMS was safe on the seabed, experiment was ready to proceed.
3.4.3 Closing remarks
In this chapter the overview of the hardware used during the offshore trials has been
presented. The motion analysis of the TMS suspended from the floating platform has
been described and the standard operating procedures such as manual ROV docking,
and the TMS deployment process to the seabed have been presented. In addition, the






This chapter describes a developed visual pose estimation solution based on active
light marker. The system has been developed around industry standard equipment
and thus has the potential to easily retrofit to the existing ROV fleet, or subsea station.
The system consists of four conventional underwater light beacons, used as a light
marker, and a machine vision camera, with image processing and position estimation
is done on a dedicated PC. For underwater experiments the light marker was mounted
on the tether management system presented in Section 3.2.2, while image acquisition
camera was mounted on the ROV stern. The developed system is demonstrated for
use as both autonomous ROV docking and as a navigation tool for subsea vehicles
and this chapter is considered as the foundation for Chapters 5 and 7.
Section 4.2 describes a hardware implementation of the system, while image
processing method is presented in 4.3. The pose estimation method details are
given in Section 4.4. The experimental results of the developed system on dry and
real-world experiments in the Atlantic ocean are presented in Section 4.6, while
additional considerations and limitations of the system are presented in Section 4.7.





The initial pose estimation tests in laboratory included the use of a chequerboard
pattern marker such as the one used for camera calibration shown in Fig. 4.3.
Although this type of marker showed great performance, it could be only used
for short range position estimation, as estimation based on passive markers relies
completely on good visibility and low water turbidity. In addition the pose estimation
based on the chequerboard and similar augmented reality (AR) markers relies heavily
on camera resolution when marker is tracked from a longer distance. Considering
expenses related to offshore operations making them more efficient is of great value,
thus an active marker based on conventional subsea lights is developed.
However, to complete testing of algorithms for lights recognition and pose
estimation, prior to any mobilisation for offshore missions, a simple rig to quantify
the developed system was built. A plywood board was used as the test rig body with
100x100 mm inscribed squares, which form a raster for the different light patterns
and configurations that were tested. The rig is shown in Fig. 4.1 a). For laboratory
tests conventional, off the shelf LED light bulbs were used as light beacons. An
optimal light beacons arrangement has been achieved taking into account the camera
Field of View (FOV), robustness to light saturation, possible light mounting positions
on the TMS, and possible camera mounting positions on the ROV. The light beacons
have been arranged asymmetrically to uniquely define the orientation of the light
marker. Fig. 4.1 b) shows the developed underwater marker rig with asymmetrically
arranged light beacons attached to the tether management system used during the
trials.
The lights used for the visual pose estimation underwater are conventional, off
the shelf Teledyne Bowtech LED-K-3200-DC underwater lights, rated to 3000
m, with 80 deg beam angle. This type of lights is typically used on the TMS
systems, ROVs, trenchers and other subsea structures for better visibility in a dark




Fig. 4.1 Navigational lights (a) test rig; (b) on the TMS.
an asymmetrical pattern, which is to be recognised by the camera. The lights were
mounted at the back of the TMS, using aluminium profiles.
4.2.2 Camera
The machine vision camera used for testing and trials is a Power over Ethernet (PoE),
IDS uEye (UI527xCP-C) GigE with Sony 1/1.8” CMOS (IMX265) sensor, and with
diagonal field of view of 90 deg. The maximum resolution of the camera is 2056 x
1542 pixels. Horizontal and vertical subsampling is used to reduce network overload,
image processing time, and to achieve a higher sample rate. Therefore the chosen
camera frame resolution is 1028 x 770 pixels. The camera is enclosed in a subsea
housing rated to 2000 m, as shown in Fig. 4.2 .
A Lensagon BM4518S lens with fixed focus is used. The camera housing
has a flat port and the narrow angle lens has been used, thus the FOV is reduced
significantly due to light refraction in water. To achieve the widest possible FOV,
dome ports and wide-angle lenses should be utilised. The advantages of dome ports
are further discussed in Section 4.7.4. Due to the ROV design, which requires




Fig. 4.2 IDS uEye camera used for the experiment.
4.3 Image acquisition and processing
4.3.1 Camera calibration
To achieve highest pose estimation precision, the camera was calibrated before
the beginning of the experiment. Although methods to pre-calibrate in air exist
(Łuczyński, Pfingsthorn and Birk, 2017) the best practice is to acquire calibration
parameters on site. The calibration panel used for the calibration process is a 7 x 10
chessboard pattern printed on an A4 sized PVC board. The panel was mounted on
the port side of the TMS and deployed in water. The ROV was manually manoeuvred
around the TMS while images of the panel were acquired from different angles.
Approximately 50 images were taken from different angle and distance combinations.
The images were processed, and intrinsic camera parameters derived. The calibration
algorithm assumes a pinhole camera model (Hartley and Zisserman, 2004). Fig.
4.3 shows images with a chessboard pattern attached to the TMS. Acquired lens
distortion and intrinsic parameters of the camera are used to correct image distortion,
thus providing better pose estimation.
4.3.2 Image processing
The relative position between the ROV and the docking station (DS) is estimated
using a single camera and a light marker of known size and layout. The underwater
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(a) (b)
(c) (d)
Fig. 4.3 Comparison between images before and after the calibration process. (a)(b)
original images with distortion; (c)(d) undistorted images.
light marker consists of four light beacons mounted on the aluminium frame. The
frame with the marker is mounted on the DS as shown previously in Fig. 4.1. As
mentioned before, to avoid ambiguity, the light beacons were mounted asymmet-
rically, thus creating a unique light marker. The marker ambiguity is discussed in
more detail in Section 4.8.
The image processing steps are shown in Fig. 4.4. The process starts with
image acquisition (a). Distortion is then removed based on known camera intrinsic
parameters obtained through the camera calibration (b). To avoid problems related
to light scatter, as mentioned in Park et al. (2009), camera exposure is set to a value
where only strong sources of light (relative to surroundings) can be detected. A
Gaussian filter is used to blur the image in the next step (c). Image blur is used






Fig. 4.4 Image processing stages - frames recorded underwater. (a) captured frame;
(b) image distortion removed; (c) Gaussian filter applied to average out pixel intensi-
ties; (d) blurred binarized image with calculated centres of the light markers; (e) non
blurred binarized image, reflection from tether present (circled).
blur more detail is being removed, the position of the brightest objects in the image
(light beacons) is not changed, thus the precision is not reduced while robustness
is achieved. Additionally, salt and pepper noise could occur during the image
acquisition and transmission and affect the binarization of the image in the last step.
In that case a non-linear filter from the group of Median filters should be used (Chan
et al., 2005; Esakkirajan et al., 2011). In the last step, the image is thresholded and
the centres of the four detected disk-shaped objects are calculated (d). The image
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threshold function returns a binary image from a grayscale image by replacing all
values that are above a globally determined threshold with the value 1, while setting
all other values to 0. If the image is not blurred, small reflections from metal objects
or the ROV tether can be detected, as shown in Fig. 4.4 e).
4.3.3 Enhanced image processing
Although the developed image processing algorithm performed well during the
autonomous ROV docking trials discussed in Chapter 5, the algorithm showed a
lower level of robustness when operating close to the sea surface. At depths greater
than 30 m the algorithm performed well since sunlight reflections off the metal TMS
parts were weak, however, close to the surface the reflections caused multiple pose
estimation failures. Therefore, the author looked to development of a new image
processing algorithm in an effort to increase robustness of the vision system.
Fig. 4.5 Light conditions for image processing algorithm testing.
Fig. 4.5. shows an image captured during the algorithm testing in the laboratory.
As shown in the figure the light conditions in the laboratory during this algorithm
testing are highly complex. The light marker with four light beacons is in the
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centre of the frame. The marker lights reflections are visible on the floor and on
the cabinet on the right next to the marker. The marker light is slightly scattered,
and multiple sources of the light are visible on the ceiling of the room. The image
is first undistorted and blurred to partially soften reflections and scattered light, as
explained in the previous section.
(a) (b)
(c) (d)
Fig. 4.6 Image processing stages after image is undistorted and blurred. (a) image
binarized; (b) objects with less than P pixels removed; (c) image morphologically
closed; (d) final step with four roundest objects detected.
The image is then binarized as shown in 4.6 a), and objects that have fewer than
P pixels are removed (b). The size of P is determined experimentally. In the next
step the image is morphologically closed (c) which fills the gaps between two objects
separated by less than N pixels. However, by moving the marker further away from
the camera, the distance between the light beacons mapped in the camera frame
is reduced. Therefore, the N value must be less than the distance between the two
closest light beacons in the camera frame at any time. In the last step the centres of
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the objects’ mass are calculated, the roundness of the objects is checked, and four
roundest objects are then detected and chosen as candidates for pose estimation (d).
4.4 Position estimation
Ideally, the processed binary image returns four perfectly disk-shaped objects with
calculated centres of these objects matching the centres of the real light beacons.
Based on the known distance between the centres of the four light beacons and known
camera parameters, a transformation matrix between two planes can be computed,
providing information about all six degrees of freedom.
Fig. 4.7 Coordinate systems - top view.
The coordinate systems used in this section are shown in Fig. 4.7. The light
marker M reference frame is considered the fixed world frame and it is defined by the
four light beacons, with the XY- plane being coplanar with the plane passing through
the centres of the light beacons. The origin of the M frame can be an arbitrary point
in that plane. Once the origin of the frame is chosen, the relative distance between
the light beacons and the origin is measured as shown in Fig. 4.8, which also shows
the orientation of the X and Y axes.
The measured distances yield the world coordinates of the light beacons BM. In
practice the origin of the M frame is chosen to align with the camera frame when
the ROV is docked and latched. However, since the image acquisition camera is
mounted on the ROV stern, the light marker is out of the camera FOV when the ROV
is completely docked. Therefore, the docking point DP is introduced as shown in
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Fig. 4.8 Origin of M reference frame is coplanar with the plane passing through the
centres of the light beacons. The relative distance between centres of light beacons
and the origin of the frame yield the world coordinates of the lights.
Fig. 4.7. When the docking point is aligned with the origin of the ROV coordinate
frame, the ROV stern is already inside the TMS, while the light marker is still in
the camera FOV. Since reversing the ROV completely into the TMS at this point is
straightforward, the ROV is considered already docked.
The ROV frame is defined as the intersection of lines connecting the centres of
diagonally placed ROV thrusters. Since the vehicle control system is designed to
operate in the ROV coordinate frame, the position error between the docking point
DP and the origin of the ROV frame is used to calculate setpoints for position and
speed controllers.
Given the world coordinates of light beacons BM, their corresponding image







M, IB, K), (4.1)
where BM is an M × 3 matrix with at least M = 4 coplanar points, IB is a corre-
sponding M × 3 matrix, HMCAM is a homogenous transformation matrix consisting





The transformation of an arbitrary point N from the light marker frame to the








where pNCAM is the position vector of point N in the camera frame with coordinates
[xNCAM, yNCAM, zNCAM] and pNM is the position vector of point N in the M frame. The








therefore, given the docking point DP in the M frame, the position error vector e in















where e = [xe, ye, ze].
4.4.1 Enhanced position estimation
The fact that resident vehicles will operate in partially structured environments
consisting of known subsea structures (docking stations, subsea interconnection
stations, oil wells, etc.), can be utilised and can offer a means of facilitating a low
cost, low maintenance, navigational marker that can eliminate drift in INS estimated
pose solution when the vehicle is close to the IMR target.
Although the discussed pose estimation method provides information on the
marker relative orientation and position, initial tests presented in Results section of
this chapter, showed low sensitivity to angle measurements at larger ranges from
the marker, therefore provide lower accuracy at range. As shown in Fig. 4.9, during
the visual pose estimation process a relative heading between the marker and the
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camera, maps as a perspective distortion of the marker in the camera projection
plane. If the distortion is not detected correctly, the rotation matrix RMCam contains
angle measurement errors. From a longer distance those relatively small angle
measurement errors can produce a significant error in the pose estimation. Since
during the autonomous ROV docking approach the ROV is getting closer to the
light marker in every image processing loop iteration, sufficient pose estimation
accuracy for docking is achieved by the time the vehicle is close to the docking
station. Therefore, within the close range to the docking station these errors can be
neglected and do not influence the docking manoeuvre. However, to improve longer
range pose estimation and to enable use of the developed low cost, low maintenance
LED based marker for elimination of navigational drift in INS estimated ROV pose
solution as presented in Chapter 7, the pose estimation method has been improved.
Fig. 4.9 The camera and light marker coordinate systems (a). Relative heading αCamM
between the image acquisition camera and light marker(b), maps as a perspective
distortion of light beacons in the camera projection plane (c).
As mentioned in Section 4.4., the output of the visual pose estimation is the
homogeneous transformation between the light marker and camera HMCam which
consists of relative position vector tMCam and orientation matrix R
M
Cam. Fig. 4.10,
represents the relevant homogeneous transformations between the ROV, the naviga-












where the transformation matrix HROVCam describes the relative position and the
orientation between the ROV, and the camera frame. The transformation matrix
between the camera and the light marker HCamM is acquired using a visual pose
estimation. Since the light marker is to be attached to a permanently deployed subsea
structure, the position and orientation of the marker in the world frame HMworld is
known.
Fig. 4.10 Homogeneous transformations between ship, ROV, TMS and world coordi-
nate frames.
With known orientation of the marker in the world frame, and the ROV attitude
measured with high precision IMU, to compensate for the angle measurement error,
the relative orientation between the camera and marker RrMCam can be derived, and









Image acquisition and processing software has been implemented in MATLAB
on a dedicated computer located in the ROV control cabin. An interface between
the machine vision camera and MATLAB has been developed based on the (uEye
Camera Interface in Matlab, 2016) in order to use the C++ SDK provided by the
camera manufacturer. The term MEX stands for ’MATLAB executable’. The camera
acquired image is sent via the ROV Gigabit network to a dedicated topside PC where
image processing is done. The network uses the TCP/IP protocol. The physical
network layer consists of a dedicated optical fibre enclosed in 2.2 km steel reinforced
umbilical connecting the ROV topside control cabin and LARS with the TMS, and a
400 m soft tether connecting the TMS and the ROV.
4.6 Results
This section presents experimental results achieved by testing the developed visual
pose estimation system. The section consists of two subsections each reporting two
experiments. The first subsection presents laboratory experiments performed in air.
The dry test provides a comparison between pose estimation based on the passive,
chequerboard pattern marker, and the active, light-beacons based marker. Since the
chequerboard marker can be considered as an augmented reality (AR) marker, in
the remainder of this thesis the term AR marker is used. Therefore, the main scope
of the dry tests is to evaluate the pose estimation quality and performance, and to
determine the limitations of the developed vision system using the AR marker and
the light based marker.
The second subsection presents the experiments performed in the North Atlantic
Ocean during January 2019. The scope of the wet tests is to evaluate the developed
visual pose estimation system in a real-world environment. The results show the
original camera estimated position during the trials and a ground truth position
measured with the state-of-the-art navigation system, compared to the corrected
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camera position after the enhanced pose estimation algorithm discussed in Section
4.4.1. was applied to the recorded dataset.
4.6.1 Laboratory test
The hardware set-up for the dry tests is shown in Fig. 4.11 with corresponding
coordinate systems. The set-up consists of the camera attached to the camera stand
with adjustable yaw angle, and both, the light and AR marker have been attached to
a trolley which can move only in the camera’s Z direction. The position, roll, and
pitch angle of the camera are all fixed while it can be rotated around the yaw axis
freely between ±20 deg relative to the markers. The goal of the laboratory tests is to
compare results between visually estimated pose using light beacons and using AR
marker.
Fig. 4.11 Hardware set-up consisting of a camera attached to a camera stand, a light
marker, an AR marker and a trolley.
The test started with the relative yaw angle between the camera and the markers
fixed at approximately 0 deg, thus the camera is looking straight towards the markers
placed approximately 1.5 m from the camera. The marker is then slowly moved
away only in Z-axis from the camera up to distance of 9 m while keeping the same
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orientation. The goal of the experiment has been to approximately evaluate the
limitations of the system, thus the ground truth distance and orientation between the
markers and the camera has not been specifically measured. Therefore, the results
showed in Fig. 4.12 are presented as a function of the time, rather than the distance
















































































Fig. 4.12 Distance between the camera and the light marker (blue), and the camera
and the AR marker (orange), measured in the camera coordinate frame.
The left column shows the position of the marker in the camera frame, thus
presents elements [XMCAM, Y MCAM, ZMCAM] of the transformation matrix tMCAM, while
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the right column presents relative Euler angles between the camera and the marker
derived from the rotation matrix RMCAM. Fig. 4.12 a) shows the distance Z
M
CAM
between the camera and markers in the camera coordinate frame. The orange line
presents estimated pose using the AR marker, while the blue line presents the light
marker pose. Both pose estimation methods showed great results when the distance
between the marker and the camera is less than 5 metres. As the markers reached a
distance of 5 m and greater the AR marker tracking became intermittent and noisy
due to constant change in lighting conditions (marker passing multiple room lights)
and due to issues of camera resolution (marker becomes pixelated). At the time
approximately 1:20 min, at distance ZMCAM = 6m, the AR marker tracking stopped
since the marker is not recognised by the vision system. The light marker performed
well up to a distance of 7.5 m from the camera. Although the markers have been
moved only in Z direction, Fig. 4.12 (c) and (e) showed a deviation in measurement.
However the error in both XMCAM, and Y
M
CAM is less than 0.5 m at marker distance
7.5 m from the camera. Fig. 4.12 (b), (d), and (f) show relative roll, pitch, and yaw
angle between the camera and the markers. As expected the angle measurements are
getting noisier as the marker is moved away from the camera, however, the angles
estimated using the light marker deviate significantly, due to low angle measurement
sensitivity at larger ranges as discussed in Section 4.4.1. The experiment also showed
that the angle measurements using the AR marker have been much noisier than the
one estimated using the light marker.
4.6.2 Real-world environment experiments
This section presents results of the position estimation method and the enhanced
position estimation method, presented in Section 4.4 and Section 4.4.1, as used
underwater in the real-world environment. Prior to the test, the TMS system with
the light-based marker was deployed to the seabed as described in Section 3.4.2 and
shown in Fig. 4.10. The USBL underwater acoustic positioning system was used
for qualitative comparison and monitoring. Such a system consists of an inertial
navigational system , coupled with a DVL and USBL transponder, all mounted on
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the ROV, and a USBL transceiver mounted on the ship. The ROV position measured
with the USBL + INS is considered as the ground truth.
Since the INS operates in the world frame, it was necessary to determine the
marker position in the world frame. The position and the orientation of the light
marker in the TMS frame was measured prior to the deployment. After the TMS
deployment, the ROV was docked and latched into the TMS. Based on the known
ROV position within the TMS when docked and latched, the ROV navigation system
was used to measure the TMS position and the orientation in the world frame. Thus,
with the known position of the marker within the TMS frame and the position of
the TMS in the world frame, the position of the light marker in the world frame was
derived.
Visual pose estimation - static test





relative heading αROVM in the marker reference frame. The coordinate frames were
shown previously in Fig. 4.7. During the test, the ROV was approximately 7.1 m
from the light marker. The ROV was holding position while heading was changed
in increments of 5 degrees, for a total change of 20 degrees, as shown in Fig. 4.13,
while the depth of the vehicle was constant. The continuous line presents PHINS
measurements of the position and angles. The INS operated in the highest precision
mode with all external aiding sensors used (USBL, DVL, depth sensor). The PHINS
measurements are considered the ground truth with position standard deviation
during the test between 0.2 m and 0.3 m. The heading standard deviation was 0.04
deg, while roll and pitch standard deviation was 0.001 deg. The dotted line shows
visual pose estimation measurements. As shown, the visually estimated pose data
is noisy and contains significant errors within RMCam. After the rotation matrix is
replaced with RrMCam, the new position is calculated. The dashed line presents the
updated and corrected ROV position based on the fusion of PHINS relative angle
measurements and camera estimated position.
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Fig. 4.13 Position estimation of the camera in the marker coordinate frame.
Fig. 4.14 shows relative position error between camera estimated position and
PHINS position (dotted line), and corrected camera position and PHINS position
(continuous line), previously shown in Fig. 4.13. As shown in the figure, the position
error is significantly reduced. As expected, the INS angle measurements outperform
the visually estimated relative orientation. The measurements contain less noise, and
the updated position is more accurate. Fig. 4.15 shows position error distribution
and mean values in the XYZ axes with a normal distribution curve fitted. The graphs
in the left column present the distribution of the visually estimated relative pose
error before the position correction. The right column shows the error distribution
after the INS angle measurements were used for a position correction. As shown
the mean error value and standard deviation are significantly reduced. The biggest
improvement is achieved in XROVM and Y
ROV
M , since those estimations mostly depend
on the perspective distortion of the light marker in the camera frame, thus relative
angle measurements.
The experiment showed that visual pose estimated data is comparable with data
acquired by PHINS operating in highest precision mode with all aiding sensors
active. The vision system performed well in good visibility up to 10 m from the
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Fig. 4.14 Relative position error of visually estimated pose before and after correc-
tion.
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Fig. 4.15 Position error distribution in marker frame before (left column) and after
correction (right column).
target using the light beacon-based position marker and with a standard deviation
less than 0.5 m.
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Visual pose estimation - dynamic test
The ROV position and relative heading in the M frame during a dynamic test are
shown in Fig. 4.16, while Fig. 4.18 shows a series of images during the dynamic
test as seen from the image acquisition camera. The test begins with the ROV placed
approximately 6 m from the light marker in ZROVM axis, and approximately 2 m in
the XROVM axis. After the initial ROV position is measured, the vehicle is sent to a
position ZROVM = 2 m from the marker, and aligned with the marker frame in XROVM
axis. The ROV depth has been constant throughout the experiment. As the vehicle
approaches the marker, at the time around 25 s and distance ZROVM ≈ 3.5 m from the
marker, the camera estimated position and heading (dotted line) starts to overlap
with the PHINS position (continuous line). While from the static test shown in Fig.
4.13 it may seem that the camera estimated relative heading has a constant offset
from the PHINS heading, Fig. 4.16 shows that the offset changes with the distance
from the marker, and as the ROV gets closer to the marker the camera-based pose
estimation becomes more accurate.

































































































Fig. 4.17 Relative position error of visually estimated pose before and after correction
during the dynamic test.
However, to achieve more accurate camera pose estimation throughout the whole
distance range, the IMU angle measurements have to be used. As shown in Fig. 4.17,
the position error has been reduced and improved in all axes, with the significant
improvement achieved in XROVM and Y
ROV
M as expected. The measurement noise
caused by partial light marker occlusion, most visible in the heading measurement in
Fig. 4.16, has been significantly reduced after the camera pose estimation correction
using the INS angle measurements. The problems associated with the light marker
occlusion have been addressed and discussed in more detail in the next section.
However, partial light marker occlusion due to the ROV tether is shown in Fig. 4.18,
at time T = 42 seconds.
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Fig. 4.18 The dynamic test. The ROV position is estimated and corrected while the
ROV is approaching the light marker.
4.7 Additional considerations and limitations
4.7.1 A light marker ambiguity
To avoid an active light marker ambiguity, different methods can be used. Pose
estimation presented in this thesis relies on asymmetrically arranged light beacons,
while active light beacons with known blinking patterns were used by Palomeras
et al. (2018), and colour coding was used by Lwin et al. (2018).
However, a vision system does not necessarily require the overall marker to
provide a unique position and orientation solution. In that case the orientation of
the vehicle has to be assumed or measured with an additional sensor. For example,
if a rectangular marker is used, the vehicle orientation is not uniquely defined, and
there are two possible solutions. The ROV is either oriented normally or it is rotated
180 deg about the roll axis. To determine the ROV orientation, a measurement from
the onboard INS system can be used. Otherwise, the orientation can be assumed
based on the mechanical properties and the design of the ROV. Since the ROV
centre of buoyancy is above the centre of gravity, positive longitudinal and lateral
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stability is achieved. Therefore, the vehicle is stable on the pitch and roll axis, and
the orientation of the vehicle can be assumed with a certain probability, yielding a
unique solution. However, to achieve additional redundancy and robustness, the use
of a marker providing a unique solution is recommended.
4.7.2 Light propagation in water
The analysis of the propagation of the light through seawater is a well-established
area of research (Duntley, 1963; Haltrin, 1999). The research shows that the red
end of the spectrum of light is highly attenuated in deep ocean water while the blue
light attenuates to a much lower degree. This low attenuation property can be shifted
towards green light in coastal areas with yellow solutes, which result from plant and
animal material decomposition. Therefore, the property of blue light penetration in
sea water is often used in the subsea wireless optical communications field (Caiti
et al., 2016a; Pontbriand et al., 2008), for AUV visual based docking as in Cowen
et al. (1997) and Liu et al. (2018), and underwater object detection and tracking (Lee
et al., 2012). However, within the scope of the research presented in this thesis, use
of existing industry-standard technology is chosen, thus conventional underwater
lights have been used.
4.7.3 Water turbidity
The performance of an underwater vision system depends on water turbidity. For
pose estimation with a vision system in clear water, providing up to 10 m range
capability is easily achievable. A solution that results in a low cost and stable
platform for localization can be realized whilst avoiding the common pitfalls of
acoustic navigation/positioning systems such as noise pollution.
Although turbid water does limit the system’s operation range, precision for the
system is not affected significantly due to position estimation method based around
the calculating centre points of the light beacons. Since the brightest object of the
light beacon is always the centre of the beacon itself, in turbid water the intensity
of the light is reduced, however the position of the brightest objects in the image
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(light marker beacons) is not changed. Therefore, as long as four light beacons are
visible in the acquired image, the visual pose estimation is viable. In highly turbid
water, where visual pose estimation is unavailable, the use of acoustic based position
estimation technology should be considered.
4.7.4 Camera lens port shape
The machine vision camera available for the autonomous docking trials was enclosed
in a housing with a flat port and relatively small 90 deg diagonal FOV. However, this
lens and port are not the best choice for such a task. A flat port is a good choice
for a close-up photography, and in general, flat port housings are much smaller and
compact than the dome port camera housings. However, using a flat port introduces
multiple aberrations when used underwater such as: light refraction, radial distortion,
and chromatic aberration. Due to the light passing through mediums of different
optical density the focal length of the lens increases by between 25 and 30 percent. In
addition, flat ports introduce the same amount of magnification effect, thus reducing
the field of view. Since the light entering a flat port is not distorted equally, and it
is separated into the colour spectrum, a radial distortion and chromatic aberration
occurs, however, this is more noticeable with wider lenses. Fig. 4.19 shows a sample
level of magnification introduced when using flat port lens underwater. The photos
are taken using GoPro Hero2 camera enclosed in a flat port housing.
The dome port significantly reduces the mentioned problems since the light enters
the dome ideally under 90 deg angle, thus refraction is minimal. For the tasks where
wide FOV is needed, such as autonomous docking, it is therefore recommended to
use wide-angle lenses and camera housings with dome ports. A detailed comparison
between flat and hemispherical lens ports is presented in Menna et al. (2016).
4.8 Closing remarks
The system presented in this chapter has been developed around a standard camera
and light systems found commonly throughout the underwater sector, and serves as
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Fig. 4.19 Flat port magnification effect due to light refraction. Difference between
photo taken from the same position in air(left), and underwater (right).
a foundation for the autonomous ROV docking experiments presented in Chapter 5.
The relative position between the camera and the light marker has been estimated
using a single camera and a known light marker pattern. A multi-step pipeline
of image acquisition, distortion removal, exposure estimation, Gaussian filter blur
and image thresholding allows for the centres of each light beacon within the light
marker to be estimated with a high level of precision. The centre points and distances
between each beacon then allow for pose estimation of the ROV to the docking
station.
The accuracy of the developed pose sensor has been shown to be a function of
distance from the navigational marker. It has been shown to be capable of accurately
measuring the pose distances and angle up to distances of 4 metres. In close proximity
within 3 metres, during the real-world environment experiments, the differences
between camera system estimates and the INS solution IXBLUE unit were minimal.
Fusing data from the onboard inertial navigation system with vision-based navigation
contributes to system robustness and accuracy. This enables the high precision vision-
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based localization system suited to resident underwater vehicles presented in Chapter
7. Moreover, the system has been developed around industry standard equipment
with the main objective being to create a solution suitable for deployment on the






This chapter presents autonomous docking of an industry standard work-class ROV
to both (a) static and (b) a suspended TMS using a visual based pose estimation
approach. Evaluation of the system has been demonstrated through completion
of offshore trials in the North Atlantic Ocean in January 2019. Through compre-
hensive literature review and to the best of the author’s knowledge, this is the first
autonomous docking of an work-class ROV system to a suspended TMS within the
water column. Furthermore, the approach taken does not require specific narrowing
entry/funnel shape designs on the docking station. This approach has the dual benefit
of minimising mechanical complexity and footprint needed and enabling the possi-
bility to retrofit to the existing ROV fleet. As discussed previously in Section 3.2.2,
the entrance of the TMS used as a docking station is only 1.3 times the vehicle size,
which makes autonomous docking task more challenging. Accurate position sensing
and advanced ROV control described herein allows for this docking manoeuvre.
5.2 ROV control system
The robust ROV control system is essential for autonomous ROV docking. A suite
of smart technologies for ROV control and subsea operations called OceanRINGS+,
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has been continuously being developed in house at the Centre for Robotics and
Intelligent Systems (CRIS).
OceanRINGS+ consists of speed, depth, and heading controllers for subsea
navigation and dynamic positioning, and various pilot interfaces with visualisation
and situation awareness (Omerdic and Toal, 2012; Toal et al., 2012). The system
is designed as a 3-layer ROV control system as presented in Omerdic et al. (2013).
Low-level controllers with fault-tolerant control allocation algorithms are part of
the bottom layer, an interface between an ROV and other supporting platforms is
part of the middle layer (e.g. supporting vessels, TMS, image acquisition PC), while
supervision, monitoring, and mission planning tools are part of the top layer (Capocci
et al., 2018). Based on the camera pose estimation presented in Chapter 4, control
parameters are sent to the ROV low-level controllers. Six low-level controllers
(LLCs) control the ROV, each for one degree of freedom (DOF). Surge and Sway
controllers are velocity controllers while Heave, Roll, Pitch, and Yaw are position
controllers. The internal structure of an LLC loop is shown in Fig. 5.1.
Fig. 5.1 Internal structure of a LLC loop.
Modified PID controllers with normalized outputs were used to control the ROV.
The difference between setpoints SPs, acquired from the image acquisition PC,
and process variables PVs are used to generate a manipulated variable MV. The
manipulated variable is applied to drive the actuators, thrusters. If a controller is
disabled, the corresponding MV is set to zero. In the case of a time-varying SP,
feed-forward (FF) input is used to improve tracking performance. To avoid problems
related to integrator saturation, a vector SP Offset is used. Individual controller
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outputs are bundled into a vector of normalized forces and moments τLLC. Since
the instruments and equipment onboard are likely to be removed, added or replaced
during the trials, the dynamic properties of the ROV change. Therefore, for the
optimal controller performance, autotuning of the low-level controllers is necessary.
The relay output is used for the LLC autotuning with two developed autotuning
algorithms. The recorded force-speed static characteristic is utilised for tuning
the velocity controllers tuning, while position controllers use a self-oscillations
approach. The control architecture of the ROV, presented in more detail can be found
in Appendix A.
5.3 Results
This section presents the results of offshore docking experiments. Video material
of the trials is available on the CRIS YouTube channel (CRIS UL, 2019). Results
indicated that visual pose estimation based autonomous docking of a work-class
ROV and TMS, in a real-world environment is possible. Both static and dynamic
docking experiments were performed during the trials. Although initial camera pose
estimation tests were performed earlier, the camera pose estimation for ROV control
and autonomous docking has never been tested before, thus it was necessary to
determine the system performance first.
To validate the performance of the system, the ROV position was measured
simultaneously using two different techniques. Camera pose estimation was used
for the ROV control as described in Section 4.4. The PHINS INS with depth, DVL
and USBL underwater acoustic positioning system aiding was used for qualitative
comparison and monitoring in a similar way as discussed in Section 4.6.2.
5.3.1 Static docking
To be able to measure the performance of camera estimated relative distance between
the ROV and the docking station with the INS and USBL, the position of both must
be known. The DS position was recorded prior to the static docking experiment, with
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the ROV with INS and navigational sensors docked, since only one USBL beacon,
attached to the vehicle for continuous monitoring, was provided during the trials, as
shown in Fig. 5.2. It is assumed that the DS position did not change over time.
Fig. 5.2 The USBL transponder mounted on the front of the ROV.
The experiment started with the ROV placed 4-5 metres in front of the DS
entrance. The start position was randomly chosen while the light beacons were kept
in the camera’s FOV. The maximum ROV speed during the experiment was limited
to 0.4 knots. The docking station was placed on a rocky seabed at a water depth of
approximately 25 m.
Fig. 5.3 shows the distance XROVDP and Z
ROV
DP , and the relative heading αDS,
between the origin of the ROV frame and the docking point DP during the docking
experiment. The orientation of coordinate frames is shown in Fig. 4.7. Fig. 5.3(a)
shows the distance between the ROV and docking point in XZ-plane. The red
line with triangles represents the camera pose estimation while the blue line with
circles represents the pose measured with USBL and INS systems. The position
standard deviation of the USBL + INS system is illustrated by the blue shaded area.
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Fig. 5.3 The distance XROVDP and Z
ROV
DP between the ROV position and the docking
point in the DM frame during static docking. a) The distance in the XZ-plane; b) The
ROV distance ZROVDP in the M frame; c) The ROV distance X
ROV
DP in the M frame;
d) Relative heading αDS between the ROV and the DS; e)A series of images during
autonomous docking.
Throughout the experiment the deviation was between 0.22 and 0.25 m. A disparity
between the estimated and the true position is present at greater distances, but as the
ROV gets closer to the docking station, the estimated and true positions converge.
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The disparity is due to the low angle measurement sensitivity, as explained in Section
4.4.1, which is reflected as a pose estimation error, particularly in the xd axis. The
distance ZROVDP and X
ROV
DP plotted against time are shown in (b) and (c). Estimation
of ZROVDP shows good performance during the experiment with the estimated position
within 0.2 m from the ground truth position at all times. Due to the partial light
beacon coverage discussed in Section 5.4.2, pose estimation errors were present and
are shown as spikes in the graphs. In the case of a ’not feasible’ estimated pose or
velocity in step n, the measurement is neglected, and the pose estimated in step n−1
is used for ROV control as explained in Fig.5.10. Estimated and true relative heading
αDS between the ROV and the docking station, is shown in (d).
Images (e)1−3 show the ROV approaching the DS entrance. The images were
acquired with the camera mounted on the DS, at different times during the experiment.
The ROV heading is aligned with the DS heading during the approach. The relative
heading αDS should be ±5 deg before the ROV enters the DS (e)4 in order to dock
successfully. Once the ROV stern entered the DS entirely (e)5, there is only one DOF
between the ROV and the DS left. Since the narrow camera FOV does not allow for
pose estimation from a closer distance, and moving the ROV along the z-axis in this
position is trivial, the docking experiment is considered successful.
Multiple successful dockings were performed during the trials. Fig. 5.4 shows
the ROV distance from the DP in the XZ-plane during five different dockings. Each
docking experiment started from a different position and with a different orientation.
The red rectangle shows a region within ±0.2 m from the centre of the DP frame.
When the centre of the ROV coordinate frame is within this region the docking is
considered successful. During Docking 1 and Docking 2, approximately 1 metre from
the target there is an overshoot in the ROV position measurement. This error is due
to partial marker occlusion caused by the ROV tether. As explained in more details
in Section 5.4.2, partial coverage of navigational light beacon causes significant
pose error. Therefore, the change in the position between two consecutive steps is
monitored. If an unrealistic change in position is detected the algorithm shown in
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Fig. 5.10 assumes inadequate pose and the previous known position measurement is
used instead.
Fig. 5.4 The estimated ROV position in the M frame during multiple static dockings.
As mentioned previously, low angle measurement sensitivity at bigger distances
from the light marker can present as a position error, particularly in the X-axis.
Fig. 5.5(a) shows the visual pose estimation error distribution of XROVDP depending
on the relative heading αDS and distance from the docking station ZROVDP . While
the position error is minimal at the closer distances up to 3 m (light green dots),
and it does not depend on the relative heading, at longer distances the ZROVDP error
grows significantly. Fig. 5.5(b) shows a folded normal distribution of position error
|XROVDP err| for range of ZROVDP between 0 and 1.5 m with corresponding mean and
standard deviation value. The position error for the range between 1.5 and 3 m is
shown in (b) while the distribution of position error in the range between 3 and 4.5
m is shown in (c).
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Fig. 5.5 Folded normal distribution of the position error |XROVDP err| during multiple
static dockings. a) Influence of distance and relative heading between ROV and
docking point on pose estimation error of XROVDP ; b) Distribution of error at distance
0 to 1.5 m from the docking point; c) Distribution of error at distance 1.5 to 3 m from
the docking point; d) Distribution of error at distance 3 to 4.5 m from the docking
point.
5.3.2 Dynamic docking
The ROV position and relative heading in the DP frame during a dynamic docking
experiment are shown in Fig. 5.6. The operating depth was approximately 20 metres
throughout the experiment. Since one USBL beacon was provided, the comparison
between camera pose estimation and INS/USBL position was not viable because of
the inability to measure the DS position continuously.
The docking procedure started approximately 2.5 m from the DS entrance (e)1.
Partial light beacon occlusion caused an error which was detected, and the vehicle
continued moving towards the DS entrance. The contact between the vehicle and the
DS was established (e)2. The ROV position was aligned with the docking station
(e)3, and the ROV was docked successfully (e)4. During the experiment the DS was
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Fig. 5.6 The distance XROVDP and Z
ROV
DP between the ROV position and the docking
point in the M frame during dynamic docking. a) The distance in the XZ-plane;
b) The ROV distance ZROVDP in the M frame; c) The ROV distance X
ROV
DP in the M
frame; d) Relative heading αDS between ROV and the DS; e) A series of images
during autonomous docking.
suspended and exposed to the disturbances previously shown in Fig. 3.8, thus the
docking approach was changed compared to that used in static docking. Due to
inertia, larger mass vehicles react slowly to thruster output, thus it was not feasible
to compensate fully for the DS heave motion. Therefore, while static docking was
performed with minimal contact between the vehicle and the docking station, during
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dynamic docking, contact is inevitable. Fig. 5.7 shows the DS heave motion during
the experiment.
Fig. 5.7 The DS heaving while the ROV holds constant depth.
The peak-to-peak amplitude was approximately 1.1 m with a period of 8.5
seconds. To dock the vehicle successfully, an average DS depth was calculated and
used as the setpoint for ROV depth. There is a limit using this approach. For the DS
system used during the trials, the maximum peak-to-peak amplitude must be lower
than the DS entrance height to avoid tether damage. ROVs are designed for harsh
environments and able to handle mechanical stress, but it is crucial not to damage
the tether.
Fig. 5.8 shows a series of images during the docking manoeuvre. The ROV in
initial docking position starts with the docking manoeuvre (1) and approaches the
DS (2)(3). The DS heading has the tendency to change if an external force acts upon
it (e.g. contact between the ROV and the DS). After the contact (4) it is important
to maintain reverse thrust on the vehicle. The reverse thrust creates momentum
around the DS yaw axis and helps with the ROV heading alignment (5)(6)(7). The
ROV position is thus aligned in (8)(9). While the vehicle was still reversing back
completely aligned, the DS depth changed due to the heave motion and the ROV
docked in (10)(11)(12).
The presented docking manoeuvre is the worst-case docking scenario since the
DS used in these experiments does not have thrusters (the DS position and orientation
are not controllable). While DS pitch and roll are stable, the DS has a tendency to
yaw. Since the DS is equipped with an onboard magnetic compass, by adding two
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Fig. 5.8 Dynamic docking to suspended DS.
thrusters it would be possible to control the DS yaw motion and hence its heading.
If the DS heading is controlled and an active heave compensation LARS system is
used to compensate for heave motion, the dynamic docking practically reverts to a
static docking problem.
5.4 Additional considerations and limitations
This chapter has presented a visual pose estimation for autonomous docking to a
static, and to a suspended docking station. While visual pose estimation performed
well during the trials in a low to medium water turbidity, with higher water turbid-
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ity, the operation range of the optical sensing is reduced. In highly turbid water,
where a visual pose estimation is unavailable, the acoustic pose estimation based
on USBL/LBL technology should be used. Since the precision of acoustic-based
positioning systems is lower than vision-based systems, the docking station en-
trance should be modified. The extended, funnel-shaped entrance allows for a larger
position error and helps to physically guide the vehicle.
5.4.1 TMS heave motion
The major limitation of the autonomous ROV docking to the suspended docking
station is the docking station heave motion. During the trials the ROV has been
successfully docked multiple times with TMS heave motion up to 1.1 metres, while
the ROV operated at constant depth matching the average TMS depth. However,
with the increase in TMS heave motion during the docking manoeuvre the risk of
damaging the ROV system inevitably rises due to increased vertical misalignment.
To reduce the misalignment and to allow for faster and smoother docking the ROV
should compensate for the TMS heave motion, which is the main motivation for
Chapter 6.
5.4.2 Light marker occlusion
In the instance of full or partial occlusion of one or more light beacons, pose
estimation is not viable. Such a situation is shown in Fig. 5.9 with the light beacons
fully covered by the ROV tether and the TMS frame. Such a situation can also occur
due to other factors, such as fish or the approach of curious mammals (e.g. seals,
dolphins).
During the docking procedure, the ROV trajectory is always towards the entrance
of the TMS, thus it always moves towards the area with better optical marker visibility.
As shown in Fig. 5.10 the algorithms have been implemented to filter pose estimation
errors and to protect the system in case such errors become too large.
In case of full coverage of one of the light beacons Fig. 5.9, the pose cannot be




Fig. 5.9 The light markers fully covered (a) by the TMS frame; (b) by the tether.
entrance of the DS. Therefore, by increasing the proximity to the DS, the probability
to acquire an image with all markers rises in the next iteration. If the pose cannot
be estimated after multiple iterations, the ROV docking manoeuvre is aborted. Due
to the slow dynamics of the ROV and low speeds (<0.4 knots) the motion between
two consecutive iteration is small, making the described algorithm suitable for this
application.
Partial light beacon coverage causes significant pose error, thus every calculated
position in step n is compared with the position calculated in step n − 1. If an
unrealistic change in position between two iterations is detected, the algorithm
assumes inadequate pose estimation, in which case the last known position is used.
An additional light search algorithm is recommended to be implemented for future
operations beyond the scope and time frame of this project/thesis.
5.5 Closing remarks
Subsea navigation currently employed in residential ROVs is manual control from
the support vessel or from shore-based control centres. With an existing fleet of
vehicles and experienced ROV pilots as an in-field proven solution, the offshore
industry is still highly dependent on manual pilot skill. However, a transition towards
automation in the resident ROV field can provide significant advantages and can
specifically increase operational weather windows for the marine IMR sectors.
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Fig. 5.10 Flowchart of safety checks.
One of the most critical operations is the docking of the ROV at the end of
a mission, which was the targeted operation for automation in this thesis. The
results showed that the ROV speed and position controllers, coupled with camera
pose estimation, provided a strong platform for such operations. A machine vision
based docking system has been developed around the subsea camera pose estimation
presented in Chapter 4. The position error between docking point DP and the origin
of the ROV frame is used to calculate setpoints for position and speed controllers
which are fed into ROV low-level controllers (LLC). The reference system used for
comparison is a commercial state of the art underwater navigation system based on
the IXBLUE PHINS INS coupled with Nortek 500 DVL and Teledyne Ranger 2
USBL, and ROV and DS pose estimation results have shown to be comparable for
the vision based system and INS solutions.
The full system including the ROV automated navigational control was trialled
first using a static docking station and the results were within tolerances to allow
multiple successful dockings. This system was further tested using a dynamic
docking station suspended from surface vessel and the results achieved were sufficient
to dock multiple times in heave disturbances due to wave motion of 1.1 metres. Such
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suspended DS is proposed as an analogue for docking stations on floating production
platforms, which have not yet been trialled or implemented within the offshore
sector. To dock the vehicle successfully, the maximum peak-to-peak amplitude
for the trialled ROV and DS was found must be lower than 2 metres to avoid
damaging the ROV tether. The system has been tested and demonstrated in a
real-world environment during January 2019 in the North Atlantic Ocean. To the
author’s knowledge, this is the first autonomous docking of an ROV system to a
dynamic docking station and represents a significant contribution towards robustness
and viability of the use of resident ROVs in offshore operations including floating




TMS position prediction based on
ANFIS
6.1 Introduction
One of the major limitations of the autonomous ROV docking to a suspended TMS
is the TMS heave motion, which can exceed amplitudes of 3 m. Those limits were
recognised during the autonomous docking trials presented in the previous chapter.
Findings acquired during those trials investigating TMS behaviour in a real-world
environment and associated docking limitations, have served as the motivation for
this chapter.
This chapter presents development and evaluation of the method for suspended
TMS heave motion prediction, based on an adaptive neuro-fuzzy inference system
(ANFIS). The prediction of TMS heave motion has the potential benefits of allowing
autonomous docking in higher sea states, extending the ROV operational weather
windows, and reducing the misalignment between the ROV and TMS during the
docking process, thus reducing the impact on the ROV system and extending the
ROV operational life. Furthermore, the method has a dual benefit of being applicable
to autonomous docking or as an aiding tool for pilot flight control of the ROV.
Various authors reported use of ANFIS for modelling nonlinear functions such as:
motion prediction of moving targets (de Costa Sousa and Setnes, 1999; Rajpurohit
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and Pai, 2011; Sivcev et al., 2019), predicting stock market return (Boyacioglu
and Avci, 2010), electricity price forecasting (Yaser and Allah, 2019), and various
other publications. In addition, ANFIS performs exceptionally well when predicting
chaotic time series. This is demonstrated by Jang (1993), where comparison is given
between use of ANFIS, cascaded-correlation neural networks, backpropagation
MLPs, autoregressive models, and others have been given. Since the position
prediction of the TMS belongs to the same class of problems, the use of ANFIS has
been selected for evaluation in the ROV docking to a heaving DS experiments of this
thesis.
The ANFIS performance is evaluated on a real-world dataset recorded using a
work-class ROV with corresponding cage type TMS, deployed during offshore trials
in the North Atlantic Ocean. The hardware used for dataset acquisition has been has
been presented in Section 3.3 together with the TMS motion analysis.
6.2 Adaptive neuro-fuzzy inference system - ANFIS
This section describes the implementation of the adaptive neuro-fuzzy inference
system for TMS motion prediction. ANFIS is an adaptive neural network which is
equivalent to a fuzzy inference system (FIS) that was first introduced by Jang (1993).
With ANFIS, a set of fuzzy if-then rules is identified, with membership function
parameters tuned through a hybrid learning algorithm.
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Fig. 6.1 ANFIS network framework architecture.
Fig. 6.1 shows the ANFIS network architecture that consists of five layers. Each
of m inputs (X) is assigned with n fuzzy membership functions described with
linguistic labels (A), constituting r rules (R). Each node in the first layer is adaptive
and specifies the degree to which a given input satisfies the fuzzy membership
function related with that node. The first layer is called the "fuzzification" layer,
while parameters in this layer are called premise parameters. In the second layer
a firing strength for each rule is determined. Every node in this layer is fixed and
labelled π, while the node performs multiplication of the incoming signals. Every
node in the third layer is fixed and normalizes the firing strengths of the previous
layer. The fourth layer is called the "defuzzification" layer. This layer consists of
adaptive nodes and it involves computing the weighted consequent values for each
given rule. Parameters in this layer are called consequent parameters. The node in
the last layer performs summation of all incoming signals.
The tuning of the network is done using an existing dataset consisting of input-
output pairs, while the network tries to model the function which relates input to
output. By using past values of the heave displacement zT MS up to time t, ANFIS is
used to predict the future value of the zT MS(t + P ). Since zT MS is measured using
a depth sensor, this is achieved by mapping a dataset of known TMS depth values
using D points of the time series spaced ∆ apart as:
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[zT MS(t − (D − 1)∆), ..., zT MS(t − ∆), zT MS(t)], (6.1)
to a predicted value in future zT MS(t + P ). Therefore, for parameters D = 3,
∆ = 1.5, P = 2, one input-output ANFIS pair is given by:
[zT MS(t − 3), zT MS(t − 1.5), zT MS(t)], [zT MS(t + 2)] (6.2)
where [zT MS(t − 3), zT MS(t − 1.5), zT MS(t)] is the input which consists of the
last D = 3 depth measurements, spaced ∆ = 1.5 s apart, mapped to the output
[zT MS(t + 2)], which presents predicted TMS depth value P = 2 s into the future.
The ANFIS training and evaluation has been carried out on a pre-recorded dataset.
The data used for the ANFIS training and evaluation was recorded during the offshore
trials that took place in the North Atlantic Ocean during January 2019. The TMS
depth was recorded using a depth sensor attached to the TMS frame. The sensor used
during the trials was a UV-SVP by Valeport. It is a conventional commercial unit
that offers pressure, sound velocity and temperature measurements in one housing.
Technical specification of the unit is given in Table 6.1.
Table 6.1 The Valeport UV-SVP sensor technical specifications.
Pressure [bar] Temperature [deg] Sound Velocity [m/s]
Operating range 300 -5 to +35 1375 to 1900
System resolution 0.001% of range 0.001 0.001
System accuracy ± 0.01% of range ± 0.01 ± 0.02
For the given task, different process values are involved in constructing an
efficient and reliable ANFIS network. These variables include: the size of the input-
output dataset pairs (training dataset length), the number of membership functions
per input MF , the number of training epochs NE, the number of training points D,
how far in the future TMS position is to be predicted P , the spacing between the
points ∆, the sensor sampling frequency f s, etc.
While there are guidelines about the ANFIS training process (Jang, 1993;
Karaboga and Kaya, 2019), as with other neural networks, there are still no specific
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rules to estimate the optimal parameters for the network training. The parameters
can vary greatly and depend on the quality of the data and the complexity of the
problem, thus it relies on trial and error experiments. If such an approach is not
possible, various techniques for estimating optimal ANFIS tuning parameters have
been presented before in Buragohain and Mahanta (2008); Shoorehdeli et al. (2007).
Although extensive trial and error experiments have been performed to investigate
the effect of various network parameters, the focus of this section is to:
• Evaluate ANFIS performance for TMS position prediction,
• Analyse the network training time, and consider real-time ANFIS training,
• Investigate the influence of the depth sensor sample rate on ANFIS perfor-
mance.
Therefore, in the next section an overview of the best network configuration is
given at the start, followed by an ANFIS overall performance evaluation.
6.3 Results
The scope of this section is to investigate and evaluate the usage of an ANFIS
network for the prediction of TMS heave motion. Prior to the evaluation, an optimal
network configuration and training parameters should be explored. The optimal
ANFIS for the given problem achieves minimum error RMSE with a minimum
network training duration. The RMSE is a root mean square error between the
predicted future TMS depth value and the measured value at that time, and it is
considered as one of network performance measures. As explained in Section
3.3, the TMS heave motion depends on the LARS type and the deployment vessel
type. Once the network is trained, the performance is reduced if LARS, TMS and
deployment vessel combination is changed. Since the goal is to enable the possibility
to retrofit the solution to the existing ROV fleet, network training on-site is necessary
to accommodate individual ROVs. In addition, constantly changing sea conditions
should be considered. Although the trained network can perform well for a certain
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amount of time after training, a change in sea condition influences the network
performance, thus an online ANFIS training is considered and tested.
6.3.1 Optimal ANFIS configuration for TMS heave prediction
To find the optimal ANFIS training parameters experiments included varying the
following parameters:
• The dataset length in the range 50 s to 600 s,
• The number of the membership functions MF per input in the range 2 to 5,
• The number of previous measurements D in the range 1 to 12,
• The spacing between previous measurements ∆ in the range 0.5 s to 5 s,
• The number of training epochs NE in the range 1 to 250.
• The prediction time P in the range 0.5 s to 5 s.
The effect of each parameter on ANFIS performance and training duration is
shown in Table 6.2. In general, the input selection criteria are based on Jang (1996),
which is based on the assumption that the ANFIS network with the smallest RMSE
after one epoch of training has a better potential to achieve a lower RMSE given
more training epochs.
Table 6.2 The relationship between different parameters, ANFIS training duration
and performance.
Parameter Training duration RMSECHK RMSET RN Generates overfitting
Dataset length ↑ ↑ ↓ ↓ No
Number of MF ↑ ↑ ↓ ↓ Yes
Number of D ↑ ↑ ↓ ↓ Yes
Prediction time P ↑ - ↑ - No
Number of Epochs ↑ ↑ ↓ ↓ Yes
The relationship between the number of training points D and the number of
epochs, and the RMSE and the duration of the training process, is shown in Table
6.3. The data in the table is divided in two major columns by the number of epochs
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used for training. The left column provides results after only one epoch of training,
while the right column shows the RMS errors and training duration at the epoch
with the minimum RMSECHK . As shown in the table both, training RMSET RN
and checking RMSECHK error are decreasing until D = 4. For D = 5, the training
error keeps decreasing, while the checking error grows. In addition, the difference
between the two grows significantly at D = 5, which is the sign of network over-
fitting and this must be avoided. Although in general the network performed better
after more than 1 epochs, the difference in the RMSECHK is not significant. For
example, at D = 4, after one epoch the checking error is RMSECHK = 0.0422624
m, while the minimum error is achieved at epoch 63 with RMSECHK = 0.0421802
m. The difference between the two is negligible, while the duration of the training
extended ten times from 0.053 s to 0.53 s. The number of membership functions is
MF = 2 since the increase in MF leads to exponential growth of fuzzy rules, thus
the training time grows exponentially. In addition, no reduction in RMSECHK has
been achieved.
Table 6.3 The relationship between training points D, the number of training epochs,
the RMSE, and the duration of the training process.
D Epoch 1 Epoch with minimal check error
RMSET RN [m] RMSECHK [m] Duration[s] Epoch RMSET RN [m] RMSET RN [m] Duration[s]
2 0.103221 0.0864964 0.03305 1 0.103221 0.0864964 0.03305
3 0.0613137 0.0577967 0.050134 189 0.0569494 0.0560394 0.370561
4 0.0374812 0.0422624 0.052966 63 0.0337162 0.0421802 0.526817
5 0.0296526 0.0973706 0.102934 42 0.0276815 0.0861169 1.863842
From extensive experiments, the optimal ANFIS input parameters for the given
task are found as: D = 4, ∆ = 1, NE = 1, MF = 2 per input. Therefore, the best
network performance is achieved by using the last four consecutive measurements
(D = 4), spaced one second apart (∆ = 1), using only one training epoch, with
two membership functions per input MF = 2. The same network configuration
performed best for various values of prediction time P.
The amount of data used for online training should be taken into consideration
as well since a larger training dataset increases the ANFIS training duration. The
effect of the training dataset length on the ANFIS training cycle duration, the training
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RMSET RN , and the checking RMSECHK error is shown in Fig. 6.2. Multiple
experiments have been conducted with the training dataset increased from 50 s to 600
s. As shown in Fig. 6.2 (a), for 50 s of the training data, the RMSET RN is relatively
low while the RMSECHK is high, which is a sign of the network overfitting the
training data, and this should be avoided. The overfitting is caused by a small amount
of training datapoints compared to the number of ANFIS modifiable parameters. For
up to 200 s of training dataset, most of the RMSECHK is reduced. After that point,
the training duration grows with little improvement in the RMSECHK as shown in
Fig. 6.2 (b).
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Fig. 6.2 The relationship between the length of the training dataset: and the checking
error RMSECHK and training error RMSET RN (a); and training duration (b).
6.3.2 ANFIS based TMS heave prediction
After network parameters (D, ∆, EN, MF , dataset length) were evaluated as in
subsection 6.3.1 above, multiple tests have been performed to evaluate the ANFIS
performance for the TMS heave prediction. Prior to the ANFIS performance test,
it is necessary to establish the evaluation criteria. While hard contact between
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the ROV and the TMS is expected during the docking in a harsh environment,
the main objective is to reduce rough contact to a minimum. This is achieved by
reducing the misalignment between the ROV and the TMS at the moment of contact
during docking. In general, the TMS and the ROV are designed in such a way
as to allow a certain amount of misalignment for easier docking. However, this
should be minimised to reduce the risk of ROV damage, which leads to increased
operational expenditure (OPEX) costs. The amount of allowed misalignment is
determined experimentally. As reported in Chapter 5.3.2, the work-class ROV was
autonomously docked multiple times with the TMS peak-to-peak heave amplitude of
1.1 m, while the ROV operated at mean TMS depth. Therefore, the particular ROV-
TMS configuration shown in Fig. 3.3., and Fig. 3.6. tolerates vertical misalignment
of ±0.55 metres. Thus, the ANFIS is considered as performing well when the
difference between predicted and measured value is:
errT MS = |zT MSp(t + P ) − zT MSm(t + P )| ≤ 0.55 m, (6.3)
where zT MSp(t+P ) is the predicted TMS depth, and zT MSm(t+P ) is the measured
TMS depth at the same time. However, sometimes during manual docking the TMS
heaves more than the pilot predicts, thus the misalignment between the TMS and
the ROV is larger than errT MS > 0.55 m, and the manoeuvre has to be aborted.
Therefore, as an additional ANFIS performance indicator a mean absolute error






for ai = 1 if errT MSi ≤ 0.55 m, and ai = 0 for errT MSi > 0.55 m, which essentially
shows the percentage of time the error between the predicted and the measured
TMS depth was errT MS ≤ 0.55 m. Due to the equipment involved in offshore
operations being particularly expensive, the network is considered performing well
when MAE ≥ 95%.
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Fig. 6.3 Dataset used for ANFIS evaluation. a) the first 200 s of data is used for
training, while 50 s of data is used for checking; b) the performance of the ANFIS
prediction of the TMS depth between 1 s and 3 s into the future compared to the
checking data.
The depth measurements of the cage type TMS suspended from the ship RV
Celtic Explorer during the trials in the North Atlantic Ocean are shown in Fig. 6.3 a).
The TMS depth recorded over 150 s period, ranges between 110 m and 113 m with
the mean depth of approximately 112 m. The depth sensor sampling frequency was
fs = 2 Hz. While working with neural networks, it is common to use a fraction of
the recorded data for the training, while the remaining fraction of the data is used
for the network validation. The ANFIS training stage included the first 200 s of the
data, while the next 50 s of data is used for the checking stage. The experimentally
determined optimal ANFIS parameters are: D = 4, ∆ = 1 s, NE = 1, MF = 2 per
input. Figure 6.3 b). above shows only checking data of the same dataset (the last 50
s) compared to the predicted TMS depth values. The TMS position prediction 1 s
into the future zT MS(t + 1) (continuous blue line) has the smallest deviation from
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the measured value, while the difference between the checking data and the data
predicted 3 s ahead is significant.
Table 6.4. and Fig. 6.4 show the ANFIS performance for TMS depth prediction
up to P = 3 s into the future. ANFIS performs exceptionally well for predicting
zT MS(t + 1), with two standard deviations of the error only 2σ = 0.10 m. For
P = 1.5 s, 2σ reached the value of 0.23 m, and it continues to grow until it reaches
the value 2σ = 0.55 m for P = 2.5 s, with MAE = 95.05%. By increasing
the prediction time further to P = 3 s, the error grows further, and the criteria
MAE ≥ 95%, is not satisfied. Therefore, the results of the experiment showed that
ANFIS could be successfully used for the TMS heave position prediction zT MS up
to 2.5 s into the future for the particular TMS - ROV setup of the experiments while
keeping the prediction error below 0.55 m for 95% of the time.
Table 6.4 ANFIS performance for predicting TMS depth up to P = 3s into the
future.
P [s] MAE [%] RMSECHK [m] RMSET RN [m] 2σ [m]
1 100 0.050 0.038 0.101
1.5 99.01 0.112 0.083 0.225
2 97.03 0.192 0.142 0.384
2.5 95.05 0.273 0.202 0.546
3 93.07 0.340 0.250 0.680
6.3.3 Online ANFIS training
The performance of the ANFIS network is further investigated to incorporate on-line
training. As mentioned previously, the sea conditions continuously change, thus the
performance of the network trained on one set of the data degrades with changes in
TMS heave frequency and/or amplitude. Fig. 6.5. a) shows the TMS depth recorded
over a 900 s period using the depth sensor sampling frequency fs = 2 Hz. Three
ANFIS networks, composing of the same structure (D = 4, MF = 2, ∆ = 1), are
trained to predict the TMS depth 2.5 s in future (P = 2.5).
The first ANFIS network is trained using only the first 100 s of the data, which
means that the prediction model of the TMS behaviour has been built based only
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Fig. 6.4 The error between predicted and real TMS depth with corresponding check-
ing error distributions. a) The TMS depth prediction 1 s into the future; b) The TMS
depth prediction 1.5 s into the future; c) The TMS depth prediction 2 s into the future;



































Training 100 s, RMSE
CHK
 = 0.37 m
Training 200 s, RMSE
CHK
 = 0.26 m
Online ANFIS, RMSE
CHK
 = 0.22 m
Fig. 6.5 Online trained ANFIS performance. a) The TMS depth dataset used for
ANFIS training and evaluation; b)Comparison between ANFIS trained on first 100 s
of data (blue), trained on first 200 s of data (red), and trained online using last 200 s
of data before each prediction step (green).
on those measurements. Similar to other neural networks, once a new input data is
out of the range the neural network has been trained for, big errors occur. Therefore,
as shown in Fig. 6.5. b), at time 200 s, between 380 s - 420 s, and between 450 s
- 500 s there is a significant error (blue line). For comparison, the second ANFIS
network (red line) has been trained using the first 200 s of the data, therefore it is
more "experienced", and has been able to predict the TMS behaviour better than the
first one. However, a sudden change in TMS depth amplitude between 380 s - 420 s,
and between 450 s - 500 s, still caused high prediction errors. To compensate for
this, the ANFIS network should be trained considering the latest available data. With
the online ANFIS (green line), the prediction model of the TMS behaviour has been
recalculated and updated after each TMS depth measurement, using the latest 200 s
of the data. For example, at the time 380 s the online ANFIS gives approximately
the same error as the second ANFIS, however, at the time 420 s the prediction error
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has been significantly reduced. Therefore, at time 450 s based on the last 200 s
of “experience”, which also includes the depth measurements between 380 s - 420
s, the ANFIS already “expects” sudden changes in the TMS depth, thus between
450 s-500 s the prediction error is reduced. In summary, with the online ANFIS
training approach the network is trained continuously, while taking into account the
latest acquired data from the TMS depth sensor. As the figure shows, the online
ANFIS training further improved TMS depth prediction. While overall RMSECHK
is reduced (only 0.04 m), the error spikes are significantly reduced.
6.3.4 Depth sensor sample rate
In the previous subsection, the optimum training dataset duration is experimentally
identified to be 200 s. However, the amount of data points recorded during the
200 s time period depends on the depth sensor sampling frequency fs. Ideally,
the sampling frequency of the sensor should be high enough to accurately capture
relevant frequency spectra, but not so high as to cause long ANFIS training times.








Fig. 6.6 The TMS heave frequency spectrum.
Fig. 6.6. shows a frequency spectrum of the dataset previously illustrated in Fig.
6.5 a). The frequency range of the TMS heave motion is between fT MS = 0.05 Hz−
0.25 Hz, with the most prominent frequencies between fT MS = 0.08 Hz − 0.1 Hz.
Therefore, the minimum sensor sampling frequency to cover the full TMS heave
frequency spectrum, is by Shannon - Nyquist theorem fsmin = fT MSmax ∗ 2 =
0.5 Hz . This was further inspected. Table 6.5. shows the relation between ANFIS
performance and different sensor sampling frequencies. In each case the network
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Table 6.5 The relationship between depth sensor sampling frequency and ANFIS
performance.
Sampling frequency Number of datapoints Training duration RMSET RN RMSECHK
fs [Hz] in 200 s [s] [m] [m]
0.25 50 0.032 0.007 2.397
0.5 100 0.035 0.152 0.543
1 200 0.041 0.179 0.280
2 400 0.060 0.142 0.176
4 800 0.079 0.141 0.179
8 1600 0.144 0.158 0.156
16 3200 0.322 0.158 0.157
was trained with 200 s of data and evaluated on the remaining fraction using the
same parameters as follows: D = 4, ∆ = 1, NE = 1, MF = 2, and P = 2.
With the sensor sampling frequency lower than fsmin, the actual TMS depth
change is not recorded accurately. In addition, the low number of datapoints leads
to overfitting, with RMSECHK over 2 m at fs = 0.25 Hz. With the increase of the
sampling frequency to fs = fsmin = 0.5 Hz, the number of datapoints doubled,
and overfitting is avoided. By doubling fs to 1 Hz, RMSECHK is further reduced
to 0.25 m, which is a big improvement over the previous case. The sensor sampling
frequency fs = 2 Hz provided best results with RMSECHK = 0.179 m, while the
ANFIS training time cost is only 0.057 s and compared to the prediction time of 2.5 s
this is negligible. Further increase in sensor sampling frequency leads to an increase
in the ANFIS training duration, while the contribution to prediction performance is
minimal.
6.4 Closing remarks
The docking of underpowered work-class ROVs to a heaving TMS relies entirely on
the ROV pilot experience in estimating TMS heave motion, which is not available
for autonomous and resident underwater vehicles. With large ROV inertia and drag
forces acting against it, the ROV is not agile enough to match TMS heave motion,
thus the docking manoeuvre starts before the ROV and the TMS align. The method
presented in this chapter is used to extend the ROV operational weather windows,
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reduce operational expenses, and reduce ROV damage due to the harsh conditions
docking. The trained ANFIS network showed excellent performance when predicting
the TMS depth up to 2.5 seconds into the future with the RMSE = 0.22 m, and with
97% of errors below the maximum allowed vertical misalignment between the ROV
and the TMS, i.e. errT MSi ≤ 0.55m. Further modification of the TMS entrance with
a funnel-shaped receptacle would allow for larger misalignment, thus, extending the
operational docking window.
The developed method presents an addition to the suite of technologies required
for dynamic autonomous work-class ROV docking and is beyond the current state of
the art in work-class ROV technology. In addition, the method has the potential for
retrofitting to the existing ROV fleet, to be used as a ROV pilot aiding tool, and it
does not require additional hardware.
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Chapter 7
Vision based localization system
suited to resident UUVs
7.1 Introduction
Traditionally, underwater navigation systems are solely based on or encompass
acoustic systems, providing an absolute world coordinate frame position solution
with technologies such as Long baseline (LBL) or Ultra-short baseline (USBL)
systems (Paull et al., 2014). However, acoustic systems suffer from a number of
disadvantages such as loss of accuracy in acoustic noise-polluted environments, due
to poor calibration of the units, high system complexity/maintenance, and high error
rates. This is far from an ideal solution for resident subsea field robotic systems
where noise, maintenance and accuracy are key issues that need to be addressed in
achieving cost effective IMR services.
Much research has been completed in the field of navigation sensor fusion
(Majumder et al., 2001; Nicosevici et al., 2004), with modern commercial navigation
systems exploiting a number of fused sensor types. A common practice in AUV
navigation is to use onboard inertial navigation systems, coupled with a Doppler
velocity log, and additional sensors such as depth sensor and sound velocity probe,
ultimately providing a dead-reckoned relative based position solution. However, the
concerning issue in this solution is drift over time which in a commercial state-of-
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the-art system is 0.1% of distance travelled (iXblue, 2019; Sonardyne, 2019). This is
not an acceptable error rate for subsea operations requiring close-quarter inspection,
maintenance and repair activities. A solution that is widely used within bathymetric
survey is the dual use of LBL/USBL acoustic positioning with INS. This eliminates
a position drift and provides a greater level of accuracy in the solution. However,
an acoustic system for elimination of the drift, does not address other issues in
underwater resident robotics including noise-polluted environments and high system
complexity / maintenance. Vision based navigation have also been recorded in the
literature for use in underwater cable tracking (Balasuriya et al., 1997; Ortiz et al.,
2002), localization in structured environment (Carreras et al., 2003), and various
automation of intervention tasks (Cieslak et al., 2015; Sivčev et al., 2018). The
field of underwater simultaneous localisation and mapping (SLAM) is very active
(Hidalgo and Bräunl, 2015) and has allowed for vision and sonar-based navigation
in unstructured environment (Ribas et al., 2010). However, the main concern is
that most vision-based techniques require low water turbidity and a relatively close
proximity to the target (Guth et al., 2014; Köser and Frese, 2020).
The fact that resident vehicles will operate in partially structured environments
consisting of known subsea structures (docking stations, subsea interconnection
stations, oil wells, etc.), these structures can be utilised and can offer a means of
facilitating a low cost, low maintenance, navigational marker that can eliminate drift
in INS estimated pose solution when a vehicle is close to an IMR target.
This chapter discusses the use of an LED based subsea location marker at known
structure position and orientation for vehicle position update. The accurate visual
pose estimation relies on a method discussed in Chapter 4.4.1. The localisation
aid provides pose estimation based on active light marker beacons for intermittent
resident ROV position update and intermittent drift elimination close to target, where
accuracy is required. System performance and propagation of position error is
inspected and estimated, and the effect of intermittent visual based position update is
discussed in this chapter. The system is evaluated using experimental data acquired
during the offshore trials in the Atlantic Ocean.
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7.2 Propagation of errors in pure inertial mode
Since the proposed system is built around the commercial INS unit (IXBLUE
PHINS), for which detail on the implementd INS Kalman filter, detail on the external
sensor error models, and the raw IMU data are all unknown. Therefore, the system
is treated as a "black-box". However, the position error propagation function of
the system operating in the pure inertial mode can be modelled. This function is
then used to simulate possible position trajectories in case of acquired vision-based
position fix. Overview of the inertial navigation system PHINS 6000 used during the
trials and its operating modes is given in Chapter 3.2.3.
Position estimation accuracy in the pure inertial mode depends on two factors:
(1) the accuracy of the IMU acquired measurements, therefore the accuracy of the
accelerometers and FOGs, and (2) an initial position, velocity, and attitude errors
obtained after the alignment/position fix. Considering the IMU data is integrated over
time, the position error contained within the INS covariance error matrix propagates
with time as well. Therefore, assuming the same initial position, velocity, and
attitude errors, in the pure inertial mode, the propagation of the position error is only
a function of time. In practice, the initial position error varies mostly due to the
quality of the position fix. During the few days of the ROV operations, the position
error of PHINS system operating in INS + DVL + USBL mode was between 0.23
m and 0.57 m. Some of the factors that may influence the quality of the USBL
position fix are the strength of the USBL signal, multipath errors, a partial USBL
responder occlusion, subsea noise pollution, sound velocity profile, and distance
between transponder and receiver.
The propagation of position error in the pure inertial mode was further studied.
Figure 7.1. shows the propagation of the measured position error during three tests
of various durations. The experiment was performed in the North Atlantic Ocean
off the coast of Ireland. Each test started with PHINS operated in the INS + DVL
+ USBL mode. As shown in the magnified section, the initial position error was
between 0.25 m and 0.33 m, depending on the test. After the initial position fix was
acquired, the INS was set to operate in the pure inertial mode.
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Fig. 7.1 The PHINS INS northing position error propagation in pure inertial mode.
The continuous line shows recorded position error propagation over time. During
the tests, the ROV was manually piloted while performing a general visual inspection
of the seabed. At the end of the test, PHINS was switched back to operate in INS +
USBL mode. This reduced the position error to the initial values. Although the ROV
paths during the tests were different, the propagation of the error behaves in nearly
equal ways. As shown in the figure, the northing position error is approximately 2
m after 2 minutes, 12 metres after 5 minutes, and 40 metres after 9 minutes. Since
PHINS is a commercial system, the error propagation model is not known, thus it was
necessary to measure error propagation and model the error propagation function.
The dashed lines in Fig. 7.1 present corresponding 3rd order error propagation
functions calculated using least-squares polynomial curve fitting. In case a vision
based position fix is acquired at any time throughout the experiment, this function is
to be used for the prediction of the position and position error estimates, assuming
PHINS continues to operate in the pure inertial mode.
In the next section the performance of the vision-based pose estimation system
used during the trials is compared with the USBL data. If comparable, the visually
estimated pose data could be used for PHINS position update. Additionally, the




The experiment simulates a hypothetical scenario of the autonomous vehicle com-
pleting a dock at docking station within a resident field. The initial conditions are as
follows:
• The vehicle has no USBL onboard and is travelling at cruising speed with
navigation system based solely on INS
• During the trial, the vehicle DVL system is disabled in order to effect a faster
integration drift in INS system over time than just 10 minutes operation with
DVL
• The vehicle operates in a structured environment
• Approximately halfway to the docking station there is a known landmark
which can be recognized with the onboard vision system, and the position and
orientation of the landmark is known in the world frame
The experiment starts at time T0 with the ROV docked and the navigational
system running in USBL + INS mode. The INS position standard deviation is low.
After the position STD reached a minimum value of 0.26 m, the PHINS was switched
to operate in pure inertial mode, which simulates the USBL signal loss. The ROV
was then piloted for approximately 10 minutes in the area around the TMS. Since
the propagation of position error in pure inertial mode does not depend on travelled
distance or speed, to reduce the risk of damaging the vehicle, the ROV was piloted
in relatively close proximity to the deployed TMS. Fig. 7.2 shows relative northing
and easting between the ROV and the light marker during the experiment.
The black dashed line shows PHINS estimated position throughout the exper-
iment while the grey shaded area presents the corresponding position standard
deviation (an output of the INS). During the experiment, the ROV position was
simultaneously measured with the USBL system which was not set as aiding the
INS but running independently. The blue continuous line shows the ground truth,
USBL measured ROV position with corresponding position standard deviation. To
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Fig. 7.2 Relative ROV position throughout the experiment simulating resident field
hypothetical scenario. Blue continuous line presents the ROV ground truth USBL
position. The PHINS estimated position, while operating in pure inertial mode is
shown with black dashed line. At time T4, PHINS was switched to operate in INS +
USBL mode, and the ROV was docked at T5.
avoid possible noisy measurements and achieve highest precision, the supporting
vessel with the USBL transponder was positioned in direct ROV line of sight at all
times. Due to the exponential nature of the position error propagation, the position
error propagates slowly at the beginning. As shown in the figure, at time T1 after
approximately 5 minutes, the PHINS position standard deviation is around 10 metres,
reaching over 40 metres after 10 minutes at T4. At time T4 the PHINS system was
switched to operate in INS + USBL mode, thus the position error standard deviation
(gray shaded area) dropped to an initial value, and the ROV position was corrected.
The ROV was then docked at T5, and the experiment finished.
Throughout the experiment the position of the ROV was visually estimated two
times. Between time T1-T2, which presents ROV passing by known landmark,
and between T3-T5, upon reaching the docking station. The magnified section of
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Fig. 7.2 between time T3-T5 is shown in Fig. 7.3 and it shows the comparison
between, PHINS data, USBL data, and visually estimated pose data. The figure
shows that the visually estimated pose (red continuous line) is comparable with the
USBL data (blue continuous line). Therefore, as alternative to USBL and while
PHINS operates in pure inertial mode, the visual pose estimation data could be used
as the intermittent INS position update to reduce the position error and to allow for
transition of the subsea vehicle towards another known landmark or towards close
quarter inspection/intervention.
Fig. 7.3 The comparison between PHINS data, USBL data, and visually estimated
pose acquired during the trials.
The influence of intermittent, vision-based position update on position error
estimation was further investigated. Since PHINS 6000 does not provide a designated
input for a visually acquired position update, the visually estimated ROV position
between T1-T2 and T3-T5 could not be fed into the system Kalman filter. However,
the known initial position, and the error propagation function modelled in Section 7.2,
allows for estimates of a family of possible position trajectories and corresponding
position errors to be developed.
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Fig. 7.4 shows a family of possible position estimation trajectories between
time T2 and T4 (continuous red lines) in the case where the ROV position was
updated between T1-T2 and the ROV continued to operate from then in pure inertial
mode until T4. A specific position trajectory could not be simulated since PHINS
6000 exact mathematical model of the EKF, sensor error models, and the raw IMU
sensor data are not available. A red shaded area presents the estimated position STD
between T2 and T4, in the case of position update at T2, for the trajectory which
aligns with the USBL line (ground truth data).
Fig. 7.4 Family of position estimation trajectories (red continuous lines) from time
T2 to T4 in the case of ROV position visual update between time T1 and T2.
7.4 Additional considerations and limitations
Position error estimates provided by PHINS are based on the INS accelerometers
and gyroscopes theoretical models in pure inertial mode and on models of other
aiding sensors when used in aiding, thus the models are not accurate physical
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measurements. Although the relative difference of the initial position error was small
across three tests initially, the difference grows exponentially after longer periods of
time, as shown in Fig. 7.1. For that reason, the derived error propagation function is
considered to describe the behaviour of the system’s error propagation correctly for
up to 6 minutes.
7.5 Closing remarks
This chapter shows experimental results of a developed vision-based localization
system discussed in Chapter 4, with potential to be utilised to eliminate drift error
from on-vehicle inertial navigation system position estimation. The proposed system
is developed around the standard equipment found throughout the ROV sector. While
INS operates without USBL/LBL, the visually estimated pose could be used as a
position fix, thus reducing the position error uncertainty presented to the pilot.
The system has been tested in the North Atlantic Ocean during trials in January
2019. The propagation of position error of PHINS system operating in pure inertial
mode is measured and modelled as a function of time and initially estimated position
error. This function is used to simulate family of possible position trajectories in the
case that a reliable/known vision-based position fix is acquired during the test. The
visually-based pose estimation method with IMU relative angle correction discussed
in Chapter 4.4.1, was used to determine the relative pose between the ROV and
deployed subsea asset. The results showed that the proposed system performed well
and can improve the ROV/AUV localization underwater as presented to the pilot. In
automated navigation systems such improved position knowledge on passing known
visual position fix locations would aid in trajectory flight control between assets
within a remote fields.
High precision INS system with DVL aiding provides a strong navigation system
platform, however with the complexities involved in UUV based IMR activities
this is not accurate enough for the transition of resident systems between assets
or for close quarter operations on subsea installations. The position drift of such
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configuration is typically 0.1% of the travelled distance for the PHINS system as
shown in Table 3.3. However, in close proximity to a known marker, visual pose
estimation is shown to be a reliable system for an absolute position fix. Since
resident ROVs/AUVs operate in the structured environment, this low-cost solution
can provide an alternative more cost effective solution or a valuable back-up and
compliment to acoustic-based positioning systems.
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Chapter 8
Discussion, conclusions and future
work
8.1 Discussion and conclusions
This thesis has presented development, implementation and testing of multiple
systems aimed towards expansion of unmanned underwater robot capabilities. The
research presented here included work in a variety of engineering disciplines such as
software, electronic and mechanical engineering. The motivation for this research
and the desired objectives have been presented in the introduction of the thesis.
This was followed by a review of the resident UUV projects and recent trends in
the industry in Chapter 2. Chapter 3 presented hardware used during the offshore
autonomous ROV docking trials, and problems and challenges associated with the
ROV operations. Development and implementation of visual based pose estimation
system has been presented and discussed in Chapter 4, while autonomous docking
of a work-class ROV, using developed pose estimation system has been presented in
Chapter 5. This is followed by TMS position prediction using ANFIS in Chapter 6.
One of the objectives has been creating a solution suitable for deployment on the
global fleet of work-class ROVs. The work presented in this thesis addresses that
and is readily implementable on the majority of ROVs equipped with the necessary
devices. For the active light marker, suitable lights can be used in any geometrical
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configuration, as long as a minimum of four light beacons are used in an asymmetrical
pattern so that ambiguity is avoided. Regarding choice of vision system, any suitable
camera in underwater housing can be used.
The following lists the objectives stated in Chapter 1.2 and achieved results:
• Identification of the gaps in the current ROV technology for perform-
ing inspection, maintenance and repair tasks at challenging MRE sites.
Offshore operations in general are particularly expensive and with the rapid ex-
pansion of MRE sites and transition to deeper waters, the costs associated with
operation, maintenance and repair are inevitably rising. One of the primary
OPEX costs relate to ROV and support vessel day rates. Chapter 2 presented
a review of the recent advances in the ROV industry, and relevant related
research projects including recent trends in research. While resident ROV
solutions are becoming more popular, they are more orientated towards the
O&G sector, without considering the large geographical spread of the offshore
MRE farms, and IMR operations in deep-water energy production sites. This
is partially addressed through collaborative ROV-ASV platforms, however
with small commercial uptake of the technology due to the platform relying on
high bandwidth, low latency communication links. Therefore, high levels of
automation are needed. Some initial research on this topic has been published
by the author of this thesis in conference paper (see Appendix D) (Trslic et al.,
2018).
• Development, implementation and experimental validation of the visual
pose estimation solution based on the active light marker. The visual pose
estimation solution has been developed. The system’s hardware includes
conventional subsea lights found throughout the sector arranged in an asym-
metrical pattern to form a navigational marker, which is attached to the TMS.
The marker is then observed by machine vision camera attached to the ROV
stern. Frames captured by the camera are processed on the dedicated topside-
PC located in the ROV control cabin. Chapter 4.2 presented the system’s
hardware, while the image acquisition and processing method is discussed in
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Chapter 4.3, and pose estimation is discussed in Chapter 4.4. The results of
the system performance on dry and in the real-world environment are given
in Chapter 4.6. The results showed that the accuracy of the developed pose
estimation solution depends on the distance between the navigational marker
and the camera. This is mostly due to the system low angle measurements
sensitivity at larger ranges from the marker. However, it has been shown that
fusing data from the onboard inertial navigation sensor with vision-based pose
estimation system contributes to system robustness and accuracy.
• Development, implementation and real-world experimental validation of
the work-class ROV docking to both static, seabed-deployed TMS, and
to dynamic suspended TMS. The system has been designed, developed and
tested. The autonomous ROV docking has been successfully performed multi-
ple times. First the ROV was docked to a static docking station, then docking
to the TMS suspended from a surface vessel was performed. The developed
vision-based position estimation system was used as a navigational solution.
The system has been tested during the offshore trials in the North Atlantic
Ocean, where the autonomous docking to static and suspended TMS has been
successfully performed. The developed system presents a major contribution
towards use of ROVs in deep-water offshore operations. The outcome of the
trials has been presented in Chapter 5 and published in a journal paper (see
Appendix D) (Trslic et al., 2020).
• Development and implementation of a suspended TMS heave motion
position prediction method. A TMS suspended from a floating platform
presents a highly dynamic system, with the TMS heave being the most promi-
nent motion element and usually the limiting docking factor. Work-class ROVs
are relatively heavy and not very dynamic, thus matching a TMS heaving mo-
tion is often not viable except in conditions of low or slow heave. To overcome
this problem a method for TMS position prediction has been developed. The
method based on an Adaptive Neuro-Fuzzy Inference System (ANFIS) enables
the ROV docking manoeuvre to start before the TMS aligns with the ROV
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for docking. The method has been presented in Chapter 6, with details about
the implemented ANFIS system given in Chapter 6.2. Experimental results
presented and discussed in Chapter 6.3 showed that the ANFIS used here
has captured the essential components of the underlying TMS dynamics and
can be used as a TMS heave motion prediction tool which extends current
underwater robot’s capabilities. The developed method is the subject of a
published journal paper (see Appendix D) (Trslić, Omerdic, Dooly and Toal,
2020), and has a dual benefit of being used as an aiding tool for ROV pilot or
as part of autonomous ROV docking solution.
• Implementation of the method for elimination of the drift in the ROV
navigation solution, utilising the developed active light marker system.
UUVs operating as resident vehicles performing IMR tasks will operate in
partially structured environments, with known subsea structures which can
facilitate navigational markers. The fact that the position and orientation of
these structures is known can be utilized. The method has been introduced in
Chapter 4.4.1, with initial results discussed in Chapter 4.6.2. The method is
based on fusion of onboard INS relative angle measurements and camera esti-
mated position. The results showed that the method significantly reduced the
pose estimation error, due to precise INS-based relative angle measurements.
The use of the method has been further tested for elimination of the drift in the
ROV navigation solution, which is discussed in Chapter 7, and with the results
presented in Chapter 7.3. The results showed that the proposed system can
improve the UUV localization underwater and provide additional robustness
and redundancy to the navigational system. This method is the subject of the





The robotic advancements described in this thesis have a variety of potential appli-
cations. However, to further improve the presented system some suggestions are
provided for future research and development.
As described in Chapter 3, the navigational light marker used during the au-
tonomous ROV docking has been placed at the back of the TMS in order to remain in
the camera FOV until the ROV is within TMS frame close to the fully home position.
One possible primary future developments includes augmenting this system with the
use of a markerless pose estimation algorithm when in close proximity to the docking
station and recognisisng the pose of the ROV relative to the dock directly from the
dock structure rather than using the light markers. Such a markerless method would
utilise the StereoFusion algorithm which has been developed within CRIS as part of
another project, and has been presented in Rossi et al. (2018). By utilising such an
augmented method, the navigational light marker can be placed to the front of the
docking station to avoid light marker occlusions by the TMS frame. When the ROV
approaches the docking station entrance, and the light marker is no longer in the
camera FOV, the markerless method can be used for ROV navigation or flight control
for the final stage of docking. In addition, an approach utilising a 3D sonar could
be developed and used to make the system more robust. This would be especially
important in highly turbid water, which is still a significantly unresolved challenge
for underwater vision systems.
The TMS heading control should be used despite good results achieved during
the autonomous ROV docking to suspended TMS without such a system. While the
ROV easily compensates for heading disturbances and is relatively agile around the
yaw axis, lateral movements are slow due to large cross section area which introduces
large drag forces. In the case of rotation of the TMS around the yaw axis, the ROV
has to correct the heading and move laterally, which leads to extended and protracted
docking times. Therefore, implementing TMS heading control with the addition of
two thrusters to the TMS is recommended as an important future development.
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Ongoing work includes implementing ANFIS based TMS heave position estima-
tion with the ROV autonomous docking. The method presented in Chapter 6 showed
great performance. However, it has yet to be integrated with the ROV control system.
This future development for improvement would include detailed analysis of the
ROV system response to thruster inputs, and implementation of higher-level features
such as path planning and decision making processes in close quarter routing of the
ROV to the dock.
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The ROV control architecture
This appendix describes the control architecture of ROV Étaín. The appendix is
based on (Omerdic et al. 2010; Omerdic et al. 2009).
In contrast to most common control architectures used in modern ROV industry
(where ROV is equipped with basic I/O modules, while control synthesis is performed
topside), ROV Étaín is equipped with a full real-time embedded control system,
which performs all necessary data processing and synthesis online, aboard the
vehicle in real-time.
The block diagram of the ROV control system is shown in Fig. A.1. The ROV
control system utilises control allocation approach, where the actuator selection task
(mapping of the total control efforts onto individual actuator settings) is separated
from the regulation task (design of total control efforts) in the control design. The
Mission Builder module, Arbitration module and Synthesis module perform the
regulation task, while the Control Allocation module performs the actuator selection
task. The main objective of the Mission Builder module is to transform the mission
objective, pilot inputs and measured navigation data into the desired ROV trajectory,
i.e. to formulate the trajectory planning problem. A description of the Arbitration
module is given in the following. In order to achieve the desired trajectory under
real-time constraints, a set of task executors (Exclusive Behaviours (only one active
at a time) and Collaborative Behaviours (many active at a time)) have been developed.
Each of these task executors is competing to control actuators. The control buffer
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concept has been developed to provide transparency and easy fusion of different
task executor demands. Each task executor produces its own control cluster inside
the control buffer. A control cluster consists of Virtual Joystick components (to
mimic direct controls generated by a virtual pilot) and a set of settings for Low-Level
Controllers (set points, feed-forward inputs and on/off switches to enable/disable
individual controllers). The Virtual Joystick components are normalised surge, sway
and heave forces and roll, pitch and yaw moments. The Coordinator performs the
fusion of these control clusters into the Standard Control Cluster.
Fig. A.1 ROV Étaín control architecture.
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The Operation Mode Switch is used to switch between AUV Mode and ROV
Mode. In AUV Mode, control algorithms are exclusively used to create control
actions (write values and set switches inside control clusters), while in ROV Mode the
pilot has full freedom to generate these actions. However, the pilot should be aware
not to "fight" low-level controller. For example, if the low-level heading controller
is enabled to keep a set point (desired heading) of 60deg, any yaw moment created
by the pilot using an input device, such as a joystick or gamepad, is considered
as a disturbance by the heading controller. Therefore, the controller will create
corresponding actions to reject this disturbance and keep the heading at 60°. The
Exclusive Mode Switch is used to switch between Standard and Emergency Control
Clusters in AUV Mode. In the case of any leakage (water penetration inside any
bottle), two Leakage Answer Modes are available. In Auto-Answer mode the main
state machine will activate the Emergency State setting the Exclusive Mode Switch
to Emergency, setting the Operation Mode Switch to AUV Mode and initiating
automatic ROV recovery to the surface. In Manual-Answer Mode the Operation
Mode Switch is set to ROV Mode and the pilot is informed of the leakage, but no
other automatic action is undertaken. Finally, the output control cluster is (optionally)
blended with the Obstacle Avoidance Control Cluster to create the Winner Control
Cluster, the ultimate "boss" with exclusive rights to control the actuators.
Fig. A.2 Low-level controller architecture.
Inside the Synthesis module the Winner Control Cluster is unbundled into Virtual
Joystick components (vector TV J ) and the Low-Level Controller (LLC) cluster,
which is used as one of inputs to the LLC loop (Vectors SP and FF in Fig. A.2).
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Other inputs include ROV navigation data (vectors PV and dPV/dt) and other pa-
rameters (vectors SP Offset, TF , KFF, KP , KI , KD and Relay Amplitude). There
is a single controller for each degree of freedom. Surge and Sway controllers are
velocity controllers, while Heave, Roll, Pitch and Yaw are position controllers. Each
controller generates a manipulated variable MV to be applied to drive actuators, in
order to keep process variable PV as close as possible to set point SP. Individual
outputs are bundled into a vector of normalised forces and moments TLLC . If a
controller is disabled (not active), the corresponding MV is set to zero. Otherwise,
the controller output is calculated as a normalised output of a modified PID controller.
Feed-forward (FF) input improves the tracking performance in the case of the time-
varying SP vector. Vector SP Offset is used to avoid integrator saturation problems.
For example, the PID depth control algorithm has pure performance during the
transition stage, since the ROV Étaín is slightly positively buoyant. However, much
better performance is obtained using the PD control algorithm with SP Offset set
to a positive value to compensate steady-state error due to positive buoyancy of the
vehicle. In this case, depth change is fast, smooth, without overshoot and without
steadystate error. However, this approach works well only in the case of smooth
sensor signals, like in the case of ROV Étaín, where the depth sensor measurements
are fused with the INS estimations using the Kalman filter.
Finally, in special "Autotuning" operation mode the controller output is generated
using a relay (see Fig. A.2). Between successive ROV missions, it is likely that
some of the onboard instruments/sensors/equipment will be added/removed/replaced,
leading to changes in dynamic properties of the ROV (mass, moments of inertia, drag
properties, etc). Controllers optimally tuned for a particular vessel configuration
will not give the optimal performance in the case of a change in configuration.
Autotuning of LLC is an advanced feature of the control system, yielding optimal
controller performance, regardless of configuration changes. It is recommended that
the autotuning is performed at the beginning of a mission. Two types of autotuning
algorithms have been developed. Velocity controllers are tuned by recording and
utilising the force-speed static characteristics. Autotuning of position controllers,
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described in the following, utilises selfoscillations. Autotuning algorithms described
in (Miskovic et al., 2006) have been expanded for 4 DOF controllers: Heave, Roll,
Pitch and Yaw. The autotuning process involves the following steps: (1) Generate
self-oscillations; (2) Wait for transient stage to finish; (3) Measure amplitude and
period of steady-state oscillations; and (4) Find new values of controller gains
using tuning rules. A novel set of tuning rules for underwater applications has
been developed, which provides the optimal performance of low-level controllers
in the case of configuration changes and the presence of disturbances (waves & sea
currents).
The Control Allocation module in Fig. A.1 performs the actuator selection
task. The thruster fault-tolerant control system consists of two subsystems: (1) The
Fault Diagnosis Subsystem (FDS) uses fault detector units to monitor the states of
thrusters (Omerdic and Roberts, 2003). (2) The Fault Accommodation Subsystem
(FAS) uses information provided by the FDS to accommodate faults and perform
control reallocation. The output of FAS controls the HT/VT Saturation Bounds
sliders. A hybrid control allocation approach is implemented inside the LabVIEW
Control Allocation Express VI. A hybrid approach for control allocation (Omerdic
et al., 2004) is based on integration of the pseudoinverse and the fixed-point iteration
method. It is implemented as a two-step process. The pseudoinverse solution is
found in the first step. Then the feasibility of the solution is examined analysing
its individual components. If violation of actuator constraint(s) is detected, the
fixed-point iteration method is activated in the second step. In this way, the hybrid
approach is able to allocate the exact solution, optimal in the l2 sense, inside the
entire attainable command set.
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Appendix C
The ROV navigation system -
technical specification
This appendix contains the technical specification of the main components of the
ROV navigation system:
• C.1 Phins 6000 Inertial Navigation System
• C.2 Nortek 500 Doppler Velocity Log
• C.3 Valeport UV-SVP sound velocity probe, temperature and depth sensor
• C.4 Okeanus GPSR-3015G
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C.1 Phins 6000 INS
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C.2 Nortek 500 DVL
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C.3 Valeport UV-SVP
UV-SVP Sound Velocity, Temperature and Pressure foran Underwater Vehicle
Data Sheet Reference: UV-SVP - June 2016
As part of our policy of continuing development, we reserve the right to alter at any time, without notice, all specification s, designs, prices and conditions of supply of all equipment
Based on the Valeport miniSVS, the UV-SVP offers a form-
factor designed for Underwater Vehicles where space is at
a premium. Incorporating Valeport’s class leading time of
flight sound speed sensor, a PRT temperature sensor and a
0.01% pressure sensor in a compact package weighing just
750 grams (in air), the lightweight titanium housing gives a
depth rating of 3000m. A wide range (9-30V DC) isolated




Each sound velocity measurement is made using a single pulse of
sound travelling over a known distance, so is independent of the
inherent calculation errors present in all CTDs.  Our unique digital
signal processing technique virtually eliminates signal noise, and
gives an almost instantaneous response; the digital measurement
is also entirely linear, giving predictable performance under all
conditions.












RS232 & RS485 output, selected by command code.  RS232 data
may be taken directly into a PC over cables up to 200m long,
whereas RS485 is suitable for longer cables (up to 1000m) and
allows for multiple addressed units on a single cable.
Baud Rate: 19200 - 115200
Protocol: 8 data bits, 1 stop bit, No parity, No flow control
Electrical











 0.5m interface cable
 Operation manual and transit case
Note: XX denotes pressure transducer range.




The SOSI Series GPSR-X015G Satellite Differential GPS Receivers are designed for use with deep diving AUVs, buoys or other autonomous 
systems that are required to operate at depth—but periodically surface to determine position and reset their navigation system. These 
receivers and antennas are designed to receive GPS satellite data only while on the surface, but can survive routine submergence to depth. 
The GPSR- X015G is available in depth ratings of 3000 or 6000 meters. The rugged 12 channel GPS engine is compatible with WAAS, 
EGNOS, JCAB and RTCM SC-104 Differential Correction Systems.
GPS RECEIVER
MECHANICAL SPECIFICATIONS 
• Depth Rating:  3,000m or 6,000m
• Weight:   20 oz. (air)
• Weight:   8 oz. (seawater)
• Height:   3.25 in.
• Material:   6061 AL, Glass
• Finish:   Hard coat anodize
• Connector:   AWM-6-BCR-GRE
• Interface:   RS232
OKEANUS SCIENCE & TECHNOLOGY, LLC  +1 (425) 869-1834   INFO@OKEANUS.COM  WWW.OKEANUS.COM
TECHNICAL SPECIFICATIONS
• GPS Standard Positioning Service
- Position: <15m, 95% typical
- Velocity: 0.1kt RMS steady state
• DGPS (WAAS)
- Position: <3m, 95% typical
- Velocity: 0.1kt RMS steady state
• PPS Time: +/- 1 microsecond
• Operating Temp: -30 to +80oC
• Storage Temp: -40 to +80oC
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Abstract: This paper presents a docking station heave motion prediction method for dynamic
remotely operated vehicle (ROV) docking, based on the Adaptive Neuro-Fuzzy Inference System
(ANFIS). Due to the limited power onboard the subsea vehicle, high hydrodynamic drag forces, and
inertia, work-class ROVs are often unable to match the heave motion of a docking station suspended
from a surface vessel. Therefore, the docking relies entirely on the experience of the ROV pilot to
estimate heave motion, and on human-in-the-loop ROV control. However, such an approach is not
available for autonomous docking. To address this problem, an ANFIS-based method for prediction
of a docking station heave motion is proposed and presented. The performance of the network was
evaluated on real-world reference trajectories recorded during offshore trials in the North Atlantic
Ocean during January 2019. The hardware used during the trials included a work-class ROV with a
cage type TMS, deployed using an A-frame launch and recovery system.
Keywords: ANFIS; ROV docking; Position prediction
1. Introduction
In recent years, operations undertaken by unmanned underwater vehicles (UUVs) in the offshore
energy sector are changing rapidly. This is driven by both offshore oil & gas (O&G) and the offshore
wind sector where production platforms are pushed further off the coast, into areas of higher energy
potential. However, considering significant expenditures related to the cost of the surface support
vessel and crew, and with the production platforms in remote locations, the cost related to inspection,
maintenance, and repair (IMR) tasks inevitably rise. Rising costs have resulted in the development and
use of permanently deployed resident vehicle systems. Although the concept of permanently deployed
vehicles exists in the literature for many years [1], only recently have we seen the introduction of
commercial resident vehicles [2], with Oceaneering and IKM being industry leaders. Oceaneering
developed E-ROV [3], a battery-powered, self-contained, work-class remotely operated vehicle (ROV),
whereas IKM developed a fully electric R-ROV based on electric work-class ROV Merlin [4]. In general,
such systems include a permanently deployed docking station which serves as a charging point,
download/upload data link, and as mechanical protection for the resident vehicle [5].
However, within the O&G, and especially the offshore wind production field, multiple assets can
be spread across more than 100 km2, which need to be continuously inspected for condition monitoring
purposes. This has been partially addressed through the development of resident autonomous
underwater vehicles (AUV) [6,7]. However, due to the limited intervention capabilities of resident
AUV systems, many energy-intensive applications still require ROVs [8]. These restrictions are
recognized, and use of collaborative platforms consisting of an autonomous surface vehicle (ASV)
and ROV are seen as a potential solution [9,10]. Although commercially available solutions based on
observation class ROVs exist [11], significant commercial uptake of the technology is not yet recorded.
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Abstract: In recent years, we have seen significant interest in the use of permanently deployed resident
robotic vehicles for commercial inspection, maintenance and repair (IMR) activities. This paper presents
a concept and demonstration, through offshore trials, of a low-cost, low-maintenance, navigational
marker that can eliminate drift in vehicle INS solution when the vehicle is close to the IMR target.
The subsea localisation marker system is fixed on location on the resident field asset and is used in
on-vehicle machine vision algorithms for pose estimation and facilitation of a high-resolution world
coordinate frame registration with a high refresh rate. This paper presents evaluation of the system
during trials in the North Atlantic Ocean during January 2019. System performances and propagation
of position error is inspected and estimated, and the effect of intermittent visual based position update
to Kalman filter and onboard INS solution is discussed. The paper presents experimental results of the
commercial state-of-the-art inertial navigation system operating in the pure inertial mode for comparison.
Keywords: resident UUVs; localization; subsea navigation
1. Introduction
In recent years, we have seen the conceptual introduction of resident robotic platforms to underwater
inspection, maintenance and repair (IMR) activities within the oil and gas sector. This is being driven
by cost saving activities to reduce the levelized cost of energy (LCOE) for the sector and in an effort to
compete with emerging sectors such as hydraulic fracturing. Traditionally, subsea IMR activities are
carried out using a work-class hydraulic remotely operated vehicle (ROV). Vehicles are tethered and
controlled directly from a surface support vessel and generally incur significant expenditures associated
with the cost of the vessel and crew. The concept of permanently deployed ROV systems has been in the
literature for many years [1]; however, only in recent years have we seen the introduction of these system
to commercial marine activities offshore. IKM Subsea [2] were one of the first commercial entities to bring
this from the proof-of-concept prototype stage to full operational system enactments. IKM developed their
fully electric Merlin UCV ROV, modifying their manipulator protocols along with umbilical connectors for
shore-based distance piloting and long-term deployment [3]. This was developed and deployed under
a breakthrough ten-year contract for Statoil’s Visund and Snorre B field assets where one resident ROV
Sensors 2020, 20, 529; doi:10.3390/s20020529 www.mdpi.com/journal/sensors
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A B S T R A C T
This paper presents autonomous docking of an industry standard work-class ROV to both static and dynamic
docking station (Tether Management System — TMS) using visual based pose estimation techniques. This is the
first time autonomous docking to a dynamic docking station has been presented. Furthermore, the presented
system does not require a specially designed docking station but uses a conventional cage type TMS. The paper
presents and discusses real-world environmental tests successfully completed during January 2019 in the North
Atlantic Ocean. To validate the performance of the system, a commercial state of the art underwater navigation
system has been used. The results demonstrate a significant advancement in resident ROV automation and
capabilities, and represents a system which can be retrofitted to the current ROV fleet.
1. Introduction and background
There is constant growth in the world’s energy consumption and
an ever-increasing focus on energy security and diversification, with
an emphasis on having energy production within home territorial
regions. With expansion comes increased demand for all fuels and we
have seen all variants except coal and hydroelectricity grow at above-
average rates (Dudley, 2018). In recent years the trend in offshore
power generation, both in oil & gas (O&G) and marine renewable
energy (MRE), is to move production platforms further offshore where
significant energy potential exists (W. Europe, 2017). This trend comes
from a number of contributing factors including: need for increased
energy farm footprint, technological advancements in ROV/AUV indus-
try and significant savings in deep-water capital expenditure (CAPEX)
and operational expenditure (OPEX) costs compared to 2014 levels (In-
telligence, 2019). However and although higher energy potential and
cost savings have resulted in deep-water sites becoming commercially
viable, the costs associated with operations, maintenance, and repair
are inevitably increasing with the move into deeper offshore regions.
In downtime/failures, due to the remoteness of the production platform
and associated transit times, weather windows for Inspection Main-
tenance and Repair (IMR) operations are significantly reduced. This
represents a substantial issue in reducing and maintaining projected
OPEX costs. This may not be overcome simply through predictive main-
tenance due to the growth in infrastructure planned within the future
offshore blue economy. One of the primary OPEX costs including ROV
deployment, is support vessel day rates. The day rate of an offshore
maintenance vessel with a crew and equipped with ROV typically
∗ Corresponding author.
E-mail address: petar.trslic@ul.ie (P. Trslic).
reaches at 100.000$ or more (Statoil, 2017; Christ and Sr, 2013). While
production platform downtime can cause considerable costs in the O&G
industry, geographic spread of infrastructure assets creates additional
concerns within the MRE sector, which is currently undergoing huge
expansion. Floating offshore MRE farms consist of seabed infrastruc-
ture, anchoring systems, flexible cable risers, floating platforms, towers,
and distributed buoys/sensors that can be spread over an area of 100
km2 or more. IMR tasks on a huge area demand more vessels, thus
introducing higher OPEX. Furthermore, weather conditions onsite are
more adverse further offshore, and considering that MRE sites are by
their nature located in strong wind/current/tide areas, there can be
narrow windows for IMR operations. The primary restriction in terms
of ROV operations and associated operational weather windows, is in
the launch and recovery of the vehicle, and the most demanding time
for the pilot is within the first 15 m of water depth. These restrictions
are recognised within the industry, particularly within the offshore
wind sector, and as a solution to the problems resident, permanently
deployed underwater vehicles are emerging as a potential solution
to overcome these problems, expand operation weather windows and
reduce OPEX costs. Using a permanently deployed vehicle, real-time,
weather independent, onsite remote piloting is possible. This opens the
path to year-round operations without the need for expensive vessels
onsite and with reduced personnel transfers (OSJ, 2018).
ROVs have been the workhorse of the oil & gas industry since their
introduction in the early 1970s, however the resident ROV concept
is only recent, being born out of unprecedented cost saving demand
https://doi.org/10.1016/j.oceaneng.2019.106840















Abstract:  The  overall  control  system  for  an  open‐frame  Remotely Operated  Vehicle  (ROV)  is 
typically  built  from  three  subsystems:  guidance,  navigation  and  control  (GNC).  The  control 
allocation plays a vital role  in the control subsystem. Typically, open‐frame underwater vehicles 







spheres  and  the  role  of  pseudoinverse  and  fixed‐point  iterations.  The  same  concepts  are  then 
extended  to  higher‐dimensional  cases,  for  open‐frame  ROV  with  four  X‐shaped  (vectored) 










faults  and  changes  the  control  law  to  hold  the  closed‐loop  system  in  a  region  of  acceptable 
performance. Fault tolerance includes two steps [1]: (i) Fault diagnosis (the existence of faults has to 










Adaptive Neuro-Fuzzy Network Enhanced
Automatic Visual Servoing Algorithm for ROV
Manipulators
Satja Sivcev, *Petar Trslic, David Adley, Luke Robinson, Gerard Dooly, Edin Omerdic, Daniel Toal




Abstract—This paper presents research and development for
achieving advanced ROV manipulation systems with vision based
servo control capable of being operated by pilots with auto
assist in the dynamic subsea conditions. Underwater inspection
and intervention operations are performed by work-class ROVs
equipped with robotic manipulators. A standard offshore oil
and gas setup includes a human pilot utilising telemanipulation
technology to operate both vehicle and manipulators based on
the work-site visual feedback provided by camera and sonar
systems. For challenging applications in waves or currents where
target devices are in motion a new approach is required. A
position based visual servoing (PBVS) algorithm designed to
follow a moving target with an underwater manipulator is
proposed. The developed algorithm integrates Adaptive Neuro-
Fuzzy Inference System (ANFIS) network framework for target
motion prediction. The effectiveness of the developed software
is verified through a series of experiments carried out with
an off-the-shelf industrial hydraulic subsea manipulator in the
laboratory conditions.
Index Terms—visual servoing, ANFIS, subsea manipulation
I. INTRODUCTION
This paper presents control system developments for subsea
robotic manipulators beyond the current state-of-the-art in
work-class Remotely Operated Vehicle (ROV) technology. The
proposed methods are to enable ROVs to address challenging
conditions encountered in Marine Renewable Energy (MRE)
sites comprising of offshore wind, floating wind, wave energy
conversion and tidal energy conversion devices. Development
of enhanced robotic capability is essential to support large-
scale operations for construction/roll out, Inspection Main-
tenance and Repair (IMR), monitoring and control of MRE
installations. MRE devices are by design located in the dy-
namic real-world offshore conditions of high energy waves,
currents, and winds. Service robots are necessary to allow the
emerging MRE sector to develop and grow. Even though the
workclass ROVs are the workhorse of subsea operations for the
offshore oil and gas industry, the current intervention technol-
ogy capabilities they integrate are not sufficient for operating
in challenging MRE conditions. Moreover, oil and gas ROV
operations are generally not performed in the top 20m - 40m
splash zone, but rather the ROVs punch through the splash
zone to operate in the relatively calm environment below or
on the seabed. Additionally, cancelling ROV operations in
unfavourable weather conditions is very common.
The MRE sector IMR operational conditions will under
many circumstances be above operating limits of state-of-the-
art commercial ROV technology [1]. Therefore, the motivation
of this research is to investigate and develop ROV systems for
intervention and inspection tasks in offshore conditions of in-
creasing strength and deal with challenges in the performance
of ROVs at high energy MRE sites [2]. Same systems could
be used in an emerging sector of permanently deployed ROVs
[3]. A broad range of subsea tasks undertaken by ROVs is done
using underwater manipulators, including pipe inspection, sal-
vage of sunken objects , mine disposal, surface cleaning, valve
operating, drilling, rope cutting etc. The majority of commer-
cial underwater manipulators are not servo controlled and none
are supported with kinematic engine control approaches. They
are predominantly hydraulically driven, and utilize traditional
teleoperation approaches with an open loop control system,
completely reliant on the human operator. The pilot who is
located on the support vessel acquires visual feedback of the
scene through camera and/or forward looking sonar systems
and often simultaneously performs multiple tasks: manipulates
the robot arm(s), flies the vehicle, or performs underwater
inspection [4]. Sometimes ROV pilots face dangerous and
stressful situations, e.g. British Petroleum ROV fleet working
to shut off the well and stop the oil spill in the Deepwater
Horizon disaster [5]. As motion disturbances affecting the
underwater vehicle and the manipulator become significant the
task execution with a human pilot in the loop becomes difficult
and eventually impossible. This is especially the case in MRE
sites where the target infrastructure is in the splash zone and
in motion.
The majority of academic research experiments in the field
of autonomous subsea manipulation have been carried out
using prototype, all-electric robotic arms [6]–[8] which are
either prototypes or recently commercialised. However, for
work-class ROV intervention work, such electric manipulators
are not designed or available with sufficient power as spec-
ified by ocean engineering contractor requirements, e.g. the
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Abstract: Many current and future applications of underwater robotics require real-time sensing
and interpretation of the environment. As the vast majority of robots are equipped with cameras,
computer vision is playing an increasingly important role it this field. This paper presents the
implementation and experimental results of underwater StereoFusion, an algorithm for real-time 3D
dense reconstruction and camera tracking. Unlike KinectFusion on which it is based, StereoFusion
relies on a stereo camera as its main sensor. The algorithm uses the depth map obtained from the
stereo camera to incrementally build a volumetric 3D model of the environment, while simultaneously
using the model for camera tracking. It has been successfully tested both in a lake and in the ocean,
using two different state-of-the-art underwater Remotely Operated Vehicles (ROVs). Ongoing work
focuses on applying the same algorithm to acoustic sensors, and on the implementation of a vision
based monocular system with the same capabilities.
Keywords: stereo; underwater; ROV; GPU; real-time; 3D; fusion; camera; tracking; vision
1. Introduction
Applications of computer vision are rapidly growing across a wide spectrum of underwater
operations. Vision systems are increasingly being used as the primary tool for inspection of underwater
sites, in disciplines ranging from archaeology [1] and biology [2], to offshore engineering [3] and
pipeline inspection [4]. This has been facilitated by the increasing industry adoption of remotely
operated vehicles (ROV) and autonomous underwater vehicles (AUV) [5–7], which opens the door
to many new applications for machine vision. A common task is robot navigation, for which
underwater is challenging for many reasons, such as the lack of radio communications, including
global navigation satellite systems (GNSS), and limited sensing technology compared to land or
airborne vehicles. For this purpose, camera and acoustic sensor systems can be used to implement
simultaneous localisation and mapping (SLAM) algorithms to complement inertial navigation systems
(INS), which inevitably suffer from drift. If such algorithms prove sufficiently robust, vision systems
may obviate the need for inertial navigation systems and replace them with image-based target
referenced navigation [8].
An even more demanding task is robotic intervention, where work class ROVs equipped with
underwater manipulators have traditionally been teleoperated from support vessels by human
operators. Significant effort is currently being put towards the automation of such operations
using computer vision [9–12]. In order for an intervention task to be carried out autonomously,
it is necessary to know the structure of the scene around the target and the position of the robot relative
to it. This makes it possible to then implement higher level features such as path planning, obstacle
avoidance, and target identification. Additionally, even in the case of manual operations, providing an
Sensors 2018, 18, 3936; doi:10.3390/s18113936 www.mdpi.com/journal/sensors
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Long term, inspection class ROV deployment
approach for remote monitoring and inspection
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Abstract—Marine Renewable Energy (MRE) installations off-
shore will have significant challenges for operation, inspection,
repair, maintenance and intervention activities beyond those for
onshore renewable energy farms. To minimise operating expenses
(opex) MRE installations must rely on remote monitoring and
control (remote presence) with limited human intervention in the
field. This paper presents an overview of the long-term, ROV
deployment approach for remote monitoring and inspection of
distributed assets within the offshore MRE farm, and focuses on
one of the critical subsystems: the development of an autonomous
offshore garaging system for an inspection class ROV, which will
incorporate Smart Tether Management System (STMS).
Index Terms—resident ROV, automatic TMS
I. INTRODUCTION
MRE installations offshore face challenges beyond those in
offshore oil and gas due to the scale of individual installation,
i.e. plant is unmanned, and MRE must be located in areas
of strong waves/current/wind. MRE installations must rely
more on remote monitoring and control (remote presence)
with limited human intervention in the field. With the growing
trend of building offshore floating wind farms [1], being
placed further offshore into deeper waters where stronger
and more consistent winds conditions will produce greater
energy levels, rising opex associated with operations and
maintenance (O&M) in the splash zone (top 20m) is inevitable,
and this must be minimised. Offshore MRE farms consist of
floating platforms, towers, anchoring systems, flexible cable
risers, seabed infrastructure, and distributed data buoys/sensor
platforms. Using a permanently deployed ROV system, we
are capable of providing onsite, real-time, remote inspection
piloting allowing predictive maintenance and inspection tasks
to be completed with the requirement for expensive vessels and
personnel transfers significantly reduced. As the environmental
impact of MRE installations, such as offshore wind farms, is
known to a certain extent, a permanently deployed vehicle on
such a farm with various sensors that are required for inspec-
tion of subsea structures can also be used for environmental
monitoring. This will allow for an even greater understanding
of the subsea biology and enable future studies by providing
continuous long-term datasets.
This material is based upon works supported by Science Foundation Ireland
(SFI) under the Research Centres Award 2012, SFI Centre for Marine &
Renewable Energy Research (12/RC/2302 and 14/SP/2740).
In section II we describe vital parts of the resident ROV
concept and the different deployment approaches of such a
system. Equipment developed and acquired within the research
group, which is to be used as a platform for resident ROV
concept is presented here as well. Section III presents an
ongoing development of the STMS, and in section IV we
conclude and describe future work which is to be taken.
II. BACKGROUND
Since ROV support vessels are costly and MRE installa-
tions are progressing further offshore, there is a considerable
potential for resident ROVs as technology advances. There
are a couple of research and development projects working
on resident ROV system with different goals and approaches.
Some examples include the Eelume project by Kongsberg [2],
SAAB Sabertooth ROV/AUV [3], and recently two work-
class resident ROV systems were developed, E-ROV from
Oceaneering [4] and RROV from IKM [5]. These systems are
based on work-class ROVs, and both are designed to perform
a heavy intervention at the oil and gas field. The emphasis
of our approach is on inspection of underwater assets, while
a predictive maintenance approach dictates the intervention
operation frequency.
A. Resident ROV subsystems
A system such as resident ROV consists of four major sub-
systems: (1) a garaging system consisting of TMS and docking
station, (2) an autonomous power supply, (3) communication
with the shore, and (4) a long-term deployed ROV. The
subsystems can be placed above the water or subsea, in various
configurations, which are defined by site type (existence of
a floating platform), sea conditions, and power requirements.
Fig. 1 shows different arrangements of these subsystems. The
proposed arrangement for inspection-class ROV (I-ROV) is
shown in Fig. 1a. It consists of a communication module, a
power subsystem, and a TMS subsystem placed on a floating
structure (wind turbine tower, buoy) while both the docking
station and the ROV itself are submerged. This allows for
launch and recovery of the ROV, which is the most critical
part of the ROV operation, without a dependence on weather
conditions on the surface. The power supplied to the system
is generated on-site and communication is achieved through
159

