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Given a hyperplane arrangement A of Rn whose deﬁning equations
have integer coeﬃcients, the reduction of A modulo q gives rise to
a group arrangement Aq of (Z/qZ)n . We study the restriction AB
of A to a subspace Bx = 0 of Rn with B an integral matrix, and
its reduction ABq modulo q. We show that the counting function
F (AB ,q) of the number of elements of the complement of ABq is
a quasi-polynomial function of q, and can be written in the form
F
(AB ,q)= s∑
j=r
(−1) jβ j(q)qn− j .
If a, b are positive integers and a divides b, then β j(b) β j(a) 0.
In particular, if AB is a hyperplane arrangement, we have β j(q)
b j , where b j are the absolute values of the coeﬃcients of the
characteristic polynomial χ(AB , t).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A subspace arrangement is a ﬁnite collection A = {H1, . . . , Hm} of aﬃne subspaces of a vector
space V over R, including the empty arrangement without subspaces. The arrangement A is said to
be central if the intersection of all Hi is nonempty. Associated with A is the characteristic polynomial
χ(A, t) :=
∑
X∈L(A)
μ(X, V )tdim X , (1.1)
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is the Möbius function of the poset L(A) ordered by the set inclusion; see [2,7,8,10,12] for more
information about subspace arrangements. It is well known that χ(A, t) has the subset expansion
χ(A, t) =
∑
B⊆A
(−1)|B|tdim(
⋂
H∈B H), (1.2)
known as the Whitney formula (see [10, p. 407]), where
⋂
H∈∅ H is assumed to be the whole space V .
The arrangement A is said to be a hyperplane arrangement if all Hi are hyperplanes of V .
In this paper, we study central hyperplane arrangements whose hyperplanes are deﬁned by homo-
geneous linear equations with integer coeﬃcients, called integral arrangements, that is,
Hi : ai1x1 + · · · + ainxn = 0; aij ∈ Z, 1 i m, 1 j  n.
The integral coeﬃcient matrix A = [aij]m×n is called the deﬁning matrix of A, and each such integral
matrix determines a central integral arrangement through the origin.
Let q be a positive integer and denote Zq := Z/qZ. We consider the abelian group Zq as a Z-
module throughout. Since each hyperplane Hi ∈ A automatically reduces to a subgroup of Znq , denoted
Hi/Zq , then A reduces to a group arrangement A/Zq of Znq in [3]. More precisely, consider the group
homomorphisms
Φi,q : Znq → Zq, (x1, . . . , xn) → ai1x1 + · · · + ainxn, 1 i m.
We call the subgroups Hi,q := ker(Φi,q) and the group arrangement Aq := {H1,q, . . . , Hm,q} of Znq the
reduction of Hi and A modulo q or just q-reduction, respectively. Closely related to the characteristic
polynomial χ(A, t) is the counting function
F (A,q) := #
(
Znq −
m⋃
i=1
Hi,q
)
, (1.3)
which contains more information than χ(A, t). When m = 0, we have F (A,q) = #(Znq). For instance,
Athanasiadis [1] found that F (A,q) = χ(A,q) for large enough primes q. Kamiya, Takemura and Terao
[4,5] showed that F (A,q) is a quasi-polynomial function of positive integers q and has the form
F (A,q) =
n∑
j=0
(−1) jα j(q)qn− j, (1.4)
where each coeﬃcient α j(q) is a periodic function of q. A common period of α j(q) (0  j  n) is
called a quasi-period of F (A,q); see [9] for more information about quasi-polynomials. A quasi-period
τ of F (A,q) is given in [4,5], known as the lcm-period. Then F (A,q) deﬁnes polynomials fa(A, t),
where a = 1,2, . . . , τ . We call F (A,q) the characteristic quasi-polynomial of the arrangement A.
Our interest is to study the patterns of F (A,q) and fa(A, t), typically the coeﬃcients α j(q) and the
coeﬃcients of fa(A, t). However, comparing to the characteristic polynomial χ(A, t), it is much more
diﬃcult to study F (A,q) than χ(A, t) because arithmetic properties are involved in F (A,q). To know
more about the arrangement A, we need to consider the so-called truncated integral arrangements AB
by integral matrices B with n columns.
Let Mn(Z) denote the set of all integral matrices having n columns. Let B ∈ Mn(Z) be an integral
matrix and Nul(B) = {x ∈ Rn | Bx = 0}. We have subspaces HBi = Hi ∩Nul(B) of Nul(B), the restriction
of Hi to Nul(B). These subspaces form an arrangement
AB = {HB1 , . . . , HBm} (1.5)
of Nul(B), called the truncated arrangement or truncation of A by B . If all HBi are codimension-one
subspaces of Nul(B), then by the Broken–Circuit Theorem (see [10, p. 435]), the characteristic poly-
nomial χ(AB , t) can be written in the form
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(AB , t)= s∑
j=r
(−1) j−rb jtn− j, (1.6)
where r = rank(B), s = rank[ BA ], and b j (> 0) are the number of j-subsets of AB containing no
broken circuits.
Since B is an integral matrix, the truncation AB reduces automatically to a group arrangement of
the abelian group
Nulq(B) :=
{
x ∈ Znq
∣∣ Bx = 0}.
Let HBi,q denote the q-reduction of H
B
i , that is, H
B
i,q := Hi,q ∩ Nulq(B), 1  i m. The q-reduction of
AB is the group arrangement ABq := {HB1,q, . . . , HBm,q} of Nulq(B). If B is the zero matrix, then AB = A
and ABq = Aq . Our aim is to ﬁgure out the pattern of the counting function
F
(AB ,q) := #
(
Nulq(B) −
m⋃
i=1
HBi,q
)
(1.7)
and subsequently to deduce information about the coeﬃcients of the quasi-polynomial function
F (A,q). When m = 0, we have F (AB ,q) = #Nulq(B). Our main results are as follows.
Theorem 1.1 (Counting Formula). The counting function F (AB ,q) is a quasi-polynomial function of positive
integers q, and can be written in the form
F
(AB ,q)= ∑
I⊆[m]
(−1)|I|
( r(I)∏
i=1
gcd(q,di,I )
)
qn−r(I), (1.8)
where r(I) = rank[ BAI ], A I is the matrix whose rows are those of A having indices in I , and di,I is the i-th
invariant factor of
[ B
AI
]
.
Theorem 1.2 (Inequality of Coeﬃcients). Let r = rank(B) and s = rank[ BA ]. Then F (AB ,q) can be written in
the form
F
(AB ,q)= s∑
j=r
(−1) j−rβ j(q)qn− j . (1.9)
If a, b are positive integers and a divides b, then for all j with r  j  s,
β j(b) β j(a) 0. (1.10)
If H B1 , . . . , H
B
m are codimension-one subspaces of Nul(B), then
β j(q) b j > 0 (1.11)
for all positive integers q, where b j are the coeﬃcients of χ(AB , t) given by (1.6).
Each coeﬃcient β j(q) can be viewed as an order preserving function β j : Z>0 → Z0, where Z>0 is
partially ordered by the divisibility of positive integers, and Z0 has its natural order of nonnegative
integers. If B is the zero matrix, then Nul(B) = Rn , HBi = Hi , and AB = A. By the Broken–Circuit
Theorem, the characteristic polynomial χ(A, t) can be written in the form
χ(A, t) =
s∑
j=0
(−1) ja jtn− j, (1.12)
where s = rank(A). We obtain the following corollary.
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are positive integers and a divides b, then
α j(b) α j(a) a j > 0,
where a j are the coeﬃcients of χ(A, t) given by (1.12).
2. Smith normal form and quasi-period
Let M ∈ Mn(Z) be an integral matrix of rank k. The Smith normal form of M is the unique integral
matrix D = D(M) in which the ﬁrst k entries in the main diagonal are given by the positive integers
d1(M), . . . ,dk(M) and the remaining entries are zero, such that there exist invertible integral matrices
P , Q such that PMQ = D , and the positive integers satisfy the consecutive divisibility:
d1(M)
∣∣ d2(M) ∣∣ d3(M) ∣∣ · · · ∣∣ dk−1(M) ∣∣ dk(M).
We call di(M) the i-th invariant factor of M , dk(M) the maximal invariant factor. We simply write dk(M)
as d(M). For more information about the Smith normal forms, see [6].
Let Nulq(M) denote the set of solutions of the system Mx = 0 in Znq . Since P is an invertible
integral matrix, we have Nulq(M) = Nulq(PM). Since Q is an invertible integral matrix, the group
homomorphism
Q : Nulq(MQ ) → Nulq(M), x → Q x
is an isomorphism. We see that #Nulq(M) = #Nulq(D). The system Dx = 0 in Znq consists of the
equations dixi = 0 in Zq , where di = di(M), 1  i  k. Each equation dixi = 0 has exactly gcd(q,di)
solutions in Zq , where gcd denotes the greatest common divisor. We have the following lemma.
Lemma 2.1. The number of solutions of the system Mx = 0 in Znq is
qn−k
k∏
i=1
gcd
(
q,di(M)
)
. (2.1)
Let [m] := {1,2, . . . ,m}. For each subset I ⊆ [m], we denote by AI the submatrix of A, consisting
of the rows of A whose indices belong to I . Let r(I) := rank[ BAI ]. Let DI be the Smith normal form
of
[ B
AI
]
. Let d1,I , . . . ,dr,I be the nonzero diagonal entries of DI , the invariant factors of
[ B
AI
]
, where
r = r(I). Then
d1,I | d2,I | d3,I | · · · | dr−1,I | dr,I , I ⊆ [m], r = r(I).
For simplicity, we write the maximal invariant factor dr,I as dI .
Proof of Theorem 1.1. We apply the Inclusion–Exclusion Principle to compute F (AB ,q). For each sub-
set S ⊆ Nulq(B), deﬁne its indicator function 1S : Nulq(B) → Z by 1S (x) = 1 if x ∈ S and 1S (x) = 0
otherwise. For each x ∈ Nulq(B), being an element in the complement of ABq , that is, x ∈ Nulq(B) −⋃m
i=1 HBi,q , is equivalent to
m∏
i=1
(
1Nulq(B) − 1HBi,q
)
(x) = 1.
Notice that 1Nulq(B) · 1HB = 1HB and 1HB · 1HB = 1HB ∩HB . Theni,q i,q i,q j,q i,q j,q
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(AB ,q)= ∑
x∈Nulq(B)
m∏
i=1
(
1Nulq(B) − 1HBi,q
)
(x)
=
∑
x∈Nulq(B)
∑
I⊆[m]
(−1)|I| · 1⋂
i∈I H Bi,q
(x)
=
∑
I⊆[m]
(−1)|I|
∑
x∈Nulq(B)
1⋂
i∈I H Bi,q
(x)
=
∑
I⊆[m]
(−1)|I|#
(⋂
i∈I
H Bi,q
)
.
For each subset I ⊆ [m], to determine #(⋂i∈I H Bi,q), we consider the group homomorphism
ΦI,q : Znq → Z|I|q , x → AIx,
where AI is a submatrix of A, consisting of the rows of A whose indices belong to I . Using the fact
that
Nulq(AI ) = ker(ΦI,q) =
⋂
i∈I
ker(Φi,q) =
⋂
i∈I
Hi,q,
we see that
⋂
i∈I
H Bi,q =
⋂
i∈I
Hi,q ∩Nulq(B) = Nulq
[
B
AI
]
.
Hence by Lemma 2.1, we have
#
(⋂
i∈I
H Bi,q
)
= #Nulq
[
B
AI
]
=
( r(I)∏
i=1
gcd(q,di,I )
)
qn−r(I),
which is clearly a quasi-polynomial function of q. We ﬁnish the proof of Theorem 1.1. 
It is easy to see that each term gcd(q,di,I ) in (1.8) is a periodic function of positive integers q with
the period di,I . Since di,I divides the maximal invariant factor dI , the product
∏r(I)
i=1 gcd(q,di,I ) is a
periodic function of q with the period dI . We thus obtain the following corollary, similar to the case
of A considered by Kamiya, Takemura and Terao [4,5].
Corollary 2.2. The quasi-polynomial function F (AB ,q) has a quasi-period
τ = lcm{dI ∣∣ I ⊆ [m]}, (2.2)
where lcm denotes the least common multiple.
With the above quasi-period τ , the quasi-polynomial function F (AB ,q) can be separated into poly-
nomial functions corresponding to residue classes of τ . By deﬁnition of quasi-polynomial function [9],
for each integer a with 1 a τ , there exists a unique polynomial fa(AB , t) such that
fa
(AB ,q)= F (AB ,q) for q = a (mod τ ). (2.3)
The following theorem is about the relationship holding among the polynomials f1, f2, . . . , fτ .
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(a) The polynomial fa(AB , t) with 1 a τ , can be written in the form
fa
(AB , t)= ∑
I⊆[m]
(−1)|I|
( r(I)∏
i=1
gcd(a,di,I )
)
tn−r(I). (2.4)
(b) For integers a, b with 1 a,b τ , if gcd(a, τ ) = gcd(b, τ ), then fa(AB , t) = fb(AB , t).
(c) For each integer a with 1 a τ , if gcd(q, τ ) = a, then F (AB ,q) = fa(AB ,q).
Proof. (a) For each subset I ⊆ [m] and index i with 1  i  r(I), we have di,I | dI | τ . Assume q =
a (mod τ ). Then obviously, q = a (mod di,I ), that is, q = qidi,I + a for an integer qi . By the Division
Algorithm, we have gcd(q,di,I ) = gcd(a,di,I ). Thus the formula (1.8) becomes
F
(AB ,q)= ∑
I⊆[m]
(−1)|I|
( r(I)∏
i=1
gcd(a,di,I )
)
qn−r(I) if q = a (mod τ ).
By deﬁnition of the polynomial fa , we see that fa has the expression (2.4).
(b) Write u = gcd(a, τ ) and v = gcd(b, τ ). Since di,I divides τ , it is clear that gcd(u,di,I ) =
gcd(a,di,I ) and gcd(v,di,I ) = gcd(b,di,I ). Since u = v , then gcd(a,di,I ) = gcd(b,di,I ). It follows from
the formula (2.4) that fa(AB , t) = fb(AB , t).
(c) For each integer q with gcd(q, τ ) = a, we write q = pτ + b for integers p and b with 1 
b  τ . Then by the Division Algorithm, we have gcd(q, τ ) = gcd(b, τ ) = a. Since gcd(a, τ ) = a, we
see that gcd(a, τ ) = gcd(b, τ ). Hence fa(AB , t) = fb(AB , t) by part (b). Since F (AB ,q) = fb(AB ,q) by
deﬁnition of fb , we have F (AB ,q) = fa(AB ,q). 
Recall the subspace arrangement AB = {HB1 , . . . , HBm} in the vector space Nul(B) ⊆ Rn . The charac-
teristic polynomial of the arrangement AB can be written by means of the Whitney formula as
χ
(AB , t)= ∑
I⊆[m]
(−1)|I|tdim(
⋂
i∈I H Bi ) =
∑
I⊆[m]
(−1)|I|tn−r(I). (2.5)
Assume that the positive integers q are coprime with τ , that is, gcd(q, τ ) = 1. Then gcd(q,di,I ) = 1
for all I ⊆ [m] because di,I | dI | τ ; subsequently, ∏r(I)i∈I gcd(q,di,I ) = 1. Thus the formula (1.8) becomes
F
(AB ,q)= ∑
I⊆[m]
(−1)|I|qn−r(I) = χ(AB ,q).
Since gcd(q, τ ) = 1, it follows from part (c) of Theorem 2.3 that F (AB ,q) = f1(AB ,q). We obtain the
following corollary.
Corollary 2.4. For all positive integers q such that gcd(q, τ ) = 1, we have
F
(AB ,q)= χ(AB ,q)= f1(AB ,q). (2.6)
Next we simplify the quasi-period τ = lcm{dI | I ⊆ [m]} deﬁned by (2.2), where dI is the maximal
invariant factor of the matrix
[ B
AI
]
. Some terms dI are redundant in τ . To exclude redundant terms,
we need the following result of Thompson [11], known as the Interlacing Divisibility Theorem.
Theorem 2.5 (Interlacing Divisibility). Let M ∈ Mn(Z) be an integral matrix of rank k and N =
[ M
aT
]
, where
a ∈ Zn. Then
d1(N)
∣∣ d1(M) ∣∣ d2(N) ∣∣ d2(M) ∣∣ · · · ∣∣ dk(N) ∣∣ dk(M) ∣∣ dk+1(N),
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relation:
d(M) | d(N) if rank(N) = rank(M) + 1,
d(N) | d(M) if rank(N) = rank(M).
The following corollary is convenient to be applied in the subsequent argument about the quasi-
period τ deﬁned by (2.2).
Corollary 2.6. Let M, N be integral matrices where the rows of M are some rows of N.
(a) If rank(M) = rank(N), then d(N) | d(M).
(b) If N has exactly rank(N) − rank(M) more rows than M, then d(M) | d(N).
Let r = rank(B) and s = rank[ BAI ]. Assume the expression (1.9). Then for each index j with r 
j  s, we have
(−1) j−rβ j(q) =
∑
I⊆[m], r(I)= j
(−1)|I|
r(I)∏
i=1
gcd(q,di,I ). (2.7)
Note that each gcd(q,di,I ) is a periodic function of q with the period di,I . Since di,I divides dI for all
1 i  r(I), it follows that β j(q) is a periodic function of q with the period
τ j := lcm
{
dI
∣∣ I ⊆ [m], r(I) = j}.
Lemma 2.7. Let r = rank(B) and s = rank[ BA ]. Then for each index j with r  j  s,
τ j = lcm
{
d J
∣∣ J ⊆ [m], r( J ) = r + | J | = j} (2.8)
and τ j | τs .
Proof. Let ρ j = lcm{d J | J ⊆ [m], r( J ) = r + | J | = j}. Obviously, ρ j | τ j . Fix a subset I ⊆ [m] such that
r(I) = j. There exists a subset J ⊆ I such that r( J ) = j and r + | J | = j. Since [ BA J ] is a submatrix of[ B
AI
]
, then by part (a) of Corollary 2.6, dI | d J . This implies that τ j divides ρ j . Hence ρ j = τ j .
To show that τ j divides τs , we may assume j < s. Take subsets I, J ⊆ [m] such that J ⊆ I , r(I) = r+
|I| = s, and r( J ) = r + | J | = j. Then r(I) − r( J ) = |I − J | = s− j. According to part (b) of Corollary 2.6,
we have d J | dI . Thus τ j | τs . 
Proposition 2.8. Let s = rank[ BA ]. The quasi-period τ of F (AB ,q) equals τs . Whence
τ = lcm{dI ∣∣ I ⊆ [m], r(I) = r + |I| = s}. (2.9)
Proof. By deﬁnitions of τ and τ j , we have τ = lcm{τ j | r  j  s}. Clearly, τs | τ . By Lemma 2.7, we
have τ j | τs for all j with r  j  s. Hence τ = τs . 
3. Proof of Theorem 1.2
Lemma 3.1. Let U be an invertible integral n-by-n matrix and A∗ = AU , B∗ = BU , where A, B ∈ Mn(Z). Let
A∗ be the integral arrangement determined by the matrix A∗ , and A∗B∗ the truncation of A∗ by the matrix B∗ .
Then
F
(A∗B∗ ,q)= F (AB ,q).
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mines the integral arrangement A∗ = {H∗1, . . . , H∗m}, where H∗i = {x ∈ Rn | a∗i T x = 0}. Then A∗q B
∗ =
{H∗1,qB
∗
, . . . , H∗m,qB
∗ } for all positive integers q. Note that ΦU : Znq → Znq , x → Ux, is an automorphism of
the abelian group Znq . We have
ΦU
(
Nulq
(
B∗
))= Nulq(B), ΦU (H∗i,q)= Hi,q, ΦU (Hi,q∗B∗)= HBi,q.
Since one-to-one correspondence preserves union and relative complement, we further have
ΦU
(
Nulq
(
B∗
)− m⋃
i=1
Hi,q
∗B∗
)
= Nulq(B) −
m⋃
i=1
HBi,q.
Thus F (A∗B∗ ,q) = F (AB ,q). 
Let r = rank(B) and s = rank[ BA ]. Choose an invertible integral n-by-n matrix U such that[
B
A
]
U =
[
B∗
A∗
]
=
[
B 0
A 0
]
,
where
[ B
A
]
is an integral matrix whose columns are linearly independent. Then the matrix A deﬁnes
an integral arrangement A = {H1, . . . , Hm} of Rs , where Hi = {x ∈ Rs | ai T x = 0}. The arrangement
A is truncated by B into a truncated arrangement AB = {H1B

, . . . , Hm
B }. For positive integers q,
we have
Nulq
(
B∗
)= Nulq(B)× Zn−sq , H∗i,q = Hi,q × Zn−sq , H∗B∗i,q = HBi,q × Zn−sq .
Then
Nulq
(
B∗
)− m⋃
i=1
H∗B∗i,q =
(
Nulq
(
B
)− m⋃
i=1
HB

i,q
)
× Zn−sq .
Hence by Lemma 3.1,
F
(AB ,q)= F (A∗B∗ ,q)= F (AB ,q) · qn−s.
In particular, if rank(B) = rank[ BA ]= s, then
F
(AB ,q)= βs(q)qn−s,
where
βs(q) =
∑
I⊆[m]
(−1)|I|
s∏
i=1
gcd(q,di,I ) = F
(AB ,q).
Lemma 3.2. Let rank(B) = rank[ BA ] = s. Then F (AB ,q) = βs(q)qn−s . Moreover, if a,b are positive integers
and a divides b, then βs(b) βs(a) 0.
Proof. We only need to prove the latter part of the lemma. Let a,b be positive integers and a di-
vides b. Write b = ca. Consider the group homomorphism Φc : Zsa → Zsb , x → cx. Note that for x ∈ Zs ,
cx = 0 (mod b) if and only if x = 0 (mod a). So Φc is injective. Notice the following fact:
1) Bx = 0 (mod a) implies Bcx = 0 (mod b);
2) x /∈ Hi,a implies cx /∈ Hi,b (by injectivity of Φc).
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
, that is, x ∈ Nula(B) and x /∈ Hi,a for all 1 
i  m. Then cx ∈ Nulb(B) and cx /∈ Hi,b for all 1  i  m. Thus Φc(x) = cx and it belongs to the
complement of Ab B

. This means that
Φc
(
Nula
(
B
)− m⋃
i=1
Hi,a
)
⊆ Nulb
(
B
)− m⋃
i=1
Hi,b.
The injectivity of Φc implies that βs(b) βs(a) 0. 
Let H be a hyperplane of A, whose deﬁning equation is aT x = 0 and aT is a row vector of the
deﬁning matrix A. Let A′ be the matrix obtained from A by deleting the row aT , and B ′ the matrix
obtained from B by adding the row aT to the bottom. Then A′ is the deﬁning matrix of the integral
arrangement A′ := A−{H}. The arrangement A′ is truncated by the matrices B and B ′ into truncated
arrangements A′B and A′B ′ . We have the following Deletion-Restriction Formula about the truncated
arrangements AB , A′B , A′B ′ relative to the hyperplane H .
Lemma 3.3 (Deletion-Restriction Formula).
F
(AB ,q)= F (A′B ,q)− F (A′B ′ ,q).
Proof. Without loss of generality, we may assume that H = H1. It is enough to identify the com-
plement of A′ Bq as a disjoint union of the complement of ABq and the complement of A′ B
′
q . In fact,
an element x ∈ Znq belongs to the complement of A′ Bq if and only if x ∈ Nulq(B) and x /∈ Hi,q for
all 2  i m. The situation is divided into two cases: (i) x ∈ Nulq(B) and x /∈ Hi,q for all 1  i m;
(ii) x ∈ Nulq(B), x ∈ H1,q , and x /∈ Hi,q for all 2 i m. The former is equivalent to x being an element
of the complement of ABq and the latter to x being an element of the complement of A′ B
′
q . 
Proof of Theorem 1.2. We proceed by induction on m, the number of hyperplanes of the arrange-
ment AB . When m = 0, then s = r and
F
(AB ,q)= #Nulq(B) = qn−s s∏
i=1
gcd
(
q,di(B)
)= βs(q)qn−s.
It is clear that βs(b) βs(a) 0 for positive integers a, b with a | b.
When m  1. We divide the situation into two cases: s = r and s > r. If s = r, it is true by
Lemma 3.2. If s > r, there exists a row aT of A which is linearly independent of all rows of B .
Let A′ be the matrix obtained from A by deleting the row aT , and B ′ the matrix obtained from B
by adding the row aT to the bottom. Then rank(B ′) = r + 1, rank[ BA′ ]  s, and rank[ B ′A′ ] = s. Let H
be the hyperplane aT x = 0. Then the arrangement A′ (= A − {H}) has its deﬁning matrix A′ . The
Deletion-Restriction Formula in Lemma 3.3 implies F (AB ,q) = F (A′B ,q) − F (A′B ′ ,q). Since A′ has
fewer hyperplanes than A, the induction hypothesis implies that
F
(A′ B ,q)= s∑
j=r
(−1) j−rβ ′j(q)qn− j, F
(A′ B ′ ,q)= s∑
j=r+1
(−1) j−r−1β ′′j (q)qn− j,
where β ′j(b) β ′j(a) 0 and β ′′j (b) β ′′j (a) 0 if a,b are positive integers and a divides b. It follows
that
β j(q) = β ′j(q) + β ′′j (q), r  j  s.
It is clear that for all j with r  j  s, if positive integer a divides b, then β j(b) β j(a) 0.
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χ(AB , t) by part (c) of Theorem 2.3. Comparing the formula (1.6) for χ(AB , t) and the formula (3.1)
for fa(AB , t) with a = 1, we see that β j(1) = b j for all j. 
For each positive integer a with 1 a τ , the formula (2.7) for β j becomes
(−1) j−rβ j(a) =
∑
I⊆[m], r(I)= j
(−1)|I|
r(I)∏
i=1
gcd(a,di,I ).
Comparing with the formula (2.4) for fa(AB , t), we obtain the following proposition.
Proposition 3.4. Let τ be deﬁned by (2.2). Then for each integer a with 1 a τ ,
fa
(AB , t)= s∑
j=r
(−1) jβ j(a)tn− j (3.1)
and fa = fd, where d = gcd(a, τ ).
4. Discussion and problems
One of the most interesting and important problems about the characteristic quasi-polynomial
F (AB ,q) is to determine its minimum quasi-period. We have given the so-called lcm-period τ by
(2.2) for the function F (AB ,q). In many occasions the lcm-period τ is indeed the minimum quasi-
period.
Problem 1. Assume F (AB ,q) is not identically zero. Under what conditions the quasi-period τ deﬁned
by (2.2) is the minimum quasi-period of F (AB ,q)?
Let r = rank(B), s = rank[ BA ], and write F (AB ,q) =∑sj=r(−1) j−rβ j(q)qn− j as in Theorem 1.2. Let
A0 be the matrix whose rows are those of A linearly dependent on the rows of B , and let A0 be the
arrangement determined by the matrix A0. Then the leading term of F (AB ,q) is
βr(q)q
n−r = F (A0B ,q).
Assume that βs(τ ) > βs(q) for positive integers q with τ  q. We may write q as q = kτ + a, where
1  a < τ . Then βs(τ ) > βs(q) = βs(a). Let ρ j be the minimum quasi-period of F (AB ,q). We claim
that ρ = τ . Note that ρ | τ and βs(τ ) = βs(ρ). If ρ < τ , then τ  ρ; subsequently, βs(τ ) > βs(ρ),
a contradiction. We conclude this trivial fact as the following proposition to point out the importance
of the condition.
Proposition 4.1. Let τ be the lcm-period deﬁned by (2.2). If βs(τ ) > βs(q) for all positive integers q with τ  q,
then τ is the minimum quasi-period of the quasi-polynomial function F (AB ,q).
Determining the minimum quasi-period for the function F (AB ,q) is a diﬃcult problem because
there is no good method to validate minimality unless to analyze the function itself individually. The
condition of Proposition 4.1 is a simple one to guarantee that τ is the minimum quasi-period. If A
has only one row, it is easy to see that the condition of Proposition 4.1 is satisﬁed. However, the
following example shows that the condition of Proposition 4.1 is not satisﬁed and the lcm-period is
not necessarily the minimum quasi-period.
Example 4.2. Let B = Diag[d1, . . . ,dn−1,2dn−1,4dn] be an n-by-n diagonal integral matrix with posi-
tive diagonal entries, where di | di+1 for 1 i  n−1. Let A be an m-by-n integral matrix with m = 2,
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determined by A and its truncation AB by B . Let B1 = [B,u]T , B2 = [B, v]T , and B12 = [B,u, v]T .
Their corresponding Smith normal forms D1, D2, and D12 are the matrices
D1 = D2 = Diag[d1, . . . ,dn−1,4dn], D12 = Diag[d1, . . . ,dn−1,2dn].
The arrangement ABq contains the subgroups Nulq(B1) and Nulq(B2) of Nulq(B). Hence β2(q) =
F (AB ,q) is given as
β2(q) =
n−2∏
i=1
gcd(di,q)
[
gcd(2dn−1,q)gcd(4dn,q) − 2gcd(dn−1,q)gcd(4dn,q)
+ gcd(dn−1,q)gcd(2dn,q)
]
.
The lcm-period τ is 4dn . However, for the proper factor 2dn of 4dn , we have
β2(4dn) = β2(2dn) = 2d1d2 · · ·dn.
The minimum quasi-period is actually 2dn = τ/2. It is easy to see that all examples (in the case of
m = 2) that τ is not the minimum quasi-period can be reduced to this particular example by row and
column operations.
Problem 2. Let rank(B) = n. Assume that F (AB ,q) is identically zero. Show that one of the rows of A
is an integral linear combination of the rows of B .
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