The paper demonstrates the efficient use of hybrid intelligent systems for solving the classification problem of splice-junction gene sequences. The aim of the study is to obtain classification schemes able to recognize, given a sequence of DNA, the boundaries between exons and introns. Previous attempts to form efficient classifiers for the same problem using intelligent or standard statistical techniques are discussed throughout the paper. The authors propose the use of evolutionary neural logic networks, an advantageous approach for their ability to interpret their structure into expert rules, a desirable feature for field experts. Evolutionary neural logic networks in fact consist an innovative hybrid intelligent methodology, by which evolutionary programming techniques are used for obtaining the best possible topology of a neural logic network. The genetic programming process is guided using a context-free grammar and indirect encoding of the neural logic networks into the genetic programming individuals. Indicative classification results are presented and discussed in detail in terms of both, classification accuracy and solution interpretability.
Introduction
Splice junctions are points on a DNA sequence at which extra pieces of DNA are removed during the process of protein creation in higher organisms. The prob-2 A. Tsakonas, T. Tsiligianni & G. Dounias lem encountered by the research community is to recognize, given a sequence of DNA, the boundaries between exons (the parts of the DNA sequence retained after splicing) and introns (the parts of the DNA sequence that are spliced out). This problem has been addressed in the past by various computational intelligence-based and standard statistical techniques. These results in general, vary both in terms of interpretability and in the achieved classification accuracy. One may not apply a direct comparison however, since these experiments have not been performed under the same conditions. Noordewier et al. in Ref. 1 address the problem is addressed using knowledge-based artificial neural networks, in which however, previous knowledge is embedded and used to guide the search process. According to Lapedes et al. in Ref. 2 , a high classification score is achieved using artificial neural networks and decision trees. Nevertheless, the obtained solutions are not easily interpreted to a human-understandable knowledge base. Good classification scores have also been obtained by Nakata et al. in Ref. 3 , who make use of statistical methods, 4 and report 81% accuracy when they apply their approach to a dataset used in this work. In this present study, we aim to produce competitive solutions, both in terms of the achieved classification accuracy and in their ability to be interpreted into human-understandable classification rules. To accomplish this task, we employ a recent computational intelligence advance, the evolutionary neural logic networks model. 5 The approach combines neural logic networks with genetic programming. Neural logic networks are powerful connectionist systems that have already been applied in various domains. [6] [7] [8] [9] By their definition, neural logic networks can be easily interpreted in a number of expert rules. These networks can be considered as integration between rule-based expert systems and neural networks. 8 In order to enable the system to produce arbitrarily sized and connected neural logic networks with interpretability, we adapt a BNF-grammar guided 10 genetic programming approach that uses cellular encoding 11 to describe the neural logic networks. The interpretability of the derived solutions is ensured by our methodology search among candidate network solutions that maintain network weights, which correspond to specific logical operators. Hence, the solution is extracted by adjusting the topology and altering the nodes of the network instead of attempting simply to adjust the weights, with the danger to destroy the interpretability of the outcome. Our results in this paper demonstrate the ability of the proposed system of evolutionary neural logic networks to explore easily understandable representations and facilitate the knowledge discovery process. The paper is organised as follows. In Section 2 the theoretical background of the splicing is given. The fundamentals of the "pieces" of the proposed hybrid intelligent methodology are also given in this section, i.e. the concept of the neural logic networks and the specific genetic programming framework adopted in the paper. The paragraph covers also a brief review in grammarguided methodologies for genetic programming and the cellular encoding advances for connectionist systems representation within genetic programming individuals. Section 3 contains the design and the description of the implementation principles regarding the proposed hybrid intelligent system. It also contains the description of Evolutionary Neural Logic Networks in Splice-Junction Gene Sequences Classification 3 the problem domain and information about configuration settings. In Section 4, the obtained results are presented and discussed. Finally, Section 5 draws conclusions regarding this work and addresses future directions.
2. Background 2.1. Splice-junction gene sequences
Splicing
One of the most important discoveries concerning eukaryotic genes was made in 1977, when it became clear that eukaryotic genes contained 'extra' pieces of DNA that did not appear in the mRNA the gene encoded. These sequences are known as 'introns' while the sequences that will make up the mRNA are called 'exons'. Both exons and introns are transcribed and the introns have to be excised from the hn-RNA (heterogeneous nuclear RNA) in order to obtain a continuous reading frame for the translation machinery. Hn-RNA is capped and polyadenylated. Caps and tails do not turn over during formation on m-RNA from hn-RNA. Introns are a common eukaryotic event. The amount and size of intron varies greatly even though usuall introns are greater than exons. Clearly two genes of the same size may have different number of introns and introns that vary in size. Some species may have an intron in a gene, but another species may not have an intron in the same gene (e.g. cytochrome oxidase subunit II). The typical human gene contains an overage of 8 exons. Internal exons overage 145 nucleotides in length and introns overage more than 10 times this size and it can be much larger. 12 The process by which introns are excised and exons (e.g. A and B) are religated in the post-transcriptional modification of RNA is called splicing and it takes place in the nucleus (Figure 1 ). The splicing reaction has been extensively studied in order to identify the enzymes and the accessory molecules that involved at the splicing machinery. Today it is known that five small nuclear RNAs (snRNAs) and many different proteins make up the splicing machinery. The five snRNAs are essential splicing factors. Each snRNA is associated with several different proteins to make up five snRNP complexes, called U1, U2, U4, U5 and U6. The snRNAs are transcribed from specific genes, the U1, U2, U4 and U5 snRNAs by RNA polymerase and the U6 snRNA by RNA polymerase III. The snRNAs (except U6 snRNA) are capped at their 5' end (a trimethylguanosine-cap, slightly different compared to the cap structure of mRNAs) and are transported to the cytoplasm to mature. In the cytoplasm, they bind snRNP specific proteins and their cap structure is somewhat modified before they are mature and are transported back to the cell nucleus.
Based on biochemical experiments, the snRNPs and the protein splicing factors sequentially bind to the hn-mRNA to define the exon-intron borders. The complete complex of splicing factors bound to the pre-splicing is called a spliceosome. The splicesome is presumably a dynamic structure in which RNA-RNA base pairing is formed and broken. Consensus sequences have been identified as necessary but not sufficient for splicing. In vertebrates, these sequences are C(orA)AG/GTA(orG)AGT "donor" splice site and T(orC)nNC(orT)AG/G "acceptor" splice site (the slash identifies the exon-intron or intron-exon junction). 
Alternative splicing
Splicing is a very important step in gene expression. It is also an essential mechanism for regulation of gene expression. A large number of genes can give rise to more than one type of mRNA in order to produce variants proteins in a process known as alternative splicing. 14 Up to 59% of human genes generate multiple mRNAs by alternative splicing 12 and 80of alternative splicing results in changes in the encoded proteins, 15 revealing what is likely to be the primary source of human proteonomic diversity. In some cases one splicing pathway can lead to a translatable mRNA, while the alternative splicing pathway results in a non-translatable mRNA. Alternative pre-mRNA splicing is a central mode of genetic regulation in higher eukaryotes. Variability in splicing patterns is a major source of protein diversity from the genome. The human endothelin-A receptor gene is expressed in wide variety of human tissues and gives rise to at least three transcripts by alternative splicing. 16, 17 There are several factors that regulate alternative splicing whose expression is highly restricted during development, but others may be controlled by more modest variations in the levels of general factors acting cooperatively or antagonistically. 18 Activation by extracellular cues of several cellular signalling pathways can indeed regulate alternative splicing. Matter et al., 19 showed that the nuclear RNA-binding protein Sam68 is a new extracellular signal-regulated kinase (ERK) target. It binds exonic splice-regulatory elements of an alternatively spliced exon that is physiologically regulated by the Ras signalling pathway, namely exon v5 of CD44.
Splice-site mutations
The removal of intron sequences, as hnRNA is being processed to form mRNA, must be done with great precision. Nucleotide signals at the splice sites guide the enzymatic machinery. If a mutation (a change in the nucleotide sequence) alters one of these signals (splice-site mutation), then the intron is not removed and remains as part of the final RNA molecule. The translation of its sequence alters the sequence of the protein product. Such mutations result in one or more introns remaining in the mature messenger RNA and can disrupt the generation of the protein product.
Splice-site mutations can cause many genetic disorders but it is unclear why identical mutations can have different outcomes. Many splicing mutations are responsible for human diseases. For example, familial isolated growth hormone deficiency type II (IGHD II) is a dominantly inherited disorder caused by mutations in the single GH gene (GH-1), in which the main symptom is short stature. Postnatal growth in humans requires secretion of growth hormone (GH) from the interior pituitary. Mutation causes IGHD II by disrupting alternative splicing. 20 
Neural logic networks
A neural logic network is a finite directed graph, consisting of a set of input nodes and an output node. In its 3-valued form, the possible value for a node can be one of three ordered pair activation values (1, 0) for true, (0, 1) for false and (0, 0) for do not know. Every synapse (edge) is assigned also an ordered pair weight (x, y) where x and y are real numbers. An example of a neural logic network and its output value (a, b) of node P is shown in Figure 3 .
The rationale behind neural logic networks is to provide a connectionist system "equipped" with the following properties: • The truth table of the output of a node corresponds to the truth table of a logical operation.
• Three-valued logic is supported (true, false and don't know ).
• Any elementary network that corresponds to a basic logical operation may be combined with others to form larger networks that can perform complex logical decision tasks.
• Any such neural logic network should be interpretable into logical rules by simply interpreting its architecture and nodes.
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In the example shown in Figure 3 , we present the standard activation function for a neural logic node. As it can be seen, the output of such a node belongs to the set {(1, 0), (0, 1), (0, 0)}. By using specific weights, different logical operations can be applied to the input nodes. Then, the result to the output node will be the same as defined in the truth table of the corresponding logical operation. Different sets of weights enable the representation of different logical operations. It is actually possible to map any rule of conventional knowledge into a neural logic network. In Figure 4 , two examples of logical operators and their implementation in neural logic networks is shown.
Genetic Programming
Genetic Programming (GP) is a search methodology belonging to the family of evolutionary computation (EC). Nowadays these algorithms have been applied in a wide range of real-world problems. Genetic programming in its canonical form enables the automatic generation of mathematical expressions or, so-called, "programs". According to the most common implementations, a population of candidate solutions is maintained, and after the completion of a "generation", the population is expected to be better fit a given problem. In standard "generational" genetic algorithms (GA), a generation consists of the application of genetic operators for every individual; this results into a new population. In contrast to generational GAs, the term "generation" in steady-state genetic programming (where only one population is maintained) is used to roughly describe a number of algorithm iterations equal to the number of the population. Usual termination criteria appear to be the accomplishment of a number of generations, the achievement of a desired classification error, etc. Genetic programming uses tree-like individuals that can represent mathematical expressions, making the application of GP in symbolic regression problems valuable. The main advantage of genetic programming over genetic algorithms, is their ability to construct functional trees of varying length. This property enables the search for complex solutions that are usually in the form of a mathematical formula -an approach that is commonly known as symbolic regression. Later paradigms have extended this concept to calculate any boolean or programming expression. Thus, complex intelligent structures, such as fuzzy rule-based systems or decision trees have already been used as the desirable target solution in genetic programming approaches. [21] [22] [23] [24] The main advantage of this solving procedure is that the feature selection, and the system configuration, occur during the normal run and do not require any human pre-processing. Although powerful in its definition, the genetic programming procedure might prove greedy in computational and time resources. Therefore, when the syntax form of the desired solution is already known, it is useful to restrain the genetic programming process from searching solutions with different syntax forms. 24, 25 The most advantageous method to implement such restrictions among other approaches, 26 is to apply syntax constraints to genetic programming trees, usually with the help of a context-free grammar declared in the so called Backus-Naur-Form (BNF). 10, 11, [27] [28] [29] The BNF-grammar consists of terminal nodes and non-terminal nodes and is represented by the set N, T, P, S, where N is the set of non-terminals, T is the set of terminals, P is the set of production rules and S is a member of N corresponding to the starting symbol. The construction of the production rules can be the most critical point in the creation of a BNF grammar, since these production rules express the permissible structures of an individual. The application of massively parallel processing intelligent systems (such as the neural logic networks) is not forthright within the GP-tree framework. In order to explore variable sized solutions, we have applied indirect encoding. The most common one is the cellular encoding, 30 in which a genotype can be realised as a descriptive phenotype for the desired solution. More specifically, within such a function set, there are elementary functions that modify the system architecture together with functions that calculate tuning variables. A similar technology called edge encoding, developed by J. Koza 31 -a pioneer in genetic programming 32, 33 is also used today with human competitive results in a wide area of applications.
Design and Implementation of the Hybrid Intelligent System

System grammar and operating functions
As mentioned above, a hybrid intelligent scheme is proposed for the problem of splice-junction gene sequences classification, combining neural logic networks and genetic programming. The characteristic attribute of neural logic networks is the possibility to interpret any valid and interpretable architecture. For this reason, the cellular encoding is used to represent the candidate solutions into genetic programming trees. One cellular encoding scheme includes two function classes:
• Functions for architecture altering • Functions for parameter tuning
The functions for parameter tuning have common properties with the usual genetic programming functions, which operate as procedures or program elements. The functions that are used for architecture altering however are not used in standard genetic programming systems. They comprise a function set that alters an embryonic neural logic network, by entering nodes sequentially or in parallel onto an initial (elementary) neural logic network, in order to form the final/desirable architecture. Hence, among the architecture altering functions we may discriminate between (a) functions that enter a node serially, and (b)'functions that enter a node in parallel. The problem that has arisen during the prime implementations of cellular encoding concerns the grammar description, which enabled the existence of networks without inputs, 11 a situation that could easily lead into premature population convergence. Thus, in order to be able for a system to include at least one input, we decided to use different functions for the architecture altering on the system inputs, than those used for the architecture altering on internal nodes. Hence, we may further divide the architecture altering functions into two additional sub-classes:
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• Functions that are applied on the system inputs • Functions that are applied on internal nodes
To conclude with, we use a function that enters a node in serial to an input node (S1), a function that enters a node in parallel to an input node (P1), a function that enters a node in serial to an internal node (S2) and, finally, a function that enters a node in parallel to an internal node (P2). In the following Figure 5 , we demonstrate the operation regarding function S1. The application of this function on the B node in Figure 5(a) , results in the construction of the network shown in Figure 5(b) . The grey-colored arrow shows the running cursor, which marks the point from which any further network expansion will occur. Figure 6 illustrates the operation of P1 function. Application of this function on the B node in Figure 6 (a), results to the network shown in Figure 6 (b). The following Figure 7 depicts the operation for function S2. The application of this function on the B (internal) node in Figure 7 (a), results to the network shown in Figure 7 (b). Finally, Figure 8 shows the operation of P2 function. The application of this function on the B node in Figure 8 (a), results to the network shown in Figure 8 (b). Table 1 depicts in short the functions that we used in order to describe the evolutionary neural logic networks. It is worth to note that although a genetic programming tree is executed depth-first, the execution of the resulted network is accomplished breadth-first, in order to enable the parallel operation which is a characteristic of a network. In order to implement such a procedure we make use of a parameter list. Additionally, we create a running node cursor, in which all the logical operators are applied.
The system grammar is presented in Table 2 . Initial symbol (root) of a tree can be a node of a type <PROG>.
The logical functions that construct in this work the operator set for the neural logic networks expressed in our system are shown in Table 3 .
Evolutionary Neural Logic Networks in Splice-Junction Gene Sequences Classification 11 Table 2 . Grammar for neural logic networks in BNF notation. For a number of logical operations performed onto a neural logic networks node, a single-step procedure is sufficient. However, functions such as the "exclusive OR" (XOR) or the "exactly k-true" operator need a two-step procedure for implementation within the neural logic network framework. 6 For example, to implement the "negative conjunction" (NAND) operator, the following equation (1) is adequate.):
A detailed description for all logical operators can be found in Ref. 5 . In order to apply the "exclusive OR" (XOR) operator however, the following intermediate calculations are used:
where
Additionally, in order to apply the "exactly-k-true" operator, the following computations are applied:
In all the above equations, f i denotes the first part of the i-link's pair value, s i is used for the second part of the i-link's pair value, p is the number of the links ending to the selected node, k is a parameter number (obtained by function K), and q i denotes the cut value for the i-link (a value of -1 marks the link as deleted). The pair of inputs is taken according to the value of C and the following equation:
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Finally, the pair of inputs is encoded in order for the function to return the value. Function CNR actually returns the value that is calculated by the following equation:
Obviously, the value Res will be an integer in the interval [0,2], which describes the logic output of the function applied to the node. The system for the fuzzy extension of neural logic networks makes use of the same grammar as the 3-valued model. However, while in 3-valued neural logic networks the passing values between functions and the list Q are encoded into one integer value, for the fuzzy model this technique is not possible. Hence, we adapt a structure (struct) passing scheme. Also, the CNR function is updated to reflect the sophisticated algorithm which the fuzzy NLNs make use of. 6 Results for both models are the same if only 3-valued input exists (i.e. only (0, 0), (1, 0) or (0, 1) input data).
Data preprocessing and system configuration
As stated in Section 2, splice junctions are points on a DNA sequence at which 'superfluous' DNA is removed during the process of protein creation in higher organisms. The problem posed in this dataset, 34 is to recognize, given a sequence of DNA, the boundaries between exons (the parts of the DNA sequence retained after splicing) and introns (the parts of the DNA sequence that are spliced out). The classification problem consists of three sub-problems: Given a position in the middle of a window of 60 DNA sequence elements, the system should decide if this is a:
• "intron to exon" boundary (ie) -a "donor", • "exon to intron" boundary (ei) -an "acceptor", • "neither" of the above.
Hence, we develop three intelligent classifiers, for each problem. Each of them will perform a differential classification between a class and the rest two.
The data set is separated into a training set, a validation set and a test set. The training set consists of 50% of the data and the rest 50% have been fairly divided between the validation set and the test set. During the training phase, the validation set is typically used to avoid over-fitting. In all experiments, we have applied the same tuning process for the GP runs. These GP parameters are presented in Table 4 .
The data are arranged in the form <Class, Instance Name, Sequence>, where the sequence corresponds to 60 fields, starting at position -30 and ending at position +30. Each of these fields is filled with one of {A, G, T, C}. Such an example record -in the raw data set -is the following one:
EI,ATRINS-DONOR-521, CAGCTGCATCACAGGAGGCCAGC-GAGCAGGTCTGTTCCAAGGGCCTTCGAGCCAGTCTG In order to process this form of data into a neural logic network, we use the encoding scheme proposed in Ref. 34 . The output encoding is a simple "1-of-3" encoding as follows: This results in a total of 120 inputs to the network (named T1-T120).
Results and Discussion
We performed 10 runs for each of the three classification problems. Table 5 summarizes the classification score for the best predictors obtained. More specifically, the solution shown in Figure 9 , classified correctly the 84.86% (673/793) of the unknown records distinguishing between EI (donors) and the other two classes. The corresponding accuracy to the training and validation sets was 77.49 % (1229/1586) and 81.96% (650/793) respectively.
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(CNLN (P1 (P1 (In T58) (P1 (In T59) (S1 (S1 (P1 (P1(In T69) (S1 (P1 (P1 (In T58) (P1 (In T59) (S1 (S1 (P1 (In T58) (S1 (S1 (In T35) (Link 59 0 (Rule 0 0)) E) (Link 59 0 (Rule 0 0)) E)) (Link 59 0 (Rule 0 0)) E) (Rule 0 0) E))) (S1 (P1 (P1 (In T58) (P1 (In T59) (S1 (S1 (P1 (In T18) (S1 (S1 (P1 (In T59) (S1 (S1 (P1 (In T96) (S1 (S1 (In T23) (Rule 0 0) E) (Rule 0 0) E)) (Rule 0 0) E) (Link 59 0 (Rule 0 0)) E)) (Rule 0 0) E) (Rule 0 0) E)) (Rule 0 0) E) (Rule 0 0) E))) (In T88)) (Rule 0 0) E)) (Rule 0 0) E)) (S1 (In T61) (Rule 0 0) E)) (Link 59 0 (Rule 0 0)) E) (Rule 0 0) E))) (S1 (P1 (S1 (S1 (P1 (P1 (In T64) (S1 (In T61) (Rule 0 0) E)) (S1 (In T1) (Rule 0 0) E)) (Rule 0 0) E) (Rule 0 0) E) (S1 (S1 (P1 (In T63) (S1 (S1 (In T1) (Rule 0 0) E) (Rule 0 0) E)) (Rule 0 0) E) (Rule 0 0) E)) (Rule 0 0) E)) (Rule 0 0)) (In T58) (P1 (P1 (In T59) (In T59)) (In T61)))) (P1 (In T59) (In T64)))) (Rule 6 2) E) (P1 (In T64) (In T44)))) (P1 (S1 (P1 (In T105) (P1 (In T59) (In T59))) (Rule 6 2) E) (S1 (In T59) (Rule 6 2) E))) (P1 (P1 (P1 (In T59) (P1 (In T58) (P1 (P1 (In T59) (In T59)) (In T68)))) (P1 (In T59) (In T97))) (P1 (P1 (In T22) (In T59)) (In T68)))) (Rule 10 3)) This network corresponds to the following simple decision rule:
Neither ⇐ Difference(T 60, T 59)
The above rule (based on the truth table of the difference function), in order to classify the "neither donor/ nor acceptor" gene, simply demands that 29 th nucleotide should be A or T and at the same time the 30 th nucleotide should be C or A. Although the previous solutions ensure a high classification score, we have observed two more solutions that have interesting properties in terms of their size. More specifically, the solution presented in Figure 12 , is an exon-intron classifier with accuracy of 81.08% (643/793) in unknown data (test set).
This network is significantly smaller than the solution shown in Figure 9 . In order to achieve this high classification score, this network makes use of only 4 attributes (CNLN (S1 (P1 (S1 (S1 (P1 (In T58) (S1 (P1 (S1 (S1 (In T63) (Rule 0 0) E) (Link 251 0 (Rule 0 0)) E) (In T79)) (Rule 0 0) E)) (Rule 0 0) E) (Link 251 0 (Rule 0 0)) E) (In T59)) (Rule 0 0) (P2 (S2 (P2 E (Link 251 0 (Rule 0 0)) (P2 E (Rule 0 0) E)) (Rule 0 0) E) (Rule 0 0) E)) (Rule 0 0)) Fig. 12 . Neural logic network evolved with high classification rate for the exon-intron selection, which retains small number of attributes and small structure. (T 58, T 59, T 63 and T 79) out of the 120 available. Another interesting solution is the network shown in Figure 13 , which is an intron-exon classifier. This network classified correctly the 83.48% (662/793) of the test records (unknown data). Again, it is important to notice that, in order to achieve a high classification score, this network selected the application of only three attributes (T 58, T 59, T 70) out of the 120 available ones. This solution simply demands that 29 th nucleotide should be A and at the same time the 35 th nucleotide should be G or T. In general, it is also interesting to note that in all best classifiers the attribute T 58 is present.
As a concluding remark, we may observe that the evolutionary neural logic networks model was proved able to produce competitive solutions for all classification problems addressed in this work. Moreover, in all cases, the extracted networks maintain their interpretability and occasionally, the small size of these networks may discover easy and understandable rules that can potentially discover and establish new expert knowledge in the related field.
Conclusions and Further Work
Within this work an attempt was made to introduce the use of a new hybrid intelligent approach for solving the well-known classification problem of splice-junction gene sequences. Specifically, the authors managed to obtain efficient classification schemes formed as simple logic-based decision rules. The proposed hybrid intelligent method is evolutionary neural logic networks by which, evolutionary programming techniques are used for obtaining the best possible topology of a neural logic network. The genetic programming process is guided using a context-free grammar and indirect encoding of the neural logic networks into the genetic programming individuals. The resulting discrimination rules prove able to recognize, for a given sequence of DNA, the boundaries between exons and introns. The overall methodology pro-Evolutionary Neural Logic Networks in Splice-Junction Gene Sequences Classification 19 posed, performs competitively in terms of classification accuracy, if compared to the accuracy achieved by other previously published (either intelligent or, statistical) research attempts on similar datasets. In addition, the resulting outcome might prove superior to previously suggested solutions, as it appears to be comprehensible and extremely simple in some cases, and thus attractive for the field experts. Moreover, such a simple result (shaped in the form of meaningful decision rules), could be possibly utilized by field experts in daily practice, as an extension of the existing diagnostic knowledge in the domain. In this sense, evolutionary neural logic networks can be viewed as a hybrid intelligent methodology, not only able to generalize adequately over data, but capable as well of discovering new knowledge for the application domain to which the data correspond.
Further research is in progress in order to extensively explore the solution space and possibly provide more accurate results regarding the domain of splice-junction gene sequences classification. Additional (new) data collection is in progress in order to be used for demonstrating the effectiveness of the proposed approach and the ability to produce generalized knowledge, applicable in different datasets. Finally, repeated experimentation related to the tuning of the overall genetic programming parameters (corresponding to a really hard task in terms of computational effort) is in progress, in order to obtain the more efficient possible search procedure of the algorithm.
Evolutionary neural logic network based methodologies have been also used from the authors, in a variety of application domains with diverse complexity and characteristics, including but not limited to, financial decision support, credit risk management, medical decision making and modeling of fault diagnosis in engineering applications. The approach is always case-sensitive, i.e. has to be designed and tailored properly according to the special characteristics of the application domain.
Nevertheless, a number of open problems exist for the extension of the proposed ENLN methodology, and these are stated below:
• Construction of evolutionary recursive high-order neural networks, maintaining the interpretability of the outcomes • Application of similar (ENLN) methodologies in multi-class problems and multivariate time-series forecasting problems • Research in the direction of recording the opinion of experts from different fields, regarding the acknowledgement of the proposed mechanism, as an effective method for potential discovery of new (expert) knowledge
