In this paper, we study a class of boundary value problems for conformable fractional differential equations under a new definition. Firstly, by using the monotone iterative technique and the method of coupled upper and lower solution, the sufficient condition for the existence of the boundary value problem is obtained, and the range of the solution is determined. Then the existence and uniqueness of the solution are proved by the proof by contradiction. Finally, a concrete example is given to illustrate the wide applicability of our main results.
Introduction
In recent years, there are few studies on boundary value problems of conformable fractional differential equations under new definitions [1] [2] [3] . And conformable fractional derivatives not only have good operational properties (Four Operational Rules of Derivatives, Chain Rule and Leibniz Rule), this definition can also construct fractional Newton equation and Euler-Lagrange equation from fractional variational method, this is of great significance to the study of uniform or uniformly accelerated motion of particles and to the solution of Newton's fractional-order mechanical problems [4] [5] (fractional-order harmonic oscillator, fractional-order damped oscillator and forced oscillator). And the method of upper and lower solution for monotone iteration can not only gives the existence theorem, but also determines the value range of the solution. Therefore, this method has gradually become an important method for studying nonlinear differential equations [6] [7] [8] [9] . In addition, with the application of anti-periodic boundary value problems in various mathematical models and physical processes has been widely applied, the integral boundaries are also widely used in heat conduction, chemical engineering, groundwater flow, thermoelasticity, plasma physics and other fields. As a result, more and more studies have been made on this kind of problems [10] [11] [12] (anti-periodic boundary value problems, anti-periodic boundary value problems with integral boundaries). However, the indefinite sign of solutions of nonlinear differential equations determines that some problems (anti-periodic boundary value problems and their generalizations) cannot be studied directly by the method of upper and lower solutions for monotone iteration. But the development of nonlinear analysis theory provides a powerful tool for the study of these problems. In the generalized monotone iteration process, the method of coupled upper and lower solution becomes an important method to study this kind of problem by the flexible construction of the comparison theorem [13] [14] [15] [16] . Motivated by the above work, in this paper, the existence of solutions for a class of boundary value problems of conformable fractional differential equations under a new definition is proved by using the method of coupled upper and lower solution, and the range of solutions is obtained. Throughout this paper, we consider the existence of solutions of boundary value problems for the following uniform fractional differential equations 
Preliminaries
In this section, we present some definitions and lemmas which will be used in the proof of our main results. 
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Assume that ( ) 1 2 , x x are a set of coupled solutions of (1), then the above problem is equivalent to prove that
Consider that 
In that way, we have 
