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SYNOPSIS 
The present work is based on the need for understanding the in-cylinder flow and its 
subsequent effects on combustion in a valved-two-stroke spark ignition engine with 
fuel injection using Computational Fluid Dynamics (CFD) and experimental 
techniques. In this context, the CFD code KIVA-II has been modified to model the 
two-stroke engine gas exchange and combustion processes. A 3-D Cartesian grid 
generation program for complex engine geometry has been added to the KIVA code 
which has been modified to include intake and exhaust flow processes with valves. 
New and improved sub models for wall jet interaction, mixing controlled combustion 
and one dimensional wave action have also been incorporated. The modified version of 
the program has been used to simulate a fuel injected two-stroke spark ignition engine 
and parametric studies have been undertaken. The simulated flow, combustion and 
exhaust emission characteristics over a wide range of operating conditions show the 
expected trends in behaviour observed in actual engines. 
In the second phase of this study, the air-assisted-fuel-injection (AAFI) process into a 
cylinder has been simulated with a high resolution computational grid. The simulation 
results are presented and compared with experimental data obtained using the Schlieren 
optical technique. An approximate method based on the conservation of mass, 
momentum and energy of the spray jet and using a comparatively coarse grid has been 
suggested for simulating the AAFI process. The simulation study predicts a high degree 
of atomisation of fuel spray with Sauter mean diameter around 10 µm even with 
moderate air and fuel pressures. The penetration and width of spray are simulated within 
15% of the experimental values. 
In the last phase of this study, the flow and combustion processes have been studied for 
a four-stroke spark ignition engine with the AAFI process. The simulation results 
obtained using this approximate method have been validated with experimental data 
generated for the same engine configuration. 
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NOMENCLATURE 
Symbols Description 
A Area 
B Transfer number, break-up probability function 
b Collision impact parameter 
amr, bmr Stoichiometric coefficients in a chemical reaction 
C Courant number 
c Velocity of sound 
CO, CF-2, CE3 Coefficients used in k-E equation 
c,, Specific heat at constant pressure 
c,. Coefficient appearing with V' 
D Molecular diffusivity 
E Activation energy 
f Droplet probability distribution function 
LOU Sources due to collisions 
fbu Sources due to break-up 
g Acceleration due to gravity 
g(r), h(r) Droplet size distribution function 
Ir Enthalpy of species in 
I Internal energy 
J Heat flux to the wall 
K Thermal conductivity 
K. Equilibrium constant 
k Turbulent kinetic energy 
L Latent heat of vaporisation 
Turbulent length scale 
M Mass 
ýü Mass flow rate 
Pr Prandtl number 
p Pressure 
lll 
Q Quantity such as p, p, T, I, p,,,, k, c etc. 
Q, Negative heat of reaction at absolute zero. 
R Universal gas constant 
R Rotation matrix 
Re Reynolds number 
r Radius of fuel droplet 
r, 32 Sauter mean diameter of spray droplet 
Sc Schmidt number 
Sh Sherwood number 
T Temperature 
t Time 
u, v, w Velocity components in x, y, z direction respectively 
Ws Source term due to spray 
W Molecular weight 
We Weber number 
x Mole of species m 
x, y, z Distance 
Dot product 
Tensor product 
Greek Symbols 
a Pressure gradient scaling (PGS) parameter 
Incremental value 
Kronecker delta 
Variable 
Ratio of specific heat at constant pressure and volume 
x The Karman constant 
Second coefficient of viscosity (=2/3 µ) 
Absolute viscosity 
v Kinematic viscosity 
8 Crank angle 
p Density 
IV 
ß, 6 Stress tensor, surface tension 
Shear stress 
w Reaction rate 
Temperature exponent appearing in chemical reaction 
Dimensionless wall heat loss 
Dissipation rate of turbulent kinetic energy 
O Mathematical operator (i 
a+ 
j+k 
a) 
ax ay a,. 
Superscript 
A Phase A values 
B Phase B values 
c Related to chemistry 
n Cycle number 
ti Spray 
T Transpose 
Subscript 
air Properties of air 
br Backward reaction 
cr Critical value 
D Diffusion 
d Droplet 
fir Forward reaction 
i Cell 
ilk Pertinent to cell i, j, k 
1 Laminar 
Liquid 
ill Species 
n Reference value 
p Particle 
Referred to kinetic reaction 
l l' Wall 
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CHAPTER I 
INTRODUCTION 
1.1 AN OVERVIEW OF THE TWO-STROKE SPARK IGNITION ENGINE 
The conventional two-stroke spark ignition engine is technically a very , simple 
powerplant. With the exception of the uniflow scavenged engine, it does not use any 
valves in its operation, as shown in Figure I. I. The intake and exhaust processes are 
controlled by the reciprocating piston itself. After combustion, the piston moves 
downward due to rapid rise in pressure and temperature above the piston as shown in 
Figure 1.1. Below the piston, the opened inlet port induces air from the atmosphere 
into the crankcase due to the increasing volume of the crankcase lowering the pressure 
below the atmospheric value. In a simple design of two-stoke engine, a carburettor is 
placed in the inlet port for fuel induction. In the downward stroke, the piston uncovers 
the exhaust port releasing a pulse of hot, high-pressure exhaust gas from the cylinder 
to the atmosphere through the exhaust duct. This is generally referred to as blowdown 
process. At this stage, the compression of fresh charge in the crankcase below the 
piston (crankcase compression) takes place. As the piston continues to move 
downward, it opens the scavenge or transfer port which connects the cylinder directly 
to the crankcase. When the crankcase pressure exceeds the cylinder pressure, fresh 
charge enters into the cylinder through the transfer port and forces combustion 
products out of the cylinder. This process is called scavenge process. Due to the fact 
that the transfer and the exhaust ports are open, the incoming fresh charge to the 
cylinder through the transfer port can exit directly out of the exhaust port during this 
period. This process is called `short-circuiting', which results in a large concentration 
of hydrocarbon in the exhaust. The geometrical design of the transfer port is very 
important in the scavenge process. Different piston and port shapes and their relative 
arrangements, generally referred to as scavenging methods, are used to avoid flow of 
fresh mixture directly into the exhaust. The loop scavenged, cross scavenged and 
uniflow scavenged techniques shown in Figure 1.2 are commonly used in simple 
production two-stroke engines. 
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The scavenging process continues as the piston moves upward from bottom dead 
centre, and is completed before the mid stroke of the piston after the exhaust port k 
finally covered. The cylinder is now filled with fresh charge and some residual ``as. i. e. 
combustion products from the previous cycle. As the piston approaches to the top of 
its travel ( the top dead centre), the compression process results in increased pressure 
and temperature of the trapped charge mass. At a crank position prior to the top dead 
centre (ignition timing), combustion is initiated using the spark. This completes the 
operating cycle of a two-stroke engine. 
The conventional ported two-stroke engine has a number of potential advantages over 
the equivalent four-stroke engine. Apart from providing a simple, compact and cheap 
power plant, these engines generally exhibit higher specific power output, lower engine 
friction, reduced part load pumping losses and better cold start performance [1]. On 
the other hand carbon monoxide and nitrogen oxide emissions are comparatively low. 
The former due to dilution by the short-circuiting air-fuel mixture and the latter due to 
the high exhaust residuals, providing an effect similar to exhaust gas recirculation 
(EGR). As a result of these attributes, the single cylinder, conventional mixture 
scavenged two stroke, is used for a wide range of utility engines, mopeds. 
motorcycles, chainsaws and outboard marine engines. 
Unfortunately, the advantages of the two-stroke cycle engine are accompanied by 
some drawbacks [2]. These include high specific fuel consumption, misfiring (abnormal 
or irregular combustion) at light loads, and poor brake specific hydrocarbons. Among 
these, the most serious drawback with the two-stroke cycle engine is the inferior fuel 
consumption and higher unburned exhaust emissions compared with the four-stroke 
cycle power unit. This arises from the fact that in a carburetted two-stroke cycle 
engine, be it loop or cross scavenged, the scavenging process is carried out by the 
fresh charge, which mixes with the residual exhaust gas as it scavenges the cylinder. 
Depending upon the scavenging technique used in the engine as much as 20 - 4017 of 
the fresh charge is lost due to short-circuiting, i. e. fresh charge leaves the transfer 
ports and passes directly through the exhaust port without taking part in combustion 
[3]. This results in power loss and a very high concentration of unburned hydrocarbons 
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in the exhaust. This latter problem essentially eliminated the use of two-stroke cycle 
engines in automotive applications as environmental concerns grew. 
The use of crankcase compression which demands the use of ball and roller bearing, " 
causes lubrication, noise, manufacturing and assembly problems. On the other hand, its 
use with piston-controlled porting obviates the use of supercharging since the exhaust 
port is always the last to close. Supercharging is a process for increasing the trapped 
charge mass in the cylinder, thereby boosting the power output of the engine. This is 
generally achieved by employing an external source to increase the pressure of intake 
charge. Piston controlled porting causes bore wear and durability problems, and will 
increase cylinder centre spacing in multicylinder engines [4]. Most significantly. the 
two stroke engine has the disadvantage of high costs for production retooling. 
The pressure from government agencies and environmental lobbyists for stringent 
emission standards are some of the areas that have further jeopardised the position of 
the conventional two stroke engine. On the contrary, engine manufacturers have now 
renewed interest in the use of more sophisticated two stroke engines as an automotive 
and marine power plant to combat proposed future emission standards. In most of 
these new generation of two-stroke engines, fuel is introduced after valve closure 
eliminating the short-circuiting process by using in-cylinder fuel injection. The 
advanced design of these two-stroke engines aim to retain the inherent features of low 
exhaust emission of oxides of nitrogen, a potential for superior fuel economy during 
light load operation, reduced weight and compactness, whilst also incorporating 
systems to improve abnormal combustion at light loads and to inhibit the loss of fuel to 
the exhaust system during a conventional cylinder scavenging process. The scavenging 
process in these engines is carried out using air alone, with the fuel being admitted 
after exhaust port closure. The conventional scavenging process is labelled 
homogeneous whereas the new process is called stratified. These engines are also 
aimed at improving part load operation by concentrating fuel in the vicinity of the 
spark plug thereby obtaining stratified combustion of the cylinder charge. The 
efficiency of this new generation of engine will, however, depend on the extent of 
vaporisation of the fuel introduced prior to ignition. 
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A compromise, in which the benefits of high specific power of the t«wo-stroke, while 
using a range of components common to the four stroke engine, can be achieved by 
adopting a valved design, with in-cylinder fuel injection and a mechanically driven 
supercharger to assist the scavenging process. In a two-stroke engine the time 
available for completion of the injection related processes (e. g. droplet atomi"ation. 
fuel-air mixing, evaporation etc. ) is very short, typically of the order of 2-3 ms at 5000 
rpm compared to 4-5 ms in a four stroke engine at the same engine speed. Rapid 
dispersion and vaporisation can be promoted by air motion and good atomisation. 
Increased air motion is generally accompanied by a deterioration in scavenging 
efficiency [5]. Therefore, the fuel system should have the capability of providing both 
fuel dispersion and small droplet sizes. In this respect, the air-assisted fuel injection 
process is especially attractive because it can produce very finely atomised fuel sprays 
with modest injection pressures and at low cost [6]. 
1.2 OBJECTIVE OF THE PRESENT STUDY 
In the preceding section, it has been indicated that factors such as cost for production 
retooling are the limitations of the new generation of two-stroke engine as an alternate 
powerplant for automotive applications. However, a better design of the processes of 
injection, atomisation, evaporation, and mixing in this category of engine and the 
subsequent use of simpler fuel injection process can result in significant reduction in 
the production costs of these engines. The experimental techniques available for the 
study of these processes are costly and time consuming. Therefore, the application of 
an analytical tool such as the CFD code KIVA-II, coupled with comparatively simple 
experiment can be used to study these processes. 
In order to have a better understanding of the flow characteristics in a valved-two- 
stroke engine with fuel injection, and to study the effects of various parameters on the 
engine performance, the present study has been carried out with the following "'pecific 
objectives: 
Modification in the existing CFD code KIVA-II to model the two-stroke engine 
gas exchange processes. Inclusion of new and improved sub models such as a 
3-D Cartesian grid generation program, application of a one-dimensional wave 
4 
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action program for the exhaust process, inclusion of a mixing controlled 
combustion model and a wall jet impingement model. 
2. Simulation of a four-valved, fuel injected two-stroke spark ignition engine using ltý 
the modified version of the code to study the effects of various engine design and 
operating parameters such as cylinder head geometry, earlier intake valve 
closure, late exhaust valve opening etc. 
3. Simulation of the air-assisted fuel injection process into a cylinder using the 
KIVA-II code and its validation by experimental data using the Schlieren optical 
technique. 
4. Simulation of air-assisted fuel injection into a cylinder using an approximate 
method, employing a simple approach of conservation of mass, momentum and 
energy of the injected fuel and air into the cylinder thereby reducing 
computational resources needed. 
5. Experimental and simulation study of air-assisted fuel injection in a four-stroke 
spark ignition research engine. The simulation work has been validated with 
experimental data obtained at similar operating conditions. 
The two-stroke fuel injected engine simulations are based on a Ricardo Hydra spark 
ignition research engine geometry. The simulation results are shown to be in good 
agreement with published data. It is observed in this study that even with a moderate 
injection pressure of 1.5 bar, the air assisted fuel injection system produces droplets of 
the order of 10 µm when injected into a cylinder at ambient conditions. The study of 
the air assisted fuel injection system in a four-stroke engine shows the potential of such 
a fuel introduction system, however, the precise control of air and fuel pressure is 
required to obtain optimum performance results. 
1.3 STRUCTURE OF THE THESIS 
The remaining part of this thesis consists of six chapters. Chapter 2 describes the 
working principles of a conventional two-stroke cycle engine with its inherent 
problems of scavenging and short-circuiting of the fresh air/fuel mixture. A revvie«w of 
various methods in the literature to improve the scavenging process and their potential 
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are also discussed. The design features of a new generation of sophisticated and 
complex two-stroke cycle engines and their ability to abate stringent emission 
standards are summarised in this chapter. Chapter 3 briefly discusses the mathematical 
models used to simulate the two-stroke cycle engine processes. A brief description of 
the CFD code KIVA-II with its main features are also given chapter 3. In Chapter 4 
the modifications carried out in the KIVA-II code to simulate the complete cycle of a 
four-valved fuel injected two-stroke spark ignition engine with intake and exhaust flow 
are described. The computational results with parametric studies are presented and 
compared with the published literature in this chapter. A simulation study of an air 
assisted fuel injection (AAFI) process into a cylinder at ambient conditions is described 
in chapter 5. An approximate method to simulate the AAFI process is discussed in this 
chapter. The use of this approximate method to simulate a four-stroke spark ignition 
engine is the theme of chapter 6. Experimental data generated on a research engine to 
validate the simulation work and parametric studies conducted with the AAFI system 
are reported in this chapter. Finally, Chapter 7 highlights the main conclusions and 
recommendations for the future work that are foreseen from the present study. 
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CHAPTER 2 
LITERATURE REVIEW 
2.1 HISTORY OF THE TWO-STROKE ENGINE 
Two-stroke engines were first produced in 1887 by Butler and Roots based on a 
crankcase-scavenged, piston controlled intake, transfer and exhaust port. Later on, in 
1930, Zoller designed the 0.723-L L4 inverted U-type two-stroke which featured two 
parallel cylinders sharing a common chamber and included a wet oil sump. The 
scavenging of burned gases was achieved with a vane type positive displacement pump 
with a delivery ratio (DR) of 1.4. The scavenging and delivery ratio is defined later in 
this chapter. Engine supercharging occurred because the exhaust ports were closed as 
the inlet ports started to open. 
General Motors made a serious effort between 1928 to 1948 to develop a two-stroke 
engine powered vehicle, which resulted in an engine configuration which was also an 
inverted U-type similar to the Zoller engine, with two adjacent cylinders connected by 
a common combustion chamber which were uniflow scavenged with a Roots blower at 
a delivery ratio of 1.4. A conventional wet-sump lubrication system was used. The 
intake ports were controlled by one cylinder and the exhaust ports by the other, and 
the combustion process was stratified. Figure 2.1 shows the parallel inlet and exhaust 
pistons which share the common combustion chamber. Finally, a 4.2-L L4 two-stroke 
engine and vehicle reached the prototype stage with production of about 200 test cars. 
The project was discontinued in 1940 at the beginning of Word War II, and 
development continued on an aircraft radial two-stroke application which was 
terminated after the War ended. 
Despite the fact that two-stroke engine technology has been under development since 
the end of the 19th century, the only mass produced vehicles powered by a two-stroke 
engines were the Trabant and the Wartburg, with 594 cc two cylinder and 993 cc three 
cylinder water cooled engines, respectively. These engines were derived from the 193 1 
DKW-Meisterclasse, which had a 0.684-L L2 two-stroke air cooled engine. The 
derived vehicles were built at the former Audi Works at Zwickau. The Trabant and the 
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Wartburg engines remained essentially unchanged in cylinder configuration and porting 
from 1931 to 1989. Even though these engines were upgraded in 1985, with electronic 
fuel injection replacing carburation, they were superseded in design by higher- 
performing, cleaner-burning four-stroke engines based on the 1.0-L L4 VW Polo 
engine. In 1956, SAAB developed a two-stroke engine which was similar to the 
Wartburg engine with small differences in the bore and stroke dimensions. The specific 
power output of the two-stroke engines developed between 1930 to 1956 ranged from 
30-37 kW/l. 
The new generation of two-stroke spark ignition engines developed in the last decade, 
however, show higher specific outputs ranging from 54 to 81 kW/l. These engines do 
have complicated designs unlike a conventional ported two-stroke engine. Almost all 
these engines are externally scavenged with wet sump lubrication. The Orbital 1.2-L 
L3 and GM CDS2 1.5-L L3 are exceptions being dry-sump and crankcase-scavenged 
engines. 
The following sections briefly describe the working principles of a conventional two- 
stroke cycle engine, the problem of scavenging, unsteady flow behaviour, and 
evolution of the fuel-injected two-stroke engine with their associated problems. 
2.2 OPERATING CYCLE OF THE TWO-STROKE ENGINE 
The two-stroke cycle engine requires one crankshaft revolution in each power stroke 
resulting in significantly less displacement than that of an equivalent four-stroke 
engine. This results in a smaller, lighter engine with superior specific power output. 
Figure 2.2 shows one of the simplest types of two-stroke engine design. Ports in the 
cylinder liner are opened and closed by the piston motion, controlling the exhaust and 
inlet flows. The two strokes are: 
1. A compression stroke, which starts with the piston closing the inlet and exhaust 
ports, and then compressing the cylinder contents and displacing fresh charge into the 
crankcase. As the piston approaches top dead centre (TDC), combustion is initiated by 
the spark plug. Combustion results in a rapid rise in pressure and temperature which 
drives the piston down on the power stroke. 
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2. A power or expansion stroke, which starts with the piston at TDC and progresses 
to bottom dead centre (BDC), when first the exhaust ports and then the intake ports 
are uncovered. Most of the burnt gases exit the cylinder in an exhaust blo\vdov"wn 
process. When the inlet ports are uncovered, the fresh charge which has been 
compressed in the crankcase, flows into the cylinder. The piston and the ports are 
generally shaped to deflect the incoming charge from flowing directly into the exhaust 
ports, to achieve effective scavenging of the residual gases. The crankcase is sealed 
around the crankshaft to ensure the maximum depression within it. To induce fuel into 
the engine various options exist such as placing a carburettor in the inlet port, injecting 
fuel into the inlet tract, injecting fuel into the crankcase or transfer ducts, or injecting 
fuel directly into the cylinder before or after the closure of the exhaust port. The 
operation of clearing the cylinder of burned gases and filling it with fresh mixture (or 
air) - the combined intake and exhaust process - is called scavenging. 
Each engine cycle, with one power stroke is completed in one crankshaft revolution. 
However, it is difficult to completely fill the displaced volume with fresh charge and 
some of the fresh mixture flows directly out of the cylinder during the scavenging 
process. Therefore, the power output and efficiency of a conventional ported two- 
stroke cycle engine depends on the extent of scavenging it can achieve. 
The thermodynamic cycle used for the two-stroke engine is essentially the Otto cycle 
as shown in Figure 2.3. However, deviation between the theoretical and experimental 
cycle is obvious, due to design constraints in the actual engine, required to achieve 
constant volume heat addition and exhaust processes. In a simple two-stroke engine. 
port timing events are symmetrical around TDC and BDC and this is defined by the 
connecting rod-crank relationship. Typical port timings for different engine 
configuration are shown in Figure 2.4 [7]. The shaded area shown in each case is 
referred to as the blowdown period as described earlier. Since the crankcase is to be 
sealed to provide an effective air-pumping action, the piston must always totally cover 
the exhaust port at TDC or, to be specific, the piston length must be sufficiently in 
excess of the stroke of the engine to prevent gas leakage from the crankcase. For an 
engine with disc valves, the asymmetrical nature of the port timing is evident. 
However, for engines fitted with reed valves the situation is much more complex, for 
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the opening and closing characteristics of the reed are controlled by such factory as the 
reed material, crankcase compression ratio, engine speed and throttle opening. Typical 
performance characteristics of an engine fitted with different reed valves are shown in 
Figure 2.5 [8]. At low engine speed, the reed valve opening and closing points are 
similar to those of disc valved engines. However, at increased speeds these 
characteristics are reversed [8]. 
2.3 SCAVENGING PROCESS IN TWO-STROKE CYCLE ENGINES 
The major influences on the performance, fuel economy and emissions characteristics 
of the conventional two-stroke engine are in general directly related to the cylinder 
scavenging or gas exchange process. In the two-stroke cycle engine, the fresh charge 
must be supplied to the engine cylinder at a high-enough pressure to displace the 
burned gases from the previous cycle. Raising the pressure of the intake mixture is 
achieved by crankcase compression or by a separate pump or compressor. However, 
air capacity is just as important as in the four-stroke cycle; usually, a greater mass flow 
rate must be achieved to obtain the same output power. This is due to the fact that a 
large amount of fresh charge inducted into the engine cylinder leaves through the 
exhaust port during scavenging without taking part in combustion. 
There are a number of methods of scavenging. These are illustrated in Figure 2.6. 
Scavenging arrangements are classified into: (a) cross-scavenged, (b) loop-scavenged, 
and (c) uniflow-scavenged configurations. The location and orientation of the 
scavenging ports control the scavenging processes. Cross- and loop-scavenging 
systems use exhaust and inlet ports in the cylinder wall, uncovered by the piston as it 
approaches BDC. The uniflow system may use inlet ports with exhaust valves in the 
cylinder head or inlet and exhaust ports with an opposed piston configuration. Despite 
the different flow patterns obtained with each cylinder geometry, the general operating 
principles are similar. The fresh charge (air or air-fuel mixture) must be supplied to the 
inlet ports at a pressure higher than the exhaust system pressure. 
The cycle of events in the scavenging process for a two-stroke cycle engine is 
illustrated in Figure 2.7, with the corresponding cylinder pressure-volume diagram in 
Figure 2.8. After about two-thirds of the expansion stroke the exhaust valve or ports 
are opened and the products of combustion pass to the exhaust. The cylinder pressure 
drops from a to b (Figure 2.8). In an ideal cycle when the cylinder pressure equals the 
air supply pressure, the inlet ports open (Figure 2.7b). The period from exhaust port or 
valve opening (EVO) to inlet port/valve opening (IVO) is called the exhaust blowdown 
period. When the inlet ports and exhaust ports (or valve) are both open, the incoming 
air displaces the products of combustion. This process is carried out by the dynamic 
forces in the cylinder. In the cylinder pressure diagram, this process is represented by 
period b to c and is called the scavenge period. Depending upon the timing, the 
exhaust valve or ports may close before or after the inlet ports are closed. If the latter, 
then period c to d is called the charging period. If the exhaust ports close after the inlet 
ports, then some of the charge will pass into the exhaust. 
In the case of conventional two stroke engines, the uniflow scavenging method is 
generally unacceptable on grounds of complexity whereas ported, loop and cross 
scavenging systems are the preferred design options. Presently, loop scavenging is the 
favoured option except in some small capacity outboard motors in which cross 
scavenging is still applied. This is due to the fact that cross scavenged engines exhibit 
superior characteristics such as high brake specific power output and operational 
stability at idle and low speed/light load performance. Secondly, manufacturing costs 
of the cross scavenged engine can be lower and the porting arrangement permits close 
cylinder-to cylinder spacing and compact packaging of multi-cylinder engines. 
However, the application of this category of engines is restricted due to its inferior full 
load fuel economy and emission characteristics, reduced potential specific power 
output and detonation behaviour. The trapping efficiency is generally lower than its 
loop scavenged counterpart. Also, it is believed that the more compact combustion 
chamber of the loop scavenged engine results in more efficient utilisation of the 
trapped charge [9]. 
The following parameters are used to describe the efficiency of the scavenging 
process [ 10]. 
Literature Review 
The Delivery Ratio A: 
n= 
mass of delivered air (or mixture) [ . 1] reference mass 
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compares the actual scavenging air mass (or mixture mass) to that required in an ideal 
charging process. The reference mass is defined as displaced volume x ambient air (or 
mixture) density. Ambient air (or mixture) density is determined at atmospheric 
conditions or intake conditions. This definition is useful for experimental purposes. For 
analytical work, it is often convenient to use the trapped cylinder mass mr as the 
reference mass. 
The Trapping Efficiency il,,: 
mass of delivered air (or mixture) retained 
qtr 
mass of delivered air (or mixture) 
indicates what fraction of the air (or mixture) supplied to the cylinder is retained in the 
cylinder. 
The Scavenging Efficiency q,,: 
mass of delivered air (or mixture) retained 
71 
sc mass of trapped cylinder charge 
[2.31 
indicates to what extent the residual gases in the cylinder have been replaced with fresh 
charge. 
The Purity of the charge: 
mass of air in trapped cylinder charge 
ý, - Puri - mass of trapped cylinder charge 
[2.41 
indicates the degree of dilution, by burned gases, of the unburned mixture in the 
cylinder. 
The Charging Efficiency roch: 
mass of delivered air (or mixture) retained 
ich displaced volume x ambient density 
indicates how effectively the cylinder volume has been filled with the fresh air (or 
mixture). 
Charging Efficiencv, Trapping Efficiency, and Delil'erv Ratio are related by 
i(-/i =n lltr [2.6] 
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When the reference mass in the definition of Delivery Ratio is the trapped cylinder 
mass mtr (or closely approximated by it) then 
i1sc= ATtr [2.7 
2.4 METHODS OF IMPROVING SCAVENGING 
The problem of short-circuiting in a crankcase scavenged two-stroke engine has been 
studied by a number of researchers in the past. The simplest approach of all to reduce 
short-circuited fresh charge is to retard exhaust port timing which effectively decreases 
the overlap period. Tsuchiya and Hirano [ 11 ] and Ortolani and Mariani [ 12], among 
other researchers, have investigated this, and reached the same conclusion, that a small 
fuel saving is gained but with a severe reduction in engine specific power output and 
driveability and so naturally this is of limited value. Tsuchiya et at. [13] described a 
system which employs a butterfly exhaust valve on a Yamaha RD 400 two-stroke 
motorcycle engine to help control charge loss. The valve reduced the effective exhaust 
pipe diameter at part throttle and idle, so increasing the engine trapping efficiency and 
hence reducing fuel consumption and hydrocarbon emissions. Nomura et at. [ 14], 
however, suggested that improvements in fuel consumption of more than 10% can be 
achieved using optimum exhaust timing which is a function of engine speed and load. 
At low engine speed or small throttle opening, a retarded optimum exhaust timing was 
observed which resulted in reduced fuel consumption and increased power output of 
the engine. The improvement in fuel consumption and power output is primarily due to 
the reduction in short-circuiting, whereas the improvement in thermal efficiency is 
attributed to an increase in the effective compression ratio. The effective compression 
ratio is defined as the ratio of cylinder volume at exhaust port closing to the clearance 
volume (i. e. cylinder volume at TDC). 
An emphasis has been placed by the engine researcher on attempting to scavenge the 
engine cylinder with fresh air whilst introducing the fuel using carburettors. The most 
significant effort has been made by Batoni [15]. He used a 50 cc moped engine and a 
200 cc scooter power unit in a cylinder-head to cylinder head configuration for this 
purpose. The individual crankshafts were coupled together by a rubber toothed timing 
belt such that the piston of each unit arrived at top dead centre simultaneously. Each 
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engine was conventional except that the 50 cc engine had its normal exhaust port 
sealed off. The opposed piston engine had two intakes, the 200 cc unit inducting only 
air and the 50 cc unit inducting air and fuel (approximately 4: 1 air/fuel ratio) via a 
carburettor. This meant that the rich mixture entered the engine remote from the one 
exhaust port in the 200 cc unit, where the majority of the air was induced. Batoni 
showed a considerable reduction in fuel consumption and exhaust emission levels with 
no specific loss in power or torque; typically the engine had a specific fuel 
consumption over a wide range of loads and speeds in the region of 240 g/bhp. hr 
(0.32kg/kWh). However, it was accomplished with a considerable sacrifice in the 
conventional mechanical simplicity of the engine type and while carburation is retained, 
the overall mechanism is unlikely to attract widespread commercial exploitation. 
Blair et al. [16] proposed a special design of a crankcase-scavenged two-stroke 
engine, where the fresh charge is introduced to the cylinder as a two-step stratified 
charge. First, pure air is introduced to scavenge the cylinder from burnt gas and then a 
rich mixture is delivered. Thus, the unavoidable short circuited charge, which is mainly 
composed of the first-stage charge, does not result in a noticeable loss of fuel. Figure 
2.9 shows the schematic form of engine used by Blair et al. [16]. The single-cylinder 
engine, with a swept volume of 400 cc and a compression ratio of 7.25, typically 
produced a bmep of 500 to 530 kPa at 3000 rpm and wide open throttle. The specific 
fuel consumption over almost the entire speed and load range was between 0.26 to 0.3 
kg/kWh. This shows a high potential of this form of stratified-charging for a two- 
stroke engine. 
Attention has also been focused towards the effect of various designs of port geometry 
on the scavenging process. Sher [18] used an asymmetric effect to improve scavenging 
efficiency by installing a fluid diode or scroll diode in the intake port. A fluid diode is 
an element with no moving parts, which allow fluid to pass through it in the forward 
direction with a relatively low pressure drop, whilst it forms a relatively higher 
resistance to flow in the reverse direction. The fluid diode principle used by Sher i,. 
schematically shown in Figure 2.10. 
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Desantes et al. [19] suggested an exhaust pipe design method for optimisation of the 
scavenging process. In the first part of this approach, a relationship at different engine 
speeds is established between the pressure-time history, at a point adjacent to the 
exhaust port and the parameters which characterise the scavenging process, such a1-" 
delivery ratio and trapping efficiency. The most suitable exhaust p-6 diagram can he 
experimentally determined for specific use. In the second part. the method of 
characteristics is used to compute analytically the plots of pressure at the exhaust port 
versus crank angle for a given exhaust duct configuration. With this calculation 
different outlines of exhaust pipe can be modelled analytically and the one that 
complies with the required coefficients of the scavenging process, for a range of engine 
speeds can be chosen. This approach is a combination of analytical and experimental 
methods. A large number of exhaust pipe configurations is required to be tested to 
obtain the optimum pressure-crank angle diagram near the exhaust port for a specific 
application. Therefore, this method is limited to prototype engines and those under 
development. 
Sher et al. [20] studied the effect of throttling the exhaust pipe as a means of 
improving, torque, fuel consumption and emissions in a 124.3 cc single cylinder two- 
stroke cycle engine. The throttling of exhaust was done using a simple butterfly valve. 
They reported a significant reduction (28%) in hydrocarbon emissions and fuel 
consumption (15%) over a wide range of engine speeds and loads without a noticeable 
deterioration in the operational stability when exhaust throttling was applied with a 
butterfly exhaust valve. The maximum power output of the engine also increased by 
about 20%. These improvements were mainly attributed to a reduction in short 
circuiting and to the supercharging effect of throttling the exhaust pipe. The throttling 
of exhaust results in an increase in the cylinder charge pressure at the start of the 
compression stroke thereby producing an effect similar to supercharging in this case. 
The optimal level of throttling depends on the operating conditions of the engine. 
Figure 2.11 shows the optimal exhaust pressure versus the engine speed and the engine 
load (intake pressure). At low engine speeds, the optimal back pressure depends only 
to a small extent on the engine load. However, at higher engine speeds the optimal 
exhaust back pressure depends solely on the engine load, as shown in Figure 2.12. The 
effect of throttling the exhaust on the brake specific fuel consumption (bsfc) has been 
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reported as high as 15% in this case. The characteristic effect of exhaust throttling on 
the hydrocarbon emission level is very similar to the bsfc curve shown in Fl eure 112 
with the exception that the reduction level of HC emission is higher (28rß ) 
It was observed that with a low level of throttling the increase in the charge pressure at 
the commencement of the compression stroke (a supercharging effect to an extent) iN 
the dominant effect. Such an increase does not affect only the mass of the trapped fresh 
charge (which contributes to the increased maximum engine power), but also affects 
the temperature of the combustible mixture at the time of the spark. An increase in the 
temperature of the mixture would result, in an increase in the probability of ignition 
(and thus a decrease in the cyclic dispersal), and in an increase in the burning velocity'. 
The latter would give a higher combustion efficiency (a lower HC emission level) and a 
closer approach to the ideal Otto cycle (a higher thermal efficiency or a lower brake 
specific fuel consumption). 
2.5 UNSTEADY FLOW IN THE TWO-STROKE ENGINE 
The gas exchange processes in two stroke engines occur in an unsteady manner. The 
release of high pressure gas from the cylinder through the exhaust valves or ports sets 
in motion pressure waves in the exhaust pipe which are propagated at the local speed 
of sound relative to the gas velocity in the pipe. These pressure waves interact with 
branches in the pipe and with the end of the pipe. These interactions cause pressure 
waves to be reflected back to the exhausting cylinder, resulting in unsteady gas 
dynamic behaviour in the exhaust flow. In multi-cylinder engines, if there are several 
cylinders exhausting at the same time, there may be interference with the gas exchange 
processes in these cylinders due to the transmitted and reflected pressure waves. The 
phasing of these pressure waves may aid or inhibit the gas exchange process. When 
they aid the process the exhaust system is said to be tuned. The tuned exhaust pipe 
harnesses the pressure wave motion of the exhaust process to retain a greater mass of 
fresh charge within the cylinder. An untuned exhaust system in a multi-cylinder t\V'o 
stroke engine may reduce the power output of the engine by as much as 50«ý [7]. 
In the case of induction flow into the crankcase through an intake port. the unsteady 
motion is set up due to the variation in the crankcase pressure and change in the intake 
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port area by piston movement. The reduction in power is either due to changes in the 
inlet port opening during the intake process or the crankcase being used as a pump. In 
both cases, the variable inlet flow rate to the cylinder in the inlet valve or ports will 
cause expansion waves to be propagated into the inlet manifold. These expansion 
waves will be reflected at the open end causing positive pressure waves to be 
propagated towards the cylinder. If the timing of these waves is well arranged, then the 
positive pressure wave will cause the trapped pressure to be raised above the nominal 
inlet pressure. When a design achieves this objective the process is called induction 
ramming. In a two-stroke engine, when the charge pressure is boosted using a blower, 
or compressor, the effect of unsteady flow wave action in the intake flow is less 
important compared to that in the exhaust flow. 
The effect of varying pipe length on exhaust and intake flow has been illustrated in 
Figure 2.13 [7]. The change in exhaust pipe length has a marked effect on the cylinder 
mass ratio (CMR) and on the average cylinder pressure. In case of the exhaust flow, 
CMR is defined as the ratio of instantaneous cylinder mass to the original cylinder 
mass before exhaust port opening. A low value of CMR is obtained for a pipe length of 
200 mm. This is due to the expansion wave reflection which has pulled the cylinder 
pressure below the atmospheric pressure. The number and amplitude of the residual 
reflections is also greatly influenced by pipe length as shown in Figure 2.13a. 
In the case of intake flow shown in Figure 2.13b, the highest cylinder mass ratio is 
observed with a pipe length of 250 mm. The ramming wave is effective in all the three 
cases, however, the optimum phasing of the cylinder pressure and the ramming wave 
created at the open end of the pipe has resulted in a high CMR in the case of 250 mm 
pipe. In the case of intake flow, CMR is defined as the ratio of the instantaneous 
cylinder mass to the mass required to fill the cylinder volume at standard temperature 
and pressure conditions. The highest cylinder pressure also corresponds to the greatest 
CMR value. After the closure of the intake port, the subsequent reflections of the 
ramming wave between the open and close ends is clearly observed in Figure 2.1 3b. 
The CMR level in the next cycle is determined by the interaction of the residual 
reflection with the inflow process. 
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The severity of the unsteady characteristics of a two-stroke engine is also due to the 
cylinder filling and emptying processes occurring within the same time frame, that of 
the open cycle period. Therefore, it is essential to have a thorough understanding of 
the mechanism in order to be able to design an efficient two-stroke cycle engine. 
Methods of predicting the gas exchange process in an engine due to the unsteady flow 
are now well established [21,22]. 
2.6 IN-CYLINDER FUEL INJECTION 
The most promising method of eliminating the short circuiting of fuel, is to inject the 
fuel into the cylinder after exhaust valve closure. This allows the scavenging process to 
be carried out with air alone and the fuel to be injected later, in proportion to the mass 
of air trapped. Most of the work carried out in this field has employed high pressure. 
mechanically controlled fuel injection systems, which are timed to occur during, the 
closed part of the engine cycle [23 - 26]. The major problem to be surmounted is that 
of obtaining from the scavenging process, sufficient turbulence to promote good 
mixing of the injected fuel before the onset of combustion. This is particularly true 
when cylinder head injection is used. Although some of this work was concerned with 
charge stratification, the improvements in fuel economy and exhaust hydrocarbon 
emissions are undoubtedly due to the use of closed cycle fuel injection. Improved 
droplet distribution and atomisation can be achieved by creating a high relative velocity 
between the inject fuel droplets and the surrounding air. Two approaches commonly 
used in this area are: (i) High pressure liquid injection, and (ii) Air assisted fuel 
injection. 
In (i) the injection process imparts a high velocity to the fuel by discharging it undel 
high pressure, through a small orifice or nozzle, whereas, in the second method, a 
relatively slow moving fuel film is exposed to a high velocity air stream. 
The development and application of microprocessor-based engine control and 
electronic fuel injection systems has stimulated interest in the use of direct, in-cylinder 
fuel injection in spark ignition engines [27]. This technology has alltovv, cd the 
automotive engine designer to reconsider the two-stroke cycle engine. 
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A low pressure electronically controlled fuel injection system, with a fuel pressure of 
bar, was first employed by researchers at Motobecane [28] in the latter part of the 
open cycle in a conventional ported two-stroke cycle engine. They employed electronic 
control of the injection process and found that the design could be easily adapted to 
suit various applications. A significant reduction of approximately 35 - 4()(( in specific 
fuel consumption has been reported by these researchers with no loss in power output 
for this category of engine. The specific emissions of CO and HC decreased by 
approximately a factor of 3 when compared with emissions from a conventional two 
stroke engine. 
Douglas et al. [29] used low pressure fuel injection (Bosch L-Jetronic fuel injection 
system for 4-stroke cycle automotive engines modified to reduce fuel flow rate at 2.8 
bar line pressure) with manual control of the electronic injector by means of a timing 
disc and inductive pick-up fixed to the crankcase. They, however, contradicted the 
claims of Motobecane by reporting very little improvement in fuel economy without a 
considerable loss of power. A 30% improvement in specific fuel consumption has been 
reported in their study. Out of these, 20% could be accounted for by using leaner 
mixtures, with 5% due power loss and the other 10% by direct fuel injection but with a 
further 10% loss of power. Their conclusions also indicated that any other 
improvements could equally be achieved by refinements to the carburation system and 
bsfc values as good as those shown by their fuel injection engine may be possible. 
In low pressure fuel injection systems, the power output of the engine is reduced with 
the improvement in specific fuel consumption. This is due to the fact that only lean 
operation of the engine is best suited to low pressure fuel injection due to the problems 
of atomisation and vaporisation of the injected fuel. Therefore, the disagreement in the 
above two studies with low pressure fuel injection can be attributed to the different 
fuel injection systems and their control used. 
Beck et al. [30] discussed the essential elements of fuel metering, spatial distribution of 
fuel droplets, timing of injection and droplet vaporisation in the case of electronically 
controlled high pressure fuel injection. The severity of the problems of fuel-dir 1111\ing 
and evaporation of fuel droplets associated with the direct injection process can he 
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realised by studying the timings for these processes in a typical two-stroke engine 
running at 6000 rpm, which are shown in Table 2.1 [30]. 
Table 2.1 Timings for various processes in a typical two-stroke engine 
Event Time Available "CA 
Exhaust and induction 4 ms 144 
Fuel injection 1 ms 36 
Mixing and vaporisation 2 ms 72 
Combustion and expansion 3 ms 108 
To accomplish the events described in Table 2.1 in the allotted time, requires spray 
velocities of the order of 100 m/s. To achieve spatial distribution of the fuel in time to 
allow for vaporisation and mixing, the fuel spray must travel distances of 100 mm in 
time intervals of the order of one or two milliseconds. To vaporise quickly, the droplet 
size must be less than 20 gm after leaving the nozzle. These constraints, along with 
low in-cylinder motion exacerbate the problem and the extent of evaporation and 
mixing is largely dependent on the fuel injection system. 
Reduction of emission levels in two-stroke gasoline engines was studied by Yamagishi 
cat al. [24] using fuel injection. Various nozzle locations were tried in their study. 
Nozzles were located in the cylinder head, in the scavenging port, and in the lowei- 
portion of the cylinder bore. The cylinder head injection produced the best 
performance with regards to power output, fuel economy, and exhaust emissions. 
Improvement in irregular combustion during idling and better response to sudden 
acceleration was reported in their study. However, fuel consumption was less 
satisfactory in the range of spark timing control studied. High exhaust noise was also 
reported with fuel injection due to increased blowdown pressure in this case. For 
optimum performance of direct-injection engines, they suggested the use of variable 
injection timing over a wide range of speed. 
The Orbital Engine Company's `Orbital Combustion Process (OCP)' [311 i,, an 
important innovation in the area of fuel injected two-stroke engine. The key feature,, 
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are the air assisted fuel injection system, the exhaust port control valve, the low 
thermal inertia exhaust and the platinum/palladium oxidation catalyst. The complete 
engine system is shown in Figure 2.14. Air is drawn into the crankcase past reed 
valves, by the upward motion of the piston during the compression stroke. Fuel is 
injected into the cylinder after the piston has covered both inlet and exhaust ports. The 
spark plug ignites the still stratified mixture towards the end of compression. Some 
two-thirds of the way through the expansion stroke the piston uncovers the exhaust 
ports and the burned gases start to flow rapidly out of the cylinder (the exhaust port 
valve is used to control this flow). The piston then uncovers the transfer ports which 
allows crankcase-compressed air to enter the cylinder, further displacing the burned 
gases. Some of this air blows straight through the cylinder; the rest is trapped with the 
residual burned gases for the next cycle. Stratified combustion during part load 
operation is achieved by a combination of a low-penetration spray, combustion 
chamber design, scavenge flow control, and advanced ignition timing. The advanced 
ignition timing reduces the dispersion of the fuel cloud prior to ignition, thus ensuring 
reliable firing and reduced cycle-to-cycle indicated mean effective pressure (imep) 
variation. The OCP has demonstrated the ability to meet the most stringent proposed 
US emission standards, whilst also exhibiting fuel consumption advantages over 
current four stroke engines. 
A 71 kW (95 hp) 1.2 litre three cylinder OCP engine installed in a 2500 lb weight test 
vehicle showed a significant reduction in emission level (Figure 2.15) with figures for 
HC, CO and NO,, of 61%, 93% and 68% below the contemporary US limits for 
constant volume sampling cold and hot cycle or CVS C/H test. 
In an alternative approach, the Institute Francais du Petrole (IFP) developed a 
compressed air assisted fuel injection process (IAPAC, Injection Assistee Par Air 
Comprime) that combines the advantage of direct injection with those of carburation 
[32]. In this process, the air-fuel mixture is prepared in a pre-chamber. The intake of 
compressed air arrives at an actuated valve with a pressure level similar to the pump 
crankcase peak pressure in a two-stroke engine. A conventional low pressure gasoline 
fuel injector is located in the cylinder head to introduce fuel onto the valve within a 
venturi. The fuel injector is used for metering by sequential control, since its phasing is 
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of little effect. The venturi is used to increase the compressed air inlet speed where the 
fuel is introduced, and to permit motion of the air in two separate passages. one inside 
the venturi, the other outside. This implies a better atomisation of the fuel. Figure 2.16 
illustrates the IAPAC engine . 
The performance and emission characteristics of an IAPAC engine show considerable 
improvement over a conventional two stroke engine. The effective specific fuel 
consumption at full load with an IAPAC engine of 246 cc capacity is reported to be 
below 260 g/kWh for a wide range of operational speed/load combinations. The engine 
out emissions also show large areas below 10 g HC/kWh and 10 g NON/kWh. 
Both the OCP and IAPAC pneumatic fuel injection processes relate to loop scavenged 
engines for automotive, marine or aircraft applications and claim high efficiency and 
low pollutant emissions. 
Toyota [33] and Ricardo [34] have developed poppet-valved two-stroke engines. In 
this type of engine both inlet and exhaust is accomplished via poppet valves in the 
cylinder head. These engines employ four valves per cylinder with two valves for 
scavenging air and two for exhaust and make use of cylinder head fuel injection as 
shown in Figure 2.17. The intake or scavenge ports are directed in order to achieve a 
'reverse tumble' scavenge loop. The major advantage of adopting this approach is that 
the 'bottom end' of the engine can be similar to the four-stroke engine, while the valved 
cylinder head will have many similar features to a four-stroke cylinder head. These 
features make the poppet valved two-stroke an attractive proposition for 
manufacturers of four-stroke engines, who wish to develop automotive two-strokes in 
a shortest time scale and at the lowest investment by using existing engines and 
production facilities. 
Ricardo's 370 cc Flagship engine has a compression ratio of 12: 1. The predicted brake 
mean effective pressure (bmep) and specific power using a CFD simulation is shown in 
Figure 2.18. The predicted maximum specific output of 94.5 kW/litre clearly 
demonstrates the potential of the engine. This is gross output but if allowance is made 
for the power to drive its own blower, instead of using the test shop air Supply, this 11, 
equivalent to about 70 kW/litre net. 
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The Subaru 1600 cc V4 engine is one of the more complex of these new design" [i]. 
This engine has a very high target output of 130 kW (174 bhp) at 6000 rpm.. - po iti vc 
displacement screw type blower delivers air to the piston controlled ports and belt 
driven rotary exhaust valves are fitted inside the exhaust port as shown in Figure 2.19. 
By controlling the exhaust through two valves in series, unsymmetrical timings can be 
achieved; i. e. the exhaust ports can be made to close before the inlet transfer ports and 
thus true supercharging, as distinct from scavenging, becomes possible. A wet sump 
lubrication is used in this engine. As there are no reciprocating components in the valve 
system, there are relatively less mechanical obstacle to high rpm. The engine is fuelled 
by direct injection at 70 bar pressure, however, no details are available for emissions, 
economy, performance or durability for this engine. Exhaust rotary valves of adequate 
durability have proved very difficult to develop in the past, even for a simple four- 
stroke engine without supercharging. Therefore, the future of this engine depends on 
the performance and durability of the rotary exhaust valve due to high friction 
associated with these parts. 
An engine developed at AVL [35], claims to overcome the problem of short mixture 
preparation times normally associated with late injection timings, by a system known as 
direct mixture injection (DMI). The DMI system prepares the fuel-air mixture in a 
mixing chamber and introduces it through a mixture injection valve into the cylinder 
head. Introduction of the mixture using compressed air starts after exhaust port closure 
and ceases when the mixing chamber pressure is equal to the cylinder pressure during 
the compression stroke. In order to recharge the mixing chamber with compressed gis. 
the mixture valve is held open as the cylinder pressure rises during the remainder of the 
compression stroke and the early part of the expansion stroke. Fuel injection into the 
mixing chamber can commence as soon as the mixture injection into the engine 
cylinder is completed and reverse gas flow into the mixing chamber has begun. Thus 
this system has the advantage over normal direct in-cylinder liquid injection that a long 
crank-angle duration, effectively lasting one full engine cycle, is available for mixture 
preparation. Initial results presented for the DMI system tested on a single cylinder 250 
cc engine show a potential for low fuel consumption (less than 400 JkWh ). 10\\ 
hydrocarbons (HC) and low nitrogen oxides (NO) emissions. The mass emission 
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values were 1.03 g/km for CO, 5.3 g/km for HC and 0.02 g/km for NO, en-i' ions 
under ECE Regulation 40 test conditions. 
A comparison of performance and emissions data for new two-stroke cycle engines- is 
shown in Table 2.2 [5]. This table suggests that even the simplest and cheapest of all 
the new engines - say the Orbital - can have the specific power and torque of a 
contemporary, fuel injected, 4-valve four-stroke engine, with a much reduced engine 
cylinder capacity and space requirement. 
Table 2.2 Comparison of new generation of two-stroke cycle engines 
Engines Specific Power Specific Torque Exhaust Emissions 
kW/litre (bhp/litre) Nm/litre (lb ft/litre) CO HC NOX 
Orbital OCP 53 (70) 100 (74) 0.24 0.16 0.32" 
IAPAC 53 (70) 107 (79) - <10.0 <10.0" 
GM CDS-2 55 (73) 117 (86) --- 
Toyota S-2 59 (79) 164 (121) --- 
Chrysler EBDI 68 (91) 124 (92) --- 
Ricardo Flagship 70 (94) 159 (117) --- 
Subaru 81 (108) 148 (109) --- 
Typical 4-Stroke 19 (25) 71 (52) 3.40 0.25 0.70` 
a- g/mile, b- g/kWh, c- g/mile (1993 USEPA limits) 
It is noted that to be effective, the fuel must be injected after the exhaust ports (valves 
in the case of poppet-valved engines) are closed, uniformly distributed and fully 
vaporised before the exhaust ports/valves open again. To accomplish injection, 
vaporisation and combustion in two-thirds of an engine revolution, is no mean task. 
The fuel injection processes along with droplet atomisation and evaporation in a two- 
stroke engine are mainly dependent on the in-cylinder mean air motion, and the level 
of turbulence in the engine cylinder. Thus, it has become apparent that there is 
increased need for understanding and optimisation of in-cylinder flow processes in the 
new generation of two-stroke engines. 
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2.7 CLOSURE 
In recent years, the two-stroke engine concept has been given serious consideration as 
an alternative powerplant for automotive applications by a number of automotive 
manufacturers. Simplicity of construction and the promise of lower manufacturing 
costs, and a compact engine package are the prime motivating factors which have 
historically attracted support for the two-stroke concept. These factors are again 
responsible for these new efforts to realise the promise of the two-stroke engine. 
However, concerns such as combustion stability at light load and low speed, exhaust 
emissions of soot and unburned hydrocarbons are to be resolved. New technologies 
such as direct injection, electronic control, and catalytic conversion promise to resolve 
these concerns. With the development of two stroke technology, the initial simplicity 
of crankcase scavenging and dry-sump designs and externally driven scavenging 
blowers are becoming obsolete. Adoption of contemporary wet-sump lubrication, 
combining cylinder wall inlet ports with poppet exhaust valves for uniflow scavenging 
and variable exhaust timing control are emerging as preferred design options. 
Recent advancement in two-stroke engine technology suggests that even the simplest 
and cheapest of the new generation two-stroke engines can deliver power and torque 
comparable to that of a modern 4-valved fuel injected four-stroke engine with less 
weight, bulk and at least equally good fuel consumption and emissions. The part load 
performance and specific emissions of these engines have shown their future potential. 
The air assisted fuel injection system with its ability to atomise injected fuel and help 
evaporation in a very short duration is of particular significance, and can improve 
combustion performance and reduce engine-out hydrocarbon emissions. However, 
factors such as durability, oil consumption, and stability of emissions performance over 
a specified mileage (generally 100,000 miles) will have to be established. The fact is 
that the stricter the emission standards, the better is the scope for these advanced two- 
stroke engines compared to the four-stroke cycle spark ignition engines. 
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Figure 2.5 Performance characteristics of different reed valves [Ref. 8] 
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Figure 2.6 Scavenging methods in two-stroke cycle engine with porting arrangements 11 
(a) cross-scavenged, (b) loop-scavenged, and (c) uniflow-scavenged 
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CHAPTER 3 
DESCRIPTION OF THE CFD CODE KIVA-II 
3.1 MODELLING OF THE TWO-STROKE ENGINE PROCESSES 
3.1.1 Classification of Mathematical Models Applied to Two-Stroke Engines 
Mathematical models for two-stroke spark-ignition engines can be divided into two 
main groups - thermodynamic and multi-dimensional models [36]. Thermodynamic 
models can in turn be classified in two subgroups - single and multizone models - 
whereas dimensional models can be divided into one dimensional and multidimensional 
models. 
Single zone models are based around the first law of thermodynamics, mass 
conservation and gas property relationships. The cylinder charge properties such as 
pressure, temperature, and composition are assumed to be uniform. These models 
define the state of the cylinder charge in terms of average properties, do not distinguish 
between burned and unburned gases, and assume the cylinder charge is homogeneous. 
Combustion in single-zone models can be considered as a heat addition process, and 
the chamber charge is regarded as an ideal gas as shown in Figure 3.1. These models 
are used to predict rate of heat release using experimentally determined pressure-time 
diagrams as an input. Alternatively, the mass burning rate is specified, and the cylinder 
pressure variation with time is predicted. These models can account for mass flows 
into and out of cylinder crevices, but they ignore the flame propagation and 
combustion chamber geometry. 
Multizone models describe the combustion phenomena in more detail. The combustion 
chamber is divided into burned and unburned regions as shown in Figure 3.2 and 
sometimes thermal boundary layers in the burnt and unburned gases are also 
considered. Ideal gas assumptions are applied to the burned and unburned gases along 
with the first law of thermodynamics, the equation of state, and the conservation of 
mass and volume. In these models, the effect of laminar flame speed, turbulence 
intensity, and turbulent length scales on combustion can be included. The effects of the 
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intake-generated turbulence, swirl, squish, shear, and compression can also be included 
in the equation for the turbulence kinetic energy and its dissipation rate 
The thermodynamic energy conservation based model can be extended to produce 
phenomenological (since additional details beyond the energy conservation equation', 
are added for each phenomenon in turn), and quasi-dimensional (where specific 
geometric features, e. g., the spark-ignition engine flame or the diesel fuel spray . shape. 
are added to the basic thermodynamic approach) models. The logic structure of 
thermodynamic-based models given by Heywood [27] has been reproduced in Figure 
3.3 which shows the engine's intake, combustion, expansion, and exhaust processes 
where conservation laws are applied to follow the changing thermodynamic and 
chemical state of the working fluid in the cylinder. 
One-dimensional flow models can be used to predict the intake and blowdown periods, 
using experimentally measured discharge coefficients under steady flow conditions 
through the intake and exhaust valves. These discharge coefficients are a function of 
the valve geometry and lift, valve seat angle and diameter, Reynolds and Mach 
numbers, etc. One-dimensional combustion models assume planar, cylindrical or 
spherical flame propagation. In planar flame propagation models the distance between 
the piston and the cylinder head must be much larger than the cylinder bore; this is 
clearly unrealistic in conventional reciprocating engines. Cylindrical flame propagation 
models can simulate combustion phenomena after the flame reaches the piston; 
however, they are not accurate for predicting the initial stages of combustion. In the 
absence of strong swirl, the surface of the mean burned gas front can be approximated 
by a sphere resulting in spherical flame propagation. Generally, the flame is treated as a 
thin reaction sheet, however, in actual practice the flame is highly wrinkled due to the 
turbulent flow conditions in the cylinder. 
Multidimensional models (commonly referred to as Computational Fluid Dynamic or 
CFD codes) attempt to solve the conservation equations for mass, momentum, energy 
and species in several spatial dimensions and time for the evolution of in-cylinder 
flows, heat and mass transfer (fuel injection) and combustion. Furthermore, these 
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models provide more detail than one-dimensional models for simulation of gas flows in 
manifolds. However, this is achieved at a greater computational expense. 
Over the past several years, CFD has been increasingly accepted as an adjunct to 
experimentation in the design and understanding of practical combustion systems. 
Typical of such publications are those by Diwakar [37], Ahmedi-Befrui et al. [38], 
Gosman et al. [39] and Sweeny et al. [40]. CFD models are proving useful in 
examining problems characterised by the need for detailed spatial information and 
complex interaction of many phenomena simultaneously occurring in an engine such as 
turbulence, heat transfer, chemical reactions, etc. 
However, it is impossible to resolve all the flow scales in these models. The 
instantaneous flow variables are treated as the sum of the mean flow and fluctuating 
quantities and are substituted into the governing equations. The introduction of time or 
mass averaging results in a number of correlations which are frequently modelled as 
terms proportional to the gradients of the mean flow variables. The CFD models 
developed to analyse engine combustion use turbulence models that were developed 
for stationary, incompressible, thin-shear flows. These models may not be valid for 
predicting unsteady, compressible, recirculating flow. Also, predictions from these 
models cannot be easily compared with laser Doppler velocimetry (LDV) and cycle- 
resolved measurements due to their inability to predict cycle to cycle variations. Any 
agreement between numerical and experimental data cannot be attributed to the 
accurate representation of the engine flow physics. 
Despite the limitations of inaccurate knowledge of boundary conditions at the inlet and 
exhaust ports, lack of accurate turbulence and combustion models, numerical 
resolution, etc., CFD models have reached high levels of sophistication, and due to 
ever increasing computing power, can provide results which give insights into gross 
flow and combustion behaviour in the cylinder, which was not possible before. 
3.1.2 Mathematical Modelling of Two-Stroke Engine Processes 
Mathematical treatment of the scavenging process was established by assuming tiiinple 
models such as prefect scavenging by Hopkinson [41 ]. In this model, all the fresh 
44 
Description of the CFD Code KI Via -II 
charge entering the cylinder is retained and perfectly displaces the exhaust 
Hopkinson also developed the perfect mixing model where the fresh charge has no 
perfect displacement characteristic but mixes with the exhaust. The resultant ga, 
effluent has both exhaust gas and fresh charge as its constituents. A combination of the 
perfect mixing and perfect displacement scavenging models was proposed by Benson 
and Brandham [42]. In their model the cylinder is subdivided into two regions: a 
mixing region and a displacement region. It is assumed that fresh charge enters the 
cylinder and mixes with the cylinder contents in the mixing region simultaneously as 
gas leaves the cylinder from the displacement region. As an enhancement, Benson [431 
considered the scavenging process to be in three different phases -a displacement 
phase, a short-circuiting phase and a mixing phase, and subdivided the cylinder into 
three zones - an air zone, a gas zone and a mixing zone. Sher [44] suggested a senll- 
empirical model to represent the gas exchange process in cross, loop, car uuliflo«v 
scavenged engines. The model is based on the assumption that the time variation of the 
mass fraction of fresh air content in the gas passing through the exhaust port ((3) 
exhibits as S type curve represented by an exponential function of the form: 
F e-e, o 
1 
= 1- exp -c. A. e, c -e, o 
{3. I i 
where 0 is the crank angle, b and c are form and shape factors, A is the delivery ratio 
and the subscripts 10 and IC denote inlet port opening and closing, respectively The 
effect of delivery ratio on the charging efficiency for the pure displacement model, 
mixing model and Sher's model is shown in Figure 3.4. 
Simple one dimensional wave action models using the method of characteristics have 
been used to design the exhaust pipe systems and to optimise the scavenging process 
[20]. Wave action methods have also been used to analyse the flow fields in manifoft k 
[45,46]. 
In the area of unsteady flow, mathematical models have been used as a design tool to 
optimise the induction and exhaust processes [21,22]. As mentioned earlier in Chapter 
2, the unsteady nature of flow is an inherent property of the two stroke engine. The 
scavenging process can be enhanced by the proper design of intake and exhaust port,,. 
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Multidimensional models have been extensively used in the past for analysing the flow 
around the intake and exhaust valves as well as scavenging processes in two-stroke 
engines. The earlier studies [47,48] do not represent, however, the flow around the 
valve accurately as this requires time dependent boundary conditions around the 
periphery of the valve. Instead boundary conditions are imposed along the cylinder 
surface from the valve seat diameter to the cylinder head using experimentally 
determined inlet boundary conditions [49]. This approach is less complicated and 
considerably reduces the computation requirement. 
Using a two-dimensional model to analyse the gas exchange process in two-stroke 
cross-, or loop-scavenged engines, Sher [50] concluded that the mixing process, but 
not the shear stresses, plays an important role in the scavenging process. The predicted 
instantaneous interface between the fresh charge and the burnt gases fits well the 
observed profile of a layer that contains a mixture of residuals and fresh charge. 
Diwakar [51] analysed the gas exchange process in a uniflow-scavenged two-stroke 
diesel engine using axisymmetric flow conditions. The schematic view of the uniflow 
two-stroke engine is shown in Figure 3.5. A single annular slot on the cylinder head as 
shown in Figure 3.6 was used to simulate the exhaust valves. The study has shown that 
the inlet port flow angle (0 in Figure 3.5) and associated swirl motion determine the 
shape and size of the recirculation zones that trap residual gases and influence the 
scavenging efficiency. His studies indicate that the recirculation zone located near the 
cylinder wall is more important than the one near the cylinder axis and that both the 
scavenging and the trapping efficiencies increase with the intake flow angle. Later, 
calculations using a three dimensional code [37] showed similar conclusions, however, 
the three dimensional model was found to predict lower trapping (approximately 40 
percent lower) and higher scavenging (approximately 20 percent higher) efficiencies 
than the two-dimensional model. 
Sweeny et. al. [40] showed that the PHOENICS CFD code was capable of correctly 
predicting the magnitude and ranking of the scavenging efficiency of five test engine 
cylinders. The predictions provided superior data on the variation of the cylinder 
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purity, proportion of charge `short circuiting', displacement proportion, and an 
explanation for the different scavenging behaviour of the engine geometries studied. 
Earlier studies[40,49] using multidimensional models suggest that some tuning of the 
constants appearing in the turbulence model is necessary and the multidimensional 
models may never eliminate the need for experimental work. However, they can be 
successfully used in the design and optimisation of certain engine parameters thus 
saving a large amount of time and resources otherwise required in experimentation. 
Continuous improvements in computing power has resulted a number of commercially 
available CFD codes. In most of these codes, the user has limited options to explore 
possibilities and to modify the existing model simulating a physicallchemical process in 
the code and a process has to be mathematically described using the existing models in 
the code. However, there are some public domain CFD codes available where the user 
can improve the existing source code, or if required, replace a whole section of the 
existing code by a new and more efficient model. The KIVA-II code comes in this 
category of CFD codes and is described in the following sections. 
3.2 THE KIVA II CFD CODE 
The CFD code KIVA was developed at the Los Alamos National Laboratory and 
specifically aimed at engine based calculations. KIVA-II is the second release in the 
series of KIVA multidimensional codes [52]. It solves the three dimensional, unsteady 
equations of motion of a turbulent, chemically reactive mixture of ideal gases. It can 
also account for the dynamics and thermodynamics of a liquid fuel spray and the 
coupling between the spray processes and those within the gas [53]. 
The gas phase equations are solved by using finite difference approximations on a 
computational mesh composed of arbitrary hexahedrons. The arbitrary mesh can 
conform to curved boundaries and can move to follow changes in the system boundary 
with time. A strength of the method is that the mesh need not be orthogonal. Flows of 
arbitrary Mach number can be simulated and in low Mach number problems. an 
acoustic sub cycling method is used to improve computational efficiency. 
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Chemically, KIVA-II can solve the continuity equation for an arbitrary number of 
species undergoing an arbitrary number of chemical reactions, restricted only by 
computational storage and time requirements. Chemical reactions are divided into 
finite-rate and equilibrium reactions. Two implicit equation solvers are available to 
compute chemical equilibria -a fast algebraic solver for hydrocarbon/air combustion 
and an iterative solver for more general circumstances [54]. 
Two models are available to represent the effect of turbulence; the standard k-F 
turbulence model modified to include volumetric expansion effects and 
spray/turbulence interactions, and a modified version of the subgrid scale (SGS) 
turbulence model. The SGS model reduces to the k-E model near the walls where all 
turbulence length scales are too small to be resolved by the computational mesh. 
Boundary layer drag and wall heat transfer are calculated through a modified turbulent 
law-of-the-wall formulation. KIVA-II does not have a model for the effects of 
turbulence on the mean chemical reaction rates, but it is possible to include a mixing- 
controlled combustion model into the code, as the chemical kinetic sub model is 
represented by a separate subprogram. 
The spray model is probably the best tested sub model of KIVA-II, both in terms of 
numerical accuracy and comparisons with experiments [55]. The liquid fuel spray is 
calculated by a stochastic particle technique [56]. The model calculates the complete 
coupling between the liquid and gas due to mass, momentum, and energy exchanges, 
including the effect of droplet collisions and coalescences, which are important in many 
practical sprays [57]. 
The following sections describe the partial differential equations which are used to 
define the conservation laws, turbulence models, chemical kinetics and spray dynamics 
in a chemically reactive system. Boundary conditions used on the wall and on the flow 
boundaries are also discussed. The numerical schemes used to solve these differential 
equations are outlined along with convection schemes. A brief description of the mesh 
generation technique is also given. Finally, the modular structure of the KIVA-II 
computer program is described. 
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3.3 GOVERNING EQUATIONS 
The physical laws governing the flow and combustion processes in an engine cycle 
have been expressed in mathematical form. These include conservation of mass. 
momentum and energy for unsteady, chemically reactive flows, the equation of state 
and turbulent flow characteristics. Each of these equation has a certain physical 
quantity as its dependent variable. The flow field is generally specified by the velocity 
vector with three orthogonal components u, v, w, the pressure p, the density p and 
temperature T, which are functions of the spatial co-ordinates x, y, z and time t. 
3.3.1 Conservation of Mass 
The conservation of mass for species m can be written as: 
rm 
+Q (u =Q"ý nDQ 
rm 
ý+ 
C+ "`6 
at ` 
Pm 
~PJ 
Pm P 
ml [3.2] 
where pm is the mass density of species m, t is time, u is the fluid velocity, p the fluid 
density, and D is the diffusion coefficient. 
ppm 
m 
and, 
D= µ 
p Si. 
[3.3] 
µ is the absolute viscosity and S, (=0.9 for gaseous fuel/air mixtures) is the Schmidt 
number. 
k2 
µ= µuir + Cµ X3.4] 
Pair is the fluid viscosity, cµ (=0.09) is an empirical constant, k is the fluid turbulent 
kinetic energy, and E is the rate of dissipation of turbulent kinetic energy. 
A1 T3/2 
T+ A) 
[3.51 
A, (=1.457e-5) is a constant, T is the fluid absolute temperature (K) and A, (=110) is a 
constant. p,; and are source terms due to chemistry and the spray respectively. 
49 
Description of the CFD Code KI [A -II 
Species 1 is the species of which the spray droplets are composed. and 6 is the Dirac 
delta function given by 
Sei =1 if i=J 
=0 if i# j 11) 
By summing Equation [3.2] over all species the total fluid density equation is obtained, 
P 
+O (Pu)= P. S at 
since mass is conserved in chemical reactions. 
3.3.2 Conservation of Momentum 
The momentum equation for the fluid mixture is: 
(pu) 1 
at +V "(puu)=-a2 
Vp-Ao0(/ pk)+O. 6+F`+ pg [ý. ý1 
where p is the fluid pressure. The dimensionless quantity a is used in conjunction with 
the Pressure Gradient scaling (PGS) Method [58]. This is a method for enhancing 
computational efficiency in low Mach number flows, where the contribution of fluid 
compressibility to variation of pressure b Pu is small. In low Mach number flow, the 
value of a is chosen to maintain (b P/ P) <_ 0.04, however, when a <1 and also in high 
Mach number flows or cases where acoustic waves need to be calculated accurately. 
the PGS method is deactivated. P is the volume averaged pressure in the system. 
In Equation (3.8) the quantity Ao is zero in laminar calculations and unity when one of 
the turbulence models is used. The viscous stress tensor ß is Newtonian in form: 
CF= ýL [Vu + (Vu)'] + XV "uI 
The first and second coefficients of viscosity, µ and X, are defined as: 
p= (1.0- k) pvo + µ,,,, + Aocµk2 /E 
and, 
X=A; µ 
1.91 
where the kinematic viscosity vo is an input constant (= 0 when s`gs or k-E i,, u,, cd) and 
1.; (= -2/3) is a constant. 
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The superscript T denotes the transpose and I is the unit dyadic. F` is the rate of 
momentum gain per unit volume due to the spray. The specific body force g is as,, umed 
constant at 981 cm/s2. 
3.3.3 Conservation of Energy 
The internal energy equation in KIVA-II is expressed as: 
a(pl) 
at +V"(puI)=-pV"u+(1-A. 
)ß: Vu-V"J+ApE +Ü`+ 0' [3.10] 
where, Q` and Q` are the source terms due to chemical heat release and due to the 
spray interaction respectively. I is the specific internal energy of the fluid and J is the 
heat conduction and enthalpy diffusion flux. 
I=IP,,, I m 
mP 
and, 
J=-KVT+ PDhm\(Pm/ P), 
m 
[3.111 
I, and h, are the specific internal energy and the specific enthalpy of species in 
respectively at a given absolute temperature T of the fluid. K is the thermal 
conductivity of the fluid. 
cp 
K= 
Ir 
and, 
Ro, T 
Wn, 
[3.1 ?1 
where c,, is the constant pressure specific heat of the fluid, Pr (=0.9 for gaseous fuel/air 
mixtures) is the Prandtl number, R0 is the universal gas constant, and W1 is the 
molecular weight of species m. 
CIS _ Cnm [3.131 
c,,,,, is the constant pressure specific heat of species in obtained from JANAF tables. 
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3.3.4 Ideal Gas Equation of State 
The ideal gas equation of state is: 
Pm 
P= R Tj 
mm 
3.3.5 Turbulence Model 
[3.141 
The commonly used turbulence model in KIVA-II is essentially a two-equation 
standard k- F_ model in which both velocity and length scales follow from transport 
equations for k and a length scale related parameter of the form k"'l" (= k 21, l1). There 
are, however, some terms included in the equations to account for interaction with the 
fuel spray and length scale changes due to velocity dilatation. The equation for the 
transport of turbulent kinetic energy, k is represented by: 
(pk) 
2rµ1 I kJI- pF +4V. [3.15 at +V (puk)=-3 pk0 u+ß: 0u+V Prk L 
and, the equation for transport of turbulent dissipation rate, F, is: 
PE) r1E 
at +o'(puý)=-(3cc1 -cý3) PE 0 u+O 
l 
Pr E+k 
[cEß: Vu-cE pE +C,. 
LJ 
[3.161 
The source term [cE -3 ce ]VV. u in the c-equation accounts for length scale changes 
when there is velocity dilatation. Source terms involving the quantity W' arise due to 
interaction with the spray. W' is the negative of the rate at which the turbulent eddies 
are doing work in dispersing the spray droplets. 
The quantities ce, (=1.44), c,, (=1.92), c,, (=-1.0), Prk (=1.0), and PrF (=1.3) 
appearing in Equations 3.7 and 3.8 are the model constants. Their standard value 
often used in engine calculations are given in the brackets. A value of c, =1.50 based 
on the length scale conservation in spray/turbulence interactions has been found to give 
good agreement with measurement of diesel sprays [52]. 
Description of the CFD Code KIV4-II 
52 
Description of the CFD Code KIV4-II 
Another option in KIVA-II is to use the subgrid scale (SGS) turbulence model in 
which the value of dissipation rate, E is constrained to satisfy the inequality condition: 
r 2 
3"2 
£<I 
cµ k 
[3.17] 
1PYE(Ce 
Z- 
CeI) LSGS 
LSGS is length scale with a typical value of four times that of a cell dimension. 
3.4 COMBUSTION CHEMISTRY 
The chemical reactions occurring in the system are symbolised by: 
Jamr 
X ý-* 
IbmrXm 
[3.181 
mm 
where x, represents one mole of species m and amr and b, nr are integral stoichiometric 
coefficients for reaction r. The stoichiometric coefficients must satisfy mass 
conservation through: 
1: amr - bm. r) YYm =0 
! 71 
[3.19] 
so that mass is conserved in the chemical reactions. Chemical reactions are divided into 
two classes: those that proceed kinetically and those that are assumed to be 
equilibrium. The kinetic reaction r proceeds at a rate wr given by 
\J 
ünrr fl( ) hmr 
r -k f'r 
Pml YYm -k hr 
pml Wm 
m m. 
[3.20] 
Here the reaction orders a', nr and b', nr need not equal ailr and 
b, nr, so that empirical 
reaction orders can be used. The coefficients kfr and kbr are assumed to be of a 
generalised Arrhenius form: 
k fr = Al T 
ýft exp {-E fr /Tj 
and 
kbr = AjrTc! r exp{-Ei, r 
/T} [3.211 
where Eft and E,,, are activation temperatures and cir and chr are temperature exponents 
normally taken to be zero. 
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There is no direct chemical coupling between different cells in KIV"A-II. The kinetic 
reactions are computed under the assumption that the participating species in a 
reaction r is either inert, i. e. reaction order a', nr = b',,, r or appears only one side (either 
forward or backward) of the reaction, i. e. a', nrb', nr = 0. A reference species which is in 
the greatest danger of being driven negative for reaction r is identified and uscd to 
compute the progress rates, (6r' 
The rates of equilibrium reactions are implicitly determined by the constraint conditions 
fl( P, n 
/wü°" _ Kr (T) m 
[3.?. 1 
where Kr (T), the concentration equilibrium constant, is assumed to be of the form: 
Kr = exp{Ar In TA +Br / TA +Cr +Dr TA +DrTA2} 
where TA= T/1000 K 
f 5.231 
With the reactions rates chr determined by Equations (3.20) or (3.22), the chemical 
source term in the species continuity equation is given by: 
P =W [32-41 ni mI 
(bmr 
-ýýRnr) 
thY 
"Y 
and the chemical heat release term in the energy equation is given by 
Q' = 1: Q,. wr [3.251 
where Qr is the negative of the heat of reaction at absolute zero, 
Q. 
I(anir 
-knr) 
(Ah ), 
n 
3.2161 
in 
and (A hf )m is the heat of formation of species m at absolute zero. 
There are two procedures available in KIVA-II for evaluating the progress rates (O, for 
the equilibrium reactions. For hydrocarbon combustion, a fast, algebraic solver is uScd 
using the algorithm devised by Meintjes and Morgan [59] for the solution for the 
simultaneous equilibria of six reactions important in hydrocarbon oxidation. The 
simultaneous cubic equations are solved by Newton-Raphson iteration, using the 
scaled concentrations from the previous cycle as a first guess. Because of the manner 
in which the equations are scaled, it is always necessary to have at least trace amounts 
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of carbon present while using this solver. Since the formulation does not include the 
effects on the equilibrium constants of heat release from the equilibrium reaction. 
small cycle to cycle oscillations in temperature and species concentration', can occur in 
some applications. 
The second procedure uses an iterative solver and is suitable for general circumstances. 
The iteration scheme consists of the following elements: (a) first preconditioning of the 
equilibrium constraint conditions described in Equation 3.22 to make them more nearly 
linear in the progress variables, (b) application of a one-step Successive Overrelaxation 
(SOR)-Newton iteration to the preconditioned system, followed by (c) switching to a 
full Newton-Raphson iteration if the simpler SOR-Newton iteration fails to converge in 
a specified number of steps. 
It has been observed that the chemical reaction rate calculated using Equation (3.20 
results in very high rate of pressure rise in engine simulation which needs 
modifications. In engine combustion, both chemical rate and mixing rate are important. 
Hence, in the present study, the chemical routine has been modified to include reaction 
rate due to mixing and is described in the next chapter. 
3.5 SPRAY DYNAMICS 
In KIVA-II, liquid sprays are represented by a discrete-particle technique [54] in which 
each computational particle represents a number or group of physically similar drops 
and the spray properties, such as velocity and temperature, at each point in space and 
time are described by statistically sampling the spray parcels. The particles and fluid 
interact by exchanging mass, momentum and energy. The KIVA-II code has the ability 
to consider drop oscillations, distortions and breakup in the sprays. 
The TAB method [60] is used to calculate spray breakup, which is based on an analogy 
between an oscillating and distorting droplet and a spring-mass system suggested by 
Taylor [61]. The TAB method has several advantages. It predicts. as pointed out by 
Taylor [61 ], that there is not a unique critical Weber number for breakup: whether or 
not a droplet breaks up depends on the history of its velocity relative to the gas or 
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2d 
variation in the Weber number. The Weber number = 
P° v 
"` ( 
ýW 4ýý 
) is a dime nsionlesý 
measure of the relative importance of gas aerodynamic forces that distort a drop and 
surface tension forces that restore sphericity where d, is the critical droplet diameter 
and ß is the surface tension. The Weber number variation gives rise to oscillation of 
droplet of liquid ligaments. A critical Weber number of 6 has been found to breakup a 
droplet. Second, the effects of liquid viscosity are included. Although these effects are 
negligible for large drops, liquid viscosity can significantly affect the oscillations of 
small drops. More importantly, the model predicts the state of oscillation and 
distortion of droplets. Thus, if information is available on how distortions and 
oscillations affect the exchange rates of mass, momentum, and energy between the 
droplets and gas, this can be incorporated in the model. It has been found that the 
model gives drop sizes that are more consistent with experimentally determined 
mechanisms of liquid jet breakup. 
The major limitations of the TAB model is that it can keep track of only the 
fundamental mode corresponding to the lowest order spherical zonal harmonic [621 
whose axis is aligned with the relative velocity vector between droplet and gas. 
However, in reality there are many such modes. This is the longest-lived and, 
therefore, the most important mode of oscillation, but for large Weber numbers other 
modes are certainly excited and contribute to drop breakup. 
The mathematical formulation also takes into account drop collisions and coalescence. 
Drop collisions are calculated by a sampling procedure. In this method, the collision 
frequency of a droplet is calculated to determine the probability that a drop in the given 
particle will undergo a collision with a drop in a nearby particle. Then all the drops in 
the given particles behave in the same manner; they either do or do not collide, and no 
new computational particles are created. When the mass associated with a 
computational spray particle exceeds a reference mass, which is twice the mass of an 
injected particle, the splitter routine in KIVA-II replaces that particle by two particles 
composed of drops with the identical properties, but with half the number of droplets 
of the original. The two new particles then follow different trajectories because of the 
method for calculating turbulent dispersion of droplets. This approach improves 
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accuracy in calculations where there are frequent droplet coalescences and there may 
be large statistical sampling errors because the method for calculating coalescenccs 
deletes computational particles. 
The stochastic particle mover is useful in calculations where some droplet v clocitieý 
greatly exceed gas velocities. This is often true near a spray injector, where drops ha\'c 
large injection velocities and are far from velocity-equilibrium with the gas. The 
stochastic mover allows one to use time-steps that are larger than the time-step of the 
Courant condition based on the droplet velocity. This condition is that a droplet can 
travel no more than one computational cell in one time-step so that droplets could 
exchange mass, momentum, and energy with all the cells along their trajectory. 
Particles are introduced into the computational domain in such a way that a specified 
distribution of drop sizes is obtained. Two distributions are associated with the 
injection calculation. Occurrence of a drop radius r at injection is governed by the 
probability distribution f(r). Another distribution function g(r) is defined in such a ýý'<«v 
that the distribution function g(r) dr is the probability that a particle has drops with 
radii in the range (r, r+dr). The number of particles is then proportional to the ratio 
f(r)/g(r). Best resolution of the drop size distribution is obtained when the value of 
g(r) are largest, and to obtain the best resolution of the size distribution where the 
most drop mass is located, g(r) should be proportional to the mass distribution r' f(r) 
assuming that the liquid has the same mass density. Thus, the number of drops per 
particle should be proportional to 1/r;. This constant is determined by the total spray 
mass to be injected with the total number of particles to be injected. So the total 
number of particles to represent the spray event is given a priori. 
One weakness in the model is the need to specify the mean drop sizes and spray angles 
that result from liquid jet atomisation. Input values of droplet size and spray angles are 
considered based on the experimental data available close to the simulation conditions 
such as injection pressure and orifice diameter of the nozzle. The final atomisation cat 
fuel droplet is governed by the droplet aerodynamic breakup and coalescence models. 
The predicted droplet size distribution has been found to agree with experiment within 
reasonable accuracy using this model [63]. 
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3.5.1 Mathematical Treatment 
The solution of mass, momentum, and energy exchange between the spray and the 
surrounding gas is based on the droplet probability distribution function. /'which has ten 
independent variables in addition to time [64]. These are the three droplet position 
components x, three velocity components v, equilibrium radius r (the radius the droplet 
would have if it were spherical), temperature Td (assumed to be uniform within the 
drop), distortion from sphericity y, and the time rate of change dy/dt= v" . The 
dimensionless quantity y is proportional to the displacement of the droplet surface from 
its equilibrium position divided by the droplet radius r. Droplets break up if and only il 
y>1.0 [60]. 
The droplet distribution function f is defined in such a way that 
f(x, v, r, Til, y, y, t) dv dr dd dy dy [. 271 
is the probable number of droplets per unit volume at position x and time t with 
velocities in the interval (v, v+dv), radii in the interval (r, r+dr) temperature in the 
interval (Td, TJ+dTd) and displacement parameters in the intervals (v, v+(/Y) and 
(. v,. v+dd). 
Two moments of f have important physical significance. They are liquid volume 
fraction 0 and time evolution off. The liquid volume fraction 0, is ; given by 
0 =J f (4/3)it r3dvdrdTddydy [3.28] 
and is assumed to be small compared to unity. The liquid macroscopic density p, , iý 
given by: 
Pf =Pd ° [3.29] 
where p, l is the liquid microscopic density, can nevertheless be comparable to or 
lamer 
than the gas density p because of the large ratio of pd to p. The density p,, is assumed 
to be constant. 
The time evolution off is obtained by solving a form of the spray equation, 
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f +vx (fv) +v, (f F) +a . c. )+ 
a 
. (. mod)+a . (. fý) + fýý=f +i, atar aTd ay aý° 
[x. 01 
The quantities F, R, Td, y are the time rates of change of an individual droplet',, 
velocity, radius, temperature, and oscillation velocity and . 
11)u are sources due 
to droplet collisions and breakup. 
The term fc« is expressed in terms of a collision transition probability function U 
which is defined so that ((x dv dr dTd dy dy) is the probable number of drops with 
properties in the implied intervals that results from a collision between two droplets 
with different properties. 
In the coalescence model, droplets coalesce if the collision impact parameter h is less 
than a critical value b,. r, and if b exceeds b, the droplets maintain their size and 
temperature but undergo velocity changes. The critical impact parameter is a function 
of the radii of two droplets undergoing collision r, and r2, and Weber number W. 
L , 
computed at a surface tension value based on average temperature; 
=(r, +r2)2min(1.0,2.4f(y)/14' ) 
f'(y)=y3-2.4y2+2.7y 
r2/r1 where r1 _< r2, 
W, = Pd VI -V2lr, /c() 
and, 
if i, +r2T, 
Td 
ri3+r2 
[ 3"' 11 
Surface tension, 6 is assumed to vary linearly between a reference value ß at 
temperature To and the fuel critical temperature TT.,. 
The source term f,,,, is expressed in terms of breakup transition probability 
function (3 
which gives (13 dv dr dTd dh d _i, 
) as the probable number of droplets produced by the 
breakup of a droplet and a droplet breaks up into a distribution of smaller drops when 
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its distortion y exceeds unity. A X, -squared distribution is assumed for droplet radii 
after breakup: 
g(r) =1e rar [ ;. ; ='] 
r 
and the Sauter mean radius r32 is given by 
r 
r32 = 37 =13 [3"331 
71 Pd ri 
y 3+8 a(Td, ) 
The product droplet velocities are randomly distributed in a plane normal to the 
relative velocity vector between the parent drop and gas and are given by 
1 
w=2r, . 
y1 [3.34] 
The droplets acceleration function F appearing in Equation (3.30) has contributions 
due to aerodynamic drag and gravitational force 
3p lu+u'-vl 
F=- (u+u'-v)CD+g [3.35] 
8 pd r 
The drag coefficient CD is a function of Reynolds number, Red and is given by 
124 (1+ 1/6 Rey 3) Red < 1000 3.36 CD Re 
0.424 Red > 1000 
The gas turbulent velocity u' is assumed to follow a Gaussian distribution with a mean 
square deviation 2/3 of the turbulent kinetic energy, k. 
The time rate of change of droplet radii is given by the Frossling correlation, 
R= 
(PD)tlil-(T) Y* -Y Shd 
r 1_Y* `` 
[3.371 
Where Y, ' is the fuel vapour mass fraction at the surface of the droplet, Y, =p//p and 
(pD),, i,. (T) 
is the fuel vapour diffusivity in air. The Sherwood number for mass 
transfer, Sh, 1 is given by 
B1) 
Sl i(, _ (2.0 + 0.6 Red 2 Sc11 
(n1(1 + 
BB, 
[3.381 
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-- -------- -- 
T,, 
where Scd = is the Schmidt number and Bd =-Y PDa, r 
(T) 1-Y` 
The heat balance equation for droplet temperature is: 
Per 3 itr3c, Td - Pd 4ltr2RL(Td) = 4nr2Qd [ `. ; `) 
c1 is the liquid specific heat, L(Td) is the latent heat of vaporisation, and Qd is the rate of 
heat conduction to the droplet surface per unit area. Since the internal energy iý 
assumed as a function of temperature, the liquid enthalpy will have a small pre'surc 
dependence, which is negligible at typical injection pressure. 
The equation for acceleration of the droplet distortion parameter ;: is given by: 
2p (u+u'-v)2 
Pd 
86(T, ) Sgn(Td) 
- Parr 3 
y- 
p , r2 
y 13 . --I Oi 
This is an equation of a forced, damped harmonic oscillator. The external force is 
supplied by the gas aerodynamic forces of on the droplet, the restoring force is 
supplied by the surface tension forces and the damping force is supplied by the liquid 
viscosity. 
The vaporisation model in KIVA II does not consider the effect of the fuel vapour on 
the surrounding gas and the density of the free stream gas is used in the correlation for 
mass diffusivity. The physical properties (ce, p, k, p. and pD) are calculated based on 
free stream gas at the one-third reference temperature, i. e. T,. = T. +* (T - TA), where 
T., T, and T represent the reference condition, droplet surface temperature and the 
free stream condition respectively. The environmental gas density is calculated using 
the air at the free stream temperature only. The composition effect is totally neglected. 
The above considerations are expected to result in low evaporation rate. 
('ii(l+ BI) The term 
B 
in Equation (3.38) acts as an impediment to evaporation mass 
B 
transfer. When B,, > 1.0, it reduces Sherwood number, Sh, thereby reducing the time 
rate of change of droplet radii, R in Equation (3.37). It has a "imilar effect on 
coefficient of drag, CD for non-evaporating droplets given by Equation ('). 36). In An 
cx pcrimental study of the effect of intense mass transfer on the drag coefficients. 
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Spalding [65] suggested that the coefficient of drag in this case could best be 
correlated using the relation: 
C£'n(1+Bd) 
CD Bd 
where, CD is the coefficient of drag in the presence of mass transfer and CD is the 
standard drag coefficient.. 
Thus, the combined effect of reduced Sherwood number and co-efficient of drag will 
result in a lower droplet evaporation rate. A correction is therefore required to take 
into account the effect of drop vaporisation on drop drag 
3.5.2 Stochastic Particle Technique 
When using large computational time steps possible in KIVA-II, there is a tendency for 
the injection to be in bursts, resulting in discrete clumps of computational particles. 
These clumps may then move more than one cell per cycle, causing an uneven coupling 
with mesh cell and vertices along the particle path. 
To mitigate this source of computational inaccuracy, KIVA-II injects each particle at 
some random point along the particle trajectory behind the point of injection. The 
particles are then immediately moved forward to their effective initial locations. This 
stochastic injection offers a smoother and more uniform particle distribution, resulting 
in improved coupling with the mesh, and better statistics when spray particle positions 
and radii are averaged over time. 
The dynamics of atomised fuel sprays are represented by a Monte Carlo based 
discrete-particle technique [54]. In this method, the spray is considered to be 
composed of discrete computational particles and the continuous function f is 
approximated by a discrete distribution f ': 
NP 
I= I 
, NP8 (x-x,, )8 (v-vP)s (Td -Td)5 0, -yP)8 (y- ý,,, ) f p=I 
Each particle p is composed of a number of droplets Np having equal location x1,,, and 
velocity v11, size r,,, temperature TdP , and oscillation parameters Y and 
i 
ý, . 
Particle and 
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droplet trajectories coincide and the particles exchange mass, momentum, and energy 
with the gas in the computational cells in which they are located. 
The random sampling is done from assumed probability distributions that govern 
droplet properties at injection and droplet behaviour subsequent to injection. The 
random sampling is described as follows: 
Let us assume that f(x) is a distribution function corresponding to the random variable 
x (XI <_ x <_ x2) and the distribution function dN = f(x) dx; i. e., this is the number of 
droplets in the interval dx about the value x. Let us define the random variable, 
fx 
y= 
xf 
(z )dx' [3.42] 
and we note that dN = dy, hence the number of droplets are uniformly distributed with 
respect to the variable y. Commonly one has available random number generators with 
a uniform distribution in the range from zero to one. We therefore sample from this 
distribution, scale with 
12 f- 
,f 
(x)d [3.43] 
to obtain y, and then invert to obtain x, which then will be distributed according to , 
1(. t). 
depending on the form of distribution function, the integral and its inversion may be 
performed analytically or, failing that by a numerical method. 
A X, -squared distribution is used for the sizes of 
injected droplets: 
/ (r) _ 
re-r1r [3.44] 
where r is the number-averaged drop radius, which is related to the input Sauter mean 
radius r32 by 
ýý _ 
ýrýý [3.45] 
In addition to the drop size distribution f(r), another distribution g(r) can 
be defined in 
such a way that g(r) dr is the probability that a particle has drops with radii 
in the 
range (r, r+dr). The number of drops per particle is then proportional to the ratio 
f(r)A g(r) 
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The distribution g(r) is normalised to unit total weight by taking 
3 
g(r)= 6r4 e-rar [3.46] 
For selecting the radius values randomly from the distribution g(r), one must find a 
cumulative distribution h(r) associated with g(r), and then apply the inverse of 11(1-) to 
obtain a uniform distribution of random numbers in the interval (0,1). The distribution 
h(r) is: 
h(r)= 1-e-'1'[1+(rl r)+ 2 (r/ )2 + 
6(r/ )3] [3.471 
The inversion of h(r) is performed numerically. The values of h(r) are stored in 
increments of 0.12r between r=0 and r =12r =4r,? 2. The value of h(12r) is taken 
to be unity. If XX is a random number in the interval (0,1), the value of n is obtained by 
satisfying the following relation: 
h[O. 12r (n -1)] <_ XX < h[O. 127n] [3.481 
and then the corresponding drop radius is: 
r=0.12rn=0.04r32n [3.491 
Using this stochastic approach, undoubtedly a considerable amount of computational 
time is saved with reasonably uniform particle distribution. However, the initial 
location of the injector tip if it lies close to an engine surface can sometimes interacts 
with the engine geometry and present a problem. As Prescribed in KIVA-Il, the source 
of the droplets is taken behind the point of injection, and thereafter their initial position 
is specified. This initial position may well be outside the computing domain resulting in 
loss of fuel droplets. This situation can occur when the tip of the injector nozzle is near 
the cylinder head, and the injection pressure is low or when a pentroof cylinder head is 
used with a very wide spray angle and high injection pressure. In the case of an injector 
with multihole nozzles, generally the spray angle is very large of the order of 75° 
relative to the central axis of the nozzle which results in loss of fuel droplets in this 
case. To avoid these circumstances, generally tip of the injector nozzle is placed at 
approximately 1-3 mm inside the chamber which restricts fuel droplets from going out 
of the cylinder at the very start of injection. 
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3.6.1 Wall Layer Treatment 
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There are two options available for specification of velocity and temperature wall 
boundary conditions in the KIVA-II code - rigid walls and periodic boundaries. The 
velocity boundary conditions on a rigid wall can be free slip, no slip and turbulent /(III'- 
of'-the wall whereas temperature boundary condition options are adiabatic and 
isothermal walls. A combination of turbulent law-of-the-wall velocity conditions with 
isothermal walls are commonly used in engine calculations. 
Velocity boundary conditions on rigid walls are introduced either by imposing the 
value of the velocity at the walls or the value of the shear stress 6,,. = 6 ii, where n is 
the unit vector normal to the wall. For a no slip condition at the wall, the velocity, it in 
the gas adjacent to the wall is set equal to the velocity at the wall, i. e. it = w,,.,,,, k, 
where the wall is assumed to be moving with speed w,, « and k is unit vector along the 
z-direction. Whereas on free-slip and turbulent law-of-the-wall boundaries the normal 
velocity is set equal to the normal component of velocity at the wall, i. e. 
U. n= wti,,,,,, k"n [3.50 
and the two tangential components of ß, t, are explicitly specified. For a 
free slip 
condition at walls the tangential components of ßtiv are zero whereas for turbulent law- 
of-the-wall conditions the tangential components are determined by matching to a 
logarithmic profile: 
rr l/K ln(c1H, ý 7/8) +B >R, 
rr* 1i2 
[3.511 
<R 
where =P 
yT is the Reynolds number based on the gas velocity relative to the 
Jiair () 
wall, and v=l u- w, v11 k 1, which is evaluated at a 
distance yy from the wall, and u* is 
the shear speed which is related to the tangential components of the wall stress by: 
p (r{*)'y 
where v= u- 't rr k 
[. 21 
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In the above relations, it is assumed that y is small enough to be in the laminar sublauer 
region of the turbulent boundary layer and R, is the critical Reynolds number that 
separates the two regions. The quantities B (=5.5), c,,,. (=0.15), K= (0. -1327) and R, 
(=114) appearing in above equations are constants calculated using commonly 
accepted values of the k-E constants. These are related to the k-c model constants by 
K=c (c -CE, )Pr- 
and 
Rß1/2 -1/Kln(crw R7/8) [3.3] 
In the case of adiabatic walls, the heat flux (J,  =-KV T. 
n) is set to zero. In the case of' 
isothermal walls with a free slip or no slip velocity condition, the wall temperature is 
prescribed and the heat flux JW is calculated from the energy equation. However. for 
isothermal walls with a law-of-the-wall velocity condition, heat flux is calculated using 
the Reynolds' analogy: 
v 1/(Pr, =*) ý <_ RC 
W [3.541 
puc,, (T-Tw) 1/ PI v+ 
Pr, 
-1 ßi21 >R u* Pr , 
where Pr, is the Prandtl number of the laminar fluid and T, is the wall temperature. 
The internal energy change due to frictional heating associated with the law-of-the-wall 
velocity conditions must be taken into account. The heating rate per unit area of wall, 
f;,. is expressed as: 
. 
f,,, = 6, "v j", 
=p(1+) . v, [. 1 
Turbulent kinetic energy, k and its dissipation rate, £ are evaluated at a distance v from 
the wall using the relations: 
k 
3/? 
\7k. ii =0 and, F- =c., 13.5 01 
66 
-lq 
Description of the CFD Code KI V4 -II 
11,2 
where c= PrE (CE CE ) 
JI 
Periodic boundaries are used when the flow field is assumed to have an N-fold 
periodicity about the z-axis. In the periodic boundary, the region is composed of points 
in the pie-shaped sector 0<_ 0<_ 27r/N, where 0 satisfies the conditions: 
cosh =xl 
V(x2+ 
y2) and sinO =yl 
V( 
+ y2 ) 
The conditions imposed for the scalar and vector quantities on these boundaries are 
inferred from the N-fold periodicity: 
q(r, 0, z) = q(r, 0+2x/N, z) 
and, 
v(r, 9+27r/N, z) = R"v(r, 0, z) [3.57] 
where 0= tan-'(y / x) and, r= (x2 + y2 ), R is the rotation matrix corresponding to 
the angle 27t/N. 
When considering the spray droplets, a droplet on the wall is assigned the wall velocity 
and no heat transfer is considered between the droplet and the wall. The model does 
not account for spray/wall interactions. The evaporation rate of a droplet adjacent to 
the wall is greatly affected by the above considerations. It has been observed by Han cl 
at. [66] that in general the evaporation rate calculated using KIVA II evaporation 
model is lower than the experimental values under those conditions. They suggested 
that the coefficient of drag, Co used in the model needed to be modified to include the 
effect of drop vaporisation similar to that observed by Spalding [65]. The mass transfer 
number and other physical properties calculated using one-third reference condition 
have been used to calculate Co and a correction was applied using the mass transfer 
number as: 
CD 
D (I+ B) 
[3.581 
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where Co is the corrected coefficient of drag. The spray penetration calculated using 
this correction method was approximately 20 percent more than using the original 
KIVA II model at a droplet life-time of 1 ms [66]. 
3.6.2 Inflow and Outflow Boundaries 
The KIVA-II code has limited options for open boundary conditions. The right and top 
boundaries of a rectangular computational domain can be treated as outflow 
boundaries (OFB) where a constant pressure is specified at the outflow plane and the 
gradient in velocity and all scalars are assumed to be zero. 
The bottom boundary can only be an inflow boundary (IFB) where the velocity across 
and the turbulence intensity, k and lengthscale 1 (- k3'2//) at the inflow plane are 
specified. The magnitude of reference species mass densities at some reference 
pressure are also specified at the inflow boundary. The actual values of species 
densities are calculated from the relation: 
P (M) = PO (m) (P 1D mb) l, 
[3.59] 
where P is the computed pressure in the boundary cell immediately above the inflow 
cell and 7amh is the ratio of specific heats of the inflow gas mixture. Thus at an inflow 
boundary, the species mass fraction and the energy of the incoming gas are modified to 
obtain the pressure by extrapolation so that this pressure matches the pressure at the 
boundary cells. The species densities are obtained from an isentropic gas equation of 
state. The energy of the incoming gas is calculated from the temperature, species 
densities and specific internal energy associated with the gas mixture. 
The specification of true pressure P= Pamn at outflow boundaries results in reflection 
of acoustic waves affecting the upstream flow in sonic conditions. To avoid this 
problem a numerical boundary condition is used, i. e. Pc, mh is specified at a 
distance. 
DISTAMB equal to the characteristic dimension of the computational region. This 
prescription not only reduces acoustic wave reflection at the outflow boundary but also 
allows more rapid convergence by reducing the problem time required to reach steady 
state. Under certain conditions when the outflow pressure becomes higher than the 
pressure in the computing region, an inflow condition will result generating velocities 
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directed into the computational domain. This necessitates prescription of species 
densities, turbulent kinetic energy and turbulent length scale of incoming fluid at the 
outflow boundary and the final treatment is similar to that of inflow boundary. This is a 
dynamic situation observed in the engine context particularly during the valve overlap 
period. Using the existing routines in KIVA-II as guidelines, one can easily incorporate 
inflow and outflow boundary conditions at desired boundaries. In this context, an 
algorithm was included in the KIVA-II code to specify these parameters at the 
boundary which is discussed in the next chapter under modifications to the inflow and 
outflow boundaries. 
3.7 THE NUMERICAL SCHEME 
Finite-difference approximations to the governing equations described in section 3.3 
are discretised both in space and time and are described in the following subsections 
3.7.1 Temporal Differencing 
The temporal differencing of the governing equations is performed with respect to a 
sequence of discrete time t" (n = 0,1,2... ), where n is the cycle number. The time 
interval At' = to+'_ t' is the computational time step. If Q' denotes the difference 
approximation to the quantity Q at time t", the difference approximation to the 
derivative aQ /a t is represented by the first-order expression (Q"+'-Q")/At 
A computational cycle is performed in three phases. Phases A and B together 
constitute a Lagrangian calculation in which the computational cells move with the 
fluid. Phase A calculates the spray droplet collision and oscillation/breakup terms and 
mass and energy source terms due to chemistry and the spray. Phase B calculates in a 
coupled, implicit fashion the acoustic mode terms (namely the pressure gradient in the 
momentum equation and velocity dilatation terms in the mass and energy conservation 
equations), the spray momentum source term, and the terms due to diffusion of mass, 
momentum, and energy. Phase B also calculates the remaining source terms in the 
turbulence equations. Phase C is the rezone phase. In this calculation phase, the flow 
field is frozen and rezoned or remapped onto a new computational mesh leading to a 
Eulerian calculation. 
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In an explicit method, cells exert pressure forces only on neighbouring cells and 
pressure forces can be transmitted only one cell each computational time step which 
limits the use of a large computational time step in this case. When the time step is 
chosen so large that sound waves should travel more than one cell the one cell 
limitation is clearly inaccurate. This results in instability in the explicit method of 
solution due to explicit pressure gradients in the cell which leads to excessive 
compressions or expansions. Using time-advanced pressure gradients, this is avoided 
because in this case cells cannot be compressed or expanded to the point where the 
gradients are reversed. As the time-advanced pressures depends on the accelerations 
and velocities computed from those pressures, it requires iterative solution of the 
equations involved. When an explicit calculation is wanted, the phase B calculations 
can be omitted. Lagrangian cell methods are not adequate for describing flows 
undergoing large distortions. Phase C calculations eliminate these effects by moving 
cell vertices with respect to the fluid to as to maintain a reasonable mesh structure. 
The time-advanced pressure method assumes that the pressure variations are mainly 
due to density variations, however, the pressure in chemically reacting flows depends 
on the density, temperature and species mass fractions through the equation of state. 
The present technique assumes that the pressure variations caused by species mass 
fractions and temperature variations are small. To consider the pressure changes 
produced by density, species mass fractions, and temperature variations, the continuity, 
momentum, and energy equations must be solved simultaneously, for they are coupled 
at each time step and therefore the technique used in KIVA II cannot be applied in this 
case. 
3.7.2 Spatial Differencing 
The spatial differencing in KIVA-II is based on the Arbitrary Lagrangian Eulerian 
(ALE) method [67,68] in which the computational domain is subdivided into a number 
of arbitrary hexahedral cells (regular cells), the corners of which are the vertices. These 
cells are arranged in such a way that faces and vertices of the cells are shared by 
neighbouring cells. Together, the cells constitute the mesh with respect to which 
spatial difference approximations are constructed by the control volume or integral- 
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balance approach [67], which preserves the local conservation properties of the 
differential equations. In this approach, a scalar quantity c is not attached to a fixed 
point, instead it can be considered as an average value over the control volume cell. 
The mesh co-ordinates appear only in the determination of the cell volume and cell 
face area. The method takes advantage of arbitrary mesh. Considerable flexibility can 
be achieved in the numerical solution by varying the rules and accuracy for the 
evaluation of the fluxes through the control volume surfaces The essential property 
that has to be satisfied by the numerical discretisation using control volume method is 
the contribution of the fluxes at cell interfaces, i. e., at a face AB, 
j . ds =-jBF"dS 
where F is the flux on surface S. 
[3.60] 
If this is the case, the scheme is said to be conservative. A non-conservative scheme 
occurs when Equation (3.60) is not satisfied. In this case, the internal flux contribution 
appear as numerical internal volume sources in the discretisation [69]. These numerical 
sources are of the same order as the truncation error appearing in the discretisation for 
continuous flows. However, for discontinuous flows, such as transonic flows with 
shock waves, these numerical sources can be important across the discontinuity and 
will result in significant errors. 
Excepting the cells near the wall, each vertex has six neighbours with which it shares 
an edge of a cell. The vertices may be stationary or may move in an arbitrarily 
prescribed manner facilitating Lagrangian and Eulerian descriptions. The vertices are 
conventionally numbered as shown in Figure 3.7 
The cells are logically indexed by integers (i, j, k) with the understanding that vertex (i, 
j, k) is vertex 4 for cell (i, j, k). The Cartesian co-ordinates of vertex (i, j, k) are (x;; k, 
)',; k, Zak), which are a function of time. All the fluid properties except velocity are 
uniform in a cell. The mass of fluid in each cell is divided among the vertices of the 
cell, and the velocity of the fluid is the velocity of the vertex to which it is assigned. 
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Momentum cells are used in differencing the momentum equations. A Momentum cell 
(i, j, k) is an auxiliary cell centred about the vertex (i, j, k). In contrast to regular cells. 
which have six faces, momentum cells have twenty-four faces, each of which is 
comparable in size to one-fourth of a regular cell face. Three of these twenty-four 
faces lie within each of the eight-regular cells which share common volume with the 
momentum cells. The volume of any momentum control volume may be calculated 
once the volumes of the regular cells are known. 
The mass of the momentum cell (i, j, k) is given by 
Milk 
18 (Milk 
+ Mi-l, 
J, k 
+ Mi-1, 
J-l, k 
+ Mi, 
J-l, k 
+ Mi, 
J, k-1 
+ Mi-l,. 
i, k-1 
+ Mi-l.. 
1-l. k-1 
+ Mi, 
i-I. k-1 
) 
[3.61 
In the finite difference approximations of the momentum equation, vector quantities 
(velocities) are fundamentally located at the vertices, so that 
uýjk = U(xyk , 
yyk 
, 
Zak [3.62 1 
Scalar (thermodynamic and other physical properties) quantities are located at cell 
centres: 
Q, 
/k = 
Q(XCyk 
, yyCk , ZCýýk 
where Q=p, p, T, I, or pin as well as k and E. 
[3.63] 
Location of velocities at cell vertices in the ALE method is convenient because no 
interpolation is required when determining vertex motion in the Lagrangian phase 
calculation. The major drawback is that the ALE method of solution is susceptible to 
parasitic errors in the velocity field. A checkerboarding effect is thereby created in the 
pressure field, with associated irregularities in the velocity field that are usually 
suppressed by the introduction of a numerical damping called node coupling [67,70]. 
The basic idea of node coupling is to detect and subtract, in each computational cell. 
velocity modes for which the finite-difference approximations to the mean velocity and 
velocity gradients are zero. Typically, a value equal to 0.025 times the velocity of each 
vertex I is subtracted from the velocity of that vertex to avoid this velocity mode. In 
KIVA-II, this drawback has been overcome with the introduction of velocities centred 
on cell faces [71 ]. Vertex velocities are retained, and momentum associated with the 
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vertices is conserved, but normal velocity components on cell faces are used to 
compute cell volume change in Phase B and fluxing volume in Phase C. The resulting 
scheme greatly reduces the need for node coupling 
Accelerations of the cell-face velocities due to pressure gradients are calculated by 
constructing momentum control volumes centred about the cell faces. Cell-face control 
volumes also have twenty-four faces. The cell-face control volume for the left t'ace of 
cell (i, j, k) is composed of those portions of the momentum cells of vertices 3.4.7, 
and 8 that lie in regular cells (i, j, k) and (i-1, j, k). This is shown in Figure 3.8. 
The mass of the left cell-face control volume of cell (i, j, k) is given by: 
Me = 
(MUk + M; 
-J,. i. k) 
[3. (J 
2 
and the mass of other cell-face control volumes are defined analogously. 
Spatial differencing is usually performed by integrating the differential term in question 
over the volume of a typical cell (or momentum cell). 
Advantages of the Implicit Continuous-Fluid Eulerian- Arbitrary Lagrangian-Eulerian 
(or ICED-ALE) control volume approach used in KIVA II is that it can have variable 
zoning for the purpose of obtaining optimum resolution. The use of face centred 
velocities instead of velocities located at vertices (cell corners) have been found 
effective to avoid parasitic modes in the velocity field. The face centred velocities are 
of a temporary nature and are normal velocities on the cell faces. The vertex velocities 
are retained and face centred velocities are used for the acoustic subcycling and fluxing 
parts of the cycle only. 
3.7.3 Solution Procedure 
The mass density and momentum equations in phase A are solved using variable 
implicit parameters Oo and Op which are based on the local diffusion Courant number. 
µ At cAt Cd (= ,) and on the sound speed Courant number, C, (= ) respectively. p Ar Ax 
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------------------- ---- 
Where Ax is the measure of cell size and c is the isentropic speed of sound. The 
implicit parameters are given as: 
0 if Cd 
_< 
1/4 
° 1-1/[4 CC] if Cd > 1/4 
and 
J0 if CV <_ 1/, f 
(DP 1-1/[f Cl 
,. 
if C,. > l/f 
[3.66] 
where f in Equation (3.49) is an empirically determined safety factor for satisfying 
stability conditions. A value off (=2.5) has been found to give stable results in the test 
calculations [52]. 
Variable implicitness parameter 'o is used in differencing the diffusion term appearing 
in the mass conservation equation which accounts for phase A and phase B 
contributions using a relation [ 1D YB + 
(1-10) YA I. Here Y,, is the species Irrass 
fraction. The parameter (Do varies in space and time and is defined at cell centres. Its 
value lies between zero and one. When Cd is small compared to unity (DD is zero and it 
fully explicit approximation is used. 
In differencing the pressure gradient term in the momentum equation, variable 
implicitness parameter t is used. Parameter (D p plays a role for the acoustic mode 
terms analogous to that of 'o for the diffusion term. For a value of C., <0.4, (DP is zero 
and an explicit approximation is used for phase A calculations for momentum equation. 
The phase A density of species m includes contributions due to chemistry and spray 
evaporation whereas the phase A vertex velocities include changes due to the spray 
momentum source and gravitational acceleration. 
In the Lagrangian phase finite-difference approximation to the internal energy 
equation, a weighted average temperature is used for the heat conduction calculation 
using variable implicit parameter OD. To calculate this weighted average temperature, it 
is assumed that all heat addition up to this point in the computational cycle has 
occurred at constant pressure. The phase A internal energy contains changes due to 
chemical heat release and the spray energy source. In differencing the diffusion tern, a 
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weighted average of the phase A values k'' and EA are used. The amount of implicitnes 
is specified by the parameter OD 
The phase A calculations also define the droplet positions after timestep At. The mass. 
momentum and energy exchanges between the particle and the gas in the 
computational cell corresponding to the new position of the particle is then computed. 
This is followed by droplet oscillation, breakup and collision calculations. The phase A 
calculation is completed with the change in particle radii and temperatures due to 
evaporation and the addition of gravitational acceleration terms to the particle 
velocities 
The phase B values of the flow field variables are obtained by solving the implicit 
equations and the solution procedure is based on SIMPLE (Semi-Implicit Method for 
Pressure-Linked Equations) algorithm[72] which is basically a two-step iterative 
procedure. 
This SIMPLE method solves the pressure-correction equation rather than the full 
pressure equation. The pressure field, p* is initially guessed and finite difference 
equations that difference the diffusion and convection terms implicitly are solved for 
other flow quantities such as the velocity components, temperature, concentration, and 
turbulence. The pressure correction, p' is then computed using the pressure-correction 
equation to update the initially guessed value by adding p' to p'r. This corrected 
pressure p* is then used as the new guessed pressure and the iteration process 
continues until a converged solution is achieved. 
The flow chart of the SIMPLE method applied to a staggered control volume shown in 
Figure 3.9 is given in Figure 3.10. For simplicity, only the x-momentum equation has 
been considered in this flow chart. In the equations given in the flow chart, A, is the 
area on which the pressure difference acts. For two dimensions, A,. will be AYx 1. Tile 
term b represents source term quantities. The subscript nb stands for the neighbouring 
faces. The neighbour coefficients anh account for the combined convection-diffusion 
influence at the control-volume faces. Starred valued of velocity components are 
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obtained by solving the discretisation equation using guessed pressure p *. The term h 
stands for the source term. 
In KIVA-II, after selecting a predicted value of the phase B pressure field , the solution 
for other flow quantities is obtained by differencing diffusion terms implicitly and 
keeping the pressure field frozen. This differs from the SIMPLE method where the 
convection term is also differenced implicitly. At this point, the values of the diffusion 
terms are frozen and solution for the corrected pressure field is obtained using 
equations (Poisson equation for the pressure) that difference pressure terms implicitly. 
The iteration process is continued until the predicted and corrected pressures are 
within a specified convergence tolerance usually 10 percent of the difference between 
the maximum and minimum pressure in the computational domain. 
In phase B, face-centred velocities rather than vertex velocities are used to calculate 
the Lagrangian phase cell volume changes. The only particle properties that are altered 
in phase B are the particle velocities. 
In phase C, the convective transport associated with moving the mesh relative to the 
fluid is computed in a subcycled, explicit calculation using a timestep Ate. The timestep 
At, must satisfy the Courant condition ur Ate- /Ax <1, where u, is the fluid velocity 
relative to the grid velocity associated with piston movement. Two convection 
schemes available in KIVA-II are: Quasi-second-order upwind (QSOU) differencing, 
and Partial Donor Cell (PDC) differencing. The main features of the QSOU and PDC 
schemes are described in Appendix A. 
None of the particle properties are altered in phase C. 
3.8 MESH GENERATION CAPABILITY OF THE CODE 
The KIVA-II mesh generation program is based on a 3-D Cartesian geometry. and is 
applicable to planar or cylindrical systems, in either two or three space dimensions t'or 
a wide variety of piston and head shapes, for both direct injection stratified charge 
(DISC) and diesel engines. The computational mesh is highly structured and composed 
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of a block of cells in the logic space. It comprises of NX cells in the i-direction, XY 
cells in the j-direction and NZ cells in the k-direction. 
The five mesh types available in KIVA-II are shown in Figure 3.11. These are 
determined by specification in the input data. The 2-D cylindrical option can he 
exploited for fully symmetric cylindrical geometries. The cylindrical case has other 
options, such as a sector mesh, in which, the front and back (derriere) boundaries are 
periodic, i. e. the variables in the computational domain have the same values at 0= 1) 
and 0= 2it/N for N-fold periodicity. The neighbouring-cell relationships between cells 
facing the front and derriere boundaries are built into KIVA-II, and the velocities are 
mass averaged across corresponding points. The left boundary is shrunk to zero to 
become the central axis, where the prescription at each axial level is to separately mass 
average each velocity component. For engine applications, the top boundary becollmcs 
the cylinder head, which may be flat or domed, and the bottom boundary is the moving 
piston face, which may be flat or contain a bowl for DISC or diesel designs. Sector 
size is controlled by the parameter THSECT, measured in degrees. However, for an 
axisymmetric mesh with NY=1, THSECT is assigned to 0.5°. 
The mesh generator in KIVA-II essentially provides simple cylindrical meshes such as 
concentric and offset bowl in piston configurations, and cylinder heads incorporating a 
domed cavity commonly encountered in internal combustion engine applications. The 
mesh generator requires the use of tabular information as a part of the input data for 
the geometries. Figure 3.12 shows a typical mesh that can be generated with the 
KIVA-II inbuilt mesh generator. However, for a complex geometry the in-built mesh 
generator is very limited in its capability and the modeller is, therefore, forced to rely 
on providing his own mesh generation program. The mesh generator used in this study 
is discussed in Chapter 4. 
3.9 THE COMPUTER PROGRAM 
The KIVA-II computer program consists of a number of subroutines to perform 
various numerical calculations associated with specific processes such as generation of 
computational grid, calculation mesh and cell variables, injection fuel droplets. use of 
kinetic chemistry and chemical equilibrium model etc. and is controlled by a short plain 
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program. Unlike many other commercial CFD codes, KIVA-II is not a 'BLACK BOX' 
production code. Instead, KIVA-II is an advanced experimental computer program 
and its use requires some knowledge of and experience with numerical fluid dynamic,. 
chemistry, and spray modelling. The general structure of the computer program I.,. 
shown in Figure 3.13. 
The original version of KIVA-II was written for use on the CRI Cray family of 
computers, operating under the Cray Time Sharing System (CTSS) and using the Cray 
FORTRAN and CFT77 compilers. However, except for some vector nlergin`g 
functions such as CVMGT, CVMGP etc. peculiar to the CFT compiler, it iý straight 
forward to implement KIVA-II routines on any other machine. 
The modular structure of the program makes it possible to easily incorporate new 
and/or improved subroutines to define a physical process in more detail. One can easily 
discard some modules (subroutines) if these are not required for a particular 
application thus improving the computational speed of the code. The existing 
subroutines can also be modified to suit one's requirements without much effort. 
For many applications, KIVA-II can make heavy demands on computer storage. 
Therefore, equivalencing has been incorporated for as many arrays as possible in 
KIVA-II 
. The 
basic idea is to retain quantities during a computational cycle only as 
long as they are required. 
There are some other facilities such as dump and restart options which make the 
KIVA-II computer program attractive, so that one can stop the program at any time 
during its execution for analysis of results and if required, it can be restarted from the 
same point without loosing any accuracy. Data can also be dumped for post processing 
using an existing facility in the program. 
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6Q 
Figure 3.1 Schematic of a thermodynamic system (h1 = enthalpy of injected fuel; 
mf = fuel mass; m'= mass in crevice; CV = control volume; bW = heat 
transfer losses; h' = enthalpy of the cylinder charge 
Figure 3.2 Two-zone thermodynamic model illustrating the division of the burned 
gases into an adiabatic core A and thermal boundary layer BL [27] 
(U = unburned gases; W= work; heat transfer losses) 
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Phenomenological 
process models 
1. Cylinder and 
valve geometry 
2. Thermodynamic 
properties 
3. Flow rates 
4. Heat transfer 
5. Transport 
properties 
6. Combustion 
rate 
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Exhaust 
Figure 3.3 Logic structure of thermodynamic-based simulations of internal 
combustion engine operating cycle [Ref. 27] 
TI, - [Charging Efficiency] 
1.0 
0.8 
0.6 
0.4 
0.2 
0 
a, = X0. t* X,, = 1.2 1.0 
b=2.0 
c=1.7 
DISPLACEMENT 
TglFa =2.5 
1.0 
SHER'S MODEL 0.8 -- 
-'ý1.0 
0.8 
MIXING 
i 
V 
0 0.2 0.4 0.6 
t' - [(e - eºo), (eIc - e, o) 
0.8 1.0 
Figure 3.4 The effect of overall delivery ratio on the charging efficiency [Ref. 44] 
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Figure 3.5 Schematic view of the uniflow two-stroke engine [Ref. 37] 
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Figure 3.6 Computational grid arrangement showing the annular slot used to 
simulate exhaust valves in the uniflow engine of Figure 3.5 [Ref. 37] 
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Figure 3.7 Typical finite-difference cell used in KIVA-II 
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Figure 3.8 The portions of momentum cell (i, j, k) lying within regular cell (i, j, k). the 
three momentum cell faces lying within the regular cell are shaded. Eich 
momentum cell has twenty four such faces in all 
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Figure 3.9 Staggered control volume for x-momentum equation (u) 
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Figure 3.10 Flow chart for SIMPLE Algorithm 
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Figure 3.11 The five meshes generated by KIVA II 
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Figure 3.12 Typical mesh generated by KIVA-II. 
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Fig 3.13 General flow diagram for the KIVA-II program 
continued .... 
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Figure 3.13 General flow diagram for the KIVA-II program 
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CHAPTER 4 
CYCLE SIMULATION OF A 4-VALVED FUEL INJECTED 
TWO-STROKE SPARK IGNITION ENGINE 
4.1 CARTESIAN GRID GENERATION 
As described in Chapter 3, the in-built grid generator in the KIVA-II code has it,, 
limitations in that it is primarily applicable to simple engine geometries based on 
axisymmetry. The engine geometry can have an offset bowl-in- piston and a dome-in- 
cylinder-head. However, it is not capable of generating computational grids for 
complex combustion chamber geometries of modern engines, in which the induction 
and exhaust processes need to be modelled. This necessitated the development of a 
grid generation computer program that is able to produce a numerically compatible 
computational grid, for complex engine geometries in which the action of inlet and 
exhaust valves could be simulated. 
The grid generation program employs a 3D Cartesian co-ordinate system to generate 
the computational mesh. It is possible to define practically any complex combustion 
chamber shape on 3-D planar meshes with respect to the logical numbering of the code 
using this method of mesh definition as reported by Henriot et al. [49] and Wakisaka et 
al. [73]. In this program, an initially considered rectangular domain is stretched to 
obtain the cylindrical shape of the swept volume in the combustion chamber. The 
desired shape of the cylinder head geometry is then generated using algebraic 
(transfinite and linear interpolations) techniques. While generating the shape of this 
domain as close as possible to the actual engine cylinder geometry, care is also taken to 
specify the vertex and cell flags of various computational regions in the same fashion as 
used in the KIVA-II original mesh generator. This assignment of cell and vertex flags 
improves the portability of the grid. As the KIVA-II code employs a fully structured 
mesh, the use of unused cells (dead cells) is therefore, unavoidable in defining the 
complicated portion of the engine combustion chamber geometry. 
In the present set-up, the grid is generated independently of the KIVA-II code. using 
the new grid generation program, but can easily be used as a module replacing the 
original grid generation part in the KIVA-II code. Once the computational `grid is 
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generated at a specified crank position, it is imported to the KIVA-II code using an 
interface subprogram with a flag grimport. A value of grimport equal to 1.0 enables 
the importing of the externally generated grid to KIVA in the routine SETUP just after 
completion of the grid generation part in original code. Thus the imported grid 
overwrites the nodal co-ordinates, vertex and cell flags generated by the original 
KIVA-II 3-D grid generation program. Figure 4.1 shows a typical computational mesh 
generated using this new grid generator. 
4.1.1 Transfinite Interpolation 
The simplest techniques for generating boundary-fitted co-ordinate systems are the 
algebraic methods of grid generation which do not require the solution of partial 
differential equation but do provide precise control over the grid distribution in the 
physical domain. The boundary-fitted co-ordinate systems generated by algebraic 
techniques are less smooth than those generated by elliptic equations. Algebraic grid 
generation techniques [74] include shearing transformations, stretching functions, 
boundary value interpolation, two-boundary techniques, multisurface transformations, 
and transfinite interpolation. In the present study, however, stretching functions, linear- 
and, transfinite interpolation algebraic techniques have been used for numerical grid 
generation. 
The transfinite interpolation method is an algebraic technique and can be applied to 
two- or three- dimensional spatial domains. In transfinite interpolation, the shape of a 
physical boundary is matched by a function that interpolates the domain between the 
two boundaries by smoothly transferring their properties to the adjacent grid lines. 
In this method, it is possible to specify continuous mappings ZAB (4,111) on AB, ZZc 
( 
, 712) on DC and 
in addition ZAD (41, il) on AD, ZBC (ý2, 'fl) on BC as illustrated for a 
curved two-dimensional channel in figure 4.2 [75] . In the 
interior an interpolation in 
both E and fl, or equivalently r and s, is introduced. 
It is assumed that r and s are normalised co-ordinates, i. e. 
0<_r<_ 1 as 41<_ý_<2. 
2 0<_s51 as fl J_1<_fl 
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The following interpolating functions are defined: 
41(r) ='5Jr' J=0,1 and 4Jk(S) = bký 'k=0,1 [4.1] 
where 
b;, = 1 ifj=r and bks= 1 if k=s 
=0 ifjýr =0 ifkýs 
Thus 4o= 1,01=0 on AD; Oo=0,0j= Ion BC, yjo= 1, ij1=Oon AB: Wo=0, yr, = 1 
on CD. 
An interpolation in the r direction would be 
Zr(r, s) _ 00(r) ZAD(O, S) + 41(r) ZBC(1, s), [4.2] 
Where ZAD, ZBC are the continuous mappings between the (4, rß) and (x, tip) planes on the 
two boundaries 4= 41 and 4= 42" Zr(r, s) are the continuous mappings produced by 
interpolating between ZAD and ZBc for intermediate values of r. 
In a similar way 
Z, (r, s) = Wo(s) ZAB(r, 0) + WI (s) ZCD(r, 1), [4.3] 
Zr and Z, are equivalent mappings to those used in the two-boundary and simplest 
(N = 2) methods. 
To obtained two-dimensional interpolation, a product interpolation can be defined as 
Zrs(r, s) = Zr. [4.4] 
The product interpolation agrees with the boundary functions, ZAB, etc., only at the 
four corners (0,0), (0,1), (1,0), and (1,1). This type of interpolation is generally used 
in two-dimensional finite element methods. 
To achieve exact matching with the mapping functions everywhere on the boundaries 
of a two-dimensional domain it is necessary to define a Boolean sum interpolation, 
Z (r, s) = Zr (r, s) + Z, (r, s) - Zr. (r, s) [4.51 
This construction is central to transfinite interpolation. 
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In practice equation 4.5 is implemented in two stages. In the first stage 
1 
j(t'j(r) 
Zh(j, s), [4.6] 
j=o 
where b indicates the appropriate boundary, AD or BC. In the second stage 
1 
Z(r, s)=Z, (Y, s)+Yk(S)[Z, (r, k)-Z, (r, k)]" [4.7] 
k=0 
The transfinite interpolation method extends naturally to three dimensions. The 
implementation algorithm (equations 4.6 and 4.7) then has a third stage. 
i 
Z(Y, s, t) = Z2(r, S, t)+le)i(r, S, I) [Z, (r, s, l)-Z2(Y, S, Z)]. 
i=0 
[4.8] 
where Z2(r, s, t) is equivalent to Z(r, s) in equation (4.7) and w; (t) are interpolating 
functions with equivalent properties to cp; (r) and IJk(s). 
The transfinite interpolation concept is sufficiently flexible, so that different orders of 
interpolation can be introduced in the different parametric co-ordinates r, s and t. It h<t 
been observed during the grid generation in the present study, that the transfinite 
interpolation technique is best suited for computational domains with few curved 
boundaries. In the case of a circular domain, which can be treated as an area 
surrounded by four curved boundaries, the included angle in the corner cells becomes 
very small leading to nonorthogonal cells as the number of grid lines are increased as 
shown in Figure 4.2b. The nonorthogonality should be minimal for numerical stability 
of the code. Most CFD codes have limitations of nonorthogonality of 45° for their 
numerical stability. The combined effects of other factors such as aspect ratio (ratio of 
the nominal dimensions of the intersecting cell faces) and face warpage (skewness of 
the faces) of the cells determine the limits of nonorthogonality. An aspect ratio of 10 
and a warpage of 45° are also considered as the limiting values during grid generation. 
In KIVA II, it was observed that a nonorthogonality as high as 57°can be used with it 
low value of warpage(< 6°). 
In the 3-D grid generation program used here, the shape of the cornea- cells acre 
modified to improve the included angle between the cells thereby reducing 
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nonorthogonality of the grids. The value of warpage was 5° in the grid considered 
here. 
4.2 MODIFICATIONS TO THE INFLOW AND OUTFLOW BOUNDARIES 
In KIVA-II, there are limited options for inflow and outflow boundaries. Inflow was 
available across the entire bottom boundary, and outflow up the entire right and/or 
across the entire top boundaries. Therefore, simulation of intake and exhaust flow was 
not possible without some modifications to the original code. Part-open facilities at the 
top boundary were created to obtain inflow and outflow boundaries for valved flow 
options. Pressure inflow and pressure outflow boundaries are more useful than the 
specification of velocity as a boundary condition in an engine application, because of 
time-varying pressure histories readily available from experimental data [21]. This 
option was therefore, considered for the inflow and outflow boundaries in the 
simulation study. The selection of intake and exhaust flow was chosen by specifying 
different flags on these boundaries. 
The valve stems and associated ports were not modelled, however, valve action was 
obtained by simply treating the valves as moving planes, thus avoiding the requirement 
of a large amount of computing resources associated with the modelling of ports and 
valve stems [76]. Valve movement inside the cylinder is controlled by specifying the 
maximum valve lift and acceleration ratio. A constant acceleration ratio of 20 has been 
used in this simulation. Also, an initial valve lift of 2 mm was considered to avoid very 
small computational time steps during early opening and late closing phases of the 
valves. This prescription may result in an error of the order of 5 percent in the induced 
and trapped charge in the cylinder due to the truncated shape of the valve lift profile. 
The above modifications were incorporated in the existing KIVA-II code in a modular 
form by adding a new subroutine VALVE and, functions OPENTOP and XLIFT. The 
subroutine VALVE defines the vertex flags at the valve plane during the opening 
period and sets the flag ftop which determines the nature of the boundary condition 
(intake or exhaust) to be applied to the valve. This routine also assigns the vertex flag, 
mass and momentum to the vertices representing the valve plane at the time of valve 
closure. The function OPENTOP verifies an open top boundary whereas XLIFT 
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calculates the instantaneous valve lift at a given crank angle. The input parameter for 
XLIFT are maximum lift of the valve, valve timings and acceleration ratio 
There are certain situations created during the gas exchange process. when the 
pressure at the outflow boundary exceeds the pressure in the computational domain 
thereby resulting an inflow condition. The existing code was modified to deal with 
such an inflow condition. When inflow condition occurs at an outflow boundary, the 
turbulent kinetic energy at the boundary is assigned to 10 percent of kinetic energy 
based on the mean flow velocity at that boundary. A constant value of length scale 
equal to the half of the maximum valve lift is used this case. The species densities are 
specified according to the Equation (3.59) using the reference values of species 
densities and the pressure in the boundary cells in side the domain. 
4.3 ONE DIMENSIONAL WAVE ACTION APPLIED TO THE EXHAUST 
PROCESS 
One dimensional gas dynamic models have been in use for a number of years to study 
engine gas exchange processes [21,43]. These models use mass, momentum, and 
energy conservation equations for the unsteady compressible flow in the intake and 
exhaust. In the past, the method of characteristics was used to solve the gas dynamic 
equations for these flows. However, more recently finite difference techniques are 
being used in intake and exhaust flow models. Because of the simplicity of solution 
with the method of characteristics, a one dimensional wave action sub program was 
coupled to the KIVA-II code to include the effect of unsteady pressure conditions at 
the exhaust valve boundary. The wave action program is based on the single cylinder 
homentropic program by Benson [56]. The following section briefly describes the 
governing equations, and their solution through the method of characteristics. 
4.3.1 Unsteady Flow Equations 
Figure 4.3 shows the control volume within a straight duct where the area change 
(a A/a r)ilx is small and the flow is essentially one-dimensional. The equation-, 
for 
mass, momentum and energy conservation across this control volume can be written a, 
follows: 
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" Mass Conservation: 
Mass conservation or the continuity equation requires that the change of mass within 
the control volume equals the net flow into the control volume: i. e., 
a 
(pAdx) = pA U- pA U+a (pA U) dx 
at ax 
[4.9] 
Retaining only first order small quantities or expanding and rearranging, the above 
equation simplifies to 
ap+a -(P U)+ pU 
dA_0 
[4.101 at ax A dx 
" Momentum Conservation: 
The momentum conservation equation states that the net pressure forces plus the wall 
shear force acting on the control volume surface equal the rate of change of 
momentum within the control volume plus the net flow of momentum out of the 
control volume. The net forces are given by the following expressions: 
Considering the stability of pressure forces applied to the control volume, 
A 
pA- p+a 
pdx A+d dx + pd 
Adx)=-Ao pdx [4.111 
ax dx dx ax 
Similarly, the shear forces acting on the control volume are: 
T2 
ýW7c Ddx= 
P jr 
Tr Ddx [4.121 
2 
where D is the equivalent diameter (4A/it)1/2, and the wall stress c is related to the 
friction factor f by expression 
f=1 IT it, [4.131 
pU2 2 
The rate of change of momentum in the control volume, 
(pAUIv-) [4.14] 
at 
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and the net efflux of momentum across the control volume surface is 
p+a 
pdx 
U+aUdx2 A+dAdx -pU2A= 
a 
(pU2A)dx [4.15] ax ax dx ax 
Combining these terms into the momentum equation yields 
2 
-A 
p dx -fpU itDdx= 
a 
(pU Adx)+ (PUZA)dx [4.16] ax 2 at ax 
Finally, this can be arranged and combined with the mass conservation equation to give 
du du 1a p+2f u2 2 fU2 _o at ax pax D 
" Energy Conservation: 
[4.17] 
The first law of thermodynamics for a control volume states that the energy within the 
control volume changes due to heat and shear work transfers across the control 
volume surface and due to a net efflux of stagnation enthalpy resulting from flow 
across the control volume surface. The specific stagnation enthalpy is 
U2 U2 h, =h+-=u+-+- 2 
p2 [4.181 
P 
where u is the specific internal energy of the fluid (u = cj). 
The energy equation for a fixed volume ABCD is 
a (E) Q W. =at+ (net efflux of stagnation enthalpy) [4.19] 
The heat transfer rate Qw is given by 
8 QW = gpAdx [4.? ()] 
where q The shear work transfer across the control volume or the external rate of 
shear work W. is zero. 
The rate of change of energy within the control volume is 
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3E 
_ (pAdx) u+ 
U2 
[4. '1 ] ýt at 2 
The net efflux of stagnation enthalpy from the control surface is 
2 
([PUAu++]dx 
ax p2 
Hence the equation of energy conservation becomes 
U2 aF U2 pp 
l 
a tý( 
pAdx) u+-+ I+axl (pUA) u++ jx-gpAdx=O [ 4. ý ý] 
P2JLP2 
The equation (4.23) can be simplified using the continuity and momentum equations. 
Expanding equation (4.23), subtracting the continuity equation (4.10) yields 
au+Uu 
=q+2 fu3 p 
a(UA) 
at ax D pA x 
[4.2-1 
If u can be represented by c, T and R/c, = -t- l is constant equation (4.? 4) can he 
rearranged and simplified to give 
=c 
0p 
+U 
aP 
-a2 
aP 
+U 
a 
-p -c7 -1) p R'+2 fu at ax at ax D 
where a is the speed of sound for an ideal gas and is given by, 
cr =p =ý 
n 
aP 
,, 
P 
(4. -151 
[4.261 
If friction and heat-transfer effects are small enough to be neglected, i. e. the flow is 
isentropic, Equations (4.17) and (4.26) can be considerably simplified. Such a flow 
situation is commonly known as homentropic flow. 
The variables U, p, p, and A in the above equations denote flow velocity. gas density, 
pressure, and area of cross section respectively. The quantity q denotes heat addition 
to the control volume. 
The Characteristic method has a numerical accuracy that is first order in space and 
time, and requires a large number of computational points if resolution of short- 
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wavelength variations is important. The formulation of the characteristic equations and 
their numerical solution procedure are described in Appendix-B. 
The wave action in the exhaust pipe of an engine depends on the design considerations 
such as the shape and the size of the exhaust pipe and the intake manifold. It also 
depends on the blowdown pressure, and engine speed and load conditions which are 
known to control the mass flow rate through the exhaust pipe. 
In the one dimensional wave action program used here, the engine exhaust process is 
treated as sudden discharge from a cylinder which is shown schematically in Figure 
4.4. The input data used in this wave action program are average values of specific 
density, pressure and temperature of the cylinder charge at one end of the exhaust 
pipe, point (1) in Figure 4.4 and ambient conditions at the other, point (2). The 
computed pressure at the exhaust valve from the wave action program is then used as 
boundary condition for the next computational cycle. At the beginning of each 
computational cycle the pressure at the exhaust valve is computed using this wave 
action sub program. In the wave action model described above, no chemical reaction 
has been considered. This is of particular importance during the early part of the 
exhaust blowdown period when the exhaust mass contains a significant amount of 
unburned hydrocarbon (UBHC). At this location the temperature for oxidation 
reactions in the exhaust pipe is also favourable. The extent of oxidation reactions in the 
exhaust pipe can be appreciated from the findings of Woods et al. [77]. The measured 
value of UBHC concentration in the port vary from 3000 ppm to 500 ppm as propane 
whereas those in the pipe vary from 950 ppm to 50 ppm as propane which shows 
approximately 70 percent reduction in UBHC concentration. In their simulation study, 
they computed very large UBHC concentration of 3000 ppm when chemical reaction 
was neglected in the pipe. However, when they employed chemical reaction, the results 
were similar to the measured values. The large change in the exhaust UBHC level 
between the port and the end of the exhaust pipe is due to enhanced mixing which 
improves oxidation reactions. The present one dimensional wave action model is an 
approach to combine simple models such as this which can be used in conjunction with 
CFD codes to provide valuable information without the requirement of a large 
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computational resource. However, for more accuracy, oxidation reactions are requircd 
to be considered. 
4.4 WALL-JET INTERACTION 
In the KIVA-II code, a simple spray impingement model has been used. When a 
droplet impinges on a rigid wall, its velocity is assigned to the velocity of the wall 
which is zero and for the purpose of calculating heat and mass transfer with the gas. 
the Reynolds' Number of the droplet, Red is set to zero. It assumes no heat transfer 
between the droplet and the wall. The model does not take into account a droplet 
rebounding from the surface or wall jet flow. Flow details of liquid films and drops on 
or near surfaces are not computed in the original KIVA-II code. Also, these 
phenomena can occur on scales below the scale of resolution of the computational 
grid. Accordingly, a subprogram based on the work by Naber and Reitz [57] was 
written and included in the KIVA-II code to describe the spray/wall interaction 
process. 
The drop Weber number is an important parameter that decides the behaviour of an 
impinging liquid jet on a wall and is given by, 
Wej = pI UZ r/6 
where, pi is the liquid density, U is the drop velocity component normal to the surface, 
r is the drop radius and 6 is the surface tension. 
At low Weber numbers (low approach velocities) drops rebound elastically from the 
wall. As the approach velocity is increased, the normal velocity component of the 
rebounding drop decreases and the drop breaks up into smaller droplets. Above an 
incident Weber number of about 40 the liquid spreads out in a layer on the surface and 
the impinged liquid has little or no normal velocity component. Whether the wall licyuid 
wets the surface or not depends on the wall temperature, wall material and roughness. 
With hot walls, where the wall temperatures are below the fuel boiling point and drop 
Weber number is considerably higher than 40, a cushion of fuel vapour forms under the 
drop during the interaction preventing it from wetting the wall. At high wall 
temperatures film boiling of the wall liquid takes place. 
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The drop Weber number in engine spray is generally higher than 40. Therefore, at the 
wall temperature below the fuel boiling point and incident drop Weber number of 40 or 
above, the impinging drops on the engine wall would be expected to remain in a liquid 
layer close to the wall surface. The liquid sheet model is a method of assigning mass 
and momentum from the impacting jet to the flow along the wall. It therefore provides 
a mean velocity for the wall jet at any point from the location of impingement, and also 
the thickness of the jet at that point. But it contains a two-phase mixture of droplets. 
vapour and gas and therefore its numerical implementation is difficult. An assumption 
of wall temperature below the fuel boiling point simplifies the problem. 
The existing spray droplet model in KIVA II does not consider this and the droplets 
which come into contact with the wall stay as droplets on the surface of the wall. This 
results in a very high UBHC prediction particularly when dealing with crevices in the 
combustion chamber [78]. The fuel droplets trapped in the crevices do not evaporate 
due to comparatively low surrounding temperature in these regions and the assumption 
of no heat transfer between the droplets and the wall. With incylinder crevices, fuel 
droplets are found to be present even in the later phase of the exhaust process. The 
liquid sheet along the wall using the wall jet impingement model is therefore expected 
to provide better representation of the droplet behaviour near the wall surface. 
The Naber and Reitz wall impingement model uses an analogy with the oblique impact 
on a wall of liquid jets. A drop striking the wall is given a velocity in the direction of 
the local tangent to the wall in the manner of a liquid jet. The jet is transformed into a 
liquid sheet that flows outward along the wall. The formation of a continuous liquid 
film that wets the wall and the possible reatomisation of this film as it interacts with the 
adjacent air are not described by this model. 
4.4.1 Liquid Jet Analogy Model 
In this model, it is assumed that an incident drop leaves tangent to the surface as a 
sheet of liquid droplets. The sheet thickness, H(W) (Figure 4.5) is given by the 
following function: 
H(W )= Hn e0 (I-W/"' [427] 
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where, yf is the angle at which an impinging drop leaves the surface. HTI is the sheet 
height at xg = lt and (3 is a parameter determined from mass and momentum 
conservation, i. e., 
n 
Pý qit a2=2f p, gRH(ig)dig [4.28) 
0 
and, 
p, q2 Tc a2 sing = 21 p, q2 R H(yf) cosy dyf 291 
0 
where x is the jet inclination angle, and a is the radius of the approaching jet and R is 
the radius of the circle at which the sheet thickness, H(V), is defined. The fluid which 
flows out between xg and yf+dyV is proportional to the sheet thickness since in potential 
flow the liquid velocity (speed), q does not change along streamlines. Combining 
equations [4.28] and [4.29] gives 
Rn 
sing f H(yf)dw =f H(yf)cosy dW 
00 
or, with equation [4.27] 
sinn = 
eß +l 1 [eP 
-1 1+(it / (3)2 
which is the expression for P. 
[4.30 
The angle yi can also be found from the above liquid jet results. In this case the 
function H(W) is interpreted as the probability that a drop leaves in a direction between 
yi and dyi and the angle is obtained by integrating equation [4.271 as: 
TC 
W _- R In [1-P(1-e-0 
where p is a random number uniform on the interval (0,1) 
The wall-jet impingement model has been validated by its authors using experimental 
data obtained by Donaldson and Snedecker [79]. This model predicts that the small 
drops approaching the wall are deflected away by the gas wall jet flow, forming a wall 
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spray. Larger drops with correspondingly high momentum strike the wall and then 
flow along the wall surface. The effect of high swirl is to spread the liquid layer over 
the surface leading to higher vaporisation and fuel-air mixing rate. At very oblique 
angles the quantity of impinged liquid decreases as the spray is deflected away from the 
wall. At higher gas densities large drops reach velocity equilibrium with the gas 
velocity, avoiding contact with the wall. 
4.5 MIXING CONTROLLED COMBUSTION MODEL 
In KIVA-II, fuel is consumed in a unidirectional kinetic reaction. The combustion 
model, as described, computes the rate of fuel consumption given by an Arrhenius 
expression: 
kf = of exp(-Ef /T) [4.321 
There is a common practice of considering parallel reaction in chemical engineering 
problems [80]. In these reactions, the slower reaction controls the combustion. As the 
combustion process in a fuel injected engine is governed by mixing and chemistry, a 
sub model was included in KIVA-II for combustion rate due to these two mechanisms. 
The sub model assumes that the rate of combustion is proportional to the mixing and 
chemical reaction rates operating in parallel. This may be expressed mathematically as: 
REFF « RCHEM + Rmix [4.331 
where RM, X is estimated from the k-E turbulence model as follows: 
RMIx a c/k [4.34] 
where, c is the rate of dissipation of turbulent kinetic energy and k is the turbulent 
kinetic energy. 
4.5.1 Mixing Near the Wall 
The wall shear stress T,,, is constant near the wall and is derived from the wall function 
considerations which is given by 
au 
µ-=i constant, 
Cý 1' 
[4.351 
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where, µ is the viscosity of the gas, u is the tangential velocity near the wall, y iý the 
normal distance from the grid point to the wall and iw is the wall shear stress. 
Therefore, a coarse computational grid with a large value of y near the wall will result 
in a comparatively high tangential velocity and hence a high value of kinetic energy. 
Near the wall RMIX will be governed by the law-of-the-wall and will need to 
accommodate the change in turbulent dissipation in this region. This is generally 
achieved by providing more grid resolution adjacent to the wall which also satisfies the 
assumptions made in the derivation of wall functions, such as flatness of the wall and, 
no chemical reaction in the gas or on the wall surface. 
RCHEM is computed using the relation: 
ab 
_ 
mr _ mr 
RCHEM k 
fr Pm 
/ mý kbr pm 
m 
[4.36] 
where, kfr and knr are forward and backward reaction rate constants evaluated using 
equation [4.32], a',,,, and b', nr are the reaction orders for participating species. These 
constants have been taken from the work reported by Westbrook et at. [81]. p,,, and 
W, n are density and molecular weight respectively. The coefficient kbr and reaction 
order, b'm, r were assumed to be zero in the calculation. 
The two adjustable proportionality constants chema and chemb associated with REEF 
sind RM/x in equations [4.33] and [4.34] respectively were set by comparison with 
engine pressure data obtained by Robinson et al. [82]. chema and chemb values of 3.5 
and 3.1 respectively were found to match his experimental pressure curve. 
The combustion rate per unit volume, R" is computed using the relation: 
R "' = REFF" min(p f; po1r) [4.37] 
where, pf and Po 2 are specific 
densities of fuel vapour and oxygen and r the 
stoichiometric coefficient of the fuel. 
The above prescription suggests that the chemical reaction can continue till either fuel 
or oxidant (whichever is minimum based on stoichiometry) is fully consumed. The 
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present model does not take into account the lean and rich flammability limits of 
hydrocarbon fuels. Also, the effect of pressure on chemical reaction rate as suggested 
by Westbrook et al. [81] and Lavoie [83] have not been considered, however. their 
gross effects have been accommodated using the proportionality constants appearing in 
equations [4.33] and [4.34]. 
The above mentioned combustion model has already been used and validated by 
Robinson et al. [82] using experimental data obtained for a single cylinder research 
engine. The proportionality constants need to be modified to match the combustion 
characteristics for a new engine geometry. A value of chema = 4.0 was used in the 
present study to account for high tumble motion in the engine which results in high 
mixing rate. 
4.6 EFFECT OF RESIDUAL GAS FRACTION ON COMBUSTION 
The numerical implementation of chemical reaction in the KIVA-II code is fairly 
simple, the release of spark energy is simulated by adding energy to the cells 
representing the tip of the spark plug. This increases the temperature of the cells to a 
value Taut; the threshold value for chemical reactions to start. This value of T,.,,, is 
arbitrarily taken in the range 800 - 900 K and may result in either very early 
combustion or no reactions at all. To avoid excessive addition of energy to a cell, the 
energy addition is discontinued once the cell temperature reaches a set value (1600 K) 
In a two-stroke engine cycle, a large amount of residuals is present in the cylinder. The 
temperature of the cylinder charge prior to ignition can be sufficiently high and, in 
certain cases, it may be higher than the value of T, ut. This will result in the initiation of 
combustion reactions even before spark energy is added, which is not the case in the 
actual engine operating under the normal conditions. It is, therefore, apparent that a 
correction is necessary to account for the effect of residual gas on combustion. 
The laminar flame speed, VSTp is generally computed using an Arrhenius equation of 
the following type as shown by Lavoie [83]: 
(1- f )V. =A(O)p" e-E($)l2RT STP 14.3gß 
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0 
where p is the pressure in atmospheres. The pre-exponential factor A (cm/s) and the 
activation energy E (cal /g. mole) are functions of equivalence ratio O. 
,f 
is the residual 
gas mole fraction. 
Kuehl [84] studied the effect of inert diluent of C02-N2 mixtures on the burnln12 
velocity of propane, with different combination of equivalence ratio and preflanic 
temperature. There is an increasing trend in burning velocity when the preflame 
temperature is increased. The effect is more pronounced near the stoichiometric 
condition. 
A large amount of residual gas fraction in the cylinder essentially increases the overall 
charge temperature thereby resulting in increased laminar flame speed. As the result of 
poor scavenging in a two stroke engine, the residual gas fraction can be as high as 20- 
30 per cent. The effect of residual gas fraction on cylinder gas temperatures and 
combustion reactions was taken into account by delaying the initiation of combustion 
reaction. This value of the temperature flag T,.,,, used in KIVA-II, was reassigned, 
based on the residual gas mole fraction in the cylinder by the relation, 
TIý, =Tu,,,, 1(1-f) [4.91 
where 7:,,,,,,, the initial value of T, ur and is taken to be 900 K, and f is the residual gas 
mole fraction prior to combustion. 
When the above corrections applied to the temperature flag T,,,, a 10 percent of 
residual gas mole fraction present in the cylinder will result in an increase of 100 K in 
the value of Tß., 1,. This delays the initiation of chemical reactions until the specific 
internal energy of the cells representing the spark plug is increased through addition of 
spark energy. As the alteration of the temperature flag, T,.,,, prevents any possible early 
combustion, it will not effect the overall combustion performance of the engine. 
4.7 ENGINE SIMULATION 
Simulation of a four valved two-stroke fuel injected spark ignition engine was carried 
out for two different combustion chamber geometries with the above mentioned 
modifications in the KIVA-II code. Apart from considering a conventional pentrool 
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geometry used in production engines, a stepped head geometry was selected in this 
study. The choice of stepped head geometry became apparent due to its potential fol- 
high tumble generation during gas exchange process and to study the subsequent effect 
of this tumble motion on scavenging and combustion performance of the engine. 
The computational grids generated for the stepped head and pentroof cylinders using 
the new 3-D Cartesian grid generator are shown in Figure 4.6. Initially, flow and 
combustion simulation for baseline conditions were carried out for both the engine 
geometries. Except for the cylinder head configuration, other engine design parameters 
such as compression ratio, stroke, bore, connecting rod length etc. were essentially the 
same for the two designs. Parametric studies such as the effect of injector orientation, 
effect of early intake valve closure and effect of later exhaust valve opening on engine 
performance have also been conducted using the two combustion chambers geometries 
discussed above. The various processes and their simulation is discussed in the 
following sub sections. 
4.7.1 Engine Specifications and Operating Conditions 
The geometric specifications of the simulated model are based on a research engine 
[85]. Intake and exhaust valve timings for two stroke engine were taken from 
Hundleby [34]. The engine specifications and baseline operating conditions are given in 
Table 4.1. 
4.7.2 Intake And Exhaust Processes 
Intake and exhaust processes were computed using moving valves. The valves were 
modelled as moving boundaries opening and closing annular orifices in the cylinder 
head, the inlet and exhaust ports were not meshed. The second plane from the topmost 
k-plane of the engine geometry was assigned to the valve. This was initially chosen to 
avoid complexity, but it lead to a very large cell near the cylinder head at the time of 
maximum valve lift. In this representation, the poor grid resolution between the valve 
and the cylinder head is expected to modify the velocity profile around the valve. A 
better option is the assignment of different k-planes to the valve based on 
instantaneous valve lift. At exhaust valve opening, a one-dimensional wave action 
program as mentioned in section 4.3 was used to simulate pressure pulses in the 
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exhaust pipe which had a fixed length of 60 cm. The exhaust pipe was considered to be 
connected via a plenum to the exhaust ports and open to the atmosphere at the other 
end as shown in Figure 4.4. 
Table 4.1 Engine Design and Operating Parameters used in the Model Engine 
Bore 80.065 mm 
Stroke 88.900 mm 
Connecting rod length 132.0 mm 
Swept volume 447.586 cc 
Compression ratio(geometric) 10: 1 
No. of exhaust valve 2 
No. of intake valve 2 
Exhaust valve: 
diameter 1 24.5 mm 
diameter 2 24.5 mm 
lift 9.79 mm 
opens 99°ATDC 
closes 237°ATDC 
Intake valve: 
diameter 1 24.0 mm 
diameter 2 25.0 mm 
lift 8.53 mm 
opens 145°ATDC 
closes 273°ATDC 
Injection Parameters: 
Timing 80°BTDC 
Duration 30° CA 
Engine speed 1500 rpm 
Ignition Timing: 25°BTDC 
Air/Fuel ratio 20: 1 
A constant pressure boundary conditions was assumed at the inlet boundary near the 
intake valve representing a supercharged pressure of 1.5 bar. To avoid any possible 
reflection of acoustic wave, this pressure was assigned at a distance equal to the radius 
of the cylinder as suggested in KIVA [86]. This technique also allows more rapid 
convergence when computing steady flows, by reducing the time required to reach 
convergence. The velocity profile around the intake valves are then calculated in 
KIVA-II by using the instantaneous pressure and velocity conditions prevailing near 
the valve in the computational domain and the specified constant pressure at the intake 
boundary. At the time of valve opening, an initial value of valve lift of 2 mm was 
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assigned to obviate the need for a very fine grid to resolve the very low lifts involved. 
If the area under the valve lift profile is taken as a measure of mass flow rate through 
the valve, this effect of initial valve lift of 2 mm is observed to be small, of the order of 
5% difference in the trapped charge mass. Given that the intake port/valve assembly 
was not being simulated, this appears to be reasonable. 
4.7.3 Initial And Boundary Conditions 
The cycle calculation is an iterative process based upon an assumed set of initial 
cylinder conditions at exhaust valve opening, the iteration variable being average -as 
temperature and chemical species density. The calculations were started from exhaust 
valve opening (EVO). The initial values of species density and temperature were taken 
from a run using KIVA for a similar size four stroke engine. The initial value of the 
turbulent kinetic energy, k was assumed to be spatially uniform and was set equal to 10 
per cent of the kinetic energy based on mean piston speed. At intake valve opening, the 
turbulent kinetic energy k was assumed to be 10 per cent of the average value of 
instantaneous inlet velocity and its dissipation rate c, evaluated from a length scale 
equal to half the maximum lift of the intake valve. Different wall temperatures of 650 
K and 400 K were assigned respectively for exhaust and intake valve sides of the 
cylinder head. The temperatures at the surfaces of the valve, piston and cylinder walls 
were assigned as 400 K, 500 K and 400 K respectively based on the average cycle 
temperature near these locations. These temperatures were assumed to be constant 
during the engine cycle. The logarithmic law-of-the-wall in the KIVA-II code was used 
to calculate heat transfer and the boundary layer thickness near the wall. The boundary 
layer thickness is required to infer the wall shear stresses, E and heat losses. 
The injector nozzle was located between the valves and on the central axis, at distance 
of 3 mm below the cylinder head. The spark plug was also located on the central axis 
of the cylinder. Two different injector orientations, one vertically downward in the x-z 
plane and a second with the injector inclined at 45° from the cylinder axis but in the x-z 
plane, were used in the simulation study and are shown in Figure 4.7. A half sine «wave 
profile was used for fuel injection rate. A hollow cone spray with included angle of 60" 
(cone in KIVA), and a divergent sheet (dcone in KIVA) of 12" was used. In this study, 
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a Sauter mean diameter (SMD) of 10 pm was used for the fuel droplets and an 
injection velocity of 150 m/s was assumed to get fuel rapidly into the cylinder. within 
the short period of the injection process. 
4.7.4 Computation of Scavenging Efficiency in the Simulation 
As described earlier in Section 2.3, scavenging efficiency rl, c is defined as: 
Mass of delivered air retained 
ý'` Mass of trapped cylinder charge 
[4.391 
which indicates the extent that residual gases in the cylinder have been replaced with 
fresh air. Thus in a poppet valved engine, the scavenging efficiency can be related to 
residual gas fraction by: 
fl. %( =1- Xr [4.401 
where, xr is the residual gas mass fraction determined by the CO2 concentration at the 
time of exhaust valve opening and CO2 concentration at inlet valve closure. 
(xc0 )tv() 
xr = 
(X 
C0)'VC 
[4.411 
subscripts ivc and evo denote inlet valve closure and exhaust valve opening, and 
z col are mole 
fractions of CO2 in the cylinder gas. The concentrations of CO? at cro 
and at ivc are computed as the spatially averaged values of concentration at these 
points of the engine cycle. 
4.8 PARAMETRIC STUDIES CONDUCTED 
Initially, base line data were generated for the engine flow and combustion simulation 
at 1500 rpm and air/fuel ratio of 20: 1, representing full load operation using both the 
stepped head and pentroof engine geometries. The effect of engine cylinder head 
geometry was studied using the base line data obtained for the two engine geometries. 
A number of parametric studies were also conducted by varying engine operating 
parameters relative to baseline conditions. Care was taken to vary only one parameter 
at a time keeping the remaining design parameters and operating variables constant. 
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Two different injector orientations were used to establish the effect of interdiction 
between the fuel spray and the in-cylinder charge motion on engine performance 
characteristics. The injector location in the combustion chamber is shown in Figure 
4.7. The effect of injector orientation was studied with both the cylinder head 
geometries. 
The operation of an engine can be improved by optimising valve-lift and -phasing time. 
Theoretically, a later exhaust valve opening will allow more work to be extracted per 
engine revolution and will result in increased brake specific power of the engine. 
Nomura et al. [14] from Yamaha Motor Co. of Japan suggested that fuel consumption 
can also be improved by selecting the proper exhaust timing, depending on the engine 
speed and load. The fuel consumption values obtained by Nomura et ul. in LA-4 mode 
operation simulation with different exhaust timings are given in Table-4.2. The table 
shows that an improvement in fuel consumption up to 22 percent is possible using 
optimum exhaust timing control. The factors reducing fuel consumption and increasing 
power by delaying the exhaust timing are the reduction of short-circuiting and the 
improvement of thermal efficiency by increasing the effective compression ratio. The 
effective compression ratio is defined as the ratio of cylinder volume at exhaust valve 
closure to clearance volume. As the exhaust and intake valve timings in their engine 
were symmetrical around the top dead centre, a later exhaust valve opening in the 
exhaust stroke results in an earlier exhaust valve closing in the compression stroke of 
the engine which means greater cylinder volume in this case. In their study a speed 
range of 2000 to 9000 was used for wide open throttle (WOT) operating condition of 
the engine. Both the delivery ratio and trapping efficiency increased in the low speed 
range, which improved the power output. However, in the high speed range. the 
engine power dropped due to a decrease in the delivery ratio. At part throttle 
condition, the improvement in power output was observed in the entire speed range 
due to increased trapping efficiency. As the engine speed used in the present study is 
out of the range used by the researcher at Yamaha, no direct comparison can be made 
in this case. 
Similarly, a reduction of brake specific fuel consumption (bsfc) during part-load 
operation can be achieved by using shorter intake valve opening duration inýtc<<J cri 
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throttling [87]. Investigations in the lower speed range have demonstrated significant 
bsfc improvements at low loads. At low engine speeds, the charge mass follows the 
piston movement due to the reduced incylinder motion which causes the charge to be 
expelled from the cylinder back into the intake system after the piston position at the 
bottom dead centre. Thus the optimum closing time of the intake valve at low engine 
speed is at BDC. At high engine speeds, charge is inducted to the cylinder after the 
piston has reached BDC if the intake valve is open. Therefore, delayed intake valve 
closing (IVC) is beneficial because of higher engine performance resulting from this 
after charging. Furthermore, at medium and high speeds, the expected improvement in 
bsfc occurs only at medium loads since at lower loads, the effect of poorer mixture 
preparation offsets the gain derived from reduced throttling losses. Also, the advantage 
in fuel consumption with a variable valve actuation (VVA) system at part load 
operation is found to be limited to approximately 6% by problems in mixture 
preparation. The above discussions prompted to assess the effect of early intake valve 
closing in this simulation study in which a low speed and part load operation of the 
engine has been considered. 
Table 4.2 Simulated fuel consumption in LA-4 mode operation 
Exhaust Timing Fuel Consumption Improvement Rate 
('A &B TDC) (km/1) (%) 
90 (original) 35.0 - 
100 40.0 14.3 
110 42.3 20.9 
119 35.3 1.4 
Optimum control 42.8 22.4 
The effect of later exhaust valve opening (LEVO) was studied with the stepped head 
geometry using other parameters similar to the baseline conditions. Exhaust valve 
timing was varied to 125° ATDC from its baseline condition of 99° ATDC. 
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The effect of earlier intake valve closing (EIVC) was studied with the stepped head 
cylinder geometry in the simulated engine at part load operation only. In this case, part 
load operation of the engine was simulated using an overall air/fuel ratio of 40: 1 
instead of baseline air/fuel ratio of 20: 1. The timing of intake valve closing was 
advanced to 255°ATDC from the baseline value of 273°ATDC. 
Table 4.3 summarises the exhaust and inlet valve timings used in the parametric studies 
for LEVO and EIVC. 
Table- 4.3 Engine operating variables used for parametric studies 
Early IVC Late EVO 
Exhaust valve opens 99°ATDC 125° ATDC* 
Exhaust valve closes 237° ATDC 237° ATDC 
Inlet valve opens 145° ATDC 145° ATDC 
Inlet valve closes 255°ATDC 2730 ATDC 
Air/fuel ratio 40: 1 20: 1 
* Bold type indicates parameter changed 
4.9 RESULTS AND DISCUSSIONS 
4.9.1 Baseline Conditions: Effect of Engine Cylinder Head Geometry 
The velocity vector plots were obtained on a vertical plane passing through the centre 
and between the pair of intake and exhaust valves, plane A-A and one plane below the 
valve plane level in the z-direction, Plane B-B as shown in Figure 4.8. This plane is 
essentially not a horizontal plane but a skew plane, and its skewness is governed by the 
instantaneous valve position. The velocity vector fields are shown in Figures 4.9 to 
4.16. The evolution of in-cylinder mean motion on plane A-A during the gas exchange 
process is shown in Figures 4.9 and 4.10, and on plane B-B in Figures 4.11 and 4.12. 
for the stepped head and pentroof cylinder geometries respectively. 
At 1100 ATDC, i. e. approximately 10° CA after EVO, the general tendency of the 
cylinder blowdown process is clearly visible. The blowdown process is more clear in 
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plane B-B in Figures 4.11 and 4.12. The general features of the flow remain similar till 
the intake valve opens. At this point, the fresh charge is introduced into the cylinder. A 
fraction of intake charge is short-circuited to the exhaust, the remaining charge being 
retained in the cylinder. The onset of clockwise tumble motion is clearly visible at 150" 
ATDC in Figure 4.9 in the case of the stepped head geometry, however. for the 
pentroof geometry the tumble is relatively weak. The vertical downward direction of 
intake flow in the case of the stepped head geometry moves the fresh charge deep into 
the combustion chamber before its momentum is lost. This results in reduced short- 
circuiting compared with the pentroof geometry. 
At 1800 ATDC, the tumble motion produces a forced vortex which is centred at the 
geometric centre of the combustion chamber in the case of the stepped head geometry. 
In the case of the pentroof geometry, on the other hand, the effect of flow from the 
inlet valve has a dominant effect on air motion in the upper part of the cylinder. The 
impinging jet at the intake is directed perpendicular to the valve plane and divides the 
cylinder flow field into two parts, generating a secondary vortex near the right hand 
corner of the combustion chamber on the intake valve side (Figure 4.10). These two 
vortices are counter rotating in nature. 
During the compression stroke, in the case of the stepped head, the vortex flow is 
observed to increase its strength which is also centred at the geometric centre of the 
combustion chamber. At the middle of the compression stroke (270° CA), the vortex 
centre moves towards the intake valve side but the height of the vortex centre remains 
at the level of the geometric centre of the combustion chamber. However, in the case 
of the pentroof geometry, the counterclockwise rotating vortex at the right hand side 
of the combustion chamber above the piston gets weaker as the piston moves upward 
and eventually diminishes. The vortex near the exhaust valve gains strength and finally 
dominates the in-cylinder motion in the later phases of compression stroke. 
In this study, a clockwise tumble motion (considering that intake valves are on the 
right hand side and exhaust valves are on the left, see Figure 4.8) is observed unlike 
that in the four-stroke engine [88,89]. This is due to the fact that during a large part of 
induction process, the exhaust valves remain open. The anticlockwise moment 
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generated by the induction process is weakened due to opening of the exhaust valves 
and finally, it is the clockwise moment that dominates the flow. A comparison of 
simulated in-cylinder flow fields obtained at 30° after bottom dead centre for the 
poppet-valved Ricardo Flagship engine [34], and in the present simulation show the 
similar nature of the scavenge loop. The high velocity vectors of 225 m/s appearing in 
the flow-field of the Ricardo Flagship engine compared to 60 m/s in the present study 
are due to the high engine speed of 5000 rpm considered in their simulation. If the 
tumble in the engine cylinder is considered proportional to the rotational speed of the 
engine, the tumble velocity at 1500 rpm can be calculated as, 
Tumble, 500 Tumblesooo 
1500 5000 
or, 
1500 
TVA 5o0 = TVsooo x 5000 
1500 
= 225 x= 67.5 m/s 5000 
where TV1500 and TV5000 are the tumble velocities at 1500 and 5000 rpm respectively. 
After IVC, fuel injection takes place. The interaction between the injected fuel spray 
and the loop swirl motion created in the cylinder is expected to be strong for both 
geometries studied, because of the high velocity (momentum) associated with the fuel 
spray. This is indeed the case as shown in Figure 4.13. The existing vortex motion is 
split into two parts due to interaction with the vertically downward momentum of the 
fuel spray during injection. However, the droplets evaporate as the pressure and 
temperature increase due to upward motion of the piston and the increasing intensity 
of the vortex motion of the air, the effect of injection momentum on the in-cylinder 
flow field is gradually reduced, and is insignificant by 310 °CA. 
The instantaneous flow rates at intake and exhaust valves calculated from the velocity 
data obtained at the valve boundary are shown for both stepped head and pentroof 
geometries in Figure 4.14. The flow computed in this simulation, were found to be in 
the same range as reported in earlier published work [34,35,38] for engines in the 
same swept volume range. It is to be noted here that the exhaust flow for both heads 
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exhibit pulsation; this is the result of the wave action model used in the simulation. 
From Figure 4.14a, it is evident that an earlier intake valve closing can reduce the 
reverse flow into the intake port, and will result in an increased trapped Trass in the 
cylinder. The increased trapped mass will ultimately result in improved power output. 
however, it depends on the combustion characteristics of the engine. In Figure 4.14h, it 
is observed that just after intake valve opening, the flow rate from the exhaust port is 
reduced. This is due to the interaction between incoming flow through the intake valve 
and the exhaust flow. The incoming flow opposes the exhaust flow. But after BDC as 
the in-cylinder charge pressure is increased the exhaust flow is also increased. The 
exhaust pressure variation calculated using the one dimensional wave action program is 
shown in Figure 4.14c which shows a similar trend to the results reported by 
Plohberger et al. [35] for a fuel injected two-stroke engine. The pressure variations in 
the exhaust system observed in their study is shown in Figure 4.15. The peak of the 
exhaust blowdown pulse of 1.6 bar reported in their study is observed in the case of 
the simulation with the stepped head geometry, however, in the case of the pentroof 
geometry, a lower value 1.5 bar exhaust blowdown pressure was observed. In a study 
where the exhaust pulses are simulated by pulses of compressed air, Blair c't erl. [90] 
have shown the importance of dynamic wave action and its interaction with the exhaust 
port timing and flow events. The exhaust pressure time history measured in a Bultaco 
racing motorcycle engine at 9710 rpm showed a trend in the exhaust pressure pulse 
which is similar to that has been predicted in the present simulation study. The high 
pressure of 1.8 bar at the EVO in their study is due to the high engine speed. 
Combustion characteristics are shown in Figures 4.16 and 4.17. The indicated mean 
effective pressure (imep) for the stepped head geometry, derived from the simulation 
are found to be comparatively lower than the Ricardo Flagship engine [34] by about 2 
bar. The performance characteristics of the Ricardo Flagship engine has been shown in 
Figure 2.18 in Chapter 2. A low value of imep was obtained in the case of the pentroot 
engine. The high imep obtained with the stepped head configuration may be directly 
linked to high scavenging, and thus greater trapped mass, compared with the pentrooi, 
geometry. The strong loop swirl (tumble motion) and higher squish flow results in 
higher turbulence and hence faster combustion and higher heat release rate (Fi('ure 
4.16b) in the case of the stepped head geometry. This is also reflected in the cvlindcr 
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pressure diagram and mass burned fraction curves in the case of the stepped head 
geometry (Figure 4.17). 
The equilibrium chemistry model for CO formation in KIVA has been used t'()i- tile 
prediction, because of the overall lean mixture operation of the engine studied here. 
and the fact that in-cylinder temperatures up to 900 ATDC are generally higher than 
1800 K, which is considered a threshold below which CO formation is kinetically 
controlled [2]. Therefore, CO concentrations in the burned gases can be considered 
close to equilibrium. Newhall [91] carried out a series of kinetic calculations for an 
engine expansion stroke assuming the burned gases at the time of peak cylinder 
pressure was uniform and in equilibrium. It was reported in his study that the CO 
oxidation reaction was sufficiently fast to be continuously in equilibrium, except in the 
later stages of the expansion stroke where the CO concentrations were predicted to 
depart from equilibrium. UBHC reported in this study is the fuel that has not burned 
and not the total hydrocarbon as would be measured in experimental studies using the 
Flame Ionisation Detection (FID) technique. The oxides of nitrogen formation in 
KIVA-II is governed by the Zel'dovich mechanism, therefore, the concentration of' 
NO, reported in this simulation study is essentially the concentration of nitric oxide. 
Emission characteristics in terms of the mean NO, CO and UBHC concentrations are 
shown in Figure 4.18. Also shown, is the mean cylinder temperature variation with 
crank angle which is very close to the threshold equilibrium temperature for CO. The 
level of emissions in the two geometries studied here was found to be similar. The 
hydrocarbon concentration at EVO was found similar to that observed by Yamagishi et 
al. [24] in a fuel injected two stroke engine. The high value of CO concentration 
(approximately twice) appearing in the experimental study of Yamagishi et al. [24] 
may be due to the partial oxidation of UBHC emerging during expansion and exhaust 
from crevices in the combustion chamber which is not simulated in this study. The 
concentration of nitrogen oxides has not been reported in their study. The value of TO., 
at EVO is comparatively higher than the exhaust concentration of NO, reported by 
Plohberger et al. [35] in their experimental study at 3500 rpm and WOT condition with 
low pressure (6 bar) direct injection (Figure 4.19) Inadequate mixture preparation has 
been considered as a reason for this low NO., level in their study which was supported 
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by high concentrations of UBHC and CO when compared to the results of the present 
study. The comparison made for the brake specific emissions of NOx for the high 
pressure and low pressure direct injection shows that the high pressure injection results 
in higher NOx level which is approximately twice that of the low pressure injection at 
2500 rpm and WOT condition. Lower values of UBHC and CO emissions were 
observed in the case of high pressure direct injection. Improvement in fuel-air mixing in 
the case of high pressure injection is attributed to these results. In the present 
simulation study, the evaporation of fuel droplets was fast due to the increased amount 
of residual gas fraction which increased the temperature of the trapped mass in the 
cylinder and resulted in better mixture preparation. These conditions improved the 
combustion performance of the engine giving high NOx concentration in this case. 
4.9.2 Effect of Injector Orientation on Combustion Characteristics 
With the injector nozzle inclined at an angle of 45° with the vertical axis, a large 
amount of fuel is directed towards the cylinder wall where the velocities are low. This 
is partly because of the fact that the direction of rotation of the tumble vortex coincides 
with the injector orientation thus increasing the effective velocity of injection (Figure 
4.20). When the piston moves towards top dead centre (TDC), the fuel near the wall is 
accumulated in the corner of the combustion chamber in a dead zone, because it is 
outside the region of strong flow. The local air-fuel ratio was found to be very low 
(approximately 0.5: 1) in this region, and is a likely contributor to the high UBHC at 
the end of combustion. Figure 4.21 shows the velocity field, mass fraction contours of 
UBHC and NO, at 100 CA after TDC for both the stepped head and the pentroof 
geometries with inclined injection. 
The combustion characteristics are shown in Figures 4.22 and 4.23. They show that, in 
general, the imep is low with the inclined injector case, compared to the vertical 
injector in both the stepped head and the pentroof geometries. The occurrence of an 
earlier peak in the heat release rate curve (Figure 4.22b) can be attributed to increased 
turbulence near the spark plug with inclined injection. But the low peak value of 
heat 
release rate is the result of poor combustion as a consequence of a large amount of 
UBHC which has accumulated in a corner on the intake side of the combustion 
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chamber. The scavenging efficiency obtained with the inclined injector case is lower 
than the baseline value which is also reflected in the pressure-crank angle diagram and 
relatively low value of burned mass fraction, see Figure 4.23. 
The emission characteristics in the case of the inclined injector orientation are shown in 
Figure 4.24. As a result of poor combustion, the UBHC is higher in the case of inclined 
injection, whereas NO, is comparatively low due to low peak temperature. The CO 
concentration is constant with the two injector orientations in the case of stepped head 
geometry but found higher with the vertical injection in the case of pentroof geometry. 
The difference is due to the late burning of fuel in the inclined injection case which 
resulted in higher temperature at EVO and low concentration of CO in this case. The 
effect of injector orientation is more significant with the pentroof geometry, due to the 
poorly developed tumble motion in the cylinder and reduced squish motion around 
TDC. 
A summary of the combustion and emission characteristics obtained with these two 
engine geometries are given in Table-4.4. 
4.9.3 Effect of Earlier Intake Valve Closure 
It is observed that earlier IVC results in more trapped charge mass and hence higher 
temperature during compression. This in turn results in rapid combustion and high 
peak pressure and temperature. Therefore, earlier IVC may be used at part load 
conditions, where the higher compression temperatures will help in burning a 
comparatively lean mixture in the cylinder. Using this concept, engine simulation was 
carried out with an overall air-fuel ratio of 40: 1 and the results obtained are discussed 
below. 
With earlier inlet valve closing, the scavenging efficiency was observed to be 
marginally lower than with the baseline condition, however, the trapped mass in the 
cylinder was found to increase by about 20 percent. This lower scavenging efficiency is 
due to the lower cylinder pressure at the time of exhaust blowdown. The higher 
trapped mass results from a reduction in the back flow from the inlet port and can be 
seen from Figure 4.14a. The peak pressure obtained in this case was in the same range 
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as the baseline value. A further benefit with earlier inlet valve closing is obtained in 
UBHC emission. The burned mass fraction in the case of early IVC operation was as 
high as 99.8 percent, giving almost no UBHC in the exhaust. Also, the nitrogen oxides 
concentration was reduced in this case due to low maximum temperature attained 
during the combustion, because of the high air/fuel ratio. The combustion and emission 
results are shown in Figure 4.25 and 4.26 respectively. It is, therefore, imperative that 
an optimum intake valve timing is necessary for efficient operation of a two-stroke 
engine particularly with lean operating conditions. 
Table- 4.4 Comparison of combustion characteristics 
Stepped Head Geometry 
Inclined Vertical 
Injector Injector 
0-10% MFB* (deg 
10-50% MFB (deg) 
50-80% MFB (deg) 
IMEP (bar) 
Delivery Ratio 
Trapped Mass (g) 
Scavenging Eff., % 
Peak Pressure (bar) 
19.64 
7.64 
5.20 
7.69 
0.86 
0.4457 
92.0 
52.3 
22.22 
8.22 
3.58 
8.24 
0.87 
0.4556 
92.9 
54.2 
Peak Temperature (K) 2317 
UBHC at EVO (ppm) 1322 
NOX at EVO (ppm) 5164 
CO at EVO (ppm) 2712 
2382 
670 
5817 
2865 
Pentroof Geometry 
Inclined Vertical 
Injector Injector 
21.50 
8.49 
18.87 
5.31 
0.77 
0.3407 
82.4 
38.48 
2291 
1517 
3840 
2134 
19.98 
10.03 
4.14 
6.10 
0.78 
0.3607 
83.7 
43.60 
2402 
1030 
5878 
3566 
* Mass Fraction Burned 
4.9.4 Effect of Later Exhaust Valve Opening 
It is presumed that later exhaust valve opening (LEVO) will allow more work to be 
extracted per engine revolution. In this case also, the scavenging efficiency was 
observed to be marginally lower than the baseline condition. The poor scavenging i,, 
118 
cycle izmuiation of a 4-Valved Fuel Injected Two-Stroke SI Engine 
probably due to the lower cylinder pressure at the time of exhaust blowdo vn 
compared to baseline condition, and the high exhaust pressure as shown in Figure 4.27 
The peak pressure, mean effective pressure and maximum temperature attained during 
combustion were observed to be in the same range as the baseline case. The overall 
benefit from later exhaust valve opening was observed to be small. This is most 
probably due to the fact that the exhaust system must be optimised for this condition, 
as seen in Figure 4.27. Exhaust tuning is an important parameter controlling the 
performance of a two stroke engine [92]. 
4.9.5 Effect of grid density near the wall on computational results 
The effect of grid density near the wall was studied using a grid with 24 x 24 x 1O cells 
thereby increasing the overall grid density by approximately 50 percent. The total 
number of cells between the edge of the valves and the cylinder wall was increased 
from 2 to 4 in this new grid configuration. The resulting maximum cell size has been 
reduced from 8 mm to 3 mm in the wall region. However, the remainder of the grid 
has maintained the earlier form. The plan view of new grid configuration is shown in 
Figure 4.28 
With the finer grid structure approximately half the valve periphery near the wall is 
affected by this change. It was consequently observed that the in-cylinder flow 
velocities were approximately 10% smaller for the fine grid (Figures 4.29a and 4.29b). 
This resulted in a reduced trapped air mass, and a higher residual mass fraction, 
however, the peak of the mean cylinder pressure and temperature were not 
significantly different in magnitude to that observed with the coarse C'rid, but the 
occurrence of these peaks were closer to top dead centre for the finer grid. The 
following reasons can be attributed to this: 
1. The higher residual mass fraction results in significant end of compression 
temperature rise which would promote evaporation. In the case of fine grid, the 
average temperature at the point of ignition was 740 K compared to the value of 645K 
with the coarse grid simulation. 
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2. To maintain the same overall equivalence ratio with the reduced charge mass the 
fuel injected mass was reduced, but the injected particle velocity was maintained at the 
same value as in the coarse grid case. This result in better fuel dispersion and rapid 
evaporation. 
The use of the finer grid structure has caused a doubling of the CPU time for the 
computation. Despite the differences observed between the fine and coarse grid 
studies, the major conclusions drawn from the comparative study are not invalidated as 
the computational grid on which comparisons were made for the differing cases were 
the same. This can be illustrated in regard to the fuel spray-air flow interaction which 
can be seen in Figure 4.30. 
4.10 CONCLUDING REMARKS FOR THIS SIMULATION STUDY 
The KIVA-II code was modified to incorporate inflow and outflow boundary 
conditions to represent intake and exhaust valve flows. However, the absence of port 
valve geometry essentially requires proper specification of intake flow conditions to 
match the actual operating condition of the engine. The modified version of the KIVA- 
II code was used to simulate the scavenging and combustion processes in a 4-valved 
two-stroke spark ignition engine with fuel injection. 
The computational results show a significant effect of fuel injection on the scavenging 
and combustion processes. This arises from the strong interaction between the high 
momentum jet flow with the loop scavenge flow. The one-dimensional wave action 
program applied in the exhaust port was found to show fluctuation in exhaust pressure 
during the blowdown process, and the strong effect of this on scavenging. 
In this study, the capability of a CFD code such as KIVA II in its application to the 
study of air/fuel mixing, combustion and exhaust emission characteristics of a valved 
two-stroke engine over a range of operating conditions has been demonstrated, and 
show the expected trends in behaviour observed in actual engines. The ability to use 
the code for optimising performance and emissions is possible. 
The present simulation work will finally be used for simulating an air blast atomisation 
process in which a low momentum well dispersed cloud of droplets is produced within 
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the cylinder. In the next chapter of this thesis, experimental and simulation studies of 
the low pressure air assisted fuel injection into a cylinder is presented and discussed. 
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Figure 4.1 Typical computational grid generated using 3-D Cartesian grid generator 
Y 
(a) 
(b) 
Figure 4.? (a) Curved two-dimensional channel (b) Transfinite interplation 
used in a circular area 
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Figure 4.3 Control volume for unsteady variable area one-dimensional flow analysis 
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Figure 4.4 Schematic of pipe flow used in the wave action program 
Ambient conditions 
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Figure 4.5 Schematic diagram of liquid jet analogy model [Ref. 571 
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Figure 4.6 Computational grid structure used for stepped head and penroof engine 
geometries 
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Figure 4.7 Injector location and orientation used in the study 
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Figure 4.8 Location of the planes used for obtaining velocity vectors field 
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Figure 4.15 Pressure variation in the exhaust system at 5000 rpm [Ref. 35] 
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Figure 4.16b Rate of energy release vs crank angle (vertical injector case) 
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Figure 4.17b Burned mass fraction vs crank angle (verical injector case) 
138 
-90 -60 -30 0 30 60 90 
Crank Angle °ATDC 
-90 -60 -30 0 30 60 90 
Crank Angle, °ATDC 
Cycle ! -imulation of a 4-Valved Fuel Injected Two-Stroke SI Engine 
14000 
E 12000 
a a 
U) 10000 
0 
8000 
c w 0 
p 6000 
0 
4000 
. ca 
O 
- 2000-- 
0 
-90 
2500 
2000 
1500 
Q 
E 
a) H 
1000 
a 
c 
U 
500 
90 
Figure 4.18a Pollutant concentrations vs crank angle (Stepped head vertical 
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Figure 4.18b Pollutant concentrations vs crank angle (Pentroof vertical injector case) 
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Fig. 4.24a Pollutant concentrations vs crank angle (Stepped head inclined 
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Figure4.24b Pollutant concentrations vs crank angle (Pentroof inclined injector case) 
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CHAPTER 5 
STUDY OF AIR ASSISTED FUEL INJECTION INTO A CYLINDER 
5.1 PROBLEM DESCRIPTION AND OBJECTIVE OF THE STUDY 
Fuel injection during the closed period of an engine cycle is one of the most attractive 
solutions to the problem of short-circuiting of fresh charge in the two-stroke spark 
ignition engine. However, the performance of a fuel injected engine depends on the 
extent of atomisation, vaporisation and air-fuel mixing achieved before the start of 
ignition. The time available for fuel and air mixing and evaporation processes in a two- 
stroke is less than in a four stroke engine. It has been observed [6,32,93-95] that air- 
assisted fuel injection systems can produce good mixing prior to ignition at moderate 
cost, thus resulting in improved engine performance, and lower levels of exhaust 
emissions. As fuel is introduced directly to the engine cylinder during the closed period 
of the engine cycle, this fuelling system can also be used in a four-stroke spark ignition 
engine without the requirement for any major modifications in the existing engine 
geometry. 
A typical air-blast system for a two-stroke engine [7] uses fuel and air at approximately 
6 and 7 bars respectively. The fuel solenoid valve is electromagnetically activated for a 
known period so that a precise quantity of fuel is metered. At the instant of injection 
the main needle is activated by its solenoid and the high pressure air supply can now 
act upon the fuel and spray it into the combustion chamber. The spray generally 
consists of droplets of the order of 5-10 µm Sauter Mean Diameter (SMD) [7] 
depending upon the injector operating conditions. 
A significant research effort has been directed towards the development of more 
sophisticated two stroke spark ignition engines, the majority using air assisted fuel 
injection systems [31,32,35]. Apart from retaining their inherent properties of a 
conventional two stroke SI engine, such as high specific power output, better fuel 
economy during part load operation, and low emission of nitrogen oxides, these 
advanced engines are also required to reduce fuel loss during the scavenging period. 
As environmental concerns grow, these new two stroke engines will be required to 
meet stringent emission standards comparable to their four-stroke counterparts. 
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In the following sections of this chapter, an experimental study of a simple air-assisted 
fuel injection system is discussed, in which the Schlieren visualisation technique. in 
conjunction with high speed video recording has been used. The study provides 
qualitative as well as quantitative measurement of fuel spray width and penetration. 
The operating conditions of the air assisted fuel injector used in the experimental study 
was taken as input data for a simulation in which the CFD code, KIVA-II has been 
used to simulate the air-assisted fuel injection system, employing both axisymmetric 
grid and a 3-D Cartesian grid. These results are also discussed in this chapter and 
compared with the experimental data. 
5.2 DESCRIPTION OF AIR ASSISTED FUEL INJECTION SYSTEM 
The air assisted fuel injection system studied consists of a standard automotive 
solenoid operated fuel injector that opens into a chamber where compressed air is fed 
through four tangential holes of 1 mm diameter. The air and fuel are mixed in this 
chamber and are then passed through a valved nozzle. The nozzle is the microjector 
[96] without the spring used to close the valve under normal operating conditions. This 
enables the valve to open due to gravitational force and the air pressure. In this system, 
the amount of fuel is controlled by varying the opening period of the solenoid valve. A 
schematic diagram of this simple system is shown in Figure 5.1. Unlike the injection 
systems reported in earlier studies [93-95], the air assisted injection system used here 
has a comparatively small passage area, of the order of 50 µm on the periphery of the 
valved nozzle, helps in producing a very fine spray even with air at moderate pressures. 
Closing of the microjector valve was achieved through engine cylinder pressure, i. e. 
the injector valve remains open till pressure in the cylinder equals the injection ail" 
pressure. As the principal objective in this two stroke study has been focused on a light 
load condition at a fixed engine speed, the lack of flexibility in injection valve closing 
did not arise. At the fixed engine load condition studied, the closing of the injector 
valve due to rising cylinder pressure was acceptably rapid. 
5.3 EXPERIMENTAL SET-UP FOR SCHLIEREN OPTICAL TECHNIQUE 
A Schlieren photographic technique with a high speed camera (FASTAX II Model 46) 
has been used to obtain the development of the injected fuel spray pattern. In the 
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experimental set-up, an Argon Laser (Spectra Physics Model Stabilite 2017.6W) was 
used as a source of illumination, through a microscopic pin hole. The collimated beam 
for the test section was obtained using two concave mirrors with focal lengths of 100 
cm each. The Schlieren image obtained after the knife edge, was focused on a high 
quality ground glass plate. The high speed camera was placed behind this glass screen 
to capture the images. A constant camera speed of 1000 frames per second with 
ILFORD HP5 Plus film was used throughout the study. A schematic diagram of the 
Schlieren experimental set-up is shown in Figure 5.2. 
In the test section, the air assisted fuel injection (AAFI) system was held so that fuel 
was injected downward into a square perspex chamber with 80 mm sides. The choice 
of a square chamber was made to avoid an unacceptable level of optical distortion of 
the collimated light beam in its passage through the test volume. 
The injection pressures were kept low to avoid fuel impingement on the walls of the 
test chamber, and also to accommodate the available optical field. In the experiment 
compressed CO2 was used instead of air to atomise the fuel so as to obtain a better 
density contrast at the root of the jet. 
To avoid flooding the chamber walls with fuel and impeding the illumination of the test 
volume, the duration between two consecutive injections was kept at approximately 1 
second for a fuel injection duration of 20 ms. Also, before starting the camera, the fuel 
was injected for several cycles to avoid any discrepancy in the spray pattern during the 
injection sequence. The injected fuel was collected in a tube so that it did not fall on 
the sides of the perspex chamber and alter condition of the surroundings. Not more 
than four injection cycles could be captured on a high speed film. The camera was 
started and brought up to speed before the injection process was activated. The start of 
injection was then obtained by analysing the images recorded, and is discussed in the 
next section. 
The development of injection patterns was determined from the Schlieren photographs 
and their scaling. 
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5.4 EXPERIMENTAL DATA ANALYSIS FOR SPRAY PENETRATION IN 
THE CYLINDER 
Because of the recording speed of the camera, Schlieren images were obtained at an 
interval of 1 ms. The spray penetrations obtained are displaced in time from the , tart of 
injection. Since the spray penetration S, can be expressed as [97]: 
S [( 
OP)/2td( 
jI12 
Pg 
where, S= penetration depth (m) 
Ap = the mean effective pressure drop across the injector (Pa) 
pý. = surrounding gas density (kg/m3) 
t= time (s) 
d = diameter of the jet orifice (m) 
[5.1J 
Then, for a given jet orifice diameter, mean effective pressure drop and surrounding 
gas density, the penetration of the spray is proportional to the square root of time from 
the start of injection. 
Sa t112 [5.21 
Hence from plots such as that shown in Figure 5.3, the time lag between the activation 
of the fuel injector solenoid, and the emergence of the fuel jet (S = 0) from the injector 
was determined and the spray penetration data replotted as in Figure 5.4. 
There was a significant but consistent difference in the spray penetration following the 
first injection. This was proved to be due to the change in surrounding gas density in 
the perspex chamber, caused by fuel droplets from the previous injections. The effect 
of surrounding gas density is discussed in the next section. 
The variation in spray patterns obtained from one set of injections to another may be 
attributed to the inherent simple design of the AAFI system, which operated at a low 
pressure of 1.3 bar. A variation of 15% in penetration depth was obs-er\ eci from one 
injection sequence to another as shown in Figure 5.4. However, variation in the spra. 
width was found to be lower than 5 percent. 
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5.4.1 Effect of Surrounding Medium Gas Density on Spray Penetration 
The difference observed in the magnitude of the spray penetration in two consecutive 
injection cycles can be attributed to the change in surrounding gas density. It can be 
seen from equation 5.1, that spray penetration is a strong function of density of 
surrounding gas medium and can be represented as: 
S«(1 )l/4 
Pg [5.3] 
This implies that the higher the density the lower the spray penetration and vice versa. 
The density corresponding to the reduced penetration can be expressed as: 
4 
P2= PS S2 
[5.4] 
Figure 5.5 shows the experimentally obtained spray penetrations for two consecutive 
cycles. From the spray penetration curve Figure 5.4, the ratio of depths of penetration 
is obtained as 1.3475. Using this value, the density change in the surrounding gas was 
calculated to be approximately 70 per cent higher in the second cycle than the first 
injection cycle. 
5.5 SIMULATION OF AIR ASSISTED FUEL INJECTION -A PRECISE 
REPRESENTATION OF THE AAFI PROCESS USING A CYLINDRICAL 
MESH 
5.5.1 Computational Grid 
The original KIVA-II code has two options for computational grid generatiog; an 
axisymmetric cylindrical or a three dimensional Cartesian grid. The axisymmetric 
cylindrical grid option was considered in this case to avoid the necessity of a large 
number of grid points, and high computational run time. The grid configuration was 
modified near the pintle valve to achieve high resolution. An expanding grid with a 
very fine mesh was used inside the flow passage of the nozzle, as well as near the valve 
opening, and a comparatively coarse mesh away from the valve was used. However, 
near the cylinder boundary, small cells were used to validate law-of-the wall function 
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assumptions in KIVA-II. The expansion rate of the grid was approximately 21 percent. 
The injector nozzle geometry was obtained by using dead cells. A computational mesh 
of 60x 1x80 was finally used in the simulation, the final mesh used is shown in Figure 
5.6. The computational grid was generated using the original KIVA-II grid generator. 
5.5.2 Modifications at the Inflow and Outflow Boundaries 
There are limited options for an open boundary condition in KIVA. The right and top 
boundaries of a rectangular computational domain can be treated as outflow 
boundaries (OFB), whereby a constant pressure is specified at the outflow plane and 
the gradient in velocity, and all scalars are assumed to be zero, whereas a bottom 
boundary can only be an inflow boundary (IFB), whereby the inflow velocity across the 
inflow plane and the intensity and scale of turbulence at the plane are defined. The 
magnitude of scalar variables on this plane are also defined. In this simulation, the right 
boundary was required to be partially open and treated as an inflow boundary for 
simulating air assisted fuel injection in the similar way as described in the previous 
chapter for valved flow conditions. On the surfaces of the nozzle valve as well as at all 
other solid surfaces the turbulent law-of-the-wall was applied. 
5.5.3 Initial and Boundary Conditions 
The initial temperature, pressure and species density in the computational domain were 
assumed to be those of the ambient condition. The initial value of turbulent length scale 
was made equal to the minimum passage clearance when the pintle valve is open. 
which was approximately 50µm in the nozzle considered. The turbulent kinetic energy 
of the air inflow was assigned a value of 10 percent of the kinetic energy of the flow. 
On the inflow boundary, IFB, a constant pressure of 1.3 bar was specified along with 
turbulent kinetic energy of 2.5x104 cm2/s2 and length scale of 0.6 mm. On the outflow 
boundary, OFB, an ambient pressure of 1.0 bar was specified at a distance of 5 cm 
from the outflow plane. A low turbulent kinetic energy of I . 
OX 103 cm2/s2 and length 
scale of 0.6 mm was initially specified on this boundary. The temperature on both 
boundaries (i. e. IFB and OFB) was kept constant at the ambient condition of 300 K. 
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5.5.4 Simulation study 
In the air-assisted fuel injection system studied here, there are narrow interior flow 
passages (Figure 5.1b) which are extremely difficult to resolve numerically. Thi' 
necessitates a very high resolution grid within the injector as well as near the valve 
opening. In the present study, however, the interior flow passage was defined by a 
total of four cells each of 13µm width. To avoid a large number of computational cells. 
a grid having a 21 percent expansion rate expanding in the radial direction with very 
small cells of width of 13µm near the valve opening (Figure 5.6b), and comparatively 
large cells of width of 0.3 cm away from the opening have been used. In the axial 
direction, a fine uniform grid of 0.035 cm has been used near the nozzle exit. Also in 
the simulation, the problem has been simplified to a flow through a valved nozzle with 
uniform stem. The intricate interior parts shown in the microjector in Figure 5.1 b have 
not been modelled. However, their effects have been taken into account by using the 
experimentally observed value of discharge coefficient, Cd of 0.6. In the mixing 
chamber a constant pressure was assumed. 
As the nozzle valve remains open during the whole injection process, there wigs no 
need to model the variation in the valve lift in this case. A constant valve lift of 0.7 mn1 
corresponding to the fully open condition of the valve was therefore used throughout 
the injection period. The air flow rate through the injector nozzle was actually 
measured to calculate the mass flow rate, which was used as input data for the model. 
The pressure in the mixing chamber was actually measured and used as input data in 
the simulation at the IFB in Figure 5.6, along with species density at this pressure and 
ambient temperature. 
To exploit the axisymmetric situation available with KIVA, a circular cylinder of 80mm 
diameter was considered in the simulation study rather than a square cross- section of 
80 nun sides as in the case of the experimental injection chamber. This assumption 
reduces the cross-sectional area of the injection chamber cylinder by 2' 1.5%, ho\vcvcr, 
as this effective cross-sectional area of the chamber is much larger than the spray width 
and penetration for the simulation condition, this assumption would not have any 
significant effect on the computed results. A high injection pressure may cause the fuel 
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pressure may cause the fuel spray to impinge on the cylinder wall, and therefore, the 
shape of the injection chamber will have significant effect in that case 
Simulation of the flow of air and fuel through the injector passages are complex 
because of the two-phase nature of the flow. To overcome this problem, an approach 
adopted by Diwakar et. al [95] was considered in which the air is passed through the 
injector passage and the fuel is released at the exit of the nozzle as shown in Figure 
5.7. 
Since the amount of injected fuel is small, 2g/s, a low injection velocity of 0.5m/s was 
assigned to the injected fuel droplet. A square injection profile was used to define the 
injection schedule. Lee and Bracco [98] observed that initial droplet size and the 
direction of spray are two important parameters for spray simulation. Injected fuel 
droplets were assigned a mean diameter of 250µm, based on the correlations from 
reference [99]. The droplet was allowed to disintegrate through the break-up model in 
KIVA, this determined the final droplet size. 
In KIVA-II, the TAB method [60] is used to calculate spray break-up, which is based 
on an analogy between an oscillating and distorting droplet, and a spring-mass system 
as suggested by Taylor [61]. However, in using this method, the calculated spray width 
was observed to be approximately 1.7 times higher than the experimentally measured 
value. Further, it has been suggested [60] that better agreement between calculated and 
experimental values of spray width could be obtained by reducing either the break-up 
time or the sizes of break-up product drops. In this simulation, the first option of 
reduced break-up time, tbu, has been used. The break-up time calculated by the existing 
model was multiplied by a factor of 10-3 and was used in the calculation to achieve 
narrow spray. 
Droplet coalescence was not considered as suggested by Lee and Bracco [98] in the 
case of large droplets, above 100 pm diameter. The number of droplets assigned for 
the spray simulation was approximately 1000 droplets per 1 mg of fuel injected. A 
solid spray with relatively small cone angle of 2 degree was used for the hollow cone 
spray distribution. In KIVA, the value of the droplet distribution parameter, ampO, is 
critical to the spray pattern as observed by Diwakar et al. [95], it controls the spread of 
160 
Study of Air Assisted Fuel Injection into a Cy-linder- 
the jet, and is a function of air blast momentum and injected fuel flow rate. In this 
study, this parameter was set to a value of 1.5. This would appear to be consistent with 
the value of ampO of 8.0 used in reference [95] where the velocity of the air bla. "t iý 
approximately 5 times larger than that used in the present study. The simulation 
conditions are given in Table - 5.1. 
Table 5.1 Simulation parameters used in the model 
Cylinder pressure (absolute), bar 1.0 
Cylinder temperature, K 293 
Fuel flow rate, g/s 2.0 
Fuel injection velocity, m/s 0.5 
Initial droplet diameter, µm 250 
Initial value of k, cm2/s2 1.0 
Compressed gas (C02) pressure, bar 1.3 
Gas (C02) flow rate, g/s 0.17 
Flow velocity at the nozzle exit, m/s 33.8 
Computations were carried out using diesel fuel, which has been chosen for the 
experiment from safety considerations. In the experimental as well as in the simulation 
study, compressed CO2 was used instead of air to drive fuel through the injector. This 
is mainly due to the higher refractive index of CO2 which was found to produce better 
Schlieren images in the early stage of injection. In the experiments, an effective delay 
of 1.2 ms was observed between the CO2 and fuel metering solenoid valve opening 
during the injection. In the experimental tests, the CO2 solenoid was activated first, 
followed by that of the fuel, so that the pintle valve was fully open during fuel 
injection. This delay was introduced in the simulation. At each 1 ms time interval after 
the injection of fuel, computational results were directed to an output file for analysis. 
5.5.5 Parametric Studies 
In the simulation of air assisted fuel injection into a cylinder, the effect of surrounding 
gas density on spray width and penetration was conducted. The density of the 
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surrounding medium into which the spray was injected was increased to approximately 
1.7 times the ambient air density. This value was considered from the experimental 
data analysis, and the existing correlation between the spray penetration and the 
surrounding gas density as described in section 5.5. 
The droplet oscillation parameter, ampO has been observed to effect the overall shape 
and penetration of the spray as described in the studies by Diwakar et al. [95] and its 
value in the simulation seems to be taken as arbitrary. Therefore, the effect of this 
parameter was also studied in the present simulation study. Hence ampO was varied 
from a value of 1.0 to 5.0 and the result on spray form noted. 
5.5.6 Computational Results And Discussions 
The spray patterns obtained using the axisymmetric grid simulation are shown in 
Figure 5.8. The spray penetration is quite similar to that observed in the experimental 
study. The comparison of the simulation results with that of experimentally measured 
data are shown in Figure 5.9. It can be seen that the simulation results for spray 
penetration and width are found to be within 20 percent of the experimental results. 
In the simulation, an average pressure of 1.3 bar has been assigned at the right 
boundary. The effect of pressure wave dynamics during the injection cycle has not 
been simulated in this study due to the large computational time that would be 
involved in doing so. 
The repetition of injection schedule as in the case of the experimental study was not 
conducted in the simulation to study the penetration in subsequent cycles following the 
first injection cycle. This is due to the large amount of computational time involved in 
the study as the air assisted fuel injection simulation for a5 ms duration using an 
axisymmetric grid takes approximately 8 days to run on a HP750 Work station. 
Therefore, the surrounding gas density was increased by 70 % above atmospheric 
conditions as observed in the case of the experimental study, and its effect on spray 
penetration studied. These results are shown in Figure 5.10. The spray patterns shown 
in Figure 5.10 are well within 10 % variation when the relation shown in equation 5.1 
is applied. 
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5.5.7 Effect of Droplet Distribution Parameter ampO in the Simulation 
The effect of droplet distribution was studied by varying the value of arnp( while 
keeping all other operating variables constant in the simulation study. It was observed 
that an ampO value of 1.0 produced a very narrow spray whereas a value of 5.0 
resulted in a much wider spray (Figure 5.11). Therefore, the selection of this parameter 
is critical in the simulation of spray using the KIVA-II code. The droplet oscillation 
parameter ampO is the initial amplitude of the droplet oscillation at the injector, based 
upon a Weber number estimate, 
W- 
Pg D[VI, -V]a 
6 [5. >] 
Where, We is the droplet Weber number, pg is density of the gas, D is the nozzle 
diameter, [Vp - VJ is the relative jet velocity, where V,, and V, are velocity of the 
droplet and the surrounding gas velocity respectively and 6 is the surface tension force. 
Therefore, a flow with low velocity will have a comparatively small Weber number and 
hence low value of ampO. In the present study, finally the value of ampO was assigned 
by comparing the turbulence characteristics [100] of the jet in reference [95] with the 
experimentally observed value for the air assisted fuel injector used in this study as 
follows: 
umpO 
T, 
ref' 95 
ui 
ref 95 
(0y0 
ref 95 
amp0,,., u,,., (do, U0 )p., 
[5.61 
where u,: (, f 95and u',,. are 
turbulence intensities in reference [95] and in the present study 
respectively. do, and U0 are jet diameters and jet velocities. The ratio of turbulence 
intensity and therefore, ampO was scaled through Equation 5.6. 
5.6 SIMULATION OF AN AAFI PROCESS USING A COMPUTATIONALLY 
ECONOMIC 3-D CARTESIAN GRID CONFIGURATION APPLIED TO 
ENGINE 
As mentioned earlier, a large amount of computing time and resource is required toi 
simulate air assisted fuel injection in the case of a 3-D computing region such a in the 
case of an actual engine cycle simulation. Therefore, if the computational re,, ultý 
163 
Study of Air Assisted Fuel Injection into a Cylinder 
obtained from the fine mesh configuration can be simulated using the existing fuel 
injection prescription in KIVA, there will be a considerable saving in Computing 
resources. This approach is discussed in the next section. 
5.6.1 Computational grid 
A 3-D Cartesian computational mesh similar to that of an engine geometry with flat 
piston and four valves was considered to simulate air assisted fuel injection into a 
cylinder using KIVA-II injection parameters. The computational mesh required for this 
simulation was generated using a 3-D Cartesian grid generation program, that uses 
transfinite and algebraic interpolation to obtain the desired shape as described in the 
previous Chapter. The computational mesh is shown in Figure 5.12. In the 
computational grid no dead cells were used thereby increasing the effectiveness of 
computation. 
5.6.2 Modifications to KIVA for Air-Assisted Fuel Injection 
In KIVA-II, the injection process is defined using various parameters that include 
injection velocity, injector location and orientation, and type of spray, such as, hollow 
or solid cone. To incorporate the air assisted fuel injection process within the KIVA-lI 
injection definitions, an approach, that uses mass, momentum and energy conservation 
of the injected gas into the cylinder, has been used. Instead of a continuous spray, as in 
the case of actual injector operation, a number of nozzles are assigned to the periphery 
of the injector nozzle exit using the facilities in KIVA-II. The implementation of 
conservation of mass, momentum and energy associated with the gas flow is described 
in the following sections: 
Conservation of Mass 
In the 3-D Cartesian grid considered here, the size of computational cells are not the 
same around the nozzle exit. Therefore, the mass of injected air in a computational 
timestep is equally distributed to the vertices representing the momentum cells around 
the nozzle exit. The mass of air added to a vertex in the momentum cell is given by. 
1 
In = ire At [5.7] a. N. a I1 
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where, mu = mass of air to be assigned to the vertex at the injector tip periphery 
Ni = Number of injection points considered at the injector tip periphery 
mu = mass flow rate of air, g/s 
At = computational time step, s 
This mass is equally distributed to the eight cells which make the momentum cell. i. e. 
the air mass was increased by 0.125 x mU g in each in each subcell of the momentum 
cell. 
Conservation of Momentum 
The momentum of the incoming gas is kept constant in the two simulations. The 
magnitude of velocity at the vertex representing the momentum cell was assigned 
based on the ratio of average flow area of the adjacent cells to the flow area of the 
injector passage, i. e. 
L4. 
w= Al . vnOZ 
[5.8] 
noz 
where, w= gas velocity to be assigned to vertex representing momentum cell 
Ai = average area of ring comprising two cells on both sides of the nozzle 
periphery (as shown in Figure 5.12 hatched area) 
An,,, = Nozzle passage area at the entrance 
v,,, = flow velocity at the nozzle entrance 
Alternatively, the momentum of the incoming gas can also be conserved using the 
momentum of mass added to the cells comprising of the momentum cells and the 
velocity of air at the nozzle exit. Velocity components u. v, and w at the vertices 
representing the momentum cell and the point of injection are modified based on the 
change in momentum due to addition of air mass as: 
u. 
(Vm.. 
u.. + .V ui 
- (Vm, + m(, ) 
where, U; = velocity component inj-direction to be assigned to vertex representing 
the momentum cell, cm/s 
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Vm1 = Initial vertex mass, g 
ui j= 
Initial vertex velocity component in j-direction, cm/s 
m = Air mass added to the vertex, g 
Y" 
j= 
Air velocity component in j-direction, cm/s 
The direction of the velocity vector at the nozzle exit is assigned to inclination of 
injector pintle which is 70 from the vertical axis. 
Conservation of Energy 
The KIVA-II code computes internal energy of each cell using the cell temperature and 
internal energy of different species at that temperature. The addition of air mass at 
different temperature than the cell temperature will result in a change in internal 
energy. This can be calculated as follows: 
(POld 
lord + e. . 
OSPDý ) 
new (POId 
+I ASPDt 
) 
where, Infam = updated value of internal energy after air addition, ei-,, s/(, 
p0« = density of the cell contents, g/cm3 
1« = Initial value of internal energy, ergs/s 
OSPD = Change in species density of species `i', g/cm3 
ej = Internal energy of species ' i' at air temperature 
1 ß. 1o] 
Since, the fuel is introduced as droplets using a number nozzles, the mass, momentum 
and energy exchanges between the cylinder charge and droplets are taken into account 
by the existing KIVA-II code 
Unlike the axisymmetric case using a fine mesh, instead of a jingle injector, 
injection sources were employed on the periphery of the nozzle exit as shown in Figure 
5.13. This was obtained by adding a subroutine NOZDEF to the existing KIVA-11 
code, in which the vertical inclination of the nozzle tip and source locations are used as 
input. The subroutine defines the nozzle input parameters required in KIVA-II. 
The 
nozzle exit velocity calculated for a given air mass flow rate through the 
injector was 
used as the velocity of injection with a Sauter mean diameter of 10 µm. 
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Another subroutine, AIRINJ, that assigns the gas mass (C02) and velocity at the 
vertices representing the momentum cell was added to the original program. 
In this simulation, an isothermal flow was considered thus neglecting the effect of 
change in temperature due to flow through the narrow passage and expansion near the 
nozzle exit. This assumption avoided the necessary modifications in the code to include 
energy conservation. However, in actual engine operating conditions the temperature 
difference between the incylinder gas and the injected air is large, therefore, this 
assumption can not be applied. 
5.6.3 Computational Results And Discussions 
In Figure 5.14, the results obtained with the modified injection definition of the air 
assisted injection process are compared with the experimentally measured spray 
patterns presented earlier. Variations in the width of the sprays are observed in the two 
simulations (Figures 5.9 and 5.14); the approximate method resulted in a wide spray 
compared to the axisymmetric case. The droplet size (SMD) was also found to vary in 
the two simulations considered. The fine grid axisymmetric simulation predicted a fuel 
droplet size in the range of 4.5 - 6.5 µm whereas the 3D simple approach predicted a 
comparatively larger droplet size of 7-9.5 gm. The above variations are to he 
expected considering the approximations made in the simplified approach, and coarser 
grid employed. 
The KIVA-II code uses a stochastic model for droplet distribution. In the case of 
simulation using the 3-D Cartesian grid, droplets from each source are randomly 
assigned an initial position due to the high initial velocity assigned to it, whereas in the 
case of the fine grid axisymmetric simulation, stationary (very low velocity) droplets- 
are considered at the nozzle exit and a sector with only one layer of cell in the 
azimuthal direction 0-direction) is used in the computation. The resulting spray in the 
whole domain is considered to be symmetrical around the axis of the computational 
domain. One would expect variations in spray pattern due to these differences. 
However, the gross characteristics such as the depth of penetration and geometrical 
shape of the spray were found to be within acceptable limits. Thus, the form of 
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representation for air injection used here is quite reasonable, however, this obviou,, ly 
influences the computational results. 
The quality of an injector depends on its ability to atomise the fuel and mix it with the 
entrained air from the surroundings. These qualities are of particular importance in the 
case of fuel injected internal combustion engines. The air entrainment into the spray 
gives a fair idea of the extent of fuel-air mixing in the spray. As the droplets arc 
randomly distributed in the spray, it is difficult to represent the spray pattern by 
computational cells. The cylindrical volume that enclosed the spray at a given time in 
the fine mesh simulation was considered to calculate the entrained air mass in the spray 
(Figure 5.15). The circular grid lines shown in the central region of Figure 5.12 
represent these cylindrical volumes. This approach was used for comparison purpose 
as in both the simulations the size of the cylindrical volume was kept constant. The 
calculated entrained air mass in the cylindrical volume is plotted against elapsed time in 
Figure 5.16. From the Figure it is seen that the entrained air mass calculated from both 
the simulations compare well in the early stage of injection, however, after about 4 ms 
a deviation is observed. Since in an engine the duration of the injection process is of 
the order of 5 ms, this deviation will have little significance in the cycle simulation . 
5.7 CONCLUDING REMARKS 
The simulation of an air assisted fuel injection system has been carried out with 
reasonable accuracy using the KIVA-II code. In the present simulation and 
experimental study, moderate fuel pressure for the AAFI system was used. This is 
merely to validate the simulation process, and do not necessarily represent the actual 
operating condition of the AAFI system. 
One of the limitations of this simulation is the requirement of a large number of 
computational cells particularly in the case of 3-D computational grids used in engine 
modelling. To satisfy the Courant number requirement in the computation. the 
computational time steps have to be very small. In a typical single sector 60x 1. \80 
computational mesh structure (shown in Figure 5.6), the cputime required to simulate 
an injection time of 7 ms on a Hewlett Packard HP750 workstation is of the order of 
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4000 seconds. Therefore, considering 16 azimuthal sectors, the cputime requirement 
will be increased 16 fold. 
An approximate solution method using mass and momentum conservation in 
conjunction with the KIVA-II injection process definition [521 suggested a method of 
simulating the AAFI process in a 4-valved engine using a 3-D Cartesian grid 
configuration. This has been observed to show promise. The approach outlined in the 
present study makes simulation of air-assisted fuel injection easy to implement and also 
reduces the computer resources required, with an acceptable penalty of accuracy. 
However, a critical examination is required, to establish the effect of such a simulation 
on the in-cylinder gas motion and combustion results. Further, a more detailed 
description of the injection process including energy conservation is required to 
accommodate temperature changes during flow through the nozzle. This should also 
include the interaction between the injected mass at comparatively low temperature 
and surrounding gases at high temperatures as in the case of actual engine cycle. 
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Fig. 5.1 Schematic diagram of air-assisted fuel injection system 
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a. Axisymmetric cylindrical grid 
b. Enlarged view near the injector pintle valve opening 
Figure 5.6 Computational grid used to simulate air-assisted fuel injection 
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Figure 5.12 3-D grid used in the simulation of air-assisted fuel 
injection using KIVA injection parameter 
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Figure 5.13 Schematic of injector definition in KIVA-II 
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Figure 5.15 Cylindrical volume used for air entrainment calculation 
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CHAPTER 6 
SIMULATION AND EXPERIMENTAL STUDY OF A 4-VALVED 
FOUR-STROKE SPARK IGNITION ENGINE USING 
THE AIR ASSISTED FUEL INJECTION SYSTEM 
6.1 INTRODUCTION AND PROBLEM DESCRIPTION 
In the course of this research, it was observed that the fuel injected two stroke for 
automotive application has not become a commercial reality. This was primarily due to 
problems of long term durability of this type of engine, which could not meet the nnoww' 
commonly expected life cycle of an engine of 100,000 - 150,000 miles. Also, the fuel 
injection technology developed for the types of two stroke engine discussed here, was 
readily applicable to four stroke engines. Therefore, the focus of the study was shifted 
to address the direct injection four-stroke engine as this configuration has two very 
clear advantages over the conventional port injected engine. 
(i) The lean burn charge stratified four-stroke engine has good part load fuel 
economy and low exhaust pollutant emissions [ 104]. 
(ii) Direct injection into the cylinder can be used primarily to reduce unburned 
hydrocarbons during the period upto the `light off' of the three-way catalyst. 
following a cold start, where with the current port injected system excessive 
unburned liquid fuel is exhausted from the engine. 
In an air assisted fuel injection process, fuel is introduced into the cylinder during the 
closed period of the compression phase of the engine cycle. Therefore, the \AFI 
system can easily be incorporated in a 4-stroke cycle without requiring any major 
modifications. A single cylinder Ricardo Hydra MK III research engine, \ ith a 4- 
valved pentroof cylinder head was adopted for the experimental study. The 
data 
obtained for fuel and air consumption through the AAFI system at 1500 rpm and 
maximum brake torque (MBT) spark timing were then used as 
input data for the 
simulation study of the air injection process using the same engine configuration. 
The approximate method used for simulating the AAFI system 
described in Chapter 5 
seemed to be promising because it used reduced computational 
1'csourCc,, but 
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produced acceptable accuracy in the final results. Therefore, this approach was used 
for the present simulation study of a four-valved four-stroke spark ignition engine 
using an air assisted fuel injection system. The experimental results obtained were used 
for the validation of the simulation study. 
6.2 EXPERIMENTAL SET-UP 
The experimental study was carried out using a Ricardo Hydra single cylinder research 
engine, capable of operating as a gasoline or diesel engine. The engine is coupled to an 
electrical D. C. dynamometer which is used to rotate the engine for starting purposes 
(motoring mode operation) and for absorbing the power produced when the engine is 
firing (regeneration mode). The engine speed is maintained by a thyristor control 
system that can operate the engine within ±3 revolutions per minute by varying the 
restraining torque applied to the engine. The torque output and hence the power 
produced by the engine is measured electronically with a load cell. The load cell is 
attached to a torque arm mounted from the frame of the motor. 
The gasoline version of the Ricardo Hydra research engine has a four-valved pentroof 
cylinder head. The cylinder head consists of two exhaust valves of the same size and 
two different size of intake valves. This arrangement of intake valves with differing 
areas helps in producing a strong cross tumble gas motion during induction. The valves 
are operated by twin overhead camshafts. In the standard gasoline version of the 
engine, fuel is injected in the intake manifold at a pressure of 2 bar. The spark plug 
is 
centrally located. A cross sectional view of the Ricardo Hydra gasoline engine 
iý 
shown in Figure 6.1. 
6.2.1 Engine Modifications for AAFI System 
The following modifications had to be carried out to the standard Ricardo 
Hydra 
engine to incorporate the AAFI system. 
(i) The AAFI nozzle was mounted centrally in place of the spark plug. 
(ii) The location of the spark plug was moved to the edge of the piston 
between the 
large intake valve and its nearest exhaust valve as shown schematically 
in 
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Figure 6.2. This location of the spark plug is based on the ease for modification 
in the engine and is not the optimum location, which should have been adjacent 
to the fuel injector. 
(iii) A pressure transducer adapter was flush mounted on the cylinder head to 
monitor in-cylinder pressure-time history. 
6.3 DATA ACQUISITION SYSTEM 
The data acquisition system for recording in-cylinder pressure-time history consisted of 
a Data Translation DT2805 analog to digital (A/D) converter board fitted to a personal 
computer. An A/D converter changes an analog voltage such as output from a 
thermocouple, a pressure sensor, or an oscillator into a digital code of 0's and I's 
which is intelligible to a computer. The external clock pulses required Cor the , \/D 
board were the crank signals obtained from a slotted disc mounted to the crankshaft of 
the engine. The slotted disc generates clock pulses at an interval of 2 °CA producing 
180 pulses per revolution of the crank shaft. In this arrangement, the measured 
pressure is always associated with a specified crank position irrespective of the engine 
speed and is, therefore, unaffected by variations in engine speed. The external trigger 
pulse (reference TDC pulse) for the A/D board was supplied by an optical `chopper' 
signal generator connected to the cam shaft of the engine. The block diagram and 
timing sequence of the A/D data acquisition system are shown in Figure 6.3. In the 
A/D board used in this study, the acquisition of pressure data starts from the clock 
pulse immediately after the synchronising clock pulse with the external trigger as 
schematically shown in Figure 6.3b. 
The instantaneous pressure in the engine combustion chamber was sensed using a 
Kistler 601A piezoelectric transducer which was flush mounted on the cylinder head of 
the engine. The electric charge generated by the transducer was amplified and 
converted to voltage using a Kistler 5006 type charge amplifier. The output of the 
charge amplifier was then fed to the A/D converter. As the data acquired by the AID 
converter using a piezoelectric transducer gives a relative value of pressure rather than 
the absolute value, it became necessary to apply a correction to the measured cylinder 
pressure. The cylinder pressure at bottom dead centre of the induction process wi 
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assumed to be equal to the mean intake manifold pressure and used a,, a reference 
value to obtain the absolute cylinder pressure. The mean intake manifold vacuum wa" 
measured using a U-tube manometer. The pressure transducer and the charge amplifier 
were calibrated together using a dead weight tester in the pressure range of 0-50 har 
prior to data acquisition. Figure 6.4 shows a typical layout of the experimental yet-up 
with the data acquisition system used in this study. 
An electronic signal processor was used to obtain trigger signals required for the 
injection and spark timing devices at a resolution of 1 °CA. In this signal proccs"or. 
crank pulses are used as external clock input whereas the TDC pulse from the calls 
shaft is used as the reference point, to derive output signal at a desired crank angle. 
The duration of injection is controlled by an electronic circuit with potentiometer 
control of driving voltage. The injection timing pulse obtained from the , ignal 
processor activates this unit and instantly sends a continuous power supply to the 
injector solenoid valve. The duration of this power supply (or the injection duration) is 
controlled by changing the width of the signal with the potentiometer connected to this 
unit. 
A computer program was used to control the data acquisition system through the A/D 
board and a separate program was used to analyse and view the data. The flow-chart 
of the A/D data acquistion program is shown in Figure 6.5. Pressure data from as 
many as 50 consecutive cycles can be acquired and analysed using this A/D data 
acquisition system and the data analysis software. 
The air consumption through the intake manifold was measured with a viscous air 
floe 
meter (Alcock viscous air flow meter), and the fuel consumption with a burette and 
stop watch. The air mass flow rate through the AAFI system was measured using a 
vane type flow meter (Roots Meter model 125). The exhaust gas concentration of' 
hydrocarbons, carbon monoxide and nitrogen oxides were measured using an exhaust 
emission analyser (Richard Oliver Ltd. ) that also gives an estimate of air/fuel ratio. 
The 
emission analyser uses the Flame Ionisation 
Detection (FID) technique for 
hydrocarbon concentration measurement, Chemiluminiscence method 
tor NO, 
concentration, paramagnetic method 
for oxygen concentration and Non Dikherive 
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Infra Red (NDIR) technique for CO and C02 concentrations. The concentrations of 
various species are used to estimate the air/fuel ratio using an in-built computer 
program in this system. The accuracy of the estimation of air-fuel ratio using this 
program depends on the accuracy of measurement which, in fact, depends on the 
calibration of each analyser in their measuring ranges. A well calibrated system can 
estimate the air fuel ratio within a range of ±5 percent of the actual value. However, in 
the present study the air-fuel ratio computed by the emission analyser were found 
approximately 10 percent higher than obtained using direct measurement of air and fuel 
consumption. 
Figure 6.6 shows the pictorial view of the air assisted fuel injector and its mounting 
location on the Ricardo Hydra engine. The injector is kept vertical on the engine 
cylinder head replacing the spark plug of the original Ricardo Hydra engine sct-uh. 
Two different views of the experimental bench are shown in Figure 6.7 with Various 
equipment used in this study. 
6.4 THE EXPERIMENT 
The experimental engine was run at a constant speed of 1500 rpm and the spark timing 
was varied at an increment of 1 °CA to obtain the MBT timing using the electronic 
signal processor described in the previous section. Fuel injection was started during the 
induction process around 30 °CA after exhaust valve closure at 50° ATDC. A long 
duration of injection was used to inject a sufficient quantity of fuel to run at a WOT 
condition, at the comparatively low pressure used in this study. An average pressure of 
4 bar was used for the air and 5.5 bar for the fuel through the air assisted fuel injection 
system. The operating and design variables of the engine used in this experimental 
study are given in Table 6.1. 
The effect of spark timing on the performance of the AAFI 4-stroke spark ignition 
engine was studied for three cases: (i) spark timing corresponding to MBT and. (ii) at 
a retarded timing (5 °CA after MBT) (iii) at an advanced timing (5 °CA before NI BT). 
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Cylinder pressure data were acquired for 50 consecutive cycles in all the above cases. 
The exhaust emission concentration, fuel consumption, air consumption. and the 
engine torque were also recorded for engine performance analysis. 
As a result of the spark plug location not being optimised, the engine could not be run 
on the lean side of the stoichiometric air-fuel ratio. Nevertheless, the data generated 
for the rich operation of this engine were used as input to the simulation with the view 
that the simulation results should also point out the effect of spark plug location on the 
engine performance. 
Table 6.1 Engine design and operating conditions used in the study 
Engine speed 1500 rpm 
Cylinder Bore 80.065 mm 
Stroke 88.90 mm 
Connecting Rod Length 132.0 mm 
Displaced Volume 447.0 cc 
Compression Ratio 9.0: 1 
Intake Valve 
Valve Diameter: Valve 1 28.00 mm 
Valve 2 21.00 mm 
Valve Lift 8.53 mm 
Opens 12° BTDC 
Closes 56° ABDC 
Exhaust Valve 
Valve Diameter 24.00 mm 
Valve Lift 9.79 mm 
Opens 56° BBDC 
Closes 12° ATDC 
Ignition Timing 17° BTDC (MBT) 
Injection Parameters 
Start of Injection 310° BTDC 
Duration of Injection 220° CA 
Fuel Injected/Cycle 0.0506 g 
Injection Air Pressure 4.0 bar 
Injected Fuel Pressure 5.5 bar 
6.5 EXPERIMENTAL RESULTS AND DISCUSSIONS 
The pressure data recorded in the case of MBT timing have 
been plotted for 15 
consecutive cycles in Figure 6.8. The large cyclic variation evident 
from this figure is 
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due to the rich mixture operation of the engine, and the location of the spark plug 
which is located far from the centreline of the cylinder. The lean mixture operation of 
the engine resulted in intermittent combustion (misfiring). This can be attributed to low 
fuel concentration (or high air/fuel ratio) close to the lower flammability limit near the 
spark plug which is occasionally unable to ignite the mixture. The power output and 
the exhaust emission levels for the engine at three different spark timings are listed in 
Table-6.2. At retarded timing, the power output is comparatively low with low NO, 
and high CO emission levels. At advanced timing, the NO, level is considerably higher. 
The hydrocarbon concentration was high in all the three cases studied and the absolute 
values could not be reported as the calibration limit of the analyser was 5000 ppm as 
propane. The high value of hydrocarbon concentrations associated with these 
experimental runs can be attributed to the rich mixture operation of the engine, due to 
poor air-fuel mixing arising from the poor matching of the injection process to air 
motion and ignition. 
Table 6.2 Summary of experimental results 
Test Power Fuel Flow Air Flow A/F Exhaust Emissions 
No. Output Rate, Rate, Ratio CO HC NO, 
kW g/cyc g/cyc % ppm C3 ppm 
1 3.42 0.05068 0.5123 12.9 4.10 >5000 1737 
2 3.25 0.05515 0.5166 12.5 4.77 >5000 1318 
3 3.35 0.04869 0.5075 12.6 4.55 >5000 1911 
The pressure data were averaged over 45 cycles to analyse for combustion 
performance for the three cases. The rate of heat release was calculated from the 
averaged cylinder pressure data using the first law of thermodynamics. The detail of 
this calculation is given in Appendix C. The burned mass fraction was calculated using 
the cumulative heat release rate at a given crank angle and the energy input to the 
engine cylinder (i. e. the calorific value of fuel times the amount of fuel mass inducted 
per cycle). 
The average pressure data for the three cases are shown in Figure 6.9 where the 
expected trend of the effect of spark timing is clearly shown. In the case of the 
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retarded spark timing, the peak cylinder pressure is comparatively low and further from 
the top dead centre in the expansion stroke. With the advanced timing the occurrence 
of the peak cycle pressure is close to the TDC but the maximum value is approximately 
same as in the case of the MBT timing. The rate of heat release and the burned mass 
fraction are shown in Figures 6.10 and 6.11 respectively. There is sharp and early 
increase in the rate of heat release with advanced timing, however, the area under the 
curve is in this case is lower than the MBT timing case. This is due to the fact that in 
the case of spark advance, the compression stroke work transfer from the piston to the 
cylinder gas increases resulting in an early occurrence and higher value of peak cylinder 
pressure and the expansion work transfer from the gas to the piston is decreased 
resulting in sharp fall in the cylinder pressure [27]. The shape of the heat release curve 
is observed to be similar in all the three cases considered and their trend is similar to 
that of the average pressure curves shown in Figure 6.9. The rich mixture operation of 
the engine resulted in approximately 30 percent unburned fuel in the cylinder after the 
main combustion phase and is shown in Figure 6.11. 
As this experimental study was carried out primarily to validate the CFD simulation of 
an air assisted fuel injection system fitted to an engine using the approximate method 
of solution discussed in Chapter 5, and not to develop an engine with the AAFI 
system, the use of experimental data acquired with the rich operation of the engine is 
justified in this context. In the simulation work described in the following sections, the 
operating parameters used were considered the same as for the experimental study . 
6.6 COMPUTATIONAL CONSIDERATION FOR AAFI SIMULATION 
6.6.1 Computational Grid 
The computational mesh used in the simulation is obtained using 3-D Cartesian 
coordinates as described in the previous Chapter. Valve opening and closing 
considerations are also similar to that used in the CFD study of a two-stroke fuel 
injected engine described in Chapter 4. However, in this simulation study the number 
of horizontal planes between the valve and the cylinder head were varied according to 
the instantaneous value of valve lift. This assignment improved the grid resolution 
between the valve and the cylinder head at higher valve lift. Instantaneous rezoning in 
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the axial direction was undertaken in two parts: 1) uniformly between the cylinder head 
plane and the valve plane, and 2) uniformly between the piston and the valve plane. 
However, during the closed period of the cycle, rezoning was uniform between the 
piston and the cylinder head to give better representation of the clearance space near 
TDC. This technique resulted in an improved rezoning process. Near the central axis of 
the cylinder, the grid configuration was modified to represent the injector used for the 
AAFI system. Details of intake and exhaust ports, and valve geometry were not 
modelled. The velocity distribution around the intake valves was obtained by masking 
the valves as shown in Figure 6.12. A 15% mask was found to give desirable shape of 
intake velocity profile for this type of engine configuration [78]. A computational grid 
having 30x3Ox10 cells in the x, y and z-directions used in this study is shown in 
Figure 6.12. 
6.6.2 Initial and Boundary conditions 
Initial charge (air/fuel) mass and species densities in the cylinder were assumed based 
on an average pressure of 5.0 bar and temperature of 1600 K at Exhaust Valve 
Opening (EVO). The standard k-E turbulence model in the code was used with the 
initial value of turbulent kinetic energy, k assumed to be 10 percent of the total kinetic 
energy based on mean piston speed. The initial value of the dissipation rate of turbulent 
kinetic energy in the cylinder F-, was calculated using the relation, C= (cµ k 3"2) /L. 
Here, L is the length scale taken as the distance between the cell centre and the nearest 
solid wall. 
At the solid wall surfaces, the logarithmic law-of-the-wall was used for velocity 
profiles with constant wall temperatures. The cylinder wall was equally divided into 
two parts, based on instantaneous piston position. Different temperatures were 
assigned to upper (483 K) and lower (433 K) parts of the cylinder. Different 
temperatures were also assigned to the exhaust (583 K) and the intake (533 K) sides of 
the cylinder head, and to the piston surface (483 K). The above temperatures represent 
typical operating condition of a spark ignition engine [ 102] at the load and speed 
conditions simulated here. 
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Boundary conditions at the cylinder head were modified according to the engine crank 
position to accommodate opening and closing of valves. The intake charge pressure 
and temperature were kept constant at 0.96 bar and 298 K respectively. The local 
turbulent kinetic energy at intake was assumed to be 10 percent of the kinetic energy 
based on the mean flow velocity at the intake boundary. The length scale during 
induction is a constant, equal to half the maximum valve lift. A similar approach \vals 
considered for boundary conditions at the exhaust valve. Since the valves are modelled 
as planes, and these planes move from one level to another depending on the 
instantaneous valve lift, care was taken to assign vertex parameters such as the vertex 
flag, mass and momentum from adjacent vertices at the time of plane movement during 
valve opening and closure. The spark plug cavity was not modelled in this study. 
6.7 THE SIMULATION STUDY 
The simulation was started at EVO of the engine cycle. A number of engine cycles 
were executed until an initially assumed charge mass converged to within less than 5Ili, 
between consecutive cycles. To ensure consistency in the calculation of trapped mass. 
the computed average cylinder pressure was also compared with experimental 
measurement. Details of the engine being simulated here are the same as the 
experimental engine given in Table 6.1. 
6.7.1 The AAFI Process 
The fuel injection parameters used in the original KIVA-II code have been used to 
define the air assisted fuel injection process in the engine. The air mass flow rate and 
the fuel flow rate through the AAFI system were the experimental data obtaincd at 
1500 rpm under a wide open throttle condition. Instead of a continuous spray, as in the 
case of the actual injector operation, 16 nozzles were assigned on the periphery of the 
injector nozzle exit. The direction of the flow at the tip of the injector nozzle was 
assumed to be that of the pintle angle as depicted in the previous Chapter, and the 
nozzle exit velocity was calculated using the experimentally measured air mass flo\\ 
rate and the cross-sectional area of the nozzle. A discharge co-efficient of 0.6 through 
the injector nozzle was used in the calculation [ 103]. The mass. momentum and energy 
associated with the air and fuel flow through the AAFI system were conserved. The 
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implementation of this approximate solution method in the code has already been 
described in the previous Chapter. In an engine combustion chamber. a large difference 
in the temperature of the injected fuel and air, and the temperature of the trapped 
charge in the cylinder exists. Therefore, the conservation of energy in the system ha,, 
also been considerd in this case. 
6.8 RESULTS AND DISCUSSIONS 
In the following paragraphs, the air flow characteristics obtained in the cylinder «itll 
the simulation are presented and discussed first, along with fuel contours obtained at 
various planes in the combustion chamber. The engine combustion performance is then 
presented and discussed. The poor combustion performance of the simulated engine is 
shown to be mainly to the non-optimised location of the spark plug. Nevertheless these 
results point out that the approximate simulation method of air assisted fuel injection 
used in this study is capable of identifying problems such as the mismatch between the 
fuelling and air motion, and can therefore be used as an optimising tool. 
6.8.1 Incylinder Flow Characteristics of the Simulated Engine 
Engines with 4-valved pentroof cylinder heads are well known for their ability to 
produce high tumble motion during induction [104,1051. The dissimilar intake valvcs 
used in this design of engine not only produce tumble motion, but they also give a swirl 
component to this motion. The velocity vector plots and fuel contours were obtained 
from the simulation on vertical planes A-A, B-B , 
C-C and D-D as shown in Figure 
6.2. These plots were also obtained at a plane E-E shown in Figure 6.12 to show the 
tumble motion produced by this design of the engine and its effects on local 
concentration of fuel mass in the cylinder. 
In Figure 6.13, velocity vector fields and fuel contours are shown at a crank angle 
240 °CA, which is just after intake valve closure. In plane A-A, the vortex motion IS 
centred approximately at the geometrical centre of the cylinder. A high concentration 
of fuel is observed below the vortex centre in this plane. In plane B-B, the interaction 
between the injected fuel mass and the incylinder charge motion is the cause for the 
shift in the vortex centre and the fuel concentration is high on the axis of the c\'linder. 
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In plane C-C, vortex motion and the fuel contours are similar to that of the plane A-A. 
However, the velocity vectors and fuel concentration are comparatively lower. This is 
due to the presence of the smaller intake valve on this plane which Lives a lower mass 
inflow on this side of the combustion chamber. In plane D-D, again the interaction 
between the injected air and fuel with the incylinder charge motion is responsible for 
the generation of two vortices. The stronger vortex is found near the smaller intake 
valve side of the combustion chamber, fuel concentration is high on the axis of the 
cylinder. In plane E-E, which is in fact not a horizontal plane as seen in Figure 6.12, 
the velocity vector field has a stagnation point near the exhaust valve adjacent to the 
smaller intake valve. Fuel concentrations are high in the middle and on the intake side 
of the combustion chamber. 
As the piston moves upward, the counterclockwise vortex motion is subject to swirl 
enhancement (spin-up) through conservation of angular momentum and interacts with 
piston movement. On the inlet side the piston movement enhances the vortex motion 
to produce a strong flow across the cylinder head. The resulting incylinder motion on 
various planes at 335 °CA. are shown in Figure 6.14. This corresponds to a crank 
position just before the initiation of the spark. These features have been also observed 
by the particle image velocimetry (PIV) studies reported by Reeves et ul. [106] and 
CFD predictions by Jones and Junday [107] for 4-valved pentroof engines. The 
incylinder motion at the time of spark is of particular significance as reported by 
Benjamin [108] in his study in a four valve spark ignition engine. He suggested that 
stable combustion with a lean mixture can be achieved by the generation of high barrel 
swirl (tumble) motion during the induction process and its degeneration to turbulence 
in the late compression phase. In plane D-D, the vortex centre is shifted towards the 
smaller valve and also a strong flow is observed on this side. The flow structure in 
plane E-E is the result of the dissimilar intake valves used, which produces a stagnation 
point below the exhaust valve adjacent to the smaller intake valve. 
Figure 6.14 also shows the fuel concentration contours at 335 °CA. In plane A-A and 
B-B, the concentration of fuel is high at the intake side of the combustion chamber. 
The large accumulation of fuel on the intake side of the combustion chamber is, due to 
the fact that in the early part of the compression stroke, fuel droplets are trapped in the 
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corner due to the tumbling motion. As the piston moves upward, the increasing 
cylinder temperature helps vaporisation of these droplets thereby increasing fuel ma"ý 
fraction. However, in plane C-C, a large amount of fuel is observed below the exhaust 
valve adjacent to the smaller intake valve as shown in Figure 6.14c which is the result 
of the stagnation flow in this zone. This suggests that the optimum location of the 
spark plug for lean operation of the engine should be close to this stagnation point. 
6.8.2 Combustion Characteristics of the Simulated Engine 
Figure 6.15 shows the pressure crank angle history obtained using the average value of 
simulated cylinder pressure at each computational time step for the three cases 
considered in the simulation. When compared with the average value of the 
experimentally obtained pressure data reported in Figure 6.9, the simulated results for 
peak cylinder pressure are found within 10 percent of these values. The comparison of 
experimental and simulated results for three different ignition timings used in this study 
are shown in Figures 6.16-6.18 The deviation observed in the angle of occurrence of 
peak pressure in the simulation particularly in the case of MBT and retarded timing can 
be attributed to: (i) the simple combustion model used , (ii) the approximation used in 
the AAFI definition where the fuel is released as droplets instead of the introduction of 
air-fuel mixture. 
The peak rate of heat release in the case of simulation is higher than the rate of heat 
release values calculated using the experimental data (Figure 6.19), however, the total 
amount of energy release during the main combustion phase is approximately of the 
same order. The comparison of experimental and simulated results for the rate of heat 
release for different ignition timings are shown in Figures 6.20-6.22. There is a sharp 
rise in the simulated heat release curve to 400 kW in all the three cases considered in 
the simulation, however, the heat release rate falls very rapidly giving approximately 
the same area under the curve resulting in approximately same amount of energy 
released to the cylinder. The large spike in the early part of the heat release curves 
(Figures 20-22) suggests that the AAFI simulation predicts increased initial air 
entrainment and evaporation of the fuel spray. In this combustion model, ignition i' 
initiated by increasing the specific internal energy of the cells in the region of the spark 
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plug tip by approximately l percent of the total energy content in the cylinder charge. 
The geometrical nature of the cells near the spark plug tip are, therefore, responsible 
for defining the initial shape of the flame kernel. The mass burned fraction curve in 
Figure 6.23 clearly shows the extent of heat release in the main combustion period and 
found similar to that calculated from the experimental data using the first law of 
thermodynamics. 
6.9 CLOSURE 
The approximate method of representing the air assisted fuel injection system by u"inLconservation 
of mass, momentum and energy in the CFD Code KIVA-II has been 
demonstrated to give results that are consistent with the experimental values. 
Therefore, this approximate method is promising as the requirement of the 
computational resource is considerably lower in this case when compared with 
accurate representation of this process. This is of particular significance in the engine 
simulation where the requirement of computational resource is very large. 
The deviations such as angle of occurrence of peak cylinder pressure and the spikcs 
observed in the rate of heat release curve can be overcome by improving the 
combustion model. The approximate method of simulation of AAFI system can further 
be improved by considering the following points: 
(1) The assignment of Sauter mean diameter based on experimental study. 
(2) The assignment of nozzle exit velocity based on the experimental value of co- 
efficient of discharge through the nozzle. 
(3) Incorporating an improved evaporation model to avoid incorrect flooding of fuel 
droplets on the cylinder walls. 
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Figure 6.1 Cross-sectional view of Ricardo Hydra MK HI gasoline engine 
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B 
Figure 6.2 Schematic diagram of experimental engine showing the size and 
locations of valves, location of the AAFI system and spark plug 
.. 
iB 
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Figure 6.3 A/D Data acquisition system 
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Figure 6.4 Schematic diagram of experimental set-up ol- test engine 
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Set A/D input parameters 
(Unipolar or bipolar, single-ended or differential 
internal or external trigger, A/D channels etc. ) 
Set A/D output parameters 
(Number of cycles required, output file name) 
NO 
YES 
More data? 
View the P-6 diagram? 
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Figure 6.5 Flow chart of the computer program used to control data acquisition system 
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a. The air assisted fuel injector 
b. Mounting of the air assisted fuel injector on the engine 
Figure 6.6 The air assisted fuel injector and its mounting on the Ricardo Hydra 
Engine 
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a. Pictorial view of test engine and equipment used in the study (View 1) 
b. Pictorial view of test engine and equipment used in the study (View 2) 
Figure 6.7 Two different views of the experimental engine set-up along with 
other equipment 
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Figure 6.9 Average cylinder pressure vs crank angle, Case 1- MBT timing. 
Case 2- Retarded by 5°CA, Case 3- advanced by 5°CA 
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Case 2- retarded by 5°CA, Case 3- Advanced by 5°CA 
1.0 
0.8 
0.6 
0.4 
0.2 
0.0 
Crank Angle, Degrees 
Figure 6.11 Effect of ignition timing on burned mass fraction, Case 1- MBT timing. 
Case 2- Retarded by 5°CA, Case 3- Advanced by 5°CA 
202 
330 360 390 420 
,) imutarion ana Experimental Study of a 4-Valved Four-Stroke SI Engine 
using the Air Assisted Fuel Injection System 
INJECTOR 
y 
N-1 
a. 3-D view of the computational grid 
E 
b. Cross-sectional view of the computational grid 
Figure 6.12 Computational grid used in this study 
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS 
7.1 INTRODUCTION 
In the recent past Computational Fluid Dynamics has become one of the important 
supplementary tool to the experiment which helps in understanding very complex 
physical phenomena such as turbulent flow and combustion in engines, fuel spray 
characteristics etc. using the laws of conservation applied to the system considered. In 
general, the cost of experimentation for the parametric study of these phenomena are 
very high and time consuming, and the accuracy achieved in these experiments is 
always dependent on the operating conditions of the equipment used in the study. 
Using CFD as an analytical tool, the trend of dynamic behaviour of various reactive 
and non-reactive flow processes can be ascertained qualitatively, if not quantitatively 
The empirical correlations along with conservation laws in a CFD code can also he 
used for the quantitative estimation of different parameters within reasonable accuracy. 
Thus, the aim of the work reported in this thesis was to emphasise the use of the 
existing CFD code KIVA II for the simulation of fuel injected spark ignition engines. 
The existing code was used as a basic structure to study to flow and comhustion 
processes on which various submodels were incorporated as and when they required to 
address various physical phenomena of interest. The main observations of this study 
are summarised in the next section. 
In the present research work, the Computational Fluid Dynamic code KIVA-II has 
been used to simulate the flow and combustion processes associated with an engine 
cycle. In this context, some of the limitations existing in the original code have been 
overcome through necessary modifications and addition of new models in the code. Of 
particular reference is the incorporation of partial opening facility at the top boundary 
for inflow and outflow conditions required to simulate valved flow in an engine. The 
existing model for particle movement in KIVA-II has been modified to include the wall 
jet impingement model. In this model, an impinging jet on a wall is assigned a direction 
of flow tangent to the wall and the impinging liquid droplets form a liquid sheet on the 
wall surface. The effect of unsteady flow has been taken into account by the addition 
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of a one dimensional wave action model in the existing KIVA II code and the pressure 
variations calculated in the exhaust boundary using this simple wave action model ha 
been demonstrated. 
7.2 SUMMARY OF THE PRESENT WORK 
The modified version of the KIVA-II code was used to simulate the scavenging and 
combustion processes in a 4-valved two-stroke spark ignition engine with fuel 
injection. Mass flow rates through the intake and exhaust valves computed using the 
open boundary and valve description added to the code show the similar trends given 
in earlier experimental and simulation studies [34,38]. The trend of incylinder tumble 
flow pattern is also correctly predicted by the modified code. The addition of a simple 
one dimensional wave action model is capable of predicting correct trend in pressure 
pulsation at the boundary of the exhaust valve and even compared well with the 
magnitude reported in earlier studies [7,38,88] 
The computational results show a significant effect of angle of inclination of fuel 
injector on the scavenging and combustion processes. This arises from the strong 
interaction between the high momentum jet flow of the injector with the loop scavenge 
flow. The one-dimensional wave action program applied in the exhaust port was found 
to show fluctuation in exhaust pressure during blowdown process. Parametric studies 
carried out on the effect of early intake valve closure and late exhaust valve opening 
demonstrate the feasibility of using a CFD code as an adjunct to the experimentation. 
In this study, the capability of a CFD code such as KIVA in its application to the study 
of air/fuel mixing, combustion and exhaust emission characteristics of a valved 2 stroke 
engine over a range of operating conditions have been demonstrated, which show the 
expected trends in behaviour observed in actual engines. The ability to use the code for 
optimising performance and emissions is possible. 
A study of a simple air assisted fuel injection system into a cylinder has been carried 
out using the CFD tool and has been validated by experimental study using Schlieren 
optical technique. This study has shown that it is possible to improve atomisation of 
fuel droplets even with a low air blast pressure of approximately 1.5 bar. The 
computed Sauter mean diameters in the simulation study predicted in the range of 5-10 
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µm compare well with the experimentally measured values under similar condition' 
[92]. The computed spray penetration and width was found within 15ýý of the 
experimentally observed values, however, the model parameters such as the amplitude 
droplet oscillation, ampO can be optimised for improving the predictions. The 
limitation of this simulation is the requirement of a very large amount of computational 
resource to resolve the flow characteristics through the very small passage of the 
injector nozzle . This was overcome using an approximate method of simulation which 
uses a simple approach of conservation of mass, momentum and energy applied to the 
injected fuel and air through the injector. The approximate method of simulation was 
then compared with the simulation study carried out using fine grid which was found 
to be within reasonable accuracy thus showing the potential of this method. The 
approximate method used here takes approximately 1/10th of the computational time 
required by the fine grid simulation technique. The spray penetration and \\'idth 
computed using this approximate method were within 10% variations when compared 
with the fine grid results. It is worthmentioning here that similar variations can be 
observed even in the case of experimental studies due to cyclic variability. 
The approximate method has been further extended to simulate an engine cycle with 
the air assisted fuel injection system. As the experimental engine could not he rLlll 
under lean operating conditions due to hardware problems encountered in fixing the 
spark plug at a desired location, the results were obtained for comparatively rich 
fuelling of the engine and simulations were carried out under similar operating 
conditions. The simulation study shows that this method is capable of producing 
results which are comparable with the experimental results and even capable of 
identifying problems such as the mismatch between the fuelling and incylinder air 
motion. Both the simulation and experimental study shows the potential of this fuel 
introduction system. In the experimental study, however, it was observed that a 
suitable design of air assisted fuel injection system is required which can inject a 
sufficient amount of fuel to represent wide open throttle condition within a reasonable 
duration of injection of the order of 30 °CA. The location of spark plug is also very 
important to achieve lean burn operation of the engine. 
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The major conclusions drawn from this study are summarised below. 
1. The present study shows the potential of the CFD as a analytical tool for improving 
design aspects of the engine. The analysis of the scavenging process and parametric 
studies undertaken for the two different designs of engine cylinder heads considered in 
the present study emphasise the importance of application of CFD in engine design. 
However, it is necessary to support the simulation results using experimental data for 
improving confidence level of predictions. 
2. The performance of the fuel injected two-stroke engines are promising as regards toi 
the engine combustion and emissions, however, the future of this category of engine is 
dependent on the vehicle manufacturer and to a certain extent the users. Furthermore, 
the acceptance to the end user depends entirely on the endurance and long terns 
durability of these engines. 
3. The problems of fuel atomisation during the very short time available in these 
engines can be overcome using a simple air assisted fuel injector. The exact metering 
of fuel in these system need sophistication such as equipment to deliver fuel and air at 
constant pressure and sharp cut-off of fuel using fast electronic control solenoid valves. 
4. Long term usage of the AAFI system may lead to problems such as injector fouling, 
particularly with low pressure operation of the injector. This problem should be taken 
into account either by increasing the injection pressure of fuel and air, or by using 
chemicals such as detergent-dispersant fuel additives. 
5. The approximate solution method outlined for the representation of air assisted fuel 
injection method is promising particularly in the case of the CFD simulation of engine 
processes and can be extended to other cases where large computer resources are 
required. 
7.3 RECOMMENDATIONS 
Simulation of flow through nozzles requires very fine grid structures to resolve flow 
properties in the narrow passages encountered in these devices. This work ,, ho«, ed that 
by using a simple approach, a considerable amount of computational resources can 
be 
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saved at the penalty of a very small amount of accuracy in numerical solution. This ik 
of particular significance to the engine designer, where the requirement of 
computational resource is sometimes very large. The qualitative predictions obtained 
using the CFD simulation can be used as an adjunct to the experimentation for 
developing prototypes. 
In the experimental and the simulation study with air assisted fuel injection, it was 
observed that the optimised location of the spark plug is very important particularl`' in 
the case of high tumble motion engines. Further work in this area is required to 
establish a relation between the optimum location of the spark plug, the intake 
generated tumble motion and resulting flow field in an engine. The relation could be 
then be used as a design tool for improving combustion performance and emission 
characteristics of production engines. 
Furthermore, it was observed that in the existing KIVA II code a number of submodels 
required to be modified or improved. These include the evaporation model which does 
not take account of fuel droplets near the wall, the combustion model to be modified 
to include the effect of instantaneous cylinder pressure on the chemical kinetic rates, 
ignition model to take account of the early flame development, preferably by using a 
flame-sheet model. 
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APPENDIX-A 
CONVECTION SCHEMES 
Al. Quasi-Second-Order Upwind Convection Scheme 
The Quasi-Second-Order Upwind Scheme method used in KIVA-Il is a modification 
of a scheme proposed by van Leer [109]. This scheme is briefly described using one 
dimensional convection and comparing results with other upwind schemes that are 
represented in figure A-1 
In each scheme, the density profile within a cell is assumed to be linear with a value at 
the cell centre equal to the density at the previous timestep. In figure A-1, the previou s 
timestep densities in cells i-1, i etc. are shown by dots and the density profiles in cells 
are shown by solid lines. The four schemes differ only in the slope used for the density 
profile within each cell. For each scheme, the mass convected across a boundary 
moving from point A to point B is the area under the density profile between points A 
and B. Because of this method for calculating convection, the current timestep total 
mass in a cell is just the area under all the previous timestep density profiles between 
the new boundaries of the cell. Assuming the left boundary of cell i+1 does not move, 
the current timestep mass of cell i+1 is the area crosshatched in figure A-1. 
A function p is either monotonically increasing (or monotonically decreasing) if xi< _v, 
implies p(xl) <_ p(x2) (p(xl) >_ p(x2)). 
Let xi denote the location of computed density p;. A difference scheme for convection 
is weakly monotone if p; +, lies between pin and Pin-2 and x +, ' lies between x" and 
_v" ,, then p, 
+; ' lies between pin and pi+2 .A 
difference scheme is strongly monotone 
if 
Pi - P, 
+, < P, +2 Pi+3 (Pin - P; 
+. > P, +2 > Pi+3 ) 
and 
n< it+ rt+I <xfl+l ýi ýi+l ýi+? i+i 
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then 
n< n+l < Pi Pi+ý Pi+2' - P, +ý (Pin - Pi+ý' -- Pa+2 - Pj+3 ) 
The strongly monotone property is desirable because they do not have the undershoot" 
and overshoots in higher order computational methods. A sufficient condition for 
strong-monotonicity is: 
If pi+1 lies between pin and pi±2 , then density profiles in cells i, i+1, and i+?, taken 
together, form a monotone function. This condition is the monotone profile condition. 
Let us now consider each of the schemes of figure A-1. The slope of the density profile 
within each cell is zero in the donor cell differencing scheme. Donor cell differencing 
satisfies the monotone profile condition and hence is strongly monotone. It is first- 
order accurate in space, and results in excessive numerical diffusion for many 
applications. 
To remedy this accuracy problem, a centred gradient scheme is considered. The slope 
ap / ax within each cell is given by 
aP Pi+I - Pt-I 
ax i2 Ax 
[A-l] 
This scheme is stable and second-order accurate, but not weakly monotone. The 
reason is shown in figure A-1. The density profiles in regions of large change in ap/ cox 
can have large undershoots and overshoots. In figure A-lb the density profile in cell 
, which 
is the average value of p under i+1 has values less than pin , and 
hence pi '+l 
the crosshatched area of the profile, is less than p, ' . 
Van Leer's scheme corrects this problem by limiting the magnitude of the slope. If p, ' 
lies between p; ", and p,, , then the magnitude of the slope 
ap / axle is required to be 
small enough that the density profile in cell i assumes valued between pand p, +, . 
If 
p; ' does not lie between p; ", and p;, , then the slope 
ap / axl, is taken to be zero. The 
resulting change in the slope in cell i-1 is shown in figure A-lc. The slope in cell i i,, 
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not limited because the density profile in this cell already assumes values between p '_, 
and pi+, . It can be shown that Van Leer's scheme is weakly monotone and is second- 
order accurate for computed densities for which the slope-limiting procedure is not 
used. The scheme is not strongly monotone. For example, if the left boundary of cell i 
is moved from point C to point D in figure A-lc, then we would have p, "" > 
even though the values pin ,, pi' , pi'+, , and p, '+, are monotone increasing. 
The QSOU scheme satisfies the monotone profiles conditions. It might be called 'a 
minimum gradient scheme' because if p, " lies between p; ", and p; '+, then the slope is 
taken to be 
ap 
_ 
sign( Pin Pin /) nnn 
ax, 
i 
Ax min(I 
Pi - Pi 
n 
llýl 
Pi+l - Pi [A-21 
and with van Leer's scheme, if p; ' does not lie between p; ", and p, , then 
ap /cýx is 
+ 
If 
taken to be zero. In the example of figure A-ld, the slopes in cells r and i+1 are both 
limited by this prescription. 
i Dnnnr cell 
0 
b. Centred-gradient 
0 
0 
c. van Leer 
Fig. A-1 Density profiles for a family of upwind convection schemes 
0 
i-1 i+1 i+2 
gA 
0 
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A2. Partial Donor Cell Differencing 
In the partial donor cell differencing scheme, the cell-centred cell face quantities ý' 
are evaluated as an upstream weighted average of Q, ' and Q; . The upstream or donor 
cell is first determined from the sign of SV1 : if 6VV>O, then cell _2 i,,,, the UpStreaIll Or 
donor cell while cell 1 is the downstream of acceptor cell, and vice versa. The partial 
donor cell prescription for QÜ is given by 
QÜ =2 Qv (1+ao+ ßoc) +2 QV (1-ao - NO [A 
where ao and S `- - (3o are adjustable coefficients (OSao + ßo C<_ 1), and C= , 
'+, v, an 
effective Courant number based on the fluid speed relative to the mesh. 
If ao =9 and 13o = 0, the scheme reduces to centred difference of convective terms and 
is unstable. Depending on the specification of M and 13o in the above equation. the 
scheme can be further classified: 
(i) Pure donor cell scheme if c=1 and 13o =0 
(ii) Interpolated donor cell scheme if ao =0 and (3o =1 
The negative values of turbulent quantities are avoided by specifying a0 =I and (3 =U 
in the calculation of convective transport of k and 1. 
The partial donor cell procedure for vertex quantities are done in similar fashion but 
based on 8 Mp instead of 8V,,. Then u' is given by 
[A-4] u' _; ud(l+ao+ß0C)+zur'(1-ao- NO 
where, 
)v 
C 
4I(ö Mß 
f 
Mn+l +l + n+l 
n+l 
11 
+ Mhn Mý. + Md 
cr, b, c, and d refer to the four regular cells sharing the regular cell edge joining crticeý 
1 and 2. 
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APPENDIX-B 
FORMULATION OF CHARACTERISTICS EQUATIONS FOR NUMI: RICAL 
SOLUTION OF UNSTEADY FLOW PROBLEMS 
The Method of characteristics technique transforms the partial equations into ordinary 
differential equations that apply along so-called characteristics lines. Pressure wave" in 
the case of unsteady flow in an engine propagate relative to the flowing gas at the local 
sound speed. Therefore, the one dimensional unsteady equations for continuity and the 
momentum conservation can be rearranged so that they contain only the local fluid 
velocity U and local sound speed A, 
Starting with the Riemann variables (Figure B 1) 
A+'Y -I U [B-Il 
2 
and 
-A- 
'Y -lU [B-21 
2 
Fig. BI Position diagram with ? and p characteristic,, 
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Non-dimensionalised distance, X 
14/ pe 
d iCe \ 
The slopes of the characteristics are given by 
dXl 
dZJ 
x 
=U+A 
and 
CZ 
Ip =U-A 
It can also be shown that A= (X+(3)/2 and U= 
Substitution into equation (B-3) and (B-4) for A and U gives 
dX 
2(y - 1) 
fx- 
2(y - 1) dZ 
and 
dJ2(Y 
yl)X-2(, 
y 
±11) ('i) 
ýl1l 
It is convenient to let 
3-y 
u= 2(y-1) 
and 
y+l h=2('Y-1) 
then equations (B-5) and (B-6) may be written in the form 
dX 
= bX - aß dZ 
and 
äzß - aa. - bp 
[B-; l 
[B-4] 
[B-51 
[B-61 
[B-7] 
[B-81 
Since the equations (B-7) and (B-8) have a symmetry, there is possibility of replacinn! 
the two equations by a single equation which leads to the generalised characteristic'. 
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Non-dimensionalised distance X 
Fig. B2 Grid structure in time-distance(Z-X) field 
In generalised characteristic equation, 2,, and X,, characteristics are introduced such that 
their slopes are opposite to each other. The Riemann variables are now defined as: 
k=k, for a positive X-axis from left to right; 
k=X,, for a positive X-axis from right to left; 
Finally, U and A can be obtained in terms of k, and X,, 
U=fir-k 
K_ý 
[B-IU] 
In the boundary equations X and b are replaced by two new variables X,,, and k,,,,,. 
Finally, these equations are solved numerically using a rectangular grid in the X and Z 
direction as described in figure B2. The Riemann variables k, and X,, are evaluated at a 
mesh point. The time step, dZ is based on the stability criterion 
dZ I 
dX A+IUI 
it is important to ensure that dZ satisfies the criterion for all mesh points. 
The numerical procedures requires the initial conditions(i. e. Z=O) along the pipe length 
and boundary conditions at X=0 and X=L for all time Z. 
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APPENDIX-C 
CALCULATION OF THE RATE OF HEAT RELEASE AND BURNED MIASS 
FRACTION USING PRESSURE TIME HISTORY 
For a closed system, the first law of thermodynamics can be written as: 
dq=dU+dW [C- l] 
where, dq is the heat released to the system, dU is the change in internal energy and 
dW is the work done by the system. 
The workdone, dW, is given by: 
dW=PdV 
or, 
P+P 
dW= 
2 
2(V2-V, ) [C-2] 
where, P (= 
P+ P2 
) is the instantaneous average pressure, and dV (= V2 - V, ) is the 2 
change in volume 
The change in internal energy is given by 
dU =m Cv (T2-T1) [C-3] 
where m is the trapped mass, C, (=R/(y-1)) is the specific heat at constant volume. 
Using the equation of state relation, P1V, =mRTI and P2V2=mRT2, the change in 
internal energy can be written as 
P, V, -P, V, dU = 
7-1 
[C-4] 
Substituting the value of dU and dW from equations [C-2] and [C-4] in equation [C-1 
the heat release dq can be written as: 
P, V, -FV, P, + P, dq_ 
7-1 
+2 (V2-VI) [C-5 
The instantaneous rate of heat release (dq/dt) is calculated by dividing the term dy wt ith 
the timestep dt (or the crank angle increment) used in the data acquisition , \-titcm. 
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