Clustering methods such as k -means have found widespread use in a variety of applications. This paper proposes a formal testing procedure to determine whether a null hypothesis of a single cluster, indicating homogeneity of the data, can be rejected in favor of multiple clusters. The test is simple to implement, valid under relatively mild conditions (including non-normality, and heterogeneity of the data in aspects beyond those in the clustering analysis), and applicable in a range of contexts (including clustering when the time series dimension is small, or clustering on parameters other than the mean). We verify that the test has good size control in finite samples, and we illustrate the test in applications to clustering vehicle manufacturers and U.S. mutual funds.
Introduction
Clustering methods provide researchers with a means of imposing some structure on a set of data under analysis. They represent a middle ground between imposing strict homogeneity and allowing complete heterogeneity across the variables under analysis, enabling the researcher to group variables into clusters and impose homogeneity only within a cluster. Such methods have proven useful in a wide variety of applications ranging including medical research (e.g., Eisen In many applications there is scientific interest in the null hypothesis of a single cluster, i.e., that the variables under analysis are homogeneous, or, more generally, homogeneous in the attribute(s) under analysis. A rejection of this hypothesis in favor of a model with multiple clusters represents evidence of heterogeneity, a conclusion that can have important implications. For example, a rejection could indicate that a medical treatment is effective only for some sub-populations; that investments with equal risk may have different expected returns; or that objects distinct from the background should trigger emergency application of the brakes. The methods for selecting the number of clusters described above do not allow for a probabilistic statement about the empirical evidence for or against a model with a single cluster. For that, we need a formal hypothesis test. This paper proposes a general method for testing the null hypothesis of a single cluster imposing only mild regularity conditions on the data. We do so in the context of a panel of data containing N variables, each with T repeated observations, where the length of each dependent variable is d. Our testing approach exploits a standard assumption made in cluster analyses: cluster assignments are stable across repeated observations (e.g., time). This assumption enables us to estimate the cluster assignments on one sample (e.g., the first T /2 observations, or all odd-numbered observations) and then test the significance of the differences across clusters in a separate sample. This split-sample approach is simple to implement, and we show that it allows us to conduct inference under much weaker assumptions than existing methods. Our asymptotic theory is developed for N, T → ∞, although we can also accommodate any fixed T ≥ 2.
Some work has previously been done to test the significance of multiple clusters. Liu, et al.
(2008) consider a high-dimensional setting (d ≫ N ) , and no repeated observations (T = 1) . Their approach takes a Gaussian distribution as the null hypothesis, which makes obtaining critical values for a test straightforward, however the assumption of Gaussianity is much stronger than the null of homogeneous means, and in many applications Gaussianity is not plausible. Maitra, et al.
(2012) consider a bootstrap test for multiple clusters, replacing the assumption of Gaussianity with an assumption that the data are identically distributed after some known transformation. Our approach draws on recent work in panel econometrics to weaken these assumptions considerably:
we impose no distributional assumptions on the data beyond standard regularity conditions and do not require homogeneity of the data beyond that implied by the clustering analysis.
The remainder of our paper is structured as follows. In Section 2 we present the main theoretical results, along with extensions to consider clustering on general estimated parameters (rather than means); tests when one of the clusters is "small;" and tests when the time series sample size is small. Section 3 presents simulation results on the finite-sample performance of the proposed methods, and Section 4 applies these tests to clustering vehicle manufacturers and U.S. mutual funds. Section 5 concludes. The appendix contains all proofs, and a web appendix contains additional details.
Testing for multiple clusters
Below we present our main result on testing for multiple clusters, followed by results related to the choice of G under the alternative, and some empirically useful extensions of our main results.
Main result
We observe T realizations of a collection of N variables, Y it for i = 1, 2, ..., N, and t = 1, 2, ..., T, where dim (Y it ) = d. In all cases we consider a split of the full sample of T observations into two mutually exclusive, though not necessarily exhaustive, subsamples R and P, where dim (R) = R and dim (P) = P. Define F R as the information set σ {Y it } N i=1 , t ∈ R .
Assumption 1: (a) The data come from Y it = m i + ε it , where ε it = Σ 1/2 i η it , η it ∼ iid F i (0, I d ), for i = 1, ..., N, and t = 1, .., T, where, for all i, m i ∈ M ⊂R d , Σ i is strictly positive definite, E η it η jt η kt η lt ≤κ < ∞ ∀ (i, j, k, l) ∈ {1, .., N } 4 , (b) η it ⊥ ⊥η jt ∀ i = j, (c) N, P, R → ∞.
Assumption 1 allows the data to have arbitrary heterogeneity in variances and higher-order moments, subject to the existence of fourth-order moments. Importantly, it does not impose normality, as in Liu, et al. (2008) , nor does it require the observations to be a known transformation away from homogeneity, as in Maitra, et al. (2012) . Assumption 1 imposes that the data are independent across time and cross-sections; later in the paper we relax these conditions. 1 {γ * i = g} , and γ * i ∈ {1, ..., G} indicates to which cluster variable i belongs.
Assumption 2 defines the homogeneous case we study under the null hypothesis. Assumption 2 ′ covers the alternative hypothesis: (a) imposes that each variable belongs to one of the G clusters, indicated by the group membership vector γ, (b) imposes that the cluster means are "well separated," and (c) imposes that each cluster contains a non-trivial fraction of the total number of variables.
We stack the mean vectors for the G clusters into a single dG×1
Define the full-sample estimator:
The set Γ N,G is the subset of all possible allocations of N variables to G groups that satisfies min g lim N →∞ N g /N ≥ π > 0, i.e., it only allows for "non-negligible" clusters.
Next define the estimator of the location parameters for a given value of γ:
We will look at a joint test that µ * g = µ * g ′ for all g = g ′ , a total of d (G − 1) restrictions. To do so we will use the matrix:
where ι n is a n × 1 vector of ones, I n is the n × n identity matrix, and ⊗ is the Kronecker product.
This allows us to state the null as:
Theorem 1 Letγ N R be the estimated group assignments based on sample R, and letμ N P (γ N R )
be the estimated group means from sample P using group assignmentsγ N R . Define the test statistic for the differences in the estimated means as
(a) Under Assumptions 1 and 2,
The proof is presented in the appendix. This theorem shows that if the means of the variables are homogeneous (i.e., Assumption 2 is satisfied) then the test statistic has a χ 2 limit distribution, while if the variables are heterogeneous (Assumption 2 ′ is satisfied) then the test statistic diverges, and so this test has power to detect multiple groups.
Importantly, the null limiting distribution is not affected by the problem of estimated cluster assignments. Cluster assignments are unidentified under the null hypothesis, and obtaining results on the behavior of the estimated cluster assignments in such a case is difficult. Indeed, even when the clusters are well separated (i.e., under the alternative hypothesis), estimation error in cluster assignments is difficult to treat, see Pollard (1981 Pollard ( , 1982 and .
Without distribution theory for the estimated cluster assignments it is difficult to quantify the over-fitting problem that arises when estimating a multi-cluster model on homogeneous data, and simply ignoring the over-fitting problem leads to tests with poor size control: in the simulation study described in Section 3 we find rejection rates as high as 100% for a nominal 0.05 level test.
Our test overcomes the overfitting problem via a simple split-sample approach.
Theorem 1 can be generalized to accommodate various departures from the assumptions given above. Time series dependence can be accommodated by employing results from .
The main change required when allowing for time series dependence is that the formation of subsamples (R and P) now requires some structure. We suggest using simply the first and second halves of the time series. It is also possible to allow for general time series and cross-sectional dependence, drawing on results in adapted to our application. The supplemental appendix contains details and formal results for these two extensions.
Choice of G under the alternative
The test above requires a choice of the number of clusters under the alternative, and in practice the value chosen may be incorrect. Below we consider the behavior of the test when the chosen value is too large or too small. The theory for behavior of the test statistic under the null is unaffected by this problem, of course, as under the null the true number of clusters is one and Theorem 1(a)
applies. To simplify exposition, we assume that d ≡ dim (Y it ) = 1 in this section.
The following theorem contains results when the number of clusters under the alternative is larger or smaller than that chosen by the researcher.
Theorem 2 LetG denote the number of groups considered by the researcher and letγ N R be the estimated group assignments based on sample R, and letμ N P (γ N R ) be the estimated group means from sample P using group assignmentsγ N R . Define the test statistic for the differences in the estimated means as
The proof is presented in the supplemental appendix. Theorem 2(b) shows that the test has unit asymptotic power under the alternative, even whenG > G. In finite samples, power may be lower than if the correct number of clusters was used, as the critical values from a χ 2 G distribution are increasing in G. Theorem 2(c) confirms that if the cluster model with too few clusters is well separated, then we obtain the expected result for the test statistic under the alternative. We investigate the finite-sample impact of choosing an incorrect value ofG in Section 3.
With the results above we can consider a simple multiple testing procedure that applies when the researcher does not know the correct value for G under the alternative, and wants to consider a range of possible values. For example, the researcher implements the test forG = 2, ...,Ḡ, a total ofḠ − 1 tests. The p-values from each of these tests, denoted pG, can be combined via a Bonferroni adjustment: define the joint p-value as
then reject the null that G = 1 in favor of G ∈ 2, ...,Ḡ if p Bonf < α, where α is the desired level for the test. As usual with Bonferroni corrections, this procedure may be conservative under the null hypothesis. We investigate this in our simulation study in Section 3.
Extensions

Clustering on estimated parameters
Here we consider the problem of clustering on parameter, β i ∈A ⊂ R b , estimated for each of the N variables. This allows researchers to cluster on features other than means, such as variances, other moments, regression coefficients, or other estimated parameters. We assume that the estimated parameter satisfies some standard regularity conditions, summarized in the following assumption.
Assumption 4:
Assumption 4(a) requires that a standard first-order asymptotic Normal limit holds for the estimator, and 4(b) requires that a consistent estimator of the asymptotic variance is available.
These assumptions are easily verified in a variety of different applications. Assumption 4(c) imposes that the first-order term in the estimation errors are uncorrelated in the cross-section, and imposes that estimation error from the P sample is independent of the R sample. The latter holds trivially if Y it is iid in the time series, but it also allows for some time series dependence, and the former can be relaxed to allow for mild cross-sectional correlation. Assumption 4(d) allows the higher-order terms in the estimation errors to have weak cross-sectional dependence.
The clustering model imposes
where α 0 g is the cluster g parameter. That is, the modeling assumption is that all variables in the same cluster have the same value for β * i . We now modify Assumption 2 for this application:
1 {γ * i = g} , and γ * i ∈ {1, ..., G} indicates to which cluster variable i belongs.
We stack the parameter vectors for the G clusters into a single bG
and define the full-sample estimators:
as well as the estimator of the cluster parameters for a given value of the group membership vector:
The theorem provides a test for multiple clusters based on a general estimated parameter vector.
The proof is presented in the appendix.
Theorem 3 Letγ N R be the estimated group assignments based on sample R, and letβ N P (γ N R ) be the estimated cluster parameters from sample P using group assignmentsγ N R . Define the test statistic for the differences in the estimated means as
(a) Under Assumptions 4 and 2 P ,
Dealing with "small" clusters
Our interest is in the joint restriction that µ * g = µ * g ′ for all g = g ′ , a total of (G − 1) restrictions.
To allow for the presence of "small" clusters, we will test an implication of this null, namely that
We adjust Assumption 2(c) to require only that at least two clusters are "large." We simplify the exposition by assuming that d ≡ dim (Y it ) = 1, but the results generalize naturally to the case that d > 1.
1 {γ * i = g} , and γ * i ∈ {1, .., G} indicates to which cluster variable i belongs.
To implement this test, order the clusters so thatπ 1,N R ≥π 2,N R ≥ · · · ≥π G,N R , and definê
That is,Ĝ N R is the estimated number of "large" clusters. For 2 ≤ G ′ ≤ G, define the matrix
This is the matrix comprised of the first (G ′ − 1) rows of A 1,G defined in equation (3) above. This allows us to obtain an implication of the null for theĜ N R "large" clusters:
Note that below we characterize the asymptotic distribution of the p-value of the test statistic rather than the test statistic itself. The limiting distribution of the latter depends on the value forĜ N R , which in turn depends on
, t ∈ R . Our proof technique relies on the limiting distribution being independent of F R ; we achieve this below by transforming the test statistic to a p-value.
Theorem 4 Letγ N R be the estimated group assignments based on sample R, and letμ N P (γ N R )
be the estimated group means from sample P using group assignmentsγ N R . Let Υ (·; q) denote the CDF of a χ 2 variable with q degrees of freedom, and define the p-value for the differences in the estimated means as:
where
Diverging N and finite T
We consider here the case that the number of repeated observations (T, in our notation) is small relative to the number of variables, N. Our split-sample approach to overcome the over-fitting problem requires only T ≥ 2, not T → ∞. We consider the finite T case by modifying Assumption 1 as follows. We again simplify exposition by assuming that d ≡ dim (Y it ) = 1 here, but the results generalize naturally to the case that d > 1.
for some δ > 0, (b) ε it ⊥ ⊥ε jt ∀ i = j, and ε it ⊥ ⊥ε js ∀ i, j for (t, s) ∈ {R, P}, and (c) N → ∞, and
Assumption 1 ′ (a) allows for cross-sectional heteroskedasticity, and heterogeneity more generally, in the distribution of residuals, subject to them being mean zero and having finite 4 + δ moments.
Assumption 1 ′ (b) imposes cross-sectional independence, and time series independence across the R and P subsamples. Within each of the R and P subsamples, time series dependence is not constrained. Assumption 1 ′ (c) requires the cross-sectional dimension to diverge, and each subsample to have at least one observation.
Theorem 5 Letγ N R be the estimated group assignments based on sample R, and letμ N P (γ N R )
be the estimated group means from sample P using group assignmentsγ N R . Define the t-statistic for the differences in the estimated means as:
(a) Under Assumptions 1 ′ and 2,
This theorem expands the applicability of the testing approach proposed in this paper: we now only need T ≥ 2, rather than T "large" in an asymptotic sense. Of course, the power of the test will be greater if a larger sample size is available, but this theorem shows that even in applications with a small time series sample size, the proposed testing approach may be adopted.
Simulation study
In this section we investigate the finite-sample behavior of the proposed tests. We first study the finite-sample size of the test, using the design:
We impose m i = 0 ∀ i, thereby ensuring that the null of homogeneous means is satisfied. We consider a variety of configurations of the problem: N ∈ {30, 150, 300}, T ∈ {50, 250, 1000}, d ∈ {1, 2, 5}, G ∈ {2, 3, 4, 5} . In addition to the four individual values of G considered under the alternative, we also study the performance of a Bonferroni-corrected combination method that considers all four tests.
We take ε it to be Normally distributed or heterogeneously distributed; in the latter case the distribution for each variable i is randomly selected from one of N (0, 1), Exp (2) , U nif (−3, 3), χ 2 (4) or t (5), standardized to have zero mean and unit variance. The heterogeneous data cannot be considered using the tests of Liu, et al. (2008) and Maitra, et al. (2012) . We implement the test in Theorem 1 at the 0.05 significance level, splitting the time series evenly to form the R and P samples. We use 1000 replications. Table 1 reports the finite-sample size results. We see that the rejection rates are generally very close to the nominal level of 0.05, for both the Normal and the heterogeneous data. In the supplemental appendix we repeat this simulation study using a test that does not split the time series into R and P samples. Table SA .1 reveals that the finite-sample rejection rates for such an approach are 100% in all but one configuration (where it is instead 99%), confirming the finitesample size problems stemming from k -means overfitting the data, and motivating an approach such as ours.
[
INSERT TABLE 1 ABOUT HERE ]
We next consider the finite-sample power of the proposed test. We fix d ≡ dim (Y it ) = 1 and we consider an alternative containing G = 2 clusters. The cluster means are set to (0, µ 2 ) , with
The case that µ 2 = 0 corresponds to the null of a single cluster, and the rejection rate at that point should equal 0.05, the size of the test. As µ 2 increases the cluster means become better separated and we expect the test to reject the null with greater frequency. and for each sample size pair we choose a value of µ 2 such that the test has power strictly inside (0.05, 1) , namely µ 2 = 0.2 and µ 2 = 0.075 respectively. In the left panel, the true number of clusters is two, and we consider tests that allow for between two and five clusters under the alternative.
Consistent with intuition, for both sample size pairs, we observe a decrease in power as the number of clusters is increased from two to five, though the decrease is small (e.g., power drops from 0.21 to 0.20 for the smaller sample size). In the right panel the true number of clusters is five (with cluster means evenly spaced between zero and either 0.2 or 0.075 depending on the sample size).
Like the left panel, we find that power is nearly unaffected by the choice of G, with a slight increase in power from using smaller G. Though the models with G < 5 are misspecified, reducing the fit and thus the power, Lemma 3 shows that the too-small models will have cluster means that are better separated than the correct model, increasing power. Overall, Figure 2 suggests that the test exhibits robustness to the choice of G. Figure 3 examines the performance of a test based on a Bonferroni adjustment to combine four tests using G = 2, 3, 4, 5, compared with a test that correctly chooses G = 2. Unsurprisingly, the Bonferroni-corrected test is conservative, and exhibits lower power than the test using the correct value of the G. When the sample sizes are small, (N, T ) = (30, 50), the lower is power is sizeable, however for larger sample sizes, e.g. (N, T ) = (150, 250) , the power loss is minimal.
[ INSERT FIGURES 2 AND 3 ABOUT HERE ]
Next we study the performance of the test in Theorem 4, designed to accommodate small clusters. We again consider (N, T ) = (30, 50) and (150, 250) , with d = 1. We set the number of clusters to three, and we look at the impact of a small cluster by varying the proportion of variables in the third cluster, denoted π 3 . We set π 1 = π 2 = (1 − π 3 ) /2, and consider π 3 ∈ [1/100, 1/3] , with the largest value for π 3 corresponding to all clusters having the same weight. We set the mean of the first cluster to zero in all cases, µ 1 = 0, and we set the second cluster mean µ 2 = µ 3 /2. To study the finite-sample size of the test, we set µ 3 = 0. To study power we choose µ 3 such that the test has power strictly inside (0.05, 1) , namely µ 3 = 0.2 for (N, T ) = (30, 50) and µ 3 = 0.075 for (N, T ) = (150, 250). We use a threshold of π = 0.1 to decide whether a cluster is "small" and thus excluded from the test. The left panel of Figure 4 shows that the test in Theorem 4 controls the size of the test. The right panel shows, as expected, that the power of the test increases as the smallest cluster grows to be closer in size to the other two clusters.
To illustrate the applicability of the test for clusters on a general estimated parameter, we next consider an application where the clusters are found using the variables' autoregressive coefficients.
That is, for each variable Y i,t we consider the autoregression:
and the cluster model assumption is that the AR(1) coefficients take one of only two values
We fix α 1 = 0.5 and we vary the autoregressive coefficient of the second cluster, α 2 ∈ [0.1, 0.9] . simply too large in that case. As the differences between the cluster AR(1) parameters grows, or if
we use a larger sample size, the power of the test increases. For both sample sizes the finite-sample size of the test is close to the nominal value.
INSERT FIGURES 4 AND 5 ABOUT HERE ]
Finally, we investigate the performance of the test in Theorem 5, which is applicable when T is small. We consider T ∈ {2, 4, 6, 10} , and values of N ∈ {30, 150, 600} . Figure 6 shows that even when T = 2, the test has reasonable size control: the rejection rate for N = 30 is 0.07, so only slightly above the nominal level. (The rejection rates when N = 30 and T = 4, 6, or 10 are between 0.07 and 0.08.) The power is low for the smallest value of N, but when N = 150 or 600 power is non-trivial. As T increases to 4, 6 and 10 we see that size control is maintained, and power increases. Naturally, a test with such small values of T has lower power than for larger values of T, e.g. the results in Figure 1 , however the results in Figure 6 show that even for very small values of T, size control is maintained and non-trivial power can be achieved with a large cross-sectional sample size.
[ INSERT FIGURE 6 ABOUT HERE] We assuming G = 2 clusters, and use k -means on the R sample, with 1, 000 starting values initialized by k -means++ (Arthur and Vassilvitskii, 2007) . Table 2 summarizes the results. Panel A
shows that "Group 1" manufacturers typically produce vehicles with more cylinders, larger engines, greater horsepower, lower mileage, and greater weight than "Group 2" manufacturers. Note that all cross-cluster characteristic differences are larger on the R sample than on the P sample, consistent with the clustering procedure fitting both true differences among manufacturers as well as noise.
The p-value from the test for multiple clusters is less than 0.001, indicating strong evidence in against the null of a single cluster. We conclude that at least two clusters are needed to describe vehicle manufacturers during this period.
In Panel B of Table 2 we present the constituents of each cluster, and a clear pattern emerges:
we find that manufacturers cleave perfectly by region of origin, with Group 1 comprised completely of American manufacturers, and Group 2 containing all non-American manufacturers. While this dimension of heterogeneity may have been conjectured ex ante, the new test reveals that this heterogeneity is significant even controlling for all other possible splits that could be considered.
[ INSERT 
Mutual fund clusters
Performance evaluation, e.g. for mutual funds or hedge funds, is one of the central concerns of empirical finance. Most performance evaluation takes the form of comparing fund returns to a benchmark return, e.g., the return on a strategy or style with similar risk characteristics. A popular paper in style analysis, Brown and Goetzmann (1997) pioneered the application of kmeans clustering for the purpose of benchmark formation and assignment of funds to benchmarks.
We use the testing approach proposed in this paper to determine whether mutual fund styles are truly distinct in the data. We cluster based on risk exposures (betas) rather than returns themselves (as done in the original study) to facilitate interpretation of the results.
We use daily data from the CRSP Mutual Fund Database, see Patton and Weller (2019) for the data construction, filtering, and aggregation methodology. We use the first full year of the daily series (1999) for the R sample and the second year (2000) for the P sample, and we retain only U.S. domestic equity mutual funds that report for at least half the days in each year. The resulting sample consists of 1,743 mutual funds.
We run the following regression for each fund:
As factors, f kt , we use the value-weighted market (M KT ), size (SM B), value (HM L), and momentum (U M D) returns of the Carhart (1997) model. 1 We also estimate average abnormal returns (α i ) and idiosyncratic volatility (σ i ) for each fund but we do not cluster on these attributes.
We use k -means clustering on the R sample, with 1,000 starting values initialized by kmeans++. We follow Brown and Goetzmann (1997) and use G = 8 clusters. Table 3 summarizes the results of the clustering procedure. Fund clusters differ markedly in the parameters on which the clustering was done (the risk exposures, β ik ) and interestingly also in the other parameters of the model (α i and σ i ). For example, annualized average abnormal returns (α i ) range between -3% and 22% across the clusters. This heterogeneity cannot be accommodated by other tests for multiple clusters.
Unlike the two-group example in the previous section, differences between these eight groups, each with four dimensions of characteristics, are more difficult to present in tabular form. Nevertheless, the factor loadings in Table 3 reveal some clear clusters: Group 1, with a loading of near one of the market factor and relatively small loadings on the other three factors, is a "market" style cluster; Group 2, with high loadings on both the market and the size factor, is a "small capitalization" style cluster; Group 7, with high loadings on the aggregate market and value factors, is a value cluster; and Group 8, with factor loadings close to zero on all four factors, is a "market-neutral" style cluster. The p-value from the test for multiple clusters is less than 0.001, indicating strong evidence against the null of a single cluster. We conclude that mutual funds indeed have different styles.
Appendix: Proofs
Proof of Theorem 1. (a) We first find the limiting distribution of
/N , and note that
Note that this variable is bounded asπ g,R ≥ π > 0. Conditional on F R , the sequence Û ig,N R ε it is independent and heterogeneously distributed. Definē
where Σ i ≡ V [ε it ] and the second equality holds as ε it is uncorrelated in the time series and cross section. Combining the Cramér-Wold device with a central limit theorem for inid random variables (e.g., Theorem 5.11 of White, 2001), we obtain the asymptotic distribution ofμ g,N P (γ N R ):
This holds for each g = 1, .., G. Next we show that Cov μ g,N P (γ N R ) ,μ g ′ ,N P (γ N R ) = 0 for all
The covariance between any two elements (k,
Thus we obtain the limiting distribution for the entire vectorμ N P (γ N R ):
whereΩ N R is block-diagonal, with Ω 1N R , ...,Ω GN R along the diagonal. Consider the following estimator ofΩ gN R :
This can be shown to be consistent forΩ gN R using Kolmogorov's law of large numbers for inid random variables (e.g., Theorem 3.7 of White, 2001), and noting that Assumption 1(a) ensures the 2+δ moment condition on ε it and the finiteness of Σ i ∀i. This holds for all g, and so we havê
Under the null hypothesis of one cluster we have
. Thus the F -statistic obeys
As the limiting distribution of the F -statistic does not depend on F R , its unconditional distribution is also χ 2 d(G−1) , completing the proof. 
The penultimate line follows from a law of large numbers for inid data (e.g. Theorem 3.7 of White, 2001) the conditions for which are satisfied given our Assumption 1. This holds for g = 1, ..., G,
by Assumption 2 ′ (b) (clusters are "well separated"), the positive definiteness ofΩ N R , and the full row rank of A d,G . Thus
completing the proof.
Theorem 3 below requires a consistency result for clustering on a general estimated parameter vector, which we provide in Lemma 2, extending a result of Bonhomme and Manresa (2015).
Lemma 2 Under Assumption 4,
Proof of Lemma 2. We build on the proof of Theorem 1 of Bonhomme and Manresa (2015)
(BM) for this result. To streamline notation in this proof, denote β N T ,γ N T as β ,γ . All limits are for N, T → ∞. The objective function we use in estimation iŝ
Note that this objective function can be written aŝ
Now consider the auxiliary objective function:
Analogous to Lemma A.1 of BM, we now show that
We next show that
uniformly on the parameter space.
By the Cauchy-Schwarz inequality we have, for each g ∈ {1, ..., G}:
The first term on the RHS can be bounded using Cauchy-Schwarz:
and this term is bounded in expectation:
This establishes that
, and thus that
Next we show thatQ (α, γ) is uniquely minimized at the true parameter values:
with equality holding iff
. (This is analogous to Lemma A.2 of BM.) Combining the above results we obtaiñ
This implies thatQ (α,γ) −Q (α * , γ * ) = o p (1) , and we note that
Proof of Theorem 3. (a) We first find the limiting distribution of
The second term on the RHS is bounded by
by Assumption 4(d). Similar to Theorem 1, we then have
whereÛ ig,N R ≡π −1 g,R 1 γ i,N R = g . We obtain following limiting distribution 
Under Assumption 2 P we have α * = ι G ⊗ α ♯ where α ♯ is some (d × 1) vector, which implies that
. Thus the test statistic obeys
As the limiting distribution of the test statistic does not depend on F R , its unconditional distribution is also χ 2 b(G−1) , completing this part of the proof.
. Lemma 2 implies that the first term on the RHS is o p (1) as N, R → ∞, and derivations very similar to those in the proof of Theorem 1(b) show thatα g,N P (γ N R ) −α g,N R = o p (1) . These hold for g = 1, ..., G, and thus
by Assumption 2 ′ P (b), the positive definiteness ofΩ N R , and the full row rank of A b,G . Thus
Proof of Theorem 4. (a) This is done using the same methods as Theorem 1 for d = 1
and G =Ĝ N R . We note that the re-ordering of the clusters (from largest to smallest) is known given F R , as is the value ofĜ N R . Thus, following the steps in the proof of Theorem 1(a) we have
where q =Ĝ N R − 1. This limit distribution depends on F R via the value ofĜ N R ; by transforming the test statistic using its limiting CDF we obtain 1 − P val
−→ U nif (0, 1), both conditional on F R , and since the limit distribution does not depend on F R , this result also holds unconditionally. 
by Assumption 2 ′ (b), the positive definiteness ofΩ N P , and the full row rank of B 1,Ĝ NR ,G . Thus 
Proof of Theorem 5. (a) Note
ε it are known, and they are bounded since π > 0. Define the variable ξ it,N R ≡Ẑ i,N R ε it , and note that conditional on F R , ξ it,N R is independent of ξ jt,N R .
Denote the observations t ∈ P as (t 1 , ..., t P ) , and define 
This implies that the t-statistic obeys
As the limiting distribution of the t-statistic does not depend on F R , its unconditional distribution is also N (0, 1) , completing the proof. This holds for g = 1, 2, and thusμ = 30  30  30  150  150  150  600  600  600  d  G  T = 50  250 1000  50  250 1000  50  250 Notes: This table presents the proportion of simulations in which we reject the null of a single cluster in favor of multiple clusters, using the test proposed in Theorem 1 at a 0.05 significance level. The top panel presents results for iid Normal data; the lower panel presents results when the distribution is randomly drawn from one of N (0, 1), Exp (2), U nif (−3, 3) , χ 2 (4) or t (5), each standardized to have zero mean and unit variance. The dimension of the variables is denoted d, the number of groups considered under the alternative is denoted G, the number of variables is denoted N , and the number of time series observations is denoted T . Rows labeled "Bonf." use tests with a Bonferroni correction to consider G ∈ {2, 3, 4, 5} under the alternative. The number of simulations is 1000. (1970) (1971) (1972) (1973) (1974) (1975) and P (1976-1982) samples (Panel A) and manufacturer names by group (Panel B). The "raw values" in Panel A are renormalized using the P-sample characteristic means and standard deviations. Notes: This table presents group averages of fund-level characteristics in a G = 8 group model for R (year 1999) and P (year 2000) samples. Average abnormal returns (α) and idiosyncratic volatility (σ) are annualized and reported in percent. We present a simplified version of Theorem 1 for d = 1, G = 2. In this instance, it is more natural to consider a t-test of the difference in cluster means.
Corollary 1 Assume G = 2 and dim (Y it ) = 1. Letγ N R be the estimated group assignments based on sample R, and letμ N P (γ N R ) be the estimated group means from sample P using group assignmentsγ N R . Define the t-statistic for the differences in the estimated means as
(b) Under Assumptions 1 and 2 ′ ,
First, we consider allowing for general time series dependence up to some lag M . To do so, we
, s ≤ t , and modify Assumption 1 to:
The data come from Y it = m i + ε it , for i = 1, ..., N, and t = 1, .., T,
Assumption 1 ′′ (a) allows for cross-sectional heteroskedasticity, and heterogeneity more generally, in the distribution of residuals, subject to them being mean zero and having finite fourth moments.
Assumption 1 ′′ (b) imposes cross-sectional independence, and 1 ′′ (c) allows for general time series dependence up to lag M, but imposes independence beyond M lags. The main change required when allowing for time series dependence is that the formation of subsamples now requires some structure. We suggest using R = {1, 2, ..., R − M } and P = {R + 1, ..., R + P ≡ T } .
Theorem 6 Letγ N R be the estimated group assignments based on sample R, and letμ N P (γ N R )
be the estimated group means from sample P using group assignmentsγ N R . Define the t-statistic for the differences in the estimated means as
and
′ and ι P is a P × 1 vector of ones. 
We now verify that we can invoke a
Note that conditional on F R , the sequence ξ it,N R is heterogeneously distributed, and M -dependent by Assumption 1 ′′ (c) which immediately implies strong mixing. Also note that conditional on F R , ξ it,N R is independent of
and note that
Note that by Assumption 1 ′′ (a) and (c), Ω i is a Toeplitz matrix, with σ 2 i on the main diagonal,
th diagonal, and with zeros elsewhere. This structure simplifies the estimation of Ω i .
The general estimator of the asymptotic covariance in is given below, which we then simplify based on our M -dependence assumption. 
As the limiting distribution of the t-statistic does not depend on F R , its unconditional distribution is also N (0, 1) , completing the proof. where
−→ N 0,ῡ 2 for someῡ 2 > 0, and there exists an estimatorυ
that is robust to cross-sectional heteroskedasticity in {ε it } and is consistent forῡ 2 , as N, T → ∞. is a high level assumption that a CLT can be invoked for the sample average of {ε it } , and that a consistent estimator of the asymptotic variance is available. There are a variety of CLTs and LLNs that can be used in panel applications to satisfy this assumption, see Pesaran (2015) for a recent textbook treatment of this area. The requirement that this estimator is robust to cross-sectional heteroskedasticity is a mild requirement and is satisfied by many estimators in the literature.
Theorem 7 Letγ N R be the estimated group assignments based on sample R, and letμ N P (γ N R )
N P R is an estimator of the asymptotic variance of
and takes the same functional form as the estimatorυ
(a) Under Assumptions 1 ′′′ and 2,
Proof of Theorem 7. (a) Note that
Conditional on F R , the weights,Ẑ i,N R , on ε it are known, and are bounded since π > 0. Define the variable ξ it,N R ≡Ẑ i,N R ε it , and note that we have:
Moreover,
and so the moment and memory properties of ξ it,N R are completely determined by the moment and memory properties of {ε it } . Thus any CLT that applies to {ε it } , and which allows for crosssectional heteroskedasticity, will also apply to ξ it,N R , conditional on F R . This implies that
By Assumption 1 ′′′ (e) we know that there exists an estimatorυ to cross-sectional heteroskedasticity, can also be applied to ξ it,N R , yielding an estimatorω 2 N P R that is consistent forω 2 . This implies that the t-statistic obeys:
As the limiting distribution of the t-statistic does not depend on F R , its unconditional distribution is also N (0, 1) , completing the proof. 
= o p (1) , as N, P, R → ∞ since π > 0 and using a LLN for 
S.A.2: Additional proofs
Proof of Lemma 1. We know that the limit of the objective function of the correctly specified model is minimized at (µ * , γ * ) , and the MSE at that point is Proof of Lemma 3. Consider the case that G = 3 andG = 2 for simplicity, and assume µ * 1 < µ * 2 < µ * 3 . Every element of a group has the same mean (by Assumption 2 ′ ) and so if it is optimal for one member of a given group to be assigned to a specific group in theG-cluster model then it is optimal for all members of that true group. This implies that there are no split true groups between theG-cluster model groups. There are then three possible groupings for theG = 2 model, in terms of the true group assignments: {1, (2, 3)} , {(1, 2) , 3} , {(1, 3) , 2} . The latter allocation can be easily shown to be suboptimal since µ * 1 < µ * 2 < µ * 3 , so we need only consider the first two cases.
M SE
In the first case, we have µ ⋆ 1 = µ * 1 , since that group comprises all the true group one variables.
The other location parameter will be a convex combination of µ * 2 and µ * 3 :
Thus, while not all of the pairwise differences in µ ⋆ g will be non-zero, there will be at least 4G − 3G (G − 1) /2 non-zero pairwise differences. This implies that Normal data 1 2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1 5 1.000 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1 Bonf.
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 2 2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 2 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 2 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 2 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 2 Bonf.
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 5 2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 5 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 5 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 5 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 5 Bonf.
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Heterogeneous data 1 2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1 Bonf.
Notes: This table presents the proportion of simulations in which the null of a single cluster is rejected in favor of multiple clusters, using the test proposed in Theorem 1 but without sample splitting, at a 0.05 significance level. The top panel presents results for iid Normal data; the lower panel presents results when the distribution is randomly drawn from one of N (0, 1), Exp (2), U nif (−3, 3) , χ 2 (4) or t (5), each standardized to have zero mean and unit variance. The dimension of the variables is denoted d, the number of groups considered under the alternative is denoted G, the number of variables is denoted N , and the number of time series observations is denoted T . Rows labeled "Bonf." use tests with a Bonferroni correction to consider G ∈ {2, 3, 4, 5} under the alternative. The number of simulations is 1000.
