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1. INTRODUCTION 
This paper discusses the second-order differential equation yH = f ( t ,  y). Here f is not a Cara- 
th~odory function due to the singular behavior of its y variable and also the singular behavior 
of its t variable. Many physical situations are modelled by problems of this kind, for example, 
problems in gas and fluid dynamics [1,2]. 
In [3], Taliaferro showed that 
y" + q(t)y -a  = O, 0 < t < 1, 
y(0)  = 0 = y (1) ,  
has a C[0, 1]nC2(0, 1) solution; here a > 0, q E C(0, 1), q > 0 on (0, 1) and fo 1 t (1 - t )q( t )  dt < oc. 
Since Taliaferro's paper, many authors [4-9] have examined the more general boundary value 
problem 
y" + f ( t ,y )  = O, O < t < l, 
y(0) = 0 = y(1), (1.1) 
where f ( t ,  y) > 0, for t E (0,1) and y > 0. However, recently, Habets and Zanolin [10] have 
examined (1.1) where f is allowed to change sign. They show, using monotonicity methods, the 
following. 
HYPOTHESIS (HI) .  If  there exists a constant L > 0 such that for any compact set K C (0, 1), 
there is an e > 0 w i th / ( t ,  x) > L for all t E K,  x E (0, el. 
HYPOTHESIS (H2). I f  for any 5 > 0, there is a h~ E C(0,1) such that I / ( t ,x)[  < h~(t) for a11 
t E (0, 1), x >_ 6; here fo s(1 - s)h6(s) ds < c¢. 
If (H1) and (H2) are satisfied, then (1.1) has a nonnegative solution. 
Our paper is divided into two main parts. In Section 2, we discuss the boundary value prob- 
lem (1.1). We establish, using a technique initiated in [11], solutions to (1.1) which generalise and 
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complement the results in [10]. In' particular, we relax the Conditions (H1) and (H2). Several 
existence theorems are established. In Section 3, we examine the more general situation, namely, 
y" +/ ( t ,  y) = 0, 0 < t < 1, 
y(0) = 0, 0 (y'(1)) + y(1) = 0, (1.2) 
where 0 may be nonlinear. Of course our results include the Sturm-Liouville condition ky~(1) + 
y(1) = 0, where k > 0. An existence result in the spirit of Section 2 is established for (1.2). 
The analysis used in this paper rely on fixed-point methods. We state for convenience, the two 
fixed-point theorems we will use. 
THEOREM 1.1. (See [12].) Let K be a convex subset of a normed linear space E. Then every 
compact map F : K --~ K has at least one t~xed point. 
THEOREM 1.2. (See nonlinear a/ternatiw, [12,13].) Assume U is a relatively open subset of a 
convex set K in a normed linear space E. Let N : U --* K be a compact map with p E U. Then 
either 
(i) N has a fixed point in U; or 
(ii) there is a u E OU and a A E (0, 1) such that u = ANu + (1 - A)p. 
REMARK. By a map being compact,, we mean it is continuous with relatively compact range. 
For later purposes, a map is completely continuous, if it is continuous and the image of every 
bounded set in the domain is contained in a compact set in the range. 
2. D IR ICHLET  BOUNDARY CONDIT ION 
Several existence results are established for the singular problem 
y"+f ( t ,y )=O,  O<t<l ,  
y(0) = y(1) = 0. (2.1) 
These results rely on the following existence principle for the boundary value problem 
y" +g(t ,y )  = O, 0 < t < 1, 
y(O) ---- a, y(1) = b, (2.2) 
which was established, in a less general situation in [14]; for completeness we sketch the proof. 
REMARK. By a solution to (2.2), we mean a function y E C[0,1] n C2(0,1) which satisfies the 
differential equation on (0,1) and the stated boundary conditions. 
THEOREM 2.1. Suppose 
g : (0, I) x R --* R /s  continuous. (2.3) 
(i) Assume 
for each r > 0 there exists a hr q O(O, I) with f~ t(1 - t)h~(t) dt < oo 
such that lyI <- r implles Ig(t,y)I < hr(t) for t E (0,1). Also, assume 
limt-~o+ t2(1 - t )h r ( t )  = 0 i£ f~(1 -x )hr (x )dx  = oo and limt-~l- t(1 - (2.4) 
t)2h (t) = 0 i f  f0 xh (x)d: = 
holds. In addition, suppose there is a constant M,  independent of A, with [y[o = sup[o,1] 
[y(t)[ <_ M for any solution y to 
y"+Ag( t ,y )=O,  0<t<l ,  
y(0) = a, y(1) = b, 
for each A E (0, 1). Then (2.2) has a solution. 
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(ii) Assume 
there exists a h E C(O, 1) with fo t(1 - t )h ( t )d t  < oo such that  
Ig(t, y)[ < h(t) for t E (0, 1) and y E R. Also, assume limt-.o+ t2(1 - (2.6) 
t)h(t) = 0 if f01(1 - x)h(x) dx = oo and l imt- . l -  t(1 - t)2h(t) = 0 if 
f~ xh(x) dx = oo 
holds. Then (2.2) has a solution. 
PROOF. 
(i) Suppose y e C[0,1]. Then xg(x,y(x))  • Ll[0,t] for t < 1, since fox lg(x ,y(x) ) ldx  < 
1/(1 - t) f~ x(1 - x)lg(x,y(z))[ dx. Also, 
lim (1 - t) sg(s, y(s)) ds = 0, 
t---~l- 
from (2.4). Similarly, (1 - x)g(x, y(x)) • L 1 [t, 1] for t > 0 and limt_~o+ t ft 1 (1 - s)g(s, y(s)) ds = 0. 
Consequently, 
r(t) = a(1 - t) + bt -t- A(1 - t) sg(s, y(s)) ds + At (1 - s)g(s, y(s)) ds • C[0, 11, 
with r(0) = a and r(1) = b. 
It is now easy to check that solving (2.5)A is equivalent to finding a solution y • C[0, 1] to 
y(t) = a(1 - t) + bt + A(1 - t) sg(s, y(s)) ds + M (1 - s)g(s, y(s)) ds. (2.7)~ 
Define the operator N : C[0, 1] --* C[0,1] by 
/0 S Ny(t)  = a(1 - t) + bt + (1 - t) sg(s, y(s)) ds + t (1 - s)g(s, y(s)) ds. (2.8) 
Then (2.7)~ is equivalent o the fixed-point problem 
y = (1 - A)p + ANy, where p = a(1 - t) + b. 
We claim that  N : C[0, 1] --* C[0, 1] is continuous and completely continuous. Continuity follows 
immediately from the Lebesgue dominated convergence theorem and the fact that  
INy,~(t) -Ny( t ) l  < (1 - t )  s lg (s ,y~(s ) ) -g (s ,y (s ) ) l  ds 
i "  1 
+t I, (1 -s )  lg(s, yn(S) ) -g (s ,y (s ) ) lds  
< s(1 - s)[g(s,y~(s)) -g (s ,y (s ) ) l  ds, 
with Yn, Y • C[0,1]. To show complete continuity, we will use the Arzela-Ascoli Theorem. To see 
this let f~ C C[0, 1] be bounded, i.e., there exists M0 > 0 with [ul0 < Mo for each u • fL Now if 
u • f~, we have 
/0 I(Nu)'(t)l < lal + shMo(S) ds + (1 - S)hMo(S)ds = TMo(t), (2.9) 
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where hMo is determined from the bounded set ~ and (2.4). It is easy to check that rMo • L*[0, I]. 
Hence, (2.8) and (2.9) imply that Nf~ is a bounded equicontinuous family on [0, I]. Consequently, 
the Arzela~Ascoli Theorem implies N : C[0, 1] -~ C[0, 1] is completely continuous. Set 
U = {u • C[0, 1]: [ulo < max{M,p} + 1}, K = E = C[0, 1]. 
Theorem 1.2 guarantees that N has a fixed point, i.e., (2.7)1 has a solution y • C[0, 1]. 
(ii) Solving (2.2) is equivalent to the fixed-point problem 
y = Ny, 
where N is as described in (2.8). Essentially the same reasoning as in Part (i) implies N : 
C[0, 1] --, C[0, 1] is continuous and compact (since (2.6) holds). Theorem 1.1 guarantees that N 
has a fixed point. II 
Our first existence result uses Theorem 2.1(i). 
THEOREM 2.2. Suppose the following conditions are satistied: 
f : (0, 1) x (0, oo) - .  R is continuous; (2.10) 
If(t,y)l <_ ql(t)g(y) + q2(t)h(y) on (0,1) x (0, oo) with g > 0 continuous 
and no, increasing on (0, oc), h >_ 0 continuous on [0, oo), and h/g no, de- 
creasing on (0, oo); here q~ • C(0,1), i = 1,2, with qi > 0 on (0,1) and (2.11) 
j.1 qi(x) dx < oo; 
let n • {3, 4,... } and associated with each n we have a constant p, such 
that {Pn} is a nonincreasing sequence with limn-.oo Pn = O, and such that for (2.12) 
1/n < t < 1 - 1In we have f(t, Pn) > O; 
there exists a constant M > 0 such that for z > 0, fo(du/g(u)) <_ r, + 
r2(h(z)/g(z)) + foPS(du/g(u)) implies z < M; here r~ = max{2f01/2t(1 - (2.13) 
t)q~(t) dr, 2 f:/2 t(1 - t)qi(t) dr}, i = 1,2; 
there exists a function a • C[O, 1] N C2(0, 1) with a(O) = a(1) = O, a > 0 on (2.14) 
(o, 1) such that f(t, y) + ~"(t) > 0 for (t, U) • (0, 1) × {y • (0, oo) : U < a(t)} 
and 
for any R > 0, ( l /g) is differentiable on (0,R] with g' < 0 a.e. and g,/g2 • 
(2.15) LI[0, R]; in addition f~°(Ig'(t)]l/2)/(g(t))dt = co. 
Then (2.1) has a solution in C[0, I] N C2(0, I). 
PROOF. Fix n • {3, 4, . . .  }. We begin by showing that 
II * t y +f  ( ,y )=0,  0<t<l ,  
(2.16)" 
y(0) = y(1) = p,, 
has a solution; here 
l (t ,  y), y > p., 
f(t, pn)+p. -y ,  y<p,  and 1 <_t<_l 1 
n n 
f* ( t ,y)= f ,Pn +Pn-Y ,  y<pnandO<t<- ,  
n 
1, 
I 1-  n P )+Pn-Y ,  Y<Pnandl-l<-t<-l'n 
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REMARK. Notice (2.10) and (2.11) imply that g = f* satisfies (2.3) and (2.4). 
To show (2.16) n has a solution, we consider the family of problems 
y~r+Af,(t,y)=O, O<t<l ,  0<)~<1, 
(2.17)  
y(0)  = y(1) = 
We first show that 
y(t)  > t e [0,1], (2.18) 
for any solution y e C[0, 1] n C2(0, 1) to (2.17)~. To see this, suppose y - p~ has a negative 
minimum at to e (0, 1) in which case y~(to) = 0 and y"(to) >_ O. However, 
n n 
y"(to)=--)~f*(to,y(to)) = -'~ f ,On -t-pn-y(to , i f0<_t0 <_ 1 
n 
- ,~[ f ( l - l ,pn)+pn-y( to ) ] ,  i f l - -n l  <- t °<- l '  
i.e., y"(to) < 0, a contradiction. Thus, (2.18) holds. Now since y(0) = y(1) = p,~, we may assume 
the absolute maximum of y occurs at, say, t,~ E (0, 1), so y~(t,~) = 0. For x E (0, 1), we have 
-y"(x______)) < ql(x) + q2(x) h(y(x)) (2.19) 
g(y(x)) - g(y(x))" 
Integrate from t (t < t~) to tn, to obtain 
y'(t) ftt t" {--g'(y(x))"~ ftt t~ h(y(tn)) ftt t~ g(y(t)-----~ ÷ ~ j [y'(x)]: dx _< ql (x) dx + ~g(y(tn)) q2(z) 4x, 
and so 
~t~ h(y(tn)) ftt~ y'(t) < ql(x) dx + - -  q2(x) dx. 
g(y(t)) - g(y(t~)) 
Integrate from 0 to t~, to obtain 
~(t.) du < xql(x) dx + ~ xq2(x) dx + 
Jo g(u) - g(y(tn)) g(u)' 
and so 
fo u(t~) du l fot~ g( ) ~ 1 - tn  x(1-x)q l (X)dx 
(2.20) 
+ h(y(t~)) 1 foo t~ fp3 du g(y(t~)----~) 1 - tn x(1 - x)q2(x) dx + Jo g(u) " 
Similarly, if we integrate (2.19) from tn to t (t > tn) and then from tn to 1, we obtain 
g(u----~ < ~ x(1 -x)ql (x)dx+ h(y(tn)) 1 1 
- -  g(y(tn)-------) tn x(1 - x)q2(x) dx + g iu ). (2.21) 
Now (2.20) and (2.21) imply 
j~oU(t") du h(y(t~)) foP~ du g(u--~ < rl + r2 - -  + 
- g(y(tn)) g(u)' 
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where rx,r2 are as in (2.13). Consequently, (2.13) implies y(tn) <_ M,  and so 
p, < y(t) < M, for t • [0,1]. (2.22) 
Now, Theorem 2.10) implies (2.16) n, which has a solution 9n • C[0, 1] N C2(0, 1) (in fact, in 
CI[0, 1] N C2(0, 1) since fo 1 qi(x) dx < co) with 
Pn < yn(t) < M, for t • [0, 1]. (2.23) 
Also, Yn is a solution of 
y" + f ( t ,y)  = O, 0 < t < 1, 
v(0)  = v(1) = p . .  
Next we will obtain a sharper lower bound on Yn, namely, we will show 
a(t) < yn(t) < M, for t • [0, 1], (2.24) 
where a is as in (2.14). 
If (2.24) is not true then Yn - a would have a negative minimum at, say, to • (0, 1). In this 
case, y~(to) - ~"(to) >_ O. However, since 0 < yn(to) < a(t0) and yn(to) >_ Pn, we have 
v"(to) - d' (*0)  = - [ / ( to ,  v . ( t0 ) )  + ~"(t0)]  < 0, 
a contradiction. Hence (2.24) is true. 
We shall now obtain a solution to (2.1) by means of the Arzela-Ascoli Theorem, as a limit of 
solutions of (2.16) n. To this end, we will show 
{yn}n°°=3 is a bounded, equicontinuous family on [0, 1]. (2.25) 
Of course, {Yn} is uniformly bounded by (2.24). To show equicontinuity, some more estimates 
are needed. 
We have 
"'x" { ( g-~},  for x E (0, 1). (2.26) -Ynt  ] <- g(yn(x)) qx(x) + q2 x) h(M) 
Divide (2.26) by g(yn(x)) and integrate from 0 to 1 to obtain 
Then, since y~(O) _> 0, y~(1) _< 0 (note, y.(O) = y,~(1) = Pn and y,~ _> pn on [0, 11), we have 
(-g'(yn(X))g2(yn(x)) [y~(x)]2 dx _< ql(x) + q2(x) g -~ dx - Z l .  (2.27) 
Now consider 
I(z) = --j~o z [-g'(u)ll/2 du. 
g(u) 
Notice I is an increasing map from [0, co) onto [0, co), with I continuous on [0, ~2] for any fl > 0. 
For t, s • [0, 1], we have from HSlder's inequality that 
II (yn(t)) - I (yn(s))] = au~(,) g(u) = g (yn(x)) y~(x) dx 
< It - sl 1/2 gm (y.(x))  
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It follows from this inequality, the uniform continuity of 1-1 on [0, I(M)] and 
l y . (0  - y . (s ) l  = Iz -1 ( I  (y . ( t ) ) )  - 1-1 (z (y . (s ) ) )  I , 
that {Yn} is equicontinuous on [0, 1]. Thus (2.25) is established. 
The Arzela-Ascoli Theorem guarantees the existence of a subsequence N of integers and a 
function y 6 C[0, 1] with y'` converging uniformly on [0, 1] to y as n --* co through N. Also, 
y(0) = y(1) = 0 and a(t) <: y(t) < M for t 6 [0, 1]. Now y'`, n 6 N, satisfies the integral equation 
yn(t) = y'` + Y~n t - + (s - t ) f (s ,  y~(s)) ds, for t 6 (0, 1). (2.28) 
/2 
Notice (2.28) (take t = 3/4 say) implies {y~(1/2)}, n 6 N is a bounded sequence since a(t) < 
yn(t) <_ M for t 6 [0, 1]. Thus, {y~(1/2)} has a convergent subsequence; for convenience let 
{y~(1/2)}, n 6 N denote this subsequence also, and let r 6 R be its limit. 
Fix t • (0, 1). Since f is uniformly continuous on compact subsets of [min((1/2), t), max((1/2), 
t)] x (0, M], let n --~ co through N in (2.28) to obtain 
(1)/; 
y(t) = y -4- r t - + (s - t ) f (s ,  y(s)) ds. 
/2 
Thus, y • C2(0,1) and -y" ( t )  = f ( t ,  y(t)) for t • (0, 1). ] 
Our next existence result uses Theorem 2.1(ii). 
THEOREM 2.3. Suppose (2.10)-(2.12), (2.14), and (2.15) hold. In addition, assume 
there exists a function ~ • C[O, 1] N Cz(O, 1) with ~ >_ P3 on [0, 1], such that (2.29) 
f ( t ,~( t ) )  + ~"(t) < 0 for t • (0, 1) 
is satisfied. Then (2.1) has a solution in C[0, 1] N C2(0, 1). 
PROOF. Fix n • {3, 4, . . .  }. We first show 
y" + f ( t ,y )  = O, 0 < t < 1, 
(2.30) n 
y(0) = y(1) = pn, 
has a solution. The idea is to look at 
y" + f**(t,y) = O, 0 < t < 1, 
(2.31)" 
y(0) = y(1) = pn, 
where 
f (t, ~(t))  + ~ (~(t) - y), v > ~(t), 
f ( t ,  y), p'` < y <_ ~(t), 
f ( t ,  pn) + r(p'` - y), y < p'` and 1 <t<l -1  
n n 
f**(t, y )= 
f (1 ,pn)  +r (p ' ` -y ) ,  y<p '`andO<t< 1 
n 
f (l -- l, p'` ) + r(p'`  -- y), y<pnandl--nl <t  < 1' 
and r : R --+ [-I, I] is the radial retraction defined by 
u, if luI _< 1, 
r(~) = 
]-~, otherwise. 
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REMARK. Notice g = f** satisfies (2.3) and (2.6). 
Now Theorem 2.1(ii) implies (2.31) n has a solution Yn E C[0,1] N C2(0, 1). Essentially, the 
same reasoning as in Theorem 2.2 yields 
yn(t) >_ Pn, for t E [0, 1]. (2.32) 
Next we claim 
yn(t) <_/3(t), for t e [0, 1]. (2.33) 
If (2.33) is not true, then Yn - /3  would have a positive maximum at, say, to E ( 0, 1) in which case 
y~(to) - ~3"(to) < O. However, since yn(to) >/3(t0), we have 
u"(to) - Y'(to) = - If (to,/3(to)) + r (~3(to) - u.( to))  + Y'(to)] > o, 
a contradiction. Thus, Pn < yn(t) < /3(t) for t E [0, 1], and so Yn is a solution of (2.30) n. 
Essentially, the same reasoning as in Theorem 2.2 (from equation (2.24) onwards) establishes 
that (2.1) has a solution. | 
We now obtain a "general upper and lower solution theorem" for singular problems. 
THEOREM 2.4. Suppose (2.10), (2.12), and (2.14) hold. Assume, 
[fit, y)] < ql(t)g(y) -t- q2(t)h(y) on (0,1) x (0, co) with g > 0 continu- 
ous and noz~ncreasing on (O, co) and h > 0 continuous on [0,co); here 
q~ E C(0, 1), i = 1, 2 with qi > 0 on (0,1) and f l  x(1 - x)q~(x) dx < co. (2.34) 
ALso, assume limt_~o+ t~(1 - t)qi(t) = 0 if f01(1 - x)q~(x)dx = co and 
limt_~l- t(1 - t)2qi(t) = 0 if f :  xqi(x) dx = co, i = 1,2; 
and 
for each n e {3, 4, . . .  }, there exists a function/3n e C[O, 1] N C2(0, 1) with 
/3n >- Pn on [0, 1] such that f(t,/3n(t)) +/3~(t) <_ 0 for t • (0, 1); in addition, (2.35) 
for each t • [0,1], we have that {/3n(t)} /s a nonincreasing sequence and 
limn--.oo/3n(0) -- limn--.oo/3,=(1) = 0 
are satisfied. Then (2.1) has a solution in C[0, 1] D C2(0, 1). 
PROOF. Fix n • {3, 4, . . .  }. Consider (2.30) n. The idea is to look at 
** t u" +/~ ( ,y )=0,  0<t<l ,  
(2.36) n 
u(0) = y(1) = p., 
where 
/ ( t , /3 . ( t ) )  +,-(/3,,(t) -y ) ,  y >/3,,(0,  
f (t ,  y), Pn <- Y <--/3n(t), 
f(t ,  pn)+r (pn-y ) ,  Y<Pnand 1 <t<l  1 
** t n n 
f:, ( , v )= 
f (1 ,  pn) + r(p,= - y), y < pn and O < t < 1 
1, n'~ -<t<l ,  f 1 -n  p ) +r (pn-y ) '  y<pnand l -  1 
n 
and r : 1~ -* [-1, 1] is the radial retraction. Now Theorem 2.1(ii) implies that (2.36) n has a 
solution Yn • C[0, 1] n C2(0, 1). Essentially, the same reasoning as in Theorem 2.3 yields 
Pn < yn(t) </3n(t), for t • [0, 1], 
hence Yn is a solution of (2.30)% 
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REMARK. Notice y,~(t) < /~3(t) for t E [0, 1], since {/3n(t)} is nonincreasing for each t E [0, 1]. 
Also as in Theorem 2.2, we have yn(t) >_ c~(t) for t E [0,1]. 
Look at the interval [1/3, 2/3]. Let 
R3 =sup{ I f (x ,Y ) '  :x  E [3 ,2]  and a(x) < Y <_~3(x) } .  
The mean value theorem implies that  there exists r e (1/3,2/3)  with [y~(r)] = 31yn(2/3 ) - 
yn(1/3)l  <_ 6suP[0,11/~3(t) --- L3. Hence, for t • [1/3,2/3], we have 
' r y~(x)  dx <_ La + R3, ly'(t)l _< lYn( )1 + 
and so [1:_] 
{Yn}~_-3 is a bounded, equicontinuous family on , . 
The Arzel~-Ascoli Theorem guarantees the existence of a subsequenee N3 of integers and a 
function z3 • C[1/3, 2/3] with Yn converging uniformly to z3 on [1/3, 2/3] as n - ,  ~ through N3. 
Similarly, 
{Yn}n=3 is a bounded, equicontinuous family on , , 
so there is a subsequence N4 of N3 and a function z4 • C[1/4, 3/4] with Yn converging uniformly 
to z4 on [1/4, 3/4] as n ~ c~ through N4. Note, z4 = z3 on [1/3, 2/3] since N4 C_ N3. Proceed 
inductively to obtain subsequences of integers 
N3~_N4~_...~_Nk~_..., 
and functions 
with 
co  er io  o 
and 
Zk+l ___z~ on [-~,1- ~]. 
Define a function y : [0,1] --~ [0 ,~)  by y(x) = zk(x) on [1/k, 1 - ( I /k)]  and y(0) = y(1) = 0. 
Notice y is well defined and a(t) <_ y(t) < Ha(t) for t • (0, 1). Next fix t • (0, 1). Then there 
exists m • {3,4, 5 . . .  } with t • ( l /m,  1 - ( l /m) ) .  Now y,~, n • Nm, satisfies the integral equation 
y,~(z) = Yn + y~ z - + (s - z ) f (s ,  y,~(s)) ds, for x • (0, 1). 
/2 
Let n --, oo through Nm to obtain as in Theorem 2.2 (here r • 1~ is as in Theorem 2.2), 
z,~(z) = zm + r z - + (s - x) f (s ,  z,~(s)) ds, for x • ,1 - , 
/2 
i.e., 
x 
35:3-D 
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Hence, y E C2(0, 1) with y"(t) = - f ( t ,  y(t)) for each t E (0, 1). It remains to show y is continuous 
at 0 and 1. 
Let e > 0 be given. Now since limn-.oo fn(0) = 0, there exists no E {3, 4, . . .  } with fno(0) < 
e/2. Since fno E C[0, 1], there exists 6no > 0 with 
fn°(t) < 2' for t e [0, Sno]. 
Now for n > no we have, since {fn(t)} is nonincreasing for each t e [0, 1], 
£ 
fn(t)  <_ t3no(t) < 5' for t e [0,Sno]. 
This together with the fact that a(t) < yn(t) <_ fin(t) for t E (0, 1), implies that for n > no, we 
have 
a(t) < yn(t) < 5' for t e [0, 5no]. 
Consequently, 
0 <_ a(t) <_ y(t) < 5 < ~' for t E [0, 5no], 
and so y is continuous at 0. Similarly y is continuous at 1 and so y E C[0, 1]. I 
We now discuss condition (2.14). Usually one can construct c~ explicitly from the differential 
equation; see [7,12]. For convenience, we now give a rather general result. 
THEOREM 2.5. Suppose (2.10), (2.11), and (2.15) hold. In addition, assume the following con- 
dition is satisfied: 
let n E {3, 4,. . .  } and associated with each n we have a constant Pn such 
that {Pn} is a decreasing sequence with limn-.oo Pn = 0, and there exists a (2.37) 
constant ko > 0 such that for 1/n < t < 1 - ( l /n) and 0 < y <_ Pn we have 
f(t ,  y) > ko. 
Also, assume (2.13), here Pn is as in (2.37), holds. Then (2.1) has a solution in C[0, 1] M C2(0, 1). 
PROOF. Clearly (2.37) implies that (2.12) holds. We now show that (2.14) is satisfied by explicitly 
constructing a(t); this is a standard construction off the sequence of constants {Pn}; see [10] for 
example. 
The details are as follows. Let 0 < x < 1/3 and 
{ ( k )  oo ( 1_ 1 )  (k  1 ] k=4,5  . . . .  , 
ro(x) = Pk x -  + ~m=k+l Pm m 1 , x E ' k -1  ' 
0, x=0.  
REMARKS. 
(i) Em%k+X pm(1/(m - 1) - l /m)  < p3 Em%4(1/ (  m - 1) - l /m)  = (1 /3)p3.  
(ii) Notice to(x) = Jo ¢(s) ds for 0 <: x < 1/3, where ¢ : [0, 1/3] -* [0, cx~) is the step function 
defined by 
¢(t)---- Pk, kE  , ~  k=4,5 ,  
k-1  ' . . . .  
Here ro E C[0, 1/3], and notice ro(t) <_ ¢(t) < Pk for t E (1/k, 1/(k - 1)], k -- 4, 5 , . . . .  
Next define 
1 
¢ = ro(x)dxds, for 0 _< t _< g. 
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Notice ¢(0) = 0, ¢ > 0 on (0,1/3], ¢ e C2[0,1/3] and ¢"  > 0 for t • (0, 1/3). Also, ~b(t) <_ Pk 
for t • (1/k, 1/(k - 1)], k = 4, 5 , . . . ,  and so 
f(t,y)>_ko, for ( t ,y )•(O,  1] x{ye(O,  oo) :y<¢(t )} .  (2.38) 
Let 1 
¢(t), o < t < 5' 
1 2 
a*(t) = q(t), -~ < t < -~, 
2 
¢(1- t ) ,  : <t<i .  
Here q : [1/3,2/3] ~ (0, p3] is such that q • C2[1/3,2/3] with q(1/3) = ¢(1/3) = q(2/3), 
q'(1/3) = ¢'(1/3) = -q'(2/3),  and q'(1/3) = ¢"(1/3) = q"(2/3). 
Notice since 0 < q(t) < P3 for t • [1/3, 2/3], we have 
Consequently, (2.38) and (2.39) imply 
.f(t, y) > k0, for (t, y) • (0, 1) x {y • (0, ~) :  y < ~*(t)}. (2.40) 
Also, a*(0) = c~*(1) = 0, c~* > 0 on (0, 1), and c~* • C210, 1]. Finally, define 
a(t) = rTa*(t), (2.41) 
where 
,7 = ra in  1, + 1 " 
Now c~ • C210, 1] with c~(0) = ~(1) = 0 and c~ > 0 on (0,1). Also since ~(t) _< ~*(t), we have 
from (2.40) that 
](t, y) >_ ko, for (t, y) • (0, 1) x {y • (0, c~): y < ~(t)}.  
In addition, for (t, y) • (0,1) x {y • (0, e~) : y < ~(t)}, we have 
k01 (~*)" (t) I ](t,y) + a"(t) > ko + a"(t) > ko > ko - ko = O. 
+ 1 
Hence (2.14) is satisfied. Existence is now guaranteed from Theorem 2.2. II 
Similarly, we have the following results; we use Theorems 2.3 and 2.4, respectively. 
THEOREM 2.6. Suppose (2.10), (2.11), (2.15), (2.37), and (2.29), here Pn is as in (2.37), hold. 
Then (2.1) has a solution in C[0,1] n C2(0,1). 
THEOREM 2.7. Suppose (2.10), (2.34), (2.37), and (2.35), here Pn is as in (2.37), hold. Then 
(2.1) has a solution in C[0, 1] N C2(0,1). 
EXAMPLE 2.1. The boundary value problem 
y"+(~+~(t )y° -#2)=O,  0<t<l ,  (2.42) 
y (0 )=y(1)=0,  #•0,  7>0,  0NO<l ,  
has a solution; here r /•  C(0, 1), ~/> 0 on (0, 1) and f~ rl(t) dt < c¢. 
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We will apply Theorem 2.5. Notice first that (2.37), with 
P" = n (/~2 + 1) / and k0 = 1 
is true, since for 1/n < t < 1 - 1In and 0 < y _< Pn, we have 
t _~2_> 1 #2 > (#2 +1)  _ #2 1. 
/ ( t ,  y) > -~ ny---~ - - = 
Also with ql(t) = t, g(y) = y-V, q2(t) -- y(t) + #2, and h(y) = y0 + 1, it is easy to check that 
(2.11),(2.13) since 0 _</~ < 1, and (2.15) hold. Existence of a solution to (2.42) is now guaranteed 
from Theorem 2.5. 
EXAMPLE 2.2. The boundary value problem 
y, ,+ _#2 =0,  0<t<l ,  (2.43) 
y(0)  = = 0, , # 0, 
has a solution. 
We will apply Theorem 2.6. Notice (2.37), with 
( 1 
Pn= 4n 2(I z2+1) ]  and k0=l  
is true. Also let ql(t) = t2/4, g(y) = y-2, q2(t) = #2, and h(y) = 1. Clearly, (2.11) and (2.15) 
hold. Finally, (2.29) is satisfied with 
t 
Z(t) = ~ + P3. 
Existence of a solution to (2.43) is now guaranteed from Theorem 2.6. 
EXAMPLE 2.3. The boundary value problem 
( t2 (1_  t)2 y2 ) 
y , ,+ \ 4Y 2 +.4__#2 =0,  0<t<l ,  (2.44) 
y(0) = y(1) = 0, # ~ 0, 
has a solution. 
We will apply Theorem 2.7. Notice (2.37), with 
( 1 ~1/2 
P"= 4n4(# 2+1) /  and ko=l  
is true, since for 1/n < t < 1 - 1/n and 0 < y _< Pn, we have 
1 #2 
f ( t ,y )  >_ 4nap2n = 1. 
Also with ql(t) = (t2(1 - t)2)/4, g(y) = y-~,q2(t) -- 1, and h(y) -- y2/4+#2, we have that (2.34) 
is satisfied. Finally, (2.35) with f~n(t) = t(1 - t) + Pa holds since 
1 ( l+pn)  2 #2_2< 1 _#2 
f ( t ,~n( t ) )+13~(t )<_~+ 4 _~+1 -2<0.  
Existence of a solution to (2.44) is now guaranteed from Theorem 2.7. 
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3. NONL INEAR BOUNDARY CONDIT ION 
In this section, we discuss the singular problem 
y" + f ( t ,y)  = O, 0 < t < 1, 
y(O) = O, 0 (y'(1)) + y(1) = O, (3.1) 
where 0 may be nonlinear. 
THEOREM 3.1. Suppose (2.10)-(2.12) and (2.15) hold. In addition, suppose the following con- 
ditions are satisfied: 
0 : R --~ R is continuous and nondecreasing with 0(0) = O; (3.2) 
there exists a constant M > 0 such that for z > O, fo(du/g(u)) <_ (3.3) 
f0' xql(x)  dx + (hCz)/g(~)) f~ ~q~(x) d~ + f;3(du&(u)) impli~ ~ < M; 
there exists a function ~ E C[0,1] N C1(0, 1] n C2(0, 1) with a(0) = 0(a'(1)) + 
a(1)=O,c~>Oon(O,  1) suchthat f ( t ,y )+a" ( t )>Ofor ( t ,y )e (O,  1) x{yE  (3.4) 
(0, ~) :  y < ~(t)}; 
and 
f ~ q~(~)g (~(z))  < ~¢, = 1, (3.5) dx i 2. /2 
Then (3.1) has a solution in C[0, 1] N C1(0, 1] n C2(0, 1). 
PROOF. Fix n E {3,4,. . .  }. We first show 
y" + f(t ,  y) = 0, 0 < t < 1, (3.6)" 
y(0) = Pn, 0 (y'(1)) + y(1) ---- pn, 
has a C1[0, 1] N C2(0, 1) solution. The idea is to look at 
y" + f*(t,y) = O, O<t<l ,  
(3.7) ~ 
y(O) = Pn, 0 (y'(1)) + y(1) = pn. 
We establish that (3.7) ~ has a C1[0, 1] N C2(0, 1) solution; here f* is as in Theorem 2.2. 
Look at the family of problems 
y"+)Lf*( t ,y)=O,  O<t<l ,  0 <,k < 1, 
(3.s)~ 
y(0) = p~, ~o (~'(1)) + y(1) = on. 
We claim 
y(t) >_ p~, t E [0,1], (3.9) 
for any solution y E C1[0,1] n C2(0,1) to (3.8)~. To see this, suppose y -Pn  has a negative 
minimum at to E (0, 1]. If to E (0, 1), then we obtain a contradiction as in Theorem 2.2. It 
remains to consider the case to = 1. Then y'(1) <_ 0, and so 0(y'(1)) <_ 0 from (3.2). However, 
,k0 (y'(1)) ---- pn - y(1) > 0, 
a contradiction. Thus (3.9) holds. 
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Suppose the absolute maximum of y occurs at tn E [0, 1]. In fact, we may take tn E (0, 1) and 
so yl(tn) = O. To see this notice if y(tn) = Pn, then y -~ Pn. Next if y(tn) > Pn, then if tn = 1 we 
have yl(1) _> 0, and so 
0 < A0 (y'(1)) = Pn - y(1) < 0, 
a contradiction. 
For x E (0,1), we have 
-y"(x__.___~) < ql(x) + q2(z) h (y(x)) (3.10) 
g (y(~)) - g(y(~))'  
and integrate from t (t < tn) to t,~ and then from 0 to tn to obtain (as in Theorem 2.2), 
~o ~(t~) du fo 1 h(y(tn)) ~o 1 ~o ps du (3.11) g(u) <- xql (x) dz + g(y(tn)------~ xq2(x) dx + g(u)" 
Now (3.3) implies y(tn) <_ M, and so 
Pn <- y(t) < M, for t e [0, 1]. (3.12) 
Also the mean value theorem implies that there exists r E (0, 1) with ly~(~-)l = ]y(1) -y(0)[  < 2M. 
For t E [0, 1], we have 
]Y'(t)] <- lY'(T)[ +1 If* (x,y(x)) dx] 
<_ 2M + g(pn) ql(X) + q2(x) dz - M1. 
Define the mappings 
L, F :  Co~ [0,1] -~ Co[O, 11 × R, 
by 
- ) Ly(t) = (y ' ( t ) -  y'(O), Pn -y(1))  and Fy(t) = - (x,y(x)) dx, e(y'(1)) . 
Here Co[0, 1] = {u e C[0,1] : u(0) = 0} and Ca.[0,1 ] = {u • C1[0,1] : u(0) = Pn}. Now F is 
completely continuous. Also, if Ly =- (u(t), ~), then 
' 
y( t )=pn- t  7+ u(x) dx + u(x) dx, 
hence, L-1 exists and is continuous. 
Solving (3.8)~ is equivalent to finding a fixed point of y = AL-1Fy = ANy, where N = L -1F  : 
C1 [0,1] -* C a. [0,1] is completely continuous. Let 
U={u•Ca. [O ,  1] : lull < max { U, M1}+l} ,  K=Cpl  [0,1], and E=CI [0 ,1 ] ;  
here lull = max(lu[0, [u'10}. Now Theorem 1.2 implies that (3.7) n has a solution yn • C1[0, 1] N 
C2(0, 1). Also pn < y~(t) < M for t • [0, 1], so Yn is a solution of (3.6) n. 
Next we show 
a(t) <_ y,~(t) <_ M, for t • [0, 1]. (3.13) 
If this is not true then yn-a  would have a negative minimum at, say, to • (0, 1]. If t0 • (0, 1), then 
we obtain a contradiction as in Theorem 2.2. If to = 1, then (Yn - ay(1)  < 0, i.e., y~(1) _< a'(1), 
and 0 < yn(1) < a(1). However, 
0 < p~ + [a(1) - yn(1)] = 0 (y~(1)) - 0 (a'(1)) _< 0, 
a contradiction. Hence, (3.13) is true. 
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We have 
h( i )  -9~(x) < ql(x) +q2(x) for x e (0,1). 
g (yn(x)) - g(M)' 
Integrate from 0 to 1 to obtain 
-y~(1) -t- Y~n(0) -t- ~ ~--~'(yn(x)) [y~(x)]2 dx < ql(x) + q2(X) g - -~ dx. 
g (y.(1)) g(p~) ( g~ (~,,(x)) 
Then since y~(0) ~_ 0 and y~(1) _( 0 (notice 0(y~(1)) = Pn - yn(1) _( 0 implies y~(1) < 0), we 
have 
1 1 h(M) 
Now consider 
.r(z) = - ~" [-g'(u)ll/2 a~, 
and notice I (as in Theorem 2.2) for t, s E [0, 1] that 
I I (y ,~(t ) )  - I (y . ( s ) ) l  < M~/21t  - sl I/2. 
Consequently, 
{Yn}~=3 is a bounded, equicontinuous family on [0, 1]. (3.15) 
The Arzela-Ascoli Theorem guarantees the existence of a subsequence N of integers and a function 
y e C[0, 1] with y~ converging uniformly on [0,1] to y as n --* ~ through N. Also, y(0) = 0 and 
~(t) < y(t) < M for t e [0, 1]. Now Yn, n E N, satisfies the integral equation 
-~ ~lt/2 (X -- }) f (X, yn(X)) dx+ ~t I (t-  }) f (X, yn(x)) dx, 
for t e [0, 1]. Here 12 : 1~ --. R is given by C~(x) = x/2 + 0(x); notice 12 is strictly increasing. We 
would like to let n ~ c¢ through N in (3.16). First, notice 
I f (z,y~(x)) ldx< g(~(x)) ql(x)÷q2(x h(M) dx<~.  
/5 /2 
Fix t E (0, 1]. Let n --* co through N in (3.16), and so the Lebesgue dominated convergence 
theorem implies 
for t E (0, 1]. Also, for t E (0,1], we have 
( , ) ,  
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and so y~ E C(0, I]. In addition, ft(t) = -f(t,y(t)) for t E (0, I), and hence, y E C2(0, I). 
Finally, 
= y + x - f (x, y(x)) dx = O. | 
/2 
Now suppose (2.37) is satisfied. Let a* and a be as in Theorem 2.5. Notice a*(1) = 0 and 
(a*) ' (t)  = - f~- t  ro(x) dx for 2/3 < t < 1. Consequently, (a 'y (1 )  = 0 and so 0(a'(1)) + a(1) = 
0(0) + 0 = 0. However, since (3.5) must be satisfied it is desirable to construct he "best" a. 
Usually it is possible to obtain an explicit a from the differential equation. We conclude by giving 
a general result for the boundary value problem 
y" + f ( t ,y )  = O, 0 < t < 1, 
y(o) = o, (3.17) 
kf (1 )  + y(1) = 0, k > 0 a constant. 
REMARK. Note (3.17) is a special case of (3.1); here O(u) = ku. 
THEOREM 3.2. Suppose (2.i0), (2.11), (2.37), and (3.3) are satisfied. In addition, assume 
~ 1 qi(x)g (a0(1 - x)) < oo, i = 1, any a0 > 0, = 0, (3.18) dx 2 for ff k 
and 
there exists r E (0, 1) with f ( t ,  y) > 0, for t E [T, 1) and 0 < y < P3, (3.19) 
hold. Then (3.17) has a solution in C[0, 1] N C1(0, 1] n C2(0, 1). 
PROOF. Let 7 denote the a constructed in Theorem 2.5. Without loss of generality, assume 
1/3 < r _< 2/3. Define { 1 
7(t), o <_ t < g, 
1 
~(t) = ~(t), ~ < t < r, 
7( r ) (1  - t)  k')'(r) + t > r, 
(k+l ) -T  (k+l ) - r '  - 
and a(t)  = y#(t),  where 
r l=min  1 ,1#. [o+1 " 
Here w : [1/3, T] ~ (0, Pal is such that  ~ e C211/3, r] with w(1/3) = .~,(1/3), w'(1/3) = 7'(1/3),  
w"(1/3) = .y"(1/3), w(~-)" = ~'(T), W'(T) = ( -7 ( r ) ) / ( (k  + 1) - r) ,  and W"(T) = 0. 
We now claim that  a satisfies (3.4). First notice a(0) = kat(1) + c~(1) = 0. We also have as in 
Theorem 2.5 that  
f (  t, y) + ~"(t) > 0, for (t, y) e ( 0, T) X {y e ( 0, Oo): y < c~(t)}. (3.20) 
Singular Differential Equations 97 
Now for t > T, we have a"(t) = 0 and also 
kp3 + (1 - T)p 3 = Pa- 
ce(t) <_/~(t) _< (k + 1) - r (k + 1) - r 
Consequently, 
J'(t, y) + a"(t) = y(t, y) > O, for (t, y) • [r, 1) x {y • (0, c~): y < a(t)}.  (3.21) 
Thus, (3.20) and (3.21) imply that c~ satisfies (3.4). Notice also that (3.5) is satisfied with the 
above a since (3.18) holds. Existence of a C[0, 1] Cl C1(0, 1] N C2(0, 1) solution to (3.17) is now 
guaranteed from Theorem 3.1. | 
REFERENCES 
1. A. Callegari and A. Nachman, A nonlinear singular boundary value problem in the theory of pseudoplastic 
fluids, SIAM J. Appl. Math. 38, 275-281, (1980). 
2. C.D. Luning and W.L. Perry, Positive solutions of negative xponent generalized Emden-Fowler boundary 
value problems, SIAM J. Math. Anal. 12, 874-879, (1981). 
3. S. Taliaferro, A nonlinear singular boundary value problem, J. Nonlinear Anal. 3, 897-904, (1979). 
4. L.E. Bobisud, J.E. Calvert and W.D. Royalty, Some existence results for singular boundary value problems, 
Diff. Int. Eq. 6, 553-571, (1993). 
5. J.A. Gatica, V. Oliker and P. Waltman, Singular nonlinear boundary value problems for second order ordinary 
differential equations, J. Diff. Eq. 79, 62-78, (1989). 
6. C.D. Luning and W.L. Perry, Iterative solutions of negative xponent Emden-Fowler problems, Int. J. Math. 
and Math. Sci. 13, 159-164, (1990). 
7. D. O'Regan, Positive solutions to singular boundary value problems with at most linear growth, Appl. Anal. 
49, 171-196, (1993). 
8. A. Tineo, Existence theorems for a singular two point dirichlet problem, J. Nonlinear Anal. 19, 323-333, 
(1992). 
9. J. Wang and J. Jiang, The existence of positive solutions to a singular nonlinear boundary value problem, 
J. Math. Anal. Appl. 176, 322-329, (1993). 
10. P. Habets and F. Zanolin, Upper and lower solutions for a generalized Emden-Fowler equation, J. Math. 
Anal. Appl. 181, 684-700, (1994). 
11. L.E. Bobisud, D. O'Regan and W.D. Royalty, Solvability of some nonlinear boundary value problems, Non- 
I/near Anal. 12,855-869, (1988). 
12. D. O'Regan, Theory of Singular Boundary Value Problems, World Scientific, Singapore, (1994). 
13. A. Granas, R.B. Guenther and J.W. Lee, Some general existence principles in the Carath~odory theory of 
nonlinear differential systems, J. Math. Pures et Appl. 70, 153-196, (1991). 
14. D. O'Rogan, Existence principles and theory for singular dirichlet boundary value problems, Diff. Eqns. and 
Dynamical Systems 3, 289-304, (1995). 
