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In this paper we study a family of models with delays describing the process of
angiogenesis, that is a physiological process involving the growth of new blood vessels from
pre-existing ones. This family includes the well-known models of tumour angiogenesis
proposed by Hahnfeldt et al. and d’Onofrio–Gandolﬁ and is based on the Gompertz type
of the tumour growth. As a consequence we start our analysis from the inﬂuence of
delay onto the Gompertz model dynamics. The family of models considered in this paper
depends on two time delays and a parameter α ∈ [0,1] which reﬂects how strongly the
vessels dynamics depends on the ratio between tumour and vessels volume. We focus
on the analysis of the model in three cases: one of the delays is equal to 0 or both
delays are equal, depending on the parameter α. We study the stability switches, the Hopf
bifurcation and the stability of arising periodic orbits for different α ∈ [0,1], especially for
α = 1 and α = 0 which reﬂects the Hahnfeldt et al. and the d’Onofrio–Gandolﬁ models. For
comparison we use also the value α = 1/2.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In the ﬁrst stage of solid tumours growth the tumour cells create small spherical aggregation so-called multicellular
spheroids (MCSs). MCSs receive different kinds of nutrients and oxygen only via the diffusion from the external vessels.
Hence, when they approach a size of 1–2 mm3 the saturation process of growing cellular mass together with the necrotic
core formation in the centre of MCSs is observed. The poorly nourished cancer cells secrete number of angiogenic factors
such as FGF, VEGF, VEGFR, Ang1 and Ang2, which promote proliferation and differentiation of endothelial cells, smooth
muscle cells, ﬁbroblasts and also stabilise new vessels. The process of new blood vessels formation from the pre-existing
ones is called angiogenesis.
It should be marked that angiogenesis is a normal and vital process in growth and development of organisms. It is also
required during the repair mechanism of damaged tissues such as wound healing processes. However, it is also an essential
step in the solid tumours transition from the avascular forms (less harm for hosts) to cancers that are able to metastase
and cause lethal outcome of the disease. On the other hand, angiogenesis might give a possibility for eﬃcient treatment
of cancer since the anti-cancer drugs can better penetrate the tumour structure when they are distributed with blood
nourishing tumour mass.
The basic model describing the inﬂuence of new blood vessels development on the tumour dynamics was proposed by
Hahnfeldt et al. [1] and studied in detail in [2]. The model is described by the system of two ordinary differential equations
with the tumour dynamics governed by the Gompertz-type equation in which the carrying capacity depends on endothelial
cells density. The model proposed in [1] also took into account the fact that tumour cells produce two families of factors:
promoting and inhibiting the vascularisation process. In the next years to the Hahnfeldt et al. model the different treatment
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M.J. Piotrowska, U. Forys´ / J. Math. Anal. Appl. 382 (2011) 180–203 181protocols were introduced, see e.g. [3–7]. The similar angiogenesis models were proposed in [8] and [2]. Moreover, recently
the notation of generalised angiogenesis model taking into account anti-angiogenic therapy was introduced by d’Onofrio
and Gandolﬁ in [9]. On the other hand, another description of anti-angiogenic treatment in the Hahnfeldt et al. model was
proposed in [10].
In this paper we focus on the Hahnfeldt et al. model with two discrete delays recently proposed by d’Onofrio and
Gandolﬁ in [9] in the more general case. Following the ideas of d’Onofrio and Gandolﬁ, we study the family of delayed
models based on the Gompertz type of the tumour growth under the assumptions that the ﬁrst delay is introduced into the
process of tumour growth, while the second one — into the stimulation of vessels’ growth.
In the newest literature [11], one can also ﬁnd the model containing three discrete delays. It should be noticed here
that the model proposed by Bodnar and Forys´ in [11] and the one considered in this paper reduce under some restrictive
conditions and the change of the variables to the same model with only one discrete delay. Namely, in the model considered
by us both delays should be equal while in the Bodnar and Forys´ model the second and third delay should be equal to zero.
In the present paper we extend the Hahnfeldt et al. model into the family of models introducing the parameter α ∈ [0,1]
which was originally included into the model built by Hahnfeldt et al., but eventually the authors of [1] chose α = 1, while
in [9] α = 0 was chosen. We mainly focus on the analysis of the proposed model depending on the parameter α ∈ [0,1]
reﬂecting the inﬂuence of the ratio between the tumour and vessels volume in three cases: one of the introduced delays is
equal to 0 or both delays are equal. Our goal is to investigate the possible stability switches of the positive steady state and
the stability of periodic orbits arising due to the Hopf bifurcation with increasing delay.
Our main ﬁnding is that in all three cases the behaviour of solutions strongly depends on the magnitude of α. If the
ﬁrst delay (in tumour growth dynamics) is non-zero or both delays are equal, then there exists a threshold delay τthr for
which the positive steady state of the Hahnfeldt et al. model loses stability and the Hopf bifurcation occurs. Moreover, stable
periodic orbits arise under some assumptions. In the second case, when the delay τ2 is non-zero and τ1 = 0, the possible
dynamics is different. Depending on the model parameters: there can be no change of stability, the positive steady state
can lose stability or there can be a sequence of delays such that the positive steady state loses and gains stability again,
consequently.
This paper is organised as follows: Section 2 is focused on the analysis of the Hopf bifurcation in the basic Gompertz
equation with delay. Section 3 introduces considered family of models of angiogenesis process, Section 4 contains the
detailed model analysis illustrated by numerical results. Finally, in Section 5 these results are discussed together with a
description of future directions for this research.
2. Hopf bifurcation for the Gompertz equation with time delay
The Gompertz equation is one of the most important models in the description of solid tumour growth, compare [12] for
more details. It is also a basis for the Hahnfeldt et al. [1] and the d’Onofrio–Gandolﬁ [9] models of angiogenesis which are
included into the family of models studied in this paper. Our analysis is focused on the Hopf bifurcation and the stability of
periodic orbits arising due to it. Therefore, we start this analysis studying the appearance of periodic orbits due to the Hopf
bifurcation in the basic Gompertz model with delay, that is
V˙ (t) = −rV (t) ln V (t − τ )
K
, (1)
where V (t) denotes the tumour volume and K is its carrying capacity (maximal possible tumour size that can be achieved
without external supply of nutrients). The form of Eq. (1) is classic in such meaning that the delay is included into the per
capita growth rate, as in the classic Hutchinson equation [13]. Another type of delayed Gompertz equation with the whole
right-hand side depending only on t − τ was studied by Bodnar and Forys´ in [14]. In this paper we study the equation of
the form (1) to have an opportunity for comparing its dynamics to the Hahnfeldt et al. [1] and the d’Onofrio–Gandolﬁ [9]
models. It should be noticed that the linear part of Eq. (1) is the same as for the models studied in [14] or [15] (where the
more general equation was considered). Moreover, the notation introduced in this section is exploited in the analysis of the
family of angiogenesis models we focus on.
We start our analysis from the undimensionalisation procedure
s = t
τ
, z(s) = V (t)
K
− 1
to obtain
z˙(t) = −rτ (z(t) + 1) ln(z(t − 1) + 1), (2)
where we use the variable t instead of s as a typical notation for the time variable.
After undimensionalisation Eq. (2) has the trivial steady state which is of our interest. It is well known that this state is
stable for τ < π2r and loses stability at τ0 = π2r due to the Hopf bifurcation (compare, e.g., [16–19] or [20] for more details).
To study the stability of bifurcating periodic orbits for Eq. (2) we use the approach of normalised bounded variation (NBV)
functions on the interval [0,1] developed in [21]. A similar analysis was performed for more general class of functions with
the right-hand side of the form f (z(t − 1)) (in our case f = f (z(t), z(t − τ ))) in [15].
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functions deﬁned on [−1,0] with the complex values in C (the real-valued functions can be treated as the functions
from C with zero imaginary part). Let L : C → C be a linear continuous map and ζ be a function of bounded variation
deﬁned on the interval [0,1]. We call this function NBV (normalised bounded variation) if ζ(0) = 0 and ζ is right-hand side
continuous on (0,1). The Riesz representation theorem yields that L has a unique representation in terms of NBV functions
and Riemann–Stieltjes integral. More precisely, there exists unique NBV function ζ such that
L(φ) =
1∫
0
dζ(θ)φ(−θ) for every φ ∈ C.
This means that NBV with the total variation norm is a representation of the dual space of C . Therefore, L(φ) = 〈ζ,φ〉.
It is easy to see that the linear part of Eq. (2) is described by the operator
L(zt) = −rτ zt(−1), (3)
while the non-linear part is equal to
g(zt) = rτ
(
zt(−1) −
(
zt(0) + 1
)
ln
(
zt(−1) + 1
))
. (4)
For the operator (3) the NBV function ζ(θ, τ ), with τ indicated as the bifurcation parameter, has the following form
ζ(θ, τ ) =
{
0 for θ ∈ [0,1),
−rτ for θ = 1.
Let T (t), t  0, be the semi-group deﬁned by the equation z˙ = L(zt) and A denote the generator of this semi-group. If A
has iω0 as an eigenvalue for some critical value τ0, then the Hopf bifurcation occurs under the additional assumptions that
eigenvalues ±iω0 are simple and cross the imaginary axis with non-zero speed. To ﬁnd eigenvalues one needs to study the
characteristic function 	(λ, τ ) = λ − ∫ 10 dζ(θ, τ )e−λθ . The characteristic equation for the operator (3) has the form
	(λ,τ ) = λ + rτe−λ = 0. (5)
The generator A has iω0 as an eigenvalue, if there exists p ∈ C, p = 0, such that 	(iω0, τ0)p = 0 and then the function
Φ(θ) = eiω0θp is the eigenvector for A at the eigenvalue iω0. If A∗ is the adjoint operator, then it also has iω0 as its
eigenvalue. Let q ∈ C, q = 0, satisfy q	(iω0, τ0) = 0. Then the eigenvector Ψ for A∗ satisﬁes
〈Ψ,Φ〉 = qd1	(iω0, τ0)p,
where d1 is the derivative with respect to the ﬁrst variable λ. If ±iω0 are simple eigenvalues, then it is possible to re-
normalise 〈Ψ,Φ〉 to 1. In this case we choose q such that 〈Ψ,Φ〉 = 1, i.e. qd1	(iω0, τ0)p= 1.
Typically, the stability of bifurcating periodic orbit within the centre manifold is determined by the coeﬃcient μ2 of
the third term in the Taylor expansion of this solution. If μ2 is positive, then the bifurcation is called supercritical and
the periodic orbits exist for τ > τ0. If additionally the steady state is stable for τ < τ0, then the bifurcating periodic orbit
is stable within the centre manifold. Moreover, if no spectrum of A is in the right half-plane, then the centre manifold
is attractive. This yields that the periodic orbit is asymptotically stable. On the other hand, if μ2 is negative, then the
bifurcation is called subcritical. In this case the bifurcating periodic orbits exist for τ < τ0, and if as before the steady state
is stable for τ < τ0, then the periodic solution is necessarily unstable. This is the most typical scenario. However, it may
happen that μ2 = 0 and further expanding of the solution can help in studying the stability.
The coeﬃcient μ2 is equal to
μ2 = c(qd2	(iω0, τ0)p) , (6)
where p, q are chosen such that 〈Ψ,Φ〉 = 1, d2 denotes the derivative with respect to the second variable τ which is the
bifurcation parameter, and
c = cI + cII + cIII
= 1
2
qd31g(0, τ0)(Φ,Φ, Φ¯) + qd21g(0, τ0)
(
ΨΦ¯(·,0),Φ
)+ 1
2
qd21g(0, τ0)
(
ΨΦ(·,2iω0), Φ¯
)
, (7)
where di1, i = 2,3, denotes the derivative of the i-th order with respect to the ﬁrst variable zt and
ΨΦ1(θ,a) = eaθ
(
	(a, τ0)
)−1
d2g(0, τ0)(Φ,Φ1) with Φ1 = Φ¯ or Φ1 = Φ for cII or cIII, respectively.1
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roots ±iω0 = ±i π2 for τ0 = ω0r (see, e.g., [16–19] or [20]). Moreover, it is easy to see that these roots are simple, compare,
e.g. [15].
Let Φ(θ) = ei π2 θp, p = 0, be the eigenvector for the eigenvalue i π2 . We need to choose Ψ (s) = ei
π
2 sq such that 〈Ψ,Φ〉 = 1.
There is 〈Ψ,Φ〉 = qd1	(i π2 , π2r )p and d1	(i π2 , π2r ) = 1+ i π2 . Hence,
p= 1− iπ
2
, q= 4
4+ π2 ⇒ 〈Ψ,Φ〉 = 1.
Now, we calculate the denominator of formula (6). We have d2	(i π2 ,
π
2r ) = −ir. Therefore,

(
qd2	
(
i
π
2
,
π
2r
)
p
)
= 
(
4
4+ π2 (−ir)
(
1− iπ
2
))
= − 2rπ
4+ π2 < 0.
Next, we calculate the numerator c. Let u, v,w ∈ C be the test functions. Then
d1g
(
zt,
π
2r
)
u = π
2
(
− ln(zt(−1) + 1)u(0) +
(
1− zt(0) + 1
zt(−1) + 1
)
u(−1)
)
,
d21g
(
zt,
π
2r
)
(u, v) = π
2
(
zt(0) + 1
(zt(−1) + 1)2 u(−1)v(−1) −
1
zt(−1) + 1
(
u(0)v(−1) + u(−1)v(0)))
and
d31g
(
zt,
π
2r
)
(u, v,w) = π
2
(
−2 zt(0) + 1
(zt(−1) + 1)3 u(−1)v(−1)w(−1)
+ 1
(zt(−1) + 1)2
(
u(0)v(−1)w(−1) + u(−1)v(0)w(−1) + u(−1)v(−1)w(0))).
There is also (	(0, π2r ))
−1 = 2π . Hence,
cI = 1
2
qd31g
(
0,
π
2r
)
(Φ,Φ, Φ¯) = π
4+ π2 (1+ 2i)p
2p¯.
Next calculating (	(iπ, π2r ))
−1 = − 25π (1+ 2i) and ΨΦ¯(·,0) = pp¯ we obtain
cII = qd21g
(
0,
π
2r
)(
ΨΦ¯(·,0),Φ
)= − 2π
4+ π2 p
2p¯.
Finally, calculating ΨΦ(·, iπ) = p2 one gets
cIII = 1
2
qd21g
(
0,
π
2r
)(
ΨΦ(·, iπ), Φ¯
)= π
4+ π2 (1− 2i)p
2p¯.
Hence,
c = (cI + cII + cIII) = 0.
Since μ2 = 0, to study the stability one needs to determine the higher order term in the Taylor expansion of the periodic
solution. More precisely, one needs to calculate derivatives of the ﬁfth order of the non-linear part and determine μ4
coeﬃcient. However, the calculations are very arduous and the computational technique is not exploited in the case of
angiogenesis models we consider, and therefore we skip this part and only refer to the ﬁnal result which is μ4 = 0. Hence,
to determine the type of the Hopf bifurcation one needs to calculate the seventh order derivatives and the next term in the
Taylor expansion. Since it is extremely arduous and the procedure does not guarantee that μ6 = 0 we have performed the
number of numerical simulations which show that the periodic solution bifurcating at τ0 = π2r and existing for τ > τ0 is
asymptotically stable.
3. Angiogenesis model presentation
In the present paper we consider the following system of differential equations with two discrete time delays describing
the process of tumour angiogenesis
d
dt
p(t) = −rp(t) ln
(
p(t − τ1)
q(t − τ1)
)
, (8)
d
q(t) = q(t)
(
b
(
p(t − τ2))α − ap2/3(t) − μ), (9)dt q(t − τ2)
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Hahnfeldt et al. [1] assumption that the tumour volume dynamics, described by Eq. (8), is governed by the Gompertz type
equation for which the carrying capacity of tumour cells (the maximal tumour volume) is proportional to the density of
endothelial cells. This also means that the per capita growth rate of tumour cells population depends on the ratio between
tumour and endothelial cells densities. In the Hahnfeldt et al. model [1] it is assumed that the changes of this ratio inﬂuence
the per capita growth rate instantaneously. However, it is known that typically all populations in biology need some time
to recognise changes and adapt to them. Hence, the discrete delay τ1 representing the time lag in the process of tumour
growth/regression is introduced. It is introduced as in the classic Hutchinson equation [13] and Eq. (1) studied in Section 2.
Eq. (9) describes the dynamics of endothelial cells which depends on the stimulation process initiated by poorly nourished
tumour cells (the term b(p/q)αq, where α ∈ [0,1]), vessels lost due to the accumulation of the inhibiting factors secreted
by tumour cells within the tumour (the term ap2/3q) and natural vessels lost (the term μq). The delay τ2 in Eq. (9) reﬂects
time lag in the process of vessel growth with respect to stimulus which is the same ratio as for tumour cells growth. Note
that the parameter α reﬂects the strength of the dependence of vessels dynamics on the ratio between tumour and vessels
volume p/q: for α = 0 there is no such dependence, while for α = 1 (that is for the Hahnfeldt et al. model) there is a
strongest dependence on p. Note also, that the exponent 2/3 in the term ap2/3q represents the ratio of the tumour surface
to its volume. Hence, it is assumed that the concentration of inhibitory molecules within the tumour is proportional to the
square of tumour radius.
The above approximations demand few additional hypothesis. Namely, we assume that the tumour has a spherical sym-
metry, the tumour cells secretion rates are equal for all cells and independent of time and space, the promoting and
inhibitory molecules are transported via the diffusion and the inverse of the inhibitory molecules degradation rate is much
larger than the time of their diffusion. In the considered model two independent delays τ1 and τ2 in terms
p
q (which may
be interpreted as the measure of vessels density) are introduced. Both delays represent the time lags in processes of tumour
growth and vessels formation, respectively. Note that we do not consider tumour treatment in this paper, for simplicity. In
the literature the different values of the parameter α were chosen, i.e. in [1] the authors investigate the model under the
assumption that α = 1, while in [9] α = 0 was taken. Therefore, in the following we refer as to the Hahnfeldt et al. model
if α = 1 and the d’Onofrio–Gandolﬁ model if α = 0. Moreover, in the general case we assume that α ∈ [0,1]. However, for
all numerical simulations we use the following parameters estimated by Hahnfeldt et al. in [1]
μ = 0, a = 8.73× 10−3, b = 5.85 and r = 0.192. (10)
4. Model analysis
The model without delays given by Eqs. (8)–(9) belongs to the family of models described in [9]. Therefore, it has the
following properties: an open set R2+ is an invariant region for Eqs. (8)–(9); for b > μ Eqs. (8)–(9) have a unique positive
steady state (pe,qe) ∈ R2+ , such that pe = qe = ( b−μa )
3
2 . Moreover, this steady state is globally asymptotically stable.
Before we start the analysis of the model with delays, we make some scaling and change of variables. First, we re-scale
both variables by the factor 104, i.e. p¯ = 10−4p and q¯ = 10−4q. Then one gets the same system (8)–(9) with the same
parameters excluding the constant a. Let us denote the new constant a¯ = 10 83 a. Hence, the unique steady state of a new
system is (p¯e, q¯e) = (( b−μa )
3
2 10−4, ( b−μa )
3
2 10−4).
Now, since R2+ is also the invariant region for the re-scaled system with delays we make the following change of variables
x = ln
(
p¯
p¯e
)
, y = ln
(
q¯
q¯e
)
,
obtaining
d
dt
x(t) = −r(x(t − τ1) − y(t − τ1)), (11)
d
dt
y(t) = beα(x(t−τ2)−y(t−τ2)) − (b − μ)e 23 x(t) − μ. (12)
To close the system (11)–(12) we deﬁne an initial condition, that is a continuous function φ : [−τmax,0] → R2, where
τmax =max{τ1, τ2}.
Note that the system (11)–(12) does not depend on the parameter a. This dependence is implicitly built into the form of
the re-scaled system. Note also that the only steady state of the system (11)–(12) is (xe, ye) = (0,0). It is clear that using
the standard methods one can easily show that for Eqs. (11)–(12) without delays there exists a unique solution for all t  0
and positive values of φ, and that the trivial steady state is globally asymptotically stable.
Let us focus on the system with delays. Using the step method, for details see e.g. [17], it is easy to see that the
solution to Eqs. (11)–(12) exists for all t  0 and is unique. Note that we do not postulate the non-negativity of solutions
to Eqs. (11)–(12) because ln( p¯p¯e ) and ln(
q¯
q¯e
) can be negative as well. On the other hand, we are interested in non-negative
solutions to (8)–(9) for non-negative initial data. However, due to the model re-scaling and change of variables for any
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3
2 ex(t) and q(t) = ( b−μa )
3
2 ey(t) if and
only if b > μ. Hence, from now on we assume that b > μ. Note that the considered phase space is C = C([−τmax,0],R2),
i.e. the inﬁnite-dimensional space of continuous functions deﬁned on the interval [−τmax,0] with values in R2.
The linearisation of Eqs. (11)–(12) around the steady state has the following form
d
dt
x(t) = r(y(t − τ1) − x(t − τ1)), (13)
d
dt
y(t) = −2
3
(b − μ)x(t) − αb(y(t − τ2) − x(t − τ2)). (14)
The quasi-polynomial for Eqs. (13)–(14) (and for Eqs. (11)–(12), obviously) is given by
D(λ) = λ2 + r(λ + N)e−λτ1 + Mλe−λτ2 , with M = αb, N = 2
3
(b − μ) > 0. (15)
4.1. Case τ1 > 0 and τ2 = 0
For τ1 > 0 and τ2 = 0 Eq. (15) takes the form
D1(λ) = λ2 + Mλ + r(λ + N)e−λτ1 = 0. (16)
Knowing that for τ1 = τ2 = 0 the steady state is stable we would like to study the possibility of stability switches with
increasing delay τ1. To get the stability switches in that case it is necessary that Eq. (16) has the roots on the imaginary
axis. Clearly, Eq. (16) has the purely imaginary roots ±iη, η > 0, iff D1(iη) = 
D1(iη) = 0. Therefore,
sin(ητ1) = (MN + η
2)η
r(N2 + η2) , cos(ητ1) =
(N − M)η2
r(N2 + η2) .
On the other hand, if iη is the solution to Eq. (16), then |P (iη)| = |Q (iη)|, where P (λ) = λ2 + λM and Q (λ) = r(λ+ N). We
deﬁne an auxiliary function
F (η) = ∣∣P (iη)∣∣2 − ∣∣Q (iη)∣∣2 = η4 + η2(M2 − r2)− N2r2. (17)
It is easy to see that F (η) = 0 always has one positive solution denoted by
η0 =
√
−(M2 − r2) + √δ
2
, where δ = (M2 − r2)2 + 4N2r2 > 0. (18)
If η0 is the solution to Eq. (17), than we can calculate the values of τ1 for which the imaginary roots of Eq. (16) appear.
Namely,
τ k1 =
1
η0
[
arg
(
(N − M)η20
r(N2 + η20)
+ i (MN + η
2
0)η0
r(N2 + η20)
)
+ 2kπ
]
, (19)
where k ∈ Z . Moreover, we see that sin(ητ1) is always positive and the sign of cos(ητ1) depends on the sign of N − M .
Therefore, if N > M , then η0τ1 ∈ (0, π2 ), while for N < M there is η0τ1 ∈ ( π2 ,π). Now, we should answer the question if
indeed the roots of Eq. (16) cross the imaginary axis when the parameter τ1 increases, i.e. ddτ1 (λ)|τ1=τ k1 = 0. It has been
proved in [22], that sign{ ddτ1 (λ)|τ1=τ k1 } = sign{
d
dη F (η)|η=η0 }. Since ddη F (η)|η=η0 = 2η0
√
δ > 0, the purely imaginary roots
of Eq. (16) cross the imaginary axis with increasing τ1 from the left- to the right-hand complex half-plane with positive
speed. As a consequence of our analysis we formulate the following proposition.
Proposition 1. Consider η0 given by formula (18). There exists τ 01 given by formula (19) such that the trivial solution to Eqs. (11)–
(12) is locally asymptotically stable for τ1 < τ 01 and unstable for τ1 > τ
0
1 . Moreover, for τ1 = τ 01 the Hopf bifurcation occurs and the
periodic orbits with period equal to 2πη0 arise.
To study the stability of new born periodic orbits we make the next change of independent variable t → t∗ = tτ1 , and
therefore we study the system
d
dt∗
x
(
t∗
)= rτ1(y(t∗ − 1)− x(t∗ − 1)),
d
∗ y
(
t∗
)= bτ1(eα(x(t∗)−y(t∗)) − e 23 x(t∗)), (20)dt
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re-write the system (20) in the form
d
dt
X(t) = L(Xt , τ1) + g(Xt, τ1),
where X = (x, y)T , Xt : [−1,0] → R2, Xt(h) = X(t + h) for h ∈ [−1,0], L(Xt) = (L1(Xt), L2(Xt))T is the linear part of the
system (20), while g(Xt) = (0, g2(Xt))T is its non-linear part and τ1 is the bifurcation parameter. We have
L1(Xt, τ1) = rτ1
(
yt(−1) − xt(−1)
)
, L2(Xt, τ1) = bτ1
(
α
(
xt(0) − yt(0)
)− 2
3
xt(0)
)
,
g2(Xt, τ1) = bτ1
(
eα(xt (0)−yt (0)) − e 23 xt (0) − α(xt(0) − yt(0))+ 2
3
xt(0)
)
.
The characteristic matrix for Eqs. (20) reads
	(λ,τ1) =
(
rτ1e−λ + λ −rτ1e−λ
( 23 − α)bτ1 λ + αbτ1
)
and the characteristic quasi-polynomial
W1(λ) = det	(λ,τ1) = λ2 + λαbτ1 + r
(
τ1λ + 2
3
τ 21 b
)
e−λ.
Note that W1(λτ1)
τ 21
gives the same characteristic function as in the case of unrescaled time, that is (16). Moreover, the
threshold values of bifurcation parameter τ1 and corresponding purely imaginary characteristic values can be found as
before:
ω40 +
(
α2b2 − r2)(τ1crit)2ω20 − 49b2r2(τ1crit)4 = 0
and
sinω0 = 3ω0(2b
2(τ1crit)
2α + 3ω20)
rτ1crit(4(τ1crit)2b2 + 9ω20)
, cosω0 = 3ω
2
0b(2− 3α)
r(4(τ1crit)2b2 + 9ω20)
. (21)
Notice that ω0 = η0τ1crit , where η0 is deﬁned by (18) and the sequence of critical values of delay τ1 is deﬁned by (19).
We study the stability of the Hopf bifurcation appearing for the threshold value τ 01 > 0. We know that the trivial steady
state loses stability at this point. Let us consider purely imaginary characteristic value λ = iω0 for τ1 = τ 01 . We look for the
characteristic vector Φ(h) = eiω0hp : [−1,0] → R2, that is p satisﬁes 	(iω0, τ 01 )p= (0,0)T . Therefore, coeﬃcients of p fulﬁl
(
rτ 01 e
−iω0 + iω0
)
p1 − rτ 01 e−iω0 p2 = 0,
(
2
3
− α
)
bτ 01 p1 +
(
iω0 + αbτ 01
)
p2 = 0.
However, the two equations above are not independent. From the second of them one gets
p2 = bτ
0
1 p1(α − 23 )
iω0 + αbτ 01
.
Choosing p1 = iω0 + αbτ 01 we obtain
p=
(
iω0 + αbτ 01
(α − 23 )bτ 01
)
.
Now, we should calculate the characteristic vector for 	T , that is we look for q= (q1,q2) such that q	(iω0, τ 01 ) = (0,0).
It is easy to see that coeﬃcients of q satisfy
q1
(
rτ 01 e
−iω0 + iω0
)+ q2
(
2
3
− α
)
bτ 01 = 0, −q1rτ 01 e−iω0 + q2
(
iω0 + αbτ 01
)= 0.
As before, we can just solve only one of these equations obtaining
q2 = q1 rτ
0
1 e
−iω0 + iω0
(α − 2 )bτ 0 .3 1
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to the characteristic value λ. Therefore, we shall calculate
∂
∂λ
	(λ, τ1) = d1	(λ,τ1) =
(−rτ1e−λ + 1 rτ1e−λ
0 1
)
.
Hence,((−rτ 01 e−iω0 + 1)(iω0 + αbτ 01 )+
(
rτ 01 e
−iω0 + rτ
0
1 e
−iω0 + iω0
(α − 23 )bτ 01
)(
α − 2
3
)
bτ 01
)
q1 = 1,
which implies
q1 = 1−iω0rτ 01 e−iω0 + 2iω0 + αbτ 01 − 23 (τ 01 )2bre−iω0 + rτ 01 e−iω0
.
However, from the characteristic quasi-polynomial
W1(iω0) = iω0rτ 01 e−iω0 − ω20 + iω0αbτ 01 +
2
3
(
τ 01
)2
bre−iω0 = 0
and hence,
q1 = 1
αbτ 01 − ω20 + iω0(2+ αbτ 01 ) + rτ 01 e−iω0
.
The stability of periodic orbit, which arises at the Hopf bifurcation point, is determined by the sign of μ2 deﬁned by
formula (6). To ﬁnd the denominator of μ2 one needs to calculate (qd2	(iω0, τ 01 )p). We see that (	 − λI) is linear with
respect to τ1. Hence,
d2	
(
iω0, τ
0
1
)
p= 1
τ 01
(	 − iω0I)p= − iω0
τ 01
p.
Finally, we have
qd2	
(
iω0, τ
0
1
)
p= − iω0
τ 01
q1
(
αbτ 01 + 2iω0 + τ 01 re−iω0
)= − iω0
τ 01
αbτ 01 + 2iω0 + rτ 01 e−iω0
αbτ 01 − ω20 + iω0(2+ αbτ 01 ) + rτ 01 e−iω0
.
However, for any complex number z = x+ iy the sign of its real part z = x is the same as the sign of its inverse 1z . Clearly,
 1z = xx2+y2 and sign(z) = sign(x) = sign( 1z ).
We have
z = − iω0
τ 01
αbτ 01 + 2iω0 + rτ 01 e−iω0
αbτ 01 − ω20 + iω0(2+ αbτ 01 ) + rτ 01 e−iω0
⇒ 1
z
= τ 01
(
i
ω0
− αbτ
0
1 + iω0
αbτ 01 + 2iω0 + rτ 01 e−iω0
)
.
Hence,
sign(z) = −sign
(
 ω0i + αbτ
0
1
αbτ 01 + 2iω0 + rτ 01 e−iω0
)
.
Calculating the real part of this number
αbτ 01 (αbτ
0
1 + rτ 01 cos(ω0)) + ω0(2ω0 − rτ 01 sin(ω0))
(αbτ 01 + rτ 01 cos(ω0))2 + (2ω0 − rτ 01 sin(ω0))2
,
we see that the sign of denominator is the same as
−sign(2ω20 + α2b2(τ 01 )2 − rτ 01ω0 sin(ω0) + rαb(τ 01 )2 cos(ω0)).
Formulae (21) yield
2ω20 + α2b2τ 20 − rτ 01ω0 sin(ω0) + rαbτ 20 cos(ω0) =
9ω40 + 8b2(τ 01 )2ω20 + 4α2b4(τ 01 )4
9ω20 + 4(τ 01 )2b2
and this implies that the sign of the denominator of μ2 given by formula (6) is always negative, independently of the model
parameters.
188 M.J. Piotrowska, U. Forys´ / J. Math. Anal. Appl. 382 (2011) 180–203Turning to the calculation of the numerator of μ2 we start with ﬁnding needed derivatives of g = (0, g2)T . Let
u, v,w : [−1,0] → R2 be the test functions.
We have
d11g2(xt , yt, τ1)u = bτ1
(
αeα(xt (0)−yt (0)) − 2
3
e
2
3 xt (0) − α + 2
3
)
u1(0) + bτ1
(−αeα(xt (0)−yt (0)) + α)u2(0),
d21g2(xt , yt, τ1)(u, v) = bτ1
(
α2eα(xt (0)−yt(0)) − 4
9
e
2
3 xt (0)
)
u1(0)v1(0) + bτ1α2eα(xt (0)−yt (0))u2(0)v2(0)
− bτ1α2eα(xt (0)−yt (0))
(
u1(0)v2(0) + u2(0)v1(0)
)
and
d31g2(xt , yt, τ1)(u, v,w) = bτ1
(
α3e(α(xt (0)−yt(0))) − 8
27
e
2
3 xt (0)
)
u1(0)v1(0)w1(0)
+ bτ1α3eα(xt (0)−yt (0))
(
u1(0)v2(0)w2(0) + u2(0)v1(0)w2(0) + u2(0)v2(0)w1(0)
)
− bτ1α3eα(xt (0)−yt (0))
(
u1(0)v1(0)w2(0) + u1(0)v2(0)w1(0) + u2(0)v1(0)w1(0)
)
− bτ1α3eα(xt (0)−yt (0))u2(0)v2(0)w2(0).
Evaluating d21g2(xt , yt, τ1) and d
3
1g2(xt , yt, τ1) at (0,0, τ
0
1 ) one gets
d21g2
(
0,0, τ 01
)
(u, v) = bτ 01
(
α2 − 4
9
)
u1(0)v1(0) + bτ 01α2
(
u2(0)v2(0) − u1(0)v2(0) − u2(0)v1(0)
)
and
d31g2
(
0,0, τ 01
)
(u, v,w) = bτ 01
(
α3 − 8
27
)
u1(0)v1(0)w1(0)
+ bτ 01α3
(
u1(0)v2(0)w2(0) + u2(0)v1(0)w2(0) + u2(0)v2(0)w1(0)
)
− bτ 01α3
(
u1(0)v1(0)w2(0) + u1(0)v2(0)w1(0)
+ u2(0)v1(0)w1(0) + u2(0)v2(0)w2(0)
)
.
Now, we shall calculate d31g2(0,0, τ
0
1 )(Φ,Φ, Φ¯). There is
Φ1(0) = p1 = αbτ 01 + iω0, Φ2(0) = p2 =
(
α − 2
3
)
bτ 01 , Φ¯1(0) = p¯1 = αbτ 01 − iω0, Φ¯2 = p2.
Hence,
d31g2
(
0,0, τ 01
)
(Φ,Φ, Φ¯) = bτ 01
(
α3 − 8
27
)
p1p1 p¯1
+ bτ 01α3(p1p2p2 + p2p1p2 + p2p2 p¯1 − p1p1p2 − p1p2 p¯1 − p2p1 p¯1 − p2p2p2)
= 2
3
b2
(
τ 01
)2
αω20
(
α2 − 4
9
)
+ ibτ 01ω0
((
α3 − 8
27
)
ω20 +
4
9
b2
(
τ 01
)2
α2
(
α − 2
3
))
.
To calculate cI we multiply q · d31g(0,0, τ 01 )(Φ,Φ, Φ¯), that is q2d31g2(0,0, τ 01 )(Φ,Φ, Φ¯). We get
cI = q · d
3
1g(0, τ
0
1 )
2
= q1ω0
18
(
rτ 01 e
−iω0 + iω0
)(
6α2bτ 01ω0 + 4αbτ 01ω0 + i
(
9α2ω20 + 6αω20 + 4ω20 + 4α2b2
(
τ 01
)2))
.
Calculating the second term cII we ﬁrst evaluate d21g(0, τ
0
1 ) at (Φ, Φ¯) obtaining
d21g2
(
0, τ 01
)
(Φ, Φ¯) = bτ 01
(
α2 − 4
9
)
ω20
and recalling that g1 ≡ 0 implies d21g1(0, τ 01 ) = 0. Secondly, we calculate
(
	
(
0, τ 01
))−1 = 3
2τ 01
( α
r
1
b
α−2/3
r
1
b
)
and multiply
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(
0, τ 01
))−1 · d21g(0, τ 01 )(Φ, Φ¯) = 32
(
α2 − 4
9
)
ω20
(
1
1
)
.
Now, we need to evaluate d21g(0, τ
0
1 ) at (e
0·(	(0, τ 01 ))−1d21g(0, τ
0
1 )(Φ, Φ¯),Φ), where 0· in e0· indicates that it is the function
deﬁned on [−1,0]. However, this function is constant, because e0·θ = 1 for every θ , obviously. There is
d21g2
(
0, τ 01
)(
e0·
(
	
(
0, τ 01
))−1
d21g
(
0, τ 01
)
(Φ, Φ¯),Φ
)= −2
3
ω20bτ
0
1
(
α2 − 4
9
)
(αbτ1 + iω0)
and hence
q · d21g
(
0, τ 01
)(
e0·
(
	
(
0, τ 01
))−1
d21g
(
0, τ 01
)
(Φ, Φ¯),Φ
)= −2
9
(
rτ 01 e
−iω0 + iω0
)(
αbτ 01 + iω0
)
(3α + 2)ω20q1.
Therefore,
cII = −2q1ω
2
0
9
(
rτ 01 e
−iω0 + iω0
)(
αbτ 01 + iω0
)
(3α + 2).
Summing up cI and cII one gets
cI + cII = q1ω0
18
(
rτ 01 e
−iω0 + iω0
)(−6α2bτ 01ω0 − 4αbτ 01ω0 + i(9α2ω20 − 6αω20 − 4ω20 + 4α20b2(τ 01 )2)).
Now, we shall calculate cIII . At ﬁrst we evaluate d21g2(0, τ
0
1 )(Φ,Φ), that is
d21g2
(
0, τ 01
)
(Φ,Φ) = bτ 01ω20
(
4
9
− α2
)
+ 4
9
iω0α
(
τ 01
)2
b2(3α − 2),
and calculate
(
	
(
2iω0, τ
0
1
))−1 = 1
det	(2iω0, τ 01 )
(
2iω0 + αbτ 01 rτ 01 e−2iω0
(α − 23 )τ 01 b rτ 01 e−2iω0 + 2iω0
)
,
where
det	
(
2iω0, τ
0
1
)= 2
3
τ 01 r
(
bτ 01 + 3iω0
)
e−2iω0 − 4ω20 + 2iαbτ 01ω0.
Next, we need to evaluate d21g(0, τ
0
1 ) at the pair of vectors e
2iω0·(	(2iω0, τ 01 ))−1d21g(0, τ
0
1 )(Φ,Φ) and Φ¯ . As before, e
2iω0·
indicates that it is a function deﬁned on [−1,0]. We obtain
(
	
(
2iω0, τ
0
1
))−1
D21g
(
0, τ 01
)
(Φ,Φ) = bτ
0
1ω
2
0(
4
9 − α2) + 49 iω0α(τ 01 )2b2(3α − 2)
det	(2iω0, τ 01 )
(
rτ 01 e
−2iω0
rτ 01 e
−2iω0 + 2iω0
)
,
and
d21g2
(
0, τ 01
)(
e2iω0·
(
	
(
2iω0, τ
0
1
))−1
d21g
(
0, τ 01
)
(Φ,Φ), Φ¯
)
= −2ω0(τ
0
1 )
2b2
81
(9α2ω20 + 6iα2ω0bτ 01 + 2re−2iω0((τ 01 )2αb − iτ 01ω0))(4ω0 − 9ω0α2 + 12iα2bτ 01 − 8iαbτ 01 )
2
3τ
0
1 r(bτ
0
1 + 3iω0)e−2iω0 − 4ω20 + 2iαbτ 01ω0
.
Therefore,
cIII = 1
2
q · d21g
(
0, τ 01
)(
e2iω0·
(
	
(
2iω0, τ
0
1
))−1
d21g
(
0, τ 01
)
(Φ,Φ), Φ¯
)
= − 1
27
q1ω0τ
0
1 b
(−3αω0 + 4iαbτ 01 − 2ω0)(rτ 01 e−iω0 + iω0)
× 6iα
2ω0bτ 01 + 9α2ω20 + 2re−2iω0((τ 01 )2αb − iτ 01ω0)
2
3τ
0
1 r(bτ
0
1 + 3iω0)e−2iω0 − 4ω20 + 2iαbτ 01ω0
.
Eventually, to check the stability of periodic orbit one needs to calculate c = (cI + cII + cIII). We see that in the terms
cI + cII and cIII we have the common part q1ω0(rτ 01 e−ω0 i + ω0i). Knowing that
−ω20 + αbω0τ 01 i + r
(
ω0τ
0
1 i + 2b
(
τ 01
)2
/3
)
e−ω0i = 0 ⇒ e−ω0i = ω0 − αbτ
0
1 i
rτ 0(2bτ 0/3+ ω i)ω01 1 0
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rτ 01 e
−ω0i + ω0i = −ω0bτ
0
1 (3α − 2)i
2bτ 01 + 3ω0i
.
Moreover,
q1 = 2bτ
0
1 + 3ω0i
−3ω20 − 2bτ 01ω20 − 3αbτ 01ω20 + 2αb2(τ 01 )2 + (4bτ 01ω0 + 2αb2(τ 01 )2ω0 − 3ω30)i
.
Hence,
q1ω0
(
rτ 01 e
−ω0i + ω0i
)= ω20bτ 01 (3α − 2)i
3ω20 + 2bτ 01ω20 + 3αbτ 01ω20 − 2αb2(τ 01 )2 + (3ω30 − 4bτ 01ω0 − 2αb2(τ 01 )2ω0)i
= ω
2
0bτ
0
1 (3α − 2)
A21 + A22
(A2 + A1i),
where
A1 = 3ω20 + 2bτ 01ω20 + 3αbτ 01ω20 − 2αb2
(
τ 01
)2
and A2 = 3ω30 − 4bτ 01ω0 − 2αb2
(
τ 01
)2
ω0.
We have also
c
q1ω0(rτ 01 e
−ω0i + ω0i)
= − 1
18
e−2ω0i B1 + B2
e−2ω0irτ 01 (τ
0
1 b + 3ω0i) − 6ω20 + 3ω0αbτ 01 i
,
where
B1 =
(
27α2 − 18α − 12)ω30rτ 01 + (12α2 + 8α)ω0r(τ 01 )3b2 + ((9α2 + 24α + 8)ω20r(τ 01 )2b + 4α2b3(τ 01 )4r)i,
B2 = −
(
72α2 + 36α)ω30τ 01 b − 12α3b3(τ 01 )3ω0 + ((54α2 − 36α − 24)ω40 + (24α2 + 36α3)ω20(τ 01 )2b2)i.
There is
e−2ω0i = (ω
2
0 − ω0αbτ 01 i)2
r2(τ 01 )
2(2bτ 01 /3+ ω0i)2
= 9ω
2
0(−ω0 + αbτ 01 i)2
r2(τ 01 )
2(2bτ 01 + 3ω0i)2
.
Therefore,
c
q1ω0(rτ 01 e
−ω0i + ω0i)
= P1
P2
,
P1 =
(−81α2 + 54α + 36)ω60 + (162α3b + 162rα2 − 135α2b − 144αb − 108rα − 24b − 72r)ω50τ 01 i
+ (81α4b − 108α3b − 216α2b − 252rα − 72αb − 96r)ω40b(τ 01 )2
+ (27bα4 + 108α3r + 144α3b + 288rα2 + 60α2b + 192rα + 32r)ω30b2(τ 01 )3i
+ (36α4b + 108α3r + 192α2r + 48αr)ω20b3(τ 01 )4 + (12α4b − 32α2r)ω0b4(τ 01 )5i + 16α3b5(τ 01 )6r,
P2 = 18
(
(18αb + 3b + 18r)ω30τ 01 −
(
3α2b + 12αr + 8r)ω0b2(τ 01 )3 + (9ω40 − (9α2 + 6α)ω20b2(τ 01 )2)i
+ (−9αb(τ 01 )2rω20 − 24ω20r(τ 01 )2b + 4αb3(τ 01 )4r)i).
Eventually,
c = P1
P2
ω20bτ
0
1 (3α − 2)
A21 + A22
(A2 + A1i)
and
(c) = ω
2
0bτ
0
1 (3α − 2)(A2((P1)(P2) + 
(P1)
(P2)) + A1((P1)
(P2) − 
(P1)(P2)))
(A21 + A22)(((P2))2 + (
(P2))2)
.
Hence,
sign(c) = sign((3α − 2)(A2((P1)(P2) + 
(P1)
(P2))+ A1((P1)
(P2) − 
(P1)(P2)))). (22)
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Formula (22) is very complex and it is diﬃcult to check this sign for all admissible parameter values. Therefore, we plot the
graph of the right-hand side of formula (22) as a function of α ∈ [0,1] for parameter values b = 5.85 and r = 0.192 used by
Hahnfeldt et al. [1]. We start from deﬁning ω0 and τ 01 as functions of α, namely if
η0(α) = ω0
τ 01
=
√
0.018432− 17.11125α2 +
√
(34.2225α2 − 0.036864)2 + 2.24280576
2
,
then
ω0(α) = arccos 3b(2− 3α)(η0(α))
2
r(4b2 + 9(η0(α))2) and τ
0
1 (α) =
ω0(α)
η0(α)
.
Note that ω0 ∈ (0,π) because its sinus is positive and therefore, we are able to calculate this value using the function
arccos. In Fig. 1 we see that τ 01 as well as the period along the bifurcation branch are increasing functions of α.
Next, using formula (22) with ω0(α) and τ 01 (α) we see that for our control parameters α = 0, 0.5, 1 the sign of (c) is
negative which implies the stability of arising periodic orbits. However, in the domain [0,1] there is an interval for which
this sign is positive, compare Fig. 2 which shows several parts of the graph of the right-hand side of formula (7). Namely,
from the analytical expression we know that it has a zero value at α = 2/3. The other zero is about αˆ ≈ 0.518. We see that
for α ∈ [0, αˆ) ∪ (2/3,1] the studied sign is negative, while for α ∈ (αˆ,2/3) it is positive.
As a result of presented analysis we state the following theorem.
Theorem 1. The positive steady state of Eqs. (8)–(9) with τ2 = 0 is stable for small delays τ1 > 0 independently on the parameter α.
There exists the threshold value τ 01 (α) of delay where this state loses stability, and the Hopf bifurcation occurs. The arising periodic
orbits are stable for α ∈ [0,1/2] ∪ (2/3,1] and the model parameters estimated by Hahnfeldt et al. in [1].
In Fig. 3 the solutions to Eqs. (8)–(9) for τ1 > 0, τ2 = 0, α = 0 and different values of parameter τ1 are shown. Fig. 4
shows solutions for α = 0.5, while Fig. 5 for α = 1. In all three cases for τ1 smaller than the threshold value we observe
the dumping oscillations which stay undumping for τ1 near the threshold and the amplitude of oscillation increases with
increasing τ1.
4.2. Case τ1 = 0 and τ2 > 0
For τ1 = 0 and τ2 > 0 Eq. (15) reads
D2(λ) = λ2 + r(λ + N) + Mλe−λτ2 = 0. (23)
Eq. (23) has the purely imaginary roots ±iη, η > 0 iff
cosητ2 = − r , sinητ2 = η
2 − Nr
. (24)
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Fig. 3. The solutions (left) p(t) and (right) q(t) to Eqs. (8)–(9) as functions of time for α = τ2 = 0 and the values of τ1 as indicated in the ﬁgure legend. All
other parameter values as indicated in (10).
We see that the necessary condition for the existence of a pair of purely imaginary roots is | rM | = | rαb | 1 which implies
that r − M  0 should hold.
As in the previous case we deﬁne the auxiliary function
F (η) = ∣∣P (iη)∣∣2 − ∣∣Q (iη)∣∣2 = η4 + η2(r2 − M2 − 2Nr)+ N2r2 = 0 (25)
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All other parameter values as indicated in (10).
Fig. 5. The solutions (left) p(t) and (right) q(t) to Eqs. (8)–(9) as functions of time for α = 1, τ2 = 0 and the values of τ1 as indicated in the ﬁgure legend.
All other parameter values as indicated in (10).
and since it is quadratic with respect to η2 we take F (y) = F (η2). Therefore,
y2 + y(r2 − M2 − 2Nr)+ N2r2 = 0. (26)
Hence, for r − M > 0, Eq. (26) has no real positive root and for r = M Eq. (26) has no single root. If r − M < 0, then there
exist two positive real solutions
y1,2 = −(r
2 − M2 − 2Nr) ± √δ
2
, where
√
δ =
√(
r2 − M2 − 4Nr)(r2 − M2).
This implies that
η01 =
√
−(r2 − M2 − 2Nr) − √δ
2
, η02 =
√
−(r2 − M2 − 2Nr) + √δ
2
(27)
are positive solutions to Eq. (25) such that η02 > η01 > 0. Hence, iη01 and iη02 are the solutions to Eq. (23) for τ
k
21
and τ k22
calculated from (24).
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Namely,
τ k21 =
1
η01
[
arccos
(
− r
M
)
+ 2kπ
]
, τ k22 =
1
η02
[
2π − arccos
(
− r
M
)
+ 2kπ
]
,
where k ∈ Z . Additionally, η2−NrηM is an increasing function of η, cos(η0 jτ k2 j ) is negative and sin(η0 jτ k2 j ) = (−1) j for j ∈
{1,2}. Therefore, η01τ 021 ∈ (π, 32π) and η02τ 022 ∈ ( π2 ,π). Hence, taking into account the inequality η02 > η01 > 0 we have
τ k21 > τ
k
22
.
Now, we check in which direction the purely imaginary eigenvalues cross the imaginary axis. We have
sign ddτ2 (λ)|τ2=τ k2 j = sign{
d
dy F (y)|y=η20 j } = sign{(−1)
j
√
δ}, for j ∈ {1,2}. Therefore, we conclude that for τ k21 purely imag-
inary eigenvalues ±iη01 cross the imaginary axis from the left complex half-plane to the right half-plane, while for τ k22
purely imaginary eigenvalues ±iη02 cross the imaginary axis in the opposite direction. Thus, depending on the model pa-
rameters the three scenarios are possible. The trivial steady state of Eqs. (11)–(12) can be always locally asymptotically
stable, it can lose its stability for some value of the bifurcation parameter τ2 and stay unstable, or the stability switches can
occur.
Proposition 2. If r − M > 0, then the trivial steady state of Eqs. (11)–(12) is locally asymptotically stable for all τ2  0. For r = M
the Hopf bifurcation does not have place. However, the occurrence of periodic solutions cannot be excluded. For r − M < 0
• if τ2 < τ 022 , then the trivial steady state of Eqs. (11)–(12) is locally asymptotically stable,
• at τ2 = τ 022 the Hopf bifurcation occurs and the periodic solutions of period 2πη02 arise and if additionally τ
1
22
< τ 021 , then the trivial
steady state of Eqs. (11)–(12) stays unstable for all τ2 > τ 022 ; if τ
1
22
> τ 021 , then the trivial steady state of Eqs. (11)–(12) can recover
its stability for τ2 = τ 021 and the ﬁnite number of stability switches can occur when the bifurcation parameter τ2 increases.
In Fig. 6 we see that values τ k21 and τ
k
22
are increasing and decreasing functions of α, respectively, for parameter values
estimated in [1]. The period along the bifurcation branch has a similar dynamics. Moreover, we see that the consequent
values of sequences (τ k21 ) and (τ
k
22
) yield that the stability switches for parameter value estimated in [1] are possible only
for α near r/b (i.e. for α < 0.1), while for larger α the positive steady state of Eqs. (8)–(9) loses stability for τ 022 and cannot
gain it again for larger delays. In Fig. 7 we present the graph of real parts of eigenvalues for α = 0.07 where the stability
switches occur. We see that the maximal real part changes its sign from negative to positive, then to negative, etc. This is
an example of the case when the positive steady state recovers the stability with increasing delay.
As in the previous case we start our analysis of periodic orbits stability with changing the independent variable t → tτ2
to get the value of delay equal to 1. Therefore, Eqs. (11)–(12) with μ = 0 take the form
x˙(t) = −rτ2
(
xt(0) − yt(0)
)
,
y˙(t) = bτ2
(
e(α(xt (−1)−yt(−1))) − e 23 xt (0)). (28)
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The characteristic matrix of Eqs. (28) is equal to
	(λ,τ2) =
(
rτ2 + λ −rτ2
−αbτ2e−λ + 23bτ2 λ + αbτ2e−λ
)
,
and its derivatives
d1	(λ,τ2) = ∂	
∂λ
(λ, τ2) =
(
1 0
αbτ2e−λ 1− αbτ2e−λ
)
,
d2	(λ,τ2) = ∂	
∂τ2
(λ, τ2) =
(
r −r
−αbe−λ + 23b αbe−λ
)
,
and the determinant
det	(iω,τ2) = −ω2 + 2
3
rbτ 22 + rτ2ωi + ωαbτ2ie−iω,
at the critical value τ2 for which the purely imaginary eigenvalues ±iω exist. Because the change of stability is possible
only for r/b < α, the stability switches occur only for small range of the parameter α ∈ (r/b, α˜), r/b < α˜ ≈ 0.1, and we are
mainly interested in studying the Hahnfeldt et al. (α = 1) and the d’Onofrio-Gandolﬁ (α = 0) models, we focus on the ﬁrst
critical value of delay τ 022 where there is the change of stability for α > r/b. To simplify the notation in the following we
write τ2 instead of τ 022 for critical delay and ±iω for the corresponding pair of purely imaginary eigenvalues.
The form of the characteristic quasi-polynomial W2(iω) = 	(iω,τ2) yields
exp (−iω) = (−3ω
2 + 2rτ 22 b + 3irτ2ω)i
3ωαbτ2
, (29)
and (
ω
τ2
)4
+
(
r2 − 4
3
rb − α2b2
)(
ω
τ2
)2
+ 4
9
r2b2 = 0.
Note that ω = τ202η02 , where η02 is deﬁned by (27). Now, we calculate the characteristic vector p= (p1, p2)T such that
	(iω,τ2)p=
(
(rτ2 + iω)p1 − rτ2p2
(−αbτ2e−iω + 23bτ2)p1 + (iω + αbτ2e−iω)p2
)
=
(
0
0
)
,
which yields that we can choose
p1 = rτ2, p2 = rτ2 + iω.
Next we shall ﬁnd the characteristic vector q= (q1,q2) of 	T such that qd1	(iω,τ2)p= 1. Clearly,
q	(iω,τ2) =
(
q1(rτ2 + iω) + q2
(
−αbτ2e−iω + 2bτ2
)
,−q1rτ2 + q2
(
iω + αbτ2e−iω
))= (0,0),
3
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q1 = q2(iω + αbτ2e
−iω)
rτ2
.
Multiplying qd1	(iω,τ2) by p and simplifying this expression one gets
qd1	(iω,τ2)p= −q2
(−rτ2 − 2iω − αbτ2e−iω + ωαbτ2e−iωi),
which implies
q2 = 1
rτ2 + 2iω + (αbτ2 − ωαbτ2i)e−iω .
To ﬁnd the denominator of μ2 it is necessary to ﬁnd qd2	(iω,τ2)p. We have
qd2	(iω,τ2)p= 2rτ
2
2 b + 3ω2
3(rτ2 + 2iω + αbτ2(1− ωi)e−iω)τ2 .
Formula (29) implies
qd2	(iω,τ2)p= (2rτ
2
2 b + 3ω2)ω
(−3ω3τ2 + 2ωτ 32 rb + 3iω2 + 2irτ 22 b + 3iω2τ 22 r)τ2
,
and using this expression one gets the denominator
(qd2	(iω,τ2)p)= (3ω2 + 2rτ 22 b)(−3ω2 + 2rτ 22 b)ω2
(−3ω3τ2 + 2rτ 3bω)2 + (3ω2 + 2rτ 22 b + 3rτ 22ω2)2
.
We see that the sign of denominator depends on the sign of the expression −3ω2 + 2rτ 22 b. However, for the ﬁrst critical
value of delay τ 022 the inequality
2
3 rb <
ω2
τ 22
is equivalent to
−r2 + 43 rb + α2b2 +
√
(r2 − 43 rb − α2b2)2 − 169 r2b2
2
>
2
3
rb,
and eventually to r < αb which is the necessary condition of stability switches. Therefore, for the ﬁrst critical value of
delay τ2 where the change of stability occurs the denominator is negative.
To calculate the numerator one needs to ﬁnd cI , cII and cIII for which it is necessary to calculate derivatives of the second
and third orders of the non-linear part of Eqs. (28). As in the previous case the non-linear part g : [−1,0] → R2 and g1 ≡ 0,
while
g2(xt, yt , τ2) = bτ2
(
eα(xt (−1)−yt (−1)) − e 23 xt (0) − α(xt(−1) − yt(−1))+ 2
3
xt(0)
)
.
Let u, v , w be the test functions. We calculate
d21g2(0, τ2)(u, v) = −
4
9
bτ2u1(0)v1(0)
+ bτ2α2
(
u1(−1)v1(−1) − u1(−1)v2(−1) − u2(−1)v1(−1) + u2(−1)v2(−1)
)
,
and
d31g(0, τ2)(u, v,w) = −
8
27
bτ2u1(0)v1(0)w1(0)
+ bτ2α3
(
u1(−1)v1(−1)w1(−1) − u2(−1)v2(−1)w2(−1)
)
− bτ2α3
(
u1(−1)v1(−1)w2(−1) + u2(−1)v1(−1)w1(−1) + u1(−1)v2(−1)w1(−1)
)
+ bτ2α3
(
u2(−1)v2(−1)w1(−1) + u1(−1)v2(−1)w2(−1) + u2(−1)v1(−1)w2(−1)
)
.
To calculate the numerator of μ2 one needs to evaluate the derivatives d21g and d
3
1g at appropriate test functions, including
Φ and Φ¯ , where Φ = pexp(iωh). There is
Φ1(0) = rτ2, Φ2(0) = rτ2 + iω, Φ1(−1) = e−iωrτ2, Φ2(−1) = e−iω(rτ2 + iω).
After simpliﬁcations one has
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1
27
bτ2
(
8τ 32 r
3 + 27iα3e−iωω3)
and
cI = qd
3
1g(0, τ2)(Φ,Φ, Φ¯)
2
= − 1
54
bτ2(8τ 32 r
3 + 27iα3e−iωω3)
rτ2 + 2iω + (αbτ2 − ωαbτ2i)e−iω .
Using formula (29) one gets
cI = − (27α
2ω4 − 18α2ω2rτ 22 b + 8bτ 42 r3 − 27iα2ω3rτ2)ω
18(−3ω3 + 2ωrτ 22 b + 3irτ2ω2 + 3iω2 + 2irτ 22 b)
.
Calculating cII at ﬁrst we need to evaluate d21g(0, τ2)(Φ, Φ¯). We have
d21g2(0, τ2)(Φ, Φ¯) = bτ2α2ω2 −
4bτ 32 r
2
9
.
Next it is necessary to get d21g(0, τ2)(U ,Φ), where U = (	(0, τ2))−1d21g(0, τ2)(Φ, Φ¯). There is
(
	(0, τ2)
)−1 =
( 3α
2τ2r
3
2bτ2
3α−2
2τ2r
3
2bτ2
)
,
and
(
	(0, τ2)
)−1
d21g(0, τ2)(Φ, Φ¯) =
(
3α2ω2
2 −
2r2τ 22
3
3α2ω2
2 −
2r2τ 22
3
)
.
We see that U is a constant vector-function with equal both coordinates. Hence, U1(0) = U1(−1) = U2(−1) = 3α2ω22 −
2r2τ 22
3 .
Now, calculating d21g(0, τ2)(U ,Φ) one obtains
d21g(0, τ2)(U ,Φ) =
8bτ 42 r
3
27
− 2α
2ω2rτ 22 b
3
,
and therefore
cII = 2ωbτ
2
2 (4r
2τ 22 − 9α2ω2)r
9(−3ω3 + 2ωrτ 22 b + 3irτ2ω2 + 3iω2 + 2irτ 22 b)
and
cI + cII = −ω(27α
2ω4 + 18α2ω2rτ 22 b − 8bτ 42 r3 − 27iα2ω3rτ2)
18(−3ω3 + 2ωrτ 22 b + 3irτ2ω2 + 3iω2 + 2irτ 22 b)
.
To calculate the last part of numerator cIII we start from evaluating
d21g(0, τ2)(Φ,Φ) = −
1
9
bτ2
(
4τ 22 r
2 + 9α2e−2iωω2),
and then d21g(0, τ )(V , Φ¯), where
V (h) = exp(2iωh)(	(2iω,τ2))−1d21g(0, τ2)(Φ,Φ).
We have
(
	(2iω,τ2)
)−1 = 1
2(−6ω2 + rτ 22 b + 3irτ2ω + 3iωαbτ2e−2iω)
(
3(2iω + αbτ2e−2iω) 3rτ2
−2+ bτ2(3αe−iω) rτ2 + 2iω
)
.
Hence,
V1(0) = −rτ
2
2 b(4τ
2
2 r
2 + 9α2e−2iωω2)
6(−6ω2 + rτ 22 b + 3irτ2ω + 3iωαbτ2e−2iω)
, V1(−1) = V1(0)e−2iω,
V2(−1) = V1(0)
(
1+ 2iω
)
e−2iωrτ2
198 M.J. Piotrowska, U. Forys´ / J. Math. Anal. Appl. 382 (2011) 180–203Fig. 8. Two parts of the graph of ( 18ω c) for τ1 = 0 and τ2 > 0 as a function of α: for α < 0.5 in the left-hand graph, for α > 0.5 in the right-hand one.
and
d21g(0, τ2)(V ,Φ) = −
2
9
b(2τ 22 r
2 − 9α2e−iωω2)
r
V1(0),
which yields
cIII = 1
54
b2τ 22 (4τ
2
2 r
2 + 9α2e−2iωω2)(2τ 22 r2 − 9α2e−iωω2)
(−6ω2 + rτ 22 b + 3irτ2ω + 3iωαbτ2e−2iω)(rτ2 + 2iω + (bτ2α − ωαbτ2i)e−iω)
= ω
18
bτ2(4τ 22 r
2 + 9α2e−2iωω2)(9αω2rτ2 + 2bτ 32 r2 + 9iαω3 − 6iαωrτ 22 b)
(−6ω2 + rτ 22 b + 3irτ2ω + 3iωαbτ2e−2iω)(−3ω3 + 2ωrτ 22 b + 3iω2rτ2 + 3iω2 + 2irτ 22 b)
= ω
18
AIII BIII,
where
AIII = 9ω
2(3ω3 − 4ωrτ 22 b − 3r2τ 22ω − 6irτ2ω2 + 4ir2τ 32 b)α
18ω3τ2(αb + r) − 3rωτ 32 b(bα + 4r) + 9iω4 − 9irτ 22ω2(αb + r) − 4irτ 22 b(3ω2 − rτ 22 b)
and
BIII = 9αω
2rτ2 + 2r2τ 32 b + 9iαω3 − 6iαωrτ 22 b
−3ω3 + 2ωrτ 22 b + 3iω2 + 3irτ2ω2 + 2irτ 22 b
.
We see that cI + cII and cIII are described as complicated functions of the model parameters and it is diﬃcult to check
the sign of c for every parameter’s values. As before we plot the graph of (c) as a function of α for parameter values
estimated by Hahnfeldt et al. However, because all three parts cI , cII and cIII have common term ω18 , we plot ( 18ω c),
compare Fig. 8. We see that there exists α¯ ≈ 0.073408527 such that for α ∈ ( rb , α¯) the sign of numerator is negative, while
for α > α¯ it is positive. Hence, for small α the arising periodic orbits are stable, while for larger α they are unstable. We
conclude this subsection stating the following theorem.
Theorem 2. If τ1 = 0 and τ2 > 0 for the d’Onofrio–Gandolﬁ model (that is α = 0) the positive steady state is stable independently
on the magnitude of delay, while for the Hahnfeldt et al. model (α = 1) and for the control parameter α = 12 > rb there exist critical
values of delay τ 022 where the change of stability occurs. Moreover, the positive steady state loses stability at τ
0
22
and cannot gain it for
larger values of delay τ2 . At τ 022 there is the Hopf bifurcation. However, the periodic orbits arising due to this bifurcation are unstable
for parameter values estimated by Hahnfeldt et al. Moreover, for these parameter values and α ∈ (0,1) the change of stability occurs
for α > rb and the periodic orbits arising due to the Hopf bifurcation for the ﬁrst critical value of delay are stable for α ∈ ( rb , α¯), where
α¯ ≈ 0.073408527. For larger α the periodic orbits are unstable. For α < α¯ the stability switches are possible.
In Fig. 9 (top row) the behaviour of the d’Onofrio–Gandolﬁ model solution for τ1 = 0 and τ2 = 5 is shown. Clearly, since
we have proved that for all values of τ2 the positive steady state is locally asymptotically stable the trajectory (p(t),q(t))
tends to the steady state with time.
Fig. 9 (centre and bottom rows) presents the solutions to Eqs. (8)–(9) for α = 0.5 and α = 1, respectively. We observe
that the solution either tends to the positive steady state (for small τ2) or the undumping oscillations occur (for larger τ2).
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4.3. Case τ1 = τ2 = τ > 0
In this case the characteristic quasi-polynomial has the following form
D3(λ) = λ2 +
(
λ(M + r) + Nr)e−λτ = 0. (30)
As before we look for the purely imaginary roots (±iη, η > 0) of Eq. (30), that is the identities
cosητ = η
2Nr
η2(M + r)2 + N2r2 and sinητ =
η3(M + r)
η2(M + r)2 + N2r2 (31)
hold. We deﬁne the auxiliary function
F (η) = ∣∣P (iη)∣∣2 − ∣∣Q (iη)∣∣2 = η4 − η2(M + r)2 − N2r2. (32)
Clearly, Eq. (32) has only one simple positive root
η0 =
√
(M + r)2 + √δ
2
, where δ = (M + r)4 + 4N2r2 > 0. (33)
Moreover, it is easy to see that sign{ d F (η)|η=η0 } = sign{
√
δ} > 0.dη
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Fig. 11. Three parts of the graph of c as a function of α: for α < 0.05 in the left-hand graph, for α ∈ (0.05,0.2) in the middle and for α > 0.2 in the
right-hand one.
Proposition 3. Consider η0 given by formula (33). There exists τ 0 deﬁned by identities (31) such that the trivial solution to Eqs. (11)–
(12) is locally asymptotically stable for τ < τ 0 and unstable for τ > τ 0 . Moreover, for τ = τ 0 the Hopf bifurcation occurs and the
periodic orbits with period equal to 2πη0 arise.
In Fig. 10 we see that the critical value of delay is non-monotonic as a function of α in this case. This is the main
difference between the case studied in this subsection comparing to the previous subsections.
Again, changing the independent variable one gets the system
x˙(t) = −rτ2
(
xt(−1) − yt(−1)
)
,
y˙(t) = bτ2
(
e(α(xt (−1)−yt(−1))) − e 23 xt (0)). (34)
We know that for every parameter values there is a change of stability for the ﬁrst critical value of delay τcr for which
the pair ±iω, ω = η0τ 0, of purely imaginary eigenvalues exists. The calculations for this case are similar to those pre-
sented in previous sections, however the form of appropriate coeﬃcients are much more diﬃcult. As before we are able to
show that the denominator of μ2 is always negative and therefore, the sign of μ2 depends on the sign of numerator,
that is c. We omit tedious calculations and present only the graph of c for parameter values estimated by Hahn-
feldt et al. [1], compare Fig. 11. Because from the graph of c the sign at α = 0 is not obvious we calculate the value
c(0) = −0.864290180 × 10−6 < 0. Therefore, we see that for α ∈ [0, α¯), α¯ ≈ 0.104444 the periodic orbits arising due to
the Hopf bifurcation are stable, while for larger α we observe the instability. This means that for the d’Onofrio–Gandolﬁ
model the periodic orbits are stable, while for the Hahnfeldt et al. model and the control parameter α = 12 they are unstable.
The exemplary solutions for the d’Onofrio–Gandolﬁ model are presented in the top of Fig. 12. Clearly, for τ < 0.2522 the
steady state is stable and the solutions tend to it. At τ = 0.2522 it loses stability and the periodic solutions appear, while
for τ > 0.2522 it remains unstable. The middle and bottom graphs in Fig. 12 present solutions for α = 0.5 and α = 1. We
see that the stable oscillations do not occur.
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5. Discussion
Nowadays more and more often to better describe considered phenomena scientists introduce time delays to their mod-
els, compare [13,23] in the context of population dynamics, [24–31] in the description of the immune system interactions,
[32] in the context of social sciences or biochemical reactions [33,34]. The time delays are also often introduced to the
systems describing the avascular tumour growth [14,15,35–41] or HIV-related tumour growth models [42–45].
In this paper a family of ordinary delay differential equations describing the process of angiogenesis is considered. The
general model consists of two equations with two discrete delays, which represent the time lags in the processes of tumour
growth and vessel formation. For the particular values of parameter α we obtain the models known from the literature as
the Hahnfeldt et al. [1] and the d’Onofrio–Gandolﬁ [2] models which are based on the Gompertz type of the tumour growth.
In this article we analytically investigate the possibility of the Hopf bifurcation existence and the stability of arising periodic
solutions when the bifurcation occurs. We have considered three cases: only one of the delays is present or both delays
are equal. Note that for all cases the parameter characterising the size of the delay was chosen as a bifurcation parameter.
Moreover, the formula describing the stability of the new born periodic solution was presented. For the numerical simulation
we have chosen the set of parameters (10) proposed by Hahnfeldt et al. in [1].
At the beginning we have studied the inﬂuence of delay onto the basic Gompertz model. The dynamics of that model
is typical for one-variable models with one discrete delay. This means that the positive steady state reﬂecting the carrying
capacity (maximal tumour size) is stable in the case without delay and for small delays and loses stability for the ﬁrst
critical delay. The arising periodic orbits are stable independently of other model parameters. The stability of the positive
steady state cannot be recovered for larger delays.
For the model of tumour angiogenesis we have found that for τ1 > 0 and the second delay equal to 0, similarly like
for the case of equal delays, independently of values of the model parameters, there exists a critical value of delay τ1
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The behaviour of the system (8)–(9) for different values of parameter α. All other parameter values as indicated in (10).
τ1 > 0, τ2 = 0 τ1 = 0, τ2 > 0 τ1 = τ2 > 0
α = 0 α = 0.5 α = 1 α = 0 α = 0.5 α = 1 α = 0 α = 0.5 α = 1
Hopf bifurcation parameter value 12.3536 6.0611 0.2522 –a 0.5185 0.2685 0.2522 0.4779 0.2560
Period 49.0728 24.5845 7.1722 –a 1.9909 1.0521 7.1722 2.0099 1.0397
Stability of periodic solutions stable stable stable –a unstable unstable stable unstable unstable
Stability switches –b –b –b –b –b –b –b –b –b
a The stationary solution is stable for any value of the bifurcation parameter.
b The stability switches do not occur.
such that the considered locally asymptotically stable steady state becomes unstable and the periodic solutions arise, see
Table 1. We have also shown that the unstable steady state could not recover its stability for delays larger then the critical
value. This type of the behaviour is similar to the dynamics of the basic Gompertz model. The analysis of the stability
of the Hopf bifurcation have shown that for τ1 > 0 and τ2 = 0 independently of the value of α ∈ {0, 12 ,1} the new born
periodic solutions are stable, while for equal delays the stability of the Hopf bifurcation strongly depends on the value of α.
More preciously, for equal delays we have the subcritical and supercritical Hopf bifurcation for the Hahnfeldt et al. and
the d’Onofrio–Gandolﬁ model, respectively. Moreover, the supercritical stable bifurcation occurs only for small range of the
parameter α near 0. For the control value α = 12 the bifurcation is also subcritical as for the Hahnfeldt et al. model.
The analysis of the case for τ1 = 0 and τ2 > 0 has shown that depending on the model parameters we can observe
different behaviour of the considered system. For r − M > 0 and any τ2 the positive steady state is locally asymptotically
stable. On the other hand, for r − M < 0 we have the destabilisation of the steady state or we can observe a sequence of
the Hopf bifurcations such that the ﬁnite number of stability switches occur, compare Figs. 6 and 7. Nevertheless, neither
for α = 0 nor for α = 1 we do not observe the stability switches. For the Hahnfeldt et al. model we have the destabilisation
of the steady state for τ2 = 0.2685 (days) with the period of new born periodic solutions equal to 1.052 (days), while for
the d’Onofrio–Gandolﬁ model the positive steady state is always locally asymptotically stable. As before, for the control
parameter α = 12 the dynamics is similar to the Hahnfeldt et al. model.
Concluding the analytical results presented in Section 4 we see that the model dynamics strongly depends on the place
where the delay is present and the model parameters. In all considered cases we see that the dynamics of the d’Onofrio–
Gandolﬁ model is simpler than those of the Hahnfeldt et al. and for the control parameter α = 12 . It is not very surprising
because the vessels production does not depend on the tumour volume in this model, while for α > 0 it does and this
dependence is stronger for larger α. Moreover, it seems that the presence of the ﬁrst delay in the tumour dynamics has not
so much destabilising effects as the presence of the second one in the vessels dynamics. Once as the delay in the vessels
dynamics is present the stable positive steady state loses stability and the subcritical Hopf bifurcation occurs for the wide
range of the parameter α.
The variety of different model dynamics from the stability of the steady state, through the stability of the periodic orbit
to instability of it suggests that different treatment strategies should be used, depending on the type of the model used in
the description of the disease. Hence, at ﬁrst we should to choose the type of model which is the best for speciﬁc tumour
type and then check possible parameter values, focusing also on the magnitude of delays. The case of stable steady state is
probably the best one for classic treatment strategies. The case of stable periodic orbits may require some changes in the
period of drug dosage. It is now of our interest to check the possible inﬂuence of the drug dosage period on the periodic
dynamics of the model. The case of unstable periodic orbits is characterised by high sensitivity and the system dynamics
may crucially depend on the initial data. Therefore, in such a case it is very diﬃcult to predict the results of treatment.
Taking into account the considerations above, it can be of great interest to have possibilities of inﬂuencing the values of
time delays, because for smallest values typically the standard treatment strategies should work better.
At the end we would like to mention that in our opinion the analysis of the case which was not considered in this
work, that is when two unequal delays are present in the system can bright wider perspective. We expect that similar
mathematical phenomena, such as subcritical and supercritical Hopf bifurcations and/or stability switches, can be observed
for τ1, τ2 > 0. However, we are also aware that the obtaining analytical results for that problem can be more complicated.
Hence, we see that the numerical techniques will be potentially usefulness here.
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