The estimation of the memory parameter in perturbed long memory series has recently attracted attention motivated especially by the strong persistence of the volatility in many financial and economic time series and the use of Long Memory in Stochastic Volatility (LMSV) processes to model such a behaviour. This paper discusses frequency domain semiparametric estimation of the memory parameter and proposes an extension of the log periodogram regression which explicitly accounts for the added noise, comparing it, asymptotically and in finite samples, with similar extant techniques. Contrary to the non linear log periodogram regression of Sun and Phillips (2003), we do not use a linear approximation of the logarithmic term which accounts for the added noise. A reduction of the asymptotic bias is achieved in this way and makes possible a faster convergence in long memory signal plus noise series by permitting a larger bandwidth. Monte Carlo results confirm the bias reduction but at the cost of a higher variability. An application to a series of returns of the Spanish Ibex35 stock index is finally included.
Introduction
The estimation of the memory parameter in perturbed long memory processes has recently received considerable attention motivated especially by the strong persistence found in the volatility of many financial and economic time series. Alternatively to the different extensions of ARCH and GARCH processes, the Long Memory in Stochastic Volatility (LMSV) has proved an useful tool to model such a strong persistent volatility. A logarithmic transformation of the squared series becomes a long memory process perturbed by an additive noise where the long memory signal corresponds to the volatility of the original series. As a result estimation of the memory parameter of the volatility component corresponds to a problem of estimation in a long memory signal plus noise model. Several estimation techniques have been proposed in this context (Harvey(1998) , Breidt et al.(1998) , Deo and Hurvich (2001) , Sun and Phillips (2003) , Arteche (2004) , Hurvich et al. (2005) ).
The perturbed long memory series recently considered in the literature are of the form,
where µ is a finite constant, u t is a weakly dependent process with a spectral density f u (λ) that is continuous on [−π, π], bounded above and away from zero, and y t is a long memory (LM) process characterized by a spectral density function satisfying
for a positive finite constant C, α ∈ [1, 2] and 0 < d 0 < 0.5. The LMSV model considers u t a non normal white noise but in a more general signal plus noise u t can be a serially weakly dependent process as in Sun and Phillips (2003) and Arteche (2004) . The constant α is a spectral smoothness parameter which determines the adequacy of the local specification of the spectral density of y t at frequencies around the origin. The interval 1 ≤ α ≤ 2 covers the most interesting situations. In parametric standard LM processes, such as the fractional ARIMA, α = 2 and α = 1 in the seasonal or cyclical long memory processes described in Arteche and Robinson (1999) if the long memory takes part at some frequency different from 0. The condition of positive memory 0 < d 0 < 0.5 is usually imposed when dealing with frequency domain estimation in perturbed long memory processes and guarantees the asymptotic equivalence between spectral densities of y t and z t . Otherwise the memory of z t corresponds to that of the noise (d 0 = 0). For u t uncorrelated with y t the spectral density of z t is
as λ → 0 and z t inherits the memory properties of y t in the sense that both share the same memory parameter d 0 . However the spectral smoothness parameter changes and for z t is min{2d 0 , α} = 2d 0 .
The semiparametric estimators considered in this paper are based on the minimization of some function of the difference between the periodogram and the local specification of the spectral density in (3) . The periodogram of z t does not approximate accurately Cλ −2d 0 and this causes a bias which translates into the different estimators. This is discussed in Section 2. As a result estimation techniques have been proposed that consider explicitly the added noise in the local specification of the spectral density of z t . They are described in Section 3. Section 4 proposes an estimator based on an extension of the log periodogram regression and establishes its asymptotic properties. Section 5 compares the "optimal" bandwidths defined as the minimizers of an approximation of the mean square error of the different semiparametric estimators considered. The performance in finite sample perturbed LM series is discussed in Section 6 by means of Monte Carlo. Section 7 shows an application to a series of returns of the Spanish Ibex35 stock index. Finally section 8 concludes. Technical details are placed in the Appendix.
Periodogram and local specification of the spectral density
Define I zj = I z (λ j ) = 1 2πn n t=1 z t exp(−iλ j t) 2 the periodogram of the series z t , t = 1, ..., n, at Fourier frequency λ j = 2πj/n. The properties of several semiparametric estimators of d 0 depend on the adequacy of the approximation of the periodogram to the local specification of the spectral density. Hurvich and Beltrao (1993) , Robinson (1995a) and Arteche and Velasco (2005) in an asymmetric long memory context, observed that the asymptotic relative bias of the periodogram produces the bias typically encountered in semiparametric estimates of the memory parameters. Deo and Hurvich (2001) , Crato and Ray (2002) and Arteche (2004) detected that the bias is quite severe in perturbed long memory series if the added noise is not explicitly considered in the estimation. It is then relevant to analyze the asymptotic bias of I zj as an approximation of the local specification of the spectral density when the added noise is ignored.
Consider the following assumptions:
A.1: z t in (1) is a long memory signal plus noise process with y t an LM process with spectral density function in (2) with d 0 < 0.5 and u t is stationary with positive and bounded continuous spectral density function f u (λ).
A.2: y t and u t are independent.
Theorem 1 Let z t satisfy assumptions A.1 and A.2 and define
L n (j) = E I zj Cλ −2d 0 j .
Then, considering j fixed:
L n (j) = A 1n (j) 
Remark 1:
The influence of the added noise turns up in A 2n (j) and is thus asymptotically negligible if d 0 > 0. However for finite n A 2n (j) can be quite large if d 0 is low and/or the long run noise to signal ratio (nsr) f u (0)/C is large. This produces the high bias of traditional semiparametric estimators which ignore the added noise in perturbed LM series and justify the modifications recently proposed and described in the next section.
Remark 2:
In the LMSV case f u (0) = σ 2 ξ /2π. The influence of the noise is clear here, the larger the variance of the noise the higher the relative bias of the periodogram.
Remark 3: When d 0 < 0 the bias diverges as n increases. This result was expected since the memory of z t corresponds in this case to the memory of the noise. Then L n (j) diverges because we normalize the periodogram by a quantity that goes to zero as n → ∞. As a result the estimation of a negative memory parameter of z t is not straightforward as noted by Deo and Hurvich (2001) and Arteche (2004) .
Remark 4:
When j = j(n) is a sequence of positive integers such that j/n → 0 as n → ∞, a straightforward extension of Theorem 2 in Robinson (1995a) shows that under assumptions A.1 and A.2
and by assumption A.1,
Semiparametric estimation of the memory parameter
Let d 0 be the true unknown memory parameter and d any admissible value and consider hereafter the same notation for the rest of parameters to be estimated. The version of Robinson (1995a) of the log periodogram regression estimator (LPE),d LP E , is based on the least squares regression
where m is the bandwidth such that at least m −1 + mn −1 → 0 as n → ∞. The original regressor proposed by Geweke and Porter-Hudak was −2 log(2 sin λ j 2 ) instead of −2 log λ j but both are asymptotically equivalent and the differences between using one or another are minimal. The motivation of this estimator is the log linearization in (3) such that
where a = log C − c, c = 0.577216... is Euler's constant and U zj = log( 
) as long as m = κn ς for ς < 4d 0 /(4d 0 + 1) and κ is hereafter a generic positive constant which can be different in every case.
The main rival semiparametric estimator of the LPE is the local Whittle or Gaussian semiparametric estimator (GSE),d GSE , proposed by Robinson (1995b) and defined as the minimizer of
over a compact set. This estimator has the computational disadvantage of requiring nonlinear optimization but it is more efficient than the log periodogram regression. However both share important affinities as described in Robinson and Henry (2003) . Again the bias can be approximated by a term of order O(λ 2d 0 m ) which is caused by the added noise, and In order to reduce the bias of the GSE, Hurvich et al. (2005) , noting (3), suggested to incorporate explicitly in the estimation procedure a βλ 2d j term which accounts for the effect of the added noise and proposed a modified Gaussian semiparametric estimator (MGSE) defined as
where
The explicit consideration of the noise in the estimation relaxes the upper bound of the bandwidth such
as long as m = κn ς for ς < 2α/(2α + 1) which permits a larger m. When α = 2, as is typical in standard LM parametric models,d M GSE achieves a rate of convergence arbitrarily close to n 2/5 which is the upper bound of the rate of convergence ofd GSE in the absence of additive noise. However with an additive noise the best possible rate of convergence achieved byd GSE is n 2d 0 /(4d 0 +1) .
Regarding the bias ofd M GSE , it can be approximated by a term of order O(λ α m ) instead of O(λ 2d 0 m ) which is the order of the bias ofd GSE in the presence of an additive noise. Sun and Phillips (2003) extended the log periodogram regression in a similar manner.
From (3)
where α * = min(4d 0 , α). Noting (8) Sun and Phillips (2003) proposed the following non linear regression
for β 0 = f u (0)/C, such that the non linear log periodogram regression estimator (NLPE) is defined as
where for a general ξ t we use the notation ξ * t = ξ t −ξ whereξ = ξ t /n. The bias ofd N LP E is of order O(λ α * m ) which is largely produced by the O(λ α * j ) omitted in the regression in (9) . (7) we propose the following non linear regression model
which only leaves an O(λ α j ) term out of explicit consideration. We call the estimator based on a nonlinear least squares regression of (11) the augmented log periodogram regression estimator (ALPE).
Augmented log periodogram regression
The augmented log periodogram regression estimator (ALPE) is defined as
under the constraint β ≥ 0, where
Consider the following assumptions:
B.1: y t and u t are independent covariance stationary Gaussian processes.
, bounded above and away from zero with bounded first derivative in a neighbourhood of zero.
B.3:
The spectral density of y t satisfies
Assumption B.1 excludes LMSV models where u t is not Gaussian but a log chi-square.
We impose B.1 for simplicity and to directly compare our results with those in Sun and Phillips (2003) . Considering recent results, Guassianity of signal and noise could be relaxed.
The hypothesis of Gaussianity of y t could be weakened as in Velasco (2000) and LMSV could also be allowed as in Deo and Hurvich (2001 
This is the same result as the consistency of the NLPE in Theorem 2 in Sun and Phillips (2003) and can be proved similarly noting that
The main difference of the ALPE with respect to the NLPE lies in the asymptotic distribution, particularly in the term responsible of the asymptotic bias. The first order conditions of the minimization problem are
where Λ is the Lagrange multiplier pertaining to the constraints β ≥ 0 and
The Hessian matrix H(d, β) has elements 
G. When var(u t ) > 0 the asymptotic bias of (d ALP E ,β ALP E ) can be approximated by 
Sun and Phillips (2003) consider y
in their formula (48). The asymptotic bias ofd ALP E can then be approximated by
In contrast to the LPE and NLPE,d ALP E has an asymptotic positive bias which decreases
and consequently the asymptotic mean squared error can be approximated by
Comparing "optimal" bandwidths
The role of the bandwidth on semiparametric memory parameter estimates is crucial to get (13) and considering the asymptotic variance π 2 /(24m) the bandwidth that minimizes the approximate MSE is
Using similar arguments to those employed by Henry and Robinson (1996) it is easy to show that the asymptotic bias ofd GSE can also be approximated by (13) . In consequence the optimal bandwidth is (Arteche, 2004 )
Similarly the optimal bandwidth of the NLPE is given by Sun and Phillips (2003) 
The ALPE share the same asymptotic variance as the NLPE but the lower order bias produces a higher optimal bandwidth. Minimizing AM SE(d ALP E ) the optimal bandwidth
The optimal bandwidth of the ALPE increases with n faster than m The ALPE is comparable in terms of optimal bandwidth and bias with the MGSE. In fact, using similar similar arguments to those suggested by Henry and Robinson (1996) it is straightforward to show that the bias ofd M GSE can be approximated by that ofd ALP E
and then 
t , for ε t and w t independent, ε t is standard normal and Table 2 shows the bias and MSE of the estimators across the models considered. The following conclusions can be deduced:
• The bias of the LPE and GSE is very high, especially for a large bandwidth and nsr.
The bias clearly reduces with the estimation techniques which account for the added noise.
• In terms of bias the NLPE tends to be overcome by the ALPE and MGSE especially for the high nsr case. The bias of the ALPE and MGSE is more invariant to different values of the nsr and more stable with the bandwidth while a large choice of m produces an extremely high bias of the NLPE. The NLPE tends to beat both ALPE and MGSE in terms of MSE for an appropriate choice of m and low values of d 0 . In any other
cased ALP E andd M GSE are better choices.
• Regarding the behaviour of the different estimators using the "optimal" bandwidth, the best performance in terms of MSE corresponds to the MGSE which has the lowest MSE in 16 out of 18 cases, followed by the ALPE which has lower MSE than the NLPE, GSE and LPE in 13 out of 18 cases. lower MSE than the LPE, GSE and NLPE (only for d 0 = 0.45, n = 1024 and σ 2 w = 0.5 the NLPE has a lower MSE than the ALPE).
• The "optimal" bandwidth performs better than the other three bandwidths for the ALPE and MGSE suggesting that a large m should be chosen. However the NLPE tends to have lower MSE with m = n 0.6 in those cases where n 0.6 is larger than m We also compute the coverage probabilities of the nominal 90% confidence intervals obtained with the five estimators using the asymptotic normality of all of them (although this is not true for d 0 = 0.8 we keep the normality assumption for comparative purposes). and ALPE which behave quite similarly. This is consistent with the asymptotic and finite sample results described in the previous sections.
Finally Figure 3 shows estimates and confidence intervals for m = 150, ..., 300. The GSE and LPE give strong support in favour of the stationarity of the volatility. However the NLPE, ALPE and MGSE cast some doubt about it, at least with a 95% confidence.
Taking into account the results described in the previous sections, we should be cautious in concluding in favour of the stationarity of the volatility of this series of Ibex35 returns. 
and the Fejer´s kernel satisfies
and the theorem is proved letting n go to ∞. 2
Proof of Theorem 3:
The theorem is proved as in Sun and Phillips (2003) noting that 
and
for a = 0. By lemma 3 in Sun and Phillips (2003) sup The second difference with the NLPE lies on the bias term. Consider e) ALPE and 95% confidence intervals 
