Abstract-In this paper, we study the covering numbers of the space of convex and uniformly bounded functions in multidimension. We find optimal upper and lower bounds for the -covering number of , in the -metric, , in terms of the relevant constants, where , , , and denotes the set of all convex functions on that are uniformly bounded by . We summarize previously known results on covering numbers for convex functions and also provide alternate proofs of some known results. Our results have direct implications in the study of rates of convergence of empirical minimization procedures as well as optimal convergence rates in the numerous convexity constrained function estimation problems.
I. INTRODUCTION

E
VER since the work of [1] , covering numbers (and their logarithms, known as metric entropy numbers) have been studied extensively in a variety of disciplines. For a subset of a metric space , the -covering number is defined as the smallest number of balls of radius whose union contains . Covering numbers capture the size of the underlying metric space and play a central role in a number of areas in information theory and statistics, including nonparametric function estimation, density estimation, empirical processes, and machine learning.
In this paper, we study the covering numbers of the space of convex and uniformly bounded functions in multidimension. Specifically, we find optimal upper and lower bounds for the -covering number , in the -metric, , in terms of the relevant constants, where , ,
, and denotes the set of all convex functions on that are uniformly bounded by . We also summarize previously known results on covering numbers for convex functions. The special case of the problem when has been recently established by Dryanov in [2, Th. 3.1]. Prior to [2] , the only other result on the covering numbers of convex functions is due to Bronshtein in [3] who considered convex functions that are uniformly bounded and uniformly Lipschitz with a known Lipschitz constant under the metric.
As will be clear from our proof techniques, results on the covering numbers of convex sets are quite relevant to this paper for which the two main references are [3] and [4, Sec. 4] . The main result in [4, Sec. 4 ] is actually weaker compared to [3, Th. 5] . However, there are a few minor errors in the proof of [3, Th. 5] which are corrected in the exposition of [5, Ch. 8] . Our results are analogous to the results on covering numbers of classes of smooth functions for which two main references are [1] and [6] .
In recent years, there has been an upsurge of interest in nonparametric function estimation under convexity-based constraints, especially in multidimension. In general function estimation, it is well known (see, e.g., [7] - [10] ) that the covering numbers of the underlying function space can be used to characterize optimal rates of convergence. They are also useful for studying the rates of convergence of empirical minimization procedures (see, e.g., [11] and [12] ). Our results have direct implications in this regard in the context of understanding the rates of convergence of the numerous convexity constrained function estimators, e.g., the nonparametric least squares estimator of a convex regression function studied in [13] and [14] ; and the maximum likelihood estimator of a log-concave density in multidimension studied in [15] - [17] . Also, similar problems that crucially use convexity/concavity constraints to estimate sets have also received recent attention in the statistical and machine learning literature, see, e.g., [18] , [19] , and our results can be applied in such settings. This paper is organized as follows. In Section II, we set up notation and provide motivation for our main results, which are proved in Section III. In Section IV, we draw some connections to previous results on covering numbers for convex functions and prove a related auxiliary result along with some inequalities of possible independent interest.
II. MOTIVATION
The first result on covering numbers for convex functions was proved by Bronshtein in [3] The first two properties of ensure that . The last two properties imply that We now bound from below the distance between and for . Because the interiors of the cubes in are all disjoint, we can write Note that from (9) and by symmetry, the value of integral is the same for all . We have thus shown that (10) where denotes the Hamming distance.
The quantity can be computed in the following way. Let where . We write By the change of variable for , we get
Recalling that for all , we get where Note that is a constant that depends on the dimension alone. Thus, from (10), we deduce (11) for all . We now use the Varshamov-Gilbert lemma (see, e.g., [20, Lemma 4.7] ) which asserts the existence of a subset of with cardinality, such that for all with . Thus, from (11) and (8) where depends only on the dimension . This completes the proof.
Remark 3.4:
The explicit packing subset constructed in the aforementioned proof consists of functions that can be viewed as perturbations of the quadratic function . Previous lower bounds on the covering numbers of convex functions in [3, Proof of Theorem 6] and [2, Sec. 2] (for ) are based on perturbations of a function whose graph is a subset of a sphere, a more complicated convex function than . The perturbations of in the aforementioned proof can also be used to simplify the lower bound arguments in those papers.
IV. DISTANCES BETWEEN CONVEX FUNCTIONS, AND THEIR EPIGRAPHS
One of the aims of this section is to provide the proof of Theorem 3.2. Our strategy for the proof of Theorem 3.2 is similar to Bronshtein's proof of the upper bound on . The proof involves the following ingredients.
1) An inequality between the distance between two convex functions and the Hausdorff distance between their epigraphs.
2) The result of Bronshtein [3] where the second last inequality follows from the Cauchy-Scwarz (C-S) inequality. Lemma 4.1 now follows because is arbitrary in the aforementioned argument.
The proof of Theorem 3.2, given in the following, is based on Lemma 4.1 and the following result on covering numbers of convex sets proved in [3] . For , let denote the set of all compact, convex subsets of the ball in of radius centered at the origin. In Theorem 3 (and Remark 1) of [3] , Bronshtein proved that there exist positive constants and , depending only on , such that (12) A more detailed account of Bronshtein's proof of (12) Note that the C-S inequality has been used twice in the aforementioned chain of inequalities. We have thus shown that in the case when . One would have a similar inequality in the case when . Combining these two, we obtain (15) .
As a consequence of (15), we get where we have used the inequality . To complete the proof of (14) . Inequality (14) implies that the covering number is less than or equal to
Thus from (12), we deduce the existence of two positive constants and , depending only on , such that whenever . Note that, by Remark 4.1, this method of proof does not work in the case of , for .
