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Norms referred to as generalized peak norms involve a parameter α which lies
between 0 and 1. We consider relationships between the limits of solutions to
approximation problems involving these norms and solutions of problems using the
norms associated with the limiting values.  2001 Academic Press
1. INTRODUCTION
Let Xµ be a ﬁnite measure space without atoms and having
measure µX = 1, and let E  be a normed linear space whose ele-
ments are µ-measureable functions deﬁned on X. Let χA denote the Haar
function (or characteristic function) of A which takes value 1 on A ∈ 
and zero everywhere else on . A fundamental assumption in what fol-
lows is that if f ∈ E and A ∈ , then fχA ∈ E. For any α 0 < α ≤ 1, a
generalized peak norm (or brieﬂy G-peak norm) is deﬁned for f ∈ E by
fα = sup
A∈
µA=α
fχA (1)
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Clearly when α = 1, then fα = f. For a subset U of Eu∗ is a best
G-peak norm approximation to f ∈ E from U if
f − u∗α ≤ f − uα for all u ∈ U
The term “peak norm” seems to be due to Lapidot and Lewis [9]. For
any α 0 < α ≤ 1, they deﬁned a peak norm for any f ∈ Lp	0 1
 by
fαp = sup
µA=α
{
1
α
∫
A
f p
} 1
p
 (2)
The underlying idea for this norm probably originates in work of Pinkus and
Shisha [13]. Such norms have also been discussed by Bergh and Lo¨ftstro¨m
[1], who give an equivalent deﬁnition based on a decreasing rearrangement
of the modulus of f . Previous work has been mainly concerned with char-
acterization and uniqueness results for these norms and generalizations [3,
9, 11]; in particular, the present setting is considered in [11]. Monotone
approximation using a peak norm is considered in [10].
Let f ∈ E, let U ⊂ E, and deﬁne the set of all best generalized peak
norm approximations to f from U by Pαf . Let Pf  denote the set of all
best approximations in the L∞ norm, and let P1f  denote the set of all best
approximations with α = 1. Of interest here are conditions under which we
can provide limiting results connecting these sets. The results are in a sense
analogous to those which can be established for metric projections in Lp
norms, when p tends to 1 or ∞. It will be convenient to deﬁne
dαfU = inf
u∈U
f − uα
dfU = inf
u∈U
f − u∞
d1fU = inf
u∈U
f − u
It is necessary to impose appropriate conditions on the problems, and
this is considered next. An important role is played by uniform continuity
of a subset U of E.
Deﬁnition 1. A subset U of E is said to be norm uniformly continuous
if
lim
µA→0
uχA
u = 0
holds uniformly for all u ∈ U\0.
Deﬁnition 2. A subset U of E is said to be boundedly uniformly con-
tinuous if
lim
µA→0
uχA = 0
holds uniformly in any bounded subset of U .
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Obviously, norm uniform continuity of U implies boundedly uniform con-
tinuity. Further, if U is a cone with a vertex at any ﬁxed point, then the
converse is also true. A general set of conditions which lead to boundedly
uniform continuity is given in the following lemma, which can be proved
directly from the deﬁnitions.
Lemma 1. Let E be such that
(i) for any f ∈ E limµA→0 fχA = 0,
(ii) for all f g ∈ E f  ≤ g and g → 0 imply that f → 0.
Then if U is relatively boundedly compact (i.e., each bounded subset of U
is relatively compact in U), it is boundedly uniformly continuous. If U is in
addition a cone, it is norm uniformly continuous.
The conditions of this lemma are easily seen to be satisﬁed for Lp norms.
For a bounded subset in E = L1, the boundedly uniform continuity is just
the uniform integrality. Thus any relatively boundedly weak compact subset
of L1 is also boundedly uniformly continuous (see [5]).
We can give a more general result in an Orlicz space setting: for material
on Orlicz spaces, see, for example, [8, 12]. We say that a function Mx
deﬁned on −∞∞ is an N-function if the following conditions hold:
(1) Mx is even, convex, and continuous, and M0 = 0,
(2) Mx > 0 for all x > 0,
(3) limx→0
Mx
x
= 0 limx→∞ Mxx = ∞.
An N-functionMx is said to satisfy the 2-condition if there exists K and
x0 > 0 such that for all x > x0
M2x ≤ KMx
Now for f ∈ E, let
ρfM =
∫
X
Mf x
and deﬁne the set
S = f  there exists k > 0 such that ρkfM <∞
The Orlicz and Luxemburg norms on S are, respectively, deﬁned as follows
fM = sup
ρvM∗≤1
∣∣∣
∫
X
f xvx
∣∣∣
and
fM = infk  ρf/kM ≤ 1
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where
M∗x = max
u≥0
ux −Mu
is the complementary function of M . The spaces given by S equipped with
the Orlicz and Luxemburg norms are, respectively, denoted by L∗M and
L∗M. Both norms are monotonic. Further, we have the following result.
Lemma 2. Let M satisfy the 2-condition. Then L
∗
M and L
∗
M both satisfy
the conditions (i) and (ii) of Lemma 1.
In what follows, we are concerned with limiting properties of the metric
projections Pαf , and so we always assume that Pαf  = .
2. THE CASE α→ 1
We begin by considering the case when α → 1− and introduce the fol-
lowing deﬁnition.
Deﬁnition 3. If P1f  is a singleton, and
lim
α→1−
sup
p∈Pαf 
p− P1f  = 0
then we say that
lim
α→1−
Pαf  = P1f 
Theorem 1. Let U be a boundedly uniformly continuous and bounded
subset of E, let f ∈ E, and let limµA→0 fχA = 0. Then
lim
α→1−
dαfU = d1fU (3)
and for any pα ∈ Pαf 
lim
α→1−
pα − f = d1fU (4)
Further if U is approximately compact [2] and P1f  is a singleton, then
lim
α→1−
Pαf  = P1f 
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Proof. Let U satisfy the conditions in the ﬁrst sentence of the theorem
statement. For any  > 0, there exists uα ∈ U such that
dαfU ≥ f − uαα − 
Then
d1fU − dαfU ≤ f − uα − f − uαα + 
≤ sup
µA=α
f − uαχX\A + 
≤ sup
µA=1−α
fχA + sup
µA=1−α
uαχA + 
Now uα is bounded. Therefore using the boundedly uniform continuity,
lim
α→1−
[
sup
µA=1−α
fχA + sup
µA=1−α
uαχA
]
= 0
which implies that
lim inf
α→1−
dαfU ≥ d1fU
It is easily seen that
lim sup
α→1−
dαfU ≤ d1fU
proving (3). Now for any pα ∈ Pαf ,
pα − f = pα − f − pα − fα + dαfU
≤ sup
µA=α
pα − f χX\A + dαfU
≤ sup
µA=1−α
fχA + sup
µA=1−α
pαχA + dαfU
By the boundedly uniform continuity, it follows that
lim
α→1−
[
sup
µA=1−α
fχA + sup
µA=1−α
pαχA
]
= 0
so
d1fU ≤ lim inf
α→1−
pα − f ≤ lim sup
α→1−
dαfU = d1fU (5)
using (3), and thus (4) is established. Finally, if U is approximately compact,
it follows that there exists a subsequence pαn of pα such that
lim
α→1−
pαn = p ∈ P1f 
If P1f  is a singleton, then we must have
lim
α→1−
pα = P1f 
and the proof is complete.
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Lemma 3. Let U be a norm uniformly continuous subset of E. Then there
is a constant β > 0 such that for all u ∈ U and α > β,
u ≤ 2uα
Proof. By the assumption of norm uniform continuity of U , there exists
δ > 0 such that for any u ∈ U and A0 ∈  with µA0 < δ,
uχA0 < u/2
Let β = 1− δ. Now for any αβ < α < 1 , let A0A1 ∈ , with µA1 = α,
and with A0 ∩A1 = A0 ∪A1 = X. This is clearly always possible. Then
µA0 < δ and for any u ∈ U ,
u ≤ uα + uχA0
Hence
u ≤ 2uα
for any u ∈ U and α ≥ β. The result follows.
Theorem 2. Let f ∈ E, and let limµA→0 fχA = 0. Suppose that either
(i) U is norm uniformly continuous or
(ii) the norm of E is monotonic and U is boundedly uniformly contin-
uous. Then
lim
α→1−
dαfU = d1fU
and for any pα ∈ Pαf ,
lim
α→1−
pα − f = d1fU
Further if U is approximately compact and P1f  is a singleton, then
lim
α→1−
Pαf  = P1f 
Proof. Note that if the norm on E is monotonic, then for any α > 12
and any u ∈ U
u ≤ uα + uχA0 ≤ 2uα
where A0 ∈  with µA0 = 1− α. Thus, using Lemma 3, under condition
(i) or (ii) we always have
u ≤ 2uα
for any α > β0, for some β0 ≥ 12 , and for any u ∈ U .
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Now let p0 ∈ U such that
f − p0 ≤ d1fU + 12 
Then,
dαfU ≤ f − p0α − f − p0 + d1fU + 12
≤ sup
µA=1−α
f − p0χA + d1fU + 12 
Since
lim
α→1−
sup
µA=1−α
f − p0χA = 0
it follows that there exists β1 > 0 such that for any α > β1,
dαfU ≤ d1fU + 1
Similarly, there also exists β2 > 0 such that for any α > β2,
fα ≤ f + 1
Let
C = 2f + d1fU + 3
and
UC = u ∈ U  u ≤ C
Then for any α > max0≤i≤2 βi and u ∈ U , if
f − uα < dαfU + 1
then
u ≤ 2uα ≤ 2fα + dαfU + 1 ≤ C
that is, u ∈ UC . So, for any α > max0≤i≤2 βi, we have
dαfU = dαfUC
and therefore
Pαf  ⊂ UC
The results then follow from Theorem 1.
Deﬁnition 4. We say that E is locally uniformly convex if, for any
xn ∈ E x0 ∈ E, with xn → 1, and x0 = 1 xn + x0 → 2, implies
that xn → x0.
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Lemma 4 [7]. (a) Let E = L∗M. Then E is locally uniformly convex if
and only if M satisﬁes the 2-condition with M strictly convex.
(b) Let E = L∗M . Then E is locally uniformly convex if and only if M
and M∗ both satisfy the 2-condition with M strictly convex.
Theorem 3. Suppose that either condition (i) or (ii) in Theorem 2 is sat-
isﬁed. Let U be a sun of E. Let f ∈ E with limµA→0 fχA = 0. Then if E
is locally uniformly convex and P1f  = ,
lim
α→1−
Pαf  = P1f 
Proof. Let the stated conditions be satisﬁed. Then the convexity assump-
tion implies that P1f  is a singleton, say p1. Because U is a sun, p1 is also
a best approximation in the norm  to 2f − p1 from U . Therefore we
must have
2d1fU = 2f − p1 ≤ 2f − p1 − pα ≤ f − p1 + f − pα
for any pα ∈ Pαf . Using (4),
lim
α→1−
f − pα + f − p1 = 2f − p1 = 2d1fU
It follows from the local uniform convexity of E that
lim
α→1−
pα − p1 = 0
Hence
lim
α→1−
Pαf  = P1f 
and the proof is complete.
3. THE CASE α→ 0
Now we consider the situation when α → 0+. It appears necessary to
impose stronger conditions on the problem to get results equivalent to those
of Theorems 1 and 2, and it is interesting that this in a sense reﬂects what
happens in other analogous cases (for example, [4, 6]). We begin with the
following deﬁnition.
Deﬁnition 5. If Pf  is a singleton and
lim
α→0+
sup
p∈Pαf 
p− Pf  = 0
then we say that
lim
α→0+
Pαf  = Pf 
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The following lemma links the G-peak norm and the L∞ norm.
Lemma 5. Let the norm on E be monotonic and let
sup
µA=α
χA = inf
µA=α
χA = mα
Then
lim
α→0+
1
mαg
α = g∞ (6)
for any g ∈ L∞X.
Proof. It is easy to see that
1
mαg
α ≤ g∞ (7)
for any α 0 < α < 1. Therefore
lim sup
α→0+
1
mαg
α ≤ g∞ (8)
Now for any  > 0, deﬁne
X = x ∈ X gx > g∞ − 
Then
µX = α > 0
and it follows, using monotonicity, that there exists α0 > 0 such that
1
mαg
α ≥ 1
mαg∞ − χA
for 0 < α < α0, where A ⊂ X, otherwise arbitrary, with µA = α. Hence
lim inf
α→0+
1
mαg
α ≥ g∞
and so using (8)
lim
α→0+
1
mαg
α = g∞
for any g ∈ L∞X. This completes the proof.
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Theorem 4. Let U be a boundedly compact cone of L∞X, and let
f ∈ L∞X. Let the norm on E be monotonic and let
sup
µA=α
χA = inf
µA=α
χA = mα
Then
lim
α→0+
1
mαdαfU = dfU (9)
and for any pα ∈ Pαf 
lim
α→0+
pα − f = dfU (10)
Further, if Pf  is a singleton, then
lim
α→0+
Pαf  = Pf 
Proof. Let the conditions of the ﬁrst two sentences of the theorem state-
ment be satisﬁed. Without loss of generality, assume that the vertex of U is
at 0. First, we show that for any pα ∈ Pαf  pα is bounded in L∞ when
α → 0+. Assume otherwise, and let p¯α = pαpα∞ . With no loss of general-
ity, we may assume that limα→0+ p¯α = p¯ for some p¯ ∈ U . It is clear that
pα ∈ Pαf  if and only if
1
mαf − pα
α = inf
u∈U
1
mαf − u
α
Then using Lemma 5, for p ∈ Pf , we have that
lim
α→0+
1
mαdαfU ≤ limα→0+
1
mαf − p
α = dfU
and
lim
α→0+
1
mαf
α = f∞
This implies that for some δ > 0 and any α with 0 < α < δ,
1
mαpα
α ≤ dfU + f∞ + 1
Hence
lim sup
α→0+
1
mαp¯αf 
α ≤ lim sup
α→0+
1
pα∞
dfU + f∞ + 1 = 0
using the assumed unboundedness. It follows that
lim
α→0+
1
mαp¯
α ≤ lim sup
α→0+
1
mαp¯α − p¯
α + lim sup
α→0+
1
mαp¯α
α
≤ lim
α→0+
p¯α − p¯∞ = 0
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using (7). This implies, again using (7), that p¯∞ = 0, which is a contra-
diction and proves the boundedness.
Now we can go on to prove (9) and (10). Indeed, we already know that
lim sup
α→0+
1
mαdαfU ≤ dfU
For the converse inequality, let pαn be any subsequence of Pαf , and
let p ∈ Pf . Without loss of generality, assume that limαn→0+ pαn = p0,
since pαn is bounded in L∞ when αn → 0+. Then, using (7),
dfU − 1
mαn
dαnfU
= f − p∞ −
1
mαn
f − pαnαn
≤ f − p∞ −
1
mαn
f − p0αn +
1
mαn
p0 − pαnαn
≤ f − p∞ −
1
mαn
f − p0αn + p0 − pαn∞
so that
lim sup
αn→0+
(
dfU − 1
mαn
dαnfU
)
≤ f − p∞ − f − p0∞ ≤ 0
Thus, we have proved that for any sequence αn with αn → 0+, there
exists a subsequence αn (not renamed) of αn such that
lim
αn→0+
1
mαn
dαnfU = dfU
which proves (9).
To prove (10), let pαn be any subsequence of Pαf , and assume that
limαn→0+ pαn = p0. Then, using (6), (7), and (9),
lim
αn→0+
pαn−f∞≤ limαn→0+pαn−p0∞+f−p0∞
= lim
αn→0+
1
mαn
f−p0αn ≤ limsup
αn→0+
1
mαn
f−pαnαn
+limsup
αn→0+
1
mαn
p0−pαnαn
≤ lim
αn→0+
1
mαn
dαnfU+ limαn→0+p0−pαn∞=dfU
Therefore (10) is established and the proof is complete.
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Remark. It is easy to show that the conditions on E of the theorem are
satisﬁed for the Orlicz spaces L∗M or L
∗
M .
Corollary. Let f be continuous on [0,1], and let u1 u2     un form
a Chebyshev set of continuous functions on [0,1]. Let U = spanu1 u2    
un. Then Pf  is a singleton. Further if the norm on E is monotonic, and
sup
µA=α
χA = inf
µA=α
χA
then
lim
α→0+
Pαf  = Pf 
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