Abstract: Algebraic methods in connection with classical multidimensional geometry have proven to be very efficient in the computation of direct and inverse kinematics of mechanisms as well as the explanation of strange, pathological behavior. In this paper we give an overview of the results achieved within the last years using the algebraic geometric method, geometric preprocessing and numerical analysis. We provide the mathematical and geometrical background, like Study's parametrization of the Euclidean motion group, the ideals belonging to mechanism constraints and methods to solve polynomial equations. The methods are explained with different examples from mechanism analysis and synthesis.
Introduction
There are many different mathematical methods in dealing with mechanism analysis and synthesis. Matrix and vector methods are most common to derive equations that describe the mechanisms (see e.g. Angeles [1] ). Generally these methods have the disadvantage, that one has to deal with sines and cosines, which are eliminated using half tangent substitutions. Within the last ten years algebraic methods have become successful in solving problems in mechanism analysis and synthesis. One of the main reasons are the advances in solving systems of polynomial equations. Many algorithms have been developed, all of them heavily relying on the use of computer algebra systems (see e.g. Dickenstein et.al. [8] ).
In mechanism science is important to find the simplest mathematical modelling of a mechanism, because the systems of polynomial equations generally are very complicated. Therefore it seems to be advantageous to have additionally a geometrical setting for the interpretation of the equations. Kinematic image spaces provide such a setting. They have been introduced by W. Blaschke [5] and E. Study [24] and have been forgotten for long time.
The main contribution of this overview paper is to show that geometric preprocessing and an understanding of the multidimensional geometry of kinematic image spaces is crucial to find simple sets of equations, which then can be solved efficiently using all the advances in computer algebra and the newly introduced methods in polynomial equation solving.
The paper is organized as follows: In the remaining part of the introduction the mathematical background and the algebraic-geometric method to derive constraint equations for mechanism analysis and synthesis is provided. Section 2 gives then the application of the devised algorithms to mechanism analysis, especially to the direct kinematics of StewartGough platforms, self-motions of platform mechanisms and the inverse kinematics of serial 6R-chains. Section 3 deals with the synthesis of Bennett mechanisms.
Study-Model of SE(6)
Euclidean displacements D ∈ SE(6) can be described by (see [13, 18] )
where x resp. x represent a point in the fixed resp. moving frame, A is a 3 × 3 proper orthogonal matrix and t = [t 1 , t 2 , t 3 ] T is the translation vector, connecting the origins of moving and fixed frame. Expanding the dual quaternion representation (see [13, Section 3.3.2] ) and using an operator approach, the matrix operator corresponding to the normalized dual quaternion q = [x 0 , x 1 , x 2 , 
where
The point [x, y, z] T is transformed to [x , y , z ] T according to
The entries [x i , y i ] in the transformation matrix M have to fulfill the quadratic identity
and at least one x i is different from 0. The lower right 3 × 3 sub-matrix of M is an element of the special orthogonal group SO ( 
Constraint Varieties for Mechanism Analysis and Synthesis
The basic idea to analyze mechanisms with kinematic mapping is the following: every mechanism motion generates a certain set of points, curves, surfaces or higher dimensional algebraic varieties of up to five dimensions in the image space. Generally the dimension of the corresponding variety corresponds to the degree of freedom of the kinematic chain. If for example one point of the moving system of a spatial mechanical device is bound to move on a surface, the system still has five degrees of freedom. Therefore the mechanical constraint is mapped to a hyper-surface in kinematic image space. From this statement we can conclude that every mechanical system in general can be described by a system of algebraic (polynomial) equations.
From algebraic point of view we have a system of polynomial equations I = (g 1 , . . . , g n ), which corresponds to an algebraic variety V = V (g 1 , . . . , g n ). The algebraic varieties are the constraint surfaces. With this interpretation it is possible to use all the progress which was made in recent years in solving systems of polynomial equations (see [8] ). We show this idea with a simple example: consider a planar parallel manipulator consisting of a base and a platform linked by three RP R-legs (Fig.1,left) . In the so called direct kinematic we are given the design of the manipulator, i.e. the design of base and platform Geometric preprocessing transforms the direct kinematic problem now into the following task: given a triangle and three circles; place the triangle such that its three vertices are on the circles (vertex A on circle k 1 etc., Fig.1,right) . The circles also constitute the mechanical constraints. If for a moment we just consider one circle, then we can say for example that mechanically point A is constrained to move on circle k 1 . Using planar kinematic mapping this constraint is mapped to a hyper-surface in the three dimensional kinematic image space. It turns out that the constraint surface is a special hyperboloid in this space (Fig.2) , BottemaRoth [6] . Algebraically this hyper-surface is (for the point C):
From algebraic point of view we have three quadratic polynomials h 1 , h 2 , h 3 which determine the algebraic variety V = V (h 1 , h 2 , h 3 ). The dimension of this variety is zero, it consists of 8 points. Six of these points are solution to the direct kinematics problem, two of the points are always complex and do not solve the task.
Application to Mechanism Analysis
In this section we show how the above developed theory was applied to mechanism analysis. In a first subsection the direct kinematics of the famous Stewart-Gough platform is solved. In the second subsection we show how the jump of dimension of the solution ideal is related to a jump of the degree of freedom of mechanisms. In the third subsection we apply algebraic geometry, geometric preprocessing and multidimensional geometry to devise a completely 
Direct Kinematics of Stewart-Gough Platforms
In this subsection we show how the above mentioned theory is applied to the direct kinematics of Stewart-Gough platforms (SGP) (see Merlet [20] , Fig. 3 ). Similar to the case of planar 3RP R-platforms it was shown in Husty [12] that the direct kinematics of all SGPs (6SP Splatforms, S is a spherical joint, P is a prismatic joint; the prismatic joint is actuated) is governed by a set of seven quadratic equations, one of them being Eq. 4 and the other six having the general form
where (a, b, c) are the coordinates of a point in the platform frame, (A, B, C) are coordinates of a point in the base frame, r is the joint parameter (leg length). Furthermore it was set
The solutions of the seven quadratic equations constitute an affine variety V (h i , S ). This variety V represents the solutions of the direct kinematics in the kinematic image space. The polynomials determining V generate an ideal, whose elements are obtained by linear combination and multiplication of the seven polynomials with coefficients from R. In the general situation the variety V will be zero dimensional, because we have seven equations and seven unknowns. It is well known, that this system has maximal 40 real solutions ( [26] , [22] ). An algorithm to solve the system was presented in [12] . Quite recently it was shown, that within the ideal one can generate additional polynomials which represent additional constraints between the rigid bodies. The zeros of these additional polynomials determine quadrics which pass through all forty solutions. From this follows that one can construct redundant SGP (more than six legs; for anchor points in two different planes (SGPP) even infinitely many) having all solutions of the direct kinematics in common. This has also the consequence that adding leg would not change the singularities of such a SGP. It shows that one has to be careful in adding legs to avoid singularities (see [19] ).
Architecture Singularity and Self Motions of Platform Manipulators (Griffis-Duffy Platforms)
It is not surprising that for special platform and base geometries it can happen that the solution variety V is not zero dimensional. Then V (h i , S 2 6 ) no longer consists of discrete points, but of a curve, or even of a surface on S 2 6 . Platform manipulators having this property can perform a self motion without actuating the prismatic joints 1 . In the following we discuss such an example. In [10] and [9] two types of mechanisms are proposed which will be called Griffis-Duffy Platforms (GDP). Both are special types of SGP. One of them is called "midline to apex" embodiment and the other "apex to apex" embodiment. The anchor points of the spherical joints on platform and base are arranged on the vertices of a triangle and the remaining three each on the edges of the triangle. Here we will summarize briefly the results of [14] on the "midline to apex" embodiment (Fig. 4 ). Base and platform consist of an equilateral triangle and the remaining anchor points are the mid points of the three edges. This special case of GDP will be called a "Special Griffis-Duffy-Platform" (SGDP). Using the coordinate systems shown in Fig. 4 coordinates of both anchor points in base and platform are listed in the table of Fig. 5 .
Architecture Singularity
For an arbitrary SGP the transformation of the joint velocities into the infinitesimal twist of the produced motion is written as
where q is the vector of joint velocities and t is the twist of the platform. J is a 6 × 6-matrix and it is well known that its rows consist of the axis coordinates of the linear actuator axes P i p i . p i 0 denotes the position of a joint center of the platform measured in the base 1 Examples of 2-DOF self motions are also known. If non-trivial 3-DOF self motions are possible is not known. They would correspond to solids on S 
Figure 5: Coordinates of anchor points coordinate system and Q is the transformation matrix from platform to base.
To compute the Jacobian matrix J for the SGDP we substitute the coordinates of the table in Figure 5 into Eq. 12, compute p i 0 and the axis coordinates of the legs. For the first leg we get
Similar expressions build up the whole matrix J. Using an algebraic manipulation system to compute the determinant of J we get det J = 0. This tells that J is singular independently of the joint parameters and therefore of the pose of the platform. The SGDP is architecture singular, that means it is singular in every pose of its workspace!
Self Motions of SGDP
In this section we will show that the SGDP platform is not only architecture singular but also movable from every point of its workspace without actuating the joints. To show this we will go back to the constraint equation Eq. 10 and the equation for S 2 6 (Eq.4). Because of the six legs there are six constraint equations h j , j = 1, . . . , 6 and S 2 6 . They make a system A of seven quadratic equations that has to be solved for the eight homogeneous unknowns x i , y i , (i = 0, . . . , 3) . To admit a self-motion the affine variety V (h j , S 2 6 ) consisting of the zeros of the polynomial equations h j = 0, x 0 y 0 + x 1 y 1 + x 2 y 2 + x 3 y 3 = 0 has to be at least one dimensional. We will show that V is a curve. This curve represents in the kinematic image space the one parameter motion which the platform can perform without changing leg lengths. Substituting the coordinates of the table in Figure 5 into
The equations U i have the characteristic property that they are all linear in y i . We take three of the difference equations U 1 , U 2 , U 3 and Eq. 4 and solve this linear system LS for y i . Substitution of the solutions of LS into U 4 , U 5 and h 1 yields a system S of three nonlinear equations for the four remaining homogeneous unknowns x i . It is easy to show that no more independent equations can be generated from the original system A. A close inspection of the new system S shows that U 4 is of degree four, h 1 is of degree eight and U 5 takes the form
The first factor in U 5 cannot be zero because the x i are the Euler parameters of a Euclidean displacement and the second factor depends only on the design of the manipulator and the leg lengths. We will call the second factor an assembly condition, because U 5 allows only one interpretation: Either U 5 is fulfilled, which means one linear condition on the legs is fulfilled, or this condition is not fulfilled, but then the manipulator cannot be assembled with the six given legs. Let us assume that U 5 is fulfilled. Then only two equations remain in S for four homogeneous unknowns. One of the unknowns e.g. x 1 can be eliminated and the remaining equation L(x 0 , x 2 , x 3 , R 2 , R 3 , R 4 , R 5 , R 6 ) = 0 represents the affine solution variety V of the original set of seven nonlinear equations. After specifying a set of joint parameters (R 2 , R 3 , R 4 , R 5 , R 6 ) the equation L(x 0 , x 2 , x 3 ) = 0 represents a curve in the Study parameter space which corresponds to a one parameter motion which the platform will perform without changing the joint inputs. Inspection of L reveals that it has special algebraic (and geometric) properties because it can be factored into
q 6 is a sixth degree polynomial (which is squared) and it corresponds to the determinant D of coefficients of the linear system LS which has been used to solve for y i . This polynomial cannot vanish in the case in discussion, so the motion is represented by the polynomial of degree 20. Different subcases can occur for different values of leg lengths because then D could vanish and the elimination process has to be modified. A detailed discussion can be found in [14] . Note that the polynomial of degree 20 in Eq. 16 does not necessarily show the order of the overall motion curve because it represents only a projection of this curve onto the x 2 x 3 plane of the Euler parameter space. A detailed discussion on this fact is in [27] where continuation methods are used to find all components of different dimensions of the solution variety V .
Kinematic Image of a 3R Serial Chain
The most important step in a recently developed algorithm for the inverse kinematics of an open 6R-chain [15, 16] , is the decomposition of the 6R-chain into two 3R-chains. Therefore, at first we will study the kinematic image of the 3R-chain and derive some of its geometric properties.
Given the design (the Denavit-Hartenberg-parameters [DH-parameters]) of an arbitrary 3R-chain we can compute the relative position of the end-effector frame Σ with respect to a base frame Σ 0 in dependence of three rotation angles u 1 , u 2 , u 3 . Therefore, the constraint manifold of a 3R-chain, representing all poses the frame Σ can attain is a 3-manifold in the kinematic image space.
It is known (see [23] ) that the constraint manifold representing a 2R-chain in the kinematic image space is the intersection of a 3-space T with the Study quadric S 2 6 . This fact has been used in [7] to derive a new method for the synthesis of Bennett mechanisms. The intersection of S 2 6 and T is again a quadric surface. If we fix one of the three revolute joints of the 3R-chain by fixing one parameter, say u 3 , we get a 2R-chain. Its kinematic image lies in a 3-space T . Hence, the constraint manifold of the 3R-chain is the intersection of the Study-quadric S 2 6 with a one parameter set of 3-spaces T (u 3 ).
If we fix two of the three revolute joints of the 3R-chain by fixing the parameters u 1 and u 2 , we get a pure rotation about the third revolute axis. This rotation maps to a line l on the Study quadric. The line l itself depends on the two parameters u 1 and u 2 ; therefore we write l = l(u 1 , u 2 ). The points on l are parameterized by u 3 . We have a closer look at this parametrization:
The parametric representation of the constraint manifold of the 3R-chain in kinematic image space, as computed via (6) and (7), reads p(u 1 , u 2 , u 3 ). We apply the half-tangent substitution v i = tan(u i /2), thus obtaining a rational parametric representation p(v 1 , v 2 , v 3 ) of degree four. Fixing v 1 and v 2 yields a rational parametrization p(v 3 ) of the straight line l(v 1 , v 2 ).
A proof of this lemma can be found in [16] . The 3-spaces T (v 3 ) can be generated in the following way: We choose four fixed straight
On the other hand, a straight line l(v 1 , v 2 ) is the span of two points
The relation between the points p j (v 1 , v 2 ) can be extended to a unique projective transformation π :
Any straight line spanned by corresponding points x ∈ T (v 3,1 ) and π(x) ∈ T (v 3,2 ) intersects all 3-spaces T (v 3 ) and any four of these lines can be used to generate the 3-spaces T (v 3 ).
The one parameter set of 3-spaces T (v 3 ) generated as above is known in geometry as a Segre manifold. A Segre manifold is also defined as topological product of two linear spaces, i.e., the manifold of all ordered pairs of points of both spaces (see [21, p. 569] ).
So far, we always fixed the rotation angle v 3 = tan(u 3 /2) of the third revolute joint, thus obtaining a Segre manifold that will be denoted by SM 3 . Of course we can also fix v 1 or v 2 . This yields two different one parameter sets of 3-spaces and two different Segre manifolds SM 3 , SM 3 . We summarize the above considerations in
Theorem 1
The constraint manifold of a 3R-chain is the intersection of the Study quadric with a Segre manifold SM 3 (SM 3 , SM 3 ), generated by two projectively coupled 3-spaces T 1 , T 2 ⊂ P 7 . The intersection of T i with the Study quadric S 2 6 is the kinematic image of a 2R-chain obtained by fixing the rotation angles u 3 (u 1 , u 2 ) of the 3R-chain.
A symbolic sketch of SM 3 is depicted in Fig. 6. 
Intersection of hyper-planes
A 3-space in the seven dimensional projective kinematic image space is geometrically determined by intersecting four hyper-planes H 1 , . . . , H 4 . Algebraically this means it is given by four linear equations. We will describe every 3-space T (v 3 ) in this way. The Segre manifold is then the intersection of four hyper-planes, each depending on the parameter v 3 . This representation will be used in the proposed algorithm for the inverse kinematics of an open 6R-chain in Section 2.3.2.
For each of the four hyper-planes H j (v 3 ) four points p i (v 3 ) are given; but they do not determine H j (v 3 ). Because seven points span a hyper-plane in P 7 we need three more points a j,1 , a j,2 , a j,3 ∈ H j (v 3 ) to compute a linear equation of H j (v 3 ) . In principle, the points a j,k can be taken anywhere in P 7 but it makes sense to choose them such that the resulting hyper-plane equations become as simple as possible. Without loss of generality we take the three points such that a j,k ∈ SM 3 ∩ S
Note that the coordinates of p i depend linearly on v 3 , although this does not reflect in our notation. The equation of a hyper-plane H j (v 3 ) is given by the Grassmannian determinant 
We denote the coefficients of the hyperplane equations (17) by c jl , i.e.,
The coefficients c jl are polynomials of degree four in v 3 and can be interpreted as homogeneous coordinates for the hyperplane H j . Because of the special choice of the points a j,k , the polynomials c jl have the common divisor
Dividing the polynomials c jl by g yields hyperplane coordinates for H j (v 3 ) that depend linearly on v 3 . We state this as Theorem 2 The Segre manifold SM 3 is the intersection of four one parameter pencils of hyperplanes H j (v 3 ). The hyperplane coordinates of H j (v 3 ) depend linearly on v 3 .
Remark 2
It is even possible to compute symbolically the hyperplane coordinates of H j (v 3 ) without specifying the DH-parameters of the 3R-robot. Computed once the equations can be taken for every possible design. 
Discussion of the Inverse Kinematics of General 6R-Manipulators
In this subsection we show how the constraint manifolds of 3R-chains can be used to solve the inverse kinematics of a general open 6R manipulator. Recall that in the inverse kinematic problem of a serial chain the design and a pose of the end-effector of the manipulator is known. The rotation angles u i of the revolute joints have to be computed. To apply the theory developed in the last section we break up the link between the third and the fourth revolute joint of the 6R and attach two copies of a coordinate frame Σ L = Σ R (the "left" and the "right" frame) in the middle of the common normal of these two joints such, that the twist angle between the z-axes of Σ 3 and Σ L = Σ R is α 3 2 (Fig. 7) . Then we compute the direct kinematics for the first half of the 6R manipulator, which is now a 3R-chain, with the end-effector frame Σ L .
When the end-effector of the 6R manipulator is fixed we can do the same with the second part of the 6R but in the opposite direction. This means that for this 3R manipulator Σ 6 is the base and Σ R is the end-effector frame.
SM 3,L is a Segre manifold in P 7 . We saw that SM 3,L is the intersection of four oneparameter sets of hyperplanes. The same is true for SM 3,R . Hence, we have to intersect eight one parameter sets of hyper-planes with S 2 6 . We summarize these results in Theorem 3 Geometrically the inverse kinematics of a general 6R-serial chain is equivalent to the intersection of eight one parameter sets of hyper-planes with S An investigation of the algebraic structure of the nine equations reveals the non linearity of the problem. We have eight hyper-plane equations H i (v 3 ) = 0, H i+4 (v 6 ) = 0, i = 1, . . . , 4 and Equation (4) resp. x i v 6 and y i v 6 . The solution algorithm of this system is straight forward. The complete solution can be found in [16] .
Synthesis of Mechanism
Kinematic mapping can also be used in the synthesis of mechanisms. A detailed introduction into this interesting topic can be found in [18] . The mathematical tools used there are closely related to the presented methods within this paper. But there is a difference in the geometric interpretation of the devised equations. We show the application of our methods in the synthesis of a Bennett mechanism. The Bennett mechanism is a closed 4R-chain. It is well known that a Bennett mechanism can be synthesized exactly when three poses of the end effector system are given (Fig.8) . Synthesis means that we have to find the design parameters of the mechanism and the location of the axes in the fixed system and the location of the moving body in the moving system. For the synthesis of such a mechanism we attach two of the revolute axes to the fixed system and two axes to the moving (coupler) system. Now we prize open the coupler link and obtain two open RR-chains. The basic idea of the synthesis is now: We map the possible displacements of the first RR-chain onto S 2 6 . This yields the constraint manifold M 1 of the RR-chain in the kinematic image space. The same procedure we perform with the other RR-chain and obtain a second constraint manifold M 2 . Possible assembly modes of the two RR-chains correspond to intersection points of M 1 and M 2 .
Constraint Manifold of RR-Chains
Using the Denavit-Hartenberg notation we compute the forward kinematics of the RR-chain. This yields a coordinate transformation of the type
u 1 and u 2 are the rotation parameters of the two rotations about the axes of the RR-chain.
We apply the procedure explained in Section 1.1 to obtain the Study-parameters which are in this case functions of two parameters u 1 , u 2 :
Elimination of the two parameters yields five equations in the unknowns x i , y i , i = 0, . . . . With this knowledge we have a much simpler algorithm to derive the five linear equations describing M: Each three-plane (i.e. a three dimensional space) is determined by four points. To find the four linear equations we choose four discrete sets of rotation angles u i 1 , u i 2 , i = 1, . . . , 4. These four sets correspond to four points P i on the Study-quadric. Now we construct four arbitrary hyper-planes L 6 containing the four points P i . This is done by adding three arbitrary points Q k j , j = 1, . . . , 3, k = 1, . . . , 4 of P 7 different for each hyperplane and computing the Grassmann determinant:
(22) Due to the fact that a Bennett mechanism consists of two RR-chains, one has to intersect two three-planes L 
where U, V denote sub-spaces of an n-dimensional space P n , the intersection of two threeplanes L 3 1 , L 3 2 in a seven dimensional space P 7 can be: The first case is the general case. The mechanical interpretation is that two general RRchains never can be assembled to form a closed 4R-mechanism. There have to be conditions to make this happen. When the constraint manifolds are chosen such that they come from a 4R-chain, then they have exactly one point in common, which is on S 2 6 (forward kinematics of a serial 4R-chain). This fact is also a simple proof that the inverse kinematics of a general 4R serial chain has one solution. The case of the line intersection is only possible for special 4R-chains for which the inverse kinematics then has two solutions, which correspond to the two intersections of the line with S 2 6 . As we know, the Bennett motion is a one-parametermotion, represented by a curve in the kinematic image space. Therefore only the cases of a line, which lies completely on S . This yields another confirmation of the fact that the synthesis of a Bennett needs three precision points. Three precision points correspond to three points on the Study-quadric and span the two-plane. This agrees with [25] . Summarizing we have: It should be noted that to the authors' best knowledge up to now there exist only complicated algebraic proofs of this result (see for example [17] ). A complete discussion of the synthesis algorithm including an example can be found in [7] .
Conclusion
In this overview we have discussed the application of kinematic mapping and the resulting geometric-algebraic approach to solve problems in mechanism analysis and synthesis. It was shown that geometric preprocessing in a multidimensional setting allowed to simplify and subsequently solve the sets of polynomial equations linked to the mechanical problems.
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