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Theory of Bessel Functions of HighRank - II:
Hankel Transforms and Fundamental Bessel Kernels
Zhi Qi
Abstract. In this article we shall study the analytic theory and the representation theoretic
interpretations of Hankel transforms and fundamental Bessel kernels of an arbitrary rank
over an archimedean field.
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1. Introduction
In this article, we shall study Hankel transformsI as well as their integral kernels,
called fundamental Bessel kernelsII, over an archimedean field. These Hankel transforms
are the archimedean constituent of the Voronoı¨ summation formula over a number field.
1.1. Analytic theory. Let n be a positive integer. In the case n ě 3 Hankel trans-
forms of rank n over R have been investigated in the work of Miller and Schmid [MS1,
MS3, MS4] on the Voronoı¨ summation formula for GLnpZq. The notion of automorphic
distributionsIII is used for their proof of this formula, and is also used to derive the an-
alytic continuation and the functional equation of the L-function of a cuspidal GLnpZq-
automorphic representation of GLnpRq. As the foundation of automorphic distributions,
the harmonic analysis over R is studied in [MS3] from the viewpoint of the signed Mellin
transforms. As explained in [MS2], the cases n “ 1, 2 can also be incorporated into their
framework. Furthermore, it is shown in the author’s previous paper [Qi1] that all Hankel
transforms over R admit integral kernels, which can be partitioned into combinations of
IThey are called Bessel transforms in some literatures, for instance, [IT]. However, this type of integral
transforms should actually be attributed to Hermann Hankel. Moreover, we shall reserve the term Bessel trans-
forms for the transforms shown in the Kuznetsov trace formula.
IIThe adjective fundamental is added for the distinction from the Bessel functions for GLn in the Kuznetsov
formula, and will be dropped when no confusion occurs.
IIIAccording to Stephen Miller, the origin of automorphic distributions can be traced back to the 19th
century in the work of Sime´on Poisson on Poisson’s integral for harmonic functions on either the unit disk or the
upper half-plane.
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the so-called fundamental Bessel functions. These Bessel functions are studied from two
approaches via their formal integral representations and Bessel differential equations.
In §2 - 8, we shall establish the analytic theory of Hankel transforms and their Bessel
kernels over C. The study of Hankel transforms for GLnpCq from the perspective of [MS3]
is complete to some extent. On the other hand, Bessel functions in [Qi1] play a funda-
mental role in our study of Bessel kernels over C, for instance, in finding their asymptotic
expansions. Although our main focus is on the theory over C, the theory of Hankel trans-
forms over R extracted from [MS3] as well as some treatments of Bessel kernels over R
will also be included for the sake of comparison.
The sections §2 - 8 are outlined as follows.
In the preliminary section §2, some basic notions are introduced, such as gamma
factors, Schwartz spaces, the Fourier transform and Mellin transforms. The three kinds
of Mellin transforms M, MR and MC are first defined over the Schwartz spaces over
R` “ p0,8q, Rˆ “ R r t0u and Cˆ “ C r t0u respectively.
In §3, the definitions of the Mellin transforms M, MR and MC are extended onto cer-
tain function spaces SsispR`q, SsispRˆq and SsispCˆq respectively. We shall precisely
characterize their image spaces Msis, M Rsis and M
C
sis under their corresponding Mellin
transforms. In spite of their similar constructions, the analysis of the Mellin transform
MC is much more elaborate than that of MR or M.
In §4, based on gamma factors and Mellin transforms, we shall construct Hankel trans-
forms upon suitable subspaces of the Ssis function spaces just introduced in §3 and study
their Bessel kernels. It turns out that all these Bessel kernels can be formulated in terms of
the Bessel functions in [Qi1].
In §5, we shall first introduce the Schmid-Miller transforms in companion with the
Fourier transform and then use them to establish a Fourier type integral transform expres-
sion of a Hankel transform.
In §6, we shall introduce certain integrals, derived from the Fourier type integral
transforms given in §5, that represents Bessel kernels. When the field is real, these in-
tegrals never absolutely converge and are closely connected to the formal integrals studied
in [Qi1]. In the complex case, however, some range of index can be found where such
integrals are absolutely convergent.
The last two sections §7 and §8 are devoted to Bessel kernels over C. In §7, we shall
prove two connection formulae that relate a Bessel kernel overC to the two kinds of Bessel
functions of positive sign. These kinds of Bessel functions arise in the study of Bessel
equations in [Qi1, §7]. In §8, as a consequence of the second connection formula above,
we shall derive the asymptotic expansion of a Bessel kernel over C from [Qi1, Theorem
7.27].
1.2. Representation theory. The work of Miller and Schmid is extended by Ichino
and Templier [IT] to any irreducible cuspidal automorphic representation of GLn, n ě 2,
over an arbitrary number field K. The Voronoı¨ summation formula for GLn follows from
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the global theory of GLn ˆ GL1-Rankin-Selberg L-functions. For an archimedean com-
pletion K3 of K, the defining identities of the Hankel transform associated with an infinite
dimensional irreducible unitary generic representation of GLnpK3q are reformulations of
the corresponding local functional equations for GLnˆGL1-Rankin-Selberg zeta integrals
over K3.
In §9, we shall first recollect the definition of the Hankel transform associated with
an infinite dimensional irreducible admissible generic representation of GLnpFq for an
archimedean field F in [IT]. We stress that this definition actually works for any irre-
ducible admissible representation of GLnpFq, including n “ 1. We shall then give a de-
tailed discussion on Hankel transforms of rank n over F using the Langlands classification
for GLnpFq.
In §10, according to the theory of local functional equations for GL2 ˆ GL1-Rankin-
Selberg zeta integrals over F, we shall show that the action of the long Weyl element
on the Kirillov model of an infinite dimensional irreducible admissible representation of
GL2pFq is essentially a Hankel transform over F. It follows the consensus that for GL2pFq
the Bessel functions occurring in the Kuznetsov trace formula should coincide with those
in the Voronoı¨ summation formula. This will let us prove and generalize the Kuznetsov
trace formula for PSL2pZrisqzPSL2pCq in [BM]IV, in the same way that [CPS] does for the
Kuznetsov trace formula for PSL2pZqzPSL2pRq in [Kuz].
In [Qi2, §3.2], the author found a formula of Bessel functions for GL3pFq in terms of
fundamental Bessel kernels, formally derived from Rankin-Selberg GL3ˆGL2 local func-
tional equations and the GL2 Bessel-Plancherel formula. The Bessel functions for GL3pFq
are two-variable special functions arising in the Kuznetsov trace formula for GL3pFq. To
be precise, the fundamental Bessel kernels occurring in the formula are for GL3ˆGL2 and
GL2, where the involved representations of GL2 are all tempered. This is the first instance
of Bessel functions for groups of higher rank.
1.3. Distribution theory. Although such a theory can be formulated, we shall not
touch in this article the theory of Hankel transforms over C from the perspective of dis-
tributions as in [MS3]. It is very likely that this will lead to the theory of automorphic
distributions on GLnpCq with respect to congruence subgroups, as well as the Voronoı¨
summation formula for cuspidal automorphic representations of GLnpCq. The Voronoı¨
summation formula in this generality is already covered by [IT], but this approach would
still be of its own interest.
IVIn [MW], Miatello and Wallach gave the spherical Kuznetsov trace formula for real semisimple groups of
real rank one, which include both SL2pRq and SL2pCq. The first instance of Bessel functions for spherical prin-
cipal series representations of SL2pCq can be found in their work. More generally, in generalizing the Kuznetsov
formula to the non-spherical case, the formula and the integral representation of the Bessel functions associated
with principal series representations of SL2pCq are discovered by Bruggeman, Motohashi and Lokvenec-Guleska
[BM, LG]. Their approach is however entirely different from ours.
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1.4. Applications. When n “ 2, there are numerous applications in analytic num-
ber theory of the Voronoı¨ summation formula and the Kuznetsov trace formula over Q,
which include subconvexity, non-vanishing of automorphic L-functions and estimates for
shifted convolution sums. The Voronoı¨ summation formula for GL3pZq is used to establish
subconvexity in [Li] as well. In order to work over an arbitrary number field, one also
needs to understand Hankel transforms and Bessel kernels at least for GL2pCq. We hope
that the present work and its sequel will make these problems over a number field more
approachable from the analytic perspective.
Acknowledgements . The author is grateful to his advisor, Roman Holowinsky, who
brought him to the area of analytic number theory, gave him much enlightenment, guidance
and encouragement. The author would like to thank James Cogdell, Ovidiu Costin, Stephen
Miller, Pengyu Yang and Cheng Zheng for valuable comments and helpful discussions.
2. Notations and preliminaries
2.1. General notations.
- Denote N “ t0, 1, 2...u and N` “ t1, 2, 3, ...u.
- The group Z{2Z is usually identified with the two-element set t0, 1u.
- Denote R` “ p0,8q, R` “ r0,8q, Rˆ “ R r t0u and Cˆ “ C r t0u.
- Denote by U – R` ˆ R the universal cover of C r t0u. Each element ζ P U is
denoted by ζ “ xeiω, with px, ωq P R` ˆ R.
- For m P Z define δpmq P Z{2Z by δpmq “ mpmod 2q.
- For s P C and α P N, let rssα “
śα´1
κ“0 ps´ αq and psqα “
śα´1
κ“0 ps` αq if α ě 1,
and let rss0 “ psq0 “ 1.
- For s P C let epsq “ e2πis.
- For a finite closed interval ra, bs Ă R define the closed vertical strip Sra, bs “
ts P C : Re s P ra, bsu. The open vertical strip Spa, bq for a finite open interval
pa, bq is similarly defined.
- For λ P C and r ą 0, defineBrpλq “ ts P C : |s´ λ| ă ru to be the disc of radius
r centered at s “ λ.
- For λ “ pλ1, ..., λnq P Cn denote |λ| “
řn
l“1 λl (this notation works for subsets of
Cn, for instance, pZ{2Zqn “ t0, 1un and Zn).
- Define the hyperplane Ln´1 “ tλ P Cn : |λ| “ řnl“1 λl “ 0u.
- Denote by en the n-tuple p1, ..., 1q.
- For m “ pm1, ...,mnq P Zn define }m} “ p|m1|, ..., |mn|q.
2.2. Gamma factors.
2.2.1. We define the gamma factor
(2.1) Gps,˘q “ Γpsqe
´
˘ s
4
¯
.
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For pς, λq “ pς1, ..., ςn, λ1, ..., λnq P t`,´un ˆ Cn let
(2.2) Gps; ς, λq “
nź
l“1
Gps´ λl, ςlq.
2.2.2. For δ P Z{2Z “ t0, 1u, we define the gamma factor
(2.3) Gδpsq “ iδπ 12´s
Γ
` 1
2 ps` δq
˘
Γ
` 1
2 p1´ s` δq
˘ “
$’&’%
2p2πq´sΓpsq cos
´
πs
2
¯
, if δ “ 0,
2ip2πq´sΓpsq sin
´
πs
2
¯
, if δ “ 1.
Here, we have used the duplication formula and Euler’s reflection formula for the Gamma
function,
Γp1´ sqΓpsq “ π
sinpπsq , ΓpsqΓ
ˆ
s` 1
2
˙
“ 21´2s ?πΓp2sq.
Let pµ, δq “ pµ1, ..., µn, δ1, ..., δnq P Cn ˆ pZ{2Zqn and define
(2.4) Gpµ,δqpsq “
nź
l“1
Gδlps´ µlq.
One observes the following simple functional relation
(2.5) Gpµ,δqp1´ sqGp´µ,δqpsq “ 1.
2.2.3. For m P Z, we define the gamma factor
(2.6) Gmpsq “ i|m|p2πq1´2s
Γ
`
s` 12 |m|
˘
Γ
`
1´ s` 12 |m|
˘ .
Let pµ, mq “ pµ1, ..., µn,m1, ...,mnq P Cn ˆ Zn and define
(2.7) Gpµ,mqpsq “
nź
l“1
Gmlps´ µlq.
We have the functional relation
(2.8) Gpµ,mqp1´ sqGp´µ,mqpsq “ 1.
2.2.4. Relations between the three types of gamma factors. We first observe that
Gδpsq “ p2πq´s
`
Gps,`q ` p´qδGps,´q˘ .
Hence
(2.9) Gpµ,δqpsq “
ÿ
ςPt`,´un
ςδp2πq|µ|´nsGps; ς, µq, ςδ “
nź
l“1
ς
δl
l , |µ| “
nÿ
l“1
µl.
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Euler’s reflection formula and certain trigonometric identities yield
iGmpsq “ i|m|`12p2πq´2sΓ
ˆ
s` |m|
2
˙
Γ
ˆ
s´ |m|
2
˙
sin
ˆ
π
ˆ
s´ |m|
2
˙˙
“ Gδpmq`1
ˆ
s´ |m|
2
˙
G0
ˆ
s` |m|
2
˙
“ Gδpmq
ˆ
s´ |m|
2
˙
G1
ˆ
s` |m|
2
˙
,
(2.10)
with δpmq “ mpmod 2q. Therefore, Gpµ,mqpsq may be viewed as a certain Gpη,δqpsq of
doubled rank.
Lemma 2.1. Suppose that pµ, mq P Cn ˆZn and pη, δq P C2n ˆpZ{2Zq2n are subjected
to one of the following two sets of relations
η2l´1 “ µl ` |ml|2 , η2l “ µl ´
|ml|
2
, δ2l´1 “ δpmq ` 1, δ2l “ 0;(2.11)
η2l´1 “ µl ` |ml|2 , η2l “ µl ´
|ml|
2
, δ2l´1 “ δpmq, δ2l “ 1.(2.12)
Then inGpµ,mqpsq “ Gpη,δqpsq.
2.2.5. Stirling’s formula. Fix s0 P C, and let | arg s| ă π´ ǫ, 0 ă ǫ ă π. We have the
following asymptotic as |s| Ñ 8
logΓps0 ` sq „
ˆ
s0 ` s´ 12
˙
log s´ s` 1
2
logp2πq.
If one writes s0 “ ρ0 ` it0 and s “ ρ` it, ρ ě 0, then the right hand side is equal toˆ
ρ0 ` ρ´ 12
˙
log
a
t2 ` ρ2 ´ pt0 ` tq arctan
ˆ
t
ρ
˙
´ ρ` 1
2
logp2πq
` ipt0 ` tq log
a
t2 ` ρ2 ´ it ` i
ˆ
ρ0 ` ρ´ 12
˙
arctan
ˆ
t
ρ
˙
,
and therefore
(2.13) |Γps0 ` sq| „
?
2π
`
t2 ` ρ2˘ 12 pρ0`ρ´ 12 q e´pt0`tq arctanpt{ρq´ρ.
Lemma 2.2. We have
Gps; ς, λq Îλ,a,b,rp|Im s| ` 1qnpRe s´ 12q´Re |λ|,(2.14)
for all s P Sra, bs rŤnl“1ŤκPN Brpλl ´ κq, with small r ą 0,
Gpµ,δqpsq Îµ,a,b,rp|Im s| ` 1qnpRe s´
1
2 q´Re |µ|,(2.15)
for all s P Sra, bs rŤnl“1ŤκPN Brpµl ´ δl ´ 2κq, and
(2.16) Gpµ,mq psq Îµ,a,b,r
nź
l“1
p|Im s| ` |ml| ` 1q2Re s´2Re µl´1,
for all 2s P Sra, bs rŤnl“1ŤκPN Brp2µl ´ |ml| ´ 2κq.
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In other words, if λ and µ are given, then Gps; ς, λq, Gpµ,δqpsq and Gpµ,mqpsq are all of
moderate growth with respect to Im s, uniformly on vertical strips (with bounded width),
and moreover Gpµ,mqpsq is also of uniform moderate growth with respect to m.
2.3. Basic notions for R`, Rˆ and Cˆ. Define R` “ p0,8q, Rˆ “ R r t0u and
Cˆ “ C r t0u. We observe the isomorphisms Rˆ – R` ˆ t`,´u (– R` ˆ Z{2Z) and
Cˆ – R` ˆ R{2πZ, the latter being realized via the polar coordinates z “ xeiφ.
2.3.1. Let | | denote the ordinary absolute value on eitherR orC, and set } }R “ | | for
R and } } “ } }C “ | |2 for C. Let dx be the Lebesgue measure on R, and let dˆx “ |x|´1dx
be the standard choice of the multiplicative Haar measure on Rˆ. Similarly, let dz be twice
the ordinary Lebesgue measure on C, and choose the standard multiplicative Haar measure
dˆz “ }z}´1dz on Cˆ. Moreover, in the polar coordinates, one has dˆz “ 2dˆxdφ. For
x P Rˆ the sign function sgnpxq is equal to x{|x|, whereas for z P Cˆ we introduce the
notation rzs “ z{|z|.
Henceforth, we shall let F be either R or C, and occasionally let x, y denote elements
in F even if F “ C.
2.3.2. For δ P Z{2Z, we define the space C8
δ
pRˆq of all smooth functions ϕ P
C8pRˆq satisfying the parity condition
(2.17) ϕp´xq “ p´qδϕpxq.
Observe that a function ϕ P C8
δ
pRˆq is determined by its restriction on R`, namely,
ϕpxq “ sgnpxqδϕp|x|q. Therefore,
(2.18) C8δ pRˆq “ sgnpxqδC8pR`q “
 
sgnpxqδϕp|x|q : ϕ P C8pR`q
(
.
For a smooth function ϕ P C8pRˆq, we define ϕδ P C8pR`q by
(2.19) ϕδpxq “ 12
`
ϕpxq ` p´qδϕp´xq˘ , x P R`.
Clearly,
(2.20) ϕpxq “ ϕ0p|x|q ` sgnpxqϕ1p|x|q.
For m P Z, we define the space C8m pCˆq of all smooth functions ϕ P C8pCˆq satisfy-
ing
(2.21) ϕ`xeiφ ¨ eiφ1˘ “ eimφ1ϕ `xeiφ˘ .
A function ϕ P C8m pCˆq is determined by its restriction on R`, namely, ϕpzq “ rzsmϕp|z|q,
or, in the polar coordinates, ϕpxeiφq “ eimφϕpxq. Therefore,
(2.22) C8m pRˆq “ rzsmC8pR`q “
 rzsmϕp|z|q “ eimφϕpxq : ϕ P C8pR`q( .
For a smooth function ϕ P C8pCˆq, we let ϕm P C8pR`q denote the m-th Fourier coeffi-
cient of ϕ given by
(2.23) ϕmpxq “ 12π
ż 2π
0
ϕ
`
xeiφ
˘
e´imφdφ.
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One has the Fourier expansion of ϕ,
(2.24) ϕ `xeiφ˘ “ ÿ
mPZ
ϕmpxqeimφ.
2.3.3. Subsequently, we shall encounter various subspaces of C8pFˆq, with F “
R,C, for instance, S pFq, S pFˆq, SsispFˆq, S pµ,δqsis pRˆq and S
pµ,mq
sis pCˆq. Here, we list
three central questions that will be the guidelines of our investigations of these function
spaces.
For now, we let D be a subspace of C8pFˆq. For F “ R (respectively F “ C), we shall
add a superscript or subscript δ (respectively m) to the notation of D, say Dδ (respectively
Dm), to denote the space of ϕ P D satisfying (2.17) (respectively (2.21)). In view of (2.18)
(respectively (2.22)), there is a subspace of C8pR`q, say Eδ (respectively Em), such that
Dδ “ sgnpxqδEδ (respectively Dm “ rzsmEm).
Firstly, we are interested in the question,
“ How to characterize the space Eδ (respectively Em)?”.
Moreover, the subspaces D Ă C8pFˆq that we shall consider always satisfy the fol-
lowing two hypotheses,
- ϕ P D implies ϕδ P Eδ for F “ R (respectively, ϕ P D implies ϕm P Em for
F “ C), and
- D is closed under addition.
For F “ R, under these two hypotheses, it follows from (2.20) that
D “ D0 ‘ D1 – E0 ˆ E1.
For F “ C, in view of (2.24), the map that sends ϕ to the sequence tϕmu of its Fourier
coefficients is injective. The second question arises,
“ What is the image of D in
ś
mPZ Em under this map?”, or equivalently,
“ What conditions should a sequence tϕmu P
ś
mPZ Em satisfy in order for the
Fourier series defined by (2.24) giving a function ϕ P D?”.
Finally, after introducing the Mellin transform MF, we shall focus on the question,
“ What is the image of D under the Mellin transform MF?”.
2.4. Schwartz spaces. We say that a function ϕ P C8pR`q is smooth at zero if all of
its derivatives admit asymptotics as below,
(2.25) ϕpαqpxq “ α!aα ` Oα pxq as x Ñ 0, for any α P N, with aα P C.
Remark 2.3. Consequently, one has the asymptotic expansion ϕpxq „ ř8κ“0 aκxκ,
which means that ϕpxq “ řAκ“0 aκxκ ` OA `xA`1˘ as x Ñ 0 for any A P N. It is not
required that the series
ř8
κ“0 aκx
κ be convergent for any x P Rˆ.
Actually, (2.25) is equivalent to the following
(2.26) ϕpαqpxq “
α`Aÿ
κ“α
aκrκsαxκ´α ` Oα,A
`
xA`1
˘
as x Ñ 0, for any α, A P N.
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Another observation is that, for a given constant 1 ą ρ ą 0, (2.25) is equivalent to
the following seemingly weaker statement,
ϕpαqpxq “ α!aα ` Oα,ρ pxρq as x Ñ 0, for any α P N, with aα P C.(2.27)
Let C8pR`q denote the subspace of C8pR`q consisting of smooth functions on R`
that are also smooth at zero.
Let S pR`q denote the space of functions in C8pR`q that rapidly decay at infinity
along with all of their derivatives. Let S pFq denote the Schwartz space on F, with F “
R,C.
Let S pR`q denote the space of Schwartz functions on R`, that is, smooth functions
on R` whose derivatives rapidly decay at both zero and infinity. Similarly, we denote by
S pFˆq the space of Schwartz functions on Fˆ.
The following lemma provides criteria for characterizing functions in these Schwartz
spaces, especially functions in S pCq or S pCˆq in the polar coordinates. Its proof is left
as an easy excise in analysis for the reader.
Lemma 2.4. Let notations be as above.
(1.1). Let ϕ P C8pR`q satisfy the asymptotics (2.25). Then ϕ P S pR`q if and only if
ϕ also satisfies
(2.28) xα`βϕpαqpxq Îα,β 1 for all α, β P N.
(1.2). A smooth function ϕ on R` belongs to S pR`q if and only if ϕ satisfies (2.28)
with β P N replaced by β P Z.
Let ϕ P S pR`q and aα be as in (2.25). Then ϕ P S pR`q if and only if aα “ 0 for all
α P N.
(2.1). A smooth function ϕ on Rˆ extends to a function in S pRq if and only if
- ϕ satisfies (2.28) with xα`β replaced by |x|α`β, and
- all the derivatives of ϕ admit asymptotics
(2.29) ϕpαqpxq “ α!aα ` Oα p|x|q as x Ñ 0, for any α P N, with aα P C.
(2.2). Let ϕ be a smooth function on Rˆ. Then ϕ P S pRˆq if and only if ϕ satisfies
(2.28) with xα`β replaced by |x|α`β and β P N by β P Z.
Suppose ϕ P S pRq, then ϕ P S pRˆq if and only if ϕpαqp0q “ 0 for all α P N, or
equivalently, aα “ 0 for all α P N, with aα given in (2.29).
(3.1). Write Bx “ B{Bx and Bφ “ B{Bφ. In the polar coordinates, a smooth function
ϕ
`
xeiφ
˘ P C8pCˆq extends to a function in S pCq if and only if
- ϕ
`
xeiφ
˘
satisfies
(2.30) xα`βBαx Bγφϕ
`
xeiφ
˘ Îα,β,γ 1 for all α, β, γ P N,
- all the partial derivatives of ϕ admit asymptotics
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(2.31) xαBαx Bβφϕ
`
xeiφ
˘ “ ÿ
|m|ďα`β
ÿ
|m|ďκďα`β
κ”mpmod 2q
am,κrκsαpimqβxκeimφ ` Oα,β
`
xα`β`1
˘
as x Ñ 0, for any α, β P N, with am,κ P C for κ ě |m| and κ ” mpmod 2q.
Let ϕ P S pCq and ϕm be the m-th Fourier coefficient of ϕ given by (2.23), then it
follows from (2.30, 2.31) that
- ϕm satisfies
xα`βϕpαqm pxq Îα,β,A p|m| ` 1q´A for all α, β, A P N,(2.32)
- all the derivatives of ϕm admit asymptotics
(2.33) ϕpαqm pxq “
α`Aÿ
κ“α
am,κrκsαxκ´α ` Oα,A
`p|m| ` 1q´AxA`1˘
as x Ñ 0, for any given α, A P N, with am,κ P C satisfying am,κ “ 0 if either
κ ă |m| or κ ı mpmod 2q.
Observe that (2.33) is equivalent to the following two conditions,
(2.34) ϕpαqm pxq “ α!am,α ` Oα pxq as x Ñ 0, for any α ě |m|, with am,α P C satisfying
am,α “ 0 if α ı mpmod 2q,
(2.35) for any given α, A P N, ϕpαqm pxq “ Oα,A
`p|m| ` 1q´AxA`1˘ as x Ñ 0, if |m| ą
α` A.
In particular, ϕm P S pR`q.
Conversely, if a sequence tϕmu of functions in C8pR`q satisfies (2.32), (2.34) and
(2.35), then the Fourier series defined by tϕmu, that is, the right hand side of (2.24), is a
Schwartz function on C.
(3.2). In the polar coordinates, a smooth function ϕ `xeiφ˘ P C8pCˆq is a Schwartz
function on Cˆ if and only if ϕ satisfies (2.30) with β P N by β P Z.
Let ϕ P S pCˆq and ϕm be the m-th Fourier coefficient of ϕ, then it is necessary that
ϕm satisfies (2.32) with β P N replaced by β P Z. In particular, ϕm P S pR`q.
Conversely, if a sequence tϕmu of functions in C8pR`q satisfies the condition (2.32)
with β P N replaced by β P Z, then the Fourier series defined by tϕmu gives rise to a
Schwartz function on Cˆ.
Let ϕ P S pCq and am,κ be given in (2.31), (2.33) or (2.34). ϕ P S pCˆq if and only if
am,κ “ 0 for all m P Z, κ P N.
2.4.1. Some subspaces of S pR`q. In the following, we introduce several subspaces
of S pR`q which are closely related to S pRq and S pCq.
We first define for δ P Z{2Z the subspace C8
δ
pR`q Ă C8pR`q of functions with an
asymptotic expansion of the form
ř8
κ“0 aκx
δ`2κ at zero.
Remark 2.5. A question arises, “whether C8pR`q “ C80 pR`q `C81 pR`q?”.
The answer is affirmative.
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To see this, we define the space C8
δ
pRq of smooth functions ϕ on R satisfying (2.17).
One has sgnpxqδϕp|x|q P C8
δ
pRq if ϕ P C8
δ
pR`q, and conversely, ϕæR` P C8δ pR`q if
ϕ P C8
δ
pRq. Thus, with the simple observation C8pRq “ C80 pRq ‘ C81 pRq, one sees that
C80 pR`q `C81 pR`q is the subspace of C8pR`q consisting of functions on R` that admit
a smooth extension onto R.
On the other hand, the Borel theorem ([Nar, 1.5.4]), which is a special case of the
Whitney extension theorem ([Nar, 1.5.5, 1.5.6]), states that for any sequence taαu of con-
stants there exists a smooth function ϕ P C8pRq such that ϕpαqp0q “ α!aα. Clearly, this
theorem of Borel implies our assertion above.
In §3.1.3, we shall give an alternative proof of this using the Mellin transform. See
Remark 3.5.
We define SδpR`q “ S pR`q XC8δ pR`q. The following identity is obvious
SδpR`q “ xδS0pR`q.
In view of Lemma 2.4 (1.2), we have S0pR`q XS1pR`q “ S pR`q.
If we let SδpRq be the space of functions ϕ P S pRq satisfying (2.17), then
SδpRq “ sgnpxqδSδpR`q “
!
sgnpxqδϕp|x|q : ϕ P SδpR`q
)
.
Clearly, S pRq “ S0pRq ‘S1pRq.
We define the subspace SmpR`q Ă SδpmqpR`q, with δpmq “ mpmod 2q, of functions
with an asymptotic expansion of the form
ř8
κ“0 aκx
|m|`2κ at zero. We have
SmpR`q “ x|m|S0pR`q.
If we define SmpCq to be the space of ϕ P S pCq satisfying (2.21), then
SmpCq “ rzsmSmpR`q “
!
rzsmϕp|z|q “ eimφϕpxq : ϕ P SmpR`q
)
.
The last two paragraphs in Lemma 2.4 (3.1) can be recapitulated as below
S pCq –ÝÑ
#
tϕmu P
ź
mPZ
SmpR`q : ϕm satisfies (2.32, 2.34, 2.35)
+
։ SmpR`q,
where the first map sends ϕ P S pCq to the sequence tϕmumPZ of its Fourier coefficients,
and the second is the m-th projection. According to Lemma 2.4 (3.1), the first map is an
isomorphism, and the second projection is surjective.
2.4.2. SδpRˆq and SmpCˆq. Let δ P Z{2Z and m P Z. We define SδpRˆq “
S pRˆq XSδpRq and SmpCˆq “ S pCˆq XSmpCq. Clearly, SδpRˆq “ sgnpxqδS pR`q
and SmpCˆq “ rzsmS pR`q.
2.5. The Fourier transform. According to the local theory in Tate’s thesis for an
archimedean local field F, the Fourier transform pϕ “ Fϕ of a Schwartz function ϕ P S pFq
is defined by
(2.36) pϕpyq “ ż
F
ϕpxqep´Λpxyqqdx,
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with
(2.37) Λpxq “
#
x, if F “ R;
Trpxq “ x ` x, if F “ C.
The Schwartz space S pFq is invariant under the Fourier transform. Moreover, with our
choice of measure in §2.3, the following inversion formula holds
(2.38) ppϕpxq “ ϕp´xq, x P F.
2.6. The Mellin transforms M, Mδ and Mm. Corresponding to R`, Rˆ and Cˆ,
there are three kinds of Mellin transforms M, Mδ and Mm.
Definition 2.6 (Mellin transforms).
(1). The Mellin transform Mϕ of a Schwartz function ϕ P S pR`q is given by
(2.39) Mϕpsq “
ż
R`
ϕpxqxsdˆx.
(2). For δ P Z{2Z, the (signed) Mellin transform Mδϕ with order δ of a Schwartz
function ϕ P S pRˆq is defined by
(2.40) Mδϕpsq “
ż
Rˆ
ϕpxqsgnpxqδ|x|sdˆx.
Moreover, define MR “ pM0,M1q.
(3). For m P Z, the Mellin transform Mmϕ with order m of a Schwartz function
ϕ P S pCˆq is defined by
(2.41) Mmϕpsq “
ż
Cˆ
ϕpzqrzsm}z} 12 s dˆz “ 2
ż 8
0
ż 2π
0
ϕ
`
xeiφ
˘
eimφdφ ¨ xsdˆx.
Moreover, define MC “
ś
mPZM´m.
Observation 2.1. For ϕ P S pRˆq, we have
(2.42) Mδϕpsq “ 2Mϕδpsq, δ P Z{2Z.
Similarly, for ϕ P S pCˆq, we have
(2.43) M´mϕpsq “ 4πMϕmpsq, m P Z.
The relations (2.42) and (2.43) reflect the identities Rˆ – R` ˆ t`,´u and Cˆ – R` ˆ
R{2πZ respectively.
Lemma 2.7 (Mellin inversions). Let σ be real. Denote by pσq the vertical line from
σ´ i8 to σ` i8.
(1). For ϕ P S pR`q, we have
(2.44) ϕpxq “ 1
2πi
ż
pσq
Mϕpsqx´sds.
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(2). For ϕ P S pRˆq, we have
(2.45) ϕpxq “ 1
4πi
ÿ
δPZ{2Z
sgnpxqδ
ż
pσq
Mδϕpsq|x|´sds.
(3). For ϕ P S pCˆq, we have
(2.46) ϕpzq “ 1
8π2i
ÿ
mPZ
rzs´m
ż
pσq
Mmϕpsq}z}´ 12 sds,
or, in the polar coordinates,
(2.47) ϕ `xeiφ˘ “ 18π2i ÿ
mPZ
e´imφ
ż
pσq
Mmϕpsqx´sds.
Definition 2.8.
(1). Let Hrd denote the space of all entire functions Hpsq on the complex plane that
rapidly decay along vertical lines, uniformly on vertical strips.
(2). Define H R
rd “ Hrd ˆHrd.
(3). Let H C
rd be the subset of
ś
Z Hrd consisting of sequences tHmpsqu of entire
functions in Hrd satisfying the following condition,
(2.48) for any given α, A P N and vertical strip Sra, bs,
Hmpsq Îα,A,a,b p|m| ` 1q´Ap|Im s| ` 1q´α for all s P Sra, bs.
Corollary 2.9.
(1). The Mellin transform M and its inversion establish an isomorphism between
S pR`q and Hrd.
(2). For each δ P Z{2Z, Mδ establishes an isomorphism between SδpRˆq and Hrd.
Hence, MR establishes an isomorphism between S pRˆq and H Rrd .
(3). For each m P Z, M´m establishes an isomorphism between SmpCˆq and Hrd.
Moreover, MC establishes an isomorphism between S pCˆq and H Crd .
Proof. (1) is a well-known consequence of Lemma 2.7 (1), whereas (2) directly fol-
lows from (1) and Lemma 2.7 (2). As for (3), in addition to (1) and Lemma 2.7 (3), Lemma
2.4 (3.2) is also required for the rapid decay in m. Q.E.D.
3. The function spaces SsispR`q, SsispRˆq and SsispCˆq
The goal of this section is to extend the definitions of the Mellin transforms M, MF
and generalize the settings in §2.6 to the function spaces SsispR`q, Msis, SsispFˆq and
M F
sis. These spaces are much more sophisticated than S pR`q, Hrd, S pFˆq and H Frd but
most suitable for investigating Hankel transforms over R` and Fˆ.
We shall first construct the function spaces SsispR`q, Msis and establish an isomor-
phism between them using the Mellin transform M. Based on these, we shall then turn to
the spaces SsispFˆq, M Fsis and the Mellin transform MF. The case F “ R has been worked
out in [MS3, §6]. Since Rˆ – R` ˆ t`,´u is simply two copies of R`, the properties
of SsispRˆq and M Rsis are in substance the same as those of SsispR`q and Msis. In the
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case F “ C, SsispCˆq and M Csis can be constructed in a parallel way. The study on Cˆ
is however much more elaborate, since Cˆ – R` ˆ R{2πZ and the analysis on the circle
R{2πZ is also taken into account.
3.1. The spaces SsispR`q and Msis. V
3.1.1. The spaces x´λplog xq jS pR`q and M λ, jsis . Let λ P C and j P N.
We define
x´λplog xq jS pR`q “
!
x´λplog xq jϕpxq : ϕ P S pR`q
)
.
We say that a meromorphic function Hpsq has a pole of pure order j ` 1 at s “ λ if
the principal part of Hpsq at s “ λ is aps´ λq´ j´1 for some constant a P C. Of course,
Hpsq does not have a genuine pole at s “ λ if a “ 0. We define the space M λ, j
sis of all
meromorphic functions Hpsq on the complex plane such that
- the only possible singularities of Hpsq are poles of pure order j ` 1 at the points
in λ´ N “ tλ´ κ : κ P Nu, and
- Hpsq decays rapidly along vertical lines, uniformly on vertical strips, that is,
(3.1) for any given α P N, vertical strip Sra, bs and r ą 0,
Hpsq Îλ, j,α,a,b,r p|Im s| ` 1q´α for all s P Sra, bs r
Ť
κPN Brpλ´ κq.
The constructions of the Mellin transform M and its inversion (2.39, 2.44) identically
extend from S pR`q onto S λ, jsis pR`q, except that the conditionsRe s ą Re λ and σ ą Re λ
are required to guarantee convergence.
Lemma 3.1. Let λ P C and j P N. The Mellin transform M and its inversion establish
an isomorphism of between x´λplog xq jS pR`q and M λ, jsis .
This lemma is essentially [MS3, Lemma 6.13, Corollary 6.17]. Nevertheless, we shall
include its proof as the reference for the constructions of N C,λ, j
sis and M
C
sis in §3.3.2 as well
as the proof of Lemma 3.8.
Proof. Let υpxq “ x´λplog xq jϕpxq for some ϕ P S pR`q. Suppose that the deriva-
tives of ϕ satisfy (2.26) and (2.28), that is, asymptotic expansions at zero and the Schwartz
condition at infinity.
Claim 1. Let
Hpsq “Mυpsq “
ż 8
0
υpsqxs´1dx, Re s ą Re λ.
Then H admits a meromorphic continuation onto the whole complex plane. The only
singularities of H are poles of pure order j`1 at the points in λ´N. More precisely, Hpsq
has a pole at s “ λ ´ κ of principal part p´q j j!aκps´ λ` κq´ j´1. Moreover, H decays
rapidly along vertical lines, uniformly on vertical strips. To be concrete, we have
VAccording to [MS3, Definition 6.4], a function in SsispR`q is said to have a simple singularity at zero.
Thus, the subscript “sis” stands for “simple singularity”.
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(3.2) for any given α, A P N, b ě a ą Re λ´ α´ A´ 1 and r ą 0,
Hpsq Îλ, j,α,A,a,b,r p|Im s| ` 1q´α for all s P Sra, bs r
Ťα`A
κ“0 Brpλ´ κq.
We remark that (3.1) and (3.2) are equivalent.
Proof of Claim 1. In view of M
`
x´λplog xq jϕpxq˘ psq “ M `plog xq jϕpxq˘ ps ´ λq,
one may assume λ “ 0. As such, υpxq “ plog xq jϕpxq.
Let A P N. We have for Re s ą 0
Mυpsq “
ż 1
0
plog xq j
˜
ϕpxq ´
Aÿ
κ“0
aκx
κ
¸
xs´1dx `
Aÿ
κ“0
p´q j j!aκ
ps` κq j`1
`
ż 8
1
plog xq jϕpxqxs´1dx.
(3.3)
Here, we have used ż 1
0
plog xq jxs´1dx “ p´q
j j!
s j`1
, Re s ą 0.
In view of ϕpxq ´řAκ“0 aκxκ “ OApxA`1q, the first integral in (3.3) converges in the half-
plane ts : Re s ą ´A´ 1u. The last integral converges for all s on the whole complex
plane due to the rapid decay of ϕ. Thus Hpsq “ Mυpsq admits a meromorphic extension
onto ts : Re s ą ´A´ 1u and, since A was arbitrary, onto the whole complex plane, with
poles of pure order j ` 1 at the points in ´N.
For any given α P N, repeating partial integration α times to the defining integral of
Mυpsq yields
p´qαpsqαMυpsq “Mυpαqps` αq.
In view of this, we first expand Mυpαqps ` αq according to the expansion of υpαqpxq “
pd{dxqα` plog xq j ϕpxq˘. We then write each term in the expansion of Mυpαqps ` αq in the
same fashion as (3.3) and apply (2.26) and (2.28) to estimate the first and the last integral
respectively. We conclude that
Mυpsq Î j,α,A,a,b 1|psqα|
˜
1`
α`Aÿ
κ“0
ˆ
1
|s` κ| ` ...`
1
|s` κ| j`1
˙¸
,
for all s P Sra, bs, with b ě a ą ´α´ A´ 1. In particular, (3.2) is proven.
Let H P M λ, j
sis . Suppose that the principal part of Hpsq at s “ λ ´ κ is equal to
p´q j j!aκps` λ` κq´ j´1 and that Hpsq satisfies the condition (3.2).
Claim 2. If we denote by υpxq the following integral
υpxq “ 1
2πi
ż
pσq
Hpsqx´sds, σ ą Re λ,
then all the derivatives of ϕpxq “ xλplog xq´ jυpxq satisfy the asymptotics in (2.27) at zero
and rapidly decay at infinity.
Proof of Claim 2. Again, let us assume λ “ 0.
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Let 1 ą ρ ą 0. We left shift the contour of integration from pσq to p´ρq. When
moving across s “ 0, we obtain a0plog xq j in view of Cauchy’s differentiation formulaVI.
It follows that
υpxq “ a0plog xq j ` 12πi
ż
p´ρq
Hpsqx´sds.
Using (3.2) with r small, say r ă ρ, to estimate the above integral, we arrive at
υpxq “ a0plog xq j ` O
`
xρ
˘ “ plog xq j pa0 ` Opxρqq , as x Ñ 0.
Thus ϕpxq “ plog xq´ jυpxq satisfies the asymptotic (2.27) with α “ 0. For the general
case α P N, we have
(3.4) υpαqpxq “ p´qα 1
2πi
ż
pσq
psqαHpsqx´s´αds.
Shifting the contour from pσq to p´α ´ ρq and following the same lines of arguments as
above, combined with some straightforward algebraic manipulations, one may show (2.27)
by an induction.
We are left to show the Schwartz condition for ϕpxq “ plog xq´ jυpxq, or equivalently,
that for υpxq. Indeed, the bound (2.28) for υpαqpxq follows from right shifting the contour
of the integral in (3.4) to the vertical line pβq and applying the estimates in (3.2). Q.E.D.
3.1.2. The spaces SsispR`q and Msis. Let λ, λ1 P C. We write λ ď1 λ1 if λ1 ´ λ P N
and λ „1 λ1 if λ1 ´ λ P Z. Observe that “ď1” and “„1” define an order relation and an
equivalence relation on C respectively.
Define
SsispR`q “
ÿ
λPC
ÿ
jPN
x´λplog xq jS pR`q,
where the sum
ř
λPC
ř
jPN is in the algebraic sense. It is clear that λ ď1 λ1 if and only if
x´λplog xq jS pR`q Ď x´λ1plog xq jS pR`q. One also observes that x´λplog xq jS pR`q X
x´λ
1plog xq j1S pR`q “ S pR`q if either j ‰ j1 or λ 1 λ1. Therefore,
SsispR`q{S pR`q “
à
ωPC{„1
à
jPN
limÝÑ
λPω
`
x´λplog xq jS pR`q
˘L
S pR`q.(3.5)
Here the direct limit limÝÑλPω is taken on the totally ordered set pω,ď1q and may be simply
viewed as the union
Ť
λPω. More precisely, each function υ P SsispR`q can be expressed
as a sum
υpxq “ υ0pxq `
ÿ
λPΛ
Nÿ
j“0
x´λplog xq jυλ, jpxq,
VIRecall Cauchy’s differentiation formula,
f p jqpζq “ j!
2πi
¿
BBrpζq
f psq
ps ´ ζq j`1
ds,
where f is a holomorphic function on a neighborhood of the closed disc Brpζq centered at ζ, and the integral is
taken counter-clockwise on the circle BBrpζq. In the present situation, this formula is applied for f psq “ x´s.
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with Λ Ă C a finite set such that λ 1 λ1 for any two distinct points λ, λ1 P Λ, N P N,
υ0 P S pR`q and υλ, j P S pR`q. This expression is unique up to addition of Schwartz
functions in S pR`q.
On the other hand, we define the space Msis of all meromorphic functions H satisfying
the following conditions,
- the poles of H lie in a finite number of sets λ´ N,
- the orders of the poles of H are uniformly bounded, and
- H decays rapidly along vertical lines, uniformly on vertical strips.
Appealing to certain Gamma identities for the Gamma function in [MS3, Lemma 6.24],
one may show, in the same way as [MS3, Lemma 6.35], that
Msis “
ÿ
λPC
ÿ
jPN
M
λ, j
sis .
We have M λ, j
sis Ď M λ
1, j
sis if and only if λ ď1 λ
1
, and M λ, j
sis XM λ
1, j1
sis “ Hrd if either j ‰ j1
or λ  λ1. Therefore
(3.6) Msis{Hrd “
à
ωPC{„1
à
jPN
limÝÑ
λPω
M
λ, j
sis
L
Hrd.
The following lemma is a direct consequence of Lemma 3.1.
Lemma 3.2. The Mellin transform M is an isomorphism between SsispR`q and Msis
which respects their decompositions (3.5) and (3.6).
3.1.3. More refined decompositions of SsispR`q and Msis. Alternatively, we define
an order relation on C, λ ď2 λ1 if λ1 ´ λ P 2N, as well as an equivalence relation, λ „2 λ1
if λ1 ´ λ P 2Z.
Define N λ, j
sis in the same way as M
λ, j
sis with λ ´ N replaced by λ ´ 2N. Under the
isomorphism via M in Lemma 3.1, N λ, j
sis is then isomorphic to x
´λplog xq jS0pR`q.
According to [MS3, Lemma 6.35], we have the following decomposition,
(3.7) M λ, j
sis {Hrd “ N λ, jsis {Hrd ‘N λ´1, jsis {Hrd.
Inserting this into (3.6), we obtain the following refined decomposition of Msis{Hrdà
ωPC{„1
à
jPN
limÝÑ
λPω
´
N
λ, j
sis
L
Hrd ‘N λ´1, jsis
L
Hrd
¯
“ à
ωPC{„2
à
jPN
limÝÑ
λPω
N
λ, j
sis
L
Hrd.
Under the isomorphism via M in Lemma 3.2, the reflection of this refinement on the de-
composition of SsispR`q{S pR`q isà
ωPC{„2
à
jPN
limÝÑ
λPω
`
x´λplog xq jS0pR`q
˘L
S pR`q.
Lemma 3.3. We have the following refinements of the decompositions (3.5, 3.6),
SsispR`q{S pR`q “
à
ωPC{„2
à
jPN
limÝÑ
λPω
`
x´λplog xq jS0pR`q
˘L
S pR`q.(3.8)
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(3.9) Msis{Hrd “
à
ωPC{„2
à
jPN
limÝÑ
λPω
N
λ, j
sis
L
Hrd.
The Mellin transform M respects these two decompositions.
Corollary 3.4. Let δ P Z{2Z and m P Z, and recall the definitions of SδpR`q and
SmpR`q in §2.4.1.
(1). The Mellin transform M respects the following decompositions,
SsispR`q{S pR`q “
à
ωPC{„2
à
jPN
limÝÑ
λPω
`
x´λplog xq jSδpR`q
˘L
S pR`q,(3.10)
(3.11) Msis{Hrd “
à
ωPC{„2
à
jPN
limÝÑ
λPω
N
λ´δ, j
sis
L
Hrd.
(2). The Mellin transform M respects the following decompositions,
SsispR`q{S pR`q “
à
ωPC{„2
à
jPN
limÝÑ
λPω
`
x´λplog xq jSmpR`q
˘L
S pR`q,(3.12)
(3.13) Msis{Hrd “
à
ωPC{„2
à
jPN
limÝÑ
λPω
N
λ´|m|, j
sis
L
Hrd.
Proof. These follow from Lemma 3.3 in conjunction with xδS0pR`q “ SδpR`q and
x|m|S0pR`q “ SmpR`q. Q.E.D.
Remark 3.5. Set λ “ 0 and j “ 0 in (3.7). It follows from the isomorphism M the
decomposition as below,
S pR`q{S pR`q “ S0pR`q{S pR`q ‘ xS0pR`q{S pR`q.
Since xS0pR`q “ S1pR`q, one obtains S pR`q “ S0pR`q ` S1pR`q and therefore
C8pR`q “ C80 pR`q `C81 pR`q. See Remark 2.5.
3.2. The spaces SsispRˆq and M Rsis. Following [MS3, (6.10)], we write pλ, δq ď
pλ1, δ1q if λ1´λ P N and λ1´λ ” δ1`δpmod 2q and pλ, δq „ pλ1, δ1q if λ1´λ´pδ1`δq P 2Z.
Again, these define an order relation and an equivalence relation on Cˆ Z{2Z.
3.2.1. The space SsispRˆq. According to [MS3, Definition 6.4] and [MS3, Lemma
6.35], define
SsispRˆq “
ÿ
δPZ{2Z
ÿ
λPC
ÿ
jPN
sgnpxqδ|x|´λplog |x|q jS pRq.
We have the following decomposition,
SsispRˆq{S pRˆq “
à
ωPCˆZ{2Z{„
à
jPN
limÝÑpλ,δqPω
`
sgnpxqδ|x|´λplog |x|q jS pRq˘LS pRˆq.
It follows from sgnpxq|x|S pRq “ xS pRq Ă S pRq that
SsispRˆq{S pRˆq “
à
ωPC{„2
à
jPN
limÝÑ
λPω
`|x|´λplog |x|q jS pRq˘LS pRˆq.
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We let S δ
sispRˆq denote the space of functions υ P SsispRˆq satisfying the parity condition
(2.17). Clearly, SsispRˆq “ S 0sispRˆq ‘S 1sispRˆq. Then,
S
δ
sispRˆq{SδpRˆq “
à
ωPC{„2
à
jPN
limÝÑ
λPω
`|x|´λplog |x|q jSδpRq˘LSδpRˆq,
where SδpRq and SδpRˆq are defined in §2.4.1 and §2.4.2 respectively. Since SδpRq “
sgnpxqδSδpR`q,
(3.14) S δsispRˆq{SδpRˆq “
à
ωPC{„2
à
jPN
limÝÑ
λPω
`
sgnpxqδ|x|´λplog |x|q jSδpR`q
˘L
SδpRˆq.
Then, |x|´δSδpR`q “ S0pR`q together with S0pR`q{S pR`q ‘ |x|S0pR`q{S pR`q “
S pR`q{S pR`q (see Remark 3.5) yields
(3.15) S δsispRˆq{SδpRˆq “
à
ωPC{„1
à
jPN
limÝÑ
λPω
`
sgnpxqδ|x|´λplog |x|q jS pR`q
˘L
SδpRˆq.
In particular,
S
δ
sispRˆq “ sgnpxqδSsispR`q “
 
sgnpxqδυp|x|q : υ P SsispR`q
(
.
3.2.2. The space M R
sis. We simply define M
R
sis “ Msis ˆMsis.
3.2.3. Isomorphism between SsispRˆq and M Rsis via the Mellin transform MR. Let
υ P SsispRˆq. Since υδ P SsispR`q, the identity
Mδυpsq “ 2Mυδpsq
extends the definition of the Mellin transform Mδ onto the space SsispRˆq. Therefore, as
a consequence of Lemma 3.1, Lemma 3.2 and Corollary 3.4 (1), the following lemma is
readily established.
Lemma 3.6. For δ P Z{2Z, the Mellin transform Mδ establishes an isomorphism be-
tween the spaces S δ
sispRˆq and Msis which respects their decompositions (3.15) and (3.6)
as well as (3.14) and (3.11). Therefore, MR “ pM0,M1q establishes an isomorphism
between SsispRˆq “ S 0sispRˆq ‘S 1sispRˆq and M Rsis “ Msis ˆMsis.
3.2.4. An alternative decomposition of S δ
sispRˆq. The following lemma follows from
Corollary 3.4 (1) (compare [MS3, Corollary 6.17]).
Lemma 3.7. Let δ P Z{2Z. The Mellin transform Mδ respects the following decompo-
sitions,
S
δ
sispRˆq{SδpRˆq
“ à
ωPCˆZ{2Z{„
à
jPN
limÝÑpλ,ǫqPω
`
sgnpxqǫ |x|´λplog |x|q jSǫ`δpRq
˘L
SδpRˆq,(3.16)
(3.17) Msis{Hrd “
à
ωPCˆZ{2Z{„
à
jPN
limÝÑ
pλ,ǫqPω
N
λ´pǫ`δq, j
sis
L
Hrd.
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3.3. The spaces SsispCˆq and M Csis. We write pλ,mq ď pλ1,m1q if λ1 ´ λ P |m1 ´
m| ` 2N and pλ,mq „ pλ1,m1q if λ1 ´ λ ´ |m1 ´ m| P 2Z. These define an order relation
and an equivalence relation on Cˆ Z.
3.3.1. The space SsispCˆq. In parallel to §3.2.1, we first define
SsispCˆq “
ÿ
mPZ
ÿ
λPC
ÿ
jPN
rzs´m|z|´λplog |z|q jS pCq.
We have the following decomposition,
SsispCˆq{S pCˆq “
à
ωPCˆZ{„
à
jPN
limÝÑ
pλ,mqPω
`rzs´m|z|´λplog |z|q jS pCq˘LS pCˆq.
It follows from rzs|z|S pCq “ zS pCq Ă S pCq that
(3.18) SsispCˆq{S pCˆq “
à
ωPC{„2
à
jPN
limÝÑ
λPω
`|z|´λplog |z|q jS pCq˘LS pCˆq.
We let S m
sispCˆq denote the space of functions υ P SsispCˆq satisfying (2.21). Then,
S
m
sispCˆq{SmpCˆq “
à
ωPC{„2
à
jPN
limÝÑ
λPω
`|z|´λplog |z|q jSmpCq˘LSmpCˆq,
where SmpCq and SmpCˆq are defined in §2.4.1 and §2.4.2 respectively. Since SmpCq “
rzsmSmpR`q,
(3.19) S msispCˆq{SmpCˆq “
à
ωPC{„2
à
jPN
limÝÑ
λPω
`rzsm|z|´λplog |z|q jSmpR`q˘LSmpCˆq.
Then, |z|´|m|SmpR`q “ S0pR`q together with S0pR`q{S pR`q‘|z|S0pR`q{S pR`q “
S pR`q{S pR`q yields
(3.20) S msispCˆq{SmpCˆq “
à
ωPC{„1
à
jPN
limÝÑ
λPω
`rzsm|z|´λplog |z|q jS pR`q˘LSmpCˆq.
In particular,
S
m
sispCˆq “ rzsmSsispR`q “ trzsmυp|z|q : υ P SsispR`qu .
3.3.2. The space M C
sis. For λ P C and j P N, we define the space N C,λ, jsis of all
sequences tHmpsqu of meromorphic functions such that
- the only singularities of Hm are poles of pure order j`1 at the points in λ´|m|´
2N,
- Each Hm decays rapidly along vertical lines, uniformly on vertical strips (see
(3.1)), and
- Hmpsq also decays rapidly with respect to m, uniformly on vertical strips, in the
sense that
(3.21) for any given α, A P N and vertical strip Sra, bs,
Hmpsq Îλ, j,α,A,a,b p|m|`1q´Ap|Im s|`1q´α for all s P Sra, bs, if |m| ą Re λ´a.
Observe that the first two conditions amount to Hm P N λ´|m|, jsis . Therefore, N C,λ, jsis Ăś
mPZ N
λ´|m|, j
sis .
Define the space M C
sis of all sequences tHmu of meromorphic functions such that
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- the poles of each Hm lie in λ´ |m| ´ 2N, for a finite number of λ,
- the orders of the poles of Hm are uniformly bounded,
- Each Hm decays rapidly along vertical lines, uniformly on vertical strips, and
- Hm decays rapidly with respect to m, uniformly on vertical strips.
Using the refined Stirling’s asymptotic formula (2.13) in place of [MS3, (6.22)] and the
following bound in place of [MS3, (6.23)]ˇˇˇˇ
ˇΓp jq
` 1
2 ps´ λ` |m|q
˘
Γ
` 1
2 ps` |m|q
˘ ˇˇˇˇˇ Îλ, j,a,b,r p|Im s| ` |m| ` 1q´ 12Re λ
for λ P C, j P N, s P Sra, bsrŤ κě|m|
κ”mpmod 2q
Brpλ´ κq, with r ą 0, we may follow the same
lines of the proofs of [MS3, Lemma 6.24] and [MS3, Lemma 6.35] to show that
M
C
sis “
ÿ
λPC
ÿ
jPN
N
C,λ, j
sis ,
and consequently
(3.22) M Csis{H Crd “
à
ωPC{„2
à
jPN
limÝÑ
λPω
N
C,λ, j
sis
L
H
C
rd .
3.3.3. Isomorphism between SsispCˆq and M Csis via the Mellin transform MC. For
υ P SsispCˆq, its m-th Fourier coefficient υm is a function in SsispR`q. Hence the identity
M´mυpsq “ 4πMυmpsq
extends the definition of the Mellin transform M´m onto the space SsispCˆq.
Lemma 3.8. For m P Z, the Mellin transform M´m establishes an isomorphism be-
tween the spaces S m
sispCˆq and Msis which respects their decompositions (3.20) and (3.6)
as well as (3.19) and (3.13). Furthermore, MC “
ś
mPZM´m establishes an isomor-
phism between |z|´λplog |z|q jS pCq and N C,λ, j
sis for any λ P C and j P N, and hence an
isomorphism between SsispCˆq and M Csis which respects their decompositions (3.18) and
(3.22).
Proof. For υ P S m
sispCˆq, one has υ
`
xeiφ
˘ “ eimφυmpxq and υm P SsispR`q. Thus the
first assertion follows immediately from Lemma 3.2 and Corollary 3.4 (2).
Now let ϕ P S pCq and υpzq “ |z|´λplog |z|q jϕpzq. Clearly, their m-th Fourier coef-
ficients are related by υmpxq “ x´λplog xq jϕmpxq. Since ϕm P SmpR`q, it follows from
Corollary 3.4 (2) that Hm “ M´mυ “ 4πMυm lies in N λ´|m|, jsis , and therefore we are left
to show (3.21). Recall that in the proof of Lemma 3.1 we turned to verify (3.2) instead
of (3.1). Likewise, it is more convenient to verify the following equivalent statement of
(3.21),
(3.23) for any given α, A P N, b ě a ą Re λ´ α´ A´ 1,
Hmpsq Îλ, j,α,A,a,b p|m| ` 1q´Ap|Im s| ` 1q´α for all s P Sra, bs, if |m| ą α` A.
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According to Lemma 2.4 (3.1), ϕm satisfies the conditions (2.32, 2.35). Suppose |m| ą
α` A. One directly applies (2.32) and (2.35) to bound the following integral by a constant
multiple of p|m| ` 1q´A,
p´qαps ´ λqαMυmpsq “
ż 8
0
dα
dxα
`plog xq jϕmpxq˘ xs´λ`α´1dx.
This proves (3.23) for Hm “ 4πMυm. Therefore, the sequence tM´mυu belongs to N C,λ, jsis .
Conversely, let tHmu P N C,λ, jsis , and let 4πυm be the Mellin inversion of Hm,
υmpxq “ 18π2i
ż
pσq
Hmpsqx´sds, σ ą Re λ´ |m|.
Since Hm P N λ´|m|, jsis , Corollary 3.4 (2) implies that υmpxq P x´λplog xq jSmpR`q and
hence ϕmpxq “ xλplog xq´ jυmpxq lies in SmpR`q. This proves (2.34). Similar to the proof
of Lemma 3.1, right shifting of the contour of integration combined with (3.23) yields
(2.32), whereas left shifting combined with (3.23) yields (2.35)VII.
The proof of the second assertion is completed. Q.E.D.
3.3.4. An alternative decomposition of S m
sispCˆq. The following lemma follows from
Corollary 3.4 (2).
Lemma 3.9. Let m P Z. The Mellin transform M´m respects the following decomposi-
tions,
S
m
sispCˆq{SmpCˆq
“ à
ωPCˆZ{„
à
jPN
limÝÑ
pλ,kqPω
`rzs´k|z|´λplog |z|q jSm`kpCq˘LSmpCˆq,(3.24)
(3.25) Msis{Hrd “
à
ωPCˆZ{„
à
jPN
limÝÑ
pλ,kqPω
N
λ´|m`k|, j
sis
L
Hrd.
4. Hankel transforms and their Bessel kernels
This section is arranged as follows. We start with the type of Hankel transforms over
R` whose kernels are the (fundamental) Bessel functions studied in [Qi1]. After this,
we introduce two auxiliary Hankel transforms and Bessel kernels over R`. Finally, we
proceed to construct and study Hankel transforms and their Bessel kernels over Fˆ, with
F “ R,C.
Definition 4.1. Let pX,ďq be an ordered set satisfying the condition that
(4.1) “λ ď λ1 or λ1 ď λ” is an equivalence relation.
We denote the above equivalence relation by λ „ λ1. Given λ “ pλ1, ..., λnq P Xn, the set
t1, ...nu is partitioned into several pair-wise disjoint subsets Lα, α “ 1, ..., A, such that
λl „ λl1 if and only if l, l1 are in the same Lα.
VII Actually, Oα,A
`
p|m| ` 1q´A xA`1
˘
in (2.35) should be replaced by Oα,A,ρ
`
p|m| ` 1q´A xA`ρ
˘
, 1 ą
ρ ą 0. Moreover, one observes that the left contour shift here does not cross any pole.
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σ
λl ´ κl
Cd
pλ,κq
λl
C1
λ
Figure 1. Cdpλ,κq and C
1
λ
EachΛα “ tλlulPLαVIII is a totally ordered set. Let Bα “ |Λα| and label the elements of Λα
in the descending order, λα,1 ą ... ą λα,Bα . For λα,β P Λα, let Mα,β denote the multiplicity of
λα,β in λ, that is, Mα,β “ |tl : λl “ λα,βu|, and define Nα,β “
řβ
γ“1 Mα,γ “ |tl : λα,β ď λlu|.
λ is called generic if λl  λl1 for any l ‰ l1.
We recall that the ordered sets pC,ď1q, pC,ď2q, pCˆZ{2Z,ďq and pCˆZ,ďq defined
in §3 all satisfy (4.1).
Definition 4.2. Let d “ 1 or 2, λ P Cn and κ P Nn. Put σ ă d2 ` 1n pRe |λ| ´ 1q and
choose a contour Cdpλ,κq (see Figure 1) such that
- Cdpλ,κq is upward directed from σ´ i8 to σ` i8,
- all the sets λl ´ κl ´ N lie on the left side of Cpλ,κq, and
- if s P Cdpλ,κq and |Im s| is sufficiently large, say |Im s| ´max t|Im λl|u Ï 1, then
Re s “ σ.
For λ P C, we denote Cλ “ C1pλ,0q. For pµ, δq P Cn ˆ pZ{2Zqn, we denote Cpµ,δq “ C1pµ,δq.
For pµ, mq P Cn ˆ Zn, we denote Cpµ,mq “ 12 ¨ C2p2µ,}m}q.
Definition 4.3. For λ P Cn, choose a contour C1
λ
illustrated in Figure 1 such that
- C1
λ
starts from and returns to ´8 counter-clockwise,
- C1
λ
consists two horizontal infinite half lines,
- C1
λ
encircles all the sets λl ´ N, and
- Im s Î maxt|Im λl|u ` 1 for all s P C1λ.
4.1. The Hankel transform Hpς,λq and the Bessel function Jpx; ς, λq.
VIIIHere, tλlulPLα is considered as a set, namely, λl are counted without multiplicity.
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4.1.1. The definition of Hpς,λq. Consider the ordered set pC,ď1q. For λ P Cn, let
notations λα,β, Bα, Mα,β and Nα,β be as in Definition 4.1. We define the following subspace
of SsispR`q,
S
λ
sispR`q “
Aÿ
α“1
Bαÿ
β“1
Nα,β´1ÿ
j“0
x´λα,βplog xq jS pR`q.
Proposition 4.4. Let pς, λq P t`,´un ˆCn. Suppose υ P S pR`q. Then there exists a
unique function Υ P S λ
sispR`q satisfying the following identity,
(4.2) MΥpsq “ Gps; ς, λqMυp1´ sq.
We call Υ the Hankel transform of υ over R` of index pς, λq and write Hpς,λqυ “ Υ.
Proof. Recall the definition of Gps; ς, λq given by (2.1, 2.2),
Gps; ς, λq “ e
ˆřn
l“1 ςlps´ λlq
4
˙ nź
l“1
Γ ps´ λlq .
The product in the above expression may be rewritten as below
Aź
α“1
Bαź
β“1
Γ ps´ λα,βqMα,β .
Thus the singularities of Gps; ς, λq are poles at the points in λα,1 ´ N, α “ 1, ..., A.
More precisely, Gps; ς, λq has a pole of pure order Nα,β at λ P λα,1 ´ N if one let β “
max tβ1 : λ ď1 λα,β1u. Moreover, in view of (2.14) in Lemma 2.2, Gps; ς, λq is of uniform
moderate growth on vertical strips.
On the other hand, according to Corollary 2.9 (1), Mυp1´ sq uniformly rapidly decays
on vertical strips.
Therefore, the product Gps; ς, λqMυp1 ´ sq on the right hand side of (4.2) is a mero-
morphic function in the space
řA
α“1
řBα
β“1
řNα,β´1
j“0 M
λα,β, j
sis . We conclude from Lemma 3.2
that (4.2) uniquely determines a function Υ in S λ
sispR`q. Q.E.D.
4.1.2. The Bessel function Jpx; ς, λq.
The integral kernel Jpx; ς, λq of Hpς,λq. Suppose υ P S pR`q. By the Mellin inversion,
we have
(4.3) Υpxq “ 12πi
ż
pσq
Gps; ς, λqMυp1´ sqx´sds, σ ą max tRe λlu .
It is an iterated double integral as below
Υpxq “ 1
2πi
ż
pσq
ż 8
0
υpyqy´sdy ¨Gps; ς, λqx´sds.
We now shift the integral contour to Cλ defined in Definition 4.2. Using (2.14) in Lemma
2.2, one shows that the above double integral becomes absolutely convergent after this
contour shift. Therefore, on changing the order of integrals, one obtains
(4.4) Υpxq “
ż 8
0
υpyqJ`pxyq 1n ; ς, λ˘dy.
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Here Jpx; ς, λq is the (fundamental) Bessel function defined by the Mellin-Barnes type
integral
(4.5) Jpx; ς, λq “ 1
2πi
ż
Cλ
Gps; ς, λqx´nsds,
which is categorized as a Bessel function of the second kind (see [Qi1]).
Remark 4.5. The expression (4.4) of the Hankel transform together with properties of
the Bessel function Jpx; ς, λq may also yield Υ P S λ
sispR`q.
The Schwartz condition on Υ at infinity follows from either the rapid decay or the
oscillation of Jpx; ς, λq as well as its derivatives (see [Qi1, §5, §9]).
As for the singularity type of Υ at zero, we first assume that λ is generic. We express
Jpx; ς, λq as a combination of Bessel functions of the first kind (see [Qi1, §7.1, 7.2]). Then
the type of singularities ofΥ at zero is reflected by the leading term in the series expansions
of Bessel functions of the first kind. For nongeneric λ the occurrence of powers of log x
follows from either solving the Bessel equations using the Frobenius method or taking the
limit of the above expression of Jpx; ς, λq with respect to the index λ.
Shifting the index of Jpx; ς, λq.
Lemma 4.6. Let pς, λq P t`,´un ˆ Cn and λ P C. Recall that en denotes the n-tuple
p1, ..., 1q. Then
(4.6) Jpx; ς, λ´ λenq “ xnλJpx; ς, λq.
Regularity of Jpx; ς, λq. According to [Qi1, §6, 7], Jpx; ς, λq satisfies a differential
equation with analytic coefficients. Therefore, Jpx; ς, λq admits an analytic continuation
from R` onto U, and in particular is real analytic. Here, we shall take an alternative view-
point from [Qi1, Remark 7.11], that is the following Barnes type integral representation,
(4.7) Jpζ; ς, λq “ 1
2πi
ż
C1
λ
Gps; ς, λqζ´nsds, ζ “ xeiω P U, x P R`, ω P R,
with the integral contour given in Definition 4.3. One first rewrites Gps,˘q using Euler’s
reflection formula,
Gps,˘q “ πe
`˘ 14 s˘
sinpπsqΓp1 ´ sq ,
Then Stirling’s formula (2.13) yields,
Gp´ρ` it; ς, λq Îλ,r enρρ´npρ` 12 q´Re |λ|,
for all ´ρ ` it R Ťnl“1ŤκPN Brpλl ´ κq satisfying ρ Ï 1 and t Î maxt|Im λl|u ` 1.
It follows that the contour integral in (4.7) converges absolutely and compactly in ζ, and
hence Jpζ; ς, λq is analytic in ζ.
Moreover, given any bounded open subset of Cn, one fixes a single contour C1 “ C1
λ
for all λ in this set and verifies the uniform convergence of the integral in the λ aspect.
Then follows the analyticity of Jpζ; ς, λq with respect to λ.
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Lemma 4.7. Jpx; ς, λq admits an analytic continuation Jpζ; ς, λq from R` onto U. In
particular, Jpx; ς, λq is a real analytic function of x on R`. Moreover, Jpζ; ς, λq is an
analytic function of λ on Cn.
The rank-one and rank-two cases.
Example 4.8. According to [Qi1, Proposition 2.4], if n “ 1, then
Jpx;˘, 0q “ e˘ix.
For n “ 2, from [Qi1, Proposition 2.7] we have
Jpx;˘,˘, λ,´λq “ ˘πie˘πiλHp1,2q2λ p2xq, Jpx;˘,¯, λ,´λq “ 2e¯πiλK2λp2xq,
where, for ν P C, Hp1qν , Hp2qν are the Hankel functions, and Kν is the K-Bessel function (the
modified Bessel function of the second kind).
4.2. The Hankel transforms hpµ,δq, hpµ,mq and the Bessel kernels jpµ,δq, jpµ,mq. Con-
sider the ordered set pC,ď2q and define λα,β, Bα, Mα,β and Nα,β as in Definition 4.1 corre-
sponding to λ P Cn. We define the following subspace of SsispR`q
(4.8) T λsispR`q “
Aÿ
α“1
Bαÿ
β“1
Nα,β´1ÿ
j“0
x´λα,βplog xq jS0pR`q.
4.2.1. The definition of hpµ,δq. The following proposition provides the definition of the
Hankel transform hpµ,δq, which maps T
´µ´δ
sis pR`q onto T µ´δsis pR`q bijectively.
Proposition 4.9. Let pµ, δq P Cn ˆ pZ{2Zqn. Suppose υ P T ´µ´δ
sis pR`q. Then there
exists a unique function Υ P T µ´δ
sis pR`q satisfying the following identity,
(4.9) MΥpsq “ Gpµ,δqpsqMυp1´ sq.
We call Υ the Hankel transform of υ over R` of index pµ, δq and write hpµ,δqυ “ Υ. Fur-
thermore, we have the Hankel inversion formula
(4.10) hpµ,δqυ “ Υ, hp´µ,δqΥ “ υ.
Proof. Recall the definition of Gpµ,δq given by (2.3, 2.4),
Gpµ,δqpsq “ i|δ|πnp
1
2´sq`|µ|
śn
l“1 Γ
` 1
2 ps´ µl ` δlq
˘śn
l“1 Γ
` 1
2 p1´ s` µl ` δlq
˘ ,
where |δ| “ řl δl P N, with each δl viewed as a number in the set t0, 1u Ă N.
We write µ˘ “ ˘µ´ δ. Since µ`l ` µ´l “ ´2δl P t0,´2u, the partition tLαuAα“1 of
t1, ..., nu and Bα in Definition 4.1 are the same for both µ` and µ´. Let µ˘α,β, M˘α,β and N˘α,β
be the notations in Definition 4.1 corresponding to µ˘. Then the Gamma quotient above
may be rewritten as follows,śA
α“1
śBα
β“1 Γ
´
1
2
`
s´ µ`
α,β
˘¯M`α,β
śA
α“1
śBα
β“1 Γ
´
1
2
`
1´ s´ µ´
α,β
˘¯M´α,β .
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Thus, at each point µ P µ`
α,1´2N the product in the numerator contributes to Gpµ,δqpsq a pole
of pure order N`
α,β
, with β “ max
!
β1 : µ ď2 µ`α,β1
)
, whereas at each point µ P ´µ´
α,1`2N`
1 the denominator contributes a zero of order N´
α,β
, with β “ max
!
β1 : 1´ µ ď2 µ´α,β1
)
.
Moreover, (2.15) in Lemma 2.2 implies that Gpµ,δqpsq is of uniform moderate growth on
vertical strips.
On the other hand, according to Lemma 3.3, the Mellin transform Mυ lies in the spaceřA
α“1
řBα
β“1
řN´
α,β
´1
j“0 N
µ
´
α,β
, j
sis . In particular, the poles of Mυp1 ´ sq are annihilated by the
zeros contributed from the denominator of the Gamma quotient. Furthermore, Mυp1´ sq
uniformly rapidly decays on vertical strips.
We conclude that the product Gpµ,δqpsqMυp1´ sq on the right hand side of (4.9) lies in
the space
řA
α“1
řBα
β“1
řN`
α,β
´1
j“0 N
µ
`
α,β
, j
sis , and henceΥ P T µ´δsis pR`q, with another application
of Lemma 3.3.
Finally, the Hankel inversion formula (4.10) is an immediate consequence of the func-
tional relation (2.5) of gamma factors. Q.E.D.
4.2.2. The definition of hpµ,mq. The following proposition provides the definition of
the Hankel transform hpµ,mq, which maps T
´2µ´}m}
sis pR`q onto T
2µ´}m}
sis pR`q bijectively.
Proposition 4.10. Let pµ, mq P Cn ˆ Zn. Suppose υ P T ´2µ´}m}
sis pR`q. Then there
exists a unique function Υ P T 2µ´}m}
sis pR`q satisfying the following identity,
(4.11) MΥp2sq “ Gpµ,mqpsqMυp2p1´ sqq.
We call Υ the Hankel transform of υ over R` of index pµ, mq and write hpµ,mqυ “ Υ.
Moreover, we have the Hankel inversion formula
(4.12) hpµ,mqυ “ Υ, hp´µ,mqΥ “ υ.
Proof. We first rewrite (4.11) as follows,
MΥpsq “ Gpµ,mq
´
s
2
¯
Mυp2´ sq.
From (2.6, 2.7), we have
Gpµ,mq
´ s
2
¯
“ i|}m}|πnp1´sq`2|µ|
śn
l“1 Γ
` 1
2 ps ´ 2µl ` |ml|q
˘śn
l“1 Γ
` 1
2 p2´ s` 2µl ` |ml|q
˘ ,
where |}m}| “ řnl“1 |ml| according to our notations. We can now proceed to apply the
same arguments in the proof of Proposition 4.9. Here, one uses (2.16) and (2.8) instead of
(2.15) and (2.5) respectively. Q.E.D.
4.2.3. The Bessel kernel jpµ,δq.
The definition of jpµ,δq. For pµ, δq P Cn ˆ pZ{2Zqn, we define the Bessel kernel jpµ,δq,
(4.13) jpµ,δqpxq “ 12πi
ż
Cpµ,δq
Gpµ,δqpsqx´sds.
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We call the integral in (4.13) a Mellin-Barnes type integral. It is clear that
(4.14) jpµ´µen,δqpxq “ xµ jpµ,δqpxq.
In view of (2.9), we have
(4.15) jpµ,δqpxq “ p2πq|µ|
ÿ
ςPt`,´un
ςδJ
`
2πx
1
n ; ς, µ
˘
.
Regularity of jpµ,δq. It follows from (4.15) and Lemma 4.7 that jpµ,δqpxq admits an
analytic continuation jpµ,δqpζq, which is also analytic with respect to µ. Moreover, jpµ,δqpζq
has the following Barnes type integral representation,
(4.16) jpµ,δqpζq “ 12πi
ż
C1
µ´δ
Gpµ,δqpsqζ´sds, ζ P U.
To see the convergence, the following formula is required
(4.17) Gδpsq “
$’’’&’’’%
πp2πq´s
sin
` 1
2πs
˘
Γp1 ´ sq , if δ “ 0,
πip2πq´s
cos
` 1
2πs
˘
Γp1 ´ sq , if δ “ 1.
The integral kernel of hpµ,δq. Suppose υ P T ´µ´δsis pR`q. In order to proceed in the
same way as in §4.1.2, one needs to assume that pµ, δq satisfies the condition
(4.18) min tRe µl ` δlu ` 1 ą max tRe µl ´ δlu .
Then,
(4.19) hpµ,δqυpxq “
ż 8
0
υpyq jpµ,δqpxyqdy.
Here, it is required for the convergence of the integral over dy that the contour Cpµ,δq in
(4.13) is chosen to lie in the left half-plane ts : Re s ă min tReµl ` δlu ` 1u. According
to Definition 4.2, this choice of Cpµ,δq is permissible due to our assumption (4.18).
If one assumes υ P S pR`q, then (4.19) remains valid without requiring the condition
(4.18).
The rank-one and rank-two examples.
Example 4.11. If n “ 1, we have
(4.20) jp0,0qpxq “ 2 cosp2πxq, jp0,1qpxq “ 2i sinp2πxq.
If n “ 2, we are particularly interested in the following Bessel kernel,
(4.21) jp 12 m,´ 12 m, δpmq`1,0qpxq “ jp 12 m,´ 12 m, δpmq,1qpxq “ 2πi
m`1Jmp4π
?
xq,
with m P N. For ν P C, Jν is the J-Bessel function (the Bessel function of the first kind).
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4.2.4. The Bessel kernel jpµ,mq.
The definition of jpµ,mq. For pµ, mq P Cn ˆ Zn define the Bessel kernel jpµ,mq by
(4.22) jpµ,mqpxq “ 12πi
ż
Cpµ,mq
Gpµ,mqpsqx´2sds.
The integral in (4.22) is called a Mellin-Barnes type integral. We have
(4.23) jpµ´µen,mqpxq “ x2µ jpµ,mqpxq.
In view of Lemma 2.1, if pη, δq P C2n ˆ pZ{2Zq2n is related to pµ, mq P Cn ˆ Zn via either
(2.11) or (2.12), then
(4.24) in jpµ,mqpxq “ jpη,δq
`
x2
˘
.
Regularity of jpµ,mq. In view of (4.24), the regularity of jpµ,mq follows from that of
jpη,δq. Alternatively, this may be seen from
(4.25) jpµ,mqpζq “ 12πi
ż
C
1
µ´ 12 }m}
Gpµ,mqpsqζ´2sds, ζ P U.
To see the convergence, the following formula is required
(4.26) Gmpsq “ πi
|m|p2πq1´2s
sin
`
π
`
s` 12 |m|
˘˘
Γ
`
1´ s´ 12 |m|
˘
Γ
`
1´ s` 12 |m|
˘ .
The integral kernel of hpµ,mq. Suppose υ P T ´2µ´}m}sis pR`q. We assume that pµ, mq
satisfies the following condition
(4.27) min  Reµl ` 12 |ml|(` 1 ą max Re µl ´ 12 |ml|( .
Then
(4.28) hpµ,mqυpxq “
ż 8
0
υpyq jpµ,mqpxyq ¨ 2ydy,
It is required for convergence that the integral contour Cpµ,mq in (4.22) lies in the left half-
plane
 
s : Re s ă min  Re µl ` 12 |ml|(` 1(. This is guaranteed by (4.27).
Moreover, if one assumes υ P S pR`q, then (4.28) holds true for any index pµ, mq.
The rank-one case.
Example 4.12. If n “ 1, in view of (4.21) and (4.24), we have for m P Z
(4.29) jp0,mqpxq “ 2πi|m|J|m|p4πxq “ 2πimJmp4πxq.
where the second equality follows from the identity J´mpxq “ p´qmJmpxq.
Auxiliary bounds for jpµ,m`menq.
Lemma 4.13. Let pµ, mq P Cn ˆ Zn and m P Z. Put
A “ n `maxtRe µlu ` 12 maxt|ml|u ´ 12˘´ Re |µ| ` 12 |}m}|,
B` “ ´2 mintReµlu `maxt|ml|u `max
 1
n
´ 12 , 0
(
,
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B´ “ ´2 maxtReµlu ´maxt|ml|u.
Fix ǫ ą 0. Denote by en the n-tuple p1, ..., 1q. We have the following estimate
jpµ,m`menqpxq Îpµ,mq, ǫ, n
˜
2πex 1n
|m| ` 1
¸n|m|
p|m| ` 1qA`nǫ max  xB``2ǫ , xB´´2ǫ( .(4.30)
Proof. Let
ρm “ max
 
Re µl ´ 12 |ml ` m|
(
,
σm “ min
 1
2 ` 1n
`
Re |µ| ´ 12 |}m` men}| ´ 1
˘
, ρm
(
.
Choose the contour Cm “ Cpµ,m`menq (see Definition 4.2) such that
- if s P Cm and Im s is sufficiently large, then Re s “ σm ´ ǫ, and
- Cm lies in the vertical strip Srσm ´ ǫ, ρm ` ǫs.
We first assume that |m| is large enough so that
n
`
ρm ` ǫ ´ 12
˘´ Re |µ| ´ 12 |}m` men}| ă 0.
For the sake of brevity, we write y “ p2πqnx. We first bound
ˇˇ
jpµ,m`menqpxq
ˇˇ
by
p2πqn`Re |µ|
ż
Cm
y´2Re s
nź
l“1
ˇˇˇˇ
ˇ Γ
`
s´ µl ` 12 |ml ` m|
˘
Γ
`
1´ s` µl ` 12 |ml ` m|
˘ ˇˇˇˇˇ |ds|.
With the observations that for s P Cm
- Re s P rσm ´ ǫ, ρm ` ǫs,
-
ˇˇ
Re s´ µl ` 12 |ml ` m|
ˇˇ Îpµ,mq 1,
-
ˇˇ`
1´ Re s` µl ` 12 |ml ` m|
˘´ |m|ˇˇ Îpµ,mq 1,
in conjunction with Stirling’s formula (2.13), we have the following estimate
jpµ,m`menqpxq Î pµ,mq, n, ǫ max
 
y´2σm`2ǫ , y´2ρm´2ǫ
(
ż
Cm
p|Im s| ` 1qnpRe s´ 12 q´Re |µ|` 12 |}m`men}|
e´n|m|
`apIm sq2 ` m2 ` 1˘np 12´Re sq`Re |µ|` 12 |}m`men}| |ds|
ď max  y´2σm`2ǫ , y´2ρm´2ǫ( en|m|p|m| ` 1qnpρm`ǫ´ 12 q´Re |µ|´ 12 |}m`men}|ż
Cm
p|Im s| ` 1qnpRe s´ 12 q´Re |µ|` 12 |}m`men}||ds|.
For s P Cm, we have Re s “ σm ´ ǫ if Im s is sufficiently large, and our choice of σm
implies n
`
σm ´ ǫ ´ 12
˘ ´ Re |µ| ` 12 |}m` men}| ď ´1 ´ nǫ, then it follows that the
above integral converges and is of size Opµ,mq,ǫ,np1q.
Finally, note that both´2σm`2ǫ and´2ρm´2ǫ are close to |m|, whereas the exponent
of p|m| ` 1q, that is n `ρm ` ǫ ´ 12˘´ Re |µ| ´ 12 |}m` men}|, is close to ´n|m|. Thus the
following bounds yield (4.30),
|m| ` B´ ď ´2ρm ď ´2σm ď |m| ` B`,
n
`
ρm ´ 12
˘´ Re |µ| ´ 12 |}m` men}| ď ´n|m| ` A.
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When |m| is small, we have the following estimate that also implies (4.30),
jpµ,m`menqpxq Îpµ,mq, ǫ, n max
 
y´2σm`2ǫ , y´2ρm´2ǫ
(
en|m|.
Q.E.D.
Using the formula (4.26) of Gmpsq instead of (2.6) and the Barnes type integral repre-
sentation (4.25) for jpµ,m`menqpζq instead of the Mellin-Barnes type integral representation
(4.22) for jpµ,m`menqpxq, similar arguments in the proof of Lemma 4.13 imply the following
lemma.
Lemma 4.14. Let pµ, mq P Cn ˆ Zn and m P Z. Put
A “ n `maxtRe µlu ` 12 maxt|ml|u ´ 12˘´ Re |µ| ` 12 |}m}|,
B “ ´2 maxtReµlu ´maxt|ml|u, C “ 2 maxt|Im µl|u.
Fix X ą 0 and ǫ ą 0. Then
jpµ,m`menq
`
xeiω
˘ Îpµ,mq, X, ǫ, n
˜
2πex 1n
|m| ` 1
¸n|m|
p|m| ` 1qA`nǫ xB`2ǫe|ω|pC`2ǫq
for all x ă X.
4.3. The Hankel transform Hpµ,δq and the Bessel kernel Jpµ,δq.
4.3.1. The definition of Hpµ,δq. Consider the ordered set pC ˆ Z{2Z,ďq and define
pµα,β, δα,βq “ pµ, δqα,β, Bα, Mα,β and Nα,β as in Definition 4.1 corresponding to pµ, δq P
pCˆ Z{2Zqn. We define the following subspaces of SsispRˆq,
(4.31) S pµ,δq,δ
sis pRˆq “
Aÿ
α“1
Bαÿ
β“1
Nα,β´1ÿ
j“0
sgnpxqδα,β |x|´µα,βplog |x|q jSδα,β`δpRq.
S
pµ,δq
sis pRˆq “S
pµ,δq,0
sis pRˆq ‘S
pµ,δq,1
sis pRˆq
“
Aÿ
α“1
Bαÿ
β“1
Nα,β´1ÿ
j“0
sgnpxqδα,β |x|´µα,βplog |x|q jS pRq.
(4.32)
From the definition of T λ
sispR`q in (4.8), together with SδpRq “ sgnpxqδSδpR`q and
SδpR`q “ xδS0pR`q, we have
(4.33) S pµ,δq,δ
sis pRˆq “ sgnpxqδT
µ´pδ`δenq
sis pR`q.
The following theorem gives the definition of the Hankel transform Hpµ,δq, which
maps S p´µ,δq
sis pRˆq onto S
pµ,δq
sis pRˆq bijectively.
Theorem 4.15. Let pµ, δq P Cn ˆ pZ{2Zqn. Suppose υ P S p´µ,δq
sis pRˆq. Then there
exists a unique function Υ P S pµ,δq
sis pRˆq satisfying the following two identities,
(4.34) MδΥpsq “ Gpµ,δ`δenqpsqMδυp1´ sq, δ P Z{2Z.
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We call Υ the Hankel transform of υ over Rˆ of index pµ, δq and write Hpµ,δqυ “ Υ.
Moreover, we have the Hankel inversion formula
(4.35) Hpµ,δqυ “ Υ, Hp´µ,δqΥ “ υ.
Proof. Recall that
Mδυpsq “ 2Mυδpsq.
In view of (4.33), one has υδ P T ´µ´pδ`δe
nq
sis pR`q. Applying Proposition 4.9, there is a
unique function Υδ P T µ´pδ`δe
nq
sis pR`q satisfying
MΥδpsq “ Gpµ,δ`δenqpsqMυδp1´ sq.
According to (4.33),Υpxq “ Υ0p|x|q`sgnpxqΥ1p|x|q lies in S pµ,δq,0sis pRˆq‘S
pµ,δq,1
sis pRˆq “
S
pµ,δq
sis pRˆq. Clearly, Υ satisfies (4.34). Moreover, (4.35) follows immediately from (4.10)
in Proposition 4.9. Q.E.D.
Corollary 4.16. Let pµ, δq P Cn ˆ pZ{2Zqn and δ P Z{2Z. Suppose that ϕ P
T
´µ´pδ`δenq
sis pR`q and υpxq “ sgnpxqδϕp|x|q. Then
Hpµ,δqυp˘xq “ p˘qδhpµ,δ`δenqϕpxq, x P R`.
4.3.2. The Bessel kernel Jpµ,δq. Let pµ, δq P Cn ˆ pZ{2Zqn. We define
Jpµ,δq p˘xq “ 12
ÿ
δPZ{2Z
p˘qδ jpµ,δ`δenqpxq, x P R`,(4.36)
or equivalently,
Jpµ,δq pxq “
1
2
ÿ
δPZ{2Z
sgnpxqδ jpµ,δ`δenqp|x|q, x P Rˆ.(4.37)
Some properties of Jpµ,δq are summarized as below.
Proposition 4.17. Let pµ, δq P Cn ˆ pZ{2Zqn.
(1). Let pµ, δq P Cˆ Z{2Z. We have
Jpµ´µen,δ´δenqpxq “ sgnpxqδ|x|µJpµ,δqpxq.
(2). Jpµ,δqpxq is a real analytic function of x on Rˆ as well as an analytic function of
µ on Cn.
(3). Assume that µ satisfies the condition
(4.38) min tReµlu ` 1 ą max tRe µlu .
Then for υ P S p´µ,δq
sis pRˆq
(4.39) Hpµ,δqυpxq “
ż
Rˆ
υpyqJpµ,δqpxyqdy.
Moreover, if υ P S pRˆq, then (4.39) remains true for any index µ P Cn.
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Example 4.18. For n “ 1, we have
Jp0,0qpxq “ epxq.
For n “ 2, (4.15) and (4.36) yield
Jpµ,´µ,δ,0qp˘xq “ J
`
2π
?
x;`,˘, µ,´µ˘` p´qδJ `2π?x;´,¯, µ,´µ˘
for x P R`, µ P C and δ P Z{2Z. In view of Example 4.8, for x P R`, we have
Jpµ,´µ,δ,0qpxq “
$’’&’’%
´ π
sinpπµq
`
J2µp4π
?
xq ´ J´2µp4π
?
xq˘ , if δ “ 0,
πi
cospπµq
`
J2µp4π
?
xq ` J´2µp4π
?
xq˘ , if δ “ 1,
where the right hand side is replaced by its limit if 2µ P δ` 2Z, and
Jpµ,´µ,δ,0qp´xq “
#
4 cospπµqK2µp4π
?
xq, if δ “ 0,
´ 4i sinpπµqK2µp4π
?
xq, if δ “ 1.
Observe that for m P N
Jp 12 m,´ 12 m, δpmq`1,0qpxq “ 2πi
m`1Jmp4π
?
xq, Jp 12 m,´ 12 m, δpmq`1,0qp´xq “ 0.
4.4. The Hankel transform Hpµ,mq and the Bessel kernel Jpµ,mq.
4.4.1. The definition of Hpµ,mq. Consider now the ordered set pC ˆ Z,ďq and de-
fine p2µα,β,mα,βq “ p2µ,mqα,β, Bα, Mα,β and Nα,β as in Definition 4.1 corresponding to
p2µ, mq P pCˆ Zqn. We define the following subspace of SsispCˆq,
S
pµ,mq
sis pCˆq “
Aÿ
α“1
Bαÿ
β“1
Nα,β´1ÿ
j“0
rzs´mα,β}z}´µα,βplog |z|q jS pCq.(4.40)
The projection via the m-th Fourier coefficient maps S pµ,mq
sis pCˆq onto the space
(4.41) S pµ,mq,m
sis pCˆq “
Aÿ
α“1
Bαÿ
β“1
Nα,β´1ÿ
j“0
rzs´mα,β}z}´µα,βplog |z|q jSmα,β`mpCq.
From the definition of T λ
sispR`q in (4.8), along with SmpCq “ rzsmSmpR`q and SmpR`q “
x|m|S0pR`q, we have
(4.42) S pµ,mq,m
sis pCˆq “ rzsmT
2µ´}m`men}
sis pR`q.
The following theorem gives the definition of the Hankel transform Hpµ,mq, which
maps S p´µ,´mq
sis pCˆq onto S
pµ,mq
sis pCˆq bijectively.
Theorem 4.19. Let pµ, mq P Cn ˆ Zn. Suppose υ P S p´µ,´mq
sis pCˆq. Then there exists
a unique function Υ P S pµ,mq
sis pCˆq satisfying the following sequence of identities,
(4.43) M´mΥp2sq “ Gpµ,m`menqpsqMmυp2p1´ sqq, m P Z.
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We call Υ the Hankel transform of υ over Cˆ of index pµ, mq and write Hpµ,mqυ “ Υ.
Moreover, we have the Hankel inversion formula
(4.44) Hpµ,mqυ “ Υ, Hp´µ,´mqΥ “ υ.
Proof. Recall that
Mmυpsq “ 4πMυ´mpsq.
In view of (4.42), we have υ´m P T ´2µ´}m`me
n}
sis pR`q. Applying Proposition 4.10, we
infer that there is a unique function Υm P T 2µ´}m`me
n}
sis pR`q satisfying
MΥmp2sq “ Gpµ,m`menqpsqMυ´mp2p1´ sqq.
According to Lemma 3.8, in order to show that the Fourier series Υ
`
xeiφ
˘ “ řΥmpxqeimφ
lies in S pµ,mq
sis pCˆq, it suffices to verify that Gpµ,m`menqpsqMυ´mp2p1´ sqq rapidly decays
with respect to m, uniformly on vertical strips. This however follows from the uniform
rapid decay of Mυ´mp2p1´ sqq along with the uniform moderate growth of Gpµ,m`menqpsq
((2.16) in Lemma 2.2) in the m aspect on vertical strips.
Finally, (4.12) in Proposition 4.10 implies (4.44). Q.E.D.
Corollary 4.20. Let pµ, mq P Cn ˆ Zn and m P Z. Suppose ϕ P T ´2µ´}m`men}
sis pR`q
and υpzq “ rzs´mϕp|z|q. Then
Hpµ,mqυ
`
xeiφ
˘ “ eimφhpµ,m`menqϕpxq, x P R`, φ P R{2πZ.
4.4.2. The Bessel kernel Jpµ,mq. For pµ, mq P Cn ˆ Zn, we define
(4.45) Jpµ,mq
`
xeiφ
˘ “ 1
2π
ÿ
mPZ
jpµ,m`menqpxqeimφ,
or equivalently,
(4.46) Jpµ,mq pzq “ 12π
ÿ
mPZ
jpµ,m`menqp|z|qrzsm.
Lemma 4.13 secures the absolute convergence of this series.
Proposition 4.21. Let pµ, mq P Cn ˆ Zn.
(1). Let pµ,mq P Cˆ Z. We have
Jpµ´µen,m´menqpzq “ rzsm}z}µJpµ,mqpzq.
(2). Jpµ,mqpzq is a real analytic function of z on Cˆ as well as an analytic function of
µ on Cn.
(3). Assume that µ satisfies the following condition
(4.47) min tReµlu ` 1 ą max tRe µlu .
Suppose υ P S p´µ,´mq
sis pCˆq. Then
(4.48) Υ `xeiφ˘ “ ż 8
0
ż 2π
0
υ
`
yeiθ
˘
Jpµ,mq
`
xeiφyeiθ
˘ ¨ 2ydθdy,
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or equivalently,
(4.49) Υpzq “
ż
Cˆ
υpuqJpµ,mqpzuqdu.
Moreover, (4.48) and (4.49) still hold true for any index µ P C if υ P S pCˆq.
Proof. (1). This is clear.
(2). In (4.45), with abuse of notation, we view x and φ as complex variables on U
and C{2πZ respectively, jpµ,m`menqpxq and eimφ as analytic functions. Then Lemma 4.14
implies that the series in (4.45) is absolutely convergent, compactly with respect to both x
and φ, and therefore Jpµ,mq
`
xeiφ
˘
is an analytic function of x and φ. In particular, Jpµ,mqpzq
is a real analytic function of z on Cˆ.
Moreover, in Lemma 4.13, we may allow µ to vary in an ǫ-ball in Cn and choose the
implied constant in the estimate to be uniformly bounded with respect to µ. This implies
that the series in (4.45) is convergent compactly in the µ aspect. Therefore, Jpµ,mqpzq is an
analytic function of µ on Cn.
(3). It follows from (4.42) that υ´m P T ´2µ´}m`me
n}
sis pR`q. Moreover, one observes
that pµ, m ` menq satisfies the condition (4.27) due to (4.47). Therefore, in conjunction
with Proposition 4.10, (4.28) implies
Υmpxq “ 2
ż 8
0
υ´mpyq jpµ,m`menq pxyq ydy.
Hence
Υ
`
xeiφ
˘ “ ÿ
mPZ
Υmpxqeimφ “
ÿ
mPZ
1
π
ż 8
0
ż 2π
0
υ
`
yeiθ
˘ jpµ,m`menq pxyq eimpφ`θqydθdy.
The estimate of jpµ,m`menq in Lemma 4.13 implies that the above series of integrals con-
verges absolutely. On interchanging the order of summation and integration, one obtains
(4.48) in view of the definition of Jpµ,mq in (4.45).
Note that in the case υ P S pCˆq, one has υ´m P S pR`q, and therefore (4.28) can be
applied unconditionally. Q.E.D.
Example 4.22. Let n “ 1. From (4.29), we have
jp0,mqpxq “
# p´qd2πJ2dp4πxq, if |m| “ 2d,
p´qd2πiJ2d`1p4πxq, if |m| “ 2d ` 1.
The following expansions ([Wat, 2.22 (3, 4)])
cospx cos φq “ J0pxq ` 2
8ÿ
d“1
p´qd J2dpxq cosp2dφq,
sinpx cos φq “ 2
8ÿ
d“0
p´qd J2d`1pxq cospp2d ` 1qφq,
imply
Jp0,0q
`
xeiφ
˘ “ cosp4πx cosφq ` i sinp4πx cosφq “ ep2x cosφq,
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or equivalently,
Jp0,0qpzq “ epz` zq.
We remark that the two expansions [Wat, 2.22 (3, 4)] can be incorporated into
eix cosφ “
8ÿ
m“´8
im Jmpxqeimφ.
4.5. Concluding remarks.
4.5.1. Connection formulae. From the various connection formulae (4.15, 4.24, 4.45,
4.46) which have been derived so far, one can connect the Bessel kernel Jpµ,mqpzq to the
Bessel functions Jpx; ς, λq of doubled rank 2n. However, in contrast to the expression of
Jpµ,δqp˘xq by a finite sum of J
`
2πx 1n ; ς, µ
˘ (see (4.15, 4.36, 4.37)), which enables us to
reduce the study of Jpµ,δqpxq to that of Jpx; ς, λq given in [Qi1], these connection formulae
yield an expression of Jpµ,mq
`
xeiφ
˘
in terms of an infinite series involving the Bessel func-
tions J
`
2πx 1n ; ς, λ
˘
of rank 2n, so a similar reduction for Jpµ,mqpzq does not exist from this
approach.
In §7, we shall prove two alternative connection formulae that relate Jpµ,mqpzq to the
two kinds of Bessel functions of rank n and positive sign. These kinds of Bessel functions
arise in [Qi1, §7] as solutions of the Bessel equation of positive sign.
4.5.2. Asymptotics of Bessel kernels. Using the connection formulae between the
Bessel kernel Jpµ,δqpxq and Bessel functions Jpx; ς, λq along with the asymptotics of the
latter, the asymptotic of Jpµ,δqpxq is readily established in [Qi1, Theorem 5.13, 9.3]. With
the help of the second connection formula for Jpµ,mqpzq in §7.2, we shall present in §8 the
asymptotic of Jpµ,mqpzq as an application of the asymptotic expansions of Bessel functions
of the second kind [Qi1, Theorem 7.27].
4.5.3. Normalizations of indices. Usually, it is convenient to normalize the indices
in Jpx; ς, λq, jpµ,δqpxq, jpµ,mqpxq, Jpµ,δqpxq and Jpµ,mqpzq so that λ, µ P Ln´1. Furthermore,
without loss of generality, the assumptions δn “ 0 and mn “ 0 may also be imposed
for Jpµ,δqpxq and Jpµ,mqpzq respectively. These normalizations are justified by Lemma 4.6,
(4.14), (4.23), Proposition 4.17 (1) and 4.21 (1).
5. Fourier type integral transforms
In this section, we shall introduce an alternative perspective of Hankel transforms. We
shall first show how to construct Hankel transforms from the Fourier transform and Miller-
Schmid transforms. From this, we shall express the Hankel transforms Hpµ,δq and Hpµ,mq
in terms of certain Fourier type integral transforms, assuming that the components of Reµ
are strictly decreasing.
5.1. The Fourier transform and rank-one Hankel transforms. For either F “ R
or F “ C, we have seen in Example 4.18 and 4.22 that Jp0,0q is exactly the inverse Fourier
kernel, namely
Jp0,0qpxq “ epΛpxqq, x P F,
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withΛpxq defined by (2.37). Therefore, in view of Proposition 4.17 (3) and 4.21 (3), Hp0,0q
is precisely the inverse Fourier transform over the Schwartz space S p0,0q
sis pFˆq “ S pFq.
The following lemma is a consequence of Theorem 4.15 and 4.19.
Lemma 5.1. Let υ P S pFq. If F “ R, then the Fourier transform pυ of υ can be
determined by the following two identities
Mδpυpsq “ p´qδGδpsqMδυp1´ sq, δ P Z{2Z.
If F “ C, then the Fourier transform pυ of υ can be determined by the following sequence
of identities
M´mpυp2sq “ p´qmGmpsqMmυp2p1´ sqq, m P Z.
It is convenient for our purpose to introduce the renormalized rank-one Hankel trans-
forms Spµ,ǫq and Spµ,kq as follows.
Lemma 5.2. Let pµ, ǫq P Cˆ Z{2Z and pµ, kq P Cˆ Z.
(1). For υpxq P sgnpxqǫ |x|µS pRq, define Spµ,ǫqυpxq “ |x|µHpµ,ǫqυpxq. Then
(5.1) MδSpµ,ǫqυpsq “ Gǫ`δpsqMδυp1´ s´ µq, δ P Z{2Z,
and Spµ,ǫq sends sgnpxqǫ |x|µS pRq onto sgnpxqǫS pRq bijectively. Furthermore,
Spµ,ǫqυpxq “ sgnpxqǫ
ż
Rˆ
sgnpyqǫ |y|´µυpyqepxyqdy “ sgnpxqǫFϕp´xq,
with ϕpxq “ sgnpxqǫ |x|´µυpxq P S pRq.
(2). For υpzq P rzsk}z}µS pCq, define Spµ,kqυpzq “ }z}µHpµ,kqυpzq. Then
(5.2) M´mSpµ,kqυp2sq “ Gk`mpsqMmυp2p1´ s´ µqq, m P Z.
and Spµ,kq sends rzsk}z}µS pCq onto rzs´kS pCq bijectively. Furthermore,
Spµ,kqυpzq “ rzs´k
ż
Cˆ
rus´k}u}´µυpuqepzu` zuqdu “ rzs´kFϕp´zq,
with ϕpzq “ rzs´k}z}´µυpzq P S pCq.
Lemma 5.3. Let pµ, ǫq P Cˆ Z{2Z and pµ, kq P Cˆ Z.
(1). Let δ P Z{2Z. Suppose that ϕpxq P xµSδ`ǫpR`q and υpxq “ sgnpxqδϕp|x|q. Then
Spµ,ǫqυp˘xq “ p˘qδ
ż
R`
y´µϕpyq jp0,δ`ǫqpxyqdy
“
$’’&’’%
p˘qǫ2
ż
R`
y´µϕpyq cospxyqdy, if δ “ ǫ,
p˘qǫ`12i
ż
R`
y´µϕpyq sinpxyqdy, if δ “ ǫ ` 1.
The transform Spµ,ǫq is a bijective map from sgnpxqǫ |x|µSδpRq onto sgnpxqǫSδpRq.
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(2). Let m P Z. Suppose that ϕpxq P x2µS´m´kpR`q and υpzq “ rzs´mϕp|z|q. Then
Spµ,kqυ
`
xeiφ
˘ “ 2eimφ ż
R`
y1´2µϕpyq jp0,m`kqpxyqdy
“ 4πim`keimφ
ż
R`
y1´2µϕpyqJm`kp4πxyqdy.
The transform Spµ,kq is a bijective map from rzsk}z}µSmpCq onto rzs´kS´mpCq.
5.2. Miller-Schmid transforms. In [MS1, §6], certain transforms over R, which
play an important role in the proof of the Voronoı¨ summation formula in their subsequent
work [MS3, MS4], are introduced by Miller and Schmid. Here, we shall first recollect
their construction of these transforms with slight modifications, and then define similar
transforms over C in a parallel way.
5.2.1. The Miller-Schmid transform Tpµ,ǫq.
Lemma 5.4. Let pµ, ǫq P Cˆ Z{2Z.
(1). For any υ P SsispRˆq there is a unique function Υ P SsispRˆq satisfying the
following two identities,
(5.3) MδΥpsq “ Gǫ`δpsqMδυps` µq, δ P Z{2Z.
We write Υ “ Tpµ,ǫqυ and call Tpµ,ǫq the Miller-Schmid transform over R of index pµ, ǫq.
(2). Let λ P C. Suppose υpxq P sgnpxqδ|x|´λplog |x|q jS pRq. If Re λ ă Re µ´ 12 , then
Tpµ,ǫqυpxq “ sgnpxqǫ
ż
Rˆ
sgnpyqǫ |y|´µυ `y´1˘ epxyqdˆy “ sgnpxqǫFϕ p´xq,(5.4)
with ϕpxq “ sgnpxqǫ |x|´µ´1υpx´1q.
(3). Suppose that Re λ ă Re µ. Then the integral in (5.4) is absolutely convergent and
(5.4) remains valid for any υpxq P sgnpxqδ|x|´λplog |x|q jS pRq.
(4). Suppose that Reµ ą 0. Define the function space
TsispRˆq “
ÿ
δPZ{2Z
ÿ
Re λď0
ÿ
jPN
sgnpxqδ|x|´λplog |x|q jS pRq.
Then the transform Tpµ,ǫq sends TsispRˆq into itself. Moreover, (5.4) also holds true for
any υ P TsispRˆq, wherein the integral absolutely converges.
Proof. Following the ideas in the proofs of Proposition 4.9 and Theorem 4.15, one
may prove (1). Actually, the case here is much easier!
As for (2), we have
Tpµ,ǫqυpxq “
1
4πi
ÿ
δPZ{2Z
ż
Rˆ
υpyq|y|µ ¨ sgnpxyqδ
ż
Cp0,δ`ǫq
Gδ`ǫpsq|y|s|x|´sdsdˆy
“
ż
Rˆ
υpyq|y|µJp0,ǫq
`
xy´1
˘
dˆy,
provided that the double integral is absolutely convergent. In order to guarantee the con-
vergence of the integral over dˆy, the integral contour Cp0,δ`ǫq is required to lie in the right
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half-plane ts : Re s ą Re pλ´ µqu. In view of Definition 4.2, such a choice of Cp0,δ`ǫq is
permissible since Re pλ ´ µq ă ´ 12 according to our assumption. Finally, the change of
variables from y to y´1, along with the formula Jp0,ǫqpxq “ sgnpxqǫepxq, yields (5.4).
For the case Re λ ă Re µ in (3), the absolute convergence of the integral in (5.4) is
obvious. The validity of (5.4) follows from the analyticity with respect to µ.
Observe that, under the isomorphism established by MR in Lemma 3.6, TsispRˆq cor-
responds to the subspace of M R
sis consisting of pairs of meromorphic functions pH0, H1q
such that the poles of both H0 and H1 lie in the left half-plane ts : Re s ď 0u (see Lemma
3.7). Then the first assertion in (4) is clear, since the map that corresponds to Tpµ,ǫq is
given by pH0psq, H1psqq ÞÑ pGǫpsqH0ps ` µq,Gǫ`1psqH1ps ` µqq and sends the subspace
of M R
sis described above into itself. The second assertion in (4) immediately follows from
(3). Q.E.D.
Similar to Lemma 5.3 (1), we have the following lemma.
Lemma 5.5. Let pµ, ǫq P CˆZ{2Z be such thatRe µ ą 0. For δ P Z{2Z define T δ
sispRˆq
to be the space of functions in TsispRˆq satisfying the condition (2.17). For υ P T δsispRˆq,
we write υpxq “ sgnpxqδϕp|x|q. Then
Tpµ,ǫqυp˘xq “ p˘qδ
ż
R`
y´µϕ
`
y´1
˘ jp0,δ`ǫqpxyqdˆy
“
$’’&’%
p˘qδ2
ż
R`
y´µϕ
`
y´1
˘
cospxyqdˆy, if δ “ ǫ,
p˘qδ2i
ż
R`
y´µϕ
`
y´1
˘
sinpxyqdˆy, if δ “ ǫ ` 1.
The transform Tpµ,ǫq sends T δsispRˆq into itself.
5.2.2. The Miller-Schmid transform Tpµ,kq. In parallel to Lemma 5.4, the following
lemma defines the Miller-Schmid transform Tpµ,kq over C and gives its connection to the
Fourier transform over C.
Lemma 5.6. Let pµ, kq P Cˆ Z.
(1). For any υ P SsispCˆq there is a unique function Υ P SsispCˆq satisfying the
following sequence of identities,
(5.5) M´mΥp2sq “ Gm`kpsqM´mυp2ps` µqq, m P Z.
We write Υ “ Tpµ,kqυ and call Tpµ,kq the Miller-Schmid transform over C of index pµ, kq.
(2). Let λ P C. If Re λ ă 2Reµ, then for any υpzq P rzsm|z|´λplog |z|q jS pCq we have
Tpµ,kqυpzq “ rzsk
ż
Cˆ
rusk}u}´µυ `u´1˘ epzu` zuqdˆu “ rzskFϕ p´zq,(5.6)
with ϕpzq “ rzsk}z}´µ´1υ `z´1˘.
(3). When Re λ ă 2Reµ, the integral in (5.6) is absolutely convergent for any υpzq P
rzsm|z|´λplog |z|q jS pCq.
THEORY OF BESSEL FUNCTIONS OF HIGH RANK - II 41
(4). Suppose that Reµ ą 0. Define the function space
TsispCˆq “
ÿ
mPZ
ÿ
Re λď0
ÿ
jPN
rzsm|z|´λplog |z|q jS pCq.
Then the transform Tpµ,kq sends TsispCˆq into itself. Moreover, (5.4) also holds true for
any υ P TsispCˆq, wherein the integral absolutely converges.
Proof. Following literally the same ideas in the proof of Lemma 5.4, one may show
this lemma without any difficulty. We only remark that, via the isomorphismMC in Lemma
3.8, TsispCˆq corresponds to the subspace of M Csis consisting of sequences tHmu such that
the poles of each Hm lie in the left half-plane
 
s : Re s ď mintM ´ |m|, 0u( for some
M P N (see Lemma 3.9). Q.E.D.
Lemma 5.7. Let pµ, kq P C ˆ Z be such that Reµ ą 0. For m P Z define T m
sispCˆq to
be the space of functions in TsispCˆq satisfying the condition (2.21). For υ P T msispCˆq, we
write υpzq “ rzsmϕp|z|q. Then
Tpµ,kqυ
`
xeiφ
˘ “ 2eimφ ż
R`
y´2µϕ
`
y´1
˘ jp0,m`kqpxyqdˆy
“ 4πim`keimφ
ż
R`
y´2µϕ
`
y´1
˘
Jm`kp4πxyqdˆy.
The transform Tpµ,kq sends T msispCˆq into itself.
5.3. Fourier type integral transforms. In the following, we shall derive the Fourier
type integral transform expressions for Hpµ,δq and Hpµ,mq from the Fourier transform (more
precisely, the renormalized rank-one Hankel transforms) and the Miller-Schmid trans-
forms.
5.3.1. The Fourier type transform expression for Hpµ,δq. Let pµ, δq P Cn ˆ pZ{2Zqn.
Following [MS3, (6.51)], for υpxq P sgnpxqδn |x|µnS pRq, we consider
(5.7) Υpxq “ |x|´µ1Tpµ1´µ2,δ1q ˝ ... ˝Tpµn´1´µn,δn´1q ˝ Spµn,δnqυpxq.
According to Lemma 5.2 (1) and Lemma 5.4 (1), Spµn,δnqυpxq lies in the space sgnpxqδnS pRq
(Ă SsispRˆq), whereas each Miller-Schmid transform sends SsispRˆq into itself. Thus,
one can apply the Mellin transform Mδ to both sides of (5.7). Using (5.1) and (5.3), some
calculations show that the application of Mδ converts (5.7) exactly into the identities in
(4.34) which defines Hpµ,δq. Therefore, Υ “ Hpµ,δqυ.
Theorem 5.8. [MS4, (1.3)]. Let pµ, δq P Cn ˆ pZ{2Zqn be such that Re µ1 ą ... ą
Reµn´1 ą Reµn. Suppose υpxq P sgnpxqδn |x|µnS pRq. Then
(5.8) Hpµ,δqυpxq “ 1|x|
ż
Rˆn
υ
´
x1...xn
x
¯˜ nź
l“1
sgnpxlqδl |xl|´µl e pxlq
¸
dxn...dx1,
where the integral converges when performed as iterated integral in the indicated order
dxndxn´1...dx1, starting from dxn, then dxn´1, ..., and finally dx1.
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Proof. We first observe that Spµn,δnqυpxq P sgnpxqδnS pRq Ă TsispRˆq. For each
l “ 1, ..., n ´ 1, since Re pµl ´ µl`1q ą 0, Lemma 5.4 (4) implies that the transform
Tpµl´µl`1,δlq sends the space TsispRˆq into itself. According to Lemma 5.2 (1) and Lemma
5.4 (3), Spµn,δnq and all the Tpµl´µl`1,δlq in (5.7) may be expressed as integral transforms,
which are absolutely convergent. From these, the right hand side of (5.7) turns into the
integral,ż
Rˆn
sgnpxqδ1 |x|´µ1 e pxy1q
˜
n´1ź
l“1
sgnpylqδl`1`δl |yl|µl`1´µl´1e
`
y´1l yl`1
˘¸
sgnpynqδn |yn|´µnυpynqdyn...dy1,
which converges as iterated integral. Our proof is completed upon making the change of
variables x1 “ xy1, xl`1 “ y´1l yl`1, l “ 1, ..., n´ 1. Q.E.D.
We have the following corollary to Theorem 5.8, which can also be seen from Lemma
5.3 (1) and Lemma 5.5.
Corollary 5.9. Let pµ, δq P Cn ˆ pZ{2Zqn and δ P Z{2Z. Assume that Re µ1 ą ... ą
Reµn´1 ą Reµn. Let ϕpxq P xµnSδ`δnpR`q and υpxq “ sgnpxqδϕp|x|q. Then
(5.9) Hpµ,mqυ p˘xq “
p˘qδ
x
ż
Rn`
ϕ
´
x1...xn
x
¯˜ nź
l“1
x
´µl
l jp0,δl`δqpxlq
¸
dxn...dx1,
with x P R`. Here the iterated integration is performed in the indicated order.
5.3.2. The Fourier type transform expression for Hpµ,mq. Let pµ, mq P CnˆZn. Using
Lemma 5.2 (2) and Lemma 5.6 (1), especially (5.2) and (5.5), one may show that
(5.10) Hpµ,mqυpzq “ }z}´µ1Tpµ1´µ2,m1q ˝ ... ˝Tpµn´1´µn,mn´1q ˝ Spµn,mnqυpzq.
Theorem 5.10. Let pµ, mq P Cn ˆ Zn be such that Re µ1 ą ... ą Reµn´1 ą Re µn.
Suppose υpzq P rzsmn}z}µnS pCq. Then
(5.11) Hpµ,mqυpzq “ 1}z}
ż
Cˆn
˜
nź
l“1
rzls´ml}zl}´µl e pzl ` zlq
¸
υ
ˆ
z1...zn
z
˙
dzn...dz1,
where the integral converges when performed as iterated integral in the indicated order.
Proof. One applies the same arguments in the proof of Theorem 5.8 using Lemma 5.2
(2) and Lemma 5.6 (3, 4). Q.E.D.
Lemma 5.3 (2) and Lemma 5.7 yield the following corollary.
Corollary 5.11. Let pµ, mq P Cn ˆ Zn and m P Z. Assume that Re µ1 ą ... ą
Reµn´1 ą Reµn. Let ϕpxq P x2µnS´m´mnpR`q and υpzq “ rzs´mϕp|z|q. Then
(5.12) Hpµ,mqυ
`
xeiφ
˘ “ 2n eimφ
x2
ż
Rn
`
ϕ
´ x1...xn
x
¯˜ nź
l“1
x
´2µl`1
l jp0,ml`mqpxlq
¸
dxn...dx1,
with x P R` and φ P R{2πZ. Here the iterated integration is performed in the indicated
order.
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6. Integral representations of Bessel kernels
In the previous article [Qi1], when n ě 2, the formal integral representation of the
Bessel function Jpx; ς, µq is obtained in symbolic manner from the Fourier type integral
in Theorem 5.8, where the assumption Reµ1 ą ... ą Re µn is simply ignored. It is how-
ever more straightforward to derive the formal integral representation of the Bessel kernel
Jpµ,δqpxq from Theorem 5.8. This should be well understood, since Jpµ,δqpxq is a finite
combination of J
`
2π|x| 1n ; ς, µ˘.
Similarly, Theorem 5.10 also yields a formal integral representation of Jpµ,mqpzq. It
turns out that one can naturally transform this formal integral into an integral that is abso-
lutely convergent, given that the index µ satisfies certain conditions. The main reason for
the absolute convergence is that jp0,mqpxq “ 2πimJmp4πxq (see (4.29)) decays proportion-
ally to 1?
x
at infinity (in comparison, jp0,δqpxq is equal to either 2 cosp2πxq or 2i sinp2πxq).
Assumptions and notations. Let n ě 2. Assume that µ P Ln´1.
Notation 6.1. Let d “ n´1. Let the pairs of tuples, µ P Ld and ν P Cd, δ P pZ{2Zqd`1
and ǫ P pZ{2Zqd, m P Zd`1 and k P Zd, be subjected to the following relations
νl “ µl ´ µd`1, ǫl “ δl ` δd`1, kl “ ml ´ md`1,
for l “ 1, ..., d.
Instead of Hankel transforms, we shall be interested in their Bessel kernels. Therefore,
it is convenient to further assume that the weight functions are Schwartz, namely, ϕ P
S pR`q and υ P S pFˆq. According to (4.19, 4.28), Proposition 4.17 (3) and 4.21 (3), for
such Schwartz functions ϕ and υ,
hpµ,δqϕpxq “
ż
R`
ϕpyq jpµ,δqpxyqdy, hpµ,mqϕpxq “ 2
ż
R`
ϕpyq jpµ,mqpxyqydy,(6.1)
Hpµ,δqυpxq “
ż
Rˆ
υpyqJpµ,δqpxyqdy, Hpµ,mqυpzq “
ż
Cˆ
υpuqJpµ,mqpzuqdu,(6.2)
with the index pµ, δq P Cn ˆ pZ{2Zqn or pµ, mq P Cn ˆ Zn being arbitrary.
6.1. The formal integral Jν,ǫpx,˘q. To motivate the definition of Jν,ǫpx,˘q, we shall
do certain operations on the Fourier type integral (5.8) in Theorem 5.8. In the meanwhile,
we shall forget the assumption Re µ1 ą ... ą Re µn, which is required for convergence.
Upon making the change of variables, xn “ px1...xn´1q´1xy, xl “ |xy| 1n y´1l , l “
1, ..., n´ 1, one converts (5.8) into
Hpµ,δqυpxq “
ż
Rˆn
υ pyq sgnpxyqδn
˜
n´1ź
l“1
sgnpylqδl`δn |yl|µl´µn´1
¸
e
˜
|xy| 1n
˜
sgnpxyq ¨ y1...yn´1 `
n´1ÿ
l“1
y´1l
¸¸
dydyn´1...dy1.
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In symbolic notation, moving the integral over dy to the outermost place and comparing
the resulted integral with the right hand side of the first formula in (6.2), the Bessel kernel
Jpµ,δqpxq is then represented by the following formal integral over dyn´1...dy1,
sgnpxqδn
ż
Rˆ n´1
˜
n´1ź
l“1
sgnpylqδl`δn |yl|µl´µn´1
¸
e
˜
|x| 1n
˜
sgnpxq ¨ y1...yn´1 `
n´1ÿ
l“1
y´1l
¸¸
dyn´1...dy1.
We define the formal integral
Jν,ǫpx,˘q “
ż
Rˆd
˜
dź
l“1
sgnpylqǫl |yl|νl´1
¸
eixp˘y1...yd`
řd
l“1 y
´1
l qdyd...dy1, x P R`.(6.3)
Thus, in view of Notation 6.1, we have Jpµ,δqp˘xq “ p˘qδd`1 Jν,ǫ
`
2πx
1
d`1 ,˘˘ in symbolic
notation.
6.2. The formal integral jν,δpxq. For ν P Cd and δ P pZ{2Zqd`1, we define the
formal integral
jν,δpxq “
ż
Rd`
jp0,δd`1q pxy1...ydq
dź
l“1
yνl´1l jp0,δlq
`
xy´1l
˘
dyd...dy1, x P R`.(6.4)
We may derive the symbolic identity jpµ,δqpxq “ jν,δ
`
x
1
d`1
˘
from Corollary 4.16 and 5.9,
combined with the first formula in (6.1).
6.3. The integral Jν,kpx, uq. First of all, proceeding in the same way as in §6.1, from
the Fourier type integral (5.11) in Theorem 5.10, we can deduce the symbolic equality
Jpµ,mq
`
xeiφ
˘ “ e´imd`1φJν,k`2πx 1d`1 , eiφ˘, with the definition of the formal integral,
Jν,kpx, uq “
ż
Cˆd
˜
dź
l“1
rulskl}ul}νl´1
¸
eixΛpuu1...ud`
řd
l“1 u
´1
l qdud...du1,
x P R`, u P C, |u| “ 1.
(6.5)
Here, we recall that Λpzq “ z` z.
In the polar coordinates, we write ul “ yleiθl and u “ eiφ. Moving the integral over the
torus pR{2πZqd inside, in symbolic manner, the integral above turns into
2d
ż
Rd`
ż
pR{2πZqd
˜
dź
l“1
y2νl´1l
¸
ei
řd
l“1 klθl`2ixpy1...yd cospřdl“1 θl`φq`řdl“1 y´1l cos θlqdθd...dθ1dyd...dy1.
Let us introduce the following definitions
Θkpθ, y; x, φq “ 2xy1...yd cos
´řd
l“1 θl ` φ
¯
`
dÿ
l“1
`
klθl ` 2xy´1l cos θl
˘
,(6.6)
Jkpy; x, φq “
ż
pR{2πZqd
eiΘkpθ,y;x,φqdθ,(6.7)
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p2νpyq “
dź
l“1
y2νl´1l ,(6.8)
with y “ py1, ..., ydq, θ “ pθ1, ..., θdq. Then (6.5) can be symbolically rewritten as
(6.9) Jν,k
`
x, eiφ
˘ “ 2d ż
Rd
`
p2νpyqJkpy; x, φqdy, x P R`, φ P R{2πZ.
Theorem 6.2. Let pµ, mq P LdˆZd`1 and pν, kq P CdˆZd satisfy the relations given in
Notation 6.1. Suppose ν P Ť
aPr´ 12 ,0s
 
ν P Cd : ´ 12 ă 2Re νl ` a ă 0 for all l “ 1, ..., d
(
.
(1). The integral in (6.9) converges absolutely. Subsequently, we shall therefore use
(6.9) as the definition of Jν,k
`
x, eiφ
˘
.
(2). We have the (genuine) identity
Jpµ,mq
`
xeiφ
˘ “ e´imd`1φJν,k`2πx 1d`1 , eiφ˘.
6.4. The integral jν,mpxq. Let us consider the integral jν,mpxq defined by
jν,mpxq “ 2d
ż
Rd
`
jp0,md`1q pxy1...ydq
dź
l“1
y2νl´1l jp0,mlq
`
xy´1l
˘
dyd...dy1,(6.10)
with ν P Cd and m P Zd`1.
6.4.1. Absolute convergence of jν,mpxq. In contrast to the real case, where the inte-
gral jν,δpxq never absolutely converges, jν,mpxq is actually absolutely convergent, if each
component of ν lies in certain vertical strips of width at least 14 .
Definition 6.3. For a, b P Rd such that al ă bl for all l “ 1, ..., d, we define the open
hyper-strip Sdpa, bq “  ν P Cd : Re νl P pal, blq(. We write Sdpa, bq “ Sdpaed, bedq for
simplicity.
Proposition 6.4. Let pν, mq P Cd ˆZd`1. The integral jν,mpxq defined above by (6.10)
absolutely converges if ν P Ť
aPr´ 12 ,|md`1|s S
d ` 1
2
`´ 12 ´ a˘ ed, 12 `››md››´ aed˘˘, with md “
pm1, ...,mdq and
››md›› “ p|m1|, ..., |md|q.
To show this, we first recollect some well-known facts concerning Jmpxq, as jp0,mqpxq “
2πimJmp4πxq in view of (4.29).
Firstly, for m P N, we have the Poisson-Lommel integral representation (see [Wat, 3.3
(1)])
(6.11) Jmpxq “
` 1
2 x
˘m
Γ
`
m` 12
˘
Γ
` 1
2
˘ ż π
0
cospx cos θq sin2m θdθ.
This yields the bound
(6.12) |Jmpxq| ď
?
π
` 1
2 x
˘|m|
Γ
`|m| ` 12˘ ,
for m P Z. Secondly, the asymptotic expansion of Jmpxq (see [Wat, 7.21 (1)]) provides the
estimate
(6.13) Jmpxq Îm x´ 12 .
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Combining these, we then arrive at the following lemma.
Lemma 6.5. Let m be an integer.
(1). We have the estimates
jp0,mqpxq Îm x|m|, jp0,mqpxq Îm x´
1
2 .
(2). More generally, for any a P “´ 12 , |m|‰, we have the estimate
jp0,mqpxq Îm xa.
Proof of Proposition 6.4. We divide R` “ p0,8q into the union of two intervals,
I´ Y I` “ p0, 1s Y r1,8q. Accordingly, the integral in (6.10) is partitioned into 2d many
integrals, each of which is supported on some hyper-cube I̺ “ I̺1ˆ...ˆI̺d for ̺ P t`,´ud.
For each such integral, we estimate jp0,mlq
`
xy´1l
˘
using the first or the second estimate in
Lemma 6.5 (1) according as ̺l “ ` or ̺l “ ´ and apply the bound in Lemma 6.5 (2) for
jp0,md`1qpxy1...ydq. In this way, for any a P
“´ 12 , |md`1|‰, one has
2d
ż
Rd`
ˇˇ jp0,md`1q pxy1...ydqˇˇ dź
l“1
ˇˇˇ
y2νl´1l jp0,mlq
`
xy´1l
˘ˇˇˇ
dyd...dy1
Î
ÿ
̺Pt`,´ud
x
ř
lPL`p̺q
|ml|´ 12 |L´p̺q|`aI2ν`aed ,mdp̺q,
with the auxiliary definition
Iλ,kp̺q “
ż
I̺
¨˝ ź
lPL`p̺q
yRe λl´|kl|´1l ‚˛
¨˝ ź
lPL´p̺q
yRe λl´
1
2
l
‚˛dyd...dy1, pλ, kq P Cd ˆ Zd,
and L˘p̺q “ tl : ̺l “ ˘u. The implied constant depends only on m and d. It is clear
that all the integrals I2ν`aed ,mdp̺q absolutely converge if ´ 12 ă 2Re νl ` a ă |ml| for all
l “ 1, ..., d. The proof is then completed. Q.E.D.
Remark 6.6. When d “ 1, one may apply the two estimates in Lemma 6.5 (1) to
jp0,m2qpxyq in the similar fashion as jp0,m1q
`
xy´1
˘
. Then
2
ż 8
0
ˇˇ
y2ν´1 jp0,m1q
`
xy´1
˘ jp0,m2q pxyqˇˇdy
Îm1,m2 x|m1|´
1
2
ż 8
1
y2Re ν´|m1|´
3
2 dy` x|m2|´ 12
ż 1
0
y2Re ν`|m2|´
1
2 dy.
Since both integrals above absolutely converge if ´|m2|´ 12 ă 2Re ν ă |m1|` 12 , this also
proves Proposition 6.4 in the case d “ 1.
6.4.2. Equality between jpµ,mqpxq and jν,m
`
x
1
d`1
˘
.
Proposition 6.7. Let pν, mq P Cd ˆ Zd`1 be as in Proposition 6.4 so that the integral
jν,mpxq absolutely converges. Suppose that µ P Ld and ν P Cd satisfy the relations given in
Notation 6.1. Then we have the identity
jpµ,mqpxq “ jν,m
`
x
1
d`1
˘
.
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Proof. Some change of variables turns the integral in Corollary 5.11 into
2d`1eimφ
ż
R
d`1
`
ϕpyq jp0,md`1q
`pxyq 1d`1 y1...yd˘ dź
l“1
y2νl´1l jp0,mlq
`pxyq 1d`1 y´1l ˘ydydyd...dy1.
Corollary 4.20 and 5.11, along with the second formula in (6.1), yield
2
ż
R`
ϕpyq jpµ,mqpxyqydy “
2d`1
ż
R
d`1
`
ϕpyq jp0,md`1q
`pxyq 1d`1 y1...yd˘ dź
l“1
y2νl´1l jp0,mlq
`pxyq 1d`1 y´1l ˘ydydyd...dy1,
for any ϕ P S pR`q, provided that Re µ1 ą ... ą Re µd`1 or equivalently Re ν1 ą ... ą
Re νd ą 0. In view of Proposition 6.4, the integral on the right hand side is absolute con-
vergent at least when 14 ą Re ν1 ą ... ą Re νd ą 0. Therefore, the asserted equality holds
on the domain
 
ν P Cd : 14 ą Re ν1 ą ... ą Re νd ą 0
(
and remains valid on the whole do-
main of convergence for jν,mpxq given in Proposition 6.4 due to the principle of analytic
continuation. Q.E.D.
6.4.3. An auxiliary lemma.
Lemma 6.8. Let pν, mq P Cd ˆZd`1 and m P Z. Set A “ maxl“1,...,d`1 t|ml|u. Suppose
ν P Ť
aPr´ 12 ,0s S
d `´ 14 ´ 12 a,´ 12 a˘. We have the estimate
2d
ż
Rd
`
ˇˇ jp0,md`1`mq pxy1...ydqˇˇ dź
l“1
ˇˇˇ
y2νl´1l jp0,ml`mq
`
xy´1l
˘ˇˇˇ
dyd...dy1
Îm, d
ÿ
̺‰ ̺´
ˆ
2πex
|m| ` 1
˙|L`p̺q||m|
p|m| ` 1q2|L´p̺q|`A|L`p̺q|
x´
1
2 |L´p̺q| max
!
x|L`p̺q|A, x´|L`p̺q|A´
1
2
)
`
ˆ
2πex
|m| ` 1
˙|m|
p|m| ` 1qAx´ d2 max  xA, x´A( ,
where ̺ P t`,´ud, ̺´ “ p´, ...,´q and L˘p̺q “ tl : ̺l “ ˘u.
Firstly, we require the bound (6.12) for Jmpxq. Secondly, we observe that when x ě
p|m|`1q2 the bound (6.13) for Jmpxq can be improved so that the implied constant becomes
absolute. This follows from the asymptotic expansion of Jmpxq given in [Olv, §7.13.1].
Moreover, we have Bessel’s integral representation (see [Wat, 2.2 (1)])
(6.14) Jmpxq “ 12π
ż 2π
0
cos pmθ ´ x sin θq dθ,
which yields the bound
(6.15) |Jmpxq| ď 1.
We then have the following lemma (compare [HM, Proposition 8]).
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Lemma 6.9. Let m be an integer.
(1). The following two estimates hold
jp0,mqpxq Î
p2πxq|m|
Γ
`|m| ` 12˘ , jp0,mqpxq Î |m| ` 1?x ,
with absolute implied constants.
(2). For any a P “´ 12 , 0‰ we have the estimate
jp0,mqpxq Î
`p|m| ` 1q´2x˘a ,
with absolute implied constant.
Proof of Lemma 6.8. Our proof here is similar to that of Proposition 6.4, except that
- Lemma 6.9 (1) and (2) are applied in place of Lemma 6.5 (1) and (2) respectively
to bound jp0,ml`mq
`
xy´1l
˘
and jp0,md`1`mq pxy1...ydq, and
- the first estimate in Lemma 6.9 (1) is used for jp0,md`1`mq pxy1...ydq in the case
̺ “ ̺´.
In this way, one obtains the following estimate
2d
ż
Rd`
ˇˇ jp0,md`1`mq pxy1...ydqˇˇ dź
l“1
ˇˇˇ
y2νl´1l jp0,ml`mq
`
xy´1l
˘ˇˇˇ
dyd...dy1
Î
ÿ
̺‰̺´
ś
lPL´p̺qp|ml ` m| ` 1q1´2aś
lPL`p̺q Γ
`|ml ` m| ` 12˘ p|ml ` m| ` 1q2a
p2πxq
ř
lPL`p̺q
|ml`m|´ 12 |L´p̺q|`aI2ν`aed ,md`med p̺q
`
śd
l“1p|ml ` m| ` 1q
Γ
`|md`1 ` m| ` 12˘ p2πxq´ d2`|md`1`m|I2ν`|md`1`m|edp̺´q,
IXwith a P “´ 12 , 0‰. Now the implied constant above depends only on d. Suppose that
´ 12 ´ a ă 2Re νl ă ´a for all l “ 1, ..., d, then the integrals I2ν`aed ,md`medp̺q and
I2ν`|md`1`m|edp̺´q are absolutely convergent and of size Od
´ś
lPL`p̺qp|ml ` m| ` 1q´1
¯
and Od
`p|md`1 ` m| ` 1q´d˘ respectively. A final estimation using Stirling’s asymptotic
formula yields our asserted bound. Q.E.D.
Remark 6.10. In the case d “ 1, modifying over the ideas in Remark 6.6, one may
show the slightly improved estimate
2
ż 8
0
ˇˇ
y2ν´1 jp0,m1`mq
`
xy´1
˘ jp0,m2`mq pxyqˇˇdy
Îm1,m2
ˆ
2πex
|m| ` 1
˙|m|
p|m| ` 1qAx´ 12 max  xA, x´A( ,
given that |Re ν| ă 14 , with A “ max t|m1|, |m2|u.
IXWhen ̺ “ ̺´, k does not occur in the definition of Iλ,kp̺´q and is therefore suppressed from the
subscript.
THEORY OF BESSEL FUNCTIONS OF HIGH RANK - II 49
6.5. The series of integrals Jν,mpx, uq. We define the following series of integrals,
Jν,mpx, uq “ 12π
ÿ
mPZ
um jν,m`menpxq
“ 2
d´1
π
ÿ
mPZ
um
ż
Rd
`
jp0,md`1`mq pxy1...ydq
dź
l“1
y2νl´1l jp0,ml`mq
`
xy´1l
˘
dyd...dy1,
(6.16)
with x P R` and u P C, |u| “ 1.
6.5.1. Absolute convergence of Jν,mpx, uq. We have the following direct consequence
of Lemma 6.8.
Proposition 6.11. Let pν, mq P Cd ˆ Zd`1. The series of integrals Jν,mpx, uq defined
by (6.16) is absolutely convergent if ν P Ť
aPr´ 12 ,0s S
d `´ 14 ´ 12 a,´ 12 a˘.
6.5.2. Equality between Jpµ,mq
`
xeiφ
˘
and Jν,m
`
x
1
d`1 , eiφ
˘
. In view of Proposition 6.7
along with (4.45) and (6.16), the following proposition is readily established.
Proposition 6.12. Let pν, mq P Cd ˆ Zd`1. Suppose that ν satisfies the condition
in Proposition 6.11 so that Jν,mpx, uq is absolutely convergent. Then, given that µ and ν
satisfy the relations in Notation 6.1, we have the identity
Jpµ,mq
`
xeiφ
˘ “ Jν,m`x 1d`1 , eiφ˘,
with x P R` and φ P R{2πZ.
6.6. Proof of Theorem 6.2.
Lemma 6.13. Let k P Zd and recall the integral Jkpy; x, φq defined by (6.6, 6.7). We
have the following absolutely convergent series expansion of Jkpy; x, φq
(6.17) Jkpy; 2πx, φq “ 12π
ÿ
mPZ
eimφ jp0,mq pxy1...ydq
dź
l“1
jp0,kl`mq
`
xy´1l
˘
.
Proof. In view of Example 4.22, we have the integral representation
jp0,mqpxq “
ż
R{2πZ
eimθ`4πix cos θdθ
as well as the Fourier series expansion
e4πix cosφ “ 1
2π
ÿ
mPZ
jp0,mqpxqeimφ.
Therefore
1
2π
ÿ
mPZ
eimφ jp0,mq pxy1...ydq
dź
l“1
jp0,kl`mq
`
xy´1l
˘
“ 1
2π
ÿ
mPZ
eimφ jp0,mq pxy1...ydq
ż
pR{2πZqd
eim
řd
l“1 θlei
řd
l“1piklθ`4πixy´1l cos θlqdθd...dθ1
“
ż
pR{2πZqd
˜
1
2π
ÿ
mPZ
eimp
řd
l“1 θl`φq jp0,mq pxy1...ydq
¸
ei
řd
l“1piklθ`4πixy´1l cos θlqdθd...dθ1
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“
ż
pR{2πZqd
e4πixy1...yd cosp
řd
l“1 θl`φqei
řd
l“1piklθ`4πixy´1l cos θlqdθd...dθ1.
The absolute convergence required for the validity of each equality above is justified by
the first estimate of jp0,mqpxq in Lemma 6.9 (1). The proof is completed, since the last line
is exactly the definition of Jkpy; 2πx, φq. Q.E.D.
Inserting the series expansion of Jkpy; 2πx, φq in Lemma 6.13 into the integral in (6.9)
and interchanging the order of integration and summation, one arrives exactly at the series
of integrals Jν,pk,0q
`
x, eiφ
˘ “ e´imd`1φJν,m `x, eiφ˘. The first assertion on absolute conver-
gence in Theorem 6.2 follows immediately from Proposition 6.11, whereas the identity in
the second assertion is a direct consequence of Proposition 6.12.
6.7. The rank-two case (d “ 1).
6.7.1. The real case. The formal integral representation Jν,ǫp2π
?
x,˘q of the Bessel
kernel Jp 12 ν,´ 12 νq,pǫ,0qp˘xq is reduced to the following integral representations of classical
Bessel functions
˘πie˘ 12 πiνHp1,2qν p2xq “
ż 8
0
yν´1e˘ixpy`y
´1qdy, 2e˘ 12 πiνKνp2xq “
ż 8
0
yν´1e˘ixpy´y
´1qdy,
which are only (conditionally) convergent when |Re ν| ă 1 (see [Qi1, §2.3.2]).
6.7.2. The complex case.
Lemma 6.14. Let k P Z. Recall from (6.6, 6.7) the definition
Jkpy; x, φq “
ż 2π
0
eikθ`2ixy
´1 cos θ`2ixy cospθ`φqdθ, x, y P p0,8q, φ P r0, 2πq.
Define Ypy, φq “ ˇˇy´1 ` yeiφ ˇˇ “ ay´2 ` 2 cosφ` y2, Φpy, φq “ argpy´1 ` yeiφq and
Epy, φq “ eiΦpy,φq. Then
(6.18) Jkpy; x, φq “ 2πikEpy, φq´kJk p2xYpy, φqq .
Proof. (6.18) follows immediately from the identity
2πikJkpxq “
ż 2π
0
eikθ`ix cos θdθ,
along with the observation
y´1 cos θ ` y cospθ ` φq “ Re
´
y´1eiθ ` yeipθ`φq
¯
“ Ypy, φq cos pθ ` Φpy, φqq .
Q.E.D.
Proposition 6.15. Let ν P C and k P Z. Recall the definition of Jν,k
`
x, eiφ
˘
given by
(6.9). Then
(6.19) Jν,k
`
x, eiφ
˘ “ 4πik ż 8
0
y2ν´1
“
y´1 ` yeiφ‰´k Jk `2x ˇˇy´1 ` yeiφ ˇˇ˘ dy,
with x P p0,8q and φ P r0, 2πq. Here, we recall the notation rzs “ z{|z|. The integral in
(6.19) converges when |Re ν| ă 34 and the convergence is absolute if and only if |Re ν| ă 14 .
Moreover, it is analytic with respect to ν on the open vertical strip S
`´ 34 , 34˘.
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Proof. (6.19) follows immediately from Lemma 6.14.
As for the convergence, since one arrives at an integral of the same form with ν, φ
replaced by ´ν,´φ if the variable is changed from y to y´1, it suffices to consider the
integral ż 8
2
y2ν´1e´ikΦpy,φqJk p2xYpy, φqq dy,
for Re ν ă 34 . We have the following asymptotic of Jkpxq (see [Wat, 7.21 (1)])
Jkpxq “
ˆ
2
πx
˙ 1
2
cos
`
x ´ 12 kπ´ 14π
˘` Ok`x´ 32 ˘.
The error term contributes an absolutely convergent integral when Re ν ă 34 , whereas the
integral coming from the main term absolutely converges if and only if Re ν ă 14 . We are
now reduced to the integralż 8
2
y2ν´1e´ikΦpy,φq pxYpy, φqq´ 12 e˘2ixYpy,φqdy.
In order to see the convergence, we split out e˘2ixy from e˘2ixYpy,φq and put fν,kpy; x, φq “
y2ν´1e´ikΦpy,φq pxYpy, φqq´ 12 e˘2ixpYpy,φq´yq. Partial integration turns the above integral into
¯ 1
2ix 32
ˆ
22ν´1e´ikΦp2,φqYp2, φq´ 12 e˘2ixYp2,φq `
ż 8
2
pB fν,k{Byq py; x, φqe˘2ixydy
˙
.
Some calculations show that pB fν,k{Byq py; x, φq Îν,k,x y2Re ν´ 52 for y ě 2, and hence the
integral in the second term is absolutely convergent when Re ν ă 34 . With the above
arguments, the analyticity with respect to ν is obvious. Q.E.D.
Corollary 6.16. Let µ P S `´ 38 , 38˘ and m P Z. We have
(6.20) Jpµ,´µ,m,0q
`
xeiφ
˘ “ 4πim ż 8
0
y4µ´1
“
y´1 ` yeiφ‰´m Jm `4π?x ˇˇy´1 ` yeiφ ˇˇ˘ dy,
with x P p0,8q and φ P r0, 2πq. The integral in (6.20) converges if |Reµ| ă 38 and
absolutely converges if and only if |Reµ| ă 18 .
Proof. From Theorem 6.2, we see that (6.20) holds for S `´ 18 , 18˘. In view of Propo-
sition 6.15, the right hand side of (6.20) is analytic in µ on S `´ 38 , 38˘, and therefore it is
allowed to extend the domain of equality from S
`´ 18 , 18˘ onto S `´ 38 , 38˘. Q.E.D.
7. Two connection formulae for Jpµ,mqpzq
In this section, we shall prove two formulae for Jpµ,mqpzq in connection with the two
kinds of Bessel functions of rank n and positive sign. These Bessel functions arise as
solutions of Bessel equations in [Qi1, §7] and their relations have been unraveled in [Qi1,
§8.2]. Our motivation is based on the following self-evident identity for the rank-one
example
epz` zq “ epzqepzq.
52 ZHI QI
7.1. The first connection formula. For ς P t`,´u, λ P Cn and l “ 1, ..., n, we
define the following series of ascending powers of z (see [Qi1, §7.1])
(7.1) Jlpz; ς, λq “
8ÿ
m“0
pςinqmznp´λl`mqśn
k“1 Γ pλk ´ λl ` m` 1q
, z P U.
Jlpz; ς, λq is called a Bessel function of the first kind, n , ς and λ its rank, sign and index,
respectively. Since the definition (7.1) is valid for any λ P Cn, the assumption λ P Ln´1
that we imposed in [Qi1] is rather superfluous. Also, we have the following formula in the
same fashion as (4.6) in Lemma 4.6,
(7.2) Jl pz; ς, λ´ λenq “ znλJlpz; ς, λq.
Theorem 7.1. Let pµ, mq P Ln´1 ˆ Zn. We have
Jpµ,mqpzq “
`
2π2
˘n´1 nÿ
l“1
S lpµ, mqJl
`
2πz
1
n ;`, µ` 12 m
˘
Jl
`
2πz
1
n ;`, µ´ 12 m
˘
,(7.3)
with S lpµ, mq “
ś
k‰lp˘iqml´mk{ sin
`
π
`
µl ´ µk ˘ 12 pml ´ mkq
˘˘
. Here, z 1n is the princi-
pal n-th root of z, that is `xeiφ˘ 1n “ x 1n e 1n iφ. The expression on the right hand side of (7.3)
is independent on the choice of the argument of z modulo 2π. It is understood that the right
hand side should be replaced by its limit if pµ, mq is not generic with respect to the order
ď on Cˆ Z in the sense of Definition 4.1.
Proof. Recall from (2.6, 2.7, 4.22, 4.45) that
Jpµ,mq
`
xeiφ
˘ “p2πqn´1 8ÿ
m“´8
i
řn
k“1 |mk`m|eimφ
1
2πi
ż
Cpµ,m`menq
˜
nź
l“1
Γ
`
s´ µl ` 12 |ml ` m|
˘
Γ
`
1´ s` µl ` 12 |ml ` m|
˘¸ pp2πqnxq´2s ds.
Assume first that pµ, mq is generic with respect to the order ď on C ˆ Z. The sets of
poles of the gamma factors in the above integral are
 
µl ´ 12 |ml ` m| ´ α
(
αPN, l “ 1, ..., n.
With the generic assumption, the integrand has only simple poles. We left shift the integral
contour of each integral in the series and pick up the residues from these poles. The con-
tribution from the residues at the poles of the l-th gamma factor is the following absolutely
convergent double series,
p2πqn´1
8ÿ
m“´8
i
řn
k“1 |mk`m|eimφ
8ÿ
α“0
p´qα pp2πqnxq´2µl`|ml`m|`2α
α!pα` |ml ` m|q!ź
k‰l
Γ
`
µl ´ µk ´ 12 p|ml ` m| ´ |mk ` m|q ´ α
˘
Γ
`
1´ µl ` µk ` 12 p|ml ` m| ` |mk ` m|q ` α
˘ .
Euler’s reflection formula of the Gamma function turns this into`
2π2
˘n´1ś
k‰l iml´mk sin
`
π
`
µl ´ µk ´ 12 pml ´ mkq
˘˘
THEORY OF BESSEL FUNCTIONS OF HIGH RANK - II 53
8ÿ
m“´8
in|ml`m|eimφ
8ÿ
α“0
p´qnα pp2πqnxq´2µl`|ml`m|`2αśn
k“1
ś
˘ Γ
`
1´ µl ` µk ` 12 p|ml ` m| ˘ |mk ` m|q ` α
˘ .
We now interchange the order of summations, truncate the sum over m between ´ml and
´ml ` 1 and make the change of indices β “ α` |ml ` m|. With the observation that, no
matter what mk is, one of 12 p|ml ` m| ` |mk ` m|q and 12 p|ml ` m| ´ |mk ` m|q is equal to
1
2 pml ´ mkq and the other to |ml ` m| ´ 12 pml ´ mkq if m ě ´ml ` 1, whereas the signs in
front of the two 12 pml ´ mkq are changed if m ď ´ml, the double series in the expression
above turns into
8ÿ
α“0
8ÿ
β“α`1
inpα`βqeipβ´α´mlqφ pp2πqnxq´2µl`α`βśn
k“1 Γ
`
1´ µl ` µk ` 12 pml ´ mkq ` α
˘
Γ
`
1´ µl ` µk ´ 12 pml ´ mkq ` β
˘
`
8ÿ
α“0
8ÿ
β“α
inpα`βqeipα´β´mlqφ pp2πqnxq´2µl`α`βśn
k“1 Γ
`
1´ µl ` µk ´ 12 pml ´ mkq ` α
˘
Γ
`
1´ µl ` µk ` 12 pml ´ mkq ` β
˘ ,
which is then equal to
8ÿ
α“0
8ÿ
β“0
inpα`βqeipβ´α´mlqφ pp2πqnxq´2µl`α`βśn
k“1 Γ
`
1´ µl ` µk ` 12 pml ´ mkq ` α
˘
Γ
`
1´ µl ` µk ´ 12 pml ´ mkq ` β
˘ .
This double series is clearly independent on the choice of φ modulo 2π, and splits exactly
as the product
Jl
`
2πx
1
n e
1
n
iφ;`, µ` 12 m
˘
Jl
`
2πx
1
n e´
1
n
iφ;`, µ´ 12 m
˘
.
This proves (7.3) in the case when pµ, mq is generic. As for the nongeneric case, one just
passes to the limit. Q.E.D.
7.2. The second connection formula. According to [Qi1, §7.3.2], Bessel functions
of the second kind are solutions of Bessel equations defined according to their asymptotics
at infinity. To remove the restriction λ P Ln´1 on the definition of Jpz; λ; ξq, with ξ a 2n-th
root of unity, we simply impose the additional condition
(7.4) J pz; λ´ λen; ξq “ znλJpz; λ; ξq.
Remark 7.2. Let ξ be an n-th root of ς1. We may also use the following formula as an
alternative definition of J pz; λ; ξq (compare [Qi1, Corollary 8.5])
(7.5) Jpz; λ; ξq “ ?n
´
π
2
¯ n´1
2 p´iξq n´12 `|λ|
nÿ
l“1
`
iξ
˘nλl S lpλqJlpz; ς, λq.
where p´iξq n´12 `|λ| “ ep n´12 `|λ|qp´ 12 πi`i arg ξq and `iξ˘nλl “ e 12 πinλl´inλl arg ξ by convention,
and S lpλq “
ś
k‰l 1{ sin pπpλl ´ λkqq´1.
Given an integer a, define ξa, j “ e2πi j`a´1n , j “ 1, ..., n. Let σl,dpλq, d “ 0, 1, ..., n´ 1,
l “ 1, ..., n, denote the elementary symmetric polynomial in e´2πiλ1 , ...,{e´2πiλl , ..., e´2πiλn
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of degree d. It follows from [Qi1, Corollary 8.7] that
Jlpz;`, λq “ e
3
4 πippn´1q`2|λ|q
?
np2πq n´12
eπip 12 n`2a´2qλl
nÿ
j“1
p´qn´ jξ´
n´1
2 ´|λ|
a, j σl,n´ jpλqJ pz; λ; ξa, jq .
(7.6)
In addition, we shall require the definition
τlpλq “
ź
k‰l
`
e´2πiλm ´ e´2πiλk˘ “ p´2iqn´1e´πi|λ|e´πipn´2qλl ź
k‰l
sin pπpλl ´ λkqq .
We introduce the column vectors of the two kinds of Bessel functions
Xpz; λq “ `Jlpz;`, λq˘nl“1, Yapz; λq “ `Jpz; λ; ξa, jq˘nj“1,
and the matrices
Σpλq “ `σl,n´ jpλq˘nl, j“1,
Eapλq “ diag
´
eπip 12 n`2a´2qλl
¯n
l“1
, Dapλq “ diag
´
p´qn´ jξ´
n´1
2 ´|λ|
a, j
¯n
j“1
.
Then the formula (7.6) may be written as
(7.7) Xpz; λq “ e
3
4 πippn´1q`2|λ|q
?
np2πq n´12
¨ EapλqΣpλqDapλqYapz; λq.
We now formulate (7.3) as
Jpµ,mqpzq “ p´q|m|e´
1
2 πipn´1q
`
4π2
˘n´1 ¨ tX ´2πz 1n ; λ`pµ,mq¯S pµ,mqX ´2πz 1n ; λ´pµ,mq¯ ,(7.8)
with λ˘pµ,mq “ µ˘ 12 m and
S pµ,mq “ diag
ˆ
τl
´
λ˘pµ,mq
¯´1
e´πippn´2qµl¯mlq
˙n
l“1
.
We insert into (7.8) the formulae of X
´
2πz 1n ; λ`pµ,mq
¯
and X
´
2πz
1
n ; λ´pµ,mq
¯
given by (7.7),
with λ “ λ`pµ,mq, a “ 0 in the former and λ “ λ´pµ,mq, a “ 1 ´ r, for r “ 0, 1, ..., n, in the
latter. Then follows the formula
Jpµ,mqpzq “ p´qpn´1q`|m|
p2πqn´1
n
tY0 2´πz
1
n ; λ`pµ,mq¯ D0 λ´
`
pµ,mq¯
tΣpµ,mqRpµ,mqΣpµ,mqD1´r λ´´pµ,mq¯ Y1´r 2´πz
1
n ; λ´pµ,mq¯ ,
(7.9)
where
Σpµ,mq “ Σ
´
λ`pµ,mq
¯
“ Σ
´
λ´pµ,mq
¯
,
Rpµ,mq “ E0
´
λ`pµ,mq
¯
S pµ,mqE1´r
´
λ´pµ,mq
¯
“ diag
ˆ
τl
´
λ˘pµ,mq
¯´1
e
´2πirλ˘
pµ,mq,l
˙n
l“1
.
We are therefore reduced to computing the matrix tΣpµ,mqRpµ,mqΣpµ,mq. For this, we have
the following lemma.
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Lemma 7.3. Let x “ px1, ..., xnq P Cn be a generic n-tuple in the sense that all its
components are distinct. Let σl,d, respectively σd, denote the elementary symmetric poly-
nomial in x1, ..., pxl, ..., xn, respectively x1, ..., xn, of degree d, and let τl “ śh‰lpxl ´ xhq.
Define the matrices Σ “ `σl,n´ j˘nl, j“1, X “ diag pxlqnl“1 and T “ diag `τ´1l ˘nl“1. Then, for
any r “ 0, 1, ..., n, the matrix tΣXrTΣ can be written as˜
p´qn´rA 0
0 p´qn´r`1B
¸
,
where
A “
¨˚
˚˚˚˚
˝
0 ¨ ¨ ¨ 0 σn
... . .
.
. .
. ...
0 . .
.
. .
.
σn´r`2
σn ¨ ¨ ¨ σn´r`2 σn´r`1
‹˛‹‹‹‹‚, B “
¨˚
˚˚˚˚
˝
σn´r´1 σn´r´2 ¨ ¨ ¨ σ0
σn´r´2 . .
.
. .
.
0
... . .
.
. .
. ...
σ0 0 ¨ ¨ ¨ 0
‹˛‹‹‹‹‚.
More precisely, the pk, jq-th entry ak, j, k, j “ 1, ..., r, of A is given by
ak, j “
#
σn`r´k´ j`1 if k ` j ě r ` 1,
0 if otherwise,
whereas the pk, jq-th entry bk, j, k, j “ 1, ..., n´ r, of B is given by
bk, j “
#
σn´r´k´ j`1 if k ` j ď n´ r ` 1,
0 if otherwise.
Proof of Lemma 7.3. Appealing to the Lagrange interpolation formula, we find in
[Qi1, Lemma 8.6] that the inverse of TΣ is equal to the matrix U “
´
p´qn´ jx j´1l
¯n
j,l“1
.
Therefore, it suffices to show that
tΣXr “
˜
p´qn´rA 0
0 p´qn´r`1B
¸
U.
This is equivalent to the following two collections of identities,
rÿ
j“r´k`1
p´qr` jσn`r´k´ j`1x j´1l “ σl,n´k xrl , k “ 1, ..., r,
n´r´k`1ÿ
j“1
p´q j´1σn´r´k´ j`1xr` j´1l “ σl,n´r´k xrl , k “ 1, ..., n´ r,
which are further equivalent to
kÿ
j“1
p´qk` jσn´ j`1x j´k´1l “ σl,n´k, k “ 1, ..., r,
kÿ
j“1
p´q j´1σk´ jx j´1l “ σl,k´1, k “ 1, ..., n´ r.
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The last two identities can be easily seen, actually for all k “ 1, ..., n, from computing the
coefficients of xk´1 and x2n´k on the two sides ofź
h‰l
px ´ xhq “
˜ 8ÿ
p“0
x
p
l x
´p´1
¸
nź
h“1
px ´ xhq,
pxn ´ xnl q
ź
h‰l
px ´ xhq “
˜
nÿ
p“1
x
p´1
l x
n´p
¸
nź
h“1
px ´ xhq,
respectively. Q.E.D.
Applying Lemma 7.3 with xl “ e´2πiλ
˘
pµ,mq,l “ p´qml e´2πiµl to the formula (7.9), we
arrive at the following theorem.
Theorem 7.4. Let pµ, mq P Ln´1 ˆ Zn and r P t0, 1, .., nu. Define ξ j “ e2πi j´1n ,
ζ j “ e2πi j´rn , and denote by σdpµ,mq the elementary symmetric polynomial in p´qm1 e´2πiµ1 ,
..., p´qmn e´2πiµn of degree d, with j “ 1, ..., n and d “ 0, 1, ..., n. Then we have
Jpµ,mqpzq “ p´q|m|
p2πqn´1
n
ÿÿ
k, j“1,...,r
k` jěr`1
Ck, jpµ, mq
J
`
2πz
1
n ;µ` 12 m; ξk
˘
J
`
2πz
1
n ;µ´ 12 m; ζ j
˘
` p´q|m| p2πq
n´1
n
ÿÿ
k, j“1,...,n´r
k` jďn´r`1
Dk, jpµ, mq
J
`
2πz
1
n ;µ` 12 m; ξr`k
˘
J
`
2πz
1
n ;µ´ 12 m; ζr` j
˘
.
(7.10)
with
Ck, jpµ, mq “ p´qr`k` j`1ξ´
n´1
2 ´ 12 |m|
k ζ
´ n´12 ` 12 |m|
j σ
n`r´k´ j`1
pµ,mq ,(7.11)
Dk, jpµ, mq “ p´qr`k` jξ´
n´1
2 ´ 12 |m|
r`k ζ
´ n´12 ` 12 |m|
r` j σ
n´r´k´ j`1
pµ,mq .(7.12)
Lemma 7.5. We retain the notations in Theorem 7.4. Moreover, we define Ipµq “
max t|Im µl|u.
(1.1). For k “ 1, ..., r, we have Ck,r´k`1pµ, mq “ p´ξkq|m|.
(1.2). Let k, j “ 1, ..., r be such that k` j ě r` 2. Denote p “ k` j´ r´ 1. We have
the estimate
|Ck, jpµ, mq| ď
ˆ
n
p
˙
exp
`
2πmin tn´ p, puIpµq˘.
(2.1). For k “ 1, ..., n´ r, we have Dk,n´r´k`1pµ, mq “ p´ξk`rq|m|.
(2.2). Let k, j “ 1, ..., n´ r be such that k` j ď n´ r. Denote p “ n´ r´ k´ j` 1.
We have the estimate
|Dk, jpµ, mq| ď
ˆ
n
p
˙
exp
`
2πmin tn´ p, puIpµq˘.
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7.3. The rank-two case.
Example 7.6. Let µ P C and m P Z.
If we define
(7.13) Jµ,mpzq “ J´2µ´ 12 m pzq J´2µ` 12 m pzq ,
then
(7.14) Jpµ,´µ,m,0q pzq “
$’’’&’’’%
2π2
sinp2πµq r
?
zs´m pJµ,mp4π
?
zq´ J´µ,´mp4π
?
zqq if m is even,
2π2i
cosp2πµqr
?
zs´m pJµ,mp4π
?
zq` J´µ,´mp4π
?
zqq if m is odd,
which should be interpreted in the way as in Theorem 7.1. We remark that the generic case
is when 4µ R 2Z` m.
On the other hand, using the connection formulae ([Wat, 3.61 (1, 2)])
Jνpzq “ H
p1q
ν pzq ` Hp2qν pzq
2
, J´νpzq “ e
πiνHp1qν pzq ` e´πiνHp2qν pzq
2
,
one obtains
(7.15) Jpµ,´µ,m,0qpzq “ π2ir
?
zs´m
´
e2πiµHp1qµ,m p4π
?
zq ` p´qm`1e´2πiµHp2qµ,m p4π
?
zq
¯
,
with the definition
(7.16) Hp1,2qµ,m pzq “ Hp1,2q2µ` 12 m pzqH
p1,2q
2µ´ 12 m
pzq .
8. The asymptotic expansion of Jpµ,mqpzq
The asymptotic of Jpµ,δqpxq has already been established in [Qi1, Theorem 5.13, 9.4].
In the following, we shall present the asymptotic expansion of Jpµ,mqpzq.
First of all, we have the following proposition on the asymptotic expansion of Jpz; λ; ξq,
which is in substance [Qi1, Theorem 7.27].
Proposition 8.1. Let λ P Cn and define Cpλq “ max  ˇˇλl ´ 1n |λ|ˇˇ` 1(. Let ξ be a
2n-th root of unity. For a small positive constant ϑ, say 0 ă ϑ ă 12π, we define the sector
S1ξpϑq “
!
z :
ˇˇˇ
arg z´ argpiξq
ˇˇˇ
ă π` π
n
´ ϑ
)
.
For a positive integer A, we have the asymptotic expansion
Jpz; λ; ξq “ einξzz´ n´12 ´|λ|
˜
A´1ÿ
α“0
piξq´αBα
`
λ´ 1
n
|λ|en˘ z´α ` OA, ϑ, n `Cpλq2A|z|´A˘
¸
for all z P S1
ξ
pϑq such that |z| ÏA,ϑ,n Cpλq2. Here Bαpλq is a certain symmetric polynomial
function in λ P Ln´1 of degree 2α, with B0pλq “ 1.
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Lemma 8.2. Let r be a positive integer. Suppose that either n “ 2r or n “ 2r ´ 1. Put
ϑn “ 1n π if n “ 2r and ϑn “ 12nπ if n “ 2r ´ 1. For a given constant 0 ă ϑ ă ϑn define
the sector
Snpϑq “
$’’&’’%
"
z : ´π
2
´ π
n
` ϑ ă arg z ă ´π
2
` 3π
n
´ ϑ
*
if n “ 2r,"
z : ´π
2
´ π
n
` ϑ ă arg z ă ´π
2
` 2π
n
´ ϑ
*
if n “ 2r ´ 1,
Let pµ, mq P Ln´1 ˆ Zn and define Cpµ, mq “ max  |µl| ` 1, ˇˇml ´ 1n |m|ˇˇ` 1(. Define
ξ j “ e2πi j´1n and ζ j “ e2πi j´rn for j “ 1, ..., n. Then, for any z P Snpϑq such that |z| ÏA,ϑ,n
Cpµ, mq2, we have
J
`
2πz;µ` 12 m; ξk
˘
J
`
2πz;µ´ 12 m; ζ j
˘ “ e pn pξkz` ζ jzqqp2πqn´1|z|n´1rzs|m|¨˚
˚˝ ÿÿ
α, β“0,...,A´1
α`βďA´1
piξkq´αpiζ jq´βBα,βpµ, mqz´αz´β ` OA,ϑ,n
`
Cpµ, mq2A|z|´A˘‹˛‹‚,
with
Bα,βpµ, mq “ Bα
`
µ` 12 m´ 12n |m|en
˘
Bβ
`
µ´ 12 m` 12n |m|en
˘
, α, β P N,
where Bαpλq is the polynomial function in λ of degree 2α given in Proposition 8.1.
Proof. Recall that, for an integer a, we defined ξa, j “ e2πi j`a´1n . Note that ξ j “ ξ0, j
and ζ j “ ξ1´r, j. It is clear that
nč
j“1
S1ξa, jpϑq “
"
z : ´π
2
´ 2a` 1
n
π` ϑ ă arg z ă ´π
2
´ 2a´ 3
n
π´ ϑ
*
.
We denote this sector by S1apϑq. Observe that, when n “ 2r or 2r ´ 1, the intersection
S10pϑq X S11´rpϑq is exactly the sector Snpϑq. In other words, for all j “ 1, ..., n, z P S1ξ jpϑq
and z P S1
ζ j
pϑq both hold if z P Snpϑq. Therefore, Proposition 8.1 can be applied to yield
the asymptotic expansion of J
`
2πz;µ` 12 m; ξk
˘
J
`
2πz;µ´ 12 m; ζ j
˘
as above. Q.E.D.
Remark 8.3. In view of our choice of ϑ, the sector Snpϑq is of angle at least 2n π, and
therefore the sector Snpϑqn “ tzn : z P Snpϑqu covers the whole C r t0u.
Lemma 8.4. Let notations be as in Lemma 8.2.
(1.1). For k “ 1, ..., r, we have
Im pξkz` ζr´k`1zq “ 0.
(1.2). Let k, j “ 1, ..., r be such that k ` j ě r ` 2. For any z P Snpϑq, we have
Im pξkz` ζ jzq ě 2 sin
ˆ
k ` j ´ r ´ 1
n
π
˙
sinϑ ¨ |z|.
(2.1). For k “ 1, ..., n´ r, we have
Im pξk`rz` ζn´k`1zq “ 0.
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(2.2). Let k, j “ 1, ..., n´ r be such that k ` j ď n´ r. For any z P Snpϑq, we have
Im pξk`rz` ζ j`rzq ě
$’’&’’%
2 sin
ˆ
n´ r ´ k ´ j ` 1
n
π
˙
sinϑ ¨ |z|, if n “ 2r,
2 sin
ˆ
n´ r ´ k ´ j ` 1
n
π
˙
sin
´
π
n
` ϑ
¯
¨ |z|, if n “ 2r ´ 1.
Proof. We shall only prove (1.1) and (1.2) in the case n “ 2r. The other cases follow
in exactly the same way.
Write z “ xeiφ. Since
ξkz` ζ jz “ xe2πi
k´1
2r `iφ ` xe2πi j´r2r ´iφ
“ xeπi k` j´r´12r
´
eπi
k´ j`r´1
2r `iφ ` e´πi k´ j`r´12r ´iφ
¯
,
(1.1) is then obvious (we also note that ζr´k`1 “ ξk), whereas (1.2) is equivalent to
(8.1) cos
ˆ
k ´ j ` r ´ 1
2r
π` φ
˙
ě sinϑ.
Observe that the condition z P S2rpϑq amounts toˇˇˇ
φ` π
2
´ π
2r
ˇˇˇ
ă π
r
´ ϑ.
Moreover, under our assumptions on k and j in (1.2), one has |k´ j| ď r´2. Consequently,
these yield the following estimateˇˇˇˇ
k ´ j ` r ´ 1
2r
π` φ
ˇˇˇˇ
ď r ´ 2
2r
π` π
r
´ ϑ “ π
2
´ ϑ.
Thus (8.1) is proven. Q.E.D.
Remark 8.5. In cases other than those listed in Lemma 8.4, Im pξkz` ζ jzq can not
always be nonnegative for all z P Snpϑq. Fortunately, these cases are excluded from the
second connection formula for Jpµ,mqpzq in Theorem 7.4.
Now the asymptotic expansion of Jpµ,mq pzq can be readily established using Theorem
7.4 along with Lemma 7.5, 8.2 and 8.4.
Theorem 8.6. Denote by Xn the set of n-th roots of unity. Let pµ, mq P Ln´1 ˆ Zn and
define Cpµ, mq “ max  |µl| ` 1, ˇˇml ´ 1n |m|ˇˇ` 1(. Let A be a positive integer. Then
Jpµ,mq pznq “
ÿ
ξPXn
e
`
n
`
ξz` ξz˘˘
n|z|n´1rξzs|m|
¨˚
˚˝ ÿÿ
α, β“0,...,A´1
α`βďA´1
i´α´βξ´α`βBα,βpµ, mqz´αz´β
‹˛‹‚
`OA,n
`
Cpµ, mq2A|z|´A´n`1˘,
if |z| ÏA,n Cpµ, mq2, with the coefficient Bα,βpµ, mq given in Lemma 8.2.
We may also prove the following elaborate version of Theorem 8.6.
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Theorem 8.7. Let notations be as in Lemma 8.2 and Theorem 8.6. Let Ipµq “
max t|Im µl|u. Then we may write
Jpµ,mq pznq “
ÿ
ξPXn
e
`
n
`
ξz` ξz˘˘
n|z|n´1rξzs|m| Wpµ,mq pz, ξq ` Epµ,mqpzq,
such that
Wpµ,mq pz, ξq “
ÿÿ
α, β“0,...,A´1
α`βďA´1
i´α´βξ´α´βBα,βpµ, mqz´αz´β ` OA,n
`
Cpµ, mq2A|z|´A˘ ,
and
Epµ,mqpzq “ On
`|z|´n`1 exp `2πIpµq ´ 4πn sin ` 1
n
π
˘
sinϑ|z|˘ ˘,
for z P Snpϑq with |z| ÏA,n Cpµ, mq2. Moreover, Epµ,mqpzq ” 0 when n “ 1, 2.
9. Hankel transforms from the representation theoretic viewpoint
We shall start with a brief review of Hankel transforms over an archimedean local
fieldX in the work of Ichino and Templier [IT] on the Voronoı¨ summation formula. For the
theory of L-functions and local functional equations over a local field the reader is referred
to Cogdell’s survey [Cog]. We shall then study Hankel transforms using the Langlands
classification. For this, Knapp’s article [Kna] is used as our reference, with some change
of notations for our convenience.
Let F be an archimedean local field with normalized absolute value } } “ } }F defined
as in §2.3, and let ψ be a given additive character on F. For s P C, let ωs denote the
character ωspxq “ }x}s. Let ηpxq “ sgnpxq for x P Rˆ and ηpzq “ rzs for z P Cˆ.
Suppose for the moment n ě 2. Let π be an infinite dimensional irreducible admissible
generic representation of GLnpFqXI, andWpπ, ψq be the ψ-Whittaker model of π. Denote
by ωπ the central character of π. Recall that the γ-factor γps, π, ψq of π is given by
γps, π, ψq “ ǫps, π, ψqLp1 ´ s,rπq
Lps, πq
where rπ is the contragradient representation of π, ǫps, π, ψq and Lps, πq are the ǫ-factor and
the L-function of π respectively.
To a smooth compactly supported function w on Fˆ we associate a dual function rw on
Fˆ defined by [IT, (1.1)],ż
Fˆ
rwpxqχpxq´1}x}s´ n´12 dˆx
“ χp´1qn´1γp1 ´ s, πb χ, ψq
ż
Fˆ
wpxqχpxq}x}1´s´ n´12 dˆx,
(9.1)
XFor a nonarchimedean local field, Hankel transforms can also be constructed in the same way.
XISince π is a local component of an irreducible cuspidal automorphic representation in [IT], [IT] also
assumes that π is unitary. However, if one only considers the local theory, this assumption is not necessary.
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for all s of real part sufficiently large and all unitary multiplicative characters χ of Fˆ. (9.1)
is independent of the chosen Haar measure dˆx on Fˆ, and uniquely defines rw in terms
of π, ψ and w. We shall let the Haar measure be given as in §2.3. We call rw the Hankel
transform of w associated with π.
According to [IT, Lemma 5.1], there exists a smooth Whitaker function W PWpπ, ψq
so that
(9.2) wpxq “ W
˜
x
In´1
¸
,
for all x P Fˆ. Denote by 4n the n-by-n permutation matrix whose anti-diagonal entries
are 1, that is, the longest Weyl element of rank n, and define
4n,1 “
˜
1
4n´1
¸
.
In the theory of integral representations of Rankin-Selberg L-functions, (9.1) amounts to
the local functional equations of zeta integrals for πb χ, with
(9.3) rwpxq “ rW ˜x
1
¸
“ W
˜
42
˜
x´1
1
¸¸
,
if n “ 2, and
(9.4) rwpxq “ ż
Fn´2
rW
¨˚
˝
¨˚
˝xy In´2
1
‹˛‚4n,1‹˛‚dyψ,
if n ě 3, where rW P Wprπ, ψ´1q is the dual Whittaker function defined by rWpgq “
Wp4n ¨ tg´1q, for g P GLnpFq, and dxψ denotes the self-dual additive Haar measure on F
with respect to ψ. See [IT, Lemma 2.3].
The constraint that π be infinite dimensional and generic is actually dispensable for
defining the Hankel transform via (9.1). In the following, we shall assume that π is any
irreducible admissible representation of GLnpFq. Moreover, we shall also include the case
n “ 1. It will be seen that, after renormalizing the functions w and rw, the Hankel transform
defined by (9.1) turns into the Hankel transform given by (4.34) or (4.43). For this, we shall
apply the Langlands classification for irreducible admissible representations of GLnpFq.
9.1. Hankel transforms over R. Suppose F “ R. Recall that } }R “ | | is the ordi-
nary absolute value. For r P Rˆ let ψpxq “ ψrpxq “ eprxq.
According to [Kna, §3, Lemma], every finite dimensional semisimple representation
ϕ of the Weil group of Rmay be decomposed into irreducible representations of dimension
one or two. The one-dimensional representations are parametrized by pµ, δq P C ˆ Z{2Z.
We denote by ϕpµ,δq the representation given by pµ, δq. ϕpµ,δq corresponds to the representa-
tion χpµ,δq “ ωµηδ of GL1pRq under the Langlands correspondence over R. The irreducible
two-dimensional representations are parametrized by pµ,mq P CˆN`. We denote by ϕpµ,mq
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the representation given by pµ,mq. ϕpµ,mq corresponds to the representationσpmqbωµpdetq
of GL2pRq, where σpmq denotes the discrete series representation of weight m.
In view of the formulae [Kna, (3.6, 3.7)]XII of L-functions and ǫ-factors, the definitions
of Gδ and Gm in (2.3) and (2.6), along with the formula (2.10), we deduce that
γps, ϕpµ,δq, ψq “ sgnprqδ|r|s`µ´
1
2 Gδp1´ s´ µq,(9.5)
whereas
γps, ϕpµ,mq, ψq “ sgnprqδpmq`1|r|2s`2µ´1iGmp1 ´ s´ µq,(9.6)
and
γps, ϕpµ,mq, ψq “ γps, ϕpµ` 12 m, δpmq`1q, ψqγps, ϕpµ´ 12 m, 0q, ψq
“ γps, ϕpµ` 12 m, δpmqq, ψqγps, ϕpµ´ 12 m, 1q, ψq.
(9.7)
To ϕpµ,mq we shall attach either one of the following two parameters
(9.8) `µ` 12 m, µ´ 12 m, δpmq ` 1, 0˘, `µ` 12 m, µ´ 12 m, δpmq, 1˘.
Remark 9.1. (9.7) reflects the isomorphism ϕp0,mq b ϕp0,1q – ϕp0,mq of representations
of the Weil group (here p0, 1q is an element of C ˆ Z{2Z), as well as the isomorphism
σpmq b η – σpmq of representations of GL2pRq.
For ϕ reducible, γps, ϕ, ψq is the product of the γ-factors of the irreducible constituents
of ϕ. Suppose ϕ is n-dimensional. It follows from (9.5, 9.6, 9.7) that there is a parameter
pµ, δq P Cn ˆ pZ{2Zqn attached to ϕ such that
(9.9) γps, ϕ, ψq “ sgnprq|δ||r|nps´ 12 q`|µ|Gpµ,δqp1´ sq.
The irreducible constituents of ϕ are unique up to permutation, but, in view of the two
different parameters attached to ϕpµ,mq in (9.8), the parameter pµ, δq attached to ϕ may not.
Suppose that π corresponds to ϕ under the Langlands correspondence overR. We have
γps, π, ψq “ γps, ϕ, ψq. It is known that π is an irreducible constituent of the principal series
representation unitarily induced from the character
Ân
l“1 χpµl ,δlq of the Borel subgroup. In
particular,
ωπpxq “ ω|µ|pxqη|δ|pxq “ sgnpxq|δ||x||µ|.(9.10)
Now let χ “ χp0,δq “ ηδ in (9.1), δ P Z{2Z. In view of (9.9) and (9.10), one has the
following expression of the γ-factor in (9.1),
(9.11) γp1´ s, πb ηδ, ψq “ ωπprq
`
sgnprqδ|r| 12´s˘nGpµ,δ`δenqpsq.
Some calculations show that (9.1) is exactly translated into (4.34) if one let
υpxq “ ωπprqw
`|r|´ n2 x˘|x|´ n´12 ,
Υpxq “ rw`p´qn´1sgnprqn|r|´ n2 x˘|x|´ n´12 .(9.12)
XIIThe formulae in [Kna, (3.6, 3.7)] are for ψ1. The relation between the epsilon factors ǫps, π, ψrq and
ǫps, π, ψq is given in [Tat, §3] (see in particular [Tat, (3.6.6)]).
THEORY OF BESSEL FUNCTIONS OF HIGH RANK - II 63
Then, (4.39) can be reformulated as
(9.13) rw`p´qn´1x˘ “ ωπprq|r| n2 |x| n´12 ż
Rˆ
wpyqJpµ,δqprnxyq|y|1´
n´1
2 dˆy.
9.2. Hankel transforms over C. Suppose F “ C. Recall that } }C “ } } “ | |2, where
| | denotes the ordinary absolute value. For r P Cˆ let ψpzq “ ψrpzq “ eprz` rzq.
The Langlands classification and correspondence for GLnpCq are less complicated.
First of all, the Weil group of C is simply Cˆ. Any n-dimensional semisimple represen-
tation ϕ of the Weil group Cˆ is the direct sum of one-dimensional representations. The
one-dimensional representations are of the form χpµ,mq “ ωµηm, with pµ,mq P C ˆ Z.
In view of the formulae [Kna, (4.6, 4.7)] of Lps, χpµ,mqq and ǫps, χpµ,mq, ψq as well as the
definition of Gm in (2.6), we have
(9.14) γps, χpµ,mq, ψq “ rrsm}r}s`µ´
1
2 Gmp1´ s´ µq.
Thus ϕ is parametrized by some pµ, mq P Cn ˆ Zn and
(9.15) γps, ϕ, ψq “ rrs|m|}r}nps´ 12 q`|µ|Gpµ,mqp1´ sq.
This parametrization is unique up to permutation, in contrast to the case F “ R.
If π corresponds to ϕ under the Langlands correspondence over C, then one has
γps, π, ψq “ γps, ϕ, ψq. Moreover, π is an irreducible constituent of the principal series
representation unitarily induced from the character
Ân
l“1 χpµl ,mlq of the Borel subgroup.
Note that
ωπpzq “ ω|µ|pzqη|m|pzq “ rzs|m|}z}|µ|.(9.16)
Now let χ “ χp0,mq “ ηm in (9.1), m P Z. Then (9.15) and (9.16) imply
(9.17) γp1´ s, πb ηm, ψq “ ωπprq
`rrsm}r} 12´s˘nGpµ,m`menqpsq.
By putting
υpzq “ ωπprqw
`}r}´ n2 z˘}z}´ n´12 ,
Υpzq “ rw`p´qn´1rrs´n}r}´ n2 z˘}z}´ n´12 ,(9.18)
the identity (9.1) is translated into (4.43), and (4.49) can be reformulated as
(9.19) rw `p´qn´1z˘ “ ωπprq}r} n2 }z} n´12 ż
Cˆ
w puq Jpµ,mqprnzuq}u}1´
n´1
2 dˆu.
9.3. Some new notations. Let π be an irreducible admissible representation of GLnpFq.
For F “ R, respectively F “ C, if π is parametrized by pµ, δq, respectively pµ, mq, we shall
denote simply by Jπ the Bessel kernel Jpµ,δq, respectively Jpµ,mq. Thus, (9.13) and (9.19)
can be uniformly combined into one formula
(9.20) rw `p´qn´1x˘ “ ωπprq}r} n2 }x} n´12 ż
Fˆ
w pyq Jπprn xyq}y}1´
n´1
2 dˆy.
Proposition 4.17 (1) and 4.21 (1) are translated into the following lemma.
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Lemma 9.2. Let π be an irreducible admissible representation of GLnpFq, and let χ be
a character on Fˆ. We have Jχbπpxq “ χ´1pxqJπpxq.
Remark 9.3. Let Zn denote the center of GLn. In view of Lemma 9.2, no general-
ity will be lost if one only considers Jπ for irreducible admissible representations π of
GLnpFq{ZnpR`q.
Let ϕ be the n-dimensional semisimple representation of the Weil group of F corre-
sponding to π under the Langlands correspondence over F.
If F “ R, the function space S pµ,δq
sis pRˆq depends on the choice of the parameter
pµ, δq attached to ϕ, if some discrete series ϕpµ,mq occurs in its decomposition. Thus, one
needs to redefine the function spaces for Hankel transforms according to the Langlands
classification rather than the above parametrization. For this, let n1, n2 P N, pµ1, δ1q P
Cn1ˆpZ{2Zqn1 and pµ2, m2q P Cn2ˆNn2` be such that n1`2n2 “ n and ϕ “
Àn1
l“1 ϕpµ1l , δ1l q‘Àn2
l“1 ϕpµ1l ,m2l q. We define the function space S
π
sispRˆq “ S ϕsispRˆq to be
(9.21) S p´µ1, δ1q
sis pRˆq `
ÿ
δPZ{2Z
sgnpxqδS p´µ2`
1
2 m
2,0q
sis pRˆq,
where S pµ, δq
sis pRˆq is defined by (4.32).
Lemma 9.4. S π
sispRˆq is the sum of S p´µ,δqsis pRˆq for all the parameters pµ, δq attached
to π.
Proof. For δ P Z{2Z and j P N, we have the inclusion
sgnpxqδ`δpmq|x|µ` 12 mplog |x|q jS pRq Ă sgnpxqδ|x|µ´ 12 mplog |x|q jS pRq.
It follows thatÿ
δPZ{2Z
´
sgnpxqδ`δpmq|x|µ` 12 mplog |x|q jS pRq ` sgnpxqδ`1|x|µ´ 12 mplog |x|q jS pRq
¯
“
ÿ
δPZ{2Z
sgnpxqδ|x|µ´ 12 mplog |x|q jS pRq.
Then it is easy to verify this lemma by definitions. Q.E.D.
If F “ C, we put
(9.22) S πsispCˆq “ S ϕsispCˆq “ S
p´µ,´mq
sis pCˆq.
Let d “ rF : Rs. For each character χ on Fˆ{R` we define the Mellin transform Mχ
of a function υ P SsispFˆq by
(9.23) Mχυpsq “
ż
Fˆ
υpxqχpxq}x} 1d sdˆx.
Theorem 9.5. Let π be an irreducible admissible representation of GLnpFq. Suppose
υ P S π
sispFˆq. Then there exists a unique rυ P S rπsispFˆq satisfying the following identity
Mχ´1rυpdsq “ γp1´ s, πb χ, ψ1qMχυpdp1´ sqq
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for all characters χ on Fˆ{R`. We write Hπυ “ rυ and call rυ the normalized Hankel
transform of υ over Fˆ associated with π. Moreover, we have the Hankel inversion formula
Hπυ “ rυ, Hrπrυ “ υ.
Proof. If F “ R, this follows from Theorem 4.15, combined with Lemma 9.4. If
F “ C, this is simply a translation of Theorem 4.19. Q.E.D.
10. Bessel functions for GL2pFq
Let n “ 2 and retain the notations from §9 except for the different choice of the Weyl
element 42 “
˜
´1
1
¸
, which is more often used for GL2 in the literature.
Let π be an infinite dimensional irreducible admissible representation of GL2pFqXIII.
Using (9.2, 9.3), one may rewrite (9.20) as follows,
(10.1) W
˜
1
´x´1
¸
“ ωπprq}r}
ż
Fˆ
}xy} 12 Jπpr2 xyqW
˜
y
1
¸
dˆy,
for W PWpπ, ψrq. We define
(10.2) Jπ,ψrpxq “ ωπprq}r}
b
}x}Jπpr2 xq.
We call Jπ,ψpxq the Bessel function associated with π and ψ. The formula (10.1) then reads
(10.3) W
˜
1
´x´1
¸
“
ż
Fˆ
Jπ,ψpxyqW
˜
y
1
¸
dˆy.
Moreover, with the observation
W
˜
1
´x´1
¸
“ ωπp´xq´1W
˜˜
x
1
¸
42
¸
,
(10.3) turns into
(10.4) W
˜˜
x
1
¸
42
¸
“ ωπp´xq
ż
Fˆ
Jπ,ψpxyqW
˜
y
1
¸
dˆy.XIV
Thus (10.4) indicates that the action of the Weyl element 42 on the Kirillov model
Kpπ, ψq “
#
wpxq “ W
˜
x
1
¸
: W PWpπ, ψq
+
is essentially a Hankel transform. From this perspective, the Hankel inversion formula
follows from the simple identity 422 “ I2. This may be seen from the following lemma.
Lemma 10.1. Let π be an irreducible admissible representation of GL2pFq. Then we
have Jrπpxq “ ωπpxqJπpxq.
XIIIIt is well-known that a representation of GL2pFq satisfying these conditions is generic.
XIVIn the real case, this identity is given in [CPS, Theorem 4.1].
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Proof. This follows from some straightforward calculations using Proposition 4.17
(1) and 4.21 (1). Q.E.D.
Remark 10.2. The representation theoretic viewpoint of Lemma 10.1 is the isomor-
phism rπ – ω´1 b π. With this, Lemma 10.1 is a direct consequence of Lemma 9.2.
Finally, we shall summarize the formulae of the Bessel functions associated with in-
finite dimensional irreducible unitary representations of GL2pFq. First of all, in view of
Lemma 9.2 and Remark 9.3, one may assume without loss of generality that π is trivial on
Z2pR`q. Moreover, with the simple observation
(10.5) Jπ,ψr pxq “ ωπprqJπ,ψ1pr2xq,
it is sufficient to consider the Bessel function Jπ “ Jπ,ψ1 associated with ψ1.
10.1. Bessel functions for GL2pRq. Under the Langlands correspondence, we have
the following classification of infinite dimensional irreducible unitary representations of
GL2pRq{Z2pR`q.
- (principal series and the limit of discrete series) ϕpit,ǫ`δq‘ϕp´it,ǫq, with t P R and
ǫ, δ P Z{2Z,
- (complementary series) ϕpt,ǫq ‘ ϕp´t,ǫq, with t P
`
0, 12
˘
and ǫ P Z{2Z,
- (discrete series) ϕp0,mq, with m P N`.
Here, in the first case, the corresponding representation is a limit of discrete series if t “ 0
and δ “ 1 and a principal series representation if otherwise. We shall write the corre-
sponding representations as ηǫ b π`pitq if δ “ 0, ηǫ b π´pitq if δ “ 1, ηǫ b πptq and σpmq,
respectively. We have
(10.6) ωπ`pitq “ 1, ωπ´pitq “ η, ωπptq “ 1, ωσpmq “ ηm`1.
Furthermore, we have the equivalences π`pitq – π`p´itq and π´pitq – ηb π´p´itq.
As a consequence of Example 4.18, we have the following proposition.
Proposition 10.3.
(1). Let t P R. We have for x P R`
Jπ`pitqpxq “
πi
sinhpπtq
?
x
`
J2itp4π
?
xq ´ J´2itp4π
?
xq˘ ,
Jπ`pitqp´xq “ 4 coshpπtq
?
xK2itp4π
?
xq,
where it is understood that when t “ 0 the right hand side of the first formula should be
replaced by its limit, and
Jπ´pitqpxq “
πi
coshpπtq
?
x
`
J2itp4π
?
xq ` J´2itp4π
?
xq˘ ,
Jπ´pitqp´xq “ 4 sinhpπtq
?
xK2itp4π
?
xq.
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(2). Let t P `0, 12˘. We have for x P R`
Jπptqpxq “ ´ π
sinpπtq
?
x
`
J2tp4π
?
xq ´ J´2tp4π
?
xq˘ ,
Jπptqp´xq “ 4 cospπtq
?
xK2tp4π
?
xq.
(3). Let m P N`. We have for x P R`
Jσpmqpxq “ 2πim`1
?
xJm
`
4π
?
x
˘
, Jσpmqp´xq “ 0.
Remark 10.4. ηǫbπ`pitq, ηǫbπptq and σp2d´1q exhaust all the infinite dimensional
irreducible unitary representations of PGL2pRq. Their Bessel functions are also given in
[CPS, Proposition 6.1].
10.2. Bessel functions for GL2pCq. Under the Langlands correspondence, we have
the following classification of infinite dimensional irreducible unitary representations of
GL2pCq{Z2pR`q.
- (principal series) χpit,k`d`δq ‘ χp´it,k´dq, with t P R, k, d P Z and δ P Z{2Z “
t0, 1u,
- (complementary series) χpt,k`dq ‘ χp´t,k´dq, with t P
`
0, 12
˘
, k P Z and d P Z.
We write the corresponding representations as ηk b π`d pitq if δ “ 0, ηk b π´d pitq if δ “ 1
and ηk b πdptq, respectively. We have
(10.7) ω
π
`
d pitq “ 1, ωπ´d pitq “ η, ωπdptq “ 1.
Furthermore, we have the equivalences π`d pitq – π`´dp´itq, π´d pitq – π´´d´1p´itq.
According to Example 7.6, we have the following proposition.
Proposition 10.5. Recall the definitions (7.13, 7.16) of Jµ,mpzq and Hp1,2qµ,m pzq in Exam-
ple 7.6.
(1). Let t P R and d P Z. We have for z P Cˆ
J
π
`
d pitqpzq “ ´
2π2i
sinhp2πtq |z| pJit,2dp4π
?
zq ´ J´it,´2dp4π
?
zqq
“ π2i|z|
´
e´2πtHp1qit,2d p4π
?
zq ´ e2πtHp2qit,2d p4π
?
zq
¯
,
J
π
´
d pitqpzq “
2π2i
coshp2πtq
b
|z| z pJit,2d`1p4π
?
zq ` J´it,´2d´1p4π
?
zqq
“ π2i
b
|z| z
´
e´2πtHp1qit,2d`1 p4π
?
zq ` e2πtHp2qit,2d`1 p4π
?
zq
¯
.
(2). Let t P `0, 12˘ and d P Z. We have for z P Cˆ
Jπdptqpzq “
2π2
sinp2πtq |z| pJt,2dp4π
?
zq ´ J´t,´2dp4π
?
zqq
“ π2i|z|
´
e2πitHp1qt,2d p4π
?
zq ´ e´2πitHp2qt,2d p4π
?
zq
¯
.
In view of Corollary 6.16, we have the following integral representations of Jπ
`
xeiφ
˘
except for π “ πdptq and t P
“ 3
8 ,
1
2
˘
.
68 ZHI QI
Proposition 10.6.
(1). Let t P R and d P Z. We have for x P R` and φ P R{2πZ
J
π
`
d pitq
`
xeiφ
˘ “ 4πp´1qd xeidφ ż 8
0
y4it´1
“
y´1 ` yeiφ‰´2d J2d `4π?x ˇˇy´1 ` yeiφ ˇˇ˘ dy,
J
π
´
d pitq
`
xeiφ
˘ “ 4πip´1qd xeidφ ż 8
0
y4it´1
“
y´1 ` yeiφ‰´2d´1 J2d`1 `4π?x ˇˇy´1 ` yeiφ ˇˇ˘ dy.
(2). Let t P `0, 38˘ and d P Z. We have for x P R` and φ P R{2πZ
Jπdptq
`
xeiφ
˘ “ 4πp´1qdxeidφ ż 8
0
y4t´1
“
y´1 ` yeiφ‰´2d J2d `4π?x ˇˇy´1 ` yeiφ ˇˇ˘ dy.
The integral on the right hand side converges absolutely only for t P `0, 18˘.
Remark 10.7. π`d pitq and πdptq exhaust all the infinite dimensional irreducible uni-
tary representations of PGL2pCq. Proposition 10.5 shows that the Bessel function for
π`d pitq actually coincide with that given in [BM]. More precisely, we have the equality
J
π
`
d pitqpzq “ 2π
2|z|K2it,´dp4π?zq, with Kν,p given by [BM, (6.21), (7.21)]. Furthermore,
the integral representation of J
π
`
d pitq in Proposition 10.6 (1) is tantamount to [BM, Theo-
rem 12.1]. We have similar relations between the Bessel function for π´d pitq and that given
in [LG].
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