In this paper we consider a rather general optimal control problem involving ordinary differential equations with delayed arguments and a set of equality and inequality restrictions on state-and control va~iaMes. For this problem a maximum principle is given in pointwise form, using variational techniques. From this maximum principle necessary conditions are derived, as well as a Lagrange-like multiplier rule. Details may be found in ref.
dy~i = fi(t, y(t), y(t-O, v(t), v(t-z)), i = 1, n, dt
"'" T~ < t < T* ; the state variables restrictions. Such solutions will be called extremals. It is assumed that at least one extremal exists connecting the points Yo=y(To)=~(To) and II1. We assume that v+r< m*.
jr1 F(t, y(t), y(t-z), v(t), v(t-z))dt (2.2) ro subject to the restrictions qSJ(t, y(t), y(t-z), v(t), v(t-z)) <=
It is supposed that f~, F, ~b j and gg are piecewise continuous functions of all arguments and that these functions have piecewise continuous partial derivatives of first and second order with respect to their 2 nd, 3 rd, 4 th and 5 th arguments (which is sufficient for our purposes); moreover Ogk/& (k = 1 ..... v) are supposed to be piecewise continuous too.
In general the control variables may have jump discontinuities at a number of points in the interval (To, T1). These discontinuities will cause so-called "corner points", i.e. points at which the derivatives of the (continuous) state variables show a jump.
Even if not stated explicitly any relation involving derivatives which is considered in the sequel is understood to be considered in (open) intervals in [To, T1] not containing corner points in its interior.
When dealing with retarded or advanced arguments we use the following notations t~= t-iv, i=0, +1, +2,... ; on some interval A~; clearly q and # depend on I.
yi(t) = y(t,) = y(t-iz), so y_i(t) = y(t-i) = y(t+iz), vi(t) = v(tl)= v(t-iz), etc.

Optimal control problems with delay
We assume every interval A z to be of length less than z. This is a rather formal assumption since it can easily be satisfied by choosing "dummy" partitioning points.
The active restrictions play an important role in the present theory since a variation of any of the arguments should not cause the restriction functions to become positive.
Reformulation of the problem
In the calculus of variations, necessary conditions for minimization problems are derived by considering variations of the state variables. In optimal control problems however, these variations are due to variations of the control variables. The latter variations should be chosen in such a way that the restrictions--especially the active ones--are not violated. Now the control variables (and hence its variations) occur explicitly in the control variable restrictions (2.3) but not in the state variable restrictions (2.4). Hence it is not possible to relate control variable variations and state variable restrictions directly. This difficulty can be circumvented by taking the total time derivative of gk(t, y(t)) (k= 1 ...... v) and by using the relations (2.1): 
and so on, until we arrive at the initial functions Substituting the relations (3.5) we define: Yo+@o, Yl+SYl , Vo+6Vo, vl +fVx , the variations 8yo, 6yl, 8v o and 6Vl being caused by the variation 6qo. In the next section an analysis will be given of the influence of admissible variations of r/o upon the integral (3.8) in which y(t) is supposed to be an extremal of the problem.
The influence of admissible variations; the adjoint equations
As mentioned in the preceding section it is supposed that y(t) is an extremal of the problem (3.7)-(3.12) which means that l F' We now introduce, formally, n continuous functions on [To, T1] :pl (t), ..., p"(t) which are supposed to be continuously differentiable on (T o, T1), possibly with the exception of corner points zl (1 < l< 2) , the boundary points of the subintervals A l. This will be done by adding to the last term in (4.2) a sum of integrals of O=d/dt(p~6y~o)-pi6f;~o-DJg)yJo=d/dt(pJc~y~o)-[flby~o-pibqJ with 6q j evaluated with respect to by k (Here, pJ is still undefined).
By standard methods (see [2] , [8] , [11] ) this leads to (4.4) re(To, T1), except possibly for "corner points" (of fi(t)), i.e. points where the derivatives in the right-hand side show jumps and points T1 -i~, where the number of summands is altered. In these points the solutions are matched in order to define them as continuous functions.
We shall call the equations (3.7) and (4.4) adjoint equations ; the variables if(t) (j= 1, ..., n) will be called adjoint variables. They are solutions of a linear first-order system which is an ordinary (i.e. non-delayed) system on the interval (T~ -z, T1). It suffices, therefore, to specify the values of if(t) (j= 1, ..., n) at t= T1, as will be done as follows.
With the foregoing definition of if (t) (4.9) for all admissible variations 6t/o. In the next section a maximum principle will be derived from this inequality by the choice of a special admissible variation.
The maximum principle
In this section an inequality will be given which exgresses that for an extremat of the problem (3.7)-(3.12) the Hamiltonian K(t o, tl, ... ;Yo, Yl,--. ;t/o, r/l;-.. ;P) is, in a certain sense, "maximal" with respect to the control variables t/o, t/1 ..... This maximum principle is the most important result of the present investigation since all other necessary conditions are easily obtained from it. More familiar forms of the maximum principle will be given in section 6.
Our maximum principle is a generalization of the well-known Pontryagin maximum principle. In fact, when there are no delays involved in the problem, our result is exactly the maximum principle with mixed restrictions as derived by Nottrot [8] .
The starting point of the considerations is the inequality (4.9) which holds for all admissible variations 6qo, i.e. variations for which, among others, the inequality (3. where y_ ~, y_ i + 1 .... ; ~/_ ~, t/_ ~ + 1, ---denote the "optimal" variables, and where &7 -~ + j ---0 for ir We conclude that the inequality (5.2) expresses a maximum principle for problem (3.7)-(3.12): with respect to admissible variations (which satisfy (3.11) for 1 < j< # and decrease h j for # + 1 < j < v) of the control variables t/~ (j = 1, ..., m) the Hamiltonian is maximal for the "optimal" control tlo in the sense of (5.2).
In the next section the inequality (5.2) will be retranslated in terms of the original control variables vo, v 1 with regard to the absence or presence of restrictions. The inequalities (6.1) and (6.2) hold on intervals where the set of active restrictions does not alter. In the partitioning points z~ (l = 0, ..., 2) and the points zl_+ z the control variables may show a jump (see example 1 of [2] , Chapter VI, where V=Vo shows a jump in t= i).
Although the maximum principle in the form of the inequalities (6.1), (6.2) is of more practical importance than the ineciuality (5.2), the latter will prove to be of more value for further considerations. In section 7 Lagrange multipliers will be defined using derivatives of the Hamiltonian K with respect to the control variables t/0, t/1 ..... Then the analogues of the "classic" necessary conditions are easily obtained from the maximum principle (5.2).
Necessary conditions
Besides the more familiar forms of the maximum principle as derived in section 6, it is possible to get more information from the inequality (5.2) in the form of necessary conditions for the optimal variables.
In this section we shall give some differential equations for the so- 
OL
Ov~ It] = 0, l= 1,..., m; T,-~ < t < T,. -/~J(t), k 1, ..., n; r,-z < t < T 1 . (7.10)
These are the equations which, together with (7.8), form a canonical system. They can serve to compute the adjoint variables. Under the conditions imposed the solutions of these equations are continuous functions on [To, 7"1].
Collecting all conditions to be satisfied by the optimal variables we obtain the following list (corner points of state-and adjoint variables have to be excluded). (7.11) (7.12) (7.13) (7.14) 0 j) =1, .,q ; 2 J <0 ) -(7.15) q~J < 0}j 2 j = 0 =q+l ..... r
The optimal quantities v~, v~, y~, y~, if, aJ and 2 j satisfy, by definition, the equations (7.14)-(7.15) and the maximum principle given in section 6.
* In practice this condition may be used as an end condition for the equations (7.13).
