: The model proposed in this work transfers the target clothing item (middle columns) onto a reference body (leftmost columns) generating photo-realistic images (rightmost columns) at higher resolution and fidelity than other state-of-the-art methods. The results in the above grid illustrate the preservation of shapes and textures during the image generation process over multiple clothing types and arbitrary poses.
Introduction
Although online apparel shopping has grown significantly in the last decade, many consumers still prefer brick and mortar experiences where they can inspect and try-on products before purchase. This trend has attracted the attention of researchers seeking to make online shopping environments more convenient. To this end, we develop a virtual dressing room for e-commerce, thus enabling customers to try out an arbitrary number of fashion items without physically wearing them.
Among the most recent image synthesis approaches developed for virtual try-on purposes, [Han et al. 2018; Wang et al. 2018a ] employed course-to-fine networks to generate the image of a person conditioned on a cloth of interest. However, since these methods do not use full body parse information, the resulting images are mostly blurry and in some cases unrealistic. To address the indicated deficiency [Dong et al. 2019; Issenhuth et al. 2019 ] leveraged the body part information, but their method fails to produce realistic images when the human poses are even slightly complicated (e.g. when hands or arms occlude other parts of the body) which limits the application of the proposed algorithms for photo-realistic images.
Furthermore, none of the recently published models that we surveyed are able to faithfully transfer finer scale details of clothing such as small text or logos. Other existing approaches [Lahner et al. 2018; Pons-Moll et al. 2017; Zhang et al. 2017] use 3D models to resolve such deficiencies associated with existing methods. However, massive computation and significant labor costs required for collecting 3D annotated data restrict their applications in real-time virtual try-on systems.
In this paper, we propose an image-based virtual try-on algorithm conditioned on the images of a given garment and a person to fit the cloth. This technique aims to learn a mapping between the input images of a reference person and an arbitrary clothing item to the image of the same person wearing the target clothing. This problem has been studied widely in previous works [Han et al. 2018; Wang et al. 2018a; Dong et al. 2019; Issenhuth et al. 2019; Raj et al. 2018; Liu et al. 2019] , however, all these proposed methods still suffer from the limitations mentioned above. Our proposed method, GarmentGAN, is a multi-stage framework that generates a photorealistic image of a consumer wearing any desired outfit, wherein the chosen garments are fit seamlessly onto the person's body and details are maintained down to the single pixel level.
In the first stage of this framework, a shape transfer network synthesizes a segmentation map associated with a person wearing the target clothing item. The output of this network provides the layout information and body part boundaries that guide the synthesis of the final image. In the second stage, a Thin-Plate-Spline transformation warps the desired cloth to address the misalignment between arbitrary body pose and the input clothing item. This warped cloth image is then passed through an appearance transfer network that generates the final RGB-colorspace image of the reference person wearing the desired cloth preserving fine details in the identity of the clothing item (e.g. logos or patterns).
To show the performance of our model, we conduct multiple experiments on the fashion dataset collected by [Han et al. 2018 ] and provide quantitative and qualitative comparisons with state-of-theart methods. This approach synthesizes photographs at high levels of realism by preserving details for both wearer and target garment as illustrated in Fig. 1 .
We now summarize the contributions of GarmentGAN:
• The system comprises two separate GANs: a shape transfer network and an appearance transfer network
• Uses a geometric alignment module that is trained in an Endto-End fashion
• Handles complex body pose, hand gestures, and occlusions with a new method of masking semantic segmentation maps
• Resolves issues associated with the loss of target clothing characteristics (e.g. collar shape) during the garment transfer
• Preserves the identity of the reference person and clothing items that should remain unchanged during the try-on task
In this work, we conduct various experiments to evaluate the performance of the model and provide a comprehensive discussion on observed results and comparisons with state-of-the-art models.
Related Works

Image Synthesis
Classical texture synthesis methods gave way in 2015 to generative adversarial networks (GANs) [Goodfellow et al. 2014] , which have impressive capabilities for synthesizing realistic content and are now the main component of any model aiming to generate images. These typically consist of two neural networks called the generator and discriminator, where the generator learns the distribution of real images by generating images that are indistinguishable from real images, and the discriminator learns to classify the images into real and fake. Existing methods employ GANs for various synthesis purposes such as text-to-image [Reed et al. 2016; Zhu et al. 2017b] and image-to-image Kim et al. 2017; Yi et al. 2017] tasks.
Person image generation
Person image generation is another challenging task that has attracted the attention of researchers in recent years due to broad applicability. Skeleton-guided image generation [Yan et al. 2017 ] was among the first attempts to synthesize human motion conditioned on a single human image and a sequence of human skeleton information. PG2 [Ma et al. 2017 ] utilized a coarse-to-fine strategy to generate an image of a person at arbitrary poses given a single image of a person and the desired pose. This work was further enhanced by disentangling the image background from various body parts (foreground) [Ma et al. 2018 ] which guides the network to synthesize images at a new pose with higher quality. Deformable-GANs [Siarohin et al. 2018 ] also attempted to generate an image of a person in a novel pose using a deformable skip connection to handle the misalignment between the input and target pose. [Pumarola et al. 2018 ] proposed a fully unsupervised generative model that uses the CycleGan [Zhu et al. 2017a ] approach for multi-view synthesize task. [Lassner et al. 2017 ] is among the first works that proposed full-body image generation by synthesizing human parsing maps and mapped those back into image space. Furthermore, generates person images using the coarse sketch of their pose; this method provides either control over the outfit worn by the person or conditional sampling to the user.
Virtual try-on
n 2018, VITON [Han et al. 2018 ] proposed a method that transfers target clothing onto a person in a coarse-to-fine manner using shape context matching module to warp the target clothing item to match the pose of the reference person. Additionally, CP-VTON [Wang et al. 2018a ] employs a warping transformation module that paints the target garment onto the reference body, however they leverage a composition network to integrate the warped clothes onto the person's image. This practice shows significant improvement in preserving garment identity. Besides the previous works, CA-GAN [Jetchev and Bergmann 2017] proposed a CycleGan-based [Zhu et al. 2017a ] framework that transfers an arbitrary garment onto a reference body without requiring any information regarding body pose or shape. Despite the recent progress cited in this section, all aforementioned synthesis methods suffer from qualitative defects such as blurriness and artifacts. Furthermore, these methods merely fit target clothes onto a fixed predetermined human pose. To address this shortcoming in particular, SwapNet [Raj et al. 2018 ] introduces a framework that transfers the clothes between two bodies. This method divides the image generation task into two sub-tasks: segmentation map synthesis and transference of the clothing characteristics onto the previously generated map. However the SwapNet framework has difficulty handling pose changes between source and target images and cannot hallucinate details for occluded regions. It is at this point where we introduce Garment-GAN's contribution which overcomes these issues.
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GarmentGAN's Approach
The works referenced in the previous section lends support to the claim that garment transfer is a complex task which cannot be accomplished in any single-stage framework. Inspired by coarse-tofine strategies adopted in previous works [Han et al. 2019; Wang et al. 2018a] we propose a two-stage framework consisting of (i) shape transfer network that learns to generate a reasonable semantic map given the image of the person and desired fashion item and (ii) appearance transfer network that synthesizes a realistic RGBcolorspace image of the person wearing the garment while preserving finer semantic details.
Shape transfer Network
In this section we explain the design of the proposed network for shape transference. The overview of the network is illustrated in Fig. 2 . As depicted in this figure, we require that the semantic segmentation map of the reference person be passed onto the network. Hence, a semantic parser [Gong et al. 2018 ] is trained on the LIP dataset 
Note that in this version of GarmentGAN, we focus merely on transferring upper torso clothes, however, the proposed algorithm can be trivially generalized for other pieces of clothing (e.g. shoes, pants, etc.). In our method, the masked segmentation map Im,seg is obtained by masking the smallest rectangle that encompasses the target area, which in this case is torso, arms, and top clothes regions as shown in Fig. 3 . In order to retain the identity of the reference person during transference, the masking operation is only applied on the segmentation channels associated with a torso, arms, top clothes and background, and remaining channels are left unchanged. Furthermore, in order to make the network robust to arbitrary poses (the cases where the reference person has complicated gestures or cases in which self-occlusion occurs), we retain the semantic information of left and right hands in the input segmentation map depicted in Fig. 3 . In this regard, the pixels associated with hand regions are identified using the keypoint locations that characterize the arms, elbows, and wrists. Using these locations, we can find a square that has its sides normal to the connecting line between elbow and wrist keypoints. Subsequently, the pixels belonging to the hands part and falling in the obtained squares (shown by red color sides) are retained during masking operation and fed to the shape transfer network. The information about the pose and the body shape of reference person is fed into the network through a clothing-agnostic feature representation proposed in [Wang et al. 2018a; Han et al. 2018] . In this regard, any off-the-shelf pose estimator ] (trained on MS-COCO) [Lin et al. 2014 ] may be employed to identify 17 keypoints of the body. The results are represented as a 17-channel binary map in which each channel corresponds to the heat map for each keypoint. Furthermore, the body shape is represented as a blurred binary mask of the arms, torso, and top clothes generated from the extracted segmentation map (as shown in Fig. 2) . Concatenating the aforementioned feature representations creates the person representation (Ps ∈ R H×W ×18 ) which is then fed into the shape transfer network. Inspired by the current best architectures adopted for imageinpainting tasks Park et al. 2019; Ronneberger et al. 2015] , we use an encoder-decoder structure for the generator network. The encoder is composed of standard convolutional layers with 3 × 3 kernel sizes. The feature map is down-sampled with 2 stride kernels for 5 times, and instance normalization layers [Ulyanov et al. 2016] are utilized for normalizing the feature maps. We utilize Leaky ReLU as a non-linear function applied to feature maps. The encoder is followed by 4 residual blocks [He et al. 2016 ] that serve as bottleneck and proceeds with a decoder that consists of convolutional residual blocks and nearest interpolation for up-sampling to the desired spatial resolution. It should be noted that the predicted semantic of the pixels falling out of the masked region (the gray region in Fig. 3 ) and pixels associated with hands, legs, shoes and bottom clothing inside the masked region is replaced from that of the input segmentation map. Consequently, the identity of the reference person and the body parts that should not be subjected to any changes during the transference process are preserved. Furthermore, the attention of the generator network is guided toward the areas needing manipulation during training. The generator is trained adversarially with a discriminator having Patch-Gan structure. Similar to the generator, the kernel sizes are 3 × 3 and instance normalization and leaky ReLU are applied after convoluted feature maps in the discriminator network. The loss function for training the generator network is computed as:
and that of discriminator is:
In eq. 2, Lparsing corresponds to parsing loss and L per−pixel is the L1 distance between the ground truth segmentation map Iseg and generated mapÎseg [Dong et al. 2019] defined as follow:
where N denotes the number of pixels falling inside the masked region. Furthermore, LGP represents the gradient penalty loss [Gulrajani et al. 2017 ] that impacts the quality of the generated map significantly and makes the training process stable defined as:
where x is a data point uniformly sampled from the line connecting Iseg andÎseg. In our work we set the values of hyper-parameters to be γ1 = 15, γ2 = 20 and γ3 = 10.
Appearance transfer Network
The appearance transfer network takes the generated segmentation maps, target clothing, and body shape information as inputs and generates an image portraying the reference person wearing the target clothing (Îperson). The overview of the proposed architecture is illustrated in Fig. 4 . Similar to the shape transfer network, the proposed architecture consists of an adversarially trained encoder-decoder generator. The input RGB-colorspace image (Im,person ∈ R H×W ×3 ) illustrated in Fig. 4 is created by masking the regions corresponding to arms, torso and top clothes on the reference image (Iperson). Inspired by [Wang et al. 2018a ], a geometric alignment module is used (shown in Fig.4.) to warp the desired clothing item (Ic) using a thin-plate spline (tps) transformer such that it matches the pose of reference person geometrically. This module extracts high-level information of person representation (Ps) and target clothing item (Ic) and uses the resulting feature maps to estimate the parameters of tps transformers (θ). The estimated parameters are used to generate a warped clothing item (I warped,c ) that roughly aligns with the person's body according to eq. 6 .
Furthermore, down-sampling and up-sampling the feature maps are conducted through 2-stride convolution and nearest interpolation, respectively. We use instance and spectral normalization [Miyato et al. 2018 ] that together stabilize the training process. Additionally, we employ a SPADE-style normalization layer proposed by [Park et al. 2019 ] to more accurately transfer spatial information.
During the training phase, the semantic segmentation maps of the reference person Iseg and warped cloth (I warped,c ) are concatenated in a channel-wise manner and fed into the SPADE layer. The mean and variance of these feature maps are estimated at each layer in the decoder.
Iperson = Gappearance(Im,person, Ic, Ps, Iseg)
We use multi-scale SN-PatchGan [Wang et al. 2018b ] for the discriminator network that leads to generation of high quality RGB images. Hence, the loss function for the proposed network is:
In eq. 8, LT P S is the loss associated with Geometric Alignment module defined as:
where Iworn,c denotes fashion item worn by reference person. In this equation, L per−pixel is L1 distance betweenÎperson and Iperson and Lpercept and L f eat denote perceptual [Johnson et al. 2016 ] and feature matching [Wang et al. 2018b ] losses, respectively. The loss function for the discriminator is:
During the training, the values α and β are set to 10.
Experiments and discussion
In this section, we describe the process and data used to evaluate the performance of the proposed algorithm. We also compare the results of our method with the state-of-the-art method (CP-VTON [Wang et al. 2018a ]) qualitatively and quantitatively. We also provide a comprehensive explanation as to why GarmentGAN outperforms CP-VTON so remarkably in various aspects. 
Evaluation Dataset
To show the performance of the proposed method, we used the dataset collected by [Han et al. 2018 ] to conduct all experiments. This dataset contains front-view images of women paired with the corresponding image of top clothing. Following [Wang et al. 2018a ], the dataset is split into 14221 training and 2032 validation set, respectively.
Evaluation Metrics
We use two popular measures to evaluate the performance of our model and compare the quality and realism of the generated image with state-of-the-art methods and various implementations of our work; (i) Inception Score (IS) [Salimans et al. 2016 ] and (ii) Fréchet Inception Distance (FID) [Heusel et al. 2017] . IS uses Inception-v3 network [Szegedy et al. 2016] pre-trained on ImageNet [Deng et al. 2009 ] dataset to compare the conditional label distribution and marginal label distribution of generated images. Higher IS indicates that produced images are diverse, and each one has a more meaningful object in it. On the other hand, FID computes the Fréchet distance between the distribution of the real and synthesized dataset. For this purpose, a multivariate Gaussian distribution is assigned to the feature maps of synthesized and real datasets passed through a pre-trained Inception-v3 network, and the distance between these two distributions is computed. Hence, a smaller distance induces more similarity between real and generated datasets.
Visual comparison
We perform a visual comparison between CP-VTON [Wang et al. 2018a ], our proposed model without Geometric Alignment module (ours without TPS), and our full model. Furthermore, we discuss the quality of generated images from various aspects below: Figure 5 illustrates a comparison between the images generated by our model and CP-VTON. The images produced by our model have promising quality (sharp images) and the details in the appearance of the clothing item (e.g. texture, color, logo) have been properly transferred onto the reference body. However, CP-VTON synthesizes blurry images where the boundaries are not sharp and contain artifacts. The gained superiority of GarmentGAN is due to the disentanglement of shape and appearance transfer tasks. As shown in this work, the boundaries of new clothing items and various body parts are identified in the first stage and serve as a guide for transferring the target garment accurately to the most reasonable location in the latter stage. This disentanglement helps to alleviate the boundary artifact problem and avoid blurring during synthesis. It should also be noted that the appearance transfer is significantly enhanced due to the geometric alignment module used in the network compared to the state-of-the-art method. In our method, the warping module is trained in an End-to-End fashion with the ap- pearance transfer network, while this module is trained separately in CP-VITON which leads to poor transfer performance. Finally, we tried the shape transference stage without the warping module and the results indicate that the details of the target clothing item cannot be reconstructed convincingly in the generated image.
Sharpness of the synthesized image and fidelity to appearance transfer
Complex Pose Performance
We also evaluate the performance of the model in cases where the pose of the reference person is complicated, such as when arms and body occlude each other in Fig. 6 . The generated images show that our method is more robust to arbitrary pose (e.g. when arms occlude the upper body or vice versa) compared to CP-VTON. This improvement is achieved in part due to the way the input segmentation map for the shape transfer network is masked. The pixels associated with the hands are identified and remain unchanged as they are passed through GarmentGAN's model. This practice helps the network to generate segmentation maps in which hands have a reasonable layout with respect to the body and preserves hand gestures through the transfer process.
Preserving Identity in the Reference Image
According to Fig. 7, GarmentGAN maintains 
Quantitative comparison
To compare performance of GarmentGAN with that of the current state-of-the-art technique, the IS and FID scores are computed and presented in Table. 1. The results show that our proposed method outperforms CP-VTON in terms of realism and quality of the generated images.
Conclusion
We introduce GarmentGAN, a generative adversarial treatment of the challenging garment transfer task in unconstrained images. This end-to-end trained model is shown to synthesize high quality images and robustly transfer photographic characteristics of clothing. Furthermore, this approach alleviates problems related to complexity of body pose, garment shape, and occlusions -capabilities which are achieved by employing novel network design and adversarial training schemes. Extensive model performance evaluations have been conducted and results show significant improvements over current state-of-the-art image-to-image fashion transfer pipelines.
Reference Image
Target Clothes CP-VTON Ours Reference Image Target Clothes CP-VTON Ours Figure 7 : In our method, the body parts and clothing items that should not be subjected to any changes during the garment transfer task are preserved successfully.
