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With remarkable significance in migration prediction, global disease mitigation, urban planning
and many others, an arresting challenge is to predict human mobility fluxes between any two loca-
tions. A number of methods have been proposed against the above challenge, including the gravity
model, the intervening opportunity model, the radiation model, the population-weighted oppor-
tunity model, and so on. Despite their theoretical elegance, all models ignored an intuitive and
important ingredient in individual decision about where to go, that is, the possible congestion on
the way and the possible crowding in the destination. Here we propose a microscopic mechanism
underlying mobility decisions, named destination choice game (DCG), which takes into account
the crowding effects resulted from spatial interactions among individuals. In comparison with the
state-of-the-art models, the present one shows more accurate prediction on mobility fluxes across
wide scales from intracity trips to intercity travels, and further to internal migrations. The well-
known gravity model is proved to be the equilibrium solution of a degenerated DCG neglecting the
crowding effects in the destinations.
Predicting human mobility fluxes between locations
is a fundamental problem in transportation science and
spatial economics [1, 2]. For more than a hundred years
researchers have demonstrated the existence of gravity
law in railway passenger movements [3, 4], highway car
flow [4, 5], cargo shipping volume [6], commuters’ trips
[7], population migration [8], and so on. Therefore, the
corresponding gravity model and its variants become the
mostly widely used predictor for mobility fluxes and have
found applications in many fields [9], such as urban plan-
ning [10], transportation science [1, 11], infectious dis-
ease epidemiology [12, 13] and migration prediction [14].
However, the gravity model is just an analogy to the
Newton’s law, without any insights about the underly-
ing mechanism leading to the observed mobility patterns.
To capture the underlying mechanism of human mobility,
some models accounting for individuals’ decisions on des-
tination choices were proposed, including the intervening
opportunities (IO) model [15], the radiation model [16]
and the population-weighted opportunity (PWO) model
[17, 18]. Some recently developed novel variants and
extensions of the radiation and the gravity model [19–28]
can more accurately predict commuting, immigration or
long distance travel patterns at different spatial scales.
However, all these models assume that individuals are
independent of each other when selecting destinations,
without any interactions.
In reality, individuals consider not only the destination
attractiveness and the travelling cost, but also the crowd-
ing caused by the people who choose the same destination
[29–31], as well as the congestion brought by the people
on the same way to the destination [31, 32]. The crowd-
ing in the destination even happens in migration, because
the more people move to a certain place, the competition
among job seekers and the living expense become higher.
For example, in China, the city with larger population
are usually of higher house price. However, so far, to our
knowledge, there is no mechanistic model about human
mobility taking into account the crowding effects caused
by spatial interactions among individuals.
In this paper, we propose a so-called destination choice
game (DCG) to model individuals’ decision-makings
about where to go. In the utility function about des-
tination choice, in addition to the travelling cost and the
fixed destination attractiveness, we consider the costs re-
sulted from the crowding effects in the destination and
the congestion in the way. Extensive empirical studies
from intracity trips to intercity travels, and further to
internal migrations have demonstrated the advantages of
DCG in accurately predicting human mobility fluxes be-
tween any two locations, in comparison with other well-
known models including the gravity model, IO model, ra-
diation model and PWO model. We have further proved
that the famous gravity model is equivalent to a degen-
erated DCG neglecting the crowding effects in the desti-
nation. Therefore, the higher accuracy of the prediction
of DCG indicates the existence of the crowding effects on
our decision-makings, which also provides a supportive
evidence for the underlying hypothesis of the El Farol
Bar problem [29] and the minority game [30].
RESULTS
Model
We introduce the details of the DCG model in the con-
text of travel issues. The number of individuals Tij trav-
elling from the starting location i to the destination j is
resulted from the cumulation of destination choices of all
individuals at location i. We model such decision-making
process by a multiplayer game with spatial interactions,
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FIG. 1. Illustration of a simple example of DCG. (a)
The game scene. The nodes 1 and 2 represent two starting
locations while the nodes 3 and 4 are two destinations. Oi is
the number of individuals located in i, Aj is the attractiveness
of j, and Cij is the fixed travelling cost from i to j. (b)
An example game taking into account both the congestion
effect on the way and the crowding effect in the destination,
with a utility function Uij = Aj −
1
3
Dj − Cij − Tij . (c) An
example game that does not consider the crowding effect in
the destination, with a utility function Uij = Aj − Cij − Tij .
For both (a) and (b), the equilibrium solutions are shown in
the plots while the equations towards the solutions are listed
below the plots.
where each individual chooses one destination from all
candidates to maximize his utility. Specifically speaking,
the utility Uij of an arbitrary individual at location i to
choose location j as destination consists of the following
four parts. (i) The fixed payoff of the destination h(Aj),
where h is intuitively assumed to be a monotonically in-
creasing function of j’s attractiveness Aj that is usually
dependent on j’s population, GDP, environment, and so
on [33]. (ii) The fixed travelling cost Cij . (iii) The con-
gestion effect g(Tij) on the way, where Tij is the target
quantity and g is a monotonically non-decreasing func-
tion. (iv) The crowding effect f(Dj) at the destination,
where f is a monotonically non-decreasing function and
Dj =
∑
i Tij is the total number of individuals choosing
j as their destination. In a word, the utility function Uij
reads
Uij = h(Aj)− f(Dj)− Cij − g(Tij), (1)
where destination attractiveness Aj and travelling cost
Cij are input data, Tij is the model estimated flux from
location i to j and destination attraction Dj =
∑
i Tij .
In the above destination choice game (DCG), if ev-
ery individual knows complete information, the equilib-
rium solution guarantees that all Oi individuals at the
same starting location i have exactly the same utility no
matter which destinations to be chosen. Strictly speak-
ing, the variable Tij has to be continuous to guarantee
the existence of an equilibrium solution, which is a rea-
sonable approximation when there are many individu-
als in each journey i → j. Figure 1a illustrates a sim-
ple game scene. Considering a simple utility function
Uij = Aj −
1
3Dj −Cij −Tij that takes into account both
the congestion effect on the way and the crowding effect
in the destination, we can obtain the equilibrium solution
based on the equilibrium condition (Ui3 = Ui4) and the
conservation law (Ti3 + Ti4 = Oi and T1j + T2j = Dj).
The solution is shown in Fig. 1b.
Generally speaking, we cannot obtain the analytical
expression of the equilibrium solution, instead, we ap-
ply the method of successive averages [34] (MSA, see
Methods) to iteratively approach the solution. Since
the Weber-Fechner law [35] (seeMethods) in behavioral
economics is a good explanation of how humans perceive
the change in a given stimulus, we select the logarith-
mic form determined by the Weber-Fechner law to ex-
press the destination payoff function h(Aj) as α lnAj ,
the destination crowding function f(Dj) as γ lnDj and
the route congestion function g(Tij) as lnTij . On the
other hand, since travelling cost often follows an approx-
imate logarithmic relationship with distance in multi-
modal transportation system [36], we use β ln dij instead
of Cij , where dij is the geometric distance between i and
j. We then get a practical utility function
Uij = α lnAj − β ln dij − γ lnDj − lnTij , (2)
where α, β and γ are nonnegative parameters that can be
fitted by real data (see Methods), subject to the largest
Sørensen similarity index [37] (SSI, see Methods). Aj
is the location j’s attractiveness, which is approximated
by the actual number of attracted individuals in the real
data.
3TABLE I. Fundamental statistics of the data sets. The second to fifth columns present the number of individuals, the
number of recorded movements, the number of locations and how to estimate the geographical positions of these locations. For
migration data, we do not know the precise number of individuals, but it should be close to the number of total records since
people usually do not migrate frequently.
data set #individuals #movements #locations positional proxy
intracity trips in Abidjan 154849 519710 381 base station
intercity travels in China 1571056 4976255 340 prefecture-level city
internal migrations in US N/A 2498464 51 state capital
Prediction
We use three real data sets, including intracity trips
in Abidjan, intercity travels in China and internal mi-
grations in US, to test the predictive ability of the DCG
model. The data set of intracity trips in Abidjan is ex-
tracted from the anonymous Call Detail Records (CDR)
of phone calls and SMS exchanges between Orange Com-
pany’s customers in Coˆte d’Ivoire [38]. To protect cus-
tomers’ privacy, the customer identifications have been
anonymized. The positions of corresponding base sta-
tions are used to approximate the positions of start-
ing points and destinations. The data set of inter-
city travels in China [18] is extracted from anonymous
users’ check-in records at Sina Weibo, a large-scale so-
cial network in China with functions similar to Twit-
ter. Since here we focus on movements between cities, all
the check-ins within a prefecture-level city are regarded
as the same with a proxy position being the centre of
the city. The data set of internal migrations in US is
downloaded from https://www.irs.gov/statistics/soi-tax-
stats-migration-data. This data set is based on year-to-
year address changes reported on individual income tax
returns and presents migration patterns at the state res-
olution for the entire US, namely for each pair of states
i and j in US, we record the number of residents mi-
grated from i to j. The fundamental statistics are pre-
sented in Table I. In all the above three data sets and
other data sets presented in the Supplementary In-
formation, Table S1, every location can be chosen as
a destination.
We use three different metrics to quantify the prox-
imity of the DCG model to the real data. Firstly, we
investigate the travel distance distribution, which is the
most representative feature to capture human mobility
behaviours [36, 39, 40]. As shown in Fig. 2a-c, the distri-
butions of travel distances predicted by the DCG model
are in good agreement with the real distributions. We
next explore the probability P (D) that a randomly se-
lected location has eventually attracted D travels (in the
model, for any location j, Dj is the total number of in-
dividuals choosing j as their destination). P (D) is a key
quantity measuring the accuracy of origin-constrained
mobility models, because origin-constrained models can-
not ensure the agreement between predicted travels and
real travels to a location [1]. Figure 2d-f demonstrate that
the predicted and real P (D) are almost statistically in-
distinguishable. Thirdly, we directly look at the mobility
fluxes between all pairs of locations [16–18]. As shown in
Fig. 2g-i, the average fluxes predicted by the DCG model
are in reasonable agreement with real observations.
We next compare the predicting accuracy on mobil-
ity fluxes of DCG with well-known models including the
gravity models, the intervening opportunities model, the
radiation model and the population-weighted opportuni-
ties (PWO) model (see Methods). In terms of SSI, as
shown in Fig. 3, DCG performs best. Specifically speak-
ing, it is remarkably better than parameter-free mod-
els like the radiation model and the PWO model and
slightly better than the gravity model with two parame-
ters. Supplementary Information, Additional val-
idation of the DCG model shows extensive empirical
comparisons between predicted and real statistics as well
as accuracies of different methods for more data sets in-
volving travels inside and between cities in Japan, UK,
Belgium, US and Norway. Again, in terms of SSI, DCG
outperforms other benchmarks in all cases. Not only
that, DCG also better predicts the travel distance distri-
bution P (d) and destination attraction distribution P (D)
in most cases (see Figs S5-S6 and tables S2-S3).
Derivation of the gravity model
To further understand the advantage of the DCG
model in comparison with the well-adopted gravity mod-
els, we give a close look at the key mechanism differen-
tiated from all previous models, that is, the extra cost
caused by the crowding effect, as inspired by the fa-
mous minority game [30]. Accordingly, we test a sim-
plified model without the term f(Dj) in Eq. (1). Figure
1c illustrates an example with a simple utility function
Uij = Aj − Cij − Tij that only takes into account the
congestion effect on the way. Similar to the case shown
in Fig. 1b, the equilibrium solution can be obtained by
the equilibrium condition and the conservation law. For
a more general and complicated utility function (by re-
moving the term related to the crowding effect in Eq.
(2))
Uij = α lnAj − β ln dij − lnTij , (3)
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FIG. 2. Comparing the predictions of DCG model and the empirical data. (a-c) Predicted and real distributions of
travel distances P (d). (d-f) Predicted and real distributions of locations’s attracted travels P (D). (g-i) Predicted and observed
fluxes. The gray points are scatter plot for each pair of locations. The blue points represent the average number of predicted
travels in different bins. The standard boxplots represent the distribution of predicted travels in different bins. A box is marked
in green if the line y = x lies between 10% and 91% in that bin and in red otherwise. The data presented in (d-i) are binned
using the logarithmic binning method.
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FIG. 3. Comparing predicting accuracy of the DCG model and well-known benchmarks in terms of SSI.
5based on the potential game theory [41], one can prove
that the equilibrium solution is equivalent to the solution
of the following optimization problem
maxZ(x) =
∑
j
∫ Tij
0
(α lnAj − β ln dij − lnx)dx,
s.t.
∑
j
Tij = Oi, Tij ≥ 0.
(4)
Since the objective function is strictly convex, the so-
lution is existent and unique. Applying the Lagrange
multiplier method, we can obtain the solution of Eq. (4),
which is exactly the same to the gravity model with two
free parameters (i.e., Gravity 2, Eq. (11)), and if we set
α = 1 in Eq. (3), the solution degenerates to the grav-
ity model with one free parameter (i.e., Gravity 1, Eq.
(10)). The detailed derivation is shown in Supplemen-
tary Information, Derivation of the gravity model
using potential game theory. The significance of such
interesting finding is threefold. Firstly, it provides a the-
oretical bridge that connecting the DCG model and the
gravity model, which are seemingly two unrelated the-
ories. Indeed, it provides an alternative way to derive
the gravity model. Secondly, comparing with the gravity
models, the higher accuracy of the prediction from the
DCG model suggests the existence of the crowding effect
in our decision-making about where to go, which also
provides a positive evidence for the validity of the crit-
ical hypothesis underlying the minority game. Thirdly,
the improvement of accuracy from Gravity 2 to the DCG
model can be treated as a measure for the crowding ef-
fect, which is, to our knowledge, the first quantitative
measure for the crowding effect in human mobility.
DISCUSSION
In summary, the theoretical advantages of DCG are
twofold. First of all, it does not require any prerequi-
site from God’s perspective, like the constraint on total
costs in the maximum entropy approach [42, 43] and the
deterministic utility theory [44], or any oversubtle as-
sumption, like the independent identical Gumbel distri-
bution to generate the hypothetically unobserved utilities
associated with travels in the random utility theory [45].
Instead, the two assumptions underlying DCG, namely
(i) each individual chooses a destination to maximize his
utility and (ii) congestion and crowding will decrease util-
ity, are very reasonable. Therefore, in comparison with
the above-mentioned theories, DCG shows a more realis-
tic explanation towards the gravity model by neglecting
the crowding effect in destinations (see some other deriva-
tions to the gravity model in Supplementary Infor-
mation, Other derivations of the gravity model).
Secondly, the present game theoretical framework is more
universal and extendable. As the travelling costs and
crowding effects are naturally included in the utility func-
tion, DCG is easy to be extended to deal with more com-
plicated spatial interactions that depend on individuals’
choices about not only destinations, but also departure
time, travel modes, travel routes, and so on [46–48]. Not
only that, the utility function of DCG can also be ex-
tended in predicting specific mobility behaviours. For
example, when predicting the mobility fluxes in a multi-
modal transportation system, the logarithmic (or linear
logarithmic) function of distance is usually used to calcu-
late the fixed travel cost between locations, while when
predicting in a single-modal transportation system, the
linear cost-distance function is usually used [36]. For the
destination payoff, destination crowding cost and route
congestion cost in the utility function, although the DCG
model has obtained better prediction accuracy by using
the logarithmic functions inspired by the Weber-Fechner
law, the realistic payoff and cost functions may be much
more complicated. Therefore if we can mine real cost
functions by some machine learning algorithms from real
data, the prediction accuracy could be further improved.
In addition to theoretical advantages, DCG could bet-
ter aid government officials in transportation interven-
tion. For example, if the government would like to raise
congestion charges in some areas (e.g., in Beijing, the
parking fees in central urban areas are surprisingly high),
the parameter-free models like the radiation model and
the PWO model cannot predict the quantitative impacts
on travelling patterns since the population distribution
is not changed, instead, the game theoretical framework
could respond to the policy changes by rewriting its util-
ity function. Another example is to forecast and reg-
ulate tourism demand [49]. In China, in the vacations
of the National Day and the Spring Festival, many peo-
ple stream in a few most popular tourist spots, leading
to unimaginable crowding and great environmental pres-
sure. Recently, Chinese government forecasts tourism de-
mand before those golden holidays based on the booking
information about air tickets, train tickets and entrance
tickets, and then the visitors are effectively redistributed
to more diverse tourist spots with remarkable decreases
of visitors to the most noticed a few spots. Such phe-
nomenon can be explained by the crowding effects in the
destination choices, but none of other known models. In
a word, DCG is more relevant to real practices and thus
of potential to be enriched towards an assistance for de-
cision making.
METHODS
Method of successive averages
The method of successive averages (MSA) is an it-
erative algorithms to solve various mathematical prob-
lems [34]. For a general fixed point problem x = F(x),
6the nth iteration in the MSA uses the current solu-
tion x(n) to find a new solution y(n) = F(x(n)). The
next current solution is an average of these two solutions
x(n+1) = (1− λ(n))x(n) + λ(n)y(n), where 0 < λ(n) < 1
is a parameter. For the DCG model, the MSA contains
the following steps:
Step 1: Initialization. Set the iteration index n = 1.
Calculate an initial solution for the number of individu-
als travelling from i to j
T
(n)
ij = Oi
Aαj d
−β
ij∑
j A
α
j d
−β
ij
, (5)
where Oi is an independent variable representing the
number of travellers starting from location i, Aj is the
attractiveness of location j and dij is the distance from
i to j (Oi, Aj and dij are all initial input variables).
Step 2: Calculate a new solution for the number of
individuals travelling from i to j
F
(n)
ij = Oi
Aαj d
−β
ij [D
(n)
j ]
−γ
∑
j A
α
j d
−β
ij [D
(n)
j ]
−γ
, (6)
where D
(n)
j =
∑
i T
(n)
ij is the total number of individuals
choosing j as their destination.
Step 3: Calculate the average solution
T
(n+1)
ij = (1− λ
(n))T
(n)
ij + λ
(n)F
(n)
ij . (7)
If |T
(n+1)
ij − T
(n)
ij | < ε (ε is a very small threshold, set
as 0.01 in the work), the algorithm stops with current
solution being the approximated solution; Otherwise, let
n = n+ 1 and return to Step 2.
For simplicity, we use a fixed parameter λ(n) = λ = 0.5.
Weber-Fechner law
Weber-Fechner Law (WFL) is a well-known law in
behavioural psychology [35], which represents the rela-
tionship between human perception and the magnitude
of a physical stimulus. WFL assumes the differential
change in perception dp to be directly proportional to
the relative change dW/W of a physical stimulus with
size W , namely dp = κdW/W , where κ is a constant.
From this relation, one can derive a logarithmic func-
tion p = κln(W/W0), where p equals the magnitude of
perception, and the constant W0 can be interpreted as
stimulus threshold. This equation means the magnitude
of perception is proportional to the logarithm of the mag-
nitude of physical stimulus. The WFL is widely used to
determine the explicit quantitative utility function in be-
havioural economics [35] , and thus we adopt it in Eq.
(2).
Sørensen similarity index
Sørensen similarity index is a similarity measure be-
tween two samples [37]. Here we apply a modified ver-
sion [17] of the index to measure whether real fluxes are
correctly reproduced (on average) by theoretical models,
defined as
SSI =
1
N(N − 1)
N∑
i
N∑
j 6=i
2min(Tij , T
′
ij)
Tij + T
′
ij
, (8)
where Tij is the predicted fluxes from location i to j and
T
′
ij is the empirical fluxes. Obviously, if each Tij is equal
to T
′
ij the index is 1, while if all Tij are far from the real
values, the index is close to 0.
Parameter estimation
We use grid search method [50] to estimate the three
parameters α, β and γ of the DCG model. We first set
the candidate value for each parameter from 0 to 10 at an
interval of 0.01, and then exhaust all the candidate pa-
rameter sets to calculate the SSI (see Eq. (8)) of the DCG
model, and finally select the parameter set that maxi-
mizes SSI. The parameter estimation results are shown
in Supplementary Information, Table S1.
Benchmark models
We select two classical models, the gravity model and
the intervening opportunities model, and two parameter-
free models, the radiation model and the population-
weighted opportunities model, as the benchmark models
for comparison with the DCG model.
(i) The gravity model is the earliest proposed and the
most widely used spatial interaction model [2]. The basic
assumption is that the flow Tij between two locations i
and j is proportional to the population mi and mj of the
two locations and inversely proportional to the power
function of the distance dij between the two locations, as
Tij = α
mimj
dβij
, (9)
where α and β are parameters. To guarantee the pre-
dicted flow matrix T satisfies Oi =
∑
j Tij , we use two
origin-constrained gravity models [1]. The first one is
called Gravity 1 as it has only one parameter, namely
Tij = Oi
Ajd
−β
ij∑
j Ajd
−β
ij
, (10)
while the second one is named Gravity 2 for it has two
7parameters, as
Tij = Oi
Aαj d
−β
ij∑
j A
α
j d
−β
ij
. (11)
(ii) The intervening opportunities (IO) model [15] ar-
gues that the destination choice is not directly related to
distance but to the relative accessibility of opportunities
to satisfy the traveller. The model’s basic assumption is
that for an arbitrary traveller departed from the origin i,
there is a constant very small probability α/β that this
traveller is satisfied with a single opportunity. Assume
the number of opportunities at the jth location (ordered
by its distance from i) is proportional to its population
mj , i. e. the number of opportunities is βmj , and thus
the probability that this traveller is attracted by the jth
location is approximated αmj . Let q
(j)
i = q
(j−1)
i (1−αmj)
be the probability that this traveller has not been sat-
isfied by the first to the jth locations (i itself can be
treated as the 0th location), we can get the relationship
q
(j)
i = e
−αSij/(1 − e−αM ) between the probability q
(j)
i
and the total population Sij in the circle of radius dij
centred at location i, where M is the total population
of all locations. Furthermore, we can get the expected
fluxes from i to j is
Tij = Oi(q
(j−1)
i − q
(j)
i ) = Oi
e−α(Sij−mj) − e−αSij
1− e−αM
. (12)
(iii) The radiation model [16] assumes that an individ-
ual at location i will select the nearest location j as desti-
nation, whose benefits (randomly selected from an arbi-
trary continuous probability distribution p(z)) are higher
than the best offer available at the origin i. The fluxes
Tij predicted by the radiation model is
Tij = Oi
mimj
(Sij −mj)Sij
. (13)
(iv) The population-weighted opportunities (PWO)
model [17] assumes that the probability of travel from
i to j is proportional to the attractiveness of destination
j, inversely proportional to the population Sji in the cir-
cle centred at the destination with radius dij , minus a
finite-size correction 1/M . It results to the analytical
solution as
Tij = Oi
mj(
1
Sji
− 1
M
)∑
jmj(
1
Sji
− 1
M
)
. (14)
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9SUPPLEMENTARY INFORMATION
Additional validation of the DCG model
We use two types of data, namely, intercity travels and
intracity trips, to validate the DCG model. Description
of these data sets is given below:
(1) Intercity travels. The data for intercity
travels in Japan, U. K. and Belgium are ex-
tracted from the Gowalla check-in data set [S1]
(https://snap.stanford.edu/data/loc-gowalla.html).
Gowalla is a location-based social networking website
on which users share their locations when checking in.
The data set includes 6,442,890 check-ins of users over
the period Feb. 2009 - Oct. 2010. For this data set,
we define a user’s travel as two consecutive check-ins in
different cities.
(2) Intracity trips. The records of intracity
trips in New York and Los Angeles are extracted
from the Foursquare check-in data set [S2], which
contains 73,171 users. We define a user’s trip
as two consecutive check-ins at different locations
(here, the locations are defined as the 2010 cen-
sus blocks; see https://www.census.gov/geo/maps-
data/maps/block/2010/). The total number of trips is
182,033. The data for intracity trips in Oslo, Norway is
extracted from the Gowalla check-in data set [S1]. Be-
cause of the absence of census blocks and traffic analysis
zones in Oslo, we simply partition the city into 88 equal-
area square zones, each of which is about 1 km × 1 km.
Each zone is one location in the city.
The estimated model parameters for these data sets are
shown in table S1, and the prediction results are shown
in Figs S1-S4. Analogous to the results shown in the
main text, DCG well predicts the real fluxes, with higher
accuracy than other benchmarks subject to the SSI.
We further compare the predictions of the DCG model
with other benchmark models in terms of travel distance
distribution P (d) and destination attraction distribution
P (D). The prediction results are shown in Figs S5-S6.
In order to quantitatively compare the prediction ac-
curacy of different models, we perform the two-sample
Kolmogorov-Smirnov (KS) test [S3] on the model pre-
dicted and observed P (d) and P (D). The results are
shown in tables S2-S3, from which we can see that the
KS statistics of the DCG model are generally smaller
than or closer to that of the gravity model, meaning that
the DCG model has relatively high prediction accuracy.
Derivation of the gravity model using potential
game theory
Potential game theory originated from the congestion
game presented by Rosenthal [S4]. Monderer and Shap-
ley defined exact potential games [S5] in which informa-
tion concerning the Nash equilibrium can be incorporated
in a potential function. They showed that every exact po-
tential game is isomorphic to a congestion game. In the
congestion game model, each player chooses a subset of
resources. The benefit associated with each resource is a
function of the number of players choosing it. The payoff
to a player is the sum of the benefits associated with each
resource in his strategy choice. A Nash equilibrium is a
selection of strategies for all players such that no play-
ers can increase their payoffs by changing their strategies
individually. Strategy profiles maximizing the potential
function are the Nash equilibria [S6].
From the introduction of the congestion game we
can see that the degenerated destination choice game
(DDCG) neglecting the crowding effect in the destina-
tion is a typical congestion game. Below we will give
the process for finding the Nash equilibrium solution of
the DDCG by maximizing the potential function of the
congestion game.
A congestion game is a tuple (N,R, (Ψk)k∈N , (wj)j∈R)
[S7], where N = {1, . . . , n} is a set of players (for DDCG,
it is the set of Oi travellers starting from origin i), R =
{1, . . . ,m} is a set of resources (for DDCG, it is the set of
destinations), Ψk ⊆ 2
R is the strategy space of player k
(for DDCG, each player can only choose one destination
in a strategy), and wj is a benefit function associated
with resource j (for DDCG, it is the utility function,
say wj = Uij). Notice that benefit functions can achieve
negative values, representing costs of using resources [S6].
S = S1, . . . , Sn is a state of the game in which player k
chooses strategy Sk ∈ Ψk. For a state S, the congestion
nj(S) on resource j is the number of players choosing j.
For DDCG the number of travellers choosing destination
j is Tij(S). The congestion game is an exact potential
game [S5], in which the potential function is defined as
φ(S) =
∑
j∈R
nj(S)∑
k=1
wj(k). (S15)
For the DDCG with utility function Uij = α lnAj −
β ln dij − lnTij , the potential function is
φ(S) =
∑
j∈R
Tij(S)∑
k=1
Uij(k) =
∑
j∈R
Tij(S)∑
k=1
(α lnAj−β ln dij−ln k),
(S16)
where Aj is the attractiveness of location j, dij is the
geometric distance between i and j, and α and β are
nonnegative parameters. To find the Nash equilibrium
solution of DDCG, we treat Tij as a continuous variable.
Then, Eq. (S16) can be rewritten as
φ(S) =
∑
j
∫ Tij(S)
0
(α lnAj − β ln dij − ln x)dx. (S17)
For the optimization problem in which maxφ(S) is sub-
jected to
∑
j Tij = Oi, we can use the Lagrange mul-
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tiplier method to obtain the solution. The Lagrangian
expression is
maxL(Tij , λ) =
∑
j
∫ Tij
0
(α lnAj − β ln dij − lnx)dx + λ(
∑
j
Tij −Oi),
(S18)
where λ is a Lagrange multiplier. The partial derivative
of the Lagrangian expression with respect to Tij is
∂L
∂Tij
= α lnAj − β ln dij − lnTij + λ = 0, (S19)
therefore
Tij = e
λAαj d
−β
ij . (S20)
Another partial derivative is
∂L
∂λ
=
∑
j
Tij −Oi = 0. (S21)
From Eq. (S20) and Eq. (S21) we can get
∑
j
eλAαj d
−β
ij −Oi = 0, (S22)
or
eλ =
Oi∑
j A
α
j d
−β
ij
(S23)
By combining Eq. (S23) and Eq. (S20) we can derive
Tij = Oi
Aαj d
−β
ij∑
j A
α
j d
−β
ij
, (S24)
which happens to be an origin-constrained gravity model
with two free parameters. If we set α = 1, the solution
becomes
Tij = Oi
Ajd
−β
ij∑
j Ajd
−β
ij
, (S25)
which is the standard origin-constrained gravity model
[S8].
Now back to the DCG model that considers both the
congestion on the way and the crowding in the destina-
tion. Its utility function is Uij = α lnAj − β ln dij −
γ lnDj − lnTij . If the crowding cost lnDj is not affected
by the fluxes Tij , the maximization of the potential func-
tion φ(S) =
∑
j
∫ Tij
0
(α lnAj −β ln dij − γ lnDj − lnx)dx
leads to the following result
Tij = Oi
Aαj d
−β
ij D
−γ
j∑
j A
α
j d
−β
ij D
−γ
j
. (S26)
However, in fact, the destination attraction Dj =
∑
i Tij
is dependent on the fluxes Tij , resulting in the essential
difficulty in solving the Nash equilibrium of DCG . There-
fore, we use the iterative algorithm MSA (see Material
and Methods in the main text) to numerically solve
the DCG model. In the MSA iteration, the function to
calculate the iterative fluxes F
(n)
ij is just the Eq. (S26).
If the destination attraction Dj is fixed, the
DCG model’s potential function is φ(S) =∑
i
∑
j
∫ Tij
0 (α lnAj − β ln dij − γ lnDj − lnx)dx.
For the optimization problem in which maxφ(S) is sub-
jected to
∑
j Tij = Oi and
∑
i Tij = Dj , the Lagrangian
expression is
maxL(Tij)
=
∑
i
∑
j
∫ Tij
0
(α lnAj − β ln dij − γ lnDj − lnx)dx
+
∑
i
λi(
∑
j
Tij −Oi) +
∑
j
µj(
∑
i
Tij −Dj)
=
∑
j
∫ Dj
0
(α lnAj − γ lnDj)dx
−
∑
i
∑
j
∫ Tij
0
(β ln dij + lnx)dx
+
∑
i
λi(
∑
j
Tij −Oi) +
∑
j
µj(
∑
i
Tij −Dj),
(S27)
where λi and µj are Lagrange multipliers. The partial
derivative of the Lagrangian expression with respect to
Tij is
∂L
∂Tij
= −β ln dij − lnTij + λi + µj = 0, (S28)
therefore
Tij = e
λi+µjd−βij . (S29)
Since
Oi =
∑
j
Tij =
∑
j
eλi+µjd−βij (S30)
and
Dj =
∑
i
Tij =
∑
i
eλi+µjd−βij , (S31)
we can get
eλi = Oi/
∑
j
eµjd−βij (S32)
and
eµj = Dj/
∑
i
eλid−βij . (S33)
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Let ai = e
λi/Oi and bj = e
µj/Dj, Eq. (S29) can be
rewritten as
Tij = aiOibjDjd
−β
ij , (S34)
which is the standard doubly-constrained gravity model
[S8]. In the actual calculation, ai and bj are two sets of in-
terdependent balancing factors, i.e. ai = 1/
∑
j bjDjd
−β
ij
and bj = 1/
∑
i aiOid
−β
ij . This means that the calcula-
tion of one set requires the values of the other set: start
with all bj = 1, solve for ai = 1/
∑
j bjDjd
−β
ij and then
use these values to re-estimate the bj = 1/
∑
i aiOid
−β
ij ;
repeat until convergence of the two sets is achieved [S8].
Other derivations of the gravity model
Maximum entropy approach
The earliest gravity model for spatial interaction was
developed by analogy with Newton’s law of universal
gravitation but lacked a rigorous theoretical base. Wil-
son proposed a maximum entropy approach to deriving
the gravity model by maximizing the entropy of a trip
distribution [S9]
max lnΩ = ln
T !∏
i
∏
j Tij !
s.t.
∑
j
Tij = Oi
∑
i
Tij = Di
∑
i
∑
j
TijCij = C,
(S35)
where Ω is the number of distinct trip arrangements of
individuals, T is the total number of trips, Tij is the
number of trips from location i to location j, Oi is the
total number of departures from i, Dj is the total number
of arrivals at j, Cij is the travelling cost from i to j and
C is the total travelling cost.
According to the maximum entropy principle, the most
likely trip distribution is the distribution with the largest
number of microscopic states. Using the Lagrange mul-
tiplier method to solve Eq. (S35), we can get
Tij = aiOibjDje
−λCij , (S36)
where ai = 1/
∑
j bjDje
−λCij and bj = 1/
∑
i aiOie
−λCij
are interdependent balancing factors. Setting λCij =
β ln dij , where dij is the distance between i and j, we
can get a doubly-constrained gravity model with power
distance function
Tij = aiOibjDjd
−β
ij . (S37)
Wilson’s maximum entropy derivation offers a theoret-
ical base for the gravity model. However, the maximum
entropy principle in statistical physics can only give the
most likely macrostate (i.e., the most likely trip distri-
bution matrix T) but cannot describe the individuals’
decision processes (i.e., the microscopic mechanism) in
the system [S10]. Meanwhile, the total cost in the max-
imum entropy method is not causally bounded by the
theory itself, but determined externally [S11]. As the so-
called total cost cannot be estimated in real world, the
maximum entropy theory is less practical.
Deterministic utility theory
Some scientists described the micro decision-making
process of individual spatial interaction (destination
choice) using the principle of utility maximization in eco-
nomics [S10]. Earlier studies used deterministic utility
theory to derive the gravity model. The derivation is
given in terms of trips made by individuals from a single
origin to many destinations [S12]. For an individual k at
origin i, assume that there are αmj persons or things at
each destination j with which the individual at i would
like to interact per trip, where mj is the population at
j and α is a parameter. Then, k’s utility of tripmaking
from i to all destinations is
U
(k)
i =
∑
j
U
(k)
ij = α
∑
j
mjf(T
(k)
ij ), (S38)
where U
(k)
i is the total utility of individual k at location
i of interactions with persons and things at all destina-
tions per unit time, U
(k)
ij is utility of interactions between
individual k at location i and persons or things at desti-
nation j per unit time, T
(k)
ij is the number of trips taken
by individual k from i to j per unit time, and f is a
function.
An individual’s number of trips is constrained by the
total cost that the individual can pay,
r
∑
j
dij T
(k)
ij ≤ C
(k)
i , (S39)
where r is the cost per unit distance travelled and C
(k)
i
is the total amount of money individual k located at i is
willing to spend on travels per unit time.
Setting f(T
(k)
ij ) = lnT
(k)
ij and using the Lagrange mul-
tiplier method to maximize Eq. (S38) under constraint
Eq. (S39), we can derive
T
(k)
ij =
C
(k)
i
r
·
mj∑
j
mj
·
1
dij
. (S40)
The total number of trips taken by all individuals from
i to j is obtained by summing the trips from i to j taken
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by all individuals at i:
Tij =
∑
k
T
(k)
ij =
Ci
r
·
mj∑
j
mj
·
1
dij
, (S41)
where Ci is the total amount of money that all individuals
at origin i are willing to spend on travels per unit time.
The main problem of this deterministic approach is
that the total budget needs to be determined in advance.
This is similar to the problem of Wilson’s maximum en-
tropy approach, which requires the prior constraint of the
total cost. In addition, this method describes the indi-
vidual’s destination selection process over a continuous
time period (i.e., the unit time). If the period is short
enough and individuals can only complete one trip, then
the individuals at a given origin will all select the same
destination with the maximum utility, and there will be
no dispersion of trips [S10].
Random utility theory
Domencich and McFadden applied the random utility
theory to many transport-related discrete choice prob-
lems [S13], including trip destination choice. In this
method, the random utility Uij of a destination j for
the individuals starting from origin i is defined as
Uij = Vij + εij , (S42)
where Vij is a nonstochastic element reflecting the ob-
served attributes of i and j, and εij is a random variable
describing an unobserved element containing attributes
of the alternatives and characteristics of the individual
that we are unable to measure.
The individual will choose the destination j that max-
imized his utility, say
Uij > Uik, ∀k ∈ J − {j}, (S43)
where J is the set of all candidate destinations.
Since these utility values are stochastic, the choice
probability of destination j for any individual at i is given
by
Pij = Prob(Uij > Uik, ∀k ∈ J − {j})
= Prob(Vij + εij > Vik + εik, ∀k ∈ J − {j}).
(S44)
If the random variables εij are independently and iden-
tically distributed Gumbel random variables, i.e.,
F (εij) = e
−e−εij , (S45)
then, from Eq. (S44), we can get [S14]
Pij = Prob(εik < Vij − Vik + εij , ∀k ∈ K − {j})
= Prob(εij = x) ·
∏
k 6=j
Prob(εik < Vij − Vik + x)
=
∫ ∞
−∞
dF (x)
dx
F (Vij − Vik + x)dx
=
∫ ∞
−∞
e−xe−e
−x
∏
k 6=j
e−e
−(Vij−Vik+x)
dx.
(S46)
Noting that Vij − Vij = 0, so Eq. (S46) can be written
as
Pij =
∫ ∞
−∞
e−x
∏
k
e−e
−(Vij−Vik+x)
dx
=
∫ ∞
−∞
e−
∑
k
e−(Vij−Vik+x)e−xdx
=
∫ ∞
−∞
e−e
−x ∑
k e
−(Vij−Vik)
e−xdx.
(S47)
Define t = e−x such that dt = −e−xdx. When x =
∞, t = e−∞ = 0 and when x = −∞, y = e∞ = ∞.
Therefore, Eq. (S47) can be written as
Pij =
∫ 0
∞
e−t
∑
k
e−(Vij−Vik) · (−dt)
=
∫ ∞
0
e−t
∑
k
e−(Vij−Vik)dt
=
e−t
∑
k
e−(Vij−Vik)
−
∑
k e
−(Vij−Vik)
∣∣∣∞
0
=
e−∞ − e0
−
∑
k e
−(Vij−Vik)
=
eVij∑
k e
Vik
,
(S48)
which is the Logit model usually used in transport modal
choice [S8]. If we set Vij = lnmj − β ln dij , we can get
an origin-constrained gravity model
Tij = OiPij = Oi
eVij∑
j
eVij
= Oi
mjd
−β
ij∑
j
mjd
−β
ij
. (S49)
Random utility theory accounts for the dispersion of
trips from an origin and does not require a predetermined
total budget. Therefore, the gravity model based on ran-
dom utility theory seems superior to other approaches
based on deterministic utility theory or maximum en-
tropy theory [S10]. However, random utility theory asks
for an oversubtle condition, namely the existence of an
unobserved variable εij that has to obey the independent
and identical Gumbel distribution.
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TABLE S1. Estimated parameters in parameterised spatial interaction models. α-DCG, β-DCG and γ-DCG are the
parameters in DCG model. α-G2 and β-G2 are the parameters in Gravity 2 model. β-G1 is the parameter in Gravity 1 model
and α-IO is the parameter in IO model.
Data set α-DCG β-DCG γ-DCG α-G2 β-G2 β-G1 α-IO
Abidjan 2.99 2.53 2.28 0.88 2.49 2.43 3.04×10−5
China 3.85 1.07 2.68 1.10 0.91 0.96 8.52×10−7
US (migration) 4.45 0.60 2.88 1.19 0.56 0.59 7.73×10−7
Japan 3.00 0.72 2.21 0.95 0.54 0.52 1.59×10−4
UK 1.97 1.89 0.99 1.03 1.86 1.88 1.72×10−4
Belgium 2.80 1.28 2.01 1.01 1.17 1.20 1.31×10−4
New York 2.99 0.70 2.05 0.92 0.64 0.54 2.13×10−5
Los Angeles 2.85 1.13 2.09 0.85 1.08 1.05 5.60×10−5
Oslo 1.86 1.03 1.01 0.90 0.87 0.76 5.87×10−5
TABLE S2. Two-sample KS statistics of the travel distance distribution predicted by model and that observed
from real data. The bold number is the minimum value of KS statistic in a line.
Data set DCG Gravity 1 Gravity 2 IO PWO Radiation
Abidjan 0.042 0.032 0.044 0.161 0.135 0.296
China 0.077 0.077 0.099 0.151 0.102 0.286
US (migration) 0.031 0.023 0.031 0.052 0.090 0.445
Japan 0.056 0.087 0.084 0.032 0.068 0.284
UK 0.029 0.048 0.044 0.056 0.061 0.248
Belgium 0.064 0.074 0.071 0.074 0.108 0.282
New York 0.006 0.006 0.007 0.012 0.023 0.101
Los Angeles 0.005 0.003 0.004 0.007 0.020 0.069
Oslo 0.022 0.014 0.009 0.026 0.102 0.500
TABLE S3. Two-sample KS statistics of the destination attraction distribution predicted by model and that
observed from real data. The bold number is the minimum value of KS statistic in a line.
Data set DCG Gravity 1 Gravity 2 IO PWO Radiation
Abidjan 0.032 0.096 0.068 0.155 0.087 0.064
China 0.103 0.082 0.171 0.103 0.147 0.206
US (migration) 0.137 0.098 0.157 0.118 0.137 0.216
Japan 0.064 0.191 0.149 0.277 0.277 0.170
UK 0.085 0.118 0.129 0.188 0.141 0.102
Belgium 0.070 0.116 0.116 0.140 0.209 0.093
New York 0.097 0.200 0.133 0.313 0.246 0.082
Los Angeles 0.024 0.169 0.093 0.220 0.164 0.036
Oslo 0.037 0.100 0.074 0.140 0.154 0.026
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FIG. S1. Comparing the prediction of DCG model and the empirical data of intercity travels. (a-c) Predicted and
real distributions of travel distances P (d). (d-f) Predicted and real distributions of locations’s attracted travels P (D). (g-i)
Predicted and observed fluxes.
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FIG. S2. Comparing predicting accuracy of the DCG model and benchmark models for intercity travels.
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FIG. S3. Comparing the prediction of DCG model and the empirical data of intracity trips. (a-c) Predicted and
real distributions of travel distances P (d). (d-f) Predicted and real distributions of locations’s attracted travels P (D). (g-i)
Predicted and observed fluxes.
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FIG. S4. Comparing predicting accuracy of the DCG model and benchmark models for intracity trips.
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FIG. S5. Comparing predicting accuracy of the DCG model and benchmark models in terms of travel distance
distribution. (a) Abidjan. (b) China. (c) US. (d) Japan. (e) UK. (f) Belgium. (g) New York. (h) Los Angeles. (i) Oslo.
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FIG. S6. Comparing predicting accuracy of the DCG model and benchmark models in terms of destination
attraction distribution. (a) Abidjan. (b) China. (c) US. (d) Japan. (e) UK. (f) Belgium. (g) New York. (h) Los Angeles.
(i) Oslo.
