Temperature-driven and electrochemical-potential-driven adiabatic
  pumping via a quantum dot by Hasegawa, M. & Kato, T.
Journal of the Physical Society of Japan FULL PAPERS
Temperature-driven and electrochemical-potential-driven adiabatic pumping
via a quantum dot
Masahiro Hasegawa and Takeo Kato
Institute for Solid State Physics, The University of Tokyo, Kashiwa, Chiba 277-8581, Japan
We investigate adiabatic pumping via a single level quantum dot induced by periodic modulation of thermodynamic
variables of reservoirs, i.e., temperatures and electrochemical potentials. We consider the impurity Anderson model and
derive analytical formulas for coherent adiabatic charge pumping applicable to the strong dot-reservoir coupling within
first-order perturbation with respect to Coulomb interaction. We show that charge pumping is induced by rectification
effect due to delayed response of the quantum dot to time-dependent reservoir parameters. The presence of interaction is
necessary because this delayed response rectifies charge current via Coulomb interaction. For temperature-driven charge
pumping, one-way pumping is realized regardless of reservoir temperatures when an energy level of the quantum dot
locates near the Fermi level. We clarify that this new feature of adiabatic pumping is caused by level broadening effect
of the quantum dot due to strong dot-reservoir coupling.
1. Introduction
Adiabatic pumping is a process by which a finite charge
(and heat) current is induced under the periodic slow mod-
ulation of external control parameters. Motivated by recent
developments of experimental techniques, adiabatic pumping
has been studied in a lot of theoretical and experimental pa-
pers. For example, adiabatic charge pumping in nanoscale de-
vices has been reported,1–4 and has been applied to practical
applications such as the current standard.5 Adiabatic pumping
has also been attracting attentions as a key element in study
of nonequilibrium thermodynamics in small systems; for in-
stance, heat and work exchange6, 7 and feedback control8–10
have been studied.
Investigation of a quantum nature in adiabatic pumping
has been one of important issues for long time. Theoreti-
cally, adiabatic pumping in mesoscopic systems under slow
gate-voltage modulation was initially formulated for nonin-
teracting systems by several researchers,11–14 and then ex-
pressed in a simple formula by Brouwer.15 Not only because
effect of Coulomb interaction between electrons is important
in a lot of mesoscopic systems, but also because nontrivial
many-body effects such as the Kondo effect emerges, adia-
batic pumping has also been theoretically studied for various
interacting electron systems.16–31 All these theoretical works
have investigated adiabatic pumping induced by gate voltage
modulation because such pumping is realized rather easily in
experiments. However, other type of pumping, e.g. pumping
induced by temperature modulation, is also important from
a viewpoint of thermodynamics. Adiabatic heat pumping in-
duced by temperature modulation has first been discussed in
phonon transport via molecule junctions,32 and subsequently,
temperature-induced electronic transport has been discussed
in thermoelectric transport29, 33, 34 and non-equilibrium ther-
modynamics.35, 36 However, temperature-driven pumping has
been considered only for an incoherent transport regime,
where transport is described by Master equations on a ba-
sis of second-order perturbation with respect to a coupling
strength between a system and reservoirs. Although quantum
effect, e.g. level broadening effect of the QD due to strong dot-
reservoir coupling, becomes significant in adiabatic pumping
U
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Fig. 1. A schematic figure of the system considered in this paper. A single-
level QD is connected to two reservoirs, whose temperatures and electro-
chemical potentials are periodically modulated.
at low temperatures, such coherent adiabatic pumping has not
been formulated because of a lack of a systematic method
to describe time-dependent reservoir temperatures in coher-
ent transport.
In this paper, we investigate adiabatic charge pumping via
a single-level quantum dot (QD) coupled to two reservoirs
with time-dependent temperatures and electrochemical po-
tentials (as seen in Fig. 1) as the first step to construct non-
equilibrium thermodynamics for coherent transport. We con-
sider the Anderson impurity model with Coulomb interaction
as a simple setup for non-trivial coherent charge pumping
driven by the thermodynamic variables of the reservoirs, and
employ the Keldysh formalism,37 which is applicable for ar-
bitrary strength of dot-reservoir coupling. To describe time-
dependent temperature modulation in the Keldysh formalism,
we employ the method of the thermomechanical field.38–41
We first derive an analytical formula of adiabatic charge
pumping within the first-order perturbation theory with re-
spect to Coulomb interaction. By this formula, we clarify
that the Coulomb interaction in the QD is essential for adi-
abatic pumping induced by the reservoir parameters driving,
and that no charge is pumped for non-interacting systems. We
show that the present charge pumping is induced by rectifi-
cation effect due to delayed response of an effective QD en-
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ergy level with respect to time-dependent reservoir parame-
ters. The effective QD energy level is shifted via Coulomb in-
teraction by the occupation of the QD which responses time-
dependent reservoir parameters with delay time, and this de-
layed energy shift rectifies the charge current and produces
net charge pumping. The relation between charge pumping
and effective energy shift of the QD is extension of that for
incoherent transport discussed in some papers.27, 28 We also
show that, for temperature-driven pumping, one-way pump-
ing can be realized regardless of the reservoir temperatures
when the QD energy level locates near the Fermi level. This
is a novel feature of adiabatic coherent pumping due to the
level broadening effect of the QD. Finally, we estimate pump-
ing current in a realistic experimental setup.
This paper is organized as follows. In Sect. 2, we define
a model Hamiltonian and Green’s functions (GFs); we also
introduce a thermomechanical field, and give a brief explana-
tion of how it modulates the reservoir temperatures. The adia-
batic approximation is introduced at the end of this section. In
Sect. 3, we derive a formula for a charge pumped in one cycle
of reservoir parameter modulation, and discuss mechanism of
the present charge pumping. In Sect. 4, we show numerical
results of pumping strength for both the temperature-driven
pumping and the electrochemical-potential-driven pumping,
and clarify their properties in detail. We discuss experimental
relevance, and relates the delayed response of the QD with a
linear AC response of the QD in Sect. 5, and summarize our
results in Sect. 6. In the Appendices, we present some techni-
cal details for certain relevant equations.
2. Formulation
In this section, we explain our model and some calcula-
tion methods. We study the impurity Anderson model as a
simple model for adiabatic charge pumping, and analytically
calculate a pumped charge up to the first order of a Coulomb
interaction in the QD by perturbation theory in the Keldysh
GF method. A time-dependent dot-reservoir coupling is in-
troduced to describe time-dependent reservoir parameters (i.e.
the temperatures and the electrochemical potentials of reser-
voirs). We also apply the adiabatic approximation to the time-
dependent parameters by assuming that their time variation is
sufficiently slow. Throughout this paper, we define a charge
of electrons as −e (e > 0).
2.1 Model
We consider a single-level QD coupled to two reservoirs
(Fig. 1). The corresponding Hamiltonian is given by
H(t) =
∑
r=L,R
∑
k,s
rkc
†
rkscrks +
∑
s
dd†sds,
+
∑
r=L,R
∑
k,s
(vrk(t)c
†
rksds + h.c.) + Ud
†
↑d↑d
†
↓d↓. (1)
The first and second terms describe the electron reservoirs and
the QD, respectively, where d†s (ds) is the creation (annihila-
tion) operator of an electron in the QD with a spin s = {↑, ↓},
and c†rks (crks) is that of an electron in the reservoir r (= L,R)
with a wave number k and a spin s. The electron energies in
the QD and the reservoirs are denoted by d and rk, respec-
tively. The third term describes the dot-reservoir coupling,
while the last term describes the Coulomb interaction between
electrons in the QD, and U denotes its strength. We prepare
the reservoirs to be initially in equilibrium and have the same
temperature Tref and the same electrochemical potential (the
latter is set to zero in this paper). We call Tref the reference
temperature hereafter. In the present model, we have intro-
duced a time-dependent dot-reservoir coupling vrk(t) to de-
scribe time-dependence of the reservoir parameters. Further
details are given in Sect. 2.4.
2.2 Keldysh Green’s function
A pumping current is formulated within the framework of
the Keldysh GFs. The retarded, advanced, and lesser com-
ponents of the Keldysh GFs for electrons in the QD for the
noninteracting systems (U = 0) are defined as
GR0,s(t, t
′) = −iΘ(t − t′)
〈
[d†s (t
′), ds(t)]+
〉
0
, (2)
GA0,s(t, t
′) = iΘ(t′ − t)
〈
[d†s (t
′), ds(t)]+
〉
0
, (3)
G<0,s(t, t
′) = i
〈
d†s (t
′)ds(t)
〉
0
, (4)
where Θ(t) is the Heaviside step function. These components
of the Keldysh GF are calculated using the Dyson equation as
GR0,s(t, t
′) = gRd,s(t, t
′)
+
∫
dt1dt2gRd,s(t, t1)Σ
R
s (t1, t2)G
R
0,s(t2, t
′), (5)
GA0,s(t, t
′) =
(
GR0,s(t
′, t)
)∗
, (6)
G<0,s(t, t
′) =
∫
dt1dt2GR0,s(t, t1)Σ
<
s (t1, t2)G
A
0,s(t2, t
′), (7)
where gRd (t, t
′) and gAd (t, t
′) are the retarded and advanced
GFs for electrons in the isolated QD, respectively. The re-
tarded and lesser components of the self-energy, ΣRs (t1, t2) and
Σ<s (t1, t2), are given by
ΣRs (t1, t2) =
∑
r=L,R
∑
k
v∗rk(t1)g
R
rks(t1, t2)vrk(t2), (8)
Σ<s (t1, t2) =
∑
r=L,R
∑
k
v∗rk(t1)g
<
rks(t1, t2)vrk(t2), (9)
where gRrks(t, t
′) and g<rks(t, t
′) are the retarded and lesser GFs
for electrons in the isolated reservoir r, respectively.
The Keldysh GFs for the interacting electron system are
defined in a similar manner:
GRs (t, t
′) = −iΘ(t − t′)
〈
[d†s (t
′), ds(t)]+
〉
, (10)
GAs (t, t
′) = iΘ(t′ − t)
〈
[d†s (t
′), ds(t)]+
〉
, (11)
G<s (t, t
′) = i
〈
d†s (t
′)ds(t)
〉
. (12)
In this paper, the charge current is evaluated up to the first
order of U by approximating the Keldysh GFs as follows:
GRs (t, t
′) ' GR0,s(t, t′)
− iU
∫
dt1GR0,s(t, t1)G
<
0,s¯(t1, t1)G
R
0,s(t1, t
′), (13)
GAs (t, t
′) ' GA0,s(t, t′)
− iU
∫
dt1GA0,s(t, t1)G
<
0,s¯(t1, t1)G
A
0,s(t1, t
′). (14)
where s¯ indicates the spin opposite to s. The lesser GF is eval-
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uated up to the first order of U by substituting (13) and (14)
into its definition given by
G<s (t, t
′) =
∫
dt1dt2GRs (t, t1)Σ
<
s (t1, t2)G
A
s (t2, t
′). (15)
2.3 Transferred charge
The charge current flowing from the reservoir r into the QD
is given by
Jr(t) = −2e
∑
k,s
Re
[
vrks(t)G<s;rks(t, t)
]
, (16)
where G<s;rks(t, t
′) is defined as
G<s;rks(t, t
′) = i
〈
c†rks(t
′)ds(t)
〉
. (17)
The charge accumulated from the reservoir r between the ini-
tial time ti and the finial time t f is
δQr =
∫ t f
ti
dtJr(t). (18)
To consider the accumulated charge in a cycle, we set t f − ti =
T , where T is a period of of the time-dependent reservoir
parameters. Using the method of the equation of motion,37
the pumped charge can be rewritten as
δQr = −2e
∑
k,s
∫ t f
ti
dt
∫
dt1
× Re
[
vrks(t)GRs (t, t1)v
∗
rks(t1)g
<
rks(t1, t)
+ vrks(t)G<s (t, t1)v
∗
rks(t1)g
A
rks(t1, t)
]
. (19)
2.4 Time-dependent dot-reservoir coupling
To treat time-dependent thermodynamic variables of the
reservoirs, we introduce a method of the time-dependent dot-
reservoir coupling, which is equivalent to the thermomechan-
ical field method.38–41 We consider the time-dependent dot-
reservoir coupling given by
vrk(t) = vrk
√
1 + B˙r(t)ei(rkBr(t)+Λr(t)), (20)
where Br(t) and Λr(t) are functions of time related with the
temperature and the electrochemical potential of the reservoir
r, respectively. With this time-dependent dot-reservoir cou-
pling, the self-energies (Eqs. (8) and (9)) become
ΣRs (t1, t2) =
∑
r=L,R
∑
k
|vrk |2gRrks(t1, t2)Cr(rk, t1, t2), (21)
Σ<s (t1, t2) =
∑
r=L,R
∑
k
|vrk |2g<rks(t1, t2)Cr(rk, t1, t2), (22)
Cr(ω, t1, t2) =
√
(1 + B˙r(t1))(1 + B˙r(t2))
× e−iω(Br(t1)−Br(t2))−i(Λr(t1)−Λr(t2)). (23)
Hereafter we assume the energy-independent dot-reservoir
coupling constant (vrk = vr), and define the line width as
Γr = 2piρ|vr |2, where ρ is a density of state at the Fermi level
(the wide-band limit).
To highlight the effect of the time-dependent dot-reservoir
coupling on the temperatures and the electrochemical poten-
tials, let us first consider a simple example in which Br(t) and
Λr(t) have a linear time-dependence:
Br(t) = B˜rt, Λr(t) = Λ˜rt. (24)
In this example, the retarded and lesser self-energies are given
by
ΣRs (t1, t2) = −i
∑
r=L,R
Γr
2
δ(t1 − t2), (25)
Σ<s (t1, t2) =
∫
dω
2pi
Σ<s (ω)e
−iω(t1−t2), (26)
Σ<s (ω) = i
∑
r=L,R
Γr f
(
ω − Λ˜r
1 + B˜r
)
, (27)
where f (ω) = (eω/Tref + 1)−1 is the Fermi distribution function
at the reference temperature Tref (refer to Appendix A for fur-
ther details). As seen in the expressions of the self-energies,
the time-dependent dot-reservoir coupling solely affects the
energy rescaling and the chemical-potential shift of the Fermi
distribution function f (ω). This modulation of the Fermi dis-
tribution function can be regarded as a change of the temper-
atures and the electrochemical potentials according to
Tr = (1 + B˜r)Tref , (28)
µr = Λ˜r. (29)
Thus, the present example describes the system in which the
reservoir parameters are time-independent.
In general, Br(t) and Λr(t) are not linear in time, and there-
fore, their effect to the reservoir parameters are non-trivial.
However, when the modulation of Br(t) and Λr(t) is suffi-
ciently slow, the first time derivative of Br(t) and Λr(t) can be
related to the reservoir parameters in a similar way, as shown
in the next subsection.
2.5 Adiabatic approximation
Hereafter we consider the situation that the period T is
much larger than a characteristic time scale of the system,
which is Γ−1 = (ΓL + ΓR)−1 in the present model. In this situ-
ation, all the physical quantities are expected to be expanded
with a small parameter (ΓT )−1. In order to expand the pumped
charge given in Eq. (19) with respect to (ΓT )−1, let us con-
sider a Tayler expansion of Br(t) and Λr(t),
Br(t1) = Br(t) + B˙r(t)(t1 − t) + B¨r(t1) (t1 − t)
2
2
+ · · · , (30)
Λr(t1) = Λr(t) + Λ˙r(t)(t1 − t) + Λ¨r(t) (t1 − t)
2
2
+ · · · , (31)
where t1 is an integral variable, and t ∈ [ti, t f ] is a time vari-
able of the current. This Tayler expansion is a power series
of T −1, since B˙r(t) ∼ T −1Br(t), B¨r(t) ∼ T −2Br(t), · · · hold.
This expansion may cause confusion to the reader because
Br(t) and Λr(t) are expanded not with (ΓT )−1 but with T −1.
However, this expansion actually leads to a power series of
observables with respect to (ΓT )−1 after integration with re-
spect to internal time variables as shown at the end of this
subsection.
To evaluate the contribution of the linear term, i.e. the first
time derivatives of Br(t) and Λr(t), let us first consider the
first-order approximation in Eqs. (30) and (31). By calculating
the self-energies given in Eqs. (21)-(23), the time derivatives
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of Br(t) and Λr(t) are related to the time-dependent reservoir
parameters as
Tr(t) = (1 + B˙r(t))Tref , (32)
µr(t) = Λ˙r(t), (33)
where Tr(t) and µr(t) is the temperatures and the electrochem-
ical potentials of the reservoir r at time t. In this derivation, we
have assumed the condition
1 + B˙r(t) > 0, (34)
to guarantee the positiveness of the temperature. Note that
these relations can be regarded as an extension of Eqs. (28)
and (29) for the steady state under time-independent reservoir
parameters.
Let us now introduce the adiabatic approximation. The adi-
abatic approximation considers expansion up to the first or-
der of T˙r(t) and µ˙r(t) and ignores other non-adiabatic terms,
e.g. the terms proportional to T¨r(t) and (T˙r(t))2. In the present
formalism, this approximation is equivalent to the second-
order approximation, i.e., the approximation up to the second-
order time derivatives in the Tayler expansions, Eqs. (30)
and (31). Since the function Cr (see Eqs. (21)-(23)) contains
all the time-dependences of Br(t) and Λr(t), it is sufficient
to expand it for the adiabatic approximation. By expanding
Cr(ω, t1 + t, t2 + t) with respect to t1 and t2, one can obtain
Cr(ω, t1 + t, t2 + t) ' C(0)r (ω, t1, t2; t) + C(1)r (ω, t1, t2; t), (35)
C(0)r (ω, t1, t2; t)
= (1 + B˙r(t))e−i[ωB˙r(t)+Λ˙r(t)](t1−t2), (36)
C(1)r (ω, t1, t2; t)
=
{
B¨r(t)
2
[
(t1 + t2) + iω(1 + B˙r(t))(t22 − t21)
]
+
iΛ¨r(t)
2
(t22 − t21)(1 + B˙r(t))
}
e−i[ωB˙r(t)+Λ˙r(t)](t1−t2). (37)
where C(0)r (ω, t1, t2; t) is a steady-state contribution and
C(1)r (ω, t1, t2; t) is a correction which contains the second-
order time derivatives of Br(t) and Λr(t). Here t ∈ [ti, t f ] is
a time variable of the current, and t1, t2 ∈ [−∞,∞] are inte-
gral variables.
In this approximation, the lesser component of the self-
energy becomes
Σ<(t1, t2) ' Σ<,(0)(t1, t2; t) + Σ<,(1)(t1, t2; t), (38)
where Σ<,(0)(t1, t2; t) and Σ<,(1)(t1, t2; t) are proportional to
C(0)r (ω, t, t1, t2) and C
(1)
r (ω, t, t1, t2), respectively. The lowest
order term, Σ<,(0)(t1, t2; t), describes the steady-state contribu-
tion for fixed values of the temperatures Tr(t) = (1+ B˙r(t))Tref
and the electrochemical potentials µr(t) = Λ˙r(t). The next
term Σ<,(1)(t1, t2; t), which is proportional to time derivatives
of reservoir parameters, i.e., T˙r(t) = B¨r(t)Tref and µ˙r(t) =
Λ¨r(t), describes the correction to the steady-state contribution.
Thus, by the adiabatic approximation, the pumping current
can be evaluated as a sum of the steady-state contribution and
the correction to it up to the first order of T˙r(t) and µ˙r(t).
As shown in Eq. (38), the Tayler expansion of Br(t) and
Λr(t) is equivalent with the expansion of the self-energies. In
the quantum field theory, any observables are expressed by
convolution time integral of the GFs and the self-energies. In
the present model, the noninteracting GFs decays with a de-
cay rate Γ, i.e. GR0,s(t, t
′) ∼ e−Γ|t−t′ |, and time integral of such
GFs produces the factor Γ−1. Thus, once the self-energies are
expanded with respect to T −1, then time integration of the
GFs automatically gives the expansion of the observables with
respect to (ΓT )−1.
3. Analytical Result
3.1 Formula for the pumped charge
The transferred charge given by Eq. (19) is calculated up
to the first order of U by substituting Eqs. (13), (14) and (15)
into (19). The amount of the transferred charge from the reser-
voir r in one period can be decomposed into a noninteracting
term δQr,0 and the first-order term δQr,U proportional to U as
follows:
δQr = δQr,0 + δQr,U + O(U2). (39)
The explicit forms of δQr,0 and δQr,U are presented in Ap-
pendix B. The adiabatic transferred charge is obtained by ap-
plying the adiabatic approximation to δQr,0 and δQr,U as
δQr,0 = δQ
(0)
r,0 + δQ
pump
r,0 + O((ΓT )−1), (40)
δQr,U = δQ
(0)
r,U + δQ
pump
r,U + O((ΓT )−1). (41)
Here, δQ(0)r,0 and δQ
(0)
r,U are steady-state contributions, which
are calculated by approximating the self-energy up to the low-
est order as Σ< ' Σ<,(0), while δQpumpr,0 and δQpumpr,U are the
pumping contributions, which are proportional to the contri-
bution of Σ<,(1) ∼ O(T˙r, µ˙r). We note that the steady-state con-
tributions are finite in general. For example, when the elec-
trochemical potential of one reservoir is always larger than
that of the other reservoir throughout a cycle while keeping
the temperatures constant, the steady-current contribution re-
mains finite. However, the pumping contributions of the trans-
ferred charge is distinguished from the steady-state one by
the dependence on the pumping frequency T −1; the pumping
contributions are independent of T , whereas the steady-state
contributions are proportional to T . Hereafter, we focus only
on the pumping contributions.
In Sect. 3.1.1 and Sect. 3.1.2, we derive formulas for
δQpumpr,0 and δQ
pump
r,U in a line-integral form. Here we define
some functions used in those formulas in advance. We define
a parameter vector by
X(t) = (TL(t),TR(t), µL(t), µR(t))
= (Xµ(t)), (µ = 1, 2, 3, 4), (42)
where the vector components are defined by Eqs. (32) and
(33). We define a spectral function of the QD and a Fermi
distribution function of the reservoir r as
A(ω) = 1
2pi
Γ
(ω − d)2 + Γ2/4 , (43)
fr(ω; X) = f (ω;Tr, µr) = [e(ω−µr)/Tr + 1]
−1
, (44)
respectively. Using the Fermi distribution functions, we also
define an effective distribution function of the QD as
feff(ω; X) =
ΓL fL(ω; X) + ΓR fR(ω; X)
Γ
. (45)
4
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3.1.1 A noninteracting part of the pumped charge
First, we derive a formula for the noninteracting term
δQpumpr,0 , and show that this term is canceled out in a period. By
substituting Eqs. (36) and (37) into the expression of δQpumpr,0
given in Eqs. (B·1)-(B·3), δQpumpr,0 becomes,
δQpumpr,0 =
4∑
µ=1
∫ Xµ(t f )
Xµ(ti)
dXµpi
µ
r,0(X), (46)
pi
µ
r,0(X) =
∂
∂Xµ
(
e
∫
dωΓr
[
(∂ωA(ω)) fr(ω; X)
−piA2(ω) feff(ω; X)]), (47)
where
∑
µ
∫
dXµ is a line integral along the trajectory of X(t).
A detailed derivation is given in Appendix C. Since piµr,0(X) is
a gradient of a scalar function of X, the noninteracting part
always becomes zero (δQpumpr,0 = 0) under the periodic bound-
ary condition X(ti) = X(t f ). Accordingly, no charge pumping
is induced for a noninteracting electron model (U = 0) by
the time-dependent modulation of the reservoir parameters.
Hereafter, we drop piµr,0(X) for the discussion of the charge
pumping.
3.1.2 An interacting part of the pumped charge
Next, we derive a formula for the interacting part δQpumpr,U .
By substituting Eqs. (36) and (37) into δQpumpr,U , it is obtained
as
δQpumpr,U =
4∑
µ=1
∫ X(t f )
X(ti)
dXµpi
µ
r,U(X), (48)
pi
µ
r,U(X) = pi
µ
r,U,non−pump(X) + pi
µ
r,U,pump(X) (49)
pi
µ
r,U,non−pump(X)
= − ∂
∂Xµ
{2pieU
Γ3
∫
dω1A(ω1) feff(ω1; X)
×
∫
dω2
∑
r1
[
Γδr,r1
∂
∂ω2
(
1
piΓ
A(ω2) −A2(ω2)
)
+ Γr
∂A2(ω2)
∂ω2
]
Γr1 fr1 (ω2; X)
}
(50)
pi
µ
r,U,pump(X)
= −2pieUΓrΓr¯
Γ
∫
dω1
∂A(ω1)
∂ω1
( fr(ω1; X) − fr¯(ω1; X))
×
∫
dω2A2(ω2)∂ feff(ω2; X)
∂Xµ
. (51)
A detailed derivation is given in Appendix D. Contrary to
the noninteracting term, piµr,U,pump(X) is not a gradient of a
scalar function, and therefore, becomes finite under the time-
dependent driving of the reservoir parameters. We note that
the non-pumping term, piµr,U,non−pump(X), does not contribute
to the pumped charge under the periodic boundary condition
X(ti) = X(t f ) since this term is given by a gradient of a scalar
function of X. Hereafter, we drop piµr,U,non−pump(X) for the dis-
cussion of the charge pumping.
3.2 Mechanism of charge pumping
In this section, we explain physical mechanism of the
present pumping by considering rectification effect induced
by a delayed response of an effective QD energy level.
First, we discuss the delayed response of the effective QD
energy level. Considering the Hartree approximation, the ef-
fective QD energy level can be written up to the first order of
U as
˜d,s(t) = d + U〈ns¯(t)〉0 + O(U2), (52)
where 〈ns(t)〉0 = −iG<0,s(t, t) is the average occupation num-
ber of the noninteracting QD (U = 0). Using the adiabatic
approximation, 〈ns(t)〉0 becomes
〈ns(t)〉0 = 〈ns(t)〉(0)0 + 〈ns(t)〉(1)0 + O((ΓT )−2), (53)
〈ns(t)〉(0)0 =
∫
dωA(ω) feff(ω; X(t)), (54)
〈ns(t)〉(1)0 = −
4∑
µ=1
∫
dωpiA(ω)2 ∂ feff(ω; X(t))
∂Xµ
X˙µ(t). (55)
The leading term 〈ns(t)〉(0)0 is the average occupation number
with fixed reservoir parameters, Xµ(t), whereas the first-order
term 〈ns(t)〉(1)0 is a correction proportional to X˙µ(t). To under-
stand the effect of the correction term 〈ns(t)〉(1)0 in terms of
time delay, we rewrite it as
〈ns(t)〉(1)0 = 〈ns(t − δt)〉(0)0 − 〈ns(t)〉(0)0 + O((ΓT )−2), (56)
δt =
4∑
µ=1
∫
dωpiA2(ω)∂ feff(ω)
∂Xµ
X˙µ
4∑
µ=1
∫
dωA(ω)∂ feff(ω)
∂Xµ
X˙µ
. (57)
Here, we have introduced a delay time δt by assuming that
there is a delay when the occupation number 〈ns(t)〉(0)0 changes
in response to the time-dependent reservoir parameters. Using
this time delay, we define the steady-state contribution of the
effective QD energy level and its change during the time delay
as
˜(0)d (t) = d + U〈ns¯(t)〉(0)0 , (58)
δ˜(0)d (t) = ˜
(0)
d (t − δt) − ˜(0)d (t)
= U
(
〈ns¯(t − δt)〉(0)0 − 〈ns¯(t)〉(0)0
)
= U〈ns¯(t)〉(1)0 + O((ΓT )−2), (59)
respectively. Then, the pumped charge given in Eqs. (48)-(51)
is rewritten as
δQpumpr,U =
∫ t f
ti
dt
∂Jsteadyr (d, X(t))
∂d
δ˜(0)d (t)
+ O(U2) + O((ΓT )−1), (60)
where Jsteadyr (d, X) is a steady-state charge current with a
fixed parameter X(t) given by
Jsteadyr (d, X) = −2eΓrΓr¯
Γ
∫
dωA(ω; d)
× [ fr(ω; X) − fr¯(ω; X)] . (61)
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Here, we have denoted the spectral function with A(ω; d) to
show its d-dependence explicitly (see Eq. (43)). As seen in
Eq. (60), the pumped charge is directly induced by the en-
ergy shift of the effective QD energy level due to the delayed
response of the occupation number in the QD. We note that
no charge pumping is induced in a noninteracting model be-
cause the effective QD energy level is constant (˜(0)d (t) = d),
and does not reflect the delayed response of the occupation
number in the QD.
Next, we explain how the pumping current is induced by
the energy shift of the effective QD energy level due to time
delay. For demonstration, let us consider the temperature-
driven pumping by setting the reservoir parameters as
(TL(t),TR(t)) = (Γ + 0.3Γ cos(2piT −1t),Γ + 0.3Γ sin(2piT −1t))
and µL = µR = 0. Furthermore, we set the model parame-
ters as ΓL = ΓR = Γ/2 and d = 0.25Γ. In Fig. 2 (a) and
(b), we show time dependence of the steady charge current
JsteadyL (d, X(t)) and the energy shift of the effective QD energy
level due to time delay, δ˜(0)d (t), respectively. In Fig. 2 (c), we
also show the normalized pumping current J˜pumpL,U (t) defined as
J˜pumpL,U (t) =
Γ
U
JpumpL,U (t) (62)
JpumpL,U (t) ≡
4∑
µ=1
pi
µ
L,U,pump(X(t))X˙
µ(t)
=
∂Jsteadyr (d, X(t))
∂d
δ˜(0)d (t) + O(U
2) + O((ΓT )−1). (63)
As indicated in Fig. 2, there are two time regions, i.e., the
region of TL(t) < TR(t) (T /8 < t < 5T /8) and that of
TL(t) > TR(t) (0 < t < T /8, 5T /8 < t < T ). Let us first
consider the time region of TL(t) < TR(t). In this region, the
steady charge current JsteadyL (d, X(t)) is positive, since its sign
depends on the direction of the temperature bias. At the same
time, ∂d J
steady
L (d, X(t)) is positive in this region as indicated
by the two dashed lines drawn for d = 0.22Γ and 0.28Γ in
Fig. 2 (a). On the other hand, the occupation number of the
QD, 〈ns(t)〉(0)0 , takes a maximum value at t = T /8 and a min-
imum value at t = 5T /8 within the cycle for the symmetric
coupling (ΓL = ΓR), and therefore, the occupation number of
the QD continues to decrease in the region of TL(t) < TR(t).
Then, the time delay induces the positive energy shift (i.e.,
δ˜(0)d (t) > 0) via the Hartree correction since the occupation
number of the QD at time t − δt is larger than at time t. By
combining this result with the sign of ∂d J
steady
L (d, X(t)), we
can conclude that the delayed response of the effective QD
energy level enhances magnitude of the charge current when
the steady current is positive. By a similar discussion for the
time region of TL(t) > TR(t), we can also conclude that effect
of the time delay suppresses magnitude of the charge current
when the steady current is negative. As a result, in both of
the regions, the pumping current becomes positive and the
net charge transferred in one cycle becomes finite. Thus, the
present mechanism of the charge pumping is regarded as ‘rec-
tification’ effect induced by the time delay.
In general, the direction of the rectification, i.e., the sign
of the product of ∂d J
steady
L (d, X(t)) and δ˜
0)
d (t), may change
depending on the model parameters as discussed in Sect. 4.
Furthermore, the time dependence of the occupation number
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Fig. 2. Time-dependence of (a) the steady charge current, (b) the energy
shift of the effective QD energy level due to time delay, and (c) the interact-
ing part of the normalized pumping current. The temperatures are taken as
(TL,TR) = (Γ + 0.3Γ cos(2pit/T ),Γ + 0.3Γ sin(2pit/T )), and a symmetric cou-
pling (ΓL = ΓR = Γ/2) is assumed. The other parameters are set as d = 0.25Γ
and T −1 = 1GHz. In order to indicate the sign of ∂d JsteadyL , the steady charge
currents for d = 0.22Γ and 0.28Γ are also shown by the dashed lines. In the
region of TL < TR, the steady current is positive, and its magnitude is en-
hanced by the time delay of the effective QD energy level, because ∂d J
steady
L
is positive and the effective QD energy level become larger due to the time
delay. Conversely, in the region of TL > TR, the steady current is negative,
and its magnitude is suppressed by the time delay, because ∂d J
steady
L is nega-
tive and the effective QD energy level become smaller due to the time delay.
As a result of this rectification effect, the positive pumping current is induced
in both of the regions.
is nontrivial for the asymmetric coupling (ΓL , ΓR). However,
the idea that the energy delay of effective QD energy level rec-
tifies the charge current is still useful to understand the charge
pumping for such a general case.
3.3 Kernel representation
In this section, we introduce integral kernel representation
for the pumped charge. Using the Stokes’ theorem, the line
integral (Eq. (48)) is rewritten into a surface integral. This
representation is convenient for visualization of the charge
pumping strength discussed in Sect. 4.
First, we show a formula for the pumped charge induced
by the temperature driving assuming µL(t) = µR(t) = 0 The
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pumped charge is rewritten as
δQpumpL,U =
∫
A
dTLdTR
∂pi2L(X)
∂TL
− ∂pi
1
L(X)
∂TR

=
∫
A
dTLdTRΠT (TL,TR), (64)
where A is an area whose boundary is the parameter trajectory
(TL(t),TR(t)). The kernel ΠT (TL,TR) is calculated by
ΠT (TL,TR) = −2pieUΓLΓR
Γ2
∫
dωdω′
[
∂ωA(ω)A2(ω′)
×
(
ΓL
∂ fL(ω′)
∂TL
∂ fR(ω)
∂TR
+ ΓR
∂ fL(ω)
∂TL
∂ fR(ω′)
∂TR
)]
. (65)
Next, we show a formula for the pumped charge induced
by the electrochemical-potential driving assuming TL(t) =
TR(t) = const. The pumped charge is rewritten as
δQpumpL,U =
∫
A′
dµLdµR
∂pi4L(X)
∂µL
− ∂pi
3
L(X)
∂µR

=
∫
A′
dµLdµRΠV (µL, µR), (66)
where A′ is an area whose boundary is the parameter trajec-
tory (µL(t), µR(t)). The kernel ΠV (µL, µR) is calculated by
ΠV (µL, µR) = −2pieUΓLΓR
Γ2
∫
dωdω′∂ωA(ω)A2(ω′)
×
(
ΓL
∂ fL(ω′)
∂µL
∂ fR(ω)
∂µR
+ ΓR
∂ fL(ω)
∂µL
∂ fR(ω′)
∂µR
)
. (67)
The kernel ΠV (µL, µR) has the same form as ΠT (TL,TR) (see
Eq. (65)) except that the temperature derivative is replaced
with the electrochemical-potential derivative.
Although other kinds of the parameter driving (e.g. TL-µL
driving) are possible, we focus on the two simple cases given
above, and clarify difference between them in the next section.
We note that once the integral kernels are defined as Eqs. (65)
and (67), then the anticlockwise trajectory must be taken in
the parameter space of (TL,TR) or (µL, µR). If the trajectory
is set to clockwise, the sign of the integral kernels becomes
opposite.
4. Numerical Result
In this section, we show the contour plots of the integral
kernel of both of the temperature-driven pumping and the
electrochemical-potential-driven pumping, and discuss their
qualitative properties. We also estimate the pumping current
averaged in one cycle for both types of pumping, and show
that it is large enough for experimental observation.
4.1 Temperature-driven pumping
First, we consider the temperature-driven pumping by set-
ting µL(t) = µR(t) = 0. When the sign of d is reversed, the
integral kernel changes only its sign keeping its magnitude.
Therefore, it is sufficient to consider the integral kernel only
for d > 0. The left panels of Fig. 3 show the contour plots of
the normalized integral kernel defined by
Π˜T (TL,TR) ≡ Γ
3
U
ΠT (TL,TR), (68)
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Fig. 3. Left panels: Contour plots of the normalized integral kernel
Π˜T (TL,TR) = (Γ3/U)ΠT (TL,TR) for (a) d = Γ, (b) d = 0.5Γ, and (c)
d = 0.25Γ. The symmetric coupling (ΓL = ΓR = Γ/2) is assumed. As the
QD energy level d decreases, the area in which the kernel takes positive val-
ues shrinks, and disappears for d < Γ/(2
√
3) ' 0.29Γ. This indicates that
one-way pumping is realized for d < Γ/(2
√
3). Right panels: Plots of the
normalized integral kernel on the line TL = TR ≡ T .
for the symmetric coupling (ΓL = ΓR = Γ/2) with three dif-
ferent positive QD energy levels, d = Γ, 0.5Γ, and 0.25Γ.
These contour plots indicate the strength of charge pump-
ing; as explained in Sect. 3.3, arbitrary adiabatic tempera-
ture modulation is expressed by a trajectory in the (TL,TR)
space, and the pumped charge for one cycle is a surface in-
tegral of the integral kernel inside the trajectory. When the
QD energy level is far from the Fermi level (d = Γ, 0.5Γ),
the integral kernel becomes positive (negative) in the high-
temperature (low-temperature) side. As d decreases, the re-
gion of the negative kernel becomes narrower, and disappears
when d is below a threshold value, which is shown to be
Γ/(2
√
3) ' 0.29Γ later. Actually, the integral kernel is al-
ways positive for d = 0.25Γ as shown in the left panel in
Fig. 3 (c). The right panels of Fig. 3 shows the integral kernel
on TL = TR ≡ T . The integral kernel has one positive peak
and one negative dip for d = Γ, 0.5Γ, while it has only one
positive peak for d = 0.25Γ.
In order to understand this qualitative change across d =
Γ/(2
√
3), we rewrite the integral kernel given in Eq. (65) as
Π˜T (TL,TR) = −eΓ2
(
∂TLΦ(TL)∂TRΨ(TL,TR)
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+ ∂TRΦ(TR)∂TLΨ(TL,TR)
)
, (69)
Φ(T ) =
2ΓLΓR
Γ
∫
dω∂ωA(ω; d) f (ω;T ), (70)
Ψ(TL,TR) = Γ
∫
dωpiA2(ω; d) feff(ω;TL,TR). (71)
Here, the Fermi distribution function is denoted with f (ω;T )
to stress the temperature dependence, Φ(T ) is an integral re-
lated to the steady current as
∂d J
steady
L (d,TL,TR) = e(Φ(TL) − Φ(TR)), (72)
and Ψ(TL,TR) is an integral related to the change of the occu-
pation number due to the time delay, 〈ns(t)〉(1)0 , as
〈ns(t)〉(1)0 = −
1
Γ
dΨ(TL(t),TR(t))
dt
= −∂Ψ(TL(t),TR(t))
∂TL
T˙L(t)
Γ
− ∂Ψ(TL(t),TR(t))
∂TR
T˙R(t)
Γ
.
(73)
As given in Eq. (69), the sign of the integral kernel is deter-
mined by the temperature derivatives of Φ(T ) and Ψ(TL,TR).
We note that Ψ(TL,TR) is a monotonically increasing function
of both the temperatures, TL and TR, i.e., satisfies
∂TLΨ(TL,TR) > 0, ∂TRΨ(TL,TR) > 0, (74)
for d > 0. As a result, the sign change of the integral kernel is
caused only by that of ∂TΦ(T ). In Fig. 4 (a), we show a plot of
Φ(T ) as a function of temperature for d = 0.25Γ, 0.5Γ and Γ.
As seen in the figure, Φ(T ) is a non-monotonic function of T
for d = Γ, 0.5Γ, and the sign of ∂TΦ(T ) changes at a certain
temperature. On the other hand, Φ(T ) is a monotonically de-
creasing function of T for d = 0.25Γ, and the sign of ∂TΦ(T )
is always negative.
The non-monotonic behavior of Φ(T ) causes the sign
change of the integral kernel as follows. When Φ(T ) is a
monotonically decreasing function of T , both ∂TLΦ(TL) and
∂TRΦ(TR) are negative for arbitrary value of TL and TR. By
combining this with Eq. (74), we can conclude that the inte-
gral kernel is always positive from Eq. (69). When Φ(T ) is
a non-monotonic function of T , Φ(T ) has a maximum value
at a certain temperature T = Tmax. If we set both of TL and
TR as larger (smaller) than Tmax, the integral kernel becomes
positive (negative) from Eq. (69) since both of ∂TLΦ(TL)
and ∂TRΦ(TR) becomes negative (positive). Therefore, we can
conclude that the integral kernel must change its sign at least
once. Thus, the non-monotonicity of Φ(T ) is the origin of the
sign change of the integral kernel. When TL ≤ Tmax ≤ TR
or TR ≤ Tmax ≤ TL, the integral kernel can be either posi-
tive or negative, and determination of its sign needs detailed
analysis of Eq. (69). We stress that since Φ(T ) is related to
∂d J
steady
L (d,TL,TR) as given in Eq. (72), its behavior reflects
the response of the steady current with respect to change of
the QD energy level.
To discuss the origin of the non-monotonic (monotonic) be-
havior of Φ(T ) for large (small) values of d, we define the
integrand φ(ω,T ) as
Φ(T ) =
2ΓLΓR
Γ3
∫
dωφ(ω,T ), (75)
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Fig. 4. (a) Temperature-dependence of Φ(T ) for three QD energy levels,
d = 0.25Γ, 0.5Γ and Γ. For d = 0.25Γ, Φ(T ) is monotonic decreasing
function while it is non-monotonic function for d = 0.5Γ,Γ. (b) Plots of
the integrand φ(ω,T ) as a function of ω for T = 0, 0.1Γ and Γ for d = 0.25Γ.
An integral of φ(ω,T ) in the range of ω ∈ [−∞ : ∞] gives Φ(T ) except for
the constant coefficient (see Eq. (75)). The dashed line shows ∂ωA(ω; d). (c)
The same plots for d = 0.5Γ. The difference, Φ(T = 0.1Γ) − Φ(ω,T = 0), is
given by S 2 − S 1, where S 1 = |
∫ 0
−∞ dω(φ(ω,T = 0.1Γ)−φ(ω, 0))| is negative
contribution of holes for ω < 0 and S 2 =
∫ ∞
0 dω(φ(ω,T = 0.1Γ)− φ(ω, 0)) is
positive contribution of electrons for ω > 0. At T = Γ, the Fermi distribution
function is sufficiently broadened and the negative part of ∂ωA(ω; d) starts
to contribute. Thus, Φ(T ) approaches to zero at high temperatures.
φ(ω,T ) = Γ2∂ωA(ω; d) f (ω;T ), (76)
and show theω-dependence of φ(ω,T ) for three different tem-
peratures, T = 0, 0.1Γ, and Γ in Fig. 4 (b) and (c). In the fig-
ures, we also show Γ2∂ωA(ω; d) as dashed line, which has a
peak at ω = d − Γ/(2
√
3). There are two cases. In the case of
0 < d < Γ/(2
√
3), the Fermi energy (ω = 0) is located above
the frequency of the peak of ∂ωA(ω) as shown in Fig. 4 (b). At
zero temperature, φ(ω,T ) is a product of ∂ωA(ω; d) and the
step function Θ(−ω), and therefore, Φ(T = 0) is proportional
to an integral of ∂ωA(ω; d) in the range of ω ∈ [−∞, 0]. At
low temperatures (e.g. at T = 0.1Γ shown in the figure), the
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jump of the distribution function is smeared by thermal broad-
ening. The change of the integral, Φ(T ) − Φ(0), is then given
by a sum of negative contribution by holes at ω < 0 (denoted
with S 1 in the figure) and positive contribution by electrons
at ω > 0 (denoted with S 2 in the figure). Since ∂ωA(ω; d)
is larger in the hole side than in the electron side (S 1 > S 2),
Φ(T ) decreases as the temperature rises from zero. At higher
temperatures (e.g. at T = Γ shown in the figure), Φ(T ) de-
creases further because the negative part of ∂ωA(ω; d) at high
energies (ω > d) starts to contribute. Thus, in this case, Φ(T )
monotonically decreases as the temperature increases. In the
case of Γ/(2
√
3) < d, the Fermi energy (ω = 0) is located
below the peak frequency of ∂ωA(ω) as shown in Fig. 4 (c).
In this case, positive contribution by electrons exceeds nega-
tive contribution by holes (S 1 < S 2) at low temperatures since
∂ωA(ω; d) is larger in the electron side than in the hole side.
Then, the change of the integral, Φ(T ) − Φ(0), becomes posi-
tive at low temperature. This indicates that Φ(T ) increases as
the temperature rises from zero. However, at higher tempera-
tures, Φ(T ) is a decreasing function of T because the negative
part of ∂ωA(ω; d) at high energies (ω > d) starts to con-
tribute. Thus, in this case, Φ(T ) is a non-monotonic function
of T . We stress that this qualitative change of the behavior
of Φ(T ) clearly originates from the level broadening due to
strong coupling to the reservoirs, i.e., the finite line width of
the spectrum functionA(ω).
In summary, we have related the sign change of the integral
kernel to the non-monotonicity of Φ(T ). We point out that
in the limit of the weak dot-reservoir coupling (Γ  T, d),
Φ(T ) is proved to be non-monotonic, and the sign change
of the kernel always occurs. Therefore, the disappearance of
the sign change of the kernel observed for small d is a di-
rect consequence of level broadening effect due to strong dot-
reservoir coupling. This is a new feature of the present pump-
ing scheme, which has not been studied in the previous theo-
retical works on a basis of weak lead-dot coupling.
4.2 Electrochemical-potential-driven pumping
Next, we show contour plots of the integral kernel for
electrochemical-potential-driven pumping for the symmetric
coupling (ΓL = ΓR = Γ/2). We define the normalized integral
kernel by
Π˜V (µL, µR) ≡ Γ
3
U
ΠV (µL, µR), (77)
and show its contour plots in the left panes of Fig. 5 for two
different sets of the reservoir temperatures, (a) TL = TR = 0
and (b) TL = TR = 0.3Γ. As seen in the contour plots, the inte-
gral kernel has a symmetry relation ΠV (µL, µR) = ΠV (µR, µL),
and takes a maximum value and a minimum value on the line
µL = µR. The normalized integral kernel on the line of µL = µR
is shown in the right panels of Fig. 5. At zero temperature, the
kernel takes a maximum value at µL−d = µR−d = Γ/(2
√
7)
(' 0.19Γ), and takes a minimum value at µL − d = µR − d =
−Γ/(2√7). At finite temperatures, due to thermal broadening,
the positions of the peak and the dip move away from the ori-
gin, and their width is broadened.
As indicated in the left panes of Fig. 5, the integral kernel
always changes its sign on the line µL − d = −(µR − d).
This property is proved as follows. In the same manner as
temperature-driven pumping, the integral kernel is rewritten
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Fig. 5. Left panels: Contour plots of the normalized integral kernel
Π˜V (µL, µR) = (Γ3/U)ΠV (µL, µR) for (a) TL = TR = 0 and (b) TL =
TR = 0.3Γ. The symmetric coupling (ΓL = ΓR = Γ/2) is assumed. At both
temperatures, the integral kernel has symmetries, ΠV (µL − d , µR − d) =
ΠV (µR − d , µL − d) = −ΠV (−(µL − d),−(µR − d)), and changes its sign on
the line µL − d = −(µR − d). The integral kernel takes a maximum value and
a minimum value on the line µL = µR. Right panels: Plots of the normalized
integral kernel on the line µL = µR.
as
Π˜V (µL, µR) = −eΓ2
(
∂µLΦ(µL)∂µRΨ(µL, µR)
+ ∂µRΦ(µR)∂µLΨ(µL, µR)
)
, (78)
Φ(µ) =
2ΓLΓR
Γ
∫
dω∂ωA(ω; 0) f (ω; µ − d), (79)
Ψ(µL, µR) = Γ
∫
dωpiA2(ω; 0) feff(ω; µL − d, µR − d).
(80)
Here, the Fermi distribution function and the effective distri-
bution function are denoted with f (ω; µ) and feff(ω; µL, µR),
respectively, to stress the electrochemical-potential depen-
dence, and the integral variable ω is shifted by d. From
Eqs. (78)-(80), it is straightforward to prove the symmetry re-
lation ΠV (µL, µR) = ΠV (µR, µL). Furthermore, by using the
relations
f (ω; µ − d) = 1 − f (−ω; d − µ), (81)
feff(ω; µL − d, µR − d) = 1 − feff(−ω; d − µL, d − µR),
(82)
we can also prove ΠV (µL, µR) = −ΠV (2d−µL, 2d−µR). From
these symmetry relations, we can conclude that the sign of the
integral kernel changes on the line µL − d = −(µR − d).
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Fig. 6. Estimated pumping current averaged in one period of the tempera-
ture driving (TL,TR) = (T0 + T1 cos(2piT t),T0 + T1 sin(2piT t)) for the sym-
metric coupling (ΓL = ΓR = Γ/2). The three curves show the pumping current
as a function of T0 for three different values of d . The other parameters are
set to U = Γ, T1 = 0.3Γ and T −1 = 1GHz. The average pumping current is
always positive for d = 0.25Γ while it becomes negative at low temperatures
for d = Γ in consistent with the contour plots of the integral kernel shown
in the right panels of Fig.3. Although the sign of the integral kernel becomes
negative at low temperatures for d = 0.5Γ, the average pumping current is
alway positive because the amplitude of the temperature (T1 = 0.3Γ) is too
large to see the sign change at low temperatures.
4.3 Estimate of the averaged pumping current
Let us estimate the pumping current averaged in one cy-
cle using a set of the realistic model parameters. Before the
estimate, we give some remarks on the range of the model
parameters, to which the present formulation can be applied.
Since the pumped charge is evaluated up to the first order of
Coulomb interaction, the present result is applicable only for a
small value of U. For the Anderson model, the first-order per-
turbation is known to be sufficiently good when U  piΓ. In
the following estimate, we use U = Γ, which is small enough
to give a quantitatively correct result (see Ref. 42 for exam-
ple). In addition, we have employed the adiabatic approxima-
tion justified for the low-frequency pumping T −1  Γ; if the
pumping frequency T −1 is larger than Γ, the non-adiabatic ef-
fect starts to contribute. For the purposes of rough estimation,
we set T −1 = 1GHz.
First, we estimate the pumping current averaged in one pe-
riod, J = δQpumpL,1 /T , induced by the temperature driving by
setting µL = µR = 0 and
(TL,TR) = (T0 + T1 cos(2pit/T ),T0 + T1 sin(2pit/T )). (83)
Fig. 6 shows the average pumping current for three values of
d as a function of T0 for the symmetric coupling (ΓL = ΓR =
Γ/2) and T1 = 0.3Γ. The pumping current is of the order of
1 pA, which are measurable in a standard experimental setup.
In the present calculation, the pumping current is proportional
to the pumping frequency as far as the condition for the adi-
abatic approximation holds well (T −1  Γ). Therefore, the
pumping frequency can be set to smaller value if one allows a
smaller pumping current for detection. The estimated current
in Fig. 6 also reflects the qualitative property of the integral
kernel shown in Fig. 3; it is always positive for d = 0.25Γ and
changes its sign for d = Γ. We note that for d = 0.5Γ the sign
change of the pumping current is not observed in Fig. 6. This
is because temperature modulation amplitude is too large to
J 
[p
A
]
(μ0-εd) / Γ
T=0.1 Γ
 0
 5
 10
 15
 20
 25
 0  0.5  1  1.5  2
T=0.3 Γ
T= 0
Fig. 7. The estimated average pumping current under the electrochemical
potential modulation (µL, µR) = (µ0 +µ1 cos(2piT t), µ0 +µ1 sin(2piT t)) for the
symmetric coupling (ΓL = ΓR = Γ/2). The three curves show the pumping
current as a function of µ0 for three different temperatures of T . The other
parameters are set to U = Γ, µ1 = 0.5Γ and T −1 = 1GHz. As temperature
increases, the peak of the pumping current is suppressed by thermal broaden-
ing, and the peak position shifts toward a higher chemical potential.
pick up the sign change, and the sign change can be observed
when the amplitude is sufficiently small.
Next, we estimate the average pumping current induced by
the electrochemical-potential driving by setting TL = TR = T
and
(µL, µR) = (µ0 + µ1 cos(2pit/T ), µ0 + µ1 sin(2pit/T )). (84)
Fig. 7 shows the average pumping current at three values of
T as a function of µ0 − d for the symmetric coupling (ΓL =
ΓR = Γ/2) and µ1 = 0.5Γ. Note that the average current J
is an antisymmetric function of µ0 − d (see also the contour
plot shown in Fig. 5). As seen in Fig. 7, the pumping current
is of the order of 10 pA, which are measurable in a standard
experimental setup.
5. Discussion
In this section, we discuss the experimental realization of
the present result. We also discuss the relation between the
time delay and the AC response of the QD.
5.1 Experimental realization
Although quick control of the reserver electrochemical po-
tential during charge pumping is expected to be realized rather
easily in experiments, quick control of the reservoir temper-
atures may be an experimental challenge. There are several
methods to achieve a fast control of the reservoir tempera-
tures. One possible strategy is to introduce a periodic series
of microwave pulses (or a periodic amplitude modulation of
a microwave) into a circuit to warm up the electrons in the
reservoirs. If the thermalization time in the reservoirs is much
smaller than the pumping period T , the situation treated in
our calculation will be realized. Another possible strategy is
to use a non-equilibrium energy distribution of electrons in a
channel near the point contact.47 As the non-equilibrium en-
ergy distribution generated at the point contact relaxes into a
thermal distribution with an effective temperature after ther-
malization. Since the non-equilibrium energy distribution is
controlled by the transmission probability of the point con-
tact, the effective temperature can be quickly tweaked using
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the gate voltage at the point contact.48
5.2 Relation to the AC response
The physical meaning of the time delay δt can be discussed
by relating it to the dynamic response of the QD under AC
modulation of the temperature and the electrochemical po-
tential. The linear AC admittance of a QD system coupled
with one reservoir is effectively described by a parallel circuit
with a capacitance and a resistance, operating within a low-
frequency limit.43–46 These circuit elements are known as the
dynamical capacitance and the dynamical resistance, respec-
tively. Recently, the concept of dynamical circuit elements has
been extended to coherent transport under AC temperature
modulation.30 It is possible to express the time delay δt by a
linear combination of time constants determined by these cir-
cuit elements (see Appendix E). Accordingly, the time delay
can be regarded as a characteristic relaxation time determined
by the effective circuit elements describing the AC transport
in a QD in the coherent regime.
6. Summary
We have studied adiabatic charge pumping driven by tem-
peratures and electrochemical potentials of reservoirs via
a single-level QD strongly coupled to two reservoirs. We
have derived a formula of adiabatic charge pumping, and
have shown that charge pumping occurs in the presence of
Coulomb interaction within its first-order perturbation. In
the present calculation, the effective QD energy level with
the Hartree-type correction responses to the time-dependent
reservoir parameters via the change of the occupation of the
QD. We have shown that a time delay exists in this response,
and that this delay causes rectification of the charge current,
resulting in net charge pumping. We have also rewritten the
formulas of pumped charge into an area integral of an integral
kernel for temperature-driven pumping and electrochemical-
potential-driven pumping, respectively, and have discussed
their properties in detail. Especially in temperature-driven
pumping, we have shown that one-way pumping can be re-
alized when the QD energy level is near the Fermi level while
the sign of the pumping changes depending on temperatures
when the QD energy level is far from the Fermi level. This
one-way pumping originates from the broadening effect of
the QD, and is a new feature obtained only in the QD strongly
coupled to the reservoirs. Finally, we have estimated pumping
current by choosing realistic experimental parameters, and
have shown that it is on the order of pA, which is measurable
in experiment.
In this paper, we have studied charge pumping in a sim-
ple setup with a single-level QD up to the leading order of
Coulomb interaction. It is a future problem to study a phase-
sensitive setup such as the Aharonov-Bohm effect and the
Fano effect to examine how a coherent nature of electron
transport affects the present adiabatic pumping. It is another
future problem to formulate adiabatic pumping in the pres-
ence of a strong Coulomb interaction. With such formalism,
we would be able to investigate many body effects character-
istic for coherent transport (the Kondo effect, for example) on
adiabatic pumping by temperature and electrochemical poten-
tial modulation. Also, we would be able to extend the present
formalism to energy pumping. It is an interesting challenge
for the nonequillibrium thermodynamics in mesoscopic sys-
tems to discuss heat transport and define nonequillibrium en-
tropy of the mesoscopic systems.
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Appendix A: Calculation of the Self-Energy
In this appendix, we derive the expressions for the self-
energy given in Eqs. (25)-(27). The GFs for electrons with
wavenumber k and spin s in the isolated reservoir r are given
by
gRrks(t, t
′) = −iΘ(t − t′)e−irks(t−t′) =
(
gArks(t
′, t)
)∗
, (A·1)
g<rks(t, t
′) = i
∫
dω f (ω)δ(ω − rks)e−irks(t−t′), (A·2)
where f (ω) = [eω/Tref + 1]−1. Taking the wide-band limit, the
retarded self-energy is calculated from Eq. (8) as
ΣRs (t1, t2) = −iΘ(t1 − t2)
∑
r
Γr
2∏
i=1
√
1 + B˙r(ti)
× δ(t1 − t2 + Br(t1) − Br(t2))e−i(Λr(t1)−Λr(t2))
= −i
∑
r
Γr
2
δ(t1 − t2). (A·3)
In the last line, we have used the fact that t1 − t2 + Br(t1) −
Br(t2) = 0 has only one solution t1 = t2 under the condition
(34). We note that the time-dependence of the dot-reservoir
coupling does not change the retarded self-energy with ar-
bitrary time dependence of external fields for the wide-band
limit.
The lesser component of the self-energy is calculated from
Eq. (9) in a similar way:
Σ<s (t1, t2) = i
∑
r
Γr
2pi
2∏
i=1
√
1 + B˙r(ti)
×
∫
dω f (ω)e−iω(t1−t2+Br(t1)−Br(t2))
× e−i(Λr(t1)−Λr(t2)). (A·4)
Supposing that Br(t) = B˜rt and Λr(t) = µ˜rt, the self-energy
becomes
Σ<s (t1, t2) = i
∑
r
Γr
2pi
(1 + B˜r)
×
∫
dω f (ω)e−i[ω(1+B˜r)+Λ˜r](t1−t2)
= i
∑
r
Γr
2pi
∫
dω f
(
ω − µ˜r
1 + B˜r
)
e−iω(t1−t2). (A·5)
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Appendix B: An explicit form of δQr,0 and δQr,U
The zeroth-order (noninteracting) contribution δQr,0 is
given by
δQr,0 = δQr,0,A + δQr,0,B, (B·1)
δQr,0,A = −4e
∫ t f
ti
dt
∫
dt1
∫
dω
2pi
Γr
× Re
[
iGR0 (t, t1) f (ω)e
−iω(t1−t)Cr(ω, t1, t)
]
, (B·2)
δQr,0,B = 2e
∑
r′
∫ t f
ti
dt
∫
dt1dt2
∫
dω
2pi
ΓrΓr′
× Re
[
GR0 (t, t1)G
A
0 (t2, t) f (ω)e
−iω(t1−t2)Cr′ (ω, t1, t2)
]
, (B·3)
where δQr,0,A and δQr,0,B correspond to the first and the sec-
ond term in the bracket of Eq. (19), respectively. In the same
way, the first-order (interacting) contribution δQr,1 is given by
δQr,U = δQr,U,A + δQr,U,B, (B·4)
δQr,U,A = −4eU
∑
r′
∫
dω1dω2
(2pi)2
∫ t f
ti
dt
∫
dt1 · · · dt4Γr′Γr
× Re
[
iGA(t1, t2, t3, t4) f (ω1) f (ω2)e−iω1t1e−iω2(t3−t4)
×Cr(ω1, t1 + t, t)Cr′ (ω2, t3 + t, t4 + t)
]
, (B·5)
δQr,U,B = 2eU
∫ t f
ti
dt
∫
dt1 · · · dt5
∫
dω1dω2
(2pi)2
∑
r1,r2
ΓrΓr1Γr2
× Re
[
GB(t1, t2, t3, t4, t5) f (ω1) f (ω2)e−iω1(t1−t2)e−iω2(t4−t5)
×Cr1 (ω1, t1 + t, t2 + t)Cr2 (ω2, t4 + t, t5 + t)
]
,
(B·6)
where GA(t1, t2, t3, t4) and GB(t1, t2, t3, t4, t5) are give by
GA(t1, t2, t3, t4)
= GR0 (−t2)GR0 (t2 − t3)GA0 (t4 − t2)GR0 (t2 − t1), (B·7)
GB(t1, t2, t3, t4, t5)
= GR0 (−t3)GR0 (t3 − t4)GA0 (t5 − t3)GR0 (t3 − t1)GA0 (t2)
+ GR0 (−t1)GA0 (t2 − t3)GR0 (t3 − t4)GA0 (t5 − t3)GA0 (t3). (B·8)
Here the time variables are shifted to tn → tn + t to simplify
the formula, and the abbreviation GR(A)0 (t1 − t2) = GR(A)0,s (t1, t2)
is introduced using the fact that the noninteracting retarded
(advanced) GF is spin-independent and is not affected by ex-
ternal modulation.
Appendix C: Derivation of Eq. (47)
By applying the adiabatic approximation to Eqs. (B·2) and
(B·3), δQ(1)r,0,A becomes
δQpumpr,0,A = −4e
∫ t f
ti
dt
∫
dt1
∫
dω
2pi
× Re
[
iΓrGR0 (t, t1) f (ω)e
−iω(t1−t)C(1)r (ω, t, t1, 0)
}
, (C·1)
δQpumpr,0,B = 2e
∑
r′
∫ t f
ti
dt
∫
dt1dt2
∫
dω
2pi
× Re
[
ΓrΓr′GR0 (−t1)GA0 (t2) f (ω)e−iω(t1−t2)C(1)r′ (ω, t, t1, t2)
]
.
(C·2)
Substituting Eq. (37) to (C·1) and (C·2), we obtain
δQpumpr,0,A = e
4∑
µ=1
∫ Xµ(t f )
Xµ(ti)
dXµ
∫
dωΓr
∂A(ω)
∂ω
∂ fr(ω)
∂Xµ
, (C·3)
δQpumpr,0,B = −pie
4∑
µ=1
∫ Xµ(t f )
Xµ(ti)
dXµ
∫
dωΓrA2(ω)∂ feff(ω)
∂Xµ
.
(C·4)
Here, Xµ is a parameter vector (Eq. (42)), fr(ω) is the Fermi
distribution function of reservoir r (Eq. (44)), A(ω) is the
spectral function (Eq. (43)), and feff(ω) is the effective dis-
tribution function (Eq. (45)). To obtain this formula, we use
relations between derivatives of the Fermi distribution func-
tion such as,
∂ fr(ω)
∂ω
= −∂ fr(ω)
∂µr
= − Tr
ω − µr
∂ fr(ω)
∂Tr
, (C·5)
and have converted integral variable as∫ t f
ti
dtX˙µ(t)(· · · ) =
∫ Xµ(t f )
Xµ(ti)
dXµ(· · · ). (C·6)
Summation of δQpumpr,0,A and δQ
pump
r,0,B gives δQ
pump
r,0 as
δQpumpr,0 = δQ
pump
r,0,A + δQ
pump
r,0,B
=
4∑
µ=1
∫ Xµ(t f )
Xµ(ti)
dXµpi
µ
r,0(X), (C·7)
pi
µ
r,0(X) =
∂
∂Xµ
(
e
∫
dωΓr
[
(∂ωA(ω)) fr(ω; X)
−piA2(ω) feff(ω; X)]). (C·8)
Appendix D: Derivation of Eqs. (48)-(51)
By applying the adiabatic approximation to Eqs. (B·5) and
(B·6), we obtain
δQpumpr,U,A = −4eU
∑
r′
∫
dω1dω2
(2pi)2
∫ t f
ti
dt
∫
dt1 · · · dt4Γr′Γr
× Re
[
iGA(t1, t2, t3, t4) f (ω1) f (ω2)e−iω1t1e−iω2(t3−t4)
×
(
C(1)r (ω1, t, t1, t)C
(0)
r′ (ω2, t, t3, t4)
+ C(0)r (ω1, t, t1, 0)C
(1)
r′ (ω2, t, t3, t4)
)]
, (D·1)
δQpumpr,U,B = 2eU
∫ t f
ti
dt
∫
dt1 · · · dt5
∫
dω1dω2
(2pi)2
∑
r1,r2
ΓrΓr1Γr2
× Re
[
GB(t1, t2, t3, t4, t5) f (ω1) f (ω2)e−iω1(t1−t2)e−iω2(t4−t5)
×
(
C(1)r1 (ω1, t, t1, t2)C
(0)
r2 (ω2, t, t4, t5)
+ C(0)r1 (ω1, t, t1, t2)C
(1)
r2 (ω2, t, t4, t5)
)]
. (D·2)
Adding δQpumpr,U,A and δQ
pump
r,U,B and substituting Eqs. (36) and
(37) to Eqs. (D·1) and (D·2), the expression of δQpumpr,U given
in Eqs. (48)-(51) is derived.
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Appendix E: Circuit elements in AC transport
This Appendix describes how the time delay δt given in
Eq. (57) is written in terms of effective circuit elements. The
complex admittance of a coherent conductor coupled to the
reservoir r is calculated by using the linear response theory as
43–46
Gr(ω) =
Ir(ω)
µr(ω)
= −iCrω + RrC2rω2 + O(ω3)
=
1
Rr − 1/(iCrω) + O(ω
3). (E·1)
Here, Cr and Rr are circuit elements denoted as the dynamic
capacitance and the dynamic resistance, respectively. For the
QD system, they are given by
Cr = e2
∫
dωA(ω)
(
−∂ fr
∂ω
)
, (E·2)
Rr =
pi
e2
∫
dωA2(ω)
(
−∂ fr
∂ω
)
(∫
dωA(ω)
(
−∂ fr
∂ω
))2 . (E·3)
Recently, circuit elements are calculated for coherent trans-
port under AC temperature modulation:30
Gr,T (ω) =
Ir(ω)
Tr(ω)
= −iCr,Tω + Rr,TC2r,Tω2 + O(ω3)
=
1
Rr,T − 1/(iCr,Tω) + O(ω
3), (E·4)
Cr,T = e2
∫
dωA(ω)ω − µr
Tr
(
−∂ fr
∂ω
)
, (E·5)
Rr,T =
pi
e2
∫
dωA2(ω)ω − µr
Tr
(
−∂ fr
∂ω
)
(∫
dωA(ω)ω − µr
Tr
(
−∂ fr
∂ω
))2 . (E·6)
Using Eq. (C·5), δt is rewritten by these circuit elements as
δt =
∑
r=L,R
(
RrC2r µ˙r + Rr,TC
2
r,T T˙r
)
∑
r=L,R
(
Crµ˙r + Cr,T T˙r
) . (E·7)
This relation implies that the time delay δt reflect a relaxation
time of coherent transport via dynamical resistances and ca-
pacitances.49
1) L. P. Kouwenhoven, A. T. Johnson, N. C. van der Vaart, C. J. P. M. Har-
mans and C. T. Foxon ,Phys. Rev. Lett. 67, 1626 (1991).
2) F. Giazotto, P. Spathis, S. Roddaro, S. Biswas, F. Taddei, M. Governale
and L. Sorba, Nat. Phys. 7, 857 (2011).
3) M. R. Connolly, K. L. Chiu, S. P. Giblin, M. Kataoka, J. D. Fletcher, C.
Chua, J. P. Griffiths, G. A. C. Jones, V. I. Fallko, C. G. Smith and T. J.
B. M. Janssen, Nat. Nanotech. 8, 417 (2013).
4) B. Roche, R.-P. Riwar, B. Voisin, E. Dupont-Ferrier, R. Wacquez, M.
Vinet, M. Sanquer, J. Splettstoesser and X. Jehl, Nat. Commun. 4, 1581
(2013).
5) J. P. Pekola, O. P. Saira, V. F. Maisi, A. Kemppinen, M. Mo¨tto¨nen, Y. A.
Pashkin and D. V. Averin, Rev. Mod. Phys. 85, 1421 (2013).
6) J. P. Pekola, P. Solonas, A. Shnirman and D. V. Averin, New J. Phys. 15,
115006 (2013).
7) S. Gasparinetti, P. Solinas, A. Braggio and M. Sassetti, New J. Phys. 16,
115001 (2014).
8) S. Toyabe, T. Sagawa, M. Ueda, E. Muneyuki and M. Sano, Nat. Phys.
6, 988 (2010).
9) T. Sagawa and M. Ueda, Phys. Rev. E 85, 021104 (2012).
10) J. V. Koski, V. F. Maisi, J. P. Pekola and D. V. Averin, Proc. Natl. Acad.
Sci. USA 111, 13786 (2014).
11) D. J. Thouless, Phys. Rev. B. 27, 6083 (1983).
12) M. Bu¨ttiker, J. Phys.: Condens. Matter 5, 9361 (1993).
13) M. Bu¨ttiker, H. Thomas and A. Preˆtre, Z. Phys. B 94, 133 (1994).
14) A. Preˆtre, H. Thomas and M. Bu¨ttiker, Phys. Rev. B. 54, 8130 (1996).
15) P. W. Brouwer, Phys. Rev. B. 58, R10135 (1998).
16) F. Haupt, M. Leijnse, H. L. Calvo, L. Classen, J. Splettstoesser, and M.
R. Wegewijs, Phys. Status Solidi B. 250, 2315 (2013).
17) I. L. Aleiner and A. V. Andreev, Phys. Rev. Lett. 81, 1286 (1998).
18) R. Citro, N. Andrei and Q. Niu, Phys. Rev. B. 68, 165312 (2003).
19) S. Das and S. Rao, Phys. Rev. B71, 165333 (2005).
20) T. Aono, Phys. Rev. Lett. 93, 116601 (2004).
21) J. Splettstoesser, M. Governale, J. Ko¨nig, R. Fazio, Phys. Rev. Lett. 95,
246803 (2005).
22) E. Sela and Y. Oreg, Phys. Rev. Lett. 96, 166802 (2006).
23) D. Fioretto and A. Silva, Phys. Rev. Lett. 100, 236803 (2008).
24) P. W. Brouwer, A. Lamacraft and K. Flensberg, Phys. Rev. B.72, 075316
(2005).
25) J. Splettstoesser, M. Governale, J. Ko¨nig, and R. Fazio, Phys. Rev. B 74,
085305 (2006).
26) A. R. Herna´ndez, F. A. Pinheiro, C. H. Lewenkopf and E. R. Mucciolo,
Phys. Rev. B. 80, 115311 (2009).
27) F. Reckermann, J. Splettstoesser, and M. R. Wegewijs, Phys. Rev. Lett.
104, 226803 (2010).
28) H. L. Calvo, L. Classen, J. Splettstoesser, and M. R. Wegewijs, Phys.
Rev. B 86, 245308 (2012).
29) S. Juergens, F. Haupt, M. Moskalets and J. Splettstoesser, Phys. Rev. B.
87, 245423 (2013).
30) J. S. Lim, R. Lopez and D. Sanchez, Phys. Rev. B 88, 201304 (2013).
31) S. Nakajima, M. Taguchi, T. Kubo, and Y. Tokura, Phys. Rev. B
92,195420 (2015).
32) J. Ren, P. Ha¨nggi and B. Li, Phys. Rev. Lett. 104, 170601 (2010).
33) L. Simine and D. Segal, Phys. Chem. Chem. Phys. 14, 13820 (2012).
34) L. Arrachea, E. R. Mucciolo, C. Chamon and R. B. Capaz, Phys. Rev.
B. 86, 125424 (2012).
35) T. Sagawa and H. Hayakawa, Phys. Rev. E. 84, 051110 (2011).
36) T. Yuge, T. Sagawa, A. Sugita, H. Hayakawa, J. Stat. Phys. 153, 412
(2013).
37) A. P. Jauho, N. S. Wingreen and Y. Meir, Phys. Rev. B. 50, 5528 (1994).
38) J. M. Luttinger, Phys. Rev. 135, A1505 (1964).
39) F. G. Eich, A. Principi, M. Di Ventra, and G. Vignale, Phys. Rev. B. 90,
115116 (2014).
40) G. Tatara, Phys. Rev. Lett. 114, 196601 (2015).
41) We note that in Ref. 39, there is a mistake in introducing a gauge po-
tential and a thermomechanical field.
42) V. Zlatic´ and B. Horvatic´, Phys. Rev. B 40, 3368 (1989).
43) M. Bu¨ttiker, H. Thomas, and A. Preˆtre, Phys. Lett. A 70, 4114 (1993).
44) S. E. Nigg, R. Lo´pez, and M. Bu¨ttiker, Phys. Rev. Lett. 97, 206804
(2006).
45) J. Gabelli, G. Feve, J.-M. Berroir, B. Plac¸ais, A. Cavanna, B. Etienne,
Y. Jin, and D. C. Glattli, Science, 313, 499 (2006).
46) J. Gabelli, G. Feve, T. Kontos, J.-M. Berroir, B. Plac¸ais, D.C. Glattli, B.
Etienne, Y. Jin, M. Bu¨ttiker, Phys. Rev. Lett. 98, 166806 (2007).
47) C. Altimiras, H. l. Sueur, U. Gennser, A. Cavanna, D. Mailly and
F.Pierre, Nat. Phys. 6, 34 (2010).
48) In Ref. 47, edge states of integer quantum Hall effect have been used. As
the edge states of this system are spin-polarized, we need to introduce
Coulomb interaction by, e.g., using two QDs made from the edge states.
49) In mesoscopic devices in a system composed of one lead and one dot,
dynamic response is understood by a series circuit of the dynamic re-
sistance and the dynamical capacitance. The delay time for the present
model is, however, expressed by a complex linear combination of cir-
cuit elements, and cannot be interpreted by a simple series circuit of
these circuit elements.
13
