Abstract-In this paper, we propose a received signal strength indication-based distributed Bayesian localization algorithm based on message passing to solve the approximate inference problem. The algorithm is designed for precision agriculture applications, such as pest management and pH sensing in large farms, where greater power efficiency besides communication and computational scalability is needed but location accuracy requirements are less demanding. Communication overhead, which is a key limitation of popular non-Bayesian and Bayesian distributed techniques, is avoided by a message passing schedule, in which outgoing message by each node does not depend on the destination node, and therefore is a fixed size. Fast convergence is achieved by: 1) eliminating the setup phase linked with spanning tree construction, which is frequent in belief propagation schemes and 2) the parallel nature of the updates, since no message needs to be exchanged among nodes during each update, which is called the coupled variables phenomenon in non-Bayesian techniques and accounts for a significant amount of communication overhead. These features make the proposed algorithm highly compatible with realistic wireless sensor network (WSN) deployments, e.g., ZigBee, that are based upon the ad hoc ondemand distance vector, where route request and route reply packets are flooded in the network during route discovery phase.
I. INTRODUCTION
L OOSE localization accuracy requirements for precision agriculture applications, beside the cost involved with equipping all sensors with global positioning system (GPS), raise the need for localization algorithms which are low cost, and are compatible with commercial off-the-shelf (COTS) transceiver modules. This is particularly important for large wireless sensor networks (WSNs) such as precision agriculture and smart grid where faulty recordkeeping, i.e., human error in data logging regarding location of the sensors, has been frequently reported and may even cause devices to get lost. Besides, the sensor boxes which contain battery, transceiver and other components as well, are usually taken off in bulks before being taken for service and brought back for reinstallation, therefore operators need to be able to install them without having to necessarily mount them at their initial points. These make a localization algorithm that could seamlessly run and make each box aware of its location save a lot of time and resource.
In this work, we propose an anchor-based, probabilistic, distributed and range-based localization technique that uses received signal strength indication (RSSI) samples for localization in static IEEE802. 15.4 WSNs. The algorithm is called Bayesian model for information aggregation, and is particularly suited to precision agriculture or applications with similar accuracy requirements, network size and node connectivity. Moreover, anchor-based localization algorithms make use of landmarks or anchor nodes to help localizing unknown nodes [1] and are divided into range-based and range-free techniques. Range-free algorithms do not take advantage of distance, angle or time measurements in order to execute localization [2] . These algorithms use connectivity information [3] , distance in terms of number of hops [4] , [5] , or other measurement free metrics for positioning. On the other hand, range-based algorithms exploit time of arrival (TOA), angle of arrival (AOA) or RSSI to estimate internode distances. RSSI-based techniques [6] - [9] which are more attractive in the sense that no additional hardware is required in order to make the distance estimation, have been proposed for node localization in general context and precision agriculture applications as well [10] . While distributed or cooperative techniques [11] , [12] are attractive for large scale problems since processing burden is divided between nodes and are classified to Bayesian and nonBayesian schemes. The proposed algorithm in this work belongs to Bayesian distributed techniques where cooperative schemes are proposed to solve Bayesian estimators such as minimum mean square error (MMSE) and maximum a posteriori (MAP). In most distributed Bayesian techniques, message passing algorithms such as belief propagation (BP), nonparametric belief propagation (NBP) and their variants are proposed to estimate the marginalization over a Markov random field (MRF) that contains nodes location and pairwise distance estimates between them as variables and observations respectively [13] - [15] . Whereas, in non-Bayesian schemes, techniques such as alternating direction method of multipliers (ADMM) [16] , descent gradient [17] - [19] and sequential greedy optimization (SGO) [20] are applied to solve the convex relaxation localization problems, i.e., semidefinite programming (SDP) and second-order cone programming (SOCP) [21] , [22] , or directly to solve the non-convex problem in a distributed manner.
BP-based techniques are vulnerable to loopy graphs which cause them either not to converge, or converge only under specific circumstances in terms of number of loops [23] . On the other hand, distributed non-Bayesian techniques are more suited to localization for large static WSNs and the fact that a fairly large number of these techniques is proposed in the literature, serves as an evidence for that. Further, most of these techniques work based on single-hop communication and are not susceptible to loops in the network. However, these works suffer from significantly high communication overhead which is associated with the information that is required to be exchanged among neighbouring nodes between consecutive update iterations. In the distributed optimization context, this phenomenon is called coupled variables or complicating variables, where each node depends on information from other nodes to form its new optimization subproblem or update its outcome. Computational complexity, which is linked with the tasks nodes are assigned during each iteration, is another issue. In precision agriculture applications, relatively high number of connected unknown nodes, limited processing power of embedded microcontrollers, and underlying IEEE802.15.4 WSNs which work in conjunction with route discovery phase of ad hoc on-demand distance vector (AODV) routing protocols, call for a real-time, fast and power efficient algorithm that relies on local single-hop information exchange and is not susceptible to loops in the network.
Our proposed Bayesian framework is similar to state-of-theart distributed non-Bayesian techniques from the perspective that nodes only communicate with their single-hop neighbours, while it is inspired by graph theory in the social networks context [24] , [25] . Further, as opposed to message passing schemes for Bayesian estimation [13] - [15] , [23] , [26] where graph nodes represent random variables, our work is similar to [25] with the difference lying in the fact that in [25] , nodes denote agents or social sensors, whereas in our work nodes represent physical sensors. Moreover, we propose a Bayesian framework for information aggregation which has low and scalable communication cost, i.e., independent from number of neighbouring nodes, but still achieves desired accuracy for particular precision agriculture applications such as pest management and pH sensing.
Single-hop communication, same outgoing message to all neighbouring nodes, i.e., lack of coupled variables phenomenon, in addition to not having to use spanning tree construction techniques result in an algorithm which has low communication and computational complexity, therefore is scalable. We derive a closed-form recursive relationship for message passing schedule that updates Bayesian estimation of nodes location at a time step during which, one or multiple path loss samples are generated and therefore call the algorithm a Bayesian model for information aggregation. We prove that the location constraint resulted from a generated path loss sample is in fact convolution of path loss likelihood and the most recent location estimation of the generating node. Realistic assumptions regarding independence of RSSI samples and conditional independence of location updates of nodes, are used to prove that location constraints resulted from dependent paths (loop forming paths) multiply.
Since our goal is to devise an algorithm that works in conjunction with COTS transceiver modules, we characterize path loss in 2.45 GHz industrial, scientific and medical (ISM) band. Our measurement campaign helps us: 1) show logdistance path loss model provides a good fit to our collected data corresponding to below and above canopy level communication, 2) derive path loss likelihood function conditioned on internode distance, which is a fundamental part of the proposed algorithm, 3) study shadowing correlation along different directions which helps us conclude upon conditional independence of measured path loss samples that leads to the proposed message passing schedule, 4) generate random independent path loss samples and evaluate our algorithm since lognormal path loss model and shadowing independence is verified. Further, our measurement campaign gives us advantage over previous works which assume that distance measurement noise is normally distributed, introduce an arbitrary noise factor (NF) in measured distance, or assume a known path loss exponent with independent lognormal shadowing terms to evaluate their algorithms [7] , [16] , [17] , [20] , [27] .
The remainder of this paper is organized as follows: In Section II, we present the concept behind Bayesian and nonBayesian estimators, and proceed to formulate the localization problem, define the notations, include a summary of our measurement campaigns and describe the path loss model along with path loss likelihood function conditioned on node locations. In Section III, we devise a recursive solution to the problem stated in Section II and propose a specific implementation of this solution based on nodes multicasting in a time division multiple access (TDMA) manner. We proceed with simulations and evaluation of our algorithm in addition to analytical and numerical comparison with state-of-the-art techniques in Section IV, and finish the paper in Section V with conclusions regarding effectiveness of the proposed algorithm and its limitations.
II. THE LOCALIZATION PROBLEM AND PATH LOSS LIKELIHOOD FUNCTION Due to looser accuracy requirements for precision agriculture applications, we define the localization problem in a discrete manner. This means that the agricultural field is divided into smaller square cells and location of each unknown node is determined as centroid of one of the cells the field is divided into. In the following, first we explain the concept behind Bayesian estimators for localization problem, approximate inference methods and message passing algorithms in Section II-A. Formulation of the localization problem based on aggregated path loss samples from neighbour nodes is discussed in Section II-B and path loss model for orchard environments is explained in Section II-C.
A. Concepts
In both Bayesian and non-Bayesian methods, we are interested to estimate a parameter vector x from an observation vector z. The observation vector may contain distance or location related measurements such as RSSI, noisy distance measurement, TOA or AOA.
1) Non-Bayesian Estimators and Distributed Methods:
In non-Bayesian estimators, x, the parameter to be estimated, is treated like an unknown deterministic parameter. NonBayesian estimators are divided in to least square (LS) and maximum likelihood (ML) methods. Letting z = g(x) + μ, where g(·) is a known function and μ is the measurement error, one can define LS and ML estimators as,
2 ,
where · is Euclidean distance. The main difference between LS and ML estimators is that the former does not take noise statistics into account. In case observations are RSSI samples,X L S turns into summation of quadratic terms relating distance extracted from g(·) [27] , [28] , whileX M L would be equivalent to summation of logarithmic terms [16] , [29] . Both of these optimization problems are strongly non-convex, and are NP-hard. Therefore, SDP [16] , [20] , [30] , [31] or SOCP [21] , [22] , [32] relaxation techniques are used to make them convex. Methods such as ADMM [16] , descent gradient [17] , [18] , and SGO [20] among others are used to distribute the convex SDP, i.e., full SDP or edge-based SDP [33] among the sensors. Some of these techniques such as descent gradient are well suited to be directly applied to non-convex problems.
In Section IV, we will compare state-of-the-art distributed techniques which are used to solve these problems with our proposed Bayesian scheme in terms of communication overhead and computational complexity.
2) Bayesian Estimators and Approximate Inference Methods:
Bayesian formulation of the localization problem includes inference of location of unknown nodes represented by vector x based on observation vector x. As opposed to non-Bayesian estimators, x is treated as random variable. The two well known Bayesian estimators are MAP and MMSE which estimate the location of sensors as,
Note that integration is replaced by summation for discrete problems, e.g., the problem dealt with in this work. It is wellknown that Bayesian location estimation problem described with (2) , is an intractable problem for WSNs with large number of sensors, and its complexity grows exponentially. Therefore, one may resort to solve these estimators with respect to individual location components X k , i.e., P X k |Z (x k z). Message passing algorithms have emerged to provide an approximate solution to this problem which is generally NP-hard. In the next section, we provide a brief review on these algorithms and the rationale behind our proposed algorithm.
3) Message Passing Algorithms and Bayesian Model for Information Aggregation:
Message passing algorithms such as sum product algorithm (SPA), and its variants such as BP, NBP and other message passing schemes are proposed to approximate marginalization over a MRF, so-called factor graph which represents location of nodes and dependencies between them by vertices and edges respectively.
While SPA is a message passing algorithm which gives the exact solution for acyclic graphs, it is extended to provide iterative message passing over cyclic factor graphs in order to provide approximate an solution. However, this solution is no longer equal to the exact marginal a posteriori distribution. In loopy factor graphs, there are many ways these messages also known as message passing schedule are calculated, while each of these schedules result in a different marginal distribution [11] . Most existing message passing schedules can be characterized by: 1) outgoing message from a vertex to each of the neighbouring vertices is different therefore communication overhead scales linearly as a result of increased sensor density, 2) spanning tree of the statistical graph is constructed before message passing runs.
These features increase communication overhead and make these algorithms unsuitable for large scale WSNs. Besides, they make the algorithm incompatible for deployment along with route discovery phase of AODV-based routing protocols running on IEEE802.15.4 COTS. In order to address the claimed issues in Section II-A2, we aim to propose a message passing schedule for which: 1) outgoing messages from each node is independent from the neighbouring node it arrives at, because this renders the protocol scalable in terms of communication overhead, 2) message passing schedule runs in parallel, i.e., nodes update their location once each observation is made, which is highly compatible with multicasting nature of route discovery phase in AODV routing protocols, 3) there is no setup phase communication overhead, because there is no need for spanning tree construction.
B. Problem Formulation
Let S = {S 1 , . . . , S N } be a set of sensors randomly scattered in a square field, that is divided into m × m square cells with equal areas, and = {1, 2, . . . , m 2 } represent the sample space of all possible cell coordinates. Our objective is to make use of internode communications and find the grid cell each node is located in. In the following, we introduce the notations and formulate the localization problem. We use thin letters to represent scalar variables, while boldface letters denote variables in vector format.
Without loss of generality, let the first n a nodes be landmarks, S l = {S 1 , . . . , S n a }, and unknown nodes be represented by S u = {S n a +1 , . . . , S N }, while y represent vector of all path loss samples that S j has collected from its neighbouring nodes at k-th time step, with index set
Note that y
m j is not available in case S j has not collected any sample from S m at k-th time step. Let X [k] j be a random variable defined over which represents location estimation of S j at k-th time step. Considering that we are looking to estimate location of S j at M-th time step based on previously aggregated data Y M ,
where P(·) is the probability function and argmax
the set of points x for which f (x) attains its largest value.
In the remainder of this section, path loss model for agricultural environment which is the key to generate y
is explained. Consequently, we derive the path loss likelihood function that underpins the recursive algorithm described in Section III. Moreover, we derive likelihood of y [l] i j given that S i and S j are estimated to be located at x i and x j respectively, i.e., P(y
C. A Representative Path Loss Model for Orchards
In this section, we explain the path loss model which resulted from our measurement campaigns in apple orchards located at Keremeos, BC, Canada. This underlies the work in Section II-D, which explains derivation of path loss likelihood function expressing path loss distribution conditioned on transmitter (Tx), and receiver (Rx) locations. In the following, first we briefly explain path loss models for vegetated environments with more focus on log-distance path loss model, that proves to be the most suitable fit to our collected data. Afterwards, we proceed with our measurement campaign.
1) Path Loss Models for Vegetated Environments:
There is an extensive literature on path loss models for forests and agricultural environments. Several models are proposed to describe path loss behaviour in vegetated environments. These models are mostly classified into modified exponential decay (MED) [34] , modified gradient models, and Nonzero Gradient [35] . A drawback of these models is that they only account for the through vegetation path loss. Further, there are more factors such as ground and canopy reflection that contribute to path loss, and make the aforementioned models unable to appropriately predict path loss in realistic environments [36] . In [36] , modified models that take ground and canopy reflection into account have been proposed, however these models are more complex because they include summation of multiple terms to take ground and canopy reflection into account. In order to address this issue, log-distance path loss model is proposed because it encompasses effects of all contributing factors and propagation mechanisms [37] - [39] . It is claimed that log-distance path loss model provides a [36] good fit to the measured path loss in vegetated environments [37] , [39] . In this model, path loss is represented by
where X σ is a zero-mean normal random variable with standard deviation σ , X σ ∼ N(0, σ ), while P L 0 represents path loss at reference distance d 0 and n denotes path loss exponent in the specific environment.
2) Measurement Campaign:
We carried out our measurements in the Dawson orchards at Keremeos, British Columbia (BC). Measurements were conducted in a high density apple orchard consisting of apple tree rows with approximately 3 m height. We collected data throughout three different measurement campaigns, seven days combined and spread across two summer seasons. Measurements were done in approximate range of 0-100 m at points which were approximately 10 m apart from each other at 9 different parts of the orchard along five directions of along, across, 30 • , 45 • , and 60 • with respect to the tree rows. We used different Tx and Rx antenna heights. Further, we conducted measurements with Tx at 2.5 m (below canopy level) and 4 m (above canopy level) heights and Rx at 2.5 m. This setup is compatible with realistic WSN deployment scenarios where gateways, responsible for collecting the data, are mounted above canopy, while sensors and actuators are placed inside the canopy. As localization is concerned, gateways which have better line of sight (LOS) are equipped with GPS to play the landmark role.
We applied Kolmogorov-Smirnov (K-S) test at 5% significance level on the collected path loss data and verified Gaussian distribution of path loss data around the mean path loss P L[d B] in (5) both for above and below canopy level communication. In Table I , fitness of popular path loss models for vegetated environments, e.g., MED, modified MED models and log-distance is tested against the collected data. Statistical measure R 2 indicates how well collected data fits a specific model, while root-mean-square error (RMSE) is an indication of difference between predicted and observed samples. Since log-distance path loss model proves to be a good fit to data to collected data, 95% confidence interval (CI) for P L 0 and n are expressed in Table II , while path loss samples for two modes are illustrated in Figure 1 .
Note that gateway-to-node and node-to-node communications comply with the scenarios where Tx is mounted above and below canopy levels respectively. As illustrated in Figure 1 , path loss improves under conditions associated with raised Tx height, which is consistent with [40] and [41] . According to our experimental data, path loss improvement at short distances (≈ 50 m) is consistent with the suggested antenna gain G A = 20 log(h t h r ) in the literature, where h t and h r are TX and Rx antenna height respectively. However, for larger distances, improvement observed in above canopy communication outperforms the gain predicted by [40] and [41] . We believe the additional gain in path loss, particularly for large distances, is associated with extra LOS achieved by raising Tx antenna above the canopy level. a) Shadowing correlation: In our measurement campaigns, we observed that path loss samples are normally distributed around the mean path loss. Therefore, studying their correlation is important, because lack of correlation between these links implies independence among samples arriving from different directions, which is exploited in Section III-A. In order to conduct such a study, links are classified pairwise. The classification is inspired by the suggested approach in [42] , and is based on length of the links and their relative orientation, so-called an arrangement. Further, we choose pairs of links that are similar in terms of geometry, i.e., rotated versions of a specific pair in different measurement scenarios.
We calculate shadowing correlation for all the arrangements which are β • apart from each other and let ρ β denote average of these correlation values. In Table III , mean correlation corresponding to arrangements of a specific angle in addition to standard deviation of these values are tabulated. We have not separated these arrangements in terms of length, because there is no significant variation observed particularly among the links which are of our interest for this work, i.e., longer than 40 m associated with internode distances in precision agriculture applications such as pest management and pH sensing.
D. Path Loss Likelihood Function
In this section, we derive likelihood function P(y
, which is a key component of the algorithm we will propose in the next section, because it relates path loss values to internode distances. Discretization of the likelihood function is required in order to extract likelihood probability mass function (pmf), because RSSI samples that the proposed algorithm uses are discrete in nature. Therefore, we need to calculate the probability that the discretized path loss sample y [k] i j would equal arbitrary value α over the distance d i j , P(y
Assuming log-distance path loss model as discussed in Section II-C and taking a random point on the field into account, the probability that continuous path loss sample pl i j would fall in the range [α − 2 , α + 2 ], << α, while S j is located at distance d i j from S i , is calculated by
In
) is the mean path loss at distance d, and C represents the normalization factor. Moreover in practice, in order to approximate the conditional probability expressed in (6), we collect amplitude of the normal distribution with mean P L(d i j ) and standard deviation σ in the range P L(d i j ) − 3σ, P L(d i j ) + 3σ at 1 dB incremental steps, and normalize them so that they sum up to one. In Figure 2 , we illustrate how path loss likelihood function is created based on incremental step and observed path loss value α. On the course for discretization, , and the probability distribution function (PDF) which is Gaussian due to lognormal path loss model contribute to the normalization factor C. This process enables us to label each path loss value and distance with a likelihood value. Based on (6), and the fact that each pair (x i , x j ) translates into the corresponding distance d i j , sensor S j calculates P(y
III. LOCALIZATION ALGORITHM FOR PRECISION AGRICULTURE APPLICATIONS
In this section, we derive an algorithm to solve the problem stated in (4) , that works based on Bayesian model for information aggregation. Therefore, our objective is to propose a recursive expression for P(X [k] j = x j Y k ) that explains how location pmf is updated once information is aggregating in the network or in other words, when the most recent evidence, i.e., RSSI sample, is collected. In Section III-A, we first solve the problem for the general case, where at each calculation time step, arbitrary amount of information or number of packets has been exchanged among one or multiple pairs of nodes. In Section III-A, we proceed with the special case which is more compatible with route discovery phase of AODV-based routing protocols, e.g., ZigBee. We simulate this algorithm in Section IV.
A. General Case
According to the notational definition in Section II, and assuming that at each time step, S j updates its location pmf only based on the samples it has received from single-hop neighbours, i.e., not samples communicated between other pairs of nodes,
The second line in (7) results from the fact that Y k−1 ⊥ ⊥ y [k] j , where ⊥ ⊥ denotes statistical independence. Note that the mentioned independence is a frequent assumption in Bayesian and non-Bayesian problems which implies that distance observations are independent from each other due to independent measurement noise samples [7] , [16] , [17] , [20] , [27] . The difference with RSSI samples in our realistic case is that in addition to random receiver noise, i.e., always independent, random shadowing also adds to mean path loss. Further, it is straightforward to show that, in addition to receiver noise samples, shadowing samples also need to be independent from each other in order for Y k−1 ⊥ ⊥ y [k] j to hold. In Section II-C, and Table III , we showed that shadowing samples are normally distributed, and are very close to be uncorrelated in different scenarios, therefore are independent. Let us recall that in general, each calculation time step may be made up of several communication time slots, therefore we have used y
[k] j which represents the path loss samples, S j collects from one neighbour or a set of neighbours at k-th time step. We simplify P(y
in the second line of (7) based on the following conditional independence assumption,
where as defined in Section II-B, N, and N j represent total number of nodes and index set of neighbouring nodes for the j -th node, S j , respectively. Earlier in (7), we explained the reason behind independence of RSSI or measured path loss samples from each other and how it implies (y m j . Consequently, first term in the right-hand side of (7) is rephrased as,
Based on the conditional expectation rule, we simplify the right-hand side of (9),
In (10), we assume that (X
j . In order to clarify the first assumption, note that location posterior update of the j -th node, X [k] j , results from previous location update of its neighbours, i.e., S i , i ∈ N j and the most recent path loss observations between S j and these neighbouring nodes, y [k] j . Traversing up the updating graph, path loss observations, and prior of the nodes suffice for X [k] j to update, therefore given all the aggregated path loss observations in the network, X [k] i does not provide any information about X [k] j . The second assumption results from the shadowing correlation study, explained earlier, following the same discussion that was brought up after (8) . Combining (9) and (10) yields,
Finally, combining (7) and (11) completes the recursion,
This means, in order to update posterior of S j after observation of new samples collected from S i , we need to know the priors of S i and S j in addition to channel information P(y
With respect to total number of nodes, N, the algorithm has computational and communication complexity of O(N) and O(1) per node, which makes the algorithm scalable. The computational complexity is the same as BP-based techniques, while communication overhead which makes up most of the power consumption in WSNs is significantly lower, because each node only communicates with its single-hop neighbours. As will be explained in the next section, in case algorithm is deployed in a realistic WSN where only one node multicasts at each time step, communication and computational complexity would both reduce to O(1).
B. Localization Algorithm Compatible With WSNs
In this section, we present a realization of the general case algorithm which is a more specific case of the proposed recursive solution in (12) . Moreover, we assume that in the k-th time step, only S k does the multicasting and all connected nodes update their location posterior based on the observed path loss or mean of the path loss samples, i.e., y
kj . Furthermore, each node is recipient of at most one sample during a single time step which guarantees compatibility with real world deployment of WSNs such as TDMA or carrier sense multiple access with collision avoidance (CSMA/CA), where at each time slot, a node can listen to at most one neighbour node without interference. To be more specific, AODV which is the underlying routing protocol in ZigBee works based on flooding and multicasting route request (RREQ) packets and receiving route reply (RREP) messages, therefore our proposed localization algorithm can be integrated in a convenient and inexpensive manner. Transceiver modules, e.g., Synapse, which are equipped with light and fast network operating system, SNAP, a more powerful microcontroller and are well-suited for more complex programming, e.g., using
Algorithm 1 Localization Algorithm
Step 1: Initialization (path loss model auto-tuning if required)
• Initializing landmarks locations For i = n a + 1, . . . , n t initializing unknown nodes locations
Step 2: Landmarks advertise themselves to unknown nodes
j Y i ) • Multicast and update with (12) continue till all unknown nodes are covered for each landmark advertisement.
Step 3: A random node S i becomes source and multicasts RREQ packet
Step 4: (12) and normalization -S j forwards and multicasts the RREQ packet if hop count, i.e., AODV, allows
While RREQ packet has not reached the landmark i ← ∀ j ∈ N i Redo step 4
Step 5: Landmarks return the RREP packet towards the source over the minimum hop route. For consecutive pairs of (i, j ) on landmark-source route
Step 5: Decision making after M time steps
Python, can be used for mesh networking. In Section IV, we use numerical examples to evaluate the performance of our algorithm based on radio characteristics of Synapse radio frequency (RF) modules. The pseudocode for the proposed algorithm is presented in Algorithm 1.
1) Path Loss Model Auto-Tuning:
In this work, as in [7] , [16] , [17] , [20] , and [27] , we assume that path loss statistics are fixed, and global awareness of the path loss model exists among sensors. However, this may not be a realistic assumption due to remarkable changes associated with seasonal, and environmental variations and also possibility of spatial variations in path loss characteristics in different environments. Complex path loss exponent estimation techniques, such as Cayley-Menger determinant and pattern matching [43] , could work in complementary with our proposed algorithm. Based on the claimed results in [43] , the technique is well-positioned to work for the scenarios of our interest. Even though this technique works well for arbitrary node placements with unknown topology, more simple techniques such as method of moments or quantile-quantile (q-q) plot are adoptable in case knowledge about distribution of distance between neighbouring nodes is available [43] . For example, in [44] , closed form internode distance distribution for uniformly and normally distributed sensors in the WSN has been derived. Accordingly, it is straightforward to derive distance distribution for deterministic deployments and particularly grid which is the most frequent node placement method in precision agriculture [43] .
Note that in the real world scenarios, spatial variations over path loss statistics may also exist, because path loss statistics may vary between every different pairs of nodes, or along different directions. In such situations, iterative techniques that are mostly inspired by Gauss-Seidel method, are used to recursively update nodes locations and path loss exponent afterwards [45] . Convergence is achieved once variations between successive updates fall below a determined threshold. Even though we have not incorporated these approaches into our scheme, we used simulations to calculate sensitivity of our localization algorithm to path loss exponent variations based on confidence interval values tabulated in Table II . Our simulations show that for uniformly distributed offset, i.e., ±0.25 maximum offset, algorithm is robust in terms of accuracy and convergence rate. As will be shown in Section IV, our algorithm is well-suited to pest management and mating disruption applications, where tolerance for error, caused by the algorithm simplifying assumptions or mistuned path loss model, is higher.
IV. PERFORMANCE EVALUATION
In order to evaluate the performance of our proposed algorithm, we do the simulations for deterministic (square grid) deployment of WSN inside a square field. Even though the proposed localization algorithm is derived for WSNs with randomly scattered nodes, without lack of generality, we only present the results that explain performance for square grid deployment, because it is more compatible with precision agriculture realistic deployments. Note that as stated in Section I, our measurements help us derive the proposed message passing schedule in order to solve the Bayesian approximate inference, however a lot more measurement is needed to test the algorithm with real data. We particularly use simulations to show that the average number of unknown nodes and landmarks each node connects to, affects the accuracy of the localization algorithm for a specific landmark arrangement. Therefore, we define two parameters, so-called average landmark degree and average unknown node degree.
Let landmark and unknown node degree of an arbitrary node S i be the number of landmark and unknown nodes S i is connected to. Note that node degree in graph theory is strongly related to connectivity in the communications context. Further, average unknown node degree depends on deployment density and transmit power level of unknown nodes, while transmit power, location and number of the landmarks affect the landmark average degree. Different metrics have been used to evaluate performance of the localization algorithms [46] . We use Twice the Distance Root Mean Square (2DRMS) as the accuracy metric for our localization technique where 2DRMS = r means there is 95% confidence that the location estimation would fall within a circle with radius r around the actual node's location. Note that location estimation itself is a random variable due to random nature of path loss samples, and the generating source node's location. The random nature of the problem makes 2DRMS a suitable accuracy metric. In this work, we do not concentrate on optimizing landmarks location, however in the next section, we explain the reasons behind our adopted landmark arrangement. In the remainder of this section, first we explain the simulation setup and assumptions. Afterwards, we will present numerical studies to evaluate the performance of our algorithm in addition to comparison with state-of-the-art techniques.
A. Methodology
In this section, we first explain why placing landmarks in the corner or middle of border lines improves the localization initialization, and continue with realistic assumptions regarding adopted transmit power, orchard size and node density in addition to localization accuracy requirements for precision agriculture applications that do not require very high accuracy.
1) Landmark Arrangement and Deployment Scenarios:
In precision agriculture applications, gateways are usually placed in the corners and borders of the field. However here, we describe the reason why this helps towards the improvement of localization algorithm. Even though placing landmarks close to each other and at the centre of the field yields a higher average landmark degree, the localization accuracy drops dramatically, because behaviour of collected path loss samples from these landmarks has a very high correlation at a given direction as these path loss samples are fairly similar at a specific point of reach. Moreover, we place landmarks in the middle of borderlines or in the corners, because this arrangement provides more information about unknown node's location.
In Figure 3 , for a random unknown node location, it is shown that, a more landmark degree does not necessarily result in a better location estimation. This is because distances shown in Figure 3a are fairly close to each other and given that a noisy estimation of them are made based on path loss samples, the location estimation will be far less accurate compared to the arrangement in Figure 3b . It can be easily shown that this scenario holds for most points on the field.
We call S i and S j connected, d i j < d connect ivit y , in case the probability that RSSI would fall below receiver sensitivity is below 1% or connectivity probability is above 99%. This maximum transmission distance is calculated based on our measurement-based path loss model summarized in Table II . In Table IV , we have tabulated the transmission distance of Synapse RF200 module at its maximum transmit power so that connectivity requirement is met [47] . In Section IV-B, we evaluate the performance of our algorithm.
2) Accuracy Requirements: Coverage area of the sensors, spatial correlation of the measured features and required distance between actuators determine internode distance for deterministic grid WSN deployments. Further, internode distance could vary from 10 m for soil moisture, and electrical conductivity to coarser resolutions, 40-60 m for pH sensing or mating disruption applications [48] - [50] . As will be shown in Section IV, our algorithm is mostly suited to pest management and mating disruption applications where, error that results from the algorithm simplifying assumptions can be tolerated.
B. Results
In this section, we study the localization error of our algorithm for different simulation scenarios. In Figure 4a , we illustrate the behaviour of 2DRMS with respect to average landmark and unknown node degree. As shown in the surface plot, error drops dramatically, when average unknown node degree increases. Further, even for a low average landmark degrees, ≈ 1.5, an approximate average unknown node degree of 8 yields the desired 2DRMS (≈ 20 m). In Figure 4b , we demonstrate how average unknown node degree increases with transmit power level of unknown nodes in different simulation setups. These two figures provide an insight on how algorithm works with different transmit power levels. In Figure 5 , 2DRMS behaviour for different simulation setups during course of the algorithm is demonstrated which shows that the algorithm converges after a few messages are multicast in the network. As explained in Algorithm 1, the procedure starts with landmarks advertising themselves to the entire network. This helps towards faster convergence of the algorithm, because one-hop neighbours of landmarks achieve a narrower pmf estimation during the first round.
As seen in Figure 5 , generally 6 and 8 landmark/gateway scenarios meet the accuracy requirement for pest management, however in order to make the algorithm work for soil moisture sensing, number of landmarks or their maximum transmit power needs to increase. In other words, our simulations show that a finer pmf resolution does not affect the accuracy in case cell dimension already supports the application in terms of internode distance. We also observed that the total number of messages that is needed for algorithm to converge grows slower than O(N) which is a promising aspect from the scalability stand of view. Moreover, in spanning tree variants of BP-based techniques, at least O(N) messages are required to make the spanning tree and after that every sensor needs to do a multicast during each iteration with algorithm taking anywhere between 1 to 3 iterations to converge. Furthermore, our algorithm is faster and consumes less communication energy to converge at the expense of accuracy.
1) Comparison With State-of-the-Art Techniques:
In this section, we compare our proposed algorithm with state-ofthe-art distributed techniques which were briefly explained in Sections I, II-A and have been applied to similar localization Table V , which has been partially extracted or derived from [16] and [17] , the main advantage of our algorithm is its scalability reflecting in communication and computational cost which does not scale with size of the WSN. Note that in [17] which proposes a gradient decent algorithm, a dynamic step size update along with position update is being used in order to accelerate the normally slow convergence of gradient descent algorithms, i.e., proportional to inverse square root of iterations number [51] . Gradient descent algorithms are more close to our work from the communication cost point of view, because each node only transmits its location which is identical for every destination node, however they suffer from very slow convergence.
Step-size adjustment discussed in [17] introduces communication overhead because of coupled variables however increases convergence rate. Further, in each node two inner and outer sets of iterations corresponding to step size and position updates are running. Both sets of updates require internode messages to be exchanged between a node and all its neighbouring sensors which imposes an immense communication overhead. In [16] , ADMM is used to solve convex edge-based relaxation of localization problem, with coupled variables, in a distributed manner. Moreover, each node needs information from neighbouring nodes in order to solve a convex SDP optimization during each iteration, i.e., [16, Algorithm 1] . On the other hand in [20] , an extension of Gauss-Seidel algorithm is used to solve the edge-based relaxation problem in a distributed manner. The main difference compared to [16] is that the optimization problem in each node is SOCP, i.e., less complex and problem is solved sequentially, therefore converges significantly slower than [16] . The proposed Bayesian model for information aggregation in this work has a communication and computational cost that only grow with field dimensions as opposed to size of the WSN in terms of number of nodes. However, update iterations is different from those in discussed techniques both in terms of duration and communication context, therefore we use the metrics in Table VI for numerical comparison. In the numerical comparison, we only compare the proposed Bayesian model with the algorithms which can run in parallel [16] , [17] since sequential algorithms such as SGO [20] are not well-suited to run in conjunction with route discovery phase of AODV-based protocols. We use the scenario with high density grid deployment and 8 anchors for numerical comparison against [16] , [17] . This is one of the scenarios used in Section IV-B and very similar to the one used in [17] . We used MATLAB CVX along with SDPT3 package to solve the SDP optimization problems at each node in [16] , while MATLAB was used to solve [17, Algorithm 1] . In order for the comparison to be fair, we assume that the data which contains coupled variables in the discussed non-Bayesian techniques is encompassed in one packet and is multicast once, because this is compatible with the proposed Bayesian model for information aggregation. Note that in gradient descent, number of messages is very large even though the amount of exchanged data is smaller. This translates to slow convergence rate compared to ADMM [16] and our proposed technique. Aggregate energy consumption of these techniques have been calculated based on transceiver characteristics of Synapse modules. It is noteworthy mentioning that our scheme can be in fact used as an initialization scheme for gradient descent methods in the applications where high accuracy is required while number of anchors is limited.
V. CONCLUSION
Large size of the WSNs deployed in agricultural fields in addition to nature of higher layer communication algorithms in terms of TDMA-based MAC and multicasting make most existing distributed localization algorithms ill-suited for use in such environments. Moreover Bayesian distributed techniques suffer from communication overhead required for setup phase in order to form loop-free graphs. On the other hand, non-Bayesian techniques are burdened with excessive communication overhead resulted from coupled variables, remarkable computational complexity needed to solve optimization problems at each iteration and generally suffer from slow convergence. Our scalable RSSI-based localization algorithm overcomes these limitations by: 1) using only local distance estimates with respect to neighbouring nodes, and 2) using a message passing schedule which benefits from a fixed size outgoing message that does not grow with number of neighbouring nodes, and 3) low computational complexity per node at each iteration which only grows with grid size and only involves summations and multiplications. The algorithm uses a Bayesian model for information aggregation to achieve scalable communication and computational complexity with respect to the number of nodes at the expense of accuracy.
The main strength of our localization algorithm is its compatibility with realistic deployment scenarios of WSNs and the low communication overhead it adds to the already deployed routing protocols. Further, the route discovery phase of AODV routing protocols, e.g., ZigBee and similar schemes, work based on flooding and multicasting RREQ packets; therefore our proposed localization algorithm can be integrated in a convenient and inexpensive manner.
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