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We extend Henry Poincarés normal form theory for autonomous differential
equations x˙=f(x) to nonautonomous differential equations x˙=f(t, x). Poincarés
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1. INTRODUCTION
The famous French mathematician Henry Poincaré founded the normal
form theory for autonomous differential equations x˙=f(x) near a rest
point in his thesis in 1879. If the eigenvalues l1, ..., ln of the linearization
x˙=Df(x0) x at the rest point x0 satisfy the nonresonance condition
lj ] C
n
i=1
aili , (1)
j ¥ {1, ..., n}, ai ¥N0={0, 1, ...}, ;ni=1 ai \ 2, then the differential equation
can be formally linearized. In this article Poincarés result is extended to
nonautonomous differential equations x˙=f(t, x) near a reference solution.
The normal form theory has applications in bifurcation theory (see e.g.
Chow et al. [24], Crawford [29] and Kuznetsov [41]). Good presenta-
tions of the basics and introductions into normal form theory can be
found, e.g., in V. I. Arnold [3, Chapter 5, pp. 170–190], Ashkenazi and
Chow [5], Dora and Stolovitch [30] and Wiggins [65, pp. 211–252]. The
normal form theory is developed almost exclusively for autonomous dif-
ferential equations and there exist only some results for special nonauto-
nomous differential equations. In Goltser [33] the so-called Cesàro
method of integration is used to calculate certain improper integrals by
averaging. For that reason the results can be applied only to parameterde-
pendent differential equations with an autonomous linear part and a
nonautonomous nonlinearity of a special class (e.g. almost periodic). For
hamiltonian systems with a small nonautonomous perturbation (especially
for initial value problems of Schrödinger equations) Gompa [34] develops
an ‘‘approximate normal form theory’’. Kostin [39] allows a nonautono-
mous, i.e., t-dependent, linear part assuming that its t-dependent eigen-
values satisfy certain asymptotic integrability conditions. Periodic differen-
tial equations are treated in Samovol [45] and Smith [55]. Well developed
and elegantly notated is the normal form theory in L. Arnold [2] for
random dynamical systems.
We extend some of the cited nonautonomous results and we generalize
Poincarés crucial nonresonance condition for the eigenvalues of the linearized
differential equation to a new nonresonance condition for the spectral inter-
vals of the dichotomy spectrum (see Siegmund [52]).
The existing theory for autonomous differential equations or vector
fields distinguishes between analytical, C. and Ck normal forms. In a first
step a formal transformation (i.e. a formal in general non-convergent
series) is constructed with the Poincaré–Dulac scheme. Therefore one uses
(in general infinitely many) polynomial transformations to eliminate all non-
resonant terms of the vector field. To get an analytic normal form one has
to answer the difficult question of convergence of the formal series. Exten-
sive research of this convergence problem can be found, e.g., in Bruno2
2 Bruno and Brjuno are different transcriptions of the same author.
[16, 17] and [18, Part II, pp. 273–345]. For C. normal forms see e.g.
Belitskii [12]. It is often sufficient to consider normal forms up to a certain
order K \ 1. These so-called Ck normal forms, k [K (for k=K see also
Belitskii [13]) are achieved by applying the Poincaré–Dulac scheme only
finitely many times until terms of order higher than K do not change any
more (i.e., one uses only a finite part of the formal transformation series).
In a second step one constructs a Ck conjugacy which eliminates all Taylor
coefficients of order K and higher order. Arguments to cut off such a
Taylor rest were first used by Sternberg [56–59] and Chen [22]. By this
procedure one gets a so-called resonant polynomial normal form (see, e.g.,
V. I. Arnold [4, Chapter 2.5, pp. 60–73] or Kopanskii [38]). The choice of
the maximal k in dependence of K and the given differential equation is a
difficult question and answers are known only for special cases (see, e.g.,
Belitskii [7], Kopanskii [37], Samovol [46, 47], Sell [49], and Stowe
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[60]). In a final step one even tries to eliminate as many resonant terms as
possible in the resonant polynomial normal form with a Ck conjugacy.
Also this step is nontrivial and optimal results are known only for special
situations, see, e.g., Bronstein and Kopanskii [19, Chapter II, pp. 29–192].
For further research and modern developments of normal form theory
see also L. Arnold [2, Chapter 8, S. 405–463], Belitskii [8–11], Bonckaert
and Dumortier [14], Bonckaert [15], Bronstein and Kopanskii [20],
Chow et al. [25], ElBialy [31], Il’yashenko and Yakovenko [35], Katok
and Hasselblatt [36, Chapter 2, pp. 57-104], Robinson [42], Sakamoto
[44], Sell [48, 50], Takens [61, 62] and Warner and Sethna [64]. More
bibliographical information can be found, e.g., in Chow and Hale [23,
Chapter 12.8, pp. 449–450], Chow et al. [24, 2.12 Bibliographical Notes,
pp. 188–190], and van der Meer [63, pp. 42–45].
Instead of giving an introduction into Poincarés normal form theory
(which can be found in the cited references) we consider an example
x˙=x
y˙=ly+x2
with l ¥ R. We are looking for a near-identity transformation
H(x, y)=Rx
y
S+h2(x, y)
which eliminates the second-order nonlinearity ( 0x2) and we choose
h2 ¥ span {(x
2
0 ), (
0
x2), (
xy
0 ), (
0
xy), (
y2
0 ), (
0
y2)}. It is not difficult to show that the
transformed equation has no second-order nonlinearity if and only if the
so-called homological equation
Ah2(x, y)−Dh2(x, y) A 1xy2=f2(x, y)
is satisfied with
A=R1 0
0 l
S and f2(x, y)=R 0x2S .
It is solvable if and only if l ] 2 and with its unique solution we get
H(x, y)=R x
y+
1
l−2
x2
S .
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For l ] 2 there exists no C2 linearization of the differential equation (Dora
and Stolovitch [30, Example 2.3, Proposition 2.1, pp. 149–151]). In this
simple example the transformed equation x˙=x, y˙=ly is linear.
In general the elimination of second order nonlinearities produces higher
order nonlinearities and the process has to be iterated. The resulting trans-
formation is the composition of the transformations of each elimination
step and it is nonlinear but is constructed by solving a sequence of linear
equations.
In the following we consider a nonautonomous differential equation
x˙=f(t, x) , (2)
f: DQ RN, D … R×RN open, not in the vicinity of a rest point as Poincaré
did, but in the vicinity of an arbitrary reference solution m0: RQ RN.
Modern problems demand the use of nonautonomous differential equa-
tions with a right hand side which is only measurable in t. Constantin
Carathéodorywas the firstwho investigated this type of differential equations.
In his Vorlesungen über relle Funktionen [21] he rigorously introduced the
Lebesgue integral into the theory of ordinary differential equations. Today
they bear his name. A nonautonomous differential equation (2) is of Ck
Carathéodory type (see also Definition 2.1) if f is measurable in t (for
fixed x) and Ck in x (for fixed t). For example, random differential equa-
tions x˙=f(htw, x) driven by a metric dynamical system h are pathwise
of Carathéodory type (L. Arnold [2]). Bilinear control systems x˙=
[A0+;Mi=1 ui(t) Ai] x for fixed controls u: RQ U, U … RM compact and
convex, are of Carathéodory type (Colonius and Kliemann [26]). A func-
tion m: IQ RN defined on some interval I … R is a (mild) solution of (2) if
m(t)−m(s)=> ts f(u, m(u)) du for t, s ¥ I. Such a solution m is absolutely
continuous, which is more than continuous and less then differentiable;
indeed it is differentiable almost everywhere, see Craven [28, Prop. 5.2.10,
5.4.5, and 5.5.3]. If f is continuous then m is a classical differentiable
solution.
We will extend Poincarés normal form theory to differential equations of
Ck Carathéodory type, k \ 2, by showing that if the linearization x˙=
Dxf(t, m0(t)) x of (2) along the reference solution m0 satisfies a nonreso-
nance condition (see the Normal Form Theorem below), then the system
(2) is locally Ck equivalent (see Definition 2.2) to a system x˙=g(t, x) in
normal form, i.e., with zero reference solution, block diagonal linear part
x˙=Dx g(t, 0) x and all nonresonant Taylor coefficients of g up to order k
are zero.
We therefore have to use a proper replacement of the ‘‘linear algebra’’ for
autonomous systems (i.e., eigenvalues and eigenspaces) in our nonautonomous
situation. A spectral theory for nonautonomous differential equations is
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developed in Siegmund [52]. The dichotomy spectrum of the linearized
differential equation x˙=Dxf(t, m0(t)) x consists of at most N closed
disjoint intervals, in general the spectrum may be empty or unbounded. It
consists of n, 1 [ n [N, compact disjoint intervals li=[ai, bi] if the
system has bounded growth, i.e., if the evolution operator F(t, s) satisfies
the estimate ||F(t, s)|| [Kea |t−s| for t, s ¥ R with constants K \ 1, a \ 0. If
ess supt ¥ R ||Dxf(t, m0(t))|| <. then the linear system has bounded growth.
More general sufficient conditions for bounded growth can be found in
Coppel [27, p. 9]. For simplicity we assume that the linearized equation
has bounded growth although the theory could also be developed in the
general case.
2. PRELIMINARIES
Definition 2.1. Let N, M ¥N={1, 2, ...}, D … R×RN open and
f: DQ RM a function.
(A) Then f is a Carathéodory function if for every interval I … R and
every open set U … RN with I×U … D the following holds:
(i) for a.a. t ¥ I the mapping f|I×U(t, · ) : UQ RM is continuous,
(ii) for all x ¥ U the mapping f|I×U( · , x) : IQ RM is measurable
(with respect to the Borel s-algebras on I and RM).
(B) Then f is a Ck Carathéodory function, k \ 0, if
(i) for a.a. t ¥ R and all x ¥ RN with (t, x) ¥ D the kth partial
derivative Dkxf(t, x) exists,
(ii) for every j ¥ {0, ..., k} the mapping D jxf: DQ L j(RN; RM) is a
Carathéodory function.
Theorem 2.1 (Existence of Solutions). Let f: D … R×RNQ RN be a
Carathéodory function with the property that for every (y0, t0) ¥ D there
exists an interval I … R, a neighbourhood U … RN and locally integrable
functions a0, a1: IQ R+0 with (y0, t0) ¥ I×U … D,
||f(t, x)−f(t, x¯) || [ a1(t) ||x− x¯|| and ||f(t, t0)|| [ a0(t)
for all x, x¯ ¥ U and a.a. t ¥ I. Then for every (y0, t0) ¥ D
x˙=f(t, x)
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has a unique (maximal) solution j( · ; y0, t0): Iy0, t0 Q R
N with x(y0)=t0.
The set W :={(t, y, t) ¥ R1+1+N : (y, t) ¥ D, t ¥ Iy, t} of definition is open and
j: WQ RN is continuous.
Proof. We cite Kurzweil [40]. Using Definition 18.4.1, p. 331, and
Theorem 18.4.13, p. 337, one gets uniqueness of solutions. Because of
Remark 18.4.15, p. 338, it suffices to cite Theorem 12.1.1, p. 215, and
Theorem 12.2.6, p. 223, for the remaining claims. L
There is no straightforward way to define a notion of conjugacy for
nonautonomous differential equations. What do we mean by this? Two
autonomous differential equations x˙=f1(x) and x˙=f2(x) in RN are said
to be conjugate if there exists a homeomorphism H: RNQ RN such that the
flows j1( · ; t) resp. j2( · ; g) satisfy the conjugacy relation H(j1(t; t))=
j2(t; H(t)) for all t ¥ RN, t ¥ It, i.e. H maps solutions of the first equation
onto solutions of the second equation and vice versa for H−1. Now if we
would define a conjugacy between two differential equations x˙=f1(t, x)
and x˙=f2(t, x) of Carathéorody type by the same property, but now with
a t-dependent H then for every y ¥ It, x
H(t, x) :=j2(t; y, j1(y; t, x))
would establish a conjugacy, i.e., H maps solutions of the first equation
onto solutions of the second equation and vice versa with
H−1(t, x) :=j1(t; y, j2(y; t, x)).
So in the nonautonomous situation we need some additional conditions
which ensure that qualitative behaviour—at least for a single reference
solution—is preserved under the transformation.
It is easy to see in the autonomous situation that for a conjugacy periodic
solutions, limit sets and invariant sets of the first equation are bijectively
mapped onto periodic solutions, limit sets and invariant sets, respectively,
of the second equation and that (asymptotic) stability, attractivity and
instability of bounded solutions is preserved under the conjugacy. In most
cases this is enough, but note that the assumption of boundedness of solu-
tions is essential for the preservation of stability. For example, the two
linear systems x˙=1, y˙=−y and x˙=1, y˙=y are conjugate via H(x, y)=
(x, ye2x) but the first system is stable and the second is unstable. To
preserve the stability of an unbounded solution m it would be necessary to
pose some uniformity condition on H, e.g., limxQ 0 H(m(t)+x)=H(m(t))
uniformly in t ¥ R. Such a uniformity condition is exactly what we need in
the nonautonomous situation to define a meaningful notion of Ck equiva-
lence (see Definition 2.2).
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Define for e > 0, x0 ¥ RN, m: RQ RN the neighbourhoods
Be(x0)={x ¥ RN : ||x−x0 || < e}
Ue(m)={(t, x) ¥ R×RN : x ¥ Be(m(t))}.
Consider differential equations of Ck Carathéodory type, k \ 0, with
reference solutions
x˙=f(t, x), m0: RQ RN (3)
x˙=g(t, x), n0: RQ RN (4)
i.e., f: Df … R×RNQ RN and g: Dg … R×RNQ RN are Ck Carathéodory
functions. We assume that tubular neighbourhoods of the reference solu-
tions are contained in the corresponding sets of definition; i.e., there exist
r > 0 and p > 0 such that
Ur(m0) … Df and Up(n0) … Dg .
Definition 2.2. Consider the two equations (3) and (4). If there exist
rŒ, pŒ with 0 < rŒ [ r and 0 < pŒ [ p together with continuous functions
H: UrŒ(m0)Q RN , H−1: UpŒ(n0)Q RN ,
then H is called a local Ck equivalence between the system (3) with solution
m0 and system (4) with solution n0, if the following statements are valid:
(A) For each t ¥ R the mappings
H(t, · ) : BrŒ(m0(t))QH(t, BrŒ(m0(t))) … Bp(n0(t))
H−1(t, · ) : BpŒ(n0(t))QH−1(t, BpŒ(n0(t))) … Br(m0(t))
are Ck diffeomorphisms (or homeomorphisms if k=0) with
H(t, H−1(t, x))=x , for x ¥ BpŒ(n0(t)) ,
H−1(t, H(t, x))=x , for x ¥ BrŒ(m0(t)).
(B) If m is a solution of (3) in UrŒ(m0) then H(· , m( · )) is a solution
of (4).
If n is a solution of (4) in UpŒ(n0) then H−1( · , n( · )) is a solution of (3).
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(C) The reference solutions are mapped uniformly onto each other:
lim
xQ 0
H(t, m0(t)+x)=n0(t) uniformly in t ¥ R ,
lim
xQ 0
H−1(t, n0(t)+x)=m0(t) uniformly in t ¥ R .
Lemma 2.1. Consider the two equations (3) and (4) together with a solu-
tion m: IQ RN of (3) which is defined on some interval I … R. Then a
mapping n: JQ RN defined on some interval J … I is a solution of
x˙=g(t, x+m(t))−f(t, m(t)) (5)
if and only if n+m: JQ RN is a solution of the differential equation (4).
Proof. Since m is a solution of (3) one has for t, s ¥ J
n(t)− n(s)=F t
s
g(y, n(y)+m(y))−f(y, m(y)) dy
Z n(t)− n(s)+F t
s
f(y, m(y)) dy=F t
s
g(y, n(y)+m(y)) dy
Z [m(t)+n(t)]−[m(s)+n(s)]=F t
s
g(y, n(y)+m(y)) dy
and the claim is proved. L
3. NORMAL FORMS
We consider a differential equation of Ck Carathéodory type, k \ 2,
satisfying the assumptions of Theorem 2.1 together with a reference solu-
tion
x˙=f(t, x) , m0: RQ RN , (6)
and we additionally assume the following conditions:
• Set of definition: r :=sup {rŒ \ 0 : UrŒ(m0) … Df} > 0.
• Linearity: x˙=Dxf(t, m0(t)) x has bounded growth.
• Nonlinearity: ||D jxf(t, m0(t))|| [M for 2 [ j [ k and a.a. t ¥ R.
We will simplify system (6) in three steps.
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Step 1: Trivialization of the Reference Solution
Recall Lemma 2.1. If f — g then system (5) reduces to
x˙=f(t, x+m0(t))−f(t, m0(t)) (7)
which is usually called the differential equation of perturbed motion of (6)
w.r.t. the solution m0. Obviously (7) has the zero solution and n: J … IQ RN
is a solution of (7) if and only if n+m0 is a solution of (6). Because of
Lemma 2.1 the mappings
R: Ur(m0)Q RN, (t, x)W x−m0(t)
R−1: Ur(0) Q RN, (t, x)W x+m0(t)
define a C. equivalence between (6) with reference solution m0 and the
system (7) with zero reference solution. We rewrite (7) as
x˙=Ag(t) x+Fg(t, x), (8)
where Ag(t)=Dxf(t, m0(t)) is the linear part and Fg(t, x)=f(t, x+m0(t))−
f(t, m0(t))−Dxf(t, m0(t)) x is the nonlinearity. Obviously Ur(0)=R×Br(0)
is contained in the set of definition of the right-hand side of (8). Note that
this simple transformation is a powerful nonautonomous tool. It is of no
use in a purely autonomous framework.
Step 2: Reduction of the Linear Part
The Reduction Theorem in Siegmund [53] shows that there exists a
kinematic similarity S: RQ RN×N between the linearization x˙=Ag(t) x of
(8) and a linear system
x˙=A(t) x (9)
such that A: RQ RN×N is locally integrable and in block diagonal form
A(t)=RA1(t)z
An(t)
S
and each block Ai: RQ RNi ×Ni, i=1, ..., n, corresponds to a spectral inter-
val li. The dichotomy spectra S(Ag) and S(A) are the same and (9) has
bounded growth.
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Lemma 3.1. There exist p, pŒ, rŒ with 0 < pŒ [ p and 0 < rŒ [ r such that
the mappings
UrŒ(0)Q Bp(0), (t, x)W S−1(t) x
UpŒ(0)Q Br(0), (t, x)W S(t) x
define a C. equivalence between (8) and the differential equation
x˙=A(t) x+F(t, x) (10)
which is of Ck Carathéodory type with F(t, x)=S(t)−1 Fg(t, S(t) x) and
Up(0) … DF. Moreover ||D jxF(t, 0)|| [MŒ for a.a. t ¥ R and all j ¥ {2, ..., k}
with someMŒ > 0.
Proof. Due to Coppel [27, p. 38] the kinematic similarity satisfies
d
dt
S(t)−1=A(t) S(t)−1−S(t)−1Ag(t).
Let m be a solution of (8). Then n(t) :=S(t)−1m(t) satisfies for a.a. t ¥ R
d
dt
n(t)=
d
dt
S(t)−1 m(t)+S(t)−1
d
dt
m(t)
=[A(t) S(t)−1−S(t)−1 Ag(t)] m(t)+S(t)−1[Ag(t) m(t)+Fg(t, m(t))]
=A(t) n(t)+S(t)−1 Fg(t, S(t) n(t)),
i.e., n is a solution of (10) with F(t, x)=S(t)−1 Fg(t, S(t) x). The remaining
claims of the lemma can be easily shown. L
Step 3: Elimination of Nonresonant Taylor Components
This is the crucial step. We will eliminate Taylor components of the
nonlinearity which correspond to the blocks Ai(t) ¥ RNi ×Ni, i=1, ..., n, of
the linear part A(t). We define Ei :=RNi, i=1, ..., n, and write
F=(F1, ..., Fn) with the component functions Fi: DF Q Ei.
In order to present the ideas we first motivate the construction of the
transformation and the nonresonance condition.
For simplicity assume therefore that the system (10) is globally defined,
i.e., DF=R×RN and that each solution exists on R, this can be achieved
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by cutting of F outside the neighbourhood Ue(0) of the zero solution. Now
for a.a. t ¥ R we can expand F(t, · ) into a Taylor series at x=0
F(t, x)= C
a ¥Nn0 : 2 [ |a| [ k
1
a! D
a
xF(t, 0) · x
a+o(||x||k).
Now we are looking for a condition under which a Ck transformation exists
which eliminates the jth component 1a! D
a
xFj(t, 0) · x
a of a summand in the
Taylor expansion. Therefore choose and fix a j ¥ {1, ..., n} and a multi
index a ¥Nn0 with 2 [ |a| [ k. For simplicity we assume that the Taylor
coefficients of F at x=0 up to order |a|−1 are already eliminated, i.e.,
DoxF(t, 0)=0 for a.a. t ¥ R and all o ¥Nn0 with 2 [ |o| [ |a|−1 . (11)
We define a new Ck Carathéodory function G: R×RNQ RN by
G(t, x) :=F(t, x)−10, ..., 0, 1a! DaxFj(t, 0) · xa, 0, ..., 02 .
To derive some necessary conditions for the existence of an equivalence
we assume now that a near identity Ck equivalence H(t, x)=x+h(t, x)
between (10) with zero reference solution and the differential equation
x˙=A(t) x+G(t, x) (12)
with zero reference solution exists, where h: R×RNQ RN is a mapping with
h(t, 0) — 0 and Dxh(t, 0) — 0 on R. We will make some observations which
will help us to construct an explicit candidate for a Ck equivalence.
First we will assign a differential equation to the values of the transfor-
mation H along a fixed solution.
Observation 1. For each initial condition (y, t) ¥ R×RN the mapping
h(t, j(t; y, t)) is a solution of
x˙=A(t) x+G(t, x+j(t; y, t))−F(t, j(t; y, t)). (13)
Observation 1 is a simple but powerful consequence of Lemma 2.1. Next
we expose a connection between Daxh(t, 0) and D
a
t[h(t, j(t; y, t))]|t=0.
Observation 2. For all t, y ¥ R, g=(g1, ..., gn) ¥ E1× · · · ×En=RN
Dat[h(t, j(t; y, t))]|t=0 ·g
a=Daxh(t, 0) · [F1(t, y) g1]
a1 · · · [Fn(t, y) gn]an.
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This can be seen by calculating the partial derivatives which is easily
possible since, by (11), the Taylor coefficients of F and G are zero up to
order |a|−1. The evolution operators Fi come in play because of
Dtij(t; y, t)|t=0=(0, ..., 0, Fi(t, y), 0, ..., 0) ¥ L(Ei; R
N).
Now we replace the gi in Observation 2 by Fi(y, t) zi and with the identity
[Fi(t, y)]−1=Fi(y, t) we get
Observation 3. For all t, y ¥ R and z ¥ RN we have
Daxh(t, 0) ·z
a=Dat[h(t, j(t; y, t))]|t=0 · [F1(y, t) z1]
a1 · · · [Fn(y, t) zn]an.
Nowwe have a relationship between the Taylor coefficientDaxh(t, 0) of h and
the partial derivative Dat[h(t, j(t; y, t))]|t=0. By Observation 1 h(t, j(t; y, t))
is a solution of (13). Then by differentiation one can show
Observation 4. The function Dat[h(t, j(t; y, t))]t=0 is a solution of
x˙=A(t) x+c(t), (14)
the variational equation of (13) in La(E1, ..., En; RN), where
c(t)=−(0, ..., 0, DaxFj(t, 0), 0, ..., 0) · [F1(t, y)]
a1 · · · [Fn(t, y)]an .
So far we have assumed that a Ck equivalence H(t, x)=x+h(t, x)
between (10) and (12) exists and by Observation 3 the Taylor coefficient
1
a! D
a
xh(t, 0) · x
a is a function of a special solution Dat[h(t, j(t; y, t))]|t=0 of
the differential equation (14) and the known evolution operators Fi.
From now on we want to use this information to construct a candidate
for a Ck equivalence between (10) and (12). We make the ansatz
H(t, x)=x+
1
a! D
a
xh(t, 0) · x
a ,
i.e., h(t, x)=1a! D
a
xh(t, 0) · x
a has only one nontrivial Taylor coefficient.
We make use of Observations 3 and 4 in the way that we choose a
special solution m of (14) and interpret m as Dat[h(t, j(t; y, t))]|t=0. With
Observation 3 and our ansatz this yields
H(t, x)=x+
1
a! m(t) · [F1(y, t) x1]
a1 · · · [Fn(y, t) xn]an . (15)
Which solution m of (14) should we choose? To satisfy the condition (C) of
Definition 2.2 it is necessary that limxQ 0 H(t, x)=0 uniformly in t ¥ R and
this is satisfied if m(t) · [F1(y, t) · ]a1 · · · [Fn(y, t) · ]an is bounded for t ¥ R.
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Using Siegmund [52] one knows the exponential growth rates of the
evolution operators Fi of x˙i=Ai(t) xi. Now it is the exponential growth
rate of m we have to take care of. Here a key lemma comes in play.
Lemma 3.2. Consider the jth component of (14)
x˙j=Aj(t) xj+cj(t). (16)
(A) Assume the condition
aj > a1b1+·· ·+anbn . (17)
Choose a c ¥ (a1b1+·· ·+anbn, aj). Then mj(t) :=− >.t Fj(t, s) cj(s) ds is the
unique solution of (16) with the exponential growth rate c for tQ.,
i.e. ||mj(t)|| [ CŒect for all t \ 0 with some CŒ \ 0.
(B) Assume the condition
bj < a1a1+·· ·+anan . (18)
Choose a c ¥ (bj, a1a1+·· ·+anan). Then mj(t) :=> t−. Fj(t, s) cj(s) ds is the
unique solution of (16) with the exponential growth rate c for tQ −..
Proof. Use Siegmund [52] to show that for e > 0 exists a K \ 1 with
||cj(t)|| [ ||DaxFj(t, 0)|| · ||F1(t, y)||a1 · · · ||Fn(t, y)||an
[MK |a| ˛e (a1b1+· · ·+anbn+e)(t−y) for a.a. t \ y
e (a1a1+· · ·+anan − e)(t−y) for a.a. t [ y
.
The rest follows from Aulbach and Wanner [6, Lemma 3.2, p. 63]. L
Now we assume that (17) or (18) holds (both together can not hold) and
choose the following special solution m=(m1, ..., mn) of (14)
mi(t) :=˛0 if i ] j ,−F.t Fj(t, s) cj(s) ds if i=j and (17) holds ,
F t
−.
Fj(t, s) cj(s) ds if i=j and (18) holds .
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Using (15) and the identity Fj(s, y) ·Fj(y, t)=Fj(s, t) our explicit candi-
date H(t, x)=x+h(t, x) for a Ck equivalence is defined by
hi(t, x)=˛0 if i ] j,F.t Fj(t, s) 1a! DaxFj(s, 0) · [F1(s, t) x1]a1 · · · [Fn(s, t) xn]an ds,if i=j and (17) holds,
−F t
−.
Fj(t, s)
1
a! D
a
xFj(s, 0) · [F1(s, t) x1]
a1 · · · [Fn(s, t) xn]an ds,
if i=j and (18) holds.
(19)
Let us have a closer look at the two conditions (17) and (18). For two
compact intervals [a, b] and [c, d] we introduce an addition [a, b]+
[c, d] :=[a+b, c+d] and for c ¥ R a multiplication c · [a, b] :=[ca, cb],
furthermore we will use the relation [a, b] < [c, d] : Z b < c and analog
for [a, b] > [c, d]. With this notation the conditions (17) and (18) are
equivalent to
lj > C
n
i=1
aili resp. lj < C
n
i=1
aili .
So for our explicit candidate of H to be well-defined, we have to assume
that one of these two conditions is satisfied and this is equivalent to the
so-called nonresonance condition
lj 5 C
n
i=1
aili=” . (20)
If the condition (20) does not hold, then we have a resonance of order |a|
and the term (0, ..., 0, 1a! D
a
xFj(t, 0) · x
a, 0, ..., 0) is called resonant.
If the linear part A of the system (10) does not depend on t, then the
dichotomy spectrum S(A) consists of the real parts l1, ..., ln of the eigen-
values of A and the nonresonance condition (20) for the spectral intervals
reduces to Poincarés nonresonance condition (1) for real eigenvalues.
Before we proof that H indeed is a Ck equivalence we want to under-
stand it by the example from the beginning. Therefore consider again
x˙=x
y˙=ly+x2
.
The spectral intervals of the first and second equation are the one-point
sets l1={1} resp. l2={l} consisting of the eigenvalues of the linear part.
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We want to eliminate the quadratic term x2 in the second component of the
differential equation, i.e. j=2 and a=(2, 0). For l > 2 the condition
l2 > (2l1+0l2) holds, so we have no resonance and get
h2(t, x, y)=F
.
t
F2(t, s) · [F1(s, t) x]2 ds
=F.
t
el(t−s)e2(s−t)x2 ds=
1
l−2
x2
and therefore H is (we get the same h2 for l < 2)
H(t, x, y)=Rx
y
S+R 0
h2(t, x, y)
S=R x
y+
1
l−2
x2
S .
This is the same result as we calculated above with Poincarés method.
Now we prove that H is indeed a Ck equivalence which eliminates a
nonresonant term. In contrast to the condition (11) in the motivation we
now allow the right-hand side of the differential equation to have nontri-
vial Taylor coefficients of arbitrary order.
Theorem 3.1. Consider the differential equation (10). Let j ¥ {1, ..., n}
be an index and a ¥Nn0, 2 [ |a| [ k, a multi index. Assume that the nonre-
sonance condition (20) holds. Then a local Ck equivalence H exists which
eliminates the jth Taylor component 1a! D
a
xFj(t, 0) · x
a belonging to the multi
index a and leaves fixed all other Taylor coefficients up to order |a|.
That is, (10) is locally Ck equivalent to a differential equation
x˙=A(t) x+G(t, x) , (21)
with zero reference solution, where G is defined on the set R×Bq(0) with
q= 112 min {p,
Dist(lj, ;ni=1aili)
16n2MK|a|+1(p/2)|a|−2
} and K=K(j, a, A) \ 1 and for all o ¥Nn0
with 1 [ |o| [ |a| and all i ¥ {1, ..., n} the identity
DoxGi(t, 0) — ˛DoxFi(t, 0), for o ] a or i ] j0, for o=a and i=j
holds. The local near-identity Ck equivalence H: R×BpŒ(0)Q Bq, (t, x)W
x+h(t, x), pŒ :=34 q, between (10) and (21) with respect to the zero solutions
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is defined through (19). The inverse transformation H−1: R×BqŒ(0)Q Bp(0),
qŒ :=q, has the form
H−1(t, x)=x−h(t, x)+k(t, x)
with a continuous mapping k: R×BqŒ(0)Q RN which satisfies the limiting
relation limxQ 0
k(t, x)
||x|| |a|
2−1
=0 uniformly in t ¥ R. Moreover for every t ¥ R one has
the estimates
||H(t, x)−H(t, x¯)|| [
2 |a|+3 n+1
2 |a|+3 n
||x− x¯|| for all x, x¯ ¥ BpŒ(0) ,
||H−1(t, x)−H−1(t, x¯)|| [
2 |a|+3 n
2 |a|+3 n−1
||x− x¯|| for all x, x¯ ¥ BqŒ(0).
Remark 3.1. Note that Theorem 3.1 remains valid, if two blocks Ai
and Aj of the linearization x˙=diag(A1(t), ..., An(t)) x have the same
dichotomy spectrum S(Ai)=S(Aj). We will use this fact in the example of
the Duffing–van der Pol oscillator under nonautonomous parametric per-
turbation at the end of this article.
Proof of Theorem 3.1. The proof is divided into 12 steps. In the first
step we show that h is well-defined. The smoothness of H is examined in
the second and third step. In the fourth step we construct the inverse
transformation H−1 and in the following step the Lipschitz estimates for H
and H−1 are shown. The smoothness and explicit form of H−1 is elaborated
in steps 6 to 8. The differential equation x˙=A(t) x+G(t, x) is constructed
in the ninth step and the following two steps are used to show that G is a
Ck Carathéodory function and coincides up to order |a| with F except for
the jth component of the Taylor component belonging to the multi index a,
this component is eliminated in G. In the final step it is proved that H
is a local Ck equivalence between (10) and (21) with respect to the zero
reference solutions.
Step 1. The mapping h: R×RNQ RN is well-defined and the estimate
||h(t, x)|| [
2MK |a|+1
a! Dist(lj,;ni=1 aili)
||x1 ||a1 · · · ||xn ||an (22)
holds with a constant K=K(j, a, A) \ 1.
Proof of Step 1: The nonresonance condition (20) implies one of the
two estimates (17) or (18) for the spectral intervals li=[ai, bi], i=1, ..., n.
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In case of (17) one has Dist(lj,;ni=1 aili)=aj−(a1b1+·· ·+anbn) and in
case (18) Dist(lj,;ni=1 aili)=a1a1+·· ·+anan−bj holds. We define e :=
Dist(lj, ;ni=1 aili)
2(|a|+1) and choose for every spectral interval li=[ai, bi] two numbers
ai and bi with
ai− e [ ai < ai and bi < bi [ bi+e .
Then as a consequence of Siegmund [52] a K=K(j, a, A) \ 1 exists with
||Fi(t, s)|| [Kebi(t−s) for t \ s
||Fi(t, s)|| [Keai(t−s) for t [ s
for i=1, ..., n. For all t ¥ R, x ¥ RN and a.a. s ¥ R one has
>Fj(t, s) 1a! DaxFj(s, 0) · [F1(s, t) x1]a1 · · · [Fn(s, t) xn]an>
[ ||Fj(t, s)|| ·
1
a! M· ||F1(s, t)||
a1 · · · ||Fn(s, t)||an · ||x1 ||a1 · · · ||xn ||an
[
1
a! MK
|a|+1 ||x1 ||a1 · · · ||xn ||an ˛ebj −(a1a1+· · ·+anan)(t−s), if t \ seaj −(a1b1+· · ·+anbn)(t−s), if t [ s
Incaseof (17) the inequalityaj−(a1b1+·· ·+anbn) \ aj−(a1b1+·· ·+anbn)−
(|a|+1) e=12 Dist(lj,;ni=1 aili) yields the estimate
> F.
t
Fj(t, s)
1
a! D
a
xFj(s, 0) · [F1(s, t) x1]
a1 · · · [Fn(s, t) xn]an ds>
[
1
a! MK
|a|+1 ||x1 ||a1 · · · ||xn ||an F
.
t
e
1
2
Dist(lj, C ni=1aili)(t−s)ds
=
2MK |a|+1
a! Dist lj,;ni=1 aili)
||x1 ||a1 · · · ||xn ||an
and (22) follows. Analogously if (18) holds then the inequality bj−(a1a1+·· ·
+anan) [ bj−(a1a1+·· ·+anan)+(|a|+1) e=−12 Dist(lj,;ni=1 aili) implies
the estimate (22).
Step 2. The mapping H: R×RNQ RN, (t, x)W x+h(t, x), is continu-
ous and infinitely many times continuously partially differentiable in x.
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Proof of Step 2. Arguing for each component seperately, the proof of
this claim reduces to the verification that hj: R×RNQ Ej is continuous and
infinitely many times continuously partially differentiable in x. An appli-
cation of Lebesgues dominated convergence theorem yields this continuity
and a similar argument proves the differentiability of hj in x and one gets
for all t ¥ R and x, t ¥ RN the identity
Dxhj(t, x) ·t
=F.
t
Dx 5Fj(t, s) 1a! DaxFj(s, 0) · [F1(s, t) x1]a1 · · · [Fn(s, t) xn]an6 ·t ds
= C
i=1, ..., n : ai \ 1
ai F
.
t
Fj(t, s)
1
a! D
a
xFj(s, 0)
· [F1(s, t) x1]a1 · · · [Fi(s, t) ti] · [Fi(s, t) xi]ai −1 · · · [Fn(s, t) xn]an ds.
(23)
The continuity and differentiability of (24) in x follows again from
Lebesgues theorem. The second derivative operates on t, g ¥ RN through
D2xhj(t, x) ·t ·g
= C
i, m=1, ..., n : ai, am \ 1, i ] m
aiam F
.
t
Fj(t, s)
1
a! D
a
xFj(s, 0)
· [F1(s, t) x1]a1 · · · [Fi(s, t) ti] · [Fi(s, t) xi]ai −1
· · · [Fm(s, t) gm] · [Fm(s, t) xm]am −1 · · · [Fn(s, t) xn]an ds
+ C
i=1, ..., n : ai \ 2
ai(ai−1) F
.
t
Fj(t, s)
1
a! D
a
xFj(s, 0) · [F1(s, t) x1]
a1
· · · [Fi(s, t) ti] · [Fi(s, t) gi] · [Fi(s, t) xi]ai −2 · · · [Fn(s, t) xn]an ds.
(24)
Mathematical induction yields the existence and continuity of the partial
derivatives Dmx hj: R×R
N
Q Lm(RN; Ej) for m=1, ..., k. For m > k the
mapping Dmx hj is zero and for this reason hj and therefore also H is con-
tinuous and infinitely many times continuously partially differentiable with
respect to x.
Step 3. The partial derivative DtH(t, x) exists for a.a. t ¥ R and for all
x ¥ RN and DtH: R×RNQ RN is a Ck Carathéodory function.
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Proof of Step 3. We prove the claim in case of (17). The integral
hj(t, x)=>.t Fj(t, s) 1a! DxFj(t, 0) · [F1(s, t) x1]a1 · · · [Fn(s, t) xn]an ds is par-
tially differentiable in t for a.a. t ¥ R and for all x ¥ RN with the derivative
Dthj(t, x)=−Fj(t, t)
1
a! D
a
xFj(t, 0) · [F1(t, t) x1]
a1 · · · [Fn(t, t) xn]an
+F.
t
Dt 5Fj(t, s) 1a! DaxFj(t, 0) · [F1(s, t) x1]a1
· · · [Fn(s, t) xn]an6 ds.
Using the relation DtF(s, t)=−F(s, t) A(t) one has
Dthj(t, x)=−
1
a! D
a
xFj(t, 0) · x
a+Aj(t) hj(t, x)
+ C
i=1, ..., n : ai \ 1
ai F
.
t
Fj(t, s)
1
a! D
a
xFj(t, 0)
· [F1(s, t) x1]a1 · · · [−Fi(s, t) Ai(t) xi] · [Fi(s, t) xi]ai −1
· · · [Fn(s, t) xn]an ds. (25)
Aulbach and Wanner [6, Lemma 2.2, p. 49] implies that the first two
summands are Ck Carathéodory functions and similarly for the third.
Step 4. Define q := 112 min {p,
Dist(lj, ;ni=1aili)
16n2MK|a|+1(p/2)|a|−2
}, pŒ :=34 q and qŒ :=q.
Choose and fix an arbitrary t ¥ R. Then the restriction
H(t, · ): B4pŒ(0) … Bp(0)QH(t, B4pŒ(0))
of H(t, · ) is a Ck diffeomorphism and for every t ¥ R a Ck diffeomorphism
H−1(t, · ): BqŒ(0)QH−1(t, BqŒ(0))
exists such that for all x ¥ B4pŒ(0) with H(t, x) ¥ BqŒ(0) the identity
H−1(t, H(t, x))=x
holds. Moreover for all x ¥ BqŒ(0) we have H−1(t, x) ¥ B4pŒ(0) and
H(t, H−1(t, x))=x.
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Proof of Step 4. Formula (24) implies for all t ¥ R and x ¥ Bp
2
(0)
||D2xH(t, x)|| [ C
i, m=1, ..., n : ai, am \ 1, i ] m
aiam
2MK |a|+1
a! Dist(lj,;ni=1 aili)
· ||x1 ||a1 · · · ||xi ||ai −1 · · · ||xm ||am −1 · · · ||xn ||an
+ C
i=1, ..., n : ai \ 2
ai(ai−1)
2MK |a|+1
a! Dist(lj,;ni=1 aili)
· ||x1 ||a1 · · · ||xi ||ai −2 · · · ||xn ||an [
[
2n2MK |a|+1
Dist(lj,;ni=1 aili)
1p
2
2 |a|−2 .
In case of (18) one can show analogously the same estimate. Now
Abraham, Marsden, Ratiu [1, Proposition 2.5.6, pp. 119–121] implies the
claim.
Step 5. For every t ¥ R we have
||H(t, x)−H(t, x¯)|| [
2 |a|+3 n+1
2 |a|+3 n
||x− x¯|| for x, x¯ ¥ B4pŒ(0), (26)
||H−1(t, x)−H−1(t, x¯)|| [
2 |a|+3 n
2 |a|+3 n−1
||x− x¯|| for x, x¯ ¥ BqŒ(0) . (27)
Proof of Step 5. First we prove the Lipschitz continuity of h: R×
B4pŒ(0)Q RN in the second argument. The formula (23) for the partial
derivative of hj w.r.t. x implies for all t ¥ R and x ¥ B4pŒ(0) the estimate
||Dxh(t, x)||
[ C
i=1, ..., n : ai \ 1
ai
2MK |a|+1
a! Dist(lj,;ni=1 aili)
||x1 ||a1 · · · ||xi ||ai −1 · · · ||xn ||an
[ n
2MK |a|+1
Dist(lj,;ni=1 aili)
· (4pŒ) · (4pŒ) |a|−2
[
1
32n 1p
2
2 |a|−2 1
p
4
2 |a|−2 [ 1
2 |a|+3 n
< 1.
This yields for all t ¥ R and x, x¯ ¥ B4pŒ(0) the estimate
||h(t, x)−h(t, x¯)|| [
1
2 |a|+3 n
||x− x¯|| (28)
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and this implies (26). To prove the Lipschitz estimate for H−1 we use (28)
to show for t ¥ R and y, y¯ ¥ B4pŒ(0) the estimate
||y− y¯||−
1
2 |a|+3 n
||y− y¯|| [ ||y− y¯||− ||h(t, y)−h(t, y¯)||
and it follows that
2 |a|+3 n−1
2 |a|+3 n
||y− y¯|| [ ||H(t, y)−H(t, y¯)||.
Step 4 implies for x, x¯ ¥ BqŒ(0) the inclusions y :=H−1(t, x) ¥ B4pŒ(0),
y¯ :=H−1(t, x¯) ¥ B4pŒ(0) and one gets the estimate (27).
Step 6. The mapping H−1: R×BqŒ(0)Q RN is continuous.
Proof of Step 6. Let t0 ¥ R and x0 ¥ BqŒ(0) be arbitrary, but fixed. For
t ¥ R and x ¥ BqŒ(0) formula (27) implies the estimate
||H−1(t, x)−H−1(t0, x0)||
[ ||H−1(t, x)−H−1(t, x0)||+||H−1(t, x0)−H−1(t0, x0)||
[
2 |a|+3 n
2 |a|+3 n−1
||x−x0 ||+||H−1(t, x0)−H−1(t0, x0)||
and it suffices to show the limiting relation limtQ t0 H
−1(t, x0)=H−1(t0, x0).
Therefore consider the identity
x0=H(t, H−1(t, x0))=H−1(t, x0)+h(t, H−1(t, x0))
for all t ¥ R. With (28) we have the estimate
||H−1(t, x0)−H−1(t0, x0)||
=||h(t, H−1(t, x0))−h(t0, H−1(t0, x0))||
[ ||h(t, H−1(t, x0))−h(t, H−1(t0, x0))||
+||h(t, H−1(t0, x0))−h(t0, H−1(t0, x0))||
[
1
2 |a|+3 n
||H−1(t, x0)−H−1(t0, x0)||
+||h(t, H−1(t0, x0))−h(t0, H−1(t0, x0))||.
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Solving for ||H−1(t, x0)−H−1(t0, x0)|| yields
||H−1(t, x0)−H−1(t0, x0)||
[ 51− 1
2 |a|+3 n
6−1 ||h(t, H−1(t0, x0))−h(t0, H−1(t0, x0))||
and with the continuity of h (step 2) the claim follows.
Step 7. The mapping H−1: R×BqŒ(0)Q RN is k-times continuously
partially differentiable w.r.t. x.
Proof of Step 7. Due to step 4, the partial derivative
DmxH
−1: R×BqŒ(0)Q Lm(RN)
exists for every m ¥ {1, ..., k}. We have for every t ¥ R and x ¥ BqŒ(0)
DxH−1(t, x)=[DxH(t, H−1(t, x))]−1,
i.e., the mapping DxH−1: R×BqŒ(0)Q GL(RN) has a representation as the
composition
R×BqŒ(0)||Ł
proj1 ×H
−1
R×B4pŒ(0)|Ł
DxH GL(RN)|Ł[ · ]
−1
GL(RN).
The functionH−1 is continuous (step 6) and also DxH is continuous (step 2).
Due to Abraham, Marsden, Ratiu [1, Lemma 2.2.5, p. 117] the inverse
[ · ]−1: GL(RN)Q GL(RN) is C.. Therefore the mapping DxH−1 is, as a
composition of continuous mappings, continuous itself. Now let m ¥
{2, ..., k} and let the continuity of D ixH
−1 be proved for 1 [ i [ m−1. It is
easy to check that the mapping DmxH
−1: R×BqŒ(0)Q Lm(RN) has the form
DmxH
−1(t, x)=−[DxH(t, H−1(t, x))]−1 · S(t, x) ,
where S(t, x) is a sum with summands of the form
DmxH(t, H
−1(t, x)) ·Da1x H
−1(t, x) · · ·Daux H
−1(t, x).
Here u=2, ..., m and a ¥Nu with |a|=m, i.e. a1, ..., au [ m−1. The
assumption of the induction as well as step 2 and step 6 imply that all
mappings are continuous and therefore the mapping DmxH
−1 is also con-
tinuous if one recalls that for i=1, ..., u the evaluation mapping
(RN)ai×Lai(RN)Q RN, (t1, ..., tai , T)W T· (t1, ..., tai )
is continuous.
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Step 8. The mapping H−1: R×BqŒ(0)Q RN is of the form
H−1(t, x)=x−h(t, x)+k(t, x)
with a continuous mapping k: R×BqŒ(0)Q RN that satisfies
lim
xQ 0
||k(t, x)||
||x|| |a|
2−1
=0 uniformly in t ¥ R. (29)
Proof of Step 8. The inverse of H(t, · ) can be given explicitely. There-
fore let t ¥ R be arbitrary but fixed. For every x ¥ B4pŒ(0) one has (with
|a| \ 2, n \ 1, h(t, 0)=0) from the inequality (28) the estimate
||h(t, x)|| [ 132 ||x||. (30)
We define for i ¥N0 the iteration (−h) i(t, · ) : B4pŒ(0)Q RN through
(−h)0 (t, · ) :— idB4pŒ(0)
(−h) i+1 (t, · ) :— [−h(t, · )] p [(−h) i(t, · )] — −h(t, (−h) i(t, · )).
Then for all i ¥N0 and x ¥ B4pŒ(0) the estimate ||(−h) i(t, x)|| [ ( 132)
n ||x||
holds and this implies for every m ¥N
> Cm
i=0
(−h) i (t, x)> [ C.
i=0
||(−h) i(t, x)|| [
1
1− 132
||x||=3231 ||x|| . (31)
Therefore for all x ¥ B4pŒ(0) the series ;.i=0 (−h) i(t, x) converges absolutely
in RN and with (31) we have the inclusion
C
.
i=0
(−h) i (t, x) ¥ B4pŒ(0) for all x ¥ BqŒ(0).
For x ¥ BqŒ(0) also
[id+h(t, · )] p 5C.
i=0
(−h) i (t, · )6 (x)
=x=5C.
i=0
(−h) i (t, · )6 p [id+h(t, · )](x)
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and one has the identity
H−1(t, x) :=C
.
i=0
(−h) i (t, x) for all t ¥ R and x ¥ BqŒ(0).
With the mapping k: R×BqŒ(0)Q RN, (t, x)W;.i=2 (−h) i(t, x), one gets
for every arbitrary t ¥ R and each x ¥ BqŒ(0) the identity
H−1(t, x)=x−h(t, x)+k(t, x).
To show the limiting relation (29) one considers the following estimate
which is an implication of (22)
||h(t, x)|| [
2MK |a|+1
Dist(lj,;ni=1 aili)
||x|| |a|.
Applying the estimate twice together with (30) yields for all t ¥ R, x ¥ BqŒ(0)
and i \ 2 the inequalities
||(−h) i (t, x)|| [
2MK |a|+1
Dist(lj,;ni=1 aili)
||(−h) i−1 (t, x)|| |a|
[ 5 2MK |a|+1
Dist(lj,;ni=1 aili)
6 |a|+1 ||(−h) i−2 (t, x)|| |a|2
[ 5 2MK |a|+1
Dist(lj,;ni=1 aili)
6 |a|+1 1 1
32
2 (i−2)|a|2 ||x|| |a|2
and this implies that
||k(t, x)|| [ 5 2MK |a|+1
Dist(lj,;ni=1 aili)
6 |a|+1 1
1−1 1
32
2 |a|2 ||x|| |a|
2
and therefore the limiting relation (29).
Step 9. If m is a solution of (10), which is in BpŒ(0) then H(· , m( · )) is a
solution of x˙=G2(t, x), where the right hand side G2 : R×BqŒ(0)Q RN is
defined through
DtH(t, H−1(t, x))+DxH(t, H−1(t, x)) · [A(t) H−1(t, x)+F(t, H−1(t, x))].
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If n is a solution of x˙=G2(t, x), which is in BqŒ(0) then H−1( · , n( · )) is a
solution of (10).
Proof of Step 9. Let I … R be a nonempty interval and let m: IQ BpŒ(0)
be a solution of (10). Now (26) implies (with |a| \ 2, n \ 1, H(t, 0)=0) the
estimate ||H(t, m(t))|| [ 3332 ||m(t)|| [ qŒ=q and therefore the inclusion
H(t, m(t)) ¥ Bq(0). For t, s ¥ I one has
H(t, m(t))−H(s, m(s))
=F t
s
Ds[H(s, m(s))] ds
=F t
s
DtH(s, m(s))+DxH(s, m(s)) · [A(s) m(s)+F(s, m(s))] ds
and using the relation m(s) —H−1(s, H(s, m(s))) we see that H(· , m( · )):
IQ Bq(0) is a solution of the differential equation
x˙=DtH(t, H−1(t, x))
+DxH(t, H−1(t, x)) · [A(t) H−1(t, x)+F(t, H−1(t, x))].
Now let n: IQ BqŒ(0) be a solution of x˙=G2(t, x) and let y ¥ I be arbitrary
but fixed. As we have seen H(t, j(t; y, H−1(y, n(y)))) is the unique solution
of the initial value problem x˙=G2(t, x), x(y)=n(y). Therefore
H(t, j(t; y, H−1(y, n(y)))) — n(t) on I
holds and with step 4 we have the relation j(t; y, H−1(y, n(y))) —
H−1(t, n(t)) on I. Formula (27) implies the estimate ||H−1(t, n(t))|| [
32
31 ||n(t)|| [ 4pŒ [ p and thus the inclusion H−1(t, n(t)) ¥ Bp(0). Therefore
H−1( · , n( · )): IQ Bp(0) is a solution of (10).
Step 10. G2 : R×BqŒ(0)Q RN (see step 9) is a Ck Carathéodory function.
Proof of Step 10. The mapping F is a Ck Carathéodory function. Step
2, 3 and 7 imply for every t ¥ R that the mapping G2(t, · ): BqŒ(0)Q RN is
k-times continuously partially differentiable in x. To show that G2 is a Ck
Carathéodory function it remains, due to Definition 2.1, to show that for
every j ¥ {0, ..., k} and all x ¥ BqŒ(0) the mapping D jxG2( · , x): RQ L j(RN)
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is measurable. For j=0 this follows with Aulbach and Wanner [6, Lemma
2.2, p. 49] from Steps 2, 3, and 6. For j=1 one calculates for all t ¥ R and
x ¥ Bq2(0) the relation
DxG2(t, x)=DxDtH(t, H−1(t, x)) ·DxH−1(t, x)
+D2xH(t, H
−1(t, x)) ·DxH−1(t, x)
· [A(t) H−1(t, x)+F(t, H−1(t, x))]
+DxH(t, H−1(t, x))
· [A(t) DxH−1(t, x)+DxF(t, H−1(t, x)) ·DxH−1(t, x)]
and the measurability of DxG2( · , x) follows again with Aulbach and
Wanner [6, Lemma 2.2, p. 49] from Steps 2, 3, 6 and 7. Mathematical
induction (on the structure of the derivatives D jxG2( · , x), j ¥ {2, ..., k})
proves the claim.
Step 11. The mapping G2 : R×Bq Q RN (see step 9) has the form
G2(t, x)=A(t) x+G(t, x) and for the components of the Taylor coefficients
of G: R×Bq Q E1× · · · ×En=RN the following identities hold
DoxGi(t, 0) — ˛DoxFi(t, 0), for o ] a or i ] j0, for o=a and i=j
for all o ¥Nn0 with 1 [ |o| [ |a| and all i ¥ {1, ..., n}.
Proof of Step 11. We write the components G2i: R×Bq(0)Q Ei,
i=1, ..., n, of the right hand side of the transformed differential equation
as a sum of terms up to order |a| and terms of higher order. The most
important relation to do this is the following connection between Dthj and
Dxhj. For all t ¥ R and x ¥ Bq(0) the formulas (24) and (26) yield the
identity.
Dthj(t, x)=−
1
a! D
a
xFj(t, 0) · x
a+Aj(t) hj(t, x)−Dxhj(t, x) · [A(t) x].
The jth component G2j(t, x) of G2 is
DtHj(t, H−1(t, x))+DxHj(t, H−1(t, x)) · [A(t) H−1(t, x)+F(t, H−1(t, x))]
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and one gets the identity
G2j(t, x)=−
1
a! D
a
xFj(t, 0) · [H
−1(t, x)]a+Aj(t) hj(t, H−1(t, x))
−Dxhj(t, H−1(t, x)) · [A(t) H−1(t, x)]
+[projj+Dxhj(t, H−1(t, x))] · [A(t) H−1(t, x)+F(t, H−1(t, x))]
=Aj(t) H
−1
j (t, x)+Fj(t, H
−1(t, x))−
1
a! D
a
xFj(t, 0) · [H
−1(t, x)]a
+Aj(t) hj(t, H−1(t, x))+Dxhj(t, H−1(t, x)) ·F(t, H−1(t, x)).
The explicit form and the estimates of H and H−1 yield
G2j(t, x)=Aj(t) xj+Fj(t, x)−
1
a! D
a
xFj(t, 0) · x
a+Rj(t, x)
with a continuous function Rj: R×Bq(0)Q Ej, which satisfies for every
t ¥ R the limiting relations limxQ 0
||Rj(t, x)||
||x|| |a|
. This proves the claim for G2j.
Now to G2i for i ] j. We have DtHi(t, x) — 0 and DxHi(t, x) — proji. With
H−1i (t, x)=xi this implies the identity
G2i(t, x)=Ai(t) H
−1
i (t, x)+Fi(t, H
−1(t, x))=Ai(t) xi+Fi(t, x)+Ri(t, x)
with a continuous function Ri: R×Bq(0)Q Ei which satisfies for every
t ¥ R the limiting relation limxQ 0
||Ri(t, x)||
||x|| |a|
. With the definition G(t, x) :=
G2(t, x)−A(t) x the claim follow.
Step 12. The mapping H: R×BpŒ(0)Q Bq(0) is a Ck equivalence
between the systems (10) and (21) with respect to the zero solutions with the
inverse transformationH−1: R×BqŒ(0)Q Bp(0).
Proof of Step 12. We only have to verify some properties of the defini-
tion of a Ck equivalence. Use Steps 4, 9 and 5. L
Corollary 3.1. Let A and F be periodic in t with a period G > 0,
i.e. for all t ¥ R and x ¥ Br(0) the identities
A(t+G)=A(t) and F(t+G, x)=F(t, x)
hold. Then H from Theorem 2 is also periodic in t with period G. Especially,
if (10) is autonomous then H is independent of t.
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Proof. For y ¥ R and t ¥ RN the mapping F(t+G, y+G) t is the unique
solution of the initial value problem x˙=A(t+G) x, x(y)=t and also
F(t, y) t is the unique solution of the same initial value problem x˙=A(t) x,
x(y)=t and therefore the identity F(t+G, y+G)=F(t, y) holds for all
t, y ¥ R. Moreover the G periodicity of F in t implies the relation
DaxFj(t+G, 0)=D
a
xFj(t, 0) and one gets in case of (17) the equality
hj(t+G, x)
=F.
t+G
Fj(t+G, s)
1
a! D
a
xFj(s, 0)
×[F1(s, t+G) x1]a1 · · · [Fn(s, t+G) xn]an ds
=F.
t
Fj(t+G, s+G)
1
a! D
a
xFj(s+G, 0)
×[F1(s+G, t+G) x1]a1 · · · [Fn(s+G, t+G) xn]an ds
=hj(t, x)
and the claim follows. L
Now it is easy to get our main result on normal forms. Combining the
three steps we immediately get the following theorem.
Normal Form Theorem Consider a differential equation
x˙=f(t, x) (32)
together with a reference solution m0: RQ RN. Assume that
(A) f: D … R×RNQ RN is a Ck Carathéodory function for a k \ 2,
(B) a neighbourhood Ur(m0) is contained in D for some r > 0,
(C) the linearization x˙=Dxf(t, m0(t)) x of (32) along m0 has bounded
growth and therefore (Siegmund [52]) the dichotomy spectrum consists of n,
1 [ n [N, compact intervals li=[ai, bi], i=1, ..., n,
(D) higher order terms of f in x along m0 are uniformly bounded in t,
i.e., there is aM> 0 such that
||D jxf(t, m0(t))|| [M for a.a. t ¥ R and all j ¥ {2, ..., k}.
Then (32) is locally Ck equivalent to a differential equation
x˙=g(t, x) (33)
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with zero reference solution and (33) is in normal form, i.e. it holds that
(A’) g: Uq(0)Q RN is a Ck Carathéodory function for some q > 0,
(B’) the linearization x˙=Dx g(t, 0) x of (33) along the zero solution
has the same dichotomy spectrum as the linearization of (32) along m0 and
additionally is block-diagonalized, each block corresponds to a spectral
interval li,
(C’) all nontrivial Taylor components of g of order 2 to k are resonant,
i.e. for every j ¥ {1, ..., n} and a ¥Nn0, 2 [ |a| [ k with
lj 5 C
n
i=1
aili=”
we have Daxgj(t, 0) — 0 on R.
Finally we give the normal forms of scalar equations and the Duffing–
van der Pol oscillator under a parametric nonautonomous perturbation.
Consider a scalar equation
x˙=A(t) x+F(t, x)
with zero reference solution which satisfies the assumptions of the Normal
Form Theorem with N=1. The linearization x˙=A(t) x along the zero
solution has dichotomy spectrum S(A)=l=[a, b] for some a, b ¥ R,
a [ b, and the evolution operator is F(t, s)=exp(> ts A(u) du), t, s ¥ R. Since
N=1, the nonresonance condition for eliminating a Taylor coefficient
1
a! D
aF(t, 0) · xa for a a ¥ {2, ..., k} is l 5 al=” or equivalently one of the
two conditions (i) a > ab or (ii) b < aa, hence if 0 ¥ l we have resonance of
order a for every a ¥ {2, ..., k} and the Normal Form Theorem yields no
simplification. On the other hand if 0 ¨ l then l 5 al=” for all
a >max {ab , ba } and the ath order nonlinearity 1a! DaxF(t, 0) · xa is eliminated
by the Ck equivalence H(t, x)=x+h(t, x) where in case of (i)
h(t, x)=1a! >.t F(s, t)a−1 DaxF(s, 0) ds · xa and the transformed equation (see
step 11 in the proof of the Normal Form Theorem) is
x˙=A(t) H−1(t, x)+F(t, H−1(t, x))−
1
a! D
a
xF(t, 0) · [H
−1(t, x)]a
+A(t) h(t, H−1(t, x))+Dxh(t, H−1(t, x)) ·F(t, H−1(t, x)).
By construction, this equation has no a-th order nonlinearity and we can
proceed to eliminate its a+1-st order nonlinearity, and so on up to order k.
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Thus if F is a C. Carathéodory function and max {ab ,
b
a } < 2 we get a
formal linearization, but do not know in general wether the limiting trans-
formation is defined on some open tubular neighbourhood of the zero
solution. The full Sternberg linearization which would also transform away
the infinitely flat terms at x=0 is not yet available. However we are able to
compute the CK Normal Form for arbitrary K.
Now we consider the prototypical Duffing–van der Pol oscillator
y¨=ay+by˙−y3−y2y˙ . (34)
For a < 0 fixed and b the bifurcation parameter, the system (34) exhibits a
Hopf bifurcation for b=0. For b < 0 fixed and a the bifurcation param-
eter, it undergoes a pitchfork bifurcation at a=0. Hoping to stimulate the
development of a nonautonomous bifurcation theory (see also L. Arnold
[2, Ch. 8, 9]) we consider system (34) under the influence of a nonauto-
nomous parametric perturbation. Let a be replaced by a+st(t), where
t: RQ [−1, 1] is a bounded measurable function and s is an intensity
parameter. With x=(yy˙) the perturbed version of (34) is
x˙=R0 1
0 b
S x+(a+st(t)) R0 0
1 0
S x+R 0
−x31−x
2
1x2
S . (35)
The linearization of (35) at x=0 is
v˙=R0 1
a b
S v+st(t) R0 0
1 0
S v .
We choose b=−1 and treat (a, s) as a small two-dimensional parameter
(the pitchfork scenario if t — 0). By adding the trivial equations a˙=0,
s˙=0 (which we will omit for notational convenience) we can apply the
Normal Form Theorem to eliminate all nonresonant terms up to an order
k \ 2.
As a first step we diagonalize the linear part of (34) at a=s=0 yielding
(writing again x for the new coordinate T−1x with T=(10
−1
1 ))
x˙=R0 0
0 −1
S x+[ax1−ax2+sx1t(t)−sx2t(t)−x31+2x21x2−x1x22] R11S .
The four components (x1, x2, a, s) of the linearized system have one-point
spectra l1={0}, l2={−1}, l3={0} and l4={0}. The elimination of
nonresonant Taylor coefficients with our Normal Form Theorem was done
in Siegmund [54] with the computer algebra program MAPLE. The
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truncated nonautonomous normal form (without the O((|xc |+|xs |)4+
(|a|+|s|)3) terms) is:
x˙c=gc=[a+st−a2−ast1−s2tt1] xc−x
3
c ,
x˙s=−xs+g s=[−1−a−st+ast2] xs+2x
2
cxs .
In these equations the coefficients are
t1(t)=F
.
t
e t−yt(y) dy, t2(t)=F
t
−.
e−(t− y)t(y) dy.
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