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Abstract— One of the most attractive data releases by the Japanese statistical system is the quarterly real gross 
domestic product (GDP). Official publication of this statistic, however, comes at a significant delay of up to one 
and half months. This study aims to demonstrate the nowcasting to predict of the present, the very near future, 
and the very recent past based on the information provided monthly and quarterly. The dimension reduction by 
the PCA (principal component analysis) method is conducted to reduce 19 economic variables into 10 PCA factors. 
We apply the MIDAS (Mixed Data Sampling) regression to deal with mixed frequencies, and the ARDL model as 
the benchmark. The result indicates the MIDAS framework, using higher frequency economic indicators, 
performs better than the sample time average method of the ARDL model in predicting the GDP.  
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I. INTRODUCTION 
The Gross Domestic Product (GDP) is the most 
important indicator of the economic activity, and 
is often used by decision makers to plan 
economic policy. However, the recognition lag 
is a problem for the decision makers because the 
announcement of the economy data 
documenting is not real time but delays for the 
use in analyses and judgement. This significant 
delay affects monetary policy decisions when 
the monetary policy authorities must be forward 
looking of GDP and other indicators. 
 
For the traditional time series model, we need to 
predict the future explanatory variable values by 
extrapolation, the result of which must be of the 
same frequency for both in-sample and out-of-
sample forecasting. In practice, it is hard to 
collect the sample data simultaneously, so that 
some other economic measurements are used to 
prepare   future extrapolated variable values. 
With the influence of big data science, it is 
becoming more in trend to allow explained and 
explanatory variables to have different 
frequencies. A common way to deal with these 
data is to transform frequency data and low 
frequency data into the same frequency before 
modeling. However, different ways of frequency 
conversion bring about different results. A 
frequency reduction, e.g. the transformation of 
monthly data to quarterly, would lead to a loss in 
information, on one hand, and the division of 
data into higher frequency ones has to involve 
some arbitrary assumptions. In either case, 
models built on these data are likely to be flawed 
in their credibility (Lütkepohl, 1987). In order to 
deal with this problem, an innovative 
econometric methods have been developed. 
They directly link low frequency economic data, 
high frequency data, even higher frequency 
financial data together. One of them is Mixed-
Data Sampling (MIDAS) Regression Modeling, 
which was introduced by Almon (1965) to deal 
with the different frequencies or mixed 
frequencies without losing information from 
original data. Compared with the traditional 
time series model, the MIDAS has the following 
advantages: (1) the MIDAS not only can deal 
with the mixed frequency data, but also is 
equipped with a weight function (used to reduce 
the number of parameters in the MIDAS 
regression); (2) the MIDAS makes it possible to 
introduce high frequency variables into a model 
to improve accuracy of the estimation and make 
the regression model simpler; (3) the MIDAS is 
more attentive to the original data, avoiding 
uncontrollable factors that arise from the data 
transformation process; (4) the MIDAS can 
include polynomial lag structures to analyze 
dynamic multiplier effects between economic 
variables. 
 
Another problem with a regression model lies in 
the number of explanatory variables. As the 
number of explanatory variables increase, we 
see decreasing degree of freedom of error terms 
and increasing likelihood of multicollinearity. 
The number of explanatory variables which can 
be introduced in regression is rather limited. In 
view of this, the principal component analysis 
(PCA) is combined with the MIDAS in this 
study. 
 
The PCA is used to extract a few salient features 
of the variance-covariance structure of a multi-
variate group. These features are represented by 
principal components. In this study, the PCA is 
applied to the dataset of the group of explanatory 
variables, and resulting principal components 
are used in place of explanatory variables. By 
doing so, the number of explanatory variables 
can be reduced dramatically. Moreover, since 
principal components are orthogonal to each 
other, they are free from a multicollinearity 
problem. By employing the PCA as a bridge, 
practically an unlimited kinds of data can be 
used in regression 
 
This thesis is organized as follows: Chapter 2 
provides a literature review. The model and 
theory are discussed in Chapter3. Chapter 4 
focuses on the implementation of the model in 
forecasting quarterly GDP using monthly data, 
and gives a comparison between different 
forecasting models. Conclusions and some 
suggestions for further study are given in 
chapter 5. 
 
II. DATA AND METHODS 
 
A. Data Description 
Recently, there are many reports that concentrate 
on building models to analyze the effect of all 
kinds of variables on the economy. The most 
common way for the policy analysis is to 
provide the forecasts for many macroeconomic 
variables especially the real GDP forecasts. Berg 
(2006) discussed that those model are important 
to conduct forecasts, to provide a coherent 
framework, to explain recent developments, to 
prepare economic outlook on medium term and 
to explain the main transmission mechanisms of 
external and internal changes. 
 
 
Fig 2. The time series plots 
 
B. PCA 
For this study, we use 19 economic variables to 
help us forecast the real GDP (shown in Figure 
1, and the detail description shows in Appendix 
2). Considering time constraints and the 
multicollinearity or model invalidity, we first 
apply the PCA (principal component analysis) to 
19 variables for dimension reduction. Then 
compare each model.  
 
For the PCA process, firstly we need to ensure 
the data is stationary (root test). As Figure 1 
shows, the time series may include the 
seasonality, trend, and other time-dependent 
structures. From a number of unit root tests, we 
use the Augmented Dickey-Fuller test for 
stationarity. The null hypothesis of the test is that 
the time series has a unit root or it is not 
stationary. The alternate hypothesis is that the 
time series is stationary. We judge this result 
based on p-values from the test. A p-value below 
a threshold (such as 5% or 1%) suggests we 
reject the null hypothesis (stationary), and a p-
value above the threshold suggests we fail to 
reject the null hypothesis (non-stationary). From 
the table, the yellow marked variables are not 
stationary, so we take their first difference then 
test again to make sure those data are suitable for 
the PCA process. 
 
Considering the maximum number of 
variables that can be used in the MIDAS 
(due to the computer configuration 
limitation), and also the economic meaning, 
we choose the number of the PCA factors at 
10. Practically, the more common way to 
find the proper number of PCA factors is 
when cumulative proportion reaches around 
84%. 
Fig 3. The PCA analysis result 
 
After the PCA process, we calculate the factor 
scores for each principal component factor. In 
Figure4, cells in red indicate variables with large 
weights in each principal component. The last 
row highlighted blue lists the major feature for 
each principal component to represent. For 
example, CGPI, CPI and YEN in PC2 are all 
related to the price level. 
 
 




Fig 4. The PCA score table 
 
Based on all the above, we choose to build a 
quarterly GDP model based on the 10 PCA 
variables. In addition, we also include one-
period lag of the GDP (𝐺𝐷𝑃$%&). The long-run 
relationship and estimated short-run OLS 
regression model can be expressed by the ARDL 
model, the U-MIDAS regression model and the 
varialble ADF- test p value
ADF test p-value
for first difference Frequency
cpi 0.0556 <0.01 monthly
cgpi <0.01 - monthly
cspi 0.1169 <0.01 monthly
employee <0.01 - monthly
export <0.01 - monthly
hhs <0.01 - monthly
import <0.01 - monthly
iip <0.01 - monthly
ita <0.01 - monthly
lending <0.01 - monthly
m2 <0.01 - monthly
machine <0.01 - monthly
nikkei <0.01 - monthly
pnres <0.01 - monthly
pres <0.01 - monthly
public <0.01 - monthly
sale <0.01 - monthly
u <0.01 - monthly
yen <0.01 - monthly
gdp <0.01 - quarterly 
Variable PC 1  PC 2  PC 3  PC 4  PC 5  PC 6  PC 7  PC 8  PC 9  PC 10  
CGPI 0.162414 0.429579 -0.21435 -0.051237 -0.01078 -0.239597 -0.180918 0.151668 -0.056672 0.174146
CPI 0.033529 0.303526 0.152762 0.321067 0.325872 -0.095092 0.215248 -0.040039 -0.410244 0.278061
CSPI -0.149939 0.136599 -0.30115 -0.179724 0.354234 0.296096 0.372907 -0.23338 0.070673 0.028603
EMPLOYEE 0.139392 -0.120194 -0.126055 0.116261 0.227211 0.333116 -0.459548 0.145501 0.086538 0.560331
EXPORT 0.36936 0.183089 -0.169668 -0.115929 0.263601 -0.024962 -0.00877 0.050003 0.197614 -0.010655
HHS 0.116387 0.194931 0.437807 0.247582 0.079462 0.154788 0.133874 -0.175073 -0.177853 0.146592
IIP 0.427939 -0.118263 -0.052011 -0.116028 0.107276 -0.171019 -0.002214 -0.167315 0.17421 0.159666
IMPORT 0.307942 0.127902 -0.126875 -0.264116 -0.134716 -0.385396 0.058345 0.073583 -0.090116 0.103182
ITA 0.393075 -0.359993 0.175258 0.002353 0.040926 -0.03976 0.035777 -0.186065 -0.099802 -0.010987
LENDING 0.089411 0.263056 0.248032 0.142886 0.13467 0.004041 0.210744 -0.043941 0.755558 -0.101074
M2 0.103905 0.285467 0.378497 0.185006 -0.345704 0.041814 -0.280384 0.142528 0.112276 -0.036289
MACHINE 0.196993 -0.043317 0.050352 0.065122 0.40664 0.113486 0.076521 0.681611 -0.167768 -0.435739
NIKKEI 0.212692 0.205946 0.056582 -0.25815 -0.161108 0.499241 0.023997 -0.178439 -0.192963 -0.083728
PNRES 0.182182 -0.089847 -0.286502 0.39757 -0.300947 0.029681 0.210816 0.14936 0.025967 -0.095854
PRES 0.201254 0.039914 -0.275818 0.422456 -0.099045 -0.166164 0.180612 -0.270473 -0.114492 -0.122491
PUBLIC 0.113458 -0.128467 -0.256942 0.276882 -0.244385 0.384758 0.165009 0.165758 0.128009 0.200221
SALE 0.338029 -0.347674 0.270491 -0.131888 0.010367 0.08632 0.076575 -0.090712 -0.037738 -0.066214
U -0.044723 -0.038137 0.182075 -0.281767 -0.252039 -0.046605 0.554632 0.384733 0.016908 0.448338
YEN 0.206106 0.33954 -0.114657 -0.234532 -0.238243 0.284486 -0.027809 -0.026657 -0.127111 -0.20401
Feature Manufacture Prices Sale Construction Facilities Finance Consuming Facilities Labor
MIDAS regression. 
 
B. Time averaging – ARDL model 
After conducting the PCA, we apply the ARDL 
method to forecast the GDP and set this as the 
benchmark. The contributions of the 
explanatory regressors are manifested in the 
target variable with a lag; hence, the 
autoregressive distributed lag (ARDL) is an 
appropriate specification of the relationship: 
𝐺𝐷𝑃$










Where μ 𝑡 is the white noise process 
(independent identically distributed random 








C. Step Weighting(U-MIDAS) 
The long-run relationship based on the U-
MIDAS approach: 
𝐺𝐷𝑃$











where 𝛽?,. …	𝛽B,&& are different coefficients for 
all k and i, and they are not log polynomials as 
in the U-MIDAS regression (refer to the 
equation(2.4)).  
 
D. MIDAS Regression (R-MIDAS) 
The long-run relationship based on the R-
MIDAS approach: 
𝐺𝐷𝑃$
' = 	𝛽+ + 𝛽&𝐺𝐷𝑃$%& + 𝛽.











Where 𝐵?,& 𝜃&, 𝜃. …𝐵?,& 𝜃&, 𝜃.  are lag 
polynomials that determine the weights for the 
monthly variables. We take the log for monthly 
and quarterly variables in the model to simplify 
the interpretations of coefficients as percentage 
change. Also for the weighting function method, 
we involve the STEP and ALMON which shown 
in the equation (4.2) and equation (4.1). 
 
 E. Forecasting 
After the modeling, the most important and 
valuable objective is to forecast the values for 
the time series in future. With the model 
development, we could consider that the 
estimated equations are fitted very well. The 
next step is try to forecast the value of dependent 
low frequency  𝐺𝐷𝑃$H&	with its own one-period 
lag 𝐺𝐷𝑃$	and the independent high frequency 
variables that explain the dependent variable. 
For this case study, we only doing one step 
forecasting, forecasting for the quarter 2003Q3 
to 2019Q3. And the forecast value is denoted as  
𝐺𝐷𝑃$H&: 
 
For the equation (1), (2), (3), we shortly written 
it as: 
𝐺𝐷𝑃$
' = 	Α$ + 𝑢$	 4  
 
Where we assumed 𝑢$ as the white noise with 
zero mean and constant variance. So we got: 
  
𝐺𝐷𝑃$H&
' = 𝐸 	Α$H& + 𝑢$H&	 𝑦&,, 𝑦., …	𝑦$  
= 𝐸 	Α$H&	 𝑦&,, 𝑦., …	𝑦$
+ 𝐸 𝑢$H&	 𝑦&,, 𝑦., …	𝑦$  
= 	Α$H& + 	𝐸 𝑢$H&	 𝑦&,, 𝑦., …	𝑦$ = 	Α$H& 5  
 
In addition, the difference between 𝐺𝐷𝑃$H&
'  and 
real 𝐺𝐷𝑃$H&
'  : 𝜀$H& = 𝐺𝐷𝑃$H&
' − 𝐺𝐷𝑃$H&
' .  We 
present some forecast error measurements based 
on 𝜀$H&, such as RMSE， MAE and MAPE, and 



























The table state out-of-sample forecasts of GDP 
for the three quarters of the year 2019. The table 
compares the forecast accuracy by the indicators 
of RMSE, MAE, MAPE and so on. From many 
working papers, they put more attention to the 
MAPE forecast accuracy. The table shows 
smaller forecast errors for the MIDAS model 
(restricted and unrestricted) than for the time 
averaging model (even the step weighing 
function is no better than the ARDL model). The 
Root Mean Square Error (RMSE) in the forecast 
of real GDP for the out-of-sample period by the 
PDL/ALMON-MIDAS model is about 
0.303238% on the average, and it is lower than 
that by the other methods. For example, We used 
this “best” estimated relationship to forecast the 
value of the GDP in the Q2 of the year 2019, the 
forecasted value was 0.45050, comparing with 
the true value of 0.44313, the forecast error has 
1.6%. Meanwhile, considering the AIC (Akaike 
information criterion), the PDL/ALMON has 
the lowest value, which means this model is 
good at avoiding the overfitting problem when 
we include 10 PCA variables. 
  
 
Fig 3. Comparison of forecasting between Time-averaging, U-
MIDAS, and MIDAS REGRESSION 
 
IV. CONCLUSION 
Classical regression models require that 
different variables have the same frequencies, 
but it is not always satisfied. GDP and other 
indicators are monthly, quarterly and annual. In 
order to deal with this problem, the easy way is 
to take the simple average to convert the high 
frequency variables into lower ones. The other 
ways is the Mixed Data Sampling regression 
model which we are working on. This method 
coincides the frequencies of the response and the 
regressors, and also makes the application of 
common statistical procedures possible. We 
explained the features of MIDAS regressions 
which often outperform the typical approach of 
time aggregation in terms of estimation 
efficiency (less error variance).  We saw that 
MIDAS regressions have two main types, 
unrestricted and restricted. The latter is 
characterized by diversity of parameterization 
methods in estimating the model coefficients, 
and it supports the parsimony principle which is 
important to simplify interpretations. 
 
In this paper we use the U-MIDAS, R-MIDAS 
and the time-average regression for the Japanese 
GDP forecasting with the PCA method. We 
compared between those approaches by 
constructing the long run relationship, and find 
out which one is the best for reducing 
forecasting errors. Our results showed both U-
MIDAS and R-MIDAS are better than the 
classical time averaging method-ARDL model. 
Also, our result showed that the R-MIDAS is 
better than the U-MIDAS. 
 
For the future study, there are two things we 
need to consider about. On the one hand, the 
important topics relate to the time series analysis 
such as the causality test and disaggregation 
which can be incorporated into the MIDAS 
method, specifically Granger causality and 
disaggregation using MIDAS regressions. On 
the other hand, in this study, we try to use the 
machine learning knowledge to deal with this 
time series forecasting problem by using the 
LSTM model. However, the result for that is not 
good enough, the reason being that the machine 
learning method need a huge size of dataset so 
that we can have enough training set, validation 
set and the test set. Therefore, as the next study 
topic, we can try to incorporate more 
information such as high frequency financial 
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