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We present a continuous-variable photonic quantum algorithm for the Monte Carlo evaluation
of multi-dimensional integrals. Our algorithm encodes n-dimensional integration into n + 3 modes
and can provide a quadratic speedup in runtime compared to the classical Monte Carlo approach.
The speedup is achieved by developing a continuous-variable adaptation of amplitude estimation.
We provide an error analysis for each element of the algorithm and account for the effects of finite
squeezing. Our findings show that Monte Carlo integration is a natural use case for algorithms using
the continuous-variable setting.
I. INTRODUCTION
Monte Carlo (MC) methods are an important compu-
tational approach in many fields of science and technol-
ogy. One common problem solved through MC methods
is the numerical integration of a function. Here, the in-
tegrand is evaluated at randomly selected points and the
values are averaged to obtain an approximation to the
integral. This procedure takes a number of evaluations
of the integrand that scales inversely to the square of the
desired accuracy. Quantum algorithms have the poten-
tial to improve this error scaling, e.g., such that a shorter
runtime is required to achieve the same error as classical
MC.
A quantum algorithm for database search was first pre-
sented by Grover [1], obtaining a quadratic speedup in
the number of queries to an unstructured database for
finding a particular element. It was generalized to am-
plitude amplification in [2] and extended to amplitude
estimation in the same reference. Amplitude estimation
provides a useful starting point for quantum versions of
MC. In the qubit setting, quantum MC algorithms were
discussed, e.g., in [3, 4]. Ref. [5] adapts Grover’s search
algorithm to the quantum continuous-variable (CV) con-
text. To our knowledge, a CV adaptation of amplitude
estimation and its extension to Monte Carlo has not so
far been considered.
In this work, we introduce a CV version of quan-
tum Monte Carlo (QMC)1 for the evaluation of multi-
dimensional integrals. As an intermediate step, we also
adapt the amplitude estimation algorithm to the CV set-
ting. We discuss the steps of our algorithm and high-
light the CV versions of familiar qubit-based transfor-
mations, including the controlled rotation and reflection
operations. Our analysis contains an account of errors,
including inaccuracies due to finite squeezing. The re-
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1 We note that “quantum Monte Carlo” is commonly used as a
descriptor for the study of quantum systems with classical Monte
Carlo techniques, for example in quantum chemistry.
sultant algorithm can give quadratic speedups for evalu-
ating integrals, and we discuss under which conditions a
speedup is realized.
By focusing on the CV paradigm of quantum comput-
ing, our approach confers a number of advantages in com-
parison to existing results using qubits for speedups in
MC [3, 4, 6]. Fundamentally, the mechanics of CV natu-
rally accommodates the language of integration and does
not require any discretization of the integration space,
as is the case for qubits. The number of modes used for
n-dimensional CV QMC is n+ 3, a quantity that is inde-
pendent of the desired accuracy of integration. However,
the ability to squeeze and apply the required cubic phase
gates presents a challenge for physical implementations
of CV QMC. We summarize the setting of the present
work in section II. We detail each stage of our algorithm
for integration over a single dimension in Secs. III and IV,
while discussing errors and speedups from the algorithm
in Sec. V. The extension to multiple dimensions is dis-
cussed in Sec. VI and an example numerical implemen-
tation of phase estimation is given in Sec. VII. We then
conclude in Sec. VIII.
II. SETTING
Consider a real valued n-dimensional function g(~x) :
Rn → R. Its integral over a region R ⊆ Rn is written as
I :=
∫
R
d~x g(~x), (1)
where ~x ∈ Rn. For many choices of g(~x), the explicit
evaluation of I is hard, and one often resorts to MC sam-
pling to find an approximate solution. For many appli-
cations, a representation of the integral as an expectation
value appears naturally, and we focus on this setting in
the following. Then
I =
∫
Rn
d~x p(~x)f(~x), (2)
where f(~x) : Rn → R is another real valued func-
tion and p(~x) is a multidimensional probability distri-
bution p(~x) : Rn → R with ∫ d~x p(~x) = 1, for example
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2the Gaussian distribution. Here, f(~x) is an arbitrary
function describing a random variable of the outcomes
distributed with p(~x), so that I can be approximated
through MC using NC samples as
I ≈ I˜ := 1
NC
NC∑
i=1
xi∼p(x)
f(xi). (3)
The probability that this approximation is inconsistent
beyond an error  is given by
Pr
(
|I − I˜| ≥ 
)
≤ σ
2
NC2
, (4)
where σ2 is the variance of p(x). Hence, for a constant
error probability it suffices to pick NC = O(σ2/2).
We introduce a CV quantum algorithm for MC inte-
gration and show that it can provide speedups in compar-
ison to the classical approach. Our approach can yield
a close to quadratic speedup in processing time with a
number of steps NQ = O(1/). Our algorithm consists
of two stages. The first stage represents computing the
integral. Here, an optical mode is prepared following the
probability distribution p(~x) and a “controlled rotation”
is then enacted with other modes to imprint the ran-
dom variable f(~x). The second stage is to perform a CV
version of amplitude estimation that we introduce here,
which is achieved by combining with a squeezed resource
mode for phase estimation. This stage allows the integral
to be extracted with a quadratic speedup in runtime.
In this work, the function f(~x) is bounded as 0 ≤
f(~x) ≤ 1 for all ~x. This also means that the desired inte-
gral is I ≤ 1, since p(~x) is a probability density. An ex-
tension to more general functions was given in the qubit
context in Ref. [3] and the corresponding CV version will
be the subject of future work.
We now proceed to explain CV QMC and then dis-
cuss the speedups and errors. The following focuses on
the case of one dimensional integration, and we extend
to multiple dimensions in Sec. VI. Figure 1 shows the
quantum circuit diagram for one-dimensional integration
using CV QMC, requiring 4 modes and split up into the
two stages.
III. FIRST STAGE: ENCODING THE
INTEGRAL
The objective of the first stage of CV QMC is to en-
code the integral I. This stage uses three modes: the
first mode is prepared dependent on p(x) and the other
two modes are used to imprint f(x). The probability of
successfully postselecting on these two modes then gives
the integral I. This method uses a projective measure-
ment so that the CV version of amplitude estimation can
be enacted in the second stage of our algorithm.
First Stage Second Stage
|vac〉 G
H
Qc Qc
. . .
Qc
|vac〉 S . . .
|vac〉 S . . .
|vac〉 S . . . |x〉
FIG. 1. Quantum circuit diagram for one dimensional inte-
gration using CV QMC. Here, I = ∫ dx p(x)f(x) is approx-
imated in two stages. The first stage (Sec. III) begins by
preparing the first mode using G so that its position wave-
function matches
√
p(x). The second and third modes are
squeezed in the position eigenbasis as much as possible and
then H imprints f(x) using the CV analog of a controlled ro-
tation. Projecting onto regions in the position eigenbasis of
the second and third mode then gives I through the success
probability. The second stage (Sec. IV) is CV amplitude esti-
mation. Here, multiple applications of the three-mode unitary
Q amplifies the amplitude corresponding to the projection.
Adding a squeezed ancilla mode and instead applying the con-
trolled unitary Qc imprints I into the final mode. Measuring
the final mode in the position eigenbasis then gives the inte-
gral as an expectation value. The total number of applications
of Qc can be O(1/) for an approximation error . The errors
in CV QMC are accounted for in Sec. V.
A. Initial states
In most algorithms of CV quantum computation the
initial states are prepared in the vacuum, |vac〉. As is
the case here, it can also be useful to theoretically work
with infinitely squeezed qˆ (position) eigenstates |x0〉q.
See Appendix A for an introduction to some elements
of continuous-variable quantum computing. Using the
squeezing and displacement gates, these states are pre-
pared from the vacuum by infinitely squeezing and then
displacing by x0, i.e.,
|x0〉q = lim
r→∞D (x0)S(r)|vac〉. (5)
Realistically, there is a maximum squeezing factor rmax
achievable in physical implementations, which introduces
errors. For an approximation to |x0〉q we can use a
finitely squeezed and displaced coherent state
|Gx0,s〉 = D (x0)S (r) |vac〉
=
∫
dx Gx0,s(x)|x〉q, (6)
with a squeezing factor of r → rmax and the squeezing
s := 1√
2
e−r → smin. For these states the wavefunction
Gx0,s(x) is proportional to a Gaussian with a standard
3deviation proportional to s and a mean x0. For some of
the discussion, we assume availability of position eigen-
states |x0〉q using infinite squeezing and then account for
the error effects of using finitely squeezed and displaced
coherent states |Gx0,s〉.
B. Preparing p(x)
The first stage of CV QMC begins with preparing a
mode according to the probability distribution p(x). Pre-
cisely, we assume availability of a unitary G such that
G|vac〉 =
∫
dx
√
p(x)|x〉q. (7)
As discussed in Appendix B, G can be implemented by
approximating it through a decomposition into a uni-
versal set of elementary CV gates, such as Gaussian uni-
taries and the cubic phase gate. For CV QMC to provide
speedups over conventional MC, the decomposition of G
into elementary gates must be efficient, see Sec. V.
To highlight an important case, many problems involve
the Gaussian probability density
p(x) = G2
x0,
√
2σ
(x). (8)
with σ standard deviation and x0 mean. The square root
of this density is proportional to
√
p(x) ∝ Gx0,√2σ(x).
We can then prepare a mode in the state |Gx0,√2σ〉 by
applying
G = D (x0)S
(
− log
√
2σ
)
(9)
to the vacuum.
C. Applying f(x)
The random variable function f(x) is imprinted by in-
teracting with an additional two ancillary modes. The
interaction is given by the three-mode gate
Hid := e−i
(
1/
√
f(qˆ1)
)
⊗pˆ2⊗pˆ3 . (10)
Here, we use the id superscript to denote the “ideal”
version of the gate. This gate acts with the function
1/
√
f(qˆ1) on the first mode, where qˆ1 is the position
operator of the first mode, and with the momentum op-
erators pˆ2 and pˆ3 on the ancilla modes.
To understand the action of Hid, we can apply it to
|x〉q1 |0〉q2 |0〉q3 . Using |0〉q2 =
∫
dp′|p′〉p2 , the result is
Hid|x〉q1 |0〉q2 |0〉q3 = |x〉q1
∫
dp′|p′〉p2 |
p′√
f(x)
〉q3 .(11)
Hence the interaction can be interpreted as the CV ana-
logue of a controlled rotation, i.e., adding a 1√
f(x)
po-
sition displacement onto the last mode dependent upon
the position eigenstate |x〉q1 of the first mode. In the
qubit version, an ancilla qubit is rotated by an amount
determined by another register of qubits, see Appendix
C for more discussion on this analogy.
Similarly to the qubit case, we can perform a mea-
surement on the ancillary modes of Hid|x〉q1 |0〉q2 |0〉q3 to
obtain an amplitude encoding of the function
√
f(x), or
the function itself f(x) through the probability of suc-
cess. We measure the second mode postselected in the
state |0〉q2 and the third mode in the state |xoff〉q3 . The
offset value xoff is arbitrary and may be chosen accord-
ing to experimental convenience. Applying 〈0|q2⊗〈xoff |q3
results in
(〈0|q2 ⊗ 〈xoff |q3)Hid|x〉q1 |0〉q2 |0〉q3 =
√
f(x)
2
√
pi
|x〉q1 ,
(12)
see Appendix C for the intermediate steps. This means
that the resultant state is |x〉q1 with a probability pro-
portional to f(x).
For a physical implementation of CV QMC, the func-
tion 1/
√
f(qˆ1) can be implemented via a polynomial ap-
proximation h(qˆ1). We can in principle implement the ex-
ponentiated polynomial e−ih(qˆ1) by decomposing it into a
sequence of Gaussian single-mode gates and cubic phase
gates. Such decompositions have been studied previously,
for example in [7], and are also discussed in Appendix B.
This decomposition must be efficient to provide useful
speedups through CV QMC, see Sec. V. The three-mode
interaction using h(x) is given by
H ≡ Himpl := e−ih(qˆ1)⊗pˆ2⊗pˆ3 . (13)
Here, we use the impl superscript to denote the “imple-
mentation” version of the gate. This gate is generated by
a higher-order polynomial in the position and momentum
operators of the three modes. As the single mode gate
e−ih(qˆ1), it can also be decomposed into a sequence of sin-
gle and two-mode Gaussian operations and single-mode
cubic phase gates. If the decomposition of e−ih(qˆ1) is ef-
ficient then also the decomposition of Himpl is efficient.
This approach is a generalization of the technique used
by Lau et al. [8] for performing a quantum matrix inver-
sion [9] in the CV setting. It achieves an encoding of the
function 1/|h(x)| ≈ √f(x) as an amplitude of the po-
sition eigenstate |x〉q1 . The interaction can of course be
performed on a superposition state in the position eigen-
basis, which is the route now used to obtain our desired
integral.
D. Obtaining the integral
We can combine the state preparation of part B
with the controlled rotation and postselection on ancilla
modes detailed in part C to obtain I. Take the three-
mode vacuum state to be the initial state
|ψin〉 := |vac〉1|vac〉2|vac〉3, (14)
4First, define the operator
Kid := Hid (G ⊗ S(∞)⊗ S(∞)) . (15)
This “ideal” operator consists of preparing the superpo-
sition over all position eigenkets in the first mode with
amplitudes
√
p(x) via G, infinitely squeezing the ancilla
modes via S(∞), and finally applying the three-mode
controlled rotation gate Hid that encodes f(x). Finitely
squeezed initial states are accounted for in Appendix E.
We define the resulting state as
|χid〉 := Kid|ψin〉. (16)
After preparing the first mode and squeezing the an-
cillas, we have as an intermediate state
G ⊗ S(∞)⊗ S(∞)|ψin〉 =
∫
dx
√
p(x)|x〉q1 |0〉q2 |0〉q3 .
(17)
Then applying H, see Eq. (11), obtains
|χid〉 =
∫
dx
√
p(x)|x〉q1
∫
dp′|p′〉p2 |
p′√
f(x)
〉q3 . (18)
Postselecting on the resource modes in the infinitely
squeezed states |0〉q2 ⊗ |xoff〉q3 , using Eq. (12), arrives
at
1
2
√
pi
∫
dx
√
p(x)f(x)|x〉q1 . (19)
The postselection success probability is
1
4pi
∫ ∞
−∞
dx p(x)f(x) =
I
4pi
, (20)
which is proportional to the desired integral I.
For the results in Eqs. (12), (19), and (20), postselec-
tion is performed on infinitely squeezed states. In other
words, the operator
M := I⊗ |0〉q2〈0|q2 ⊗ |xoff〉q3〈xoff |q3 (21)
is measured, where I is the identity operator. However,
it is unphysical to be able to measure such an operator
as one can only measure the position in a finite interval
with spread ∆x. The physically realizable ∆x is larger
than the spread required for an ideal operation ∆x′ → 0.
We now account for this physical setting by introducing
a suitable projector. The following CV amplitude esti-
mation algorithm also requires a projector, while here
M2 6= M since the infinitely squeezed states are not
normalizable. 2
2 In the qubit setting, this requirement can be relaxed, see e.g. [4],
and the measurement can be a Hermitian operator. We leave
this case for future discussion.
There are multiple ways to define a projector that ob-
tains the integral to a certain approximation. An al-
ternative projector to the present work is the projector
discussed in [5], see also Appendix F 1. In this work,
we focus on a projector into squeezed coherent states,
defined as
Px0,∆x := |Gx0,∆x〉〈Gx0,∆x|. (22)
Note that P 2x0,∆x = Px0,∆x. Such a projector can be mea-
sured via the application of (anti-) squeezing and subse-
quent heterodyne measurement [10]. Let the maximum
squeezing factor be rmax and the associated squeezing be
smin. In contrast to Eq. (21), the projector to obtain the
desired success probability approximately is given by
P := I⊗ P0,smin ⊗ Pxoff ,smin . (23)
Note again that P2 = P. This operator projects into the
respective squeezed coherent states with spread smin.
Before we apply this projector, consider the state |χid〉.
Realistically, we can only apply Himpl and squeeze with
rmax, thus applying the operator
Kimpl := Himpl (G ⊗ S(rmax)⊗ S(rmax)) , (24)
which leads to the state
|χimpl〉 := Kimpl|ψin〉. (25)
If we measure this projector on the state |χimpl〉, we ob-
tain
〈χimpl|P|χimpl〉 ≈ s
4
min
pi2
I, (26)
see Appendix E 2. The measurement returns the inte-
gral as before, scaled by the measurement spread and the
squeezing smin in the limit of strong squeezing (smin →
0). The error scales as O (s6min), see also Appendix E 2.
The additional error due to the polynomial approxima-
tion is discussed in Appendix D.
To summarize, the integral can be obtained by using a
CV analogue of a controlled rotation and then performing
a projective measurement (similar to the qubit setting).
However, this does not yet provide a speedup in compar-
ison to classical methods since finding 〈χimpl|P|χimpl〉 is
achieved experimentally through a simple Bernoulli trial.
We now show how a CV version of amplitude estimation
can be applied to provide speedups through QMC.
IV. SECOND STAGE: AMPLITUDE
ESTIMATION AND SPEEDUP
The second stage of CV QMC is to provide a speedup
by adding an additional mode and repetitively perform-
ing a four mode interaction that encodes the integral as
the result of position measurement on the final mode.
This stage represents a CV version of amplitude amplifi-
cation and estimation.
5As discussed in Ref. [2, 11], amplitude estimation for
qubits is a combination of amplitude amplification with
quantum phase estimation. We consider both elements
in the CV setting. For CV amplitude amplification, we
define a continuous-variable operator Q in analogy to the
qubit case (also called the Grover operator in the search
context). This operator encodes the desired expectation
value in its eigenvalues. CV phase estimation using a sin-
gle squeezed mode is then performed with a “controlled”
operator Qc to resolve the corresponding eigenvalue.
A. Amplitude amplification
First, along the lines of [2], we would like to turn the
measurement operator into a unitary operator. Consider
the idealized operator
V id := I⊗3 − 2M. (27)
This operator is not unitary as M is not a projector.
Nevertheless, a measurement of V id on |χid〉 extracts the
desired integral via 〈χid|V id|χid〉 = 1−I/2pi. To obtain a
unitary operator we use the previously defined projector
V impl := I⊗3 − 2P. (28)
which leads to 〈χimpl|V impl|χimpl〉 ≈ 1 − 2 s4minpi2 I. Recall
again the errors due to finite squeezing and polynomial
approximations, as discussed further in Sec. V.
Using the ideal states for the moment, we can formally
express V id|χid〉 as a linear combination of |χid〉 and a
particular orthogonal complement |χid,⊥〉, i.e.,
V id|χid〉 = cos(θ/2)|χid〉+ eiφ sin(θ/2)|χid,⊥〉. (29)
It follows that
cos
(
θ
2
)
= 1− I
2pi
, (30)
and we can equivalently think of θ as containing the de-
sired integral.
Next we use the fact that I− 2|ψ〉〈ψ| defines a unitary
reflection around any state |ψ〉, i.e., so that |ψ〉 → −|ψ〉
and |ψ⊥〉 → |ψ⊥〉 for any orthogonal states. From this,
define Qid as the ideal operator for amplitude amplifi-
cation, given by a sequence of a reflection of V id|χid〉
followed by a reflection of |χid〉,
Qid := (I− 2|χid〉〈χid|) (I− 2V id|χid〉〈χid|V id) . (31)
This operator performs a rotation by an angle of 2θ in
the two-dimensional Hilbert space spanned by |χid〉 and
V id|χid〉 [2, 6, 11]. We can hence diagonalize Qid in this
subspace, see Appendix G. This leads to the eigenstates
|ψ±〉 with corresponding eigenvalues e±iθ.
Now, the state |χid〉 outputted from the first stage of
CV QMC is the initial state for amplitude estimation.
We can express [4]
|χid〉 = 1√
2
(|ψ+〉+ |ψ−〉) . (32)
Applying Qid to |χid〉 will thus add a phase based on
the eigenvalues e±iθ. Amplitude amplification consists
of repeatedly applying Qid to |χid〉. The extension to
amplitude estimation is to combine with CV phase esti-
mation to imprint both values ±θ onto another ancilla
mode. The eigenvalues can then be extracted via homo-
dyne measurement statistics.
Before proceeding to phase estimation, we first discuss
how Qid can be implemented. Using the definition of
|χid〉 = Kid|ψin〉, we can expand the operator into the
following sequence of operations
Qid = KZK†VKZK†V, (33)
omitting the superscript id for clarity. The operator Z is
defined as the reflection of the computational zero state
Z := I⊗3 − 2|ψin〉〈ψin|. (34)
Implementation of the reflection operators Z and V is
discussed in Appendix F. This requires invoking a re-
flection gate of the vacuum state, which is described in
Appendix F 2. The explicit gate sequence of Qid is given
in Appendix G. We also note that Qid is the idealized
unitary based on ideal rotations. When non-ideal, the
action of Q no longer remains in the two-dimensional
subspace of |χid〉 and V|χid〉. We discuss the effect of
erroneous applications of the gates in Sec. V.
B. Adding a control mode
In the qubit algorithm, for phase estimation we apply
the controlled version Qc of an operator Q that trans-
forms as
Qc|j〉|ψ〉 = |j〉Qj |ψ〉, (35)
where |j〉 is a label state comprised of multiple qubits.
Such an operation can be built up from the controlled
unitary
|0〉〈0| ⊗ I+ |1〉〈1| ⊗ Q, (36)
where we apply Q if a single control qubit is in the state
|1〉 and do nothing otherwise.
In the CV setting, we modify this approach by replac-
ing a register of control qubits by a single resource mode
denoted by φ, which is prepared in a position eigenstate
|x〉qφ , see e.g. Ref. [12]. We attach φ to the current three
modes by performing a four mode interaction that can
be seen as a controlled version of Qid. In particular, φ is
attached via the operator pˆφ, leading to the ideal phase
estimation operator
Qidc = e−i1/
√
f(qˆ1)⊗pˆ2⊗pˆ3⊗pˆφ(×more terms). (37)
The full expression for Qidc is given in Eq. (G5). This in-
teraction requires Gc as the controlled version of G. More
details are given in Appendix G. We note that the addi-
tion of control through Qidc must be efficient for speedups
in CV QMC, see Sec. V for further discussion.
6C. Phase estimation
The operatorQc is used to perform phase estimation to
extract the eigenvalues of Q, which are related to the de-
sired integral. We briefly show this schematically, before
providing a more precise analysis. Let |ψ+〉 be the eigen-
state of Qid corresponding to the eigenvalue eiθ, with θ
as given by Eq. (30). Then, with the phase estimation
mode in the initial state |0〉qφ ,
Qidc |ψ+〉|0〉qφ = |ψ+〉eiθpˆφ |0〉qφ = |ψ+〉|θ〉qφ , (38)
where the phase estimation mode is shifted in position
by an amount equal to θ. A position measurement of the
|θ〉qφ mode then obtains the result.
Performing phase estimation with a single infinitely
squeezed mode allows for θ to be measured exactly with
a single measurement. However, this is clearly unphysi-
cal, and we now perform an analysis of phase estimation
using a finitely-squeezed state centered around 0, i.e., the
state |G0,s〉. Let again |ψ+〉 be the eigenstate of Qid with
eigenvalue eiθ. Define targetθ > 0 to be the desired final
accuracy for the θ value. Note that the final error for
approximating I is then also O(targetθ ) [6]. Let M be an
integer. We apply Qidc for M times, leading to(Qidc )M |ψ+〉|G0,s〉 = |ψ+〉e−iMθpˆφ |G0,s〉 (39)
=
|ψ+〉√
spi1/4
∫
dxe−
x2
2s2 |x+Mθ〉qφ .
Measuring the position of the resource mode obtains a
result sampled from the error-free probability distribu-
tion
Pθ(q) =
1
s
√
pi
e−
(Mθ−q)2
s2 . (40)
See Appendix H for the expression for Pθ(q) including
the error due to the erroneous simulation of Qc, which is
enumerated by Q.
Let the samples obtained from independent runs be
given by Yj . The success probability of a single mea-
surement Yj/M being inside a range 
target
θ around the
expectation value θ, i.e., |Yj/M − θ| ≤ targetθ , is given by
psuccess = erf
(
Mtargetθ√
(MQ)2 + s2
)
, (41)
see Appendix H, Eq. (41). Using M ≥ 1/targetθ [4],
the vacuum squeezing s = 1/
√
2, and no gate errors
Q = 0, we can lower bound the success probability to be
psuccess ≥ erf(
√
2) > 0.95. In the presence of gate errors
Q, if we pick Q = 
target
θ and vacuum squeezing again,
we obtain a lower bound of psuccess ≥ erf(
√
2/3) > 0.75.
A single-shot success probability greater than 1/2 is
a requirement for boosting the success probability via
multiple independent runs. We repeat the measure-
ment L ≥ 1 times and take the median of the ob-
tained values Yj/M . Let the desired success prob-
ability for |Median(Yj/M) − θ| ≤ targetθ , or “confi-
dence”, be given by c. It can be achieved by using
L ≤ | log(1 − c)|/| log(2√psuccess(1− psuccess))| repeti-
tions [6, 13]. Concretely, if we have psuccess = erf(
√
2/3)
and would like to boost it to c = 0.995, then L ≈ 37 will
be sufficient.
Furthermore, we can leverage squeezing in the phase
estimation mode as a resource. Indeed, choose s smaller
than the vacuum squeezing, s < 1/
√
2, Q = 
target
θ ,
but leave M , the number of required applications of Qc,
as a variable. To achieve the same success probability
erf(
√
2/3), the argument of the error function has to be
the same which leads to the relation (Mtargetθ )
2 = 2s2.
Thus we can take M ≥ √2s/targetθ , which lowers the re-
quirement for M at the cost of more squeezing
√
2s < 1.
The feasibility of implementing corresponding squeezing
factors will have to be determined for each application
and for different experimental setups.
D. Query complexity speedup
In QMC, we conventionally use the number of appli-
cations of the relevant unitary to consider the speedup.
Here, we consider applications of K, since it is the uni-
tary used to encode the integral from the first stage of
the algorithm. In physical implementations, Qc and its
composing elements have a runtime which must be ac-
counted for if any real speedup is to occur. Runtimes are
discussed in the following section on efficiency and errors.
Classical algorithms typically require NC = O
(
1/2θ
)
evaluations of the integrand, see Eq. (4). In the quan-
tum algorithm, each application ofQc involves a constant
number of applications of K, see Eq. (33). The total num-
ber of applications of K is thus
NQ = O (M × L) . (42)
To obtain a quantum speedup, we take M ≥ √2s/targetθ
and the gate error Q = 
target
θ . We also take L to be
constant (e.g. ≈ 37), as discussed. This means that
NQ = O
(
s
targetθ
)
. (43)
Thus, a quadratic speedup is obtained over the classical
runtime. The achieved error is targetθ and the confidence
is high, say 99.5%. Surprisingly, further speedups may
be possible by concurrently decreasing M and decreasing
s. We note, however, general lower bounds for the search
and amplitude amplification problems [14].
7E. Gate complexity
We now summarize the gate complexity of the algo-
rithm. The classical complexity is O˜
(
1/
(
targetθ
)2)
for
the common situation when the integrand can be eval-
uated classically in O (poly log 1/). Here, O˜ (·) omits
polylogarithmic factors. For the quantum algorithm, let
a single application of Q be achieved to error Q at a
runtime cost TQ (Q). Using the requirement Q = 
target
θ
obtains a runtime TQ
(
targetθ
)
. Together with the num-
ber of calls to the unitary Q, the total gate complexity
scales as
NqTQ
(
targetθ
)
= O
(
sTQ
(
targetθ
)
targetθ
)
. (44)
Thus in terms of the gate complexity, the possibility of a
speedup crucially depends on TQ(
target
θ ). For a quadratic
speedup we require
TQ () = O (poly log (1/)) , (45)
which then results in
NqTQ
(
targetθ
)
= O˜
(
s
targetθ
)
. (46)
We can still achieve speedups below quadratic if we as-
sume a 0 < δ < 1 and
TQ() = O
(
1/δ
)
. (47)
which then results in
NqTQ
(
targetθ
)
= O
(
s(
targetθ
)1+δ
)
. (48)
With these assumptions on the gate complexity of Q,
the overall quantum gate complexity consequently scales
better than the classical complexity. The next sections
discusses the assumptions for such a runtime on the indi-
vidual quantum operations and methods to achieve such
a runtime.
V. ERRORS AND GATE COMPLEXITY
Here we account for the errors that arise due to var-
ious approximations in a physical implementation of
CV QMC. These errors can be split into different cat-
egories: (A) due to preparing the first mode, (B) due
to finite squeezing, (C) from the polynomial approxi-
mation of f(x) and (D) through implementing various
gates/unitaries. We also discuss here the effect of gate
runtimes on any speedups through CV QMC by using as
a proxy the number of required Gaussian unitaries and
cubic phase gates. The referenced appendices support
this section.
A. Errors in preparing p(x)
The first mode is prepared according to
√
p(x) by ap-
plying the unitary G to the vacuum. We suppose that G
can be applied to accuracy G, and moreover that this
can be achieved using TG continuous-variable Gaussian
and cubic phase gates. For a quadratic speedup in CV
QMC we require that
TG = O (poly log 1/G) . (49)
We further assume that controlling G adds at most a
logarithmic overhead to the runtime. For sub-quadratic
speedups, these requirement can be relaxed.
B. Squeezing errors
Generally there will be a maximum required squeezing
and a maximum achievable squeezing in any given mode.
Assume that there exists a squeezing factor r∆x′ such
that larger squeezing leads to computationally equivalent
results. Equivalently, there is a scale ∆x′ such that two
CV position states |x〉 and |x+ ∆x′〉 are computationally
equivalent. Moreover, there is a physically achievable
squeezing factor given by rmax. The interesting case is
rmax ≤ r∆x′ , when the achievable squeezing is below the
computationally required squeezing, requiring an error
analysis.
The present CVMC algorithm and other continuous-
variable algorithms schematically use the infinite squeez-
ing gate
S(∞), (50)
here for the gate G ⊗ S(∞) ⊗ S(∞) in Eq. (15). By
assumption, without changing the effect of the computa-
tion, we can replace
S(∞)→ S(r∆x′), (51)
where r∆x′ is the squeezing factor corresponding to ∆x
′
according to Eq. (A18). In a physical implementation,
squeezing factors of r∆x′ may not be reached. Instead,
we reach rmax. The gate error due to only reaching rmax
can be quantified via
S := ‖S(rmax)− S(r∆x′)‖ = O (|r∆x′ − rmax|) . (52)
There are four modes in CV QMC which require vari-
ous degrees of squeezing: (1) the first mode may require
squeezing for state preparation, (2) the second and third
mode require squeezing for performing the controlled ro-
tation and also to implement the projector P. Finally,
(3) the fourth mode is squeezed according to s for phase
estimation. Case (1) is accounted for in G, case (2) is
handled by Eq. (52) and also in Appendix E, while case
(3) determines the final error θ in estimating the inte-
gral.
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FIG. 2. Example polynomial approximation of f(x). Here,
p(x) (dotted green line) is a Gaussian distribution and f(x) is
an arbitrary function (solid red line). The set Xh selects the
non-trivial region of the integral, and we find a polynomial
h(x) such that 1/|h(x)|2 (dashed red line) approximates f(x)
within Xh up to some error h.
C. Polynomial approximation errors
Recall that 0 ≤ f(x) ≤ 1 and suppose that there exists
a polynomial h(x) such that 1/|h(x)|2 approximates f(x)
in the following way. Define a compact set Xh which
denotes the non-trivial region of the integral. First, we
require that h(x) satisfies the point-wise error condition∣∣∣∣f(x)− 1|h(x)|2
∣∣∣∣ ≤ h, (53)
for all x ∈ Xh where h > 0, see Fig. 2. Outside the set,
we require that∫
X¯h
dxp(x)
∣∣∣∣ 1|h(x)|2 − f(x)
∣∣∣∣ ≤ η (54)
for a small η > 0, where X¯h is the complement. The
total error
∣∣∣∫ dx p(x)|h(x)|2 − ∫ dxf(x)p(x)∣∣∣ is then O(h+η),
see Appendix D. Thus, under the assumptions and η =
O (h), the polynomial approximation error is no larger
than O (h).
D. Controlled rotation error
Regarding the gate H, the pointwise error property
Eq. (53) leads to the gate error
‖Hid −Himpl‖ = O (h) , (55)
when the polynomial argument is inside Xh. Appendix A
defines the operator norm used in this work. This
is shown via
∥∥Hid −Himpl∥∥ = O(∣∣∣∣h(x)− 1√f(x)
∣∣∣∣) =
O (f(x)3h) = O (h), using f(x) ≤ 1.
In addition, the gate H can in principle decomposed
into elementary Gaussian operations and cubic phase
gates, denoted by an operator Hdec. The cost shall be
given by TH(dh, 
dec
h ) to error 
dec
h := ‖Himpl − Hdec‖,
where dh is the polynomial degree of h(x).
Regarding this cost, if the decomposition requires a
number of gates TH = 1/
dec
h then possibilities of a quan-
tum speedup are lost. Such runtime costs appear for
example when lowest-order Suzuki-Trotter methods are
used [7]. With higher-order Suzuki -Trotter methods, one
can in principle achieve a runtime of TH = O
(
1/(dech )
δ
)
with a constant 0 < δ < 1 [15] that can be made arbi-
trarily close to 0. Such methods are expected to trans-
late to the CV context, but a proper analysis will be
left for future work. Additionally, we note that expo-
nentially precise Hamiltonian simulation methods exist
for qubits [16, 17], which may also be translated into
the CV framework. In such cases, we may even achieve
TH = O
(
log 1/dech
)
. The dependence of TH on dh is
usually O (2dh) with a potential O (dh) discussed in Ap-
pendix B. In summary, H can be implemented to accu-
racy H := ‖Hid −Hdec‖ = O
(
h + 
dec
h
)
in runtime TH .
We further assume that controlling H adds at most a
logarithmic overhead to the runtime.
E. Reflections
The reflection gates V and Z, defined in Eqns. (27) and
(34), respectively, are also performed to an error. Pos-
sible methods for implementing them are shown in Ap-
pendix F. The gate Z is implemented with squeezing and
application of the PBL gate, see Appendix F 4. The ac-
curacy Z depends on the parameter ∆x of the PBL gate
and the squeezing error, obtaining Z = O
(
∆x2 + S
)
.
For the runtime, we obtain a constant number of appli-
cations of the Pati, Braunstein, and Lloyd (PBL) gate.
This suggests that potentially TZ = O (poly log 1/Z) but
further research has to be devoted to the efficient imple-
mentation of the PBL gate.
The gate V is be implemented via squeezing, displace-
ments, and the PBL gate, see Appendix F 5 to accu-
racy V = O
(
∆x2 + S
)
. The runtime potentially is
TV = O (poly log 1/Z) since a constant number of PBL
gates are required.
F. The operator Q
The first stage of the algorithm is to apply K in
Eq. (15), while the second stage involves multiple rep-
etitions of Q using the reflections V and Z for phase esti-
mation, along with K (see Eq. (33)). Each of these gates
has an error and corresponding runtime. The operator
K is in turn composed of state preparation G, squeez-
ing of the ancilla modes, and the controlled rotation H.
The sequence of operations is shown in Eq. (G3). Thus,
implementing Q achieves an accuracy
Q = O (G + S + H + Z + V ) , (56)
9and requires runtime
TQ(G, H , Z , V ) = 4TG(G) + 4TH(H)
+2TZ(Z) + 2TV (V ). (57)
To simplify the analysis, we take the allowable error for
the individual operations proportional to a small con-
stant times Q, i.e., we take the required errors to be
i = O (Q) such that they add up to Q. For the run-
time, if each of the individual Ti(i) = O (poly log 1/i)
either by assumption or by the employed methods, and
because of Eq. (56), we can find the overall bound
TQ(Q) = O (poly log 1/Q). Otherwise, if one of the
individual Ti(i) = O
(
1/δi
)
with 0 < δ < 1 we find the
overall bound TQ(Q) = O
(
1/δQ
)
.
We further assume that controlling Q via controlling
all the gates adds at most a logarithmic overhead to the
runtime.
VI. MULTIDIMENSIONAL INTEGRATION
The generalization of this algorithm for n-dimensional
integration, i.e., Eq. (2), is straightforward. We begin
by preparing n modes according to p(~x) by applying the
operator G to obtain
G|vac〉⊗n =
∫
d~x
√
p(~x)|~x〉q, (58)
where |~x〉q is the product of position eigenstates corre-
sponding to ~x. Let h(~x) = h(x1, . . . , xn) be a polynomial
that suitably approximates f(~x) via 1|h(~x)|2 . Define the
gate acting on the n modes plus two more ancilla modes
as
H := e−ih(qˆ1,...,qˆn)⊗pˆn+1⊗pˆn+2 . (59)
Applying the gate to G|vac〉⊗n|0〉qn+1 |0〉qn+2 gives∫
d~x
√
p(~x)|~x〉q
∫
dp′ |p′〉pn+1 |h(~x)p′〉qn+2 . (60)
The remaining analysis is analogous to the single vari-
able case discussed above. Define the operator
M := I⊗n ⊗ |0〉qn+1〈0|qn+1 ⊗ |xoff〉qn+2〈xoff |qn+2 , (61)
i.e., the extension to n + 2 modes of the operator M in
Eq. (21) used to extract the integral. Then the expec-
tation value of this measurement on the state above is
given by
〈M〉 = 1
4pi
∫
d~x
p(~x)
|h(~x)|2 ∝ I. (62)
The error analysis and extension to finite squeezing is
analogous to the one-dimensional case. Phase estimation
proceeds similarly by adding another mode and using the
phase estimation operator
Qidc = e−ih(qˆ1,...,qˆn)⊗pˆn+1⊗pˆn+2⊗pˆφ (×more terms), (63)
which is the generalization of Eq. (G5).
VII. NUMERICS
As discussed previously, one needs n+3 optical modes
with appropriate squeezing in order to evaluate an n di-
mensional integral using the CV QMC algorithm. There
are two main ingredients: (i) encoding of the integrand
and (ii) amplitude estimation using amplitude amplifica-
tion and phase estimation. The first n+ 2 modes encode
the underlying integrand while an ancilla mode is added
for amplitude estimation, so that repeated measurements
of its position lead to the expected value of the integral.
While the encoding of the integrand and amplitude am-
plification can be hard to simulate, we can showcase the
quadratic speedup of one mode phase estimation, where
the integral-dependent phase θ is predetermined classi-
cally, following the approach taken in Ref. [6].
In this section, we consider a simple example with
f(x) = 1/(1+x2)2 subject to p(x) taken to be a Gaussian
probability distribution Gx0,s with x0 = 0 and σ = 1/2.
With these choices, Eq. (2) can be integrated analytically
giving I ≈ 0.74. We take θ ≈ 0.98 to be the predeter-
mined phase for the single mode phase estimation on the
ancilla mode, i.e., the solution to
θ = 2 arccos
(
1− I
2pi
)
. (64)
Single mode phase estimation is carried out using the
Strawberry Fields software suite [18]. We also estimate
I using the standard classical Monte Carlo integration
techniques and, at the end, compare the scaling of the
errors with number of MC steps used in the two algo-
rithms.
Let θˆ and θ (which in the particular example consid-
ered here is 0.98) be the estimated and predetermined
values of the phases, respectively. We define the cor-
responding estimation error as the fractional difference
between θˆ and θ:
Error := |θˆ − θ|/θ. (65)
In the following, the subscripts Q and C denote the quan-
tum and classical estimations. The fractional error de-
fined above follows a power-law behavior with the num-
ber of MC steps as follows:
Error = b N ζ , (66)
where N is the number of MC steps and ζ denotes the
scaling exponent. For the standard classical MC ap-
proach the scaling exponent is ζC = − 12 .
Figure 3 shows the comparison between the classical
and quantum error scalings. The left panel shows the
behavior of the error as a function of MC steps. The
dotted-dashed curves show the data points and the solid
lines are fits to the power law behavior of Eq. (66). For
the plot shown in the left panel we fixed the squeezing
parameter to be r = 10. The plots illustrate that for the
quantum algorithm ζQ ≈ −1.063, giving an advantage
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FIG. 3. Comparison of classical and quantum MC. Fractional
error (defined in Eq. (65)) in the classical and quantum es-
timations are plotted against the number of MC steps (N)
and fitted to a power law function. The squeezing parameter
is fixed to r = 10. It is evident that quantum error scales
approximately quadratically faster than the classical counter-
part, i.e. ζQ/ζC ≈ 2.
over the classical method by a factor of ζQ/ζC ≈ 2. This
indicates an approximately quadratic speedup in the er-
ror scaling in terms of the number of MC steps. For the
quantum case we consider NQ = ML, where we have
fixed L = 100 and varied M .
VIII. DISCUSSION AND CONCLUSION
We have discussed a CV quantum algorithm for MC
integration. To summarize, the main assumptions for
the algorithm to work are the following. First, there are
certain direct requirements on the integrand. (i) The
function f(~x) is bounded as 0 ≤ f(~x) ≤ 1 for all ~x. This
also means that the desired integral is
∫
p(~x)f(~x)d~x ≤ 1.
An extension to more general functions was given in the
qubit context in Ref. [3] and will be subject of future
work. (ii) There exists a polynomial h(~x) which relates
to the function f(~x) via f(~x) = 1/|h(~x)|2 with point-wise
error at most h on a compact set. Outside of the set,
the integral is vanishingly small. Next, there are require-
ments on implementations of the algorithm to provide a
speedup over classical methods. (iii) There exists a uni-
tary G to efficiently prepare a quantum state which en-
codes
√
p(~x) in its amplitudes. (iv) We assume that an
efficient continuous-variable gate sequence related to the
polynomial function h(~x) can be constructed. (v) Lastly,
a reflection around the computational initial state and
the state defining the projective measurement can be ef-
ficiently implemented, i.e., the gates V and Z.
Until now, only the Grover search problem has been
discussed in the CV framework [5], and the generaliza-
tion to amplitude estimation and MC simulations was not
provided in the literature. The algorithm presented here
can potentially achieve quadratic speedups in estimating
integrals on a continuous-variable quantum computer.
Moreover, the CV setting naturally accommodates the
task of multidimensional integration and requires a fixed
number of modes, this contrasts with the qubit setting
of QMC which requires discretization and a number of
qubits that increases with the desired accuracy.
For the CV amplitude estimation, we have discussed
the important role of the vacuum reflection and high-
quality gate decompositions. We have constructed an im-
plementation of the reflection by expressing it in terms of
a gate introduced previously [5]. However, simpler imple-
mentations may be possible to achieve the desired rela-
tive phase of the zero-photon state in analogy to the qubit
implementations. Gate decompositions are an important
ingredient of the present work. For amplitude estimation
to provide speedups, such gate decompositions have to be
efficient with small errors. Higher-order Suzuki-Trotter
expansions can in principle achieve a 1/δ runtime de-
pendency in the error , where δ is a constant that can
be made arbitrarily small. While there are many studies
on gate decompositions for qubits, the detailed study of
such expansions and even exponentially precise methods
is still in its relative infancy in the CV setting.
The applications of Monte Carlo integration are man-
ifold, for example in mathematical finance (the pricing
problem [6]) and machine learning (Markov chain sam-
pling [19]). Future work will include steps toward con-
crete implementations of the algorithm presented here
on realistic photonic hardware. It will also be of value to
investigate quantum generalizations and applications of
the two other main areas of MC methods: optimization
and sampling.
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Appendix A: CV basics
This section reviews the CV framework. The continuous-variable quantum computational model uses the quantized
light field for computation. The quantization can be described by the canonical operators qˆ and pˆ which satisfy the
commutation relation [qˆ, pˆ] = 2i, and are called position and momentum quadratures, respectively. Alternatively one
can define ladder operators aˆ† and aˆ, which describe the creation and annihilation of energy quanta. They are related
to the quadratures via
aˆ =
1
2
(qˆ + ipˆ), (A1)
aˆ† =
1
2
(qˆ − ipˆ), (A2)
and, conversely,
qˆ = (aˆ† + aˆ), (A3)
pˆ = i(aˆ† − aˆ). (A4)
The (unnormalized) eigenstates of the position quadrature qˆ are given by the states |x〉q for which,
qˆ|x〉q = x|x〉q. (A5)
The state |x〉q denotes the mode in a position eigenket corresponding to the position x. For the momentum quadrature
we have equivalently,
pˆ|x〉p = x|x〉p, (A6)
where |x〉p, denotes the mode in a momentum eigenket corresponding to the momentum x. The qˆ and pˆ eigenstates
can be related to each other via a Fourier representation. The relations are given by
|q′〉q = 1
2
√
pi
∫
dp′e−iq
′p′/2|p′〉p, (A7)
|p′〉p = 1
2
√
pi
∫
dq′eiq
′p′/2|q′〉q. (A8)
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Sometimes we write in shorthand |q′〉q → |q′〉 and |p′〉p → |p′〉 if the context is clear. For the inner product it holds
〈p′|q′〉p,q = e
−iq′p′/2
2
√
pi
. (A9)
A continuous-variable quantum state is fully described by its expansion into positions eigenvectors (or, equivalently,
momentum eigenvectors.) Given a state |ψ〉 it can be expanded into ∫ dq ψ(q)|q〉, with the expansion coefficients
given by the wavefunction in position space ψ(q). To translate into momentum space, we obtain∫
dq ψ(q)|q〉 = 1
2
√
pi
∫
dq ψ(q)
∫
dpe−iqp/2|p〉 =:
∫
dp ψFT(p)|p〉. (A10)
with the wavefunction in the momentum space
FT [ψ(q)](p) = ψFT(p) = ψ(p) =
1
2
√
pi
∫
dqψ(q)e−iqp/2. (A11)
An important class of wavefunctions are the squeezed-displaced wavefunctions, which are given by
Gx0,s(x) :=
1√
spi1/4
e−
(x−x0)2
2s2 , (A12)
with squeezing s > 0 and displacement x0. We can simply check with
∫
dxe−a(x−x0)
2
=
√
pi/a that these wavefunctions
are normalized:
∫
dx Gx0,s(x)G
∗
x0,s(x) =
1
s
√
pi
∫
dx e−
(x−x0)2
s2 = 1
s
√
pi
s
√
pi = 1. The Fourier transform of the Gaussian
is FT [e−ax
2
](p) =
√
pi
a e
−pi2p2/a. The wavefunction in momentum space is found via
FT [G0,s(x)](p) =
1√
spi1/4
s
√
2pie−2pi
2s2p2 =
√
2spi1/4e−2pi
2s2p2 = G0, 12pis (p). (A13)
Checking the normalization obtains 2spi1/2
∫
dp e−4pi
2s2p2 = 2spi1/2
√
pi/(4pi2s2) = 1. Note that the vacuum is given
by s = 1/
√
2
|vac〉 =
∫
dx G0, 1√
2
(x)|x〉q. (A14)
These squeezed-displaced states can be generated by unitary operations applied to the vacuum. Define the displace-
ment operator [10, 20]
D(α) := eαaˆ
†−α∗aˆ, (A15)
with parameter α ∈ C. Define the squeezing operator
S(r) = e
r
2 (aˆ
2−aˆ†2), (A16)
where r ∈ R is a parameter determining the amount of squeezing. We take r to be real in this work. If r > 0 the
qˆ quadrature is squeezed and the pˆ quadrature is anti-squeezed, and vice versa for r < 0. Applying the squeezing
operator to the vacuum leads to the above-defined wavefunctions of a squeezed state
S(r)D(x0)|vac〉 =
(
2
pi
)1/4
er/2
∫
dx e−e
2r(x−x0)|x〉 =
∫
dx Gx0,s(x)|x〉. (A17)
We can relate
s =
1√
2
e−r, r = − log(s
√
2). (A18)
As mentioned before, s = 1/
√
2, i.e. r = 0, corresponds to the vacuum state. If s < 1/
√
2 then r > 0, which describes
a position squeezed state. If s > 1/
√
2 then r < 0, which describes a position anti-squeezed (momentum squeezed)
state. In the infinite squeezing limit we have the relation for the probability density
lim
s→0
|Gx0,s(x)|2 = δ(x− x0). (A19)
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In the infinite squeezing limit, also the wavefunction becomes proportional to the Dirac delta function, which defines
the infinitely squeezed states
|x〉q = lim
r→∞D (x)S(r)|vac〉. (A20)
Finally, regarding norms, let ||v〉| = √〈v|v〉 be the norm of the quantum state |v〉. Given an operator U , the operator
norm is defined as
‖U‖ := sup
{ |U|v〉|
||v〉| : |v〉 6= 0
}
, (A21)
which is the norm used in this work.
Appendix B: CV gate decompositions and implementation
Decomposing arbitrary unitaries into elementary gates is a fundamental problem in quantum computing, both
qubit and continuous-variable based. For continuous variables [7], if the original unitary is Gaussian, that is at most
second-order in the quadrature operators, we can decompose it into multi-mode passive optics (beam splitters), single
mode squeezing and displacements (Bloch-Messiah decomposition) [21]. A single-mode Gaussian transformation can
be decomposed into the Gaussian set {eipi2 (qˆ2+pˆ2), eit1qˆ, eit2pˆ} with at most four steps [22, 23]. A single-mode arbitrary
transformation can be decomposed into a universal CV set of gates for example given by {eipi2 (qˆ2+pˆ2), eit1qˆ, eit2qˆ2 , eit3qˆ3}.
To achieve decompositions one can use unitary conjugation, approximation, linear combination simulation via the Lie
product formula, and commutator simulation, to name a few [24]. There are many relations regarding commutators
of polynomials of the quadrature operators, we refer to [7].
The universal gate set includes the cubic phase gate eit3qˆ
3
. An implementation of this gate was first discussed in
[25]. Applying this gate to an arbitrary state involves two ingredients [25, 26]. The first ingredient is the preparation
of the cubic phase state |γ〉 = ∫ dxeiγx3 |x〉. Such a state can be prepared by preparing a two-mode squeezed state, a
momentum kick in one of the modes, and a photon counting measurement in one of the modes. Conditioned on the
outcome n, one then obtains a cubic phase state |γ′〉 with γ′ = O (n−1/2). With an additional squeezing operator one
can turn γ′ → γ. The cubic phase states can be prepared offline and then used in the quantum algorithm as desired.
This leads to the second ingredient, a gate teleportation of the cubic phase gate from the |γ〉 to an arbitrary state.
The teleportation is achieved via first applying the gate eiqˆ1⊗pˆ2 between the |γ〉 and the arbitrary state. Subsequently,
a quadrature measurement in performed on the |γ〉 state and the other mode is adaptively shifted according to the
outcome. This teleports the cubic phase gate over to the arbitrary state.
In this work, we would like to integrate over the function f(x) using the auxiliary polynomial h(x) with degree
dh. For higher degrees, a decomposition of the polynomial into above universal set is prohibitive as the procedure is
recursive. Going from a cubic term to a quartic term requires a number of operations, from quartic to quintic another
number of operations, and so forth. For example [27], a polynomial of 10-th order requires 4 6-th order operations,
each of which requires 16 4-th order operations or 64 3-rd order operations. In general, the number of cubic operations
scales as O (2dh) with the degree of the polynomial. Ref. [27] presents a way of avoiding the recursive construction
via directly implementing higher order gate via the merging of the adaptive operations. This results in a potential
number of operations O (dh), an exponential improvement in the degree of the polynomial. Alternatively, Ref. [28]
details a method of directly implementing higher order gates by using the ON resource state, a superposition of the
vacuum and a fixed number of photons.
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Appendix C: Controlled rotation
In this appendix, we further elucidate the controlled rotation. The gate H for the controlled rotation is given in
Eqs. (10) and (13). Using the resolution of identity
∫
dx|x〉〈x| = I, we have
Himpl|x〉q1 |0〉q2 |0〉q3 = |x〉q1
∫
dp′|p′〉p2 |h(x)p′〉q3 (C1)
= |x〉q1
∫
dp′
∫
dx2
∫
dx3|x2〉q2〈x2|p′〉q2,p2 |x3〉q3〈x3|h(x)p′〉q3 (C2)
=
1
2
√
pi
|x〉q1
∫
dp′
∫
dx2
∫
dx3|x2〉q2e+ip
′x2 |x3〉q3δ(h(x)p′ − x3) (C3)
=
1
2
√
pi|h(x)| |x〉q1
∫
dx2
∫
dx3e
+i
x3x2
h(x) |x2〉q2 |x3〉q3 . (C4)
We have used that 〈x2|p′〉q2,p2 = e
+ip′x2
2
√
pi
and 〈x3|h(x)p′〉q3 = δ(h(x)p′ − x3). Here, we have also used the simple
identity for the Dirac delta distribution
δ(ax) =
δ(x)
|a| . (C5)
Indeed,
δ(x3 − h(x)p′) = δ
(
h(x)
(
x3
h(x)
− p′
))
(C6)
=
1
|h(x)|δ
(
x3
h(x)
− p′
)
. (C7)
This is a continuous variable analogue of the qubit controlled rotation. Let 0 <
√
f(x) < 1 and |x〉 represent a qubit
state with a binary encoding of x. Then the qubit controlled rotation is
|x〉|0〉 → |x〉
(√
1− f(x)|0〉+
√
f(x)|1〉
)
. (C8)
We see that the CV controlled rotation involves an integral over all ancilla states while the qubit rotation involves a
summation over the ancilla states, both with each term having a different amplitude. A projective measurement then
arrives at the desired outcome. In the qubit case, measuring the ancilla in |1〉 obtains a state ∝√f(x)|x〉. Applying
〈0|q2 ⊗ 〈xoff |q3 to the CV state results in
(〈0|q2 ⊗ 〈xoff |q3) |x〉q1
∫
dp′|p′〉p2 |h(x)p′〉q3 (C9)
= |x〉q1
∫
dp′〈0|p′〉q2,p2〈xoff |h(x)p′〉q3 (C10)
= |x〉q1
∫
dp′〈0|p′〉q2,p2δ(xoff − h(x)p′) (C11)
= |x〉q1
1
|h(x)| 〈0|
xoff
h(x)
〉q2,p2 =
1
2
√
pi|h(x)| |x〉q1 , (C12)
where 〈0| xoffh(x) 〉q2,p2 = ei0
xoff
h(x) /(2
√
pi) = 1/(2
√
pi).
Appendix D: Error due to polynomial approximation
Let p(x) > 0 be a probability distribution. Let X¯h be the complement of Xh. The polynomial approximation error
on the complement is
∫
X¯h dxp(x)
∣∣∣ 1|h(x)|2 − f(x)∣∣∣ and we assume that this error is ≤ η. The assumption amounts to
the function p(x) being negligible in the complement X¯h, for example it has exponentially suppressed tails that are
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much smaller than the polynomial approximation error
∣∣∣ 1|h(x)|2 − f(x)∣∣∣. For the error in Eq. (26), it holds that∣∣∣∣∫ dx p(x)|h(x)|2 −
∫
dxf(x)p(x)
∣∣∣∣ (D1)
≤
∫
dxp(x)
∣∣∣∣ 1|h(x)|2 − f(x)
∣∣∣∣ (D2)
≤ h
∫
Xh
dxp(x) +
∫
X{h
dxp(x)
∣∣∣∣ 1|h(x)|2 − f(x)
∣∣∣∣ (D3)
≤ h + η. (D4)
For evaluating the desired integral in the first stage, this error compounds with the error sq from the finite squeezing
discussed in Appendix E.
Appendix E: Finite squeezing
1. The squeezed-state projector
Our main discussion on Monte Carlo integration via the amplitude estimation algorithm uses a projector into
Gaussian squeezed states. The projector into the Gaussian squeezed states is defined as
Px0,∆x := |Gx0,∆x〉〈Gx0,∆x|. (E1)
In this appendix, we analyze the difference of the Gaussian squeezed projector to the operator |x0〉〈x0|, which in a
sense is the (unnormalized) limit as ∆x→ 0. Note that with another squeezed state |Gy,s〉, we have
〈Gy,s|Gx0,∆x〉 =
∫
dxGy,s(x)Gx0,∆x(x)dx (E2)
=
√
2s∆x√
(∆x2 + s2)
e
− (x0−y)2
2(∆x2+s2) . (E3)
and thus
〈Gy,s|Px0,∆x|Gy,s〉 = 〈Gy,s|Gx0,∆x〉〈Gx0,∆x|Gy,s〉 (E4)
=
2s∆x
∆x2 + s2
e
− (x0−y)2
∆x2+s2 (E5)
=
2∆x
s
e−
(x0−y)2
s2 +O (∆x2) . (E6)
In contrast, using the position eigenstates
〈Gy,s|x0〉〈x0|Gy,s〉 = e
− (x0−y)2
s2√
pis
. (E7)
Thus, as expected, the Gaussian projector does not have the same limit as the unnormalized operator |x0〉〈x0|. In
the infinite squeezing limit, we obtain the conversion factor 1
2
√
pi∆x
, which reappears in the more involved calculations
below.
2. Realistic projector and finitely squeezed initial states
As discussed before, the ancilla computational states we used to derive Eqns. (19) and (20) are infinitely squeezed.
We have assumed that we can prepare ∫
dx
√
p(x)|x〉q1 |0〉q2 |0〉q3 , (E8)
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where the last two modes are infinitely squeezed. In this appendix, we consider both the realistic projector and
finitely squeezed initial states and derive Eq. (26). Take rmax the maximum achievable squeezing factor with
corresponding squeezing smin. To this end, we apply the projector P := I1 ⊗ P0,smin ⊗ Pxoff ,smin to the state
|χimpl〉 = Himpl (G ⊗ S(rmax)⊗ S(rmax)) |ψin〉. We then apply 〈χimpl| to the result to obtain Eq. (26). We ab-
breviate smin with s in the following intermediate steps. Applying G ⊗S(rmax)⊗S(rmax) to the vacuum initial states
obtains ∫ ∫ ∫
dx1dx2dx3
√
p(x1)G0,s(x2)G0,s(x3)|x1〉q1 |x2〉q2 |x3〉q3 , (E9)
with G0,s(x) =
1√
spi1/4
e−x
2/2s2 as in Eq. (A12). Applying the gate Himpl obtains the following state∫ ∫ ∫
dx1dx2dx3
∫
dp2
√
p(x1)G0,s(x2)G0,s(x3)|x1〉q1e−ip2x2 |p2〉p2 |x3 + h(x1)p2〉q3 =: |χimpl〉. (E10)
Applying the projector gives
P|χimpl〉 = I1 ⊗ P0,s ⊗ Pxoff ,s
∫ ∫ ∫
dx1dx2dx3
∫
dp2
√
p(x1)G0,s(x2)G0,s(x3)|x1〉q1e−ip2x2 |p2〉p2 |x3 + h(x1)p2〉q3
=
∫
dx′′2G0,s(x
′′
2)
∫
dx′′3Gxoff ,s(x
′′
3)
∫ ∫ ∫
dx1dx2dx3
∫
dp2 × (E11)
×
√
p(x1)G0,s(x2)G0,s(x3)e
−ip2x2e+ip2x
′′
2 δ(x3 + h(x1)p2 − x′′3)|x1〉q1 |G0,s〉|Gxoff ,s〉
=
∫
dx′′2G0,s(x
′′
2)
∫
dx′′3Gxoff ,s(x
′′
3)
∫ ∫ ∫
dx1dx2dx3 × (E12)
×
√
p(x1)G0,s(x2)G0,s(x3)e
−i x3−x
′′
3
h(x1)
(x2−x′′2 ) 1
|h(x1)| |x1〉q1 |G0,s〉|Gxoff ,s〉
=
∫
dx1
√
p(x1)
|h(x1)| B(x1, s, xoff)|x1〉q1 |G0,s〉|Gxoff ,s〉. (E13)
Here, we have defined
B(x1, s, xoff) :=
∫ ∫ ∫ ∫
dx2dx3dx
′′
2dx
′′
3G0,s(x2)G0,s(x3)G0,s(x
′′
2)Gxoff ,s(x
′′
3)e
−i (x3−x
′′
3 )(x2−x′′2 )
|h(x1)|2 (E14)
=
4e
− 2s
2x2off
|h(x1)|2+4s4
4
|h(x1)|2 +
1
s4
. (E15)
Furthermore, we have
〈χimpl|P|χimpl〉 =
∫
dx1
p(x1)
|h(x1)|2B
2(x1, s, xoff). (E16)
In the limit of infinite squeezing s→ 0, we can expand
B2(x1, s, xoff) = 4s
4 − 8x
2
offs
6
|h(x1)|2 +O
(
s8
)
. (E17)
Define the infinitely-squeezed limit
B2∞ := 4s
4. (E18)
We provide an error estimate. As we have the function B in the integral we estimate how far the integral is from the
desired integral. We evaluate the integrated difference to the infinite-squeezing limit sq to be
sq ≤
∫
dx1
p(x1)
|h(x1)|2
∣∣B2(x1, s, xoff)−B2∞∣∣ (E19)
≤
∫
dx1
p(x1)
|h(x1)|2
∣∣∣∣O( x2offs6|h(x1)|2
)∣∣∣∣ (E20)
= O (s6V[1/|h(x1)|2]x2off) . (E21)
The error is proportional to the variance of the random variable and s6.
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Appendix F: Reflection operators
1. The PBL reflection
In this section, we discuss the reflection used in Ref. [5] for Grover search with continuous variables. We name
this reflection the PBL reflection after the authors Pati, Braunstein, and Lloyd. The task of this gate is to assign a
negative phase to certain position eigenstates. Let |x0〉 be such a basis state. Then the operation is
|x0〉 → −|x0〉, (F1)
and the identity operation otherwise. Let ∆x > 0, the task is to implement the operation
CPBLx0,∆x = I− 2PPBLx0,∆x. (F2)
with
PPBLx0,∆x =
∫ x0+∆x/2
x0−∆x/2
dx|x〉〈x|. (F3)
This projector is different from the one used in the main part of the paper Eq. (22).
To implement this operation, first, let a function be cx0,∆x : R→ {0, 1} with cx0,∆x(x) = 1 if x = [x0− ∆x2 , x0 + ∆x2 ],
and cx0,∆x(x) = 0 otherwise. Replacing operator qˆ for x, the operator c0,∆x(qˆ) picks out the zero-position component
of a state with a spread ∆x. Assume we can implement the two-mode gate
CPBL,impl0,∆x := e−ic0,∆x(qˆ1)⊗pˆz . (F4)
The mode z is an ancilla mode for this operation. Applying CPBL,impl0,∆x to a computational state leads to
|x〉q1 |a〉qz → |x〉q1 |c0,∆x(x) + a〉qz . (F5)
To perform the desired operation, apply this quantum gate with ancilla state |f〉qz := F|pi/2〉qz =
∫
dyeipiy|y〉, where
F is the Fourier transform. This achieves
|x〉q1 |f〉qz = |x〉q1
∫
dyeipiy|y〉 (F6)
→ |x〉q1
∫
dyeipiy|c0,∆x(x) + y〉 (F7)
= |x〉q1
∫
dyeipi(y−c0,∆x(x))|y〉 (F8)
= e−ipic0,∆x(x)|x〉q1 |f〉qz . (F9)
If x = 0 with an uncertainty ∆x, this operation obtains a phase −1, otherwise the phase is +1, as desired.
We continue with defining the gate error. The main source of error is from the implementation of the function
c0,∆x(x), which for example has to be approximated via a polynomial. The error arising from using the exact gate
Cimplx0,∆x, see Eq. (F4), is by definition
‖CPBLx0,∆x − 〈f |qzCPBL,implx0,∆x |f〉qz‖ = 0, (F10)
where the reduced operator in the first register is compared by keeping the ancilla register for the Cimplx0,∆x gate in the
|f〉qz state. This zero error holds if we can implement the function cx0,∆x exactly. As we are usually implementing
the function cx0,∆x inexactly via a gate decomposition, let
CPBL,decx0,∆x (F11)
be the CV gate decomposition of CPBL,implx0,∆x . Define the error of this decomposition as
decC :=
∥∥∥〈f |qz (Cdecx0,∆x − Cimplx0,∆x) |f〉qz∥∥∥ . (F12)
We leave a quantification of this error for future work. In summary, the total error of the PBL gate is given by
PBL :=
∥∥CPBLx0,∆x − 〈f |qzCdecx0,∆x|f〉qz∥∥ = O (decC ) . (F13)
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2. The vacuum reflection operator
The qubit amplitude estimation uses a reflection around the computational initial state of all qubits being in the |0〉
state. In the CV case the initial state is the zero-photon vacuum state. For the CV version of amplitude estimation,
we require a reflection around such a state. We first discuss the single-mode vacuum reflection operator. It is given
by
Z id1 = I− 2|vac〉〈vac|. (F14)
This reflection operator puts a phase −1 to the optical ground state and leaves all other photon states unchanged.
The operator can be expressed in the Fock basis |k〉n as
Z id1 = −|0〉n〈0|n +
∞∑
k=1
|k〉n〈k|n. (F15)
Note that Z id1 can also be written as
Z id1 = eipi|0〉n〈0|n . (F16)
One way to implement the Hamiltonian |0〉n〈0|n may be to express it as a polynomial of the quadratures qˆ and pˆ.
Here, we show an implementation via the PBL reflection discussed in Appendix F 1. While this technique formally
allows to implement the vacuum reflection, there may exist simpler and more realistic methods. After all eipi|0〉n〈0|n
is a simple operation that attaches a phase −1 to the ground state and is identity on all other states, which may be
accomplished straightforwardly in an actual physical system. The equivalent operation for qubits has a straightforward
implementation [3, 4].
3. The vacuum reflection via the PBL reflection
Here, we discuss an implementation of the vacuum reflection that employs the PBL gate of Appendix F 1. First,
we can define
Z id′1 := I−
2
∆x
∫ ∆x/2
−∆x/2
dx D(x)|vac〉〈vac|D†(x) =: I− 2 B
∆x
, (F17)
which is close to Z id1 . This can be seen with k, k′ ≥ 1 from
〈vac|Z id′1 |vac〉 = 1−
2
∆x
∫ ∆x/2
−∆x/2
dx e−x
2
= −1 +O (∆x2) (F18)
〈k|nZ id′1 |k〉n = 1−
2
∆x
∫ ∆x/2
−∆x/2
dx e−x
2 x2k
k!
= 1 +O (∆x2) (F19)
〈k′|nZ id′1 |k〉n = −
2
∆x
∫ ∆x/2
−∆x/2
dx e−x
2 xk+k
′
√
k!k′!
= O (∆x2) . (F20)
Thus, we have ∥∥∥Z id′1 −Z id1 ∥∥∥ = O (∆x2) . (F21)
In addition, we can expand the projector used for the PBL gate C0,∆x = I− 2PPBL0,∆x, i.e.,
PPBL0,∆x =
∫ +∆x/2
−∆x/2
dx|x〉〈x| (F22)
=
∫ +∆x/2
−∆x/2
dxS(∞)D(x)|vac〉〈vac|D†(x)S(∞)† = S(∞)BS(∞)†. (F23)
Consider that the infinite squeezing operators are formally defined, which accounts for the 1∆x factor. Thus, we note
the following relationship
Z id1 ≈ S(∞)†CPBL0,∆xS(∞), (F24)
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which holds up to error O (∆x2). In words, we are squeezing strongly such that the vacuum is squeezed into a state
with position spread below ∆x and all other states are squeezed accordingly. Then, we apply the PBL gate CPBL0,∆x,
which attaches a phase −1 to all position states in the interval [−∆x2 , ∆x2 ]. Then, we unsqueeze position, i.e., squeeze in
the momentum component, via S(∞)† to undo the initial squeezing and obtain a state where the vacuum component
receives a phase −1. As long as the squeezing factor is large enough, this operation obtains the desired reflection of
the optical ground state, at least formally. Together with the error S from finite squeezing S(∞) → S(rmax), see
Eq. (52), we obtain the error O (∆x2 + S).
4. The reflection operator Z
The operator Z is a reflection around the computational initial state given by
Z ≡ Z id3 = I⊗3 − 2|vac〉1〈vac|1 ⊗ |vac〉2〈vac|2 ⊗ |vac〉3〈vac|3 = e−ipi|vac〉1〈vac|1⊗|vac〉2〈vac|2⊗|vac〉3〈vac|3 . (F25)
It is implemented analogous to the single-mode vacuum reflection. The ‘ideal’ reflection is equivalently defined via a
spread ∆x′ for which the computational states are equivalent. Note the relationship
Z id3 ≈ S(r∆x′)† ⊗ S(r∆x′)† ⊗ S(r∆x′)†
(CPBL0,∆x ⊗ CPBL0,∆x ⊗ CPBL0,∆x)S(r∆x′)⊗ S(r∆x′)⊗ S(r∆x′), (F26)
which holds again up to order O (∆x2). Here, we squeeze all three modes accordingly and use the PBL gate for each
of the three modes. Replacing S(r∆x′)→ S(rmax) incurs an additional error S . This shows the reflection around the
computational initial state used for the continuous-variable amplitude amplification algorithm.
5. The reflection operator V
For the amplitude amplification algorithm, we also require a reflection V defined by the measurement projector.
The ‘ideal’ reflection is equivalently defined via a spread ∆x′ for which the computational states are equivalent. It is
given by
V id = I⊗3 − 2I⊗ P0,∆x′ ⊗ Pxoff ,∆x′ (F27)
≡ I⊗3 − 2I⊗ |G0,∆x′〉2〈G0,∆x′ |2 ⊗ |Gxoff ,∆x′〉3〈Gxoff ,∆x′ |3 (F28)
= (I⊗ S(r∆x′)⊗D(xoff)S(r∆x′))
(
I
⊗3 − 2I⊗ |vac〉2〈vac|2 ⊗ |vac〉3〈vac|3
)×
× (I⊗ S†(r∆x′)⊗ S†(r∆x′)D†(xoff)) . (F29)
Thus, the gate can be implemented by squeezing, displacement, and a two-mode vacuum reflection. Such a reflection
is implemented analogous to Appendix F 4.
Appendix G: Details on the Grover operator Q and its controlled version
The operator Qid, defined in Eq. (31), preserves a two-dimensional subspace. Dropping some id superscripts, we
have
QidV|χ〉 = −(I− 2|χ〉〈χ|)V|χ〉 = −V|χ〉+ 2 cos(θ/2)|χ〉,
and
Qid|χ〉 = (I− 2|χ〉〈χ|)(|χ〉 − 2 cos(θ/2)V|χ〉)
= |χ〉 − 2 cos(θ/2)V|χ〉 − 2|χ〉+ 4 cos2(θ/2)|χ〉
= (4 cos2(θ/2)− 1)|χ〉 − 2 cos(θ/2)V|χ〉.
We see that the result of applying Qid to |χ〉 and V|χ〉 is preparing linear combinations of these two states. In addition,
we can express Qid with respect to the orthogonal states |χ〉 and |χ⊥〉 as
Qid|χ〉 = (2 cos2(θ/2)− 1)|χ〉 − 2 cos(θ/2) sin(θ/2)eiφ|χ⊥〉, (G1)
Qid|χ⊥〉 = 2 cos(θ/2) sin(θ/2)e−iφ|χ〉+ (2 cos(θ/2)− 1)|χ⊥〉,
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where 2 cos(θ/2)−2 cos
3(θ/2)
sin(θ/2) = 2 cos(θ/2) sin(θ/2) was used. Diagonalizing the matrix associated with Eqs. (G1) leads
to the eigenvalues e±θ, with associated eigenstates
|ψ±〉 = 1√
2
(|χ〉 ± i|χ⊥〉) . (G2)
We now show the sequence of gates making up Qid. For the probability distribution p(x), we have the operator G
which we leave as a variable in the following. Define here G′ := G ⊗ S(r∆x′) ⊗ S(r∆x′). We write out explicitly the
operator Qid as
Qid = HidG′Z idG′†(Hid)†V idHidG′Z idG′†(Hid)†V id (G3)
= e−i1/
√
f(qˆ1)⊗pˆ2⊗pˆ3 (G ⊗ S(r∆x′)⊗ S(r∆x′)) e−ipi|vac〉1〈vac|1⊗|vac〉2〈vac|2⊗|vac〉3〈vac|3 (G4)
(G ⊗ S(r∆x′)⊗ S(r∆x′))† ei1/
√
f(qˆ1)⊗pˆ2⊗pˆ3
(I⊗ S(r∆x′)⊗D(xoff)S(r∆x′)) eipiI⊗|vac〉2〈vac|2⊗|vac〉3〈vac|3
(
I⊗ S†(r∆x′)⊗ S†(r∆x′)D†(xoff)
)
e−i1/
√
f(qˆ1)⊗pˆ2⊗pˆ3 (G ⊗ S(r∆x′)⊗ S(r∆x′)) e−ipi|vac〉1〈vac|1⊗|vac〉2〈vac|2⊗|vac〉3〈vac|3
(G ⊗ S(r∆x′)⊗ S(r∆x′))† ei1/
√
f(qˆ1)⊗pˆ2⊗pˆ3
(I⊗ S(r∆x′)⊗D(xoff)S(r∆x′)) eipiI⊗|vac〉2〈vac|2⊗|vac〉3〈vac|3
(
I⊗ S†(r∆x′)⊗ S†(r∆x′)D†(xoff)
)
.
The controlled version is
Qidc = e−i1/
√
f(qˆ1)⊗pˆ2⊗pˆ3⊗pˆφ (Gc ⊗ Sc(r∆x′)⊗ Sc(r∆x′)) e−ipi|vac〉1〈vac|1⊗|vac〉2〈vac|2⊗|vac〉3〈vac|3⊗pˆφ (G5)
(Gc ⊗ Sc(r∆x′)⊗ Sc(r∆x′))† ei1/
√
f(qˆ1)⊗pˆ2⊗pˆ3⊗pˆφ (G6)
(I⊗ Sc(r∆x′)⊗Dc(xoff)Sc(r∆x′)) eipiI⊗|vac〉2〈vac|2⊗|vac〉3〈vac|3⊗pˆφ
(
I⊗ S†c (r∆x′)⊗ S†c (r∆x′)D†c(xoff)
)
e−i1/
√
f(qˆ1)⊗pˆ2⊗pˆ3 (Gc ⊗ Sc(r∆x′)⊗ Sc(r∆x′)) e−ipi|vac〉1〈vac|1⊗|vac〉2〈vac|2⊗|vac〉3〈vac|3⊗pˆφ
(Gc ⊗ Sc(r∆x′)⊗ Sc(r∆x′))† ei1/
√
f(qˆ1)⊗pˆ2⊗pˆ3⊗pˆφ
(I⊗ Sc(r∆x′)⊗Dc(xoff)Sc(r∆x′)) eipiI⊗|vac〉2〈vac|2⊗|vac〉3〈vac|3⊗pˆφ
(
I⊗ S†c (r∆x′)⊗ S†c (r∆x′)D†c(xoff)
)
.
We use the controlled displacement and squeezing operators
Dc(α) = e
(αaˆ†−α∗aˆ)⊗pˆφ , (G7)
Sc(r) = e
r
2 (aˆ
2−aˆ†2)⊗pˆφ . (G8)
Appendix H: Phase estimation
The error of a single application of Qc is given by Q, hence the error of (Qc)M is O (MQ). This error appears
as a spread O (MQ) of the θ values in the phase estimation mode. Thus, instead of state Eq. (39) we obtain the
statistical mixture
1
s
√
pi
|ψ+〉〈ψ+|
∫
dθ˜G2Mθ,MQ(θ˜)
∫
dx
∫
dx′e−
x2+x′2
2s2 |x+ θ˜〉qφ〈x′ + θ˜|qφ . (H1)
Measuring the position q obtains the probability distribution
P˜θ(q) =
1
s
√
pi
∫
dθ˜G2Mθ,MQ(θ˜)
∫
dx
∫
dx′e−
x2+x′2
2s2 〈x′ + θ˜|q〉〈q|x+ θ˜〉qφ (H2)
=
1
s
√
pi
∫
dθ′G2Mθ,MQ(θ
′)e−
(θ˜−q)2
s2 (H3)
=
e
− (Mθ−q)2
(MQ)
2+s2
√
pi
√
(MQ)2 + s2
. (H4)
The success probability of q being inside a range M around the expectation value Mθ, i.e., |q −Mθ| ≤M, is given
by
psuccess =
∫ Mθ+M
Mθ−M
dqP˜θ(q) = erf
(
M√
(MQ)2 + s2
)
. (H5)
