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We theoretically investigate the generation of two entangled beams of light in the process of
single-pass type-I noncollinear frequency degenerate parametric downconversion with an ultrashort
pulsed pump. We find the spatio-temporal squeezing eigenmodes and the corresponding squeez-
ing eigenvalues of the generated field both numerically and analytically. The analytical solution
is obtained by modeling the joint spectral amplitude of the field by a Gaussian function in curvi-
linear coordinates. We show that this method is highly efficient and is in a good agreement with
the numerical solution. We also reveal that when the total bandwidth of the generated beams is
sufficiently high, the modal functions cannot be factored into a spatial and a temporal parts, but
exhibit a spatio-temporal coupling, whose strength can be increased by shortening the pump.
I. INTRODUCTION
Parametric down-conversion (PDC) of light occurs
when a strong coherent pump wave illuminates a non-
linear crystal, where a pump photon at frequency ωp is
converted into two photons, signal and idler, with fre-
quencies ωs and ωi respectively, which sum up to the
frequency of the pump photon. When the pump wave is
strong enough and a non-degenerate phase-matching con-
dition is satisfied for the three interacting waves, many
photon pairs are generated at a time and one obtains
a device known as optical parametric amplifier (OPA),
capable of amplifying an incoming wave at the signal
frequency, which has numerous applications in modern
optics. Quantum theory of OPA predicts that even with
the vacuum at the input, it generates the signal and idler
beams of light which are correlated in photon number [1]
and in field quadratures [2]. The intensity of the gener-
ated beams can be significantly increased by placing the
nonlinear crystal inside a cavity resonant at the signal
and idler frequencies, a configuration known as optical
parametric oscillator (OPO). Intensity correlations be-
tween the two generated “twin beams” below the shot
noise level were observed first in the OPO configuration
[3]. Later, it was realized that the correlations of the
field quadratures of the twin beams represent an exam-
ple [4] of the famous Gedankenexperiment of Einstein,
Podolsky and Rosen (EPR) [5]. EPR-correlations of twin
beams were observed in PDC light in the OPO [6] and
the OPA [7] configurations, as well as in the four-wave
mixing [8]. It was shown that these correlations repre-
sent the fundamental quantum property of entanglement
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between the two optical modes and, aside from their im-
portance for the foundations of the quantum theory, can
be used for quantum teleportation of continuous variables
[9, 10]. With the discovery of a possibility to perform a
measurement-based quantum computation by making a
sequence of measurements on a multimode cluster state,
EPR-entangled beams became a key resource for building
an optical quantum computer [11, 12].
EPR entanglement of continuous variables is tightly
related to quadrature squeezing, which is observed in de-
generate OPAs and OPOs. Superimposing two squeezed
beams having the same carrier frequency on a balanced
beam-splitter, one obtains a pair of EPR-correlated
beams at the two beam-splitter outputs [9]. This tech-
nique is the cornerstone of modern sources of cluster
states [11, 12]. The inverse process is also possible: com-
bining two EPR-entangled beams having the same car-
rier frequency on a balanced beam-splitter one obtains
two squeezed states at the two outputs [13]. This tech-
nique is useful for characterization of the EPR source [6],
since the measurement of squeezing of one optical beam is
often technically simpler than the measurement of EPR
correlations of two beams.
In this article we explore the possibility of generating
two EPR entangled beams in single-pass PDC with a
type-I noncollinear phase matching in the sub-picosecond
pulsed regime. We are interested in the production of
two beams which can be individually addressed and, for
instance, manipulated by delay lines and arrays of beam-
splitters as necessary for creation of a time-multiplexed
cluster state [11, 12]. For this purpose the beams need to
have the same central frequency and propagate along two
distinct directions in space. Since in the type-I PDC the
signal and idler fields are generated in a form of colored
cones around the direction of propagation of the pump
wave, we consider selecting two conjugated directions by
two symmetrically placed mirrors, as shown in Fig. 1.
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FIG. 1. Generation of twin beams via type-I noncollinear
PDC. The downconverted field appears in a form of colored
cones: each frequency has a distinct angle of perfect phase-
matching. A part of this radiation is selected by two symmet-
rically placed mirrors and recombined on a balanced beam-
splitter with a subsequent homodyne detection.
The simplest way to observe the entanglement of the
generated beams is to combine them on a beam splitter
with a subsequent homodyne measurement of one of its
outputs. Time-domain homodyne measurement of pulsed
light is a delicate technique requiring a proper prepara-
tion of a local oscillator pulse for precise temporal and
spatial mode matching. Measurement of squeezing in the
combined beam is the first step towards building a cluster
state by time multiplexing.
In order to obtain a highly multimode configuration,
the angular size of the mirrors (seen from the crystal cen-
ter) is chosen to be bigger than the angular size of the
pump. We therefore expect a rich spatial and tempo-
ral modal structure of the selected optical beams. One
of the main results of our analysis is the demonstration
of a strong coupling between the spatial and temporal
degrees of freedom of the generated beams, leading to
creation of spatio-temporal modes, an effect known for
photon pairs [14, 15] but not yet considered in the high-
gain regime. A rich modal structure of entangled beams
is highly interesting for adding mode-multiplexing to a
time-multiplexed optical cluster state.
An explicit multidimensional multimode analysis of
the entangled beams distinguishes our approach from
similar works on production of EPR-entangled beams via
nonlinear interactions in a pulsed single-pass configura-
tion [16–18]. This analysis is based on the decomposition
of a Gaussian unitary transformation, like PDC with un-
depleted pump, into a set of single-mode squeezers for
properly defined squeezing eigenmodes [19, 20], a rep-
resentation also known as Bloch-Messiah reduction [21].
Application of this general procedure to the case of twin
beams possesses some remarkable symmetries [22], which
simplify the analytic and numerical treatment of an oth-
erwise very complicated six-dimensional problem. On the
other hand, our approach is different from the modal de-
composition of the full cone of the downconverted light
[23, 24], where the mode-selective detection of squeezing
may be very complicated.
The article is structured as follows. In Sec. II we con-
sider the unitary transformation of the field in a single-
pass PDC with a pulsed pump, applying the full three-
dimensional representation of the field. As a result, we
find the kernel of the quadratic form, giving the Gaus-
sian transformation generator, and show that it can be
made real symmetric in a properly chosen representation
picture. In Sec. III we show how a Takagi factorization
of this kernel allows one to obtain the modal functions of
the squeezing eigenmodes in the Fourier domain. We also
demonstrate that a Gaussian modeling is possible for this
kernel in curvilinear spatio-temporal coordinates, which
allows us to find approximate analytic expressions for the
squeezing eigenfunctions and squeezing eigenvalues. We
discuss the modal dimensionality of the twin-beams on
the basis of the Schmidt number. In Sec. IV we analyze
numerically the archetypal example of beta-barium bo-
rate (BBO) crystal and find the squeezing eigenfunctions
and squeezing eigenvalues, which are remarkably close to
that found analytically. Section V summarizes the re-
sults and concludes the article. The appendices contain
the details of mathematical calculations.
II. NONCOLLINEAR PARAMETRIC
DOWNCONVERSION
A. Notations and the equation of motion
The model we adopt for the description of single-pass
pulsed PDC in a χ(2) nonlinear crystal is developed in
Refs. [14, 15, 25–27] on the basis of the wave equation
and is recast here in the Hamiltonian form. We consider
a crystal slab of length L, infinite in the transverse di-
rections, cut for type-I noncollinear phase-matching. We
take the z axis as the pump-laser mean propagation direc-
tion and indicate with ~x = (x, y) the position coordinates
in the transverse plane, where the y axis is taken so that
the optical axis of the crystal lies in the yz plane at an
angle θ0 with the z axis.
The pump is a Gaussian beam focused at position z0
inside the crystal. It is polarized along the y direction
and propagates through the crystal as an extraordinary
wave. In the time domain it is a Gaussian transform-
limited pulse whose maximum passes the position z0 at
time t = 0. Its central frequency is denoted by ωp. The
pump is treated as an undepleted deterministic wave and
is described by a c-number function of space and time
coordinates. The positive frequency part of the pump
field (in photon flux units) can be written as
E(+)p (z, ~x, t) =
∫
Ap(~q,Ω)e
ikpz(~q,Ω)(z−z0)+i~q·~x (1)
×e−i(ωp+Ω)t d~q
(2pi)2
dΩ
2pi
,
where ~q = (qx, qy) is the transverse component of the
wave-vector and Ω represents the frequency offset from
the carrier frequency. The pump amplitude Ap(~q,Ω) does
not depend on z, since the pump is undepleted. All vari-
ations of the pump wave in the longitudinal direction are
determined by the longitudinal component of the wave-
3vector for given ~q and Ω, which is
kpz(~q,Ω) =
√(
np(~q, ωp + Ω)(ωp + Ω)
c
)2
− |~q|2, (2)
where np(~q, ω) is the refractive index of the extraordi-
nary wave at frequency ω = ωp + Ω propagating along
the direction determined by the transverse wave-vector ~q.
It can be expressed via the ordinary and extraordinary
refractive indices of a uniaxial crystal (see Appendix A).
As a result of nonlinear transformation of the pump
field in the crystal, a subharmonic field emerges with the
central frequency ω0 = ωp/2. In the type-I phasematch-
ing, considered here, the subharmonic is polarized in the
xz plane and propagates as an ordinary wave. This field
is treated in the framework of quantum theory and is
described by a Heisenberg operator, being a function of
space and time coordinates. The positive frequency part
of the Heisenberg field operator (in photon flux units)
can be written in a form of Fourier integral:
Eˆ(+)(z, ~x, t) =
∫
aˆ(z, ~q,Ω)ei~q·~x−i(ω0+Ω)t
d~q
(2pi)2
dΩ
2pi
. (3)
Here aˆ(z, ~q,Ω) is the annihilation operator of a photon
at position z with the transverse wave-vector ~q and fre-
quency ω0 + Ω. Evolution of this operator along the
crystal is described by the following integro-differential
equation [26]
∂aˆ(z, ~q,Ω)
∂z
= ikz(~q,Ω)aˆ(z, ~q,Ω) + χ
∫
Ap(~q + ~q
′,Ω + Ω′)
×aˆ†(z, ~q ′,Ω′)eikpz(~q,Ω)(z−z0) d~q
′
(2pi)2
dΩ′
2pi
, (4)
where χ is the coupling constant and the longitudinal
wave-vector of the subharmonic field is
kz(~q,Ω) =
√(
no(ω0 + Ω)(ω0 + Ω)
c
)2
− |~q|2, (5)
with no(ω) being the refractive index of the ordinary
wave at frequency ω.
Equation (4) can be rewritten in the Hamiltonian form
∂aˆ(z, ~q,Ω)
∂z
=
i
~
[
aˆ(z, ~q,Ω), Hˆ0(z) + Vˆ(z, z)
]
(6)
with the linear propagation Hamiltonian
Hˆ0(z)= ~
(2pi)3
∫
kz(~q,Ω)aˆ
†(z, ~q,Ω)aˆ(z, ~q,Ω)d~qdΩ, (7)
and the parametric interaction Hamiltonian
Vˆ(z, z′) = −i~χ
2(2pi)6
∫
Ap(~q + ~q
′,Ω + Ω′)eikpz(~q,Ω)(z−z0)
×aˆ†(z′, ~q,Ω)aˆ†(z′, ~q ′,Ω′)d~qdΩd~q ′dΩ′ +H.c. (8)
together with the equal-space commutation relations [28][
aˆ(z, ~q,Ω), aˆ†(z, ~q ′,Ω′)
]
= (2pi)3δ(Ω− Ω′)δ (~q − ~q ′) .
(9)
The full Hamiltonian Hˆ0(z) + Vˆ(z, z) has a meaning of
the z-component of the field momentum [28]. Note that
the interaction Hamiltonian (8) depends on the position
in two ways: directly via the pump dependence and in-
directly via the z-dependence of the field operator in the
Heisenberg picture.
B. Interaction picture
For a perturbative treatment of the field evolution
in the crystal it is convenient to introduce the slowly-
varying field amplitude operator ˆ(z, ~q,Ω) defined as [29]
aˆ(z, ~q,Ω) = ˆ(z, ~q,Ω)eikz(~q,Ω)(z−z0). (10)
This operator varies slowly with z due to nonlinear cou-
pling of the waves and corresponds to the photon annihi-
lation operator in the interaction picture, introduced by
a unitary transformation
ˆ(z, ~q,Ω) = Uˆ†I (z, 0)aˆ(0, ~q,Ω)UˆI(z, 0), (11)
where the interaction picture evolution operator is
UˆI(z, 0) = Uˆ†0 (z − z0)Uˆ(z, 0), (12)
with Uˆ0(z) = exp
{
i
~Hˆ0(0)z
}
being the operator of linear
propagation and Uˆ(z, 0) being the operator of full evolu-
tion in the Heisenberg picture, such that the solution
of Eq. (6) is aˆ(z, ~q,Ω) = Uˆ†(z, 0)aˆ(0, ~q,Ω)Uˆ(z, 0). Pecu-
liarity of the interaction picture introduced by Eq. (12)
consists in the possibility to choose the point z0, where
the interaction picture operators coincide with those of
the Heisenberg picture, and which we call the “passage
point”. This point does not have to coincide with the
beginning of the interaction, z = 0. As we will see later,
one can exploit the symmetries of the setup geometry by
placing the passage point z0 at the center of the crystal,
where the pump is typically focused.
Substituting Eq. (10) into Eq. (4), we obtain an
integro-differential equation for the slowly-varying am-
plitude [25, 27]
∂ˆ(z, ~q,Ω)
∂z
=χ
∫
Ap(~q + ~q
′,Ω + Ω′)ˆ†(z, ~q ′,Ω′) (13)
×e−i∆(~q,Ω,~q ′,Ω′)(z−z0) d~q
′
(2pi)2
dΩ′
2pi
,
where
∆(~q,Ω, ~q ′,Ω′) = kz(~q,Ω)+kz(~q ′,Ω′)−kpz(~q+~q ′,Ω+Ω′)
(14)
is the phase mismatch, determining the efficiency of the
downconversion process, in which a pump photon of fre-
quency ωp + Ω + Ω
′ with transverse wave-vector ~q + ~q ′,
splits into two photons of frequencies ω0 + Ω and ω0 + Ω
′
with transverse wave-vectors ~q and ~q ′ respectively.
Substituting Eq. (11) into Eq. (13), we obtain an
equation for the interaction picture evolution operator
4UˆI(z, 0). However, a more compact equation is obtained
for the shifted operator UˆIS(z, 0) = UˆI(z, 0)Uˆ†0 (z0):
d UˆIS(z, 0)
dz
=
i
~
VˆI(z)UˆIS(z, 0), (15)
which should be solved with the initial condition
UˆIS(0, 0) = Iˆ, where Iˆ is the unity operator. In the above
equation the interaction picture interaction Hamiltonian
is
VˆI(z) = Uˆ†0 (z − z0)Vˆ(z, 0)Uˆ0(z − z0)
=
−i~χ
2(2pi)6
∫
Ap(~q + ~q
′,Ω + Ω′)e−i∆(~q,Ω,~q
′,Ω′)(z−z0)
×aˆ†(0, ~q,Ω)aˆ†(0, ~q ′,Ω′)d~qdΩd~q ′dΩ′ +H.c. (16)
The solution of Eq. (15) describes the field evolution
from the crystal input (z = 0) to the crystal output (z =
L) and can be written in the form of a T -exponent [30]
UˆIS(L, 0) = T e i~
∫ L
0
dz VˆI(z), (17)
where the symbol T denotes a z-ordering operator,
putting the operators with higher z-values to the left in
the expansion of the exponential.
C. Magnus expansion
Decomposing ln UˆIS(L, 0) in the Taylor series in the
modulus of the coupling constant |g|, one can represent
the T -exponent in the form of Magnus expansion [31, 32]
UˆIS(L, 0) = eΞˆ1+Ξˆ2+Ξˆ3+..., (18)
where Ξˆk is an operator proportional to |χ|k, and the
first two terms in Eq. (18) are
Ξˆ1 =
i
~
∫ L
0
dz VˆI(z), (19)
Ξˆ2 = − 1
2~2
∫ L
0
dz1
∫ z1
0
dz2 [VˆI(z1), VˆI(z2)]. (20)
When the coupling of the waves in the nonlinear crys-
tal is not too strong, the Magnus series in the exponent
of Eq. (18) converge sufficiently fast. Limiting these se-
ries to the first k terms, we obtain the kth Magnus ap-
proximation for the evolution operator, which we denote
by Uˆ [k]IS . This operator is unitary for any k, which is a
great advantage of the Magnus expansion as compared
to other approximate methods such as the Dyson expan-
sion. It has been shown analytically for continuous-wave
PDC [32] and numerically for pulsed PDC [33] that the
first order of the Magnus expansion is sufficient when
the degree of squeezing does not surpass 12 dB. Typical
experiments with CV-entangled beams of light are oper-
ating at lower squeezing, and thus we limit our consid-
eration to the first-order Magnus approximation, which
implies a limitation on the peak pump power. It should
be noted that in the noncollinear PDC the wave coupling
is relatively weak even for high pump powers, because of
fast spatial separation of the subharmonic and the pump
beams in the crystal. Thus, the first-order evolution op-
erator Uˆ [1]IS = exp Ξˆ1 should provide a good description
of the field evolution in the crystal.
Substituting Eq. (16) into Eq. (19), choosing z0 = L/2
and performing the integration, we obtain
Ξˆ1 =
χL
2(2pi)6
∫
K(~q,Ω, ~q ′,Ω′)aˆ†(0, ~q,Ω)aˆ†(0, ~q ′,Ω′)
×d~qdΩd~q ′dΩ′ −H.c., (21)
where
K(~q,Ω, ~q ′,Ω′) = Ap(~q + ~q ′,Ω + Ω′)
× sinc (∆(~q,Ω, ~q ′,Ω′)L/2) (22)
is the squeezing kernel, corresponding to the squeezing
matrix in the case of discrete modes [20]. This rather
simple form of the squeezing kernel is a result of our
choice of the passage point to the interaction picture z0.
A further simplification is related to the form of the term
Ap(~q,Ω), which is the transverse and temporal Fourier
transform of the pump field envelope at z0. If the pump
beam is focused at the crystal center and is transform-
limited at this point, then the function Ap(~q,Ω) is real
(or has a constant phase). Assuming Gaussian shapes for
the spatial and temporal distribution of the pump beam
we can write the pump amplitude as
Ap(~q,Ω) = A0 exp
(
−|~q|
2
4q2p
− Ω
2
4Ω2p
)
(23)
where A0 is the peak pump amplitude (in the pho-
ton flux units), while qp and Ωp are (intensity) stan-
dard deviations of the spatial spectrum and the fre-
quency spectrum respectively. The phases of A0 and
χ can be removed by a trivial phase shift aˆ(0, ~q,Ω) →
aˆ(0, ~q,Ω) exp[i arg(χA0)/2], and below, without loss of
generality, we will take both these parameters real and
positive.
The squeezing kernel, Eq. (22), is real in this case,
which greatly simplifies the modal analysis of the gener-
ated light.
III. SQUEEZING EIGENMODES
A. Takagi factorization
The interaction picture evolution operator exp Ξˆ1 with
its generator defined by Eq. (21) represents a multimode
squeezing operator [20]. It means that the subharmonic
field at the output of the nonlinear crystal is in a mul-
timode squeezed state. By a proper choice of the modal
basis for this field the output state can be represented as
direct product of single-mode squeezed states for each
5spatio-temporal mode. Such a representation can be
based on a diagonalization of the covariance matrix [34],
on a Takagi factorization of the squeezing matrix [20]
or on the more general formalism of the Bloch-Messiah
reduction of a Gaussian unitary transformation [21, 35–
37]. The equivalence of all these approaches has been
shown in Ref. [22]. Following Bennink and Boyd [20]
we introduce the squeezing eigenmodes by Takagi fac-
torization of the squeezing kernel, Eq. (22). Note that
this kernel is symmetric with respect to variable ex-
change {~q,Ω} ↔ {~q ′,Ω′}, which follows from the signal-
idler symmetry in a frequency-degenerate type-I PDC.
As a consequence, its singular value decomposition can
be written using the Takagi factorization:
K(~q,Ω, ~q ′,Ω′) =
∑
m
σmfm(~q,Ω)fm(~q
′,Ω′), (24)
where the non-negative numbers σm are the singular val-
ues of the kernel and the complex functions fm(~q,Ω) cre-
ate a complete orthonormal set of functions in the space
of functions of {~q,Ω}. The above factorization is always
possible for a symmetric square-integrable kernel [38]. To
guarantee the square integrability of the kernel below we
accept that the subharmonic field is spatially filtered, so
that only a limited range of values ~q is taken into consid-
eration. For a real kernel the functions fm(~q,Ω) possess a
remarkable property: they are either real of purely imag-
inary [22].
Defining the new modes by the modal functions
fm(~q,Ω) and the corresponding annihilation operators
bˆm =
1
(2pi)3
∫
f∗m(~q,Ω)aˆ(0, ~q,Ω)d~qdΩ, (25)
we rewrite the interaction picture evolution operator as
eΞˆ1 = e
1
2χL
∑
m σm(bˆ
†2
m−bˆ2m), (26)
which is a product of squeezing operators for every mode.
The degree of squeezing of the mth mode is rm = χLσm.
The operator of the full evolution in the Heisenberg
picture reads
Uˆ(L, 0) = Uˆ0(L/2)UˆIS(L, 0)Uˆ0(L/2) (27)
= e
i
~ Hˆ0(0)L/2eΞˆ1e
i
~ Hˆ0(0)L/2
= e
1
2χL
∑
m σm(cˆ
†2
m−cˆ2m)e
i
~ Hˆ0(0)L,
where the operators cˆm correspond to modes with the
modal functions f¯m(~q,Ω) = fm(~q,Ω) exp(ikz(~q,Ω)L/2).
When the operator (27) acts on the vacuum state of
the field, the free evolution operator e
i
~ Hˆ0(0)L leaves the
vacuum unaffected. Thus, the output field of an unseeded
parametric amplifier consists of squeezed modes defined
by the modal functions f¯m(~q,Ω), which differ from the
functions fm(~q,Ω) by a phase factor, corresponding to
dispersive propagation from the center of the crystal to
its output plane. The output modal functions f¯m(~q,Ω)
are complex functions and are not easy to visualize. In
the following we prefer to work with the modal functions
fm(~q,Ω) which are either purely real or purely imaginary
and which correspond to the squeezing eigenmodes of the
parametric amplifier backward projected to the crystal
center.
B. Reduction of the Takagi factorization to the
spectral decomposition
Since the kernel K(~q,Ω, ~q ′,Ω′) is real and symmetric
it can be diagonalized in its eigenbasis:
K(~q,Ω, ~q ′,Ω′) =
∑
m
λmwm(~q,Ω)wm(~q
′,Ω′), (28)
where λm are real eigenvalues and wm(~q,Ω) are real
eigenfunctions of the kernel. The difference with the Tak-
agi factorisation, Eq. (24), is twofold: first, the eigen-
values λm can be negative, while the singular values
σm are always non-negative, and second, the eigenfunc-
tions wm(~q,Ω) are real, while the functions fm(~q,Ω)
are either real or imaginary. However, the connection
between these two decompositions is simple [22]. For
any m such that λm is nonengative, σm = λm and
fm(~q,Ω) = wm(~q,Ω). For any m such that λm is neg-
ative, σm = −λm and fm(~q,Ω) = iwm(~q,Ω).
Real spectral decomposition will be our principal tool
in the numerical calculation of the squeezing eigenmodes
in the subsequent sections.
C. Approximations for the phase matching
At certain regimes of PDC, the numerically found
squeezing eigenmodes can be compared to those found by
Gaussian modeling of the squeezing kernel and a subse-
quent Takagi factorisation, Eq. (24), in an analytic form.
Gaussian modeling of the kernel requires application of
the nearly plain-wave and monochromatic pump approx-
imation (NPMPA) [14, 15, 27].
To formulate this approximation let us introduce new
variables [27]: ~q+ = ~q+~q
′, ~q− = 12 (~q − ~q ′), Ω+ = Ω+Ω′,
Ω− = 12 (Ω− Ω′). In these variables the squeezing kernel,
Eq. (22), with the pump defined by Eq. (23) reads
K(~q,Ω, ~q ′,Ω′) = A0 exp
(
−|~q+|
2
4q2p
− Ω
2
+
4Ω2p
)
(29)
× sinc
[
∆
(
~q+
2
+ ~q−,
Ω+
2
+ Ω−,
~q+
2
− ~q−, Ω+
2
− Ω−
)
L
2
]
.
Due to the exponential factor this function is non-zero
only in a small region around (~q+,Ω+) = 0. The size
of this region is determined by the standard deviations
qp and Ωp of the pump. For sufficiently wide and long
pump pulse these deviations are so small that the sinc
factor in Eq. (29) can be considered as constant in the
variables (~q+,Ω+) and evaluated at the point where they
6are zero, which means application of NPMPA. A rigorous
formulation of the conditions for this approximation in
terms of dispersive properties of the crystal can be found
in Ref. [27].
In NPMPA the squeezing kernel takes a simple form
K0(~q,Ω, ~q ′,Ω′)= A0 exp
(
−|~q+|
2
4q2p
− Ω
2
+
4Ω2p
)
Φ0(~q−,Ω−),
(30)
where
Φ0(~q,Ω) = sinc [∆ (~q,Ω,−~q,−Ω)L/2] (31)
is the phase-matching function. For the considered case
of type-I PDC this function is independent of the di-
rection of the vector ~q and depends only on its modu-
lus q = |~q|, as can be easily seen from Eqs. (5), (14),
and (31). The shape of the phase-matching function in
the plane (q,Ω) is calculated for a beta-barium borate
(BBO) crystal with the help of the Sellmeier equation
for dispersion and is shown in Fig. 2. This function
takes its maximal value 1 along the line in the (q,Ω)
plane (phase-matched curve) where the phase mismatch
∆ (~q,Ω,−~q,−Ω) is zero.
FIG. 2. The phase-matching function for the BBO crystal
cut for frequency-degenerate noncollinear type-I PDC at the
angle θ0 = 29.62
◦ pumped at the wavelength 397.5 nm.
The phase-matching function can be expressed in ele-
mentary functions by making the paraxial and quadratic
dispersion approximation (PQDA), which consists in
keeping only terms up to the second order in the Tay-
lor expansion of the z-component of the ordinary wave-
vector as function of ~q and Ω:
kz(~q,Ω) =
√
k(Ω)2 − q2x − q2y
≈ k0 + k′0Ω +
1
2
k′′0 Ω
2 − 1
2k0
(
q2x + q
2
y
)
,
(32)
where k(Ω) = no(ω0 + Ω)(ω0 + Ω)/c is the modulus of
the ordinary wave-vector at frequency ω0 + Ω, while k0,
k′0 and k
′′
0 are its value and two derivatives at (~q,Ω) = 0.
PQDA is valid if the spatial filtering limits the maximal
value of |~q |, and as a consequence, the maximal value
of |Ω|, which is related to |~q | via the phase-matching
function.
Now, from Eqs. (14) and (32) we obtain the phase
mismatch in PQDA and NPMPA
∆(~q,Ω,−~q,−Ω) = kz(~q,Ω) + kz(−~q,−Ω)− kpz(0, 0)
≈ 2k0 − kp + k′′0 Ω2 − 1k0
(
q2x + q
2
y
)
, (33)
where kp = kpz(0, 0) is the wave-vector of the pump
at frequency ωp directed along the z axis. Introduc-
ing the characteristic spectral and spatial widths of the
phase-matching function [14, 15, 25–27] Ω0 =
√
1/(k′′0L)
and Q0 =
√
k0/L and the collinear mismatch phase
γ = (2k0 − kp)L/2, we write the phase-matching func-
tion in the following PQDA form:
Φ0(~q,Ω) ≈ sinc
(
γ +
Ω2
2Ω20
− q
2
x + q
2
y
2Q20
)
. (34)
Noncollinear configuration corresponds to positive γ.
In this case, the degenerate frequency Ω = 0 is perfectly
matched on the cone defined by the relation |~q | = qd,
where qd =
√
2γQ0. This cone is characterized by the
angle θs between any of its directions and the z axis, such
that qd = k0 sin θs ≈ k0θs. The exact condition of zero
phase mismatch is kp = 2k0 cos θs. As a consequence, in
PQDA one can write γ = k0L(1− cos θs) ≈ k0Lθ2s/2.
For every ~q such that |~q | ≥ qd, there are two perfectly
matched frequencies ±Ω(pm)(~q), where
Ω(pm)(~q) = Ω0
√
q2x + q
2
y
Q20
− 2γ. (35)
This expression shows that in the framework of PQDA
the perfect phase-matched surface in the (~q,Ω) space has
the shape of a hyperboloid. The cross-section of this hy-
perboloid at qy = 0 gives the phase-matched (yellow)
areas in Fig. 2. At high values of |Ω| the perfect phase-
matched curve deflects from the shape of hyperbola be-
cause PQDA is not valid any more and higher orders of
the Taylor expansion in Eq. (32) become important.
Note that the applicability of PQDA is determined by
the filtering of the downconverted light, while that of
NPMPA is determined by the pump pulse size. In Ap-
pendix B we analyze the conditions for applicability of
NPMPA when PQDA is valid.
D. Joint spectral amplitude
As we have seen from the analysis of the preceding sec-
tion, in a type-I noncollinear PDC the subharmonic radi-
ation emerges in a form of “colored cones”. In practice,
only a part of this radiation may be interesting. As ex-
plained in the Introduction, in this study we consider the
7case where two mirrors select two regions in the ~q space
for subsequent optical processing. One region, Rs, corre-
sponds to qx ∈ [qx,min, qx,max] and qy ∈ [−qy,max, qy,max],
and the field emitted in this direction is referred to as
“signal”, see Fig. 3.
qx
qy
qx,min qx,max−qx,min−qx,max
qd−qd
qy,max
−qy,max RsRi pump
FIG. 3. Schematic representation of the signal region Rs and
the idler one Ri selected by two mirrors in the OPA output.
The colored arcs show spectral components emitted at given
angle and correspond to the colored arrows in Fig. 1. qd is
the transverse wave vector corresponding to perfect phase-
matching at the degenerate frequency ω0 = ωp/2.
The other region, Ri, corresponds to qx ∈
[−qx,max,−qx,min] and qy ∈ [−qy,max, qy,max], and the
field emitted in this direction is referred to as “idler”.
The limits of the regions are chosen to comprise maxi-
mally the phase-matched area. The idler radiation has
the transverse wave-vector opposite to that of the signal
one, and in this sense the signal and the idler areas are
conjugated: every photon in the signal field has in the
idler field its “twin”, emerged in the same elementary
act of photon-pair creation.
Mathematically, the signal region Rs is described by
its indicator function
Π(~q) =
{
1, if ~q ∈ Rs,
0, otherwise,
(36)
while the idler region Ri has the indicator function
Π(−~q ). The squeezing kernel of the light reflected by the
mirrors is given by Eq. (22) multiplied by the indicator
functions of the signal and idler regions:
K(~q,Ω, ~q ′,Ω′) = J (~q,Ω, ~q ′,Ω′) + J (~q ′,Ω′, ~q,Ω),(37)
where
J (~q,Ω, ~q ′,Ω′) = K(~q,Ω, ~q ′,Ω′)Π(~q )Π(−~q ′)Π0(Ω)Π0(Ω′)
(38)
is a kernel localized in the region ~q ∈ Rs, ~q ′ ∈ Ri. Here
Π0(Ω) = rect(|Ω|/2Ωmax) is a function cutting off the
frequencies above the maximal on Rs phase-matched fre-
quency Ωmax = Ω
(pm)(qx,max, 0). This filtering function
is redundant in Eq. (38), since above Ωmax the squeez-
ing kernel is almost zero on Rs. However, in the next
section we will omit the filtering in the qx direction and
the filtering in frequency will be necessary for square-
integrability of the kernel. In other words, we replace
the spatial filtering by the frequency filtering, which is
possible because every frequency component is emitted
at a given angle. Filtering in frequency allows us also
to define the 3-dimensional regions for the signal field
R¯s = {~q ∈ Rs, |Ω| ≤ Ωmax} and for the idler one
R¯i = {~q ∈ Ri, |Ω| ≤ Ωmax}.
The kernel J (~q,Ω, ~q ′,Ω′) gives the coupling strength
of the signal photon with values (~q,Ω) to the idler photon
with values (~q ′,Ω′) and is generally known in the liter-
ature on the low-gain regime of PDC as joint spectral
amplitude (JSA) of the photon pair [39]. In the high-
gain regime, considered here, many photons are emitted
at a time, but in the first order of the Magnus expansion
their coupling is determined by the same JSA, as in the
low-gain regime.
It is known [22] that in the case of twin beams the
modal functions of squeezing eigenmodes, similar to the
squeezing kernel, are localized in the regions R¯s and
R¯i. In each of these regions they are proportional to
the modal functions of the corresponding Schmidt modes
[39], obtained from a singular value decomposition of the
JSA:
J (~q,Ω, ~q ′,Ω′) =
∑
`
s`c`(~q,Ω)d
∗
` (~q
′,Ω′), (39)
where s` are the singular values and c`(~q,Ω) and
d`(~q
′,Ω′) are the signal and idler singular eigenfunctions
respectively, which are defined up to global phase and can
be made both real or purely imaginary for given ` due to
the symmetries of the kernel, as discussed in Sec. III B.
The modal functions of the squeezing eigenmodes read
[22]
f+` (~q,Ω) =
1√
2
[c`(~q,Ω) + d
∗
` (~q,Ω)] , (40)
f−` (~q,Ω) =
i√
2
[c`(~q,Ω)− d∗` (~q,Ω)]
and are also real or purely imaginary. Both these eigen-
modes correspond to the same squeezing eigenvalue σ` =
s`, having a multiplicity of 2. The squeezing mode index
m in Eq. (24) can be understood as composed from the
singular mode index ` and a binary index correspond-
ing to the choice of the sign ±. When all singular val-
ues s` are different, the squeezing eigenmodes defined by
Eq. (40) are unique up to sign.
The singular value decomposition of the JSA is prefer-
able to the Takagi factorization of the squeezing kernel for
two reasons. First, since the regions R¯s and R¯i are well
separated in the (~q,Ω) space, the number of points in the
discretized squeezing kernel can surpass by several orders
(in each dimension) the number of points necessary to
resolve the variations of this kernel in the regions where
it is essentially non-zero. The six-dimensional squeezing
kernel may thus become highly sparse and untreatable
numerically without invoking special methods of sparse
array treatment. Second, in many cases the JSA can be
modeled by a set of double-Gaussians in each pair of di-
mensions, and its singular value decomposition can be
analytically found by applying the Mehler’s formula, as
shown in the next section.
8E. Gaussian model for JSA in curvilinear
coordinates
To obtain a Gaussian model for the JSA defined by
Eq. (38), we note that when the separation of the sig-
nal and the idler regions is much larger than the size
of these regions, the term q2x/(2Q
2
0) is dominant in the
argument of sinc in Eq. (34). Therefore, with a good
degree of approximation, we can write the equation of
the perfectly phase-matched surface in R¯s by express-
ing qx through the other two variables and leaving only
terms up to the lowest (second) order in Ω/Ω0 and qy/Q0:
qx ≈ q(pm)x (qy,Ω), where
q(pm)x (qy,Ω) = qd +
Q20
2Ω20qd
Ω2 − 1
2qd
q2y. (41)
This approximation means a replacement of a segment of
hyperboloid by a segment of paraboloid. Note that the
perfect phase-matched surface in the idler region R¯i is
q′x ≈ −q(pm)x (q′y,Ω′). Now we change the coordinates to
the curvilinear ones (qx, qy,Ω)→ (η, qy,Ω), where
η =
{
qx − q(pm)x (qy,Ω), if qx ≥ 0,
qx + q
(pm)
x (qy,Ω), if qx < 0.
(42)
In these coordinates the perfectly phase-matched surfaces
in R¯s and R¯i are defined by the equation η = 0 and the
phase-matching function, Eq. (34) can be written as
Φ0(~q−,Ω−) ≈ sinc
(
(η − η′)qd
2Q20
)
, (43)
where we have disregarded the second-order terms in
all coordinates compared to the first-order term. Be-
sides, we make a replacement sinc(x) ≈ e−x2/(2σ2s), where
σs = 1.61 is chosen so that these two functions have the
same width at half-maximum [40]. Finally, we replace
each rectangle filtering function by a Gaussian, whose σ-
region coincides with the rectangle width multiplied by
µ, a fitting parameter allowing us to correctly describe
the filtering process. All these approximations allow us
to write the JSA defined by Eqs. (30), (38), and (43) in
the curvilinear coordinates as
J˜0(η, qy,Ω, η′, q′y,Ω′) = A0 exp
(
− (Ω + Ω
′)2
4Ω2p
)
× exp
(
− (η + η
′)2 + (qy + q′y)
2
4q2p
)
exp
(
− (η − η
′)2
4η2s
)
× exp
(
− (qy − q
′
y)
2
4µ2q2y,max
− (Ω− Ω
′)2
4µ2Ω2max
)
, (44)
where the tilde denotes a function written in the curvi-
linear coordinates, ηs =
√
2σsQ
2
0/qd is the (intensity)
standard deviation in the η − η′ direction, and we have
replaced the filtering in the η and η′ directions by filter-
ing in Ω and Ω′, as discussed in Sec. III D. Deriving the
filtering terms of Eq. (44) we have taken into account
that the filtering bands in the qy + q
′
y and Ω + Ω
′ di-
rections are much wider than the corresponding pump
bandwidths and can be put to infinity.
The obtained JSA, Eq. (44), is a product of three
double-Gaussian functions. The singular value decom-
position of a double-Gaussian function is given by the
Mehler’s formula [15, 22, 36, 40–42]. We show in Ap-
pendix C, that applying this formula to Eq. (44) and
passing back to the Cartesian coordinates, we obtain a
decomposition of the JSA defined by Eq. (38) in the form
of Eq. (39), with a composite index ` = (i, j, k) and the
singular values
s` = N ξixξjyξkt , (45)
where
ξx = (ηs − qp)/(ηs + qp),
ξy = (µqy,max − qp)/(µqy,max + qp), (46)
ξt = (µΩmax − Ωp)/(µΩmax + Ωp),
N = pi 32A0
√
(1− ξ2x)(1− ξ2y)(1− ξ2t )/(uvτ).
The ξ-parameter for each dimension can be written in
the general form ξa = (ra − 1)/(ra + 1), where a takes
values x, y, t and ra is the ratio of the larger standard
deviation to the smaller one for the corresponding di-
mension in Eq. (44), i.e. rx = ηs/qp, ry = µqy,max/qp,
rt = µΩmax/Ωp. The modal functions of the signal and
idler Schmidt modes are respectively
c`(qx, qy,Ω) = hi
(
uqx − uqd − gτ2Ω2 + u
2qd
q2y
)
× hj(vqy)hk(τΩ)
√
uvτ, (47)
d`(qx, qy,Ω) = hi
(
uqx + uqd + gτ
2Ω2 − u
2qd
q2y
)
× hj(vqy)hk(τΩ)(−1)i+j+k
√
uvτ, (48)
where g is the dimensionless spatio-temporal coupling
constant defined as
g =
uQ20
2τ2Ω20qd
, (49)
while hn(x) = (2
nn!
√
pi)
− 12 Hn(x)e−x
2/2 is the Hermite-
Gauss function, Hn(x) being the Hermite polynomial.
The parameters u = (ηsqp)
− 12 , v = (µqy,maxqp)−
1
2
and τ = (µΩmaxΩp)
− 12 are characteristic widths of the
Schmidt modes in the transverse coordinates and the
time respectively.
The signal modal functions, Eq. (47), are orthonormal
and complete on the three-dimensional Hilbert space (see
Appendix D) and exhibit correlations between the spatial
and temporal degrees of freedom. The same concerns the
idler modal functions, Eq. (48). These functions can be
combined to obtain the modal functions of the squeezing
eigenmodes, as shown by Eqs. (40). In Sec. IV below they
are compared to the modal functions obtained by a nu-
merical decomposition of the squeezing kernel, Eq. (28).
9F. Multidimensional Schmidt analysis
The analytic expression for the singular eigenvalues,
Eq. (45), allows us to define the effective number of
modes in each of the two entangled beams. The com-
monly used approach consists in calculating the Schmidt
number [43]:
K =
(∑
` s
2
`
)2∑
` s
4
`
= KxKyKt, (50)
where
Ka =
1 + ξ2a
1− ξ2a
=
1
2
(
ra +
1
ra
)
(51)
is the Schmidt number in the corresponding dimension,
with a taking values x, y, t. At low gain, when at most
one photon pair is generated per pump pulse, the Schmidt
number shows the effective dimensionality of the bipar-
tite entangled state [14, 15]. At high gain, when many
pairs are generated per pump pulse, another measure,
the cooperativity parameter, can be adopted [44], which
is gain-dependent. In our treatment, we will use the
Schmidt number K for characterizing the effective num-
ber of generated modes, which describes the properties of
the squeezing kernel, independent of the pump strength.
Accepting K as a measure of the effective number of
modes, we consider only the K modes with the largest
singular values, which we call “principal modes”, disre-
garding the rest. We see from Eq. (50) that for a Gaus-
sian model under consideration the total Schmidt number
is a product of the Schmidt number for spatio-temporal
modes, Kx, and Schmidt numbers Ky and Kt for the
other spatial dimension and the temporal one. For a
sufficiently large Ka the corresponding dimension is rep-
resented by multiple modes. However, if some of these
quantities lies between 1 and 2, the corresponding dimen-
sion can be represented by just one mode in the set of
principal modes. Let us find the exact “rounding rule”
for the Schmidt numbers.
We start with just one dimension, putting Kx = Ky =
1. In this case the “important” singular values have the
form N ξ0xξ0yξkt with k running from 0 to K − 1, the first
disregarded singular value being
s1Ddis = N ξKt = N
(
K − 1
K + 1
)K/2
−−−−→
K→∞
N e−1. (52)
The convergence in Eq. (52) is very fast, and practically
takes place at K > 4. It means that, for a sufficiently
high K the first rejected singular value is independent of
K and is equal to N e−1. We see here a direct analogy
with the exponential decay of some physical quantity by
the law e−t/tc , where tc, the time at which the quantity
drops to e−1 of its initial value, is widely accepted as the
characteristic time of the decay process.
Now we analyze two dimensions, putting Ky = 1 and
suggesting that Kx ∈ [1, 2), while Kt  1. In this case
the largest singular values have the form N ξ0xξ0yξkt or
N ξ1xξ0yξkt . The singular values of the first type exhaust
all K largest numbers, if the condition ξK−1t > ξx is sat-
isfied. Writing K = KxKt and using the limiting value
of Eq. (52), we obtain that the last inequality is satisfied
for Kx below the critical value K0, being the solution of
the equation
e−K0 =
√
K0 − 1
K0 + 1
. (53)
We find numerically K0 ≈ 1.200. For the values Kx <
K0, which corresponds to ξx < 0.302, all principal modes
have only zeroth-order mode in the dimension x, i.e. the
index i in Eq. (47) is always zero. For Kx ≥ K0 at
least one mode with i = 1 belongs to the set of principal
modes. Thus, we have established a rounding rule for the
2D case: if one dimension has a high Schmidt number,
while for the second dimension it is less than K0, then
this second dimension is single-mode.
Before treating the 3D case, let us find the first disre-
garded singular value in the 2D case with Kt  Kx  1.
For this purpose we split all principal singular values into
series, as shown in Fig. 4.
M 2M 3M 4M
0 200 400 600 800
-1.4
-1.2
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
mode number n
ln
(s n/s
1) Kx=3.6, Kt=259, M=73
FIG. 4. Singular values of a Gaussian kernel with Ky ≈ 1,
given by Eq. (45) with j = 0, as a function of the linear
mode number n. The dashed vertical lines mark the borders
of series, determined by the number of participating spatial
modes. The total number of modes in each series is indicated.
The first series contains the values of the form
N ξ0xξ0yξkt , where k runs from 0 to M − 1 with M being
the whole part of ln ξx/ ln ξt. The second series contains
the values of the form N ξ0xξ0yξkt with k running from M
to 2M − 1, which correspond to the zeroth-order spatial
mode, and of the form N ξ1xξ0yξkt with k running from 0 to
M − 1, which correspond to the first-order spatial mode.
If ln ξx/ ln ξt is integer, each value of the first type coin-
cides with some value of the second type, since ξMt = ξx.
We will accept that it is the case for simplicity, though
in any practical situation this degeneracy is lifted. Thus,
the second series contains 2M values corresponding to
the spatial modes of orders 0 and 1. In a similar way we
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find that the third series contains 3M values correspond-
ing to the spatial modes of orders 0, 1 and 2, and so on.
The total number of values in J series is MJ(J − 1)/2
and they exhaust all K principal values if approximately
J =
√
2K/M . For large Ka the value of ξa is well ap-
proximated by ξa = e
−1/Ka , as follows from Eq. (52).
Thus, M = Kt/Kx and J =
√
2Kx. The first disre-
garded singular value is the first value of the (J + 1)th
series, which is
s2Ddis = N ξJx = N ξ
√
2Kx
x −−−−−→
Kx→∞
N e−
√
2. (54)
This result means that in the 2D case the minimal value
of ln(sn/s1) for principal modes is −
√
2. In Fig. 4 this
value is not reached because Kx is not big enough to
attain the limit in Eq. (54).
Now we consider the full 3D case with Kt  Kx  1
and Ky ∈ [1, 2). By the argument of the previous para-
graph, J series exhaust KxKyKt values if J = Kx
√
2Ky.
Thus, the mode of order 1 in the y dimension does not
enter the set of principal modes if the condition ξJx > ξy
is satisfied, which requires Ky below the value K
′
0, being
the solution of the equation
e−
√
2K′0 =
√
K ′0 − 1
K ′0 + 1
, (55)
which is approximately K ′0 ≈ 1.107. This corresponds to
ξy < 0.226. Thus, we have established a rounding rule
for the 3D case: if two dimensions have high Schmidt
numbers, while the third dimension has that below K ′0,
then this third dimension is single-mode.
In the next section we will assume that the condition
Ky < K
′
0 is satisfied, so that the index j in Eq. (47) is
always equal to zero for the principal modes, which means
that the y dimension is single-mode. This assumption is
practically reasonable, as explained below, and makes
possible a numerical calculation and visualisation of the
modal functions.
IV. SIMULATION OF SQUEEZING
EIGENMODES FOR BBO
In this section we apply the developed theory to an
example, corresponding to realistic experimental condi-
tions. Two different regimes for the pump are considered
below: one with a rather long and broad pulse, satisfy-
ing the requirements for the NPMPA, and a shorter and
more focused pump pulse, corresponding to the experi-
mental studies of Ref. [45], which is slightly outside of
the area of validity of these requirements.
A. General configuration
We consider a BBO crystal of length L = 2 mm, illumi-
nated by a vertically polarized pump wave, propagating
along the z direction, as described in Sec. II. The angle
between the optical axis of the crystal and the direction
of the pump is θ0 = 29.62
◦. The central wavelength of
the pump is λp = 397.5 nm, which corresponds to the
second harmonic of a titanium-sapphire laser. This con-
figuration corresponds to a perfect type-I phase matching
for a horizontally polarized ordinary wave at λ0 = 795 nm
propagating at the angle θs = 1.8
◦ to the z axis, such that
cos θs = kp/k0. At higher angles perfect phase-matching
is attained at higher and lower frequencies, in correspon-
dence with the hyperbolic structure of the phase-matched
region, described by Eq. (35) (cf. also Fig. 1).
In this configuration the characteristic spectral and
spatial widths of the phase-matching function, de-
fined in Sec. III C, are Q0 = 0.081 03µm−1 and
Ω0 = 0.082 98 rad/fs, while the phase-matched trans-
verse wave-vector is qd = k0 sin θs = 0.4125 µm−1.
Two mirrors are placed symmetrically in the horizon-
tal plane and select two conjugated segments of the
phase-matched cone so that the region Rs is character-
ized by qx,min = qd − 2ηs = 0.3400µm−1 and qx,max =
qd + 2Q0 = 0.5745 µm−1, which gives the maximal fre-
quency Ωmax = 0.4095 rad/fs. We assume that the size
of the mirrors in the y direction corresponds to the an-
gular size of the pump, so that just one, zeroth-order
mode can be considered for this dimension, as discussed
in Sec. III F. This simplifies the analysis and is also rea-
sonable for the chosen method of measurement, discussed
in the Introduction (see Fig. 1). Since we choose two
mirrors in the horizontal direction, we can only observe
the correlations in the horizontal plain. Two conjugated
waves, reflected by the mirrors, arrive at the same point
on the beam-splitter only if they lie in the horizontal
plane.
We also adopt the general approach of Sec. III F and
limit our consideration to the K principal modes with
highest singular values disregarding the rest. Thus, we
approximate the JSA, given by Eq. (39) by
J (~q,Ω, ~q ′,Ω′) = h0(vqy)h0(vq′y)Jxt(qx,Ω, q′x,Ω′), (56)
where
Jxt(qx,Ω, q′x,Ω′) =
∑
`
s`C`(qx,Ω)D`(q
′
x,Ω
′), (57)
is a two-dimensional kernel with the corresponding sin-
gular value decomposition into an orthonormal set of
functions. It is the kernel Jxt(qx,Ω, q′x,Ω′) which will
be decomposed numerically below. We see easily from
Eq. (56) that this kernel can be obtained by putting
qy = q
′
y = 0 in J (~q,Ω, ~q ′,Ω′). The K left singular func-
tions of J (~q,Ω, ~q ′,Ω′) with the largest singular values
are given by c`(~q,Ω) = C`(qx,Ω)h0(vqy)
√
v, with a sim-
ilar expression for the right singular functions. In this
way, the problem is reduced to two dimensions, as it was
done for photon pairs in Ref. [15]. Such an approach al-
lows for an effective numerical treatment of the problem
and a simple visualisation of the modal functions, which
are real functions of two arguments.
11
In the numerical treatment of the problem we fol-
low the way presented in Sec. III D: We first perform
a numerical singular value decomposition of the ker-
nel Jxt(qx,Ω, q′x,Ω′) and find the singular functions
C`(qx,Ω) and D`(qx,Ω) with the composite index ` =
(i, k). Note that this kernel corresponds to a real sym-
metric matrix when discretized in relative coordinates
for the signal and idler beams with respect to their per-
fectly phase-matched points, which reflects the funda-
mental symmetry of type-I phasematching. As a conse-
quence, the singular value decomposition can be reduced
to the spectral decomposition, as discussed in Sec. III B.
Then we build the modal functions of the squeezing eigen-
modes f±` (qx,Ω) from the singular functions as shown in
Eqs. (40). The squeezing eigenvalues are given by the
singular values s`, each acquiring a multiplicity of 2.
The analytical treatment of the problem is presented
by Eqs. (45), (47) and (48) with j = qy = q
′
y = 0,
and will be compared with the results of the numerical
calculation. Note that in the reduced two-dimensional
model the normalization factor reads
N = piA0
√
(1− ξ2x)(1− ξ2t )/(uτ). (58)
For better understanding of the experimental condi-
tions and limitations, we replace the Fourier domain
characteristics used above with their spatio-temporal
analogs. Thus, we characterize the pump pulse by its full
width at half maximum, τp =
√
2 ln 2/Ωp and its waist
wp = 1/qp. Further we introduce two pump-independent
characteristics of the setup: time τ0 =
√
2 ln 2/Ωmax =
2.88 fs and distance w0 = 1/ηs = L sin θs/(
√
2σs) =
27.5 µm, corresponding to the coherence time and the
horizontal walk-off distance of the generated beams re-
spectively. In terms of these parameters, the spatial
and temporal analytical Schmidt numbers are given by
Eq. (51) with rx = wp/w0 and rt = µτp/τ0. The spatio-
temporal coupling parameter, Eq. (49), reads
g = N0
k′′0µ
√
wpL
piτp
√
sin θs
Ωmax, (59)
where the numerical factor is N0 = pi
√
ln 2/(23/2σs) ≈
1.23. To obtain a high degree of squeezing in an ex-
periment, one needs a high pump intensity, which can be
reached using ultrashort and focused pump pulses. Equa-
tion (59) shows that for a high spatio-temporal coupling,
the pump pulses have to be as short as possible within
the limits of used approximations, but not very focused.
The justification of the analytical Gaussian model re-
lies on the applicability of the NPMPA, which requires
that the pump parameters surpass the values τNPMPA =
141 fs and wNPMPA = 21.4 µm, as found in Appendix B.
B. Long and wide pump pulse
First we consider a pump pulse, which satisfies the re-
quirements of the NPMPA, having a duration τp = 280 fs,
and a waist wp = 100µm. The fitting parameter µ en-
ters the definition of τ and therefore changes the scale
of the analytical modal functions in the Ω direction. We
optimize it in order to have the highest average over-
lap between the analytical and numerical shapes of the
first six modes. For the considered pump size we find
µ = 2.6721. In Fig. 5 we report the numerical and ana-
lytical singular values in a logarithmic scale as functions
of the linear mode number n, which is obtained from the
composite mode number ` = (i, k) sorting the modes in
the descending order of their singular values.
Analytical
Analytical '
FIG. 5. Singular values for the case of a 280 fs duration and
100 µm waist pump. The vertical dashed lines separate series
of values corresponding to a given number of spatial modes,
as discussed in Sec. III F. The yellow stars represent the ana-
lytical solution where the fitting parameter is chosen to adjust
the analytical bending point M to the numerical one.
.
We find the analytical values Kx = 1.96 and Kt =
129, giving the total number of modes K = KxKt =
253. We see that the number of modes for a long and
weakly focused pump may be very high. An analysis of
a similar configuration in the low-gain regime with even
larger pump size gave the number of modes above 105
[14]. Only the 90 highest singular values are shown in
Fig. 5. Since ξt = 0.9923 and ξx = 0.5688, we can observe
the first change of slope in the analytical curve after the
value M = ln ξx/ ln ξt = 73.05, as explained in section
III F. The numerical singular values do not follow the
piecewise-linear shape of the analytical Gaussian model,
but have a similar change of slope after n = 57. Changing
the fitting parameter to µ′ = 2.0266, we could adjust the
bending point of the analytical singular values to that of
the numerical ones, as shown by the yellow stars in Fig. 5.
However, the numerical and analytical modal functions
would in this case have a lower overlap. Thus, we keep
in the following the original fitting parameter, optimized
for the modal functions.
The spectral modal functions f+` (qx,Ω) of the squeez-
ing eigenmodes are shown in Fig. 6. The functions
f−` (qx,Ω) differ from them by the sign of the idler part.
The modal function of a squeezing eigenmode is a com-
bination of two singular functions for the signal (qx > 0)
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FIG. 6. Spectral modal functions of the squeezing eigenmodes for the case of a 280 fs duration and 100 µm waist pump. The
modulus of the numerical modal function is shown with the color map while the 2σ area of the analytical solution is marked by
the red dashed line. The mode with ` = (1, 0) has a linear number n = 57 and corresponds to the “bending point” of Fig. 5.
Before this point only the zero-order spatial modes exist. After this point the first-order spatial modes have singular values
similar to the zero-order spatial modes. The overlap between the analytical solution and the numerical simulation is 1.00 for
modes n=1 to n=4, for n=57 it is 0.95 and for n=58 it is 0.87.
and the idler (qx < 0) beams. We see that the first
four shown singular functions indeed represent the same
spatio-temporal functions h0
(
uqx ∓ uqd ∓ gτ2Ω2
)
, given
by Eqs. (47) and (48), which are modulated in the Ω di-
mension by functions hk(τΩ). At higher orders, ` = (1, 0)
and (1, 1), we see the function h1
(
uqx ∓ uqd ∓ gτ2Ω2
)
modulated in the same way in the Ω dimension. As can
be seen, there is almost a perfect agreement between the
analytical solution and the numerical simulation, though
the overlap reduces for higher order modes.
We see a clear spatio-temporal structure in all the
modes and the effect is even more clear for higher or-
der modes. Coupling of the spatial and temporal degrees
of freedom is represented by the “curved” shape of the
modal functions, which cannot be represented as a prod-
uct of a function of qx and a function of Ω. The Gaussian
modeling allows us to introduce a measure of this cou-
pling. Let us analyze the zeroth-order spatial mode with
the signal modal function
C0k(qx,Ω) = h0
(
uqx − uqd − gτ2Ω2
)
hk(τΩ)
√
uτ. (60)
The degree of spatio-temporal coupling can be charac-
terized by the ratio of its vertical deflection from qd at
the edges, let us denote it by ∆q, to its half-width in
the center (Ω = 0), which can be estimated by two stan-
dard deviations, δq = 2/u. The edge of the horizontal
half-width can be found from the following considera-
tion. All k zeros of the Hermite-Gauss function hk(x)
lie between −√4k + 3 and √4k + 3 [46]. Thus, the edge
frequency of hk(τΩ) can be estimated as Ω =
√
4k + 3/τ .
At this frequency the modal function is maximal at
qx = qd + (4k + 3)g/u, i.e. the vertical deflection is
∆q = (4k + 3)g/u. Thus, the coupling is determined
by the value ∆q/δq = (2k + 32 )g. In the considered case
g ≈ 0.28, which corresponds to a well-seen coupling at
k = 3, where ∆q/δq ≈ 2. The coupling is more and more
pronounced with the growth of the temporal mode num-
ber k, because the width of the function hk(τΩ) grows.
The spatio-temporal modal functions can be obtained
by a double Fourier transform of the spectral functions,
defined by Eq. (40):
F±` (x, t) =
1
2pi
∫
f±` (qx,Ω)e
i(qxx−Ωt)dqxdΩ. (61)
An analytic expression can be obtained for the zeroth-
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order temporal modes:
F+i0 (x, t) =
√
2hi(x/u)√
pi1/2uτ
Re
(
eiqdx−
1
2 (t/τ)
2/(1−2igx/u)√
1− 2igx/u
)
(62)
and a similar expression for F−i0 (x, t) with the real part
replaced by the imaginary one. Note that these functions
are normalized to unity in the limit qdu 1.
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FIG. 7. Spatio-temporal modal functions, calculated as nu-
merical Fourier transforms of the spectral modal functions
for the case of a 280 fs duration and 100µm waist pump. The
modulus of the simulated modal function is shown by the
color map. The contour line (solid red line) is the 2σ area
of the analytical solution. The non-factoring spatio-temporal
structure is well visible for the mode ` = (0, 3).
The spatio-temporal modal functions are shown in
Fig. 7 as numerical Fourier transforms of the correspond-
ing spectral modes shown in Fig. 6. We recall that these
modes correspond to the field formed at the output face
of the nonlinear crystal, linearly backprojected onto the
crystal center. These distributions can be transmitted
to the camera by a proper imaging system. The non-
factoring structure of the modes is a direct consequence
of the spatio-temporal coupling determined by the pa-
rameter g.
C. Short and focused pump pulse
As the second example we consider a shorter pump
pulse with the FWHM duration τp = 128 fs focused at
the center of the crystal to the waist wp = 49 µm, which
corresponds to a recent experiment reported in Ref. [45].
The fitting parameter chosen to maximize the overlap of
the first six modal functions is µ = 0.92421.
For these pump parameters, the analytical Gaussian
modeling gives the Schmidt number in the x dimension
Kx = 1.17. This value is lower than the critical value
K0 = 1.200, found in Sec. III F. It means that no modes
with i = 1 appear in the set of principal modes. The
Schmidt number in the t dimension is Kt = 20.5, which
gives the total number of modes K = KxKt = 24. The
numerically simulated singular values are shown in Fig. 8.
In this case ξt = 0.9524 and ξx = 0.2813, and we can
observe the first change of slope in the analytical curve
after the value M = ln ξx/ ln ξt = 26. As in the previous
section, we see that a different value of µ′ = 1.8315 would
allow us to adjust the structure of the analytic singular
values to that of the numerical ones. However, it would
lead again to a poorer overlap of the modal functions.
Analytical
Analytical '
FIG. 8. Singular values for the case of shorter and more fo-
cused pump, corresponding to the experimental parameters
of Ref. [45]. The vertical dashed lines separate series of val-
ues corresponding to a given number of spatial modes, as
discussed in Sec. III F. The yellow stars represent the analyt-
ical solution where the fitting parameter is chosen in order to
adjust the analytical bending point M to the numerical one.
The spectral modal functions for the first four modes
are shown in Fig. 9, where we again see a very good
correspondence between the numerical and the analyt-
ical solutions. This is remarkable, because the size of
the pump pulse in the considered case does not satisfy
the conditions of applicability of NPMPA, formulated in
Appendix B. It means that application of this approxi-
mation may be useful even at a shorter and more focused
pump. On the other hand, comparing Fig. 8 to Fig. 5, we
conclude that the correspondence between the analytical
and the numerical singular values becomes worse outside
the conditions of NPMPA.
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FIG. 9. Spectral modal functions of the squeezing eigenmodes for the case of a 128 fs duration and 49 µm waist pump.
The modulus of the numerically simulated modal function is shown with the color map while the 2σ area of the analytical
solution is marked by the red dashed line. The overlaps between the analytical solution and the corresponding simulation are
(0.988, 0.986, 0.984, 0.982) from left to right.
The coupling between qx and Ω is less pronounced in
the considered case, which is explained by a rather low
value of g = 0.16. The first-order spatial mode with
` = (1, 0) appears at n = 53, as is clear from the bending
point in Fig. 8. This mode does not belong to the set of
principal modes, and we can say that the considered case
is spatially single-mode.
The spatio-temporal modal functions are presented in
Fig. 10. In the considered regime the non-factoring struc-
ture of these functions is less pronounced. However, some
signature of the coupling between the spatial and tem-
poral degrees of freedom was observed in this regime in
the experiment [45]. As shown in Eq. (59) the degree of
spatio-temporal coupling of the modes can be enhanced
or reduced by carefully optimizing the ratio between the
pump waist and the pump pulse duration.
V. CONCLUSIONS
We have studied the spatio-temporal structure of en-
tangled beams of light generated in a single-pass non-
collinear OPA. The main result of our treatment is
the analytical Gaussian model of the squeezing kernel
in curvilinear coordinates, which allows one to obtain
analytical expressions for the modal functions of the
squeezing eigenmodes and the corresponding singular val-
ues. The modal functions obtained in this way are non-
factoring in space and time and are in an excellent corre-
spondence with the numerically found eigenfunctions of
the squeezing kernel. The structure of the eigenvalues in
the general 3D case is analyzed in detail and the condi-
tions for essentially 1D and 2D cases are found. Also,
the analytical model gives an expression for the degree
of spatio-temporal coupling, and, in particular, predicts,
that this degree is growing with the pump waist and de-
creasing with the pump duration. This model gives a
simple rule for estimating the strength of spatio-temporal
coupling. We hope that our results will be helpful for
building large-scale optical cluster states on the basis of
highly multimode twin beams generated in a single-pass
OPA.
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FIG. 10. Spatio-temporal modal functions, calculated as nu-
merical Fourier transforms of the spectral modal functions for
the case of a 128 fs duration and 49 µm waist pump. The mod-
ulus of the numerically simulated modal function is shown by
the color map. The contour line (solid red line) is the 2σ area
of the analytical solution.
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Appendix A: Wave-vector of the pump
Here we show how the longitudinal component of the
pump wave-vector kpz(~q,Ω), defined by Eq. (2) can be
found from the ordinary and extraordinary refractive in-
dices of a uniaxial crystal, denoted no(ω) and ne(ω) re-
spectively. Let us denote the unit vectors along the direc-
tions x, y, z as ~nx, ~ny, ~nz respectively. The pump is com-
posed of many monochromatic plane waves, each having
a wave-vector ~kp(~q,Ω) = kpz(~q,Ω)~nz + ~q. The refractive
index along the direction of propagation of such a wave
is [47]
np(~q, ω) =
√
1
sin2 θ(~q,ω)
ne(ω)2
+ cos
2 θ(~q,ω)
no(ω)2
, (A1)
where θ(~q, ω) is the angle between the vector ~kp(~q,Ω) and
the optical axis of the crystal. The unit vector in the
direction of the optical axis is ~nOA = cos θ0~nz + sin θ0~ny,
and the angle of interest is determined by the relation
cos θ(~q, ω) =
~nOA~kp(~q,Ω)
kp(~q,Ω)
=
kpz(~q,Ω) cos θ0 + qy sin θ0
kp(~q,Ω)
,
(A2)
where kp(~q,Ω) = |~kp(~q,Ω)|. The latter can be written as
kp(~q,Ω) = np(~q, ωp + Ω)(ωp + Ω)/c, (A3)
and Eq. (2) can be rewritten as
k2p(~q,Ω) = k
2
pz(~q,Ω) + q
2
x + q
2
y. (A4)
Equations (A1), (A2), (A3), (A4) represent a system
of four equations with four unknown functions, which can
be resolved with respect to kpz(~q,Ω). Squaring both sides
of Eq. (A1) and both sides of Eq. (A3), and excluding
n2p(~q, ω) from the resulting equations, we obtain
k2p(~q,Ω)
(
1− cos2 θ(~q, ω)
ne(ω)2
+
cos2 θ(~q, ω)
no(ω)2
)
=
ω2
c2
. (A5)
Squaring both sides of Eq. (A2) and substituting the re-
sult into Eq. (A5), we obtain
k2pz(~q,Ω) + q
2
x + q
2
y
ne(ω)2
+
(
1
no(ω)2
− 1
ne(ω)2
)
(A6)
× (kpz(~q,Ω) cos θ0 + qy sin θ0)2 = ω
2
c2
.
where we have also excluded k2p(~q,Ω) by employing
Eq. (A4).
Equation (A6) is a quadratic equation with respect to
kpz(~q,Ω). Its positive root is
kpz(~q,Ω) =
(
nz(ω)
2
no(ω)2
− nz(ω)
2
ne(ω)2
)
qy sin θ0 cos θ0 (A7)
+
√
nz(ω)2ω2
c2
− nz(ω)
2q2x
ne(ω)2
− nz(ω)
4q2y
no(ω)2ne(ω)2
,
where we have defined the extraordinary refractive index
in the z direction
nz(ω) = np(0, ω) =
√
1
sin2 θ0
ne(ω)2
+ cos
2 θ0
no(ω)2
. (A8)
Equation (A7) is used in this article for numerical sim-
ulation of the squeezing kernel with no(ω) and ne(ω)
given by the Sellmeier equations for BBO crystal [48].
Appendix B: Limits of the NPMPA
The nearly plane-wave and monochromatic approxima-
tion, introduced in Sec. III C, is valid for a pump pulse
which is long and wide enough. The exact conditions for
the pulse being considered long and wide are established
in Ref. [27]. However, in this reference the conditions are
formulated in a form of inequalities which are to be sat-
isfied by all spatio-spectral components of the downcon-
verted light. Here we apply the other basic approxima-
tion, the PQDA also introduced in Sec. III C, and obtain
explicit expressions for the characteristic time and dis-
tance, which should be surpassed by the corresponding
spatio-temporal dimensions of the pump pulse.
We start with expanding the phase mismatch, defined
by Eq. (14), in the Taylor series up to the second order in
(~q−,Ω−), as required by PQDA, and to the first order in
(~q+,Ω+), which gives the lowest-order terms disregarded
in NPMPA:
∆
(
~q+
2
+ ~q−,
Ω+
2
+ Ω−,
~q+
2
− ~q−, Ω+
2
− Ω−
)
(B1)
≈ 2k0 − kp + k′′0 Ω2− −
1
k0
(
q2x− + q
2
y−
)
+
τwoΩ+
L
− xwoqx+
L
− ywoqy+
L
− ρpqy+,
where we have used Eq. (A7) and the notation ~q± =
(qx±, qy±). We recognize in the first four terms in the
right hand side of Eq. (B1) the PQDA and NPMPA phase
mismatch ∆( ~q−,Ω−,− ~q−,−Ω−), introduced by Eq. (33).
The other terms represent linear deflections from this
form, which are supposed to be small. Here
τwo =
∣∣∣∣∣k′0 − k′p + k′0 q2x− + q2y−2k20
∣∣∣∣∣L =
∣∣∣∣ Lv cosφ − Lvp
∣∣∣∣
(B2)
is the walk-off time for the pump propagating along the
z axis at the group velocity vp = 1/k
′
p and the pair
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of signal-idler components at the degenerate frequency
with the transverse wave-vectors ~q− and −~q− respec-
tively, propagating each at the group velocity v = 1/k′0
at the angle φ = arccos(kz(~q−, 0)/k0) to the z axis.
In a similar way we define the walk-off distance in the
x direction between the signal component at (qx−, 0,Ω−)
and the z axis
d(s)x =
qx−
k0
(
1− k
′
0Ω−
k0
)
L = L tanψ, (B3)
where ψ = arcsin[qx−/k(Ω−)] is the angle between the
component (qx−, 0,Ω−) and the z axis, which is so small
in PQDA that sinψ ≈ tanψ. The idler twin of this signal
component is deflected in the opposite direction by
d(i)x = −
qx−
k0
(
1 +
k′0Ω−
k0
)
L, (B4)
The average deflection of the signal-idler pair is
xwo =
d
(s)
x + d
(i)
x
2
= −k
′
0Ω−qx−
k20
L (B5)
and shows the influence of dispersion on the spatial walk-
off in the x direction. A similar quantity ywo is obtained
from Eq. (B5) by replacing qx− with qy−. Finally,
ρp =
(
nz(ω0)
2
no(ω0)2
− nz(ω0)
2
ne(ω0)2
)
sin θ0 cos θ0 (B6)
is the pump walk-off angle in the y direction.
The function sinc(x) takes the maximal value 1 at
x = 0 and changes significantly from this value when
x is comparable to pi/2 rad. It means, that for calculat-
ing the squeezing kernel, Eq. (29), the linear in (~q+,Ω+)
terms in Eq. (B1) can be disregarded if they are much
less than pi/L. The values of |~q+| and |Ω+| in the squeez-
ing kernel are limited to the standard deviations of the
spatio-temporal intensity distribution of the pump pulse,
qp = 1/wp and Ωp =
√
2 ln 2/τp respectively, where wp is
the waist of the pump beam, focused at the center of the
crystal, and τp is the duration of the pump pulse. As con-
sequence, we obtain the following conditions of smallness
of the linear terms in the phase mismatch: wp  wNPMPA
and τp  τNPMPA, where
wNPMPA =
1
pi
max {|xwo|, |ywo + ρpL|} , (B7)
τNPMPA =
√
2 ln 2
pi
max τwo, (B8)
with maximization over all signal components.
In a crystal with positive dispersion, like the BBO crys-
tal considered in Sec. IV, the group velocity of the sub-
harmonic is higher than that of the pump, i.e. k′0 < k
′
p.
It means that the maximal walk-off time is reached at
degeneracy, max τwo = |k′0 − k′p|L. For the configuration
of Sec. IV we obtain τNPMPA = 141 fs.
The maximal values of |xwo| and |ywo| are reached at
the components with the maximal spectral and spatial
deflections and are determined by the size of the mir-
rors selecting the signal and idler beams from the cone of
the downconverted light: max |xwo| = k′0Ωmaxqx,maxL/k20
and a similar expression for max |ywo|. For the config-
uration of Sec. IV we obtain max |xwo| = 15 µm and
max |ywo| = 0.24 µm. The vertical walk-off distance of
the extraordinary pump wave is ρpL = −67 µm and
proves to be the main limitation for the considered con-
figuration. Thus, we estimate wNPMPA = 21.4 µm.
Appendix C: Singular value decomposition in three
dimensions
The singular value decomposition of a double-Gaussian
kernel reads [22]:
1√
pi
e−
1
4
1+ξ
1−ξ (x+y)
2− 14 1−ξ1+ξ (x−y)2 (C1)
=
√
1− ξ2
∞∑
n=0
(−1)nξnhn(x)hn(y),
where 0 < ξ < 1. Equation (C1) follows from the
Mehler’s formula for Hermite polynomials [49] multiplied
by e−x
2/2−y2/2 from both sides. Note that when the dis-
persion in the x+ y direction is smaller than that in the
x− y direction, which is the case of NPMPA, the factor
(−1)n appears under the sum. As a consequence, one of
the singular functions, let it be the right one, is equal to
(−1)nhn(y), while the left one is hn(x). The functions
(−1)nhn(y) are orthonormal and complete on the Hilbert
space, as expected for singular functions. The singular
values are positive and equal to
√
1− ξ2ξn.
The right-hand side of Eq. (44) is a product of three
double-Gaussian kernels. Applying Eq. (C1) to each of
these kernels, we obtain the singular value decomposition
of JSA. In particular, for the t dimension, we denote the
parameter by ξt, put x = τΩ, y = τΩ
′ and obtain from
comparing Eqs. (44) and (C1)
1 + ξt
1− ξt τ
2 =
1
Ω2p
, (C2)
1− ξt
1 + ξt
τ2 =
1
µ2Ω2max
. (C3)
Excluding ξt from these two equations, we obtain τ =
(µΩmaxΩp)
− 12 , as indicated in Sec. III E. Substituting
this value of τ into Eq. (C2), we obtain ξt as in Eq. (46).
Repeating this procedure for the x and y dimensions,
we obtain a singular value decomposition of JSA in the
form of Eq. (39) with the singular values given by Eq. (45)
and the left and right singular functions
c˜`(η, qy,Ω) = hi(uη)hj(vqy)hk(τΩ)
√
uvτ, (C4)
d˜`(η, qy,Ω) = (−1)i+j+khi(uη)hj(vqy)hk(τΩ)
√
uvτ.
Passing back to the Cartesian coordinates according to
Eq. (42), we obtain the modal functions, Eq. (47).
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Appendix D: Orthonormality and completeness
Here we show that the infinite set of modal functions
c`(qx, qy,Ω), defined by Eq. (47), with a composite index
` = (i, j, k) is orthonormal and complete on the space of
real three-dimensional square-integrable functions.
First, we consider the orthonormality. Calculating the
integral of c`(qx, qy,Ω)c
∗
`′(qx, qy,Ω), we first perform the
integration over qx, considering qy and Ω as parameters.
By a proper change of variables and due to orthonormal-
ity of the Hermite-Gauss functions, we obtain∫
c`(qx, qy,Ω)c`′(qx, qy,Ω)dqxdqydΩ
= vτδii′
∫
hj(vqy)hj′(vqy)hk(τΩ)hk′(τΩ)dqydΩ
= δii′δjj′δkk′ . (D1)
The same result can be obtained by calculating the above
integral in curvilinear coordinates (η, qy,Ω), where η is
defined by Eq. (42), and noting that the Jacobian corre-
sponding to the coordinate change is
∂(η, qy,Ω)
∂(qx, qy,Ω)
=
∣∣∣∣∣∣
1 qy/qd −Q20Ω/(Ω20qd)
0 1 0
0 0 1
∣∣∣∣∣∣ = 1. (D2)
Second, we consider the completeness. Calculating
the sum of c`(qx, qy,Ω)c`(q
′
x, q
′
y,Ω
′), we first perform the
summation over j and k and due to the completeness of
the Hermite-Gauss functions we obtain∑
`
c`(qx, qy,Ω)c`(q
′
x, q
′
y,Ω
′)
= uδ(qy − q′y)δ(Ω− Ω′)
∑
i
hi (uqx − uq0)hi (uq′x − uq0)
= δ(qx − q′x)δ(qy − q′y)δ(Ω− Ω′), (D3)
where we have used q0 = qd +Q
2
0Ω
2/(2Ω20qd)− q2y/(2qd).
Thus, the considered set of functions is complete.
The orthonormality and completeness of the infinite
set of modal functions d`(qx, qy,Ω), defined by Eq. (48),
is proven in a similar way.
[1] W. H. Louisell, A. Yariv, and A. E. Siegman, Phys. Rev.
124, 1646 (1961).
[2] B. R. Mollow and R. J. Glauber, Phys. Rev. 160, 1097
(1967).
[3] A. Heidmann, R. J. Horowicz, S. Reynaud, E. Giacobino,
C. Fabre, and G. Camy, Phys. Rev. Lett. 59, 2555
(1987).
[4] M. D. Reid and P. D. Drummond, Phys. Rev. Lett. 60,
2731 (1988).
[5] A. Einstein, B. Podolsky, and N. Rosen, Phys. Rev. 47,
777 (1935).
[6] Z. Y. Ou, S. F. Pereira, H. J. Kimble, and K. C. Peng,
Phys. Rev. Lett. 68, 3663 (1992).
[7] Y. Zhang, H. Wang, X. Li, J. Jing, C. Xie, and K. Peng,
Phys. Rev. A 62, 023813 (2000).
[8] V. Boyer, A. M. Marino, R. C. Pooser, and P. D. Lett,
Science 321, 544 (2008).
[9] S. L. Braunstein and H. J. Kimble, Phys. Rev. Lett. 80,
869 (1998).
[10] D. B. Horoshko and S. Y. Kilin, Phys. Rev. A 61, 032304
(2000).
[11] W. Asavanant, Y. Shiozawa, S. Yokoyama, B. Charoen-
sombutamon, H. Emura, R. N. Alexander, S. Takeda,
J. Yoshikawa, N. C. Menicucci, H. Yonezawa, and A. Fu-
rusawa, Science 366, 373 (2019).
[12] M. V. Larsen, X. Guo, C. R. Breum, J. S. Neergaard-
Nielsen, and U. L. Andersen, Science 366, 369 (2019).
[13] P. Grangier, R. E. Slusher, B. Yurke, and A. LaPorta,
Phys. Rev. Lett. 59, 2153 (1987).
[14] A. Gatti, T. Corti, E. Brambilla, and D. B. Horoshko,
Phys. Rev. A 86, 053803 (2012).
[15] D. B. Horoshko, G. Patera, A. Gatti, and M. I. Kolobov,
Eur. Phys. J. D 66, 239 (2012).
[16] C. Silberhorn, P. K. Lam, O. Weiß, F. Ko¨nig, N. Ko-
rolkova, and G. Leuchs, Phys. Rev. Lett. 86, 4267 (2001).
[17] J. Wenger, A. Ourjoumtsev, R. Tualle-Brouri, and
P. Grangier, Eur. Phys. J. D 32, 391 (2005).
[18] A. Shinjo, Y. Eto, and T. Hirano, Opt. Express 27,
17610 (2019).
[19] R. Simon, N. Mukunda, and B. Dutta, Phys. Rev. A 49,
1567 (1994).
[20] R. S. Bennink and R. W. Boyd, Phys. Rev. A 66, 053815
(2002).
[21] S. L. Braunstein, Phys. Rev. A 71, 055801 (2005).
[22] D. B. Horoshko, L. La Volpe, F. Arzani, N. Treps,
C. Fabre, and M. I. Kolobov, Phys. Rev. A 100, 013837
(2019).
[23] P. Migda l and W. Wasilewski, Appl. Phys. B 99, 657
(2010).
[24] J. Perˇina, Phys. Rev. A 92, 013833 (2015).
[25] A. Gatti, R. Zambrini, M. San Miguel, and L. A. Lu-
giato, Phys. Rev. A 68, 053807 (2003).
[26] E. Brambilla, A. Gatti, M. Bache, and L. A. Lugiato,
Phys. Rev. A 69, 023802 (2004).
[27] L. Caspani, E. Brambilla, and A. Gatti, Phys. Rev. A
81, 033808 (2010).
[28] B. Huttner, S. Serulnik, and Y. Ben-Aryeh, Phys. Rev.
A 42, 5594 (1990).
[29] M. Kolobov, Rev. Mod. Phys. 71, 1539 (1999).
[30] W. H. Louisell, Quantum statistical properties of radia-
tion (Wiley, 1990).
[31] S. Blanes, F. Casas, J. Oteo, and J. Ros, Phys. Rep.
470, 151 (2009).
[32] T. Lipfert, D. B. Horoshko, G. Patera, and M. I.
Kolobov, Phys. Rev. A 98, 013815 (2018).
[33] A. Christ, B. Brecht, W. Mauerer, and C. Silberhorn,
New J. Phys. 15, 053038 (2013).
[34] J. H. Shapiro and A. Shakeel, J. Opt. Soc. Am. B 14,
232 (1997).
[35] Arvind, B. Dutta, N. Mukunda, and R. Simon, Phys.
Rev. A 52, 1609 (1995).
[36] W. Wasilewski, A. I. Lvovsky, K. Banaszek, and
18
C. Radzewicz, Phys. Rev. A 73, 063819 (2006).
[37] G. Cariolaro and G. Pierobon, Phys. Rev. A 93, 062115
(2016).
[38] R. A. Horn and C. J. Johnson, Matrix Analysis (Cam-
bridge University Press, New York, 1985).
[39] C. K. Law, I. A. Walmsley, and J. H. Eberly, Phys. Rev.
Lett. 84, 5304 (2000).
[40] W. P. Grice, A. B. U’Ren, and I. A. Walmsley, Phys.
Rev. A 64, 1 (2001).
[41] A. I. Lvovsky, W. Wasilewski, and K. Banaszek, J. Mod.
Opt. 54, 721 (2007).
[42] G. Patera, N. Treps, C. Fabre, and G. J. de Valca´rcel,
Eur. Phys. J. D 56, 123 (2010).
[43] C. K. Law and J. H. Eberly, Phys. Rev. Lett. 92, 127903
(2004).
[44] A. Christ, K. Laiho, A. Eckstein, K. N. Cassemiro, and
C. Silberhorn, New J. Phys. 13, 033027 (2011).
[45] L. L. Volpe, S. De, T. Kouadou, D. Horoshko, M. I.
Kolobov, C. Fabre, V. Parigi, and N. Treps, Opt. Ex-
press 28, 12385 (2020).
[46] M. Abramowitz and I. A. Stegun, eds., Handbook of
mathematical functions (Dover Publications, New York,
1964).
[47] R. W. Boyd, Nonlinear Optics (Academic Press, New
York, 2008).
[48] D. Eimerl, L. Davis, S. Velsko, E. K. Graham, and A. Za-
lkin, J. Appl. Phys. 62, 1968 (1987).
[49] F. Mehler, J. Reine Angew. Math. 66, 161 (1866).
