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          rank（ノピM）＝rank（λ）←＝⇒ λ（〃’λ）’〃’λ＝。4．
 上記の補助定理を用いて，以下のことが証明される．
      〃（刈λ。）一ムλ；＝ん⇒λ；（λ1〃）一ムλ。＝λ。




       一Σ’12＝ノ11／L；＝∫1∫㌢，   一Σ’13＝ノ［1λ3＝∫1γ3，   Σ’23＝ノ』λ3＝∫12γ3．
従って，














 i）      λ〃≧（X2）’X1（XlX1）一X壬（X2），ただし，λ＝（1／m＊）F’X2
が成立する．X。＝（伽）のときは，上記の結果は砺≧SMC（力）を意味する．さらに，










求める方法はMTFA（minimum trま。e factor ana1ysis（Bent1er（1972）））と呼ばれる．MTFA
はimproper so1utionを生じやすいので，iii）にiv）の条件を含めたものを。onstrained mini－
mumtrace factor ana1ysis（CMTFA）と呼んでいる（Woodhouse andJackson（1977））．さ
らに，i）およびiV）の条件を考慮せずに，ii）の条件で構造（λ，Ψ）を求めると，そのとき得ら
れる共通因子数の下限はLedermannの境界に一致すると推測されている．
 性質5．1．（Shapiro（1982））A reduced rank of the力x力。ovariance matrix is greater
than or equa1to Ledermann’s bound a1most sure1y．
 性質5．2．（Bekker and De Leeuw（1987））
 （a） ρ肋ρ〃＝ρ〃ρ〃（タ≠ノ，尾，Z， ノ・≠・后，Z， 々・≠・Z），    （b） ρ批一ρ〃ρ｛ゴ＞0
は，Σ＝〃十伊が成立するための心要十分条件である．
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                  8ゴ＝μ言十λ＾十εゴ
ここで，五は力×后の集団間で不変な因子負荷行列，＾は長さ后の共通因子のベクトル，鏡は
長さ力の独自因子のベクトルであり，亙（8ゴ）＝μ，亙（デコ）＝0，亙（ε｛）＝0である．＾とεiは，タ
＝1，．．．，Mのサンプルについて，互いに独立に次の多変量正規分布に従うとする．
