Abstract. We describe the osculating cone to Brill-Noether loci W 0 d (C) at smooth isolated points of W 1 d (C) for a general canonically embedded curve C of even genus g = 2(d − 1). In particular, we show that the canonical curve C is a component of the osculating cone. The proof is based on techniques introduced by George Kempf.
Introduction
In Brill-Noether theory, one studies the geometry of Brill-Noether loci W r d (C) for a curve C, i.e., schemes whose closed points consist of the set
of linear series of degree d and dimension at least r + 1. For a general curve, the dimension of W r d is equal to the Brill-Noether Number ρ(g, d, r) = g − (r + 1)(g − d + r) by the Brill-Noether Theorem (see [GH80] ). In this paper, we study the local struture of W 
whose ideal is generated by the maximal minors of (l ij ) by RiemannKempf's Singularity Theorem (see [Kem73] ). Recall that the analytic type of W 0 d (C) at L is completely determined by the tangent cone. As its subvariety, 2010 Mathematics Subject Classification. 14B10, 13D10, 14H51. Key words and phrases. osculating cones, infinitesimal deformations, Brill-Noether theory, Torelli-type theorem. 1 we will study the osculating cone of order 3 to W 0 d (C) at the point L, denoted by OC 3 (W 0 d (C), L), a better approximation than the tangent cone in the given embedding into H 1 (C, O C ). Schreyer conjectured that the geometry of the osculating cone is rich enough to recover the curve C. We will give a positive answer for smooth pencils L ∈ W 1 d (C) with h 0 (C, L) = 2 and dim(W 1 d (C)) = ρ(g, d, 1) = 0. To explain our main theorem, we introduce some notation. Let C be a smooth canonically embedded curve of genus g = 2(d − 1) ≥ 4 over an algebraically closed field k of characteristic different from 2. For a general curve, the Brill-Noether locus W 1 d (C) is then zero-dimensional, and for every L ∈ W 1 d (C), the multiplication map
is an isomorphism by [Gie82] . Hence, W By our choice of L, the projectivization of the tangent cone has a simple description which is important for our following considerations. Recall that the projectivization of the tangent cone and the osculating cone live naturally in the canonical space
It is the union of planes D = P d−2 spanned by the points of the divisor D ∈ |L|. Furthermore, the isomorphism of the multiplication map yields that the scroll is smooth and hence, coincides with the Segre embedding
We get the following diagram 1 d (C) such that the multiplication map µ L is an isomorphism. If char( ) = 0, then the fiber D of the projection π intersects the osculating cone P(
then the above is true if π| C : C → P 1 is tamely ramified. In particular, the osculating cone consists of 2 d−1 − 1 points in a general fiber.
In [May13] , the second author showed that all intersection points are contained in the osculating cone for a general fiber. For g = 4, this generalizes the main theorem of [Kem86] .
An immediate consequence of Theorem 1.1 is a Torelli-type Theorem for osculating cones to W transitive on C i . Recall that the monodromy group is the full symmetric group S d for a general curve, thus the osculating cone contains a union of ⌊ d 2 ⌋ irreducible curves. An easy example (see [Dal85, Proposition 4 .1 (b)]) where an additional component of the osculating cone decomposes is the following. For a tetragonal curve of genus 6 with monodromy group Z 4 , the trigonal curve C 2 , with the above notation, decomposes in a rational and a hyperelliptic curve.
It can also happen that there are further even higher-dimensional components of the osculating cone contained in special fibers of π.
The paper is organized as follows. Section 2 provides basic lemmata which we need later on and motivates our main theorem. In Section 3, we recall Kempf's cohomology obstruction theory. Using this theory, we will give a proof of Theorem 1.1 in Section 4.
Preliminaries and Motivation
Throughout this paper, we fix the following notation: Let C be a smooth canonically embedded curve of even genus g = 2(d − 1) ≥ 4 over an algebraically closed field of characteristic = 2 and let L ∈ W 1 d (C) be an isolated smooth point of the Brill-Noether locus.
We refer to [ACGH85] for basic results of Brill-Noether theory. We deduce two simple lemmata from our assumptions on the pair (C, L).
Lemma 2.1. The linear system |L| is a base point free pencil with H 1 (C, L 2 ) = 0 and surjective multiplication map µ L .
Proof. Since L is a smooth point and g = 2(d − 1), the multplication map µ L :
is an isomorphism between vector spaces of the same dimension. Furthermore, |L| is a base point free pencil since H 0 (C, ω C ) has no base points. By the base point free pencil trick, we deduce the vanishing
Lemma 2.2. For any point p ∈ C, we have
Proof. Let f 0 ∈ H 0 (C, L) be a section vanishing at p. The section f 0 is unique since |L| is base point free. Let D be the divisor of zeros of f 0 . We get an isomorphism
We compute the vector space
and |D| is base point free, we find a rational function h ∈ H 0 (C, O C (D)) whose divisor of poles is exactly D. The Riemann-Roch theorem states
and since h 1 (C, O C (2D)) = 0 by Lemma 2.1, a basis of
2 ). We conclude that
As already pointed out, the tangent cone coincides with the scroll swept out by g 1 d = |L|. In this setting, a further important object is the multiplication or cup-product map.
Remark 2.3. Let (l ij ) be the linear part of the (d − 1) × 2 matrix (f ij ) as in the introduction (see also Corollary 3.2). The matrix (l ij ) is closely related to the cup-product map µ L . Indeed, by [Kem83, Lemma 10.3 and 10.6], the matrix (l ij ) describes the induces cup-product action
Thus, the tangent cone corresponds to cohomology classes b ∈ H 1 (C, O C ) such that the map ∪b has rank ≤ 1. By Lemma 2.1, the multiplication map is surjective and the homomorphism ∪b always has rank ≥ 1 for b = 0. We see that the map ∪b has rank equal to 1 for points in the tangent cone. Now, we will describe the osculating cone as a degeneracy locus of a map of vector bundles on P 1 × P d−2 . This yields the expected number of points in the intersection of the osculating cone and a fiber over P 1 and motivates our main theorem.
Let [t 0 , t 1 ] and [u 0 , . . . , u d−2 ] be the coordinate rings of P 1 and P d−2 , respectively. Using these coordinates and the Segre embedding P 1 × P d−2 ⊂ P g−1 , the linear matrix (l ij ) can be expressed as the matrix
. Let (q ij ) be the quadratic part of the expansion of (f ij ) in homogeneous forms on P g−1 . Then, the ideal of the osculating cone is generated by homogeneous elements of bidegree (3, 3) in the ideal
] (see Definition 3.6). In other words, the matrix A (t 0 ,t 1 ) induces a map between vector bundles such that the osculating cone is the degeneracy locus of A (t 0 ,t 1 ) .
We assume that the degeneracy locus has expected codimension d−2 in P 1 ×P d−2 , i.e., the osculating cone is a curve. We may determine the expected number of points in a general fiber over P 1 with the help of Chern classes computation. Indeed, for a fixed point (λ, µ) ∈ P 1 , the osculating cone is given by the finite set
We compute its degree:
We define the vector bundle F as the cokernel of the first column of A (λ,µ) . Note that u 0 , . . . , u d−2 do not have a common zero in P d−2 . Then, the vanishing locus of the section s(2) :
is the osculating cone in the fiber and its degree is the Chern class c d−2 (F (2)). The total Chern class of F is given by
We can transform the total Chern class to c(
. By the splitting principal, we find constants λ i such that
The Chern class c d−2 (F (2)) is given by the coefficient of the
, which is consistent with the assertion of the main theorem.
With a similiar computation on P 1 × P d−2 , we get the degree of the osculating cone
If the osculating cone has expected codimension d − 2, the Eagon-Northcott complex resolves the osculating cone
and we can compute its genus. It is
Example 2.4. Let C be a general curve of genus 6 in the canonical space and let L ∈ W 1 4 (C) be a smooth point. We denote by S = [t 0 , t 1 ] ⊗ [u 0 , . . . , u 2 ] the coordinate ring of the Segre product P 1 × P 2 . As explained above, we express the L) ) of the osculating cone in P 1 × P 2 as 2 × 2 minors of the matrix
where p i ∈ S (3,2) for i = 0, 1, 2. For a general curve, the map ϕ |L| : C → P 1 has only simple ramification points and by Theorem 1.1, the osculating cone has expected codimension 2 in P 1 × P 2 . By Hilbert-Burch Theorem, the minimal free resolution of
Thus, the osculating cone is a reducible curve of degree 22 and genus 30. For more detailed analysis of the osculating cone see the end of Section 4.
Kempf's cohomology obstruction theory
First, we recall variation of cohomology to provide local equations of W 0 d (C) at the point L. Then, we introduce flat coordinates on an arbitrary algebraic group as in [Kem86] in order to give a precise definition of the osculating cone. Finally, we study infinitesimal deformations of the line bundle L which are related to flat curves. This results in an explicit criterion for a point b ∈ H 1 (C, O C ) to lie in the osculating cone. There exist two flat A-modules F and G of finite type and an A-homomorphism α : F → G such that for all A-modules M, there are isomorphisms
If we shrink S to a smaller neighbourhood, we may assume that F and G are free A-modules of finite type by Nakayama's Lemma. Furthermore, we may assume that the approximating homomorphism is minimal, i.e., α ⊗ A k(L) is the zero homomorphism by [Kem83, Lemma 10.2]. Applying Theorem 3.1 to M = L leads to the following corollary. 
, ∀s ∈ S, the A-modules F and G are free of rank 2 and d − 1, respectively.
3.2. Flat coordinates and osculating cones. We recall the definition of the flat structure on an algebraic group and of the osculating cone according to [ Chapter II,  §1] ). Roughly speaking, the flat structure on an algebraic group is a truncated exponential mapping. We explain this in more details.
For an algebraic group X of finite type over an algebraically closed field, let X n,x be the n-th infinitesimal neighbourhood of x ∈ X which is given by the (n + 1)-st power of the ideal of x. It is sufficient to define the flat structure on X at the identity e since we can translate this to any point of X. We denote T the tangent space to X at e. Recall that the identity is the fixed point of the m-power operation which sends g to g m for all m ∈ Z.
Definition 3.3. The flat structure of n-th order on X at e is given by an equivariant isomorphism ι : T n,0 → X n,e so that the multiplication by m on T n,0 is the same as the action of the m-power operation on X n,e for all integers m. We call a smooth subvariety Y ⊂ X passing through e flat to the n-th order if ι −1 (Y n,e ) has the form S n,0 where S is a linear subspace of T .
In Subsection 3.3, we will give an explicit description of the flat structure on the Picard variety Pic(C).
By abuse of notation, we call ι the equivariant isomorphism defining the flat structure at an arbitrary point x ∈ X. We use the isomorphism ι to expand regular functions on X at x. More precisely, let f 1 , . . . , f m be regular functions on X at x such that their pullback under ι forms a basis {x 1 , . . . , x m } for the linear functions on T n,0 .
Definition 3.4. Let g be a regular function on X at x. An expansion of g in flat coordinates is the expansion ι * (g) = g k + g k+1 + · · · where g j is a homogeneous polynomial in the variables x i on T . A component of f is such a homogeneous polynomial in the expansion.
Remark 3.5.
(a) If char( ) = 0, there is a unique flat structure of order n for all n ∈ N. In the limit, these flat structures give an analytic isomorphism between a neighbourhood of the 0 in T and a neighbourhood of e in X, the exponential mapping.
(b) If char( ) = p, there exists a flat structure on X if n is strictly less than p. (c) Let E ⊂ X be a smooth curve passing through x. Then E is flat for the flat structure of order n if and only if the m-power operation maps E n,x to E n,x for all integers m.
Our main object of interest is the following.
Definition 3.6. Let X be an algebraic group with a flat structure and let Y ⊂ X be a smooth subvariety passing through x ∈ X. The osculating cone of order r to Y at a point x, denoted by OC r (Y, x) ⊂ T x (X), is the closed scheme defined by the ideal generated by the forms
To get back to the Brill-Noether locus W 0 d (C), we end this section with an example.
Example 3.7. The osculating cone In particular, an element b ∈ H 1 (C, O C ) is represented by a collection β = (β p ) p∈C of rational functions, where β p is regular at p except for finitely many p.
We turn to infinitesimal deformations of our line bundle L ∈ W 1 d (C) which are determined by elements in H 1 (C, O C ). Furthermore, we will give an explicit description of the flat structure on Pic(C).
Let X i be the infinitesimal scheme Spec(A i ) supported on one point x 0 , where A i is the Artinian ring [ε]/ε i+1 for i ≥ 1. We consider the sheaf homomorphism
given by the truncated exponential mapping
which is the identity on C × {x 0 }. This homomorphism induces a map between cohomology groups
where the image of a cohomology class b ∈ H 1 (C, O C ) determines a line bundle on C × X i , denoted by L i (b), and whose restriction to C × {x 0 } is the structure sheaf O C . For i = 1, this is the usual identification between H 1 (C, O C ) and the tangent space to Pic(C) at O C . Furthermore, there exists a unique morphism After translation of the flat structure to the point L, we get flat curves
We will describe the infinitesimal deformation of L corresponding to such a flat curve in more details. If b ∈ H 1 (C, O C ) is represented by a collection β = (β p ) p∈C of rational functions, then the line bundle L i (b) is the i-th deformation of L whose stalk at p is given by rational sections
p /2 is regular at p for all p ∈ C. Note that the conditions are independent of the representative β p .
Furthermore, we have exact sequences
Using the first exact sequence, we get a criterion for points in the canonical space lying in the tangent cone. We denote by · b the line spanned by a cohomology class b.
Lemma 3.10. Let 0 = b ∈ H 1 (C, O C ) be a nonzero cohomology class. The point · b ∈ P g−1 lies in the tangent cone if and only if there exists a global section
where f 0 = 0 is unique up to scalar.
Proof. Let 0 = b ∈ H 1 (C, O C ) be a cohomology class. Applying the global section functor to the short exact sequence (2), we get the exact sequence
where the coboundary map is given by the cup-product with b by [Kem83, Lemma 10.6]. By Remark 2.3, ·b is in the tangent cone if and only if the map ∪b has rank 1. Thus, for points in the tangent cone,
is three-dimensional and there exists a global section as desired.
The following criterion provides the connection of the osculating cone of order 3 and second order deformations of L. The proof follows [KS88, Lemma 4]. 
where f 0 = 0.
Proof. Applying Theorem 3.1 to L 2 (b), there exists an approximating homomorphism of A 2 -modules
) and the pullback of W 0 d (C) via the flat curve exp 2 (b) : X 2 −→ Pic(C) is given by the maximal minors of ϕ. In other words, ϕ is the pullback of the matrix (f ij ) of Corollary 3.2. The matrix ϕ is equivalent to a matrix
Hence, the line · b is contained in the osculating cone OC 3 (W 
and thus, f 0 is nonzero in H 0 (C, L).
Let · b be a point in the tangent cone and let f 0 + f 1 ε be the corresponding global section as in Lemma 3.10. The following corollary answers the question if a second order deformation of the global section f 0 ∈ H 0 (C, L) is possible.
Proof. The cohomology class [
and only if
and a rational section f 2 . Taking Example 3.9 into account, this condition is satisfied if and only
. Thus, it is equivalent for b to be in the osculating cone of order 3 by Lemma 3.11.
In the proof of Theorem 1.1, we will describe points in the fiber of the tangent cone over P 1 in terms of principal parts. We need the following lemma (see [Kem86, Section 3]).
Lemma 3.13. Let f 0 ∈ H 0 (C, L) be a global section and let D be its divisor of zeros. The fiber of the tangent cone D over the point · f 0 ∈ P(H 0 (C, L)) is the projectivization of the kernel of ∪f 0 :
is generated by cohomology classes of principal parts bounded by D, i.e., elements of
Proof. The first statement is clear by Remark 2.3. For the second statement, we consider the short exact sequence 0
The map ρ is the restriction of the map p to the finite dimensional vector space
there is a commutative diagram
The second statement follows.
Proof of the main theorem
Our proof is a modification of the proof in [Kem86, Section 4]. We fix the notation for the proof: Let
be an arbitrary divisor in the linear system |L|, where k i ≥ 1 and
be the section whose divisor of zeros is exactly D and let
. We now assume that each ramification point is tame, i.e., the ramification index k i ≥ 2 is coprime to the characteristic of .
Proof of Theorem 1.1. We proceed as follows. We determine the condition on a point in the fiber to lie in the osculating cone and reduce this condition to a system of equations. To this end, we present the set of solutions as well as their geometry.
Let b := [β] = 0 be an arbitrary point in the fiber D of the tangent cone, where β = (β p ) p∈C ∈ Prin(O C (D)). By Lemma 3.13, we can choose the principal part β such that β p is regular away from the support of D and the pol order at p i is bounded by k i , i.e., β is spanned by elements of
First of all, we state the condition that the point b lies in the osculating cone. Since the line · b spanned by b is a point in a fiber D of the tangent cone, f 0 β is regular and f 0 +0ε is a global section of H 0 (C ×X 1 , L 1 (b)) by Lemma 3.10. We can apply Corollary 3.12. The point · b ∈ D is in the osculating cone OC 3 (W 0 d (C), L) if and only if there exist sections f 1 , f 2 ∈ Rat(L) such that
Note that f 1 and f 2 are everywhere regular by Corollary 3.12 and Lemma 2.2, respectively. Thus, f 1 , f 2 ∈ H 0 (C, L) and the global section f 1 = af 0 + cg 0 is a linear combination of f 0 and g 0 . Since f 0 β is regular, condition (3) simplifies:
+ cg 0 β is regular at all p i for some constant c ∈ . Now, we reduce the condition to a simple system of equations. Since regularity is a local property, we study our condition at every single point p i of the support of D. To simplify notation we set p := p i and k := k i .
Then, β p = k i=1 λ i β i , where β i is the principal part of a rational function with pol of order i at p. Hence, β 1 , . . . , β k is a basis of H 0 (C, O C (D)| k·p ) and β p is an arbitrary linear combination of this basis.
We have to choose our basis of H 0 (C, O C (D)| k·p ) carefully in order to get the polar behaviour in condition (3) at p under control. More precisely, we want to have equalities β j β k+i−j = β i β k for i ∈ {1, . . . , k} and j ∈ {i, . . . , k}. An easy local computation shows the following claim which implies our desired equalities. Here, we need that p is a tame point, i.e., the characteristic of does not divide k.
Claim. There exists a basis of
where t is a local parameter function which vanishes simple at p. After rescaling our local parameter, we may assume that β k := h| p is of the form
for some constants c 1 , . . . , c k−1 ∈ . We want to define β 1 to be the expansion of the k-th root of the rational function F := c 1 t −1 + c 2 t −2 + · · · + c k−1 t −k+1 + t −k up to some order. Therefore, we need to invert k. To be more precise, let
be the expansion of k √ F . We define
and β i := (β 1 ) i . This proves the claim since β
| p = g 0 | p and f 0 β i β j is regular for i + j ≤ k. Using our careful choice of β i , condition (3) is fulfilled at the point p if and only if
is regular at p.
Since the global section g 0 does not vanish at p ∈ Supp(D), condition (3) is regular at p if and only if
for all i = 1, . . . , k.
At the end, we have to solve this system of equations and describe the geometry. Let λ i , c be a solution of the equations. In order to relate a solution to its geometry, we distinct two cases. The second case is only relevant if the multiplicity k ≥ 2. . . .
⌉ + + · · · + λ k λ 1 = 0 (i = 1).
Thus, λ k = 0 solve the first two equations. The second pair now gives λ k = λ k−1 = 0. Inductively, we obtain λ k−l = 0 for all l with k−2l ≥ 1. Whether the last equation gives a condition depends on the parity of k. Thus λ k = · · · = λ ⌊ This completes the local study of condition (3). We now make use of the local description of β which leads to a global picture. The principal part β = n i=1 β p i is supported on D. Since the constant c is the same for all local computations, either all principal parts β p i satisfy Case 1 or all principal parts satisfy Case 2.
By Lemma 3.13, the total principal part of h yields a relation 
