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Many real-world social networks constantly change their global properties over time, such as the
number of edges, size and density. While temporal and local properties of social networks have been
extensively studied, the origin of their global fluctuations is not yet well understood. A network
may grow or shrink if a) the total population of nodes, including resting ones, changes and/or b) the
chance of two nodes being connected varies over time. Here, we develop a method that classifies the
source of global fluctuations of temporal networks according to these two mechanisms. We propose
a dynamic hidden-variable model to formally define the two dynamical classes, with which we show
that the global fluctuations in a real-world dynamical system can be explained by either of the
two simple mechanisms. Our findings will contribute to a better understanding of the origin of the
time-varying nature of complex networks.
I. INTRODUCTION
Along with the increasing availability of high-
resolution data sets, dynamics of human social com-
munication have been extensively studied over the past
decades [1–6]. Many of these studies are based on data
sets of online interactions, such as emails [7], text mes-
sages [8, 9] and mobile phones [2, 3, 10, 11], but the
recent development of sensor devices has also enabled us
to collect time-stamped data from face-to-face interac-
tions in physical space [1, 12–15]. Those data therefore
cover a wide range of social contexts in which dynamic
interactions among individuals form temporal social net-
works [6, 16].
These real-world social networks exhibit very often non
stationarity: their structure constantly changes over time
not only in shape but also in size. For example, face-
to-face networks in a school tend to be denser during
breaks than during class time [1, 17, 18]. Similarly, the
overall activity of social agents (i.e., individuals, finan-
cial institutions, etc) has intrinsic diurnal and/or daily
rhythms [19–23].
Generally, these dynamics are present because the
studied system is not closed: it is in fact a common
property of real-world social and economic networks that
agents are free to enter and exit. For online communica-
tion tools, such as email [7], text messages [9] and phone
calls [2, 3, 10], the number of nodes that are ready to in-
teract with others can vary according to external factors
such as work schedule and time differences between cities,
etc. In social networks like Twitter and Facebook, anyone
can basically join or quit the existing communication net-
works at any time. In financial markets, a bank becomes
∗ Corresponding author: kobayashi@econ.kobe-u.ac.jp
a part of an interbank network if it borrows from or lends
to other banks and exits the network when the loan is
repaid [24, 25]. Another non-conservative aspect of real-
world networks is the fact that even if the population
is constant, the networking activity might vary due to
external factors. Diurnal, weekly and monthly rhythms
drive traffic in mobility networks, both the flows between
cities [19, 26] and within [23]. At a smaller scale, sched-
ules and organisation can for instance hinder or facilitate
the creation of links (coffee breaks in a conference [13],
pauses between classes in a school [5, 17], lunch breaks
in a company [15, 27], etc).
While fluctuations of the structure at the macroscopic
scale are a common phenomenon in temporal social net-
works, the mechanisms responsible for them remain un-
known. In the present work, we focus on the evolution
of two quantities that condition the macroscopic net-
work structure: the numbers of active nodes and edges.
In principle, we can reduce the mechanisms to two fac-
tors that would lead to global fluctuations: number of
nodes N and the number of edges M will fluctuate if a)
the size of population (i.e., potential number of nodes)
changes and/or b) the chance of two nodes being con-
nected changes. Clearly, the size of the population in
a system constrains the number of active nodes that
form a network: at constant probability for links to ap-
pear, more nodes implies more links. Similarly, bilateral
matching probability determines the number of edges in
the network and thereby its density: at constant popu-
lation size, the higher the probability for a link to exist,
the higher the number of links. The question is then:
given an empirical temporal network exhibiting fluctua-
tions of global activity, is it possible to identify the source
of these fluctuations?
In the present work, we develop a method to perform
such a task by exploiting a dynamical relationship be-
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2tween the numbers of active nodes and edges. To model
the behaviour of nodes, we use a dynamical version of a
hidden-variable model in which the temporal probability
of two nodes being connected is given by a product of
“fitness” parameters [28, 29]. The fitness parameters are
considered to be intrinsic and constant features of the
nodes, the time-evolving aspect arises from two supple-
mentary mechanisms. First, we introduce a parameter
that modulates the average activity level of nodes. This
modulation parameter allows the size of generated net-
works to vary over time while keeping the total number
of nodes in the system, including resting nodes, constant.
Second, we allow the population size to vary in time. In
the original fitness model [28, 29], there is no distinction
between population and the number of active nodes, be-
cause the population size is assumed to be large enough
so that virtually all nodes in the network are active [25].
However, if the population of a network is not sufficiently
large, a certain fraction of existing nodes may not be ac-
tive [25], and thereby a change in the population size
affects the rate at which the number of edges grows with
the number of active nodes.
In the following, we first expose the empirical evidence
for the existence of simple mechanisms governing the fluc-
tuations of global activity in temporal networks. We then
present a dynamical hidden-variable model with which
we investigate the emergence of these temporal patterns.
From this model we extract two theoretical equations
that connect N and M under different specifications on
the activity rhythm of agents and the population size.
The proposed method allows us to estimate the actual
activity rhythm and the (unobservable) population size.
From this we are then able to identify for each empirical
case which key factor drives the observed global fluctua-
tions of the temporal network. We also briefly mention a
variation of the model for cases where the population is
fixed and known, allowing us to fit the empirical distribu-
tion of node fitnesses to a beta distribution. We conclude
by a discussion of our results and the limitations of the
model.
II. RESULTS
A. Evidence from empirical data
We consider six data sets of social and economic in-
terest, taken from contexts of very different nature (see
IV A in Methods for a full description of the data sets):
• Interbank (bilateral transactions in the online in-
terbank market in Italy);
• Enron (email communication network from the En-
ron Corporation [7, 30]);
• CollegeMsg (online social network at the University
of California, Irvine [8, 9]);
• RealityMining (phone call data from the Reality
Commons project [2]);
• LondonBike (bike trips from the London Bicycle
Sharing Scheme [31]);
• Highschool (face-to-face contacts network in a
French high school [17]).
We investigate in this empirical data the dynamical re-
lationship between the number of active nodes N and the
corresponding number of edges M present in each snap-
shot of the temporal networks. Fig. 1 shows scatter plots
of M against N for each social context. Two important
features appear. First and foremost, there is a strong
positive correlation between N and M in all the data
sets we examine. In particular, we observe superlinear
scaling, i.e., the rate at which M rises with N is larger
than that expected by a linear growth, as is occasionally
reported for many real-world systems [10, 32, 33].
Second, there are two different patterns as to how M
grows with N . One is the superlinear scaling we men-
tioned, in which the exponent of scaling is constant (> 1),
showing as a straight line on a log-log scale plot. In Fig. 1,
Interbank, Enron, CollegeMsg and RealityMining appear
to belong to this category. Contrarily, for LondonBike
and Highschool the growth of M for large values of N is
even faster than superlinear: the slope itself increases as
N grows.
Both behaviours are striking, as they suggest the ex-
istence of simple mechanisms for the dynamics of global
activity in temporal networks. However, the empirical
dynamical relationship we observe in Fig. 1 cannot be re-
produced by a class of common growing network models
in which a new node joins the network with m edges [34–
36]. While these models are intended to explain the emer-
gence of scaling in empirical degree distributions [34],
the number of edges in the network has a linear correla-
tion with the number of active nodes asymptotically, i.e.,
M ∝ N , which is not consistent with our finding. In the
following, we present a model which explains how these
different types of global behaviours can emerge from tem-
poral social interactions.
B. A dynamic hidden-variable model
We consider a dynamical version of the hidden vari-
able model in which the probability of two nodes being
connected at time interval t is given by:
pij,t = κtaiaj , i, j = 1, . . . , Np,t, t = 1, . . . , T. (1)
where ai is the “fitness” of node i that represents the ac-
tivity level of the node [28, 29, 37]. In the baseline model
we assume that ai is uniformly distributed on [0, 1] be-
cause in general we do not have any prior information
about the distribution of activity levels. We will also
consider a beta distribution as an alternative case in sec-
tion II D.
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FIG. 1. Relationship between the number of active nodes N and the number of edges M in each snapshot for different
social contexts. For Interbank, Enron, CollegeMsg and RealityMining data, each dot represents the realisation of (N,M) in
a particular time window (annotated in the top) of a day. For LondonBike and Highschool data, each dot represents the
realisation of (N,M) in a 10-minutes time window of a day (0:00–24:00). Black dotted and dashed lines denote the theoretical
upper (M = N(N − 1)/2) and lower (M = N/2) bounds, respectively.
There are two time-varying parameters in the model.
One is Np,t which represents the potential number of ac-
tive nodes in the system at time t, i.e., the total of active
and inactive nodes that are in the system at time t. The
number of active nodes having at least one edge at time
t is denoted by Nt. We note that the number of active
nodes Nt is always observable, but the potential number
of nodes Np,t is not. In social networks, for instance, we
do not usually know how many people are ready to inter-
act with other people and what fraction of them actually
created at least one edge. In most cases, what we can
observe from data is the number of active nodes that ap-
pear in the record of interaction history, while there is no
record of nodes without interactions. Since the observed
active nodes may account for only a fraction of the poten-
tial nodes, it is generally written as Nt = (1 − q0,t)Np,t,
where q0,t denotes the share of resting nodes having no
edge. To take an example of social networks, changes
in Np may represent a situation in which the number
of students in the classroom changes over time accord-
ing to the class schedule, leading to a variation in the
maximum possible size of face-to-face contact networks.
The potential number of nodes that are ready to interact
with others is the first key parameter of the model, as it
physically constrains the size of networks to be observed.
The second time-varying parameter of the model is
κt > 0, which modulates the global activity level of
nodes. In the financial system, for instance, the chance
that two banks trade during the lunch time would be in-
trinsically lower than that in the morning [25], in which
case the banks’ activity levels may have a certain diurnal
pattern. In social networks where individuals commu-
nicate with each other, κ would vary according to the
time-schedule of the school, workplace, academic confer-
ences, or the circadian rhythm of humans [4, 20, 21, 38].
With this specification, the observed network size N
and the number of edges M co-evolve as either Np or κ or
both change over time. One can see a change in N due to
a shift inNp represents an extensive margin effect, while a
shift in κ leads to an intensive margin effect. Parameters
κ and Np can thus explain two different origins of the
time-varying nature of networks.
1. Analytical solution for N and M
One can derive the analytical forms for N and M for
given parameters (κ,Np) from the model (see Appendix
for derivation):
N = Np
[
1− 2
κNp
(
1−
(
1− κ
2
)Np)]
, (2)
M =
1
8
κNp(Np − 1), (3)
4where we drop the time subscript t for brevity. Eq. 2 can
be rewritten as follows to link he numbers of active nodes
N to the population Np:
N = (1− q0(κ,Np))Np, (4)
q0(κ,Np) =
2
κNp
[
1−
(
1− κ
2
)Np]
, (5)
This leads to interesting limit behaviours: if |1− κ/2| <
1 and Np is sufficiently large, then q0(κ,Np) ' 0 and
thereby N ' Np and M ∝ N2 (Eq. 3), as is shown
in the study of the static fitness model [28, 29, 37]. In
contrast, if Np is not large enough, then q0(κ,Np) >
0 and N < Np, in which case M is not of order N
2
and the scaling exponent will take a value between 1 and
2 [25]. Note that κ is not per se a probability, and that
its value does not have any a priori upper bound (as it
depends on the activity distribution). Clearly, the larger
the population Np and the overall activity κ, the lower
the share of resting nodes in the population (Fig. S1).
In practice, the value of κ for empirical data sets is very
small (< 0.1) as is shown below.
2. Effects of κ and Np on the emergence of scaling
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FIG. 2. Pairs of (N,M) indicated by the dynamic hidden-
variable model. Each colour represents a particular value of
Np, while different symbols denote different values of κ. Black
dotted and dashed lines denote the theoretical upper (M =
N(N − 1)/2) and lower (M = N/2) bounds, respectively.
Using Eqs. 2 and 3, we are able to analyse numerically
how M scales with N for a given parameter pair (κ,Np).
First we observe that if the value of κ is kept constant
while Np varies, the dynamical relationship between N
and M is close to a straight line in a log-log plot, as seen
in some empirical data (Fig. 2). If κ is close to 0, the
scaling is close to linear. However, as κ increases, the
scaling becomes more and more superlinear, which can
be seen in Fig. 2 by following the same symbol in different
colours.
By contrast, if we vary κ for a given value of Np, the
slope will bend upward. This can be seen in Fig. 2 by
following different symbols in the same colour. This re-
produces the accelerating growth behaviour observed in
the empirical data. Although the scaling relationships
appear to be quite regular, it proves to be very difficult
(if not impossible) to extract from Eqs. 2 and 3 an an-
alytical expression for them, because of the complicated
dependencies of N on Np.
C. Identifying the source of network dynamics in
empirical networks
Given that the model appears to be able to reproduce
the two types of dynamical behaviours, we propose meth-
ods to estimate κ and Np from the empirical data. The
two parameters may be estimated in two ways. One is to
directly solve the two nonlinear equations Eqs. 2 and 3
with respect to (κ,Np) for a given observation of (N,M).
This direct calculation gives us a one-to-one mapping of
(N,M) to (κ∗, N∗p ), where asterisk denotes the solution
of the system of two equations. However, such a method
proves to be unable to correctly estimate the parameters
(see IV B 3).
Another method is to use the dynamical relationship
between N and M (see IV B in Methods for a detailed
description). We consider two different representations of
the model for empirical fitting: Model I, which assumes
that overall activity κ is constant and the evolution of the
potential number of nodes Np,t is endogenous; Model II,
which assumes that the population size Np is constant
and the evolution of overall activity κt is endogenous.
We fit both on each data set and then select the model
which returns the best fit.
Fig. 3 shows the results for the CollegeMsg and Lon-
donBike data sets (see Figs. S2 and S3 in SI for the other
data sets). Our results illustrate the fact that global fluc-
tuations in social and economic temporal networks may
be alternatively driven by the two previously described
factors. For Interbank, Enron, CollegeMsg and Reali-
tyMining, Model I is selected, which means the time-
varying nature of the global network properties comes
from shifts in the potential number of nodes, i.e. the
population in the system changes over time. On the
other hand, for LondonBike and Highschool, Model II
is selected, which means the population remains almost
unchanged, and the changes in the numbers of edges and
active nodes are due to time-varying connecting proba-
bilities. Since all we need for model classification is a
variety of combinations of (N,M), one can implement
the method for any timescale. For instance, if we see
daily activity in the Interbank data set, the macroscopic
behaviours on a vast majority of days are still better
modelled as Model I (Fig. S4). For LondonBike dataset,
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FIG. 3. Estimation results for (a) CollegeMsg and (b) LondonBike data sets. Model I is selected for CollegeMsg and Model II
is selected for LondonBike. In each panel, left column shows the fitted N–M curves. Black dotted and dashed lines denote the
theoretical upper (M = N(N − 1)/2) and lower (M = N/2) bounds, respectively. Middle column shows in (a) the estimated
N̂p, in (b) the estimated κˆ. Right column shows the fitted theoretical density. In (a), the asymptotic density derived from
Eq. (10) is marked by the dotted line.
the global fluctuations across different days are identified
as being driven by a time-varying κ for each time interval
(Fig. S5), again indicating that the population (i.e., the
number of bike stations) is essentially fixed throughout
the data period.
For the data sets for which Model I is selected, we note
that the estimated values of κ are fairly small, ranging
from 0.011 (RealityMining) to 0.078 (Interbank). κ̂ is
time-varying for LondonBike and Highschool, but κ̂ is
still small with the maximum value being no larger than
0.02. This suggests that the direct calculation discussed
in section IV B 1 would not work well for empirical net-
works (Fig. 6a).
We compare the theoretical and the empirical network
density in Fig. 3 (right panels) for CollegeMsg and Lon-
donBike (see Fig. S6 for the other data sets) (see IV C in
Methods for how we estimate the density). For the data
sets for which Model I is selected (Interbank, Enron, Col-
legeMsg and RealityMining), the density monotonically
decreases as N increases, approaching the asymptotic
value κ̂/4 (dashed line). For the other data sets (Lon-
donBike and Highschool) on the other hand, there exists
a threshold value for N above which the empirical and
theoretical density increases with N . This is a sort of
finite size effect: in this region N gets close to Np, thus
the positive impact of κ on density becomes dominant,
as the dilution effect through an increase in N vanishes.
D. Activity distribution
The estimation methods we propose assume that ac-
tivity parameters {ai} are distributed uniformly, because
in many real-world systems we have no prior knowledge
about the activity level of (unobservable) resting nodes.
Nevertheless, if we could have further information about
the system (in addition to N and M), we could also
obtain an estimate of the empirical activity distribution
that covers the entire set of nodes. See IV D in Methods
for the description of the activity distribution estimation
method.
We focus on the systems in which Np is considered to
be constant (i.e., for which Model II is selected), namely
LondonBike and Highschool, and assume that Np is given
by the total number of active nodes of a day. The es-
timation results suggest that the activity distribution
is skewed to the left in both data sets, and the gener-
alised regression equation still well fits the empirical N–
M curve (Fig. 4). We note that while the goodness of
fit generally improves due to the introduction of addi-
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tional parameters (i.e., α and β), the fitted curve is little
affected by the specification of activity distribution (see
Figs. 3b and S2). This suggests that the dynamic hidden
variable model well explains the macroscopic fluctuations
of empirical networks for alternative specifications of ac-
tivity distribution.
III. DISCUSSION
We proposed a method to identify the source of global
fluctuations in temporal networks, namely the fluctua-
tions of the numbers of active nodes and edges. Building
on a model including both population and activity dy-
namics, we showed that these two mechanisms are suffi-
cient to explain these global fluctuations. The estimating
method we developed enables us to compute the parame-
ters for the activity rhythm κ and the population size Np
(and thereby the number of resting nodes Np−N). While
an observation of (N,M) in a particular snapshot is not
sufficient to identify the source of global fluctuations, a
sequence of N and M allows for such an estimation. We
apply the method to six empirical data sets, and identify
for each the main driving factor for global fluctuations.
Going further in the analysis, we found that in social
systems for which the population size is fixed, as the
number of active nodes increases the density decreases.
Indeed, as the activity increases, new links are more likely
to recruit nodes from the potential population, which di-
lutes the network. This effect however stops at a certain
threshold, as the number of active nodes N approaches
its upper bound Np. After this point any increase in the
activity makes the network denser, as it adds links in a
population where all nodes are already active. In con-
trast, for systems in which the activity is constant and
the fluctuations are driven by the dynamics of the popu-
lation, network density always decreases as N increases.
This difference in dynamics might thus be used to iden-
tify the source of aggregate fluctuations.
While our baseline model assumed a uniform activity
distribution, the model can be extended to a more gen-
eral case in which activity parameters follow a beta dis-
tribution. Given the assumption that the total number
of unique node IDs is a proxy of Np, we showed that the
estimated activity distributions are skewed to the left,
compared to the uniform distribution.
While our framework is useful for understanding the
evolution of temporal networks in any contexts, there re-
main some issues that need to be addressed in future
research. First, our method assumes that there are two
types of systems, which are described as Model I (i.e.,
activity rhythm κ is constant and population size Np is
time-varying) and Model II (i.e., population size Np is
constant and activity rhythm κ is time-varying). In real-
world systems, there may exist an intermediate state in
which both the activity rhythm and the population size
are evolving with similar time scales. To study those sys-
tems, one needs to include additional information other
than N and M to inform the model, in order to be able
to separate the effect of both mechanisms. Second, one
key parameter of the model is the distribution of node
fitnesses. Currently, we specified this distribution to be
either a uniform or a beta distribution, which gives sat-
isfactory estimates of the dynamical parameters. The
method would of course yield more accurate estimates
if we could incorporate an empirical distribution of fit-
nesses. However, measuring those is a complicated task:
to do so, one needs to observe the activity levels of to-
tally inactive nodes (i.e., nodes without edges), which is
paradoxical. The fitness of a node in the model is in-
deed a rather abstract property, which integrates many
realistic characteristics that depend on the context. Such
characteristics can also be time dependent.
IV. METHODS
A. Data sets
All data sets are converted to temporal networks with
undirected and unweighted edges. Bidirectional edges
(i.e., edges in both directions) are regarded as undirected
edges with weight 1. We use the following six datasets.
The Interbank data set is constructed from bilateral
transactions in the online interbank market in Italy be-
tween September 4, 2000 and December 31, 2015 (i.e.,
73,922 business days). The data is commercially avail-
able from e-MID SIM S.p.A. based in Milan, Italy
(http://www.e-mid.it). From the data we build a tem-
poral network where nodes are banks, with one snapshot
per day. For each day, two banks are connected by an
edge if a loan is made from a bank to another between
11:00 and 12:00.
The Enron data set is an email-based communication
network from the Enron Corporation [7, 30] collected
from May 11, 1999 to June 21, 2002. From the data
we build a temporal network where nodes are employees,
with one snapshot per day. For each day, two employees
are connected by an edge if at least one e-mail has been
sent from one employee to the other between 14:00 and
16:00.
The CollegeMsg data set is an online social network
at the University of California, Irvine collected from Mar
23, 2004 to October 26, 2004 [8, 9]. From the data we
build a temporal network where nodes are users, with one
snapshot per day. For each day, two users are connected
if one has sent a private message to the other between
14:00 and 16:00.
The RealityMining data set is built from the call data
from the Reality Commons project [2] collected from
September 24, 2004 to January 7, 2005. From the data
we build a temporal network where nodes are individuals,
with one snapshot per day. For each day, two individuals
are connected if there has been a phone call between them
or a voicemail has been left, during the 8:00–12:00 time
window.
The LondonBike data set describes the trips taken by
customers of London Bicycle Sharing Scheme [31] col-
lected on January 12, 2016. From the data we build a
temporal network where nodes are bike sharing stations,
with snapshots every 20 seconds aggregating the data
from a 10 minutes sliding time window. For each 10-
minutes time interval, two stations are connected if there
has been at least one trip between them.
The Highschool data set is a face-to-face contacts net-
work recorded in a high school in France on December
6, 2013, using wearable sensors by the SocioPatterns col-
laboration [1, 17]. As in LondonBike, from the data we
build a temporal network where nodes are individuals,
with snapshots constructed every 20 seconds with a 10
minutes sliding time window. For each 10-minutes time
interval, two individuals are connected if they have been
at least once in contact.
B. Estimation of the model parameters from
empirical data
1. Direct calculation based on a static observation
In the direct calculation, we simply solve Eqs. (2) and
(3) numerically with respect to (κ,Np) for a given obser-
vation of (N,M).
2. Exploiting dynamical relationship: Distinguishing two
classes of systems
This method is based on the idea that the estimation
bias due to the overlap of (N,M) for multiple combina-
tions of (κ,Np) could be avoided if we exploit the dy-
namical relationship between N and M rather than a
particular realisation of (N,M) in a given snapshot. In
this method, we fit the empirical N–M relationship to
the theoretical equations, which will give us nonlinear
least squares estimators of κ and Np.
Since the observed variables N and M appear sepa-
rately in Eqs. (2) and (3), respectively, we formulate a
regression equation by relating N with M through the
substitution of κ or Np. By doing so, we essentially cat-
egorise the empirical dynamic networks into two classes.
In the regression equation for the first class, we express
N as a function of M and parameter κ to endogenise
the time-variation of Np. Hereafter we call this type of
formulation “Model I”. This corresponds to a situation
in which bilateral connection probabilities between nodes
are constant while the potential size of networks is time-
varying.
In “Model II”, on the other hand, we specify N as a
function of M and parameter Np to endogenise the time-
variation of κ. This type of model would be appropriate
when the set of nodes is fixed while bilateral connecting
probabilities are affected by diurnal or circadian rhythms.
The regression equations in the two models are respec-
tively given as follows:
Model I: Np is time-varying and κ is constant.
N = G(M ;κ)
≡ Np(M,κ)
[
1− 2
κNp(M,κ)
(
1−
(
1− κ
2
)Np(M,κ))]
,
(6)
where Np is expressed as a function of M and κ:
Np(M,κ) ≡ 1+
√
1+32M/κ
2 (see Eq. A16). We obtain
the estimator of κ, denoted by κ̂, by regressing N on
M using a method of nonlinear least squares, where
N = G(M ; κ̂) + εI, and εI denotes the T × 1 vector of
residuals. Estimates of time-varying Np are then given
by:
N̂p,t =
1 +
√
1 + 32Mt/κ̂
2
. (7)
Model II: Np is constant and κ is time-varying .
N = F (M ;Np)
≡ Np
[
1− 2
κ(M,Np)Np
(
1−
(
1− κ(M,Np)
2
)Np)]
,
(8)
where κ is expressed as a function of M and Np:
κ(M,Np) ≡ 8MNp(Np−1) (see, Eq. A16). We estimate
8N
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Model I
N
M N = F(M; N̂p)
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Time
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Time
Time
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FIG. 5. Schematic of model selection. If Model I (resp. Model
II) is selected, each bilateral connection probability κˆ (resp.
population size N̂p) is constant while N̂p (resp. κˆ) is time-
varying.
N̂p based on a nonlinear regression equation N =
F (M ; N̂p) + εII. Estimates of time-varying κ are given
by:
κ̂t =
8Mt
N̂p(N̂p − 1)
. (9)
After estimating the parameters in both specifications,
we select one that attains the lower sum of squared errors:{
Model I is selected if ε>I εI < ε
>
IIεII,
Model II is selected otherwise.
A schematic of the model selection is illustrated in
Fig. 5. Note that the criterion of model selection is ef-
fectively the same as that of the Akaike information cri-
terion (AIC) and Bayesian information criterion (BIC)
because we have only one parameter in both models.
3. Validation
We check the accuracy of the proposed estimation
method by using synthetic networks. For the estimation
of Model I (resp. Model II), we generate 500 synthetic
networks under various Np ranging from 20 to 300 (resp.
κ ranging from 0.001 to 0.99) for a given κ (resp. Np).
While solving the system of two nonlinear equations
is straightforward in principle, the question is whether
the obtained solution matches the true values of κ and
Np. Obviously, the network generating mechanism is in
reality not deterministic but stochastic, which means the
same parameter combination (κ,Np) may yield different
observations of (N,M). Using a particular pair of (N,M)
is therefore not sufficient to infer the true model param-
eters. Indeed, the solution of Eqs. (2) and (3) leads to
a biased estimate of Np especially when the true values
of κ and Np are small (Fig. 6a). This is expected from
Fig. 2 in which there is a large amount of data overlap
in the lower left area of the corn. In fact, κ tends to
take small values (e.g., < 0.1) in real-world networks, in
which case the biased estimation can become a serious
problem.
Fig. 6b and c shows the error bars of the estimated pa-
rameters for the second method over 1,000 runs. The
estimated values of Np and κ nicely match the true
values even when the network size is fairly small and
thereby multiple combinations of (κ,Np) can yield the
same (N,M). This is an advantage of this method
with which we do not rely on a particular realisation of
(N,M), but rather we exploit the whole dynamical rela-
tionship. Furthermore, in the case where Np is fixed and
κ varies in time, Model II also gives a better estimate
than the direct calculation.
It should be noted that the realised N can be much
lower than its potential value Np, which suggests that
the potential number of active nodes cannot necessarily
be inferred directly from the observed number of nodes.
This is particularly true when κ is so small that the net-
work is fairly sparse (Fig. S7 in SI).
C. Calculating the network density
From the estimates of κ and Np we can write the the-
oretical network density as
2M
N(N − 1) =
κ̂
4
(
1
1− q0(κ̂, N̂p)
)2(
1 +
q0(κ̂, N̂p)
N − 1
)
.
(10)
The parameter q0 approaches 0 and thereby N ≈ Np
as Np becomes sufficiently large. This implies that in
Model I in which κ is constant, the theory suggests that
the density converges to κ/4 as Np (and N) grows.
In Model II where Np is constant, the density can be
regarded as a function of κ. A shift in κ has two ef-
fects on the density. First, an increase in κ leads the
network to be denser because it has a positive impact
on the probability of two nodes being connected. Sec-
ond, an increase in κ causes an increase of the number
of active nodes N , which has a negative impact on the
density. Since there is a finite fraction of inactive nodes
when the network is not large enough (i.e., q0 > 0), the
number of active nodes can increase in accordance with
a rise in κ. This increases the denominator of the den-
sity by definition, which would lead to a reduction in the
theoretical density. We find that there exists a threshold
of N above which the former effect dominates the latter
(Fig. 3b, right).
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FIG. 6. Validation of estimation methods. Error bars are calculated over 1,000 runs. (a) Solutions of Eqs. (2) and (3). (b)
Estimation for Model I, in which Np is time-varying and κ is constant. (c) Estimation for Model II, in which Np is constant
and κ is time-varying.
D. Estimating the activity distribution
We propose a method to estimate activity distribution
when the total number of potentially active nodes in the
system (i.e., Np) is known. Since in general we do not
know how many nodes are ready to be active, we use
the total number of active nodes of a day as a proxy for
Np. The implicit assumption here is that nodes that are
ready to be active would have at least one temporal edge
during a day.
We choose a beta distribution, ρ(a) = f(a;α, β) ≡
aα−1(1−a)β−1
B(α,β) for a ∈ [0, 1], as a general form for the ac-
tivity distribution. Parameters α and β are estimated
so that the estimated N̂p matches the empirical counter-
part.
A generalised version of the nonlinear regression equa-
tion (Eq. 8) is given by (see, Eq. A12 in Appendix)
N = F (M ;Np, α, β)
≡ Np
[
1−
∫
daf(a, α, β)
×
(
1−
(
α+ β
α
)
2Ma
Np(Np − 1)
)Np−1]
. (11)
Note that endogenous variable κ is now expressed as a
function of M , taking parameters Np, α and β as given:
κ(M ;Np, α, β) ≡
(
α+β
α
)2
2M
Np(Np−1) .
The estimation procedure under a generalised activity
distribution is then given by the following four steps:
1. For a given combination of (α, β), obtain the esti-
mate of Np, denoted by N̂p(α, β), by implementing
the non-linear least squares on Eq. (11).
2. Repeat step 1 for various combinations of (α, β).
3. Find a combination of (α∗, β∗) such that (α∗, β∗) =
arg minα,β |N̂p(α, β)−Nmaxp |, where Nmaxp denotes
the empirical counterpart of the total number of
nodes in the system including temporally resting
nodes.
4. The estimator of Np is given by N̂p(α
∗, β∗).
APPENDIX: ANALYTICAL EXPRESSION FOR
N AND M
In this appendix we show an analytical solution of the
dynamic hidden-variable model when the network size is
finite. The following derivation is based on [25].
Node i (1 ≤ i ≤ Np) is assigned activity or “fitness”
ai ∈ [0, 1] which is drawn from density ρ(a) [28]. Let
u(ai, aj) be the probability of nodes i and j being con-
nected. The numbers of active nodes N and edges M can
be expressed as functions of parameters κ and Np:{
N = (1− q0(κ,Np))Np,
M =
k(κ,Np)Np
2 ,
(A1)
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where q0(κ,Np) is the probability of a randomly chosen
node being isolated (i.e., no edges attached) and k(κ,Np)
denotes the average degree over all the existing nodes
including isolated ones. To obtain the functional forms
of N and M , we need to find the functional forms of
q0(κ,Np) and k(κ,Np).
Given the vector of each node’s activity ~a =
(a1, a2, . . . , aNp), the probability that node i has degree
ki is written as:
g(ki|~a) =
∑
~ci
∏
j 6=i
u(ai, aj)
cij (1− u(ai, aj))1−cij

× δ
∑
j 6=i
cij , ki
 , (A2)
where cij ∈ {0, 1} is the (i, j)-element of the Np × Np
adjacency matrix, whose ith column is given by ~ci =
(c1i, c2i, . . . , cNpi)
>, and function δ(x, y) denotes the Kro-
necker delta.
Let us redefine a product term in the square bracket
of (A2) as:
fj(cij ; ai, aj) ≡ u(ai, aj)cij (1− u(ai, aj))1−cij . (A3)
Since g(ki|~a) is the convolution of {fj(cij ; ai, aj)}j , its
generating function:
gˆi(z|~a) ≡
∑
ki
zkig(ki|~a) (A4)
is decomposed as:
gˆi(z|~a) =
∏
j 6=i
fˆj(z; ai, aj), (A5)
where fˆj is the generating function of fj(cij ; ai, aj), given
by:
fˆj(z; ai, aj) ≡
∑
aij
zaijfj(aij ; ai, aj). (A6)
Degree distribution p(ki;κ,Np) is defined by the prob-
ability that node i has degree ki and is related to g(ki|~a)
so that:
p(ki;κ,Np) =
∫
g(ki|~a)ρ(~a)d~a, (A7)
where we define ρ(~a) ≡∏i ρ(ai) and d~a ≡∏i dai. There-
fore, differentiation of gˆi(z|~a) with respect to z gives the
average degree k(κ,Np):
k(κ,Np) =
∑
ki
kip(ki;Np)
=
∑
ki
ki
∫
g(ki|~a)ρ(~a)d~a
=
d
dz
∫
gˆi(z|~a)ρ(~a)d~a
∣∣∣
z=1
=
d
dz
∫
ρ(ai)dai
∏
j 6=i
∫
fˆj(z; ai, aj)ρ(aj)daj
∣∣∣
z=1
=
∫
ρ(ai)dai
d
dz
[∫
fˆ(z; ai, h)ρ(h)dh
]Np−1∣∣∣
z=1
= (Np − 1)
∫
ρ(ai)dai
[∫
daρ(a)fˆ(z; ai, a)
]Np−2
×
∫
daρ(a)
d
dz
fˆ(z; ai, a)
∣∣∣
z=1
. (A8)
From Eqs. (A3) and (A6), we have fˆ(z; ai, a) =∑
cij
zcijf(cij ; ai, a) = (z−1)u(ai, a)+1. It follows that:∫
daρ(a)fˆ(z; ai, a) = (z − 1)
∫
daρ(a)u(ai, a) + 1,
(A9)∫
daρ(a)
d
dz
fˆ(z; ai, a) =
∫
daρ(a)u(ai, a). (A10)
Substituting these into Eq. (A8) leads to:
k(κ,Np) = (Np − 1)
∫ ∫
dada′ρ(a)ρ(a′)u(a, a′). (A11)
It should be noted that (A11) is equivalent to Eq. (21)
of Ref. [29] if Np − 1 is replaced with N .
From (A7), the probability of a node being isolated,
q0(κ,Np) ≡ p(ki = 0;κ,Np), is given by:
q0(κ,Np) =
∫
g(ki = 0|~a)ρ(~a)d~a
=
∫
daiρ(ai)
[
1−
∫
u(ai, a)ρ(a)da
]Np−1
.
(A12)
Then, substituting ρ(a) = 1 (i.e., uniform distribution
on [0, 1]) and u(a, a′) = κaa′ into Eq. (A11) gives:
k(κ,Np) =
κ
4
(Np − 1). (A13)
Similarly, substituting the same conditions into
Eq. (A12) gives:
q0(κ,Np) =
∫ (
1− κai
2
)Np−1
dai. (A14)
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By changing the integration variable to x = 1 − κai2 ,
we have:
q0(κ,Np) =
2
κ
∫ 1
1−κ2
xNp−1dx
=
2
κNp
[
1−
(
1− κ
2
)Np]
. (A15)
Note that q0(κ, 1) = 1 and limNp→∞ q0(κ,Np) = 0.
Combining these results with Eq. (A1), we have:{
N = Np
[
1− 2κNp
(
1− (1− κ2 )Np)] ,
M = 18κNp(Np − 1).
(A16)
If Np is sufficiently large, then q0(κ,Np) ' 0 and
thereby N ' Np and M ∝ N2.
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FIG. S1. Fraction of inactive nodes in the population. The larger the population Np and the overall activity κ, the lower the
fraction of resting nodes q0.
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FIG. S2. Fitted M -N curve. Activity is uniformly distributed: a ∈ [0, 1].
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FIG. S3. Estimated time-varying parameters. Activity is uniformly distributed: a ∈ [0, 1]. Model I: Interbank, Enron and
RealityMining. Model II: Highschool.
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FIG. S4. Model fit to the intra-day networks in the Interbank data set. Red line denotes theoretical values indicated by the
selected model. For each day, each dot represents a snapshot network of a 20-minute time window. Snapshots are created every
5 minutes. Model I (Model II) is selected for panels showing estimated κ (Np). Model II is selected for September 13, 14 and
15 while Model I is selected for the other 12 days.
5100 101 102 103
100
102
104
08:00-10:00
100 101 102 103
100
102
104
10:00-12:00
100 101 102 103
100
102
104
12:00-14:00
100 101 102 103
100
102
104
14:00-16:00
100 101 102 103
100
102
104
16:00-18:00
???????????????????????? ?????????????
N
M
FIG. S5. Model fit for the LondonBike dataset in each time bin. The data period ranges from January 10, 2016 to August 31,
2016 (235 days). Red line denotes theoretical values indicated by the selected model. Model II is selected for all time bins,
indicating that the number of existing nodes is constant.
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FIG. S7. Validation of the proposed estimation method based on synthetic networks. Color denotes the average value over
1,000 runs (color bar in left panel).
