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Abstract. Alternative approaches to Lebesgue integration are considered.
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2 GYULA LAKOS
Introduction
In what follows we discuss alternative interpretations of the Lebesgue integral
involving pairings of commutative topological group valued functions and commu-
tative topological group valued measures. Several definitions will be considered.
In order to define integrals of Lebesgue type we will consider a measure
µ : S ⊂ P(X)→W,
and a biadditive pairing
L : V ×W → Z.
Here V, W, Z are commutative topological groups. For the sake of simplicity, all
commutative topological groups considered are assumed to be complete, Hausdorff
spaces. In general, to define some kind of integral of a V-valued function, it is
sufficient to assume that the pairing L is continuous in its second variable. (Hence,
we can choose the topology on V.) This setting will essentially yield a measure
µ˜ : S→ Homstrong(V,Z),
ie. a strongly additive measure. To keep the notation more suggestive, however,
we keep using the pairing L. Regarding the set system S, we will assume that it is
an interval system. These are structures slightly more general than semirings.
As a starting point for the integrals, one can consider the step functions, ie.
functions of shape
s(x) =
∑
j∈J
cjχEj(x),
where J is finite, cj ∈ V, Ej ∈ S. For such a step-function s a pre-integral∫ p
L(s, µ) =
∑
j∈J
L(cj , µ(Ej))
is defined.
Integration of step-functions is probably the very minimum we can expect from
a Lebesgue type integration theory.
Now, let us consider the following definition:
0.1. Definition. (Lebesgue-McShane integral, or just the integral.) A function
f : X → V has integral ∫
L(f, µ) = a
if for each neighborhood N of a in Z there exists a set
A ⊂ V ×X
such that the following hold:
i.) There are countable many sets Cλ ⊂ V, Dλ ∈ S (λ ∈ Λ) such that
A =
(⋃
λ∈Λ
Cλ ×Dλ
)
∪
(
{0} ×
(
X \
⋃
λ∈Λ
Dλ
))
.
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ii.) The set A contains the graph
{(f(x), x) ∈ V ×X : x ∈ X}.
of the function f .
iii.) The set A contains the graph of at least one step-function s.
iv.) For all such step functions∫ p
L(s, µ) ∈ N .
[This definition requires a consistency statement for unicity, or we may just
postulate that the definition should be considered only in those cases when the
integral is unique.]
It turns out that this naive definition captures the Lebesgue integral as a special
case and it extends to the case of more general coefficients without difficulty. In
fact, I believe that the definition above gives the correct definition of the Lebesgue
integral, which is the most conform to our expectations (at least in the case when
X is a countable union of elements of S).
One can notice that the definition above is very geometric, it can be considered
as a generalized form of the Carathe´odory extension process. One the other hand,
there is a functional-analytic interpretation:
In the definition above the function f is approximated by step-functions s; the
role of the set A is to specify an admissible set of step-functions. For reasons which
will be clear, later our notion of the integral can be interpreted as the an extension
of the pre-integral from the set of step-functions with respect to the “topological
seminorm” of the semivariation.
In particular, the good behavior of the semivariation of the measure µ is impor-
tant for us. The integral obtained according to the definition above has many of
the special properties of the classical Lebesgue integral. Nevertheless, in order to
obtain a realistic theory of integration, a stronger condition on µ, the property of
being of locally finite semivariation is usually assumed. This condition not only im-
plies the continuity of L(·, µ(·)) in the first variable but establishes a proper notion
of its boundedness. One can do slightly better by asking for having a measure of
σ-locally finite semivariation only.
Nevertheless, Definition 0.1 is by no means the most effective. On one hand,
we can be more generous in terms of approximations, ie. we can accommodate a
slightly larger class of functions. On the other hand, we can be more sophisticated
when choosing step-functions. Hence we obtain the extended Lebesgue-McShane,
Lebesgue-Kurzweil-Henstock and extended Lebesgue-Kurzweil-Henstock integrals.
(The names are picked up by similarity.) These integrals are slightly more general,
but they still require σ-additive measures. Now, if the underlying spaceX is a really
nice topological space then with some cheating one can assume that finitely additive
set-functions are σ-additive. In those cases we obtain the topological McShane and
Kurzweil-Henstock integrals, including the classical cases on finite intervals.
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A common property of all of these integrals is that they can be obtained by
approximating the base measure µ by finite discrete measures. (The convergence
is non-sequential, of course, one has to use filters.) This powerful property is also
inherited by some other offsprings, e. g. the Gaussian regularization of classical
Lebesgue integrals. The discrete-measure approximation principle hence results the
single most effective and general approach to integration according to my knowl-
edge.
In fact, something more can be said: On this very abstract level one can define
Riemann/Lebesgue type integration theories as filters F on the set of finite formal
sums ∑
j∈J
δxj ·Xj
where the xj ’s are from a set X, the Xj ’s are from a set system S ⊂ P(X), and
the integral is defined as the limit of the filter F under the image map∑
j∈J
δxj ·Xj 7→
∑
j∈J
L(f(xj), µ(Xj)).
(We might need to have some extra conditions on f , or; in the case of certain reg-
ularized integrals, to pass to the vector space category.)
A picture of different scope can, however, be considered by utilizing other prop-
erties of the classical Lebesgue integral. Instead of considering sophisticated ap-
proximations one can go “exactly” after the function to be integrated.
Suppose that V = W = Z = R, L = M is ordinary multiplication, and µ ≥ 0.
Now, assume that f : X → R is a function,
f(x) =′
∑
λ∈Λ
cλχEλ(x) for all x ∈ X,
∑
λ∈Λ
cλµ(Eλ) converges;
where Λ is countable, cλ ∈ R, Eλ ∈ S; and the prime sign
′ in the equality indicates
that we consider equality only at points when the right side is convergent.
Then, one can prove that f is integrable and∫
f µ =
∑
λ∈Λ
cλµ(Eλ).
This is a simple consequence of Beppo Levi’s theorem. On the other hand, one can
show that for each integrable function f there is a such an infinite step-function
form. Hence, the observation above provides a “structure theorem” for the classical
integral, µ ≥ 0.
One can raise the question if an alternative definition for the integral using
the infinite step-function form can be given. The answer is obviously yes; the
observations above prove the consistency of such a definition. The real question
is if the new definition is convenient enough to build a theory of integration from
scratch.
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We claim that a definition using infinite step-functions is convenient enough.
For the sake of simplicity we consider only measures of locally finite semivariation.
Moreover, using this approach, it is particularly convenient to handle those ex-
tended cases when the integral is +∞ or −∞. The best way is to use the extended
set of real numbers R∗ = R∪{+∞,−∞,±∞}, where ±∞ is a short-hand notation
for “indefinite infinity”. That way every countable sum from R∗ makes sense.
0.2. Definition. (Lebesgue-Riesz integral.) Suppose that µ : X → R is a measure
of locally finite semivariation, |µ|+ and |µ|− are its positive and negative parts. We
suppose that f : X → R∗ is a function,
f(x) =′
∑
λ∈Λ
cλχEλ(x) for all x ∈ X,
∑
λ∈Λ
cλ|µ|
+(Eλ)−
∑
λ∈Λ
cλ|µ|
−(Eλ) 6= ±∞;
where Λ is countable, cλ ∈ R, Eλ ∈ S; and the prime sign
′ in the equality indicates
that we consider equality only at points when the right side is not ±∞.
Then one defines the integral as∫ (LR)
f µ =
∑
λ∈Λ
cλ|µ|
+(Eλ)−
∑
λ∈Λ
cλ|µ|
−(Eλ).
[This definition requires a consistency statement for unicity, or we may just
postulate that this definition should be considered only in those cases when the
integral is unique.]
[This definition differs from the example above in that (finite number)=′ +∞,
and (finite number)=′ −∞ are not allowed, but only (finite number)=′ ±∞. That,
however, makes no difference when the integral is supposed to be finite, in fact.
On the other hand, we gain that +∞ and −∞ will be acceptable values for the
integral.]
One can easily imagine several alternative definitions, but, for the sake of sim-
plicity, we will follow this one. The definition above is pleasantly direct and it
allows a parallel discussion with classical extension theory.
About the structure of this paper:
In Sections 1–7 we define the integral of Definition 0.1, and discuss its basic
properties. This part is more detailed. In Sections 8–9 we consider some still
fundamental but more sophisticated aspects of the issue.
In Sections 10–14 an admittedly erratic treatment of some special cases follows.
In those special cases the integral has nice additional properties. In the last among
those sections we discuss the case of the classical Lebesgue integrals, in order to
convince the reader that our definition for the integral is convenient enough. Only
the most elementary facts are demonstrated, after that one continue along the way
of classical treatments.
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In Sections 15–17 the integral of Definition 0.2 is considered. The discussion will
be more detailed than before in the classical case. In Section 17 the parallelism to
extension theory is discussed.
The minimal amount of material which makes the point of these notes constitutes
Sections 1, 2, Subsections 3.A, 4.A, and 5.A. Sections 8–10 can be skipped when
first reading. Sections 15–17 are essentially independent from the other sections,
expect some elementary tools mentioned earlier.
Otherwise, I would recommend reading the paper linearly, even if under the as-
sumption V =W = Z = R.
This paper is not a comprehensive survey on integration. There is a vast liter-
ature on general integration, cf. [1], [4], [6] and related materials. There was no
attempt made here to make a systematic comparison with those other definitions.
My guiding objective was to show a sufficiently general, yet direct and practical
formulation with Definition 0.1 for the Lebesgue integral. As we will see, one can
set this integral into a more general framework, but, in any case, a certain concrete-
ness cannot be avoided, hence spelling out specific approaches is certainly useful,
in my opinion.
The main reason behind preparing these notes is that I have not seen these
specific approaches expounded in other sources, or at least not on introductory
level. Especially, Sections 15–17 were written for fun, their content should be easy
exercise to anybody familiar with real analysis. This latter part is a reformulation
of Riesz’s definition, cf. [7], for the Lebesgue integral.
I would like to thank Jared Wunsch for his good advices regarding this manu-
script.
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1. Interval systems
A. Fundamental properties.
Interval systems are more or less the simplest set systems on which measures can
conveniently be considered.
1.1. Definition. A family of sets S is an interval system if for each A,B ∈ S there
exist countable families C and D of pairwise disjoint sets from S such that
A \B =
.⋃
C∈C
C and A ∩B =
.⋃
D∈D
D.
We can describe this phenomenon by saying that each element A ∈ S can be
decomposed relative to any other element B ∈ S using sets from S.
1.2. Terminology. More generally: Suppose that A and B are two families of sets.
We say that B decomposes A if
i.) the family of sets B contains countably many pairwise disjoint sets;
ii.) every element of A is a (necessarily countable) union of elements of B.
We say that B exactly decomposes A if additionally
iii.)
⋃
A =
⋃
B holds.
The family B [exactly] decomposes the set A if it [exactly] decomposes {A}.
1.3. Terminology. a.) The family of sets A is finer than than the family of sets
B if each element of B is a countable union of elements of A.
b.) The family of sets E divides the family of sets A if for all A ∈ A and E ∈ E
either A ⊂ E or A ∩ E = ∅.
1.4. Lemma. Let N be an initial segment of N and suppose that A = {An}n∈N is
an indexed family of sets from an interval system S. Then, we claim:
a). There exists a family of sets A−1 ⊂ S which exactly decomposes the family
of sets
A′ = {A0, A1 \ A0, A2 \ (A0 ∪A1), A3 \ (A0 ∪A1 ∪A2), . . .},
and so, in particular,
⋃
A. If E ⊂ S is finite then we can assume that A−1 is
divided by E.
b). If A−1 ⊂ S exactly decomposes
⋃
A then there exist successive decompositions
An ⊂ S (n ∈ N) such that An exactly decomposes
{
⋃
A}, A−1, . . . , An−1
and decomposes
{A0, . . . , An}.
If A−1 was divided by E then every An is divided by E.
Proof. a.) In an interval system a difference A \ B decomposes, so, by induction,
(using decomposition set-wise) we can prove that the set
(. . . ((An \ A0) \ A1) \ . . .) \ An−1
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exactly decomposes to a family A′(n) ⊂ S. Then let us do decompositions relatively
to the elements of E. That way the expression above exactly decomposes to A(n).
Now we can take
A−1 = A(0) ∪ . . . ∪ A(n) ∪ . . . .
b.) We can obtain An from An−1 by decomposing each element A ∈ An−1 relative
to An. If E divided An−1 then it will divide An, too. 
1.5. Definition. A family of sets A is a forest if
i.) any two elements of the set A are either disjoint or one of them contains
the other,
ii.) any subset of A has a maximal element with respect to containment;
iii.) any element of A is contained in only finitely many other one.
A root of a forest means a maximal element of the forest.
The forest A is fully branching if for each element A ∈ A the maximal sets
contained in A form an exact decomposition of A.
1.6. Lemma. Suppose that S is an interval system, and A ⊂ S is a countable
family of sets. Then, we claim, there exist a countable family of sets A˜ ⊂ S such
that
i.) The equality
⋃
A =
⋃
A˜ holds.
ii.) The countable family A˜ is a fully branching forest.
iii.) Any set C constructible from A∪ A˜ is exactly decomposed by a subset of A˜.
(Ie. any set which can be written as a finite expression of sets from A, A˜,
and the operations ∪, ∩, \ is exactly decomposed by a subset of A˜.)
Moreover, if E ⊂ S is finite then we can assume that E divides A˜.
Proof. We can can number the elements of A by a initial section N of N. Let us
apply Lemma 1.4.a and b. Then take
A˜ =
⋃
n∈N
An.
Then i.), ii.) and the additional comment follow immediately. Now, if a set C
is constructed from finitely many set C1, . . . , Cr ∈ A ∪ A˜ then a set system An
of pairwise disjoint sets will decompose all the sets C1, . . . , Cr, and hence any set
constructible from them. 
B. Some constructible classes.
1.7. Notation. If S is a family of sets then
let ΣS contain the sets which occur as a countable union of elements of S;
let Σ0S contain the sets which occur as a finite union of elements of S; and
let Σ00S contain the sets which occur as a finite disjoint union of elements of S.
Furthermore,
let ΣcS contain the sets which occur as expressions of finitely many elements of
S and ∪, ∩ and \ (ie. the constructible (∪,∩, \)-closure.)
NOTES ON LEBESGUE INTEGRATION 9
1.8. Lemma. Assume that S is an interval system. Then we, claim:
a.) Any element A ∈ ΣS can obtained as a countable disjoint union of elements
of S (ie. it is exactly decomposed by a countable subset D of S).
b.) If D0 contains finitely many pairwise disjoint elements from S and
⋃
D0 ⊂
A ∈ ΣS then D0 can be extended to en exact decomposition D of A.
c.) If A ∈ ΣS is exactly decomposed by D1 and D2 then there is an exact
decomposition D of A, which also exactly decomposes D1 and D2.
d.) Each element of ΣcS can be countably decomposed in S, ie. belongs to ΣS.
Proof. a.) Suppose that A =
⋃
A, where A is a countable subset of A. List the
elements of A is some order and apply Lemma 1.4.a.
b.) Assume things for A similarly. Then list the elements of D0 ∪ A in some
order but take the elements of D0 ahead. Then apply Lemma 1.4.a. In the fi-
nal decomposition, the elements not contained in
⋃
D0 will provide the required
extension.
c.) Decompose each set D1 ∩D2 (D1 ∈ D1, D2 ∈ D2) separately and take the
union of the decompositions.
d.) That follows from Lemma 1.6 applied to the generating sets of a (∪,∩, \)-
constructible set. 
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2. Countable sums
We collect certain elementary definitions and observations here. See [2] for no-
tions of general topology.
A. Algebraic sums.
2.1. Definition. Let V be a commutative group.
a.) Suppose that {aλ}λ∈Λ is a countable indexed family of elements of V. Assume
that aλ = 0 for all λ ∈ Λ except for finitely many. Only in that case we define the
algebraic sum ∑
λ∈Λ
aλ
as any finite sum consisting all the nonzero elements.
b.) More generally, suppose {Aλ}λ∈Λ is a countable indexed family of subsets of
V. Assume that 0 ∈ Aλ for all λ ∈ Λ except for finitely many. Only in that case
we define the algebraic sum ∑
λ∈Λ
Aλ
as {∑
λ∈Λ
aλ : aλ ∈ Aλ, aλ = 0 for all λ ∈ Λ except for finitely many
}
.
c.) When we add elements aλ ∈ V and subsets Aλ ⊂ V then we, in fact, consider
the sets {aλ} instead of aλ.
These sums have the contracting property:
2.2. Lemma. Let V be a commutative group. Let {Aλ}λ∈Λ be a countable indexed
family of subsets of V. Suppose that
Λ =
.⋃
γ∈Γ
Λγ
is a countable decomposition. Then, we claim,∑
λ∈Λ
Aλ =
∑
γ∈Γ
(∑
λ∈Λγ
Aλ
)
,
if left side makes sense or if the right side makes sense and Γ is finite. 
B. Uniform topology.
2.3. Convention. In what follows if T is supposed to be a (not necessarily open)
neighborhood of x in V then will just write that 0 ∈ T ⊂ V is a neighborhood.
The following lemma will be used to get rid of closure signs:
2.4. Lemma. Let V be a commutative continuous group. Suppose that H ⊂ V is
arbitrary. Assume that 0 ∈ T ⊂ V is a neighborhood. Then, we claim,
H ⊂ H + T .
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More generally,
H =
⋂
0∈T ⊂V
neighborhood
H + T
holds. 
The following lemma will help us to replace the ε/δ formalism:
2.5. Lemma. Let V be a commutative topological group. Assume that 0 ∈ T ⊂ V
is a neighborhood.
a.) We claim that for any natural number n there exist a neighborhood 0 ∈ U ⊂ V
such that
U − U + U − . . . ± U (n terms) ⊂ T .
b.) If Λ is any countable set then there exists a family neighborhoods 0 ∈ Tλ ⊂ V
(“division by Λ”) such that ∑
λ∈Λ
Tλ ⊂ T .
Proof. a.) That follows from the continuity of the expression
x1 − x2 + x3 − . . .± xn
around 0.
b.) We can assume that Λ is an initial segment of N. Let us set T−1 = T and let
us choose Tn+1 recursively such that
Tn+1 + Tn+1 ⊂ Tn.
Then one can see that for each m ∈ N∑
0≤n≤m
Tn ⊂ T .
Also, taking union we obtain that ∑
n∈N
Tn ⊂ T .

A consequence is:
2.6. Lemma. Let V be a commutative topological group. Let {Aλ}λ∈Λ be a countable
indexed family of subsets of V. Assume that 0 ∈ Aλ for all λ ∈ Λ except for finitely
many. Then, we claim, ∑
λ∈Λ
Aλ ⊂
∑
λ∈Λ
Aλ
Consequently, ∑
λ∈Λ
Aλ =
∑
λ∈Λ
Aλ
holds. 
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C. Convergence.
2.7. Reminder. In the case of general topological spaces convergence is discussed
in terms of filters, filter bases, and filter subbases (these latter ones are set systems
which satisfy the finite nonempty intersection property).
Each filter base F on a set X (in the sense that ⊂ P(X)) generates a filter Ff in X .
If no ambiguity occurs we just write Ff . Each filter subbase F generates a filter
base Fb.
A filter base F1 is finer than the filter base F2 if each element F1 ∈ F1 is contained
in an element F2 ∈ F2. It is denoted by F1 ≻ F2. In terms of generated filters this
means Ff1 ⊃ F
f
2. Two filter bases are equivalent if they are both finer than each
other.
However, sometimes it is useful to consider set systems other than above.
2.8. Definition. Let V be a commutative topological group. A family of sets
H ⊂ P(V) is convergent to a ∈ V if the following conditions hold:
(V1) For each neighborhood 0 ∈ T ⊂ V there exists a set H ∈ H such that
H ⊂ a− T .
(V2) For each set H ∈ H and each neighborhood 0 ∈ T ⊂ V
H ∩ (a− T ) 6= 0.
Or, expressing the same thing in different ways:
• For each set H ∈ H and each neighborhood 0 ∈ T ⊂ V
a ∈ H + T .
• For each set H ∈ H
a ∈ H.
2.9. Definition. Let V be a commutative topological group. A family of sets
H ⊂ P(V) is a Cauchy system if the following conditions holds:
(C1) For each neighborhood 0 ∈ T ⊂ V there exists a set H ∈ H such that
H −H ⊂ T .
(C2) For any H1,H2 ∈ H and neighborhoods 0 ∈ T1,T2 ⊂ V
(H1 + T1) ∩ (H2 + T2) 6= ∅.
2.10. Lemma. Let V be a commutative topological group. Then every convergent
set system is a Cauchy set system. 
2.11. Lemma. Let V be a commutative topological group. Suppose that H ⊂ P(V)
is a set system. We can consider the “smeared” set system
Ht = {H + T : H ∈ H, 0 ∈ T ⊂ V is a neighborhood}.
Then, we claim, the set systems H, Ht, Htf are equiconvergent. 
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2.12. Lemma. Let V be a commutative topological group. Suppose that H ⊂ P(V)
is a Cauchy system.
Then, we claim that for any finitely many H1, . . . ,Hn ∈ H, neighborhoods 0 ∈
T0,T1, . . . ,Tn ⊂ V, and natural numbers r, s ∈ N there exists a set H ∈ H and a
neighborhood 0 ∈ T ⊂ V such that
(H + T )− (H + T ) + . . . + (H + T ) (2r+1 terms) ⊂ (H1 + T1) ∩ . . . ∩ (Hr + Tn)
and
(H + T )− (H + T ) + (H + T )− . . .− (H + T ) (2s terms) ⊂ T0.
In particular, the “smeared” set system
Ht = {H + T : H ∈ H, 0 ∈ T ⊂ V is a neighborhood}
forms a filter base, generating a Cauchy filter Htf . 
In order to make our life simpler we adopt the following:
2.13. Convention. In what follows “commutative topological group” means com-
plete, Hausdorff commutative topological group. Similarly, all topological vector
spaces are assumed to be complete, Hausdorff.
Completeness makes Cauchy filters convergent, the Hausdorff property implies
uniqueness for limits.
D. Absolute convergent sums.
2.14. Definition. Let V be a commutative topological group. Suppose that {aλ}λ∈Λ
is a countable indexed family of elements of V. We say that a is the absolute sum
of the family {aλ}λ∈Λ if for each neighborhood 0 ∈ T ⊂ V there exist a finite set
Ξ ⊂ Λ such that∑
λ∈Ξ
aλ +
∑
λ∈Λ\Ξ
{0, aλ} ≡
{∑
ω∈Ω
aω : Ω is finite, Ξ ⊂ Ω ⊂ Λ
}
⊂ a− T .
2.15. Lemma. Let V be a commutative topological group. Suppose that {aλ}λ∈Λ is
a countable indexed family of elements of V. If the sum a exists then it is unique.
The sum a exists if and only if for each neighborhood 0 ∈ T ′ ⊂ V there exist a finite
set Ξ ⊂ Λ such that∑
λ∈Λ\Ξ
{0, aλ} ≡
{∑
ω∈Ω′
aω : Ω
′ is finite, Ω′ ⊂ Λ \ Ξ
}
⊂ T ′.
In particular, partial sums exist.
Proof. These statements follow from the Hausdorff and completeness properties,
respectively. 
2.16. Notation. For such an absolute sum as in Definition 2.14 the notation
a =
∑
λ∈Λ
aλ
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will be used.
2.17. Remark. If Λ is finite then the notion of the absolute sum is the same as
the algebraic one. If Λ is infinite then one can simply prove that∑
λ∈Λ
aλ
exists if and only if for any ordering p : N
≃
−→ Λ the sequence
lim
n→∞
n∑
m=0
ap(m)
converges. In the latter case there will be a common limit, the sum.
An immediate consequence of the definition is:
2.18. Lemma. Let V be a commutative topological group. Suppose that {aλ}λ∈Λ
is a countable indexed family of elements of V, such that the corresponding sum is
convergent. Then, we claim, for each Ξ ⊂ Λ finite∑
λ∈Λ
aλ ∈
∑
λ∈Ξ
aλ +
∑
λ∈Λ\Ξ
{0, aλ}.
On the other hand, for each 0 ∈ T ⊂ V neighborhood there exists a finite Ξ ⊂ Λ
such that ∑
λ∈Ξ
aλ +
∑
λ∈Λ\Ξ
{0, aλ} ⊂
∑
λ∈Λ
aλ − T .

Quite the most important property of sums is the contraction property:
2.19. Lemma. Let V be a commutative topological group. Suppose that {aλ}λ∈Λ is
a countable indexed family of elements of V. Also assume that we have a disjoint
decomposition
Λ =
.⋃
γ∈Γ
Λγ .
Then, we have ∑
λ∈Λ
aλ =
∑
γ∈Γ
(∑
λ∈Λγ
aλ
)
if the left side exists or if the right side exists and Γ is finite.
Proof. Suppose that the left side exists. According to the Lemma 2.15 the partial
sums exist. Let
a =
∑
λ∈Λ
aλ, a(γ) =
∑
λ∈Λγ
aλ.
Consider an arbitrary neighborhood 0 ∈ T ′ ⊂ V.
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Let 0 ∈ T ⊂ V be a neighborhood such that T − T ⊂ T ′. Let Ξ be a set as in
Definition 2.14 and
Ξ′ = {γ : γ ∈ Γ, Λγ ∩ Ξ 6= ∅}.
Now, let us divide T by Γ. For each γ ∈ Γ let us consider a set Ξγ as in Definition
2.14 but with Λγ and Tγ . Then∑
γ∈Ξ′
a(γ) +
∑
γ∈Γ\Ξ′
{0, a(γ)} ⊂
∑
γ∈Ξ′
(( ∑
λ∈Ξγ∪(Ξ∩Λγ)
aλ
)
+ Tγ
)
+
+
∑
γ∈Γ\Ξ′
(( ∑
λ∈Ξγ
{0, aλ}
)
+ Tγ
)
⊂
∑
λ∈Ξ∪
⋃
γ∈Ξ′ Ξγ
aλ +
∑
λ∈
⋃
γ∈Γ\Ξ′ Ξγ
{0, aλ}+
∑
γ∈Γ
Tγ
⊂
(∑
λ∈Ξ
aλ +
∑
λ∈Λ\Ξ
{0, aλ}
)
+
∑
γ∈Γ
Tγ ⊂ (a− T ) + T ⊂ a− T
′.
That proves that Ξ′ satisfies the requirements of Definition 2.14 with respect to the
family {a(γ)}γ∈Γ, a and T
′. Being T ′ arbitrary that establishes the our case.
On the other hand, suppose that the right side exists and Γ is finite. We can
still use the notation
a(γ) =
∑
λ∈Λγ
aλ.
Consider an arbitrary neighborhood 0 ∈ T ⊂ V. We can divide T by Γ. Now,
let Ξγ be as the one in the Definition 2.14 but with Λγ and Tγ . Then we claim,
Ξ =
⋃
γ∈Γ
Ξγ
satisfies the requirements in Definition 2.14. Indeed,∑
λ∈Ξ
aλ +
∑
λ∈Λ\Ξ
{0, aλ} =
∑
γ∈Γ
(∑
λ∈Ξγ
aλ +
∑
λ∈Λγ\Ξγ
{0, aλ}
)
⊂
⊂
∑
γ∈Γ
(a(γ) − Tγ) =
∑
γ∈Γ
a(γ) −
∑
γ∈Γ
Tγ ⊂
∑
γ∈Γ
a(γ) − T .

There are other notable properties, including behavior with respect to continuous
linear functionals, which are quite straightforward, so we finish the discussion here.
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3. Measures
A. Fundamentals.
3.1. Definition. Suppose that S is an interval system and W is a commutative
topological group. Then the function
µ : S→W
is called a W-valued measure on S if it is σ-additive, ie. for any countable disjoint
decomposition
A =
.⋃
λ∈Λ
Aλ
in S the equality
µ(A) =
∑
λ∈Λ
µ(Aλ)
holds.
3.2. Example. Let I be the set of possibly degenerate finite intervals on R. One
can simply check that I is an interval system. Furthermore, we claim that the
interval length function
l : I→ R.
is a measure. Indeed, the σ-additive property follows from the usual compact-open
argument.
3.3. Remark. As Remark 2.17 shows, it would be enough to ask σ-additivity in
the sense of ordered sums, then absolute convergence follows automatically.
3.4. Convention. If E ⊂ X then then we can consider its characteristic function
χE, which is supposed to be a Z-valued function. The natural pairing m between Z
and any commutative topological group V will be used all the time.
3.5. Definition. Assume that S ⊂ P(X) is an interval system and V is commuta-
tive topological group.
a.) A function
s : X → V
is a step-function if has form
s =
∑
j∈J
cjχEj ,
where J is finite, cj ∈ V, Ej ∈ S (j ∈ J). A set function s is simple if there is a
form, where the sets Ej are pairwise disjoint.
Ie. step functions come from “finite non-disjoint sums”, while simple step func-
tions come from more special “finite disjoint sums”.
b.) If s is a step function and it takes a constant value on the set D then this
constant value is denoted by sD.
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3.6. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that J is finite, cj ∈ V, Ej ∈ S
(j ∈ J).
a.) If D ⊂ S decomposes {Ej : j ∈ J} then, we claim,∑
j∈J
L(cj , µ(Ej)) =
∑
D∈D
L
(
sD, µ(D)
)
(including the existence of the right side).
b.) The sum ∑
j∈J
L(cj , µ(Ej))
can be recovered from the step-function
s =
∑
j∈J
cjχEj .
Proof. a.) We can obtain the right side from the left side through the equalities
=
∑
j∈J
( ∑
D∈D
D⊂Ej
L(cj , µ(D))
)
=
∑
j∈J,D∈D
D⊂Ej
L(cj , µ(D)) =
∑
D∈D
( ∑
j∈J
D⊂Ej
L(cj , µ(D))
)
= .
The first equality follows from the σ-additivity of µ and the continuity of L in the
second variable. The second one is legal because a finite sum of infinite sums still
makes up a valid sum. The third one is legal because one can contract terms in an
infinite sum. The fourth one follows from the additivity of L in the first variable.
b.) Suppose that we have an other sum form such that J ′ is finite, c′j ∈ V, E
′
j ∈ S
(j ∈ J ′). Apply Lemma 1.4.a and b. in order to find an exact decomposition D of
{Ej : j ∈ J} ∪ {E
′
j : j ∈ J
′}.
Now apply part a. of this lemma in these two cases. On the left sides we have the
two original sums, while on the right we have the very same expression in those
two cases, because according to our assumptions the coefficients paired with µ(D)
are the same. Hence the equality of the original sums is implied. 
B. Semivariation.
The following statements of regularity are not necessary to define the integral
itself, but they are important when we study its properties.
3.7. Definition. Let S be an interval system, Z be a commutative topological
group and µ˜ : S→ Z be a measure. Suppose that A is a union of countable many
elements of S (ie. A ∈ ΣS). Then we define the semivariation of A with respect
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to µ˜ as
svar(A, µ˜) ={∑
j∈J
µ˜(Aj) : J is finite, Aj ∈ S, Aj ⊂ A, the Aj are pairwise disjoint
}
.
3.8. Lemma. Let S be an interval system, Z be a commutative topological group
and µ˜ : S→ Z be a measure. Suppose that A is a countable disjoint union
A =
.⋃
λ∈Λ
Aλ
of elements Aλ ∈ S. Then, we claim, for a fixed set T ⊂ Z the following two
statements are equivalent:
i.) For each neighborhood 0 ∈ U ⊂ Z and for all countable decomposition
A =
.⋃
ω∈Ψ
Cψ,
(Cψ ∈ S), there exist a finite set Ω ⊂ Ψ such that∑
ψ∈Ψ\Ω
{0, µ˜(Cψ)} ⊂ T + U .
ii.) For each neighborhood 0 ∈ T ⊂ Z there exists a finite set Ξ ⊂ Λ such that
svar
( ⋃
λ∈Λ\Ξ
Aλ, µ˜
)
⊂ T + T .
Proof. i.⇒ii.) Suppose that it is otherwise. We can assume that Λ = N. Let U be
such a neighborhood of 0 such that U +U +U ⊂ T . By induction we will construct
a monotone increasing sequence of natural numbers sk (k ∈ N), s−1 = −1 such that⋃
sk−1<n≤sk
An
exactly decomposes into a family {Cψ : ψ ∈ Ψk} ⊂ S and for a finite subset
Ωk ⊂ Ψk ∑
ω∈Ωk
µ˜(Cω) /∈ T + U .
That will contradict to our assumption with respect to the decomposition
{Cψ : ψ ∈ Ψ} ⊂ S, Ψ =
⋃
k∈N
Ψk
of A.
As for the inductive construction: Suppose that sk is defined. Then according
to our assumption, there exists an element
tk ∈ svar
( ⋃
sk−1<n
An, µ˜
)
\ (T + T ).
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Now, from the definition of semivariation follows that there exist finitely many
pairwise disjoint set Bξ (ξ ∈ Ξk), such that Bξ ⊂
⋃
n>sk−1
An and∑
ξ∈Ξk
µ˜(Bξ) ∈ tk − U .
Now, each Bξ exactly decomposes into
{Bξ ∩Ask+1, Bξ ∩Ask+2, Bξ ∩Ask+3, . . . , },
whose elements exactly decompose in S further. Thus, we obtain that Bξ exactly
decomposes into a family Bξ ⊂ S, such that each element is contained in one of
the An’s (n > sk−1). Then, being Ξk finite,∑
ξ∈Ξk
µ˜(Bξ) =
∑
ξ∈Ξk
( ∑
B∈Bξ
µ˜(B)
)
=
∑
ξ∈Ξk, B∈Bξ
µ˜(B).
Hence, by the definition of sum there exist finitely many non-empty elements Cω
(ω ∈ Ωk) from ⋃
ξ∈Ξk
Bξ
such that ∑
ω∈Ωk
µ˜(Cω) ∈
∑
ξ∈Ξk, B∈Bξ
µ˜(B)− U ⊂ tk − U − U .
So, in particular, ∑
ω∈Ωk
µ˜(Cω) /∈ T + U ,
because otherwise
tk ∈
∑
ω∈Ωk
µ˜(Cω) + U + U ⊂ (T + U) + U + U ⊂ T + T
would hold. Let sk be the highest index such that Cω ⊂ Ask for an ω ∈ Ωk.
According Lemma 1.8.b we can find countable many elements which complement
the Cω’s to form an exact decomposition {Cψ : ψ ∈ Ψk} of {An : sk−1 < n < sk}
in S.
That completes the construction step.
ii⇒i.) Let us choose a neighborhood 0 ∈ T ⊂ Z such that T +T +T ⊂ U . Now,
for each set Cψ the set
{Cψ ∩A0, Cψ ∩A1, . . .}
decomposes Cψ; moreover, each element decomposes further in S.
Hence we obtain a decomposition Bψ ⊂ S of Cψ such that each element of Bψ
is contained in one of the An’s. Let us choose Ξ such that
svar
( ⋃
λ∈Λ\Ξ
Aλ, µ˜
)
⊂ T + T .
20 GYULA LAKOS
We define
B =
⋃
ψ∈Ψ
Bψ.
Let
B(1) = {B ∈ B : B ⊂ Aλ, λ ∈ Ξ},
B(2) = {B ∈ B : B ⊂ Aλ, λ ∈ Λ \ Ξ}.
Now, being Ξ finite∑
ξ∈Ξ
µ˜(Aξ) =
∑
ξ∈Ξ
∑
B∈B, B⊂Aξ
µ˜(B) =
∑
B∈B(1)
µ˜(B).
According to the definition of sums let B(0) ⊂ B(1) a finite subset such that∑
B∈B(1)\B(0)
{0, µ˜(B)} ⊂ T
Let Ω be the set of such indices such that Cω contains an element of B(0). We
claim that this Ω satisfies our requirements.
Indeed, if J ⊂ Ψ \Ω is finite then∑
j∈J
µ˜(Cj) =
∑
j∈J
∑
B∈B, B⊂Cj
µ˜(B) =
∑
B∈B, B⊂Cj , j∈J
µ˜(B)
⊂
∑
B∈B, B⊂Cj , j∈J
{0, µ˜(B)}+ T ⊂
∑
B∈B(1)\B(0)
{0, µ˜(B)}+
∑
B∈B(2)
{0, µ˜(B)}+ T
⊂ T + (T + T ) + T ⊂ T + U .

3.9. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable.
Suppose that A is a union of countable many elements of S and c ∈ V. Then we
define the semivariation of A with respect L, c, µ as
svar(L, c,A, µ) ={∑
j∈J
L(c, µ(Aj)) : J is finite, Aj ∈ S, Aj ⊂ A, the Aj are pairwise disjoint
}
.
3.10. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that
A =
.⋃
λ∈Λ
Aλ
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is a disjoint decomposition in S. Also suppose that T is a neighborhood of 0 in Z.
Then we claim that there exists a finite set Ξ such that
svar
(
L, c,
⋃
λ∈Λ\Ξ
Aλ, µ
)
⊂ T .
Proof. Let us consider the function µ˜ : S→ Z defined by
µ˜(A) = L(c, µ(A)).
The fact that µ˜ is a measure follows from the continuity of L in the second variable.
Let us apply Lemma 3.8 with T = 0. Here Lemma 3.8.i holds trivially because µ˜
is a measure and A ∈ S. Then 3.8.ii yields our statement. 
3.11. Remark. One can notice that
svar(A,µ) = svar(m, 1, A, µ)
where m is the natural pairing between Z and W.
C. Constructive extension of measures.
The following statement will immediately follow from the properties of integrable
sets later (cf. Lemma 7.6). However it also has an elementary proof.
3.12. Lemma. Let S be an interval system, W be a commutative topological group
and µ˜ : S→W be a measure. Then there is a unique measure extension
µc : ΣcS→W
to the (∪,∩, \)-constructible sets.
Proof. We prove this in two steps. First we extend it to the (∩, \)-constructible
closure ΣdS.
1. Suppose that A is (∩, \)-constructible. Then according to Lemma 1.8.d the
set A decomposes in S:
A =
.⋃
λ∈Λ
Aλ,
where Λ is countable, Aλ ∈ S. We claim that we can set
µd(A) =
∑
λ∈Λ
µ(Aλ),
and this will yield a measure extension
µd : ΣdS→W.
Indeed, there is an element B ∈ S such that B ⊂ A. Then C = B \ A is also
(∩, \)-constructible, which may be decomposed similarly to A:
(§) C =
.⋃
ω∈Ω
Cω.
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Then
B =
.⋃
λ∈Λ
Aλ ∪˙
.⋃
ω∈Ω
Cω.
Applying the σ-additive property of µ to this decomposition we can notice that the
corresponding partial sum as in (§) exists. Also,∑
λ∈Λ
µ(Aλ) = µ(B)−
∑
ω∈Ω
µ(Cω)
shows that µ′(A) does not depend on the actual decomposition by Aλ’s.
Now, if
A =
.⋃
λ∈Λ
Aλ,
is a countable decomposition by the (∩, \)-constructible sets Aλ, and Aλ decomposes
Aλ then
µd(A) =
∑
λ∈Λ, S∈Aλ
µ(S) =
∑
λ∈Λ
∑
S∈Aλ
µ(S) =
∑
λ∈Λ
µd(Aλ).
That proves σ-additivity.
2. Suppose that A is (∪,∩, \)-constructible. Then there is a finite decomposition
A =
.⋃
j∈J
Aj ,
where J is finite and the Aj are (∩, \)-constructible. We claim that
µc(A) =
∑
j∈J
µd(Aj)
will yield a measure extension. Indeed, if A′j′ (j
′ ∈ J ′) is an other decomposition
then ∑
j∈J
µd(Aj) =
∑
j∈J, j′∈J ′
µd(Aj ∩A
′
j′) =
∑
j′∈J ′
µd(A
′
j′),
so the extension is well-defined. The σ-additivity can be proven as follows: If
A =
.⋃
λ∈Λ
Bλ,
is a countable decomposition then
µc(A) =
∑
j∈J
µd(Aj) =
∑
j∈J
∑
λ∈Λ
µd(Aj ∩Bλ) =
∑
j∈J, λ∈Λ
µd(Aj ∩Bλ) =
=
∑
λ∈Λ
∑
j∈J
µd(Aj ∩Bλ) =
∑
λ∈Λ
µc(Bλ)
proves σ-additivity.
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The unicity statements follow from the fact that every (∪,∩, \)-constructible set
can be decomposed in S. 
3.13. This is a very reasonable extension, where the underlying set system ΣcS is
a ring, and for the most part it is harmless.
However, in what follows we will not use this extension, because it emphasizes
set-theoretical concerns.
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4. Envelopes
A. Fundamentals.
4.1. Notation. Suppose that Z ⊂ Y ×X.
i.) If x ∈ X then we use the notation
Zx = {y ∈ Y : (y, x) ∈ Z}.
Similarly, for R ⊂ X,
ZR =
⋂
x∈R
Zx = {y ∈ Y : (y, x) ∈ Z for all x ∈ R}.
Sometimes we also use the notation
yZ = {x ∈ X : (y, x) ∈ Z}.
ii.) We say that the function f : X → Y is approximated by Z if its graph
{(y, x) ∈ Y ×X : y = f(x)}
is contained in the set Z.
4.2. Definition. Suppose that A ⊂ V × X, and V is a commutative topological
group. Then, for a countable set system D ⊂ P(X) we define
〈D〉A =
( ⋃
D∈D
AD ×D
)
∪
(
{0} ×
(
X \
⋃
D∈D
D
))
.
4.3. Convention. In what follows a function f : X → V and its graph
{(v, x) ∈ V ×X : v = f(x)}
will be identified.
4.4. Definition. Suppose that V is a topological vector space and S ⊂ P(X) is an
interval system. Then we say that
A ⊂ V ×X
is a sectioned envelope ( or just, simply, envelope) of sets in V with respect to S if
the following conditions hold:
(Ss) There is a step-function s : X → V (with respect to S and V) such that its
graph is contained in the set A; ie.
s ⊂ A.
(G) There exists a countable generating set D ⊂ S for A; ie. a countable family
of sets D ⊂ S such that
A = 〈D〉A.
We say that the envelope C is pointed if it contains the graph of the zero step-
function 0. (Or, equivalently, 0 ∈ Cx for all x ∈ X.)
4.5. Remark. It is easy to see then that the conditions for a pointed case can be
summed by:
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(S0G) There exists a countable generating set D ⊂ S for C such that
C =
( ⋃
D∈D
CD ×D
)
∪
(
{0} ×X
)
.
4.6. Lemma. Let S ⊂ P(X) be a interval system and V be a commutative topo-
logical group. Suppose that A is an envelope of sets in V with respect to S, which
contains the graph of the step-function
s =
∑
j∈J
cjχEj ,
where J is finite, cj ∈ V, Ej ∈ S; and D is a generator system for A. Assume that
D′ ⊂ S is an other countable family of sets. Then we claim:
a.) If D′ is finer than D and D′ is divided by E = {EJ : j ∈ J}; or
b.) if D′ is finer than D and
⋃
D =
⋃
D′; or
c.) if D′ is finer than D and A is a pointed envelope;
then D′ is also a generator system for A.
Proof. The statement is nontrivial only in the case a.) when we have to prove that
for any
x ∈
(⋃
D′
)
\ (
⋃
D)
there is an element D ∈ D′ such that 0 ∈ AD. However, by our assumptions there
is an element D ∈ D′, such that x ∈ D, and being divided by E the value of s is
constant on D. That value must be 0. Hence 0 ∈ AD. 
4.7. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable.
Suppose that A is an envelope of sets in V with respect to S. Then we define
the bilinear sum∫ p
L(A, µ) =
{∑
j∈J
L(cj , µ(Ej)) : J is finite, cj ∈ V, Ej ∈ S,
∑
j∈J
cjχEj ⊂ A
}
.
The following observation will be used so often that we do not make separate
references to it.
4.8. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that A1, A2 are envelopes of sets in V with respect to S such that
A1 ⊂ A2.
Then, we claim, ∫ p
L(A1, µ) ⊂
∫ p
L(A2, µ).
Proof. That is immediate from Definition 4.7. 
The following statement is crucial.
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4.9. Lemma. Let S ⊂ P(X) be a interval system and V be a commutative topo-
logical group. Suppose that {Aλ}λ∈Λ is an indexed family of envelopes of sets in V
with respect to S, such that Aλ is pointed for all λ ∈ Λ except for finitely many.
Consider the pointwise sum∑
λ∈Λ
Aλ =
{
(v, x) : x ∈ X, v ∈
∑
λ∈Λ
Aλ
x
}
.
Then, we claim, the (pointwise) sum above is an envelope of sets in V with respect
to S. The sum is pointed if all the summands are pointed.
Moreover, if W, Z are commutative topological groups, µ : S→W is a measure,
and L : V×W → Z is a biadditive pairing which is continuous in its second variable
then ∫ p
L
(∑
λ∈Λ
Aλ, µ
)
=
∑
λ∈Λ
∫ p
L(Aλ, µ).
Proof. Let
A =
∑
λ∈Λ
Aλ.
First we have to prove the envelope properties. Let Ξ ⊂ Λ be a finite set such
that for all λ ∈ Λ \ Ξ the envelope Aλ is pointed. For each ξ ∈ Ξ let us choose a
step-function
sξ =
∑
j∈Jξ
cξ,jχEξ,j
approximated by Aξ. Then the step-function
s =
∑
ξ∈Ξ
sξ =
∑
ξ∈Ξ, j∈Jξ
cξ,jχEξ,j
will certainly be approximated by A, hence the first condition for envelopes is
satisfied.
Next, we have to find a generator system for A. Let
E = {Eξ,j : ξ ∈ Ξ, j ∈ Jξ},
and Dλ be a generator system for Aλ.
Let us apply Lemma 1.6 to the countable family of sets⋃
λ∈Λ
Dλ.
such that the result D˜ should be divided by E. We claim that D˜ will be a generator
system for A.
Notice that according to Lemma 4.6 D˜ will be a generator system for all Aλ.
If, x /∈
⋃
D˜ implies {0} = Aλ
x for all λ, hence {0} = Ax. Now assume that
x ∈
⋃
D˜ and v ∈ Ax. What we have to show that there is a set D ∈ D˜ such that
v ∈ AD.
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By definition, there is a finite set Ξ ⊂ Ωx ⊂ Λ and elements
vλ ∈ Aλ
x (λ ∈ Ωx)
such that
v =
∑
λ∈Ωx
vλ.
According to the fact that D˜ is a generator for all Aλ we see that for λ ∈ Ωx there
is an element Dx,λ ∈ D˜ such that vλ ∈ A
Dx,λ. Let Dx be the smallest of these
Dx,λ’s, ie. the intersection. Then vλ ∈ A
Dx for λ ∈ Ωx. Hence,
v =
∑
λ∈Ωx
vλ ∈
∑
λ∈Ωx
Aλ
Dx .
Being Aλ pointed for λ ∈ Λ \ Ωx we find that
(†) v ∈
∑
λ∈Λ
Aλ
Dx .
But then
v ∈
∑
λ∈Λ
Aλ
Dx ⊂
(∑
λ∈Λ
Aλ
)Dx
,
proving our statement about the generator set D˜. The comment about the sum of
pointed envelopes should be obvious.
As for the second part: The ⊃ direction. It is enough to prove∑
λ∈Λ
∫ p
L(Aλ, µ) ⊂
∫ p
L(A, λ).
But that immediately follows from Lemma 2.6 and the definition of the the bilinear
sums.
The ⊂ direction. It is enough to prove that for each step-function
s′ =
∑
j∈J ′
c′jχE′j ,
whose graph is contained in the sum A it yields∑
j∈J ′
L(c′j , µ(E
′
j)) ∈
∑
λ∈Λ
∫ p
L(Aλ, µ).
Let
E′ = {E′j ; j ∈ J
′}.
Let us apply Lemma 1.6 to
E ∪ E′ ∪
⋃
λ∈Λ
Dλ,
such that the resulted set D˜ is divided by E ∪ E′. Notice that both s and s′ are
constant on elements D ∈ D˜. (And those values are sD and s′D.)
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According to our previous arguments, for each x ∈
⋃
D˜ there exist D ∈ D˜ such
that
s(x), s′(x) ∈
∑
D∈D˜
AD.
In particular, those sets D ∈ D˜ for which
sD, s′D ∈
∑
D∈D˜
AD
cover
⋃
D˜. Let D′ be the set of the maximal such elements (remember: D˜ is forest).
Then D′ decomposes
⋃
D˜, and, by our assumptions, all elements or E ∪ E′.
According to Lemma 3.6∑
j∈J ′
L(c′j , µ(E
′
j)) =
∑
j∈J
L(cj , µ(Ej)) +
∑
D∈D′
L(s′D, µ(D))−
∑
D∈D′
L(sD, µ(D)),
and making contractions in the right side we obtain
=
∑
j∈J
L(cj , µ(Ej)) +
∑
D∈D′
L(s′D − sD, µ(D)).
Hence, it is enough to prove that for any finite set K ⊂ D′∑
j∈J
L(cj , µ(Ej)) +
∑
D∈K
L(s′D − sD, µ(D)) ∈
∑
λ∈Λ
∫ p
L(Aλ, µ),
because then the big sum will certainly be in the closure.
Now, we can finish our proof as follows:
Assume that for D ∈ K
s′D =
∑
λ∈ΩD
s′D,λ
where ΩD ⊃ Ξ is finite and sD,λ ∈ Aλ
D. Set sλ = 0 for λ ∈ Λ \ Ξ. Then let
hλ = sλ +
∑
D∈K
−sλ|D +
∑
D∈K,λ∈ΩD
s′D,λχD.
for λ ∈ Ω =
⋃
K∈D ΩD and let hλ = 0 otherwise. Now, notice that
s+
∑
D∈K
(s′ − s)|D =
∑
λ∈Ω
hλ,
hλ is a step-function, and the graph of hλ is contained in Aλ.
In particular the evaluated bilinear sum corresponding to hλ (cf. Lemma 3.6)
belongs to
∫ p
L(Aλ, µ), and, consequently,∑
j∈J
L(cj , µ(Ej)) +
∑
D∈K
L(s′D − sD, µ(D)) ∈
∑
λ∈Λ
∫ p
L(Aλ, µ).

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4.10. Lemma. Let S ⊂ P(X) be a interval system and V be a topological vector
space. Suppose that C is an envelope of pointed sets in V with respect to S.
Consider
−C = {(x, v) : x ∈ X, v ∈ −Cx}.
Then, we claim that the set above is an envelope of pointed sets in V with respect
to S.
Moreover, if W, Z are topological spaces, µ : S → W is a measure, and L :
V ×W → Z is a bilinear pairing continuous in its second variable then∫ p
L(−C, µ) = −
∫ p
L(C, µ).
Proof. Trivial. 
4.11. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Let f : X → V be a function.
Suppose that A1 and A2 are two envelopes approximating f . Then, we claim,
0 ∈
∫ p
L(A1 −A2, µ) =
∫ p
L(A1, µ)−
∫ p
L(A2, µ).
In particular, if 0 ∈ T1,T2 ⊂ Z are neighborhoods then(∫ p
L(A1, µ) + T1
)
∩
(∫ p
L(A2, µ) + T2
)
6= ∅.
Proof. The envelope A1 − A2 approximates f − f = 0. That is a step-function,
hence 0 ∈
∫ p
L(A1 −A2, µ). The equality follows from Lemma 4.9 and 4.10. 
The following lemma yields a more transparent picture about envelopes:
4.12. Lemma. Let S ⊂ P(X) be a interval system and V be a commutative topo-
logical group.
a.) Suppose that
s =
∑
j∈J
cjχEj
is a step-function. Then its graph s is an envelope.
b.) If the envelope A contains the graph of the step-function s, then
C = −s+A
is a pointed envelope. In this case
A = s+ C
holds.
Hence, envelopes containing the graph of s can be specified by pointed envelopes to
be added to s.
Moreover, if W, Z are commutative topological groups, µ : S→W is a measure,
and L : V×W → Z is a biadditive pairing which is continuous in its second variable
then in the cases above
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a’.) ∫ p
L(s, µ) =
∑
j∈J
L(cj , µ(Ej));
b’.)∫ p
L(A, µ) =
∫ p
L(s, µ) +
∫ p
L(C, µ) =
∑
j∈J
L(cj , µ(Ej)) +
∫ p
L(C, µ)
hold.
Proof. a.) We can use Lemma 1.4 for the finite set system
{Ej : j ∈ J}
in order to get an exact decomposition. That will be certainly be generator system.
b.) That follows from Lemma 4.9 and 4.10.
a’.) According to Lemma 3.6 every sum in the definition of L(s, µ) gives this
single value.
b’.) That follows from Lemma 4.9 and 4.10. 
B. More about structure.
In general, pointed envelopes are much nicer than envelopes . Not only because
we can add them up freely, but, also, the corresponding bilinear sums are simpler
to evaluate:
4.13. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that C is a pointed envelope of sets in V with respect to S. Then, we
claim,∫ p
L(C, µ) =
{∑
j∈J
L(cj , µ(Ej)) : J is finite, cj ∈ V, Ej ∈ S, . . .
. . . the Ej are pairwise disjoint,
∑
j∈J
cjχEj ⊂ C
}
One can see that this is a closed pointed set.
Proof. The ⊃ part is trivial. On the other hand, consider any finite “non-disjoint”
sum. According to Lemma 3.6.a, such a finite sum can be written as a convergent
sum ∑
ω∈Ω
L(cω, Eω),
where Ω is countable, Eω ∈ S are pairwise disjoint, cω ∈ C
Eω . Being C a pointed
envelope, the finite partial sums belong to the right side, hence, by closure, the full
sum. Taking closure again we obtain ⊂.
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The fact that the zero step-function is approximated guarantees 0 ∈
∫ p
L(C, µ).

4.14. Remark. Hence, for a pointed envelope C we bilinear sum
∫ p
L(C, µ) can be
defined by “finite disjoint” sums. That can be taken as an alternative definition.
4.15. Definition. Let S ⊂ P(X) be an interval system, V be a commutative
topological group. Suppose that c ∈ V, and A is a countable union of elements of
S (ie. A ∈ ΣS). Then we define the pointed envelope
var(c,A) = ({c} ×A) ∪ ({0} ×X).
4.16. Corollary. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that c ∈ V, and A is a countable union of elements of S. Then
svar(L, c,A, µ) =
∫ p
L(var(c,A), µ).
Proof. We apply Lemma 4.13 to the right side. That immediately yields the defi-
nition of the semivariation on the left, however. 
The following lemma is not needed in order to define the integral but it is a useful
tool otherwise. It says the we can essentially assume that an envelope contains a
simple step-function.
4.17. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that
s =
∑
j∈J
cjχEj
is a step-function, J is finite, cj ∈ V, Ej ∈ S (j ∈ J); and C is a pointed envelope,
so that
s+ C
is an envelope. Also suppose that D ⊂ S decomposes
{Ej : j ∈ J}.
(Notice that s takes a constant value sD on each D ∈ D.) Let 0 ∈ T ′ ⊂ Z be a
neighborhood.
Then, we claim, there exists a finite set J ′ ⊂ D, such that with the choice of the
step-function
s′ =
∑
D∈J ′
sDχD,
and the pointes envelopes
D =
∑
D∈D\J ′
var(sD,D), C′ = C +D,
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it yields
s+ C ⊂ s−D + C = s′ +D + C = s′ + C′
and
L(s+ C, µ) ⊂ L(s′ + C′, µ) ⊂ L(s+ C, µ) + T .
A property of the envelope s′ + C′ above is that s′ is a simple step-function.
Proof. Everything holds independently from the choice of J ′ except
L(s′ + C′, µ) ⊂ L(s+ C, µ) + T .
For that reason we have to choose J ′ well.
Let 0 ∈ T ⊂ Z be a neighborhood such that
−T + T + T ⊂ T ′.
Let us divide T by J . Let
Ej = {D : D ∈ D, D ⊂ Ej}.
As Lemma 3.10 shows, for each Ej there exists a finite set Ωj ⊂ Ej such that
svar
(
L, cj , µ,
⋃
D∈Ej\Ωi
D
)
⊂ Tj.
Let
J ′ =
⋃
j∈J
Ωj.
Define
D′ =
∑
j∈J
var
(
cj ,
⋃
D∈Ej\Ωi
D
)
.
Then
D ⊂ D′.
Thus,
s′ + C′ = s+ C −D ⊂ s+ C − D′
and ∫ p
L(s′ + C′, µ) ⊂
∫ p
L(s+ C − D′, µ)
=
∫ p
L(s+ C, µ)−
∑
j∈J
∫ p
L
(
var
(
cj ,
⋃
D∈Ej\Ωi
D
)
, µ
)
=
∫ p
L(s+ C, µ)−
∑
j∈J
svar
(
L, cj ,
⋃
D∈Ej\Ωi,µ
D
)
=
∫ p
L(s+ C, µ)−
∑
j∈J
Tj
=
∫ p
L(s+ C, µ)− T ⊂
∫ p
L(s+ C, µ)− T + T ⊂
∫ p
L(s+ C, µ) + T ′.

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4.18. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is a function and Ar (r ∈ R) are finitely many envelopes
approximating f . Then, we claim, for any neighborhood 0 ∈ T ⊂ Z there exits an
envelope A approximating f such that∫ p
L(A, µ) ⊂
⋂
r∈R
(∫ p
L(Aj , µ) + T
)
.
Proof. Let us write the envelopes as
Ar = sr + Cr =
∑
j∈Jr
cr,jχEr,j + Cr.
Consider
E = {Er,j : r ∈ R, j ∈ Jr},
and a generator system Dr for each Ar. Take a forest refinement D˜ for
D =
⋃
r∈R
Dr
such that it is divided by E. Notice the for each D ∈ D˜ any step-function sr takes
a constant value sr
D.
Also notice that D˜ will be a common generator system for all Ar. Then, for each
x ∈
⋃
D˜ and for all r ∈ R there exists an element Dx,r such that
f(x) ∈ Ar
Dx,r .
Taking the minimal of those (ie. the intersection) as Dx we find
f(x) ∈
⋂
r∈R
Ar
Dx .
In particular the elements D ∈ D˜ such that⋂
r∈R
Ar
D 6= ∅
cover
⋃
D˜. Let D′ be the set of the maximal such D’s. Then D′ decomposes E.
As the previous lemma shows for each r ∈ R there is a set Ξr ⊂ D˜ such that for
the envelope
A′r = s+ Cr −
∑
D∈D˜\Ξr
var(sr
D,D)
we have ∫ p
L(A′r, µ) ⊂
∫ p
L(Ar, µ) + T .
Let
Ξ =
⋃
r∈R
Ξr.
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We claim that
A =
⋂
r∈R
A′r
is an envelope. Indeed, by definition, for each D ∈ D′ we can choose an element
sD ∈
⋂
r∈R
Ar
D.
Then, one can see that D contains the graph of∑
ξ∈Ξ
sDχD.
Furthermore, D˜ will be a generator system forA. That proves thatA is an envelope.
Obviously, A contains the graph of f , hence it is an approximation. 
4.19. Lemma. Let S ⊂ P(X) be a interval system and V be a commutative topo-
logical group. Suppose that {An}n∈N is an indexed family of envelopes of sets in V
with respect to S, such that
A0 ⊂ A1 ⊂ A2 ⊂ A3 ⊂ . . . .
Then, we claim, the union ⋃
n∈N
An
is an envelope of sets in V with respect to S.
Moreover, if W, Z are commutative topological groups, µ : S→W is a measure,
and L : V×W → Z is a biadditive pairing which is continuous in its second variable
then ∫ p
L
(⋃
n∈N
An, µ
)
=
⋃
n∈N
∫ p
L(An, µ).
Proof. Let us denote the union of An’s by A.
a.) If s is a step-function contained in A0, then s is contained in the union of
the A. Similarly, if Dn is a generator system for An, then one can immediately see
that the union of the Dn’s will be a generator system for the union of the A. That
proves our first statement.
b.) The second statement. The “⊃” part follows from the closedness of the left
side. The “⊂” can be proven as follows. If the step function s contained in A0 then
−s+A0 ⊂ −s+A1 ⊂ −s+A2 ⊂ −s+A3 ⊂ . . . ,
⋃
n∈N
(−s+An) = −s+
⋃
n∈N
An,
and Lemma 4.12 shows that it is enough to prove the statement for pointed en-
velopes.
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So, assume that An = Cn are pointed envelopes. It is enough to show that for
each step-function
s =
∑
j∈J
cjχEj ⊂ A
we have ∑
j∈J
L(cj , µ(Ej)) ∈
∫ p
L(A, µ).
Let E = {Ej : j ∈ J}. Let Dn be a generator system for A. Let us use Lemma
1.6 in order to obtain a forest refinement D˜ of
D =
⋃
n∈N
Dn ∪ E,
such that it is divided by E.
Then, for each x ∈
⋃
E there is a maximal set D ∈ D˜ such that there exists an
element n ∈ N such that
sD ∈ (An)
D.
These sets form an exact decomposition D′ of E. According to Lemma 3.6 we see
that
(§)
∑
j∈J
L(cj , µ(Ej)) =
∑
D∈D′
L(sD, µ(D)).
Now, any finite partial sum of the right side is contained in a set∫ p
L(An, µ),
henceforth in ⋃
n∈N
∫ p
L(An, µ).
Consequently, (§) is contained in⋃
n∈N
∫ p
L(An, µ).
And that is what we wanted to prove. 
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5. The Lebesgue-McShane integral
A. Fundamentals.
5.1. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable. Suppose that f : X → V is
function.
We say is that the value a ∈ Z is the integral of f with respect to L, µ if for each
neighborhood 0 ∈ T ⊂ Z there exists an envelope A approximating f such that∫ p
L(A, µ) ⊂ a+ T .
5.2. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that f : X → V is function.
The integral of f , if exists, is unique. Sufficient and necessary condition for the
existence of the integral is that for each neighborhood 0 ∈ T ⊂ Z there exists an
envelope A approximating f such that∫ p
L(A, µ)−
∫ p
L(A, µ) ⊂ T .
Proof. The necessity part of the existence statement immediately follows from the
definition. The sufficiency can be proven as follows: From our assumption and
Lemma 4.11 it follows that
H =
{∫ p
L(A, µ) : A approximates f
}
,
forms a Cauchy system. Then Lemma 2.12 and completeness imply convergence
of H. The limit will necessarily be an integral. The convergence of H and the
Hausdorff property implies uniqueness. (Remark: Here we did not use the more
advanced Lemma 4.18.) 
5.3. Notation. We use the notation∫ (LM)
L(f, µ),
or rather just ∫
L(f, µ)
for the integral.
5.4. Remark. One can see that Definition 0.1 and 5.1 are equivalent. In the first
case certain sets B are supposed to form a finer system then neighborhood filter of
a, while in the second case that should happen with sets B. But this distinction
does not matter, because if 0 ∈ U ⊂ Z is a neighborhood and U − U ⊂ T then
B ⊂ a− U implies B ⊂ B + U − U ⊂ a− T .
(Also, more generally, the corresponding equiconvergent systems Htf are the
same.)
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5.5. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is an integrable function. Suppose that the envelope A
is approximates of f Then, we claim,∫
L(f, µ) ∈
∫ p
L(A, µ).
Proof. Follows from the definition of convergence of set systems (applied to the
system H as in the proof of Lemma 5.2) and the fact that the right side is closed. 
5.6. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that f, g : X → V are integrable
functions. Then, we claim, f + g, −f are integrable, and∫
L(f + g, µ) =
∫
L(f, µ) +
∫
L(g, µ),
∫
L(−f, µ) = −
∫
L(f, µ).
Proof. Let 0 ∈ U ⊂ Z be a neighborhood such that U + U + U ⊂ T . Let A and B
envelopes approximating f and g respectively such that∫ p
L(A, µ) ⊂
∫
L(f, µ) + U and
∫ p
L(B, µ) ⊂
∫
L(g, µ) + U .
Then A+ B approximates f + g and∫ p
L(A+ B, µ) =
∫ p
L(A, µ) +
∫ p
L(B, µ) ⊂
∫ p
L(A, µ) +
∫ p
L(B, µ) + U
⊂
∫
L(f, µ) +
∫
L(g, µ) + U + U + U ⊂
∫
L(f, µ) +
∫
L(g, µ) + T .
Hence, ∫
L(f, µ) +
∫
L(g, µ)
satisfies the definition of integral for f + g. For −f , invert everything. 
The integral is monotone:
5.7. Notation. Suppose that V is a commutative group and V is an additive cone
there.
a.) We write a ≤V b if b− a ∈ V.
b.) The interval [a, b]V contains those elements c for which a ≤V c ≤V b.
5.8. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that V and Z are additive cones in V and Z respectively, Z is closed,
and for each v ∈ V, E ∈ S,
L(v, µ(E)) ∈ Z.
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Suppose that f : X → V is integrable and f(x) ∈ V (pointwise). Then, we claim,∫
L(f, µ) ∈ Z.
Proof. Being f integrable, there exist a set A, which is a countable union of element
of S, and f vanishes outside A. Consider the pointed envelope
C = (V ×A) ∪ ({0} ×X).
Then C approximates on f , hence∫
L(f, µ) ∈
∫ p
L(C, µ).
On the other hand, ∫ p
L(C, µ) ⊂ Z;
because the finite “disjoint” sums for
∫ p
L(C, µ) yield elements of Z, and Z is closed.

5.9. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that Λ is countable, fλ : X → V (λ ∈ Λ) are integrable functions, and
f =
∑
λ∈Λ
fλ
pointwise, algebraically, ie. for each x ∈ X at most finitely many fλ(x) are nonzero.
Also assume that for each neighborhood 0 ∈ T ⊂ Z there is exist a a finite set
Ξ ⊂ Λ and envelopes Cλ (λ ∈ Λ \ Ξ) such that Cλ is an approximation of fλ and∑
λ∈Λ\Ξ
∫ p
L(Cλ, µ) ⊂ T .
Then, we claim that f is integrable and∫
L(f, µ) =
∑
λ∈Λ
∫
L(fλ, µ).
Proof. Our fundamental assumption and∫
L(fλ, µ) ∈
∫ p
L(Cn, µ)
immediately implies that ∑
λ∈Λ
∫
L(fλ, µ).
is convergent according to the Cauchy criterium.
Let 0 ∈ U ⊂ Z be a neighborhood such that U + U + U ⊂ T .
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We can find a Ξ and pointed envelopes Cλ (λ ∈ Λ \ Ξ) approximating fλ such
that ∑
λ∈Λ\Ξ
∫ p
L(Cλ, µ) ⊂ U .
We can assume that Ξ is so large that∑
λ∈Ξ
∫
L(fλ, µ) ∈
∑
λ∈Λ
∫
L(fλ, µ) + U .
Let us divide U by Ξ and choose envelopes Aξ approximating fξ such that∫ p
L(Aξ, µ) ⊂
∫
L(fξ, µ) + Uξ
for ξ. Consider the envelope
A =
∑
ξ∈Ξ
Aξ +
∑
λ∈Λ\Ξ
Cλ.
Clearly, A approximates f . On the other hand,∫ p
L(A, µ) ⊂
∑
ξ∈Ξ
∫ p
L(Aξ, µ) +
∑
λ∈Λ\Ξ
∫ p
L(Cλ, µ)
⊂
∑
ξ∈Ξ
∫ p
L(Aξ, µ) +
∑
λ∈Λ\Ξ
∫ p
L(Cλ, µ) + U
⊂
∑
ξ∈Ξ
∫
L(fξ, µ) +
∑
ξ∈Ξ
Uξ +
∑
λ∈Λ\Ξ
Uλ + U ⊂
∑
ξ∈Ξ
∫
L(fξ, µ) + U + U
⊂
∑
λ∈Λ
∫
L(fλ, µ) + U + U + U ⊂
∑
λ∈Λ
∫
L(fλ, µ) + T .

B. More about structure.
5.10. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that Λ is countable, f, fλ : X → V (λ ∈ Λ) are integrable functions and∑
λ∈Λ
fλ = f,
such that at each point x ∈ X at most one of the fλ(x)’s is nonzero.
Then we claim, for each neighborhood 0 ∈ T ⊂ Z there exist an finite set Ξ, and
a family of pointed envelopes Cλ (λ ∈ Λ \ Ξ) such that Cλ approximates fλ and∫ p
L
( ∑
λ∈Λ\Ξ
Cλ, µ
)
⊂ T .
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In particular, ∫
L(f, µ) =
∑
λ∈Λ
∫
L(fλ, µ).
Proof. Consider a neighborhood 0 ∈ T ⊂ Z. Let 0 ∈ U ⊂ Z be a neighborhood
such that
U + U − U + U − U + U ⊂ T .
Let us divide U by Λ.
Let us consider an envelope
Aλ =
∑
j∈Jλ
cλ,jχEλ,j + Cλ
for each fλ such that ∫ p
L(Cλ, µ) ⊂ Uλ.
And similarly, an envelope
A =
∑
j∈J
cjχEj + C
for f such that ∫ p
L(C, µ) ⊂ U .
According to Lemma 4.17 we can assume that for a fixed λ the sets Eλ,j are pairwise
disjoint; and similarly that the sets Ej are pairwise disjoint. Let E = {Ej : j ∈ J}
Let D be a generator system for A and Dλ be a generator system for Aλ. Apply
Lemma 1.6 for
D ∪
⋃
λ∈Λ
Dλ ∪ E
such that the resulted forest D˜ is divided by the set E.
Now, for each point x ∈ Ej there exists an index λ ∈ Λ such that f(x) = fλ(x).
Then, there exists a set D ∈ D˜ such that x ∈ D ⊂ Ej and f(x) ∈ A
D ∩ Aλ
D.
In particular, the sets D ∈ D˜ such that there exists λ ∈ Λ such that⋃
λ∈Λ
AD ∩ Aλ
D 6= ∅
cover all sets Ej. For J ∈ J let Ej be the set of maximal such D’s contained in Ej .
Then we know that Ej exactly decomposes Ej .
Let us divide U by J . Now, applying Lemma 3.10 we can obtain finite families
Bj ⊂ Ej for all j ∈ J such that
svar (L, cj ,
⋃
(Ej \Bj), µ) ⊂ Uj.
Let
B =
⋃
j∈J
Bj .
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We know that for each D ∈ B there exists an index λD ∈ Λ such that
AD ∩ AλD
D 6= ∅.
Let
Ξ = {λD : D ∈ B}.
Now, let
C′λ = ({0} ×X) ∪Aλ.
We claim that these C′λ’s satisfy our requirements. First of all, it is clear that C
′
λ is
a pointed envelope approximating fλ.
Now let us examine the behavior of these C′λ’s over each point x ∈ X. If fλ(x) = 0
then 0 ∈ Aλ, hence
(x) C′λ
x ⊂ Aλ
x −Aλ
x = Cλ
x − Cλ
x.
In the single exceptional case fλ(x) 6= 0, λ ∈ Λ \ Ξ there are various cases:
a.) If x is not in any of the the Ej’s: Then f(x) ∈ C
x and f(x) ∈ Aλ
x. Now,
Aλ
x ⊂ f(x)− Cλ
x + Cλ
x ⊂ Cx − Cλ
x + Cλ
x,
implies
(a) C′λ
x ⊂ Cx − Cλ
x + Cλ
x.
b.) If x ∈ Ej , x ∈ D ∈ Ej \Bj : Then f(x) ∈ cj + C
x and f(x) ∈ Aλ
x. Now
Aλ
x ⊂ f(x)− Cλ
x + Cλ
x ⊂ cj + C
x − Cλ
x + Cλ
x,
implies
(b) C′λ
x ⊂ svar (cj ,
⋃
(Ej \Bj))
x + Cx − Cλ
x + Cλ
x.
c.) If x ∈ Ej , x ∈ D ∈ Bj : Then f(x) ∈ cj+C
x, f(x) ∈ Aλ
x andAD∩AλD
D 6= ∅.
The latter fact implies that there is a common element v ∈ Ax ∩AλD
x. Then
Aλ
x ⊂ f(x)− Cλ
x + Cλ
x ⊂ v + Cx − Cx − Cλ
x + Cλ
x.
On the other hand, Ξ ∋ λD 6= λ ∈ Λ \ Ξ, which implies 0 ∈ AλD , hence
v ∈ AλD
x ⊂ AλD
x −AλD
x = CλD
x − CλD
x ⊂
∑
ξ∈Ξ
(Cξ
x − Cξ
x).
Consequently,
Aλ
x ⊂
∑
ξ∈Ξ
(Cξ
x − Cξ
x) + Cx − Cx − Cλ
x + Cλ
x.
or, more generally
(c) C′λ
x ⊂
∑
ξ∈Ξ
(Cξ
x − Cξ
x) + Cx − Cx − Cλ
x + Cλ
x.
Overall, from (a), (b), (c), in the exceptional case we can make the crude statement,
(y) C′λ
x ⊂
∑
j∈J
svar (cj,
⋃
(Ej \Bj))
x +
∑
ξ∈Ξ
(Cξ
x − Cξ
x) + Cx − Cx − Cλ
x + Cλ
x.
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Summing for λ ∈ Λ \ Ξ the non-exceptional cases (x) and the exceptional case (y)
we obtain∑
λ∈Λ\Ξ
C′λ
x ⊂
∑
j∈J
svar (cj ,
⋃
(Ej \Bj))
x +
∑
λ∈Λ
(Cλ
x − Cλ
x) + Cx − Cx.
This is true for all x ∈ X, so it yields∑
λ∈Λ\Ξ
C′λ ⊂
∑
j∈J
svar (cj ,
⋃
(Ej \Bj)) +
∑
λ∈Λ
(Cλ − Cλ) + C − C.
Evaluating, ∫ p
L
( ∑
λ∈Λ\Ξ
C′λ, µ
)
=
∑
j∈J
L(svar (cj ,
⋃
(Ej \Bj)) , µ) + . . .
. . .+
∑
λ∈Λ
(∫ p
L(Cλ, µ)−
∫ p
L(Cλ, µ)
)
+
∫ p
L(C, µ)−
∫ p
L(C, µ)
⊂
∑
j∈J
Uj +
∑
λ∈Λ
Uλ −
∑
λ∈Λ
Uλ + U − U + U ⊂ U + U − U + U − U + U ⊂ T .
That proves our main statement.
In particular, we see that the assumptions of the previous lemma hold, so the
statement about the integral follows. 
5.11. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is an integrable function. Then, we claim that for each
E ∈ S the function f |E, given by
f |E(x) =
{
f(x) if x ∈ E
0 if x /∈ E
is integrable. Moreover,
µL,f(E) =
∫
L(f |E, µ)
is a measure on S.
Proof. Consider an envelope
A =
∑
j∈J
cjχEj + C
approximating f such that∫ p
L(A, µ)−
∫ p
L(A, µ) ⊂ T .
According to Lemma 4.17 we can assume that the sets Ej are pairwise disjoint and
each of them is contained in E or it is disjoint from it. (We take a forest refinement
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of the original Ej’s such that it is divided by E and that yields a set system D to
“support” the simple step function.) Then
AE =
∑
j∈J,Ej⊂E
cjχEj + C
approximates f |E and∫ p
L(AE, µ)−
∫ p
L(AE, µ) =
∫ p
L(A, µ)−
∫ p
L(A, µ) ⊂ T .
Hence the integrability of f |E follows from the Cauchy criterium.
Now, the σ-additive property of the measure immediately follows from the pre-
vious lemma. (But one can easily give a direct proof, too.) 
5.12. Definition. Suppose that Z is a commutative topological group. A neigh-
borhood subbasis B is a family of neighborhoods of 0 in Z such that the following
holds:
i.) For any neighborhood 0 ∈ T ⊂ Z there are finitely many elements B1, . . . , Bn
in B such that
B1 ∩ . . . ∩Bn ⊂ T .
The neighborhood subbasis B is divisible if
ii.) For any B ∈ B there exist B1, B2 ∈ B such that
B1 +B2 ⊂ B.
5.13. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is a function. Assume that B is a neighborhood subbasis.
Then we claim:
a.) f has integral a if and only if for each B ∈ B there is an envelope A
approximating f such that ∫ p
L(A, µ) ⊂ a−B.
b.) If B is divisible then f is integrable if and only if for each B ∈ B there is an
envelope A approximating f such that∫ p
L(A, µ)−
∫ p
L(A, µ) ⊂ B.
Proof. a.) For an arbitrary neighborhood 0 ∈ T ⊂ Z we can choose elements from
B such that
B1 ∩ . . . ∩Bn ⊂ T .
Lemma 4.18 implies that there is an envelope A such that∫ p
L(A, µ) ⊂ (a−B1) ∩ . . . ∩ (a−Bn).
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Then
a−
∫ p
L(A, µ) ⊂ B1 ∩ . . . ∩Bn ⊂ T ,
hence ∫ p
L(A, µ) ⊂ a− T .
b.) Similarly, for an arbitrary neighborhood 0 ∈ T ⊂ Z we can choose elements
from B such that
B1 ∩ . . . ∩Bn ⊂ T .
Then, we can divide Br such that
Br,1 +Br,2 ⊂ Br,
and we can find a neighborhood 0 ∈ U ⊂ Z such that
U − U ⊂ Br,2
for all r. By our assumptions, we can choose envelopes Ar such that∫ p
L(Ar, µ)−
∫ p
L(Ar, µ) ⊂ Br,1.
Then, by Lemma 4.18, we can find an envelope A such that∫ p
L(A, µ) ⊂
∫ p
L(Ar, µ) + U
for all r. That implies∫ p
L(A, µ)−
∫ p
L(A, µ) ⊂
∫ p
L(Ar, µ)−
∫ p
L(Ar, µ) +Br,2 ⊂ Br,1 +Br,2 ⊂ Br
for all r, hence
L(A,µ) ⊂ B1 ∩ . . . ∩Bn ⊂ T .
According to the Cauchy criterium this implies integrability. 
5.14. Remark. The divisibility of B can be weakened to the condition that for
each B ∈ B there is an element B0 ∈ B and a neighborhood 0 ∈ U ⊂ Z such that
B0 + U ⊂ B.
5.15. Remark. Lemma 5.13 is useful in the case of induced topologies, including
the weak and strong topologies. It says the integration componentwise is the same
as integration in the induced topology.
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6. Semivariation and negligible sets
A. Semivariation of integrable functions.
6.1. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable.
A function f : X → V is locally L, µ-integrable if for all A ∈ S the function f |A
is L, µ-integrable. (We see that according to Lemma 5.11 all integrable functions
are locally integrable.)
6.2. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable. Suppose that f : X → V is
locally integrable. Then the semivariation of f is
svar(L, f, µ) ={∑
j∈J
∫
L(f |Aj , µ) : J is finite, Aj ∈ S, the Aj are pairwise disjoint
}
.
Ie., in other terms, this is just the semivariation of the measure µL,f .
6.3. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Then we claim:
a.) If f, g are locally integrable functions then
svar(L, f + g, µ) ⊂ svar(L, f, µ) + svar(L, g, µ)
and
svar(L,−f, µ) = − svar(L, f, µ).
b.) If f, g are locally integrable functions and f − g ⊂ C for the pointed envelope
C then
svar(L, f, µ) ⊂ svar(L, g, µ) +
∫ p
L(C, µ)
c.) If s :→ V is a step-function then
svar(L, s, µ) = L(s ∪ ({0} ×X), µ).
d.) If f is integrable and A is an envelope approximating f then
svar(L, f, µ) ⊂
∫ p
L(A ∪ ({0} ×X), µ) ⊂
⊂ svar(L, f, µ) +
∫ p
L(A, µ)−
∫ p
L(A, µ).
e.) If f is integrable and C is a pointed envelope approximating f then
svar(L, f, µ) ⊂
∫ p
L(C, µ).
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f.) On the other hand, if f is integrable and 0 ∈ T ⊂ Z is an arbitrary neighbor-
hood then, we claim, there exists a pointed envelope C approximating f , such that∫ p
L(C, µ) ⊂ svar(L, f, µ) + T .
g.) If f is integrable then ∫
L(f, µ) ∈ svar(L, f, µ).
Proof. a.) Integrating ∑
j∈J
(f + g)|Aj =
∑
j∈J
f |Aj +
∑
j∈J
g|Aj
we obtain that∑
j∈J
∫
L((f + g)|Aj , µ) =
∑
j∈J
∫
L(f |Aj , µ) +
∑
j∈J
∫
L(g|Aj , µ)
∈ svar(L, f, µ) + svar(L, g, µ).
Taking closure yields our first statement. The statement about −f is straightfor-
ward.
b.) The function ∑
j∈J
(f − g)|Aj
is approximated by C, hence, by Lemma 5.5∑
j∈J
∫
L(f |Aj , µ) =
∑
j∈J
∫
L(g|Aj , µ) +
∑
j∈J
∫
L((f − g)|Aj , µ)
∈ svar(L, g, µ) +
∫ p
L(C, µ).
Taking closure yields our statement.
e.) This is the special case of point b. with g = 0.
c.) On simply check that s ∪ ({0} ×X) is a pointed envelope. Then ⊂ follows
from point e. On the other hand, every finite disjoint sum as in Lemma 4.13 is of
form ∑
j∈J
L(s|Aj , µ).
That implies ⊃.
d.) The first containment follows from point e. We have to prove the second
one. We can assume that
A = s+ C,
such that s is step-function and C is an envelope. Now,∫ p
L(A∪ ({0} ×X), µ) ⊂
∫ p
L((s ∪ ({0} ×X)) + C, µ) = svar(s, µ) +
∫ p
L(C, µ).
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Then, by b.,
⊂ svar(f, µ) + L(−C, µ) +
∫ p
L(C, µ) = svar(f, µ)−
∫ p
L(C, µ) +
∫ p
L(C, µ)
= svar(f, µ)−
∫ p
L(A, µ) +
∫ p
L(A, µ)
f.) For a neighborhood 0 ∈ T ⊂ Z let A be an envelope approximating f such that∫ p
L(A, µ) ⊂
∫
L(f, µ) + T .
According to the previous point∫ p
L(A ∪ ({0} ×X), µ) ⊂ svar(f, µ)− T + T + T .
Being T arbitrary, our statement follows with C = A ∪ ({0} ×X).
g.) This follows from f. and∫
L(f, µ) ∈
∫ p
L(C, µ),
ie. Lemma 4.13. 
6.4. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is locally integrable. We say that a function g : X → V
is a restriction of f if for each x ∈ X we have g(x) = f(x) or g(x) = 0.
We claim:
svar(L, f, µ) =
{∫
L(g, µ) : g is integrable, g is a restriction of f
}
.
In particular, if the locally integrable function h : X → V is a restriction of f then
svar(L, h, µ) ⊂ svar(L, f, µ).
Proof. 0. The part ⊂ of the equality is trivially true because svar(L, f, µ) is, by
definition, generated by some special restrictions.
1. First, we prove the part ⊃ of the equality under the restriction that f is
integrable. Under this assumption we we can find a pointed envelope C to f such
that ∫ p
L(C, µ) ⊂ svar(L, f, µ) + T ,
where 0 ∈ T ⊂ Z is an arbitrarily small neighborhood. But then C also approxi-
mates g, hence ∫
L(g, µ) ∈
∫ p
L(C, µ) ⊂ svar(L, f, µ) + T .
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Because of the arbitrary choice of T we conclude∫
L(g, µ) ∈ svar(L, f, µ),
and this implies our statement.
At this point we know that under the additional assumption that f, h are inte-
grable
svar(L, h, µ) ⊂ svar(L, f, µ)
holds.
2. Here, we prove the part ⊃ of the equality if f is locally integrable. Lemma
6.3.g implies that it is enough to show that∑
j∈J
∫
L(g|Aj , µ) ∈ svar(L, f, µ)
whenever Aj ∈ S (j ∈ J) are pairwise disjoint. On the other hand, Lemma 6.3.g
and the end of the previous point implies that∑
j∈J
∫
L(g|Aj , µ) =
∫
L
(∑
j∈J
g|Aj , µ
)
∈ svar
(
L,
∑
j∈J
f |Aj , µ
)
.
Then, it is enough to show that
svar
(
L,
∑
j∈J
f |Aj , µ
)
⊂ svar(L, f, µ).
For that reason it is enough to show that
(*)
∫
L
(∑
j′∈J ′
(∑
j∈J
f |Aj
)∣∣∣∣
A′
j′
, µ
)
∈ svar(L, f, µ)
whenever A′j′ ∈ S (j
′ ∈ J ′) are pairwise disjoint. Let us decompose each set Aj∩A
′
j′
(j ∈ J, j′ ∈ J ′ ) in S, and take the union B of these decompositions. Then∑
j′∈J ′
(∑
j∈J
f |Aj
)∣∣∣∣
A′
j′
=
∑
B∈B
f |B.
This and the additivity of the integral (e. g. Lemma 5.10) implies that∫
L
(∑
j′∈J ′
(∑
j∈J
f |Aj
)∣∣∣∣
A′
j′
, µ
)
=
∑
B∈B
∫
L(f |B, µ).
The right side is in the closure of its finite partial sums, which are in svar(L, f, µ)
by definition. That implies (*). 
6.5. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
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Suppose that f, fλ : X → V (λ ∈ Λ) are locally integrable and
f(x) =
∑
λ∈Λ
fλ(x)
pointwise, in algebraical sense. Then, we claim,
a.)
svar(L, f, µ) ⊂
∑
λ∈Λ
svar(L, fλ, µ).
b.) If for each point x ∈ X at most one λ ∈ Λ such that fλ(x) 6= 0 then
svar(L, f, µ) =
∑
λ∈Λ
svar(L, fλ, µ).
Proof. a.) We prove this in two steps:
1. First we prove our statement under the assumption that f and fλ are inte-
grable. Then, it follows from Lemma 6.3: We can slightly enlarge the right side (cf.
Lemma 6.3.f) to get approximating envelopes, which we can add up; then we know
that this slightly enlarged (+T ) sum contains the left side (cf. Lemma 6.3.e).
2. The general statement follows from∑
j∈J
∫
L(f |Aj , µ) ∈ svar
(
L,
∑
j∈J
f |Aj , µ
)
⊂
∑
λ∈Λ
svar
(
L,
∑
j∈J
fλ|Aj , µ
)
⊂
∑
λ∈Λ
svar(L, fλ, µ)
b.) The direction ⊃ follows from Lemma 6.4. 
6.6. Remark. For the purposes of Lemma 6.5.a the condition can be relaxed to
f(x) ∈
∑
λ∈Λ
{0, fλ(x)}
(pointwise).
6.7. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
If f : X → V is locally integrable,A ∈ ΣS and 0 ∈ T ⊂ Z is an arbitrary
neighborhood then, we claim, there exists a pointed envelope C approximating f |A,
such that ∫ p
L(C, µ) ⊂ svar(L, f, µ) + T .
Proof. Assume (cf. Lemma 1.8.a) that A decomposes as
A =
.⋃
λ∈Λ
Aλ.
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Let 0 ∈ U ⊂ Z be a neighborhood such that U + U ⊂ T . Let us divide U by λ.
According to Lemma 6.3.f we can find pointed envelopes Cλ approximating f |Aλ
such that ∫ p
L(Cλ, µ) ⊂ svar(f |Aλ , µ) + Uλ.
Then the pointed envelope
C =
∑
λ∈Λ
Cλ
approximates f |A and∫ p
L(C, µ) =
∑
λ∈Λ
∫ p
L(Cλ, µ) ⊂
∑
λ∈Λ
svar(f |Aλ , µ) + Uλ ⊂ svar(f |A, µ) + U ⊂
⊂ svar(f |A, µ) + U + U ⊂ svar(f |A, µ) + T ⊂ svar(f, µ) + T .
The second containment relation is a consequence of Lemma 6.5.b, just like the
last one. 
6.8. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that V and Z are additive cones in V and Z respectively, Z is closed,
and for each v ∈ V, A ∈ S,
L(v, µ(A)) ∈ Z.
Suppose that f : X → V is integrable and 0 ≤V f (pointwise).
Then,
svar(L, f, µ) ⊂
[
0,
∫
L(f, µ)
]
Z
,
endpoints contained.
Proof. This follows from the monotonicity of the integral, Lemma 5.8. 
6.9. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Assume that fλ : X → V (λ ∈ Λ) is a countable family of integrable functions.
Then the following two statements are equivalent:
i.) For each neighborhood 0 ∈ T ⊂ Z there is a finite set Ξ ⊂ Λ such that∑
λ∈Λ\Ξ
svar(L, fλ, µ) ⊂ T .
ii.) For each neighborhood 0 ∈ T ⊂ Z there are envelopes Cλ approximating fλ,
and a finite set Ξ ⊂ Λ such that∑
λ∈Λ\Ξ
∫ p
L(Cλ, µ) ⊂ T .
Proof. That immediately follows from Lemma 6.3.e and f. 
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B. Negligible sets.
6.10. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable.
i.) A set A ⊂ X is a weakly L, µ-negligible set if each function f : X → V
supported on A (ie. f = f |A) is integrable and∫
L(f, µ) = 0.
Ie. in other terms: for each function f : X → V vanishing outside of A and for
each neighborhood 0 ∈ T ⊂ Z there exists an envelope C of pointed sets in V with
respect to S such that
f ⊂ C and
∫ p
L(C, µ) ⊂ T .
ii.) A set A ⊂ X is a strongly L, µ-negligible set if for each neighborhood
0 ∈ T ⊂ Z there exists an envelope C of pointed sets in V with respect to S such
that
V ×A ⊂ C and
∫ p
L(C, µ) ⊂ T .
6.11. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Then we claim:
a.) Strongly negligible sets are weakly negligible.
b.) Subsets and countable unions of weakly (strongly) L, µ-negligible sets are
weakly (strongly) L, µ-negligible sets.
Proof. a.) That immediately follows from the definition.
b.) For subsets the statement is trivial. In the weak case we can prove the
countable union property as follows:
Suppose that Aλ (λ ∈ Λ) are weakly negligible and f is supported on
A =
⋃
λ∈Λ
Aλ.
Let 0 ∈ T ⊂ Z be an arbitrary neighborhood. Let us choose a neighborhood
0 ∈ U ⊂ Z such that
U + U ⊂ T
Let us divide U by Λ. Let us choose pointed envelopes Cλ
f |Aλ ⊂ Cλ and
∫ p
L(Cλ, µ) ⊂ Uλ.
Take
C =
∑
λ∈Λ
Cλ.
Then
f ⊂ C
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but ∫ p
L(C, µ) =
∑
λ∈Λ
∫ p
L(Cλ, µ) =
∑
λ∈Λ
Uλ = U ⊂ T .
That proves the weak negligibility statement. The strong negligibility statement
can be proven similarly, except instead of
f |Aλ ⊂ Cλ
rather
(V ×Aλ) ∪ ({0} ×X) ⊂ Cλ
should be written, and similarly for f . 
6.12. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is a function and the (pointed) envelope A approximates
f . Assume that f ′ differs from f on a weakly negligible set only. Then we claim,
for each neighborhood 0 ∈ T ⊂ Z there exists a (pointed) envelope A′ ⊃ A such
that A′ approximates f ′ but∫ p
L(A′, µ) ⊂
∫ p
L(A, µ) + T .
Proof. Let us choose a neighborhood 0 ∈ U ⊂ Z such that
U + U ⊂ T .
Let C be a pointed envelope such that f ′ − f is approximated by C but∫ p
L(C, µ) ⊂ U .
Now take A′ = A+ C. Then∫ p
L(A′, µ) =
∫ p
L(A, µ) +
∫ p
L(C, µ) ⊂
∫ p
L(A, µ) + U + U ⊂
∫ p
L(A, µ) + T .

6.13. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that C is negligible. Then, we claim for any envelope A∫ p
L(A, µ) =
{∑
j∈J
L(cj , µ(Ej) : J is finite, etc.,
∑
j∈J
cjχEj(x) ∈ A
x for x /∈ C)
}
.
Proof. The ⊂ part of the statement is trivial. On the other hand if
s =
∑
j∈J
cjχEj
is such a step-function the we can find a function f supported on C such that
s+ f ⊂ A.
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But then, because of the weak negligibility,∫
L(s, µ) =
∫
L(s+ f, µ) ∈
∫ p
L(A, µ).
Taking closure yields our statement.

6.14. Now, all the semivariation and summation statements above can be rewritten
“up to negligible sets”, because we can just assume that all the function involved
are so that they are all 0 on a large negligible set. We refrain from spelling out the
exact statements.
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7. Integrable and extended measurable sets
A. Integrable sets.
Previously, we have discussed integrable functions. Using characteristic functions
we may look to extend the notion of integrability to sets.
The following lemma helps to characterize the integrable sets.
7.1. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that c ∈ V, S ⊂ X and cχS is integrable. Then we, claim, that for each
neighborhood 0 ∈ T ′ ⊂ Z there exists a set F ∈ Σ00S, and sets A,B ∈ ΣS,
A ⊂ F, B ⊂ X \ F
such that
A˜ = cχF − var(c,A) + var(c,B)
approximates cχE and ∫ p
L(A˜, µ) ⊂
∫
L(cχF , µ) + T
′.
A property of A˜ is a that is takes its values only from the set {0, c} ⊂ V.
Proof. Let 0 ∈ T ⊂ Z be a neighborhood such that T − T ⊂ T ′. Let
A =
∑
j∈J
cjχEj + C
be an envelope approximating cχS but∫ p
L(A, µ) ⊂
∫
L(cχF , µ) + T .
Let D be a a generator system for A. Let E = {Ej : j ∈ J}. Apply Lemma 1.6 to
D∪E, such that the result D˜ is divided by E. Then D˜ is a generator system for A.
The approximating property implies for each element x ∈ Ej there exist D ∈ D˜
such that x ∈ D˜ ⊂ Ej and cχS(x) ∈ A
D. In particular,
0 ∈ AD or c ∈ AD.
Let D′ be the family of the maximal sets D ∈ D˜ such that
0 ∈ AD or c ∈ AD.
Then D′ decomposes {Ej : j ∈ J}. Hence, by Lemma 4.17 there is envelope
A′ =
∑
j∈J ′
c′jχE′j + C
′
such that the E′j are pairwise disjoint, they are from D
′, A′ ⊃ A approximates cχS
and ∫ p
L(A′, µ) ⊂
∫ p
L(A, µ) + T .
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Let
F =
⋃
j∈J ′, c∈A′
E′
j
E′j ,
A =
⋃
D∈D˜,D⊂F, 0∈A′D
D, B =
⋃
D∈D˜,D 6⊂F, c∈A′D
D
Then
A˜ = χF − var(c,A) + var(c,B)
will be an envelope because it contains the simple step-function χF , and we see
that
χF − var(c,A) + var(c,B) ⊂ A
′,
proving the containment in the statement of the lemma. On the other hand, A˜
approximates cχS by construction. 
7.2. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable.
Then we define the measure
µ˜ : S→ Homstrong(V,Z),
in the strong topology, by
[µ˜(A)]v = L(v, µ(A)).
It is easy to check that µ˜ is indeed a measure.
7.3. Remark. Notice that Homstrong(V,Z) remains complete and Hausdorff ac-
cording to our conventions. In theory, for the purpose of integration it enough the
keep the measure µ˜ and we can forget about L, µ and W.
7.4. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. We also consider the natural pairing
m : Z×Z → Z.
Suppose that S ⊂ X. The we claim
cχS is integrable for any c ∈ V with respect to L and µ
if and only if
χS is integrable with respect to m and µ˜.
Proof. This follows from the fact that special envelopes as in Lemma 7.1 can be
used to decide integrability (cf. also Lemma 5.13). 
Hence, in what follows we take the liberty of discussing integrability of sets in
the case when the measure is paired with V = Z, W = Z.
7.5. Definition. Let W be a commutative topological group, S ⊂ P(X) be an
interval system, µ : S→W be a measure.
A set S ⊂ X is called µ-integrable if χS is integrable with respect to natural
pairing m to the integers and µ. We denote the family all integrable sets by Sµ.
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7.6. Lemma. Let W be a commutative topological group, S ⊂ P(X) be an interval
system, µ : S→W be a measure.
The family Sµ of the µ-integrable sets forms a ring, ie. it is closed for ∩,∪, \.
Proof. Suppose that S1 and S2 are integrable sets. Let L = m. Let 0 ∈ T
′ ⊂ Z be
an arbitrary neighborhood. Then chose a neighborhood 0 ∈ T ⊂ Z such that
T + T + T + T + T ⊂ T ′.
According to Lemma 7.1 there exist envelopes
Ak =
∑
j∈Jk
χEk,j + Ck
approximating χSk , k = 1, 2, such that the sets Ek,j are pairwise disjoint for a fixed
k, and ∫ p
L(Ck, µ) ⊂ T .
Applying Lemma 1.4 we can find a a countable family of sets D decomposing
the sets Ek,j. Then according to Lemma 4.17 we can find there exist envelopes
A′k =
∑
E∈Ck
χE + C
′
k
approximating χSk , k = 1, 2, such that Ck ⊂ D are finite sets, and∫ p
L(C′k, µ) ⊂ T + T .
Then one can see that
A∩ =
∑
E∈C1∩C2
χE + C
′
1 + C
′
2
approximates χS1∩S2 and∫ p
L(C′1 + C
′
2, µ) ⊂
∫ p
L(C′1, µ) +
∫ p
L(C′2, µ) ⊂ T + T + T + T + T ⊂ T
′.
According to the Cauchy criterium the integral exists. The other cases follow
similarly or just by linearity. 
7.7. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that the set S ⊂ X is integrable with respect to µ. Then, we claim, it is
integrable with respect to
µ˜ : S→ Homstrong(V,Z).
Proof. Let A be an envelope over S with values in Z. Then we define cA to be the
envelope obtained from A such that each fiber Ax is multiplies by c. Then one can
prove that It follows that for an envelope A over Z∫ p
L(cA, µ) = L
(
c,
∫ p
m (A, µ)
)
.
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From this and the continuity of L in the second variable the statement follows. 
B. Extended measureable sets.
7.8. Definition. Let W be a commutative topological group, S ⊂ P(X) be an
interval system, µ : S→W be a measure.
Let S˜µ denote the set of those M ⊂ X such that
E ∈ S ⇒ E ∩M ∈ Sµ,
ie. which intersects elements of S in integrable sets. The elements of S˜µ are called
extended measurable sets (with respect to µ).
7.9. Lemma. Let W be a commutative topological group, S ⊂ P(X) be an interval
system, µ : S→W be a measure.
a.) Integrable sets are extended measurable, ie. Sµ ⊂ S˜µ.
b.) The extended measurable sets, S˜µ, form an algebra, ie. it is closed for ∩,∪, \
and X ∈ S˜µ.
Proof. That immediately follows from Lemma 7.6. 
7.10. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is an integrable function. Then, we claim that for each
M ∈ S˜µ (or M ∈ S˜µ˜) the function f |M is integrable. Moreover,
µˆL,f (M) =
∫
L(f |M , µ)
is a measure on S˜µ.
Proof. Let T + T + T ⊂ T ′. Let
A =
∑
j∈J
cJχEj + C
be an envelope approximating f such that for the pointed envelope C∫ p
L(C, µ) ⊂ T .
Then, according to our assumptions the sets cjχEj∩M are integrable. So, there is
an envelope
A′ = s′ + C′
approximating ∑
j∈J
cjχEj∩M ,
and such that ∫ p
L(C′, µ) ⊂ T .
58 GYULA LAKOS
Then
s′ + C′ + C
will approximate f |M while∫ p
L(C′ + C, µ) ⊂ T + T + T ⊂ T ′.
Here T ′ was arbitrary, hence the integrability follows from the Cauchy criterium.
The σ-additive property of the measure immediately follows from Lemma 5.10.

7.11. Remark. In the statement the special case with extended µ˜-measurability in
is not really necessary, because this is indeed a special case of the statement with
a plain µ.
7.12. Lemma. LetW be a commutative topological group, S ⊂ P(X) be an interval
system, µ : S→W be a measure.
A set M is extended measurable if and only if
E ∈ Sµ ⇒ E ∩M ∈ Sµ,
ie. it intersects integrable sets in integrable sets. In particular, S˜µ is the measurable
closure of Sµ in set-arithmetical sense.
Proof. Sufficiency is obvious, while necessity follows from the statement of Lemma
7.10 about f |M , such that f is characteristic function and L = m. 
C. Controlled measures.
While a δ-ring structure is not necessary for a measure, it might certainly be
useful.
7.13. Definition. A measure µ : S → V is called controlled if for any countable
pairwise disjoint family of sets of S contained in an other element of S,
.⋃
λ∈Λ
Aλ ⊂ A,
implies that ∑
λ∈Λ
µ(Aλ)
exits.
In ordinary circumstances this condition is quite unnoticeable:
7.14. Lemma. The measure µ : S→W is controlled, if
a.) µ is [0,+∞)-valued; or
b.) V is a locally convex vector space and µ is of locally finite variation, ie. for
each continuous seminorm p on V the set
varp(µ,A) =
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{∑
j∈J
p(µ(Aj)) : J is finite Aj ∈ S, Aj ⊂ A, the Aj are pairwise disjoint
}
is bounded; or
c.) S is a δ-ring, ie.
.⋃
λ∈Λ
Aλ ⊂ A implies
.⋃
λ∈Λ
Aλ ∈ S.
Proof. These statements are straightforward. 
7.15. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that
.⋃
λ∈Λ
Aλ ⊂ A
in S. Also suppose that T is a neighborhood of 0 in Z, and c ∈ V is arbitrary Then
we claim that there exists a finite set Ξ such that
svar
(
L, c,
⋃
λ∈Λ\Ξ
Aλ, µ
)
⊂ T .
Proof. Apply Lemma 3.8 with the choice of T = 0, µ˜(A) = L(c, µ(A)). 
7.16. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Assume that µ is controlled. Suppose that Λ is countable, f, fλ : X → V (λ ∈ Λ)
are integrable functions and for each x ∈ X∑
λ∈Λ
fλ(x) = f(x) or = 0,
such that at each point x ∈ X at most one of the fλ(x)’s is nonzero.
Then we claim, for each neighborhood 0 ∈ T ⊂ Z there exist an finite set Ξ, and
a family of pointed envelopes Cλ (λ ∈ Λ \ Ξ) such that Cλ approximates fλ and∫ p
L
( ∑
λ∈Λ\Ξ
Cλ, µ
)
⊂ T .
In particular, ∑
λ∈Λ
fλ.
is integrable.
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Proof. We can repeat the proof of Lemma 5.10, with minor changes. The difference
is that that D′ will not necessarily cover
⋃
D˜ where the sum of the functions is zero.
So, the sets Ei will not cover Ei and we have to apply to Lemma 7.15 instead of
Lemma 3.10. 
7.17. Lemma. LetW be a commutative topological group, S ⊂ P(X) be an interval
system, µ : S→W be a measure.
Suppose that µ is controlled. Then, we claim, Sµ is a δ-ring and S˜µ is a σ-
algebra.
Proof. It is enough to prove the statement for integrable case. That follows from
Lemma 7.16 applied to characteristic functions of sets. 
D. Measure extensions by integrable sets.
7.18. Convention. If µ : S→W is a measure then let
µˆ : Sµ →W
be the extension to integrable set.
7.19. Lemma. LetW be a commutative topological group, S ⊂ P(X) be an interval
system, µ : S→W be a measure.
Then, we claim, µˆ is the unique extension ν of µ to Sµ such that for any A ∈ S
svar(A, ν) = svar(A,µ).
Similar statement holds for any sub- interval system of Sµ.
Proof. From the additive property of the semivariation it follows that
svar(A, ν) = svar(A,µ)
holds for any A ∈ S if and only if it holds for any A ∈ ΣS.
Then the statement follows from Lemma 7.1. (One can shorten the proof by
using Lemma 6.4.) 
7.20. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that A is a (pointed) envelope over S. Then, we claim, A is a (pointed)
envelope over Sµ and ∫ p
L(A, µ) =
∫ p
L(A, µˆ).
Proof. The (pointed) envelopeness over Sµ is trivial, also the ⊂ part of the equality.
On the other hand, if sˆ is a step-function over Sµ then it is L, µ-integrable and by
Lemma 5.5 the corresponding sum is contained in∫ p
L(A, µ).
Taking closure, this proves ⊃, hence our statement. 
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7.21. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f is L, µ-integrable. Then f is L, µˆ-integrable, the integrals are
equal, and
svar(L, f, µ) = svar(L, f, µˆ).
Proof. The first two statement follows from Lemma 7.20, while the last one follows
from Lemma 7.10 and Lemma 6.4. 
7.22. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
If A is an envelope over Sµ and there is countable set R ⊂ V such that A ⊂ R×X
(ie. A takes only countable many values) then for each neighborhood 0 ∈ T ⊂ Z
there is an envelope A˜ over S such that
A ⊂ A˜
but ∫ p
L(A˜, µ) ⊂
∫ p
L(A, µˆ) + T .
Proof. Assume that
A = sˆ+ C
such that sˆ is a step-function over Sµ contained in A. One can notice that C has
a similar properties to A except with an extended set R′ ⊃ R.
Let 0 ∈ T ′ ⊂ Z be a neighborhood such that
T ′ + T ′ + T ′ − T ′ ⊂ T .
Now, sˆ is L, µ-integrable, hence there is an envelope
A0 = s+ C0
containing the step-function s over S, and approximating sˆ, such that∫ p
L(C0, µ) ⊂ T
′.
Let D ⊂ Sµ be a generator system for C. Let us divide T ′ by R′ × D. Then
Lemma 7.1 implies that for each r ∈ R′, D ∈ D, r ∈ AD there is a set Fr,D ∈ Σ00S
and a set Ar,D ∈ ΣS such that D differs from Fr,D only on Ar,D but
svar(L, r,Ar,D, µ) ⊂ T
′
r,D.
Let
C′ =
∑
r∈R′,D∈D, r∈AD
var(r,Ar,D).
Then ∫ p
L(C′, µ) ⊂
∑
r∈R′,D∈D, r∈AD
T ′r,D ⊂ T
′.
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Let us define
C˜ =
⋃
D∈D, r∈AD
{r} × (Fr,D ∪Ar,D) ∪ {0} ×X.
The set C′ is a pointed envelope over S because if we decompose the sets Fr,D
and Ar,D in S and we take the union of these decompositions then it will yield a
generator system for C′.
Let us define
A = A0 + C˜.
Then A is a clearly an envelope over S because it is a sum of envelope and a pointed
envelope. On the other hand,
sˆ ⊂ A0 and C ⊂ C˜
implies that
A = sˆ+ C ⊂ A0 + C˜ = A˜.
On the other hand, C˜ ⊂ C + C′ implies that
A˜ = A0 + C˜ ⊂ A0 + C + C
′.
Then, continuing,
⊂ sˆ− C0 + C0 + C + C
′ ⊂ A− C0 + C0 + C
′
implies that ∫ p
L(A˜, µ) =
∫ p
L(A˜, µˆ) ⊂
∫ p
L(A− C0 + C0 + C
′, µˆ) ⊂
⊂
∫ p
L(A, µˆ) + T ′ − T ′ + T ′ ⊂
∫ p
L(A, µˆ)+T ′−T ′+T ′+T ′ ⊂
∫ p
L(A, µˆ)+T .

7.23. Remark. This statement will be used to prove the conversion of Lemma 7.21
in cases when countable-valued envelopes can be used to “approximate” general
envelopes.
E. Measure extensions by constructible sets.
7.24. Lemma. LetW be a commutative topological group, S ⊂ P(X) be an interval
system, µ : S→W be a measure.
Consider the constructible measure extension
µc : ΣcS→W.
Then we claim that µc is a restriction of
µˆ : Sµ →W.
Proof. That follows from Lemma 7.6 and the unicity statement for µc, or from the
corresponding version of Lemma 7.19. 
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7.25. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S → W be a measure, L : V × W → Z be a biadditive pair-
ing, which is continuous in its second variable. Consider the constructible measure
extension
µc : ΣcS→W.
Then we claim:
a.) A set C is pointed envelope over ΣcS if and only if it is a pointed envelope
over S. In this case ∫ p
L(C, µc) =
∫ p
L(C, µ).
b.) Any envelope A over S is an envelope over ΣcS, and∫ p
L(A, µc) =
∫ p
L(A, µ).
c.) For any envelope A over ΣcS and any neighborhood 0 ∈ T ⊂ Z there is an
envelope A′ over S such that
A ⊂ A′
and ∫ p
L(A′, µ) ⊂
∫ p
L(A, µc) + T .
Proof. a.) The first statement follows from Lemma 1.8.d and the other part follows
from Lemma 5.5.
b.) The first statement is trivial, the second part follows from Lemma 5.5.
c.) We can consider a usual decomposition
A = s+ C
over ΣcS. From part a. we see that it is enough to prove the statement in the case
A = s. That follows from the integrability of s over S. 
7.26. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Then we claim a function f : X → V is (locally) L, µ-integrable if and only if it
is (locally) L, µc-integrable. If f is integrable then∫
L(f, µ) =
∫
L(f, µc).
If f is locally integrable then
svar(L, f, µ) = svar(L, f, µc).
Proof. That follows from Lemma 7.25 
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8. Extended integration
A. Local properties of the ordinary integral.
8.1. Definition. Let S ⊂ P(X) be an interval system and V be a commutative
topological group. Let A be an envelope of sets in V over S.
We say that A is supported on A ∈ ΣS if there is a generator system D of A
such that
⋃
D = A.
8.2. Lemma. Let S ⊂ P(S) be an interval system, and V be a commutative
topological groups. Assume that A is an envelope of sets in V over S. Then we
claim:
a.) If A is supported on A then it is also supported on any set A ∈ ΣS such
that B ⊃ A.
b.) If X ∈ ΣS then A is supported on X.
Proof. a.) This follows from Lemma 4.6, we can add up any set to
⋃
D but we
have to decompose everything by E. b.) This is a special case of a. 
8.3. Remark. In particular, in the case X ∈ ΣS we can simplify things by assum-
ing
⋃
D = X.
8.4. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Assume that f : X → V is integrable.
Then we claim that there is set A ∈ ΣS such that f |A = f , ie. f vanishes
outside of A.
Proof. That immediately follows from the existence of an approximating envelope.

On the other hand, if X /∈ ΣS, then this is a serious restriction excluding some
functions which are intuitively integrable. The objective of this section is to get
around this technical difficulty.
8.5. Definition. a.) If f : X → Y is a function and S ⊂ X then let
f‖S : S → Y
be the set-theoretic restriction of f to S. (Ie. we not just set the set the function
value to 0 outside of S but we restrict the actual domain).
b.) If S ⊂ P(S) is a set system and and A ⊂ X then we define
S‖A = {S ∈ S : S ⊂ A}.
8.6. Lemma. Suppose that S ⊂ P(S) is an interval system.
We claim that if A ∈ ΣS or X \A ∈ ΣcS then S‖A is an interval system.
Proof. That immediately follows from the properties of interval systems. 
8.7. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
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Assume that A ∈ ΣS or X \ A ∈ ΣcS. Then we claim:
a.) If Aˆ is an envelope over S‖A , then
A = Aˆ ∪ ((X \ A)× {0})
will be an envelope of sets in V over S such that∫ p
L(Aˆ, µ‖S‖A) =
∫ p
L(A, µ).
In particular, if f : X → V vanishes outside of A and Aˆ approximates f‖A then
A approximates f .
b.) If A is an envelope of sets in V over S containing {0} × (X \ A) then for
every neighborhood 0 ∈ T ⊂ Z there is an envelope Aˆ over S‖A such that
A ∩ (V ×A) ⊂ Aˆ
but ∫ p
L(Aˆ, µ‖S‖A) ⊂
∫ p
L(A, µ) + T .
In particular, if f : X → V vanishes outside of A and A approximates f then Aˆ
approximates f‖A.
Proof. a.) The envelope properties are trivial to check. Now, assume that
Aˆ = sˆ+ Cˆ
is sum of a step-function and a pointed envelope over S‖A. We can apply the
construction to Cˆ, too.
Then ∫ p
L(sˆ, µ‖S‖A)) =
∫ p
L(s, µ)
because the decomposition of sˆ to characteristic functions can be used not only over
µ‖S‖A but also over µ. Furthermore,∫ p
L(Cˆ, µ‖S‖A) =
∫ p
L(C, µ)
because the simple step-functions as in Lemma 4.13 (omitting the 0 coefficients)
will be the same for Cˆ and C. That implies∫ p
L(Aˆ, µ‖S‖A) =
∫ p
L(sˆ, µ‖S‖A)) +
∫ p
L(Cˆ, µ‖S‖A) =
=
∫ p
L(s, µ) +
∫ p
L(C, µ) =
∫ p
L(A, µ).
b.) Suppose that
A =
∑
j∈J
cjχEj + C
is a decomposition of A to a step-function and a pointed envelope. Let E = {Ej :
j ∈ J}.
1. First we prove the statement under the assumption A ∈ ΣS.
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Suppose that A exactly decomposes into A over S. Let D be a generator system
for A. Then let D˜ be a forest refinement (cf. Lemma 1.6) of D0 ∪E∪A divided by
E.
Then {0}× (X \A) ⊂ A implies that for each x ∈
⋃
D there is a set D ∈ D˜ such
that x ∈ D and
0 ∈ AD or D ⊂ A
The set system D˜ is divided by E, so x ∈ Ej implies D ⊂ Ej . In particular the
family D′ of the maximal sets of D˜ such that
0 ∈ AD or D ⊂ A
will decompose E. Then applying Lemma 4.17 we can replace A by an envelope
A′ ⊃ A such that it contains a simple step-function
s′ =
∑
j∈J ′
c′jχE′j ,
the sets E′j are pairwise disjoint, the sets E
′
j are from D
′, but∫ p
L(A′, µ) ⊂
∫ p
L(A, µ) + T .
Omitting the coefficients c′j which can be replaced by 0 we can assume that E
′
j ⊂ A
for all j ∈ J ′. Then from Lemma 1.8.c one can see that
Aˆ = A′ ∩ (V ×A)
is an envelope. According to point a. we see that∫ p
L(Aˆ, µ‖S‖A) =
∫ p
L(Aˆ ∪ ((X \A)×{0}), µ) ⊂
∫ p
L(A′, µ) ⊂
∫ p
L(A, µ)+ T .
2. We prove that statement under the assumption X \ A ∈ ΣcS. Assume that
X \A is a (∪,∩, \)-expression of B1, . . . , Bn. Then can exactly decompose E by D
a such that it is divided {B1, . . . , Bn}.
Then applying Lemma 4.17 and omitting the coefficients which can be set to 0
we obtain a similar A′ with a similar simple step-function, such that E′j ∩ A = 0
for all j ∈ J ′.
The proof ends in the same way. 
8.8. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Assume that A ∈ ΣS or X \A ∈ ΣcS. Suppose that f : X → V vanishes outside
of A. Then we claim:
a.) The function f is (locally) L, µ-integrable if and only if f‖A is (locally)
L, µ‖S‖A-integrable. The integrals, if exist, are equal.
b.) If f is locally integrable then
svar(L, f, µ) = svar(L, f‖A, µ‖S‖A) =
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{∑
j∈J
∫
L(f |Aj , µ) : J is finite, Aj ∈ S‖A, the Aj are pairwise disjoint
}
.
Proof. That immediately follows from Lemma 6.4 and 8.7. 
8.9. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that A is an envelope of sets in V over S. Assume A ∈ ΣcS. Then, we
claim, for each neighborhood 0 ∈ T ⊂ Z there are envelopes A1 and A2 such that
(A ∩ (V ×A)) ∪ ({0} × (X \ A)) ⊂ A1,
(A ∩ (V × (X \ A))) ∪ ({0} ×A) ⊂ A2,
but ∫ p
L(A1, µ) +
∫ p
L(A2, µ) ⊂
∫ p
L(A, µ) + T .
If A approximates f : X → V then A1 approximates f |A and A2 approximates
f |X\A.
Proof. This follows from Lemma 8.7. 
In what follows we use these locality properties and their consequences without
much reference to the original statements.
B. The extended integral.
8.10. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is a function. We claim that the following conditions
for an element a ∈ Z are equivalent:
(E
s
) For each neighborhood 0 ∈ T ⊂ Z and set A0 ∈ Σ00S there is a set
A′ ∈ Σ00S such that
A0 ∩A
′ = ∅
and for all A0 ∪A
′ ⊂ B ∈ ΣS there is envelope B such that
f |B ⊂ B and
∫ p
L(B, µ) ⊂ a+ T .
(E
m
) For each neighborhood 0 ∈ T ⊂ Z there is a set A ∈ Σ00S such that for all
A ⊂ B ∈ ΣS there is envelope B such that
f |B ⊂ B and
∫ p
L(B, µ) ⊂ a+ T .
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(EΣ) For each neighborhood 0 ∈ T ⊂ Z there is a set A ∈ ΣS such that for all
A ⊂ B ∈ ΣS there is envelope B such that
f |B ⊂ B and
∫ p
L(B, µ) ⊂ a+ T .
(E0) For each neighborhood 0 ∈ T ⊂ Z there is a set A ∈ Σ0S such that for all
A ⊂ B ∈ Σ0S there is envelope B such that
f |B ⊂ B and
∫ p
L(B, µ) ⊂ a+ T .
(E00) For each neighborhood 0 ∈ T ⊂ Z and set A0 ∈ Σ00S there is a set
A ∈ Σ00S such that for all A
′ ∈ Σ00S such that A ∩ A
′ = ∅ there is envelope B
such that
f |(A∪A′) ⊂ B and
∫ p
L(B, µ) ⊂ a+ T .
(L
m
) The function f is locally integrable and for each neighborhood 0 ∈ T ⊂ Z
there is a set A ∈ Σ00S such that for all A ⊂ B ∈ ΣcS∫
L(f |B, µ) ⊂ a+ T .
(L
w
) The function f is locally integrable and for each neighborhood 0 ∈ T ⊂ Z
there is a set A ∈ ΣcS such that for all A
′ ∈ Σ00S such that A ∩A
′ = ∅∫
L(f |A, µ) +
∫
L(f |A′ , µ) ⊂ a+ T .
(S1) The function f is locally integrable and for each neighborhood 0 ∈ T ⊂ Z
there is a set A ∈ Σ00S such that∫
L(f |A, µ) + svar(L, f − f |A, µ) ⊂ a− T .
(S2) The function f is locally integrable and for each neighborhood 0 ∈ T ⊂ Z
there is a simple step-function s such that∫
L(s, µ) + svar(L, f − s, µ) ⊂ a− T .
(S3) The function f is locally integrable and for each neighborhood 0 ∈ T ⊂ Z
and there is an integrable function g such that∫
L(g, µ) + svar(L, f − g, µ) ⊂ a− T .
Moreover, such an a ∈ Z, if exists, is unique. Integrable functions functions
satisfy the conditions above and the corresponding value is the integral.
Proof. The equivalence statement:
(E
s
)⇒(E
m
) is obvious, while (E
m
)⇒(E
s
) follows from Lemma 8.7 and 8.9.
(E
m
)⇒(EΣ) is obvious, while (EΣ)⇒(E
m
) follows from Lemma 4.17.
(E
m
)⇒(E0) is obvious, just like (E
s
)⇒(E00).
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(E0) implies local integrability because E ⊂ B can be assumed. Similarly, (E00)
implies the local integrability of f because if E ∈ S then A0 = E can be chosen.
In all of those cases we can apply Lemma 8.9 to separate E and apply the Cauchy
criterium to the envelope over E. Having the local integrability established, (E0)
immediately implies (L
w
), (E00) immediately implies (L
w
).
(L
m
)⇒(L
w
) is obvious, while (L
w
)⇒(L
m
) follows from Lemma 6.3.g.
(L
w
)⇒(S1) is obvious, while (S1)⇒(L
w
) follows from Lemma 4.17 and 6.3.b.
(S1)⇔(S2)⇔(S3) follows from Lemma 6.3.b.
(S1)⇒(EΣ) is a consequence of Lemma 6.7.
By that we have proved the equivalence statements.
The statement about unicity and integrable functions should be straightforward.

8.11. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable. Suppose that f : X → V is a
function.
If there is an a as in Lemma 8.10 above then it is called the extended Lebesgue-
McShane integral. We can use the notation∫ LM
L(f, µ) = a.
8.12. In one form or other (weaker or stronger) all the previous statements about
integrable functions can be transferred into statements about extended integrable
functions. (Cf. especially characterization Lemma 8.10.(S2).) This is mainly a
technical matter so will not spend time with it.
8.13. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that f : X → V.
Then, we claim, f is integrable if and only if f is extended integrable and there
is a set A ∈ ΣS such that f = f |A (ie. f vanishes outside of A).
Proof. Necessity is obvious. Sufficiency follows from characterization version Lemma
8.10.(S2) and Lemma 6.7. 
C. Elementary constructions on filters.
8.14. Reminder. a.) If F is a filter base on a set X and f : X → Y then the
induced set system
f∗F = {{f(x) : x ∈ F} : F ∈ F}
will be a filter base on Y . This construction is compatible with taking the generated
filters (if we extend the image).
b.) If P is a set and ≤ is a preordering on S (ie. it is reflexive and transitive)
then a subset S ⊂ P is said to be ≤-top if
(T1) for each p ∈ P there is an element s ∈ S such that p ≤ s, and
(T2) if s ∈ S and s ≤ t then t ∈ S.
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The set of ≤-tops form a filter base
≤
dir
p∈P
.
Special case: If (P,≤) is upward directed, ie. for any two p1, p2 ∈ P there exists
an element p ∈ P such that p1, p2 ≤ p the filter base above is equivalent to the filter
base
{{s ∈ P : p ≤ s} : p ∈ P}.
c.) If
a : P → Y
is a map to a topological space Y then we can define
≤
lim
p∈P
ap
as the limit of the filter base
≤
dir
p∈P
ap = a∗
≤
dir
p∈P
.
8.15. The limit construction “dir” can be generalized to filter bases. The guiding
principle is that an element a can be substituted by the single set-element filter
base
{{a}}.
8.16. Reminder. a.) If {Fλ}λ∈Λ is a family of filter bases then we can consider
their finest common coarsening∏
λ∈Λ
Fλ =
{⋃
λ∈Λ
F (λ) : F is a choice function for {Fλ}λ∈Λ
}
.
(In terms of the generated filters this is just their intersection.)
This filter base will converge to a point if and only if every component filter base
converges to that point.
b.) If {Fλ}λ∈Λ is a family of filter bases such that for any α, β ∈ Λ there exist
γ ∈ Λ such that Fγ ≻ Fα, Fβ then we can consider their their coarsest common
refinement ∐
λ∈Λ
Fλ =
⋃
λ∈Λ
Fλ.
(It also yields union in terms of the generated filters.)
This filter base will converge to a point if one of the component filter bases
converges to that point, but there is no implication in the other direction.
c.) If (P,≤) is a preordered set and {Fp}p∈P is an indexed set of filter bases then
we can consider the filter base
≤
dir
p∈P
Fp =
∐
Λ∈
≤
dir
p∈P
(∏
p∈Λ
Fp
)
.
NOTES ON LEBESGUE INTEGRATION 71
d.) These constructions above are compatible with filter base equivalence, ie. if
we substitute the filter bases Fp by equivalent filter bases F
′
p then the construc-
tions above will yield equivalent filter bases as results. Also, the constructions
above are compatible with direct image as in Reminder 8.14.a. More precisely, the
constructions above and taking direct image commute.
8.17. Remark. We use “dir” for the limit construction of filter bases because “lim”
is reserved for the (topological) limit of a concrete filter base.
What follows will be used only in the next section.
8.18. Reminder. Assume that V is a commutative group
a.) If F1 and F2 are filter bases on a commutative group V then we define their
sum
F1 + F2 = {F1 + F2 : F1 ∈ F1, F2 ∈ F2}.
Similarly, for a filter base F on V we can define
−F = {−F : F ∈ F}.
b.) More generally, if {Fλ}λ∈Λ is a countable indexed family of filter bases on a
commutative group V then we can define the formal sum
form∑
λ∈Λ
Fλ =
{∑
ξ∈Ξ
Fξ +
∑
λ∈Λ\Ξ
(Fλ ∪ {0}) : Fλ ∈ Fλ, Ξ ⊂ Λ is finite
}
.
c.) Each element v ∈ V defines a canonical filter base
{{v}}
on V.
In the light of this, for a countable indexed family {vλ}λ∈Λ of elements of V we
can define
form∑
λ∈Λ
vλ =
form∑
λ∈Λ
{{vλ}} =
{∑
ξ∈Ξ
vξ +
∑
λ∈Λ\Ξ
{0, vλ} : Ξ ⊂ Λ is finite
}
.
d.) Suppose that F is a filter base on the commutative group V. Then we define
the Cauchy test filter base C(F) of F as the finest common coarsening of the filter
bases
F− F+ F− F+ . . .+ F− F (2n terms).
8.19. Lemma. Suppose that F is a filter base on the commutative group V.
a.) Then, we claim, C(F) is a 0-neighborhood base of a (not necessarily Hausdorff
or complete) topology TF on V compatible with the group structure.
b.) A filter base G on V is a Cauchy filter base with respect to the topology TF
above if and only
C(G) ≻ C(F).
c.) For each such TF-Cauchy filter base G there is a one coarsest filter G
′, which
is TF-Cauchy and it is coarser than G. This is the the filter
G′ = Gt with TF ,f = (G+ C(F))f .
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d.) The space
FV
of the coarsest TF-Cauchy filters forms a commutative group under the operations
“+” and “−”.
The space FV has a topology FT, with the prescription that for each TF-open set
U the set
U = {x ∈ FV : U ∈ x},
is FT-open and these are exactly the open sets of FV.
The topology FT is complete, Hausdorff; (FV, FT) it is the (Hausdorff-Cauchy)
reduction-completion of (V, TF).
e.) There is a natural continuous map
ιF : V → FV
given by
x 7→ ({{x}} + C(F))f .
f.) If Z is a commutative topological group (complete, Hausdorff), and
φ : V → Z
is a homomorphism such that
φ∗F
is convergent then there exists a unique continuous map ψ : FV → Z such that the
diagram
V
ιF //
φ   @
@@
@@
@@
@ F
V
ψ

Z
commutes. Ie. FV is the crudest, universal reduction-completion of V such that the
image of F is convergent. 
D. The extended integral as a limit.
8.20. Definition. Suppose that S ⊂ P(X) is an interval system. For A,B ∈ Σ00S
we define the relation
A ⊂˙B
to hold if and only if there is a set C ∈ Σ00S such that
A ∪˙C = B
(ie. B is the disjoint union of A and C.)
8.21. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable.
Suppose that f : X → V is a function, and A ∈ ΣS.
Then we define
LMF˜AL,f,µ =
{∫ p
L(A, µ) : A is an envelope approximating f |A
}tf
.
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Notice that there are envelopes like that: for example A = (V ×A) ∪ ({0} ×X) is
a possible envelope. Notice the “smearing” and the filter extension. Lemma 4.18
shows after smearing we have a filter base, so the filter extension can be taken.
8.22. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that f : X → V is a function.
Then, we claim, the following statements are equivalent:
(E) (cf. Lemma 8.10 and Definition 8.11)∫ LM
L(f, µ) = a.
(E˜00)
lim
⊂˙
dir
A∈Σ00S
LMF˜AL,f,µ = a.
(E˜0)
lim
⊂
dir
A∈Σ0S
LMF˜AL,f,µ = a.
(E˜Σ)
lim
⊂
dir
A∈ΣS
LMF˜AL,f,µ = a.
(L˜00) The function f is locally integrable and
⊂˙
lim
A∈Σ00S
∫
L(f |A, µ) = a.
(L˜0) The function f is locally integrable and
⊂
lim
A∈Σ0S
∫
L(f |A, µ) = a.
Proof. (E˜00) is equivalent to (E00). (E˜0) is equivalent to (E0). (E˜Σ) is equivalent to
(EΣ). (L
m
)⇒(L˜00)⇒(L
w
). (L
m
)⇒(L˜0)⇒(L
w
). 
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9. Discrete approximations
In this section we show that the conditions on envelopes can be relaxed. The
price we have to pay is that
∫ p
L(A, µ) cannot be defined as a single set but we
have to think in terms of filter bases. While this requires a more obscure notion of
convergence, it yields way to a more powerful approach.
A. Generalized sums.
9.1. Definition. Let V be a commutative topological group, and let {Aλ}λ∈Λ be a
countable family of subsets of V. Then we say that the sum of {Aλ}λ∈Λ is formally
contained in the closed set T
form∑
λ∈Λ
Aλ
f
⊂ T
if for each neighborhood 0 ∈ T ⊂ V there exist a finite set Ξ ⊂ Λ such that∑
λ∈Ξ
Aλ +
∑
λ∈Λ\Ξ
(Aλ ∪ {0}) ⊂ T + T .
If Z ⊂ Z is a general set then we write
form∑
λ∈Λ
Aλ
f
⊂ Z
if Z contains a closed set T as above.
If aλ ∈ V then we write
form∑
λ∈Λ
aλ
f
⊂ Z
if the statements holds with Aλ = {aλ}.
9.2. Remark. For a closed set T the situation can be described as
form∑
λ∈Λ
Aλ ≻ {T}
t,
but we rather use the more suggestive notation above.
9.3. Lemma. Let V be a commutative topological group. Suppose that {aλ}λ∈Λ is
a countable indexed family of elements of V. Assume that
Λ =
.⋃
γ∈Γ
Λγ
is a decomposition.
a.) Assume that
a(γ) =
∑
λ∈Λγ
aγ
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is convergent for all γ ∈ Γ. Then, we claim,
form∑
λ∈Λ
aλ
f
⊂ Z
implies
form∑
γ∈Γ
a(γ)
f
⊂ Z.
b.) If Γ is finite and
form∑
λ∈Λγ
aλ
f
⊂ Zγ
then
form∑
λ∈Λ
aλ
f
⊂
∑
γ∈Γ
Zγ .
Proof. This follows in the usual manner. 
B. Unrestricted envelopes.
9.4. Definition. Suppose that V is a commutative topological group andS ⊂ P(X)
is an interval system. Then we say that
H ⊂ V ×X
is an unrestricted envelope of sets in V with respect to S if
(Sf) For all x ∈ X
∅ 6= Hx.
(G) There exists a countable generating set D ⊂ S for A; ie. a countable family
of sets D ⊂ S such that
H = 〈D〉H.
We say that H is supported on a set A ∈ ΣS is there is a generator system D
for H such that A =
⋃
D.
9.5. Remark. So it is not necessarily true that H is supported on A ∈ ΣS implies
that H is supported on B ∈ ΣS if B ⊃ A.
There are plenty of examples:
9.6. Lemma. Suppose that V is a commutative topological group and S ⊂ P(X)
is an interval system.
Assume that A is an envelope with a generator system D. Then, we claim, A is
an unrestricted envelope on any set A ∈ ΣS such that A ⊃
⋃
D.
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Proof. Suppose that B ⊂ S is countable, B =
⋃
B, and s =
∑
j∈J cjχEj is a
step-function such that its graph is contained in A,
E = {Ej : j ∈ J}.
Then apply Lemma 1.6 to D∪B such that the result should be divided by E. One
can see that it yields a generator system for A. 
9.7. Lemma. Let S ⊂ P(X) be a interval system and V be a commutative topo-
logical group. Assume that H is an unrestricted envelope of sets in V with respect
to S.
a.) Suppose that D is a generator system for H. Assume that D′ ⊂ S is an
other countable family of sets which is finer than D but⋃
D′ =
⋃
D.
Then, we claim, D′ is also a generator system for H.
b.) The family supporting sets of H is closed for finite intersections. In particu-
lar, if H is supported on A1 and A2 then it is also supported on A1 ∩A2.
c.) The family supporting sets of H is closed for countable unions. In particular,
if H is supported on A1 and A2 then it is also supported on A1 ∪A2.
d.) If H is supported on A and {Aω}ω∈Ω is a countable family of sets such that
HAω 6= ∅ for all ω ∈ Ω then H is also supported on
A ∪
⋃
ω∈Ω
Aω.
Proof. These statements are all straightforward, except b.). In that case let D1 and
D2 be the corresponding generator systems. Then for each pair of sets D1 ∈ D1,
D2 ∈ D2, the set D1 ∩ D2 decomposes in S. Let D be the union of all these
decompositions. Then one can see that D is a generator system for H and
⋃
D =
A1 ∩A2. 
9.8. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable.
Suppose that H is an unrestricted envelope of sets in V with respect to S,
supported on A ∈ ΣS. Then for a closed set T ⊂ Z we write∫ form
A
L(H, µ)
f
⊂ T
if
form∑
ω∈Ω
L(cω, µ(Eω))
f
⊂ T
whenever Ω is countable, the sets Eω ∈ S (ω ∈ Ω) are pairwise disjoint, A =
.⋃
ω∈Ω
Eω,
and cω ∈ H
Eω . We extend this notation for all sets Z ⊂ Z which contain a closed
set T as above.
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9.9. Remark. For a closed set T , again, we can also make sense out this notation
by taking the finest common coarsening (cf. Reminder 8.16.a) of a bunch of filter
bases and proceed as in Remark 9.2.
9.10. Lemma. Let S ⊂ P(X) be a interval system and V be a commutative topo-
logical group. Suppose that H1 and H2 are unrestricted envelopes supported on
A ∈ ΣS. Consider the pointwise sum
H1 +H2 =
{
(v, x) : x ∈ X, v ∈ H1
x +H2
x
}
.
Then, we claim, the (pointwise) sum above is an unrestricted envelope of sets in V
with respect to S supported on A.
Moreover, if W, Z are commutative topological groups, µ : S→W is a measure,
and L : V×W → Z is a biadditive pairing which is continuous in its second variable
and ∫ form
A
L(H1, µ)
f
⊂ Z1 and
∫ form
A
L(H2, µ)
f
⊂ Z2
then ∫ form
A
L(H1 +H2, µ)
f
⊂ Z1 + Z2.
Proof. Regarding the first part: If D1 and D2 are corresponding generator systems
the let us apply Lemma 1.6 to D1 ∪D2. One can see that the resulted forest yields
a generator system for H1 +H2.
Regarding the second part: Consider any sum as in the Definition 9.8. Let
E = {Eω : ω ∈ Ω}.
Let us apply Lemma 1.6 to D1∪D2∪E, let us denote the result by R. Then for all
such x ∈ A∩
⋃
E there exist sets D1 ∈ D1, D2 ∈ D2, Eω ∈ E containing x such that
cω ∈ H1
D1+H2
D2 . Hence, there exists a set D ∈ R such that x ∈ D ⊂ Eω∩D1∩D2,
and so cω ∈ H1
D +H2
D. Let R′ be the set of maximal such elements D ∈ R such
that D is contained in some sets Eω ∈ E, D1 ∈ D1, D2 ∈ D2 and cω ∈ H1
D+H2
D.
Now, R′ exactly decomposes E. Let us use the notation c′D = cω if D ⊂ Eω.
Hence, according to Lemma 9.3.a it is enough to prove that
form∑
D∈R′
L(c′D, µ(D))
f
⊂ Z1 + Z2.
Let c′D = cD,1 + cD2 where cD,1 ∈ H1
D and cD,2 ∈ H2
D. Then
form∑
D∈R′
L(cD,1, µ(D))
f
⊂ Z1 and
form∑
D∈R′
L(cD,2, µ(D))
f
⊂ Z2.
implies our statement according to Lemma 9.3.b and a. 
9.11. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
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a.) If A is an envelope, which is an unrestricted envelope supported on A ∈ ΣS
then ∫ form
A
L(A, µ)
f
⊂ T ⇔
∫ p
L(A, µ) ⊂ T.
b.) If H is an unrestricted envelope supported on A and∫ form
A
L(H, µ)
f
⊂ T
then for each neighborhood 0 ∈ U ⊂ Z there exists an envelope A ⊃ H, which is an
unrestricted envelope supported on A, such that∫ p
L(A, µ) ⊂ T − T + T + U .
Proof. a.) It is easy to see this if A = s is a (graph of a) step-function. Also, the
statement is clear if A = C is a pointed envelope. For a sum
A = s+ C
the statement follows from the previous lemma.
b.) Let D be a generator system for H. Then, by the usual methods, we can
find a exact decomposition of D′ of
⋃
D such that for each element D ∈ D′ there
is an element cD ∈ A
D. Let S′ contain the elements S ∈ S such that S ⊂ D for
an D ∈ D′. We see that S′ is an interval system on
⋃
D.
Let us define a measure µ˜ : S′ → Z by
µ˜(S) = L(cD, µ(S))
if S ⊂ D ∈ D′. Notice that
⋃
D countably decomposes in S′
According to our assumptions for each neighborhood 0 ∈ T ⊂ Z for each count-
able decomposition E of
⋃
D in S′ we can find a finite subset Ω ⊂ E such that∑
E∈Ω
µ˜(E) +
∑
E∈E\Ω
{0, µ˜(E)} ⊂ T + T .
In particular, ∑
E∈E\Ω
{0, µ˜(E)} ⊂ T − T + T − T .
Applying Lemma 3.8 we find that there are finitely many elements Ξ ⊂ D′ such
that
svar
( ⋃
D∈D′\Ξ
D, µ˜
)
⊂ T − T + T − T + T .
We can assume that T was chosen such that
T − T + T + T ⊂ U ,
and Ξ is chosen accordingly.
Notice that
svar
( ⋃
D∈D′\Ξ
D, µ˜
)
=
∑
D∈D′\Ξ
svar(D, µ˜)
NOTES ON LEBESGUE INTEGRATION 79
=
∑
D∈D′\Ξ
svar(L, cD,D, µ) =
∫ p
L
( ∑
D∈D′\Ξ
svar(cD,D), µ
)
.
Hence, defining
C =
∑
D∈D′\Ξ
svar(cD,D)
as a pointed envelope we find that∫ p
L(C, µ) ⊂ T − T + T − T + T .
Now, we see that H− C is an envelope, containing the graph of∑
D∈Ξ
cDχD.
Meanwhile, from Lemma 9.10,∫ form
L(H− C, µ)
f
⊂ T − (T − T + T − T + T )
⊂ T − T + T − T + T − T + T ⊂ T − T + T + U .
According to point a. that implies∫ p
L(H− C, µ) ⊂ T − T + T + U .

9.12. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that f : X → V is a function.
Then, we claim, the following statements are equivalent:
(E) (cf. Lemma 8.10 and Definition 8.11)∫ LM
L(f, µ) = a.
(E
′
Σ
) For each neighborhood 0 ∈ T ⊂ Z there is a set A ∈ ΣS such that for all
A ⊂ B ∈ ΣS there is an unrestricted envelope B supported on B such that
f |B ⊂ B and
∫ form
B
L(B, µ)
f
⊂ a+ T .
(E
′
0
) For each neighborhood 0 ∈ T ⊂ Z there is a set A ∈ Σ0S such that for all
A ⊂ B ∈ Σ0S there is an unrestricted envelope B supported on B such that
f |B ⊂ B and
∫ form
B
L(B, µ)
f
⊂ a+ T .
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(E
′
00
) For each neighborhood 0 ∈ T ⊂ Z and set A0 ∈ Σ00S there is a set
A ∈ Σ00S such that for all A
′ ∈ Σ00S such that A∩A
′ = ∅ there is an unrestricted
envelope B supported on B such that
f |(A∪A′) ⊂ B and
∫ form
(A∪A′)
L(B, µ)
f
⊂ a+ T .
Proof. The implications (EΣ)⇒(E
′
Σ
), (E0)⇒(E
′
0
), (E00)⇒(E
′
00
), follow from Lemma
8.7, Lemma 9.6 and Lemma 9.11.a.
The statements (E
′
Σ
)⇒(EΣ), (E
′
0
)⇒(E0), (E
′
00
)⇒(E00), follow from Lemma 9.11.b.

C. Tag systems.
9.13. Definition. Suppose that S ⊂ P(X) is an interval system. A tag system on
S is a pair (D, h) such that
(H1) D is a countable subset of S;
(H2) h :
⋃
D→ D is a function such that
x ∈ h(x)
for all x ∈
⋃
D.
The tag system (D, h) is supported on A if A =
⋃
D.
9.14. Definition. Suppose that S ⊂ P(X) is an interval system. We say that the
tag system (D′, h′) is finer than (D, h), if⋃
D =
⋃
D′
and for all x ∈
⋃
D =
⋃
D′
h′(x) ⊂ h(x).
9.15. Lemma. Suppose that S ⊂ P(X) is an interval system. Then we claim:
For any finitely many tag system supported on A ∈ ΣS there is a tag system
supported on A which is finer than any of them.
Proof. Suppose that (D1, h1), . . . , (Dn, hn) are those tag systems. Let us apply
Lemma 1.6 to D1 ∪ . . . ∪Dn, let us denote the result by D˜. Then for each x ∈ A
there is a set D ∈ D˜ such that
x ∈ D ⊂ h1(x) ∩ . . . ∩ hn(x).
Let h(x) be such the maximal such D in D˜. Then (D˜, h) will be a tag system finer
than any (Dj, hj). 
9.16. Definition. Suppose that S ⊂ P(X) is an interval system, and (D, h) is a
tag system on S.
A tagged Lebesgue-McShane division (or just tagged division) associated to
(D, h) is a pair (E, c) such that
(D1) The set E is countable set of pairwise disjoint nonempty elements of S;
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(D2) c : E→
⋃
D is function such that
E ⊂ h(c(E))
for each E ∈ E.
9.17. Lemma. Suppose that S ⊂ P(X) is an interval system.
a.) Any tag system (D, h) allows a tagged Lebesgue-McShane division (E, c).
b.) If the tag system (D′, h′) is finer than (D, h) and (E, c) is a tagged division
associated to (D′, h′), then (E, c) is also associated to (D, h).
Proof. a.) Let us apply the Lemma 1.6 to D. Then for each x ∈
⋃
D there is a set
D ∈ D˜ such that
x ∈ D ⊂ h(x).
Hence the sets D ∈ D˜ for which there is an element x ∈ D so that D ⊂ h(x) cover⋃
D. Let E be the set of all the maximal sets as above. For E ∈ E let c(E) ∈ E be
a such point that E ⊂ h(c(E)).
b.) That is immediate from the definitions. 
9.18. Definition. Suppose that S ⊂ P(X) is an interval system.
a.) A (finite) formal sum over S ⊂ P(X) is a finite expression∑
j∈J
δxj ·Ej ,
where J is finite, xj ∈ X, Ej ∈ S. They form a commutative group F(X,S).
b.) If (E, c) is a tagged division then its associated filter base is
F(E,c) =
form∑
E∈E
δc(E) · E
c.) If (D, h) is a tag system then its associated Lebesgue-McShane filter base is
LMF(D,h) =
∏
(E,c) Lebesgue-McShane tagged
division associated to (D,h)
F(E,c)
ie. the coarsest filter base generated by the tagged divisions associated to (D, h).
d.) If A ∈ ΣS then its associated Lebesgue-McShane filter base is
LMFA =
∐
(D,h) supported on A
LMF(D,h),
ie. the finest filter base generated by tag systems on A. (Cf. Lemma 9.17.b for the
applicability of the definition.)
e.) The associated Lebesgue-McShane filter base of countable kind is defined as
LMFS =
⊂
dir
A∈ΣS
LMFA,
ie. the limit of the filter bases LMFA as A ∈ ΣS increases.
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The associated Lebesgue-McShane filter base of finite kind is defined as
LMFS0 =
⊂
dir
A∈Σ0S
LMFA,
ie. the limit of the filter bases LMFA as A ∈ Σ0S increases.
The associated Lebesgue-McShane filter base of disjoint finite kind is defined as
LMFS00 =
⊂˙
dir
A∈Σ0S
LMFA,
ie. the limit of the filter bases LMFA as A ∈ Σ00S increases.
9.19. Remark. Despite of the multiple steps, the Lebesgue-McShane filter bases
are just filter bases on finite formal sums.
9.20. Lemma. Suppose that S ⊂ P(X) is an interval system. We claim:
a.) If X ∈ ΣS then LMFS is equivalent to LMFX .
b.) If X ∈ Σ0S then
LMFS and LMFS0 are both equivalent to
LMFX .
b.) If X ∈ Σ00S then
LMFS, LMFS0 , and
LMFS00 are all equivalent to
LMFX .
Proof. This immediately follows from the construction. 
9.21. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable. Suppose that f : X → V is a
function.
We define the action L(f, µ) on finite formal sums by
L(f, µ)
(∑
j∈J
δxj · Ej
)
=
∑
j∈J
L(f(xj), µ(Ej)).
D. Tag systems vs unrestricted envelopes.
9.22. Lemma. Let S ⊂ P(X) be an interval system and V be a commutative
topological group. Suppose f : X → V is a function.
a.) Assume that (D, h) is a tag system such that that f |⋃D = f . (Ie. ⋃D covers
the non-zero places of f .) Then we claim,
Hf,(D,h) =
⋃
x∈
⋃
D
{f(x)} × h(x) ∪
(
{0} ×
(
X \
⋃
D
))
is an unrestricted envelope approximating f .
b.) If H is an unrestricted envelope approximating f with generator system D
then we can find a tag system (D, h) as above such that
f ⊂ Hf,(D,h) ⊂ H.
Proof. a.) This is straightforward; D will be a generator system.
b.) Assume that D is a generator system for H. For each x ∈
⋃
D there is a set
D ∈ D such that x ∈ D and f(x) ∈ HD. For each x ∈
⋃
D we can choose such a
D as h(x). Then the statement is obvious. 
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9.23. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is a function. Then, for a tag system (D, h) supported
on B, and a closed set T ⊂ V the following two statements are equivalent:
i.) ∫ form
B
L(Hf,(D,h), µ)
f
⊂ T
ii.) For each 0 ∈ T ⊂ Z there is set G
L(f, µ)∗
LMF(D,h) ∋ G ⊂ T + T .
Proof. That follows from the construction of the associated Lebesgue-McShane fil-
ter bases. 
9.24. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is a function. Then the following two statements are
equivalent:
(E) The extended Lebesgue-McShane integral of f is a.
(EΣ) The filter base
L(f, µ)∗
LMFS
converges to a.
(E0) The filter base
L(f, µ)∗
LMFS0
converges to a.
(E00) The filter base
L(f, µ)∗
LMFS00
converges to a.
Proof. Consider the statement of Lemma 8.22. First, according to Lemma 9.22
we can formulate the corresponding statements by only unrestricted envelopes of
special kind. Then according to Lemma 9.23 we can write the statements in terms
of direct images of Lebesgue-McShane filter bases associated to tag systems. Then
we can reformulate the statements in terms of direct images of the big Lebesgue-
McShane filter bases. 
9.25. Remark. One can immediately see that L(f, µ)∗
LMFA is finer than LMF˜AL,f,µ.
On the other hand, this is not necessary the true in the other directioneven if after
taking a smearing “t”. The reason for that is that Lemma 9.11.b can be used only
if we can guarantee that there are enough “Cauchy small” sets around.
9.26. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
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Suppose that f : X → V is a function and X ∈ ΣS. Then, we claim, the
following statements are equivalent:
i.) The Lebesgue-McShane integral of f is a.
ii.) The extended Lebesgue-McShane integral of f is a.
iii.) The filter base
L(f, µ)∗
LMFX
converges to a.
Proof. The equivalence of i. and ii. immediately follows from Lemma 8.13. The
equivalence of ii. and iii. follows from characterization Lemma 9.24.(EΣ). 
9.27. Remark. One aspect of the Lebesgue-McShane filter bases that we can con-
sider integration as a limit of integration with discrete measures. A formal sum is
an actual prescription how to “concentrate” µ to a measure supported on a finite
set. The effect of L(f, µ) on a formal sum is nothing else but the integral of f on
the the concentrated measure. Here is the title of this section from.
9.28. Remark. If one wants to define the extended Lebesgue-Shane integral quickly
then after reviewing Subsection 8.C he should start from Subsection 9.C and then
define the extended Lebesgue-McShane integral as in Lemma 9.24.(E0).
One has to notice that the filter bases LMFS, LMFS0 ,
LMFS00 are not necessarily
equivalent, yet under favorable conditions they induce equiconvergent filters. One
may wonder if we can state this on a formal level. The answer is affirmative.
E. The integral as a formal construction.
9.29. Definition. Suppose that S ⊂ P(X) is an interval system. a.) For each
element x ∈ X and each countable decomposition
A =
.⋃
λ∈Λ
Aλ
(A,Aλ ∈ S) we can consider the filter base
{{δx ·A}} −
form∑
λ∈Λ
δx · Aλ
on F(X,S).
Let us define FX,Sσ , the associated σ-additivity filter base, as the finest common
coarsening of the filter bases above and the filter base {{0}}.
Then we can define the σ-additive completion of F(X,S) as
Fσ(X,S) = (FX,Sσ )
F(X,S).
b.) One can also consider the free abelian groups F(X) and F (S). While F(X)
does very well with the discrete topology, F (S) can be completed to a σ-additive
group Fσ(S). The construction is similar, one should complete according to a σ-
additivity filter base FSσ , which is a finest common coarsening of certain filter bases
on F(S) plus the filter base {{0}}.
NOTES ON LEBESGUE INTEGRATION 85
9.30. Lemma. Suppose that S ⊂ P(X) is an interval system. There is a unique
pairing
L
F
X,S
σ
: F(X)× Fσ(S)→ Fσ(X,S)
such that
L
F
X,S
σ
(x, ιFSσ (S)) = ιFX,Sσ
(δx · S).
This pairing is the crudest, universal pairing to complete, Hausdorff commutative
topological groups.
If J is a filter base coarser than FX,Sσ then this factorizes further to a pairing
LJ : F(X)× Fσ(S)→ JF(X,S)
Proof. That follows from the universality of the constructions. 
9.31. Lemma. Suppose that S ⊂ P(X) is an interval system.
a.) Then, we claim,
C(FX,Sσ +
LMFS)f = C(FX,Sσ +
LMFS0 )
f = C(FX,Sσ +
LMFS00)
f .
This common filter
LMFSCauchy
is the finest 0-neighborhood inducing (cf. Lemma 8.19) filter J on F(X,S) which
is coarser than C(FX,Sσ ) and the tautological function
x : X → F(X)
x 7→ x
is extended Lebesgue-McShane integrable with respect to the measure
µS : S→ Fσ(S)
S 7→ ιFSσ (S)
and the formal pairing
LJ : F(X)× Fσ(S)→ JF(X,S).
b.) Moreover, we claim,
(LMFSCauchy +
LMFS)f = (LMFSCauchy +
LMFS0 )
f = (LMFSCauchy +
LMFS00)
f ,
and this common filter
LMFSfull ∈ LMFSCauchy
F(X,S)
is the filter representing the integral of the tautological function x. Ie.
LMFSfull =
∫ LM
LLMFSCauchy
(x, µS).
c.) Let V, W, Z be commutative topological groups, µ : S → W be a measure,
L : V ×W → Z be a biadditive pairing, which is continuous in its second variable.
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Assume that f is extended Lebesgue-McShane integrable with respect to L, µ. Then,
we, claim there exists a unique continuous homomorphism
HL,f,µ : LMFSCauchy
F(X,S)→ Z
such that
HL,f,µ(ιFX,Sσ
(δx ·A)) = L(f(x), µ(A)).
In this case
HL,f,µ(
LMFSfull) =
∫ LM
L(f, µ).
Proof. That follows from the universality of the construction and Lemma 9.24. 
9.32. Remark. Humanely speaking: over an interval system S ⊂ P(X) the most
general extended Lebesgue-McShane integrable function is the tautological function
x; the integral takes values in the commutative topological group LMFSCauchy
F(X,S);
the actual value of the integral is the filter LMFSfull.
9.33. Remark. In particular. Lemma 8.13 shows that in case of X ∈ ΣS there is
a universal class of envelopes recovering the integral.
9.34. Remark. One can continue discussing the (extended) Lebesgue-McShane
integral on the formal level.
F. The Lebesgue-Kurzweil-Henstock integral.
We can change Definition 9.16 slightly:
9.35. Definition. Suppose that S ⊂ P(X) is an interval system, and (D, h) is a
tag system on S.
A tagged Lebesgue-Kurzweil-Henstock division associated to (D, h) is a pair
(E, c) such that
(D1) The set E is countable set of pairwise disjoint nonempty elements of S
(D2’) c : E→
⋃
D such that for each E ∈ E
c(E) ∈ E ⊂ h(c(E))
holds.
9.36. Then the corresponding version Lemma 9.17 holds with the same proof. Then,
in Definition 9.18 the terms “Lebesgue-McShane” can be substituted by “Lebesgue-
Kurzweil-Henstock”.
That way one obtains the filter bases
LKHFA
and the corresponding derivatives.
9.37. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable.
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Suppose that f : X → V is a function. Then we say that the extended Lebesgue-
Kurzweil-Henstock integral of f is a if
L(f, µ)∗
LKHFS0
converges to a.
In the case when f vanishes outside of a set A ∈ ΣS we also say that it is the
ordinary Lebesgue-Kurzweil-Henstock integral.
9.38. Remark. One can immediately see that the Lebesgue-Kurzweil-Henstock
filter bases are finer than the corresponding Lebesgue-McShane filter bases, so
the Lebesgue-Kurzweil-Henstock integral is, in general, more effective than the
Lebesgue-McShane integral.
That, however, very much depends on the situation. Over {0, 1}N, with respect to
the dyadic measure, the Lebesgue-Kurzweil-Henstock integral presents a dramatic
improvement (it is very much as the ordinary Kurzweil-Henstock integral). On the
other hand, over [0, 1], with respect to the interval measure, there is no significant
improvement. In particular, the Lebesgue-Kurzweil-Henstock will not yield the
ordinary Kurzweil-Henstock integral. This is at least surprising, if we consider the
fact that these measure spaces above are essentially the same.
In Section 10, however, we will see how to extend the benefits of Lebesgue-
Kurzweil-Henstock divisions to the interval measure.
Nevertheless, the filter base LKHFS0 is already sufficiently fine to make the fol-
lowing comment here:
9.39. Remark. We can use formal sums like in LKHFS0 to define the integral of
noncommutative semigroup valued functions. In this case it is reasonable to assume
that X has a preordering - and during taking the direct image by L(f, µ) we
consider only evaluations
L(f(x1), µ(E1))L(f(x2), µ(E2)) . . . L(f(xn), µ(En))
when i ≤ j implies xi 6% xj. If it is possible then we might also ask for the sets Ej
to be compatible with the preordering. Here the linearity of the measure pairing,
and a lot of other properties, will be lost but the direct image makes sense.
This setting has a limited value but it is realistic to ask about integrable, say,
Z-valued functions on R with respect to a dynamical system, which can be thought
as a noncommutative measure on intervals.
9.40. Remark. If S is cofinal in Σ0S with respect to ⊂ then one can give an extra
boost to convergence by defining the “improper integral” filter bases
LMFSimp =
⊂
dir
A∈S
LMFA and LKHFSimp =
⊂
dir
A∈S
LKHFA.
G. Measurable functions.
Unrestricted envelopes allow us to define an important function class:
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9.41. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable. Suppose that f : X → V is a
function.
i.) We say that f is L, µ-measurable if f vanishes outside of a set A ∈ ΣS and for
all set A ⊂ B ∈ ΣS and for each neighborhood 0 ∈ T ⊂ Z there is an unrestricted
envelope H supported on B which approximates f and∫ p
L(H−H, µ) ⊂ T .
ii.) The function f is extended measurable if for each E ∈ S the function f |E is
measurable.
9.42. Remark. So the difference is that for integrable functions we demand the
“Cauchy property” with envelopes, while in for measure functions we allow the
“Cauchy property” with unrestricted envelopes
9.43. Lemma. LetW be a commutative topological group, S ⊂ P(X) be an interval
system, µ : S→W be a measure.
Then , we claim, a set S is extended µ-measurable if and only if its characteristic
function χS is an extended m, µ-measurable function.
Proof. Suppose that E ∈ S and Let H be an unrestricted envelope approximating
χS |E = χE∩S such that the support of H contains E. Then we can pass to the the
unrestricted envelope
H′ = (({0, 1} × E) ∩H) ∪ ({0} × (X \ E)).
By the usual methods there is an exact decomposition D of E such that for every
D ∈ D
(H′)D 6= 0.
Using Lemma 3.10 we can find a finite subset K ⊂ D. such that
svar(m, 1,
⋃
(D \K), µ) ⊂ T .
Then
H˜ = H′ − svar(1,
⋃
(D \K)) + svar(1,
⋃
(D \K))
will be an envelope approximating χS|E = χE∩S while with L = m∫ p
L(H˜ − H˜, µ) ⊂
∫ p
L(H−H, µ) + T − T + T − T ⊂ T − T + T − T + T − T .
Then, according to the Cauchy criterium, integrability of S∩E follows. Ie. extended
measurability in new sense implies extended measurabiliy in old sense. The other
direction is obvious. 
NOTES ON LEBESGUE INTEGRATION 89
10. Locally compact integrals (on base)
A. Locally compact interval systems.
10.1. Definition. An interval system S is locally compact if any countable disjoint
decomposition
A =
.⋃
λ∈Λ
Aλ
in S is finite, ie. with the exception of finitely many terms all components must be
the empty set ∅.
10.2. Example. Coin-tossing, ie. the cylinder sets of {0, 1}N form a locally compact
interval system. More generally, any set system, such that
i.) it is a finitely rooted, finitely branching forest,
ii.) descending chains have non-empty intersection,
forms a locally compact interval system. That also applies to the (∪,∩, \)-constructible
closure of such a system.
10.3. Lemma. Suppose that V is a commutative topological group, and S ⊂ P(X)
is a locally compact interval system.
Then, we claim, any finitely additive function θ : S → V will be a measure,
regardless the topology on V.
Proof. All sum reduces to finite sums if we disregard the 0’s. 
10.4. Remark. Having a locally compact interval system has nice consequences
with respect to integration.
a.) In Definition 9.18.b, if we have a tag system (E, c) such that
⋃
E ∈ Σ0S then
the associated filter base F(E,c) can be substituted by the equivalent filter base
F˙(E,c) =
{{∑
E∈E
δc(E) ·E
}}
.
As a consequence, for A ∈ Σ0S the filter base
LMFA can be substituted by an
equivalent filter
LMF˙A,
which is a filter base on formal Riemann sums on A. In particular,
L(f, µ)∗
LMF˙A
will be a filter on Riemann sums.
b.) It yields
C(FX,Sσ ) = {G}
f ,
where G is the subgroup of F (X,S) generated by elements
δx · A−
∑
λ∈Λ
δx ·Aλ,
where x ∈ X and A =
⋃
λ∈ΛAλ is a finite decomposition. That way Fσ(X,S) is
just a quotient group of F(X,S). Similar comments apply to Fσ(S).
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10.5. Remark. The examples above seem to be of limited use. Notably, even the
interval system I of the finite intervals on R fails to be locally compact.
B. Stone completions.
However, one can produce locally compact interval systems in great numbers:
10.6. Convention. In this section, for a set system W we will use the term “filter
base/ filter F on W”. This will not be understood in the sense that F ⊂ P(W) plus
F is a filter base / filter base upward closed to the containment relation in P(W);
but it will be understood in the sense that F ⊂ W plus F is a filter base / filter
base upward closed to the containment relation in W. (Cf. [3] for a quite general
setting.)
10.7. Reminder. If S ⊂ P(X) is a set system then we may consider its the asso-
ciated ring ΣcS. Then, we may consider its Stone completion. More specifically:
i.) We define XS to be the set of maximal filters on ΣcS.
ii.) For each A ∈ ΣcS we define
βA = {x ∈ XS : A ∈ x}.
iii.) We define βS (βΣcS) as the image of the set S (ΣcS) under the β.
10.8. Lemma. Suppose that S ⊂ P(X) is a set system. The we claim:
a.) For x ∈ XS and A ∈ S
A /∈ x ⇔ ∃B ∈ x s. t. B ∩A = ∅;
and if A =
⋃
j∈J Aj , J is finite, Aj ∈ ΣcS then
A ∈ x ⇔ ∃j ∈ J s. t. Aj ∈ x.
b.) The set system βΣcS is algebraically isomorphic to ΣcS through β (ie.
isomorphic with respect to ⊂ and finite ∪,∩, \).
c.) For A,Aλ ∈ ΣcS, (λ ∈ Λ), λ is countable, we have
A =
⋃
λ∈λ
βAλ ⇔ ∃Ξ ⊂ Λ finite, s. t. A =
⋃
λ∈Ξ
βAλ =
⋃
λ∈λ
βAλ.
In particular, βΣcS is a locally compact interval system. 
10.9. Definition. An interval system S is locally finite if for each A,B ∈ S, A ⊂ B
the set B \ A will be a finite disjoint union of elements of S.
10.10. Example. The interval system I of the finite intervals on R.
10.11. Lemma. If the interval system S is locally finite then every element of its
constructible (∩,∪, \)-closure is a finite disjoint union of elements of S.
In particular, Σ00S = Σ0S = ΣcS.
Proof. One can prove this by induction. 
10.12. Remark. In particular, step-functions and simple step-functions over locally
finite intervals are the same. That makes some statements like 4.17 less important.
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10.13. Lemma. Let S ⊂ P(X) be a locally finite interval system. Then we claim
a.) By cofinality, the set of maximal filters on S corresponds to the set of maxi-
mal filters on ΣcS.
Ie., the Stone completion XS can be defined as the set of maximal filters on S.
b.) For x ∈ XS and A ∈ S
A /∈ x ⇔ ∃B ∈ x s. t. B ∩A = ∅;
and if A =
⋃
j∈J Aj , J is finite, Aj ∈ S then
A ∈ x ⇔ ∃j ∈ J s. t. Aj ∈ x.
c.) βS is a locally finite interval system which is algebraically isomorphic to S.
Proof. a.) It is sufficient to prove that the elements of S are cofinal in the maximal
filters on ΣcS. This follows from Lemma 10.11 and Lemma 10.8.a.
The points b., c.) follow immediately. 
10.14. Remark. Lemma 10.13.a is quite useful when one actually computes the
completion.
One idea to extend integration to finitely additive set functions is that instead
of S we use the Stone completion βS, where σ-additivity is trivially guaranteed.
An obstacle to that approach that we have to extend a function f : X → V to a
function f ′ : XS → V. For that reason we need a map XS → X.
10.15. Definition. Let S ⊂ P(X) be a set system. Assume that X is a topological
space.
We say that the topology of X is compatible to S if every element of XS is
convergent to one unique element of X (as a filter base). Ie. there is a well-defined
limit map
lim : XS → X.
10.16. Lemma. Let S ⊂ P(X) be a set system. Suppose that X is a topological
space, which is compatible to S. Assume that S ∈ S and x ∈ XS.
Then, we claim, limx ∈ S◦ (interior) implies x ∈ βS.
Proof. The convergence of x implies that there is an element A ∈ x such that
A ⊂ S◦. That, however implies S ∈ x. 
10.17. Lemma. Let S ⊂ P(X) be a set system. Assume that X is a topological
space, which is compatible to S. Then for A ∈ ΣcS
lim(βA) ⊂ A.
(Here we mean the image set under lim.)
Proof. This follows from that x ∈ βA implies A ∈ x, which implies that the limit
must be in A. 
10.18. Lemma. Let S ⊂ P(X) be an locally finite interval system. Assume that
the following conditions hold:
i.) For all A ∈ S the space A is a compact Hausdorff space.
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ii.) For each open cover Q of A there is a finite decomposition B of A such
that each element of B ∈ B is contained in an element Q of Q. (Remark: in fact
B ⊂ Q can be assumed.)
Then, we claim, the topology of X is compatible to S.
Moreover,
lim(βA) = A
holds.
Proof. Assume that A ∈ x. Condition i. implies that x has a limit point y in A,
the intersection of all sets B, where B ∈ x. The Hausdorff property and ii.) implies
that x converges to y.
The additional property can be proven as follows: For each element y ∈ A and
each finite decomposition B of A we can consider the set
Sy,B =
⋃
B∈B, y∈B
B.
Taking common refinements of finite decompositions we see that for a fixed y these
sets Sy,B form a filter base. This filter base a has y as a limit point and according
to ii.) the filter base converges to it. We can extend the convergent filter base to a
maximal one. 
10.19. Example. Consider the locally finite interval system I, which is the system
of finite intervals I on R.
Let us define the following filters [a], [a+], [a−] (a ∈ R), “contained element”,
“right limit”, “left limit” on I: Let
I ∈ [a] ⇔ a ∈ I, I ∈ [a+] ⇔ a ∈ I ∩ (a,+∞),
I ∈ [a−] ⇔ a ∈ I ∩ (−∞, a).
One can see that these are the maximal filters on I, hence they form the Stone
completion of I.
Furthermore, I is compatible with the ordinary topology of R, and the limit map
is given by
lim [a] = a, lim [a+] = a, lim [a−] = a.
10.20. Example. Let V be a finite dimensional real vector space. Let a SV be
its radial space, ie. the space which contains the rays ⌈v⌉ belonging to vectors
0 6= v ∈ V . This is a sphere. If f 6= 0 is a functional on V the we can consider the
corresponding open and closed half-spaces
{⌈v⌉ : v 6= 0, f(v) > 0} and {⌈v⌉ : v 6= 0, f(v) ≥ 0}
We can consider the system of simplices O∆, system of convex polyhedrons Oco,
and the system of polyhedrons Oc. Here Oc is the (∪,∩, \)-constructible closure
of the open and closed half-spaces; Oco contains the finite intersections of open
and closed half-spaces; while O∆ contains those convex polyhedrons which are
strictly contained in an open half-space, simplices, and open in the non-degenerate
directions. (But one can come with alternative versions.)
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One can see that each of them is an locally finite interval system, in fact their
common constructible closure is Oc, so their Stone completion is the same.
For the sake of convenience, let us fix a positive scalar product g on V . That
way we represent rays as unit vectors. One can notice that for two orthonormal
vectors v,w and angle α we can associate the unit vector
Λ(v, α,w) = v cosα+w sinα.
More generally, for orthonormal vectors v0, . . . , vn and angles α1, . . . , αn we can
consider the vector
Λv0,...,vn(α1, . . . , αn) = Λ(v0, α1,Λ(v1, α2, . . .Λ(vn−1, αn, vn)) . . .).
(For n = 0 it is just Λv0 = v0.)
Then, for orthonormal vectors v0, . . . , vn (where n = 0, . . . ,dimV ) we can define
the filters
[v0, . . . , vn]
on either of the set systems above by the prescription
I ∈ [v0, . . . , vn] ⇔ ∃ 0 < α1, . . . , αn s. t. Λv0,...,vn((0, α1)× . . .× (0, αn)) ⊂ I.
One can see that these filters are all the possible maximal filters.
Furthermore, the natural topology on SV is compatible and
lim [v0, . . . , vn] = ⌈v0⌉.
(The Stone completion does not depend on the scalar product of course, but one
has to look for a convenient way to describe it.)
10.21. Example. Consider the interval [0, 1] and the interval system I‖[0,1] on it.
One can see that the Stone completion XI‖[0,1]of I‖[0,1] contains the filters [a+]
(a ∈ [0, 1)), [a] (a ∈ [0, 1]), [a−] (a ∈ (0, 1]), similarly to Example 10.19.
Let Ω be an arbitrary set and consider the set [0, 1]Ω. Let (I‖[0,1])
Ω,[0,1] be the
interval system of the cylinder sets on [0, 1]Ω, ie. the set of sets
CI1ω1 . . .
In
ωn = {x ∈ [0, 1]
Ω : x(ωk) ∈ Ik},
where ωk ∈ Ω are different from each other, Ik ∈ I‖[0,1].
Then, to each element y ∈ (XI‖[0,1])
Ω we can assign a filter
[y]
on (I‖[0,1])
Ω,[0,1] by the prescription
C ∈ [y] ⇔ ∃{ω1, . . . , ωn} ⊂ Ω, Ik ∈ y(ωk) s. t. C
I1
ω1
. . . Inωn ⊂ Ω.
One can see that these are all the maximal filters on (I‖[0,1])
Ω,[0,1].
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C. The McShane integral.
One idea to generalize the notion of the (extended) Lebesgue-McShane integrals
is to get rid of the condition of σ-additivity of measures.
10.22. Definition. Let V,W,Z be commutative topological groups, X be a topo-
logical space, S ⊂ P(X) be a locally finite interval system compatible to X,
κ : S → V be a finitely additive function, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that f : X → V is a function. Then we define its McShane integral∫ M
L(f, κ)
as the extended Lebesgue-McShane integral∫ LM
L(lim ∗f, β∗κ),
if it exists. Here lim ∗f = f ◦ lim : XS → V and β∗κ = κ ◦ β
−1 : βS→W.
10.23. Remark. Ie. instead of the pairing
L(f, κ) : X ×S→ Z
we use
L(f, κ) ◦ (lim, β−1) : XS× βS→ Z.
Then one can write down the associated McShane filter bases obtained from the
Lebesgue-MacShane filter bases. For the sake of simplicity we consider only the
one of finite kind.
10.24. Definition. Suppose that S ⊂ P(X) is a locally finite interval system, X
is a topological space compatible to S. Assume that A ∈ Σ0S. A topological tag
system supported on A is a pair (D, h) such that
(HT1) D is a countable subset of S such that
⋃
D = A, moreover, A ∈ Σ0D;
(HT2) h : βA→ D is a function such that
x ∈ βh(x)
for all x ∈ βA.
10.25. Definition. Suppose that S ⊂ P(X) is a locally finite interval system, X
is a topological space compatible to S. Assume that (D, h) is a tag system on S.
A tagged McShane division associated to (D, h) is a pair (E, c) such that
(DT1) E is a finite set of pairwise disjoint nonempty elements of S;
(DT2) c : E→ βA is a function such that
E ⊂ h(c(E))
for each E ∈ E.
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10.26. Lemma. Suppose that S ⊂ P(X) is a locally finite interval system, X is a
topological space compatible to S. Then, we claim:
a.) Any tag system (D, h) allows a tagged McShane division (E, c).
b.) If the tag system (D′, h′) is finer than (D, h) and (E, c) is a tagged McShane
division associated to (D′, h′), then (E, c) is also associated to (D, h).
Proof. This is just Lemma 9.17 under special circumstances. 
10.27. Definition. Suppose that S ⊂ P(X) is a locally finite interval system, X
is a topological space compatible to S.
a.) If (E, c) is a tagged McShane division then its associated filter base is as the
set
tF(E,c) =
{{∑
E∈E
δlim c(E) · E
}}
.
b.) If (D, h) is a topological tag system the its associated McShane filter base is
MF(D,h) =
∏
(E,h) McShane tagged
division associated to (D,h)
tF(E,c)
ie. the coarsest filter base generated by the tagged divisions associated to (D, h).
c.) If A ∈ Σ0S then its associated McShane filter base is
MFA =
∐
(D,h) topological tag
system supported on A
MF(D,h),
ie. the finest filter base generated by tag systems on A. (Cf. Lemma 10.26.b for
the applicability of the definition.)
d.) The associated McShane filter base of finite kind is defined as
MFS0 =
⊂
dir
A∈Σ0S
MFA,
ie. the limit of the filter bases MFA as A ∈ Σ0S increases.
10.28. Remark. Despite of the multiple steps, the Lebesgue-McShane filter bases
are just filter bases on finite formal sums.
The following statements make connection between the Lebesgue-McShane and
McShane integrability.
10.29. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable. Let S be locally finite and X be
a topological space compatible to S.
Assume that A ∈ Σ0S and f : X → V is a function.
a.) Suppose that for each S ∈ S, S ⊂ A the set
(A ∩ lim(βS) \ S) ∪ (S \ lim(βS))
is weakly L, µ-negligible. Also assume that A′ is an envelope over βS approximating
lim ∗f |βA.
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Then we claim, for each neighborhood 0 ∈ T ⊂ Z there exist an envelope A˜ over
S approximating f |A such that∫ p
L(A˜, µ) ⊂
∫ p
L(A′, β∗µ) + T .
b.) Suppose that for each S ∈ S, S ⊂ A the set
((βS) \ lim−1(S)) ∪ (βA ∩ lim−1(S) \ (βS))
is weakly L, β∗µ-negligible.
Then, we claim, for each envelope A over S approximating f |A, and neighborhood
0 ∈ T ⊂ Z there exists an envelope A˜ approximating lim∗ f |βA such that∫ p
L(Aˆ, β∗µ) ⊂
∫ p
L(A, µ) + T .
Proof. a.) 1. Let
A′ =
∑
j∈J
cjχβEj + C
′
be an envelope over βS approximating lim ∗f |βA, such that C
′ is a pointed envelope.
For A′ and C′ we take intersection by V×βA, and then we can extend them back
to X. (Being the the interval system locally finite the step-functions will not get
too fragmented.) This and the local finiteness of S allow us the assumptions
A =
.⋃
j∈J
Ej
and
C′ ⊂ (V × βA) ∪ {0} × XS.
Then there is a generator system βD = {βD : D ∈ D} for the envelope C′, and we
can assume that
⋃
D = A, D is a forest, and D is divided by E = {Ej : j ∈ J}.
This latter one also implies that βD is a generator system for A′.
Then let us define the pointed envelope
C =
⋃
D∈D
CβD ×D ∪ ({0} ×X),
and the envelope
A =
∑
j∈J
cjχEj + C.
One can see that
A =
⋃
D∈D
AβD ×D ∪ ({0} × (X \ A)).
2. Here we prove that ∫ p
L(A, µ) ⊂
∫ p
L(A′, β∗µ).
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Now, ∫ p
L
(∑
j∈J
cjχβEj , β
∗µ
)
=
∑
j∈J
L(cj , µ(Ej)) =
∫ p
L
(∑
j∈J
cjχEj , µ
)
shows that it is enough to prove that
(v1)
∫ p
L(C, µ) ⊂
∫ p
L(C′, β∗µ).
Now, assume that ∑
j∈J˜
c˜jχβE˜j ⊂ C
is a finite disjoint sum. Then, according to the definition of C we find that
E˜j ⊂
⋃
D∈D, cj∈(A′)βD
D.
From this it follows that E′j is decomposed by a countable set subset Dj of S
such that for each D′ ∈ Dj there is set D ∈ D such that
D′ ⊂ D and cj ⊂ (A
′)βD.
Then ∑
j∈J ′
L(c′j , µ(E
′
j)) =
∑
j∈J ′
∑
D∈Dj
L(cj , µ(D)) =
∑
j∈J ′D∈Dj
L(cj , µ(D)).
Now, every finite partial sum of right side belongs to
∫ p
L(C′, β∗µ). Hence, by
closure, ∑
j∈J ′
L(c′j , µ(E
′
j)) ∈
∫ p
L(C′, β∗µ).
the disjoint sum was arbitrary hence this implies (v1).
3. Let
C =
⋃
D∈D
(A ∩ lim(βD) \D) ∪ (D \ lim(βD)).
This is a weakly L, µ-negligible set.
Assume that x ∈ A \ C. Being A =
⋃
D there is an element D ∈ D such
that x ∈ D. Being D \ lim(βD) ⊂ C there is an element x ∈ βD such that
limx = x. Then, being βD a generator system and a forest we find that there is a
possibly smaller D′ ∈ D such that x ∈ βD′ and lim∗ f(x) ∈ (A′)βD
′
. That implies
f(x) ∈ AD
′
. Being A ∩ lim(βD′) \ D′ ⊂ C implies that x ∈ D′. This and the
previous fact implies that f(x) ∈ Ax.
If x /∈ A then f |A(x) = 0 ∈ A
x is obvious. Ultimately, we see that f |A(x) ∈ A
x
except if x ∈ C.
Then, the weak negligibility of C implies that we can a add a small pointed
envelope C˜ to A such that
A˜ = A+ C˜
would approximate f |A and satisfy our statement.
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b.) 1. Consider an envelope
A =
∑
j∈J
cjχEj + C
approximating f |A. Again we can restrict to A and extend again. This and the
local finiteness of S allow us the assumptions
A =
.⋃
j∈J
Ej
and
C ⊂ (V ×A) ∪ {0} ×X.
Then there is a generator system D ⊂ S for the envelope C, and we can assume
that
⋃
D = A, D is a forest, and D is divided by E = {Ej : j ∈ J}. This latter
one also implies that D is a generator system for A.
Then let us define the pointed envelope
C′ =
⋃
D∈D
CD × βD ∪ ({0} × XS)
and the envelope
A′ =
∑
j∈J
cjχβEj + C
′.
(Here the finiteness of E is important for C′ in order to be a pointed envelope, cf.
Lemma 10.8.c).
One can see that
A′ =
⋃
D∈D
AD × βD ∪ ({0} × (XS \ βA)).
2. Then, we claim, ∫ p
L(A′, β∗µ) ⊂
∫ p
L(A, µ).
Now, ∫ p
L
(∑
j∈J
cjχβEj , β∗µ
)
=
∑
j∈J
L(cj , µ(Ej)) =
∫ p
L
(∑
j∈J
cjχEj , µ
)
shows that it is enough to prove that
(v2)
∫ p
L(C′, β∗µ) ⊂
∫ p
L(C, µ).
Let ∑
j∈J ′
c′jχβE′j ⊂ C
′
be a finite disjoint sum. Then Lemma 10.8.c and the algebraic equivalence implies∑
j∈J ′
c′jχE′j ⊂ C.
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Hence, ∑
j∈J ′
L(c′j , µ(E
′
j)) ∈
∫ p
L(C, µ).
The finite disjoint sum was arbitrary, hence we have proved (v2).
3. Let
C =
⋃
S∈D∪E
((βS) \ lim−1(S)) ∪ (βA ∩ lim−1(S) \ (βS)).
That is a weakly L, β∗-negligible set.
Let x ∈ βA \ C be arbitrary. Assume limx = x. Then (lim∗ f)(x) = f(x). We
know that there is an element E ∈ E such that x ∈ βE. Then
(βE) \ lim−1(E) ⊂ C
implies that x ∈ E. That implies that is an element D ∈ D such that x ∈ D and
f(x) ∈ AD. Now, x ∈ D and
βA ∩ lim−1(D) \ (βD) ⊂ C
implies that x ∈ βD. On the other hand, f(x) ∈ AD implies f(x) ∈ (A′)βD.
Ultimately, we can deduce that lim ∗f(x) = f(x) ∈ (A′)x.
If x /∈ βA then lim ∗f |βA(x) = 0 ∈ (A
′)x is clear. Hence, we see that lim ∗f |βA(x) ∈
(A′)x except on the points of C.
Then, the weak negligibility of C implies that we can a add a small pointed
envelope Cˆ to A such that
Aˆ = A′ + Cˆ
would approximate lim ∗f |βA and satisfy our statement. 
10.30. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable. Let S be locally finite and X be
a topological space compatible to S.
Assume that for each set S,B ∈ S
i.) The set
(B ∩ lim(βS) \ S) ∪ (S \ lim(βS))
is weakly L, µ-negligible.
ii.) The set
((βS) \ lim−1(S)) ∪ (βB ∩ lim−1(S) \ (βS))
is weakly L, β∗µ-negligible.
Then, we claim, a function f : X → V is extended Lebesgue-McShane L, µ-
integrable if and only if it is McShane L, µ-integrable. In those cases the integrals
are the same.
Proof. That immediately follows from Lemma 10.29 and characterization Lemma
8.10.(E0). 
10.31. Remark. The awkward appearance of the sets B in the statement above is
due to the fact that we have not defined extended (=local) negligibility.
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10.32. Example. Let I be the set of possibly degenerate intervals on R. The state-
ment above implies that classical Lebesgue integrability is equivalent to classical
McShane integrability.
D. The Kurzweil-Henstock integral.
The Kurzweil-Henstock integral can be defined in a manner analogous to the the
McShane integral. From practical viewpoint a major difference is that in order to
get a tagged Kurzweil-Henstock division the condition (DT2) should be substituted
by
(DT2’) c : E→ βA is a function such that
c(E) ∈ βE and E ⊂ h(c(E))
for each E ∈ E.
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11. Locally convex integrals (in fibers)
The Lebesgue-McShane integral applies to the case of topological vector spaces,
even if the definition of the integral does not require a scalar multiplication struc-
ture.
11.1. Convention. When dealing with topological vector spaces linearity is as-
sumed unless told otherwise.
A. Locally convex envelopes.
We will show that if we integrate a locally convex space valued function the we
can make the assumption that the fibers of envelopes are convex.
11.2. Reminder. Suppose that V is a vector space, C ⊂ V. Let
convC
be the set of convex combinations of elements of C.
If V is a topological vector space then
convC = convC = conv convC.
11.3. Lemma. a.) Let V be a vector space, S ⊂ P(X) be an interval system.
Suppose that A is a (pointed) envelope of sets in V with respect to S.
Then, we claim,
convA = {(v, x) ∈ V : v ∈ conv(Ax)}
is a (pointed) envelope of sets in V with respect to S.
b.) Let V, Z be topological vector spaces, W be a commutative topological group,
S ⊂ P(X) be an interval system, µ : S → W be a measure, L : V ×W → Z be a
biadditive pairing, which is continuous in its second variable and linear in the first
variable. Suppose that A is an envelope of pointed sets in V with respect to S.
Then, we claim, ∫ p
L(convA, µ) = conv
∫ p
L(A, µ).
Proof. a.) Only the generator system property is nontrivial. Through Lemma 1.6
we can find a generator system to D˜ toA which is a fully branching countable forest.
If (v, x) ∈ convA, x ∈
⋃
D˜ then there exist finitely many elements (vk, x) ∈ A,
tk ∈ R (k ∈ K) such that ∑
k∈K
tkvk = v.
By the generator system property there are elements x ∈ Dk ∈ D˜ such that vk ∈
ADk . Let D be the smallest of these Dk’s, ie. the intersection. Then vk ∈ A
D.
Consequently,
v =
∑
k∈K
tkvk ∈ convA
D ⊂ (convA)D.
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On the other hand, if x ∈
⋃
D˜ then (convA)x = {0} is obvious. That proves the
generator system property for convA.
b.) By linearity (Lemma 4.12.b/b’) it is enough to prove the statement for
pointed envelopes A = C.
The finite “nondisjoint” sums contributing to
∫ p
L(conv C, µ) are closed to convex
combinations, so
conv
∫ p
L(C, µ) ⊂
∫ p
L(conv C, µ)
is clear. Consider any finite “disjoint” sum∑
j∈J
L(cj , µ(Ej))
contributing to
∫ p
L(conv C, µ). According to the standard methods there is a
refinement D of {Ej : j ∈ J} such that for E ⊃ D ∈ D
cj ∈ conv C
D.
So, the finite “disjoint” refines to a countable “disjoint” sum. Because of closure,
it is enough to prove that finite disjoint sums∑
j∈J
L(cj , µ(Ej))
such that
cj ∈ conv C
Ej
are in conv
∫ p
L(C, µ). Consider that case. Here for all j ∈ J there is a convex
combination
cj =
∑
l∈Lj
tj,lcj,l
such that cj,l ∈ C
Ej . Taking common partitions of 1 we can actually assume that
that for all j ∈ J the family of tj,l is the same, say,
t1, . . . , ts.
But then ∑
j∈J
L(cj , µ(Ej)) ∈
s∑
h=1
th
∫ p
L(C, µ) ⊂ conv
∫ p
L(C, µ).

11.4. Corollary. In the case when V is a vector space and is a Z locally convex
vector space then the Lebesgue-McShane integral can be defined in terms of envelopes
of convex sets in V with respect to S.
Proof. The space Z is locally convex and the convex sets form an neighborhood
base; hence nothing is lost if we pass to the convex closure of approximations. 
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11.5. Remark. If one is not interested in topological groups in general then one can
develop the integral in terms of envelopes of convex pointed sets from the start. One
convenient thing to do in this case is to pass to the notion of convex semivariations
csvar(L, c, µ,A) =
{∑
j∈J
tjL(c, µ(Aj)) : J is finite, Aj ∈ S, . . .
. . . Aj ⊂ A, the Aj are pairwise disjoint, 0 ≤ tj ,
∑
j∈J
tj ≤ 1
}
,
csvar(L, f, µ) =
{∑
j∈J
∫
tjL(f |Aj , µ) : J is finite, Aj ∈ S, . . .
. . . Aj ⊂ A, the Aj are pairwise disjoint, 0 ≤ tj ,
∑
j∈J
tj ≤ 1
}
.
It is easy to see that these are just the convex closures of ordinary semivariations.
In general, using only envelopes of convex sets keeps us somewhat closer to the
spirit of the Riemann integral.
B. Integration of real-valued functions.
Here are some immediate benefits of the observations from the previous section:
11.6. Convention. Throughout this paragraph we will consider the case when
M : R ×W → W is the standard multiplication on a locally convex space W. (So,
V = R, W = Z.)
In what follows here we always have the choice L = M. If it plays no specific role
then we omit M form the notation (for example, from semivariation expressions).
11.7. Lemma (Beppo Levi’s theorem). Let S ⊂ P(X) be an interval system, W
be a locally convex space, and µ : S→W be a measure.
Suppose that fλ : X → R (λ ∈ Λ, countable) are integrable, and for each 0 ∈
T ⊂ W neighborhood there is a finite set Ξ ⊂ Λ such that∑
λ∈Ξ
svar(fλ, µ) ⊂ T .
Then, we claim, ∑
λ∈Λ
fλ
(understood pointwise) is convergent except on a strongly negligible set, and for
f =
∑
λ∈Λ
fλ
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(defined arbitrarily on non-convergence points)∫
f µ =
∑
λ∈Λ
∫
fλ µ.
Furthermore, in this case
svar(f, µ) ⊂
∑
λ∈Λ
svar(fλ, µ).
Proof. Let C be the points of non-convergence. Let 0 ∈ T ′ ⊂ W be an arbitrary
neighborhood. Let 0 ∈ T ⊂ W be a neighborhood such that
conv T − conv T + T ⊂ T ′.
Let us choose Ξ as in our assumptions. Then
R× C ⊂ conv
( ∑
λ∈Λ\Ξ
Cλ −
∑
λ∈Λ\Ξ
Cλ
)
.
On the other hand, we see that∫ p
L
(
conv
( ∑
λ∈Λ\Ξ
Cλ −
∑
λ∈Λ\Ξ
Cλ
)
, µ
)
= conv
( ∑
λ∈Λ\Ξ
∫ p
L(Cλ, µ)−
∑
λ∈Λ\Ξ
∫ p
L(Cλ, µ)
)
⊂ conv(T − T ) ⊂ conv T − conv T + T ⊂ T ′.
Here T ′ was arbitrary, hence strong negligibility is proven.
In the same setting, if Aξ are envelopes approximating fξ we find that∑
ξ∈Ξ
Aξ +
∑
λ∈Λ\Ξ
Cλ −
∑
λ∈Λ\Ξ
Cλ +
∑
λ∈Λ\Ξ
Cλ
is an envelope approximating f . Estimating ( using a sufficiently small T ) and
applying the Cauchy criterium we obtain the sum statement.
Similarly, using the pointed envelopes∑
λ∈Λ
Cλ −
∑
λ∈Λ\Ξ
Cλ +
∑
λ∈Λ\Ξ
Cλ
we obtain the semivariation statement. 
11.8. Lemma. Let S ⊂ P(X) be an interval system, W be a locally convex space,
and µ : S→W be a measure.
If f, g : X → R are integrable then f ∨ g, f ∧ g are integrable. If d ≥ 0 then f ∧ d
is integrable, if c ≤ 0 then f ∨ c is integrable. |f | is integrable.
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Proof. It is enough to prove the statement for f ∧ d, then the rest follows by the
standard tricks. Consider the map
(∧d)∗ : r 7→ r ∧ d.
Assume that
A = s+ C
is an envelope approximating f such that s is a simple step-function and C is convex,
and
∫ p
L(A, µ) is close to the integral. (This can be achieved according Lemma
4.17 and 11.3.)
Then (∧d)∗A (applied in the scalar component) is envelope approximating f ∧d.
Indeed, it contains the simple step-function s ∧ d and any generator system of A
will do as a generator system. From convexity,
(∧d)∗A− (∧d)∗A ⊂ C − C.
This and the Cauchy criterium implies the integrability of f ∧ d. 
11.9. Lemma. Let S = P(X) be an interval system; µ : S → R be a measure.
Suppose that µ ≥ 0.
Then, we claim, f ≥ 0 implies∫
fµ ∈ svar(f, µ) ⊂
[
0,
∫
fµ
]
.
More generally, if f is integrable then |f |+ and |f |− are integrable and∫
fµ ∈ svar(f, µ) ⊂
[∫
|f |−µ,
∫
|f |+µ
]
.
The endpoints of the intervals are contained in the semivariation.
Proof. The first statement follows from the monotonicity statement in Lemma 6.8.
The second statement follows from Lemma 6.5.b. (In fact, Lemma 6.3.a is sufficient
if we do not care about endpoints.) 
11.10. Lemma. Let S ⊂ P(X) be an interval system, W be a locally convex space,
and µ : S → W be a measure. Then, we claim, weakly (M, µ-)negligible sets are
strongly (M, µ-)negligible.
Proof. Suppose that C is weakly negligible. Let 0 ∈ T ′ ⊂ Z be an arbitrary
neighborhood. Then there is a closed convex neighborhood 0 ∈ T ⊂ Z such that
T ⊂ T ′. Let us divide T by Z. For n ∈ Z let Cn be an envelope approximating n|C
such that ∫ p
L(Cn, µ) ⊂ Tn.
Let
C = conv
∑
n∈Z
Cn.
Then ∫ p
L(C, µ) =
∑
n∈Z
∫ p
L(Cn, µ) ⊂
∑
n∈Z
Tn = T = T .
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Then ∫ p
L(conv C, µ) = conv
∫ p
L(C, µ) ⊂ T ⊂ T ′
while conv C contains R× C. 
So, the simple term “negligible” can be used.
11.11. Lemma. Let S ⊂ P(X) be an interval system, W be a locally convex space,
and µ : S→W be a measure. Let C be a negligible set.
Then, we claim, for each neighborhood 0 ∈ T ⊂ Z there exist a countable family
of sets {Eλ}λ∈Λ such that:
For all x ∈ X the sum ∑
λ∈Λ
χEλ(x)
diverges (does not exist) on C but∑
λ∈Λ
svar(Eλ, µ) ⊂ T .
Remark: In this case, C is contained in the divergence set of∑
λ∈Λ
χEλ(x)−
∑
λ∈Λ
χEλ(x).
Proof. Let C be an envelope such that it contains R× C but∫ p
L(C, µ) ⊂ T .
According the generator property of envelopes for each n ∈ N the set
nC = {x : (n, x) ∈ C}
is a countable union of elements of S. In fact, according to Lemma 1.8.a
nC =
.⋃
λ∈Λn
En,λ,
where En,λ ∈ S. Then let {Eλ}λ∈Λ be the disjoint union of the indexed families
{En+1,λ}λ∈Λn+1 (n ∈ N). Then, by Lemma 4.9,∑
λ∈Λ
svar(Eλ, µ) ⊂
∫ p
L(C, µ) ⊂ T .
The construction of the sets implies our statement. 
From Beppo Levi’s theorem we can devise a “approximate structure theorem”
for the Lebesgue integral:
11.12. Lemma. Let S ⊂ P(X) be an interval system and µ : S→W be a measure.
Assume that W is a Fre´chet (M1) locally convex space.
Suppose that f : X → R is integrable. Then, we claim, for arbitrary 0 ∈ T ⊂ W
there exist countable families cλ ∈ R, Eλ ∈ S (λ ∈ Λ) such that the following hold:
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i.)
f(x) =
∑
λ∈Λ
cλχEλ(x)
except on a negligible set.
ii.) ∑
λ∈Λ
svar(cλ, Eλ, µ) ⊂ svar(f, µ) + T .
iii.) and for each neighborhood 0 ∈ T ′ ⊂ W there exists Ξ ⊂ Λ such that∑
λ∈Λ\Ξ
svar(cλ, Eλ, µ) ⊂ T
′
Proof. Let us assume that {Kn}n∈N is a countable neighborhood basis of Z.
The by induction, we can define a series of neighborhoods {Bn}n∈N of 0 such
that with the choice B−1 = K−1 = T
Bn + Bn ⊂ Bn−1, Bn ⊂ −Bn−1, and Bn ⊂ Kn.
Then, by induction, we can define a series of simple step-functions
gn =
∑
j∈Jn
cj,nχEj,n
(n ∈ N) such that
svar(f − g0 − . . .− gn) ⊂ Bn+2.
Namely, from the integrability of f − g0− . . .− gn−1 follows that we can find a very
good approximating simple step function gn. Notice that
gn+1 = (f − g0 − . . .− gn)− (f − g0 − . . . − gn+1),
which implies that
svar(gn+1, µ) ⊂ Bn+2 − Bn+3 ⊂ Bn+2 + Bn+2 ⊂ Bn+1 ⊂ Bn.
The simplicity of gn implies
svar(gn, µ) =
∑
j∈Jn
svar(cj,n, Ej,n, µ).
Then, we can see that for n0 ∈ N∑
n>n0, j∈Jn
svar(cj,n, Ej,n, µ) =
∑
n>n0
svar(gn, µ) ⊂
∑
n>n0
Bn =
∑
n>n0
Bn ⊂ Bn0
So, in particular,
⊂ Bn0−1 ⊂ Kn0−1,
and this observation implies iii.).
This latter semivariation statement implies that Beppo Levi’s theorem can be
applied and
f ′ =
∑
n∈N, j∈Jn
cj,nχEj,n
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exists (converges) almost everywhere. Let us define f ′ arbitrarily on the non-
convergence places. We claim that
(†) svar(f ′ − f, µ) = 0.
First of all,
f ′ − f =
( ∑
n>m, j∈Jn
cj,nχEj,n
)
− (f − g0 − . . .− gm)
holds almost everywhere (from Beppo Levi’s theorem). Then the semivariation
part of Beppo Levi’s theorem implies that
svar(f ′ − f) ⊂
∑
n>m, j∈Jn
svar(cj,n, Ej,n, µ)− svar(f − g0 − . . . − gm, µ) ⊂
⊂ Bm − Bm+2 ⊂ Bm + Bm+1 ⊂ Bm + Bm+1 + Bm+1 ⊂ Bm−1 ⊂ Km−1.
That proves (†). Applying Beppo Levi’s theorem to the infinite sum with equal
terms f ′ − f we obtain that f ′ − f is almost everywhere 0. That proves part i.) of
our statement.
From Lemma 6.3.a we know that
svar(g0, µ) ⊂ svar(f, µ)− svar(f − g0, µ).
Hence ∑
n∈N, j∈Jn
svar(cj,n, Ej,n, µ) =
∑
n∈N
svar(gn, µ)
⊂ svar(f, µ)− svar(f − g0, µ) +
∑
n>1
svar(gn, µ)
⊂ svar(f, µ)− B2 + B1 = svar(f, µ)− B2 + B1
⊂ svar(f, µ) + B1 + B1 ⊂ svar(f, µ) + B0
⊂ svar(f, µ) + B0 + B0 ⊂ svar(f, µ) + B−1 = svar(f, µ) + T .
That proves part ii.) 
11.13. Lemma. Let S ⊂ P(X) be an interval system, W be a locally convex space,
and µ : S→W be a measure.
Consider the integrable extension
µˆ : Sµ → R.
Then, we claim:
a.) If A is an envelope over Sµ and then for each neighborhood 0 ∈ T ⊂ W
there is an envelope A˜ over S such that
A ⊂ A˜
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but ∫ p
L(A˜, µ) ⊂ conv
∫ p
L(A, µˆ) + T .
b.) A function f : X → R is (locally) µ-integrable if and only if it is (locally)
µˆ-integrable. In this case the integrals and the semivariation sets are the same.
Proof. a.) Let 0 ∈ T ′ ⊂ W be a convex neighborhood such that T ′ + T ′ ⊂ T .
Suppose that D is a generator set of A and s is (the graph of) a step-function
contained in A. Then for each D ∈ D let
RD = ((convA)
D ∩Q) ∪ {max (convA)D} ∪ {min (convA)D}
where the two last term are understood to be in the expression if only they exist.
Then, we can notice that
convAD = convRD.
Let us define
R =
⋃
D∈D
(RD ×D) ∪ s.
One can see that this is an envelope over Sµ with countable many values in R and
R ⊂ convR = convA.
According to Lemma 7.22 there is an envelope A˜ over S such that∫ p
L(A˜, µ) ⊂
∫ p
L(R, µˆ) + T ′.
But then we have
⊂
∫ p
L(convA, µˆ) + T ′ ⊂ conv
∫ p
L(A, µˆ) + T ′ ⊂ conv
∫ p
L(A, µˆ) + T .
b.) That is an immediate consequence of part a. 
11.14. Lemma. Suppose that S ⊂ P(X) is an interval system, V is a vector space.
Then, we claim, for any pointed envelope C, there are countable families cλ ∈ R,
Eλ ∈ S (λ ∈ Λ) such that
conv C =
∑
λ∈Λ
conv var(cλ, Eλ).
Proof. We can assume C = conv C. Then
C = C+ − C−,
where
C+ = C ∩ (R[0,+∞)×X) and C− = (−C) ∩ ([0,+∞) ×X).
So, we can also assume that C = C+. Let us define the function
r : X → R
r(x) = sup Cx.
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Along N let us list the elements of D infinitely times. Let Dn ∈ D be the nth listed
element. By recursion, let us define a sequence cn ∈ [0,+∞) such that
(‡)
∑
n∈N
cnχDn(x) = r(x).
That will immediately yield our statement.
Indeed, such a sequence can be constructed by the prescription such that
i.)
max
(
0, inf
x∈Dn
(
r(x)−
∑
0≤j<n
cjχDj (x)
)
−2−n
)
≤ cn ≤ inf
x∈Dn
(
r(x)−
∑
0≤j<n
cjχDj(x)
)
;
ii.)
cn = min
x∈Dn
(
r(x)−
∑
0≤j<n
cjχDj(x)
)
if the right side exists.
(We can make such a sequence unique by an appropriate reference to dyadic num-
bers.) One can prove that such a sequence cn has the property (‡). 
C. Integration in strong variation.
A nonequivalent, but stronger fiber condition for locally convex spaces can be
introduced as follows:
11.15. Definition. Suppose that p is a seminorm on V. We say that the function
f is p-strongly contained in the envelope A, if
A = s+ C
such that
{(x, y) ∈ X × V : p(y) < p(f(x)− s(x))} ⊂ C.
11.16. Definition. Suppose that V is a locally convex vector space. We say that
the integral exists in p-strong sense, if for each seminorm p on V for each 0 ∈ T ⊂ Z
there is an envelope A containing f p-strongly such that∫ p
L(A, µ) ⊂ a− T .
The integral exists in strong sense if it exists in p-strong sense for all p.
11.17. Remark. The results of the previous section can be generalized for p-strong
integrals, by claiming convergence in p almost everywhere. If the integral exists in
strong sense and V space is Fre´chet (M1) then convergence can be claimed almost
everywhere.
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D. Infinite integrals.
If Z = R then we can define the integral with more general values:
11.18. Definition. Let V, W, be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → R be a biadditive
pairing, which is continuous in its second variable. We say∫
L(f, µ) = +∞
if for each K ∈ R there exist an envelope A such that∫ p
L(A, µ) ⊂ [K,+∞).
One can similarly define the integral with −∞.
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12. Finite type semivariations, sums
The title of this section can be dubbed as “Open integration (in fibers)”.
A. Fundamentals.
12.1. Definition. If no confusion arises then for R ⊂ V, A ⊂ X we write
var(R,A) = (R×A) ∪ ({0} ×X).
12.2. Definition. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable.
a.) We say that the measure µ is of locally finite semivariation with respect to
the pairing L if for each set A ∈ S and neighborhood 0 ∈ T ⊂ Z there exists a
neighborhood 0 ∈ U ⊂ V such that∫ p
L(var(U , A), µ) ⊂ T .
b.) We say that the measure µ is of locally σ-finite semivariation with respect
to the pairing L if for each set A ∈ S and neighborhood 0 ∈ T ⊂ Z there exists a
countable decomposition
A =
.⋃
λ∈Λ
Aλ
(Aλ ∈ S) and neighborhoods 0 ∈ Uλ ⊂ V such that∫ p
L
(∑
λ∈Λ
var(Uλ, Aλ), µ
)
⊂ T .
c.) We say that the measure µ is of σ-locally finite semivariation with respect to
the pairing L if for each set A ∈ S there exists an envelope C of pointed sets in V
with respect to S such that ∫ p
L(C, µ) ⊂ T ,
and for each x ∈ A
0 ∈ (Cx)◦
(◦ refers to interior.)
12.3. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
a.) If µ is of locally finite semivariation with respect to the pairing L then µ is
of locally σ-finite semivariation with respect to the pairing L.
b.) If µ is of locally σ-finite semivariation with respect to the pairing L then µ
is of σ-locally finite semivariation with respect to the pairing L.
This latter implication can be reversed if V is a Fre´chet ( M1) topological group.
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Proof. Only the last statement is non-trivial. Let 0 ∈ T ′ ⊂ Z be an arbitrary
neighborhood. Let 0 ∈ T ⊂ Z be a neighborhood such that T − T + T + T ⊂ T ′.
Consider a pointed envelope C as in 12.2.iii. Let D be a generator system for C.
For each x ∈ A ⋃
D∈D, x∈D
CD = Cx.
The set Cx has a nonempty interior. Any M1, complete uniform space has the Baire
property, so there is a D ∈ D such that CD has nonempty interior. Hence
0 ∈ (CD − CD)◦ ⊂
(
(C − C + C)D
)◦
.
We have thus proved that those D’s such that 0 ∈
(
(C − C + C)D
)◦
cover A. Ap-
plying, say, Lemma 1.6, we see that there is a an exact decomposition D′ of A such
that
0 ∈
(
(C − C + C)D
)◦
.
for all D ∈ D. But then∑
D∈D′
var((C − C + C)D,D) ⊂ C − C + C
and∫ p
L(C−C+C, µ) ⊂
∫ p
L(C, µ)−
∫ p
L(C, µ)+
∫ p
L(C, µ)+T ⊂ T −T +T +T ⊂ T ′
proves our statement. 
12.4. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
a.) If µ is of locally σ-finite semivariation with respect to the pairing L then for
each set A ∈ Σ0S and neighborhood 0 ∈ T
′ ⊂ Z there is an open set 0 ∈ G ⊂ V
such that ∫ p
L(var(G, A), µ) ⊂ T ′.
b.) If µ is of locally σ-finite semivariation with respect to the pairing L then for
each A ∈ ΣS and neighborhood 0 ∈ T ′ ⊂ Z there exists a countable decomposition
A =
.⋃
λ∈Λ
Aλ
(Aλ ∈ S) and open sets 0 ∈ Gλ ⊂ V such that for the pointed envelope
C =
∑
λ∈Λ
var(Gλ, Aλ)
we have ∫ p
L(C, µ) ⊂ T ′.
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c.) If µ is of σ-locally finite semivariation with respect to the pairing L then for
each A ∈ ΣS and neighborhood 0 ∈ T ′ ⊂ Z there exists an pointed envelope C such
that
Cx
is open for all x ∈ A but ∫ p
L(C, µ) ⊂ T ′.
Proof. a.) Suppose that
A =
⋃
j∈J
Aj ,
(Aj ∈ S) where J is finite. Let 0 ∈ T ⊂ Z be a neighborhood such that T +T ⊂ T
′.
Let us divide T by J .
According to our assumption there a neighborhoods 0 ∈ Uj ⊂ V such that∫ p
L(var(Uj , Aj)) ⊂ T
′
j .
Let
G =
(⋂
j∈J
Uj
)◦
.
Then G is an open 0-neighborhood, yet∫ p
L(var(G, A), µ) ⊂
∫ p
L
(∑
j∈J
var(Uj , Aj), µ
)
⊂
∑
j∈J
Tj ⊂ T ⊂ T
′.
b.) Suppose that
A =
.⋃
ω∈Ω
Aω,
(Aω ∈ S) where Ω is countable. Let 0 ∈ T ⊂ Z be a neighborhood such that
T + T ⊂ T ′. Let us divide T by Ω. Let us apply the requirement of Definition
12.2.b. with respect to Aω and Tω. That will yield countable decompositions
Aω =
.⋃
λ∈Λω
Aω,λ,
and neighborhoods Uω,λ.
Then there is a decomposition
Aω =
.⋃
ω∈Ω, λ∈Λω
Aω,λ.
Let us associate Gω,λ = (Uω,λ)
◦ to Aω,λ.
Then ∫ p
L
( ∑
ω∈Ω, λ∈Λω
var(Gω,λ, Aω,λ), µ
)
⊂
∑
ω∈Ω
Tω ⊂ T ⊂ T
′
proves our statement.
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c.) Suppose that
A =
.⋃
ω∈Ω
Aω,
where Ω is countable. Let 0 ∈ T ⊂ Z be a neighborhood such that T + T ⊂ T ′.
Let us divide T by Ω×N. Let us apply the requirement of Definition 12.2.b. with
respect to Aω and Tω,n. That will yield envelopes Cω,n. Then one can see that
C =
∑
ω∈Ω, n∈N
Cω,n
has the required openness property. (The algebraic sum of infinitely many 0-
neighborhoods is always open, and so is any bigger algebraic sum.) Yet∫ p
L(C, µ) ⊂
∑
ω∈Ω, n∈N
Tω,n ⊂ T ⊂ T
′.
That proves our statement. 
The finite type semivariation conditions are a quite restrictive:
12.5. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that µ is of σ-locally finite
semivariation with respect to the pairing L.
Then, we claim, for any envelope A of sets in V with respect to S and any
neighborhood 0 ∈ T ⊂ Z there exists a pointed envelope C such that
Ax ⊂ (A+ C)x
for all x ∈ X but ∫ p
L(A+ C, µ) ⊂
∫ p
L(A, µ) + T .
In particular, if f : X → V is a function such that
f(x) ∈ Ax,
then f will be approximated by A+ C.
Proof. Let 0 ∈ T ′ ⊂ Z be a neighborhood such that T ′ + T ′ ⊂ T . Let D be a
generator system of D. Then let us apply Lemma 12.4.c to A =
⋃
D in order to
obtain the pointed envelope C. One can see that C has the required properties. 
12.6. Corollary. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable. Suppose that µ is of σ-locally
finite semivariation with respect to the pairing L.
Then, integration can be developed using the weaker notion of approximations,
ie. requiring only the the closure property
f(x) ∈ Ax.
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Proof. According to the Lemma 12.5 we can always pass to an only slightly bigger
proper approximation. 
12.7. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that µ is of σ-locally finite
semivariation with respect to the pairing L.
Assume that f : X → V is integrable, A is an envelope of sets in V with respect
to S, such that
f(x) ∈ Ax
for all x ∈ X. Then, we claim,∫
L(f, µ) ∈
∫ p
L(A, µ).
Proof. That immediately follows either from Lemma 12.5 or Corollary 12.6. 
As a consequence of Corollary 12.6 that we can formulate (an other version of)
Beppo Levi’s theorem:
12.8. Definition. Suppose that V is commutative topological group, {aλ}λ∈Λ is a
countable family of elements of V. We say that a is in the limit of the sum∑
λ∈Λ
aλ
if a is an accumulation point of the filter base
form∑
λ∈Λ
aλ.
12.9. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable. Suppose that µ is of σ-locally finite
semivariation with respect to the pairing L.
Suppose that fλ : X → V (λ ∈ Λ) is a family integrable functions and f : X → V
is a function such that f(x) is in the limit of∑
λ∈Λ
fλ(x)
for all x ∈ X except on a weakly negligible set C.
Also assume that for each neighborhood 0 ∈ T ⊂ Z there exists a finite set Ξ ⊂ Λ
such that ∑
λ∈Λ\Ξ
svar(L, fλ, µ) ⊂ T .
Then, we claim, f is integrable and∫
L(f, µ) =
∑
λ∈Λ
∫
L(fλ, µ).
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Furthermore
svar(L, f, µ) ⊂
∑
λ∈Λ
svar(L, fλ, µ).
Proof. First of all we can forget about the negligible set C, because we can set the
functions to be 0 on C without having any consequences with respect to integration
or semivariation.
One can translate the underlying condition according to Lemma 6.9. Then one
can use the proof of Lemma 5.9, because weaker approximation sense is enough.
The statements about semivariation can be proven in the following way: Let Cλ
pointed envelopes approximating fλ. The C be their sum. If
∫ p
L(Cλ, µ) was quite
close to svar(L, fλ, µ, ) then∫ p
L(C,µ) ⊂
∑
λ∈Λ
svar(L, fλ, µ) + T
can be assumed with an arbitrarily small 0-neighborhood T . One the other hand,
C approximates every restriction of f in the weak sense, hence
svar(L, f, µ) ⊂
∫ p
L(C, µ) ⊂
∑
λ∈Λ
svar(L, fλ, µ) + T
proves our statement. 
The backward feature of this lemma is that we had to assume that a the function
f exists. Under more restrictive conditions the existence of f follows:
12.10. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be
an interval system, µ : S → W be a measure, L : V × W → Z be a biadditive
pairing, which is continuous in its second variable. Suppose that µ is of σ-locally
finite semivariation with respect to the pairing L.
Assume that V is a Fre´chet (M1) locally convex space. Suppose that fn : X → V
(λ ∈ Λ) is a countable indexed family of [strongly] integrable functions
Assume that for each 0 ∈ T ⊂ Z and seminorm p on V there exists a finite subset
Ξ ⊂ Λ and envelopes Cλ (λ ∈ Ξ) such that
{(v, x) : p(v) < p(fλ(x))} ⊂ Cλ
and ∑
λ∈Λ\Ξ
∫ p
L(Cλ, µ) ⊂ T .
Then
f(x) =
∑
λ∈Λ
fn(x)
exists except on a strongly negligible set C, f is [strongly] integrable and∫
L(f, µ) =
∑
λ∈Λ
∫
L(fn, µ)
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Proof. Let Cp be the set of non convergence points in p. Then, for a non-convergence
point x ∈ C and any finite set Ξ ⊂ Λ the sum∑
λ∈Λ\Ξ
p(fλ(x))
diverges. Hence, form the properties of Cλ as above, it follows that
V × C ⊂
∑
λ∈Λ\Ξ
Cλ.
That proves the strong negligibility of Cp. Being V a Fre´chet space, the set all non-
convergence points C is a countable union of some Cp’s, hence it is still strongly
negligible.
To prove the statements about [strong] integrability, it is sufficient to consider
envelopes
A =
∑
λ∈Ξ
Aξ +
∑
λ∈Λ\Ξ
Cλ,
where Aξ [strongly] approximates fξ and Cλ is as above. 
B. Consequences of separability.
12.11. Definition. a.) A topological space X is separable if it contains a countable
dense set.
b.) A commutative topological group V is weakly separable if for each neighbor-
hood 0 ∈ T ⊂ V there is a countable set RT ⊂ V such that
RT + T = V.
12.12. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that at least one of the following two conditions holds:
x). The measure µ is of σ-locally finite semivariation with respect to the pairing
L; and V is a separable space.
y). The measure µ is of locally σ-finite semivariation with respect to the pairing
L; and V is a weakly separable space.
Then, we claim, any weakly L, µ-negligible set is strongly L, µ-negligible.
Proof. Let C be a weakly negligible set. The restriction of a nontrivial constant
function for C is integrable; hence we can assume that there is as set A ∈ ΣS.
Let 0 ∈ T ⊂ Z be an arbitrary neighborhood. Let 0 ∈ T ′ ⊂ Z be a neighborhood
such that T ′ + T ′ + T ′ ⊂ T .
In case (x): Let C be a pointed envelope as in Lemma 12.4.c. Let R be a countable
dense set in V.
In case (y): Let C be a pointed envelope as in Lemma 12.4.b, and let
R =
⋃
λ∈Λ
RGλ .
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(cf. Definition 12.11).
Having C and R defined let us continue as follows:
Let us divide T ′ by R. for each r ∈ R we can consider the function r|C . According
to our assumptions there is a pointed envelope Cr such that it approximates r|C
but ∫ p
L(Cr, µ) ⊂ T
′
r .
Let
C˜ =
∑
r∈R
Cr.
Then ∫ p
L(C˜, µ) ⊂
∑
r∈R
T ′r ⊂ T
′ ⊂ T ′ + T ′.
One the other hand,
var(V, C) ⊂ var(R,C) + C ⊂ C˜ + C.
(only the the last term is an envelope). Then
V × C ⊂ C˜ + C
while∫ p
L(C˜ + C, µ) =
∑
r∈R
∫ p
L(Cr, µ) +
∫ p
L(C, µ) ⊂
∑
r∈R
T ′r + T
′ ⊂ T ′+ T ′+ T ′ ⊂ T .
That proves the strong negligibility of C. 
12.13. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that at least one of the following two conditions holds:
x). The measure µ is of σ-locally finite semivariation with respect to the pairing
L; and V is a separable space.
y). The measure µ is of locally σ-finite semivariation with respect to the pairing
L; and V is a weakly separable space.
Consider the integrable extension
µˆ : Sµ → R.
Then, we claim:
a.) If A is an envelope over Sµ and then for each neighborhood 0 ∈ T ⊂ Z there
is an envelope A˜ over S such that
A ⊂ A˜
but ∫ p
L(A˜, µ) ⊂
∫ p
L(A, µˆ) + T .
b.) A function f : X → R is (locally) µ-integrable if and only if it is (locally)
µˆ-integrable. In this case the integrals and the semivariation sets are the same.
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Proof. a.) Let 0 ∈ T ′ ⊂ Z be a neighborhood such that T ′+T ′+T ′+T ′−T ′ ⊂ T .
Suppose that D is a generator set of A and s is (the graph of) a step-function
contained in A.
Every integrable set from D ∈ D ⊂ Sµ is contained in a set ΣS, hence we find
that there is a set A ∈ ΣS such that
⋃
D ⊂ A.
In case (x): Let C be a pointed envelope over S as in Lemma 12.4.c. Let R be a
countable dense set in V.
In case (y): Let C be a pointed envelope over S as in Lemma 12.4.b, and let
R =
⋃
λ∈Λ
RGλ .
(cf. Definition 12.11).
Having C and R defined let us continue as follows:
According to Lemma 7.20,∫ p
L(C, µˆ) =
∫ p
L(C, µ) ⊂ T ′.
We define
R = s ∪ ((A− C) ∩ (R×X)).
Then one can see that R is an envelope over Sµ and∫ p
L(R, µˆ) ⊂
∫ p
L(A− C, µˆ).
But then, according to Lemma 7.22 there is an envelope R˜ ⊃ R over S such that∫ p
L(R˜, µ) ⊂
∫ p
L(R, µˆ) + T ′ ⊂
∫ p
L(A− C, µˆ) + T ′.
Hence, ∫ p
L(R˜+ C, µ) ⊂
∫ p
L(A− C, µˆ) + T ′ +
∫ p
L(C, µ) + T ′
⊂
∫ p
L(A, µˆ)− T ′ + T ′ + T ′ + T ′ + T ′ ⊂
∫ p
L(A, µˆ) + T .
One the other hand, for x ∈ A
Ax ⊂ ((Ax − Cx) ∩R) + Cx = Rx + Cx ⊂ R˜x + Cx = (R˜+ C)x.
This proves that A˜ = R˜+ C is a good choice in our statement.
b.) That is an immediate consequence of part a. 
12.14. Remark. One very reasonable policy to adopt would be the following: We
should require that each envelope A is open in its fibers Ax; and we could demand
that every pairing L should be σ-locally final. In general, that would restrict our
attention to cases whenX ∈ ΣS but extended integration circumvents all problems
coming from here.
On the other hand, this convention would not invalidate any of our previous work:
before this section we essentially considered every V with the discrete topology.
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However, some of our earlier statements would require extra work to adopt them
to this more general setting. Especially, formal integration would become less
transparent.
The following statement is a bit more geometric:
12.15. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that X ∈ ΣS, and X is a topological space. Also suppose that µ is of
locally finite semivariation with respect to the pairing L; and V is a weakly separable
space.
Assume that the following condition holds:
(Z1) For each E ∈ S, there is a countable subset BE ⊂ S such that
E \ E◦ ⊂
⋃
S∈Σ0(BE)
S◦.
(Z2) For each E ∈ S, c ∈ V, and neighborhood 0 ∈ T ⊂ Z there is a set B ∈ ΣS
such that
E \ E◦ ⊂ (E ∪B)◦
and
svar(L, c,
⋃
B, µ) ⊂ T .
Then, we claim:
If A is an envelope over S and then for each neighborhood 0 ∈ T ⊂ Z there is
an envelope A˜ over S such that
A ⊂ A˜;
and
A˜ is an open subset of V ×X
but ∫ p
L(A˜, µ) ⊂
∫ p
L(A, µ) + T .
Proof. Part 1. In this part we prove the following statement: For each neighborhood
0 ∈ U ⊂ Z there is a pointed envelope C such that
{0} ×X ⊂ (C)◦
but ∫ p
L(C, µ) ⊂ U .
Moreover, we can assume that there is a countable family of 0-neighborhoods
Hω
(ω ∈ Ω) such that each point of x ∈ X has neighborhood D inX and an appropriate
ω ∈ ω such that
(0, x) ∈ D ×Hω ⊂ C.
The proof goes as follows:
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Let 0 ∈ T ′ ⊂ V be a neighborhood such that T ′ + T ′ + T ′ ⊂ U . According to
Lemma 12.4.b there is a countable decomposition
X =
⋃
λ∈Λ
Aλ
and open 0-neighborhoods Gλ such that with the envelope
C˜ =
∑
λ∈Λ
var(Gλ, Aλ)
we have ∫ p
L(C˜, µ) ⊂ T ′.
Let A = {Aλ : λ ∈ Λ}.
We can see that C˜ is already a neighborhood of each point (0, x) such that
x /∈
⋃
A∈A
A \A◦.
According to condition (Z1) let
B =
⋃
A∈A
BA.
Let us divide T ′ by the countable set Σ0B. According to Lemma 12.4.a for each
element B ∈ Σ0B there is an 0-neighborhood UB such that∫ p
L(var(UB , B), µ) ⊂ T
′
B.
Then let
C = C˜ +
∑
B∈Σ0B
var(UB , B).
By construction this will be a neighborhood of any point of {0} ×X, yet∫ p
L(C, µ) =
∫ p
L(C˜, µ) +
∑
B∈Σ0B
∫ p
L(var(UB , B), µ)
⊂ T ′ +
∑
B∈Σ0B
T ′B ⊂ T
′ + T ′ + T ′ ⊂ U .
As for the neighborhoods Hω, we can see that the zusammensetzung of the Gλ’s
and UB’s will be good.
Part 2. In this part we prove the following statement: For every neighborhood
0 ∈ U ⊂ Z, each countable subset R ⊂ V, and envelope
R ⊂ R×X
there is an envelope R˜ ⊃ R such that for all r ∈ R
rR ⊂ (rR˜)◦
but ∫ p
L(R˜, µ) ⊂
∫ p
L(R, µ) + U .
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The proof goes as follows:
Let 0 ∈ T ′ ⊂ V be a neighborhood such that T ′+ T ′ ⊂ U . Let D be a generator
system of R. Let s ⊂ R be a step-function, with values from the finite set K ⊂ V.
Let us divide T ′ by R × K × D. According to assumption (Z2), for r ∈ R, k ∈
K,D ∈ D let Br,k,D ∈ ΣS such that
D \D◦ ⊂ (D ∪Br,k,D)
◦
and
svar(L, r − k,Br,D, µ) ⊂ T
′
r,k,D.
Then
R˜ = R+
∑
r∈R,D∈D
var(r − k,Br,k,D)
satisfies the local openness yet∫ p
L(R˜, µ) =
∫ p
L(R, µ) +
∑
r∈R, k∈K,D∈D
svar(L, r − k,Br,k,D, µ)
⊂
∫ p
L(R, µ) +
∑
r∈R, k∈K,D∈D
T ′r,k,D ⊂
∫ p
L(R, µ) + T ′ + T ′ ⊂
∫ p
L(R, µ) + U .
Part 3. Here we prove the following statement:
For every neighborhood 0 ∈ T˜ ⊂ Z, and envelope A there is an envelope A˜ such
that
A ⊂ (A˜)◦
but ∫ p
L(A˜, µ) ⊂
∫ p
L(A, µ) + T˜ .
The proof is as follows:
Let 0 ∈ U ⊂ V be a neighborhood such that −U + U + U + U ⊂ T˜ . Let s be a
step-function contained in A, which takes values from a finite set K ⊂ V. Let C as
in Part 1. Let
R =
⋃
ω∈Ω
RHω
(cf. Definition 12.11). Let
R = s ∪
(
(A− C) ∩ (R×X)
)
.
Let R˜ as in Part 2.
Then, by construction,
R˜+ C
is an envelope such that for each (v, x) ∈ A there is a neighborhood x ∈ D such
that {v} ×D ⊂ R˜+ C.
Hence, the envelope
A˜ = (R˜+ C) + C
will actually be a neighborhood of A.
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One the other hand,∫ p
L(A˜, µ) ⊂
∫ p
L(R˜, µ) +
∫ p
L(C˜, µ) +
∫ p
L(C˜, µ) ⊂
⊂
∫ p
L(A− C, µ) +
∫ p
L(C˜, µ) +
∫ p
L(C˜, µ) ⊂
⊂
∫ p
L(A, µ)− U + U + U + U ⊂
∫ p
L(A, µ) + T˜ .
Part 4. Here we prove the statement of the lemma.
Let 0 ∈ T˜ ⊂ V be a neighborhood such that T˜ + T˜ ⊂ T . Let us divide T˜ by N.
Then, according to part 3, there is an sequence of envelopes
A˜n
such that
A˜0 = A; A˜n ⊂ (A˜n+1)
◦;
and ∫ p
L(A˜n+1, µ) ⊂
∫ p
L(A˜n, µ) + T˜n.
Then we see that for any n ∈ N∫ p
L(A˜n, µ) ⊂
∫ p
L(A, µ) +
∑
n∈N
T˜n ⊂
∫ p
L(A, µ) + T˜ .
In particular,⋃
n∈N
∫ p
L(A˜n, µ) ⊂
∫ p
L(A, µ) + T˜ ⊂
∫ p
L(A, µ) + T˜ + T˜ ⊂
∫ p
L(A, µ) + T .
According to Lemma 4.19, however, this implies that for
A˜ =
⋃
n∈N
A˜n
we have ∫ p
L(A˜, µ) ⊂
∫ p
L(A, µ) + T .
On the other hand, A ⊂ A˜ and A˜ is a neighborhood of its own points. 
12.16. Remark. If, in addition, the open sets of X are from ΣS then the term
“envelope” can effectively be replaced by the term “open subset of V × X which
contains the graph of a step-function”.
12.17. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
If X = R and S = I is the system of the possibly degenerate finite intervals in
R then conditions (Z1) and (Z2) from Lemma 12.15 hold (even if not the other
conditions).
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Proof. Condition (Z1) is trivial. Condition (Z2) follows from applying Lemma 3.10
to set systems
{[a− 2−n, a− 2−n−1) : n ∈ N} ∪ {{a}} ∪ {(a+ 2−n−1, a+ 2−n] ; n ∈ N}
(a ∈ R). 
12.18. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X) be an
interval system, µ : S→W be a measure, L : V ×W → Z be a biadditive pairing,
which is continuous in its second variable.
Suppose that X ∈ ΣS, and X is a topological space. Also suppose that µ is of
locally finite semivariation with respect to the pairing L; and V is a weakly separable
topological vector space, Z is a locally convex space.
Assume that the following condition holds:
(Z1) For each E ∈ S, there is a countable subset BE ⊂ S such that
E \ E◦ ⊂
⋃
S∈Σ0(BE)
S◦.
(Z2) For each E ∈ S, c ∈ V, and neighborhood 0 ∈ T ⊂ Z there is a set B ∈ ΣS
such that
E \ E◦ ⊂ (E ∪B)◦
and
svar(L, c,
⋃
B, µ) ⊂ T .
Then, we claim:
If A is an envelope over S and then for each neighborhood 0 ∈ T ⊂ Z there is
an envelope A˜ over S such that
A ⊂ A˜;
A˜ is an open subset of V ×X;
A˜ = conv A˜;
but ∫ p
L(A˜, µ) ⊂ conv
∫ p
L(A, µ) + T .
Proof. Let 0 ∈ U ⊂ Z be a neighborhood such that U + U + ⊂T . Let is divide U
by N. We can assume that the neighborhoods Un are convex. The let us define the
envelopes An by the following manner: Let A0 = convA. Then let us define An+1
such that
convAn ⊂ (An+1)
but ∫ p
L(An+1, µ) ⊂
∫ p
(convAn, µ) + Un.
Then, from Lemma 11.3 one can prove that for every n ∈ B∫ p
L(An, µ) ⊂ conv
∫ p
(A, µ) +
∑
n∈N
Un ⊂ conv
∫ p
(A, µ) + U .
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Let
A˜ =
⋃
n∈N
An.
That envelope will will satisfy our requirements; even the last one: According to
Lemma 4.19∫ p
L(A, µ) ⊂ conv
∫ p
(A, µ) + U ⊂ conv
∫ p
(A, µ) + U + U ⊂ conv
∫ p
(A, µ) + T .

12.19. Remark. If the assumptions of Lemma 12.18 hold and we are in the situation
when X = R, S = I then one easily see that the following statement holds:
For such an envelope A˜ as in Lemma 12.18, we claim,∫ p
L(A˜, µ) =
{∫
L(f, µ) : f ⊂ A˜; f : R→ V is continuous, compactly supported
}
.
That indicates that we can geometrize the situation to a great degree.
However, we will not dwell on that issue here; the closest thing in this direction
will be pursued in Section 17, although in a rather special case.
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13. Product measures
Measures of σ-locally finite semivariation are also very pleasant with respect to
products.
13.1. Definition. Suppose that R and S are interval systems.
i.) We define
R⊠S = {B ×A : B ∈ R, A ∈ S}.
ii.) Moreover, suppose that V, W, Z are commutative topological groups, ν :
R → V and µ : S →W are measures, L : V ×W → Z is a biadditive pairing. We
define
R⊠L,ν,µ S
as the set of all
B ×A
such that B ∈ R, A ∈ S, and for each pair of decompositions
B =
.⋃
γ∈Γ
Bγ and A =
.⋃
λ∈Λ
Aλ
in R and S, respectively, the sum∑
(γ,λ)∈Γ×Λ
L(ν(Bγ), µ(Aλ))
exists.
(If B or A is the empty set then the condition holds trivially; in what follows we
will mostly ignore this trivial case.)
13.2. Lemma. Let R and S are interval systems, V, W, Z be commutative topo-
logical groups, ν : R → V and µ : S →W be measures, and let L : V ×W → Z be
a biadditive pairing which is continuous in both variables (separately).
Assume that B ∈ R, A ∈ S, B ×A ∈ R⊠L,ν,µ S, and
B =
.⋃
γ∈Γ
Bγ and A =
.⋃
λ∈Λ
Aλ
in R and S, respectively. Then, we claim,
L(ν(B), µ(A)) =
∑
(γ,λ)∈Γ×Λ
L(ν(Bγ), µ(Aλ)).
Proof. That follows from∑
(γ,λ)∈Γ×Λ
L(ν(Bγ), µ(Aλ)) =
∑
γ∈Γ
(∑
λ∈Λ
L(ν(Bγ), µ(Aλ))
)
=
=
∑
γ∈Γ
L(ν(Bγ), µ(A)) = L(ν(B), µ(A))
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(we used contraction of sums and continuity). 
13.3. Lemma. Suppose that R and S are interval systems. Then, we claim:
a.) R⊠S is an interval system.
Moreover, if, V, W, Z are commutative topological groups, ν : R → V and
µ : S → W are measures, and L : V × W → Z is a biadditive pairing then the
following holds:
b.) R⊠L,ν,µS is an interval system.
c.) If S1 ∈ R⊠S, S2 ∈ R⊠L,ν,µ S and S1 ⊂ S2 then S1 ∈ R⊠L,ν,µ S.
d.) The equality
R⊠S = R⊠L,ν,µ S,
holds if L is continuous in both variables and µ is of locally finite semivariation
with respect to the pairing.
Proof. a.) Consider the identities
(B ×A) ∩ (D × C) = (B ∩D)× (A ∩C)
and
(B ×A) \ (D × C) =
(
(B \D)× (A \ C)
)
∪˙
∪˙
(
(B ∩D)× (A \ C)
)
∪˙
(
(B \D)× (A ∩ C)
)
.
As the sets B ∩D, A ∩ C, B \D, A \ C all decompose in R and S respectively, it
follows that R⊠S is an interval system.
c.) Suppose that D×C ∈ R⊠S, B×A ∈ R⊠L,ν,µS, and D×C ⊂ B×A. We
can assume the these sets are nonempty and D ⊂ B, C ⊂ A. Now, B \D, A \ C
decompose in R and S respectively, so we extend the any exact decompositions of
D and C to B and A, respectively. Then, the big sum (as in Definition 13.1.ii) with
respect to B × A will converge, hence by the partial sum for D × C will certainly
converge.
b.) The closedness in the case of R⊠L,ν,µ S will follow from point b.
d.) Let 0 ∈ T ⊂ Z be an arbitrary neighborhood. Let 0 ∈ U ⊂ V be a
neighborhood such that ∫ p
L(var(U , A), µ) ⊂ T .
Let Ω ⊂ Γ so that it is finite but
svar
( ⋃
γ∈Γ\Ω
Bγ , ν
)
⊂ U
(cf. Lemma 3.10). Let us divide 0 ∈ T ⊂ Z by Ω.
Now, for all ω ∈ Ω there exists a Ξω such that
svar
(
L, ν(Bω),
⋃
λ∈Λ\Ξω
Aλ, µ
)
⊂ Tω.
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Let
Ξ =
⋃
ω∈Ω
Ξω.
This is a finite set. Then Ω× Ξ ⊂ Γ× Λ is finite, yet∑
(γ,λ)∈(Γ×Λ)\(Ω×Ξ)
{0, L(ν(Bγ), µ(Aλ))} =
∑
ω∈Ω
(∑
λ∈Λ
{0, L(ν(Bω), µ(Aλ))}
)
+
∑
(γ,λ)∈(Γ\Ω)×Λ
{0, L(ν(Bγ), µ(Aλ))}
⊂
∑
ω∈Ω
Tω +
∫ p
L
(
var
( ∑
γ∈Γ\Ω
ν(Bγ), A
)
, µ
)
⊂ T +
∫ p
L(var(U , A), µ) ⊂ T + T .
Here T was arbitrary, hence we proved the Cauchy property for the sum. This
implies that the sum is convergent. 
In order to treat the general case we need the following two technical statements:
13.4. Lemma. Let V be a commutative topological group.
Let {Cλ}λ∈Λ a countable family of closed pointed sets in V such that for each
neighborhood 0 ∈ T ⊂ V there is a finite subset Ξ ⊂ Λ such that∑
λ∈Λ\Ξ
Cλ ⊂ T .
Also suppose that {Fω}ω∈Ω a countable family of closed sets in V such that
U ⊂
⋃
ω∈Ω
Fω
is a neighborhood of 0 in V. Then, we claim, there exists a finite set set Ξ ⊂ Λ, an
element ω ∈ Ω, and
b ∈
∑
λ∈Ξ
Cλ
such that
b+
∑
λ∈Λ\Ξ
Cλ ⊂ Fω.
In particular, ∑
λ∈Λ\Ξ
Cλ ⊂ Fω − Fω.
Proof. Suppose that it is otherwise. We can assume that Λ = Ω = N. By omitting
a couple of terms we can assume that∑
n∈N
Cn ⊂ U .
130 GYULA LAKOS
By induction we will define bk ∈ V (k ∈ N), neighborhoods a Tk (k ∈ N), T−1 = V,
a sequence sk of natural numbers (k ∈ N), s−1 = −1, such that
(c1) b0 + . . .+ bk + Tk ⊂ U \ Fk
and
(c2) sk−1 < sk
and
(c3) bk ∈
∑
sk−1<l≤sk
Cl
and
(c4)
∑
l>sk
Cl ⊂ Tk.
Indeed, in a step to define bk, Tk, sk, proceed as follows: Then, by our indirect
assumptions
b0 + . . .+ bk−1 +
∑
l>sk−1
Cl 6⊂ Fk.
Being the right side closed, there must be an element bk ∈
∑
l>sk−1
Cl such that
b0 + . . .+ bk /∈ Fk,
or in other terms
b0 + . . .+ bk ∈ U \ Fk.
Being the right side open we can certainly find an open subset Tk satisfying condi-
tion (c1). Furthermore, if sk is large enough then the other conditions are satisfied,
too.
Having finished the induction process let us examine the sum∑
k∈N
bk.
First of all, the sum exists according to the Cauchy criterium. (Cf. the assumptions
of the Lemma and condition (c3).)
Furthermore, for arbitrary k we find that∑
k∈N
bk = b0 + . . . + bk +
∑
l>k
bk ∈ b0 + . . .+ bk + Tk ⊂ U \ Fk.
Consequently, ∑
k∈N
bk ∈ U \
(⋃
k∈N
Fk
)
= ∅.
That is a contradiction. 
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13.5. Lemma. Let V, W, Z be commutative topological groups, S ⊂ P(X), R ⊂
P(Y ) be interval systems, µ : S →W, ν : R → V be a measures, L : V ×W → Z
be a biadditive pairing, which is continuous in both variables. Assume that µ is of
σ-locally finite semivariation with respect to the pairing.
Suppose that
B ×A =
.⋃
λ∈Λ
Bλ ×Aλ
is a countable decomposition in R ⊠ S. Also, let C as in Definition 12.2.c with
respect to T .
Then, we claim, there exists a decomposition
A =
⋃
ω∈Ω
A′ω
such that for each ω ∈ Ω there exists a finite subset Ξω ⊂ Λ such that
A′ω ⊂ Aξ
for all ξ ∈ Ξω, and
svar
(
B \
⋃
ξ∈Ξω
Bξ, ν
)
⊂ (C − C + C)A
′
ω .
Moreover, in that case∑
ω∈Ω
var
(
svar
(
B \
⋃
ξ∈Ξω
Bξ, ν
)
×Aω
)
⊂ C − C + C
and ∫ p
L(C − C + C, µ) ⊂ T − T + T + T .
Proof. Let D be a generator system for C. For x ∈ A let
Λx = {λ ∈ Λ : x ∈ Aλ}.
Then
B =
⋃
λ∈Λx
Bλ,
hence, by Lemma 3.10,
Cλ = svar(Bλ, ν)
satisfies the conditions of Lemma 13.4 (with Λx in place of Λ). Furthermore
Cx =
⋃
D∈D, x∈D
CD ⊂
⋃
D∈D, x∈D
CD.
In particular, the sets CD (x ∈ D ∈ D) can be used in Lemma 13.4 in the place of
Fω’s.
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Hence, by Lemma 13.4 there is a finite subset Ξx ⊂ Λx and D ∈ D, x ∈ D such
that
svar
(
B \
⋃
λ∈Ξx
Bλ, ν
)
= svar
( ⋃
λ∈Λx\Ξx
Bλ, ν
)
⊂ CD − CD ⊂ CD − CD ⊂ (C − C)D.
Being Cx is a neighborhood of 0 for x ∈ D, we also have
⊂ (C − C + C)D.
Notice that in the statement above Λx can be substituted by any Λy with.
y ∈ D ∩
⋂
ξ∈Ξ
Aξ.
Hence we have have proved that the sets
D ∩
⋂
ξ∈Ξ
Aξ
(D ∈ D, Ξ ⊂ Λ is finite) such that
svar
(
B \
⋃
λ∈Ξ
Bλ
)
⊂ (C − C + C)D.
cover A.
Applying Lemma 1.4 to decompose the sets above, and further, to get a refine-
ment which decomposes A; we find the desired decomposition.
The last two statements follow immediately from the properties of envelopes. 
13.6. Lemma. Suppose that R and S are interval systems; ν : R → V and µ :
S→W are measures, the pairing L : V ×W → Z is continuous in both variables,
ν and µ are of σ-locally finite semivariation with respect to the pairing L.
Then, we claim
L(ν, µ) : R⊠ν,µ S→ Z
L(ν, µ)(B ×A) = L(ν(B), µ(A))
is a measure.
Proof. Suppose
B ×A =
.⋃
λ∈Λ
Bλ ×Aλ
is a countable decomposition.
Part 0. We prove the σ-additivity statement in the case when both the sets
A = {Aλ : λ ∈ Λ} and B = {Bλ : λ ∈ Λ} form a decomposition of A and B
respectively. In fact, this is just Lemma 13.2.
Part 1. We prove the σ-additivity statement in the special case when the sets
{Aλ : λ ∈ Λ} or {Bλ : λ ∈ Λ} form a decomposition of A or B respectively. By
symmetry reasons it is enough to prove the statement only when the Bλ’s are so
nice.
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From the previous lemma it is clear that for neighborhood 0 ∈ T ′ ⊂ Z there is
a pointed envelope C′, an exact decomposition {A′ω}ω∈Ω of A, and finite subsets
Ξω ⊂ Λ such that∑
ω∈Ω
var
(
svar
(
B \
⋃
ξ∈Ξω
Bξ, ν
)
, Aω
)
⊂ C′ and
∫ p
L(C′, µ) ⊂ T ′.
Let us refine all Aλ’s with A
′
ω’s as in Lemma 1.8.c. We can make the important
assumption that if A′ω ⊂ Aλ then the new decomposition of Aλ actually contains
A′ω. That, in particular applies to all λ ∈ Ξω.
Through the decompositions of the Aλ’s we get a decomposition
B ×A =
.⋃
θ∈Θ
B′′θ ×A
′′
θ .
Notice that in this decomposition all elements Bξ ×Aω such ξ ∈ Ξω are contained.
Let
J = {Bξ ×Aω : ξ ∈ Ξω},
E0 = {Bλ ×Aλ : λ ∈ Λ},
E1 = {B
′′
θ ×A
′′
θ : θ ∈ Θ},
E2 = {Bλ ×A
′
ω : λ ∈ Λ, ω ∈ Ω}.
Then J ⊂ E1, E2.
By part 0,
(a1) L(ν(B), µ(A)) =
∑
D×C∈E2
L(ν(D), µ(C)) =
=
∑
D×C∈J
L(ν(D), µ(C)) +
∑
D×C∈E2\J
L(ν(D), µ(C)).
We can see that
(a2)
∑
D×C∈E2\J
{0, L(ν(D), µ(C))} ⊂
∫ p
L
(∑
ω∈Ω
svar
(
B \
⋃
ξ∈Ξω
Bξ, ν
)
×Aω, µ
)
⊂
∫ p
L(C′, µ) ⊂ T ′.
Hence, by closure, ∑
D×C∈E2\J
L(ν(D), µ(C)) ∈
∫ p
L(C′, µ) ⊂ T ′.
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Consequently, from (a1),∑
D×C∈J
L(ν(D), µ(C)) ⊂ L(ν(B), µ(A)) − T ′.
On the other hand, because of the convergence of the sum right up, we find that
there is a finite set J ⊂ J such that
(a3)
∑
D×C∈J
L(ν(D), µ(C)) +
∑
D×C∈J\J
{0, L(ν(D), µ(C))}
⊂
∑
D×C∈J
L(ν(D), µ(C)) + T ′ ⊂ L(ν(B), µ(A)) − T ′ + T ′.
Now, similarly to (a2), one can see that
(a4)
∑
D×C∈E1\J
{0, L(ν(D), µ(C))} ⊂
∫ p
L
(∑
ω∈Ω
svar
(
B \
⋃
ξ∈Ξω
Bξ, ν
)
×Aω, µ
)
⊂
∫ p
L(C′, µ) ⊂ T ′.
Hence, from (a3), (a4), we find∑
D×C∈J
L(ν(D), µ(C)) +
∑
D×C∈E1\J
{0, L(ν(D), µ(C))} =
( ∑
D×C∈J
L(ν(D), µ(C))+
∑
D×C∈J\J
{0, L(ν(D), µ(C))}
)
+
∑
D×C∈E1\J
{0, L(ν(D), µ(C))}
⊂ (L(ν(B), µ(A)) − T ′ + T ′) + (T ′).
Taking closure,
(a5)
∑
D×C∈J
L(ν(D), µ(C)) +
∑
D×C∈E1\J
{0, L(ν(D), µ(C))} ⊂
⊂ L(ν(B), µ(A))− T ′ + T ′ + T ′ + T ′.
However, every finite partial sum of∑
Bλ×Aλ∈E0
L(ν(Bλ), µ(Aλ))
which contains the at least the set J ′ ⊂ E0 of the majorizing sets of J ⊂ J is
contained in the closure set of (a5) above, because the sets B′′θ ×A
′′
θ were obtained
by decomposing set Bλ ×Aλ in the second component. That proves∑
Bλ×Aλ∈J ′
L(ν(Bλ), µ(Aλ)) +
∑
Bλ×Aλ∈E0\J ′
{0, L(ν(Bλ), µ(Aλ))}
⊂ L(ν(B), µ(A))− T ′ + T ′ + T ′ + T ′.
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Here T ′ was arbitrary. That implies∑
Bλ×Aλ∈E0
L(ν(Bλ), µ(Aλ)) = L(ν(B), µ(A)),
which was our statement.
Part 2. The general case. Let us repeat the refinement construction of Part 1,
but without the assumption that the Bλ’s decompose B.
For each ω ∈ Ω consider a decomposition
B \
⋃
ξ∈Ξω
Bξ =
.⋃
ψ∈Ψω
Bω,ψ.
Make the modification that instead of E2 we take
E˜2 = E0 ∪ {Bω,ψ ×A
′
ω}
Here, to the analogy of the first line of (a1) in Part 1 we have
L(ν(B), µ(A)) =
∑
D×C∈E¯2
L(ν(D), µ(C)),
because the Aω’s nicely decompose A.
After that one can repeat the proof of Part 1. 
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14. Classical Lebesgue theory
14.1. Convention. Here we suppose that V = W = Z = R and M is ordinary
multiplication.
A. Main statements.
The following statements are the cornerstone of classical Lebesgue theory:
14.2. Lemma (Beppo Levi’s theorem). Let S ⊂ P(X) be an interval system and
µ : S→ R be a measure.
Suppose that fn : X → R (n ∈ N) are integrable,∑
n∈N
svar(fn, µ)
is bounded. Then ∑
n∈N
fn(x)
is almost everywhere convergent, and for
f =
∑
n∈N
fn
(defined arbitrarily on non-convergence points)∫
f µ =
∑
n∈N
∫
fn µ.
Furthermore, in this case
svar(f, µ) ⊂
∑
n∈N
svar(fn, µ).
Proof. This is Lemma 11.7 reformulated. 
14.3. Lemma (Constructivity). Let S ⊂ P(X) be an interval system and µ : S→
R be a measure.
If f, g : X → R are integrable then f ∨ g, f ∧ g are integrable. If c ≥ 0 then f ∧ c
is integrable, if c ≤ 0 then f ∨ c is integrable. |f | is integrable.
Proof. This is Lemma 11.8 reformulated. 
14.4. Lemma (Monotonicity). Let S ⊂ P(X) be an interval system and µ : S→ R
be a measure. Suppose that µ ≥ 0.
Then, we claim, if f : X → R is integrable then |f |+ and |f |− are integrable and∫
fµ ∈ svar(f, µ) ⊂
[∫
|f |−µ,
∫
|f |+µ
]
.
Endpoints are contained in the semivariation
NOTES ON LEBESGUE INTEGRATION 137
Proof. This is Lemma 11.9 reformulated. 
14.5. Lemma. Let S ⊂ P(X) be an interval system and µ : S→ R be a measure.
For a set C ⊂ X the following are equivalent:
i.) C is strongly negligible
ii.) C is weakly negligible
iii.) For each ε > 0 there is a countable indexed family of sets {Eλ}λ∈Λ from S
such that ∑
λ∈Λ
χE(x)
is divergent for all x ∈ C but∑
λ∈Λ
svar(Eλ, µ) ⊂ (−ε, ε).
iv.) There is an ε > 0, such that . . . (continued as in iii.) )
v.) For each ε > 0 there is a countable indexed family of sets E from S covering
C such that ∑
E∈E
svar(Eλ, µ) ⊂ (−ε, ε).
Proof. The equivalence of i. and ii. follows from Lemma 11.10, while equivalence
with iii. follows from Lemma 11.11.
Statements iv. and v. are weaker statements the iii., but summing of the appro-
priate pointed envelopes of semivariation contained in (−ǫ2−n−1, ǫ2−n−1) (n ∈ N)
we obtain the reverse direction. 
It is also notable that
14.6. Lemma (“Structure theorem”). Let S ⊂ P(X) be an interval system and
µ : S→ R be a measure.
Suppose that f : X → R is integrable, and svar(f, µ) is bounded. Then, we claim,
for arbitrary ε > 0 there exist countable families cλ ∈ R, Eλ ∈ S (λ ∈ Λ) such that
for each x ∈ X
f(x) =
∑
λ∈Λ
cλχEλ(x)
or the right side is completely divergent [meaning that both the positive and negative
terms are unbounded]; and∑
λ∈Λ
svar(cλ, Eλ, µ) ⊂ svar(f, µ) + (−ε, ε).
Proof. This is Lemma 11.12 except that we have to provide full divergence on the
negligible set where the right side sum and the left side are not equal.
To do that, we can take functions χEλ as in Lemma 14.5.iii plus the functions
−χEλ into the sum. Adding these terms make the big sum divergent on a negligible
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set including C, but leaves everything else as it was over other points x. If∑
λ∈Λ
svar(Eλ, µ)
was small then the sum of all semivariations will not increase much. 
B. Positive measures.
14.7. The more classical part of Lebesgue integration deals with the case µ ≥ 0.
Using Beppo Levi’s theorem, constructivity and monotonicity, one can now prove
the usual theorems in the development of classical Lebesgue integration. That
includes Fatou’s Lemma and Lebesgue’s dominated convergence theorem.
The only major point missing then is to show that being measurable and be-
ing dominated implies being integrable. That follows from Lebesgue’s dominated
convergence theorem once measurability is properly defined.
14.8. It is very easy to see that if R and S are interval systems then
R⊠S = {B ×A : B ∈ R, A ∈ S}
is an interval system. Moreover, if µ, ν ≥ 0 are measures then the function
ν × µ : R⊠S→ R
ν × µ(B ×A) = ν(B)µ(A)
will define a measure. Opposed to the lengthy discussions of Section13, that is
an immediate consequence of Beppo Levi’s theorem. After that, Fubini’s theorem
immediately follows from Lemma 14.6 and Beppo Levi’s theorem.
C. Signed measures.
For the sake of completeness we include the discussion about measure decompo-
sition without specifically applying to the Hahn decomposition theorem in terms of
the underlying set X. We restrict our attention to the locally finite case
14.9. Lemma. Let S ⊂ P(X) be an interval system and µ : S→ R be a measure.
Then, we claim, µ is of locally finite semivariation if and only if µ is locally
bounded, ie. for each A ∈ S
svar(A,µ)
is bounded.
Proof. (⇒) Let U be as in Definition 12.2.a with any bounded neighborhood. Then
we can rescale U such that 1 ∈ U but∫ p
M(svar(U , A), µ)
is still bounded. The set above contains svar(A,µ), hence that is bounded.
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(⇐) According to Lemma 4.9 and Lemma 11.3 we know that∫ p
M(svar([−1, 1], A), µ) = conv svar(A,µ)− conv svar(A,µ).
Then we can rescale. 
14.10. Remark. For the purposes of classical integration this boundedness state-
ment is more practical as definition.
14.11. Definition. Let S ⊂ P(X) be an interval system and µ : S → R be a
measure of locally finite semivariation. Then we define
|µ|+(A) = sup
{∑
λ∈Λ
|µ(Aλ)|
+ :
.⋃
λ∈Λ
Aλ = A in S
}
|µ|−(A) = sup
{∑
λ∈Λ
|µ(Aλ)|
− :
.⋃
λ∈Λ
Aλ = A in S
}
|µ|(A) = sup
{∑
λ∈Λ
|µ(Aλ)| :
.⋃
λ∈Λ
Aλ = A in S
}
.
14.12. Lemma. Let S ⊂ P(X) be an interval system and µ : S→ R be a measure
of locally finite semivariation.
The functions |µ|+, |µ|−, |µ| : S→ R are non-negative measures and
µ(A) = |µ|+(A)− |µ|−(A) |µ|(A) = |µ|+(A) + |µ|−(A).
Furthermore,
|µ|+(A) = sup svar(A,µ) − |µ|−(A) = inf svar(A,µ).
Proof. The fact that |µ|+, |µ|−, |µ| are measure follows from the fact that if
A =
.⋃
ω∈Ω
Bω
then computing |µ|+(A), |µ|−(A), |µ|(A) we can restrict our attention to decom-
positions A which refine the decomposition above. Indeed, we can always take a
common refinement of decompositions and sup will not suffer.
The decomposition equalities follow from the equalities∑
λ∈Λ
µ(Aλ) =
∑
λ∈Λ
|µ(Aλ)|
+ −
∑
λ∈Λ
|µ(Aλ)|
−
and ∑
λ∈Λ
|µ(Aλ)| =
∑
λ∈Λ
|µ(Aλ)|
+ +
∑
λ∈Λ
|µ(Aλ)|
−.
Indeed, we can take successively refined decompositions such that sums∑
λ∈Λ
|µ(Aλ)|
+,
∑
λ∈Λ
|µ(Aλ)|
−,
∑
λ∈Λ
|µ(Aλ)|
will limit to |µ|+(A), |µ|−(A), |µ|(A), while the equalities stand.
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The statements for the supremum and infininum of the semivariation follows
from the definition. 
14.13. Lemma. Let S ⊂ P(X) be an interval system and µ : S→ R be a measure
of locally finite semivariation. Suppose that f : X → R is an integrable function.
Then, we claim, ∫
f |µ|+,
∫
f |µ|−,
∫
f |µ|,
exist and ∫
fµ =
∫
f |µ|+ −
∫
f |µ|−,
∫
f |µ| =
∫
f |µ|+ +
∫
f |µ|−.
Proof. From the definition of |µ|+ and |µ|− one can see that
svar(cχE , |µ|
+) ⊂ svar(cχE , µ); svar(cχE , |µ|
−) ⊂ − svar(cχE , µ).
Applying this to a sum as in Lemma 14.6 and using Beppo Levi’s theorem one
immediately obtains the statements. 
14.14. Lemma. Let S ⊂ P(X) be an interval system and µ : S→ R be a measure
of locally finite semivariation. Suppose that f : X → R is an integrable function.
Then, we claim,∫
|f ||µ| =
∫
|f |−|µ|− +
∫
|f |+|µ|+ +
∫
|f |−|µ|+ +
∫
|f |+|µ|−
and ∫
fµ =
∫
|f |−|µ|− +
∫
|f |+|µ|+ −
∫
|f |−|µ|+ −
∫
|f |+|µ|−
(existence stated). Furthermore,
svar(f, µ) ⊂
[
−
∫
|f |−|µ|+ −
∫
|f |+|µ|−,
∫
|f |−|µ|− +
∫
|f |+|µ|+
]
.
The endpoints are in the semivariation. In particular,
⊂
[
−
∫
|f ||µ|,
∫
|f ||µ|
]
follows.
Proof. According to the previous lemma
∫
f |µ| exists. From this one obtains that∫
|f | |µ| exists. The formulae for the integrals follow from the earlier statements.
The formula for the semivariation immediately follows from
svar(f, µ) = svar(|f |+, µ) + svar(−|f |−, µ) = svar(|f |+, µ)− svar(|f |−, µ).
(The “⊂” part is easy while “=” follows from Lemma 6.5.b.) 
14.15. Remark. However, at this point it is probably easier to pass to a measure
extension and apply Hahn decomposition directly.
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14.16. Remark. Despite the great simplifying power of Hahn decomposition, we
can treat measure product just like in the non-negative case. The main difference
is that when we apply for Beppo Levi’s theorem in order to prove σ-additivity then
for each countable decomposition
B ×A =
.⋃
λ∈Λ
Bλ ×Aλ
we have to prove that ∑
λ∈Λ
svar(ν(Bλ)χAλ)
is bounded, and we cannot use monotonicity as in the non-negative case. Never-
theless, boundedness follows from∑
λ∈Λ
svar(ν(Bλ)χAλ , µ) =
∑
λ∈Λ
∫ p
M(var(ν(Bλ), Aλ), µ) =
=
∫ p
M
(∑
λ∈Λ
var(ν(Bλ), Aλ), µ
)
⊂
∫ p
M(var(svar(B, ν), A), µ) ⊂
⊂
∫ p
M(var(conv svar(B, ν), A), µ) ⊂ [−|ν|(B)|µ|(A), |ν|(B)|µ|(A)].
D. Comments.
The cases when ∫
fµ = +∞ or
∫
fµ = −∞
can be incorporated as it was indicated in Section 11.D. See Section 16 for state-
ments covering the more general case, and in fact, a more unified treatment.
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15. Infinite formal sums
15.1. Convention. In what follows the sum signs∑
will be used in the extended sum sense (as follows).
15.2. Reminder. In what follows we will use the extended set of the real numbers
R∗ = R ∪ {+∞,−∞,±∞}.
The set of positive and nonnegative numbers are the intervals (0,+∞] and [0,+∞],
respectively. To any extended real a we assign a “positive” (nonnegative) and
“negative” (nonpositive) part |a|+ and |a|− from [0,+∞] as usual. We have | ±
∞|+ = | ±∞|− = +∞.
The relation a ≤ b means that a, b ∈ [−∞,+∞] and the equality holds in the
usual sense or it refers to −∞ ≤ ±∞, ±∞ ≤ ±∞, or ±∞ ≤ +∞.
In general, the right-modified relation a ≺′ b means that a ≺ b or b = ±∞. We
will similarly use ′ on the left.
We use two kinds of infinum and supremum; they are as usual except that in the
ordinary case
inf{±∞} = −∞ and sup{±∞} = +∞;
but in the extended case
′
inf{±∞} = +∞ and
′
sup{±∞} = −∞.
Any countable family {aλ}λ∈Λ of the extended real numbers will yield one ex-
tended real number ∑
λ∈Λ
aλ =
(∑
λ∈Λ
|aλ|
+
)
−
(∑
λ∈Λ
|aλ|
−
)
as a sum (generalizing the nonnegative sums). The case ±∞ corresponds to (+∞)−
(+∞), the other cases are as usual.
A definition of lesser importance is:
15.3. Definition. Suppose that {aλ}λ∈Λ is an indexed family of numbers from R
∗.
Assume that n ∈ N. Then we define
(′)
sup−n {aλ}λ∈Λ = inf
Ξ⊂Λ
|Ξ|=n
(′)
sup
λ∈Λ\Ξ
aλ
and
(′)
inf−n {aλ}λ∈Λ = sup
Ξ⊂Λ
|Ξ|=n
(′)
inf
λ∈Λ\Ξ
aλ
(Ie. supremum and infinum except n elements.)
The following definitions will be essential.
NOTES ON LEBESGUE INTEGRATION 143
15.4. Definition. Suppose that S is a family of sets. A formal sum C over S is a
countable indexed family {(cλ, Cλ)}λ∈Λ from R×S. (Ie. multiplicities are allowed.)
A set Cλ is called a coefficient set, a number cλ is called a coefficient number, the
pair (cλ, Cλ) is called a coefficient pair. The coefficient set family of C is
C = {Cλ : λ ∈ Λ}.
A countable disjoint union of formal sums Cξ (ξ ∈ Ξ) is the formal sum
.⋃
ξ∈Ξ
Cξ = {(cξ,λ, Cξ,λ)}ξ∈Ξ,λ∈Λξ
which contains all the coefficient pairs from the original formal sums (with ap-
propriate reindexing). The opposite formal sum −C is the formal sum where the
coefficient numbers cλ are substituted by −cλ. A formal sum C is positive (or
nonnegative) if all the coefficients are from (0,+∞] (or from [0,+∞]).
15.5. Convention. In what follows when we write C = −C+ ∪˙C+ then we assume
that C+ and C− are nonnegative formal sums. Elements of 0 coefficient can belong
to any side (but they do not matter in general).
15.6. Definition. The value of the formal sum C at a point x ∈ X is defined as
C
Σ(x) =
∑
λ∈Λ, x∈Cλ
cλ.
15.7. Definition. a.) A formal sum C number-decomposes into a formal sum C′ if
each coefficient pair (cλ, Cλ) is substituted by countably many other one (cλ,γ , Cλ)
where γ ∈ Γλ such that
|cλ|
+ =
∑
γ∈Γλ
|cλ,γ |
+ and |cλ|
− =
∑
γ∈Γλ
|cλ,γ |
− .
(Ie. nonnegative coefficients decompose to nonnegative coefficients, and similarly
for nonpositive ones. This allow the decomposition of a 0 coefficients into 0 many
terms.)
We say “finite-number” instead of “number” if element of C actually number-
decomposes to finitely many parts.
b.) A formal sum C set-decomposes into a formal sum C′ if each coefficient pair
(cλ, Cλ) is substituted by countably many other one (cλ, Cλ,γ) where γ ∈ Γλ and
{Cλ,γ : γ ∈ Γλ} exactly decomposes the set Cλ. In particular, if a family of sets
F ⊂ S decomposes C = {Cλ : λ ∈ Λ} then one can naturally set-decompose C
along F.
c.) A formal sum C decomposes into a formal sum C′
C→ C′
if it occurs after finitely many number- or set-decomposition steps.
d.) A formal sum C subdecomposes into a formal sum C′
C
sub
−−→ C′
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if it occurs after the following procedure:
C ≡ C0

// C1

// C2

// . . .
C′1 ∪˙ C
′
2 ∪˙ C
′
3 ∪˙ . . . ≡ C
′.
We start with C = C0 and then we successively (finitely) decompose Cn−1 into
Cn ∪˙C
′
n. Then we take the union of all C
′
n and this will be C
′.
If C (sub)decomposes into C′ and the coefficient pair (c′µ, C
′
µ) ∈ C
′ is obtained
from (cλ, Cλ) ∈ C after finitely many steps then we say that (cλ, Cλ) ∈ C is the
progenitor of (c′µ, C
′
µ) ∈ C
′.
15.8. Lemma. Two (finite-)number-decomposition steps following each other are
equivalent to one (finite-)number-decomposition step. Two set-decomposition steps
following each other are equivalent to one set-decomposition steps.
Proof. That immediately follows from the definitions. 
15.9. Convention. In what follows we assume that every formal sum is over an
interval system S ⊂ P(X); and every decomposition is supposed to be over S.
The following procedure is a very intuitive one, but is not so easy to describe.
15.10. Definition (Description of Procedure 1). Assume that S ⊂ P(X) is an
interval system.
Suppose that we have countably many formal sums
{Cn}n∈N = {{(an,m, An,m)}m∈Nn}n∈N
over S, with positive coefficients, where N and Nn are initial segments of N. Also
list all possible pairs 〈n,m〉 as 〈n(j),m(j)〉 (j ∈ J) along an initial segment J of N.
In what follows we will describe a procedure which set-decomposes and then
finite-number-decomposes each formal sum Cn, and to each piece (z, Z) resulted
assigns a “color” from N and a “lift” [u, v)×Z ⊂ [0,+∞)×Z, such that |v−u| = z.
First, consider the sequence,
An(0),m(0), An(1),m(1), An(2),m(2), An(3),m(3), . . . .
Apply Lemma 1.4.a and b. in order to find a decomposition A−1 of the union of
all these sets, and successive refinements Aj (j ∈ J) such that An(j),m(j) is already
decomposed by Aj .
Then, the procedure continues in steps along J . Suppose that j ∈ J comes.
First, we set-decompose
(an(j),m(j), An(j),m(j))
along Aj . Suppose that (an(j),m(j), E) is one piece resulted. Notice that for each
element A′ of A0 ∪ . . . ∪Aj the set E is either contained in A
′ or E is disjoint from
A′. Let
bEj =
∑
1≤k≤j, n(k)=n(j)
E⊂An(k),m(k)
an(k),m(k) and c
E
j =
∑
1≤k<j, n(k)=n(j)
E⊂An(k),m(k)
an(k),m(k).
NOTES ON LEBESGUE INTEGRATION 145
Notice that bj − cj = an(j),m(j). More generally, let S
E
j be the set of all positive
numbers which occur as ∑
1≤k≤i, n(k)=n(i)
E⊂An(k),m(k)
an(k),m(k)
with an i < j chosen. We can consider all those values which fall into (cEj , b
E
j ).
Suppose that they are like
cEj < u1 < . . . < uh < b
E
j .
Now, what we do is that we finite-number-decompose (an(j),m(j), E) with coefficient
numbers
u1 − c
E
j , u2 − u1, . . . , b
E
j − uh.
Here, we assign the “lifts”
[cEj , u1)× E, [u1, u2)× E, . . . [uh, b
E
j )× E,
respectively. Moreover, to each piece (ul+1 − ul, E) we can assign the “color” s if
there are s many numbers p such that
ul < dp =
∑
1≤k≤j, n(k)=p
E⊂An(k),m(k)
an(k),m(k).
(We can take the conventions u0 = c
E
j and uh+1 = b
E
j here.)
From the viewpoint of each element (an,m, An,m) a set-decomposition and a finite-
number-decomposition happened, so we can imagine the whole procedure so that
we set- and finite-number-decompose each Cn. We can gather things at the end
into coefficient systems
C
′
0, C
′
1, C
′
2, . . .
as decompositions of Cn’s, respectively, or into
F0, F1, F2, . . . ,
according to color.
The next lemma describes some properties of Procedure 1.
15.11. Lemma. Consider Procedure 1.
a.) Consider the elements Fn of color n. We claim that for each x ∈ X there is
a possibly infinite sequence of non-negative real numbers
0 = v0 < v1 < v2 < v3 < . . .
and sets
E0 ⊃ E2 ⊃ E1 ⊃ E2 ⊃ E3 ⊃ . . .
from S, all containing x such that
[vj , vj+1)× Ej
are lifts of elements of Fn. Furthermore, the lifts account for all those lifts
[u, v) × E
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such that x ∈ E.
b.) We claim that
F
Σ
n (x) = sup−n{C
Σ
0 (x), C
Σ
1 (x), ,C
Σ
2 (x), . . .}.
c.) Suppose that
[u, v) × E
is a lift of an element of color n. Suppose that 0 ≤ m ≤ n. Then, there is exactly
one element of color m whose lift
[u′, v′)× E′
contains it, or even intersects.
d.) Suppose that
[u, v) × E
is a lift of an element of color n. Suppose that m > n. Let E be the sets of all E′’s
such that
[u′, v) × E′
is a lift of color m (with an appropriate u′).
Then, we claim, if E covers E, then it forms an exact decomposition of E.
Furthermore, E they decomposes every E′′ which occur from a lift
[u′′, v′′)× E′′ ⊂ [u, v)× E.
e.) The situation in the previous point occurs if
i. For all x ∈ E the inequality FΣm(x) > v holds; or if
ii. [u, v)× E comes from Cs but F
Σ
m−1(x) > C
Σ
s (x).
Proof. a.) From the construction, all E’s which contain x form such a sequence as
above, and they occur in the order of steps of Procedure 1. In such a step if lifts of
color n
[w0, w1)× E, . . . , [wg−1, wg)× E
were created then it is just to say that the (n + 1)th greatest value of the partial
sums dp coming from the various Cn’s up to that point increased from w0 to wg.
b.) As it was explained in the previous point, a cofinal sequence of vi’s occur as
the (n + 1)th greatest value of the dp’s. Taking the limit will yield the statement.
c.) When a lift [u, v) × E of color n > 0 is created then it is contained in a lift
of [u′, v′)×E′ of color n− 1. Simply, we know that u was exceeded n times before,
and the last time it was exceeded must have yielded a lift [u′, v′)×E′ of color n−1,
which by construction contains [u, v) × E. Also, that because of point a. all the
lifts of the same color are disjoint; that proves the rest of the statement.
d.) That statement immediately follows from the fact that all E’s occuring all
either disjoint or one which occurs later is contained in the earlier one.
e.) By construction, when the (m+1)the greatest dp exceeds v at a point x ∈ E,
then such a nice lift occurs by definition. In case i.) this is the direct requirement.
As for ii.), suppose that we are in the step when [u, v) × E comes up. Assume
that the color m never reaches v. Suppose, that later we are in a step when colors
0, . . . ,m− 1 have exceeded not only v but CΣs (x) (according to ii.) ). Consider ds
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in that step. It cannot be of color 0, . . . ,m− 1, because it is too small. So it must
be at least of color m. But this is a contradiction. 
The next lemma is the crucial point in order to prove the consistency of the
Lebesgue integral. Its statement can be proven “by hand”, but the proofs simply
follow from the properties of Procedure 1.
15.12. Lemma. Consider an interval system S ⊂ P(X).
a.) Suppose that C and D are positive formal sums, C is finite. Also suppose and
for all x ∈ X
C
Σ(x) < DΣ(x) or CΣ(x) = 0.
Then, we claim, there exist positive formal sums C′ and E such that C decomposes
into C′ and D decomposes into C′ ∪˙E:
C
?
??
? D
@
@@
@
~~
~~
C′ E.
In fact, these decompositions above can be achieved by a set-decomposition step
followed by a finite-number-decomposition step for C; and by a set/finite-number/set
decomposition for D.
b.) Suppose that C and D are positive formal sums and
C
Σ(x) ≤ DΣ(x)
holds for all x ∈ X. Then, we claim, there exists a positive formal sum C′ such
that C decomposes into C′ and D subdecomposes into C′:
C
?
??
? D.
sub~~|
||
|
C′
In fact, the decomposition of C above can be achieved by a number/set/finite-
number-decomposition.
c.) Suppose that C1 and C2 are positive formal sums such that
C
Σ
1 (x) = C
Σ
2 (x)
for all x ∈ X. Then there exists a positive formal sum C such that
C1
  @
@@
@
C2
~~ ~
~~
C
both C1 and C2 can be decomposed into C. In fact, the decompositions above can be
achieved by a number/set/finite-number/set/finite-number-decomposition.
d.) Suppose that C and D are positive formal sums. Then, we claim, there exists
a decomposition
C ∪˙D→ Emin ∪˙Emax
such that
Emin
Σ(x) = min(CΣ(x),DΣ(x))
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and
Emax
Σ(x) = max(CΣ(x),DΣ(x)).
The decomposition above can be achieved by a set-decomposition step followed by a
finite-number-decomposition step.
The statements of this lemma also valid for nonnegative sums instead of positive
ones.
Proof. a.) Apply Procedure 1. Being C finite we can assume that in the listing
along J we list the elements of C and then the elements of D. Then, when we do
Procedure 1, everything which comes from C gets color 0, because only d0 plays.
Suppose that the lift [u, v) × E comes from C. According Lemma 15.11.e.ii, E is
decomposed by an appropriate system E as in Lemma 15.11.d .
Use a set-decomposition along E with respect to all elements, whose lift is is
contained in [u, v) × E. From the viewpoint of D we had a set-decomposition and
a finite-number decomposition followed by a set-decomposition. Let C′ be the set
of all decomposition products from D′ subordinated to such a [u, v) × E coming
from C. And let the rest be E. From the viewpoint of elements of C, they get
set-decomposed one, then set-decomposed again, and we know that they finite-
number-decompose into C′. That amounts to a set-decomposition followed by a
finite-number-decomposition.
b.) First, number-decompose each coefficient number of C into infinitely many
positive finite numbers. That way we obtain C′′. Suppose that C′′ is indexed by N.
Now we start with D = D0. Then, by recursion, in the nth step, using part a.), we
obtain a coefficient sets C′n and Dn such that {(c
′′
n−1, C
′′
n−1)} decomposes into C
′
n
and Dn−1 decomposes into C
′
n ∪˙Dn:
C // C′′ ≡ {(c′′0 , C
′′
0 )}

∪˙ {(c′′1 , C
′′
1 )}

∪˙ {(c′′2 , C
′′
2 )}

∪˙ . . .
C′1 ∪˙ C
′
2 ∪˙ C
′
3 ∪˙ . . . ≡ C′
D = D0 //
OO
D1
//
OO
D2
//
OO
. . .
The reason that part a.) remains applicable is that we used that special number-
decomposition first. Then let
C
′ =
.⋃
n≥1
C
′
n.
Part a.) also implies the statement about the possible number of number- and
set-decompositions.
c.) First number-decompose each coefficient into an infinite sum of positive
numbers, hence we obtain C′1 and C
′
2. Now apply Procedure 1. We get element in
color 0 and 1. In fact, if [u, v) × E is a lift of color 0, then according to Lemma
15.11.e.i the situation of Lemma 15.11.d applies. If we apply the decompositions
along those E for each 0-color element then we we find that the resulted system C
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is such that both C′1 and C
′
2 set/finite-number decomposes into it, either through
as an element of color 0 or color 1.
d.) This is Procedure 1 applied directly; and separation by colors.
The closing remark follows from the fact the we can always finite-number-decompose
terms with 0 coefficients into nothing. 
15.13. Remark. In Lemma 15.12.a it is easy to improve both decompositions into
set/finite-number decompositions. Making detailed, optimal statements here, how-
ever, is not particularly worthwhile.
15.14. Corollary. Consider an interval system S ⊂ P(X).
Suppose that C = −C− ∪˙C+ and D = −D− ∪˙D+ where C−, C+, D−, D+ are
nonnegative formal sums. Suppose that
C
Σ(x) ′=′ DΣ(x)
for all x ∈ X. (Ie. they are equal or we have ±∞ on one side.)
Then, we claim, there exists positive formal sums EC, E
−, E+, ED such that
C+ decomposes into EC ∪˙E
+, C− decomposes into EC ∪˙E
−, D+ decomposes into
ED ∪˙E
+, D− decomposes into ED ∪˙E
−, ie.
EC C
+oo // E+ D+oo // ED
C
OO

cc ;;
{{ ##
D
OO

cc ;;
{{ ##
−EC −C−oo // −E− −D−oo // −ED
Proof. We see that C− ∪˙D+ and C+ ∪˙D− are nonnegative formal sums such that
(C− ∪˙D+)Σ(x) = (C+ ∪˙D−)Σ(x)
for all x ∈ X. Then by Lemma 15.12.c there is a common decomposition E for
C− ∪˙D+ and C+ ∪˙D−. From E, let EC be the formal sum of those elements which
come form C+ and C−; let E+ be the formal sum of those elements which come form
C+ and D+; let E− be the formal sum of those elements which come form C− and
D−; let ED be the formal sum of those elements which come form D
+ and D−. 
15.15. Remark. The corollary above shows that if two formal sums ′=′ locally,
then they are sort of equal in global sense, too. In what follows we will not use this
kind of global arguments but this is the main idea behind the content of the next
section.
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16. The Lebesgue-Riesz integral
In this section we use interval systems, Section 1; the definition of measure, Def-
inition 3.1; and the decompositions from Definition 14.11 and Lemma 14.12.
A. Definition and consistence.
16.1. Definition. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
Suppose that C = {(Cλ, cλ)}λ∈Λ is a formal sum with respect to S.
Then we define the positive variation as∫ +
µC =
∑
λ
|cλ|
+|µ(Cλ)|
+ + |cλ|
−|µ(Cλ)|
− ∈ [0,+∞];
the negative variation as∫ −
µC =
∑
λ
|cλ|
−|µ(Cλ)|
+ + |cλ|
+|µ(Cλ)|
− ∈ [0,+∞];
the total variation as ∫ ±
µC =
∫ +
µC+
∫ −
µC ∈ [0,+∞];
the overall sum as ∫
µC =
∫ +
µC−
∫ −
µC ∈ R∗.
16.2. Lemma. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
a.) If the formal sum C decomposes into the formal sum C′ then the positive
variation, negative variation, total variation and the overall sum stays the same.
b.) If µ ≥ 0 and the nonnegative formal sum D subdecomposes into a nonnegative
formal sum C then ∫
µC ≤
∫
µD.
Proof. a.) Both number-decomposition and set-decomposition leaves the things
above intact. b.) Any finite sum from C is majorized. 
16.3. Lemma (Comparison). Let S ⊂ P(X) be an interval system, µ : S → R be
a locally bounded measure. Also assume that C and D are formal sums.
a.) If for all x ∈ X
C
Σ(x) ′=′ DΣ(x)
holds then, we claim, ∫
µC ′=′
∫
µD.
b.) If µ ≥ 0 and for all x ∈ X
C
Σ(x) ′≤′ DΣ(x)
NOTES ON LEBESGUE INTEGRATION 151
holds then, we claim, ∫
µC ′≤′
∫
µD.
Proof. We can assume that C = −C− ∪˙C+ and D = −D− ∪˙D+ where C−, C+, D−, D+
are nonnegative formal sums.
a.) Our assumption
C
+Σ(x)− C−Σ(x) = CΣ(x) ′=′ DΣ(x) = D+Σ(x)− D−Σ(x)
implies
(C+ ∪˙D−)Σ(x) = C+Σ(x) + D−Σ(x) = C−Σ(x) + D+Σ(x) = (C− ∪˙D+)Σ(x).
Hence, by Lemma 15.12.c the formal sums C+ ∪˙D− and C− ∪˙D+ have a common
decomposition and by then, by Lemma 16.2,∫
µC+ +
∫
µD− =
∫
µ(C+ ∪˙D−) =
∫
µ(C− ∪˙D+) =
∫
µC− +
∫
µD+.
This, in turn, implies∫
µC =
∫
µC+ −
∫
µC− ′=′
∫
µD+ −
∫
µD− =
∫
µD.
b.) Our assumption
C
+Σ(x)− C−Σ(x) = CΣ(x) ′≤′ DΣ(x) = D+Σ(x)− D−Σ(x)
implies
(C+ ∪˙D−)Σ(x) = C+Σ(x) + D−Σ(x) ≤ C−Σ(x) + D+Σ(x) = (C− ∪˙D+)Σ(x).
Hence, by Lemma 15.12.b, there exists a nonnegative formal sum E such that
C+ ∪˙D− decomposes into E and, in turn, C− ∪˙D+ subdecomposes into E. Now, by
Lemma 16.2,∫
µC+ +
∫
µD− =
∫
µ(C+ ∪˙D−) =
∫
µE ≤
∫
µ(C− ∪˙D+) =
∫
µC− +
∫
µD+.
This, in turn, implies∫
µC =
∫
µC+ −
∫
µC− ′≤′
∫
µD+ −
∫
µD− =
∫
µD.

16.4. Definition. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
Consider a function
f : X → R∗.
a.) Suppose that there is a formal sum C such that for each x ∈ X
f(x) =′ DΣ(x)
and ∫
µD 6= ±∞.
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We say that this value gives the value of Lebesgue-Riesz integral∫ (LR)
µ f.
b.) Suppose that µ ≥ 0. We say that the formal sum D upper bounds f if for each
x ∈ X
f(x) ≤′ DΣ(x).
We define the upper Lebesgue-Darboux integral of f as∫ (LD+)
µ f =
′
inf
{∫
Dµ : D upper bounds f
}
,
which is an element of [−∞,+∞].
The lower Lebesgue-Darboux integral of f can be defined in similarly.
c.) Suppose that µ ≥ 0. If the lower and upper Lebesgue-Darboux integrals are
the same then we say that it is the Lebesgue-Darboux integral∫ (LD)
µ f.
16.5. Lemma. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure. Consider a function
f : X → R∗.
a.) The Lebesgue-Riesz integral, if exists, is unique.
b.) Suppose that µ ≥ 0. For the Lebesgue-Darboux integrals, which exist in all
circumstances, ∫ (LD−)
µ f ≤
∫ (LD+)
µ f.
c.) Suppose that µ ≥ 0. If f is Lebesgue-Riesz integrable then it is Lebesgue-
Darboux integrable and ∫ (LD)
µ f =
∫ (LR)
µ f.
Proof. a.) If
f(x) =′ CΣ(x) and f(x) =′ DΣ(x)
then
C
Σ(x) ′=′ DΣ(x).
Hence, by Lemma 16.3 ∫
µC ′=′
∫
µD.
If those values are not ±∞ then they must be equal.
b.) Consider an arbitrary formal sum C which lower bounds f and an arbitrary
formal sum D which upper bounds f . Then
C
Σ(x) ′≤ f(x) and f(x) ≤′ DΣ(x)
implies
C
Σ(x) ′≤′ DΣ(x).
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Then, by Lemma 16.3 it yields ∫
µC ′≤′
∫
µD.
Now, taking the extended supremum and infinum yields our statement.
c.) If
f(x) =′ DΣ(x)
and ∫
µD 6= ±∞
then D both lower bound and upper bounds f and sets the upper and lower
Lebesgue-Darboux integrals to be the same. 
We will prove the converse of point c. later for finite Lebesgue-Darboux integrals.
The converse is not true in the infinite case.
B. Properties.
16.6. Lemma. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
a.) The Lebesgue-Riesz integral is additive, the upper Lebesgue-Darboux integral
is subadditive, the lower Lebesgue-Darboux integral is superadditive – if the sums
are not ±∞.
b.) There is the usual behavior with respect to scalar multiplication. Multi-
plication by negative numbers interchanges the upper and lower Lebesgue-Darboux
integrals.
c.) If µ ≥ 0 then the integral is monotone.
Proof. We take always take the union of the formal sums. The behavior with respect
to scalar multiplication is straightforward. The monotonicity follows from Lemma
16.3.b. 
16.7. Definition. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
We say that a set C ⊂ X is negligible with respect to µ there exists a formal
sum C such that ∫
µC = 0,
but CΣ(x) = ±∞ at points of C.
16.8. Lemma. a.) If C is a formal sum but
∫
µC is finite then the set of points
where CΣ(x) is not finite is negligible.
a’.) If µ ≥ 0 and C is a formal sum and
∫
µC > −∞ then set of points where
CΣ(x) is −∞ or ±∞ is negligible.
b.) If we change the values of Lebesgue-Riesz/etc. integrable function in a neg-
ligible set then the resulted functions is still Lebesgue-Riesz/etc. integrable
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c.) Subsets and countable unions of negligible sets are still negligible.
Proof. a.) Take −C ∪˙C. That shows the statement.
a’.) Apply part a.) to the nonnegative part C+ of C.
b.) If C is like in Definition 16.8 then we can add it to any approximation/ upper
bound, etc.
c.) Only the case of countable unions is nontrivial. Suppose that C0, C2, C2, . . .
are negligible sets with the respective C0, C2, C2, . . .. Multiplying by small nonzero
numbers we can assume that the total variation of Cn is less than 2
−n. Then the
disjoint union C of the Cn is of still finite total variation. The places where C
Σ(x)
is ±∞ contains all Cn and it is negligible by point a. 
Hence we have the liberty of considering our functions up to changes on negligible
sets.
For the purpose of the next Lemma we use the notation f ∨ g = max(f, g),
f ∧ g = min(f, g), except at places where f or g are ±∞. At those places we
allow any value. In the case of Lebesgue-Riesz-integrable functions those places are
negligible, so they do not matter for the purpose of integration.
16.9. Lemma. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
If f, g : X → R are Lebesgue-Riesz-integrable, such that the integrals are finite
or < +∞ or > −∞. Also suppose that c < 0 < d.
Then, we claim, f ∨ g, f ∧ g, f ∨ d, f ∧ d are Lebesgue-Riesz-integrable, with
integrals which are finite or < +∞ or > −∞, respectively.
Proof. First we prove the special cases f ∨0 and f ∧0. Suppose that C = −C− ∪˙C+
is a formal sum to f . We can consider E, formal sum to min(C−Σ(x),C+Σ(x)). Then
−E ∪˙C+ and − C− ∪˙E
are formal sums to f ∨ 0 and f ∧ 0. Notice that the variations decreased. Hence,
we proved these special cases. Now,
f ∨ g = (f ∨ 0) ∨ (g ∨ 0) + (f ∧ 0) ∨ (g ∧ 0)
f ∧ g = (f ∧ 0) ∧ (g ∧ 0) + (f ∨ 0) ∧ (g ∨ 0)
f ∨ c = (f ∨ 0) + (f ∧ 0) ∨ c
f ∧ d = (f ∧ 0) + (f ∨ 0) ∧ d
show that it is enough to prove those cases when f, g ≥ 0 or f, g ≤ 0.
By symmetry we consider only the case when f, g ≥ 0 and we prove that f ∨
g, f ∧ g, f ∧ d have those nice properties.
Suppose that C = −C− ∪˙C+ and D = −D− ∪˙D+ are formal sums to f and g.
Notice that C−, D− are of finite variation (C+, D+ subdecomposes into them, so
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infinite variation would make the overall sum ±∞). Now, we can find nonnegative
formal sums, such that Emax is a formal sum to
max((C+ ∪˙D−)Σ(x), (C− ∪˙D+)Σ(x));
and Emin is a formal sum to
min((C+ ∪˙D−)Σ(x), (C− ∪˙D+)Σ(x)).
Then,
−D− ∪˙ − C− ∪˙Emax and − D
− ∪˙ − C− ∪˙Emin
are formal sums
f ∨ g and f ∧ g.
Notice that the variations decreased. Remains the case f ∧ d.
Using Lemma 1.4.a we can find countable family D of disjoint sets which cover
all the set from C = −C− ∪˙C+. Let d be the formal sum which assign the coefficient
everywhere. Let E be a formal sum to
min((C+)Σ(x), (C− ∪˙ d)Σ(x)).
Then
−C− ∪˙E
will be a formal sum to f ∧ d.
[Remark: Being the the integral possibly infinite, we cannot use the standard
tricks for f ∨ g.] 
16.10. Definition. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
We define ∫ −
µf,
∫ +
µf,
∫ ±
µf,
as the infinum of all ∫ −
µC,
∫ +
µC,
∫ ±
µC,
respectively, such that C is a formal sum to f .
16.11. Lemma. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
If f is Lebesgue-Riesz integrable then∫ (LR)
µf =
∫ +
µf −
∫ −
µf
∫
µ±f =
∫ +
µf +
∫ −
µf.
Proof. It immediately follows from the definitions and the consistency statement
for
∫
µC in Lemma 16.3.a. 
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16.12. Lemma. Suppose that f ≥ 0 has a Lebesgue-Riesz integral. Then we claim,
that for any ε > 0 there is a formal sum C = −C− ∪˙C+ to f such that∫ ±
µC− < ε.
In particular, if f ≥ 0 is Lebesgue-Riesz integrable and also µ ≥ 0 then∫ −
µf = 0.
Proof. Let C be a formal sum to f such that
∫
µC 6= ±∞. First of all C− has finite
negative and positive variation; otherwise C−Σ(x) ≤ C+Σ(x) would imply that that
C+ has at least the same negative and positive variation, and that would make∫
µC = ±∞.
So, the variation in C− it is finite. We can number-decompose each positive
coefficient in C− into infinitely many positive coefficients. That way we obtain
C−−. The variation of C−− is still finite, and it mainly comes only from finitely
many terms, so C−− = D ∪˙C−′; D is finite and almost all variation comes from D
except ε. Now DΣ(x) < C−Σ(x) ≤ C+Σ(x) or DΣ(x) = 0. We can apply Lemma
15.12.a, and so we can substitute D by D′ and C+ by D′ ∪˙C+′, both decompositions.
Being D finite, for C′ = −C−′ ∪˙C+′ we see that
f(x) =′ C′Σ(x),
and it has the required properties. 
The lemma above demonstrates the applicability of
16.13. Lemma (Beppo Levi’s theorem). Let S ⊂ P(X) be an interval system,
µ : S→ R be a locally bounded measure.
Suppose that fn are Lebesgue-Riesz integrable.∑
n∈N
∫ −
µfn < +∞.
Then ∑
n∈N
fn
(which is, of course, is defined everywhere) converges in classical sense to a finite
number or to +∞ or to −∞ almost everywhere; the resulted function is Lebesgue-
Riesz integrable and ∑
n∈N
∫ (LR)
µfn =
∫ (LR)
µ
∑
n∈N
fn.
Moreover, ∫ −
µ
∑
n∈N
fn ≤
∑
n∈N
∫ −
µfn.
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Proof. We can assume that Cn is a formal sum to fn such that∫ −
µCn <
∫ −
µfn + 2
−nε.
Then take all Cn together into C. For that∫ −
µC <
∑
n∈N
∫ −
µfn + 2ε.
Then f = CΣ(x) is Lebesgue-Riesz integrable. In particular, f(x) = CΣ(x) 6=
±∞ except on a negligible set N . Also, fn(x) = C
Σ
n (x) almost everywhere, but
certainly outside of N . Then, one can see f(x) ′=
∑
n∈N fn(x); which implies
that f(x) =
∑
n∈N fn(x); except on N . In particular, that yields the classical
convergence statement and the integrability of
∑
n∈N fn(x).
Our method immediately yields the estimate for
∫ −
µ
∑
n∈N fn, because taking
formal sums together, their negative variation is taken together. 
We have seen that in the case µ ≥ 0 Lebesgue-Riesz integrability implies Lebesgue-
Darboux integrability. The reverse is also true if the Lebesgue-Darboux integral is
finite:
16.14. Lemma. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
Suppose that µ ≥ 0. Then, we claim, if f has a finite Lebesgue-Darboux integral
then it is also Lebesgue-Riesz integrable.
Proof. From the lower approximating sums there are functions g′n ≤ f such that
lim g′n
is monotone increasing, the Lebesgue-Riesz integrals (ie. overall sums) limit to c.
We can actually take
gn = f0 ∨ f1 ∨ . . . ∨ fn.
Similarly with hn and the upper sums. Then
f− = g0 +
∑
n∈N
(gn+1 − gn) ≤ f ≤ f+ = g0 +
∑
n∈N
(hn+1 − hn)
almost everywhere. (Existence follows from Beppo Levi’s theorem.) Furthermore,∫
µf− = c =
∫
µf+.
Considering ∑
n∈N
(f+ − f−)
and Beppo Levi’s theorem we immediately see that not only f− ≤ f+ but
f− = f+
almost everywhere. Hence
f− = f = f+
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almost everywhere, and Lebesgue-Riesz integrability is clear. 
16.15. Lemma (Lebesgue’s monotone convergence theorem). Let S ⊂ P(X) be an
interval system, µ : S→ R be a locally bounded measure.
Suppose that fn, f ≥ 0 are integrable; and∑
n∈N
fn ≤ f.
Then ∑
n∈N
∫ −
µfn ≤
∫ −
µf and
∑
n∈N
∫ +
µfn ≤
∫ +
µf.
In particular, ∑
n∈N
fn
is integrable and∑
n∈N
∫ −
µfn =
∫ −
µ
∑
n∈N
fn and
∑
n∈N
∫ +
µfn =
∫ +
µ
∑
n∈N
fn.
That also implies∑
n∈N
∫ ±
µfn =
∫ ±
µ
∑
n∈N
fn and
∑
n∈N
∫ (LR)
µfn =
∫ (LR)
µ
∑
n∈N
fn.
Proof. i.) It is enough to prove the case of
∫ −
, otherwise we just take −µ instead
of µ. It is enough to prove for a finite sum. In that case we can assume that
f0 + . . . + fs = f.
We can consider formal sums Cn = −C
−
n ∪˙Cn, and C = −C
−∪˙C to fn and f . we
can assume that ∫
µ±C−n < ε,
∫
µ±C− < ε.
Then ∑
0≤n≤s
∫ −
µfn ≤
∑
0≤n≤s
∫ −
µC+n + sε ≤
∑
0≤n≤s
∫ −
µC+n +
∫ −
µC− + sε =
∑
0≤n≤s
∫ −
µC−n +
∫ −
µC+ + sε ≤
∫ −
µC+ + 2sε ≤
∫ −
µC+ +
∫ −
µC− + 2sε
≤
∫ −
µf + 2sε.
ii.) According to the integrability of f either∑
n∈N
∫ −
µfn or
∑
n∈N
∫ +
µfn
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is bounded, hence Beppo Levi’s theorem can be applied. So the integrability of the
sum follows.
Hence, we can assume
f =
∑
n∈N
fn.
Then, one has to prove the inequalities for the positive and negative integrals in
the other direction. These are nontrivial only in the unbounded case when they
follow from Beppo Levi’s theorem. 
From the these statements above one prove Fatou’s lemma, Lebesgue’s dominated
(sequential) convergence theorems. In general, having these basic statements one
can continue with the Lebesgue-integral as usual. Notice that Beppo Levi’s theorem
immediately implies Fubini’s theorem in the present setting.
A fundamental link to the classical viewpoint on Lebesgue integration is:
16.16. Lemma. Let S ⊂ P(X) be an interval system, µ : S → R be a locally
bounded measure.
If f is integrable then cχ{f>d} is Lebesgue-Riesz integrable.
Proof. We can see that
cχ{f>d} =
∑
n∈N
(
((n + 1)(f − f ∧ d)) ∧ c− (n(f − f ∧ d)) ∧ c
)
.
Notice that the terms of the sum are nonnegative. Then, the integrability follows
from Lemma 16.15 with the majorizing function m(f ∨ 0), where m is a sufficiently
large integer. 
Then one can define integrable and measurable sets as usual.
16.17. Remark. If one is primary interested in the case of nonnegative measure
then it is much better to leave Procedure 1 out from the discussion and prove Lemma
15.12.a, b., d. “by hand”, which is quite easy. Then one case base integration on
the Lebesgue-Darboux version.
16.18. Remark. If one wants to extend the Lebesgue-Riesz integral to vector mea-
sures then one can define ∫
µC
as the common value of all ∑
λ∈Λ
c′λµ(C
′
λ)
for all decomposition C′ of C (if such a common value exists). This definition is
convenient to use if we assume a bounded variation property like we did above.
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17. Extension theory
The advantage of the picture presented in the previous sections is that there is a
full analogue in terms of Stonean vector lattices. In fact, things are even somewhat
nicer.
A. Positive vector lattices.
17.1. Definition. A positive (in fact, nonnegative) vector lattice S is subset of
[0,+∞)X such that
(Y1) f, g ∈ S implies that f + g, f ∨ g, f ∧ g, (f − g) ∨ 0 are also elements of S.
The positive vector lattice S is Stonean if
(Y2) f ∈ S, d ≥ 0 implies that f ∧ d is also an element of S.
17.2. Definition. A Daniell functional on a positive vector lattice S is a function
µ˜ : S → R
such that if fn (n ∈ N), f are in S then
f =
∑
n∈N
fn
(pointwise) implies
µ˜
(∑
n∈N
fn
)
=
∑
n∈N
µ˜(fn).
17.3. Definition. A Daniell functional µ˜ on a positive vector lattice S is of locally
bounded variation if for each f ∈ S
{µ˜(g) : 0 ≤ g ≤ f}
is bounded.
The fundamental statement is this matter is:
17.4. Lemma (Representability). Let S be a positive Stonean lattice. Assume that
µ˜ is a Daniell functional of locally bounded variation on S.
Then, we claim, there exists a unique measure µ on the interval system
I(S) =
{
{f > 1} \ {g > 1} : f, g ∈ S
}
such that
µ˜(f) =
∫
µf.
Proof. (Sketch, from [5].) 1. Let S′ be the family of sets
Af,g = {(v, x) ∈ R×X : f(x) > v ≥ g(x)},
where f, g ∈ S. One can check that these sets form an interval system. Let l be
the interval length function. Then, we can notice
l(Af,g
x) = ((f − g) ∧ 0)(x).
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Let us define the measure
µ′(A) = µ˜(x 7→ l(Ax));
Then the σ-additive property of µ′ the is just an obvious reformulation of the σ-
additive property of µ˜.
2. Now, let m ≥ b, where m ∈ N, 0 ≤ b ∈ R. Then
[0, b)× {f > 1} =
.⋃
n∈N
A((n+1)(f−f∧1))∧b,n(f−f∧1) ⊂ Amf,0
implies that the set above µ′-integrable. Taking differences it follows that the sets
[a, b]× ({f > 1} \ {g > 1})
are all integrable.
3. One can simply check that I(S) forms an interval system. Let
µ(B) =
∫
χ[0,1]×Bµ
′.
This is certainly a measure, and it is of bounded variation.
One can simply prove that
2
∫
χ[0,a]×Bµ
′ =
∫
χ[0,2a]×Bµ
′.
(we simply substitute all functions f ∈ S by 2f ∈ S), from which it follows that
(b− a)µ(B) =
∫
χ[a,b]×Bµ
′
if a ≤ b are nonnegative dyadic numbers.
4.) Now, consider the decomposition
Af,0 =
⋃
n∈Z, b∈N
[2b2n, (2b + 1)2n)×
(
{f > (2b+ 1)2n} \ {f > 2(b+ 1)2n}
)
,
apply µ′ and Beppo Levi’s theorem for µ. Then we see that
µ˜(f) =
∫
fµ.
5. The unicity of µ is obvious from the construction. 
17.5. Remark. This method is a basic to obtain measures.
Having such a measure, it will yield an extension of S to the positive lattice of
non-negative integrable functions. It is called the Daniell extension.
In the more traditional proofs, the associated integration theory (extension) is
constructed directly. Beside its philosophical importance, this latter method may
be useful because the Stonean property can be avoided for a good part, at the
expense of representability.
In what follows our objective is to construct this extension by imitating the
construction of the Lebesgue-Riesz integral.
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B. Formal sums in positive vector lattices.
17.6. Definition. a.) A formal sum C in a positive Stonean vector lattice S is just
an indexed family of elements f and −f where f is from the lattice. The formal
sum is nonnegative if only elements of S occur.
b.) A formal sum C is decomposes to a formal sum C′ each term f ∈ S from C
is substituted by countably many terms {fλ}λ∈Λ (fλ ∈ S) such that
f =
∑
λ∈Λ
fλ,
and terms like −f are substituted by similar terms {−fλ}λ∈Λ (fλ ∈ S).
c.) The subdecomposition of formal sums is defined similarly as before.
d.) The evaluations CΣ(x) can be defined similarly.
17.7. Reminder. If we have finitely many real-valued function functions fj (j ∈ J)
then the (n+ 1)th greatest value function is
max−n{fj : j ∈ J} =
∧
Ξ⊂J
|Ξ|=n
∨
j∈J\Ξ
fj.
The set notation is ambiguous because we understand elements with multiplicities,
but it will not cause problems.
One can describe the analogue of Procedure 1:
17.8. Definition (Description of Procedure 2). Suppose that we have countably
many formal sums
{Cn}n∈N = {{fn,m}m∈Nn}n∈N
with positive coefficients, where N and Nn are initial segments of N. Also list all
possible pairs 〈n,m〉 as 〈n(j),m(j) (j ∈ J)〉 along an initial segment J of N.
In what follows we will describe a procedure which finitely decomposes each
formal sum Cn, and lattice element z resulted assigns a “color” from N and a “lift”
u ≤ v ∈ S such that v − u = z.
Then, the procedure is in steps along J . Suppose that j ∈ J comes. Let
bj =
∑
1≤k≤j, n(k)=n(j)
fn(k),m(k) and cj =
∑
1≤k<j, n(k)=n(j)
fn(k),m(k).
Notice that bj − cj = fn(j),m(j).
Let
Sj = {n(k) ; 0 ≤ k ≤ j}.
We can consider
hi =
∑
1≤k≤j, n(k)=i
fn(k),m(k)
(i ∈ Sj). In fact, we can consider
h′n = max−n{hi : i ∈ Sj}
(0 ≤ n < |Sj |), the (n + 1)th greatest value function. Here the set-notation is
ambiguous, the hi’s are understood with multiplicities.
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More generally, we can consider all functions
bi =
∑
1≤k≤i, n(k)=n(i)
fn(k),m(k)
with an i < j chosen. Let
b′n = max−n{b0, . . . , bj},
the (n + 1)th greatest’s function.
Then defining rn = cj ∨ h
′
n ∧ bj (0 ≤ n < |Sj |) we find that
cj = r|Sj | ≤ . . . ≤ r1 ≤ r0 = bj.
Moreover, defining rn,k = rn+1 ∨ b
′
k ∧ rn (0 ≤ k ≤ j) we find that
rn+1 = rn,j ≤ . . . ≤ rn,1 ≤ rn,0 = rn.
Now,
fn(j),m(j) = bj − cj =
∑
0≤k<j,0≤n<|Sj |
(rn,k − rn,k+1).
Hence, we decompose fn(j),m(j) into these (rn,k − rn,k+1)’s, with lifts rn,k ≤ rn,k+1.
The color given to such a piece is n.
From the viewpoint of each element fn,m a finite decomposition happened, so we
can imagine that we finitely decompose each Cn. We can gather things at the end
into coefficient systems
C
′
0, C
′
1, C
′
2, . . .
as decompositions of Cn’s respectively, or into
F0, F1, F2, . . .
according to color.
This Procedure 2 has the nice properties similar to Procedure 1, except that
[u, v) × E
is supposed to be substituted by
{(c, x) : u(x) ≤ c < v(x)}.
We will not spell these properties out here, the main matter is that in each step the
sum of elements of color n will give h′n, the (n + 1)th greatest value. The variant
of Lemma 15.12 holds:
17.9. Lemma. Consider a positive vector lattice S.
a.) Suppose that C and D are nonnegative formal sums, C is finite. Also suppose
that for all x ∈ X
C
Σ(x) ≤ DΣ(x).
Then, we claim, there exist nonnegative formal sums C′ and E such that C decom-
poses into C′ and D decomposes into C′ ∪˙E:
C
?
??
? D
@
@@
@
~~
~~
C′ E.
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b.) Suppose that C and D are nonnegative formal sums and
C
Σ(x) ≤ DΣ(x)
holds for all x ∈ X. Then, we claim, there exists a nonnegative formal sum C′ such
that C decomposes into C′ and D subdecomposes into C′:
C
?
??
? D.
sub~~|
||
|
C′
c.) Suppose that C1 and C2 are nonnegative formal sums such that
C
Σ
1 (x) = C
Σ
2 (x)
for all x ∈ X. Then there exists a nonnegative formal sum C such that
C1
  @
@@
@
C2
~~ ~
~~
C
both C1 and C2 can be decomposed into C.
d.) Suppose that C and D are nonnegative formal sums. Then, we claim, there
exists a decomposition
C ∪˙D→ Emin ∪˙Emax
such that
Emin
Σ(x) = min(CΣ(x),DΣ(x))
and
Emax
Σ(x) = max(CΣ(x),DΣ(x)).
C. Integration.
17.10. Definition. Let S be a positive vector lattice. Suppose that µ˜ : S → R is
Daniell functional. Then we define the variations, then for f ∈ S
|µ˜|+(f) = sup
{∑
λ∈Λ
|µ˜(fλ)|
+ : {fn}λ∈Λ decomposes f
}
|µ˜|−(f) = sup
{∑
λ∈Λ
|µ˜(fλ)|
− : {fn}λ∈Λ decomposes f
}
|µ˜|(f) = sup
{∑
λ∈Λ
|µ˜(fλ)| : {fn}λ∈Λ decomposes f
}
.
One immediately notices that this definition is more difficult then it should be,
however, in that form invariance to decomposition due to Lemma 17.9.c is obvious.
In particular, it follows that |µ˜|+, etc. are Daniell-functionals themselves. Also,
from the definition it is straightforward that
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17.11. Lemma. Let S be a positive vector lattice. Suppose that µ˜ : S → R is a
Daniell functional.
Then, we claim,
|µ˜|(f) = |µ˜|+(f) + |µ˜|−(f), µ˜(f) = |µ˜|+(f)− |µ˜|−(f),
|µ˜|−(f) = − inf{µ˜(g) : 0 ≤ g ≤ f}, |µ˜|+(f) = sup{µ˜(g) : 0 ≤ g ≤ f}.
In particular, locally bounded variation means that |µ˜|(f) < +∞ for all f ∈ S. 
17.12. Definition. Let S be a positive vector lattice. Suppose that µ˜ : S → R is a
Daniell functional.
If C = {fλ}λ∈λ is a formal sum then we define∫ −
µ˜C =
∑
λ∈Λ, fλ∈S
|µ˜|−(f) +
∑
λ∈Λ,−fλ∈S
|µ˜|+(−f)
∫ +
µ˜C =
∑
λ∈Λ, fλ∈S
|µ˜|+(f) +
∑
λ∈Λ,−fλ∈S
|µ˜|−(−f)
etc.
17.13. From here the theory of integration is essentially the same as before, proofs
can be adapted from earlier. One can define the Daniell integral∫ (D)
µ˜f
from formal sums; and then one can prove its properties analogous the Lebesgue-
Riesz integral.
17.14. There is one (in fact, the only) place when we have to apply for the Stonean
property. That is the proof of the analogue Lemma 16.9, in order to proof the
integrability of f ∧ d, (d > 0 constant). For that purpose one can use the following
lemma:
17.15. Lemma. Suppose that fn ∈ S (n ∈ N), and d > 0 is a constant. Let
W =
⋃
n∈N
{x : fn(x) > 0}.
Then, we claim, dχW decomposes in S.
Proof. Let
sn =
 ∑
0≤k<n
(n− k)fk
 ∧ d.
Notice that s0 = 0. Then one can see that the functions
(sn+1 − sn)
realize the decomposition. 
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D. Equivalence of the extensions.
In this paragraph we will not give full proofs.
17.16. Lemma. Consider the situation of Lemma 17.4. Then, we claim:
a.) For all S ∈ I(S)
|µ|+(S) =
∫ +
µ˜χS .
Similar statement apply to |µ|− and
∫ −
; |µ| and
∫ ±
; µ and
∫ (D)
. All these values
are finite.
b.) For all f ∈ S
|µ˜|+(f) =
∫ +
µf.
Similar statements apply to |µ˜|− and
∫ −
; |µ˜| and
∫ ±
; µ˜ and
∫ (LR)
. All these values
are finite.
Proof. (Indication) One has to use Lemma 16.12 and Lemma 16.15 and their
Daniell-analogues several times. 
17.17. Lemma. Consider the situation of Lemma 17.4.
Then, we claim, a function f : X → R∗ is Lebesgue-Riesz integrable if and only
if it is Daniell integrable. In that case the integrals are the same.
Proof. (Indication) That follows from Lemma 17.16; and Lemma 16.15 and its
Daniell-analogue because they control each other’s variations for formal sums. 
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