Abstract. This paper is devoted to the study of numerical approximation schemes for the heat equation on (0, 1) perturbed by a non-linear rough signal. It is the continuation of [9, 8] , where the existence and uniqueness of a solution has been established. The approach combines rough paths methods with standard considerations on discretizing stochastic PDEs. The results apply to a geometric 2-rough path, which covers the case of the multidimensional fractional Brownian motion with Hurst index H > 1/3.
Introduction
This paper is part of an ongoing project whose general objective is to extend the scope of applications of the rough paths method to infinite-dimensional equation, with as a target the possibility of a pathwise approach to stochastic PDEs (see [15, 9, 3, 4, 11] ). The equation we mean to focus on here is the following:
where:
• ∆ is the Laplacian operator on L 2 (0, 1) with Dirichlet boundary conditions, • f i (y t )(ξ) := f i (y t (ξ)) for some regular function f i : R → R, • x : [0, 1] → R m is a geometric rough path of order 1 (see Assumption (X1) γ ) or 2 (see Assumption (X2) γ ).
Owing to the results of [5] , we know that the latter hypothesis includes in particular the case where x is a fractional Brownian motion (fBm in the sequel) with Hurst index H > 1/3. Thus, Equation (1) provides in this situation a model that can deal with the longrange dependance property at the core of many applications in engineering, biophysics or mathematical finance (see for instance [7, 22, 26] ). It also worth mentionning that in the fBm case, the equation can also be handled with Malliavin calculus tools (see [29, 24, 28, 18] ), but for H > 1/2 or for very particular choices of f i only (f i = 1 or f i = Id).
The theoretical treatment of (1) under its general form has been established in [9] and [8] . More precisely: (i) When x is a geometric 1-rough path, it is proved in [9] that (1) admits a unique global solution for any regular enough initial condition ψ, and this is obtained by means of an abstract fixed-point argument in a well-chosen class of processes.
(ii) When x is a geometric 2-rough path, the existence and uniqueness of a global solution has been shown in [8] via a time-discretization of the equation.
We will go back to the exact statement of those two results in Sections 3 and 4. Let us only point out here that in both situations, explicit solutions are rarely known and the arguments at the basis of these existence results are not sufficiently constructive to provide a representation of the solution. This paper is meant to remedy this problem by introducing easily-implementable numerical schemes for the two configurations (i) and (ii). The approximation procedure will stem from two successive discretizations, in accordance with the classical strategy displayed for Wiener SPDEs (see [16] or [17] ): we first turn to a time-discretization of the problem and then perform a space-discretization of the algorithm, following the Galerkin projection method.
The schemes will actually be derived from the theoretical interpretations of (1) contained in [9, 8] . For this reason, let us remind the reader with a few key-points of the approach displayed in the latter references:
• The equation is in fact analyzed in its mild form, namely
where S stands for the semigroup generated by ∆. This is a classical change of viewpoint in the study of (stochastic) PDEs (see [6] ), which allows to resort to the numerous regularizing properties of S (summed up in Subsection 2.5).
• As with rough standard systems, the interpretation of the right-hand-side of (2) relies on the expansion of the convolutional integral 
where P is a "main" term and R a "residual" term of high regularity w.r.t (s, t), which is likely to disappear from an infinitesimal point of view. Once endowed with this decomposition, the time-discretization is naturally obtained by keeping the main term P only between two successive times of the partition:
with for instance t k = t M k = k/M. The reasoning can here be compared with the recent approach of Jentzen and Kloeden for the treatment of a Wiener noise ( [19, 20, 21] ): in order to deduce efficient approximation schemes, the two authors lean on a Taylor expansion of the solution, which indeed fits the pattern given by (3).
• Then, in comparison with the standard case, an additional step has to be performed so as to retrieve a practically-implementable algorithm: roughly speaking, it consists in projecting the (intermediate) scheme (4) onto (increasing) finite-dimensional subspaces of L 2 (0, 1). We will thus carefully examine how to combine this projection with the rough paths machinery.
To the best of our knowledge, this is the first occurence of (explicit) approximation schemes for a PDE involving a fractional noise. The convergence of those schemes will hold for any geometric 2-rough path. We hope that the strategy as well as the technical arguments displayed in this paper will make possible the approximation of a larger class of rough evolution equations, with for instance a more general operator or a fractional distribution-valued noise. For the time being, we cannot handle this task though, just because theoretical (global) solutions have not been obtained in those situations yet.
The article is organized as follows: in Section 2, we first elaborate on the assumptions underlying our study. We also introduce the two algorithms that will be brought into play and state the main convergence results. Section 3 is devoted to the treatment of the above case (i). Only developments of order 1 will be involved in this section, so that the scheme can be seen as an adapted version of the usual Euler scheme. In Section 4, we will handle the scheme for the situation (ii), which requires developments of order 2 and is thus closer to the well-known Milstein approximation for standard differential systems. Finally, Appendix A puts together some technical proofs that have been postponed for sake of clarity, while in Appendix B we give an insight into possible implementations of the algorithm in the fBm case.
Settings and main results
2.1. Framework. We focus on the Laplacian operator ∆ on to the Hilbert space B := L 2 (0, 1) with Dirichlet boundary conditions. We fix from now on a basis of B made of eigenvectors:
For any N ∈ N * , P N will stand for the projection operator onto the finite-dimensional subspace V N := Vect {e n , 1 ≤ n ≤ N}. It is a well-known fact that the fractional Sobolev spaces are likely to play a prominent role for the study of a stochastic PDE (see e.g. [23] ): Notation 2.1. For any κ ≥ 0, we denote by B κ the fractional Sobolev space associated to (−∆) κ and characterized by
where the (y n ) are the components of y in the basis (e n ). This space is naturally provided with the norm
and we extend the definition of B κ to any κ < 0 through the characterization formula (5).
2.2.
Assumptions. As in [8, 9] , we are interested in the mild formulation of the equation, namely
where S is the semigroup generated by ∆ and S tu := S t−u . A priori, the equation only makes sense for a regular (ie piecewise differentiable) process x. In this context, interpreting the rough version of (7) means extending the convolutional integral to a γ-Hölder process x, γ ∈ (0, 1). For sake of simplicity, we will only consider in this paper the case γ is strictly greater than 1/3, which covers in particular the Brownian motion 2.3. Schemes. In order to introduce the two schemes we intend to study, let us define, for any piecewise differentiable processx : [0, 1] → R m , the following operator-valued processes: for every i, j = 1, . . . , m, for any s < t ∈ [0, 1],
We suppose in addition that either Assumption (X1) γ or Assumption (X2) γ is satisfied, for some parameter γ ∈ (0, 1) and some regularizing sequence (x M ), and that Assumption (F) 1 holds true, so that f ′ i is well-defined. With those conditions in mind, here is the two schemes that will come into play in the sequel:
where
Milstein scheme: y
condition ψ (see Theorem 3.5) and y M,M is the process generated by the Euler scheme (10) with M = N,
where we have used the shortcut
) and suppose that Assumptions (X2) γ and (F) 3 are satisfied. Let also γ ′ ∈ (1 − γ, 2γ] and ψ ∈ B γ ′ . Then for every parameters
there exists a function C = C β,λ : (R + ) 2 → R + bounded on bounded sets such that if y is the solution of (7) in B γ ′ with initial condition ψ (see Theorem 4.5) and y M,N is the process generated by the Milstein scheme (11),
Remark 2.6. The particular choice N = M in Theorem 2.4 has only been made so as to get a nice expression for the final estimate (14) . Nevertheless, it is not hard to obtain a more general result with possibly different N, M, following the arguments of Section 3.
Remark 2.7. As we shall see in Section 4, the use of dyadic intervals in the Milstein scheme (11) is justified by the need of a decreasing sequence of partitions in the patching argument of Proposition 4.9. However, our convergence result can probably be extended to any sequence of partitions whose meshes tend to 0, at the price of more intricate local considerations in the proof of the latter proposition.
2.5. Tools of algebraic integration. Before going further, let us draw up a list of the properties at our disposal as far as the fractional Sobolev spaces B κ and the semigroup are concerned (the proof of those classical results can be found in [2] , [25] or [27] ):
• Projection: For all 0 ≤ κ < α and for any ϕ ∈ B α ,
• Contraction: For any κ ≥ 0, S is a contraction operator on B κ .
• Regularization: For any t > 0 and for all −∞ < κ < α < ∞, S t sends B κ into B α and
• Hölder regularity: For all t > 0, α > 0 and for any ϕ ∈ B α ,
•
where, in both cases, f (ϕ) is understood in the sense of composition, ie f (ϕ)(ξ) := f (ϕ(ξ)).
while if ϕ ∈ B −κ , ψ ∈ B α , with κ ≥ 0 and α > max(κ, 1 4 ),
Remember that ϕ · ψ is understood as a pointwise product, ie (ϕ · ψ)(ξ) = ϕ(ξ)ψ(ξ).
With these properties in hand, the rough paths treatment of Equation (26) is based on the controlled expansion of the convolutional integral
In order to express this expansion with the highest accuracy, we provide ourselves with a few tools ans notations inspired by the algebraic integration theory for standard systems (see [14] ). Notations. For k ∈ {1, 2, 3} and for any interval I ⊂ [0, 1], denote
Then for all processes y : I → B and z : S 2 (I) → B, we set, for s ≤ u ≤ t ∈ I, (δy) ts := y t − y s , (δy) ts := (δy) ts − a ts y s ,
(δz) tus := z ts − z tu − S tu z us ,
where a ts := S ts − Id. To give an idea on how those operators arise from the handling of (7), let us observe for instance that the variations of the solution y are governed by the equation
and (7) can thus be equivalently written as
Let us also observe, in this convolutional context, the following elementary properties, that we label for further use: 
The following notational convention also turns out to be useful as far as products of processes are concerned:
With this convention, it is readily checked that if
To end up with this toolbox, let us report one of the cornerstone results of [15] , which will allow us, in Section 4, to cope with the high-order terms poping out of the expansion of (23) 
Young case
This section is devoted to the proof of Theorem 2.4. Consequently, we fix from now on the two parameters γ ∈ (
), as well as the initial condition ψ ∈ B γ ′ . Under Assumptions (X1) γ and (F) 2 , the convolution integral (23) can be extended to x via a first-order expansion. To do so, observe that ifx is a piecewise differentiable process, one has, for any B-valued differentiable process z,
where Xx ,i is the operator-valued process defined by (9) . Indeed, if we denote
one has, with the help of Theorem 2.10,δ(J −Λ(Xx ,i δz)) = 0, hence, owing to Proposition 2.8,
, which easily entailsδh = 0 (use the telescopic-sum property of Proposition 2.8). One can then rely on the following natural extension result:
). Under Assumption (X1) γ , the sequence of operator-valued processes
converges to an element X x,i with respect to the topology of the spaces
Moreover, X x,i commutes with the projection P N and satisfies the algebraic relation δX x,i = 0.
Remark 3.2. The underlying topology of this convergence result is of course closely related to the properties of the semigroup recalled in Subsection 2.5. In other words, the fact that
, is a consequence of the regularizing property (17) .
Remark 3.3. Through the continuity result (32), one can see that the process X x only depends on x and not on the particular approximating sequence x M . This comment also holds for the forthcoming Lemma 4.1.
Once endowed with X x , it is readily checked that the right-hand-side of (31) can also be extended to a less regular process z, which provides the expected interpretation:
Then:
• J (dx z) is well-defined via Theorem 2.10. It coincides with the Lebesgue integral
u when x is a piecewise differentiable process.
• The following estimate holds true:
3.1. Previous results. The main result of [9] for the Young case is summed up by the following statement:
). Under Assumptions (X1) γ and (F) 2 , Equation (7), interpreted thanks to the previous proposition, admits a unique solution y inĈ
, and the following estimates hold true:
for some function C : (R + ) 2 → R + bounded on bounded sets. Morever, if y (resp.ỹ) is the solution of (7) associated to a process x (resp.x) that satisfies Assumption (X1) γ , with initial condition ψ (resp.ψ) in B γ ′ ,
Remark 3.6. It is worth noticing that (35) and (34) implies in particular
Indeed, since y is solution to the system, one has
. Then, thanks to (19) and (18) 
The continuity result (36) provides us with a control over the discretization of the driving signal x. This is the first step towards Theorem 2.4: Notation 3.7. For any M ∈ N * , we denote by y M the Wong-Zakaï approximation associated to x M (with the same initial condition ψ), or otherwise stated the solution to Equation (7) when x is replaced with its interpolation x M .
Corollary 3.8. With the above notations, there exists a function C :
3.2. A uniform control. The second step of our reasoning consists in controlling the process y M,N generated by (10) , uniformly in M and N. To do so, let us first extend
Now observe that by setting r M,N ts
, one can write, for any
Extending the expression to all times s < t gives rise to the two formulas:
Proof. Formula (42) is a straightforward consequence of the relationδX x M ,i = 0. As for (40), it follows from the association of (39) and the telescopic-sum property contained in Proposition 2.8, which gives here
it suffices to inject (44) in (43) to get (40).
We are going to lean on the two expressions (40) and (42) in order to establish the expected uniform estimate: Proposition 3.10. There exists a function C : (R + ) 2 → R + bounded on bounded sets such that for every M, N ∈ N,
where y M,N is extended on [0, 1] through Formula (38).
Proof. For sake of conciseness, denote here
. With this notation in hand, we will actually prove the following assertion: there exists a time T 0 = T 0 ( x γ ) > 0 and a sequence of radii
Owing to the estimate (34) (applied to x = x M ), one easily deduces
Besides, thanks to the contraction property (30) ofΛ, one gets
, so that we can go back to the second subcase.
Conclusion of the 1
st case:
, and so, owing to the recurrence assumption,
The association of the two cases gives
To complete the proof, it now suffices to pick T 0 such that 2c
= 1/2 and to set
3.3. Space discretization. This is the final step, that will lead us from y M to y M,N . As in the previous subsection, we extend y M,N on [0, 1] via (38) and use the notations r M,N , y M,N,♯ introduced in Lemma 3.9.
Lemma 3.11. There exists a function C : (R + ) 2 → R + bounded on bounded sets such that if t p ≤ s < t p+1 < . . . < t q ≤ t < t q+1 , with |t − s| ≥ 1/M, then
Proof. Thanks to the uniform control given by Proposition 3.10, one has
where, for the last inequality, we have used the fact that 1/4 < γ ′ < 1/2 < γ < 1.
Lemma 3.12. There exists a function C : (R + ) 2 → R + bounded on bounded sets such that if t p ≤ s < t p+1 < . . . < t q ≤ t < t q+1 , with |t − s| ≥ 1/M, one has
Proof. As P M commutes with the semigroup, one can of course write
From this expression, the uniform control given by Proposition 3.10 easily yields
We are now in position to prove the main result of this subsection, which, associated to Corollary 3.8, completes the proof of Theorem 2.4. 
Proof. As in the previous subsection, we use the shortcut
Local result. Consider first an interval I 0 = [0, T 0 ], with T 0 a time to be precised at the end of this first step, and let s, t ∈ [0, T 0 ].
2 nd case: if t p ≤ s < t p+1 ≤ t < t p+2 , we go back to the previous case by noticing that
According to the two previous lemmas, one can assert that
Besides, it is not hard to see that
for some constant c 1 ψ,x that we fix for the rest of the proof. Summing up the three cases, we get
In order to estimate
, and so
Thus, pick T 0 such that 2 c
Extending the result: By following the same steps as in the local reasoning, we clearly get, for any η > 0,
which, together with (47), leads to
. By taking η = T 0 , we deduce
M γ+γ ′ −1 . We repeat the procedure until the whole interval [0, 1] is covered.
Rough case
We now turn to the proof of Theorem 2.5. Thus, let us fix γ ∈ (
, ψ ∈ B γ ′ , and suppose that Assumptions (X2) γ and (F1) 3 are satisfied. We will follow (almost) the same steps as in the previous section: we first use pre-existing continuity results to reduce the problem to the study of the Wong-Zakai approximation y M , and then lean on a uniform bound for y M,N to control the transition from y M to y M,N .
Before we trigger the procedure, let us remind the reader with a few considerations taken from [8] on how to give sense to the equation under Assumption (X2) γ . As in the Young case, the interpretation is based on an expansion of the regular equation: observe that ifx is a piecewise differentiable process, then
where the operator-valued processes Xx ,i , Xxx ,ij have been defined by (9) and J 
On top of the result of Lemma 3.1, one can here rely on the following extensions (we also anticipate on the sequel by introducing the additional process X ax ):
). The sequence of operator-valued processes
converges to an element X ax,i (resp. X xx,ij ) with respect to the topology of
and the same controls hold for
(L(B α+κ , B α )). Finally, X ax,i and X xx,ij commute with the projection P N and satisfy the following algebraic relations:
where X x,i is the process given by Lemma 3.1.
Now, from a heuristic point of view, if we go back to the γ-Hölder process x in (48), the expression (49) allows to identify J y as a B-valued process of order µ := inf(3γ, γ + γ ′ ) > 1. This (partially) accounts for the definition: Definition 4.2. Let κ ∈ (0, 1) and ψ ∈ B κ . A process y : [0, 1] → B κ is said to be a rough solution of (7) in B κ if there exists two parameters µ > 1, ε > 0 such that
. In accordance with the above considerations, one has in particular:
. If x is a piecewise differentiable process (resp. a standard Brownian motion) and if the initial condition ψ belongs to B η with η ∈ (0, 1) (resp. η ∈ ( 1 2 , 1)), then the classical (resp. Stratonovich) solution of (7) is also a rough solution in B η .
Remark 4.4. Let us go back here to the Young setting, ie when γ > 1/2. In order to connect the above interpretation of (7) with the notion of solution derived from Proposition 3.4, observe the following equivalence: under the assumptions of Theorem 3.5, a process y ∈Ĉ γ ′ 1 (B γ ′ ) is solution of (7) 
and z is defined by z 0 = ψ,δz = X x,i f i (y) +Λ(X x,i δf i (y)), one hasδ(y − z) ∈ Cμ 2 (B), withμ = inf(µ, γ + γ ′ ) > 1. As y 0 = z 0 , this easily entails y = z.
Previous results.
With the above definition in mind, the main result of [8] can be summed up in the following way:
. Under the assumptions of Theorem 2.5, Equation (7) admits a unique rough solution in B γ ′ in the sense of Definition 4.2. Moreover, if y (resp.ỹ) is the rough solution in B γ ′ of (7) associated to a process x (resp.x) that satisfies (X2) γ , with initial condition ψ (resp.ψ) in B γ ′ , then
for some function C : (R + ) 4 → R + bounded on bounded sets.
As in the Young case, denote y M the Wong-Zakai solution of (7), which corresponds to the classical (or equivalently rough) solution of the equation when x is replaced with x 2 M . The continuity result (51) allows to control the transition from y to y M :
Corollary 4.6. Under the assumptions of Theorem 2.5, there exists a function C : (R + ) 2 → R + bounded on bounded sets such that for any M,
Now it is worth noticing that the time-discretization of the equation has been analyzed in [8] , too. In other words, we already know how to control the difference between y M and the process y M generated by the intermediate Milstein scheme: y M 0 = ψ and
To express this result, let us denote (Π M ) the sequence of dyadic partitions of [0, 1], and introduce the two processes
For sake of clarity, we will also appeal, in the sequel, to the discrete versions of the generalized Hölder norms introduced in Subsection 2.5. Thus, for any M ∈ N, we denote a,
We define the quantities
, along the same line.
Proposition 4.7 ([8])
. Under the assumptions of Theorem 4.5, for every
there exists a function C = C β : (R + ) 2 → R + bounded on bounded sets such that for any M,
where y M is the process generated by the intermediate Milstein scheme (52). Moreover, there exists another function C ′ : (R + ) 2 → R + bounded on bounded sets such that the following uniform control holds: For every M,
It now remains to study the transition from y M to y M,N , which is the purpose of the two following subsections.
4.2.
A uniform control. The aim here is to exhibit a uniform estimate for y M,N , to which we will extensively appeal in the next subsection. As in the time-discretization procedure, the two following processes will play a prominent role in our reasoning: for every M, N and every s < t ∈ Π M , define
Proposition 4.8. There exists a function C : (R + ) 2 → R + bounded on bounded sets such that for every M, N,
Proposition 4.8 is actually a spin-off of the following successive controls on J M,N :
Proposition 4.9. Fix ε, µ such that
There exists two integers
and
The proof of Proposition 4.9 resorts to the following technical lemmas:
. Let ε > 0 and µ > 1. There exists a constant c = c ε,µ such that for any M and any process A :
Lemma 4.11. There exists a function C : R + → R + bounded on bounded sets such that for any M and every
where c x := C( x γ ).
Proof. See Appendix.
Proof of Proposition 4.9. For sake of clarity, we write here x for x 2 M .
Step 1: k = 0. This is an iteration procedure over the points of the partition. Assume that both inequalities (56) and (57) hold true on 0, t M q M and t M q+1 ≤ T 0 (T 0 will actually be precised in the course of the reasoning). Then, for every t ∈ 0, t M q M , one has y
as in (67) and (66),
At this point, let us introduce an integer N 1,1 0 such that
By using (60), we deduce, for any N ≥ N 1,1 0
and in the same way, according to (61),
Let us fix an integer N 1,2
Then, thanks to (58) and (59) (applied to A = J M,N ), we obtain, for any
)−ε ≤ 1 and let
We fix T 0 in the non empty set (0, T ′ 0 )∩Π M 0 so as to retrieve the expected controls, namely: for every
which completes
Step 1, that is to say the proof of (56) and (57) 
Step 2: k = 1. We henceforth fix M ≥ M 0 . With the same arguments as in Step 1, we first deduce, if both controls (56) and (57) are checked on T 0 , t
Remember that for any N ≥ N such that
≤ 1, and (62) entails, for any
Then, with the same estimates as in Step 1, we get, for any N ≥ N 2,1 0 ,
and this control also holds for (56) and (57) 
0 ), which completes the proof of (56) and (57) on T 0 , 2T 0 M .
We repeat the procedure until Step L, where L = L( x γ ) is the smallest integer such that LT 0 ≥ 1.
Once endowed with the estimates of Proposition 4.9, the proof of Proposition 4.8 follows the same lines as the proof of Theorem 2.10 in [8] . For sake of conciseness, the reader is referred to the latter paper for further details on the procedure. 
where c x,ψ := C( x γ , ψ B γ ′ ).
Proof of Theorem 2.5. For sake of clarity, we write here x for x 2 M . Consider a time
Thanks to Lemma 4.10 (applied to A = J M − J M,N ) and Lemma 4.12, we already know that
and with similar arguments
Let us now analyze (in B) the decomposition: for every s < t ∈ 0, T 1 M ,
Proof of Lemma 4.11. For sake of clarity, we write here x for x 2 M and y for y M,N . One has 
First, I
M,N tus
B , and
Going back to (65), those estimates yield (60). To get (61), we resort to the decomposition (64) and observe that (for instance)
and for any η ∈ (γ ′ − γ,
where, to get the last estimate, we have used the property (21) . Together with (66), this leads to (61).
Proof of Lemma 4.12. Observe first thatδJ M can be decomposed as in (64) 
tus + I
tus .
Owing to the uniform estimate (54) and the continuous inclusion B γ ′ ⊂ L ∞ , one has first
Then clearly I (2)
where, for the last estimate, we have used the uniform control (55). The other terms I, II, III of (65) can be handled with similar arguments. Let us only elaborate on the estimate of X As for the fBm increments, they are computed via (an approprietly rescaled version of) the Matlab-function wfbm, which lean on the decomposition of the process in a wavelet basis, following the method proposed by Abry and Sellan in [1] . Let us finally point out that the action of the semigroup is likely to be qualified by turning the heat semigroup S ∆ into S t = S ∆ κt , for some parameter κ. The theoretical study contained in Section 3 remains valid for the modified system, of course. (δX i ) t k+1 t k (δX j ) t k+1 t k t k+1
t k e −λ l (t k+1 −u) du (u − t k ) ), e l can be implemented with the discrete sinus transform, as in the Young case. As for the computation of
it can be achieved with the same idea, starting from the approximation: Those considerations easily lead to the construction of an algorithm for (70).
