Abstract. We aim to develop a better understanding of perception of similarity in focal computed tomography (CT) liver images to determine the feasibility of techniques for developing reference sets for training and validating content-based image retrieval systems. In an observer study, four radiologists and six nonradiologists assessed overall similarity and similarity in 5 image features in 136 pairs of focal CT liver lesions. We computed intra-and inter-reader agreements in these similarity ratings and viewed the distributions of the ratings. The readers' ratings of overall similarity and similarity in each feature primarily appeared to be bimodally distributed. Median Kappa scores for intra-reader agreement ranged from 0.57 to 0.86 in the five features and from 0.72 to 0.82 for overall similarity. Median Kappa scores for inter-reader agreement ranged from 0.24 to 0.58 in the five features and were 0.39 for overall similarity. There was no significant difference in agreement for radiologists and nonradiologists. Our results show that developing perceptual similarity reference standards is a complex task. Moderate to high inter-reader variability precludes ease of dividing up the workload of rating perceptual similarity among many readers, while low intra-reader variability may make it possible to acquire large volumes of data by asking readers to view image pairs over many sessions.
Content-based image retrieval in radiology: analysis of variability in human perception of similarity 1 
Introduction
Liver cancer is a leading cause of cancer mortality, and early detection of cancer using radiological images plays a crucial role in improving survival rates. 1 However, early detection is challenging due to inter-reader variability in image interpretation and the need for more efficiency in interpreting large volumes of imaging data resulting from increased screening rates. [2] [3] [4] Predictive and learning techniques for assisting in radiological decision making are becoming increasingly sophisticated and may improve the accuracy and efficiency of cancer diagnosis. 5, 6 One technique, content-based image retrieval (CBIR), involves the presentation of images containing visually similar lesions alongside images requiring diagnosis in order to improve diagnostic accuracy and efficiency. [7] [8] [9] Studies involving CBIR systems for clinical decision support demonstrate that they may be useful in assisting diagnosis. [10] [11] [12] A recurring challenge in building a robust CBIR system is obtaining an accurate reference set (or "gold standard") for training and validating the system. Even though major strides have made in image feature analysis and prediction algorithms, obtaining training and testing data that accurately reflect the higher-level perceptual judgments necessary for diagnosis remains a major obstacle to progress. [13] [14] [15] [16] [17] [18] [19] [20] [21] The study of medical image perception is an ongoing task. [22] [23] [24] [25] Recent publications about medical image similarity have focused on mammograms. Many of these studies showed that asking several radiologists and nonradiologists to rate similarity in pairs of mammograms may be a feasible way to acquire similarity data, particularly when readers' ratings are averaged. 26, 27 Recent work also involves using artificial neural networks to impute similarity ratings, showing that the neural networks produced ratings with variability that may be comparable with variability between radiologist readers. 28, 29 Similar work was also performed with lung nodules using a classifier that used perceptual similarity measures to determine if the lesion was benign or malignant. 30 Some of these techniques focus on predicting similarity in image features rather than overall similarity between images, which is a much more difficult task. 31 Also, while many of these characterize interoperator variability in evaluating similar images, these techniques lack scalability, making it difficult to obtain sufficient data for large databases. When investigating image similarity, asking readers to view every pairwise combination of images in a large database is a daunting and time-consuming task. Additionally, many of these studies involve mammography with a benign or malignant classification or other binary classifiers, not addressing cases with multiple diagnoses or appearances. Finally, some of these studies do not address intra-reader agreement and the repeatability of a reader's subjective ratings of image similarity. Thus, considerable work still remains to be done in the topic of medical image similarity. 32 In previously published work, we developed a scheme for finding a reference standard using three readers' ratings of a variety of image features from images viewed individually and imputing pairwise similarity ratings from these values. 33 While this technique has a great deal of promise as a method for developing a reference standard that may be used for large databases, we found that moderate to high inter-reader variability makes it difficult to combine readers' ratings. We then developed a model that predicts inter-reader agreement for studies with more readers. This model predicts that inclusion of 10 or more readers may overcome some of the issues related to inter-reader variability. 34 In this paper, we investigate data regarding the similarity of features of images of liver lesions seen at computed tomography (CT) from 10 readers in order to quantify various characteristics of these data such as the distributions of the ratings, intra-and inter-reader agreements, and relevance of specific image features. Additionally, we determine if the variability in these data makes different paradigms of perceptual similarity data collection feasible. By quantifying many characteristics of the perception of image similarity in liver lesions, this work will assist with a wide range of applications in CBIR and medical decision support.
Methods
Institutional approval was obtained to allow use of the images, collection of observer data, and the analyses performed in this project. The readers in the study provided informed consent prior to participation.
Data Collection
Image selection and image pair generation: A radiologist selected 53 DICOM images of liver lesions from 53 different patients (27 male, 26 female, age range 24 to 90, acquired on May 2001 through December 2009) containing focal liver lesions comprising a variety of diagnoses (Table 1 ) from our PACS system, which were deidentified in a HIPAA-compliant manner prior to use. These images were CT scans in the portal venous enhancement phase reconstructed on a 512 by 512 grid with slice thickness ranging from 2 to 10 mm, with the majority being 5 mm. The radiologist outlined each lesion with a rectangular region of interest.
Given 53 images, there are 1378 unique pairings (computed combinatorially as "53 choose 2"). We selected a subset of all pairwise combinations of the 53 image pairs for evaluation. This was done for multiple reasons, with the first being that it is quite time consuming for readers to evaluate 1378 pairs of images. Second, since the goal of this project is for CBIR for similar images, we selected image pairs that are somewhat similar to each other, which are more relevant for achieving our goal.
Based on this reasoning, we generated a set of 136 image pairs as follows. First, two radiologists (one of whom also selected the images) who were not participants in the study, by consensus, divided the 53 images into nine groups (Table 2) , with each group containing four to nine images. Each of the groups was defined by phrases describing the visual characteristics of the lesions within the images. For example, the first group was described as "hypodense, well-defined, and homogeneous." Each group contained images that were similar to each other in visual appearance, though not all the images in a group had the same diagnoses. Next, we generated a set of all pairwise combinations of the images within each of the nine groups. For example, in Group 1, we obtained 15 image pairs by generating all pairwise combinations of all 6 images in the group. Finally, we combined all the pairs generated from each of these groups into a set of 136 image pairs. This resulted in the 136 selected image pairs being more similar to each other than the pairs not included. However, the 136 pairs still varied substantially in the amount of similarity between the images. The participants were not told about the image selection process or the fact that we chose a specific subset of all possible image pairs. Study participants: Ten readers (four radiologists not involved in image selection and presentation and six nonradiologists) participated in this study. We included both radiologists and nonradiologists in order to determine if the two groups differed in their perception of similarity. Of the radiologists, one was a fifth year fellow and three were the faculty with 10, 18, and 31 years of experience, respectively. All the readers were compensated with a $5 gift card for their participation.
Image features and reader training: We asked readers to provide a numerical rating for overall visual similarity between the lesions presented in each pair of images on a continuous scale of 1 (for least similar) to 9 (for most similar). We also asked readers to evaluate lesion similarity in five separate image features ( Table 3 ) that two radiologists selected by consensus. There were two reasons we asked readers to perform this task: (1) to determine how the perception of overall similarity and the perception of feature similarity are related, and (2) to investigate if inter-and intra-reader variability are lower in ratings of specific imaging features. Figure 1 shows the training examples that each reader viewed prior to rating similarity in each feature.
Image pair randomization and repetition: We used the following paradigm for image pair presentation to allow determination of both inter-and intra-reader agreements as well as the effects, if any, of the ordering of the image pairs. First, we withheld 15 out of the 136 pairs of images. We randomized the order of the remaining 121 pairs of images and divided them into three groups of approximate thirds, containing 40, 41, and 40 pairs, respectively. The withheld 15 pairs were added into each of these three groups so that the groups contained 65, 66, and 65 pairs, respectively, so that intra-reader variability could be estimated. Next, the ordering of the pairs within each of these groups was randomized. Finally, we assembled each of these thirds sequentially to create a set of 166 image pairs (including repetitions) that were presented to readers. This process resulted in three presentations of the 15 pairs of images that were viewed Table 3 The five features evaluated by the study participants.
Feature Description
Margin definition How sharp or blurry the margin of the lesion was against the surrounding normal liver tissue.
Margin contour
The smoothness or irregularity of the lesion's outer contour or the shape of the lesion boundary against the surrounding normal liver tissue. Readers were asked to disregard the lesion-to-liver contrast and the sharpness of the margin.
Average overall lesion density The attenuation (dark or bright) relative to the surrounding normal liver tissue, ranging from hypodense to hyperdense. Readers were asked to disregard densities of any rim or capsules present in the lesion. If the lesion was heterogeneous, they were instructed to estimate what the mean density would be if they combined component densities.
Structural heterogeneity
The complexity of the lesion structure such as the "number of compartments" within a lesion.
Density heterogeneity
The number of different densities that is visible in the lesion. This could include density of enhancement. multiple times by the readers. All readers viewed the same 166 image pairs, and the left-right ordering of the two images in each pair was randomized to reduce the possibility of bias from this ordering. Image pair presentation: The images were presented on a web-based graphical user interface generated using the Qualtrics survey software (Qualtrics, Provo, Utah). Before viewing the images, the readers were first asked to answer some questions such as whether or not they were radiologists, and if a radiologist, their training levels. Next, they viewed a brief statement explaining the task and the rating scheme.
For consistency in image presentation, all readers viewed the images at the same workstation, which consisted of an Apple MC914LL/A monitor with a 27-in. display and a screen resolution of 2560 by 1440 pixels. All the images were set to have a standard CT liver window (40/400 HU window/level). To prevent the feature similarity ratings from biasing the readers' ratings of overall similarity, readers first rated only overall similarity between the lesions in the image pairs (Fig. 2) . Following rating overall similarity, readers rated similarity in each feature.
To avoid reader fatigue and reduce bias, the study was divided into two sessions. While six separate sessions would have been ideal, this proved difficult to schedule and would have reduced participation in the study. During the first session, readers rated overall similarity and similarity in two features. During the second session, readers rated similarity in the remaining three features. The presentation order of the features for each reader was randomized, so each of the readers rated different subsets and different orderings of the features in each session.
Readers' comments: Immediately after rating overall similarity, we asked readers a set of subjective questions about the basis by which they determined similarity, what lesion features they used in making similarity judgments, and, for the radiologist readers, what imaging features they primarily use when making diagnoses involving liver lesions. After readers completed all the tasks, we asked them about the difficulty level of the study and what challenges they faced, if any.
Data Analysis
We performed the following analyses to characterize various properties of these data such as intra-and inter-reader variability.
Distributions of the ratings: First, we viewed histograms of the readers' ratings to see what the distributions of ratings looked like and if readers' ratings followed similar distributions.
Intra-reader agreement: Next, we computed intra-reader agreement using a quadratically weighted Kappa statistic between the first and second, first and third, and second and third instances of the 15 repeated pairs for each reader. 35 We used a Wilcoxon signed-rank test to determine if any differences existed between the three different sets of Kappas. For these values of Kappa and all following, we used the scaling detailed by Landis and Koch 36, 37 to determine the agreement level. We also used a Wilcoxon signed-rank test to determine if any statistically significant difference between the Kappa values for radiologists and nonradiologists existed.
Inter-reader agreement: To determine reader agreement, we computed a quadratically weighted Kappa statistic between every pair of readers. Again, we used a Wilcoxon signed-rank test to determine if any statistically significant difference between the Kappa values for radiologists and nonradiologists existed. As before, we performed these computations and tests for both the feature and overall similarity ratings.
We viewed image pairs in which inter-reader agreement was either very high or very low in overall similarity to see if there were any distinguishing characteristics. We computed the Euclidean distance between the 10 readers' ratings of overall similarity for each image pair to measure the inter-reader agreement for that pair. Fig. 2 Screen capture of the graphical user interface (GUI) presented to readers for overall similarity. The GUI for each of the features was similar, with the words "overall similarity" replaced by the name of the feature.
Results
Distributions of the ratings: Distributions of ratings of all four radiologists' and four of the six nonradiologists' ratings of overall similarity appeared to be bimodal distributions (Fig. 3 ). For the remaining readers, the distributions appeared to be Gaussian. The feature similarity ratings also showed mostly bimodal distributions that were similar to the distributions of ratings for overall similarity.
Intra-reader agreement: We report median values of Kappa since the distribution of Kappa values is often skewed. The median Kappa values for intra-reader agreement for overall similarity between the first and the second, first and third, and second and third presentations of the 15 repeated pairs were 0.78, 0.72, and 0.82, respectively (Fig. 4) . For all the feature similarities and image repetitions, the median intra-reader agreement ranged between 0.57 (for agreement between the second and third presentations for the density heterogeneity feature) and 0.86 (for agreement between the second and third presentations for the average density feature). Hypothesis testing for differences between the radiologists and nonradiologists did not achieve statistical significance (p-values ranged from 0.08 to 0.82).
Inter-reader agreement: The median Kappa value for interreader agreement values for overall similarity was 0.39 (Fig. 5) . For only radiologists and only nonradiologists, respectively, the median Kappa values were 0.51 and 0.45. For the image feature similarity ratings, the median inter-reader agreement for all the readers ranged from 0.24 (for the density heterogeneity feature) to 0.58 (for the average density feature). For the radiologists' ratings of image features, the median values ranged from 0.31 (for the margin contour feature) to 0.62 (for the average density feature); for the nonradiologists, the median values ranged from 0.26 (for the density heterogeneity feature) to 0.57 (for the average density feature). Hypothesis testing for differences between the inter-reader agreement in radiologists, nonradiologists, and all readers did not achieve statistical significance for overall similarity and each of the features (p-values ranged from 0.08 to 0.42) using a twosided Wilcoxon test.
We viewed the image pairs in which the readers' ratings for overall perceptual similarity agreed the least and the most as measured by the Euclidean distances between the ratings (Fig. 6) . The five image pairs with the greatest agreement, or the least Euclidean distance between the ratings, all appeared to be pairs in which readers thought that the two lesions were very similar or very dissimilar. In the five image pairs with the least agreement, or the greatest Euclidean distance between the ratings, readers' ratings for each pair spanned the entire scale. Of these five pairs, one pair was the second pair presented in sequence to odd numbered readers (and the 165th pair presented to even numbered readers), and another pair was the 166th pair presented to the odd numbered readers (and the very first pair presented to even numbered readers).
Readers' comments: Following completion of rating overall similarity in the images, multiple readers responded that they used the following lesion features for their similarity judgments:
• Lesion texture
• Lesion edge sharpness
• Density (or brightness or intensity)
• Contrast
• Lesion size.
Discussion

Data Collection
Our technique of selecting a subset of pairs of already somewhat similar images allowed readers to complete the study in a matter of hours. One of the challenges with this technique, however, is that the results may change when highly dissimilar images are also included. Studies that include images which are more dissimilar to each other, such as a random sampling of all possible pairs, may be used to investigate this. Additionally, the process of grouping the 53 images for this study into groups that were somewhat similar to each other is in itself a task that may be subjected to high levels of variability. Thus, this work could also benefit from further studies that evaluate the repeatability and variability of performing this task.
Data Analysis
Distributions of ratings: One possible reason for the mostly bimodal distribution of the ratings is that the readers may perceive similarity between images as either somewhat similar or somewhat dissimilar and then refine further within each category. Since the image pairs presented were within groups of images that were chosen to be somewhat similar to each other, we hypothesized that a larger fraction of the ratings would be on the end of the scale corresponding to images that were considered very similar. However, most readers used the entire 9-point rating scale and did not seem to provide more ratings near the upper end of the scale corresponding to high similarity. It is interesting that in a previous study that presented images that were assumed to be very dissimilar as well as images that were assumed to be similar to each other, readers' ratings of similarity were also bimodally distributed across the entire scale. 33 It is thus possible that the selection of any subset of image pairs may nonetheless result in bimodally distributed ratings of similarity as the readers calibrate their ratings based on the image pairs that they see.
Another notable observation is that the distributions of all the radiologist readers' ratings were bimodal, whereas two nonradiologists' distributions of ratings were not. One possible explanation for the radiologists' better consistency is that they have years of training in medical image interpretation. Another explanation is that the distributions of the ratings may cluster into different groups, with bimodal distributions being the largest group.
Intra-reader agreement:
The median values of intra-reader agreement for the overall similarity ratings were above 0.8, which is considered excellent according to the scale by Landis and Koch. 35, 36 For the feature ratings, the intra-reader agreement for average density appeared to be the highest, with excellent agreement, followed by margin definition, also with excellent agreement. The median values for intra-reader agreement for margin contour, structural heterogeneity, and density heterogeneity were above 0.6, and all values except the median agreement between the second and third presentations of the density heterogeneity feature were above 0.6, which is considered substantial agreement. Since statistically significant differences were not noted between intra-reader agreement in the image pairs, there may not be a "learning curve" for readers to decide how to rate similarity in images as hypothesized. However, the small sample size (15 repeated pairs) may not have been sufficient to reveal this effect.
One technique for obtaining similarity ratings for large image databases involves dividing the tasks into multiple sessions over longer periods of time. Since the levels of intra-reader agreement we measured are generally high, this technique may thus be feasible.
Inter-reader agreement: There was fair to moderate interreader agreement for overall similarity between readers. For the features, inter-reader agreement varied from fair, with the lowest and highest agreement levels being density heterogeneity and average density, respectively. 35 The median values for interreader agreement for each of the features were generally lower than the values for intra-reader agreement, which is reasonable since readers are expected to agree more with themselves than others. There was no statistically significant difference in interreader agreement between radiologists and nonradiologists, which may be because radiologists are trained to make diagnoses rather than to evaluate similarity between images. Also, a significant difference may not be apparent because of the small number of radiologist readers.
Inter-reader agreement may be low for some features because different readers may have different ways of interpreting similarity in those features. For example, with structural heterogeneity and density heterogeneity, readers may disagree on a pair of lesions because some readers may interpret a lesion as homogeneous with a fine texture, whereas other readers may interpret the same lesion as having many different pieces and thus very heterogeneous.
Our study showed rectangular ROIs around each tumor to distinguish it from any other tumors that might have been on the image and asked radiologists to rate features of what they perceived to be the tumor. Within the rectangle, perceptions of whether a region is part of the tumor may vary among radiologists and may contribute to inter-reader variability.
Our considerations when selecting image pairs included (a) selecting a number of pairs that could be viewed by the participants in a reasonable amount of time, and (b) selecting a subset of pairs that is somewhat similar to each other. To achieve this, we divided the images into groups and selected image pairs for comparison from within each group. However, this technique has its limitations, such as inadequate representation of all possible pairs, and not obtaining information about highly dissimilar pairs.
In the image pairs with the least and most Euclidean distance between the ratings, the pairs with the least distance (or most agreement) were the pairs that readers all rated as either very similar or very dissimilar. This is expected, since readers may agree more with each other when rating similarity at the extreme ends of the spectrum. The image pairs with the most distance (or least agreement) appear to contain images that are more ambiguous in interpretation. For example, in images in which a region of the lesion was isodense with the surrounding liver, some readers may have considered this region to be part of the lesion and others may have not, resulting in discrepancies in the similarity ratings. Also, two of the five image pairs with the greatest Euclidean distance were among the very first pairs that some readers viewed during the study. The ratings for these pairs may have high variability because readers had not yet viewed enough pairs to calibrate their ratings relative to the other presented pairs. Approaches for reducing both intra-and inter-reader variability may include presenting more training examples prior to beginning the similarity evaluation task. Additionally, there are a number of other distance metrics that could be used in the future instead of the Euclidean distance metric, each with their advantages and disadvantages.
One technique of obtaining similarity ratings for large datasets involves assigning a different subset of images to each reader and patching the results together into a similarity matrix. Since the results here show that the inter-reader agreement was only moderate in some cases, this technique may be challenging to implement without first investigating techniques for improving inter-reader agreement.
Responses to survey questions: In the survey responses, many of the imaging features that the readers noted were useful in making both diagnoses and image similarity judgments were also the features that we selected for the study tasks, which provided good verification that these were indeed relevant features for analysis. These included features such as texture, sharpness, and density. However, several readers also responded that the lesion size, which we asked readers to disregard, was also a factor in their decision making. Based on this, it may be useful in future studies to ask readers to evaluate lesion size in addition to existing features. While most of the readers felt that the image texture was important, high inter-reader variability existed in the ratings of structural heterogeneity and density heterogeneity.
In conclusion, our results show that the medical image similarity perception is a complex visual task that requires rigorous attention to training, experimental detail, and careful attention to intra-and inter-reader effects. Our results also show that determining whether CT liver image similarity can be quantified well enough for CBIR is not straightforward and may depend on how the reference standard is generated. For example, the intra-and inter-reader variability in our data show that some techniques for developing accurate reference standards for large databases, such as asking readers to view many images over extended periods of time, may be feasible, whereas other techniques, such as patching together multiple readers' ratings into a single similarity matrix, may prove challenging. To address these findings, future work includes developing CBIR systems that update their notions of similarity over time as individual readers use the system, and that can be customized by the user(s).
