ABSTRACT
based framework that builds an explicit model of the human in near real-time. In particular, the sensing system consists of multiple Microsoft Kinects mounted at various points on the periphery of the work cell. Usage of multiple Kinects accounts for problems caused by occlusion. Each Kinect monitors the human and outputs a 20-joint human model. Data acquired from all the Kinects are fused in a filtering scheme to obtain a refined estimate of the human's motion. Second, the generated human model is augmented by approximating pairs of neighboring joints with dynamic bounding spheres that move as a function of the movements performed by the human in real-time. Third, we implement a roll-out strategy in a physics-based engine, where we forward-simulate the robot's trajectory into the near future, creating a temporal set of robot's postures for the next few seconds; now, we check whether any of these postures collides with one of the bounding spheres of the human model. Fourth, we use a pre-collision strategy that allows a human to operate in close proximity with the robot, while pausing the robot's motion whenever an imminent collision between the human and any part of the robot is detected. Whereas most previous range based methods analyzed the physical separation based on depth data pertaining to 2D projections of robot and human, our approach is one of the first successful attempts to evaluate human-robot interference in a three dimensional Euclidean space based on an explicit human model and a forward physical simulation of the robot. Real-time behavior (≈ 30 Hz) observed during experiments with a 5 DOF articulated robot and a human safely interacting to perform a shared assembly task validate the effectiveness of our approach.
Related Work
We have identified two families of pre-collision approaches that significantly differ from each other in their underlying philosophies and, consequently, in their implementation techniques. The first line of research direction treats the problem in a two dimensional Euclidean space by working with the projections of the human and the robot onto a 2D range-image plane [7, 8, 12, [25] [26] [27] . However, the second one analyzes the problem directly in a three dimensional Euclidean space by using explicit 3D models for the human and the robot [6, 28] . We briefly describe these approaches and compare them to the methods presented in this paper.
Interaction analysis in 2D Euclidean space
Schiavi et al. [12] presented an approach to generate safe robot motion goals based on human presence/position detection in the work cell. The intersection between the robot and the human was determined based on analysis in a 2D plane. The human was not explicitly modeled; instead, was treated as a general moving obstacle and a corresponding depth image was generated by using a stereo camera based range sensing system. The robot's 3D-occupancy 1 w.r.t. the global reference frame was computed from its 3D CAD model and kinematics. Next, the occupancy data was projected onto the camera image plane, giving rise to the depth image of the robot. Now, an intersection between the two projections was used as a necessary condition for a collision between the robot and the obstacle. That is, the robot and the obstacle are physically separated in 3D, if their respective projections on the image plane don't intersect. However, if the projections intersect with each other, then there is a possibility that the robot and the obstacle are in collision or may collide with each other in the near future. In a test result, a physical robot used the proposed method to safely navigate around a human hand and reach the target configuration.
However, in this work, a single depth sensor is used to monitor the environment, which leads to lack of information in the blind zones of the sensor. Moreover, when parts of the obstacle are occluded by the robot, the obstacle depth information at the corresponding pixel locations is not available, which could lead to a system failure. In order to address the problem of occlusions, Flacco and De Luca [7] extended the approach in [12] to multiple depth sensors. The collision detection performance was maximized by solving an optimal sensor placement problem that was formulated by using a probabilistic framework. In particular, they decomposed the work cell into discrete cells and derived expressions for probabilities of each cell falling in occlusion and unobserved regions as a function of pose parameters of the sensors. Now, a cost function, to be minimized for optimal sensor placement, was defined as a weighted sum of the derived probabilities. The authors used numerical simulations to compute optimal sensor placements for the cases of one, two, and three sensors. However, their work was limited to a theoretical treatment and computer simulations. No physical experiments were used to evaluate the efficacy of their approach. Later, Flacco et al. [8] presented a slightly different approach, in which the distances between the robot and the obstacles were computed directly from depth data obtained from a Kinect based range sensor, instead of projecting the depth data into a robot-oriented space. These computed distances were then used in a potential field based technique that allowed the robot to avoid collisions with humans and other moving obstacles. The authors reported results from physical experiments in which a 7 DOF KUKA Light-Weight-Robot IV safely avoided collisions with a human in the work cell.
Fischer et al. [26] managed the user occlusion in an augmented scene by using depth maps originated from time-of-flight sensors. In addition, Valentini [27] developed a tracking system using a Kinect sensor for computing both global geometry occlusion and natural interaction with objects. They both managed the entire depth map in real-time, without simplification, where the tracking of the entire geometry is useful for avoiding misinterpretation of joint location using the single Kinect sensor.
Interaction analysis in 3D Euclidean space
Balan and Bone [6] addressed the human-robot collision problem by using sphere-based geometric models for the human and robot. Their algorithm selected search directions that balanced between the two objectives of robot approaching the target configuration and maximizing its distance to the human throughout its motion. The robot's motion was predicted by using a transfer function model of its time response at the joint level. The human's motion was predicted at the sphere level by using a weighted mean of past velocities. As a test scenario, the authors developed a simulation of a human walking towards a moving Puma robot arm. The authors used captured human motion data to create a realistic animation. They used Monte Carlo simulations, consisting of 1000 random human walking paths passing through the robot workspace, to validate their approach. However, no real robot experiments were conducted. Najmaei and Kermani [11, 28] also addressed the human-robot collision problem by incorporating explicit 3D modeling of the human into their approach to safe HRC. For this purpose, they developed floor mat, a sensing system comprising a grid of nodes that got activated under human body weight. The human localization was derived based on which clusters of nodes were activated as a function of time. This information, along with the average human body dimensions, was used to obtain a human model, which was then represented as a moving obstacle in the human-robot interaction framework.
Observations
In all the above approaches to safe HRC that used range or camera based systems to detect humans, the human-robot separation was analyzed in a 2D Euclidean space by using the depth information extracted from the camera images. However, our approach performs the analysis in a 3D Euclidean space, similar to [6, 28] , by working with an explicit 3D human model generated from Kinect and a forward 3D simulation of the robot's motion in a physics-based virtual environment. Whereas the 2D based approaches discussed above were proposed to overcome the speed limitations of 3D space analysis based techniques [12] , we show that our approach, which belongs to the latter category, still achieves satisfactory real time performance. Also, we develop a multiple Kinect based framework in order to take care of occlusions as opposed to using a single sensor in [8, 12] .
Real-time Human Motion Tracking
Tracking of the human inside the work cell is achieved by generating a skeleton-like model of the human and by estimating the 3D positions of its joints in order to determine the human's movements. For this purpose, we use an N-Kinect based exteroceptive sensing system, which consists of multiple Kiencts mounted at various points on the periphery of the work cell. Each Kinect monitors the human and outputs a 20-joint human model (Fig. 2 ) in its local reference frame. Positional data from all the Kinects are fused in a filtering scheme in order to obtain a refined human model in the global frame of reference.
Instead of processing the entire depth map, our sensing system works with a 20 DOF human model. This limited number of joints used to describe the human pose ensure the real-time operation of the framework, the scalability, and the latency free sensor fusion by reducing the number of variables to be processed and by reducing the amount of data to be transferred. Unlike previous gesture-based human tracking systems, usage of the Kinect doesn't require the human to wear any sensing-related devices. The specifications of the Kinect are shown in Table 1 .
Exteroceptive Sensing Configuration
Design of the sensing configuration, given the work volume shared by the robot and the human, is mainly influenced by factors like shape of the workspace, number of sensors, placement of sensors, and presence of dead zones. We carry out a systematic experimental analysis of these factors in order to characterize the performance of the sensing system. In general, our objective is to achieve an optimal coverage of the workspace by maximizing the number of fully tracked joints, while minimizing the number of sensors used.
Workspace Analysis
Our framework considers a N-Kinect based sensing system, where N is the number of Kinects required to fully cover the work volume. The shape of the work volume considered in the experiments is cylindrical by nature. Therefore, there is no need for a Kinect to be placed directly above the robot. However, there is a need for multiple Kinects to be placed radially surrounding the periphery of the work cell. The exact placement of each Kinect in the radial direction and the angular separation between two neighboring Kiencts is guided by the operating range and the horizontal field of view of the Kinect 
Number of Kinects
Intuitively, coverage increases with an increase in the number of Kinects. However, the signals from multiple Kinects tend to interfere with each other. In particular, the infrared-ray pattern generated by the Kinect is not modulated in a way that the Kinect can recognize its own pattern; thereby, one Kinect could cast a ray that another Kinect defines as its own and hence incorrectly estimates the distance. Therefore, the number of Kinects must be chosen such that the coverage is maximized, while the interference between two neighboring Kinects is minimized.
We studied these effects by conducting the following experiment: We placed one Kinect at an appropriate distance to the center of the work cell and logged the values of metrics like workspace coverage 3 , assembly cell coverage 4 , implicit rotation, and the number of fully tracked human joints. Next, we incrementally added a new Kinect at some angular separation to the previous Kinect (but at the same distance to the work cell center as that of the previous one) and recorded the readings again. A typical sensor arrangement with multiple Kinects mounted on the periphery of the work cell is shown in Fig. 3 . The yaw 5 (= 50 o ) of each Kinect is fixed at an angle such that the Kinect axis makes a small offset with the nearest diagonal of the work cell. This reduces the overlap with the Kinect facing diametrically opposite to it, thereby, increasing the net coverage due to the two Kinects. 2 Angle between the sensor axis and the horizontal plane 3 Ratio of area covered by the Kinect and total area of the workspace 4 Ratio of workspace coverage and the total area of the work cell 5 Angle between the Kinect axis and the side wall Table 2 shows how the values of the metrics mentioned above varied as a function of the angle between two neighboring Kinects and the number of Kinects used up to the current step. From these experiments, we find that four Kinects mounted on the corners of the work cell are sufficient to cover the workspace. Note that there is no additional benefit in using more than four Kinects for the given work cell.
Dead zones
Dead zones correspond to regions which have either poor or no coverage. With respect to each Kinect (Fig. 3) , the blue-colored region is fully covered and the red-colored region is poorly covered. Accordingly, from Fig. 3 , the red-and white-colored regions are the dead zones of the work cell. These sensing failures are handled by choosing the number of Kinects and their postures such that the workspace shared by the robot and the human is a proper subset of the union of the volumes covered by all the Kinects. From Fig. 3 , note that the workspace marked as the dotted rectangle completely falls within the net coverage of all the Kinects.
Human Model Estimation
Each joint position of the human model generated by a Kinect p i j (where i and j are the Kinect and joint indices, respectvely) is estimated by using a separate discrete Kalman filter. This results in a set of twenty local filters corresponding to twenty joints for each Kinect. Next, the resulting estimates of each joint j from all Kinects are used as inputs to a particle filter. This results in a set of twenty particle filters used to obtain improved estimates of all twenty joints.
The Kinect software cannot handle data from multiple Kinects. Therefore, individual models obtained from different Kinects are integrated via a communication architecture based on User Datagram Protocol (UDP). A client computer reads the positional data of the human model from each Kinect and transforms it into global coordinates. Next, the joint-position estimates from all 20×4 local filters are sent to the server, in which the particle filters are implemented.
Local filter
We derive an approximate model of human motion as follows. Let p j = (x j , y j , z j ),ṗ j = (ẋ j ,ẏ j ,ż j ), andp j = (ẍ j ,ÿ j ,z j ) represent the position, velocity, and acceleration of each joint j. Writing the Taylor series expansion for position and velocity along the x−axis, we have
where k is a discrete time index and ∆T is the sampling time.
Similarly, we write the series expansions for position and velocity along the other two orthogonal axes. Now, by neglecting the higher order terms, we obtain an approximate linear state model for each joint j as below:
where , and
T is the system disturbance with a covariance matrix Q(k). If we assume w i (k) = 0 for all k, then the acceleration and higher order derivatives are zero. This implies that the joint is moving at a constant velocity, which is not reflective of the actual motion of the human. Accordingly, we expect that the filter may not work well. Therefore, we address the question whether we can make it to work sufficiently well by assuming that each w i (k) is a zero-mean white random process and choosing the values of Q(k) appropriately. In particular, we model the process covariance terms using the formulation from [29] :
where q is the strength of the noise. Note that we obtain only the joint position measurements from each Kinect. Consequently, let
T represent the position measurement 6 for joint j. Now, the measurement model for each joint j is given by: 
is the measurement noise with a covariance matrix R(k + 1). We make the following assumptions with respect to the various noise related variables: (a) Each w i (k), (i = 1, 2, . . . , 6) is a zero-mean white random process. Let X − j (k) represent the state prediction for k th time step, X ′ j (k) represent the corrected state estimate after the measurement is made available, and K j (k) represent the Kalman gain. Let P − j (k) and P j (k) represent the predicted and estimated error covariances in the state, respectively. Now, we implement the distributed discrete Kalman filter to estimate the state for each joint j by using Algorithm 1.
Algorithm 1 Kalman filter implementation for joint j
10: Go to Step 4;
Data fusion
As mentioned earlier, the position estimates of each joint j obtained from all the four Kinects are used as inputs to a particle filter [31] . The same state model derived in (2) is used here. For each joint j, the median of the state estimates
, is used as the input to the j th particle filter at time step k. We assume that the measurement noise in each state ψ i follows a Gaussian distribution with zero mean and variance σ 2 ψ . We can write the measurement model as below:
Now, we implement a particle filter for joint j using the pseudocode in Algorithm 2.
Algorithm 2 Particle filter implementation for joint j
13: end for 14: Generate a CDF Ω from the set of p.m.f.s assigned to the particles {
17: Go to Step 5;
Estimation performance
The tracking performance of the filter is tested by conducting the following experiment: A human moves his wrist from one known point to another known point in the work cell and the measurements from all Kinects are collected and processed using the filtering scheme built around Algorithm 1 and Algorithm 2. The tracking performance along x, y, and z axes are shown in Figures 4, 5, and 6 , respectively. Each plot includes the ground truth values of initial and final positions, local measurements of the wrist-joint from one of the Kinects, the corresponding local Kalman filter output, the median of all the four Kalman filter outputs, and the particle filter output that provides the final estimate of the wrist-joint motion. Note from Fig. 4 and 6 that the scales used to plot the x and z graphs are different. Therefore, the margins between the measured and estimated values appear to be different in these graphs; but they are indeed similar to each other in reality. A 3D plot of this tracking data is shown in Fig. 7 . Note that the particle filter acts upon the median output and provides an improved estimate of the joint motion. We test the estimation accuracy of the overall sensing system in the following way: A human is made to stand at different randomly selected known positions in the work cell. By assuming different postures at each position, ground truth data for a total of 15 postures are collected for the neck, shoulder, elbow, and wrist joints. Now, we compare this ground truth data to corresponding estimates provided by the sensing system. For illustration purpose, we use six out of these postures that are shown in Fig. 8 . The discrepancy between the ground truth and estimated values are shown via projections of the joint positions on the XY plane (Fig. 9) and Y Z plane (Fig. 10) . In these figures, for each posture, a red-colored * and a green-colored * represent the ground truth and the estimated values for the neck-joint, respectively. Figure 11 shows the discrepancy values for each joint averaged over all the 15 postures. Note that the estimated values match with the ground truth within a margin of ≈ 4−5 cm.
Pre-collision Strategy to achieve Safe HRC
The problem of ensuring safety based on separation monitoring is related to the traditional robot collision avoidance problem. However, the properties of physical interaction scenarios in shared work cells significantly differ from classical settings. For example, safety cannot be guaranteed always, if the robot responds to a detected imminent collision by using movements along alternative paths. This is mainly due to the inherently random nature of human motion, which is difficult to predict, and the dynamic nature of the robot implementing such a collision avoidance strategy. In addition, these methods may increase the computational overhead as the system must try to find collision-free paths in real-time. Velocity-scaling based methods [32] address these issues by operating the robot in a tri-modal state. In particular, the robot operates in a clear (normal functioning) state when the human is far away from it. When the separation between them is less than a specified threshold, the robot transitions into a slow state, in which it continues to move in the same path, but at a reduced speed. When the separation is less than a second threshold (whose value is smaller than that of the first one), the robot enters a pause state, in which it comes to a safe, controlled stop.
Our approach to ensuring safety while a human and robot collaborate in close proximity with each other consists of pausing the robot's motion whenever an imminent collision between them is detected by the system. This is similar to a simpler bi-modal control strategy, in which the robot directly transitions from clear to pause when the estimated separation is below a threshold distance. This stop-go approach to safety is in line with the recommendations put forward by the ISO standard 10218 [33, 34] .
In order to track the physical separation, the 20-joint human model generated by the exteroceptive sensing system (described in the previous section) is augmented by approximating all pairs of neighboring joints by dynamic bounding spheres that move in a 3D space as a function of the movements performed by the human in real-time. Now, we use a rollout strategy, in which we pre-compute the robot's trajectory into the near future in order to create a temporal set of robot's postures for the next few seconds and check whether anyone of the postures in this set collides with one of the bounding spheres of the human model. This pre-collision strategy is implemented in a virtual simulation engine that is developed based on Tundra software.
First, a simulated robot, with a configuration and dimensions that are identical to the physical robot, is instantiated within the virtual environment. The simulated robot replicates the motion of the physical robot in real-time by using the same motor commands that drive the physical robot. The robot's motion plan is assumed to be known beforehand. Therefore. at time t = 0, we generate a set of 10 robot's postures by using this information, a sampling time of 0.3 sec, and a roll-out parameter of 3 sec. This set is updated at control-sampling frequency, according to a FIFO method, by removing the robot's current posture from the set and adding its future posture after 3 sec to the set.
Second, a simulated human model, with degrees of freedom identical to the one given by the Kinect, is built and instantiated within the same virtual environment. The simulated human model replicates the motion of the refined human model generated by the exteroceptive system by accessing the instantaneous positions of all the 20 joints. Since the joints below the hip do not interfere with the robot during any part of the interaction, they are not considered in the computation of the bounding spheres for the human model. Figure 12 illustrates the pre-collision strategy based on the movement of the bounding spheres. From Fig. 12(a) , the human is in front of the robot when it has just started lifting a part at t = 0 sec. As there is no intersection between its current set of roll-out postures and the human model, the robot continues its intended task of lifting the part from the table surface. However, at t = 3 sec (Fig. 12(b) ), note that the human's hand reaches a state in which a collision is imminent. The roll-out strategy enables the system to detect this condition and pause the robot's motion immediately. It also raises a visual alarm (the sphere changes color from white to red as seen in the figure), which is displayed on a monitor and an audio alarm to alert (Fig. 12(c) and 12(d) ), the robot automatically resumes its task as the human's hand is retrieved into a safety zone.
Results
We report results from an experimental scenario, in which a real robot and a human perform a shared assembly task. The physical robot used for the experiments is Lab-Volt 5150 5 DOF manipulator. The task consists of assembling the parts of a simplified chassis assembly consisting of the following parts: Main chassis, a center roll bar, a rear brace, two radio boxes, and four screws. An assembly planning system developed in our earlier work [19] takes a 3D CAD model of the assembly and automatically generates an assembly sequence that drives the task sequence of the robot.
We assign the roles of the human and the robot as follows: Whereas the human picks each part to be assembled and places it in front of the robot, the robot attempts to pick a part available in front of it and proceeds to place it in its intended location in the assembly. The robot motion is kept asynchronous with respect to that of the human on purpose. That is, the robot doesn't wait to reach the part until the human finishes placing it in front of the robot. This thereby sets up an interaction scenario for possible collisions between the human and robot. Figure 13 shows how the robot and human collaborate to assemble one of the parts onto the main chassis. From Fig. 13(c) , note that the robot pauses its motion when human intervenes to place the part in front of it and resumes its motion when the human turns away Fig. 13(f) . Similar real-time behavior is observed as the robot and the human collaborate to assemble the remaining parts.
Conclusions
We presented a separation monitoring framework that allows a robot and human to safely collaborate and achieve shared tasks in assembly cells. The main contributions of this paper can be summarized as: 3. Technique to rapidly evaluate human-robot interference in 3D Euclidean space by using a physics-based simulation engine. 4. Pre-collision strategy to achieve safe HRC In the current work, the pre-collision strategy consisted of bringing the robot to a complete stop whenever the system detected an intersection between the bounding spheres of the robot and the human. However, the human model based prediction of the human movement can be easily extended to derive better motion goals for the robot, which cater for safety as well as productivity. For example, a tri-modal control strategy, in which the robot transitions into an intermediate slowspeed state before coming to a complete stop can be easily implemented by incorporating the velocity estimates of the human model into the robot control algorithm. For this purpose, the current Taylor series based model can be extended to more practical dynamic models without the constant velocity assumption. Using real data obtained from extensive experiments, we demonstrated that our collaborative framework is robust and accurate. However, a more exhaustive evaluation of the accuracy of the tracking system can be made by comparing it with other tracking and motion capture systems. Further, a more rigorous performance analysis of our approach can be carried out based on metrics for separation monitoring that are only starting to appear. 12 : Illustration of pre-collision strategy: (a) Human is far away from the robot. As the distance between the spheres is significant, robot performs its intended task. (b) An imminent collision is detected by the system; therefore, the robot is paused and a visual alarm is raised (bounding spheres change color). (c, d) Human returns to a safety zone; therefore, the robot resumes its motion.
