Abstract-Evolutionary algorithms (EAs) are well-known optimization approaches to deal with nonlinear and complex problems. However, these population-based algorithms are computationally expensive due to the slow nature of the evolutionary process. This paper presents a novel algorithm to accelerate the differential evolution (DE). The proposed opposition-based DE (ODE) employs opposition-based learning (OBL) for population initialization and also for generation jumping. In this work, opposite numbers have been utilized to improve the convergence rate of DE. A comprehensive set of 58 complex benchmark functions including a wide range of dimensions is employed for experimental verification. The influence of dimensionality, population size, jumping rate, and various mutation strategies are also investigated. Additionally, the contribution of opposite numbers is empirically verified. We also provide a comparison of ODE to fuzzy adaptive DE (FADE). Experimental results confirm that the ODE outperforms the original DE and FADE in terms of convergence speed and solution accuracy.
Opposition-Based Differential Evolution order to achieve a better approximation for the current candidate solution. In this paper, OBL has been utilized to accelerate the convergence rate of DE. Hence, our proposed approach has been called opposition-based differential evolution (ODE). ODE uses opposite numbers during population initialization and also for generating new populations during the evolutionary process. To the best of our knowledge, this is the first time that opposite numbers have been utilized to speed up the convergence rate of an optimization algorithm.
Purely random resampling or selection of solutions from a given population has the chance of visiting or even revisiting unproductive regions of the search space. As we will demonstrate, the chance of this occurring is lower for opposite numbers than it is for purely random ones. In fact, a mathematical proof has been proposed to show that, in general, opposite numbers are more likely to be closer to the optimal solution than purely random ones [12] . In this paper, the usefulness of opposite numbers is empirically investigated by replacing them with random numbers and investigating the consequences. Our experimental results serve to confirm the theoretical expectations. Furthermore, the proposed schemes for population initialization and generation jumping are simple and general enough to be embedded inside other DE versions.
This paper provides a comprehensive set of experimental verifications of our proposed approach. Specifically, we investigate: 1) the convergence speed and robustness; 2) the effect of dimensionality; 3) the advantage of opposite points over random ones; 4) the population size; 5) the mutation operator; 6) the setting of newly added control parameter, the jumping rate, and 7) ODE is compared with fuzzy adaptive DE (FADE). For all these experiments, a comprehensive set of 58 well-known benchmark functions is employed. Furthermore, in order to fairly compare the algorithms, a complete set of performance measures has been utilized. These measures are the average number of function calls (NFCs), success rate (SR), average SR, number of unsolved problems, number of functions for which the algorithm outperforms its competitor, acceleration rate (AR), and the average of the best found solutions and the corresponding standard deviation as calculated after specific number of function evaluations has been reached.
Organization of the rest of this paper is as follows. The DE algorithm is shortly reviewed in Section II. In Section III, the concept of OBL is briefly explained. The proposed algorithm is presented in Section IV and a comprehensive set of experimental results are provided in Section V. Finally, the work is concluded in Section VI. Appendix A lists all test functions, and Appendix B provides complementary results. [25] , [26] . Like other evolutionary algorithms (EAs), it starts with an initial population vector, which is randomly generated when no preliminary knowledge about the solution space is available. Let us assume that are solution vectors in generation ( size). Successive populations are generated by adding the weighted difference of two randomly selected vectors to a third randomly selected vector. For classical DE , the mutation, crossover, and selection operators are straightforwardly defined as follows.
Mutation-For each vector in generation a mutant vector is defined by (1) where and , and are mutually different random integer indices selected from . Further, , and are different so that is required. is a real constant which determines the amplification of the added differential variation of
. Larger values for result in higher diversity in the generated population and lower values cause faster convergence.
Crossover-DE utilizes the crossover operation to generate new solutions by shuffling competing vectors and also to increase the diversity of the population. It defines the following trial vector: (2) where ( problem dimension) and (3) is the predefined crossover rate constant, and is the th evaluation of a uniform random number generator.
is a random parameter index, chosen once for each to make sure that at least one parameter is always selected from the mutated vector . Most popular values for are in the range of [27] . Selection-It is an approach which must decide which vector ( or ) should be a member of next (new) generation . For a maximization problem, the vector with the higher fitness value is chosen. There are other variants based on different mutation and crossover strategies [2] .
Other studies have been conducted to enhance the performance of the original DE algorithm, such as, adaptively determining DE's control parameters. The FADE algorithm was introduced by Liu and Lampinen [13] . They employed a fuzzy logic controller to set the mutation and crossover rates. In the same direction, Brest et al. [15] proposed self-adapting control parameter settings. Teo proposed a dynamic population sizing strategy based on self-adaptation [17] and Ali and Törn [18] introduced auxiliary population and automatic calculating of the amplification factor , for the difference vector.
Some others have experimented with multipopulation ideas. Tasoulis et al. proposed parallel DE [19] where they assign each subpopulation to a different processor node. Shi et al. [20] partitioned high-dimensional search spaces into smaller spaces and used multiple cooperating subpopulations to find the solution. They called this method cooperative coevolutionary differential evolution.
Hybridization with different algorithms is another direction for improvement. Sun et al. [21] proposed a new hybrid algorithm based on a combination of DE and estimation of distribution algorithm. This technique uses a probability model to determine promising regions in order to focus the search process on those areas. Noman and Iba [22] incorporated local search into the classical DE. They employed fittest individual refinement which is a crossover-based local search. Fan and Lampinen [23] introduced a new local search operation, trigonometric mutation, in order to obtain a better tradeoff between convergence speed and robustness. Kaelo and Ali [24] employed reinforcement learning and different schemes for generating fitter trial points.
Although the proposed algorithm in this paper also attempts to enhance DE, its methodology is completely different from all aforementioned works. That is, a first attempt to accelerate convergence speed of DE by utilizing the scheme of OBL. We use OBL for population initialization and the production of new generations.
III. OPPOSITION-BASED LEARNING (OBL)
Generally speaking, evolutionary optimization methods start with some initial solutions (initial population) and try to improve them toward some optimal solution(s). The process of searching terminates when some predefined criteria are satisfied. In the absence of a priori information about the solution, we usually start with random guesses. The computation time, among others, is related to the distance of these initial guesses from the optimal solution. We can improve our chance of starting with a closer (fitter) solution by simultaneously checking the opposite solution. By doing this, the fitter one (guess or opposite guess) can be chosen as an initial solution. In fact, according to probability theory, 50% of the time a guess is further from the solution than its opposite guess. Therefore, starting with the closer of the two guesses (as judged by its fitness) has the potential to accelerate convergence. The same approach can be applied not only to initial solutions but also continuously to each solution in the current population. However, before concentrating on OBL, we need to define the concept of opposite numbers [7] .
Definition (Opposite Number)-Let
be a real number. The opposite number is defined by (4) Similarly, this definition can be extended to higher dimensions as follows [7] .
Definition (Opposite Point)-Let be a point in -dimensional space, where and . The opposite point is completely defined by its components (5) Now, by employing the opposite point definition, the opposition-based optimization can be defined as follows.
Opposition-Based Optimization-Let be a point in -dimensional space (i.e., a candidate solution). Assume is a fitness function which is used to measure the candidate's fitness. According to the definition of the opposite point, is the opposite of . Now, if , then point can be replaced with ; otherwise, we continue with . Hence, the point and its opposite point are evaluated simultaneously in order to continue with the fitter one.
IV. PROPOSED ALGORITHM
Similar to all population-based optimization algorithms, two main steps are distinguishable for DE, namely, population initialization and producing new generations by evolutionary operations such as mutation, crossover, and selection. We will enhance these two steps using the OBL scheme. The original DE is chosen as a parent algorithm and the proposed opposition-based ideas are embedded in DE to accelerate its convergence speed. Corresponding pseudocode for the proposed approach (ODE) is given in Table III . Newly added/extended code segments will be explained in the following subsections.
A. Opposition-Based Population Initialization
According to our review of optimization literature, random number generation, in absence of a priori knowledge, is the common choice to create an initial population. Therefore, as mentioned in Section III, by utilizing OBL, we can obtain fitter starting candidate solutions even when there is no a priori knowledge about the solution(s). Steps 1-5 from Table III show the implementation of opposition-based initialization for ODE.
The following steps present that procedure.
1) Initialize the population randomly. 2) Calculate opposite population by (6) where and denote th variable of the th vector of the population and the opposite-population, respectively.
3) Select the fittest individuals from as initial population.
B. Opposition-Based Generation Jumping
By applying a similar approach to the current population, the evolutionary process can be forced to jump to a new solution candidate, which ideally is fitter than the current one. Based on a jumping rate (i.e., jumping probability), after generating new populations by mutation, crossover, and selection, the opposite population is calculated and the fittest individuals are selected from the union of the current population and the opposite population. Unlike opposition-based initialization, generation jumping calculates the opposite population dynamically. Instead of using variables' predefined interval boundaries , generation jumping calculates the opposite of each variable based on minimum
and maximum values of that variable in the current population (7) By staying within variables' interval static boundaries, we would jump outside of the already shrunken search space and the knowledge of the current reduced space (converged population) would be lost. Hence, we calculate opposite points by using variables' current interval in the population which is, as the search does progress, increasingly smaller than the corresponding initial range . Steps 26-32 from Table III show the implementation of opposition-based generation jumping for ODE. Discussion about the suitable value for jumping rate is given in Section V-F.
V. EXPERIMENTAL VERIFICATION
Test Functions-A comprehensive set of benchmark functions, including 58 different global optimization problems, has been used for performance verification of the proposed approach (although utilizing a much smaller set of benchmark functions for this purpose is commonly acceptable, e.g., [32] ). The definition of the benchmark functions and their global optimum(s) are listed in Appendix A.
Comparison Strategies and Metrics-We compare the convergence speed of DE and ODE by measuring the number of function calls (NFCs) which is the most commonly used metric in literature [3] [4] [5] [6] , [28] , [29] , [35] . A smaller NFC means higher convergence speed. The termination criterion is to find a value smaller than the value-to-reach (VTR) before reaching the maximum number of function calls . In order to minimize the effect of the stochastic nature of the algorithms on the metric, the reported NFCs for each function is the average over 50 trials. In order to compare convergence speeds, we use the acceleration rate (AR) which is defined as follows, based on the NFCs for the two algorithms DE and ODE: (8) where means ODE is faster. The number of times, for which the algorithm successfully reaches the VTR for each test function is measured as the success rate (SR) (9) Further, the average acceleration rate and the average success rate over test functions are calculated as follows:
Parameter Settings-Parameter settings for all conducted experiments are as follows unless a change is mentioned (the same setting has been used in literature cited after of each parameter).
• Population size, [15] , [33] , [34] .
• Differential amplification factor, [2] , [4] , [13] , [15] , [18] .
• Crossover probability constant, [2] , [4] , [13] , [15] , [18] .
• Jumping rate constant, (discussed in Section V-F).
• Mutation strategy [2] : DE/rand/1/bin (classic version of DE) [2] , [3] , [15] , [16] , [26] .
• Maximum NFCs, .
• Value to reach, VTR [35] . In order to maintain a reliable and fair comparison, for all 7 experiments: 1) the parameter settings are the same as above for all experiments, unless we mention new settings for one or some of them to serve the purpose of that parameter study; 2) for all conducted experiments, the reported values are the average of the results for 50 independent runs, and most importantly; 3) extra fitness evaluation is required for the opposite points (both in population initialization and also generation jumping phases) are counted.
Results-A comprehensive set of experiments are conducted and categorized as follows. In Section V-A, DE and ODE are compared in terms of convergence speed and robustness. The effect of problem dimensionality is investigated in Section V-B. The contribution of opposite points to the achieved acceleration results is demonstrated in Section V-C. The effect of population size is studied in Section V-D. Comparison of DE and ODE over some other mutation strategies is performed in Section V-E. Discussion about the newly added control parameter, jumping rate, is covered in Section V-F. Finally, comparison of the ODE with FADE is given in Section V-G.
A. Experiment Series 1: Comparison of DE and ODE
First of all, we need to compare the parent algorithm DE with ODE in terms of convergence speed and robustness. The results of solving 58 benchmark functions (see Appendix A) are given in convergence speed than DE (44% faster in overall). The jumping rate is an important control parameter which, if optimally set, can achieve even better results. The discussion about this parameter is covered in Section V-F.
B. Experiment Series 2: Influence of Dimensionality
In order to investigate the effect of the problem dimensionality, the same experiments are repeated for and for each scalable function from our test set. All other control parameters are kept unchanged. Results for and are given in Table V Results analysis-Decreasing the overall SR for DE and ODE was predictable because by doubling the problem dimension, algorithms are sometimes unable to solve the problem before reaching the maximum NFCs (which is a fixed number for all experiments). However, as seen, ODE performs better for high-dimensional problems. The higher average AR belongs to the functions with dimension .
C. Experiment Series 3: Contribution of Opposite Points
In this section, we want to verify that the achieved AR is really due to utilizing opposite points. For this purpose, all parts of the proposed algorithm are kept untouched and instead of using opposite points for the population initialization and the generation jumping, uniformly generated random points are employed. In order to have a fair competition for this case, (exactly like what we did for opposite points), the current interval (dynamic interval) of the variables are used to generate new random points in the generation jumping phase. So, line 4 from Table III should  be changed to   where generates a uniformly distributed random number on the interval . This change is for the initialization part, so the predefined boundaries of variables have been used to generate new random numbers. In fact, instead of generating random individuals, this time we generate candidate solutions. In the same manner, line 30 should be replaced with As mentioned before, for generation jumping, the current boundaries of variables are used to generate random numbers. Finally, in order to have the same selection method, lines 5 and 31 in Table III are substituted with After these modifications, the random version of ODE (called RDE) is introduced. Now, we are ready to apply this algorithm to solve our test problems. All control parameters are kept the same to ensure a fair comparison. Results for the current algorithm are presented in Table VI ; also the results of DE and ODE (from Table IV Results analysis-Just by replacing the opposite numbers with additional random numbers-while the random numbers are generated uniformly in the variables dynamic intervals and the rest of the proposed algorithm is kept untouched-the average AR drops from 1.44 to 0.87 , which is a 57% reduction in speed. This clearly demonstrates that the achieved improvements are due to usage of opposite points, and that the same level of improvement cannot be achieved via additional random sampling.
D. Experiment Series 4: Effect of Population Size
In order to investigate the effect of the population size, the same experiments (conducted in Section V-A for ) are repeated for and . The results for and are given in Tables XII and XIII, respectively. In order to discuss the population size, the overall results of three tables (Tables IV, XII , and XIII) are summarized in Table VII is excluded as an exceptional case in order to prevent from dominating the statistic). By carefully looking at the results, we can recognize that when the population size is reduced from 100 to 50, four functions (namely, , and ) for which ODE has outperformed DE, are now (for population size 50) solved faster by DE. However, this was predictable because the dimension of those functions are 20, 10, 30, and 30, respectively, and is a small population size to solve these functions. Many authors have proposed as a proper value for the population size [13] , [14] . On the other hand, as we know, ODE reduces the population diversity by its selection method and so for small population size, we need to reduce the jumping rate to control the diversity reduction. Here, the jumping rate was kept the same for all population sizes and equal to 0. Results analysis-According to the results of Sections V-A and V-B, for the majority of functions, ODE performs better when the dimension of the problems increases. On the other hand, for higher dimensional problems a larger population size should be employed (e.g.,
). According to the results of this section, ODE performs better for larger population sizes.
E. Experiments Series 5: Effect of Various Mutation Operators
More than ten mutation strategies have been developed for DE [2] , [3] . Although many researchers report results for one of these mutation strategies, most works [2] , [15] , [16] use the standard one, namely, DE/rand/1/bin, as we did. In this work, three other well-known mutation strategies, namely, DE/rand/1/exp, DE/rand/2/exp, and DE/rand/2/bin are selected to investigate the effect of the mutation operator. The results are presented in Table I (for  ) and Table II (for  ) . The overall results of these two tables are summarized in compact form in Table VIII to ease the comparison. For all mutation strategies, ODE performs better than DE by looking at the total NFCs, average SR, number of solved functions, number of functions for which ODE outperforms DE, and the average AR.
Results analysis-According to Table VIII, the best mutation strategy for DE and also for ODE is the DE/rand/1/bin. This confirms choosing mutation strategy DE/rand/1/bin as a standard operator by other researchers [2] , [15] , [16] .
F. Experiment Series 6: Proper Setting of Jumping Rate
In the proposed algorithm, a new control parameter is added to DE's parameters ( , and ). Although this parameter was fixed for all experiments, the performance of ODE can vary for different values. The jumping rate for our current study was set to without any effort to find an optimal value. In some trials, we observed that a jumping rate higher than 0.6 is not suitable for many functions and causes a premature convergence or an unusual growing of the number of function evaluations. On the other hand, means no jumping. By this way, simply the mean value of 0 and 0.6, , was selected for all conducted experiments as a default value.
In this section, we try to find an optimal jumping rate for each test function from a discrete set of jumping rate values to answer the question whether a general recommendation for setting can be offered. Now, we are faced with a fundamental question: In order to find optimal jumping rate, should we look for the minimum NFCs or the maximum SR? Both measures are important factors in an optimization process. So, two individual objectives should be considered simultaneously. In order to combine these two measures, a new measure, called success performance (SP), has been introduced as follows [35] : (12) By this definition, the two following algorithms have equal performances .
and .
and
. Now, we repeat the conducted experiments in Section V-A for with step size of 0.1 (i.e., 50 trials per function per jumping rate value ). Due to space limitations, we do not show all the results, only the obtained optimal value for the jumping rate with respect to the success performance as given in Table IX. As seen, the optimal values for the jumping rate are distributed over the discrete interval . However, jumping rates of 0.3 and 0.6 are repeated more than other values in this table. Higher jumping rates mostly belong to the low-dimensional functions and lower ones to the high-dimensional functions. The average value of the obtained optimal jumping rates is equal to 0.37 for our test functions. Some sample graphs (SP versus ) are shown in Fig. 2 to illustrate the effect of the jumping rate on success performance. The point specified by
indicates the success performance of the DE; the rest of points show the success performance of ODE. As mentioned before, we can observe a sharp increase in the SP for hard functions (e.g., , , and ) on higher jumping rates. Also, the SP decreases for easy functions by increasing the jumping rate (see , and ). Almost a smooth behavior for all functions is recognizable for (it was observed even for many functions which their graphs are not presented here). Hence, working in this interval could be more reliable for unknown optimization problems.
Results analysis-Like DE's other control parameters, the optimal jumping rate should have a problem-oriented value. Our limited experiments suggest the range of for an unknown optimization problem. A first attempt can be conducted with . Furthermore, for high-dimensional problems, a smaller jumping rate is suggested.
G. Experiment Series 7: ODE Versus FADE
The primary purpose of this work is to introduce the notion of opposition into the design and implementation of DE and demonstrate its benefits. Many other extensions of DE, if not all, can also be reconsidered to incorporate the opposition concept. In this sense, ODE should be regarded as an example and not as competitor to other DE versions. However, in order to assess the performance of ODE, a comparison with at least one other algorithm may be beneficial.
We have compared ODE with the FADE method of Liu and Lampinen [13] . They tested FADE for ten well-known benchmark functions, of which we have nine of them in our testbed. The comparison strategy is different for this experiment. The algorithms are run 100 times. Subsequently, for equal (fixed) NFCs, the average and standard deviation of the best solutions are calculated for the purpose of comparison. The same settings for parameters [13] have been used in the current experiment to assure a fair comparison. The population size is equal to and instead of using the generation number for DE and ODE an equal number of function evaluations have been used as the termination criteria (since in each generation NFCs for DE and ODE is not equal). The dimension of the functions, corresponding generation numbers, and obtained results (best mean and standard deviation of 100 runs) for DE, ODE, and FADE are given in Table X . Results for FADE are taken from [13, Results analysis-According to the t-test, ODE performs better than DE on 9 functions (out of 16). There is no difference for the rest of functions. ODE surpasses FADE on 12 functions, and they perform the same on the rest. So, DE and FADE cannot show better results than ODE even on one function. Although, the comparison of a nonadaptive algorithm (ODE) to an adaptive one (FADE) is not fair, interestingly, the results confirm that ODE performs outstandingly, it is not only better than DE but also better than FADE. It is important to consider here that ODE performs better than the original DE according to the current comparison strategy as well.
VI. CONCLUSION
In this paper, the concept of OBL has been employed to accelerate DE. OBL was utilized to introduce opposition-based population initialization and opposition-based generation jumping. By embedding these two steps within DE, ODE was proposed.
We can summarize the experimental results as follows.
• DE and ODE were compared for different problem dimensions ( , and ); the results confirm that ODE performs better over high-dimensional problems. For these kind of problems, a large population size is required. On the other hand, ODE performs well with larger population sizes. These two facts support each other and make ODE more suitable for higher dimensional problems. Further study is required to solidify this expectation.
• By replacing opposite points with uniformly generated random points in the same variables' range, the AR was reduced by 57%. Therefore, the contribution of opposite points to the acceleration process was confirmed and was not reproducible by additional random sampling.
• DE and ODE were compared for different population sizes ( , and ). ODE performed better for larger population sizes, which is usually required for more complex problems. In order to achieve better results for smaller population sizes, small jumping rates are suggested.
• Comparison of DE and ODE over various mutation strategies was also conducted. For all cases, ODE performed the same or better than DE with respect to the NFCs, average SR, and other performance measures.
• The influence of the jumping rate was studied and the range was recommended for an unknown optimization problem. Most of the functions presented a reliable acceleration improvement and almost a smooth behavior in this interval. Although, the optimal jumping rate can be somewhere out of this range, higher jumping rates are generally not recommended. The main motivation for the current work was utilizing the notion of opposition to accelerate DE. In order to have a comparison with other methods (other than the original DE), ODE was also compared with FADE. The results clearly confirmed that ODE performs better than FADE in terms of convergence rate and solution accuracy on the utilized 58 benchmark functions.
Utilizing opposite numbers to accelerate an optimization method is a new concept. Further studies are still required to investigate its benefits, weaknesses, and limitations. This work can be considered as a first step in this direction. The main claim is not defeating DE or any of its numerous versions but to introduce a new notion into optimization via metaheuristics-the notion of opposition.
Possible directions for future work include the adaptive setting of the jumping rate, proposing other possibilities to implement ODE (e.g., opposition-based mutation strategies), and applying the same or similar scheme to accelerate other population-based methods (e.g., GA and PSO). • Perm function
• Michalewicz function • Quartic function, i.e., noise The names of functions are listed in Table XI . For more information about these functions, see [31] .
APPENDIX B COMPLEMENTARY RESULTS
The results for and are given in Tables XII and XIII, respectively. 
