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Zusammenfassung
Obwohl bis zum heutigen Tage mehr als 1500 Radio-Pulsare in unserer Galaxie entdeckt
wurden, konnte bislang nicht ein einziger Pulsar im direkten Umfeld des Galaktischen
Zentrums gefunden werden. Dies ist um so mehr erstaunlich, da die statistische Pulsar-
Verteilung nicht nur eine deutliche Zunahme der Pulsare zum Zentrum unserer Galaxie
zeigt, sondern dieser Himmelsbereich auch schon mehrfach in verschiedenen Pulsar-Suchen
beobachtet wurde.
Das Defizit von Pulsaren im Galaktischen Zentrum wird heute allgemein durch Selektions-
effekte bei der Suche erkla¨rt, die aufgrund von Inhomogenita¨ten und der erho¨hten Dichte
des Interstellaren Mediums im Zentrumsbereich hervorgerufen werden. Diese Einflu¨sse be-
wirken eine frequenzabha¨ngige Phasenverschiebung (Dispersion) sowie eine Pulsverbrei-
terung durch Mehrwegeausbreitung (Scattering) der zeitvarianten Strahlung von Pulsa-
ren. Wa¨hrend die Dispersion durch geeignete Maßnahmen bei der Beobachtung nahezu
vollsta¨ndig beseitigt werden kann, ist die Pulsverbreiterung durch Scattering, die einen
negativen Einfluß auf die Suchempfindlichkeit hat, nur mit Beobachtungen bei ho¨heren
Frequenzen zu mindern. Weil die Strahlungsintensita¨t von Pulsaren jedoch zu ho¨heren
Frequenzen steil abfa¨llt, kann die optimale Beobachtungsfrequenz nur ein Kompromiß der
beiden gegensa¨tzlichen Forderungen sein.
Im Rahmen dieser Arbeit wurde daher die erste Suche nach Pulsaren im Galaktischen
Zentrum bei der fu¨r Pulsar-Beobachtungen ungewo¨hnlich hohen Frequenz von 5GHz mit
dem 100-m Radioteleskop des Max-Planck-Instituts fu¨r Radioastronomie durchgefu¨hrt
und analysiert. Der wissenschaftliche Teil dieser Dissertation umfasst eine ausfu¨hrliche
Diskussion u¨ber die zu erwartende Anzahl detektierbarer Zentrumspulsare fu¨r zwei unter-
schiedliche Sternentstehungs-Szenarien im Galaktischen Zentrum und ferner eine gru¨nd-
liche Untersuchung der erzielten Empfindlichkeit zur durchgefu¨hrten Pulsar-Suche. Die
technischen Kapitel beschreiben die Entwicklung des Datenaufnahmesystems (Backends)
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1.1.1 Voraussage von Neutronensternen
Bereits in den dreißiger Jahren des zwanzigsten Jahrhunderts, kurz nach der Ent-
deckung des Neutrons (Chadwick 1932), machte Landau (1932) eine sehr bemerkens-
werte Vorhersage: Ausgehend von seinen Untersuchungen von mo¨glichen stabilen
Zusta¨nden der Materie prognostizierte er, daß im Universum supermassive Objekte
existieren ko¨nnten, die praktisch nur aus Neutronen bestehen wu¨rden. Zwei Jahre
spa¨ter nahmen die beiden Astrophysiker Baade & Zwicky (1934) an, daß Sternex-
plosionen (Supernova) Neutronensterne als Endprodukte entstehen lassen ko¨nnten.
Diese Annahme wurde durch Oppenheimer & Volkoff (1938) bekra¨ftigt, die erstmals
ein detailliertes Modell fu¨r die Struktur von Neutronensternen entwickelten und aus
diesem eine Masse von ∼ 1M¯ und einen Radius von ∼10 km fu¨r ein stabiles Exi-
stieren solcher Objekte herleiteten.
1967 wies Pacini (1967) auf die Mo¨glichkeit hin, daß Neutronensterne, falls sie
ein Magnetfeld haben und rotieren sollten, Dipolstrahlung erzeugen und die hierfu¨r
beno¨tigte Energie aus ihrer Rotation gewinnen wu¨rden. Obwohl fu¨r Neutronensterne
eine extrem hohe Fla¨chenhelligkeit zu erwarten war, ging man wegen der kleinen
Oberfla¨che zuna¨chst nicht davon aus, diese Objekte beobachten zu ko¨nnen.
1
2 KAPITEL 1. EINLEITUNG
Abbildung 1.1:
Erste Entdeckung eines Pulsars (CP 1919) von J. Bell und A. Hewish am 28.November
1967. Im oberen Teil des Charts sind deutlich die nach unten gerichteten periodischen
Signale (Einzelpulse) des Pulsars zu erkennen.
1.1.2 Entdeckung von pulsierender Radiostrahlung
Im Jahre 1967 begannen Anthony Hewish und Jocelyn Bell mit Untersuchungen
u¨ber den Einfluß des interplanetaren Plasmas auf die Beobachtung kompakter Ra-
dioquellen. Diese “Plasmaklumpen” zwischen den Planeten des Sonnensystems sind
irregula¨re Schwankungen der Elektronendichte, die eine Szintillation der Strahlung
von weit entfernten Radioquellen bewirken. Die “interplanetare Szintillation” ver-
ursacht Schwankungen mit einer Dauer im Sekundenbereich, wodurch sich eine bis
dahin in der Radioastronomie unu¨blich kurze Integrationszeit von ca. 0.1 Sekunden
ergab. Hewish und Bell konstruierten fu¨r ihre Untersuchungen ein Transit-Teleskop
in Cambridge, das aus 2048 Dipolen, die u¨ber eine Fla¨che von 470 m × 45 m ange-
ordnet waren, bestand (Dautcourt 1976). Bereits in den ersten Wochen beobachteten
sie bei einer Frequenz von 81.5 MHz (entsprechend einer Wellenla¨nge von 3.7 m)
ein bis dahin unbekanntes Radiosignal (siehe Abbildung 1.1), das exakt mit einer
Periode von 1.33728 Sekunden erschien (Hewish et al. 1968). Weil das Signal jeden
Tag vier Minuten spa¨ter beobachtet wurde - was genau der Verzo¨gerung aufgrund
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Abbildung 1.2:
Der Pulsar CP 0328
(PSR B0329+54)
erscheint bereits rund
eineinhalb Jahre vor der
Pulsar-Entdeckung von




der Bewegung der Erde um die Sonne entspricht - konnte eine terrestrische Herkunft
des Signals ausgeschlossen werden. Auch zeigte das Fehlen einer meßbaren Parallaxe,
daß das Signal von keinem Objekt innerhalb des Sonnensystems herru¨hren konnte,
sondern der Ursprung weit außerhalb des Sonnensystems liegen mußte. Schließlich
stellte man eine Verzo¨gerung der Pulse zu niedrigeren Frequenzen hin fest, die ty-
pisch fu¨r Signale ist, die einen weiten Weg durch das interstellare Medium (ISM)
haben. Diese Eigenschaft wird als Dispersion bezeichnet und in Kapitel 1.3.1 auf
Seite 15 erkla¨rt.
Die Astronomen in Cambridge gaben dem neu entdeckten Objekt im Sternbild
Vulpecula (Fu¨chslein) die Bezeichnung CP 19191.
Die unvermeidliche Spekulation, die so regelma¨ßig auftretenden Pulse ko¨nnten
ihren Ursprung in einer fremden Zivilisation haben2, konnte spa¨testens nach der
Entdeckung von drei weiteren Pulsaren, in anderen Himmelsrichtungen, innerhalb
weniger Wochen verworfen werden.
1CP stand fu¨r Cambridge Pulsar und 1919 fu¨r die Rektaszension. Die heutige Bezeichnung des
Pulsars ist PSR B1919+21, wobei PSR fu¨r ‘Pulsating Source of Radio emission’ steht und das
Zahlenpaar die Position des Pulsars angibt: α = 19h19m und δ = +21◦
2tatsa¨chlich sind die ersten Pulsare inoffiziell mit LGM1, LGM2, etc. fu¨r Little Green Men
bezeichnet worden
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Abbildung 1.3:
Der Krebs-Nebel (M1) ist der
U¨berrest einer Supernova-
Explosion, die sich im Jahre 1054
im Sternbild Taurus (Stier)
ereignete und von chinesischen
Geschichtsschreibern der
Sung-Dynastie dokumentiert
wurde. Im Zentrum von M1
befindet sich der Pulsar
PSR B0531+21 mit einer Periode
von 33.4 ms.
A¨ltere Beobachtungen, die man nach der Vero¨ffentlichung von Hewish et al. er-
neut analysierte, zeigten, daß bereits fru¨her von anderen Teleskopen Pulsarsignale
empfangen und aufgezeichnet wurden, sie damals aber als terrestrische Sto¨rungen
interpretiert wurden (Haslam et al. (1974) und perso¨nliche Mitteilungen). Zudem
waren die Integrationszeiten oft sehr lang, so daß die pulsierenden Signale zu Kon-
tinuumsquellen verschmiert wurden. Der Pulsar PSR B0329+54 erscheint so bereits
im 408 MHz-Survey von Haslam et al. als eine 1 Jy-Punktquelle3 (siehe Abbildung
1.2).
1.1.3 Pulsare: Rotierende Neutronensterne
In der Vero¨ffentlichung von Hewish et al. (1968) wurde bereits als Quelle der pul-
sierenden Strahlung rotierende Neutronensterne oder Weiße Zwerge angenommen.
Die Entdeckung eines Pulsars im Zentrum des Krebs-Nebels (PSR B0531+21, Stae-
lin & Reifenstein (1968), Abbildung 1.3) und im Supernova-U¨berrest Vela X-1
(PSR B0833-45, Large et al. (1968)) besta¨tigten eindrucksvoll die Hypothese von
rotierenden Neutronensternen. Die kurzen Pulsperioden von 33 ms und 89 ms ließen
keine radial oszillierende Weiße Zwerge mehr zu. Auch die Mo¨glichkeit von engen
Bina¨rsystemen aus Stern und massereichem Begleiter konnte diese kurzen Perioden
3 1 Jy (Jansky) ≡ 10−26Wm−2Hz−1
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nicht erkla¨ren. Weiterhin beobachteten Richards & Comella (1969) eine Zunahme
der Pulsperiode des Krebs-Pulsars von 13 µs pro Jahr, in guter U¨bereinstimmung
mit den Vorhersagen von Gold (1968) und Pacini (1968) — eine Entdeckung, die
deutlich fu¨r ein rotierendes Einzelobjekt steht, denn bei einem engen Bina¨rsystem
wu¨rde sich ein Energieverlust (durch Abgabe von Gravitationswellen) in einer Ab-
nahme der Pulsperiode zeigen.
Die Vorstellung, daß Pulsare hochmagnetisierte rotierende Neutronensterne sind,
wird heute allgemein akzeptiert. Das starke Magnetfeld des Pulsars erzeugt einen
scharf gebu¨ndelten Strahl elektromagnetischer Strahlung, der entlang der Magnet-
feldachse oberhalb der Pole des Neutronensterns entsteht (Abbildung 1.4). Sind die
magnetische Feldachse und die Rotationsachse gegeneinander versetzt und u¨ber-
streicht der Strahl die Erde, a¨hnlich wie bei einem Leuchtturm, so registrieren wir
gepulste Strahlung.
1.1.4 Entstehung von Neutronensternen
Die Entwicklung eines Neutronensterns aus einem massereichen Stern ist ein a¨ußerst
komplexer Vorgang, der besonders in Kippenhahn &Weigert (1990), Lyne & Graham-
Smith (1998) und Silk (1999) gut beschrieben wird. In Abbildung 1.5 sind die wesent-
lichen Entwicklungsschritte hin zu einem Neutronenstern bzw. Pulsar schematisch
dargestellt. Der Einfachheit halber sei angenommen, daß Neutronensterne wa¨hrend
einer Supernova-Explosion eines kollabierenden Sterns entstehen.
Die “normale” Lebensdauer eines Sterns (Hauptreihen-Stern) wird wesentlich
durch seine Masse bestimmt und betra¨gt ungefa¨hr 1010(M/M¯)−3 Jahre. In die-
ser Zeit besitzt der Stern ausreichend nuklearen Brennstoff im Kern, so daß die
Fusion von Wasserstoff zu Helium im Zentrum genu¨gend Druck aufbaut, um dem
Kollabieren des Sterns, aufgrund seiner eigenen Gravitation, entgegen zu wirken.
Massearme Sterne (M? < 4M¯) fallen, nachdem ihr Brennstoff erscho¨pft ist, in sich
zusammen: Es entsteht ein Weißer Zwerg. Bei massereicheren Sternen schließen sich
weitere Kernprozesse an, bei denen immer schwerere Atome gebildet werden, bis
schließlich die Kernregion aus Eisen besteht. Eisen ist das Endstadium der Kern-
fusion: Die Synthese noch schwererer Elemente aus leichteren setzt keine Energie
mehr frei, sondern verbraucht Energie. Die Eisenkernregion ist endotherm (Enger-
gie absorbierend) geworden. Zu diesem Zeitpunkt hat sich der Stern zu einem Roten












A¨hnlich wie der Lichtkegel eines Leuchtturms, erzeugt ein rotierender Neutronenstern
stark gebu¨ndelte Radiostrahlung: Streicht der Strahl u¨ber die Erde, so nehmen wir ihn in
Form eines Pulses war. Die im rechten Teil abgebildeten Einzelpulse von PSR 1929+10
wurden mit dem neu entwickelten Backend (Poesy) am 100-m-Radioteleskop in
Effelsberg bei einer Frequenz von 1.4 GHz beobachtet. Deutlich ist die konstante Periode
(P = 226.5 ms) und die unterschiedliche Intensita¨t der Einzelpulse zu sehen.
Riesen entwickelt und die Kernprozesse lassen aufgrund des verbrauchten nuklea-
ren Brennstoffes schlagartig nach. Liegt die Masse der Kernregion in einem Bereich
von 1.9M¯ ≤ M ≤ 2.5M¯, kann selbst der Druck entarteter4 Elektronen sie nicht
la¨nger gegen die Gravitation stu¨tzen. Die Kernregion kollabiert zu einem sehr viel
dichteren Materiezustand, in dem die Atomkerne selbst zusammengequetscht wer-
den, und nicht nur die Atome als Ganzes, wie bei der Bildung von Weißen Zwer-
gen. Es kommt zu einer vermehrten Rekombination von Protonen und Elektronen:
e− + p −→ n + νe. Neben Neutronen n entstehen in dieser Phase auch Neutrinos
νe, die fast ungehindert den kollabierenden Stern verlassen und ihn hierdurch wei-
ter abku¨hlen, wodurch die Rekombination zusa¨tzlich versta¨rkt wird (Lattimer &
4“Entartung” beschreibt einen Zustand der Materie, bei dem alle Quantenzusta¨nde der Ma-
terie lu¨ckenlos bis zur Fermi-Energie besetzt sind: Fermi-Druck. Ein weiteres Komprimieren des
Elektronengases erho¨ht den Druck nicht weiter.
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Abbildung 1.5:
a) Wa¨hrend der “normalen” Brennphase ist der Stern stabil, weil er genu¨gend
inneren Verbrennungsdruck erzeugen kann um ein Kollabieren durch seine eigene
Schwerkraft zu verhindern.
b) Nachdem der nukleare Brennstoff verbraucht ist, fa¨llt der Stern durch seine eigene
Gravitation in sich zusammen.
c) Es kommt zu einer Supernova-Explosion, bei der die a¨ußere Hu¨lle mit einer
Geschwindigkeit von bis zu 10, 000 km s−1 in die Umgebung abgestoßen wird.
d) Im Zentrum der Explosion bildet sich ein Neutronenstern, der ggf. als Pulsar
beobachtet werden kann.
Prakash 2004). Der Kollaps der stellaren Kernregion erzeugt eine Schockwelle nach
außen, welche die einfallende Materie sowie die a¨ußeren Schichten des Roten Riesen
in einer gewaltigen Explosion in den Raum hinausschleudert: Der Stern explodiert in
einer Supernova und verliert hierbei einen Großteil seiner Masse. Zuru¨ck bleibt ein
Neutronenstern mit einer mittleren Materiedichte von 1016 − 1018kgm−3 (Woosley
& Weaver 1986).
Weil die Supernova-Explosion und der Kollaps des Sternkerns in der Regel nicht
absolut symmetrisch verla¨uft, erfa¨hrt der Neutronenstern einen Anfangs-”Kick”, wo-
durch er sich im Laufe der Zeit vom urspru¨nglichen Explosionsort entfernt (Spruit &
Phinney 1998). Wa¨hrend eine Verbindung zwischen Supernova-U¨berrest und Pulsar
fu¨r 105 Jahre beobachtbar ist und dann die Explosionsreste aufgrund der Ausbrei-
tung im Raum immer dunkler werden, kann die Pulsaremission bis zu 107 Jahre
detektiert werden. Nach dieser Zeit hat dann der Pulsar so viel Rotationsenergie ver-
loren, daß die koha¨rente Radioemission nicht mehr aufrecht erhalten werden kann.
Bei der Rekombination von Protonen und Elektronen wa¨hrend des Kollaps der
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Kernregion entstehen nicht nur Neutronen, sondern auch eine große Menge an Neu-
trinos. Obwohl Neutrinos aufgrund ihrer schwachen Wechselwirkung nur schwer
nachweisbar sind, za¨hlte ein Neutrino-Detektor in der Kamioka-Zinkmine bei To-
kio zwo¨lf und ein a¨hnlicher Detektor in der Morton-Salzmine bei Cleveland acht
Wechselwirkungen mit Elektronen. Wie man im nachhinein feststellte, war eine
Supernova-Explosion (SN 1987A5) in der Großen Magellanschen Wolke fu¨r den
erho¨hten Neutrinofluß verantwortlich (Hirata et al. 1987).
Obwohl bislang nur Supernova-Explosionen fu¨r die Bildung von Neutronenster-
nen beschrieben wurden, ist auch noch ein alternativer Entstehungsprozeß denkbar
(Whelan & Iben 1973). In einem engen Bina¨rsystem aus einem Weißen Zwerg und
einem Roten Riesen kann der Weiße Zwerg Masse von seinem Partnerstern akkre-
tieren bis er seine kritische Masse erreicht. Der dann unabdingbar stattfindende
Kollaps ist gleichzeitig die Geburt eines neuen Neutronensterns.
1.2 Eigenschaften von Pulsaren
Der Aufbau von Neutronensternen, ihrer inneren Struktur, Radius und Masse, sowie
der magnetischen Feldsta¨rke sind Gegenstand vieler Untersuchungen. Dennoch ist
eine Beschreibung dieser Eigenschaften nur innerhalb von Grenzen mo¨glich, da man
keine Erfahrung hat, wie sich Materie unter extremsten Bedingungen verha¨lt und
Experimente hierzu auf der Erde nicht mo¨glich sind.
1.2.1 Masse, Radius und Struktur von Neutronensternen
Theoretische Modelle von Neutronensternen lassen Massen im Bereich von 0.2 −
2.0 M¯ zu. Kleinere Massen scheiden aus, weil die geringere Gravitationskraft kei-
nen stabilen Zustand des Sterns ermo¨glichen wu¨rde und bei gro¨ßeren Massen sich
nach den allgemeinen Theorien ein Schwarzes Loch bilden wu¨rde. Durch pra¨zises
Messen der Ankunftzeiten von Pulsaren in Bina¨rsystemen (Timing), lassen sich
neben vielen anderen Parametern auch die Massen der Objekte bestimmen (Bell
5Bis heute wurde kein Radio-Pulsar im Supernova-U¨berrest SN 1987A gefunden (Crawford et al.
1999, Percival et al. 1995). Im optischen Wellenla¨ngenbereich wurde jedoch pulsierende Strahlung
(P = 2.14ms) detektiert, die auf einen mo¨glichen Pulsar hindeutet (Middleditch et al. 2000). Diese
Messung konnte aber bis heute nicht besta¨tigt werden.
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1998). Diese Messungen zeigten eine typische Neutronensternmasse von MNS =
1.35± 0.04 M¯ (Thorsett & Chakrabarty 1999). Weil diese Masse sehr nahe an der
Chandrasekhar-Grenze6 (Chandrasekhar 1931) liegt, verwenden viele Modelle einen
Wert von 1.4 M¯.
Nimmt man fu¨r einen Neutronenstern die typische Masse von 1.4 M¯ an, so
ergibt sich fu¨r den Radius des Neutronensterns ein Wert zwischen 10.4 und 11.2 km
(Baym 1991).
Der Aufbau von einem Neutronenstern der Masse MNS = 1.4 M¯ ist in Abbil-
dung 1.6 dargestellt (Lyne & Graham-Smith 1998). Aus einer Masse von 1.4 M¯
und einem Kugeldurchmesser von ca. 20 km ergibt sich eine enorme Massedichte, die
sogar die Dichte gewo¨hnlicher Kernmaterie u¨bertrifft, obwohl diese schon selbst etwa
zehn Billionen mal dichter als die von Blei ist. Dennoch ist die Dichteverteilung in
einem Neutronenstern nicht homogen, sondern variiert zwischen dem inneren Kern
und der a¨ußeren Kruste um neun Gro¨ßenordnungen (ρ ≈ 106 − 1015g cm−3).
1.2.2 Periode, Periodena¨nderung und Pulsbreite
Pulsare wurden aufgrund ihrer pulsierenden Strahlung entdeckt. Weil die Pulsperi-
ode nicht nur direkt meßbar ist, sondern auch von allen Pulsarparametern mit der
6Chandrasekhar berechnete bereits 1928 im jungen Alter von 18 Jahren diese Masse als Grenz-
wert fu¨r einen Stern, der sich noch gegen den Kollaps zu einem Schwarzen Loch behaupten kann.
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Profile bei einer Frequenz
von 1.4 GHz gemessen.
ho¨chsten Genauigkeit bestimmt werden kann, ist sie die wichtigste Gro¨ße bei der
Untersuchung von Pulsaren. Obwohl die Periode eines Pulsars enorm konstant ist
(10−1 − 10−7ppm u¨ber mehrere Monate (Backer et al. 1982, Taylor 1991)), sind die
Einzelpulse in ihrer Form und Intensita¨t sehr unterschiedlich. Summiert man jedoch
einige hundert Einzelpulse, so erha¨lt man ein mittleres Pulsprofil, das charakteri-
stisch fu¨r jeden Pulsar ist und nur noch in Abha¨ngigkeit der Beobachtungsfrequenz
variiert (Abbildung 1.7).
Die linke Ha¨lfte von Abbildung 1.8 zeigt die Periodenverteilung von 1286 Pulsa-
ren. Das untere Ende der Pulsperiode bildet PSR B1937+21 (Backer et al. 1982) mit
nur 1.56 ms. Auch wenn dieser Millisekundenpulsar 7 (siehe Kapitel 1.5 auf Seite 22)
seit knapp 20 Jahren den Periodenrekord ha¨lt, muß dies nicht die physikalische Gren-
ze der Rotationsgeschwindigkeit sein. Der Grenzwert von Plim ∼ 0.5ms definiert sich
aus den Zustandgleichungen der Materie von Neutronensternen und dem Verha¨ltnis
von Zentrifugalkraft und Gravitation, die maximal am A¨quator des Pulsars wirken
darf (Cook et al. 1994, Burderi et al. 2001). Das obere Ende der Pulsperiode wird
derzeit von PSR J2144-3933 (Young et al. 1999) mit 8.51 Sekunden bestimmt. Diese
extrem langsame Periode ist insofern interessant, weil viele Emissionsmodelle keine
Radiostrahlung mehr bei dieser Rotationsgeschwindigkeit zulassen. Der Mittelwert
7Als Millisekundenpulsar (MSP) bezeichnet man einen Pulsar, dessen Rotationsperiode kleiner
gleich 30 ms ist.
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Abbildung 1.8:
Linkes Diagramm: Verteilung der Perioden von 1395 Pulsaren. Neben den “normalen”
Pulsaren, deren Periode im Sekundenbereich liegt, ist in der linken Ha¨lfte die Verteilung
der Millisekundenpulsare (PMSP ≤ 30ms) zu sehen.
Rechtes Diagramm: Verha¨ltnis von Pulsbreite zu Pulsperiode von 607 Pulsaren (Taylor
et al. 1995). Alle Pulsbreiten wurden bei einer Frequenz von 400 MHz bestimmt und
beziehen sich auf die Breite des Pulses bei 50% vom Maximum.
aller Perioden wird immer mehr von der großen Anzahl von normalen Pulsaren do-
miniert und betra¨gt derzeit fu¨r die vero¨ffentlichten 1395 Pulsare8 P¯2003 = 0.798 s.
(P¯1995 = 0.7 s (Taylor et al. 1995), P¯1993 = 0.6 s (Taylor et al. 1993))
Die rechte Ha¨lfte von Abbildung 1.8 zeigt das Verha¨ltnis von Pulsbreite zu Puls-
periode von 607 Pulsaren (Taylor et al. 1995). A¨hnlich der Periodenverteilung um-
faßt auch die Pulsbreite einen großen Bereich von 0.4% (PSR J1951+1123) bis 43%
(PSR J0034-0534). Eine Ausnahme stellt PSR J0218+4232 (siehe Abbildung 1.7)
dar, der Strahlung u¨ber die gesamte Periode von P = 2.3ms emittiert (Navarro
et al. 1995). Die durchschnittliche Pulsbreite bei 400 MHz betra¨gt 4.8%.
Ein Pulsar verliert stetig an Rotationsenergie, wodurch sich seine Periode meßbar
verlangsamt. Ein Großteil dieser Energie wird in Form magnetischer Dipolstrahlung
mit der Rotationsfrequenz, ein anderer Teil in Form von beschleunigten Partikeln
abgestrahlt / abgegeben. Weiterhin ist eine mo¨gliche Energieabgabe in Form von
8Stand: Ma¨rz 2003
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Gravitationswellen denkbar, wenn der Neutronenstern nicht perfekt rotationssym-
metrisch aufgebaut ist. Weil sich aus der Periode P und der Periodenableitung P˙
nicht nur die Energieabgabe bestimmen la¨ßt, sondern auch Aussagen u¨ber das Mag-
netfeld und das Alter des Pulsars mo¨glich sind, ist das sogenannte P -P˙ - Diagramm
zur Untersuchung von Pulsaren eine wichtige Darstellung (siehe Abbildung 1.9 auf
Seite 15). Derzeit umfaßt die Periodenableitung einen Bereich von 9 Gro¨ßenordnun-
gen von P˙ = 1.6× 10−21 s/s (PSR J0024-7204H, Camilo et al. (2000a), Freire et al.
(2000)) bis P˙ = 4.0 × 10−12 s/s (PSR J1119-6127, Manchester et al. (2001)). Auch
Abbildung 1.9 zeigt deutlich die beiden Klassen von Pulsaren: “normale” Pulsare
im rechten oberen Teil und die Millisekundenpulsare im unteren linken Bereich der
Darstellung.
1.2.3 Alter
Wie bereits im vorherigen Kapitel angedeutet, la¨ßt sich aus dem Verha¨ltnis von
Periodenableitung (Abbremsrate) und der Pulsarperiode das charakteristische Alter
von Pulsaren bestimmen.
Aus der klassischen Elektrodynamik folgt fu¨r das magnetische DipolmomentM⊥,










M⊥Ω4 c−3 . (1.1)
Hierbei entspricht M⊥ ∼ r3B0 sinα dem orthogonalen Anteil des magnetischen Di-
polmoments im Bezug zur Rotationsachse, B0 der magnetischen Feldsta¨rke an der
Oberfla¨che und α dem gedachten Winkel zwischen Rotations- und Magnetfeldachse.
Aus Formel 1.1 la¨ßt sich die Differentialgleichung fu¨r die Verlangsamung ableiten:
Ω˙ = −kΩn . (1.2)
Wa¨hrend k eine Konstante ist, beschreibt n den Bremsindex (‘breaking index’), der
typischerweise im Bereich 2 ≤ n ≤ 3 gemessen wird (Manchester & Taylor 1977).
Durch Integration von Ausdruck 1.2 und Einsetzen von P = 2pi/Ω erha¨lt man eine
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Mit der Voraussetzung von n 6= 1 und der Annahme, daß der Pulsar seit seiner








In der Praxis wird gerne n = 3 angenommen, was einer reinen Rotationsabbremsung
durch magnetische Dipolstrahlung entspricht. Das charakteristische Alter berechnet





Durch die beiden Annahmen (Pi ¿ P und n = 3) stellt das charakteristische Al-
ter nur eine Na¨herung zum tatsa¨chlichen Alter eines Pulsars dar. So erha¨lt man
mit Formel 1.5 fu¨r den Krebs-Pulsar einen Wert von τc = 1260 Jahre, obwohl nach
U¨berlieferungen von chinesischen Astronomen, sich die zur Bildung des Pulsars ver-
antwortliche Supernova-Explosion vor rund 950 Jahren ereignet hat (Abbildung 1.3).
Obwohl sich der Bremsindex n analytisch durch Verwendung der zweiten Ableitung
der Periode bestimmen la¨ßt
n = 2− PP¨
P˙ 2
, (1.6)
ist diese Methode durch die Ungenauigkeit der Messung von P¨ wenig praktikabel.
Dennoch konnte man fu¨r den Krebs-Pulsar einen Wert von n = 2.509± 0.001 (Lyne
et al. 1988) ermitteln, der es durch die Kenntnis des genauen Alters des Pulsars
erlaubt, die Geburtsperiode zu Pi = 19.3 ms zu berechnen.
Trotz der gezeigten Ungenauigkeiten kann das charakteristische Alter als obere
Altersgrenze betrachtet werden und ist damit ein weiterer wichtiger Parameter bei
der Untersuchung von Pulsaren (Cordes & Chernoff 1998). Das charakteristische
Alter u¨berstreicht einen Bereich von 1260 Jahren (Krebs-Pulsar) bis zu 3.1 × 1010
Jahren (PSR J0024-7204H, einem Millisekundenpulsar im Kugelsternhaufen 47 Tu-
canae, Camilo et al. (2000a)). Die typische (durchschnittliche) Lebensdauer eines
normalen Pulsars berechnet sich zu 7.6× 107 Jahren.
Es erscheint u¨berraschend, daß es sich bei den a¨ltesten Pulsaren ausschließlich
um Millisekundenpulsare handelt, obwohl man eher sehr langsam rotierende Pulsare
annehmen wu¨rde. Der Grund hierfu¨r liegt in einer anderen Entstehungsgeschichte
und wird in Kapitel 1.5 beschrieben.
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1.2.4 Magnetfeld
Aus der Pulsperiode und deren Ableitung la¨ßt sich nicht nur das charakteristische
Alter τc eines Pulsars berechnen, sondern auch dessen Magnetfeldsta¨rke B.
Wie bereits im vorherigen Kapitel beschrieben, wird das Abbremsen eines Pulsars
durch die Abgabe von Dipolstrahlung dominiert. Mit der Annahme, daß ein typischer
Pulsar ein Tra¨gheitsmoment von I = 1045 g cm2 (Shapiro & Teukolsky 1983) und











P P˙ . (1.7)
Nimmt man weiter eine orthogonale Geometrie an (magnetische Feld- und Rotati-
onsachse stehen senkrecht zueinander, α = 90◦), dann erha¨lt man:
B0 = 3.3× 1019
√
P P˙ [Gauß]. (1.8)
Bei “normalen” Pulsaren betra¨gt die magnetische Oberfla¨chenfeldsta¨rke 1012 Gauß,
wogegen sie bei Millisekundenpulsaren nur 108 Gauß betra¨gt. Im P -P˙ - Diagramm
(Abbildung 1.9) beschreiben die gestrichelten diagonalen Linien die Gro¨ßenordnun-
gen der magnetischen Oberfla¨chenfeldsta¨rke — deutlich sind auch hier die Unter-
schiede zu den Millisekundenpulsaren zu erkennen.
Berechnet man die Energie, die bei der Abbremsung eines Pulsars abgegeben wird
E˙ = −I Ω Ω˙ = 4pi2I P˙
P 3
, (1.9)
so erha¨lt man Werte im Bereich von 3 × 1021 W (PSR J2144-3933, P = 8.5 s) bis
zu 4.5× 1031W (Krebs-Pulsar). Hier lassen sich jedoch keine Unterschiede zwischen
“normalen” Pulsaren und Millisekundenpulsaren erkennen.
1.3 Das interstellare Medium
Aufgrund von freien Elektronen im interstellaren Medium (ISM) wird die Radio-
strahlung von astronomischen Quellen beeinflußt. Besonders bei zeitvarianter Strah-
lung, wie sie von Pulsaren emittiert wird, ist dieser Einfluß von besonderer Bedeu-
tung. Der wohl wichtigste Effekt ist die frequenzabha¨ngige Gruppenlaufzeit von
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Abbildung 1.9:
P − P˙ - Diagramm von 1259 Pulsaren in doppelt-logarithmischer Darstellung. Umkreiste
Punkte markieren Pulsare, die sich in einem Doppelstern-System befinden. Die
diagonalen gestrichelten Linien geben die Gro¨ßenordnung des Magnetfeldes an und die
Punkt-Strich-Linien das charakteristische Alter der Pulsare.
Pulsen (Dispersion), aber auch die Szintillation und das Scattering werden durch
das ISM verursacht.
1.3.1 Dispersion
Bedingt durch das ionisierte interstellare Medium zwischen Pulsar und Beobachter,
das wegen seiner freien Elektronen einen Brechungsindex nISM < 1 besitzt, ko¨nnen
sich Radiowellen nicht mit Vakuumlichtgeschwindigkeit (c0 = 2.998 × 108ms−1)
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ausbreiten. Die Folge ist eine frequenzabha¨ngige Gruppenlaufzeit der Signale, die
als Dispersion bezeichnet wird: Pulse, die bei ho¨herer Frequenz emittiert werden,
durchdringen das ISM schneller und erreichen den Beobachter daher eher, als Pulse
bei niedrigerer Frequenz. Obwohl die Dispersion im Grunde ein sto¨render Einfluß
ist, der besondere Techniken bei der Beobachtung (Abschnitte 2.4.1, 2.4.2) und der
Datenauswertung (siehe Kapitel 5.4) erfordert, ist sie bei der Pulsar-Suche ein gutes
Kriterium zur Identifizierung von terrestrischen Interferenzen (Kapitel 5.7).
Bei Vernachla¨ssigung von geringfu¨gigen Abweichungen durch galaktische Magnet-
felder, berechnet sich die Ausbreitungsgeschwindigkeit von Radiowellen in einem
Medium durch die Gruppenlaufzeit















die Plasma-Frequenz des Elektronengases ist. Hierbei steht ne fu¨r die Elektronen-
dichte im ISM und e = 1.6 × 10−19C sowie me = 9.1 × 10−31 kg geben die Ladung
und Masse des Elektrons an.
Aus Ausdruck (1.10) folgt unmittelbar, daß fu¨r alle Frequenzen ν < νp keine Aus-
breitung von Radiowellen mehr mo¨glich ist, weshalb diese Beziehung auch gerne in
Emissionstheorien zur Bestimmung der maximalen Plasma-Dichte in der Magneto-
spha¨re von Pulsaren verwendet wird (Ruderman & Sutherland 1975).
Ein typischer Wert fu¨r die Elektronendichte im ISM ist ne ∼ 0.03 cm−3 (Taylor &
Cordes 1993), mit der sich eine Plasma-Frequenz νp ∼ 2 kHz ergibt.
Mit den Ausdru¨cken (1.10) und (1.11) und der Annahme, daß die Beobachtungs-
frequenz ν kleiner als νp ist, la¨ßt sich die Laufzeit eines Radiosignals entlang der
















ne dl . (1.12)




= 4.15× 103 MHz2 pc−1 cm3 (1.13)
1.3. DAS INTERSTELLARE MEDIUM 17
bezeichnet, wa¨hrend das Integral u¨ber die Sa¨ulendichte der Elektronen (ne) zwischen





−3 pc] . (1.14)
Durch Umformung von Ausdruck (1.12) und Einsetzen von (1.13) und (1.14) ergibt
sich die zeitliche Verzo¨gerung zwischen einem Signal bei hoher Frequenz νhi (MHz)
und niedriger Frequenz νlo (MHz):







× DM . (1.15)
Durch die Messung der Verzo¨gerung von Pulsarsignalen bei verschiedenen Fre-
quenzen kann u¨ber Gleichung (1.15) das Dispersionsmaß eines Pulsars bestimmt
werden. Mit dem von Taylor & Cordes (1993) entwickelten Modell u¨ber die galak-
tische Dichteverteilung der Elektronen9, kann ferner u¨ber das Dispersionsmaß auf
den ungefa¨hren Abstand zum Pulsar geschlossen werden.
Die Verzo¨gerung von Pulsarsignalen durch Dispersion kann auch als eine fre-
quenzabha¨ngige Phasenverschiebung ∆Φ(ν) = −κ(ν)L gegenu¨ber dem nicht di-
spergierten Signal10 ausgedru¨ckt werden. Fu¨r kaltes Plasma in einem magnetischen























≈ 3× 106HzB|| . (1.17)
Der Einfluß eines Magnetfeldes auf die Phasenverschiebung ∆Φ darf in aller Regel
vernachla¨ssigt werden, da fu¨r unsere Galaxie B|| ∼ 1µG ist, wodurch sich fB zu
∼ 3Hz errechnet und der fB-Anteil in Gleichung (1.17) anna¨hernd zu Null wird.
Abbildung 1.10 zeigt den Vela-Pulsar PSR B0833-45, beobachtet bei einer Fre-
quenz von 400 MHz und einer Empfa¨ngerbandbreite von 32 MHz. Ohne geeignete
9 Eine bessere Genauigkeit bietet heute das NE2001-Modell (Cordes & Lazio 2002).
10 Formal la¨ßt sich nach Gleichung (1.10) eine Signalausbreitung mit Vakuumlicht-
geschwindigkeit c0 (keine Dispersion) durch eine unendliche hohe Frequenz (ν → ∞) beschreiben.













Dispersionsverzo¨gerung des Vela-Pulsars (PSR B0833-45) bei νsky = 400MHz.
Deutlich ist die Verschiebung des Pulses in den 256 Kana¨len
(νch=125 kHz) zu erkennen.
Im unteren Teil der Abbildung ist das de-dispergierte mittlere Pulsprofil dargestellt.
Maßnahmen zur De-Dispersion wa¨re der Pulsar nicht detektierbar, weil die Disper-
sionsverzo¨gerung (∆tdisp ∼ 280ms, DM = 68.2 cm−3 pc) mehr als dreimal la¨nger als
die Pulsarperiode (P = 89.3ms) ist.
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1.3.2 Szintillation
Die Szintillation im Radiobereich ist vergleichbar mit dem Funkeln von Sternen
am Nachthimmel oder dem Luftflimmern im Sommer, wie man es oft auf langen
Asphaltstraßen beobachten kann. Ursache dieser Erscheinung bei Radioquellen sind
Inhomogenita¨ten der Elektronendichte entlang der Ausbreitungsrichtung von Radio-
signalen im interstellaren Medium. Hierdurch kommt es zu Brechungsvorga¨ngen, die
Phasenunterschiede in den einzelnen Signalpfaden bewirken. Je nach Konstellation
der einzelnen Phasen kommt es zu konstruktiven oder destruktiven Interferenzen,
die Schwankungen der Pulsamplitude bis zum Faktor zwei bis drei verursachen (Ly-
ne & Graham-Smith 1998). Man unterscheidet generell zwei Arten der Szintillation
(Rickett 1990):
• Variationen im Bereich von Minuten bis Stunden (diffractive scintillation), die
durch Dichtea¨nderungen im ISM in der Gro¨ßenordnung von 107 bis 109 Metern
entstehen (Cordes et al. 1985) und
• A¨nderungen im Bereich von Tagen bis Monaten, die als Folge von Dichteva-
riationen in der Gro¨ßenordnung von 1011 bis 1013 Metern entstehen (Sieber
1982).
Ausfu¨hrliche Beschreibungen und Theorien zur Szintillation sind in Lyne & Graham-
Smith (1998) zusammengefaßt.
1.3.3 Scattering
Der Effekt der Szintillation und der damit verbundenen Schwankungen der Pulsam-
plitude ist nur bei nahen Pulsaren zu beobachten. Bei weiter entfernten Pulsaren ver-
liert sich die Phasenbeziehung der einzelnen Signalwege komplett und das Pulsprofil
wird verschmiert. Diese Eigenschaft, hervorgerufen durch das interstellare Medium,
wird als Scattering bezeichnet. Abbildung 1.11 zeigt den Einfluß des Scatterings am
Beispiel von PSR J1811-1736 (Lyne et al. 2000) bei 21 cm und 6 cm Wellenla¨nge.
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Abbildung 1.11:
PSRJ1811−1736 beobachtet mit Poesyim Suchmodus am 100 Meter Teleskop in
Effelsberg bei 1.41 GHz und 4.85 GHz. Deutlich ist die Verbreiterung und der typische
exponentielle Abfall des Pulsprofils bedingt durch das Scattering bei 1.41 GHz zu
erkennen.
Im Gegensatz zur Dispersion kann das Scattering durch keine technischen Mittel
kompensiert werden, sondern nur, wegen der Proportionalita¨t11 zu ν−4.4 (Rickett
1977), durch Beobachtungen bei ho¨heren Frequenzen verringert werden.
1.4 Doppelstern-Pulsare
Nach den ersten zufa¨lligen Pulsarentdeckungen Ende der 60er Jahre, wurde zu Be-
ginn der 70er Jahre immer systematischer nach Pulsaren gesucht. Hierbei zeigte sich
11Neuere Untersuchungen von Lo¨hmer et al. (2001) zeigen, besonders bei hochdispergierten Pul-


















a) Der Pulsar PSR B1913+16 sowie sein Begleiter, ebenfalls ein Neutronenstern,
umkreisen sich auf stark exzentrischen Bahnen.
b) Die Wanderung des Periastrons der Bahn von PSR B1913+16 lieferte eine der
ersten deutlichen Beobachtungen, die mit eindrucksvoller Genauigkeit die
Vorhersagen aus der Allgemeinen Relativita¨tstheorie besta¨tigen.
sehr schnell, daß eine gro¨ßere Anzahl dieser Quellen innerhalb unserer Galaxie exi-
stieren. Am 2. Juni 1974 entdeckten Russel A. Hulse und Joseph H. Taylor bei einer
weiteren Pulsarsuche mit dem 300-Meter-Radioteleskop in Arecibo im Sternbild Ad-
ler (Aquila) den Pulsar PSR B1913+16, der mit einer Pulsperiode von 59 ms nach
dem Krebs-Pulsar die zu diesem Zeitpunkt zweitku¨rzeste Pulsperiode hatte (Hulse
& Taylor 1975). Im August des selben Jahres wurde bei PSR B1913+16 eine zwei-
te Periode von etwa 8 Stunden entdeckt, die der ersten u¨berlagert ist. Die zweite
Periode ergibt sich durch Dopplerverschiebungen, weil PSR B1913+16 mit einem
zweiten Neutronenstern (Taylor & Weisberg 1989) in stark exzentrischen Bahnen
einen gemeinsamen Massenschwerpunkt umkreist (Abbildung 1.12a). Aufgrund von
hochgenauen Messungen der Pulsankunftszeiten (Timing) von PSR B1913+16 ge-
lang es, die Projektion der Pulsarbahn auf die Sichtlinie, einen Wert fu¨r die Exzentri-
zita¨t des Systems und den Zeitpunkt des Periastrondurchgangs zu bestimmen. Mit
Timing-Beobachtungen in den folgenden Jahren konnten zu den klassischen Bahn-
parametern weiterhin auch noch Gro¨ßen fu¨r das Bina¨rsystem bestimmt werden, die
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u¨ber die Beschreibung durch die Newtonsche Gravitationstheorie hinausgehen. Dies
waren zuna¨chst das Fortschreiten des Periastrons der Pulsarbahn (Abbildung 1.12b)
sowie der Parameter γ, der den Gangunterschied der Zeit des Pulsars aufgrund der
Rotverschiebung im Gravitationsfeld seines Begleiters und aufgrund der Zeitdila-
tation durch seine Bewegung quantifiziert. Obwohl diese Effekte bereits vorher im
Sonnensystem am Planeten Merkur gemessen werden konnten, waren die Effekte
und die damit verbundenen Genauigkeiten beim Bina¨rsystem PSR B1913+16 um
Gro¨ßenordnungen besser (Taylor et al. 1976). Weiterhin gelang an diesem Bina¨rsy-
stem der erste indirekte Nachweis fu¨r die Existenz und die Abstrahlung von Gra-
vitationswellen, wie von der Allgemeinen Relativita¨tstheorie vorhergesagt (Einstein
1916, Landau & Lifschitz 1941, Peters & Mathews 1963). Das Emittieren von Gra-
vitationswellen macht sich in einem Verlust an Bahnenergie bemerkbar, was eine
Anna¨herung der beiden Neutronensterne bedeutet und in einer Abnahme der Bahn-
periode resultiert (Taylor & Weisberg 1982, 1989, Taylor et al. 1992).
R.A. Hulse und J.H. Taylor wurden fu¨r die Entdeckung von PSR B1913+16, einem
idealen Labor zur Untersuchung von relativistischen Effekten, 1993 mit dem Nobel-
preis in Physik ausgezeichnet12.
1.5 Millisekunden-Pulsare
Das in Abbildung 1.9 auf Seite 15 dargestellte P -P˙ - Diagramm zeigt eine deutliche
Ha¨ufung von Pulsaren im oberen rechten Teil der Grafik. Diese “normalen” Pulsare
haben eine Periode im Bereich um eine Sekunde und eine typische Periodenabnahme
in der Gro¨ßenordnung von P˙ ∼ 10−15 s/s. Ein wesentlich kleinerer Anteil von Pul-
saren, die sogenannten Millisekunden-Pulsare (MSP), findet sich im unteren linken
Teil der Darstellung. Ihre Pulsperioden liegen im Bereich von 1.5 bis 30ms bei einer
durchschnittlichen Periodenabnahme von P˙ ∼ 10−19 s/s.
Der erste Pulsar dieser besonders schnell rotierenden Neutronensterne war PSR
B1937+21, der bei einer gezielten Suche nach stark polarisierten Punktquellen mit
steilem Spektrum entdeckt wurde (Backer et al. 1982). PSR B1937+21 dreht sich
mehr als 600 mal pro Sekunde um seine Rotationsachse (PB1937+21 = 1.558ms) und
ist knapp 10 Jahre nach seiner Entdeckung noch immer der Pulsar mit der ku¨rzesten
Pulsperiode. In die Kategorie Millisekunden-Pulsar fallen derzeit knapp 80 Pulsare,
12siehe http://www.nobel.se/laureates/physics-1993.html
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von denen sich mehr als 70% in Bina¨rsystemen befinden13. Weil das charakteristi-
sche Alter (siehe Formel 1.5) bei Millisekunden-Pulsaren bei 109 Jahren liegt und
damit um zwei bis drei Gro¨ßenordnungen ho¨her als bei “normalen” Pulsaren ist,
liegt eine andere Entwicklung dieser Objekte nahe. Man nimmt heute allgemein an,
daß Millisekunden-Pulsare in bina¨ren Systemen geboren werden (Bisnovatyi-Kogan
& Komberg 1974, Smarr & Blandford 1976). Ausgehend von einem mo¨glichen Leben
als “normaler” Pulsar verliert der Neutronenstern im Laufe von 107 bis 108 Jahren so
viel von seiner Rotationsgeschwindigkeit, daß eine Emission im Radiobereich nicht
mehr mo¨glich ist. Befindet sich der tote Pulsar jedoch in einem bina¨ren System mit
einem stellaren Begleiter, so ist eine Wiederbelebung durch diesen mo¨glich. Erreicht
der Begleiter na¨mlich das Spa¨tstadium seiner Entwicklung und wird zu einem Roten
/ Blauen Riesen, ist eine Abgabe von Materie mo¨glich. Wird diese Materie vom Pul-
sar akkretiert, so wird er wiederbeschleunigt und erreicht so die hohen Umdrehungs-
geschwindigkeiten, die ihn als Millisekunden-Pulsar sichtbar machen (Alpar et al.
1982). Aufgrund der Wiederbelebungsphase werden Millisekunden-Pulsare auch oft
als recycelte Pulsare bezeichnet.
Die hohe Rotationsgeschwindigkeit und die schwa¨chere Abbremsung von Millise-
kundenpulsaren wirkt sich positiv auf die Genauigkeit der Rotationsperiode aus.
Bei “normalen” und besonders bei jungen Pulsaren wird diese oft durch Spru¨nge
in der Rotationsperiode und ihrer zeitlichen Ableitung, sogenannten Glitches, ver-
schlechtert (Helfand et al. 1980, Lyne & Graham-Smith 1998). Die hohe Pra¨zision
der Pulsperiode kann in zuku¨nftigen Projekten zur Detektion von Gravitationswellen
(Sazhin 1978, Detweiler 1979, Hellings & Downs 1983) ihre Anwendung finden.
1.6 Galaktische Verteilung der Pulsare
Weil Pulsare relativ schwach strahlende astronomische Objekte sind und ihre Emis-
sion stark durch das interstellare Medium beeinflußt wird (Dispersion, Szintillati-
on und Scattering), ist eine Beobachtung in allen Bereichen unserer Galaxie nicht
einfach14. Abbildung 1.13 zeigt die Verteilung von 1395 Pulsaren in einer Hammer-
Aitoff Projektion. Deutlich ist eine Konzentration der Pulsardichte zur galaktischen
13Von allen bisher entdeckten und vero¨ffentlichten Pulsaren sind nur 5.5% in Bina¨r-Systemen
gefunden worden
14Es wurden auch Pulsare in den Magellanschen Wolken gefunden (McCulloch et al. 1983, Cra-
wford et al. 2001)
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Abbildung 1.13:
Galaktische Verteilung von 1395 Pulsaren in Hammer-Aitoff Projektion. Die galaktische
Ebene wird durch die horizontale Hilfslinie beschrieben; das galaktische Zentrum liegt in
der Mitte der Darstellung. Umkreiste Punkte markieren Pulsare, die sich in einem
Bina¨rsystem befinden und gelbe Punkte beschreiben die Positionen von Millisekunden-
Pulsaren.
Ebene, in einem Bereich von ±400 pc, zu erkennen (Gunn & Ostriker 1970, Lyne
& Graham-Smith 1998). Die in Gelb markierten Millisekunden-Pulsare zeigen da-
gegen keinen direkten Bezug zur galaktischen Ebene – ihre Annordnung erscheint
anna¨hernd isotrop verteilt.
Bei allen Betrachtungen u¨ber die Verteilung von Pulsaren muß unbedingt beach-
tet werden, daß nicht alle Pulsar-Suchen (Pulsar-Surveys) vergleichbare Empfind-
lichkeiten hatten und oft sehr unterschiedliche Himmelsbereiche absuchten. So war
lange Zeit eine deutliche Ha¨ufung von Pulsaren in der Na¨he der galaktischen Longitu-
de l ∼ 50◦ zu erkennen, was an der hohen Empfindlichkeit des 300-Meter Arecibo Te-
leskops lag, dessen Beobachtungsbereich die galaktische Ebene bei 50◦ kreuzt. Durch
den sehr erfolgreichen Parkes Multi-Beam Survey (|b| < 5◦;−100◦ < l < +50◦) wur-
den seit August 1997 mehr als 700 neue Pulsare entdeckt (Manchester et al. 2001,
Lorimer 2003b), so daß heute rund 1600 Pulsare bekannt sind (Kramer et al. 2003,
Hobbs et al. 2004a, Faulkner et al. 2004). Dennoch stellt diese Anzahl nur die Spitze
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eines Eisbergs dar, weil allgemein 104 bis 105 aktive Pulsare in unserer Galaxie er-
wartet werden (Davies et al. 1973, Lyne et al. 1985, Lorimer 2003b). Abbildung 1.14
verdeutlicht diese Abscha¨tzung eindrucksvoll: Sie zeigt einen Blick auf die galaktische
Ebene und entlang der galaktischen Scheibe. Die ho¨chste Pulsardichte ist in unmit-
telbarer Umgebung der Sonne zu erkennen, was zeigt, daß bisher nur die sta¨rksten
Pulsare detektiert wurden. Noch extremer ist die Situation bei den Millisekunden-
Pulsaren wie Abbildung 1.14a) zeigt: La¨ßt man die in Kugelsternhaufen (Globular
Cluster) gefundenen MSPs unberu¨cksichtigt, so liegen diese Pulsare in einem Radius
von etwa 1.5 kpc um die Sonne verteilt (Lyne et al. 1998, Lyne & Graham-Smith
1998). Hauptverantwortlich fu¨r diese Selektionseffekte ist der Abstand zwischen Pul-
sar und Beobachter, der die Flußdichte und damit das Detektionslimit eines Pulsars
mit dem inversen Quadrat des Abstands senkt15.
Zieht man die angesprochenen, durch die Beobachtung inha¨renten Selektionsef-
fekte in Betracht, so wird deutlich, daß “normale” Pulsare u¨berwiegend in der ga-
laktischen Scheibe geboren werden. Durch ihre sehr hohe Eigengeschwindigkeit von
∼ 450 km s−1 (Lyne & Lorimer 1994, Cordes 1986) wandern sie wa¨hrend ihres Le-
bens als Radiopulsar aus der galaktischen Scheibe heraus. Bei einer angenommenen
Geschwindigkeit von 500 km s−1 und einem typischen Pulsarleben von 2 Millionen
Jahren (siehe Abschnitt 1.2.3), kann ein Pulsar rund 1 kpc wandern! Fu¨r die Ha¨lfte
aller bekannten Pulsare bedeutet dies, daß ihre Eigengeschwindigkeit ausreicht, um
sich – bei einer senkrecht zur galaktischen Ebene gerichteten Bewegung – dem Gra-
vitationsfeld der Galaxies zu entziehen und den intergalaktischen Raum zu erreichen
(Arzoumanian et al. 2002).
Bei Millisekunden-Pulsaren wurden geringere Eigengeschwindigkeiten gemessen. Mit
∼ 85 km s−1 (Cordes 2000) betragen sie nur ein Fu¨nftel derer von “normalen” Pul-
saren. Die geringere Eigengeschwindigkeit ist mit der anderen Art der Entwicklung
von Millisekunden-Pulsaren zu erkla¨ren: Nur die Neutronensterne, die wa¨hrend ih-
rer Geburt in einer Supernova-Explosion eine geringe Anfangsgeschwindigkeit (kick
velocity) erfahren haben, ko¨nnen in Bina¨rsystemen bleiben und so, bei ihrer spa¨te-
ren Entwicklung zum Millisekunden-Pulsar, Masse von ihrem Partner akkretieren.
Die durch Timing gemessenen Geschwindigkeiten (Lyne & Lorimer 1994) stehen mit
15In der Pulsarastronomie wird die Helligkeit (L) eines Pulsars gewo¨hnlich als L = S400 d2
definiert, wobei S400 die mittlere Flußdichte bei 400MHz angibt (einer u¨blichen Frequenz bei
Pulsarbeobachtungen) und d der Abstand zum Pulsar ist.
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a) b)
Abbildung 1.14:
Projektion der bekannten Pulsare aufgrund ihrer Position und Entfernung in die
galaktische Ebene. Der untere Teil der Darstellung zeigt die Verteilung der Pulsare
entlang der galaktischen Scheibe (Latitude = 0◦). Die Hilfslinien markieren das
galaktische Zentrum (0,0) und die Position der Sonne (-8.5,0).
a) Verteilung von allen bekannten Pulsaren (1286, Stand 1/2002).
b) Verteilung von 85 Millisekunden-Pulsaren (P ≤ 30ms).
den Analysen von Tauris & Bailes (1996), Lyne et al. (1998) in sehr guter U¨berein-
stimmung. Mit den Eigengeschwindigkeiten von Millisekunden-Pulsaren und deren
ho¨herem Alter, ergeben sich mittlere Entfernungen von der galaktischen Scheibe
von rund 1.7 kpc – viele Millisekunden-Pulsare befinden sich somit außerhalb der
Ebene des ionisierten Gases (Lyne & Graham-Smith 1998). Daß die beobachteten
Millisekunden-Pulsare na¨her zur galaktischen Scheibe liegen, ist wiederum auf die
oben genannten Selektionseffekte bei der Suche nach Pulsaren zuru¨ckzufu¨hren.
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1.7 Forschungsschwerpunkte in der Pulsarastro-
nomie
Auch wenn die Entdeckung des ersten Pulsars schon mehr als dreißig Jahre zuru¨ck-
liegt und in den vergangenen drei Jahrzehnten viele weitere Entdeckungen gemacht
wurden (Pulsare in Bina¨rsystemen, Millisekunden-Pulsare, ...), so sind doch noch
viele Fragen ungekla¨rt und die Pulsarastronomie daher weiterhin ein spannendes
Arbeitsgebiet.
Einen guten U¨berblick u¨ber die aktuellen Forschungsprojekte vermittelt das Buch
von Lyne & Graham-Smith (1998) sowie die Proceedings der letzten beiden großen
Pulsarkonferenzen (Kramer, Wex & Wielebinski (2000) und Camilo & Gaensler
(2004)).
• Pulsar-Suche
Obwohl zum Zeitpunkt dieser Arbeit schon mehr als 1500 Pulsare (Faulkner
et al. 2004) entdeckt wurden, hat die Pulsarsuche nicht an Bedeutung ver-
loren. So mo¨chte man mit neuen Pulsar-Surveys nicht einzig die Anzahl der
entdeckten Pulsare weiter erho¨hen, sondern speziell die Verteilung von jungen
Pulsaren und die von Millisekunden-Pulsaren besser verstehen. Pulsarsuchen
bei ho¨heren Frequenzen (> 400MHz) erlauben es heute, tiefer in unsere Ga-
laxie zu schauen, um auch die inneren Bereiche zu studieren. Hierdurch lassen
sich bessere Aussagen u¨ber das interstellare Medium und die Elektronendichte
machen, die sich u¨ber das Dispersionsmaß der Pulsare bestimmen la¨ßt. Und
weiterhin erhofft sich jeder Beobachter, der nach Pulsaren sucht, auch neue
exotische Objekte zu finden, wie Doppel-Neutronenstern-Systeme, in denen
beide Sterne als Pulsare sichtbar sind16. Solche Systeme, wie auch ein Pul-
sar - Schwarzes-Loch-System, wu¨rden Tests unter extremsten Gravitationsfel-
dern ermo¨glichen, die sonst kaum realisierbar sind. Auch die Frage nach sehr
schnellen Millisekunden-Pulsaren bleibt spannend. PSR B1937+21 ist seit sei-
ner Entdeckung der Pulsar mit der schnellsten Rotationsfrequenz (∼ 640Hz).
Existieren sub-Millisekunden-Pulsare mit Rotationsfrequenzen von 1 kHz oder
mehr? Heutige Pulsarsuchen erreichen die Empfindlichkeit fu¨r solche Objekte
16Diese wichtige Endeckung gelang Anfang 2004 (Lyne et al. 2004).
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und die Entdeckung nur eines kHz-Pulsars wu¨rde wichtige Grenzen fu¨r die Zu-
standsgleichungen der Materie unter extremen Dichten liefern (Burderi et al.
2001).
• Pulsar-Timing
Durch hochgenaue Messungen der Pulsankunftszeiten (times-of-arrival, TOA)
lassen sich nicht nur Pulsarperiode und dessen Ableitung(en) genau messen,
sondern auch die Position, die Eigengeschwindigkeit und bei Bina¨rpulsaren
auch die keplerschen und post-keplerschen Parameter bestimmen.
Besonders enge Bina¨rsysteme, aus Pulsar und Neutronenstern, erlauben Tests
und Vorhersagen aus der Allgemeinen Relativita¨tstheorie zu u¨berpru¨fen, die
innerhalb des Sonnensystems mit anna¨hernder Genauigkeit nicht mo¨glich sind
(Taylor 1994). Durch hochgenaue Timing-Messungen gelang auch der erste
Nachweis von Planeten außerhalb von unserem Sonnensystem um den 6.2 ms
Pulsar PSR B1257+12 (Wolszczan & Frail 1992).
• Emissionsprozeß
Die Emissionsprozesse von Pulsaren sind trotz intensiver Forschungsbemu¨hun-
gen weitgehend ungekla¨rt. Die Entdeckung von PSR J2144-3933 (Young et al.
1999), einem extrem langsam rotierenden Pulsar (P = 8.51 s), hat eindrucks-
voll gezeigt, wie schwer sich dieser Pulsar in die bisherigen Emissionstheorien
einordnen la¨ßt (Young et al. 2000). Von theoretischer wie auch von beobachten-
der Seite wird am Versta¨ndnis der Aussendung von Radiostrahlung gearbeitet
(Melrose 2000, 2003). Analysen der mittleren Pulsprofile, Messungen der Po-
larisation und Untersuchungen von Einzelpulsen von Pulsaren dienen als meß-
technische Grundlage zur Erkla¨rung der Emissionsvorga¨nge. Eine besondere
Bedeutung kommt hierbei der Beobachtung von Pulsaren bei hohen Frequen-
zen zu (Wielebinski 2000). Die A¨nderungen der Pulsform und die Bestimmung
des Spektralindexes bei hohen Frequenzen fu¨r “normale” und Millisekunden-
Pulsare ko¨nnten wichtige Hinweise auf dem Weg zur Lo¨sung der Emissions-
prozesse geben.
• Verteilung und Entwicklung von Pulsaren
Um ein Modell der tatsa¨chlichen Verteilung der Pulsare in unserer Galaxie zu
bestimmen, ist eine genaue Analyse der Selektionseffekte (siehe auch Abschnitt
1.6) bei den bisherigen Pulsarsuchen unabdingbar. Untersuchungen in diesem
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Bereich beinhalten auch die Entwicklung von Pulsaren und die Einordnung
von Ro¨ntgen-Pulsaren (X-ray pulsars) in die Evolutionstheorien.
• Pulsare und das interstellare Medium
Pulsare sind ausgezeichnete Objekte, um ihre Umgebung (Supernova-U¨berre-
ste) und das interstellare Medium im allgemeinen zu untersuchen. Durch ihre
Eigenschaft, gepulste Strahlung zu emittieren, sind Messungen der Dispersi-
on mo¨glich und hiermit Abscha¨tzungen der mittleren Elektronendichte. Mit
Messungen der Dispersion und von Schwankungen der Flußdichte u¨ber la¨ngere
Zeitbereiche, ko¨nnen Szintillationseffekte entlang der Sichtline Pulsar - Beob-
achter untersucht werden. Erweitert man diese Untersuchungen und kartiert
die Ergebnisse nach Position und Zeit, so la¨ßt sich das interstellare Medium
und dessen Dichteverteilung in unserer Galaxie bestimmen.
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Kapitel 2
Pulsar - Backends
Dieses, wie auch die beiden na¨chsten Kapitel, widmet sich hauptsa¨chlich der tech-
nischen Seite der Pulsar-Astronomie.
Nach einem U¨berblick u¨ber die Besonderheiten, die fu¨r die Beobachtung von
Pulsaren gelten, werden die verschiedenen Beobachtungsmethoden und die hierfu¨r
entwickelten Gera¨te (Backends) erla¨utert. Eine Auflistung der aktuellen Pulsar-
Backends und Baseband-Rekorder der verschiedenen Forschungsgruppen weltweit
schließen diesen U¨berblick ab.
Anschließend wird auf die derzeitigen Beobachtungsmo¨glichkeiten und die hierfu¨r
vorhandenen Systeme (Filterba¨nke, Polarimeter und Backends) am 100-Meter Te-
leskop in Effelsberg eingegangen.
In einem gesonderten Abschnitt wird die Funktionsweise des Effelsberg-Berkeley-
Pulsar Processors (EBPP) beschrieben und die Signalverarbeitung des inkoha¨renten
Teils mathematisch gezeigt. Hierbei liegt der Schwerpunkt besonders auf dem Digi-
talen Filter-Board der EBPP, welches bei der Signalverarbeitung die zentrale Rolle
u¨bernimmt.
Die folgenden Kapitel 3 und 4 behandeln schließlich die Entwicklung der bei-
den neuen Pulsarmaschinen Poesy und Pulsar2000 sowie die Erweiterung des
bestehenden Pulsar-Signal-Entzerrers fu¨r die Pulsar-Suche (PSE++).
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2.1 Die Beobachtung von Pulsaren
Die Beobachtung von Pulsaren stellt an die Gera¨te zur Datenaufnahme (Backends)
besondere Anforderungen, denn die von Pulsaren emittierten Pulsfolgen ko¨nnen nur
wenige Millisekunden kurz sein, wobei der eigentliche Puls oft nur eine La¨nge im Mi-
krosekundenbereich hat. Zusa¨tzlich erfordert die Dispersionseigenschaft von Pulsar-
signalen (siehe Kapitel 1.3.1, Seite 15) eine Aufsplittung der Empfa¨ngerbandbreite
in mehrere schmale detektierte Kana¨le, um eine De-Dispersion zu ermo¨glichen (in-
koha¨rente De-Dispersion). Ein anderer Weg, den Einfluß der Dispersion zu beseitigen
fu¨hrt zur koha¨renten De-Dispersion, die in Abschnitt 2.4.1 ausfu¨hrlich behandelt
wird. Zudem sind die Einzelpulse von Pulsaren in ihrer Intensita¨t oft sehr unter-
schiedlich, was je nach Beobachtungsmode eine erho¨hte Eingangsdynamik erfordert
und bei der Digitalisierung damit eine Quantisierung in mehrere Level bedingt1.
All diese Pulsareigenschaften erfordern Backends mit hoher Datenverarbeitungs-
rate, die – speziell im Falle der Pulsar-Suche – auch noch kontinuierlich, teilweise
u¨ber Stunden, verla¨ßlich gewa¨hrleistet sein muß.
2.2 Technische Entwicklung von Pulsarbackends
In den mehr als dreißig Jahren, die nach der Entdeckung der ersten Pulsare ver-
gangen sind, haben sich die Gera¨te zur Aufzeichnung und Auswertung von Pulsar-
signalen (Backends) enorm entwickelt. Wa¨hrend anfa¨nglich einfache elektromecha-
nische Schreiber zur Aufzeichung verwendet und die Charts (vgl. Abbildung 1.1 auf
Seite 2) ohne weitere technische Hilfsmittel ausgewertet wurden (Large et al. 1968),
werden heute digitale Backends eingesetzt, die u¨ber beachtliche Computer-Leistung
verfu¨gen.
Bei den ersten Pulsar-Maschinen wurde durch eine einfache Aufsplittung der
Empfa¨ngerbandbreite, mit anschließender fester Verzo¨gerung der ho¨heren Frequenz-
kana¨le, dem Effekt der Dispersion entgegen gewirkt. Mehr Flexibilita¨t brachten in
den folgenden Jahren Maschinen, die durch elektromechanisch schaltbare Kondensa-
toren die De-Dispersion realisierten. So wurde bereits beim ersten Molonglo Pulsar
1 Die u¨blicherweise bei spektroskopischen Beobachtungen eingesetzten Autokorrelatoren arbei-
ten in der Regel nur mit 1 Bit bzw. 2 Bit / 3 Level Quantisierung
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Survey ein elektromechanischer De-Disperser eingesetzt, der 20 Frequenzkana¨le mit
jeweils 200 kHz flexibel bis zu einem DM = 400 cm−3 pc bei einer Beobachtungsfre-
quenz von 408MHz linear de-dispergieren konnte (Large & Vaughan 1971).
Mit steigender Leistungsfa¨higkeit der Computer wurden in den nachfolgenden
Jahren Backends entwickelt, die mehr und mehr eine off-line Datenreduktion er-
mo¨glichten (Hulse & Taylor 1974) und so eine Suche nach Pulsaren fu¨r mehrere
De-Dispersionsschritte erlaubten. Hierbei wurden auch Spektrometer, die nach dem
Autokorrelationsprinzip arbeiten, verwendet (Backer et al. 1990).
Der Trend hin zur digitalen Signalverarbeitung, mit immer besserer Zeit- und
Frequenzauflo¨sung, pra¨gte die Entwicklungen der Pulsar-Backends der letzten Jahre
entscheident (Navarro 1994). Rechenaufwendige Algorithmen, wie die koha¨rente De-
Dispersion2 (Backer et al. 1997), konnten realisiert und digitale Filterba¨nke, mit
flexibel einstellbarer Filterbandbreite (Vasisht 1996), gebaut werden.
Dieser Trend setzt sich in den ju¨ngsten Entwicklungen deutlich fort. Erste Base-
band-Recording-Systeme erlauben eine direkte Nyquist-Abtastung3 der Empfa¨nger-
signale und ermo¨glichen so eine maximale Flexibilita¨t in der nachfolgenden off-line
Analyse (koha¨rente De-Dispersion, hochgenaues Pulsar-Timing) bei minimalstem
Verlust an Informationen bei der Datenaufnahme (Jenet et al. 1997, Stairs et al.
2000). Nachteilig an diesen Systemen ist, daß erst nach einer off-line Reduktion
der Daten die Qualita¨t der Beobachtung beurteilt werden kann und der Beobach-
ter somit keine Mo¨glichkeit hat, bereits wa¨hrend der Datennahme auf eventuelle
Sto¨rungen zu reagieren.
Eine besondere technische Herausforderung stellt COBRA (COherent Baseband
Receiver for Astronomy) dar. Das an der Universita¨t Manchester (Jodrell Bank) ent-
wickelte Backend kann eine Bandbreite von 100MHz mit voller Polarisationsinfor-
mation sampeln und in Echtzeit weiter verarbeiten. Hiermit umgeht COBRA einen
wesentlichen Nachteil der Baseband-Recorder und der damit verbundenen off-line
Datenreduktion, weil bereits wa¨hrend der Beobachtung die Daten reduziert wer-
den und damit dem Beobachter die Mo¨glichkeit gegeben wird, unmittelbar auf die
Beobachtung Einfluß zu nehmen. Neben der koha¨renten De-Dispersion ermo¨glicht
COBRA auch eine aktive Unterdru¨ckung von Sto¨rsignalen (RFI-Mitigation), eine
2 Korrektur der Phasenverschiebung von zeitvarianten Signalen vor der Detektion.
3 tsamp ≥ 1/(2 fg), tsamp: Abtastfrequenz, fg: Grenzfrequenz (Shannon & Weaver 1949)
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Eigenschaft, die zuku¨nftig im Bereich der cm-Beobachtungen immer wichtiger wer-
den wird. Außerdem la¨ßt sich COBRA durch das einfache Aufrufen einer anderen
Software zu einem Spektrometer fu¨r Linien-Beobachtungen umkonfigurieren, was die
Flexibilita¨t dieses “Software-Backends” in besonderer Weise unterstreicht. Im Ge-
gensatz zu den bisherigen Baseband-Rekorder-Systemen (vgl. Tabelle 2.2) basiert
COBRA nicht auf speziell hierfu¨r entwickelter Hardware, sondern ist auf einem Clu-
ster von 182 Standard PC-CPUs aufgebaut (Kramer et al. 2000b). COBRA erreicht
so eine enorm hohe dauerhafte Datenverarbeitungsleistung von 24Giga Bytes pro
Minute4.
Eine Liste der aktuellen Pulsar-Backends und Baseband-Rekorder an verschiede-
nen Teleskopen in der Welt wird in Tabelle5 2.1 bzw. 2.2 (Seite 35 und 36) gegeben.
4 Um sich eine Verarbeitungsleistung von 24Giga Bytes pro Minute besser veranschaulichen zu
ko¨nnen, stelle man sich einen Turm aus handelsu¨blichen 3,5 Zoll Disketten vor: Wollte man nur
die Daten von 3Minuten Beobachtung auf diese Disketten abspeichern, so ha¨tte der Disketten-
Turm schon die Ho¨he des Ko¨lner Doms und man mu¨sste bei der Verarbeitung u¨ber 280 mal in der
Sekunde die Disketten wechseln.
5 Ein Teil dieser Tabellen wurde aus Kouwenhoven (2000) entnommen.






Univ. Mass. Surv. 32 0.25 Hulse & Taylor (1974)




McLaughlin et al. (2000)
PSPMc 128 0.060 Wolszczan (1995)
Bologna Submillisecond Surv. 128 0.032 D’Amico (2000)
PSEd → PUB-86d 60 0.667 Jessner (1995)
PSE++ → Pulsar2000 30/60 1.3/0.7 Diese Arbeit







cEBPPf 32 ≤ 32.0 Lange (1999)
iEBPPg 128 ≤ 18.0 Diese Arbeit
GMRT Test-Beobachtungen 256 0.125 Gupta et al. (2000)
North.Hemisph. Survey 8 2.0 Damashek et al. (1978)
Princ./NRAO Ph. I 8 2.0 Dewey & Dunford (1985)
Green
Princ./NRAO Ph. II 32 0.25 Stokes et al. (1986)
Bank
Northern Sky Surveyh 512 0.078125 Sayer et al. (1997)
GBPPi 4 ≤ 32.0 Backer et al. (1997)
‘A’ survey 1 4.0 Davies et al. (1977)
Jodrell
‘B’ survey 8 5.0 Clifton & Lyne (1986)
Bank
‘C’ survey 32 0.125 - 1.0 Biggs & Lyne (1992)
1 4.0
Molonglo Second Pulsar Survey
4 0.8
Manchester et al. (1978)




Johnston et al. (1992)
Southern Survey 256 0.125 Manchester et al. (1996)
Parkes
Multibeam Survey 96 3.0 Camilo et al. (2000b)
FPTMk 256 1.0 Sandhu et al. (1997)
Globular Cluster Search 512 0.5 D’Amico et al. (2001)
0.003125




PuMa · · · · · · Kouwenhoven (2000)
32768 0.00244
Tabelle 2.1:
Backends fu¨r Pulsarbeobachtungen an verschiedenen Teleskopen





CBRm 20.0 (Jenet et al. (1997))
Arecibo
WAPPn 100.0 Dowd et al. (2000)
PrincetonMark IV 50.0 Ord et al. (2000)
Jodrell Bank
COBRAo 100.0 Kramer et al. (2000b)
CWBp 50.0 Jenet et al. (1997)
Parkes S2 16.0 Wietfeldt et al. (1998)
CPSRq 20.0 van Straten et al. (2000)
Westerbork PuMa 2 × 10 Kouwenhoven (2000)
a Spektrometer nach dem Autokorrelationsprinzip
b Arecibo Observatory Fourier Transform Machine
(www.naic.edu/∼aoftm)
c Penn State Pulsar Machine
(www.astro.psu.edu/users/pspm/arecibo/pspm/pspm.html)
d Pulsar Signal Entzerrer / Pulsar Backend-1986
e Pulsar Observatory Effelsberg System
f coherent Effelsberg–Berkeley Pulsar Processor
(134.104.64.34/pulsar/ebpp/soft)
g incoherent Effelsberg–Berkeley Pulsar Processor
(134.104.64.34/pulsar/ebpp/soft)
h Digital Fourier Transform Spectrometer
i GreenBank–Berkeley Pulsar Processor
j Navy–Berkeley Pulsar Processor
(astron.berkeley.edu/∼mpulsar/bpp/nbpp/nbpp.html)
k Caltech Fast Pulsar Timing Machine
l Westerbork Synthesis Radio Telescope
m Caltech Baseband Recorder
n Wideband Arecibo Pulsar Processor
o Coherent Baseband Receiver for Astronomy
p Caltech Wideband Recorder
q Caltech–Parkes–Swinburne Recorder
Tabelle 2.2:
Zusammenstellung von Baseband-Rekorder-Systemen zur Pulsarbeobachtung an
verschiedenen Teleskopen.
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April 2002, A. Jessner / B. Klein
Abbildung 2.1:
EPOS - Das Effelsberg Pulsar Observing System.
Die Beobachtung von Pulsaren erfordert im Vergleich zur Spektroskopie oder
Radiokontinuum ein besonders flexibles Datenerfassungssystem, weil abha¨ngig vom
Forschungsziel, die Datenaufnahme sehr unterschiedlich sein kann. Am Radioteleskop
in Effelsberg ist daher im Laufe der Jahre ein ganzes Beobachtungs-System (EPOS)
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mit unterschiedlichen Gera¨ten zur Datennahme entstanden, welches viele Beobach-
tungsmethoden mit einer großen Anzahl von Empfa¨ngern ermo¨glicht. Ein U¨berblick
u¨ber die Backends, Filterba¨nke und Polarimeter sowie deren Verschaltungsmo¨glich-
keiten untereinander wird in Abbildung 2.1 auf Seite 37 gegeben.
EPOS ermo¨glicht im jetzigen Ausbau Beobachtungen mit Empfa¨ngern, die eine
IF6 von 150MHz (z.B. 21 cm, 11 cm Empfa¨nger) oder eine IF von 750MHz (z.B.
6 cm, 3.6 cm Empfa¨nger) liefern. Bei Empfa¨ngern, die bei ku¨rzeren Wellenla¨ngen
arbeiten, findet eine Signaldetektion direkt im Empfangssystem statt. Die Infor-
mation dieser Signale wird durch Spannungs-Frequenz-Umsetzer (VFC7) in propor-
tionale Frequenzen gewandelt (0 - 10MHz bzw. 0 - 1MHz) und digital in differenti-
eller Form u¨ber verdrillte Zweidrahtleitungen zur weiteren Verarbeitung u¨bertra-
gen. Wa¨hrend die V/f-Signale u¨ber ein Patch-Board direkt dem Pulsar- Backend
PUB-86 (siehe Kapitel 2.3.1) zugefu¨hrt werden, kann die 150MHz IF auf ein Po-
larimeter (10 bis 200MHz), den Pulsar-Signal-Entzerrer (siehe Kapitel 2.3.2), der
8-Kanal Schmalband-Filterbank (8× 4MHz) oder der EBPP (siehe Kapitel 2.4)
verteilt werden. Die breitbandige VLBA IF (750MHz) ist u¨ber ein addierendes
Polarimeter (realisiert als passives Hybrid-Polarimeter) direkt mit der Breitband-
Filterbank (8× 60MHz) verbunden.
EPOS ermo¨glicht durch diese flexible Verschaltung verschiedene Beobachtungsmodi:
• Pulsar-Timing:
Die Messung der Pulsankunftszeiten (TOAs) erfordert ein gutes Signal-zu-
Rauschverha¨ltnis (S/N). Wegen des steil abfallenden Frequenzspektrums von
Pulsaren (im Mittel S ∝ ν−1.66) werden Timing-Beobachtungen deshalb bei
niedrigen Frequenzen (in Effelsberg bei 1.4GHz) durchgefu¨hrt. Weil jedoch bei
den niedrigen Frequenzen die Dispersion (vgl. Kapitel 1.3.1) einen hohen Ein-
fluß auf die zeitliche Signalauflo¨sung hat und gerade diese entscheidend fu¨r die
Qualita¨t der TOAs ist, muß das vom Empfa¨nger gelieferte Signal de-dispergiert
werden. EPOS bietet fu¨r das Pulsar-Timing zwei verschiedene Systeme an, die
auch parallel betrieben werden ko¨nnen:
6 IF: Zwischenfrequenz zur U¨bertragung der Signale vom Empfa¨nger zu den Auswerteeinheiten.
Die Schmalband IF ermo¨glicht eine max. Bandbreite von 200MHz, die Breitband IF (VLBA IF)
eine max. Bandbreite von 500MHz.
7 VFC oder V/f: voltage to frequency converter
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– PSE (60× 0.666MHz) zur inkoha¨renten De-Dispersion in Kombination
mit PUB-86 und CAMAC8 Pulsar-Crate zur Generierung der Zeitsignale
zur Synchronisation zwischen Pulsarphase und Datennahme (siehe Ab-
schnitte 2.3.2 und 2.3.1).
– Den Effelsberg–Berkeley-Pulsar Processor (EBPP, siehe Kapitel 2.4)
Dieses Backend ermo¨glicht, im Gegensatz zur Kombination PSE und
PUB-86, eine koha¨rente De-Dispersion bei gro¨ßerer Bandbreite9 und er-
laubt dadurch die Messung von TOAs mit ho¨chstmo¨glicher Zeitauflo¨sung.
• Polarisationsmessung:
Zur Polarisationsmessung von Schmalbandsignalen steht ein multiplizierendes
IF-Polarimeter zur Verfu¨gung, welches zwischen verschiedenen Bandbreiten
von 10 bis 200MHz umgeschaltet werden kann. Weil diese Messung keine De-
Dispersion einschließt, ko¨nnen nur Pulsare mit niedrigem Dispersionsmaß ge-
messen werden. Wird aufgrund des Dispersionsmaßes zusa¨tzlich eine Korrektur
der Dispersion erforderlich, so kann entweder mit dem PSE und vorgeschalte-
tem passiven Linien-Polarimeter oder mit der EBPP beobachtet werden.
Polarisationsmessungen bei ho¨heren Frequenzen werden mit den Breitband-
Polarimetern direkt am Empfa¨nger durchgefu¨hrt. Obwohl dies addierende Po-
larimeter sind, ko¨nnen sie bei der Datenauswertung wie Multiplizierende be-
handelt werden, weil nachgeschaltete Differenzversta¨rker die gleichen Aus-
gangssignale liefern wie multiplizierende Polarimeter.
• Einzelpulsbeobachtung:
Auch bei der Beobachtung von Einzelpulsen bieten sich verschiedene Alter-
nativen an, die je nach Pulsar (Pulsar-Periode, Dispersionsmaß) ausgewa¨hlt
werden. Fu¨r Pulsare mit kleinem Dispersionsmaß (DM) kann die Detektion
u¨ber die Polarimeter geschehen; bei ho¨herem DM erfolgen die Messungen mit
der Kombination PSE und PUB-86. Einzelpulsbeobachtungen ko¨nnen auch
mit den Filterba¨nken und dem neuentwickelten Poesy-Backend durchgefu¨hrt
werden (siehe Abbildung 1.4 auf Seite 6).
Nach Fertigstellung des inkoha¨renten Teils der EBPP – der iEBPP – sind
Einzelpulsmessungen (auch mit Polarisation) in bis zu 128 separaten Kana¨len
8 CAMAC: Computer Automated Measurement And Control
9 Die maximal verfu¨gbare Bandbreite ergibt sich aus dem Dispersionsmaß des Pulsars und dem
Beobachtungsmode (mit bzw. ohne Polarisation)
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auch mit diesem Backend mo¨glich. Es ist jedoch zu beachten, daß die iEBPP
nur eine maximale Signalauflo¨sung von 4-Bit liefert, wa¨hrend Messungen mit
Poesy bzw. PUB-86 eine Quantisierung in 8- und 32-Bit ermo¨glicht.
• Pulsar-Suche:
Im Bereich der Pulsar-Suche bot EPOS ohne Poesy bisher nur begrenzte
Beobachtungsmo¨glichkeiten, was vornehmlich an der universellen Ausrichtung
von EPOS liegt. Backends zur Pulsar-Suche mu¨ssen ein kontinuierliches Digi-
talisieren von Daten im Milli- bzw. Mikro-Sekundenbereich von vielen sepa-
raten Kana¨len – oft u¨ber Stunden – sicher garantieren. Diese Forderung la¨ßt
sich allgemein nur mit speziell fu¨r sehr schnelle Datenverarbeitung optimierter
Hardware realisieren. Weil das bisherige EPOS nur eine Suche mit 4 Eingangs-
kana¨len erlaubte, wurde Poesy (siehe Kapitel 3) entwickelt, ein Backend, wel-
ches besonders fu¨r hohen Datendurchsatz und damit fu¨r die Pulsar-Suche mit
der Schmal- und Breitband-Filterbank ausgelegt wurde.
Mit dem Umbau der De-Dispersionseinheit im PSE kann auch dieses Gera¨t
seit Fru¨hjahr 2002 fu¨r die Pulsar-Suche eingesetzt werden. Hierbei stehen je
nach Modus in beiden Polarisationsebenen 30 Kana¨le mit 1.333 MHz bzw.
60 Kana¨le mit 0.666 MHz Bandbreite zur Verfu¨gung. Um diese hohe Anzahl
an Filterbank-Kana¨len effektiv nutzen zu ko¨nnen, wurde ein weiteres Backend
entwickelt: Pulsar2000. Die PSE-Erweiterung (PSE++) sowie das Backend
Pulsar2000 werden in Kapitel 4 detailliert beschrieben.
Mit der Fertigstellung der iEBPP (siehe Abschnitt 2.4) wird ein weiteres Sy-
stem zur Pulsar-Suche zur Verfu¨gung stehen, welches mit programmierbaren
Filterbandbreiten und bis zu 128 Kana¨len auch die Suche nach Millisekunden-
Pulsaren mit großen Bandbreiten (> 40MHz) ermo¨glichen wird.
2.3.1 PUB-86
Wie im vorherigen Kapitel bereits angedeutet, ist das Pulsar-Backend PUB-86 vor-
nehmlich fu¨r Timing-, Einzelpuls- und Polarisations-Messungen optimiert. PUB-86
besitzt hierzu vier voneinander unabha¨ngige Einga¨nge, die entweder V/f - Signale
bis 10MHz oder 15-Bit parallele Daten verarbeiten ko¨nnen.
Die detektierten Signale der Eingangskana¨le werden in PUB-86 in Zeitabschnitte un-
terteilt, deren Dauer in der Regel der Pulsar-Periode P entspricht. Um ein mittleres
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Pulsprofil mit verbessertem Signal-zu-Rauschverha¨ltnis (S/N) zu erhalten, ko¨nnen
mehrere dieser Zeitabschnitte in Registern aufsummiert werden. Hierzu werden die
Zeitabschnitte nochmals in 1024 Unterabschnitte (sogenannte Bins) aufgeteilt und
jedes Bin in einem 32-Bit Register gespeichert. Jedes dieser Register erha¨lt somit fu¨r
eine Dauer von τ ' P/1024 die ankommenden Eingangswerte10 (siehe Abbildung
2.2). Die minimale Zeitdauer fu¨r ein Phase-Bin liegt bei τmin = 1µs, womit sich
fu¨r das Backend eine obere Frequenzauflo¨sung von ≤ 500 kHz (fmax ≤ 12×1µs) ergibt.
τ kann in Schritten von 0.2 µs bis zu einem τmax ∼ 6.556 ms erho¨ht werden, wodurch
sich bei 1024 Phase-Bins ein maximales Zeitfenster von 6.71 Sekunden11 errechnet.
Abha¨ngig vom Beobachtungsmodus ko¨nnen entweder einzelne Phasen ausgele-
sen (Single-Pulse Mode) oder bis zu 216 Puls-Phasen aufintegriert werden (Inte-
grate Mode). Entsprechende Einstellungen mu¨ssen wa¨hrend der Setup-Phase vor
einer Beobachtung gesetzt werden. Die kleinste Pulsar-Periode, die mit PUB-86 im
Einzelpuls-Modus mo¨glich ist, betra¨gt ∼ 0.3 s und ergibt sich durch die begrenzende
maximale Datenrate. Kleinere Perioden sind nur mit Lu¨cken bzw. mit ausreichender
Integration (= Reduktion der Datenrate) mo¨glich.
Damit bei der Integration der Puls-Phasen die Pulse zeitlich immer exakt aufein-
ander summiert werden ko¨nnen, muß nicht nur die Pulsar-Periode genau bekannt
sein, sondern das System muß auch verschiedene Vera¨nderungen der Periode beru¨ck-
sichtigen:
• Eigenbewegung der Erde:
Durch die Rotation der Erde und deren Bewegung um den Massenschwer-
punkt unseres Sonnensystems, kommt es aufgrund der Dopplerverschiebung
zu Vera¨nderungen der Pulsar-Periode. Auch diese Einflu¨sse sind gut bekannt
und werden bei der Bestimmung der aktuellen Pulsperiode verwendet12.
10 Zwischen aufeinander folgenden Zeitabschnitten entstehen durch das Ru¨cksetzen der Register
kurze Tod-Zeiten (wenige µs), wodurch τ nicht exakt P/1024 ist.
11 Aus damaliger Sicht war ein Zeitfenster von u¨ber 6 Sekunden sehr großzu¨gig dimensioniert,
jedoch haben neuere Entdeckungen (Young et al. 1999) gezeigt, daß auch Pulsar-Perioden von
mehr als 6.5 Sekunden mo¨glich sind.
12 Abha¨ngig von der Position des Pulsars liegt die Dopplerverschiebung durch die Rotation der
Erde in der Gro¨ßenordnung von ∼ 1µs und aufgrund der Bahngeschwindigkeit um das gemeinsame
Massezentrum des Sonnensystems bei ∼ 100µs.








Periode: n Periode: n+1 Periode: n+2 Periode: n+3
Abbildung 2.2:
PUB-86: Phasenkorrekte Integration von mehreren Einzelpulsen.
• Pulsare in Bina¨rsystemen:
Bei Pulsaren, die sich in einem System mit einem Begleiter befinden, wird auch
die Dopplerverschiebung durch die Bewegung des Pulsars um das gemeinsame
Massezentrum seines Systems korrigiert.
• Abbremsung des Pulsars:
Durch die Abgabe von Energie – vorwiegend in Form von magnetischer Dipol-
strahlung – nimmt die Rotationsperiode des Pulsars allma¨hlich ab. Die Gro¨ße
der Periodenabnahme wird durch die Abbremsrate P˙ und ggf. deren Ablei-
tung P¨ quantifiziert. Durch diese Parameter und einer zeitlichen Meßreferenz
(Epoche) kann zu jedem Augenblick die aktuelle Pulsarperiode neu berechnet
werden.
Hierzu wird alle 5 Sekunden die augenblickliche Pulsar-Periode neu berechnet und
in zwei kaskadierte 24-Bit breite CAMAC-Za¨hler – als Anzahl von 33.3 ns-Schritte –
gespeichert. Die 33.3 ns ergeben sich aus der 30MHz Master-Clock, die selbst durch
Multiplikation mit sechs aus dem 5MHz Signal des H-Masers abgeleitet wird. Der H-
Maser in Effelsberg wird wiederum mit Hilfe des Global Positioning Systems (GPS)
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kontrolliert und bei Abweichungen von mehr als ∼ 10µs durch feinste Frequenzkor-
rekturen neu getrimmt13.
Durch die beiden 24-Bit CAMAC-Za¨hler la¨ßt sich ein weiter Bereich fu¨r die Pulsar-
Periode von 1024 µs bis zu (theoretisch) ∼ 100 Tagen14 realisieren. Ein weiterer
24-Bit CAMAC-Za¨hler ermo¨glicht die Programmierung eines zusa¨tzlichen zeitlichen
Offsets zur Pulsar-Periode. Durch diese Verzo¨gerung kann der Puls zeitlich verscho-
ben und damit, fu¨r eine Online-Kontrolle, in die Mitte des Darstellungsfensters ge-
setzt werden. Die Einstellung des Offsets, aber auch vieler anderer Funktionen, wie
die Erho¨hung der Sampling-Rate fu¨r die Phase-Bins, kann wa¨hrend der Messung ge-
schehen, was PUB-86 zu einem universellen Backend fu¨r viele Pulsar-Beobachtungen
macht. Tabelle 2.3 faßt abschließend die technischen Daten des Backends PUB-86
und des CAMAC Timing-Systems zusammen.
2.3.2 PSE - Pulsar-Signal-Entzerrer
Wie bereits in Abschnitt 1.3.1 auf Seite 15 beschrieben, bewirkt das interstellare
Medium eine frequenzabha¨ngige Verzo¨gerung (Dispersion) der Pulsar-Signale. Die
dispersionsbedingte Verzo¨gerung tDM [ms] bei einer Beobachtungsfrequenz ν [MHz]
und einer Empfa¨ngerbandbreite ∆ν [MHz] fu¨r ein gegebenes Dispersionsmaß DM
[cm−3 pc] na¨hert sich zu
tDM = 8.3× 106 ∆ν
ν3
×DM fu¨r (ν À ∆ν). (2.1)
Wie Formel 2.1 zeigt, la¨ßt sich tDM fu¨r ein gegebenes DM nur durch Beobachtungen
bei ho¨heren Frequenzen oder mit geringerer Bandbreite – und damit geringerer Emp-
findlichkeit – verringern. Ein anderer Weg, die dispersionsbedingte Verschmierung
der Pulsar-Signale zu kompensieren, ist die Aufsplittung der Empfa¨ngerbandbreite
∆ν in mehrere schmale Kana¨le n mit einer Bandbreite ∆ν/n. Werden die einzelnen
Kana¨le entsprechend der Dispersion des Pulsars verzo¨gert und anschließend addiert,
so la¨ßt sich tDM ∼ ∆ν/n auf ein n-tel des urspru¨nglichen Wertes reduzieren.
Der in Effelsberg installierte Pulsar-Signal-Entzerrer (PSE) realisiert das Prin-
zip der linearen De-Dispersion durch digital einstellbare Verzo¨gerungen der einzel-
nen Frequenzkana¨le. Damit auch nach der De-Dispersion und Detektion noch die
13 Im Gegensatz zu manchen anderen Observatorien wird der Maser in Effelsberg nicht auf das
GPS synchronisiert, sondern von Hand – durch laufenden Messungen – angeglichen.
14 (248 − 1)× 33.3 ns = 9382499 s
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Technische Daten: PUB-86 und CAMAC-Timing
Anzahl der Eingangskana¨le: 4
max. Eingangsfrequenz der




Pulsar-Perioden-Bereich: 1024µs – 6.71 s
Perioden-Auflo¨sung: 1024 Bins
Zeit-Auflo¨sung / Phase-Bin: 1µs – 6.55ms




Genauigkeit (bezogen auf Tpp): ∼ 10 ps
Perioden-Bereich (CAMAC-Timing): 1024µs – 9382499 s
Pulsverschiebung: in 33.3 ns Schritten










vollsta¨ndige Polarisationsinformation erhalten bleibt, wird das Eingangssignal zu-
vor durch ein addierendes Polarimeter geleitet und die Ausga¨nge auf vier gleich
aufgebaute PSE-Einschu¨be geschaltet (Abbildung 2.3). In jedem Einschub wird das
Eingangssignal zuna¨chst auf 60 Bandpaßfilter mit je 667 kHz Bandbreite verteilt
und anschließend fu¨r jeden Kanal einzeln detektiert und mit V/f-Umsetzern digita-
lisiert. Damit die hohe Dynamik der 10MHz V/f-Konverter bei den folgenden 12-
Bit Za¨hlern nicht zu Za¨hleru¨berla¨ufen fu¨hrt, sind nach den Spannungs-/ Frequenz-
Umsetzern programmierbare Teiler vorgesehen. Der Beobachter hat so die Mo¨glich-
keit, anhand der zusa¨tzlich angezeigten Za¨hlwerte, die Teiler passend zu setzen und
damit die Messung optimal auszusteuern. Die eigentliche digitale Verzo¨gerung der




























Pulsar-Signal-Entzerrer: Die 40MHz breiten Signale des Polarimeters (TP A, TP B,
A-B, A-jB) werden in 4× 60Kana¨le mit einen Bandbreite von 666 kHz aufgesplittet
und entsprechend der eingestellten Dispersion digital verzo¨gert und abschließend addiert.
a) Mittleres Pulsprofil ohne De-Dispersion.
b) Mittleres Pulsprofil nach der De-Dispersion.
einzelnen Kana¨le wird durch das “Weiterschieben” der 12-Bit Za¨hler realisiert. Wie
das Blockschaltbild in Abbildung 2.4 zeigt, wird der Za¨hlwert von Kanal 1 an Kanal
2 u¨bertragen und dort weiter erho¨ht, bis er schließlich an Kanal 3 usw. abgege-
ben wird. Weil die verwendeten Za¨hlerbausteine (Typ 74LS163) nicht nach dem
Master-Slave Verfahren arbeiten und damit nicht direkt zu einem Schieberegister
kaskadiert werden ko¨nnen, sind die Za¨hler u¨ber Zwischenspeicher gekoppelt. Bedingt
durch diesen Zwischenspeicher beno¨tigt ein vollsta¨ndiger Schiebezyklus fu¨r alle 60
Kana¨le nicht 60 sondern 120 Takte.
Ordnet man Kanal 1 in Abbildung 2.4 die ho¨chste und Kanal 60 die niedrigste






























































Detektor (0 - 10 MHz)
Abbildung 2.4:
Blockschaltbild des Pulsar-Signal-Entzerrers.
Nach analoger Bandpaßfilterung und Detektion werden die Signale geza¨hlt und nach dem
Prinzip des Schieberegisters digital verzo¨gert und addiert.
Empfangsfrequenz zu, so werden die ho¨heren Frequenzen sta¨rker verzo¨gert als die
niedrigeren. Der PSE ist somit in der Lage, die dispersionsbedingte Verschmierung
der Pulsphase zu kompensieren.
Mit einem weiteren einstellbaren Teiler am PSE kann der Takt fu¨r die Ablauf-
steuerung der Schieberegister gewa¨hlt und dadurch die Gro¨ße der Verzo¨gerung zur





· tPSE , (2.2)
wobei tPSE den zeitlichen Abstand zwischen zwei Frequenzkana¨len beschreibt. Fu¨r






mit tPSE in µs, ν in GHz und DM in cm
−3 pc. tPSE ist ebenfalls die Restverschmie-
rung, die sich aus den 667 kHz breiten Kanal-Bandpa¨ssen ergibt.
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Wie die exakte Dispersionsbestimmung (Gleichung 1.15 auf Seite 17) aber auch
zeigt, ist die Beziehung zwischen Dispersionsverzo¨gerung und Frequenz nicht linear




Weil der Pulsar-Signal-Entzerrer aber eine lineare De-Dispersion implementiert, ist
die Restverschmierung – besonders bei großem Dispersionsmaß – gro¨ßer als tPSE.
Die Verzo¨gerung zwischen zwei benachbarten Frequenzkana¨len (tPSE) kann zwischen
6.3µs und 9.99ms gewa¨hlt werden, wodurch eine De-Dispersion im Bereich von
1.62 cm−3 pc bis 2561 cm−3 pc mit dem 21 cm-Empfa¨nger15 mo¨glich ist.
2.4 EBPP - Effelsberg-Berkeley-Pulsar Processor
Im Oktober 1996 wurde das bestehende EPOS-System durch den Effelsberg-Berkeley-
Pulsar Processor (EBPP) erga¨nzt. Der EBPP wurde von der Pulsar-Gruppe an der
Universita¨t von Kalifornien in Berkeley entwickelt und wird in Effelsberg parallel
zu EPOS betrieben. Durch den Parallelbetrieb ist es so weiterhin mo¨glich, das sich
entwickelnde Pulsprofil online – also bereits wa¨hrend der Beobachtung – zu kon-
trollieren. Gerade bei einem Teleskop wie dem 100-Meter in Effelsberg, mit seinen
vielen Empfa¨ngern und komplexen Beoachtungsmodi, ist diese Eigenschaft von be-
deutendem Wert, weil sie eine direkte Aussage u¨ber die Qualita¨t der Daten liefert
und so Fehler jeglicher Art sofort auffallen.
2.4.1 Koha¨rente De-Dispersion
Der EBPP realisiert die Methode der koha¨renten De-Dispersion und ist daher per-
fekt fu¨r Timing-Beobachtungen von ho¨her dispergierten Pulsaren und, wegen seiner
hohen zeitlichen Auflo¨sung, besonders fu¨r das Timing von Millisekunden Pulsaren
geeignet.
Der Einfluß des interstellaren Mediums auf ein zeitvariantes Signal kann als eine fre-
quenzabha¨ngige Drehung des Phasenwinkels beschrieben werden (Abschnitt 1.3.1).
Durch eine komplexe Multiplikation mit einer geeigneten inversen Funktion bzw.
15 verwendete Mittenfrequenz 1410 MHz
48 KAPITEL 2. PULSAR - BACKENDS
mit einer entsprechenden Faltung im Zeitbereich, la¨ßt sich die Dispersion vor der
Signaldetektion koha¨rent beseitigen (Hankins 1971, Hankins & Rickett 1975).
Das emittierte Signal s(t) eines Pulsars kann durch die Summe seiner Fourier-Anteile




S(ν) ei2piνtdν . (2.5)
Durch den Einfluß des interstellaren Mediums zwischen Pulsar und Beobachter (Ab-




S(ν) ei2piνt e−iκ(ν)zdν . (2.6)
Die Dispersionsrelation κ(ν) ergibt sich nach Gleichung (1.16), bei Vernachla¨ssi-





(ν2 − ν2p) , (2.7)
wobei νp sich aus der Elektronendichte ne im Plasma (typisch 0.03 cm
−3) und der






und einen Wert von νp ≈ 2 kHz hat.



















(ν À νp) . (2.9)






16 Die Annahme (ν À νp) gilt in der Radioastronomie praktisch generell, denn auch die niedrig-
sten Beobachtungsfrequenzen ν liegen schon bei einigen Hundert Mega Hertz und damit deutlich
oberhalb der Plasma-Frequenz νp.
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zu modellieren. Multipliziert man nun (2.10) mit (2.6) bzw. fu¨hrt eine entsprechen-
de Faltung im Zeitbereich durch, so la¨ßt sich die Dispersion durch das interstellare
Medium vollsta¨ndig beseitigen. Eine genaue mathematische Beschreibung aller Ver-
arbeitungsschritte vom komplexen Mischen (siehe Anhang A) bis zur Signaldetek-
tierung nach der De-Dispersion findet sich in Jenet et al. (1997) Anhang A sowie in
Hankins & Rickett (1975) und Bhattacharya (1998).
Die Realisierung dieser sehr rechenaufwendigen Signalverarbeitung ist in Softwa-
re, in Hardware oder in Mischformen aus beidem mo¨glich. Außerdem kann sie on-line
oder in einem spa¨teren off-line Prozeß durchgefu¨hrt werden. Im Falle der EBPP wird
die koha¨rente De-Dispersion im Zeitbereich durch eine Entfaltung und in Realzeit
berechnet. Weiterhin kann der EBPP im reinen Intensita¨ts- oder im Polarisations-
Modus betrieben werden. Die absolute Bandbreite des Backends ergibt sich aus dem
Dispersionsmaß des Pulsars und der Betriebsart.
Eine detaillierte Beschreibung der EBPP, der Bedienung, sowie der Software befindet
sich im Internet: http://134.104.64.34/pulsar/ebpp/soft.
2.4.2 Inkoha¨rente De-Dispersion
Neben dem Betrieb als koha¨renter De-Disperser kann der EBPP auch als digitale
Filterbank17 betrieben werden. Diese Betriebsart erlaubt gro¨ßere Bandbreiten und
ein direktes Auslesen der detektierten Frequenzkana¨le, wodurch dieser Modus be-
sonders fu¨r die Untersuchung von Einzelpulsen und zur Pulsar-Suche geeignet ist.
Weil in beiden Betriebsarten viele Komponenten des Backends gemeinsam genutzt
werden ko¨nnen, besteht die Mo¨glichkeit, beide Maschinen u¨ber spezielle Kabelsa¨tze
(“Water-Fall”-Kabel) zu verbinden. In der Praxis zeigte sich jedoch, daß dies zu
Problemen fu¨hren kann, zumal der koha¨rente Teil von einem DOS-PC und der in-
koha¨rente Teil von einer SUN-Workstation bedient wird. Aus diesem Grund haben
wir uns fu¨r einen getrennten Aufbau entschieden, um beide Systeme unabha¨ngig
voneinander betreiben zu ko¨nnen. Der inkoha¨rente Teil der EBPP (iEBPP) befin-
det sich derzeit im Auf-/Umbau18. Abbildung 2.5 zeigt den inkoha¨renten EBPP
17 inkoha¨renter Modus
18 Wegen Auflo¨sung der Pulsar-Gruppe, ist aus personellen Gru¨nden derzeit nicht abzusehen,
wann die Modifikationen an der EBPP abgeschlossen sein werden.
























Blockschaltbild des inkoha¨renten Effelsberg-Berkeley-Pulsar Processors (iEBPP)
als Blockschaltbild und die Verbindungen der einzelnen Komponenten miteinan-
der. Die digitalen Filterkarten, Combiner-Boards, sowie das Master- und Timing-
Board sitzen in einem gemeinsamen 9 Ho¨heneinheiten messenden VME-Rahmen.
Eine SUN-Workstation steuert und kontrolliert das gesamte Backend und sichert
die gemessenen Daten auf Festplatten bzw. auf DAT-/DLT-Ba¨ndern.
Analoge Mischer-/Filter-Einheit
Die analoge Mischer- und Filtereinheit stellt die Verbindung zwischen der IF19 vom
Empfa¨nger und den Digitalen Filter-Boards (DFBs) her. Weil die DFBs maximal
36MHz im DSB20-Modus bzw. nur 18MHz im SSB21-Modus direkt verarbeiten
ko¨nnen, man aber gerne Bandbreiten von u¨ber 100MHz realisieren mo¨chte, hat man
sich bei der iEBPP fu¨r einen hybriden Ansatz entschieden: Die analoge Mischer-
/Filtereinheit arbeitet in konventioneller Technik und mischt verschiedene Teile der
IF nach Baseband und unterdru¨ckt Mischfrequenzen durch analoge Filter, wa¨hrend
die anschließende feinere Aufsplittung der Ba¨nder in rein digitaler Technik durch
19 Schmalband-Zwischenfrequenz in Effelsberg: 150MHz
20 DSB: Double sideband (Zweiseitenband)
21 SSB: Single sideband (Einseitenband)
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die DFBs realisiert wird. Um bereits in der Signalvorverarbeitung mo¨glichst flexibel
zu bleiben, beinhaltet die Mischer-/Filtereinheit sechs unabha¨ngige Lokaloszillato-
ren (LOs) und sechs komplexe Mischer/Filter (MF). Hierdurch ko¨nnen Ba¨nder in
den Stufen 16, 8, 4, 2, 1 und 0.5MHz von der Zwischenfrequenz zu den Quadra-
tursignalen I und Q (siehe Anhang A) komplex nach Baseband gemischt und zur
weiteren Unterteilung an die DFBs weiter gegeben werden. Weil je nach Empfa¨nger
und astronomischem Objekt die Signallevel der IF variieren, ko¨nnen Abschwa¨cher im
Bereich 0 - 31.5 dB in den Signalweg geschaltet werden, um den DFBs einen Level
von ∼0 dBm anzubieten. Das Einstellen der LOs und MFs, aber auch das Schal-
ten der Abschwa¨cher sowie das Messen der Ausgangspegel, wird u¨ber die parallele
Schnittstelle der SUN-Workstation vorgenommen (vgl. Abblidung 2.5).
Digitales Filter-Board
Um ein breitbandiges Signal in mehrere schmalbandige Signale aufzusplitten existie-
ren verschiedene Verfahren. Wa¨hrend in der Vergangenheit u¨berwiegend Filterba¨nke
mit Bandpa¨ssen in analoger Schaltungstechnik verwendet wurden, realisiert man
heutige Filterba¨nke immer mehr in digitaler Technik. Die entscheidenden Vortei-
le der Digitaltechnik liegen in der ho¨heren Genauigkeit und Reproduzierbarkeit von
Filterkurven, der geringeren Sto¨rempfindlichkeit gegen elektromagnetische Einstrah-
lungen sowie in der Langzeitstabilita¨t in Bezug auf Temperaturschwankungen und
Alterung. Zudem ist ein digitales Schaltungsdesign oft flexibler als vergleichbare
Lo¨sungen in konventioneller analoger Technik, weil viele Betriebsparameter durch
Umprogrammierung gea¨ndert werden ko¨nnen. So lassen sich im Falle der digitalen
Filter Grenzfrequenz, Bandbreite, Phasengang und Filterform durch einfaches Neu-
laden der Filterkoeffizienten einstellen. Die Nachteile der digitalen Signalverarbei-
tung liegen ganz klar in den immer ho¨her werdenden Schaltfrequenzen und den sehr
steilen Signalflanken, die eine Vielzahl von hohen harmonischen Frequenzanteilen
erzeugen und damit – speziell in der cm-Radioastronomie – ein großes Sto¨rpotential
darstellen. Nachteilig ist auch der ho¨here Schaltungsaufwand, der jedoch angesichts
des zunehmenden Integrationsgrades digitaler Schaltungen immer weniger ins Ge-
wicht fa¨llt.
Um eine mehrkanalige Filterbank in Digitaltechnik zu realisieren, mu¨ssen die
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Prinzip eines Complex Down Converters (CDC) in analoger Schaltungstechnik.
sonst u¨blichen Bandpa¨sse pro Kanal durch a¨quivalente digitale Schaltungsteile nach-
gebildet werden. Weil aber digitale Filter, sogenannte Finite-Impulse-Response-Filter 22
(FIR), bezu¨glich ihrer maximalen Taktung nach oben begrenzt sind, ist der Ein-
satz von FIRs aus technischen Gru¨nden auf niedrige Frequenzen beschra¨nkt. Zudem
ko¨nnen Bandpa¨sse nur aus einer Kombination von Hoch- und Tiefpa¨ssen gebildet
werden, was entweder den Schaltungsaufwand zusa¨tzlich vergro¨ßert oder aber die
Gu¨te des Bandpasses negativ beeinflußt23. Um dennoch Filter mit gleicher Filtergu¨te
fu¨r jeden Kanal, unabha¨ngig von dessen Mittenfrequenz, zu entwerfen und gleich-
falls den technischen Aufwand so minimal wie mo¨glich zu halten, werden sogenannte
Complex Down Converter (CDC) fu¨r jeden Kanal eingesetzt. CDCs bestehen aus
insgesamt vier Mischern, zwei Additions-/Subtraktions-Einheiten und zwei nachge-
schalteten Tiefpaßfiltern. In Abbildung 2.6 ist das Prinzip einer CDC-Einheit der
Einfachheit halber zuerst in analoger Technik dargestellt. Die Idee der CDCs ist es,
22 Neben den FIR-Filtern gibt es auch noch Infinite Impulse Response-Filter (IIR). Obwohl sich
IIR-Filter durch eine hohe Selektivita¨t bei geringem Speicherbedarf auszeichnen, sind sie fu¨r den
Einsatz in einer Filterbank fu¨r Pulsare ungeeignet, weil eine konstante Gruppenlaufzeit und eine
lineare Phase kaum zu verwirklichen sind.
23 FIR-Filter bestehen aus einer begrenzten Anzahl von Verarbeitungsstufen. Da ein Bandpaß
bzw. eine Bandsperre bei gleicher Filtergu¨te mehr Verarbeitungsstufen beno¨tigen als ein Hoch-
bzw. Tiefpaß, steigt entweder der Schaltungsaufwand oder die Filtergu¨te sinkt.
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aus einem komplexen Eingangssignal24 mit großer Bandbreite, Kana¨le mit schma-
lerer Bandbreite zu selektieren und diese Baseband (f = 0 Hz) zu mischen. Sto¨ren-
de Frequenzanteile (Summenfrequenz, Spiegelfrequenz und andere Mischprodukte)
werden durch ein nachgeschaltetes Filter unterdru¨ckt, welches zusa¨tzlich auch die
Bandbreite des Kanals definiert. Weil das selektierte Band alleine von der Frequenz
des lokalen Oszillators bestimmt wird, ko¨nnen alle Filter der CDC-Einheiten mit
den gleichen Parametern entworfen werden, wenn man eine Filterbank mit a¨quidi-
stanten Bandpa¨ssen und gleichen Filtereigenschaften realisieren mo¨chte. Wie Abbil-
dung 2.6 weiter verdeutlicht, sind bei Baseband gemischten Signalen auch Tiefpaß-
filter vo¨llig ausreichend, die sich wesentlich einfacher rechnen und realisieren lassen
als Bandpa¨sse.
Ein idealer Tiefpaßfilter25 la¨ßt sich am einfachsten im Frequenzbereich durch eine
Rechteckfunktion beschreiben, die durch
rect(t) =
{
1 : | t | ≤ 1/2
0 : | t | > 1/2 (2.11)
definiert wird.
Fu¨r alle Frequenzanteile unterhalb einer Grenzfrequenz fg erfu¨llt die U¨bertragungs-
funktion eines Tiefpasses die Bedingungen fu¨r ein verzerrungsfreies System (Durch-
laßbereich) und fu¨r Frequenzen oberhalb von fg wird sie zu Null (Sperrbereich).
Im Zeitbereich definiert die Stoßantwort das Verhalten eines Filters, die u¨ber die









h(t) = 2fg si(2pifg t) (2.13)
Wie Ausdruck 2.13 zeigt, ergibt der ideale Tiefpaß im Zeitbereich eine si(x)-
Funktion26 mit einem Maximalwert bei t = 0 (Abbildung 2.7).
24 Ein komplexes Signal (Quadratursignal) wird signaltheoretisch durch zwei um 90◦ phasenver-
setzte Teilsignale (Realanteil I, Imagina¨ranteil Q) beschrieben (siehe Anhang A).
25 Der ideale Tiefpaßfilter wird in der Nachrichtentechnik auch allgemein als Ku¨pfmu¨ller-Tiefpaß
bezeichnet.
26 si(x) ≡ sin(x)/x. Weil si(x)-Funktionen oft mit dem Faktor pi im Argument vorkommen, wird
ha¨ufig auch die Abku¨rzung sinc(x) verwendet. (sinc(x) ≡ si(pix))

















U¨bertragungsfunktion und Stoßantwort des idealen Tiefpasses mit der Grenzfrequenz fg.
Alle bisherigen Betrachtungen zu den digitalen Filterkarten waren allgemein be-
schreibend und fu¨r ein analoges Schaltungsdesign ausgelegt. Die Realisierung einer
Filterbank in digitaler Technik beginnt mit einer Abtastung der analogen Eingangssi-
gnale durch einen Analog-Digital-Converter (ADC). Weil die DFBs komplexe Signale
(I/Q) verarbeiten, wird ein Dual-ADC verwendet, der eine gleichzeitige Erfassung
und Digitalisierung beider Eingangsgro¨ßen gewa¨hrleistet (echte I/Q-Abtastung27).
Die Formeln 2.14 und 2.15 beschreiben die Umsetzung eines wert- und zeitkontinu-
ierlichen Signals in einen wert- und zeitdiskreten Datenstrom fu¨r I und Q.
I ′k = ia(t) = i(t)
∞∑
k=−∞
δ(t− kT ) , (2.14)
Q′k = qa(t) = q(t)
∞∑
k=−∞
δ(t− kT ) (2.15)
Um die Abtastung der Eingangsgro¨ßen in a¨quidistanten Zeitpunkten mathema-
tisch zu beschreiben, wird die Siebeigenschaft des Dirac-Stoßes δ(t) verwendet, die
nur fu¨r t = 0 den Eingangswert fu¨r eine nachfolgende Bewertung (Codierung in
einen wertdiskreten Wert) zula¨ßt.
27 U¨blicherweise werden mehrkanalige Analog/Digital-Converter durch vorgeschaltete analoge
Multiplexer realisiert. Bei diesen Wandlern geht jedoch jegliche Phasenbeziehung zwischen den
analogen Eingangssignalen durch die sequentielle Abtastung (Werterfassung zu unterschiedlichen
Zeitpunkten) verloren, wodurch sie fu¨r einen Einsatz bei komplexen Signalen ungeeignet sind.
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Der ersten signalverarbeitenden Stufe nach der Abtastung folgen digitale Mi-
scher, die a¨hnlich der zuvor beschriebenen Complex Down Converter, Teile eines
Frequenzbandes nach Baseband mischen. Die Ausdru¨cke 2.16 und 2.17 geben den
Mischvorgang fu¨r ein diskretes Quadratursignal mathematisch wieder.




k sin(ω0tk) , (2.16)
Q′′k = Q
′
k cos(ω0tk)− I ′k sin(ω0tk) (2.17)
Weil die abgetasteten Eingangswerte nicht nur wert- sondern auch zeitdiskret
sind, genu¨gt zur Mischung eine ebenfalls wert- und zeitdiskrete Mischerfrequenz
(LO-Frequenz), wodurch sich eine endliche Menge an mo¨glichen Mischergebnissen
ergibt. Die begrenzte Anzahl dieser Ergebnisse erlaubt es zudem, sa¨mtliche Kom-
binationen aus Eingangswert und Mischerphase im voraus zu berechnen und diese
in Form einer Tabelle zu speichern. Im Falle des Digitalen Filter-Boards werden
diese Mischergebnisse in einem statischen RAM-Baustein (SRAM) abgelegt und der
entsprechende Tabelleneintrag28 wird u¨ber die Adreßleitungen selektiert. Als Ein-
gangsgro¨ße werden die oberen 4-Bit des Analog-Digital-Umsetzers verwendet, die als
vorzeichenbehafteter Wert innerhalb des digitalen Mischers verarbeitet werden. Ein
zusa¨tzlicher 7-Bit Bina¨r-Za¨hler, der mit dem Sampler-Takt betrieben wird, generiert
fu¨r jeden Eingangswert eine Adresse, die im SRAM die Phase der Mischerfrequenz
auswa¨hlt. Die eigentliche Berechnung des Mischproduktes aus Eingangsgro¨ße und
Mischerphase kann so auf ein Ansprechen der passenden Speicherstelle reduziert
werden, wodurch eine sehr schnelle “Berechnung” mo¨glich wird. Das Mischergebnis
wird schließlich als 4-Bit Wert u¨ber die Datenleitungen des SRAMs ausgegeben und
zur weiteren Verarbeitung zu den FIR-Filtern gefu¨hrt (siehe Abbildung 2.8). Weil
das Ergebnis in nur 4-Bit weitergegeben wird, sind die Ergebnisvektoren innerhalb
der Mischertabelle zusa¨tzlich noch passend skaliert, um Quantisierungseffekte so
gering wie mo¨glich zu halten.
Da SRAM-Speicher ihre Information nur unter Spannung behalten, werden die
Mischertabellen nach dem Einschalten u¨ber den VME-Bus gesetzt. Dies bietet zusa¨tz-
lich die Mo¨glichkeit, durch verschiedene Tabellen die Mischergebnisse zu beeinflussen
und so eine digitale Versta¨rkung bzw. Abschwa¨chung zu programmieren.
28 Ein Tabelleneintrag entspricht bei einem RAM-Baustein einer Speicherzelle.
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Koeffizienten: α 0 , α 1, α 2 , ..., α i
αi α2 α1 α0
∆τ ∆τ ∆τ











































Prinzipschaltbild des Digitalen Mischers fu¨r komplexe Eingangssignale mit
nachgeschaltetem FIR - Tiefpaß-Filter.
Um unerwu¨nschte Frequenzanteile (z.B. Spiegelfrequenzen), die immer bei einer
Mischung auftreten, zu unterdru¨cken, werden nach dem Mischer FIR-Filter mit
Tiefpaß-Koeffizienten29 eingesetzt. Wie die Gleichungen 2.18 und 2.19 zeigen, reali-
siert ein FIR-Filter die mit den Koeffizienten Ci bzw. Di gewichtete Summe der N
letzten Eingangswerte (I ′′k−i bzw. Q
′′













Diese allgemein als MAC30-Operation bezeichnete Berechnung findet sich – mit
wenigen Ausnahmen – in allen Funktionen der digitalen Signalverarbeitung wieder.
29 Auf die Berechnung von guten Filterkoeffizienten wird an dieser Stelle nicht weiter eingegan-
gen, weil je nach Optimierungsgro¨ße (Betrags-/Frequenznormierung, Filtergu¨te, Phasenverhalten,
Gruppenlaufzeit) und Gewichtung (Hamming-/Hanning-/Blackman-/Kaiser-Fensterfunktion) sich
eine Vielzahl von Berechnugsmo¨glichkeiten ergeben, die den Rahmen dieser Arbeit u¨berschreiten
wu¨rden. Zur Berechnung der Koeffizienten siehe Azizi (1990) und Lacroix (1988).
30 MAC: Multiply and Accumulate
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Weil Standard-Mikroprozessoren MAC-Operationen nicht direkt innerhalb eines Be-
fehls implementieren, wurden Digitale Signalprozessoren (DSPs) entwickelt, die auf-
grund ihrer Rechnerarchitektur diese Operationen besonders effizient und schnell
berechnen (Klein 1995). Noch schneller ist eine MAC-Berechnung nur noch durch
parallele Multiplizierer und Addierer ausfu¨hrbar, wie in FIR-Bausteinen realisiert.
Hierbei werden die Eingangswerte auf mehrere Multiplikationseinheiten verteilt,
die gleichzeitig eine Gewichtung mit den Filterkoeffizienten rechnen. Schieberegi-
ster ermo¨glichen anschließend eine digitale Verzo¨gerung der Werte, bevor mehre-
re Addiereinheiten das Summenergebnis berechnen (siehe Abbildung 2.8). Durch
diese parallele Struktur erlaubt ein FIR-Baustein zu jedem neuen Eingangswert
die Berechnung eines Ausgangswertes ohne intern mit ho¨heren Taktraten arbei-
ten zu mu¨ssen. Der auf den Digitalen Filter-Boards eingesetzte FIR-Chip (Harris
HSP43168) besitzt 8 Multiplizierer-/Additions-Einheiten und kann bis zu Taktraten
von 45MHz betrieben werden. Wird er als Tiefpaß betrieben, kann die Ausgangsda-
tenrate im Vergleich zur Eingangsdatenrate zusa¨tzlich dezimiert werden, solange das
Nyquist-Theorem erfu¨llt bleibt. Diese Dezimierung wird innerhalb des Harris Chips
genutzt, indem die Recheneinheiten, die mit dem Takt der Eingangsdaten arbeiten,
mehrfach mit verschiedenen Filterkoeffizienten durchlaufen werden, wodurch sich
eine bessere Filtergu¨te ergibt. Beim Digitalen Filter-Board liegt der Dezimierungs-
faktor je nach Betriebsart (DSB oder SSB) bei 8 bzw. 16, was eine Filterberechnung
mit bis zu 256 Koeffizienten31 ermo¨glicht.
Wa¨hrend im DSB-Modus ein komplexes Ausgangssignal nach den FIR-Tiefpaß-
filtern gewu¨nscht wird, um anschließend eine koha¨rente De-Dispersion zu rechnen,
beno¨tigt man im SSB-Modus eine Seitenbandseparation. Aus diesem Grund ko¨nnen
die Filterkoeffizienten (Ci undDi) nicht wie im DSB-Modus mit den gleichen Werten
gesetzt werden. Die no¨tige Phasendrehung um ±90◦ erreicht man durch eine Hilbert-







v − x dv (2.20)
31 Die Anzahl der Koeffizienten ist abha¨ngig davon, ob symmetrische oder unsymmetrische
Filterkoeffizienten verwendet werden. (Harris Corporation 1995)










gleichfalls den Verlauf der
Filterkoeffizienten.
Der große Vorteil der Hilbert-Transformation ist, daß sie nicht die Signalamplitu-
den des Eingangssignals beeinflußt (Brigham 1995). Hierdurch la¨ßt sie sich zusa¨tzlich
mit einer Tiefpaßfunktion kombinieren und kann in einem FIR-Chip implementiert
werden. Die Stoßantwort eines Tiefpaßfilters mit Hilbert-Transformation zeigt Ab-
bildung 2.9. Wie der Kurvenverlauf in Abbildung 2.9 auch zeigt, entsteht eine un-
symmetrische Funktion, was eine geringere Filtergu¨te durch eine Halbierung der
Filterkoeffizienten zur Folge hat (Lacroix 1988).
Die Multiplikations- und Additionseinheiten innerhalb eines FIR-Chips bewirken,
daß die Ausgangsbitbreite in der Regel deutlich gro¨ßer ist als die Eingangsbitbrei-
te. Um dennoch mit praktikabelen Wortbreiten arbeiten zu ko¨nnen, werden nur die
mittleren 7-Bit und das Vorzeichenbit (Bit 27) des FIR-Filters zur weiteren Verar-
beitung genutzt. Diese Einschra¨nkung bedingt, daß die Filterkoeffizienten (10-Bit)
so gewa¨hlt werden mu¨ssen, daß auch bei Ausnutzung der vollen 4-Bit Eingangs-
dynamik die Werte nach der Tiefpaßfilterung durch die mittleren 7-Bit mo¨glichst
gut repra¨sentiert werden.
Um die resultierende Datenrate noch mehr zu senken, wird der 8-Bit Datenstrom
aus den FIR-Filtern nochmals zu geringeren Bit-Breiten reduziert. Hierzu werden
– a¨hnlich der SRAM-Mischer – wieder Speicher-Tabellen eingesetzt, die zu jedem
8-Bit Eingangswort das entsprechende bit-reduzierte Ausgangswort beinhalten. Wie
das Blockschaltbild in Abbildung 2.11 auf Seite 62 zeigt, sind die FIR-Ausga¨nge auf
256 kByte große EPROM Speicher verdrahtet, die je nach eingestelltem Modus32
32Der Modus wird durch Umschalten zwischen verschiedenen Tabellen u¨ber die beiden ho¨chstwer-
tigsten Adreßleitungen realisiert. Weil ein EPROM den Datenstrom von zwei FIR-Filtern reduziert,
ergibt sich ein Adreßbus von 2 × 8-Bit plus 2-Bit fu¨r die Modus-Umschaltung: 218 = 256 kByte.
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2-Bit bzw. 4-Bit Daten erzeugen.
Im DSB-Modus dienen die EPROM-Encoder zur Umskalierung der komplexen
Datenstro¨me auf 2-Bit (Bit-Wertigkeit: ±1,±3). Wird das Digitale Filter-Board im
SSB-Modus mit Hilbert-Transformation im Q′′k-Signalpfad betrieben, ermo¨glicht der
EPROM-Encoder die “Berechnung” der Summe bzw. Differenz von I ′′′k und Q
′′′
k mit









k −Q′′′k )2 (2.22)
Auf diese Weise stehen im SSB-Modus sechzehn detektierte Filterbank-Kana¨le mit
4-Bit Quantisierung zur Verfu¨gung, die u¨ber die VME-Bus Stecker P2 und P3 zur
weiteren Verarbeitung zu den Combiner-Boards gefu¨hrt werden.
Weil das Digitale Filter-Board innerhalb der EBPP eine zentrale Funktion erfu¨llt
und die Inbetriebnahme der DFBs bisher nur mit einer laufenden EBPP mo¨glich
war, wurde im Rahmen einer Diplom-Arbeit im Digital-Labor, ein Testsystem fu¨r
DFBs entwickelt (Bell 2002). Ziel dieser Arbeit war es, einzelne Funktionsgruppen
des DFBs unabha¨ngig von der Gesamtfunktion zu testen und so den Aufbau von
DFBs in mehreren Schritten zu ermo¨glichen. Weiterhin hat diese Arbeit gezeigen,
daß es mo¨glich ist, die Ausgangsdatenstro¨me der DFBs direkt in einen Linux-PC mit
einer PCI-Busmaster-Karte zur weiteren Bearbeitung einzulesen. Auf diese Weise
ko¨nnen die zeitlich hochaufgelo¨sten Spektren der DFBs auch zur Untersuchung von
Sto¨rungen (RFI33) bei Beobachtungen im cm-Bereich genutzt werden.
Combiner-Board
Die durch die Digitalen Filter-Boards reduzierten Datenraten pro Kanal berech-
nen sich aus der Eingangsbandbreite (max. 18MHz im SSB-Modus) dividiert durch
den Dezimierungsfaktor (16 im SSB-Modus). Hieraus ergeben sich 1.125× 106 Da-
tenworte pro Sekunde und Kanal – eine Datenrate, die selbst fu¨r eine Speiche-
rung auf Festplatten noch zu hoch ist. Weil aber sogar fu¨r die Beobachtung von
Millisekunden-Pulsaren eine zeitliche Auflo¨sung von einigen Zehn Mikrosekunden
genu¨gt, werden Combiner-Boards (CBs) eingesetzt, die eine weitere Reduzierung
der Datenrate ermo¨glichen.
33 RFI: Rdio Frequency Interference


















































Wie alle Platinen innerhalb des Effelsberg-Berkeley-Pulsar Processors wird auch dieses
Board u¨ber den VME-Bus gesteuert. Den aktiven Teil bei der Summation der
Eingangskana¨le und dem Zusammenfassen von Polarisationsebenen bilden FPGA-Chips
der Firma XILINX. Die EPROMs werden, wie auf dem Digitalen Filter-Board (siehe
Abbildung 2.11), als Encoder zur Reduzierung der 13- bzw. 14-Bit Datenworte auf 4-Bit
eingesetzt.
Jedes Combiner-Board ist in der Lage, die Signale von zwei DFBs (16 Kana¨le
× 2 Polarisations-Ebenen × 4-Bit) mit einer maximalen Datenrate von 3.6MHz
zu verarbeiten. Abha¨ngig vom programmierten Modus ko¨nnen die Daten eines je-
den Filterbank-Kanals bis zu 512 mal aufsummiert werden, bevor sie weitergegeben
werden und die Summation erneut beginnt. Hierdurch ist eine Reduktion der Da-
tenrate auf rund 2.2 kHz (455µs), selbst bei einer Eingangsbandbreite der DFBs von
18MHz, mo¨glich. Weiterhin erlaubt die optionale Schaltung eines zusa¨tzlichen Ad-
dierers ein Zusammenfassen von Kana¨len mit gleicher Frequenz, aber unterschied-
licher Polarisation zur Bildung von Total-Power Daten (siehe Blockschaltbild in
Abbildung 2.10). Weil sich durch die Additionen die Datenwortbreite zwangsla¨ufig
erneut erho¨ht, werden wieder Tabellen in Form von EPROM-Speichern verwendet,
um die Daten auf 4-Bit zu reduzieren und einen mo¨glichen Gleichanteil zu unter-
dru¨cken. Die so bearbeiteten Daten werden in einem Ausgabe-Register gespeichert
und fu¨r die Datenu¨bertragung zu einer SUN-Workstation dem Master-Board bereit-
gestellt.
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Die bisherige inkoha¨rente EBPP erlaubt keine Einzelpulsuntersuchungen mit vol-
ler Polarisationsinformation (Stokes-Parameter34). Durch ein von Don Backer in
Berkeley neu entwickeltes Daughter-Board kann das Combiner-Board zur Generie-
rung der Stokes-Parameter erweitert werden. Hierzu werden die jetzigen EPROM-
Encoder auf den Combiner-Boards entfernt und eine Zusatzplatine in die freigewor-
denen EPROM-Sockel gesetzt. Zusa¨tzliche Latches und weitere EPROM-Encoder
auf dem Daughter-Board ko¨nnen aus den Eingangsdaten fu¨r beide Polarisations-
kana¨le dann die vier Stokes-Parameter erzeugen. Neben dieser Modifikation der
Combiner-Boards mu¨ssen zusa¨tzlich auch die EPROM-Encoder auf den Digitalen
Filter-Boards ausgetauscht werden, weil die Berechnung der Stokes-Parameter eine
ho¨here digitale Eingangsversta¨rkung bedingt.
Masterboard
Das Masterboard (MB) dient als ein Interface zwischen dem VME-Bus des Effelsberg-
Berkeley-Pulsar Processors und einer SCD-20 EDT-Karte35 im S-Bus einer SUN-
Workstation. Neben der eigentlichen U¨bertragung der Beobachtungsdaten zur SUN
werden u¨ber diese Verbindung auch Kontroll-Kommandos zur EBPP gesendet und
wichtige Parameter kontrolliert (siehe Abbildung 2.5 auf Seite 50).
Timing-Board
Das Timing-Board erzeugt alle Taktsignale der EBPP aus einer 5MHz Referenz-
Frequenz, die in Effelsberg von einem Maser (siehe Abbildung 2.1, Seite 37) erzeugt
wird. Durch die Verwendung von Phase-Locked-Loop-Regelungen36 la¨ßt sich aus den
5MHz in weiten Grenzen der Sampler-Takt ableiten, der auch die SRAM-Mischer
auf den DFBs, die Addiereinheiten auf den CBs und die Ablaufsteuerungen auf dem
Master-Board steuert. Um Beobachtungen mo¨glichst synchron zu starten, erha¨lt das
34 Die Stokes-Parameter (Stokes 1852) beschreiben die Phaseninformation eines Signals
vollsta¨ndig in vier Parametern durch Intensita¨tswerte.
35 Electronic Design Team, Inc.
36 Ein in der Nachrichtentechnik besonders wichtiger Anwendungsfall der Regelungstechnik
ist die Nachlaufsynchronisation (Phase-Locked-Loop, PLL). Ihre Aufgabe besteht darin, die Fre-
quenz f2 eines Oszillators so einzustellen, daß sie mit der Frequenz f1 eines Referenzoszillators, in
Bezug auf die Phasenverschiebung, u¨bereinstimmt.
































































Blockschaltbild des Digitalen Filter-Boards mit Analog/Digital-Converter, digitalem
SRAM-Mischer, FIR - Tiefpaß-Filter und EPROM-Encoder.
Timing-Board auch noch ein 1Hz Signal (1 pps), auf das sich generierte Zeitinfor-
mationen beziehen.
Im Timing-Modus der koha¨renten EBPP erzeugt das Timing-Board zusa¨tzlich noch




Dieses Kapitel beschreibt das innerhalb dieser Arbeit entwickelte Pulsar-Backend
Poesy und dessen Einsatzmo¨glichkeiten am 100-Meter-Radioteleskop in Effelsberg.
Nach einer kurzen U¨bersicht u¨ber das Prinzip der Digitalwandlung mit der Kom-
bination aus Spannungs-/Frequenz-Umsetzern und Bina¨r-Za¨hlern, wird die Hard-
ware des Backends beschrieben. Hierbei wird insbesondere auch das Koinzidenz-
Problem von Za¨hlern bei der Verarbeitung von asynchronen Eingangssignalen mit
einem synchronen Takt und dessen Lo¨sung behandelt.
Der zweite Teil dieses Kapitels beschreibt die Software von Poesy unter dem
Realzeit-Betriebssystem VxWorks und erkla¨rt, warum erst durch den Einsatz einer
zusa¨tzlichen zweiten CPU die geforderten Abtastzeiten realisiert werden konnten.
Weiterhin wird das eigens fu¨r dieses Backend entwickelte Dateisystem PFS erla¨utert
und gezeigt, wie durch die Ausnutzung der Cache-Speicher von zwei Festplatten ein
dauerhaft hoher Datendurchsatz erzielt werden konnte.
Das Kapitel endet mit einer Formatbeschreibung der von Poesy aufgezeichneten
Daten und Hinweisen zu Konverterprogrammen, die eine Weiterverarbeitung der
Meßwerte mit verschiedenen Pulsar-Such-Programmen erlauben.
Eine ausfu¨hrliche Beschreibung aller Kommandos zur Steuerung von Poesy sowie
sa¨mtliche Registertabellen und Adreßlisten wird im Anhang B ab Seite 213 gegeben.
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3.1 Anforderungen an das neue Backend
Wie bereits in Kapitel 2 beschrieben, bietet das EPOS-System mit dem Pulsar-
Backend PUB-86 nur die Mo¨glichkeit, Signale von maximal vier unabha¨ngigen Ein-
gangskana¨len zu erfassen (vgl. Tabelle 2.3). Obwohl diese vier Kana¨le fu¨r Timing-
Beobachtungen sowie zur Untersuchung von Polarisationseigenschaften von Pulsa-
ren vo¨llig ausreichend sind, stellen sie fu¨r die Pulsar-Suche eine erhebliche Ein-
schra¨nkung dar. Weil das Dispersionsmaß bei der Pulsar-Suche, wie auch die Po-
sition und die Periode eines mo¨glichen Pulsars, noch nicht bekannt sind, kann kei-
ne De-Dispersion vor der Datenaufzeichnung durchgefu¨hrt werden. Vielmehr ist es
notwendig, alle Kana¨le einer Filterbank – vorzugsweise fu¨r beide Polarisationsaus-
kopplungen – unabha¨ngig bei der Datennahme zu speichern, damit bei der spa¨teren
Auswertung die Meßwerte fu¨r eine Vielzahl von Dispersionsschritten untersucht wer-
den ko¨nnen.
Aus diesen Gru¨nden entstand die Forderung zur Entwicklung eines neuen Back-
ends mit vielen Eingangskana¨len und mo¨glichst hoher Verarbeitungsleistung, wel-
ches besonders im Hinblick auf die Pulsar-Suche optimiert sein sollte. Weiterhin
sollte sich das Backend in das bisherige EPOS-System gut einfu¨gen lassen und mit
den bereits vorhandenen Filterba¨nken arbeiten ko¨nnen. Um die hohen Datenraten
bei der Pulsar-Suche zuverla¨ssig zu speichern, sollte das Gera¨t ferner u¨ber eigene
Festplatten verfu¨gen, damit die Verarbeitungsleistung nicht durch die sonst u¨blichen
Datenu¨bertragungen limitiert wird.
All diese Anforderungen wurden im Projekt Poesy (Pulsar Observatory Effelsberg
System) realisiert, dessen technische Beschreibung Inhalt der folgenden Abschnitte
ist.
3.2 Hardware
Die am Observatorium in Effelsberg verwendeten Filterba¨nke enthalten neben den
eigentlichen analogen Filtereinheiten auch Detektoren zur Bildung der Leistung u¨ber
das Quadrat der Spannung und Spannungs-/Frequenz-Umsetzer (VFCs), welche die












Datenu¨bertragung u¨ber eine symmetrisch angesteuerte und mit dem Leitungswiderstand
abgeschlossene verdrillte Zweidraht- (Twisted-Pair)-Leitung.
Durch die verdrillte Leitung werden eingekoppelte Sto¨rungen ( ~B) nicht weiter summiert,
weil sich die induzierten Sto¨rstro¨me (~i ) gegenseitig aufheben.
u¨blicherweise schnelle Analog-/Digital-Wandler (ADC1) in integrierter Bauweise zur
Digitalisierung eingesetzt werden, haben VFCs durchaus noch ihre Berechtigung. In
Effelsberg liegt der Grund ihrer Verwendung hauptsa¨chlich in ihrer Eigenschaft, die
Umsetzung von analogen zu digital kodierten Signalen in zwei Stufen zu realisieren,
die ra¨umlich weit voneinander getrennt sein du¨rfen. So werden die VFCs oft un-
mittelbar am Empfa¨nger plaziert und die zu den Eingangssignalen proportionalen
Frequenzausga¨nge u¨ber Treiber-Stufen (Line-Driver) in differentieller Form u¨ber ver-
drillte Zweidrahtleitungen (Twisted Pair) in den Backend-Raum u¨bertragen (siehe
Abbildung 3.1).
Die Vorteile einer differentiellen Signalu¨bertragung liegen in der hohen Sto¨run-
empfindlichkeit, aber auch in der geringen Eigenabstrahlung, der gerade in der Ra-
dioastronomie eine besondere Bedeutung zukommt. Die Sto¨runempfindlichkeit er-
gibt sich aus der Eigenschaft, daß magnetisch induzierte Sto¨rungen ( ~B) u¨ber einen,
im Vergleich zu den Windungen der Leitung, großen Bereich eingekoppelt werden.
Wegen der Verdrillung der Leitungspaare a¨ndert sich das Vorzeichen der Einkopp-
lung in jeder Windung und die Sto¨rstro¨me (~i) ko¨nnen sich nicht weiter addieren,
sondern heben sich in der Regel sogar untereinander wieder auf. Durch einen Ab-
schlußwiderstand, kurz vor der Empfa¨ngerseite in Gro¨ße des Leitungswiderstands,
lassen sich zusa¨tzlich Reflektionen vermeiden.
1 ADC: analog digital converter






























??? 9 8 ...
Abbildung 3.2:
Digitalisierungsprinzip: Das analoge Eingangssignal wird mit Hilfe eines Spannungs-
Frequenz-Umsetzers (VFCs) in eine, der Eingangsgro¨ße proportionale, Frequenz
umgesetzt. Diese Frequenz wird fu¨r die Dauer einer Abtastung (Sampling-Intervall)
geza¨hlt und durch ein Trigger-Signal zur weiteren Verarbeitung gespeichert.
Auch wenn das von einem VFC erzeugte Ausgangssignal hinsichtlich der Ampli-
tude nur die logischen Werte Null bzw. Eins annehmen kann, ist die in der Frequenz
enthaltene Information weiterhin wertkontinuierlich2. Um einen diskreten Wert zu
gewinnen, muß die Frequenz fu¨r einen Zeitabschnitt ∆t gemessen werden. Mo¨chte
man den gemessenen Wert in dualer Form kodiert haben, so empfehlen sich Bina¨r-
Za¨hler, die wa¨hrend des Intervalls ∆t mit den Signalen der VFCs erho¨ht werden3.
Abbildung 3.2 zeigt das Prinzip der Analog-/Digital-Umsetzung mit Hilfe von VFCs
und Za¨hlern. Weil die Za¨hler wa¨hrend des Zeitabschnitts ∆t auf jede Frequenza¨nde-
2 Eine Gro¨ße wird als kontinuierlich (nicht abza¨hlbar) bezeichnet, wenn sie beliebige Werte
annehmen kann (DIN40146).
3 Auch wenn dieses Verfahren zuna¨chst sehr einfach erscheint, ist es im Detail a¨ußerst kompli-
ziert, weil die Setup-Zeiten der Za¨hler nicht verletzt werden du¨rfen (siehe Seite 74).
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rung reagieren ko¨nnen, entha¨lt der Za¨hler nach Ablauf von ∆t den mittleren Wert






s(τ) dτ . (3.1)
Zwar la¨ßt sich ein gleiches Verhalten auch mit ADCs und passend dimensionierten
Tiefpaß-Filtern erreichen, jedoch bieten sie nicht die gleiche Flexibilita¨t. So genu¨gt
eine A¨nderung des Intervalls ∆t der Za¨hler bereits, um die Auflo¨sung der Messung
zu beeinflussen. Eine ADC-Lo¨sung wu¨rde hier neue Filter und ggf. auch einen neuen
Analog-/Digital-Umsetzer mit ho¨herer Auflo¨sung bedeuten5.
Poesy verwendet zur Digitalisierung der Eingangssignale eine 60-Kanal Za¨hler-
karte, die auch im Kontinuum-Backend BOGLE eingesetzt wird. Weil die Za¨hler
auf dieser Karte mit programmierbaren XILINX-Chips6 realisiert wurden, konnte
die Karte durch reine Umprogrammierung fu¨r die Verwendung in Poesy modifi-
ziert werden (siehe Abschnitt 3.2.1).
Um eine flexible Abtastzeit der Signale und neben dem Pulsar-Suchmode auch
eine Datenaufzeichnung synchron zur Pulsar-Periode zu ermo¨glichen, wurde fu¨r
Poesy eine spezielle Timing-Karte entwickelt. Aus einer 10MHz Referenz-Frequenz
und dem Tpp-Signal, das den Beginn einer neuen Pulsar-Periode einleitet, generiert
ein XILINX-Chip auf der Timing-Karte alle Takte und Interrupts zur Steuerung des
Backends (siehe Abschnitt 3.2.2).
Damit Poesy zur Pulsar-Suche eingesetzt werden kann, ist es erforderlich, die
Signale vieler Eingangskana¨le kontinuierlich und u¨ber einen la¨ngeren Zeitraum auf-
nehmen zu ko¨nnen. Weil hierbei nicht ein einziger Abtastwert verloren gehen darf
und man Sampling-Zeiten im Mikrosekunden-Bereich beno¨tigt, war die Verwendung
von zwei CPUs no¨tig (siehe Abschnitt 3.2.3).
4 Ein ADC entnimmt einem Signal Proben, die, mathematisch betrachtet, nur fu¨r einen infini-
tesimal kleinen Zeitbereich gelten (vgl. Kapitel 2.4.2, Formeln 2.14 und 2.15 auf Seite 54)
5 Bei Signalen, die stochastisch gleichverteilt sind (weißes Rauschen), kann die Quantisierungs-
auflo¨sung auch durch eine U¨berabtastung zusa¨tzlich erho¨ht werden. Zur Verbesserung der Auflo¨sung
um w-Bits ist, statt Abtastung mit der (minimal erforderlichen) Nyquistfrequenz fs (fs = 2 fbw),
eine Signalerfassung mit der U¨berabtastfrequenz fos erforderlich: fos = 4w fs.
6 XILINX-Chips bezeichnen hoch-komplexe Logikbausteine (Field-Programmable Gate Arrays,
FPGAs) von der Firma XILINX, deren Funktion im Betrieb konfiguriert werden kann.
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Zum Speichern der hohen Datenraten werden im Poesy-Backend zwei SCSI-
Festplatten eingesetzt, die im Wechsel beschrieben werden, um die Cache-Speicher
in den Festplatten-Kontrollern optimal auszunutzen (siehe Abschnitt 3.2.4).
Abbildung 3.3 faßt alle Komponenten von Poesy sowie die Einbindung am 100-
Meter-Radioteleskop in Effelsberg schematisch zusammen.
3.2.1 Za¨hler-Karte
Wie eingangs bereits erwa¨hnt, kommt der Za¨hler-Karte eine besondere Bedeutung
bei der Digitalisierung der Eingangssignale zu. Die im Poesy-Backend eingesetz-
te 60-Kanal Za¨hler-Karte wurde als Diplomarbeit im Digitallabor (Mombauer 1997)
entwickelt. Ziel dieser Arbeit war es, eine mo¨glichst universell verwendbare Karte mit
32-Bit Za¨hlern7 zu entwerfen, die als VMEbus-Teilnehmer (Zeltwanger 1996) unter
einer einstellbaren Adresse angesprochen werden kann. Die hohe Komplexita¨tsdich-
te, die diese Vorgaben bedingen, wurden durch eine 4-lagige Platine und den Ein-
satz von elf programmierbaren XILINX-Chips gelo¨st. Neben einem XILINX, der fu¨r
die Anbindung zum VMEbus verantwortlich ist (VMEbus-Interface), beinhalten die
weiteren zehn XILINX-Bausteine jeweils sechs 32-Bit Za¨hler inklusive Ablaufsteue-
rung und Register zur Zwischenspeicherung der Za¨hlwerte (siehe Blockschaltbild in
Abbildung 3.4 auf Seite 70).
Anders als bei vielen Herstellern von hochkomplexen und programmierbaren Lo-
gikbausteinen, ermo¨glichen die Chips der Firma XILINX auch eine Konfiguration im
laufenden Betrieb. Im Falle der Za¨hler-Karte sind die Funktionen fu¨r das VMEbus-
Interface und den Za¨hler-XILINX in einem seriellen EEPROM8, das sich mit auf der
Karte befindet, gespeichert. Unmittelbar nach dem Einschalten der Versorgungs-
spannung generieren die XILINX-Chips selbsta¨ndig alle no¨tigen Signale zum Lesen
der EEPROMs und ko¨nnen sich so, in Bruchteilen von einer Sekunde, selbst konfi-
gurieren.
7 Bei typischen Phasenzeiten von 16ms und VFCs, die bei Vollaussteuerung bis zu 10MHz
generieren ko¨nnen, ergeben sich Za¨hlwerte von bis zu 160.000. Weil sich diese Werte nicht mehr
mit 16-Bit Za¨hlern (216 = 65.536) erfassen lassen, werden in Kontinuum-Backends u¨blicherweise
32-Bit Za¨hler eingesetzt.
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Schematischer Aufbau von Poesy und dessen Einbindung am 100-Meter-Radioteleskop
in Effelsberg. Abha¨ngig von den eingesetzten Filterba¨nken (Breitband: 8× 60MHz,
Schmalband: 8× 4MHz) kann das Backend fu¨r Beobachtungen bei 3.6 cm, 6 cm, 11 cm
und 21 cm Wellenla¨nge genutzt werden.













































Blockschaltbild der 60-Kanal Za¨hler-Karte.
Sowohl die Za¨hler-Chips wie auch das VMEbus-Interface sind mit programmierbaren
XILINX-Bausteinen realisiert, wodurch sich die Za¨hler-Karte ohne A¨nderungen an der
Hardware umkonfigurieren la¨ßt.
Da die Anforderungen an eine Za¨hlerkarte fu¨r die Verwendung in einem Pulsar-
Backend anders sind als in einem Kontinuum-Backend, mußten die XILINX-Chips
umprogrammiert werden. So wurden fu¨r Poesy die Za¨hler in ihrer Breite von 32-
auf 8- bzw. 4-Bit verringert9, wodurch sich die Datenmenge, die pro Abtastereignis
ausgelesen, u¨berpru¨ft und gespeichert werden muß, deutlich reduzieren ließ. Weil
sich das Datenvolumen und die daraus resultierende Datentransferleistung entschei-
dent auf die maximale Abtastrate auswirkt, war deren Verringerung ein wesentlicher
9 Bei einer mittleren Aussteuerung (fm ≈ 1MHz) kann die Sample-Zeit bis zu 250µs betragen,















































































“Za¨hler-Chip”: Nach der Konfiguration des XILINX entha¨lt der Baustein sechs Za¨hler
mit Latches zur Zwischenspeicherung, ein FIFO mit acht Speicherstufen sowie die
komplette Logik zur Steuerung und zum Auslesen des Chips.
Schritt hin zu schnellen Sample-Zeiten. Zusa¨tzlich konnten, durch die Verringerung
der Za¨hlerbreite, freigewordene Resourcen auf dem XILINX-Chip fu¨r eine Vorteiler-
stufe, ein acht Stufen tiefes FIFO10 und ein Konfigurationsregister genutzt werden.
Abbildung 3.5 zeigt schematisch den inneren Aufbau und die Funktionsweise der
XILINX-Chips nach der Konfiguration fu¨r das Poesy-Backend.
Der Vorteiler ist in vier Stufen programmierbar und erlaubt eine Teilung der
Eingangsfrequenzen um die Faktoren 1, 2, 4 und 8. Bei langsamen Abtastzeiten
und/oder starken Signalpegeln und damit hohen Eingangsfrequenzen, kann durch
10 FIFO: first-in, first-out Speicher
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Setzen der Teiler ein U¨berlaufen der Za¨hler verhindert werden11.
Trotz der reduzierten Datenmengen wa¨re ohne den Einsatz von FIFO-Speichern
kein Abtasten der Eingangskana¨le von unter einer Millisekunde mo¨glich gewesen.
Grund dieser Begrenzung sind die Programmunterbrechungen (Interrupts), die am
Ende einer jeden Meßphase erzeugt werden, um der CPU zu signalisieren, daß neue
Daten zum Abholen bereitstehen. Damit nach dem Interrupt das Programm mit
dem Befehl weiter fortfahren kann, bei dem es unterbrochen wurde, mu¨ssen al-
le relevanten CPU-Register gesichert und nach dem Interrupt wieder rekonstru-
iert werden. Weil der Bau dieses Interrupt-Rahmens immer die gleiche CPU-Zeit
(tInt) beno¨tigt, begrenzt er automatisch die maximale Interrupt-Frequenz auf fInt ≤
1/tInt. Zusa¨tzlich wird die Interrupt-Frequenz auch noch von den Aktivita¨ten des
Realzeit-Betriebssystems12 und konkurrierenden Interrupts gemindert.
Durch die Integration von FIFO-Speichern in den Za¨hler-XILINXs konnte die An-
zahl der Interrupts deutlich gesenkt werden, weil nun nur noch Interrupts ausgelo¨st
werden mu¨ssen, wenn in den FIFOs kein Platz mehr fu¨r weitere Daten ist. Obwohl
die Interrupt-Routine jetzt zwar pro Aufruf mehr Daten aus den Za¨hler-Chips aus-
lesen muß, ermo¨glicht die geringere akkumulierte CPU-Zeit zum Bau des Interrupt-
Rahmens dennoch ho¨here Abtastzeiten. Das Verha¨ltnis von Abtast- zu Interrupt-
Frequenz ist u¨ber den XILINX-Chip auf der Timer-Karte programmierbar und wird
in Abschnitt 3.2.2 genauer beschrieben.
Neben der bereits beschriebenen Vorteilerstufe und den FIFO-Speichern, wur-
den auf dem Za¨hler-XILINX noch weitere Funktionen integriert, die u¨ber ein 32-Bit
breites Konfigurationsregister ausgewa¨hlt werden ko¨nnen. Weil die Programmierung
der unterschiedlichen Betriebsarten auf dem XILINX-Chip nicht zeitkritisch ist und
nur einmal vor der Beobachtung vorgenommen wird, wurde das Konfigurationsregi-
ster der Einfachheit halber als Schieberegister aufgebaut. Durch Adreßzugriffe auf
verschiedene Funktionen im VMEbus-Interface ko¨nnen die Signale zum Beschreiben
der Schieberegister, unabha¨ngig fu¨r jeden Za¨hler-XILINX, erzeugt werden:
11 Im Normalfall sollte besser das Eingangssignal geda¨mpft und die Vorteilerstufe nicht ge-
nutzt werden, weil hierdurch mindestens das letzte Bit (LSB) verloren geht und dieses bereits√
(2/pi) ≈ 80% der Information tra¨gt.
12 Gerade die Probleme mit dem Realzeitsystem VxWorks waren so erheblich, daß erst der
Einbau einer zweiten CPU und die bewußte “Umgehung” des Betriebssystems auf dieser CPU eine
akzeptable Lo¨sung brachte (siehe Abschnitt 3.3).
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Funktion = <Nummer des Za¨hler-Chips(0. . .9)> × 20hex + Funktions-Code
In Tabelle B.1 auf Seite 234 wird der Zusammenhang zwischen Funktions-Code und
dem erzeugten Signal gezeigt.
Tabelle B.2 auf Seite 235 listet die Zuordnung der einzelnen Bits im Konfigurati-
onsregister und ihre Auswirkung auf die Funktion der Za¨hler auf.
Durch Setzen von Bit 0 ko¨nnen alle sechs Za¨hler innerhalb eines XILINX-Chips in
den Differenzmodus umgeschaltet werden. In diesem Modus werden die Za¨hler nach
dem Auslesen nicht wieder auf Null gesetzt, sondern statt dessen die Za¨hlrichtung
umgekehrt. Die Idee dieses Modus ist es, nur die Differenzen zwischen den aufeinan-
der folgenden Za¨hlerwerten zu messen. Weil durch diese Methode automatisch auch
der Gleichanteil (Offset) aller Werte unterdru¨ckt wird, brauchen die Filterba¨nke
weniger geda¨mpft werden, da durch den Wegfall des Offsets mehr Bits fu¨r die Spei-
cherung der Signaldynamik zur Verfu¨gung stehen. Leider erwies sich diese Betriebs-
art als sehr kritisch, weil wa¨hrend der Messungen immer wieder Signalspitzen (z.B.
durch Interferenzen) auftraten, die die Za¨hler zum U¨berlaufen brachten. Die Folge
waren Spru¨nge in den Zeitreihen, die sich nur schwer – oft nur mit Handarbeit –
wieder beseitigen ließen. Auch konnte keine nennenswerte Verbesserung im Signal-
zu Rauschverha¨ltnis bei der Messung bekannter Pulsare beobachtet werden.
Bit 4 im Konfigurationsregister bestimmt, ob die Za¨hler mit 4- oder 8-Bit Breite ar-
beiten sollen. Im 4-Bit Modus werden zwei Meßwerte in ein Byte verpackt, wodurch
sich die Datenmenge halbiert, die von der CPU abgeholt werden muß. Weil sich die
Reduzierung der Daten positiv auf die maximale Sample-Zeit auswirkt, ist der 4-Bit
Betrieb besonders interessant fu¨r die Beobachtung von Millisekunden-Pulsaren. In
den Tabellen B.3 und B.4 auf Seite 236 sind die minimal mo¨glichen Sample-Zeiten
in Abha¨ngigkeit vom Modus (4- oder 8-Bit) und der gewa¨hlten Kanalanzahl aufge-
listet.
A¨hnlich wie Bit 4 zwischen dem 4- und 8-Bit Betrieb umschaltet, ko¨nnen durch
Setzen von Bit 5 die sechs Za¨hler in einem XILINX-Chip auch zu einem 48-Bit brei-
ten Za¨hler kombiniert werden. Dieser Modus dient der genauen Zeitmessung, wenn
Poesy fu¨r das Pulsar-Timing eingesetzt wird. Hierzu sind zwei XILINX-Chips der
Za¨hler-Karte mit dem 10MHz Referenzsignal und zusa¨tzlich mit dem 10 Sekunden-
Signal verbunden, das die 48-Bit Za¨hler zuru¨cksetzt. Weil im Timing-Modus die
beiden Referenz-Za¨hler mit dem gleichen BLANK-Signal ausgelesen werden und der
Zeitpunkt des 10 Sekunden-Signals im Header der Daten vermerkt wird, kann jedem
Datensatz ein genauer Zeitpunkt zugeordnet werden.
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Der Einsatz von programmierbaren Logik-Bausteinen im Poesy-Backend hat
sich sehr bewa¨hrt, denn viele Ideen zu sinnvollen Erweiterungen sind erst wa¨hrend
der Entwicklung bzw. bei den Beobachtungen entstanden. Aufgrund der Flexibi-
lita¨t dieser Bausteine konnten alle Erga¨nzungen durch reines Umprogrammieren der
XILINX-Chips verwirklicht werden.
Das Koinzidenz-Problem
So einfach die Digitalisierung mit Spannungs-/Frequenz-Umsetzern und Bina¨r-Za¨h-
lern im ersten Moment auch erscheint, bei der tatsa¨chlichen Realisierung sind einige
Aspekte unbedingt zu beachten, um korrekte Ergebnisse zu erzielen.
Wie eingangs bereits erwa¨hnt, wird die Kombination aus VFCs und Za¨hlern
in Effelsberg schon seit nunmehr 30 Jahren eingesetzt. Kontinuum-Beobachtungen
werden ausschließlich mit diesem Verfahren durchgefu¨hrt. Aber selbst in der Auto-
korrelator-Technik werden VFCs und Za¨hler verwendet, um die beim Abtasten nicht
erfaßte DC-Signalleistung13 (total power) zu messen.
Wa¨hrend bei Kontinuum-Beobachtungen oder beim Einsatz von Autokorrelatoren
die Bina¨r-Za¨hler in der Regel alle 16ms oder langsamer ausgelesen werden, liegt
die Ausleserate bei Pulsar-Messungen oft nur bei einigen Mikro-Sekunden. Die zeit-
bezogene Ha¨ufigkeit von Problemen mit einzelnen Meßwerten ist daher bei Pulsar-
Beobachtungen entsprechend ho¨her. Daß diese Probleme nicht erst mit dem Ein-
satz von schnellen XILINX-Chips auftreten, zeigen Korrekturfunktionen in a¨lteren
Auswerteprogrammen. So entha¨lt bereits das von Dunc Lorimer eingesetzte LOAD-
Programm zur Konvertierung von Pulsarsuch-Daten eine Option, um Meßwerte, die
außerhalb eines Erwartungsfensters liegen, zu ignorieren. Auch wenn diese Funkti-
on urspru¨nglich zur Unterdru¨ckung von Sto¨rsignalen (Interferenzen) implementiert
wurde, beseitigte sie auch – wenn auch eher unbewußt – ungu¨ltige Za¨hlerwerte.
Schließlich war es ein Zufall und die akribischen Untersuchungen von Glyn Has-
lam, die erstmals im Labor einen ungu¨ltigen Za¨hlwert provozierten. Ihm fielen beim
Testen des U¨bersprechverhaltens zwischen benachbarten Eingangskana¨len mit dem
Bolometer-Backend BOGLE gelegentliche Spru¨nge – sogenannte “Ausreißer” – auf,
13 Mit DC-Signalleistung wird der Teil der Leistung beschrieben, der unterhalb der mittleren
Leistung – in der Regel gebildet durch eine laufende Mittelwertbildung bzw. entsprechend dimen-
sionierter Tiefpaß-Filter – liegt.
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Abbildung 3.6:
a) Meßwerte bei einer bewußten Verletzung der Antikoinzidenz zwischen BLANK-
und VFC-Signal
b) Der Einsatz einer Antikoinzidenz-Schaltung zeigt, daß nunmehr die Za¨hlerwerte
wie erwartet nur noch um ein Bit – dem Quantisierungsrauschen – variieren.
die sich nicht mit den Effekten, die beim U¨bersprechen entstehen ko¨nnen, erkla¨ren
ließen. Weil diese Ausreißer nur sehr selten14, manchmal erst wieder nach Tagen,
auftraten, war eine meßtechnische Untersuchung kaum mo¨glich. Auch eine erneute
Analyse der Meßergebnisse aus Effelsberg, ohne die u¨bliche Clip-Funktion zur Un-
terdru¨ckung von Interferenzen, zeigte gelegentlich Meßwerte, die nicht als norma-
le RFI-Sto¨rungen interpretiert werden konnten. Das Kriterium zwischen normaler
Sto¨rung und ungu¨ltigem Za¨hlerwert ergibt sich aus einer Fourier-Analyse des Aus-
reißers und der Gesamtdynamik des Systems (Empfa¨nger, Detektoren, VFCs und
der Abtastfrequenz des Backends). Wa¨hrend die Gesamtdynamik des Systems, im
wesentlichen auf Grund der Detektoren, im unteren Kilo-Hertz Bereich liegt, zeigten
die einzelnen Ausreißer Spektralanteile von einigen Zehn Kilo-Hertz.
14 Das seltene Auftreten von Ausreißern bewirkt bei einem integrierten Spektrum ein erho¨htes
spektrales Rauschen bei besonders niedrigen Frequenzen. Aus diesem Grund wird diese Art von
Sto¨rung, in Anlehnung an das Farben-Spektrum von Licht, auch als rotes Rauschen bezeichnet.
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Interner Aufbau eines 4-Bit Synchronza¨hlers.
Weil eine statistische Auswertung der Ausreißer immer wieder die gleichen Za¨hler-
werte zeigte, provozierten wir diese Werte ganz bewußt mit einem, extra fu¨r diesen
Zweck, entwickelten Signalgenerator. Abbildung 3.6 a) gibt das Ergebnis dieser Mes-
sung wieder und zeigt deutlich, daß die ungu¨ltigen Za¨hlersta¨nde (Za¨hlerwerte> 128)
immer wieder die gleichen Werte annehmen. Besonders gut ließen sich die Ausrut-
scher erzeugen, wenn die Kombination aus Abtastzeit und Signaleingangsfrequenz
Za¨hlerwerte ergaben, bei denen der Sprung um eine Stelle das Kippen von mo¨glichst
vielen Bit-Stellen bedeutet. Bei einem 8-Bit Za¨hler ist dies genau beim Wechsel von
127dec (0111 1111bin) auf 128dec (1000 0000bin) der Fall.
Der Grund fu¨r diese Probleme liegt im Aufbau der verwendeten Synchronza¨hler15
und der Verletzung der Propagation Delay Time tPD und der Data Setup Time tDS.
Auch wenn die Summe beider Signalzeiten, selbst bei langsamen TTL-Bausteinen,
unter 50 ns liegt, kann ein Unterschreiten dieser Zeiten nicht ga¨nzlich ausgeschlossen
werden, wie auch die Meßergebnisse aus Effelsberg gezeigt haben.
Abbildung 3.7 zeigt den prinzipiellen Aufbau eines 4-Bit Synchronza¨hlers. Durch
die kombinatorische Logik im oberen Teil der Schaltung wird das Verhalten der Flip-
Flops (F0 . . . F3) beim na¨chsten Taktimpuls (CLK) bestimmt. Weil aber auch die in
diesem Fall verwendeten UND-Gatter nicht beliebig schnell schalten ko¨nnen, kommt
15 Auch eine Realisierung mit Asynchronza¨hlern wu¨rde zu Problemen fu¨hren, wenn nicht eine
vorherige Schaltung zur Synchronisation der beteiligten Za¨hlersignale eingesetzt wird. Zudem se-
hen die programmierbaren XILINX-Chips, wie aber allgemein komplexe Schaltkreise (z.B. auch















a) Weil BLANK- und VFC-Signal nicht zueinander synchronisiert sind, kann ein
Aufeinandertreffen der Flanken beider Signale nicht ausgeschlossen werden
(rote Markierungen).
b) Durch die Synchronisation mit einem gemeinsamen Takt (Clock) wird ein zeitlicher
Mindestabstand der Signalflanken von BLANK- und VFC-Signal garantiert.
es immer dann zu metastabilen Zusta¨nden, wenn die Signalflanken der Enable-
Einga¨nge und des Taktes16 zu dicht aufeinander folgen.
Dieser Fall ist im oberen Teil des Zeitdiagramms in Abbildung 3.8 nochmals rot
markiert. Die einzige Mo¨glichkeit, das Aufeinanderfallen der BLANK- und VFC-
Signale zu vermeiden, liegt in einer Synchronisation der urspru¨nglich asynchron zu-
einander liegenden Signale. Hierzu werden die VFC-Eingangssignale, wie auch das
BLANK-Signal, mit einer ho¨heren Frequenz, die dem Nyquist-Kriterium genu¨gt, so
16 Bei Poesy sind die VFC-Einga¨nge auf die Taktleitungen (CLK) und das BLANK-Signal auf
den Enable-Eingang der Za¨hler verdrahtet. Die in Abbildung 3.7 mit CE und RCO (Ripple Carry
Out) bezeichneten Signale dienen zur Kaskadierung von mehreren Za¨hlern.



























Za¨hler-Schaltung mit Koinzidenz-Unterdru¨ckung: Durch Abtasten der VFC-Signale, mit
einem zum BLANK synchronisierten Takt, kann das Aufeinanderfallen der Flanken von
BLANK- und VFC-Signal verhindert werden.
“abgetastet”, daß deren Flanken mindestens eine halbe Taktperiode17 zueinander
versetzt werden. Die in Abbildung 3.9 dargestellte Antikoinzidenz-Schaltung reali-
siert diese Forderung mit zwei in Reihe verschalteten Flip-Flops18, die jeweils mit
den complementa¨ren Taktflanken arbeiten. Abbildung 3.8 b) zeigt das zeitliche Ver-
halten dieser Schaltung.
Das durch die Antikoinzidenz-Schaltung verursachte Jittern des VFC-Signals∗
ist statistisch gleichverteilt und beeinflußt daher nicht die Qualita¨t der Messung.
Umfangreiche Analysen und Auswertungen der Spektren besta¨tigten dies zusa¨tzlich.
Weil die XILINX-Chips auf der Za¨hler-Karte nicht mehr genu¨gend Kapazita¨t
zur Implementierung der Synchronisations-Schaltung boten, wurde fu¨r Poesy eine
Zusatzplatine entwickelt, welche die Antikoinzidenz in konventioneller Technik rea-
lisiert.
17 fu¨r die Abtastfrequenz fa muß gelten: fa ≤ 12·(tPD+tDS)
18 Weil Clock- und VFC-Signal am ersten Flip-Flop noch asynchron zueinander sind, ko¨nnen
Setup-Verletzungen und unstabile Zusta¨nde erst nach dem zweiten Flip-Flop vermieden werden.
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3.2.2 Timer-Karte
Fu¨r die Generierung aller Taktsignale, die in Verbindung mit der Za¨hler-Karte (sie-
he Abschnitt 3.2.1) die Abtastdauer der VFC-Eingangssignale und die Auslesezei-
ten der FIFO-Speicher bestimmt, wurde fu¨r Poesy eine spezielle Timer-Karte ent-
wickelt. A¨hnlich der Za¨hler-Karte basiert auch die Timer-Karte auf programmierba-
ren XILINX-Chips: Ein XILINX bedient die Schnittstelle zum VMEbus (VMEbus-
Interface) und ein zweiter XILINX (Timer-Chip) ist fu¨r die Erzeugung der Steuer-
signale (Trigger und Interrupt) zusta¨ndig.
Anders als bei der Za¨hler-Karte wurde jedoch nur das Programm fu¨r das VMEbus-
Interface fest in einem seriellen EEPROM abgelegt; die Konfiguration des zweiten
XILINX, der die beiden Steuersignale erzeugt, erfolgt erst wa¨hrend der Boot-Phase
von Poesy. Anfa¨nglich war diese Option fu¨r Testzwecke gedacht, um zum einen
das Design des Timer-Chips schneller modifizieren zu ko¨nnen und zum anderen die
Mo¨glichkeiten von rekonfigurierbarer Hardware zu studieren. Weil die Ergebnisse
dieser Tests durchga¨ngig positiv verliefen, wurde in allen folgenden Projekten, die
XILINX-Bausteine und CPUs kombinieren, von dieser Mo¨glichkeit der Konfigurati-
on Gebrauch gemacht. Die Vorteile der rekonfigurierbaren Hardware sind gut ver-
gleichbar mit denen von programmierbaren Universal-Rechnern: Wa¨hrend man in
den Anfangszeiten der Computer noch Maschinen mit festverdrahtetem Programm
fu¨r nur eine Aufgabenstellung konstruierte, dominiert heute der universelle Com-
puter, der, je nach eingesetzter Software, verschiedene Funktionen erfu¨llen kann.
Ein großer Anteil der zuku¨nftigen Hardware wird ebenfalls universell verwendbar
sein – alleine die Konfiguration der Chips wird dann die Funktion der Schaltung
bestimmen.
Der Timer-Chip erzeugt das Trigger- und Interrupt-Signal aus einer 10MHz Re-
ferenzfrequenz19, die wahlweise u¨ber den externen Takteingang eingespeist werden
kann oder von einem eingebauten Oszillator generiert wird. Intern realisiert der
Timer-XILINX die Signalerzeugung mit Hilfe eines 16-Bit Za¨hlers sowie Registern
und Compare-Einheiten, die bei Erreichen der eingestellten Werte einen Signalwech-
sel an den Ausga¨ngen bewirken. Geladen werden die Register, wie bei der Za¨hler-
Karte, durch ein großes Schieberegister, das u¨ber das VMEbus-Interface bedient
19 Poesy kann auch mit anderen Referenzfrequenzen arbeiten. In diesen Fa¨llen muß dem
Backend mit dem Befehlt xclk (siehe Anhang B.3) die verwendete Frequenz mitgeteilt werden,
damit alle internen Abla¨ufe (z.B. Abtastzeit, Interruptrate) richtig berechnet werden.
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Abbildung 3.10:
Funktion des Timer-Chips zur Trigger- und Interrupterzeugung
wird. In Tabelle B.5 auf Seite 237 sind die verschiedenen Funktionen des VMEbus-
Chips mit zugeho¨rigem Adressoffset angegeben. Aus Gru¨nden der einfacheren Im-
plementierung wurden die meisten Teile des Schieberegisters in 16-Bit Segmente
unterteilt, die jeweils verschiedene Eigenschaften der Ausgangssignale beeinflussen.
Zwei zusa¨tzliche Bits erlauben die Wahl zwischen interner bzw. externer Referenz-
frequenz und der Datenaufzeichnung synchron zur Pulsar-Periode (siehe Abbildung
3.10). Weitere zwei Bits dienten nur fu¨r Testzwecke bei der Entwicklung des XILINX-
Chips, indem sie zwei LEDs ein-/ausschalten.
Wie die Zeitdiagramme in Abbildung 3.10 zeigen, ergibt sich die Sampling-Zeit
durch den Abstand von zwei aufeinander folgende positive Flanken des Trigger-
signals. Wa¨hrend der Zeit, des mit Duty-Cycle bezeichneten Signalabschnittes, sind
die Za¨hler gestoppt und ihr Inhalt wird in die FIFO-Speicher, zur weiteren Verarbei-
tung, u¨bertragen. Die eigentliche Integrationsdauer der Empfangssignale ergibt sich
daher aus der Differenz von Sampling-Zeit und Duty-Cycle. Weil die typische Dau-
er eines Duty-Cycle nur wenige Mikro-Sekunden betra¨gt und damit im Bereich der
Genauigkeit der VFCs liegt, kann ihr Einfluß auf die Empfindlichkeit einer Messung
vernachla¨ssigt werden.
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Das Verha¨ltnis von Trigger- zu Interrupt-Signal bestimmt, nach wievielen Ab-
tastintervallen eine Interrupt-Funktion ausgelo¨st wird, um die Za¨hlerwerte aus den
FIFO-Speichern auszulesen. Weil die auf den Za¨hler-XILINX implementierten FIFOs
eine maximale Tiefe von acht Stufen haben, ist jeder Wert gro¨ßer Acht unsinnig
und wird deshalb bei der Konfiguration des Timer-Chips ignoriert. Praktische Tests
zeigten, daß ein Taktverha¨ltnis zwischen zwei und drei die besten Ergebnisse im
Hinblick auf Abtastgeschwindigkeit und Zuverla¨ssigkeit lieferte (siehe auch Tabellen
B.3 und B.4 auf Seite 236).
Wird Poesy synchron zur Pulsar-Periode (Tpp-Bit = 1) betrieben, so muß neben
den Einstellungen zu Trigger und Interrupt auch noch die Anzahl der Bins inner-
halb einer Periode im Schieberegister gesetzt werden. Jedes Bin (1 . . .max. 65535)
beschreibt genau ein Teilintervall innerhalb der gesamten Pulsphase. Damit sich
die einzelnen Bins von jeder Periode immer auf das gleiche Phasenstu¨ck beziehen,
beno¨tigt das Backend zusa¨tzlich noch den Triggerzeitpunkt (externes Tpp-Signal),
der den Beginn einer neuen Pulsar-Periode angibt. Der Vorteil dieser Beobachtungs-
methode ist, daß die einzelnen Phasenstu¨cke direkt zu einem mittleren Pulsprofil
aufaddiert werden ko¨nnen. Zusammen mit der in Software implementierten on-line
De-Dispersion, ist Poesy damit in der Lage, auch Daten fu¨r eine spa¨tere Timing-
Analyse und fu¨r Flußmessungen (Kalibration) zu erzeugen. Um eine gute Kontrolle
der Datenqualita¨t bereits wa¨hrend der Beobachtung zu erhalten, kann das sich ent-
wickelnde Pulsprofil auf dem in Poesy eingebauten TFT-Display (siehe Abbildung
3.14, Seite 93) angezeigt werden.
3.2.3 CPUs
Um die hohen zeitlichen Anforderungen an das Auslesen der Za¨hler-Chips zu ga-
rantieren, aber gleichfalls auch ein kontinuierliches Abspeichern der Meßdaten auf
die Festplatten zu ermo¨glichen, arbeitet Poesy mit zwei Mikroprozessoren (CPUs).
Beide CPU-Karten, wie auch die eingesetzten Prozessoren, wurden von der Firma
Motorola entwickelt.
Fu¨r das interruptgesteuerte Auslesen der Za¨hler-XILINXs kommt ein MVME-147
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Board mit dem CISC20-Prozessor M68040 zum Einsatz; fu¨r alle weiteren Aufgaben
wird eine MVME-1604 Karte mit der RISC21-CPU PowerPC (PPC) verwendet.
Der Einsatz von zwei oder mehr CPUs sollte nur gewa¨hlt werden, wenn unter
keinen Umsta¨nden die geforderte Aufgabe mit einem Prozessor gelo¨st werden kann,
denn der Entwicklungsaufwand eines Multiprozessor-Systems ist außerordentlich
komplex und Fehler sind nur sehr schwer zu lokalisieren. Im Falle von Poesy muß-
ten zwei CPUs verwendet werden, weil das Realzeitverhalten des eingesetzten Be-
triebssystems nicht der geforderten Interrupt-Reaktionszeit22 genu¨gte. Der Konflikt
ließ sich nur durch die zweite CPU lo¨sen, bei der wa¨hrend der Datennahme das Be-
triebssystem “abgeschaltet” wird, um ku¨rzere, aber besonders auch deterministische,
Interrupt-Antwortzeiten zu erhalten (siehe Abschnitt 3.3).
Alle weiteren Aufgaben, die eine nicht so dringliche Einhaltung von Reaktions-
zeiten erfordern, werden von der PowerPC-CPU, mit Unterstu¨tzung durch das Be-
triebssystems VxWorks, bearbeitet:
• Lesen, U¨berpru¨fen und Skalieren der Meßwerte, die von der MVME-147 Karte
geliefert werden
• Verteilen und Schreiben der Meßdaten auf die beiden Festplatten, die u¨ber
den auf der MVME-1604 integrierten SCSI-Controller angeschlossen sind
• Pflege des TCP/IP-Stacks zur Anbindung des Backends an das Ethernet
• Generierung der grafischen Oberfla¨che und Update der Beobachtungswerte auf
dem in Poesy integrierten TFT-Display
• Systemkontrolle des VMEbus und Steuerung der Datennahme
Weil die Anforderungen an den Datenaustausch zwischen den beiden CPU- Kar-
ten, aufgrund der Datenrichtung und -menge, sehr unterschiedlich sind, wurden zwei
20 CISC (complex instruction set computer) ist die Sammelbezeichnung fu¨r konventionelle
Prozessorarchitekturen mit einem großen Vorrat an komplexen Maschinenbefehlen verschiedener
La¨nge, deren Abarbeitung oft viele Taktzyklen beno¨tigt.
21 RISC (reduced instruction set computer) ist eine Prozessorarchitektur mit einem vergleichs-
weise kleinen Vorrat von sehr einfachen Maschinenbefehlen, die meist in ein bis drei Prozessorzy-
klen abgearbeitet werden ko¨nnen. Durch parallele Befehlsinterpretation und -ausfu¨hrung wird ein
Durchsatz von durchschnittlich drei bis vier Prozessoroperationen pro Taktzyklus erreicht.
22 Die Interrupt-Reaktionszeit (interrupt latency) definiert die maximale Dauer vom Eintreffen
des Interrupts bis zu seiner programmtechnischen Bearbeitung.
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verschiedene Verfahren des Datentransfers implementiert:
MVME-1604 =⇒ MVME-147:
Weil diese Datenrichtung nur zur U¨bermittlung von Steuerparametern dient
und daher keine hohen Anspru¨che an die Geschwindkeit stellt, werden die
Daten mit einer virtuellen Ethernet-Verbindung u¨ber den VMEbus u¨bertragen.
Dieser Weg macht die Kommunikation fu¨r den Programmierer sehr einfach,
weil Fehlerfa¨lle, Timing und Synchronisation von Seiten des Betriebssystems
behandelt werden.
MVME-1604 ⇐= MVME-147:
In diese Richtung sind die Forderungen an die Datentransfergeschwindigkeit
deutlich gro¨ßer, weil alle Za¨hler- und Kontrollwerte, je nach Betriebsmode,
mehrere Tausend Mal pro Sekunde u¨bertragen werden mu¨ssen. Außerdem steht
fu¨r die Datenu¨bermittlung keine Unterstu¨tzung durch VxWorks zur Verfu¨gung,
weil dieses zur Einhaltung der Interrupt-Reaktionszeiten wa¨hrend der Messung
nicht aktiv sein kann. Aus diesen Gru¨nden wurde ein Teil des Hauptspeichers
der MVME-1604 Karte auf den VMEbus “eingeblendet”, so daß die CPU auf
dem MVME-147 Board diesen Speicherbereich direkt adressieren kann. Weil
durch die Abschaltung des Betriebssystems wa¨hrend der Messung auch kei-
ne Unterstu¨tzung zur Datensynchronisation mehr zur Verfu¨gung stand, wurde
die von Dijkstra entwickelte Lo¨sung zur Behandlung des Producer-Consumer-
Problems mit einem Ringbuffer implementiert (Dijkstra 1965). Das Hauptpro-
blem bei diesem Weg war der Prozessor-Cache der PowerPC-CPU, der immer
wieder alte Meßwerte hervorbrachte und so zu mancher “U¨berraschung” bei
der Datenauswertung beitrug. Erst das explizite Ausschalten des Caches lo¨ste
dieses Problem.
3.2.4 SCSI-Laufwerke
Die Anforderungen an Festplatten in einem Backend, das zur dauerhaften Aufzeich-
nung von Meßdaten – oft u¨ber mehrere Stunden – verwendet wird, sind anders als
von PCs und UNIX-Rechnern. Diese Diskrepanz wird besonders deutlich bei den
Angaben zu den technischen Details einer Harddisk. So beziehen sich Datentrans-
ferraten oft nur auf eine bestimmte Datenmenge; wird diese Menge aber vergro¨ßert,
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so sinkt die Datenrate nicht selten dramatisch. Die Erfahrungen bei der Entwicklung
von Poesy haben gezeigt, daß viele technische Angaben unbrauchbar sind und erst
eine experimentelle Messung, unter realen Bedingungen, brauchbare Werte fu¨r den
Festplatteneinsatz in Backends liefern. Die durchgefu¨hrten Messungen brachten drei
Abstufungen der Transferraten bei schreibendem Zugriff auf eine Festplatte hervor:
1. Solange der Cache-Speicher auf der Elektronik der Festplatte noch nicht gefu¨llt
ist, ko¨nnen Daten mit maximaler Bus-Geschwindigkeit an die Harddisk abge-
geben werden. Im Falle der in Poesy eingesetzten UltraWide-SCSI-Festplatte
vom Typ Cheetah der Firma Seagate sind dies knapp 20MBytes/s.
2. Sollen mehr Daten geschrieben werden als der Festplatten-Cache aufnehmen
kann, so sinkt die Transferrate um mehr als einen Faktor Drei, weil nun die
Elektronik der Harddisk gezwungen ist, die Daten direkt physikalisch zu spei-
chern.
3. Abha¨ngig vom Plattentyp und dem noch freien Speicherplatz, gibt es im Ab-
stand von einigen Minuten kurze Unterbrechungen beim Schreiben der Da-
ten, weil die Schreib-/Leseko¨pfe der Harddisk neu positioniert werden mu¨ssen.
Diese Effekte, die auch bei la¨ngeren Tests eher zufa¨llig blieben, verursachen
die go¨ßten Probleme bei der kontinuierlichen Datenspeicherung, wie sie in
Backends gefordert ist.
Wa¨hrend die Schwankungen der Datentransferraten bei PCs und UNIX-Rechnern
durch das Betriebssystem mit zusa¨tzlichen Buffern abgefedert werden und dem Be-
nutzer in der Regel gar nicht auffallen, mu¨ssen bei Backends andere Wege gegan-
gen werden. Großen Erfolg brachte die Aufteilung der Datenstro¨me auf mehrere
Festplatten unter geschickter Ausnutzung der integrierten Festplatten-Caches. In
Poesy werden deshalb zwei 4.5GByte große Harddisks eingesetzt, die wechselseitig
mit Datenblo¨cken beschrieben werden, die gerade der Cachegro¨ße (1MByte) ent-
sprechen. Wa¨hrend die erste Festplatte die Daten physikalisch speichert, kann in
den schnellen Cache-Speicher der zweiten Platte und umgekehrt geschrieben wer-
den. Um die Verzo¨gerungen durch die Neupositionierung der Schreib-/Leseko¨pfe
aufzufangen, wurde ein zusa¨tzlicher FIFO-Buffer (ca. 8MByte) vorgesehen. Damit
dieser Buffer die Chance erha¨lt seinen Inhalt auch wieder abzubauen, muß die mitt-
lere Datenrate von Poesy kleiner sein als die maximale Transferrate23 der beiden
Festplatten.
23 mittlerer Wert u¨ber die Dauer von mindestens einer Stunde
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3.3 Software
Obwohl dieser Abschnitt im Umfang deutlich geringer ausfa¨llt, als die Beschrei-
bung der Hardware von Poesy, lag der gro¨ßte Zeitaufwand bei der Entwicklung des
Backends in der Erstellung der Betriebssoftware unter dem Realzeitsystem VxWorks
von der Firma WindRiver Systems. Trotz der bereits gesammelten Kenntnisse u¨ber
VxWorks im Rahmen meiner Diplomarbeit (Klein 1995) und mehreren erfolgreich
durchgefu¨hrten Korrelator-Projekten (AK90, MACS, MACSE) mit diesem Betriebs-
system innerhalb der Digitalgruppe, erforderten die Spezifikationen von Poesy ganz
andere und viele neue Aspekte von VxWorks:
• Einsatz von Festplatten unter VxWorks mit dem Dateisystem PFS24, das spe-
ziell fu¨r dauerhaft hohe Datentransferraten optimiert wurde
• Erstmalige Verwendung einer CPU-Karte mit dem PowerPC-Prozessor, der
einige A¨nderungen in der Entwicklungsumgebung und erhebliche Neuerungen
bei der Programmierung mit sich brachte
• Interruptzeiten, die unterhalb der Mo¨glichkeiten von VxWorks lagen und nur
durch den Aufbau eines Multiprozessor-Systems zu lo¨sen waren
• Parameteraustausch via virtuellem TCP/IP-Netz und Datenu¨bertragung mit-
tels Shared Memory Netzwerk u¨ber den VMEbus
• Umfangreiche Steuerungs- und Kontrollmechanismen, die besondere Unter-
stu¨tzung in der Netzwerk- und Grafik-Programmierung (TCP/IP, WEB-Server,
VGA-Darstellung) erforderten
Weil eine vollsta¨ndige Beschreibung der Poesy-Software25 den Rahmen dieser
Arbeit sprengen wu¨rde, wird nachfolgend nur auf die Kernbereiche der oben aufge-
listeten Besonderheiten eingegangen.
24 PFS: Poesy File System (siehe Abschnitt 3.3.3)
25 Die komplette Software besteht aus 19 Modulen mit mehr als 15.000 Programmzeilen in C!
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3.3.1 Realzeit-Betriebssystem VxWorks
Kern der Entwicklungsumgebung VxWorks / Tornado26 der Firma WindRiver Sy-
stems ist ein fu¨r Echtzeitaufgaben optimiertes Betriebssystem, das fu¨r verschiede-
ne Rechner- und Bus-Architekturen verfu¨gbar ist. Auch wenn das Attribut “Echt-
zeit” eine besonders schnelle Programmausfu¨hrung suggeriert, ist Echtzeit vielmehr
als rechtzeitig zu verstehen. Um Programmstu¨cke rechtzeitig, also innerhalb einer
kalkulierbaren Zeitspanne, zu bearbeiten, verfu¨gen Echtzeit-Betriebssysteme u¨ber
einen besonderen Programmplaner (Scheduler). Wa¨hrend Scheduler in Multiuser-
Betriebssystemen (z.B. Unix) auf die faire Prozessorzuteilung unter den Benutzern
ausgelegt sind (Zeitscheibenverfahrend), arbeiten Scheduler in Realzeit-Systemen
nach fest vorgegebenen Wichtigkeiten (Priorita¨ten). Fu¨r die Praxis bedeutet dies,
daß ein hochpriorisierter und rechenbereiter Programmabschnitt (Task) einen nied-
rigpriorisierten Task unterbrechen kann. Hierdurch wird den verschiedenen Tasks
die CPU in deterministischer Weise zugeteilt, so daß das Verhalten des Systems
im voraus bestimmbar ist. Neben dem Task-Konzept unterstu¨tzt das Realzeitbe-
triebssystem VxWorks auch die Ausfu¨hrung von Programmstu¨cken beim Auftreten
bestimmter (externer) Ereignisse durch Interrupts.
Fu¨r den Programmentwickler bedeutet dies, daß er neben der funktionalen Rich-
tigkeit seiner Programme auch auf eine zeitlich korrekte Abarbeitung seiner Software
achten muß, indem er verschiedenen Tasks unterschiedliche Priorita¨ten zuteilt.
Im Gegensatz zur u¨blichen Programmentwicklung, bei der Entwicklungssystem
und erstelltes Programm auf dem selben Rechner laufen, erfordert VxWorks / Tor-
nado eine Cross-Entwicklung. Wie Abbildung 3.11 zeigt, dient der Host (Unix-
Workstation) zur Programmentwicklung, wa¨hrend der unter VxWorks betriebe-
ne Zielrechner (Target) das erstellte Programm ausfu¨hrt. WindRiver Systems un-
terstu¨tzt diese Art der Programmentwicklung mit vielen Hilfsprogrammen, die auch
eine begrenzte Fehlersuche (Debugging) erlauben.
Um den vielen verschiedenen Anforderungen gerecht zu werden, wurde das Lauf-
zeitsystem bei VxWorks stark modular gehalten (Abbildung 3.12). Das Herz des
Betriebssystems ist der objektorientierte wind -Kernel, der eine minimierte Menge
von kritischen Funktionen (Multitasking-Umgebung, Interprozeß-Kommunikation,
26 Tornado bezeichnet die integrierte Entwicklungsumgebung zur Erstellung von Programmen

















Das Konzept der Cross-Entwicklung mit Host- und Target-Rechner.
Synchronisationsmechanismen) zur Verfu¨gung stellt. Der hierarchische Ansatz bil-
det alle anderen Betriebssystemfunktionen auf diese einfache Basis ab und reduziert
so nicht nur die Anzahl der Funktionen, die im Kernel-Mode ablaufen mu¨ssen, son-
dern gibt dem System auch eine hohe Flexibilita¨t bei der Anpassung auf verschiedene
Rechnerarchitekturen.
Wa¨hrend der Entwicklung von Poesy zeigte sich, daß die geforderten Sample-
Raten nicht mit VxWorks zu realisieren sind, weil die Interrupt-Reaktionen, zum
Auslesen der Za¨hler, zuviel Zeit beno¨tigen. Bei statistischen Analysen der Reakti-
onszeiten stellte sich heraus, daß nur wenige “Ausreißer” die Probleme verursachen
und die Zeiten in allen anderen Fa¨llen sogar deutlich unter den Anforderungen lie-
gen. Die Ausreißer ließen sich schließlich auf den wind -Kernel zuru¨ckfu¨hren, der mit
ho¨chster Priorita¨t Zugriff auf die CPU bekommt. Immer wenn der Za¨hler-Interrupt
durch die Ausfu¨hrung von Kernel-Code verzo¨gert wird, entsteht ein zeitlicher Aus-
reißer und damit ein U¨berlauf der FIFO-Speicher in den Za¨hler-Chips. Das Echtzeit-
betriebssystem war also selbst der Grund fu¨r die Probleme27. Zwei Lo¨sungen boten
sich an:
1. Vergro¨ßerung der FIFO-Speicher auf den Za¨hler-Chips, um mehr zeitlichen
Spielraum beim Abholen der Daten zu erhalten und ein U¨berlaufen der FIFOs
zu verhindern
27 An dieser Stelle muß betont werden, daß die Anforderungen von Poesy u¨ber den Spezifika-
tionen von VxWorks liegen. Das Projekt ha¨tte also eigentlich mit anderen Mitteln durchgefu¨hrt
werden mu¨ssen.








Aufbau des Realzeit-Betriebssystems VxWorks.
Das Herz des Systems ist der objektorientierte wind-Kernel, der eine minimierte Menge
von kritischen Funktionen zur Verfu¨gung stellt.
2. Einbau einer zweiten CPU, die ohne Betriebssystem die schnellen Interrupt-
Reaktionszeiten erzielen kann
Die erste Lo¨sung ha¨tte vierfach gro¨ßere FIFOs bedingt und wa¨re nur mit anderen
XILINX-Chips auf der Za¨hler-Karte mo¨glich gewesen. Komplexere Chips wiederum
ha¨tten den Neubau der Za¨hlerkarte bedeutet, weil es keine Pin-kompatiblen Bau-
steine gibt. Aus diesem Grund wurde die zweite Lo¨sung gewa¨hlt und eine zusa¨tz-
liche CPU (MVME-147) in Poesy eingebaut, die nur fu¨r das Auslesen der Za¨hler
zusta¨ndig ist.
Weil auch diese CPU unter VxWorks arbeiten muß, damit Programme und Konfi-
gurationen leichter u¨bertragen werden ko¨nnen, wird das Betriebssystem wa¨hrend der
Datennahme “ausgeschaltet”. Das Ausschalten von VxWorks wird durch Umlenken
des Interrupt-Vektors auf eine freie Adresse erreicht, auf der ein direkter Ru¨cksprung
steht. Hierdurch bleibt zwar die Interruptquelle zum Aufruf des Betriebssystems er-
halten, aber die Verzo¨gerung fu¨r den Za¨hler-Interrupt wird drastisch minimiert.
Nach der Datennahme genu¨gt das Zuru¨cksetzen des Interrupt-Vektors auf die ur-
spru¨ngliche Adresse, um VxWorks wieder “einzuschalten”.
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3.3.2 Das Shared Memory Netzwerk
Damit die beiden CPUs in Poesy kommunizieren ko¨nnen, bietet VxWorks ein vir-
tuelles TCP/IP-Netzwerk u¨ber den VMEbus an. Realisiert wird diese Verbindung
durch einen gemeinsamen Speicherbereich (shared memory), der auf den VMEbus
eingeblendet und vollsta¨ndig von VxWorks verwaltet wird.
Weil nur die PowerPC-CPU (MVME-1604) direkt mit dem Ethernet verbun-
den ist, muß die MVME-147 u¨ber die MVME-1604 kommunizieren und booten. Zu
diesem Zweck bilden die beiden CPUs ein Sub-Netzwerk im lokalen Netz und die
PowerPC-CPU wird als Systemkontroller und Gateway konfiguriert. Zusa¨tzlich muß
dem Boot-Host das Sub-Netz bekannt sein, damit ein korrektes Routing zur MVME-
147 durchgefu¨hrt werden kann.
Beim Bootvorgang von Poesy wird zuna¨chst die PowerPC-CPU mit dem Betriebs-
system und der Anwendung geladen und gestartet. Sobald auf der MVME-1604 die
Gateway-Funktion aktiviert ist, bootet auch die zweite CPU und startet ihren Teil
der Poesy-Software. In einer anschließenden Synchronisationsphase wird die Soft-
ware fu¨r beide CPUs konfiguriert und eine Verbindung zwischen den CPU-Boards
u¨ber den VMEbus aufgebaut.
Eine ausfu¨hrliche Beschreibung dieses komplexen Bootvorgangs mit einer detaillier-
ten Auflistung sa¨mtlicher Einstellungen zur Konfiguration der Betriebssystem-Kerne
findet sich in der technischen Beschreibung zu Poesy (Klein 2000).
3.3.3 Das POESY-Filesystem PFS
Wie in Abschnitt 3.2.4 bereits beschrieben wurde, liegen die dauerhaft erzielbaren
Datenraten beim Beschreiben von Festplatten deutlich unterhalb der Hersteller-
werte. Abha¨ngig vom gewa¨hlten Dateisystem ko¨nnen sich die Datenraten nochmals
reduzieren, weil die Verwaltung von hierarchischen Verzeichnisstrukturen zusa¨tzlich
Zeit und Speicherplatz erfordern.
Der Vorteil von hierarchischen Dateisystemen liegt in der Mo¨glichkeit, Files in Unter-
verzeichnissen zu sortieren, Dateien in ihrer Gro¨ße zu vera¨ndern und mit zusa¨tzlichen
Attributen zu markieren. Abbildung 3.13 a) zeigt den Aufbau eines hierarchischen
Dateisystems wie es beispielsweise unter UNIX verwendet wird. Kleine Tabellen
(I-Nodes) verwalten die Datenblockadressen, indem sie die Blockadresse direkt oder















































a) hierarchisches Dateisystem (z.B. UNIX)
b) Poesy File System: PFS
aber einen Zeiger auf einen weiteren I-Node enthalten. Auf diese Weise ko¨nnen zwar
sehr flexible Strukturen aufgebaut werden, aber das Lesen/Schreiben von Daten
erfordert oftmals mehrfaches Lesen von I-Nodes, bis schließlich die richtige Block-
adresse zur Verfu¨gung steht. Dieses Verfahren macht den Zugriff auf Dateien nicht
nur generell langsamer, sondern oft auch zeitlich sehr unberechenbar und damit fu¨r
die Anwendung in Backends wenig brauchbar.
VxWorks bietet neben einem zum Betriebssystem DOS kompatiblen Dateisystem
(FAT16) nur die Mo¨glichkeit, einzelne Sektoren einer Festplatte direkt anzusprechen.
WindRiver Systems bezeichnet dieses Verfahren als raw -Filesystem und u¨bergibt
dem Programmierer damit die vollsta¨ndige Verantwortung bei der Verwaltung der
Sektoren. Weil das DOS-Dateisystem bereits bei ersten Tests deutliche Probleme
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mit hohen Datenraten zeigte, wurde fu¨r Poesy ein eigenes Dateisystem (PFS) ent-
worfen, das hinsichtlich kontinuierlich hoher Transferraten optimiert wurde.
Bei PFS wurde vollsta¨ndig auf die Mo¨glichkeit von Verzeichnissen verzichtet,
damit die Beobachtungsdaten in aufeinander folgende Sektoren abgelegt werden
ko¨nnen (siehe Abbildung 3.13 b) auf Seite 90). Durch diese Vorgehensweise ergibt
sich der na¨chste zu schreibende Sektorblock durch einfaches Inkrementieren der
letzten Blockadresse, wodurch eine aufwendige Verwaltung der Blo¨cke durch Zei-
ger entfa¨llt. PFS erreicht im direkten Vergleich mit dem von VxWorks angebotenen
DOS-Filesystem eine mehr als doppelt so hohe Datentransferrate und ein deutlich
deterministischeres Zeitverhalten beim Zugriff auf einzelne Sektoren.
3.3.4 Format der Beobachtungsdaten
Wa¨hrend der Datennahme bildet die Poesy-Software aus den Rohdaten Blo¨cke, die
im Umfang der Cache-Gro¨ße der SCSI-Festplatten entsprechen. Jeder Datenblock
entha¨lt insgesamt m Samples von jeweils n verwendeten Za¨hler-Chips (siehe Tabel-
le B.6, Seite 238). Die genaue Anzahl der Samples pro Block ergibt sich aus der
eingestellten Anzahl von Kana¨len und der vorgegebenen Blockgro¨ße (in der Regel:
0.5MBytes). Aufgrund der Struktur der Za¨hler-Chips (siehe Abschnitt 3.2.1) und des
Ausleseverfahrens werden zuna¨chst die unteren Kana¨le eines jeden Za¨hler-Chips und
anschließend die oberen Kana¨le in den Datenblo¨cken gespeichert. Jedem Datenblock
wird zusa¨tzlich ein kurzer Header vorangestellt, der neben einer laufenden Block-
nummer und Angaben zur Anzahl der folgenden Bytes auch eine Laufwerkskennung
(Device-ID) entha¨lt. Weil Poesy die einzelnen Datenblo¨cke beim Schreiben abwech-
selnd auf zwei Festplatten verteilt, um die erforderliche Datentransferleistung zu er-
reichen, ist die Device-ID eine wichtige Information zum spa¨teren Kombinieren der
beiden Rohdateien. Dem ersten Blockheader einer neuen Messung wird außerdem
noch eine 32-Bit Kennung (12345678hex) hinzugefu¨gt, damit die weitere Analyse-
Software automatisch die Byte-Orientierung der Daten (Little- oder Big-Endian)
herausfinden kann.
Neben den beiden Rohdateien erzeugt Poesy noch eine Masterdatei28 im ASCII-
Format, die Informationen der Beobachtung und eine Tabelle zur Zuordnung der
Kana¨le innerhalb der Rohdateien entha¨lt.
28 Der Name der Masterdatei ergibt sich aus der aktuellen Scan-Nummer und der Endung .mst
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Um die Meßdaten nach einer Beobachtung weiter zu verarbeiten, werden die bei-
den Rohdateien und die Masterdatei per FTP zu einem UNIX-Rechner u¨bertragen
und dort mit dem Programm POESYmerge (siehe Abschnitt 3.5) zu einer gemeinsa-
men Datei zusammengefu¨gt.
3.4 Bedienung von POESY
Die Steuerung von Poesy erfolgt mit verschiedenen Kommandos, die entweder di-
rekt am Backend – u¨ber eine PC-Tastatur – oder remote via Ethernet eingegeben
werden. Weiterhin unterstu¨tzt Poesy auch eine menu¨gefu¨hrte Eingabe per WEB-
Interface.
Anhang B listet alle Kommandos und ihre Parameter mit ausfu¨hrlicher Beschrei-
bung auf und zeigt zudem, wie Befehlsfolgen zu Makros zusammengefaßt werden
ko¨nnen. Zusa¨tzlich unterstu¨tzt die Poesy-Software ein Hilfesystem, mit dem zu
jedem Kommando eine kurze Information abgerufen werden kann.
Um bereits wa¨hrend der Messung einen U¨berblick u¨ber die Aussteuerung (Off-
set und Dynamik) der einzelnen Kana¨le zu bekommen, stellt Poesy jeden Eingang
durch farbige Sa¨ulen auf dem eingebauten TFT-Display dar. Hierbei wird auf even-
tuelle U¨berla¨ufe der Za¨hler durch rot blinkende Bereichsangaben gesondert hingewie-
sen. Weiterhin ko¨nnen bis zu acht freiwa¨hlbare Eingangskana¨le in Zeitdiagrammen
angezeigt werden.
Abbildung 3.14 zeigt eine Momentaufnahme des TFT-Displays wa¨hrend einer Be-
obachtung mit 2× 8 Eingangskana¨len.
3.5 Programme zur Datenweiterverarbeitung
Durch das Poesy-Filesystem PFS und die Aufsplittung der Datenstro¨me auf zwei
Festplatten entstehen wa¨hrend einer Messung zwei Rohdateien, die zu jedem Ab-
tastzeitpunkt einen Block mit den Werten der ausgelesenen Za¨hler-Chips enthalten.
Weil die Struktur dieser Blo¨cke recht komplex ist (siehe Tabelle B.6 auf Seite 238),
wurde das Programm POESYmerge (Abschnitt 3.5.1) entwickelt, um beide Rohdatei-
en und das Masterfile zu einer gemeinsamen Datei zu verbinden.
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Abbildung 3.14:
Poesy-Display wa¨hrend einer Pulsar-Suche. Die Aussteuerungsanzeigen im unteren
Drittel zeigen den Wertebereich der Za¨hler (4- bzw. 8-Bit) und die momentane Dynamik
der Eingangskana¨le (gru¨ne Balken) an. Im oberen Teil des Bildschirms ko¨nnen acht
freiwa¨hlbare Kana¨le als Zeitdiagramm dargestellt werden, um Sto¨rungen bereits bei der
Beobachtung zu erkennen. Die rechte Display-Seite listet die letzten Benutzereingaben
auf und unten links werden Statusmeldungen der einzelnen Tasks ausgegeben. Eine
grafisch aufbereitete Fu¨llstandsanzeige des Ringspeichers zwischen den beiden CPUs ist
im unteren Teil des Bildschirms auf der rechten Seite dargestellt.
Auch das von POESYmerge erzeugte File ist noch nicht fu¨r die direkte Weiterverar-
beitung durch die Analyseprogramme zur Pulsar-Suche geeignet, weil die Meßwerte
noch in zeitlicher Reihenfolge gespeichert sind. Dieser Umstand macht das wieder-
holte Einlesen der Beobachtungsdaten langsam, weil alle nachfolgenden Programme
kanalorientiert arbeiten. Fu¨r das Umformen der Meßwerte von einer zeitlichen in
eine nach Eingangskana¨len sortierte Folge wurde das Programm POESYsequencer
(Abschnitt 3.5.2) geschrieben.
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3.5.1 POESYmerge
Die Hauptaufgabe von POESYmerge ist das Verbinden der beiden Poesy-Rohdateien
und das Speichern der Beobachtungsparameter aus dem Masterfile in einer gemein-
samen Datei. Neben dieser Funktion u¨berpru¨ft POESYmerge die Daten auch auf
Vollsta¨ndigkeit mit Hilfe der 32-Bit breiten Checksumme29, die in jedem Block-
Header gespeichert ist. Sollten wa¨hrend einer Beobachtung einzelne Meßwerte ver-
loren gegangen sein, so warnt POESYmerge den Benutzer und fu¨llt diese Lu¨cken
mit Rauschen auf, das dem RMS der u¨brigen Abtastwerte des betroffenen Kanals
entspricht. Durch diese Korrekturmo¨glichkeit bleibt gewa¨hrleistet, daß auch bei Pro-
blemen wa¨hrend einer Beobachtung die Daten noch zur Auswertung genutzt werden
ko¨nnen.
Anhand einer eindeutigen 32-Bit Kennung vor Beginn des ersten Block-Headers
erkennt POESYmerge die Byte-Ordnung der Daten, unabha¨ngig von der Rechnerar-
chitektur, auf der POESYmerge ausgefu¨hrt wird.
3.5.2 POESYsequencer
Die ersten Schritte bei der nachfolgenden Pulsar-Suche sind die Untersuchungen
der Filterbankkana¨le auf Sto¨rungen, das Addieren von Kana¨len unterschiedlicher
Polarisation mit gleicher Frequenz und die Dedispersion. Weil hierbei die Meß-
werte kanalweise beno¨tigt werden – die Daten aber nach der Verarbeitung mit
POESYmerge noch in zeitlicher Reihenfolge gespeichert werden – wurde das Konver-
tierungsprogramm POESYsequencer entwickelt. Wie in Abbildung 3.15 dargestellt,
sortiert POESYsequencer die Meßwerte nach Kana¨len und ermo¨glicht so ein lineares
Einlesen30 der Daten bei der Pulsar-Suche.
Zusa¨tzliche Optionen von POESYsequencer erlauben das Aufsplitten der Daten in
zwei oder mehrere Dateien fu¨r Beobachtungen mit Multibeam-Empfa¨ngern und das
Umsortieren der Kanalreihenfolge. Weil in der Regel die Ausgabe von POESYmerge
als Eingabe von POESYsequencer dient, wurde die Mo¨glichkeit zur Verbindung
29 Die Checksumme erga¨nzt das EXOR u¨ber alle Daten eines Blocks auf 00hex.
30 Durch das lineare Einlesen der Daten wird ein ha¨ufiges Neupositionieren der Festplattenko¨pfe
verhindert und fehlterhafte Cache-Zugriffe vermieden. Je nach System la¨ßt sich ein Geschwindig-
keitsgewinn beim Einlesen bis zu einem Faktor Drei erzielen.
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Reihenfolge
Kanal 1 Kanal 2 Kanal n
POESYsequencer
Abbildung 3.15:
Das Programm POESYsequencer konvertiert eine Poesy-Datei in Sample-Reihenfolge,
wie sie das Programm POESYmerge erzeugt, in eine nach Kana¨len sortierte Datei.
der beiden Programme mittels Pipe31-Befehl vorgesehen. Hierdurch wird das Zwi-
schenspeichern der Ausgaben von POESYmerge vermieden und auf Mehrprozessor-
Rechnern eine parallele Ausfu¨hrung beider Programme erreicht. Die folgende Be-
fehlssequenz verbindet die beiden Poesy-Rohdateien d1o0001, d2o0001 und das
Masterfile scan0001.mst und erzeugt zwei neue Dateien (scan0001A.data und
scan0001B.data), die nach Kana¨len sortiert sind:
POESYmerge d1o0001 d2o0001 scan0001.mst | POESYsequencer -split 2
31 Der Pipe-Befehl, unter Unix der senkrechte Strich (|), dient zum Verbinden der Aus-/Eingaben
von Prozessen.
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3.6 Technische Daten
Tabelle 3.1 listet die technischen Daten des Pulsar-Backends Poesy auf. In der
derzeitigen Version ko¨nnen bis zu 48 differentielle Eingangssignale erfaßt werden; ein
Ausbau auf 96Kana¨le ist in der Software bereits vorgesehen und bedingt lediglich
den Einbau einer weiteren Za¨hler-Karte.
Poesy wird seit Herbst 1999 erfolgreich am 100-Meter Radioteleskop in Effels-
berg – vorwiegend fu¨r die Pulsar-Suche – eingesetzt. Weil seit Anfang 2002 ein
neues Backend (Pulsar2000, siehe Kapitel 4.2 ab Seite 103) auf Basis des Open-
Source Betriebssystems Linux zur Verfu¨gung steht, das die Meßmo¨glichkeiten von
Poesy einschließt, wird Poesy seit dieser Zeit als Backup-System betrieben.
Technische Daten: POESY







externe Referenz-Frequenz: 5− 30MHz, per Software einstellbar
Eingangsza¨hler: 8- oder 4-Bit, konfigurierbar
minimale Abtastzeit: ¦ 17µs bei 4-Bit und 6Kana¨len
(Tabellen B.3, B.4, S. 236) ¦ 68µs bei 8-Bit und 48Kana¨len
¦ absolut (mit Mittelwert)
¦ differentiell (ohne Mittelwert)
Betriebsarten: ¦ Pulsar-Suche (asynchron-Mode)
¦ Pulsar-Timing (synchron-Mode)
Tabelle 3.1:






Bei der Entwicklung von Poesy (siehe Kapitel 3) war das Ziel, ein Backend fu¨r die
vorhandenen Filterba¨nke (Schmalband: 2× 8× 4MHz, Breitband: 4× 8× 60MHz)
zu bauen, das besonders fu¨r die Pulsar-Suche optimiert ist. Neben der Suche bei
11 cm Wellenla¨nge in der galaktischen Ebene stand insbesonders die Suche nach
Pulsaren im Galaktischen Zentrum bei 5GHz (siehe Kapitel 6.6) beim Bau des
Backends im Vordergrund.
Fu¨r eine Suche nach Millisekunden-Pulsaren (MSP) ist Poesy aufgrund der er-
reichbaren Abtastzeiten zwar geeignet, aber die 4MHz breiten Kana¨le der Schmal-
band-Filterbank verursachen, bei einer Beobachtungsfrequenz von 1.4GHz (21 cm
Wellenla¨nge), eine zu große Pulsverschmierung fu¨r u¨bliche Dispersionsmaße von
MSPs. So wu¨rden beispielsweise die Pulse des Millisekunden-Pulsars PSR B1937+211
um mehr als die Ha¨lfte der Puls-Periode pro Filterbank-Kanal verbreitert, wodurch
die Suchempfindlichkeit (siehe Abschnitt 6.3) um ca. 80% verringert wu¨rde.
1 PSR B1937+21: P=1.558ms, DM=71 cm−3 pc, w50%=100µs, ∆tDM (4MHz)=841µs
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Aus diesen Gru¨nden wurde der Effelsberger Pulsar-Signal-Entzerrer (PSE) erwei-
tert, damit er nicht nur als De-Disperser, sondern zusa¨tzlich fu¨r die Pulsar-Suche
auch als Mehrkanal-Filterbank eingesetzt werden kann. Weil der PSE intern mit
10MHz VFCs arbeitet und dadurch eine wesentlich ho¨here Dynamik im Vergleich zu
den bisherigen Filterba¨nken besitzt, und außerdem im Such-Modus bis zu 60Kana¨le
erfaßt werden mu¨ssen, wurde ein neues Pulsar-Backend entwickelt.
Die Erweiterung des Pulsar-Signal-Entzerrers (PSE++) und die Entwicklung des
neuen Backends (Pulsar2000) wird in den Abschnitten 4.1 bzw. 4.2 beschrieben.
Eine Zusammenfassung aller technischen Daten von PSE++ und Pulsar2000 wird
abschließend in Kapitel 4.3 gegeben.
4.1 Die Erweiterung des Pulsar-Signal-Entzerrers
Bei der Suche nach Millisekunden-Pulsaren hat die Bandbreite der einzelnen Filter-
bank-Kana¨le eine entscheidende Bedeutung, weil sich die Pulsverbreiterung – auf-
grund der Dispersion – gerade bei sehr kurzen Perioden besonders ungu¨nstig auf
die Suchempfindlichkeit auswirkt. Weil die 4MHz breiten Kana¨le der Schmalband-
Filterbank bereits eine zu große Pulsverschmierung fu¨r eine Suche nach Millise-
kunden-Pulsare bei 21 cm Wellenla¨nge bewirken, entstand die Idee zur Erweiterung
des Pulsar-Signal-Entzerrers.
Der PSE in Effelsberg bietet, aufgrund eines vorgeschalteten Polarimeters, 4 × 60
Kana¨le mit einer Kanalbandbreite von 666 kHz. Damit der PSE fu¨r die Pulsar-Suche
eingesetzt werden kann, ist es erforderlich, die Signale nach der Filterung und Detek-
tion, aber noch vor der digitalen De-Dispersionseinheit, einzeln zu entnehmen (siehe
auch Abbildung 2.4 auf Seite 46). Auch wenn hierbei die Auswertung der Leistungs-
signale (total power) beider Polarisationen ausreicht, bedeutet dies immernoch ein
Auslesen und Speichern von 2 × 60 = 120Kana¨len mehrere tausend Mal pro Sekun-
de. Selbst eine Reduktion der urspru¨nglichen 12Bit Za¨hlerwerte auf 8Bit wu¨rde das
Datenaufkommen auf nur 4Giga Bytes pro Beobachtungsstunde senken.
Um die Datenmenge gering zu halten und weil fu¨r eine MSP-Suche bei ho¨herer
galaktischer Breite (geringere Dispersion) auch gro¨ßere Kanalbandbreiten ausrei-
chen, empfiehlt es sich, in diesen Fa¨llen benachbarte Kana¨le zu 1.333MHz breiten
Ba¨ndern zu addieren. Wie Abbildung 4.1 a) zeigt, sind die 1.333MHz Filter eine gute
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a) b)
Abbildung 4.1:
Einfluß der Kanalbandbreite auf die maximal erzielbare Empfindlichkeit in Abha¨ngigkeit
von Pulsar-Periode und Dispersionsmaß.
Die Diagramme beziehen sich auf eine 30Minuten Beobachtung mit dem Effelsberg-
Teleskop in der galaktischen Ebene ohne Beru¨cksichtigung von Scattering-Einflu¨ssen.
(fsky = 1410MHz, Tsys ∼ 45K, Gain = 1.5KJy−1, tsamp = 100µs, fbw = 32MHz)
a) Vergleich: 8 × 4MHz Filterbank / PSE++ mit 24 × 1.333MHz
b) Vergleich: 8 × 4MHz Filterbank / PSE++ mit 48 × 0.666MHz
Alternative zu den 666 kHz Kana¨len (Abb. 4.1 b)) und eine erhebliche Verbesserung
gegenu¨ber der 8 × 4 MHz Schmalband-Filterbank. Wa¨hrend eine Suche mit der Fil-
terbank nach MSPs bei einer Periode von ∼2ms und einem DM > 100 cm−3 pc prak-
tisch keine Empfindlichkeit (Smin À 10mJy) mehr bietet, ermo¨glicht der PSE++,
selbst bei einem DM von 150 cm−3 pc, noch Limits2 von 0.6 bzw. 0.4mJy bei einer
Beobachtungszeit von 30Minuten.
Um eine maximale Flexibilita¨t zu erhalten und gleichfalls technisch realisierba-
re Datenraten zu ermo¨glichen, wurde die PSE-Erweiterung (PSE++) mit einer zu-
schaltbaren Kanaladdition entwickelt. Wie Abbildung 4.2 zeigt, kann zwischen den
verschiedenen PSE-Betriebsarten (De-Disperser, 60× 0.666MHz, 30× 1.333MHz)
mit einem dreistufigen Umschalter gewa¨hlt werden.
2 Die Berechnung der Empfindlichkeitskurven fu¨r eine Pulsar-Suche wird in Abschnitt 6.3 ab
Seite 172 beschrieben.






















PSE++-Blockdiagramm: Die neuentwickelte PSE++-Platine ermo¨glicht, je nach
Beobachtungsanforderung, eine Umschaltung zwischen den Betriebsarten
De-Disperser, 30Kanal- und 60Kanal-Filterbank.
Da die bisherige PSE-Schaltung zur De-Dispersion 10 Einsteckplatinen umfaßte
und damit keinen weiteren Platz fu¨r Erweiterungen bot, wurde die komplette De-
Dispersion in einen XILINX-Chip programmiert. Hierbei wurden die Erfahrungen
mit den Koinzidenz-Problemen bei Poesy (siehe Kapitel 64) beru¨cksichtigt und
jeder der insgesamt 60 Za¨hler zusa¨tzlich mit einer Antikoinzidenz-Schaltung am
Eingang ausgestattet.
Weil im Filterbank-Modus der XILINX-Chip eine ganz andere Funktion erfu¨llen
muß als im De-Disperser-Betrieb, wurde von der Mo¨glichkeit der rekonfigurierba-
ren Hardware Gebrauch gemacht (siehe auch Abschnitt 3.2.2). Hierzu wird beim
Umschalten zwischen De-Disperser und Filterbank-Modus der XILINX mit der ent-
sprechenden Konfiguration neu programmiert, wodurch sich der Schaltungsaufwand
(Hardware) auf ein Minimum reduzieren ließ. Die Auswahl zwischen dem 30- bzw.
60-Kanal Suchmodus wird dem XILINX durch ein externes Signal mitgeteilt.
Obwohl im 60-Kanal Modus ein einfaches Durchfu¨hren der detektierten VFC-
Signale ausreichen wu¨rde, werden die einzelnen Signale dennoch zusa¨tzlich digital
verla¨ngert. Grund fu¨r diese Maßnahme sind die sehr kurzen Pulse, die durch die Art
der VFC-Schaltung entstehen und bei der anschließenden U¨bertragung zum Pulsar-
Backend vermeidbare Sto¨rungen durch hohe harmonische Frequenzanteile bewirken
ko¨nnen. Durch eine digitale Abtastung der VFC-Signale mit 20MHz innerhalb des
XILINX-Chips, werden die rund 30 ns großen Pulse auf 50 ns verla¨ngert, wodurch























PSE++: Frequenzaddition benachbarter Kana¨le mit Hilfe der EXOR-Funktion
kein Informationsverlust, der auf max. 10MHz begrenzten Eingangssignale, entste-
hen kann. Die modifizierten Signale werden anschließend differentiellen Leitungs-
treibern (Typ 26LS32) zugefu¨hrt, bevor sie u¨ber verdrillte Flachbandleitungen zum
Pulsar-Backend gelangen.
Das Zusammenfassen benachbarter Filter zu 1.333MHz breiten Bandpa¨ssen im
30-Kanal-Betrieb wird durch Frequenzenaddition der entsprechenden VFC-Signale
verwirklicht. Weil die Addition zweier verschieden großer Frequenzen mit unter-
schiedlicher Phasenlage nur sehr aufwendig realisierbar ist, wurden die auf 50 ns
verla¨ngerten Pulse zusa¨tzlich noch um 180◦ zueinander verschoben (siehe Abbildung
4.3). Diese Maßnahme garantiert, daß, unabha¨ngig von Frequenz und Phasenlage der
VFC-Signale, nie zwei Flanken zeitgleich aufeinander fallen ko¨nnen (Signale S ′1 und
S ′2 in Abb. 4.3). Werden die so aufbereiteten Signale anschließend logisch EXOR ver-
knu¨pft, entspricht dies exakt einer Frequenzaddition, weil die EXOR-Funktion3 nur
dann eine logische Eins liefert, wenn die beiden Eingangsgro¨ßen verschieden sind.
Das Zeitdiagramm unten rechts in Abbildung 4.3 zeigt diesen Zusammenhang. Die
3 Die EXOR-Funktion wird auch als Antivalenz bezeichnet.
Es gilt: y = x1 ⊕ x2 = x1 antivx2 = (x¯1 ∧ x2) ∨ (x1 ∧ x¯2)
102 KAPITEL 4. PSE++ UND PULSAR2000
Abbildung 4.4:
a) Vorderansicht des FPGA-Moduls mit XILINX XCV300E und Steckkontakten
b) Ru¨ckansicht mit Schaltnetzteil zur Erzeugung der Versorgungsspannungen
(1.8 und 3.3 Volt) sowie des Quarzoszillator
unterschiedlich großen Lu¨cken im Signal S1+2 entstehen durch die zeitliche Quanti-
sierung beim Abtasten der Eingangsfrequenzen – sie haben aber wegen ihrer stati-
stischen Zufa¨lligkeit keinen Einfluß auf die Signalqualita¨t.
Weil durch die Frequenzaddition der urspru¨nglich auf 10MHz begrenzten VFC-
Signale, nun Frequenzen bis max. 20MHz entstehen ko¨nnen, wurde das U¨bertra-
gungsverhalten der Leitungstreiber und der verdrillten Flachbandleitungen in Labor-
Tests gru¨ndlich untersucht. Weder ein mo¨gliches U¨bersprechen zwischen den Leitun-
gen noch eine erho¨hte Sto¨rabstrahlung, waren bei korrekt abgeschlossenen Leitungen
zu messen.
Um den Hardware-Entwicklungsaufwand so gering wie mo¨glich zu halten, wur-
de fu¨r die PSE++-Erweiterung auf ein im Digitallabor entwickeltes XILINX-Modul
(siehe Abbildung 4.4) zuru¨ckgegriffen. Dieses Modul vereinigt den XILINX-Chip
inklusive Spannungserzeugung, Test-LEDs und Quarzoszillator auf einer kleinen
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Abbildung 4.5:
PSE++-Karte mit aufgestecktem XILINX-Modul (siehe Abbildung 4.4).
Durch die Verwendung von einem komplexen XILINX-Chip konnten 10Platinen mit
insgesamt mehr als 380 integrierten Schaltkreisen (ICs) ersetzt werden und eine
zusa¨tzliche Addition von benachbarten Frequenzkana¨len realisiert werden.
4-lagigen Leiterplatte und wird auch in anderen Projekten erfolgreich eingesetzt.
Fu¨r die PSE++-Entwicklung wurde das XILINX-Modul auf eine Basis-Platine auf-
gesteckt, um auf der einen Seite die Anschlu¨sse zu den VFCs des PSE und auf
der anderen Seite die Verbindung u¨ber die Leitungstreiber zum Pulsar-Backend zu
ermo¨glichen (siehe Abbildung 4.5).
4.2 PULSAR2000
Erste Tests nach dem Einbau der PSE++-Entwicklung und dem Pulsar-Backend
Poesy zeigten, daß dieses Backend, in der jetzigen Form, nur sehr begrenzt fu¨r die
Pulsar-Suche in Verbindung mit dem PSE geeignet ist. Zum einen erlauben die 48
Eingangskana¨le von Poesy kein Aufzeichnen der 60 PSE++-Kana¨le, zum anderen
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wirken die 8-Bit Za¨hler in Poesy sehr begrenzend auf die hohe Signaldynamik der 10
bzw. 20MHz Signale. So lassen die 8-Bit Za¨hler bei einer Abtastrate von 100µs nur
eine maximal 25%-tige (12.5%-tige im 30-Kanal-Modus) Aussteuerung des PSEs zu,
was zu einer deutlichen Minderung der Suchempfindlichkeit fu¨hrt. Weiterhin hatte
sich gezeigt, daß Poesy am sichersten im Absolut-Modus arbeitet (siehe Abschnitt
3.2.1), in dem die Eingangssignale inklusive ihres Gleichanteils (Offset) gespeichert
werden. Weil der Offset aber bei der anschließenden Analyse der Daten keine Be-
deutung auf das Finden von periodischen Signalanteilen hat, wirkt er sto¨rend, da er
die effektive Signaldynamik nochmals senkt.
Aus diesen Unzula¨nglichkeiten von Poesy bei der Suche mit dem PSE++ wurde
zwischen dem Aufwand einer Erweiterung von Poesy und der Entwicklung eines
neuen Pulsar-Backends abgewa¨gt. Da zur gleichen Zeit der Bau eines neuen mobilen
Labor-Backends zum Testen von Empfa¨ngern (Monitor2000-Projekt) anstand,
das hinsichtlich der verwendeten Hardware auch als Backend fu¨r die Pulsar-Suche
geeignet wa¨re, fiel die Entscheidung zu einer Neuentwicklung (Pulsar2000) aus.
Die nachfolgende Beschreibung zu Pulsar2000 bezieht sich u¨berwiegend auf die
Entwicklung der Betriebssoftware und den Einsatz von Real-Time-Linux (RT-Linux)
zur Lo¨sung der Echtzeitanforderungen bei der Datennahme. Eine ausfu¨hrliche tech-
nische Beschreibung der Hardware mit Schaltpla¨nen und Anschlußbelegungen sa¨mt-
licher Stecker findet sich in Kra¨mer & Klein (2001) und Klein (2002a).
4.2.1 Hardware
Basis der Backendentwicklung (Monitor2000 /Pulsar2000) war erstmals ein
tragbarer PC-kompatibler Rechner in einem robusten Geha¨use mit integriertem
TFT-Display und abklappbarer Tastatur (siehe Abbildung 4.6). Der Rechner bie-
tet, im Vergleich zu einem Notebook oder Laptop, Raum fu¨r bis zu 4 lange PCI-
Einsteckkarten, zwei Festplatten und einem CD-ROM Laufwerk und war deshalb
ideal fu¨r den Umbau zu einem Backend geeignet.
Kernstu¨ck der Hardwarearbeiten war neben der Gestaltung einer neuen Ru¨ck-
wand mit verschiedenen Steckern zum Anschluß von VFC- und Phasen-Signalen
(BLANK/SYNC) die Entwicklung einer PCI-Za¨hlerkarte.
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Abbildung 4.6:
Pulsar2000-Backend mit externen IDE-Festplatten (2 × 120GBytes) beim Einsatz am
100-Meter Radioteleskop in Effelsberg.
Die PCI-Za¨hlerkarte
Hauptaufgabe der PCI-Za¨hlerkarte ist die Digitalisierung und Kodierung der einge-
henden VFC-Signale durch Binarza¨hler, die Speicherung der Za¨hlerwerte in FIFO-
Speichern und die anschließende Weitergabe dieser Werte an das PCI-Bus Interface.
Weiterhin besitzt die Za¨hlerkarte einen Generator zur Erzeugung von Phasensigna-
len und acht analoge Ausga¨nge zur Ansteuerung von Analog-Schreibern (Chart-
Recordern).
Der Lo¨wenanteil dieser Aufgaben wird durch einen XILINX-Chip erledigt, der,
a¨hnlich der PSE++-Schaltung, in Form eines XILINX-Moduls (siehe Abbildung 4.4)
auf die PCI-Basisplatine aufgesteckt wird. Gesteuert wird der XILINX durch einen
Mikrocontroller (Infineon C517A), der ebenfalls in Form eines MiniModuls auf
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das PCI-Basisboard gesteckt ist. Die Verbindung zwischen PC und XILINX u¨ber-
nimmt ein PCI-Interface-Baustein4 der Firma Kolter-Elektronik, der sich in den
I/O-Bereich des Prozessors einblendet. Der Aufbau der PCI-Za¨hlerkarte ist im un-
teren Teil von Abbildung 4.7 nochmals schematisch dargestellt und in Klein (2002a)
mit allen technischen Details dokumentiert.
Weil im Monitor2000-Projekt 32Eingangskana¨le ausreichen und die Za¨hler-
karte deshalb auch nur fu¨r 32Eingangssignale entwickelt wurde, werden im Pulsar-
Backend zwei PCI-Karten eingesetzt, die u¨ber eine zusa¨tzliche Verbindung synchro-
nisiert werden und zusammen die Aufzeichnung von 64Kana¨len ermo¨glichen.
4.2.2 Software
Wa¨hrend beim Labor-Backend Monitor2000 die 32-Bit breiten Bina¨rza¨hler typi-
scherweise nur alle 16ms ausgelesen werden, sind die Anforderungen an ein Pulsar-
Backend, das zur Suche nach Millisekunden-Pulsaren eingesetzt werden soll, deutlich
ho¨her. Simulationen hinsichtlich der Abtastraten bei der Suche nach Millisekunden-
Pulsaren ergeben, daß ein Samplen mit 10 kHz (tsamp = 100µs) ein idealer Kom-
promiß zwischen erreichbarer Suchempfindlichkeit und handhabbaren Datenmen-
gen ist. Weil ein Abtasten von 64Kana¨len mit 10 kHz jedoch eine Datentrans-
ferrate von fast 2.4MBytes/s bedingt – das PCI-Interface aber maximal 2MB/s
zula¨ßt – wurde die Za¨hlerbreite auf 16Bit reduziert. Selbst bei Eingangssignalen
von 20MHz (PSE++ im Addier-Modus) verursachen Abtastzeiten von 3ms noch
keine Za¨hleru¨berla¨ufe.
Um die Datenraten, aber auch das zu speichernde Datenvolumen, noch weiter
zu senken, empfiehlt sich die Subtraktion eines laufenden Mittelwertes, der fu¨r die
spa¨tere Suche nach periodischen Signalanteilen ohnehin keinen Einfluß hat. Durch
diese Maßnahme, die bei Pulsar2000 zuschaltbar realisiert wurde, la¨ßt sich das
Datenaufkommen nochmals um einen Faktor Zwei reduzieren.
4 Das PCI-Interface unterstu¨tzt keine Datenu¨bertragung als aktiver PCI-Master (DMA-Modus),
wodurch die maximale U¨bertragungsrate auf ca. 2MBytes/Sekunde begrenzt wird. Ein echter
PCI-Bus-Master-Betrieb erlaubt eine theoretische Datenrate von u¨ber 100MB/s bei 32-Bit PCI-
Systemen und bis zu 500MB/s bei 64-Bit Bussystemen.
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Trotz der beschriebenen Mo¨glichkeiten zur Datenreduktion, bedingen die schnel-
len Abtastraten eine besondere Unterstu¨tzung von Seiten der Software und des Be-
tiebssystems. Um dies zu verwirklichen, aber auch den Einsatz des freien Betriebs-
systems Linux auf zuku¨nftige Entwicklungen im Backendbereich zu testen, wurde
fu¨r Pulsar2000 erstmals die Echtzeiterweiterung RTAI5 fu¨r Linux (RT-Linux) ein-
gesetzt.
Realtime-Linux: Echtzeitverarbeitung mit Linux
Wie jedes andere Unix-Betriebssystem, ist auch Linux zur Lo¨sung von Aufgaben im
Echtzeitbereich zuna¨chst nicht geeignet. Dies liegt hauptsa¨chlich an der Ausrichtung
von Linux als Mehrbenutzer-Betriebssystem, das die faire Zuteilung der CPU an
viele Benutzer mit mehreren Aufgaben (Jobs) regelt.
Trotz dieser fu¨r die Echtzeitverarbeitung wenig geeigneten Ausrichtung, ist der
Einsatz von Linux auch in der Datenerfassung sehr interessant, da ein Großteil der
heute verwendeten astronomischen Software bereits mit Linux arbeitet und so erst-
mals ein stufenloser U¨bergang zwischen Daten-Erfassung und -Verarbeitung mo¨glich
ist. Zudem bietet Linux eine umfangreiche Unterstu¨tzung von vielen Netzwerkpro-
tokollen, wodurch die Integration von Linux-basierten Backends in bestehende Netz-
werkumgebungen sehr vereinfacht wird (siehe Abschnitt 93). Auch der riesige Um-
fang von Programmpaketen, Compilern und Bibliotheken fu¨r Linux unterstreicht die
Bedeutung dieses freien Betriebssystems auch im Backendbereich.
Weil es bislang noch keine einheitliche Form fu¨r eine Echtzeiterweiterung von
Linux gibt, haben verschiedene Gruppen unterschiedliche Erga¨nzungen fu¨r den Be-
triebssystem-Kern von Linux entwickelt (Barabanov 1997, Srinivasan 1995). Fu¨r den
Einsatz in Pulsar2000 wurde RTAI (Mantegazza et al. 2000) verwendet, das den
Kernel durch mehrere ladbare Module erweitert und so dem Entwickler ein Interface
zur Realisierung von zeitkritischen Aufgaben an die Hand gibt.
Wie in der Mitte von Abbildung 4.7 auf Seite 107 dargestellt, wird der Linux-
Kernel um insgesamt fu¨nf Module im Pulsar2000-Projekt erweitert, wobei ein Mo-
dul (RT-Pulsar2000) zur Betriebssoftware geho¨rt und das Auslesen der PCI-Za¨hler-
karte u¨bernimmt. Die anderen vier RTAI-Module stellen einen Realzeit-Scheduler
5 RTAI: Real-Time Application Interface (www.rtai.org und www.realtimelinux.org)
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(RTAI-SCHED) zum zeitlich pra¨zisen Aufruf des RT-Pulsar2000-Tasks und zur
Kommunikation mit den Prozessen im Benutzer-Modus (user-space) zur Verfu¨gung.
Durch die Mo¨glichkeit, den RT-Pulsar2000-Task mit in den kernel-space zu integrie-
ren, ist gewa¨hrleistet, daß kein Prozeß im user-space diesen verdra¨ngen kann, wo-
durch die Abarbeitung der zeitkritischen Aufgaben beim Auslesen der PCI-Za¨hler-
karte garantiert ist. Zur U¨berwindung der Barriere zwischen kernel- und user-space
dienen die beiden Module RTAI-SHM6 und RTAI-FIFO7, die Kommunikationskana¨le
o¨ffnen, u¨ber die beide Seiten Parameter (user-space ⇒ kernel-space) und Daten
(kernel-space ⇒ user-space) austauschen ko¨nnen.
Obwohl die Programmentwicklung von Kernel-Prozessen durch RTAI sehr erleich-
tert wird, sollten dennoch nur die Programmteile im kernel-space laufen, die unbe-
dingt Echtzeitfa¨higkeit erfordern, denn im Gegensatz zu einer Softwareentwicklung
im user-space stehen kaum Mo¨glichkeiten zum Debugging zur Verfu¨gung. Zudem be-
dingt ein kleiner Programmfehler im kernel-space unweigerlich einen Systemabsturz
und ein re-booten des Rechners. Trotz der schwierigen Programmentwicklung sind
die erreichbaren Taskwechselzeiten sehr beeindruckend und im direkten Vergleich
mit dem Realzeit-Betriebssystem VxWorks (siehe Abbschnitt 3.3.1) um einige Fak-
toren besser.
Das Softrealtime-Interface
Bedingt durch den allgemeinen Trend hin zu Multimedia-Diensten (Abspielen von
Sound-Dateien, Darstellung von Video-Sequenzen) bietet auch Linux seit einigen
Kernel-Versionen ein sogenanntes Softrealtime-Interface (SRT) an, das es in be-
stimmten Grenzen erlaubt, Programme mit geringen Echtzeitanforderungen aus-
zufu¨hren. Die Funktionen erlauben A¨nderungen in der Zuteilung der CPU an den
SRT-Prozess (Scheduling) und ermo¨glichen die Unterdru¨ckung der dynamischen
Auslagerung von Seiten des Arbeitsspeichers (memory lock).
Gerade die letztere Funktion ist von bedeutender Wichtigkeit, denn oft laufen
6 RTAI-SHM blendet u¨ber ein virtuelles Device (/dev/shm) einen fu¨r kernel- und user-space
gemeinsamen Speicherbereich ein, der einen sehr schnellen Datenaustauch zula¨ßt.
7 RTAI-FIFO verbindet kernel- und user-space u¨ber einen virtuellen FIFO-Speicher (/dev/rtf),
der vollsta¨ndig von RTAI verwaltet wird und deshalb eine sehr einfache Kommunikation ermo¨glicht.
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Programme fu¨r Stunden ohne Zeitverletzungen, bis es zu einer ungu¨nstigen Sei-
tenauslagerung (paging) in den sogenannten Swap-Bereich der Festplatte kommt.
Durch den Zugriff auf eine ausgelagerte Seite vergeht wertvolle Zeit, die jegliche
zeitlich korrekte Programmausfu¨hrung unterbindet.
Innerhalb des Pulsar2000-Projektes wird das SRT-Interface fu¨r die komplette
zeitgenaue Datenverarbeitung verwendet (siehe Abbildung 4.7). Weil die Granula-
rita¨t des Linux-Schedulers bei ∼10ms liegt und damit um Gro¨ßenordnungen schlech-
ter ist als bei RT-Prozessen, sorgt ein großzu¨gig dimensioniertes shared memory
zwischen kernel- und user-space als flexibler Speicher zur Bufferung der Meßwerte.
Hierdurch wird auch in ungu¨nstigsten Fa¨llen gewa¨hrleistet, daß es bei der Daten-
nahme nicht zum Verlust von Beobachtungswerten kommt.
Neben der parametrierbaren Subtraktion eines gleitenden Mittelwertes berechnet
der SRT-Prozeß auch den aktuellen RMS8-Wert eines jeden Eingangskanals zur di-
rekten Bewertung der Signalleistung. Da die Dauer zur Speicherung der Meßwerte
auf Festplatten von vielen Faktoren abha¨ngt (siehe auch Abschnitt 3.2.4) und daher
ein sehr undeterministisches zeitliches Verhalten aufweist, wurde diese Programm-
aufgabe in einem extra Thread9 ausgelagert, so daß die Hauptverarbeitungsschleife
hiervon nicht verzo¨gert werden kann.
Die Erfahrungen aus der Poesy-Entwicklung haben dazu gefu¨hrt, fu¨r jeden Ein-
gangskanal eine eigene Datei (c00.data . . . cxx.data) zu erstellen, wodurch ein spa¨te-
res Umsortieren der Meßwerte entfa¨llt. Fu¨r alle Kanal-Dateien einer Messung wird
jeweils ein neues Unterverzeichnis erstellt, in dem auch eine ASCII-Datei mit den
Beobachtungsparametern (siehe Abbildung 4.8) abgelegt wird.
Die grafische Benutzeroberfla¨che
Zur einfachen und intuitiven Bedienung wurde Pulsar2000 mit einer grafischen
Bedieneroberfla¨che ausgestattet. Um den Programmieraufwand der Oberfla¨che so
gering wie mo¨glich zu halten, kam das Programmpaket LabView von National
Instruments10 zum Einsatz, das sich bereits bei der Entwicklung des Labor-Backends
Monitor2000 sehr bewa¨hrt hat.







9 Thread: unabha¨ngiger Kontrollfluß innerhalb eines Prozesses im gleichen Adreßraum
10 http://ni.com







frequency : 1410 MHz
channels : 60
channel bandwith : 1.33 MHz
sample-time : 100 µs













start UTC : 10:19:29
start LST : 16:22:39
start MJDN : 52624.9302
start TIME : 11:19:29
stop UTC : 11:16:10
stop LST : 17:19:28
stop MJDN : 52624.9696
stop TIME : 12:16:28
----------------------------------
Abbildung 4.8:
Beispiel einer Pulsar2000-Header-Datei, die zusammen mit den Kanal-Dateien
(c00.data ... c<channels>.data) in ein Unterverzeichnis (scan<scan-number>)
gespeichert wird.
LabView ist ein grafisches Programmierwerkzeug, das besonders gut fu¨r die
Aufgaben in der Meß-, Regel- und Steuerungstechnik geeignet ist. Durch eine da-
tenflußorientierte Programmierung mit einer Vielzahl eingebauter Funktionen und
der Mo¨glichkeit, Bedienoberfla¨chen mit Unterstu¨tzung grafischer Symbole “zu zeich-
nen”, ist LabView auch eine ideale Software bei der Backend-Programmierung.
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Abbildung 4.9:
Pulsar2000: Die Control-Ebene wird wa¨hrend einer Beobachtung ausgewa¨hlt. Sie zeigt
am oberen Rand den Quellennamen, das Verzeichnis zur Datenspeicherung, sowie die
aktuelle Scan-Nummer und die Dauer der Messung an. Im mittleren Bereich wird fu¨r
jeden Kanal eine blaue Sa¨ule gezeigt, die, abha¨ngig von der gewa¨hlten Darstellungsart,
den minimal/maximal Wert der letzten 5 Sekunden oder das aktuelle RMS des Kanals
beschreibt. Der untere Bereich des Fensters zeigt den noch verfu¨gbaren Festplatten-
Speicher sowie den Fu¨llstand des Real-Time-FIFOs und des Festplatten-Buffers an.
Fu¨r Pulsar2000 wurde eine Oberfla¨che mit zwei Ebenen gestaltet, wobei die
Control -Ebene (Abb. 4.9) aktuelle Informationen wa¨hrend einer Messung anzeigt
und die Parameter -Seite (Abb. 4.10) zur Einstellung der Beobachtungswerte dient.
Weil LabView im Pulsar2000-Projekt als eigensta¨ndiger Prozeß (siehe Abbil-
dung 4.7, pulsar2000.vi) la¨uft und gegenu¨ber dem Softrealtime-Prozeß eine niedri-
gere Priorita¨t hat, beeinflußt die grafische Benutzeroberfla¨che die zeitkritische Da-
tenaufnahme nicht. Die Kommunikation zwischen Oberfla¨che und dem Softrealtime-
Prozeß wird mittels gemeinsamer Dateien und dem Aufruf von kurzen Skript-Dateien
geregelt, um eine minimale Kopplung der beiden Prozesse zu erreichen.
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Abbildung 4.10:
Pulsar2000: Die Parameter-Ebene dient zur Einstellung sa¨mtlicher Beobachtungs-
parameter. Durch Anwahl von auto (UDP) werden die Teleskopdaten automatisch dem
lokalen Netzwerk per UDP-Protokoll entnommen. In diesem Modus kann
Pulsar2000 vollsta¨ndig von der Teleskopsteuerung in Effelsberg kontrolliert werden.
Automatisches Beobachten per UDP
Ein wichtiger Aspekt bei der Automatisierung der Pulsar-Suche am 100-Meter Ra-
dioteleskop ist die Kommunikation und Synchronisation zwischen Teleskopsteuerung
und Backend. Nur wenn das Backend vollsta¨ndig durch den Teleskoprechner kontrol-
liert und alle beobachtungsrelavanten Parameter zum Backend u¨bermittelt werden
ko¨nnen, ist eine automatische Messung durch Beobachtungsskripte mo¨glich.
Bei den bisherigen Backends in Effelsberg (Kontinuum, Correlator 2, AK90 und
PUB-86) erfolgt diese Steuerung entweder u¨ber den Effelsberger-Daten-Bus (EDB)
oder mittels Socketverbindungen (TCP11). Da beide Wege nur durch Erweiterun-
gen an der Teleskop-Software mo¨glich sind, wurde bei Pulsar2000 ein anderes
Verfahren gewa¨hlt.
Durch das UDP12-Protokoll (Postel 1980), ein verbindungsloser Datagrammdienst
11 TCP: Transmission Control Protocol (Postel 1981a)
12 UDP: User Data Protocol
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+-[/]-------[ 100-METER-RT-EFFELSBERG ]----------+
| |
| Source: F1P020 Rx-Freq: 1.410 GHz |
| Scan : 0184 Subscan: 0001 |
| |
| RA1950: 18:42:29 DEC1950: -03:55:22 |
| RA2000: 18:45:07 DEC2000: -03:52:12 |
| GLON: 28.768 GLAT: -0.360 |
| AZM : 246.981 ELV : 13.043 |
| dAZ : 0.00 dEL : 0.00 |
| |
| UTC : 16:19:45 LST : 00:23:12 |
| MJD : 52638.3048 dT : 00:01:37 |
| |
| Temp: -7.1 ◦C Hum : 95.7 % |
| Wind: 2.2 m/s Wdir: 135.9◦ (S-E) |
| |
+--- (Q: Quit) ----------------------------------+
Abbildung 4.11:
Kontrollausgabe des Programms EffDisplay. Alle Beobachtungsparameter werden, zur
Weitergabe an die Prozesse pulsar2000 und pulsar.vi, zusa¨tzlich in der tempora¨ren Datei
/tmp/udp.dat gespeichert.
u¨ber IP13 (Postel 1981b), kann ein Rechner gleich mehreren Teilnehmern Daten
schicken. In Effelsberg wird UDP seit einiger Zeit eingesetzt, um teleskoprelevan-
te Informationen per Broadcast-Nachricht an alle Teilnehmer am Ethernet zu ver-
schicken. Fu¨r das Pulsar-Backend Pulsar2000 werden die UDP-Daten durch das
Programm EffDisplay so aufbereitet, daß sich das Backend bei Erreichen der vor-
gegebenen Position automatisch ein- bzw. ausschalten kann. Neben der Teleskop-
position und der Zeit (UTC) werden alle fu¨r die Beobachtung wichtigen Parameter
gespeichert. Zur Kontrolle des korrekten Datenempfangs zeigt EffDisplay die Te-
leskopinformationen zusa¨tzlich in textorientierter Form an (siehe Abbildung 4.11).
Diese Art der Anzeige, mit einer Refresh-Rate von einer Sekunde, wurde ab-
sichtlich gewa¨hlt, um eine minimale Datentransferrate zu erreichen. Hierdurch ist es
mo¨glich, die Anzeige auch u¨ber schmalbandige Internet-Verbindungen zu u¨bertragen
(z.B. analoges Modem), um die Beobachtung aus der Ferne zu kontrollieren.
13 IP: Internet Protokoll
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4.3 Technische Daten
Die nachfolgende Tabelle 4.1 listet die technischen Daten der PSE-Erweiterung




4 × 60 × 666 kHz Kana¨le
¦ Filterbank mit 2 × 60 × 666 kHz Kana¨len
PSE++-Modus: ¦ Filterbank mit 2 × 30 × 1.333MHz Kana¨len
Technische Daten: PULSAR2000








Eingangsza¨hler: 16Bit, 8- oder 16-Bit Speicherung
¦ 100µs bei 8-Bit und 64Kana¨len
minimale Abtastzeit: ¦ 200µs bei 16-Bit und 64Kana¨len
¦ absolut (mit Mittelwert)
Betriebsarten: ¦ differentiell (ohne Mittelwert)
Tabelle 4.1:
Zusammenfassung der technischen Daten von PSE++ und Pulsar2000
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Kapitel 5
Software zur Pulsar-Suche
Bereits kurze Zeit nach der Entdeckung der ersten Pulsare durch Hewish et al.
(1968) begannen verschiedene Gruppen mit der systematischen Suche nach weite-
ren Pulsaren. Wa¨hrend anfangs die Empfa¨ngersignale noch mit Chart-Rekordern
aufgezeichnet und Stu¨ck fu¨r Stu¨ck nach periodischen Signalspitzen durchgeschaut
wurden (Vaughan & Large 1969), entwickelte man schon bald digitale Verfahren fu¨r
die Pulsar-Suche (Lovelace et al. 1969, Burns & Clark 1969).
Durch die enormen Fortschritte zu immer leistungsfa¨higeren Computern konnten
in den folgenden Jahren die Suchprogramme weiter verbessert und immer gro¨ßere
Datenmengen analysiert werden. Obwohl dieser Trend bis heute anha¨lt, ist eine
Pulsar-Suche noch immer begrenzt durch das Leistungsvermo¨gen der Rechner, was
insbesondere bei der Suche nach Pulsaren in Bina¨rsystemen deutlich wird. Damals
wie heute sind deshalb Verfahren zur effizienten Analyse von großen Datenmengen
gefragt, die in den folgenden Abschnitten diskutiert werden.
In Abschnitt 5.1 wird ein allgemeiner U¨berblick zur Pulsar-Suche gegeben. Die
Abschnitte 5.2 und 5.3 beschreiben zwei u¨bliche Such-Algorithmen, den Fast Folding
Algorithmus (FFA) und die Fourier Transformations-Methode (FFT).
Weil das Dispersionsmaß bei einer Pulsar-Suche nicht a priori bekannt ist, mu¨ssen
die Empfa¨ngersignale fu¨r viele mo¨gliche Werte variiert werden, was in Kapitel 5.4
beschrieben wird.
Abschnitt 5.5 gibt einige Hinweise auf das Auffinden von Einzelpulsen in de-dis-
pergierten Zeitreihen – eine Suchmethode, die gerne als Erga¨nzung zu den u¨blichen
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FFA- /FFT-Suchen eingesetzt wird.
Das Finden von Pulsaren, die sich in Bina¨rsystemen bewegen, stellt an die Suchpro-
gramme weitere Anforderungen, die in Kapitel 5.6 gezeigt werden.
Die Zunahme an mobiler Kommunikation (GSM, UMTS), der digitalen Nachrich-
tenverbreitung (DAB, DVB-T) und der Radar- und Satelliten-Technik, beeinflußt
die Beobachtung – und insbesondere die Suche – von Pulsaren sehr sto¨rend. Metho-
den zum manuellen und automatischen Unterdru¨cken dieser Sto¨reinflu¨sse werden in
Abschnitt 5.7 beschrieben. Kapitel 5.8 behandelt schließlich die im Rahmen dieser
Arbeit entwickelte Such-Software (PSRsearch), die als Basis bei der Analyse von
Effelsberg-Beobachtungen eingesetzt wird.
5.1 Das Auffinden von Pulsaren
Es klingt aus heutiger Sicht fast unvorstellbar, aber ha¨tte Jocelyn Bell-Burnell 1967
bei ihren Untersuchungen zur Scintilation von Radioquellen bereits Computer einge-
setzt – sie ha¨tte die ersten Pulsare wohl nicht gefunden (Bell-Burnell 1977, Burns &
Clark 1969, Hankins & Rickett 1975). Erst durch die Kenntnis der Eigenschaften von
Pulsaren, die noch mit der Chart-Recorder-Methode gesammelt wurden (Vaughan
& Large 1969), ließen sich Programme entwickeln, die gezielt nach Pulsaren suchen.
Heute ist eine Pulsar-Suche ohne den Einsatz von Computern nicht mehr denkbar,
zumal Pulsar-Surveys immer empfindlicher werden mu¨ssen, weil die signalstarken
Pulsare bereits gefunden wurden und die Zunahme an Interferenzen nur noch mit
den Mo¨glichkeiten der Digitalen Signalverarbeitung beherrschbar sind.
Die Suche nach neuen Pulsaren la¨ßt sich als eine systematische Variation und
Pru¨fung von einer Vielzahl von Parametern beschreiben, die nachfolgende Punkte
umfaßt:
• Position, z.B. Rektaszension und Deklination [α, δ ]
• Pulsar-Periode [ sec ]
• Puls-Breite [% ]
• Dispersion [ pc cm−3 ]
• und bei Pulsaren in Bina¨r-Systemen, zusa¨tzlich die Beschleunigung a [m s−2 ]
und ggf. deren erste zeitliche Ableitung a˙ [ cm s−3 ]
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Vor allem die sehr konstante Puls-Periode1 und die Dispersionseigenschaft sind
die Indizien fu¨r einen Erfolg bei der Suche nach neuen Pulsaren. Aber auch starke
dispergierte Einzelpulse, die beispielsweise zur Entdeckung des Crab-Pulsar (Staelin
& Reifenstein 1968) fu¨hrten, sind heute Gegenstand vieler Suchprojekte.
Abbildung 5.1 faßt in schematischer Darstellung die unterschiedlichen Wege und
Optionen einer modernen Pulsar-Suche zusammen. Ausgehend von einem in meh-
rere Frequenzba¨nder aufgeteiltes und detektiertes Empfa¨ngersignal Ir(t, ν) findet
zuna¨chst eine Digitalisierung statt. Durch die Abtastung und Kodierung werden
starke RFI-Einstreuungen bereits vor der anschließenden De-Dispersion unterdru¨ckt2.
Der na¨chste Verarbeitungsschritt kombiniert die abgetasteten Filterbanksignale I(t, ν)
fu¨r eine Vielzahl von mo¨glichen Dispersionswerten. Soll die Suche auch Pulsare in
Bina¨rsystemen mit einschließen, so folgt ein “Stauchen” bzw. “Dehnen” der de-
dispergierten Zeitreihen I(t,DM), um mo¨gliche Periodenschwankungen aufgrund
des Doppler-Effekts auszugleichen3 (I(t,DM); I(t, a, a˙, DM)).
Je nach verwendetem Algorithmus zum Auffinden von Periodizita¨ten folgt anschlie-
ßend eine Bearbeitung der Daten mittels Fourier Transformation (FFT) oder mit
dem Fast Folding Algorithmus (FFA).
Bei der FFA werden die de-dispergierten Zeitreichen fu¨r sa¨mtliche Perioden Pn eines
Intervalls4 von P0 bis Pm gefaltet und das Signalmaximum in Abha¨ngigkeit zum
RMS des restlichen Signals (S/N) berechnet. Alle Perioden, deren S/N ho¨her einer
vorgegebenen Schwelle β liegen (Pn : S/N(P ) > β,DM), kommen als mo¨gliche
Pulsar-Kandidaten in eine Liste fu¨r eine erneute Begutachtung.
Der erste Schritt bei der FFT-Methode ist die Transformation der Zeitsigna-
le in ein a¨quivalentes Frequenzspektrum I(f,DM). Da sich Filterfunktionen be-
sonders gut im Frequenzbereich realisieren lassen, bietet sich ein Ausfiltern von
Sto¨rungen durch einfaches Maskieren von bestimmten Frequenzanteilen (siehe auch
Abschnitt 5.7) als na¨chster Verarbeitungsschritt an. A¨hnlich der Umsortierung im
1 konstante Puls-Periode bezieht sich auf die Pulsare, die sich nicht in einem Schwerefeld mit
einem anderen Stern befinden.
2 Weil in Effelsberg, durch die Kombination aus VFCs und Za¨hlern, die Daten mit 8- bzw. 16-Bit
gespeichert werden, findet das Clippen von Signalspitzen erst bei der anschließenden Datenanalyse
statt.
3 Eine Doppler-Korrektur ist auch durch Maßnahmen im Frequenzbereich mo¨glich (Ransom
2001a, Ransom et al. 2002, Middleditch 2004, Faulkner et al. 2004).
4 In der Praxis addiert man benachbarte Abtastwerte (re-binning), um das Signal- zu Rausch-
verha¨ltnis fu¨r ein bestimmtes Periodenintervall zu verbessern und um die Berechnung der FFA zu
verku¨rzen.
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Abbildung 5.1:
Flußdiagramm einer modernen Pulsar-Suche.
Abha¨ngig vom Suchziel wird heute zwischen Einzel-Puls-, FFT- und der FFA-Such-
methode unterschieden. Fu¨r ein Auffinden von Pulsaren in Bina¨r-Systemen, sind
zusa¨tzlich die in Gru¨n markierten Operationen erforderlich. Die in Blau dargestellten
Schritte dienen der – immer wichtiger werdenden – Erkennung und Unterdru¨ckung von
Sto¨rungen (RFI).
5.1. DAS AUFFINDEN VON PULSAREN 121
Zeitbereich, zum Ausgleich von Doppler-Effekten, ko¨nnen auch im Fourier-Raum
Korrekturen am Frequenzspektrum (siehe gru¨n umrandete Ka¨stchen in Abbildung
5.1) folgen.
Weil die Pulsbreite im Verha¨ltnis zur Pulsar-Periode im Mittel nur ∼5% betra¨gt
(siehe Abschnitt 1.2), entha¨lt das Spektrum eines Pulsars viele harmonische Fre-
quenzanteile (Abbildung 5.5). Um auch sehr schwache Pulsare noch zu finden, bei
denen die einzelnen Frequenzspitzen im Rauschteppich des Spektrums liegen, werden
die harmonischen Frequenzanzeile durch inkoha¨rente Additionen (I(f,DM,Nharm))
versta¨rkt.
Auch bei diesem Suchverfahren ist das Ergebnis eine Liste von mo¨glichen Pulsar-
Kandidaten, die durch Auswertung der ho¨chsten Frequenzspitzen im Spektrum nach
dem harmonischem Summieren generiert wird (I(fn, DM,Nharm : I ≥ Imin)).
Eine dritte Methode zur Erkennung von Pulsaren ist die Suche nach dispergier-
ten Einzelpulsen, die eine dynamische Schwelle u¨berschreiten (siehe Abbildung 5.1,
linker Pfad). Ausgehend von einer Serie de-dispergierter Zeitreihen I(t,DM) durch-
laufen die Daten eine gleitende Mittelwertbildung5 I¯(t,DM), um langperiodische
Anteile (z.B. Schwankungen durch den Empfa¨nger) auszugleichen. Eine nachfolgen-
de Schwellwert-Entscheidung selektiert mo¨gliche Pulsar-Kandidaten fu¨r eine erneute
Analyse bzw. Nachbeobachtung. Da bei sehr kleiner De-Dispersion besonders viele
Sto¨rungen detektiert werden, hat die Einzelpuls-Suche nur eine gute Empfindlichkeit
ab mittleren DM-Werten. Alternativ kann eine Suche nach Einzelpulsen auch in je-
dem Filterbank-Kanal durchgefu¨hrt und die Detektionen durch Plausibilita¨tspru¨fun-
gen mit anderen Kana¨len besta¨tigt bzw. verworfen werden.
Abschließend, und unabha¨ngig von der Suchmethode, werden die Filterbank-Si-
gnale, entsprechend der Kandidaten-Liste, erneut de-dispergiert und mit der gefun-
denen Periode gefaltet. Das Ergebnis dieser Faltung, das eine Optimierung des S/N
durch feine Variationen von DM und der Periode einschließt, wird nach verschiede-
nen Kriterien untersucht (siehe Abbildung 5.2), um eventuelle Sto¨rungen von realisti-
schen Detektionen zu selektieren. Vielversprechende Kandidaten sind anschließend
Gegenstand weiterer Beobachtungen.
5 Durch Variation der Zeitkonstante und eine zusa¨tzliche Gewichtung der Mittelwertbildung,
la¨ßt sich die Suchempfindlichkeit fu¨r bestimmte Periodenbereiche verbessern.
122 KAPITEL 5. SOFTWARE ZUR PULSAR-SUCHE
Abbildung 5.2:
Ergebnisdarstellung einer Pulsar-Suche mit PSE++ und dem Pulsar2000-Backend am
Beispiel des Bina¨r-Pulsars PSR J1012+5307.
Deutlich ist im Grauplot auf der linken Seite der Phasenverlauf von J1012+5307 zu
sehen, der durch den Doppler-Effekt beeinflußt wird. Das Fenster unten links zeigt den
Verlauf der Dispersion im Bereich (0 ≤ DM ≤ 100 pc cm−3) und in der rechten Ha¨lfte ist
der Pulsar in Frequenzabha¨ngigkeit und das mittlere Pulsprofil zu sehen.
5.2 Suchmethode: Fast Folding Algorithmus (FFA)
Die auffallendste Eigenschaft von Pulsaren ist ihre hohe Periodengenauigkeit, deren
Erkennung die Hauptaufgabe einer Pulsar-Suche darstellt. Weil viele Pulsare derart
schwache Pulse emittieren, die im allgemeinen Rauschen der Messung nicht erkenn-
bar wa¨ren, wird das Empfa¨ngersignal mit sich selbst im Abstand der Pulsar-Periode
gefaltet, um den Puls im Vergleich zum Rauschen zu versta¨rken. Die Verbesserung
des S/N resultiert aus der inkoha¨renten Addition des zufa¨lligen Rauschens und der
– bei korrekter Pulsar-Periode – koha¨renten Summation des Pulsar-Signals. Unter
der Annahme von gleichartigen Pulsen in Bezug auf Puls-Amplitude und -Breite,
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wenn M die Anzahl der Pulse einer Zeitreihe angibt.
Das Falten einer Zeitreihe mit N diskretisierten Meßwerten (dn) und der Periode P




dj+kP , 0 ≤ j < P (5.2)
beschrieben. Das Ergebnis der Faltung ist die Zeitreihe sj mit P Elementen. Da in
den seltesten Fa¨llen die Abtastung ein ganzzahliges Vielfaches der Periode sein wird
– insbesondere wenn die Periode zuna¨chst noch unbekannt ist – muß auch die Divi-
sion (N/P) in Ausdruck 5.2 nicht zwingend zu einem ganzzahligen Ergebnis fu¨hren.
Die Berechnung wird vielmehr mit dem Meßwert fortgefu¨hrt, der den geringsten
Abstand zum berechneten Wert besitzt. Aus dieser U¨berlegung heraus ergibt sich
auch die maximale Anzahl von mo¨glichen Faltungen einer Zeitreihe mit N Meßwer-
ten, die nicht das gleiche Faltungsergebnis liefern zu ∼ N/2. Der Periodenbereich
wird hierbei auf der einen Seite durch die Nyquist-Frequenz auf Pmin = 2N ∆t und
am anderen Ende auf Pmax = N/2 ∆t begrenzt. Eine Faltung mit P > Pmax ist
zwar mathematisch erlaubt, aber wenig sinnvoll, da es in diesen Fa¨llen zu keiner
Pulsversta¨rkung mehr kommen kann.
Eine gute Mo¨glichkeit zum Auffinden eines unbekannten periodischen Signals in-
nerhalb eines Rauschteppichs wa¨re die Faltung der Zeitreihe mit allen mo¨glichen
Perioden, die ein unterschiedliches Faltungsresultat liefern. Diese Methode ist je-
doch fu¨r große Datenmengen mit einigen Millionen Meßwerten unpraktikabel, weil
der Rechenaufwand schnell ins Unermeßliche ansteigt. Alleine die Faltung fu¨r eine
Periode (Ausdruck 5.2) beno¨tigt bereits N Additionen6; eine vollsta¨ndige Durchsu-
chung mit N/2 Faltungen erfordert somit N2/2 Summationen, die selbst mit den
heutigen Rechnern nicht praktikabel ist.
Ein Ausweg aus dieser Situation ist der Fast Folding Algorithmus (FFA), der
aufgrund seiner Struktur gleiche Additionen vermeidet, und so, mit erheblich ge-
ringerem Rechenaufwand, die gleichen Ergebnisse liefert, wie die wiederholte Be-
rechnung der Faltung fu¨r ein Periodenintervall (Staelin 1969). Wie Abbildung 5.3
6 Die exakte Anzahl von Additionen ist N − P . Weil in der Regel jedoch N À P gilt, ist die
Verallgemeinerung auf N zula¨ssig.
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Abbildung 5.3:
Struktur des Fast Folding Algorithmus (FFA)
Das Flußdiagramm zeigt die FFA mit 16 Elementen, die zu vier Datensa¨tzen, mit den
Perioden (4, 4 1/3, 4 2/3 und 5), kombiniert werden. Die großen Zahlen in den Ka¨stchen
bezeichnen die Position des Elements und die kleinen Nummern an den Verbindungs-
pfeilen geben die Verschiebung der Elementposition vor der Addition an. Das Prinzip der
Datenkombination fu¨r die ersten vier Ergebnisse ist zusa¨tzlich noch einmal farbig
eingezeichnet.
zeigt, hat der Fast Folding Algorithmus die Struktur eines bina¨ren Baums, d.h. die
Ergebnisse jeder neuen Verarbeitungsstufe bestimmen sich aus den beiden Werten
der vorherigen Stufe. Durch diesen Aufbau wird auch ersichtlich, daß die FFA nur
wenig tempora¨ren Speicher beno¨tigt, weil die (Zwischen-)Ergebnisse die Ausgangs-
werte u¨berschreiben du¨rfen.
Das in Abbildung 5.3 dargestellte Beispiel fu¨r N = 16 Werte beno¨tigt fu¨r vier
Faltungen im Bereich (4 ≤ P ≤ 5) 32Additionen. Eine Berechnung ohne die FFA
wu¨rde zum Vergleich 48Additionen erfordern. Wa¨hrend der Aufwand also bei der
brute force Methode mitN2 wa¨chst, betra¨gt er durch die FFA nurN log2N , wodurch
sich auch große Datenmengen in vertretbaren Rechenzeiten analysieren lassen7.
7 An dieser Stelle muß erwa¨hnt werden, daß bei den heutigen Mikroprozessoren, die pro System-
takt mehrere Operationen ausfu¨hren ko¨nnen, der Zeitaufwand fu¨r eine Addition nicht mehr die
gleiche Bedeutung hat wie vor 20 Jahren. So kostet heute ein fehlender Cache-Wert vergleichsweise
mehr Zeit als viele Additionen. Moderne Implementierungen der FFA sind daher in ihrem Aufbau
anders strukturiert (Korpela et al. 2000, Dan Werthimer, perso¨nliche Mitteilung).
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Abbildung 5.4:
Ergebnis einer FFA-Suche am Beispiel von PSR B0355+54 (P = 156, 382ms).
Jedes Kreuzchen markiert das Signal-zu-Rauschverha¨ltnis in Abha¨ngigkeit von der
Periode P und der Dispersion DM . Die vertikale Anordnung der Markierungen bei der
Pulsar-Periode entstehen durch verschiedene Dispersionsschritte.
Ein weiterer Vorteil des FFA-Verfahrens bietet sich durch die einfache Paralle-
lisierung auf Mehrprozessor-Rechnern an. Wie Abbildung 5.3 zeigt, ließe sich der
Algorithmus sehr gut auf 2 oder 4 Prozessoren verteilen, weil die Verarbeitungs-
schritte nur auf vorherige Daten zugreifen. Synchronisationen mu¨ssen daher nur
unmittelbar vor einer neuen Verarbeitungstufe erfolgen.
Abbildung 5.4 zeigt das Ergebnis einer FFA-Suche fu¨r verschiedene Dispersions-
werte im Periodenbereich (100ms ≤ P ≤ 200ms). Der deutliche Anstieg des S/N
bei P ≈ 156ms markiert den Pulsar B 0355+54.
Die Programme zur Pulsar-Suche nach der FFA-Methode sind von Peter Mu¨ller
(MPIfR) in Fortran fu¨r verschiedene Rechnerarchitekturen entwickelt worden und
werden in P. Mu¨ller et al. (2004) genauer beschrieben.
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5.3 Suchmethode: Fast Fourier Transform (FFT)
Bei der Fourier Transformations-Methode wird die Suche nach periodischen Signal-
anteilen nicht direkt im Zeitbereich – wie bei der FFA – durchgefu¨hrt, sondern
im berechneten Frequenzspektrum des empfangenen Signals. Hierzu werden die de-
tektierten und abgetasteten Meßwerte zuna¨chst Fourier transformiert und anschlie-
ßend das komplexe Frequenzspektrum durch Addition der Quadrate von Real- und
Imagina¨r-Anteil zu einem Leistungsspektrum umgeformt. Aufgrund des Nyquist-
Theorems umfaßt das Spektrum den Frequenzbereich von fmin = 0Hz (DC-Anteil)
bis fmax = (2∆t)
−1Hz.
Die diskrete Fourier-Transformation (DFT) eines abgetasteten Zeitsignals s(ti)





−j2pifkti (ti+1 − ti), 0 ≤ k < N. (5.3)
Wie eine Betrachtung von (5.3) zeigt, ist die Zeit fu¨r die Berechnung der Amplituden
von N sinusfo¨rmigen Komponenten proportional zu N2, der Anzahl der notwendigen
Multiplikationen. Auch mit den heutigen Computern ist diese hohe Zahl von Multi-
plikationen wenig praktikabel, so daß allgemein die schnelle Fourier Transformation
(FFT) zum Einsatz kommt, deren Rechenzeit proportional N log2N ist (Cooley &
Tukey 1965).
Die ersten Pulsar-Suchen mit der FFT-Methode wurden von Lovelace et al. (1969)
am 300-Meter Arecibo-Teleskop durchgefu¨hrt, wobei Datenblo¨cke von 16384 Meß-
werten Fourier transformiert und die Spektren durch Schwellwertvergleiche auf Fre-
quenzspitzen untersucht wurden. Eine Beru¨cksichtigung und gesonderte Behandlung
der harmonischen Frequenzanteile (Abschnitt 5.3.1) gab es bei diesen ersten digita-
len Pulsar-Suchen zuna¨chst nicht.
Weil die von Pulsaren emittierten Pulse oft nur eine Breite von wenigen Pro-
zent der Periode haben, entha¨lt das Spektrum eines Pulsars, neben einer Spitze bei
der Pulsar-Frequenz 1/P (Grundschwingung), auch viele weitere harmonische Fre-
quenzanteile bei 2/P , 3/P usw. Die Anzahl der harmonischen Frequenzspitzen sowie
deren Amplituden wird nicht nur von der Pulsbreite W , sondern auch durch Form
und Intensita¨t des Pulses beeinflußt. Bei einem typischen Pulsar betra¨gt die Anzahl
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Aus dieser Beziehung ergibt sich, daß bei der Pulsar-Suche die ersten ∼16 Harmo-
nischen mit beru¨cksichtigt werden sollten, um die Empfindlichkeit zu maximieren.
5.3.1 Harmonische Summation
Ein Verfahren, welches die harmonischen Spektralanteile bei der Pulsar-Suche mit
einbezieht, nennt sich harmonische Summation (Lyne 1989, Nice et al. 1995). Durch
inkoha¨rentes Summieren der Spektren werden verschiedene Harmonische, deren ge-
meinsame Eigenschaft ihr gleicher Abstand ist, so aufeinander addiert, daß sich
hierdurch das Signal-zu-Rauschen verbessert. Bei vielen schwachen Pulsaren ist eine
Detektion erst nach diesem Prozeß mo¨glich.
Abbildung 5.5 zeigt das Prinzip des harmonischen Addierens.
1. Jeder Wert an der Position n (0 ≤ n < N/2) des Original-Spektrums wird zu
dem Wert an der Stelle 2n addiert. Das so erzeugte neue Spektrum (B) erha¨lt
damit ein um
√
2 besseres S/N, weil sich das Signal (Harmonische) anna¨hernd
verdoppelt hat – das zufa¨llige Rauschen aber nur um den Faktor
√
2 ansteigt.
2. Jeder Wert an der Stelle n (0 ≤ n < N/4) des Original-Spektrums wird zu
den Werten an den Positionen 4n und 4n/3 addiert und anschließend auf das
Spektrum (B) summiert. Das neu erzeugte Spektrum (C) hat ein um den
Faktor 2 besseres S/N im Vergleich zum Original-Spektrum.
3. Jeder Wert an der Position n (0 ≤ n < N/8) des Original-Spektrums wird
zu den Werten an den Stellen 8n, 8n/3, 8n/5 und 8n/7 addiert und anschlie-
ßend auf das Spektrum (C) summiert. Das neu erzeugte Spektrum (D) erha¨lt
hierdurch ein um den Faktor 2
√
2 besseres S/N im Vergleich zum Original-
Spektrum.
4. Jeder Wert an der Stelle n (0 ≤ n < N/16) des Original-Spektrums wird zu den
Werten an den Positionen 16n, 16n/3, 16n/5, 16n/7, 16n/9, 16n/11, 16n/13
und 16n/15 addiert und anschließend auf das Spektrum (B) summiert. Das
so erzeugte Spektrum (E) hat ein um den Faktor 4 besseres S/N im Vergleich

























Prinzip des “Harmonischen Summierens”.
Zur Addition von Grundfrequenz und der zweiten Harmonischen ©C wird die untere
Ha¨lfte des Spektrums ©A um das Doppelte gedehnt ©B und auf das Ausgangsspektrum
©A summiert. Da sich das zufa¨llige Rauschen bei diesem Prozeß nur um den Faktor √2
erho¨ht – der periodische Anteil aber anna¨hernd verdoppelt wird – vergro¨ßert sich der
Abstand zwischen Signal und Rauschen (S/N).
zum Original-Spektrum, wenn man gleiche Sta¨rke der Harmonischen und ein
ideal zufa¨lliges Rauschen voraussetzt.
Dieser mathematische Prozeß la¨ßt sich in gleicher Weise auch fu¨r ho¨here harmoni-
sche Frequenzanteile fortfu¨hren. Voraussetzung hierfu¨r ist jedoch eine sehr schnelle
Signalabtastung, um alle relevanten Harmonischen auch zu erfassen. Als Beispiel sei
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Spektrum: Original B C D E





Signalverbesserung (hsum = 1) 1 1 1 1 1
Signalverbesserung (hsum = 2) 1 2 2 2 2
Signalverbesserung (hsum = 4) 1 2 4 4 4
Signalverbesserung (hsum = 8) 1 2 4 8 8
Signalverbesserung (hsum = 16) 1 2 4 8 16
































Erho¨hung des Signal-zu-Rauschverha¨ltnisses durch harmonisches Summieren.
Die Berechnungen beziehen sich auf gleich große Amplituden der ersten 16
harmonischen Frequenzanteile und auf ideal inkoha¨rentes Rauschen.
der Millisekunden-Pulsar PSR B1937+21 mit einer Periode von P = 1.56ms be-
trachtet. Um bei diesem Pulsar auch noch die 32. Harmonische zu erfassen, mu¨ßten
die detektierten Empfa¨ngersignale mit fsamp = 2 × 32/P ≈ 41 kHz (tsamp ≈ 25µs)
digitalisiert werden – die anfallende Datenmenge wa¨re mit den heutigen Computern
kaum zu analysieren. Umfangreiche Testbeobachtungen von bekannten Pulsaren, mit
unterschiedlichen Pulsbreiten und Formen, in Effelsberg zeigten zudem, daß nur in
wenigen Fa¨llen eine weitere Verbesserung des S/N durch Beru¨cksichtigung weiterer
ho¨herer Signalanteile erreicht wird.
Tabelle 5.1 gibt die Erho¨hung von Signal und Rauschen sowie den Gewinn im
Signal-zu-Rauschverha¨ltnis fu¨r jeden Prozeß-Schritt bei der harmonischen Summa-
tion an.
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5.4 De-Dispersion
Durch das interstellare Medium (ISM) erhalten die Signale zwischen Pulsar und
Teleskop eine unterschiedliche Gruppenlaufzeit, die sich beim Beobachter durch eine
Pulsverbreiterung bemerkbar macht: Die bei ho¨heren Frequenzen emittierten Pulse
durchlaufen das ISM schneller und erreichen deshalb den Beobachter eher als die
Signale bei niedrigeren Frequenzen (siehe auch Abschnitt 1.3.1 ab Seite 15). Die
Verzo¨gerung ∆tdisp (ms) zwischen zwei Signalen der Frequenzen νhi (MHz) und νlo
(MHz) bei gegebenem DM (cm−3 pc) berechnet sich zu
∆tdisp = 4.15× 106 × (ν−2lo − ν−2hi ) × DM . (5.5)
Die dispersionsbedingte Pulsverbreiterung la¨ßt sich durch schmalere Empfa¨nger-
bandbreiten bzw. ho¨here Beobachtungsfrequenzen verkleinern oder durch eine ko-
ha¨rente (Abschnitt 2.4.1) oder inkoha¨rente (Abschnitt 2.4.2) De-Dispersion minimie-
ren. Fu¨r die Pulsar-Suche wird aufgrund der schnelleren Berechnung die inkoha¨ren-
te De-Dispersionstechnik eingesetzt, die eine Aufspaltung der Empfa¨ngerbandbrei-
te in mehrere Kana¨le durch eine Filterbank erfordert. Die Meßwerte der einzelnen
Filterbank-Kana¨le werden entsprechend Ausdruck 5.5 gegeneinander verschoben und
anschließend zu einer Zeitreihe aufsummiert (Abbildung 5.6).
Weil bei der Pulsar-Suche das Dispersionsmaß ein weiterer unbekannter Wert ist,
muß die Suche fu¨r sa¨mtliche DMs im Bereich (0 ≤ DM ≤ DMmax8) wiederholt wer-
den. Hierbei bestimmt die Dispersionsverzo¨gerung tDM in den Filterbank-Kana¨len
den na¨chsten (sinnvollen) Dispersionsschritt
tDM = 8.3× 106DM ∆ν
ν3
. ∗∗ (5.6)
Die Berechnung einer De-Dispersion erfordert bei Nfb Filterbank-Kana¨len und N
Meßwerten (Nfb − 1)×N Additionen. Bei (N − 1) mo¨glichen Dispersionsschritten
ist die Rechenzeit also proportinal zu N2, der Anzahl an Additionen. Ganz a¨hnlich
wie bei der FFA (Abschnitt 5.2) lassen sich jedoch viele doppelte Additionen durch
eine Baumstruktur verhindern.
8 Eine grobe Abscha¨tzung fu¨r das maximal zu erwartende Dispersionsmaß ergibt sich mit der
galaktischen Breite b (deg) aus der Beziehung DMmax ≤ 30.0/ sin (|b|) (Lorimer 2001b).
∗∗ Ausdruck 5.6 wurde von (5.5) abgeleitet und ist nur gu¨ltig fu¨r ∆ν ¿ ν.
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a) Durch Dispersion im interstellaren Medium erreichen die Pulse den Beobachter
frequenzabha¨ngig verzo¨gert, wodurch es zu einer Verbreiterung der empfangenen
Pulse kommt.
b) Mit einer Aufteilung der Empfa¨ngerbandbreite in mehrere schmale Kana¨le und
einer anschließenden Verzo¨gerung der ho¨heren Frequenzen, lassen sich die
empfangenen Pulse de-dispergieren und das Signal-zu-Rauschen verbessern.
5.4.1 Der Tree-Algorithmus
Wie Ausdruck 5.5 zeigt, verha¨lt sich die Dispersionsverzo¨gerung tdisp proportional
zu ν−2. In kleinen Bereichen ist eine Anna¨herung durch eine lineare Funktion jedoch
zula¨ssig, wodurch sich der Rechenaufwand erheblich verkleinern la¨ßt. Abbildung 5.7
zeigt die Struktur des sogenannten Tree-Algorithmus (Taylor 1974) zur Berechnung
von n de-dispergierten Zeitreihen aus n Filterbank-Kana¨len. A¨hnlich wie bei der
FFA-Methode, ergibt sich auch beim Tree-Algorithmus jedes Zwischenergebnis aus
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min(f     )






















Struktur des Tree-Algorithmus fu¨r 8Eingangskana¨le.
Durch konstante Verzo¨gerungen (τ) werden aus N Eingangssignalen N de-dispergierte
Zeitreihen berechnet. Die großen Zahlen repra¨sentieren den Filterbank-Kanal;
die kleinen Indizes die Anzahl der Verzo¨gerungen um τ .
den zwei vorherigen Werten, womit auch wieder eine speichersparende in-place Ver-
arbeitung mo¨glich ist. Die in Abbildung 5.7 dargestellte Grundform de-dispergiert
die Eingangskana¨le von DM = 0 bis zum Diagonal-DM , d.h. jeder Meßwert ist
genau um eine Verzo¨gerung τ zum Nachbarkanal verschoben. Sind gro¨ßere Disper-
sionsmaße verlangt, kann τ um m × tsamp vergro¨ßert oder mehrere Eingangswerte
zusammengefaßt werden, bevor der Tree-Algorithmus erneut durchlaufen wird. Bei
mehr als 8Kana¨len la¨ßt sich der Algorithmus durch horizontales Spiegeln erweitern.
Wa¨hrend der Aufwand bei der konventionellen Methode mit N2 ansteigt, erfor-
dert der Tree-Algorithmus nur N log2N Additionen. Erwa¨hnt sei an dieser Stel-
le, daß auch die Adreßrechnung fu¨r die Verschiebung der Eingangsdaten CPU-Zeit
beno¨tigt und der Algorithmus nur dann effizient arbeiten kann, wenn die Daten von
allen Filterbank-Kana¨len vollsta¨ndig in den Arbeitsspeicher des Rechners passen.
Vor allem im letzten Punkt liegt die Hauptbegrenzung des Algorithmus, denn die
Suche nach Millisekunden-Pulsaren mit vielen Filterbank-Kana¨len sprengt schnell
die Speichergrenze heutiger Computer.
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5.5 Einzelpuls-Suche
Untersuchungen von Einzelpulsen bei mehreren Pulsaren zeigten eine deutliche Va-
riation der Puls-Amplituden im Vergleich zur mittleren Puls-Sta¨rke (Wielebinski
1968, Hesse & Wielebinski 1974, Ritchings 1976) und teilweise ein vo¨lliges Aus-
bleiben von einzelnen Pulsen (pulse nulling) (Backer 1970). Die Folge von diesen
Schwankungen ist, daß eine Perioden-Suche nicht immer erfolgreich sein muß und
insbesondere langperiodische Pulsare bei kurzen Integrationszeiten nur schwer zu er-
kennen sind (Nice 1999). Aber auch eine limitierte zeitliche Auflo¨sung bei der Instru-
mentierung (z.B. Detektoren, Pulsar-Backend) erschwert die Suche nach schnellen
Pulsaren, da durch die Nichterfassung von ho¨heren harmonischen Signalanteilen die
Empfindlichkeit stark beeintra¨chtigt wird. So wurde der Crab-Pulsar als klassisches
Beispiel nicht aufgrund seiner periodischen Emission, sondern durch seine starken
Einzelpulse entdeckt (Staelin & Reifenstein (1968)).
Wa¨hrend die Pulsvariationen bei normalen Pulsaren nur um wenige Faktoren
schwanken, wurden bei bisher sechs9 Pulsaren sogenannte Giant Pulses (GPs) ent-
deckt:
1. PSR B0531+21 (Staelin & Sutton 1970, Lundgren et al. 1995)
2. PSR B1937+21 (Cognard et al. 1996)
3. PSR B1821-24 (Romani & Johnston 2001)
4. PSR B0540-69 (Johnston & Romani 2003)
5. PSR B1957+20 (Joshi et al. 2003)
6. PSR J 0218+4232 (Joshi et al. 2003)
GPs bezeichnen gelegentliche Pulse, die eine zwischen 10 und ≥ 100 Mal gro¨ße-
re Flußdichte aufweisen als die mittlere Puls-Intensita¨t und oftmals eine deutlich
schmalere Pulsbreite besitzen (Hankins & Rickett 1975, Hankins et al. 2003, Jessner
et al. 2004).
Um auch dieses aperiodische Verhalten von Pulsaren zu beru¨cksichtigen, bie-
tet sich, als Erga¨nzung zur u¨blichen Perioden-Suche, eine Suche nach Einzelpulsen
an (Nice 1999, Cordes & McLaughlin 2003). Zwei verschiedene Methoden wurden
hierbei im Rahmen der PSRsearch-Software fu¨r die Pulsar-Suche in Effelsberg
entwickelt und getestet.
9 Giant Pulses in PSR B1112+50 (Ershov & Kuzmin 2003) konnten bisher nicht zuverla¨ssig
besta¨tigt werden
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(A) Jeder Filterbank-Kanal wird nach Subtraktion eines laufenden Mittelwerts auf
ein konstantes RMS normiert. In einem na¨chsten Schritt erzeugt ein angepaß-
tes matched filter (North 1963) fu¨r jeden Kanal eine Liste, in der jeder Puls,
der eine zuvor gesetzte Schwelle u¨berschreitet, mit Intensita¨t und Position in
der Zeitreihe vermerkt wird. Eine anschließende Korrelation dieser Listen fu¨r
verschiedene DMs erzeugt eine Statistik u¨ber die Anzahl der erkannten Pul-
se, in Abha¨ngigkeit zum Dispersionsmaß. Diese Art der Pulserkennung kann
fu¨r verschiedene Signalschwellen (eine guter Wert liegt bei σ ≈ 4) wiederholt
werden, wobei auch die Zeit bei der Gewichtung des matched filters variiert
werden sollte.
(B) Bei dem zweiten getesteten Verfahren werden die Filterbank-Kana¨le, wie bei
der Suche nach Perioden, zuna¨chst fu¨r eine Vielzahl von verschiedenen Werten
de-dispergiert. Auch bei dieser Methode erzeugt ein angepaßtes matched filter
wieder eine Liste von Pulsar-Kandidaten, die eine gesetzte Schwelle u¨berschrei-
ten. Durch die vorherige De-Dispersion vermeidet diese Methode jedoch viele
Fehldetektionen durch RFI-Einflu¨sse, sobald das DM einen etwas gro¨ßeren
Wert angenommen hat.
Bei beiden Verfahren ist eine anschließende Inspektion der gefundenen Detektio-
nen “per Hand” zwingend erforderlich, weil viele Pulse durch Sto¨rungen produziert
werden. Ein abschließendes Urteil, welche Methode die bessere ist, kann nicht ge-
geben werden, da sich je nach beobachtetem Pulsar, mal das eine, mal das andere
Verfahren als vorteilhafter herausstellte.
Eine Einzelpuls-Suche wurde in der Vergangenheit (Davies & Large 1970, Nice
1999), wie aber auch in aktuellen Such-Projekten immer wieder eingesetzt (McLaugh-
lin et al. 2001, 2004).
Durch die VFC-Digitalisierung in Effelsberg ist eine Einzelpuls-Suche auf jeden
Fall sinnvoll, denn das Verfahren profitiert erheblich von der hierbei erreichbaren
hohen Dynamik. Aus diesen Gru¨nden wird die Suche nach Einzelpulsen auch in-
nerhalb der PSRsearch-Software bei jeder Beobachtung automatisch mit durch-
gefu¨hrt, jedoch nur bei den 6 cm-Messungen ausgewertet, da bei anderen Frequenzen
die fehlerhaften Detektionen durch RFI zu hoch sind.
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5.6 Suche nach Pulsaren in Bina¨r-Systemen
Bei den bisherigen Betrachtungen war die sehr genaue Pulsperiode das Erkennungs-
zeichen fu¨r einen Pulsar. Spa¨testens nach der Entdeckung des Bina¨r-Pulsars PSR
B1913+16 (Hulse & Taylor 1974) war jedoch klar, daß sich Pulsare auch in Syste-
men mit anderen Sternen befinden ko¨nnen und die beobachtete Periode, durch die
Orbitalbewegung und den Doppler-Effekt, beeinflußt wird. Fu¨r die Pulsar-Suche ist
dies von entscheidender Bedeutung, denn es ist offensichtlich, daß ein Drift in der
Periode zu einer Verbreiterung der Frequenzspitzen im Fourier-Spektrum fu¨hrt und
hierdurch die Suchempfindlichkeit verschlechtert wird (Abbildung 5.8).







Bei Annahme einer konstanten Beschleunigung a des Pulsars11 auf dem Sehstrahl






wenn c die Lichtgeschwindigkeit und P die Rotationsperiode des Pulsars ist.
Bei den Bina¨r-Systemen, die eine kurze Orbital-Periode Torb haben, oder bei lan-
gen Beobachtungszeiten Tobs ist die Annahme einer konstanten Beschleunigung a
nicht mehr ausreichend. In diesen Fa¨llen kommt es im Fourier-Spektrum zu einer
Aufteilung der Signalenergie auf mehrere Frequenz-Bins und hierdurch zu einer Re-
duzierung der Signalho¨he, wodurch sich das Verha¨ltnis zwischen Signal und Rau-
schen verschlechtert.
Um den Verlust an Empfindlichkeit durch den Doppler-Effekt bei Pulsaren in
Bina¨r-Systemen zu mindern, wurden unterschiedliche Verfahren entwickelt (Middle-
ditch & Kristian 1984, Anderson et al. 1990, Johnston & Kulkarni 1991, Wood et al.
1991, Ransom 2001b, Ransom et al. 2002, Middleditch 2004, Faulkner et al. 2004),
die sich nach der Art der Doppler-Korrektur in zwei Hauptgruppen aufteilen lassen:
10 ∆fbin ist genau betrachtet ein frequenz-diskreter Wert, weil Tobs ein Vielfaches der Abtastrate
tsamp sein muß!
11 Fu¨r kurze Beobachtungszeiten Tobs oder lange Orbital-Perioden Torb darf die Bahngeschwin-
digkeit ∆V als gleichfo¨rmig beschleunigt betrachtet werden (siehe Abbildung 5.8 b) ).











a) Ein isolierter Pulsar erzeugt im Fourier-Spektrum eine schmale Spitze bei der
Frequenz 1/P
b) Durch die Bewegung in einem Bina¨r-System wird die Pulsar-Periode aufgrund des
Doppler-Effekts beeinflußt. Beim Beobachter bewirkt dies eine Verbreiterung der
Signalspitze im Fourier-Spektrum und dadurch eine Verschlechterung des S/N.
• Doppler-Korrektur im Zeitbereich (Abschnitt 5.6.1)
• Doppler-Korrektur im Frequenzbereich (Abschnitt 5.6.2)
5.6.1 Korrekturen im Zeitbereich
Die Intension bei einer Doppler-Korrektur im Zeitbereich ist ganz a¨hnlicher Natur
wie bei der Verminderung der Dispersion: Es wird nicht direkt nach dem richtigen
Wert – wie bei der Pulsperiode – gesucht, sondern indirekt, durch Variation des Pa-
rameters, der passendste Wert ermittelt. Fu¨r die Doppler-Korrektur bedeutet dies,






























Ergebnisse einer Beobachtung des Bina¨r-Pulsars PSR B1913+16 mit dem 305-Meter
Arecibo-Teleskop. (Abbildung aus Lorimer (2001a))
a) Das Falten mit einer konstanten Periode, ohne Beru¨cksichtigung des
Doppler-Effekts, bewirkt eine Verschiebung der Puls-Phase wa¨hrend der
Beobachtungszeit und dadurch eine Verbreiterung des integrierten Pulsprofils.
b) Die gleiche Beobachtung nach Anwendung der Doppler-Korrektur. Deutlich ist die
gute Profilrekonstruktion und das erheblich bessere Signal-zu-Rauschverhalten zu
erkennen.
daß die de-dispergierten Zeitreihen fu¨r mehrere Beschleunigungswerte a ≤ |amax| ge-
dehnt bzw. gestaucht werden, bevor eine FFT-/FFA-Analyse zum Einsatz kommt.
Hierzu werden die mit der Abtastzeit tsamp aufgezeichneten Daten, durch Anwen-








Bei diesem Ausdruck beschreibt v(t) die momentane Bahngeschwindigkeit des Pul-
sars aus Sicht des Beobachters und τint eine Konstante, die fu¨r die Umschreibung der
Daten in das neue Zeitgefu¨ge angepaßt werden kann. Da die abgetasteten Meßwerte
zeit-diskrete Daten sind, der Doppler-Ausdruck (5.9) aber eine kontinuierliche Zeit
liefert, wird bei der Umsortierung interpoliert und immer das Datum verwendet, was
den geringsten Fehler verursacht. Bei der Suchsoftware PSRsearch (Abschnitt 5.8)
wird zusa¨tzlich die Konstante τint so dimensioniert, daß fu¨r den Wert an der Stelle
N/2 die Bedingung τ(t) = tsamp gilt und die Daten zu den beiden Seiten hin gedehnt
bzw. gestreckt werden12.
12 Durch dieses Verfahren bleibt auch die Beobachtungsdauer Tobs unvera¨ndert.
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Unter der Annahme, daß die Beobachtungszeit Tobs kurz im Vergleich zur Orbit-
Periode Porb ist, gilt v(t) = a t und die Meßwerte brauchen nur fu¨r einen weiteren
Parameter – die konstante Beschleunigung a – variiert werden13. In allen ande-
ren Fa¨llen muß zusa¨tzlich auch noch die Ableitung der Beschleunigung a˙ und ggf.
noch weitere Parameter mit einbezogen werden14. Eine vollsta¨ndige koha¨rente Su-
che durch Variation aller fu¨nf Keplerschen-Parameter ist auch mit den derzeitig
schnellsten Computern kaum durchfu¨hrbar.
Abbildung 5.9 zeigt den Hulse-Taylor-Pulsars B 1913+16 fu¨r eine Beobachtungs-
zeit von ∼22 Minuten. Obwohl die Integrationsdauer nur knapp 5% der Orbitzeit
(7:45 Std.) betra¨gt, ist die Pulsverschiebung durch den Doppler-Effekt deutlich zu
erkennen (Grauplotdarstellung in Abb. 5.9 a). Die Folge ist eine Verbreiterung des
integrierten Pulsprofils und eine Verschlechterung des Signal-zu-Rauschverha¨ltnis-
ses. Die theoretische Detektionsgrenze wird erreicht bei 1/∆forb ≥ P , weil in diesen
Fa¨llen der Puls u¨ber eine ganze Pulsar-Periode verschmiert wird und somit kein
Unterschied zwischen Pulsar-Signal und Rauschen mehr erkennbar ist. Empirische
Untersuchungen und Simulationen haben gezeigt, daß die Annahme einer konstan-
ten Frequenzverschiebung nur fu¨r Tobs ≤ Porb/4pi ohne signifikanten Verlust des S/N
durchfu¨hrbar sind (Ransom 2001b).
Abbildung 5.10 zeigt die Effektivita¨t dieses Verfahrens am Beispiel einer Effels-
berg-Beobachtung von PSR J 1012+5307 und der Auswertung mit PSRsearch
(Abschnitt 5.8). Obwohl der Pulsar durch seine große Signalsta¨rke auch mit einer
normalen FFT-Suche gefunden worden wa¨re (S/N ∼ 47, a = 0m s−2), konnte
durch Variation mit einer konstanten Beschleunigung der Detektionswert beinahe
verdoppelt werden (S/N ∼ 88, a = −2.2m s−2).
Die bisher gro¨ßten Erfolge dieses Verfahrens waren die Entdeckung des NS-NS
Systems PSR B2127+11C in M15 (Anderson et al. 1990) sowie das Auffinden von
neun Bina¨r-Pulsaren im Kugelsternhaufen 47 Tucanae (Camilo et al. 2000a). Auch
die ju¨ngste Endeckung des ersten Doppel-Pulsar-Systems PSR J 0737-3039A& B
(Burgay et al. 2003, Lyne et al. 2004), mit einem Orbit von ∼ 2.4 Stunden, unter-
streicht die Wichtigkeit, Suchprogramme fu¨r Bina¨r-Pulsare zu optimieren.
13 Bei der Suche multipliziert sich die Rechenzeit mit jedem weiteren Parameter, der durch
“probieren” gefunden werden muß!
14 Diese mehrdimensionalen Pulsar-Suchen sind extrem rechenintensiv, so daß sie bislang u¨ber-
wiegend in Kugelsternhaufen durchgefu¨hrt wurden, in denen das DM durch einen bekannten Pulsar
eingeschra¨nkt werden kann (Camilo et al. 2000a).
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Abbildung 5.10:
Ergebnis einer Acceleration-Suche mit PSRsearch.
Der Bina¨r-Pulsar PSR J 1012+5307 wurde bei 1.4GHz in Effelsberg fu¨r 30Minuten mit
der PSE++-Erweiterung und dem Pulsar2000-Backend beobachtet. Durch Einbeziehen
einer konstanten Beschleunigung a im Bereich (−10ms−2 ≤ a ≤ +10ms−2), konnte das
S/N von 47 (normale Suche, a = 0ms−2) auf 88 bei a = −2.2ms−2 erho¨ht werden.
5.6.2 Korrekturen im Fourier-Raum
Nachteilig bei der Doppler-Variation im Zeitbereich ist, daß die modifizierten Zeitrei-
hen fu¨r jeden Korrekturschritt erneut Fourier-transformiert und die Spektren nach
harmonischen Anteilen untersucht werden mu¨ssen. Gerade diese Verarbeitungsschrit-
te beno¨tigen bei einer Pulsar-Suche aber die meiste Rechenzeit und definieren damit
auch die Grenzen dieses Verfahrens. So beno¨tigt die Suche nach dem Bina¨r-Pulsar
PSR J 1012+5307 aus Abbildung 5.10 bereits 100 verschiedene Variationsschritte
fu¨r die Beschleunigung a; wollte man zusa¨tzlich auch die erste Ableitung der Be-
schleunigung a˙ mit einbeziehen oder mu¨ßte das Dispersionsmaß noch durch “probie-
ren” ermittelt werden, wa¨ren mehrere Zehntausend Fourier-Transformationen mit
anschließender Spektralanalyse no¨tig.
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“Stack Searches”
Ein sehr einfaches Verfahren zur Reduzierung der Empfindlichkeitsverluste durch
den Doppler-Effekt, unterteilt die de-dispergierten Zeitsignale in mehrere Segmente,
von denen anschließend mit kurzen FFTs das Fourier-Spektrum berechnet wird. In
einem zweiten Schritt werden die Segment-Spektren zu einem gemeinsamen Spek-
trum addiert und nach harmonischen Frequenzspitzen durchsucht. Durch die kurzen






wodurch ein Bina¨r-Pulsar in weniger Frequenz-Bins verschmiert, als es bei einer
langen FFT u¨ber die komplette Beobachtungszeit der Fall wa¨re (van der Klis 1989).
Zusa¨tzlich ko¨nnen die einzelnen Fourier-Spektren vor der Summation noch in ih-
rem Frequenzbereich verschoben werden (inkoha¨rente Addition), womit eine weitere
Empfindlichkeitssteigerung mo¨glich ist.
Weil diese Methode keine konkreten Werte, sondern nur obere Grenzen fu¨r die
Orbital-Periode liefert, mu¨ssen mo¨gliche Pulsar-Kandidaten, mit dem in Abschnitt
5.6.1 beschriebenem Verfahren, genauer untersucht werden, bevor eine Rekonstruk-
tion des Pulsprofils im Zeitbereich mo¨glich ist.
“Phase Modulation Searches”
Fu¨r besonders kurze Orbitzeiten bzw. lange Beobachtungen wurde die Phasen-
modulation- oder Seitenband-Suche von S. Ransom und S. Jouteux15 unabha¨ngig
voneinander entwickelt (Ransom 2001a, Jouteux et al. 2002).
Die Idee bei diesem Verfahren ist es, durch weitere kurze FFTs der bereits Fourier-
transformierten Zeitreihen, die Orbit-Periode Porb direkt im zweiten Frequenzspek-
trum (Orbit-Spektrum) zu suchen. Damit diese Methode funktioniert, muß zuna¨chst
die Bedingung Tobs ≥ Porb gelten, denn nur dann wird die Pulsar-Periode vollsta¨ndig
durch mindestens einen Orbit-Umlauf moduliert. Da sich die modulierte Pulsar-
Periode in erster Na¨herung gut durch eine Schwingung beschreiben la¨ßt, kann auf
15 Jouteux bezeichnet diese Suchmethode als “Partial Coherence Recovery Technique”
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Abbildung 5.11:
Ergebnis der “Phase-Modulation” Suche von einer 7 Stunden Beobachtung des
Kugelsternhaufens Terzan5 mit dem Parkes Teleskop (Nice & Thorsett 1992)
(Grafik aus Ransom (2000) entnommen)
a) Zeigt einen Ausschnitt aus dem Fourier-Spektrum zentriert um die Periode von
PSR B 1744−24A (P = 11.56ms; fPSR = 86.48Hz). Da sich der Pulsar in einem
Orbit befindet, zeigt das Spektrum keine signifikanten Spitzen (σ > 7), weil sich
das Signal auf viele Frequenz-Bins verteilt.
b) Durch eine weitere Fourier-Transformation des Spektrums aus a) ist eine deutliche
Spitze bei der Orbital-Periode Porb = 1.82Std. zu erkennen. Der Pulsar “verra¨t”
sich also durch seine Orbital-Bewegung und nicht – wie bei einer normalen
FFT-Suche – durch seine Pulsperiode.
eine Analyse von harmonischen Signalanteilen im Orbit-Spektrum verzichtet und
eine einfache Frequenzspitzen-Suche durchgefu¨hrt werden.
Durch dieses Verfahren wird also, im Gegensatz zu den bisher vorgestellten Me-
thoden, nicht nach der Pulsar- sondern nach der Orbit-Periode eines Bina¨r-Pulsars
gesucht. Wurde eine Orbit-Periode gefunden, so la¨ßt sich, durch den Ort der zwei-
ten Fourier-Transformation im Original-Spektrum, die Pulsar-Periode einschra¨nken.
Weiterhin kann durch die Ausdehnung der Seitenba¨nder16 im ersten Fourier-Spek-
trum eine Abscha¨tzung der projizierten großen Bahnhalbachse (x ≡ a sin(i)/c)17
vorgenommen und so ein weiterer Kepler-Parameter abgescha¨tzt werden.
Auch wenn die Seitenband-Suche in einer allgemeinen Beschreibung sehr einfach
erscheint, ist ihre Komplexita¨t nicht zu unterscha¨tzen. So beeinflußt die Gro¨ße und
16 in der Technik entspricht dies dem Hub einer Frequenzmodulation
17 a: große Bahnhalbachse, i: Inklination des Orbits, c: Lichtgeschwindigkeit
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der U¨berlappungsgrad der zweiten Fourier-Transformation entscheidend die Such-
empfindlichkeit und muß daher fu¨r mehrere Orbit-Szenarien variiert werden. Zusa¨tz-
lich wird die Empfindlichkeit dieser Methode nicht nur durch die in Abschnitt 6.3





Die Entwicklung dieses Suchverfahrens inklusive einer genauen mathematischen Ana-
lyse der erreichbaren Empfindlichkeit in Abha¨ngigkeit von robs und verschiedenen
Orbit-Exzentrizita¨ten war Gegenstand der Doktorarbeit von Ransom (2001b).
5.7 Sto¨runterdru¨ckung (RFI-Mitigation)
Die Suche nach neuen Pulsaren wird in zunehmendem Maße immer mehr durch
Sto¨rungen der modernen Kommunikations-, Radar- und Satellitentechnik negativ
beeinflußt. Vor allem die neuartigen digitalen U¨bertragungsverfahren (DVB18, GSM19
und DAB20) erzeugen, durch ihre gepulste Radioausstrahlung, ein Spektrum, das –
a¨hnlich dem von Pulsaren – durch viele harmonische Frequenzanteile dominiert ist.
Die Folgen sind ha¨ufige Fehldetektionen bei der Suche, die letztlich zu einer Minde-
rung der Beobachtungsempfindlichkeit fu¨hren.
Abbildung 5.12 a) zeigt eine Pulsar-Beobachtung in Effelsberg mit provozierter
Handy-Benutzung. Bei dieser Messung war das Teleskop bei einer Elevation von
∼ 25◦ in Richtung Steuerraum ausgerichtet, wa¨hrend mehrfach im D- und E-Netz
telefoniert wurde. Deutlich sind die Sto¨rungen im Spektrum zu erkennen, die wie
Pulsar-Signale in mehreren harmonischen Frequenzspitzen auftreten (vgl. Abb. 5.5).
In Abbildung 5.12 b) wird die Beobachtung in gleicher Richtung und Dauer mit
ausgeschaltetem GSM-Handy gezeigt. Eine Zusammenfassung der RFI-Messungen
in Effelsberg bei 1.4 und 4.85GHz gibt Klein (2002b).
Um die besonders betroffenen niedrigen astronomischen Frequenzfenster (ν ≤
3GHz) auch in Zukunft nutzen zu ko¨nnen, wird im Rahmen von CRAF21 ver-
sucht, sich gegen den Druck der Kommunikationsindustrie zu behaupten und die
18 DVB: Digital Video Broadcasting
19 GSM: Global System for Mobile Communications
20 DAB: Digital Audio Broadcasting
21 CRAF: Commitee on Radio Astronomy Frequencies
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Abbildung 5.12:
Frequenzspektrum einer 3.5Minuten Beobachtung bei 1.4GHz mit PSE++/Pulsar2000.
(BW: 2 × 30 × 1.333MHz, tsamp = 100µs, de-dispergiert mit DM = 0 pc cm−3)
a) bei aktivem Betrieb eines GSM-Handys im D- und E-Netz (900 / 1800MHz)
b) bei ausgeschaltetem GSM-Handy
wenigen, fu¨r die Radioastronomie freigehaltenen Frequenzbereiche, zu verteidigen.
Neben diesen Maßnahmen wurden in den letzten Jahren aber auch zunehmend Ver-
fahren entwickelt und getestet, um den Einfluß von RFI22 auf radioastronomische
Beobachtungen zu unterdru¨cken (RFI-Mitigation).
Prinzipiell muß bei Sto¨rungen zwischen RFI durch das Beobachtungssystem (z.B.
durch schnelle Digitaltechnik in Backends und Computern am Observatorium) und
Einflu¨ssen von “Außerhalb” unterschieden werden. Wa¨hrend selbstgemachte Sto¨run-
gen durch eine sensiblere Auswahl von Komponenten und Schirmungen verhindert
werden ko¨nnen, bedingen externe RFI-Einflu¨sse spezielle analoge und digitale Fil-
tertechniken. Insbesondere in den digitalen Filterverfahren, die sich je nach Typ des
Radioteleskops (Single-Dish, Interferometer, VLBI) erheblich unterscheiden, liegt
ein enormes Potential bei der Erkennung und Beseitigung von RFI.
Grundlage dieser Verfahren sind hohe Zeit-, Frequenz- und ggf. Phasenauflo¨sungen
der Empfangsdaten (Fridman 2001). Mittels adaptiver Algorithmen, die auf Ver-
gleiche von Beobachtungssegmenten im Zeit- und Frequenzbereich beruhen, lassen
sich gesto¨rte Regionen erkennen und – je nach Strategie – durch Nachbarbereiche
22 RFI: Radio Frequency Interference
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oder synthetisiertes Rauschen auffu¨llen. Eine Zusammenfassung der fu¨r die Radio-
astronomie entwickelten Methoden zur Erkennung und Beseitigung von RFI wird in
Fridman & Baan (2001) gegeben.
Fu¨r die Pulsar-Suche wurden zwei Methoden entwickelt, die in der Regel in Kom-
bination eingesetzt werden:
• Zum einen ko¨nnen systematische Sto¨rungen23, die unabha¨ngig von Zeit und
Beobachtungsrichtung auftreten, in Tabellen gesammelt und wa¨hrend der Da-
tenanalyse zum Maskieren von Bereichen im Spektrum herangezogen werden.
Die so gekennzeichneten Frequenzen lassen sich mit RMS-angepaßtem Rau-
schen fu¨llen, wodurch Fehldetektionen in der anschließenden harmonischen
Analyse (Abschnitt 5.3.1) verhindert werden.
• Die zweite Methode nutzt die Dispersionseigenschaft von Pulsar-Signalen, um
Sto¨rer zu erkennen und zu markieren. Hierzu werden die Filterbanksignale der
einzelnen Kana¨le ohne zeitliche Verschiebung (DM = 0 pc cm−3) addiert. Weil
terrestrische Sto¨rer24, aufgrund ihrer lokalen Na¨he, keine frequenzabha¨ngige
Phasenverschiebung erfahren, erscheinen sie bei DM = 0, im Gegensatz zu
dispergierten Pulsar-Signalen, besonders deutlich. Aus den Frequenzspitzen,
die eine festgelegte Schwelle im Spektrum bei DM = 0 u¨berschreiten, la¨ßt sich
automatisch eine Liste generieren, die bei der weiteren Analyse des Datensatzes
als Spektralfilter verwendet wird.
Eine Pulsar-Suche bei Frequenzen ≤ 1.5GHz, ohne Anwendung der beschriebe-
nen Verfahren zur Ausfilterung von Sto¨rern, ist in der heutigen Zeit kaum mehr
denkbar. Wa¨hrend vor mehr als 10 Jahren die Hauptaufgabe einer guten Suchsoft-
ware noch darin bestand, schwache Pulsarsignale im Rauschen zu finden, heißt die
Herausforderung heute, Pulsar-Signale von Sto¨rern zu trennen.
Dies spiegelt sich auch in der Entwicklungsarbeit zu dem Suchprogramm PSR-
search im na¨chsten Abschnitt wieder, in dem an verschiedenen Stellen Funktionen
zur Erkennung und Unterdru¨ckung von RFI vorgesehen wurden.
23 z.B. die 50Hz Netzfrequenz und harmonische Anteile bei 100 und 200Hz, die durch Gleich-
richter und Phasenanschnittsteuerungen erzeugt werden
24 wie auch erdgebundene Satelliten
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5.8 Entwicklung der Suchsoftware PSRSEARCH
Neben Backends mit vielen Eingangskana¨len und hohen Abtastraten, erfordert die
Pulsar-Suche vor allem Programme, die es dem Beobachter ermo¨glichen, periodi-
sche Signalanteile in den aufgenommenen Daten zu erkennen. Im Gegensatz zu vie-
len anderen radioastronomischen Messungen, gibt es fu¨r die Suche nach Pulsaren
keine Standard-Programme, die weltweit bei der Datenanalyse eingesetzt werden.
Die Gru¨nde hierfu¨r sind die sehr unterschiedlichen technischen Bedingungen (Fil-
terba¨nke, Backends) an jedem Radioteleskop. Zudem verwendet beinahe jedes Ob-
servatorium eine andere Methode zur Speicherung von Teleskop-Parametern und
Zeitmarken innerhalb der Meßdaten.
Unabha¨ngig von diesen technischen Unterschieden, erfordern verschiedene Such-
projekte auch oft andersartige Analyseverfahren: Wa¨hrend ein Pulsar-Survey mit
kurzen Integrationszeiten keine Ru¨cksicht auf mo¨gliche Doppler-Effekte von Pul-
saren in Bina¨rsystemen nehmen muß, ist dies bei der Suche nach Millisekunden-
Pulsaren in Kugelsternhaufen, mit Beobachtungszeiten von einigen Stunden, unbe-
dingt erforderlich.
Aus diesen Gru¨nden war neben dem Entwurf und Bau von geeigneten Pulsar-
Backends fu¨r Effelsberg, auch die Entwicklung einer Analysesoftware erforderlich,
die speziell im Hinblick auf die geplanten Suchprojekte optiert sein sollte. Weil mit
den von P. Mu¨ller entworfenen FFA-Programmen bereits sehr gute Verfahren fu¨r die
Suche nach normalen und langperiodischen Pulsaren im Zeitbereich zur Verfu¨gung
standen, lag der Schwerpunkt der Softwareentwicklung bei FFT-basierten Program-
men, die auch eine Suche nach Millisekunden-Pulsaren ermo¨glichen.
Die im Rahmen dieser Arbeit entwickelte Suchsoftware umfaßt neben Tools zur
Datenkonvertierung die Hauptprogramme:
• PSRSEARCH: Baselinekorrektur; Rebinning; De-Dispersion; erste RFI-Mitigation;
Doppler-Korrektur; FFT-Analyse mit “Stack Search”; zweite RFI-Mitigation;
(Rebinning); harmonische Summation; Sortierung der Frequenzspitzen; Spei-
chern von Ergebnissen und Fourier-Spektren
(siehe Abschnitt 5.8.1)
146 KAPITEL 5. SOFTWARE ZUR PULSAR-SUCHE
• PSRFIND: Auswertung der Ergebnisse vonPSRsearch; Aussortierung von ganz-
zahligen Frequenzvielfachen (×1,×2,×3, ...); optionale Unterdru¨ckung von Fre-




3/4; Sortierung der besten
Pulsar-Kandidaten nach Periode, S/N und Dispersion; grafische Aufbereitung
der Ergebnisse (S/N vs. DM, S/N vs. Beschleunigung a˙)
( siehe Abschnitt 5.8.2)
• PSRPLOT: Darstellung, Skalierung und Bearbeitung von Fourierspektren aus
PSRsearch (siehe Abschnitt 5.8.3)
5.8.1 PSRSEARCH
Obwohl die Suchsoftware vollsta¨ndig neu entwickelt wurde, sind viele Ideen und Ver-
fahren aus Publikationen, sowie aus den in FORTRAN entwickelten Programmen
von Dunc Lorimer (SEEK) und Michael Kramer in PSRsearch eingeflossen. Die
Ziele bei der Neuentwicklung lagen daher mehr im Bereich Verbesserung, Flexibi-
lita¨t und Anpassung an die geplanten Suchprojekte fu¨r Effelsberg. Zudem sollten die
Programme mo¨glichst effektiv und schnell arbeiten, um auch sehr große Datenmen-
gen, wie sie bei langen Integrationszeiten bzw. bei Filterba¨nken mit vielen Kana¨len
anfallen, zu reduzieren. Weiterhin ru¨ckten preisgu¨nstige PCs unter Linux mit zwei
oder mehr Prozessoren in einen Leistungsbereich vor, der vor wenigen Jahren noch
von teuren Workstations dominiert war. Dieser Entwicklungsrichtung folgend, sollte
die Suchsoftware vorrangig fu¨r schnelle Linux-PCs entworfen werden.
Aus den Projektanforderungen und den Trends im PC-Bereich ergaben sich die
folgenden Entwicklungsziele fu¨r PSRsearch:
• Programmierung in ANSI C (satt Fortran) fu¨r Unix / Linux Betriebssysteme
• automatische Konvertierung zwischen unterschiedlichen Rechnerarchitekturen
(little endian / big endian)
• vollsta¨ndige dynamische Speicherverwaltung mit automatischer und priorita¨ts-
basierter Auslagerung auf Festplatten, zur Reduzierung von Zwischendateien
• Parallelisierung mo¨glichst vieler Programmteile in Unix-Threads (pthreads)
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• Unterstu¨tzung von netzwerkgekoppelten PCs (Linux-Cluster) durch das “Mes-
sage Passing Interface” (MPI25)
• Verwendung der FFTW26- und INTELMKL27-Programmbibliotheken zur par-
allelisierten Berechnung der Fast Fourier Transform
• Baseline-Korrekturen der Eingangsdaten nach verschiedenen Methoden
(Subtraktion einer flachen Baseline, laufende Mittelwertbildung, Polynom-
Korrektur)
• De-Dispersion mit Taylor’s Tree-Algorithmus (Taylor 1974),
siehe Abschnitt 5.4.1
• Zusammenfassen von Meßwerten (Rebinning) an verschiedenen
Programmstellen
• Doppler-Korrekturen (Beschleunigung a und Beschleunigungsa¨nderung a˙)
der de-dispergierten Zeitreihen (siehe Abschnitt 5.6.1)
• Doppler-Korrektur durch Aufteilung der de-dispergierten Daten in mehrere
Fourier-Segmente mit anschließender inkoha¨renten Addition (“Stack-Search”,
siehe Abschnitt 5.6.2)
• harmonische Summation und Analyse von Spektralanteilen 1., 2., 4., 8., 16.
und 32. Ordnung (siehe Abschnitt 5.3.1)
• gewichtetes Rebinning im Fourierraum zur Vergro¨ßerung von benachbarten
Frequenz-Bins a¨hnlicher Signalsta¨rke
• Sortierung der Frequenzspitzen mit Hilfe des Quicksort-Algorithmus (Sedge-
wick 1992)
Weil eine vollsta¨ndige Beschreibung von PSRsearch28 den Rahmen einer Dok-
torarbeit verlassen wu¨rde, wird im folgenden nur auf ein paar Unterpunkte einge-
gangen und ein Programmlauf von PSRsearch angegeben.
25 http://www-unix.mcs.anl.gov/mpi/mpich/
26 http://www.fftw.org
27 Math Kernel Library, http://www.intel.com/software/mkl
28 Das Programm besteht aus rund 15.000 Zeilen C-Code (∼250 DIN A4-Seiten)!
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Ein entscheidender Punkt bei der Softwareentwicklung war der sta¨ndige Test
der Suchprogramme mit realen Meßwerten von Beobachtungen mit dem 100-Meter
Teleskop. Hierbei konnten nicht nur wichtige Erkenntnisse im Hinblick auf Verbesse-
rungen der Backends gesammelt werden, sondern auch Fehler, wie das Koinzidenz-
Problem der Za¨hler-Bausteine (siehe Kapitel 64), aufgedeckt und behoben werden.
Aus den fru¨hen Tests von PSRsearch mit Poesy konnte weiterhin eine effektive-
re Methode zur Subtraktion der Baseline abgeleitet werden, die eine Empfindlich-
keitsverschlechterung bei besonders langen Perioden (“rotes Rauschen”) verhindert.
Auch stellte sich die Speicherung der Meßdaten in zeitlicher Reihenfolge (vgl. Ab-
schnitt 3.5.2) als wenig gu¨nstig fu¨r die weitere Verarbeitung heraus und wurde, wie
die Baseline-Subtraktion, in Pulsar2000 verbessert.
Ein weiterer Punkt beim Test der Suchsoftware mit realen Beobachtungswerten
war die Verarbeitungsleistung von PSRsearch. Wie bereits in der Einleitung von
Kapitel 5 beschrieben wurde, ist der Rechenaufwand zum Auffinden von periodi-
schen Signalanteilen in großen Datenmengen enorm Rechenzeit-intensiv. Obwohl
das Leistungsvermo¨gen heutiger Computer beeindruckend ist, stellt der Rechner
immer noch den begrenzenden Faktor, besonders beim Aufspu¨ren von Pulsaren
in Bina¨r-Systemen, dar. Aus diesen Gru¨nden wurde PSRsearch von Beginn an
durch Parallelisierung von Programmabla¨ufen auf hohe Verarbeitungsleistung opti-
miert. Abha¨ngig von der Anzahl der Prozessoren im System bzw. der Rechner in
einem Cluster-Verbund, fu¨hrt PSRsearch automatisch Programmteile in mehre-
ren Threads aus. Neben der Parallelisierung der FFT durch externe Programm-
bibliotheken (FFTW, Intel MKL) wurde die Baseline-Korrektur, das Rebinning
der Meßwerte, Taylor’s Tree-Algorithmus zur De-Dispersion und das Quick-Sort-
Verfahren zum Aussortieren der Frequenzspitzen in Threads implementiert. Durch
diese Maßnahmen konnte ein Parallelisierungsgrad I‖ fu¨r eine Suche mit 32Kana¨len
und 223Meßwerten auf einem Dual-Prozessor Rechner von I‖ ≥ 1.85 (ideal: I‖ = 2.0)
erreicht werden.
PSRsearch ist dadurch auch fu¨r zuku¨nftige Suchprojekte mit extrem großen Daten-
umfang vorbereitet und kann auch auf Clustern mit mehreren hundert Computern
effektiv eingesetzt werden.
Abbildung 5.13 zeigt die Ausgaben von PSRsearch bei der Analyse von 21cm
Effelsberg-Daten. Um PSRsearch auch im Batch-Betrieb zu betreiben, ko¨nnen alle
Parametereinstellungen auch mit Hilfe von Kontroll-Dateien gesetzt werden.
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+---------------------------------+
| PSRsearch: MPIfR PULSAR-SEARCH |
+=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=+
| |
| Version: 2.11 |




* Input file: poesy0136.data
* Skyfrequency: 1410 MHz
* Channels: 16 (4 MHz bandwidth)
* Sample time: 0.500 ms
* Samples (total): 9013787
* Observing time: 01:15:06
* Read interval: 0.0% - 100.0%
. (9013787 samples, 01:15:01)
* Compute FFT with 9003750 samples (99.9%)!
Creating FFT plan for 9003750 samples ... okay.
Read all channels:
[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] okay
Subtract baseline: (SLOPING, RUNNING)
[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] okay
* RMS = 3.183481 (clipping 135 samples: 0.000%)
Add channels with equal frequencies:
[1+9] [2+10] [3+11] [4+12] [5+13] [6+14] [7+15] [8+16] okay.
Add all channels (ZeroDM) ... okay.
ZeroDM: FFT and Power-Spectrum ... okay.
Search for pulsars with periods: 10 msec .. 8 sec!
* Fourier resolution: 0.000222 Hz.
* Nyquist frequency: 1000.0 Hz.
* DM-range: 0.0 .. 1000.9 pc/cc
DM = 0.0 -> FFT -> zapping -> normalize -> harmonic searching ...... ok
. => found peak at: 538.34 ms, (1.857559 Hz) SNR: 18.1 (fold: 1)
DM = 6.0 -> FFT -> zapping -> normalize -> harmonic searching ...... ok














DM = 994.9 -> FFT -> zapping -> normalize -> harmonic searching ...... ok
. => found peak at: 538.34 ms, (1.857559 Hz) SNR: 19.7 (fold: 1)
DM = 1000.9 -> FFT -> zapping -> normalize -> harmonic searching ...... ok
. => found peak at: 538.34 ms, (1.857559 Hz) SNR: 19.5 (fold: 1)
* Best suspect: 538.34 ms (1.857559 Hz)
* Signal/Noise: 41.5
* Harmonic fold: 4
* DM: 536.6 pc/cc
Abbildung 5.13:
Programmlauf einer Pulsar-Suche mit PSRsearch: Bereits wa¨hrend des Suchlaufs wird
die Periode von PSR J 1812-1733 (P = 538.34ms) gefunden, weil Sto¨rungen (z.B. die
50Hz Netzfrequenz) wirkungsvoll ausgefiltert werden (“zapping”).
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5.8.2 PSRFIND
Um die von dem Suchprogramm PSRsearch erzeugten Ergebnisdateien zu ana-
lysieren, wurde das Programm PSRfind entwickelt. PSRfind sortiert die Pulsar-
Kandidaten, die eine vorgegebene Detektionsschwelle nicht u¨berschreiten, aus und
generiert fu¨r jeden Dispersions- bzw. Beschleunigungsschritt eine Liste mit Kandi-
daten gleicher Periode. Anschließend werden von PSRfind ganzzahlige Vielfache29
einer Periode aus den Listen entfernt, damit Pulsare nur bei einem Periodenwert





rioden entfernen, was sich in der Praxis als sinnvoll erwiesen hat.
Da sich das Signal-zu-Rauschverha¨ltnis einer detektierten Pulsar-Periode in Ab-
ha¨ngigkeit von Dispersion bzw. Beschleunigung a¨hnlich einer Gaußkurve verha¨lt
(siehe Abbildung 5.14), pru¨ft PSRfind an verschiedenen Stellen das S/N, um eine
Wahrscheinlichkeitsbewertung fu¨r einen realen Pulsar zu erstellen. Weiterhin zeigt
ein Pulsar, im Vergleich zu einer Sto¨rung, besonders viele harmonische Frequenzan-
teile in unmittelbarer Na¨he des korrekten Dispersionswertes (DM > 0 cm−3 pc),
weil dann seine Pulsbreit minimal wird. Hierdurch kann die Periode mit besserem
S/N nach mehrfachem harmonischen Summieren erkannt werden, wodurch die S/N-
Kurve einen weiteren positiven Anstieg erfa¨hrt (vgl. Abbildung 5.14). Auch dieses
Verhalten wird von PSRfind genutzt, um die Wahrscheinlichkeit fu¨r eine reale
Pulsar-Detektion zu bewerten.
Umfangreiche Tests mit Beobachtungsdaten von Pulsaren verschiedenster Periode
und Dispersion zeigten, daß der Einsatz einer Bewertungsfunktion bei der Kandida-
tensortierung ein zweckma¨ßiges Mittel ist, um Pulsare von Sto¨rungen zu unterschei-
den.
In Abbildung 5.15 werden die Ergebnisse einer PSRfind-Analyse in Textform
dargestellt. Ausgangspunkt dieser Analyse war die Suche mit PSRsearch aus Ab-
bildung 5.13. Wie Abbildung 5.15 auch zeigt, konnten drei Pulsare bei diesem Such-
prozeß gefunden werden, wobei ein Pulsar (PSR J 1812-1718) bereits außerhalb der
HPBW30 des 21cm Beams in Effelsberg lag.
29 Die Genauigkeit bei der Bestimmung von Vielfachen, wird in Abha¨ngigkeit des minimalen
Abstands zwischen zwei Frequenzbins im Fourier-Spektrum, dynamisch den jeweiligen Beobach-
tungsdaten angepaßt.
30 HPBW: half power beam width (Halbwertsbreite der Hauptkeule)
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Um die Kurvenverla¨ufe S/N vs. Dispersion bzw. S/N vs. Beschleunigung zu be-
trachten, kann PSRfind fu¨r einzelne Pulsar-Kandidaten zusa¨tzlich in den Grafik-
Modus umgeschaltet werden, wie am Beispiel von Pulsar B 1830-08 in Abbildung
5.14 gezeigt wird.
Da in der Praxis auf eine Suche mit PSRsearch auch unmittelbar eine Analyse
der Pulsar-Kandidaten durch PSRfind folgt, ko¨nnen beide Programme, wie be-
reits in Kapitel 3.5.2 beschrieben, mithilfe des Pipe-Befehls (|) verbunden werden:
PSRsearch raw.data | PSRfind.
Abbildung 5.14:
Grafische Ausgabe (S/N vs. DM) von PSRfind bei einer Suche nach dem
Pulsar PSR B1830-08.
Deutlich ist die typische Gaußform der Dispersionskurve und der Anteil ho¨herer
harmonischer Anteile (hflod8) um das S/N-Maximum zu sehen.
152 KAPITEL 5. SOFTWARE ZUR PULSAR-SUCHE
+---------------------------------+
| PSRfind: MPIfR PULSAR-SEARCH |
+=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-=+
| |
| Version: 1.81 |





* number of channels: 8
* number of spectral points: 4501875
* sample-time: 0.500 ms
* start DM: 0.0 pc/cc
* stop DM : 1000.0 pc/cc
* number of harmonic sums: 5
* number of DM trials: 167
* total number of suspects: 2802




| PRD [ms] SNR: DM: fold: P/Ptop: Ptop/P: |
+------------------------------------------------------+
| 538.341 41.5 536.6 4 1.00000 1.00000 | (PSR J 1812-1733)
| 104.180 27.5 488.4 2 0.19352 5.16741 | (PSR J 1811-1736)




Alle drei Pulsare (PSR J 1812−1733, PSR J 1811−1736 und PSR J 1812−1718)
konnten gefunden werden, obwohl PSR J 1812−1718 schon außerhalb der HPBW des
21cm Empfa¨ngers lag!
PSR J 1811−1736 hat durch seinen sehr breiten Puls, aufgrund von Scattering bei
1.4GHz (vgl. Abbildung 1.11 auf Seite 20), nur wenige harmonische Frequenzanteile
und war deshalb bei der zweiten harmonischen Summation am sta¨rksten.
5.8.3 PSRPLOT
Zur komfortablen grafischen Darstellung der Fourier-Spektren fu¨r verschiedene Di-
spersionsschritte und harmonische Additionen, ist das Hilfsprogramm PSRplot
entwickelt worden. Die anfa¨nglich fu¨r die Bewertung von verschiedenen Bearbei-
tungsschritten wa¨hrend der Entwicklungsphase von PSRsearch entworfene Soft-
ware, hat sich auch in der spa¨teren Analyse von Pulsar-Kandidaten als zweckma¨ßig




Grafische Ausgabe des normierten Leistungsspektrums mit PSRplot (vgl. Abbildungen
5.13 und 5.15). Die blauen und roten Pfeile markieren die harmonischen Frequenzspitzen
der beiden Pulsare J 1812−1733 und J 1811−1736.
erwiesen. Weil die von PSRsearch fu¨r PSRplot generierten Dateien bereits einen
Header mit allen wichtigen Suchparametern enthalten, ko¨nnen die Grafiken – ohne
weitere Eingaben des Benutzers – richtig skaliert und beschriftet dargestellt werden.
Weiterhin bietet PSRplot eine interaktive Shell an, in der durch Kommandoeinga-
be Grafiken beliebig umskaliert, beschriftet, coloriert und u¨berlagert werden ko¨nnen.
Abbildung 5.16 zeigt als Beispiel fu¨r eine PSRplot-Ausgabe das Leistungsdichte-
spektrum der Pulsar-Suche aus Abbildung 5.13. Weil die beiden Pulsare J 1812−
1733 und J 1811−1736 ein unterschiedliches Dispersionsmaß besitzen, wurden die
Filterbank-Daten mit einem mittleren DM de-dispergiert31.
31 Durch eine nicht exakte De-Dispersion verbreitert sich das mittlere Pulsprofil und die Puls-
flanken werden flacher. Im resultierenden Spektrum werden hierdurch ho¨herer harmonische Fre-
quenzanteile reduziert.
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5.9 Zusammenfassung und Ausblick
In diesem Kapitel wurden zuna¨chst verschiedene Algorithmen zum Auffinden von
Pulsaren im Zeitbereich (FFA-Berechnung) und im Fourierraum (FFT-Methode)
sowie der Prozeß des harmonischen Summierens beschrieben. Neben diesen beiden
klassischen Verfahren wurde auch die Suche nach dispergierten Einzelpulsen erkla¨rt,
die gerne als Erga¨nzung zu den beiden Hauptmethoden eingesetzt wird.
Weiterhin wurde ein effizienter Algorithmus fu¨r die De-Dispersion von Filterbank-
Daten (Taylor’s Tree-Algorithmus) beschrieben, der im Rahmen der neu entwickel-
ten Suchsoftware PSRsearch zusa¨tzlich mithilfe von Threads parallelisiert wurde.
Um die Suche auch auf Pulsare in Bina¨rsystemen zu erweitern, wurden verschie-
dene Ansa¨tze im Zeit- und Frequenzbereich ero¨rtert, die je nach Zielsetzung einen
Verlust an Empfindlichkeit durch Doppler-Effekte reduzieren.
Ein immer wichtiger werdender Aspekt bei der Pulsar-Suche, ist die Erkennung
und Unterdru¨ckung von Sto¨rquellen (RFI), die in Folge der modernen Kommu-
nikationstechnik (Handy, Satelliten, Radar) erzeugt werden. Zur RFI-Beseitigung
wurden zwei Verfahren gezeigt, die entweder durch statische Vorgaben oder u¨ber
die Dispersionseigenschaft von Pulsaren bestimmte Frequenzanteile ausfiltern und
so fehlerhafte Detektionen vermeiden.
Der zweite Teil von Kapitel 5 widmet sich der Beschreibung der, im Rahmen dieser
Arbeit, entwickelten Suchsoftware PSRsearch, dem Analyseprogramm PSRfind
und dem Visualisierungstool PSRplot. Neben dem Ziel, eine maßgeschneiderte
Suchsoftware fu¨r konkrete Forschungsvorhaben mit dem Effelsberg-Teleskop zu er-
stellen, hatte die Entwicklung den positiven Nebeneffekt, viele Erkenntnisse zur
Backend-Technik und der Digitalen Signalverarbeitung zu studieren. So konnte als
ein Beispiel, das Koinzidenz-Problem von Za¨hlern bei der Verknu¨pfung von asyn-
chronen mit synchronen Signalen erkannt und behoben werden.
Durch die Erstellung der Suchsoftware in Modultechnik mit ANSI C unter Linux,
ist das Programm auch fu¨r zuku¨nftige Anforderungen und Erweiterungen vorbe-
reitet. Zudem erlaubt die interne Parallelisierung von PSRsearch und die Un-
terstu¨tzung von Cluster-Computern eine hohe Verarbeitungsleistung, wie sie bei-
spielweise bei Surveys mit Multibeam-Empfa¨ngern oder bei Langzeitintegrationen




Obwohl bis zum heutigen Tage ca. 16001 Radio-Pulsare entdeckt wurden, konnte
bislang nicht ein einziger Pulsar im direkten Umfeld des Galaktischen Zentrums ge-
funden werden (Tabelle 6.1). Dies ist um so mehr verwunderlich, da die statistische
Pulsar-Verteilung ein Maximum zur galaktischen Breite 0◦ und einen hohen An-
stieg u¨ber die gal. La¨nge in Richtung zum Zentralgebiet unserer Galaxie zeigt (vgl.
Abbildungen 6.1 und 6.11). Zudem za¨hlt das Galaktische Zentrum zu den Him-
melsbereichen, die besonders oft von Pulsar-Surveys bei verschiedenen Frequenzen
(z.B. 400MHz: Lyne et al. (1998), 1.4/1.5GHz: Clifton et al. (1992), Johnston et al.
(1992)) durchsucht wurden. Auch Beobachtungen mit la¨ngeren Integrationszeiten
(tint = 11 − 22Minuten) in Richtung der Zentralregion bei 1520MHz (Johnston
et al. 1995) und schließlich der sehr erfolgreiche Parkes Multibeam Pulsar-Survey
(PMBPS) bei 1374MHz, mit einer Empfindlichkeit Smin ≈ 0.2mJy (Manchester
et al. 2001), erbrachten keinen Pulsar im Galaktischen Zentrum2.
Bemerkenswert an dieser Stelle ist, daß sich im Intervall 0◦ ≤ l < 4◦ fu¨r | b | ≤ 20◦
nicht ein einziger Pulsar mit einem charakteristischen Alter τc < 1Million Jahre
3
1 M. Kramer, perso¨nliche Mitteilung
2 Eine nicht weiter vero¨ffentlichte Suche von A.G. Lyne bei 4.83GHz, mit Bandbreiten von 10,
2.5 und 1.25MHz und einer Empfindlichkeit im Bereich Smin = 120−700mJy bei 4.83GHz, blieb
ebenfalls erfolglos (Davies et al. 1976).
3 Bei a¨lteren Pulsaren (τc > 1Million Jahre) kann ihre derzeitige Position nicht mehr als
Geburtsort angesehen werden.
155










Anzahl der gefundenen Pulsare in Abha¨ngigkeit zur galaktischen La¨nge.
In dieser Grafik wurden nur die Pulsare beru¨cksichtigt, die in der galaktischen Ebene
(|b| ≤ 20◦) liegen und die ju¨nger als 1Million Jahre sind – also trotz Eigengeschwin-
digkeiten von vtrans ≈ 450 km s−1 (Lyne & Lorimer 1994) noch in der Na¨he ihres
Geburtsortes liegen. Obwohl die Population in Richtung des galaktischen Zentrums
deutlich ansteigt, ist in direkter Richtung zum Zentrum bislang kein Pulsar entdeckt
worden. (Abbildung aus: Kramer et al. (2003))
findet, wa¨hrend im komplementa¨ren Bereich 356◦ ≤ l < 360◦ alleine 15 Pulsare
existieren (Kramer et al. 2003).
Dieses Defizit von Pulsaren im Galaktischen Zentrumbereich la¨ßt sich – spa¨te-
stens nach dem PMBPS – nicht mehr durch fehlende Empfindlichkeit zur 8.5 kpc
entfernten Region4, noch durch die hohe Hintergrundstrahlung in der gal. Ebene, die
4 Innerhalb dieser Arbeit wird die Entfernung zum Galaktischen Zentrum mit 8.5 kpc angenom-




gal. La¨nge gal. Breite DM Alter Abstand? Abstand
(deg) (deg) (pc cm−3) (Jahre) (deg) (kpc)
J1747−2802 0.970 0.120 835.00 1.86×107 0.98 3.29
J1747−2958 −0.700 −0.840 101.50 2.55×104 1.09 6.01
J1741−2945 −1.200 0.380 310.30 5.59×106 1.26 3.84
B1736−29 −0.790 1.060 138.56 6.49×105 1.32 5.31
B1746−30 −0.540 −1.240 509.40 1.23×106 1.35 0.59
J1752−2821 1.270 −0.980 516.30 2.92×106 1.60 0.91
J1741−3016 −1.650 0.130 382.00 3.34×106 1.70 3.48
J1741−2733 0.640 1.580 149.20 9.56×107 1.70 5.17
B1737−30 −1.710 0.240 153.00 2.06×104 1.73 5.22
B1742−30 −1.450 −0.960 88.37 5.46×105 1.74 6.42
? Sortierung
Tabelle 6.1:
Auflistung der Pulsare mit dem geometrisch geringsten Abstand (deg) zum Galaktischen
Zentrum, basierend auf dem aktuellen ATNF-Pulsar-Katalog (Hobbs et al. 2004b). Weil
bei vielen Pulsaren das Alter τc gro¨ßer als 1Million Jahre ist und ihre durchschnittliche
transversale Geschwindigkeit vtrans ≈ 450 kms−1 betra¨gt, kann ihre Position nicht mehr
als Geburtsort betrachtet werden. So erscheint PSRB1746−30, trotz eines DMs von nur
509 pc cm−3, mit 0.59 kpc nach dem alten Elektronendichte-Modell zur Entfernungs-
berechnung von Taylor & Cordes (1993) besonders nah am Zentrumsbereich — bei
Verwendung des neueren NE2001-Modells, bestimmt sich sein Abstand zum Zentrum
jedoch auf ∼2.7 kpc. Diese hohe Differenz zwischen beiden Modellen zeigt deutlich, wie
schwierig eine genaue Entfernungsbestimmung aufgrund des DMs ist. Ein Indiz dafu¨r,
daß sich die aufgefu¨hrten Pulsare im Vordergrund zum Galaktischen Zentrum befinden,
ist das Dispersionsmaß, das fu¨r keinen der aufgelisteten Pulsare deutlich u¨ber 1000
pc cm−3 liegt, wie man es fu¨r Zentrumspulsare erwarten wu¨rde.
besonders die Suchen bei 400 und 600MHz limitiert haben, erkla¨ren. Die heutigen
Vorstellungen fu¨r diesen Mangel basieren auf den besonders großen Streuzeiten5 τsc,
die Zentrumspulsare erfahren und diese, fu¨r die u¨blichen periodischen Suchen bei
niedrigen Frequenzen (ν ≤ 1.5GHz), unsichtbar erscheinen lassen (Abschnitte 6.2
und 6.3).
5 siehe Abschnitt 6.2.3
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Die Entdeckung, auch von nur wenigen Zentrumspulsaren, ist von außerordentli-
cher Bedeutung, weil fortlaufende Beobachtungen (z.B. Pulsar-Timing) zur Kla¨rung
von noch ungelo¨sten astronomischen Fragen u¨ber das Zentrum unserer Galaxie bei-
tragen ko¨nnen:
• Verbesserungen in der Modellierung der tatsa¨chlichen Pulsar-Verteilung, wo-
durch genauere Aussagen zur durchschnittlichen Geburtsrate, der Helligkeits-
Funktion (Luminosity) und damit zur Anzahl von Pulsaren in unserer Galaxie
getroffen werden ko¨nnen (Lorimer 2003b).
• Auch das neue Modell zur galaktischen Verteilung der Elektronendichte NE2001
(Cordes & Lazio 2002) stu¨tzt sich auf Annahmen und indirekte Messungen fu¨r
den Zentralbereich unserer Galaxie. Bereits durch die Bestimmung von Di-
spersion DM und Streuverbreiterung τsc von nur wenigen Zentrumspulsaren,
ko¨nnte das Modell verbessert und hierdurch die Entfernung zu vielen Pulsaren
aufgrund ihrer Dispersion genauer bestimmt werden.
• Zur Kla¨rung, ob es im Zentrum verschiedene Sternentstehungsepochen in der
Vergangenheit und mo¨glicherweise in ju¨ngster Zeit gab, kann die Anzahl von
gefundenen Zentrumspulsaren und deren Altersverteilung, in Kombination mit
einer sorgfa¨ltigen Analyse der zugrunde liegenden Selektionseffekte, beitragen
(Lorimer et al. 1993, Hartmann 1995, Carr et al. 2000).
• Durch Timing-Messungen der Periodenableitung P˙ von Zentrumspulsaren ko¨nn-
ten Grenzen fu¨r das Gravitationsfeld des Galaktischen Zentrums, in a¨hnlicher
Weise wie in M15 mit PSRB2127+11, gesetzt werden (Wolszczan et al. 1989).
• Gasbewegungen in unmittelbarer Na¨he von SgrA? erreichen Geschwindigkei-
ten von bis zu 100 km s−1 (Schwarz et al. 1989). Durch DM-Messungen ließen
sich Vera¨nderungen in der Gro¨ßenordnung von Monaten erkennen, wodurch die
Bewegungen von ionisiertem Gas im Galaktischen Zentrum untersucht werden
ko¨nnten.
• Mit pra¨zisen Messungen der Pulsankunftszeiten von Zentrumspulsaren lie-
ße sich die Masse von zentralen Objekten, durch gravitationsbedingte Puls-
verzo¨gerungen, bestimmen. Diese Mo¨glichkeit sowie die Nutzung von micro-
lensing-Effekten wurde von Paczynski & Trimble (1979) und in Wex et al.
(1996) ausfu¨hrlich diskutiert.
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Weiterhin besteht, wegen der hohen Massendichte im Zentrumsbereich durch stella-
re Objekte und deren U¨berreste, eine gute Chance zur Bildung von Bina¨rsystemen.
A¨hnlich wie in Kugelsternhaufen beobachtet, ko¨nnte die Gravitationskraft von Pul-
saren nahe Objekte einfangen und hierdurch die Bildung von Bina¨rsystemen einge-
leitet werden (Rasio 2000). Daher ist das Galaktische Zentrum auch der ideale Ort
zur Suche nach wahrlich exotischen Objekten, wie Bina¨rsystemen aus Millisekunden-
Pulsar und Schwarzem Loch (MSP-BH). Tatsa¨chlich legt das Entwicklungsszenari-
um eines solchen Systems sogar das Einfangen des Partners nahe, weil anderenfalls
der gemeinsame Orbit bei der Bildung ho¨chstwahrscheinlich zersto¨rt wu¨rde. Wie
wertvoll die Entdeckung eines MSP-BH Bina¨rsystems ist, unterstreicht die Arbeit
von Wex & Kopeikin (1999), die zeigt, daß Timing-Beobachtungen dieser Systeme
die ultimativen Testumgebungen zur U¨berpru¨fung der Allgemeinen Relativita¨tstheo-
rie sind.
6.1 Neutronensterne im Galaktischen Zentrum
Die Suche nach Pulsaren im Zentrumsbereich unserer Galaxie bedingt zuna¨chst
U¨berlegungen zur generellen Wahrscheinlichkeit von Neutronensternen in dieser Re-
gion. Weil bisher kein Pulsar im Zentrum gefunden wurde (Klein et al. 2003, Pfahl
& Loeb 2004) – das Suchgebiet innerhalb dieser Arbeit6 aber zu klein fu¨r eine hohe
statistische Pulsar-Wahrscheinlichkeit ist, wenn man von Beobachtungen in der ga-
laktischen Ebene (z.B. Parkes-Multibeam Survey) ausgeht, mu¨ssen andere Faktoren
zur Abscha¨tzung der Anzahl von Zentrumspulsaren betrachtet werden.
Von Seiten der Pulsarentstehung sind dies massereiche Sterne (M? ∼ 8−20M¯),
die am Ende ihres Lebens durch Supernova-Explosionen Neutronensterne bilden. Die
Beobachtung dieser Vorla¨ufersterne sowie die Detektionen von Supernova-U¨berre-
sten bei verschiedenen Wellenla¨ngen, vom Radio- bis in den Ro¨ntgen-Bereich, sind
daher gute Indizien fu¨r mo¨gliche Neutronensterne.
6 ∼0.4◦×0.4◦, Details siehe Abschnitt 6.6
160 KAPITEL 6. PULSAR-SUCHE IM GALAKTISCHEN ZENTRUM
Weiterhin erlauben hochauflo¨sende Interferometrie-Messungen (z.B. VLA-Beob-
achtungen) nicht nur die Detektion mo¨glicher Pulsare als Punktquellen im Konti-
nuum, sondern – durch U¨berlagerungen von Beobachtungen bei verschiedenen Fre-
quenzen – auch die Bestimmung des Spektralindex. Punktquellen mit einem Win-
keldurchmesser von wenigen Bogensekunden und einem nicht-thermischen Spektrum
sind weitere Indizien fu¨r mo¨gliche Pulsar-Kandidaten.
Analysiert man den maximalen Beobachtungszeitraum von normalen Pulsaren
im P -P˙ - Diagramm (vgl. Abbildung 1.9), dann wird deutlich, daß es in den letz-
ten 106 − 107 Jahren eine Entwicklung von massereichen Sternen gegeben haben
muß, damit heute Neutronensterne als Pulsare im Galaktischen Zentrum beobacht-
bar sind7. Diese Zeiten stehen in gutem Zusammenhang mit der Lebensdauer eines
Hauptreihen-Sterns der Masse M? ∼ 10− 20M¯, dessen nukleare Brennphase sich
mit der Beziehung 1010(M/M¯)−3 ebenfalls zu ∼ 107 Jahre berechnet.
Weil Sternentstehung die unbedingte Voraussetzung zur Bildung von Pulsaren ist,
werden in den beiden folgenden Unterkapiteln zwei verschiedene Ansa¨tze fu¨r das
Galaktische Zentrum betrachtet: Zuna¨chst behandelt Abschnitt 6.1.1 die Anzahl
mo¨glicher Zentrumspulsare, die sich wa¨hrend einer gleichma¨ßigen Sternentwicklung
(Steady Star Formation) gebildet haben ko¨nnten. Obwohl viele Autoren in neueren
Vero¨ffentlichungen eine konstante Sternentstehung im Zentrumsbereich eher fu¨r un-
wahrscheinlich halten (Mezger et al. 1999, Launhardt et al. 2002, Sofue 2003, Blum
et al. 2003) und vielmehr eine Entwicklung in mehreren Zeitbereichen bzw. Episo-
den annehmen, ist das Steady Star Formation Modell zur Abscha¨tzung einer unteren
Schwelle von Pulsaren und zum Vergleich mit dem in Abschnitt 6.1.2 beschriebenen
Starburst-Modell gut geeignet.
Da beide Modelle zur Sternentstehung im Zentralbereich unserer Galaxie zuna¨chst
auf Annahmen und Beobachtungen im Zusammenhang mit massereichen Sternen
aufbauen – aus denen Neutronensterne erst entstehen – erweitert Abschnitt 6.1.3
die Betrachtung auf Supernova-U¨berreste (SNR), die ein unmittelbareres Indiz fu¨r
Pulsare sind. Hierbei werden die Beobachtungen mit den fu¨r SNR inha¨renten Selek-
tionseffekten bewertet und neben Messungen im Radiobereich auch neuere Ro¨ntgen-
Beobachtungen diskutiert.
7 Auch wenn recycelte (Millisekunden-)Pulsare ein Alter von ≥ 109 Jahre erreichen, werden sie
an dieser Stelle nicht weiter betrachtet, weil sie emissionsschwa¨cher als normale Pulsare erscheinen
und schon wegen ihrer kurzen Pulsperioden schwerer zu detektieren sind und deshalb nicht das
prima¨re Ziel bei einer Suche nach Zentrumspulsaren darstellen.
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6.1.1 Steady Star Formation
Die Bedingungen fu¨r Sternentstehung innerhalb der zentralen 100 − 200 pc sind
aufgrund hoher Gas-Temperaturen (3600 ± 230K), -Dichten und großer Gas-Tur-
bulenzen mit Geschwindigkeiten von 3.0 ± 0.3 km s−1 sowie starken Magnetfeldern
(Morris 1989) nicht vergleichbar mit den Sternentstehungsgebieten in den a¨ußeren
Spiralarmen unserer Galaxie (Carr et al. 2000, van Loon et al. 2003).
Ausgehend von den Berechnungen von Genzel et al. (1994), die auf einer kon-
stanten Leuchtkraft / Masse-Umrechnung beruhen, ergeben sich fu¨r die zentralen
∼100 pc eine Gesamtmasse im Bereich von ∼5× 108− 109M¯. Ein Großteil dieser
Masse wird durch Sterne erbracht, von denen sich viele in den drei jungen stellaren
Clustern (Arches, Galactic Center und Quintuplet Cluster) befinden (Figer 2003).
Weil die Anfangsmassenverteilung (initial mass function, IMF) zur Sternbildung im
Galaktischen Zentrum ho¨her als in der galaktischen Ebene angenommen werden
kann (Gu¨sten 1989, Morris 1993), werden sich vergleichsweise mehr massive Sterne
bilden ko¨nnen. Cordes & Lazio (1997) berechneten mit der klassischen Salpeter-IMF
(Γ ∼−1.35) fu¨r die galaktische Ebene (Salpeter 1955) sowie fu¨r die von Scalo (1986,
1998) benannte IMF fu¨r galaktische Cluster eine Anzahl von 4− 12 × 107 Neutro-
nensternen8 fu¨r das Galaktische Zentrum u¨ber eine Zeitskala von ∼1010 Jahren.
Um von dieser Anzahl auf eine realistische Gro¨ße der heute noch detektierba-
ren Pulsare zu schließen, muß zuna¨chst der Anteil der Neutronensterne bestimmt
werden, der aufgrund seiner durchschnittlichen Transversal-Geschwindigkeit im Gra-
vitationsfeld des Zentrums gebunden bleibt. Da Pulsare Eigengeschwindigkeiten von
∼ 450 km s−1 (Lyne & Lorimer 1994, 1995, Cordes 1986) erreichen ko¨nnen und da-
mit im Laufe ihres Pulsar-Lebens9 eine Entfernung von mehr als 1 kpc zuru¨cklegen,
du¨rfen nur Pulsare mit Geschwindkeiten von . 100 km s−1 beru¨cksichtigt wer-
den, die im Zentralbereich verbleiben. Nach dem aktuellen Pulsar-Katalog ist dies
nur jeder ∼ 5. Pulsar, womit sich die Summe der mo¨glichen Zentrumspulsare auf
2 − 20 × 106 verringert. Weiterhin ist die maximale Emissionsdauer von Pulsaren
(106 − 107 Jahre) zu beru¨cksichtigen. Bei einer gleichma¨ßigen Sternentwicklungsra-
te u¨ber die letzten 1010 Jahre – wie hier angenommen – reduziert sich die Anzahl
mo¨glicher Zentrumspulsare um einen weiteren Faktor 103 − 104.
8 In der fortlaufenden Betrachtung wird die Zahl der Neutronensterne im Galaktischen Zentrum
(∼100 pc) der Einfachheit halber mit 107 − 108 angenommen.
9 106 − 107 Jahre
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Statistische Untersuchungen von ∼ 300Pulsaren durch Lorimer et al. (1995) lie-
ßen zuna¨chst den Eindruck entstehen, daß junge Pulsare (∼ 106 Jahre) eine ho¨here
statistische Emissionssta¨rke aufweisen und ein tendenziell flacher abfallendes Fre-
quenzspektrum zeigen als a¨ltere Pulsare und daher die bevorzugten Kandidaten fu¨r
eine Zentrumssuche wa¨ren. Diese Korrelation der Emissionseigenschaften mit dem
Alter von Pulsaren konnte sich aber nach den vielen Neuentdeckungen durch den
PMBPS nicht besta¨tigen (Maron et al. 2000, Lorimer 2003a). Dennoch wird fu¨r die
weitere Betrachtung der pessimistischere Faktor von 104 verwendet, um einer U¨ber-
bewertung der Pulsar-Statistik durch lokale leuchtstarke Pulsare entgegen zu wirken,
wodurch sich die Zahl potentieller Pulsare im Zentrum auf . 2000 verringert. Von
dieser Anzahl sind statistisch wiederum nur ∼20% als Pulsar beobachtbar (beaming
fraction), weil der Emissionskegel der restlichen Pulsare die Erde nicht u¨berstreicht
(Gunn & Ostriker 1970). Auch diese Zahl verringert sich nochmals, weil bei einer
Entfernung von ∼ 8 kpc zum Galaktischen Zentrum nur die sta¨rksten Pulsare de-
tektierbar sind. Zudem wird die Detektion durch Scattering-Einflu¨sse, die zu einer
Pulsverbreiterung fu¨hren (siehe Abschnitte 6.2.3), weiter erschwert. Berechnungen
und Simulationen zur Detektionsrate der Effelsberg-Suche werden im Abschnitt 6.5
behandelt. Im Vorgriff sei auf Tabelle 6.2 von Seite 190 mit den Ergebnissen dieser
Analyse verwiesen, nach der zwischen 3 − 53% der heute bekannten Pulsare bei
Beru¨cksichtigung sa¨mtlicher Selektionseffekte detektierbar wa¨ren, wenn sie sich im
Galaktischen Zentrum befinden wu¨rden.
Dies fu¨hrt letztlich zu einer maximalen Anzahl von . 10−250 detektierbarer mo¨gli-
cher Zentrumspulsare fu¨r die Effelsberg-Suche, bei Annahme der Steady Star For-
mation Theorie.
6.1.2 Die Starburst-Theorie
Wa¨hrend die bisherigen Betrachtungen zur Sternentstehung im Galaktischen Zen-
trum von einer konstanten Entwicklung ausgingen, deuten einige Merkmale, wie
massereiche junge Sterne sowie kurzlebige Wolf-Rayet Sterne, auf eine ju¨ngere ak-
tive Sternentstehungszeit (Starbursts) hin (Mezger et al. 1999, Launhardt et al.
2002, Wang et al. 2002, Sofue 2003, Blum et al. 2003). Alleine die beiden sternrei-
chen Arches- und Quintuplet-Cluster, die nur 25 pc bzw. 30 pc vom Galaktischen
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Zentrums-Cluster entfernt liegen (Cotera et al. 1992, Stolte et al. 2002, Glass et al.
1987), enthalten tausende von Sternen, wovon alleine ∼300 als O-Sterne klassifiziert
werden konnten (Lang et al. 1999). Ein Wert fu¨r die gegenwa¨rtige Sternentstehungs-
rate der zentralen Cluster la¨ßt sich u¨ber Masse, Alter und Ausdehnung von Arches /
Qunituplet abscha¨tzen: 5× 104M¯ / ∼5× 106 Jahre≈ 0.01M¯/ Jahr, womit sich
die Sternentstehungsdichte auf 10−7M¯/ Jahr pc−3 berechnet. Dieser Wert ist im
Vergleich zur durchschnittlichen Sternentstehungsrate in unserer Galaxie ∼250-fach
ho¨her.
Diese Ergebnisse in Kombination mit Beobachtungen von Wolf-Rayet Sternen und
einer Zunahme an Supernova-U¨berresten in Richtung des Galaktischen Zentrums
(siehe Abschnitt 6.1.3) machen eine konstante Sternentstehungsgeschichte unwahr-
scheinlich (Sellgren 1989, Serabyn & Morris 1996, Krabbe et al. 1995). Allgemein
wird daher ein Starburst vor ∼106 − 107 Jahren vermutet, zumal keine a¨lteren ver-
gleichbaren Cluster im Zentralbereich bisher bekannt sind (Lis & Serabyn 2001).
Abha¨ngig von der tatsa¨chlichen Anzahl von massereichen Sternen und deren Alter
im Galaktischen Zentrum (∼ 100 pc), haben Cordes & Lazio (1997) eine Anzahl
von ∼ 102 − 106 Neutronensterne abgescha¨tzt, die sich – ausgehend vom letzten
Starburst – gebildet haben ko¨nnten.
Weil die Entwicklung von Sternen mit Massen von ∼ 20M¯ im gleichen Zeit-
bereich liegt wie die Annahmen vom letzten Starburst, werden alle Neutronenster-
ne heute noch als Pulsare aktiv sein. Um auf die tatsa¨chliche detektierbare Zahl
von Pulsaren zu schließen, muß daher nur die Geschwindigkeitsverteilung der Zen-
trumspulsare (. 20% sind gebunden), der “beaming”-Faktor (∼ 20%) und die De-
tektionswahrscheinlichkeit des Effelsberg-Surveys (3 − 53%) beru¨cksichtigt werden
(siehe Abschnitt 6.1.1). Dies fu¨hrt zu einer maximalen Anzahl detektierbarer Pulsare
im Galaktischen Zentrum von. 103, die durch einen Starburst vor∼106−107 Jahren
entstanden sein ko¨nnten.
Ein direkter Vergleich beider Sternentstehungsansa¨tze zeigt, daß bei einem jun-
gen Sternburst vor ∼ 106 − 107 Jahren eine um den Faktor 4 − 100 gro¨ßere Anzahl
von detektierbaren Zentrumspulsaren gebildet werden kann als bei der Steady Star
Formation Theorie. In beiden Fa¨llen ergeben die U¨berlegungen jedoch, daß es eine
realistische Zahl von Pulsaren im Galaktischen Zentrum geben muß, die bei Beach-
tung sa¨mtlicher bekannter Selektionseffekte (siehe auch Abschnitt 6.5) im Rahmen
der Effelsberg-Suche detektiert werden ko¨nnen.
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6.1.3 Supernovae im Zentrumsbereich
Die bisherigen Ansa¨tze zur Abscha¨tzung von Zentrumspulsaren bauten auf Annah-
men u¨ber Sternentstehungsraten und deren zeitlichen Verlauf auf. Wie der weite
Streubereich der Werte zeigt, sind viele Annahmen spekulativ und beziehen sich
ausschließlich auf die Geburt massereicher Sterne, also auf die Vorga¨nger von Neu-
tronensternen. Die Untersuchung von Supernova-U¨berresten (SNR) in Richtung des
Galaktischen Zentrums bietet dagegen ein unmittelbareres Indiz fu¨r die Bildung von
Neutronensternen.
Weil das Auffinden von SNRs einer Vielzahl von Selektionseffekten unterliegt,
mu¨ssen zuna¨chst diese Einflu¨sse bewertet werden, um die Beobachtungen richtig zu
interpretieren.
Obwohl in ju¨ngster Zeit auch zunehmend SNR außerhalb des Radiobereichs ent-
deckt worden sind, beziehen sich die folgenden Betrachtungen ausschließlich auf den
klassischen cm-Wellenbereich, in den die große Mehrzahl aller Detektionen fallen.
A¨hnlich wie bei einer Pulsar-Suche sind auch Kontinuum-Durchmusterungen nach
SNR zuna¨chst von der Grundempfindlichkeit Σ des Surveys limitiert. Ein ga¨ngiger
Wert vieler Surveys (Green 2001), angegeben bei der Standard-Frequenz von 1GHz,
ist Σ1GHz ≈ 8×10−21Wm−2Hz−1sr−1. Anders als bei Pulsar-Surveys ist jedoch, daß
dieser Wert nicht das alleinige Limit bei SNR-Detektionen vorgibt, denn gegen die
Strukturen des galaktischen Hintergrunds sind SNRs nur schlecht unterscheidbar.
Zudem ist auch die Winkelauflo¨sung θ der Durchmusterung ein bedeutender Fak-
tor, denn nur SNRs im Auflo¨sungsvermo¨gen des Surveys ko¨nnen erkannt werden.
Neben dem Σ- und θ-Limit geht weiterhin die Struktur des Supernova-U¨berrestes
(Shell, Filled-Center, Composite) in die Erkennungsfa¨higkeit einer Durchmusterung
ein. Diese ist abha¨ngig von der Art der Supernova sowie der Umgebung im inter-
stellaren Medium (Green 1991, 2001, 2004, Reich 2002).
Abbildung 6.2 a) zeigt 231 Supernova-U¨berreste aus dem aktuellen SNR-Katalog von
D.A.Green (2004)10 in galaktischen Koordinaten (l, b) vor dem 408-MHz Kontinuum-
Hintergrund von Haslam et al. (1982). Es ist zu erkennen, daß sich die Mehrzahl
der SNRs bei kleinen galaktischen Breiten (bSNR . 0.3◦) befinden und damit im
Bereich der erho¨hten galaktischen Hintergrundstrahlung liegen. Die Selektionseffek-
te dieser Hintergrundemission werden in Abbildung 6.2 b) deutlich, in der nur die
10 on-line: http://www.mrao.cam.ac.uk/surveys/snrs






























Darstellung bekannter Supernova-U¨berreste in galaktischen Koordinaten vor dem
408MHz Kontinuum-Hintergrund von Haslam et al. (1982).
a) Alle Supernova-U¨berreste, unabha¨ngig ihrer Oberfla¨chenhelligkeit Σ1GHz.
b) Nur Supernova-U¨berreste mit Σ1GHz > 8× 10−21Wm−2Hz−1sr−1.
Deutlich wird, daß sich die hellen U¨berreste vorwiegend in einem Bereich | l | ≤ 60◦ und
| b | ≤ 2◦ befinden (Weitere Details im Text).
leuchtstarken (Σ1GHz > 8 × 10−21Wm−2Hz−1sr−1) SNR dargestellt sind. Wie zu
erwarten, konzentrieren sind die helleren SNRs mehr im galaktischen La¨ngenbereich
| l | ≤ 60◦, wa¨hrend schwa¨chere U¨berreste auch zunehmend in Richtung Anti-Zenter,
aufgrund der schwa¨cheren Hintergrundstrahlung, detektiert werden.
Zur Erkennung von SNR bzw. zur Unterscheidung gegenu¨ber thermischen HII-
Regionen hat sich, neben Polarisations- und optischen Informationen, die Bestim-
mung des Spektral-Index als wertvoll erwiesen. Besonders durch das Einbeziehen
von Daten aus dem fernen Infrarot-Bereich (60 µm), in dem die thermische HII-
Strahlung besonders intensiv erscheint, konnte das Unterscheidungskriterium zwi-
schen der nicht-thermischen Emission von SNRs und der thermischen Strahlung von
HII-Regionen verscha¨rft werden (Fu¨rst et al. 1987).
Untersucht man die Assoziationen zwischen Supernova-U¨berresten und Pulsaren,
so stellt man erstaunlich wenige Beziehungen fest, obwohl Statistiken fu¨r ∼80% al-
ler Supernova-Explosionen in unserer Galaxie das Entstehen von Neutronensternen
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vorhersagen (Reich 2002). Dennoch hat sich die Zahl der Assoziationen, aufgrund
besonders empfindlicher Pulsar-Suchen mit großen Bandbreiten, von 20 im Jahr
2002 auf nunmehr 30 erho¨ht (Camilo 2003, Lorimer 2003a). Prominentester Ver-
treter dieser Entdeckungsreihe war hierbei PSRJ0205+6449, ein nur ∼45µJy star-
ker 65ms-Pulsar im Supernova-U¨berrest 3C58 (SN1181), an dessen Suche auch die
Bonner Pulsar-Gruppe beteiligt war (Camilo et al. 2002d). Da die Verwandtschaft
zwischen 3C58 und dem Pulsar als sehr wahrscheinlich gilt, ist PSRJ0205+6449
mit ∼820 Jahren11 der ju¨ngste bekannte Pulsar. Diese sowie a¨hnliche Entdeckungen
der letzten Jahre (Camilo et al. 2002b,a,c) haben gezeigt, daß die Assoziationen
zwischen Pulsar / SNR den heutigen Empfindlichkeitslimits von Radioteleskopen
unterliegen — die Beziehung zwischen Pulsar und SNR aber auch durch Beobach-
tungen nachweisbar ist.
Vor dem Hintergrund, daß die Erkennung von SNRs in Richtung des Galaktischen
Zentrums, aufgrund der Struktur und der erho¨hten Hintergrundemission, besonders
schwierig ist, zeigt Abbildung 6.3 dennoch die gro¨ßte Anzahl von Supernova-U¨ber-
resten in Zentrumsrichtung. Ein direkter Vergleich der SNR-Verteilung aus Abb. 6.3
mit der, in gleicher Auflo¨sung erstellten Grafik, fu¨r Pulsare (Abb. 6.1, S. 156), ergibt
bei l = 0◦± 2◦ ∼ 10 SNRs, wa¨hrend im gleichen Intervall kein Pulsar bekannt ist.
Dieser Umstand unterstreicht auf der einen Seite die Existenz von Neutronensternen
in Richtung des Galaktischen Zentrums, auf der anderen Seite aber auch den Einfluß
von Selektionseffekten bei der Pulsar-Suche in dieser Region.
Durch empfindliche Durchmusterungen mit Ro¨ntgen-Satelliten (Chandra, XMM )
konnte die Anzahl potentieller Supernova-U¨berreste in Zentrumsrichtung in den letz-
ten Jahren weiter erho¨ht werden (Senda et al. 2002, Bykov 2003, Yusef-Zadeh et al.
2003). Auch diese Entdeckungen sind ein unmittelbarer Beweis fu¨r die Existenz von
Neutronensterne und gleichfalls auch ein weiteres Indiz fu¨r aktive Sternentstehung
und einen mo¨glichen Starburst in der ju¨ngeren Geschichte des Galaktischen Zen-
trums (Sidoli et al. 1999, Sofue 2003).
11 Die Altersangabe bezieht sich auf historische Aufzeichnugen der Supernova-Explosion.

















Anzahl der Supernova-U¨berreste in Abha¨ngigkeit zur galaktischen La¨nge.
Die Grafik wurde mit der gleichen Auflo¨sung in galaktischer La¨nge (binning: 4◦) erstellt
wie Abb. 6.1, so daß ein direkter Vergleich mo¨glich ist. Anders als in der Pulsar-Grafik
(Abb. 6.1), ist der Bereich in Richtung des Galaktischen Zentrums (l ≈ 0◦) mit einer
relativ hohen Anzahl von Supernova-U¨berresten besetzt. (D.A.Green, Vers. Januar 2004).
6.2 Interstellare Streuung / Scattering
Das interstellare Medium (ISM) unserer Galaxie, bestehend aus einer Mischung
von teilweise ionisiertem Gas, Staub und hochenergetischen Teilchen, beeinflußt die
U¨bertragung von Radiowellen auf unterschiedliche Weise (siehe auch Abschnitt 1.3).
Wegen Unregelma¨ßigkeiten und Turbulenzen in der Elektronendichteverteilung des
ISM, in der Gro¨ßenordnung von 107− 1013m (Armstrong et al. 1995), kommt es zu
Beugungs- und Streueffekten. Diese ko¨nnen durch Variationen der Flußdichte (Szin-
tillation), der Winkelaufweitung von kompakten Quellen (Angular Broadening) und
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durch Verbreiterung der Pulsprofile bei Pulsaren (Dispersion & Scattering) beob-
achtet werden. Zusa¨tzlich bewirken Magnetfelder im ISM bei der Pulsarstrahlung
eine Drehung der Polarisationsrichtung, die als Faraday-Rotation gemessen werden
kann. Die Gro¨ße der Beeinflussungen ist abha¨ngig von der Entfernung und Richtung
zur Quelle, der Zeitspanne der Messungen sowie der Beobachtungsfrequenz.
Bei der Szintillation unterscheidet man aufgrund der ra¨umlichen Struktur und der
zeitlichen Variation zwischen zwei Bereichen (Rickett 1990): Diffraktive und refrak-
tive interstellare Szintillation.
6.2.1 Diffraktive interstellare Szintillation (DISS)
Die DISS wird durch Irregularita¨ten der Elektronendichte auf kleinen La¨ngenskalen
(107−109m) verursacht und fu¨hrt zu Vera¨nderungen der Flußdichte im Bereich von
Minuten bis Stunden (Cordes et al. 1985). Die Intensita¨tsvariationen der Pulsar-
strahlung werden gewo¨hnlich in Form von Graustufendarstellungen der Einzelpuls-
Spektren als Funktion der Zeit (dynamische Szintillationsspektren) studiert. Hierbei
ergibt sich bei jeder Frequenz ein zufa¨lliges Szintillationsmuster, das sich durch eine
charakteristische Zeitskala – die dynamische Szintillationszeit ∆td – auszeichnet. Sie





Umgekehrt dekorreliert die Szintillation zu einer Quelle im Abstand D fu¨r jede Zeit





Eine weitergehende Behandlung zur DISS findet sich in Goodman & Narayan (1985)
und Cordes et al. (1985).
6.2.2 Refraktive interstellare Szintillation (RISS)
Die RISS wird durch Refraktionen der Radiowellen an großra¨umigen Irregularita¨ten
(1011 − 1013m) hervorgerufen und a¨ußert sich in langperiodischen Flußvera¨nderun-
gen im Zeitbereich von Wochen und Monaten (Sieber 1982). Anders als bei der







Interstellare Streuung von Radiowellen fu¨r das Modell des du¨nnen Streuschirms.
Durch Inhomogenita¨ten im interstellaren Medium werden die Pulsarstrahlen so gestreut,
daß Teile des Signals den Beobachter – aufgrund gro¨ßerer geometrischer Wegstrecken –
verzo¨gert erreichen, was zu einer Verbreiterung des Pulsprofils fu¨hrt.
diffraktiven Szintillation kann die RISS mit den Mitteln der geometrischen Optik
beschrieben werden. Hierbei wirken die großra¨umigen Dichtefluktuationen wie Lin-
sen, deren Fokalla¨nge gro¨ßer als der Abstand vom Beobachter zum Streubereich
ist. Weil sich in der Praxis mehrere solcher Linsen aneinander ketten, entstehen
partielle Fokussierungen und Defokussierungen der gestreuten Radiostrahlung. Die
beobachteten Variationen der Flußdichten von Radioquellen sind Folgen von Re-
lativbewegungen von Beobachter, Streumedium (Linse) und Quelle (Rickett 1990,
Johnston et al. 1998).
6.2.3 Scattering
Wa¨hrend die Szintillation zu zeitabha¨ngigen Flußdichtea¨nderungen der Radiostrah-
lung fu¨hrt, bewirken Irregularita¨ten der Elektronendichte im ISM, bei zeitvarian-
ten Signalen, auch eine Verbreiterung der Pulsprofile (Scattering). Besonders bei














der Beobachtung von weit entfernten Pulsaren in der galaktischen Ebene und bei
niedrigen Frequenzen, verursacht die Pulsverbreiterung eine Verschlechterung des
Signal-zu-Rausch Verha¨ltnisses, was bei starkem Scattering eine Detektion auch
ganz verhindern kann. Im Gegensatz zur Dispersion kann das Scattering nicht durch
technische Maßnahmen verhindert werden – lediglich Beobachtungen bei ho¨heren
Frequenzen mindern die Streuverbreiterung.
Weil die exakte Behandlung der Streuung von Radiowellen in einem inhomogenen
Medium ein kompliziertes Problem ist und letztendlich nur in einfachen Na¨herungen
gelo¨st ist (Codona 1986), wurde das Modell des du¨nnen Streuschirms entwickelt
(Scheuer 1968). Dieses Modell konzentriert das komplette Streumedium zwischen
Quelle und Beobachter auf einen schmalen Bereich, den Streuschirm, in der Mitte
der Sichtlinie12 (siehe Abbildung 6.4).
Radiostrahlen, die auf ihrem Weg zum Beobachter den Streuschirm durchlaufen,
erfahren in diesem Modell eine Gaußverteilte Beugung, mit der Abweichung θσ,
vom Streuwinkel θs (Abbildung 6.5):








Wird ein Signalstrahl um den Winkel θ gestreut, so verla¨ngert sich seine Wegstrecke,
was zu einer verzo¨gerten Ankunft ∆t(θ) beim Beobachter fu¨hrt
∆t(θ) = (D/4c) θ2 . (6.4)
12Verschiebt man den Streuschirm in Richtung Quelle, so ergibt sich mit der Bezeichnung aus
Abb. 6.5 der halbe scheinbare Winkeldurchmesser θ′s der Quelle zu θ′s = θsD/2(D −∆).
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Die unterschiedlich stark gestreuten Strahlen addieren sich schließlich zu einem Sum-
mensignal beim Beobachter, mit einer vom Streuwinkel θs abha¨ngigen Intensita¨ts-
verteilung








Durch Einsetzen von Gleichung (6.4) in (6.5) la¨ßt sich weiterhin die zeitabha¨ngige
Intensita¨tsverteilung eines gescatterten Signals beschreiben:






Ein gescatterter Puls charakterisiert sich demnach beim Beobachter durch einen
steilen Anstieg und einen exponentiellen Abfall (vgl. Abbildung 6.6)
I(∆t) ∝ e−∆t/τsc , (6.7)





Sowohl die Dekorrelationsbandbreite ∆νd (6.2) wie auch die Streuzeit τsc (6.8) sind
von der Beobachtungsfrequenz ν abha¨ngig (∆νd ∝ να und τsc ∝ ν−α) und ko¨nnen
in Relation zueinander gesetzt werden
2pi τsc∆νd = C . (6.9)
Die Konstante C liegt in der Gro¨ßenordnung von Eins – kann aber, je nach ver-
wendeter Geometrie im ISM und abha¨ngig vom Fluktuationsspektrum, auch gro¨ße-
re Werte annehmen (Lambert & Rickett 1999). Weil insbesondere kleine Streuzei-
ten τsc bei einer direkten Messung nur ungenau bestimmt werden ko¨nnen, ist die
“Unscha¨rferelation” aus (6.9) eine nu¨tzliche Umformung, um u¨ber die Messung der
Dekorrelationsbandbreite das τsc zu berechnen (siehe auch Abbildung 6.10).
A¨hnlich wie bei der Konstanten C aus (6.9) ha¨ngt auch der Spektralindex der
Streuverbreiterung α von dem verwendeten Modell der Dichtefluktuation ab. Im
Falle der hier beschriebenen Gaußverteilten Irregularita¨ten im ISM, ergibt sich ein
Potenzgesetz-Spektrum mit der Frequenzabha¨ngigkeit von ν−4; bei einem reinen
Kolmogorov-Spektrum13 liegt der erwartete Wert bei αK = 4.4 (Lee & Jokipii 1976,
13 Kolmogorov & Obuchow haben 1941 die lokalen Eigenschaften von turbulenten Stro¨mungen
in za¨hen Flu¨ssigkeiten analysiert und hierbei eine Abha¨ngigkeit der Geschwindigkeitsvariation zur
Skalenla¨nge eines Turbulenzelements gefunden. Dieser als Kolmogorov-Gesetz bezeichnete Zusam-
menhang ist auch auf turbulente Stro¨mungen in Gasen – und damit dem ISM – u¨bertragbar.
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Rickett 1977).
Neuere Messungen von Lo¨hmer et al. (2001) zeigen, insbesondere bei hochdispergier-
ten Pulsaren, ein flacheres Spektrum mit einem Spektralindex von 〈α〉 = 3.44±0.13
(siehe Abbildung 6.21 auf Seite 202).
6.3 Empfindlichkeitsberechnung
Weil eine Suche nach Radio-Pulsaren von einer Vielzahl ganz unterschiedlicher Ef-
fekte in ihrer Empfindlichkeit negativ beeinflußt wird, ist es von besonderer Wich-
tigkeit, diese Einflu¨sse bestmo¨glichst zu bestimmen, um realistische Aussagen u¨ber
die erzielten Ergebnisse angeben zu ko¨nnen. Nach Dewey et al. (1985) berechnet
sich die theoretisch erzielbare minimale Flußdichte Smin einer Pulsar-Suche zu:









Hierbei bezeichnet Tsys die Systemrauschtemperatur, die im Empfa¨nger und in der
nachfolgenden Zwischenfrequenzversta¨rkung aufgrund von thermischem Rauschen
in den Halbleitern entsteht. Weil dieser Faktor linear in die Berechnung der Sensi-
tivita¨t eines Radioteleskops eingeht, ist der Empfa¨nger die bevorzugte Komponente
bei der Optimierung der Teleskopempfindlichkeit.
Ebenfalls linearen Einfluß auf das Smin hat die kosmische Hintergrundstrahlung
Tsky
14, die je nach galaktischer Richtung (l, b) unterschiedlich hoch ausfa¨llt.
Die Vorwa¨rtsversta¨rkung (Antennengewinn) G in K/Jy wird durch die effektive
Sammelfla¨che Aeff des Teleskops beeinflußt. Weil der Ausleuchtungsgrad des Tele-
skopspiegels auch von der Beobachtungsfrequenz abha¨ngt, ist Aeff – und damit auch
der Gewinn G – bei verschiedenen Frequenzen unterschiedlich groß.
Der Faktor np gibt die Anzahl der Polarisationskana¨le an und ist in der Regel 2.
Die Empfa¨ngerbandbreite ∆ν und die Integrationszeit tint gehen nur als Wurzel in
die Empfindlichkeitsberechnung ein, was nochmals die Wichtigkeit von rauscharmen
Empfa¨ngern (Tsys) auf die Sensitivita¨t unterstreicht.
Wa¨hrend die bisher beschriebenen Empfindlichkeitseinflu¨sse durch das Instru-
ment und die Beobachtungsrichtung (Tsky) bestimmt wurden, kommt bei Pulsar-
Beobachtungen noch eine weitere Komponente hinzu. Weil Pulsarsignale zeitvariant
14 Tsky beru¨cksichtigt auch den Einfluß der Atmospha¨re
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sind und damit die Detektion eines Pulses durch die Gro¨ße der Differenz von Puls-
spitze (on-pulse) zu Pulsumgebung (off-pulse) bestimmt wird, nimmt auch das
Verha¨ltnis von Puls-Periode P und Puls-Weite W Einfluß auf die Empfindlichkeit.
Dieser Einfluß wird durch den hinteren Teil in Ausdruck 6.10 beru¨cksichtigt.
Die Konstante C ist ein empirischer Wert, der neben der Detektionsschwelle (≈ 8σ)
auch Verluste in der Digitalisierung beru¨cksichtigt. Bei allen Berechnungen inner-
halb dieser Arbeit wurde C ∼ 10 angenommen.
Ausdruck 6.10 zeigt, daß fu¨r eine hohe Empfindlichkeit das Argument unterhalb
der Wurzel die Relation W ¿ P −W annehmen sollte. Hierbei beschreibt W die
beobachtete Pulsweite, die aufgrund mehrerer Effekte im interstellaren Medium und
bei der Datenerfassung/Auswertung breiter als die intrinsische Weite Wintr des Pul-
sars ist. Dieser Zusammenhang wird in vielen Vero¨ffentlichungen mit dem Ausdruck
W =
√











Wintr bezeichnet die Puls-Weite unmittelbar an der Pulsaroberfla¨che, die durch
eine begrenzte Abtastrate tsamp bei der Digitalisierung und durch die Dispersions-
verschmierung tDM (siehe Ausdruck 5.6) in den Filterbankkana¨len verbreitert wird.
Der vierte Term unterhalb der Wurzel von (6.11) beru¨cksichtigt die nicht beliebig
kleinen Dispersionsschritte bei der Pulsar-Suche15. Die Abweichung zwischen dem
tatsa¨chlichen Dispersionsmaß DM und dem besten Dispersionswert bei der Suche
(DMtrial) verursacht eine weitere Pulsverbreiterung.
Der letzte Term in Ausdruck 6.11 behandelt die Pulsverbreiterung aufgrund von
Scattering-Einflu¨ssen (Abschnitt 6.2). Weil dem Scattering bei einer Suche nach Pul-
saren in Richtung des galaktischen Zentrums eine besondere Bedeutung zukommt
und weil Ausdruck 6.11 diesen Effekt nicht genu¨gend genau behandelt, wurden um-
fangreiche Simulationen gerechnet.
6.3.1 Simulation von Scattering-Einflu¨ssen
Eine Betrachtung des Scatterings wie in Ausdruck 6.11 impliziert eine symmetrische
Verbreiterung der intrinsischen Pulsweite Wintr. Wa¨hrend dies bei der Aufweitung
15 In der Praxis verhindert die begrenzte Rechenzeit sehr kleine Dispersionsstufen.
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Der hochdispergierte Pulsar PSR B1758−23 bei den Beobachtungsfrequenzen 1410,
1640, 2700 & 4850 MHz.
durch tDM (siehe Abbildung 5.6) und tsamp korrekt ist, bewirkt das Scattering jedoch
eine unsymmetrische Pulsverbreiterung. Abbildung 6.6 zeigt, wie das Pulsprofil von
PSRB1758−23 durch Scattering einen Schwanz bildet, der bei einer Beobachtungsfre-
quenz von 1.4GHz fast die La¨nge einer ganzen Periode einnimmt. Wie in Abschnitt
6.2 beschrieben, la¨ßt sich der Scattering-Schwanz durch eine Faltung (⊗) der intrin-
sischen Pulsform sintr(t) mit einer e-Funktion na¨hern: s(t) = sintr(t)⊗ e−t/τsc .
Um den Einfluß auf die Suchempfindlichkeit zwischen vereinfachter Streuverbrei-
terung aus (6.11) und der tatsa¨chlichen (realen) Pulsvera¨nderung durch Scattering
zu studieren, wurden beide Ansa¨tze simuliert. Hierzu wurde ein Pulsprofil in Form
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Vergleich zwischen vereinfachtem und tatsa¨chlichem Scattering (Details siehe Text).
a) Scattering-Einfluß (τsc = 400ms, P = 1 s) auf die Pulsform im Zeitbereich und
b) auf die harmonischen Anteile im Leistungsspektrum.
c) Gesamte harmonische Signalleistung und
d) Anteil ho¨herer harmonischer Frequenzen
in Abha¨ngigkeit von Scattering-Zeit zu Pulsar-Periode (τsc/P ).
einer Gauß-Kurve mit einer Pulsbreite von Wsim ∼ 5% generiert und unter Beach-
tung gleichbleibender Flußdichten mit beiden Scattering-Ansa¨tzen verbreitert. Die
Abbildungen 6.7 a) und b) zeigen den Unterschied zwischen beiden Ansa¨tzen im
Zeit- und Frequenzbereich fu¨r eine Pulsar-Periode P =1 s und einer Streuverbreite-
rung τsc=400ms (τsc/P =0.4). Wa¨hrend beim vereinfachten Scattering neben der
Grundfrequenz nur noch zwei harmonische Frequenzanteile sichtbar bleiben, entha¨lt
das Fourier-Spektrum beim tatsa¨chlichen Scattering noch viele Harmonische mit
gro¨ßerer Signalho¨he. Ab einem τsc/P ≥ 1 wird beim einfachen Scattering-Modell
der urspru¨ngliche Gauß-Puls zu einer Sinus-Schwingung, wodurch sa¨mtliche harmo-
nische Signalanteile entfallen (vgl. Abbildungen 6.7 c) und d)).
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Eine weitere Vergro¨ßerung der Streuzeit τsc fu¨hrt zu einer Verflachung der Sinus-
Schwingung, bis schließlich auch die Grundschwingung im Spektrum nicht mehr
erkennbar wird.
Deutlich anders verha¨lt sich das Spektrum, und damit verbunden die Suchemp-
findlichkeit, wenn der Gauß-Puls durch tatsa¨chliches Scattering unsymmetrisch ver-
breitert wird. Hier sind auch bei Streuzeiten, die gro¨ßer als die eigentliche Pulsar-
Periode sind, noch harmonische Frequenzanteile sichtbar (vgl. Abbildung 6.7 d), wo-
durch die detektierbare harmonische Gesamtleistung weniger steil abfa¨llt als beim
vereinfachten Scattering nach Ausdruck 6.11 (siehe Abbildung 6.7 c).
Die Simulationen in diesem Abschnitt haben anschaulich gezeigt, daß die einfache
und symmetrische Pulsverbreiterung durch Scattering nach Ausdruck 6.11 nur fu¨r
kleine Streuzeiten τsc/P < 0.01 eine brauchbare Na¨herung sind (Abbildung 6.7 d).
Bei gro¨ßeren Streuzeiten, wie sie bei der Suche nach hochdispergierten Pulsaren in
Richtung des Galaktischen Zentrums zu erwarten sind, darf der vereinfachte Ansatz
nicht gewa¨hlt werden, weil dieser die Suchempfindlichkeit unzula¨ssig unterbewertet.
Weil Cordes & Lazio (1997) in ihren Untersuchungen zur Detektierbarkeit von
Pulsaren in Richtung des Galaktischen Zentrums den vereinfachten Scattering-An-
satz wa¨hlten, mu¨ssen die Ergebnisse zur optimalen Beoachtungsfrequenz neu be-
trachtet werden.
6.4 Die optimale Beobachtungsfrequenz
Viele Suchprojekte in den ersten 20 Jahren nach der Entdeckung der Pulsare wur-
den bei Radiofrequenzen um 400MHz durchgefu¨hrt. Besonders das steile Spektrum
von Pulsaren (Sν ∝ ν−1.6) und der große Beam-Durchmesser sprachen fu¨r diese
Beobachtungsfrequenz, weil sie empfindliche Durchmusterungen weitra¨umiger Him-
melsbereiche mit kurzen Beobachtungszeiten erlaubte.
Obwohl bei niedrigen Frequenzen rund 500Pulsare gefunden wurden, entdeck-
ten die ersten beiden Surveys bei 1400 und 1500MHz (Clifton et al. 1992, John-
ston et al. 1992) zusammen 86 neue Pulsare in der galaktischen Ebene, obwohl die-
se Region bereits mit a¨hnlicher Grundempfindlichkeit bei niedrigeren Frequenzen
durchsucht worden war (Manchester 2001). Die neuen Pulsare hatten ein ho¨heres
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a) b)
Abbildung 6.8:
Anzahl der Pulsare im Abstand zum galaktischen Zentrum, die
a) bei Suchfrequenzen ν < 1400MHz und
b) bei Suchfrequenzen ν ≥ 1400MHz
gefunden wurden. Die Abbildung zeigt deutlich, daß Surveys bei ho¨heren Frequenzen
(; geringeres Scattering) mehr Pulsare im inneren Bereich unserer Galaxie finden als
Suchen bei niedrigen Beobachtungsfrequenzen.
Dispersionsmaß, gro¨ßere Streuzeiten τsc und waren weiter entfernt als die zuvor
entdeckten Pulsare. Analysen der Surveys zeigten, daß durch Selektionseffekte wie
Hintergrundstrahlung, Dispersion und Scattering die neuen Pulsare nicht bei niedri-
gen Frequenzen gefunden werden konnten, weil die Pulse durch diese Effekte zu sehr
verbreitert wurden (Cordes & Lazio 1997, Kramer et al. 2000a). Die Abbildungen
6.8 und 6.9 verdeutlichen diesen Zusammenhang: Wa¨hrend Pulsar-Suchen bei nied-
rigen Frequenzen u¨berwiegend lokale Pulsare hervorbrachten, konnten Surveys bei
ho¨heren Frequenzen auch Pulsare im inneren Bereich unserer Galaxie entdecken.
Um die optimale Beobachtungsfrequenz fu¨r die Suche nach hochdispergierten
Pulsaren im Galaktischen Zentrum zu ermitteln, werden in den folgenden Unterab-
schnitten die verschiedenen Selektionseinflu¨sse analysiert und fu¨r zwei Scattering-
modelle die Detektionsempfindlichkeit in einem Frequenzbereich von 1 - 35GHz si-
muliert (Abschnitt 6.4.6). Neben den physikalischen Selektionseffekten wurden bei
der Simulation auch technische Aspekte, wie Systemrauschtemperatur Tsys und der
Antennengewinn G bei unterschiedlichen Empfangsfrequenzen, beru¨cksichtigt.
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Abbildung 6.9:
Projektion von 1393 Pulsaren aufgrund ihrer Position und Entfernung in die galaktische
Ebene. Die im Hintergrund als Grauplot dargestellte Elektronen-Dichteverteilung nach
dem NE2001-Modell (Cordes & Lazio 2002) la¨ßt die Lage der Spiralarme erkennen. Das
Galaktische Zentrum ist mit einem Kreuz (×) gekennzeichnet und die Sonne (¯)
befindet sich an der Position (X= -8.5 kpc, Y=0kpc).
blaue Punkte: Pulsare, die bei einer Frequenz ν < 1400MHz gefunden wurden
rote Punkte: Pulsare, die bei einer Frequenz ν ≥ 1400MHz gefunden wurden
6.4.1 Spektral-Index von Pulsaren
Das Spektrum der meisten Pulsare la¨ßt sich durch eine einfache Exponentialfunktion
na¨hern:
Sν ∝ ν−α (6.12)
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Hierbei u¨berstreicht der Spektralindex α einen anna¨hernd Gauß-verteilten Bereich
von 0≤ α ≤ 4 mit einem Mittelwert von 〈α〉 = 1.6−1.8 (Lorimer et al. 1995, Ma-
ron et al. 2000). Hin zu ho¨heren Frequenzen ist zudem eine leichte Erho¨hung beim
Spektralindex von 〈α〉 ∼ 1.9 zu beobachten, wie Messungen von Kijak et al. (1998)
zwischen 1.4GHz und 5GHz ergaben16.
Das steile Spektrum von Pulsaren bedingt daher entweder niedrige Beobachtungs-
frequenzen oder aber große Bandbreiten bei ho¨heren Frequenzen, um die gleiche
Suchempfindlichkeit zu erreichen.
6.4.2 Dispersion
Wie Ausdruck 6.10 zeigt, la¨ßt sich die Suchempfindlichkeit durch Verwendung großer
Bandbreiten erho¨hen. Weil jedoch die Dispersion – gerade bei niedrigen Frequenzen –
besonders stark die Pulsform verbreitert (siehe Abschnitt 1.3.1), muß die Gesamt-
bandbreite in viele schmale Frequenzkana¨le aufgeteilt werden, um diesen Einfluß
zu korrigieren. Diese Frequenzaufsplittung erho¨ht aber nicht nur den technischen
Aufwand, sondern erschwert auch die Analyse, weil große Datenmengen durchsucht
werden mu¨ssen.
Bei ho¨heren Beobachtungsfrequenzen dagegen verringert sich die Dispersionsver-
schmierung:
tDM ∝ ν−3 (6.13)
Fu¨r die Pulsar-Suche im Galaktischen Zentrum wurde deshalb eine 8× 60MHz Fil-
terbank fu¨r beide Polarisationskana¨le entwickelt. Bei einer Gesamtbandbreite von
480MHz betra¨gt die Dispersionsverbreiterung bei DM=1000 cm−3 pc nur 35ms bei
∼ 5GHz bzw. 7ms bei ∼ 8GHz pro Frequenzkanal.
6.4.3 Galaktische Hintergrundstrahlung
Ein weiterer Faktor, der die Empfindlichkeit von Pulsar-Surveys besonders bei nied-
rigen Frequenzen limitiert, ist die galaktische Hintergrundstrahlung durch Synchro-
tron-Emission freier Elektronen. Durch Intensita¨tsvergleiche zwischen dem All-Sky-
Survey bei 408MHz von Haslam et al. (1982) und der 1420-MHz Durchmusterung
16 Bei Wellenla¨ngen im Millimeter-Bereich wurde auch wieder eine Abflachung des Spektrums
beobachtet (Kramer et al. 1996), was hier aber nicht weiter betrachtet werden soll.
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des no¨rdlichen Himmels (Reich 1982, Reich & Reich 1986, Lawson et al. 1987) konn-
te ein Spektral-Index fu¨r die Hintergrundstrahlung von -2.8 ermittelt werden. Eine






Obwohl die Hintergrundemission bei 408MHz in Richtung zum Galaktischen Zen-
trum sehr hoch ist (T > 800K), reduziert bereits eine Beobachtung bei λ=21 cm
Wellenla¨nge die Strahlung um einen Faktor ∼ 35. Bei Radiofrequenzen ν ≥ 5GHz
hat die Hintergrundstrahlung nur eine untergeordnete Bedeutung, wie Zentrumsbe-
obachtungen bei 4750MHz von Seiradakis et al. (1989) belegt haben. Mit Ausnahme
von SgrA (146K), SgrB1 (19K) und 1743-287A (14K) blieben alle anderen Quellen
unter 3K. Dennoch wurde bei den Simulationen in Abschnitt 6.4.6 die frequenz-
abha¨ngige Hintergrundstrahlung mit beru¨cksichtigt.
6.4.4 Technische Limits
Unabha¨ngig von allen physikalischen Aspekten, die einen Pulsar-Survey beeinflussen
und bei der Suche nach der optimalen Beobachtungsfrequenz beru¨cksichtigt werden
mu¨ssen, begrenzt auch das Teleskop die Empfindlichkeit einer Messung. Um diese
technischen Einflu¨sse bei der Simulation in Abschnitt 6.4.6 zu beru¨cksichtigen, wurde
der AntennengewinnG und die Systemtemperatur Tsys der Empfa¨nger am 100-Meter
Teleskop17 Effelsberg bei verschiedenen Frequenzen mit in die Berechnung integriert.
Hierzu wurden G und Tsys im Bereich 1 - 32GHz anhand von Kalibrationstabellen
18
zu einer stetigen Funktion der Frequenz gefittet, um Spru¨nge durch unterschiedlich
gute Empfa¨nger zu vermeiden.
6.4.5 Interstellares Scattering
Im Vergleich zu allen bisher aufgefu¨hrten Empfindlichkeitseinflu¨ssen, nimmt die
Pulsverbreiterung durch interstellares Scattering von Pulsaren im Zentrumsbereich
unserer Galaxie eine Sonderrolle ein. Dies liegt zum einen daran, daß die Suchemp-
findlichkeit ganz wesentlich vom Scattering in dieser Region beeinflußt wird, zum
17 Weil die technischen Parameter am Green Bank Teleskop (GBT) sehr a¨hnlich sind, gelten die
Simulationsergebnisse in gleicher Weise auch fu¨r das GBT.
18 http://134.104.64.34/ak/calib.html
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anderen daran, daß es bislang nur grobe Annahmen – durch indirekte Messungen –
zur Streuverbreiterung im Galaktischen Zentrum gibt.
Wie unsicher die bisherigen Annahmen zum Scattering sind, belegen bereits Pu-
blikationen aus den 70er Jahren von Davies et al. (1976) und Ozernoi & Shishov
(1977):
Davies et al. (1976) verwendeten die Relation
τsc ∝ θ2sc λ4 (6.15)
zwischen dem Streuwinkel θsc und der Streuverbreiterung τsc, um durch Einsetzen
gemessener Streuwinkel fu¨r SgrA∗ (θscGC = 1.
′′4 arc) und dem Crab Pulsar (θscCrab =







≈ 10 s (6.16)
fu¨r das Galaktische Zentrum bei 1GHz zu bestimmen19.
Wa¨hrend die Rechnungen von Davies et al. (1976) implizit einen Scattering-Bereich
mittig zwischen Beobachter und dem Galaktischen Zentrum annehmen, sehen die
U¨berlegungen von Ozernoi & Shishov (1977) eine na¨her zum Zentrum gelegene
Scattering-Region vor. Ihre Rechnungen ergeben Streuzeiten fu¨r Pulsare im Ga-
laktischen Zentrum von τGC ≈ 3× 104 Sekunden bei 1GHz.
Eine zum Zentrum hin verlagerte Scattering-Region beschreiben auch Cordes &
Lazio (1997) in Ihrer Analyse zur Detektierbarkeit von Zentrumspulsaren. Ausge-
hend von Winkeldurchmessern von 1.′′3 fu¨r SgrA∗ und 1′′ fu¨r zentrumsnahe OH-
Maser bei 1GHz entwickelten sie die Beziehung














Hierbei beschreibt f(x) in Ausdruck 6.17 den geometrischen Faktor zur Lage des
Scattering-Schirms zwischen Beobachter und dem Galaktischen Zentrum:
f(x) ≡ 1− x
x
. (6.18)
Die Frequenzskalierung von τGC in Gleichung (6.17) mit ν
−4 anstatt mit dem sonst
u¨blichen Wert von ν−4.4 fu¨r ein Kolmogorov-Spektrum, erkla¨rt sich durch kleinste
19 Die Ungenauigkeit dieser Rechnung zeigt sich bereits daran, daß neuere und pra¨zisere Mes-
sungen fu¨r θscGC und θscCrab ein τGC ≈ 5.5 s bei 1GHz ergeben.
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Unregelma¨ßigkeiten in der Elektronendichte-Verteilung des interstellaren Mediums,
wie sie bei extrem starken Scattering auftreten (Cordes & Lazio 1991). Dieser Trend
wurde durch Messungen von hochdispergierten Pulsaren von Lo¨hmer et al. (2001)
mit τsc ∝ ν−3.44 besta¨tigt und wird in Abschnitt 6.8, bei der Zusammenfassung der
Suchergebnisse, nochmals diskutiert.
Fu¨r den Abstand zwischen Galaktischem Zentrum und dem Scattering-Schirm
nehmen Cordes & Lazio (1997) zuna¨chst einen Wert ∆GC ≈ 50 pc an, womit sich
eine Streuverbreiterung aus (6.17) von
τGC ∼ 1065 s ν−4GHz (6.19)
ergibt. Fu¨r den Fall eines mittigen Schirms zwischen Zentrum und Beobachter wu¨rde
τGC ∼ 6.3 s bei 1GHz betragen.
Die Beobachtung von extragalaktischen Quellen durch den Zentrumsbereich mit dem
VLA bei 21 und 6 cm Wellenla¨nge (Lazio & Cordes 1998b) und eine anschließen-
de Wahrscheinlichkeitsanalyse zur Elektronendichte im Zentrumsbereich (Lazio &
Cordes 1998c) korrigierten die Annahme des Scattering-Schirms zu
∆GC = 133
+200
−80 pc . (6.20)
Mit diesem neueren Wert ergibt sich das Scattering von Pulsaren im Zentrumsbe-
reich zu
τGC ∼ 350 s ν−4GHz . (6.21)
Wie die Recherche zur Streuverbreiterung von Zentrumspulsaren zeigt, gibt es
bislang noch keine verla¨ßlichen Werte, sondern lediglich Annahmen, die ein weites
Intervall von 6 s ≤ τGC ≤ 1165 s bei 1GHz umfassen und sich auf indirekte Messun-
gen stu¨tzen. Weiterhin zeigt sich, daß bei den Ergebnissen von Cordes & Lazio (1997)
bereits kleinste Parametera¨nderungen von ∆GC ausreichen, um große Unterschiede
in den Scatteringzeiten τsc zu bewirken.
Damit sich die Simulationen in Abschnitt 6.4.6 nicht nur auf die bisherigen indi-
rekten Streuzeitmessungen stu¨tzen, wurde zusa¨tzlich auch ein empirischer Wert fu¨r
τGC ermittelt. Ausgehend von den gemessenen Scatteringzeiten von 189Pulsaren
(Abbildung 6.10) fu¨r unterschiedliche Dispersionsmaße (DM) bestimmten Bhat-
tacharya et al. (1992), Ramachandran et al. (1997) und Mitra & Ramachandran
(2001) die Beziehung
τsc = A ·DMγ
(
1 + B ·DM δ)λ4.4 ms (6.22)
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Abbildung 6.10:
Streuzeiten τsc bei 400MHz als Funktion des Dispersionsmaßes (DM) in doppelt-
logarithmischer Darstellung fu¨r 189Pulsare (Ramachandran et al. 1997, Mitra &
Ramachandran 2001).
Die Kreise symbolisieren Messungen der Dekorrelationsbandbreite ∆ν, die Punkte
Messungen der Streuverbreiterung (τsc) und Sterne die neuen Messungen
hoch-dispergierter Pulsare von Lo¨hmer (2002). Die Linien repra¨sentieren die
Best-Fit-Ergebnisse der mittleren τsc-Kurve.
mit den best-fit Werten: A = 8.4 · 10−6, B = 8.3 · 10−5, δ = 2.5 und γK = 2.2 fu¨r
ein Kolmogorov-Spektrum. Aus den Grafiken zur Dispersion in Abha¨ngigkeit zur
galaktischen La¨nge und Breite (Abbildung 6.11) wurde ein DMmax ≤ 3500 pc cm−3
bestimmt, welches auch Erwartungen an Zentrumspulsare genu¨gen sollte20. Diese
Annahme wird auch von Lazio & Cordes (1998c) gestu¨tzt, die nur ein DMmax ≈
2000 pc cm−3 nennen, wobei bereits ein Anteil von ∼ 1500 pc cm−3 auf den reinen
Zentrumsbereich (R < 250 pc) entfa¨llt. Aus den empirisch ermittelten Streuzeiten
aus (6.22) ergibt sich ein τGC ≈ 160 s bei 1GHz. Weil diese Streuzeit nur die Ha¨lfte
von (6.21) ausmacht, wurde der empirisch gewonnene Wert als untere und der sehr
hohe Wert aus (6.19) als obere Grenze in den Simulationen verwendet.
20 Das bisher ho¨chste Dispersionsmaß (DM = 1209 pc cm−3) hat PSRJ1628−4828, dessen
Position ∼ 5◦ vom Galaktischen Zentrum entfernt liegt (Kramer et al. 2003).
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a) b)
DM (l, b =   0°)
DM (l, b =   5°)
DM (l, b = +5°)
Galaktische Länge (deg) Galaktische Breite (deg)
Abbildung 6.11:
Dispersionsmaß (DM) in Abha¨ngigkeit zur galaktischen La¨nge und Breite.
Jeder einzelne Punkt repra¨sentiert einen Pulsar, wobei offene Punkte die Pulsare mar-
kieren, die im 21-cm Parkes Multibeam Survey entdeckt wurden.
a) Die drei unterschiedlich markierten Kurvenverla¨ufe geben das aus dem NE2001-
Modell zu erwartende DM als Funktion der galaktischen La¨nge fu¨r die galaktischen
Breiten −5◦, 0◦ und +5◦ an. (Zeichnung entnommen aus Cordes & Lazio (2002))
b) Der gestrichelt eingezeichnete Kurvenverlauf gilt als eine Obergrenze fu¨r das
gro¨ßte zu erwartende DMmax in Abha¨ngigkeit zur galaktischen Breite:
DMmax ≤ 30.0 pc cm−3 · sin(|b|)−1 (Lorimer 2001b). Die Punkte oberhalb der
DMmax-Kurve bei b ≈ −35◦ markieren Pulsare in LMC und SMC, bei denen
das Dispersionsmaß zusa¨tzlich durch die eigene Galaxie beeinflußt wird.
6.4.6 Simulationen
Die in den vorherigen Abschnitten beschriebenen Effekte beeinflussen die Empfind-
lichkeit einer Pulsar-Suche im Galaktischen Zentrumsbereich ganz unterschiedlich.
Wa¨hrend das steile Spektrum von Pulsaren (∝ ν−1.66) und der geringere Antennen-
gewinn G bei kleinen Wellenla¨ngen eher fu¨r eine Suche bei niedrigen Frequenzen
spricht, sind die großen Scatteringzeiten (∝ ν−4) nur bei hohen Beobachtungsfre-
quenzen zu reduzieren. Betrachtet man nur die physikalischen Einflu¨sse bei der Frage
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als die Frequenz, bei der das Fourier-Spektrum die ho¨chste harmonische Leistung
entha¨lt (Cordes & Lazio 1997). Weil Ausdruck 6.23 das Maximum bei einer sehr
schmalen Pulsweite W findet21, hat die Art, wie das Scattering beru¨cksichtigt wird
(vereinfachtes / tatsa¨chliches (reales) Scattering) keinen wesentlichen Einfluß auf
νbest. Da neben der Frage nach der besten Beobachtungsfrequenz νbest auch der
Empfindlichkeitsverlauf zu ho¨heren und niedrigeren Frequenzen – besonders bei un-
genauen Vorgaben fu¨r die Streuzeit τsc – von wesentlichem Interesse ist, wurde das
Detektionslimit (S/N) fu¨r den Frequenzbereich 1 - 35GHz simuliert.
Fu¨r die Simulation wurde ein typischer Pulsar mit der Periode22 P = 800ms
und einem Fluß23 von 30mJy bei 1.4GHz angenommen. Der Spektral-Index betrug
u¨ber den gesamten Simulationsbereich 〈α〉 = 1.66 (Lorimer et al. 1995). Die weite-
ren Parameter wurden so gewa¨hlt, daß sie genau der Zentrumssuche am 100-Meter
Teleskop (Abschnitt 6.6.1) entsprachen: Abtastzeit tsamp = 500µs, Integrations-
zeit tint = 35Minuten. Die fu¨r jede Beobachtungsfrequenz (1 - 35GHz, Schrittweite
δν = 100MHz) generierten Zeitreihen mit 222 Werten wurden mit der im Kapitel 5.8
beschriebenen Suchsoftware PSRsearch analysiert und das beste Signal-zu-Rausch
Verha¨ltnis, nach der harmonischen Summation, gespeichert.
Wie in Abschnitt 6.4.4 erwa¨hnt, wurde die Systemrauschtemperatur Tsys und der
Antennengewinn G an die fu¨r Effelsberg typischen Werte angepaßt; die Bandbreite
der Empfa¨nger / Filterba¨nke ∆ν wurde mit einer Geraden von ∆ν1.4GHz = 80MHz
bis ∆ν32GHz = 2GHz beru¨cksichtigt. Die Dispersionsverbreiterung durch die Fil-
terba¨nke wurde der Einfachheit halber bei jeder Frequenz mit tDM = 5ms ange-
setzt.
Die Ergebnisse der Simulation zeigt Abbildung 6.12. Die in gru¨n gezeichneten
Kurven entsprechen der empirisch angenommenen Streuzeit τGC(1GHz) ≈ 160 s,
die roten Kurven der Scatteringzeit τGC(1GHz) ≈ 1065 s nach dem Modell von
Cordes & Lazio (1997) fu¨r einen Abstand des Scattering-Schirms zum Zentrum von
∆GC = 50 pc. Jeweils gestrichelt ist die vereinfachte Streuverbreiterung dargestellt,
wa¨hrend die durchgezogenen Linien das tatsa¨chliche Scattering zeigen.
21 Bei der optimalen Frequenz νbest ist ²eff = W/P = (²2 + α ln 2/2pi2)1/2 ≈ 0.19
√
α.
22 Die mittlere Pulsperiode von 1180Pulsaren (ohne MSPs) betra¨gt P ∼ 800ms.
23 Obwohl nur 20 von 1180 normalen Pulsaren einen Fluß S1400 ≥ 20mJy haben, wurde dieser
hohe Wert verwendet, weil die Simulation vorrangig den Detektionsverlauf in Abha¨ngigkeit zur
Frequenz zeigen soll.
































Detektionsempfindlichkeit (S/N) fu¨r zwei verschiedene Scatteringmodelle
(gru¨n: τGC ≈ 160 s, rot: τGC ≈ 1065 s bei 1GHz) in Abha¨ngigkeit zur Beobachtungs-
frequenz. Die Simulationen wurden fu¨r beide Modelle mit der vereinfachten und
tatsa¨chlichen Streuverbreiterung gerechnet. Die gestrichelt eingezeichnete Linie markiert
das u¨bliche Detektionslimit fu¨r Pulsar-Suchen von S/N ≈ 10. (Details siehe Text)
Die Ergebnisse der Simulation zeigen zuna¨chst, daß die tatsa¨chlichen Empfind-
lichkeitskurven zu niedrigeren Frequenzen wesentlich flacher abfallen als bei der
vereinfachten Streuverbreiterung (vgl. Abschnitt 6.3.1). Das etwas gro¨ßere Detek-
tionsmaximum bei ν ≈ 5GHz bzw. ν ≈ 10GHz bei dem vereinfachten Scatte-
ringmodell erkla¨rt sich durch die Annahme eines Gauß-Pulses, der aufgrund seiner
Symmetrie eine ho¨here harmonische Leistung erzeugt als ein real gestreuter Puls,
dessen abfallende rechte Flanke einer e-Funktion folgt (vgl. Abbildung 6.6).
Weiterhin zeigt Abbildung 6.12 zu ho¨heren Frequenzen einen a¨hnlichen Verlauf al-
ler vier Empfindlichkeitskurven. Diese Gleichheit ergibt sich, weil ab ν ≈ 15GHz
die Empfindlichkeit vorrangig durch das steile Pulsar-Spektrum und instrumentelle
Einflu¨sse24 bestimmt wird und weil bei ho¨heren Frequenzen der Scattering-Effekt
immer mehr an Bedeutung verliert.
24 ho¨here Systemrauschtemperatur Tsys, kleinerer Teleskopgewinn G
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Die Simulation macht deutlich, daß sich bei einer Beobachtungsfrequenz von ν ≈
5GHz die maximale Empfindlichkeit bei Annahme der empirischen Streuverbreite-
rung τGC(1GHz) ≈ 160 s erreichen la¨ßt. Sollte das Scattering erheblich gro¨ßer sein
und mehr dem Modell von Cordes & Lazio (1997) entsprechen, τGC(1GHz) ≈ 1065 s,
so reduziert sich das Detektionslimit maximal um einen Faktor 10 in Bezug zur
ho¨chsten erzielbaren Empfindlichkeit bei ν ≈ 10GHz (siehe Abbildung 6.12).
In Anbetracht dieser Ergebnisse und dem Anliegen, einen mo¨glichst großen Zen-
trumsbereich bei limitierter Beobachtungszeit zu untersuchen, erscheint ein Sur-
vey bei ν ≈ 5GHz ideal, weil jede ho¨here Frequenz den Teleskop-Beam reduziert
(∝ ν−2) und somit den Suchbereich verkleinert.
Im Gegensatz zur Survey-Strategie (Optimierung der Beobachtungsfrequenz zu-
gunsten eines großen Suchfelds), erzielt eine Beobachtung von mo¨glichen Pulsar-
Kandidaten im Galaktischen Zentrum bei ν ≈ 10GHz ein Empfindlichkeitsmaxi-
mum fu¨r die Annahme von Streuzeiten aus Cordes & Lazio (1997).
Weil die Bedingungen im Zentrumsbereich unserer Galaxie, besonders in Bezug
auf die Gro¨ße der Streuverbreiterungen von Zentrumspulsaren, noch vo¨llig unge-
wiß sind, wurden im Rahmen dieser Arbeit beide Strategien verfolgt. Abschnitt
6.6.1 beschreibt den Effelsberger 5-GHz Pulsar-Survey in Richtung des Galakti-
schen Zentrums und Abschnitt 6.6.2 eine gezielte Beobachtung von Punktquellen
(Target-Search) aus VLA-Messungen von Lazio & Cordes (1998a) bei 8GHz.
6.5 Detektionslimit
Die beiden letzten Abschnitte haben verdeutlicht, wie verschieden groß die Streuzei-
ten fu¨r Pulsare in unmittelbarer Zentrumsna¨he – je nach verwendetem Scattering-
Modell – ausfallen. Um ein Detektionslimit fu¨r die Pulsar-Suchen in Effelsberg
zu bestimmen, wurden daher die Empfindlichkeitsverla¨ufe fu¨r die verschiedenen
Scatteringannahmen und Beobachtungsstrategien (5- und 8-GHz) berechnet und
mit den Eigenschaften der bisher gefundenen Pulsare verglichen.
Damit die folgenden statistischen Untersuchungen nicht durch die lokale Na¨he
bekannter Pulsare (vgl. Abbildung 6.9) verfa¨lscht werden, wurde nicht die sonst
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a) b)
Abbildung 6.13:
a) Statistische Verteilung der Luminosity bei 1400MHz fu¨r 902 Pulsare.
b) Statistische Verteilung des Fluß-Spektral-Index α fu¨r 285 Pulsare.
u¨bliche Flußdichte, sondern die scheinbare Helligkeit (pseudo Luminosity) der Pul-
sare bei den Betrachtungen verwendet. Die pseudo Luminosity25 beru¨cksichtigt den
quadratischen Abfall der Flußdichte S zum Abstand D zwischen Pulsar und Beob-
achter (inverse square law) und ist, wie die Flußdichte, frequenzabha¨ngig. Durch den
großen Erfolg des Parkes Multibeam-Surveys bei 21-cm (Manchester et al. 2001),
liegen heute fu¨r praktisch alle bekannten Pulsare die Flußdichten bei 1.4-GHz vor,
womit sich auch die Betrachtung der Helligkeit L bei dieser Frequenz anbietet:
L1400 = S1400D
2 . (6.24)
Die derzeitige Luminosity-Verteilung umfaßt einen Bereich von 0.1− 104mJy kpc2.
Damit die besonders großen Werte durch sehr nahe Pulsare26 die durchschnittliche
Helligkeit nicht verfa¨lschen, wurden diese bei der Berechnung der Detektionsraten
ausgeklammert. Abbildung 6.13 a) zeigt die statistische Luminosity-Verteilung von
902Pulsaren bei 1.4GHz mit einem Mittelwert L1400 ≈ 25mJy kpc2.
25Weil Pulsare nicht in alle Richtungen strahlen, muß bei der Helligkeit zusa¨tzlich der eigentliche
Abstrahlanteil f beru¨cksichtigt werden: L = S f 4piD2. Fu¨r einen runden Strahlkegel ist f ∼ 1/6
eine gute Na¨herung (Gunn & Ostriker 1970). Weil sich die Untersuchungen in diesem Abschnitt
jedoch auf bekannte Pulsare beziehen, darf die pseudo Luminosity L = S D2 verwendet werden.




Luminosity bei 1400MHz in Abha¨ngigkeit zur Pulsar-Periode fu¨r 908 Pulsare.
Die eingezeichneten Kurven geben die auf 1.4GHz skalierten Detektionslimits
(links: 5-GHz Pulsar-Survey, rechts: 8-GHz Suche) fu¨r drei verschiedene Scattering-
Annahmen ( gru¨n: empirisches Modell fu¨r DM = 3500 pc cm−3, blau: CL97 mit
τsc ∼ 350 s ν−4 und rot: CL97 mit τsc ∼ 1065 s ν−4 ) an.
Weil die Pulsar-Suchen in dieser Arbeit nicht bei den sonst u¨blichen 1400MHz,
sondern bei 4850 bzw. 8350MHz durchgefu¨hrt wurden, mu¨ssen fu¨r eine statistische
Betrachtung der Detektionswahrscheinlichkeit die Empfindlichkeitsberechnungen auf
1.4GHz skaliert werden. Abbildung 6.13 b) zeigt die Verteilung des Spektralindex α





, mit 〈α〉 = 1.66 und σα = 0.8 (6.25)
mathematisch beschreiben la¨ßt.
Mit Hilfe der Luminosity- und Spektralindex-Verteilung bekannter Pulsare, sowie
den Betrachtungen zur Empfindlichkeit aus den Abschnitten 6.3 und 6.4, wurden
die Detektionslimits fu¨r die Pulsar-Suchen bei 5- und 8-GHz modelliert. Die Ergeb-
nisse in Abbildung 6.14 zeigen die minimalen Luminosity-Kurven, oberhalb derer
ein Zentrumspulsar (DGC = 8.5 kpc) noch detektiert werden kann, als Funktion der
Pulsar-Periode P und skaliert auf 1400MHz. A¨hnlich wie in den vorherigen Ab-
schnitten wurden die Berechnungen wieder fu¨r empirisch angenommene Streuzeiten
mit DM ≈ 3500 pc cm−3 sowie den Scattering-Modellen von Cordes & Lazio (1997)
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Frequenz: Beobachtung: Scattering-Modell: Detektionsrate:
4850 MHz 35 min empirisch, DM = 3500 pc cm−3 45 %
4850 MHz 35 min CL97, τsc ∼ 350 s ν−4 21 %
4850 MHz 35 min CL97, τsc ∼ 1065 s ν−4 3 %
4850 MHz 70 min empirisch, DM = 3500 pc cm−3 53 %
4850 MHz 70 min CL97, τsc ∼ 350 s ν−4 27 %
4850 MHz 70 min CL97, τsc ∼ 1065 s ν−4 5 %
8350 MHz 2.5 Std empirisch, DM = 3500 pc cm−3 50 %
8350 MHz 2.5 Std CL97, τsc ∼ 350 s ν−4 43 %
8350 MHz 2.5 Std CL97, τsc ∼ 1065 s ν−4 29 %
Tabelle 6.2:
Auflistung der prozentualen Detektionsrate aller bekannten Pulsare fu¨r die drei, in dieser
Arbeit durchgefu¨hrten, Pulsar-Suchen im Galaktischen Zentrum. (Details im Text)
(CL97) durchgefu¨hrt. Die Positionen der Punkte in Abbildung 6.14 markieren die
Helligkeit L1400 und Periode P von bekannten Pulsaren.
Abbildung 6.14 a) bezieht sich auf die Empfindlichkeit des 5-GHz Surveys, wobei
die durchgezogenen Linien eine Beobachtung von 35Minuten pro Position und die
gestrichelten Kurven eine Integration von 70Minuten zeigen.
In Abbildung 6.14 b) sind die Luminosity-Kurven fu¨r die 8-GHz Suche mit 2.5 Stunden
Integration pro Quelle dargestellt.
6.5.1 Ergebnisse
Die Ergebnisse dieser Untersuchungen, die in Tabelle 6.2 nochmals zusammengefaßt
aufgelistet sind, zeigen, daß selbst bei extrem großen Streuzeiten (τsc ∼ 1065 s ν−4)
noch emissionsstarke Zentrumspulsare mit Perioden P ≥ 1 Sekunde bei 5GHz gefun-
den werden ko¨nnen. Mit den neueren Annahmen von Lazio & Cordes (1998c) steigt
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die Detektionsrate sogar auf 21% bzw. auf jeden vierten bekannten Pulsar bei einer
Integrationszeit von 70Minuten. Bei dem optimistischeren empirischen Scattering-
Modell liegt das Detektionslimit fu¨r einen typischen Pulsar mit P¯ ≈ 800ms sogar
bei der mittleren Luminosity L1400 ≈ 25mJy kpc2, womit jeder zweite bekannte Pul-
sar – wa¨re er im Zentrumsbereich – gefunden werden ko¨nnte.
Weiterhin zeigen die Ergebnisse, daß eine Suche bei 8GHz, wie zu erwarten, empfind-
licher fu¨r Pulsare mit ku¨rzerer Periode27 ist – jedoch trotz 4-facher Integrationszeit
nur das gleiche Detektionslimit wie der 5-GHz Survey fu¨r Pulsare mit P ≥ 1 s er-
reicht. In Anbetracht der kleineren effektiven Beamfla¨che bei 8GHz im Vergleich
zum 5-GHz Empfa¨nger (Faktor∼ 3.3) und der 4-fachen Integrationszeit pro Posi-
tion, wu¨rde eine 8GHz Suche die∼ 13-fache Beobachtungszeit beno¨tigen und wa¨re
damit als Survey kaum durchfu¨hrbar.
Es sei an dieser Stelle ausdru¨cklich erwa¨hnt, daß sich die Detektionslimits auf
Pulsare in unmittelbarer Na¨he (R < 200 pc) zum Galaktischen Zentrum beziehen,
in der das Scattering der limitierende Einfluß ist. Fu¨r Pulsare im Vordergrund (D <
8.3 kpc) verliert die Streuverbreiterung bei 5- und 8-GHz immer mehr an Bedeutung
bis die reine Grundempfindlichkeit das Detektionslimit einer Pulsar-Suche bestimmt
(siehe Abbildungen 6.17 und 6.20).
6.6 Beobachtungen
Ausgehend von den theoretischen U¨berlegungen zur Detektierbarkeit von Pulsa-
ren in Richtung des Galaktischen Zentrums, wurde – im Rahmen dieser Arbeit –
ein Survey der Zentrumsregion bei 4.85GHz sowie Beobachtungen von mo¨glichen
Pulsar-Kandidaten bei 8.35GHz durchgefu¨hrt. Die folgenden beiden Abschnitte be-
schreiben die Survey-Region bzw. die Positionen der Kandidaten-Suche, die Grund-
empfindlichkeit der Beobachtungen und das Empfa¨nger- und Backend-Setup.
6.6.1 Der 6 cm Pulsar-Survey
Beobachtungen des Galaktischen Zentrums sind von Effelsberg, durch eine su¨dli-
che Talo¨ffnung, fu¨r ca. 2.5 Stunden pro Tag bei niedrigen Elevationen (8◦ − 10.5◦)
27 z.B. junge Pulsare mit Perioden im Bereich 30-100ms
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MPIfR  Pulsar  Search
Abbildung 6.15:
Suchergebnis einer Test-Beobachtung des hochdispergierten Pulsars PSRB1758−23.
(P=416ms, DM=1074pc cm−3, S4.85GHz = 0.43mJy, d=13.49 kpc)
mo¨glich. Um diese kurze Zeit pro Session optimal zu nutzen und gleichfalls die
Anzahl der Abtastwerte mo¨glichst praktikabel fu¨r die anschließende Datenanalyse
zu halten, wurde eine Beobachtungszeit tint von 35 bzw. 70Minuten pro Pointing
gewa¨hlt. Hierdurch konnten 4 bzw. 2 Positionen pro Zentrumszeit beobachtet wer-
den, zuzu¨glich zwei Testmessungen von PSRB1758−23 zu Beginn und am Ende
der Suche. Fu¨r die Abtastzeit der Meßwerte wurde tsamp = 500µs gewa¨hlt, wo-
mit sich Datenmengen pro Frequenzkanal von 222 bzw. 223 Werten ergeben, die sich
besonders schnell analysieren lassen.
Die Beobachtungen fanden jeweils in den Monaten Februar bis Juli28 in den Jah-
ren 2001 - 2003 bei guten bis sehr guten Wetterbedingungen statt. Zu Beginn jeder
Beobachtung wurde, nach erfolgreichem Pointing/Focus/Pointing auf NRAO150,
28 In der ersten Jahresha¨lfte ist das Galaktische Zentrum in den Nachtstunden beobachtbar,
womit sich Sto¨rungen der Messung durch die Sonne vermeiden lassen.
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Beobachtungszeit tint 35 / 70 Minuten
Beobachtungsfrequenz νsky 4850MHz
Gesamtrauschen (Tsys + Tsky) ≈ 30K
Antennengewinn G ≈ 1.5K/Jy
Filterbank 4× 8× 60MHz
Abtastrate tsamp 0.5ms
Datenvolumen pro Position 256 bzw. 512MBytes





der hochdispergierte Pulsar PSRB1758−23 in einer 5minu¨tigen Probesuche gemes-
sen, um die Funktion aller technischen Komponenten zu u¨berpru¨fen (Abbildung
6.15). Weil PSRB1758−23 zudem auch am Ende einer jeden Zentrumsbeobachtung
gemessen wurde, konnte durch Interpolation beider Suchergebnisse ein Maß fu¨r die
Empfindlichkeit der Beobachtungsnacht abgescha¨tzt werden. Fu¨r alle 40 Beobach-
tungsdurchga¨nge konnte PSRB1758−23 bei einer 4:42Minuten Messung mit einem
S/N ≥ 18 detektiert werden, was genau der Empfindlichkeitserwartung des Pulsars
mit den Systemparametern fu¨r Effelsberg entspricht (vgl. Tabelle 6.3).
Der im Sekunda¨rfocus eingebaute 5GHz Empfa¨nger besitzt zwei Ho¨rner in einem
Abstand von 8.′12, die beide beim 6 cm Survey verwendet wurden. Obwohl sich das
zweite Empfangshorn, aufgrund der parallaktischen Drehung, wa¨hrend der Messung
von seiner Himmelsposition wegdreht, konnte es nutzvoll als Referenz zur Erkennung
von Sto¨rungen in der Datenauswertung eingesetzt werden (Abschnitt 6.7).
Abbildung 6.16 zeigt vor einer λ 2.8 cm Kontinuum-Karte (Seiradakis et al. 1989)
die Positionen der 5GHz Pulsar-Suche. Die zentralen 19 Pointings wurden mit einer
Integrationszeit von 70Minuten, die anderen Positionen fu¨r jeweils 35Minuten beob-
achtet. Zusa¨tzlich wurden auch die Quellen aus Tabelle 6.4 gemessen, die Gegenstand
der Kandidaten-Suche bei 8GHz waren. Insgesamt umfaßte der Pulsar-Survey eine
Feldgro¨ße von 0.4× 0.4 Grad (∼ 60 pc).
Die Grundempfindlichkeit29 der 5GHz Suche in Abha¨ngigkeit zur Pulsar-Periode
29 Die Bezeichnung Grundempfindlichkeit in diesem Kapitel beru¨cksichtigt keine Scattering-
effekte und liefert damit eine Aussage zur Suchempfindlichkeit fu¨r Pulsare im Vordergrund des
Galaktischen Zentrums.
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Abbildung 6.16:












bei fu¨nf verschiedenen Dispersionsmaßen zwischen 0 und 4000 pc cm−3 zeigt Abbil-
dung 6.17. Die Berechnungen basieren auf Ausdruck 6.10 mit den Parametern fu¨r
Effelsberg aus Tabelle 6.3. Die Stufen in den Empfindlichkeitskurven hin zu klei-
neren Perioden resultieren aus der gewa¨hlten Abtastzeit tsamp = 500µs und dem
damit verbundenen Wegfall von ho¨heren harmonischen Signalanteilen. Durch die
Verwendung von VFCs und Za¨hlern zur Digitalisierung der Empfa¨ngersignale in
Effelsberg, braucht der sonst u¨bliche Empfindlichkeitsverlust bei einer 1-Bit Quan-
tisierung (
√
2/pi) nicht beru¨cksichtigt werden (van Vleck & Middleton 1966). Die
Korrektheit der berechneten Empfindlichkeiten wurde zusa¨tzlich, durch Beobachtun-
gen ausgewa¨hlter Pulsare, bei verschiedenen Pulsar-Perioden und Dispersionsmaßen
verifiziert (Kramer et al. 2000a).
Bei allen Empfindlichkeitsberechnungen wurde ein Gauß-fo¨rmiges Pulsprofil mit
einer BreiteW50 = 5% angenommen (vgl. Abbildung 1.8, S. 11). Weil die Pulsbreite
zu ho¨heren Frequenzen allgemein abnimmt (Kijak et al. 1998) bzw. bei einigen Pul-
saren zusa¨tzliche Profilstrukturen sichtbar werden (Abbildung 6.18), die ebenfalls zu












beziehen sich auf eine
Integrationszeit von
35Minuten, die gru¨nen





in einigen Fa¨llen auch besser sein als in Abb. 6.17 dargestellt.
6.6.2 Die Pulsar-Suche bei 3.6 cm
Weil die Abscha¨tzungen zur Streuverbreiterung τsc von Zentrumspulsaren sehr un-
terschiedlich ausfallen, wurden – neben der 5GHz-Suche – auch Beobachtungen von
mo¨glichen Pulsar-Kandidaten bei 8.3GHz mit dem Effelsberg-Teleskop unternom-
men. Die Messungen zu diesem Projekt erfolgten in Kooperation mit T. J.W. Lazio
(NRL), M. Kramer (Jodrell Bank) und J.M. Cordes (Cornell) in insgesamt 9 Sessi-
ons a` 3 Std. bei besten Wetterbedingungen im Fru¨hjahr 2002.
Durch die hohe Beobachtungsfrequenz von 8.35GHz kann die Scatteringzeit τsc, im
Vergleich zur 6 cm-Suche, nochmals um 85 - 90% reduziert werden30, wodurch die
Messungen auch empfindlich fu¨r junge Pulsare31 und jene im Hintergrund des Ga-
laktischen Zentrums waren. Weil Beobachtungen bei 8.35GHz, aufgrund des steilen
30 Spektral-Index der Streuverbreiterung: 3.6 . α . 4.4
31 Pulsar-Perioden von 30-100ms
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auf das mittlere Pulsprofil.
Wa¨hrend bei 1.41GHz das Puls-
profil durch Scattering zu einem
breiten Puls verschmiert, sind bei
4.85GHz sogar zwei Profilkom-
ponenten zu sehen, wodurch der
harmonische Signalanteil ansteigt
und eine bessere Detektion mo¨glich
wird. (Abb. Kramer (1995))
PSR B 1750−24:
P=528ms, τsc(1.4GHz)≈ 50ms
Spektrums von Pulsaren (〈α〉 = 1.6−1.8) und der schlechteren Antenneneffizienz,
eine ∼4-fach la¨ngere Integration erfordern, konnten nur einzelne Positionen (Pulsar-
Kandidaten) im Zentrumsbereich gemessen werden.
Zur Ermittlung mo¨glicher Pulsar-Positionen dienten VLA-Beobachtungen bei
0.33, 1.4 und 5GHz. Ausgehend von Messungen von van Langevelde et al. (1992)
und Frail et al. (1994), die Winkelverbreiterungen bei SgrA? und OH-Masern von
∼1′′ bei 1GHz belegen, konnte fu¨r Pulsare im Zentrumsbereich ein Wert von 0.′′8 bei
1.4GHz bzw. 12′′ bei 330MHz abgeleitet werden. Ein entsprechend ausgerichteter
VLA-Survey in A-Konfiguration32 der inneren 1.◦5 des Galaktischen Zentrums bei
beiden Frequenzen erbrachte ∼ 250Quellen33, von denen 23 aufgrund Ihrer Winkel-
gro¨ße, Struktur und Spektrum als mo¨gliche Pulsar-Kandidaten in Erwa¨gung kamen.
Alle Kandidaten wurden anschließend mit VLA-Karten bei 5GHz (Becker et al.
1994) und neueren Messungen von Lazio et al. (1997) verglichen, um ihre Flußdich-
te fu¨r eine Suche nach periodischen Signalen bei ho¨heren Frequenzen zu bestimmen
und um Konsistenzen mit dem erwarteten Quellenwinkel von ∼ 0 .′′05 fu¨r Pulsare
bei 5GHz zu u¨berpru¨fen.
Aus diesen Vorarbeiten verblieben acht Pulsar-Kandidaten (Targets TG1 -TG8),
die in Tabelle 6.4 mit Position, Flußdichte, Winkeldurchmesser und Spektralindex
32 VLA-Winkelauflo¨sung in A-Konfiguration: 1.′′5 bei 1.4GHz, 6′′ bei 330MHz
33 2LC-Katalog, (Lazio & Cordes, in preparation)
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Quelle:
R.A. (J2000) Dec. (J2000) Flußdichte Durchmesser Spektral-
( h m s ) ( ◦ ′ ′′ ) ( mJy ) ( ′′ ) Index α
Arches 17 : 45 : 50.350 −28 : 49 : 21.82 — — —
TG1 17 : 43 : 14.912 −29 : 46 : 47.36 5.4 0.29 −1.0
TG2 17 : 46 : 18.089 −29 : 38 : 37.15 2.9 0.20 −1.0
TG3 17 : 48 : 52.955 −29 : 26 : 57.60 6.6 · · · −1.0
TG4 17 : 41 : 59.989 −29 : 10 : 47.85 2.5 · · · −1.2
TG5 17 : 46 : 51.334 −28 : 36 : 10.19 12 · · · −1.5
TG6 17 : 45 : 39.700 −29 : 04 : 13.00 > 2 · · · · · ·
TG7 17 : 46 : 21.500 −28 : 52 : 56.00 > 2 · · · · · ·
TG8 17 : 43 : 55.000 −29 : 13 : 47.00 > 2 · · · · · ·
Tabelle 6.4:
Auflistung der Positionen, die bei 8.3GHz fu¨r mindestens 2.5 Std. beobachtet wurden.
Die Koordinaten (mit Ausnahme des Arches-Cluster) wurden von Lazio et al. (1997) in
einer VLA-Suche nach Punktquellen mit steilem Spektrum ermittelt und uns zur Ver-
fu¨gung gestellt. Die Spalten Flußdichte und Winkeldurchmesser beziehen sich auf 5GHz.
(falls bekannt) aufgefu¨hrt und zusa¨tzlich in Abbildung 6.19, soweit sie innerhalb der
Grenzen von 1.◦2× 1.◦2 liegen, dargestellt sind. Neben den Targets TG1 -TG8 wurde
auch der sternenreiche Arches-Cluster bei 3.6 cm beobachtet, der nur ∼25 pc vom
Galaktischen Zentrum entfernt liegt und alleine ∼100 massive Hauptreihensterne
(O-Sterne, M ≥ 200M¯) entha¨lt (Serabyn et al. 1998, Stolte et al. 2002).
A¨hnlich wie bei der 6 cm-Suche, wurden auch im Vorfeld der 8GHz-Beobachtungen
Testmessungen von Pulsaren mit verschiedenen Perioden und Dispersionsmaßen
durchgefu¨hrt, um die Empfindlichkeit des neuen 3.6-cm Empfa¨ngers zu untersuchen.
Hierbei stellte sich das Single-Beam System mit geku¨hlten HEMT-Versta¨rkern als
außergewo¨hnlich empfindlich (Tsys ≈ 25K im Zenith) und stabil heraus, was zusa¨tz-
lich durch die ersten Detektionen von Millisekunden-Pulsaren bei dieser Frequenz
unterstrichen wurde (Maron et al. 2004).


















Abbildung 6.20 zeigt die berechneten Detektionslimits als Funktion der Pulsar-
Periode fu¨r fu¨nf verschiedene Dispersionsmaße, ohne Beru¨cksichtigung von Emp-
findlichkeitsverlusten durch Scattering, fu¨r die Parameter aus Tabelle 6.5. Beim
Vergleich mit den 5GHz Limits (Abbildung 6.17) wird deutlich, daß die Suchemp-
findlichkeit zu ku¨rzeren Perioden bei 8.3GHz auch durch die geringere Dispersions-
verschmierung in den 60MHz Filterbankkana¨len zunimmt.
Wie bei der 5GHz-Suche wurde vor Beginn der Messungen ein Pointing und Fo-
cus auf NRAO150 durchgefu¨hrt. Der hochdispergierte Testpulsar PSRB1758−23,
der bei 6 cm bereits nach wenigen Minuten detektiert werden konnte (Abb. 6.15),
war jedoch – trotz Integrationszeiten von bis zu 30Minuten – nicht zu erkennen.
Auch Messungen mit dem Kontinuum-Detektor (O.Maron, perso¨nliche Mitteilung)
erbrachten keine Detektionen, was sich entweder mit einem besonders steil abfal-
lendem Spektrum34 oberhalb von 5GHz oder eher durch atmospha¨rische Refraktio-
nen durch Beobachtungen bei sehr niedrigen Elevationen erkla¨ren la¨ßt (A.Kraus,
34 Der Spektralindex α fu¨r PSRB1758−23, gemessen zwischen den Frequenzen 1.41 und 4.85GHz,













perso¨nliche Mitteilung). Alternativ wurde deshalb der Pulsar B1750−24 (Abb. 6.18)
als Testquelle zur U¨berpru¨fung des Suchsystems vor jeder Messung beobachtet.
Im Vergleich zu den 5GHz Beobachtungen, bei denen viele Sto¨rer nur mit Hilfe
des Referenz-Horns beseitigt werden konnten, waren alle Messungen bei 8.3GHz
auffallend frei von Sto¨rungen.
6.7 Datenanalyse
Zur Analyse der Suchdaten wurden die – im Rahmen dieser Arbeit – entwickelten
Programme, die ausfu¨hrlich im Kapitel 5 beschrieben sind, eingesetzt. Dieser Ab-
schnitt faßt daher nur die, fu¨r die Galaktische Zentrums-Suche, relevanten Schritte
zusammen, welche mit wenigen Ausnahmen fu¨r beide Beobachtungsfrequenzen in
gleicher Weise durchgefu¨hrt wurden. Wegen der großen Datenmengen und der da-
mit verbundenen langen Rechenzeiten, fand die Datenanalyse auf dem institutsei-
genen Linux-Cluster statt.
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Beobachtungszeit tint 2.5 Stunden
Beobachtungsfrequenz νsky 8350MHz
Gesamtrauschen (Tsys + Tsky) ≈ 28K
Antennengewinn G ≈ 1.25K/Jy
Filterbank 2× 8× 60MHz
Abtastrate tsamp 100µs






Zuna¨chst wurden die Daten von den beiden eingesetzten Backends (Poesy, Pul-
sar2000) in ein kompakteres Zwischenformat u¨berfu¨hrt, welches fortan als Quelle
der eigentlichen Datenverarbeitung diente. Durch De-Dispersion fu¨rDM = 0pc cm−3
und anschließender Fourier-Transformation wurden lokale Sto¨rer, die u¨ber dem allge-
meinen Rauschteppich im Spektrum lagen, erkannt und in einer separaten Datei, zur
spa¨teren Sto¨runterdru¨ckung, gespeichert. Dieses Masken-File diente in Kombinati-
on mit einer Birdies-Datei, die bereits bekannte RFI-Frequenzen enthielt, als Basis
der Sto¨rbeseitigung in den weiteren Analyseschritten. Bei den 6 cm Daten konn-
ten, durch eine zusa¨tzliche Kreuzkorrelation mit dem Referenz-Horn, auch noch die
Sto¨rfrequenzen markiert werden, die leicht unterhalb der RFI-Schwelle lagen, aber
dafu¨r in beiden Empfangskana¨len auftraten.
Im na¨chsten Verarbeitungsschritt wurden die Filterbank-Kana¨le fu¨r einen weiten
Bereich von 10− 5000 pc cm−3 de-dispergiert, wobei die Schrittweite der Verzo¨gerun-
gen so gewa¨hlt wurde, daß sie nicht mehr als die Ha¨lfte der Pulsverbreiterung in den
Filterbank-Kana¨len entspricht. Die quadratisch ansteigende De-Dispersionskurve
wurde durch 11 lineare Abschnitte angena¨hert, in denen der Tree-Algorithmus (Ab-
schnitt 5.4.1) aus Effizienzgru¨nden bei der De-Dispersion zur Anwendung kam35.
35 Die FFA-Suche verwendet den Tree-Algorithmus nicht und de-dispergiert durch geeignete
Verzo¨gerungen in den einzelnen Filterbank-Kana¨len mit anschließender Addition.
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Mit diesem Verfahren ergaben sich fu¨r beide Beobachtungsfrequenzen ∼80 De-
Dispersionsschritte36. Die so erzeugten de-dispergierten Zeitreihen wurden anschlie-
ßend nach Einzelpulsen und periodischen Signalanteilen, durch Anwendung des Fast-
Folding Algorithmus und der Fourier-Transformation mit anschließender harmoni-
scher Addition, durchsucht (siehe Programmfluß in Abbildung 5.1 auf Seite 120).
Integrationszeiten von 35, 70 und 150Minuten pro Position bewirken bei Pulsa-
ren, die sich in einem gemeinsamen Orbit mit anderen Sternen befinden, aufgrund
der Doppler-Verschiebung, bei einer konventionellen Suche eine deutliche Verschlech-
terung der Detektionsempfindlichkeit. Zur Vermeidung dieser Limitierung wurden
die Zentrumsdaten daher auch mit dem Verfahren “Stack-Search” (Abschnitt 5.6.2)
und durch Dehnung/Stauchung im Zeitbereich mit einer konstanten Beschleuni-
gung a im Intervall −10 < a < 10m s−2, ∆a = 0.1m s−2 (Abbschnitt 5.6.1) analy-
siert.
Jeweils die besten 10 Pulsar-Kandidaten von jedem Dispersionsschritt wurden
in einer Textdatei mit Periode P , Dispersionsmaß DM , Signal-zu-Rauschverha¨ltnis
S/N , harmonischer Faltung und Beschleunigung a vermerkt, um ihr mittleres Puls-
profil genauer zu untersuchen und ggf. die Position fu¨r eine erneute Beobachtung zu
markieren.
6.8 Ergebnisse & Diskussion
Obwohl die U¨berlegungen hinsichtlich der Existenz von Neutronensternen und der
Wahrscheinlichkeit von einer Pulsar-Detektion in Richtung des Galaktischen Zen-
trums fu¨r die Suche bei 5GHz sehr vielversprechend erscheinen, erbrachte die Da-
tenanalyse nur einige Pulsar-Kandidaten. Oftmals konnten vermeintliche Detek-
tionen bereits durch eine Kombination aus Faltung im Zeitbereich und Plausibi-
lita¨tspru¨fungen ausgeschlossen werden. Weiterhin war das zweite Referenzhorn des
6 cm Empfa¨ngers eine hilfreiche Erga¨nzung bei der Erkennung von RFI-Sto¨rungen.
Insgesamt 8 Pulsar-Kandidaten, die zwar unterhalb der Detektionsschwelle von einem
Signal-zu-Rauschen S/N ≈ 8 lagen, aber sich durch ihre Dispersionskurve und Sub-
Integrationen von anderen Kandidaten unterschieden, wurden erneut beobachtet.
36 Die Anzahl der Schritte ist ungefa¨hr gleich, weil die 8.3GHz Messungen mit einer schnelleren
Abtastzeit (tsamp = 100µs) erfolgten und hierdurch feiner de-dispergiert werden konnte.
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Dispersionsmaß  [pc cm   ]−3
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Spektral-Index α der Streuverbreiterung in Abha¨ngigkeit vom Dispersionsmaß DM
(Cordes et al. 1985, Johnston et al. 1998, Lo¨hmer 2002). Die gepunktete Linie αK =4.4
gibt den von einem Kolmogorov-Spektrum vorhergesagten Spektralindex an. Die
gestrichelte Linie α=4.0 repra¨sentiert den kleinstmo¨glichen Spektralindex, der innerhalb
der Standard-Theorien eines turbulenten Mediums vorhergesagt wird.
Leider konnten diese Kandidaten, auch durch mehrfache Nachbeobachtungen nicht
als Pulsare besta¨tigt werden, womit der 6 cm-Survey, wie auch die Messungen von
Punktquellen mit steilen Spektren bei 8.3GHz, erfolglos blieben.
Weil auch bei diesem ersten Hochfrequenz-Pulsar-Survey, wie bei vorherigen Su-
chen bei 1500MHz (Johnston et al. 1995) in Richtung des Galaktischen Zentrums,
kein Pulsar gefunden wurde, ergeben sich zwei mo¨gliche Konsequenzen:
• Trotz aller Vorausu¨berlegungen und Annahmen zu Neutronensternen im Ga-
laktischen Zentrum, die selbst unter pessimistischsten Bedingungen einige Pul-
sar-Detektionen erwarten lassen wu¨rden, gibt es ein Populationsdefizit an Neu-
tronensternen bzw. Pulsaren. Diese Schlußfolgerung wurde bereits von John-
ston (1994) nach den ersten beiden 1.4GHz-Surveys und der ebenfalls erfolg-
losen 1500MHz Suche mit dem Parkes-Radioteleskop (Johnston et al. 1995)
diskutiert — ist aber, nach dem bisherigen Wissensstand u¨ber die Bedingungen
im Galaktischen Zentrum, als eher unwahrscheinlich anzusehen.
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• Trotz der schon hohen Frequenz von 5 bzw. 8GHz fu¨r eine Pulsar-Suche, ist
der Empfindlichkeitsverlust durch Pulsverschmierungen in Folge von interstel-
larem Scattering ho¨her als allgemein angenommen. Diese Vermutung ko¨nn-
te durch neuere Untersuchungen von Lo¨hmer (2002) und Bhat et al. (2004)
besta¨tigt werden, die bei hoch-dispergierten Pulsaren (DM & 400 pc cm−3)
einen flacheren Spektral-Index α fu¨r die Streuverbreiterung zeigen (vgl. Abbil-
dung 6.21). Wa¨hrend bisher entweder von einem αK = 4.4 fu¨r ein Kolmogorov-
Spektrum oder – wie im Rahmen dieser Arbeit – ein α = 4.0 angenommen
wurde, haben Lo¨hmer et al. (2001) einen Wert von α = 3.44 ± 0.13 ermit-
telt. Eine Erkla¨rung dieser Ergebnisse ko¨nnte das von Cordes & Lazio (2001)
entwickelte Modell zur anormalen Streuung sein, das von mehreren diskreten
Streuschirmen mit endlicher transversaler Ausdehnung entlang der Sichtlinie
zwischen Pulsar und Beobachter ausgeht. Hierdurch werden Wellen bei niedri-
gen Frequenzen weniger stark an den Kanten des Schirms gestreut und ko¨nnen
dadurch den Beobachter nicht mehr erreichen. Die Folge ist eine verminderte
Intensita¨t der gestreuten Strahlung bei la¨ngeren Wellenla¨ngen, was zu einer
Abflachung des Spektrums der Streuverbreiterung fu¨hrt. Unterstu¨tzt wird die-
se Interpretation der anormalen Streuung durch die Existenz von HII-Regionen
entlang der Sichtline zu vielen von Lo¨hmer (2002) gemessenen Pulsaren.
Fu¨r die Suche nach Zentrumspulsaren wu¨rde der flachere Scattering-Index α
eine Pulsverbreiterung von bis zu ∼ 40% bei 5GHz bzw. ∼ 30% bei 8GHz
gegenu¨ber der Annahme von α = 4 bedeuten. Sollten Streuzeiten von τsc ∼
1065 s bei 1GHz fu¨r Pulsare im Galaktischen Zentrum – wie von Cordes & La-
zio (1997) angenommen – richtig sein, ko¨nnten bei 5GHz nur langperiodische
Pulsare detektiert werden, die in der beobachteten Pulsar-Population seltener
und in der Praxis37 schwerer zu endecken sind sind.
6.9 Ausblick
Obwohl auch diese Arbeit die Frage nach Pulsaren in Richtung des Galaktischen
Zentrums nicht umfassend kla¨ren konnte, gibt sie dennoch ein neues oberes Limit
37 Zur Unterdru¨ckung von Baseline-Schwankungen wa¨hrend der Beobachtung, werden in
Backends (oder der Suchsoftware) Hochpaßfilter verwendet, die auch langperiodische Pulsare her-
ausfiltern.
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fu¨r die Bildung von Neutronensternen in dieser Region an (Klein et al. 2003). Um
die Frage nach der Existenz von Zentrumspulsaren weiter zu verfolgen, bieten sich
mit den derzeitigen Teleskopen drei Experimente an:
a) Ein Survey im direkten Umfeld des Galaktischen Zentrums (0.5◦ . RGC . 3◦)
bei 11 cm Wellenla¨nge. Diese Suche wu¨rde den extrem starken Scattering-
Einfluß im galaktischen Bulk aussparen und ko¨nnte Zentrumspulsare, die sich
in Folge eines ju¨ngeren Starburst gebildet haben, sich aber durch hohe Eigen-
geschwindigkeiten nicht mehr im Zentralbereich befinden, detektieren. Weil
viele der Pulsare, die im Rahmen des Parkes Multibeam Pulsar Surveys bei
1374MHz gefunden wurden, bereits deutliche Pulsverbreiterungen durch Scat-
tering zeigen (Kramer et al. 2003), ko¨nnte eine Suche bei 2.7GHz auch bis-
her nicht gefundene Pulsare im Zentrumsumfeld entdecken. Die systematische
Suche nach diesen Neutronensternen wurde bereits von (Hartmann 1995) vor-
geschlagen, um verschiedene Sternentstehungs-Theorien fu¨r das Galaktische
Zentrum zu pru¨fen.
b) Mit hochauflo¨senden VLA-Beobachtungen und Messungen im Ro¨ntgenbereich
nach Punktquellen mit steilen Spektren bzw. Supernova-U¨berresten (Cordes
& Lazio 1997, Senda et al. 2003a,b), ko¨nnten Positionen fu¨r eine Suche nach
periodischen Signalanteilen bei Radiofrequenzen ν & 8.5GHz selektiert wer-
den. Dieser Ansatz wurde bereits fu¨r 8 Quellen im Rahmen einer Kooperation
mit Cordes, Lazio & Kramer im Rahmen dieser Arbeit bei 8.3GHz mit dem
Effelsberg-Teleskop unternommen. Eine Fortsetzung der Messungen ist emp-
fehlenswert, weil es von Seiten der Ro¨ntgen-Beobachtungen einige vielverspre-
chende neue Positionen gibt (Wang 2003).
c) Ein Survey der erweiterten Zentrumsregion (RGC . 1.◦5) bei ho¨heren Fre-
quenzen (νsky > 5GHz). Hierzu wu¨rden sich insbesondere neuartige Multi-
beam-Systeme eignen, wie der z.Zt. im Bau befindliche 6.5GHz Methanol
Empfa¨nger (Jodrell Bank /ATNF), weil nur mit diesen Systemen in einem
praktikablen Zeitrahmen ein noch gro¨ßerer Bereich als bei der Effelsberger
5GHz Zentrums-Suche bei noch ho¨herer Frequenz abgesucht werden kann.
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Neben diesen Experimenten, die bereits mit den heute verfu¨gbaren Radiotele-
skopen (GBT, Effelsberg) durchgefu¨hrt werden ko¨nnen, wird das zuku¨nftige SKA38
eine unvergleichbar bessere Empfindlichkeit fu¨r das Auffinden von Zentrumspulsaren
bieten. Abha¨ngig vom verwendeten Design des Arrays werden Beobachtungen bei
Radiofrequenzen ν . 20GHz mo¨glich sein, mit einer Grundempfindlichkeit Tsys/Aeff ,
die ∼ 10−30-fach besser als Arecibo und ∼ 100 Mal empfindlicher als das GBT /
Effelsberg sein wird. Fu¨r eine Pulsar-Suche mit 8σ-Detektionslimit, Tsys ≈ 25K
und einer verfu¨gbaren Bandbreite ∆ν ≈ ν/2, wu¨rde bereits eine Integration von
nur einer Minute ausreichen, um eine Empfindlichkeit Smin ≈ 1.5µJy zu erreichen
(vgl. Abschnitt 6.3). Umgerechnet fu¨r Pulsare im Galaktischen Zentrum entspra¨che
dies einer Luminosity von L ≈ 0.1mJy kpc2 (Bell 2000, Kramer 2003), mit der
sich praktisch alle bisher bekannten Pulsare, projiziert ins Zentrumsgebiet, nach nur
einer Beobachtungsminute entdecken ließen (vgl. Abbildung 6.14)!
Es ist offensichtlich, daß spa¨testens mit der Errichtung und Inbetriebnahme des
SKAs, die Fragen zur Existenz von Pulsaren im Galaktischen Zentrum endgu¨ltig
gekla¨rt werden ko¨nnen.
38 Square Kilometre Array (SKA): http://www.skatelescope.org
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Anhang A
Quadratur-Signalverarbeitung
Durchlaufen zeitvariante Signale das interstellare Medium (ISM), so wird deren Pha-
se, aufgrund freier Elektronen im ISM, frequenzabha¨ngig beeinflußt. Dieser in der
Nachrichtentechnik als Gruppenlaufzeit betitelte Effekt ist direkt vergleichbar mit
der Dispersion von Pulsarsignalen.
Zur Korrektur dieser Beeinflussung (De-Dispersion) sind generell zwei Methoden
denkbar:
(a) Inkoha¨rente / Postdetection De-Dispersion:
Bei diesem Verfahren wird das Signal zuna¨chst in verschiedenen Frequenz-
kana¨len empfangen und detektiert. Zur Minderung der Dispersion werden im
na¨chsten Schritt die detektierten Kanalsignale, entsprechend ihrer Frequenz
und dem Dispersionsmaß des Pulsars, passend verzo¨gert und abschließend
aufsummiert. Es ist offensichtlich bei diesem Vorgehen, daß die Gu¨te der De-
Dispersion von der Bandbreite der einzelnen Frequenzkana¨le bestimmt wird.
(b) Koha¨rente / Predetection De-Dispersion:
Diese Methode korrigiert die Phase des empfangenen Signals mittels der in-
versen ISM-Funktion. Durch dieses Verfahren kann die Dispersion bereits vor
der Detektion vollsta¨ndig beseitigt werden.
Damit eine koha¨rente Signalkorrektur, wie in (b) beschrieben, mo¨glich wird, muß
das Signal vollsta¨ndig, d.h die reelle Amplitude a(t) sowie der Phasengang ϕ(t)
erfaßt und ins Basisband gemischt werden, bevor eine weitere Signalverarbeitung
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ω0
ω0Q(t) = s(t) sin(     t+   )ϕ
ω0 ϕI(t) = s(t) cos(     t+   )
ω0 ( )ts(t) = a(t) e ϕi(    t+     )
ϕ( )t
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Schematische Darstellung eines Quadratursignals in der “I/Q-Ebene”.
Zur eindeutigen Beschreibung eines Signals sind immer zwei Parameter no¨tig:
Amplitude a(t) und Phase ϕ(t) bzw. Real- und Imagina¨rteil I(t), Q(t). Ohne den
Imagina¨rteil wa¨re die Lage von s(t) doppeldeutig, wie der gestrichelt eingezeichnete
Zeiger s?(t) andeutet.
durchgefu¨hrt werden kann. Diese Art der koha¨renten Erfassung und Bearbeitung
wird in der Nachrichtentechnik als Quadratur-Signalverarbeitung bezeichnet und im
folgenden beschrieben.
Je nach gewu¨nschter Darstellungsform kann ein zeitvariantes und bandbegrenztes
Signal (∆f) der Mittenfrequenz f0 in unterschiedlicher Form beschrieben werden:
s(t) = a(t) ei (2pif0 t+ϕ(t)) (A.1)
= a(t) [ cos(2pif0 t+ ϕ(t)) + i sin(2pif0 t+ ϕ(t)) ] (A.2)
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Blockschaltbild eines Quadraturmischers (Quadraturdemodulator).
Zur Erhaltung der Phasenbeziehung ϕ(t) wird das Eingangssignal s(t) mit zwei um 90◦
verschobenen Mischfrequenzen multipliziert und die Summenfrequenz mit Tiefpa¨ssen
unterdru¨ckt. Die Phase bleibt mit der Beziehung ϕ(t) = arctan [Q(t)/I(t)] erhalten.
Hierbei wird der Ausdruck 2pif0 als Kreisfrequenz ω0 bezeichnet, weil ihr die Dreh-
geschwindigkeit des Signalzeigers von s(t) zugeschrieben wird (vgl. Abbildung A.1).
Zur spa¨teren Erfassung von Amplitude a(t) und Phase ϕ(t) wird s(t) einem Qua-
draturmischer zugefu¨hrt, der s(t) mit zwei um 90◦ (pi/2) versetzte LO1-Frequenzen
doppelt mischt (siehe Abbildung A.2).
Der Mischvorgang la¨ßt sich mathematisch durch eine Multiplikation mit dem
Sinus- und Kosinus-Anteil der LO-Frequenz fLO beschreiben:
I(t) = a(t) ei (2pif0 t+ϕ(t)) cos(2pifLO t) (A.4)
Q(t) = a(t) ei (2pif0 t+ϕ(t)) sin(2pifLO t) . (A.5)
Nach Umformungen mit der Eulerschen Beziehung: eiϕ = cos(ϕ) + i sin(ϕ) und






ei 2pi(f0+fLO) t + ei 2pi(f0−fLO) t
]
(A.6)




ei 2pi(f0+fLO) t − ei 2pi(f0−fLO) t] . (A.7)
1LO: Lokal Oszillator generiert die Mischfrequenz fLO.
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Wie die hinteren Teile der Ausdrucke A.6 und A.7 zeigen, mischt sich das Signal
s(t) sowohl zu der ho¨heren Frequenz f0 + fLO (Summenfrequenz) wie auch zu der
niedrigeren Differenzfrequenz f0 − fLO.
Im Falle einer Mischung zu niedrigeren Frequenzen unterdru¨ckt ein Tiefpaß-Filter
in dem I- und Q-Zweig die Summenfrequenz f0 + fLO, wodurch in den Ausdrucken








a(t) ei ϕ(t) ei 2pi(f0−fLO) t . (A.9)
Damit s(t) von der Mittenfrequenz f0 zu einem komplexen Basisband-Signal wird,
das in einem spa¨teren Schritt mit einem geeigneten I-/Q-Sampler (Dual-ADC) di-
gitalisiert werden kann, wa¨hlt man die Mischerfrequenz fLO ∼= f0. An dieser Stelle
sei ausdru¨cklich betont, daß selbst bei Frequenzgleichheit fLO = f0 die Phasenbe-
ziehung noch unbestimmt ist und nur durch die Darstellung als Quadratursignal







rekonstruiert werden kann. Der zweite Parameter zur vollsta¨ndigen Signalbeschrei-
bung, die Amplitude a(t), berechnet sich u¨ber die geometrische Addition der beiden
Quadratursignale I(t) und Q(t) zu
a(t) =
√
I(t)2 +Q(t)2 . (A.11)
Durch die Quadraturmischung ins Basisband wird das urspru¨nglich mit der Band-
breite ∆f um die Mittenfrequenz f0 zentrierte Signal s(t) symmetrisch nach fc =
0Hz verschoben und liegt damit im Frequenzintervall [−∆f/2 ≤ f ≤ ∆f/2]. Hier-
bei repra¨sentiert I(f) = F{I(t)} den positiven und Q(f) = F{Q(t)} den negativen
Frequenzanteil.
Aus Sicht der nachfolgenden Signalverarbeitung (z.B. Digitalisierung) du¨rfen die
Signalanteile I(t) und Q(t) als reelle Gro¨ßen verstanden werden, weil u¨ber die Be-
ziehungen A.10 und A.11 das Signal vollsta¨ndig definiert ist:
I(t) ≡ <{ I(t) } = 1
2
a(t) cos(ϕ(t)) (A.12)
Q(t) ≡ <{Q(t) } = −1
2
a(t) sin(ϕ(t)) . (A.13)
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Weil sich die Gesamtsignalbandbreite ∆f durch die komplexe Mischung in zwei
Anteile I(t) und Q(t) mit ±∆f/2 aufteilt, bleibt die Gesamtdatenrate bei Nyquist-
Abtastung, im Vergleich zu einer reellen Digitalisierung von s(t) mit der Bandbreite
∆f , unvera¨ndert: fsamp[I(t) ∩ Q(t)] = 2× 2×∆f/2 = 2×∆f .
Der Mehraufwand bei der Mischung wird nicht nur durch den Erhalt der Phasen-
beziehung gerechtfertigt, sondern reduziert auch die Abtastfrequenz der einzelnen
I-/Q-Signale um die Ha¨lfte fsamp[I(t) ∪ Q(t)] = 2×∆f/2 = ∆f , wodurch oftmals
erst eine Digitalisierung breitbandiger Signale technisch mo¨glich wird. Zudem erfor-
dern manche Algorithmen in der digitalen Signalverarbeitung, wie die Fast-Fourier-
Transformation oder Complex Down-Converter (CDCs, siehe Abb. 2.6), komplexe
Eingangsgro¨ßen, um effizient2 bzw. um u¨berhaupt arbeiten zu ko¨nnen.
2effizient im Sinne von speichersparend und optimal im Umfang der no¨tigen Rechenoperationen




Dieser Anhang beschreibt den Aufbau von Poesy-Befehlen (Abschnitt B.1) und
za¨hlt die verschiedenen Mo¨glichkeiten zur Kommandoeingabe auf (Abschnitt B.2).
In Abschnitt B.3 wird jeder Befehl ausfu¨hrlich erkla¨rt und Abschnitt B.4 zeigt, wie
mehrere Kommandos zu Befehls-Makros zusammen gefaßt werden ko¨nnen. Register-
tabellen und Adreßlisten zu Poesy sind im letzten Teil (Abschnitt B.5) aufgefu¨hrt.
B.1 POESY – Befehlsaufbau
Fu¨r die Erkennung (Parsing) und Auswertung von Kommandos ist bei Poesy eine
eigene Task (Kommando-Task1) verantwortlich. Damit diese Task so einfach wie
mo¨glich gestaltet werden konnte, wurden alle Poesy-Befehle nach dem gleichen
Schema aufgebaut:
<Kommando> <Trenner zur Arg.-Liste> <Arg1> <Trenner> <Arg2>...<Arg10>
1 Die Kommando-Task ist ein niedrig priorisierter periodischer Task, der bis zu Zehn mal in
der Sekunde aufgerufen werden kann. Weil er durch seine niedrige statische Priorita¨t von wich-
tigeren Tasks mit ho¨herer Priorita¨t verdra¨ngt werden kann, wurde eine zusa¨tzliche dynamische
Gewichtung eingefu¨hrt. Diese Gewichtung steigt bei jeder Verdra¨ngung durch eine andere Task
an und gewa¨hrleistet auf diese Weise, daß Kommandos an Poesy nach kurzer Zeit garantiert zur
Ausfu¨hrung gelangen.
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Weiterhin gibt es fu¨r jedes Kommando eine Typbeschreibung, die fu¨r alle Argumen-
te von einem Befehl gilt. In dieser Beschreibung sind, mit vielen anderen Parame-
tern, auch die beiden Konstanten cmdPrio und cmdExecute definiert. Anhand von
cmdPrio werden vier Fa¨lle fu¨r die Ausfu¨hrung von Kommandos unterschieden:
• cmdPrio > 0 :
Die Kommando-Task interpretiert alle folgenden Argumente (Arg1...Arg10)
wie Ganzzahlen (Integers) und u¨bergibt sie beim Aufruf der VxWorks-Funktion
taskSpawn als Argumentliste. Einstiegspunkt fu¨r die neu erzeugte Task ist die
angegebene Funktion im Feld cmdExecute. Die Priorita¨t, mit der die neue
Task startet, ist cmdPrio. Alle Argumente, die nicht explizit mit angegeben
wurden, werden auf Null gesetzt.
• cmdPrio = 0 :
Die Kommando-Task arbeitet wie oben, jedoch mit dem Unterschied, daß die
neu erzeugte Task die Priorita¨t 100 erha¨lt. Dies ist die niedrigste Priorita¨t,
die VxWorks anbietet. Alle Befehle, die wa¨hrend einer laufenden Messung
erlaubt sind, erhalten diese Priorita¨t, damit die Datennahme nicht durch eine
Kommandoeingabe beeinflußt wird.







In diesem Fall werden die optionalen Parameter nicht als Ganzzahlen interpre-
tiert, sondern als Gleitkommazahlen. Der Einstiegspunkt fu¨r die neu erzeugte
Task ist eine Funktion der Form
STATUS <Funktionsname>(float *argList, char *feedback).
Nicht angegebene Argumente werden als 0.0 an die Funktion weitergereicht.







In diesem Fall werden die optionalen Parameter als Zeichenketten erwartet
und eine Funktion der Form
STATUS <Funktionsname>(char *argList, char *feedback) aufgerufen.
Leer- oder Trennzeichen sind innerhalb von einzelnen Argumenten nicht zuge-
lassen! Nicht angegebene Argumente werden als Leer-Strings (“ ”) und nicht
als NULL-Pointer an die Funktion u¨bergeben.
Wie in B.2 beschrieben wird, ist eine Befehlseingabe von unterschiedlichen Seiten
her mo¨glich. Damit auch Ausgaben (Status- und Fehlermeldungen) an die gleichen
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Eingabekana¨le verschickt werden ko¨nnen, wurde bei den Funktionen, die als Ein-
stiegspunkte von neuen Tasks dienen, der Parameter *feedback eingefu¨hrt. Mit
Hilfe dieses Parameters ko¨nnen die Funktionen – ohne Kenntnis des Ein-/Ausgabe-
Kanals – Nachrichten verschicken. Es ist dann schließlich die Aufgabe der Kommando-
Task, diese Nachrichten an den betreffenden Kanal weiterzugeben.
Fu¨r die Kommandoeingabe wurden Trennzeichen definiert, die Befehl und mo¨gli-
che Parameter voneinander trennen. Neben dem allgemein u¨blichen Leerzeichen,
das Befehl und Parameter trennt, werden auch die Zeichen ‘=’, ‘(’ und ‘[’ als Tren-
ner akzeptiert. Mehrere Parameter untereinander werden mit ‘,’ und ‘;’ voneinander
getrennt. Durch die zusa¨tzlichen Trennzeichen ko¨nnen Befehle auch in Form von
Zuweisungen an Poesy gegeben werden, was besonders bei der Erstellung von Be-
fehlsmakros (siehe Abschnitt B.4) der U¨bersichtlichkeit dienlich ist.
Beispiel: ts = 500 # setzt die Sample-Zeit auf 500µs fest
Neben den in Abschnitt B.3 aufgefu¨hrten und beschriebenen Poesy-Befehlen
gibt es auch noch das Kommando ? bzw. help, das eine Auflistung aller Befehle mit
Kurzbeschreibung anzeigt.
Wurde bei der Kommandoeingabe ein Fehler gemacht (ungu¨ltiger Befehl oder
falsche Parameter), so reagiert die Kommando-Task unmittelbar und generiert eine
Fehlermeldung fu¨r den Benutzer. Weil bei der Abarbeitung von Befehlsmakros auch
mehrere Fehler in Folge auftreten ko¨nnen und Fehlermeldungen ggf. von weiteren
Kommandos u¨bersehen werden, wurde das Kommando error eingefu¨hrt. error zeigt
die letzten fu¨nf Fehlermeldungen mit einer Zeitmarke an, wodurch sich besonders
Probleme in Befehlsmakros leicht finden lassen.
B.2 POESY – Befehlseingabe
Nach erfolgreichem Booten des VxWorks Betriebssystems und der Poesy-Software
wird eine Kommando-Task gestartet, die alle Befehle zur Steuerung des Backends
entgegennimmt und, abha¨ngig vom einzelnen Befehl, weitere Tasks startet oder
Funktionen aufruft. Die Kommando-Task wurde absichtlich sehr universell geschrie-
ben, damit sie Befehle von verschiedenen Quellen und mit unterschiedlichen Proto-
kollen entgegennehmen kann. Weiterhin ko¨nnen mehrere Befehle zu Befehlsmakros
(siehe Abschnitt B.4) zusammengefaßt werden, die von der Kommando-Task dann
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selbsta¨ndig sequentiell abgearbeitet werden.
Fu¨r die Befehlseingabe sind vier verschiedene Wege vorgesehen:
1. Direkte Kommandoeingabe u¨ber die VxWorks-Shell. Hierzu muß sich der Be-
nutzer auf der PowerPC-CPU mit den Befehlen rlogin oder telnet einloggen.
Nach dem Prompt (Poesy> ) ko¨nnen Befehle eingegeben werden und ein
Statusreport informiert den Benutzer nach der Kommandoausfu¨hrung u¨ber
Fehler oder die erfolgreiche Ausfu¨hrung.
2. An das Backend kann eine PC-Tastatur angeschlossen werden, u¨ber die an-
schließend Kommandos an Poesy eingegeben werden ko¨nnen. Auf dem im
Backend integrierten TFT-Display werden die eingegebenen Befehle, zur Kon-
trolle des Benutzers, in Form eines Stacks angezeigt.
3. Die Befehlseingabe ist ebenso u¨ber eine TCP-Socketverbindung mo¨glich. Hier-
zu existiert ein Unix-Modul in Form einer linkbaren Bibliothek, die von der
Teleskopsoftware (OBSE in Effelsberg) zur Steuerung von Poesy genutzt wer-
den kann.
4. Um Poesy auch von Nicht-Unix-Rechnern steuern zu ko¨nnen, wurde un-
ter VxWorks ein einfacher Web-Server implementiert, der die Befehlseingabe
u¨ber beliebige Web-Browser (z.B. Netscape) rechnerunabha¨ngig erlaubt. Hier-
zu muß der Benutzer in Effelsberg die URL
http://poesy.MPIfR-Bonn.MPG.de/comms
aufrufen und ein Passwort zur Sicherheitsabfrage angeben.
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B.3 POESY – Kommandos











bereitet das Schreiben der Rohdaten auf die Festplatten vor und startet die hierfu¨r
verantwortliche Buffer-Task; dazu werden die Dateien geo¨ffnet und der Speicher-
platz fu¨r die Blo¨cke angefordert. Der Parameter s gibt dabei (optional) die Gro¨ße
eines Speicherblocks in Bytes (default: 0.5MBytes) an. Der ebenfalls optionale Pa-
rameter d bestimmt die Anzahl der zum Speichern verwendeten SCSI-Festplatten
(1 oder 2). Sind zwei Festplatten dem System bekannt, so bekommt der Parameter
d standardma¨ßig den Wert 2 zugewiesen.
Wichtig ist, daß dieses Kommando vor dem Befehl rcb aufgerufen wird, weil es
nachtra¨glich ignoriert wird.









setzt die Parameter fu¨r alle 8 Kana¨le, die zu einer Filterbank geho¨ren. Implizit wird
bei diesem Befehl angenommen, daß die Eingangskana¨le von Poesy mit 1 beginnend
jeweils zu 8 eine Filterbank repra¨sentieren: 1. . . 8, 9. . . 16, usw. Fu¨r alle Kana¨le wird
einheitlich die Zentralfrequenz f der Filterbank und die Bandbreite bw in MHz
gesetzt. Neben der Dokumentation dieser Werte in der “Master-Datei” eines jeden
Scans, werden die Parameter f und bw nur im Rahmen der De-Dispersion fu¨r das
Online-Display beno¨tigt.
2 Einige Befehle wurden nur zu Testzwecken implementiert. Weil diese Kommandos jedoch bei
Problemen mit Poesy enorm hilfreich sein ko¨nnen, werden sie mit in der Auflistung beschrieben.










za¨hlt die innerhalb von t Sekunden registrierten Interrupts (IRQs) der Za¨hlerkarte.









ARG (in diesem Fall aber ohne Bedeutung)
Funktion: clearFIFO
lo¨scht die FIFO-Speicher (vgl. Kapitel 3.2.1) auf den XILINX-Chips der Za¨hlerkarte.
Dieser Befehl sollte unbedingt vor jeder Messung aufgerufen werden, um ungu¨ltige










schaltet zwischen dem internen und externen 10MHz Clock um. Die 10MHz takten
die komplette Ablaufsteuerung in Poesy und sind damit auch direkt verantwort-
lich fu¨r die Sampling-Zeiten. Die Wahl der internen 10MHz, die mit einem Quarz-
Oszillator erzeugt werden, dient lediglich zu Testzwecken – bei Beobachtungen in
Effelsberg sollten immer die 10MHz vom Stations-Maser gewa¨hlt werden.
x = 0: externe 10MHz










schaltet den Differenz-Mode ein bzw. aus. Im Differenzmode werden nicht die ab-
soluten Werte der Za¨hler gespeichert, sondern die Differenz zum vorherigen Wert.
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Hierdurch la¨ßt sich theoretisch eine bessere Dynamik bei der Datennahme realisie-
ren, weil der fu¨r die spa¨tere Datenauswertung unwichtige Gleichanteil unterdru¨ckt
wird und so die Filterba¨nke ho¨her ausgesteuert werden ko¨nnen. Die Praxis hat je-
doch gezeigt, daß Peaks im Signal zu einem kurzzeitigen U¨berlaufen der Za¨hler
fu¨hren, was wiederum Spru¨nge in der Baseline zur Folge hat. Zwar lassen sich diese
Baseline-Spru¨nge erkennen – eine automatische Korrektur ist jedoch nur fehlerfrei
mo¨glich, wenn zwischen den Spru¨ngen genu¨gend Daten einwandfrei sind.
d = 1: Differenz-Modus










erzwingt ein neuerliches Laden der Schieberegister innerhalb der XILINX-Chips auf
der Za¨hler-Karte. Nach dem Schreiben der Register werden diese, zur U¨berpru¨fung
der Inhalte, zuru¨ckgelesen und im Falle einer Ungleichheit eine Fehlermeldung ge-
neriert.
c = 0: es werden die Schieberegister aller Za¨hlerbausteine beschrieben










la¨dt die XILINX-Chips auf der Timer-Karte u¨ber den VMEbus. Der Parameter file
muß eine Datei im INTEL-Hex Format sein, die das Image – also die Funktion des
Chips – beschreibt.










setzt das Dispersionsmaß in cm−3 pc fu¨r die Berechnung der De-Dispersion zur An-
zeige im Online-Display des Backends. Dieses Kommando beno¨tigt zum korrekten
Arbeiten ferner Angaben zur Beobachtungsfrequenz und zur verwendeten Filterbank










Dieses Kommando darf in der derzeitigen Version von Poesy nicht mehr benutzt
werden! Es diente in Verbindung mit dem alten Za¨hlerchip-Design zur U¨berpru¨fung










setzt die Zeit d in µs, die dem Za¨hlerchip zum Umspeichern des Za¨hlerwertes in
die FIFO-Speicher zur Verfu¨gung steht. Wa¨hrend dieser Zeit, die typisch im Bereich
3. . . 5 µs liegt, sind die Za¨hlereinga¨nge deaktiviert. Hierdurch verringert sich die
absolute Integrationszeit geringfu¨gig, was sich aber nicht meßbar auf die Empfind-










lo¨scht unwiderruflich alle Daten von der Festplattenpartition disk (SCSIA1:, . . . ,
SCSIA4:, SCSIB1:, . . . SCSIB4:). Um ungewolltes Lo¨schen zu verhindern, erfolgt
dieser Vorgang erst, wenn ein Sicherheitsschlu¨ssel sk mit angegeben wird. Dieser
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Schlu¨ssel ist eine zufa¨llige mehrstellige Zahl, die beim Setup von Poesy generiert
und angezeigt wird. Sollte der Schlu¨ssel nicht bekannt sein, so genu¨gt der Aufruf
von empty ohne Parameter, um den aktuellen Schlu¨ssel zu erfahren!









kopiert alle Dateien (Master-File, DatenfileA, DatenfileB), die zu der Datennahme
mit der Scan-Nummer n geho¨ren, via FTP3 auf das Dateisystem, das durch die
nachfolgende Argumentliste na¨her beschrieben wird:
server : Servername oder IP-Adresse,
path: Dateistruktur auf dem Server server,
user : Account, d.h. Username und
pw : Passwort fu¨r diesen Account.
Falls die Daten aller Scans an dieselbe Stelle kopiert werden sollen, genu¨gt es ein-
mal die vollsta¨ndigen Informationen anzugeben. Bei allen folgenden Datenu¨bertra-
gungen genu¨gt es, das verku¨rzte Kommando ftp n aufzurufen, weil alle weiteren
Einstellungen gespeichert bleiben. Weil das Passwort bei der Eingabe im Klartext
angezeigt wird, existiert eine interne Liste von Usern mit zugeho¨rigem Passwort, so
daß bei Eingabe eines berechtigten Users kein Passwort mit angegeben werden muß.
Zusa¨tzlich gibt es die Mo¨glichkeit, mit dem Poesy Kommando user einen Userna-








ARG (in diesem Fall aber ohne Bedeutung)
Funktion: displayInfo
faßt die wesentlichen Einstellungen (Samplingzeit, 4/8-Bit-Modus, Quellenname,
usw.) von Poesy in einer Liste zusammen und zeigt diese an.
3 FTP: File Transfer Protocol
4 Fu¨r die Kodierung von Passwo¨rten stehen innerhalb der VxWorks-Umgebung spezielle Tools
zur Verfu¨gung.



















ARG (in diesem Fall aber ohne Bedeutung)
Funktion: circBufInfo
gibt Auskunft u¨ber alle Parameter, die den Ringbuffer innerhalb der PowerPC-CPU










Dieses Kommando legt fest, ob die Skalierung des Online-Displays auf den Maximal-
wert oder auf die Standardabweichung im jeweiligen Diagramm ausgerichtet werden
soll. Optional kann mit dem Parameter skip angegeben werden, wieviel Prozent des
Histogramms zu Beginn u¨bersprungen werden soll, bevor die Analyse von Maximal-
wert oder Standardabweichung beginnen soll.
x = 0: Skalierung auf den Maximalwert










setzt den Wert der minimalen Periode der V/f-Konverter auf d ms. Hierdurch ist
es fu¨r die Poesy-Software mo¨glich, unsinnige Einstellungen der Sampling-Zeit zu
erkennen und dies dem Beobachter zu melden.










schaltet zwischen dem 4- und 8-Bit-Modus um. Entsprechend darf n nur die Werte










setzt den Wert fu¨r die Anzahl der Bins (elementare Unterteilungen pro Pulsar-
Periode) auf n. Fu¨r n = 0 wird der Modus fu¨r die Beobachtung synchron zum











setzt den Wert fu¨r die Vorteilerstufen auf den Za¨hler-Chips. Hierdurch kann – beson-
ders bei langsamen Sampling-Zeiten – ein U¨berlaufen der Za¨hler verhindert werden.
Weil das Least Significant Bit (LSB) jedoch die meiste Information tra¨gt, sollte der
Vorteiler, wenn irgendwie mo¨glich, nicht gesetzt werden, weil hierbei das LSB un-
weigerlich verloren geht. Intensive Test haben gezeigt, daß ein Setzen der Vorteiler
erheblichen Einfluß auf das Signal-/Rauschverha¨ltnis hat und bei schwachen Pulsa-









ARG (in diesem Fall aber ohne Bedeutung)
Funktion: circBufTaskInit
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aktiviert die Ringspeicher-Task auf der PowerPC-CPU. Nach der Aktivierung u¨ber-
pru¨ft die Ringspeicher-Task periodisch den Buffer auf neue Rohdaten, die von der
zweiten CPU (MV147) dort abgelegt werden. Neu eingetroffene Daten werden auf ih-
re Gu¨ltigkeit hin u¨berpru¨ft und ggf. zu Blo¨cken fu¨r die Buffer-Task zusammengefaßt,
um anschließend auf die Festplatten geschrieben zu werden. Weiterhin triggert die
Ringspeicher-Task die Funktionen zum Auffrischen des Online-Displays. U¨blicher-
weise erfolgt der Aufruf dieses Kommandos nachdem alle vorbereitenden Schritte fu¨r





4. send start d
5. start
Das Kommando send start aktiviert hierbei die Datenaufnahme auf der MV147-










Dieses ausschießlich fu¨r Testzwecke implementierte Kommando liest einmalig den








ARG (in diesem Fall aber ohne Bedeutung)
Funktion: rebootAll
fu¨hrt einen Software-Reset von beiden CPUs aus und zwingt das Backend zu einem
re-boot der Betriebs- und Anwender-Software. Sollte dieses Kommando nicht mehr
angenommen werden, muß ein Hardware-Reset durch Beta¨tigung der Reset-Taste
an der PowerPC-CPU ausgefu¨hrt werden.










Dieser Befehl steht nur zur Verfu¨gung, wenn als Filesystem fu¨r Poesy das DOS-
Dateisystem gewa¨hlt wurde. In diesem Fall entfernt remove alle Dateien, die zur
Datennahme mit der Scan-Nummer n geho¨ren von den lokalen Festplatten. A¨hnlich
wie das empty-Kommando verlangt auch dieser Befehl die Angabe einer zufa¨llig ge-
nerierten mehrstelligen Sicherheitsnummer, um unbeabsichtigtes Lo¨schen von Daten
zu vermeiden.
Weil ausgiebige Performance-Tests mit dem DOS-Filesystem zeigten, daß die er-
zielbaren Datenraten fu¨r die Anwendung als Pulsar-Backend zu gering sind, wurde
ein eigenes Poesy-Filesystem (PFS) entwickelt. PFS verzichtet auf die u¨blichen
hierarchischen Strukturen und erreicht auf diese Weise einen, im Vergleich zum
DOS-Filesystem, dreifach besseren Datendurchsatz. Aus diesen Gru¨nden besitzt das
Kommando remove fu¨r die aktuelle Poesy-Software keine Bedeutung mehr!









selektiert aus der Menge von mo¨glichen Kanalnummern die Kana¨le c1 bis c2, die
fu¨r die Datennahme aktiviert (x = 1) oder deaktiviert (x = 0) werden sollen.
Beispiel:
rochan 1 48 1
rochan 17 24 0
Diese Kommandofolge aktiviert zuna¨chst alle 48 Eingangskana¨le und deaktiviert
dann die Kana¨le 17 bis 24 wieder. Bei einer Datennahme wu¨rden nunmehr nur die










erlaubt die Angabe eines zusa¨tzlichen Skalierungsfaktors fu¨r die Darstellung von
Beobachtungsdaten auf dem Online-Display.










setzt die aktuelle Scan-Nummer auf n. Diese Nummer wird mit in die Masterdatei









ARG (in diesem Fall aber ohne Bedeutung)
Funktion: makeScreenShot
erzeugt eine Momentaufnahme des gesamten Online-Displays und legt das Bild als









ARG (in diesem Fall aber ohne Bedeutung)
Funktion: getScsiInfo
zeigt die Datentra¨gerbezeichnung und den freien Platz in MBytes der beiden Plat-










wa¨hlt aus den acht mo¨glichen Partitionen (jeweils 2GBytes) die beiden aus, die fu¨r
die Speicherung der Rohdaten verwendet werden sollen. Die Auswahl der Partition,
die das Master-File mit allen Informationen zu einem Scan entha¨lt, wird durch die
Poesy-Systemdatei system.ini bestimmt, die wa¨hrend der Boot-Phase eingelesen
wird.










sendet u¨ber den VME-Bus, als virtuelle TCP-Socketverbindung, zur MV147-CPU
ein Kommando command mit einem optionalen Argument arg und blockiert, bis
das Kommando ausgefu¨hrt und eine Ru¨ckmeldung gesendet wurde. Mo¨gliche Kom-
mandos sind error zur Abfrage des Fehlerstatus der MV147-CPU, start um die
Datennahme auf der MV147 anzustoßen und cirq sec um fu¨r sec Sekunden die ein-
treffenden Interrupts (IRQs) zu za¨hlen. Das Kommando send wird von der Poesy-











reserviert beim ersten Aufruf den Speicherbereich fu¨r den Ringbuffer in der Gro¨ße,
daß mindestens s Samples Platz finden und initialisiert den Schreib- und Lesezeiger.
Bei jedem weiteren Aufruf des Kommandos setcb wird der Ringspeicher gelo¨scht
und die beiden Zeiger neu gesetzt. Weiterhin werden der MV147-CPU die neuen
Parameter fu¨r den Ringbuffer (Gro¨ße und Position im RAM der PowerPC-CPU)
u¨ber die virtuelle Socketverbindung zwischen PowerPC und MV147 mitgeteilt.









selektiert die Eingangskana¨le (max. 8 Kana¨le), die auf dem Online-Display wa¨hrend
der Beobachtung dargestellt werden sollen. Jede angegebene Kanalnummer kann
durch Anha¨ngen eines Modifizierers erweitert werden:
+ Signal des selektierten Kanals wird integrierend dargestellt
d Signal wird in de-dispergierter Form auf dem Online-Display angezeigt.
Hierbei werden bei dem Modifizierer d alle Kana¨le, die zu der Filterbank geho¨ren,
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aus der der angegebene Kanal stammt, fu¨r die De-Dispersion herangezogen. Zusa¨tz-
lich du¨rfen auch beide Modifizierer kombiniert werden. So stellt das Kommando
setmoni 1d+ das de-dispergierte Signal der ersten Filterbank (Kana¨le 1. . . 8) in
integrierender Form auf dem Online-Display dar. Damit die De-Dispersion korrekt
arbeitet, muß das Dispersionsmaß und die Parameter fu¨r die verwendete Filterbank










initialisiert die VME-Interface XILINX-Chips und schaltet die Interrupts ein (irq =
1) bzw. aus (irq = 0). Der Parameter b2i setzt das Verha¨ltnis von Blank-Impulsen








ARG (in diesem Fall aber ohne Bedeutung)
Funktion: readShiftReg
Dieses Testkommando gibt den Inhalt aller Schieberegister der XILINX-Chips aus










setzt den Bezeichner (Source-Name) fu¨r die zu beobachtende Quelle bzw. ermo¨glicht
die Eingabe eines Kurzkommentars. Der Source-Name ist der erste Eintrag innerhalb
des Master-Files und dient hauptsa¨chlich zur Zuordnung der Messung fu¨r die spa¨tere
off-line Auswertung. Bei der Eingabe des Bezeichners du¨rfen keine Trennzeichen
(Leerzeichen, Tabulator) verwendet werden!










setzt den Wert fu¨r die interne Arbeitsgeschwindigkeit der Za¨hler-Chips. Mo¨gliche
Werte fu¨r n sind:
n = 0: normale Arbeitsgeschwindigkeit (default)








ARG (in diesem Fall aber ohne Bedeutung)
Funktion: startTimer
aktiviert die Timer-Karte zur Erzeugung von Triggersignalen, welche die Datenauf-
zeichnung steuern. Weil start das endgu¨ltige Kommando zur Datennahme ist, sollte









ARG (in diesem Fall aber ohne Bedeutung)
Funktion: stopTimer
stoppt die Erzeugung von Triggersignalen auf der Timer-Karte und beendet damit









ARG (in diesem Fall aber ohne Bedeutung)
Funktion: stopBufferTask
beendet die Buffer-Task (vgl. Kommando buffer), die fu¨r das Schreiben von Daten-
blo¨cken auf die Festplatten verantwortlich ist, und schließt die geo¨ffneten Dateien.








ARG (in diesem Fall aber ohne Bedeutung)
Funktion: stopCircBufTask










Dieser Testbefehl setzt zwei Bits (b1, b2 ) auf der Za¨hler-Karte, die als LEDs nach
außen gefu¨hrt sind. Gerade bei der Abarbeitung von Programmfolgen haben sich










Dieser Befehlt aktiviert den Testausgang des XILINX-Chips auf der Timer-Karte.
Durch Messung der Frequenz am Testausgang kann gepru¨ft werden, ob die Takter-











ermo¨glicht das Setzen einer Beobachtungszeit (t in Minuten) fu¨r die automatische
Beendigung der Datennahme.










Der Befehl transfer steht nur zur Verfu¨gung, wenn fu¨r die U¨bertragung der Roh-
daten vom Poesy-Backend zum Host-Rechner NFS5 in der Steuerdatei system.ini
eingestellt wurde. transfer n kopiert alle Dateien, die zu der Datenaufzeichnung











setzt das Sampling-Intervall fu¨r die Datennahme auf us Mikrosekunden. Dieser Be-
fehl nimmt ebenfalls alle no¨tigen Konfigurationsa¨nderungen an den XILINX-Chips










erweitert die interne Passwortliste um einen Eintrag fu¨r den Benutzernamen user,
fu¨r den das mit dem VxWorks-Mechanismus verschlu¨sselte Passwort pw hinterlegt










unterbricht die Ausfu¨hrung von weiteren Kommandos auf der Poesy-Shell fu¨r s Se-
kunden. Dieser Befehl ist nur innerhalb von Befehlsfolgen (Poesy-Makros) sinnvoll
(siehe auch Abschnitt B.4).
5 SUN Network File System (Sandberg et al. 1985)










setzt den Wert der extern zugefu¨hrten Referenzfrequenz6 auf mhz MHz. Dieser Wert
wird von der Poesy-Software beno¨tigt, damit die Einstellungen fu¨r die Hardware
korrekt vorgenommen werden. Alle Befehle, bei denen Zeitangaben bei den Parame-
tern mo¨glich sind, beziehen sich auf diesen Wert. D.h., wenn der vorgegebene Wert
nicht mit der realen externen Frequenz u¨bereinstimmt, sind sa¨mtliche Einstellungen
(z.B. die Sampling-Zeit) nicht korrekt! U¨blicherweise wird dieses Kommando daher
nur einmal im setup-Makro ausgefu¨hrt. Weil die externe Frequenz innerhalb von
Poesy nicht festgelegt ist, kann das Backend auch leicht an anderen Teleskopen
mit unterschiedlichen Referenzfrequenzen betrieben werden.
B.4 POESY – Befehlsfolgen (Makros)
Wie in den Abschnitten B.1 und B.2 bereits erwa¨hnt, ko¨nnen mehrere Poesy-
Befehle zu Befehlsmakros zusammengesetzt werden. Diese Makros mu¨ssen auf dem
Boot-Host im Verzeichnis ../POESY/macros abgespeichert werden, weil sie wa¨hrend
der Boot-Phase von Poesy auf eine RAM-Disk der PowerPC-CPU kopiert werden.
Ein Befehlsmakro wird u¨ber den Dateinamen des Makros mit einem vorangestellten
! aufgerufen:
! <Dateiname> <Trenner> <Arg1> <Trenner> <Arg2>...<Arg10>
Zusa¨tzlich ko¨nnen beim Aufruf von Befehlsmakros noch bis zu zehn Parameter
(Arg1 . . . Arg10) angegeben werden, auf die an beliebigen Stellen innerhalb der Be-
felsfolge zugegriffen werden kann. Der Zugriff auf das n-te Argument Argn erfolgt mit
der Zeichenfolge %n−1. In der Argumentliste du¨rfen Parameter mit unterschiedlichen
Datentypen gemischt werden, weil an dieser Stelle keine Typu¨berpru¨fung stattfin-
det und die Kommando-Task nur eine simple Textersetzung durchfu¨hrt. Fehlerhafte
Parameter werden weiterhin von den einzelnen Kommandos behandelt und in einem
Error-Stack abgelegt. Mit dem Poesy-Befehl error kann dieser Stack, der auch eine
zeitliche Zuordnung der Fehler bietet, abgefragt werden.
6 In Effelsberg ist dieser Wert 10MHz.
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Beispiel 1 zeigt ein Befehlsmakro zum Starten einer Testmessung (ohne Speiche-
rung der Daten). Durch die Verwendung von 3 Parametern kann dem Befehl start
zusa¨tzlich noch die Sample-Zeit (ts), die zu verwendenen Kana¨le (cbegin . . . cend) und
die Dauer der Testmessung (tObs) mitgeteilt werden.
Der Aufruf !start 500 1 16 120 wu¨rde so eine Messung mit 500µs Sample-Zeit
mit den ersten 16 Kana¨len fu¨r 120 Sekunden bewirken.
Das zweite Beispiel bewirkt ein Stoppen der Testmessung. In diesem Fall werden
keine zusa¨tzlichen Parameter u¨bergeben.
Kommentare innerhalb von Befehlsmakros mu¨ssen mit dem # - Zeichen eingeleitet
werden. Es ist zula¨ssig auch Kommentare nach einem Befehl zu verwenden (siehe
Beispiel 1, stop-Befehl und Beispiel 2, clearx-Befehl)!
Beispiel 1: Starten einer Messung Beispiel 2: Stoppen einer Messung
# START # STOP
stop # lfd. Messung stoppen stop
duty 5 wait 1
ts %0 send stop
rochan 1 48 0 wait 1
rochan %1 %2 1 stopcb
clearx wait 1
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B.5 POESY – Registertabellen & Adreßlisten
Die nachfolgenden beiden Tabellen B.1 und B.2 geben die Registernummern und
deren Funktionen fu¨r das VMEbus-Interface und fu¨r die Konfiguration des Za¨hler-
XILINX an.
Die Tabellen B.3 und B.4 listen fu¨r den 8-Bit und 4-Bit Za¨hlerbetrieb die mi-
nimal erzielbaren Abtastraten, in Abha¨ngigkeit der Anzahl verwendeter Za¨hler-
kana¨le, auf. Beide Tabellen wurden aufgrund von Messungen erstellt, die mindestens
u¨ber 5 Stunden liefen, damit die Zeiten auch belastbare Aussagen zur Stabilita¨t von
Poesy geben.
Tabelle B.5 zeigt die Konfigurationsmo¨glichkeiten der Timer-Karte. Abha¨ngig
von der Registeradresse interpretiert der Timer-XILINX den Zugriff als lesend bzw.
schreibend.
Den Aufbau der Poesy-Datenblo¨cke, die zur Erho¨hung des Datendurchsatzes ab-
wechseln auf zwei SCSI-Festplatten verteilt gespeichert werden, beschreibt schließ-




0 Lesen eines 32-Bit Wortes aus dem FIFO des Za¨hlerchips
4 na¨chstes Bit fu¨r das Kontroll-Schieberegister ist 1
8 na¨chstes Bit fu¨r das Kontroll-Schieberegister ist 0
Generieren eines Clock-Pulses zum Laden des na¨chsten Bits
12
in das Kontroll-Schieberegister
16 Lesen des Kontroll-Schieberegisters u¨ber den VME-Bus
20 Reset-Signal fu¨r alle FIFOs der Za¨hlerkarte
Tabelle B.1:
VMEbus-Interface: Zuordnung von Funktions-Code und erzeugten Signalen
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Bit-Nummer: Funktionsbeschreibung:
0 Za¨hlerfunktion: 0 ⇒ Absolutmodus, 1 ⇒ Differenzmodus
[2 : 1] Wert der Vorteilerstufe (Prescaler) fu¨r die Za¨hlereinga¨nge:
00→ keine Teilung
01→ Teilung durch Zwei
10→ Teilung durch Vier
11→ Teilung durch Acht
3 Speedflag : Fu¨r das Laden des FIFOs und fu¨r die vorgeschal-
teten Verarbeitungsschritte wird ein interner Takt beno¨tigt;
durch Setzen dieses Flags kann der Takt halbiert werden.
(Flag diente nur der Fehlersuche!)
4 8-/4-Bit-Flag: 0 ⇒ 8-Bit-Modus, 1 ⇒ 4-Bit-Modus
5 Timestamp-Modus : Mit Setzen dieses Bits werden die sechs
8-Bit-Za¨hler zu einem 48-Bit Za¨hler kombiniert, der von den
internen/externen 10MHz gespeist wird. Der Za¨hler kann u¨ber
den 10 sec-Eingang des Backends gelo¨scht werden.
6, 7 Diese beiden Bits werden nicht genutzt!
— Ab hier kann das Schieberegister nur noch gelesen werden;
Schreiben in diese Bits fu¨hrt zu keiner Vera¨nderung.
[15 : 8] Versionsnummer des Za¨hler-Chips (z.B. 10hex: Vers. 1.0)
[31 : 16] nicht definiert
Tabelle B.2:
Konfigurationsregister der Za¨hler-XILINX: Durch Setzen / Lo¨schen einzelner Bits kann
je nach Beobachtung zwischen verschiedenen Betriebsfunktionen der Za¨hler gewa¨hlt
werden.
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Anzahl der Kana¨le Trigger : Interrupt min. Sampling-Zeit
6 (= 1 Za¨hler-Chip) 3 : 1 33µsec
12 (= 2 Za¨hler-Chips) 3 : 1 39µsec
18 (= 3 Za¨hler-Chips) 2 : 1 45µsec
24 (= 4 Za¨hler-Chips) 2 : 1 51µsec
30 (= 5 Za¨hler-Chips) 2 : 1 57µsec
36 (= 6 Za¨hler-Chips) 2 : 1 60µsec
42 (= 7 Za¨hler-Chips) 2 : 1 63µsec
48 (= 8 Za¨hler-Chips) 2 : 1 68µsec
Tabelle B.3:
Minimal erreichbare Abtastzeiten bei Betrieb von Poesy im 8-Bit Za¨hler-Modus in
Abha¨ngigkeit von der gewa¨hlten Kanalanzahl (≡ Anzahl Za¨hler-Chips).
Die mittlere Spalte gibt das Verha¨ltnis der Sample-Ereignisse (Trigger) zu
Ausleseinterrupts an, mit denen die aufgefu¨hrten Sampling-Zeiten erzielt wurden.
Anzahl der Kana¨le Trigger : Interrupt min. Sampling-Zeit
6 (= 1 Za¨hler-Chip) 3 : 1 17µsec
12 (= 2 Za¨hler-Chips) 3 : 1 20µsec
18 (= 3 Za¨hler-Chips) 2 : 1 23µsec
24 (= 4 Za¨hler-Chips) 2 : 1 26µsec
30 (= 5 Za¨hler-Chips) 2 : 1 30µsec
36 (= 6 Za¨hler-Chips) 2 : 1 31µsec
42 (= 7 Za¨hler-Chips) 2 : 1 32µsec
48 (= 8 Za¨hler-Chips) 2 : 1 35µsec
Tabelle B.4:
Minimal erreichbare Abtastzeiten bei Betrieb von Poesy im 4-Bit Za¨hler-Modus in
Abha¨ngigkeit von der gewa¨hlten Kanalanzahl (≡ Anzahl Za¨hler-Chips).
Die mittlere Spalte gibt das Verha¨ltnis der Sample-Ereignisse (Trigger) zu
Ausleseinterrupts an, mit denen die aufgefu¨hrten Sampling-Zeiten erzielt wurden.
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Basisasdresse Funktionsbeschreibung: Zugriff:
+0 Reset (Reinitialisierung) des Timer-Chips lesend, D32
+4 Start : Aktiviert die beiden Ausgangssignale.
Falls der synchrone Modus gewa¨hlt ist, wird
auf das na¨chste Tpp-Signal gewartet.
lesend, D32
+8 Stop: Deaktiviert die beiden Ausgangs-
signale.
lesend, D32
+12 na¨chstes Bit fu¨r das Kontroll-Schieberegister
ist 1
lesend, D32
+16 na¨chstes Bit fu¨r das Kontroll-Schieberegister
ist 0
lesend, D32
+20 Generierung eines Clock-Pulses zum La-
den des na¨chsten Bits in das Kontroll-
Schieberegister
lesend, D32
+33 Laden des 1. Schieberegisters im Interface.
Mit Hilfe dieses Registers kann der Timer-
Chip im System (um-)programmiert werden.
schreibend, D8
+35 La¨dt das low-Byte des 2. Schieberegisters.
(Wird in Poesy nicht genutzt!)
schreibend, D8
+37 La¨dt das high-Byte des 2. Schieberegisters.
(Wird in Poesy nicht genutzt!)
schreibend, D8
+39 Reset-Signal fu¨r den Timer-XILINX, der an-
schließend neu geladen wird
schreibend, D8
+41 Load-Signal fu¨r den Timer-XILINX schreibend, D8
+47 Load-Signal fu¨r den Analog/Digital-Um-
setzer. (Wird in Poesy nicht genutzt!)
schreibend, D8
+185 Kontroll-Register des VME-Interfaces lesen lesend, D8
+187 Kontroll-Register des VME-Interfaces schrei-
ben
schreibend, D8
+189 Interrupt-Vector setzen schreibend, D8
Tabelle B.5:
Funktionen des VMEbus-Chips zur Konfiguration und Programmierung des Timer-
Bausteins auf der Zeitgeber-Karte (D8: Byte-Zugriff; D32: Word-Zugriff, 32-Bit)
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Block Header
{
int scan; /* scan number */
int block; /* actual block number */
long size; /* number of bytes following this header */
int checksum;
int device; /* SCSI device: 1 or 2 */







32-Bit von Chip 1[a] (Kanal 1... 3)
32-Bit von Chip 2[a] (Kanal 7... 9)
...
32-Bit von Chip n [a]
32-Bit von Chip 1[b] (Kanal 4... 6)
32-Bit von Chip 2[b] (Kanal 10...12)
...









Aufbau und Struktur eines Poesy-Datenblocks.
Neben den eigentlichen Za¨hlerwerten entha¨lt jeder Block einen zusa¨tzlichen Header mit
Informationen fu¨r die weitere Datenverarbeitung.
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