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Introduction générale
L’objectif de cette thèse est l’étude des échanges et de la dissipation d’énergie aux échelles
mésoscopiques, à travers l’étude de nanotubes, de nanoﬁls ou de pointes taillées. Notre in-
térêt pour la dissipation d’énergie nous portera vers les NEMS (Nano Electro Mechanical
Systems) et leur facteur de qualité. Pour étudier les échanges d’énergie nous nous intéres-
serons à la thermodynamique aux petites échelles et notamment aux machines thermiques
qui exploitent les échanges d’énergie pour extraire un travail utile (mécanique, électrique...).
Le premier chapitre de ce manuscrit s’intéresse à l’état de l’art pour les diﬀérents thèmes
abordés dans cette thèse ainsi qu’à l’introduction de certains concepts. Le second chapitre se
concentrera sur la dissipation d’énergie et plus particulièrement sur le facteur de qualité de
nanotubes de carbone mono-paroi à température ambiante et sur la façon de l’augmenter
par application d’une tension électrique. Le troisième chapitre s’intéresse aux machines
thermiques stochastiques (cyclique) et à la réalisation de l’une d’entre elles à base de
nanoﬁl vibrant sous ultra haut vide. Le but dans un premier temps est de réaliser un cycle
de Carnot permettant d’atteindre le rendement du même nom. Le quatrième et dernier
chapitre s’intéresse aux machines thermiques continues et étudie un prototype de machine
thermique électrique basé sur des eﬀets de résonance d’eﬀet tunnel qui pourrait être une
amélioration du principe des machines thermoïoniques.
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Chapitre 1
Introduction
1.1 Contexte et motivations
Les nanotechnologies font partie depuis plusieurs années des technologies clés établies
par la commission européenne et celle-ci met l’accent sur leur développement et leur com-
pétitivité dans un projet dénommé Horizon 2020 [1]. Certains ont très tôt mesuré l’impact
potentiel de ces nanotechnologies comme R. Feynman, célèbre physicien du 20ème siècle,
lors de son discours "Plenty of Room at the bottom" [2]. Les nanotechnologies et la na-
noscience en général traitent de structures à peine visibles au microscope optique mais
pourtant bien plus grosses que des atomes ou des molécules. Elles contiennent donc trop de
matière pour être appréhendées par la physique quantique mais les eﬀets quantiques y sont
visibles et le système n’est pas simplement gouverné par les lois macroscopiques. Le domaine
d’étude est celui de la physique mésoscopique, à mi chemin entre la physique microscopique
et la physique macroscopique. C’est à l’échelle mésoscopique que peuvent apparaître de
nouveaux comportements issus des propriétés des systèmes collectifs [3]. L’exploitation des
nanotechnologies dépend de la compréhension de ces propriétés.
L’étude des nanotechnologies, et notamment celle des NEMS, a découlé naturellement
de la réussite des MEMS (Micro Electro Mechanical Systems). Ce champ d’étude a été
développé suite à la volonté de réduire la taille des composants électroniques pour des
problèmes d’encombrement. En eﬀet depuis quelques décennies la densité de transistor
dans un micro-processeur augmente quasi exponentiellement (Loi de Moore, voir ﬁgure 1.1).
Les MEMS et les NEMS s’intéressent au couplage entre les propriétés électroniques et les
propriétés mécaniques des systèmes, notamment les phénomènes de résonance, pour créer
de nouveaux composants. Les MEMS, dont les applications les plus citées sont les dispositifs
piézoélectriques à jet d’encre pour les imprimantes ou les accéléromètres se sont pleinement
répandus dans l’industrie. En revanche l’étude des NEMS est encore majoritairement exclu-
sive aux laboratoires de recherche. Une introduction à ce domaine peut être trouvée dans
ces diﬀérentes sources : [4, 5, 6].
1.2 Les systèmes nano-électromécaniques
1.2.1 Les oscillateurs mécaniques
Un objet écarté de sa position d’équilibre puis relâché qui eﬀectue des va-et-vient autour
de cette position est un oscillateur. Les oscillateurs mécaniques sont une brique de base
dans la modélisation de problèmes physiques, et pour cause les systèmes oscillants autour de
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Figure 1.1 – Nombre de transistor par microprocesseur en fonction de l’année d’introduction
sur le marché.
nous sont nombreux : le mouvement du pendule d’une horloge, le tangage ou le roulis d’un
bateau dû aux vagues, les vagues elles même, le mouvement d’une balançoire, les cordes
d’un instrument, le battement d’un cœur... Un tel système est en général caractérisé par
une fréquence, appelée fréquence de résonance, à laquelle il est plus enclin à vibrer. Cette
fréquence est liée à la forme géométrique de l’objet et à des propriétés physiques telles que
la densité.
Outre leur omniprésence qui nous a amené à apprendre à les modéliser pour les com-
prendre en partant de l’élémentaire système masse+ressort, les oscillateurs mécaniques
représentent une interface avec la nature. L’étude d’un oscillateur (sa fréquence de réso-
nance, son amplitude de vibration...) et de la modiﬁcation de son comportement via son
interaction avec l’environnement extérieur nous donne accès à la mesure de phénomènes
physiques qui pourraient être diﬃcilement accessibles autrement, que ce soit à cause de leur
nature ou de l’échelle à laquelle ils s’appliquent. Par exemple en 1798, H. Cavendish mesura
la déﬂexion statique d’un pendule de torsion, constitué de sphères en plomb positionnées
aux deux extrémités d’un bras horizontal de deux mètres, due à la force gravitationnelle
exercée par d’autres sphères en plomb placées à proximité [7], il déduisit de ces résultats la
densité de la Terre. Cette expérience historique revient en fait à déterminer la constante
gravitationnelle G avec une erreur de l’ordre de 1%. Foucault montra en 1851, grâce au
changement de plan d’oscillation d’un pendule de deux mètres, que la Terre tourne sur elle-
même [8]. En 1929 E. Rüchardt mesura le ratio des capacités thermiques noté γ = CP /CV
avec CP la capacité thermique isobare et CV la capacité thermique isochore. Pour cela il
utilisa une balle rebondissant sur un coussin de gaz [9]. En 1935, A.D. Misener observa
une anomalie dans l’amortissement d’un pendule de torsion centimétrique plongé dans de
l’Hélium à très basse température préﬁgurant sa superﬂuidité [10].
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Figure 1.2 – Schéma du principe général d’un NEMS
Figure 1.3 – Exemple de NEMS [11] : un nanoﬁl de silicium doublement encastré est monté sur
une plaque. On peut faire vibrer cette plaque, typiquement avec un moteur piézoélectrique pour
exciter la résonance du nanoﬁl. Un interféromètre optique permet de détecter la vibration qui est
ensuite convertie en signal électrique par une photodiode.
Un NEMS est un oscillateur mécanique à l’échelle mésoscopique pour lequel l’interface
avec l’extérieur est gérée par des phénomènes électriques. La ﬁgure 1.2 illustre le concept
général d’un NEMS : un signal électrique est traduit en excitation mécanique pour notre
résonateur mésoscopique (dans le cas où l’on veut exciter le système, sinon cette étape
est optionnelle) puis la réponse mécanique est transformée en signal électrique pour être
mesurée. Il est également possible d’appliquer toute une variété de perturbations mécaniques
pour modiﬁer la résonance de l’oscillateur. La ﬁgure 1.3 montre un exemple de ce genre
de système. Dans ce cas le système mécanique est un nanoﬁl de silicium doublement
encastré. Un signal électrique permet d’exciter la résonance via par exemple un moteur
piézoélectrique monté sur une plaque en dessous du système. Un interféromètre optique
permet une détection précise du mouvement qui est converti en signal électrique avec une
photodiode [11].
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1.2.2 Les avantages des NEMS et leurs applications
Les NEMS ont de nombreux avantages. Dans un système mécanique, typiquement un
système masse ressort, la fréquence de résonance peut s’exprimer comme 2πf0 =
√
k/m
avec k la raideur du ressort et m la masse de l’oscillateur. Il s’avère que la vibration d’un
NEMS peut mathématiquement s’apparenter à un système masse ressort avec une masse et
une raideur eﬀectives [12]. Les NEMS ayant de faibles masses (jusqu’à 10−18 grammes), ils
peuvent atteindre de hautes fréquences de résonance, et donc des temps de réponse rapides,
sans la nécessité d’être très rigides.
Une autre caractéristique est qu’ils dissipent peu d’énergie, ce qui est dû à leur facteur
de qualité élevé (bien plus élevé que ceux des circuits électriques [6]). En conséquence
ils sont extrêmement sensibles aux mécanismes de dissipation externe, ce qui est crucial
pour un grand nombre de capteurs. En outre, le bruit thermomécanique y est réduit (ce
bruit étant l’équivalent du bruit Johnson pour les circuits électrique, i.e des ﬂuctuations
de tension/position dues à l’interaction avec un bain thermique) car il est inversement
proportionnel au facteur de qualité. Les variations aléatoires de position y sont fortement
réduites, en faisant de bons candidats pour des capteurs de force ultra sensibles [13, 14].
La combinaison d’un bon facteur de qualité et d’une fréquence de résonance élevée en font
également de bons candidats pour le traitement du signal [15].
Leur très faible masse les rend également extrêmement sensibles à un ajout d’une quan-
tité inﬁme de matière, en faisant d’exceptionnels capteurs de masse pouvant détecter des
yoctogrammes (10−24g) [16, 17, 18].
Du fait de leur très petite taille leur réponse spatiale est très localisée. De plus leur
design peut être étudié de façon à ce que l’élément vibrant ne soit sensible qu’à des forces
dans une direction spéciﬁque. Cet aspect a largement été développé dans la création de
sondes pour la microscopie notamment avec la microscopie à force atomique [19, 20].
Enﬁn les NEMS consomment très peu de puissance. La puissance fondamentale requise
est dictée par le rapport entre l’énergie thermique kBT et le temps de réponse de l’oscillateur
Q/ω0 avec ω0 la fréquence de résonance f0 multipliée par 2π. A température ambiante,
c’est à dire 300K, la vibration d’un NEMS est noyée dans le bruit thermomécanique seule-
ment s’il est alimenté avec une puissance d’un attowatt (10−18W ). En l’alimentant avec
un picowatt (10−12W ) on peut alors espérer un rapport signal sur bruit de 106. Ainsi
l’opération d’un million de NEMS dans ces conditions ne consommerait qu’un microwatt
(10−6W ), ce qui reste quatre ordres de grandeur inférieur au coût d’opération d’un pro-
cesseur électronique conventionnel (comportant quelques dizaines de millions de transistors).
La table 1.1 présente un résumé pour diﬀérentes structures et leur sensibilité en force
associée.
1.3 Le facteur de qualité mécanique
1.3.1 Généralités sur le facteur de qualité
1.3.1.1 Facteur de qualité et amortissement
Le facteur de qualité est une grandeur en mécanique qui est liée à la dissipation d’un
système oscillant. Prenons le cas d’un système masse ressort. On obtient l’équation d’un
tel système avec la seconde loi de Newton appliquée à la masse m en déplacement selon un
axe x :
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Structure meff Fréquence Q Sensibilité en force Référence
Miroir millimétrique 100 mg 1 MHz 10000 100 fN/
√
Hz [21]
Levier micrométrique d’AFM 10 ng 50 kHz 50000 1 fN/
√
Hz [22]
Nanoﬁl 100 fg 100 kHz 5000 10 aN/
√
Hz [23]
Nanotube 10 ag 5 MHz 50000 10 zN/
√
Hz [14]
Ion 15 yg 800 kHz - 400 yN/
√
Hz [24]
Table 1.1 – Sensibilité en force de quelques résonateurs mécaniques (femto : 10−15, atto : 10−18,
zepto : 10−21, yocto : 10−24).
mx¨ + kx = 0 (1.1)
Avec k la constante de raideur du ressort. Si on suppose qu’à t = 0 la masse était déplacée
d’une distance x0 par rapport à sa position d’équilibre en x = 0 alors cette équation admet
pour solution x(t) = (x0 exp(iω0t)) = x0 cos(ω0t) avec k = mω20 . La masse va osciller
indéﬁniment autour de sa position d’équilibre avec une amplitude absolue 2x0 et avec une
pulsation ω0, l’énergie du système se conserve. Pour modéliser plus ﬁdèlement ce qu’il se
produit quand on fait l’expérience on introduit en général une force supplémentaire. Le rôle
de cette force est de modéliser la dissipation d’énergie du système. A cause des frottements
avec le milieu extérieur (avec l’air environnant, avec le support sur lequel repose la masse...),
le système perd de l’énergie. On introduit donc une force de dissipation visqueuse avec
un coeﬃcient constant, et cette force est proportionnelle à la vitesse de déplacement de la
masse (dans un milieu visqueux, à résistance égale il est plus coûteux de se déplacer plus
vite).
mx¨ + mγ0x˙ + kx = 0 (1.2)
Pour résoudre cette équation on cherche des solutions sous la forme A exp(rt), comme
pour l’équation précédente. On aboutit à la résolution d’un polynôme caractéristique de
second ordre :
r2 + γ0r + ω20 = 0 (1.3)
La variété des solutions obtenues dépend du signe du discriminant Δ = γ20 − 4ω20 .
Le cas qui nous intéresse le plus est celui du faible amortissement car les systèmes que
nous étudierons par la suite sont sous vide, le frottement y est donc faible. Dans ce cas
Δ = γ20 − 4ω20 < 0 et les solutions sont complexes. La partie réelle vaut :
x(t) = A exp
(
−γ02 t
)
cos(ω1t + φ) (1.4)
Ou A et φ sont deux constantes déterminées par la position initiale et la vitesse initiale.
On a ω1 =
√
ω20 − γ20/4. On note généralement γ0 = ω0/Q. Dans ce cas :
x(t) = A exp
(
− ω02Qt
)
cos(ω1t + φ) (1.5)
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On a toujours un système oscillant mais les oscillations diminuent jusqu’à ce que le
système n’ait plus d’énergie. La vitesse à laquelle le système dissipe sont énergie est lié à
Q. Plus celui-ci est grand plus les oscillations diminuent lentement et moins l’oscillateur
dissipe d’énergie.
1.3.1.2 Réponse temporelle et réponse fréquentielle
On veut maintenant faire le lien entre l’évolution temporelle de la réponse de l’oscillateur
et sa réponse fréquentielle. Pour cela on reprend l’équation (1.2) et on soumet le système à
une quelconque force f(t) normalisée à la masse de l’oscillateur. Le passage dans l’espace
de Fourrier nous donne 1 :
−ω2F{x} + iωγ0F{x} + ω20F{x} = F{f(t)} (1.6)
Ou F{h} est la transformée de Fourrier d’une fonction h(t). On déﬁnit une fonction de
réponse :
χ(ω) = 1
ω20 − ω2 + iγ0ω
(1.7)
En outre le polynôme caractéristique est maintenant P (iω) = −ω2 + iγ0ω + ω20 et il
admet deux solutions ω = iγ0/2±ω1 avec ω1 =
√
ω20 − γ20/4 ce qui correspond évidemment
à l’étude précédente. Partant de l’expression de ω21 on peut réécrire :
χ(ω) = i2ω1
[
1
i(ω + ω1) + γ02
+ 1
i(ω − ω1) + γ02
]
= i2ω1
F
{
[exp(−iω1t) − exp(iω1t)]H(t) exp(−γ02 t)
} (1.8)
Avec H(t) la fonction Heaviside qui est la fonction marche ; elle vaut 1 pour t ≥ 0 et 0
sinon. On en déduit que :
χ(t) = 1
ω1
sin(ω1t) exp(−γ02 t) , t ≥ 0 (1.9)
La réponse temporelle de l’oscillateur est donnée par x(t) = χ(t)  f(t) ou  dénote le
produit de convolution. Prenons f(t) = δ(t), δ étant la distribution de Dirac. Cela revient
à étudier la relaxation du système après une excitation unitaire à t = 0. Temporellement
on retrouve la même solution que le cas précédent si on prend comme conditions initiales
un déplacement nul et une vitesse unitaire c’est à dire :
x(t) = 1
ω1
sin(ω1t) exp(−γ02 t) (1.10)
On comprend alors mieux le rôle de H(t) dans l’équation (1.8) qui est d’assurer la
causalité. χ(t) étant la réponse du système à une excitation unitaire survenue à t = 0, elle
ne peut être déﬁnie pour des temps antérieurs.
1. On utilise pour la transformée de Fourier la convention suivante : F{x}(ω) =
∫ +∞
−∞ x(t) exp(−iωt)dt.
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Dans le domaine fréquentiel le module de χ(ω) qui dicte l’amplitude de la réponse est
une Lorentzienne de largeur 2 γ0 = ω0/Q. Il est donc totalement équivalent de parler de
décroissance exponentielle d’oscillations sinusoïdales avec un temps caractéristique de 2/γ0
ou de réponse fréquentielle Lorentzienne avec une largeur γ0 car on passe de l’un à l’autre
par transformée de Fourier.
1.3.1.3 Déﬁnition du facteur de qualité
Il existe deux déﬁnitions courantes du facteur de qualité. La première que nous avons
déjà évoqué sans vraiment l’expliquer utilise les grandeurs du domaine fréquentiel. Elle
stipule que Q = ω0/γ0, quand on a la réponse Lorentzienne le facteur de qualité est donc
obtenu en divisant la fréquence centrale par la largeur. L’autre déﬁnition fait le lien entre
l’énergie stockée dans l’oscillateur W et l’énergie dissipée par cycle d’oscillation ΔW :
Q = 2πW/ΔW . Le lien entre ces deux déﬁnitions n’est pas vraiment trivial puisque, bien
qu’équivalentes, ces deux déﬁnitions ne peuvent pas se comparer telles quelles (terme à
terme). Pour éclaircir cela nous revenons à l’équation de l’oscillateur et nous raisonnons
énergétiquement. Supposons un oscillateur harmonique amorti forcé à sa fréquence de
résonance :
mx¨ + mγ0x˙ + kx = F0 cos(ω0t) (1.11)
Le système va répondre à l’excitation à la fréquence de résonance avec une amplitude
x0 et un déphasage φ : x(t) = x0 cos(ω0t − φ). La force dissipative dans ce système est la
force de frottement. L’énergie dissipée par cycle d’oscillation de durée T est (un travail
étant par déﬁnition le produit de la force par le déplacement) :
ΔW =
∫ T
0
mγ0vdx
=
∫ T
0
mγ0v
2dt
=
∫ 2π/ω0
0
mγ0x
2
0ω
2
0 sin2(ω0t − φ)dt
= mx20πγ0ω0
(1.12)
L’énergie stockée dans le système est la somme des énergies cinétique et potentielle
moyennes :
W = 12k
〈
x2
〉
+ 12m
〈
v2
〉
= mω20
〈
x2
〉
= 12mx
2
0ω
2
0
(1.13)
On peut alors calculer le facteur de qualité :
2. largeur à -3dB
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Figure 1.4 – Schéma du système masse (m) ressort (k) avec deux forces visqueuses modélisées
par deux dissipateurs visqueux de coeﬃcient c1 = mγ1 et c2 = mγ2. x est le déplacement de la
masse par rapport à sa position d’équilibre et F est la force appliquée sur le système.
Q = 2π WΔW
= 2π
1
2mx
2
0ω
2
0
mx20πγ0ω0
= ω
2
0
γ0ω0
= ω0
γ0
(1.14)
Les deux déﬁnitions donnent bien exactement le même résultat mais il faut retenir que
l’énergie stockée est en ω20 et pas en ω0 et l’énergie dissipée en γ0ω0 et pas en γ0.
1.3.1.4 Canaux de dissipation multiples
Supposons que l’on ait plusieurs canaux de dissipation, à chacun de ces canaux on peut
attribuer un facteur de qualité. Comment exprimer alors le facteur de qualité global du
système ? Supposons que l’on ait un système masse ressort avec plusieurs forces de friction,
chacune représentée par un dissipateur visqueux. La situation se représente comme sur
la ﬁgure 1.4. Les diﬀérentes forces, indépendantes entre elles, s’appliquent en parallèle et
chaque dissipateur visqueux a son propre coeﬃcient : c1 = mγ1 et c2 = mγ2 associé à des
facteurs de qualité Q1 et Q2 [25].
L’équation est alors :
mx¨ + c1x˙ + c2x˙ + mω20x = F (1.15)
Le dissipateur visqueux équivalent est donc ceq = c1 + c2 = m(γ1 +γ2) = mω0( 1Q1 +
1
Q2
).
On peut donc écrire :
ceq = mγeq
= mω0
Qeq
= mω0(
1
Q1
+ 1
Q2
)
(1.16)
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On a donc Q−1eq =
∑
i Q
−1
i . C’est le facteur de qualité le plus faible qui va dominer le
facteur de qualité du système total. Si l’on étudie la dissipation d’un système on verra en
majorité le processus qui dissipe le plus et qui masquera donc les autres.
1.3.2 Atteindre un facteur de qualité élevé
Atteindre un facteur de qualité extrêmement élevé reste un enjeu important pour de
nombreuses applications. En eﬀet les systèmes micro et nano-fabriqués approchent les limites
fondamentales de la dissipation [26]. Une bonne compréhension des divers phénomènes de
dissipation permet cependant d’atteindre des facteurs de qualité toujours meilleurs. Il existe
pour cela une variété de méthodes.
1.3.2.1 Des températures cryogéniques
Comme nous l’avons vu précédemment, la dissipation totale dans un résonateur se
décompose en diﬀérents canaux et il s’avère que certains d’entre eux sont sensibles à la
température. Ainsi si ces derniers sont ceux qui dissipent le plus d’énergie, un changement
de température peut aider à augmenter le facteur de qualité. Parmi les canaux fréquem-
ment considérés on retrouve [27] : la dissipation visqueuse par frottement dans l’air, la
dissipation thermoélastique (TED), les pertes de surface (SL) et les pertes à l’ancrage
du résonateur. Pour ces diﬀérents canaux la dépendance en température du facteur de
qualité est la suivante : Qair ∝ 1/
√
T (à basse pression dans une chambre hermétique),
QTED ∝ 1/T a avec a ∼ 2, 36. Dans une situation où ces mécanismes sont dominants une
baisse de température s’accompagne donc d’une augmentation du facteur de qualité. Les
deux autres types de dissipation ne dépendent pas de la température. La dissipation de
surface devient importante pour des résonateurs de taille réduite car le ratio surface volume
augmente. Sur la surface on peut avoir des impuretés, des adsorbats, des défauts d’arran-
gement cristallin qui peuvent induire une dissipation d’énergie. Ainsi réduire la taille d’un
oscillateur augmente l’impact de ces défauts et peut s’accompagner d’une chute de facteur
de qualité. Des modèles quantitatifs ont été développés pour modéliser ce phénomène [28]
et expérimentalement un recuit permet d’augmenter signiﬁcativement le facteur de qualité
des oscillateurs de petite taille [29, 30]. La dissipation à l’ancrage sera abordée juste après
cette section et il existe bien évidemment d’autres mécanismes de dissipation non évoqués ici.
Des simulations ont été menées pour des nanotubes de carbone mono feuillet en conﬁ-
guration encastré libre [31] via une méthode de dynamique moléculaire. Le résultat est
présenté en ﬁgure 1.5, on y voit que le facteur de qualité a une dépendance en 1/T 0,36 avec
la température T . Des expériences à des températures cryogéniques ont été menées sur ces
conﬁgurations et sur d’autres et des Q égaux voire supérieurs ont été atteints, avec des
valeurs pouvant atteindre 106 [32]. En revanche à température ambiante les valeurs sont en
dessous des prédictions et dénotent d’un manque de compréhension de certains mécanismes
de dissipation.
1.3.2.2 L’ingénierie de contact et de contrainte
Outre le changement de température on peut faire varier le facteur de qualité en jouant
sur des aspects plus mécaniques : il s’agit de l’ingénierie de contact (qui concerne la dissipa-
tion à l’ancrage que nous avons mis de côté précédemment) et de l’ingénierie de contrainte.
L’ingénierie de contrainte exploite le phénomène appelé dilution de dissipation. Nous revien-
drons plus en détail sur ce phénomène dans le chapitre 2 mais nous l’expliquons succincte-
ment ici. Si on reprend la formule Q = ω0/γ0 alors on voit que si on augmente la fréquence
de résonance ω0 en conservant la largeur de la résonance γ0 constante alors on augmente
Q. Autrement dit on augmente la raideur de l’oscillateur sans ajouter de dissipation. Une
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Figure 1.5 – Simulation de la référence [31] pour des nanotubes de carbone mono paroi en
conﬁguration encastré libre. La dépendance en température est en 1/T 0,36.
façon simple de faire cela est de soumettre le résonateur à une contrainte. Le principe
est le même que pour une corde de guitare : pour l’accorder on tire dessus ce qui a pour
eﬀet d’accroître sa fréquence de résonance. Il en va de même si on tire sur un nanoﬁl par
exemple [33]. Cette méthode est prometteuse car les matériaux 1D 3 comme les nanoﬁls
ou 2D comme un feuillet de graphène peuvent supporter des contraintes bien plus grandes
qu’un matériau identique mais massif (3D). L’ingénierie de contrainte a été développée
dans d’autres domaines dans le but de modiﬁer les propriétés des matériaux comme par
exemple l’émission de lumière [34] et les propriétés électroniques [35, 36] par exemple. Dans
ces études des contraintes extrêmement non homogènes sont utilisées. En revanche dans la
majeure partie des études réalisées pour la dilution des contraintes faibles et uniformes ont
été utilisées (généralement produites pendant la synthèse des matériaux). Cela est limitant
mais la diﬃculté est de réussir à colocaliser la contrainte et la vibration mécanique.
Des avancées ont été faites dans ce domaine en exploitant par exemple l’optomécanique
en cavité [37]. Dans cette étude la détection se fait par un système optique, ce qui permet
d’avoir une haute sensibilité. Le principe est le suivant : un micro disque est couplé de
façon évanescente à une ﬁbre optique. Ce micro disque présente des modes optiques de
galerie avec un haut facteur de qualité optique. Le résonateur mécanique à étudier est
couplé en champ proche au micro disque. Sa vibration induit une variation temporelle de
l’indice de réfraction de ce dernier et donc une modulation de l’intensité lumineuse qu’il
transmet. En mesurant cette intensité lumineuse on peut remonter aux informations sur la
vibration du résonateur. Comme les résonateurs optiques et mécaniques sont des structures
physiques distinctes on peut réduire la taille du résonateur mécanique sans être limités par
des phénomènes de diﬀraction. La ﬁgure 1.6.a) et b) présente le système utilisé dans cette
référence. Ce type de géométrie utilisant un diapason comme résonateur mécanique permet
d’obtenir une contrainte non homogène et d’atteindre des facteurs de qualité mécaniques de
l’ordre de 105 à température ambiante. En revanche les pertes à l’ancrage limitent le facteur
de qualité mécanique. En eﬀet la vibration de l’oscillateur génère des ondes élastiques se
propageant dans la structure. Une portion des ces ondes peut fuiter pour se propager dans
3. Pour être qualiﬁé de 2D un matériau doit avoir une de ses dimensions spatiales très petite devant
les autres. Pour le graphène l’épaisseur est atomique mais la largeur et la longueur peuvent atteindre la
centaine de nanomètres. Pour un nanoﬁl on a une deuxième dimension qui est très petite (un cylindre avec
un faible rayon mais très long) et le matériau est donc 1D
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Figure 1.6 – a) Image MEB colorisée du système de la référence [37]. En bleu on peut voir
le diapason qui est le résonateur mécanique (diapason ou tuning fork en anglais). En marron on
peut voir le résonateur optique (un micro disque de Si3N4). b) Les couleurs montrent les formes
du premier mode mécanique dans le plan et du mode optique de type "whispering gallery" TE1,43.
c) Système de la référence [38]. w(x) est l’épaisseur et u(x) est la déformée. On peut voir que la
contrainte est concentrée au même endroit que l’amplitude maximale de vibration.
la structure supportant l’oscillateur, générant une perte d’énergie.
Le domaine de l’ingénierie des contacts s’est développé au début des années 2000 pour
tenter de mieux appréhender la dissipation à l’ancrage et ainsi essayer de contourner cette
diﬃculté. Malgré une variété d’études détaillées [39, 40, 41, 42] il reste diﬃcile de concevoir
un modèle prédictif exhaustif. Cependant des avancées expérimentales ont été réalisées avec
un premier système conçu de telle sorte que les ancrages soient placés sur des nœuds des
ondes élastiques [43], atteignant ainsi un facteur de qualité de 98 000. Une autre avancée a
été faite avec l’introduction de micro motifs périodiques (cristaux phononiques) permettant
de localiser les modes de vibration loin de l’ancrage et donc d’y réduire le mouvement et la
courbure (ce qui est dénommé par ancrage mou) [44]. Cette méthode a permis d’atteindre
un facteur de qualité d’environ 2.108.
Peu après un système basé sur cristal phononique non uniforme a permis de combiner à
la fois une contrainte forte localisée sur un mode mécanique et un ancrage mou, atteignant
ainsi un facteur de qualité de 8.108 [38].
1.3.2.3 Les pinces optiques
Le principe des pinces optiques est de manipuler des objets avec de la lumière. Ce
travail, initié par A. Ashkin (prix Nobel 2018) en 1970 [45] a eu un impact particulier
en biologie en permettant de travailler sur des cellules [46] ou des virus [47] sans néces-
siter de substrat et de les manipuler sans induire de contamination [48], une illustration
marquante étant l’étude des propriétés mécaniques de l’ADN [49]. En physique, ce travail
est précurseur du refroidissement [50] et du piégeage d’atomes par pression de radiation [51].
Les particules piégées sont des résonateurs mécaniques dont la raideur est déﬁnie par
le piège. En cavité, les modes collectifs de vibration d’un nuage atomique ultrafroid sont
observés [52] et l’étude d’une nanosphère unique a été proposée théoriquement [53]. Ce
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sont des systèmes intéressants pour l’optomécanique, c’est à dire des l’étude de systèmes
mécaniques par couplage avec un système optique dont un exemple a été donné dans la
section précédente, car leur masse et leur couplage à l’environnement sont extrêmement
faibles. Les expériences traditionnelles de pinces optiques [54] mettant en jeu des faisceaux
lasers très focalisés générés par des objectifs de grande ouverture numérique, et des platines
de translation de précision, permettent de réaliser un couplage optomécanique avec les trois
directions de vibration en translation et les trois axes de rotation des particules. Aussi,
l’interaction lumière-matière pour des objets de dimensions comparables à la longueur
d’onde est non-triviale. Les conditions aux limites imposées au champ électromagnétique
autorisent l’existence de résonances optiques qui sont telles que le champ diﬀusé n’est pas
nécessairement celui d’un dipôle mais peut être beaucoup plus complexe. La détection
de la position des particules piégées sans cavité peut se faire à l’aide d’une photodiode à
quadrants [55].
Comme les ions, grâce à leur faible masse et à leur très faible couplage à l’environnement,
les systèmes à sphères en lévitation sont des sondes de force exceptionnelles avec des facteurs
de qualité remarquables. En eﬀet un tel système n’est pas soumis aux pertes à l’ancrage
par exemple. En fonction de la pression on peut alors atteindre des records : à 10−5mBar
on atteint Q = 107 [56], à 10−6mBar on atteint Q = 108 [57], et on pourrait atteindre
Q = 1011 à P = 10−9mBar. Néanmoins, ils peuvent être diﬃcilement utilisés pour sonder
une force externe qui ne soit pas optique sans perturber les conditions de piégeage.
1.4 Les machines thermiques
Parmi les nombreuses utilisations des pinces optiques s’est également développé l’étude
de la thermodynamique d’objets nanoscopiques. Par exemple la thermodynamique de na-
noparticules piégées a été explorée en utilisant des particules de silice d’une centaine de
nanomètres de diamètre pour faire de la nano-optomécanique [58, 59, 60]. Dans la suite
nous allons donc nous intéresser aux machines thermiques qui ont donné naissance à la
thermodynamique.
1.4.1 Généralités sur les machines thermiques et la thermodyna-
mique
1.4.1.1 Les diﬀérentes machines thermiques
Parmi les machines thermiques on distingue les moteurs et les réfrigérateurs. Un moteur
thermique est essentiellement n’importe quel processus qui implique la réception de chaleur
via un réservoir, l’application d’un travail (énergie mécanique) sur son environnement et le
rejet de chaleur dans un autre réservoir à une température moindre. Ces échanges d’énergie
se font via un ﬂuide caloporteur, généralement un gaz. Le travail eﬀectué n’est qu’une
fraction de la chaleur prélevée à la source chaude, cette fraction étant égale à la diﬀérence
entre la chaleur absorbée de la source chaude (Qh) et la chaleur relarguée dans la source
froide Qc : Qh −Qc (on prend ici des valeurs absolues de chaleur). Ceci est montré en ﬁgure
1.7.a). Dans ce cas on utilise le sens naturel du ﬂux thermique pour récupérer de l’énergie.
Le rendement d’une machine thermique est déﬁni comme étant le ratio entre le travail utile
qu’on récupère sur un cycle et l’énergie injectée Qh.
η = −W
Qh
= Qh − Qc
Qh
(1.17)
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Figure 1.7 – a) Schéma d’opération d’un moteur. Une chaleur Qh est retirée du réservoir chaud
à la température Th, un travail W est eﬀectué et l’excédent de chaleur Qc est rejeté dans la source
froide à la température Tc < Th. b) Schéma d’opération d’un réfrigérateur. Il s’agit d’un moteur
fonctionnant à l’envers. On injecte un travail W pour retirer une quantité de chaleur Qc à une
source froide à la température Tc. Ceci a pour eﬀet de refroidir la source avec pour prix le rejet
d’une quantité de chaleur Qh = W + Qc dans un réservoir chaud à la température Th > Tc.
Remarque : on prend −W car on considère toujours la convention thermodynamique
usuelle qui stipule que les énergies entrantes dans le système (ici le gaz qui va être en contact
alternativement avec la source chaude et la source froide) sont positives. Or le travail utile
qu’on peut récupérer d’une machine thermique doit être sortant du système donc négatif
dans cette convention. Or un rendement est une grandeur positive.
Dans un réfrigérateur le cycle est renversé. De la chaleur Qc est extraite d’un réservoir
à basse température Tc en utilisant un travail W . Une quantité de chaleur Qh, égale à la
somme de Qc et de W est déposée dans une source chaude à la température Th supérieure
à Tc. Ce système est illustré en ﬁgure 1.7.b). Dans ce cas on est obligé d’injecter de
l’énergie dans le système pour renverser le sens naturel du ﬂux de chaleur. Le coeﬃcient
de performance (COP) d’un réfrigérateur est le ratio entre la chaleur retirée de la source
froide Qc et l’énergie injectée dans le système W .
COP = Qc
W
= Qc
Qh − Qc
(1.18)
1.4.1.2 Le rendement des machines thermiques
En 1824 l’ingénieur français Carnot s’attela au problème de l’amélioration des machines à
vapeur en s’intéressant aux principes physiques sur lesquels le rendement dépendait plutôt
qu’aux détails mécaniques, contrairement à ses prédécesseurs, dans un ouvrage intitulé
Réﬂexions sur la puissance motrice du feu [61]. Il dériva une expression pour le rendement
maximal qu’une machine thermique (de type moteur) puisse atteindre :
η = 1 − Tc
Th
(1.19)
Bien qu’ayant reçu un accueil honorable notamment auprès de l’Académie des sciences,
son travail n’entraînera pas de réaction dans la communauté scientiﬁque. Il faudra attendre
1834 pour que Clapeyron remette ses idées au goût du jour et réédite l’ouvrage accompa-
gné d’explications. Alors les idées de Carnot commencèrent à inﬂuencer la communauté
scientiﬁque et à partir de 1850, inspirés par ces idées, Thomson et Clausius, entre autres,
commencèrent à poser les bases de la thermodynamique actuelle [62, 63, 64, 65]. Le travail
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de Carnot reste à l’heure actuelle une pierre angulaire dans la compréhension des ma-
chines thermiques. La thermodynamique est fondée sur trois grands principes dont les deux
premiers ont été énoncés pour la première fois par Carnot :
1. Au cours d’une transformation quelconque d’un système fermé, la variation de son
énergie est égale à la quantité d’énergie échangée avec le milieu extérieur, par transfert
thermique (chaleur) et transfert mécanique (travail). Cela se traduit mathématique-
ment par dU = δQ+ δW . U est l’énergie interne du système et ne dépend que de la
température.
2. Toute transformation d’un système thermodynamique s’eﬀectue avec une augmen-
tation de l’entropie globale incluant l’entropie du système et du milieu extérieur.
On dit alors qu’il y a création d’entropie. Cela s’écrit : ΔSglobal = Scréation =
ΔSsyst + ΔSext ≥ 0 ou encore ΔSsyst = Séchange + Scréation = Q/T + Scréation,
ce qui est la forme la plus commune. Si la transformation est réversible 4 alors
Scréation = 0.
3. L’entropie d’un cristal parfait à 0 kelvin est nulle. Ce principe a été introduit par
Nernst en 1906.
Pour atteindre le rendement maximal, Carnot a considéré un cycle thermodynamique
parfait, c’est à dire sans perte d’énergie et sans création d’entropie. Cela signiﬁe que les
interactions mécaniques se font sans perte d’énergie sous la forme de friction et que donc
il n’y a pas de transfert de chaleur, ce que l’on appelle des transformations adiabatiques
(Q = 0). Les interactions thermiques quant à elles se font inﬁniment lentement pour garder
le cycle réversible et donc la création d’entropie nulle. Pour cela la température du système
reste constante et inﬁnitésimalement proche de la température de la source avec laquelle il
échange de l’énergie. C’est ce que l’on appelle un processus isotherme. Pour que l’entropie
créée soit nulle sur l’ensemble du cycle les étapes adiabatiques doivent également être ré-
versibles. Si le cycle de Carnot présente un intérêt indéniable sur le plan fondamental son
intérêt est plus que limité en pratique. En eﬀet la puissance fournie par cycle qui est déﬁnie
comme le rapport entre le travail utile et la durée d’exécution d’un cycle τ : P = −W/τ
tend vers 0 car la réalisation d’un cycle est inﬁniment long pour que celui-ci soit réversible.
Les étapes du cycle ce Carnot, qui seront abordées dans le chapitre 3 sont les suivantes :
1. Une expansion isotherme à la température de la source chaude. Durant cette phase
la source chaude fournit au gaz une chaleur Qh équivalente au travail eﬀectué par
celui-ci car comme la température est constante l’énergie interne ne varie pas. On a
donc ΔU = W + Q = 0.
2. Une expansion adiabatique. Pendant cette étape le gaz est isolé thermiquement donc
la chaleur échangée est nulle.
3. Une compression isotherme à la température de la source froide. Pendant cette étape
le gaz fournit une quantité de chaleur Qc à la source froide équivalente au travail
eﬀectué sur lui, pour la même raison que le point 1.
4. Une compression adiabatique qui ramène le système au point de départ. Le travail
exercé sur le gaz compense celui de la phase 2.
La section 3.2 de ce même chapitre illustre le diagramme pression/volume d’un tel cycle
thermodynamique.
4. Une transformation est réversible si chaque changement inﬁnitésimal est associé à un état d’équilibre.
Autrement dit un relâchement de la contrainte implique un retour à l’état initial
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Le rendement de Carnot pose une limite théorique au rendement des machines ther-
miques. Ce dernier ne sera jamais unitaire pour une machine thermique fonctionnant entre
deux sources à des températures diﬀérentes, quels que soient les systèmes physiques im-
pliqués. En eﬀet, supposons que le ﬂuide qui échange de l’énergie avec les sources soit
un gaz parfait régit par l’équation PV = nRT avec P la pression, V le volume, R la
constante des gaz parfaits, n le nombre de moles et T la température. Dans une machine
thermique lorsque le gaz interagit avec la source froide en restant à la température de
celle-ci, il se trouve sur une isotherme sur laquelle varient à la fois son volume et sa pression
(pour maintenir la température constante). Le travail pour un gaz parfait est déﬁni par
W = − ∫ PdV = −nRT ∫ dV/V et cette grandeur n’est pas nulle si la température n’est
pas nulle. Autrement dit le long de l’isotherme un travail est eﬀectué par la source froide sur
le gaz. Comme l’énergie interne ne dépend que de la température sur cette même isotherme
on a ΔU = 0 = W + Qc donc Qc = 0. On a nécessairement une fuite de chaleur dans la
source froide, ce qui veut dire que toute la chaleur injectée n’est pas transformée en travail
et que le rendement n’est pas unitaire.
Pour atteindre cette limite de rendement unitaire, on voit avec l’équation (1.19) que la
température de la source froide doit être de 0K ou bien la température de la source chaude
doit être inﬁnie. L’équation d’une isotherme est donnée par PV = nRT = cste et l’équation
d’une adiabatique est donnée par (PV )γ = cste avec γ le rapport des capacités thermiques
isobares et isochores et la constante déﬁnie par l’état initial de la transformation. Quand la
température tend vers 0K alors γ tend vers 1 et les deux courbes coïncident. A 0K on peut
donc théoriquement avoir un processus à la fois adiabatique et isotherme. Ainsi la quantité
de chaleur relarguée dans la source froide est nulle et le rendement est unitaire. Bien sûr
quand on approche du zéro absolu la loi des gaz parfaits ne s’applique plus et il est de plus
impossible d’atteindre cette température (ce qui est une conséquence du troisième principe
[66]). De façon plus réaliste on peut voir les choses de la façon suivante : plus la diﬀérence de
température est grande (donc Tc/Th → 0), plus la détente adiabatique consomme l’énergie
interne du ﬂuide. Quand cette diﬀérence devient suﬃsamment grande alors il ne reste plus
qu’un quantité inﬁnitésimale de chaleur au ﬂuide à rejeter dans la source froide.
Étant donné le peu d’intérêt sur un plan purement pratique d’atteindre le rendement
de Carnot on peut se demander ce que devient le rendement lorsqu’on eﬀectue le cycle sur
un temps ﬁni et comment l’optimiser. La situation la plus simple à aborder théoriquement
est celle où le changement d’état du ﬂuide caloporteur se fait de façon réversible mais où
l’échange de chaleur avec les réservoirs thermiques se fait de façon irréversible à cause de
la diﬀérence de température ﬁnie entre les deux. En pratique la partie adiabatique peut
être rendue proche de la réversibilité sans trop perdre en dynamique alors que le contact
au réservoir impose un gradient thermique pour que l’échange de chaleur soit rapide et
donc impose des pertes. Un telle machine thermique est qualiﬁée d’endoréversible (ce qui
signiﬁe réversible à l’intérieur) et est illustrée schématiquement en ﬁgure 1.8. Des écarts à
l’endoréversibilité peuvent être causés par des pertes par friction ou des non uniformités de
température ou de pression dans le gaz durant le cycle. Dans un article fondateur, Curzon
et Ahlborn [67] ont examiné une machine thermique dans laquelle les transferts thermiques
sont de nature Newtonienne, c’est à dire linéairement proportionnels à leur diﬀérence de
température. Ils trouvèrent ainsi que le rendement pour lequel la puissance est maximale
ne dépend que de la diﬀérence de température entre les deux réservoirs, à la manière du
rendement de Carnot.
η = 1 −
√
Tc/Th (1.20)
Quelles que soient les températures, le rendement de Carnot est supérieur à ce rendement
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Figure 1.8 – Illustration d’une machine endoréversible. Une diﬀérence ﬁnie de température
existe entre le ﬂuide et les réservoirs thermiques, ce qui autorise une quantité de chaleur ﬁnie à être
transférée en un temps ﬁni au prix d’une création d’entropie (contrairement au cas précédent où
la diﬀérence de température est inﬁnitésimale). Les changements internes sont toujours supposés
réversibles, comme suggéré par le nom endoréversible qui signiﬁe réversible à l’intérieur.
mais le point de fonctionnement de Curzon et Ahlborn maximise la puissance disponible,
ce qui présente plus d’intérêt sur le plan pratique.
1.4.1.3 Les machines thermiques en pratique
On trouve une grande variété de systèmes de production d’énergie dans la vie courante
qui peuvent être décrits par des machines thermiques : les moteurs de toute sorte (à
combustion interne ou Diesel pour les voitures, les turboréacteurs pour les avions), les
locomotives à vapeur, les centrales nucléaires, les centrales géothermiques... Ces machines
sont décrites par une variété de cycles thermodynamiques qui diﬀèrent plus ou moins du
cycle de Carnot. Par exemple la plupart des moteurs à combustion interne à quatre temps
sont décrits par un cycle d’Otto. Celui-ci est constitué des étapes suivantes : (1) entrée d’un
mélange air/fuel dans le piston représentée par une compression isobare, (2) compression
adiabatique, (3) combustion du mélange représentée par une compression isochore, (4)
détente adiabatique qui entraîne le vilebrequin pour alimenter le mouvement de rotation,
(5) ouverture de la soupape modélisée par une détente isochore, (6) échappement du gaz
représenté par une détente isobare. Le cycle thermodynamique à proprement parler n’est
constitué que des étapes 2,3,4,5. Le rendement d’un tel cycle est le suivant :
η = 1 − 1
rγ−1
(1.21)
Où r est le coeﬃcient de compression du gaz (le rapport des volumes après et avant
l’étape 2) et γ est l’indice adiabatique utilisé dans la loi de Laplace. Le rendement eﬀectif
des moteurs fonctionnant avec un cycle d’Otto est d’environ 30%.
Le cycle Diesel, dont la réalisation a été inspirée par le cycle de Carnot, n’utilise pas
de déclencheur de combustion externe contrairement au cycle d’Otto. Les étapes du cycle
sont les suivantes (en ignorant les étapes d’entrée et d’échappement) : (1) compression
adiabatique du mélange, (2) chauﬀage par compression isobare qui déclenche la combustion
spontanée, (3) détente adiabatique qui entraîne le vilebrequin, (4) refroidissement par
détente isochore. L’expression du rendement d’un tel cycle, qui est plus compliquée que
celle du rendement d’Otto est la suivante :
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Tc(◦ C) Th(◦ C) ηCarnot ηCA ηréel
Centrale à charbon 25 565 0, 64 0, 4 0, 36
Centrale nucléaire 25 300 0, 48 0, 28 0, 30
Centrale géothermique 80 250 0, 33 0, 178 0, 16
Table 1.2 – Rendement de Carnot (ηCarnot), rendement à puissance maximal (ηCA) et rendement
mesuré (ηréel) pour diﬀérents types de centrales fonctionnant sur un cycle thermodynamique de
type Rankine.
η = 1 − 1
rγ−1
(
αγ − 1
γ(α − 1)
)
(1.22)
Ou r est le rapport des volumes après et avant l’étape 2, c’est à dire à la ﬁn et au
début de la compression adiabatique et α est la ratio des volumes après et avant la com-
bustion (V3/V2). On peut voir que théoriquement un cycle Diesel idéal aura un moins bon
rendement qu’un cycle d’Otto idéal. Cependant dans la réalisation un cycle Diesel peut
atteindre un rendement de 55%. En eﬀet un cycle Diesel peut fonctionner avec un coeﬃ-
cient de compression plus élevé qu’un cycle d’Otto. Un cycle d’Otto avec un coeﬃcient de
compression aussi élevé qu’un cycle Diesel déclencherait une combustion spontanée, ce qui
diminuerait son rendement car alors la combustion se déclencherait avant la ﬁn de l’étape
de compression. Cela peut en outre endommager le moteur. Au contraire dans un cycle
Diesel ce comportement est nécessaire puisqu’il n’y a pas de déclenchement externe de la
combustion.
Le rendement de Curzon et Ahlborn est en pratique une très bonne approximation
pour ces diﬀérents cycles thermodynamiques [68, 69, 70]. Pour illustrer cela on peut par
exemple s’intéresser au rendement de diﬀérentes centrales. Dans ces centrales la production
d’énergie se fait avec des turbines à vapeur qui sont décrites par un cycle thermodynamique
de Rankine. Les étapes de ce cycle sont les suivantes : (1) compression adiabatique du
ﬂuide, (2) chauﬀage isobare jusqu’à vaporisation, (3) détente adiabatique dans une turbine
générant de l’énergie, (4) refroidissement isobare dans un condenseur pour revenir à l’état
liquide. La table 1.2 illustre l’utilité du rendement à puissance maximale de Curzon et
Ahlborn [71]. Il est cependant bon de noter que l’universalité de l’application du rendement
de Curzon et Ahlborn est discutable [72, 73, 74]. Cependant l’introduction de ce concept
a été une avancée dans le domaine de la thermodynamique et a motivé de nombreuses études.
Un dernier exemple intéressant est celui du turboréacteur car il s’agit d’un moteur à
combustion continue. En eﬀet sur les moteurs à combustion précédents celle-ci se produit
lors d’une des quatre étapes du cycle thermodynamique décrivant le moteur. Sur un moteur
quatre temps on peut associer un temps à une branche du cycle correspondant. En revanche
dans un moteur d’avion les diﬀérentes étapes du cycle se produisent simultanément en
divers endroits, ce qui est un exemple mécanique de moteur continu. Présenté sous la forme
de cycle les étapes sont les suivantes : (1) compression adiabatique d’un volume d’air,
(2) chauﬀage isobare dans la chambre de combustion où du fuel est brûlé pour chauﬀer
l’air, (3) détente adiabatique dans une turbine, (4) rejet de chaleur dans l’atmosphère par
un processus isobare. Le rendement thermodynamique d’un turboréacteur est de 40% en
théorie et d’environ 20% en pratique quand on considère ce qui est réellement utilisé pour
la propulsion.
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1.4.2 Des machines thermiques innovantes
Au ﬁl des ans notre compréhension des machines thermiques aussi bien sur le plan
théorique que sur le plan technique s’est largement accrue. Comme nous l’avons déjà
abordé Carnot a amorcé l’exploration des concepts théoriques de ces machines. D’autres
ont largement contribué au développement pratique de machines. Par exemple James Watt a
travaillé à l’amélioration de la première machine à vapeur (introduite par Thomas Newcomen
en 1712) de 1763 à 1775. La version aboutie de cette machine, améliorée en tout point, fut
un point clé de la révolution industrielle en permettant de produire la même puissance que
sa prédécesseur avec moitié moins de charbon tout en étant plus rapide. Ces améliorations
ont découlé d’observations et de tests mais ne s’appuient pas sur une théorisation comme
Carnot le ﬁt ultérieurement. D’autres suivirent et de nos jours les machines thermiques
sont des systèmes bien rodés dont le développement n’est plus autant source d’innovations.
1.4.2.1 Miniaturisation des machines thermiques
Il reste cependant beaucoup à faire dans le domaine des machines thermiques, notam-
ment si l’on s’intéresse au domaine microscopique. En eﬀet s’il semble que les machines
macroscopiques ont déjà atteint leur apogée, construire un moteur puissant et eﬃcace à
l’échelle microscopique ou nanoscopique est de nos jours un déﬁ pour la physique fonda-
mentale et l’ingénierie [75, 76, 77]. En eﬀet des machines de cette taille peuvent réaliser
de multiples tâches inaccessibles autrement comme le transport de chargement dans des
cellules ou des microcanaux, mélanger des ﬂuides, tuer des cellules cancéreuses de façon
sélective [78, 79, 80]. Le principe de ces moteurs miniatures repose toujours sur la conversion
d’un carburant (énergie thermique ou chimique par exemple) en travail (énergie mécanique).
Un point clé des machines thermiques à ces échelles est que les ﬂuctuations thermiques sont
du même ordre de grandeur que le ﬂux d’énergie moyen produit par ces machines. Ainsi les
propriétés de tels moteurs dépendent fortement des caractéristiques de leur environnement.
Cela motive leur étude et soulève la question de la possibilité de développer de nouvelles
stratégies pour optimiser leurs performances [81].
L’idée de convertir les ﬂuctuations thermiques en travail mécanique en utilisant un
dispositif miniature remonte au célèbre démon de Maxwell [82]. Au début du 20ème siècle
Lippmann introduisit une expérience en imagination dans laquelle une roue à aube méso-
scopique est immergée dans un gaz où elle eﬀectue un mouvement brownien à cause des
collisions avec les molécules de ce dernier. Cette roue à aube est reliée à un cliquet ce qui
permet de forcer un sens préférentiel de rotation. Smoluchowksi prouva qu’un tel engin
pourrait ﬂuctuer mais ne bougerait pas en moyenne à l’équilibre thermique [83]. Plus tard
Feynman prouva qu’il est possible pour cette machine d’eﬀectuer un travail (soulever un
poids par exemple) en immergeant la roue et le cliquet dans deux réservoirs thermiques à
deux températures diﬀérentes [84]. En revanche le système de Feynman ne peut atteindre
le rendement de Carnot, même à puissance nulle, car le moteur est constamment en contact
avec deux bains thermiques diﬀérents et fonctionne donc hors équilibre [85]. L’introduction
des cliquets représente une étape importante dans le développement des moteurs Brow-
niens : il s’agit de moteurs isothermes qui peuvent extraire un travail mécanique dans un
environnement asymétrique. Ils ne sont donc pas contrôlés par un ﬂux de chaleur entre
deux réservoirs mais par une source d’énergie hors équilibre.
Après l’introduction du cliquet Brownien, une pléthore d’autre systèmes ont été inventés
aussi bien théoriquement qu’expérimentalement [86]. Les premières études sur les cliquets
se concentrèrent surtout sur les propriétés de transport et sur les analyses de courant. L’in-
térêt pour la puissance, la consommation d’énergie et l’eﬃcacité se développa peu après.
En 1998 Sekimoto introduisit un cadre théorique qui permet de quantiﬁer des grandeurs
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thermodynamiques comme le travail et la chaleur pour des systèmes colloïdaux décrits par
une équation de Langevin [87]. A la suite de cette étude la thermodynamique stochastique
[88] a été établie en tant que branche de la physique statistique qui décrit les ﬂuctuations
hors équilibre d’un système fortement impacté par les ﬂuctuations thermiques.
Une étape cruciale de la thermodynamique stochastique a été l’introduction de machines
thermiques stochastiques où une particule Brownienne agissant comme un ﬂuide caloporteur
est mise en contact cycliquement avec diﬀérents bains thermiques [89, 90]. C’est pour le
développement technologique de ce genre de système que les pinces optiques se sont avérées
très utiles. Du fait de leurs propriétés ﬂuctuantes et de la possibilité d’atteindre de très
bons facteurs de qualité et donc de dissiper peu d’énergie (contrairement aux machines
thermiques macroscopiques), ces systèmes miniatures peuvent atteindre le rendement de
Carnot [91].
Pour cela il faut franchir trois étapes : pouvoir changer la température eﬃcace de la
particule Brownienne à l’équilibre [92, 93, 94] ou hors équilibre [95], mesurer les changements
d’énergie cinétique que ce soit en ayant un taux d’échantillonnage suﬃsamment élevé
pour le système ou en développant une méthode pour y remonter avec un faible taux
d’échantillonnage [96] permettant ainsi une description complète de la thermodynamique du
système, réaliser un processus adiabatique à l’échelle mésoscopique en conservant le volume
de l’espace des phases explorés par la particule Brownienne [97]. Sur ce dernier point les
machines thermiques stochastiques se diﬀérencient fortement de leur pendant macroscopique
en réussissant à eﬀectuer un processus adiabatique (en réalité quasi adiabatique mais
permettant tout de même d’atteindre le rendement de Carnot) en un temps ﬁni : c’est la
micro-adiabaticité.
1.4.2.2 Machines continues
Nous avons précédemment abordé le sujet des machines thermiques continues en oppo-
sition aux machines thermiques purement cycliques. La machine que nous avons présentée
(turboréacteur) peut être considérée comme continue mais elle est descriptible par un cycle
thermodynamique. Dans la famille des machines thermiques purement continues nous trou-
vons les machines électroniques. Ces machines ne génèrent pas un travail mécanique mais
un courant électrique et le ﬂuide caloporteur est remplacé par des électrons.
Parmi les machines thermiques électroniques ont distingue les appareils thermoïoniques
et thermoélectriques qui peuvent fonctionner en régime moteur ou réfrigérateur comme les
machines cycliques. Si nous prenons le cas d’un réfrigérateur, le principe ici est de retirer
physiquement les électrons ayant la plus haute énergie dans le matériau aﬁn de le refroidir,
ce qu’on peut considérer comme un refroidissement par évaporation [98]. Pour obtenir de
bonnes performances il est nécessaire de restreindre la gamme d’énergie des électrons qui
vont quitter le matériau. Toujours dans le cas du réfrigérateur, les électrons de haute énergie
quittant le réservoir ont un eﬀet réfrigérant et les électrons de basse énergie quittant le
réservoir ont un eﬀet chauﬀant. Dans ce type de machines thermiques on a donc toujours
une barrière ou un mécanisme de sélection énergétique (tunneling résonant ou gap dans la
densité d’états) pour appliquer ce genre de restriction.
Aux alentours de 1823, coïncidant approximativement avec l’étude de Carnot sur les
limites des machines à vapeur, Thomas Seebeck décrivait dans le journal de L’Académie des
Sciences Prussienne une découverte qu’il nomma "la polarisation magnétique des métaux et
minerais produite par une diﬀérence de température". Seebeck s’intéressa à ce phénomène
car il le voyait comme une possible preuve appuyant sa théorie selon laquelle le champ
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Figure 1.9 – Illustration d’une machine thermique électronique continue. Une diﬀérence de
température aux jonctions entre les deux conducteurs A et B génère un courant dans la boucle.
On peut visualiser les jonctions à deux températures diﬀérentes comme un échange thermique avec
une source chaude et une source froide. Dans cette machine thermique le ﬂuide caloporteur est
remplacé par un courant électronique.
magnétique terrestre était dû à une diﬀérence de température entre l’équateur et les pôles.
Cependant il est clair que Seebeck avait en réalité découvert l’existence d’un courant élec-
trique circulant dans une boucle formée de deux conducteurs diﬀérents et dans laquelle
les jonctions sont portées à des températures diﬀérentes. L’eﬀet Seebeck illustre bien une
machine thermique rudimentaire. Une diﬀérence de température génère un mouvement du
ﬂuide caloporteur. L’ajout d’une charge sur la boucle, une résistance par exemple, permet de
récupérer une puissance électrique ou travail. Le principe général d’une machine thermique
de ce type est présenté en ﬁgure 1.9. L’importance de cette découverte résidait dans la
possibilité de produire de l’énergie à partir de faibles diﬀérences de température. Si Seebeck
avait développé un appareil pour produire de l’électricité avec les meilleurs matériaux à sa
disposition ( antimoniure de zinc ZnSb et sulfure de plomb PbS) il aurait pu construire une
machine thermique avec un rendement de 3%, ce qui était le record pour les machines à
vapeur en son temps [99]. L’eﬀet complémentaire, c’est à dire l’induction d’une diﬀérence
de température par la circulation d’un courant dans la jonction entre deux conducteurs fut
découvert 12 ans plus tard par l’horloger français Jean Peltier.
Les machines thermoélectriques fonctionnent en régime diﬀusif plutôt que balistique [98],
ce qui signiﬁe que la distance que les électrons doivent parcourir pour passer du réservoir
chaud au réservoir froid est grande devant la distance que les électrons peuvent parcourir
avant de subir une collision inélastique (ce qu’on appelle le libre parcours moyen). Elles sont
généralement constitués de deux jonctions avec des semi-conducteurs de type n et p [99].
Ces matériaux ont des énergies de Fermi diﬀérentes et lorsqu’on les met en contact pour
former une jonction les bandes à l’intérieur du matériau vont se courber et une diﬀérence
de potentiel interne va se former, égalisant les niveaux de Fermi.
Pour refroidir en utilisant l’eﬀet Peltier, une diﬀérence de potentiel est appliquée entre
les matériaux pour élever le potentiel du matériau de type n comme on peut le voir sur la
ﬁgure 1.10.a). Sous l’inﬂuence de cette tension les électrons chauds (les plus énergétiques)
et les trous (lacunes électroniques) vont traverser la barrière de la jonction et s’en éloigner,
refroidissant ainsi le matériau de type n. La barrière accomplissant la sélection est la marche
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Figure 1.10 – a) Une jonction p-n est refroidie par retrait des électrons chauds. Ce schéma de
bandes correspond à la jonction supérieure de c). b) Une jonction p-n dans laquelle de la chaleur
est déposée. Ce schéma de bandes correspond à la jonction inférieure de c). c) Représentation
schématique de réfrigération thermoélectrique. d) Représentation schématique de moteur thermo-
électrique. Pour les deux conﬁgurations il est nécessaire de joindre des semi-conducteurs n et p par
une jonction métallique (qui ne change pas le comportement de la jonction). Si une tension est
appliquée entre les matériaux (comme représenté en bas de c), alors les électrons et les trous avec
une énergie plus haute que la moyenne s’éloignent de la jonction, la refroidissant (eﬀet Peltier) et
déposent leur excès de chaleur dans la source chaude qu’on appelle aussi dissipateur thermique.
Si au contraire la jonction est maintenue à une température supérieure à celle du dissipateur
thermique qu’on appellera alors source froide, comme montré en d), alors les électrons et les trous
vont également déserter la jonction, induisant une diﬀérence de potentiel entre les matériaux (eﬀet
Seebeck).
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pour passer de la bande de conduction du matériau n à celle du type p. La ﬁgure 1.10.a)
correspond à la jonction supérieure à côté du réservoir refroidi dans la ﬁgure 1.10.c). Les
électrons et les trous ainsi retirés circulent jusqu’à l’autre jonction p-n sur laquelle une
tension de signe opposé est appliquée. Ils y déposent alors leur excès d’énergie sous forme
de chaleur. Le diagramme correspondant est montré en ﬁgure 1.10.b) et correspond à la
jonction inférieure dans la ﬁgure 1.10.c).
Le mécanisme peut être renversé pour obtenir un moteur lorsque la jonction supérieure
est chauﬀée à une température supérieure à celle du dissipateur thermique. On utilise dans
ce cas l’eﬀet Seebeck où une diﬀérence de température induit une diﬀérence de potentiel,
comme montré en ﬁgure 1.10.d).
Chaque matériau thermoélectrique est caractérisé par un nombre z = S2σ/κ ou S =
dV/dT est le pouvoir thermoélectrique ou coeﬃcient de Seebeck, σ la conductivité électrique
du matériau et κ = κel+κph est la somme des conductivités thermiques dues respectivement
aux électrons et aux phonons. Ce facteur est extrêmement important pour les matériaux
thermoélectriques car leur rendement dépend seulement de la diﬀérence de température
entre les réservoirs et de M =
√
1 + zT avec T = 0.5(TC + TH). zT est appelé facteur de
mérite. Pour un cycle moteur nous avons alors alors :
η = (TH − TC)(M − 1)
MTH + TC
(1.23)
Pour un réfrigérateur nous avons :
COP = MTC − TH(TH − TC)(M + 1) (1.24)
Le développement de matériaux thermoélectriques avec une haute eﬃcacité n’a pas
encore aboutit car le facteur de mérite reste pour l’instant inférieur à 4, ce qui donne des
eﬃcacités de quelques pourcents seulement. Un des problèmes dans ce développement est
que les conductivités électriques et thermiques sont étroitement liées. Une augmentation
de σ dans le but d’augmenter z est souvent accompagnée d’une augmentation de κel qui
tend à diminuer z. Malgré le manque actuel de matériaux avec un haut facteur de mérite
la limite théorique de celui-ci est inﬁnie lorsque la conductivité thermique est nulle et que
le gap est inﬁni. Un aperçu des avancées dans ce domaine est disponible dans [100, 101, 102].
Contrairement aux matériaux thermoélectriques présentés précédemment, dans les ap-
pareils thermoïoniques le transport électronique est balistique. La distance parcourue par
les électrons pour passer d’un réservoir thermique à l’autre est donc faible devant le libre
parcours moyen. Dans ce type de matériau la barrière utilisée peut être constituée par le
travail de sortie des matériaux [103], c’est à dire l’énergie qu’il faut fournir à un électron sur
le niveau de Fermi pour l’arracher au matériau lorsqu’il est dans le vide. Il peut aussi s’agir
d’une barrière construite par ingénierie de bande dans des matériaux semi-conducteurs [98].
Le détail des machines thermoïoniques sera abordé plus en détail dans le chapitre 4 mais
le principe général est de permettre aux électrons de transiter d’un réservoir à l’autre en
passant au dessus de la barrière grâce à l’énergie thermique que les électrons gagnent lorsque
la température du matériau augmente. Depuis quelques années des nouveaux systèmes se
développent dans lesquels les électrons ne passent pas forcément au dessus de la barrière
mais à travers grâce à l’eﬀet tunnel.
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Chapitre 2
Contrôle en tension de facteurs
de qualité de nanotubes de
carbone
2.1 Introduction
Dans ce chapitre nous allons nous intéresser aux mécanismes de dissipation dans les na-
notubes de carbone. Lorsqu’il s’agit d’étudier la perte d’énergie d’un oscillateur de nombreux
canaux de dissipation peuvent apparaître : des forces de frottement, des eﬀets électrosta-
tiques [1], des pertes à l’ancrage [2], des eﬀets thermoélastiques [3], des pertes de surface...
Les canaux qui seront le plus favorables à la dissipation de l’énergie vont limiter le facteur
de qualité global car 1/Qtot =
∑
1/Q [4]. C’est en limitant le nombre de canaux qu’on peut
atteindre les limites de la dissipation d’énergie d’un oscillateur, c’est à dire la dissipation
intrinsèque. Ce faisant on peut espérer atteindre des facteurs de qualité élevés.
Les échantillons étudiés ici sont des nanotubes de carbone mono-paroi réalisés par crois-
sance in situ sous Ultra Haut Vide (UHV) sur pointe. Ces échantillons sont peu connectés
avec leur environnement : l’UHV réduit drastiquement les frottements, il n’y a pas de parois
proches des tubes et il n’y a qu’un seul point d’ancrage entre le tube et la pointe (conﬁ-
guration simplement encastré). Du fait du caractère conducteur des nanotubes de carbone
on peut également négliger l’amortissement électrostatique qui est lié à la résistance [1].
L’étude des ces échantillons nous donne donc accès à un régime à température ambiante
où la dissipation intrinsèque sera la principale cause de dissipation d’énergie. Le but des
travaux présentés est de comprendre la nature des mécanismes de dissipation intrinsèque
dans nos échantillons.
2.2 Emission de champ
2.2.1 Introduction historique
L’émission de champ est un processus qui permet d’extraire des électrons d’un maté-
riau sans avoir besoin de le chauﬀer, mais plutôt en appliquant un fort champ électrique.
Elle a été observée pour la première fois en 1897 dans une démarche d’amélioration de la
production de rayons X [5]. Un intérêt certain s’est développé pour cet eﬀet à partir de
1922 avec un eﬀort pour trouver une relation entre le courant extrait et la tension appliquée
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[6, 7, 8]. Une relation est trouvée au début de 1928 indépendamment par Lauritsen [9] et
Oppenheimer [10] : les graphes log(I) en fonction de 1/V sont des droites pour Lauritsen
et log(I) − 0, 25log(V ) en fonction de 1/V pour Oppenheimer. Plus tard en 1928 Fowler
et Nordheim poseront les bases théoriques permettant d’exprimer la densité de courant
extraite d’une surface en fonction du champ électrique appliqué [11, 12, 13]. Ils utilisent
pour cela les concepts alors relativement récents de la physique quantique, et notamment
l’eﬀet tunnel. Il s’avère que quelques erreurs mathématiques étaient présentes dans l’article
d’Oppenheimer bien que les principes soient justes (théorie des champs ionisants), et l’ar-
ticle de Fowler et Nordheim comportait également une erreur dans l’équation ﬁnale pour le
cas de l’émission de champ avec charge image (un cas plus complexe). Ceci conduira à la
parution d’un nouvel article [14] donnant la vrai relation courant/tension : log(I/V 2) en
fonction de 1/V est une droite.
De nombreux travaux seront menés dans les années 1960 suite à une importante contri-
bution au domaine de la part d’Erwin Müller qui développera un microscope à émission
de champ en 1936 (FEM) puis un microscope à émission ionique en 1951 (FIM) [15]. Ce
dernier oﬀre une résolution atomique alors supérieure aux autres techniques de l’époque, ce
qui aboutit à une amélioration des études physiques de surfaces. Les champs requis pour
ces études sont de l’ordre de 1GV/m.
De par leur rapport de forme élevé, i.e. une des dimensions est grande devant les autres,
les nanostructures sont des bons candidats en tant qu’émetteurs pour le FEM. En eﬀet
leur forme assure une bonne ampliﬁcation du champ électrique (eﬀet de pointe) et réduit
les tensions nécessaires. Pour cette raison depuis leur découverte les nanotubes de carbone
ont été amplement utilisés pour les études en émission de champ. Il est notable que leur
conductivité électrique élevée, leur stabilité chimique comme thermique et leur bonne tenue
mécanique renforcent leur position en tant que bon émetteur de champ [16, 17, 18].
2.2.2 Arracher des électrons à un métal
On dénombre trois eﬀets principaux pour arracher des électrons à un métal :
— La photoémission, un phénomène basé sur l’eﬀet photoélectrique : un ﬂux de photons
est envoyé sur le métal qui l’absorbe en partie. L’énergie des photons absorbés est
transférée aux électrons du métal. Si cette énergie est suﬃsante pour vaincre le
travail de sortie φ du matériau les électrons sont extraits.
— L’émission thermo-ionique : l’agitation thermique excite les électrons sur des niveaux
d’énergie au dessus du niveau de Fermi d’énergie EF . Si la température est suﬃsam-
ment élevée cette énergie thermique peut vaincre le travail de sortie φ et les électrons
quittent le matériau.
— L’eﬀet tunnel : il existe une probabilité non nulle qu’un électron puisse transiter à
travers une barrière de taille ﬁnie (en passant dans une zone que son énergie ne lui
permet pas d’explorer classiquement).
L’émission de champ (EC) repose sur l’eﬀet tunnel. En appliquant un fort champ
électrique (typiquement 3V/nm), il est possible d’abaisser la barrière de potentiel et ainsi
d’augmenter sa transparence pour les électrons. La ﬁgure 2.1 résume ces diﬀérents eﬀets.
Les électrons émis par émission de champ proviennent majoritairement des niveaux proches
du niveau de Fermi. D’autres eﬀets tels que la charge image [19] peuvent être ajoutés à ce
modèle mais ne seront pas pris en compte dans notre description.
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Figure 2.1 – a) Photoémission par absorption d’un photon ; b) Emission thermionique par
chauﬀage ; c) Emission de champ par application d’un fort champ électrique. On déﬁnit EF
l’énergie de Fermi et φ le travail de sortie du matériau.
2.2.3 Modèle d’émission de champ
2.2.3.1 A température nulle
Nous souhaitons calculer la densité de courant par eﬀet tunnel à travers une barrière
de forme triangulaire semblable à celle de la ﬁgure 2.1.c. Nous faisons ici l’approximation
d’une barrière 1D et donc seules les composantes selon la direction x (normale à la surface)
vont nous intéresser. Le courant s’exprime comme suit :
J = 2e
∫∫∫
f
(
E(k)
)
D
(
E(k)
)
vx
d3k
(2π)3
(2.1)
f(E) est la distribution de Fermi-Dirac, D(E) la probabilité qu’un électron ayant une
énergie E traverse la barrière, vx la composante selon x de la vitesse et e la charge élémen-
taire de l’électron.
Si nous faisons l’hypothèse que l’évolution selon x du potentiel de la barrière est lente
devant la période spatiale de l’électron alors nous pouvons utiliser l’approximation Wentzel-
Kramers-Brillouin (WKB) [20]. Dans ce cas :
D(E) = e−2G
G =
√
2m

∫ a
0
√
V (x) − Exdx
(2.2)
Ex est la composante selon x de l’énergie totale, V est l’énergie potentielle, m est la
masse de l’électron, a est l’abscisse ou l’intégrande s’annule et  est la constante de Planck
divisée par 2π. Pour une barrière triangulaire nous avons l’énergie potentielle de la forme :
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V (x) = Evac − eFx avec Evac l’énergie du vide et F le champ électrique extérieur. En
injectant cela dans l’expression de G présentée dans l’équation 2.2 on obtient :
G =
√
2m

∫ Evac − Ex
eF
0
√
Evac − Ex − eFx dx
DWKB(E) = exp
(√
2m

4
3eF [Evac − Ex]
3
2
) (2.3)
Si l’on se restreint aux énergie proches du niveau de Fermi car ce sont celles qui vont
contribuer majoritairement au courant alors on peut eﬀectuer un développement en série
de Taylor autour de EF , ce qui permet d’obtenir la forme ﬁnale de WKB.
DWKB(E) = exp
(
−
√
2m

4
3eF φ
3
2
)
exp
(
2
√
2m
eF
φ
1
2 (Ex − EF )
)
(2.4)
Avec φ = Evac − EF le travail de sortie du matériau (cf ﬁgure 2.1). Comme on travaille
à température nulle dans ce modèle la distribution de Fermi-Dirac peut se simpliﬁer comme
suit :
f(E) =
{
1 si E < EF
0 sinon
(2.5)
Remarque : considérer que la température est nulle dans les métaux est valide en pre-
mière approximation car la température de Fermi déﬁnie par EF /kB est plusieurs ordres
de grandeurs supérieure à la température ambiante (300K). La température de Fermi est
la température à partir de laquelle les eﬀets thermiques deviennent comparables aux eﬀets
quantiques associés à la distribution de Fermi-Dirac. Tant que la température du métal
reste inférieure à cette valeur les eﬀets thermiques ne peuvent être complètement négligés
mais restent dominés par les eﬀets fermioniques.
Soit :
J = 2e
∫
|k|2 < 2mEF

DWKB(E)
kx
m
d3k
(2π)3
= e
3
16π2φF
2 exp
(
−4
√
2m
3eF φ
3
2
) (2.6)
Dans ce modèle basique il est donc possible d’obtenir une expression analytique de
la densité de courant en fonction du champ électrique appliqué. La ﬁgure 2.2 montre un
exemple de tracé des courbes de courant en fonction de la tension. On remarque que comme
il a été mentionné dans l’introduction la courbe log(I/V 2) = f(1/V ) est une droite. Ici on
considère que le champ électrique F dépend de la tension via F = βV avec β un facteur
d’ampliﬁcation lié à la géométrie.
2.2.3.2 Facteur d’ampliﬁcation
Comme énoncé dans la section précédente le champ électrique est proportionnel à la
tension appliquée via un facteur d’ampliﬁcation β en [m−1]. On peut également déﬁnir un
coeﬃcient γ∗ 1 sans dimension de la façon suivante :
1. On ajoute ici une étoile seulement par soucis de clarté avec la dissipation γ introduite plus tard
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Figure 2.2 – Tracé d’une courbe IV (gauche) et ln(I/V 2)1/V de Fowler Nordheim. On prend
une surface circulaire de rayon 10nm. F = βV avec β = 6.106 m−1.
F = γ∗ V
d
(2.7)
Où d est la distance entre la contre électrode et le point où le champ électrique est
considéré. Dans le cas d’un nanotube de carbone au bout d’une pointe, dans l’approximation
où la contre électrode est suﬃsamment éloignée (i.e la longueur l du tube est petite devant
d) alors on peut montrer qu’en première approximation [21] :
γ∗ ∼ l
r
(2.8)
Le facteur d’ampliﬁcation est donc proportionnel au rapport de forme. Une structure
pour laquelle le rayon r est très faible devant la longueur est un bon ampliﬁcateur de champ.
On peut également montrer [21] que pour une structure multi-étages où chaque étage est
petit devant le précédent alors :
γ∗tot =
∏
étages
γ∗i (2.9)
Le rapport de forme étant meilleur pour un nanotube que pour une pointe, un nanotube
collé au bout d’une pointe ampliﬁe bien mieux le champ que la pointe seule.
Pour une pointe seule on part du potentiel d’une sphère de rayon r soumise à un potentiel
V . Le champ électrique est alors :
F = V
r
(2.10)
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Quand on a une pointe de rayon de courbure r à l’apex le champ électrique est moins
intense du fait d’un eﬀet de blindage du corps de la pointe. Il est alors donné par la loi
empirique :
F = V
kr
(2.11)
Avec k ∼ 6 dans la plupart des géométries.
2.2.3.3 A température non nulle
Un second modèle permet de garder la dépendance en température si on ne fait pas
l’approximation de l’équation (2.5) mais que l’on conserve l’expression de la statistique de
Fermi Dirac. Aﬁn de faciliter les calculs, il est possible de passer de l’espace des vecteurs
d’ondes à l’espace des énergies ce qui donne alors :
J = e
∫ ∞
0
N(Ex)D(Ex)dEx (2.12)
Ex correspond toujours à l’énergie dans la direction normale à la surface. N est la
fonction d’apport et est déﬁnie comme suit :
N(Ex)dEx =
∫∫ 2f(E)
(2π)3
kx
m
d3k
N(Ex) =
m
2π23
∫ ∞
Ex
f(E)dE
(2.13)
La première équation de (2.13) fait le lien entre les formules (2.1) et (2.12). E est l’éner-
gie totale. La deuxième équation de (2.13) découle du changement de variable qu’il faut
opérer pour passer à une intégrale dans le domaine des énergies (voir annexe A).
La fonction d’apport représente le nombre d’électrons par unité de surface et de temps, à
une énergie donnée Ex, disponible pour transiter à travers la barrière tunnel. Étant donnée
la statistique de Fermi Dirac f(E) = 1/(1 + exp((E − Ef )/kBT )) on peut alors calculer :
N(Ex) =
mkBT
2π23 ln
(
1 + exp
(
−Ex − Ef
kBT
))
(2.14)
Il est possible à partir de ces éléments d’obtenir une formule analytique sous la forme
(voir annexe A) :
J(F ) = e
3F 2
16π2φ
πc0kBT
sin(πc0kBT )
exp
(
− 43e
(
2m
2
) 1
2 φ
3
2
F
)
= J(F, T = 0) πc0kBTsin(πc0kBT )
(2.15)
Si la température est suﬃsamment basse on retrouve le même comportement en F 2 exp
(
φ
3
2 /F
)
qu’à 0K car alors πc0kBT 	 1 et πc0kBT/ sin(πc0kBT ) ∼ 1. Pour T = 0K on retrouve
exactement l’équation de Fowler Nordheim (2.6).
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Figure 2.3 – Photos de parties du système expérimental. a) Porte échantillon avant le taillage
de la pointe ; b) Boucle d’évaporation de nickel.
2.3 Présentation du système expérimental
Le système expérimental est constitué d’une enceinte sous UHV (la pression est de
l’ordre de 10−9 Torr) qui va servir à la fois à la croissance des échantillons et à leur étude.
2.3.1 Croissance des échantillons
2.3.1.1 Fabrication d’une pointe
Le support de croissance qui va être introduit dans le système est une pointe taillée. Sa
préparation est détaillée dans la partie qui suit. Le matériau de base est un ﬁlament de
Tungstène de diamètre 125 μm (marque : GoodFellow, pureté : 99.5%, état : propre). Ce
ﬁlament est monté sur une embase constituée de deux électrodes en Molybdène enchâssées
dans une céramique. Entre ces deux électrodes on soude une boucle triangulaire en Tungs-
tène (fabriquée à partir du même type de ﬁlament). Enﬁn le ﬁlament est soudé sur la pointe
du triangle. On ajoute également une rondelle métallique pour protéger la céramique. Cette
rondelle est percée de deux trous pour laisser passer les électrodes et un feuillet de Tantale
permet de la souder à une des électrodes. Il ne doit pas y avoir de contact avec la deuxième
électrode pour ne pas créer de court circuit. Des sublimations de métaux sont réalisées dans
ce système lors du processus de croissance ; le but de cette protection est d’éviter qu’un
dépôt métallique ne se forme sur la céramique et ne relie les deux électrodes. Pour réaliser
les soudures on utilise un appareil de soudure par point (spot welding en anglais). La ﬁgure
2.3 montre le type de porte échantillon ainsi réalisé.
Le ﬁlament est taillé en pointe par électrolyse. Le bain électrolytique utilisé est composé
de 4g de cristaux de soude NaOH dissous dans 50 mL d’eau distillée et 25 mL de glycérol
bi-distillé (Glycérol C3H8O3). L’ajout de glycérol permet d’augmenter la viscosité de la so-
lution, donc de ralentir l’électrolyse et d’homogénéiser l’aﬃnage de la pointe. Des électrodes
de Nickel sont utilisées pour appliquer la tension dans le bain électrolytique. L’équation
2.16 présente la réaction d’électrolyse qui se produit [22].
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Figure 2.4 – Images de pointes taillées prises au microscope optique. Gauche : grossissement
x5, vue complète de la pointe. Droite : grossissement x100, zoom sur le bout de la pointe.
Cathode : 6H2O + 6e− → 3H2(g) + 6HO−
Anode : W (s) + 8HO− → WO2−4 + 4H2O + 6e−
W (s) + 2HO− + 2H2O → WO2−4 + 3H2(g)
(2.16)
Ce mécanisme implique l’oxidation du tungstène solide W (s) en tungstène soluble WO2−4
à l’anode et la réduction de l’eau en bulles d’hydrogène et en HO− à la cathode.
Pour tailler la pointe on utilise le procédé suivant. La première étape consiste à nettoyer
l’ensemble en plongeant le ﬁlament jusqu’à la jonction avec la boucle dans le bain électro-
lytique et d’appliquer quelques pulses de tension (typiquement 5 pulses de 2 secondes à
3VAC). Ensuite on plonge au minimum 10mm de ﬁlament dans la soudure en appliquant
continûment 3VAC . Comme on taille continûment on libère beaucoup de bulles d’hydrogène
qui n’ont pas le temps de s’évacuer. Plus on s’éloigne du bout du ﬁlament et plus les bulles
qui sont en train de remonter vers la surface sont nombreuses et font écran. La réaction
d’électrolyse est donc de moins en moins eﬃcace à mesure qu’on s’éloigne du bout et cette
première étape donne déjà une forme de pointe. Plus la longueur immergée est grande et
plus la pointe sera ﬁne. On s’arrête lorsque le ﬁlament commence à raccourcir. Ensuite on
passe sur des pulses courts (quelques dixièmes de secondes) à 3VAC . L’espacement entre les
pulses doit être suﬃsant pour que les bulles aient le temps de toutes s’évacuer. On arrête la
taille quand la partie immergée ne fait plus que 1mm environ. Quand la taille est presque
ﬁnie on peut repasser sur des pulses de 2VAC .
Pour terminer il faut tremper la pointe dans de l’eau distillée pour rincer et stopper toute
réaction. Ensuite en vue d’une insertion sous UHV on nettoie à l’éthanol puis à l’acétone
dans un bain à ultrason pendant quelques minutes. Le type de pointes obtenu est présenté
en ﬁgure 2.4. Sur la partie gauche de la ﬁgure on peut remarquer deux décrochements à la
base de la pointe, cela correspond à une deuxième taille pour aﬃner la pointe, dans ce cas
on immerge la pointe un peu plus profondément la deuxième fois.
2.3.1.2 Nettoyage et préparation de la pointe
Une fois taillée la pointe est introduite dans le système UHV. Ce système est représenté
sur la ﬁgure 2.5. La première chose à faire consiste à nettoyer la pointe des impuretés qui
peuvent y être adsorbées. Pour estimer si la pointe est propre ou non on utilise la FEM qui
permet d’imager la zone émettrice en formant un motif d’émission de champ. Pour cela on
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Figure 2.5 – Modèle du système expérimental réalisé sous Blender. VAC permet d’appliquer la
force d’excitation. VDC et V
′
DC permettent d’appliquer la tension d’émission de champ et de faire
passer un courant dans la boucle pour chauﬀer.
applique une tension DC négative directement sur la pointe pour lui arracher des électrons.
Ces électrons sont recueillis sur la face avant d’un Micro Channel Plate (MCP) qui va
accélérer les électrons et ampliﬁer le courant. Ce courant arrive ensuite sur une plaque de
phosphore pour être transformé en image et cette image est observée avec une caméra CCD.
Le Tungstène utilisé est du tungstène (110) ; les diﬀérentes orientations cristallines en
bout de pointe n’ayant pas toutes les mêmes travaux de sortie φ, il va se créer un motif
particulier sur l’écran caractéristique de ce type de tungstène. En eﬀet, comme on l’a vu
avec l’équation (2.6) la densité de courant extraite dépend fortement de φ. Les zones avec
un faible travail de sortie vont apparaître plus brillantes car plus d’électrons en sont ex-
traits. Si la pointe n’est pas propre, les impuretés déposées sur l’apex vont modiﬁer le motif
d’émission de champ pour une raison autre que le travail de sortie. En eﬀet, une petite
impureté va localement augmenter le facteur β de par sa géométrie et donc créer une zone
plus brillante car à tension égale le champ est plus intense et donc plus d’électrons sont
extraits. Pour atteindre le motif propre on va chauﬀer la pointe en appliquant un courant
dans la boucle du porte échantillon aﬁn de désorber ces impuretés. Cette étape de lavage
servira également à étalonner la dépendance en courant de la température au bout de la
pointe, ce qui nous servira pour l’étape suivante de carburisation. Pour cela on eﬀectue une
pyrométrie optique dans un premier temps pour la gamme 800◦C − 1400◦C et une pyromé-
trie infra-rouge (IR) pour la gamme 500◦C − 900◦C. Ces données de pyrométrie peuvent
être ajustées avec un polynôme de degré 5 du type : T (I) = a+ bI + cI2 + dI3 + eI4 + fI5.
a correspond à la température quand on n’injecte pas de courant donc a = 300K et on ﬁxe
b = 0. Cela revient à ﬁxer une pente nulle en I = 0A, c’est à dire que la température ne
varie pas pour de faibles courants. Dans notre cas le courant chauﬀe la boucle métallique
triangulaire, majoritairement au sommet du triangle à faible puissance (c’est à dire là où
est soudée la pointe en tungstène). En eﬀet à faible chauﬀage il y a peu de radiation et seule
la conduction thermique joue. Dans ces conditions la géométrie impose un point chaud à
cet endroit et une partie de la chaleur est transportée par conduction au bout de la pointe.
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Figure 2.6 – Mesuré d’étalonnage ajustée. c = 2457.36 K/A2, d = −2874.05 K/A3, e =
1324.65 K/A4, f = −216.12 K/A5.
Mais la variation de température avec le courant est assez faible et n’est pas observable avec
nos instruments. Le terme linéaire n’étant pas très important nous prenons une pente nulle.
Quand le chauﬀage augmente la radiation commence à intervenir. On commence alors à
avoir des pertes sur toute la longueur de la pointe. Cela a pour eﬀet de déplacer le point
le plus chaud au milieu des arrêtes du triangle. Le point chaud n’a donc plus une position
optimale mais cela est contre-balancé par la plus grande quantité de chaleur à transporter.
Le modèle se réduit avec les approximations à T (I) = 300+ cI2 +dI3 + eI4 +fI5. La ﬁgure
2.6 donne un exemple d’étalonnage réalisé.
Typiquement un chauﬀage à 1400◦C suﬃt à nettoyer correctement la pointe. La ﬁgure
2.7 montre la comparaison entre le motif typique du tungstène (110) obtenue en émission
ionique et le meilleur motif obtenu sur la série de pointes réalisée. On reconnaît principale-
ment la zone sombre centrale associée au plan cristallographique (110) et les quatre taches
sombres qui l’entourent associées au plan (121). En pratique la pointe n’a pas besoin d’être
parfaitement propre pour la croissance et la température de nettoyage excède rarement
1300◦C, ce qui donne un motif moins propre.
Une fois la pointe nettoyée on passe à la préparation de la croissance. Pour cela on la
carburise, ce qui consiste à la recouvrir de carbone. Cela se fait en chauﬀant la pointe à
1200◦C tout en injectant de l’acétylène gazeux (C2H2) à P = 10−4 Torr dans le système
grâce à une vanne micro-fuite, le tout pendant 20 minutes. Cette étape se répète trois fois.
Le fait de déposer du carbone va changer la tension d’émission de champ et en fonction de
l’uniformité du dépôt celle ci peut augmenter ou diminuer. Sur une pointe ﬁne typiquement
on aura émission de champ pour une tension de 200/300V. Après nettoyage on passe géné-
ralement dans les 500V. La carburisation peut ensuite faire baisser le seuil dans les 200V
ou au contraire l’amener à presque 1000V. Il est à noter que nous avons également réalisé
des croissances avec des pointes plus larges dont l’émission une fois lavée était à plus de
1000V. Les propriétés de surface de la pointe ayant été changées par le dépôt de carbone
un second étalonnage de la température est réalisé après la carburisation.
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Figure 2.7 – Gauche : motif de tungstène (110) obtenu en émission ionique [23] qui a une
meilleure résolution que l’émission électronique. Droite : motif obtenu en émission électronique
sur une de nos pointes.
Figure 2.8 – Etapes de préparation de la pointe. a) pointe lavée, b) première carburisation, c)
troisième carburisation, d) dépôt de nickel.
L’ultime étape est le dépôt de catalyseur sur lequel les tubes vont pousser. Les carburi-
sations précédentes servent à faciliter le dépôt du catalyseur car la diﬀusion de surface du
nickel est moins importante sur le carbone que sur le tungstène. On fabrique une boucle
en tungstène sur laquelle on réalise des enroulements de nickel. Comme la température
de fusion du nickel (1455◦C) est inférieure à celle du tungstène (3422◦C) si on chauﬀe
suﬃsamment on peut évaporer le nickel sans endommager la boucle de tungstène. La ﬁgure
2.8 montre l’évolution du motif lors de diﬀérentes étapes.
Sur l’image (d) chaque point brillant est une zone de dépôt de nickel qui est un site
potentiel de croissance d’un tube.
2.3.1.3 Croissance in situ
Comme lors des autres étapes la croissance est contrôlée par émission de champ. Les
conditions expérimentales sont les suivantes : de l’acétylène gazeux à P = 1.10−6 Torr
injecté par une vanne micro-fuite fournit les atomes de carbone et la pointe est chauﬀée à
600◦C. Pour démarrer la croissance on dépose le nickel et on se met en émission de champ.
On est alors dans la situation de l’image (d) de la ﬁgure 2.8. On branche un ampliﬁcateur
numérique de courant en série en sortie du phosphore. Un programme Labview capable
de mesurer le courant et de contrôler la source de tension (Stanford PS350) nous permet
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Figure 2.9 – Courbe de croissance d’un nanotube. La diminution brutale de tension aux alentours
de 60s marque le début de la croissance. La tension diminue lors de la croissance car β augmente
à mesure que le tube pousse. Cette diminution ralentit car β varie moins à mesure que l’apex du
tube s’éloigne de la pointe. Le processus de croissance peut également ralentir et stagner quand le
tube devient long. Le courant utilisé est I = 200nA mesuré sur le phosphore avec l’ampliﬁcateur
série.
de mettre en place une boucle de rétroaction et de travailler à courant constant : dès que
le courant tend à augmenter, la tension diminue. Quand un tube commence à se former,
localement le coeﬃcient β augmente beaucoup et la tension va donc rapidement chuter
(un nanotube de carbone est un meilleur ampliﬁcateur de champ qu’une pointe, avec un
meilleur β dans F = βV une tension moindre donne le même champ électrique). Au fur et
à mesure que le tube grandit la tension nécessaire à l’extraction du courant de commande
diminue car β ne cesse d’augmenter avec la longueur du tube.
L’avantage de cette méthode de croissance est qu’elle permet un suivi en temps réel et
qu’elle favorise la croissance de tubes qui émettent sur le MCP. En eﬀet seul un nanotube
qui émet sur le MCP (ou en bordure) va générer un courant mesurable. Un tube qui émet
hors MCP ne va pas déclencher de rétroaction. Plus il grandit plus le champ électrique
augmente car la tension ne baisse pas, et le fort courant qui le traverse ﬁnit par le détruire.
La ﬁgure 2.9 montre une courbe typique de l’évolution de la croissance en fonction du temps
lors d’une croissance de nanotube. On note un petit décrochement sur la ﬁn de la courbe
qui correspond à une perte de matière au bout du tube. La croissance à duré environ 30
minutes et on atteint une tension d’émission de champ de 67V.
Les images de la ﬁgure 2.10 illustrent ce qui est observé pendant la croissance. On peut
y voir que le croissance débute sur une des taches brillantes correspondant à un dépôt de
Nickel. On y voit aussi qu’à mesure que le tube grandit le motif d’émission s’élargit. Cela
est dû au fait que la pointe de tungstène à un eﬀet focalisant sur les électrons qui sortent du
bout du tube. Cet eﬀet s’estompe à mesure que le tube grandit et que l’extrémité s’éloigne
de la pointe.
Plusieurs pistes indiquent que les échantillons ainsi obtenus sont des nanotubes de
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Figure 2.10 – Images obtenues par émission de champ lors de la croissance de nanotubes de
carbone. En haut de gauche à droite : début de croissance d’un nanotube sur un dépôt de nickel.
En bas de gauche à droite : élargissement du motif d’émission de champ au fur et à mesure de la
croissance.
Figure 2.11 – Image TEM d’un échantillon obtenu avec la méthode de croissance présentée.
L’exposition, le contraste, les courbes de niveaux et de couleur ont été retouchés pour améliorer la
visibilité. Le diamètre déduit est d’environ 1,1nm.
carbone mono-feuillet. Premièrement des mesures capacitives eﬀectuées sur ce type d’échan-
tillon indiquent un faible diamètre plus proche d’un mono-feuillet que d’un multi-feuillet
[24]. Ensuite des images TEM de ce type d’échantillon corroborent cette hypothèse (voir
ﬁgure 2.11). De surcroît, quand le diamètre du tube est assez grand, le rayon de courbure
à l’apex est plus grand et donc l’apex plus plat. Quand on arrache des électrons au tube ils
sont accélérés radialement et plus le rayon de courbure est grand plus les chances d’observer
des interférences entre les électrons extraits sont grandes. Quand le diamètre des tubes
est grand (typiquement pour des tubes multi-feuillets), ces interférences créent un motif
caractéristique de l’arrangement atomique de l’apex dans le motif d’émission de champ.
Or nous n’observons rien de tel. Enﬁn, pour les nanotubes on peut reprendre l’équation
(2.11) avec k ∼ 11 et un champ typique pour la limite de détection (10pA) de 11V/nm. En
reprenant la tension d’émission ﬁnale pour la croissance présentée en courbe 2.9 on obtient
un rayon de courbure à l’apex de 0, 55nm. Ces éléments de preuves indiquent donc tous
des tubes de faible diamètre, ce qui est cohérent avec des tubes mono-feuillet.
2.3.2 Mesure de résonance mécanique
Pour étudier la dissipation, nous nous intéressons à la mécanique vibratoire de ces nano-
tubes de carbone. Le système de mesure utilisé n’étant pas assez sensible pour observer le
mouvement thermomécanique de l’échantillon nous réalisons cette étude en régime forcé. Le
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Figure 2.12 – Gauche : Représentation d’un nanotube de carbone mono-feuillet. La force
transverse excite la résonance et la force axiale modiﬁe la fréquence. Droite : Schéma explicatif de
l’élargissement du motif d’émission de champ lorsque le tube est en résonance. Le motif apparent
est une moyenne temporelle des diﬀérentes positions du motif circulaire lors du déplacement du
bout du tube.
cylindre métallique qui entoure notre géométrie et qui est visible en ﬁgure 2.5 est utilisé pour
appliquer une tension AC ajustable en fréquence. Cette tension génère capacitivement une
force électrique. Du fait de la légère dissymétrie du système cette force a une composante
dans la direction transverse du ﬁl et permet d’exciter sa vibration (voir ﬁgure 2.12).
La résonance mécanique se détecte par émission de champ car l’amplitude de l’oscillation
est liée à la taille du motif [25]. Premièrement considérons la situation au repos : le champ
électrique à l’extrémité du nanotube est grandement ampliﬁé par l’eﬀet de pointe et les
équipotentielles dans cette zone ont une forme hémisphérique. Les électrons émis au bout
de la pointe sont donc accélérés radialement et la déﬂexion pendant le trajet jusqu’au MCP
est faible (peu de champ magnétique). En première approximation on peut donc dire que le
motif ﬁxe qui apparaît sur le phosphore est inversement proportionnel au rayon de courbure
au bout du tube. Maintenant on considère que le tube se ﬂéchit et que le bout du tube
forme un angle α avec sa position au repos. Pour les mêmes raisons citées précédemment
le déplacement du motif sera proportionnel à l’angle α.
Pour visualiser ce qui se passe sur l’écran de phosphore nous utilisons une caméra CCD
dont la fréquence d’acquisition est de 25 Hz. Nous ne voyons donc pas en temps réel
la variation du motif mais une moyenne temporelle. Une déﬂexion a du tube apparaîtra
donc comme un agrandissement de la taille A du motif : A = Ma avec M un facteur de
grandissement dépendant du mode mécanique. La distribution d’intensité lumineuse pour
le motif du nanotube en vibration sera la suivante :
Iosc = I0(x, y) ∗ P (x, y) (2.17)
I0 est la distribution d’intensité du motif au repos et P (x, y) est la densité de probabilité
de trouver l’oscillateur à la position (x, y). Dans le cas d’un oscillateur harmonique vibrant
dans la direction x on a :
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Figure 2.13 – Ajustement d’une mesure de résonance avec le modèle de l’équation (2.21).
P (x, y) = δ(y)
π
√
A2 − x2 − A < x < A (2.18)
Cette forme rend compte du fait que l’oscillateur passe le plus de temps aux extremums
de son amplitude d’oscillation, quand sa vitesse s’annule. La distribution d’intensité au
repos peut être quelconque du moment que le faisceau est intégralement détecté.
Pour remonter à l’amplitude de vibration par traitement d’image le plus simple est
d’utiliser la variance de l’intensité lumineuse du motif déﬁnie comme suit :
σ2x =
∫∞
−∞ x
2I(x, y)dxdy∫∞
−∞ I(x, y)dxdy
−
[∫∞
−∞ xI(x, y)dxdy∫∞
−∞ I(x, y)dxdy
]2
(2.19)
L’équation (2.19) déﬁnit la variance dans la direction x. On déﬁnit de la même façon σ2y
dans la direction y et la variance totale vaut σ2 = σ2x + σ2y. Il est alors possible de montrer
que le lien entre la variance en vibration σ2osc et la variance au repos σ20 est :
σ2osc = σ20 +
A2
2
(2.20)
Si l’on trace σ2osc en fonction de la fréquence d’excitation on obtient le carré de la
fonction de réponse de notre oscillateur, à une constante près. De cette façon on peut
tracer la courbe obtenue en ﬁgure 2.13. La réponse de l’oscillateur correspond à celle d’un
oscillateur harmonique amorti, soit une lorentzienne :
H(ω) = (M − N)(ω0Γ)
2
(ω2 − ω20)2 + (Γω)2
+ N (2.21)
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Figure 2.14 – Schéma d’un élément inﬁnitésimal de la tige soumis à la déformation avec les
diﬀérentes forces. Sur la partie de gauche on montre une faible déformation, dy est l’écart entre
la ligne neutre au repos et la ligne neutre après déformation. O est le centre de rotation. La
déformation est suﬃsamment faible pour que la longueur selon x reste dx et tan(θ) ∼ θ = dy/dx.
Sur la partie droite on représente une situation exagérée avec les diﬀérentes forces. On illustre que
l’angle n’est pas forcément le même en x et x + dx.
M est le maximum de la fonction σ2osc(ω), N est le bruit de fond, ω0 est la pulsation de
résonance, Γ est l’amortissement lié au facteur de qualité Q par la relation Γ = ω0/Q. La
fonction (2.21) est déﬁnie de façon à ce qu’en ω = ω0 on ait H(ω0) = M . L’ajustement des
données expérimentales des courbes de résonance avec le modèle de l’équation 2.13 permet
de remonter facilement à la fréquence de résonance et au facteur de qualité.
2.4 Mécanique d’un nanotube de carbone en vibration
L’étude d’un nanotube de carbone en vibration peut se ramener au cas d’école de la
vibration d’une tige sous tension en régime linéaire [26]. En eﬀet la force d’excitation est
toujours maintenue suﬃsamment faible pour que le nanotube soit en régime linéaire. De
plus on considère le modèle d’une tige sous tension car il faut noter que le fait d’être
en conﬁguration d’émission de champ induit nécessairement une forte force axiale sur
le nanotube (nécessaire pour arracher les électrons). Cependant ce modèle ne prend pas
en compte la dissipation qu’il faudra donc ajouter dans la suite. Cette dissipation peut
s’introduire sous diﬀérentes formes dans ce formalisme. Le modèle de base considère une
dissipation constante. Nous verrons par la suite que ce type de dissipation ne rend pas
compte des énormes variations de facteur de qualité que nous observons. Pour expliquer cela
il faudra introduire une dissipation visco-élastique et tenir compte des eﬀets de la traction
sur l’ancrage du tube.
2.4.1 Mécanique d’une tige en vibration
2.4.1.1 Equation du mouvement
Nous rappelons succinctement dans cette partie l’obtention de l’équation du mouvement
pour une tige vibrante oscillante dans le régime linéaire. Considérons un élément inﬁnité-
simal représenté sur la ﬁgure 2.14, de longueur dx le long de l’axe de la tige au repos. La
direction de vibration du tube, en lien avec les axes choisis est représentée sur la ﬁgure
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Figure 2.15 – Représentation des axes choisis sur une illustration de la vibration d’un nanotube
de carbone dans notre géométrie.
2.15. On considère pour la tige des eﬀets de tension et de ﬂexion. Nous avons donc la force
de tension T liée évidemment à la tension et l’eﬀort tranchant Q ainsi que le moment MF
liés à la ﬂexion. On considère par ailleurs que nous sommes en régime linéaire donc les
déformations sont faibles et l’angle θ est petit.
La projection des forces sur la direction y nous donne :
μdx
∂2y
∂t2
=
(
T + ∂T
∂x
dx
)
sin(θ) +
(
Q + ∂Q
∂x
dx
)
cos(θ) − Tsin(θ) − Qcos(θ)
=
(
T + ∂T
∂x
dx
)
θ(x + dx) + ∂Q
∂x
dx − Tθ(x)
=
(
T + ∂T
∂x
dx
)(
θ + ∂θ
∂x
dx
)
+ ∂Q
∂x
dx − Tθ(x)
= θ∂T
∂x
dx + T ∂θ
∂x
dx + ∂Q
∂x
dx
(2.22)
μ est la masse linéique. On suppose que la tension est homogène et que donc T ne
dépend pas de x. D’autre part comme θ est petit on a tan(θ) ∼ θ = dy/dx. On en déduit :
μ
∂2y
∂t2
= T ∂
2y
∂x2
+ ∂Q
∂x
(2.23)
On va à présent chercher à écrire l’équilibre des moments selon z. On choisit le point O
de la ﬁgure comme point de référence pour les moments. Nous avons déjà deux moments
MF/O(x) et MF/O(x + dx) (en rouge sur la ﬁgure 2.14) que nous n’avons pas besoin de
calculer. Pour le moment de la force de tension on a :
MT/O(x + dx) =
⎡
⎣dxdy
0
⎤
⎦ ∧
⎡
⎣T cos(θ)T sin(θ)
0
⎤
⎦
=
⎡
⎣dxdy
0
⎤
⎦ ∧
⎡
⎣ TT (θ + ∂θ∂xdx)
0
⎤
⎦
(2.24)
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En négligeant les termes d’ordre 2 en dx on trouve que :
MT/O(x + dx).z = 0 (2.25)
MT/O(x) est nul car le point d’application de la force est le même que le point de
référence du moment. Pour le moment de l’eﬀort tranchant en x il en va de même et en
x + dx on a :
MQ/O(x + dx) =
⎡
⎣dxdy
0
⎤
⎦ ∧
⎡
⎢⎢⎣
−
(
Q + ∂Q∂x dx
)
sin(θ)(
Q + ∂Q∂x dx
)
cos(θ)
0
⎤
⎥⎥⎦
=
⎡
⎣dxdy
0
⎤
⎦ ∧
⎡
⎢⎣−
(
Q + ∂Q∂x dx
) (
θ + ∂θ∂xdx
)
Q + ∂Q∂x dx
0
⎤
⎥⎦
(2.26)
En négligeant les termes d’ordre 2 et supérieur on obtient :
MQ/O(x + dx).z = Qdx (2.27)
Il est à noter que ce calcul fait ressortir un terme Qθdy. Or (Qθdy)/(Qdx) = dy2/dx2 	 1
car θ = dy/dx 	 1. Ce terme est donc négligé.
Le bilan des moments selon z donne donc :
MF/O +
∂MF/O
∂x
dx − MF/O + Qdx = 0
Q = −∂MF/O
∂x
(2.28)
Pour la suite on prend la notation M pour les moments de ﬂexion. Si l’on injecte
cela dans l’équation (2.23) en sachant également que M = EI∂2y/∂x2, avec I le moment
d’inertie d’ordre 2 dans la direction z (I =
∫
section
y2dydz) et E le module d’Young, alors
on obtient l’équation du mouvement :
μ
∂2y
∂t2
= T ∂
2y
∂x2
− EI ∂
4y
∂x4
(2.29)
Dans le second membre de l’équation (2.29) le premier terme tient compte de l’eﬀet de
la tension et le deuxième terme tient compte de l’eﬀet de la ﬂexion.
2.4.1.2 Résolution et conditions de bord
On commence par renormaliser les longueurs par L la longueur totale de la tige et les
temps par ω0 =
√
EI/μL4. Ce qui nous donne :
∂4y
∂x2
− κ2 ∂
2y
∂x2
+ ∂
2y
∂t2
= 0 (2.30)
Avec κ =
√
TL2/EI. On cherche des solutions sous la forme y(x, t) = Y (x) exp j(ωt + φ).
Une fois injecté dans l’équation (2.30) cela donne :
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Y ′′′′ − κ2Y ′′(x) − ω2Y (x) = 0 (2.31)
Un symbole ’ désigne une dérivée spatiale (ici selon x). Les solutions générales d’une
équation de ce type sont du type : A cosh(qx) +B sinh(qx) +C cos(kx) +D sin(kx). q et k
vériﬁent :
q2 = k2 + κ2
qk = ω
(2.32)
Les constantes A,B,C,D sont obtenues grâce aux conditions de bord (CDB) que nous
allons détailler. Les CDB utilisées sont celles d’un problème avec une tige en conﬁguration
encastrée-libre. Notre nanotube est libre à une de ses extrémités et ﬁxé au niveau du
catalyseur. Dans ce cas les CDB sont :
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Y (x = 0) = 0
Y ′(x = 0) = 0
EIY ′′(x = 1) = 0
TY (x = 1) = EIY ′′′(x = 1)
(2.33)
Ces conditions correspondent dans l’ordre à : pas de déplacement à l’ancrage, pas d’angle
à l’ancrage, pas de moment au bout du tube et équilibre des forces au bout du tube. Pour
la dernière condition on considère que la force de traction au bout du tube est toujours
alignée selon x (i.e la direction selon laquelle le tube est aligné lorsqu’il est au repos). En
eﬀet il a été montré que dans cette géométrie la force de traction n’est pas suiveuse (alignée
selon l’axe neutre du tube en ﬂexion)[27].
Si l’on applique les CDB à la solution générale on trouve on a alors un système de
4 équations à 4 inconnues (A,B,C,D). La solution triviale est A=B=C=D=0 sauf si le
déterminant de la matrice correspondante est nul. Ce qui nous amène à l’équation :
(q4 + k4) cosh(q) cos(k) + 2q2k2 + qkκ2 sinh(q) sin(k) = 0 (2.34)
Intéressons nous au cas ou il n’y a pas de force axiale soit κ = 0 et k = q = βn. Dans ce
cas l’équation (2.34) devient :
cosh(βn) cos(βn) = −1 , n ∈ N (2.35)
Cette équation est connue et admet un ensemble ﬁni {βn} de solutions avec β1 = 1.8751,
β2 = 4.6941, β3 = 7.8547, β4 = 10.9955 et les termes suivants sont obtenus via βn =
(2n − 1)π/2. On obtient alors les pulsations des diﬀérents modes, en n’oubliant pas de
multiplier par ω0 qui a servi à normaliser les temps.
ωn = β2n
√
EI
μL4
(2.36)
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2.4.1.3 Ajustement de la fréquence de résonance : le tuning
La résolution de l’équation (2.34) dans le cas où la traction est non nulle permet d’étudier
l’eﬀet d’une force axiale sur la fréquence de résonance. Ce qui nous intéresse est de connaître
la variation de la fréquence en fonction de la tension DC appliquée sur le tube. La force
électrique de tension sur le ﬁl peut être exprimée en fonction du champ électrique :
T =
∫
0F
2
2 ndS
(2.37)
Avec n le vecteur unitaire normal à l’élément de surface dS et 0 la permittivité di-
électrique du vide. Comme nous l’avons vu précédemment le champ électrique est lié à
la tension via F = βV . La surface latérale du tube ne comptant pas pour les forces
de traction, on peut restreindre cette intégrale à l’apex du tube. Ce qui nous donne
T ∼ 0πr2F 2max/2 = 0πr2β2V 2/2 (en faisant l’hypothèse que β est constant sur l’apex
et que la section est πr2). Avec Fmax la valeur du champ électrique dans les environs de
l’apex là ou l’ampliﬁcation est la plus forte. La force de traction dépend donc du carré de
la tension. On déﬁnit la tension Vc pour laquelle on a κ = 1. Alors :
T = EI
L2
V 2
V 2c
κ2 = V
2
V 2c
(2.38)
Dans la suite nous allons considérer deux cas de ﬁgure : faible tension et haute tension.
C’est la tension Vc qui va nous servir de référence, nos deux domaines sont en fait : V 	 Vc
soit κ2 	 1 et V  Vc soit κ2  1.
Basse tension
Quand la force de traction est faible ω varie peu et on peut donc faire un développement
de Taylor autour de T = 0. On a alors :
ω2n(T ) = ω2n(0) +
∂ω2n
∂T
T (2.39)
Dans notre cas comme T ∝ V 2 on va utiliser κ2 = V 2/V 2c . Le calcul ne sera pas mené
intégralement mais voici les étapes. Premièrement on développe k en série de Taylor ce qui
nous donne kn = βn + ακ2. βn est la racine de la pulsation normalisée du mode à tirage
nul (cf équation (2.36)). On ne prend pas de terme linéaire car la force de tension dépend
de V 2 donc quel que soit le signe de la tension on ne peut que tirer et donc augmenter la
fréquence du mode (eﬀet corde de guitare). Ensuite on fait de même pour q :
q =
√
(βn + ακ2)2 + κ2
= βn +
(
αβn +
1
2
)
κ2
βn
(2.40)
On fait de même pour k2, k4, q2 et q4 en limitant toujours les développements limités à
l’ordre 1 en κ2. Ensuite nous injectons toutes ces grandeurs dans l’équation transcendantale
(2.34). Cette équation doit être vériﬁée à tous les ordres. Après développement limité
nous retrouvons l’équation (2.35) pour l’ordre 0 et l’équation sur l’ordre 1 nous donne α.
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Ensuite en remplaçant k et q dans l’expression ω = kq et en multipliant par la constante
de normalisation on trouve ﬁnalement :
ω2n = ω2n(0)
(
1 + Xn
V 2
V 2c
)
ωn(0) = β2n
√
EI
μL4
= β2nω0
Xn =
2 sinh(βn) + βn[cosh(βn) − (−1)n]
β3n[cosh(βn) + (−1)n]
(2.41)
On voit donc que pour de faibles tirages la fréquence varie quadratiquement avec la
tension.
Haute tension
Ce cas est plus simple à traiter. On a maintenant q2 = k2 + κ2 ∼ κ2 car k est de l’ordre
de π et κ  1. En remplaçant q par sa nouvelle expression dans l’équation (2.34) celle ci
se réduit à :
κ4 cosh(κ) cos(k) + 2κ2k2 + κ3k sinh(q) sin(k) = 0 (2.42)
cos(k) et sin(k) ne peuvent être proches de 0 simultanément donc du fait de la présence
des fonctions hyperboliques le terme du mileu est négligeable dans tous les cas. Si l’on
regarde le terme dominant en κ il nous reste :
κ4 cosh(κ) cos(k) = 0 (2.43)
On sait donc que la solution est proche de k = (2n+1)π/2 avec n ∈ N. Nous allons donc
chercher une solution proche de cette valeur avec le sinus et le cosinus de signes opposé.
Nous prenons k = (2n + 1)π/2 + . En injectant cette solution dans l’équation (2.42) avec
les approximations tanh(q) ∼ 1 et  	 1, si l’on ne garde que les termes les plus grands
alors :
κ4 + (2n + 1)π2
κ3

= 0
 = (2n + 1)π2
1
κ
(2.44)
On en déduit :
ωn =
ωn(0)
β2n
kq
= ω0
(2n + 1)π
2
(
1 + 1
κ
)
κ
= ω0
(2n + 1)π
2
(
1 + V
Vc
) (2.45)
A très fort tirage la variation de fréquence est donc linéaire avec la tension.
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Figure 2.16 – Courbe universelle de la fréquence normalisée ωn/ω0 en fonction de la tension
normalisée V/Vc. On a ici placé les données expérimentales du premier mode n=1 de 7 échantillons
diﬀérents. L’encart montre un zoom sur la zone la plus dense en échantillons.
Outre ces formes analytiques il est possible de résoudre le problème numériquement.
Il s’agira ici de trouver les deux paramètres d’ajustement ω0 et Vc. Pour cela on eﬀectue
une minimisation de l’erreur entre les valeurs expérimentales et les estimations numériques
par la méthode des moindres carrés couplée avec une résolution numérique de l’équation
transcendantale (2.34). Ce que l’on peut remarquer avec les équations (2.41) et (2.45) c’est
que si l’on trace les courbes ωn/ω0 en fonction de V/Vc alors la pente ne dépend plus que
de βn qui ne dépend pas de l’échantillon. Cette courbe a donc un caractère universel :
n’importe quel échantillon se trouvera dessus. C’est ce que l’on peut voir sur la ﬁgure 2.16
qui montre les données expérimentales de plusieurs échantillons placées sur cette courbe.
2.4.2 Dissipation d’énergie dans les résonateurs mécaniques
Le modèle mécanique évoqué précédemment convient pour retrouver la fréquence de
résonance mais il faut ajouter des termes dissipatifs pour pouvoir estimer le facteur de
qualité de notre oscillateur. Cependant cette dissipation peut être ajoutée sous plusieurs
formes.
2.4.2.1 Dissipation visqueuse
Le modèle de base est celui de la dissipation visqueuse . Il modélise typiquement les
frottements entre l’oscillateur et son milieu environnant. On considère dans ce cas que la
dissipation est proportionnelle à la vitesse via un coeﬃcient d’amortissement γ = γ′ω0 (γ′
étant la grandeur normalisée). Cela revient à ajouter un terme μγ∂y/∂t dans le membre
gauche de l’équation (2.29). Si l’on suit la même méthode de résolution, c’est à dire en
normalisant toutes les longueurs par x′ = x/L, les pulsation par ω′ = ω/ω0 avec ω0 =√
EI/μL4 et en cherchant des solutions sous la forme y(x′, t) = Y (x′) exp (i(ω′t + φ))
alors :
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−ω′2Y + iγ′ω′Y = κY ′′ − Y ′′′′ (2.46)
Dans ce cas une simple redéﬁnition de la fréquence nous permet de retrouver l’équation
(2.31).
Y ′′′′−κ2Y ′′(x) − Ω2Y (x) = 0
Ω2 = ω′2 − iγ′ω′ (2.47)
C’est la partie imaginaire de cette nouvelle fréquence qui induit la dissipation. Par
déﬁnition Q = ω/γ = ω′/γ′ est le facteur de qualité lié à la largeur de la résonance γ. Une
façon de remonter au facteur de qualité est alors :
−(Ω
2)
(Ω2) =
ω′
γ′
= Q
(2.48)
On peut donc introduire la dissipation par le même traitement en autorisant simplement
la fréquence, et donc les vecteurs d’ondes k et q à être complexes. Pour obtenir le facteur
de qualité on utilise alors les parties réelles et imaginaires de la pulsation complexe élevée
au carré. Cette formule sera utilisée par la suite dans nos ajustements. On notera que ce
type de dissipation est constante, γ ne dépend pas de la fréquence du résonateur. Comme
Q est proportionnel à ω il augmente si la fréquence de résonance augmente.
2.4.2.2 Dissipation viscoélastique
La dissipation visqueuse présentée dans la partie précédente provient d’une cause ex-
terne, c’est à dire le frottement avec le milieu environnant. La dissipation que nous allons
introduire dans la suite est d’un autre type puisqu’elle provient d’un mécanisme intrinsèque
au résonateur que l’on nomme typiquement friction interne [28].
La façon basique de traiter de la déformation d’un solide est d’utiliser la théorie de l’élas-
ticité. Dans ce cadre la loi de Hooke relie la contrainte σ appliquée au matériau à la
déformation  par :
σ = E (2.49)
Cette loi est valide dans une certaine gamme de contraintes (domaine élastique). Au delà
d’un certain seuil la déformation n’est plus liée linéairement à la contrainte et la déformation
n’est plus réversible (domaine plastique). Lorsqu’on applique cette loi on suppose que le
matériau a une élasticité idéale et respecte donc trois critères :
— Pour chaque contrainte σ il n’existe qu’un seul état d’équilibre dont résulte la défor-
mation . Corollairement un relâchement de la contrainte entraîne un retour à l’état
initial.
— La déformation correspondant à l’état d’équilibre est atteinte instantanément.
— La réponse du matériau est linéaire (la déformation est doublée si on double la
contrainte).
On remarque qu’il n’y a pas de dissipation inhérente à ce modèle. Cependant ce cadre
restreint de l’élasticité parfaite peut être généralisé en renonçant à tout ou partie des critères
précédents. Dans le cas qui nous intéresse les déformations on été supposées faibles et nous
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resteront donc dans l’hypothèse d’une relation linéaire. Cependant les deux autres critères
sont discutables.
Le premier critère revient à considérer que l’on a un solide thermodynamique, c’est à dire
un solide pour lequel une succession de changements inﬁnitésimaux d’une variable externe
résulte en une succession continue d’états d’équilibre uniques. Par exemple un solide dans
le domaine plastique n’est plus un solide thermodynamique, et certains solides ne le sont
pas dans un cas général. Concernant le second critère il se peut que dans un solide un
certain temps soit nécessaire pour atteindre un nouvel état d’équilibre conséquemment au
changement d’une variable externe : c’est le phénomène de relaxation, et dans notre cas
plus précisément de relaxation mécanique. Dans le cas où seul le second critère n’est pas
vériﬁé alors on parle d’anélasticité. Dans le cas où ni le premier ni le second critère ne sont
respectés on parle de viscoélasticité. Nous n’avons pas d’information expérimentale sur la
réversibilité des déformations dans nos nanotubes de carbone. Nous ne savons donc pas
si le premier critère est respecté ou non et nous restons dans le cas le plus général de la
viscoélasticité.
Dans le cas d’un solide viscoélastique soumis à une contrainte deux réponses vont se su-
perposer : une réponse purement élastique instantanée et une réponse visqueuse dépendante
du temps. Cette deuxième réponse est en fait intimement liée au temps de réajustement
de variables internes à leur nouvelles valeurs d’équilibre. La viscoélasticité est donc un
processus thermodynamique issu du couplage entre la déformation et la contrainte via des
variables internes qui ne peuvent changer qu’à un taux ﬁni grâce à des processus tels que
la diﬀusion. Ces variables internes peuvent être d’origine diverses : paramètre d’ordre dans
un alliage (un changement de ce paramètre implique une migration d’atomes), répartition
des électrons dans le solide...
Pour se représenter comment réagit un matériau viscoélastique on peut considérer une ex-
périence de ﬂuage, i.e on applique soudainement une contrainte en dessous du seuil plastique
sur un matériau. Si l’on étudie la déformation on va avoir une augmentation instantanée
au moment ou la contrainte est appliquée qui correspond à la réponse purement élastique.
Puis la déformation va augmenter continuellement via la réponse visqueuse. Ensuite lorsque
la contrainte est relâchée la partie élastique s’annule et on a donc une baisse instantanée
de la déformation. Finalement on aura une diminution graduelle pour revenir soit à une
déformation nulle dans le cas d’un matériau anélastique soit à une déformation non nulle
dans le cas d’un matériau viscoélastique.
Le ﬂuage est intéressant pour étudier les réponses sur des durées de quelques secondes
mais pour avoir accès à des temps plus courts on préférera une étude dynamique. Dans ce
cas on considère une contrainte périodique de la forme :
σ˜ = σ0eiωt (2.50)
Alors la réponse sera également oscillante et la relaxation est ajoutée par un terme de
déphasage φ entre l’excitation et la réponse.
˜ = 0ei(ωt−φ) (2.51)
On a alors :
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E = σ˜
˜
= σ0
0
exp(iφ)
(2.52)
Dans ce cas le module d’Young est forcément complexe. Pour la suite il sera utile
d’introduire E = E1 + iE2 avec E1 et E2 respectivement les parties réelle et imaginaire du
module d’Young.
E1 =
σ0
0
cos(φ)
E2 =
σ0
0
sin(φ)
tan(φ) = E2
E1
(2.53)
Nous allons maintenant passer à des considérations énergétiques et étudier l’énergie
stockée dans l’oscillateur et l’énergie dissipée par cycle d’oscillation. Pour cela on revient à
la déﬁnition du travail par unité de volume qui est :
w =
∫
σd ⇔
∫
F .dl (2.54)
En reprenant des notations réelles on a :
σ = (σ˜) = σ0 cos(ωt)
 = (˜) = 0 cos(ωt − φ)
= 0 cos(φ) cos(ωt) + 0 sin(φ) sin(ωt)
(2.55)
Pour la déformation  on a séparé les composantes en phase (gauche) et en quadrature
de phase (droite). On commence par étudier l’énergie dissipée sur une période complète
d’oscillation T en séparant les contributions des termes en phase et en quadrature de phase.
Δw =
∫
σd
=
∫
σ
∂
∂t
dt
= σ00
[
−
∫ T=2π/ω
0
cos(φ)ω cos(ωt) sin(ωt)dt
+
∫ T=2π/ω
0
sin(φ)ω cos(ωt) cos(ωt)dt
]
= 0 + π20E2
(2.56)
On remarque que la partie purement élastique qui est la déformation en phase avec
l’excitation est non dissipative. Cela est dû au fait que la déformation élastique est réversible.
La dissipation provient de la partie visqueuse en quadrature de phase.
On va maintenant s’intéresser à l’énergie maximale stockée par la composante en phase,
condition qui se réalise au quart du cycle à t = T/4.
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w = −
∫
σ
∂
∂t
dt
= σ00
∫ T/4
0
cos(φ)ω cos(ωt) sin(ωt)
= 12
2
0E1
(2.57)
On retrouve un résultat classique. On a donc le stockage d’énergie proportionnel à E1, la
partie réelle du module d’Young ; et la dissipation proportionnelle à E2, la partie imaginaire.
On peut maintenant évaluer le facteur de qualité de l’oscillateur déﬁnit comme :
Q = 2π wΔw
= E1
E2
= 1tan(φ)
(2.58)
L’angle φ est en général appelé friction interne du matériau.
2.4.2.3 Viscoélasticité dans un nanotube de carbone
Dans la section précédente nous sommes partis de la loi de Hooke pour introduire la
viscoélasticité, nous parlions donc nécessairement de compression pure ou de traction pure.
Nous souhaitons à présent nous placer dans le cadre plus spéciﬁque de notre nanotube de
carbone en vibration. Il y a donc ici deux eﬀets qui nous intéressent : la ﬂexion pure et
l’eﬀet de la tension. On se place dans le même référentiel que pour la ﬁgure 2.14. L’axe du
tube est selon x et la vibration se fait dans le plan (xy).
Flexion pure
On repart de la formule (2.54) qui nous donne une énergie par unité de volume, mais
cette fois on intègre sur le volume :
W =
∫∫∫ ∫ ∑
ik
σikdikdV (2.59)
Avec  le tenseur des déformations, σ le tenseur des contraintes et (i, k) ∈ (x, y, z).
Dans notre cas la ﬂexion induit des compressions/tractions dans la direction x. De façon
identique au cas précédent on déﬁni comme contrainte σxx cos(ωt) et comme déformation
xx cos(ωt − φ) (les seules composantes non nulles des tenseurs). On peut donc simpliﬁer
l’équation précédente :
W =
∫∫∫ ∫
σxx cos(ωt)
∂(xx cos(ωt − φ))
∂t
dtdV
=
∫∫∫
σxxxx
∫
−ω cos(ωt) sin(ωt − φ)dtdV
(2.60)
En suivant les méthodes des equations (2.56) et (2.57), avec les déﬁnitions du module
d’Young complexe de (2.53), on peut déﬁnir les grandeurs ΔW l’énergie dissipée par cycle
et Wflexion l’énergie élastique de ﬂexion maximale stockée dans l’oscillateur.
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Figure 2.17 – Représentation géométrique des arcs dx et dx′ et de leur rayon de courbure dans
le but d’exprimer xx.
ΔW =
∫∫∫
πE2
2
xxdV
Wflexion =
∫∫∫
E1
2 
2
xxdV
(2.61)
Pour obtenir xx on considère deux arcs de cercle. L’un reposant sur la ligne neutre en
y = 0 avec un rayon de courbure R, l’autre en y > 0 avec un rayon de courbure R+ y. Soit
leur longueur respective dx et dx′, on peut montrer que dx′ = (R+ y)dx/R [26] (voir ﬁgure
2.17). On en déduit :
xx =
dx′ − dx
dx
= y
R
(2.62)
Finalement on calcule :
∫∫∫
2xxdV =
∫∫∫
y2
R2
dxdydz
=
∫
Iy′′2dx
(2.63)
Avec I =
∫∫
y2dydz et R ∼ 1/y′′.
Force de traction
Pour l’eﬀet de la traction on veut connaître l’eﬀet d’une force axiale sur la ﬂexion. Pour
cela on s’intéresse au travail d’une force T qui transforme une portion droite en portion
inclinée ou, de façon équivalente, d’une force égale qui transforme une portion inclinée en
portion droite. On se réfère pour cela à la ﬁgure 2.18. La force T induit un déplacement du
d’une des extrémités de la portion dans la direction x. L’autre extrémité est déplacée de dy
dans la direction transverse y. Dans la limite d’un faible angle d’inclinaison on peut alors
montrer que :
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Figure 2.18 – Schéma représentatif de la déformation d’un segment droit due à une force de
tension dans la direction axiale.
dx = du +
√
dx2 − dy2
= du + dx
(
1 − 12
(
dy
dx
)2)
du
dx
= 12
(
dy
dx
)2 (2.64)
Le travail eﬀectué par la force est donc :
Wtraction =
∫
Tdu
=
∫
T
2
(
dy
dx
)2
dx
(2.65)
Pour ce calcul on a pris un cas statique car la force de traction est constante. Cette force
ne cause pas de dissipation d’énergie car nous ne prenons pas en compte la dissipation élec-
trostatique qui est importante dans les matériaux résistifs. Or les nanotubes de carbone sont
de bons conducteurs. Comme T est proportionnel à V 2 si nous voulions introduire ce phéno-
mène nous l’aurions fait via ce terme (appliquer une diﬀérence de potentiel sur un matériau
induit un déplacement de charge et donc une dissipation d’énergie si le matériau est résistif).
On peut maintenant calculer le facteur de qualité à partir des équations (2.61), (2.63)
et (2.65) :
Q = 2π WΔW
=
∫
E1I(Y ′′)2 + T (Y ′)2dx∫
E2I(Y ′′)2dx
(2.66)
Si on prend une force de traction nulle dans l’équation (2.67) alors on retrouve bien la
dépendance en E1/E2.
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Figure 2.19 – Données pour le nanotube de carbonne dénommé SWCNT1. Tracé de l’évolution
de la fréquence de résonance (a) et du facteur de qualité (b) pour les deux premiers modes. (c) et
(d) : idem pour les autres échantillons. Le but de nos travaux est d’ajuster les données des ﬁgures
b) et d).
2.5 Facteurs de qualité de nanotubes de carbone sous
tension à température ambiante
Cette section présente les résultats de mesure sur les nanotubes de carbones synthétisés
ainsi que le modèle utilisé pour décrire la dissipation d’énergie. Pour étayer le propos nous
présentons en ﬁgure 2.19 les mesures de fréquence de résonance et de facteur de qualité
pour les quatre échantillons (dénommés SWCNT 1 à 4) étudiés. Pour le facteur de qualité
nous présentons les données expérimentales non ajustées. Pour la fréquence de résonance
nous avons réalisé un premier ajustement avec le modèle présenté dans la section 2.4.1.3. Il
s’agit donc d’un modèle sans dissipation à deux paramètres : f0 la fréquence de résonance
à tirage nul divisée par β2 (le βn du mode correspondant) et Vc.
2.5.1 Choix du modèle de dissipation
2.5.1.1 Dilution
Dans un modèle simple de dissipation visqueuse, si l’on se réfère à la section 2.4.2.1, γ
est constant. Donc si ω augmente Q doit augmenter dans les mêmes proportions. C’est ce
que l’on appelle la dilution de la dissipation inhérente à une augmentation de la fréquence
de résonance. L’étude sous émission de champ ne peut se faire qu’au dessus d’un seuil de
tension qui donne un courant suﬃsamment important pour générer un motif détectable
sur le phosphore. Dans le cas de SWCNT1 cette tension est de 89V . Pour le premier mode
l’augmentation de fréquence sur une gamme de 30V est de 30% ; le facteur de qualité quant
à lui passe de 2906 à 25834 soit une augmentation d’un ordre de grandeur. Le tableau 2.1
résume les augmentation relatives de fréquence et de facteur de qualité pour les diﬀérents
échantillons, ainsi que les fréquences à tirage nul obtenues par ajustement. Nous voyons
que nous sommes dans le même régime de tuning pour tous les tubes. La fréquence de
résonance croît linéairement de 1% par volt appliqué. Nous sommes dans le régime de fort
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Mode Δf/ΔV ΔQ/ΔV f(0) (Mhz) fmax/f(0)
SWCNT1
1 1, 08% 26, 3% 32,5 20,4
2 1, 01% 7, 96% 203,7 8,9
SWCNT2 1 1, 07% 28, 1% 19,26 14,1
SWCNT3 1 1, 08% 33, 4% 4.97 12,75
SWCNT4 1 1, 05% 12, 5% 17.27 2,89
Table 2.1 – Accroissement relatif de la fréquence de résonance et du facteur de qualité (par
rapport au point de mesure le plus bas en tension) normalisé par la plage de tension explorée,
pour chaque échantillon. On donne également f(0) = f0β2 la fréquence à tirage nulle déduite de
l’ajustement et le rapport entre la fréquence maximale mesurée et f(0).
tirage pour lequel V/Vc  1 (voir section 2.4.1.3). Dans le cas d’une simple dilution le
facteur de qualité est alors proportionnel à V (Q = ω/γ avec ω proportionnelle à V en tirage
fort et γ constant) donc si f augmente de 30% Q augmente de 30%. Ici l’augmentation du
facteur de qualité excède largement les 30%, le modèle de dilution ne convient donc pas. Il
y a forcément une diminution de la largeur de la résonance.
2.5.1.2 Dissipation viscoélastique
Comme nous l’avons mentionné dans la partie précédente la fréquence de résonance
croît linéairement de 1% par volt appliqué pour tous les échantillons et nous sommes dans
le régime de fort tirage pour lequel V/Vc  1. Par contre en ce qui concerne le facteur de
qualité on peut distinguer deux groupes. Le premier mode de SWCNT1 ainsi que SWCNT
2 et 3 présentent une variation importante de Q. Le deuxième mode de SWCNT1 ainsi que
SWCNT 4 ont une variation modérée de Q. SCWNT 4 est l’échantillon dont la fréquence
du premier mode varie le moins avec la tension (fmax/f0 le plus faible dans le tableau 2.1).
Comme la fréquence de résonance est liée à la raideur par k = mω2 on peut en déduire
que la force de rappel kx due au tirage électrostatique est moindre sur ce tube. Comme
cet échantillon est aussi celui pour lequel le facteur de qualité du premier mode varie le
moins, on en déduit que le phénomène de dissipation que nous étudions est intimement lié
au tirage : si on a plus de tirage Q augmente donc l’énergie stockée est liée au tirage.
Pour le deuxième mode de SWCNT 1 le tirage est le même que pour le premier mode et
pourtant le facteur de qualité et la fréquence de résonance varient peu. Du fait de sa forme
plus courbée, le second mode stocke plus d’énergie élastique que le premier mode. De cela
on déduit que la dissipation est liée à l’énergie de ﬂexion et non pas à celle due à
la force de tirage (si on a plus d’énergie de ﬂexion Q diminue donc c’est l’énergie dissipée
qui est liée à l’énergie de ﬂexion).
Q = 2π WΔW
=
∫
E1I(Y ′′)2 + T (Y ′)2dx∫
E2I(Y ′′)2dx
∼
∫
T (Y ′)2dx∫
E2I(Y ′′)2dx
(2.67)
En revenant à l’équation (2.67) rappelée ici on peut maintenant voir pourquoi la dis-
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sipation viscoélastique semble toute indiquée pour modéliser le phénomène. En eﬀet dans
ce modèle l’énergie dissipée est proportionnelle à l’énergie élastique de ﬂexion (dénomi-
nateur) et l’énergie stockée est proportionnelle à la force de tirage (numérateur). Comme
nous sommes en régime de fort tirage l’énergie élastique intrinsèque
∫
E1I(Y ′′)2dx est négli-
geable devant l’énergie stockée par le tirage
∫
T (Y ′)2dx. A déformée constante la dissipation
d’énergie par cycle ne change pas et l’énergie stockée est proportionnelle à T donc à V 2
(cf équation (2.38)). Le facteur de qualité varie donc en V 2 et on prévoit une plus forte
augmentation que pour le modèle de dilution ou il varie en V . Mais si la fréquence varie
de 30% alors Q varie de 69%, ce qui ne nous donne toujours pas un ordre de grandeur. Ce
modèle seul ne suﬃra pas à expliquer les variations de Q observées.
Remarque : Dans le cas de la dissipation visqueuse nous avions un coeﬃcient γ constant
au numérateur de Q et une dépendance en ω donc en V au numérateur. Dans le cas présent
nous avons un terme constant au dénominateur et un numérateur qui dépend de V 2. Cela
peut paraître surprenant mais les deux cas ne sont pas directement comparables. Dans le
premier cas nous avons raisonné en fréquence ω et largeur de résonance γ. Dans le deuxième
cas nous avons raisonné en énergie stockée et énergie dissipée. Si l’on veut comparer les
numérateurs et dénominateurs des deux cas alors il faut écrire Q = ω2/(ωγ). Alors on voit
que la largeur γ est constante mais que l’énergie dissipée augmente avec ω, contrairement
au deuxième cas ou elle est constante. Dans les deux cas l’énergie stockée est en ω2 (soit
V 2).
2.5.1.3 Ancrage mou
Le modèle n’est toujours pas suﬃsant pour expliquer les variations de Q il nous faut donc
réﬂéchir encore un peu sur les termes apparaissant dans l’expression du facteur de qualité.
Jusqu’à maintenant nous avons considéré les forces en action sur le ﬁl et la caractéristique
physique qu’est le module Young, mais nous avons omis les inﬂuences géométriques. En
eﬀet une augmentation de Q peut aussi s’interpréter comme une augmentation de Y ′ ou
une diminution de Y ′′ dans l’équation (2.67), ces deux grandeurs étant liées à la courbure
du tube. Quand la force de tirage devient grande devant les forces élastiques internes (en
régime de tirage fort), la déformée du ﬁl change. Dans ces conditions la courbure du ﬁl
augmente globalement et plus particulièrement à l’ancrage (nous illustrerons ce point
dans la section 2.6.3). Dans ce cas de ﬁgure le terme
∫
E2I(Y ′′)2dx n’est plus constant, Y ′′
augmente avec la courbure (plus une droite est courbée et plus sa pente change vite, la
vitesse de changement de la pente est donnée par Y ′′) et donc l’intégrale augmente aussi.
En revanche les variations sur Y ′ et l’intégrale associée sont moindres car la forme du tube
est lisse. Nous nous concentrons donc sur Y ′′. Cet eﬀet doit limiter l’accroissement du
facteur de qualité puisque nous avons prévu une augmentation du dénominateur. Or sur
nos courbes nous observons qu’à partir d’un seuil de tension nous avons une augmentation
brutale de Q au lieu de saturer. Cette région de forte variation est potentiellement proche
de la tension pour laquelle le tube est arraché de la pointe.
L’eﬀet qui nous intéresse se produisant à l’ancrage nous réétudions les conditions de
bord en x = 0. Nous rappelons que les conditions classiques que nous avons utilisées sont
pas de déplacement et pas d’angle. La condition de déplacement nul ne sera pas modiﬁée : le
nanotube est ﬁxé sur le catalyseur lui même ﬁxé sur la pointe. En revanche il est envisageable
qu’il puisse y avoir un angle non nul qui se forme à l’ancrage. En eﬀet la force de tirage
exercée sur le tube se répercute sur le catalyseur et celui-ci ayant une rigidité ﬁnie il est
raisonnable d’envisager que sous l’eﬀet d’un fort tirage il se déforme, permettant l’apparition
d’un angle à l’ancrage. Du fait de cette condition l’augmentation de courbure attendue et
le fort moment associé sont amoindris par cet ancrage mou. Nous modélisons cela avec un
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Figure 2.20 – Modélisation de l’ancrage en un ressort de torsion.
ressort de torsion (voir ﬁgure 2.20) qui fait le lien entre le moment ﬂéchissant à l’ancrage
et l’angle qui se forme. La deuxième équation de (2.33) devient donc :
Y ′(x = 0) = αY ′′(x = 0) (2.68)
α est une grandeur sans dimension car nous avons normalisé les longueurs et les temps et
pour revenir à une grandeur non normalisée il faut la multiplier par L. Le ressort de torsion
modélisé par l’équation précédente a une constante de torsion C = EI/(Lα). C est une
grandeur réelle car nous ne considérons pas que l’ancrage induise de dissipation. La partie
imaginaire de C pourrait modéliser la transmission d’ondes acoustiques dans la pointe via
le catalyseur mais le désaccord d’impédance est à priori suﬃsamment grand pour que l’eﬀet
soit négligeable. En revanche α est complexe car le module d’Young viscoélastique est com-
plexe. Cette nouvelle condition de bord permet d’empêcher l’énergie dissipée de trop
augmenter et donc de permettre au facteur de qualité de croître un peu plus avec le tirage.
Cependant l’évolution de Q reste monotone. L’angle à l’ancrage varie proportionnellement
avec le moment qui s’exerce en ce point, donc la courbure à l’ancrage diminue graduellement
quand le tirage devient suﬃsamment fort, et comme l’énergie dissipée est dominée par Y ′′
à l’ancrage (voir section 2.6.3) celle ci diminue graduellement. Nous n’avons donc toujours
pas d’explication pour ce seuil à partir duquel Q varie rapidement.
2.5.1.4 Ancrage ajustable en tension
Finalement nous introduisons une dépendance en tension de C, ce qui va rendre la
variation de Q non monotone dans la zone d’intérêt. En eﬀet comme nous l’avons dit pour
un des échantillons pour lequel nous avons observé une forte variation de Q une tension
légèrement supérieure au dernier point expérimental a été destructive. Pour
expliquer ce phénomène nous supposons que l’ancrage devient de plus en plus mou au fur
et à mesure que le tirage augmente avant de ﬁnalement lâcher pour une tension seuil. Nous
faisons ici l’hypothèse d’une rupture à la base et non le long du tube, ce qui est cohérent
avec les observations expérimentales. Suite à une destruction de tube nous ne retrouvons
plus de motif d’émission de champ. Si la rupture se produisait quelque part le long du
tube, on devrait retrouver un motif au même endroit mais à une tension diﬀérente car la
taille du tube a changée. Le modèle phénoménologique utilisé pour décrire cet ancrage mou
accordable en fréquence est le suivant :
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C(V ) = (E)I
L
[
(V 2B − V 2)
C21
]2
(2.69)
Avec VB la tension de rupture et C1 une constante réelle homogène à une tension
qui rend compte de la rigidité du ressort de torsion. Dans ce modèle nous choisissons
d’utiliser le carré des tensions car la mollesse de l’ancrage dépend de la force de tirage et
T est proportionnelle à V 2. Cette fraction est élevée au carré pour des raisons de stabilité
numérique. En eﬀet si lors de la recherche de solutions l’algorithme explore une zone où
C est négatif alors le modèle diverge. Nous avons donc une zone ou l’ancrage devient très
mou assez rapidement à l’approche de la rupture. L’énergie dissipée, dont l’augmentation
était jusque là jugulée par l’eﬀet du ressort de torsion quasiment constant dans la zone
éloignée de la rupture, chute tandis que l’énergie stockée continue à augmenter. Le facteur
de qualité augmente donc brutalement.
2.5.2 Algorithmes d’ajustement
Dans cette section nous présentons les diﬀérents algorithmes mis au points avec une
complexité croissante. Les codes sont réalisés en Python et les fonctions de minimisation
sont prises dans le package optimize de scipy.
2.5.2.1 Modèle de dilution et principe de l’algorithme
Pour ce modèle nous reprenons la déﬁnition de ω donné par l’équation (2.32) en remul-
tipliant par la constante de normalisation comme dans l’équation (2.36). Cela nous donne
un premier paramètre :
f = f0kq
f0 =
1
2π
√
EI
μL4
(2.70)
Pour le facteur de qualité on déﬁnit un deuxième paramètre γ tel que :
Q = f
γ
(2.71)
Le troisième paramètre est V 2c tel que déﬁnit dans l’équation (2.38) ce qui donne :
κ2 = V
2
V 2c
(2.72)
Ce modèle a trois paramètres (f0, V 2c , γ). Pour la résolution on utilise curve_fit qui est
basée sur la méthode de minimisation de χ2 [29]. A chaque itération et pour chaque point en
tension la connaissance de V et Vc nous permet de résoudre l’équation transcendantale (2.34)
avec la méthode leastlq (méthode des moindres carrés). La résolution de cette équation
nous donne le vecteur d’onde k et à fortiori q, ce qui permet ensuite d’estimer fnum et Qnum
avec les formules présentées précédemment. La fonction cherche à minimiser la quantité :
χ2 = χ2f + χ2Q
=
N/2∑
i=1
[
fexp − fnum
Δf
]2
+
N/2∑
i=1
[
Qexp − Qnum
ΔQ
]2 (2.73)
61
CHAPITRE 2. CONTRÔLE EN TENSION DE FACTEURS DE QUALITÉ DE
NANOTUBES DE CARBONE
Pour chaque valeur de tension on a une valeur de fréquence et une valeur de facteur de
qualité soit N points au total pour N/2 mesures. L’indice exp réfère aux valeurs mesurées
et l’indice num renvoie aux estimations numériques. Les Δf et ΔQ sont les erreurs sur les
mesures : on estime que la mesure de fréquence est beaucoup plus précise que la mesure de
Q et on prend comme valeur de base 0, 1% pour f et 10% pour Q. Un indicateur de la qualité
de l’ajustement est la valeur ﬁnale de χ2. Pour un modèle à p paramètres et N points, on
doit avoir pour le minimum trouvé χ20 ∼ N − p, i.e le nombre de paramètres libres [29].
Dans notre cas les données sont de natures diﬀérentes on cherche à avoir χ20,f ∼ (N − p)/2
et χ20,Q ∼ (N − p)/2. On se sert de ce critère pour ajuster les valeurs des incertitudes et
améliorer la pertinence de l’ajustement.
Ce principe d’algorithme sera le même quel que soit le modèle physique utilisé pour
l’ajustement.
2.5.2.2 Viscoélasticité
Dans ce modèle E devient complexe. Nous déﬁnissons le paramètre Q−10 = E2/E1 avec
E1 = (E) et E2 = (E). On a :
f = 12π
√
EI
μL4
kq
= 12π
√
E1I
μL4
√
1 + iQ−10 kq
= f0
√
1 + iQ−10 kq
f0 =
1
2π
√
E1I
μL4
(2.74)
Nous déﬁnissons également :
κ2 = TL
2
EI
= TL
2
E1I
1
1 + iQ−10
= V
2
V 2c
1
1 + iQ−10
(2.75)
Ce modèle a donc 3 paramètres (f0, V 2c , Q−10 ). L’algorithme reste le même mais cette
fois f, k, q et κ sont complexes. On résout l’équation transcendantale avec leastsq à la fois
sur la partie réelle et sur la partie imaginaire, ce qui nous donne (k) et (k). Ensuite nous
utilisons fnum = (f) et Qnum = (f2)/(f2).
2.5.2.3 Viscoélasticité et ancrage mou
Cette fois nous changeons une des conditions de bord via l’équation (2.68), l’équation
transcendantale à résoudre est donc modiﬁée et l’équation (2.34) devient :
(q4 + k4) cosh(q) cos(k) + 2q2k2 + qkκ2 sinh(q) sin(k)
+α(q2 + k2)[q3 sinh(q) cos(k) − k3 cosh(q) sin(k)] = 0 (2.76)
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Nous gardons une forme de α correspondant à un ressort de torsion mais en enlevant la
dépendance en tension :
α = EI
CL
= E1I
CL
(1 + iQ−10 )
= C21 (1 + iQ−10 )
(2.77)
Les quatre paramètres de ce modèle sont (f0, V 2c , Q−10 , C1). Le reste de la procédure est
identique.
2.5.2.4 Modèle ﬁnal : Viscoélasticité et ancrage mou ajustable en tension
Pour compléter le modèle nous ajoutons le fait que α dépende de la tension appliquée
sur l’échantillon. En reprenant l’équation (2.69) nous avons :
α = EI
CL
=
[
C21
V 2 − V 2B
]2
(1 + iQ−10 )
(2.78)
Les autres déﬁnitions ne changent pas et le jeu de 5 paramètres est (f0, V 2c , Q−10 , C21 , V 2B).
Pour terminer nous notons que pour SWCNT1 nous avons eu accès à la mesure de deux
modes qui seront donc ajustés simultanément pour plus de robustesse. Pour ce faire au lieu de
fournir un vecteur [fexp, Qexp] au programme nous utilisons [fexp,mode1, fexp,mode2, Qexp,mode1,
Qexp,mode2]. La seule diﬀérence viendra de la résolution de l’équation transcendantale qui
est dépendante du mode. En eﬀet à faible tirage (k) est proche de β1 pour le premier
mode et β2 pour le deuxième mode (cf section 2.4.1.2). Une simple étude numérique de cette
équation nous montre qu’à fort tirage (k) ∼ π/2 pour le premier mode et (k) ∼ 3π/2
pour le second. En fonction du mode correspondant au point de mesure il suﬃra d’ajuster
le point de départ de la résolution dans leastsq.
2.6 Résultats
La section qui suit présente les résultats issus de l’application de ces divers modèles aux
données déjà présentées en ﬁgure 2.19.
2.6.1 Comparaison des modèles
Dans un premier temps nous appliquons tous les modèles à SWCNT2 pour estimer leur
viabilité. Ces résultats sont présentés sur la ﬁgure 2.21. La table 2.2 présente les valeurs
numériques obtenues pour les paramètres ainsi que leurs erreurs.
La première chose à noter est que les trois premiers modèles donnent un ajustement
raisonnable sur la fréquence mais des incertitudes bien trop élevées sur les facteurs de
qualité et un mauvais accord visuel. Les données présentées correspondent au meilleur
ajustement possible obtenu. On voit d’ailleurs que pour atteindre la valeur souhaitée de χ20
(donnée par (N-p)/2, sachant qu’ici on a 12 points au total) on doit admettre une erreur
de l’ordre de 50% sur Q ce qui est bien trop élevé au vu de l’allure des courbes. Les erreurs
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Figure 2.21 – Application des diﬀérents modèles pour ajuster à la fois la fréquence et le facteur
de qualité. Pour le tracé de la fréquence, les courbes de dilution et de viscoélasticité simple sont
superposées, ainsi que les courbes d’ancrage constant et de modèle ﬁnal.
Modèle Dilution Viscoélasticité Ancrage constant Modèle ﬁnal
f0 (MHz) 5,48 ± 0,64 5,48 ± 0,64 0,7 ± 3,17 1,48 ± 0,295
Vc(V) 3,29 ± 0,4 3,29 ± 0,4 0,41 ± 1,84 0,86 ± 0,17
Q0 390,12 ± 115,93 201,98 ± 44,98 19,32 ± 234,81 20,25 ± 4,9
C1(V) 0,03 ± 1 14,53 ± 2,3
VB(V) 108,3 ± 1,45
Δf/f(%) 0,045 0,045 0,16 0,065
ΔQ/Q(%) 41 41 43 5,2
χ20,f 4,48 4,48 3,93 3,36
χ20,Q 4,59 4,51 4,09 3,47
Table 2.2 – Résumé des résultats numériques obtenus avec les diﬀérents modèles. Il est possible
de déterminer la fréquence à tirage nul f(0) en multipliant f0 par le β2 du mode correspondant.
Les incertitudes sur les paramètres sont fournies, ainsi que les incertitudes expérimentales et les
χ20 résultants.
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sur les paramètres qui en découlent sont forcément assez élevées, surtout pour la valeur de
Q0. L’erreur sur les paramètres est obtenue grâce à la matrice de covariance renvoyée par
curve_fit. Cette matrice C est liée à la matrice hessienne H par C = 2H−1 et ses coef-
ﬁcients diagonaux Ck,k sont les carrés des incertitudes sur les paramètres pk (voir annexe B).
Le modèle d’ancrage non ajustable est le plus instable numériquement, ce qui est vi-
sible sur ses incertitudes. On peut voir que ses paramètres f0, Vc et Q0 sont proches de
ceux du modèle ﬁnal. Cependant la modiﬁcation des conditions initiales peut également
faire converger vers un ensemble de minima locaux diﬀérents, chacun pouvant satisfaire
la condition sur χ20. Si l’on regarde les valeurs propres de la matrice hessienne on a des
valeurs propres positives sauf une qui est tantôt positive tantôt négative (ce qui laisse
supposer l’existence de points selles) mais toujours très proche de 0 (∼ 10−12). Il n’est donc
pas aisé de conclure sur la courbure de la fonction à minimiser dans l’espace des paramètres.
Sur le premier modèle le point atteint est robuste au changement de conditions initiales
et les valeurs propres de H sont positives, on peut donc trouver un minimum global. Sur le
deuxième modèle on suppose un minimum global également car le changement des condi-
tions initiales ne change pas la solution. En revanche une des valeurs propres de la matrice
hessienne est nulle nous n’avons donc pas d’information sur la courbure. Pour le modèle
ﬁnal nous sommes dans le même cas que pour le premier modèle. Pour le troisième modèle
il semble donc y avoir une bi-stabilité entre une solution proche du modèle ﬁnal et une
solution proche des modèles basiques. Aucune de ces solutions n’explique la variation de Q
observée et nous en resteront donc là pour ce modèle.
Cette étude comparative montre que le modèle d’ancrage mou ajustable en tension est
le modèle qui décrit le mieux les évolutions de Q observées. Les incertitudes sur f et Q qui
permettent d’atteindre la bonne valeur de χ20 sont raisonnables, les erreurs sont acceptables
sur tous les paramètres et la courbe obtenue colle visuellement à la fois sur f et sur Q.
2.6.2 Application du modèle à l’ensemble des échantillons
Le modèle viscoélastique avec un ancrage mou ajustable en tension est appliqué à tous
les échantillons. La table 2.3 présente les résultats obtenus pour chacun des paramètres
d’ajustement et les incertitudes sur ces paramètres. Comme dans la section précédente on
remarque que les incertitudes expérimentales qui donnent un χ20 de l’ordre de grandeur
souhaité sont raisonnables. La ﬁgure 2.27 présente les données expérimentales tracées avec
leur ajustement pour tous les échantillons.
Le modèle présenté permet d’ajuster les données pour les quatre échantillons. Comme
précédemment l’ajustement pour SWCNT1 est réalisé à la fois sur les fréquences et les
facteurs de qualité des deux modes simultanément. Nous remarquons que pour l’échantillon
SWCNT 4 étant donné la valeur de Vc et les tensions appliquées nous ne sommes qu’à la
limite de la zone de haut stress (le critère étant V/Vc > 10 [27]) alors que pour les autres
échantillons nous sommes assez loin dans cette zone. Si l’on revient à l’équation (2.38) on
se rappelle que Vc est déﬁnit par la condition TL2 = EI. Cette grandeur peut donc varier
avec la longueur et le diamètre (via I). Si l’on regarde les tableaux 2.3 et 2.4 on voit que
SWCNT1 et SWCNT4 sont les échantillons qui sont les plus courts et qui on le plus grand
Vc. La géométrie des échantillons peut justiﬁer ces diﬀérences de Vc.
La tension de rupture semble un peu élevée pour SWCNT1 car on trouve 130,03V ±
4,39V et expérimentalement l’échantillon a été perdu lors du passage de 119V à 121V,
ce qui est hors de la barre d’erreur. Pour les autres échantillons nous n’avons pas cette
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Echantillon SWCNT1 SWCNT2 SWCNT3 SWCNT4
f0/(2π) (MHz) 8,37 ± 0,42 1,48 ± 0,295 0,36 ± 0,05 3,02 ± 0,30
Vc(V) 2,36 ± 0,12 0,86 ± 0,17 0,80 ± 0,11 8,66 ± 0,86
Q0 22,63 ± 3,06 20,25 ± 4,9 4,73 ± 1,25 10,02 ± 2,69
C1(V) 39,92 ± 2,81 14,53 ± 2,3 12,54 ± 0,33 36,21 ± 8,09
VB(V) 130,03 ± 4,39 108,3 ± 1,45 92,64 ± 0,17 105,02 ± 4,17
Δf/f(%) 0,159 0,065 0,02 0,27
ΔQ/Q(%) 25 5,2 1,2 13,7
Points 48 12 8 36
χ20,f 21,41 3,36 1,24 15,39
χ20,Q 21,77 3,47 1,63 15,51
Table 2.3 – Résumé des résultats numériques obtenus sur les diﬀérents échantillons. Il est possible
de déterminer la fréquence à tirage nul f(0) en multipliant f0 par le β2 du mode correspondant.
Les incertitudes sur les paramètres sont fournies, ainsi que les incertitudes expérimentales et les
χ20 résultants.
information car soit une molécule s’est déposée sur le tube, mettant ﬁn à la série de mesure
car les conditions d’émission de champ changent, soit le tube à été conservé pour être testé
en émission ionique, ce qui a été destructif. En eﬀet l’ancrage obtenu avec notre méthode
de croissance n’est pas suﬃsamment résistant pour atteindre la zone d’émission ionique
qui requiert des tension beaucoup plus élevées. Un ancrage plus résistant est possible si la
troisième carburisation est réalisée à 700◦C et un début d’émission ionique a été observée
sur un échantillon ainsi produit. En revanche ce type d’ancrage favorise l’apparition du
blocage de Coulomb dans les nanotubes [24], ce qui est gênant pour nos mesures de Q [30, 31].
On remarque que pour V 	 VB l’eﬀet de l’ancrage est très faible car (C21/V 2B)2 	 1
et donc ||α|| 	 1. Pour voir l’eﬀet de l’ancrage il faut avoir V proche de VB, ce qui est le
cas pour les échantillons SWCNT 1,2 et 3. Or même dans ce cas l’importance de l’eﬀet
repose sur la constante C1. En eﬀet plus C1 est grande plus ||α|| est petite, donc le ressort
de torsion est plus rigide et un même moment de ﬂexion entraînera une variation d’angle
à l’ancrage moindre. Pour SWCNT 1 cette constante est 5 à 7 fois plus grande que pour
les tubes 2 et 3 et l’eﬀet est donc moins brutal. On voit donc que bien que la méthode de
croissance soit la même les ancrages obtenus diﬀèrent.
Finalement on remarque que la prise en compte du facteur de qualité dans l’ajustement
change de façon non négligeable l’ajustement en fréquence, i.e la détermination de f0 et
Vc. Pour le cas particulier de SWCNT 2 on se réfère aux tables 2.2 et 2.3 : les valeurs de
f0 et Vc sont modiﬁés bien au delà de la barre d’erreur lorsque l’on passe à un ajustement
complet. Pour les autres échantillons on peut regarder les ﬁgures 2.19 et 2.27 : on voit que
les origines des courbes de fréquences ne sont plus les mêmes ce qui indique un changement
de f0.
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Figure 2.22 – Données expérimentales et ajustement pour les fréquences et facteurs de qualité
des échantillons SWCNT 1 à 4.
2.6.3 Déformée des nanotubes
Nous revenons dans cette section sur la déformée du tube et l’impact de l’ancrage sur
celle ci. Deux cas de ﬁgure ont été représentés sur la ﬁgure 2.23. Dans le cas de l’ancrage
classique avec une condition de bord ﬁxe on remarque qu’aucun angle n’apparaît jamais
à l’origine. Au fur et à mesure que la tension augmente la déformée change et l’extrémité
libre du tube tend à rester alignée sur l’axe du tube au repos (direction horizontale). A
cause de cette tendance une zone de forte courbure se crée à l’ancrage. Quand on introduit
l’ancrage mou on dissipe cette contrainte car au fur et à mesure que le moment de ﬂexion
augmente à l’origine l’ancrage se déforme et un angle se forme. Quand on est proches de la
limite de rupture la courbure devient nulle à l’ancrage : le tube est quasiment droit. Le frein
à l’augmentation du facteur de qualité que nous avons évoqué précédemment disparaît. La
forme obtenue se rapproche de celle d’une corde vibrante sans élasticité en conﬁguration
encastré-libre.
Pour calculer la déformée on reprend la solution générale Y (x) = A cosh(qx)+B sinh(qx)+
C cos(kx) + D sin(kx) à laquelle on applique les trois premières CDB présentées en (2.33)
(la troisième équation dépendant du modèle considéré : classique ou ressort de torsion à
l’ancrage). Cela permet d’exprimer B,C et D en fonction de A. Pour ﬁxer A on prend la
condition que |Y (1)| = 1, i.e le déplacement au bout du tube est unitaire. On peut montrer
suite au calcul que dans le cas de l’ancrage mou :
Y (x) = cosh(qx) + αk(k
2 + q2) sin(k) − k2 cos(k) − q2 cosh(q)
q2 sinh(q) + kq sin(k) sinh(qx)
− cos(kx) + αq(k
2 + q2) sinh(q) + k2 cos(k) + q2 cosh(q)
kq sinh(q) + k2 sin(k) sin(kx)
(2.79)
Avec α déﬁni en (2.68). Nous avons repris les paramètres issus de l’ajustement de
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Figure 2.23 – (a) : ancrage classique avec une pente nulle à l’origine. (b) : ancrage mou
autorisant un angle à l’origine. Les paramètres utilisés sont f0 = 8, 34.106Hz, Vc = 2, 35, Q0 = 23, 6,
C1 = 34, 4 V , VB = 121 V . Les déformées sont représentées pour κ = V/Vc croissant. La limite de
rupture dans ce cas est atteinte pour κ = VB/Vc = 51, 49.
SWCNT 1, pour chaque κ souhaité nous avons résolu l’équation transcendantale pour ob-
tenir k et donc q et enﬁn nous avons tracé Y (x)/|Y (1)| dans chaque cas. Pour obtenir la
déformée sans ancrage mou il suﬃt de prendre α nul.
Nous revenons ensuite sur les propos développés dans la section 2.5.1.3 sur Y ′′. La ﬁgure
2.24 montre |Y ′′(x)|/|Y (1)| pour les deux modèles physiques : ancrage classique et ancrage
mou ajustable en fréquence. Nous avons conservé la même règle de normalisation. Sur cette
courbe nous pouvons voir que dans le cas de l’ancrage classique la courbure à l’ancrage
augmente continûment avec le tirage. Sur le reste du tube la courbure est tantôt inférieure
tantôt supérieure à la courbure que l’on a à tirage nul (κ = 0). Quand l’ancrage devient
mou, à mesure que l’on approche de la limite de rupture et que le ressort de torsion permet
de former un angle à l’ancrage, la courbure en ce point diminue. Le reste du proﬁl demeure
similaire.
La ﬁgure 2.25 montre l’intégrale du module carré de la dérivée seconde sur le proﬁl en x.
On peut voir que cette intégrale augmente continûment dans le modèle d’ancrage classique
jusqu’à la rupture, ce qui limite l’augmentation de Q. En revanche dans le modèle d’ancrage
mou ajustable en fréquence à partir d’un certain tirage, quand un angle commence à se
former à l’ancrage et que la courbure diminue fortement localement, l’intégrale diminue.
Cela signiﬁe en se reportant à l’équation (2.67) que la dissipation d’énergie diminue, ce qui
permet une forte augmentation de Q.
Pour conclure cette section nous allons tracer les facteurs de qualité et les largeurs en
fréquence correspondantes. Dans le cas de l’ancrage classique l’expression du facteur de
qualité est celle de l’équation (2.67). Dans le cas de l’ancrage mou il faut ajouter l’énergie
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Figure 2.24 – Dérivée seconde normalisée pour les deux modèles physiques : a) ancrage classique
et b) ancrage mou ajustable en fréquence. a) La courbure augmente majoritairement à l’ancrage,
sur le reste du tube nous avons des zones de plus fortes ou plus faibles courbure par rapport au
tirage nul. b) Nous gardons le même type de proﬁl mais la courbure à l’ancrage diminue lorsque
la limite de rupture est approchée.
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Figure 2.25 – Intégrale du module carré de la dérivée seconde normalisée sur l’ensemble du
proﬁl en x. Cette intégrale est proportionnelle à la dissipation dans le modèle viscoélastique. On
peut voir que l’ancrage mou ajustable en fréquence permet une diminution de la dissipation à
mesure que l’on approche du tirage de rupture.
stockée dans le ressort de torsion. Pour cela on revient à l’équation du mouvement (2.29)
qu’on multiplie par le complexe conjugué de l’amplitude de vibration y∗ pour passer en
énergie :
∫ L
0
[
−EI ∂
4y
∂x4
+ T ∂
2y
∂x2
]
y∗dx =
∫ L
0
μ
∂2y
∂t2
y∗dx (2.80)
Un intégration par parties avec les conditions de bord pour un ancrage mou ajustable
donne :
∫ L
0
[
−EI
∣∣∣∣∂2y∂x2
∣∣∣∣
2
+ T
∣∣∣∣∂y∂x
∣∣∣∣
2
− μω2|y|2
]
dz + C
∣∣∣∣∂y∂x
∣∣∣∣
2
x=0
= 0 (2.81)
E et ω sont complexes dans cette équation (nous rappelons que C a été choisi réel car
l’ancrage n’induit pas de dissipation). Si l’on sépare en deux équation les parties réelles et
imaginaires et que l’on fait le rapport alors on peut calculer :
Q = (ω
2)
(ω2)
=
∫ L
0 E1I |Y ′′|2 + T |Y ′|2 dx + C
∣∣∂Y
∂x
∣∣2
x=0∫ L
0 E2I |Y ′′|2 dx
(2.82)
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Figure 2.26 – Gauche : facteur de qualité calculé à partir des déformées en fonction de κ.
Droite : Largeur de la résonance également calculée à partir des déformées, normalisée à ω0 (la
fréquence à tirage nul divisée par le β2n du mode considéré, ici le premier mode). Les paramètres
utilisés sont : f0 = 8, 34MHz, Vc = 2, 35V , Q0 = 23, 6, C1 = 34, 4V , VB = 121V .
En normalisant les longueurs à 1 et en factorisant par E1I on peut alors faire facilement
apparaître les paramètres d’ajustement. On montre ainsi que dans le cas de l’ancrage
classique on a :
Q =
∫ 1
0 |Y ′′|2 + κ2 |Y ′|2 dx∫
Q−10 |Y ′′|2 dx
(2.83)
Et dans le cas de l’ancrage mou :
Q =
∫ 1
0 |Y ′′|2 + κ2 |Y ′|2 dx +
(
V 2B−V 2c κ2
C21
)2 ∣∣∂Y
∂x
∣∣2
x=0∫ 1
0 Q
−1
0 |Y ′′|2 dx
(2.84)
On peut alors tracer Q pour chacun des modèles physiques ainsi que Δω = Q/(ω)
(ω étant calculée pour chaque valeur de κ comme décrit par l’équation (2.74) car il faut
connaître k et q pour calculer la déformée). Ces courbes sont montrées en ﬁgure 2.26. Sur
cette ﬁgure on voit que la largeur de la résonance tend vers une valeur ﬁnie à fort tirage, ce
qui entraîne une augmentation linéaire de Q avec la fréquence. En revanche, en lien avec la
diminution de l’énergie dissipée par cycle d’oscillation, la largeur de la résonance diminue
continûment et fortement dans le cas de l’ancrage mou ajustable (l’énergie dissipée est en
ωΔω donc une diminution de cette grandeur avec ω grandissant implique une diminution
importante de Δω).
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2.6.4 Rupture de l’ancrage
Nous nous intéressons maintenant à l’estimation de la contrainte nécessaire à la rupture
de l’ancrage. Nous déﬁnissons cette contrainte comme étant :
σB =
T
πr2
T = V
2
BEI
V 2c L
2
(2.85)
Nous avons considéré ici une base cylindrique du nanotube de rayon r. Nous savons
ensuite que (2πf0)2 = (E)I/(μL4) avec μ la masse linéique. Pour une section cylin-
drique nous avons I = πr4/4. Enﬁn la masse par unité de surface du graphène est
ρS = 7, 5.10−7 kg/m2. On en déduit la masse linéique μ = 2πrρS . De tout cela on tire :
σB =
V 2B
V 2c
(2πf0)
√
1
2(E)rρS (2.86)
Typiquement on a r = 0, 5 nm soit μ = 2, 4.10−15 kg/m et (E) = 1TPa. Cette
grandeur dépend de plusieurs paramètres issus de l’ajustement et ces variables ne sont pas
indépendantes. Le calcul de l’incertitude n’est donc pas immédiat : à cause des corrélations
entre f0, VB et Vc on ne peut pas simplement calculer l’incertitude-type avec la propagation
des erreurs car il faut faire intervenir les corrélations croisées. En eﬀet si l’on considère
une fonction f de N paramètres {xN} alors pour calculer l’incertitude on a le choix entre
l’incertitude issue de la diﬀérentielle totale ou l’incertitude-type issue de la propagation
d’erreur :
Δf =
∑
i
∂f
∂xi
Δxi
Δf =
√√√√∑
i
(
∂f
∂xi
Δxi
)2
+
∑
i,j
∂f
∂xi
∂f
∂xj
Δ(xixj)
(2.87)
Avec Δxixj les covariances entre les paramètres dans la deuxième formule, celle de la
propagation des erreurs. La première formule est une approximation de la seconde. Elle
est la plus pessimiste et considère les pires corrélations entre les paramètres. Elle est utile
pour estimer l’erreur que l’on va faire dans le pire des cas. La seconde formule tient compte
des corrélations entre les paramètres et notamment du fait que certaines erreurs peuvent se
compenser partiellement. Il s’agit d’un meilleur estimateur de l’erreur et nous allons utiliser
cette forme. Dans le cas ou les paramètres sont corrélés il faut connaître les covariances.
Nous avons alors deux solutions équivalentes. La première option est d’utiliser la matrice
de covariance C renvoyée par l’ajustement et de calculer directement la deuxième formule
de (2.87). La deuxième méthode que nous avons utilisée est la suivante : on considère
un nouveau jeu de paramètres faisant intervenir σB. Typiquement nous allons choisir
P1 = (f0, V 2c , Q−10 , C21 , σB). On peut montrer (voir annexe B) que dans ce cas l’incertitude
sur le k − ième paramètre est déﬁnie par :
σk =
√
2 (JTHJ)−1kk (2.88)
H est la matrice Hessienne de la fonction χ2 que nous avons minimisé et elle est liée
à la matrice de covariance renvoyée par l’ajustement par C = 2H−1 et J est le jacobien
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associé au passage de la base P1 à la base P2 = (f0, V 2c , Q−10 , C21 , V 2B). On fait comme si on
refaisait l’ajustement avec un jeu de paramètres diﬀérents, et l’un des nouveaux paramètres
est une combinaison des anciens. Cela correspond à un changement de base et il n’est pas
utile de refaire l’ajustement en pratique, on peut prévoir l’incertitude qu’on aura sur le
nouveau paramètre en fonction des erreurs sur les anciens paramètres et la connaissance
du changement de base. Cette incertitude qu’on aurait avec cet autre ajustement prend en
compte les corrélations entre les paramètres. On montre facilement que :
J =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
−V 2c σBf0D σBD 0 0
V 2c
D
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Avec D = 2πf0
√
1
2(E)rρS . L’application de cette méthode permet d’obtenir les résul-
tats présentés en table 2.4. Les contraintes de rupture trouvées sont toutes inférieures aux
contraintes maximales en traction des nanotubes de carbone (> 10 GPa). Cela recoupe
notre hypothèse que la rupture se fait à l’ancrage et non pas le long du tube. On peut voir
que la valeur pour SWCNT4 est beaucoup plus faible que pour les autres échantillons, ce
qui corrobore l’idée que l’échantillon n’a pas pu être testé dans un régime de tirage aussi
fort que les autres échantillons, l’ancrage a rompu avant.
Il est possible de montrer via des simulations électrostatiques [24] que pour obtenir un
courant de 10pA (seuil de détection) à partir d’un SWCNT il faut avoir un champ électrique
de l’ordre de F ∼ 1V/Å. Cela correspond à une contrainte σ = 0F 2/2 ∼ 0, 5 GPa. Pour
les échantillons SWCNT 1 à 3 le simple fait d’être en émission de champ nous place déjà
proche de la zone de rupture (sachant que σ ∝ V 2). Par contre pour SWCNT4 le régime
d’émission de champ ne devrait pas être atteignable car cela crée des contraintes déjà au
delà de la limite de rupture. Il est très probable qu’une particule se soit déposée au bout
du tube, augmentant localement l’eﬀet ampliﬁcateur de champ et permettant l’étude du
tube à des tensions moindres (pour une même tension nous avons plus de courant d’émis-
sion de champ via cette pollution). En revanche ce dépôt de particule ne modiﬁe pas ou
extrêmement peu la contrainte σ. Cela explique que nous puissions étudier cet échantillon
pour des contraintes plus faibles.
Finalement comme nous pouvons le voir sur les courbes expérimentales, la rupture de
l’ancrage n’est pas immédiate. Nous pouvons suivre l’évolution du facteur de qualité dans
la zone ou l’ancrage change signiﬁcativement avant la rupture. Pour faire une analogie
avec l’expérience classique de l’essai de traction, l’ancrage s’aﬃne et son module d’Young
diﬀérentiel diminue dans la gamme de tension de pré-rupture. Cela rend son ressort de
torsion beaucoup plus mou à mesure que la tension augmente. Nous avons tenté de rendre
compte de cet eﬀet sur nos représentations 3D : la ﬁgure 2.20 montre l’ancrage au repos et
la ﬁgure 2.12 montre l’ancrage qui s’aﬃne sous l’eﬀet de la traction.
2.6.5 Bruit de force et longueur
Une utilisation intéressante des NEMS est la mesure de force ultime mais celle-ci est
limitée par le bruit thermique. Les vibrations thermiques sont une source fondamentale
de bruit dans les systèmes mécaniques oscillants. La force associée à ce bruit thermique
73
CHAPITRE 2. CONTRÔLE EN TENSION DE FACTEURS DE QUALITÉ DE
NANOTUBES DE CARBONE
Echantillon SWCNT1 SWCNT2 SWCNT3 SWCNT4
σB (Gpa) 2,18 ± 0,16 2,01 ± 0,39 0,4 ± 0,05 0,038 ± 0,002
l (μm) 0,29 ± 0,007 0,70 ± 0,07 1,41 ± 0,09 0,49 ± 0,02
√
SFF (aN/
√
Hz) 0,97 ± 0,125 1,26 ± 0,071 0,67 ± 0,023 2,87 ± 0,21
Table 2.4 – Grandeurs complémentaires issues des ajustements : contrainte de rupture, longueur
des tubes, bruit de force.
est importante dans les systèmes sensibles car elle limite le seuil de détection du système.
Il sera impossible de détecter une force induisant une amplitude inférieure à celle de la
vibration thermomécanique. Ce bruit de force est déﬁni par [32] :
SFF = 4kBTBmeff
ω
Q
(2.89)
Avec kB la constante de Boltzmann, TB = 300K et meff ∼ 0, 5μL la masse eﬀective
du mode dans la limite de tirage fort (quand le mouvement devient celui d’une corde sans
élasticité) [33]. Pour estimer la longueur on utilise encore une fois (2πf0)2 = (E)I/(μL4)
soit :
L2 = 12πf0
√
(E)πr4
4μ
(2.90)
Ici L ne dépend que d’un seul paramètre f0 donc le changement de base n’est pas utile
car il ne peut y avoir de corrélations entre plusieurs paramètres. Comme L ∝ 1/√f0 on en
déduit ΔL = 0, 5LΔf0/f0. Ces données sont aussi récapitulées dans la table 2.4.
En ce qui concerne le bruit de force on voit qu’il dépend de ω/Q or comme Q croît plus
vite que ω ce bruit de force va diminuer lorsqu’on applique une tension DC. On s’intéresse
donc à la valeur SFF pour la tension expérimentale la plus élevée. En ce qui concerne
l’incertitude sur cette grandeur elle dépend de l’incertitude sur f0, ω et Q. L’incertitude
sur ω et Q est tirée des incertitudes expérimentales présentées en table 2.3. L’incertitude
sur f0 est celle donnée par l’ajustement. Nous avons une corrélation possible entre l’incerti-
tude sur le paramètre f0 et l’incertitude sur les mesures car si un des points change alors
l’ajustement change un peu. Pour la fréquence l’erreur est petite donc le point bougera peu
et l’ajustement ne changera pas beaucoup, on peut aisément le négliger. Pour le facteur de
qualité l’erreur est plus grande mais le calcul d’incertitude ne fait intervenir que le dernier
point du graphe Qmax. On suppose qu’un déplacement ΔQ de Qmax ne générera pas un
grand changement de f0 et que donc la corrélation est négligeable. Nous calculons alors :
√
SFFmin =
√
2kBTBμL
ωmax
Qmax
=
√
2kBTBμ 4
√
2π 8
√
(E)πr4
4μ
√
fmax
Qmax
1
4
√
f0
Δ
√
SFF =
√(
∂
√
SFFmin
∂fmax
Δfmax
)2
+
(
∂
√
SFFmin
∂Qmax
ΔQmax
)2
+
(
∂
√
SFFmin
∂f0
Δf0
)2
(2.91)
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Figure 2.27 – Données expérimentales et ajustement pour les fréquences et les facteurs de
qualité des échantillons SWCNT 1 à 4. Pour ces courbes nous avons utilisé un modèle dans lequel
nous faisons l’approximation E2  E1.
On remarque que pour deux échantillons (SWCNT 1 et 3) ce bruit de force est inférieur
à 1 aN/
√
Hz.
2.7 Discussion
2.7.1 Approximations
On revient dans cette partie sur l’approximation faite dans notre article publié sur le
sujet [34] qui est que E2 	 E1 soit Q−10 	 1. Or en regardant la table 2.5 obtenue avec
cette approximation, on peut voir qu’à faible tirage les facteurs de qualité sont aux alentours
de 10 et la validité de cette approximation commence à être discutable. Nous présentons
rapidement la méthode avec laquelle nous avons obtenus ces résultats. Les équations (2.74)
et (2.93) deviennent avec un développement limité :
f = f0
(
1 + i12Q
−1
0
)
kq (2.92)
κ2 = V
2
V 2c
(1 − iQ−10 ) (2.93)
La table 2.5 résume les résultats ainsi obtenus pour les paramètres de ﬁt et la table
2.6 résume les résultats pour les diﬀérentes grandeurs que nous avons déduites. SWCNT4
pour lequel nous avons le plus de points est l’ajustement le plus robuste. Les paramètres
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f0, Vc et Q0 varient peu sur SWCNT1, ce qui n’est pas le cas pour les autres. Sur les deux
échantillons restant qui ont moins de points tous les paramètres varient, en dehors de la
barre d’incertitude pour la plupart (voir tables 2.5 et 2.3). Ces résultats mettent en avant
les diﬃcultés de cet ajustement.
Premièrement certaines phases de l’ajustement sont délicates, notamment lors de la
résolution de l’équation transcendantale qui fait intervenir de grandes puissances de 10 par-
fois à la limite de la résolution numérique. L’écriture de l’algorithme lui même peut jouer
sur le résultat, notamment au niveau du nombre et de l’ordre des opérations. Par exemple
remplacer le paramètre d’ajustement V 2c par Vc modiﬁe un peu la solution stable trouvée
(et c’est encore une fois SWCNT4 l’échantillon le plus stable face à ce changement). Le
fait d’enlever une approximation et donc d’augmenter le nombre d’opérations change notre
solution ce qui n’est pas très surprenant. A ce niveau le changement est même indépendant
de la validité de l’approximation.
La seconde diﬃculté vient du fait que nous essayons d’estimer des paramètres liés à la
situation de repos, c’est à dire à 0V . Or les points expérimentaux dont nous disposons sont
éloignés d’une centaine de volts. Une petite modiﬁcation de notre ajustement au niveau des
points expérimentaux peut donc avoir une répercussion importante sur les paramètres à 0V .
En revanche malgré les changement observés les conclusions tirées de ce nouvel ajuste-
ment ne sont pas inﬁrmées. Les échantillons restent dans le même régime de tirage et les
interprétations physiques du modèle demeurent les mêmes. On remarque également que les
grandeurs (contrainte de rupture, longueur des tubes et bruit de force) sont relativement ro-
bustes. Encore une fois malgré les variations de valeur les interprétations restent les mêmes.
Au delà des incertitudes calculées, il faut cependant relativiser la justesse des paramètres
issus de l’ajustement et leur unicité. Les variations restent acceptables pour deux échan-
tillons. Sur l’échantillon SWCNT 4 qui est le plus robuste au changement d’ajustement
l’erreur n’excède pas 1, 8% sur les paramètres. Sur SWCNT 1 qui est un peu moins robuste
l’erreur varie de 0, 36% sur f0 à 16% sur C1. Pour SWCNT 2 et 3 le jeu de paramètres est
plus modiﬁé et dans ce cas on a plutôt une nouvelle solution : sur SWCNT 2 f0 et Vc sont
multipliés par 2, 15 et sur SWCNT 3 f0, Vc et Q0 varient d’un facteur 3, 5 à 3, 9. Malgré
cela pour tous les échantillons le critère sur χ20 est respecté et les incertitudes sur f et Q
restent similaires. De plus la qualité visuelle du ﬁt demeure identique (voir ﬁgure 2.27). Le
modèle reste capable d’expliquer le phénomène observé, mais est probablement plus juste
sans cette approximation en 1/Q2.
2.7.2 Dissipation à l’ancrage
Parmi les canaux de dissipation possibles, il en est un que nous n’avons pas considéré et
qui est la dissipation via l’ancrage (par un transfert d’ondes acoustiques entre le nanotube
et la pointe par exemple). Il est possible de prendre en compte ce type de canal dans notre
modèle en rendant la constante C1 complexe. Pour montrer ce que cela donne nous enlevons
la dissipation due à la viscoélasticité du modèle, donc le module d’Young E devient réel et
nous introduisons la dissipation à l’ancrage via C1. Ce qui donne à la place de l’équation
(2.78) :
α =
[
(C1 + iC2)2
V 2 − V 2B
]2
(2.94)
Le paramètre Q−10 disparaît car E est réel et donc :
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Echantillon SWCNT1 SWCNT2 SWCNT3 SWCNT4
f0 (MHz) 8,34 ± 0,45 0,688 ± 0,103 0,1 ± 0,02 2,97 ± 0,28
Vc(V) 2,35 ± 0,13 0,4 ± 0,06 0,23 ± 0,05 8,51 ± 0,81
Q0 23,57 ± 2 16,1 ± 0,56 18,45 ± 0,2 10 ± 2,78
C1(V) 34,4 ± 3,14 8,02 ± 1,1 5,01 ± 0,71 35,58 ± 7,22
VB(V) 120,86 ± 4,27 102,04 ± 0,88 91,86 ± 0,27 104,01 ± 3,69
Δf/f(%) 0,17 0,085 0,01 0,27
ΔQ/Q(%) 25 2,8 4 13,7
Points 48 12 8 36
χ20,f 21,85 3,44 1,65 15,42
χ20,Q 21,48 3,53 1,65 15,59
Table 2.5 – Résultats sur l’ensemble des échantillons avec l’approximation Q−10  1.
Echantillon SWCNT1 SWCNT2 SWCNT3 SWCNT4
σB (Gpa) 1,89 ± 0,14 3,86 ± 0,51 1,39 ± 0,28 0,038 ± 0,002
l (μm) 0,29 ± 0,008 1,02 ± 0,08 2,68 ± 0,27 0,49 ± 0,02
√
SFF (aN/
√
Hz) 0,97 ± 0,122 1,52 ± 0,06 0,92 ± 0,05 2,89 ± 0,209
Table 2.6 – Grandeurs complémentaires issues des ajustements avec l’approximation Q−10  1 :
contrainte de rupture, longueur des tubes, bruit de force.
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Figure 2.28 – a) Ajustement de la fréquence avec un modèle de dissipation purement à l’ancrage,
b) Ajustement du facteur de qualité pour le même modèle. Les résultats sont présentés pour
SWCNT1. Les paramètres utilisés sont f0 = 8, 34.106Hz, Vc = 2, 35V , C1 = 100V , C2 = 13V ,
VB = 128V .
f = f0kq
κ2 = V
2
V 2c
(2.95)
Les nouveaux paramètres de ce modèle sont donc (f0, V 2c , C1, C2, V 2B). Comme le ma-
tériau n’est plus viscoélastique la dissipation ne se produit plus qu’à l’ancrage et non sur
la globalité du tube. Ce modèle donne des résultats d’ajustement assez médiocres et nous
ne chercherons pas à obtenir les paramètres du meilleur ajustement pour une raison visible
en ﬁgure 2.28. Pour réaliser cette ﬁgure nous avons tracé les courbes avec le nouveau mo-
dèle de cette section mais avec des paramètres ﬁxes pour SWCNT1. f0 et Vc sont repris
du modèle de viscoélasticité avec ancrage mou ajustable en fréquence. C1, C2 et VB sont
variés jusqu’à avoir une courbe satisfaisante visuellement au moins pour les facteurs de
qualité du premier mode. Or en faisant ces tracés on remarque que le facteur de qualité à
fort tirage ne dépend pas du mode dans ce modèle, ce qui est contradictoire avec nos mesures.
Nous ne cherchons donc pas à avoir un algorithme d’ajustement complet pour ce modèle.
Ce canal de dissipation, bien que potentiellement présent, n’est ni le canal de dissipation
majoritaire ni la source du phénomène observé.
2.7.3 Auto oscillations
Le phénomène physique que l’on observe dans nos mesures est une diminution de la
dissipation via une diminution de la largeur en fréquence. Il existe un autre phénomène
présentant le même eﬀet : il s’agit des auto oscillations. En eﬀet lorsqu’un système approche
78
2.7. DISCUSSION
du seuil d’auto oscillation alors sa largeur en fréquence diminue jusqu’à s’annuler et devenir
négative. Une piste alternative pour l’interprétation de nos données serait donc l’approche
du seuil d’auto oscillation. Nous expliquons succinctement dans la suite le principe des auto
oscillations, les mécanismes qui peuvent y mener dans notre cas et un élément de preuve
qui nous permet d’écarter cette hypothèse.
2.7.3.1 Principe d’auto oscillation
L’auto oscillation est un phénomène caractérisé par une augmentation de l’amplitude
de vibration de l’oscillateur à chaque période. On associe donc couramment ce phénomène
à une dissipation d’énergie négative. Autrement dit il y a une rétroaction positive entre
l’oscillation et la modulation de la force motrice du système. Considérons d’abord un
oscillateur amorti non forcé en régime sous amorti (γ 	 ω0) :
x¨ + γx˙ + ω20x = 0 (2.96)
La solution bien connue est :
x(t) = x0 exp
(
−γ2
)
cos(ω0t + φ) (2.97)
Dans ce cas à cause de la dissipation d’énergie via le terme γx˙ les oscillations sont
amorties et l’amplitude diminue au cours du temps. Imaginons maintenant qu’une force
extérieure s’applique sur le système, dont l’expression serait Fx˙. Dans ce cas l’équation
devient :
x¨ + (γ − F )x˙ + ω20x = 0 (2.98)
Et la solution prend la forme :
x(t) = x0 exp
(
F − γ
2
)
cos(ω0t + φ) (2.99)
Si F devient plus grand que γ alors la dissipation change de signe. Dans ce cas les
oscillations ne sont plus amorties mais leur amplitude augmente exponentiellement. L’amor-
tissement négatif est associé à une force entretenant le mouvement : plus l’oscillateur va
vite plus il est poussé par cette force dans la direction de sa vibration. Le déphasage qui
apparaît naturellement est alors de π/2 (entre x˙ et x). L’amplitude de vibration va aug-
menter jusqu’à ce que des termes non linéaires apparaissent pour limiter ce phénomène. La
modélisation complète de ce phénomène se traduit donc par l’ajout d’un terme non linéaire
qui empêche les solutions de diverger. C’est ce qu’on appelle un oscillateur de Van der Pol
dont l’équation est [35] :
x¨ + (x2 − 1)x˙ + ω20x = 0 (2.100)
L’approche des auto oscillations est donc caractérisée par une diminution de la largeur
de la résonance, soit une augmentation du facteur de qualité.
Un oscillateur tel qu’on le déﬁnit habituellement n’a pas une dissipation négative et
l’on va atteindre ce cas de ﬁgure via des phénomènes de couplage. Prenons maintenant
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Figure 2.29 – Représentation d’un nanotube en émission de champ en circuit électrique équi-
valent.
un exemple plus proche de notre étude en gardant un modèle simple. On considère un
oscillateur amorti sur lequel s’exerce une force électrique. En eﬀet le nanotube de carbone
est chargé et son mouvement oscillant entraîne ces charges. Cela aboutit à une équation
mécanique couplée avec une équation électrique. Dans un modèle simpliste on écrit :
x¨ + 1
Q
x˙ + x = HU¯U
rU˙ + U = −αx
(2.101)
La première équation est l’équation mécanique et la deuxième l’équation électrique.
On considère qu’au bout du tube on a une tension U¯ + U avec U¯ la partie DC et U une
composante oscillante. La force électrostatique qui s’applique sur le tube due à cette tension
est C ′(U¯ + U)2/2. Dans l’équation on a développé ce terme et on a gardé le terme AC
au premier ordre, soit C ′U¯U . Le pré-facteur est noté H. α est une transduction qui fait
le lien entre déplacement et tension. r est la constante de temps caractéristique du circuit
électrique modélisé par une équation du premier ordre (un circuit RC). On considère un
système oscillant avec un déphasage φ entre la tension et le déplacement. On a donc x qui
varie en exp(iωt) et U qui varie en exp[i(ωt + φ)]. Ce qui nous donne dans la deuxième
équation de (2.101) :
U = −αx(1 − iωr)1 + (ωr)2 (2.102)
Or on sait que iωx = x˙. L’équation précédente injectée dans la première équation de
(2.101) donne :
x¨ + x˙
(
1
Q
− HU¯rα1 + (ωr)2
)
+ x
(
1 + HU¯α1 + (ωr)2
)
(2.103)
On peut voir avec cette équation que le système couplé va entrer en auto-oscillations
lorsque le terme multiplicatif de x˙ associé à la dissipation devient négatif. Cela dépend de
U¯ et de r. On peut voir que la condition qui maximise le terme négatif et donc favorise
l’entrée en auto oscillations est ωr = ωRC ∼ 1. Ce critère ne garanti pas une entrée en auto
oscillation et s’en éloigner n’exclut pas le phénomène non plus. Cependant il nous indique
si le système est plus ou moins favorable.
2.7.3.2 Auto oscillations dans un nanotube de carbone en émission de champ
Les équations régissant notre système sont plus complexes que ce qui a été introduit
précédemment et nous présentons dans cette section une étude plus rigoureuse. Le nanotube
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de carbone que nous étudions peut être représenté par le circuit électrique montré en ﬁgure
3.11. R comprend la résistance propre du tube et la résistance de contact avec la pointe,
C la capacité formée avec l’extérieur, IFN est le courant d’émission de champ, U¯ + U est
le potentiel au bout du tube et V la tension appliquée sur la pointe. L’équation électrique
correspondante est :
V − (U¯ + U)
R
− IFN = d
dt
[C(U¯ + U)]
= C˙(U¯ + U) + CU˙
(2.104)
L’équation mécanique quant à elle s’écrit :
x¨ + Γ0x˙ + ω20x =
C ′
2m (U¯ + U)
2
= C
′
m
U¯U
(2.105)
Ici nous n’avons gardé que les termes AC dans l’équation. Nous allons faire de même
pour l’équation électrique. Or le courant d’émission de champ n’est pas constant. Il dépend
de la tension et de la position. En eﬀet dans l’équation (2.6) J dépend de F le champ
électrique qui vaut ici β(U¯ + U). La dépendance en U est explicite et β dépend de x. En
eﬀet si x varie la distance entre le tube et la contre électrode varie (voir section 2.2.3.2). Si
on fait un développement de Taylor autour de U¯ et x0 la position d’équilibre du tube on a
donc :
IFN (U, x) = IFN (U0, x0) +
∂I
∂x
∣∣∣∣
x=x0
x + ∂I
∂U
∣∣∣∣
U=U0
U (2.106)
De la même façon C dépend de x et on déﬁnit :
C = C0 +
∂C
∂x
∣∣∣∣
x=x0
x
= C0 + C ′x
(2.107)
L’équation électrique se réduit alors à (en ne gardant que les termes AC de premier
ordre) :
C ′x˙U¯ + C0U˙ = −U
R
− ∂I
∂U
U − ∂I
∂x
x(
1
R
+ ∂I
∂U
)
U + C0U˙ = −∂I
∂x
x − C ′U¯ x˙
(2.108)
Dans cette équation le terme U˙ est primordial car il introduit un déphasage entre la
tension et la position qui permet au système de gagner de l’énergie. Par la même méthode
que la section précédente on peut montrer que :
x¨ + x˙
[
Γ0 +
C ′ReU¯
m
(
C ′U¯ − C0 ∂I
∂x
)]
+ x
[
ω20 +
C ′ReU¯
m
(
∂I
∂x
+ ReC0C ′U¯ω2
)]
= 0
(2.109)
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Avec 1/Re = 1/R + ∂I/∂U . On voit apparaître dans le terme en pré-facteur de x˙ un
terme moteur en ∂I/∂x et un terme freinant en C ′. Ce n’est que lorsque ce pré-facteur
devient négatif que l’oscillateur entre en auto oscillations et la frontière est donc plus
complexe que le simple critère sur ωRC. Cependant nous ne connaissons pas C ′ ou ∂I/∂x,
il n’est donc pas possible de conclure déﬁnitivement sur l’apparition d’auto oscillations dans
nos expériences. Nous nous restreindrons donc au critère ωRC par une estimation de R et
de C dans notre système pour se donner une idée de la probabilité d’auto oscillations.
2.7.3.3 Estimation du critère ωRC
Nos fréquences de résonance sont entre 20MHz et 500MHz soit ω ∼ [108, 109rad.s−1].
Pour estimer R et C on se base sur la référence [24]. Dans cet article sur le blocage de
Coulomb à température ambiante des valeurs de capacité on été obtenues grâce à des simu-
lations électrostatiques. La capacité C pour le nanotube de carbone peut être décomposée
en deux capacités C1 avec la pointe et C2 avec l’environnement et C = C1 + C2. Dans
notre géométrie le tube est très peu lié à son environnement donc C1 domine, or elle n’a
pas d’expression analytique. Nous voulons donc utiliser les ordres de grandeur trouvés dans
l’article. Cette capacité dépend du rayon de la pointe et de la longueur des tubes. Ici les
variations sont de 466zF pour un tube de 10nm à 1, 26aF pour un tube de 60nm, le tout
pour une pointe dont le rayon de courbure à l’apex est d’environ 100 nm. Pour estimer le
rayon de nos pointes nous utilisons l’équation (2.11) en sachant que le champ typique pour
entrer en émission de champ avec une pointe est de 3V/nm et que nos pointes émettent
entre 500V et 1500V . Ce qui nous donne un rayon r ∼ [30nm, 100nm], ce qui est du même
ordre de grandeur. Pour la capacité, on estime qu’elle varie linéairement avec la longueur
du tube tant que celle ci n’est pas du même ordre de grandeur que le rayon de courbure de
la pointe [36]. Les résultats du tableau 2.4 indiquent une longueur des tubes entre 300nm
et 3μm. On en déduit une valeur de C ∼ [5aF, 50aF ].
Pour la résistance on suit le raisonnement suivant : pour notre géométrie à partir du
moment ou la résistance R dépasse la valeur h/4e2 = 6, 5kΩ (avec h la constante de Planck
et e la charge élémentaire de l’électron) alors on peut voir apparaître le phénomène de
blocage de Coulomb [37]. En pratique dépasser ce seuil ne suﬃt pas forcément à avoir la
résolution nécessaire pour voir le phénomène (qui se traduit par une oscillation dans les
courbes IV d’émission de champ et dans les courbes fréquence de résonance en fonction de
la tension appliquée sur le tube). On prend donc une marge sur cette valeur et on considère
que R ∼ [100kΩ, 1MΩ], au delà nous aurions probablement vu du blocage de Coulomb
dans les graphes de tuning.
Cela nous donne ωRC ∼ [5.10−5, 5.10−2]. La borne supérieure n’est pas si éloignée de 1
même si elle est probablement surévaluée. Ces valeurs indiquent que nous ne sommes pas
dans le régime le plus favorable aux auto oscillations mais ce critère ne permet en aucun
cas de les écarter formellement. Pour cela une étude plus poussée serait nécessaire. Cette
autre piste reste donc ouverte même si le bon accord de notre modèle mécanique semble
satisfaisant.
2.8 Conclusion
Ce chapitre aborde la méthode de croissance de nanotubes de carbone mono-feuillets et
leur étude mécanique sous fort tirage en conﬁguration d’émission de champ. Ces travaux
sont motivés par la problématique de la compréhension des phénomènes de dissipation dans
les structures à base de graphène dans le but d’atteindre une meilleure maîtrise de ces
excellents résonateurs mécaniques. Notre étude montre que la dissipation intrinsèque dans
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les nanotubes de carbone mono feuillets en conﬁguration encastré libre est de nature visco-
élastique et que l’application d’un fort tirage permet de la diminuer drastiquement. Ce type
d’eﬀet a déjà été observé sur des structures avec un tirage ﬁxe préalablement appliqué [38].
Nous atteignons ainsi des facteurs de qualité jusqu’ici inégalés pour ce type d’échantillons
à température ambiante (Q > 25000). La conﬁguration utilisée nous permet d’atteindre
de tels résultats car elle supprime les autres canaux de dissipation qui masqueraient les
phénomènes viscoélastiques (un seul point d’ancrage, matériau conducteur, pas de surface
proche, UHV...). Cependant nous attribuons l’importante variation du facteur de qualité à
l’eﬀet d’ancrage mou. Un comportement similaire a été observé récemment sur des cristaux
phononiques avec une masse eﬀective un million de fois plus élevée [39]. Un des problèmes de
notre étude est que les points sont peu dispersés en tension. Une solution serait de réaliser
l’étude à la fois en FEM et en FIM. Cependant la méthode de croissance utilisée ne permet
pas d’appliquer des tensions suﬃsamment élevées pour atteindre le seuil de détection en
FIM à température ambiante. Une méthode de croissance plus robuste peut être appliquée
mais des test préliminaires montrent que le régime de FIM est tout juste atteint avant la
rupture de l’ancrage dans ce cas. L’émission ionique étant plus favorable à des températures
cryogéniques les prochaines perspectives seraient donc d’utiliser la même géométrie avec un
système de refroidissement adapté à de telles températures. Ainsi il serait possible d’obtenir
des mesures à la fois en émission ionique et en émission de champ, donc sur des plages de
tensions distinctes et éloignées, ce qui permettrait de renforcer la robustesse du modèle. Ces
résultats ouvrent des perspectives d’utilisation des ces échantillons en conﬁguration AFM
pour des capteurs de force ultra sensibles : par exemple pour la détection de spin unique
[40] ou pour la mesure d’interactions faibles (force de Casimir ou Van Der Waals) [41]. Le
bruit de force dans nos échantillons, bien que supérieur à ce qui est atteignable dans un
cryostat [42], tombe sous le seuil des 1aN/
√
Hz pour deux d’entre eux, ce qui rejoint les
meilleurs résultats expérimentaux atteints à température ambiante [43].
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Chapitre 3
Machine thermique mécanique
stochastique
3.1 Introduction
Dans ce chapitre nous allons étudier la réalisation d’une machine thermique minia-
ture constituée d’un nanoﬁl vibrant sous UHV. Du fait de ses faibles dimensions, cette
nano-structure ne peut stocker et échanger que de faibles quantités d’énergie, typiquement
quelques mkBT 1. Or pour réaliser une machine thermique nous avons besoin de mettre
cette structure en contact avec un bain thermique et il se trouve que les ﬂuctuations de
ce bain sont du même ordre ou supérieures à ses échanges avec le système. Notre machine
thermique se place donc nécessairement dans le domaine de la physique stochastique pour
réussir à isoler l’énergie propre de notre structure au milieu des ﬂuctuations de ce bain
thermique. Nous utiliserons donc la thermodynamique stochastique[1, 2], adaptée aux pe-
tites échelles, qui redéﬁnit les principes de la thermodynamique macroscopique pour des
grandeurs moyennées.
Les fondements de la thermodynamique reposants sur le cycle de Carnot[3], c’est le
premier objectif d’étude que nous nous ﬁxons. Le but des travaux présentés est de réussir à
reconstituer un cycle complet de Carnot pour un nanoﬁl vibrant, d’être capable de mesurer
les énergies pertinentes et ﬁnalement de mesurer le rendement de ce cycle. De précédentes
études ont conﬁrmé le cadre théorique de la thermodynamique stochastique et une telle
machine est capable d’atteindre le rendement ultime de Carnot[4, 5].
3.2 Cycle de Carnot
Dans un premier temps nous expliquons comment réaliser un cycle de Carnot avec un
nanoﬁl. Si on prend le cas d’école d’un gaz parfait pour réaliser un cycle thermodynamique
moteur on a besoin d’une source chaude à la température Th, d’une source froide à la tempé-
rature Tc et de quatre transformations jouant sur trois paramètres qui sont la température,
la pression et le volume. Ces quatre transformations sont :
1. Une expansion isotherme à la température de la source chaude. Durant cette phase
la source chaude fournit au gaz une chaleur Qh équivalente au travail eﬀectué par
1. A lire ’milli kBT ’. Nous utilisons cette notation pour signiﬁer que nous avons divisé l’énergie par kBT
pour la normaliser puis multiplié par 103 pour obtenir un ordre de grandeur plus parlant.
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Figure 3.1 – Représentation en diagramme PV des 4 transformations nécessaires à la réalisation
d’un Cycle de Carnot. Tc et Th indiquent les deux courbes isothermes. Les points de départ de
chaque transformation sont associés au numéro de la description du cycle dans le corps du texte.
On représente pour chacun de ces points la variation d’amplitude de vibration du ﬁl liée à la
variation de pression et de température.
celui ci car comme la température est constante l’énergie interne ne varie pas. On a
donc ΔU = W + Q = 0 avec W le travail, Q la chaleur et U l’énergie interne.
2. Une expansion adiabatique. Pendant cette étape le gaz est isolé thermiquement donc
la chaleur échangée est nulle.
3. Une compression isotherme à la température de la source froide. Pendant cette étape
le gaz fournit une quantité de chaleur Qc à la source froide équivalente au travail
eﬀectué sur lui, pour la même raison que le point 1.
4. Une compression adiabatique qui ramène le système au point de départ. Le travail
exercé sur le gaz compense celui de la phase 2.
A l’issue du cycle le gaz a fourni un travail W < 0 (on prend la convention de l’énergie
entrante positive) en contrepartie d’un apport de chaleur Qh. On déﬁnit le rendement d’un
tel cycle comme :
η = − W
Qh
= 1 − Tc
Th
(3.1)
Ce rendement qu’on appelle le rendement de Carnot n’est jamais unitaire sauf si la source
froide est à 0K. Il est la limite fondamentale du rendement des machines thermiques[3].
Pour faire le lien entre les paramètres du nanoﬁl et ceux d’un gaz parfait nous faisons
un parallèle entre l’équation d’état d’un gaz parfait et l’équipartition de l’énergie[6].
PV = nRT
k
〈
x2
〉
= kBT
(3.2)
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La moyenne quadratique du déplacement x est le volume exploré par le nanoﬁl, la raideur
est équivalente à la pression.
Il nous manque un moyen de faire varier ces paramètres. Or dans le chapitre 2 nous
avons vu en section 2.4.1.3 qu’appliquer une tension DC sur un nanoﬁl ou nanotube permet
de changer sa fréquence de résonance et k = mω2. Pour modiﬁer la température nous
utilisons les notions vues dans la section 2.7.3.2. Si nous appliquons une tension entre
l’échantillon et une contre électrode du type V = V¯ + V˜ , V¯ étant une composante DC
et V˜ étant une composante AC, alors une force capacitive C ′V¯ V˜ s’exerce sur le ﬁl. Si
pour la composante AC on choisit un bruit électrique possédant les caractéristiques d’un
bruit blanc gaussien alors cette force est de la même nature que la force thermique à
laquelle est soumis l’échantillon et elle s’ajoute à celle ci. Cela revient à avoir une force
thermique plus forte appliquée sur l’échantillon, autrement dit une température plus élevée.
Une autre façon de voir les choses est que l’on met le système en contact avec un réservoir
actif de la même nature qu’un bain thermique et qui lui fournit de l’énergie. Cela a pour
eﬀet d’augmenter la température eﬀective de l’échantillon[7, 8], à ne pas confondre avec la
température associée à l’équilibre thermodynamique avec le bain thermique. La ﬁgure 3.1
montre les diﬀérentes branches de cycle de Carnot sur un diagramme PV avec l’évolution
concomitante de l’amplitude de vibration du ﬁl.
3.3 Théorie de la thermodynamique stochastique
3.3.1 Travail et chaleur
Dans cette section nous exposons les bases théoriques de la thermodynamique stochas-
tique pour notre système. Ce dernier est un nanoﬁl collé sur une pointe. Il peut être modélisé
par un oscillateur harmonique à deux degrés de liberté avec une masse eﬀective meff = m/4
où m est la masse du nanoﬁl (ceci est valable si l’on étudie l’amplitude de vibration au
bout du nanoﬁl)[9], et d’amortissement Γ0. L’équation qui régit cet oscillateur est alors
l’équation de Langevin [10] :
meff x¨ + meffΓ0x˙ + kx = f(t) (3.3)
Avec k la constante de raideur liée à la pulsation de résonance ω0 du ﬁl par k = meffω20 .
f(t) est la force de Langevin qui modélise l’interaction entre le nanoﬁl et le bain thermique,
i.e les chocs entre les particules du bain thermique et le nanoﬁl. Comme nous sommes sous
UHV il serait même plus juste de parler d’échange d’énergie au sens large (notemment
avec le support du nanoﬁl). Ce type de force sert typiquement à modéliser le mouvement
Brownien[11, 12]. Cette force a deux propriétés [13, 14] :
< f(t) > = 0
< f(t)f(t′) > = 2meffΓ0kBTδ(t − t′)
(3.4)
La première égalité indique qu’en moyenne la force est nulle, si on moyenne suﬃsamment
longtemps on a des chocs dans toutes les directions et la résultante de toutes ces forces
s’annule. La deuxième équation stipule que cette force n’a pas de corrélation temporelle,
ce qui se passe à t et t′ n’est pas lié. Si t = t′ alors on trouve le moment d’ordre 2
qui diverge à cause de la distribution de Dirac. Le coeﬃcient multiplicateur découle du
théorème de ﬂuctuation dissipation (en utilisant la transformée de Fourrier). L’idée de
la thermodynamique stochastique est d’introduire les notions de travail, de chaleur et
d’énergie interne à partir de l’équation du mouvement (3.3). Pour cela on commence par
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déﬁnir l’énergie interne du système qui est constitué d’un terme d’énergie potentielle et
d’un terme d’énergie cinétique qu’on ne peut négliger car le système est sous amorti (nous
sommes sous UHV et Γ0 	 ω). A partir de ce point nous noterons la masse eﬀective m par
simplicité.
U = 12kx
2 + 12mv
2 (3.5)
Le terme de gauche est l’énergie potentielle et celui de droite l’énergie cinétique. Cette
énergie est une fonction d’état de x, v et k (position, vitesse, raideur)(nous ne prenons pas
en compte de variation de masse mais cela serait possible, voir la ﬁn de la section 3.10.2.3).
L’amplitude de vibration x(t) sera mesurée dans le référentiel tournant avec un détecteur
synchrone. On déﬁnit donc :
x(t) = X(t)cos(ωt) − Y (t)sin(ωt) (3.6)
avec X(t) et Y (t) deux fonctions dont la variation temporelle est lente par rapport au
cosinus et au sinus (on négligera leur dérivée première)[15]. Le choix du signe apparaîtra
en section 3.6. On peut dès lors écrire :
x2(t) = X2(t)cos2(ωt) + Y 2(t)sin2(ωt) − 2X(t)Y (t)cos(ωt)sin(ωt)
v2(t) = ω2X2(t)sin2(ωt) + ω2Y 2(t)cos2(ωt) + 2ω2X(t)Y (t)cos(ωt)sin(ωt)
(3.7)
Si l’on moyenne les équations (3.7) on obtient :
〈
x2
〉
= 12
〈
X2
〉
+ 12
〈
Y 2
〉
〈
v2
〉
= ω
2
2
〈
X2
〉
+ ω
2
2
〈
Y 2
〉
= ω2
〈
x2
〉
(3.8)
Avec (3.5) on peut réécrire l’équation (3.3) :
mx¨ + mΓ0x˙ +
∂U
∂x
∣∣∣∣
(v,k)
= f(t) (3.9)
On va maintenant déﬁnir la chaleur dans un premier temps. Pour bien visualiser les
échanges énergétiques on a besoin de déﬁnir trois ensembles.
— Le système : c’est notre nanoﬁl vibrant. Son état est déﬁni par un point (x, p = mv)
dans l’espace des phases.
— L’environnement thermique : c’est le bain auquel notre système est connecté. L’éner-
gie échangée avec ce bain est par déﬁnition de la chaleur. Ce sous ensemble n’est
caractérisé que par sa température T et il est immuable. Toute interaction avec le
système est suivie d’un retour instantané à l’équilibre thermodynamique. Le coeﬃ-
cient de friction Γ0 ainsi que la température T caractérisent son interaction avec le
système et donc l’importance de la force de Langevin f(t)
— Le système externe : il s’agit d’un agent extérieur capable de contrôler l’énergie
potentielle du système via un paramètre, ici k la constante de raideur du système.
On spéciﬁe externe car l’évolution du paramètre k n’est pas régie par l’équation (3.3).
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Soit un déplacement dx de notre oscillateur sur une durée dt. La variation inﬁnitésimale
d’énergie du système causée par son interaction avec l’environnement thermique est alors
le produit entre la force appliquée par l’environnement thermique sur le système et le
déplacement :
δQ = (−mΓ0x˙ + f(t)) ◦ dx (3.10)
Le symbole ◦ dénote un produit de Stratonovich qui permet de conserver les règles du
calcul diﬀérentiel pour des grandeurs ﬂuctuantes (voir annexe C)[16]. Si cette énergie est
positive alors elle est fournie au système par l’environnement thermique, ce qui est une
chaleur par déﬁnition (un transfert désordonné d’énergie cinétique par chocs aléatoires).
Grâce à l’équation (3.3) en utilisant p = mv alors on peut remplacer (3.10) par :
δQ =
(
dp
dt
+ ∂U
∂x
∣∣∣∣
(p,k)
)
◦ dx (3.11)
Pour déﬁnir le travail nous remodelons cette équation. D’une part :
dp
dt
◦ dx = dp
dx
dx
dt
◦ dx
= p
m
◦ dp
(3.12)
D’autre part :
∂U
∂x
∣∣∣∣
(p,k)
◦ dx = dU(x, p, k) − ∂U
∂p
∣∣∣∣
(x,k)
◦ dp − ∂U
∂k
∣∣∣∣
(x,p)
◦ dk
= dU(x, p, k) − p
m
◦ dp − ∂U
∂k
∣∣∣∣
(x,p)
◦ dk
(3.13)
En injectant (3.12) et (3.13) dans (3.11) alors on trouve :
dU = δQ + ∂U
∂k
∣∣∣∣
(x,p)
◦ dk (3.14)
Cette équation n’est autre que le premier principe de la thermodynamique. Par identiﬁ-
cation le terme de droite dans le second membre est donc le travail.
δW = ∂U
∂k
∣∣∣∣
(x,p)
◦ dk (3.15)
En remplaçant les dérivées par leurs valeurs et en moyennant les équations (3.11) et
(3.15) aﬁn de pouvoir utiliser l’équation (3.8) on trouve :
〈δW 〉 = 12
〈
x2
〉 ◦ dk
〈δQ〉 = 12m ◦ d
[
ω2
〈
x2
〉]
+ 12k ◦ d
〈
x2
〉 (3.16)
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3.3.2 Transformations thermodynamiques
Comme nous l’avons vu dans la section 3.2 pour construire une machine thermique
de Carnot nous avons besoin de transformations isothermes et adiabatiques. Nous nous
intéressons dans la suite au calcul du travail et de la chaleur pour de telles transformations.
3.3.2.1 Transformation isotherme
Nous rappelons l’équipartition de l’énergie pour notre oscillateur kBT = k < x2 >=
mω2 < x2 > qui lie nos paramètres, avec ici une température constante sur l’ensemble de
la transformation. En utilisant l’équipartition dans l’équation (3.16) on trouve en moyenne
pour chaque variation inﬁnitésimale de k une quantité de travail associée :
〈δW 〉 = 12
kBT
k
◦ dk (3.17)
Pour obtenir le travail total sur la branche on intègre sur toute la transformation :
〈W 〉 = 12
∫
kBT
k
◦ dk
= kBT ln
(
ωf
ωi
) (3.18)
Avec ωi la pulsation avant la transformation et ωf la pulsation après. On fait de même
pour la chaleur, cependant on peut remarquer que dans l’équation (3.16) le premier terme
pour le travail en d(ω2 < x2 >) est nul car cette grandeur est constante sur une branche
isotherme. Il ne reste donc que le terme de droite à intégrer.
〈Q〉 = 12
∫
k ◦ d 〈x2〉
= 12
∫
kBT
〈x2〉 ◦ d
〈
x2
〉
= −kBT ln
(
ωf
ωi
) (3.19)
Finalement on trouve 〈Q〉 = −〈W 〉 ce qui est le résultat attendu pour une branche
isotherme.
3.3.2.2 Transformation adiabatique
Pour ce type de transformation on doit garder le volume de l’espace des phases exploré
par le système constant[17, 18]. Pour un gaz parfait la condition adiabatique est donnée
par la loi de Laplace PV γ = cst ou encore P γ−1/T γ = cst avec γ = Cp/Cv. Cp et Cv
sont respectivement les capacités thermiques isobares et isochores. Pour un gaz parfait
monoatomique on a Cv = nR/2 et Cp = Cv + R avec n le nombre de degrés de liberté et
R la constante des gaz parfaits.
Mécaniquement nous avons vu que nous traitons notre nanoﬁl comme un oscillateur
harmonique amorti du second ordre soumis à une force stochastique. Notre système a donc
deux degrés de liberté ce qui nous donne Cv = R, Cp = 2R et γ = 2. La transformation adia-
batique doit donc vériﬁer P/T 2 = cst ↔ k/T 2 = cst. Nous avons raisonné par analogie il est
évidemment possible de faire une démonstration rigoureuse [19]. Il convient de noter qu’à
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cause de la nature de notre système une transformation ne peut être adiabatique à cause
des transferts thermiques inévitables entre un système microscopique et son environnement.
Une trajectoire unique ne sera donc jamais adiabatique. En revanche la condition que nous
avons décrite permet de satisfaire à la condition de microadiabaticité : en moyennant sur
un grand nombre de trajectoires l’échange thermique entre le système et l’environnement
sera nul.
Pour une transformation on a donc à tout instant pour la raideur et la température :
T =
√
k
ki
Ti (3.20)
Ou on a déduit la constante à partir de l’état initial i de la transformation. En reprenant
l’équation (3.16), en passant à l’intégrale, en utilisant l’équipartition de l’énergie et en
injectant l’équation précédente on a :
〈Q〉 = 12
∫
d (kBT ) +
1
2
∫
k ◦ d
(
kBT
k
)
= kBT0
2
√
ki
∫
d
√
k + kBT0
2
√
ki
∫
k ◦ d
(√
k
k
)
= 0
(3.21)
On retrouve bien que la chaleur échangée est nulle pour une transformation adiabatique.
On fait de même pour le travail :
〈W 〉 = 12
∫ (
kBT
k
)
◦ dk
= kBTi
2
√
ki
∫ (√
k
k
)
◦ dk
= kBTi
(
ωf
ωi
− 1
)
(3.22)
3.4 Fabrication des échantillons
Avant toute chose nous avons besoin d’un échantillon adapté à nos besoins. Nous choi-
sissons d’utiliser des nanoﬁls en carbure de silicium (SiC) pour leurs propriétés mécaniques
[20, 21, 22] et leur facilité d’accès [23]. Cependant nous avons deux problèmes potentiels
avec ce matériau. Premièrement il s’agit d’un matériau résistif, donc en appliquant une
tension pour modiﬁer la fréquence de résonance nous risquons d’introduire une dissipation
électrostatique qui va parasiter notre signal. Ensuite, nous souhaitons mesurer une seule
des deux polarisations mécaniques 2 car nous avons besoin de mesurer des évolutions de
signal de résonance en fonction de tensions AC ou DC appliquées qui vont modiﬁer la
température eﬀective et/ou la fréquence de résonance (en pratique nous mesurons la va-
riance d’un signal dont la fréquence évolue). Or ces eﬀets dépendent de la capacité que
l’échantillon forme avec son environnement ainsi que de ses dérivées spatiales. Ces valeurs
2. La vibration d’un cylindre encastré-libre peut se décomposer dans une base avec deux directions
privilégiées orthogonales. Si la symétrie est parfaite la fréquence associée à ces deux directions est la même.
Une asymétrie de l’objet induit un écart de fréquence. Ces deux directions privilégiées associées chacune à
une fréquence diﬀérente sont ce qu’on appelle les polarisations mécaniques [24].
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Figure 3.2 – Mesure des deux polarisations mécaniques entre le point de départ et le point
d’arrivée de la mesure. La fréquence de résonance et le signal de chacun des pics a évolué à cause
de l’application de tensions sur l’échantillon. L’eﬀet des tensions n’étant pas le même pour chacune
des polarisations on ne souhaite en mesurer qu’une. On déﬁnit une zone de mesure ﬁxe de 3kHz
qui contient une des deux polarisations et ses variations de fréquence pendant la mesure. On a
intérêt à écarter les deux polarisations aﬁn que la polarisation non mesurée n’empiète pas sur notre
zone de mesure quand sa fréquence change.
sont à priori diﬀérentes pour les deux polarisations car l’environnement électrostatique est
complexe. Nous avons une électrode, une contre électrode mais également des lentilles qui
perturbent le champ électrique à proximité. Il est donc dans notre intérêt de séparer les
polarisations au maximum en fréquence (donc d’accentuer la dissymétrie du nanoﬁl) pour
être capable au maximum de distinguer les signaux issus des deux polarisations. La ﬁgure
3.2 illustre le déplacement en fréquence de notre signal et la nécessité de bien séparer les
polarisations. Pour réaliser cela nous eﬀectuons un dépôt GIS (Gas Injection System) sous
MEB (Microscope Electronique à Balayage) de platine sur le nanoﬁl en SiC.
3.4.1 Perturbation de la fréquence de résonance
Nous étudions l’eﬀet d’un ajout de matière sur la fréquence de résonance d’un oscil-
lateur pour essayer d’optimiser l’eﬀet de notre dépôt [25]. Pour cela nous revenons à des
notions de mécanique continue évoquées dans la section 2.4.1. Nous rappelons l’équation
du mouvement :
ρS
∂2y
∂t2
= T ∂
2y
∂x2
− EI ∂
4y
∂x4
(3.23)
En normalisant les temps par
√
EI/(μL4) et les distances par L (longueur du nanoﬁl)
et en cherchant des solutions sous la forme y(x, t) = Y (x) exp(jωt) on a :
Y ′′′′ − κ2Y ′′ = ω2Y (3.24)
Avec κ =
√
TL2/(EI). Nous avons vu que pour cette équation on peut calculer les ωn
du système et les déformées Yn(x) associées pour les diﬀérents modes. Pour voir ce qu’une
94
3.4. FABRICATION DES ÉCHANTILLONS
perturbation va changer dans ces solutions nous appliquons un équivalent de la théorie des
perturbations en physique quantique [26]. On déﬁnit alors un produit scalaire :
〈Yn|Ym〉 =
∫ 1
0
YnYmdx (3.25)
Nous déﬁnissons un opérateur H = ∂4∂x4 − κ2 ∂
2
∂x2 ainsi que son action sur les fonctions
de l’espace :
〈Yn|H|Ym〉 =
∫ 1
0
Yn
[
∂4Ym
∂x4
− κ2 ∂
2Ym
∂x2
]
dx (3.26)
Dans l’espace des fonctions qui respectent les conditions de bord d’un oscillateur encastré
libre que nous avons décrit dans le chapitre 2 cet opérateur est hermitien (ou auto-adjoint) ce
qui implique que 〈Yn|H|Ym〉 = 〈Ym|H|Yn〉 et 〈Yn|Ym〉 = δn,m. Supposons une perturbation
de notre opérateur λ qui va impliquer un changement de pulsation ω2n+δ(ω2n) et de déformée
|Yn〉 + |δYn〉.
(H + λ)(|Yn〉 + |δYn〉) = (ω2n + δ(ω2n))(|Yn〉 + |δYn〉) (3.27)
Au premier ordre en perturbation cela nous donne :
H |δYn〉 + λ |Yn〉 = ω2n |δYn〉 + δ(ω2n) |Yn〉
(H − ω2n) |δYn〉 + λ |Yn〉 = δ(ω2n) |Yn〉
(3.28)
On suppose que la perturbation ne fait pas sortir la nouvelle déformée de l’espace initial
des solutions, soit :
〈Yn + δYn|Yn + δYn〉 = 1
〈Yn|Yn〉 + 〈Yn|δYn〉 + 〈δYn|Yn〉 + 〈δYn|δYn〉 = 1
(3.29)
Dans le membre de gauche le premier terme est unitaire par déﬁnition du produit scalaire
et le dernier terme est négligeable car d’ordre 2. On a alors :
〈Yn|δYn〉 = −〈δYn|Yn〉 = 0 (3.30)
Car le produit scalaire est symétrique. En multipliant l’équation (3.28) par 〈Yn| et en
utilisant le résultat de (3.30) on obtient :
〈Yn|λ |Yn〉 = δ(ω2n) (3.31)
Considérons maintenant un nanoﬁl parfaitement circulaire de rayon r. On réalise ensuite
un dépôt quasi demi elliptique avec un demi petit axe r et un demi grand axe R. Le dépôt
est fait sur une longueur h de la longueur totale L du ﬁl (voir ﬁgure 3.3). Le dépôt ne va
pas perturber le terme de traction en T , on ne considère donc qu’une variation du premier
terme de l’hamiltonien (issu du terme EI∂4/∂x4). Soit λa la perturbation de l’hamiltonien
pour la vibration selon l’axe rapide (selon le demi grand axe R) 3.
3. Pour un cylindre de rayon D on a I = πD4/64 donc I/S = D2/16. La fréquence vaut f =
β2/(2πL2)
√
EI/(ρS) = Rβ2/(4πL2)
√
E/ρ. La fréquence dans l’axe avec le plus grand rayon est la
plus élevée, on parle donc d’axe rapide
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Figure 3.3 – Diverses représentations du nanoﬁl. a) : Vue en coupe du nanoﬁl (jaune) idéalement
symétrique de rayon r et de son dépôt (gris). On considère en première approximation qu’après
le dépôt on a une demi ellipse dans la direction du dépôt dont le demi grand axe est R, dans la
direction normale à l’axe du dépôt l’épaisseur n’a pas changée et le demi petit axe est r. b) Vision
idéalisée de l’ancrage du nanoﬁl sur la pointe et du dépôt sur une hauteur h à partir de la base du
nanoﬁl. c) Vision plus réaliste de l’ancrage.
λa =
∂2
∂x2
[
EaIa
EI
θ(h − x) ∂
2
∂x2
]
(3.32)
Ou E et Ea sont les modules d’Young avant et après dépôt, I et Ia les moments d’inertie
d’ordre 2 avant et après le dépôt, θ la fonction Heaviside. Nous avons pris le ratio des EI
car l’opérateur H faisant intervenir le terme en ∂4/∂x4 qui est perturbé a été obtenu par
normalisation en divisant par EI. De façon équivalente selon l’axe lent (dans la direction
de demi petit axe r) :
λb =
∂2
∂x2
[
EbIb
EI
θ(h − x) ∂
2
∂x2
]
(3.33)
La géométrie du problème nous donne :
Ia
I
= R
r
Ib
I
= R
3
r3
(3.34)
On va considérer que le dépôt change peu le module d’Young en première approximation,
soit E1 ∼ E2 ∼ E. Dans la situation symétrique les deux polarisations ont la même
fréquence de résonance fondamentale ω1. On peut écrire au premier ordre en (δωn)2 :
ω2n + δ(ω2n) = (ωn + δωn)2 = ω2n + 2ωnδωn. On va considérer que la tension est nulle donc
κ = 0 et dans ce cas la forme du ﬁl est Y1 et nous pouvons l’obtenir à partir de l’équation
(2.79) en prenant α = 0 et k = q = β1 = 1, 8751. On a donc :
δ(ω21,a) = 〈Y1|λa |Y1〉 = 2ω1δω1,a
δ(ω21,b) = 〈Y1|λb |Y1〉 = 2ω1δω1,b
(3.35)
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Figure 3.4 – Images MEB du nanoﬁl de SiC collé sur une pointe de tungstène avant le dépôt.
Le système utilisé pour l’imagerie est un MEB FEI Nova NanoSEM 450. a) : mesure de la longueur
du nanoﬁl L = 48, 32μm. b) : mesure du diamètre du nanoﬁl D = 200, 8nm.
On souhaite exprimer l’écartement relatif en fréquence dû au dépôt. On calcule donc la
quantité :
δω1,a − δω1,b
ω1
= 〈Y1|λa |Y1〉 − 〈Y1|λb |Y1〉2ω21
〈Y1|λa |Y1〉 =
∫ 1
0
Y1
∂2
∂x2
[
Ia
I
θ(h − x)∂
2Y1
∂x2
]
dx
(3.36)
Par intégration par parties en utilisant les conditions de bord on montre que :
δω1,a − δω1,b
ω1
= 12ω21
∫ h/L
0
∂2Y1
∂x2
R(R2 − r2)
r3
dx (3.37)
3.4.2 Réalisation expérimentale
Nous pouvons à présent estimer le dépôt nécessaire à la modiﬁcation de l’écartement
en fréquence. Pour cela nous commençons par réaliser des mesures de dimension grâce à
un passage de l’échantillon dans un MEB. Les images obtenues présentées en ﬁgure 3.4
permettent d’obtenir la longueur L et le diamètre D du nanoﬁl. L’échantillon consiste en
un nanoﬁl de SiC collé sur une pointe en tungstène grâce à une colle à base de scotch car-
bone. Le collage des nanotubes est réalisé grâce à des micro-manipulateurs sous microscope
optique. Le tungstène a été préalablement taillé en pointe avec une méthode similaire à
celle décrite dans le chapitre 2.
A partir des dimensions du nanoﬁl et de ses propriétés physiques nous souhaitons estimer
quel dépôt il nous faut avoir pour écarter les polarisations d’au moins 10kHz sachant que
typiquement pour les échantillons de SiC que nous avons l’écartement des polarisations va
de 100Hz à quelques centaines de Hz. Nous prenons E = 450GPa, ρfil = 3, 21.103kg/m3,
ρdépôt = 21, 45.103kg/m3 (ce qui correspond à du platine). Nous considérons un dépôt sur
une hauteur de 5μm et un épaississement de 1/10ème du rayon initial. Nous avons donc
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Figure 3.5 – Image MEB de l’échantillon après un dépôt de platine. La longueur mesurée du
dépôt est de 5, 122μm.
r = D/2 et R = D/2 + D/20. Pour le premier mode on a β1 = 1, 8751 et ω0 = β21 . Pour le
ﬁl on considère un cylindre de diamètre D et donc la masse est :
mfil = ρfil
πD2
4 L
(3.38)
Pour le dépôt on considère la surface de la demi ellipse moins la surface du demi-cercle
correspondant au ﬁl. La masse est donc :
mdépôt =
1
2ρdépôtπ
[
D
2 (
D
2 +
D
20) −
D2
4
]
h (3.39)
On évalue alors pour la fréquence de résonance avant le dépôt :
f0 =
β21
2πL2
√
EI
ρfilS
= 142, 453kHz
(3.40)
Nous évaluons un écartement en fréquence de 20, 697kHz suite au dépôt de 0, 17fg
de platine sur un nanoﬁl pesant 4, 91fg. Cette estimation est loin d’être parfaite car la
géométrie a été grandement simpliﬁée. En comparant les images b) et c) de la ﬁgure 3.3
nous pouvons voir les diﬀérences entre la géométrie à l’ancrage que nous avons considéré et
une représentation un peu plus ﬁdèle de la façon dont le ﬁl est collé sur la pointe. Cependant
elle nous donne un bonne idée des ordres de grandeur et laisse supposer que la réalisation
est possible : la masse à déposer sur 10% de la longueur du ﬁl est un ordre de grandeur en
dessous de la masse propre du ﬁl.
Le dépôt est réalisé dans le MEB qui a servi à l’imagerie sur la ﬁgure 3.4. L’échantillon
que nous avons inséré n’est pas symétrique et les polarisations sont déjà séparées en fré-
quence. L’idée est d’élargir l’échantillon dans son axe le plus épais pour aller dans le même
sens que notre cas théorique. Nous disposons d’un moteur piezo-électriques monté sur le
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Figure 3.6 – Mesure simultanée des deux polarisations de l’échantillon. Après deux ans et
plusieurs recuits, sous une tension de 450V , la séparation des fréquences est alors de 16, 977kHz.
porte échantillon pour exciter les résonances du nanoﬁl et nous les observons donc en temps
réel grâce au faisceau d’électrons secondaires collectés sur le SED (Secondary Electron
Detector). Aﬁn d’orienter le dépôt nous utilisons l’inclinaison de la platine du MEB. Si une
direction de vibration est orientée dans le même axe que le faisceau d’électrons arrivant
sur le SED alors on ne voit plus cette vibration. Nous inclinons donc la platine jusqu’à
ce que la polarisation haute fréquence (associée à la direction la plus épaisse) disparaisse.
L’injecteur de GIS est orienté dans le même axe que le faisceau électronique et notre zone
de dépôt est alors la bonne.
Le dépôt se fait en deux temps. Nous faisons d’abord un dépôt de 5 minutes sur toute
la longueur du ﬁl pour le métalliser et diminuer sa résistance aﬁn de réduire les eﬀets
d’amortissement électrostatique. Les paramètres utilisés pour le MEB sont une taille de
faisceau de 5 (soit un courant de faisceau d’environ 1nA pour une ouverture de 30μm), une
tension d’accélération de 20kV et une vitesse de balayage de 60μs. Le deuxième dépôt se
fait seulement vers la base du ﬁl sur une zone d’environ 5μm avec les mêmes paramètres
pendant 5 minutes. Le résultat obtenu est montré en ﬁgure 3.5.
Suite à ce dépôt et un recuit de l’échantillon nous mesurons les deux polarisations
à 134, 214kHz et 155, 858kHz soit un écartement de 21, 644kHz, ce qui correspond aux
attentes. La ﬁgure 3.6 présente une mesure des deux polarisations de l’échantillon deux ans
après sa confection, il a alors été recuit plusieurs fois. De plus lors de cette mesure il est
soumis à une tension de 450V , ce qui nous permet d’être dans un régime de tuning linéaire
(voir section 2.4.1.3).
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Figure 3.7 – Représentation schématique des divers éléments composant notre ligne optique.
3.5 Dispositif expérimental
3.5.1 Détection optique
La ﬁgure 3.7 présente le système expérimental que nous utilisons. Notre échantillon est
placé dans une enceinte sous vide dynamique (typiquement 10−9 Torr) entretenu par une
pompe ionique. Les vibrations sont mesurées grâce à un système de détection optique. La
source est un laser stabilisé Hélium-Néon (Thorlabs HRS015, 633nm). Nous plaçons ensuite
un polariseur pour assurer une polarisation rectiligne de la lumière. Une lame λ/2 nous
permet de faire tourner la polarisation par rapport à l’orientation ﬁxée par le polariseur.
Elle est situé devant un cube séparateur polarisant (CM1 PBS251, PBS sur la ﬁgure) qui
va séparer notre faisceau en deux rayons avec des polarisations rectilignes perpendiculaires.
La lame λ/2 nous permet en fait de régler l’intensité laser injectée dans l’enceinte sous
vide en changeant l’orientation de la polarisation par rapport aux directions privilégiées
du PBS (on récupère la projection de la polarisation en entrée du cube sur une des deux
directions). Une seconde lame λ/2 nous permet éventuellement de changer l’orientation de
la polarisation avant l’interaction avec l’échantillon. Le laser est focalisé dans l’enceinte sous
vide grâce à une lentille convergente. L’échantillon sera placé dans le waist du laser pour
réaliser les mesures. Le nano-positionnement se fait avec des moteurs Attocube reliés à un
contrôleur ECC100. Ensuite le faisceau est collecté par une seconde lentille et dirigé dans
un détecteur dont nous allons détailler l’utilité. Le détecteur est composé d’une photodiode
4 cadrans regroupés pour former deux cadrans séparés verticalement. Lorsque le laser est
focalisé sur l’échantillon et que celui-ci vibre, les variations d’intensité lumineuse sur les
deux cadrans sont transformées en tension par le boîtier de détection et utilisées pour les
mesures. Le ﬁltrage des tensions permet de récupérer à la fois les signaux haute fréquence
(HF) et basse fréquence (BF) sur les cadrans.
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Figure 3.8 – Tracé des variations typiques de signal BF en sortie du boîtier de mesure en
fonction de la position de l’échantillon dans le laser.
3.5.2 Mesures basse fréquence
Pour placer l’échantillon dans le faisceau laser on utilise les signaux basse fréquence à
savoir la somme et la diﬀérence des signaux sur les deux cadrans. Les variations typiques de
signal lorsque le laser est centré sur la photodiode et que l’échantillon traverse le waist sont
présentées en ﬁgure 3.8. On peut y voir que le passage devant chacun des cadrans entraîne
une diminution de signal car l’échantillon obstrue le faisceau. Si l’on regarde la somme
des signaux on peut voir qu’il existe un minimum de transmission associé à une zone de
variation linéaire du signal de diﬀérence. Ce point est celui où l’échantillon est bien centré
dans le waist. Il s’agit d’un point de fonctionnement assez facile à trouver. Il est possible de
choisir une autre position mais il faut toujours être sûr d’avoir une transduction constante
entre la position et la tension sur le signal de diﬀérence (car on utilise la diﬀérence pour
le signal HF). On a ainsi une relation linéaire entre la tension et l’amplitude de vibration
avec le point de fonctionnement choisi.
Typiquement nous utilisons une puissance laser de 1μW en injection (mesuré après la
dernière lame λ/2). Le réglage de l’alignement des miroirs permet de récupérer 70% de
ce signal sur le boîtier de détection après passage par les lentilles (qui génèrent le plus de
pertes), générant ainsi des tension de l’ordre de 10mV sur les voies basse fréquence. Le détail
du circuit du boîtier est disponible dans la source [27]. Nous choisissons une puissance laser
faible pour éviter au maximum que la mesure ne soit perturbative. En eﬀet en absorbant la
puissance laser l’échantillon s’échauﬀe et sa fréquence de résonance change. L’interaction
avec le laser crée une force d’origine électromagnétique appelée pression de radiation [28]
qui peut également modiﬁer la fréquence de résonance. Plus la puissance est élevée et plus
ces eﬀets perturbatifs sont importants, nous cherchons donc à travailler à faible puissance
pour être stable en fréquence sans trop sacriﬁer notre rapport signal sur bruit.
Finalement il nous faut choisir la position à laquelle nous allons focaliser le laser sur
la nanoﬁl : proche de l’extrémité ou proche de la base ? L’extrémité présente l’avantage
d’avoir les plus grandes amplitudes de vibration donc plus de signal. En revanche les eﬀets
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Figure 3.9 – Proﬁl d’absorption du ﬁl. On mesure le signal de somme A0max maximal sans le
ﬁl dans le laser puis le signal A0 avec le ﬁl centré dans le waist et l’absorption est obtenue par
(A0max − A0)/A0max. La pointe est située vers z = 0.
de déﬂexion y seront d’autant plus visibles 4 et le chauﬀage par le laser y est aussi plus
important. En eﬀet nous sommes sous UHV donc les eﬀets de convection sont négligeables.
Il reste donc la radiation qui ne dépend pas de la position et la conduction qui elle en
dépend. Quand le ﬁl absorbe de la puissance laser il a tendance à s’échauﬀer. Une partie de
cette chaleur va être évacuée par conduction dans la pointe. Plus le laser est focalisé proche
de la base du ﬁl et plus il sera facile d’évacuer cette chaleur dans la pointe (en étant tout
de même limité par la résistance thermique de contact à l’ancrage) et donc moins la mesure
sera perturbative. Pour améliorer la stabilité et ne pas être gênés par la déﬂexion nous
choisissons donc de nous placer assez proches de la pointe. Pour conserver suﬃsamment de
signal sans trop augmenter la puissance laser nous serons forcés de compenser en injectant
plus de bruit électronique dans le ﬁl. Pour choisir notre position le long du ﬁl nous mesurons
son proﬁl d’absorption, de l’extrémité jusqu’à la pointe (la variable de position dans cette
direction est nommée z). Le résultat est présenté sur la ﬁgure 3.9.
On peut voir sur la gauche de la courbe le point ou le ﬁl commence à rentrer dans le
faisceau mais n’est pas encore totalement dedans. L’absorption commence à augmenter
mais reste bien plus faible que sur le reste du proﬁl. A droite de la courbe l’absorption
augmente rapidement et se rapproche de 1. Nous arrivons vers l’ancrage et la pointe qui
est assez grosse pour obstruer totalement le faisceau. Sur la portion [−10μm, 0μm] on a
une zone relativement plate. On va donc se placer vers −9μm, nous sommes suﬃsamment
proches de l’ancrage pour que la déﬂexion ne soit plus gênante mais nous restons sur la
partie la plus éloignée pour avoir le maximum de signal. Comme la transmission est stable
sur au moins 1μm de part et d’autre une dérive dans l’axe z devrait peu changer le signal.
4. En appliquant des tensions DC pour changer la fréquence de résonance on tire sur le ﬁl selon un axe
qu’on ne contrôle pas totalement à cause de l’environnement électrostatique complexe. On risque donc de
changer la position d’équilibre du ﬁl, donc de le déﬂéchir.
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Figure 3.10 – Cartographie du proﬁl spatial du laser basée sur l’absorption du ﬁl. Réalisé grâce
aux mesures BF du système de détection optique adapté pour un MEB. Au centre du waist on
distingue le nanoﬁl et en dessous la pointe sur laquelle il est collé (vu par le haut). Sur le haut
de l’image on voit une contre électrode qui est une boule d’or. On peut distinguer un ﬁl qui date
d’une expérience antérieure collé sur cette boule d’or en haut à gauche de l’image.
Pour ﬁnir avec ces mesures d’absorption on peut reconstituer le proﬁl spatial du faisceau
laser par cartographie. La ﬁgure 3.10 présente ce genre de mesure. Dans ce cas un boîtier
similaire et un système optique compact (lentille+miroirs+moteurs) on été placés dans un
MEB avec le laser injecté par ﬁbre optique. Le déplacement de l’échantillon dans un plan
avec une mesure simultanée permet de reconstituer le proﬁl du laser et de le superposer à
une image MEB de l’échantillon (ici la géométrie est un peu diﬀérente, le ﬁl est orienté apex
vers le haut et non vers le bas comme jusqu’à présent). On arrive à observer directement le
waist du laser via la mesure de l’intensité lumineuse transmise par le ﬁl.
3.5.3 Mesures haute fréquence
Pour eﬀectuer nos mesures haute fréquence nous pouvons utiliser deux appareils en sortie
du boîtier de détection : un analyseur de spectre Agilent MXA Signal Analyzer N9020A
ou un détecteur synchrone Zurich Instruments HF2LI. La détection synchrone fera l’objet
d’une section et nous détaillerons ici les mesures eﬀectuées à l’analyseur de spectre et le
détail des divers appareils servant à appliquer des tensions.
3.5.3.1 Circuit électrique
Les divers éléments présents dans le circuit électrique ont été présentés sur la ﬁgure
3.11. On peut on y voir d’abord l’échantillon sur lequel est branché un Keithley 6517B qui
va nous servir de source de tension. L’échantillon est en permanence soumis à une tension
VK = 450V . Cela permet deux choses : la première est d’être dans un régime de tuning
linéaire, ce qui va nous arranger pour nos transformations thermodynamiques. Le seconde
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Figure 3.11 – Schématisation des divers éléments composant le circuit électrique utilisé pour les
mesures. La partie en noir est la haute tension constante appliquée par le Keithley pour s’assurer
un tuning linéaire sur la plage que nous explorons et pour saturer les phénomènes de déﬂexion et de
rotation des polarisations. La partie en rouge gère les rampes de tension VT pour la modiﬁcation
de la fréquence de résonance (tuning). La partie en bleu sert pour l’injection d’un bruit d’intensité
variable. Dans cette branche nous avons le bruit en lui même V˜ qui est constant. Il est multiplié
par une tension DC Vm qui peut être modulée ﬁnement par l’addition d’une faible tension Vs. La
multiplication de V˜ × (Vm + Vs) permet de créer une rampe de bruit analogique. Les branches
bleue et rouge sont combinées dans un té BNC pour être appliquées sur la contre électrode en face
de l’échantillon et appliquer capacitivement une force sur ceui-ci.
est que lorsqu’on applique des tensions, l’échantillon peut se déﬂéchir à cause des forces
électrostatiques. Le changement de position qui en découle induit un changement de signal
qui perturbe les mesures. Également on peut voir apparaître des phénomènes de rotation
des polarisations mécaniques (une torsion apparaît dans l’échantillon). Si les polarisations
tournent l’interaction avec le faisceau laser change [29] et le signal est perturbé. Appliquer
une forte tension en permanence permet de saturer la déﬂexion, en tendant à aligner le
nanoﬁl dans l’axe de la contre électrode, ainsi que la rotation des polarisations. Cet eﬀet
s’ajoute au fait que nous mesurons proche de la base du ﬁl.
Le reste des signaux est appliqué directement sur la contre électrode située à 250μm du
waist et va induire des forces capacitives sur l’échantillon. Pour générer ces signaux nous uti-
lisons deux Tektronix AFG 3052C. Celui du bas sur la ﬁgure génère des signaux d’amplitude
constante et l’autre génère des rampes qui vont servir à la réalisation du cycle de Carnot.
VT est une tension appliquée pour changer la fréquence de résonance de l’échantillon (partie
tuning en rouge sur la ﬁgure). Elle passe dans un ampliﬁcateur DC (Thorlabs MDT694B)
avec un gain de 15V/V . En pratique le Tektronix est prévu pour une impédance de 50Ω
et l’impédance d’entrée de l’ampliﬁcateur DC est de 10kΩ on a donc un rapport de 30 en
théorie et de 29, 44 en pratique entre l’aﬃchage du Tektronix et la sortie de l’ampliﬁcateur.
On met ensuite une résistance de 10MΩ pour assurer que la charge sur l’ampliﬁcateur de
tension DC soit suﬃsante. En eﬀet il faut au moins R = 2, 5kΩ sinon la protection de court
circuit va limiter la tension de sortie.
Le reste du circuit est dédié à l’injection de bruit électronique pour modiﬁer la tempé-
rature eﬀective du ﬁl (partie bruit en bleu sur la ﬁgure). La tension V˜ est un bruit blanc
gaussien électronique généré directement par le Tektronix. Ce bruit est multiplié par une
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tension DC dont la valeur peut changer aﬁn de créer des rampes de bruit analogiques.
Cela permet d’avoir des rampes plus rapides et plus lisses qu’avec une méthode numérique.
En eﬀet on aurait pu réaliser une rampe en modiﬁant directement la fonction de bruit
du Tektronix via des commandes Labview, mais dans ce cas l’envoi des ordres prend un
certain temps et la rampe obtenue est très digitalisée. Pour obtenir cette tension on a une
composante constante Vm additionnée à une composante variable Vs qui passe d’abord
par un pont diviseur de tension (facteur 1/500) aﬁn de pouvoir appliquer précisément de
faibles corrections. L’étape de multiplication se fait en fait en deux temps : on a en premier
un multiplicateur avec un gain 1/10 à base d’un ampliﬁcateur opérationnel AD633JN. La
division par 10 est intégrée au multiplicateur donc on ajoute un ampliﬁcateur avec un
gain 100 pour pouvoir avoir plus de signal. Nous avons fait le choix d’un multiplicateur
actif et non d’un mixer passif car cela permet d’avoir plus de signal. Le mixer avec lequel
nous avons réalisé le test sature à 50mW de puissance d’entrée ce qui nous donne environ
10mVRMS de bruit en sortie. Avec notre combinaison multiplicateur/ampliﬁcateur nous
atteignons 1, 72VRMS de bruit injecté (la limite étant maintenant ﬁxée par la saturation
de l’ampliﬁcateur). On intercale un té de polarisation avant la jonction avec la tension de
tuning pour isoler la partie bruit du circuit des hautes tensions. Nous n’utilisons pas la
connexion reliée à l’inductance car le té de polarisation ne supporte pas plus de 30V sur sa
borne DC, or nos tensions appliquées peuvent être supérieures à cette valeur.
On a également ajouté un ﬁltre passe bas (DC-1, 9MHz) sur chacune des sorties du
Tektronix qui gère les rampes car cela améliore la qualité du signal. Les deux voies de cet
appareil sont synchronisées car cela est nécessaire pour réaliser une rampe adiabatique où la
température varie en même temps que la pression (voir section 3.3.2.2). La sortie TTL est
reliée au détecteur synchrone aﬁn de pouvoir synchroniser l’acquisition de données avec le
cycle thermodynamique et ainsi reconstituer chacune des quatre transformations. La liaison
passe par un découpleur de masse car sinon on forme une boucle de masse qui perturbe la
mesure, notamment en faisant apparaître du bruit 50Hz issu du secteur.
En sortie du boîtier de détection optique nous pouvons traiter les signaux HF avec
un des deux appareils (analyseur de spectre ou détecteur synchrone) aﬁn de mesurer les
amplitudes de vibration.
3.5.3.2 Fréquence et largeur de la résonance
Le signal HF est envoyé dans l’analyseur de spectre et celui-ci nous renvoie la densité
spectrale de puissance (PSD) grâce à une transformée de Fourier. Nous avons donc accès à
la fonction de réponse fréquentielle de notre oscillateur qui n’est autre qu’une lorentzienne,
comme pour les nanotubes de carbone dans le chapitre 2. Par une méthode d’ajustement
similaire à celle de ce chapitre nous avons accès à diverses informations. Un spectre typique
d’une des polarisations et son ajustement sont présentés en ﬁgure 3.12. Nous pouvons en
déduire la fréquence de résonance et la largeur de la résonance (soit le facteur de qualité).
Pour obtenir le signal de vibration on intègre la PSD mesurée en fonction de la fréquence
en utilisant l’égalité de Parseval :
VRMS =
√
1
2π
∫ ∞
−∞
(V 2(ω) − V 2b )dω (3.41)
On soustrait le bruit de fond Vb qui est le signal dans la partie plate du spectre. Les
paramètres de spectre typiques sont une bande passante BW = 3kHz avec 3001 points soit
une résolution RBW = 1Hz et un moyennage sur 100 spectres. Cela nous donne pour la
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Figure 3.12 – Mesure à l’analyseur de spectre d’une résonance thermomécanique de nanoﬁl.
ﬁgure 3.12 une fréquence f0 = 175, 6436kHz 5, une largeur γ = 28, 91Hz et un signal de
28μV pour un bruit de fond de 0, 257μV/
√
Hz, soit un rapport signal sur bruit de 1, 99, ce
qui est représentatif de ce que nous avons en général. Cette mesure a été prise avec 1μW
de puissance laser, dans la zone de transmission plate présentée dans la section précédente,
avec une tension VK = 450V et du bruit électronique injecté (1, 5V˜ × (4, 988Vm + 0Vs)).
Avec ce moyen de mesurer la fréquence nous avons pu tracer la courbe de tuning de
notre échantillon présentée en ﬁgure 3.13. Dans le cas de cette courbe la tension a été
appliquée sur la contre électrode avec une tension nulle sur l’échantillon. Nous avons fait
des spectres aﬁn de mesurer la fréquence et la largeur de la résonance pour des tensions
allant de 0 à 150V . Dans la suite nous avons changé de conﬁguration pour appliquer la
tension positive sur la pointe directement. L’eﬀet sur la fréquence est à peu de choses près
le même et nous ne risquons pas d’entrer en émission de champ. Le résultat en fréquence
peut être ajusté avec un modèle à deux paramètres (f0, Vc) comme dans le chapitre 2 ce qui
nous donne f0 = 37890, 9Hz et Vc = 307, 45V . Nous ne sommes donc pas dans la région
linéaire ou V > 10Vc [30]. Cependant nous sommes suﬃsamment loin sur la courbe pour
que sur les gammes de variation de fréquence que nous envisageons (∼ 1kHz) la variation
soit linéaire.
Pour chaque spectre on extrait également γ la largeur de la résonance aﬁn de vériﬁer
qu’elle ne change pas avec la tension, ce qui impliquerait une variation de dissipation appelée
dissipation électrostatique [31]. Le résultat est présenté en ﬁgure 3.14. Nous pouvons voir
que la largeur est constante sur toute la gamme de tension explorée, on peut donc considérer
que la dissipation électrostatique a bien été supprimée par la métallisation de l’échantillon.
Si ce n’était pas le cas on verrait une augmentation de la largeur avec la tension.
5. Pour rappel cette grandeur n’est pas la fréquence de résonance du mode fondamental mais un para-
mètre d’ajustement. Il s’agit de la fréquence du mode fondamental qui a été divisée par le β2 de ce même
mode.
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Figure 3.13 – Mesure de la fréquence de résonance en fonction de la tension DC appliquée sur
la contre électrode face à l’échantillon. La courbe est ajustée avec deux paramètres f0 la fréquence
de résonance à tirage nul divisée par le β2 du mode, et Vc la tension caractéristique introduite en
2.4.1.3.
3.5.3.3 Eﬀet de chauﬀage
Nous revenons dans cette section sur l’injection de bruit électronique et son eﬀet de mo-
diﬁcation de la température eﬀective. Pour cela nous repartons de l’équation du mouvement
de l’oscillateur soumis à une force électrostatique en plus de la force thermique.
mx¨ + mΓ0x˙ + mω2x = fT +
C ′
2 V
2 (3.42)
Nous pouvons décomposer V en un terme DC et un terme AC soit V = VT,eff + V˜n.
VT,eff est la tension DC qui va gouverner le tuning. Ce potentiel est fonction de VK et
de VT mais nous ne connaissons pas son expression car l’environnement électrostatique est
complexe (pointe, contre électrode, lentilles...). V˜n est le bruit blanc gaussien injecté dans
l’échantillon. Il dépend de Vm, V˜ et Vs. Dans cette force nous avons le terme en V 2T,eff
qui est un terme constant qui va modiﬁer la position d’équilibre de l’échantillon ; le terme
V˜ 2n comprend aussi un terme constant qui va avoir ce même eﬀet et des termes dont la
fréquence est éloignée de la résonance et qui n’ont donc pas d’eﬀet. La portion de V˜ 2n qui
coïncide avec la résonance a une amplitude négligeable. Le terme dominant est VT,eff V˜n.
Notre équation se résume donc à :
mx¨ + mΓ0x˙ + mω2x = fT + C ′VT,eff V˜n (3.43)
Le passage dans l’espace de Fourier (le symbole F{h}(ω) désigne la transformée de
Fourrier 6 d’une fonction h(t)) avec des solutions F{x} oscillant à la fréquence Ω donne :
6. Nous utilisons la convention suivante pour la transformée de Fourrier : F{h} =
∫ +∞
−∞ h(t) exp(−iωt)dt
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Figure 3.14 – Variation de la largeur de la résonance en fonction de la tension DC appliquée.
Aucune variation sensible autre que l’imprécision de la mesure n’est visible. La métallisation de
l’échantillon a donc bien réussi à supprimer la dissipation électrostatique. Dans la zone au delà de
100V nous avons plus d’incertitude sur la mesure sans que nous ne soyons en mesure de l’expliquer.
Cependant en moyenne la largeur de la résonance reste constante.
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Figure 3.15 – Valeur RMS du bruit de tension injecté dans la contre électrode en fonction du
carré de la tension Vm qui multiplie le bruit électronique. La relation est linéaire avec une pente
de 86, 56mV 2/V 2 et une origine de 30, 61mV 2.
F{x}(Ω) = FT + C
′VT,effF{V˜n}
m (ω2 − Ω2 + iΓ0Ω)
= χ
(
FT + C ′VT,effF{V˜n}
) (3.44)
Avec FT = F{fT } une constante et F{V˜n} est également une constante car V˜n est un
bruit blanc gaussien. Ce qui nous intéresse est
〈
V 2
〉
, c’est à dire la tension RMS (Root Mean
Square) que l’on mesure sur la voie HF en sortie de détecteur. On calcule donc toujours
avec l’égalité de Parseval :
〈
V 2
〉
= 12π
∫ +∞
−∞
|F{V }|2dΩ
= G2π
∫ +∞
−∞
|F{x}|2dΩ
(3.45)
Ou G est un coeﬃcient qui tient compte de la transduction d’une position en une
tension via notre mesure optique. La densité spectrale d’une grandeur f est déﬁnie par
Sf = |F{f}|2
〈
V 2
〉
= G2π
∫ +∞
−∞
SfT |χ|2dΩ +
G
2π
∫ +∞
−∞
C ′2V 2T,effSV˜n |χ|2dΩ (3.46)
On peut démontrer que :
1
2π
∫ +∞
−∞
|χ|2dΩ = 12mΓ0ω2 (3.47)
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Et SfT = 2kBTmΓ0 est la densité spectrale de puissance de la force thermique [32] 7.
On en déduit alors :
〈
V 2
〉
= GkB
mω2
(
T + C
′2
2kBmΓ0
V 2T,effSV˜n
)
= GkBTeff
mω2
(3.48)
L’action de la force électrique a donc modiﬁé la température eﬀective de l’échantillon :
celui-ci vibre avec une amplitude identique à celle qu’il aurait s’il était en équilibre thermo-
dynamique avec un bain à la température Teff . Il nous manque encore une dépendance plus
claire de cette température sur nos paramètres et notamment sur le paramètre que nous
varions en cours d’expérience, i.e la tension par laquelle est multipliée le bruit V˜ (voir sec-
tion 3.5.3.1). Cette tension multiplicatrice est Vm (éventuellement corrigée par une tension
Vs additionnée). La ﬁgure 3.15 montre
〈
V˜ 2n
〉
en fonction de V 2m. Les conditions de mesure
sont les suivantes : nous ﬁxons l’amplitude de bruit blanc électronique V˜ = 1Vpp (pp→pic
à pic) et Vs = 0V et nous faisons varier Vm de 0V à 3, 5V . Nous mesurons à l’analyseur de
spectre le signal avant l’application sur la contre électrode en utilisant l’égalité de Parseval
et nous intégrons donc sur la PSD (
〈
V˜ 2n
〉
=
∫
SV˜ndf).
On peut voir que
〈
V˜ 2n
〉
varie linéairement avec V 2m mais la droite a un oﬀset. Même
lorsque Vm = 0V on a un plancher de bruit qui sort de l’ampliﬁcateur. On peut voir sur
la ﬁgure 3.16 l’eﬀet du chauﬀage sur le spectre de l’oscillateur. Quand la contre électrode
est à la masse nous sommes trop proches de la pointe pour détecter la moindre vibration
thermomécanique car l’amplitude est trop faible. Le simple fait de brancher l’injection
de bruit même avec Vm = 0V nous permet d’avoir un pic de résonance. En augmentant
Vm on augmente le signal. Par l’équipartition de l’énergie kBT = mω2
〈
x2
〉
à fréquence
constante (donc à VT et VK constants) le rapport des tensions
〈
V 2
〉
nous donne le rapport
des températures. Ces tensions sont montrées sur la ﬁgure 3.17 où nous avons extrait la
tension RMS au carré
〈
V 2
〉
avec l’égalité de Parseval en soustrayant le carré du bruit de
fond. Encore une fois la relation est linéaire. Cette fois la courbe passe par l’origine (modulo
les incertitudes) car quand nous n’injectons pas de bruit nous n’avons pas de pic.
Si l’on compare les points à Vm = 0V qui est notre seuil de détection et Vm = 3V qui
est notre point de fonctionnement nous avons un rapport de signal et donc de température
de 30, 52. En ce qui concerne le bruit injecté à Vm = 0V nous avons l’oﬀset qui vaut〈
V˜ 2n
〉
= 30, 61μV 2 et quand nous sommes à Vm = 3V alors
〈
V˜ 2n
〉
= 809, 65μV 2, ce qui est
presque deux ordres de grandeur au dessus. Nous allons donc négliger cet oﬀset et considérer
que
〈
V˜ 2n
〉
= aV 2m avec a une constante. Or
〈
V˜ 2n
〉
= BW ×SV˜n (avec BW la bande passante)
donc SV˜n = aV
2
m/BW = a′V 2m. Pour
〈
V 2
〉
l’oﬀset est nul et nous pouvons donc négliger
le terme T qui est la température eﬀective initiale de l’échantillon sans bruit injecté dans
l’équation (3.48).
Nous avons donc :
〈
V 2
〉
= GkB
mω2
C ′2a′
2kBmΓ0
V 2T,effV
2
m (3.49)
7. C’est le cas pour des transformées de Fourrier bilatérales, i.e. allant de −∞ à +∞. En pratique
comme on ne peut accéder aux pulsations négatives il est courant d’utiliser la convention unilatérale, soit
des intégrales allant de 0 à +∞. Dans ce cas SfT = 4kBTmΓ0.
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Figure 3.16 – Variation du spectre en fonction de la tension Vm donc du bruit électronique
injecté. Plus de signal signiﬁe une température eﬀective plus élevée selon l’équipartition de l’énergie.
Figure 3.17 – Signal intégré
〈
V 2
〉
mesuré à l’analyseur de spectre (après soustraction du bruit
de fond) et sa variation en fonction du bruit injecté.
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Nous allons noter
〈
V 2
〉
= SV 2m/ω2 avec Teff ∝ ω2
〈
V 2
〉
= SV 2m. Donc la température
de l’échantillon varie linéairement avec V 2m. La dernière chose à se demander est si S est une
constante. En eﬀet si on change la fréquence de résonance on le fait via VT , or nous avons
mentionné que VT,eff dépend, non trivialement, de VT et VK et cette grandeur apparaît dans
S. On peut présupposer, comme VK est grand devant les VT appliqué (450V contre environ
40V au maximum) que VT,eff va peu varier si on change VT mais cela n’est pas certain.
Nous le vériﬁons donc expérimentalement en reproduisant la mesure de
〈
V 2
〉
en fonction
du bruit injecté soit de V 2m (toujours avec un V˜ constant et Vs = 0) pour diﬀérents VT . Le
résultat est présenté en ﬁgure 3.17 et nous pouvons voir que les droites sont superposées.
On peut donc raisonnablement considérer que S ne dépend pas de VT .
3.6 Réglages du détecteur synchrone
Dans cette section nous détaillons les diﬀérents réglages du détecteur synchrone et les
corrections que nous devons appliquer au signal.
3.6.1 Rappels sur la détection synchrone
Nous commençons par quelques rappels sur le principe de détection synchrone. Soit le
signal s(t) périodique que nous voulons mesurer avec une pulsation ω0 et une amplitude
As et une phase φ. Soit r(t) le signal de référence que le détecteur synchrone va générer à
la pulsation ωr.
s(t) = As cos(ω0t + φ)
r(t) =
√
2e−iωrt
(3.50)
Le détecteur synchrone eﬀectue une multiplication des signaux s(t) et r(t) :
s.r(t) = As√
2
[
ei(ω0−ωr)t+iφ + e−i(ω0+ωr)t−iφ
]
(3.51)
Cela crée une composante lente associée à la diﬀérence des fréquences et une composante
rapide associée à la somme. Il faut ensuite ﬁltrer le signal pour supprimer la composante
rapide. De multiples fonctions peuvent être choisies à cet eﬀet mais pour rester dans un cas
simple nous utilisons une moyenne temporelle (une fonction porte dans l’espace de Fourier).
〈s.r〉 = 1Δt
∫ t0+ Δt2
t0− Δt2
s.r(t)dt (3.52)
Avec Δt l’inverse de la bande passante (BW) qui va caractériser notre ﬁltre.
Dans le cas général on se place dans le cas ω0 = ωr. Le produit devient alors :
s.r(t) = Ase
iφ
√
2
[
1 + e−2iω0t−2iφ
]
(3.53)
Et après la moyenne temporelle nous obtenons :
〈s.r〉 = Ase
iφ
√
2
(3.54)
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En notant que dans l’équation (3.53) le premier terme est constant et le second est
négligeable à cause du ﬁltre passe bas. On déﬁnit :
X = (〈s.r〉) = As√
2
cos(φ)
Y = (〈s.r〉) = As√
2
sin(φ)
(3.55)
On peut détailler l’écriture de s(t) comme la somme de deux signaux en quadrature de
phase :
s(t) = As cos(φ) cos(ω0t) − As sin(φ) sin(ω0t) (3.56)
On peut alors réécrire (3.56) en :
s(t) =
√
2X cos(ω0t) −
√
2Y sin(ω0t) (3.57)
On retrouve donc X et Y (à un facteur
√
2 près) que nous avions déﬁni au début
du chapitre en 3.3. Ce sont ces grandeurs que le détecteur synchrone mesure, permettant
d’extraire le signal à une fréquence donnée. Cependant dans notre cas la fréquence de
résonance de l’échantillon change au cours des transformations thermodynamiques car
la pression (paramètre thermodynamique associé) change. Une possibilité serait alors de
modiﬁer la fréquence de référence du détecteur, mais cela est trop lent car l’oscillateur interne
qui fournit le signal de référence a un temps de stabilisation. La deuxième option est alors
de travailler à fréquence de référence ﬁxe et de prendre une bande passante suﬃsamment
grande pour contenir toutes les variations de fréquence. Nous optons pour cette méthode
avec une BW = 3kHz. Or nous ne pouvons plus considérer ω0 = ωr dans ce cas. Nous
revenons donc sur les équations (3.51) et (3.52) :
〈s.r〉 = Ase
iφ
Δt
∫ t0+ Δt2
t0− Δt2
eiΔωtdt (3.58)
Avec Δω = ω0 −ωr. Le terme haute fréquence est supprimé par le ﬁltre passe bas comme
précédemment. ω0 et ωr sont diﬀérents mais l’écart reste faible (quelques centaines de Hz
pour des fréquence de l’ordre de 100kHz). Le calcul donne :
〈s.r〉 = Ase
iφ
√
2
eiΔωt0sinc
(
ΔωΔt
2
)
Xr =
As√
2
cos (Δωt0 + φ) sinc
(
ΔωΔt
2
)
Yr =
As√
2
sin (Δωt0 + φ) sinc
(
ΔωΔt
2
) (3.59)
On fait alors la distinction entre Xr mesuré avec cette méthode et X évalué précédem-
ment (idem pour Y ). Plus précisément le facteur respectivement en cosinus et en sinus
qui était présent dépend maintenant de Δω en plus de φ. A cause des écarts de fréquence
nous sommes dans un référentiel tournant dont la vitesse de rotation est un peu décalée. A
cause de cela nous mesurons Xr et Yr qui sont en fait une combinaison de X et Y , cette
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Figure 3.18 – Illustration du problème de l’écart entre la fréquence de référence du détecteur
ωr et la fréquence de résonance de l’oscillateur ω0. L’application de la matrice de rotation permet
de passer d’un tore à un disque dans l’espace des phases.
combinaison étant dépendante du temps. La ﬁgure 3.18 illustre ce qu’il se passe alors. Pour
faire cette mesure nous avons pris un signal sinusoïdal à la fréquence ω0/(2π) = 170800Hz
et nous mesurons au détecteur synchrone avec une fréquence décalée de 500Hz pendant
10s, sur une BW de 3kHz avec 3000 échantillons par seconde (Sa/s). L’anneau composé
de points bleus correspond au tracé de X et Y mesurés tels quels. On peut voir que les
facteurs en cos (Δωt0 + φ) et sin (Δωt0 + φ) induisent une rotation dépendante du temps
dans l’espace XY et le disque que l’on devrait mesurer (ce n’est pas un point à cause des
incertitudes) se transforme en anneau.
En utilisant les équations (3.55) et (3.59) on montre facilement :
Xr = Xcos (Δωt0) sinc
(
ΔωΔt
2
)
− Y sin (Δωt0) sinc
(
ΔωΔt
2
)
Yr = Y cos (Δωt0) sinc
(
ΔωΔt
2
)
+ Xsin (Δωt0) sinc
(
ΔωΔt
2
) (3.60)
Un moyennage direct sur Xr et Yr pourrait causer des erreurs en fonction de la vitesse
de rotation par rapport à la durée de moyennage. Pour contrer cela on peut appliquer une
matrice de rotation pour revenir dans le bon référentiel. On a alors :
(
Xr
Yr
)
=
(
cos (Δωt0) −sin (Δωt0)
sin (Δωt0) cos (Δωt0)
)(
Xsinc
(ΔωΔt
2
)
Y sinc
(ΔωΔt
2
))
(
Xsinc
(ΔωΔt
2
)
Y sinc
(ΔωΔt
2
)) = ( cos (Δωt0) sin (Δωt0)−sin (Δωt0) cos (Δωt0)
)(
Xr
Yr
) (3.61)
L’équation (3.61) met en avant la matrice de rotation à utiliser. Via cette méthode on
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obtient les points en rouge sur la ﬁgure 3.18. La rotation a été supprimée. Une méthode plus
directe consiste à travailler avec le module
〈
R2
〉
=
〈
X2r
〉
+
〈
Y 2r
〉
. On voit facilement que
dans ce cas la rotation disparaît. La comparaison du calcul du module moyen avec et sans
la correction par la matrice de rotation donne un résultat identique pour la mesure de la
ﬁgure 3.18. Historiquement nous avons commencé à travailler avec X et Y pour nos mesures
donc cette correction a été appliquée. Puis par la suite nous avons travaillé directement
avec le module et donc la nécessité de cette correction est discutable mais elle est restée
dans les programmes.
3.6.2 Bande passante et échantillonnage
Nous abordons ici succinctement la choix de la bande passante et de l’échantillonnage.
Comme nous l’avons dit précédemment nous travaillons à fréquence de référence du détec-
teur ﬁxe. L’avantage est de pouvoir mesurer plus rapidement, l’inconvénient est qu’il faut
prendre une BW plus grande. Et qui dit grande BW dit plus de bruit. En eﬀet la quantité
de bruit dépend de la bande passante. Un bruit blanc est caractérisé par une valeur en
V/
√
Hz (voir annexe C) qui est une constante. Pour savoir le bruit qu’on va mesurer dans
la bande passante choisie on doit multiplier cette constante par
√
BW . A bruit constant
et signal d’intérêt constant plus on augmente la bande passante plus notre ratio signal sur
bruit diminue.
L’autre grandeur importante est l’échantillonnage en Sa/s (Sample/seconde). Le dé-
tecteur synchrone échantillonne avec un taux de 250MSa/s mais ne renvoie pas toute ces
données à l’utilisateur. L’utilisateur ﬁxe un échantillonnage qui va déterminer le nombre de
points par rapport à la durée de la mesure et donc la taille de ses ﬁchiers. Pour passer de
ce qu’il mesure à ce dont l’utilisateur à besoin l’appareil eﬀectue un downsampling, c’est
à dire qu’il supprime des points jusqu’à avoir le bon taux d’échantillonnage. Le danger
avec l’échantillonnage est l’eﬀet de repli des fréquences qui mène à confondre une haute
fréquence avec une fréquence plus basse. C’est ce qu’on appelle l’aliasing et ce phénomène
peut perturber les mesures. Pour s’en prémunir il faut régler son échantillonnage en fonction
de sa bande passante.
Pour régler la bande passante le critère est de s’assurer qu’elle contienne tout le si-
gnal. Typiquement quand nous modiﬁons la fréquence l’incursion est d’environ 2kHz. Nous
réglons la fréquence de centrage au milieu. Une fois la transformée de Fourrier eﬀectuée
sur le module il n’y a pas de distinction entre les fréquences positives et négatives, notre
écart à la fréquence de centrage sera donc toujours au maximum de 1kHz (au minimum et
au maximum de tuning). Notre bande passante doit être supérieure à cela. Nous prenons
BW = 3kHz ainsi nous gardons un peu de marge pour pouvoir éventuellement augmenter
le tuning et être certains de ne pas perdre de signal.
L’aliasing va se produire quand les fréquence supérieures au taux d’échantillonnage
ne sont pas suﬃsamment ﬁltrées. Dans notre cas le taux d’échantillonnage doit donc être
supérieur à 3kHz et même le plus grand possible pour s’assurer de ne pas avoir de problèmes :
les fréquences supérieures proches seront correctement échantillonnées et ﬁltrées. Un critère
pour ﬁxer la taux d’échantillonnage en fonction de la bande passante est celui de Shannon-
Nyquist [33, 34] qui stipule qu’il faut au moins un taux d’échantillonnage qui soit le double
de la bande passante pour éviter l’aliasing, soit 6kSa/s dans notre cas. Nous avons ﬁxé
le taux d’échantillonnage à 14, 4kSa/s (l’appareil ne permet que certaines valeurs ﬁxées)
pour respecter ce critère et repousser au maximum le problème. Au delà de ce taux nous
risquons une perte de donnée par la liaison USB entre l’appareil et l’ordinateur qui traite
les données.
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3.6.3 Correction du ﬁltre
3.6.3.1 Théorie
Il nous reste un problème très important dans notre cas, à savoir la correction du ﬁltrage.
En eﬀet ce processus n’est pas très important quand la fréquence de référence est proche
de la fréquence à mesurer. Mais dans notre cas où notre incursion peut nous en éloigner
jusqu’à 1kHz et où les signaux mesurés doivent être comparables sur toute la plage mesurée,
il est primordial de compenser la fonction de réponse du ﬁltre. Jusqu’à maintenant nous
avons considéré une fonction de réponse simpliﬁée en une fonction porte. La documentation
de l’appareil nous apprend qu’en vérité il s’agit d’un ﬁltre d’ordre 4 dont la fonction de
réponse fréquentielle peut être décrite par :
H(ω) = 1(
1 + i
(
ω−ωr
ωc
))4 (3.62)
Avec ωr la fréquence de référence et ωc la fréquence de coupure du ﬁltre liée à la bande
passante. Il va nous falloir diviser la mesure par cette fonction de réponse. Après la matrice
de rotation (voir section 3.6.1) nous calculons la somme du carré des signaux obtenus
qui vaut R2filtré = (X2 + Y 2)sinc2
(ΔωΔt
2
)
. Nous faisons apparaître explicitement le sinus
cardinal pour rappeler que ces signaux ont été ﬁltrés. Nous ne connaissons pas la réponse
temporelle associée à la fonction de réponse de l’équation (3.62), il nous faut donc trouver
par quoi diviser (on pourrait calculer la transformée de Fourier inverse mais ce n’est pas la
méthode choisie ici). Nous savons qu’un ﬁltre s’applique sur la PSD.
SRfiltré = |H(ω)|2 SR
|H(ω)|2 = 1(
1 +
(
ω−ωr
ωc
)2)4 (3.63)
Nous voulons maintenant savoir ce qu’on a pour
〈
R2filtré
〉
et cette information s’obtient
avec le théorème de Parseval.
〈
R2filtré
〉
= 12π
∫ ∞
−∞
SRfiltrédω
= 12π
∫ ∞
−∞
SR
1(
1 +
(
ω−ωr
ωc
)2)4 dω (3.64)
L’idée pour eﬀectuer ce calcul est de considérer que l’intégrande est non négligeable
seulement lorsque ω ∼ ω0 (la partie mécanique donne une lorentzienne centrée sur ω0 et ωr
reste relativement proche de ω0).
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〈
R2filtré
〉
= 12π
∫ ∞
−∞
SR
1(
1 +
(
ω0−ωr
ωc
)2)4 dω
= 12π
1(
1 +
(
ω0−ωr
ωc
)2)4
∫ ∞
−∞
SRdω
= 1(
1 +
(
ω0−ωr
ωc
)2)4 〈R2〉
(3.65)
Nous savons donc maintenant par quoi diviser et la correction appliquée ne concerne
que la fréquence de l’oscillateur.
3.6.3.2 Mesure de la fonction de réponse
Pour appliquer la correction il nous manque encore la connaissance précise de ωr et ωc.
Pour cela nous mesurons directement la fonction de réponse fréquentielle de la Zurich. Nous
utilisons un Tektronix générant un signal sinusoïdal de 10mV pp pour une fréquence variant
de 166600Hz à 176600Hz. Sur cette plage nous relevons le signal en 40 points, chaque mesure
durant 40s. La bande passante est de 3kHz avec 14, 4kSa/s comme nous l’avons évoqué pré-
cédemment. Le résultat est présenté en ﬁgure 3.19. On trouve alors que ωc = 2π×6896 rad/s
(qui est supérieur au 3kHz nominal de consigne) et que ωr = 2π × (fr + 2, 49 Hz) rad/s
avec fr la valeur de la fréquence de référence réglée par l’utilisateur soit dans le logiciel
de commande soit avec un langage tiers permettant de piloter l’appareil (Labview dans
notre cas). Nous avons donc un léger oﬀset de la fréquence centrale qui est de 2, 49Hz. Ce
résultat est obtenu en ajustant la fonction de réponse mesurée avec la fonction en (3.65).
Pour faire le meilleur ajustement possible nous soustrayons au préalable le plancher de
bruit. Il conviendra donc de faire de même pour les données expérimentales. Nous avons
aussi d’autres raisons de soustraire le bruit que nous détaillerons dans la section 3.8.2.
3.7 Réalisation d’un cycle de Carnot
3.7.1 Paramètres pertinents
Nous avons déjà fait les liens entre les grandeurs importantes pour la thermodynamique
d’un gaz parfait (P,V,T) et les grandeurs équivalentes pour la thermodynamique d’un nano-
ﬁl (ω2,
〈
x2
〉
,T). Nous avons également abordé la dépendance de ces grandeurs en fonction
des paramètres que nous contrôlons. Pour réaliser un cycle nous avons besoin, comme il l’a
été évoqué dans la section 3.2, de deux transformations isothermes à deux températures
diﬀérentes (source chaude et source froide) et de deux transformations adiabatiques pour
les relier. Pour les transformations isothermes nous gardons la température constante donc
V˜ , Vm et Vs sont constants et VT change pour modiﬁer ω2 (la pression). Comme nous avons
vu dans la section 3.5.3.3 la température eﬀective ne dépend pas de VT (voir ﬁgure 3.17)
nous pouvons donc laisser Vm et Vs constants. Si cela n’avait pas été le cas nous aurions
dû modiﬁer Vm + Vs pour contrebalancer l’eﬀet de VT sur la température eﬀective et ainsi
conserver l’isothermicité. Sur une branche adiabatique l’échange de chaleur doit être nul,
et le critère qui permet d’accomplir ceci est k/T 2 = cst comme vu en section 3.3.2.2. Nous
changeons la température via un Vs(t) qui permet de conserver k/T 2 constant en accord
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Figure 3.19 – Mesure de la fonction de réponse fréquentielle du détecteur synchrone et ajuste-
ment avec un ﬁltre d’ordre 4. On trouve ωr = 2π × (fr + 2, 49) rad/s et ωc = 2π × 6896 Hz.
avec VT (t).
Les numérotations que nous allons utiliser pour les diﬀérentes branches du cycle sont
basées sur la ﬁgure 3.1. Dans la suite nous décrivons la procédure pour constituer un cycle
thermodynamique de Carnot.
3.7.2 Mise en équation du cycle de Carnot
Un cycle de Carnot n’a qu’un nombre restreint de paramètres libres. Nous devons donc
savoir pour la suite quels sont les paramètres que nous pouvons choisir et quels seront alors
les paramètres sous contraintes. Nous rappelons ici que le coeﬃcient de transduction d’un
signal mécanique en signal électrique est G et
〈
V 2
〉
= G
〈
x2
〉
(comme déﬁni dans l’équa-
tion (3.45)). Dans l’équation (3.8) nous avions déﬁni que pour l’amplitude de vibration〈
x2
〉
=
(〈
X2
〉
+
〈
Y 2
〉)
/2 =
〈
R2
〉
/2 avec X et Y les composantes de la position dans le
référentiel tournant et R2 = X2 + Y 2 le module de la position dans ce référentiel. Avec le
détecteur synchrone on mesure les tensions associées aux composantes de la position dans
le référentiel tournant :
〈
V 2X
〉
= G
〈
X2
〉
,
〈
V 2Y
〉
= G
〈
Y 2
〉
et donc
〈
V 2R
〉
= G
〈
R2
〉
(à noter
que ces égalités restent vraies sans les valeurs moyennes). On en déduit ﬁnalement que〈
x2
〉
=
〈
V 2R
〉
/(2G).
Sur la branche isotherme 1 → 2 qui se fait à la température de la source chaude Th
l’équipartition de l’énergie nous donne :
mω21
〈
V 2R
〉
1
2G = mω
2
2
〈
V 2R
〉
2
2G = kBTh
ω21
〈
V 2R
〉
1 = ω
2
2
〈
V 2R
〉
2
(3.66)
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Les indices 1, 2, 3 et 4 font référence aux extrémités des diﬀérentes branches du cycle.
Sur une branche adiabatique, par exemple 2 → 3 on doit avoir :
k
T 2
= cst
mω22k
2
B(
mω22
〈V 2R〉2
2G
)2 = mω23k2B(
mω23
〈V 2R〉3
2G
)2
ω22
〈
V 2R
〉2
2 = ω
2
3
〈
V 2R
〉2
3
(3.67)
Ou nous avons exprimé k = mω2 et 1/T 2 avec l’équipartition de l’énergie. Ces relations
appliquées au cycle complet nous donnent :
1 → 2 : ω21
〈
V 2R
〉
1 = ω
2
2
〈
V 2R
〉
2
2 → 3 : ω22
〈
V 2R
〉2
2 = ω
2
3
〈
V 2R
〉2
3
3 → 4 : ω23
〈
V 2R
〉
3 = ω
2
4
〈
V 2R
〉
4
4 → 1 : ω24
〈
V 2R
〉2
4 = ω
2
1
〈
V 2R
〉2
1
(3.68)
Nous avons un jeu de 4 équations avec 8 paramètres, nous pouvons donc en ﬁxer 4
et les 4 autres seront contraints. Nous choisissons de ﬁxer ω1,ω2,ω3 et la température de
la source chaude via
〈
V 2R
〉
1 (Th ∝ ω21
〈
V 2R
〉
1). En eﬀet comme dit dans la section 3.5.3.3
nous sommes obligés de chauﬀer pour observer un signal, il est donc naturel de ﬁxer la
température d’une des sources. Ensuite il ne nous reste plus qu’a ﬁxer 3 fréquences par 3
valeurs de VT . Comme l’ampliﬁcateur de tension DC ne supporte pas de tensions négatives
nous appliquons VT ≥ 0. Or comme nous appliquons une tension VK > 0 constamment
sur la pointe qui supporte l’échantillon, appliquer VT sur la contre électrode diminue la
diﬀérence de potentiel entre la pointe et la contre électrode, donc la fréquence de résonance
du ﬁl diminue. En prenant comme principe que l’on démarre à VT = 0V alors le point 1
est au début de la rampe isotherme à la température de la source chaude (à partir de ce
point la pression, donc la fréquence de résonance, diminue). Conséquemment on déduit les
équations pour le reste du cycle :
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1 → 2 : 〈V 2R〉2 = ω21ω22
〈
V 2R
〉
1
2 → 3 : 〈V 2R〉23 = ω41ω23
1
ω22
〈
V 2R
〉2
1
Tc
Th
=
ω23
〈
V 2R
〉
3
ω21 〈V 2R〉1
Tc
Th
=
ω3
ω2
3 → 4 : ω24
〈
V 2R
〉
4 = ω
2
3
〈
V 2R
〉
3
4 → 1 : 〈V 2R〉4 = ω1ω4
〈
V 2R
〉
1
Tc
Th
=
ω24
〈
V 2R
〉
4
ω21 〈V 2R〉1〈
V 2R
〉
4
〈V 2R〉1
= ω
2
1ω3
ω24ω2
= ω1
ω4
ω1
ω4
=
ω2
ω3
(3.69)
Ici nous avons deux conditions plus particulièrement importantes qui nous donnent la
quatrième et dernière fréquence du cycle ainsi que le rapport des températures des sources
chaude et froide, soit le rendement du cycle (voir 3.7.4).
3.7.3 Valeur attendues de travail et de chaleur
Nous détaillons à présent avec quelle valeur nous allons comparer nos résultats de mesure
sur les diﬀérentes portions du cycle. Toutes les valeurs d’énergie seront référencées à kBT
à la fois car cela nous aﬀranchit d’avoir à connaître la température, dont la calibration est
très délicate, et cette normalisation apparaît assez naturelle. La température de référence
pour kBT sera toujours la même et nous choisissons la température de la première phase
du cycle à savoir Th la température de la source chaude.
3.7.3.1 Transformation 1 → 2 : détente isotherme
Pour le travail nous utilisons l’équation (3.18) avec T = Th, ωf = ω2, ωi = ω1.
〈W 〉
kBTh
= ln
(
ω2
ω1
)
(3.70)
Et nous avons déjà calculé que la chaleur est la valeur opposée.
3.7.3.2 Transformation 2 → 3 : détente adiabatique
Pour le travail nous utilisons l’équation (3.22) avec T0 = Th car nous avons déﬁni T0
comme étant la température initiale avant la détente adiabatique, ωf = ω3, ωi = ω2.
〈W 〉
kBTh
= ω3
ω2
− 1 (3.71)
Et la chaleur est nulle.
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3.7.3.3 Transformation 3 → 4 : compression isotherme
Pour le travail nous utilisons l’équation (3.18) avec T = Tc, ωf = ω4, ωi = ω3.
〈W 〉
kBTh
= Tc
Th
ln
(
ω4
ω3
)
= ω3
ω2
ln
(
ω4
ω3
) (3.72)
En reprenant le ratio des températures évalué avec l’équation (3.69).
3.7.3.4 Transformation 4 → 1 : compression adiabatique
Pour le travail nous utilisons l’équation (3.22) avec T0 = Tc, ωf = ω1, ωi = ω4.
〈W 〉
kBTh
= Tc
Th
(
ω1
ω4
− 1
)
= ω3
ω2
(
ω1
ω4
− 1
) (3.73)
On peut vériﬁer, avec les contraintes de l’équation (3.69) que :
〈W 〉4→1
kBTh
= ω3
ω2
(
ω1
ω4
− 1
)
= ω3
ω2
(
ω1ω2
ω3ω1
− 1
)
= 1 − ω3
ω2
= −〈W 〉2→3
kBTh
(3.74)
Ce qui encore une fois est caractéristique d’un cycle de Carnot.
3.7.4 Valeur attendue de rendement
Par déﬁnition le rendement de Carnot est déﬁnit par η = −W/Qh avec −W le travail
extrait et Qh le ﬂux de chaleur entre la source chaude et le ﬂuide, c’est à dire l’énergie injectée
dans le système. Par le premier principe de la thermodynamique on a −W = Qc + Qh,
avec dans notre cas Qh = Q1→2 et Qc = Q3→4. En utilisant les résultats de la section
précédente :
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η =
−kBThln
(
ω2
ω1
)
− kBTcln
(
ω4
ω3
)
−kBThln
(
ω2
ω1
)
=
ln
(
ω2
ω1
)
− TcTh ln
(
ω3
ω4
)
ln
(
ω2
ω1
)
=
ln
(
ω2
ω1
)
− ω3ω2 ln
(
ω3
ω4
)
ln
(
ω2
ω1
)
= 1 − ω3
ω2
ln
(
ω3
ω4
)
ln
(
ω2
ω1
)
(3.75)
L’utilisation de la contrainte des fréquences trouvée en équation (3.69) nous donne :
η = 1 − ω3
ω2
= 1 − Tc
Th
(3.76)
Nous avons donc bien retrouvé toutes les caractéristiques d’un cycle de Carnot avec un
gaz parfait.
3.7.5 Choix des paramètres
Pour ﬁxer la température de la source chaude nous sommes restreints par : avoir un
signal détectable en borne inférieure, ne pas faire saturer l’ampliﬁcateur en borne supérieure.
Le choix de la fréquence de résonance du nanoﬁl au point 1 se fait comme nous l’avons
dit précédemment par VT = 0V . Pour ﬁxer la tension au point 3 qui correspond à l’excur-
sion maximale en fréquence nous prenons la tension maximale qui autorise toujours une
mesure juste. En eﬀet si la tension appliquée sur la contre électrode est trop grande nous
risquons de voir à nouveau surgir des eﬀets de déﬂexion ou de rotation des polarisations
mécaniques. La tension maximale pour laquelle nous avons des mesures non perturbées
est VT = 1, 5V . Reste ensuite à ﬁxer la fréquence au point 2 et le choix ne paraît pas évident.
Pour illustrer ce choix nous allons tracer le rendement du cycle et le travail extrait
en fonction de la tension VT,2. Le rendement du cycle est déﬁnit par η = 1 − Th/Tc =
1−ω3/ω2. Les déﬁnitions d’énergie que nous avons prises jusqu’à maintenant sont issues de
considérations thermodynamiques classique et le travail que nous avons déﬁnit est positif
s’il est entrant dans le système et négatif sinon. Pour obtenir le travail extrait (positif s’il
est sortant) nous avons donc besoin de l’opposé. Nous avons donc :
Wextrait
kBTh
= −〈W1→2〉
kBTh
− 〈W3→4〉
kBTh
= −ln
(
ω2
ω1
)
− ω3
ω2
ln
(
ω4
ω3
) (3.77)
On rappelle que W2→3+W4→1 = ΔU2→3+ΔU4→1 = 0 car la variation d’énergie interne
sur le cycle complet est nulle et ΔU1→2 = ΔU3→4 = 0 car ces branches sont isothermes.
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Figure 3.20 – Travail extrait (normalisé à sa valeur maximale 3, 29μkBTh) et rendement (norma-
lisé à sa valeur maximale 1, 14%) en fonction de VT,2. Le tracé est réalisé pour ω1 = 2π × 175kHz
(VT,1 = 0V ) et ω3 = 2π × 173kHz (VT,3 = 1, 5V ).
La ﬁgure 3.20 présente ce tracé. Nous avons pris des valeurs standard à titre d’illustra-
tion. Nous prenons donc ω1 = 2π × 175kHz pour VT,1 = 0V et un tuning de 2kHz pour
VT = 1, 5V . Soit ω3 = 2π × 173kHz pour VT,3 = 1, 5V . Nous prenons entre ces deux points
une variation linéaire de la fréquence en fonction de la tension déﬁni comme : ω = ω1 −βVT .
Avec β = 8, 38.103rad.s−1.V −1 obtenu avec le point 3.
Nous avons alors deux choix plus évidents que les autres. Soit nous choisissons le point
d’intersection non trivial des deux courbes pour VT,2 = 0, 38V pour lequel on a la meilleure
balance entre le rendement et le travail extrait (on a alors 75% à la fois du travail extrait
maximal et du rendement maximal). Ou alors nous prenons la tension VT,2 = 0, 75V qui
maximise le travail extrait avec 50% du rendement maximal. C’est le second choix que nous
avons réalisé.
3.7.6 Rampes de tension
Nous avons maintenant suﬃsamment d’informations pour déﬁnir les rampes de tension
à appliquer. Nous avons besoin de deux rampes : une pour VT qui va contrôler la fréquence
du système et une pour Vs qui va contrôler la température. Ces rampes sont présentées en
ﬁgure 3.21. La tension VT varie de 0 à 0, 8V en passant par 0, 4V (aﬁn de maximiser le
travail extrait). Les plateaux servent à vériﬁer que les rapports de tension aux extrémités
des branches vériﬁent bien la relation (3.66) ou (3.67) (en fonction de la nature de la
branche : isotherme ou adiabatique). On place 3 paliers pour contrôler deux de ces rapports
de tension. La tension varie linéairement entre ces plateaux pour faire varier linéairement
la fréquence. Toutes les rampes et paliers ont été pris avec la même durée de 1 minute.
Revenons maintenant au cas de Vm dont nous avons discuté en 3.5.3.3. Pour rappel
cette tension DC multiplie le bruit V˜ et sa variation permet de réaliser des rampes de bruit
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Figure 3.21 – Rampes de tension nécessaires à la réalisation d’un cycle. La tension VT varie de
0 à 0, 8V en passant par 0, 4V (pour un tuning maximal de 2kHz). La tension Vm vaut 4, 988V et
la tension Vs varie entre 0V et −3, 51V pour produire cette courbe. Ici la durée des rampes a été
prise égale à 1 minute.
analogiques aﬁn de faire varier la température eﬀective de l’échantillon. Nous avons besoin
que la tension multipliant le bruit soit assez grande pour maximiser notre rapport signal sur
bruit. Cependant les variations de température ne sont pas très grandes comparativement
à notre température eﬀective de référence, nous utilisons donc une tension constante Vm de
quelques Volts (nous assurant un signal correct) que nous modiﬁons avec l’addition d’une
tension Vs de l’ordre de quelques mV aﬁn d’assurer le changement de température dans les
parties adiabatiques du cycle de Carnot. Nous avions dit en section 3.5.3.3 suite à l’équation
(3.49) que
〈
V 2
〉
= SV 2m/ω2. Nous en déduisons donc pour une transformation isotherme
(par exemple 1 → 2) :
ω21
〈
V 2R
〉
1 = ω
2
2
〈
V 2R
〉
2
SV 2m,1 = SV 2m,2
Vm,2
Vm,1
= 1
(3.78)
Comme le bruit injecté ne dépend pas de VT il n’y a pas besoin de modiﬁer Vm (donc
Vs) sur une branche isotherme. Sur une branche adiabatique (par exemple 2 → 3) nous
avons :
ω23
〈
V 2R
〉2
3 = ω
2
2
〈
V 2R
〉2
2
1
ω23
S2V 4m,3 =
1
ω22
S2V 4m,2
Vm,3
Vm,2
=
√
ω3
ω2
(3.79)
Nous sommes dans un régime ou la tension dépend linéairement de la tension VT . Nous
avons donc ω = ω1 − βVT avec β > 0. La référence est le point 1 car c’est celui où nous
sommes en l’absence de tuning. En chaque instant t nous avons donc :
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Vm,2→3(t) =
√
ω1 − βVT,2→3(t)
ω2
Vm,2 (3.80)
Avec VT,2→3(t) la rampe VT correspondante à cette portion du cycle. Typiquement β
est calculé avec deux points, en général 1 et 3 (le maximum d’incursion en fréquence) et
β = (ω1 − ω3)/VT,3. Nous ﬁxons Vm pour que le ΔV théorique soit une valeur ronde et
nous ajustons Vs expérimentalement pour obtenir le bon ΔV en sortie du té BNC avant
le multiplicateur dans la partie bruit (en bleu) de la ﬁgure 3.11 (nous avons un pont
diviseur après Vs et le té BNC a sa réponse propre). Par exemple un Vm de 4, 988V nous
donne un ΔV = −50mV avec les valeurs de tuning suivantes : ω1 = 2π × 175, 645kHz,
β = 7, 857.103rad/s/V et VT,3 = 0, 8V , ω2 = ω1−βVT,2 = 2π×175, 145kHz, VT,2 = 0, 4V ).
Pour obtenir ce ΔV en pratique on doit régler Vs = −3, 51V . Les rampes obtenues sont
illustrées sur la ﬁgure 3.21.
3.8 Mesure des grandeurs thermodynamiques
Cette section s’intéresse au traitement des données issues de la mesure du cycle, c’est
à dire au moyen d’extraire un travail et une chaleur. Nous explorerons aussi l’utilité et la
nécessité de soustraire le bruit de fond dans nos mesures.
3.8.1 Discrétisation sur une branche
Pour déﬁnir le travail et la chaleur dans le cadre de la théorie de la thermodynamique
stochastique nous avons déﬁni des grandeurs intégrales. Or pour traiter nos données nous
allons avoir besoin d’une version discrète de ces formules car nous mesurons un ensemble
ﬁni de points. Nous allons donc repartir de l’équation (3.16). Avant cela nous avons besoin
de quelques informations complémentaires. Nous ne mesurons pas un déplacement x(t) mais
une tension (en module) VR(t). Un coeﬃcient de transduction G permet de passer de l’un
à l’autre :
〈
V 2R
〉
= G
〈
R2
〉
= 2G
〈
x2
〉
. Ce coeﬃcient de transduction peut être exprimé
en fonction de la tension mesurée à un point de référence (le point 1 dans notre cas) via
l’équipartition de l’énergie :
1
2kBTh =
1
2mω
2
1
〈
x2
〉
1
= 14Gmω
2
1
〈
V 2R
〉
1
1
G
= 2kBTh
mω21 〈V 2R〉1
(3.81)
Nous passons alors à la version discrète de la formule en commençant par le travail. Le
travail eﬀectué pendant une transformation est la somme de chaque quantité inﬁnitésimale
de travail évaluée à chaque point d’échantillonnage. Nous moyennons ensuite cette quantité
sur plusieurs réalisations de la transformation.
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δWt =
1
2x
2
t ◦ dk
δWt =
1
4R
2
t ◦ dk
= 14GV
2
R,t ◦ dk
= kBTh2mω21
V 2R,t
〈V 2R〉1
◦ dk
= kBTh2ω21
V 2R,t
〈V 2R〉1
◦ dω2
(3.82)
dω2 est calculé avec la relation linéaire entre la pulsation et la tension VT :
dω2 = ω2t+dt − ω2t = (ω1 − βVT,t+dt)2 − (ω1 − βVT,t)2 (3.83)
Finalement, comme nous traitons des processus stochastiques nous devons traiter les
intégrales avec un produit de Stratonovich car dans ce cas l’intégrale au sens de Riemann ne
fonctionne pas (voir annexe C). Pour chaque segment nous utilisons donc le point médian.
δWt
kBTh
= 14ω21
V 2R,t + V 2R,t+dt
〈V 2R〉1
(ω2t+dt − ω2t ) (3.84)
Au ﬁnal on a :
〈W 〉
kBTh
=
〈∑ δWt
kBTh
〉
(3.85)
On fait de même pour la chaleur :
δQt =
1
2m ◦ d
[
ω2t x
2
t
]
+ 12kt ◦ d
[
x2t
]
= 14m ◦ d
[
ω2t V
2
R,t
G
]
+ 14kt ◦ d
[
V 2R,t
G
]
= kBTh2ω21
◦ d
[
ω2t V
2
R,t
〈V 2R〉1
]
+ kBTh2ω21
ω2t ◦ d
[
V 2R,t
〈V 2R〉1
] (3.86)
En appliquant Stratonovich on obtient :
δQt
kBTh
= 12ω21
[
ω2t+dtV
2
R,t+dt − ω2t V 2R,t
〈V 2R〉1
]
+ 14ω21
(ω2t + ω2t+dt)
[
V 2R,t+dt − V 2R,t
〈V 2R〉1
]
(3.87)
3.8.2 Impact du bruit
Nous avons déjà avancé un argument pour soustraire le bruit de fond qui est celui de
l’amélioration de la correction de mesure sur le détecteur synchrone. Nous voulons à présent
étudier l’eﬀet du bruit sur les grandeurs thermodynamiques pour avoir une autre perspective
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sur son impact. Supposons que nous mesurions un bruit blanc gaussien xb en plus de notre
déplacement x, les deux signaux étant décorrélés. Pour le travail le calcul devient alors :
〈W 〉 =
〈∫ 1
2(x + xb)
2 ◦ dk
〉
= 12
∫
(
〈
x2
〉
+
〈
x2b
〉
+ 2 〈xxb〉) ◦ dk
= 12
∫
(
〈
x2
〉
+
〈
x2b
〉
+ 0) ◦ dk
= 12
∫ 〈
x2
〉
dk +
〈
x2b
〉
2 (kf − ki)
(3.88)
On déﬁnit Δk = kf − ki. Comme l’écart entre les états initial et ﬁnal est faible on peut
écrire au premier ordre ln(kf/ki) = ln(1 + Δk/ki) ∼ Δk/ki. Tant que l’écart en fréquence
et donc en raideur est faible on peut donc écrire, tant pour une branche isotherme que pour
une branche adiabatique :
〈W 〉 ∼ kBT2
Δk
ki
+
〈
x2b
〉
2 (kf − ki)
=
〈
x2
〉
i
2 (kf − ki) +
〈
x2b
〉
2 (kf − ki)
(3.89)
Ou on a appliqué le théorème de l’équipartition de l’énergie au point de départ i de la
branche. Comme notre ratio signal sur bruit est faible (typiquement 2)
〈
x2b
〉
et
〈
x2
〉
i
sont
proches et les deux termes de l’équation précédente sont du même ordre. Pour une mesure
correcte du travail il est donc indispensable de soustraire le bruit.
On fait le même raisonnement avec le calcul de la chaleur :
〈Q〉 =
〈∫
k(x + xb) ◦ d(x + xb)
〉
= 12
∫
k ◦ d 〈(x + xb)2〉
= 12
∫
k ◦ d 〈(x2 + x2b + 2xxb)〉
= 12
∫
k ◦ d 〈x2〉+ 12
∫
k ◦ d 〈x2b〉+ 0
(3.90)
Le premier terme est celui que nous cherchons, le second s’annule car la valeurs RMS
du bruit de fond n’est pas impactée par la transformation (d
〈
x2b
〉
= 0). Pour la chaleur la
soustraction du bruit n’est pas utile.
Le rendement est évalué à partir d’un ratio entre un travail et une chaleur. Comme la
mesure du travail est impactée par le bruit et que la mesure de la chaleur ne l’est pas il
est certain que la mesure de rendement va être faussée également. Nous avons donc tout
intérêt à soustraire le bruit de fond.
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3.9 Moyennage du signal
3.9.1 Reproduction des données d’une rampe
Dans cette section nous allons nous intéresser à la reproduction de données en vue de
simulations. Notre problématique est la suivante : la mesure de la chaleur est extrêmement
bruitée. Pour les variations de fréquence que nous avons l’ordre de grandeur du travail et
de la chaleur est de l’ordre du mkBT . Comme nous le verrons par la suite l’incertitude
sur le travail est en deçà, ce qui nous permet de le mesurer assez facilement. En revanche
l’incertitude sur la chaleur est de l’ordre de kBT , ce qui rend sa mesure délicate. Pour
obtenir sa valeur il faut donc au choix : faire une mesure assez longue pour sortir du bruit,
ce qui implique la stabilité du système sur un temps suﬃsamment long, ou bien trouver
un moyen de réduire l’incertitude. Les simulations ont pour but d’explorer cette deuxième
possibilité, il nous faut donc être capable de générer aléatoirement des données correspon-
dant à une transformation thermodynamique. Pour cela nous allons dans un premier temps
nous intéresser à la distribution statistique des signaux de tension mesurés sur un palier
pour ensuite reproduire une rampe isotherme. Ces simulations sont réalisées avec Python.
Dans un premier temps nous nous intéressons au signal de tension en phase VX issu
d’une mesure au détecteur synchrone. Nous nous plaçons à VT = 0V et l’injection de bruit
est constante avec Vs = 0V . La mesure se fait pendant une minute avec un échantillonnage
de 14400Sa/s. Ce signal est aléatoire car il est issu de l’excitation de l’échantillon par un
bruit blanc gaussien et nous sommes dans le cas d’un mouvement Brownien. Le nombre
d’échantillons obtenus est grand au vu de la durée de l’acquisition et du taux d’échantillon-
nage, donc d’après le théorème de la limite centrale [35, 36, 37] la distribution statistique
qui décrit notre mesure sera une gaussienne de toute façon.
La ﬁgure 3.22 montre l’histogramme tiré de cette mesure et l’ajustement par une distri-
bution gaussienne. Cela nous permet d’en tirer la moyenne et l’écart type caractéristique
de notre vibration. On trouve alors pour la moyenne μ = 4, 95nV et pour l’écart type
σ = 29, 64μV . C’est ce qui est attendu pour un mouvement Brownien : en moyenne le
déplacement est nul mais l’écart type non nul indique que le système explore une certaine
portion de l’espace qui l’entoure.
On peut maintenant simuler une autre mesure de VX en générant aléatoirement un jeu
de données issu d’une distribution Gaussienne avec les même caractéristiques (variance et
moyenne). On utilise pour cela le package random de numpy. Ceci est illustré en ﬁgure 3.23.
On peut voir qu’on a un généré un jeu de données dont l’évolution temporelle est diﬀérente
mais qui répond à la même statistique.
On veut maintenant être capables de simuler une rampe. Or lors de ce type de mesure
on utilise V 2R = V 2X + V 2Y . VX et VY ont les même distributions car la phase est aléatoire.
Si VX a une distribution gaussienne de moyenne μ et d’écart type σ on peut alors déﬁnie
la variable centrée réduite V ′X = (VX − μ)/σ qui suit une loi normale de moyenne nulle
et d’écart type unitaire. Nous allons nommer ϕ(x) la densité de probabilité d’une telle loi
normale et χ2(x, k) la densité de probabilité d’une distribution chi carré de dimension k
[38].
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Figure 3.22 – Histogramme de la mesure de VX sur une durée de 1 minute avec un échantillon-
nage de 14400Sa/s. Cet histogramme est ajusté avec une gaussienne et on trouve pour la moyenne
μ = 4, 95nV et pour l’écart type σ = 29, 64μV .
Figure 3.23 – Comparaison des histogrammes obtenus via les données de mesure et la génération
aléatoire de données issues d’une statistique Gaussienne.
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ϕ(x) = 1√
2π
exp
(
−x
2
2
)
χ2(x, k) =
⎧⎪⎨
⎪⎩
xk/2−1 exp(−x2 )
2k/2Γ( k2 )
si x > 0
0 sinon
(3.91)
Avec Γ(k/2) la fonction gamma, notamment Γ(1/2) =
√
π. Nous connaissons la distri-
bution de V ′X mais nous avons besoin de la distribution de V ′2X . Pour cela nous utilisons la
technique de transformation des distributions. Soit X une variables aléatoire suivant une
densité de probabilité connue fX(x). Soit une nouvelle variable aléatoire Y obtenue par
transformation monotone de X : Y = g(X). Alors la densité de probabilité de la variable
aléatoire Y est obtenue par :
fY (y) =
∣∣∣∣ ddy (g−1(y))
∣∣∣∣ fX (g−1(y)) (3.92)
Avec g−1 la fonction réciproque de g. Dans le cas qui nous intéresse nous avons X = V ′X ,
Y = V ′2X et g : x → x2 qui n’est pas monotone (pour une valeur de x2 nous avons deux
valeurs possibles de x). La fonction inverse est la fonction racine. Dans ce cas nous pouvons
utiliser une extension de la formule (3.92) sur chaque sous ensemble où la fonction g est
monotone :
fY (y) =
n∑
k=1
∣∣∣∣ ddy (g−1k (y))
∣∣∣∣ fX (g−1k (y)) (3.93)
Ou n est le nombre de solutions de g(x) = y et g−1k (y) sont ces solutions. Pour notre
fonction g nous avons comme dit précédemment deux solutions et les fonctions inverses
sont x = ±√y. L’application de la formule (3.93) nous donne :
fY (y) =
1
2
√
2πy exp
(
−12
√
y
2
)
+ 12
√
2πy exp
(
−12
√
y
2
)
= 1√2πy exp
(
−y2
) (3.94)
On trouve donc que si V ′X suit une loi normale de moyenne nulle et d’écart type unitaire
alors V ′2X suit une distribution χ2 de dimension 1 . En sachant cela on peut générer :
V 2X = σ2V ′2X + 2μVX − μ2 (3.95)
Avec V ′2X décrit par la loi χ2 et VX décrit par la loi gaussienne avec les paramètres
estimés précédemment. On conserve le μ mesuré car il n’est pas exactement nul même s’il
est proche de 0.
Pour générer une rampe isotherme, on applique une tension VT , ce qui a pour eﬀet de
changer la fréquence du système et donc
〈
V 2R
〉
via l’équipartition de l’énergie. Simuler une
rampe revient donc à impacter la variance de nos distributions. Comme précédemment
nous allons comparer le résultat de simulation avec une expérience pour vériﬁer que nous
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sommes ﬁdèles aux données que l’on mesure. La mesure est eﬀectuée avec une rampe de
VT similaire à ce qui est présenté en ﬁgure 3.21 mais sans la partie adiabatique ; nous
avons donc une rampe montante, un plateau à VT = 0, 8V (que nous allons repérer par
l’indice 2) soit environ 1kHz de tuning dans ce cas, un rampe descendante et un plateau à
VT = 0V (que nous allons repérer par l’indice 1). Chaque partie dure 1 minute et V 2R est
mesuré avec un échantillonnage de 14400Sa/s. Un logiciel Labview qui gère l’acquisition
des données se charge également de séparer les points des diﬀérentes parties de la trans-
formation (les plateaux et les rampes) grâce au signal TTL sorti du Tektronix qui gère
la rampe et mesuré par le détecteur synchrone (signal auxiliaire en face arrière de l’appareil).
Pour la simulation nous allons seulement utiliser le plateau à VT = 0V qui va nous
donner
〈
V 2R
〉
1 et la rampe montante qui va nous donner notre distribution de référence.
Pour obtenir les variances sur toute la rampe on utilise l’équipartition de l’énergie. On sait
que sur une rampe isotherme où la température est constante les états 1 et 2 sont reliés par
la relation : f21
〈
V 2R
〉
1 = f
2
2
〈
V 2R
〉
2. Nous créons donc une rampe de variance avec le même
nombre de points régulièrement espacés que sur les données V 2R de la rampe montante. Les
valeurs varient entre le
〈
V 2R
〉
1 mesuré et
〈
V 2R
〉
2 =
〈
V 2R
〉
1 f
2
1 /f
2
2 (nous avons besoin pour cela
de mesurer les fréquences). Pour générer la tension associée à cette nouvelle variance de la
distribution nous utilisons l’équation (3.95) en chaque point de la rampe. Comme VX et
VY ont quasiment la même distribution on a
〈
V 2X
〉 ∼ 〈V 2Y 〉 = 〈V 2R〉 /2. Nous générons deux
points pour avoir V 2X et V 2Y , la moyenne μ reste la même mais nous utilisons la variance〈
V 2R
〉
/2 du point où nous sommes actuellement. Finalement nous sommons pour avoir V 2R.
Le résultat obtenu est montré en ﬁgure 3.24. On peut voir qu’on reproduit les mêmes carac-
téristiques statistiques (la distribution est dominée par la partie en χ2). On remarque que
dans la distribution expérimentale on a un certain nombre de valeurs négatives. Cela vient
du fait que l’on soustrait un bruit. Nous ne cherchons pas à reproduire cette caractéristique
dans nos simulations.
Avec les valeurs de V 2R et de fréquences associées on peut calculer un travail et une cha-
leur sur cette rampe unique simulée. Pour les fréquences on utilise les fréquences mesurées
lors d’une expérience de rampe. Cette mesure de fréquence se fait de la façon suivante : on
mesure la fréquence à VT = 0V et à VT > 0V avant l’expérience. La tension varie linéai-
rement en fonction de VT entre ces deux points et ces mesures nous donnent le coeﬃcient
directeur. En cours d’expérience la mesure de VT sur le détecteur synchrone nous permet
de remonter à la valeur de la fréquence.
Remarque : dans le descriptif expérimental ﬁnal nous avons précisé ne pas mesurer
la fréquence pour diminuer le bruit. Ces simulations ont été faites lorsque la mesure de
fréquence était encore eﬀectuée en cours de rampe. Nous verrons l’eﬀet du passage à des
fréquences simulées dans la section 3.10.2.1. L’incidence sur les résultats de simulation est
minime et concerne l’écart type sur le travail.
Avec les valeurs de fréquence mesurées aux extrémités de la rampe on en déduit que
le travail théorique est de −5, 74mkBT (avec l’équation (3.18)) et la chaleur est l’opposé.
Sur cette rampe simulée on trouve −4.447mkBT pour le travail et 1704, 989mkBT pour la
chaleur. Ceci illustre bien le problème, pour le travail nous sommes proches de la bonne
valeur et donc moyenner sur plusieurs rampes nous permettra de converger assez rapidement.
Par contre pour la chaleur nous sommes trois ordres de grandeur au dessus de la valeur
attendue. En pratique nous avons un écart type σ élevé et il nous faudra un nombre
conséquent de points pour converger (car l’erreur diminue en σ/
√
N avec N le nombre de
mesures).
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Figure 3.24 – Comparaison de l’histogramme des valeurs de V 2R sur la mesure d’une rampe
isotherme et sur une simulation. On a utilisé
〈
V 2R
〉
1 = 8, 87.10
−10V 2, f1 = 175684, 16Hz et
f2 = 174678, 69Hz. Les fréquences ont été mesurées séparément à l’analyseur de spectre. On
remarque sur l’histogramme du haut que le premier bin est situé à gauche de 0 et nous avons donc
des valeurs négatives. Cela vient du fait que pendant la mesure nous soustrayons le bruit de fond
mesuré en amont.
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3.9.2 Statistique sur plusieurs rampes
Nous savons maintenant reproduire une rampe numériquement, ce qui nous permet de
faire des test sur le traitement de données. On reprend la méthode précédente mais on
génère 500 rampes diﬀérentes. Ensuite on peut extraire un travail moyen et une chaleur
moyenne sur ces rampes. En plus de cela nous allons appliquer sur les données de V 2R un
decimate (ou moyenne glissante). Le principe est de réduire l’échantillonnage en moyennant
des paquets de points. Concrètement supposons qu’on ait N points et qu’on applique un
decimate avec un taux de 100 au ﬁnal on aura n = N/100 points et chaque point de
l’ensemble {n} est la moyenne de 100 points adjacents de l’ensemble {N} (les groupes de
100 points ne se chevauchant pas). L’objectif est de réduire l’écart type sur V 2R et de voir si
l’écart type sur la chaleur s’en trouve réduit sans générer pour autant de biais statistique.
Étant donné qu’analytiquement on a une formule complexe le problème n’est pas évident à
traiter. Pour cette raison il est plus simple d’eﬀectuer des simulations. Les résultats seront
présentés avec un taux de decimate croissant.
La ﬁgure 3.25 présente les résultats pour le travail et la chaleur avec un decimate de
100 (sachant que sur la rampe nous avons 863576 points). Les valeurs théoriques sont
représentées par la ligne pleine bleue. Les valeurs obtenues ainsi que les écarts types sont
résumés dans la table 3.1. On peut voir que la valeur de travail converge au bout de 500
rampes pour le travail sans decimate. Cependant l’application d’un decimate même faible
réduit drastiquement le temps de convergence. Cela se voit sur l’écart type puisqu’on gagne
environ deux ordres de grandeur. La valeur moyenne atteinte est la bonne, nous n’avons pas
généré de biais. Au premier abord sur la courbe on gagne en temps de convergence et en
précision pour la chaleur. En eﬀet sans decimate la chaleur n’a toujours pas convergé avec
500 rampes. Cependant en regardant les valeurs, bien qu’on ait gagné en écart type (un
ordre de grandeur), celui-ci reste deux ordres de grandeur supérieur à la valeur moyenne
théorique. Le decimate de 100 n’est donc pas encore suﬃsant pour la chaleur, nous pouvons
encore pousser le processus plus loin.
Travail (mkBT ) Chaleur (mkBT )
Valeur théorique −5, 7401 5, 7401
Brute −5, 7561 ± 1, 517 34, 6932 ± 1394, 34
Decimate 100 −5, 7364 ± 6, 67.10−3 −1, 1076 ± 139, 3
Decimate 5000 −5.6801 ± 6, 08.10−3 6, 4146 ± 20, 67
Decimate 15000 −5.5758 ± 6, 27.10−3 5, 6617 ± 11, 19
Table 3.1 – Valeurs obtenues par simulation pour le travail et la chaleur pour diﬀérents decimate
ainsi que les écarts types associés. La valeur attendue et le résultats sans décimate sont indiqués à
titre de comparaison. Ces résultats sont issus de la génération de 500 rampes.
La ﬁgure 3.26 présente les résultats avec un decimate bien plus élevé de 5000. Pour le
travail on note toujours une accélération de la convergence. En revanche on voit aisément
que la valeur moyenne atteinte n’est plus la bonne. Pour le travail un decimate trop impor-
tant dégrade la mesure, on se limitera donc à un taux de 100 dans la partie expérimentale.
Pour la chaleur en revanche on converge toujours vers la bonne valeur et la zone de variation
se resserre. On voit dans les valeurs de la table 3.1 qu’on a encore gagné un ordre de gran-
deur dans l’écart type. On a maintenant le bon signe pour la valeur moyenne et celle-ci est
bien plus proche de la valeur théorique (on a 12% d’erreur contre plus de 100% auparavant).
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Figure 3.25 – Convergence du travail et de la chaleur pour 500 rampes isothermes simulées. Le
decimate appliqué est de 100 sur 863576 points, il nous reste 8635 points sur la rampe.
La ﬁgure 3.27 présente les résultats avec un dernier decimate de 15000. La conclusion
reste la même pour le travail, la nouvelle augmentation du decimate a encore dégradé la
valeur moyenne vers laquelle les simulations convergent. Au niveau de l’écart type nous
n’avons d’ailleurs rien gagné en passant de 100 à 5000 ou 15000. Pour la chaleur l’eﬀet
est encore positif. Le gain est réduit sur l’écart type où nous avons gagné un facteur 2, ce
qui reste appréciable. L’erreur sur la valeur moyenne est de 1, 4% cette fois. Ces résultats
semblent indiquer qu’il n’y a pas de limite au decimate que l’on peut appliquer sur la chaleur
et l’on serait tenté d’augmenter encore le taux. Cependant il faut noter qu’avec ce decimate
de 15000 il ne nous reste plus que 57 points sur la rampe, ce qui commence à faire peu. De
plus nous verrons par la suite qu’expérimentalement nous obtenons des écarts types plus
élevés qu’en simulation, ce qui nuance le gain du passage de 5000 à 15000. Pour éviter de
trop réduire le nombre de points sur les rampes, ce qui fatalement devrait entraîner des
erreurs, nous nous limiterons en général à des decimate inférieurs à 10000.
3.10 Réalisation expérimentale
Nous présentons les résultats de mesure que nous avons obtenus. Cette section traitera
en premier de l’obtention de rapports ﬁables entre les plateaux dans les rampes de tension
(pour les cycles ces plateaux nous servent de point de contrôle), soit une étude statique.
Nous passerons ensuite à la partie dynamique avec dans un premier temps la réalisation
de rampes isothermes seules qui illustreront les résultats de simulation sur le decimate et
l’intérêt de la correction de la fonction de réponse du détecteur synchrone. Puis dans un
second temps nous présenterons les premiers résultats de cycle complet de Carnot que nous
avons obtenus. Nous aborderons tout au long de cet exposé les diﬃcultés qui ont limité nos
résultats.
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Figure 3.26 – Convergence du travail et de la chaleur pour 500 rampes isothermes simulées.
Le decimate appliqué est de 5000 sur 863576 points, il nous reste 172 points sur la rampe. Nous
zoomons sur la courbe de chaleur pour avoir une meilleure visibilité.
Figure 3.27 – Convergence du travail et de la chaleur pour 500 rampes isothermes simulées.
Le decimate appliqué est de 15000 sur 863576 points, il nous reste 57 points sur la rampe. Nous
zoomons sur la courbe de chaleur pour avoir une meilleure visibilité.
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Figure 3.28 – Rapports de variance mesurés en fonction de la tension de tuning VT . Le
rapport théorique est déterminé par le rapport des fréquences. Les résultats présentés sont pour les
extrémités de transformation isothermes. L’erreur avec le rapport théorique est inférieure à 0, 1%
pour tous les points.
3.10.1 Mesures statiques
Cette première partie s’intéresse aux résultats obtenus dans un régime statique, c’est
à dire que l’on mesure seulement les plateaux de la rampe de tension en ﬁgure 3.21. Plus
précisément on mesure la tension V 2R (moins le bruit et avec la correction du détecteur
synchrone) pendants 60s pour deux valeurs de VT successivement (on part toujours de
VT = 0V qui est le départ du cycle puis on applique un VT > 0). Ensuite pour chaque
tronçon de 60s on évalue la variance
〈
V 2R
〉
et on vériﬁe qu’en moyenne le rapport de ces
variances converge vers la valeur ﬁxée par l’équipartition de l’énergie. Donc pour une rampe
isotherme
〈
V 2R
〉
1 /
〈
V 2R
〉
2 = (f2/f1)
2 et pour une rampe adiabatique
〈
V 2R
〉
2 /
〈
V 2R
〉
3 = f3/f2
(voir équations (3.66) et (3.67)). Les mesures statiques on toujours été testées sur des rampes
isothermes mais la dernière égalité est utile pour les vériﬁcations de rapport sur le cycle
complet.
Les résultats de ces mesures sont présentés en ﬁgure 3.28. On peut y voir l’évolution du
rapport en fonction de la tension VT . Les points de mesures sont répartis sur une gamme de
1, 5VT qui est notre incursion maximale. L’écart entre les points de mesure et la théorie est
inférieur à 0, 1% pour chaque point, pourtant au vu de la variation du rapport en fonction
de la tension il peut être diﬃcile de discriminer des rapports pour des tensions VT proches.
Il vaut donc mieux utiliser notre incursion au maximum. Typiquement pour ces résultats
nous avons mesuré 400 à 500 plateaux (pour chaque tension), ce qui représente 13 à 14
heures de mesures. Quelques mesures ont duré un ou deux jours et une mesure a convergé
rapidement avec une centaine de plateaux soit 3 heures environ.
Pour les tensions auxquelles nous avons le plus de points nous observons une certaine
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Figure 3.29 – Moyenne cumulée du rapport des V 2R en fonction du nombre de mesures. La
moyenne converge pour ﬂuctuer faiblement autour d’une valeur stable. Dans ce cas la mesure
converge vers la valeur théorique (trait rouge plein).
reproductibilité dans les mesures. Les mesures pour 0.8, 1, 1.1 et une partie de 1.5VT on été
eﬀectuées d’aﬃlée pendant une période restreinte de quelques jours et toutes les mesures
ont convergé vers la bonne valeur. Nous n’avons pas de points au delà de 1, 5VT qui a
été l’incursion maximale utilisée pour tous nos tests. On s’attend à une tension limite
au delà de laquelle les rapports se dégradent par rapport à la théorie pour des raisons
évoquées précédemment. On peut commencer à voir apparaître des déﬂexions qui modiﬁent
le signal en fonction de la tension appliquée, le bruit injecté peut devenir dépendant de
VT , on peut avoir une rotation des polarisations mécaniques qui modiﬁe le signal également...
Pour contrôler la valeur de rapports obtenue nous utilisons le tracé en ﬁgure 3.29 qui
présente la moyenne cumulée du rapport des variances en fonction du nombre de mesures.
Avec peu de mesures le rapport moyen ﬂuctue beaucoup. Le nombre de points augmentant,
les ﬂuctuations diminuent pour osciller plus faiblement autour d’une valeur stable. Dans
les cas où la mesure est bonne cette valeur est la valeur théorique. Sur la ﬁgure 3.29 on
a bien une convergence du rapport moyen vers la valeur théorique attendue qui est repré-
sentée par un trait plein en rouge. Sur cette mesure on avait rth = 0, 9786 et on a mesuré〈
V 2R,1/V
2
R,2
〉
= 0, 9785 ± 1, 2.10−3 où l’erreur est obtenue via σ/√N avec σ l’écart type de
la série de donnée et N le nombre de points (ici N = 400). Ceci est une valeur typique
d’erreur pour nos mesures. Sur des mesures avec plus de points on peut descendre dans les
quelques 10−4.
Nous sommes donc capables de mesurer les tensions avec suﬃsamment de précision pour
obtenir les bons rapports en fonction du tuning, le signal suit l’évolution attendue. Nous
pouvons dès lors réaliser des mesures dynamiques en appliquant les rampes de tension.
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3.10.2 Mesures dynamiques
3.10.2.1 Rampes isothermes
Dans un premier temps nous présentons des mesures de rampes isothermes qui nous ont
servi de cas d’étude pour les tests de moyennage et de correction de la fonction de réponse.
La rampe de tension est appliquée à l’échantillon (via la contre électrode). Le signal V 2R
est mesuré en continu sur une bande passante de 3kHz autour de la fréquence centrale du
détecteur synchrone (qui est choisie médiane par rapport aux fréquences des extrémités de
la rampe). Le taux d’échantillonnage est de 14400Sa/s. Le signal TTL du générateur de
la rampe nous permet en cours de mesure de séparer les diﬀérentes portions de la transfor-
mation (rampes et plateaux). La fréquence est simulée comme variant linéairement entre
les deux valeurs sur les plateaux mesurées en amont et renseignées dans le programme. Les
corrections suivantes sont appliquées dans l’ordre au signal de tension V 2R : rotation pour
repasser dans le bon référentiel, soustraction du bruit, correction de la réponse du détecteur
synchrone. Ensuite on calcule le travail et la chaleur trois fois : une fois normalement et
deux fois avec deux decimate diﬀérents, ce qui permet de comparer les valeurs obtenues.
Par soucis de mémoire nous ne pouvons pas sauvegarder toutes les valeurs de tension pour
toutes les rampes. Cependant à la première itération nous stockons ces valeurs et à chaque
itération suivante nous sommons les nouvelles valeurs. En post processing il ne reste plus
qu’a diviser ces valeurs par le nombre de rampes mesurées pour obtenir la valeur moyenne
du signal en chaque point d’acquisition sur la rampe. Le résultat est présenté en ﬁgure 3.30,
nous avons en outre appliqué un decimate de 5000 en post processing pour améliorer la
visibilité. En trait plein rouge nous avons la valeur moyenne de tension mesurée pour les
plateaux et l’évolution théorique du signal calculée à partir des fréquences et de la valeur
moyenne du signal sur le plateau bas pour les rampes. On voit donc que la valeur atteinte
sur le plateau haut est un peu inférieure à la valeur attendue, ce qui implique un rapport〈
V 2R,1/V
2
R,2
〉
plus grand que prévu (en théorie on attend 0, 9886, en pratique on mesure
0, 9893 ± 1, 2.10−3 8.
La table 3.2 présente les résultats pour le travail et la chaleur sur les rampes et ce pour
les diﬀérentes valeurs de decimate. Nous avons 212 rampes de 240s (60s par portion) sur
cette mesure soit environ 14h d’acquisition.
Travail montant Chaleur montante Travail descendant Chaleur descendante
Valeur théorique −5, 7382 5, 7382 5, 7382 −5, 7382
Brute −5, 7326 ± 1, 49 77, 07 ± 2180 5.7422 ± 1, 62 194, 704 ± 990
Decimate 5000 −5.685 ± 94, 5.10−3 15, 83 ± 248 5.6771 ± 98.10−3 −7, 92 ± 250
Decimate 15000 −5.5804 ± 93, 3.10−3 12, 3 ± 151 5.5752 ± 96, 2.10−3 −0, 12 ± 155
Table 3.2 – Résultats pour le travail et de la chaleur sur les diﬀérentes portions de la rampe
(montant et descendant), avec des decimate diﬀérents. La valeur après ± est l’écart type de la série
de données. On a ici 212 mesures et le tuning est de VT = 0, 8V . Les énergies sont exprimées en
mkBT .
En ce qui concerne le travail la conclusion est la même que pour la partie simulations :
appliquer un decimate trop important dégrade la valeur de convergence. Dans ce cas il vaut
mieux utiliser les données sans decimate. L’écart type sans decimate est du même ordre de
grandeur que celui des simulations. En revanche quand on applique le decimate l’écart type
est plus grand lors des mesures. Dans les simulations nous avons considéré que la statistique
dont les données sont issues était immuable, ce qui n’est pas le cas en pratique à cause des
8. Après ± on donne l’erreur soit σ/√N avec σ l’écart type de la série et N le nombre de points).
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Figure 3.30 – Mesure de rampe isotherme montante et descendante, plus les deux plateaux
pour vériﬁer qu’on a le bon rapport. Les abscisses représentent le nombre de points. Les traits
pleins rouges représentent la valeur moyenne du signal pour les plateaux. Pour les rampes il s’agit
de l’évolution théorique du signal calculée à partir des valeurs de fréquence et de la valeur moyenne
du signal sur le plateau bas. Entre le plateau haut et le plateau bas on applique VT = 0, 8V .
dérives. De même la fréquence de résonance change. Il n’est donc pas surprenant d’avoir un
écart type plus grand en pratique car nous n’avons pas pris en compte toutes les sources
de bruit dans la simulation.
En ce qui concerne la chaleur nous constatons une diminution intéressante de l’écart
type lors du decimate. On arrive à des valeurs moyennes qui sont du bon ordre de grandeur,
sans arriver toutefois à converger vers la bonne valeur car l’écart type est de l’ordre de
100mkBT pour une valeur d’attente de 10mkBT (ce qui impliquerait d’avoir 10000 points
pour réduire l’erreur à 1%). Le passage de 5000 à 15000 en decimate n’apporte pas grand
chose niveau écart type et les valeurs atteinte sont un peu meilleures pour le decimate de
5000.
A cette mesure nous ajoutons les points d’une autre mesure prise le lendemain. les
valeurs obtenues sont présentées dans la table 3.3.
Travail montant Chaleur montante Travail descendant Chaleur descendante
Valeur théorique −5, 7678 5, 7678 5, 7678 −5, 7678
Brute −5, 7632 ± 108.10−3 87, 98 ± 2470 5.7748 ± 101.10−3 62, 339 ± 1200
Decimate 5000 −5.7060 ± 107, 5.10−3 −12, 609 ± 209 5.7177 ± 100.10−3 −4, 698 ± 234
Decimate 15000 −5.6057 ± 105, 8.10−3 2, 2266 ± 144 5.6165 ± 98, 6.10−3 6, 431 ± 133
Table 3.3 – Résultats pour le travail et de la chaleur sur les diﬀérentes portions de la rampe
(montant et descendant), avec des decimate diﬀérents. La valeur après ± est l’écart type de la série
de données. Cette mesure a été faite le lendemain de la mesure de la table précédente. On a ici
218 mesures et le tuning est de VT = 0, 8V . Les énergies sont exprimées en mkBT .
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Figure 3.31 – Mesure de rampe isotherme montante et descendante, plus les deux plateaux
pour vériﬁer qu’on a le bon rapport. Les abscisses représentent le nombre de points. Les traits
pleins rouges représentent la valeur moyenne du signal pour les plateaux. Pour les rampes il s’agit
de l’évolution théorique du signal calculée à partir des valeurs de fréquence et de la valeur moyenne
du signal sur le plateau bas. Entre le plateau haut et le plateau bas on applique VT = 1, 5V .
On peut voir que les résultats sont similaires dans les deux cas. On remarque cependant
que la valeur attendue a changé de quelques centièmes de mkBT . Cela vient d’une dérive
en fréquence de notre échantillon : nous sommes passé d’une fréquence de résonance de
175661.5Hz avec une tuning de −1005, 1Hz pour VT = 0, 8V à une fréquence de 175682.93
avec un tuning de −1010, 4Hz pour la même tension. Cette dérive en fréquence sur 24h
est typique. Pour le travail sur lequel nous avons une bonne précision cumuler ces données
n’a pas trop de sens mais pour la chaleur dont les ﬂuctuations sont de toute façon plus
grandes ont peut concaténer les données pour voir ce qu’on gagne. Nous avons alors 430
mesures et pour les données de decimate 5000 (meilleur résultat) on obtient sur la partie
montante Q = 6, 89 ± 207mkBT et sur la partie descendante Q = −4, 46 ± 220mkBT .
Malgré un écart type toujours élevé nous nous approchons des bonnes valeurs, on peut donc
espérer obtenir les valeurs attendues sans avoir à mesurer 10000 rampes. Finalement on
peut aussi remarquer que l’écart type sur le travail sans decimate a bien diminué, cela vient
du fait qu’entre les deux mesures on est passé d’une mesure où l’on déduit la fréquence
de la mesure de VT (avec la formule ω = ω1 − βVT déjà vue en section 3.7.6 par exemple)
à un système où la fréquence est simulée (Dans ce cas on considère que sur une portion
de cycle ω = ωi + (ωf − ωi)t/N avec ωi et ωn les fréquences en début et ﬁn de rampe
ou de palier, N le nombre de points en temps et t le point actuel). Comme grossièrement
δW/kBT ∝ x2 ◦ dω2 et que l’on supprime le bruit sur la fréquence en la simulant cela
diminue l’écart type sur le travail.
La ﬁgure 3.31 présente la même mesure que la ﬁgure 3.30 mais avec VT = 1, 5V . Le
rapport théorique est de 0, 9787 et nous obtenons 0, 9787 ± 9.10−4. La variation de signal
est plus visible sur ce deuxième exemple. Les valeurs de travail et de chaleur sont présentées
en table 3.4. Cette fois le decimate appliqué est de 100 et 10000.
Les résultats sur le decimate restent similaires. Les valeurs de Q sont améliorées sans
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Travail montant Chaleur montante Travail descendant Chaleur descendante
Valeur théorique −10, 7637 10, 7637 10, 7637 −10, 7637
Brute −10, 7703 ± 191, 5.10−3 −302, 74 ± 2324 10, 7656 ± 185, 3.10−3 178, 1 ± 1338
Decimate 100 −10, 7683 ± 191, 6.10−3 −63, 35 ± 1161 10, 7634 ± 185, 3.10−3 −82, 28 ± 1153
Decimate 10000 −10, 6006 ± 189, 4.10−3 3, 252 ± 164 10, 5958 ± 181, 1.10−3 −13, 68 ± 161
Table 3.4 – Résultats pour le travail et de la chaleur sur les diﬀérentes portions de la rampe
(montant et descendant), avec des decimate diﬀérents. La valeur après ± est l’écart type de la série
de données. Cette mesure a été faite le lendemain de la mesure de la table précédente. On a ici
385 mesures et le tuning est de VT = 1, 5V . Les énergies sont exprimées en mkBT .
pour autant réussir à atteindre la bonne valeur par manque de mesures. Ici on a testé une
valeur de 100 pour le decimate. L’eﬀet sur Q n’est pas intéressant car le moyennage est trop
peu étendu. En revanche on note une amélioration sur la valeur de W , comme nous l’avions
prévu avec les simulations. Nous pouvons donc eﬀectivement nous permettre d’appliquer un
decimate de 100 pour le travail et pour la chaleur il faut conserver une valeur de plusieurs
milliers.
Pour terminer la ﬁgure 3.32 montre ce qu’il se produit lorsque la correction de la fonction
de réponse du détecteur synchrone n’est pas appliquée. On peut voir une courbe en cloche
dont le maxima se situe à le fréquence centrale du détecteur synchrone. De part et d’autre
le signal est moindre à cause du ﬁltrage (il est atténué par la fonction de réponse). Cette
mesure a été réalisée avec VT = 1, 5V , sur une bande passante de 3kHz avec 3kSa/s, avec
une rampe de tension de 200s (50s par portion). Comme la fréquence de centrage est choisie
approximativement au milieu des fréquences à VT = 0V et VT = 1, 5V aux extrémités de
la rampe on retombe à peu près sur les bonnes valeurs. Cependant comme la fréquence
centrale n’est pas exactement médiane on induit une erreur sur le rapport des variances.
Théoriquement on attendait pour cette mesure 0, 9776 et on mesure 0, 9763 ± 1, 2.10−3.
Il en découle également une erreur sur les grandeurs thermodynamiques car le signal ne
suit plus la courbe théorique. Cela se voit très bien sur le travail. On attendait pour cette
mesure 11, 308mkBT et on a mesuré 11, 9184± 3, 17mkBT . Nous voyons donc qu’il est très
important de corriger ce biais.
3.10.2.2 Cycle complet
Dans cette partie nous présentons les résultats obtenus pour un cycle de Carnot com-
plet, c’est à dire en appliquant les rampes de tension présentées en ﬁgure 3.21. La première
mesure a été réalisée avec une rampe de tuning VT,2 = VT,4 = 0, 4V , VT,3 = 0, 8V et une
rampe de chauﬀage avec Vm = 4, 988V constant et Vs variant de 0V à −3, 51V sur la
partie adiabatique pour satisfaire à la condition (3.79) sur la tension juste avant le multi-
plicateur (en pratique une baisse de 5mV en sortie de l’addition de Vm et Vs). La bande
passante est toujours de 3kHz avec 14400Sa/s et le cycle total dure 420s avec 60s pour
chacune des 7 étapes du cycle (on a 7 étapes pour les 4 branches du cycle car on mesure
en plus 3 paliers, voir section 3.7.6). Pour le rapport des variances entre les extrémités
de la première branche isotherme nous attendons théoriquement 0, 9943 et nous mesurons
0, 9915 ± 1, 1.10−3 soit une erreur de 0, 28%. Pour le rapport du carré des variances entre
les extrémités de la première banche adiabatique nous attendons théoriquement 0, 9943
et nous mesurons 0, 9965 ± 1, 9.10−3 soit une erreur de 0, 22% (on obtient ces valeurs en
sachant que pour VT = 0V alors la fréquence de résonance est de 175644, 96Hz, que pour
VT = 0, 8V la fréquence est de 174644, 64Hz et que la variation est linéaire). La mesure
comporte 356 cycles et s’est étendue sur presque deux jours (41h30).
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Figure 3.32 – Exemple de mesure de rampe isotherme sans appliquer la correction du détecteur
synchrone. Au lieu de suivre la courbe théorique on a un maximum quand la fréquence est proche
de la fréquence de centrage du détecteur. De part et d’autre on observe l’impact de l’atténuation
du ﬁltre sur le signal. La réponse n’est pas plate sur l’ensemble de la bande passante.
L’évolution du signal obtenu est présentée en ﬁgure 3.33. Les grandeurs thermodyna-
miques mesurées sont présentées en table 3.5. Nous avons pris un decimate de 100 pour le
travail et un decimate de 8000 pour la chaleur. Le constat est toujours le même : les valeurs
de travail sont proches de la valeur attendue mais la convergence est diﬃcile pour les valeurs
de chaleur, encore plus particulièrement sur les rampes adiabatiques ou les valeurs atteintes
sont supérieures au valeurs des branches isothermes alors qu’elles devraient être nulles. On
remarque que l’allongement du temps de mesure a dégradé la mesure des rapports : comme
on acquiert les valeurs de rapport plus lentement le système a plus le temps de dériver.
Travail Chaleur
Rampe Théorique Mesuré Théorique Mesuré
1 → 2 −2, 8516 −2, 8587 ± 63, 1.10−3 +2, 8516 4, 9 ± 187, 22
2 → 3 −2, 8557 −2, 8602 ± 64, 2.10−3 0 5, 02 ± 182, 42
3 → 4 +2, 8435 2, 8455 ± 58, 7.10−3 −2, 8435 −4, 401 ± 181, 85
4 → 1 +2, 8557 2, 8691 ± 55, 9.10−3 0 −7, 5 ± 181, 91
Table 3.5 – Grandeurs thermodynamiques associées à la mesure de la ﬁgure 3.33. Les résultats
sont présentés sur 356 cycles de 420s avec un tuning maximal de VT = 0, 8V . Les énergies sont
exprimées en mkBT .
Une valeur qui nous intéresse est celle du rendement global du cycle. Théoriquement on
mesure le rendement par le rapport du travail extrait par la chaleur injectée. Dans cette
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Figure 3.33 – Évolution du signal
〈
V 2R
〉
sur un cycle de Carnot complet. En trait plein rouge on
a représenté l’évolution théorique des rampes en prenant comme point de départ la valeur moyenne
obtenue sur les plateaux. Les mauvais raccords viennent donc des erreurs de rapports mesurés. On
a moyenné sur 356 cycles de 420s.
optique on calculerait le rendement via :
η = −W1→2 + W3→4
Q1→2
(3.96)
Mais dans ce cas on considère que les travaux sur les deux branches adiabatiques se
compensent exactement et que la chaleur est nulle sur ces branches. Or nous n’atteignons
pas cette précision dans nos mesures. Une déﬁnition plus juste est [5] :
η = −W1→2 + W2→3 + W3→4 + W4→1
Q1→2 + Q2→3 + Q4→1
(3.97)
Nous sommes alors sûrs de comptabiliser le travail total sur le cycle ainsi que l’éner-
gie réellement injectée dans le système. En appliquant cette formule avec les valeurs
moyennes des diﬀérentes grandeurs issues de la mesure nous trouvons pour le rendement
η = 1, 8.10−3 ± 0, 196. En théorie nous attendons η = 1 − ω3/ω2 = 2, 9.10−3. On peut
voir que malgré les fortes ﬂuctuations de Q nous obtenons une valeur assez correcte sur
le rendement. L’écart type est important car il est dominé par l’écart type sur Q. La va-
leur atteint est inférieure à la valeur attendue car les valeurs de Q sont toujours trop grandes.
Pour le rendement nous ne pouvons pas utiliser la moyenne cumulée en estimant le
rendement sur chaque cycle successif. En eﬀet dans ce cas le dénominateur est très ﬂuctuant
et la somme des chaleurs change de signe régulièrement. La moyenne cumulée du rendement
tend donc vers 0 en général et il est préférable de calculer la valeur moyenne du numérateur
et du dénominateur avant de faire le rapport [39].
Nous présentons ensuite une seconde mesure réalisée sur une durée plus courte : nous
avons mesuré 511 cycles de 210s soit environ 30h d’acquisition. L’évolution du signal est
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Figure 3.34 – Évolution du signal
〈
V 2R
〉
sur un cycle de Carnot complet. En trait plein rouge on
a représenté l’évolution théorique des rampes en prenant comme point de départ la valeur moyenne
obtenue sur les plateaux. Les mauvais raccords viennent donc des erreurs de rapports mesurés. On
a moyenné sur 511 cycles de 210s.
présentée en ﬁgure 3.34 et les grandeurs thermodynamiques en table 3.6. Cette fois nous
avons un decimate de 8000 sur la chaleur mais pas de decimate sur le travail (ce qui à
priori peu diminuer un peu les résultats). Pour le rapport des variances entre les extrémités
de la première branche isotherme nous attendons théoriquement 0, 9942 et nous mesurons
0, 9951 ± 1, 3.10−3 soit une erreur de 0, 094%. Pour le rapport du carré des variances entre
les extrémités de la première banche adiabatique nous attendons théoriquement 0, 9942 et
nous mesurons 0, 9949 ± 2, 5.10−3 soit une erreur de 0, 074%. La convergence des rapports
a été meilleure sur cette mesure plus courte.
Travail Chaleur
Rampe Théorique Mesuré Théorique Mesuré
1 → 2 −2, 9176 −2, 9201 ± 77, 4.10−3 +2, 9176 13, 87 ± 183, 1
2 → 3 −2, 9219 −2, 9217 ± 77, 9.10−3 0 2, 5479 ± 182, 6
3 → 4 +2, 9091 2, 9171 ± 76, 5.10−3 −2, 8435 −11, 02 ± 188, 9
4 → 1 +2, 9219 2, 9124 ± 76, 3.10−3 0 −2, 57 ± 192, 4
Table 3.6 – Grandeurs thermodynamiques associées à la mesure de la ﬁgure 3.34. Les résultats
sont présentés sur 511 cycles de 210s avec un tuning maximal de VT = 0, 8V . Les énergies sont
exprimées en mkBT .
Les résultats sont similaires malgré la réduction de la durée des cycles, il reste sans
doute une marge de manœuvre sur ce paramètre. Si jamais la durée du cycle devenait trop
courte nous quitterions le régime quasi-statique car alors chaque changement de tension
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Figure 3.35 – Mesures successives de la fréquence de résonance de l’échantillon sur une période
de 1 mois.
se ferait plus vite que le temps de réponse caractéristique du système 1/γ. Comme γ est
de l’ordre de 20Hz soit un temps caractéristique de 50ms nous avons encore de la réserve.
Le rendement calculé avec la formule (3.97) et les données de la table 3.6 nous donne
0, 874.10−3 ± 12, 3.10−3 contre une valeur théorique toujours à 2, 9.10−3. L’augmentation
du nombre de cycles grâce à la diminution de la durée ne permet toujours pas d’avoir
la précision nécessaire mais les résultats se maintiennent : les valeurs de chaleur sur les
branches adiabatiques sont plus proches de 0, au détriment des valeurs sur les branches
isothermes qui sont plus éloignées de la valeur théorique. Le rendement mesuré reste dans
le même ordre de grandeur (proche de 10−3). Les résultats obtenus sur les cycles complets
vont dans le bon sens mais nous n’avons pas encore atteint la résolution nécessaire pour
une mesure ﬁable et reproductible.
3.10.2.3 Discussion
Nous abordons ici les principales diﬃcultés rencontrées pour ces mesures. La première
source d’erreur que nous pouvons quantiﬁer est la stabilité en fréquence de l’oscillateur. Nous
avons remarqué que suite au dépôt de platine pour séparer les polarisations mécaniques la
fréquence était instable et qu’il fallait faire un recuit de l’échantillon pour y remédier. La
qualité du vide joue également sur la stabilité de la fréquence car si la chambre contient plus
de molécules l’échantillon va se salir plus vite. Et si de la matière se dépose sa fréquence
change. La ﬁgure 3.35 illustre les variations de fréquence de résonance relevées sur un mois
environ. On peut y voir des augmentations et diminutions successives. La tendance globale
est à une diminution légère, ce qui est normal car en première approche ω =
√
k/m et un
dépôt de matière augmente la masse sans changer la constante de raideur (ﬁxation faible).
Cependant la fréquence peut changer jusqu’à 20Hz en deux jours, ce qui est la période de
mesure la plus longue que nous avons.
Comme la correction de la mesure du détecteur synchrone que nous appliquons dépend
de la fréquence de l’oscillateur nous induisons une erreur de mesure si celle ci évolue. Cette
erreur est quantiﬁable. En reprenant l’équation (3.65) nous savons que :
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〈
V 2R
〉
= C
〈
V 2R,filtré
〉
C =
(
1 +
(
f − fr
fc
)2)4 (3.98)
Avec f la fréquence de l’oscillateur dans l’état où on le mesure, fr la fréquence centrale
du détecteur synchrone et fc la fréquence de coupure du ﬁltre. Le rapport entre les deux
extrémités d’une branche isotherme 1 → 2 est donc exprimé comme suit :
r =
(
f2
f1
)2
=
〈
V 2R
〉
1
〈V 2R〉2
C(f1)
C(f2)
(3.99)
Supposons dans un premier temps qu’on fasse une erreur Δf sur les deux fréquences (la
même dans le même sens, soit un tuning constant) et qu’on veuille estimer l’erreur induite
sur le rapport r, l’erreur sur la correction étant la seule source d’erreur. Par la méthode
des logarithmes on calcule :
Δr =
(
f2
f1
)2 8
f2c
⎡
⎢⎣ f1 − fr
1 +
(
f1−fr
fc
)2 + f2 − fr
1 +
(
f2−fr
fc
)2
⎤
⎥⎦Δf (3.100)
Nous prenons comme valeurs : f1 = 175661, 5Hz et f2 = 174651, 5Hz, soit un tuning
qui correspond à VT = 0, 8V . Les paramètres du détecteur synchrone sont ceux de la section
3.6.3.2, en supposant que nous avons réglé la fréquence centrale sur 175157Hz. On trouve
alors une erreur de 3, 3.10−3 pour une valeur attendue de 0, 9885, ce qui est loin d’être
négligeable par rapport à nos erreurs de mesure. Ceci est un majorant car la variation
de fréquence se fait continuellement mais cela nous donne un ordre de grandeur. Si nous
avons une erreur de cet ordre sur le rapport nous attendons également des erreurs sur
les grandeurs thermodynamiques. De plus le tuning évolue également au cours du temps
comme le montre la ﬁgure 3.36.
Nous voyons donc que le tuning (mesuré par application d’une tension sur la contre
électrode avec une tension ﬁxe sur le générateur de tension relié à l’échantillon) oscille de
quelques Hz autour de la même valeur d’environ 1005Hz, ce qui est assez stable. Nous
avons cependant quelques périodes de variation plus importante, notamment une variation
de presque 20Hz sur deux jours. Si l’on prend le même calcul que précédemment avec
Δf1 = 20Hz et Δf2 = 40Hz pour prendre en compte ce changement de tuning alors on
trouve Δr = 5.10−3. Outre les erreurs de mesure le changement de la fréquence de résonance
et du tuning modiﬁe les valeurs théoriques des rapport et des grandeurs thermodynamiques,
ce qui peut compliquer l’accumulation de données sur une grande période si les variations
sont trop importantes.
L’erreur précédente est à peu près quantiﬁable si l’on mesure la fréquence de résonance,
ce que nous faisons très régulièrement. Cependant il nous arrive régulièrement de mesurer
des rapports dont l’écart à la théorie est loin d’être explicable par une erreur de correction.
Cela nous a posé un réel problème de reproductibilité voire d’interprétation des données
expérimentales. Nous avons évoqué dans les sections précédentes une limite au tuning
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Figure 3.36 – Évolution du tuning pour VT = 0, 8V sur la même période que la ﬁgure 3.35.
applicable permettant une mesure juste. Nos erreurs de rapport nous ont conduit à croire
pendant un certain temps que cette limite était à VT = 0, 8V . C’est pourquoi nos cycles
présentés se font avec une incursion maximale de VT = 0, 8V et pas VT = 1, 5V alors que
cette situation aurait été plus favorable. Nous avons ensuite manqué de temps pour repro-
duire des résultats avec VT = 1, 5V . Nous n’avons pas encore réussi à cerner la cause de
ces erreurs mais nous l’associons à un bruit parasite circulant dans le système. Son origine
vient probablement de plusieurs sources croisées et son apparition est intermittente, ce qui
le rend diﬃcile à pister. Il en résulte des périodes propices aux mesures dont sont issus les
résultats présentés et des périodes ou les résultats ne sont plus ﬁables ni reproductibles.
Voici quelques indices de dysfonctionnement dans le circuit dont les origines sont encore
mystérieuses. Lors des mesures de rapport nous mesurons en plus des signaux de tension
HF en sortie du boîtier les signaux BF qui servent de mesure de contrôle : stabilité de
l’absorption, absence de déﬂexion qui se traduirait par une variation du signal BF lors
de l’application de la tension de tuning. La ﬁgure 3.37 présente un premier phénomène
inexpliqué et intermittent. Le signal de somme des signaux BF (et celui de diﬀérence aussi)
présente des oscillations en général avec une périodicité d’une heure. Sur des mesures longues
cette période peut varier. Cet eﬀet n’est pas présent sur toutes les mesures.
Nous avons pensé à un eﬀet dû aux défauts de monochromaticité du laser et nous avons
essayé d’ajouter une ﬁbre optique pour supprimer le phénomène mais sans succès. Le se-
cond indice est également visible dans les signaux BF. Nous relevons une valeur moyennée
des signaux BF par rapport à l’échantillonnage de la carte d’acquisition et nous relevons
également l’écart type sur ces signaux. Or sur certaines périodes l’écart type devient anor-
malement élevé sans que nous ayons pu en déterminer la cause. La ﬁgure 3.38 présente
un exemple d’écart type obtenu pendant une mesure statique des rapports sur une rampe
isotherme. On peut voir ici une alternance entre des valeurs hautes et basses au cours de la
mesure. Les valeurs basses correspondent environ à ce que l’on mesure en l’absence de ce
bruit intermittent, c’est à dire quelques μV . Dans les cas les plus extrêmes on dépasse même
les 10−4V comme le montre la ﬁgure 3.39. Des observations similaires sont faites sur le
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Figure 3.37 – Variation du signal de somme des tensions pour les deux cadrans de la photodiode.
On y voit des oscillations dont la période est d’un peu moins d’une heure.
signal de diﬀérence des cadrans BF. Nous avons également tenté de supprimer ce bruit sans
succès, la première piste étant l’alimentation du boîtier de détection que nous avons mis
sur batterie au lieu de le laisser sur le secteur. Nous avons également débranché la pompe
ionique pour éventuellement couper le bruit qui passerait par la pompe puis la carcasse de
la cuve et trouverait son chemin jusqu’à l’échantillon (le boîtier étant isolé électriquement
de la table optique).
Finalement nos dernières suspicions se sont portées sur les moteurs piezo-électriques
pour le nano-positionnement qui ont montré quelques dysfonctionnements. Suite à une
panne partielle des moteurs nous avons eu des soucis sur les boucles de rétroaction sur la
position et avons dû les désactiver car elles entraînaient des instabilités. La position de
l’échantillon était donc plus sujette aux dérives. Nous avons également supposé que du bruit
électrique pouvait transiter à travers le contrôleur piezo puis les moteurs car les contrôleurs
sont allumés en permanence et le contrôle de la tension est automatisé par ce dernier. On ne
contrôle pas ce qu’il se passe quand nous ne sommes pas en train de déplacer l’échantillon.
Nous avons donc essayé de passer à un modèle plus ancien de contrôleurs piezo qui permet
un contrôle manuel des tensions appliquées sur les moteurs (modèle ANC 150). Nous avons
ainsi pu remettre les moteurs à la masse et les débrancher du contrôleur sans générer de
saut de tension entraînant une dérive de position empêchant toute mesure. Encore une fois
cela n’a pas été concluant.
Pour clore cette section nous abordons l’eﬀet du tuning sur la masse eﬀective. En eﬀet
pour calculer la masse eﬀective [9] il faut deux informations : la position de mesure le long
du ﬁl et la déformée du ﬁl. En supposant la masse volumique du ﬁl homogène alors on a :
meff (x0) = m
∫ 1
0 |Y (x)|2 dx
|Y (x0)|2
(3.101)
Avec m la masse du nanoﬁl, x0 la position de mesure (les distances étant normalisées à
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Figure 3.38 – Ecart type sur le signal somme des tensions pour les deux cadrans de la photo-
diode. On peut voir que sur une certaine durée pendant la mesure il augmente, ce qui indique un
dysfonctionnement dans la mesure.
Figure 3.39 – Ecart type sur le signal somme des tensions pour les deux cadrans de la photodiode.
L’écart type est ici trop grand par rapport aux valeurs habituelles (quelques μV ) pendant la quasi
totalité de la mesure.
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L la longueur du nanoﬁl) et Y (x) la déformée du nanoﬁl obtenue avec l’équation (2.79) en
prenant α = 0. On voit que la masse eﬀective dépend de la position à laquelle on étudie la
vibration le long du nanoﬁl. Dans notre cas nous sommes assez proches de la base, à environ
20% du ﬁl soit x0 = 0, 2. En changeant le tuning donc la force de tirage dans le nanoﬁl
nous changeons la déformée et donc la masse eﬀective. Pour étudier l’impact du tirage nous
reprenons les paramètres de l’ajustement de la fréquence de résonance en fonction de la
tension de tuning obtenu en 3.5.3.2 (pour rappel f0 = 37890, 9Hz et Vc = 307, 45V ). La
connaissance de Vc nous permet de connaître κ2 = (V/Vc)2 et de trouver k et q =
√
k2 + κ2
en résolvant l’équation transcendantale (2.34). On trouve ainsi la fréquence de résonance de
l’oscillateur. En prenant V = 450V (la tension VK typique sur le Keithley) et V = 438V cela
nous donne 2kHz de tuning. Cette deuxième valeur de tension correspond à la tension qu’il
faudrait régler directement sur le Keithley pour reproduire l’eﬀet que l’on a sur la fréquence
de résonance du nanoﬁl en appliquant nos signaux sur la contre électrode. Connaissant k
et q pour ces deux valeurs de tension on peut également calculer la déformée dans les deux
cas et la masse eﬀective associée en normalisant à x0 = 0, 2. On trouve alors une variation
de 1, 1% de masse eﬀective. Or les rapports que l’on mesure sont en ki
〈
x2
〉
i
/kf
〈
x2
〉
f
que
nous avons simpliﬁé en ω2i
〈
x2
〉
i
/ω2f
〈
x2
〉
f
en supposant que la masse eﬀective ne change
pas, ce qui n’est pas le cas à priori. Toutes choses étant égales par ailleurs l’erreur que l’on
fait sur le rapport Δr/r est directement l’erreur sur la masse eﬀective Δm/m = 1, 1% ce
qui est grand devant le 0, 1% d’erreur annoncé.
Ce calcul n’est pas exact car la masse volumique n’est certainement pas homogène à
cause du dépôt notamment et ce même dépôt risque de perturber la déformée, ce qui n’a
pas été pris en compte dans le calcul précédent. La situation réelle est sans doute moins
dramatique que l’estimation présentée. Cependant ce calcul met en avant la nécessité de
prendre en compte la masse eﬀective pour nos mesures. Nous nous sommes situés dans la
zone du dépôt pour réduire les phénomènes de déﬂexion mais cela se fait au détriment de
la stabilité sur la masse eﬀective (qui varie moins quand on se rapproche de l’extrémité du
nanoﬁl). De plus même sans le tuning une simple dérive de l’échantillon dans le faisceau laser
peut changer la masse eﬀective du fait de la forte inhomogénéité de masse volumique dans
la zone du dépôt. Pour améliorer les résultats il serait sans doute nécessaire de s’éloigner
un peu de cette zone pour améliorer le compromis déﬂexion/stabilité de la masse eﬀective.
3.11 Conclusion
Dans ce chapitre nous avons exploré la réalisation d’une machine thermique stochas-
tique à base de nanoﬁl vibrant. Ce type de machine présente un intérêt fondamental car un
système qui stocke de petites quantités d’énergie échange avec un bain thermique qui lui en
possède des quantités gigantesques. L’étude de ces machines et de leur thermodynamique
se situe donc nécessairement dans le domaine de la physique statistique. Le cadre de cette
physique est connu, il s’agit de la thermodynamique stochastique. Nous avons appliqué
cette théorie à notre système, à savoir un nanoﬁl de SiC et montré quels sont les paramètres
pertinents pour réaliser un cycle de Carnot à savoir : la fréquence de résonance et la variance
de l’amplitude de vibration. Nous avons également vu la nouvelle déﬁnition du travail et
de la chaleur dans ce cadre. Nous avons ensuite décrit le système expérimental qui permet
de modiﬁer ces paramètres de la façon souhaitée grâce à des forces électriques couplées à la
vibration mécanique, mais aussi de mesurer l’amplitude de vibration avec un détecteur syn-
chrone. Le signal étant très faible (i.e. le rapport signal sur bruit est proche de 1) nous avons
besoin de toute la précision possible pour traiter les données et des corrections sont néces-
saires, comme la soustraction du bruit de fond et le redressement de la fonction de réponse
du ﬁltre du détecteur synchrone. Nous avons ensuite présenté les mesures préliminaires qui
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montrent le contrôle des paramètres du cycle via l’application de signaux électriques aﬁn
de vériﬁer que la réponse du système est en adéquation avec la théorie. Avec ces briques
de base nous nous sommes attelés à la construction d’un cycle de Carnot en commençant
par l’étude la plus simple des rampes isothermes. Cependant la durée nécessaire pour la
convergence de la chaleur nous a amené à chercher des stratégies pour réduire le temps de
mesure. Nous avons conclut via des simulations qu’un pré-moyennage des données avant
le calcul du travail et de la chaleur permet de réduire le bruit. La mise en pratique nous
a montré que le système répond de la façon attendue au contraintes appliquées et nous
avons été en mesure de réaliser des rampes isothermes et adiabatiques. Nous avons donc
atteint la précision nécessaire pour observer un eﬀet qualitatif. En revanche nous ne pouvons
encore conclure sur les aspects quantitatifs. La mesure du travail, la plus simple, est validée
et donne les résultats escomptés. Mais la mesure de la chaleur et donc du rendement at-
teint les bons ordre de grandeur mais ne converge pas encore avec suﬃsamment de précision.
Il reste donc deux déﬁs pour la suite. Le premier est de traquer les bruits parasites et
intermittents qui sont encore présents dans le système. Plusieurs pistes ont été explorées
sans succès, mais les origines de ces bruits étant probablement multiples et non décorrélées,
il est diﬃcile de trouver le moyen de les supprimer. Des défauts de matériel (potentiellement
sur plusieurs appareils) sont suspectés et une remise à plat du système expérimental avec un
remplacement partiel du matériel est envisagé pour assainir les bases. Une fois ces problèmes
écartés il reste le problème du temps de convergence pour la mesure de la chaleur. Même
avec le moyennage des données celui ci reste supérieur aux deux jours d’acquisition dans les
conditions ou nous nous étions placé. Pour cela plusieurs pistes sont possibles. Un premier
problème est la stabilité de la fréquence. Sur l’étude de l’évolution de fréquence que nous
avons montré le dernier étuvage du système n’était pas récent. Un étuvage complet du
système et de la pompe pourrait donc améliorer le vide dans le système. De plus l’échan-
tillon peut encore être recuit à une température plus haute que les premiers recuits que
nous avons eﬀectués, ce qui pourrait encore améliorer la stabilité. Il est également possible
d’implémenter un recalibrage de la fréquence de résonance en cours de mesure. Ensuite
augmenter le rapport signal sur bruit aide la mesure, il est donc envisageable d’augmenter
la quantité de bruit électronique injecté pour maximiser le signal, la limite étant la satura-
tion de l’ampliﬁcateur. Il nous reste un peu de marge sur cet aspect. Enﬁn nous pouvons
augmenter le tuning, ce qui permettrait d’augmenter la valeur de travail et de chaleur à
mesurer. En eﬀet nous avons cru pendant un temps être limité à VT = 0, 8V avant de
pouvoir faire des mesures correctes à VT = 1, 5V et la limite se trouve encore probablement
au delà. Finalement nous pouvons encore réduire la durée des cycles tout en restant dans
le régime quasi statique, ce qui nous permet de mesurer plus de cycles plus vite et donc de
converger plus rapidement à durée de mesure égale.
Une fois le cycle de Carnot fonctionnel il ouvre des possibilités d’études plus étendues,
notamment sur le rendement à puissance maximale [40, 41, 5] qui est vériﬁé sur ce type
de moteur. Un paramètre intéressant est la durée des cycles. En eﬀet on peut accélérer
les cycles jusqu’à passer en dessous de la limite quasi statique dans laquelle nous sommes
resté dans notre étude. Il a été prédit que dans ce cas le nombre de cycle pour lesquels le
rendement surpasse le rendement de Carnot augmente [39, 42]. Cependant le rendement
moyen vers lequel le moteur converge sur plusieurs cycles est toujours celui de Carnot. Une
études récente a également ouvert la voie de l’étude de moteurs thermiques mésoscopiques
(avec un cycle de Stirling) alimentés par des bains thermiques actifs avec une distribution
non gaussienne [43], ce qui permettrait de booster l’énergie extraite et l’eﬃcacité de tels
cycles.
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Chapitre 4
Machine thermique électrique
4.1 Introduction
Dans ce chapitre nous allons nous intéresser aux machines thermiques électriques, c’est
à dire une machine thermique dont le ﬂuide moteur a été remplacé par des électrons. Ce
type de machine est continu, il n’y a pas l’aspect cyclique des machines usuelles en thermo-
dynamique. La machine thermique que nous envisageons est constituée de deux surfaces
séparées par une distance nanométrique, ce qui est une conﬁguration classique en AFM
(Atomic Force Microscopy). Ce chapitre s’intéresse donc aux transferts d’énergie, en terme
de densité de courant électrique et de ﬂux de chaleur, entre les deux électrodes aﬁn d’en
tirer des valeurs de puissance électrique et de rendement.
De telles conﬁgurations ont été étudiées auparavant, sur des distances toujours plus ré-
duites, allant d’une séparation inter-électrode macroscopique à une distance microscopique.
Les résultats obtenus sont présentés en table 4.1. Ces machines utilisent les transferts ther-
moïoniques pour fonctionner, les températures de fonctionnement sont donc relativement
élevées car il faut vaincre le travail de sortie des émetteurs (voir section 2.2.2). Dès 1959 des
études théoriques ont montré que dans les cas les plus favorables le rendement d’une telle
machine thermique pouvait atteindre 90% du rendement de Carnot [8], qui reste la limite
ultime pour les machines thermiques. En pratique ce rendement est inatteignable car les
températures élevées de fonctionnement induisent de lourdes pertes thermiques par d’autres
canaux. La présence de vapeur de Césium entre les électrodes permet de réduire les travaux
de sortie et donc de diminuer la température de fonctionnement [9, 10] ou d’augmenter la
puissance du courant en restant à température constante.
A mesure que la séparation inter-électrodes se réduit les puissances augmentent mais les
rendements diminuent de façon conséquente sur le plan expérimental. En théorie cependant,
même en prenant en compte diﬀérents canaux de pertes thermiques, il est possible d’atteindre
des rendements de l’ordre de 40% du rendement de Carnot. Peu d’études ont été menées
sur des convertisseurs thermoïoniques sur des distances nanométriques. A ces échelles un
canal de conduction par eﬀet tunnel devient possible et c’est à cet eﬀet que nous voulons
nous intéresser. Pouvoir passer en dessous de la barrière de potentiel entre les électrodes
pourrait permettre d’abaisser la température de fonctionnement du dispositif et de créer
une machine thermique qui repose entièrement sur ces transferts. De plus comme nous le
verrons par la suite il existe des niveaux d’énergies résonants dans ce type de géométrie, ce
qui peu agir en ﬁltre énergétique et potentiellement améliorer le rendement [11].
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Source Type Dispositif Puissance Rendement
[1] Thermoélectrique Tc = 349K
Th = 644K
35W/m2 6%
SunPower R©
E20-327 [2] Panneau solaire
Tc = 300K
Th = 1000K
200W/m2 20%
[3] Macro Tc < 1000K
Th = 2500 − 2900K 10 − 200kW/m
2 0, 7 − 10%
[3] Gap rempli devapeur de césium
Tf = 600K
Th = 1600 − 2700K 25 − 400kW/m
2 9 − 18%
[4] Micro gap Écart de 2000K 1mW/m2 10−9
[5] Micro gap TC =?
TH = 1100K
0, 25W/m2 10−6
[6] Micro gap TC = 500K
TH = 1100K
115W/m2 4.10−5
[7] Micro gap TC = 900K
TH = 2000K
1MW/m2 40%
Table 4.1 – Résumé de diﬀérents résultats pour des convertisseurs d’énergie thermoïoniques dans
des conﬁgurations diﬀérentes. Ces résultats sont issus de travaux expérimentaux, sauf la dernière
ligne qui est un travail théorique, et le rendement associé est normalisé au rendement de Carnot.
A titre indicatif la puissance générée à la surface du soleil est de 1, 4kW/m2.
4.2 Oscillations de Gundlach
Dans le but de réaliser la machine thermique électrique envisagée il nous faut deux
réservoirs d’électrons à des températures diﬀérentes, ce qui requiert la présence d’une contre
électrode. En soit dans le cadre d’un calcul de Fowler Nordheim cette contre électrode est
forcément présente pour appliquer la tension d’extraction. Cependant comme elle est à
priori éloignée son inﬂuence n’est pas prise en compte. Dans notre cas nous voulons faciliter
le transit d’électrons entre les deux réservoirs et donc la distance entre les électrodes est
grandement réduite. Elle devient alors suﬃsamment faible pour ne plus être négligeable. En
eﬀet dans le cas ou deux surfaces sont proches des oscillations dans la densité de courant
passant d’une électrode à l’autre ont été observées expérimentalement [12, 13, 14, 15, 16,
17, 18, 19, 20]. L’émergence de ce phénomène a été décrite par K.H. Gundlach en 1966 [21]
et s’explique par la réﬂexion des ondes électroniques à la surface de la contre électrode. La
géométrie type est présentée sur la ﬁgure 4.1. On peut y voir deux métaux séparés par du
vide. Dans un premier temps nous considérons une température de 0K. Dans le vide entre
les deux métaux, il existe une zone d’énergie permise pour les électrons entre le bas de la
barrière de potentiel et le niveau de Fermi (zone hachurée en rouge sur la ﬁgure 4.1). La
contribution principale au courant passant d’une électrode à l’autre provient des niveaux
proches du niveau de Fermi car c’est là que la fonction d’apport est la plus grande (voir
section 2.2.3.3). Si la longueur de la zone permise dans le vide est de l’ordre d’un multiple
de la longueur d’onde électronique alors une onde stationnaire peut s’établir, ouvrant un
canal de conduction privilégié. Cela se traduit par une oscillation dans la densité de courant
J quand la distance entre les électrodes varie, car alors les niveaux énergétiques dans la
zone permise bougent et l’un d’eux peut se trouver aligné avec le niveau de Fermi.
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Figure 4.1 – Géométrie étudiée pour les oscillations de Gundlach : deux métaux 1 et 2 sont
séparés par une région de vide 3. Gauche : le contact électrique des deux métaux entraîne un
équilibrage des niveaux de Fermi EF . Cela se traduit par une diﬀérence de potentiel Δφ si les
travaux de sortie φ1 et φ2 sont diﬀérents. On fait la supposition que les niveaux de Fermi sont
les mêmes dans les deux électrodes, ce qui fait que le bas des bandes de conduction sont alignés.
Droite : l’application d’une tension V entraîne une circulation des électrons d’un métal à l’autre
(dans ce cas de 1 vers 2).
4.2.1 A température nulle
Nous revenons dans cette section sur le développement fait par Gundlach dans son
article originel [21]. On se place dans la géométrie présentée sur la ﬁgure 4.1. Les zones 1 et
2 sont les métaux de l’électrode et de la contre électrode avec leur travail de sortie respectif
φ1 et φ2 à priori diﬀérents (sur la ﬁgure nous avons φ1 > φ2). Dans la partie gauche les
surfaces des métaux sont proches mais pas en contact (une distance d les sépare). Comme
les travaux de sortie sont diﬀérents, les énergies de Fermi des deux métaux sont diﬀérentes
(par rapport au vide). Les deux métaux n’ont donc pas le même potentiel chimique interne ;
des électrons vont transiter d’un métal à l’autre aﬁn de créer un champ électrique qui va
contrebalancer cette diﬀérence d’énergie. Une fois passé ce régime transitoire les potentiels
électrochimiques (qui prend en compte le potentiel chimique interne et les eﬀets électrosta-
tiques) des deux matériaux sont les mêmes [22] et on a une chute de potentiel Δφ = φ1 −φ2
entre les deux. Quand on applique une tension V entre les deux métaux alors on déforme
la barrière de potentiel et les charges recommencent à circuler.
Pour bien prendre en compte les phénomènes de réﬂexion à l’interface avec le métal
2 nous sortons du cadre du calcul WKB standard que nous avons utilisé dans la section 2.2.3.
Pour traiter le calcul nous revenons donc à l’équation stationnaire de Schrödinger :
∂2ψ(x)
∂x2
− 2m
2
(U(x) − Ex)ψ(x) = 0 (4.1)
Dans la zone 1 la solution générale est sous la forme d’onde planes :
ψ1(x) = A1 exp(ik1x) + B1 exp(−ik1x)
k1 =
a
2
√
Ex
(4.2)
Avec a = 2
√
2m/. Dans la zone 2 on considère le même type de solution mais il ne
peut pas y avoir d’onde réﬂéchie (demi plan inﬁni). De plus on considère que les valeurs de
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niveau de Fermi sont les même dans les deux métaux donc Ex a la même référence dans
les deux zones, la diﬀérence d’énergie vient de la tension appliquée entre les électrodes.
ψ2(x) = A2 exp(ik2x)
k2 =
a
2
√
Ex + eV
(4.3)
Avec V la tension appliquée entre les électrodes. Dans la zone 3 inter-électrode le
potentiel U(x) est une droite. La référence de position x = 0 est placée à l’interface 1/3
et x = d marque l’interface 3/2. Nous déﬁnissons U(0) = U0 = EF + φ1 le maximum de
la barrière de potentiel dans la zone 1. A l’interface avec le métal 2 la ﬁgure 4.1 montre
facilement que U(d) = U0 − (Δφ + eV ). On en déduit que le potentiel dans la zone 3 est
de la forme :
U(x) = U0 − x
d
(Δφ + eV ) (4.4)
En injectant cela dans l’équation (4.1) nous avons :
∂2ψ(x)
∂x2
− 2m
2
[
W− − x
d
(Δφ + eV )
]
ψ(x) = 0 (4.5)
Avec W− = U0 − Ex. Nous posons 2mW−/2 = λ/l2 et 2m(eV + Δφ)/(2d) = 1/l3 de
telle façon que :
∂2ψ(x)
∂x2
− 1
l2
[
λ − x
l
]
ψ(x) = 0 (4.6)
En appliquant le changement de variable z = λ − x/l cette équation devient :
∂2ψ(x)
∂z2
− zψ(z) = 0 (4.7)
La solution de cette équation est connue et est du type :
ψ3(x) = A3Ai (z(x)) + B3Bi (z(x))
z(x) =
(
ad
2(eV + Δφ)
)2/3 [
W− − x
d
(eV + Δφ)
] (4.8)
Ai et Bi sont respectivement les fonctions d’Airy de première et seconde espèce. Ce
qui nous intéresse ensuite est le coeﬃcient de transmission D entre le milieu 1 et le milieu
2. Il est obtenu par le rapport des courant de probabilité associés aux ondes ψ1 et ψ2. Le
courant de probabilité s’exprime comme :
j = 2mi
(
ψ∗
∂ψ
∂x
− ψ∂ψ
∗
∂x
)
(4.9)
Où ∗ dénote le complexe conjugué. Pour une onde plane de la forme A exp(ikx) on
montre aisément que j = |A|2k/m. Pour la transmission de 1 vers 2 on considère que la
propagation de la gauche vers la droite et on ne prend donc pas la partie en exp(−ik1x)
dans le calcul du courant de probabilité. Ainsi le coeﬃcient de transmission est donné par :
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D = k2
k1
|A2|2
|A1|2 (4.10)
Finalement en reprenant les solutions dans chaque zone et en appliquant la continuité
des fonctions d’ondes et de leur dérivée aux interfaces on peut exprimer A1 en fonction de
A3. On montre alors que :
D = k2
k1
4
π2
[( z′
k1
{A′i(zd)B′i(z0) − A′i(z0)B′i(zd)} +
k2
z′
{Ai(zd)Bi(z0) − Ai(z0)Bi(zd)}
)2
+
(k2
k1
{Ai(zd)B′i(z0) − A′i(z0)Bi(zd)} + {Ai(z0)B′i(zd) − A′i(zd)Bi(z0)}
)2]−1
(4.11)
Avec zd = z(x = d), z0 = z(x = 0) et ′ dénote la dérivée par rapport à x. Gundlach met
en avant le régime haute tension eV > W− − Δφ ou D peut être approximé par :
D ∼ 8K
exp
(
− 23ad
W
3/2
−
eV +Δφ
)
2 eV −W−+ΔφU0−Δφ + 1 + sin
(
2
3ad
(W−−Δφ−eV )3/2
eV +Δφ
)
K = k2
k1
Ex
√
W−|eV − W− + Δφ|
U0(U0 − Δφ)
(4.12)
Cette forme met en avant le caractère oscillant du coeﬃcient de transmission via le
terme en sin(d). Pour calculer la densité de courant nous revenons à la même équation que
dans la partie 2.2.3.3 avec :
J = e
∫ ∞
0
N(Ex)D(Ex)dEx (4.13)
A 0 Kelvin on montre facilement que :
J = em2π23
∫ EF
0
D(Ex)(EF − Ex)dEx (4.14)
Etant donné la complexité du coeﬃcient de transmission nous ne poussons pas plus loin
le développement analytique.
4.2.2 A température non nulle
L’article originel étudie l’eﬀet d’oscillation à 0K, mais dans notre cas nous souhaitons
nous intéresser par la suite à une géométrie où l’électrode et la contre électrode sont chauﬀées.
Nous avons besoin de la dépendance en température. Par le même traitement que dans la
section 2.2.3.3, c’est à dire sans faire l’approximation de la distribution de Fermi Dirac à
0K, on montre que :
J = emkBT2π23
∫ EF +φ
0
D(Ex) ln
[
1 + exp
(
−Ex − EF
kBT
)]
dEx (4.15)
L’intégration s’arrête à EF + φ car nous ne nous intéressons pas aux électrons qui
transitent au dessus de la barrière et qui passent donc par le canal thermoïonique.
159
CHAPITRE 4. MACHINE THERMIQUE ÉLECTRIQUE
4.3 Simulation des oscillations de Gundlach
Nous avons désormais les formules nécessaires à la simulation des oscillations de Gund-
lach qui sont menées sur le logiciel Matlab R2016b. L’algorithme en soit est une simple
intégration sur les énergies comme le montrent les formules (4.14) et (4.15). Pour que l’algo-
rithme soit ﬁable pour une large gamme de paramètres d’entrée, il faut néanmoins prendre
quelques précautions, ne serait-ce que sur les fonctions d’Airy présentes dans le coeﬃcient de
transmission. Nous commencerons par détailler ces quelques écueils puis nous présenterons
les premiers résultats de simulation qui portent sur l’eﬀet de la température sur les oscil-
lations de Gundlach et la comparaison de nos résultats avec des résultats expérimentaux
issus de la littérature aﬁn de vériﬁer la viabilité de nos programmes.
4.3.1 Détails sur l’algorithme
Une rapide étude des fonctions d’Airy fournies par Matlab montre que l’évaluation
devient impossible dès lors que l’argument adimensionné dépasse 103, 996 pour les fonctions
Bi et B′i. La valeur renvoyée est alors Inf . Les fonctions de première espèces, elles, tendent
vers 0 quand l’argument atteint la centaine. Nous pouvons voir avec l’équation (4.8) qu’a
une distance inter-électrode donnée, dès que nous étudions la géométrie pour des tensions
appliquées trop faibles des erreurs vont apparaître car alors z ∝ (eV +Δφ)−2/3 devient grand.
Cependant si l’on se réfère à l’équation (4.11) on peut voir que le coeﬃcient de transmission
ne fait apparaître que des produits de fonctions d’Airy : une fonction de première espèce
multipliée par une de deuxième espèce. On peut donc penser que si l’une diverge et que
l’autre tend vers 0 le produit peut ne pas diverger. Pour cela on va se ramener aux formes
asymptotiques des quatre fonctions d’Airy que nous utilisons. Les formules utilisées lorsque
|z| → ∞, à l’ordre 0 en 1/z3/2, sont :
Ai(z) =
1
2
√
πz
1
4
exp
(
−23z
3
2
)
A′i(z) = −
z
1
4
2
√
π
exp
(
−23z
3
2
)
Bi(z) =
1√
πz
1
4
exp
(
2
3z
3
2
)
B′i(z) =
z
1
4√
π
exp
(
2
3z
3
2
)
(4.16)
A partir de ces formules nous pouvons voir que dans le pire des cas le produit d’une
fonction de première espèce avec une fonction de deuxième espèce varie en
√
z qui est
évaluable sur Matlab bien au delà de 100. Il reste un problème qui est que dans le coeﬃcient
de transmission de l’équation (4.11) l’argument n’est pas le même pour les deux fonctions
de chaque produit (nous avons à chaque fois z0 et zd). Le problème est donc de savoir,
quand l’un des arguments atteint la limite de Matlab, ce qu’il se passe pour l’autre. En
revenant à la déﬁnition de z donnée par l’équation (4.8) on montre que :
Δz = z0 − zd
=
(
ad
2
)2/3
(Δφ + V )1/3
(4.17)
L’écart est d’autant plus grand que d et V + Δφ sont grands. Cependant pour être
dans la zone où z est grand nous devons supposer V petit. En prenant d = 10nm (limite
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Figure 4.2 – Comparaison basse température des deux modèles. Pour le tracé on a utilisé
EF = 5eV , φ1 = 3, 5eV , φ2 = 3eV , d = 2nm.
supérieure des écarts que nous allons explorer), Δφ = 0, 5eV (valeur typique) et V = 1mV
nous trouvons Δz ∼ 11.
Nous vériﬁons numériquement que les produits avec et sans approximation sont les
même pour z > 60 dans tous les cas de ﬁgure (avec un argument identique pour les deux
fonctions). En prenant z = 90 comme limite d’utilisation des formes asymptotiques nous
nous assurons de pouvoir évaluer les fonctions mais également de ne pas quitter le domaine
de validité dans des conditions défavorables. Dès que z0 ou zd atteint cette limite nous
savons que nous pouvons appliquer la forme asymptotique sur les deux composantes du
produit.
4.3.2 Eﬀet de la température
Dans cette section nous allons étudier l’eﬀet de la température sur les oscillations de
Gundlach et vériﬁer que ce phénomène existe toujours à des températures plus élevées.
Pour cela nous nous ﬁxons une géométrie et nous calculons numériquement les intégrales
présentées en (4.14) pour la situation à 0K et en (4.15) pour prendre en compte l’eﬀet de
la température. Nous prenons comme référence des notations la ﬁgure 4.1. La ﬁgure 4.2
montre la comparaison entre la formule de Gundlach à 0K et le modèle avec la dépendance
en température à 1K. L’idée est de vériﬁer que les courbes coïncident, ce qui est le cas. Pour
améliorer la visibilité des oscillations, nous avons choisit de tracer la résistance diﬀérentielle
dJ/dV normalisée par rapport à la densité de courant J .
Le tracé de cette grandeur en fonction de la tension V appliquée entre les électrodes
montre clairement un caractère oscillant. L’interprétation est la suivante : quand aucune
tension n’est appliquée les niveaux de Fermi sont alignés. L’application d’une tension décale
les niveaux de Fermi et déforme la barrière de potentiel. Il se forme une zone permise
pour les électrons (zone hachurée en rouge sur la ﬁgure 4.1). Dans cette zone il va se
former des niveaux résonants car à cause des réﬂexions à la surface du deuxième métal
il peut se former des ondes électroniques stationnaires. Un tel niveau va se former quand
la longueur de cette zone est proportionnelle à la longueur d’onde électronique. Si l’on
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Figure 4.3 – Représentation schématique des niveaux résonants dans la zone inter électrodes et
de leur évolution en fonction de la tension appliquée. Les tensions V2 et V3 ont été indiquées sur
la ﬁgure 4.2
considère une approximation semi classique alors une formulation plus mathématique est
celle de la quantiﬁcation de Bohr-Sommerfeld qui stipule que :
2m

∫ d
x0
√
Ex − U(x)dx = nπ (4.18)
Avec x0 la position ou l’impulsion de l’électron est nulle (l’extrémité gauche de la zone
permise). Un niveau résonant n’étant pas utile sans électrons pour le traverser un canal
privilégié de conduction va vraiment s’ouvrir quand un de ces niveaux sera aligné avec un
niveau d’énergie du métal capable de fournir des électrons. Or les électrons qui participent
à la conduction sont quasiment tous issus des énergies proches du niveau de Fermi. Chaque
maximum de résistance diﬀérentielle observé sur la ﬁgure 4.2 correspond donc à un niveau
résonant aligné avec le niveau de Fermi du métal qui fournit les électrons. Cela est illustré
sur la ﬁgure 4.3 en écho à la ﬁgure 4.2. Par ailleurs si l’on relève la tension nécessaire
pour avoir la première oscillation (celle pour laquelle nous avons le premier maximum de
la résistance diﬀérentielle) nous trouvons 3, 527V > φ2. Cela place bien le bas de la zone
permise sous le niveau de Fermi du métal émetteur d’électrons.
La ﬁgure 4.4 montre l’eﬀet de la température du métal émetteur sur les oscillations
de la résistance diﬀérentielle. On peut remarquer un certain nombre de phénomènes. Pre-
mièrement l’amplitude des oscillations diminue mais l’eﬀet reste bien visible même en
considérant une température élevée de 1000K. Deuxièmement on peut voir que la position
en tension des maxima se décale vers des valeurs inférieures. Cela s’explique par le fait que
sous l’action de l’agitation thermique des niveaux d’énergie supérieurs au niveau de Fermi
se peuplent d’électrons excités. Les électrons du niveau de Fermi qui à 0K contribuaient
majoritairement au courant sont partiellement transférés vers des énergies supérieures et
le niveau d’énergie résonant de la zone inter-électrode n’a plus besoin d’être aligné avec
celui-ci mais un peu plus haut en énergie. La tension à appliquer sur le système est donc
moins grande. Le troisième point rejoint la remarque précédente, on remarque que les os-
cillations s’élargissent un peu. Cela est lié à cet étalement de la distribution en énergie
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Figure 4.4 – Eﬀet de la température sur les oscillations, tous les autres paramètres étant ﬁxés.
Pour ce tracé on a EF = 5eV , φ1 = 3, 5eV , φ2 = 3eV , d = 2nm.
des électrons qui ont accès à des niveaux d’énergie de plus en plus élevés avec la température.
Nous voyons donc que les oscillations de Gundlach survivent jusqu’à des températures
élevées. Divers résultats expérimentaux ont été obtenus à température ambiante [15, 16]
aussi bien qu’à des températures cryogéniques [12, 13, 14, 17, 18, 19, 20]. En eﬀet on voit
sur la ﬁgure 4.4 que les modiﬁcations à 300K sont minimes. A notre connaissance il n’y
a pas de références dans la littérature faisant mention de cet eﬀet dans des expériences à
plus haute température.
4.3.3 Reproduction de résultats expérimentaux
N’ayant pas réalisé l’expérience nous même nous nous employons dans cette section
à reproduire les courbes obtenues par Coombs et Gimzewski [15] dans une expérience
en conﬁguration STM (Scanning Tunneling Microscope) à température ambiante. Nous
commençons par extraire les paramètres utiles à l’algorithme. L’expérience a été faite à tem-
pérature ambiante nous prenons donc T = 300K. Pour la géométrie une pointe d’Iridium
(Ir) est placée devant une surface de Tantale (Ta), nous prenons des travaux de sortie stan-
dards pour ces éléments : φIr = 5, 6eV et φTa = 4, 22eV . Nous n’avons pas l’information
sur la valeur de l’énergie de Fermi mais sa valeur comptant peu nous prenons EF = 10eV .
La mesure que nous étudions dans cet article est celle qui donne la courbe présentée en
ﬁgure 4.5.a. Il s’agit d’un tracé de la résistance diﬀérentielle dI/dV en fonction de la tension
V. I étant le courant circulant entre la pointe et la surface et V étant la tension appliquée
entre les deux. Le principe est le suivant : la mesure est faite à un courant constant de 1nA.
Quand la tension change la densité de courant change et la distance entre les deux électrodes
est variée pour maintenir le courant de 1nA. La résistance diﬀérentielle est mesurée par
détection synchrone. Comme les données sont en courant et que notre algorithme donne
des densités de courant la première chose à faire est de retrouver la surface émettrice S de
la pointe. Pour cela on prend un point de la courbe expérimentale qui donne d en fonction
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Figure 4.5 – (a) Courbe expérimentale issue de l’article de Coombs et Gimzewski. On note une
rupture de pente dans la courbe de la distance pointe/électrode en fonction de la tension. Celle ci
est indiquée par les pointillés rouges à 15V . (b) Reproduction avec notre algorithme calculant la
densité de courant J avec le modèle de Gundlach.
de V . Nous avons choisi d = 15Å pour une tension de 10V . Avec ces paramètres notre
algorithme nous donne J = 2, 644.108A.m−2 soit une surface S = 3, 78nm2.
Pour reproduire la courbe nous scannons ensuite en tension, soit de 0 à 25V et pour
chaque point de tension nous itérons sur la distance jusqu’à trouver celle qui donne un
courant de 1nA avec la surface calculée précédemment. Cela nous donne la courbe d(V ).
Pour tracer la courbe de la résistance diﬀérentielle en chaque point de la courbe d(V ) nous
recalculons le courant sur une plage s’étendant sur 50mV de part et d’autre de la tension
V . En chaque point nous avons donc une courbe I(V ) que nous pouvons ajuster avec un
polynôme d’ordre 1 dont la pente est la résistance diﬀérentielle. Nous vériﬁons à posteriori
que le coeﬃcient de corrélation sur tous ces ajustements est proche de 1 car sinon il faut
réduire l’excursion en tension. Nous obtenons ainsi la courbe de la ﬁgure 4.5.b.
Nous pouvons voir que la courbe expérimentale et la courbe reproduite présentent bien
les même caractéristiques, c’est à dire des pics dans la résistance diﬀérentielle dont l’ampli-
tude diminue et une oscillation dans la distance inter-électrode en fonction de la tension
appliquée. Sur la courbe expérimentale on remarque cependant une rupture de pente dans
la droite d(V) et la partie basse tension de la résistance diﬀérentielle présente des pics
supplémentaires. Pour expliquer cela plusieurs choses peuvent intervenir : une nanoprotru-
sion peut dominer à faible voltage ; quand la distance augmente le courant devient moins
sensible à la séparation émetteur/surface et plus aux zones avec un faible travail de sortie.
Une dernière vériﬁcation faisable est de tracer la tension à laquelle apparaissent les pics
en fonction de leur indice élevé à la puissance 2/3. Ce tracé doit donner une droite si la
mesure correspond bien à des oscillations de Gundlach [13, 14]. Ce tracé pour notre résultat
de simulation est présenté en ﬁgure 4.6, ce qui achève de conﬁrmer la validité de notre
algorithme.
4.4 Machine thermique électrique
Dans cette section nous développons le modèle entier de la machine thermique électrique
avec les ﬂux de courant et de chaleur complets. Ces formules reposent sur le formalisme
développé dans la section 4.2.
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Figure 4.6 – Tracé permettant de vériﬁer que les oscillations observées sont bien des oscillations
de Gundlach.
4.4.1 Densité de courant
Pour modéliser la machine thermique complète, la densité de courant circulant dans un
sens (de gauche à droite jusqu’à maintenant) ne suﬃt plus. Il nous faut connaître le courant
net circulant d’une source à l’autre. Tout d’abord pour calculer la densité de courant passant
d’une électrode à l’autre nous reprenons la formule générale présentée dans le chapitre 2 :
J = e
∫ U0
0
N(Ex)D(Ex)dEx (4.19)
La diﬀérence est que la borne supérieure de l’intégrale n’est plus ∞ mais U0 = EF + φ
car nous souhaitons nous restreindre à un régime où l’émission thermoïonique intervient
peu ou pas. Le coeﬃcient de transmission D est celui obtenu avec le modèle de Gundlach,
sans modiﬁcation supplémentaire. En revanche nous modiﬁons quelque peu la déﬁnition de
la fonction d’apport. Pour rappel nous avions déﬁni :
N(Ex) =
m
2π23
∫ ∞
Ex
f(E)dE (4.20)
Cette formule correspond au fait qu’à chaque énergie Ex nous avons un certain nombre
d’électrons disponibles pour transiter à travers la barrière de potentiel. Ce nombre dépend
de la statistique de Fermi Dirac dans le réservoir de départ, c’est à dire de la probabilité
d’avoir un électron disponible à cette énergie. Cependant maintenant nous considérons deux
réservoirs en vis-à-vis et la distance entre les deux peut être inférieure à 2nm. Or dans ce
cas pour savoir si un électron va transiter il faut prendre en compte l’état du réservoir qui
va accueillir l’électron. La fonction d’apport pour un transfert d’électrons d’un réservoir 1
vers un réservoir 2 devient alors :
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Figure 4.7 – Représentation de la machine thermique. L’indice c référence la source froide à
la température Tc et h la source chaude à la température Th. Une diﬀérence de potentiel V est
appliquée entre les deux électrodes. φ est le travail de sortie.
N1→2(Ex) =
m
2π23
∫ ∞
Ex
f1(E) (1 − f2(E)) dE (4.21)
Cette formule retranscrit le fait que non seulement il doit y avoir un électron disponible
pour transiter à l’énergie Ex dans le réservoir 1 mais il faut également une place vacante
à cette même énergie dans le réservoir 2. Malheureusement cette intégrale n’a de solution
analytique que lorsque les températures des réservoirs 1 et 2 sont identiques, ce qui n’est
pas notre cas. Nous nous contenterons donc d’un traitement numérique pour cette intégrale.
Nous présentons sur la ﬁgure 4.7 la géométrie envisagée pour notre machine thermique.
Dans la suite l’indice c référence la source froide à la température Tc et l’indice h référence
la source chaude à la température Th. Nous voyons sur cette ﬁgure qu’une diﬀérence de
potentiel est appliquée entre les deux électrodes, on a donc un décalage en énergie pour les
électrons en passant d’une électrode à l’autre. Nous remplaçons les indices 1 et 2 par h et
c, les niveaux de Fermi vériﬁent la relation : EFh = EFc − eV .
Ce qui donne dans la fonction d’apport :
Nc→h(Ex) =
m
2π23
∫ ∞
Ex
fc(E,EFc) (1 − fh(E,EFh)) dE (4.22)
Le but de la machine thermique est de faire passer des électrons de la source chaude à la
source froide en luttant contre une diﬀérence de potentiel. Ce qui nous intéresse est donc la
densité de courant nette entre le réservoir chaud et le réservoir froid soit Jnet = Jh→c−Jc→h.
Ce qui nous donne l’expression suivante :
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Jnet =
em2
2π23
[∫ Umax
eV
∫ ∞
Ex
fh(E,EFh) (1 − fc(E,EFc))D(Ex)dEdEx
−
∫ Umax
0
∫ ∞
Ex
fc(E,EFc) (1 − fh(E,EFh))D(Ex)dEdEx
] (4.23)
Nous remarquons que la référence des énergies est placée au bas de la bande de conduc-
tion de la source froide. Les électrons situés sous ce niveau dans la source chaude ne peuvent
traverser la barrière car il n’y a pas de niveaux d’énergie situés en face. L’intégration doit
se faire en prenant en compte le décalage en énergie des deux réservoirs. La borne inférieure
pour l’intégrale du courant de la source chaude à la source froide est donc eV .
Pour la borne supérieure sur Ex nous intégrons jusqu’au maximum des deux réservoirs.
En fonction de la géométrie choisie cela peut être sur l’un ou l’autre. On a donc Umax =
max(EFc + φC , EFh + φH).
4.4.2 Flux de chaleur
L’expression du ﬂux de chaleur est similaire à celle du courant à ceci près qu’on rem-
place la charge électrique par la quantité de chaleur transportée par un électron. Cette
quantité de chaleur correspond à l’écart entre l’énergie de l’électron et le niveau de Fermi
du réservoir, plus kBT qui est la contribution moyenne des deux autres composantes de
l’énergie (dans la direction tangentielle à la surface)[23]. En eﬀet EF qu’on appelle énergie
de Fermi déﬁni le potentiel électrochimique μ. C’est par déﬁnition le travail thermody-
namique requis pour ajouter un électron au solide. L’écriture du premier principe pour
l’ajout d’un électron au solide donne donc ΔU = Q + μ soit Q = ΔU − μ = ΔU − EF
avec ΔU l’énergie de l’électron. La chaleur chaleur apportée par l’électron au réservoir
est donc E − EF avec E = Ex + Ey + Ef l’énergie de l’électron décomposable dans les 3
dimensions de l’espace x,y et z. Supposons que le système soit conﬁné dans la direction
x. Dans les deux autres directions y et z non conﬁnées les énergies Ey et Ez prennent la
valeur à l’équilibre thermodynamique. L’équipartition de l’énergie nous dit alors qu’on a
kBT/2 par terme quadratique et donc Ey = Ez = kBT/2. Soit au ﬁnal Q = Ex+kBT −EF .
Supposons ici qu’on veuille faire le bilan thermique sur un réservoir, ici sur la source
chaude car nous étudions la conﬁguration moteur. Ce ﬂux de chaleur a deux composantes : ce
qui sort de la source chaude en direction de la source froide et ce qui vient de la source froide.
Nous allons nommer ces termes Qh→c et Qc→h. Leur expression sera comme suit :
Qh→c =
m2
2π23
∫ Umax
eV
( + kBTh − EFh)D()Nh→c()d
Qc→h = − m
2
2π23
∫ Umax
0
( + kBTc − EFh)D()Nc→h()d
(4.24)
Un électron sortant du réservoir chaud avec une énergie  + kBTh supérieure au niveau
de Fermi va prélever une quantité de chaleur  + kBTh − EFh à la source chaude. Cette
chaleur est sortante et on prend la convention du ﬂux sortant positifs. Le terme suivant
est donc compté négativement. Un électron arrivant de la source froide avec une énergie
 + kBTc va apporter une quantité de chaleur  + kBTc − EF à la source chaude.
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Le ﬂux de chaleur total sortant de la source chaude est :
Qh = Qh→c + Qc→h (4.25)
4.4.3 Rendement
Le rendement d’une machine thermique motrice est déﬁni de la façon suivante :
η = JnetV
Qh
(4.26)
Jnet est le courant net circulant de la source chaude à la source froide, Qh est le ﬂux
de chaleur net sortant de la source chaude, V est la diﬀérence de potentiel entre les deux
électrodes. Dans l’expression de la tension on ne prend en compte que la tension appliquée
entre les deux électrodes car c’est la diﬀérence de potentiel électrochimique qui compte
pour le régime permanent (voir section 4.2.1). Cette valeur va être limitée par le rendement
de Carnot comme dans le cas d’une machine thermique cyclique. Dans la cas d’une géo-
métrie conﬁnée dans une seule direction (distance inter-électrode ici) il est théoriquement
impossible d’atteindre ce rendement [23]. En eﬀet si on suppose un conﬁnement dans la
direction x le moment dans cette direction est restreint à une seule valeur. Cependant le
moment dans les deux autres direction y et z non conﬁnées peut prendre n’importe quelle
valeur, donnant au spectre en énergie une largeur ﬁnie et rendant les échanges énergétiques
irréversibles. Pour atteindre la réversibilité et donc le rendement de Carnot on peut par
exemple limiter les transferts à une seule énergie totale pour laquelle l’occupation d’états est
constante (par exemple avec un conﬁnement 3D type boîte quantique ou le ﬁltrage est idéal
et la largeur du spectre en énergie est donnée par un Dirac) ou à des énergies extrêmement
élevées pour lesquels l’occupation tend vers 0 (par exemple avec un semi conducteur ou la
gap tend vers l’inﬁni ou un matériau thermoïonique avec une barrière inﬁniment haute).
Dans notre géométrie simple il n’est donc pas possible d’atteindre le rendement de Carnot
mais il serait possible de s’en approcher sur d’autres géométries, même avec un conﬁnement
1D. Nous chercherons cependant les paramètres qui permettront de maximiser ce rendement.
De la même façon que le rendement de Carnot n’est pas atteignable dans notre système,
la déﬁnition du rendement à puissance maximale (RPM) ne tient pas [24, 25, 26]. Nous
estimerons la valeur du RPM lors de nos simulations mais nous n’avons pas de formule qui
permette de la prédire.
4.5 Résultats de simulation
4.5.1 Premier cas d’étude
Nous nous plaçons dans un premier cas d’étude avec des paramètres qui ne sont pas
forcément très réalistes mais qui permettent de mettre en avant le type de phénomène que
nous étudions. Les paramètres utilisés sont les suivants : φC = 1eV , TC = 300K, φH = 3eV ,
TH = 1500K, d = 10nm. La tension appliquée varie entre 0 et 4V . La ﬁgure 4.8 présente les
résultats obtenus. On peut y voir les courbes de ﬂux de chaleur et de courant normalisées
à leur valeur maximale, la courbe de rendement maximal (RM) normalisé par rapport au
rendement de Carnot ainsi qu’un trait représentant la position du rendement à puissance
maximale (RPM).
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Figure 4.8 – Tracé des courbes de rendement normalisé par rapport au rendement de Canrot,
courant et ﬂux de chaleur normalisés à leur valeur maximale et position du rendement à puissance
maximale (RPM). Les paramètres utilisés sont : φC = 1eV , TC = 300K, φH = 3eV , TH = 1500K,
d = 10nm.
Nous voyons clairement les oscillations de Gundlach dans les courbes de courant et
de ﬂux de chaleur. Les oscillations étant synchronisées en tension entre le courant et la
chaleur nous ne retrouvons pas ou peu cet eﬀet d’oscillations sur la courbe de rendement. Le
rendement augmente jusqu’à atteindre une valeur proche du rendement de Carnot (93, 7%
de la valeur du rendement de Carnot) pour une puissance de 10, 6mW/m2. La puissance
est relativement faible étant donné la diﬀérence de température et les travaux de sortie.
Si l’on s’intéresse au RPM il est de 38, 46% du rendement de Carnot pour une puissance
de 39W/m2. Si l’on compare à la valeur théorique du RPM qui est ηPM = 1 −
√
TC/TH
alors nous n’atteignons que 55, 66% de cette valeur, ce qui conﬁrme que cette expression
du RPM n’est pas utilisable dans notre cas.
Sur cette ﬁgure nous remarquons que les oscillations de Gundlach permettent de locale-
ment maximiser la puissance à rendement égal. Au fur et à mesure que la tension augmente,
des niveaux résonants vont se former entre les deux électrodes. Les électrons de la source
chaude, qui du fait de le température élevée sont excités bien au delà du niveau de Fermi,
vont pouvoir transiter par ces canaux privilégiés. Les électrons de la source froide qui sont
peu excités thermiquement n’y ont pas accès sur toute une plage de tension. Le courant
net circule donc de la source chaude à la source froide en luttant contre une diﬀérence de
potentiel, nous avons bien une machine thermique fonctionnant en mode moteur. Quand la
tension devient trop grande et que les niveaux résonants approchent du niveau de Fermi de
la source froide, le courant se renverse car il est alors beaucoup plus facile pour les électrons
de la source froide de transiter à travers la barrière de potentiel que pour ceux de la source
chaude. A partir de ce point le rendement chute à 0 car il n’est déﬁni que pour un courant
net circulant de la source chaude à la source froide.
Dans la suite il va nous falloir étudier l’inﬂuence des divers paramètres, à savoir les
travaux de sortie des électrodes ainsi que leur températures respectives et la distance les
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Figure 4.9 – RM normalisé au rendement de Carnot en fonction de la distance inter-électrodes
pour diﬀérents couples de travaux de sortie. La source froide est à température ambiante et la
source chaude à 500K.
séparant, pour essayer de maximiser à la fois le rendement et la puissance utile en sortie.
4.5.2 Inﬂuence de la distance et du travail de sortie
Dans cette section nous étudions la puissance de sortie et le rendement en fonction de la
distance, le tout pour diverses conﬁgurations de travail de sortie. Pour cette étude les tem-
pératures de la source froide et de la source chaude sont ﬁxées à TC = 300K et TH = 500K.
Nous ﬁxons un écart de température volontairement bas car nous souhaitons atteindre un
point de fonctionnement ou les écarts de température ne sont pas trop importants, c’est
à dire un régime qui n’est pas encore le régime thermoïonique. Pour tracer les diﬀérentes
courbes nous ﬁxons la géométrie et les divers paramètres puis nous faisons varier la tension
appliquée entre les électrodes. Pour chacune de ces courbes nous relevons le RM obtenu et
la puissance associée ainsi que le RPM et la puissance associée. La tension appliquée entre
les électrodes pour chaque distance sur les courbes présentées n’est donc pas la même, on
notera Vopt la tension correspondante qui maximisera le rendement ou la puissance selon le
cas. La ﬁgure 4.9 montre les RM obtenus normalisés à la valeur du rendement de Carnot
pour les températures utilisées. La ﬁgure 4.10 montre les puissances associées. Les ﬁgures
4.14 et 4.15 montrent le RPM (toujours normalisé par rapport au rendement de Carnot) et
la puissance associée.
4.5.2.1 φC(1,95eV ) < φH(2,5eV )
Ceci est notre notre cas de base. Il donne un RM grandement augmenté dès que la
distance est assez grande pour permettre l’apparition des oscillations de Gundlach. Dans
l’exemple qu’on prend à 500K on a peu de puissance : à 3nm le rendement est seulement de
10% et la puissance est de 4, 10−12W/m2. Pour améliorer le rendement il faut augmenter
la distance entre les électrodes pour améliorer le ﬁltrage des électrons grâce aux niveaux
résonants. Ce faisant la puissance diminue, à 7, 6nm on a 95% de rendement mais la puis-
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Figure 4.10 – Puissance traversant le dispositif lorsque le rendement est maximal en fonction
de la distance inter-électrodes pour diﬀérents couples de travaux de sortie. La source froide est à
température ambiante et la source chaude à 500K
sance n’est plus que de 5, 7.10−21W/m2. Si l’on diminue la distance entre les électrodes on
augmente alors la puissance car le passage des électrons est facilité et la densité de courant
augmente. Mais ce faisant le ﬂux de chaleur augmente aussi et le rendement chute. A 0, 5nm
la puissance atteint 0, 34MW/m2 ce qui est une valeur intéressante mais le rendement n’est
plus que de 0, 31%.
Quand la distance est suﬃsamment grande (ici ∼ 4nm), la densité de courant et le ﬂux
de chaleur ont une évolution liée : leur rapport tend vers une valeur ﬁnie. Le rendement n’est
plus sujet qu’aux variations de Vopt. A ces distances les électrons qui sortent de la source
chaude le font par des niveaux résonnants que ce soit pour le RM ou pour le RPM. La ﬁgure
4.11 illustre ce comportement. Comme Vopt est sensible à la géométrie, la modiﬁcation de
celle-ci avec la distance et donc les changements de V nécessaires à l’arrangement optimal
des niveaux résonants entraîne des sauts dans la courbe de Vopt. Comme à longue distance
le rendement ne dépend que de Vopt ce comportement se répercute directement sur lui.
La comparaison des ﬁgures 4.14 et 4.12 montre que l’évolution de Vopt (pour obtenir la
puissance maximale) et du RPM sont les mêmes à partir de 4nm, quand le rapport J/Q
ne varie plus.
A courte distance la géométrie ne permet pas le passage par les niveaux résonants de
Gundlach, en tout cas pour des températures modérées. Les échanges se font au niveau de
Fermi. Comme les électrodes sont proches on gagne en puissance mais on perd en rende-
ment (on ne passe plus par des résonances). La ﬁgure 4.13 montre les courbes ND (fonction
d’apport multipliée par le coeﬃcient de transmission de la barrière) en fonction de l’énergie
dans la direction normale à la surface Ex. Ces courbes sont superposées à la géométrie
et permettent de mettre en avant les régions énergétiques dont les électrons sont issus. A
faible distance les électrons sont issus des alentours du niveau de Fermi dans
chaque réservoir. A plus longue distance ce canal n’est plus majoritaire et les
électrons sont issus de niveaux en énergie plus proches du niveau du vide et
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Figure 4.11 – Rapport J/Q en fonction de la distance pour la géométrie φC = 1, 95eV , φH =
2, 5eV , TC = 300K, TH = 500K. A partir de 4nm d’écartement le rapport J/Q devient constant
et le rendement ne dépend plus que de Vopt. Le rapport J/Q tracé est celui du rendement maximal.
Pour la courbe du rendement à puissance maximale on obtient le même comportement mais valeur
de convergence est diﬀérente.
transitent par des niveaux résonants de Gundlach.
4.5.2.2 φC(2,5eV ) > φH(1,95eV )
On renverse la situation par rapport au cas précédent. Le régime petite distance est
indépendant de la géométrie, il ne dépend que de la distance. La zone grande distance, elle,
dépend fortement de la géométrie. Cela est visible sur les courbes 4.9 et 4.14 si l’on compare
la dispersion des points entre avant d = 4nm et après. On remarque sur la ﬁgure 4.9 que
les valeurs de RM sont peu impactées par le renversement de géométrie. La valeur de Vopt
change très peu dans ce cas mais J/Q tend vers une valeur constante un peu inférieure dans
le régime longue distance, donc le RM baisse un peu. Pour le RPM il devient même plus
faible que dans le régime petite distance (voir ﬁgure 4.14). Globalement avoir le plus
petit travail de sortie du côté de la température la plus faible et inversement
favorise les transferts dans les deux sens. Pour le RM, passer dans le régime
grande distance est un gain quelle que soit la grandeur relative de φC par rap-
port à φH . Par contre dans le cas de ﬁgure de cette section, le RPM en pâtit (même avec
les résonances les tensions appliquées sont trop faibles).
En ce qui concerne la puissance à faible distance renverser les travaux de sortie n’a pas
d’impact. A plus longue distance avoir φC > φH entraîne une diminution de la puissance
générée. Par exemple sur la ﬁgure 4.10 à d = 7, 16nm et Vopt = 1, 18V la puissance est de
P = 1, 14.10−20W/m2 pour un rendement de 94, 7% dans la conﬁguration φC(1.95eV ) <
φH(2.5eV ). Dans la situation renversée φ1(2.5eV ) > φ2(1.95eV ) Vopt ne change pas de
valeur, le rendement passe à 86, 8% mais la puissance baisse à P = 1, 69.10−24W/m2. Sur la
ﬁgure 4.15 dans le cas φC(1.95eV ) < φH(2.5eV ) toujours pour une distance de d = 7, 16nm
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Figure 4.12 – Évolution de la tension optimale nécessaire à l’obtention de la puissance maximale.
Son évolution, fortement impactée par la géométrie choisie, dicte l’évolution du rendement à
puissance maximale à grande distance. On a φC = 1, 95eV et φH = 2, 5eV .
Figure 4.13 – Tracé de la fonction d’apport N multipliée par le coeﬃcient de transmission D en
fonction de l’énergie. A gauche on a la source froide à TC = 300K (courbes bleues). A droite on a la
source chaude à TH = 500K (courbes oranges). Les paramètres sont : φC = 1, 95eV , φH = 2, 5eV .
a) : régime courte distance, d = 1, 28nm, V = 3, 03mV . Le passage des électrons se fait vers le
niveau de Fermi. b) : régime longue distance, d = 7, 16nm, V = 1, 18V . Le passage des électrons
se fait par des niveaux résonants. La hauteur de la courbe ND n’est pas représentative car ces
courbes ont été normalisées entre 0 et 1.
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Figure 4.14 – RPM normalisé au rendement de Carnot en fonction de la distance inter-électrodes
pour diﬀérents couples de travaux de sortie. La source froide est à température ambiante et la
source chaude à 500K
alors Vopt = 275mV pour une puissance de P = 1, 82.10−15W/m2 à un rendement de 27, 4%.
Dans la situation renversée Vopt chute à 48, 2mV , le rendement diminue alors pour passer
à 4, 8%. Par contre la puissance varie moins et P = 3, 97.10−16W/m2 (moins d’un ordre de
grandeur pour la puissance maximale comparé à 4 ordres de grandeur pour la puissance à
rendement max).
4.5.2.3 φC(1,95eV ) < φH(3,5eV )
Ici on prend un φH plus grand que dans le premier cas. La première chose qu’on peut
remarquer est que les puissances chutent. Dans ce cas de ﬁgure tout se passe sans renverser
la barrière, les tensions ne sont jamais supérieures à la diﬀérence des travaux de sortie. Pour
le RPM, la courbe est toujours un peu erratique. Il est tantôt inférieur au cas avec φH plus
petit (cas φC(1.95eV ) < φH(2.5eV )), tantôt supérieur. Pour les deux rendements (RM et
RPM) on remarque que la transition entre les deux régimes se fait pour des distances plus
grandes. On peut améliorer la puissance en réduisant la distance mais globalement ce cas
n’est pas très intéressant.
4.5.2.4 φC(2,95eV ) < φH(3,5eV )
Dans cet avant dernier cas on augmente conjointement les deux travaux de sortie. On
ne voit pas de gain sur aucun des deux rendements et on a une nette chute de puissance
à rendement maximal et de puissance maximale. On peut donc écarter ce type de
conﬁguration et se limiter aux plus petits travaux de sortie possibles. En eﬀet
on voit sur la ﬁgure 4.13 que quand le transfert d’électrons se fait via des niveaux d’énergie
résonants ceux-ci sont haut en énergie, proches du niveau du vide. Donc plus le travail de
sortie sera élevé et plus il faudra chauﬀer le matériau pour y accéder. Or nous préférons
nous restreindre à des températures les plus faibles possibles.
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Figure 4.15 – Puissance maximale traversant le dispositif en fonction de la distance inter-
électrodes pour diﬀérents couples de travaux de sortie. La source froide est à température ambiante
et la source chaude à 500K
4.5.2.5 φC(1,95eV ) = φH(1,95eV )
Pour essayer de maximiser la puissance on égalise les deux travaux de sortie à la valeur la
plus basse explorée jusqu’ici. On peut en tirer un RM similaire et on maximise la puissance.
Par contre cela rend le RPM globalement plus mauvais Or ce qui nous intéresse est non
seulement d’avoir un bon rendement mais aussi une puissance raisonnable. Nous allons
donc favoriser le RPM, ce qui nous incite à prendre des travaux de sortie
proches mais diﬀérents.
4.5.2.6 Conclusion
Nous avons vu qu’il vaut mieux avoir les travaux de sortie les plus petits possibles. Avoir
φC < φH tend à favoriser la puissance car cet arrangement est plus logique au vu des
températures appliquées. Mais si φH est trop grand alors on va perdre en puissance car il
faudra beaucoup chauﬀer pour avoir des électrons dans la zone de résonance (au dessus du
travail de sortie de la source chaude). Le fait de réduire Δφ entre les électrodes à tendance
à améliorer la puissance au détriment du rendement. On va donc chercher à avoir de faibles
travaux de sortie dont les valeurs ne sont pas trop éloignées (moins d’un eV), le travail de
sortie de la source froide étant plus faible que celui de la source chaude.
4.5.3 Inﬂuence de la température
La section précédente a mis en avant l’importance des niveaux résonants dans la machine
thermique que nous envisageons et nous avons également vu que les niveaux résonants qui
vont nous être utiles sont forcément des niveaux élevés en énergie (plus on applique de
tension sur le dispositif plus la zone permise grandit et les niveaux résonants se forment à
des énergies plus basses mais dans le même temps on favorise de plus en plus les transferts
de la source froide à la source chaude : on doit donc se limiter à des tensions faibles). Il
faudra donc chauﬀer la source chaude pour peupler les niveaux électroniques associés à ces
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Figure 4.16 – RM normalisé au rendement de Carnot en fonction de la température de la source
chaude pour diﬀérents couples de travaux de sortie et distance inter électrode. La source froide est
à température ambiante (300K).
résonances et maintenir la source froide à une température telle que ses électrons transitent
diﬃcilement par ces niveaux. Dans cette section nous allons étudier l’eﬀet de la température
de la source chaude sur les rendements et les puissances. Pour obtenir les courbes nous
procédons comme dans la section précédente mais au lieu de faire varier la distance celle-ci
est ﬁxée et nous faisons varier la température de la source chaude.
4.5.3.1 φC = 1,95eV ;φH = 2,5eV ; grande distance (5nm)
Nous reprenons cette conﬁguration car elle remplit les critères que nous nous sommes
ﬁxés dans la section précédente. Pour la distance on choisit la valeur de d = 5nm car sur les
courbes de distance on est proches d’un maximum local du RPM : 19, 6% (voir ﬁgure 4.14)
et le RM est à une bonne valeur aussi : 70, 2% (voir ﬁgure 4.9). Pour le RM on peut voir
qu’on atteint un maximum de 80, 5% aux alentours de 860K. La puissance associée reste
très faible, P = 6, 1.10−11W/m2. Si on continue à augmenter on peut atteindre 0.13mW/m2
à 1200K mais le rendement chute alors à 69, 1%, ce qui est acceptable. Nous avons cepen-
dant dû dépasser 1000K et la puissance reste faible. Si l’on regarde le RPM il atteint deux
maxima locaux 23, 57% et 19, 9% respectivement pour TC = 447K et TH = 561K. Les
puissances associées sont respectivement P = 4, 03.10−18W/m2 et P = 1, 81.10−12W/m2,
ce qui reste bien trop faible.
Sur les diﬀérentes courbes, que ce soit pour la puissance à RM (ﬁgure 4.18) ou la puis-
sance maximale (ﬁgure 4.21) on peut voir que le chauﬀage de la source chaude aide
à augmenter la puissance car les niveaux en énergie ou le coeﬃcient de transmission D
est plus important se peuplent en électrons. On augmente donc le produit ND pour les
hautes énergies. La ﬁgure 4.17 montre cet eﬀet.
Pour le rendement on peut voir une augmentation au fur et à mesure que
la température de la source chaude s’élève jusqu’à ce que les niveau résonants de-
viennent les canaux de transport majoritaires. Ensuite l’eﬀet sature voire diminue quand
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Figure 4.17 – Eﬀet de la température sur le produit ND en fonction de l’énergie. Pour ce
tracé on a pris φC = 1, 95eV , φH = 2, 5eV , d = 3nm, V = 1, 5V , TC = 300K. Les courbes
bleues sont pour la source froide, les courbes oranges pour la source chaude. a) : TH = 500K.
Les transitions électroniques se font majoritairement un peu au dessus du niveau de Fermi car les
niveaux énergétiques dans la source chaude en face de la zone où les niveaux résonants se forment
ne sont pas assez peuplés. b) : TH = 800K. On fournit suﬃsamment d’énergie aux électrons pour
peupler les niveaux énergétiques en face des niveaux résonants et ces nouveaux canaux dominent
la transition globale.
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Figure 4.18 – Puissance traversant le dispositif lorsque le rendement est maximal en fonction
de la température de la source chaude pour diﬀérents couples de travaux de sortie et distance
inter-électrode. La source froide est à température ambiante (300K)
la température augmente trop. Ce cas sera décrit dans la section correspondante au cas
φC = 1, 95eV ;φH = 3, 5eV ; d = 5, 68nm car le phénomène est alors bien visible.
4.5.3.2 φC = 2,5eV ;φH = 1,95eV ; grande distance (5nm)
Le fait d’appliquer des températures dans le cas de la géométrie inversée n’améliore ni
la puissance ni le rendement, que ce soit pour le RM ou pour le PRM. La conclusion est
donc la même que dans la section précédente, cette conﬁguration ne présente pas un grand
intérêt même quand les températures sont plus élevées.
4.5.3.3 φC = 1,95eV ;φH = 3,5eV ; grande distance (5,68nm)
Sur la courbe correspondant à ces travaux de sortie sur la ﬁgure 4.14, le RPM n’a pas
de maximum local. Nous prenons donc une distance proche du premier cas dans le but de
comparer ces deux géométries. Ici le constat reste le même que dans la partie précédente,
nous avons un gain de rendement intéressant sur le RPM (∼ 10%) mais la puis-
sance maximale reste 4 ordres de grandeur en dessous du cas où φH est plus
proche de φC .
La ﬁgure 4.19 illustre pourquoi le rendement (ici nous traitons le cas du RM mais
l’argument est le même pour le RPM) diminue si la température augmente trop.
Nous pouvons voir l’évolution de J/Q sur la courbe de gauche. Contrairement au cas ou la
distance varie, cette grandeur ne tend pas rapidement vers une valeur ﬁnie dans la gamme
de température que nous nous sommes ﬁxés. Nous pouvons voir qu’elle diminue rapidement
au début puis la pente diminue. Le surplus d’énergie thermique transporté par les électrons
quand la température augmente est donc plus important que l’augmentation de la densité
de courant traversant la barrière. La tension optimale à appliquer entre les électrodes pour
atteindre le RM, présentée sur la courbe de gauche, augmente à mesure que la température
augmente. La raison est la suivante : à faible température les niveaux élevés en énergie
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Figure 4.19 – Gauche : Évolution du rapport J/Q en fonction de la température de la source
chaude. Droite : évolution de la tension Vopt à appliquer sur la structure pour optimiser le
rendement. Les données sont issues du cas φC = 1, 95eV , φH = 3, 5eV , d = 5, 68nm de la ﬁgure
4.16.
de la source chaude sont peu peuplés. Il est intéressant d’appliquer une tension suﬃsante
pour que le produit ND soit plus élevé sur ces niveaux que vers le niveau de Fermi. Mais
si on continue à augmenter la tension à température constante, on ﬁni par trop favoriser le
passage des électrons de la source froide vers la source chaude, car même si la température
est faible on forme des niveaux résonants qui sont de plus en plus proches du niveau de
Fermi de la source froide. Quand la température de la source chaude augmente on peut se
permettre d’appliquer une tension plus importante car les niveaux d’énergies élevés sont
plus peuplés, il devient donc de plus en plus intéressant d’augmenter le nombre de canaux
de transmission de la source chaude vers la source froide, sans que le courant inverse ne
prenne le pas. Cependant on peut voir que le rapport J/Q diminue un peu plus vite que
Vopt n’augmente, donc globalement le rendement diminue.
4.5.3.4 φC = 1,95eV ;φH = 2,5eV ; petite distance (3,22nm)
Nous revenons au premier cas mais cette fois dans le régime petite distance. Pour choisir
la distance on se place au maximum de rendement dans ce régime sur les courbes 4.9 et
4.14. On voit d’ailleurs que la distance est la même quel que soit le type de rendement
que l’on veut étudier. On peut voir sur la courbe 4.18 qu’on gagne en puissance au RM
(de 7 ordres de grandeurs pour les plus basses températures jusqu’à 1 ordre de grandeur
pour les plus hautes). Pour la puissance maximale on voit peu de diﬀérence sauf pour
les températures les plus basses ou la puissance n’est de toute façon pas très intéressante
(on gagne 6 ordres de grandeur mais on atteint seulement le pW/m2). Si l’on regarde le
RM, sur une plage de 800 à 1200K (températures élevées) on peut aller de 1, 59μW/m2 à
2, 54mW/m2 pour des rendements allant de 42% à 63, 8%. En ce qui concerne les puissances
maximales et le RPM associé, on a un maximum à 720K qui est de 13, 1% pour une
179
CHAPITRE 4. MACHINE THERMIQUE ÉLECTRIQUE
Figure 4.20 – RPM normalisé au rendement de Carnot en fonction de la température de la
source chaude. La source froide est à TC = 300K. Les courbes sont tracées pour diﬀérents couples
de travaux de sortie et diﬀérentes distances inter-électrodes.
puissance de 0, 34μW/m2, ce qui est plutôt faible aussi bien en rendement qu’en puissance.
Cependant quand on augmente la température on peut aller jusqu’à quelques W/m2 à
une température de 1200K pour un rendement de 10%. Le rendement a diminué mais les
puissances commencent à être appréciables. Cependant la variante grande distance atteint
quasiment les mêmes performances à 1200K avec un rendement un peu supérieur de 12%.
Le régime petite distance représente donc un gain si l’on travaille avec le RM,
mais les puissances sont alors assez faibles.
4.5.3.5 φC = 1,95eV ;φH = 1,95eV ; petite distance (3,22nm)
Nous revenons sur le cas ou les travaux de sortie sont égaux, d’abord dans le régime petite
distance puis dans le régime grande distance. Au niveau du RM cela représente un perte.
En eﬀet il ne dépasse pas 10% tant que la température n’atteint pas 800K et atteint 45%
lorsque la température atteint 1200K (voir ﬁgure 4.16). En comparaison le cas précédent
dépasse 10% avant 650K et atteint 65% à 1200K. Comme dans la partie précédente cette
perte de RM est compensée par un gain en puissance : de 6 ordres de grandeur pour
les plus basses températures jusqu’à 3 pour les plus élevées. Nous sommes alors dans une
gamme de puissance plus intéressante, entre le μW/m2 et quelques W/m2. Le RPM dans
ce régime petite distance (sur la ﬁgure 4.20) n’est pas très dépendant des travaux
de sortie et on retrouve des valeurs assez similaires. En revanche pour les puissances
maximales de la ﬁgure 4.21 on a encore une fois un gain dans cette géométrie. Ainsi
on est entre 1 à 6 ordres de grandeur au dessus par rapport au cas précédent et à 1200K
on atteint 70W/m2 avec un rendement de 11%.
4.5.3.6 φC = 1,95eV ;φH = 1,95eV ; grande distance (5 nm)
Pour ﬁnir nous étudions le cas précédent cette fois dans le régime grande distance. Sur
les ﬁgures 4.16 et 4.18 nous pouvons voir que ce cas ci est ﬁnalement assez proche du premier
cas aussi bien en rendement qu’en puissance et nous n’avons pas vraiment ni de perte ni
180
4.5. RÉSULTATS DE SIMULATION
Figure 4.21 – Puissance maximale traversant le dispositif en fonction de la température de la
source chaude pour diﬀérents couples de travaux de sortie et distance inter-électrode. La source
froide est à température ambiante (300K)
de gain. En ce qui concerne la puissance maximale et le RPM (voir ﬁgures 4.20 et 4.21)
nous sommes très proches du cas précédent sauf pour les températures basses. Au début
des courbes le rendement est meilleur dans ce cas (on atteint 20%) mais la puissance est
moins bonne (de plusieurs ordres de grandeur). A partir de 700K les courbes se rejoignent
et les RPM deviennent équivalents.
4.5.3.7 Conclusion
Cette étude en température conforte nos conclusions précédentes. Il est avantageux de
garder les travaux de sortie proches tout en conservant φH > φC . Le régime grande distance
favorise le rendement, cependant nous avons vu qu’il n’est pas utile de trop chauﬀer : bien
que cela augmente la puissance le rendement ﬁnit par diminuer. Le RPM suit également
cette règle, il peut avoir un maximum global ou plusieurs maxima locaux mais pour les
hautes températures il ﬁnit par diminuer de façon monotone. Cependant que ce soit pour
le RM ou pour le RPM la diminution est lente et il est donc possible d’explorer des régimes
haute température sans trop perdre en rendement. Le régime petite distance favorise la
puissance mais cela se fait souvent au détriment du rendement. Il va donc falloir essayer
de trouver un compromis qui permette d’avoir une puissance raisonnable (la limite étant
qu’elle soit au moins mesurable) mais également un rendement acceptable.
4.5.4 Optimisation des résultats
Si nous faisons le point sur les résultats jusqu’à ce point nous voyons que dans les cas
les plus favorables nous atteignons le W/m2 pour un rendement de 10% ou de l’ordre de
0.1W/m2 pour un rendement de 30%. Pour des températures plus faibles il est possible de
descendre jusqu’à 800K et avoir un rendement de 10% mais la puissance est alors de l’ordre
du mW/m2. Si ensuite nous voulons descendre en température ou simplement atteindre
un meilleur rendement (sur l’ensemble des courbes nous avons vu qu’il est possible d’at-
teindre des rendements qui vont jusqu’à 90% du rendement de Carnot) alors les puissances
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Figure 4.22 – Courbes du RM, puissance au RM, RPM, et puissance maximale en fonction de
la distance. Les paramètres sont φC = 1eV , φH = 1, 5eV , TC = 300K, TH = 700K
deviennent trop faibles pour être détectées.
La géométrie que nous avons choisie pour notre machine thermique est en fait confrontée
au même problème que les machines basées sur l’émission thermoïonique : il est nécessaire
d’avoir un travail de sortie très faible pour les matériaux utilisés. Pour l’émission thermoïo-
nique l’échange d’électrons se fait au dessus du maximum de la barrière de potentiel, il faut
donc vaincre les travaux de sortie des deux matériaux. Dans notre cas nous gagnons un
peu car les échanges se font à travers la barrière de potentiel. Cependant pour atteindre
des rendements intéressants il est capital que les échanges se fassent à travers des niveaux
d’énergie résonnants. Et pour cela, dans une conﬁguration comme celle sur la ﬁgure 4.1
ou 4.7, il faut tout de même vaincre le travail de sortie de la source chaude. Il est donc
favorable de travailler avec un travail de sortie très faible pour la source chaude, or nous
avons vu qu’il est également favorable d’avoir un travail de sortie pour la source froide
inférieur voire proche. Ce qui nous laisse exactement avec les mêmes problématiques.
Pour essayer d’optimiser les résultats présentés précédemment nous faisons une dernière
étude, cette fois avec les travaux de sortie les plus faibles trouvés dans la littérature [27].
Nous choisissons donc φC = 1eV et φH = 1, 5eV . Pour essayer d’atteindre un compromis
entre puissance et rendement nous n’avons pas pris φC = φH . Nous commençons par tracer
les courbes en distance en ﬁxant la température de la source froide à TC = 300K et celle
de la source chaude à TH = 700K. L’ensemble des résultats est présenté sur la ﬁgure 4.22.
Nous pouvons voir sur les courbes du RM et du RPM que pour une distance d = 4nm nous
sommes dans le plateau haut du RM et vers le premier maximum local du RPM. Dans ces
conditions la puissance à rendement maximal est de 4mW/m2 et la puissance maximale
est de 844mW/m2. Les rendements associés sont de 84, 7% et 28, 8%. Nous pouvons donc
voir qu’avec des travaux de sortie beaucoup plus bas nous obtenons des puissances plus
intéressantes pour des rendements assez élevés.
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Figure 4.23 – Courbes du RM, puissance au RM, RPM, et puissance maximale en fonction de
la température. Les paramètres sont φC = 1eV , φH = 1, 5eV , TC = 300K, d = 4nm.
Nous faisons ensuite varier la température pour trouver les points de fonctionnement
les plus intéressants. Les résultats obtenus sont présentés sur les courbes de la ﬁgure 4.23.
Nous pouvons voir qu’à partir de 600K le RM stagne voire diminue très lentement jusqu’à
1200K (il varie de 82% à 81%) et la puissance, elle, passe de 0, 43mW/m2 à 87, 5W/m2.
Le RPM atteint un plateau aux alentours de 30% entre 450K et 650K. Ensuite il diminue
plus fortement que le RM pour atteindre 23% à 1200K. La puissance maximale varie entre
0, 9μW/m2 à 450K et 35kW/m2 à 1200K et on commence alors à avoir des puissances
importantes pour un rendement qui reste acceptable.
En conclusion on a plusieurs options. Si l’on veut travailler avec des écarts de tempéra-
tures faibles (en comparaison de l’émission thermionique) on peut prendre 650K comme
point de fonctionnement. On peut alors atteindre une puissance de 1, 4mW/m2, ce qui est
mesurable. Le rendement associé est de 83%, ce qui est proche de ce que l’on peut faire
de mieux avec une machine thermique de ce type. Si on s’autorise des températures plus
élevées en prenant par exemple 1000K comme limite alors on peut atteindre : 3.15W/m2
avec un rendement de 83% en favorisant le rendement, 1.56kW/m2 avec un rendement de
24% en favorisant la puissance.
4.6 Discussion
4.6.1 Courant thermoïonique
Étant donné que nous avons considéré des températures allant jusqu’à 1000K pour des
travaux de sortie faibles il devient discutable de ne pas considérer le courant thermoïonique,
c’est à dire les électrons qui passent par dessus la barrière de potentiel. Nous revenons dans
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un premier temps sur les équations qui décrivent ce phénomène puis nous estimerons son
impact sur nos résultats.
4.6.1.1 Densité de courant et ﬂux de chaleur thermionique
La formule décrivant la densité de courant pour ce type d’émission a été trouvée par O.W.
Richardson en 1901 [28] lors de ses travaux pionniers sur l’émission thermoïonique (pour
lesquels il aura un prix Nobel en 1928). Nous revenons ici succinctement sur l’obtention de
cette loi. Pour cela nous reprenons la formule qui donne la densité de courant sortant d’un
métal à travers une barrière de potentiel (voir section 2.2.3.3).
J = emkBT2π23
∫ ∞
0
D(Ex) ln
[
1 + exp
(
−Ex − EF
kBT
)]
dEx (4.27)
Jusqu’ici nous nous étions limités à EF + φ comme borne supérieure d’intégration,
c’est à dire toutes les transitions qui se font à travers la barrière de potentiel. Le courant
thermoïonique concerne la partie de cette intégrale allant de EF +φ à +∞. Nous allons donc
calculer cette intégrale en prenant un coeﬃcient de transmission D égal à 1 car nous somme
au dessus de la barrière de potentiel. Considérons dans un premier temps le cas où kBT 	
Ex − EF , c’est à dire des températures faibles. Dans ce cas exp (−(Ex − EF )/(kBT )) → 0
car nous somme dans une région où Ex > EF . Alors l’intégrande vaut environ ln(1) = 0
et J est nulle. Quand la température augmente, l’argument de l’exponentielle diminue
en valeur absolue mais l’exponentielle reste petite car Ex − EF ≥ φ. On peut donc faire
l’approximation ln(1 + x) ∼ x où (x 	 1). J se réduit alors à :
J = emkBT2π23
∫ ∞
EF +φ
exp
(
−Ex − EF
kBT
)
dEx (4.28)
Il est aisé de résoudre cette intégrale pour trouver [29] :
J = ART 2 exp
(
− φ
kBT
)
AR =
emk2B
2π23
(4.29)
AR est appelée la constante de Richardson et vaut 120.104 A.m−2.K−2. On s’intéresse
maintenant au ﬂux de chaleur. Pour cela on revient aux déﬁnitions données dans la section
4.4.2. On déﬁnit alors le ﬂux de chaleur sortant d’un réservoir à la température T par :
Q = mkBT2π23
∫ ∞
EF +φ
ln
[
1 + exp
(
−Ex − EF
kBT
)]
(Ex − EF + kBT )dEx (4.30)
Encore une fois nous avons pris un coeﬃcient de transmission unitaire car nous sommes
au dessus de la barrière de potentiel. Ex−EF est l’énergie thermique de l’électron à l’énergie
Ex. La composante kBT est l’énergie thermique moyenne correspondant aux dimensions
non conﬁnées. En faisant le même raisonnement sur le logarithme que pour la densité de
courant on a alors :
Q = mkBT2π23
∫ ∞
EF +φ
exp
(
−Ex − EF
kBT
)
(Ex − EF + kBT )dEx (4.31)
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Figure 4.24 – Illustration des deux cas de ﬁgure possibles pour le courant Richardson. a) :
EF + φC > Ef + φH − eV , le maximum de la barrière est du côté de la source froide. b) :
EF + φC < Ef + φH − eV le maximum de la barrière est du côté de la source chaude. Nous
rappelons que Δφ = φC − φH .
Un intégration par parties permet de calculer :
Q = ART 2(φ + 2kBT ) exp
(
− φ
kBT
)
(4.32)
Pour ces calculs nous avons considéré un simple émetteur avec une température T et
un travail de sortie φ. La grandeur qui apparaît dans l’exponentielle est l’énergie qui sé-
pare le niveau de Fermi de la source du maximum de la barrière de potentiel. Dans le cas
simple que nous avons traité il s’agit bien de φ. Nous allons maintenant revenir au cas de
ﬁgure ou nous avons une électrode et une contre électrode. Dans ce cas pour calculer des
densités de courants et des ﬂux de chaleurs nets il faut prendre en considération ce qui est
émis par chacune des sources (chaude et froide). Nous avons en fait deux cas de ﬁgure :
EF +φC > Ef +φH −eV et dans ce cas le maximum de la barrière à franchir est du côté de
la source froide, soit c’est le contraire et le maximum de la barrière est côté source chaude.
La ﬁgure 4.24 illustre cela.
Dans le cas où le maximum de la barrière de potentiel est du côté de la source froide alors
les électrons de la source froide doivent surmonter une hauteur de barrière φC . Les électrons
de la source chaude doivent eux surmonter une barrière de hauteur φH+Δφ+eV = φC+eV .
Ce qui donne pour la densité de courant et le ﬂux de chaleur dans ce cas :
JR = AR
[
T 2H exp
(
−φC + eV
kBTH
)
− T 2C exp
(
− φC
kBTC
)]
QR = AR
[
(φC + eV + 2kBTH)T 2H exp
(
−φC + eV
kBTH
)
− (φC + 2kBTC)T 2C exp
(
− φC
kBTC
)]
(4.33)
Dans le cas où le maximum de la barrière de potentiel est du côté de la source chaude alors
les électrons de la source froide doivent surmonter une hauteur de barrière φC −Δφ− eV =
φH − eV . Les électrons de la source chaude doivent eux surmonter une barrière de hauteur
φH . Ce qui donne pour la densité de courant et le ﬂux de chaleur dans ce cas :
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Température TH Modèle de base Ajout thermoïonique Ajout radiation
650K RM
P = 1, 4 mW/m2 P = 2, 35 mW/m2 P = 602, 32 mW/m2
η = 83% η = 81, 75% η = 0, 16%
RPM
P = 128 mW/m2 P = 605 mW/m2 P = 602, 32 mW/m2
η = 29, 3% η = 57, 3% η = 0, 16%
1000K RM
P = 3, 43 W/m2 P = 4, 92 W/m2 P = 10, 83 kW/m2
η = 82, 77% η = 79, 82% η = 39%
RPM
P = 1, 73 kW/m2 P = 16, 75 kW/m2 P = 16, 64 kW/m2
η = 24, 39% η = 42, 58% η = 38, 73%
Table 4.2 – Modiﬁcation des résultats de simulation en ajoutant le courant et le ﬂux de chaleur
thermionique à notre modèle, puis le ﬂux de chaleur dû aux transferts radiatifs. Les paramètres sont
φC = 1eV , φH = 1, 5eV , d = 4nm, TC = 300K. RM désigne la situation ou la tension appliquée
est telle que le rendement est maximal. RPM désigne la situation où la tension appliquée est telle
que la puissance est maximale (et donc on est au rendement à puissance maximale).
JR = AR
[
T 2H exp
(
− φH
kBTH
)
− T 2C exp
(
− (φH − eV )
kBTC
)]
QR = AR
[
(φH + 2kBTH)T 2H exp
(
− φH
kBTH
)
− (φH − eV + 2kBTC)T 2C exp
(
− (φH − eV )
kBTC
)]
(4.34)
Pour ces formules nous avons pris la convention d’un transfert de la source chaude vers
la source froide. Ces formules sont celles qui sont utilisées pour les calculs de rendement
dans les machines thermiques purement thermoïoniques [8]. Pour calculer le rendement il
suﬃt d’additionner les densités de courant et les ﬂux de chaleur avec ceux du modèle.
4.6.1.2 Impact sur les résultats
Nous utilisons ces formules pour évaluer l’impact de l’ajout des phénomènes thermoïo-
niques sur nos simulations, notamment pour vériﬁer que le rendement n’est pas trop dégradé.
Nous revenons sur la dernière géométrie étudiée qui a servi à optimiser nos résultats, c’est
à dire φC = 1eV , φH = 1, 5eV et d = 4nm. La table 4.2 résume les résultats ainsi obtenus
pour deux températures diﬀérentes de la source chaude : 650K et 1000K. La source froide
reste à 300K.
Nous pouvons voir que pour les conﬁgurations RM l’ajout du courant thermoïonique
ne change pas grand chose. On gagne moins qu’un facteur 2 en puissance et la diﬀérence
diminue à mesure que la température augmente. Le rendement se dégrade de quelques %
et la dégradation augmente avec la température sans toutefois être dramatique. De façon
surprenante les résultats en conﬁguration RPM sont améliorés. Comme on s’y attendait la
puissance augmente dans des proportions intéressantes (d’un facteur 4,7 à 650K et d’un
facteur 9,7 à 1000K). En revanche la où on aurait pu s’attendre à une diminution du
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Figure 4.25 – Tracé des courbes de rendement normalisé au rendement de Carnot, de puissance
électrique et de ﬂux de chaleur normalisées entre 0 et 1. Le trait vertical indique la position du
RPM.a) Tracé dans le cas ou l’on ne prend en compte que la partie tunnel pour la densité de
courant et le ﬂux de chaleur. b) Tracé dans le cas ou l’on prend également en compte le courant
Richardson et le ﬂux de chaleur associé. Sur la ﬁgure b) on voit que la tension pour avoir le RPM
est décalée à ∼ 0, 5V , ce qui correspond à la diﬀérence des travaux de sortie. Les paramètres sont
φC = 1eV , φH = 1, 5eV , d = 4nm, TC = 300K, TH = 1000K.
rendement on a une augmentation notable d’un facteur 2 dans les deux cas.
Comme nous l’attendions notamment à la température TC = 1000K l’apport en puis-
sance dû au transport thermoïonique est dominant. Cela a pour eﬀet de nous déplacer sur la
courbe de rendement vers des rendements supérieurs. Pour le RM cela n’est pas gênant car
on favorise le rendement donc on reste toujours dans un régime ou le passage par les niveaux
résonants est important. En revanche pour le RPM comme on maximise la puissance on
est en fait en train d’optimiser les échanges thermoïoniques. Si l’on regarde la tension à
appliquer sur la barrière pour obtenir le cas de ﬁgure du RPM à TC = 1000K dans le régime
ou les eﬀets thermoïoniques sont pris en compte, elle est proche de 0, 5V , soit la diﬀérence
de travaux de sortie entre les deux électrodes (voir ﬁgure 4.25). Dans cette conﬁguration la
zone ou les niveaux résonants se forme est quasiment supprimée. Le transport via les niveaux
résonnants est donc totalement négligeable et on est proches d’un régime purement ther-
moïonique. Le rendement est bon car théoriquement les émetteurs thermoïoniques peuvent
avoir un bon rendement [8], i.e dans certains cas ils peuvent approcher 90% du rendement
de Carnot, comme dans le modèle que nous avons développé. Dans le cas TC = 650K nous
avons le même problème. Pour les critère de maximisation que nous nous sommes ﬁxés (le
RPM) nous tombons dans un régime purement thermoïonique avec une tension Vopt proche
de Δφ. Il convient donc de faire attention au régime dans lequel on se place en fonction
de la tension que l’on applique sur la barrière. Il n’est cependant pas fondamentalement
gênant d’avoir une partie du courant qui soit thermoïonique (puisque cela nous donne plus
de puissance) et le système que nous avons étudié présente surtout l’avantage de pouvoir
diminuer la température de la source chaude par rapport à un cas purement thermoïonique
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en permettant aux électrons de transiter entre les deux réservoirs en dessous du sommet
de la barrière. Notre système a donc l’avantage de donner des puissances mesurables avec
un rendement acceptable à des températures inférieures à celles du régime thermoïonique.
Le RPM ou le RM ne sont pas forcément les meilleurs critères à se ﬁxer, on peut chercher
à atteindre le compromis souhaité entre puissance et rendement en fonction de ce que l’on
recherche.
4.6.2 Transfert thermique radiatif
Concernant les autres types de transfert thermique on néglige les transferts par convec-
tion car nous sommes sous vide. Il n’y a pas non plus de conduction par les phonons car les
matériaux ne sont pas en contact. Cependant nous ne pouvons pas négliger les transferts
par radiation dont le support sont les photons, surtout pour des températures avoisinant
les 1000K. Ce nouveau canal permet des échanges thermiques entre les électrodes mais
n’augmente en aucun cas la puissance électrique tirée de notre machine thermique. Ce
processus va donc dégrader le rendement.
La façon la plus simple de modéliser ces transferts est la loi de Stefan-Boltzmann qui
stipule que [30, 31] :
Qrad = σT 4 (4.35)
Avec σ = 5, 67.10−8W/m2/K4 la constante de Stefan-Boltzmann et  rendant compte
de l’émissivité thermique du matériau.  vaut 1 au maximum et sa valeur peut dépendre de
la température du matériau. Dans ce type d’échange le ﬂux sortant de la source chaude va
être dominant à cause de la dépendance en T 4. Nous allons nous intéresser aux ordres de
grandeur que l’on peut obtenir en ﬂux de chaleur par la radiation thermique. Pour la source
chaude nous avons considéré un travail de sortie φH = 1, 5eV . Pour obtenir des travaux de
sortie de cet ordre de grandeur on réalise un dépôt de césium sur un métal avec un travail
de sortie élevé (du platine) [9, 10]. Pour estimer l’émissivité thermique d’un métal (on va
donc utiliser le platine) on peut utiliser la loi trouvée par Foote en 1915 [32] (et ajustée
dans les années qui suivirent [33]) :
(T ) = 0, 578(ρT )1/2 − 0, 178(ρT ) + 0, 0584(ρT )3/2 (4.36)
Avec ρ la résistivité électrique du métal en Ω.cm et T la température en Kelvin. Il est
possible d’appliquer des modèles plus sophistiqués [34] mais nous conservons cette formule
largement utilisée. La résistivité électrique dépend elle même de la température. Pour le
platine elle varie entre 10, 81μΩ.cm à 300K et 35, 1μΩ.cm à 1000K [35]. Ce qui nous donne
une émissivité de 0, 0323 à 300K et 0, 1024 à 1000K. Nous pouvons alors estimer Qrad entre
14, 83W/m2 à 300K et 5, 8kW/m2 à 1000K. Nous voyons donc que les échanges thermiques
par radiation sont loin d’être négligeables et risquent même de dominer totalement les
échanges thermiques dans notre machine, ce qui est critique pour le rendement.
Dans la table 4.2 nous pouvons voir l’eﬀet de la prise en compte des transferts thermiques
radiatifs. A 650K les transfert radiatifs dominent les échanges et le rendement chute. A
1000K on arrive à avoir une combinaison de transferts tunnel et thermionique qui domine
le transport de chaleur. Le rendement maximal diminue mais reste acceptable avec une
contribution du transfert tunnel au total de la puissance (la tension appliquée n’est pas
0, 5V ). Cependant à ces températures la contribution du courant tunnel est de l’ordre de
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102W/m2 alors que la contribution du courant thermoïonique est de l’ordre de 104W/m2,
la première reste donc négligeable. Il est donc dans notre intérêt de choisir des matériaux
avec une émissivité très réduite car l’impact que nous avons estimé est très limitant.
4.7 Conclusion
Nous avons étudié une géométrie de machine thermique reprenant la conﬁguration clas-
sique de STM : deux surfaces séparées par une distance nanométrique dans une enceinte
sous vide. La proximité de ces deux interfaces crée la possibilité d’établissement d’ondes
électroniques stationnaires dans la zone inter-électrodes à cause des réﬂexions à l’interface
avec les électrodes. Nous avons caractérisé ce phénomène par un coeﬃcient de transmission
entre les deux électrodes oscillants issu du modèle développé par Gundlach. Nous avons
ensuite développé un modèle dépendant de la température sur la même base et nous l’avons
confronté à des résultats expérimentaux. Puis nous avons essayé d’établir un ensemble de
critères permettant de créer une machine thermique fonctionnelle dans cette géométrie.
Des études similaires ont été menées sur ce genre de géométrie mais avec des écartements
plus importants et sur la base d’une émission thermoïonique. L’émission thermoïonique
permet d’atteindre de fortes puissance mais les rendements des machines thermiques ainsi
crées sont en général très faibles. L’avantage de notre modèle réside dans son rendement
qui à première vue est plus élevé grâce aux niveaux résonants qui agissent comme des ﬁltres
en énergie. En revanche notre modèle ne peut rivaliser en terme de puissance avec ce qui
se fait en thermoïonique (ou il est possible d’atteindre le MW/m2). Le deuxième avantage
réside dans la température de la source chaude. Les machine thermiques thermoïoniques
fonctionnent avec des sources chaudes à plus de 1000K et notre modèle permet d’explorer
des zones de température inférieure. Il faut noter que nous sommes confrontés à une problé-
matique forte qui est également celle des émetteurs thermoïoniques : pour fonctionner notre
machine a besoin d’avoir les niveaux proches du sommet de la barrière peuplés d’électrons.
Cela implique soit de fonctionner à haute température soit d’avoir des travaux de sortie très
faibles. De plus lorsque l’on commence à étudier les phénomènes parasites de conduction de
chaleur, c’est à dire en ajoutant les contributions thermoïoniques et radiatives des transferts
de chaleur (qui en pratique limite aussi les émetteurs thermoïoniques) on se rend compte
de certains problèmes. Premièrement dans notre cas optimisé à 650K nous avons un haut
rendement mais une faible puissance. Or pour un écart de température de 350K entre
les réservoirs le ﬂux thermique radiatif domine les échanges thermiques et fait chuter le
rendement. Pour réduire cet eﬀet il faut réduire l’écart de température (donc réduire la
température de la source chaude), ce qui a pour eﬀet de diminuer la puissance. Pour une
température de la source chaude de 1000K on obtient de bonnes valeurs de puissance et
de rendement mais le courant obtenu est dominé par le canal thermoïonique, ce qui nous
éloigne de la machine thermique que nous voulions construire à la base. Le travail présenté
n’est donc qu’une première étape dans la réalisation d’une telle machine.
La suite du travail consistera à limiter au maximum la contribution du courant thermoïo-
nique par rapport au courant tunnel. Pour augmenter le courant tunnel on peut diminuer la
distance entre les électrodes et bien sûr réduire les travaux de sortie est toujours un avantage
(les matériaux modiﬁés pour avoir un très faible travail de sortie ont connu une amélioration
de leur stabilité et de leur durée de vie). La réduction de distance présente elle même des
désavantages auxquels il faut prêter attention. Quand la distance inter-électrodes devient de
l’ordre de grandeur de la longueur d’onde thermique alors on peut avoir des phénomènes de
transition tunnel de photons, ce qui peut changer l’ordre de grandeur des échanges radiatifs
à la hausse. C’est ce que l’on appelle le transfert radiatif en champ proche, le transfert
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thermique radiatif varie en 1/d2 à faible distance et devient donc vite critique [36, 37, 38,
39, 40, 41]. Ensuite si la distance est trop faible le rendement tend à être mauvais car les
échanges se font surtout au niveau de Fermi, ce qui nous impose une limite supplémentaire.
Une piste d’amélioration du rendement est la largeur de nos résonances. En eﬀet on a
typiquement une largeur de quelques dizaines de meV voire plus (ce qui n’est déjà pas si
mal mais sans doute améliorable) et quand on a plusieurs résonances qui se forment elles
peuvent se chevaucher partiellement (voir ﬁgure 4.17). Une piste serait d’améliorer la géo-
métrie en ajoutant une couche entre le vide et le réservoir d’électron, dans lequel les niveaux
électroniques sont conﬁnés, ce qui améliorerait le ﬁltrage des énergies et donc le rendement
(simulations en cours). On pourrait par exemple ajouter une ﬁne couche de BN qui est un
matériau 2D dont l’épaisseur de dépôt est contrôlable. On pourrait également envisager une
géométrie non planaire et l’utilisation d’une nanoprotrusion aﬁn d’augmenter le nombre de
directions conﬁnées, ce qui nous permettrait de nous approcher du régime de Carnot. Enﬁn
à très courte distance le phénomène de charge image entre en jeu et il conviendrait de le
prendre en compte également, i.e en ajoutant une correction au potentiel et en résolvant
la nouvelle équation de Schrödinger [42, 43]. Cet eﬀet abaisse la barrière de potentiel, il
pourrait donc nous être favorable dans un régime basse température. Il a d’ailleurs été pris
en compte dans des études de gap nanométrique mais plutôt dans des études visant une
machine frigoriﬁque avec un coeﬃcient de transmission issu de la méthode WKB [44, 45, 46].
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Conclusion générale
Cette thèse portait sur les échanges et la dissipation d’énergie d’objets à l’échelle na-
noscopique. Nous avons étudié le facteur de qualité d’un nanotube de carbone mono paroi
sous fort tirage grâce à l’émission de champ pour le thème de la dissipation. Pour ce qui
est des échanges d’énergie nous nous sommes penchés sur la possibilité de réaliser des
machines thermiques miniatures, que l’opération soit cyclique basée sur un cycle de Carnot
ou continue avec une machine thermique électronique. L’étude du cycle de Carnot a été
réalisée expérimentalement avec une machine thermique mécanique basée sur un nanoﬁl
vibrant tandis que l’étude de la machine thermique électrique a été simulée numériquement.
Le choix de commencer par réaliser un cycle de Carnot pour la partie mécanique re-
ﬂète l’importance fondamentale que celui-ci revêt dans le domaine de la thermodynamique.
Notre système a l’originalité par rapport aux machines déjà réalisées à cette échelle d’être en
régime sous amorti (nanoﬁl sous UHV et non pas un système colloïdal immergé dans l’eau
et piégé par une pince optique par exemple). Nous n’avons malheureusement pas pu ﬁnali-
ser cette mesure à cause de nombreuses diﬃcultés expérimentales et du temps requis pour
réaliser un seul test étant donné la petitesse des grandeurs à mesurer. Nous avons cependant
pu poser des bases pour la suite de l’étude et entrapercevoir la faisabilité de cette expérience.
Les simulations sur la machine thermique électrique ont donné des résultats prélimi-
naires sur une géométrie assez courante qui est celle de du STM. Elles ne sont pas associées
pour l’instant à un système expérimental mais pourraient être testées avec deux pointes
taillées positionnées en regard l’une de l’autre sur des distances suﬃsamment courtes. Cette
étude a mis en avant des possibilités de rendement intéressantes pour des températures
plus faibles que pour les machines thermoïonique. Cependant l’équilibrage entre puissance
et rendement est délicat et des phénomènes parasites seraient à surveiller pour des études
ultérieures, notamment les transferts thermiques radiatifs en champ proche (étant donné
les distances que nous considérons). Bien évidemment, nous sommes partis d’une géométrie
simple mais notre modèle peut être adapté à des cas plus complexes pour améliorer les
résultats actuels.
L’étude du facteur de qualité des nanotubes de carbone mono parois a été la plus
probante en un sens car nous avons pu aboutir à un modèle décrivant nos données expéri-
mentales avec un bon accord. Une étude plus poussée est possible en augmentant le nombre
d’échantillons et la plage de mesure en tension pour le tirage, ce qui permettrait de conforter
notre conﬁance dans ce modèle. En outre il reste la piste des auto oscillations qui pourraient
être une explication alternative et qui n’ont pas déﬁnitivement été écartées. Cependant le
modèle développé explique toutes nos données à ce jour et les autres pistes explorées pour
le contredire n’ont pas abouti (dissipation dans l’ancrage par exemple comme discuté dans
le chapitre 2).
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Annexe A
Compléments sur le calcul de la
densité de courant J
A.1 Intégration dans l’espace des énergies
On revient dans cette section sur le passage de l’espace des vecteurs d’ondes k à celui des
énergies dans la direction normale à la surface Ex pour l’intégration qui permet d’obtenir
la densité de courant J en conﬁguration d’émission de champ. Ce changement de variables
aboutit à une formule simpliﬁée largement répandue dans le domaine de l’émission de
champ.
J = 2e
∫∫∫
f
(
E(k)
)
D
(
E(k)
)
vx
d3k
(2π)3
(A.1)
J = e
∫ ∞
0
N(Ex)D(Ex)dEx (A.2)
On déﬁnit kx le vecteur d’onde dans la direction normale à la surface et kp le vecteur
d’onde dans la direction parallèle à la surface. On passe donc en coordonnées cylindriques.
On a :
{
ky = kpcos(θ)
kz = kpsin(θ)
(A.3)
Dans l’équation (A.1) on souhaite eﬀectuer le changement de variable (ky, kz) → (kp, θ).
Le jacobien associé à ce changement de variable est :
Jac =
[
cos(θ) −kpsin(θ)
sin(θ) kpcos(θ)
]
(A.4)
Le déterminant de ce jacobien est kp. Le changement de variable donne dans l’équation
(A.1) :
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J = 2e
∫∫∫
f (E(kx, ky, kz))D (E(kx, ky, kz)) vx
dkxdkydkz
(2π)3
= 2e
∫∫∫
f (E(kx, kp))D (E(kx, kp)) vxkp
dkxdkpdθ
(2π)3
= 4πe
∫∫
f (E(kx, kp))D (E(kx, kp)) vxkp
dkxdkp
(2π)3
(A.5)
On souhaite ensuite passer en énergie avec Ex = 2k2x/2m l’énergie dans la direction
normale à la surface et E = Ex + 2k2p/2m = 2k2/2m l’énergie totale. Le jacobien associé
à ce changement de variable est :
Jac =
⎡
⎣ ∂kx∂Ex ∂kx∂E
∂k
∂Ex
∂k
∂E
⎤
⎦
=
⎡
⎣
m
2kx
0
m
2k
m
2kp
⎤
⎦
(A.6)
Le déterminant de ce jacobien est m2/(4kxkp). On poursuit dans l’équation (A.5) et
on remplace vx par px/m = kx/m :
J = 4πe(2π)3
∫∫
f (E(kx, kp))D (E(kx, kp))
kx
m
kpdkxdkp
= e2π2m
∫∫
f (E(kx, kp))D (E(kx, kp)) kxkpdkxdkp
= e2π2m
m2
4
∫∫
f (Ex, E)D (Ex, E) dExdE
= em2π23
∫∫
f (E)D (Ex) dExdE
(A.7)
Sachant que dans notre modèle D ne dépend que de Ex. On a :
J = em2π23
∫∫
f (E)D (Ex) dExdE
= e
∫
N(Ex)D(Ex)dEx
(A.8)
Soit :
N(Ex) =
m
2π23
∫ ∞
Ex
f(E)dE (A.9)
A.2 Calcul à température non nulle
On revient dans cette partie sur le détail du calcul de J à température non nulle. Pour
cela on rappelle que :
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J = e
∫ ∞
0
N(Ex)D(Ex)dEx (A.10)
Avec :
N(Ex) =
mkBT
2π23 ln
(
1 + exp
(
−Ex − Ef
kBT
))
(A.11)
Et :
DWKB(E) = exp
(
−
√
2m

4
3eF φ
3
2
)
exp
(
2
√
2m
eF
φ
1
2 (Ex − EF )
)
(A.12)
On a donc :
J = emkBT2π23 exp
(
−
√
2m

4
3eF φ
3
2
)
∫ ∞
0
exp
(
2
√
2m
eF
φ
1
2 (Ex − EF )
)
ln
(
1 + exp
(
−Ex − Ef
kBT
))
dEx
(A.13)
Dans la suite nous allons nous concentrer sur le calcul de l’intégrale. Pour cela nous
prenons les notations : β = 1/(kBT ), c0 = 2
√
2mφ 12 /(eF ). Comme les électrons situés aux
énergies nulles ne contribuent pas au courant total (car ils sont éloignés du niveau de Fermi)
et qu’en deçà de cette limite il n’y a pas d’électrons nous déplaçons la borne inférieure de
l’intégrale à −∞ pour faciliter le calcul. Nous eﬀectuons ensuite le changement de variables
x = EF − Ex. L’intégrale dans l’équation (A.13) se réduit donc à :
I =
∫ ∞
−∞
exp (−c0x) ln (1 + exp (βx)) dx (A.14)
Une intégration par parties permet ensuite d’obtenir :
I = β
c0
∫ ∞
−∞
exp ((β − c0)x)
1 + exp (βx) dx (A.15)
Nous appliquons ensuite un nouveau changement de variable y = exp(βx) ce qui nous
donne :
I = 1
c0
∫ ∞
−∞
exp (βx)−c0/β
1 + exp (βx) β exp (βx) dx
= 1
c0
∫ ∞
0
y−c0/β
1 + y dy
= 1
c0
∫ ∞
0
yp−1
1 + y dy
(A.16)
En prenant p − 1 = −c0/β. Cette intégrale ﬁgure dans les tables [1] :
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∫ ∞
0
yp−1
1 + y dy =
π
sin(πp)
(A.17)
Donc en revenant à l’équation (A.16) nous avons :
I = 1
c0
π
sin(πp)
= 1
c0
π
sin(π(1 − c0/β))
= 1
c0
π
sin(πc0/β)
(A.18)
Finalement :
J = emkBT2π23 exp
(
−
√
2m

4
3eF φ
3
2
)
1
c0
π
sin(πc0/β)
= e
3F 2
16π2φ
πc0kBT
sin(πc0kBT )
exp
(
−
√
2m

4
3eF φ
3
2
) (A.19)
Il est possible de montrer que cette formule ne s’applique correctement que dans une
région limitée dépendant de la température et du champ appliqué [2]. Pour un champ
donné cette formule n’est valide que jusqu’à une certaine température. Avec des champs
plus faibles et de hautes températures il faut utiliser l’émission thermionique [3]. Certaines
zones ne sont pas couvertes analytiquement.
Enﬁn une remarque sur le fait de déplacer la borne inférieure de l’équation (A.13) : cet
artiﬁce à ses propres limites à savoir que pour l’appliquer il faut vériﬁer que la première
partie de l’intégration par partie (avec 0 comme borne inférieure) tende bien vers 0 ou soit
négligeable. Cela dépend bien évidemment encore de la température et du champ. Un étude
plus poussée en séparant les diﬀérents domaines d’intégrations et les approximations qu’il
est possible d’y faire sur la fonction d’apport et le coeﬃcient de transmission est présentée
ici [4].
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Annexe B
Erreur sur un ajustement a N
parametres
B.1 Méthode des moindres carrés avec poids
Dans cette partie on s’intéresse à l’erreur que l’on a sur les N paramètres d’un ajustement.
Soit une mesure qui donne pour P points une valeur expérimentale Yi en chaque point de
mesure Xi, i ∈ [1, P ]. Notre modèle est décrit par une fonction f qui en chaque point donne
une valeur numérique à comparer à la valeur expérimentale. Cette fonction dépend du point
de mesure Xi et de N paramètres d’ajustement : f(Xi, p1, ..., pN ). Pour réaliser l’ajustement
on minimise la grandeur χ2 déﬁnie par :
χ2 =
∑P
i=1 [Yi − f(Xi, pj)]2
ΔY 2i
(B.1)
ΔYi est l’incertitude expérimentale sur les mesures. Pour l’ensemble de paramètres
optimaux {pm} cette grandeur doit être minimale et le minimum obtenu est χ20 ∼ N − p
[5]. Soit :
χ20 =
∑P
i=1 [Yi − f(Xi, pm,j)]2
ΔY 2i
= N − p
(B.2)
Remarque : En théorie si on a une correspondance parfaite entre le modèle et les don-
nées alors χ2 est nul. En pratique pour des modèles complexes cela risque peu d’arriver et
obtenir un χ20 extrêmement faible résulte généralement d’une surestimation de l’erreur. En
revanche une règle générale pour un ajustement modérément bon est d’avoir χ2 ∼ N − p.
En eﬀet si les Yi sont tirés d’une distribution gaussienne alors χ20 suit une distribution en chi
carré (voir la déﬁnition de cette distribution dans l’équation (3.91) de la section 3.9) avec
ν = N − p degrés de liberté (une fois le processus de minimisation eﬀectué les termes de la
somme ne sont plus indépendants), de moyenne ν et d’écart type
√
2ν (cette distribution
tendant vers une gaussienne pour ν grand). Les méthodes χ2 et des moindres carrés sont
identiques si les Yi sont tirés d’une distribution gaussienne. Si ce n’est pas le cas alors la
grandeur χ2 ne suit pas une distribution en chi carré et on adopte alors plutôt le terme
moindres carrés.
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Aux alentours de ce point optimal dans l’espace des paramètres {pj} on peut développer
χ2 en série de Taylor :
χ2 = χ20 +
1
2H
N
j,k(pj − pm,j)(pk − pm,k)
Δχ2 = 12H
N
j,kΔpjΔpk (B.3)
HN est la matrice Hessienne de χ2 dans la base des {pj}, soit dans un espace de
dimension N. La matrice Hessienne est déﬁnie par HNj,k =
∂2χ2
∂pj∂pk
. Il n’y a pas de terme
d’ordre 1 car nous somme aux alentours d’un minimum donc les termes de la matrice
Jacobienne (matrice des dérivées premières) sont nuls. Δχ2 est l’écart de χ2 par rapport à
son minimum. Dans la suite notre but est de déterminer σ1 l’erreur sur p1. Nous commençons
par déﬁnir une nouvelle base {qj}, j ∈ [1, N ] dans laquelle la matrice Hessienne de χ2 est
diagonale. Nous avons alors qj = WjkΔpk avec W la matrice de changement de base et
det(W ) = 1 car notre changement de base conserve la norme. Dans cette nouvelle base
nous avons Δχ2 = 12λjq2j où les λj sont les N valeurs propres de la matrice Hessienne de χ2
dans la base des {qj}. Les λj sont positives car si la minimisation est bien faite la matrice
hessienne est déﬁnie positive.
B.2 Coordonnées sphériques en dimension N
Usuellement les coordonnées sphériques en dimension N (r, φ1, ..., φN−1) sont liées aux
coordonnées cartésiennes en dimension N (x1, ...xN ) par :
x1 = r cos(φ1)
x2 = r cos(φ2) sin(φ1)
x3 = r cos(φ3) sin(φ2) sin(φ1)
...
xN = r sin(φN−1) sin(φN−2)... sin(φ1)
(B.4)
Et on montre que le déterminant de la matrice jacobienne associée au passage des
coordonnées sphériques aux coordonnées cartésiennes est :
det (Jx↔r,φ) = rN−1 sinN−2(φ1) sinN−3(φ2)... sin2(φN−3) sin(φN−2) (B.5)
Dans notre cas nous allons déﬁnir :
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
qj =
r√
λj
cos(φj)
N−1∏
k=1
sin(φk) , j ≤ N − 1
qN =
r√
λN
N−1∏
k=1
sin(φk)
(B.6)
Nous en déduisons le déterminant de la matrice jacobienne associée à ce changement de
base :
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det (Jq↔r,φ) =
rN−1√
det(HN )
sinN−2(φ1) sinN−3(φ2)... sin2(φN−3) sin(φN−2) (B.7)
En eﬀet le déterminant est invariant par changement de base donc nous déduisons de
sa forme diagonale que det(HN ) =
∏N
j=1 λj .
B.3 Angle solide en dimension N
Prenons une sphère de dimension N et de rayon R. L’équation de cette sphère est
x21 + ... + x2N ≤ R2 avec {xi} les coordonnées dans une base euclidienne de dimension N.
Le volume de cette sphère est déﬁni comme :
VN (R) =
∫
...
∫
x21+...+x2N ≤R2
dx1...dxN
= CNRN
(B.8)
Dimensionnellement le volume est forcément proportionnel à RN . On peut considérer
que le volume VN (R) se construit par superposition de couches inﬁnitésimales de rayon
0 ≤ r ≤ R. Alors :
VN (R) =
∫ R
0
SN−1(r)dr (B.9)
SN−1 est la surface (une dimension de moins que le volume) de la coquille de rayon r.
En reprenant l’équation (B.8) on peut déduire :
SN−1 =
dVN (R)
dR
= NCNRN−1
(B.10)
Donc :
VN (R) =
∫ R
0
SN−1(r)dr
= NCN
∫ R
0
rN−1dr
=
∫
...
∫
x21+...+x2N ≤R2
dx1...dxN
(B.11)
En fait on peut écrire dx1...dxN = rN−1drdΩN−1 avec
∫
...
∫
dΩN−1 = NCN . dΩN−1
contient toutes les informations sur les angles. La formule précédente équivaut à un chan-
gement de variables entre cartésien et sphérique donc on peut aussi écrire que dx1...dxN =
|det(J)|drdφ1...dφN avec J le jacobien du changement de base. On en déduit que :
rN−1dΩN−1 = |det(J)|dφ1...dφN
|det(J)| = rN−1 dΩN−1∏N−1
k=1 dφk
dΩN−1 = sinN−2(φ1) sinN−3(φ2)... sin2(φN−3) sin(φN−2)dφ1...dφN
(B.12)
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Si nous revenons au changement de variable de la section précédente cela donne :
|det(J)| = r
N−1√
det(HN )
dΩN−1∏N−1
k=1 dφk
(B.13)
Nous souhaitons maintenant calculer CN . Pour cela nous allons utiliser l’astuce qui
consiste à étudier la fonction f(x1, ..., xN ) = exp
(−(x21 + ... + x2N )) = exp(−r2). Si nous
intégrons cette fonction et appliquons le passage aux coordonnées sphériques :
∫
...
∫
e[−(x
2
1+...+x
2
N )]dx1...dxN =
∫
rN−1dr
∫
dΩN−1e−r
2
∫
e−x
2
1dx1...
∫
e−x
2
N dxN =NCN
∫
rN−1e−r
2
dr
(B.14)
Sachant que
∫∞
−∞ e
−x2dx =
√
π et que
∫∞
0 r
N−1e−r
2
dr = 12Γ
(
N
2
)
avec Γ(x) la fonction
gamma, Γ(n) = (n − 1)! :
π
N
2 = CN
N
2 Γ
(
N
2
)
CN =
π
N
2
Γ
(
1 + N2
) (B.15)
Car Γ(1+x) = xΓ(x). On déﬁnit ΩN = NCN =
∫
...
∫
dΩN−1 la grandeur appelée angle
solide en dimension N.
ΩN =
2π N2
Γ
(
N
2
) (B.16)
B.4 Distribution de Δχ2
Nous supposons que Δχ2 est la somme de N variables indépendantes issues d’une
statistique gaussienne. Pour décrire la densité de probabilité d’un tel ensemble de variables
{xi} on écrit :
p(x1, ..., xN )dx1...dxN = p(x1)...p(xN )dx1...dxN
= exp
(
−x
2
1
2
)
... exp
(
−x
2
N
2
)
1
(2π)N2
dx1...dxN
(B.17)
Le passage en coordonnées sphériques nous donne :
p(x1, ..., xN )dx1...dxN =
1
(2π)N2
rN−1 exp
(
−r
2
2
)
drdΩN−1 (B.18)
Nous déﬁnissons une nouvelle densité de probabilité après intégration sur les angles :
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p˜(r)dr = NCN
(2π)N2
rN−1 exp
(
−r
2
2
)
dr
= ΩN
(2π)N2
rN−1 exp
(
−r
2
2
)
dr
= 2π
N
2
2N2 π N2
rN−1
Γ
(
N
2
) exp(−r22
)
dr
(B.19)
Soit :
p˜(r) = r
N−1
2(N2 −1)Γ
(
N
2
) exp
(
−r
2
2
)
(B.20)
Nous avons décrit la densité de probabilité de r mais nous sommes intéressés par celle
de χ2. Dans le cas général :
χ2 =
N∑
i=1
(
yi − f(xi, pj)2
σi
)2
=
N∑
i=1
x˜2i
= r˜2
(B.21)
Avec {x˜i} la base cartésienne des variables centrées réduites. Le changement de va-
riables ne change pas la probabilité de se trouver dans le même élément inﬁnitésimal donc
p˜(χ2)dχ2 = p˜(r˜)dr˜ et p˜(χ2) = p˜(r˜)/(dχ2/dr˜) = p˜(r˜)/(2r˜).
r˜ suit la même densité de probabilité que r donc à partir de l’équation (B.20) on a :
p˜(r)
2r =
rN−2
2N2 Γ
(
N
2
) exp(−r22
)
(B.22)
Finalement :
p˜(χ2) = (χ
2)N2 −1
2N2 Γ
(
N
2
) exp(−χ22
)
(B.23)
On travaille avecΔχ2 = χ2 − χ20 donc on aura la même de densité de probabilité mais
translatée le long de l’axe des abscisses.
p(Δχ2) = (Δχ
2)N2 −1
2N2 Γ
(
N
2
) exp(−Δχ22
)
(B.24)
B.5 Erreur sur les paramètres
On calcule la probabilité d’être dans un volume V dans cet espace à N paramètres
(normalisée à 1) :
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I =
∫
V
d(Δχ2) (Δχ
2)N2 −1
2N2 Γ
(
N
2
) exp(−Δχ22
)
dΩN−1
ΩN
(B.25)
Pour la suite on passe en coordonnées sphériques déﬁnies par l’équation (B.6) en se
rappelant que Δχ2 = 1/2
∑
j λjq
2
j = r2/2.
I =
∫
V
rdr
rN−2
2N−1Γ
(
N
2
) exp(−r24
)
dΩN−1Γ
(
N
2
)
2π N2
=
∫
V
rN−1
2Nπ N2
exp
(
−r
2
4
)
drdΩN−1
(B.26)
Ensuite on exprime dΩN−1 pour faire apparaître les angles, on repasse dans la base
cartésienne {qj} ou la matrice hessienne HN est diagonale puis dans la base cartésienne
{pj} ou la matrice HN n’est pas diagonale.
I =
∫
V
|det (Jq↔r,φ) |
√
det(HN )
N−1∏
k=1
dφkdr
exp
(
− r24
)
2Nπ N2
=
∫
V
dq1...dqN
√
det(HN )
exp
(
− 14
∑
j λjq
2
j
)
2Nπ N2
=
∫
V
dΔp1...dΔpN
√
det(HN )
exp
(
− 14
∑
i,j H
N
ij ΔpiΔpj
)
2Nπ N2
(B.27)
En considérant que nous avons une incertitude σ1 sur le paramètre p1 notre intégrale
devient :
P =
∫ σ1
−σ1
dΔp1
∫
dΔp2...dΔpN
√
det(HN )
exp
(
− 14
∑
i,j H
N
ij ΔpiΔpj
)
2Nπ N2
(B.28)
Nous isolons les termes matriciels qui font directement intervenir Δp1 :
P =
∫ σ1
−σ1
dΔp1
∫
dΔp2...dΔpN
√
det(HN )
2Nπ N2
exp
(
− 14
[
HN11Δp21
+ 2
N∑
i=2
H1iΔp1Δpi +
∑
j,k
HN−1jk ΔpjΔpk
]) (B.29)
HN−1 est la matrice hessienne en dimension N-1 qui n’est autre que la matrice hessienne
en dimension N sans la première ligne ni la première colonne. Nous déﬁnissons une nouvelle
base {sj} de dimension N-1 dans laquelle HN−1 est diagonale. R est la matrice de passage
dans cette nouvelle base. Les λ′j sont les valeur propres de HN−1 dans la base {sj}. On a
donc :
HN−1 = R−1
⎡
⎢⎣
λ′2 (0)
. . .
(0) λ′N
⎤
⎥⎦R = R−1λ′R (B.30)
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Comme pour le changement de variable en dimension N on a det(R) = 1 et comme les
bases sont orthonormées on a RT = R−1 où T désigne la transposée. Nous avons :
sj =
N∑
k=2
RjkΔpk
Δpi =
N∑
k=2
RTiksk
(B.31)
On peut dès lors écrire :
P =
∫ σ1
−σ1
dΔp1
∫
ds2...dsN
√
det(HN )
2Nπ N2
exp
(
− 14
[
HN11Δp21
+ 2
N∑
i=2
H1i
N∑
j=2
RTijsjΔp1 +
N∑
j=2
λ′js
2
j
]) (B.32)
car ΔpTHN−1Δp = (RT s)THN−1RT s = sTRHN−1RT s = sTλ′s. On déﬁnit uj =∑N
i=2 H
N
1iR
T
ij .
P =
∫ σ1
−σ1
dΔp1
∫
ds2...dsN
√
det(HN )
2Nπ N2
exp
(
− 14
[
HN11Δp21
+ 2
N∑
j=2
ujsjΔp1 +
N∑
j=2
λ′js
2
j
])
=
∫ σ1
−σ1
dΔp1
∫
ds2...dsN
√
det(HN )
2Nπ N2
exp
[
− 14
N∑
j=2
(
sj +
ujΔp1
λ′j
)2
λ′j
]
× exp
[
− 14Δp
2
1
(
HN11 −
N∑
j=2
u2j
λ′j
)]
(B.33)
On commence par traiter l’intégrale sur le sous espace {sj} :
I =
∫ ( N∏
j=2
dsj
)
exp
[
− 14
N∑
j=2
(
sj +
ujΔp1
λ′j
)2
λ′j
]
=
∫ N∏
j=2
exp
[
− 14
(
sj +
ujΔp1
λ′j
)2
λ′j
]
dsj
(B.34)
Or
∫∞
−∞ exp[−a(x2 + b)]dx =
√
π/a donc :
I =
N∏
j=2
2π 12√
λ′j
= 2
N−1π
N−1
2√
det(HN−1)
(B.35)
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Ce qui simpliﬁe :
P =
∫ σ1
−σ1
dΔp1
√
det(HN )
2π 12
√
det(HN−1)
exp
[
− 14Δp
2
1
(
HN11 −
N∑
j=2
u2j
λ′j
)]
(B.36)
En utilisant des matrices déﬁnies par bloc on peu montrer que det(HN ) = det(HN−1)
[
HN11−
(HN1i )(HN−1)−1(HN1i )T
]
avec (HN1i ) et (HN1i )T respectivement la première ligne la première
colonne de HN .
(HN−1)−1 = R−1(λ′)−1R
(HN−1)−1ik =
N∑
j=2
N∑
p=2
RTip(λ′)−1pj Rjk
=
N∑
j=2
RTij
1
λ′j
Rjk
(B.37)
On calcule :
HN11 − (HN1i )(HN−1)−1(HN1i )T = HN11 −
N∑
i,k=2
HN1i (HN−1)−1ik (H
N
1k)T
= HN11 −
N∑
i,k=2
N∑
j=2
HN1iR
T
ij
1
λ′j
Rjk(HN1k)T
(B.38)
Or par exemple à j ﬁxé et k variable on a Rjk = (RTkj)T donc :
HN11 − (HN1i )(HN−1)−1(HN1i )T = HN11 −
N∑
j=2
(
N∑
i=2
HN1iR
T
ij
)
1
λ′j
(
N∑
k=2
(RTjk)T (HN1k)T
)
= HN11 −
N∑
j=2
(
N∑
i=2
HN1iR
T
ij
)
1
λ′j
(
N∑
k=2
HN1kR
T
kj
)T
= HN11 −
N∑
j=2
uj
1
λ′j
uTj
= HN11 −
N∑
j=2
u2j
λ′j
(B.39)
Le retour à l’équation (B.36) nous donne :
P =
∫ σ1
−σ1
dΔp1
√
det(HN )
2π 12
√
det(HN−1)
exp
[
− 14Δp
2
1
det(HN )
det(HN−1)
]
(B.40)
Si on applique le changement de variable x = Δp12
√
det(HN )
det(HN−1) à l’équation précédente
alors on a :
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P = 1√
π
∫ − σ12 √ det(HN )det(HN−1)
σ1
2
√
det(HN )
det(HN−1)
e−x
2
dx
= erf
(
σ1
2
√
det(HN )
det(HN−1)
) (B.41)
Pour une variable aléatoire dont la distribution est gaussienne la probabilité d’être situé
entre −σ et σ avec σ l’écart type de cette variable est :
1
2
√
π
∫ σ
−σ
exp
(
− y
2
2σ2
)
dy = erf
(
1√
2
)
(B.42)
On en déduit ﬁnalement par égalité entre (B.41) et (B.42) que :
σ1 =
√
2det(HN−1)
det(HN )
=
√
2(HN )−111
(B.43)
Par déﬁnition d’une matrice inverse.
B.6 Généralisation aux autres paramètres
La démonstration que nous avons faite n’est valable que pour le paramètre p1 à partir
de l’équation (B.29). Pour les autres paramètres on va toujours se ramener à ce cas de
ﬁgure par permutations des lignes et colonnes de la matrice Hessienne. Nous prenons le cas
particulier de la dimension 3 pour nous en convaincre. On déﬁnit :
H3 =
⎡
⎣H11 H12 H13H21 H22 H23
H31 H32 H33
⎤
⎦ (B.44)
En deux opérations (permutation des colonnes 1 et 2 puis des lignes 1 et 2) on se ramène
à :
H3 =
⎡
⎣H22 H21 H23H12 H11 H13
H32 H31 H33
⎤
⎦ (B.45)
On a bien tous les coeﬃcients relatifs au deuxième paramètre sur la première ligne et la
première colonne. Comme on a fait un nombre pair de permutations le déterminant global
ne change pas. Et en reprenant la formule obtenue en (B.43) on a :
σ2 =
[
2
∣∣∣∣H11 H13H31 H33
∣∣∣∣
det(H3)
] 1
2
=
[
2(H3)−122
] 1
2
(B.46)
Avec la déﬁnition H−1 = (com(H))T où com(H) désigne la comatrice.
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B.7 Changement des paramètres
Supposons qu’on veuille changer le jeu de paramètres pour passer de {pj} à {tj}. On
déﬁnit alors chaque pi = f(t1, ..., tN ) et Δpi =
∑N
j=1 JijΔtj avec Jij = ∂fi/∂tj les coeﬃ-
cients de la matrice jacobienne de la fonction f. On repart de l’équation (B.27) à laquelle
on applique le changement de variables pour passer à la base des {Δtj} :
I =
∫
V
( N∏
k=1
dΔpk
)√det(HN )
2Nπ N2
exp
⎛
⎝−14
∑
i,j
HNij ΔpiΔpj
⎞
⎠
=
∫
V
( N∏
k=1
dΔtk
)
det(J)
√
det(HN )
2Nπ N2
exp
⎛
⎝−14
∑
i,j
(JTHNJ)ijΔtiΔtj
⎞
⎠
(B.47)
Or det(JTHNJ) = det(JT )det(HN )det(J) = det(J)2det(HN ) donc :
I =
∫
V
( N∏
k=1
dΔtk
)√det(JTHNJ)
2Nπ N2
exp
⎛
⎝−14
∑
i,j
(JTHNJ)ijΔtiΔtj
⎞
⎠ (B.48)
On se retrouve avec la même formule sauf que la matrice HN a été remplacée par la
matrice JTHNJ . On peut donc appliquer exactement la même méthode et on trouve la
nouvelle incertitude sur le k-ième paramètre :
σk =
√
2(JTHNJ)−1kk (B.49)
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Annexe C
La physique du bruit
C.1 Les phénomènes aléatoires
La physique du bruit est un pan de la physique qui étudie les phénomènes aléatoires,
erratiques... c’est à dire tout ce qui n’est pas déterministe, dont la valeur ne peut être
prévue en avance. De nombreux phénomènes physiques n’ont pas de description temporelle
explicite, c’est à dire que le système n’admet pas de fonction analytique f(t) qui permette
de connaître sa réponse à chaque instant t. Parmi de tels phénomènes on pourrait citer
la hauteur des vagues, le bruit d’un moteur d’avion, l’intensité d’un tremblement de terre,
l’impact des gouttes de pluie sur un parapluie... Si l’on prend l’exemple du tremblement
de terre et que l’on regarde l’intensité des tremblements en fonction du temps alors d’un
tremblement à l’autre on aura un résultat très diﬀérent. Il existe une myriade de causes
à ces variations, qui ne sont pas toutes liées à l’instrument de mesure, et en général une
bonne raison est que le résultat dépend d’un vaste nombre de paramètres. On peut voir un
exemple de mesures de bruit en ﬁgure C.1 (cette ﬁgure est reprise de l’ouvrage [6] dont une
partie des explications de cette annexe s’inspire).
Si un système est excité par un processus aléatoire alors sa réponse sera également
aléatoire. A cause de leur complexité, étudier et représenter des phénomènes aléatoires par
des fonctions temporelles semble peu utile. Il nous faut alors d’autres outils. En général les
phénomènes aléatoires possèdent des motifs et peuvent être décrits par certaines moyennes,
on parle alors de régularité statistique. Toujours dans le cas de la réponse d’un système
à une excitation aléatoire, si cette dernière présente une régularité statistique alors la
réponse en possédera une également. Il est plus aisé de décrire le bruit à l’aide des outils
statistiques que de chercher une représentation déterministe. Dans la suite nous allons donc
nous intéresser à l’étude statistique de systèmes physiques, ce que l’on appelle la physique
stochastique.
C.2 Ergodicité
Pour la suite nous prenons un exemple de système assez générique, par exemple le
mouvement d’une feuille d’arbre agitée par le vent. Si l’on mesure son déplacement X en
fonction du temps une première fois on obtient ce que l’on appelle un échantillon X1(t).
Si l’on recommence la mesure on obtient un second échantillon X2(t) diﬀérent du premier
car nous étudions un phénomène aléatoire. Il n’existe pas de raison particulière pour que
le système se comporte deux fois de façon identique. On pourrait recommencer la mesure
un grand nombre de fois et n’obtenir aucune information particulière de l’observation des
211
ANNEXE C. LA PHYSIQUE DU BRUIT
Figure C.1 – Diﬀérents échantillonnages de bruit [6]. Pour calculer la moyenne d’ensemble on
prend les valeurs de tous les échantillonnages au même instant t1 (ligne rouge). Pour calculer
l’auto-corrélation on choisit un deuxième instant t1 + τ (ligne pointillée noire). Pour calculer la
moyenne temporelle on utilise toutes la valeurs d’un même échantillon (en bleu).
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échantillons. L’ensemble des échantillons possibles {Xk(t)} est ce que l’on appelle un pro-
cessus stochastique.
Pour tirer des informations de ces échantillons il nous faut utiliser des outils statistiques.
Le premier que l’on peut citer est la moyenne. On commence par déﬁnir la moyenne
d’ensemble μ de X à un instant t1, pour cela on utilise la valeur de X à l’instant t1 sur les
N échantillons de l’ensemble (voir ﬁgure C.1).
μX(t1) =
1
N
N∑
k=1
Xk(t1) (C.1)
Une autre grandeur intéressante est l’auto-corrélation. Elle permet en quelque sorte de
quantiﬁer la mémoire du système, i.e. à quel point ce qui se passe à un instant t impacte
ce qui se passe à un instant ultérieur t + τ ? Plus un processus est aléatoire et plus l’auto-
corrélation est faible et restreinte dans le temps. On la déﬁnit comme suit pour un ensemble :
RX(t1, t1 + τ) =
1
N
N∑
k=1
Xk(t1)Xk(t1 + τ) (C.2)
Comme précédemment on utilise les valeurs des Xk de plusieurs échantillons aux mêmes
instants t1 et t1 + τ , ce que l’on appelle des moyennes d’ensemble. On peut également
déﬁnir des moyennes temporelles, c’est à dire que l’on utilise toutes les valeurs d’un seul
échantillon. On a alors pour la moyenne et l’auto-corrélation :
μX(k) = limT→∞
1
T
∫ T
2
− T2
Xk(t)dt
RX(k, τ) = limT→∞
1
T
∫ T
2
− T2
Xk(t)Xk(t + τ)dt
(C.3)
Remarque : Pour avoir une statistique correcte il est toujours nécessaire d’avoir suﬃ-
samment d’échantillons pour les moyennes d’ensemble ou une mesure suﬃsamment longue
pour les moyennes temporelles.
Les processus stochastiques peuvent présenter des caractéristiques intéressantes que l’on
retrouve la plupart du temps. Premièrement si la moyenne d’ensemble ne dépend pas du
temps t1 auquel on la mesure alors le processus est dit stationnaire. Dans ce cas l’auto-
corrélation ne dépend pas non plus de t1, seulement de τ . Deuxièmement, si la moyenne
temporelle ne dépend pas de l’échantillon sur lequel on la mesure et que le processus est
stationnaire alors on peut le qualiﬁer d’ergodique. Ce type de processus est extrêmement
important car il possède la particularité suivante : les moyennes d’ensemble et les moyennes
temporelles sont les même. On peut alors simplement accéder à la statistique du processus
stochastique avec un seul échantillonnage. L’hypothèse d’ergodicité est quasi automatique
en physique stochastique.
En statistique nous nous limitons rarement à la valeur moyenne seule. Une autre grandeur
utile est la valeur carrée moyenne (mean square value en anglais) qui décrit l’énergie associée
au mouvement :
〈
X2
〉
= lim
T→∞
1
T
∫ T
2
− T2
X2(t)dt (C.4)
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Nous ne distinguons plus un échantillon particulier car nous ne considérons plus que des
processus ergodiques à partir de ce point. Dans ce cas la valeur moyenne μX est constante et
peut donc être vue comme une composante statique. Pour obtenir la composante dynamique
de X(t) on calcule donc X(t) − μX et la valeur moyenne carrée de cette nouvelle grandeur,
qui représente le mouvement autour de la moyenne, est appelée variance :
σ2X = limT→∞
1
T
∫ T
2
− T2
(X(t) − μX)2dt (C.5)
Certains processus ont une moyenne nulle, comme par exemple le mouvement Brownien
que nous étudions dans le chapitre 3, la variance est alors la grandeur pertinente et elle
caractérise l’écart à la moyenne. Pour la suite nous noterons les moyennes avec le symbole
<>, que ce soit pour une moyenne d’ensemble ou pour une moyenne temporelle.
C.3 Distribution statistique
Nous avons vu précédemment qu’il est plus commode de travailler avec des outils statis-
tiques comme la valeur moyenne et la variance quand on traite de processus stochastiques.
Pour bien comprendre un processus aléatoire et le décrire le plus complètement possible il
est intéressant de connaître sa densité de probabilité. Supposons une mesure d’un échan-
tillon de la variable aléatoire X de durée T . Nous voulons connaître la probabilité que X
soit inférieure à une valeur quelconque x : Prob[X(t) < x]. Si l’on note Δt1, Δt2... tous les
intervalles de temps sur lesquels X(t) < x. La probabilité Prob[X(t) < x] se réduit alors à
la probabilité que t appartienne à l’un de ces intervalles. On a alors :
Prob[X(t) < x] = lim
T→∞
1
T
∑
i
Δti (C.6)
Si maintenant on laisse x varier on obtient la fonction :
P (x) = Prob[X(t) < x] (C.7)
qui est nommée fonction de distribution de probabilité. Maintenant considérons P (x)
la probabilité que X soit inférieure à x et P (x + Δx) la probabilité que X soit inférieure à
x+Δx, la probabilité que X soit entre x et x+Δx est tout simplement P (x+Δx)−P (x).
On peut alors introduire la densité de probabilité :
p(x) = limΔx→0
P (x + Δx) − P (x)
Δx
= dP
dx
(C.8)
On peut se servir de cette densité de probabilité pour connaître la probabilité que notre
variable se trouve dans un intervalle donné :
Prob[x1 < X(t) < x2] =
∫ x2
x1
p(ξ)dξ (C.9)
Une distribution a un intérêt tout particulier que nous allons expliciter dans la suite. Il
s’agit de la distribution normale décrite par :
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p(x) = 1√
2π
exp
(
−x
2
2
)
(C.10)
Expérimentalement on peut remonter à la distribution en traçant un histogramme de
l’échantillon. Cette fonction permet également de remonter au moyennes qui nous inté-
ressent :
〈X〉 =
∫
xp(x)dx
σ2X =
∫
(x − μX)2p(x)dx
(C.11)
Un autre façon d’aborder une variable aléatoire est donc de connaître l’ensemble de
ses valeurs possibles, appelé espace des états (sur lequel porte l’intégration dans l’équation
(C.11)) et sa densité de probabilité sur cet espace. La connaissance de ces grandeurs nous
donne une description très complète du phénomène.
C.4 Théorème central limite
Le théorème central limite est un théorème absolument fondamental de la physique
statistique. Supposons une variable aléatoire Y résultant de la somme de N variables
aléatoires indépendantes 1 : Y = (X1 + ... + XN )/
√
N . On suppose dans un premier temps
que ces variables suivent toutes une loi gaussienne de variance σ2 et de moyenne nulle 2. La
loi normale est en fait un cas particulier de la loi gaussienne lorsque la moyenne est nulle et
la variance unitaire. L’expression d’une densité de probabilité gaussienne est la suivante :
p(x) = 1
σ
√
2π
exp
(
− x
2
2σ2
)
(C.12)
La variable Y est également une variable aléatoire de moyenne nulle et de variance〈
Y 2
〉
= 1/N
∑N
i=1
〈
X2i
〉
= σ2. Elle possède donc les mêmes propriétés statistiques que
ses composantes, la loi gaussienne est dite stable par rapport à l’addition. Maintenant
considérons le cas où les Xi variables ne suivent pas une loi gaussienne mais une loi quel-
conque de moyenne nulle et de variance σ2 ﬁnie. On suppose de plus ici que tous les Xi ont
une distribution identique. Le théorème central limite stipule que dans la limite N → ∞
la densité de probabilité de Y est alors une loi gaussienne de moyenne nulle et de variance σ2.
Pour démontrer montrer cela nous introduisons la fonction génératrice d’une densité de
probabilité comme étant :
GX(k) = 〈exp(ikX)〉 =
∫
eikXp(x)dx (C.13)
Qui n’est autre que la transformée de Fourier 3 de la densité de probabilité. Cette fonction
G est également nommée fonction génératrice des moments car via le développement en
série de Taylor de la fonction exponentielle on montre que :
1. C’est à dire que le résultat d’une réalisation d’une des variables Xi n’est pas conditionné par celui
des autres
2. On peut ensuite facilement généraliser au cas où la moyenne n’est pas nulle
3. Avec une déﬁnition de la transformée de Fourier un peu diﬀérente de celle que nous avons utilisée
jusqu’ici.
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GX(k) =
∞∑
m=0
(ik)m
m! μm (C.14)
Avec μm =
∫
xmp(x)dx la moyenne d’ordre m. Dans notre cas on peut alors développer,
en notant que μ0 =
∫
p(x)dx = 1 (c’est à dire que la probabilité que la valeur que prenne
X soit dans l’espace des états est de 1) :
GX(k) = 1 + 〈X〉 − k
2
2
〈
X2
〉
= 1 − k
2
2 σ
2
(C.15)
Comme les variables Xi sont indépendantes alors p(x1, ..., xN ) = p(x1)...p(xn). Dans ce
cas :
GX1,...,XN (k1, ..., kN ) =
∫
exp(i[k1x1 + ...kNxN ])p(x1, ..., xN )dx1...dxN
=
∫
exp(ik1x1)p(x1)dx1...
∫
exp(ikNxN )p(xN )dxN
= GX1(k1)...GXN (kN )
(C.16)
On montre alors que :
GY (k) =
[
GX
(
k√
N
)]N
(C.17)
En passant au logarithme et en développant en puissances de k/
√
N (avec N grand) on
a, en utilisant l’équation (C.15) :
log (GY (k)) = N log
(
GX(
k√
N
)
log
(
GX(
k√
n
)
= −12σ
2 k
2
N
+ O
(
k3
N3/2
)
log (GY (k)) = −12σ
2k2 + O
(
k3
N1/2
) (C.18)
Quand N → ∞, le dernier terme tend vers 0 à cause de 1/√N . Il s’ensuit que GY (k) =
exp
(− 12σ2k2), ce qui n’est autre que la fonction génératrice de la distribution gaussienne 4.
Nous nous sommes limités au cas où les variables ont une distribution identique mais le
théorème se généralise également au cas où les distributions sont diﬀérentes. Dans ses formes
plus générales, les variables ne sont pas nécessairement indépendantes mais ne présentent
pas de corrélations à longue portée et la variance n’est pas nécessairement ﬁnie mais ne doit
pas être "trop large". Ce "trop large" peut être clariﬁé en déﬁnissant le bassin d’attraction
de la loi gaussienne auquel les fonctions p(x) appartiennent si elles respectent le critère
suivant :
4. Pour s’en persuader on calcule G(k) par la transformée de Fourier en prenant p(x) gaussienne dans
l’équation (C.13).
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Figure C.2 – On génère un vecteur de 50000 points dont chaque point est tiré de la distribution
donnée par l’équation (C.20) qui se comporte globalement comme une distribution χ2. On génère
ainsi N vecteurs tirés de la même distribution et on les somme. On trace l’histogramme du nouveau
vecteur ainsi obtenu. Plus N est grand plus la distribution du vecteur tend vers une gaussienne en
vertu du théorème central limite. En eﬀet chaque point de ce vecteur est une somme de variables
aléatoires indépendantes issues de la distribution de (C.20) qui appartient au bassin d’attraction
de la loi gaussienne.
lim
X→∞ X
2
∫
|x|>X p(x)dx∫
|x|>X x
2p(x)dx = 0 (C.19)
Ainsi une distribution qui décroît en 1/x3 pour x grand appartient à ce bassin, bien que
sa variance soit inﬁnie. Toutes les distributions décroissant plus vite que 1/x3 appartiennent
également au bassin de la loi gaussienne, qui est en réalité extrêmement vaste. Les lois
p(x) qui tombent dans le bassin d’attraction d’autres distributions sont comparativement
rares et dites anormales. Ainsi, tout événement aléatoire résultant de la somme de nom-
breuses perturbations aléatoires est (dans la grande majorité des cas) descriptible par une
loi gaussienne. Le mouvement Brownien en est un exemple. Cela explique pourquoi on parle
souvent de bruit gaussien.
Nous illustrons rapidement la convergence vers une loi gaussienne dans la ﬁgure C.2.
Nous reprenons les simulations du chapitre 3 dans la partie 3.9. Nous y avions vu que sur
un palier (mesure d’une tension ﬂuctuante sans changer de paramètre dans le système) la
distribution des tensions V 2R suivait une loi du type :
V 2R = σ2χ2 + 2μVX − μ2 (C.20)
Avec χ2 une distribution chi carrée et VX suivant une loi normale de moyenne μ et de
variance σ2. Nous reprenons cette formule avec les valeurs que nous avions utilisé pour
les simulations, à savoir μ = 4, 95.10−9V et σ = 2, 96.10−5V . Nous obtenons alors la
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distribution présentée sur l’histogramme à l’extrême gauche de la ﬁgure C.2, représentant la
distribution des V 2R pour un vecteur comportant 50000 points tirés de cette distribution, où
l’on retrouve bien la forme d’une distribution en chi carré. Ensuite nous générons N autres
vecteurs de la même façon et nous sommons les résultats ainsi obtenus. Nous obtenons
un vecteur ﬁnal où chacun des i-ème point parmi les 50000 est la somme des i-ème points
de tous les N vecteurs générés. Chaque point de mesure est donc une somme de variables
aléatoires indépendantes tirées d’une distribution qui se comporte comme un loi en chi
carré qui appartient au bassin d’attraction de la loi gaussienne. Si le nombre N de vecteurs
sommés est suﬃsamment grand, d’après le théorème central limite chaque point du palier
est tiré d’une distribution gaussienne de valeur moyenne μ et de variance σ2. Pour suivre
l’évolution de la distribution on trace l’histogramme du vecteur ﬁnal après N générations.
On peut voir sur la ﬁgure C.2 que pour N = 10 vecteurs générés la distribution est modiﬁée
mais encore asymétrique. Pour N = 500 on a déjà une gaussienne.
C.5 Bruit Blanc
C.5.1 Généralités
Un autre caractéristique courante des bruits est d’être blanc. Ce type de bruit est le
plus aléatoire possible : son auto-corrélation est nulle quel que soit τ diﬀérent de 0 (l’auto-
corrélation a été introduite dans les équations (C.2) et (C.3)). Un processus stochastique f
est qualiﬁé de bruit blanc si :
〈f〉 = 0〈
f2
〉
= σ2
Rf (τ) = 〈f(t)f(t + τ)〉 = 0 , τ > 0
(C.21)
De façon plus générale on tend plus à noter :
Rf (τ) = 〈f(t)f(t + τ)〉 = Cδ(τ) (C.22)
Ou C est une constante que l’on obtient via le théorème de ﬂuctuation dissipation
(nous y reviendrons) et δ est la distribution de Dirac. Introduisons maintenant une nouvelle
grandeur qui cette fois n’appartient plus au domaine temporel mais au domaine spectral.
Nous l’obtenons donc par transformée de Fourier. On déﬁnit ici F{f} la transformée de
Fourier et on rappelle la convention choisie :
F{f}(ω) =
∫ +∞
−∞
f(t)e−iωtdt
f(t) = 12π
∫ +∞
−∞
F{f}(ω)eiωtdω
(C.23)
Cette nouvelle grandeur est la densité spectrale de puissance qui est la transformée de
Fourier de l’auto-corrélation :
Sf (ω) =
∫ +∞
−∞
Rf (τ)e−iωτdτ (C.24)
Cette relation est donnée par le théorème de Wiener-Khintchine. En particulier dans
le cas du bruit blanc avec l’équation (C.22) injectée dans l’équation précédente on trouve
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Sf (ω) = C. La densité spectrale de puissance est donc constante dans le cas d’un bruit
blanc. Explicitons un peu ce qu’est la densité spectrale de puissance (PSD, issu de Power
Spectral Density en anglais). Premièrement, c’est une grandeur mesurable. Si f est un
processus stochastique sa transformée de Fourier n’existe pas car il n’est pas de module
intégrable. En revanche la transformée de Fourier de l’auto-corrélation, elle, existe.
Pour ce qui concerne l’aspect énergétique nous rappelons l’égalité de Parseval-Plancherel
qui nous donne :
f2RMS =
〈
f2
〉
= lim
T→∞
1
T
∫ +T/2
−T/2
f2(t)dt
= 12π
∫ +∞
−∞
Sf (ω)dω
(C.25)
RMS signiﬁe Root Mean Square. On voit donc qu’en intégrant la densité spectrale de
puissance on obtient la valeur RMS de la grandeur concernée, qui en général est liée à une
énergie. Si f = x est un déplacement alors E = k
〈
x2
〉
/2 est l’énergie potentielle, si f = v
est une vitesse alors E = m
〈
v2
〉
/2 est l’énergie cinétique, si f = V est une tension alors
E =
〈
V 2
〉
t/R est l’énergie électrique. Sf (ω) nous donne donc l’information de la puissance
contenue dans chaque fréquence de notre signal. Pour un bruit blanc, chaque fréquence
porte la même puissance. L’unité de Sf est U2/Hz ou U est l’unité de la grandeur mesurée :
mètres pour un déplacement x, Volt pour une tension V ... Cette unité rappelle qu’une
mesure se fait sur une certaine bande passante BW qui dépend : du temps de mesure
T (plus on mesure longtemps plus on a accès à de basses fréquences) et du système de
détection (pour avoir accès aux très hautes fréquences il faut un système de détection très
rapide). Une mesure ne sonde donc qu’une partie du spectre et le signal obtenu dépend
de la BW . Pour un bruit blanc f de densité spectrale de puissance constante Sf on a
f2RMS = Sf × BW . Plus la bande passante est grande plus on récupère de bruit.
C.5.2 Exemples de bruits blanc gaussiens
Nous explicitons désormais quelques exemples de bruits blancs gaussiens.
C.5.2.1 Le bruit Johnson
Il s’agit d’un exemple célèbre. Il s’agit du bruit de tension V aux bornes d’une résistance
généré par les ﬂuctuations thermiques des porteurs de charge. On a dans ce cas :
SV = 2kBTR (C.26)
Avec T la température et R la résistance.
C.5.2.2 Le mouvement brownien
Un autre exemple célèbre s’il en est. Il s’agit du mouvement erratique d’une particule
dite brownienne plongée dans un bain de particules. L’agitation thermique des particules
du bain entraîne des chocs avec la particule brownienne qui font bouger cette dernière. Les
chocs désordonnés venant de toutes les directions, la marche est aléatoire et de moyenne
nulle. La densité spectrale de puissance de la force fT servant à modéliser ce phénomène
est :
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SfT = 2kBTmΓ (C.27)
Avec m la masse de la particule brownienne et Γ le coeﬃcient de dissipation visqueux
dans l’équation de Langevin associée à ce système.
C.5.2.3 Le bruit de grenaille
Ce bruit est également connu sous le nom de shot noise en anglais. Il vient de la nature
discrète des porteurs de charge qui génère du bruit dans un courant DC. Il peut aussi
intervenir lors du comptage de photons. La densité spectrale pour un ﬂot d’électrons est :
S = 2e|I| (C.28)
Avec e la charge élémentaire de l’électron et |I| le courant moyen.
C.6 Le théorème de ﬂuctuation dissipation
Les formules données précédemment sont des exemples du théorème de ﬂuctuation
dissipation. Pour illustrer le principe de ce théorème, prenons l’exemple du mouvement
Brownien décrit par l’équation de Langevin :
mx¨ + mΓx˙ + kx = fT (C.29)
Avec x le déplacement, m la masse, Γ le coeﬃcient de la force dissipative proportionnelle
à la vitesse, k = mω20 la raideur, ω0 la pulsation de résonance, et fT la force qui modélise
l’interaction de la particule brownienne avec le bain thermique. Cette force possède les
propriétés d’un bruit blanc gaussien (voir (C.21)).
Le terme dissipatif dans cette équation est mΓx˙. La particule brownienne dissipe de
l’énergie à cause de son interaction avec les autres particules du bain thermique (les in-
teractions étant des chocs). D’un autre côté, la force thermique aléatoire est le moteur du
mouvement de la particule brownienne. Cette dernière bouge autour d’une position moyenne
grâce aux chocs avec les autres particules. L’existence d’un terme dissipatif dans l’équation
requiert la présence de la force ﬂuctuante pour maintenir le mouvement de la particule brow-
nienne et empêcher sa température de devenir inférieure à celle de son environnement. Nous
avons donc deux phénomènes, une dissipation d’énergie et une excitation aléatoire induisant
des ﬂuctuations de position, dont l’origine est la même : l’interaction avec le bain thermique.
Il doit donc exister un lien entre les deux : c’est l’idée du théorème de ﬂuctuation dissipation.
Voyons comment y remonter dans le cas que nous avons introduit. On commence par
eﬀectuer la transformée de Fourier de l’équation (C.29) :
F{x} = F{fT }χ(ω) (C.30)
Avec χ(ω) =
[
m(ω20 − ω2 + iΓω)
]−1 la fonction de réponse du système. Soit maintenant
une fonction h réelle. Nous avons pour la transformée de Fourier de h :
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F{h}(ω) =
∫ +∞
−∞
h(t)e−iωtdt
F{h}(ω) =
∫ +∞
−∞
h(t)e+iωtdt
(C.31)
Nous avons déjà vu que la densité spectrale de h se déﬁnit comme la transformée de
Fourier de l’auto-corrélation de h.
Sh(ω) =
∫ +∞
−∞
Rh(τ)e−iωτdτ
=
∫ +∞
−∞
dτ
∫ +∞
−∞
dt h(t + τ)h(t)e−iωτ
=
∫ +∞
−∞
h(t)eiωtdt
∫ +∞
−∞
h(t + τ)e−iω(t+τ)dτ
=
∫ +∞
−∞
h(t)eiωtdt
∫ +∞
−∞
h(t′)e−iωt
′
dt′
= F{h}(ω)F{h}(ω)
= |F{h}(ω)|2
(C.32)
Pour obtenir la seconde équation nous avons remplacé l’auto-corrélation par son expres-
sion et nous avons plus tard eﬀectué le changement de variable t′ = t + τ . Nous arrivons à
une déﬁnition équivalente de la densité spectrale de puissance qui est le module carré de la
transformée de Fourier. En passant au module dans l’équation (C.30) nous avons donc :
Sx = SfT |χ(ω)|2 (C.33)
Cette équation contient les informations sur la dissipation via la fonction de réponse.
Pour introduire l’information sur les ﬂuctuations à l’équilibre nous allons utiliser l’équipar-
tition de l’énergie et l’égalité de Parseval-Plancherel.
k
〈
x2
〉
= kBT〈
x2
〉
= 12π
∫ +∞
−∞
Sx(ω)dω
= 12π
∫ +∞
−∞
SfT (ω)|χ(ω)|2dω
(C.34)
Or fT possède les caractéristiques d’un bruit blanc donc sa densité spectrale de puissance
est constante. Et on peut montrer en calculant l’intégrale 5 que :
1
2π
∫ +∞
−∞
|χ(ω)|2dω = 12mΓω20
(C.35)
5. Le calcul n’est pas détaillé, mais pour le réaliser il faut considérer que la fonction χ(ω) n’est pas
négligeable aux alentours de deux points seulement : ω ∼ ω0 et ω ∼ −ω0 c’est à dire aux résonances. On a
alors ω20 − ω2 = (ω + ω0)(ω0 − ω) ∼ 2ω0(ω0 − ω) sur [0;+∞] et de même 2ω0(ω0 − ω) sur [−∞; 0].On a
ensuite deux intégrales dont on peut trouver la solution analytique.
221
ANNEXE C. LA PHYSIQUE DU BRUIT
Avec les équations (C.34) et (C.35) on retrouve :
SfT = 2kBTmΓ (C.36)
Il s’agit d’un cas particulier du théorème de ﬂuctuation dissipation. De façon plus
générale on peut écrire pour une observable x :
Sx(ω) =
2kBT
ω
 (χ−1(ω)) (C.37)
Avec χ−1(ω) la susceptibilité du système à une excitation extérieure. Dans le cas pré-
cédent on a  (χ−1(ω)) =  (m(ω20 − ω2 + iΓω)) = mΓω. Cette forme met bien en avant
les deux mécanismes : la partie imaginaire de la fonction de réponse ou susceptibilité du
système est responsable de la dissipation et la densité spectrale de puissance est liée à
l’intensité des ﬂuctuations.
C.7 Le calcul stochastique
Pour clore cette présentation de la physique du bruit, nous nous intéressons au calcul
stochastique. Supposons que nous voulions calculer une grandeur liée à une variable ﬂuc-
tuante, comme par exemple la chaleur échangée entre une particule brownienne et le bain
thermique sur une trajectoire comme dans le chapitre 3. Nous avions vu que cette chaleur
se présente sous la forme d’une intégrale :
Q = 12
∫
kd(x2) (C.38)
Nous avons aﬀaire ici à une forme diﬀérentielle de la trajectoire (au carré) associée à un
mouvement Brownien. La force fT qui modélise les interactions entre la particule et le bain
thermique et est le moteur de ce mouvement est un objet mathématique complexe dont les
propriétés se répercutent sur le mouvement Brownien. Cette intégrale est à traiter avec pru-
dence. Le cadre mathématique dans lequel se déroule ces calculs est le calcul stochastique.
Il s’agit d’un vaste sujet à lui seul et nous ne l’aborderons pas ici (plus d’informations sont
disponibles ici [7, 8]).
Nous souhaitons simplement démontrer l’intérêt d’utiliser le calcul stochastique pour
calculer des intégrales dans le cas du mouvement Brownien. En eﬀet habituellement nous
utilisons l’intégrale de Riemann. Soit une fonction y(x) = x que nous voulons intégrer sur
un intervalle [0, X]. Alors l’intégrale I =
∫
X
xdx se déﬁnit comme :
I = lim
N→∞
(N−1)∑
i=0
xj
(
i + 1
N
− i
N
)
X (C.39)
C’est à dire que l’on découpe l’intervalle [0, X] en N sous intervalles. On calcule ensuite
l’aire sous la courbe en l’approximant par l’aire d’un rectangle dont la largeur est la taille
de l’intervalle et la longueur est xj appartenant à cet intervalle
[
i
N X,
i+1
N X
]
. Le choix de
x(t) importe peu et si on prend suﬃsamment d’intervalles on retrouve la bonne aire sous
la courbe.
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Figure C.3 – Illustration de l’importance d’utiliser les règles du calcul stochastique (ici Strato-
novich) lors de la manipulation de signaux bruités. L’intégrale d’un signal bruité avec la méthode
de Riemann ne donne pas le résultat escompté ici.
Si maintenant nous remplaçons x par un processus stochastique alors on peut montrer
que le résultat dépend du point xj choisit. Cependant en prenant la bonne convention
on peut conserver les règles du calcul diﬀérentiel et obtenir les résultats attendus. La
convention que nous avons choisi est celle de Stratonovich qui stipule que sur un sous
intervalle
[
i
N X,
i+1
N X
]
:
x ◦ dx = 12
(
x i
N X
+ x i+1
N X
)[ i + 1
N
X − i
N
X
]
(C.40)
Ce qui revient à utiliser des trapèzes à la place de rectangles pour évaluer l’aire du sous
intervalle. Nous allons à présent comparer des évaluations numérique de cette intégrale.
Nous prenons un vecteur x variant de 0 à 100 avec 1000 points équidistants. Nous calculons
dans un premier temps
∫
xdx en prenant un nombre de points croissants dans l’intervalle
(l’intégrale va donc de 0 à n/1000∗xmax avec n ∈ [0, 1000] et xmax = 100). Cela nous donne
la courbe en orange sur la ﬁgure C.3, pour laquelle nous avons utilisé Riemann en prenant
pour hauteur le premier point de l’intervalle. Ensuite nous ajoutons à x un bruit suivant
une loi normale de moyenne nulle et de variance unitaire pour obtenir un signal bruité xb.
De la même façon nous calculons
∫
xbdxb avec un nombre croissant de points suivant la
règle de Riemann avec le même choix de point que précédemment (courbe verte) puis en
appliquant Stratonovich (courbe bleue). Nous voyons que l’utilisation de Stratonovich nous
permet de suivre le résultat attendu théoriquement malgré le bruit alors que l’intégrale de
Riemann (au sens large) ne marche pas dans ce cas.
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