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Abstract. The primary data source for universities and courses for students is 
increasingly becoming the web, and with a vast amount of information about 
thousands of courses on different websites, it is quite a task to find one that 
matches a student’s needs. That is why we are proposing the “Course Recom-
mendation System”, a system that suggests the course best suited for prospective 
students. As there has been a huge increase in course content on the Internet, 
finding the course you really need has become time-consuming, so we are pro-
posing to use an ontology-based approach to semantic content recommendation. 
The aim is to enhance the efficiency and effectiveness of providing students with 
suitable recommendations. The recommender takes into consideration 
knowledge about the user (the student’s profile) and course content, as well as 
knowledge about the domain that is being learned. Ontology is used to both 
models and represent such forms of knowledge. There are four steps to this: ex-
tracting information from multiple sources, applying ontologies by using Protégé 
tools, semantic relevance calculation and refining the recommendation. A per-
sonalised, complete and augmented course is then suggested for the student, 
based on these steps. 
 Keywords: Recommendation systems, Semantic Web, Ontology, Course Selec-
tion, Semantic Similarity. 
1 Introduction 
When choosing a suitable university course, students need information from many ex-
ternal sources in order to improve their decision-making processes, including the web. 
The process of choosing a course can be extremely tedious and very complex. As stu-
dents are required to choose from a wide range of courses, based on a series of decisions 
and recommendations [1], they frequently find it difficult to find a course that is suitable 
for them. It is possible to find courses that cover almost every domain of knowledge 
[2] and each university publishes information about this on their websites.
 Such abundant information means that students need to find, organise and use resources 
that can match their individual goals and interests, as well as their current knowledge. 
This can be a slow task as it involves accessing each and every platform, searching for 
available courses, reading each of the course syllabuses carefully, and then choosing 
the appropriate one.  
There are many online systems that are currently available to find and search for courses 
[3]. These tools are based on either previous users’ knowledge of courses or keyword-
based queries. Just because more course information is now offered on university web-
sites, it does not automatically mean that students possess the cognitive ability to eval-
uate them all. Instead, they are confronted with a problem that is generally termed as 
"information overloading"[4]. Studies also show that course choice decision is influ-
enced by the student’s background, as well as their personal or career interests [1].  
By identifying the needs of the students and their areas of interest, it is possible to 
recommend an appropriate course. It is possible to help them to choose a course by 
developing methods that will both integrate data from multiple heterogeneous data 
sources and allow them to rapidly set valuable course-related information. This is based 
on their own preferences, such as electronic engineering [5]. 
In order to represent an area of knowledge, an ontology is used that formally describes 
a list of terms, each representing an important concept, such as classes of objects and 
the relationships that exist between them [6]. Ontologies provide formal semantics 
which can be used to process and integrate a range of information on the Internet. On-
tology is described by Gruber [7] as an explicit specification of a conceptualisation. 
Recommendation systems have recently offered personalised and more relevant recom-
mendations. This is achieved by using information on the basis of situations, such as 
studying various objects, context and areas of interest, location and careers. For exam-
ple, courses that are recommended to a student who wishes to work in IT, and is search-
ing for “Computer Networking”, will be different to those that are recommended to a 
student who aims to become an academic member of staff in the same area. This is 
because both their requirements and the level of education is different. These are treated 
as contextual data, which has been measured as a major source of the correctness of 
recommendations [8-9]. 
This paper’s proposed approach overcomes the overloading problem by using person-
alised search results. It extracts and integrates information about courses from many 
different sources, builds ontology mapping of the information and sorts it in the data-
base. As designing ontology is the creation process of a lot of classes and relationships, 
the user will be able to gain clear knowledge about the course [3]. In this paper, we 
build a relationship between relevant information on the Internet, including course 
modules, job opportunities and users’ interests. Ontology provides a vocabulary of clas-
ses and properties to describe a domain and emphasises the sharing of knowledge [6]. 
The use of semantic descriptions of the course and learner profiles allows for both qual-
itative and quantitative reasoning about the matching that is available, as well as the 
required courses and student interests that are needed to refine the process of deciding 
which course to take.  
This present paper is structured as follows. In Section 2, we discuss the previous work 
that is relevant to this study. Section 3 presents the ontology model in order to express 
knowledge about the student profile, course content, job content and the domain that is 
being learned. Section 4 describes the ontology-based semantic recommendation in de-
tail, and Section 5 describes the prototype implementation and preliminary results. Fi-
nally, Section 6 concludes the paper by pointing out the direction of future work. 
2 Related Work 
Recommendation systems are a promising way to effectively filter out an information 
overload. These are “software tools and techniques that provide the suggestions for 
items to be of use to a user” [11]. A variety of techniques have been used to perform a 
recommendation, such as content-based, collaborative, hybrid and other techniques 
[10-12]. The attention needed to develop the various recommender systems is still high 
because there is an abundance of practical applications that can help users to deal with 
the overload of information and provide a personalised service [13]. The objects that 
are influenced by recommender systems include a wide spectrum of artefacts, such as 
books, documents CDs, television programs and movies. Compared with these fields, 
and the emergence of the education field, course content recommendation is a new 
topic, which has only been investigated by several systems over the past few years. 
Many kinds of research into course recommendation systems that aim to help students 
to find courses that are suitable for them have been carried out [14-16]. Current course 
recommendation systems collect information from a single data source, including stu-
dents, university databases, users’ course ratings, course histories, past behaviour of 
students, historical enrolment data and previous students’ work histories. The students, 
however, need to gain a clear knowledge of the relevant course that will meet both their 
personal needs and career interests. 
Recently, a recommendation system and expert system was established that was gener-
ally based on domain knowledge and problem-solving methods, such as shared and 
reused knowledge. The recommendation system and expert system utilised an ontology 
in order to solve classification, annotation, rendering and to arrange different interpre-
tations that make knowledge representation work efficiently. 
We, therefore, proposed an approach that uses the knowledge-based semantic approach 
to making recommendations to students.  We also support recommendation refining. 
We mainly consider the user’s profile context for content recommendation, as we did 
in their learning goal and prior knowledge. This system extracts information from a 
number of sources about the content and then discovers semantic matching between the 
course information and user/student profile.  
There are several techniques that have been employed to perform data matching in dif-
ferent applications. Two common measurements used to calculate the similarity of data 
records for matching are TF-IDF based methods [17] and String edit distance [18]. A 
support vector machine (SVM) [19] classifier, which has been trained with these simi-
larity measures, is then used to identify instances that refer to the same real entities. 
This enables us to create semantic relations between different data sources. 
3 Ontology Model 
  We use ontologies in the proposed approach to model knowledge about the course 
content (course profile), knowledge about the user (student profile) and the domain 
knowledge (the taxonomy of the domain being learned). Within the domain of 
knowledge representation, the term ontology refers to both the formal and explicit de-
scriptions of domain concepts. These are frequently conceived as a set of entities, rela-
tions, functions, instances and axioms [7]. By enabling the users or contents to share a 
common understanding of the knowledge structure, ontologies give applications the 
ability to interpret the context of student profiles and course content features, based on 
their semantics. In addition, the hierarchical structure of the ontologies allows develop-
ers to reuse domain ontologies (for example, in computer science and programming 
language) to describe learning fields and build a practical model, without starting from 
scratch. 
We constructed three ontologies in the proposed system. These are course ontology, 
student ontology and job ontology. To test our system, it was decided the domain on-
tology would be computer network courses. Knowledge, represented by ontologies, can 
be combined into one single ontology, as shown in this paper.  
In addition, knowledge from different ontologies can be combined by merging ontolo-
gies. We have shown the merger of two ontologies in this paper: the first ontology is 
the course and the second is the student profile ontology. The latter contains details of 
the student developed in the educational domain. Protégé 5.1.0 tools were used to de-
velop and merge by using the ontologies [20]. The course content ontology depicts 
various contexts about course information, including the course topic, type, duration, 
level and modules, as shown in Fig. 1. 
Fig.1.  Course ontology 
 The user/student ontology includes information about the student, such as personal in-
formation, academic information and general information. Refer to more details in [22], 
as shown in Fig. 2.  
The job ontology includes information, such as the job topic, job requirements and lo-
cation. 
 
Fig. 2.  Student profile ontology 
 After we have created ontologies for the university course and user/student profile, we 
will need to carry out the following steps, so as to provide uniform knowledge about 
the course information: 
1. The extraction of similar concepts between two ontologies, such as “computer 
department” with “computer science department”, “Faculty” with “Academic staff”, 
and “Staff” with “Technical staff”, which are similar to each other. 
2. The measurement and determination of the type of similarity relations between 
terms. Each approach and algorithm could consider different types of similarity rela-
tions between the terms (such as “Equivalent”, “Less general”, “More general” or 
“Overlapping”. For example, “computer department” has an equivalent relationship 
with “computer science department” and “Master Program” has a less-general relation-
ship with “Graduate Program”). This study considered using the String edit distance 
and TF-IDF methods to measure the similarity relation between the terms.  
3. Representation of similar relations between terms. Similarities between terms are 
formalised in this step. For example, we should represent the similarity relation between 
“course” and “program” by one formal language. These formal descriptions are from 
similarity relationships and are called semantic mapping information. 
4. Execution of semantic mapping between similar concepts. The concepts, which 
are similar to each other at this stage, are mapped together. For example, “computer 
department” is mapped to “computer science department”.  
Therefore, ontology semantic mapping is a difficult, complex process that requires the 
execution of an algorithm (for the detection and measurement of similarities), scripting 
language (for representing mapping information) and tools (for the execution of seman-
tic mapping). 
3.1 Ontology mapping 
The proposed system database consists of tables of course information, student pro-
files and job information. Each table consists of a set of attribute values. The attributes 
of tables are an RDF node. We define a semantics mapping as a process from a database 
to an RDF graph, in a final ontology. For example, let C1 be a course in the T1 and C1 
be entity courseID, which is a primary key. All of the other attributes, such as 
course_modules, will be related to courseID if a student S1 has an attribute, such as 
Main_area_interest. The ontology mapping will be linked to the concepts in the 
course_title and course_modules, with student_main_area. The relationship between 
the concepts are based on the subjects’ properties; for example, the domain of (has_se-
lect) property will be the person or student and the range will be the course. For the 
(leadTo) property, the domain will be the course and the range will be a job. The ontol-
ogy representation of the database tables is shown in Fig. 3.  
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2 Ontology Features Matching 
The use of ontology allows us to improve the methods that only compute string simi-
larities between ontology instances. 
Two ontology features are utilised in the proposed extended method. The first feature 
is the ontology hierarchy. With an ontology schema, we can compute the subsumption 
relations between concepts in the ontology schema by using a specific reasoner. A hi-
erarchy of the concepts can then be constructed, which allows us to explore the “con-
cept-level similarity” of instances. The quality and completeness of ontology data 
varies because different data sources contribute to it separately. There is no guarantee 
that the instances that refer to the same real-world entity are identified with exactly the 
same concept by different data sources.  
For example, any search for the course base on a “computer network”, as a topic on the 
UCAS website [21], will give over 120 alternative courses that are similar in their topic 
concepts (including computer network security, Computer Network Technology, Com-
puter Network Administration and Management, Network Computing, Network and 
Computer Systems Security, among offers). They provide similarity as an area of study, 
but when each topic was analysed, we found they had different modules or units that 
influenced the student’s job fields. These modules or units were present as instances in 
ontology, as shown in Fig. 4. We need to share these concepts and define the relations 
for the modules with similar topics by the ontology. 
Fig. 3.  Ontology represent of database tables 
Student  
/Student 
  
We define “concept distance” in order to measure concept-level similarity. Suppose 
that two instances x, y are concept A and B, respectively. This can be referred to as A 
(x), B(y). The concept distance between x and y, referred to by ConceptDistance (x, y), 
is defined as follows: 
𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦) = {
0                                 𝐴 ≡ 𝐵
𝑃(𝐴, 𝐵)              𝐴 ⊑ 𝐵 𝑜𝑟 𝐵 ⊑ 𝐴,
𝑃(𝐴, 𝐵) + 𝑘           𝐴 ⋢ 𝐵 , 𝐵 ⋢ 𝐴
∞                    𝐴⨅𝐵 =⊥.
                               (1) 
 
While P (A, B) means that the length of the path between concept A and B, according 
to the computed concept hierarchical tree, K is a penalty item and so is always given a 
positive number. If the concept distance of two instances is bigger, then naturally, the 
likelihood of it being the same would be less. 
We also test the object properties of instances so as to compute “context similarity”. 
Object properties enable users to create specific relations between instances. Before an 
object property is used to link instances with semantic relations, it generally has to be 
Fig. 4. Ontology represent of course topic and course modules 
defined between concepts, with an option to specify its cardinality constraints. Moreo-
ver, an object property can be an inverse object property, as this allows the use of more 
flexible ways to describe ontology data. Inverse object properties are often very com-
mon among different data sources. For example, we tend to describe course modules 
that use a property as “has_modules”, in order to relate them to their course instancesBy 
reasoning on the inverse properties, and checking the cardinalities on them, we can 
compute the context similarity between instances. 
By reasoning on the inverse properties and checking their cardinalities, we can compute 
the context similarity between instances. 
4 Semantic Course Recommendation Design 
In this section, we give an overview of the Course Recommendation System, which 
provides the user/student with relevant course recommendations. The proposed system 
contains two main parts – client side and server side, as shown in Fig. 5. The compo-
nents will be handled sequentially, but iterations are planned, so each component can 
better accommodate the needs of the next. 
The first part, which is the client side, will be implemented with a web interface module. 
This is responsible for taking users’ queries, user information and user interactions 
(feedback) to the server side. A system interface will be available on a web-based user 
interface (WUI), which is transmitted via the Internet and viewed by a web browser 
program. The system data will take input from different information sources. Auto-
mated information extraction techniques will be applied and the results will consist of 
a list of features for each course, as well as relevant careers. All the information about 
the courses and users will be stored in a users’ and course profiles’ storage in the system 
database. 
The second part of the system is the server side, which includes the following compo-
nents: 
➢ Data extraction API: we built this tool from scratch to extract specific information 
from UCAS website about postgraduate courses in the United Kingdom universi-
ties. At the other hand, this tool extract information about the jobs from job website 
in the United Kingdom.  
➢ The ontology-based data integration component will gather course information, 
utilizing the web, through extraction of meta-information about the courses’ attrib-
utes and will discover how these correlate to specific users’ needs. In addition, it 
includes examining the ability of the new approach to data integration to translate 
the user’ input to specific needs, and find the relationship between course infor-
mation and different career goals. Along with this it exploit contextual and social 
data to create a meaningful profile. The data integration will be analyzed to create 
more information about the whole course category, such as the discovery of the 
most important features, average or common feature values, and feature value to 
career relationship. 
➢  Recommendation engine component. We developed a hybrid recommender filter-
ing approach, which combines content bases filtering and collaborative based fil-
tering to increase the recommendation system’s efficiency performance. We pre-
sented a personalised recommendation course, a system that makes use of repre-
sentations of courses and student profiles, based on ontologies, in order to provide 
semantic applications with personalised services. The recommender uses domain 
ontologies to enhance the personalisation. On the one hand, the user’s interests are 
modelled in a more effective and accurate way by applying a domain-based infer-
ence method. On the other hand, the matching algorithm used by our content-based 
filtering approach, which provides a measure of the affinity between an item and a 
student, is enhanced by applying a semantic similarity method. 
 
Fig. 5.  Course Recommendation System Design 
5 Prototype Implementation and Experiment 
With the proposed recommendation approach, we built a semantic learning content rec-
ommender system. It was developed with Java (JDK1.8) and is used for compiling and 
executing java code. Eclipse IDE is used to edit the code, while the protégé tool 5.1.0 
is used to create, edit and combine ontologies. We tested the overhead of the semantic 
content recommendation in terms of the response time. The experiment was deployed 
on a PC with 3.20GHz i5-4460 CPU and 8GB memory running Windows 7. 
We have extracted data by using data extraction API from the UCAS website to imple-
ment the proposed system. This is a popular web application that provides course data 
in the UK. UCAS provides information on more than 78,000 under- and postgraduate 
courses in different fields. The information about courses includes courseID, univer-
sityID, course title, study mode, qualification, course fee, course modules, entry re-
quirement and university location. The ontology will describe the relationship between 
the courses in the domain, and the ontology Protégé tool will be used to represent this. 
  
 The user/student profile will build through explicitly by asking the user to create an 
account on the system to build his/her profile. In the next phase, we plan to get infor-
mation about the user through implicitly approach by gathering user information from 
a social network, such as Facebook, LinkedIn, to mention but a few. The course rec-
ommendation will be based on user profile, as depicted in Figs. 6a and b.     
Fig. 6a. Initial results for Course recommendation 
.     
6 Conclusion and Future Work 
In this paper, we have proposed an ontology-based personalised course recommenda-
tion system. The use of ontology can effectively improve the quality of service of a 
personalised recommendation, and we have also modelled a domain ontology to sup-
port semantic interoperation between the student’s profile ontology and course ontol-
ogy. Our experimentation has proved that this ontology-based recommendation ap-
proach can improve the recommendation’s accuracy. This approach enables e-learning 
systems to easily reuse and share learning objects that have been published by various 
systems. It uses specific ontology to infer what course a student should study and what 
course content a system should look for automatically 
In future, we will enrich our repository by absorbing more course and user information 
and heterogeneous data sources. We will also further evaluate our approach and com-
pare it with other related methods through simulation experiments that use more per-
spectives. 
 
Fig. 6b. Initial results for relevant job for recommended course 
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