While determining the order as well as the matrices of a black-box linear state-space model is now an easy problem to solve, it is well-known that the estimated (fully parameterized) state-space matrices are unique modulo a non-singular similarity transformation matrix. This could have serious consequences if the system being identified is a real physical system. Indeed, if the true model contains physical parameters, then the identified system could no longer have the physical parameters in a form that can be extracted easily. By assuming that the system has been identified consistently in a fully parameterized form, the question addressed in this paper then is how to recover the physical parameters from this initially estimated black-box form. Two solutions to solve such a parameterization problem are more precisely introduced. First, a solution based on a null-space-based reformulation of a set of equations arising from the aforementioned similarity transformation problem is considered. Second, an algorithm dedicated to nonsmooth optimization is presented to transform the initial fully parameterized model into the structured state-space parameterization of the system to be identified. A specific constraint on the similarity transformation between both system representations is added to avoid singularity. By assuming that the physical statespace form is identifiable and the initial fully parameterized model is consistent, it is proved that the global solutions of these two optimization problems are unique. The proposed algorithms are presented, along with an example of a physical system.
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I. INTRODUCTION
S YSTEM identification addresses two important issues [18] :
• choosing a mathematical model of smallest dimension which is characterized by a finite set of parameters; • estimating these parameters using data collected from the inputs and the outputs of the system. In order to solve these two interconnected problems, two main solutions can be investigated [18] . On the one hand, methods dedicated to gray-box models can be used. These techniques assume that the structure of the model is known (using some prior physical knowledge and/or first principles) and aim at recovering the unknown model parameters which are usually related to physical quantities. On the other hand, black-box methods provide an alternate approach. These techniques map the input-output relations to a given mathematical form without considering the physical interpretations of the model under investigation and most often lead to fully parameterized representations [22] .
While identifying a black-box model of a linear timeinvariant (LTI) state-space system is quite easy to perform, e.g., by resorting to the subspace-based identification techniques [18] , [31] , determining the parameters of a physically based structured state-space form is still considered as a difficult task [19, Sec. 4] . First, the applicability of the subspacebased identification techniques drops drastically when gray-box state-space matrices must be taken into account. Second, if a prediction or output-error approach is considered, the identification of gray-box models, even LTI, often leads to nonlinear optimization, iterative search, and convexity problems which generally gives rise to local minima issues [19] . For this type of techniques, enforcing a gradient-based algorithm to reach the global minimum of the involved cost function can be done by supplying a reliable initial parameter vector in the attraction region of the global optimum.
In this paper we use a gray-box LTI model identification framework and the determination of good initial estimates for standard gradient-based optimization techniques is investigated. More precisely, this problem is tackled by • using a non-iterative method such as, e.g., a subspacebased identification algorithm [23] , [31] , in order to get an accurate estimation of a (fully parameterized) state-space form (black-box model), • transforming this initial black-box model into a structured state-space representation corresponding to a parameterization of the system.
This parameterized model can be used in a third step as an initial model for an iterative gradient-based algorithm. This framework has already been considered in the literature, mainly in [27] , [34] and, more recently, in [20] , [21] . Xie and Ljung [34] are the first to write down a mathematical solution to this problem. More precisely, a two-step iterative algorithm switching between two combined least-squares 0018-9286 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
minimization is considered. Unfortunately, their solution still resorts to an iterative algorithm which requires good initial values. This problem was reconsidered by Parrilo and Ljung in 2003. More precisely, it is reformulated as a polynomial optimization problem which avoids an iterative algorithm. Despite its mathematical robustness, this solution is limited to small size matrices (around 20-24 unknown parameters as claimed by the authors). Finally, Lyzell et al. introduced in 2009 a numerically reliable approach to solve a specific reformulation of the initial problem. However, this solution is usable only for a small number of model structures.
In this paper, the problem of re-parameterizing a consistent fully parameterized state-space form (A, B, C) into a structured representation (A(θ), B(θ), C(θ)) is investigated and two solutions are suggested. More precisely, suitable solutions to the following problem are introduced:
Problem 1: Consider a linear time-invariant system modeled by a minimal and structured gray-box state-space representation (A(θ), B(θ), C(θ)), where the matrices are functions of relatively few unknown parameters gathered into a vector θ. Furthermore, let us assume that a consistent fully parameterized minimal state-space realization (A, B, C) of the system under study is available. Then, the problem considered hereafter consists in uniquely determining the similarity transformation T and the vector θ satisfying AT = TA(θ) B = TB(θ) CT = C(θ).
(1)
Remark 1: For the sake of conciseness, because the feedforward matrix is a similarity invariant, only strictly proper systems are considered in the remainder of this paper without loss of generality. Notice however that most of the developments considered hereafter can be extended to proper systems.
In order to reach this goal, the following outline will be considered. Section II is dedicated to the definition of the identifiability concept and its consequences as far as graybox state-space model identification is concerned. Section III introduces new developments and solutions for Problem 1 as stated previously. In Section IV, an illustration of the suggested methods via a simulation example is given. Concluding remarks are given in Section V.
II. PHYSICALLY STRUCTURED STATE-SPACE REPRESENTATION AND IDENTIFIABILITY
This paper aims at supplying solutions for the identification of structured gray-box LTI state-space systems. In many practical cases, the structure of the state-space model to identify can be motivated by the physical laws governing the behavior of the system. Because most often these physical laws lead to continuous-time equations, the deduced state-space representation is continuous-time. In what follows, it is assumed that the state-space system to be identified satisfies the continuous-time (CT) set of equationṡ
x(t) = A(θ)x(t) + B(θ)u(t)
(2a)
where θ is a vector gathering the unknown parameters of the parameterized state-space form (A(θ), B(θ), C(θ)). For the gray-box model identification problem considered in this paper, the parameters of the model must be uniquely retrieved from the available input-output data. In the identification framework, the property of uniqueness is related to the identifiability of the parameterization. In order to explain this important notion, some definitions must be recalled and introduced [18] , [31] . Definition 1: A model structure (or parameterization) π is a differentiable mapping from a parameter set Θ ⊂ R n θ to a set of models.
Then, the identifiability can be defined as follows [18] :
These last two definitions imply that a locally (respectively globally) identifiable structure π is a locally (respectively globally) injective mapping. From a practical point of view, with a globally identifiable structure [22] :
• a unique value of θ represents a unique model; • a consistent identification algorithm able to deal with this structure will lead to a unique parameter vector θ asymptotically, provided the data is informative enough (noise-free data, . . .) and numerical issues are disregarded.
Thus, it is quite obvious that dealing with an identifiable parameterization is of prime concern when the structure of the LTI state-space model has been deduced from physical considerations and the parameters to be identified have a physical interpretation. Remark 2: From the authors' point of view, if the values of the estimated parameters are not of interest, fully parameterized state-space representations should be favored because [22] :
• their parameterization is trivial; • they include all the possible systems of a given order n x ; • they can have better numerical sensitivity with respect to perturbations on the estimated parameters than several structured and identifiable parameterizations; • a large amount of dedicated identification algorithms have been developed for black-box model identification [18] , [22] . In addition to the subspace-based identification algorithms (see [3] , [11] and references therein for CT subspace-based identification algorithms), recent developments based on regularized versions of the Gauss-Newton algorithm have been considered to deal with fully parameterized state-space forms [31] , [33] .
Although the following developments can be extended to structured parameterization without physical interpretation (such as specific canonical forms), from now on, it is assumed that the structure of the model (A(θ), B(θ), C(θ)) has been obtained from physical considerations and that the parameter vector θ has physical meaning. Related to this hypothesis, it can be assumed that the structure
is identifiable at least locally. As a straightforward consequence, the number of parameters to be estimated will be at most n x (n u + n y ) [22] . Indeed, the set of all possible input-output behaviors of LTI systems with n u inputs, n y outputs, and a McMillan degree n x , is a manifold of dimension n x (n u + n y ) [22] . Then, as far as the problem of determining the similarity transformation T, as well as the vector θ from the set of (1), the identifiability of the parameterization (A(θ), B(θ), C(θ)) results in the uniqueness of the solutionŝ T andθ. This important property arises from a combination of results available in [9] and [14] . More precisely, the following proposition can be established 1 
is locally injective at T = I n x ×n x and θ = θ * . This Theorem has strong implications as far as the identifiability notion is concerned. In order to highlight this characteristic, let us consider the minimal parameterization (A(θ), B(θ), C(θ)) and assume that:
• this parameterization is locally identifiable at θ = θ * ; • a reliable minimal fully parameterized realization (A, B, C) of the system is available; • a neighborhood ν(θ * ) of the point θ * can be defined; • two parameter vectors θ 1 ∈ ν(θ * ) and θ 2 ∈ ν(θ * ) are available. Then, by assuming that (A(θ 1 ), B(θ 1 ), C(θ 1 )), (A(θ 2 ), B(θ 2 ), C(θ 2 )) and (A, B, C) are minimal realizations of the same system, according to [14, Th. 6.2.4] , two unique invertible matrices T 1 and T 2 exist such that
or, equivalently, a unique similarity transformation T exists such that 1 The group GL(nx) consists of the set of all the nx × nx real matrices whose determinant is non-zero [13] .
were r is the minimal order of the system and
are, respectively, the observability and controllability matrices. Then, according to Theorem 1, if the model structure is locally identifiable at θ = θ * , the mapping G(θ, T) is locally injective at T = I n x ×n x and θ = θ * . The injectivity of the function G(θ, T) results in
for θ 1 ∈ ν(θ * ) and θ 2 ∈ ν(θ * ). Thus, by assuming the local identifiability of the model structure (A(θ), B(θ), C(θ)), the uniqueness of the similarity transformation T and the parameter vector θ can be ensured. This property is paramount for the identification problem considered hereafter. Hence, the following assumption will be considered in the sequel: Assumption 1: The minimal parameterization (A(θ), B(θ), C(θ)) is identifiable at θ = θ * at least locally. Thus, the number of parameters to be estimated will be at most n x (n u + n y ).
III. FROM A FULLY PARAMETERIZED BLACK-BOX MODEL TO A PARSIMONIOUS MODEL STRUCTURE
In order to solve Problem 1, two main families of methods can be highlighted. First, as shown in [27] and [34] , some solutions can be introduced by calculating the parameter vector θ and the similarity transformation T given in (1) by minimizing the error involved in this set of equations. Second, as initialized in [21] , [28] , [29] , solving Problem 1 can be performed by reformulating the set of equations (1) into a null-space-based problem.
In the remainder of this paper, both approaches are described and refined by introducing new developments and improvements when compared with the literature (see [21] , [27] - [29] , [34] for the main contributions). More precisely, a new nullspace-based method is first introduced in Section III-A, then a technique involving optimization is introduced in Section III-B. Notice also that, for the sake of conciseness, the following assumption is made in the sequel:
Assumption 2: The parameterized matrices A(θ), B(θ) and C(θ) are affine function of the parameter vector θ, i.e.,
where ♣ • is a constant matrix standing for A • , B • , and C • , respectively, where θ = [θ 1 θ 2 · · · θ n θ ] . All the theoretical developments available in the sequel can be extended to more complex matrix parameterizations (polynomial, rational, etc.). Notice however that the optimization problem considered herein is already difficult and deserves attention when Assumption 2 is satisfied. Dealing with more complex matrix structures would "only" add to the nonconvexity problem while adding more local minima.
A. A Null-Space-Based Technique
Before developing solutions for Problem 1, under Assumption 1 and 2, it is quite natural to analyze Eq. (1) in order to see if this system of equations can be solved directly, i.e., if it is possible to extract from this system of equations a sufficiently large set of equations where the bilinear terms (i.e., involving combinations of T and θ) are absent. Surprisingly, to the authors' knowledge, this way of dealing with the aforementioned problem has "only" been studied recently [21] , [28] , [29] . The null-space concept, initially suggested in [28] for an autonomous system, then independently reappeared in [20] , [21] , and, in a way generalized in [29] , consists in analyzing the set of equations (1) by using a standard property of the vectorization of vec(MNP) = (P ⊗ M)vec(N) [13] , where M, N and P are matrices with compatible dimensions. Indeed, this mathematical tool leads to
This system is composed of n 2 x + n x (n u + n y ) equations. By assuming that the structured affine matrices (A(θ), B(θ), C(θ)) have a maximum of n x (n u + n y ) parameters in θ, which corresponds to the maximum number of parameters in an identifiable representation of the system [22] , we have at worst, as many equations as unknown parameters. 2 This property can be really interesting when dealing with linear systems. Unfortunately, in the general case, the set of (1) is a bilinear form. As suggested by Lyzell et al. in [21] , the bilinear terms can be avoided when specific structured models are considered, for instance, a SISO observer canonical form or when the unknown parameters of A(θ) lie in one row (see [20] for details).
By following the same idea, Ramos suggested in [28] , for a system with no inputs and later in [29] for a system with inputs, adapting the previous technique by transforming the system of (10) into a null-space problem. Interesting from a theoretical point of view, the null-space reformulation available in [29] is unfortunately limited to specific state-space forms such as those in [28] , [30] . Thanks to straightforward manipulations of the equations (10), the developments suggested in [29] can be generalized leading to the following matrix form (see (11) at the bottom of the page), where Δ ∈ R n 2
is composed of known coefficients, 3 while τ ∈ R (2n 2
x +n x (n u +n y )+1) 2 The similarity transformation T ∈ R nx×nx must be estimated as well. 3 A consistent fully parameterized state-space triplet (A, B, C) is assumed to be available. gathers the unknown parameters. In order to simplify the notation, the redefinitions n τ = 2n 2
x + n x (n u + n y ) + 1) and n Δ = n 2
x + n x (n u + n y ) will be used. First, by construction, the matrix Δ is of dimension n Δ × n τ . Therefore, the homogeneous system of (11) is underdetermined. Second, because rank(Δ) ≤ n Δ , from the ranknullity theorem [13] , we get dim(null(Δ)) ≥ n 2
x + 1. This inequality, or more precisely the fact that dim(null(Δ))1, makes the determination of the vector τ quite complicated. The estimation of the null-space can be performed by resorting to a singular value decomposition of Δ. Indeed, for any matrix M ∈ R m×n with r nonzero singular values, the null-space of M is spanned by the right singular vectors corresponding to the n − r zero singular values of M [13] . However, because the null-space of Δ is spanned by more than one vector, the determination of the solution vector τ of (11) is not an easy task. As shown in [29] , [30] , for some specific statespace forms, different (but model-dependent) matrices Δ can be introduced with a null-space of a smaller dimension (see [29] , [30] for details). Unfortunately, the solution suggested in [29] is not generic. Following this subsection, a solution to the general null-space problem (11) is introduced. More precisely, a multistep technique is suggested which results in a solutionτ such that i) the last component ofτ is equal to 1 [see (11) ]; ii) the matrices A, B and C involved inτ satisfy structural constraints known a priori (presence of 1 or 0 at specific places in the matrices, redundancy in the parameters, etc.); iii) the similarity transformation involved inτ is invertible.
By having access to this solutionτ , the similarity transformation T, as well as the structured state-space matrices (A(θ), B(θ), C(θ)) can be extracted from τ as follows:
where the selection matrices P • are defined as follows:
and where reshape(•, n 1 , n 2 ) returns the n 1 × n 2 matrix whose elements are taken columnwise from •. 1) General Formulation: The solution proposed in this paragraph is mainly decomposed into three steps 1) the determination of the components of the null-space of Δ satisfying the constraint i); 2) the construction of a state-space form from the estimated vectorτ ; 3) the optimization of the afore-estimated state-space form so that the structural constraints satisfied by A(θ), B(θ) and C(θ) are verified [see constraint ii)]. Because the first step of the developed algorithm consists in determining the null-space of Δ satisfying condition i), it is quite natural to define the affine space of admissible τ vectors satisfying τ (end) = 1, i.e., X = {τ ∈ null(Δ) : τ (end) = 1}. In the following, n X ∈ N denotes the dimension of X . Then, by following the same lines as those given in the previous paragraph, for all τ ∈ X , the second step of the algorithm requires the definition of functions equivalent to (12) , i.e.,
The rational functions in τ , A(τ ) and B(τ ), can be defined if and only if the matrix T(τ ) is invertible [see also constraint iii)]. Unfortunately, this matrix may not be invertible on the whole affine space X . An easy way to verify if T is invertible consists in resorting to its determinant. Thus, by defining
and S = g −1 ({0}), the functions A(τ ) and B(τ ) are welldefined on the open set X \ S. From a practical point of view, it is important to know whether, for τ ∈ X , the probability of getting a singular matrix T(τ ) is small or not. The following proposition gives an answer to this important issue. Proposition 1: If Assumption 1 is satisfied, then S has an empty interior.
Proof: (by contraposition) By assuming that the set S has a non-empty interior, then a vector τ 0 ∈ X and a scalar ε > 0 exist such that g(τ ) = 0, for all τ ∈ X satisfying τ − τ 0 ≤ ε. Under the aforementioned conditions, g is a polynomial which vanishes on the set
is an univariate polynomial that is equal to zero for all λ ∈ [−1, 1]. Thus it is equal to zero for all λ ∈ R. Since τ 1 has been chosen arbitrarily, we can conclude that the polynomial g is equal to zero on the whole affine space X . Thus, for all τ ∈ X , T(τ ) is singular and (1) cannot be satisfied anymore. As a consequence, the identifiability assumption is no more verified.
It is important to point out that such a proposition is true for any identifiable parameterization, affine or not.
Remark 3: In order to avoid some numerical problems related to the existence of the open set S, the functions A(τ ) and B(τ ) can be defined by resorting to the Moore-Penrose pseudo-inverse T † (τ ) instead of T −1 (τ ) [13] . This allows the computation of A(τ ) and B(τ ) for all τ in X . However, for the identification problem considered herein, whatever technique is used for the computation of A(τ ) and B(τ ), values of τ such that T is nearly singular are not desirable.
The third step of the optimization procedure consists in constraining the state-space data set (A(τ ), B(τ ), C(τ )) in order to satisfy specific structural constraints known from the parameterization A(θ), B(θ) and C(θ) . Mathematically, such structural constraints can be modeled with the help of a function f S defined as follows:
where, for τ ∈ R n τ ,
such that:
• if f S (γ) = 0, then γ satisfies the aforementioned parameterization constraints.
Thus, τ can be identified by solving
Because γ is a rational function of τ , it is a smooth function on the set X \ S. Thus, the cost function τ → f S (γ(τ )) is continuous on the set X \ S. Furthermore, it can be proved that a solution to (18) exists either by assuming the coercivity of the cost function [8] or by constraining the search of τ inside a compact set. Remark 4: Under the assumption that the model structure is identifiable (see Assumption 1), theoretically, (18) could have been solved by using computer algebra because the solution of (18) is unique and γ is a rational function. This is however not straightforward and further studies are required to find the analytic solution efficiently. Thus, in the following, it has been chosen to use a numerical optimization method in order to compute this solution.
2) Affine Parameterization Case: Up until now, no explicit expressions of the cost function f S have been introduced. As claimed previously, for the sake of conciseness, affine matrices A(θ), B(θ) and C(θ) are assumed herein. Thus, when Assumption 2 is satisfied, the cost function f S (γ(τ )) can be defined as the distance between the available vector γ(τ ) and an affine vectorized representation of the sought matrices A(θ),  B(θ) and C(θ) ). More precisely, by defining, for θ ∈ R n θ , the vectorized form
where 4 κ 0 ∈ R n Δ and K ∈ R n Δ ×n θ , a convenient choice for the f S function may be
The computation of the projection of γ ∈ R n Δ onto the affine space {κ(θ) : θ ∈ R n θ } ⊂ R n Δ is straightforward by using a singular value decomposition of K. Indeed, this tool leads to the solution
where, again, (•) † is the Moore-Penrose pseudo inverse [13] computed from the SVD of K. By using this solution explicitly, the criterion f S (γ) becomes
where the orthogonal projection M K satisfies M K = K(K K) † K − I n Δ ×n Δ . This simplification leads to a much easier optimization problem
Notice unfortunately that this new criterion is still non-convex in general because γ is often not an affine but a rational function with respect to τ . Problems of local minima can arise from this non-convexity. However, this problem is a lot easier than the initial one.
3) Parameterization of the Affine Space X : In practice, a parameterization of the affine space X can be used to solve the aforementioned optimization problem. This parameterization is based on a three-step procedure. First, a basis of the nullspace of Δ is computed by using an SVD. By denoting this basis by Z ∈ R n τ ×n Z , where n Z = dim(null(Δ)), the second step consists in determining 5 a vector β 0 ∈ R n Z such that Zβ 0 ∈ X , i.e., Zβ 0 satisfies the constraint (i). By having access to this vector β 0 , the third step aims at computing a basis of the null-space of the last row of Z. By doing so, a matrix Z 2 ∈ R n Z ×(n Z −1) can be built such that, for all α ∈ R n Z −1 , the last component of the vector ZZ 2 α is zero. By using these three steps, the affine space X can be parameterized as follows:
Such a parameterization implies that n X = n Z − 1. By using (24) , the optimization problem (18) becomes
By extension, the optimization problem (23) satisfies
This parameterization makes the optimization a lot easier. 4 A vector κ 0 ∈ R n Δ as well as a matrix K ∈ R n Δ ×n θ exist thanks to Assumption 2. 5 This can be done, e.g., by generating β 0 randomly, then by computing Zβ 0 and finally by fixing β 0 = β 0 /((Zβ 0 )(end)), where (Zβ 0 )(end) denotes the last component of the vector Zβ 0 .
B. A Non-Smooth Optimization Technique for a Least-Squares Formulation of Problem 1
A different way to solve Problem 1 consists in minimizing the error involved in (1) [27] , [34] . More precisely, this problem can be solved by resorting to a least-squares formulation of (1), i.e., the optimization of a cost function (θ, T) defined as follows [27] , [34] :
where • 2 F is the Frobenius norm [13] . The first solution, available in [34] , relies on the following observation: by assuming that θ (respectively T) is known a priori, the cost function (θ, T) is quadratic with respect to T (respectively θ). In this case, this problem is well-suited for applying least-squares methods. This point is the basis of the developments available in [34] . More precisely, a two-step iterative algorithm (summed up in [34, Sec. 3] ) switching between two combined least-squares minimizations with respect to T and θ is considered. The main advantage of this algorithm is the use of linear regressions and least-squares optimizations. The key issue of such an iterative algorithm is still its initialization. Indeed, because (θ, T) is a non-convex criterion, a bad initial parameter vector θ 0 (or T 0 ) may still lead to a local optimum. A discussion concerning this problem as well as solutions for specific parameterizations are available in [34] . Unfortunately, in many situations, the initialization of the iterative algorithm in [34, Section 3] is almost as difficult as the initialization of the initial optimization problem.
Inspired by the developments in [34] , Parrilo and Ljung have reformulated the optimization of (θ, T) as a polynomial optimization problem which avoids an iterative algorithm [27] . This method uses specific sum of squares decompositions [27] to provide a lower bound on the optimal value. Despite its mathematical robustness, this solution is limited to small size matrices (around 20-24 unknown parameters as claimed by the authors [27] ).
In the remainder of this paper, the cost function adopted in [27] and [34] is considered again and the underlying optimization problem is revisited. This revision is mainly based on the following observation pointed out by [27] : the global solution to the optimization of (θ, T) may be unusable in practice because of a nearly singular transformation matrix T at the global optimum. This situation must be avoided by taking care of the condition number of this matrix during the optimization. Thus, in what follows, a new cost function is introduced in order to control the condition number of T. By construction, the function introduced hereafter is nonsmooth because of the constraint on the condition number. To bypass this difficulty, specialized algorithms are used to solve such a nonsmooth optimization problem. A combination of a Broyden-Fletcher-Goldfarb-Shanno algorithm [25] and a bundle method [4] is more precisely suggested. Bundle methods are indeed efficient techniques in the field of nonsmooth optimization [5] . The spectral bundle method [1] , [26] is more precisely used because of its good convergence properties.
It is important to point out (again) that our objective is not to find the global optimum, but rather a good local one in order to initialize the iterative gradient-based algorithm used in the final output-error method.
1) Constraint on the Condition Number: As claimed in [27] , the use of the cost function can lead to unusable results. Indeed, its minimization can yield a singular similarity transformation matrix T at the global minimum. In order to circumvent this difficulty, a constraint on the condition number of T can be added into the previous optimization problem. To reach this goal, let us consider a scalar α > 0. Then, the constrained optimization problem to solve becomes 
where cond(T) is the condition number of T. Now, the constraint cond(T) ≤ α can be written as
where σ 1 (T) and σ n x (T) are the highest and the lowest singular values of T, respectively. In order to simplify the problem, the term σ 1 (T) can be removed from the constraint (see Appendix A for comments concerning this specificity). Then, for a value β > 0, the optimization problem becomes
Rather than solving the constrained optimization problem (30), a penalty parameter μ > 0 is introduced. More precisely, the following penalized cost function is considered
where λ 1 (•) denotes the maximum eigenvalue function. By minimizing the maximum eigenvalue of (T −1 ) T −1 , the smallest singular value of T is maximized. This condition keeps T away from singularity. Moreover, by tuning the penalty parameter, the condition number of T can be adjusted easily. In practice, a small value for μ is chosen because our objective is to minimize the function rather than the condition number of T. Although 2 corresponds to an unconstrained optimization problem, its nonsmoothness makes its optimization difficult. This characteristic comes from the maximum eigenvalue function λ 1 (•) which is convex but nonsmooth when the maximum eigenvalue is repeated. In order to solve this optimization problem, an algorithm able to handle nonsmooth functions must be used. In this paper, the developed algorithm resorts to the combination of:
• first a nonsmooth BFGS method as described in [17] ;
• second the spectral bundle algorithm of [1] , [26] (used herein to improve the numerical results). For both methods, a sub-gradient of the objective function must be provided. The function 2 is Clarke-regular [6] when the similarity transformation matrix T is nonsingular. Hence, subgradients can be computed by applying the chain rule. See [1] and [16] for more details about the sub-gradient computation of the maximum eigenvalue function.
Remark 5: The idea of constraining the condition number of a specific matrix in order to get a more robust result (numerically speaking) can also be used in the optimization problem (18) . Indeed, it is possible to remove the constraint τ ∈ S by using the following cost function:
Unfortunately, with this cost function, it is still possible to find an optimal τ leading to a nearly singular similarity matrix. In order to bypass this difficulty, the idea of adding a penalty term to the cost function f S to control the condition number of T(τ ) can be used as well. More precisely, like 2 , the following penalized cost function can be introduced:
Because of the use of λ 1 (•), the cost function f 2 (τ ) becomes nonsmooth. Then, solving the optimization problem induced by f 2 (τ ) is computationally more complex than the initial one. In practice, the cost function f 2 must be favored only if the use of (18) leads to a solution τ such that T(τ ) has a bad condition number.
2) Combination of a Non-Smooth BFGS Method and the Spectral Bundle Algorithm:
As claimed previously, the solution developed in this paper to optimize the cost function 2 consists in combining a nonsmooth BFGS method and the spectral bundle algorithm in order to benefit from the advantages of both techniques.
First, the BFGS method is a quasi-Newton method, which is known to be very efficient for solving smooth unconstrained optimization problems. Notice however that, in the nonsmooth case, it has been observed that specific quasi-Newton methods such BFGS are also very good in practice, leading to a good approximation of the optimum rapidly [15] . That is the main reason why a BFGS algorithm is used hereafter. In order to improve the standard BFGS algorithm for nonsmooth cost function optimization, it is suggested replacing the "strong" Wolfe condition, which is commonly used in the smooth case, by the "weak" Wolfe condition, ensuring the positive definiteness of the inverse Hessian update. The convergence of this inexact line search is studied under general conditions in [17] . Such a procedure is used in what follows. Unfortunately, although the nonsmooth BFGS method is very useful in practice, a proof of convergence is still missing in the framework of nonsmooth and non-convex optimization. In reality, to make matters worst, it can be shown that the nonsmooth BFGS method may be blocked at nonsmooth points. In this paper, in order to bypass this difficulty, i.e., when the nonsmooth BFGS method stops at a nonsmooth point, this point is used to initialize the spectral bundle method so that the numerical results are improved. The spectral bundle algorithm is based on the use of a local convex model y → φ(y, x k ) of the objective at the current iterate x k . This model must satisfy a set of axioms [26] . When dealing with an eigenvalue optimization such as the cost function 2 , this model can be derived by exploiting the intrinsic structure of the maximum eigenvalue function [1] , [2] , [12] . In this case, the model can be seen as a "nonsmooth" Taylor series expansion of the objective. In practice, the model φ(•, x k ) is not numerically tractable. Hence, a polyhedral "working model" is built iteratively from cutting planes of φ(•, x k ). A new candidate point y * for the optimization is obtained from this working model. Then,
• if this point leads to a sufficient decrease of the objective, we set x k+1 = y * and a new local model φ(•, x k+1 ) is built, • else, the working model is improved by updating its bundle of cutting planes.
Such cutting plane algorithm must be stabilized [5] , for instance, by using a proximity control parameter. In the spectral bundle method, this proximity parameter helps us deal with the non-convexity of the cost function. The proximity parameter is in fact chosen with respect to the distance between the objective and the models.
3) Comments and Discussion: While the developed approach handles (a modified version of) the objective function used in [27] and [34] , several differences and advantages can be highlighted. For instance, in [34] , because the objective function is bi-convex, the authors use alternatively two convex optimizations to find a solution to the minimization of (θ, T). However, as shown in [10] , convergence, even local, cannot be ensured with such an approach. On the contrary, the BFGS method used in our local approach is known to be globally convergent under mild assumptions. The use of a local approach (rather than a global one as in [27] ) is also an interesting feature. Indeed, by using such a local approach, it is easier i) to handle a nonlinear parameterization of the structured model without changing the optimization algorithm, ii) to introduce constraints on the parameters by considering in this case an algorithm dedicated to constrained optimization instead of the BFGS method.
IV. SIMULATION EXAMPLE
This simulation example is extracted from [7, Sec. 3.8].
The system under study is a printer belt drive used to move the printing end effector laterally across the printed page. For this simulation, the output 6 z of the system has been chosen as the speed of the printing deviceẏ(t). The input u is the torque applied to drive the belt. As far as the state vector is concerned, the following components are suggested in [7] and kept hereafter
where r and φ are the pulley radius and the angular position of the DC motor respectively. Based on this triplet {u, z, x} as well as the equations governing the motion of the system available in [7, Sec. 3.8], a state-space representation similar to (2) can be obtained, where
The unknown parameters [θ 1 θ 2 θ 3 θ 4 θ 5 θ 6 ] are related to the physical parameters governing the behavior of the system as follows:
Hereafter, we use [m k 1 r b R J k 2 ] = [0.2 1 0.15 0.25 2 0.01 0.1]. For this set of values, the system has a highly under-damped behavior as well as a negative gain.
A. Identifiability
As it was proved previously, the identifiability of the structure (A(θ), B(θ), C(θ) ) is required to ensure that the algorithms developed previously yield an accurate and unique solution. As far as the identifiability of the printer belt state-space form (35) is concerned, several comments can be made. An easy way to study the identifiability of a model structure consists in determining the corresponding analytic transfer function [32] . Straightforwardly, from the state-space form (35), we get
where the {α j } 4 j=1 are well-defined combinations of the components of θ, i.e., α 1 = θ 1 θ 2 θ 6 , α 2 = −θ 5 , α 3 = θ 2 − θ 1 θ 3 and α 4 = −θ 2 (θ 5 + θ 1 θ 4 ). While the parameters {α j } 4 j=1 (and the corresponding transfer function) are identifiable, the parameters {θ i } 6 i=1 can not be recovered from the knowledge of the {α j } 4 j=1 . Thus, the state-space representation given in (35) is not identifiable. Theoretically, because of this identifiability issue, the identification of the structured state-space form (A(θ), B(θ), C(θ) ) should be performed by adding prior knowledge in order to ensure that the developed identification algorithm supplies a unique solution. For instance, by assuming that θ 1 and θ 2 are known, the state-space structure (A(ϑ), B(ϑ), C(ϑ) ) defined by
(where ϑ = [θ 3 θ 4 θ 5 θ 6 ] ) becomes identifiable because, in this case, 
For identifiability reasons, the model structure (A(ϑ), B(ϑ),  C(ϑ) ) should be preferred to the parameterization (A(θ),  B(θ), C(θ) ). Unfortunately, dealing with the structural constraints involved by the identifiable model (A(ϑ), B(ϑ), C(ϑ) ) can lead to more non-convex search space than when the structure (A(θ), B(θ), C(θ) ) is handled. Furthermore, it can be a lot more difficult to converge to a unique point θ * (required when an identifiable model is searched for) than to a manifold containing this sought for unique point. That is the main reason why, in the following, the structured state-space forms (A(θ), B(θ), C(θ) ) as well as (A(ϑ), B(ϑ), C(ϑ) ) will be considered and compared. It is indeed interesting to study if, in practice, it is easier and more efficient to deal with:
• a non-identifiable model structure associated with a nonconvex search space for which a candidate solution corresponding to a line or a plane is to be found; • an identifiable model imposing a highly non-convex feasible region as well as the determination of a unique point as its optimal solution. As shown hereafter, the problem of constraining (A(θ), B(θ), C(θ)) with an equality constraint ensuring the identifiability of the final state-space mode can indeed be solved by considering a two-step approach.
B. Estimation Results
The first step of the procedure consists in estimating a fully parameterized state-space model (A, B, C) . To get this initial model, the printer belt drive system is fed with a pseudo random binary sequence tuned so that the entire dynamics of the system are well excited. Then, a subspace-based identification algorithm 7 [18] , [31] is applied to the acquired data set in order to get a reliable fully parameterized black-box model of the system. Because this subspace-based identification technique leads to a discrete-time model, its continuous-time counterpart is computed by using the MATLAB function d2c. 
As shown in Fig. 1 , the accuracy of this initial model is validated by comparing the frequency response of this fully parameterized CT model to Table I shows the poles of the fully parameterized CT model to those of system (35). Thus, the poles and the frequency response prove that this initial model is reliable for the remainder of this study. 1) Identifiable Model: To start the process, the identifiable form (A(ϑ), B(ϑ), C(ϑ) ) is considered with the parameters ϑ * = [−600 − 10 − 25 − 100] as the true values. Ideally, 7 Herein, the MATLAB function n4sid is used to get this initial discretetime black-box model with standard tuning parameters, i.e., Model = n4sid(datae, nx, DisturbanceModel , None , N4Weight , AUTO ). First, the null-space-based technique introduced in Section III-A is applied to restructure the initial black-box model (A, B, C) into the gray-box structure (A(ϑ), B(ϑ), C(ϑ)). As far as the initialization is concerned, an initial value of τ required for the optimization of the cost function (23) is drawn randomly 9 by using the MATLAB function randn. By using a BFGS algorithm to optimize f S (τ ), for the first draw of τ init , we get, in less than 5 minutes on a recent laptop computer, an estimateτ n satisfying f S (τ n ) = 5.4e − 21 from which the following similarity transformation: 
can be extracted by following the set of (14) . It is obvious that, if the numerical values lower than 1e − 11 are a posteriori fixed equal to 0, the reconstructed state-space matrices (A(τ n ), B(τ n ), C(τ n )) can be considered as accurate estimates of the identifiable model structure (A(ϑ), B(ϑ), C(ϑ) ).
Notice that the similarity transformation T(τ n ) obtained by applying the null-space-based technique has also a good conditioning number because cond(T(τ n )) = 50.2. Second, the same problem is tackled by using the unconstrained optimization technique introduced in Section III-B. Like for the null-space-based approach, the same starting point, i.e., the same black-box model (A, B, C) is used. Because, for this simulation example, the similarity transformation between (A(ϑ), B(ϑ), C(ϑ) ) and (A, B, C) has a moderate condition number (equal to 201.2), the cost function is preferred to 2 . As far as the initialization of the BFGS algorithm is concerned, the initial similarity transformation is chosen equal to the identity matrix and the initial values of ϑ are drawn randomly from a normal distribution. Despite many tries with different initial points generated randomly, no reliable results were obtained with this procedure. Thus, in order to slightly modify the involved cost function and to improve the optimization procedure, it is then suggested balancing the black-box model (A, B, C) 
Although the similarity transformation between (A(ϑ), B(ϑ), C(ϑ)) and the balanced states-pace form (A, B, C) has a greater condition number than previously, 10 
Notice unfortunately that, even though the estimated parameter vectorθ o is composed of the sought parameter values, the optimization of the cost function (ϑ, T) requires at least 2 hours of computation (on a recent computer) in order to converge to the (local) minimum {θ o ,T o }. This huge computational load (which could be problematic for real-time identification) could be explained by the existence of long and tight valleys in the involved cost function.
2) Non-Identifiable Model:
This first study is completed by the identification of the non-identifiable structure (A(θ), B(θ), C(θ)). As it was shown previously, it can be really difficult and time-consuming to converge to the unique optimal point of the (highly) non-convex optimization criterion involved in the time-domain approach described in Section III-B if the identifiable model structure is tackled. Thus, instead of trying to focus on this unique point, it is suggested hereafter:
• first estimating a manifold containing this unique point;
• second extracting the identifiable model among all the models included in the afore-estimated manifold by resorting to an analytical procedure.
Again, both parameterization techniques introduced in Section III-A and in Section III-B, respectively are compared by using, as a starting point, the state-space form given in (41). First, with the technique based on the criterion , the following local minimum, as shown in (49) Contrary to the previous case, it takes less than 1 minute to get this estimate. Notice also that the condition number of the corresponding similarity transformation is equal to 138.2 which is satisfactory. Second, with the null-space-based procedure, we get, in less than 10 seconds, an estimateτ n satisfying, again, f S (τ n ) = 5.4e − 21 from which the following similarity transformation: 
can be extracted by following the set of (14) . Although the condition number of T(τ n ) is quite large (cond(T(τ n )) = 4083.2), the frequency response of the structured model (A(τ n ), B(τ n ), C(τ n )) is equivalent to the one of the system as shown in Fig. 2 . The same assessment can be made for the model (A(θ o ) , B(θ o ), C(θ o )) (see Fig. 3 ).
Although both estimated state-space forms have frequency responses similar to that of the system, because of the identifiability problem underlined previously, the values of the estimated parameters are not equal to those of the system. In order to circumvent this problem, it is now possible to determine the unique similarity transformation S such that i) SA(θ)S −1 satisfies the structure of A(θ) and ii) the constraints θ 1 = 0.15 and θ 1 = 200 are verified (as the system with cond(S o ) = 358.1 and cond(S n ) = 654.9, respectively. These numerical results point out the performance of the developed two-step procedure, as well as the optimization algorithms described in Section III-A and in Section III-B, respectively.
V. CONCLUSION
In many applications, identifying an LTI model of a system with a model structure dictated by the laws of physics governing the system behavior is required. With such a constraint, a graybox model is searched for. This problem is often solved by using a prediction-error or output-error cost function associated with a dedicated gradient-based algorithm tuned to estimate the global optimum of the minimized criterion. Well-known for their efficiency, these techniques can suffer from initialization problems. Solutions to initialize prediction or output-error optimizations have been introduced in this paper. More precisely, given an initial and assumed reliable black-box and fully parameterized state-space model, two methods extracting from this initial state-space form the unknown physical parameters of a same dimensional state-space model have been presented. Both techniques carry out a similarity transformation between the fully parameterized model and the physical one. On the one hand, the first method introduced herein reformulates the resulting bilinear equations into a null-space problem, where the similarity transformation matrix and the physical parameters are contained in the solution vector belonging to the null-space of a matrix containing the parameters of the fully parameterized model. Given that the dimension of the null-space is larger than 1, the novelty of the algorithm lies in the extraction of the physical parameters by using a nonconvex optimization. By assuming that the initial fully parameterized realization of the system is consistent and the final physically structured statespace form is identifiable, uniqueness of the global solution can be ensured. On the other hand, the cost function considered in [34] , then in [27] , is used and modified so that:
• an algorithm dedicated to nonsmooth optimization combined, if necessary, with the spectral bundle algorithm developed in [1] , can be provided to transform the initial fully parameterized model into the structured state-space parameterization of the system to identify; • a specific constraint on the similarity transformation between both system representations is added to avoid singularity.
Both techniques have been discussed, then compared via specific simulation examples. These numerical results have highlighted the performance of the developed techniques. More precisely, it has been shown that an identifiable linear timeinvariant gray-box model can be extracted from an aforeestimated reliable fully parameterized state-space form:
• by resorting to the techniques introduced in Section III-A and in Section III-B respectively but, sometimes, at the price of a high computational load; • by considering a two-step approach consisting in i) extracting a non-identifiable model by estimating a manifold containing the sought unique and identifiable parameter vector and ii) restructuring the estimated non-identifiable model into an identifiable one by using an analytic computation scheme.
All these appealing results prove that interesting solutions are available for the initialization of the nonlinear optimizations involved in prediction-error or output-error-based system identification.
APPENDIX
Let us now focus on the reasons why the term σ 1 (T) is removed from the constrained optimization (28) . Let us assume that a local optimum (θ, T) can be obtained such that 2 (θ, T) < η. Then, we have
