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Введение
Стандартная модель (СМ) в настоящее время является наиболее успеш-
ной теоретической конструкцией в физике элементарных частиц. Однако,
она не является полной, так как не описывает:
• Темную материю и темную энергию;
• Барионную асимметрию Вселенной;
• Гравитационное взаимодействие;
• Нейтринные осцилляции и генерацию масс нейтрино.
Исследования физики нейтрино исторически породили большое коли-
чество загадок, таких как дефицит потока солнечных нейтрино, реактор-
ную антинейтринную аномалию, возможные указания на существование
добавочных (стерильных) нейтрино, не участвующих в слабом взаимодей-
ствии, и других.
Исследования дефицита потока солнечных нейтрино привели к от-
крытию смешивания нейтрино и были отмеченны Нобелевской премией в
2015 году. Другие аномалии также могут указывать на пробел в Стандарт-
ной модели, привести к экспериментальному открытию физики за преде-
лами СМ и ограничить многочисленные существующие модели физики вне
СМ.
Точное определение параметров смешивания и осцилляций нейтри-
но является важной задачей для проверки Стандартной Модели. Будущие
эксперименты, такие как JUNO, DUNE и Hyper-Kamiokande обеспечат из-
мерения фазы нарушения CP-инвариантности и параметров осцилляций
с беспрецедентной точностью, а также смогут определить иерархию масс
нейтрино, что приведет к долгожданной эре точных измерений в физике
нейтрино.
JUNO Одним из будущих экспериментов, связанных с изучением ней-
трино, является Jiangmen Underground Neutrino Observatory (JUNO) [1].
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Этот эксперимент спроектирован для определения иерархии масс нейтри-
но и измерения трех параметров осцилляции нейтрино с точностью лучше
процента, используя поток антинейтрино от атомных электростанций Янц-
зан и Тайшан.
Детектор будет располагаться рядом с городом Кайпин, префектура
Цзянмынь, провинция Гуандун на глубине 700 метров под землей на опти-
мальном расстоянии примерно в 53 километра от атомных электростанций.
Центральный детектор JUNO – это сферический детектор, наполнен-
ный 20-ю килотоннами жидкого сцинтиллятора. Упрощенная схема цен-
трального детектора изображена на рис. 1. Его радиус составляет пример-
но 19.5 метров. Такой детектор чувствителен к электронным антинейтрино
посредством реакции обратного бета-распада ν̄e+p→ e+ +n. Поверхность
акриловой сферы покрыта около 18000 фотоэлектронными умножителя-
ми (ФЭУ), каждый из которых имеет размер примерно 51 сантиметр в
диаметре. ФЭУ расположены в порядке шестиугольной сетки, покрывая
78 % поверхности сферы. В поверхности детектора существуют пробелы,
созданные для подключения электрического оборудования, а также отвер-
стие с верхней стороны для установки калибровочного оборудования. В
небольшом пространстве между большими ФЭУ расположены дополни-
тельные маленькие ФЭУ с диаметром примерно в 3 дюйма. Они использу-
ются для снижения систематических неопределенностей, связанных с энер-
гетическим откликом детектора, и более точной регистрации времени ин-
формацию о времени прихода фотонов.
Такой детектор открывает возможности для широкой физической
программы[1]:
• Определение иерархии нейтрино на уровне статистической значимо-
сти в 3—4σ;
• Измерение угла смешивания θ12 и расщеплений масс ∆m221 и ∆m232 с
точностью менее процента;
• Сбор рекордной статистики антинейтрино от распадов радиоактив-
ных изотопов в земной коре и мантии;
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• Измерение диффузного потока антинейтрино от сверхновых;
• Поиск распада протона, предсказываемого разными моделями физи-
ки вне Стандартной модели;
• Измерения потоков и спектров солнечных и атмосферных нейтрино;
• Поиски нестандартных взаимодействий нейтрино.
Статистическая значимость верного определения иерархии масс ней-
трино в эксперименте сильно зависит от точности реконструкции энергии
(энергетического разрешения) — точность в 3% на 1 МэВ соответствует 3σ
статистической значимости. Точность реконструкции энергии зависит от
положения события в детекторе из-за поглощения, перерассеяния и отра-
жения света от поверхности акриловой сферы, что влияет на точность опре-
деления иерархии масс, как показано в [3]. Таким образом для улучшения
энергетического разрешения необходимо реконструировать пространствен-
ное положения вершины взаимодействия в детекторе с высокой точностью.
Также точное восстановления положения области энерговыделения в
сцинтилляторе необходимо для:
• Отбора событий обратного бета-распада. Одним из условия отбора
является пространственное расстояния не больше 1.5 м. между пер-
Рис. 1: Упрощенная схема центрального детектора JUNO [2].
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вичным сигналом от позитрона и вторичном от захвата нейтрона на
водороде;
• Отсечения фоновых событий, производимых во взаимодействиях ат-
мосферных мюонов с веществом детектора. Вокруг каждого мюонно-
го трека будет вырезаться область пространства во временном окне
примерно в 1 сек. и все события, реконструированные в данной обла-
сти будут отбрасываться;
• Выделения доверительного объёма в детекторе для отсечения собы-
тий из области около поверхности акриловой сферы для снижения
количества фоновых событий от внешних радиоактивных источни-
ков.
Таким образом для выполнения физической программы эксперимен-
та необходимы надёжные и точные алгоритмы восстановления энергии и
положения вершины взаимодействия в центральном детекторе JUNO. Так-
же из-за большого количества данных (примерно 2 ПБ/год), которые будут
поступать в процессе эксперимента, необходимо чтобы эти алгоритмы были
вычислительно производительными.
Постановка задачи
Для каждого из событий взаимодействия позитрона e+ c веществом
детектора известны:
• Координаты расположения всех 18000 больших ФЭУ;
• Суммарное количество фотонов, захваченных каждым ФЭУ;
• Времена срабатывания каждого ФЭУ;
• Идентификатор того, что срабатывание было шумовым.
Задача состоит в разработке метода на основе нейронных сетей, ко-
торый по вышеописанным данным для каждого из событий будет опреде-
лять координаты вершины взаимодействия, то есть координаты столкно-
вения позитрона с электроном. Для оценки точности реконструкции этой
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величины используется значение разницы реконструированного и истинно-
го радиусов точки реакции:
∆R = Rrec −Rtrue



























было меньше или равно 7 см для событий с энергией 1 МэВ. Именно та-
кой точностью обладает классический метод наибольшего правдоподобия
в JUNO [4].
Визуализация геометрических путей, которые прошли в детекторе
фотоны, образованные после взаимодействия позитрона с веществом де-
тектора представлена на рис. 2. В упрощенной формулировке задача со-
стоит в том, чтобы разработать метод с использованием нейронных сетей,
способный определить геометрическую точку в пространстве, из которой
были выпущены эти фотоны.
Обзор литературы
При подготовке данной работы для ознакомления с общими задачи
проекта JUNO были использованы статьи [1], [2], [6] и [7], . Для получения
представления о процессе реконструкции первичной вершины взаимодей-
ствия с помощью классического метода максимального правдоподобия бы-
ла использована публикация [4]. Указанные источники содержат исчерпы-
вающую информацию об экспериментах, которые планируется проводить
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Рис. 2: Визуализация геометрических путей фотонов, образованных в вершине вза-
имодействия и зарегистрированных с помощью ФЭУ. Синие точки обозначают фото-
электронные умножители, которые зарегистрировали хотя бы один фотон, а зеленые
линии – геометрические пути, которые прошли фотоны [5].
в рамках проекта JUNO. Также здесь можно найти описание самого цен-
трального детектора, информацию о принципе детектирования нейтрино
в жидкосцинтилляторных детекторах, параметрах осцилляции нейтрино
и фундаментальных проблемах в физике нейтрино. Кроме этого, статья
[5] предоставляет наглядную визуализированную информацию о структу-
ре детектора и о физических событиях в детекторе.
Книга [8] содержит описание используемых в данной работе методов
машинного обучения, а также математическое описание процесса обуче-
ния нейронных сетей. Здесь можно найти подробное описание архитектуры
9
многослойного перцептрона и сверточных нейронных сетей. В ней также
приведены недостатки и проблемы, которые могут возникнуть при исполь-
зовании нейронных сетей для анализа данных, а также рекомендации по
способам минимизации их влияния.
Публикация [9] содержит информацию об остаточных блоках, кото-
рые используются в остаточных сверточных сетях, а также причины их
использования. Публикации [10] и [11] содержат описание методов регуля-
ризации, примененных в данной работе.
Для получения сравнительной информации о способах проекции сфе-
ры на плоскость была использована статья [12]. Метод проекции сфериче-
ской структуры детектора на плоскость используется для генерации вход-
ных данных в сверточной и остаточной сверточной нейронных сетях.
Немаловажной публикацией является [13], которая представляет по-
дробную информацию о программной библиотеке Tensorflow, использован-
ной в данной работе для практической реализации нейронных сетей. Эта
библиотека поддерживает вычисления на видеопроцессорах (GPU), а так-
же описывает информацию о графовой структуре вычислений в Tensorflow.
Глава 1. Классические методы: метод среднего заряда,
метод наибольшего правдоподобия
Реконструкция вершины взаимодействия событий внутри жидкос-
цинтилляторного детектора обычно производится с помощью математиче-
ских методов и алгоритмов приближения. В данной главе будет рассматри-
ваться краткий обзор точности и эффективности существующих методов.
1.1 Метод среднего заряда
Для сферических детекторов наиболее простым и интуитивным спо-
собом определить координаты вершины взаимодействия является метод
среднего заряда. Геометрическая точка, соответствующая центру заряда









где x — это позиция i-го ФЭУ и nip.e.— это количество фотонов, зареги-
стрированных i-ым ФЭУ в этом событии.
В качестве примера, 156 тысяч симулированных (с помощью метода
Монте-Карло) событий взаимодействия позитрона с веществом детектора
были проанализированы этим методом. Энергия позитронов в данном при-
мере составляет 5 МэВ, координаты вершин взаимодействия равномерно
распределены внутри детектора. Результаты показаны на рисунке 3. Дан-
ный рисунок показывает, что стандартное отклонение и систематическое
смещение определения вершины взаимодействия сильно возрастают при
возрастании истинного радиуса вершины. В особенности, когда событие
происходит вблизи края детектора (r > 16м).
Рис. 3: Результаты реконструкции вершины взаимодействия с помощью метода сред-
него заряда на 156 тысячах событий с энергией 5 МэВ. На графике показана разница
в евклидовом расстоянии между истинным и реконструированными положениями вер-
шины взаимодействия, построенная в зависимости от радиуса (слева) и радиуса в кубе
(справа).
Результаты по отдельным координатам показаны на рисунке 4. В дан-
ном случае, ошибка в определении радиуса события вносит наибольший
вклад. Ошибка в определении сферического угла φ стабильна практически
при всех значениях радиуса вершины и ее стандартное отклонение состав-
ляет примерно ≈ 0.04 радиан. Ошибка в определении угла θ немного из-
меняется в зависимости от радиуса. Возможной причиной этого является
асимметричность расположения ФЭУ в детекторе. Стандартное отклоне-
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Рис. 4: Результаты реконструкции вершины взаимодействия с помощью метода сред-
него заряда на 156 тысячах событий с энергией 5 МэВ. На графике показана разница в
евклидовых и сферических координатах между истинным и реконструированным зна-
чениями вершины взаимодействия.
ние этой величины составляет приблизительно 0.023 радиан.
Абсолютное значение расстояния между реконструированным и ис-
тинным значениями радиусов вершины взаимодействия возрастает до 6
метров, когда событие располагается близко к краю детектора. Это вы-
звано полным внутренним отражением фотонов от поверхности акриловой
сферы и их детектированием в более отдаленных ФЭУ. Причина наклона
условных кривых на рисунке объясняется в [4] и может быть скорректиро-
вана с помощью коэффициента ≈ 65 .
1.2 Метод максимального правдоподобия
На данный момент наиболее точным классическим методом рекон-
струкции вершины взаимодействия в центральном детекторе JUNO явля-
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ется метод максимального правдоподобия. Этот метод использует функ-
цию правдоподобия для света дойти до ФЭУ за наблюдаемое время при
заданной вершине взаимодействия. Модель распространения света учиты-
вает зависимость скорости света в жидком сцинтилляторе от длины волны,
вероятности поглощения, отражения, перерассеяния и регистрации света
данным фотоумножителем и временное распределение начальной вспыш-
ки. Модель предсказывает среднее время срабатывания каждого ФЭУ вме-
сте с вероятностью ненаблюдения сигнала при его отсутствии. Положение
вершины определяется путем максимизации функции правдоподобия.
Данный алгоритм реконструкции способен определить координаты
вершины взаимодействия со стандартным отклонением в 7 сантиметров
для событий с энергией в 1 МэВ [4].
Основным недостатком метода максимального правдоподобия явля-
ется то, что он требует больших вычислительных затрат. Реконструкция
вершины для одного события может занимать десятки секунд, в особен-
ности для событий с высокими энергиями. Нейронные сети могут быть
решением данной проблемы, так как они требуют на порядок меньше вре-
мени для анализа данных и работают за постоянное время после того, как
они успешно обучены.
Глава 2. Теория
В данной работе перевод терминов из теории нейронных сетей с ан-
глийского языка на русский соответствует переводу аналогичных терминов
в [8].
2.1 Нейронные сети
Машинное обучение — это набор алгоритмов, использующихся для
решения различных и сложных задач. Нейронные сети являются большой
частью машинного обучения. Основной целью нейронных сетей является
аппроксимация некоторой функции y = f(x, θ), которая является отоб-
ражением вектора входных значений x в вектор выходных значений y. В
процессе обучения происходит изменение значений матрицы параметров θ
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с помощью минимизации значения функции потерь (loss function) таким
образом, чтобы нейронная сеть выдавала выходные данные наиболее близ-
кие к правильным для заданных входных данных. Нейронные сети называ-
ются сетями, потому что они состоят из слоев, в каждом из которых есть
нейроны. Мы можем понимать нейронные сети как некоторую комбинацию
функций, которые применяются последовательно:
f(·) = f3(f2(f1(·)))
В таком случае, f1 обозначает первый слой, f2 второй и так далее.
Наиболее важные аспекты нейронных сетей могут быть показаны на при-
мере многослойного перцептрона (иначе полносвязной сети прямого рас-
пространения или fully connected feedforward network) (рис.5).
Входной	слой Выходной	слой
Скрытые	слои
Рис. 5: Простой пример архитектуры многослойного перцептрона. Все слои между
входным и выходным слоями называются скрытыми (hidden layers), поскольку набор
данных для обучения не содержит желаемых выходных данных для этих слоев. Каж-
дый нейрон в таких слоях называется скрытым.
















где f (k)i — функция активации этого нейрона, w
(k)
ij — весовой коэффициент
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нейрона по отношению к j-ому входному значению, xj — j-ое входное зна-
чение (если k — номер следующего слоя после входного) или j-ое выходное
значение (k− 1)-го слоя (если k — это номер остальных слоев) и b(k)i — это
порог (bias или threshold) этого нейрона.
В этом случае набор θ параметров сети состоит из весовых коэффи-
циентов wi и порогов bi. Наиболее широко распространенным алгоритмом
для минимизации функции потерь (нахождения лучшего набора парамет-
ров θ) является градиентный спуск (gradient descent). Однако, в машинном
обучении применяется много таких алгоритмов и какой из них выбрать —
зависит от конкретной задачи. Глубокие сети имеют огромное количество
обучаемых параметров, так что требуется выбрать наиболее эффективный
метод для вычисления градиентов. Для этого широко используется метод
обратного распространения ошибки (backpropagation algorithm) [8].
Для того, чтобы задать нейронную сеть, необходимо выбрать:
• Архитектуру (тип/количество слоев, количество нейронов в каждом
слое);
• Функции активации для каждого слоя;
• Гиперпараметры;
• Функцию потерь;
• Метод минимизации функции потерь.
Функция потерь ставит в соответствие разнице между предсказанны-
ми и истинными выходными значениями вещественное число. Мы можем
выбрать функцию потерь так, чтобы она имела интуитивный физический
смысл, но на практике используются функции, которые имеют меньшее
количество операций вычисления. К примеру, в задачах регрессии часто













где ytrue — это желаемый выходной вектор, состоящий из n компонент, и
ypred — это предсказанный нейронной сетью выходной вектор из n компо-
нент.
Функция активации (activation function) нейрона определяет выход-
ное значение этого нейрона в соответствии со входными значениями. Толь-
ко нелинейные функции позволяют нейронным сетям решать сложные за-
дачи. Обычно, функция активации в нейронных сетях определяется оди-
наково для всех нейронов в слое.
Очень популярной функцией активации является функция Ферми





которая отображает диапазон входных значений (−∞; +∞) на интервал
(0; 1). Также часто используемой функцией является гиперболический тан-
генс (рис. 6), который отображает диапазон входных значений (−∞; +∞)
на интервал (−1; 1).




























Рис. 6: Сигмоидальная функция (слева) и гиперболический тангенс (справа).
Скорость обучения — это параметр, который определяет величину
изменения весовых коэффициентов по отношению к градиенту функции
потерь. Он обозначает длину шага обучения. Математически, это означает
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следующее:




где α — это скорость обучения, J(θn) — значение функции потерь.
Гиперпараметры (hyperparameters) — это переменные, которые опре-
деляют процесс обучения и архитектуру сети. Эти параметры задаются
до начала обучения. Например, скорость обучения (learning rate) в гра-
диентном спуске, коэффициент регуляризации (см. 2.3), количество эпох
обучения, размер одного пакета обучения (batch size) и так далее. Так-
же, количество нейронов и количество слоев в сети могут тоже рассматри-
ваться как гиперпараметры, когда мы хотим найти наиболее подходящую
архитектуру для решения конкретной задачи.
Эпоха — это итерация обучения, которая включает использование
всех примеров из обучающей выборки по 1 разу. Обучение нейронной сети
в количестве n эпох означает, что каждый пример из обучающей выборки
был использован n раз.
К сожалению, если размерность вектора входных значений сети боль-
шая — это приводит к огромному количеству обучающихся параметров
(θ). К примеру, если мы имеем информацию о заряде каждого из 20000
ФЭУ для конкретного события в детекторе, 2 скрытых полносвязных слоя
с 20000 нейронов в каждом, 1 выходной слой с 3 нейронами, тогда количе-
ство только весовых коэффициентов в полносвязной сети прямого распро-
странения будет:
20 0002 + 20 0002 + 20 000 · 3 = 800 060 000
Именно поэтому, наиболее разумно использовать другие типы ней-
ронных сетей, которые могут использовать большое количество входных
значений, получать из них наиболее важную информацию, используя мень-
шее количество обучающихся параметров.
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2.2 Сверточные нейронные сети
Обычные нейронные сети преобразуют входные значения, пропус-
кая их через некоторое количество скрытых слоев, чтобы получить же-
лаемые выходные значения. Сверточные нейронные сети (convolutional
neural network) немного отличаются. Во-первых, они позволяют специали-
зировать сети для работы с данными, имеющими четко выраженную сеточ-
ную топологию (например, с матрицами), и хорошо масштабировать такие
модели к задачам очень большого размера. Особенно успешным этот под-
ход оказался в применении к двумерным изображениям. К примеру, ком-
пьютерное изображение может быть рассмотрено как 2D матрица, в каж-
дой ячейке которой стоит значение соответствующего пикселя. Во-вторых,
сверточные нейронные сети имеют два основных компонента:
• Часть выделения карты признаков (feature extraction part), которая
ответственна за получение наиболее важной информации и уменьше-
ние размерности данных;
• Часть, которая непосредственно решает задачу регрес-
сии/классификации на основе информации, полученной из предыду-
щего компонента сети.
В первой части сеть производит операции свертки (convolution operation)
и операции пулинга (pooling operation), чтобы получить наиболее важную
информацию из входных значений. К примеру, если изображение содержит
человеческое лицо — тогда нейронная сеть может распознать некоторые
части лица — уши, глаза, губы и так далее.
Во второй части нейронная сеть использует вышеописанную инфор-
мацию, чтобы произвести предсказания и получить выходные значения,
пропуская эту информацию через набор скрытых слоев. Архитектура это-
го компонента идентична полносвязной сети прямого распространения.
Операция свертки (рис. 7) — одна из основных блоков любой сверточ-
ной нейронной сети. Она производится с помощью фильтра, который мате-
матически является матрицей весовых коэффициентов. Фильтр перемеща-
ется по входному изображению (или матрице). В каждой позиции фильтра
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производится поэлементное умножение матрицы весовых коэффициентов
(фильтра) и соответствующей части матрицы входных значений, а затем
производится суммирование всех элементов полученной матрицы, резуль-
тат которого формирует новый пиксель на результирующем изображении
— карте признаков (feature map). Обычно, каждый сверточный слой имеет










Рис. 7: Визуализация операции свертки.
После операции свертки применяется функция активации. В слу-
чае сверточной нейронной сети, это часто блок линейной ректификации
(Rectified Linear Unit или ReLU ) (см. рис. 8):
f(x) = max (0, x)
Согласно [14], сверточные нейронные сети с очень глубокими архи-
тектурами обучаются в несколько раз быстрее, если используют функцию
активации ReLU вместо гиперболического тангенса.
Частой практикой является использование слоя пулинга (pooling, ина-
че слой субдискретизации или слой подвыборки) после одного или несколь-
ких слоев свертки. Пулинг так же, как и свертка, имеет фильтр конкретно-
го размера, который перемещается по изображению и производит операции
максимального (max pooling) [15] или усредняющего (average pooling) пу-
линга. Эти операции сильно уменьшают размерность данных (см. рис. 9).
В процессе стадии предсказывания каждый параметр многослойного
перцептрона используется только один раз. В случае сверточной нейрон-
ной сети, каждый элемент матрицы весовых коэффициентов фильтра ис-
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Рис. 9: Пример операции максимального пулинга на матрице размера 4х4.
пользуется при вычислениях на каждом входном пикселе. В комбинации с
использованием слоев пулинга, которые уменьшают размерность данных,
которые в итоге поступят на вход скрытым полносвязным слоям — это
очень сильно снижает количество весовых коэффициентов (т.е. обучаемых
параметров).
Двумя основными проблемами обучения глубоких сетей являются
проблема взрывных градиентов [16] и проблема затухающих градиентов
[17]. При дифференцировании по цепному правилу до самых глубоких сло-
ев нейронной сети доходит очень маленькая величина градиента. Против
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этой проблемы помогает бороться так называемый остаточный блок (residual
block) [9]. В таком случае, для пары некоторых слоев добавляется дополни-
тельная связь, которая проходит мимо них. Пусть zk — это вектор выход-
ных значений k-го слоя до применения функции активации, а ak — выход
после. Тогда математически остаточный блок означает следующую опера-
цию:
ak+2 = f(zk+2 + ak),
где f — функция активации. Такая нейронная сеть учится предсказывать
функцию F(x)− x вместо F(x). Для компенсации этой разницы вводится
замыкающее соединение (shortcut connection), которое добавляет недоста-
ющий x к функции. Предположение авторов в [9] заключается в том, что
такую разностную функцию проще обучать, что помогает бороться с про-
блемой деградации нейронной сети при увеличении ее глубины. Изображе-









Рис. 10: Визуализация одной из возможных архитектур остаточного блока.
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2.3 Методы регуляризации
В процессе обучения ожидается, что значение функции потерь для
обучающей и тестовой выборок будет уменьшаться из-за изменения весо-
вых коэффициентов, которое происходит на каждом шаге обучения в про-
цессе работы метода минимизации функции потерь. На рисунке 11 изобра-
жен пример, в котором значение функции потерь на обучающей выборке
снижается, но в некоторый момент значение функции потерь на тестовой
выборке начинает расти. В машинном обучении это называется переобу-
чением (overfitting). Переобучение — негативное явление, возникающее,
когда алгоритм обучения вырабатывает предсказания, которые слишком
близко или точно соответствуют конкретному набору данных и поэтому
не подходят для применения алгоритма к дополнительным данным или
будущим наблюдениям. Чтобы избежать этого, используется ряд методов
регуляризации.
Рис. 11: Пример эффекта переобучения.
2.3.1 Прореживание
Слой прореживания (dropout) состоит в том, что выходное значение
случайного нейрона/нейронов заменяется на 0 при каждом обновлении па-
раметров обучения. Каждый нейрон имеет вероятность p остаться нетро-
нутым и вероятность (1 − p) быть отброшенным (его выходное значение
станет равно 0). Выходные значения нейронов, которые не были отброше-
ны, умножаются на коэффициент 11−p , чтобы их сумма не изменялась в
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процессе обучения и в процессе предсказания. Наиболее частой практикой
является применение прореживания только в процессе обучения, то есть
все нейроны остаются нетронутыми на стадии тестирования / предсказа-
ния.
До	прореживания После	прореживания
Рис. 12: Операция прореживания.
Схематическое представление операции прореживания изображено
на рис. 12. Согласно [10], операция прореживания позволяет улучшить ре-
гуляризацию сети и заставляет слои замечать схожие “признаки” разными
нейронами независимо.
2.3.2 Пакетная нормировка
Пакетная нормировка (batch normalization) [11] — это метод адап-
тивной репараметризации, появившийся из-за трудностей обучения очень
глубоких моделей. Он состоит в замене выходных значений H некоторого


















(H − µ)2i ,
где ε — небольшое положительное число, например 10−8, введенное, что-
бы избежать неопределенного градиента
√
z в точке z = 0. Практически,
пакетная нормировка позволяет каждому слою обучаться чуть более неза-
висимо от других слоев, что улучшает регуляризующую способность сети.
2.3.3 L2 регуляризация
Вместо того, чтобы минимизировать значение функции потерь:
θ = arg min
θ
(loss(x, θ)),
мы будем минимизировать сумму сложности модели и значения функции
потерь:
θ = arg min
θ
(loss(x, θ) + complexity(θ))







· (w21 + w22 + ...),
где α — это коэффициент регуляризации в диапазоне [0; 1] и w — вектор
всех весовых коэффициентов сети.
Регуляризация накладывает штраф на очень большие значения весо-
вых коэффициентов. Это вынуждает весовые коэффициенты стремиться
к меньшим значениям. Этот метод помогает бороться с переобучением.
Коэффициент регуляризации часто выбирается эмпирически и может рас-
сматриваться как один из гиперпараметров нейронной сети.
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Глава 3. Проекция
Множество методов проекции поверхности сферы на плоскость были
изобретены в прошлом. Обзор методов проекции и их особенностей может
быть найден в [18].
В этой работе были использованы две проекции: проекция Мольвейде
[19] и синусоидальная проекция [20]. Проекция Мольвейде осуществляется










где θ — это вспомогательный угол, определяемый выражением:
π sinφ = 2θ + sin 2θ
и λ — это долгота, φ — широта и R — радиус. Так как координаты ФЭУ да-
ны в Евлидовых координатах, то они должны быть преобразованы в сфери-
ческие согласно стандартным выражениям. Пример проекции поверхности
Земли с помощью проекции Мольвейде изображен на рис. 13.
Рис. 13: Пример проекции поверхности Земли с помощью проекции Мольвейде [19].
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Синусоидальная проекция определяется следующими выражениями:
x = λ cosφ,
y = φ
Масштаб проекции в направлении север-юг одинаков на центральном
меридиане. В направлении запад-восток масштаб соответствует реальному,
длина каждой параллели пропорциональна косинусу широты, поэтому кар-
та ограничена справа и слева двумя повернутыми ветвями косинусоиды.
Пример проекции поверхности Земли с помощью cинусоидальной проекции
изображен на рис. 14.
Рис. 14: Пример проекции поверхности Земли с помощью синусоидальной проекции
[20].
Глава 4. Реконструкция первичной вершины взаимодей-
ствия
В данной главе рассмотрены три метода реконструкции вершины вза-
имодействия в центральном детекторе JUNO:
• С использованием многослойного перцептрона;
• С использованием сверточной нейронной сети;
• С использованием остаточной сверточной нейронной сети.
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Эти методы были разработаны и протестированы в рамках данной
работы. Для каждого из методов описываются входные данные, архитек-
тура и результаты.
4.1 Программное обеспечение и Оборудование
В качестве программной библиотеки для реализации нейронных се-
тей был выбран Tensorflow [13]. Он имеет большой функционал и поддер-
живает обучение на видеопроцессорах (GPU). Немаловажной задачей яв-
ляется оптимальный способ подачи данных во время обучения, так как
обучающая выборка имеет размер больше, чем доступное количество опе-
ративной памяти на многих серверах (размер выборки > 500 Гб). Для это-
го используется td.data API, который предоставляет удобный интерфейс
для определения обучающей выборки, разделения ее на пакеты обучения,
добавления стадии предобработки данных и случайного перемешивания
примеров обучения.
Для обучения был использован сервер с 4-мя видеокартами Nvidia
Tesla V100. Процесс подачи пакетов обучения построен так, что n + 1-ый
пакет подготавливается на центральных процессорах (ядрах CPU) в то
время, пока n-ый пакет обучения обрабатывается на GPU. С применением
техник оптимизации, которые доступны в Tensorflow, процент утилизации
GPU во время обучения достигает примерно 99%. Визуальное представле-
ние этого процесса показано на рисунке 15.




Входные данные, используемые для обучения многослойного перцеп-
трона, состоят из 5 значений для каждого события в детекторе:
• Полное количество захваченных всеми ФЭУ фотонов (Np.e.);
• Среднее значение времени захвата первого фотона, вычисленное по
всем ФЭУ;
• Три координаты позиции вершины взаимодействия, полученные с по-
мощью метода среднего заряда (см. раздел 1.1).
Обучающая выборка состоит из 140 000 событий, тестовая выборка
состоит из 16 000 событий. Энергия позитрона во всех событиях составляет
5 МэВ. Так как эксперимент JUNO будет запущен только приблизительно
в середине 2021 года, события для выборок были получены с помощью си-
муляции методом Монте-Карло. Симуляция была произведена с помощью
официального фреймворка JUNO [22], который описывает физические и
оптические процессы, происходящие внутри центрального детектора.
4.2.2 Архитектура
Архитектура использованного многослойного перцептрона преиму-
щественно состоит из входного, выходного и скрытых слоев. Визуализация
структуры нейронной сети показана на рис. 16.
Гиперпараметры, такие как количество нейронов в скрытых слоях,
количество скрытых слоев, выбор метода минимизации функции потерь и
другие, варьировались для того, чтобы найти оптимальную архитектуру.
Весь список гиперпараметров, которые были подвержены поиску, перечис-
лены в таблице 1. Поиск гиперпараметров производился с помощью перебо-
ра по сетке (Grid Search). Такой метод является достаточно эффективным
ввиду того, что многослойный перцептрон не требует большого количества

















Координаты x, y, z
Рис. 16: Архитектура использованного многослойного перцептрона после определения
гиперпараметров с помощью перебора по сетке (Grid Search).
Гиперпараметр Диапазон значений
Кол-во нейронов в скрытых слоях 128 - 8192
Кол-во скрытых слоев 2 - 10
Функция активации ReLU / гиперболический тангенс
Кол-во событий в одном пакете обучения 16 - 8192
Метод оптимизации Градиентный спуск / Adam
Начальная скорость обучения 0.00005 - 0.1
Коэффициент подавления скорости обучения 0.90 - 0.999
Коэффициент для слоя прореживания (dropout) 0.01 - 0.99
Нормализация входных данных да / нет
Таблица 1: Список гиперпараметров и опций архитектуры сети.
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Таким образом, архитектура использованной модели и процесс обу-
чения после перебора гиперпараметров по сетке определяются следующим
образом:
• Функция активации для всех нейронов скрытых слоев: блок линейной
ректификации (ReLU);
• Функция активации для выходного слоя: отсутствует;
• Метод инициализации весовых коэффициентов: нормализованная ини-
циализация Глоро [23];
• Функция потерь: среднеквадратическая ошибка (MSE);
• Метод минимизации функции потерь: Adam [24];
• Начальная скорость обучения равна 0.0003;
• Пакет обучения состоит из 8192 событий, обучение происходит на
протяжении 100 эпох;
• Обучающие примеры случайно перемешиваются.
Было практически проверено, что Евклидово расстояние, использо-
ванное в качестве функции потерь, не вносит влияния на точность обу-
чения, однако является немного более вычислительноемким при обучении
сети на видеопроцессорах (GPU), что увеличивает время тренировки, хоть
и незначительно.
В качестве метода оптимизации был выбран Adam [24]. Этот алго-
ритм вычислительно эффективен, имеет низкие требования к ресурсам па-
мяти, и на практике показывает хорошую сходимость в задачах с большими
объемами данных и/или параметров. Правило обновления параметров θ на
каждом шаге обучения описано в главе 2 в публикации [24]:
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t = t+ 1,





mt = β1 ·mt−1 + (1− β1) · g,
vt = β2 · vt−1 + (1− β2) · g · g,




где t — это номер текущей итерации обучения, lrt — это скорость обуче-
ния на итерации t, α — это начальная скорость обучения, ε — некоторая
константа для предотвращения деления на ноль, β1 и β2 — константы из
интервала (0; 1) со значением близким к 1. Были использованы стандарт-
ные коэффициенты для метода Adam, которые рекомендованы авторами
публикации [24]: β1 = 0.9, β2 = 0.999 и ε = 10−8. В качестве начальной ско-
рости обучения α значение 3 · 10−4 было найдено наиболее оптимальным.
4.2.3 Результаты
Результаты тестирования показаны на рис. 17. Зависимость между
истинным и предсказанным радиусами, которая присутствует в методе
среднего заряда, намного менее выражена в случае многослойного перцеп-
трона. Необходимо отметить, что результаты содержат выбросы со значе-
нием ∆R > 40 сантиметров, которые происходят из-за наличия выбросов
в результатах метода среднего заряда, и не могут быть скорректированы
нейронной сетью. На рисунке видно, что точность определения углов воз-
врастает при возрастании радиуса события.
Стандартное отклонение в определении радиуса составляет пример-
но 16 сантиметров. Стандартное отклонение углов θ и φ равны примерно
0.02 и 0.05 радиан соответственно. При этом, использованный многослой-
ный перцептрон не требует большого количества вычислительных ресурсов
для обучения. Процесс обучения на видеокарте Nvidia Tesla V100 занима-
ет примерно 2 минуты. Более сложные архитектуры моделей нейронных
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сетей и их результаты будут рассмотрены в следующих главах. Результа-
ты тестирования также нарисованы в зависимости от истинных значений
координат и показаны на рис. 26 в приложении.
Рис. 17: Результаты тестирования многослойного перцептрона на тестовой выборке
из 16 000 событий с энергией 5 МэВ. На рисунке изображена разница в евклидовых и
сферических координатах между реконструированной и истинной позициями вершины
в зависимости от радиуса в кубе.
4.3 Сверточная нейронная сеть
4.3.1 Входные данные
Входными данными для каждого события являются 2-канальные изоб-
ражения разрешением 256х128 пикселей (см. рис. 18). Первый канал изоб-
ражения содержит информацию о принятом заряде всех ФЭУ, а второй —
о времени прихода каждого фотона. Позиции всех ≈ 20000 больших ФЭУ
были спроектированы на плоскость с помощью проекции Мольвейде (см.
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3). Дополнительная нормализация входных данных не применялась, со-
гласно факту, что при использовании активации ReLU это не обязательно
[14].
Обучающая выборка состоит из 140 000 событий с энергией 5 МэВ.
Тестовая выборка состоит из 16 000 событий с аналогичной энергией. Ис-
тинные позиции вершин взаимодействия равномерно распределены внутри
детектора.
4.3.2 Архитектура
Сеть имеет 1 входной слой, 4 слоя свертки, 4 слоя пулинга, 2 пол-
носвязных слоя и 1 выходной слой. После каждого слоя свертки дополни-
тельно применяется слой локальной нормализации сигнала (local response
normalization) [25], чтобы улучшить регуляризующую способность сети.
Слой прореживания применяется перед выходным слоем, чтобы снизить
эффект переобучения. Визуализация архитектуры используемой сети пред-
ставлена на рис. 19.
Таким образом, параметры обучения выглядят следующим образом:
• Функция активации для полносвязных слоев и слоев свертки, кроме
последнего полносвязного слоя: ReLU. Последний полносвязный слой
не имеет функции активации;
• Метод инициализации весов: нормальная инициализация Глоро [23];
• L2 Регуляризация весов с коэффициентами регуляризации 0.01 и 0.05
для сверточных и полносвязных слоев соответственно;
• Коэффициенты для слоев локальной нормализации сигнала: α =
0.001/9.0, β = 0.75, k = 0.5;
• Функция потерь: среднеквадратическая ошибка (MSE);
• Метод минимизации функции потерь: Adam;
• Начальная скорость обучения 3 · 10−4;
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Рис. 18: 2D изображения одного события, полученные после применения проекции
Мольвейде. (a) — информация, соответствующая первому каналу (информации о заря-
де), (b) — соответствующая второму (информация о времени прихода фотонов). Ось Y






















































Рис. 19: Визуальное представление архитектуры используемой сверточной сети.
• Размер пакета 128 событий, обучение на протяжении 64 эпох;
• Обучающие примеры случайно перемешиваются.
4.3.3 Результаты
Результаты тестирования нейронной сети представлены на рис. 20.
Тестовая выборка состоит из 16 000 событий с энергией 5 МэВ. Разница
в определении истинного и реконструированного радиусов вершин взаимо-
действия имеет систематическое смещение в ≈ −1.35 сантиметра и стан-
дартное отклонение ≈ 14.65 сантиметра. Результаты не показывают силь-
ного ухудшения в точности определения позиции вершины при возрастании
истинного радиуса события, как это происходит при использовании метода
среднего заряда, однако также присутствуют события-выбросы с высоким
значением разницы между истинным и реконструированным радиусами. В
процессе исследования этой проблемы было выявлено, что больший размер
обучающей выборки помогает уменьшить количество выбросов. Результа-
ты тестирования также нарисованы в зависимости от истинных значений
координат и показаны на рис. 27 в приложении.
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Рис. 20: Результаты реконструкции позиции вершины взаимодействия с помощью свер-
точной нейронной сети. На рисунке изображена разница в евклидовых и сферических
координатах между реконструированными и истинными вершинами в зависимости от
истинного радиуса в кубе. Цвет точки означает количество событий с данным значе-
нием. Сплошная черная горизонтальная линия обозначает систематическое смещение
(µ), а верхние и нижние пунктирные линии значения µ + σ and µ - σ соответственно.
4.4 Остаточная cверточная нейронная сеть
4.4.1 Входные данные
Входными данными для каждого события являются 2-канальные изоб-
ражения разрешением 256х128 пикселей (см. рис. 21). Каналы изображе-
ния идентичны входным данным из предыдущей главы — первый канал
соответствует информации о заряде каждого ФЭУ, второй канал — о вре-
мени прихода фотонов. Отличие заключается в том, что вместо проекции
Мольвейде используется синусоидальная проекция. Эмпирически было по-
лучено, что данная проекция лучше подходит для задачи реконструкции
вершины взаимодействия в детекторе JUNO.
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Рис. 21: 2D изображения одного события, полученные после применения синусоидаль-
ной проекции. (a) — информация, соответствующая первому каналу (информации о
заряде), (b) — соответствующая второму (информация о времени прихода фотонов).
Ось Y соответствует углу θ, ось X углу φ.
Размеры выборок были увеличены по сравнению с подходом в про-
шлой главе. Теперь обучающая выборка состоит из 900 000 событий. Собы-
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тия равномерно распределены по истинной позиции вершины в детекторе,
а также равномерны распределены по энергиям в интервале [0, 10] МэВ.
Тестовая выборка состоит из 100 000 событий с аналогичными свойствами.
4.4.2 Архитектура
В качестве основы сети была использована архитектура ResNet-50
[9]. Данная сеть была модифицирована для использования в задаче ре-
конструкции вершины взаимодействия. Гиперпараметры нейронной сети
были оптимизированы с помощью инструмента Microsoft Neural Network
Intelligence [26]. Был использован алгоритм Tree Parzen Estimator [27], до-
ступный в этом инструменте. Этот метод эффективен для нейронных се-
тей, имеющих большую вычислительную сложность. Это актуально для
данной остаточной сверточной сети, так как один полный процесс обуче-
ния занимает примерно 22 часа, и количество запусков сети за небольшой
промежуток времени ограничено. После оптимизации гиперпараметров па-
раметры обучения выглядят следующим образом:
• Архитектура сети состоит из 4 групп, в каждой из которой по 3, 4,
6 и 3 остаточных блока соответственно. Каждый остаточный блок
содержит по 3 слоя свертки. Полное количество слоев свертки равно
49. Визуализация архитектуры сети представлена на рис. 22;
• Функция активации: ReLU с утечкой (Leaky ReLU) [28]. У последнего
полносвязного слоя функция активации отсутствует;
• Метод инициализации весов: нормализованная инициализация Хе [29];
• L2 регуляризация весов с коэффициентом регуляризации 0.0001;
• Коэффициенты для пакетной нормировки: momentum = 0.9,
epsilon = 1e− 5;
• Функция потерь: среднеквадратическая ошибка (MSE);
• Метод минимизации функции потерь: Adam;
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• Начальная скорость обучения равна 0.001. Скорость обучения умно-
жается на коэффициент 0.95 каждые 10000 шагов обучения;
• Размер пакета обучения равен 64 событиям, обучение производится
на протяжении 100 эпох;
• Обучающие примеры случайно перемешиваются.
4.4.3 Результаты
Тестирование нейронной сети было произведено на выборке из 100 000
событий. Позиции истинных вершин событий в выборке равномерно рас-
пределены внутри детектора. Энергии событий равномерно распределены в
интервале [0, 10] МэВ. На рисунке 23 показано, что разница между истин-
ными и реконструированными радиусами вершин взаимодействия имеет
систематическое смещение ≈ −0.016 сантиметра и стандартное отклонение
≈ 4.93 сантиметра. На рисунке 24 изображены значения систематического
смещения и стандартного отклонения в зависимости от истинного радиуса
события. На этом изображении видно, что метод способен реконструиро-
вать вершины событий, близких к краю детектора, без значительного уве-
личения стандартного отклонения. Значения стандартного отклонения для
событий с фиксированной энергией {1, 2, 3, ... 10} МэВ представлены на
рисунке 25. Для тестирования использовалось 2000 событий для каждого
значения энергии. Кроме этого, разница в евклидовых и сферических коор-
динатах между реконструированными и истинными вершинами показана


















































































































Рис. 22: Визуальное представление архитектуры использованной остаточной сверточ-
ной сети.
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Рис. 23: Разница между реконструированным и истинным радиусами вершины взаи-
модействия в зависимости от истинного радиуса в кубе. Цвет точки обозначает коли-
чество событий с данным значением. Тестовая выборка состоит из 100 000 событий с
энергиями [0 − 10] МэВ. Сплошная черная горизонтальная линия обозначает система-
тическое смещение (µ), а верхние и нижние пунктирные линии значения µ + σ and µ -
σ соответственно.
Рис. 24: График зависимости систематического смещения (µ) и стандартного откло-
нения (σ) разницы между реконструированными и истинными радиусами вершин вза-
имодействия в зависимости от истинного радиуса в кубе. Тестовая выборка состоит из
100 000 событий с энергиями [0−10] МэВ. Линия обозначает значение систематического
смещения, а ширина полупрозрачной полосы — стандартное отклонение.
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Рис. 25: Значение стандартного отклонения разницы между реконструированными и
истинными радиусами вершин взаимодействия для событий с дискретными энергиями




Из результатов, описанных в главе 4 и таблицах 2, 3 можно сделать
следующие выводы:
• Поставленная задача была решена полностью;
• Нейронные сети показывают сопоставимые с классическими метода-
ми результаты в терминах точности реконструкции вершины взаимо-
действия;
• Остаточная сверточная нейронная сеть, использованная в этой ра-
боте, реконструирует вершину взаимодействия в JUNO точнее, чем
использованные многослойный перцептрон и сверточная нейронная
сеть;
• Нейронные сети могут использоваться как инструмент для анализа
больших объемов данных в JUNO, так как время на обработку одного















заряда 132.82 291.36 5
Многослойный
перцептрон 15.744 -1.455 5
Сверточная ней-












4.93 -0.016 0 — 10
Таблица 2: Таблица стандартных отклонений и систематических смещений разницы
между реконструированными и истинными радиусами вершин взаимодействия в цен-
тральном детекторе JUNO для описанных в этой работе методов.
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подобия (CPU) ≈ 14.19 сек. 10
Метод максимального правдо-
подобия (CPU) ≈ 1.88 сек. 1
Сверточная нейронная сеть
(GPU) ≈ 100 миллисекунд 5
Метод максимального правдо-
подобия (GPU) ≈ 95 миллисекунд 10
Метод максимального правдо-
подобия (GPU) ≈ 50 миллисекунд 1
Остаточная сверточная ней-
ронная сеть (GPU) ≈ 1.2 миллисекунды 0 — 10
Таблица 3: Таблица значений времени на реконструкцию вершины одного события в
зависимости от метода. Для нейронных сетей время предсказания указано после ста-
дии обучения и для запуска на видеокарте Nvidia Tesla V100, 20 ядрах CPU и 100Гб
оперативной памяти. Для остаточной сверточной нейронной сети время реконструкции
не зависит от энергии события.
Заключение
Целью этой работы было разработать метод для реконструкции пер-
вичной вершины взаимодействия в центральном детекторе JUNO с исполь-
зованием нейронных сетей. Три различные архитектуры сетей были реали-
зованы и протестированы. Обзорная информация по численным характе-
ристикам точности и временным затратам на реконструкцию представлены
в таблицах 2 и 3. Остаточная сверточная нейронная сеть решает постав-
ленную задачу, полностью соответствуя требованиям. Проведенное иссле-
дование показывает, что нейронные сети могут применяться для анализа
большого объема данных в эксперименте JUNO.
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Рис. 26: Результаты тестирования многослойного перцептрона на тестовой выборке
из 16 000 событий с энергией 5 МэВ. На рисунке изображена разница в евклидовых и
сферических координатах между реконструированной и истинной позициями вершины.
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Рис. 27: Результаты реконструкции позиции вершины взаимодействия с помощью свер-
точной нейронной сети. На рисунке изображена разница в евклидовых и сферических
координатах между реконструированными и истинными вершинами. Цвет точки озна-
чает количество событий с данным значением. Сплошная черная горизонтальная линия
обозначает систематическое смещение (µ), а верхние и нижние пунктирные линии зна-
чения µ + σ and µ - σ соответственно.
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Рис. 28: Результаты реконструкции позиции вершины взаимодействия с помощью оста-
точной сверточной нейронной сети. Тестовая выборка состоит из 100 000 событий с
энергиями [0− 10] МэВ. На рисунке изображена разница в евклидовых и сферических
координатах между реконструированными и истинными вершинами. Цвет точки озна-
чает количество событий с данным значением. Сплошная черная горизонтальная линия
обозначает систематическое смещение (µ), а верхние и нижние пунктирные линии зна-
чения µ + σ and µ - σ соответственно.
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Рис. 29: Результаты реконструкции позиции вершины взаимодействия с помощью оста-
точной сверточной нейронной сети. Тестовая выборка состоит из 100 000 событий с
энергиями [0− 10] МэВ. На рисунке изображена разница в евклидовых и сферических
координатах между реконструированными и истинными вершинами в зависимости от
истинного радиуса в кубе. Цвет точки означает количество событий с данным значе-
нием. Сплошная черная горизонтальная линия обозначает систематическое смещение
(µ), а верхние и нижние пунктирные линии значения µ + σ and µ - σ соответственно.
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