Decisions are pervasive phenomena in everyday life. Two predominant factors in decision-making theory are uncertainty and risk. Nevertheless, there are other cognitive aspects whose roles have recently gained attention in the literature. Those aspects include information acquisition strategies, scenario complexity, the dynamic and/or static aspect of choice scenarios, and the time-frame for the tasks. We propose a selective review and an integrative account as a way to argue for the theoretical importance of logically combining those different factors. The main argument is that the factors involved do not play independent roles, rather they can modulate each other´s influence given varying levels of the interactions between factors. The importance of better understanding such interactions lays on the choice of strategies that decision makers use to choose. Finally, theoretical, methodological and managerial contributions and implications relating to such approach are discussed.
Introduction
Decisions range from the mundane, such as choosing among brands of shampoo, to sensitive domains as in medical diagnostics and treatment options. Due to characteristics of the human species´ environment and of cognitive processing, decisions involve four key parameters: uncertainty, risk, complexity and satisfaction -or satisficing (Taghavifard, Damghani, & Moghaddam, 2009; Campbell, 1988; Simon, 1955) . At any rate, those key elements suffer a direct influence from environmental factors such as importance, time frame, and individuality degree (Gomes, 2007) . All of them, depending on their magnitude, can add to the depletion of much of an individual´s cognitive capacity, and in so doing hinder the decision process and its outcome.
Herbert Simon (1955) was among the first scholars to call attention to a linkage between economics and psychology, stating that an understanding of decision processes may actually benefit from studying the agent´s behavior. The prevalent idea in the mid 1900´s was that human decision-making was nothing more than an agent´s choosing of the alternative that would provide the maximum return possible. That characterizes a normative theory, one that states how the decision should occur in any given scenario. In such case the decision process would be described by a single utility function. That implies that the agent knows all the information available regarding the problem and precisely computes which among the alternatives will maximize the return. That might be true in a few instances, such as in "small world" problems. However, in most cases, individuals do not possess all information, nor do they act according to such paradigm. Uncertainty, the time available, environmental contingencies and limited cognitive capacity often blur the frontiers between what is a real rational choice and a choice based on a subjective account of the world as perceived by the subject (Simon, 1959; Li, Baldassi, Johnson & Weber, 2013) .
Von Neumann and Morgenstern´s expected utility theory (1953) was closely related to the rational model described by Simon. It states that the probabilities of the alternatives are actually known, that is, the agent knows the probabilities and the outcomes of every alternative, making the choice process less demanding. That should be as easy as factoring the outcomes weighted by the probability of occurrence. The main problem is that for this theory to be valid, the subject must always acquire and process enough information about the problem, about the environment and about how the environment will respond to the decision that is about to be made. However, that is not the case for most everyday decisions (Brocas, 2012) .
Human beings present but a subjective understanding of the world and that understanding varies, sometimes dramatically, from individual to individual. In order to account for such variability, Savage (1955) introduced the concept of Subjective Expected Utility (SEU). The decision maker must choose between certain actions that depend on the occurrence of a given state and will generate a consequence. For each action and each state, the individual will attribute a subjective probability for the outcome. Choosing then comes down to one action being preferred over the other. Subjectivity in a decision scenario can be closely linked to the types of problems and how, and to what level, uncertainty is presented. Simon (1955) stated that each individual possesses a set of preferences and that each decision will be affected by them. An important concept arises, that of satisficing. Each decision is made with a specific goal in mind, be that an objective or subjective one. An individual will come to a decision when a certain threshold is reached. Such threshold can have different values (emotional, financial, etc.) for each person.
Choice problems and scenarios usually present themselves with various degrees of uncertainty and risk (Armbruster & Delage, 2015; Huang, Liu & Qi, 2016) , which may remain static or can fluctuate up to the point of actual choice. Variations in those degrees can lead to increased complexity in the decision scenario. Uncertainty is common in decisions in ecological settings, and arises when critical information about the situation and the possible choices is unknown, incomplete, or ambiguous. Risk is present in most decisions where individuals have at least some information that makes it possible to state the probabilities of each alternative occurring if chosen. The higher the uncertainty and risk levels, the more cognitive resources an agent must invest in the solution of the problem. Acquiring information is necessary in order to diminish uncertainty and properly weigh risk. The conjunction of the aforementioned factors can modulate or be modulated by inherent or perceived task complexity and/or the decision scenario itself, whether a dynamic or static scenario. Both aspects will significantly affect the decision maker cognitive capacity and may be a hindering effect on the process.
In many situations, every aspect discussed thus far will have a role in defining and the choice scenario and the decision making steps, sometimes in an integrated fashion.
The present literature typically analyzes those aspects separated or with few of the constructs at once. It is understandable and an operational safeguard to do so. However, we posit that there is a need to better understand the effects of the factors as they play their roles jointly in a given decision scenario, theoretically as it may be. That will provide researchers with a broader theoretical construct as to the different effects that each factor has on a decision. This article aims to propose a theoretical integrated view on the decision-making process and its varying levels of risk, uncertainty and complexity.
Literature Review Uncertainty
Uncertainty can be defined as a common situation with limited calculable information that can appear in different dimensions (Preuschoff, Mohr & Hsu, 2013) , and resolving it is an important trait to successfully engage in adaptive behavior (Bland & Schaefer, 2012) . In the first case, an individual or members of a group simply do not have enough information in order to complete the decision process in a preferable way. That may happen due to faulty information acquisition process (Di Caprio, Santos-Arteaga, & Tavana, 2014) or if the cost of obtaining the necessary information is too high (Taghavifard et al., 2009 ). On the other hand, lack of cognition means that the individual or members of a group might possess the necessary information but lack the cognitive capacity for processing and interpreting such information in a way that permits its proper use in the decision-making process.
Levels of information vary within each decision. For a given choice a certain amount of information can be considered optimal for the decision maker to proceed with the analysis (Fific & Buckmann, 2013; Frey, Hertwig, & Rieskamp, 2014; Söllner, Bröder, Glöckner, & Betsch, 2014) . Reaching that level provides the individual with a more detailed account of the problem at hand and can facilitate the choice by having more accurate data in order to calculate the possible scenarios and their outcomes. The right amount of information diminishes the levels of residual uncertainty. Residual uncertainty is composed by the facts that remain unknown after the consideration of the possible scenarios is accomplished, once information acquisition and processing is made (Courtney, Kirkland, and Viguerie, 1997) .
According to Bland and Schaefer (2012) , uncertainty might arise when changes in the prevailing StimulusResponse-Outcome (S-R-O) model is violated. However, that is not the only way, they say, that uncertainty becomes present in a choice. It may also appear when individuals are confronted with problems in obtaining or processing pieces of information, somewhat similar to the levels of uncertainty discussed above. Meder, Lec, and Osman (2013) discuss the concept of uncertainty from a different perspective. They propose that uncertainty can reside in the agent itself, in other people (as in a group setting), or in the world -as the environment imposes limits of time and resources. Not only are there different sources of uncertainty, but the levels of uncertainty often changes as time passes. One risky decision might have a possible number of outcomes preserved, but the probabilities may change, or both the outcome and the probabilities can be different. In that context, five distinct decisionmaking settings regarding uncertainty are suggested: i) certainty; ii) risk where the outcome and probabilities are known; iii) a "Black Swan", where there might be an unknown event or events; iv) the Knightian uncertainty, where the outcomes are known but the probabilities are unknown, and v) radical uncertainty, where both outcome and probabilities are unknown.
Risk
Along with uncertainty, risk is a prominent characteristic of many decision situations. In Knight´s (1921) classical definition, risk is a measure of uncertainty where the probabilities of a given outcome are known. Risk is ubiquitous, often serious. It is possible to gain from risks just as much as lose from them. They can help decision makers to decide in uncertain scenarios. With risk individuals are prevented from controlling the outcomes, should they not possess adequate information regarding the problem (Taghavifard et al., 2009 ).
When individuals are making a decision there are certain probabilities that each alternative may return a given consequence that can be translated into a hazard (harm to somebody or something) or an opportunity (Yoe, 2012) . A person that drinks alcohol and chooses to drive afterwards has a higher probability of crashing than a person that did not consume alcohol. That is a case in which a hazard might occur. On the other hand, a person that commits years and several amounts of money on education has a greater probability of higher income than a person that did not, hence an opportunity. To assess risk means attempting to determine the outcome of the alternatives available alongside with the probabilities of the consequences they entail. According to Taghavifard et al. (2009) , the determination of probabilities is the process of communicating uncertainty between the agents. The sources of uncertainty in that case might come from beliefs, environmental conditions, cognitive capacity, emotions, lack of information, etc. Taghavifard et al. (2009) propose two opposing poles between which lays risk: ignorance and complete knowledge. Ignorance is equivalent to ambiguity (Camerer and Weber, 1992) . A decision scenario where the decision maker has no information or knowledge presents the greater amount of risk given that there is no possibility of actually knowing what might happen. If the decision maker has some knowledge , there is still risk in the situation, but the chance arises to use a probabilistic model (subjective probabilities, bayesian inference, etc.) and calculate the chances of outcomes and consequences. However, if the decision maker has complete knowledge about the scenario and the problem, he or she can use a deterministic model and decide toward the best alternative with maximum return and no risk. In that case risk is absent because complete knowledge allows the individual to know the consequences and probability of occurrence of each alternative. In doing so, if there are no consequences or no probability of them happening, there is no risk.
Information acquisition
As Taghavifard et al. (2009) discuss, it is only possible to know the risks inherent in a decision if the individual diminishes the residual uncertainty in the scenario (Courtney et al., 1997) through information acquisition. Every day individuals receive a considerable amount of information in many ways, auditory, visual, tactile, and emotional stimuli can all be a source of new information. To acquire information is to search both internally and externally for elements that can affect the decision process. Each piece of information has great importance to the decision maker, either by improving the quality of the decision or by impairing the ability to decide given that the amount of information is so great that the performance will be deteriorated (Di Caprio et al., 2014) . When information reveals itself and is processed by the decision maker, it is possible to move from a situation of uncertainty to a situation of risk, that is, the decision maker now knows enough information about the problem and can at least subjectively infer a probability for each outcome (Di Caprio et al., 2014) . Pretz, Naples, and Sternberg (2003) discuss the role of experts and the fact that too much information can actually impair the decision process. An expert possesses a great deal of knowledge, acquired by experience and information gathering. The authors propose that when an expert in chess plays with slightly different rules, the performance will actually be worse than that of a player that is new to chess and plays the same modified game as the expert. Experts are also said to be able to construct a more robust representation of a problem (Maitland & Sammartino, 2014) . However, too much information can become suboptimal for the decision maker (Di Caprio et al., 2014) and not enough information will prevent the decision maker from calculating risks properly and brings the decision process to one state of most uncertainty (Taghavifard et al., 2009 ). On the other hand, Frey et al. (2014) propose that there is no way to determine when the right amount of information is reached and no further acquisition needs to be done, at least in decisions from experience, although they also say that there may be benefits in small samples and frugal search. The question that remains is, how does a decision maker knows that he/she acquired enough information to go through with the process?
The question above regards information acquisition and when individuals stop searching for information and proceed to a decision. Gigerenzer (2000) proposes a model of "fast and frugal" processes used to decide in environments where both time and knowledge are restricted. By searching past information and knowledge in order to recognize elements regarding the decision and cues about those elements, the Take the Best (TTB) heuristic searches for the best cue in order to make a choice. In the experiments depicted by Gigerenzer (2000) when people where asked which of two German cities was the most populated, it is most likely that an individual will use TTB if she decides only by the fact that she recognizes one of the cities. Even so, the individual might seek cues about each city from memory. According to the subjective validity of the cue, the one with the highest ranking is considered the best and thus appropriate for a decision. Very little information search and acquisition is made and, according to the author, decisions are effective in most attempts. Stern, Gonzalez, Welsh, and Taylor (2010) conducted and experiment in which individuals were presented with two decks with varying proportions of red and blue cards. Four draws of cards were made and at each draw the individual would have to state from which deck the card had been drawn from. Each draw represented new information about the decision. After all four draws participants would have to make a final decision as to which deck supplied the cards for the draws or they could decline to choose. It is clear that each new information presented changed or reaffirmed the decision made by the individual. When conflicting information was presented (two draws were red cards and two were blue) individuals mostly declined to choose, inferring a 50% chance to each deck. When all draws were the same color, by the third draw individuals were already confident from which deck the draws were made. (2013) have probed the use of stopping rules in information acquisition by individuals. Stopping rules might determine the moment where the decision maker stops, or should stop, searching for information and actually decide. The authors reviewed some options of stopping rules that might require higher or lower cognitive demands. The first one is the so-called optimal stopping rule for evidence accumulation. It is based on Bayesian inference and implies that there should be an optimal number of pieces of information that need to be acquired. In the example proposed by Fific and Buckmann (2013) , the optimal stopping rule is three. This number represents that the individual will search for positive (+1) and negative (-1) pieces of information and will only stop searching when the sum of the search reaches either +3 or -3, in which case the individual will choose the option represented by the positive or negative sum, in their example to proceed or not with a risky cancer treatment. This task, however, may not be so easily executed. In order to calculate the optimal number there is a need to have an almost perfect knowledge of the situation and enough calculating skills to solve it through sequential Bayesian probability (Fific & Buckmann) . This option requires great amounts of time, knowledge and cognitive abilities.
Fific and Buckmann
In most cases in the real world there are limited amount of each available to the decision maker. Fific and Buckmann (2013) then propose a stopping rule selection theory based on bounded rationality. They suggest two rules that do not depend on high amounts of knowledge about the environment and the situation. The first one is called the fixed sample size. This rule entails that the decision maker will determine a sample size before the beginning of the information search process, for example five. The individual will then search for information and will make a choice based on the valence that appears the most (positive or negative). In this case, if three out of five information are positive, then the individual will accept or decide towards that information. The other one is called runs stopping rule. In this case the decision maker will begin the search for information without determining a fixed sample. The individual will stop searching when a consecutive streak of either positive or negative pieces of information is found, three consecutive positive opinions for example.
The stopping rule selection theory proposes that each individual might use different stopping rules given time and cognitive efforts available (Fific & Buckmann, 2013) . That is because there is no evidence that one single stopping rule can account for all responses . According to Fific and Buckmann (2013) each individual will search a decision operative space in which the rules and values are stored. Given a decision situation the individual will then retrieve a stopping rule -a process that the authors call cast-net retrieval. Much like fishing, each individual will select a space and a net size to cast and retrieve a stopping rule that will be applied. What is considered in order to cast a net in the decision operative space is the level of uncertainty in the environment, time frame, cognitive demand, and accuracy expectancy (Fific & Buckmann, 2013) . After the stopping rule is selected, the individual will then proceed to collect information and finally decide.
Other elements also influence the information acquisition process. Frey et al. (2014) found that a facial expression of fear or the subjective feeling of fear both causes the individual to search for more information. Söllner et al. (2014) discovered that when intruding incompatible information appears, individuals trained in the TTB heuristic would not stop searching for information when they were supposed to if following TTB. Individuals rather adapted their information search, choice and confidence judgment processes to the content of such intruding information. Motivation can also play a role in information acquisition and goal pursuit (Ballard, Yeo, Loft, Vancouver & Neal, 2016) . The amount of information available and acquired by each individual may increase or decrease complexity levels in the decision situation, much like what happened with the intruding information.
Complexity
Uncertainty, according to Nobre, Tobias, and Walker (2010) , is intimately connected with complexity. As was already discussed, uncertainty is closely related to the amount of information acquired and processed by a given individual and the understanding of the situation at hand. With more information about a situation it is easier for an individual to calculate probabilities (either objective or subjective) and assess risk levels (Taghavifard et al., 2009 ). However, the more complex the environment or the task presents itself, the more difficult it is to collect and interpret information, and reduce residual uncertainty. Brum (2011) states that complex systems are affected by the emergence of phenomena resultant of nonlinear interrelationships that may throw the system out of its natural balance requiring that this disorder created must fall back into order by self organization. The decision-making process may share such description. After all, one needs to make a decision in order to reorganize some part of a greater system (that can be the individual itself or a group, say a family unit) that was shaken out of a state of balance by the emergency of a circumstance, fact or phenomena. In simpler words, one needs to eat if one feels hungry. The greater system that is the body needs nourishment. Food intake must be provided. At this point the system is in disorder, out of homeostasis. Self organization occurs when that individual eats something. The decision in this case is as simple as choosing what to eat.
A human being is an open system that also participates in other equally open systems. There is a perpetual exchange of information, matter and energy (Brum, 2011) between the outside world and the inside part of any system. The higher the level of exchanges, the more complex the system is. Nobre et al. (2010) state that systems may vary in structure and interactions. They may be extremely simple and stable, or complex and dynamic. At the core of the interactions between the parts of a system are its abilities, defined by Nobre et al. (2010) as cognition, learning and knowledge capabilities. The greater the complexity of the environment, more information and cognitive abilities must the individual have in order to make an adaptive decision. Campbell (1988) conceives of complexity in three ways. The first regards complexity as a psychological experience. The main point in this view is that the reactions of the individual to the task outweigh the characteristics: increases in task complexity may tax cognitive resources and lead individuals to employ strategies that minimize the amount of information considered. Experience with the decision context may minimize the impact of complexity, however, with knowledge and strong preferences leading to a more focused, information-minimizing search (Queen, Hess, Ennis, Dowd, & Grühn, 2013) . Individuals cope with complexity within the decision process by simplifying the dimensions existent in the problem. They essentially withdraw certain dimensions in order to diminish the amount of information and calculations required to consider the alternatives and outcomes.
A second aspect of complexity is the opposite of the first, with complexity as an interaction between the person and her abilities in relation to the task demands. As stated by Simon (1959) , "As the complexity of the environment increases, or its speed of change, we need to know more and more about the mechanisms and processes that economic man uses to relate himself to that environment and achieve his goals" (p. 279). The way the task presents itself to the individual and also the way it is perceived are important to determine the decision-making conditions. Problem representation (Pretz et al., 2003) and the framing effect (Kahneman, 2011) are examples. If a task presents itself in an ill structured manner or the decision maker does not have sufficient ability to understand the facts pertaining to a problem, the level of perceived complexity will be higher.
From a third and final perspective, complexity is an objective task characteristic (Campbell, 1988) . In this view, complexity is related to and influenced by a myriad of task characteristics. How a task is set up ranging from information load, number and magnitude of stimulations, existence of subtasks and conflicting or non-conflicting paths and possible outcomes, among other qualities, may cause variations in complexity levels. All of those can require high cognitive demands from an individual. The most important fact in this perspective is that the task can present itself in many ways and the configuration of the task will increase complexity levels (Campbell, 1988) . There is no way to gauge which of the task characteristics will determine an increase and/or decrease in complexity. Each particular task may present itself with a combination of any characteristics. For example, a task can have a great amount of information and multiple paths for the decision maker to choose from. That alone can set up a highly complex environment. However if the outcomes for each alternative are easily distinguishable and the decision maker has a very clear set of preferences than there should not be a significant amount of complexity, given that the information load and the multiple paths will not matter, the preferred outcome will be easily chosen. Campbell (1988) also proposes an integrative framework for complexity. It would arise in the presence of various paths to reach the desired state, the presence of multiple outcomes, the presence of conflicting interdependence within the paths and the presence of uncertain links among paths and outcomes. All of these require acquisition and analysis of information. The information load, diversity and rate in which it changes are closely related to the task attributes and very influential on perceived task complexity (Campbell, 1988; Di Caprio et al., 2014) . The term perceived is used because acquirement and analysis of information depend on cognitive capacity and performance by the decision maker, so a given individual might perceive a task as very complex whereas another individual might perceive it with a low complexity level. In essence, complexity depend both on subjective and objective criteria regarding characteristics pertaining to the task and the individual and its relation to the task. The decision-making process can suffer from the intricate complexity amongst the alternatives while considering each path that can be chosen and the consequences of that action (Taghavifard et al., 2009 ).
Decisions in dynamic scenarios
The elements and characteristics of decision-making discussed so far (uncertainty, risk, information acquisition and complexity) are prevalent in the decision process. In a given situation there might be varying levels of uncertainty, information load imposed, satisficing threshold, risk levels, etc. Real world situations are constantly changing and those changes might significantly alter the characteristics of the situation. In other words, they are mostly dynamic, rather than static. Decision makers must know when they are facing dynamic environments in order to adjust decision strategies and processes.
Dynamic decisions occur because of certain environmental elements that must be considered, such as importance, time frame and degree of individuality (Gomes, 2007) . Dynamic changes in decision scenarios can produce changes in perceived expectations of rewards (Mushtaq, Stoet, Bland & Schaefer, 2013) , for example. The objective characteristics of the task in complex systems also may turn a static decision scenario into a dynamic one. Given the information load, number of alternatives and the rate of change of information, a decision can become more intricate. Lastly, each individual´s preference will have a role to play (Simon, 1955) .
We may consider a decision such as buying shampoo. One person may not care that much about brand, specific type of hair that the shampoo attends to, perfume, or other additional characteristics it may have. In that case, the choice is fairly easy, it might either be a purchase following an advice or a price based one. That is a situation with low risk of hazard, but also low opportunity. There is no need to calculate probabilities of outcomes since they will not end in drastically different perceived outcomes. Although high in uncertainty about different characteristics, the information the individual has is enough in order to make a decision. Satisfaction should be attained easily since this decision is of no greater importance and pertains only to this individual.
In order to evaluate how dynamics may play a role even in simple decisions, let us regard a consumer behavior scenario. A different person needs shampoo. She needs a specific type of shampoo given her hair type. Moreover, this person needs the shampoo to have certain vitamins and it must have a nice perfume. Any brand cannot suffice, it must be one that is renowned, however it must be within a reasonable price. When asking some friends, all kinds of advices were given, some were positive about some brands, some were negative about other brands. After all advices she got down to a list of mainly four potential brands. This scenario portraits a more dynamic environment; uncertainty is higher, risk of hazard (both physical and emotional) is higher, complexity given the information load and dimensional features is also higher and finally the satisfaction threshold is fluctuating (this person might settle for a more expensive brand given the benefits and vice-versa). Importance here is great, as this person values her hair very much. Even with all the information, the individual summed up a list of four brands. That means multiple paths and multiple outcomes are available. The advices she received were not enough to allow her a single path choice. In this case, the individual is susceptible to new, conflicting or not, information. A single advertisement or a new advice from a friend or professional can affect the whole process. The possible brands the individual might consider as a viable option can either increase or decrease.
Choice in real life are dynamic with interactions between different stages and information (Halpern & Leung, 2015) . That interaction and the results that come from it changes criteria linked to the decision and the environment. Some strategies proposed by game theory and applied to everyday decision-making can serve as an example. The case of brinkmanship, or pushing dangerous events to the limit of disaster one example (Dixit and Nalebuff, 2008) . In this situation, agents use brinksmanship in order to force the other party to accept their terms. In most cases, the strategy is only used as a last resort. When this strategy is used uncertainty and risk change dramatically.
An example of such changes goes as follows: two countries are negotiating the end of a trade embargo. Peaceful negotiations are happening and at this stage there are several scenarios that can be played and levels of deals that can be reached. So far, risk and uncertainty remain at an economic level. Now suppose one of the nations gets tired of negotiations and starts using brinksmanship to try and seal the deal on its own terms. Should the opposing nation decline the terms, there will be a nuclear strike on its cities. Now, what was once an economic discussion is also a matter of homeland security. Also, where there had been hundreds of possible combinations of a deal, now there are only a few: the opposing nation accepts the deal and there is no nuclear war; the opposing nation may call on the threat and either receives a nuclear strike or see that the threat was actually a bluff, in which case the scenario will dramatically turn once again. From a single unilateral decision, there has been a large change in the environment, time necessity, uncertainty and risk within the whole decision. Bland and Schaefer (2012) , in the discussion about the S-R-O models, further explain the actions of a dynamic decision scenario. They propose a scenario where people would choose a particular restaurant because they know that roughly about eight out of ten times they go there their favorite dish will be available.
That will remain true and steady, given that the scenario show no signs of possible changes. However, Bland and Schaefer (2012) propose, imagine that the chef is not the same anymore. Thus what was once a 80% chance of having the favorite dish served is now different (and uncertain) because there is little information about the new chef. A dynamic change altered most of the decision-making settings for this particular type of problem. These changes may elicit an expectation of decrease in rewards (Mushtaq et al., 2013) which may change the whole decision process.
Dynamic and/or static scenarios are part of any decision. They can emerge via aspects that can change given environmental factors involved in the scenario. As it was seen, dynamic scenarios will required greater cognitive capacity and information interaction from the decision makers. Many times, given the characteristics and requirements brought forward by dynamic or static decision-making, individuals will tend to choose different strategies in order to resolve the problem at hand. Much like the cast net retrieval (Fific & Buckmann, 2013) , decision makers will search for known and/or comfortable strategies in order to resolve the different aspects involved and proceed to a decision.
Strategies in decision-making
Decisions involve a choice amongst several alternatives. Before the choice is actually made individuals must choose the criteria on which to rely in order to pick an alternative. The larger the set of alternatives and the criteria available, the more complicated and cognitively demanding is the process of choosing. In order to try and solve problems or to reach a decision, individuals resort to strategies based on methods that they may not even be aware of. Some of these behaviors and strategies violate the assumptions made by normative decision theories. Amongst such strategies are those discussed by game theory, heuristics, and multiattribute decision-making. Dixit and Nalebuff (2008) explain several strategies used in game theory, from the most basic ones, like in the prisoner dilemma, to more complex ones such as creating a political strategy for an election campaign. Mainly used in negotiation of all sorts, it involves information acquisition and an alleged knowledge of the opponent´s action and reaction to a given decision or environmental setting. Game theory proposes very objective views regarding a scenario analysis. There are tools that can be used: decision trees, payoff matrixes and backward reasoning. A decision tree is simply a graphical way to represent a problem and the paths available. It can represent the actions both individually or of every individual in the game. With the decision tree, for visualizing the paths and outcomes, and the payoff matrix, for weighting the payoffs for each outcome, the decision maker can resort to backward reasoning to help in the decision-making process.
Game theory rests on a mathematical foundation. In the prisoner dilemma, for instance, it is mathematically proven that it is in the best interest of both players not to confess to the crime (that way both will suffer the smaller conviction time). In another application, it is often thought that penalty kicks in soccer are something of a "lottery", meaning one can never precisely say if it will be converted in a goal or not. However, it is possible to calculate a more probable manner to both kick and defend a penalty kick. But still there are psychological and emotional elements to every decision process. Those may come into action given the different levels of the aspects involved in the decision scenario.
Even though many strategies can be followed in a decision process, many times people choose to use cognitive shortcuts or heuristics. Heuristics are a well known subject of study in the judgment and decisionmaking field. Most famously studied by Amos Tversky and Daniel Kahneman, it is one of the most important topic related to decision-making. Heuristics are a sort of shortcut to reach a decision, many times violating the assumptions of normative theories and game theory. They are based on certain criteria and sensible to how the problem is presented to the decision maker. Representativeness, availability, adjustment and anchoring (Tversky & Kahneman, 1974) are the main heuristics individuals may use. Each one of these heuristics may lead to cognitive biases that might hinder the decision itself. Detailed discussions of this topic can be found in Tversky and Kahneman (1974) , Brighton and Gigerenzer (2012), Gigerenzer (2000) , Hogarth (1991) , Kahneman (2011), Pachur, Todd, Gigerenzer, Schooler, and Goldstein (2011) . As it pertains to this essay, heuristics and biases can be considered as one of the strategies individuals indulge in order to decide in a scenario comprising the factors discusses thus far. Mintz, Geva, Redd and Carnes (1997) discuss two main strategies, one alternative-based, more complex and demanding involving compensatory tradeoffs; and one dimension-based, less complex and demanding involving non-compensatory tradeoffs. Information has a pivotal role in the strategy selection regarding the static or dynamic environment where the problem is set upon. The authors developed a platform that can be used to trace the process of analyzing the strategy choice. For each problem there is a matrix composed of the alternatives and decision dimensions. By conducting an experiment they found that decision makers consider different strategies to arrive at a decision. They first start with cognitive heuristics to diminish the number of possible alternatives in a dimension basis and then conduct an alternative based decision.
Decision-making Processes: Integrating The Concepts
Deciding involves weighing the potential outcomes, their consequences and the probability embedded in any course of action (Taghavifard et al., 2009) . In order to do so, an individual must be able to acquire and process several pieces of information that may come in several types and amounts. The information obtained during the decision process allows the decision maker to assume or calculate with more accuracy the alternatives, outcomes and mainly the probabilities of them happening (Taghavifard et al., 2009) . However, there is no need to choose one single alternative. Given the right amount of information and calculation one can, obeying a set of preferences, assemble a mix of alternative choices.
If one is to decide under utter uncertainty, it is likely that risk, criteria and alternative assessment will be mainly based on the individual´s attitude towards the unknown (Taghavifard et al., 2009 ). Tversky and Kahneman (1992) , Ariely (2008) , Zhan, Gu, Wu, Broster, Luo, Jiang & Luo (2013) amongst others provide some examples of behavior under some degrees of uncertainty. Normally, individuals will use different strategies in order to resolve the problem. Some strategies, if ill planned, may lead to biases that will hinder the decision process. Many of the mistakes made by individuals' lies on the fact that they are not able to promptly and properly calculate risks (be that by an emotional or cognitive incapacity). Taghavifard et al. (2009, p.6 ) state that in a risky scenario individuals make mistakes mainly because of "false assumptions, not having an accurate estimation of the probabilities, relying on expectations, difficulties in measuring the utility function and forecast errors". Those aspects are closely related and an actual effect of fluctuating levels of uncertainty, information acquisition, cognitive processing and behavior. As far as complexity goes, the integrative framework proposed by Campbell (1988) covers some important points, mainly because of its relationship with the task as presented to the individual. This framework proposes multiple paths and outcomes and also considers the conflicts that may emerge from these paths. The information load, information diversity and the rate of information change are thus vital characteristics to the decision process. Combining these characteristics results in higher cognitive demands in order to analyze the paths and calculate possible outcomes, its probabilities and risks associated.
So far we have discussed that decision-making is comprised of different factors. Studies in the area tend to consider those factors separately. However, we posit that, given what was seen so far it is possible to assume that the decision process can be influenced by a combination of those factors, and that they may vary in intensity. The factors posited as components in the decision process are the ones discussed above: uncertainty, risk, information acquisition, complexity (composed by information load, information diversity, and rate of information change), static/dynamic scenarios, and decision strategies. The factors may interact with each other in different ways and degrees, however we posit that decisions will in most cases be comprised these interactions.
They can be differentiated in two separate albeit complementary groups: key factors and environmental factors. The key factors are those that will be present in any decision whatsoever. They are risk, and uncertainty. As was discussed above, in every decision there will be some measure of uncertainty and risk. In order to solve the key factors, individuals will be prompted to use their cognitive capacities in order to understand the problem as it is presented to them. Scenario presentation is the first step of the information acquisition process. They will promote the need for information acquisition and will be modulated by the results of the process, thus influencing in the perceived complexity and other characteristics. As individuals perceive the scenarios, they will have enough information to begin the acknowledgment of the environmental factors.
The environmental factors are those that can modulate or be modulated by factors external to the individuals. Perceived complexity can be higher or lower given the knowledge possessed by the individual. However, it can also vary given factor that are not controlled by them. Information load diversity and rate of change are sometimes modulated by other agents or events. They will influence the decision process as a whole. As it was seen before, higher complexity can lead to procrastination and suboptimal decisions. Perceived complexity is closely linked with information acquisition. The process of gathering information about the scenarios and alternatives will incur in changes not only on the key factors, but also on other environmental factors as well. Optimal amounts of information will provide the individual with the best levels of uncertainty, risk, complexity and scenario state available. This may facilitate the choice of the decision strategy or strategies.
Another environmental factor is the dynamism -or lack thereof -of the decision scenarios. As it was discussed above, the state of a given scenario can drastically alter the levels of the factor (both key and environmental). Dynamic scenarios will normally manifest themselves as high in complexity and may hinder the information acquisition process. These changes will modulate uncertainty and risk calculation, but not always it will make them seem higher. For an expert, a dynamic scenario might present itself as an easily solvable problem, given that the individual will have enough knowledge to act almost automatically to the cues presented.
In this sense, it is possible to assume that in a given decision scenario the key and environmental factors are somewhat connected and can modulate or be modulated by each other. Moreover, all factors may or may not be in play at the same time (Campbell, 1988; Di Caprio et al., 2014; Dixit & Nalebuff, 2008; Gomes, 2007; Kahneman, 2011; Simon, 1959; Taghavifard et al., 2009 ). There still is a gap in theoretical and empirical evidence to clearly determine if those connections are actually in play and the degree and direction in which the modulations occur. We propose in Table 1 a suggestion of how the factor may be connected. It depicts the factors and how they can vary and or be affected by each other. It is important to note that the factors may repeat given the different characteristics of the environment or task.
A first aspect to be considered relates to environmental elements. They may shift the environment from static to dynamic. The higher the intensity of the elements, the more dynamic the environment presented to the decision maker will be. If a scenario is dynamic it poses a more pressing challenge on the decision maker in order to successfully respond to the elements. Brehmer (1992) states that the study of dynamic decisionmaking needs to attain more attention in psychological research although it is somewhat difficult to fit dynamic situations in normative standards, and experimental methods might lack the proper power to do so. Moreover, environmental elements, such as time constraints, influence the way the decision maker acquires information (Di Caprio et al., 2014) . Without information the decision maker will have his capacity to infer probabilities regarding the decision at hand severely hindered.
Organizational settings present relevant examples of highly dynamic decision problems (Gomes, 2007) . Consider a group that is responsible for drafting the budget for the next fiscal year in a company. The individuality degree is very low, the decision is made in a group setting and affects a large number of people. It is of great importance because it represents the immediate future of the company. It has a tight time frame, it is normally done with no more than a couple of months up until the deadline. The information load is considerable, and data needs to be considered from each and every part of the company. From Human Resources to macroeconomic indexes, every bit of information needs to be considered. Moreover, information may change rapidly. New laws, economic policies, bad performance, employee strike, are among a very wide range of possible changes that can occur. Given the amount of information load and the rapid rate of change of information there are literally millions of possible alternatives combinations that can be reached (Campbell, 1988) . Finally, the satisfaction threshold is very hard to reach. Every stakeholder has a specific satisficing threshold. The scenario depicted is highly dynamic and is one that happens at least every year for most of the organizations around the world.
This scenario necessarily entails that the group will probably never acquire enough knowledge in order to diminish residual uncertainty to a minimum and make a decision with risk and probability properly calculated and weighted amongst the alternatives. In order for this group to reach a decision they will be forced to acquire a great amount of information from data of the year's performance and of economic indexes. After the information is acquired they will have to process that information and also calculate what they mean in order to forecast scenarios and provide possible alternatives for the company´s future. That requires great cognitive capacity. Since high residual uncertainty is the most likely depiction of uncertainty, the group will base its choice on subjective probabilities highly influenced by each member preferences and past knowledge. But in order to reach a decision all risks must be calculated, since a bad year for a company can reflect great hazards in all dimensions and a good year may present great opportunities for everyone. Alas, in this scenario risks are very hard to calculate and predict. In order to solve such a problem the group will certainly use different strategies. The opposite can also be true. A decision can be as simple as choosing what to eat for breakfast on a Sunday morning. There is no pressing importance, each person can take as much time as they want, the set of preferences regarding food is quite explicit and firm therefore satisficing threshold should be fairly easy to attain. There is also no need for much information and there is little probability of it changing. This static environment produces very low residual uncertainty (Pretz et al., 2003) given that each person knows what they like to eat for breakfast, there will be little risk of hazard nor does it present a huge opportunity. There is little need for large consumption of cognitive processing resources. The decision maker should simply follow a simple maximization strategy: will I have toasts and coffee or pancakes and milk?
Concluding Remarks
In this article we aimed at discussing a theoretical approach to decision-making in view of an updated collection of crucial aspects and/or parameters. Those are prime candidates for a possible integrative, empirically testable model in the near future, given the amount of novel evidence amassed. A first approximation to such a model proposes decision structure to be influenced by mutually influencing factors uncertainty, risk, and complexity. Moreover, those factors are influenced by the importance, time frame, individuality degree, levels of information and rate of information change involved in the decision, what is conceptualized here as environmental factors.
Variations in the levels of those factors can modulate or be modulated by information acquisition, levels of perceived complexity and dynamism in the decision scenario. As it was proposed in Table 1 , there are several ways in which the factors can vary the levels of other factors and thus influence the result of a decision.
Decisions are complex and intricate phenomena and there is a lack in the theoretical and especially experimental literature as to the integration of the different factors that play a pivotal role in a decision. This fact is supported by the difficulty in properly managing and controlling a scenario with large amounts of variables in experimental conditions. Most studies tend to focus on one or two of the factors in an experiment (Mushtaq et al., 2013; Bland & Schaefer, 2012; Di Caprio et al., 2014) . As we tried to discuss, there is a possible connection between the factors that is, to the best of our knowledge, somehow overlooked by theoretical research and experimental paradigms. We posit that the insertion and manipulation of different factors can shed light and aid the explanation of the decision process as a whole. Moreover, it can help explain deviations from normative theory and the use of heuristics and biases (Tversky and Kahneman, 1992) .
A decision is comprised of a myriad of stimuli and actions. As individuals decide, they tend to search for information in different manners (Fific & Buckmann, 2013) . They will be confronted with varying levels of uncertainty and risk (Taghavifard et al., 2009 ). As information is processed, complexity and dynamism in the scenarios may arise (Campbell, 1988; Halpern & Leung, 2015) . Key and environmental factors are connected in such a manner that it is possible to state that they are present, jointly, in any decision, ranging from the more mundane to the most intricate one. The importance of the integrated view posited in this essay is that the effects of the factors may be perceived in the optimality of the decision. Moreover, there is a limited amount of cognitive capacity that each individual will possess in order to solve a given decision (Simon, 1995) . Given these constraints, it is imperative that the decision process would be analyzed in an integrated fashion, in order to better determine which factor (or combination of) will prove to be most influential in a given decision scenario.
Technological and theoretical advancements might enable researchers to attempt to further illustrate the interactions and modulations occurring with the factors within a decision situation. This claim is made given the importance that uncertainty, risk and complexity play on decisions. Since they are mainly modulated by environmental factors and have a great impact on the psychological and cognitive processing of individuals facing a problem, it is important that researchers start thinking about decisions in a wider picture. This is what this essay proposes. An integrative view of decision factors as a theoretical start. It is a first opening to an approach where decisions need to be measured as a whole. Most studies thus far look at the factors in a separated way. However, as in any complex system, the sum of its parts does not equal the whole. The unity of a decision situation can be different, more complex and intricate. A miscalculation of risk, a choice of a heuristic or other decision strategy or the biases that emerge, can have different loci if the whole is considered. It might not be just a question of cognitive capacity or lack of information. There may be time constraints or quality of information, for example.
Through this essay we intended to contribute to evolving trends in theoretical, methodological, and practical issues regarding the study of decision-making, as well as to management practice. The contributions to theory and practice were discussed above, as an integrative way to the devising of decision scenarios
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in experimental paradigms for empirical research. Contributions to management practice lies on the fact that managers and collaborators alike can benefit from this integrated view. Understanding the different aspects of decision-making and how they interact can further aid the individual and social decision-making processes within organizations. That might lead to improved decision training techniques, groups and team formation, personnel selection, amongst other important issues. It is possible, we propose, that with this integrated view, companies will be able to perfect training programs in order to educate individual and group decision making given the many possible integration between the factors. It will be possible to navigate through decision scenarios in such a manner as to better understand its factors, facilitating strategy and heuristic choice (Kahneman, 2011) and a more optimal definition of satisficing levels (Simon, 1955) . We believe these advancements will promote a easier path to more optimal decisions and the adequate choice of decision strategies.
Finally, this paper proposes a new, in-progress, encompassing approach to observe decision-making and possibly advance its understanding. Further studies are necessary in order to further improve the theoretical outline proposed here. Moreover, there is the attempt to create and/or adapt experimental decision paradigms in order to include more factors in a rigorous and operationally proper way.
