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1 Einleitung 
1.1 Motivation und Problemstellung 
Die Komplexität moderner Softwareprojekte nimmt durch die wachsende Zahl von 
Abhängigkeiten und durch zunehmende Anforderungen immer weiter zu. Um trotz 
dieses Trends die Erfolgsaussichten eines Projekts zu gewährleisten, haben sich ver-
schiedene Methoden zur Qualitätssicherung etabliert. Ein wichtiger Faktor für den 
Erfolg ist ein geringes Maß an Fehlern in der veröffentlichten Software, weshalb 
das regelmäßige Testen der zu entwickelnden Software einen größeren Stellenwert 
eingenommen hat. So finden inzwischen oft agile Vorgehensmodelle Anwendung, 
bei denen das Produkt regelmäßig getestet wird und die Anforderungen neu evalu-
iert werden [vgl. Dingsøyr et al. 2010, S. 4]. 
Die Basis des automatisierten Testens bilden sogenannte Unittests, welche einzelne 
Komponenten des Codes kontinuierlich testen. Abgesehen von der Kontrolle der 
Funktionstüchtigkeit einer Software, erlauben sie außerdem, die Testabdeckung zu 
berechnen. Diese Metrik beschreibt das Verhältnis von getestetem zu ungetestetem 
Code und dient damit als Qualitätsindikator in Entscheidungsprozessen. 
Ein weiteres Hilfsmittel, um die Komplexität der Projekte vereinfacht betrachten 
zu können, gibt es bereits in den 1990er Jahren in Form von UML-Diagrammen1. 
Diese stellen Ausschnitte eines Softwareprojekts unter verschiedenen Gesichts-
punkten vereinfacht dar. Einhergehend mit der gesteigerten Rechenleistung wird 
inzwischen auch an aufwändigeren Visualisierungen geforscht. Das Institut für 
Wirtschaftsinformatik der Universität Leipzig arbeitet zu diesem Zweck an einem 
Softwarevisualisierungstool namens Getaviz, welches zur Erkundung von Soft-
wareprojekten in einer dreidimensionalen Darstellung eingesetzt werden kann [vgl. 
Schilbach 2018]. Hierzu verfügt die Anwendung über zahlreiche Features, die eine 
Untersuchung des visualisierten Projekts unter bestimmten Gesichtspunkten er-
möglicht. Beispiele für solche Features sind die Untersuchung von Relationen und 
Antipatterns. Da im bisherige Funktionsumfang von Getaviz eine Betrachtung von 
                                                 
1 Bei UML (Unified Modeling Language) handelt es sich um einen Softwaremodellierungs-
Standard der OMG (Object Management Group). Weitere Informationen: 
www.omg.org/spec/UML/2.5. 
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Testabdeckungen nicht möglich ist, soll eine solche Funktionalität als Teil dieser 
Arbeit implementiert werden. 
 1.2 Ziel und Aufbau der Arbeit 
Da in vielen Softwareprojekten ein bestimmtes Maß der Testabdeckung verlangt 
wird, gibt es verschiedene Projektbeteiligte, die berechtigterweise ein regelmäßiges 
Interesse an Informationen zur Testabdeckung haben. Diese können beispielsweise 
die Entwickler:innen selbst oder Qualitäts- und Projektmanager:innen sein. Da Ge-
taviz den Anspruch hat, bei der Beurteilung der Softwarequalität zu unterstützen2, 
ist es daher auch von Bedeutung, die Testabdeckung anzeigen zu können. In dieser 
Hinsicht kann argumentiert werden, dass Getaviz durch die Abwesenheit dieser 
Funktion zur Zeit der Erstellung der vorliegenden Arbeit einen Mangel aufweist. 
Um eine Erweiterung zu diesem Feature anbieten zu können, setzt sich diese Arbeit 
zum Ziel, einen ersten Prototyp durch einen iterativen Design-Prozess zu imple-
mentieren und zu evaluieren. Mit der Wahl dieses Vorgehens wird beabsichtigt, ein 
breites Spektrum an Visualisierungs-Lösungen für den zu realisierenden Anwen-
dungsfall zu testen und durch das Feedback von Testpersonen Usability-Probleme 
frühzeitig zu erkennen. 
Die vorliegende Arbeit ist in acht Teile gegliedert. Im folgenden Kapitel 2 werden 
die benötigten Grundlagen der Softwarevisualisierung und Testabdeckungen er-
klärt. Im Anschluss folgt in Kapitel 3 die Konzeption des Prototyps, in der die An-
forderungen an die zu implementierende Erweiterung festgehalten werden. In den 
Kapiteln 4 und 5 wird zunächst die Konzeption der Evaluation und darauffolgend 
die Durchführung dieser dokumentiert. Letztere beschreibt, wie die Design-Ent-
scheidungen für den Prototyp anhand der Testergebnisse getroffen und nach und 
nach umgesetzt wurden. In Kapitel 6 wird schließlich der finale Stand des Prototyps 
nach Beendigung der dritten Evaluation vorgestellt. Um das gewählte Vorgehen und 
die erbrachte Leistung wissenschaftlich einzuordnen, folgt in Kapitel 7 eine kriti-
sche Betrachtung der Untersuchungsergebnisse. Zum Schluss vervollständigt Ka-
pitel 8 die Arbeit mit einem Fazit und einem Ausblick. 
                                                 
2 Weitere Informationen in der README.md auf www.github.com/softvis-research/Getaviz 
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 2 Grundlagen 
2.1 Softwarevisualisierung 
Die Softwarevisualisierung ist ein Bereich der Informationsvisualisierung mit dem 
Ziel, die Dokumentation sowie das Verständnis von Software-Projekten durch gra-
fische Mittel zu erleichtern. Dazu erforscht sie Möglichkeiten, die abstrakte Natur 
des Codes und die Artefakte des dazugehörigen Entwicklungsprozesses in einer ge-
eigneten Repräsentation zu visualisieren [vgl. Diehl 2007, S. 3]. Während es üblich 
ist, beispielsweise in UML, Software in Form von Diagrammen zu beschreiben, 
erlaubt die Softwarevisualisierung darüber hinaus durch computergenerierte Grafi-
ken, detailliertere und dynamische Visualisierungen zu gestalten. Auf diese Weise 
eröffnet sich eine Vielzahl an Möglichkeiten, den Programmcode und andere Soft-
wareartefakte in 3D-Szenen darzustellen. Anstelle von einfachen Formen und Kör-
pern können visuelle Metaphern verwendet werden, um darzustellende Entitäten, 
wie beispielsweise Klassen und Funktionen, durch verständlichere Konzepte zu 
veranschaulichen [vgl. Diehl 2007, S. 31]. Benutzer:innen solcher Visualisierungen 
können dadurch die Eigenschaften von und Zusammenhänge zwischen solchen En-
titäten in einer anderen Form betrachten. Die Verwendung gut gewählter Metaphern 
[vgl. Diehl 2007, S. 32] kann positive Effekte wie ein schnelleres und besseres Ver-
ständnis mit sich bringen und ebenso eventuelle Missverständnisse vermeiden [vgl. 
Erickson 1995].  
Die folgende Liste fasst die während der Recherche gefundenen Metaphern für 
Softwareprojekte zusammen: 
• City: Getaviz, CityVR [vgl. Merino et al. 2017] 
• Recursive Disk: Getaviz [vgl. Müller & Zeckzer 2015] 
• Circular Bundle View [vgl. Trümper et al. 2012] 
• Plant: Getaviz 
• Multisphere: Getaviz 
• Landscape: [vgl. Balzer et al. 2004] 
• Universe/Galaxy/Solar System: [vgl. Oberhauser et al. 2016; Graham et al. 
2004] 
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• 3D-Treemap: [vgl. Limberger et al. 2013] 
2.2 Getaviz 
Als Ergebnis der wissenschaftlichen und kommerziellen Erforschung des Gebiets 
der Softwarevisualisierung sind diverse Metaphern und Werkzeuge entstanden, 
welche die Exploration von Softwareprojekten erleichtern sollen. Getaviz ist ein 
solches Werkzeug der Universität Leipzig, welches die Struktur, das Verhalten und 
die Evolution von Softwareprojekten mit dem Durchlaufen einer Visualisierungs-
pipeline in dreidimensional darstellbare Daten umwandelt und anzeigt [vgl. Schil-
bach 2018, S. 79]. 
In einem Browser werden die entsprechenden Daten dann mittels X3DOM3 bezie-
hungsweise AFRAME4 angezeigt und ihre Visualisierung manipuliert. Die Konfi-
guration der Benutzungsoberfläche kann vor dem Start modifiziert werden, um die 
Erscheinung und Funktionen des Programms anzupassen. Derzeit unterstützt Ge-
taviz die in Abbildung 1 dargestellten Metaphern, namentlich City (a), Recursive 
Disk (b), Plant (c) und Multisphere (d). 
 
Abbildung 1. In Getaviz unterstütze Metaphern. [Baum et al 2017] 
 
Neben der eigentlichen Browser-Anwendung besteht die Visualisierungspipeline 
aus einer Generator-Komponente, welche für das Erstellen von 3D-Modellen 
aus .jar- und .war-Dateien eingesetzt wird. Diese erzeugt aus einem gegebenen Pro-
jektarchiv als Eingabe mittels jQAssistant zunächst eine Graphdatenbank, aus wel-
cher anschließend die relevanten Daten ausgelesen und in das gewünschte Modell 
umgewandelt werden. Außerdem verfügt Getaviz über einen Evaluationsserver, 
                                                 
3 X3DOM ist ein 3D-Visualisierungsframework auf Basis von X3D. Weitere Informationen: 
www.x3dom.org. 
4 AFRAME ist ein 3D-Visualisierungsframework für Webanwendungen auf Basis von ThreeJS. 
Weitere Informationen: www.aframe.io.  
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Aus der betrachteten Literatur hat sich keine trennscharfe Definition des Begriffs 
ergeben. Allgemein beschreibt der Begriff Testabdeckung in der Softwaretechnik 
das Ausmaß, zu dem ein Testobjekt getestet wurde. Das Ausmaß ist dabei zu ver-
stehen als die Anzahl durchgeführter Testfälle im Verhältnis zu der Anzahl aller 
möglichen Testfälle eines Testobjekts [vgl. Witte 2019, S. 52]. Ein Testfall über-
prüft, bezogen auf eine Softwareeinheit, für gegebene Vorbedingungen und Einga-
ben, ob das zu erwartende Ergebnis eintritt. 
Der praxisnahe Kontext, woraus sich die gebräuchliche Definition ergibt, sind dy-
namische Prüfmethoden [vgl. Witte 2019, S. 84f.], welche den Programmcode für 
den Test ausführen. In diesem Zusammenhang ist das Testobjekt als Teil des Quell-
codes zu verstehen. Ein Testfall beinhaltet hierbei unter anderem die Spezifizierung 
von Eingaben und Bedingungen, welche zur Ausführung des Testfalls verwendet 
werden. Für die Ausführung werden zu durchlaufende Schritte definiert und nach 
deren Ablauf das Eintreten definierter Endbedingungen kontrolliert. Während die 
Testabdeckung nicht in jedem Kontext quantifizierbar ist, lässt sie sich auf Code-
Ebene gut als prozentualer Wert berechnen. Man spricht in diesem Fall von einer 
Codeüberdeckung oder Codeabdeckung (code coverage). Codeabdeckungen kön-
nen weiter unterteilt werden, je nachdem wie die Anzahl der möglichen Testfälle 
gezählt wird. Diese werden im weiteren Verlauf als Abdeckungstypen bezeichnet. 
Da im Rahmen dieser Arbeit JaCoCo5 zur Berechnung der Codeabdeckung verwen-
det wird, werden nun, als Beispiele für Abdeckungstypen, die dort verwendeten 
Definitionen angegeben [jacoco.org 2021]: 
• Anweisungsabdeckung (statement coverage): Zählt Anweisungen auf 
Byte-Code-Ebene. Dadurch spielt die Formatierung des Quellcodes keine 
Rolle. 
                                                 
5 JaCoCo kann als Maven-Plugin (Java Buildtool) in den Buildprozess eingebunden werden, um 
Testreports zu erstellen: https://www.jacoco.org/jacoco/ 
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• Zweigabdeckung (branch coverage): Zählt If- und Switch-Anweisungen, 
welche Verzweigungen im Quellcode darstellen, wodurch in einer 
einzelnen Ausführung nicht mehr alle Zeilen durchlaufen werden können. 
Zweige können somit gar nicht, teilweise oder voll abgedeckt sein. 
• Zyklomatische Komplexitätsabdeckung (cyclomatic complexity): Zählt alle 
möglichen Pfade durch einen Codeabschnitt. 
• Zeilenabdeckung (line coverage): Zählt jede Zeile, in der eine Anweisung 
ausgeführt wird auf Byte-Code-Ebene. Falls eine Zeile in mehrere Zeilen 
kompiliert wird kann, wie bei der Zweigabdeckung, diese Zeile gar nicht, 
teilweise oder voll abgedeckt sein. 
• Methodenabdeckung (method coverage): Zählt Methoden. Eine Methode 
gilt als ausgeführt, sobald eine Anweisung im Methodenkörper ausgeführt 
wurde 
• Klassenabdeckung (class coverage): Zählt Klassen. Eine Klasse gilt als 
ausgeführt, sobald eine Methode der Klasse ausgeführt wurde. 
Praktisch wird in dieser Arbeit nur mit Codeabdeckungen gearbeitet, allerdings 
wäre der Anwendungsfall auch in gewissem Maße auf allgemeinere Testabdeckun-
gen übertragbar. Des Weiteren werden die Begriffe oft synonym verwendet, wes-
halb im weiteren Verlauf der Oberbegriff Testabdeckung verwendet wird. 
Anhand der Höhe der Testabdeckung lässt sich das Risiko auf unentdeckte Fehler 
im Testobjekt einschätzen. Es lässt sich jedoch nicht umgekehrt schließen, dass eine 
Software fehlerfrei ist, wenn während des Testens keine Fehler entdeckt wurden 
[vgl. Witte 2019, S. 11]. 
In der Praxis existieren verschiedene Möglichkeiten, Informationen über die Test-
abdeckung zu erhalten. In ihrer grundlegendsten Form wird die Testabdeckung als 
Prozentwert zur jeweilig betrachteten Entität, wie eines Pakets oder einer Klasse, 
angegeben. Für eine sehr detaillierte Betrachtung kann außerdem der Quellcode 
farblich hinterlegt werden, um die Testabdeckung einzelner Zeilen zu zeigen. Weit 
verbreitet ist die Interaktion mit Testabdeckungen durch Werkzeuge, die entweder 
in Entwicklungsumgebungen oder an anderer Stelle in den Build-Prozess von 
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Projekten integriert sind. In so generierten Ansichten wird häufig auf die Anzeige 
von Prozentzahlen und Statusbalken zurückgegriffen. 
2.4 Testabdeckung in der Softwarevisualisierung  
Da die oben beschriebenen Darstellungsweisen der Testabdeckung textbasiert sind, 
werden sie nicht dem Bereich der Softwarevisualisierung zugeordnet. Häufig wer-
den für Testabdeckungen auch in zweidimensionale Visualisierungstechniken wie 
Graphen beziehungsweise Baumdiagramme [vgl. Araya 2011], Heatmaps und Sun-
burstdiagramme [vgl. Beierle et al. 2017] sowie Treemaps [vgl. Radwan & Prole 
2015] angezeigt. Da bei diesen Methoden jedoch keine Visualisierung der Software 
stattfindet, werden sie lediglich zur allgemeinen Informationsvisualisierung ge-
zählt. 
Auch in Anwendungen der Softwarevisualisierung wird die Testabdeckung meist 
auf eine der bereits erwähnten Methoden eingebracht. Tooltips und HUDs (Head-
up-Display) werden zu diesem Zweck mit den Daten angereichert. Denkbar wäre 
allerdings auch die Visualisierung durch eigens dafür vorgesehene Elemente in der 
3D-Szene. Da in diesen Szenen Metaphern eingesetzt werden, würde die Darstel-
lung der Testabdeckungen davon profitieren, als stimmige Erweiterung der Aus-
gangsmetapher integriert zu werden. Eine „stimmige Erweiterung“ wäre in diesem 
Zusammenhang eine Metapher, welche auf dem Wissen der Anwender:innen über 
die Ausgangsmetapher aufbaut. Bis zur Fertigstellung der Arbeit konnten jedoch 
weder kommerzielle noch wissenschaftlichen Arbeiten gefunden werden, welche 
Testabdeckungen auf diese Weise visualisieren. Lediglich in „A 3D Metaphor for 
Software Production Visualization“ [vgl. Panas et al. 2003] wird eine Stadtmeta-
pher vorgestellt, welche Gebäude je nach Relevanz für ihre Stakeholder durch Feuer 
kenntlich macht.  
Obwohl keine konkreten Beispiele für dreidimensional veranschaulichte Testabde-
ckungen in Softwarevisualisierungs-Anwendungen gefunden werden konnten, ist 
es möglich, dass solche Projekte existieren. Insbesondere könnten sie eine solche 
Funktion besitzen, ohne in der hier untersuchten Literatur darauf einzugehen. 
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2.5 Usability-Engineering 
Laut ISO-Norm 9241-116 existieren zur Beschreibung der Gebrauchstauglichkeit 
oder Anwendungsfreundlichkeit (Usability) die Maße: 
• Effektivität zur Lösung einer Aufgabe, 
• Effizienz bei der Aufgabenbearbeitung, 
• Zufriedenstellung der User. 
Demnach fasst die Usability zusammen, wie gern und gut ein User eine Anwendung 
verwenden kann, um damit eine bestimmte Aufgabe zu erfüllen. Zusätzlich hebt 
Nielsen [vgl. Nielsen 1993, S. 25] für die Usability die Faktoren Erlernbarkeit, Ein-
prägsamkeit und Fehlerrobustheit als relevante Aspekte hervor (Abbildung 2).  
 
Abbildung 2. Systemakzeptanz und Usability in Anlehnung an Nielsen 1993. 
 
Usability Engineering bezeichnet die Disziplin, die sich mit der Verbesserung von 
Usability in Softwareprodukten befasst. Dafür werden verschiedene Verfahren, üb-
licherweise begleitend zum Entwicklungsprozess, angewandt. 
Ein Beispiel für ein solches Verfahren sind sogenannte Heuristische Evaluationen 
(siehe Kapitel 4.2). In dieser Art der Evaluationen werden Benutzungsoberflächen 
                                                 
6 Die Norm ISO 9241 ist ein internationaler Standard zur Beschreibung von Richtlinien der 
Mensch-Computer-Interaktion. 
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hinsichtlich ihrer Usability analytisch betrachtet. Zur Einordnung und Kategorisie-
rung von Usability-Problemen werden Mengen von Design-Prinzipien, auch Usa-
bility-Heuristiken, verwendet. In dieser Arbeit werden die Design Prinzipien nach 
Nielsen [vgl. Nielsen 1994] zur Kategorisierung der Befunde („findings“) verwen-
det. Auf diese Weise gesammelte Design-Verletzungen können durch ein „Se-
verity“- oder „Schweregrad“-Rating (SG) zusätzlich gewichtet werden [vgl. Heg-
ner 2003, S. 27].  
 
3 Konzeption des Prototyps 
3.1 Vorgehen 
Bevor die Implementierung des Prototyps beginnt, müssen Rahmenbedingungen 
sowie die zu erfüllenden Anforderungen definiert werden. Während des Entwick-
lungsprozesses soll eine möglichst hohe Anzahl an neuen Testabdeckungs-Features 
entwickelt werden. Ferner wird ein durch Zielstellungen getriebenes Iterative-De-
sign als Vorgehensmodell [vgl. Nielsen 1993, S. 105f.] verfolgt, welches drei Eva-
luationsstufen vorsieht, um den Stand des Prototyps auszuwerten. Davon ausge-
hend werden Design-Entscheidungen abgeleitet und in Form von aktualisierten 
Zielstellungen festgehalten. Der Ablauf der Evaluationen sowie die anschließenden 
Design-Argumentationen werden im Kapitel 5 „Durchführung der Evaluation“ aus-
führlich dargelegt. 
Da es sich darüber hinaus bei Getaviz um ein Opensource-Projekt mit Github-Repo-
sitory handelt, ist es sinnvoll, bereits von Anfang an eine möglichst nachvollzieh-
bare Versionshistorie über Git7 zu pflegen. Dadurch wird der Implementierungspro-
zess besser verständlich und gleichzeitig werden eventuell später erwünschte Ein-
gliederungen in das Hauptrepository vorbereitet. Die Versionsverwaltungs-Strate-
gie sieht dazu vor, einzelne Commits semantisch möglichst klein zu halten und Fea-
tures ebenso wie Bugs in kategorisierten Branches zu entwickeln. 
                                                 
7 Git ist eine Software zur verteilten Versionsverwaltung von Dateien: https://git-scm.com/ 
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3.2 Anforderungsanalyse 
3.2.1 Eingrenzung des Umfangs 
Da damit zu rechnen ist, dass das Entwickeln der neuen Features Seiteneffekte und 
Inkompatibilitäten mit vielen bestehenden Getaviz-Komponenten hervorbringen 
wird, ist mit diversen Komplikationen zu rechnen. Um die Komplexität einzugren-
zen, müssen daher vorweg gewisse Rahmenbedingungen abgesteckt werden. Diese 
lauten: 
• Die Implementierung wird ausschließlich auf Aframe und nicht x3dom ba-
sieren. 
• Der Generatorprozess wird nur für Java und nicht für C# erweitert. 
• Um die JAR-Dateien inklusive Testabdeckung zu erzeugen, werden aus-
schließlich Maven und JaCoCo verwendet. 
• Die neuen Testabdeckungs-Metaphern werden vorrangig für die City-Meta-
pher geplant. Die City-Metapher bietet Anwender:innen mehr Assoziatio-
nen und dadurch eher auf einem Stadt-Kontext aufbauende Metaphern. 
• Die Evaluationen werden ausschließlich mit der City-Metapher ausgeführt. 
Die einzelnen Punkte schließen jeweils eine oder mehrere Alternativen aus, die an-
dernfalls einen nennenswerten Doppelaufwand bei der Implementierung mit sich 
bringen würden, ohne einen Beitrag zum Test weiterer Funktionalitäten zu leisten. 
3.2.2 Funktionale Anforderungen 
Beruhend auf den Szenarien (Anhang 4) wurden im Rahmen einer Anforderungs-
analyse funktionale Anforderungen erarbeitet. Diese beschreiben essenzielle Funk-
tionalitäten, ohne die die Erweiterung keinerlei Nutzen hätte [vgl. Robertson 2006, 
S. 225]. Sie werden daher als bindend betrachtet und sollen im Laufe der Imple-
mentierung nicht zurückgenommen werden. 
/F1/ Generierung eines Modells mit Testabdeckung: Der Generator muss so er-
weitert werden, dass er aus einer JAR-Datei und einem Test-Report als Input eine 
metaData.json mit Testabdeckung erzeugen kann. Der Test-Report soll nach der 
Erzeugung durch JaCoCo nicht weiter vorbereitet werden müssen. Der Test-Report 
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kann entweder direkt im JAR-Archiv inkludiert sein oder als separate Datei geladen 
werden. 
/F2/ Betrachtung der Testabdeckung in Getaviz: Der Wert der Testabdeckung in 
einzelnen Paketen und Klassen muss innerhalb der Benutzungsoberfläche inspizier-
bar sein. 
/F3/ Filterung der Anzeige der Testabdeckung: Die Testabdeckung muss filterbar 
sein, sodass nur Entitäten mit einer bestimmten Testabdeckung angezeigt werden. 
/F4/ Testabdeckung erzeugt keine Konflikte mit Getaviz: Die Integration der 
Testabdeckung in ein Setup funktioniert, ohne Konflikte mit den „Standard-Funk-
tionen“ zu verursachen. Standard-Funktionen sind die des „default“-Setups8 oder 
der Setups der Showcases. 
/F5/ Testabdeckung im Quellcode: Sofern JaCoCo die Informationen auf Code-
ebene zur Verfügung stellt, muss der Code im Sourcecode-Controller mit Testabde-
ckung-Highlights (ähnlich zu denen im JaCoCo-Report) anzeigbar sein. 
3.2.3 Nicht-funktionale Anforderungen 
Nicht-funktionale Anforderungen beschreiben Eigenschaften, die eine Funktionali-
tät vorweisen muss, ohne selbst funktional zu sein. Sie beschreiben somit die Art 
und Weise, wie eine Funktionalität umgesetzt wird [Robertson 2006, S. 249]. Diese 
Bedingungen sind ebenfalls bindend und werden durch ein „Fit-Kriterium“ kontrol-
liert. Die Erfüllung der nicht-funktionalen Anforderungen sollte stets verfolgt wer-
den, aber muss nicht zwangsläufig in den ersten beiden Iterationen erfüllt sein. 
/NF1/ Testabdeckung erzeugt keine Usability-Probleme: Die Anzeige von Test-
abdeckungen ist möglich, ohne ernste Usability-Probleme zu erzeugen. Es ist her-
vorzuheben, dass es lediglich eine Anzeige-Funktionalität geben muss, welche 
nicht mit ernsten Usability-Problemen verbunden ist. 
    | Fit-Kriterium: Es existiert eine Anzeigemöglichkeit, welche mit nicht mehr als 
einem unbehobenen Usability-Problem des Schweregrads >= 3 in Verbindung steht. 
                                                 
8 Das „default“-Setup bezieht sich auf das Setup welches bei Start des Programms verwendet wird, 
sofern kein anderes Setup spezifiziert wurde. 
 
4 Konzeption der Evaluation  12 
 
 
3.2.4 Zielstellung für die erste Iteration 
Für die erste Entwicklungsphase war die oberste Priorität das Erweitern des Gene-
rators, um bei der Evaluation ein Model eines realen Softwareprojekts präsentieren 
zu können. Nach dessen Fertigstellung sollten die zu diesem Zeitpunkt gesammel-
ten Ideen zur Visualisierung implementiert werden. Außerdem musste die Umset-
zung funktionaler Anforderungen berücksichtigt werden, wobei zu erwarten war, 
dass diese hier parallel mit dem Erreichen der folgenden Zielstellung erfüllt wären. 
Die hierfür formulierten Ziele sind im Einzelnen: 
• Entitäten sind abhängig von ihrer Testabdeckung (insbesondere abhängig 
vom ausgewählten Testabdeckungstyp) eingefärbt. 
• Halbdurchsichtige Sphären, die als metaphorischer Schutzschild um Klas-
sen und Pakete den Schutz durch Tests darstellen, werden angezeigt. Die 
Sphären werden in Abhängigkeit der Testabdeckung eingefärbt. 
• Die Anzeige von Informationen und Konfigurationsmöglichkeiten ist über 
das Controller-Fenster möglich. 
• Die Zeilen des Sourcecodes werden je nach Testabdeckung eingefärbt. 
• Eine Treemap oder ein ähnliches grafisches Element wird angezeigt, wel-
ches eine Übersicht der Testabdeckung im Controller-Fenster bereitstellt. 
• Alarmleuchten an Gebäuden sollen Gefahr durch eine unzureichende Test-
abdeckung signalisieren und die Möglichkeiten einer 3D-Visualisierung 
möglichst weit ausreizen. 
• Rauch wird an Gebäuden angezeigt, welcher Gefahr durch eine unzu-
reichende Testabdeckung signalisiert, um die Möglichkeiten einer 3D-Visu-
alisierung auszureizen. 
4 Konzeption der Evaluation 
4.1 Untersuchungsgegenstand und -design  
Der zentrale Forschungsgegenstand der Evaluation ist die Usability des Prototyps. 
Um diese zu erfassen, werden im Usability Engineering verschiedene Verfahren 
verwendet. In der Praxis werden diese oft mit dem Ziel eingesetzt, den finalen 
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Zustand eines Softwareprodukts zu bewerten (summative Evaluation) oder Einfluss 
auf den weiteren Entwicklungsverlauf eines Prototyps zu nehmen, um dadurch eine 
höhere Qualität im Endprodukt zu gewährleisten (formative Evaluation) [vgl. Niel-
sen 1993, S. 170]. Während summative Methoden hauptsächlich in der Qualitätssi-
cherung eingesetzt werden, ist es im Entwicklungsprozess üblich, auf sogenannte 
formative Evaluationsmethoden zurückzugreifen [vgl. Hegner 2003, S. 7]. Hierbei 
werden Zwischenstände eines Projekts ausgewertet, um die Annäherung des Pro-
dukts an die definierte Zielstellung rechtzeitig kontrollieren und gegebenenfalls an-
passen zu können. Es ist dadurch möglich, sowohl Fehler im Design als auch in der 
Anforderungsanalyse zu erkennen und adäquat auf diese zu reagieren [vgl. Nielsen 
1993, S. 170]. 
Das vorliegende Untersuchungsdesign ist angelehnt an das „Discount Usability En-
gineering“ nach Nielsen [vgl. Nielsen 1993, S. 16-17] sowie das „Iterative De-
sign“ [vgl. Nielsen 1993, S. 105]. In der vorliegenden Arbeit findet die Evaluation 
in drei Iterationen (Abbildung 3) statt.  
 
Abbildung 3. Untersuchungsdesign. Eigene Darstellung. 
 
 In jeder Iteration werden Usability-Tests nach einem vorab definierten Schema 
(siehe Kapitel 4.3 „Testdesign“) mit potenziellen Anwender:innen durchgeführt. 
Das Einbeziehen potenzieller Anwender:innen erfüllt in diesem Zusammenhang 
verschiedene Zwecke: Zum einen können sie potenziell wertvolle Einblicke in ak-
tuelle Unternehmenspraktiken gewähren, woraus relevante Erkenntnisse für die 
Anforderungsanalyse gewonnen werden können. Des Weiteren bietet es die Mög-
lichkeit, die Interaktion von Anwender:innen ohne Vorerfahrung mit der Anwen-
dung zu beobachten. Dies verringert den subjektiven Blick des Entwicklers auf die 
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Usability, insbesondere unter den Aspekten der Erlernbarkeit und der Intuitivität 
[vgl. Nielsen 1993, S. 88ff.]. Ferner bilden Entwickler:innen und Designer:innen 
möglicherweise eine Blindheit für Usablity-Fehler in eigenen Projekten aus. Der 
Einbezug potenzieller Anwender:innen kann das Risiko von unbemerkten schwer-
wiegenden Problemen im Design minimieren. 
Die vorliegende Evaluation kann als qualitativ und explorativ eingeordnet werden. 
Explorativ [vgl. Döring & Bortz 2016, S. 192], da in diesem konkreten Fall ver-
schiedene Aspekte der Testabdeckung betrachtet und im Nachhinein mit den Test-
personen differenziert diskutiert werden. Qualitativ [vgl. Döring & Bortz 2016, S. 
357] ist die Studie, da die Stichprobe für die Erhebung nicht zufällig ausgewählt 
wurde, sondern auf für den Anwendungsfall relevante Testpersonen beschränkt 
wurde. Durch den qualitativen Ansatz ist es möglich, auch unerwartete Befunde zu 
generieren [vgl. Döring & Bortz 2016, S. 192]. Das Ziel ist es, die Usability des 
Prototyps zu steigern. Dafür muss die Anforderungsanalyse kontinuierlich validiert 
und gegebenenfalls angepasst werden, sodass der Prototyp den Anforderungen an-
genähert werden kann. Zur Erreichung dieses Ziels können verschiedene Methoden 
angewandt werden. Für die vorliegende Untersuchung steht ein kleiner Testperso-
nenkreis (etwa zwei bis vier Testpersonen pro Iteration) zur Verfügung. Auf Grund-
lage dieser und weiterer durch die Covid-19-Pandemie verursachten Limitationen, 
muss ein methodischer Ansatz gewählt werden, der trotz dieser Umstände brauch-
bare Ergebnisse liefern kann.  
4.2 Methoden 
Zur Untersuchungsstrategie des bereits erwähnten Discount Usability Engineering 
gehören die Techniken: 
• Benutzer- und Aufgabenbeobachtung (user and task observation), 
• Szenarien (scenarios), 
• Vereinfachtes lautes Denken (simplified thinking aloud) sowie 
• Heuristische Evaluation (heuristic evaluation) 
[vgl. Nielsen 1993, S. 17]. 
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Diese Techniken werden für die vorliegende Untersuchung durch ein halbstruktu-
riertes Interview sowie einen Fragebogen ergänzt. Alle relevanten Verfahren wer-
den im Folgenden vorgestellt. 
Benutzer- und Aufgabenbeobachtung 
Die Benutzer- und Aufgabenbeobachtung steht häufig im Mittelpunkt von Usabi-
lity-Tests. Während die Testperson ohne weitere Anleitung mit der Anwendung in-
teragiert und Aufgaben durchführt, beobachtet die Testleitung das Verhalten der 
Testperson. Die Testperson kann ergänzend aufgenommen und gefilmt werden, 
wodurch eine spätere Analyse, wenn erwünscht sogar zusammen mit der Testper-
son, ermöglicht wird [vgl. Hegner 2003, S. 65; Nielsen 1993, S. 207]. 
Szenario 
Als Szenarien werden im Allgemeinen Aufgaben bezeichnet, welche während eines 
Usability-Tests durchgeführt werden sollen. Falls ein Prototyp eigens für diesen 
Zweck angefertigt wird, kann dieser auch komplett als Szenario bezeichnet werden. 
Um in einem solchen Fall Kosten zu sparen, kann ein vereinfachter Prototyp erstellt 
werden, welcher nur den erforderlichen Funktionsumfang umfasst. Erforderlich 
sind hierbei jene Funktionen, die eine Testperson zur Lösung der Problemstellung 
benötigt. Im günstigsten Fall ist der Prototyp nicht mehr als eine Skizze auf Papier. 
Wenn ein programmierter Prototyp zum Einsatz kommt, kann zwischen zwei Arten 
unterschieden werden. „Horizontale“ Prototyen, welche eine möglichst vollstän-
dige Benutzungsoberfläche mit geringer funktioneller Tiefe bieten, und „Vertika-
len“ Prototypen, die zwar eine geringe Anzahl von Features, dafür aber in diesen 
ein großes Ausmaß an Funktionalität realisieren. [vgl. Hegner 2003, S. 66; Nielsen 
1993, S. 18] 
Vereinfachtes lautes Denken 
Beim „(simplified) thinking aloud“ wird die Testperson gebeten, während des Tests 
laut zu denken und somit Einblick in die individuellen Gedankengänge während 
des Tests zu gewähren. Dadurch kann die Testleitung das Handeln der Testperson 
besser einordnen und nachvollziehen. Im Fokus stehen dabei nicht nur die Hand-
lungen selbst, sondern auch die Gründe dafür. Dieser Punkt zeichnet die Methode 
aus. Vereinfacht bedeutet in diesem Zusammenhang, dass der Test im Gegensatz zu 
traditionellen „think aloud“-Studien nicht gefilmt wird, sondern die Auswertung auf 
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Grundlage der Notizen der Testleitung durchgeführt werden. Dadurch können mög-
licherweise nicht alle genannten Aspekte berücksichtigt werden. Testpersonen kön-
nen es unangenehm finden, gefilmt zu werden und die Testleitung benötigt mög-
licherweise ein umfangreiches Methodentraining für die Durchführung klassischer 
„think aloud“-Studien. Aus diesem Grund wird im Discount Usability Engineering 
der Ansatz des vereinfachten lauten Denkens gewählt, wodurch grundsätzlich auch 
belastbare Ergebnisse erzielt werden können. [vgl. Hegner 2003, S. 66; Nielsen 
1993, S. 18-19] 
Heuristische Evaluation 
Usability-Heuristiken oder Design-Prinzipien sind Sammlungen von Charakteristi-
ken benutzungsfreundlicher Oberflächen. Sie sind allgemein formuliert, um für un-
terschiedlichste Anwendungen gültig zu sein. Sie bieten eine Anleitung, welche 
Formen von Usability-Problemen potenziell auftreten können. Das erleichtert die 
Analyse insbesondere für unerfahrene Auswerter:innen. Zudem können alle Be-
funde nach diesen Heuristiken kategorisiert werden. Dadurch wird die Verbalisie-
rung der Probleme, sowie die Abgrenzung dieser untereinander, deutlich verein-
facht. Um eine heuristische Evaluation durchzuführen, müssen vorab festgelegte 
Design-Prinzipien definiert werden. Diese sollten möglichst eindeutig formuliert 
und trennscharf abgegrenzt sein. Auf Grundlage dieser Prinzipien kann der Auswer-
tende entweder selbst mit der Anwendung interagieren oder einer Testperson bei 
der Interaktion mit der Anwendung zuschauen. Das Resultat ist eine nach Heuristik 
kategorisierte Liste von Befunden, welche in anschließenden Schritten weiterver-
arbeitet werden. Die nach Schweregrad eingeordneten Befunde [vgl. Hegner 2003, 
S. 27] dienen insbesondere als Grundlage für zukünftige Entwicklungsentscheidun-
gen [vgl. Nielsen 1993, S. 19-20]. In dieser Arbeit werden die heuristischen Design-
Prinzipien nach Nielsen [vgl. Nielsen 1994] angewandt (Tabelle 1). 
Tabelle 1. Heuristische Designprinzipien [Nielsen 1994] 
Nr.  Titel Erklärung 
1 Sichtbarkeit des 
Systemstatus 
 
Das System informiert Anwender:innen immer 
darüber, was gerade passiert – rechtzeitig und durch 
angemessenes Feedback. 
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2 Übereinstimmung 
von System und 
Wirklichkeit 
 
Das System spricht die Sprache der Anwender:innen 
– mit ihnen vertrauten Wörtern, Phrasen und 
Konzepten. Entlehnt aus der echten Welt erscheinen 
Informationen in ihrer natürlichen und logischen 
Ordnung. 
3 Kontrolle und 
Freiheit 
 
Anwender:innen führen Aktionen oft unbeabsichtigt 
durch. Auswege wie „Rückgängig”, „Wiederholen” 
und „ESC” sind deshalb immer möglich und sichtbar. 
4 Beständigkeit und 
Standards 
 
Anwender:innen müssen nicht überlegen, ob 
unterschiedliche Wörter, Situationen und Aktionen 
das Gleiche meinen. Die Konventionen des 
Betriebssystems werden eingehalten. 
5 Fehlervermeidung 
 
Besser als jede gute Fehlermeldung ist ein 
sorgfältiges Design, welches Fehler gar nicht erst 
auftreten lässt. Das System vermeidet fehleranfällige 
Situationen oder warnt Anwender:innen und lässt sie 




Durch sichtbare Objekte, Aktionen und Optionen 
müssen Anwender:innen weniger im Gedächtnis 
behalten. Anleitungen zum Gebrauch des Systems 
sind sichtbar oder leicht zu erreichen. 
7 Flexibilität und 
Effizienz 
 
Kurzbefehle und andere Abkürzungen – unsichtbar 
für Neulinge – beschleunigen bei fortgeschrittenen 
Usern die Bedienung. Zusätzlich sind häufige 
Aktionen individuell anpassbar. 




Dialogfenster enthalten keine überflüssigen oder nur 
selten gebrauchten Informationen. Denn jede 
zusätzliche Information steht in Konkurrenz mit den 







Fehlermeldungen sollten in klarer Sprache (kein 
Code) formuliert sein, das Problem exakt beschreiben 
und eine konstruktive Lösung vorschlagen. 
10 Hilfe und 
Dokumentation 
 
Obwohl es besser ist, wenn der User ein System ohne 
Hilfe benutzen kann, ist es manchmal nötig, eine 
Dokumentation bereitzustellen. In dem Fall sind die 
Informationen einfach zu finden und konzentrieren 
sich auf die Aufgabe des Users. Die Dokumentation 
enthält konkrete Schritte zur Ausführung und 
beschränkt sich auf das Wesentliche. 
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Fragebogen 
Fragebögen sind ein beliebtes Instrument verschiedener Forschungsdisziplinen. 
[vgl. Döring & Bortz 2016, S. 398ff.] Fragebögen haben grundsätzlich den An-
spruch, „in reproduzierbarer Weise hinreichend gehaltvolle Informationen über ein 
definiertes Konzept“ zu erfassen [vgl. Kallus 2010, S. 13] und dabei die Gütekrite-
rien der Objektivität, Reliabilität und Validität zu erfüllen. Für die Erstellung eines 
Fragebogens müssen die zu erfassenden Merkmalsbereiche definiert und operatio-
nalisiert werden. Die Operationalisierung erfolgt aus der Perspektive der Befragten 
[vgl. Kallus 2010, S. 15-16]. Im Kontext der Softwareevaluation werden Fragebö-
gen häufig eingesetzt, um sowohl die Vorkenntnisse der Testperson als auch ihre 
Einstellungen und Meinungen anhand vorgegebener Antworten valide zu erfassen 
[vgl. Hegner 2003, S. 55ff.]. In der vorliegenden Untersuchung wird der Fragebo-
gen ausschließlich zur Erfassung personenbezogener Daten, potenzieller Barrieren 
für die Untersuchung (zum Beispiel eine Sehschwäche) und der selbsteingeschätz-
ten Vorkenntnisse der Anwender:innen im Kontext Softwareentwicklung und -vi-
sualisierung eingesetzt.  
Interview 
Wissenschaftliche Interviews können nach verschiedenen Kriterien klassifiziert 
werden. Ausgehend von Art und Umfang der vorliegenden Untersuchung, ist die 
Methode des halbstrukturierten Interviews zweckmäßig und wird näher betrachtet. 
Für das halbstrukturierte Interview wird im Vorfeld ein Leitfaden entwickelt, der 
einem Katalog von offenen Fragen in einer festen Reihenfolge ähnelt. Abweichun-
gen vom Leitfaden sind im halbstrukturierten Interview erlaubt. Ein besonderer Fo-
kus liegt hierbei auf der Beantwortung der Fragen durch die Testperson in ihren 
eigenen Worten. Wird das halbstrukturierte Interview als einzige Methode einge-
setzt, so setzt die Auswertung eine Audioaufnahme sowie eine vollständige Tran-
skription voraus [vgl. Döring & Bortz & 2016, S. 358]. Im Kontext von Usability-
Tests werden qualitative Interviews häufig in Form eines „Debriefing“ durchgeführt 
[vgl. Nielsen 1993, S. 160]. 
4.3 Testdesign 
4.3.1 Vorbereitung und Aufbau 
Da die Durchführung der Studie durch die strengen Kontaktbeschränkungen wäh-
rend der Covid-19-Pandemie beeinflusst wurde, wurde auf die Nutzung eines 
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Usability-Labors oder einer anderweitig fest eingerichteten Testumgebung verzich-
tet. Die einzigen Anforderungen an den Ort waren minimale Ablenkungen, also bei-
spielsweise ein separater Raum ohne störende Umgebungsgeräusche. Die erforder-
liche Ausrüstung beläuft sich auf einen externen Monitor, eine Tastatur, eine Maus 
sowie einen Computer mit beliebigem Betriebssystem, der den Test mit annehmba-
rer Performanz ausführen kann. Die Testleitung benötigt darüber hinaus eine Mög-
lichkeit, Notizen (auf Papier oder digital) anzufertigen. Dies ist besonders vor dem 
Hintergrund der ausgewählten Methode „simplified thinking aloud“ notwendig, da 
explizit auf Audioaufnahmen verzichtet wurde.  
Mit dieser Festlegung ist das Experiment sehr flexibel und spontan durchführbar, 
was besonders während der Pandemie notwendig ist. Gleichzeitig erlauben die so 
geschaffenen Bedingungen (Tabelle 2), dass der Test größtenteils ohne externe Stör-
faktoren durchgeführt werden kann. 
Tabelle 2. Testplan. 
Ziele Qualitative Daten durch Beobachtung und „think-
aloud“ sowie Dialog mit Testpersonen sammeln. Bewertung 
nach Design-Prinzipien [vgl. Nielsen 1994]. Ableiten von 
Zwischenzielen und Anforderungen. 
Ort Flexibel 
Dauer ca. 60 Minuten 
Ausrüstung • Externer Monitor 
• Tastatur und Maus 
• Computer 
• Möglichkeit für Notizen 
Computer Performante Darstellung des Prototyps 
Betriebssystem Beliebig 
Software PHP-Server und Getaviz inkl. Prototyp 
Browser Chrome oder Firefox 
Systemstatus Laufender PHP-Server, URL 




2-4 pro Iteration 
Versuchsleiter Verfasser dieser Arbeit 
Hilfestellungen Nur in Ausnahmefällen 
 





1. Begrüßung und Datenschutz (ca. 5 Minuten) 
2. Fragebogen (ca. 5 Minuten) 
3. Usability-Test: Einleitung (ca. 10 Minuten) 
4. Usability-Test: Hauptteil (ca. 10 Minuten) 
5. Debriefing: Interview (ca. 10 Minuten) 
6. Debriefing: Heuristische Evaluation (ca. 20 Minuten) 
 
4.3.2 Durchführung 
Die Durchführung der Untersuchung lässt sich in drei Phasen einteilen:  
1. Die Einführung inkl. Begrüßung und Datenschutzhinweisen 
2. Der Usability-Test 
3. Das Debriefing 
Der Test wird mit jeder Testperson nach dem gleichen Schema durchgeführt. Die 
einzelnen Schritte sind in Abbildung 4 dargestellt.  
 
Abbildung 4. Testdesign. Eigene Darstellung. 
Einführung 
In der Einführungsphase zu Beginn des Tests wird sichergestellt, dass die Testper-
son bereit ist, an der Studie teilzunehmen. Außerdem wird erläutert, welchem 
Zweck die Studie dient und dass dabei nicht die Leistung der Testperson, sondern 
primär die Bewertung der Software im Fokus steht. Zur Einhaltung der Daten-
schutzrichtlinien wird von Seiten der Testleitung versichert, dass alle im Rahmen 
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der Untersuchung erhobenen personenbezogenen Daten streng vertraulich behan-
delt und mit Abschluss des Forschungsvorhabens gelöscht werden. Bevor der wei-
tere Verlauf des Experiments durch Dialoge am Computer geführt wird, kommuni-
ziert die Testleitung, dass sie nur eingreifen wird, wenn sie es für nötig hält. 
Bevor die Testperson in Getaviz arbeitet, wird ein einleitender Fragebogen einge-
setzt (Anhang 1). Im Fragebogen werden hauptsächlich personenbezogene Daten 
erfasst. Außerdem werden potenzielle Barrieren (zum Beispiel eine Sehschwäche) 
und die bisherige Erfahrung der Testpersonen mit Softwareentwicklung, Software-
visualisierung und Testabdeckungen erfragt. Die so gewonnenen Daten sollen die 
Eignung der Gesamtheit aller Testpersonen einordnen, was einen erheblichen Ein-
fluss auf die Validität der Evaluation hat. Nach Ausfüllen des Fragebogens wird der 
Testperson ein Link angezeigt, der zum Usabilty-Test führt. 
 
Usability-Test 
Im Hauptteil der Evaluation steht der Usability-Test. Während dieser Phase intera-
giert die Testperson mit Getaviz und wird während der gesamten Zeit von der Test-
leitung beobachtet (Aufgaben- und Benutzerbeobachtung). Außerdem wird die 
Testperson gebeten, ihre Gedanken dabei laut auszusprechen, sodass die Testleitung 
Notizen dazu machen kann (simplified thinking-aloud). Um die Testperson mit Ge-
taviz Vertraut zu machen, werden ihr als Einleitung zunächst simple Aufgaben ge-
stellt (Anhang 4). Das verwendete Setup orientiert sich an Getaviz’ „default“-Setup. 
Für Hilfestellungen wird auf den Hilfedialog von Getaviz verwiesen. Nach der letz-
ten Einführungsaufgabe schaltet sich die Testleitung wieder kurz ein, um den ersten 
Eindruck zu evaluieren und mögliche Unklarheiten zu beseitigen. 
Anschließend wird über einen Link an das eigentliche Testsetup weitergeleitet. Hier 
wird eine kurze Erklärung gegeben, dass Getaviz um die Anzeige von Testabde-
ckungen erweitert wurde und sich die nächsten Aufgaben mit dieser Funktion be-
fassen. 
Die Anforderungen an die Testaufgaben beziehungsweise Szenarien sind, dass sie 
realistische Anwendungsfälle widerspiegeln, nicht trivial und dennoch in angemes-
sener Zeit lösbar sind. Das heißt, dass sich mit der Weiterentwicklung der 
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Anforderungsanalyse weitere Anwendungsfälle ergeben können, was wiederum 
eine Veränderung der Szenarien zur Folge haben kann (Anhang 4). 
Zusätzlich macht die Testleitung Notizen, um Auffälligkeiten für das nachfolgende 
Debriefing zu vermerken. Insbesondere soll bereits jetzt versucht werden Usability-
Probleme während des Beobachtens ausfindig zu machen. 
 
Debriefing 
Im Anschluss an den Usability-Test wird das Debriefing durch ein halbstrukturier-
tes Interview eingeleitet. Der Leitfaden (Anhang 2) teilt sich auf in essenzielle Leit-
fragen und optionale weiterführende Fragen. Mit den Leitfragen soll die Meinung 
der Testperson zu folgenden Sachverhalten erfragt werden: 
• Einordnung der Qualität und Schwächen des Prototyps, 
• Einordnung der Aufgabenangemessenheit, 
• Erschließen neuer Anwendungsfälle, 
• Einschätzung der Akzeptanz aufwändigerer Visualisierungen, 
• je nach Feature, Einschätzung verworfener oder geplanter Features. 
Nachdem alle essenziellen Fragen gestellt wurden und darüber hinaus ausreichend 
Informationen durch die optionalen Fragen gewonnen wurden, wird zur heuristi-
schen Evaluation übergegangen.  
Für die heuristische Evaluation werden die erprobten zehn Design-Prinzipien nach 
Nielsen [1994] verwendet. Zu Beginn der Analyse werden diese der Testperson an-
hand von Beispielen beschrieben. Anschließend wird Getaviz durch die Testperson 
gesteuert und kooperativ die gemeinsame Evaluation durch die Testleitung je nach 
Notwendigkeit geführt. Mithilfe der Notizen kann die Aufmerksamkeit gezielt zu 
vermeintlichen Usabiltiy-Problemen geführt werden. Die Testleitung notiert alle so 
identifizierten Befunde, wenn zeitlich möglich mit zugehörigem Designprinzip, 
Fehlerort und Kategorie. Es kann hilfreich sein, der Testperson auch das Stan-
dardsetup vorzuführen, damit sie sich ein Bild von der Standard-Benutzungsober-
fläche machen kann. Sobald die Frequenz neuer Befunde stark abnimmt, wird die 
entstandene Liste gemeinsam betrachtet (Anhang 7, Tabelle A8). Der Schweregrad 
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der Befunde wird auf einer Skala von „0“ (= kein „Usabiltiy-Problem“) bis „4“ (= 
„Usabiltiy-Katastrophe“) [vgl. Nielsen 1993, S. 102] festgelegt und gegebenenfalls 
mit ersten Lösungsideen ergänzt. 
4.3.3 Nachbereitung 
In der Nachbereitung werden die letzten Schritte der heuristischen Evaluation, wel-
che aus Zeitknappheit oder Mangel weiterer Ideen ausgeblieben sein könnten, durch 
die Testleitung nachgeholt. Wenn die Liste der Befunde aufbereitet ist, werden alle 
Einträge und die zugehörigen Lösungskandidaten für die Planung der nächsten Ite-
ration gesichtet. Die Entscheidung, ob ein Befund beziehungsweise ein Lösungs-
kandidat als Zwischenziel für die nächste Iteration ausgewählt wird, hängt von den 
folgenden Abwägungen ab: 
• Wurde das Usability-Problem im Rahmen dieser Arbeit eingeführt? Usabi-
lity-Probleme können beispielsweise ein Teil von Getaviz sein. In diesem 
Fall ist das Problem nur dann relevant, wenn die Lösung positive Auswir-
kungen auf die Funktionalität des Prototyps hat. 
• Wie hoch wurde die Schwere des Problems eingestuft? Wenn die Usability 
stark beeinträchtigt wird, sollte es umso dringender behoben werden. 
• Wie hoch ist die Wahrscheinlichkeit, dass Anwender:innen mit dem Prob-
lem konfrontiert werden? Falls ein ernsthaftes Problem vorliegt, was aber 
nur in seltenen Fällen auftritt, sollte es nicht unbedingt hoch priorisiert wer-
den. Selbiges gilt für den umgekehrten Fall. Insbesondere bei der Entwick-
lung von Prototypen sollten selten auftretende Fehler niedriger eingestuft 
werden. 
• Wie groß wird der Aufwand zur Behebung des Problems eingeschätzt? Falls 
die Behebung einen Großteil der Entwicklungszeit in Anspruch nehmen 
würde, ist es möglich, dass die Behebung mehrerer kleiner Probleme einen 
größeren Nutzen hätte. 
• Ist die Lösung konsistent mit dem restlichen Design von Getaviz? 
Wenn durch diese Entscheidungshilfen neue Ziele erarbeitet wurden, beginnt die 
Arbeit an der nächsten Iteration. 
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5 Durchführung der Evaluation 
5.1 Stichprobenzusammensetzung 
Über alle Iterationen hinweg nahmen acht Testpersonen an den Experimenten teil. 
Die meisten Testpersonen konnten im beruflichen Umfeld für die Evaluation ge-
wonnen werden. Das Alter lag zwischen 22 und 52 Jahren bei einem Durchschnitts-
alter von 31 Jahren. Zwei der Testpersonen waren keine Informatiker:innen. Eine 
dieser Personen hat, als UX Designer9, dennoch nach eigenen Angaben vorhandene 
Kenntnisse in der Programmierung. Die andere Person gab an, schon seit vielen 
Jahren im Projektmanagement eng mit Informatiker:innen zusammenzuarbeiten. 
Bezüglich der Erfahrung im Bereich der Softwareentwicklung (Anhang 6, Abbil-
dung A5) gab die Hälfte an, seit mehr als einem Jahr Erfahrung zu sammeln. Die 
Selbsteinschätzung der Fähigkeiten in der Softwareentwicklung (Anhang 6, Abbil-
dung A6) liegt auf einer von Skala von „1“ (niedrig) bis „5“ (hoch) bei durchschnitt-
lich 3,25. 
Die Anwender:innen schätzen den Nutzen von Unittests größtenteils als „hoch“ ein 
(Anhang 6, Abbildung A7). Die Erfahrung mit Unittests (Anhang 6, Abbildung A8) 
wird im Schnitt mit 3,25 angegeben. 
 
5.2 Erste Iteration 
Zusammenfassung 
In Vorbereitung auf die erste Iteration wurde der Prototyp auf Grundlage der Anfor-
derungsanalyse entwickelt. Thematisch lag die Hauptarbeit darin, die erarbeiteten 
Visualisierungsideen zur Testabdeckung zu realisieren. Es wurden vier Einleitungs- 
und fünf Testaufgaben verwendet. Diese und die in den folgenden Iterationen ver-
wendeten Aufgaben können in Anhang 4 nachgelesen werden. In drei dieser Test-
aufgaben muss die Testperson alle Entitäten mit einer Testabdeckung in einem vor-
gegeben prozentualen Bereich finden. In einer weiteren Aufgabe müssen zusätzlich 
Relationen zu anderen Klassen verfolgt werden. Die anspruchsvollste ist die erste 
Aufgabe mit der Aufgabenstellung: „Aufgabe 1: Markieren Sie die zwei Pakete mit 
                                                 
9 „User experience design“ befasst sich mit der Gestaltung der gesamten Erfahrung, die 
Anwender:innen im Kontakt mit einem Produkt und/oder Service haben – die Verbesserung der 
Usability ist eine Teilaufgabe.  
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der größten Anzahl ungetesteter Zeilen (line coverage).“ Da der Testperson hierfür 
nicht die Gesamt-Zeilenanzahlen einzelner Pakete vorliegen, ist eine exakte Ant-
wort praktisch nicht möglich. Hiermit soll eingeschätzt werden, wie intuitiv und 
genau die Testperson die Anzahl der ungetesteten Zeilen aus dem Maß der Testab-
deckung und der Höhe der im Paket enthaltenen Klassengebäude abschätzen kann. 
Die Ziele „Alarmleuchten“ und „Rauch“ wurden nicht umgesetzt. Als Begründung 
ist anzuführen, dass diese Features ein unausgeglichenes Aufwand-/Nutzen-Ver-
hältnis darstellen und durch die dynamische Animation am wenigsten mit dem bis-
herigen Design von Getaviz vereinbar sind. Zudem erfordern sie mehr Rechenleis-
tung und haben den Nachteil, dass sie in großen Visualisierungen leicht untergehen 
könnten. Um diese Entscheidung zu bewerten, wird in den Interviews der ersten 
Iteration explizit nach einer Einschätzung von animierten Visualisierungen gefragt. 
Die genaue Erfüllung der Ziele ist in Tabelle 3 angegeben. 
Tabelle 3. Zielerfüllung Iteration 1. 
Ziel Beschreibung Erfüllt 
Farbliche 
Hervorhebung 
Entitäten sollen abhängig von ihrer Testabdeckung im 
ausgewählten Testabdeckungstyp eingefärbt werden. 
Ja 
 
Sphären Halbdurchsichtige Sphären, die als metaphorischer 
Schutzschild um Klassen und Pakete den Schutz durch 
Tests darstellen, sollen angezeigt werden. Die Sphären 




Die Anzeige von Informationen und 
Konfigurationsmöglichkeiten soll über das Controller-




Die Anzeige des Sourcecodes mit Zeileneinfärbung je 
nach Testabdeckung soll implementiert werden. 
Ja 
Treemap Eine Treemap oder ein ähnliches grafisches Element 
soll eingebaut werden, welches eine Übersicht der 
Testabdeckung im Controller-Fenster bereitstellt. 
Ja 
Alarmleuchten Alarmleuchten an Gebäuden sollen Gefahr durch eine 
unzureichende Testabdeckung signalisieren und die 
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Rauch Rauch an Gebäuden sollen Gefahr durch eine 
unzureichende Testabdeckung signalisieren und die 




Abgesehen von den vier der sechs angestrebten Zielfeatures wurden zusätzlich zwei 
andere Features implementiert. Zum einen wurde es für notwendig befunden, das 
Highlight einer Entität anders umzusetzen. Die bestehende Highlight-Funktion 
wird beispielsweise vom Hover-Controller verwendet, wenn eine Entität mit der 
Maus überfahren wird. Die Entität erscheint daraufhin standardmäßig in einem ge-
sättigten Rot. Dadurch ist in diesen Fällen die farbliche Hervorhebung durch den 
Testabdeckungs-Controller nicht mehr sichtbar. Die neu implementierte Highlight-
Funktion erhöht lediglich die Helligkeit der bestehenden Farbe, wodurch diese noch 
wahrgenommen werden kann. Des Weiteren haben die Sphären zu Problemen mit 
dem Raycaster der Maus geführt. Um diese zu umgehen, hat es sich angeboten, das 
Raycasting selektiv ausschließlich für bestimmte Klassen wirksam zu machen. 
Diese Funktion ist außerdem von Aframe aus Gründen der Performanz empfohlen. 
Ergebnisse 
Zwei Testpersonen haben während der ersten Iteration insgesamt 26 Befunde iden-
tifizieren können. Zudem können 19 Befunde mit den im Rahmen dieser Arbeit 
implementierten Neuerungen oder dem Setup in Verbindung gebracht werden und 
müssen damit für die weitere Planung als relevant eingestuft wurden. Der Imple-
mentierungs- und Evaluationszeitraum ebenso wie die gesamten Eckdaten der Eva-
luation sind in Anhang 3 gegeben. Ein Großteil der Usability-Probleme sind auf den 
Aufbau des Setups und die Unübersichtlichkeit des Testabdeckungs-Controllers zu-
rückzuführen. Zur Behebung dieser ästhetischen Probleme sollen folgende Lö-
sungsansätze verfolgt werden: 
1. Eine Menüleiste soll im Setup eingebaut werden, um Funktionen aus dem 
Testabdeckungs-Controller dort unterzubringen und dessen Fenster über-
sichtlicher zu gestalten. 
2. Im Testabdeckungs-Controller verbleibende Funktionen sollen aufgelockert 
und besser strukturiert werden. 
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3. Das Experiment soll in einem losgelösten und ausblendbaren Fenster ange-
zeigt werden, um wertvollen Platz in der Benutzungsoberfläche zu sparen 
Ferner war viel Kritik an die Treemap gerichtet. Ein Grund dafür lag in der Art und 
Weise ihrer Präsentation. Ohne ein Label und sonstige Erklärungen konnten sich 
die Testpersonen ihren Zweck nur nach und nach erschließen. Weil der Treemap 
auch im Nachhinein kein großer Nutzen zugesprochen wurde und sie darüber hin-
aus viel Platz wegnimmt, wurde sie bis auf weiteres aus dem Prototyp entfernt. 
Ebenso wie die „Alarm“- und „Rauch“-Effekte, soll auch die Treemap in künftigen 
Debriefings thematisch behandelt werden. 
Eine weitere Entdeckung ist, dass Getaviz einer Entität nicht mehrere Farben 
gleichzeitig zuweisen kann, ohne die vorherigen Farben zu vergessen. Aufgefallen 
ist dies, als die Farben der Testabdeckung durch Markieren und Abmarkieren auf-
gehoben wurden. Ebenso ist der umgekehrte Fall möglich. Um dieses Verhalten zu 
unterbinden, wurde das Implementieren einer Farbverwaltung als Ziel für die 
nächste Iteration aufgenommen. 
5.3 Zweite Iteration 
Zusammenfassung 
Im Gegensatz zur ersten Iteration lag in dieser Entwicklungsphase der Fokus auf 
ästhetischen Verbesserungen. Zudem wurden die ersten beiden Testaufgaben über-
arbeitet: Zum einen wurde für die erste Aufgabe deutlicher formuliert, dass nach 
der absoluten Anzahl ungetesteter Zeilen gefragt wird. Zum anderen hatte die 
zweite Aufgabe eine größere Lösungsmenge als beabsichtigt, weshalb der zu be-
achtende Testabdeckungstyp geändert wurde. Die Funktion der neu-implementier-
ten Farbverwaltung, des ColorControllers, behebt das Problem der Farbüber-
schreibung und verhindert somit, dass zum Beispiel markierte Entitäten nicht mehr 
als markiert angezeigt werden. Die Idee der Verbindungslinien (Iteration 1, Befund 
7) wurde verworfen, da durch das Aufräumen des Testabdeckungs-Fensters die 
Übersichtlichkeit stark verbessert werden konnte. Insbesondere verdeutlicht die 
Überschrift „Selected Entity“ den Zusammenhang mit der ausgewählten Entität. 
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Tabelle 4. Zielerfüllung Iteration 2. 
Ziel Beschreibung Erfüllt 
Übersichtlichkeit: 
Testabdeckungsfenster 
Zur Steigerung der Übersichtlichkeit sollen 
Konfigurationsmöglichkeiten zur 
Testabdeckung größtenteils in das Menü 
überführt werden. Verbleibende Elemente des 





Um die Hervorhebung der Testabdeckung von 
oben einzugrenzen, soll ein oberer Grenzwert 
eingeführt werden. 
Ja 
Farbverwaltung Eine Farbverwaltung, die es ermöglicht, Farben 
aus verschiedenen Quellen einer Entität 
zuzuordnen. Wenn eine Quelle die Einfärbung 
aufhebt, sollen die anderen Einfärbungen nicht 




Um auch in Experimenten eine realitätsnahe 
Benutzungsoberfläche verwenden zu können, 
soll der Experiment-Controller in einem 





Um den Zusammenhang zwischen 
ausgewählter Entität und der zugehörigen 
Detailansicht zu verbessern, wurde 
vorgeschlagen, zweidimensionale 
Verbindungslinien zu verwenden. Dies würde 
außerdem beim Wiederfinden der ausgewählten 
Entität hilfreich sein. 
Nein 
 
Ebenso wie in der ersten Evaluation, wurden auch dieses Mal zusätzliche Features 
entwickelt. Aufgrund der höheren Zahl sind diese zur besseren Übersicht in 
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Tabelle 5. Zusätzliche Features Iteration 2. 





Es war nicht möglich, die vom 
RelationTranspa-
rencyController verursach-
ten Transparenzen rückgängig 
zu machen. 
Die Funktionalität des 
Controllers wurde von 
einer Testperson als 
brauchbar für die Ana-
lyse von Testabdeckun-
gen eingeschätzt (Itera-




Das Übergeben von Funktionen 
vom Setup an den Menü-Con-
troller konnte vereinfacht wer-
den und erlaubt das einfache 
Übergeben von Funktionsargu-
menten. 
Wird benötigt, um den 
Testabdeckungstyp über 
das Menü zu wechseln 
Pfeile für 
Dropdown-Menüs 
Blaue Pfeile erhöhen die Sicht-
barkeit der Menüitems und wei-
sen auf Dropdown-Menüs hin. 
Stellt eine sehr einfache 
Änderung mit ästheti-
scher Wirkung dar (Ite-






Controller können zwar deakti-
viert werden, aber werden bei 
jedem Programmstart durch die 
automatische activate-Funktion 
aktiviert. 
Voraussetzung, um die 
Relation-Controller mit 
ins Setup aufzunehmen, 
ist, dass sie deaktiviert 
sind und erst manuell ak-
tiviert werden müssen. 
Diese Menüpunkte ge-




Der zweiseitige Grenzwert kann 
durch einen Range-Slider 
modifiziert werden. 
Ein Slider bietet die 
selbsterklärendste 
Lösung, den Grenzwert 
einzustellen. Anders als 






Trotz einer Testperson mehr gegenüber der ersten Iteration, wurden auch hier ins-
gesamt 26 Befunde identifiziert. Davon wurden 16 als relevant eingestuft. Die 
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Eckdaten sind ebenfalls wieder in Anhang 3 zusammengefasst. Erwähnenswert ist 
die kritische Betrachtung der Sphären. Es wurden einige offensichtliche optische 
Mängel festgestellt, die durch das doppelseitige Rendern der Sphären verursacht 
werden. Abgesehen von diesen ästhetischen Problemen kommt es manchmal zu 
dem Effekt, dass eine Sphäre hinter einer anderen trotz der Transparenz nicht sicht-
bar ist. Dieses Problem sollte behoben werden. 
Außerdem gab es mehrere Vorschläge, die Konfiguration im Setup zu verbessern. 
An der neuen Popover-Funktionalität des Experiment-Fensters wurde bemängelt, 
dass sie verschwindet, wenn mit der Canvas interagiert wird. Das könnte über den 
autoClose-Parameter behoben werden, allerdings wird vorerst davon abgesehen, 
weil in erster Linie die Interaktion mit dem eigentlichen Setup und nicht dem Ex-
periment-Fenster beurteilt werden soll. Das Fenster verdeckt beispielsweise den 
Testabdeckungs-Controller, was als größere Behinderung vermutet wird. 
Darüber hinaus wurden in dieser Iteration einige neue und realistisch umsetzbare 
Designvorschläge gesammelt. Diese sind: 
• Anzeige eines „FlyTo“-Buttons für die ausgewählte Entität, 
• die Anzeige der Testabdeckung im Tooltip-Fenster, 
• die Anzeige der Testabdeckung im Package-Explorer sowie 
• eine automatische Scroll-Funktion im CodeViewer. 
In allen Interviews wurde die Meinung zu „Alarm“-, „Rauch“- oder sonstigen dy-
namischen Effekten befragt. Die einschlägige Meinung ist, dass diese Funktionen 
und zusätzlich die Sphären nicht unbedingt mit der Testabdeckung in Verbindung 
gebracht werden könnten. Zudem wird das Gegenargument angeführt, dass der Ef-
fekt mehrfach pro Entität angezeigt werden müsste, um ihn aus allen Blickwinkeln 
sehen zu können. 
Außerdem hat sich im Interview ein neuer Anwendungsfall für Testabdeckungen 
ergeben: die Entwicklung der Testabdeckung zwischen zwei Zeitpunkten. Dies 
kann beispielsweise vor dem Merge von Branches in einen Haupt-Branch von Be-
deutung sein. Grundsätzlich wäre die Implementierung dieser Funktionalität nahe-
liegend, da Getaviz auch für die Betrachtung der Evolution von Software verwendet 
werden kann. Aufgrund der Beschaffenheit des Modells bietet sich diese Funktion 
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jedoch nicht für die Stadtmetapher, sondern eher für die flache Recursive Disk an, 
in welcher die Software-Versionen übereinandergeschichtet angezeigt werden kön-
nen. Darüber hinaus wird das Ausmaß der benötigten Änderungen an Generator und 
UI als zu hoch eingeschätzt, um die Implementierung zu diesem Zeitpunkt zu be-
ginnen. Daher wird für die dritte Iteration auf dieses Feature verzichtet, um den 
Fokus auf die Verbesserung vorhandener Features zu legen. 
5.4 Dritte Iteration 
Zusammenfassung 
Für die dritte Iteration wurden die Farben der Mausinteraktion angepasst. Die Mar-
kierungsfarbe wurde von Grün zu Violett verändert, um die Verwechslungen mit 
einer hohen Testabdeckung zu vermeiden. Die rote Auswahlfarbe signalisiert Ge-
fahr und hat ebenfalls eine zu hohe Ähnlichkeit zu einer schlechten Testabdeckung. 
Diese wird daher in ein gelbliches Highlight verändert. Die Testaufgaben wurden 
auch in dieser Iteration ein weiteres Mal überarbeitet. Um die Testperson gemäßigt 
an die neuen Funktionen der Benutzungsoberfläche heranzuführen, wurde der 
Schwierigkeitsgrad angepasst. Insbesondere wurde entschieden, dass die Aufgabe 
zur absoluten Anzahl ungetesteter Zeilen zu schwierig war. Außerdem wurde eine 
neue Aufgabe ergänzt 
Ferner wurden die Tooltips in einen separaten Controller ausgelagert, welcher es 
anderen Controllern wie dem Testabdeckungs-Controller erlaubt, den Tooltip au-
tark zu erweitern. Der Package-Explorer nutzt anstelle von farbigen Kreisen zur 
Anzeige des Entitäts-Typs nun eigens angefertigte Symbole (Anhang 5, Abbildung 
A2). Die Funktion der farblichen Codierung im Package-Explorer wird stattdessen 
für die Testabdeckung verwendet. Wahlweise wird ein Kreis oder ein Ritter-Schild 
hinter den Entitätsname angezeigt, dessen Farbe abhängig von der Testabdeckung 
verändert wird. 
Lediglich die Sphären konnten nicht verbessert werden. Für die schwerwiegenden 
Probleme wurden verschiedene Lösungen bemüht, welche allerdings erfolglos blie-
ben. Da die Sphären zuerst von der Testperson über das Menü aktiviert werden 
müssen und somit nicht von allen Testpersonen gesehen werden, wurden weitere 
Bemühungen eingespart. Die Qualität der prototypischen Implementierung wird als 
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ausreichend erachtet, um den Nutzen für User zu evaluieren. Die Zielerfüllung der 
dritten Iteration ist in Tabelle 6 angegeben. 
Tabelle 6. Zielerfüllung Iteration 3. 
Ziel Beschreibung Erfüllt 
Sphären 
überarbeiten 
Einige ästhetische Anzeigefehler in Verbindung mit 




Die oben erwähnten Farbänderungen wurden 




Tooltips sollen von einem eigenen modularen 
Controller gesteuert werden. Anderen Controllern soll 
dies ermöglichen, einen Bereich im Tooltip-Fenster zu 





Die Einträge im Package-Explorer sollen ein farbiges 






Die „FlyTo“-Funktion soll einmalig über einen Button 
aufgerufen werden können, um die Funktionalität 




Der Sourcecode-Controller soll beim Auswählen von 
Attributen und Funktionen aktiv zu der jeweiligen 




Unter den relevanten Befunden wurde in dieser Iteration das erste Mal keines mit 
Schweregrad „4” eingestuft. Der durchschnittliche Schweregrad dieser Iteration 
liegt mit einem Wert von 2,29 knapp unter dem Wert der zweiten Iteration (2,56) 
und deutlich unter dem Wert der ersten Iteration (2,95). Dabei wurde dieses Ergeb-
nis zusätzlich durch eine erneute Betrachtung der Treemap, welche kein direkter 
Teil des Usability-Tests war, negativ beeinflusst. 
An den neu eingeführten Features war der einzige schwerwiegende Kritikpunkt, 
dass die Tooltips sich ruckelig bewegen. Dieser Effekt wird wahrgenommen, wenn 
mit der Maus viele kleine Entitäten überfahren werden, bevor die Maus über eine 
einzelne große Entität bewegt wird. Die Tooltip-Positionierung wird dann mit jeder 
Entität neu berechnet, was zur Folge hat, dass sich die Position erst flüssig ändert 
und dann hängen bleibt, sobald sich die Maus länger auf der gleichen Entität 
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befindet. Eine wiederholte Berechnung der Tooltip-Position wäre denkbar, um das 
Problem zu beheben. 
Abgesehen davon wurden die neuen Tooltips und der Package-Explorer positiv auf-
genommen. Die selbsterstellten Symbole fügen sich stimmig in das Gesamtbild ein 
und wirken verständlich, weshalb der neue Package-Explorer im direkten Vergleich 
als Verbesserung bezeichnet wurde. 
Die meisten relevanten Usability-Probleme dieser Iteration sind nur indirekt mit der 
Entwicklung der Testabdeckungs-Erweiterung verbunden. Zum einen wurde be-
merkt, dass dem Sourcecode-Controller die Syntax-Hervorhebung und die Verlin-
kung zu den Entitäten des Modells fehlt. Das dazu verwendete Werkzeug funktio-
niert bislang nicht mit dem HTML-basierten JaCoCo-Sourcecode. Des Weiteren 
wurde deutlich, dass die Suchvorschläge den gesuchten Begriff teilweise nicht be-
inhalten, weil die Priorisierung zu viele irrelevante Vorschläge höher einordnet. 
6 Implementierung des Prototyps 
6.1 Erweiterung des Generators 
Als Eingabe für den Generator musste zunächst eine JAR-Datei mit einem zugehö-
rigen JaCoCo-Report bereitgestellt werden. Hierbei wurde entschieden, den voll-
ständigen Report innerhalb der JAR-Datei zu überreichen. Als Beispielprojekt 
wurde JUnit4 gewählt. Um den Report zu generieren, musste in der dortigen 
pom.xml-Datei die JaCoCo-Dependency sowie das zugehörige goal eingefügt 
werden. Außerdem wurde dort als Workaround eine include-Anweisung gegeben, 
welche den Reportordner in die JAR-Datei hineinkopiert: „<include>tar-
get/site/jacoco/</include>“. 
Zur Erleichterung der Generatorentwicklung wird über die Dockerfile automa-
tisch ein Input-Verzeichnis in den Container geladen. Dieses hat den Zweck JAR-
Dateien automatisch für den Generator verfügbar zu machen. 
Die hauptsächliche Erweiterung besteht aus drei neuen Steps: 
• Die CodeExtractor.java entpackt den JaCoCo-Quelltext aus der JAR-
Datei in den Modellordner. 
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• Die TestCoverage.java liest die Datei jacoco.csv und schreibt die 
dortigen Informationen als Coverage-Nodes in die Neo4j-Datenbank. Zu-
sätzlich werden zusammengehörige Klassen in einer HashMap gesammelt, 
am Ende zu einer Paketabdeckung zusammengefasst und ebenfalls in der 
Datenbank gespeichert. Dass die jacoco.csv unvollständige Informatio-
nen hat, macht sie zu einer nicht idealen Datenquelle. Es wurde erst später 
bemerkt, dass die jacoco.xml alle Informationen zu beinhalten scheint. 
• Die DatabaseCleaner.java wurde erstellt, weil jQAssistant fälschli-
cherweise Dateien aus dem JaCoCo-Report interpretiert und in die Daten-
bank speichert. Durch den DatabaseCleaner-Schritt werden uner-
wünschte Nodes direkt wieder gelöscht. Die Löschanfrage an die Datenbank 
wird durch zwei Arrays erzeugt, welche Substrings des fqn (fully qualified 
name) des zu löschenden Nodes ein- beziehungsweise ausschließen. Bei 
diesem Verfahren scheint es allerdings noch Probleme mit der Interpretation 
des resultierenden booleschen Ausdrucks zu geben. 
Eine weitere Ergänzung ist die scan.properties-Datei, welche ebenfalls auto-
matisch beim Erzeugen des Containers in diesen kopiert wird. Die Datei wird beim 
Aufruf von jQAssistant übergeben und enthält Anweisungen, um Regeln für den 
Scan festzulegen. 
In einer weiteren Änderung wurde dafür gesorgt, dass JQA2JSON.java die Test-
abdeckungs-Knoten in die metaData.json überträgt. 
6.2 Sourcecode-Controller 
Der Sourcecode-Controller wurde so angepasst, dass er die HTML-Seiten aus dem 
JaCoCo-Report einfügt (Abbildung 5), falls er eine HTML-Datei anstelle einer 
Java-Datei erhält. Außerdem wurde eine Autoscroll-Funktion eingebaut, welche au-
tomatisch zur ausgewählten Entität scrollt. Die gesuchte Methode oder das gesuchte 
Attribut können in den meisten Fällen über einen regulären Ausdruck gefunden 
werden. Das heißt insbesondere, dass das Scrollen zu einer internen Klasse nicht 
realisiert ist. Ebenso würde in Ausnahmefällen, bei denen eine Variable sowohl in 
der Hauptklasse als auch in einer internen Klasse identisch definiert sind, nicht 
zwangsläufig die richtige Variablendeklaration gefunden werden. Um die Funktion 
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robust zu implementieren, sollte in Zukunft daher ein Java-Parser verwendet wer-
den. 
Des Weiteren ist die Funktion der Verlinkung zwischen Entität und Identifier, wie 
es im Original der Fall ist, nicht funktionsfähig, weil der Sourcecode in HTML ein-
gebettet ist. Außerdem wird der Code im separat aufrufbaren Codefenster nicht 
farblich hinterlegt, weil die derzeitigen CSS-Regeln dort keine Geltung haben.  
 
6.3 Treemap 
Die Treemap wurde mit Hilfe von jqxTreemap realisiert (Anhang 5, Abbildung 
A1). Sie zeigt die Testabdeckung aller Pakete als Farbe sowie die Zeilenanzahl 
durch die Größe der jeweiligen Kachel an. Durch einen Klick auf eine Kachel wird 
die „FlyTo“-Funktion zum angeklickten Paket ausgelöst. Aus den Evaluationen 
wurde ersichtlich, dass die Treemap zum einen zu viel Platz im Menü einnahm, aber 
andererseits zu klein war, weshalb der Inhalt kleinerer Kacheln nicht mehr lesbar 
war. Eine Idee, die aus der zweiten Iteration hervorging, war, sie bei Bedarf als 
Popover-Fenster anzeigen zu lassen, um sowohl das Problem des Platzverbrauchs 
als auch der zu kleinen Skalierung einzelner Kacheln zu lösen 
Neben der Popover-Funktion konnten auch weitere Verbesserungspotenziale ent-
deckt werden. Zum einen wurde vorgeschlagen, dass beim Überfahren einzelner 
Kacheln mit der Maus, ein Feedback im 3D-Modell geben sollte. Eine konsistente 
 
Abbildung 5. Sourcecode-Controller mit einer Seite aus dem JaCoCo-Report. 
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Lösung wäre ein Highlighting des Pakets, wie es auch bei der normalen Hover-
Funktion der Fall ist. 
6.4 Sphären 
Sphären bilden große Kugeln um eine Entität herum und sollen Schutzschilde sym-
bolisieren (Abbildung 6). Durch ihre Höhe verbessern sie insbesondere ihre Sicht-
barkeit aus größerer Entfernung. Es gibt allerdings einige Anzeigefehler, welche 
zum Teil scheinbar nur schwer zu beheben sind. In Abbildung 6 sind die Anzeige-
fehler auf einen Blick festgehalten. Während die mittlere kleine Kugel trotz Trans-
parenz der vorderen Kugel verdeckt wird, schimmert die hinterste Kugel durch die 
mittlere hindurch. Des Weiteren sind in der hintersten Kugel horizontale Ebenen zu 
sehen, die dort nicht sein sollten. Zudem besteht Verbesserungspotenzial in der Be-
rechnung der Skalierung, sodass alle enthaltenen Entitäten in der Kugel einge-
schlossen sind. Derzeit ragen oft Gebäude aus den Sphären heraus. Außerdem wa-
ren die Sphären ursprünglich als Kuppeln gedacht. Diesen Eindruck erhielten die 
Testpersonen auch, bis sie das Modell so rotierten, dass sie von unten auf die Pa-
ketebenen blicken konnten, wo der Rest der Kugel-Elemente herausragte. Die Ku-
geln sollten zu diesem Zweck auf Höhe der Paketebene abgeschnitten werden. 
  
Abbildung 6. Anzeigefehler der Sphären. 
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6.5 Color-Coding 
Das Color-Coding färbt alle Entitäten ein (Abbildung 7), sofern ihre Testabdeckung 
in einem konfigurierbaren Bereich liegt. Die Farbe ist abhängig von der jeweiligen 
Testabdeckung. Der Bereich ist durch einen oberen und unteren Grenzwert einstell-
bar. Die Farbgebung ist über die controllerConfig zwar nicht erreichbar, aber 
kann durch eine einfache Modifizierung des zugehörigen Arrays direkt im Control-
ler schnell vorgenommen werden. Je nach Intensität der Farbtöne und Menge ein-
gefärbter Entitäten, kann die Anzeige der Testabdeckung sehr grell und störend sein. 
Eine gedecktere Farbwahl sowie eine Legende des Farbgradienten könnten die Er-
scheinung des Color-Codings angenehmer machen. 
 
6.6 Farb-Controller 
Da viele Controller in Getaviz die Farben von Entitäten verändern, kommt es oft zu 
gleichzeitigen Mehrfach-Färbungen, wobei die älteren Farben im System verloren 
gehen. Dieses Problem war schon immer in Getaviz vorhanden und hat nun wäh-
rend eines Usability-Tests durch das Color-Coding der Testabdeckung eine Markie-
rung überschrieben. 
Als Lösung stellt der neue ColorController eine verwaltende Schnittstelle für 
die Farbmanipulation durch den CanvasManipulator dar. Dieser speichert zu je-
der gefärbten Entität den Namen und die Farbe des einfärbenden Controllers. Dar-
über hinaus müssen sich Controller für diese Funktionalität beim 
Abbildung 7. Color-Coding der Entitäten. 
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ColorController registrieren. Hierdurch wird zusätzlich eine Priorisierung aller 
Controller realisiert, aus der sich ergibt, welche Farbe zu einer gegebenen Zeit an-
gezeigt wird. 
Als weitere Neuerung verändert er die alte Highlight-Funktion, in ein echtes, auf-
hellendes, wenn gewollt farbiges, Highlighting. In der alten Version wurden Farben 
schlicht rot eingefärbt. Dies ermöglicht ein gleichzeitiges Feedback von zwei Con-
trollern, falls jeweils eine normale Färbung und ein Highlighting angewandt wer-
den. Abbildung 8 zeigt zwei verschiedenfarbige Anwendungen von Highlights, so-
wie eine Färbung durch den Mark-Controller. Im Einzelnen sind diese: Normales 
Färben vom Mark-Controller (links), weißes Highlight vom Hover-Controller 
(Mitte) sowie gelbliches Highlight vom Select-Controller (rechts).  
 
In Zukunft sollten noch zwei potenzielle Verbesserungen getestet werden: 
1. Verschiedenfarbige Highlights könnten gemixt werden, damit sogar noch 
mehr Interaktionsfeedback wiedergegeben werden kann. 
2. Je nach Konfiguration kann der Fall auftreten, dass durch ein Select kein 
optisches Feedback gegeben wird, weil es vom gleichzeitigen Hover-Feed-
back überschrieben wird, vorausgesetzt, beide Controller haben entweder 
Highlighting oder Coloring aktiviert. Es sollten Möglichkeiten getestet wer-
den, die neueste Farbe höher zu priorisieren. 
 
 
Abbildung 8. Demonstration: Highlighting. 
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6.7 Experiment-Popover-Fenster 
Das Experiment-Fenster wurde um eine Einstellung ergänzt, die es ausschließlich 
in einem schließbaren jqxPopover-Fenster anzeigen lässt. Die Experimenttexte 
haben vorher so viel Platz eingenommen, dass sie ein Hindernis bei der Erstellung 
des Setups waren. Es wird angenommen, dass diese Funktion das Entwerfen von 
Experiment-Setups erheblich erleichtern kann. Der autoClose-Wert des Fensters 
kann verwendet werden, um das Fenster nicht ständig verschwinden zu lassen. Das 
Verbergen und Zeigen des Fensters kann in diesem Fall auch manuell durch einen 
Klick auf den Experiment-Button im Menü ausgelöst werden. 
6.8 Tooltip-Controller 
Zum Anzeigen von Tooltips wurde ein eigener Controller erstellt. Vorher wurden 
diese vom Hover-Controller verwaltet, weshalb alle anzuzeigenden Informationen 
ebenfalls in diesen Controller eingepflegt werden mussten. Der neue Tooltip-Con-
troller ist modular aufgebaut und erlaubt es Controllern, einen Bereich im Tooltip 
zu registrieren. Zur Registrierung übermittelt der registrierende Controller eine 
Callback-Funktion, woraufhin der Tooltip-Controller ein neues div-Element er-
stellt. Dieses wird dem registrierenden Controller jedes Mal als Parameter der Call-
back-Funktion übermittelt, wenn der Tooltip neu berechnet wird. Somit können alle 
anderen Controller ihre eigenen Funktionen definieren, um den Tooltip zu erwei-
tern. Dieses Feature wurde im Zusammenhang mit der Anzeige von Testabdeckung 
im Tooltip implementiert (Abbildung 9). 
 
 
Abbildung 9. Demonstration: Tooltip mit Testabdeckungs-Informationen. 
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6.9 Package-Explorer 
Es wurde festgestellt, dass die farbigen Kreise, die im Package-Explorer den Typ 
einer Entität ausdrücken, nicht selbsterklärend sind. Daher kam die Idee auf, den 
Typ des Eintrags durch ein aussagekräftiges Symbol zu ersetzen und die dadurch 
„frei gewordene“ farbliche Codierung für die Testabdeckung zu nutzen. Das Ergeb-
nis ist in Anhang 5, Abbildung A3 zu sehen. Die neu eingefügten Symbole sind auf 
der linken Seite zu erkennen. Auf den Ergebnissen der dritten Evaluation beruhend, 
wird angenommen, dass dieses neue Feature eine Verbesserung darstellt. In Zukunft 
sollte allerdings in Erwägung gezogen werden, die für den Package-Explorer ver-
wendete jQuery-Bibliothek zTree auszutauschen. Diese enthält eine nur schwer-
verständliche Dokumentation. Stattdessen könnte der jqxTree aus dem in Getaviz 
ohnehin viel verwendeten jqWidgets-Framework verwendet werden. 
6.10 Sonstige Features 
Neben diesen größeren Features wurden auch weitere kleine Features entwickelt. 
Zum einen verfügt der Testabdeckungs-Controller über ein Fenster, welches mit in 
die Benutzungsoberfläche eingebunden werden kann (Anhang 5, Abbildung A4). 
Dieses verfügt über einen Range-Slider, um den prozentualen Bereich, in dem die 
Testabdeckung hervorgehoben werden soll, einstellen zu können. Darunter werden 
Name und Typ der aktuell ausgewählten Entität sowie die Statusbalken der 
einzelnen Testabdeckungstypen zu dieser Entität angezeigt. Weitere 
Einstellungsmöglichkeiten können über die controllerConfig im Setup 
flexibel hinzugefügt werden. In Zukunft könnte das Anzeigen von Informationen 
zur ausgewählten Entität ebenfalls, wie im Tooltip-Controller, von einem eigenen 
modularen Controller verwaltet werden. 
Als weitere kleinere Neuerungen können die folgenden Features angeführt werden: 
• Die Dropdown-Menüs in der Menüleiste wurden um blaue Pfeile erweitert, 
um die Sichtbarkeit zu verbessern. 
• Funktionsaufrufe über den Menü-Controller sind vereinfacht worden, 
wodurch es nun auch möglich ist, Parameter über die bind-Funktion zu 
übergeben. 
• Durch das Bestätigen einer Experiment-Aufgabe, werden nun automatisch 
alle markierten Entitäten abgewählt. 
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7 Untersuchungsergebnisse 
7.1 Kategorisierung der Ergebnisse 
Als Basis für die Analyse dienen die Daten der heuristischen Evaluation. In dieser 
wurden die Befunde einem verletzten Design-Prinzip zugeordnet und von der Test-
person mit einem Schweregrad (SG) versehen. Die Bedeutung der Schweregrade 
ist wie folgt zu interpretieren [vgl. Nielsen 1993, S. 103]: 
• „0“ – kein Usability-Problem, 
• „1“ – kosmetisches Problem, 
• „2“ – kleines Usability-Problem, 
• „3“ – großes Usability-Problem, 
• „4“ – Usability-Katastrophe. 
Ein Befund wird als relevant (Anhang 7, Tabelle A5 & Tabelle A7) eingestuft, so-
fern der bemängelte Sachverhalt mit der Implementierung des Prototyps erzeugt 
wurde oder der Mangel die Usability des Prototyps stark beeinflusst. In der Analyse 
wird anstelle der absoluten Anzahl der Befunde häufig der kumulierte Schweregrad 
verwendet. Dieser Wert wird als Score der jeweils betrachteten Befunde bezeichnet. 
Außerdem wurden die Befunde spätestens in der Nachbereitung des Tests von der 
Testleitung mit einem Fehlerort und einer Kategorie klassifiziert. Die trennscharfe 
Abgrenzung des Fehlerorts erwies sich insbesondere für unspezifische Fehler als 
schwer, weshalb dieses Feld für die Analyse keine weitere Relevanz hat. Die Werte 
der Kategorie dagegen wurden stringenter geführt, um auszudrücken, welche In-
stanz diesen Fehler verursacht. Sie nimmt die folgenden Werte an: 
• „Testabdeckung: Canvas“ – Probleme, die von oder im Zusammenhang 
mit dem Testabdeckungs-Controller auftreten und sich als grafische 
Ereignisse auf der Leinwand zeigen, 
• „Testabdeckung: Menü“ – Sonstige Probleme, die von oder im 
Zusammenhang mit dem Testabdeckungs-Controller eingeführt wurden, 
• „Setup“ – Probleme, welche durch die Konfiguration der Setup-Datei 
verursacht werden und dort auch behoben werden können, 
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• „Getaviz“ – Probleme, welche in der Originalversion von Getaviz 
bestehen, sowie 
• „Dependencies“ – Probleme, welche durch externe Projektabhängigkeit 
bedingt sind. 
Des Weiteren wurde nach Abschluss der Evaluation für die Auswertung der Unter-
suchungsergebnisse der Problemstatus eines Befunds eingetragen. Dieser nimmt 
die Werte „Ja“ und „Nein“ sowie in Grenzfällen „zum Teil“ („z.T.“) an und drückt 
aus, ob der Fehler behoben wurde (Anhang 7, Tabelle A8). Die Angabe von 
„z.T.“ ist so zu verstehen, dass eine Verminderung des bemängelten Sachverhalts 
erzielt wurde oder, falls ein Lösungsvorschlag gegeben wurde, dass eine alternative 
Lösung zur Behebung des Problems implementiert wurde. 
7.2 Interpretation der Ergebnisse 
Für die vorliegende Untersuchung wurde als Ziel formuliert, die Usability des Pro-
totyps zu verbessern und die funktionalen Anforderungen zu validieren und gege-
benenfalls zu ergänzen. Außerdem sollten die Design-Entscheidungen möglichst 
wenig durch die subjektive Sicht des Entwicklers beeinflusst sein. In diesem Kapi-
tel wird die Erfüllung der genannten Ziele anhand der erhobenen und ausgewerteten 
Daten überprüft. 
Allgemeine Statistiken 
Insgesamt wurden in der Untersuchung 77 Befunde identifiziert, von denen wiede-
rum 53 als relevant eingestuft wurden. Ein weiterer Befund wurde mit „0“ als kein 
Usability-Problem eingestuft, weswegen es in dieser Zahl nicht miteinberechnet 
wurde. Die beiden Kategorien „Testabdeckung: Menü“ und „Testabdeckung: Can-
vas“ machen zusammen 37% aller Befunde aus und treten somit nennenswert häu-
figer auf als solche der Kategorie „Getaviz“ (23%) (Anhang 7, Tabelle A4). Hierfür 
gibt es vier mögliche Interpretationsansätze: 
1. Die Testabdeckungs-Komponenten beinhalten mehr Usability-
Probleme. 
2. Die Testpersonen achten stärker auf die Auswertung der 
Testabdeckung. 
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3. Die Testleitung tendiert eher dazu, Probleme mit der zu 
untersuchenden Komponente zu verknüpfen. 
4. Die Testabdeckungs-Komponenten machen einen überproportionalen 
Anteil der gesamten Benutzungsoberfläche aus. 
Es wird davon ausgegangen, dass eine Kombination aller vier Gründe dieses Er-
gebnis beeinflussen. Besonders der vierte Interpretationsansatz schwächt die Aus-
sagekraft einer Gegenüberstellung der Kategorien erheblich ab. 
Ein Vergleich der Befunde, eingeordnet nach dem verletzten Usability-Prinzip, 
zeigt, dass am häufigsten „Sichtbarkeit des Systemstatus“ (26%), „Ästhetisches und 
minimalistisches Design“ (22%), „Flexibilität und Effizienz“ (14%) und „Bestän-
digkeit und Standards“ (13%) betroffen sind. „Hilfestellungen beim Erkennen, Be-
werten und Beheben von Fehlern“ wurde kein einziges Mal verletzt. Ebenso ist das 
Prinzip der „Fehlervermeidung” nur einmal bemerkt worden (Anhang 7, Tabelle 
A6). Eine Begründung dafür kann sein, dass in Getaviz nur Daten inspiziert und 
nicht verändert werden. Dadurch bekommen Anwender:innen selten das Gefühl, 
einen Fehler gemacht zu haben. 
Verbesserung der Usability 
Als Indikator für die erreichte Verbesserung werden im Folgenden die behobenen 
Probleme ins Verhältnis zu allen entdeckten Problemen gesetzt. Insbesondere wird 
in Abbildung 10 dafür die dritte Evaluation exkludiert, da auf diese Iteration keine 
weitere Entwicklungsphase folgte. Die Befunde dieser Iteration haben somit keine 
Aussagekraft darüber, in welchem Ausmaß die Untersuchung bei der Behebung von 
Fehlern behilflich war. Von acht Usability-Katastrophen wurden sechs behoben. 
Die weiterhin bestehenden Katastrophen betreffen zum einen die Treemap, welche 
nicht aktualisiert wird, wenn der Abdeckungstyp umgestellt wird. Dieses Problem 
wäre leicht zu beheben, wurde allerdings nicht priorisiert, weil die Treemap nach 
der ersten Iteration bis auf Weiteres keine Anwendung mehr fand. Zum anderen 
konnte ein Fehler nicht behoben werden, bei dem die Entität, die mit der Maus 
überfahren wird, nicht aktualisiert wird. Dieser Fehler hängt mit der Aframe-basier-
ten Version von Getaviz zusammen, weil der ActionController in diesen Fällen 
von Aframe nicht das richtige Event erhält. 
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Negativ auffallend in dieser Statistik ist, dass fünf von elf „großen“ Usability-Prob-
leme nicht behoben wurden. Davon sind drei Probleme betrachtungsrelevant für 
den Prototypen. Von diesen betrifft je eines die Treemap, die Sphären und das au-
tomatische Schließen des Experiment-Popover-Fensters. Die Evaluation und gege-
benenfalls Anpassung von „Treemap“ und „Sphären“ kann Gegenstand folgender 
Untersuchungen sein.  
 
Abbildung 10. Befunde nach Schweregrad und Problemstatus. 
 
Die Betrachtung der Scores ergibt, dass insgesamt 53 von 92 Schweregrad-Punkten 
behoben wurden (Abbildung 11). Das ist ein deutliches Indiz dafür, dass die Usabi-
lity nachweislich verbessert wurde.  
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Funktionale und Nicht-funktionale Anforderungen 
 „/F1/ Generierung eines Modells mit Testabdeckung“: Der Generator extrahiert 
den automatisch generierten JaCoCo-Testreport direkt aus der übergebenen JAR-
Datei, sofern diese einen Report enthält. Diese Informationen werden in der Neo4j-
Datenbank als „Coverage“-Node gespeichert und anschließend unter dem Schlüssel 
„testCoverage“ in der metaData.json abgespeichert. Diese Anforderung ist 
erfüllt. 
„/F2/ Betrachtung der Testabdeckung in Getaviz“: Die Testabdeckung kann auf 
verschiedene Weisen inspiziert werden. Dazu gehören farbliche Hervorhebung, 
Sphären, Fortschrittsbalken im Controller-Fenster sowie im Tooltip, Treemap und 
eine farbliche Kodierung im Package-Explorer. Diese Anforderung ist erfüllt. 
„/F3/ Filterung der Anzeige der Testabdeckung“: Der Bereich, in dem die Test-
abdeckung angezeigt wird, kann über die controllerConfig eingestellt und zur 
Laufzeit durch einen Range-Slider verändert werden. Diese Anforderung ist erfüllt. 
„/F4/ Testabdeckung erzeugt keine Konflikte mit Getaviz“: Zum Test wurde die 
Setup-Datei „default.js“ minimal verändert, indem der testCoverageControl-
ler zum controller-Array hinzugefügt wurde. Der Controller verhält sich wie 
vorgesehen, auch wenn er kein festes Fenster kontrolliert. Diese Anforderung ist 
erfüllt. 
„/F5/ Testabdeckung im Quellcode“: Es werden die html-Dateien aus dem Ja-
CoCo-Report direkt in den Sourcecode-Controller geladen. Durch einen CSS-Sty-
lesheet wird der Code korrekt eingefärbt. Diese Anforderung ist erfüllt. 
„/NF1/ Testabdeckung erzeugt keine Usability-Probleme“ 
„| Fit-Kriterium: Es existiert eine Anzeigemöglichkeit, welche mit nicht mehr als 
einem unbehobenen Usability-Problem des Schweregrads >= 3 in Verbindung 
steht.“ 
Das Fit-Kriterium muss für mindestens eine Anzeige-Funktionalität erfüllt sein. Die 
Fortschrittsbalken als Anzeige-Funktionalität waren nur Gegenstand zweier Be-
funde mit jeweils einem Schweregrad von 1. Die Anforderung ist erfüllt. 
Somit sind alle Anforderungen erfüllt. 
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Einschränkung der Subjektivität des Entwicklers 
Wie bereits im Unterkapitel „Kategorisierung der Ergebnisse“ angesprochen, sind 
subjektive Entscheidungen des Entwicklers in diesem Evaluationsprojekt nicht aus-
zuschließen. Noch wichtiger ist, dass der Entwickler eigenständig entscheidet, ob 
die Behebung eines Usability-Problem verhältnismäßig zum erforderlichen Auf-
wand ist und somit priorisiert wird. Der erforderliche Aufwand kann in vielen Situ-
ationen darüber hinaus nur grob eingeschätzt werden. Die Objektivität wird dadurch 
erhöht, dass die Schweregrade durch Testpersonen festgelegt werden. Diese Ein-
schätzung dient als Grundlage für die Zielsetzung der folgenden Iteration. Die Be-
funde müssen zudem als relevant eingestuft werden. Hierbei betrachtet der Ent-
wickler, ob das Problem mit der Implementierung des Prototyps eingeführt wurde 
oder mit dessen Funktionalitäten in Konflikt steht. Zweiteres lässt etwas Entschei-
dungsspielraum zu, wobei wieder subjektive Einflüsse entstehen können. Das Aus-
maß und die Folgen der Subjektivität im Rahmen dieser Entscheidung, werden hier 
als gering beurteilt. Grundsätzlich handelt es sich bei der Subjektivität des Entwick-
lers um eine Limitation von Studien dieser Art. 
7.3 Diskussion 
Die Auswertung der Untersuchungsergebnisse zeigt, dass die funktionalen und 
nicht-funktionalen Anforderungen vollumfänglich erfüllt werden konnten. Eben-
falls kann auf Grundlage dieser Analyse konstatiert werden, dass die Evaluationen 
bei der Verbesserung des Prototyps eine entscheidende Rolle gespielt haben. Als 
eine potenzielle Limitation des gewählten Untersuchungsansatzes wurde die Sub-
jektivität des Entwicklers identifiziert. Eine Steigerung der Objektivität könnte 
durch einen größeren Stichprobenumfang erreicht werden. Dieser Punkt wurde er-
heblich durch die andauernde Covid-19-Pandemie sowie der daraus resultierenden 
strengen Kontaktbeschränkungen beeinflusst. 
Aus der statistischen Auswertung der qualitativen Befunde kann eine positive Ten-
denz abgelesen werden. Um diesen Effekt zu prüfen, wäre eine quantitative Studie 
zur Validierung der Ergebnisse denkbar. Limitiert ist die Aussagekraft der Einord-
nung in Fehlerorte und Kategorien. Verschiedene Interpretationsansätze erlauben 
hier keine absoluten, substanziellen Schlussfolgerungen. Durch eine quantitativ an-
gelegte Studie mittels eines standardisierten Fragebogens könnte perspektivisch die 
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Vergleichbarkeit und Quantifizierung der Ergebnisse erfolgen. In der vorliegenden 
Arbeit standen die qualitativen und explorativen Aspekte der Untersuchung im Fo-
kus, weshalb sich gegen einen quantitativen Forschungsansatz entschieden wurde. 
In weiteren qualitativen Ansätzen sollte die Intersubjektivität der Untersuchung er-
höht werden. In der durchgeführten Untersuchung wurde die Intersubjektivität 
durch eine möglichst offene Argumentation der Entscheidungen und Schlussfolge-
rungen gewahrt. Bezüglich weiterer Gütekriterien kann hervorgehoben werden, 
dass das methodische Vorgehen im Kapitel 4 „Konzeption der Evaluation“ detail-
liert und mit hoher Transparenz erörtert wurde. Die Untersuchung stellt darüber 
hinaus keine Ansprüche an Reliabilität. Für die Validität beschreibt Nielsen [Niel-
sen 1993, S. 169], dass die wichtigsten Kriterien zum einen die adäquate Auswahl 
der Anwender:innen und zum anderen angemessene Aufgaben sind. Ersteres wurde 
im Rahmen der Möglichkeiten umgesetzt und in der Stichprobenbeschreibung ein-
geordnet. Die Angemessenheit der Aufgaben wurde ebenfalls aktiv zu verbessern 
versucht. 
8 Fazit und Ausblick 
In der vorliegenden Arbeit wurde eine prototypische Erweiterung für die Software-
visualisierungs-Anwendung Getaviz erzeugt, welche eine Inspektion der Testabde-
ckung eines Softwareprojekts erlaubt. Durch Usability-Tests mit heuristischen Eva-
luationen wurden dabei iterativ die Analysen potenzieller Anwender:innen als Test-
personen einbezogen. Dadurch konnten zahlreiche Usability-Probleme des Proto-
typs behoben und eine höhere Objektivität bei Design-Entscheidungen erzielt wer-
den. Darüber hinaus nahmen die Scores der Probleme (durchschnittlicher Schwere-
grad der Befunde) pro Iteration ab. Von einer Verbesserung der Usability ist auch 
auszugehen, weil durch die Untersuchung zahlreiche Usability-Probleme aufge-
deckt und gelöst wurden. Zudem konnten in den Evaluationen eine Vielzahl von 
Vorschlägen gesammelt werden, welche deutlich über die geplante analytische Aus-
wertung des Tests hinausgehen. Durch diese kreative Leistung der Testpersonen 
wurden Lösungen implementiert, welche andernfalls nicht in Betracht gezogen 
worden wären. Dieser Befund verdeutlicht, dass der gewählte qualitative For-
schungsansatz gewinnbringend umgesetzt werden konnte. 
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Der Prototyp erfüllt alle festgelegten funktionalen sowie nicht-funktionalen Anfor-
derungen, weshalb geschlussfolgert werden kann, dass hieraus eine brauchbare Er-
weiterung entwickelt werden kann. Da die Untersuchung nur Tendenzen aufweisen 
konnte, aber darüber hinaus ungeeignet ist, um absolute Schlüsse zur tatsächlichen 
Usability zu liefern, sollte zu diesem Zweck eine summative Evaluation durchge-
führt werden. Bis dahin würde es sich anbieten, weiteres Feedback zur Verbesse-
rung des Prototyps einzuarbeiten. Hierfür stehen noch viele bekannte, aber nicht 
behobene Befunde zur Verfügung. 
Als Nebenprodukt der vorliegenden Arbeit ist zu erwähnen, dass viele Usability-
Probleme aufgedeckt und teilweise behoben wurden, welche Getaviz im Allgemei-
nen betreffen. Es ist somit sogar möglich, dass das Gesamtprojekt, über die entwi-
ckelte Erweiterung hinaus, von den Evaluationen profitieren kann.
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Anhang 
Anhang 1: Fragebogen 
Allgemeine Informationen zur Person 
1. Alter in Jahren ____  
2. Fehlsichtigkeit (Multiple Choice) 
 □  Sehschwäche 
 □  Beeinträchtigtes räumliches Sehen 
 □  Farbenfehlsichtigkeit 
 □  Andere: ______ 
Hintergrundinformationen zur Person 
3. Höchster Bildungsabschluss 
□ Hochschulreife 
 □ Bachelor 
 □ Master 
 □ Diplom 
 □ Andere: ____________ 
4. Wo haben Sie bislang Erfahrung in der Softwareentwicklung gesammelt? 
(Multiple Choice) 
 □ Universität 
 □ Industrie / Wirtschaft 
 □ Privat Andere: ___________ 
5. Wie lange haben Sie Erfahrung in der Softwareentwicklung gesammelt? 
 □ 0 - 6 Monate 
 □ Weniger als 1 Jahr 
 □ Weniger als 3 Jahre 
 □ Mehr als 3 Jahre 
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6. Wie schätzen Sie ihre Fähigkeiten in der Softwareentwicklung ein? 
□ □ □ □ □ 
Niedrig  1  2  3  4  5  Hoch 
 







3D-Anwendungen □ □ □ □ □ 
Office Anwendungen □ □ □ □ □ 
Entwicklungsumgebungen □ □ □ □ □ 
8. In welchem Kontext haben Sie Erfahrung im Management von 
Softwareprojekten gesammelt? (Multiple Choice) 
 □ Wirtschaft/Industrie 
 □ Open Source Projekte 
 □ Privat 
 □ Keine 
9. Wie schätzen Sie Ihre Erfahrung mit Modul- bzw. Unittests ein? 
  □ □ □ □ □ 
Niedrig  1  2  3  4  5  Hoch 
 
10. Wie schätzen Sie den Nutzen von Modul-Tests bzw. Unittests im 
Verhältnis zu ihrem Aufwand ein? 
  □ □ □ □ □ 
Niedrig  1  2  3  4  5  Hoch 
 
Fragen zu Softwarevisualisierungen 
Info: Werkzeuge der Softwarevisualisierung beschäftigen sich mit der Darstellung 
von Informationen über Softwaresystemen. Ein beispielhafter Anwendungsfall ist 
die Visualisierung von Softwarestrukturen durch Klassendiagramme, allerdings 
können auch dreidimensionale Darstellungen zum Einsatz kommen. 
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11. Mit welcher Art von Softwarevisualisierungen hatten Sie bisher Kontakt? 
(Multiple Choice) 
 □ 2D-Visualisierungen 
 □ 3D-Visualisierungen 
 □ Keine 
12. Haben Sie an einem Experiment zur Softwarevisualisierung 
teilgenommen? 
 □ Ja 
 □ Nein 
 
Anhang 2: Interviewleitfaden 
Leitfrage Weiterführende Fragen Intention 




• An welche Darstellungsarten 
erinnern Sie sich? 
• Welche fanden Sie am (un)an-
sprechendsten? 









• Was hätte Ihnen bei der Lö-
sung der Aufgaben helfen kön-
nen? 





Welche Rolle spielt 
oder hat die Testab-
deckung für sie bis-
lang gespielt? 
• Liegt oder lag es in ihrer Ver-
antwortung, Entscheidungen 
beruhend auf einer vorliegen-
den Testabdeckung zu treffen? 
• Worauf achten Sie privat/be-
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Können Sie sich 
vorstellen wie Fea-
ture X realisiert 
werden könnte? 
• Worin sehen Sie die Vor- und 
Nachteile? 






Anhang 3: Eckdaten der Iterationen 
Tabelle A 1. Eckdaten Iteration 1. 
Iteration Eins 
Beginn der Implementierung 01.01.2021 
Zeitraum der Durchführung 22.03.2021 
Anzahl der Teilnehmer 2 
Ziele der Iteration erreicht 5/7 
Befunde insgesamt 26 
Relevante Befunde 19 
 
Tabelle A 2. Eckdaten Iteration 2. 
Iteration Zwei 
Beginn der Implementierung 22.03.2021 
Zeitraum der Durchführung 29.04.2021 
Anzahl der Teilnehmer 3 
Ziele der Iteration erreicht 4/5 
Befunde insgesamt 26 
Relevante Befunde 16 
 
Tabelle A 3. Eckdaten Iteration 3. 
Iteration Drei 
Beginn der Implementierung 29.04.2021 
Zeitraum der Durchführung 06.05.2021 – 07.05.2021 
Anzahl der Teilnehmer 3 
Ziele der Iteration erreicht 5/6 
Befunde insgesamt 25 
Relevante Befunde 18 
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Anhang 4: Szenarien 
Einführungsaufgaben Iteration 1-3 
Einführungsaufgabe 1:  
Markieren Sie von allen der folgenden Kategorien jeweils eine beliebige Entität: 
„Paket“; „Klasse“; „Funktion“; „Attribut“ 
 
Einführungsaufgabe 2:  
Finden und markieren Sie die Klasse „org.junit.runner.Description“. 
 
Einführungsaufgabe 3:  
Finden und markieren Sie das Paket „org.junit.internal.runners.statements“. 
 
Einführungsaufgabe 4:  
Markieren Sie eine Klasse mit möglichst vielen Funktionen. 
 
Testaufgaben Iteration 1 
Aufgabe 1:  
Markieren Sie die zwei Pakete mit der größten Anzahl ungetesteter Zeilen (Line 
Coverage). 
 
Aufgabe 2:  
Markieren Sie die Klasse und das Paket mit der niedrigsten Komplexitäts-Abde-
ckung. 
 
Aufgabe 3:  
Markieren Sie im Paket „org.junit.internal.builders“ alle Klassen mit einer unvoll-
ständigen (d.h. <100%) Komplexitätsabdeckung (Complexity Coverage). 
 
Aufgabe 4:  
Markieren Sie alle Klassen mit einer Codeabdeckung zwischen 10% und 40%. 
 
Aufgabe 5:  
Markieren Sie alle Klassen die von der Klasse „org.junit.runners.ParentRunner“ 
erben und eine Codeabdeckung von weniger als 90% besitzen. 
 
Testaufgaben Iteration 2 
Aufgabe 1:  
Markieren Sie zwei Klassen mit einer absolut betrachtet hohen Anzahl ungeteste-
ter Zeilen (Line Coverage). 
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Aufgabe 2:  
Markieren Sie die zwei Pakete mit der niedrigsten Methodenabdeckung (Method 
Coverage). 
 
Aufgabe 3:  
Markieren Sie im Paket „org.junit.internal.builders“ alle Klassen mit einer unvoll-
ständigen (d.h. <100%) zyklischen Komplexitätsabdeckung (Complexity 
Coverage). 
 
Aufgabe 4:  
Markieren Sie alle Klassen mit einer Codeabdeckung zwischen 10% und 40%. 
 
Aufgabe 5:  
Markieren Sie alle Klassen die von der Klasse „org.junit.runners.ParentRunner“ 
erben und eine Codeabdeckung von weniger als 90% besitzen. 
 
Testaufgaben Iteration 3 
Aufgabe 1 




Markieren Sie alle Pakete mit einer zyklomatischen Komplexität (Cyclomatic 
Complexity Coverage) von 95% bis 100%. 
 
Aufgabe 3 
Markieren Sie im Paket „org.junit.internal.builders“ alle Klassen mit einer unvoll-
ständigen (d.h. weniger als 100%) Zweigabdeckung Branch Coverage). 
 
Aufgabe 4 
Markieren Sie alle Klassen und Pakete mit einer Zeilenabdeckung (Line 
Coverage) zwischen 5% und 55%. 
 
Aufgabe 5 
Markieren Sie alle Klassen, die von „org.junit.internal.requests.MemoizingRequ-
est“ erben und eine unvollständige Anweisungsabdeckung aufweisen. 
Tipp: Nutzen Sie die Konnektoren (siehe Hilfe). 
 
Aufgabe 6 
Markieren Sie in der „org.junit.internal.RealSystem“ alle nicht getesteten Funktio-
nen. 
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Tipp: Nutzen Sie CodeViewer und beachten Sie die Methodenabdeckung (Method 
Coverage). 
 
Anhang 5: Implementierung des Prototyps 
 
 




Abbildung A 2. Angefertigte Symbole für den Package-Explorer. 
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Abbildung A 3. Package-Explorer mit Symbolen und Testabdeckung. 
 
 
Abbildung A 4. Menü des Testabdeckungs-Controllers. 
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Anhang 6: Auswertung - Fragebogen 
 
Abbildung A 5. Dauer der Erfahrung mit Softwareentwicklung. 
 
 
Abbildung A 6. Selbsteingeschätzte Fähigkeiten in der Softwareentwicklung. 
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Abbildung A 8. Selbsteingeschätzte Erfahrung mit Unittests. 
 
Anhang 7: Auswertung - Befunde 
Die Tabellenspaltenüberschrift „SG“ bezeichnet den Schweregrad.  
Tabelle A 4. Befunde gesamt nach Kategorie. 





26 5 10 8 3 61 
“Testabdeckung: 
Canvas” 
11 2 4 5 0 25 
“Setup” 15 2 5 4 3 36 
“Getaviz” 23 5 7 8 3 55 
“Dependencies” 2 0 0 2 0 6 
Befunde  
gesamt 
77 14 26 27 9 183 
 
Tabelle A 5. Relevante Befunde nach Kategorie. 





26 5 10 8 3 61 
“Testabdeckung: 
Canvas” 
11 2 4 5 0 25 
“Setup” 10 1 3 3 3 28 
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“Dependencies” 1 0 0 1 0 3 
Relevante 
Befunde gesamt 
53 8 17 20 8 134 
 
Tabelle A 6. Befunde gesamt nach Usability-Prinzipien. 
Usability Prinzipien [vgl. 
Nielsen 1994] 
Anzahl SG 1 SG 2 SG 3 SG 4 
Score 
(gewichtet) 
1. Sichtbarkeit des Systemstatus 20 3 6 6 5 53 
2. Übereinstimmung von System 
und Wirklichkeit 
5 1 0 2 1 11 
3. Kontrolle und Freiheit 4 0 2 2 0 10 
4. Beständigkeit und Standards 10 2 6 2 0 20 
5. Fehlervermeidung 1 0 1 0 0 2 
6. Wiedererkennung statt 
Erinnerung 
1 0 0 1 0 3 
7. Flexibilität und Effizienz 11 2 3 6 0 26 
8. Ästhetisches und 
minimalistisches Design 
17 4 7 4 2 38 
9. Hilfestellung beim Erkennen, 
Bewerten und Beheben von 
Fehlern 
0 0 0 0 0 0 
10. Hilfe und Dokumentation 8 2 1 4 1 20 
Befunde gesamt 77 14 26 27 9 183 
 
Tabelle A 7. Relevante Befunde nach Usability-Prinzipien. 
Usability Prinzipien [vgl. 
Nielsen 1994] 
Anzahl SG 1 SG 2 SG 3 SG 4 
Score 
(gewichtet) 
1. Sichtbarkeit des Systemstatus 16 1 5 6 4 45 
2. Übereinstimmung von System 
und Wirklichkeit 
3 0 0 2 1 10 
3. Kontrolle und Freiheit 3 0 1 0 0 2 
4. Beständigkeit und Standards 6 1 3 2 0 13 
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5. Fehlervermeidung 0 0 0 0 0 0 
6. Wiedererkennung statt 
Erinnerung 
1 0 0 1 0 3 
7. Flexibilität und Effizienz 6 1 2 3 0 14 
8. Ästhetisches und 
minimalistisches Design 
13 3 5 3 2 30 
9. Hilfestellung beim Erkennen, 
Bewerten und Beheben von 
Fehlern 
0 0 0 0 0 0 
10. Hilfe und Dokumentation 5 2 1 1 1 11 
Relevante Befunde 
gesamt 














r. Befund Fehlerort Verletztes Prinzip 
S
G










1 2 Dropdown skaliert merkwürdig, wenn das 
Testabdeckungsfenster großgezogen wird. 
Testabdeckungs-
Controller 
8. Ästhetisches und 
minimalistisches 
Design 
1 Nein Testabdeckung: 
Menü 
1 Ja 
2 3 Es sollten Beschreibungen zu den verschiedenen 
Testabdeckungstypen bereitgestellt werden. 
Testabdeckungs-
Controller 
10. Hilfe und 
Dokumentation 
1 Nein Testabdeckung: 
Menü 
1 Ja 
3 4 Namen in der Treemap sind nicht lesbar, weil 
abgeschnitten. Ein anderer Anordnungs-Algorithmus, 
der die einzelnen Kacheln eher in Zeilen organisiert, 
könnte das Problem beheben. 
Testabdeckungs-
Controller 
8. Ästhetisches und 
minimalistisches 
Design 
3 Nein Dependencies 1 Ja 
4 5 Eine Searchbar wäre hilfreich, fehlt allerdings im 
verwendeten Setup. 
Allgemein 7. Flexibilität und 
Effizienz 
3 Ja Setup 1 Ja 
5 6 Die Unterscheidung zwischen globalen und 
spezifischen Inputs nicht intuitiv. Auswirkungen der 
Inputs sind global, aber werden spezifisch, also auf das 





4. Beständigkeit und 
Standards 

















6 7 Zusammenhang zwischen Informationen im 
Testabdeckungs-Fenster und ausgewählter Entität ist 
nicht klar erkennbar. Zweidimensionale 
Verbindungslinien, die vom 3D-Modell der Entität 




1. Sichtbarkeit des 
Systemstatus 
3 Ja Testabdeckung: 
Menü 
1 Ja 
7 8 Testabdeckungs-Grenzwert sollte durch einen 
veränderlichen oberen Grenzwert konfigurierbar sein. 
Testabdeckungs-
Controller 
2. Kontrolle und 
Freiheit 
3 Ja Testabdeckung: 
Menü 
1 Ja 
8 9 Die Treemap wechselt die Farbe nicht, wenn der 
Testabdeckungstyp geändert wird. 
Testabdeckungs-
Controller 
1. Sichtbarkeit des 
Systemstatus 
4 Nein Testabdeckung: 
Menü 
1 Ja 
9 10 Die Abstände zwischen Labels und Feldern im 
Testabdeckungs-Menü sind teilweise zu groß und 
erschweren so die Zuordnung zueinander. 
Testabdeckungs-
Controller 
1. Sichtbarkeit des 
Systemstatus 
4 Ja Testabdeckung: 
Menü 
1 Ja 
10 11 Eine Menüleiste wird erwartet, fehlt allerdings im 
verwendeten Setup. 
Allgemein 4. Beständigkeit und 
Standards 
2 Ja Setup 1 Ja 
11 12 Der obere Teil der Experimentkonfiguration sieht 
insgesamt sehr unordentlich aus. (Das 
Experimentfenster scheint etwas mehr als die Hälfte 
des oberen Interface-Bereichs ein. Die andere Seite ist 
enthält den zum Experiment gehörenden Button und 




8. Ästhetisches und 
minimalistisches 
Design 
















12 13 Bei Programmstart wird “element-name” angezeigt. 
Für neue Anwender:innen ist diese Aussage wenig 




8. Ästhetisches und 
minimalistisches 
Design 
2 Ja Testabdeckung: 
Menü 
1 Ja 
13 15 Das Color-Coding der Testabdeckung lässt sich durch 
Markieren und Unmarkieren überschreiben. Dies stellt 
besonders für den Testabdeckungs-Controller ein 
Problem dar, aber beeinträchtigt diverse andere 
Controller, die Farben verändern. Genaugenommen ist 
es ein erheblicher Designnachteil, der sogar schon in 
der x3dom-basierten Version von Getaviz besteht. Eine 
Verwaltung aller angewendeten Färbungen ist 
notwendig, um die Color Coding ohne Nachteile zu 
erlauben. 
Allgemein 1. Sichtbarkeit des 
Systemstatus 
4 Ja Getaviz 1 Ja 
14 16 Das Testabdeckungs-Menü ist chaotisch und schwer 
verständlich, was unter Umständen dazu führt, dass 
einzelne Funktionen gar nicht näher betrachtet werden. 
Testabdeckungs-
Controller 
8. Ästhetisches und 
minimalistisches 
Design 
4 Ja Testabdeckung: 
Menü 
1 Ja 
15 17 Räumliche Nähe von Checkboxen zur Anzeige von 
Farben bzw. Sphären erweckt den Eindruck, dass es 
sich um eine (fehlerhafte) Doppelung handelt. 
Testabdeckungs-
Controller 
8. Ästhetisches und 
minimalistisches 
Design 
2 Ja Testabdeckung: 
Menü 
1 Ja 
16 18 Treemap als Navigationstool sollte von Input-




4. Beständigkeit und 
Standards 

















17 19 Die Treemap besitzt kein Label, wodurch 
Anwender:innen, die mit dem Konzept nicht vertraut 
sind, nur ein rätselhaftes Objekt sehen. 
Testabdeckungs-
Controller 
1. Sichtbarkeit des 
Systemstatus 
3 Nein Testabdeckung: 
Menü 
1 Ja 
18 20 Hide/Show Checkboxes im Testabdeckung-Fenster 
sind zu klein. 
Testabdeckungs-
Controller 
7. Flexibilität und 
Effizienz 
3 Ja Testabdeckung: 
Menü 
1 Ja 
19 21 Die Farbsprache im Menü ist uneindeutig. Die 
“Hover”-Farbe ist für Menüpunkte Blau und für Items 
in Untermenüs Grau. Für Menü-Items hingegen 
“Checked”-Farbe Blau. Als Workaround bieten sich 
Checkbox-Elemente anstelle der Toggle-Buttons an. 
Dies spiegelt die gleiche Funktion wieder und 
vermittelt die Funktion deutlicher. 
Menüleiste 4. Beständigkeit und 
Standards 
2 Ja Getaviz 1 Ja 
20 29 Ein Vergleich der Testabdeckung zweier Entitäten ist 
umständlich. wenn sie nicht gleichzeitig im Bild sind. 
Man muss die Entitäten im 3D-Modell suchen und 
anklicken. (Tatsächlich bietet der Package-Explorer 
eine sehr praktische Lösung, um schnell zwischen 
mehreren Entitäten hin- und herwechseln zu können.) 
Eine Lösung, die kein Wechseln erfordert, wäre, 
Testabdeckungen im Tooltip anzuzeigen. 
Canvas 7. Flexibilität und 
Effizienz 
1 Ja Testabdeckung: 
Canvas 
2 Ja 
21 30 Der Package-Explorer sollte Informationen zur 
Testabdeckung anzeigen. Dazu könnten Kreise an den 
einzelnen Items entsprechend der Testabdeckung 
eingefärbt werden. 
Package-Explorer 7. Flexibilität und 
Effizienz 

















22 31 Die Klassensphären ebenso wie Klassengebäude, die 
aus Paketsphären herausragen, wirken unästhetisch. 
Die Sphären sollten passender anhand der beinhalteten 
Elemente skaliert werden. 
Testabdeckungs-
Controller 
8. Ästhetisches und 
minimalistisches 
Design 
2 Nein Testabdeckung: 
Canvas 
2 Ja 
23 32 Der Package-Explorer verfügt über keine Legende. 
Das Hilfemenü ebenfalls nicht. Mit farbigen Kreisen 
verbinden User keine Bedeutung. Eine Alternative 
wären aussagekräftige Icons, bspw. Ein Paket für 
Packages. Auch denkbar wären Buchstaben: Ein 
„C“ für „Class“, ein „f“ für „function“ usw. 
Package-Explorer 6. Wiedererkennung 
statt Erinnerung 
3 Ja Getaviz 2 Ja 
24 33 Sphären haben grafische Artefakte in Form von 
horizontalen Ebenen. Diese sind aus manchen Winkeln 




8. Ästhetisches und 
minimalistisches 
Design 
2 Nein Testabdeckung: 
Canvas 
2 Ja 
25 36 Testaufgabe 1 ist nur vage lösbar. Entweder ist sie zu 
schwer oder es werden nicht die richtigen Werkzeuge 
angeboten - insbesondere ungeeignet als erste Frage. 
Experiment 1. Sichtbarkeit des 
Systemstatus 
4 Ja Setup 2 Ja 
26 41 Die einzelnen Elemente im Testabdeckungs-Fenster 
sind vertikal sehr nah beieinander. Eine räumliche 
Trennung verbessert die Verständlichkeit und Ästhetik. 
Testabdeckungs-
Controller 
8. Ästhetisches und 
minimalistisches 
Design 
2 z.T. Testabdeckung: 
Menü 
2 Ja 
27 44 Sphären sollten durchsichtiger sein. Genauer werden 
Sphären hinter anderen Sphären trotz Transparenz 
teilweise nicht angezeigt. 
Canvas 8. Ästhetisches und 
minimalistisches 
Design 





















1. Sichtbarkeit des 
Systemstatus 
1 Nein Testabdeckung: 
Canvas 
2 Ja 
29 46 Wenn eine Entität teilweise von einer anderen verdeckt 
wird, erkennt der Raycaster nicht, wenn sich die Maus 
über die verdeckende Entität bewegt solange sich die 
Maus noch innerhalb des verdeckten Bereichs der 
anderen Entität befindet. Ein Event scheint dafür 
entweder nicht ausgelöst oder im ActionController 
nicht behandelt zu werden. 
Allgemein 2. Übereinstimmung 
von System und 
Wirklichkeit 
4 Nein Getaviz 2 Ja 
30 47 Die grüne Markierungsfarbe kann leicht mit dem Grün 
einer hohen Testabdeckung verwechselt werden. 
Canvas 1. Sichtbarkeit des 
Systemstatus 
2 Ja Setup 2 Ja 
31 48 Die rote Auswahlfarbe kann hingegen leicht mit einer 
niedrigen Testabdeckung verwechselt werden. 
Canvas 1. Sichtbarkeit des 
Systemstatus 
2 Ja Setup 2 Ja 
32 49 Das Experiment-Popover-Fenster sollte nicht 
verschwinden, wenn mit der Canvas interagiert wird. 
Experiment-
Fenster 
4. Beständigkeit und 
Standards 
3 Nein Setup 2 Ja 
33 50 Das Markieren (grüne Farbe) überschreibt nicht die 
rote Farbe eines normal ausgewählten Elements. 
Dadurch erhalten User kein Feedback und gehen 
davon aus, dass die Markierung fehlgeschlagen ist. 
Mögliche Lösungen wären ein Überarbeiten des 
ColorControllers oder das Darstellen der Auswahl 
durch ein Highlight. 
Canvas 1. Sichtbarkeit des 
Systemstatus 















34 51 Die Hilfefunktion zeigt lediglich die Bedeutung von 
Klassen und Paketen an. Die „City floor“-
Hilfefunktion hätte hier eingestellt sein müssen. 
Allgemein 10. Hilfe und 
Dokumentation 
4 Ja Setup 2 Ja 
35 52 Highlighting auf der ausgewählten Entität ist nicht gut 
erkennbar. Wenn die Auswahl des Elements kurze Zeit 
zurück liegt oder indirekt über ein Unterfenster 
vorgenommen wurde, lässt sich die aktuell 
ausgewählte Entität nur schwer finden. Eine Lösung 
wäre ein FlyTo-Button. 
Canvas 1. Sichtbarkeit des 
Systemstatus 
3 Ja Testabdeckung: 
Canvas 
2 Ja 
36 54 Die Auswahl von Entitäten über Verlinkungen im 
Codeviewer wäre praktisch. 
CodeViewer 7. Flexibilität und 
Effizienz 
3 Nein Testabdeckung: 
Menü 
3 Ja 
37 55 Ein weiteres visuelles Signal sollte verwendet werden, 
um Klassen mit sehr niedriger Testabdeckung noch 
auffälliger darzustellen. Falls eine separate 
Konfigurationsmöglichkeit die Menükomplexität zu 
sehr erhöhen würde, könnte sich der Grenzwert für 
dieses zweite Signal am normalen unteren Grenzwert 








1. Sichtbarkeit des 
Systemstatus 

















38 56 Die Anzeige des Tooltips wirkt etwas ruckelig. Das hat 
den Grund, dass sich das Fenster sehr flüssig 
mitbewegt, wenn mit der Maus über viele kleine 
Elemente gefahren wird, und bei längerem Überfahren 
eines großen Elements der Tooltip an der 
ursprünglichen Stelle hängen bleibt. Eine dynamische 
Positionierung mit dem Mauszeiger wäre eine Option. 
Dies würde auch verhindern, dass Tooltips an einer 
störenden Stelle verharren und die Interaktion mit der 
Canvas stören. 
Tooltips 1. Sichtbarkeit des 
Systemstatus 
3 Nein Testabdeckung: 
Canvas 
3 Ja 
39 58 Der Grenzwert-Slider lässt sich nur schwer 
prozentweise bewegen. In anderen Anwendungen 
werden Pfeile an den Seiten angezeigt oder ein Klick 




3. Kontrolle und 
Freiheit 
2 Nein Testabdeckung: 
Menü 
3 Ja 
40 59 Der Slider im Testabdeckungs-Fenster signalisiert 
nicht, dass die Testabdeckung in Prozent angezeigt 
wird. Ein Prozentzeichen sollte angefügt werden. 
Testabdeckung: 
Menü 
1. Sichtbarkeit des 
Systemstatus 
2 Nein Testabdeckung: 
Menü 
3 Ja 
41 60 Die verschiedenen Testabdeckungstypen sollten erklärt 
werden. Eine Karteikarte im Hilfefenster wäre ein 




10. Hilfe und 
Dokumentation 
2 Nein Testabdeckung: 
Menü 
3 Ja 
42 61 Die Zahlen in den Testabdeckungsbalken im Tooltip-
Controller sind nicht immer zentriert. 
Tooltips 4. Beständigkeit und 
Standards 






















von System und 
Wirklichkeit 
3 Nein Testabdeckung: 
Canvas 
3 Ja 
44 63 Treemap erweckt Eindruck, dass die dargestellten 
Pakete mit der 3D-Ansicht korrespondieren. Die Größe 
und Anordnung der Pakete der Treemap ergibt sich 
jedoch ausschließlich aus ihrer Zeilenanzahl und 
Reihenfolge im Datenarray. 
Testabdeckung: 
Treemap 
4. Beständigkeit und 
Standards 
3 Nein Testabdeckung: 
Menü 
3 Ja 
45 64 Mehr Informationen für Treemap anzeigen. Abgesehen 




10. Hilfe und 
Dokumentation 
3 Nein Testabdeckung: 
Menü 
3 Ja 
46 65 Das ausgefahrene Dropdownmenü für den 




8. Ästhetisches und 
minimalistisches 
Design 
1 Nein Testabdeckung: 
Menü 
3 Ja 
47 66 Es wird nicht deutlich, dass die Testabdeckung in 
Prozent angezeigt wird. 
Testabdeckung: 
Menü 
1. Sichtbarkeit des 
Systemstatus 
3 Nein Testabdeckung: 
Menü 
3 Ja 
48 67 Verlinkung im CodeViewer würde beim Verständnis 
des Programmcodes helfen. 
CodeViewer 7. Flexibilität und 
Effizienz 
2 Nein Testabdeckung: 
Menü 
3 Ja 
49 70 Die Sphären sind vollständige Kugeln, welche durch 
die Ebene der Pakete hindurch gehen. Dies ist 
überraschend für User, da sie die Sphären als 
Halbkugeln bzw. Kuppeln über den jeweiligen 




8. Ästhetisches und 
minimalistisches 
Design 

















50 73 Wenn der Testabdeckungsfilter breit eingestellt ist, 
fallen kritische Testabdeckungen nicht mehr so gut auf. 
Das Color Coding alleine könnte in sehr großen 
Projekten eventuell nicht mehr auffällig genug sein. 
Ein weiterer Grenzwert könnte verwendet werden, um 
eine weitere Abstufung anzuzeigen. Sprechblasen mit 
Ausrufezeichen über Klassen wären eine Möglichkeit, 




1. Sichtbarkeit des 
Systemstatus 
2 Nein Testabdeckung: 
Canvas 
3 Ja 
51 74 Die Suchvorschläge der Suchleiste verdecken zu viel 
vom Bild, wodurch das Feedback der Auswahl nicht 
sichtbar wird und eventuell gar nicht wahrgenommen 
wird. Benötigt wird für gewöhnlich nicht die halbe 
Breite des Bildschirms. 
Suchleiste 3. Kontrolle und 
Freiheit 
3 Nein Getaviz 3 Ja 
52 76 Die Suchvorschläge werden nicht wie gewünscht 
sortiert. Wird nach einer bestimmten Entität gesucht, 
erscheinen zuerst alle möglichen Kind-Elemente der 
Entität, da der Suchbegriff dort im hierarchischen 
Namen vorkommt. Dies hängt vermutlich mit dem 
Generatorprozess zusammen. In den offiziellen 
Getaviz-Showcases besteht das Problem nicht. 
Suchleiste 3. Kontrolle und 
Freiheit 
3 Nein Getaviz 3 Ja 
53 77 Die Testabdeckungsbalken im Testabdeckungs-
Controller reichen sehr nahe an den unteren Rand des 
Controller-Bereichs. Das erweckt unter Umständen 




8. Ästhetisches und 
minimalistisches 
Design 

















          
54 1 Skalieren von Submenüs verzerrt 3D-Canvas. Dieser 
Effekt scheint nicht bei jeder Reskalierung aufzutreten. 
Man könnte die einzelnen Interface-Komponenten 
über der Canvas hovern lassen, sodass sie skaliert 
werden können, ohne sich auf die Canvas 
auszuwirken. 
Allgemein 5. Fehlervermeidung 2 Nein Getaviz 1 Nein 
55 14 Unterfenster sind nicht selbsterklärend und würden 
von Hilfestellungen wie Tooltipps oder Info-Fenstern 
profitieren. 
Submenüs 10. Hilfe und 
Dokumentation 
3 Nein Getaviz 1 Nein 
56 22 Manche Aufgaben sind formuliert, als gäbe es nicht 
nur eine zu markierende Entität, obwohl es tatsächlich 
nur eine ist oder gar keine ist. (Diese Formulierung ist 





von System und 
Wirklichkeit 
0 Nein Setup 1 Nein 
57 23 Manche Aussagen im Experiment-Fenster sind nicht 
ganz verständlich. Beispiel: “Die Auswahl und 




10. Hilfe und 
Dokumentation 
1 Ja Setup 1 Nein 
58 24 Items der Navigationsleiste signalisieren nicht, dass es 
sich um ausfahrbare Menüs handelt. 
 
Menüleiste 1. Sichtbarkeit des 
Systemstatus 















59 25 Transparenz wäre hilfreich beim Erkennen von 
Funktionsaufrufen innerhalb einer Klasse. Die 
Konnektoren sind sonst kaum erkennbar. Diese 
Funktion wurde im Setup nicht verfügbar gemacht, 
weil die Transparenz nicht korrekt rückgängig gemacht 
werden kann. Dieser Bug müsste behoben werden, um 
diese Funktion anbieten zu können. 
Canvas 3. Kontrolle und 
Freiheit 
2 Ja Setup 1 Nein 
60 26 Eine Suchleiste wäre hilfreich, fehlt allerdings im 
verwendeten Setup 
Allgemein 7. Flexibilität und 
Effizienz 
3 Ja Setup 1 Nein 
61 27 Elemente in der Menüleiste sind sehr klein. Menüleiste 8. Ästhetisches und 
minimalistisches 
Design 
2 Nein Setup 2 Nein 
62 28 Fokussierte Menü-Elemente werden nicht 
hervorgehoben. 
Allgemein 4. Beständigkeit und 
Standards 
1 Nein Getaviz 2 Nein 
63 34 Die FlyTo-Funktion ist sporadisch sehr nützlich, aber 
wirkt auf Dauer sehr störend. Um die FlyTo-Funktion 
ausschließlich einmalig zu benutzen, muss ein User die 
Funktion über das Menü aktivieren, die gewünschte 
Entität anklicken und anschließend die Funktion 
wieder deaktivieren. Ein FlyTo-Button, der diese 
Funktion einmalig für die ausgewählte Entität ausführt, 
wäre ein praktisches Navigationswerkzeug. 
Testabdeckungs-
Controller 
7. Flexibilität und 
Effizienz 
3 Ja Getaviz 2 Nein 
64 35 CodeViewer sollte beim Auswählen einer Funktion 
oder eines Attributs direkt zu der entsprechenden 
Definition im Code scrollen. 
CodeViewer 7. Flexibilität und 
Effizienz 















65 37 Informationen zur „Selected Entity“ ebenso wie die 
Konfiguration zu verschiedenen Controllern, sollten in 
separaten Controllern sein. Das wäre alleine schon 
deswegen gut, weil es diese beiden sehr 
unterschiedlichen Funktionen voneinander trennt. 
Diese Controller sollten dann modal aufgebaut sein, 
sodass alle Controller, die beispielsweise 
Informationen zu einer ausgewählten Entität anzeigen 
wollen, dies dort tun können. Die Konfiguration 
verschiedener Controller könnte durch Karteikarten 
organisiert werden. 
Allgemein 4. Beständigkeit und 
Standards 
2 Nein Getaviz 2 Nein 
66 38 Grau-auf-Weiß-Kontraste im 3D-Model sind zu klein. 
Dies beeinträchtigt die Erkennbarkeit der Packages vor 
dem weißen Hintergrund. 
Canvas 8. Ästhetisches und 
minimalistisches 
Design 
1 Nein Getaviz 2 Nein 
67 39 Reskalierungs- und Expander-Handles sind so klein, 
dass es schwierig ist, sie mit der Maus zu treffen. 
Allgemein 7. Flexibilität und 
Effizienz 
3 Nein Dependencies 2 Nein 
68 40 Viele Interface-Elemente haben zu geringe Kontraste. 
Insbesondere die Grau-Kontraste in der Menüleiste 
erfüllen den WCAG-Standard für barrierefreie Texte 
nicht. 
Menüleiste 4. Beständigkeit und 
Standards 
2 Nein Getaviz 2 Nein 
69 42 Keine Konfiguration für Farbenblindheit. Allgemein 1. Sichtbarkeit des 
Systemstatus 
1 Nein Getaviz 2 Nein 
70 43 Kontraste sind überall zu gering. Allgemein 8. Ästhetisches und 
minimalistisches 
Design 















71 53 Unterfenster sind nicht selbsterklärend und würden 
von Hilfestellungen wie Tooltipps oder Info-Fenstern 
profitieren. 
Submenüs 10. Hilfe und 
Dokumentation 
3 Nein Getaviz 3 Nein 
72 57 Die Tooltip-Funktion in der Canvas ist sehr hilfreich, 
weshalb User die Tooltips auch in der Menüführung 
erwarten könnten. Hilfestellungen, welche durch 
Hovern oder Klicken eines „?“ als Tooltip eingeblendet 
werden, würden die Verständlichkeit verbessern. 
Submenüs 10. Hilfe und 
Dokumentation 
3 Nein Getaviz 3 Nein 
73 68 Vordefinierte Kameraperspektiven außer Reset-View 
wären wünschenswert. Beispielsweise stellt eine Top-
Down-Perspektive des gesamten Modells, einen 
allgemein nützlichen Shortcut für viele 
Anwendungsfälle dar. 
Sonstiges 7. Flexibilität und 
Effizienz 
1 Nein Getaviz 3 Nein 
74 69 Hilfestellung und Menüführung insgesamt ist nur auf 
Englisch vorhanden. Es sollte eine Möglichkeit geben, 
die Sprache zu ändern. 
Submenüs 2. Übereinstimmung 
von System und 
Wirklichkeit 
1 Nein Getaviz 3 Nein 
75 71 Die Suchleiste verschmilzt mit den umliegenden 
ähnlich-farbigen Elementen, wodurch sie nicht direkt 
auffällt. Die Auffälligkeit könnte durch einen härteren 
Rand oder einem Lupen-Symbol vermindert werden. 
Suchleiste 8. Ästhetisches und 
minimalistisches 
Design 
3 Nein Getaviz 3 Nein 
76 72 Transparenz würde gute Unterstützung beim Erkennen 
von Funktionsaufrufen innerhalb einer Klasse bieten. 
Diese Option ist über das Menü zu aktivieren, aber 
wurde nicht entdeckt. 
Canvas 1. Sichtbarkeit des 
Systemstatus 















77 75 Die Auswahl mittels Mauszeiger funktioniert teilweise 
nicht, weil die eigentlich gehoverte Entität nicht immer 
aktualisiert wird. Dieser Fehler wurde bereits in einer 
vorherigen Evaluation bemerkt und hat eine tiefer 
liegende Ursache mit dem ActionController. 
Canvas 1. Sichtbarkeit des 
Systemstatus 
4 Nein Getaviz 3 Nein 
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