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Abstract
Properties of some r-generalized Fibonacci sequences in the algebra of square matrices
GL(r,C), allow us to derive some explicit formulas for the matrix powers An (n  0) and
exponential etA, for every A ∈ GL(r,C). Connection with the Verde-Star method is displayed.
For a companion matrix A, we present some explicit combinatorial formulas for An (n  0)
and etA. Furthermore, the Chen–Louck’s Theorem is derived.
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1. Introduction
The matrix exponential play a significant role in many fields of mathematics and
engineering. Therefore, several methods and algorithms have been considered for
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computing the powers An (n  0) and the exponential etA. In general, for such com-
putations, the eigenvalues of A play a fundamental role (see [5,8,15] for example).
Recently, other methods have been improved, for computing the matrix powers
and the exponential (see [1,2,5,18,21]). The fundamental tools of the method consid-
ered in [1,18], is based on some combinatorial properties of r-generalized Fibonacci
sequences (see [12,16,19] for example).
For a companion matrix A, the computation of An (n  0) is studied by various
methods and techniques (see [4,7,15] for example). Particularly, Chen and Louck
gave in [4] the combinatorial powers of the companion matrix, using a combinatorial
matrix techniques and enumeration theory (see [3,20] for example).
Let {Vn}+∞n=0 be a sequence of real (or complex) numbers defined by V0 = α0, V1 =
α1, . . . , Vr−1 = αr−1 (r  2) and the linear recurrence relation of order r ,
Vn+1 = a0Vn + · · · + ar−1Vn−r+1, for n  r − 1, (1)
where the real (or complex) numbers a0, a1, . . . , ar−1 (ar−1 /= 0) and α0, α1, . . . ,
αr−1 are specified as the coefficients and initial values (see [6,9,12] for example).
The combinatorial form of sequences (1), known in the literature as r-generalized
Fibonacci sequences, has been studied by various methods (see [4,10,12,16,17,19]
for example). More precisely, it was established in [16] that,
Vn = ρ(n, r)W0 + ρ(n − 1, r)W1 + · · · + ρ(n − r + 1, r)Wr−1, (2)
for every n  r , where Ws = ar−1Vs + · · · + asVr−1 (0  s  r − 1) and
ρ(n, r) =
∑
k0+2k1+···+rkr−1=n−r
(k0 + · · · + kr−1)!
k0! · · · kr−1! a
k0
0 · · · akr−1r−1 , (3)
with ρ(r, r) = 1 and ρ(n, r) = 0 if n  r − 1. In our development, these functions
ρ(n, r) play a fundamental role. Recall that their associated series S(x) =∑
n0 ρ(n + r, r)xn is the reciprocal of the polynomial Q(x) = 1 − a0x − · · · −
ar−1xr that is Q(x)S(x) = 1 (see [12]).
The purpose of this paper is to improve the closed relation between r-general-
ized Fibonacci sequences and the computation of An (n  0) and etA, for every
A ∈ GL(r,C). The fundamental tools of our method are the combinatorial expres-
sion of r-generalized Fibonacci sequences and the dynamic solution of the rth order
scalar differential equations. In the case of a companion matrix, we give explicit com-
binatorial expressions of An (n  0) and etA, for every companion matrix A. The
fundamental tools of our method are (2)–(3) and a family {V (s)n }n0 (0  s  r − 1)
of sequences (1). The matrix formulation of a sequence (1), in connection with a
companion matrix, play a central role.
This paper is organized as follows. In Section 2 we consider the combinatorial
properties of some linear recurrence relations in the algebra of square matrices
GL(r,C) and their use for the computation of the powers An and etA. We are also
interested in the dynamic solution of the rth order scalar differential equations and
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the computation of etA. Moreover, the connection with the Verde-Star method
is discussed. Section 3 is devoted to the connection of the companion matrix A
with a family {V (s)n }n0 (0  s  r − 1) of sequences (1). We establish that the
(j, s)-entries of An are given by a(n)js = V (r−s−1)n+r−j−1 (0  j, s  r − 1). Therefore, the
combinatorial form of An for n  r is obtained from (2)–(3) and the Chen–Louck’s
Theorem is derived (for n  r). Moreover, we compute the combinatorial form of An
(n  r) and etA, for every companion matrix A, in terms of Ir (the identity matrix),
A, . . . , Ar−1. Finally, the combinatorial expressions of the linear fractional functions
of companion matrices is studied.
2. Sequences (1) and computation of An and etA
2.1. Linear recurrence relations in GL(d, C), the matrix powers and exponential
Let {A0, A1, . . . , Ar−1} be a family of commuting matrices of GL(d,C). Let
{Yn}n0 be a sequence of GL(d,C) such that Y0 = B0, Y1 = B1, . . . , Yr−1 = Br−1
and Yn+1 =A0Yn +A1Yn−1 +· · · + Ar−1Yn−r+1 for n  r − 1, where {B0, B1, . . . ,
Br−1} (r  2) is a given sequence of GL(d,C). From (2) and (3) it was shown in
[1,18] that
Yn = ρ(n, r)W0 + ρ(n − 1, r)W1 + · · · + ρ(n − r + 1, r)Wr−1,
for every n  r,
where Ws = Ar−1Bs + · · · + AsBr−1 for s = 0, 1, . . . , r − 1 and
ρ(n, r) =
∑
k0+2k1+···+rkr−1=n−r
(k0 + · · · + kr−1)!
k0! · · · kr−1! A
k0
0 · · ·Akr−1r−1 ,
for every n  r, (4)
with ρ(r, r) = Id , ρ(p, r) = d (the zero d × d matrix) for p < r (see Proposi-
tion 2.1 of [1] and Corollary 2.2 of [18]). If Ai = aiId (0  i  r − 1) Expression
(4) may be identified with (3).
In particular, let A ∈ GL(d,C) and PA(λ) = λd − b0λd−1 − · · · − bd−1 (bd−1 /=
0) be its characteristic polynomial, then PA(A) = d (Cayley–Hamilton’s Theo-
rem). Then, {An}n0 is a sequence (1) in GL(d,C). More generally, suppose that
there exists a polynomialRA(λ) = λr − a0λr−1 − · · · − ar−1 (2  r  d, ar−1 /= 0)
such that RA(A) = d . Therefore, {An}n0 is also a sequence (1) in GL(d,C). Fur-
thermore, a straightforward computation gives arise to the following extension of
Proposition 3.1 of [1] and Corollary 2.2 of [18].
Proposition 2.1. Let A ∈ GL(d,C) and RA(λ) = λr − a0λr−1 − · · · − ar−1
(ar−1 /= 0) be a polynomial satisfying RA(A) = d . Then,
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(i) For every n  r, we have
An =
r−1∑
p=0
(
p∑
j=0
ar−p+j−1ρ(n − j, r)
)
Ap, (5)
where ρ(n, r) are given by (3) with ρ(r, r) = 1 and ρ(p, r) = 0 for p < r .
(ii) For every t ∈ R, we have etA =∑r−1k=0 k(t)Ak, where
k(t) = t
k
k! +
k∑
j=0
ar−k+j−1ωj (t), with ωj (t) =
+∞∑
n=r
ρ(n − j, r) t
n
n! , (6)
for 0  k  r − 1.
For every k (1  k  r − 1) we can verify easily that
djωk
dtj
(t) = ωk−j (t) (0  j  k) and
djωr−1
dtj
(t) = ωr−j−1(t) (0  j  r − 1).
(7)
Furthermore, we have the following recursive relation:
dk+1
dt
= ar−k−2 dω0dt + k(t). (8)
Therefore, the analytic function 0(t) = 1 + ar−1ω0(t) determines the others ana-
lytic functions k(t) (1  k  r − 1). Moreover, if we set θr−1(t) = dω0(t)/dt =∑
nr−1 ρ(n + 1, r)tn/n!, a straightforward computation gives the following
expression:
k(t) = d
r−k−1r−1
dt r−k−1
(t) −
r−k−2∑
j=0
aj
dr−k−j−2θr−1
dt r−k−j−2
(t).
Let A ∈ GL(d,C) and MA(λ)= λr − a0λr−1 − · · · − ar−1 (ar−1 /= 0) be its
minimal polynomial. Let λ0, . . . , λs be the eigenvalues of A of multiplicities m0, . . . ,
ms (respectively). It was established in [5, Lemma 4 and Theorem 2] that etA =∑r−1
k=0 fk(t)Ak , where the fk(t) (0  k  r − 1) are some analytic functions, which
satisfy the following system of r linear equations:
mj−1∑
k=i
(
k
i
)
λk−ij fk(t) =
t i
i! e
λj t , 0  j  s, 0  i  mj − 1. (9)
From Proposition 2 of [5], Proposition 2.1 and Expression (7), we derive the solu-
tions of the system (9) as follows.
Proposition 2.2. Let A ∈ GL(d,C) and MA(λ)= (λ − λ1)m1 · · · (λ − λs)ms =
λr − a0λr−1 − · · · − ar−1 (ar−1 /= 0) be its minimal polynomial, where r =
m1 + · · · + ms . Then, we have etA =∑r−1k=0 k(t)Ak, where the analytic functions
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k(t) are given by (6). Moreover, the analytic functions k(t) (0  k  r − 1) are
solutions of the Cheng–Yau system of linear equations (9), satisfying the recursive
relation (8).
Let A ∈ GL(r,C) and PA(λ) = λr − a0λr−1 − · · · − ar−1 be its characteristic
polynomial. It is well known that etA = x0(t)Ir + · · · + xr−1(t)Ar−1, where the
xk(t) (0  k  r − 1) satisfy the following rth order scalar differential equation:
x(r)(t) − a0x(r−1)(t) − · · · − ar−1x(t) = 0, (10)
with x(j)k (0) = δk,j (0  j, k  r − 1). Hence, solving (10) under the preceding ini-
tial conditions gives arise to a method for computing etA (see [11,13] for example).
Conversely, Propositions 2.1 can be used for solving the rth order scalar differential
equation (10). A straightforward verification yields the following proposition.
Proposition 2.3. Consider the rth order scalar differential equation (10). Then,
the family of analytic functions {k(t): 0  k  r − 1} given by (6) is a basis of
solutions of (10) satisfying the following initial conditions (j)k (0) = δjk . Moreover,
the k(t) (0  k  r − 1) satisfy the recursive relation (8).
It seems for us that the system of solutions of the differential equation (10) de-
scribed in Proposition 2.3, is not known in the classical literature.
2.2. Dynamical solution and computation of etA
LetA = C∞(R,C) be the C-algebra of functions f : R → C of class C∞. Con-
sider a linear operator D :A→A and set Dn = D ◦ D ◦ · · · ◦ D (n times), for
every n  0, with D0 = Id the identity map of A. For every polynomial P(X) =
αqX
q + · · · + α0 of C[X], the algebra of polynomial with coefficients in C, the
operator P(D) is defined as follows:
P(D) = αqDq + · · · + α1D + α0Id.
From (6) and (7) we derive the following expression of etA.
Proposition 2.4. Let A ∈ GL(d,C) and RA(λ) = λr − a0λr−1 − · · · − ar−1
(ar−1 /= 0) be a polynomial satisfying RA(A)=r . Then, we have etA =∑r−1
k=0 k(t)Ak, where the functions k(t) (0  k  r − 1) are given by the follow-
ing relations:
k(t) = t
k
k! +
[
k∑
j=0
ar−k+j−1Dr−j−1
]
ωr−1(t), (11)
= t
k
k! +
[
k∑
j=0
ar−k+j−1Dj
]
ω0(t), (12)
where D = d/dt .
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The two formulas (11) and (12) give arise to an algorithm for computing etA, from
the knowledge of the analytic functions ω0(t) and ωr−1(t).
With the aid of some operator identities, Verde-Star derive an expression of etA,
for every A ∈ GL(d,C) (see [21]). Properties of matrix difference and differential
equations play an important role, in the construction of Verde-Star.
The solution g(t) of (10) satisfying the following initial values:
g(k)(0) = 0 for 0  k  r − 2 and g(r−1)(0) = 1,
is called the dynamical solution of (10) (see [21] for example).
It is clear that the rth order scalar differential equation (10), can be written as fol-
lows R(D)x(t) = 0, where D = d/dt . Let R(x) = xr − a0xr−1 − · · · − ar−1 and
{hn}0nr−1 the associated Horner polynomials defined as follows:
hk+1(x) = xhk(x) − ak for 0  k  r − 2 and hr(x) = R(x). (13)
For every A ∈ GL(d,C) such that R(A) = d , Theorem 2.1 of [21] implies that
etA =
r−1∑
k=0
fk(t)A
r−k−1 =
r−1∑
k=0
hk(A)D
r−k−1g(t), (14)
where fk(t) = hk(D)g(t) for 0  k  r − 1 and g(t) is the dynamical solution of
(10).
A direct computation, using (6) and (7), allows us to have the following charac-
terization of the dynamic solution of (10).
Proposition 2.5. The analytic function g(t) = r−1(t) defined by (6) is the dynamic
solution of the rth order scalar differential equation (10). Moreover, we have
g(t) = t
r−1
(r − 1)! +
[
r−1∑
j=0
ajD
r−j−1
]
ωr−1(t),
= t
r−1
(r − 1)! +
[
r−1∑
j=0
ajD
j
]
ω0(t),
where D = d/dt .
Let A ∈ GL(d,C) and R(λ) = λr − a0λr−1 − · · · − ar−1 be a polynomial such
that R(A) = d . It is known that, the function (t) = etA is the unique solution to
the R(D)(t) = d satisfying the initial conditions (k)(0) = Ak (0  k  r − 1)
if and only if etA = x0(t)Ir + · · · + xr−1Ar−1, where the functions xk(t) (0  k 
r − 1) are solutions of Eq. (10), such that x(j)k (0) = δk,j (0  j, k  r − 1) (see
[11,13]).
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Therefore, Proposition 2.1 and Expression (14) (or Theorem 2.1 of [21]) allow us
to derive the following result.
Proposition 2.6. Let A ∈ GL(d,C) and R(λ) = λr − a0λr−1 − · · · − ar−1 be a
polynomial such that R(A) = d . Then, we have etA =∑r−1k=0 fk(t)Ar−k−1 =∑r−1
k=0 hk(A)Dr−k−1g(t), where g(t) = r−1(t) is the dynamical solution of (10),
given as in Proposition 2.5.
Remark 2.1. Proposition 2.5 shows that we have a new expression of the dynamic
solution of (10), which is different from those obtained by the Verde-Star construc-
tion (see [21]).
Remark 2.2. The fundamental functions ρ(n, k) are also related to the divided
differences of xn+r−1 with respect to (the roots of) the characteristic polynomial
P(x) = xr − a0xr−1 − · · · − ar−1 of the sequence (1). In a recent paper, this fact
had allowed us to derive the closed connection between the method of Verde-Star
and the computation of An and etA. In particular, we had improved some formulas
of An given in Corollary 6.1 of [21], with the aid of a new expression of the dynamic
solution.
Remark 2.3. For the scalar difference equation Vn+1 = a0Vn + · · · + ar−1Vn−r+1,
we show that the function g(k) = ρ(k + 1, r) represents its dynamic solution. There-
fore, properties of the divided differences can be used to derive our basic formulas
(2) and (3).
3. Powers and exponential of the companion matrix
3.1. Combinatorial powers and exponential of the companion matrix
Let {Vn}n0 be a sequence (1) and consider the following vector column Xn =
t(Vn, Vn−1, . . . , Vn−r+1) (n  r − 1). Then, every sequence (1), has the following
matrix formulation:
Xn+1 = AXn, for n  r − 1, (15)
where A = A[a0, . . . , ar−1] is the following companion matrix:
A = A[a0, . . . , ar−1] =


a0 a1 · · · ar−1
1 0 · · · 0
0 1 0 · · · 0
...
.
.
.
.
.
.
.
.
.
...
0 · · · 0 1 0

 . (16)
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Expression (15) of sequences (1) has been considered by various authors (see
[4,6,9,17,18] for example). In the sequel, the notation A = A[a0, . . . , ar−1] can be
used when it is necessary.
Consider the family {V (s)n }n0 of sequences (1), indexed by s (0  s  r − 1),
defined as follows:
V
(s)
n+1 = a0V (s)n + · · · + ar−1V (s)n−r+1, for n  r − 1, (17)
where we provide these r copies of sequences (1) with mutually different sets of
initial values, V (s)j = δs,j (0  j  r − 1, 0  s  r − 1), where δs,j is the Kro-
necker symbol. By a straightforward computation, we establish that the powers An =
(a
(n)
js )0j,sr−1 (n  0) are related to the family of sequences (17) as follows:
a
(n)
js = V (r−s−1)n+r−j−1. (18)
More precisely, for n = 0 we have a(0)js = V r−s−1r−j−1 = δr−s−1,r−j−1 = δs,j (0  j 
r − 1, 0  s  r − 1) and due to the initial values we have indeed that A0 =
(a
(0)
js )0j,sr−1 = Ir . For n = 1, Expression (18) shows that a(1)0s = as if j = 0 and
a
(1)
js = δs,j−1 if 0  j  r − 1, thus A = (a(1)js )0j,sr−1. More generally, for every
n  0, we have
An =


V
(r−1)
n+r−1 · · · V (0)n+r−1
... · · · ...
V
(r−1)
n · · · V (0)n

 . (19)
Particularly, for 0  n  r − 1, we have
An =


V
(r−1)
n+r−1 V
(r−2)
n+r−1 · · · V (n)n+r−1 V (n−1)n+r−1 · · · V (0)n+r−1
...
... · · · ... ... · · · ...
V
(r−1)
r V
(r−2)
r · · · V (n)r V (n−1)r · · · V (0)r
1 0 · · · 0 0 · · · 0
0 1
.
.
. 0 0 · · · 0
...
.
.
.
.
.
.
...
...
...
...
0 · · · 0 1 0 · · · 0


. (19′)
For every s (0  s  r − 1), we prove with the aid of (2) and (3) that the combina-
torial expression of the sequence {V (s)n }n0 is,
V (s)n =
s∑
i=0
ar−s+i−1ρ(n − i, r), for every n  r. (20)
Therefore, for every n  r , we have An = (a(n)js )0j,sr−1, where
a
(n)
js = V (r−s−1)n+r−j−1 =
r−s−1∑
i=0
as+iρ(n + r − i − j − 1, r). (21)
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Then, arise the following natural question: compare our combinatorial expression
(21) with Expression (3.1) of the main Theorem 3.1 of [4]. Expressions (18), (20)
and (21) show that,
a
(n)
js =
r−1∑
p=s
apρ(n + r + s − p − j − 1, r). (22)
Since
(k0 + · · · + kr−1 − 1)!
k0! · · · (kp − 1)! · · · kr−1! =
kp
k0 + · · · + kr−1
(k0 + · · · + kr−1)!
k0! · · · kr−1! ,
we derive from (22) the following result.
Proposition 3.1 (Chen–Louck’s Theorem). For every n  r, the power An =
(a
(n)
js )0j,sr−1 of the companion matrix A defined by (16), is given by
a
(n)
js = V (r−s−1)n+r−j−1
=
∑
k0+2k1+···+rkr−1=n+s−j
ks + · · · + kr−1
k0 + · · · + kr−1
(k0 + · · · + kr−1)!
k0! · · · kr−1! a
k0
0 · · · akr−1r−1 .
Recall that the Chen–Louck’s Theorem has been established for every n  0, by
means of the combinatorial matrix techniques and enumeration theory (see [3,20] for
example). However, our method shows that a(0)js , a(1)js , . . . , a(r−1)js are derived easily
from a(n)js = V (r−s−1)n+r−j−1. Particularly, for every 0  n  r − 1, the powers An are
given by (19′).
Remark 3.1. For every j, s (0  j, s  r − 1), the Cayley–Hamilton’s Theorem
shows that {a(n)js }n0 is a sequence (1), whose coefficients and initial values are (re-
spectively) a0, . . . , ar−1 and a(0)js , a(1)js , . . . , a(r−1)js . More precisely, Expressions (5)
and (19), allow us to prove the following:
a
(n)
js =
r−1∑
p=0
(
p∑
k=0
ar−p+k−1ρ(n − k, r)
)
V
(r−s−1)
p+r−j−1, for every n  r. (23)
Expression (23) defines another combinatorial expression of An for n  r .
Let A be in GL(r,C) (r  2) and PA(λ) = λr − a0λr−1 − · · · − ar−1 be its char-
acteristic polynomial. Expression (5) shows that
etA =
r−1∑
p=0
tp
p!A
p +
+∞∑
n=r
tn
n!
[
r−1∑
p=0
(
p∑
j=0
ar−p+j−1ρ(n − j, r)
)
Ap
]
.
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Therefore, using the following identity:
asρ(n + r − s − p − 1, r)
=
∑
k0+2k1+···+rkr−1=n−p
ks
(k0 + · · · + kr−1 − 1)!
k0! · · · kr−1! a
k0
0 · · · akr−1r−1 ,
we prove the following combinatorial expression of etA.
Theorem 3.1. Let Abe in GL(r,C) (r  2)andPA(λ) = λr − a0λr−1 − · · · − ar−1
its characteristic polynomial, with ar−1 /= 0. Then, etA =∑r−1p=0 p(t)Ap such that
p(t) = t
p
p! +
+∞∑
n=r
V
(p)
n
n! t
n. (24)
Let A be an r × r companion matrix defined by (16), where we suppose that
ar−1 /= 0. The characteristic polynomial of A is PA(X) = (−1)rP (X), where
P(X) = Xr − a0Xr−1 − · · · − ar−1. Since P(A) = r (by Cayley–Hamilton’s
Theorem), Propositions 2.1 and 2.6 can be also applied to determine etA.
3.2. Extension to the linear fractional functions of the companion matrix
Let f (z) = (αz + β)/(γ z + δ), where α, β, γ and δ satisfy αδ − βγ /= 0. Let C
be a companion matrix of order r . It is well known that f (C) exists if and only if
the matrix γC + δIr is non-singular if and only if γ λ + δ /= 0, for every eigenvalue
λ of C (see [7,8,22] for example). In this case we write f (C) = (αC + βIr)(γC +
δIr )
−1
. If f (C) exists, it was established in [7,22] that there exists a non-singular
(or invertible) matrix Mf ∈ GL(r,C) such that Tf = Mf (C)M−1f is a companion
matrix, for every companion matrix C considered under the following form:
C =


0 1 0 · · · 0
0 0 1
.
.
. 0
...
.
.
.
.
.
.
.
.
.
...
0
.
.
. 1 0
0 · · · · · · 0 1
cr−1 cr−2 · · · c1 c0


.
More precisely, the matrix Mf = (mij )1i,jr is derived from the following system
of equations:
r∑
j=1
mij z
j−1 = (αz + β)r−i (γ z + δ)i−1,
for i = 1, . . . , r (see Eq. (6) of [22] for example).
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To recover Expression (16), we consider the matrix P = (pij )0i,jr−1, where
pij = 1 for i + j = r − 1 and pij = 0 otherwise. Thus, we can verify easily that the
matrix B = B[c0, . . . , cr−1] = PCP takes the form (16). Therefore, we have
Af = M ′f (B)M ′−1f =


a0 a1 · · · ar−1
1 0 · · · 0
0 1
.
.
. · · · 0
...
.
.
.
.
.
.
...
0 · · · 0 1 0

 , (25)
where M ′f = PMfP and Af = PTf P.
For r = 3, a long and direct computation allows us to obtain the combinatorial
expression of f (B)n as follows:
f (B)n = 1
αδ − βγ

ρ10 ρ11 ρ12ρ20 ρ21 ρ22
ρ30 ρ31 ρ32



 α2 −2αγ γ 2−αβ αδ + βγ −γ δ
β2 −2βδ δ2


with ρ1i = δ2V 2−in+2 −2βδV 2−in+1 +β2V 2−in , ρ2i = −γV 2−in+2αδ + βγV 2−in+1 − 2βδV 2−in
and ρ3i = γ 2V 2−in+2 − γ δV 2−in+1 + α2V 2−in (i = 0, 1, 2), where V (s)n (s = 0, 1, 2) given
by the combinatoric expression (17). More generally, from (18), (21) and (25) we
derive the following proposition.
Proposition 3.2. Let f (z) = (αz + β)/(γ z + δ) such that αδ − βγ /= 0. Let B be a
companion matrix of order r given by (16) such that γB + δIr is non-singular. Then,
the combinatorial expression of f (B)n is given by the following matrix product:
f (B)n = M ′−1f AnfM ′f ,
where Anf = (a(n)i,j )0i,jr−1 is defined by the combinatorial expression (21).
Theorem 3.1 and Proposition 3.4 show that etf (B) = M ′−1f etAf M ′f . Therefore, we
have the following proposition.
Proposition 3.3. Let f (z) = (αz + β)/(γ z + δ), with αδ − βγ /= 0, and B be a
companion matrix given by (16). Then, the combinatorial expression of etf (B) is,
etf (B) =
r−1∑
p=0
p(t)A˜
p
f ,
where p(t) (0  p  r − 1) are given by (24) and A˜pf = M ′−1f ApfM ′f (0  p 
r − 1).
Remark 3.2. The preceding results can be used to illustrate the fundamental role
of sequences (1), in others fields related to the companion matrices. Indeed, for a
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companion matrix (16), we have Tn = Trace(An) =∑r−1j=0 V (r−j−1)n+r−j−1, thus we can
derive some combinatorial properties of the sequence {Tn}n−r+1, where T0 = r and
T−j = 0 for 1  j  r − 1. Therefore, the Waring’s formula established in [4,14] of
Tn is recovered. In this fact, we show that the Dikson’s polynomials (see [4,14]) are
also a class of sequences (1).
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