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Abstract
It is shown that for two real vectors x, y there is a totally positive matrix A such that
Ax = y if and only if a certain refinement of a classical (sign) variation diminishing relation-
ship between x and y is satisfied.
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An m-by-n matrix A is called totally positive, TP, (totally nonnegative, TN) if
every minor of A is positive (nonnegative). Such matrices arise in surprisingly many
ways in mathematics and its applications. If x ∈ Rn, it has long been known that
there are substantial restrictions upon the possible vector pairs x and Ax, as A ranges
over m-by-n TP or TN matrices [1,2,4]. The extent to which these necessary condi-
tions are sufficient seems not to be known, and our interest lay in the characterization
of pairs of real vectors x, y such that there is a TP matrix A for which y = Ax.
If x ∈ Rn has no zero entries, the variation in signs of the entries of x, v(x), is
the number of times the sign of xi+1 differs from that of xi , i = 1, 2, . . . , n− 1.
When some entries of x are 0, different notions of sign variation are possible. Let
xm be a vector in which the zero entries of x are replaced by nonzero ones so that
v(xm) is a minimum, and let vm(x) = v(xm); similarly if xM is a vector in which
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the zero entries of x are replaced by nonzero ones so that v(xM) is a maximum,
vM(x) = v(xM). Notice that, if the initial (terminal) entries of x /= 0 are 0, then the
signs of the corresponding initial (terminal) entries of both xm and xM are uniquely
determined. (Ambiguities may occur relative to interior zeroes.) It is known [1,2,4]
that if x ∈ Rn, A is TP and y = Ax, then
vM(y) = v(yM)  v(xm) = vm(x).
If vM(y) = vm(x), then [1,2,4], in addition, the signs of the initial entries of xm and
yM are the same. In case neither x nor y has 0 entries,
v(y)  v(x),
and, in case of equality, the first entries of x and y have the same sign.
Our main result is the following
Theorem. Let x ∈ Rn and y ∈ Rm. There is an m-by-n TP matrix A such that
Ax = y if and only if vM(y)  vm(x) and if vM(y) = vm(x), then the sign of the
first entry of xm is the same as that of the first entry of yM.
Note that if vM(y) = vm(x), the first entries of xm and yM have the same signs if
and only if the last entries do as well.
The proof of our theorem rests on special cases. First, because the TP matrices
are closed under left or right positive diagonal multiplication, we assume, without
loss of generality, that all entries of x and y are ±1 or 0.
Now, assume that both x and y are vectors of ±1s.
Lemma. Suppose that x and y ∈ Rn have no zero entries. There is an n-by-n TP
matrix A such that Ax = y if and only if v(y)  v(x) and if v(y) = v(x), then the
sign of the first entry of x is the same as that of the first entry of y.
Proof. Step 1. If there exists an invertible TN matrix A such that Ax = y, then there
exists a TP matrix A′ such that A′x = y.
It is enough to show that there exists a TP matrix B, such that Bx = x. Then A′ =
AB is TP and A′x = y. For i = 1, . . . , n− 1, define Bi = diag(Ii−1, Li, In−i−1),
where Li = L− =
[
2 1
2 3
]
, if xi+1 = −xi and Li = L+ =
[
1/2 1/2
1/3 2/3
]
, if xi+1 =
xi . Then it is easy to see, that Bix = x and B1 · · ·Bn−1 is an irreducible invertible
lower Hessenberg TN matrix. Therefore, B = (B1 · · ·Bn−1)n−1 is a TP matrix such
that Bx = x.
Step 2. Induction. For n = 2, it is enough to consider vectors y = (a, a), and x =
(a,−a) or x′ = (−a, a), where a = ±1. Then M =
[
1 0
2 1
]
maps x to y and MT
M. Gekhtman, C.R. Johnson / Linear Algebra and its Applications 393 (2004) 175–178 177
maps x′ to y. On the other hand, since a TN matrix cannot have negative eigenvalues,
it cannot map (±1,±1) to (∓1,∓1) or (±1,∓1) to (∓1,±1).
Now, let x, y be n-vectors of ±1s, where n > 2, and let v(y)  v(x). Consider
the following cases:
(i) x1 = y1 and x2 = y2. Then the vectors x′ = (x2, . . . , xn), y′ = (y2, . . . , yn)
satisfy the induction assumptions and a matrix A = diag(1, A′), where A′ is a TN
matrix, such that A′x′ = y′, is TN and satisfies Ax = y.
(ii) x1 = x2 = y1 = a and y2 =−a. This case can be treated in the same way
as (i).
(iii) x1 = y1 = y2 = a and x2 = −a. Then, if v(y) < v(x), vectors y and
diag(M, In−2)x, where M is defined above, satisfy conditions of the case (i). Other-
wise, if v(y)= v(x), then for some i < n, xi = xi+1 and xj =−xj+1, j = 1, . . . , i −
1. Define Bj = diag(Ij−2,M, In−j ). Then, v(Bix) = v(x) and (Bix)i−1 = (Bix)i
and, similarly, v(B2 · · ·Bix) = v(x) and (B2 · · ·Bix)1 = (B2 · · ·Bix)2 = x1. Thus,
this case is also reduced to the case (i).
(iv) x1 = −y1 = a and v(y) < v(x). Then there exists i < n, such that xj = −a,
j = 1, . . . , i − 1 and xi = a. Define Bj as in (iii) with M replaced by MT. Then
v(B2 · · ·Bix) = v(x)− 1 and (B2 · · ·Bix)1 = (B2 · · ·Bix)2 = a and we reduced
this case to (i).
Next, suppose that x1 = −y1 = a and v(y) = v(x). Then, as we proved above,
there exists a TN matrix B such that By = −x. If there is a TN matrix A satisfying
Ax = y, then ABy = −y, which is impossible, since AB is TN.
Now assume that x and y ∈ Rn are nonzero vectors of ±1s and 0s. Then, using
elementary bi-diagonal matrices of the form I + Ei,i+1 and I + Ei+1,i it is not hard
to construct invertible TN matrices Bm,BM,Cm,CM satisfying xm = Bmx, ym =
Cmx, x = BMxM , y = CMyM . If there is a TP matrix A′, such that A′xm = yM ,
then A = CMA′Bm is TP and Ax = y.
Conversely, assume that A is TP and Ax = y. Since the necessity of the condition
vM(y)  vm(x) is well known and the additional condition in case of equality is
known, we do not repeat the proof of necessity.
This concludes the proof of the theorem in the case of square matrices A. To
treat the case of m-by-n matrices with m < n we append to y from below n−m
entries equal to the terminal entry of ym and denote the resulting vector by y′. Then
vM(y
′) = vM(y) and it is not hard to see that a TP matrix A such that Ax = y exists
if and only if there exists an n-by-n TP matrix A′ such that A′x = y′ (A is formed
by the first m rows of A′). Similarly, if m > n, we append to x m− n zeroes and
also reduce the problem to the square case. This completes the proof. We note, as
follows from the proof and known results, that the same conditions are necessary
and sufficient if TP is replaced by (invertible) TN in the theorem. 
We note that the variation diminishing property of TP matrices characterized in
our theorem does not characterize TP matrices themselves. That is, there is a larger
class of matrices for which the variation diminishing property is necessary, namely
178 M. Gekhtman, C.R. Johnson / Linear Algebra and its Applications 393 (2004) 175–178
the (strictly) “sign regular” matrices [1,2]. This lies in contrast, for example, to the
M-matrices which are shown in [3] to be characterized by (i.e. are the maximal class
with respect to) a certain linear transformational property.
We close by noting that the question addressed herein leads to two natural further
questions.
(1) If x1, . . . , xk ∈ Rn and y1, . . . , yk ∈ Rm (and each set of vectors is linearly
independent), what are necessary and sufficient conditions on the x’s and y’s that
there exists an m-by-n TP matrix A such that
Axi = yi, i = 1, . . . , k?
Of course, each pair xi, yi must, individually, meet the conditions of our theorem,
but this is not sufficient as may be seen by the example
x1 =
[
1
1
]
, x2 =
[
2
3
]
; y1 =
[
1
1
]
, y2 =
[
4
1
]
.
IfX =
[
1 2
1 3
]
and Y =
[
1 4
1 1
]
, thenAX = Y impliesA = YX−1 =
[−1 2
2 −1
]
,
which is not TN.
(2) If S is a k-dimensional subspace of Rn and T is a k-dimensional subspace of
Rm, what are necessary and sufficient conditions on the subspaces S and T so that
there exists an m-by-n TP matrix A such that
AS = T ?
Even the case k = 1 is somewhat different from the result of the theorem. If x is
a basis of S and y is a basis of T , then x may be mapped to any multiple of y (e.g.
±y) by A. This relaxes the case of equality in the theorem. We note that, also, the
case k = n− 1 may be deduced from the case k = 1. Assume, for simplicity, that
m = n. By choosing any basis for S and any basis for T and arranging them as the
columns of n-by-n− 1 matrices S′ and T ′, application of Cauchy–Binet formula to
AS′ = T ′ yields Cn−1(A)s = t , in which Cn−1(A) is the (n− 1)-st compound of A
(which is TP), and s and t are vectors of the (n− 1)-by-(n− 1) minors of S′ and T ′.
Now, there is a TP matrix A such that AS = T if and only if there is a TP matrix
B such that Bs = t . (Note that s and t are uniquely determined by S and T up to
nonzero factors of scale.)
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