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INTRODUCTION
Dans le présent travail de thèse nous nous sommes intéressés à la marche aléatoire unidimensionnelle récurrente
en milieu aléatoire, définie par F. Solomon en 1975. En particulier nous avons mis l’accent sur les propriétés
de localisation et de concentration de ce processus. Avant de préciser ces notions, revenons à la définition de la
marche aléatoire en milieu aléatoire dont il sera question ici. Un milieu aléatoire sera défini comme une suite
de variables aléatoires (αi, i ∈ Z) indépendantes et identiquement distribuées à valeurs dans ]0, 1[Z. La variable
aléatoire αi (i ∈ Z) représente la probabilité pour le processus noté (Xn, n ∈ N) et appelé Marche Aléatoire
en Milieu Aléatoire (M.A.M.A. ) d’effectuer un saut à droite lorsqu’il se trouve sur le site i. Si on impose une
condition sur le milieu de manière à ce qu’aucune direction (droite ou gauche) ne soit privilégiée, F. Solomon
([95]) montre que le processus (Xn, n ∈ N) est récurrent c’est à dire qu’il visite une infinité de fois chacun des
points du réseau Z avec une probabilité un. Cette condition de récurrence se traduit de la façon suivante :
EQ
[
ln
1− α0
α0
]
= 0 ,(H.1)
où EQ représente la moyenne relative au milieu aléatoire. Si on utilise uniquement cette première hypothèse, le
processus (Xn, n ∈ N) sera bien entendu récurrent, mais cela ne suffit pas pour obtenir une M.A.M.A. , pour
cela on doit imposer l’hypothèse supplémentaire suivante :
VarQ
[
ln
1− α0
α0
]
> 0 ,(H.2)
où VarQ désigne la variance relative au milieu aléatoire. Cette dernière condition implique que le processus
(Xn, n ∈ N) n’est pas réduit à une marche aléatoire simple effectuant des sauts de longueur +1 ou -1 avec
une probabilité 1/2. Nous appellerons les hypothèses H.1 et H.2 les hypothèses nécessaires pour obtenir une
M.A.M.A. récurrente.
Localisation de la M.A.M.A. récurrente. La première question qui se pose est : quel comportement
asymptotique peut avoir un tel processus ? Pour répondre à cette question une hypothèse sur les v.a. (αi, i ∈ Z)
est ajoutée aux hypothèses nécessaires :
Q [η ≤ α0 ≤ 1− η] = 1, 0 < η ≤ 1
2
,(H.3)
nous appellerons hypothèse de régularité toute hypothèse de type H.3, c’est à dire toute hypothèse ajoutée aux
deux hypothèses nécessaires. Y. Sinai [92] parvient, sous ces trois hypothèses, à répondre à la question posée
précédemment : il montre, pour un instant n donné, non seulement que le comportement asymptotique de la
M.A.M.A. est en (lnn)2 mais, de plus, que la M.A.M.A. est localisée au voisinage d’un point bien défini du
réseau Z. Ce point que nous noterons m˜0 est une variable aléatoire dépendant uniquement du milieu et de n.
La première constatation est que l’hypothèse H.2 impose à la M.A.M.A. d’être sous-diffusive en opposition à
une marche aléatoire simple qui se comporte en
√
n. Ce phénomène de localisation confirme en outre que le
comportement d’une M.A.M.A. récurrente est très différent de celui de la marche aléatoire récurrente classique.
La partie II de cette thèse est entièrement consacrée à cet aspect de localisation, en particulier on donne une
preuve alternative au résultat de Y. Sinai sous une hypothèse de régularité plus faible que H.3.
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Concentration de la M.A.M.A. récurrente. Le second aspect que nous traitons dans ce travail et qui
constitue la partie originale de cette thèse est ce que nous appelons la concentration de la M.A.M.A. récurrente.
Nous avons fait l’étude du temps local de la M.A.M.A. , d’une part dans un voisinage du point de localisation
m˜0 et d’autre part au point m˜0 lui même. Le temps local en un point k ∈ Z jusqu’à un instant n, est une v.a.
directement liée au processus (Xn, n ∈ N) qui compte le nombre de fois où la M.A.M.A. est passée par le point
k. Sous les hypothèses H.1, H.2 et H.3, nous avons montré que la M.A.M.A. dépense la quasi totalité de son
temps dans un petit voisinage de m˜0 négligeable devant (lnn)2, la M.A.M.A. est donc non seulement localisée
mais également extrêmement concentrée au voisinage de m˜0. Nous avons également montré sous ces mêmes
hypothèses que le temps local en m˜0 était de l’ordre de n en probabilité. Ce dernier résultat est une conséquence
directe d’un résultat plus fort que nous expliciterons dans le troisième paragraphe ci-dessous.
Nous décrivons maintenant les quatre parties de cette thèse.
La partie I comporte deux chapitres. Dans le premier on donne une vue d’ensemble des résultats connus à ce
jour sur les M.A.M.A. unidimensionnelles, l’accent ayant été mis sur le cas des M.A.M.A. récurrentes. Dans
le second chapitre on donne quelques résultats élémentaires sur les processus de naissance et de mort que l’on
appellera M.A.M.I. pour "Marche Aléatoire en Milieu Inhomogène", la majorité de ces résultats étant dus à
K.L. Chung [23]. En fin de chapitre on montre le résultat de F. Solomon [95] qui donne le critère de récurrence
pour les M.A.M.A. unidimensionnelles (H.1).
La partie II est consacrée à la preuve de la localisation de M.A.M.A. récurrente. Dans le premier chapitre nous
énoncerons les hypothèses qui seront utilisées dans cette partie et les résultats que nous montrerons : ceux de Y.
Sinai [92] et de H. Kesten [56]. Dans un second chapitre, on décrit en détail le comportement du milieu aléatoire
sous ces hypothèses, nous introduisons pour cela la notion de potentiel aléatoire, de vallée et de raffinement.
Après avoir défini la vallée "minimale" {M˜ ′0, m˜0, M˜0} dans laquelle la M.A.M.A. reste la totalité du temps
n qui lui est imparti, on effectue un découpage ordonné en vallées à partir de l’opération de raffinement. Ce
découpage "ordonné" nous permettra de comprendre intuitivement et par le calcul pourquoi la M.A.M.A. est
localisée. Les propriétés du milieu aléatoire dont nous aurons besoin sont montrées en détail dans ce second
chapitre. Ces propriétés sont ensuite regroupées dans la définition d’un ensemble que nous appellerons ensemble
des "bons" environnements. Dans le troisième chapitre de cette partie nous montrerons la sous-diffusivité de la
M.A.M.A. récurrente puis nous ferons une brève analyse du temps de retour au point du réseau où la marche
se concentre : m˜0. Le quatrième chapitre de cette partie est consacré à la preuve du théorème de Y. Sinai : avec
une Q probabilité aussi proche de un que l’on veut
Xn
(lnn)2
→ m0, en Pα probabilité ,(0.1)
où Q est la mesure de probabilité associée au milieu aléatoire et Pα la mesure associée au processus (Xn, n ∈ N),
Pα étant une v.a. pour la mesure Q. Ce type de résultat est appelé résultat "trempé" en référence à la mé-
tallurgie (quenched pour les anglophones) car on travaille à milieu fixé, c’est à dire sous la mesure Pα puis on
explicite le résultat en Q probabilité. Nous donnons dans un premier temps une preuve de ce résultat basée sur
la construction ordonnée en vallées effectuée dans le second chapitre et l’étude des temps de retour à m˜0 faite
au troisième chapitre. Nous exposons ensuite les principaux arguments de la preuve de Y. Sinai. Nous avons
simplifié et clarifié plusieurs points de sa démonstration en donnant les définitions probabilistes des objets qu’il
introduit pour sa preuve. C’est le dernier point de son calcul dont nous n’avons pu clarifier la méthode de calcul
qui a motivé l’élaboration d’une preuve alternative avec une approche différente. Nous terminons ce chapitre
par le résultat de H. Kesten [56] et A. O. Golosov [38] qui donnent explicitement la distribution limite de la
M.A.M.A. normalisée. Nous décrivons alors en détail la démarche de H. Kesten qui est une discussion basée
uniquement sur le milieu aléatoire. La partie III de cette thèse, que l’on introduit ci-dessous, a été motivé d’une
part par certaines remarques de Y. Sinai concernant les temps locaux et d’autre part par la méthode qu’utilise
H. Kesten pour caractériser le point de localisation défini par Y. Sinai.
Dans la partie III nous nous intéressons au temps local de la M.A.M.A. , plus particulièrement au temps local
de la M.A.M.A. dans le voisinage ainsi qu’au point de localisation m˜0. Comme pour la partie II, le premier
chapitre est consacré à l’énoncé des hypothèses et des résultats qui seront montrés dans les chapitres suivants.
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Dans le second chapitre nous rappelons quelques propriétés élémentaires du milieu aléatoire que nous avions
exposées et montrées dans la partie II. Dans le troisième chapitre nous faisons une analyse fine de la Q v.a. :
Eαm˜0
[L(k, T m˜0→m˜0)] , k ∈ {M˜ ′0, M˜ ′0 + 1, · · · , m˜0, · · · , M˜0 + 1, M˜0} ,(0.2)
qui est la moyenne du temps local de la M.A.M.A. au point k en un temps de retour au point m˜0. Les résultats
obtenus nous ont permis de montrer que le temps local dans un voisinage de m˜0 de taille (ln lnn)2 jusqu’à un
instant n est plus grand que n(1− o(1)) : avec une Q probabilité aussi proche de un que nous souhaitons,
L (Vm˜0 , n) ≥ n(1− δn) avec une Pα probabilité tendant vers 1,(0.3)
où limn→∞ δn = 0 et Vm˜0 est le voisinage de m˜0 de taille (ln lnn)
2. Ce résultat met en évidence que la M.A.M.A.
dépense la quasi totalité de son temps dans Vm˜0 , c’est à dire qu’elle se concentre dans ce voisinage. Notre second
résultat est le suivant : avec une Q probabilité aussi proche de 1 que nous voulons :
L(m˜0, n)
n
→ 1
Eαm˜0
[
L(VM˜ ′0,m˜0,M˜0 , T m˜0→m˜0)
] en Pα probabilité .(0.4)
où V{M˜ ′0,m˜0,M˜0} est l’ensemble des points contenus dans la vallée minimale {M˜
′
0, m˜0, M˜0}. Nous terminons ce
chapitre en montrant que nos résultats ont des conséquences directes sur le maximum des temps locaux et sur
le lieu favori de la M.A.M.A. . Tous les résultats que nous avons obtenus sont donc de type "trempés".
La partie IV de cette thèse est une discussion heuristique sur les résultats des parties II et III avec un support
numérique. Nous avons programmé une application permettant la visualisation ainsi que l’étude d’une M.A.M.A.
récurrente. Une des possibilités de cette application est de faire apparaître les phénomènes de localisation et de
concentration.
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J. Cocteau
Partie I
Historique et résultats élémentaires sur
les M.A.M.A. unidimensionnelles
Le premier chapitre de cette partie est consacré d’une part à la description du modèle dont il est question dans
ce travail de thèse : les Marches Aléatoires en Milieu Aléatoire (M.A.M.A. ) et d’autre part à un bref historique
sur un certain nombre de résultats obtenus depuis 1975 jusqu’à nos jours sur ces processus. Le but est de donner
au lecteur un bref aperçu des connaissances actuelles sur les M.A.M.A. unidimensionnelles et de lui permettre
de situer nos travaux dans cette thématique. Le second chapitre est un rappel de résultats, en grande partie dus
à K. L. Chung [23], sur les processus de naissance et de mort. Les travaux de K. L. Chung constituent la base
des calculs qui nous permettrons l’étude de la M.A.M.A. . Ce second chapitre donne une certaine autonomie à
ce travail. Le lecteur pourra faire une lecture complète de la thèse sans se référer à d’autres ouvrages. A la fin
de ce chapitre on présente le résultat de F. Solomon [95] qui donne un critère de récurrence pour la M.A.M.A.
unidimensionnelle.
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Chapitre 1
Historique sur l’étude des Marches
Aléatoires en Milieux Aléatoires
(M.A.M.A. )
On présente dans ce chapitre quelques résultats retraçant l’étude des Marches Aléatoires en Milieux Aléatoires
(M.A.M.A. ) sur le réseau Z. Le but est de donner au lecteur un bref aperçu de ce qui a été étudié sur les
M.A.M.A. depuis leur apparition en physique et théorie des probabilités au milieu des années 70. Ce premier
chapitre permet également de situer les recherches menées dans cette thèse. Pour des résumés plus détaillés sur
les M.A.M.A. et plus généralement les milieux aléatoires voir les notes de O. Zeitouni [117], A. S. Sznitman
[101], S. A. Molchanov [76] et les livres de B. D. Hughes [47] et P. Revesz [84]. Dans ce chapitre on s’est restreint
essentiellement à une M.A.M.A. effectuant des sauts sur ses plus proches voisins et on a mis l’accent sur le cas
récurrent car c’est cet aspect qui fait l’objet de nos recherches.
Dans le premier paragraphe on donne la définition du modèle puis on énonce le résultat de F. Solomon [95]
qui donne une première classification des M.A.M.A. en fonction d’hypothèses faites sur le milieu aléatoire. Ce
premier résultat ainsi que les travaux de H. Kesten, M. V. Kozlov et F. Spizer ([57], 1975) puis ceux de Y.
Sinai ([92] 1982) mettent en évidence la diversité des comportements de la M.A.M.A. : récurrente sous-diffusive,
transitoire sous balistique, transitoire balistique.
Le second paragraphe est consacré à la M.A.M.A. récurrente. Nous commençons par énoncer le résultat de Y.
Sinai qui montre, pour un instant n donné, la sous-diffusivité ainsi que la localisation la M.A.M.A. . Le point
du réseau Z au niveau duquel la M.A.M.A. se localise est une v.a. dépendant uniquement du milieu et de n
dont la distribution limite est déterminée indépendamment par A. O. Golosov [39] et H. Kesten [56] (1986). Les
premiers résultats obtenus avec une probabilité égale à 1 sont montrés par P. Deheuvels et P. Revesz [29], [84]
et [85] (1986), en particulier sur le maximum et le temps local de la M.A.M.A. . Il faut ensuite attendre la fin
des années 90 pour voir apparaître de nouveaux résultats sur la M.A.M.A. récurrente : par le biais du calcul
stochastique H. Shi et Y. Hu. résolvent un grand nombre de problèmes classiques qui étaient résolus uniquement
dans le cas des marches aléatoires récurrentes simples.
Le troisième paragraphe est une très courte introduction aux M.A.M.A. transitoires. On distingue deux types
de marches transitoires celles dites balistiques ayant une vitesse non nulle et celles sous-balistiques avec une
vitesse nulle. Pour ces M.A.M.A. , dont l’étude commence avec H. Kesten, M. V. Kozlov et F. Spizer ([57],
1975), on observe un nombre important de résultats sur les grandes déviations (1994-2001). La double stochas-
ticité des M.A.M.A. offre, en effet, deux possibilités de résultats pour les grandes déviations : soit à milieu
fixé (dit "Quenched") soit après avoir moyenné sur le milieu ("dit annealed"). Enfin un résultat presque sûr,
obtenu récemment par Z. Shi et N. Gantert (2001), sur le temps local de la M.A.M.A. sous-balistique est présenté.
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Chapitre 1. Historique sur l’étude des Marches Aléatoires en Milieux Aléatoires (M.A.M.A. )
1.1 Définition des M.A.M.A. et propriétés élémentaires .
Définissons dans un premier temps une marche aléatoire en milieu inhomogène (ou à milieu fixé) : la M.A.M.I. .
Définition 1.1.1. Soit (αi, i ∈ Z) une suite de nombres réels strictement compris entre 0 et 1, on appellera
Marche Aléatoire en Milieu Inhomogène (M.A.M.I. ) une chaîne de Markov Homogène (Xn, n ∈ N) à valeurs
dans Z définie sur l’espace probabilisé (Ω1,F1,Pα), ayant pour matrice de transition : pour tout i ∈ Z et tout
n ≥ 1,
Pα [Xn = i+ 1|Xn−1 = i] = αi,(1.1)
Pα [Xn = i− 1|Xn−1 = i] = 1− αi ≡ βi.
La mesure de probabilité Pα [ .|X0 = a] sera notée Pαa [.], et Eαa désignera la moyenne associée à Pαa .
Remarque 1.1.2. – Cette chaîne de Markov est un processus de naissance et de mort irréductible.
– La mesure associée à cette chaîne de Markov est notée Pα pour rappeler qu’elle est définie à partir de la suite
(αi, i ∈ Z).
On définit maintenant ce qu’on appellera "milieu aléatoire" :
Définition 1.1.3. On appellera milieu aléatoire et on notera α une suite de variables aléatoires (αi, i ∈ Z) à
valeurs dans ]0, 1[Z définie sur l’espace probabilisé (Ω2,F2, Q). On notera EQ la moyenne associée à Q et VarQ
la variance.
Soit A2 ∈ F2, pour tout ω ∈ A2 fixé, α(w) ∈ ]0, 1[Z est une réalisation de l’environnement α, pour simplifier les
notations on notera α ∈ A2 plutôt que w ∈ A2. Soit B ∈ F1, on écrira par exemple : pour tout α ∈ A2
Pα [B] = · · · ,(1.2)
plutôt que : pour tout ω ∈ A2
Pα(w) [B] = · · · .(1.3)
On remarque que cette notation est cohérente avec la définition de la M.A.M.I. (Xn, n ∈ N), en effet pour définir
cette chaîne de Markov il faut fixer une suite (αi, i ∈ Z) dans ]0, 1[Z.
Définissons enfin la M.A.M.A. :
Définition 1.1.4. Une Marche Aléatoire en Milieu Aléatoire est une suite de variables aléatoires (Xn, n ∈ N)
définie sur l’espace probabilisé (Ω1 × Ω2, F = F1 ×F2, P), telle que :
• (Xn, n ∈ N) est la chaîne de Markov définie en 1.1.1 sous la mesure Pα, et
• ∀A1 ∈ F1 et ∀A2 ∈ F2, P [A1 ×A2] =
∫
A2
Q(dw2)
∫
A1
Pα(w2)(dw1).
Dans ce travail de thèse on supposera que les v.a. (αi, i ∈ Z) sont indépendantes et identiquement
distribuées.
Remarque 1.1.5. La première constatation est que Pα est une variable aléatoire définie sur l’espace probabilisé
(Ω2,F2, Q) on ne peut donc pas exploiter Pα comme une mesure associée à la chaîne de Markov (Xn, n ∈ N).
Cependant si on fixe ω dans Ω2, alors Pα ≡ Pα(w) est la mesure de probabilité associée à la chaîne de Markov
définie en 1.1.1. On rappelle que l’on a adopté la notation suivante, soit A2 ∈ F2 :
ω ∈ A2 ⇔ α ∈ A2.(1.4)
Dans ce chapitre nous serons amenés à étudier les variables aléatoires suivantes :
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Définition 1.1.6. Soient x ∈ Z et n ∈ N :
– L(x, n) = ∑nk=1 I{Xk=x}, est le temps local de (Xk, k ∈ N) au point x pour un temps compris entre 1 et n.
– L∗(n) = maxx{L(x, n)} (le maximum des temps locaux).
– F(n) =
{
x ∈ Z+,L(x, n) = maxy∈Z+ L(y, n)
}
est l’ensemble des lieux favoris de (Xk, k ∈ N).
– F (n) = max{x ∈ Z+, x ∈ F(n)} (le plus grand des points favoris de (Xk, k ∈ N)).
Nous serons amenés à comparer certains résultats de la M.A.M.A. à ceux d’une marche aléatoire simple effectuant
des sauts de longueur +1 ou −1 avec une probabilité égale à 1/2. Nous noterons M.A.R.S. (Marche Aléatoire
Récurrente Simple) cette marche aléatoire.
Le résultat suivant dû à F. Solomon (1975) [95], permet de donner une première classification des comportements
que présentent les M.A.M.A. , il s’agit du "critère de récurrence" :
Théorème 1.1.7. On a :
EQ
[
ln
1− α0
α0
]
< 0 ⇒ lim
n→∞
Xn = ∞ P p.s. ,(1.5)
EQ
[
ln
1− α0
α0
]
> 0 ⇒ lim
n→∞
Xn = −∞ P p.s. ,(1.6)
EQ
[
ln
1− α0
α0
]
= 0 ⇒ (Xn, n ∈ N) est récurrente P p.s. .(1.7)
Nous donnerons la preuve de ce résultat dans le chapitre suivant (page 30).
Remarque 1.1.8. Notons (Sn =
∑n
i=1 ǫi, n ∈ N) où (ǫi, i ∈ N) est une suite de v.a. i.i.d. On sait que le
critère de récurrence pour (Sn, n ∈ N) est que la moyenne d’un incrément soit nulle i.e. E [ǫ0] = 0. Ceci semble
également vrai pour une M.A.M.A. si on définit les incréments comme étant : ǫi ≡ 1−αiαi , i ∈ Z, à la différence
près qu’il ne s’agit plus de l’incrément de la M.A.M.A. (Xj , j ∈ N) proprement dite mais d’une variable aléatoire
relative au milieu aléatoire (Sn, n ∈ N). L’hypothèse E [ǫ0] = 0 implique donc que le milieu aléatoire ne permet
pas à la M.A.M.A. d’avoir une direction (droite ou gauche) privilégiée.
1.2 Les M.A.M.A. récurrentes
Dans ce paragraphe nous travaillerons sous l’hypothèse de récurrence :
EQ
[
ln
1− α0
α0
]
= 0.(H.1)
1.2.1 Premiers résultats : localisation de la M.A.M.A. (1975-1986)
Y. Sinai [92] (1982) étudie le premier rigoureusement le cas délicat de la M.A.M.A. récurrente à une dimension.
Avant lui G. A. Ritter [87] (1976) s’ intéresse déjà à cette marche mais ne parvient pas à résoudre complètement
le problème. Sinai montre sous l’hypothèse H.1, ainsi que les deux hypothèses suivantes :
VarQ
[
ln
1− α0
α0
]
≡ σ2 > 0 ,(H.2)
Q [η ≤ α0 ≤ 1− η] = 1, 0 < η ≤ 1
2
,(H.3)
que la M.A.M.A. a non seulement un comportement sous-diffusif(1) (en (lnn)2) mais qu’elle se localise au
voisinage d’un point m˜0 pour un instant n avec une probabilité proche de 1, ce point m˜0 dépendant uniquement
de n ainsi que du milieu α :
1on entend sous-diffusif par opposition au comportement d’une marche aléatoire récurrente simple dont le comportement "dif-
fusif" est en
√
n.
5
Chapitre 1. Historique sur l’étude des Marches Aléatoires en Milieux Aléatoires (M.A.M.A. )
Théorème 1.2.1. Supposons H.1 et H.2 et H.3 pour tout ǫ > 0 et tout δ > 0 il existe n0 ≡ n0(ǫ, δ) tel que pour
tout n > n0, pour tout milieu α ∈ Cn :
Pα0
[∣∣∣∣ Xnln2 n −m0
∣∣∣∣ > δ
]
→ 0, quand n→∞,(1.12)
avec Q [Cn] ≥ 1− ǫ et m0 ≡ m˜0(lnn)2 .
Nous préciserons dans la partie II de ce travail le rôle de Cn et m0, nous donnerons une preuve alternative à ce
résultat puis nous expliquerons en détail la démarche de Y. Sinai.
Discutons maintenant des hypothèses nécessaires et celles utilisées en pratique pour montrer ce résultat : on
sait que la M.A.M.A. est récurrente si et seulement si H.1 est vérifiée, donc H.1 fait partie des hypothèses
nécessaires, de même H.2 est une condition nécessaire pour que la M.A.M.A. ne soit pas réduite à une marche
aléatoire simple récurrente, en effet :
H.2 ⇔ VarQ
[
ln
1− α0
α0
]
> 0 ⇒ Q
[
α0 =
1
2
]
< 1.(1.13)
A ces deux hypothèses élémentaires il faut ajouter une hypothèse de régularité supplémentaire. L’hypothèse la
plus simple à laquelle on pense est :
VarQ
[
ln
1− α0
α0
]
≡ σ2 < +∞ .(H.4)
Cette hypothèse permet de faire l’étude d’un potentiel aléatoire associé au milieu, défini comme somme partielle
des v.a. (ln 1−αiαi , i ∈ Z) dont la moyenne est nulle et la variance est finie, en utilisant la convergence en distri-
bution vers le mouvement Brownien de ce potentiel rendue possible gâce à H.4. Nous verrons que l’étude de ce
potentiel aléatoire, qui sera défini le moment venu, est fondamentale pour l’étude des M.A.M.A. . Cependant à
ma connaissance le résultat de Y. Sinai n’a pas été montré sous H.4. C’est en général l’hypothèse forte H.3 qui
est la plus souvent utilisée pour étudier les M.A.M.A. récurrentes. Nous utiliserons nous même cette hypothèse
dans la troisième partie de cette thèse. Dans le paragraphe 1.2.3 et 1.2.4 nous introduirons deux autres hypo-
thèses de régularité.
Les hypothèses H.1 et H.2 seront appelées "hypothèses nécessaires" et les hypothèses H.3, H.4 et H.6 (page
12) "hypothèses de régularité".
Nous appellerons marche de Sinai une M.A.M.A. récurrente c’est à dire sous les hypothèses
"nécessaires" H.1 et H.2 avec de plus une hypothèse de régularité.
Revenons maintenant à notre discussion sur la M.A.M.A. , la distribution limite de m0 est déterminée (indé-
pendamment) par A. Kesten [56] et A. O. Golosov [38] (1986), ils en déduisent le théorème suivant :
Théorème 1.2.2. Supposons H.1, H.2 et H.3 alors :
σ2
Xn
ln2 n
→ L, en distribution(1.14)
où
dP [L ≤ x]
dx
=
2
π
∞∑
k=0
(−1)k
(2k + 1)
exp
(
− (2k + 1)
2π2
8
|x|
)
.(1.15)
On expose la preuve de H. Kesten dans la Partie II. On note également que M. Nauenberg [77] donne, en 1985,
un argument heuristique sur la forme de la distribution limite de m0 sans parvenir tout à fait au résultat (voir
la remarque de H. Kesten [56] page 300).
A. O. Golosov (1986) [37] étudie un cas très similaire de M.A.M.A. sur Z+ ayant une probabilité non nulle de
rester sur place, il aboutit à un résultat similaire à Sinai. Dans [39] Golosov montre, en plus, que Xn−m0(lnn)2
(sans facteur de normalisation) a une distribution limite, résultat qu’il généralise dans [38] à la marche sur Z :
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Théorème 1.2.3. Supposons H.1, H.2 et H.3, il existe une suite aléatoire (m˜0 ≡ m0(lnn)2, n ∈ N∗) telle que
pour tout −∞ < y <∞
lim
n→+∞
P [Xn − m˜0 ≤ y] = F (y),(1.16)
la fonction de distribution F (y) étant inconnue.
Comme nous l’avons déjà fait remarquer la Partie II de ce travail est consacrée, entre autre, aux preuves des
théorèmes que l’on vient d’énoncer (excepté le théorème 1.2.3), on invite donc le lecteur à se reporter à cette
partie pour plus de détails (voir également O. Zeitouni [117] pour une extension du théorème de Sinai à des
milieux stationnaires ergodiques et R. Durett [32] pour une généralisation en dimension quelconque).
1.2.2 Premiers résultats, presque sûrs, sur le maximum et les temps locaux (1986-
1988)
P. Deheuvels et P. Révész [29] (1986) s’intéressent au maximum de la M.A.M.A. . Le résultat ci-dessous donne
les corrections que l’on doit apporter au résultat de Sinai (qui montre le comportement en (lnn)2) pour obtenir
un résultat presque sûr :
Théorème 1.2.4. Supposons vérifíees les hypothèses H.1, H.2 et H.3. Pour tout ǫ > 0, tout p ≥ 3 et tout n
assez grand on a :
ln2 n
(ln lnn)2+ǫ
≤ max
0≤k≤n
(|Xk|) ≤
(
lnn ln lnn · · · lnp−1 n(lnp n)1+ǫ
)2
P p.s. .(1.17)
lnp n est le p ième itéré du logarithme de n.
ce résultat a été précisé par Y. Hu et Z. Shi ([44]) sous une hypothèse de régularité plus faible que H.3, voir le
théorème 1.2.18.
P. Revesz s’intéresse également (voir [84] et [85]) au temps local en 0 :
Théorème 1.2.5. Sous les hypothèses H.1, H.2 et H.3, pour tout ǫ > 0 et tout n suffisamment grand :
L(0, n) ≥ exp
(
lnn
(ln2 n)1+ǫ
)
P.p.s. ,(1.18)
L(0, n) ≤ exp
(
lnn
(ln2 n)1−ǫ
)
i.s. P.p.s. ,(1.19)
L(0, n) ≥ elnn
(
1− Cln3 n
)
i.s. P.p.s. ,(1.20)
L(0, n) ≤ elnn
(
1− θnln3 n
)
P.p.s. ,(1.21)
où C ≡ C(σ), θn = (lnn)−C
ln4 n
(ln3 n)
1/2 , i.s. signifiant "infiniment souvent".
Remarque 1.2.6. On rappelle (voir par exemple [85]) que pour une marche aléatoire récurrente simple
(M.A.R.S.) on a le résultat suivant, ∀ǫ > 0 :
Ls(0, n) ≤ (1 + ǫ)
√
2n ln lnn P.p.s. ,(1.22)
Ls(0, n) ≥ (1− ǫ)
√
n
lnn ln lnn
P.p.s. ,(1.23)
où Ls(0, n) est le temps local en 0 de la M.A.R.S. . 1.20 implique que le temps local en 0 de la M.A.M.A. peut
être vraiment très grand puisque quasiment de l’ordre de n en comparaison à la M.A.R.S. (1.22) qui est au plus
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comme
√
2n ln lnn. Par contre 1.19 implique que L(0, n) peut également être très petit (plus petit que n’importe
quelle valeur de la forme nδ, δ > 0) contrairement à Ls(0, n) qui par 1.23 reste plus grand que n1/2−δ′ pour
tout δ′ > 0. On en déduit que même si la M.A.M.A. reste localisée (par le théorème de Sinai et le théorème
1.2.4) dans une région de taille de l’ordre (lnn)2 cela n’implique pas nécessairement que le temps local en 0 soit
plus grand que le temps local en 0 d’une M.A.R.S. . Comme on va le voir dans le prochain résultat ainsi que
la partie III de cette thèse ceci est dû au fait que la M.A.M.A. privilégie certains points (aléatoires) du réseau
(pour un instant donné n).
Le théorème 1.2.5 a été précisé par Y. Hu et Z. Shi [45], voir les théorèmes 1.2.20 et 1.2.21, page 11.
Revesz ([85], [84]) s’intéresse également au maximum des temps locaux de la M.A.M.A. (Définition 1.1.6), il
s’interroge sur la lim sup L
∗(n)
n , il ne parvient à résoudre le problème que dans le cas particulier suivant :
Théorème 1.2.7. Supposons que Q[α0 = p] = Q[α0 = 1 − p] = 1/2 où 0 < p < 1/2, alors il existe une
constante g = g(p) > 0 telle que :
lim sup
n→∞
L∗(n)
n
≥ g(p) P p.s. .(1.24)
Remarque 1.2.8. L’hypothèse du théorème 1.2.7 implique bien H.1 :
EQ
[
ln
1− α0
α0
]
=
1
2
ln
1− p
p
+
1
2
ln
p
1− p = 0,(1.25)
et également H.2 et H.3 puisque 0 < p < 1/2.
On rappelle que pour la M.A.R.S. on a le résultat suivant dû à H. Kesten [53]
lim sup
n→+∞
L∗(n)√
2n ln lnn
= 1 p.s. .(1.26)
La M.A.M.A. semble donc bien privilégier certains points bien plus que la M.A.R.S. . Nous montrerons (partie
III) que ceci est dû à la très forte concentration de la M.A.M.A. dans un petit voisinage du point m˜0 défini par
Y. Sinai ; concentration due à la configuration du milieu sous H.1, H.2 et H.3.
Z. Shi [90] généralise le théorème 1.2.7 dans le cas plus général où seulement H.1, H.2 et H.3 sont vérifiées, voir
le théorème 1.2.22.
Enfin énonçons un dernier résultat de Révesz (issu des mêmes références que précédemment) :
Théorème 1.2.9. Supposons que Q[α0 = p] = Q[α0 = 1 − p] = 1/2 ou 0 < p < 1/2, alors il existe une
constante η ≡ η(p) > 0 telle que
lim inf
n→+∞
P
[L∗(n)
n
> η
]
> 0.(1.27)
Nous montrerons un résultat ("trempé") en probabilité sur le maximum des temps locaux dans la partie III.
On note également, dans la même période, les travaux de M. Csörgö, L. Horvàth et P. Révész [86] qui étudient
les moments exponentiels de certains temps locaux, résultats que nous exploiterons dans la partie III.
1.2.3 La M.A.M.A. : approche par le calcul stochastique (1986 - 2003)
Un grand nombre de résultats récents (1997 - 2003) sur la M.A.M.A. de Y. Sinai sont dus à Y. Hu et Z. Shi qui
utilisent le calcul stochastique pour étudier ce modèle. T. Brox [14] (1986) introduit un processus de diffusion
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continu en milieu aléatoire équivalent au modèle de Y. Sinai (voir les deux définitions suivantes). Il montre que
le comportement asymptotique de ce processus est le même que celui de Y. Sinai et S. Schumacher [88] (1985)
donne un moyen de relier les modèles de type modèle de T. Brox à la marche de Sinai. La méthode du calcul
stochastique ne s’applique donc pas directement à la marche de Sinai mais plutôt à un modèle à temps continu
que l’on associe à la marche de Sinai par un principe d’invariance (remarque de Z. Shi [91]). En nous inspirant
d’un résumé récent de Z. Shi [91] nous décrirons comment on peut générer la marche de Sinai par l’introduction
d’un processus stochastique équivalent. Nous donnerons ensuite quelques uns des résultats obtenus par Y. Hu
et Z. Shi ([44]-[46]), Y. Hu ([42],[43]) et Z. Shi ([90]) par le biais de cette méthode.
Pour définir l’équivalent continu (temps et espace) de la M.A.M.A., on introduit un potentiel aléatoire :
Définition 1.2.10. Soit V = (V (x), x ∈ R) un processus stochastique défini sur R à valeurs dans R tel que
V (0) = 0, càdlàg (i.e V est continu à droite et possède une limite à gauche) et localement borné.
On peut définir alors :
Définition 1.2.11. Un processus de diffusion XV sur un potentiel aléatoire V , est défini comme un processus
dont le générateur conditionné par V (i.e à V fixé) est donné par :
1
2
exp (V (x))
d
dx
(
exp(−V (x)) d
dx
)
, x ∈ R.(1.28)
Remarque
– Le processus XV est une solution formelle de l’équation différentielle stochastique :
dXV (t) = dβ(t)− 12V ′(XV (t))dt,
XV (0) = 0.(1.29)
où (β(t), t ≥ 0) est le mouvement Brownien standard indépendant de V .
– C’est T. Brox [14] qui s’intéresse pour la première fois en 1986 à un tel processus dans le cas particulier où
V est le mouvement Brownien standard.
Comment générer la marche de Sinai à partir de XV ?
Introduit comme ceci il est difficile de voir directement le rapport entre ce processus de diffusion XV et la
marche de Sinai qui nous intéresse ! De la même façon que l’on peut construire pas à pas la M.A.R.S. à
partir du mouvement Brownien par l’argument de Skorokhod (voir [12], [28]), S. Shumacher [88] montre qu’il
est également possible de construire la marche de Sinai à partir d’un processus de diffusion dont le potentiel
aléatoire serait défini de la façon suivante :
Définition 1.2.12. On appellera potentiel aléatoire d’une M.A.M.A. , le processus :
V (x) =
n∑
i=1
ln
1− αi
αi
si x ∈ [n, n+ 1[ pour n ∈ Z,(1.30)
où (αi, i ∈ Z) est une suite de v.a. On adopte de plus les conventions suivantes :
∑0
i=1 = 0,
∑n
i=−1 ai =
a−1 + · · ·+ an, si n < 0.
Ainsi {V (x), x ∈ R} est une fonction en escalier telle que V (0) = 0, qui est plate sur tout intervalle [n, n+ 1[ et
qui effectue un saut à chaque entier n de hauteur : V (n)− V (n−) = V (n)− V (n− 1) = ln 1−αnαn .
Remarque 1.2.13. Si l’on veut générer le modèle de la marche de Y. Sinai on supposera que les variables αi
sont i.i.d. et vérifient les hypothèses H.1, H.2 ainsi qu’une hypothèse de régularité. En fait nous verrons plus
tard que Y. Hu et Z. Shi introduisent une hypothèse de régularité que nous n’avons pas encore mentionnée.
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Maintenant que le potentiel est choisi on obtient par la défintition 1.2.11 un processus de diffusion XV avec V
défini en 1.2.12.
Définissons la suite de temps d’arrêt :
Définition 1.2.14.
µ0 = 0,(1.31)
µn = inf{t > µn−1, |XV (t)−XV (µn−1)| = 1}, n ≥ 1.(1.32)
Définissons aussi pour V fixé, Ax la fonction de changement d’échelle du processus XV :
Définition 1.2.15. :
Ax =
∫ x
0
expV (y)dy.(1.33)
Avec ces définitions on peut écrire pour tout n ∈ N :
PV [XV (µn+1) = i+ 1| XV (µn) = i] = Ai −Ai−1
Ai+1 −Ai−1 ≡ αi.(1.34)
Autrement dit le processus (XV (µn), n ≥ 0) est distribué comme la marche de Sinai (Xn, n ≥ 0), on obtient par
cette construction le théorème de S. Schumacher [88] (1985) :
Théorème 1.2.16. Soit (Xn, n ≥ 0) la marche de Sinai et soit V défini en 1.2.12. Si XV est un processus de
diffusion dans le potentiel V , et si (µn, n ∈ N) est définie comme en 1.2.14, alors (XV (µn);n ≥ 0) a la même
distribution que (Xn, n ≥ 0).
Si on veut maintenant ”remplacer” le temps aléatoire (µn, n) on utilise la :
Proposition 1.2.17. (µn − µn−1, n ≥ 1) est une suite de v.a. i.i.d. ayant même distribution que inf{t >
0, |Bt| = 1}, où B est le mouvement Brownien standard.
On sait de plus que µ1 a un moment exponentiel fini tel que : E[µ1] = 1, donc par la loi des grands nombres
presque sûrement µnn → 1.
Pour étudier le comportement de la marche de Sinai (par exemple la convergence de Xn(lnn)2 ), on peut donc étudier
le processus XV (n) par des méthodes de calcul stochastique puis utiliser le théorème 1.2.16 pour conclure sur
la marche de Sinai. Nous ne développerons pas ici les méthodes de calculs utilisées par Y. Hu et Z. Shi, pour
une première approche voir [91].
L’hypothèse de Y. Hu et Z. Shi.
Comme on l’a vu dans le paragraphe précédent, c’est le potentiel aléatoire de la M.A.M.A. (définition 1.2.12)
et non plus directement les probabilités d’aller à gauche (1−αi, i ∈ Z) et à droite (αi, i ∈ Z) comme on l’a vu
définition 1.1.1 que l’on exploite pour définir la M.A.M.A. d’un point de vue du calcul stochastique.
On peut alors facilement généraliser le potentiel défini en 1.2.12 qui conservait strictement les hypothèses H.1 ,
H.2 ainsi qu’une hypothèse de régularité, par un potentiel aléatoire tel que pour tout n suffisamment grand :
Q

 sup
1≤|m|≤n
∣∣∣∣∣∣
m∑
j=1
ln
1− αi
αi
− σW (m)
∣∣∣∣∣∣ ≥ C1 lnn

 ≤ C2
nC3
,(H.5)
où les Ci (1 ≤ i ≤ 3) et σ sont des constantes strictement positives et finies et W est le mouvement brownien
standard : (W (y), y ∈ R).
Remarque Par le théorème d’approximation forte de Kolmós-Major-Tusnády (voir [28] par exemple) les hy-
pothèses H.1, H.2 et H.3 impliquent bien l’hypothèse H.5 et les résultats de F. Solomon [95] impliquent la
récurrence de la M.A.M.A. définie sur ce potentiel.
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Les résultats de Y. Hu et Z. Shi
Nous présentons maintenant quelques uns des résultats des travaux de Y. Hu et Z. Shi. Nous ne donnerons pas
de preuve de ces résultats. L’idée générale est la suivante : ils résolvent le problème dans le cas du processus de
diffusion que l’on a décrit dans le paragraphe précédent en utilisant des méthodes propres au calcul stochastique
(changement d’échelle, théorème de Ray-Knight ...). Puis ils utilisent l’argument de S. Schumacher pour obtenir
le résultat pour la marche de Sinai.
Le premier résultat que nous présentons, dû à Y. Hu et Z. Shi [44] (1998) donne le comportement exacte de Xn
avec une P probabilité égale à un :
Théorème 1.2.18. Supposons que l’hypothèse H.5 soit vérifiée on a :
lim sup
n→∞
Xn
(lnn)2 ln ln lnn
=
8
π2σ2
P.p.s ,(1.35)
on peut remplacer Xn par max0≤k≤n |Xk| où max0≤k≤nXk dans 1.35. On a aussi :
lim inf
n→∞
ln ln lnn
(lnn)2
max
0≤k≤n
|Xk| = 1
σ2
P.p.s ,(1.36)
lim inf
n→∞
(ln lnn)a
(lnn)2
max
0≤k≤n
Xk =
{
0 si a ≤ 0
∞ sinon P.p.s. .(1.37)
Le théorème suivant est également obtenu par Y. Hu [42] :
Théorème 1.2.19. Soit c une constante fixée : (0 < c < π
2σ2
8 ). Supposons que les hypothèses H.1, H.2 et H.3
soient vérifiées, alors P-presque sûrement pour toute fonction continue presque partout telle que
supx∈R |f(x)| exp(−c|x|) <∞, on a :
1
ln lnn
n∑
k=3
1
k ln k
f
(
Xk
ln2 k
)
−−−−−→a.s E
(
f
(
L
σ2
))
.(1.38)
L est donnée par 1.15.
Dans [45] (1998) Y. Hu et Z. Shi continuent les travaux de P. Revesz ([84]) sur le temps local de la M.A.M.A. .
Les théorèmes 1.2.20 et 1.2.21 suivants précisent donc les résultats obtenus par P. Révesz.
Théorème 1.2.20. Soit (an)n≥0 une suite croissante de nombres positifs et x ∈ Z, supposons que l’hypothèse
H.5 soit vérifiée alors :
P
[
lnL(x, n)
lnn
≥ 1− 1
an
; i.s.
]
=
{
0
1
⇐⇒
∞∑
n=3
1
na2n lnn
{
<∞
= ∞ .(1.39)
Théorème 1.2.21. Soient (bn)n≥0 une suite croissante de nombres positifs et x ∈ Z, supposons que l’hypothèse
H.5 soit vérifiée alors :
P
[
lnL(x, n)
lnn
≤ 1
bn
; i.s.
]
=
{
0
1
⇐⇒
∞∑
n=3
1
nbn lnn
{
<∞
= ∞ .(1.40)
Z. Shi [90] (1998) montre dans le cas général le résultat proposé par Révesz sur le maximum des temps locaux :
Théorème 1.2.22. Supposons vérifiées les hypothèses H.1, H.2 et H.3, alors il existe une constante c2 > 0 telle
que :
lim sup
n→∞
L∗(n)
n
≥ c2 P.p.s. .(1.41)
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Remarque 1.2.23. Z. Shi montre que le comportement pour le processus de diffusion (en milieu aléatoire) est
sensiblement différent.
En ce qui concerne la limite inférieure de L∗(n) le problème n’a pas encore été résolu à ma connaissance,
cependant la conjecture suivante a été proposée par Revesz [85] :
lim inf
n→∞
L∗(n)(ln lnn)2
n
= 0 P.p.s. ,(1.42)
lim inf
n→∞
L∗(n)(ln lnn)3
n
= +∞ P.p.s.(1.43)
On énonce également le résultat suivant, toujours dû à Y. Hu et Z. Shi, sur la localisation du lieu favori de la
marche [46] (2000) F (n) (voir la définition 1.1.6) :
Théorème 1.2.24. Supposons H.1, H.2 et H.3, alors
lim sup
n→∞
F (n)
(lnn)2 ln ln lnn
=
8
π2σ2
P.p.s ,(1.44)
lim inf
n→∞
(ln lnn)aF (n)
(lnn)2
=
{
0 si a ≤ 2
∞ sinon P.p.s .(1.45)
Remarque 1.2.25. On remarque que le comportement asymptotique avec probabilité 1 de F (n) est le même
que celui de Xn on rappelle en effet (théorème 1.2.18) que :
lim sup
n→∞
Xn
(lnn)2 ln ln lnn
=
8
π2σ2
P.p.s .(1.46)
Une conséquence des résultats que l’on obtient dans la troisième partie de cette thèse montre que F (n)(lnn)2 et
Xn
(lnn)2 ont même distribution limite.
Avant de terminer ce paragraphe sur les M.A.M.A. récurrentes nous souhaitons revenir sur les différentes hypo-
thèses de régularité :
1.2.4 A propos des hypothèses H.3, H.5 et H.6
On commence par introduire l’hypothèse de régularité H.6 qui sera utilisée dans la seconde partie de cette thèse
soit κ+ ∈ R∗+ :
EQ
[
eκ ln
1−α0
α0
]
<∞,(H.6)
pour tout κ ∈ R∗ tel que |κ| < k+. Par le théorème de J. Kolmós, P. Major et G. Tusnády (voir par exemple
[28] page 107) on a :
H.1, H.2, H.6 ⇒ H.5 ,(1.47)
de plus :
H.3 ⇒ H.6 .(1.48)
en effet pour tout κ ∈ R :
Q [η < α0 < 1− η] = 1 ⇒ EQ
[
eκ ln
1−η
η
]
≤ EQ [eκǫ0 ] ≤ EQ
[
eκ ln
η
1−η
]
<∞ .(1.49)
Ainsi l’hypothèse de régularité la plus faible dans notre discussion sur la marche de Sinai est H.5 utilisée par Y.
Hu et Z. Shi. La plus fréquemment utilisée est bien entendu H.3, c’est d’ailleurs celle-ci que Y. Sinai exploite
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dans [92]. A ma connaissance aucun résultat sur la marche de Sinai n’a été montré avec, uniquement, l’existence
du second moment de la v.a. ln 1−α0α0 en plus des hypothèses nécessaires. Dans la seconde partie nous donnerons
une preuve alternative au résultat de Y. Sinai sous H.1, H.2 et H.6, nous verrons que cette hypothèse nous
permet d’avoir un contrôle suffisant sur les v.a.
(
ln 1−αiαi , i ∈ Z
)
, c’est à dire tel que la fluctuation d’une de ces
variables aléatoires ne vienne pas "tuer" les fluctuations d’une somme partielle de ces mêmes v.a. .
On remarque que toute hypothèse de type H.6 ou H.3 rend l’hypothèse H.4 : EQ
[(
ln 1−α1α1
)2]
< +∞ obsolète.
On donne maintenant très sommairement un historique de l’étude des M.A.M.A. transitoires :
1.3 Les M.A.M.A. transitoires
Comportements balistiques et sous-balistiques (1975)
Par le théorème 1.1.7 on sait que la condition nécessaire et suffisante pour que la marche aléatoire en milieu
aléatoire soit transitoire est :
EQ
[
ln
1− α0
α0
]
6= 0.
Le théorème suivant dû à F. Solomon ([95]) donne une première précision sur le comportement général des
M.A.M.A. transitoires :
Théorème 1.3.1. On a :
EQ
[
1− α0
α0
]
< 1 ⇒ lim
n→∞
Xn
n
=
1− EQ
[
1−α0
α0
]
1 + EQ
[
1−α0
α0
] P p.s ,(1.50)
EQ
[
α0
1− α0
]
< 1 ⇒ lim
n→∞
Xn
n
= −
1− EQ
[
α0
1−α0
]
1− EQ
[
α0
1−α0
] P p.s ,(1.51)
1
EQ
[
1−α0
α0
] ≤ 1 ≤ EQ
[
α0
1− α0
]
⇒ lim
n→∞
Xn
n
= 0 P p.s .(1.52)
Dans les cas 1.50 et 1.51 on obtient un résultat similaire à une marche aléatoire simple dont la moyenne des
incréments est non nulle, on dit que ces M.A.M.A. sont transitoires balistiques car si on définit la vitesse comme
étant le rapport de Xn sur n, il apparaît que cette vitesse est P.p.s. non nulle.
Dans le cas 1.52 on distingue le cas récurrent, c’est à dire si E
[
ln 1−α0α0
]
= 0, du cas transitoire sous balistique
si E
[
ln 1−α0α0
]
6= 0.
Kesten Kozlov et Spizer [57] (1975) montrent, dans le cas sous-balisique
(
E
[
ln 1−α0α0
]
< 0 et EQ
[
1−α0
α0
]
≥ 1
)
avec l’hypothèse supplémentaire que la distribution de ln 1−α0α0 ne soit pas arithmétique, que le comportement
asymptotique de ces M.A.M.A. est caractérisé par une valeur κ > 0 qui vérifie :
EQ
[(
1− α0
α0
)κ]
= 1.(1.53)
Résultats de grande déviation (1994-2000)
On distingue deux types de résultats : ceux à milieu fixé (dit "quenched" i.e trempé) et ceux à milieu non fixé
(dit "annealed" i.e recuit). Dans le cas quenched le résultat de grande déviation est donné pour la mesure Pα,
Q presque sûrement voir les travaux de H. den Hollander et A. Greven [40] et de N. Gantert et O. Zeitouni
[120]. Pour le cas annealed le résultat de grande déviation est donné pour la mesure de probabilité totale P voir
pour cela les travaux de F. Comets N. Gantert et O. Zeitouni [26], de A. Dembo Y. Perez et O. Zeitouni [119]
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et A. Pisztora, T. Povel et O. Zeitouni [121]. Pour une revue de ces résultats voir les notes de O. Zeitouni et N.
Gantert [36], de O. Zeitouni [117] et également l’introduction de la thèse de M. Taleb [107].
Pour terminer ce bref paragraphe sur les marches transitoires on propose d’énoncer le résultat suivant sur le
temps local des M.A.M.A. .
Un résultat presque sûr pour le temps local d’une M.A.M.A. transitoire (2000).
Le résultat suivant est dû à N. Gantert et Z. Shi [35] :
Théorème 1.3.2. Supposons que
−∞ < E
[
ln
1− α0
α0
]
< 0 ,(1.54)
qu’il existe κ > 0 tel que
E
[(
1− α0
α0
)κ]
= 1 ,(1.55)
E
[(
1− α0
α0
)κ
ln
1− α0
α0
]
<∞ ,(1.56)
et que la distribution de ln 1−α0α0 ne soit pas arithmétique, alors si 0 < κ ≤ 1, il existe une constante c > 0 telle
que :
lim sup
n→∞
L∗(n)
n
= c, P.p.s. ,(1.57)
si κ > 1
lim sup
n→∞
L∗(n)
n
= 0, P.p.s. .(1.58)
On remarque que 1.57 est similaire au cas récurrent (théorème 1.2.7). Afin de pouvoir bien distinguer les deux
cas il serait intéressant de déterminer la limite inférieure de L∗(n) pour ces deux M.A.M.A. .
1.3.1 Autres modèles de M.A.M.A. unidimensionnels.
Dans cet historique on s’est uniquement préoccupé des M.A.M.A. effectuant des sauts sur ses plus proches
voisins, on voudrait dire quelques mots sur les autres modèles. L’équivalent continu de la M.A.M.A. a déjà été
évoqué au paragraphe concernant la marche récurrente. Comme dans le cas de la M.A.M.A. on distingue les
processus de diffusion en milieu aléatoire récurrent et transitoire, pour le cas récurrent voir par exemple l’article
fondateur de T. Brox [14] ainsi que les travaux de Y. Hu et Z. Shi évoqués dans le paragraphe sur les M.A.M.A.
récurrentes. Pour le cas transitoire je recommande la thèse de M. Taleb [107] qui offre, entre autre, un résumé
sur les résultats obtenus jusqu’à nos jours (notre bibliographie comporte également quelques références sur cette
thématique).
Notons également le cas d’une M.A.M.A. effectuant des sauts bornés dont un critère de récurrence a été dé-
terminé par E. S. Key [58] (1984) voir également les travaux de E. Andjel [5] (1988) sur le même type de
problèmes.
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Chapitre 2
Résultats Elémentaires sur la M.A.M.A.
et la M.A.M.I. Unidimensionnelle
Dans ce chapitre on présente les résultats obtenus essentiellement par K. L. Chung [23] qui nous permettront
d’étudier la M.A.M.A. sous la mesure Pα c’est à dire lorsque la M.A.M.A. est réduite à la chaîne de Markov que
nous avons définie au début du chapitre précédent (la M.A.M.I. ). C’est un chapitre "formulaire" qui permettra
au lecteur d’avoir à portée de main les résultats et preuves des outils nécessaires à l’étude de la M.A.M.A. à
milieu fixé. En fin de chapitre on montre le résultat de F. Solomon [95] qui donne le critère de récurrence de
cette M.A.M.A. .
2.1 Marche Aléatoire en Milieu Inhomogène (M.A.M.I. )
Nous commencerons ce paragraphe en rappelant la définition d’une marche aléatoire en milieu inhomogène notée
M.A.M.I. .
Définition 2.1.1. Soit (αi, i ∈ Z) une suite de nombres réels strictement compris entre 0 et 1, on appellera
Marche Aléatoire en Milieu Inhomogène (M.A.M.I. ) une chaîne de Markov Homogène (Xn, n ∈ N) à valeurs
dans Z définie sur l’espace probabilisé (Ω1,F1,Pα), ayant pour matrice de transition : pour tout i ∈ Z et tout
n ≥ 1,
Pα [Xn = i+ 1|Xn−1 = i] = αi,(2.1)
Pα [Xn = i− 1|Xn−1 = i] = 1− αi ≡ βi.
La mesure de probabilité Pα [ .|X0 = a] sera notée Pαa [.], et Eαa désignera la moyenne associée à Pαa .
On adoptera pour ce paragraphe la notation suivante :
(αi, i ∈ Z) ∈]0, 1[Z ⇐⇒ α ∈ Ω2 .(2.2)
cette notation est cohérente avec celle adoptée suite à la définition 1.1.3 où Ω2 est l’ensemble de toutes les
configurations possibles de la suite (αi, i ∈ Z).
Dans le paragraphe suivant nous allons donner les expressions explicites de probabilités d’événements écrits en
fonction des temps d’arrêts définis ci-dessous (résultats de K. L. Chung [23]), ainsi que les moments de temps
locaux arrêtés.
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Définition 2.1.2. Soient x, a et b dans Z, a 6= b, n ∈ N∗,
• T ab =
{
inf{k ∈ N∗, Xk = b avec X0 = a},
+∞, si un tel k n’existe pas.(2.3)
• T x→x1 ≡ T x→x = T xx =
{
inf{k ∈ N∗, Xk = x avec X0 = x},
+∞, si un tel k n’existe pas.(2.4)
T x→xn =
{
inf{k > T x→xn−1 , Xk = x},
+∞, si un tel k n’existe pas.(2.5)
On pose T x→x0 = 0.
2.1.1 Expressions explicites.
Pour le lemme suivant on s’est inspiré de K. L. Chung [23] (pages 71-74), voir aussi P. Revesz [85] (pages
273-274) :
Lemme 2.1.3. Soient a, b, x ∈ Z tels que a < x < b pour tout α ∈ Ω2 :
Pαx [T
x
a > T
x
b ] =
∑x−1
i=a+1
βa+1
αa+1
· · · βiαi + 1∑b−1
i=a+1
βa+1
αa+1
· · · βiαi + 1
,(2.6)
de même :
Pαx [T
x
a < T
x
b ] =
∑b−1
i=x+1
αi
βi
· · · αb−1βb−1 + 1∑b−1
i=a+1
αi
βi
· · · αb−1βb−1 + 1
.(2.7)
Avec la convention
∑k
i=l = 0 si k < l.
Preuve.
Prenons a < x < b, on a :
Pαx [T
x
a > T
x
b ] =
∞∑
n=1
Pαx [T
x
b = n, T
x
a > T
x
b ] ,(2.8)
=
∞∑
n=1
Pαx
[
n−1⋂
l=1
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a
]
.
Pour n > 1
Pαx
[
n−1⋂
l=1
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a
]
= Pαx
[
n−1⋂
l=1
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a, X1 = x+ 1
]
(2.9)
+ Pαx
[
n−1⋂
l=1
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a, X1 = x− 1
]
= αxP
α
[
n−1⋂
l=2
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a
∣∣∣∣∣X1 = x+ 1, X0 = x
]
(1− δx−1b )(2.10)
+ βxP
α
[
n−1⋂
l=1
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a
∣∣∣∣∣X1 = x− 1, X0 = x
]
(1− δx−1a ) ,
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où δ.. est le symbole de Kronecker, par la propriété de Markov on obtient :
Pαx
[
n−1⋂
l=1
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a
]
= αxP
α
[
n−1⋂
l=2
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a
∣∣∣∣∣X1 = x+ 1
]
(1− δx−1b )
+ βxP
α
[
n−1⋂
l=1
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a
∣∣∣∣∣X1 = x− 1
]
(1− δx−1a ) ,(2.11)
l’invariance par translation dans le temps implique donc :
Pαx
[
n−1⋂
l=1
{Xl 6= b, Xl 6= a}, Xn = b, Xn 6= a
]
= αxP
α
x+1
[
n−2⋂
l=1
{Xl 6= b, Xl 6= a}, Xn−1 = b, Xn−1 6= a
]
(1− δx−1b )
+ βxP
α
x−1
[
n−2⋂
l=1
{Xl 6= b, Xl 6= a}, Xn−1 = b, Xn−1 6= a
]
(1− δx−1a ) ,(2.12)
ainsi, en reprenant les notations avec les temps d’arrêts, pour tout n>1 :
Pαx [T
x
b = n, T
x
a > T
x
b ] = αxP
α
x+1
[
T x+1b = n− 1, T x+1a > T x+1b
]
(1− δx−1b )
+ βxP
α
x−1
[
T x−1b = n− 1, T x−1a > T x−1b
]
(1− δx−1a ) .(2.13)
Pour n = 1
Pαx
[
n−1⋂
l=1
{Xl 6= b, Xl 6= a}, Xn = b,Xn 6= a
]
= αxP
α
x [X1 = b, X1 6= a, X1 = x+ 1] + βxPαx [X1 = b, X1 6= a, X1 = x− 1]
= αxδ
x+1
b .(2.14)
En remplaçant 2.13 et 2.14 dans 2.8, on obtient :
Pαx [T
x
a > T
x
b ] = αxδ
x+1
b + αx(1− δx−1b )
∞∑
n=2
Pαx+1
[
T x+1b = n− 1, T x+1a > T x+1b
]
+ βx(1− δx−1a )
∞∑
n=2
Pαx−1
[
T x−1b = n− 1, T x−1a > T x−1b
]
,(2.15)
donc :
Pαx [T
x
a > T
x
b ] = αxP
α
x+1
[
T x+1a > T
x+1
b
]
(1− δxb−1)
+ βxP
α
x−1
[
T x−1a > T
x−1
b
]
(1− δxa+1) + αxδxb−1.(2.16)
On remarque que résoudre l’équation 2.16 revient à résoudre le système suivant :
Pαx [T
x
a > T
x
b ] = αxP
α
x+1
[
T x+1a > T
x+1
b
]
+ βxPαx−1
[
T x−1a > T
x−1
b
]
,
Pαb
[
T ba > T
b
b
]
= 1 Pαa [T
a
a < T
a
b ] = 0.
(2.17)
En effet, prenons a+1 < x < b−1, alors 2.16 est exactement la première équation du système 2.17. Si on prend
maintenant x = a+ 1, (par hypothèse b > a+ 1) alors 2.16 s’écrit :
Pαa+1[T
a+1
a > T
a+1
b ] = αa+1P
α
a+1[T
a+2
a > T
a+2
b ](2.18)
≡ αa+1Pαa+2[T a+2a > T a+2b ] + βa+1Pαa [T aa < T ab ] ,(2.19)
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car Pαa [T
a
a < T
a
b ] = 0 dans 2.17, on effectue le même raisonnement pour x = b− 1.
Remarque Le système 2.17 se comprend intuitivement : la probabilité que partant de l’état x la marche ren-
contre le point b avant le point a est égale à la probabilité que (partant de x) la marche atteigne le point
x+ 1 (qui est égal à αx) multipliée par la probabilité que partant de x+ 1 la marche rencontre b avant a plus
la probabilité de l’événement symétrique. De plus si x = b l’événement est réalisé ainsi Pαb [T
b
a > T
b
b ] = 1 et
inversement Pαa [T
a
a > T
a
b ] = 0.
On va maintenant résoudre le système 2.17, notons Pαy (T
y
a > T
y
b ) = uy, avec cette notation le système 2.17
s’écrit :
uy = αyuy+1 + βyuy−1 a < y < b ,(2.20)
ua = 0, ub = 1.
L’équation 2.20, avec la condition ua = 0, donne alors :
uy+1 − uy = βy
αy
· · · βa+1
αa+1
(ua+1 − 0) ,(2.21)
en sommant 2.21 pour tout a+ 1 ≤ y ≤ b− 1 , on obtient :
ua+1 =
1
1 +
∑b−1
y=a+1
βy
αy
· · · βa+1αa+1
.(2.22)
En sommant maintenant 2.21 sur tout a+ 1 ≤ y ≤ x− 1 on obtient :
ux − ua+1 =
x−1∑
y=a+1
βy
αy
· · · βa+1
αa+1
ua+1 .(2.23)
2.22 et 2.23 impliquent alors le résultat suivant :
Pαx [T
x
a > T
x
b ] =
∑x−1
i=a+1
βa+1
αa+1
· · · βiαi + 1∑b−1
i=a+1
βa+1
αa+1
· · · βiαi+1 + 1
.(2.24)
ce qui donne 2.6, on effectue les mêmes opérations pour trouver 2.7. ¥
Nous verrons que ce simple lemme nous sera très utile tout au long de cette thèse. On remarque de plus que
pour tout a, x, b dans Z, si a 6= b alors T xa 6= T xb , donc :
Pαx [T
x
a ≤ T xb ] = Pαx [T xa < T xb ] .(2.25)
De manière similaire on peut faire le calcul de la moyenne du temps défini ci-dessous :
Définition 2.1.4. Soient a, m, b ∈ Z, tels que a < m < b :
Tma ∧ Tmb = inf{t > 0, Xt = a ou Xt = b avec X0 = m}
c’est le temps nécessaire à la marche pour atteindre l’un des deux points a ou b partant de m.
Remarque 2.1.5. Tma ∧ Tmb est un temps d’arrêt, comme minimum des deux temps d’arrêts Tma et Tmb .
Montrons dans un premier temps que le moment d’ordre l ∈ N∗ du temps défini ci-dessus vérifie l’équation du
lemme suivant :
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Lemme 2.1.6. Soient a, m, b dans Z tels que a < m < b et l ∈ N∗, pour tout α ∈ Ω2 on a :
Eαm
[
(Tma ∧ Tmb )l
]
=
l∑
j=0
(
l
j
)(
αmE
α
m+1
[(
Tm+1a ∧ Tm+1b
)j]
+ βmE
α
m−1
[(
Tm−1a ∧ Tm−1b
)j])
,
avec Eαa
[
(T aa ∧ T ab )l
]
= Eαb
[(
T ba ∧ T bb
)l]
= 0.
Preuve.
La preuve ne présente aucune difficulté on utilise les mêmes idées que pour la preuve du lemme 2.1.3, on a :
Eαm
[
(Tma ∧ Tmb )l
]
=
∞∑
k=1
klPαm [T
m
a ∧ Tmb = k]
= βmδ
m−1
a + αmδ
m+1
b +
∞∑
k=2
klPαm [T
m
a ∧ Tmb = k](2.26)
= βmδ
m−1
a + αmδ
m+1
b
+
∞∑
k=2
kl
(
αmP
α
m+1
[
Tm+1a ∧ Tm+1b = k − 1
]
+ βmP
α
m−1
[
Tm−1a ∧ Tm−1b = k − 1
])
.(2.27)
La dernière égalité est obtenue par la propriété de Markov et l’invariance par translation dans le temps, on en
déduit :
Eαm
[
(Tma ∧ Tmb )l
]
= βmδ
m−1
a + αmδ
m+1
b
+
∞∑
k=1
(k + 1)l
(
αmP
α
m+1
[
Tm+1a ∧ Tm+1b = k
]
+ βmP
α
m−1
[
Tm−1a ∧ Tm−1b = k
])
.(2.28)
De plus :
∞∑
k=1
(k + 1)l
(
αmP
α
m+1
[
Tm+1a ∧ Tm+1b = k
]
+ βmP
α
m−1
[
Tm−1a ∧ Tm−1b = k
])
=
l∑
j=1
(
l
j
) ∞∑
k=1
kj
(
αmP
α
m+1
[
Tm+1a ∧ Tm+1b = k
]
+ βmP
α
m−1
[
Tm−1a ∧ Tm−1b = k
])
(2.29)
+
∞∑
k=1
(
αmP
α
m+1
[
Tm+1a ∧ Tm+1b = k
]
+ βmP
α
m−1
[
Tm−1a ∧ Tm−1b = k
])
,
or on a :
∞∑
k=1
Pαm+1
[
Tm+1a ∧ Tm+1b = k
]
= 1− Pαm+1
[
Tm+1a ∧ Tm+1b = 0
]
= 1− δm+1b ,(2.30)
où δ.. est le symbole de Kronecker, de même :
∞∑
k=1
Pαm−1
[
Tm−1a ∧ Tm−1b = k
]
= 1− δm−1a .(2.31)
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En remplaçant 2.30 et 2.31 dans 2.29 on obtient :
∞∑
k=1
(k + 1)l
(
αmP
α
m+1
[
Tm+1a ∧ Tm+1b = k
]
+ βmP
α
m−1
[
Tm−1a ∧ Tm−1b = k
])
(2.32)
=
l∑
j=1
(
l
j
) ∞∑
k=1
kj
(
αmP
α
m+1
[
Tm+1a ∧ Tm+1b = k
]
+ βmP
α
m−1
[
Tm−1a ∧ Tm−1b = k
])
(2.33)
+ αm(1− δm+1b ) + βm(1− δm−1a ).(2.34)
En remplaçant cette dernière expression dans 2.28 on obtient le lemme. ¥
On donne maintenant une expression explicite pour le premier moment de Tma ∧ Tmb :
Lemme 2.1.7. Soient a, m, b dans Z tels que a < m < b, pour tout α ∈ Ω2 on a :
Eαa+1
[
T a+1a ∧ T a+1b
]
=
∑b−1
l=a+1
∑b−1
j=l
1
αl
F (j, l)∑b−1
j=a+1 F (j, a) + 1
,(2.35)
Eαm [T
m
a ∧ Tmb ] = Eαa+1
[
T a+1a ∧ T a+1b
]1 + m−1∑
j=a+1
F (j, a)

− m−1∑
l=a+1
m−1∑
j=l
1
αl
F (j, l) ,(2.36)
où
F (j, l) =
βl+1
αl+1
· · · βj
αj
.
Preuve.
En utilisant la notation suivante : uj = Eα
[
T ja ∧ T jb
]
, on obtient du lemme 2.1.6 (en prenant l = 1) que uj est
solution du système : {
uj = 1 + αjuj+1 + βjuj−1 a < j < b ,
ua = 0 ub = 0 .
(2.37)
Résolvons le système 2.37, on a :
uj = 1 + αjuj+1 + βjuj−1 ⇔ uj+1 − uj = − 1
αj
+
βj
αj
(uj − uj−1) ,(2.38)
ainsi :
uj+1 − uj = −
(
1
αj
+
1
αj−1
βj
αj
+ · · ·+ 1
αa+1
βa+2
αa+2
· · · βj
αj
)
+
j∏
i=a+1
βi
αi
ua+1 .(2.39)
En sommant 2.39 pour tout a+ 1 ≤ j ≤ b− 1 on obtient :
−ua+1 = −
b−1∑
l=a+1
l∑
j=a+1
1
αl
F (j, l) +
b−1∑
j=a+1
F (j, a)ua+1 ,(2.40)
ce qui donne 2.35 puisque :
b−1∑
j=a+1
j∑
l=a+1
1
αl
F (j, l) =
b−1∑
l=a+1
b−1∑
j=l
1
αl
F (j, l) .(2.41)
En sommant maintenant 2.39 pour tout a+ 1 ≤ j ≤ m− 1 on obtient 2.36. ¥
On déduit des lemmes 2.1.3 et 2.1.7 :
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Lemme 2.1.8. Soient a, b, x ∈ Z tels que a < x < b, pour tout α ∈ Ω2 on a :
lim
a→−∞
Pαx [T
x
a > T
x
b ] = P
α
x
[⋃
n
{Xn = b}
]
,(2.42)
lim
b→∞
Pαx [T
x
a < T
x
b ] = P
α
x
[⋃
n
{Xn = a}
]
,(2.43)
Si Eαx [T
x
b ] <∞ alors lim
a→−∞
Eαx
[
T xb ITxa>Txb
]
= Eαx [T
x
b ] .(2.44)
Preuve.
Montrons 2.44, pour tout n > 0, par la propriété de Markov forte (voir Annexe A page 34) on a :
Pαx [T
x
b = n] = P
α
x [T
x
b = n, T
x
a > T
x
b ] +
n−1∑
k=0
Pαx [T
x
a = k, T
x
a < T
x
b ]P
α
a [T
a
b = n− k] ,(2.45)
on a :
n−1∑
k=0
Pαx [T
x
a = k, T
x
a < T
x
b ]Pa [T
a
b = n− k] ≤
n−1∑
k=0
Pαx [T
x
a = k] ,(2.46)
de plus pour tout n > 0 :
lim
a→−∞
n−1∑
k=0
Pαx [T
x
a = k] = 0 ,(2.47)
ainsi pour tout n > 0 :
lim
a→−∞
Pαx [T
x
b = n, T
x
a > T
x
b ] = P
α
x [T
x
b = n] .(2.48)
Par hypothèse Ex [T xb ] <∞ donc :
Eαx
[
T xb ITxa>Txb
]
=
∞∑
n=1
nPαx [T
x
b = n, T
x
a > T
x
b ] ≤
∞∑
n=1
nPαx [T
x
b = n] ≡ Ex [T xb ] <∞ ,(2.49)
par 2.48 et la convergence dominée on en déduit :
lim
a→−∞
Eαx
[
T xb ITxa>Txb
]
= lim
a→−∞
∞∑
n=1
nPαx [T
x
b = n, T
x
a > T
x
b ](2.50)
=
∞∑
n=1
nPαx [T
x
b = n] = E
α
x [T
x
b ] .(2.51)
Ceci donne 2.44 ; 2.42 et 2.43 se déduisent également de ce calcul. ¥
Rappelons la définition du temps local en un point z ∈ Z d’un processus discret (Xn, n ∈ N) pour un instant
I :
Définition 2.1.9. Soient I ∈ N∗ et z ∈ Z, le temps local en z du processus (Xn, n ∈ N) pour un instant I est
donné par :
L (z, I) =
I∑
j=1
IXn=z .(2.52)
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On remarque que l’on peut calculer explicitement les probabilités d’événements simples écrits en terme de temps
locaux ainsi que les moments de temps locaux si l’on prend, pour l’instant I, un temps d’arrêt. Ceci fait l’objet
des trois lemmes suivants.
Pour le résultat suivant on s’est inspiré de P. Révesz [85] (page 278-279) :
Lemme 2.1.10. Soit α ∈ Ω2, soient a,m, b, z dans Z tels que a < m < b et a < z < b et soit q=0 ou 1. Si
z < m on a :
Eαm [(L(z, Tmb ∧ Tma )) (L(z, Tmb ∧ Tma )− 1)q]
=
Pαm [T
m
z < T
m
b ](
αzPαz+1
[
T z+1z > T
z+1
b
]
+ βzPαz−1
[
T z−1z > T z−1a
])1+q .(2.53)
Si z > m on a :
Eαm [(L(z, Tmb ∧ Tma )) (L(z, Tmb ∧ Tma )− 1)q]
=
Pαm [T
m
z < T
m
a ](
αzPαz+1
[
T z+1z > T
z+1
b
]
+ βzPαz−1
[
T z−1z > T z−1a
])1+q .(2.54)
De plus L(m,Tmb ∧ Tma ) suit une loi géométrique de paramètre :
αmP
α
m+1
[
Tm+1m < T
m+1
b
]
+ βmP
α
m−1
[
Tm−1m < T
m−1
a
]
.(2.55)
Preuve.
Supposons z < m, on obtient par la propriété de Markov forte :
Pαm [L(z, Tmb ∧ Tma ) = l]
= Pαm [T
m
z < T
m
b ]
l−1∑
j=0
(
l − 1
j
)(
αzP
α
z+1
[
T z+1z < T
z+1
b
])j (
βzP
α
z−1
[
T z−1z < T
z−1
a
])l−j−1 ×
(
1− αzPαz+1
[
T z+1z < T
z+1
b
]
+ βzP
α
z−1
[
T z−1z < T
z−1
a
])
= Pαm [T
m
z < T
m
b ]
(
αzP
α
z+1
[
T z+1z < T
z+1
b
]
+ βzP
α
[
T z−1z < T
z−1
a
])l−1 ×(
1− αzPαz+1
[
T z+1z < T
z+1
b
]
+ βzP
α
z−1
[
T z−1z < T
z−1
a
])
.
2.53 s’obtient en utilisant la définition de la moyenne d’une v.a, un calcul identique donne 2.54. ¥
On a également :
Lemme 2.1.11. Soit α ∈ Ω2, soient m, i, b dans Z et soit l ∈ N. Si i < b on a :
• si i+ 1 ≤ m ≤ b− 1
Pαi
[L(m,T ib ) = l] =
{ (
αmPαm+1
[
Tm+1m < T
m+1
b
]
+ βm
)l−1
αmPαm+1
[
Tm+1m > T
m+1
b
]
si l > 0 ,
0 si l = 0 ,
(2.56)
en particulier
Eαi
[L(m,T ib )] = 1
αmPαm+1
[
Tm+1m > T
m+1
b
] ,(2.57)
• si m ≥ b+ 1
Pαi
[L(m,T ib ) = 0] = 1 ,(2.58)
• si m = b
Pαi
[L(m,T ib ) = 1] = 1 .(2.59)
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Si i > b, on a :
• si b+ 1 ≤ m ≤ i− 1
Pαi
[L(m,T ib ) = l] =
{ (
αm + βmPαm−1
[
Tm−1m < T
m−1
b
])l−1
βmPαm−1
[
Tm−1m > T
m−1
b
]
si l > 0 ,
0 si l = 0 ,
(2.60)
en particulier
Eαi
[L(m,T ib )] = 1
βmPαm−1
[
Tm−1m > Tm−1b
] ,(2.61)
• si m ≤ b− 1
Pαi
[L(m,T ib ) = 0] = 1 ,(2.62)
• si m = b
Pαi
[L(m,T ib ) = 1] = 1 .(2.63)
Si i = b on a :
• si m > i
Pαi
[L(m,T i→i) = l](2.64)
=
{
αiPαi+1
[
T i+1m < T
i+1
i
] (
αm + βmPαm−1
[
Tm−1m < T
m−1
i
])l−1
βmPαm−1
[
Tm−1m > T
m−1
i
]
si l > 0 ,
βi + αiPαi+1
[
T i+1i < T
i+1
m
]
si l = 0 ,
(2.65)
en particulier
Eαi
[L(m,T i→i)] = αiPαi+1
[
T i+1m < T
i+1
i
]
βmPαm−1
[
Tm−1m > Tm−1i
] ,(2.66)
• si m < i
Pαi
[L(m,T i→i) = l](2.67)
=
{
βiPαi−1
[
T i−1m < T
i−1
i
] (
αmPαm+1
[
Tm+1m < T
m+1
i
]
+ βm
)l−1
αmPαm+1
[
Tm+1m > T
m+1
i
]
si l > 0 ,
αi + βiPαi−1
[
T i−1i < T
i−1
m
]
si l = 0 ,
(2.68)
en particulier
Eαi
[L(m,T i→i)] = βiPαi−1
[
T i−1m < T
i−1
i
]
αmPαm+1
[
Tm+1m > T
m+1
i
] ,(2.69)
• si m = i
Pαi
[L(m,T i→i) = 1] = 1.(2.70)
Preuve.
La preuve de ce lemme est similaire à la preuve du lemme 2.1.10 : on itère la propriété de Markov forte. ¥
Pour ce dernier lemme on s’est inspiré des travaux de [86] :
Lemme 2.1.12. Soit α ∈ Ω2, soient m, i et b dans Z tels que i < b, m < b et m 6= i et soit λ ∈ R∗+ tel que
λ < − ln (1− αmPαm+1 [Tm+1m > Tm+1b ]), on a :
Eαi
[
eλL(m,T
i
b )
]
= 1− Pαi
[
T im < T
i
b
]
+ Pαi
[
T im < T
i
b
] eλαmPαm+1 [Tm+1m > Tm+1b ]
1− eλ (1− αmPαm+1 [Tm+1m > Tm+1b ]) .(2.71)
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Supposons m < i, soit λ ∈ R∗+ tel que λ < − ln
(
1− αmPαm+1
[
Tm+1m > T
m+1
i
])
on a :
Eαi
[
eλL(m,T
i→i)
]
(2.72)
= 1− βiPαi−1
[
T i−1i > T
i−1
m
]
+ βiP
α
i−1
[
T i−1i > T
i−1
m
] eλαmPαm+1 [Tm+1m > Tm+1i ]
1− eλ (1− αmPαm+1 [Tm+1m > Tm+1i ]) .
Supposons m > i, soit λ ∈ R∗+ tel que λ < − ln
(
1− βmPαm−1
[
Tm−1m > T
m−1
i
])
on a :
Eαi
[
eλL(m,T
i→i)
]
(2.73)
= 1− αiPαi+1
[
T i+1i > T
i+1
m
]
+ αiP
α
i+1
[
T i+1i > T
i+1
m
] eλβmPαm−1 [Tm−1m > Tm−1i ]
1− eλ (1− βmPαm−1 [Tm−1m > Tm−1i ]) .
Preuve.
Montrons 2.71, on a :
Eαi
[
eλL(m,T
i
b )
]
= Pαi
[L(m,T ib ) = 0]+ +∞∑
l=1
eλlPαi
[L(m,T ib ) = l](2.74)
= Pαi
[
T im > T
i
b
]
+
+∞∑
l=1
eλlPαi
[L(m,T ib ) = l] .(2.75)
D’après 2.56, pour tout 0 < λ < − ln (1− αmPαm+1 [Tm+1m > Tm+1b ]), on a :
+∞∑
l=1
λl
l!
Pαi
[L(m,T ib ) = l](2.76)
= Pαi
[
T im < T
i
b
]+∞∑
l=1
eλl
(
αmP
α
m+1
[
Tm+1m < T
m+1
b
]
+ βm
)l−1
αmP
α
m+1
[
Tm+1m > T
m+1
b
]
(2.77)
= Pαi
[
T im < T
i
b
] eλαmPαm+1 [Tm+1m > Tm+1b ]
1− eλ (1− αmPαm+1 [Tm+1m > Tm+1b ]) .(2.78)
En remplaçant ceci dans 2.75 on obtient le lemme. ¥
2.1.2 Critère de récurrence pour une M.A.M.I.
Commençons par rappeler la définition de récurrence pour une chaîne de Markov :
Définition 2.1.13. Soit (Xn, n ∈ N) une chaîne de Markov définie sur un espace probabilisé (Ω,F , P ) à valeur
dans Z, on dira que (Xn, n ∈ N) est récurrente si et seulement si pour tout a ∈ Z, T a→a est fini P.p.s. Une
chaîne de Markov non récurrente est dite transitoire.
Rappelons la définition du temps d’occupation d’un état a ∈ Ω :
L(a,∞) =
∞∑
n=1
IXn=a .(2.79)
On rappelle le résultat d’équivalence suivant (S. Asmussen [7]) :
Proposition 2.1.14. Soit a ∈ Ω,
1. les assertions suivantes sont équivalentes :
i) l’état a est récurrent ,
ii) L(a,∞) = ∞ P.p.s ,
iii) E[L(a,∞)] = ∞.
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2. de même les assertions suivantes sont équivalentes :
i) l’état a est transitoire ,
ii) L(a,∞) <∞ P.p.s ,
iii) E[L(a,∞)] <∞.
Dire qu’une chaîne de Markov est récurrente équivaut donc à dire que tout point de l’espace des états de cette
chaîne est visité une infinité de fois. En particulier ceci implique qu’aucun point dans l’espace des états n’est
privilégié pour un temps infini.
On peut maintenant énoncer le lemme suivant qui donne un critère de récurrence pour la marche aléatoire en
milieu inhomogène (résultat dû à K. L. Chung [23]).
Lemme 2.1.15. Pour tout α ∈ Ω2, on a :
∞∑
n=1
α−n
β−n
· · · α−1
β−1
= ∞,
∞∑
n=1
β1
α1
· · · βn
αn
<∞⇒ lim
n→∞
Xn = ∞ Pα p.s ,(2.80)
∞∑
n=1
α−n
β−n
· · · α−1
β−1
<∞,
∞∑
n=1
β1
α1
· · · βn
αn
= ∞⇒ lim
n→∞
Xn = −∞ Pα p.s ,(2.81)
∞∑
n=1
α−n
β−n
· · · α−1
β−1
= ∞ =
∞∑
n=1
β1
α1
· · · βn
αn
⇒ Xn est récurrente .(2.82)
Preuve.
Soient a, x, b dans Z tels que a < x < b d’après 2.6 :
Pαx [T
x
a > T
x
b ] =
∑x−1
i=a+1
βa+1
αa+1
· · · βiαi + 1∑b−1
i=a+1
βa+1
αa+1
· · · βiαi + 1
(2.83)
= 1−
∑b−1
i=x
βa+1
αa+1
· · · βiαi∑b−1
i=a+1
βa+1
αa+1
· · · βiαi
(2.84)
= 1−
∑b−1
i=x
βx
αx
· · · βiαi∑b−1
i=a+1
βx
αx
· · · βiαi
,(2.85)
ainsi d’après 2.42 :
Pαx

⋃
n≥1
{Xn = b}

 = 1−
∑b−1
i=x
βx
αx
· · · βiαi∑b−1
i=−∞
βx
αx
· · · βiαi
.(2.86)
On en déduit donc : 

∑−1
i=−∞
βx
αx
· · · βiαi <∞⇒ Pαx
[⋃
n≥1{Xn = b}
]
< 1,∑−1
i=−∞
βx
αx
· · · βiαi = ∞⇒ Pαx
[⋃
n≥1{Xn = b}
]
= 1,
(2.87)
de même : 

∑∞
i=1
βx
αx
· · · βiαi <∞⇒ Pαx
[⋃
n≥1{Xn = a}
]
< 1,∑∞
i=1
βx
αx
· · · βiαi = ∞⇒ Pαx
[⋃
n≥1{Xn = a}
]
= 1.
(2.88)
De ceci on peut en déduire le lemme, en effet, supposons :
−1∑
i=−∞
βx
αx
· · · βi
αi
= ∞ et
∞∑
i=1
βx
αx
· · · βi
αi
<∞,(2.89)
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alors :
Pαx

⋃
n≥1
{Xn = a}

 < 1 et Pαx

⋃
n≥1
{Xn = b}

 = 1,(2.90)
ce qui implique que limn→∞Xn = ∞ Pα.p.s., on obtient 2.81 de façon similaire. Pour 2.82 il suffit de remarquer :
Pαa [T
a→a < +∞] = Pαa [∪∞n=1 {Xn = a}](2.91)
= αaP
α
a+1 [∪∞n=1 {Xn = a}] + βaPαa−1 [∪∞n=1 {Xn = a}](2.92)
= αa + βa = 1.(2.93)
¥
2.1.3 Critère d’existence de la moyenne des temps de retour
Définition 2.1.16. Une chaîne de Markov (Xn, n ∈ N) définie sur l’espace probabilisé (Ω,F , P ) est positi-
vement récurrente si elle est récurrente et si de plus pour tout a ∈ Z, Eαa [T a→a] < +∞. Inversement on dira
qu’elle est récurrente nulle si elle est récurrente et pour tout a ∈ Z, Eαa [T a→a] = +∞.
On propose de montrer la proposition suivante (voir K. L. Chung [23] pages 45-75) :
Proposition 2.1.17. Soit α ∈ Ω2, supposons (Xn, n ∈ N) récurrente, on a :
(Xn, n ∈ N) est positivement récurrente ⇐⇒


∑+∞
k=1
α0
β0
· · · αk−1βk−1 1βk <∞ ,
et∑0
k=−∞
1
αk
βk+1
αk+1
· · · α1β1 <∞ .
(2.94)
Pour montrer cette proposition on montre les deux lemmes suivants :
Lemme 2.1.18. Soit α ∈ Ω2, supposons (Xn, n ∈ N) récurrente, soit a ∈ Z, on a :
Eαa [T
a→a] < +∞ ⇐⇒
+∞∑
k=−∞
+∞∑
n=1
Pαa
[
Xn = k,∩n−1l=1 {Xl 6= a}
]
<∞ .(2.95)
Preuve.
Soit n ∈ N∗, on a :
+∞∑
k=−∞
Pαa
[
Xn = k,∩n−1l=1 {Xl 6= a}
]
= Pαa
[∩n−1l=1 {Xl 6= a}](2.96)
=
+∞∑
l=n
Pαa [T
a→a = l] ,(2.97)
la seconde égalité vient du fait que l’on a supposé la marche récurrente et donc que Pα [T a→a <∞] = 1. Ainsi
en sommant 2.97 sur n = 1, · · · ,+∞ on obtient :
+∞∑
k=−∞
+∞∑
n=1
Pαa
[
Xn = k,∩n−1l=1 {Xl 6= a}
]
=
+∞∑
n=1
+∞∑
l=n
Pαa [T
a→a = l](2.98)
=
+∞∑
n=1
Pαa [T
a→a > n] = Eαa [T
a→a] .(2.99)
ce qui donne le lemme. ¥
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Lemme 2.1.19. Soient α ∈ Ω2, a et k dans Z, supposons que (Xn, n ∈ N) soit récurrente, on a :
+∞∑
n=1
Pαa
[
Xn = k,∩n−1l=1 {Xl 6= a}
]
=
Pαa [T
a
k < T
a→a]
Pαk [T
k
a < T
k→k]
.(2.100)
Preuve.
On effectuera la preuve de ce lemme en deux étapes. Première étape, soit n ∈ N∗, on a :
Pαa
[
Xn = k,∩n−1l=1 {Xl 6= a}
]
(2.101)
= Pαa
[
Xn = k,∩n−1l=1 {Xl 6= a, Xl 6= k}
]
+
n−1∑
m=1
Pαa
[
Xn = k,∩n−1l=1 {Xl 6= a} , T ak = m
]
(2.102)
= Pαa [T
a→a > T ak , T
a
k = n](2.103)
+
n−1∑
m=1
Pαk
[
Xn−m = k,∩n−m−1l=1 {Xl 6= a}
]
Pαa
[
T ak = m,∩m−1l=1 {Xl 6= a}
]
.
La dernière égalité est obtenue par la propriété de Markov forte. On somme maintenant cette dernière équation
de n = 1 à n = N où N ≥ 1, ce qui donne :
N∑
n=1
Pαa
[
Xn = k,∩n−1l=1 {Xl 6= a}
]
(2.104)
=
N∑
n=1
Pαa [T
a→a > T ak , T
a
k = n](2.105)
+
N−1∑
m=1
Pαk
[
Xm = k,∩m−1l=1 {Xl 6= a}
]N−m∑
n=1
Pαa
[
T ak = n,∩n−1l=1 {Xl 6= a}
]
(2.106)
=
N∑
n=1
Pαa [T
a→a > T ak , T
a
k = n](2.107)
+
N−1∑
m=1
Pαk
[
Xm = k,∩m−1l=1 {Xl 6= a}
]N−m∑
n=1
Pαa [T
a→a > T ak , T
a
k = n](2.108)
=
N∑
n=1
Pαa [T
a→a > T ak , T
a
k = n]
(
1 +
N−n∑
m=1
Pαk
[
Xm = k,∩m−1l=1 {Xl 6= a}
])
.(2.109)
On a
∑N
n=1 P
α
a [T
a→a > T ak , T
a
k = n] ≤ 1, si on fait tendre N vers l’infini on obtient donc :
+∞∑
n=1
Pαa
[
Xn = k,∩n−1l=1 {Xl 6= a}
]
= Pαa [T
a→a > T ak ]
(
1 +
+∞∑
m=1
Pαk
[
Xm = k,∩m−1l=1 {Xl 6= a}
])
,(2.110)
cette égalité étant vraie même si les séries divergent car par convention Pαa [T
a→a > T ak ] × +∞ = +∞ si
Pαa [T
a→a > T ak ] > 0.
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Deuxième étape, on a :
Pαk
[
Xn = a,∩n−1l=1 { Xl 6= a}
]
(2.111)
= Pαk
[
Xn = a,∩n−1l=1 {Xl 6= k, Xl 6= a}
]
(2.112)
+
n−1∑
m=1
Pαk
[
Xn = a,∩n−1l=1 {Xl 6= a} , Xm = k,∩nq=m+1 {Xq 6= k}
]
(2.113)
= Pαk
[
T k→k > T ka , T
k
a = n
]
(2.114)
+
n−1∑
m=1
Pαk
[
Xn−m = a,∩n−m−1l=1 {Xl 6= k,Xl 6= a}
]
Pαk
[
Xm = k,∩n−m−1l=1 {Xl 6= a}
]
= Pαk
[
T k→k > T ka , T
k
a = n
]
(2.115)
+
n−1∑
m=1
Pαk
[
T k→k > T ka , T
k
a = n−m
]
Pαk
[
Xm = k,∩n−m−1l=1 {Xl 6= a}
]
.
On a utilisé la propriété de Markov et l’invariance par translation dans le temps pour obtenir la seconde égalité.
Si on effectue maintenant la même opération que précédemment (on somme la dernière équation de 1 à N puis
on passe à la limite) on obtient :
+∞∑
n=1
Pαk
[
Xn = a,∩n−1l=1 {Xl 6= a}
]
(2.116)
= Pαk
[
T k→k > T ka
](
1 +
+∞∑
m=1
Pαk
[
Xm = k,∩m−1l=1 {Xl 6= a}
])
,(2.117)
or par hypothèse (Xn, n ∈ N) est récurrente, cette dernière équation est donc réduite à :
1 = Pαk
[
T k→k > T ka
](
1 +
+∞∑
m=1
Pαk
[
Xm = k,∩m−1l=1 {Xl 6= a}
])
.(2.118)
On obtient alors le lemme en faisant la division de 2.110 par 2.118. ¥
Preuve (Proposition 2.1.17).
Par les lemmes 2.1.18 et 2.1.19 on a :
Ea [T
a→a] < +∞ ⇐⇒
+∞∑
k=−∞
Pαa [T
a
k < T
a→a]
Pαk [T
k
a < T
k→k]
< +∞ .(2.119)
Étant donné que (Xn, n ∈ N) est une chaîne de Markov irréductible, on sait que pour tout a ∈ Ω2 :
Ea [T
a→a] < +∞ ⇐⇒ E0
[
T 0→0
]
<∞.(2.120)
Il suffit donc de trouver une condition telle que E0
[
T 0→0
]
<∞, par 2.119 on a :
E0
[
T 0→0 < +∞] ⇐⇒ 0∑
k=−∞
Pα0
[
T 0k < T
0→0]
Pαk
[
T k0 < T
k→k] <∞ et
+∞∑
k=1
Pα0
[
T 0k < T
0→0]
Pαk
[
T k0 < T
k→k] <∞ .(2.121)
On va donc calculer : Pα0
[
T 0k < T
0→0] et Pαk [T k0 < T k→k]. Pour tout k ∈ Z on a :
Pα0
[
T 0k < T
0→0] = α0Pα1 [T 1k < T 10 ]+ β0Pα−1 [T−1k < T−10 ] ,(2.122)
supposons d’abord k ≥ 2 on a alors Pα0
[
T 0k < T
0→0] = α0Pα1 [T 1k < T 10 ], par l’équation 2.6 (en prenant x=0,
a=1 et b=k) on obtient :
Pα0
[
T 0k < T
0→0] = α0∑k−1
i=1
β1
α1
· · · βiαi + 1
,(2.123)
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de plus si k = 1, Pα0
[
T 0k < T
0→0] = α0.
En utilisant la convention
∑0
l=1 = 0, on obtient que pour tout k ≥ 1 :
Pα0
[
T 0k < T
0→0] = α0∑k−1
i=1
β1
α1
· · · βiαi + 1
,(2.124)
par les mêmes calculs, pour tout k ≥ 1 :
Pαk
[
T k0 < T
k→k] = βk∑k−1
i=1
βi
αi
· · · βk−1αk−1 + 1
,(2.125)
par 2.124 et 2.125 on obtient :
Pα0
[
T 0k < T
0→0]
Pαk
[
T k0 < T
k→k] = α0α1β1 · · ·
αk−1
βk−1
1
βk
.(2.126)
On en déduit :
+∞∑
k=1
Pα0
[
T 0k < T
0→0]
Pαk
[
T k0 < T
k→k] <∞ ⇐⇒
+∞∑
k=1
α0
β0
· · · αk−1
βk−1
1
βk
<∞ .(2.127)
On effectue les mêmes calculs pour tout k ≤ 0, on obtient :
0∑
k=−∞
Pα0
[
T 0k < T
0→0]
Pαk
[
T k0 < T
k→k] <∞ ⇐⇒
0∑
k=−∞
1
αk
βk+1
αk+1
· · · α1
β1
<∞ .(2.128)
On déduit la Proposition de 2.121, 2.127 et 2.128. ¥
2.2 Marche Aléatoire en Milieu Aléatoire (M.A.M.A. )
Dans ce paragraphe on rappelle la définition d’une marche aléatoire en milieu aléatoire, puis on détaille les
différents comportements (critère de récurrence) que présente la M.A.M.A. en fonction des caractéristiques du
milieu aléatoire.
2.2.1 Rappel des Definitions
Milieu Aléatoire :
Définition 2.2.1. On appellera milieu aléatoire et on notera α une suite de variables aléatoires (αi, i ∈ Z) à
valeurs dans ]0, 1[Z définie sur l’espace probabilisé (Ω2,F2, Q). On notera EQ la moyenne associée à Q et VarQ
la variance.
Soit A2 ∈ F2, pour tout ω ∈ A2 fixé, α(w) ∈ ]0, 1[Z est une réalisation de l’environnement α, pour simplifier les
notations on note α ∈ A2 plutôt que w ∈ A2.
On rappelle que les v.a. (αi, i ∈ Z) sont indépendantes et identiquement distribuées.
Marche Aléatoire en Milieu Aléatoire : Une Marche Aléatoire en Milieu Aléatoire est une suite de
variables aléatoires (Xn, n ∈ N) définie sur l’espace probabilisé (Ω1 × Ω2,F = F1 ×F2,P), telle que :
• (Xn, n ∈ N) est la chaîne de Markov définie en 2.1.1, et
• ∀A1 ∈ F1 et ∀A2 ∈ F2, P [A1 ×A2] =
∫
A2
Q(dw2)
∫
A1
Pα(w2)(dw1).
Remarque : Si la suite (Xn, n ∈ N) a certaines propriétés Pα p.s presque sûrement pour Q presque tout
environnement α, alors Xn possède ces propriétés P p.s autrement dit :
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Lemme 2.2.2. Soit A ∈ F1, supposons que Pα [A] = 1 Q p.s. alors : P [A] = 1.
Preuve.
On a : P [A] =
∫
Pα [A] dQ = 1. ¥
2.2.2 Critère de récurrence.
On montre maintenant le résultat de F. Solomon [95] qui donne un critère de récurrence pour la marche aléatoire
en milieu aléatoire à une dimension :
Théorème 2.2.3. On a :
EQ
[
ln
1− α0
α0
]
< 0 ⇒ lim
n→∞
Xn = ∞ P p.s. ,(2.129)
EQ
[
ln
1− α0
α0
]
> 0 ⇒ lim
n→∞
Xn = −∞ P p.s. ,
EQ
[
ln
1− α0
α0
]
= 0 ⇒ (Xn, n ∈ N) est récurrente P.p.s .(2.130)
Pour montrer ceci nous avons besoin de résultats sur les sommes de variables aléatoires indépendantes identi-
quement distribuées, que l’on trouvera dans l’annexe B (page 37).
Notation
ǫi = ln
(
1− αi
αi
)
≡ ln
(
βi
αi
)
,(2.131)
Sn =
n∑
i=1
ǫi ,(2.132)
S−n =
−1∑
i=−n
ǫi .(2.133)
Commençons par montrer le lemme suivant :
Lemme 2.2.4. On a :
∞∑
n=1
Q
[
eSn > 1
]
n
<∞⇒ lim
n→∞
Xn = ∞ P.p.s ,(2.134)
∞∑
n=1
Q
[
eSn < 1
]
n
<∞⇒ lim
n→∞
Xn = −∞ P.p.s ,(2.135)
∑∞
n=1
Q[eSn>1]
n = ∞
et∑∞
n=1
Q[eSn>1]
n = ∞

⇒ (Xn, n ∈ N) est récurrente P.p.s .(2.136)
Preuve.
Montrons 2.134 (les autres cas se déduisent de façon similaire), par hypothèse on a :
∞∑
n=1
Q
[
eSn > 1
]
n
=
∞∑
n=1
Q [Sn > 0]
n
<∞
ce qui implique par la proposition B.0.5 :
∞∑
n=1
eSn =
∞∑
n=1
β1
α1
· · · βn
αn
<∞ Q.p.s ,(2.137)
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or eSn et eS−n ont même distribution d’où :
∞∑
n=1
1
eS−n
=
∞∑
n=1
α−n
β−n
· · · α−1
β−1
= ∞ Q.p.s .(2.138)
On déduit de 2.137, 2.138 et du lemme 2.1.15 que pour Q presque tout environnement limn→∞Xn = ∞, donc
par le lemme 2.2.2 limn→∞Xn = ∞ P.p.s.
¥
Le lemme suivant est montré dans l’annexe B :
Lemme 2.2.5. On a :
EQ
[
ln
1− α0
α0
]
< 0 ⇒
∞∑
n=1
Q
[
eSn > 1
]
n
<∞ ,(2.139)
EQ
[
ln
1− α0
α0
]
> 0 ⇒
∞∑
n=1
Q
[
eSn < 1
]
n
<∞ ,
EQ
[
ln
1− α0
α0
]
= 0 ⇒


∑∞
n=1
Q[eSn>1]
n = ∞
et∑∞
n=1
Q[eSn>1]
n = ∞
.(2.140)
Preuve (Théorème 2.2.3).
Le théorème se déduit des lemmes 2.2.4 et 2.2.5. ¥
2.2.3 Existence du premier moment des temps de retour ?
Le résultat suivant implique que si la M.A.M.A. est récurrente alors elle est récurrente nulle :
Proposition 2.2.6. Si H.1 est vérifiée alors la M.A.M.A. (Xn, n ∈ N) est récurrente nulle P.p.s. .
Preuve.
Cela vient du fait que l’on a choisi les variables aléatoires (αi, i ∈ Z) identiquement distribuées. On a
E
[
ln α01−α0
]
= −E
[
ln 1−α0α0
]
= 0, on en déduit par le lemme 2.2.5 et la proposition B.0.5 (implication B.14)
que :
∞∑
n=1
α1
β1
· · · αn
βn
= ∞ Q p.s. ,(2.141)
or d’après la Proposition 2.1.17 pour que (Xn, n ∈ N) soit récurrente positive, il faut :
∞∑
n=1
α0
β0
· · · αn−1
βn−1
1
βn
<∞ Q. p.s. ,(2.142)
mais α1β1 · · ·
αn−1
βn−1
1
βn
≥ α1β1 · · ·
αn−1
βn−1
αn
βn
, ce qui donne la proposition. ¥
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Annexe A
Invariance par translation et propriété de
Markov forte
On rappelle dans cette annexe quelques propriétés élémentaires sur les chaînes de Markov homogènes. On ne
donnera pas les résultats en toute généralité étant donné que les processus de Markov que nous traitons dans
ce travail sont simples. Soit (Xn, n ∈ N, X0 = 0) une chaîne de Markov homogène (à temps discret) à valeurs
dans un espace d’état E , on note P la mesure de probabilité associée.
A.1 Chaînes de Markov Homogènes
On rappelle qu’une chaîne de Markov (Xn, n ∈ N) est homogène si et seulement si pour tout (i, j) ∈ E2 :
P [Xn+1 = j|Xn = i] ne dépend pas de n .(A.1)
On dit que les probabilités de transition de (Xn, n ∈ N) sont stationnaires, ou que P [ . | . ] est invariante par
translation dans le temps.
Deux exemples : 1) par définition la M.A.M.I, définie au chapitre 2, est un exemple simple de chaîne de Markov
homogène. 2) Une somme (Sn =
∑n
i=1 ǫi, n ∈ Z, S0 = 0) où (ǫi, i ∈ Z) est une suite de v.a. i.i.d. à valeurs
dans Z, est une chaîne de Markov homogène. En effet, c’est une chaîne de Markov par indépendance des v.a.
(ǫi, i ∈ Z) : supposons P [Sn = bn, · · · , S1 = b1] > 0, on a
P [Sn+1 = a|Sn = bn, · · · , S1 = b1] = P [Sn+1 − Sn = a− bn, Sn = bn, · · · , S1 = b1]
P [Sn = bn, · · · , S1 = b1](A.2)
= P [Sn+1 − Sn = a− bn](A.3)
= P [Sn+1 − Sn = a− bn|Sn = bn](A.4)
= P [Sn+1 = a|Sn = bn] ,(A.5)
où la seconde et la troisième égalité sont obtenues par indépendance. De plus (Sn)n est homogène car les v.a.
(ǫi, i ∈ Z) sont i.d. :
P [Sn+1 = a|Sn = b] = P [ǫn+1 = a− b](A.6)
= P [ǫ0 = a− b] .(A.7)
En particulier il nous arrivera souvent d’écrire pour tout Bn,k ∈ σ (Xn+1, · · · , Xn+k) et tout j ∈ Ω :
P [ Bn,k |Xk = j] = P [ B0,n |X0 = j] ≡ Pj [B0,n] .(A.8)
Ainsi même si la M.A.M.A. ne possède pas ces propriétés, la M.A.M.I ainsi que certaines fonctions du milieu
notamment (Sn =
∑n
i=1 ǫi, n ∈ Z, S0 = 0) sont des chaînes de Markov homogènes. La propriété que nous uti-
liserons sans modération dans ce travail, caractéristique des processus Markovien, est la propriété de Markov
forte.
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A.2 Propriété de Markov forte
La propriété de Markov forte est une conséquence de la propriété de Markov et de l’homogénéité du processus
dans le temps. Rappelons la définition d’un temps d’arrêt :
Définition A.2.1. Notons Fn = σ (X1, · · · , Xn), une variable aléatoire T est un temps d’arrêt si et seulement
si :
T est à valeurs dans N ∪ {+∞},(A.9)
et {T = n} ∈ Fn .(A.10)
on dit que T est adapté à la chaîne de Markov (Xn, n ∈ N).
Soit T un temps d’arrêt, la propriété de Markov forte peut se traduire par l’énoncé suivant, soit AT ∈ FT tel
que :
P [T < +∞, AT , XT = i] > 0 ,(A.11)
on a :
P [XT+1 = b1, XT+2 = b2, · · · |T <∞, AT , XT = i] = Pi [X1 = b1, X2 = b2, · · · ] ,(A.12)
en effet :
P [XT+1 = b1, XT+2 = b2, · · · , T <∞, AT , XT = i](A.13)
=
∑
n≥0
P [Xn+1 = b1, Xn+2 = b2, · · · , An, Xn = i, T = n](A.14)
=
∑
n≥0
P [Xn+1 = b1, Xn+2 = b2, · · · |Xn = i]P [An, Xn = i, T = n](A.15)
=
∑
n≥0
Pi [X1 = b1, X2 = b2, · · · |Xn = i]P [An, Xn = i, T = n](A.16)
= Pi [X1 = b1, X2 = b2, · · · ]P [AT , XT = i, T < +∞] ,(A.17)
où la seconde égalité vient de la propriété de Markov et la troisième de l’homogénéité dans le temps. On obtient
alors A.12 par définition d’une probabilité conditionnelle.
La propriété de Markov forte nous sera notamment utile pour montrer l’indépendance de variables aléatoires,
un exemple typique est le suivant : soit (ai, i ∈ N) une suite d’éléments appartenant à E , notons (Tai,i = inf{k >
Tai−1,i−1, Xk = ai}, 1 ≤ i ≤ n, n ∈ N∗, Ta0,0 = 0) une suite de v.a. . On montre facilement que ces v.a. sont
des temps d’arrêts. Pour tout λ > 0, on a alors, par la propriété de Markov forte :
E
[
e−λTan,n
]
=
n∏
i=1
Eai−1
[
e−λTai
]
.(A.18)
où (Tai = inf{k > 0, Xk = ai}, 1 ≤ i ≤ n, n ∈ N∗) en effet :
E
[
e−λTan,n
]
=
∑
l1≥1
∑
l2=l1+1
· · ·
∑
ln=ln−1+1
e−λlnP [Ta1,1 = l1, Ta2,2 = l2, · · · , Tan,n = ln](A.19)
=
∑
l1≥1
∑
l2=l1+1
· · ·
∑
ln=ln−1+1
e−λlP

 l1−1⋂
k1=1
{Xl1 6= a1}, Xl1 = a1, · · · ,
ln−1⋂
k=ln−1+1
{Xln 6= an}, Xl2 = an

(A.20)
=
∑
l1≥1
∑
l2=l1+1
· · ·
∑
ln=ln−1+1
e−λlP
[
l1−1⋂
k1=1
{Xl1 6= a1}, Xl1 = a1
]
×(A.21)
P

 l2−1⋂
k2=l1+1
{Xl2 6= a2}, Xl2 = a2, · · · ,
ln−1⋂
k=ln−1+1
{Xln 6= an}, Xln = an
∣∣∣∣∣∣Xl1 = a1

 ,(A.22)
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A.2. Propriété de Markov forte
où la dernière égalité est obtenue par la propriété de Markov, l’invariance par translation dans le temps implique :
P

 l2−1⋂
k2=l1+1
{Xl2 6= a2}, Xl2 = a2, · · · ,
ln−1⋂
k=ln−1+1
{Xln 6= an}, Xln = an
∣∣∣∣∣∣Xl1 = a1

(A.23)
= Pa1

l2−l1−1⋂
k2=1
{Xl2−l1 6= a2}, Xl2−l1 = a2, · · · ,
ln−l1−1⋂
k=ln−1−l1+1
{Xln−l1 6= an}, Xln−l1 = an

 ,(A.24)
par récurrence on obtient :
P

 l2−1⋂
k2=l1+1
{Xl2 6= a2}, Xl2 = a2, · · · ,
ln−1⋂
k=ln−1+1
{Xln 6= an}, Xln = an
∣∣∣∣∣∣Xl1 = a1

(A.25)
=
n∏
i=2
Pai−1

li−li−1−1⋂
k=1
{Xk 6= ai}, Xli−li−1 = ai

 = n∏
i=2
Pai−1 [Tai = li − li−1] .(A.26)
En remplaçant ceci dans A.22 on obtient
E
[
e−λTan,n
]
=
∑
l1≥1
∑
l2=l1+1
· · ·
∑
ln=ln−1+1
e−λln
n∏
i=1
Pai−1 [Tai = li − li−1] ,(A.27)
on effectue maintenant le changement de variable l′i = li − li−1, on obtient :
E
[
e−λTan,n
]
=
n∏
i=1

∑
l′i≥1
e−λl
′
iPai−1 [Tai = l
′
i]

 .(A.28)
ce qui donne A.18.
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Annexe B
Quelques résultats sur les sommes de v.a.
i.i.d.
Soit (ǫi, i ∈ N) une suite de v.a i.i.d définie sur l’espace probabilisé (Ω2,F2, Q), définissons la marche aléatoire
simple, pour tout n ≥ 1 :
Sn =
n∑
i=1
ǫi ,(B.1)
telle que S0 = 0.
Les résultats qui suivent sont des résultats classiques sur les sommes de v.a. i.i.d. On rappelle qu’une v.a. ǫ0 est
dégénérée si elle possède un atome en un point i.e : s’il existe a ∈ R tel que Q [ǫ0 = a] = 1.
Théorème B.0.2. Supposons que ǫ0 soit non dégénérée, alors :
soit Sn →∞ p.s(B.2)
ou Sn → −∞ p.s(B.3)
ou Sn = 0 p.s pour tout n ≥ 1,(B.4)
ou lim supSn = ∞ et lim inf Sn = −∞(B.5)
Preuve.
On ne présentera pas de preuve ici (voir par exemple W. Stout [98]). ¥
Définition B.0.3. Soit n ≥ 1 :
Nn =
n∑
l=1
I{Sl>0} .(B.6)
Pour tout s ∈ R tel que |s| < 1 :
A(s) =
∞∑
n=1
Q [Sn > 0] s
n ,(B.7)
P (s) =
∞∑
n=0
Q [Nn = n] s
n ,(B.8)
K(s) =
∞∑
n=0
Q [Nn = 0] s
n ,(B.9)
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Le résultat suivant est dû à E. S. Andersen [4] :
Théorème B.0.4. Posons Q [N0 = 0] = 1 et Q [N−1 = 0] = 0. Alors on a :
P (s) = exp
(∫ s
0
A(σ)
σ
dσ
)
,(B.10)
K(s) =
1
1− s exp
(
−
∫ s
0
A(σ)
σ
dσ
)
=
1
(1− s)P (s) .(B.11)
Proposition B.0.5. On a :
∞∑
n=1
Q [Sn > 0]
n
< +∞⇒
+∞∑
n=1
eSn < +∞ Q.p.s ,(B.12)
∞∑
n=1
Q [Sn < 0]
n
< +∞⇒
+∞∑
n=1
e−Sn < +∞ Q.p.s ,(B.13)
∞∑
n=1
Q [Sn > 0]
n
=
∞∑
n=1
Q [Sn < 0]
n
= +∞⇒
+∞∑
n=1
eSn =
+∞∑
n=1
e−Sn = +∞ Q.p.s .(B.14)
Pour la preuve de cette proposition on montre les deux lemmes suivants :
Lemme B.0.6. On a :
∞∑
n=1
Q [Sn > 0]
n
<∞ ⇐⇒ lim
n→+∞
Sn = −∞ Q p.s,(B.15)
∞∑
n=1
Q [Sn < 0]
n
<∞ ⇐⇒ lim
n→+∞
Sn = +∞ Q p.s,(B.16)
∞∑
n=1
Q [Sn > 0]
n
= ∞ =
∞∑
n=1
Q [Sn < 0]
n
⇐⇒ −∞ = lim inf
n→+∞
Sn < lim sup
n→+∞
Sn = +∞ Q p.s .(B.17)
Preuve.
Montrons l’équivalence B.15.
Soit rn = Q [Si ≤ 0 pour tout 0 ≤ i < n, Sn > 0] pour tout n ≥ 1, rappelons que S0 = 0 on pose donc r0 = 0 .
Appelons R(.) la fonction génératrice définie par R(s) =
∑∞
n=1 rns
n. Soit :
Wj =
{
min{k ∈ N∗,#{Sl > 0, l ≤ k} = j} s’il existe
∞ sinon(B.18)
Supposons que limn→∞ Sn = −∞ Q.p.s alors limn→+∞Q [Wn = ∞] = 1. Wn est la somme de n v.a.i, chacune
ayant pour fonction génératrice R(.). On doit avoir Q [W1 = ∞] > 0 puisque Q [W1 = ∞] = 0 implique que
Q [Wn = ∞] = 0 pour tout n ≥ 1. Ainsi :
R(1) =
∞∑
n=1
Q [W1 = n] = Q [W1 <∞] < 1 ,
ainsi par le théorème B.0.4 (2) on obtient :
∞∑
n=1
Q [Sn > 0]
n
<∞ .
Réciproquement, supposons Q [limn→∞ Sn = −∞] < 1, par le théorème B.0.2, on a lim supSn = ∞ Q p.s.
Ainsi Q [W1 = ∞] = 0 donc R(1) = 1 et par le théoreme B.0.4, on obtient
∑∞
n=1
Q{Sn>0}
n = ∞.
On fait un calcul identique pour obtenir B.16. B.17 se déduit de B.15, B.16 et du théorème B.0.2. ¥
2il suffit de remarquer que : qn−1 = qn + rn, donc que (s− 1)K(s) = R(s)− 1 et ainsi ln
(
1
1−R(s)
)
=
∑+∞
n=1
Q[Sn>0]
n
sn
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Lemme B.0.7. On a :
lim
n→+∞
Sn = −∞ Q p.s ⇒
∞∑
n=1
exp(Sn) <∞ Q p.s ,(B.19)
−∞ = lim inf
n→+∞
Sn < lim sup
n→+∞
Sn = +∞ Q p.s ⇒
∞∑
n=1
exp(−Sn) = ∞ =
∞∑
n=1
exp(Sn) Q p.s .(B.20)
Preuve.
On a besoin du résultat de C. J. Stone [97] suivant :
lim sup
n→∞
Sn
n1/2
= +∞ Q p.s ou lim inf
n→∞
Sn
n1/2
= −∞ Q p.s(B.21)
Pour B.19 on a par hypothèse que limn→+∞ Sn = −∞ Q p.s, donc limn→∞ Snn1/2 = −∞, ainsi Sn < −n1/2 et
il existe un entier N tel que :
0 ≤
∞∑
n=N
exp(Sn) ≤
∞∑
n=N
exp(−n1/2) <∞ ,
ce qui montre B.19, l’implication B.20 est claire compte tenu de l’hypothèse. ¥
Lemme B.0.8. On a :
EQ [ǫ1] < 0 ⇒
∞∑
n=1
Q
[
eSn > 1
]
n
<∞ ,(B.22)
EQ [ǫ1] > 0 ⇒
∞∑
n=1
Q
[
eSn < 1
]
n
<∞ ,(B.23)
EQ [ǫ1] = 0 ⇒


∑∞
n=1
Q[eSn>1]
n = ∞ ,
et∑∞
n=1
Q[eSn>1]
n = ∞ .
(B.24)
Preuve.
On a : EQ [ǫ1] < 0 si et seulement si (3) limn→∞ Sn = −∞ Q.p.s. si et seulement si
∞∑
n=1
Q [Sn > 0]
n
=
∞∑
n=1
Q
[
eSn > 1
]
n
<∞ ,(B.25)
d’après le lemme B.0.6 ce qui donne B.22. B.23 et B.24 s’obtiennent de la même façon. ¥
3par loi forte des grands nombres voir par exemple [22] page 121
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La Nature est un temple où de vivants piliers
Laissent parfois sortir de confuses paroles ;
L’homme y passe à travers des forêts de symboles
Qui l’observent avec des regards familiers.
C. Baudelaire
Partie II
Localisation de la M.A.M.A. récurrente
Cette partie est consacrée à la preuve du théorème de localisation de Sinai. Après le rappel des hypothèses H.1,
H.2, et H.6 qui seront utilisées pour cette partie et l’énoncé du théorème de localisation on effectue, dans le
second chapitre de cette partie (chapitre 4 de la thèse), une analyse détaillée du milieu aléatoire :
Nous introduisons un potentiel aléatoire associé au milieu aléatoire, la notion de vallée ainsi que l’opération de
raffinement. Nous donnons ensuite quelques résultats élémentaires (temps d’atteinte, fluctuations maximales,
...) sur le potentiel aléatoire. Parmi les vallées que nous pouvons construire à partir du milieu aléatoire l’une
d’entres elles nous intéressera plus particulièrement que les autres, nous l’appellerons la vallée "minimale",
on la notera : {M˜ ′0, m˜0, M˜0} où M˜ ′0 et M˜0 sont des maximisants du potentiel aléatoire et m˜0 un minimisant.
On effectue ensuite à l’intérieur de cette vallée une construction basée sur l’opération de raffinement. Cette
construction nous permettra de comprendre intuitivement et par le calcul pourquoi la M.A.M.A. est localisée
au voisinage de m˜0. Les propriétés du milieu aléatoire que nous utiliserons pour montrer la localisation sont
rassemblées dans la définition de l’ensemble des "bons" environnements que l’on trouvera à la fin du chapitre
4. Le lecteur a donc la possibilité de passer directement au chapitre 5 en ayant juste en tête les définitions de
la vallée minimale et de l’ensemble des bons environnements. Nous appuyons ici sur le fait que les résultats
du chapitre 4 sont connus dans la littérature mais que nous les avons redémontrés point par point pour les
hypothèses H.1, H.2 et H.6. Ces résultats sont obtenus par l’application de techniques élémentaires en théorie
des probabilités : l’inégalité de Bernstein, l’inégalité de Ottaviani, une inégalité de concentration, l’identité de
Wald pour une martingale et un temps d’arrêt régulier et le théorème de la limite centrale.
Dans le chapitre 5 on montre la sous diffusivité de la M.A.M.A. puis on fait une brève étude du temps de retour
en m˜0, ce qui termine la préparation de la preuve du théorème de localisation.
Le dernier chapitre de cette partie (chapitre 6) est donc consacré à la preuve du théorème de Y. Sinai. Nous
commençons par une démonstration basée sur la construction ordonnée en vallées effectuée au chapitre 4. Nous
verrons que cette méthode nous donne un résultat légèrement plus fort que celui de Y. Sinai tout en donnant
une explication intuitive à ce comportement. Cette preuve alternative utilise les hypothèses H.1, H.2 et H.6.
Nous détaillons ensuite la démarche de Y. Sinai : on rappelle le résultat qu’il utilise pour le milieu aléatoire puis
on introduit le processus auxiliaire sur lequel est basé l’ argument principal de sa preuve. Nous terminons ce
chapitre en présentant le résultat de H. Kesten [56] et A. O. Golosov [38] (obtenu indépendamment), qui donne
la distribution limite de la M.A.M.A. correctement normalisée, la preuve de H. Kesten est ensuite détaillée.
41
42
Chapitre 3
Hypothèses et Résultats.
Commençons par donner les hypothèses que nous utiliserons dans cette partie, on rappelle d’abord celles qui
sont nécessaires pour obtenir une M.A.M.A. récurrente :
EQ [ǫ0] = 0 ,(H.1)
où
(
ǫ0 ≡ ln 1−α0α0
)
, qui implique que la M.A.M.A. est P.p.s. récurrente (voir le Théorème 2.2.3) et
VarQ [ǫ0] ≡ σ2 > 0 ,(H.2)
qui nous assure que la M.A.M.A. n’est pas réduite à une marche aléatoire récurrente simple. On utilisera de
plus l’hypothèse de régularité suivante, soit κ+ ∈ R∗+ :
EQ [e
κǫ0 ] <∞ ,(H.6)
pour tout κ ∈ R∗ tel que |κ| < κ+. Voici les principaux résultats qui seront montrés dans cette partie.
Premièrement, le résultat de sous diffusivité :
Proposition 3.0.9. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, soit {M˜ ′0, m˜0, M˜0} la
vallée "minimale" (définie au paragraphe 4.2.2), pour tout ǫ > 0 et tout γ > 2 il existe n0 ≡ n0(ǫ, κ, C, σ, γ) tel
que pour tout n > n0 et tout milieu α ∈ Gn, on a :
Pα0
[
n⋃
m=0
{
Xm /∈
[
M˜ ′0, M˜0
]}]
≤ 2E
(lnn)γ−2
,(3.1)
en particulier :
Pα0
[
n⋃
m=0
{
Xm /∈
[−E(lnn)2, E(lnn)2]}
]
≤ 2E
(lnn)γ−2
,(3.2)
avec Q [Gn] ≥ 1− ǫ, C = EQ [eκǫ0 ] ∨ EQ [e−κǫ0 ], E = 24R
2|ln ǫR |
σ2ǫ2 et R = 1000.
Ce résultat montre que jusqu’à l’instant n la M.A.M.A. est prisonnière entre les deux Q v.a. M˜ ′0, M˜0 qui sont
fonction du milieu aléatoire et de plus que ces deux variables sont au plus éloignées de l’origine d’une valeur de
l’ordre de (lnn)2, et donc que la M.A.M.A. est sous diffusive.
On énonce maintenant le théorème de localisation de Y. Sinai :
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Théorème 3.0.10. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout ǫ > 0, il existe
n0 ≡ n0(ǫ, κ, σ,E
[|ǫ0|3] ,E [ǫ40] , C) tel que pour tout n > n0 et tout milieu α ∈ Gn :
Pα0
[∣∣∣∣ Xnln2 n −m0
∣∣∣∣ >
(G(ln lnn)9
lnn
)1/2]
≤ 4E
5
(γ0 lnn ln lnn)1/2
,(3.3)
avec Q [Gn] ≥ 1 − ǫ. G = (γ0(1000)2E)2, E = 24R
2|ln ǫR |
σ2ǫ2 , R = 1000, γ0 =
12
κ + 11, C = EQ [e
κǫ0 ] ∨ EQ [e−κǫ0 ].
m˜0 ≡ m0(lnn)2 est le minimisant de la vallée {M˜ ′0, m˜0, M˜0} que l’on définira au paragraphe 4.2.2.
Ce résultat montre que la M.A.M.A. récurrente est localisée à un instant n dans le voisinage du point m0
dépendant du milieu aléatoire, ce voisinage a de plus une taille très négligeable devant la distance parcourue.
Pour terminer cette partie on donnera la preuve de H. Kesten qui donne la distribution limite de la M.A.M.A. :
Théorème 3.0.11. Supposons H.1 et H.2 et H.6 on a :
σ2Xn
ln2 n
→ L, en distribution ,(3.4)
où
dP [L ≤ x]
dx
=
2
π
∞∑
k=0
(−1)k
(2k + 1)
exp
(
− (2k + 1)
2π2
8
|x|
)
.(3.5)
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Chapitre 4
Description du milieu aléatoire sous H.1,
H.2 et H.6
Dans ce chapitre on a rassemblé les propriétés essentielles du milieu aléatoire qui nous permettrons dans le
chapitre 6 de donner une preuve alternative au théorème de localisation sous les hypothèses H.1, H.2 et H.6.
Toutes ces propriétés ont été rassemblées dans la définition de l’ensemble des "bons" environnements (page 83).
On commence par rappeler la définition que l’on a donnée d’un milieu aléatoire :
On appellera milieu aléatoire et on notera α une suite de variables aléatoires (αi, i ∈ Z) à valeurs dans ]0, 1[Z
définie sur l’espace probabilisé (Ω2,F2, Q). On notera EQ la moyenne associée à Q et VarQ la variance.
On rappelle, de plus, que l’on a supposé que la suite (αi, i ∈ Z) est indépendante et identiquement distribuée
(on dira aussi indépendante et stationnaire). Les notations suivantes ont été adoptées, dans la partie I, pour
tout i ∈ Z :
βi = 1− αi , ǫi = ln
(
1− αi
αi
)
.(4.1)
4.1 Définition du potentiel aléatoire et contrôle des fluctuations
4.1.1 Contrôle des v.a. (αi, i ∈ Z)
On s’intéresse dans ce paragraphe aux fluctuations des v.a. (αi,−L ≤ i ≤ L, L ∈ N∗). L’hypothèse H.6 nous
permet d’avoir le contrôle suivant :
Lemme 4.1.1. Soit κ ∈]0, k+[ tel que H.6 soit vérifiée, pour tout entier L > 0 et tout D > 0 on a :
Q
[
max
−L≤i≤L
(
βi
αi
)
≤ D6/κ
]
≥ 1− (2L+ 1)EQ [e
κǫ0 ]
D6
,(4.2)
Q
[
max
−L≤i≤L
(
αi
βi
)
≤ D6/κ
]
≥ 1− (2L+ 1)EQ [e
−κǫ0 ]
D6
,(4.3)
de plus si D > 21+κ/6 :
Q
[
max
−L≤i≤L
(
1
αi
)
≤ D6/κ
]
≥ 1− 2
κ(2L+ 1)EQ [eκǫ0 ]
D6
,(4.4)
Q
[
max
−L≤i≤L
(
1
βi
)
≤ D6/κ
]
≥ 1− 2
κ(2L+ 1)EQ [e−κǫ0 ]
D6
.(4.5)
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Preuve.
Montrons 4.2, soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, par indépendance et stationnarité de la suite (αi, i ∈ Z) :
Q
[
max
−L≤i≤L
(
1
αi
)
≤ D6/κ
]
=
(
Q
[
1
α0
≤ D6/κ
])2L+1
=
(
1−Q
[
1
α0
> D6/κ
])2L+1
.(4.6)
On a :
Q
[
1
α0
> D6/κ
]
= Q
[
1
α0
> D6/κ, α0 <
1
2
]
+Q
[
1
α0
> D6/κ, α0 ≥ 1
2
]
,(4.7)
or pour tout D > 21+κ/6, Q
[
1
α0
> D6/κ, α0 ≥ 1/2
]
= 0. Donc pour tout D > 21+κ/6 on obtient :
Q
[
1
α0
> D6/κ
]
= Q
[
1
α0
> D6/κ, α0 <
1
2
]
(4.8)
= Q
[
β0
α0
> β0D
6/κ, α0 <
1
2
]
(4.9)
≤ Q
[
β0
α0
>
D6/κ
2
]
(4.10)
= Q
[
κ ln
(
β0
α0
)
> 6(lnD)− κ ln(2)
]
(4.11)
≤
2κEQ
[
e
κ ln
(
β0
α0
)]
D6
.(4.12)
On déduit 4.4 en remplaçant 4.12 dans 4.6 et en remarquant que (1−x)a ≥ 1− ax, pour tout 0 ≤ x ≤ 1 et tout
a > 1. 4.2, 4.3 et 4.5 s’obtiennent de façon similaire. ¥
4.1.2 Définition du potentiel aléatoire et premières propriétés
On définit maintenant le processus (Ss, s ∈ R) (et son équivalent normalisé (Sns , s ∈ R)) qui est fonction des
variables aléatoires (αi, i ∈ Z) caractérisant le milieu aléatoire :
Définition 4.1.2. On appellera potentiel aléatoire et l’on notera (Ss, s ∈ R), le processus défini par :
Ss =
{ ∑
1≤i≤s ǫi, s = 1, 2, · · · ,∑
s≤i≤−1 ǫi, s = −1,−2, · · · ,
pour les autres s, tels que s /∈ Z, Ss est défini par interpolation linéaire et S0 = 0. De plus, le potentiel aléatoire
normalisé associé à (Ss, s ∈ R) est défini par :
Sns =
1
lnn
Ss, ∀s ∈ R .
Notation : on notera pour tout t ∈ R,
t˜ = t× (lnn)2 .(4.13)
Lemme 4.1.3. Supposons H.1 H.2 et H.6, alors le processus Sn
[t˜]
converge en loi vers un mouvement Brownien
(W (t))t∈R de moyenne nulle, de variance σ2t et tel que W (0) = 0.
Preuve.
Pour la preuve de ce lemme on renvoie le lecteur au théorème de Donsker, voir par exemple [8] page 137. On
remarque en effet que les hypothèses de ce théorème sont vérifiées ici : les variables aléatoires (αi, i ∈ Z)
étant indépendantes par hypothèse, on a l’indépendance des variables
(
ln 1−αiαi , i ∈ Z
)
, par l’hypothèse H.1
EQ
[
ln 1−α0α0
]
= 0, enfin par H.6, EQ
[
ln
(
1−α0
α0
)2]
≡ σ2 <∞. ¥
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4.1.3 Contrôle des fluctuations du potentiel aléatoire (Sr, r ∈ R)
On commence par montrer une inégalité de type "inégalité de Bernstein" :
Lemme 4.1.4. Supposons H.1, H.2 et soit κ ∈]0, κ+[ où κ+ ∈ R∗+ tel que H.6 soit vérifiée, pour tout p > 0 et
tout q > 0 tel que q < (σ2κp) ∧ (σ4κ3p2C ) on a :
Q [|Sp| > q] ≤ 2e−
q2
2σ2p
(
1− 2qC
σ4κ3p
)
,(4.14)
Pour tout p > 1, tout s ≥ 0 et tout k > 1 tel que ln k < (1 + s)32σ2κ2p, on a pour tout 0 ≤ j ≤ p :
Q
[
|Sp − Sj | >
(
32(1 + s)σ2p ln k
)1/2] ≤ 2e− ln k+ (p−j) ln k(1+s)64p + (p−j)(ln k)3/2((1+s)32σ2p)3/2κ3C ,(4.15)
où C = (EQ [eκǫ0 ]) ∨ (EQ [e−κǫ0 ]).
Preuve.
Soient p > 0 et q > 0, on a :
Q [|Sp| > q] ≤ Q [Sp > q] +Q [−Sp > q] .(4.16)
Estimons Q [Sp > q], soit t ∈ R∗+, par l’inégalité de Markov et l’indépendance des v.a. (αi, i ∈ Z) on a :
Q [Sp > q] ≤ EQ
[
etSp
]
e−tq =
(
EQ
[
etǫ0
])p
e−tq .(4.17)
Par hypothèse, on a :
EQ
[
etǫ0
]
= 1 + 0 +
t2
2
σ2 +
+∞∑
i=3
tiEQ
[
ǫi0
]
i!
.(4.18)
Considérons la fonction f : t 7→ pσ2 t22 − tq, f admet un minimum en t1 = qσ2p et f(t1) = − q
2
2σ2p . En prenant
κ ∈]0, κ+[ on a :
+∞∑
i=3
ti1EQ
[
ǫi0
]
i!
=
+∞∑
i=3
(
q
σ2p
)i EQ [ǫi0]
i!
(4.19)
=
+∞∑
i=3
(
q
σ2pκ
)i EQ [κiǫi0]
i!
(4.20)
=
(
q
σ2pκ
)3 +∞∑
i=3
(
q
σ2pκ
)i−3 EQ [κiǫi0]
i!
,(4.21)
prenons 0 < q < σ2pκ, on obtient :
+∞∑
i=3
ti1EQ
[
ǫi0
]
i!
≤
((
q
σ2pκ
)3 +∞∑
i=3
EQ
[
κiǫi0
]
i!
)
∨ 0(4.22)
≤ C1
(
q
σ2pκ
)3
,(4.23)
où C1 ≡ EQ [eκǫ0 ] < ∞ par H.6. En prenant t = t1 et en utilisant l’inégalité 1 + x ≤ ex ∀x ∈ R, on déduit de
4.18 et 4.23, que pour tout 0 < q < σ2pκ :
(
EQ
[
et1ǫ0
])p
e−t1q =
(
1 +
t21σ
2
2
+
+∞∑
i=3
ti1EQ
[
ǫi0
]
i!
)p
e−t1q(4.24)
≤ e
pσ2t21
2 −t1q+pC1
(
q
σ2pκ
)3
(4.25)
= e
− q2
2σ2p
+pC1
(
q
σ2pκ
)3
,(4.26)
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ainsi pour tout p > 0 et 0 < q < (σ2κp) ∧ (σ4κ3p2C1 ), on déduit de 4.17 et 4.26 que :
Q [Sp > q] ≤
(
EQ
[
etǫ0
])p
e−tq ≤ e−
q2
2σ2p
(
1− 2C1q
σ4κ3p
)
.(4.27)
On effectue les mêmes calculs pour le second terme de 4.16, en remarquant que −Sp =
∑p
i=1 ln
αi
1−αi , on obtient
pour tout p > 0 et tout 0 < q < (σ2κp) ∧ (σ4κ3p2C2 ) :
Q [−Sp > q] ≤ e−
q2
2σ2p
(
1− 2C2q
σ4κ3p
)
,(4.28)
où C2 ≡ EQ [e−κǫ0 ] <∞ par H.6. En remplaçant 4.27 et 4.28 dans 4.16 on obtient 4.14.
On montre maintenant 4.15, soient p > 1 et k > 1 notons q =
(
32(1 + s)σ2p ln k
)1/2
, pour tout 1 ≤ j ≤ p, tout
t > 0 et tout t′ > 0, par un calcul similaire à celui effectué pour montrer 4.17 on a :
Q [|Sp − Sj | > q] ≤ e−tq
(
EQ
[
etǫ0
])p−j
+ e−t
′q
(
EQ
[
e−t
′ǫ0
])p−j
.(4.29)
Estimons e−tq (EQ [etǫ0 ])
p−j , par hypothèse on a :
EQ
[
etǫ0
]
= 1 +
σ2t2
2
+
∞∑
i=3
tiE
[
(ǫ0)
i
]
i!
.(4.30)
Soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, soient k > 1 et s ≥ 0, en prenant t = (ln k)
1/2
(32(1+s)σ2p)1/2
, on obtient :
EQ
[
etǫ0
]
= 1 +
ln k
(1 + s)64p
+
(ln k)3/2
((1 + s)32σ2κ2p)3/2
∞∑
i=3
(
(ln k)1/2
((1 + s)32σ2κ2p)1/2
)i−3
E
[
(κǫ0)
i
]
i!
.
Supposons ln k < (1 + s)32σ2κ2p, on obtient :
EQ
[
etǫ0
] ≤ 1 + ln k
(1 + s)64p
+
(
(ln k)3/2
((1 + s)32σ2κ2p)3/2
∞∑
i=3
E
[
(κǫ0)
i
]
i!
)
∨ 0(4.31)
= 1 +
ln k
(1 + s)64p
+
(ln k)3/2
((1 + s)32σ2κ2p)3/2
C1 ,(4.32)
où C1 = E [eκǫ0 ]. On a q =
(
32(1 + s)σ2p ln k
)1/2
, en remarquant que 1 + x ≤ ex pour tout x ∈ R on en déduit
que pour tout ln k < (1 + s)32σ2κ2p :
e−tq
(
EQ
[
etǫ0
])(p−j) ≤ e− ln k+ (p−j) ln k(1+s)64p + (p−j)(ln k)3/2((1+s)32σ2κ2p)3/2C1 .(4.33)
Par un calcul identique, pour tout k > 1 tel que ln k < (1 + s)32σ2κ2p :
e−tqEQ
[
e−tǫ0(p−j)
]
≤ e− ln k+
(p−j) ln k
(1+s)64p
+
(p−j)(ln k)3/2
((1+s)32σ2p)3/2κ3
C2
.(4.34)
En remplaçant 4.33 et 4.34 dans 4.29 on obtient 4.15. ¥
Le lemme suivant donne une borne supérieure à la plus grande fluctuation du potentiel (Sr, r ∈ R) dans un bloc
de taille B à l’intérieur d’un intervalle donné :
Lemme 4.1.5. Supposons H.1, H.2 et soit κ ∈]0, κ+[ où κ+ ∈ R∗+ tel que H.6 soit vérifiée, pour tout s > 0,
tout entier K > 1 et tout entier B > 1 tels que lnK < σ2κ2e0B on a :
Q
[
max
−K−1≤i≤K
max
iB≤j≤(i+1)B
max
iB≤l≤(i+1)B
(|Sl − Sj |) > ((1 + s)32σ2B lnK)1/2
]
≤ 2
Ks−O(
lnK
B )
1/2
(
1 +O
(
1
K1−
1
64−O( lnKB )
1/2
))
.(4.35)
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Pour tout L > 1, tout K > 1 et tout entier B > 1 tel que [L] + 1 = K × B et tel que pour tout s > 0
lnK < σ2κ2e0B, on a :
Q
[
max
−[L]−1≤m≤[L]+1
max
m≤l≤m+B
max
m≤j≤m+B
(|Sl − Sj |) > ((1 + s)32σ2B lnK)1/2
]
≤ 2(B + 1)
Ks−O(
lnK
B )
1/2
(
1 +O
(
1
K1−
1
64−O( lnKB )
1/2
))
,(4.36)
où e0 =
(
1
32(1+s) ∧ σ
6κ4
128C2(1+s) ∧ (32κ(1 + s))
)
.
Preuve.
Montrons 4.35, soient s > 0, K > 1 et B > 1 deux entiers positifs, notons q = ((1 + s)32σ2B lnK)1/2 par
indépendance et stationnarité des v.a. (αi, i ∈ Z) on a :
Q
[
max
−K−1≤i≤K
max
−iB≤j≤(i+1)B
max
iB≤l≤(i+1)B
(|Sl − Sj |) > q
]
(4.37)
≤ 1−
(
1−Q
[
max
1≤j≤B
max
1≤l≤B
(|Sl − Sj |) > q
])2K+2
(4.38)
≤ 1−
(
1−Q
[
2 max
1≤j≤B
(|Sj |) > q
])2K+2
.(4.39)
Par l’inégalité de Ottaviani (voir par exemple [12] page 45) :
Q
[
2 max
1≤j≤B
(|Sj |) > q
]
≤ Q [|SB | > q/4]
1− sup1≤j≤B (Q [|SB − Sj | > q/4])
.(4.40)
Notons C ≡ C(κ) = EQ [eκǫ0 ] ∨ EQ [e−κǫ0 ] et soit κ ∈]0, κ+[ tel que C < +∞, en utilisant 4.14, on a pour tout
q <
(
σ2κB
) ∧ (σ4κ3B2C ) :
Q [|SB | > q/4] ≤ 2e−
q2
32σ2B
(1− qC
2σ4κ3B
) ,(4.41)
or ici q = ((1 + s)32σ2B lnK)1/2, où s > 0, on en déduit que pour tout K > 1 tel que lnK <
(
σ2κ2B
32(1+s)
)
∧(
σ8κ6B
128C2(1+s)
)
on a :
Q [|SB | > q/4] ≤ 2e− lnK
(
1+s−O( lnKB )
1/2
)
.(4.42)
De même par 4.15, pour tout K > 1 tel que lnK < (1 + s)32σ2κ2B, on a :
sup
0≤j≤B
Q [|SB − Sj | > q] ≤ 2e− lnK+
lnK
(1+s)64
+
(lnK)3/2
B1/2((1+s)32σ2)3/2κ3
C
(4.43)
=
2
K1−
1
(1+s)64
−O( lnKB )
1/2
≤ 2
K1−
1
64−O( lnKB )
1/2
.(4.44)
Ainsi en remplaçant 4.42 et 4.44 dans 4.40 on obtient pour tout K > 1 tel que lnK < σ2κ2e0B où e0 =(
1
32(1+s) ∧ σ
6κ4
128C2(1+s) ∧ (32κ(1 + s))
)
:
Q
[
2 max
1≤j≤B
(|Sj |) > ((1 + s)32σ2B lnK)1/2
]
≤ 2
K1+s−O(
lnK
B )
1/2
1
1− 2
K
1− 1
64
−O( lnKB )
1/2
(4.45)
=
2
K1+s−O(
lnK
B )
1/2
(
1 +O
(
1
K1−
1
64−O( lnKB )
1/2
))
.(4.46)
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En remplaçant ce résultat dans 4.39 et en remarquant que (1− x)a ≥ 1− ax pour tout 0 ≤ x ≤ 1 et a ≥ 1 on
obtient 4.35.
On montre maintenant 4.36, soient L > 1, B > 1 un entier et K > 1 tel que [L] + 1 = K × B, on a
[K]×B ≤ [L] + 1 ≤ ([K] + 1)×B on remarque que :
max
−[L]−1≤m≤[L]+1
max
m≤l≤m+B
max
m≤j≤m+B
(|Sl − Sj |)(4.47)
≤ max
0≤q≤B
max
−[K]−1≤i≤[K]−1
max
iB+q≤l≤(i+1)B+q
max
iB+q≤j≤(i+1)B+q
(|Sl − Sj |) ,(4.48)
on en déduit :
Q
[
max
−L≤m≤L
max
m≤l≤m+B
max
m≤j≤m+B
(|Sl − Sj |) > ((1 + s)32σ2B lnK)1/2
]
(4.49)
≤ Q
[
max
0≤q≤B
max
−[K]−1≤i≤[K]−1
max
iB+q≤l≤(i+1)B+q
max
iB+q≤j≤(i+1)B+q
(|Sl − Sj |) >
((1 + s)32σ2B lnK)1/2
]
(4.50)
≤
∑
0≤q≤B
Q
[
max
−[K]−1≤i≤[K]−1
max
iB+q≤l≤(i+1)B+q
max
iB+q≤j≤(i+1)B+q
(|Sl − Sj |) >
((1 + s)32σ2B lnK)1/2
]
(4.51)
= (B + 1)×Q
[
max
−[K]−1≤i≤[K]−1
max
iB≤l≤(i+1)B
max
iB≤j≤(i+1)B
(|Sl − Sj |) >
((1 + s)32σ2B lnK)1/2
]
,(4.52)
où la dernière égalité est obtenue par invariance par translation. On peut alors utiliser 4.35, on obtient ainsi
4.36. ¥
On introduit maintenant les notions de vallée et de raffinement :
4.2 Découpage ordonné en vallées
4.2.1 Vallées et opération de raffinement
Définition 4.2.1. On dira que le triplet {M˜ ′, m˜, M˜ ′′} est une vallée si :
Sn
M˜ ′ = max
M˜ ′≤t≤m˜
Snt ,(4.53)
Sn
M˜ ′′ = max
m˜≤t≤M˜ ′′
Snt ,(4.54)
Snm˜ = min
M˜ ′≤t≤M˜ ′′
Snt .(4.55)
Si m˜ n’est pas unique, on choisira pour m˜ le point vérifiant 4.55 ayant la plus petite valeur absolue.
Notations : Les maximisants d’une vallée seront notés M˜., les minimisants m˜., on rappelle que a˜ ≡ a(lnn)2, a ∈
R. On désignera également une vallée {M˜ ′, m˜, M˜ ′′} par l’intervalle
[
M˜ ′, M˜ ′′
]
.
Définition 4.2.2. On appellera profondeur de la vallée {M˜1, m˜, M˜2} et on notera d([M˜1, M˜2]) la quantité :
min(Sn
M˜1
− Snm˜, SnM˜2 − S
n
m˜) .(4.56)
On définit maintenant l’opération de raffinement :
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Définition 4.2.3. Soit {M˜ ′i , m˜i, M˜i} une vallée et soient M˜ ′′ et m˜′′ tels que m˜i ≤ M˜ ′′ < m˜′′ ≤ M˜i et
Sn
M˜ ′′ − Snm˜′′ = max
m˜i≤t′≤t′′≤M˜i
(Snt′ − Snt′′) ,(4.57)
on appelle raffinement à droite l’opération qui consiste à singulariser les points m˜′′ et M˜ ′′ (voir Fig. 4.1). Si
le couple (m˜′′, M˜ ′′) n’est pas unique, on prendra celui tel que m˜′′ et M˜ ′′ aient la plus petite valeur absolue. On
définit de même l’opération de raffinement à gauche.
Snt
t ∈ R
m˜i m˜
′′
M˜′′ M˜i
Fig. 4.1 –
Définition 4.2.4. Soient :
M˜+ = inf {t > 0, Snt = 1} ,(4.58)
M˜− = sup {t < 0, Snt = 1} ,(4.59)
m˜ tel que : Snm˜ = min
M˜−≤t≤M˜+
Snt .(4.60)
Si m˜ n’est pas unique on prendra le plus petit point en valeur absolue vérifiant 4.60.
Remarque 4.2.5. Par définition {M˜−, m˜, M˜+} est une vallée.
On a le résultat suivant :
Proposition 4.2.6. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout ǫ > 0
il existe n0 ≡ n0(ǫ, R, σ,E
[|ǫ0|3]) tel que pour tout n > n0 :
Q
[
max
−E(lnn)2≤l≤E(lnn)2
(
1
αl
)]
≥ 1− EC12
κ+1
(lnn)4
,(4.61)
Q
[
max
−E(lnn)2≤l≤E(lnn)2
(
1
βl
)]
≥ 1− EC22
κ+1
(lnn)4
,(4.62)
Q
[
M˜+ ≤ E(lnn)2
]
≥ 1− 3ǫ
R
,(4.63)
Q
[
M˜− ≥ −E(lnn)2
]
≥ 1− 3ǫ
R
.(4.64)
où C1 = EQ [eκǫ0 ], C2 = EQ [eκǫ0 ], E =
24R2| ln Rǫ |
σ2ǫ2 . R est un paramètre libre qui sera choisi ultérieurement.
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Pour la preuve de cette proposition on montre le lemme 4.2.7 suivant, on introduit pour cela la notation suivante,
soit a > 0 :
U+a ≡ U+a (Snt , t ∈ R∗+) =
{
inf {t > 0, Snt ≥ a} ,
+∞, si un tel t n’existe pas.(4.65)
U−a ≡ U+a (Snt , t ∈ R∗+) =
{
inf {t > 0, Snt ≤ −a} ,
+∞, si un tel t n’existe pas.(4.66)
Lemme 4.2.7. Supposons H.1 et H.2, et soit κ ∈]0, k+[ tel que H.6 soit vérifiée. Soient a > 0, c > 0, notons
d = a ∨ c. Il existe n0 ≡ n0
(
d, σ,E
[
|ǫ0|3
])
tel que pour tout n > n0, tout L >
(2(d lnn))2
σ2 + 1 et tout D > 1 :
Q
[
U−a ∧ U+c > L
] ≤ 2q Lσ2(2(d lnn))2+σ21 ,(4.67)
Q
[
U−a < U
+
c
] ≤ 1
c+ a

c+ 1
lnn

σq
1
2
Lσ2
(2(d lnn))2+σ2
1
1− q1 +
6 lnD
κ
+
L3/2(C)1/2σ
D3



 ,(4.68)
Q
[
U−a > U
+
c
] ≤ 1
c+ a

a+ 1
lnn

σq
1
2
Lσ2
(2(d lnn))2+σ2
1
1− q1 +
6 lnD
κ
+
L3/2(C)1/2σ
D3



 .(4.69)
où C ≡ C(κ) = EQ [eκǫ0 ] ∨ EQ [e−κǫ0 ], σ2 = EQ
[
ǫ20
]
et q1 = 0.7 +
3,75EQ[|ǫ0|3]
(d lnn)σ2 < 1.
Preuve.
Soient a > 0, c > 0, notons d = a ∨ c, on a :
Q
[
U−a ∧ U+c > L
] ≤ Q [U−d ∧ U+d > L](4.70)
= Q
[
max
0≤l≤L
|Sl| < (d lnn)
]
.(4.71)
Soit b =
[
(2(d lnn))2
σ2
]
+ 1, pour tout L > b il existe k ≡ k(b, L) tel que k × b ≤ L ≤ b × (k + 1), notons [k] la
partie entière de k, on a :
Q
[
U−a ∧ U+c > L
] ≤ Q [U−d ∧ U+d > L]
≤ Q [U−d ∧ U+d > [k]× b](4.72)
≤ Q

{ max
0≤l≤([k]−1)b
|Sl| < (d lnn)
} [k]b⋂
j=([k]−1)b+1


∣∣∣∣∣∣S([k]−1)b +
j∑
i=([k]−1)b+1
ǫi
∣∣∣∣∣∣ < (d lnn)



(4.73)
≤ Q

{ max
0≤l≤([k]−1)b
|Sl| < (d lnn)
} [k]b⋂
j=([k]−1)b+1


∣∣∣∣∣∣
j∑
i=([k]−1)b+1
ǫi
∣∣∣∣∣∣ < 2(d lnn)



(4.74)
= Q
[{
max
0≤l≤([k]−1)b
|Sl| < (d lnn)
}]
Q

 [k]b⋂
j=([k]−1)b+1


∣∣∣∣∣∣
j∑
i=([k]−1)b+1
ǫi
∣∣∣∣∣∣ < 2(d lnn)



 .(4.75)
En itérant cette opération, on obtient :
Q
[
U−a ∧ U+c > L
] ≤

Q

 b⋂
j=1
{∣∣∣∣∣
j∑
i=1
ǫi
∣∣∣∣∣ < 2(d lnn)
}


[k]
(4.76)
≤
(
Q
[∣∣∣∣∣
b∑
i=1
ǫi
∣∣∣∣∣ < 2(d lnn)
])[k]
=
(
Q
[∣∣∣∣ Sbσb1/2
∣∣∣∣ < 2(d lnn)σb1/2
])[k]
.(4.77)
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On utilise maintenant le théorème de Berry-Essen (voir par exemple [22] page 299) : pour tout 0 < δ ≤ 1 il
existe une constante universelle F ≡ F (δ) > 0 telle que :
Q
[∣∣∣∣ Sbσb1/2
∣∣∣∣ < 2(d lnn)σb1/2
]
≤ 1− 2
∫ +∞
2(d lnn)
σb1/2
e−x
2
√
2π
dx+
FEQ
[|ǫ0|2+δ]
bδ/2σ2+δ
,(4.78)
de plus, on travaille sous l’hypothèse H.6, on peut donc prendre δ = 1 car EQ
[|ǫ0|3] < ∞, dans ce cas on a
F ≤ 7, 5. Ainsi en remplaçant la valeur de b dans 4.78 on obtient :
Q
[∣∣∣∣ Sbσb1/2
∣∣∣∣ < 2(d lnn)σb1/2
]
≤ 2
∫ 1
0
e−x
2
√
2π
dx+
3, 75EQ
[|ǫ0|3]
(d lnn)σ2
,(4.79)
De plus 2
∫ 1
0
e−x
2
√
2π
dx < 0.7, donc il existe n0 ≡ n0(σ, d,EQ
[|ǫ0|3]) tel que pour tout n > n0 :
q1 ≡ 0.7 +
3, 75EQ
[|ǫ0|3]
(d lnn)σ2
< 1 .(4.80)
On déduit de 4.77, 4.79 et 4.80 que pout tout n > n0 :
Q
[
U−a ∧ U+c > L
] ≤ q[k]1 ≤ qk−11 ≤ 2qk1 = 2q Lb1 ≤ 2q Lσ
2
(2(d lnn))2+σ2
1 ,(4.81)
avec q1 < 1 ce qui donne 4.67.
Pour montrer 4.68 on utilise l’identité de Wald (voir J. Neveu [78]) pour la martingale (Snt , t ∈ R) et le temps
d’arrêt régulier U = U−a ∧ U+c (en effet d’après le première partie du lemme, on a : EQ [U ] < ∞ donc U est
régulier). Par l’identité de Wald on a donc :
EQ [S
n
U ] = 0 .(4.82)
On en déduit :
EQ [S
n
U ] = EQ
[
Sn
U−a
IU−a <U+c
]
+ EQ
[
Sn
U+c
IU−a ≥U+c
]
(4.83)
= EQ
[(
Sn
U−a
+ a
)
IU−a <U+c
]
+ EQ
[(
Sn
U+c
− c
)
IU−a ≥U+c
]
(4.84)
−aQ [U−a < U+c ]+ cQ [U−a ≥ U+c ](4.85)
= 0 ,(4.86)
de plus EQ
[(
Sn
U−a
+ a
)
IU−a <U+c
]
≤ 0 donc :
Q
[
U−a < U
+
c
] ≤ c
c+ a
+
1
c+ a
EQ
[
(Sn
U+c
− c)IU+c ≤U−a
]
.(4.87)
On a :
EQ
[
(Sn
U+c
− c)IU+c ≤U−a
]
= EQ
[
(Sn
U+c
− c)IU+c ≤U−a ,U≥[L]+1
]
+ EQ
[
(Sn
U+c
− c)IU+c ≤U−a ,U<[L]+1
]
.(4.88)
On estime maintenant chacun des termes du membre de droite de cette égalité, pour le second terme on a :
EQ
[
(Sn
U+c
− c)IU+c ≤U−a ,U<[L]+1
]
=
[L]∑
i=1
EQ
[
(Sni − c)IU+c ≤U−a ,U=i
]
(4.89)
≤ 1
lnn
[L]∑
i=1
EQ
[
(ǫi)IU+c ≤U−a ,U=i
]
,(4.90)
en effet :
(Sni − c)IU+c ≤U−a ,U=i = (Sni−1 − c)IU+c ≤U−a ,U=i +
ǫi
lnn
IU+c ≤U−a ,U=i ,(4.91)
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or par définition de U , (Sni−1 − c)IU+c ≤U−a ,U=i ≤ 0. Pour tout D > 1, on a :
1
lnn
[L]∑
i=1
EQ
[
(ǫi)IU+c ≤U−a ,U=i
]
(4.92)
=
1
lnn
[L]∑
i=1
EQ
[
(ǫi)IU+c ≤U−a ,U=i,max1≤j≤[L](ǫj)≤ 6κ lnD
]
(4.93)
+
1
lnn
[L]∑
i=1
EQ
[
(ǫi)IU+c ≤U−a ,U=i,max1≤j≤[L](ǫj)> 6κ lnD
]
(4.94)
≤ 6 lnD
κ lnn
+
σ[L]
lnn
(
Q
[
max
1≤j≤[L]
(ǫj) >
6
κ
lnD
])1/2
,(4.95)
en effet, pour 4.93 on a majoré les ǫi par 6κ lnD (ce qui donne le premier terme de l’inégalité ) et pour 4.94 on
a utilisé l’inégalité de Cauchy-Schwarz (ce qui donne le second terme de 4.95). Pour finir on utilise l’inégalité
4.2, pour tout D > 21+κ/6 :
EQ
[
(Sn
U+c
− c)IU+c ≤U−a ,U<[L]+1
]
≤ 6 lnD
κ lnn
+
σ([L])3/2
(
EQ
[
e
κ ln
(
β0
α0
)])1/2
D3 lnn
.(4.96)
Pour le premier terme de l’égalité 4.88, on utilise la remarque qui nous a permis d’écrire l’inégalité 4.90, ainsi
que l’inégalité de Cauchy-Schwarz :
EQ
[
(Sn
U+c
− c)IU+c ≤U−a ,U≥[L]+1
]
≤ 1
lnn
∞∑
i=[L]+1
EQ
[
(ǫi)IU+c ≤U−a ,U=i
]
(4.97)
≤ σ
lnn
∞∑
i=[L]+1
(Q [U ≥ i])1/2 ,(4.98)
l’inégalité 4.67 donne alors :
EQ
[
(Sn
U+c
− c)IU+c ≤U−a ,U>[L]+1
]
≤ σ
lnn
∞∑
i=[L]+1
2q
1
2
iσ2
(2(d lnn))2+σ2
1 ≤
2σ
lnn
q
1
2
Lσ2
(2(d lnn))2+σ2
1
1− q1 ,(4.99)
où q1 ≡ 0.7 + 3,75EQ[|ǫ0|
3]
(d lnn)σ2 , de plus pour tout n > n0, q1 < 1. Par 4.87, 4.88, 4.96 et 4.99, on obtient 4.68. ¥
Avant de montrer la proposition 4.2.6, on fait la remarque suivante :
Remarque 4.2.8. Pour tout a > 0, b > 0 et l > 0 on a :
Q
[
U+c > l
] ≤ Q [U+c ∧ U−a > l]+Q [U+c > U−a ] .(4.100)
En effet, on a :
{U+c > l} = {U+c > l, U+c ≤ U+a } ∪ {U+c > l, U+c > U+a }(4.101)
⊂ {U+c ∧ U+a > l} ∪ {U+c > U+a } .(4.102)
ce qui donne 4.100. On dira que l’on "symétrise" lorsqu’on écrit l’inégalité 4.100.
Preuve (Proposition 4.2.6).
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Montrons 4.61 Soit E > 0, on va appliquer l’inégalité 4.4 en prenant L = E(lnn)2 et D = lnn, on obtient
que pour tout n > e2
1+κ/6
on a :
Q
[
max
−E(lnn)2≤l≤E(lnn)2
(
1
αl
)
≤ (lnn) 6κ
]
≥ 1− EC12
κ+1
(lnn)4
,(4.103)
où C1 = EQ [eκǫ0 ], κ ∈]0, k+[ tel que H.6 soit vérifiée, 4.62 se montre de la même façon.
Montrons 4.63 (le problème étant symétrique 4.64 se montre de la même façon). On a M˜+ = U+1 , en symé-
trisant le problème (remarque 4.2.8), on obtient pour tout G > 1 :
Q
[
M˜+ > E(lnn)2
]
≤ Q [U+1 > E(lnn)2](4.104)
≤ Q [U+1 ∧ U−G > E(lnn)2]+Q [U+1 ≥ U−G ] .(4.105)
Prenons a = G, c = 1 (on a alors d ≡ a ∨ c = G) dans 4.67, il existe n1 ≡ n1(G, σ,EQ
[|ǫ0|3]) tel que pour tout
n > n1, tout L ≥ (2G lnn)
2
σ2 + 1 :
Q
[
U+1 ∧ U−G > L
] ≤ 2q Lσ24G2(lnn)2+σ21 ,(4.106)
avec q1 < 1. Avec L = E(lnn)2, on obtient pour tout n > n1 et E ≥ 4G2σ2 + 1(lnn)2
Q
[
U+1 ∧ U−G > E(lnn)2
] ≤ 2q
Eσ2
4G2+ σ
2
(lnn)2
1 .(4.107)
G > 1 donc :
Eσ2
4G2 + σ
2
(lnn)2
≥ Eσ
2
4G2
(
1− σ
2
4(lnn)2
)
,(4.108)
ainsi il existe n2 ≡ n2(σ) tel que pour tout n > n2 :
Eσ2
4G2 + σ
2
(lnn)2
≥ Eσ
2
8G2
.(4.109)
On obtient donc pour tout tout G > 1, tout n > n1 ∨ n2 et tout E ≥ 4G2σ2 + 1(lnn)2 :
Q
[
U+1 ∧ U−G > E(lnn)2
] ≤ 2q Eσ28G21 .(4.110)
En prenant D = lnn dans 4.68 on a pour tout n > n1 ∨ n2 :
Q
[
U+1 ≥ U−G
] ≤ 1
G
+O
(
ln lnn
lnn
)
.(4.111)
De 4.110 et 4.111, on obtient que pour tout G > 1 tout n > n1 ∨ n2 tout E ≥ 4G2σ2 + 1(lnn)2 :
Q
[
M˜+ > E(lnn)2
]
≤ 1
G
+ 2q
Eσ2
8G2
1 +O
(
ln lnn
lnn
)
.(4.112)
Soient R > 1 et ǫ > 0, prenons G = Rǫ et soit E0 =
8G2
σ2
| ln Rǫ |
| ln q1| . On a q1 ≡ 0.7+
3,75EQ[|ǫ0|3]
(d lnn)σ2 ≥ 0.7 donc 1| ln q1| ≤ 3
on en déduit :
E0 ≤ 24 R
2
σ2ǫ2
∣∣∣∣ln Rǫ
∣∣∣∣ .(4.113)
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On prend donc pour E la valeur suivante :
E = 24
R2
σ2ǫ2
∣∣∣∣ln Rǫ
∣∣∣∣ ,(4.114)
on remarque qu’il existe n3 ≡ n3(R, ǫ, σ) tel que pour tout n > n3 on a bien :
E ≡ 8G
2
σ2
| ln Rǫ |
| ln q1| ≥
4G2
σ2
+
1
(lnn)2
,(4.115)
On en déduit que pour tout ǫ > 0, il existe n0 ≡ n0(ǫ, R, σ,EQ
[|ǫ0|3]) = n1 ∨n2 ∨n3 tel que pour tout n > n0 :
Q
[
M˜+ > E(lnn)2
]
≤ 3ǫ
R
.(4.116)
où E est donnée en 4.115, on a ainsi obtenu 4.63. ¥
4.2.2 Définition et existence de la vallée "minimale" {M˜ ′0, m˜0, M˜0}
Définition 4.2.9. Soient n > 3, et γ > 0, la vallée, {M˜i1 , m˜i2 , M˜i2} est de profondeur supérieure à 1 + γ(n) si
et seulement si :
d
(
{M˜i1 , m˜i2 , M˜i2}
)
≥ 1 + γ(n) ,(4.117)
où d(., .) a été défini en 4.2.2, γ(n) = γ ln lnnlnn et γ est un paramètre libre que l’on choisira ultérieurement.
Définition 4.2.10. On dira que la vallée {M˜i1 , m˜i2 , M˜i2} contient le point 0 et est de profondeur supérieure à
1 + γ(n) si et seulement si
1. 0 ∈ [M˜i1 , M˜i2 ] ,
2. d
(
{M˜i1 , M˜i2}
)
≥ 1 + γ(n) ,
3. si m˜i2 < 0, S
n
M˜i2
−maxm˜i2≤t≤0 (Snt ) ≥ γ(n) ,
si m˜i2 > 0, S
n
M˜i1
−max0≤t≤m˜i2 (Snt ) ≥ γ(n) .
où d(., .) a été défini en 4.2.2, γ(n) = γ ln lnnlnn et γ > 0 est un paramètre libre que l’on choisira ultérieurement.
Notation : notons En0 l’ensemble des vallées contenant 0 et de profondeur supérieure à 1 + γ(n).
Remarques :
– d’après la définition précédente si m˜i2 < 0 et si max0≤t≤m˜i2 (S
n
t )−Snm˜i2 ≤ 1 alors S
n
M˜i1
−max0≤t≤m˜i2 (Snt ) ≥
γ(n) car d
(
{M˜i1 , M˜i2}
)
> 1 + γ(n), remarque similaire si m˜i2 > 0.
– si m˜i2 = 0, alors la vallée [M˜i1 , M˜i2 ] contient nécessairement le point 0, pour qu’elle appartienne à En0 il suffit
donc que d
(
{M˜i1 , M˜i2}
)
≥ 1 + γ(n).
Lemme 4.2.11. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, il existe n0 ≡ n0(γ, σ,E[|ǫ0|3])
tel que pour tout n > n0
Q [En0 = ∅] ≤
3 ln lnn
lnn
(
γ +
6
κ
+O
(
1
ln lnn
))
,(4.118)
avec γ > 0.
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Preuve.
Soient γ > 0, κ > 0, tel que H.6 soit vérifiée, pour montrer ce lemme il suffit de montrer que :
Q
[
{M˜−, m˜, M˜+} /∈ En0
]
≤ 3 ln lnn
lnn
(
γ +
6
κ
+O
(
1
ln lnn
))
.(4.119)
Vérifions que {M˜−, m˜, M˜+} satisfait chacun des trois points de la définition 4.2.10 :
1. par définition 0 ∈ [M˜−, M˜+].
2. Par définition de (Snt , t ∈ R) on a U+1 = M˜+. En prenant a = γ(n) et c = 1 dans 4.69 on sait qu’il existe
n1 ≡ n1(γ, σ,EQ
[|ǫ0|3]) tel que pour tout n > n1 d = 1 et en prenant D = lnn et L = (lnn)2 on a :
Q
[
M˜+ < U−γ(n)
]
≤ γ(n)
1 + γ(n)
+
1
lnn+ γ ln lnn
(
6 ln lnn
κ
+O(1)
)
,(4.120)
or par définition Snm˜ = minM˜−≤t≤M˜+ (S
n
t ), ainsi M˜
+ > U−γ(n) ⇒ Snm˜ < −γ(n), d’où par 4.120 :
Q [Snm˜ > −γ(n)] ≤
ln lnn
lnn
(
γ +
6
κ
+O
(
1
ln lnn
))
,(4.121)
mais par définition Sn
M˜+
= Sn
M˜−
= 1 ainsi :
Q
[
d
(
[{M˜−, m˜, M˜+}]
)
≤ 1 + γ(n)
]
≡ Q [(Sn
M˜− − Snm˜
) ∧ (Sn
M˜+
− Snm˜
) ≤ 1 + γ(n)](4.122)
≤ Q [Snm˜ ≥ −γ(n)](4.123)
≤ ln lnn
lnn
(
γ +
6
κ
+O
(
1
ln lnn
))
.(4.124)
3. Supposons m˜ > 0, on remarque qu’estimer Q
[
Sn
M˜−
−max0≤t≤m (Snt ) ≤ γ(n)
]
revient, par définition de M−,
à estimer : Q [max0≤t≤m (Snt ) ≥ 1− γ(n)]. Par définition de m˜ et M˜+ on a :
max
0≤t≤m˜
(Snt ) ≤ max
0≤t≤M˜+
(Snt ) = S
n
M˜+
= 1 ,(4.125)
donc
Q
[
max
0≤t≤m˜
(Snt ) ≥ 1− γ(n)
]
= Q
[
1− γ(n) ≤ max
0≤t≤m˜
(Snt ) ≤ 1
]
.(4.126)
On rappelle que l’on a montré au point 2 qu’il existe n1 ≡ n1(γ, σ,E
[|ǫ0|3]) tel que pour tout n > n1 :
Q [Snm˜ ≤ −γ(n)] ≥ 1−
ln lnn
lnn
(
γ +
6
κ
+O
(
1
ln lnn
))
.(4.127)
Notons A = {1− γ(n) ≤ max0≤t≤m˜ (Snt ) < 1, Snm˜ ≤ −γ(n)}, par 4.126 et 4.127 on a :
Q
[
max
0≤t≤m˜
(Snt ) ≥ 1− γ(n)
]
≤ Q [A] + ln lnn
lnn
(
γ +
6
κ
+O
(
1
ln lnn
))
,(4.128)
définissons
Hγ(n) =
{
inf{m ∈ N∗, Snm ∈ [1− γ(n), 1]} ,
+∞, si un tel m n’existe pas.(4.129)
On a :
A ⊂
⋃
j>Hγ(n)

Snj ≤ −γ(n),
j⋂
k=Hγ(n)+1
{Snk ≤ 1}

 ,(4.130)
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ainsi :
Q [A] ≤ Q

 ⋃
j>Hγ(n)

Snj ≤ −γ(n),
j⋂
k=Hγ(n)+1
{Snk < 1}



 .(4.131)
En partitionnant sur les valeurs de Hγ(n) on a :
Q

 ⋃
j>Hγ(n)

Snj ≤ −γ(n),
j⋂
k=Hγ(n)+1
{Sk < 1}



(4.132)
=
+∞∑
r=0
Q

⋃
j>r
{
Snj ≤ −γ(n),
j⋂
k=r+1
{Snk < 1}
}
, Hγ(n) = r

 ,(4.133)
on remarque que Hγ(n) = r ⇒ Sr ∈ [1− γ(n), 1], ainsi par la propriété de Markov :
Q

 ⋃
j>Hγ(n)

Snj ≤ −γ(n),
j⋂
k=Hγ(n)+1
{Snk < 1}



(4.134)
=
+∞∑
r=0
∫ 1
1−γ(n)
Q

⋃
j>r
{
Snj ≤ −γ(n),
j⋂
k=r+1
{Snk < 1}
}∣∣∣∣∣∣Snr ∈ dx

Q [Hγ(n) = r, Snr ∈ dx] ,(4.135)
posons S¯ni = S
n
i − Snr , i > r, on a :
Q

⋃
j>r
{
Snj ≤ −γ(n),
j⋂
k=r+1
{Snk ≤ 1}
}∣∣∣∣∣∣Snr ∈ dx

(4.136)
= Q

⋃
j>r
{
S¯nj ≤ −γ(n)− x,
j⋂
k=r+1
{
S¯nk ≤ 1− x
}}(4.137)
= Q
[
U¯−γ(n)+x < U¯
+
1−x
]
= Q
[
U−γ(n)+x < U
+
1−x
]
,(4.138)
où la dernière égalité est obtenue par stationnarité du milieu et pour tout f > 0, U¯−f ≡ U−f (S¯nj , j ∈ Z). On en
déduit :
Q

 ⋃
j>Hγ(n)

Snj ≤ −γ(n),
j⋂
k=Hγ(n)+1
{Snk < 1}



(4.139)
≤ sup
1−γ(n)≤x≤1
(
Q
[
U−γ(n)+x < U
+
1−x
])+∞∑
r=0
∫ 1
1−γ(n)
Q
[
Hγ(n) = r, S
n
r ∈ dx
]
(4.140)
≤ Q
[
U−1 < U
+
γ(n)
]
,(4.141)
on utilise maintenant le lemme 4.2.7, on obtient qu’il existe n2 ≡ n2(σ,E[|ǫ0|3]) tel que pour tout n > n2 :
Q
[
U+γ(n) > U
−
1
]
≤ ln lnn
lnn
(
γ +
6
κ
+O
(
1
ln lnn
))
,(4.142)
de 4.128, 4.131, 4.141 et 4.142 on en déduit :
Q
[
1− γ(n) ≤ max
0≤t≤m˜
(Snt ) < 1
]
≤ 2 ln lnn
lnn
(
γ +
6
κ
+O
(
1
ln lnn
))
(4.143)
On déduit le lemme de 1. 2. et 3 et en prenant n0 = n1 ∨ n2. ¥
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Lemme 4.2.12. Soient {M˜i1 , m˜i2 , M˜i2} et {M˜ ′i1 , m˜′i2 , M˜ ′i2} deux vallées distinctes de profondeur supérieure à
1 + γ(n) et contenant le point 0, alors [M˜i1 , M˜i2 ] ∩ [M˜ ′i1 , M˜ ′i2 ] est encore une vallée de profondeur supérieure à
1 + γ(n) contenant le point 0.
Preuve.
Il y a deux cas possibles :
Premier cas (trivial) : supposons que l’une des deux vallées soit entièrement contenue dans l’autre, par exemple :
supposons [M˜i1 , M˜i2 ] ⊂ [M˜ ′i1 , M˜ ′i2 ], alors (par définition) [M˜i1 , M˜i2 ] ∩ [M˜ ′i1 , M˜ ′i2 ] ≡ [M˜i1 , M˜i2 ], est une vallée de
profondeur strictement supérieure à 1 et contenant 0. (voir figure 4.2 Cas 1)
Deuxième cas (figures 4.2, Cas 2 a) et b)) : [M˜i1 , M˜i2 ] ∩ [M˜ ′i1 , M˜ ′i2 ] = [M˜i1 , M˜ ′i2 ] ou [M˜i1 , M˜i2 ] ∩ [M˜ ′i1 , M˜ ′i2 ] =
[M˜ ′i1 , M˜i2 ], montrons, par exemple, que [M˜i1 , M˜
′
i2
] vérifie bien les trois points de la définition 4.2.10 :
1. 0 ∈ [M˜i1 , M˜ ′i2 ], car les deux vallées : [M˜i1 , M˜i2 ] et [M˜ ′i1 , M˜ ′i2 ] contiennent ce point.
2. • montrons que nécessairement m˜i2 ou m˜′i2 est dans [M˜i1 , M˜ ′i2 ]. En effet, supposons le contraire (m˜i2 /∈
[M˜i1 , M˜
′
i2
] et m˜′i2 /∈ [M˜i1 , M˜ ′i2 ]) alors : m˜i2 ∈ [M ′′i2 , M˜i2 ] et m˜′i2 ∈ [M˜ ′i2 , M˜i2 ], on a donc : M˜ ′i1 < m˜′i2 < M˜i1 <
M˜ ′i2 < m˜i2 < M˜i2 .
Supposons : Sn
M˜i1
> Sn
M˜ ′i2
, alors on obtient une contradiction car maxm˜′i2≤t≤M˜
′
i2
(Snt ) = S
n
M˜i1
et donc {M˜ ′i1 , m˜′i2 , M˜ ′i2}
ne serait pas une vallée.
Supposons Sn
M˜i1
< Sn
M˜ ′i2
, alors on obtient encore une contradiction car maxM˜i1≤t≤m˜i2 (S
n
t ) = S
n
M˜ ′i2
et donc
{M˜i1 , m˜i2 , M˜i2} ne serait pas une vallée.
On remarque de plus que les deux vallées ont soit leur minimum en commun (figure 4.2, Cas 2 b)) soit deux
minimums distincts (figure 4.2, Cas 2 a)) et dans ce dernier cas le minimum m˜ de la vallée obtenu par intersec-
tion est tel que : Snm˜ = max
(
Snm˜i2
, Snm˜′i2
)
.
• On montre maintenant que la vallée obtenue par intersection [M˜i1 , M˜ ′i2 ] est de profondeur strictement supé-
rieure à 1. D’après ce que l’on vient de montrer (l’intersection des deux vallées contient l’un des minimum), on
a l’un des deux cas (équivalents) suivants : M˜ ′i1 < m˜
′
i2
< M˜i1 < m˜i2 < M˜
′
i2
< M˜i2 ou M˜
′
i1
< M˜i1 < m˜
′
i2
<
M˜ ′i2 < m˜i2 < M˜i2 , montrons donc que d
(
[M˜i1 , M˜
′
i2
]
)
> 1 :
Supposons le contraire alors Sn
M˜ ′i2
− Snm˜i2 ≤ 1, car par définition d
(
[M˜i1 , M˜i2 ]
)
> 1, alors nécessairement
Sn
M˜ ′i2
≤ Sn
M˜i1
, et on aboutit à une contradiction car dans ce cas : max′
m˜i2≤t≤M˜ ′i2
et donc {M˜ ′i1 , m˜′i2 , M˜ ′i2} ne
serait pas une vallée.
3. Prenons le cas M˜ ′i1 < m˜
′
i2
< M˜i1 < m˜i2 < M˜
′
i2
< M˜i2 , • supposons m˜i2 > 0 alors par définition on
a bien : Sn
M˜i1
− max0≤t≤m˜i2 (Snt ) ≥ γ(n). • Si maintenant m˜i2 < 0, on a : Snm˜′i2 − maxm˜i2≤t≤0 (S
n
t ) ≥
Snm˜′i2
− maxm˜′i1≤t≤0 (S
n
t ) ≥ γ(n) par définition de la vallée {M˜ ′i1 , m˜′i1 , M˜ ′i2} avec m˜′i2 < 0. • Si m˜i2 = 0 on
n’a pas besoin de vérifier le point 3. ¥
Construction de la vallée "minimale" {M˜ ′0, m˜0, M˜0} :
1ère étape : considérons la vallée {M˜−, m˜, M˜+} effectuons un raffinement à droite et à gauche de cette vallée, on
obtient les points (classés par ordre croissant de valeur) {M˜−, m˜′1, M˜ ′1, m˜, M˜1, m˜1, M˜+} où M˜ ′1 ∈ Z et M˜1 ∈ Z
sont des maximisants relatifs et m˜′1 ∈ Z et m˜1 ∈ Z des minimisants relatifs. Parmi les 3 vallées obtenues :
{M˜−, m˜′1, M˜ ′1}, {M˜ ′1, m˜, M˜1} et {M˜1, m˜1, M˜+} une seule contient le point 0 notons {M˜ ′i1 , m˜i1 , M˜i1} cette vallée.
Si d
(
[M˜ ′i1 , M˜i1 ]
)
≥ 1 + γ(n) on réitère l’opération de raffinement sur la vallée {M˜ ′i1 , m˜i1 , M˜i1} jusqu’à obtenir
les vallées {M˜ ′ik , m˜ik , M˜ik} et {M˜ ′ik+1 , m˜ik+1 , M˜ik+1} contenant le point 0 telles que :
d
(
[M˜ ′ik , M˜ik ]
)
≥ 1 + γ(n) et(4.144)
d
(
[M˜ ′ik+1 , M˜ik+1 ]
)
≤ 1 + γ(n),(4.145)
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sinon on conserve la vallée {M˜−, m˜, M˜+}. Notons {M˜ ′, m˜0, M˜} la vallée finalement obtenue ({M˜ ′ik , m˜ik , M˜ik}
ou {M˜−, m˜, M˜+}), par construction cette vallée contient le point 0 et d
(
[M˜ ′, M˜ ]
)
≥ 1 + γ(n). Cette première
étape nous a permis de singulariser le minimisant de la vallée "minimale" : m˜0 .
2ième étape : on extrait les deux maximisants M˜ ′0 ∈ Z− et M˜0 ∈ Z+ tels que {M˜ ′0, m˜0, M˜0} soit la plus petite
vallée contenant le point 0 et de profondeur supérieure à 1 + γ(n), c’est à dire que l’on définie M˜ ′0 et M˜0 de la
façon suivante : si m˜0 > 0
M˜ ′0 = sup
{
l ∈ Z−, l < m˜0, Snl − Snm˜0 ≥ 1 + γ(n), Sl − max0≤k≤m˜0 Sk ≥ γ(n)
}
,(4.146)
M˜0 = inf
{
l ∈ Z+, l > m˜0, Snl − Snm˜0 ≥ 1 + γ(n)
}
.(4.147)
Si m˜0 < 0 :
M˜ ′0 = sup
{
l ∈ Z−, l < m˜0, Snl − Snm˜0 ≥ 1 + γ(n)
}
,(4.148)
M˜0 = inf
{
l ∈ Z+, l > m˜0, Snl − Snm˜0 ≥ 1 + γ(n), Sl − maxm˜0≤k≤0Sk ≥ γ(n)
}
.(4.149)
Si m˜0 = 0 :
M˜ ′0 = sup
{
l ∈ Z−, l < m˜0, Snl − Snm˜0 ≥ 1 + γ(n)
}
,(4.150)
M˜0 = inf
{
l ∈ Z+, l > m˜0, Snl − Snm˜0 ≥ 1 + γ(n)
}
.(4.151)
Lemme 4.2.13. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, il existe n0 ≡ n0(γ, σ,E[|ǫ0|3])
tel que pour tout n > n0
Q
[
{M˜ ′0, m˜0, M˜0} existe
]
≥ 1− 6 ln lnn
lnn
(
γ +
6
κ
+O
(
1
ln lnn
))
,(4.152)
Preuve.
Deux cas peuvent se présenter : soit [M˜ ′0, M˜0] j [M˜
+, M˜−], dans ce cas par construction {M˜ ′0, m˜0, M˜0} existe
si et seulement si E0n est non vide, or par le lemme 4.2.11 on a : Q
[E0n] ≥ 1 − 3 ln lnnlnn (γ + 6κ +O ( 1ln lnn)). On
remarque que [M˜ ′0, M˜0] = [M˜
+, M˜−] uniquement si M˜+ et M˜− sont des entiers. Supposons maintenant que
[M˜ ′0, M˜0] * [M˜
+, M˜−] on sait que si {M˜+, m˜, M˜−} est une vallée contenant 0 et de profondeur supérieure à
1 + γ(n) alors la vallée {M˜1, m˜0, M˜2} telle que : M˜1 = [M˜+] + 1 et M˜2 = [M˜+] + 1 contient le point 0 et
est de profondeur supérieure à 1 + γ(n). Or par les calculs effectués dans la preuve du lemme 4.2.11 on sait
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que : Q
[
{M˜+, m˜, M˜−} ∈ E0n
]
≥ 1 − 3 ln lnnlnn
(
γ + 6κ +O
(
1
ln lnn
))
donc, dans ce cas il suffit de prendre pour
{M˜ ′0, m˜0, M˜0}, la vallée {M˜1, m˜0, M˜2}. On en déduit le lemme. ¥
On a le résultat suivant :
Proposition 4.2.14. Supposons H.1, H.2 et H.6, pour tout R > 1, tout γ > 0 et tout ǫ > 0, il existe n0 ≡
n0
(
ǫ, γ, σ,E
[
|ǫ0|3
])
tel que pour tout n > n0 :
Q
[
M˜0 ≤ E(lnn)2
]
≥ 1− 3ǫ
R
,(4.153)
Q
[
M˜ ′0 ≥ −E(lnn)2
]
≥ 1− 3ǫ
R
,(4.154)
Q
[
max
M˜ ′0≤l≤M˜0
(
1
αl
)]
≥ 1− 6ǫ
R
,(4.155)
Q
[
max
M˜ ′0≤l≤M˜0
(
1
βl
)]
≥ 1− 6ǫ
R
.(4.156)
avec E =
24R2| ln Rǫ |
σ2ǫ2 . R est un paramètre libre que nous choisirons le moment venu.
Preuve.
4.153 (respectivement 4.154) se déduit de 4.63 (respectivement 4.64). 4.155 (respectivement 4.156) se déduit de
4.153 et 4.61 (respectivement 4.154 et 4.62). ¥
Cette proposition nous permet de définir l’intervalle (déterministe) dans lequel nous allons étudier les fluctuations
du potentiel aléatoire. Dans la suite de la preuve nous considérerons le découpage (déterministe) suivant, soit
n > 1 :
E(lnn)2 = kn × bn(4.157)
Les valeurs de kn et bn seront fixées ultérieurement, nous verrons alors que les valeurs de bn et kn satisfaisantes
pour nos calculs sont :
bn =
[
E(lnn)3/2(γ ln lnn)1/2
]
+ 1 ,(4.158)
kn =
E(lnn)2
bn
,(4.159)
on rappelle que γ > 0 est un paramètre libre, introduit dans la définition 4.2.10, que l’on choisira ultérieurement.
4.2.3 Découpage ordonné en vallées
Construction de l’ensemble de maximisants et minimisants M
Soit n > 1, on définit la suite positive ln = Dσ2 ln kn où D est une valeur numérique. La forme de ln et la valeur
du paramètre D seront justifiées lors de la preuve du lemme 4.3.1.
On effectue la construction suivante : prenons {M˜0, m˜0, M˜0} comme vallée initiale et notons M′0 = {M˜ ′0, m˜0}
et M0 = {m˜0, M˜0}.
Considérons le premier raffinement à droite de la vallée {M˜ ′0, m˜0, M˜0} notons {M˜1, m˜1} le couple de maxi-
misant et minimisant obtenu après ce raffinement, ajoutons ces points à l’ensemble M0. On considère main-
tenant le premier raffinement de {m˜0, M˜1}, on obtient le couple {M˜2, m˜2} que l’on ajoute à l’ensemble M0
et ainsi de suite jusqu’à obtenir les points {M˜r, m˜r} tels que M˜r−1 − m˜0 ≥ lnbn et M˜r − m˜0 ≤ lnbn.
On obtient par cette construction un ensemble de maximisants et minimisants (à droite de m˜0) : M0 ≡{
m˜0, M˜r, m˜r, · · · , M˜1, m˜1, M˜0
}
, de cardinal 2r + 3, (voir figure 4.3). De même on construit l’ensemble M′0
en effectuant de façon équivalente des raffinements à gauche de la vallée {M˜ ′0, m˜0, M˜0} : on effectue un pre-
mier raffinement ce qui donne les points {m˜′1, M˜ ′1}, on raffine ensuite {M˜ ′1,m0} et ansi de suite jusqu’à obtenir
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{m′r′ ,M ′r′} tels que m˜0 − M˜ ′r′−1 ≥ bnln et m˜0 − M˜ ′r′ ≤ bnln (on note M′0 cet ensemble de maximisants et
minimisants à gauche de m˜0). On obtient ainsi un ensemble de minimisants et maximisants que l’on notera
M≡M′0 ∪M0 = {M ′0,m′1,M ′1, · · · ,M ′r′ ,m0,Mr, · · · ,M1,m1,M0}.
M˜0
m˜1M˜1m˜2M˜2
m˜0 m˜rM˜r
Snt
t ∈ R
Fig. 4.3 –
La construction que l’on a effectuée ci-dessus n’a de sens que si M˜0− m˜0 ≥ bnln et m˜0− M˜ ′0 ≥ bnln. On montre
(en probabilité) que l’on a mieux que cela, en effet :
Lemme 4.2.15. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout γ > 0 et
tout ǫ > 0, il existe n0 ≡ n0
(
ǫ, γ, R, σ,E
[
|ǫ0|3
]
, C
)
tel que pour tout n > n0 :
Q
[
M˜0 − m˜0 ≤ (lnn)
2
65σ2(ln lnn)
]
≤ 6ǫ
R
+
4E
(lnn)1/33
,(4.160)
Q
[
m˜0 − M˜ ′0 ≤
(lnn)2
65σ2(ln lnn)
]
≤ 6ǫ
R
+
4E
(lnn)1/33
,(4.161)
où C = EQ [eκǫ0 ] ∨ EQ [e−κǫ0 ], E = 24R
2| ln Rǫ |
σ2ǫ2 . R est un paramètre libre que nous choisirons le moment venu..
Preuve.
La preuve de ce lemme utilise la même idée que la preuve du lemme 4.1.5. D’après la proposition 4.2.14 on sait
que pour tout R > 1 et tout ǫ > 0, il existe n′0 ≡ n′0
(
ǫ, σ,E
[
|ǫ0|3
])
tel que pour tout n > n′0 :
Q
[
M˜0 ≥ E(lnn)2, M˜ ′0 ≤ −E(lnn)2
]
≤ 6ǫ
R
,(4.162)
avec E = 24R
2| ln Rǫ |
σ2ǫ2 . Notons A0 =
{
M˜0 ≥ E(lnn)2, M˜ ′0 ≤ −E(lnn)2
}
, soit un une suite d’entiers et vn une
seconde suite toutes deux positives et croissantes en n et telles que un × vn = [E(lnn)2] + 1, par 4.162 on a :
Q
[
M˜0 − m˜0 ≤ un
]
≤ Q
[
M˜0 − m˜0 ≤ un, A0
]
+
6ǫ
R
,(4.163)
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or par définition SM˜0 − Sm˜0 ≥ lnn, on en déduit :
Q
[
M˜0 − m˜0 ≤ un, A0
]
(4.164)
≤ Q
[
max
−[E(lnn)2]−1≤m≤[E(lnn)2]+1
max
m≤l≤m+un
max
m≤j≤m+un
(|Sl − Sj |) ≥ lnn
]
,(4.165)
par définition, vn vérifie ([vn])un ≤ [E(lnn)2] + 1 ≤ ([vn] + 1)un ainsi :
max
−[E(lnn)2]−1≤m≤[E(lnn)2]+1
max
m≤l≤m+un
max
m≤j≤m+un
(|Sl − Sj |)(4.166)
≤ max
0≤q≤un
max
−[vn]−1≤i≤[vn]−1
max
(i)un+q≤l≤(i+1)un+q
max
(i)un+q≤j≤(i+1)un+q
(|Sl − Sj |) ,(4.167)
on obtient donc par un calcul similaire à celui effectué dans la preuve du lemme 4.1.5 :
Q
[
M˜0 − m˜0 ≤ un, A0
]
(4.168)
≤ (un + 1)

1−
(
1− Q
[|Sun | > lnn4 ]
1− sup1≤j≤un
(|Sun − Sj | > lnn4 )
)2[vn]+2 .(4.169)
Par le lemme 4.1.4, pour tout κ ∈]0, κ+[ tel que H.6 soit vérifiée, si lnn4 <
(
σ2κun
) ∧ (σ4κ3un2C ) on a :
Q
[
|Sun | >
lnn
4
]
≤ 2e−
(lnn)2
32σ2un
(
1− 2C lnn
σ4κ3un
)
,(4.170)
où C = EQ [eκǫ0 ]∨EQ [e−κǫ0 ], en prenant un =
[
(lnn)2
65σ2(ln lnn)
]
+ 1 on montre qu’il existe n1 ≡ n1(σ,C, κ) tel que
pour tout n > n1, lnn4 <
(
σ2κun
) ∧ (σ4κ3un2C ), on obtient donc pour tout n > n1 :
Q
[
|Sun | >
lnn
4
]
≤ 2
(lnn)2+1/32−O(
ln lnn
lnn )
.(4.171)
En prenant p = un, s = 0 et ln k =
((lnn)/4)2
32σ2un
, dans 4.15, il existe n2 ≡ n2(σ, κ) tel que pour tout n > n2 :
ln k ≤ ln lnn < 32σ2κ2un ,(4.172)
on obtient donc par 4.15 que pour tout n > n2 :
sup
1≤j≤un
(
Q
[
|Sun − Sj | >
lnn
4
])
≤ 2e− ln k+
ln k
64 +
(ln k)3/2
32σ2κ3p1/2 ,(4.173)
de plus il existe n3 ≡ n3(σ, κ) tel que pour tout n > n3
1
10
ln lnn ≤ ln k + ln k
64
+
(ln k)3/2
32σ2κ3p1/2
.(4.174)
On déduit de 4.173 et 4.174 que pour tout n > n2 ∨ n3 :
sup
1≤j≤un
(
Q
[
|Sun − Sj | >
lnn
4
])
≤ 1
(lnn)1/10
.(4.175)
En remarquant que (1− x)a ≥ 1− ax pour tout 0 ≤ x ≤ 1 et a ≥ 1, on déduit de 4.171 et 4.175 que pour tout
n > n1 ∨ n2 ∨ n3 : (
1− Q
[|Sun | > lnn4 ]
1− sup1≤j≤un
(|Sun − Sj | > lnn4 )
)2[vn]+2
(4.176)
≥ 1− 2(vn + 1)
(lnn)2+1/32−O(
ln lnn
lnn )
(
1 +O
(
1
(lnn)1/10
))
,(4.177)
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en remplaçant 4.177 dans 4.169 et en remplaçant unvn par E(lnn)2, on obtient qu’il existe n4 ≥ n1 ∨ n2 ∨ n3
tel que pour tout n > n4 :
Q
[
M˜0 − m˜0 ≤ un, A0
]
≤ 4E
(lnn)1/33
,(4.178)
en remplaçant ceci dans 4.163 et en prenant n0 = n′0 ∨ n4 on obtient 4.160. On effectue des calculs similaires
pour obtenir 4.161. ¥
4.3 Propriétés de l’ensemble des "bons" environnements
4.3.1 Écart minimal entre les deux points issus d’un raffinement
Le lemme suivant est fondamental : il donne un lien entre le découpage ordonné en vallées de [M˜ ′0, M˜0] (para-
graphe 4.2.3) et le découpage déterministe en blocs de taille bn de l’intervalle [M˜ ′0, M˜0] ⊂ [−E(lnn)2, E(lnn)2]
(voir proposition 4.2.14 et équation 4.157).
Lemme 4.3.1. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout ǫ > 0 et
tout γ > 0 il existe n0 ≡ n0(ǫ, R, σ, κ,E
[|ǫ0|3] , C, γ) tel que pour tout n > n0 :
Q

 r′⋃
i=1
{M ′i −m′i ≤ bn}

 ≤ 18ǫ
R
+O
(
1
(lnn)1/33
)
,(4.179)
Q
[
r⋃
i=1
{Mi −mi ≤ bn}
]
≤ 18ǫ
R
+O
(
1
(lnn)1/33
)
,(4.180)
où bn =
[
E(lnn)3/2(σγ ln lnn)1/2
]
+ 1, E =
24R2| ln Rǫ |
σ2ǫ2 , C = EQ [e
κǫ0 ] ∨ EQ [e−κǫ0 ], r et r′ ont été définis au
paragraphe 4.2.3. R et γ sont des paramètres libres qui seront choisis le moment venu.
Preuve.
Soient ǫ > 0, R > 1, E = 24R
2| ln Rǫ |
σ2ǫ2 et γ > 0, en notant A0 =
{
M˜ ′0 ≥ −E(lnn)2, M˜0 ≤ E(lnn)2
}
, par la
proposition 4.2.14 il existe n1 ≡ n1(ǫ, R, σ,E
[|ǫ0|3]) tel que pour tout n > n1 on a :
Q [A0] ≥ 1− 6ǫ
R
.(4.181)
On rappelle que l’on a effectué le découpage suivant, pour tout n ≥ 3 :
E(lnn)2 = kn × bn(4.182)
avec :
bn =
[
E(lnn)3/2(γ ln lnn)1/2
]
+ 1 ,(4.183)
et
kn =
E(lnn)2
bn
.(4.184)
Nous verrons que pour obtenir ce lemme on fixera la suite ln introduite au paragraphe 4.2.3 de la façon suivante :
ln = Dσ
2(ln kn)
2 avec D = 1000.(4.185)
64
4.3. Propriétés de l’ensemble des "bons" environnements
Montrons 4.179.
Notons :
A1 =
r′⋃
i=0
{M ′i −m′i ≤ bn}(4.186)
A2 =
[kn]+1⋃
l=−[kn]−1
[kn]+1⋃
j=l+[ln]
{
max
(l+1)bn≤w<z≤jbn
(Sz − Sw) ≤ max
lbn≤m≤(j+1)bn
max
m≤u<v≤m+bn
(Sv − Su)
}
,(4.187)
on va montrer qu’il existe n′0 ≡ n′0(ǫ, R, σ, κ,EQ
[|ǫ0|3] , C, γ) tel que pour tout n > n′0 :
1. Q [A1] ≤ Q [A2] + 18ǫR + 4E(lnn)1/33 ,
2. Q [A2] ≤ O
(
(ln lnn)5/2
(lnn)1/2
)
.
Montrons 1.
Notons
C1 =
r′⋂
j=0
[kn]+1⋃
l=−[kn]−1
{
M˜ ′j ∈ [lbn, (l + 1)bn]
}
,(4.188)
C2 =
[kn]+1⋃
l=−[kn]−1
{m˜0 ∈ [lbn, (l + 1)bn]} ,(4.189)
C3 =
r′−1⋂
i=0
{M ′i ≥ m˜0 − lnbn} ,(4.190)
On commence par les remarques suivantes :
A) pour tout n > n1 :
Q [C1] ≥ 1− 6ǫ
R
,(4.191)
en effet, on a :
Q [C1] = Q

 r′⋂
j=0
{
−([kn] + 1)bn ≤ M˜ ′i ≤ ([kn] + 1)bn
}(4.192)
≤ Q

 r′⋂
j=0
{
−E(lnn)2 ≤ M˜ ′i ≤ E(lnn)2
}(4.193)
(4.194)
or par construction (voir page 61) on a :
M˜ ′0 ≥ −E(lnn)2, M˜0 ≤ E(lnn)2 ⇒ ∀i, 0 ≤ i ≤ r′,−E(lnn)2 ≤ M˜ ′i ≤ E(lnn)2(4.195)
ainsi
Q [C1] ≥ Q [A0] ,(4.196)
on obtient donc la remarque A) par 4.181.
B) pour une raison similaire à celle évoquée pour A) pour tout n > n1 :
Q [C2] = Q [−([kn] + 1)bn ≤ m˜0 ≤ ([kn] + 1)bn](4.197)
≥ 1− 6ǫ
R
.(4.198)
65
Chapitre 4. Description du milieu aléatoire sous H.1, H.2 et H.6
C) D’après le lemme 4.2.15 il existe n2 ≡ n0
(
ǫ, R, σ,E
[
|ǫ0|3
]
, c
)
tel que pour tout n > n2 :
Q

r′−1⋂
i=0
{M ′i ≥ m˜0 − lnbn}

 ≤ Q [M ′0 ≥ m˜0 − lnbn](4.199)
≤ 6ǫ
R
+
4E
(lnn)1/33
,(4.200)
où c = EQ [eκǫ0 ] ∨ EQ [e−κǫ0 ].
On a d’après la remarque A), pour tout n > n1 :
Q [A1] ≤ Q [A1, C1] + 6ǫ
R
(4.201)
≤ Q

 r′⋃
i=1


{
M˜ ′i −m′i ≤ bn
}
,
[kn]+1⋃
l=−[kn]−1
{
M˜ ′i−1 ∈ [lbn, (l + 1)bn]
}


+ 6ǫ
R
(4.202)
= Q

 r′⋃
i=1
[kn]+1⋃
l=−[kn]−1
{
M˜ ′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn]
}+ 6ǫ
R
,(4.203)
on utilise maintenant la remarque C) on obtient pour tout n > n2 :
Q

 r′⋃
i=1
[kn]+1⋃
l=−[kn]−1
{
M˜ ′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn]
}(4.204)
≤ Q

 r′⋃
i=1
[kn]+1⋃
l=−[kn]−1
{
M˜ ′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn]
}
, C3

+ 6ǫ
R
+
4E
(lnn)1/33
(4.205)
= Q

 r′⋃
i=1
[kn]+1⋃
l=−[kn]−1
{
M˜ ′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn], M˜ ′i−1 ≤ m˜0 − lnbn
}
+
6ǫ
R
+
4E
(lnn)1/33
,(4.206)
enfin on utilise la remarque B) pour tout n > n1 :
Q

 r′⋃
i=1
[kn]+1⋃
l=−[kn]−1
{
M˜ ′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn], M˜ ′i−1 ≤ m˜0 − lnbn
}(4.207)
≤ Q

 r′⋃
i=1
[kn]+1⋃
l=−[kn]−1
{
M˜ ′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn], M˜ ′i−1 ≤ m˜0 − lnbn,(4.208)
[kn]+1⋃
j=−[kn]−1
{m˜0 ∈ [bnj, bn(j + 1)]}
}+ 6ǫ
R
.(4.209)
On remarque maintenant que :
{
M˜ ′i−1 ≤ m˜0 − lnbn, M˜ ′i−1 ∈ [lbn, (l + 1)bn]
}
⊂ {m˜0 ≥ lbn + lnbn} ,(4.210)
66
4.3. Propriétés de l’ensemble des "bons" environnements
on en déduit :
r′⋃
i=1
[kn]+1⋃
l=−[kn]−1
{
M′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn], M˜ ′i−1 ≤ m˜0 − lnbn,(4.211)
[kn]+1⋃
j=−[kn]−1
{m˜0 ∈ [bnj, bn(j + 1)]}
}
(4.212)
⊂
r′⋃
i=1
[kn]+1⋃
l=−[kn]−1
[kn]+1⋃
j=l+[ln]
{
M˜ ′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn],(4.213)
m˜0 ∈ [bnj, bn(j + 1)]
}
,(4.214)
de plus, si on effectue un raffinement de {M˜i−1, m˜0} on obtient les point M˜ ′i et m˜′i tels que :
SM˜ ′i
− Sm˜′i = max
M˜ ′i−1≤w<z≤m˜0
(Sz − Sw) ,(4.215)
on en déduit : {
M˜ ′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn], m˜0 ∈ [bnj, bn(j + 1)]
}
(4.216)
⊂
{
max
M˜ ′i−1≤w<z≤m˜0
(Sz − Sw) ≤ max
lbn≤m≤(j+1)bn
max
m≤u<v≤m+bn
(Sv − Su) ,(4.217)
M˜ ′i−1 ∈ [lbn, (l + 1)bn], m˜0 ∈ [bnj, bn(j + 1)]
}
,(4.218)
ainsi : {
M˜ ′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn], m˜0 ∈ [bnj, bn(j + 1)]
}
(4.219)
⊂
{
max
(l+1)bn≤w<z≤jbn
(Sz − Sw) ≤ max
lbn≤m≤(j+1)bn
max
m≤u<v≤m+bn
(Sv − Su)
}
.(4.220)
En remplaçant 4.220 dans 4.214, on obtient :
r′⋃
i=1
[kn]+1⋃
l=−[kn]−1
{
M′i −m′i ≤ bn, M˜ ′i−1 ∈ [lbn, (l + 1)bn], M˜ ′i−1 ≤ m˜0 − lnbn,(4.221)
[kn]+1⋃
j=−[kn]−1
{m˜0 ∈ [bnj, bn(j + 1)]}
}
(4.222)
⊂
[kn]+1⋃
l=−[kn]−1
[kn]+1⋃
j=l+[ln]
{
max
(l+1)bn≤w<z≤jbn
(Sz − Sw) ≤ max
lbn≤m≤(j+1)bn
max
m≤u<v≤m+bn
(Sv − Su)
}
= A2 ,(4.223)
on déduit de cette dernière inclusion, de 4.209, 4.206 et 4.203 le 1.
Montrons 2. on introduit l’événement :
A3 = max−([kn]+1)bn≤m≤([kn]+1)bn
max
m≤l≤m+bn
max
m≤j≤m+bn
(|Sl − Sj |) ≤ ((1 + s)32σ2bn ln kn)1/2 ,(4.224)
on a :
Q [A2] ≤ Q [A2, A3] +Q [Ac3] .(4.225)
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On applique maintenant l’inégalité 4.36 en prenant [L] + 1 = ([kn] + 1)bn et lnK = ln(kn) dans cette inégalité,
pour tout s > 0 il existe n3 ≡ n3(ǫ, R, σ, s, κ,E
[|ǫ0|3, C]) tel que pour tout n > n3 :
ln(kn) < σ
2κ2e0bn ,(4.226)
où e0 =
(
1
32(1+s) ∧ σ
6κ4
128C2(1+s) ∧ (32κ(1 + s))
)
. On en déduit par 4.36 que pour tout n > n3 :
Q [Ac3] ≤
2(bn + 1)
k
s−O( ln knbn )
1/2
n

1 +O

 1
k
1− 164−O( ln knbn )
1/2
n



 .(4.227)
Pour simplifier cette expression on choisie n4 ≥ n3 tel que pour tout n > n4 :
Q [Ac3] ≤
4bn
k
s
2
n
.(4.228)
En remplaçant ceci dans 4.225, il vient pour tout n ≥ n4 :
Q [A2] ≤ Q [A2, A3] + 4bn
k
s
2
n
.(4.229)
Il reste donc à estimer Q [A2, A3], on a :
Q [A2, A3] ≤ Q

 [kn]+1⋃
l=−[kn]−1
[kn]+1⋃
j=i+[ln]
{
max
(l+1)bn≤w<z≤jbn
(Sz − Sw) ≤ gn
} ,(4.230)
où gn = ((1 + s)32σ2bn ln kn)1/2, de plus :
Q

 [kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+[ln]
{
max
(i+1)bn≤w<z≤jbn
(Sz − Sw) ≤ gn
}(4.231)
≤
[kn]+1∑
i=−[kn]−1
Q

 [kn]+1⋃
j=i+[ln]
{
max
(i+1)bn≤w<z≤jbn
(Sz − Sw) ≤ gn
} .(4.232)
On remarque que l’événement {maxibn≤w<z≤jbn (Sz − Sw) ≤ gn} est décroissant en j, ainsi :
Q

 [kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+[ln]
{
max
(i+1)bn≤w<z≤jbn
(Sz − Sw) ≤ gn
}(4.233)
≤
[kn]+1∑
i=−[kn]−1
Q
[
max
(i+1)bn≤w<z≤(i+[ln])bn
(Sz − Sw) ≤ gn
]
.(4.234)
On effectue le nouveau découpage suivant, [ln] = dn × an où an ∈ N∗ ainsi :
Q
[
max
(i+1)bn≤w<z≤(i+1+ln)bn
(Sz − Sw) ≤ gn
]
(4.235)
≤ Q

[dn]−1⋂
j=0
{
S(anj+i+1)bn − S(an(j+1)+i+1)bn ≤ gn
} ,(4.236)
par indépendance et stationnarité du milieu on a :
Q

[dn]−1⋂
j=0
{
S(anj+i+1)bn − S(an(j+1)+i+1)bn ≤ gn
}(4.237)
= (Q [Sanbn ≤ gn])[dn] =
(
Q
[
Sanbn
(anbn)1/2
≤ gn
(anbn)1/2
])[dn]−1
.(4.238)
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On utilise maintenant le résultat de Berry-Essen (voir par exemple [22] page 299) : pour 0 < δ ≤ 1 il existe une
constante universelle H ≡ H(δ) > 0 telle que :
Q
[
Sanbn
(anbn)1/2
≤ gn
(anbn)1/2
]
≤ 1−
∫ +∞
gn
(anbn)
1/2
e−x
2
√
2π
dx+
HgnEQ
[|ǫ0|2+δ]
(anbn)δ/2σ2+δ
.(4.239)
De plus comme on travaille sous l’hypothèse H.6 on a EQ
[|ǫ0|3] <∞, on peut donc prendre δ = 1, A. C. Essen
montre dans ce cas que H ≤ 7, 5. On a gn = ((1 + s)32σ2bn ln kn)1/2 en prenant an = [(1 + s)32σ2 ln kn] + 1 on
obtient :
Q [Sanbn ≤ gn] ≤ 2
∫ 1
0
e−x
2
√
2π
dx+
7.5EQ
[|ǫ0|2+δ]
(gn)1/2σ3
,(4.240)
en remplaçant 4.240 dans 4.238 puis en remplaçant le résultat dans 4.234 on obtient :
Q

 [kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+[ln]
{
max
(i+1)bn≤w<z≤jbn
(Sz − Sw) ≤ gn
}(4.241)
≤ (2[kn] + 2)
(∫ 1
0
e−x
2
√
2π
dx+
7.5EQ
[|ǫ0|3]
gnσ3
)[dn]−1
,(4.242)
on rappelle de plus que
∫ 1
0
e−x
2
√
2π
dx < 0, 7 donc il existe n5 ≡ n5(σ, ǫ, R,EQ
[|ǫ0|3] , γ) tel que pour tout n > n5 :
∫ 1
0
e−x
2
√
2π
dx+
7.5EQ
[|ǫ0|3]
gnσ3
< 1 .(4.243)
On a :
(2[kn] + 2)
(∫ 1
0
e−x
2
√
2π
dx+
7.5EQ
[|ǫ0|3]
gnσ3
)[dn]−1
≤ (2[kn] + 2)e
(dn−2)
(
ln
(∫ 1
0
e−x2√
2π
dx
)
+rn
)
,(4.244)
où rn =
7.5EQ[|ǫ0|2+δ]
(gn)1/2σ3
∫ 1
0
e−x2√
2π
dx
, on prend dn = −(1 + s2) ln(kn+2)
ln
(∫ 1
0
e−x2√
2π
dx
) + 2 avec s2 > 0, on en déduit que :
Q

 [kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+[ln]
{
max
(i+1)bn≤w<z≤jbn
(Sz − Sw) ≤ gn
}
≤ 1
ks2n
ednrn .(4.245)
De plus dnrn = O
(
ln k3n
bn
)1/4
= O
(
(ln lnn)5
(lnn)3
)1/8
, donc il existe n6 ≡ n6(n5, s2) ≥ n5 tel que pour tout n > n6 :
Q

 [kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+[ln]
{
max
(i+1)bn≤w<z≤jbn
(Sz − Sw) ≤ gn
}(4.246)
≤ 2
ks2n
.(4.247)
En remplaçant 4.247 dans 4.230 puis le résultat obtenu dans 4.229, on obtient pour tout n > n4 ∨ n6 :
Q [A2] ≤ 2
ks2n
+
4bn
(kn)s/2
(4.248)
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avec bn =
[
E(lnn)3/2(σγ ln lnn)1/2
]
et kn =
E(lnn)2
bn
si l’on prend s = 4 et s2 = 1, on obtient qu’il existe
n7 ≡ n7(ǫ, R, σ, κ,EQ
[|ǫ0|3] , C, γ) ≥ n4 ∨ n6 tel que pour tout n > n7 :
Q [A2] ≤ O
(
(ln lnn)5/2
(lnn)1/2
)
,(4.249)
ce qui donne 2. On obtient 1. et 2. en prenant n′0 = n7∨n2∨n1, ce qui donne 4.179 en prenant n0 = n7∨n2∨n1.
En effectuant des calculs similaires on montre que ce résultat est aussi vrai pour l’ensemble des raffinements à
droite de {M ′0,m0,M0} ce qui donne le lemme.
Contrainte sur ln : on voit que la partie de la preuve que l’on vient d’effectuer impose la valeur de ln,
on a : [ln] = an × dn avec an = ([(1 + s)32σ2 ln kn] + 1) et dn = −(1 + s2) ln(kn+2)ln(∫ 10 γ(x)dx) + 1, avec s = 4 et s2 = 1,
on a donc :
ln = Dσ
2(ln kn)
2(4.250)
avec D = 1000, bn =
[
E(lnn)3/2(γ ln lnn)1/2
]
et kn =
E(lnn)2
bn
. ¥
On déduit du lemme 4.3.1 le résultat suivant :
Corollaire 4.3.2. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout ǫ > 0
il existe n0 ≡ n0(ǫ, R, σ,E
[|ǫ0|3] , C, γ) tel que pour tout n > n0
Q [r′ ≤ 2kn + 1] ≥ 1− 24ǫ
R
−O
(
1
(lnn)1/33
)
,(4.251)
Q [r ≤ 2kn + 1] ≥ 1− 24ǫ
R
−O
(
1
(lnn)1/33
)
.(4.252)
où kn = E(lnn)
2/bn, avec bn =
[
E(lnn)3/2(σγ ln lnn)1/2
]
+ 1 et E =
24R2| ln Rǫ |
σ2ǫ2 . C = EQ [e
κǫ0 ] ∨ EQ [e−κǫ0 ], r
et r′ ont été définis au paragraphe 4.2.3. R et γ sont des paramètres libres qui seront choisis le moment venu.
Preuve.
Soit ǫ > 0, R > 1. Montrons 4.251, par construction :
M˜ ′0 ≥ −knbn , m˜0 ≤ knbn ⇒ ∀ 0 ≤ j ≤ r′, M˜ ′j ∈ [−knbn, knbn], m˜′j ∈ [−knbn, knbn] ,(4.253)
de plus :
∀j 0 ≤ j ≤ r′, M ′j −m′j > bn, M˜ ′j ∈ [−knbn, knbn], m˜′j ∈ [−knbn, knbn] ⇒ r′ ≤ 2kn ,(4.254)
donc :
∀j, 0 ≤ j ≤ r′, M ′j −m′j > bn, M˜ ′0 ≥ −knbn , m˜0 ≤ knbn ⇒ r′ ≤ 2kn ,(4.255)
On en déduit :
Q [r′ ≤ 2kn + 1] ≥ Q

 r′⋂
j=0
{
M ′j −m′j > bn
}
, M˜ ′0 ≥ −knbn , m˜0 ≤ knbn

(4.256)
≥ Q
[
M˜ ′0 ≥ −knbn , m˜0 ≤ knbn
]
−Q

 r′⋃
j=0
{
M ′j −m′j ≤ bn
} ,(4.257)
la seconde inégalité est obtenue en remarquant que pour tout événement A et B : Q[A,B] ≥ Q[B]−Q[Ac]. On
sait d’après le lemme 4.3.1, qu’il existe n1 ≡ n1(ǫ, R, σ,E
[|ǫ0|3] , C, γ) tel que pour tout n > n1 :
Q

 r′⋃
i=1
{M ′i −m′i ≤ bn}

 ≤ 18ǫ
R
+O
(
1
(lnn)1/33
)
.(4.258)
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De plus par le lemme 4.403 il existe n2 ≡ n2(ǫ, R, σ,E
[|ǫ0|3]) tel que pour tout n > n2 :
Q
[
M˜ ′0 ≥ −knbn , m˜0 ≤ knbn
]
≥ Q
[
M˜ ′0 ≥ −knbn
]
−Q [m˜0 > knbn](4.259)
≥ Q
[
M˜ ′0 ≥ −knbn
]
−Q
[
M˜0 > knbn
]
(4.260)
≡ Q
[
M˜ ′0 ≥ −E(lnn)2
]
−Q
[
M˜0 > E(lnn)
2
]
(4.261)
≥ 1− 6ǫ
R
.(4.262)
En remplaçant 4.258 et 4.262 dans 4.257 on obtient 4.251 en prenant n0 = n1 ∨ n2. On fait un calcul similaire
pour obtenir 4.252. ¥
4.3.2 Conséquences du découpage ordonné en vallées
On adopte les notations suivantes :
Si 0 ≤ i, j ≤ r : Si 0 ≤ i, j ≤ r′ :
δi,j = S
n
M˜i
− Snm˜j , δ′i,j = SnM˜ ′i − S
n
m˜′j
,
ηi,j = S
n
M˜i
− Sn
M˜j
, η′i,j = S
n
M˜ ′i
− Sn
M˜ ′j
,
µi,j = S
n
m˜i
− Snm˜j . µ′i,j = Snm˜′i − S
n
m˜′j
.
(4.263)
Premières remarques
D’après la construction que l’on a effectuée page 61, sans calcul supplémentaire, on a :
δ0,0 > δ1,1 > · · · > δr,r ≥ 0 ,(4.264)
δ1,0 > δ2,1 > · · · > δr,0 ≥ 0 ,(4.265)
de même :
δ′0,0 > δ
′
1,1 > · · · > δ′r,r ≥ 0 ,(4.266)
δ′1,0 > δ
′
2,0 > · · · > δ′r′,0 ≥ 0 .(4.267)
De plus par la définition d’une vallée de profondeur supérieure à 1 + γ(n) on a :
δ0,0 ≥ 1 + γ(n) ,(4.268)
δ′0,0 ≥ 1 + γ(n) ,(4.269)
on a aussi :
0 ≤ i ≤ r − 1, ηi,i+1 ≥ 0 ,(4.270)
0 ≤ i ≤ r′ − 1, η′i,i+1 ≥ 0 .(4.271)
Distance minimale entre deux maximums relatifs successifs
Proposition 4.3.3. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout ǫ > 0,
tout γ > 0 il existe n0 ≡ n0(ǫ, R, σ, κ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout n > n0 :
Q
[
r−1⋂
i=0
{ηi,i+1 ≥ γ(n)}
]
≥ 1− ǫ
R
(
24 +
(12π)1/2∣∣ln ǫR ∣∣1/2
)
−O
(
ln lnn
(lnn)1/4
)
,(4.272)
Q

r′−1⋂
i=0
{
η′i,i+1 ≥ γ(n)
} ≥ 1− ǫ
R
(
24 +
(12π)1/2∣∣ln ǫR ∣∣1/2
)
−O
(
ln lnn
(lnn)1/4
)
,(4.273)
où γ(n) = γ ln lnnlnn , C = EQ [e
κǫ0 ]∨EQ [e−κǫ0 ], les v.a. r et r′ ont été définies au paragraphe 4.2.3, η.,. et η′.,. ont
été définis 4.263. R et γ sont des paramètres libres qui seront choisis le moment venu.
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Preuve.
Montrons 4.273
Pour montrer cette proposition on va se servir du découpage en blocs bn de l’intervalle [−E(lnn)2, E(lnn)2]
ainsi que du lemme 4.3.1. Soient n > 3, R > 1, ǫ > 0 et γ > 0, on rappelle les notations suivantes :
E =
24R2| ln Rǫ |
σ2ǫ2
,(4.274)
bn =
[
E(lnn)3/2(σγ ln lnn)1/2
]
+ 1 ,(4.275)
kn =
E(lnn)2
bn
.(4.276)
On note :
A =
r′⋂
i=0
{
−E(lnn)2 ≤ M˜ ′i ≤ E(lnn)2
}
,(4.277)
A1 =
r′⋃
i=1
[kn]+1⋃
j=−[kn]−1
{m′i ∈ [bnj, bn(j + 1)], M ′i ∈ [bnj, bn(j + 1)]} ,(4.278)
A2 =
r′⋃
i=1
[kn]+1⋃
j=−[kn]−1
{
M ′i ∈ [bnj, bn(j + 1)], M ′i+1 ∈ [bnj, bn(j + 1)]
}
,(4.279)
A3 =
r′−1⋃
i=0
{
0 ≤ η′i,i+1 ≤ γ(n)
}
.(4.280)
En se plaçant sous les hypothèses et notations du lemme 4.3.3 on a : 1) par la proposition 4.2.14, il existe
n1 ≡ n1(ǫ, R, σ,E
[|ǫ0|3]) tel que pour tout n > n1 :
Q [A] ≥ 1− 6ǫ
R
,(4.281)
(en effet A est égal à l’événement C1 dans la preuve du lemme 4.3.1).
2) Par définition des raffinements on a A2 ⊂ A1, de plus A1 ⊂
⋃r′
i=1
{
M˜ ′i − m˜′i ≤ bn
}
, ainsi par 4.179, il existe
n2 ≡ n2(ǫ, R, σ,E
[|ǫ0|3] , C, γ) tel que pour tout n > n2 :
Q [A2] ≤ 18ǫ
R
+O
(
1
(lnn)1/33
)
.(4.282)
Par 1) et 2) on a donc pour tout n > n1 ∨ n2 :
Q [A3] ≤ Q [A3, Ac1, A] +
24ǫ
R
+O
(
1
(lnn)1/33
)
.(4.283)
Notons :
A4 =
[kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+1
{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl ) ≤ γ(n)
}
,(4.284)
par définition des raffinements, on a :
M˜ ′i < M˜
′
i+1 et SM˜ ′i > SM˜ ′i+1 ,∀i 0 ≤ i ≤ r
′ − 1 ,(4.285)
ainsi :
{A3, Ac2, A} ⊂ A4.(4.286)
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Ainsi
Q [A3, A
c
2, A](4.287)
≤ Q [A4](4.288)
≤ Q

 [kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+2
{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl ) ≤ γ(n)
}(4.289)
+ Q

 [kn]+1⋃
i=−[kn]−1
{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bn(i+1)≤l≤bn(i+2)
(Snl ) ≤ γ(n)
} .(4.290)
On veut maintenant estimer les deux probabilités 4.289 et 4.290 ceci fait l’objet (respectivement) des lemmes
4.3.4 et 4.3.5. Pour la preuve de ces lemmes on a utilisé les notes en préparation de [20].
Lemme 4.3.4. Supposons H.1, H.2 et H.6, pour tout E > 0, tout γ > 0 il existe n′0 ≡ n′0
(
σ, γ,E
[
ǫ40
])
tel que
pour tout n > n′0 :
Q

 [kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+2
{
max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl )
}
≤ γ(n)


≤ 10
( π
σ2
)1/2 γ ln lnn
(bn)1/2
([kn] + 1)
3/2(4.291)
où kn =
E(lnn)2
bn
, bn =
[
E(lnn)3/2(σγ ln lnn)1/2
]
+ 1 et γ(n) = γ ln lnnlnn . γ est un paramètre libre qui sera choisi
le moment venu.
Preuve.
On a :
Q

 [kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+2
{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl ) ≤ γ(n)
}(4.292)
≤
[kn]+1∑
i=−[kn]−1
[kn]+1∑
j=i+2
Q
[{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl ) ≤ γ(n)
}]
.(4.293)
On partitionne la double somme de la façon suivante :
[kn]+1∑
i=−[kn]−1
[kn]+1∑
j=i+2
Q
[{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl ) ≤ γ(n)
}]
(4.294)
=
−2∑
i=−[kn]−1
0∑
j=i+2
Q [· · · ](4.295)
+
−2∑
i=−[kn]−1
[kn]+1∑
j=1
Q [· · · ](4.296)
+
−1∑
i=−2
[kn]+1∑
j=i+2
Q [· · · ](4.297)
+
[kn]+1∑
i=0
[kn]+1∑
j=i+2
Q [· · · ] .(4.298)
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4.295 correspond aux termes : i < 0 et j ≤ 0, 4.296 et 4.297 correspondent aux termes : i < 0 et j ≥ 1 enfin
4.298 correspond aux termes : i ≥ 0. On veut maintenant écrire maxbni≤k≤bn(i+1) (Sk)−maxbnj≤l≤bn(j+1) (Sl)
comme somme de deux blocs indépendants. Selon les valeurs de i et j on obtient : • pour i ≥ 0 :
max
bni≤k≤bn(i+1)
(Snk ) =
1
lnn
bn(i+1)∑
l=0
ǫl − min
ibn≤k≤(i+1)bn
1
lnn
(i+1)bn∑
m=k
ǫm ,(4.299)
max
bnj≤l≤bn(j+1)
(Snl ) =
1
lnn
bn(j)∑
l=0
ǫl + max
jbn+1≤k≤(j+1)bn
1
lnn
k∑
m=jbn+1
ǫm ,(4.300)
donc pour i ≥ 0
max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl )(4.301)
= − 1
lnn
bnj∑
l=bn(i+1)+1
ǫl − min
ibn≤k≤(i+1)bn
1
lnn
(i+1)bn∑
m=k
ǫm − max
jbn+1≤k≤(j+1)bn
1
lnn
k∑
m=jbn+1
ǫm .
• Pour i < 0, j ≥ 1 :
max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl )(4.302)
=
1
lnn
bnj∑
l=bn(i+1)
ǫl + max
ibn≤k≤(i+1)bn−1
1
lnn
(i+1)bn∑
m=k
ǫm − max
jbn+1≤k≤(j+1)bn
1
lnn
k∑
m=jbn+1
ǫm .
• Pour i < 0, j ≤ 0
max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl )(4.303)
=
1
lnn
bnj∑
l=bn(i+1)
ǫl + max
ibn≤k≤(i+1)bn−1
1
lnn
k∑
m=ibn
ǫm + min
jbn+1≤k≤(j+1)bn
1
lnn
(j+1)bn∑
m=k
ǫm .
On va maintenant estimer la probabilité Q
[
0 ≤ maxbni≤k≤bn(i+1) (Snk )−maxbnj≤l≤bn(j+1) (Snl ) ≤ γ(n)
]
. Pour
le cas i ≥ 0, on a par 4.301 :
Q
[
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl ) ≤ γ(n)
]
= Q

0 ≤ − bnj∑
l=bn(i+1)+1
ǫl − min
ibn≤k≤(i+1)bn
(i+1)bn∑
m=k
ǫm − max
jbn+1≤k≤(j+1)bn
k∑
m=jbn
ǫm ≤ γ(n) lnn


=
∫
R
Q

0 ≤ − bnj∑
l=bn(i+1)+1
ǫl − x ≤ γ(n) lnn, Y ∈ dx

 ,(4.304)
où Y = −minibn≤k≤(i+1)bn
∑(i+1)bn
m=k ǫm −maxjbn+1≤k≤(j+1)bn
∑k
m=jbn
ǫm par indépendance des v.a. (ǫi)i∈Z on
obtient : ∫
R
Q

0 ≤ − bnj∑
l=bn(i+1)+1
ǫl − x ≤ γ(n) lnn, Y ∈ dx

(4.305)
=
∫
R
Q

0 ≤ − bnj∑
l=bn(i+1)+1
ǫl − x ≤ γ(n) lnn

Q [Y ∈ dx](4.306)
≤ sup
x

Q

x ≤ − bnj∑
l=bn(i+1)+1
ǫl ≤ γ(n) lnn+ x



 .(4.307)
74
4.3. Propriétés de l’ensemble des "bons" environnements
Pour estimer ce dernier terme on utilise l’inégalité de concentration (voir [18]), ce résultat donne :
sup
x

Q

x ≤ − bn(j−i−1)∑
l=1
ǫl ≤ γ(n) lnn+ x



 ≤ 2(π)1/2
Z
,(4.308)
où Z2 ≡ Z2(γ(n)) = ∑bn(j−i−1)l=1 E [1 ∧ ( ǫslγ(n) lnn )2] et ǫsl la variable symétrisée associée à (ǫl 4).
On a :
E
[
1 ∧
(
ǫsl
γ(n) lnn
)2]
≥ E
[(
ǫsl
γ(n) lnn
)2
I
1>
ǫs
l
γ(n) lnn
]
=
1
(γ(n) lnn)2
E
[
(ǫsl )
2 I
1>
ǫs
l
γ(n) lnn
]
.(4.309)
Par l’inégalité de Schwarz et l’inégalité de Markov on a :
E
[
(ǫsl )
2 I
1>
ǫs
l
γ(n) lnn
]
= E
[
(ǫsl )
2
]
− E
[
(ǫsl )
2 I
1≤ ǫ
s
l
γ(n) lnn
]
(4.310)
≥ E
[
(ǫsl )
2
]
− E
[
(ǫsl )
4
]1/2
Q1/2 [ǫsl > γ(n) lnn](4.311)
≥ E
[
(ǫsl )
2
]
− E
[
(ǫsl )
4
]1/2 (E [(ǫsl )2])1/2
γ ln lnn
(4.312)
≡ 2σ2 −
E
[
(ǫsl )
4
]1/2
(2σ2)1/2
γ ln lnn
.(4.313)
où γ > 0 par hypothèse. On déduit qu’il existe n′0 ≡ n′0
(
σ, γ,E
[
ǫ40
])
tel que pour tout n > n′0 :
E
[
(ǫsl )
2 I
1>
ǫs
l
γ(n) lnn
]
≥ 3σ
2
2
.(4.314)
En remplaçant ceci dans 4.309 on obtient pour tout n > n′0 :
E
[
1 ∧
(
ǫsl
γ(n) lnn
)2]
≥ 3σ
2
2(γ(n) lnn)2
.(4.315)
Ainsi pour tout n > n′0 :
Z ≥
√
3
2
σ2
√
bn(j − i− 1)
γ(n) lnn
.(4.316)
En remplaçant ceci dans 4.308 puis le résultat obtenu dans 4.307 et dans 4.304 on en déduit pour n > n′0 :
Q
[
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl ) ≤ γ(n)
]
(4.317)
≤
(
8π
3σ2
)1/2
γ(n) lnn
(bn)1/2 (j − i− 1)1/2
.(4.318)
On peut maintenant estimer la somme 4.298 en utilisant 4.318, pour tout n > n′0 :
[kn]+1∑
i=0
[kn]+1∑
j=i+2
Q [· · · ] ≤
(
8π
3σ2
)1/2
γ(n) lnn
(bn)1/2
[kn]+1∑
i=0
[kn]+1∑
j=i+2
1
(j − i− 1)1/2
(4.319)
≤
(
8π
3σ2
)1/2
γ(n) lnn
(bn)1/2
4
3
([kn + 1])
3/2 ≤ 5
2
( π
σ2
)1/2 γ ln lnn
(bn)1/2
([kn] + 1)
3/2(4.320)
4on prend ǫs
l
= ǫl − ǫ′s où ǫ′l et ǫl sont i.i.d. .
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En effectuant des calculs similaires pour les autres sommes 4.295 à 4.297, on montre que l’on peut borner cha-
cune d’elle par 4.320 ce qui nous donne le lemme 4.3.4. ¥
Contrainte sur kn et bn : Ce dernier calcul impose des contraintes sur kn et bn, on rappelle que l’on a imposé :
kn × bn = E(lnn)2, on veut que
10
( π
σ2
)1/2 γ ln lnn
(bn)1/2
([kn] + 1)
3/2
,(4.321)
soit le plus proche de 0 possible, et bn le moins grand possible. Pour cela on prend :
bn =
[
E(lnn)3/2(γ ln lnn)1/2
]
+ 1 ,(4.322)
kn =
E(lnn)2
bn
donc :
10
( π
σ2
)1/2 γ ln lnn
(bn)1/2
([kn] + 1)
3/2 ≤ 10
( π
σ2
)1/2
γ ln lnn
k
3/2
n (1 +
1
kn
)3/2
(bn)1/2
(4.323)
≤ 10
( π
σ2
)1/2
γ ln lnn
E3/2(lnn)3(1 + 1kn )
3/2
(bn)2
(4.324)
≤ 10
( π
σ2
)1/2 (1 + 1kn )3/2
E1/2
,(4.325)
on remarque que kn ≡ kn(E, γ), soit n3 ≡ n3(E, γ) tel que pour tout n > n3, 1kn ≤ 1/5. On obtient donc pour
tout n > n3 :
10
( π
σ2
)1/2 γ ln lnn
(bn)1/2
([kn] + 1)
3/2 ≤ 12
( π
σ2
)1/2 1
E1/2
.(4.326)
Soient R > 1 et ǫ > 0, on prend E =
12R2|ln Rǫ |
σ2ǫ2 d’où en remplaçant 4.326 dans le résultat du lemme 4.3.4, on
obtient que pour tout γ > 0, R > 1 et ǫ > 0 il existe n′1 ≡ n′1(ǫ, R, σ, γ,E[ǫ40]) > n′0 ∨ n3 tel que pour tout
n > n′1 :
Q

 [kn]+1⋃
i=−[kn]−1
[kn]+1⋃
j=i+2
{
max
bni≤k≤bn(i+1)
(Snk )− max
bnj≤l≤bn(j+1)
(Snl ) ≤ γ(n)
} ≤ (12π)1/2ǫ
R
∣∣ln ǫR ∣∣1/2 .(4.327)
On montre maintenant :
Lemme 4.3.5. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout ǫ > 0 et
tout γ > 0 il existe n′′0 ≡ n′′0(ǫ, R, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout n > n′′0 :
Q

 [kn]+1⋃
i=−[kn]−1
{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bn(i+1)≤l≤bn(i+2)
(Snl )
}
≤ γ(n)

(4.328)
≤ (2[kn] + 3)(ln lnn)
5/2
(bn)1/2
(
2γ +
(
16π
3σ2
)
γ
σ(ln lnn)3/2
)
(4.329)
où kn =
E(lnn)2
bn
, avec bn =
[
E(lnn)3/2(σγ ln lnn)1/2
]
+ 1 et E =
24R2| ln Rǫ |
σ2ǫ2 . C = EQ [e
κǫ0 ]∨ EQ [e−κǫ0 ]. R et γ
sont des paramètres libres qui seront choisis le moment venu.
Preuve.
On a :
Q

 [kn]+1⋃
i=−[kn]−1
{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bn(i+1)≤l≤bn(i+2)
(Snl )
}
≤ γ(n)

(4.330)
≤
[kn]+1∑
i=−[kn]−1
Q
[
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bn(i+1)≤l≤bn(i+2)
(Snl ) ≤ γ(n)
]
.(4.331)
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Or maxbn(i+1)≤l≤bn(i+2) (S
n
l ) = X +maxbn(i+1)+1≤l≤bn(i+2)
(∑l
l=bn(i+1)
)
avec X ∈ σ (ǫ1, · · · , ǫbn(i+1)), de plus
Y ≡ maxbni≤k≤bn(i+1) (Snk ) ∈ σ
(
ǫ1, · · · , ǫbn(i+1)
)
d’où par indépendance des v.a. (ǫi)i∈Z :
Q
[
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bn(i+1)≤l≤bn(i+2)
(Snl ) ≤ γ(n)
]
(4.332)
=
∫
Q

−x ≤ max
bn(i+1)+1≤l≤bn(i+2)

 l∑
l=bn(i+1)+1

 ≤ γ(n)− x

Q [X + Y ∈ dx](4.333)
≤ sup
x

Q

x ≤ max
bn(i+1)+1≤l≤bn(i+2)

 l∑
k=bn(i+1)+1

 ≤ x+ γ(n)



(4.334)
= sup
x
(
Q
[
x ≤ max
1≤k≤bn
(Snk ) ≤ x+ γ(n)
])
,(4.335)
la dernière égalité étant obtenue par stationnarité du milieu, en remplaçant ceci dans 4.331, on obtient :
Q

 [kn]+1⋃
i=−[kn]−1
{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bn(i+1)≤l≤bn(i+2)
(Snl )
}
≤ γ(n)

(4.336)
(4.337)
≤ (2[kn] + 3) sup
x
(
Q
[
x ≤ max
1≤k≤bn
(Snk ) ≤ x+ γ(n)
])
.(4.338)
Pour estimer supx (Q [x ≤ max1≤k≤bn (Snk ) ≤ x+ γ(n)]) on commence par écrire :
Q
[
x ≤ max
1≤k≤bn
(Snk ) ≤ x+ γ(n)
]
= Q
[
U+x ≤ bn ≤ U+x+γ(n)
]
(4.339)
= Q
[
U+x ≤
bn
2
, U+x+γ(n) ≥ bn
]
(4.340)
+ Q
[
bn
2
< U+x ≤ bn ≤ U+x+γ(n)
]
.(4.341)
On va estimer chacune des probabilités 4.340 et 4.341. On commence par 4.341, on remarque que :
bn
2
< U+x ≤ bn ≤ U+x+γ(n) ⇒ x ≤ max
bn/2≤k≤bn
(Snk ) ≤ x+ γ(n) ,(4.342)
on en déduit par l’inégalité de concentration (voir [18]) déjà utilisée pour la preuve du lemme précédent (équation
4.308 à 4.318) qu’il existe n4 ≡ n4(ǫ, R, σ,E
[
ǫ40
]
) tel que pour tout n > n4 :
Q
[
bn
2
< U+x ≤ bn ≤ U+x+γ(n)
]
≤ Q
[
x ≤ max
bn/2≤k≤bn
(Snk ) ≤ x+ γ(n)
]
(4.343)
≤ sup
y
(
Q
[
y ≤ Snbn/2 ≤ y + γ(n)
])
(4.344)
≤
(
16π
3σ2
)1/2
γ ln lnn
(bn)1/2
.(4.345)
On estime maintenant 4.340, par la propriété de Markov forte on a :
Q
[
U+x ≤
bn
2
, U+x+γ(n) ≥ bn
]
(4.346)
=
bn/2∑
l=0
∫ x+γ(n)
x
Q
[
U+x = l, Sl ∈ dy
]
Q
[
U+x+γ(n)−y ≥ bn − l
]
,(4.347)
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de plus x− y ≤ 0, ainsi :
Q
[
U+x+γ(n)−y ≥ bn − l
]
≤ Q
[
U+γ(n) ≥ bn − l
]
,(4.348)
on en déduit :
Q
[
U+x ≤
bn
2
, U+x+γ(n) ≥ bn
]
≤ Q
[
U+γ(n) ≥ bn/2
]
.(4.349)
Pour estimer cette probabilité on commence par la symétriser (voir remarque 4.2.8), soit a > 0, on a :
Q
[
U+γ(n) ≥ bn/2
]
≤ Q
[
U+γ(n) ∧ U−a ≥ bn/2
]
+Q
[
U+γ(n) > U
−
a
]
.(4.350)
On applique maintenant le lemme 4.2.7, prenons c = γ ln lnnlnn , a =
(bn)
1/2
lnn(ln lnn)3/2
, L = bn/2, D = lnn, et on
rappelle que bn =
[
E(lnn)3/2(γ ln lnn)1/2
]
+ 1, avec E =
12R2|ln Rǫ |
σ2ǫ2 , donc il existe n5 ≡ n5(ǫ, R, σ, γ) tel que
pour tout n > n5 :
c < a (⇒ d ≡ a ∨ c = a) ,(4.351)
L ≥ (2a lnn)
2
σ2
+ 1 .(4.352)
on a donc d’après le lemme 4.2.7 qu’il existe n6 ≡ n6(ǫ, R, σ, κ, γ,E[|ǫ0|3],E[ǫ40], C) > n5 tel que pour tout
n > n6 :
Q
[
U+γ(n) ≥ bn/2
]
≤ 2γ(ln lnn)
5/2
(bn)1/2
.(4.353)
En remplaçant 4.345 et 4.353 dans (respectivement) 4.340 et 4.341 puis en remplaçant le résultat obtenu dans
4.338 on obtient pour tout n > n6 :
Q

 [kn]+1⋃
i=−[kn]−1
{
0 ≤ max
bni≤k≤bn(i+1)
(Sk)− max
bn(i+1)≤l≤bn(i+2)
(Sl)
}
≤ γ(n)

(4.354)
≤ (2[kn] + 3)(ln lnn)
5/2
(bn)1/2
(
2γ +
(
16π
3σ2
)
γ
σ(ln lnn)3/2
)
,(4.355)
ce qui donne le lemme 4.3.5 en prenant n′′0 = n4 ∨ n6. ¥
On rappelle que bn =
[
E(lnn)3/2(γ ln lnn)1/2
]
+ 1 et kn =
E(lnn)2
bn
, on obtient donc par le lemme 4.3.5, pour
tout R > 1, tout ǫ > 0, tout γ > 0 il existe n′′1 ≡ n′′1(ǫ, R, σ, κ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) ≥ n′′0 tel que pour tout
n > n′′1 :
Q

 [kn]+1⋃
i=−[kn]−1
{
0 ≤ max
bni≤k≤bn(i+1)
(Snk )− max
bn(i+1)≤l≤bn(i+2)
(Snl )
}
≤ γ(n)

(4.356)
≤ O
(
ln lnn
(lnn)1/4
)
.(4.357)
On termine maintenant la preuve de la proposition 4.3.3. En regroupant 4.357 et 4.327 que l’on remplace
respectivement dans 4.290 et 4.289, puis en remplaçant le résultat obtenu dans 4.283, on obtient alors qu’il
existe n0 ≡ n0(ǫ, R, σ, κ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) > n1 ∨ n2 ∨ n′1 ∨ n′′1 tel que pour tout n ≥ n0 :
Q

r′−1⋃
i=0
{
0 ≤ η′i,i+1 ≤ γ(n)
} ≤ ǫ
R
(
24 +
(12π)1/2∣∣ln ǫR ∣∣1/2
)
+O
(
1
(lnn)1/33
)
.(4.358)
Le problème étant symétrique on montre 4.272 par des calculs similaires. ¥
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Distance minimale entre le maximum et le minimum issus d’un raffinement.
Proposition 4.3.6. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout ǫ > 0,
tout γ > 0 il existe n0 ≡ n0(ǫ, R, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout n > n0 :
Q
[
r−1⋂
i=0
{δi+1,i+1 ≥ γ(n)}
]
≥ 1− ǫ
R
(
24 +
(12π)1/2∣∣ln ǫR ∣∣1/2
)
−O
(
ln lnn
(lnn)1/4
)
,(4.359)
Q

r′−1⋂
i=0
{
δ′i+1,i+1 ≥ γ(n)
} ≥ 1− ǫ
R
(
24 +
(12π)1/2∣∣ln ǫR ∣∣1/2
)
−O
(
ln lnn
(lnn)1/4
)
,(4.360)
où γ(n) = γ ln lnnlnn , C = EQ [e
κǫ0 ]∨EQ [e−κǫ0 ], les v.a. r et r′ ont été définies au paragraphe 4.2.3, δ.,. et δ′.,. ont
été définis en 4.263. R et γ sont des paramètres libres qui seront choisis le moment venu.
Preuve.
Pour montrer cette proposition on commence par remarquer que par construction l’événement {δi+1,i+1 ≥ γ(n)}
est décroissant en i, on obtient donc :
Q
[
r−1⋂
i=0
{δi+1,i+1 ≥ γ(n)}
]
= Q [δr,r ≥ γ(n)] ,(4.361)
pour terminer la preuve il suffit de faire des calculs similaires à ceux effectués pour montrer la proposition 4.3.3.
¥
Distance minimale entre les minimums issus des raffinements et le minimum absolu Sm˜0 .
Proposition 4.3.7. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout ǫ > 0,
tout γ > 0 il existe n0 ≡ n0(ǫ, R, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout n > n0 :
Q
[
r−1⋂
i=0
{µi+1,0 ≥ γ(n)}
]
≥ 1− ǫ
R
(
24 +
(12π)1/2∣∣ln ǫR ∣∣1/2
)
−O
(
ln lnn
(lnn)1/4
)
,(4.362)
Q

r′−1⋂
i=0
{
µ′i+1,0 ≥ γ(n)
} ≥ 1− ǫ
R
(
24 +
(12π)1/2∣∣ln ǫR ∣∣1/2
)
−O
(
ln lnn
(lnn)1/4
)
,(4.363)
où γ(n) = γ ln lnnlnn , C = EQ [e
κǫ0 ] ∨ EQ [e−κǫ0 ], les v.a. r et r′ ont été définies au paragraphe 4.2.3, µ.,. et µ′.,.
ont été définies en 4.263. R et γ sont des paramètres libres qui seront choisis le moment venu.
Preuve.
Pour montrer cette proposition il suffit d’appliquer la méthode utilisée pour montrer la proposition 4.3.3. ¥
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Contrôle du premier et du dernier raffinement.
Proposition 4.3.8. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout ǫ > 0,
tout γ > 0 il existe n0 ≡ n0(ǫ, R, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout n > n0 :
Q [δ1,1 ≤ 1− γ(n)] ≥ 1− ǫ
R
(
24 +
(12π)1/2∣∣ln ǫR ∣∣1/2
)
−O
(
ln lnn
(lnn)1/4
)
,(4.364)
Q
[
δ′1,1 ≤ 1− γ(n)
] ≥ 1− ǫ
R
(
24 +
(12π)1/2∣∣ln ǫR ∣∣1/2
)
−O
(
ln lnn
(lnn)1/4
)
,(4.365)
Q
[
δr,r ≤
(
(100σ)2γE(ln lnn)3+1/2(lnn)3/2
)1/2
lnn
]
≥ 1− 6ǫ
R
−O
(
(ln lnn)7/2
(lnn)1/4
)
,(4.366)
Q
[
δ′r′,r′ ≤
(
(100σ)2γE(ln lnn)3+1/2(lnn)3/2
)1/2
lnn
]
≥ 1− 6ǫ
R
−O
(
(ln lnn)7/2
(lnn)1/4
)
,(4.367)
où γ(n) = γ ln lnnlnn , C = EQ [e
κǫ0 ]∨EQ [e−κǫ0 ], les v.a. r et r′ ont été définies au paragraphe 4.2.3, δ.,. et δ′.,. ont
été définis en 4.263. R et γ sont des paramètres libres qui seront choisis le moment venu.
Preuve.
Montrons 4.364, par construction on sait que δ1,1 ≤ 1 + γ(n). Il faut donc montrer que pour tout γ > 0
l’événement
−γ(n) ≤ δ1,1 − 1 ≤ γ(n) ,(4.368)
a une probabilité proche de 0, pour cela il suffit d’utiliser les mêmes techniques que celles, déjà présentées, pour
montrer la proposition 4.3.3. La même remarque est valable pour 4.365.
Montrons 4.366, soient ǫ > 0, R > 1, et E = 24R
2| ln Rǫ |
σ2ǫ2 par construction, on a :
M˜ ′0 ≤ M˜r ≤ M˜0 ,(4.369)
M˜r − m˜0 ≤ ln × bn ,(4.370)
et on a posé :
bn = [E(lnn)
3/2(γ ln lnn)1/2] + 1 ,(4.371)
kn =
E(lnn)2
bn
,(4.372)
ln = 1000σ
2(ln kn)
2 .(4.373)
par 4.369 et la proposition 4.2.14, on sait qu’il existe n1 ≡ n1
(
ǫ, σ,E
[
|ǫ0|3
])
tel que pour tout n > n1 :
Q
[
−E(lnn)2 ≤ M˜r ≤ E(lnn)2
]
≥ 1− 6ǫ
R
(4.374)
avec : E = 24R
2| ln Rǫ |
σ2ǫ2 . Considérons le découpage suivant :
[
E(lnn)2 + 1
]
= b′n × k′n où b′n = [ln × bn] + 1,
(k′n =
E(lnn)2
b′n
), on a δr,0 ≥ δr,r donc :
−E(lnn)2 ≤ M˜r ≤ E(lnn)2
et m˜0 − M˜r ≤ ln × bn .
}
⇒ δr,r ≤ δr,0 ≤ max−[E(lnn)2]−1≤m≤[E(lnn)2]+1 maxm≤j≤m+b′n maxm≤l≤m+b′n
(∣∣Snl − Snj ∣∣) .
On déduit de ceci et de 4.374 que pour tout n > n1 on a :
Q
[
δr,r ≤ max−[E(lnn)2]−1≤m≤[E(lnn)2]+1 maxm≤j≤m+b′n maxm≤l≤m+b′n
(∣∣Snl − Snj ∣∣)
]
≥ 1− 6ǫ
R
.(4.375)
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On va maintenant appliquer le lemme 4.1.5, soit s > 0, dans 4.36 on prend K = k′n, [L] + 1 = [E(lnn)
2] + 1 et
B = b′n, il est clair qu’il existe n2 ≡ n2
(
ǫ, R, σ, s, κ,E
[
|ǫ0|3
]
, C
)
tel que pour tout n > n2 :
ln(k′n) < σ
2κ2e0b
′
n ,(4.376)
où e0 =
(
1
32(1+s) ∧ σ
6κ4
128C2(1+s) ∧ (32κ(1 + s))
)
. On en déduit par 4.36 que pour tout n > n2 :
Q
[
max
−[E(lnn)2]−1≤m≤[E(lnn)2]+1
max
m≤j≤m+b′n
max
m≤l≤m+b′n
(|Sl − Sj |) > ((1 + s)32σ2b′n ln k′n)1/2
]
≤ 2(b
′
n + 1)
k′n
s−O
(
ln k′n
b′n
)1/2

1 +O

 1
k′n
1− 164−O
(
ln k′n
b′n
)1/2



 .(4.377)
Pour simplifier cette expression on choisit n3 ≥ n2 tel que pour tout n > n3 :
Q
[
max
−[E(lnn)2]−1≤m≤[E(lnn)2]+1
max
m≤j≤m+b′n
max
m≤l≤m+b′n
(|Sl − Sj |) > ((1 + s)32σ2b′n ln k′n)1/2
]
≤ 4b
′
n
k′n
31
32 s
.(4.378)
En prenant s = 4 on a :
4b′n
k′n
31
32 s
=
b′5n
E(lnn)8×
31
32
≤ b
5
n(1000σ
2 ln(kn))
2
E4(lnn)8×
31
32
= O
(
(ln lnn)7/2
(lnn)1/4
)
,(4.379)
de 4.375, 4.378 et 4.379 on obtient donc pour tout n > n3 :
Q
[
δr,r(lnn) ≤ (160σ2b′n ln k′n)1/2
]
≥ 1− 6ǫ
R
−O
(
(ln lnn)7/2
(lnn)1/4
)
,(4.380)
on remarque de plus qu’il existe n4 ≡ n4 (ǫ, R, σ, s, κ) tel que pour tout n > n4 que :
160σ2b′n ln k
′
n = ([lnbn] + 1) ln
E(lnn)2
[lnbn] + 1
≤ (100σ)2(γ)1/2E(ln lnn)3+1/2(lnn)3/2 .(4.381)
On obtient 4.366, en prenant n0 = n1 ∨ n4. On effectue le même raisonnement pour δ′r′,r′ . ¥
Distance maximale entre m˜0 et le plus grand des deux maximisants M˜r et M˜
′
r′
Nous montrons la dernière propriété suivante, soit n > 3, définissons les points M˜< et M˜> :
M˜< = sup
{
m ∈ Z, m < m˜0, Snm − Snm˜0 ≥
ln(q(n)γ lnn)
lnn
}
,(4.382)
M˜> = inf
{
m ∈ Z, m > m˜0, Snm − Snm˜0 ≥
ln(q(n)γ lnn)
lnn
}
,
où q(n) est défini dans le lemme suivant, on a :
Lemme 4.3.9. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout R > 1, tout ǫ > 0, tout
γ > 0 il existe n0 ≡ n0(ǫ, R, γ, σ,E
[|ǫ0|3]) tel que pour tout n > n0 :
Q
[
M˜> ≥ m˜0 +
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
≤ 6ǫ
R
+O
(
1
lnn
)
,(4.383)
Q
[
M˜< ≤ m˜0 −
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
≤ 6ǫ
R
+O
(
1
lnn
)
,(4.384)
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où q(n) = e((100σ)
2γE(ln lnn)3+1/2(lnn)3/2)
1/2
et E =
24R2| ln Rǫ |
σ2ǫ2 , R et γ sont des paramètres libres qui seront fixés
ultérieurement.
Preuve.
On a :
Q
[
M˜> ≥ m˜0 +
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
(4.385)
≡ Q
[
inf
{
m > m˜0, S
n
m − Snm˜0 ≥
ln(q(n)γ lnn)
lnn
}
≥ m˜0 +
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
(4.386)
= Q
[
inf
{
m > m˜0, |Snm − Snm˜0 | ≥
ln(q(n)γ lnn)
lnn
}
≥ m˜0 +
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
,(4.387)
car m˜0 est le minimisant de la vallée {M˜ ′0, m˜0, M˜0} et par définition M˜0 ≥ M>. Soient ǫ > 0 et R > 1, par la
proposition 4.2.14, on sait qu’il existe n1 ≡ n1
(
R, ǫ, σ,E
[
|ǫ0|3
])
tel que pour tout n > n1 :
Q
[−E(lnn)2 ≤ m˜0 ≤ E(lnn)2] ≥ 1− 6ǫ
R
,(4.388)
avec E = 24R
2| ln Rǫ |
σ2ǫ2 , donc pour tout n > n1 :
Q
[
inf
{
m > m˜0, |Snm − Snm˜0 | ≥
ln(q(n)γ lnn)
lnn
}
≥ m˜0 +
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
(4.389)
≤
[E(lnn)2]+1∑
k=−[E(lnn)2]−1
Q
[
inf
{
m > k, |Snm − Snk | ≥
ln(q(n)γ lnn)
lnn
}
≥ k +
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
+
6ǫ
R
.
Par stationnarité du milieu on obtient pour tout n > n1 :
Q
[
inf
{
m > m˜0, |Snm − Snm˜0 | ≥
ln(q(n)γ lnn)
lnn
}
≥ m˜0 +
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
(4.390)
≤ 2([E(lnn)2] + 1)Q
[
inf
{
m > 0, |Snm| ≥
ln(q(n)γ lnn)
lnn
}
≥
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
+
6ǫ
R
(4.391)
≡ 2([E(lnn)2] + 1)Q
[
U−ln(q(n)γ lnn)
lnn
∧ U+ln(q(n)γ lnn)
lnn
≥
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
+
6ǫ
R
.(4.392)
On applique maintenant l’inégalité 4.67, on obtient qu’il existe n2 ≡ n2
(
R, ǫ, σ,E
[
|ǫ0|3
])
tel que pour tout
n > n2 :
Q
[
U−ln(q(n)γ lnn)
lnn
∧ U+ln(q(n)γ lnn)
lnn
≥
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn
]
≤ O
(
1
lnn
)
.(4.393)
En remplaçant ceci dans 4.392 puis le résultat obtenu dans 4.387, on obtient 4.383 en prenant n0 = n1 ∨ n2,
4.384 s’obtient de façon identique. ¥
On donne maintenant la définition de l’ensemble des "bons" environnements G′ :
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4.3.3 Définition de l’ensemble des "bons" environnements G
Définition 4.3.10. Soient n > 3, ǫ > 0, R > 1, κ ∈]0, k+[ (k+ ∈ R∗+), γ > 0 et soit ω ∈ Ω2, on dira que
α ≡ α(ω) est un ”bon” environnement si et seulement si la suite (αi, i ∈ Z) ≡ (αi(ω), i ∈ Z) vérifie les propriétés
4.394 à 4.414 :
• La vallée {M˜ ′0, m˜0, M˜0} existe, en particulier :(4.394)
0 ∈ [M˜ ′0, M˜0],(4.395)
δ0,0 ≥ 1 + γ(n), δ′0,0 ≥ 1 + γ(n) ,(4.396)
Si m˜0 > 0, SM˜ ′0 − max0≤m≤m˜0 (S
n
m) ≤ 1− γ(n) ,(4.397)
si m˜0 < 0, SM˜0 − maxm˜0≤m≤0 (S
n
m) ≤ 1− γ(n) .(4.398)
• δ1,1 ≤ 1− γ(n) ,(4.399)
δ′1,1 ≤ 1− γ(n) .(4.400)
• max
M˜ ′0≤l≤M˜0
(
1
αl
)
≤ (lnn) 6κ ,(4.401)
max
M˜ ′0≤l≤M˜0
(
1
βl
)
≤ (lnn) 6κ .(4.402)
• M˜0 ≤ E(lnn)2,−M˜ ′0 ≤ E(lnn)2 .(4.403)
• Pour tout 0 ≤ i ≤ r − 1 :
ηi,i+1 ≥ γ(n) ,(4.404)
δi+1,i+1 ≥ γ(n) ,(4.405)
µi+1,0 ≥ γ(n) .(4.406)
• Pour tout 0 ≤ i ≤ r′ − 1 :
η′i,i+1 ≥ γ(n) ,(4.407)
δ′i+1,i+1 ≥ γ(n) ,(4.408)
µ′i+1,0 ≥ γ(n) .(4.409)
• r ≤ 2 (lnn)
1/2
(γ ln lnn)1/2
,(4.410)
r′ ≤ 2 (lnn)
1/2
(γ ln lnn)1/2
.(4.411)
• δr,r ≤ ln(q(n))
lnn
,(4.412)
δ′r′,r′ ≤
ln(q(n))
lnn
.(4.413)
M˜< ≥ m˜0 −
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn , M˜> ≤ m˜0 +
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn .(4.414)
où γ(n) = γ ln lnnlnn , E =
24R2|ln Rǫ |
σ2ǫ2 , q(n) = e
((100σ)2γE(ln lnn)3+1/2(lnn)3/2)
1/2
. On trouvera les définitions de
η.,., η
′
.,., δ
′
.,. et δ.,. en 4.263 (page 71), r et r
′ ont été définies au paragraphe 4.2.3, les points M˜ ′0, M˜
′
0 et m˜0 qui
forment la vallée minimale sont définis au paragraphe 4.2.2 enfin M˜> et M˜< sont définis en 4.382.
Proposition 4.3.11. Soit Gn = {ω ∈ Ω2, α(ω) est un ”bon” environement }. Supposons H.1, H.2 et soit κ ∈
]0, κ+[ tel que H.6 soit vérifiée, pour tout ǫ > 0 et tout γ > 0, il existe n0 ≡ n0(ǫ, σ, κ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel
que pour tout n > n0 :
Q [ω ∈ Ω2, ω ∈ Gn] ≥ 1− ǫ .(4.415)
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Preuve.
Il suffit de rassembler les résultats des propositions : 4.2.6, 4.2.14, 4.272, 4.359, 4.3.7, 4.3.8 du corollaire 4.410
et des lemmes 4.3.9 et 4.2.13, puis d’ajuster la constante : R = 1000. ¥
Par abus de langage on dira que α ∈ Gn, si α est un ”bon” environnement.
4.3.4 Variables aléatoires caractéristiques fonctions du potentiel Sn
On remarque que l’on peut exprimer le résultat du lemme 2.1.3 en fonction du potentiel aléatoire Sn :
Lemme 4.3.12. Soient a, x, b ∈ Z tels que a < x < b, pour tout α ∈ Ω2 on a :
Pαx [T
x
a > T
x
b ] =
∑x−1
i=a+1 exp
(
lnn
(
Sni − Sna
))
+ 1∑b−1
i=a+1 exp
(
lnn
(
Sni − Sna
))
+ 1
,(4.416)
Pαx [T
x
a < T
x
b ] =
∑b−1
i=x+1 exp
(
lnn
(
Sni − Snb
))
+ 1∑b−1
i=a+1 exp
(
lnn
(
Sni − Snb
))
+ 1
.(4.417)
Avec la construction que l’on a effectuée page 61 et les notations que l’on a adoptées page 71, on a :
Lemme 4.3.13. Soit n > 1, et soient m˜j ∈M0 et s˜i ∈M0, si 0 ≤ i < j ≤ r on a :
nδi,j ≤
s˜i∑
l=m˜j
exp
(
lnn
(
Snl − Snm˜j
))
≤ |mj − si|(lnn)2nδi,j ,(4.418)
avec δi,j = S
n
M˜i
− Snm˜j , si r ≥ i > j ≥ 0 on a :
nδj,j ≤
s˜i∑
l=m˜j
exp
(
lnn
(
Snl − Snm˜j
))
≤ |mj − si|(lnn)2nδj,j ,(4.419)
avec δj,j = S
n
M˜j
− Snm˜j .
Soient M˜j ∈M0 et s˜i ∈M0, si 0 ≤ i < j ≤ r on a :
nδj−1,j−1 ≤
s˜i∑
l=m˜j
exp
(
lnn
(
Snl − SnM˜j
))
≤ |Mj −Mi|(lnn)2nδj−1,j−1 ,(4.420)
avec δj−1,j−1 = SnM˜j−1 − S
n
m˜j−1 , si r ≥ i > j ≥ 0 on a :
nηj,i ≤
s˜i∑
l=m˜j
exp
(
lnn
(
Snl − SnM˜j
))
≤ |Mj −Mi|(lnn)2nηj,i ,(4.421)
avec ηj,i = S
n
M˜j
− Sn
M˜i
.
Soient M˜j ∈M0 et s˜i ∈M0, si 0 ≤ i+ 1 < j ≤ r on a :
nδj+1,j+1 ≤
s˜i∑
l=m˜j
exp
(
lnn
(
Snl − SnM˜j
))
≤ |Mj −mi|(lnn)2nδj+1,j+1 ,(4.422)
avec δj−1,j−1 = SnM˜j−1 − S
n
m˜j−1 , si r ≥ i > j ≥ 0 on a :
nηj,i ≤
s˜i∑
l=m˜j
exp
(
lnn
(
Snl − SnM˜j
))
≤ |Mj −mi|(lnn)2nηj,i .(4.423)
84
4.3. Propriétés de l’ensemble des "bons" environnements
Preuve.
Montrons 4.418, par construction de l’ensemble M0 on a : M˜r ≤ m˜r ≤ M˜r−1 ≤ · · · ≤ M˜1 ≤ m˜1 ≤ M˜0, et
Sn
M˜r
≤ Sn
M˜r−1
≤ · · · ≤ Sn
M˜0
. On en déduit que si on fixe m˜j ∈M0 (un minimisant) alors pour tout i < j tel que
s˜i ∈M0, on a :
s˜i ≥ M˜i , s˜i > m˜j ,(4.424)
max
M˜i≤m≤s˜i
(Snm) ≤ SnM˜i .(4.425)
De plus
max
m˜j≤m≤M˜i
(Snm) = S
n
M˜i
,(4.426)
on déduit de 4.425 et 4.426 que :
max
m˜j≤m≤s˜i
(Snm) = S
n
M˜i
.(4.427)
Ce qui donne :
δi,j ≡ SnM˜i − S
n
m˜j = maxm˜j≤m≤s˜i
(Snm)− Snm˜j ,(4.428)
on en déduit 4.418, les autres relations se déduisent par un raisonnement similaire. ¥
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Chapitre 5
Comportement sous-diffusif et analyse des
temps de retour au point m˜0
5.1 Comportement sous diffusif de la M.A.M.A. récurrente
L’objet de ce paragraphe est de montrer que la marche aléatoire en milieu aléatoire (Xn, n ∈ N) se comporte,
pour une échelle de temps donnée n, en (lnn)2. Plus précisément on montre qu’avec une probabilité proche de
un la M.A.M.A. reste prisonnière dans la vallée "minimale" {M˜ ′0, m˜0, M˜0} définie au paragraphe 4.2.2. Pour
établir ce résultat nous allons exploiter les résultats que l’on a obtenus pour la M.A.M.I (partie I chapitre 2)
ainsi que quelques propriétés de l’ensemble des "bons" environnements. (Définition 4.3.10).
On rappelle la définition de la v.a. :
Définition 5.1.1. Soient a et b dans Z, a 6= b, n ∈ N∗,
T ab =
{
inf{k ∈ N∗, Xk = b avec X0 = a},
+∞, si un tel k n’existe pas.(5.1)
Nous rappelons également, qu’afin d’alléger les notations, nous avons introduit dans le chapitre précédent la
notation suivante, soit a ∈ R :
a˜ = a(lnn)2(5.2)
On remarque qu’avec cette notation T a(lnn)
2
b(lnn)2 ≡ T a˜b˜ , de plus 0˜ ≡ 0.
Proposition 5.1.2. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 (cf. page 43) soit vérifiée, soit
{M˜ ′0, m˜0, M˜0} la vallée définie au paragraphe 4.2.2, pour tout ǫ > 0 et tout γ > 2 il existe n0 ≡ n0(ǫ, κ, C, σ, γ)
tel que pour tout n > n0 et tout milieu α ∈ Gn, on a :
Pα0
[
n⋃
m=0
{
Xm /∈
[
M˜ ′0, M˜0
]}]
≤ 2E
(lnn)γ−2
,(5.3)
de plus :
Pα0
[
n⋃
m=0
{
Xm /∈
[−E(lnn)2, E(lnn)2]}
]
≤ 2E
(lnn)γ−2
,(5.4)
avec Q [Gn] ≥ 1− ǫ, C = EQ [eκǫ0 ]∨EQ [e−κǫ0 ], E = 24R
2|ln ǫR |
σ2ǫ2 et R = 1000 (l’ensemble Gn est définie page 83).
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Pour la preuve de cette proposition, on montre que partant de 0 la probabilité de rencontrer m˜0 avant de toucher
l’un des deux points M˜ ′0− 1 ou M˜0 + 1 tend vers 1 (lemme 5.1.3) et que, partant de m˜0, la probabilité de sortir
de l’intervalle [M˜ ′0, M˜0] en un temps n tend vers 0 quand n tend vers l’infini (lemme 5.1.5).
On supposera m0 < 0, (les calculs sont similaires pour m0 ≥ 0).
Lemme 5.1.3. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, soit {M˜ ′0, m˜0, M˜0} la vallée
définie au paragraphe 4.2.2, pour tout ǫ > 0 et tout γ > 2 il existe n0 ≡ n0(ǫ, κ, C, σ, γ) tel que pour tout n > n0
et tout milieu α ∈ Gn, on a :
Pα0
[
T 0˜m˜0 ≥ T 0˜M˜0+1
]
≤ E
(lnn)γ−2
+O
(
1
n(lnn)γ
)
(5.5)
et Q [Gn] ≥ 1− ǫ, E = 24R
2| ln Rǫ |
σ2ǫ2 avec R = 1000 et C = EQ [e
κǫ0 ] ∨ EQ [e−κǫ0 ].
Preuve.
Montrons que la marche partant de 0 rencontre le point m˜0 avant de rencontrer le point M˜0 + 1 :
Soit n > 1, par le lemme 4.3.12 pour tout α ∈ Ω2 on a :
Pα0
[
T 0˜m˜0 ≥ T 0˜M˜0+1
]
=
∑−1
i=m˜0+1
exp
(
lnn
(
Sni − Snm˜0
))
+ 1∑M˜0
i=m˜0+1
exp
(
lnn
(
Sni − Snm˜0
))
+ 1
≤
|m0|(lnn)2 maxm˜0+1≤i≤−1
(
exp
(
lnn
(
Sni − Snm˜0
)))
+ 1∑M˜0
i=m˜0+1
exp
(
lnn
(
Sni − Snm˜0
)) ,
par 4.418, on a donc pour tout n > 1 et tout α ∈ Ω2 :
Pα0
[
T 0˜m˜0 ≥ T 0˜M˜0
]
≤
|m0|(lnn)2 maxm˜0+1≤i≤−1
(
exp
(
lnn
(
Sni − Snm˜0
)))
+ 1
exp
(
lnn
(
Sn
M˜0
− Snm˜0
))
=
|m0|(lnn)2
exp
(
lnn
(
Sn
M˜0
−maxm˜0+1≤i≤−1 (Sni )
)) +O( 1
n(lnn)γ
)
.
On rappelle que l’on a supposé m˜0 < 0, on en déduit, par la définition 4.3.10 de l’ensemble des "bons" envi-
ronnements, que pour tout ǫ > 0 et tout γ > 0 il existe n0 ≡ n0(ǫ, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout
n > n0, et tout α ∈ Gn, on a :
Sn
M˜0
− max
m˜0+1≤i≤−1
(Sni ) ≥
γ ln lnn
lnn
,(5.6)
|m0| ≤ E .(5.7)
avec E = 24R
2| ln Rǫ |
σ2ǫ2 , on prend γ > 2 on obtient pour tout n > n0 et tout α ∈ Gn :
Pα0
[
T 0˜m˜0 > T
0˜
M˜0
]
≤ E
(lnn)γ−2
+O
(
1
n(lnn)γ
)
.(5.8)
on obtient ainsi le lemme 5.1.3. ¥
Remarque 5.1.4. : par hypothèse M˜ ′0 < m˜0 < 0, ainsi
Pα
[
T 0˜m˜0 > T
0˜
M˜ ′0−1
]
= 0(5.9)
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Le lemme 5.1.5 suivant montre que partant de m˜0 avec une probabilité qui tend vers 1 quand n tend vers l’infini
le temps d’atteinte de l’un des deux points M˜ ′0 − 1 ou M˜0 + 1 est supérieur à n :
Lemme 5.1.5. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout ǫ > 0, tout γ > 0 il
existe n0 ≡ n0(ǫ, R, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout n > n0 :
Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
> n
]
≥ 1− 1
(lnn)γ
(5.10)
et Q [Gn] ≥ 1− ǫ, avec R = 1000 et C = EQ [eκǫ0 ] ∨ EQ [e−κǫ0 ]. En particulier :
Pαm˜0
[
T m˜0−[E(lnn)2]−1 ∧ T m˜0[E(lnn)2]+1 > n
]
≥ 1− 1
(lnn)γ
(5.11)
et Q [Gn] ≥ 1− ǫ avec E = 24R
2| ln Rǫ |
σ2ǫ2 .
Preuve.
Pour faire ce calcul, on va montrer que la marche aléatoire "préfère" visiter n fois le point m˜0 plutôt que de
dépasser les points M˜0 ou M˜ ′0.
Pour commencer, on rappelle la définition suivante :
T x→x1 ≡ T x→x =
{
inf{k ∈ N∗, Xk = x avec X0 = x},
+∞, si un tel k n’existe pas.(5.12)
T x→xi =
{
inf{k > Ti−1, Xk = x},
+∞, si un tel k n’existe pas . i ≥ 1 ,(5.13)
et on pose T x→x0 = 0. On notera τi = T
x→x
i − T x→xi−1 , pour tout i ≥ 1.
On introduit maintenant l’événement certain :
T m˜0→m˜0n =
n∑
i=1
τ m˜0→m˜0i > n ,(5.14)
on a τ m˜0→m˜0i ≥ 2 donc la probabilité de l’événement 5.14 est bien égale à un, on a donc :
Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
> n
]
= Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
> n,
n∑
i=1
τ m˜0→m˜0i > n
]
,(5.15)
On a : {
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
> n,
n∑
i=1
τ m˜0→m˜0i > n
}
(5.16)
=
{
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
>
n∑
i=1
τ m˜0→m˜0i > n
}⋃{
n < T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
<
n∑
i=1
τ m˜0→m˜0i
}
,
ainsi :
Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
> n
]
≥ Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
>
n∑
i=1
τ m˜0→m˜0i > n
]
= Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
>
n∑
i=1
τ m˜0→m˜0i ,
n∑
i=1
τ m˜0→m˜0i > n
]
(5.17)
= Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
>
n∑
i=1
τ m˜0→m˜0i
]
,(5.18)
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de plus on peut écrire 5.18 de la façon suivante :
Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
>
n∑
i=1
τ m˜0→m˜0i
]
= Pαm˜0
[
sup
{
Xm,
k∑
i=1
τ m˜0→m˜0i ≤ m ≤
k+1∑
i=1
τ m˜0→m˜0i
}
< M˜0 + 1,
inf
{
Xm,
k∑
i=1
τ m˜0→m˜0i ≤ m ≤
k+1∑
i=1
τ m˜0→m˜0i
}
> M˜ ′0 − 1 k = 0, . . . , n− 1
]
= Pαm˜0
[
τ m˜0→m˜01 ≤ T m˜0M˜ ′0−1 ∧ T
m˜0
M˜0+1
, . . . , τ m˜0→m˜0n ≤ Tm0M ′0−1 ∧ T
m˜0
M˜0+1
]
.
Or on sait par la propriété de Markov forte que la suite de variables (τm0→m0i )1≤i≤n est i.i.d. , on obtient donc :
Pαm˜0
(
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
> n
)
≥
(
Pα
[
T m˜0→m˜0 ≤ T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
])n
.(5.19)
On voudrait maintenant évaluer le terme obtenu en 5.19, pour cela on fait le calcul suivant :
Soit Pαa (T
x
a ∧ T xb < T x→x) la probabilité que partant de x la marche aléatoire touche a ou b avant de revenir à
x. On a pour a < x < b :
Pαa (T
x
a ∧ T xb < T x→x) = αxPαx+1(T x+1x > T x+1b ) + βxPαx−1[T x−1a < T x−1x ].(5.20)
On comprend bien 5.20 intuitivement, sinon on peut effectuer un calcul similaire à celui exposé pour obtenir
l’équation du système 2.17. Prenons x = m˜0, a = M˜ ′0 − 1 et b = M˜0 + 1, on obtient de 5.20 :
Pαm˜0
[
T m˜0→m˜0 < T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
]
= αm˜0P
α
m˜0+1
[
T m˜0+1
M˜0+1
< T m˜0+1m˜0
]
+ βm˜0P
α
m˜0−1
[
T m˜0−1
M˜ ′0−1
< T m˜0−1m˜0
]
.(5.21)
De 4.416 et 4.418 on obtient pour tout α ∈ Ω2 :
Pαm˜0+1
[
T m˜0+1
M˜0+1
< T m˜0+1m˜0
]
=
1∑M˜0
i=m˜0+1
exp
(
lnn
(
Sni − Snm˜0
))
+ 1
(5.22)
≤ exp(−δ0,0 lnn) .
Soient ǫ > 0 et γ > 0, par la propriété 4.394, il existe n0 ≡ n0(ǫ, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout
n > n0 et tout α ∈ Gn :
δ0,0 ≥ 1 + γ(n) ,(5.23)
où γ(n) = γ ln lnnlnn , donc pour tout n > n0 et tout α ∈ Gn :
Pαm˜0+1
[
T m˜0+1
M˜0+1
< T m˜0+1m˜0
]
≤ 1
n1+γ(n)
,(5.24)
de même de 4.417 et de 4.419 on obtient pour tout γ > 0, n > n0 et tout α ∈ Gn :
Pαm˜0−1
[
T m˜0−1
M˜ ′0−1
< T m˜0−1m˜0
]
≤ 1
n1+γ(n)
,(5.25)
on déduit de 5.21 et des estimations 5.24 et 5.25 que pour tout γ > 0, n > n0 et tout α ∈ Gn :
Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
< T m˜0→m˜0
]
≤ 1
n1+γ(n)
.(5.26)
En remplaçant 5.26 dans 5.19 et en utilisant que (1− x)n ≥ 1 − nx, pour tout 0 ≤ x ≤ 1 et tout n ≥ 1 on en
déduit que pour tout γ > 0, tout n > n0 et tout α ∈ Gn :
Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
> n
]
≥ 1− 1
nγ(n)
≡ 1− 1
(lnn)γ
.(5.27)
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ce qui termine la preuve du lemme 5.1.5. ¥
Preuve (Proposition 5.1.2).
En résumé on a donc (on rappelle que l’on a supposé m˜0 < 0), par la propriété de Markov forte et en utilisant
la remarque 5.1.4 :
Pα0
[
n⋂
k=0
{
Xm ∈
[
M˜ ′0, M˜0
]}]
≥ Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
> n
]
− Pα0
[
T 0˜m˜0 > T
0˜
M˜0+1
]
,(5.28)
En utilisant les lemme 5.1.3 et 5.1.5, on obtient donc que pour tout γ > 2 et tout ǫ > 0 il existe n0 ≡
n0(ǫ, R, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout n > n0 :
Pα0
[
n⋂
k=0
{
Xm ∈
[
M˜ ′0, M˜0
]}]
≥ 1− 2E
nγ−2
.(5.29)
ce qui termine la preuve de 5.3, on obtient 5.4 en utilisant la propriété 4.403 de l’ensemble des "bons" environ-
nements. ¥
On montre maintenant le lemme suivant qui sera utile pour montrer la localisation de la M.A.M.A. (dans le
chapitre suivant) :
Lemme 5.1.6. Supposons H.1, H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout ǫ > 0, tout γ > 0 il
existe n0 ≡ n0(ǫ, R, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout n > n0 :
Pαm˜0
[
T m˜0
m˜0−( 8 ln(q(n)γ lnn)σ )
2
ln lnn
∧ T m˜0
m˜0+( 8 ln(q(n)γ lnn)σ )
2
ln lnn
> q(n)
]
≥ 1− 1
(lnn)γ
(5.30)
et Q [Gn] ≥ 1− ǫ, où q(n) = e((100σ)
2γE(ln lnn)3+1/2(lnn)3/2)
1/2
et E =
24R2| ln Rǫ |
σ2ǫ2 .
Preuve.
On rappelle la définition des points M˜> et M˜< :
M˜< = sup
{
m ∈ Z, m < m˜0, Snm − Snm˜0 ≥
ln(q(n)γ lnn)
lnn
}
,(5.31)
M˜> = inf
{
m ∈ Z, m > m˜0, Snm − Snm˜0 ≥
ln(q(n)γ lnn)
lnn
}
.(5.32)
En suivant la démarche effectuée pour montrer le lemme 5.1.5, on obtient qu’il existe n1 ≡ n1(ǫ, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ)
tel que pour tout n > n1 :
Pαm˜0
[
T m˜0
M˜<−1 ∧ T
m˜0
M˜>+1
> q(n)
]
≥ 1− q(n)
n
ln(q(n)γ lnn)
lnn
≡ 1− 1
(lnn)γ
.(5.33)
de plus par la propriété 4.414 de l’ensemble des bons environnements, on sait que pour tout n > n1 et tout
α ∈ Gn on a aussi :
M˜< ≥ m˜0 −
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn et M˜> ≤ m˜0 +
(
8 ln(q(n)γ lnn)
σ
)2
ln lnn(5.34)
on en déduit le lemme. ¥
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5.2 Analyse du temps de retour T m˜0→m˜0
Dans ce paragraphe on s’intéresse au temps de retour, noté T m˜0→m˜0 , de la M.A.M.A. au minimisant de la vallée
{M˜ ′0, m˜0, M˜0} : m˜0. Comme on l’a vu (proposition 2.2.6), la M.A.M.A. sous H.1 est récurrente nulle P.p.s, en
particulier : Eαm˜0
[
T m˜0→m˜0
]
= ∞ Q.p.s. . On voudrait cependant avoir une borne supérieure de la probabilité :
Pαm˜0
[
T m˜0→m˜0 > k
]
(où k est un entier positif).
Dans tout ce paragraphe nous travaillerons à milieu fixé tout en ayant en tête le découpage en vallées effectué
dans le chapitre 4 :
Rappelons l’idée du découpage ordonné en vallées effectué au paragraphe 4.2.3 (page 61). On part de la vallée
"minimale" {M˜ ′0, m˜0, M˜0}, puis on construit pas à pas l’ensemble de maximisants et minimisantsM : on effectue
un premier raffinement à gauche et à droite de cette vallée on obtient quatre points : m˜′1, M˜
′
1, m˜1 et M˜1 on
ajoute ces points à l’ensemble M. Puis on effectue une opération similaire sur la vallée {M˜ ′1, m˜0, M˜1} et ainsi
de suite jusqu’à ce qu’on obtienne les points m˜′r′ et M˜
′
r′ à gauche de m˜0 et M˜r et m˜r à droite de m˜0 tels que :
m˜0 − M˜ ′r′−1 > lnbn et m˜0 − M˜ ′r′ ≤ lnbn ,(5.35)
M˜r−1 − m˜0 > lnbn et M˜r − m˜0 ≤ lnbn ,(5.36)
où pour n > 3, ǫ > 0 et γ > 0 fixés :
bn = [E(lnn)
3/2(γ ln lnn)1/2] + 1 ,(5.37)
kn =
E(lnn)2
bn
,(5.38)
ln = 1000σ
2(ln kn)
2 ,(5.39)
E =
24R2| ln Rǫ |
σ2ǫ2
.(5.40)
Il est donc clair que r et r′ sont des Q v.a. On renvoie le lecteur au chapitre précédent (paragraphe 4.2.3) pour
plus de détails. Par construction les points contenus dans M vérifient :
M˜ ′0 ≤ m˜′1 ≤ M˜ ′1 ≤ · · · ≤ m˜′r′ ≤ M˜ ′r′ ≤ m˜0 ≤ M˜r ≤ m˜r ≤ · · · ≤ M˜1 ≤ m˜1 ≤ M˜0 ,(5.41)
Sn
M˜ ′0
≥ Sn
M˜ ′1
≥ · · · ≥ Sn
M˜ ′
r′
et Sn
M˜0
≥ Sn
M˜1
≥ · · · ≥ Sn
M˜r
.(5.42)
On rappelle que l’on a adopté les notations suivantes :
Si 0 ≤ i, j ≤ r : Si 0 ≤ i, j ≤ r′ :
δi,j = S
n
M˜i
− Snm˜j , δ′i,j = SnM˜ ′i − S
n
m˜′j
,
ηi,j = S
n
M˜i
− Sn
M˜j
, η′i,j = S
n
M˜ ′i
− Sn
M˜ ′j
,
µi,j = S
n
m˜i
− Snm˜j . µ′i,j = Snm˜′i − S
n
m˜′j
.
(5.43)
5.2.1 Temps de retour à m˜0, (première méthode).
On commence par rappeler la définition 2.1.4 et le lemme 2.1.7 :
Définition 5.2.1. Soient x, a et b dans Z, tels que a < x < b :
T xa ∧ T xb = inf{m ∈ N∗, Xm = a ou Xm = b,X0 = x} .
Lemme 2.1.7 (rappel) Pour tout α ∈ Ω2, on a :
Eαa+1
[
T a+1a ∧ T a+1b
]
=
∑b−1
l=a+1
∑b−1
j=l
1
αl
Fn(j, l)∑b−1
j=a+1 Fn(j, a) + 1
,(5.44)
Eαx [T
x
a ∧ T xb ] = Eα
[
T a+1a ∧ T a+1b
]1 + x−1∑
j=a+1
Fn(j, a)

− a−1∑
l=a+1
a−1∑
j=l
1
αl
Fn(j, l) ,(5.45)
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où
Fn(j, l) = exp
(
lnn
(
Snj − Snl
))
.
Lemme 5.2.2. Pour tout α ∈ Ω2 et tout n > 1, on a :
1 ≤ Eαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
]
≤ Ci(lnn)4 , ∀i, 0 ≤ i ≤ r.(5.46)
1 ≤ Eαm˜0−1
[
T m˜0−1m˜0 ∧ T m˜0−1˜M ′i−1
]
≤ C ′i(lnn)4 , ∀i, 0 ≤ i ≤ r′.(5.47)
C ′i ≡ C ′i(α) = maxM˜ ′i≤l≤m˜0
(
1
βl
)
(M ′i −m0)2 et Ci ≡ Ci(α) = maxm˜0≤l≤M˜i
(
1
αl
)
(Mi −m0)2.
Preuve.
Soit 1 ≤ i ≤ r − 1, calculons Eαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
]
, par le lemme 2.1.7 on a :
Eαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
]
=
∑M˜i
l=m˜0+1
∑M˜i
j=l
1
αl
Fn(j, l)∑M˜i
j=m˜0+1
Fn(j, m˜0) + 1
.(5.48)
On a :
max
{m˜0+1≤l≤M˜i}

 M˜i∑
j=l
1
αl
Fn(j, l)

 ≤ max
m˜0≤l≤M˜i
(
1
αl
) M˜i∑
j=m˜0+1
Fn(j, m˜0) ,(5.49)
et
max
{m˜0+1≤j≤M˜i}
Fn(j, m˜0) = Fn(M˜i, m˜0) ,(5.50)
ainsi
M˜i∑
l=m˜0+1
M˜i∑
j=l
1
αl
Fn(j, l) ≤ Ci(lnn)4Fn(M˜i, m˜0) ≡ Ci(lnn)4nδi,0 .(5.51)
où Ci ≡ Ci(α) = (Mi −m0)2 maxM˜ ′i≤l≤m˜0
(
1
αl
)
.
Pour minimiser le dénominateur de 5.48 on remarque que :
M˜i∑
j=m˜0+1
Fn(j, m˜0) + 1 ≥ Fn(M˜i, m˜0) ≡ nδi,0 ,(5.52)
et donc par 5.51 et 5.52 :
Eαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
]
≤ Ci(lnn)4 .
De plus il faut au moins un pas à la marche pour passer de m˜0 + 1 à m˜0 donc Eα
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i
]
≥ 1. Un
calcul identique à celui-ci donne 5.47. ¥
On s’intéresse également au second moment :
Lemme 5.2.3. Pour tout α ∈ Ω2 et tout n > 1, on a :
Eαm˜0+1
[(
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
)2]
≤ Di(lnn)10n(δi+1,i+1−ηi,i+1)∨0, ∀i, 0 ≤ i ≤ r ,(5.53)
Eαm˜0−1
[(
T m˜0−1m˜0 ∧ T m˜0−1˜M ′i−1
)2]
≤ D′i(lnn)10n(δ
′
i+1,i+1−η′i,i+1)∨0, ∀i, 0 ≤ i ≤ r′ .(5.54)
D′i ≡ D′i(α) = |M ′i −m0|5
(
maxM˜ ′i≤l≤m˜0
(
1
βl
))2
et Di ≡ Di(α) = |Mi −m0|5
(
maxm˜0≤l≤M˜i
(
1
αl
))2
, voir aussi
5.43, pour les notations de : η′i,i+1, δ
′
i+1,i+1, ηi,i+1 et δi+1,i+1.
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Preuve.
Les preuves de 5.53 et de 5.54 étant identiques on montrera seulement 5.53.
D’après le lemme 2.1.6 (en prenant l = 2), et en posant, vm = Eαm
[
(Tma ∧ Tmb )2
]
et um = Eαm [T
m
a ∧ Tmb ], on a :
vm = αmvm+1 + βmvm−1 + 2 (αmum−1 + βmum−1) + 1 .(5.55)
De plus toujours par le lemme 2.1.6 (en prenant l = 1), on a :
2 (αmum−1 + βmum−1) = 2(um − 1) ,(5.56)
ainsi, on doit résoudre l’équation :
vm = αmvm+1 + βmvm−1 + 2(um − 1) + 1 .(5.57)
avec va = vb = ua = ub = 0. On utilise la même méthode que pour le premier moment (voir la preuve du lemme
2.1.7), l’équation 5.57 est équivalente à :
vm+1 − vm = βm
αm
(vm − vm−1)− 2um
αm
+
1
αm
(5.58)
=
βm
αm
(
βm−1
αm−1
(vm−1 − vm−2) + 1
αm−1
(1− 2um−1)
)
+
1
αm
(1− 2um) ,(5.59)
en itérant cette dernière opération et en utilisant le fait que va = ua = 0, on obtient :
vm+1 − vm = 1− 2um
αm
+
1− 2um−1
αm−1
βm
αm
+ · · ·+ 1− 2ua+1
αa+1
βa+2
αa+2
. . .
βm
αm
m∏
i=a+1
βi
αi
va+1 .(5.60)
En sommant cette dernière égalité pour a− 1 ≤ m ≤ b− 1 et en utilisant que vb = 0 , on obtient :
−va+1 = −
b−1∑
l=a+1
l∑
j=a+1
2ul − 1
αl
Fn(j, l) +
b−1∑
j=a+1
Fn(j, a)va+1 ,(5.61)
avec Fn(j, a) = exp
(
lnn(Snj − Sna )
)
. On obtient donc :
va+1 =
∑b−1
l=a+1
∑l
j=a+1
2ul−1
αl
Fn(j, l)∑b−1
j=a+1 Fn(j, a) + 1
.(5.62)
On rappelle que :
va+1 = E
α
a
[(
T aa+1 ∧ T ab
)2]
,(5.63)
ul = E
α
l
[
T la+1 ∧ T lb
]
.(5.64)
dans notre cas on prend : a = m˜0 et b = M˜i + 1, on a donc :
Eαm˜0
[(
T m˜0m˜0+1 ∧ T m˜0M˜i+1
)2]
=
∑M˜i
l=m˜0+1
∑l
j=m˜0+1
2ul−1
αl
Fn(j, l)∑M˜i
j=m˜0+1
Fn(j, m˜0) + 1
,(5.65)
avec (lemme 2.1.7) :
ul = um˜0

1 + l−1∑
j=m˜0+1
Fn(j, m˜0)

− l−1∑
k=m˜0+1
l−1∑
j=k
1
αl
Fn(j, k) ,(5.66)
um˜0 =
∑M˜i
l=m˜0+1
∑M˜i
j=l
1
αl
Fn(j, l)∑M˜i
j=m˜0+1
Fn(j, m˜0) + 1
.(5.67)
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On veut majorer 5.65, pour ça on doit majorer 5.66 et donc 5.67, d’après le lemme 5.2.2 en prenant Ci ≡
Ci(α) = maxm˜0≤l≤M˜i
(
1
αl
)
(Mi −m0)2 on a :
um˜0 ≤ Ci(lnn)4 ,(5.68)
on en déduit :
ul ≤ Ci(lnn)4

1 + l−1∑
j=m˜0+1
Fn(j, m˜0)

 .(5.69)
Pour le numérateur de 5.65 on a par 5.69 :
M˜i∑
l=m˜0+1
l∑
j=m˜0+1
2ul − 1
αl
Fn(j, l) ,
≤ 2Ci(lnn)4
M˜i∑
l=m˜0+1
l∑
j=m˜0+1
(
1 +
∑l−1
i=m˜0+1
Fn(i, m˜0)
)
αl
Fn(j, l) .(5.70)
Considérons maintenant le premier raffinement du couple {m˜0, M˜i}, notons m˜i+1 le minimisant obtenu et M˜i+1
le maximisant, on a (voir figure 5.1) :
M˜i∑
l=m˜0+1
l∑
j=m˜0+1
(
1 +
∑l−1
i=m˜0+1
Fn(i, m˜0)
)
αl
Fn(j, l)
≤ |Mi −m0|
3(lnn)6
2
max
m˜0≤l≤M˜i
(
1
αl
)
n(S
n(M˜i)−Sn(m˜0))∨(Sn(M˜i+1)−Sn(m˜0)+Sn(M˜i+1)−Sn(m˜i+1))
≡ |Mi −m0|
3(lnn)6
2
max
m˜0≤l≤M˜i
(
1
αl
)
n(δi,0)∨(δi+1,0+δi+1,i+1) ,(5.71)
par 5.70 et 5.71 on a donc :
M˜i∑
l=m˜0+1
l∑
j=m˜0+1
2ul − 1
αl
Fn(j, l) ≤ Di(lnn)10n(δi,0)∨(δi+1,0+δi+1,i+1) ,(5.72)
où Di = |Mi−m0|5
(
maxm˜0≤l≤M˜i
(
1
αl
))2
. Pour le dénominateur de 5.65, comme on l’a déjà vu, (lemme 5.2.2)
il vérifie :
M˜i∑
j=m˜0+1
Fn(j, m˜0) ≥ nδi,0 .(5.73)
En remplaçant 5.72 et 5.73 dans 5.65 on obtient 5.53. ¥
Montrons maintenant la proposition suivante :
Proposition 5.2.4. Pour tout α ∈ Ω2, tout n > 1 et tout q > 0 on a :
Pαm˜0
[
T m˜0→m˜0 > q + 1
] ≤ (Ci + C ′i′)(lnn)4
q
+
1
n
δ′
i′,0
+
1
nδi,0
, ∀i 0 ≤ i ≤ r, ∀i′ 0 ≤ i′ ≤ r′ .(5.74)
Pαm˜0+1
[
T m˜0+1m˜0 > q
] ≤ Di(lnn)10n(δi+1,i+1−ηi,i+1)∨0
q2
+
1
nδi,0
, ∀i 0 ≤ i ≤ r .(5.75)
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t ∈ R
m˜i
Snt
M˜i
Cas : ηi,i+1 < δi+1,i+1
m˜i+1
ηi,i+1
t ∈ R
Snt
m˜i+1
ηi,i+1
δi+1,i+1
Cas : ηi,i+1 > δi+1,i+1
M˜i
m˜i
µi+1,i
µi+1,i
M˜i + 1
δi,iδi+1,i+1δi,i
M˜i+1
Fig. 5.1 –
Et
Pαm˜0−1
[
T m˜0−1m˜0 > q
] ≤ D′i(lnn)10n(δ′i+1,i+1−η′i,i+1)∨0
q2
+
1
nδ
′
i,0
∀i 0 ≤ i ≤ r′ .(5.76)
Ci = |Mi −m0|2 maxm˜0≤l≤M˜i
(
1
αl
)
, C ′i′ = |M ′i′ −m0|2 maxM˜ ′
i′≤l≤m˜0
(
1
βl
)
Di = |Mi−m0|5
(
maxm˜0≤l≤M˜i
(
1
αl
))2
, D′i = |M ′i −m0|5
(
maxM˜ ′i≤l≤m˜0
(
1
βl
))2
, voir aussi 5.43 (page 92) pour
les notations de : δ′i,0, η
′
i,i+1, δ
′
i+1,i+1, δi,0, ηi,i+1 et δi+1,i+1.
Une remarque avant d’effectuer la preuve de cette proposition :
Remarque 5.2.5. 5.75 n’implique pas que Pαm˜0+1
[
T m˜0+1m˜0 > q
]
soit sommable en q, en effet malgré la présence
de 1q2 , il reste une masse indépendante de q :
1
nδi,0
, ce résultat n’est donc pas en contradiction avec le fait que
la M.A.M.A. sous H.1 soit récurrente nulle (proposition 2.2.6), une remarque similaire est vraie pour 5.76. On
remarque également que 5.75 et 5.76 implique que pour tout 0 ≤ i ≤ r et tout 0 ≤ i′ ≤ r′ :
Pαm˜0
[
T m˜0→m˜0 > q + 1
]
≤ Di(lnn)
10n(δi+1,i+1−ηi,i+1)∨0
q2
+ +
D′i(lnn)
10n(δ
′
i′+1,i′+1−η′i′,i′+1)∨0
q2
+
1
nδi,0
+
1
n
δ′
i′,0
,(5.77)
on remarque alors que les masses (indépendantes de q) sont identiques pour les estimations 5.74 et 5.77. On voit
également que 5.77 a un meilleur comportement en q que 5.74 mais cependant a un moins bon comportement
en n. Nous verrons dans le prochain chapitre que cette proposition est un des résultats clé de notre preuve de
la localisation.
Montrons maintenant cette proposition :
Preuve (Proposition 5.2.4).
Soit q ∈ N∗ on a :
Pαm˜0
[
T m˜0→m˜0 > q + 1
]
= αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 > q
]
+ βm˜0P
α
m˜0−1
[
T m˜0−1m˜0 > q
]
(5.78)
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Estimons Pαm˜0+1
[
T m˜0+1m˜0 > q
]
, soit 0 ≤ i ≤ r, on remarque que :{
T m˜0+1m˜0 > q
}
=
{
T m˜0+1m˜0 > q
}⋂[{
T m˜0+1m˜0 ≤ T m˜0+1M˜i+1
}⋃{
T m˜0+1
M˜i+1
< T m˜0+1m˜0
}]
(5.79)
=
{
T m˜0+1m˜0 > q, T
m˜0+1
m˜0
≤ T m˜0+1
M˜i+1
}⋃{
T m˜0+1m˜0 > q, T
m˜0+1
M˜i+1
< T m˜0+1m˜0
}
(5.80)
⊆
{
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1 > q
}⋃{
T m˜0+1
M˜i+1
< T m˜0+1m˜0
}
,(5.81)
on en déduit :
Pαm˜0
[
T m˜0+1m˜0 > q
] ≤ Pαm˜0+1 [T m˜0+1m˜0 ∧ T m˜0+1M˜i+1 > q
]
+ Pαm˜0+1
[
T m˜0+1m˜0 > T
m˜0+1
M˜i+1
]
.(5.82)
On estime maintenant chacun des deux termes de la somme précédente. Par 4.417 et 4.418, en posant δi,0 =
Sn
M˜i
− Snm˜0 on obtient :
Pαm˜0+1
[
T m˜0+1m˜0 > T
m˜0+1
M˜i+1
]
≤ 1
nδi,0
.(5.83)
Par l’inégalité de Markov on a :
Pαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1 > q
]
≤
Eαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
]
q
,(5.84)
par le lemme 5.2.2 on obtient :
Pαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1 > q
]
≤ Ci(lnn)
4
q
,(5.85)
où Ci = |Mi −m0|2 maxm˜0≤l≤M˜i
(
1
αl
)
, en remplaçant les estimations 5.85 et 5.83 dans 5.82 on obtient :
Pαm˜0+1
[
T m˜0+1m˜0 > q
] ≤ 1
nδi,0
+
Ci(lnn)
4
q
,(5.86)
par un calcul identique pour tout i′, 0 ≤ i′ ≤ r
Pαm˜0−1
[
T m˜0−1m˜0 > q
] ≤ 1
n
δ′
i′,0
+
C ′i′(lnn)
4
q
,(5.87)
où C ′i′ = |M ′i′ −m0|2 maxM˜ ′
i′≤l≤m˜0
(
1
βl
)
. On obtient 5.74 en remplaçant 5.87 et 5.86 dans 5.78. Pour obtenir
5.75, on procède de la même façon en utilisant le second moment plutôt que le premier pour l’inégalité de
Markov en 5.84, et on utilise l’estimation 5.53 du lemme 5.2.3 (on effectue des calculs identiques pour obtenir
5.76). ¥
5.2.2 Temps de retour à m˜0, (deuxième méthode)
Dans ce paragraphe on donne d’autres estimations des probabilités de la proposition 5.2.4. On a besoin, pour
cela, de majorer le premier et second moment des temps locaux définis ci-dessous. Pour tout 0 ≤ i ≤ r et tout
m˜0 + 1 ≤ k˜ ≤ M˜i :
L
(
k˜, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
)
=
T
m˜0+1
m˜0
∧T m˜0+1
M˜i+1∑
l=1
I{Xl=k˜} ,(5.88)
Pour tout 0 ≤ i ≤ r′ et tout M˜ ′i ≤ k˜ ≤ m˜0 − 1 ,
L
(
k˜, T m˜0−1m˜0 ∧ T m˜0−1M˜ ′i−1
)
=
T
m˜0−1
m˜0
∧T m˜0−1
M˜′
i
−1∑
l=1
I{Xl=k˜} .(5.89)
On montre maintenant le lemme suivant :
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Lemme 5.2.6. Pour tout α ∈ Ω2, tout n > 1, tout 0 ≤ i ≤ r et tout m˜0 + 1 < k˜ ≤ M˜i, on a :
Eαm˜0+1
[
L
(
k˜, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
)]
≤ |m0 −Mi|(lnn)
2
βk˜n
∆k˜,m˜0
(5.90)
Eαm˜0+1
[(
L
(
k˜, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
))2]
,
≤ (lnn)
4|Mi −m0|2
βk˜n
∆k˜,m˜0

 1
αk˜
n
∆
M˜i,k˜
+
βk˜
n
∆{m˜0+1,k˜−1},k˜
+O
(
1
(lnn)2
) ,(5.91)
où ∆a,b = S
n
a − Snb et ∆{a,b},c = maxa≤j≤b
(
Snj
)− Snc , si k˜ = m˜0 + 1 :
Eαm˜0+1
[
L
(
k˜, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
)]
≤ 1
βm˜0+1
,(5.92)
Eαm˜0+1
[(
L
(
k˜, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
))2]
≤ 1
(βm˜0+1)
2
.(5.93)
Pour tout α ∈ Ω2 tout n > 1, tout 0 ≤ i ≤ r′ et tout M˜ ′i + 1 ≤ k˜ < m˜0 − 1 on a :
Eαm˜0−1
[
L
(
k˜, T m˜0−1m˜0 ∧ T m˜0−1M˜ ′i−1
)]
≤ |M
′
i −m0|(lnn)2
αk˜n
∆k˜,m˜0
,(5.94)
Eαm˜0−1
[(
L
(
k˜, T m˜0−1m˜0 ∧ T m˜0−1M˜ ′i−1
))2]
≤ (lnn)
4|M ′i −m0|2
αk˜n
∆k˜,m˜0

 1
βk˜
n
∆
M˜′
i
,k˜
+
αk˜
n
∆{k˜+1,m˜0−1},k˜
+O
(
1
(lnn)2
) ,(5.95)
si k˜ = m˜0 − 1 on a :
Eαm˜0−1
[
L
(
k˜, T m˜0−1m˜0 ∧ T m˜0−1M˜ ′i−1
)]
≤ 1
αm˜0−1
,(5.96)
Eαm˜0−1
[(
L
(
k˜, T m˜0−1m˜0 ∧ T m˜0−1M˜ ′i−1
))2]
≤ 1
(αm˜0−1)2
.(5.97)
Preuve.
Soient n > 1, 0 ≤ i ≤ r et m˜0 +1 < k˜ ≤ M˜i , On utilise le lemme 2.1.10 (en prenant, q = 0, a = m˜0, m = m˜0 +1
et b = M˜i + 1), pour tout α ∈ Ω2 on a :
Eαm˜0+1
[
L
(
k˜, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
)]
=
Pαm˜0+1
[
T m˜0+1
k˜
< T m˜0+1m˜0
]
αk˜P
α
k˜+1
[
T k˜+1
k˜
> T k˜+1
M˜i+1
]
+ βk˜P
α
k˜−1
[
T k˜−1
k˜
> T k˜−1m˜0
] ,(5.98)
on a par 4.416 :
Pα
k˜+1
[
T k˜+1
k˜
> T k˜+1
M˜i+1
]
=
1∑M˜i
i=k˜+1
exp
(
lnn
(
Sni − Snk˜
))
+ 1
(5.99)
≥ 1
(lnn)2 |Mi − k| exp
(
lnn
(
Sn
M˜i
− Sn
k˜
)) ,(5.100)
de même :
Pαm˜0+1
[
T m˜0+1
k˜
< T m˜0+1m˜0
]
=
1∑k˜−1
i=m˜0+1
exp
(
lnn
(
Sni − Snm˜0
))
+ 1
(5.101)
≤ 1
exp
(
lnn
(
maxm˜0+1≤i≤k˜−1 S
n
i − Snm˜0
)) ,(5.102)
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par 4.417
Pα
k˜−1
[
T k˜−1
k˜
> T k˜−1m˜0
]
=
1∑k˜−1
i=m˜0+1
exp
(
lnn
(
Sni − Snk˜
))
+ 1
(5.103)
≥ 1
(lnn)2 |k −m0| exp
(
lnn
(
maxm˜0+1≤i≤k˜−1 S
n
i − Snk˜
)) ,(5.104)
en remplaçant 5.100, 5.102 et 5.104 dans 5.98 on obtient :
Eαm˜0+1
[
L
(
k˜, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
)]
(5.105)
≤ (lnn)
2|Mi −m0|
exp
(
lnn
(
Sn
k˜
− Snm˜0
)) 1
αk˜ exp
(
lnn
(
maxm˜0+1≤i≤k˜+1 S
n
i − SnM˜i
))
+ βk˜
(5.106)
≤ (lnn)
2|Mi −m0|
βk˜n
∆k˜,m˜0
,(5.107)
ce qui donne 5.90. On prend maintenant q = 1 dans le lemme 2.1.10 on obtient :
Eαm˜0+1
[(
L
(
k˜, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
))2]
=
Pαm˜0+1
[
T m˜0+1
k˜
< T m˜0+1
M˜i+1
]
(
αk˜P
α
k˜+1
[
T k˜+1
k˜
> T k˜+1
M˜i+1
]
+ βk˜P
α
k˜−1
[
T k˜−1
k˜
> T k˜−1m˜0
])2 + P
α
m˜0+1
[
T m˜0+1
k˜
< T m˜0+1
M˜i+1
]
αk˜P
α
k˜+1
[
T k˜+1
k˜
> T k˜+1
M˜i+1
]
+ βk˜P
α
k˜−1
[
T k˜−1
k˜
> T k˜−1m˜0
]
≤ (lnn)
4|Mi −m0|2
exp
(
lnn
(
Sn
k˜
− Snm˜0
)) 1
βk˜

 1αk˜
exp
(
lnn(SM˜i
−Sk˜)
) + βk˜
exp
(
lnn(maxm˜0+1≤i≤k˜−1 S
n
i −Sk˜)
) +O
(
1
(lnn)2
) ,
ce qui donne 5.91. On effectue les mêmes calculs pour obtenir les autres estimations du lemme. ¥
Avec les calculs que l’on vient de faire nous pouvons maintenant écrire une autre version de la proposition 5.2.4 :
Proposition 5.2.7. Pour tout α ∈ Ω2, tout n > 1 et tout q > 0, on a :
Pαm˜0
[
T m˜0→m˜0 > q + 1
] ≤ (Ei + E′i′)(lnn)4
q
+
1
n
δ′
i′,0
+
1
nδi,0
, ∀i 0 ≤ i ≤ r, ∀i′ 0 ≤ i′ ≤ r′,(5.108)
Pαm˜0+1
[
T m˜0+1m˜0 > q
] ≤ Fi(lnn)8n(δi,i+1−µi+1,0)∧(δi,i−µi+1,0)
q2
+
1
nδi,0
, ∀i 0 ≤ i ≤ r,(5.109)
et
Pαm˜0−1
[
T m˜0−1m˜0 > q
] ≤ F ′i (lnn)8n(δ
′
i,i+1−µ′i+1,0)∧(δ′i,i−µ′i+1,0)
q2
+
1
nδ
′
i,0
, ∀ 0 ≤ i ≤ r′.(5.110)
Ei = |Mi −m0|2 maxm˜0+1≤l≤M˜i
(
1
βl
)
, E′i′ |M ′i −m0|2 maxM˜ ′i≤l≤m˜0−1
(
1
αl
)
,
Fi = |Mi −m0|4
(
maxm˜0+1≤l≤M˜i
(
1
βl∧αl
))2
, F ′i = |M ′i −m0|4
(
maxM˜ ′i≤l≤m˜0−1,
(
1
βl∧αl
))2
voir également 5.43 pour les notations de δi,i+1, δ
′
i,i+1, δi,i, δ
′
i,i, µi+1,0 et µ
′
i+1,0.
Preuve.
Soit q ∈ N tel que q > 1, on a :
Pαm˜0
[
T m˜0→m˜0 > q + 1
]
= αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 > q
]
+ βm˜0P
α
m˜0−1
[
T m˜0−1m˜0 > q
]
.(5.111)
99
Chapitre 5. Comportement sous-diffusif et analyse des temps de retour au point m˜0
On estime le premier terme du membre de droite de cette égalité de la même façon que dans la première méthode
(voir équations 5.82 et 5.83), on obtient pour tout 0 ≤ i ≤ r :
Pαm˜0+1
[
T m˜0+1m˜0 > q
] ≤ Pαm˜0+1 [T m˜0+1m˜0 ∧ T m˜0+1M˜i+1 > q
]
+
1
nδi,0
.(5.112)
On fait maintenant la remarque suivante :
{
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1 > q
}
=


M˜i∑
k=m˜0+1
L
(
k, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
)
+ 1 > q

 ,(5.113)
le "+1" (devant > q) correspond au dernier saut qu’effectue la marche pour atteindre M˜i + 1 ou m˜0. Pour
obtenir 5.108 on utilise l’inégalité de Markov ainsi que les estimations 5.90 et 5.92 on obtient pour tout q > 1
et 0 ≤ i ≤ r :
Pαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1 > q
]
≤ 1
βm˜0+1
1
q
+
1
q
M˜i∑
k=m˜0+2
|m0 − k|(lnn)2
βkn
Sn
k˜
−Snm˜0
(5.114)
≤ (lnn)
4Ci
q
.(5.115)
En remplaçant 5.115 dans 5.112, puis en faisant un calcul identique pour Pαm˜0−1
[
T m˜0−1m˜0 > q
]
on obtient 5.108
par 5.111. Montrons maintenant 5.109, il suffit d’appliquer l’inégalité de Tchebichev :
Pαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1 > q
]
≡ Pαm˜0+1
[
T m˜0+1m˜0 ∧ T m˜0+1M˜i+1 ≥ q + 1
]
≤ 1
q2
M˜i∑
k=m˜0+1
M˜i∑
l=m˜0+1
Eαm˜0+1
[
L
(
k, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
)
L
(
l, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
)]
≤ 1
q2
M˜i∑
k=m˜0+1
(
Eαm˜0+1
[(
L
(
k, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
))2])1/2
(5.116)
×
M˜i∑
l=m˜0+1
(
Eαm˜0+1
[(
L
(
l, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
))2])1/2
≤ |Mi −m0|
2(lnn)4
q2
max
m˜0+1≤k≤M˜i
(
Eαm˜0+1
[(
L
(
k, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
))2])
,(5.117)
où la seconde inégalité a été obtenue par l’inégalité de Cauchy-Schwarz, par 5.91, 5.93 et en utilisant la figure
5.1, on obtient :
max
m˜0+1≤k≤M˜i
(
Eαm˜0+1
[(
L
(
k, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
))2])
(5.118)
≤ (lnn)
4|Mi −m0|2
n
Snm˜i+1
−Snm˜0
max
m˜0+1≤l≤M˜i
(
1
βl ∧ αl
)2 1
1
n
Sn
M˜i
−Sn
m˜i+1
+ 1
n
Sn
M˜i+1
−Sn
m˜i+1
+O
(
1
(lnn)2
) ,(5.119)
où m˜i+1 et M˜i+1 sont obtenus par raffinement de {m˜0, M˜i}, ainsi :
max
m˜0+1≤k≤M˜i
(
Eαm˜0+1
[(
L
(
k, T m˜0+1m˜0 ∧ T m˜0+1M˜i+1
))2])
(5.120)
≤ (lnn)4|Mi −m0|2n(δi,i+1−µi+1,0)∧(δi,i−µi+1,0) max
m˜0+1≤l≤M˜i
(
1
βl ∧ αl
)2
,(5.121)
voir 5.43 pour les notations, en remplaçant 5.121 dans 5.117 puis le résultat obtenu dans 5.112 on obtient 5.109,
un calcul identique donne 5.110. ¥
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5.2.3 A propos de ces deux méthodes et de l’hypothèse H.6
Comparons les résultats obtenus dans les propositions 5.2.4 et 5.2.7. On remarque que ces deux méthodes de
calculs donnent des résultats sensiblement différents. Nous voudrions, cependant, faire remarquer les points
suivants :
• Étant donné que les deux méthodes commencent par le même calcul ("symétrisation") on trouve de part et
d’autre les mêmes masses de probabilité indépendantes de q.
• Le second point commun est la présence des Q v.a. δ.,. et δ′.,. qui produisent un effet négatif pour la majoration
des probabilités dans les deux méthodes.
• Enfin, on remarque que les variables aléatoires : maxa˜≤l≤b˜
(
1
βl
)
et maxa˜≤l≤b˜
(
1
αl
)
apparaissent également
dans les deux méthodes de calculs. Nous remarquons, pour ce dernier point, que grâce à l’hypothèse H.6 on
contrôle assez bien ces v.a., en effet par les propriétés 4.401 et 4.402 de l’ensemble des bons environnements on
sait pour ǫ > 0 fixé qu’il existe n0 tel que pour tout n > n0 et tout α ∈ Gn :
max
M˜ ′0≤l≤m˜0−1
(
1
αl
)
≤ (lnn) 6κ ,(5.122)
max
m˜0+1≤l≤M˜0
(
1
βl
)
≤ (lnn) 6κ ,(5.123)
avec Q [Gn] = 1− ǫ, κ ∈]0, κ+[ tel que H.6 soit vérifiée.
Pour la preuve de la localisation que nous présentons dans le chapitre suivant, nous aurons besoin des estimations
données par l’une de ces deux propositions. Nous avons choisi la première méthode car elle donne des estimations
simples.
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Chapitre 6
Preuves du théorème de Localisation
Dans ce chapitre on commence par présenter une preuve de la localisation de la marche sous les hypothèses
H.1 H.2 et H.6. Cette preuve est basée sur le découpage "ordonné" en vallées décrit au chapitre 4. Grâce à
ce découpage on montre qu’il n’existe pas d’échelle de temps, assez grande, comprise entre 0 et n telle que la
M.A.M.A. ne revienne pas au minimisant m˜0. On énonce ensuite le théorème de Y. Sinai tel qu’il le donne dans
[92], puis on détaille la démarche qu’il utilise sous les hypothèses H.1, H.2 et H.3 pour montrer son résultat.
Dans le troisième paragraphe on expose la méthode de la preuve de H. Kesten qui donne la distribution limite
de la M.A.M.A. .
6.1 Preuve par analyse des temps de retour
On montre dans cette section le théorème suivant :
Théorème 6.1.1. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout ǫ > 0, il existe
n0 ≡ n0(ǫ, κ, σ,E
[|ǫ0|3] ,E [ǫ40] , C) tel que pour tout n > n0 et tout milieu α ∈ Gn :
Pα0
[∣∣∣∣ Xnln2 n −m0
∣∣∣∣ >
(G(ln lnn)9
lnn
)1/2]
≤ 4E
5
(γ0 lnn ln lnn)1/2
,(6.1)
avec Q [Gn] ≥ 1− ǫ. G = (γ0(1000)2E)2, E = 24R
2|ln ǫR |
σ2ǫ2 , R = 1000, γ0 =
12
κ + 11, C = EQ [e
κǫ0 ] ∨ EQ [e−κǫ0 ].
Preuve.
Le schéma de la preuve est le suivant : on montre (avec une probabilité qui tend vers un) que la M.A.M.A
(Xk)1≤k≤n atteint m˜0 en un temps ≤ n puis qu’il n’existe pas d’instant 1 ≤ k ≤ n − q (q ≡ q(n) << n) tel
que la M.A.M.A. ne retourne pas à m˜0 (proposition 6.1.2). On montre ensuite que partant de m˜0, en un temps
inférieur à n − (n − q) = q la M.A.M.A ne peut pas s’échapper d’une petite région autour de m˜0 (proposition
6.1.6) .
Pour effectuer les calculs on travaille sous la mesure de probabilité Pα, puis on estime les probabilités obtenus
en prenant α dans l’ensemble des "bons" environnements Gn (défini page 83).
On rappelle les notations suivantes : a˜ = a(lnn)2 ainsi T a(lnn)
2
b(lnn)2 ≡ T a˜b˜ , et 0˜ ≡ 0. On rappelle aussi que
Pα [.|X0 = 0] ≡ Pα0 [.].
On introduit l’événement suivant, soit n > 1 et 1 ≤ q ≤ n :
Aq =
⋃
n−q≤k≤n
{Xk = m˜0} .(6.2)
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Soit δq > 0, on a :
Pα0
[∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq
]
= Pα0
[∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq, Aq
]
+ Pα0
[∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq, Acq
]
(6.3)
≤ Pα0
[∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq, Aq
]
+ Pα0
[Acq] .(6.4)
On va estimer chacune des probabilités du membre de droite de 6.4 dans les propositions 6.1.2 et 6.1.6.
Proposition 6.1.2. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout ǫ > 0, tout
γ ≥ 12κ + 10 + 1/2, il existe n′0 ≡ n′0(ǫ, κ, γ, σ,E
[|ǫ0|3c] ,E [ǫ40] , C) tel que pour tout n > n′0 et tout milieu
α ∈ Gn, on a :
Pα0
[Acq0] ≤ 2E5(γ ln lnn)1/2(lnn)γ−( 12κ +10+1/2) +O
(
1
(lnn)γ−(6/κ+6)
)
,(6.5)
avec Q [Gn] ≥ 1 − ǫ, où q0 =
[
e((100σ)
2γE(ln lnn)3+1/2(lnn)3/2)
1/2]
, E =
24R2| ln Rǫ |
σ2ǫ2 , R = 1000 et C = EQ [e
κǫ0 ] ∨
EQ [e−κǫ0 ].
Preuve.
Pour montrer cette proposition on commence par remarquer que pour tout n > 1 et tout 1 ≤ q ≤ n :
Pα0
[Acq] = Pα0 [Acq, T 0m˜0 > n]+ Pα0 [Acq, T 0m˜0 ≤ n](6.6)
≤ Pα0
[
T 0m˜0 > n
]
+ Pα0
[Acq, T 0m˜0 ≤ n] .(6.7)
On va maintenant estimer chacun des deux termes de la somme précédente, le premier dans le lemme 6.1.3 le
second dans le lemme 6.1.4 :
Lemme 6.1.3. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout ǫ > 0, tout γ > 6κ +4,
il existe n′1 ≡ n′1(ǫ, κ, γ, σ,E
[|ǫ0|3c] ,E [ǫ40] , C) tel que pour tout n > n′1 et tout milieu α ∈ Gn, on a :
Pα0
[
T 0m˜0 > n
] ≤ 5E2
(lnn)γ−(
6
κ+4)
.(6.8)
avec Q [G′n] ≥ 1− ǫ. E = 24R
2| ln Rǫ |
σ2ǫ2 , R = 1000.
Preuve.
On considère la plus petite vallée {M˜ ′0, m˜0, M˜0} de profondeur supérieure à 1 contenant le point 0, on supposera
m˜0 > 0 ( les calculs sont similaires si m˜0 ≤ 0). On a :
Pα0
[
T 0m˜0 > n
] ≤ Pα0 [T 0m˜0 ∧ T 0M˜ ′0−1 > n
]
+ Pα0
[
T 0
M˜ ′0−1
< T 0m˜0
]
.(6.9)
En effet : {
T 0m˜0 > n
}
=
{
T 0m˜0 > n
}⋂[{
T 0m˜0 ≤ T 0M˜ ′0−1
}⋃{
T 0
M˜ ′0−1
< T 0m˜0
}]
(6.10)
=
{
T 0m˜0 > n, T
0
m˜0 ≤ T 0M˜ ′0−1
}⋃{
T 0m˜0 > n, T
0
M˜ ′0−1
< T 0m˜0
}
(6.11)
⊆
{
T 0m˜0 ∧ T 0M˜ ′0−1 > n
}⋃{
T 0
M˜ ′0−1
< T 0m˜0
}
.(6.12)
On estime maintenant les termes de la somme 6.9. Pour le second terme on a déjà vu (lemme 5.1.3) que pour
tout ǫ > 0 et tout γ > 2 il existe n1 ≡ n1(ǫ, κ, C, σ, γ) tel que pour tout n > n1 et tout milieu α ∈ Gn :
Pα0
[
T 0
M˜ ′0−1
< T 0m˜0
]
≤ E
(lnn)γ−2
.(6.13)
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avec Q [Gn] ≥ 1− ǫ, E = 24R
2| ln Rǫ |
σ2ǫ2 . Pour le premier terme on utilise l’inégalité de Markov :
Pα0
[
T 0m˜0 ∧ T 0M˜ ′0−1 > n
]
≤
E0
[
T 0m˜0 ∧ T 0M˜ ′0−1
]
n
.(6.14)
Pour calculer cette moyenne on se sert du résultat du lemme 2.1.7, on rappelle que pour tout α ∈ Ω2 :
Eα
M˜ ′0
[
T
M˜ ′0
M˜ ′0−1
∧ T M˜ ′0m˜0
]
=
∑m˜0−1
l=M˜ ′0
∑m˜0−1
j=l
1
αl
Fn(j, l)
1 +
∑m˜0−1
j=M˜ ′0
Fn(j, M˜ ′0 − 1)
,(6.15)
Eα0
[
T 0
M˜ ′0−1
∧ T 0m˜0
]
= Eα
[
T
M˜ ′0
M˜ ′0−1
∧ T M˜ ′0m˜0
]1 + −1∑
j=M˜ ′0
Fn(j, M˜
′
0 − 1)

− −1∑
l=M˜ ′0
−1∑
j=l
1
αl
Fn(j, l) ,(6.16)
où
Fn(j, l) = exp
(
lnn(Snl − Snj )
)
.
On a donc :
Eα0
[
T 0
M˜ ′0−1
∧ T 0m˜0
]
≤ Eα
M˜ ′0
[
T
M˜ ′0
M˜ ′0−1
∧ T M˜ ′0m˜0
]1 + −1∑
j=M˜ ′0
Fn(j, M˜
′
0 − 1)

(6.17)
≡
m˜0−1∑
l=M˜ ′0
m˜0−1∑
j=l
1
αl
Fn(j, l)
1 +
∑−1
j=M˜ ′0
Fn(j, M˜
′
0 − 1)
1 +
∑m0−1
j=M˜ ′0
Fn(j, M˜ ′0 − 1)
(6.18)
≤
m˜0−1∑
l=M˜ ′0
m˜0−1∑
j=l
1
αl
Fn(j, l) ,(6.19)
car par hypothèse m˜0 > 0. Il suffit maintenant de considérer le premier raffinement du couple {M˜ ′0, m˜0} (c’est à
dire celui qui donne la plus grande vallée à l’intérieur de {M˜ ′0, m˜0}), ce raffinement donne les points : M˜ ′1 (pour
le maximisant) et m˜′1 (pour le minimisant), on obtient alors :
m˜0−1∑
l=M˜ ′0
m˜0−1∑
j=l
1
αl
Fn(j, l) ≤ (M ′0 −m0)2(lnn)4 max
M˜ ′0≤l≤m˜0
(
1
αl
)
Fn(M˜
′
1, m˜
′
1)(6.20)
= (M ′0 −m0)2(lnn)4 max
M˜ ′0≤l≤m˜0
(
1
αl
)
n
Sn
M˜′1
−Sn
m˜′1(6.21)
≡ C0(lnn)4nδ
′
1,1 ,(6.22)
on rappelle que δ′1,1 ≡ SnM˜ ′1 −S
n
m˜′1
, de plus C0 ≡ C0(α, n) = (M ′0−m0)2 maxM˜ ′0≤l≤m˜0
(
1
αl
)
. En remplaçant 6.22
dans 6.19 on en déduit que :
Eα0
[
T 0
M˜ ′0−1
∧ T 0m˜0
]
≤ C0(lnn)4nδ
′
1,1 .(6.23)
En remplaçant 6.23 dans 6.14 on a donc pour tout α ∈ Ω2 :
Pα0
[
T 0m˜0 ∧ T 0M˜ ′0−1 > n
]
≤ C0(lnn)
4nδ
′
1,1
n
.(6.24)
De plus, pour tout κ ∈]0, κ+[ (κ ∈ R∗+) tel que H.6 soit vérifiée, il existe n2 ≡ n2(ǫ, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel
que pour tout n > n2 et tout α ∈ Gn on a (voir définition 4.3.10 formules 4.400, 4.401 et 4.403) :
δ′1,1 ≤ 1− γ(n) ,(6.25)
max
M˜ ′0≤l≤m˜0
(
1
αl
)
≤ (lnn) 6κ ,(6.26)
|M ′0| ≤ E, |m˜0| ≤ E .(6.27)
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et Q [Gn] ≥ 1−ǫ. γ(n) = γ ln lnnlnn et E =
24R2| ln Rǫ |
σ2ǫ2 , R = 1000, donc pour tout γ >
6
κ +4, n > n2 et tout α ∈ Gn,
on a donc :
Pα0
[
T 0m˜0 ∧ T 0M˜ ′0 > n
]
≤ (2E)
2(lnn)6/κ+4n1−γ
ln lnn
lnn
n
(6.28)
=
4E2
(lnn)γ−(
6
κ+4)
,(6.29)
on déduit le lemme 6.1.3 de l’inégalité 6.9 des estimations 6.13 et 6.29 et en prenant n′1 = n1 ∨ n2. ¥
On estime maintenant le second terme de la somme 6.7 dans le lemme suivant :
Lemme 6.1.4. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout ǫ > 0, tout γ >
12
κ + 10 + 1/2, il existe n
′′
1 ≡ n′′1(ǫ, κ, σ,E
[|ǫ0|3c] ,E [ǫ40] , C, γ) tel que pour tout n > n′′1 et tout milieu α ∈ Gn,
on a :
Pα0
[Acq0 , T 0m˜0 ≤ n] ≤ 4E5(γ ln lnn)1/2(lnn)γ−( 12κ +10+1/2) +O
(
1
(lnn)γ−1/2(ln lnn)1/2
)
(6.30)
avec Q [Gn] ≥ 1− ǫ, où E = 24R
2| ln Rǫ |
σ2ǫ2 , R = 1000 et q0 =
[
e((100σ)
2γE(ln lnn)3+1/2(lnn)3/2)
1/2]
+ 1.
Preuve.
On rappelle que pour tout 1 ≤ q ≤ n on a posé :
Acq =
⋂
n−q≤k≤n
{Xk 6= m˜0} .(6.31)
On commence par la remarque suivante :

⋂
n−q≤k≤n
{Xk 6= m˜0} , T 0m˜0 ≤ n

 ⊂


⋃
1≤p≤n−q−1
{
{Xp = m˜0}
n⋂
m=p+1
{ Xm 6= m˜0}
}
 ,(6.32)
en effet, si la M.A.M.A. a atteint m˜0 i.e. T 0m˜0 ≤ n, et qu’après un certain instant k (n − q ≤ k ≤ n) elle ne
revient plus à m˜0 i.e.
⋂
n−q≤k≤n {Xk 6= m˜0} alors il existe un certain instant p (1 ≤ p ≤ n − q − 1) tel que la
M.A.M.A. rencontre m˜0 pour la dernière fois.
On cherche donc maintenant à majorer la probabilité :
Pα0

 ⋃
1≤p≤n−q−1
{
{Xp = m˜0}
n⋂
m=p+1
{ Xm 6= m˜0}
} .(6.33)
On a une union disjointe (en p) donc :
Pα0

 ⋃
1≤p≤n−q−1
{
{Xp = m˜0}
n⋂
m=p+1
{ Xm 6= m˜0}
}(6.34)
=
∑
1≤p≤n−q−1
Pα0
[
{Xp = m˜0}
n⋂
m=p+1
{ Xm 6= m˜0}
]
(6.35)
=
∑
1≤p≤n−q−1
Pα
[
n⋂
m=p+1
{ Xm 6= m˜0}
∣∣∣∣∣X0 = 0, Xp = m˜0
]
Pα0 [Xp = m˜0](6.36)
=
∑
1≤p≤n−q−1
Pα
[
n⋂
m=p+1
{ Xm 6= m˜0}
∣∣∣∣∣Xp = m˜0
]
Pα0 [Xp = m˜0](6.37)
=
∑
1≤p≤n−q−1
Pαm˜0
[
n−p⋂
m=1
{ Xm 6= m˜0}
]
Pα0 [Xp = m˜0] ,(6.38)
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la troisième égalité est obtenue par la propriété de Markov, la quatrième par invariance par translation dans le
temps, en posant k = n− p, on obtient de la dernière égalité ci-dessus :
Pα0

 ⋃
1≤p≤n−q−1
{
{Xp = m˜0}
n⋂
m=p+1
{ Xm 6= m˜0}
}(6.39)
≤
∑
q+1≤k≤n−1
Pαm˜0
[
k⋂
m=1
{ Xm 6= m˜0}
]
Pα0 [{Xn−k = m˜0}](6.40)
≤
∑
q+1≤k≤n−1
Pαm˜0
[
k⋂
m=1
{ Xm 6= m˜0}
]
,(6.41)
par définition on a :
Pαm˜0
[
k⋂
m=1
{ Xm 6= m˜0}
]
= Pαm˜0
[
T m˜0→m˜0 > k
]
,(6.42)
ainsi
Pα0

 ⋃
1≤p≤n−q−1
{
{Xp = m˜0}
n⋂
m=p+1
{ Xm 6= m˜0}
}(6.43)
≤
∑
q+1≤k≤n−1
Pαm˜0
[
T m˜0→m˜0 > k
]
(6.44)
Remarque 6.1.5. : On rappelle que la M.A.M.A. est récurrente nulle P.p.s (proposition 2.2.6), donc on ne
peut à ce stade rien conclure sur le comportement de la somme :
∑
q+1≤k≤n−1 P
α
m˜0
[
T m˜0→m˜0 > k
]
.
C’est ici que l’on va se servir de la construction faite au paragraphe 4.2.3, on commence par écrire :∑
q+1≤k≤n−1
Pαm˜0
[
T m˜0→m˜0 > k
]
=
∑
q≤k≤n−2
αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 > k
]
(6.45)
+
∑
q≤k≤n−2
βm˜0P
α
m˜0−1
[
T m˜0−1m˜0 > k
]
(6.46)
On va maintenant effectuer les calculs qui nous permettrons de majorer 6.45 (ils sont similaires pour 6.46). Le
but est de trouver q le plus petit possible mais tel que la somme 6.45 tende vers 0. Pour ça on va appliquer pas
à pas l’inégalité 5.75 du lemme 5.2.4 à Pαm˜0+1
[
T m˜0+1m˜0 > k
]
. Par la construction effectuée au paragraphe 4.2.3 on
a un ensemble de maximisants et minimisants noté M = {M˜0, m˜′1, M˜ ′1, · · · , m˜′r, M˜ ′r, m˜0, M˜r, m˜r, · · · , m˜1, M˜0}
tel qu’avec les notations suivantes :
δi,j = S
n
M˜i
− Snm˜j ,(6.47)
ηi,j = S
n
M˜i
− Sn
M˜j
,(6.48)
µi,j = S
n
m˜i − Snm˜j ,(6.49)
pour tout 0 ≤ i ≤ r et 0 ≤ j ≤ r on ait :
δ0,0 > δ1,0 > · · · > δr,0 ,(6.50)
δ1,1 > δ2,2 > · · · > δr,r .(6.51)
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Notons de plus que :
δi,0 − δi,i = µi,0 .(6.52)
La somme 6.45 peut donc se décomposer de la façon suivante, en prenant q =
[
nδr,r
]
+ 1 :∑
q≤k≤n−2
Pαm˜0+1
[
T m˜0+1m˜0 > k
]
(6.53)
=
n−2∑
k=[nδ1,1 ]+1
Pαm˜0+1
[
T m˜0+1m˜0 > k
]
(6.54)
+
r−1∑
i=1
[nδi,i ]∑
k=[nδi+1,i+1 ]+1
Pαm˜0+1
[
T m˜0+1m˜0 > k
]
.(6.55)
Pour la première somme (6.54) on a, par l’inégalité 5.75 (en prenant i = 0), pour tout α ∈ Ω2 :
n−2∑
k=[nδ1,1 ]+1
Pαm˜0
[
T m˜0+1m˜0 > k
]
(6.56)
≤ n− n
δ1,1
nδ0,0
+
n∑
k=[nδ1,1 ]+1
D0(lnn)
10n(δ1,1−η0,1)∨0
k2
(6.57)
≤ n
nδ0,0
+
D0(lnn)
10n(δ1,1−η0,1)∨0
nδ1,1
(6.58)
=
n
nδ0,0
+
D0(lnn)
10
nδ1,1∧η0,1
,(6.59)
où D0 = |M0 −m0|5
(
maxm˜0≤l≤M˜0
(
1
αl
))2
. Pour les termes (1 ≤ i ≤ r − 1) de la deuxième somme (6.55) on a
par l’inégalité 5.75, pour tout α ∈ Ω2 :
[nδi,i ]∑
k=[nδi+1,i+1 ]+1
Pαm˜0+1
[
T m˜0+1m˜0 > k
]
(6.60)
≤ n
δi,i − nδi+1,i+1
nδi,0
+
[nδi,i ]∑
k=[nδi+1,i+1 ]+1
Di(lnn)
10n(δi+1,i+1−ηi,i+1)∨0
k2
(6.61)
≤ n
δi,i
nδi,0
+
Di(lnn)
10n(δi+1,i+1−ηi,i+1)∨0
nδi+1,i+1
(6.62)
=
1
nµi,0
+
Di(lnn)
10
nδi+1,i+1∧ηi,i+1
,(6.63)
où Di = |Mi−m0|5
(
maxm˜0≤l≤M˜i
(
1
αl
))2
et on a utilisé 6.52. Ainsi pour la somme 6.55 on obtient de 6.63 que
pour tout α ∈ Ω2 :
r−1∑
i=1
[nδi,i ]∑
k=[nδi+1,i+1 ]+1
Pαm˜0+1
[
T m˜0+1m˜0 > k
] ≤ r−1∑
i=1
1
nµi,0
+
r−1∑
i=1
Di(lnn)
10
nδi+1,i+1∧ηi,i+1
(6.64)
≤ r − 1
nmin1≤i≤r−1(µi,0)
+
(r − 1)(lnn)10D0
nmin1≤i≤r−1(δi+1,i+1∧ηi,i+1)
,(6.65)
car Di est décroissante en i. En regroupant les termes 6.65 et 6.59 on obtient pour tout α ∈ Ω2 :∑
[nδr,r ]+1≤k≤n−2
αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 > k
] ≤ n
nδ0,0
+
r − 1
nmin1≤i≤r−1(µi,0)
+
r(lnn)10D0
nmin0≤i≤r−1(δi+1,i+1∧ηi,i+1)
,(6.66)
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De plus, pour tout κ ∈]0, κ+[ (κ ∈ R∗+) tel que H.6 soit vérifiée, tout ǫ > 0 et tout γ > 0 il existe n1 ≡
n1(ǫ, σ,E
[|ǫ0|3] ,E [ǫ40] , C, γ) tel que pour tout n > n1 et tout α ∈ Gn on a (voir définition 4.3.10) :
max
m˜0≤l≤M˜0
(
1
αl
)
≤ (lnn) 6κ ,(6.67)
min
0≤i≤r−1
(δi+1,i+1) ≥ γ(ln lnn)
lnn
,(6.68)
δ0,0 ≥ 1 + γ(ln lnn)
lnn
,(6.69)
min
0≤i≤r−1
(ηi,i+1) ≥ γ(ln lnn)
lnn
,(6.70)
min
0≤i≤r−1
(µi,0) ≥ γ(ln lnn)
lnn
,(6.71)
M0 ≤ E ,(6.72)
r ≤ 2
(
lnn
γ ln lnn
)1/2
,(6.73)
δr,r ≤
(
(100σ)2γE(ln lnn)3+1/2(lnn)3/2
)1/2
lnn
,(6.74)
et Q [Gn] ≥ 1 − ǫ. γ(n) = γ ln lnnlnn , E =
24R2| ln Rǫ |
σ2ǫ2 et R = 1000, donc pour tout γ ≥ 12κ + 10, n > n1 et tout
α ∈ Gn, on obtient, en remplaçant 6.67 à 6.73 dans 6.66 :
∑
[nδr,r ]+1≤k≤n−2
αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 > k − 1
] ≤ 1
(lnn)γ
+
2(lnn)1/2
(γ ln lnn)1/2(lnn)γ
+
2E5(lnn)
12
κ 10+1/2
(γ ln lnn)1/2(lnn)γ
=
2E5
(γ ln lnn)1/2(lnn)γ−(
12
κ +10+1/2)
+O
(
1
(lnn)γ−1/2(ln lnn)1/2
)
.(6.75)
En utilisant maintenant 6.74, on en déduit, en notant q0 ≡
[
e((100σ)
2γE(ln lnn)3+1/2(lnn)3/2)
1/2]
+1 que pour tout
γ ≥ 12κ + 10 + 1/2, tout n > n1 et tout α ∈ Gn :∑
q0≤k≤n−2
αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 > k
] ≤ ∑
q=[nδr,r ]+1≤k≤n−2
αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 > k
]
(6.76)
≤ 2E
5
(γ ln lnn)1/2(lnn)γ−(
12
κ +10+1/2)
+O
(
1
(lnn)γ−1/2(ln lnn)1/2
)
(6.77)
En effectuant un calcul similaire pour 6.46 on obtient une estimation identique i.e pour tout n > n1 et tout
α ∈ Gn :∑
q0≤k≤n−2
βm˜0P
α
m˜0−1
[
T m˜0−1m˜0 > k
] ≤ 2E5
(γ ln lnn)1/2(lnn)γ−(
12
κ +10+1/2)
+O
(
1
(lnn)γ−1/2(ln lnn)1/2
)
(6.78)
En remplaçant 6.77 et 6.78 dans (respectivement) 6.46 et 6.45 avec q = q0, puis le résultat obtenu dans 6.44 on
obtient le lemme 6.1.4 par 6.32 et en prenant n′′1 = n1. ¥
On déduit la proposition 6.1.2 en remplaçant les résultats des lemmes 6.1.3 et 6.1.4 dans 6.7, en prenant
n′0 = n
′
1 ∨ n′′1 et q = q0 ≡
[
e((100σ)
2γE(ln lnn)3+1/2(lnn)3/2)
1/2]
+ 1 ¥
Proposition 6.1.6. Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, pour tout ǫ > 0, tout
γ > 0, il existe n′′0 ≡ n′′0(ǫ, κ, γ, σ,E
[|ǫ0|3c] ,E [ǫ40] , C) tel que pour tout n > n′′0 et tout milieu α ∈ Gn, on a :
Pα0
[∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq0 , Aq0
]
≤ 1
(lnn)γ
,(6.79)
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avec Q [Gn] ≥ 1 − ǫ, q0 =
[
e((100σ)
2γE(ln lnn)3+1/2(lnn)3/2)
1/2]
+ 1, δq0 =
(
8 ln(q0γ lnn)
σ
)2
ln lnn
(lnn)2 , E =
24R2| ln Rǫ |
σ2ǫ2 et
R = 1000.
Preuve.
Soit n > 3, on rappelle que pour tout 1 ≤ q ≤ n
Aq =
⋃
n−q≤k≤n
{Xk = m˜0} .(6.80)
Introduisons la v.a. :
Tm˜0(q) = inf {l ≥ n− q, Xl = m˜0} ,(6.81)
on remarque :
Aq ⇔ n− q ≤ Tm˜0(q) ≤ n .(6.82)
Soient ǫ > 0 et γ > 0 on prendra désormais q = q0, on a :
Pα0
[∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq0 , Aq0
]
= Pα0
[
n− q0 ≤ Tm˜0(q0) ≤ n,
∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq0
]
=
n∑
l=n−q0
Pα0
[
Tm˜0(q0) = l,
∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq0
]
(6.83)
=
n∑
l=n−q0
Pαm˜0
[∣∣∣∣ Xn−l(lnn)2 −m0
∣∣∣∣ > δq0
]
Pα0 [Tm˜0(q0) = l] ,(6.84)
la dernière égalité vient de la propriété de Markov forte, on a donc :
Pα0
[∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq0 , Aq0
]
≤
q0∑
l=0
Pαm˜0
[
T m˜0
(m˜0+δ˜q0 )
∧ T m˜0
(m˜0−δ˜q0 )
< q0 − l
]
Pα0 [Tm˜0(q0) = l](6.85)
≤ Pαm˜0
[
T m˜0
(m˜0+δ˜q0 )
∧ T m˜0
(m˜0−δ˜q0 )
< q0
] q0∑
l=0
Pα0 [Tm˜0(q0) = l](6.86)
≤ Pαm˜0
[
T m˜0
(m˜0+δ˜q0 )
∧ T m˜0
(m˜0−δ˜q0 )
< q0
]
,(6.87)
où δ˜q0 = δq0(lnn)
2. Pour terminer la preuve on utilise le lemme 5.1.6 : soit ǫ > 0 et γ > 0 en prenant
δ˜q0 =
(
8 ln(q0γ lnn)
σ
)2
ln lnn avec q0 =
[
e((100σ)
2γE(ln lnn)3+1/2(lnn)3/2)
1/2]
+ 1, on obtient par ce lemme qu’il
existe n′′0 ≡ n′′0(ǫ, κ, γ, σ,E
[|ǫ0|3c] ,E [ǫ40] , C) tel que pour tout n > n′′0 et tout milieu α ∈ Gn :
Pαm˜0
[
T m˜0
(m˜0+δ˜q0 )
∧ T m˜0
(m˜0−δ˜q0 )
< q0
]
≤ 1
(lnn)γ
(6.88)
et Q [Gn] ≥ 1− ǫ. En remplaçant 6.88 dans 6.87 on termine la preuve de la proposition 6.1.6. ¥
On écrit maintenant la preuve du théorème 6.1.1 :
Supposons H.1 et H.2 et soit κ ∈]0, κ+[ tel que H.6 soit vérifiée, soit ǫ > 0 et fixons γ = γ0 ≡ 12κ + 11. En
prenant δq = δq0 ≡
(
8 ln(q0 ln lnn)
σ
)2
ln lnn
(lnn)2 avec q = q0 ≡
[
e((100σ)
2γ0E(ln lnn)
3+1/2(lnn)3/2)
1/2]
+ 1 où E = 24R
2| ln Rǫ |
σ2ǫ2
et R = 1000, dans 6.4 on déduit des propositions 6.1.2 et 6.1.6 qu’il existe n1 ≡ n1(ǫ, κ, σ,E
[|ǫ0|3c] ,E [ǫ40] , C)
tel que pour tout n > n1 et tout milieu α ∈ Gn, on a :
Pα0
[∣∣∣∣ Xn(lnn)2 −m0
∣∣∣∣ > δq0
]
≤ 2E
5
(γ0 ln lnn)1/2(lnn)1/2
+O
(
1
(lnn)γ0−(6/κ+6)
)
,(6.89)
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avec Q [Gn] ≥ 1− ǫ. On remarque de plus qu’il existe n2 > n1 tel que pour tout n > n2 on a :
δq0 =
(
8 ln(q0 ln lnn)
σ
)2
ln lnn
(lnn)2
≤ (1000)
2γ0E(ln lnn)
4+1/2
(lnn)1/2
.(6.90)
on obtient ainsi le théorème. ¥
Idée intuitive de la preuve du théorème 6.1.1 :
La preuve de ce théorème est basée sur le découpage de l’intervalle de temps {1, · · · , n} en plusieurs intervalle
de temps qui sont dépendants de la configuration du milieu aléatoire, par exemple si on travaille à droite de m˜0
on prend :
{1, · · · , n} = {1, · · · , [nδr,r ], · · · , [nδr−1,r−1 ], · · · , [nδ1,1 ], · · · , n},
essayons de comprendre intuitivement pourquoi un tel découpage fonctionne : supposons que la M.A.M.A. parte
de m˜0 + 1 et a à sa disposition un intervalle de temps égal à
{
[nδi+1,i+1 ], [nδi+1,i+1 ] + 1, · · · , [nδi,i ]}, quel est
l’événement qui pourrait faire que la M.A.M.A. ne revienne pas à m˜0 ? Simplement, l’événement tel que la marche
atteigne le minimum de la vallée {M˜i, m˜i, M˜i−1} (de profondeur SM˜i − Sm˜i = δi,i) et ne puisse pas en ressortir
car il lui faudrait un temps supérieur à [nδi,i ] pour y parvenir. Cependant, partant de m˜0 + 1, si la M.A.M.A. a
atteint m˜i, c’est qu’elle avait à sa disposition un intervalle de temps au moins de l’ordre de nδi,0 pour franchir
la barrière de potentiel égale à δi,0 = SM˜i − Sm˜0 . Mais si elle dispose vraiment de ce temps (nδi,0) alors elle
s’échappera avec une probabilité proche de un de la vallée {M˜i, m˜i, M˜i−1}, car δi,0−δi+1,i+1 = µi+1,0, et de plus
par la propriété 4.362 µi+1,0 ≥ γ(n), et ainsi retournera à m˜0. En itérant ce raisonnement on montre que, pour
tout les intervalles de temps
{
[nδi+1,i+1 ], · · · , [nδi,i ]}, r − 1 ≤ i ≤ 1, ainsi que pour l’intervalle {[nδ1,1 ], · · · , n}
la M.A.M.A. revient à m˜0 (fin de la preuve de la proposition 6.1.2).
Que peut-il se passer dans l’intervalle de temps qui reste [1, · · · , [nδr,r ]] ? On rappelle que le δr,r provient du
dernier raffinement que l’on effectue et donc en particulier du plus petit. Le découpage en vallée que nous avons
effectué nous permet donc d’avoir un bon contrôle de δr,r et ainsi de montrer que la M.A.M.A. n’a pas le temps
de s’échapper d’une petite vallée autour de m˜0 si elle dispose au plus d’un temps [nδr,r ] (fin de la preuve de la
proposition 6.1.6).
6.2 Preuve de Y. Sinai (par analyse de temps locaux)
Dans ce paragraphe on donne les arguments de la preuve de la localisation donnée par Y. Sinai ([92]). On
conserve les définitions de M˜+ et M˜− ainsi que celle de la vallée minimale {M˜ ′0, m˜0, M˜0} données au chapitre
2 même si celle de Y. Sinai diffère légèrement. Sinai formule son résultat de la façon suivante :
Théorème 6.2.1. Supposons H.1, H.2 et H.3, pour tout tout ǫ > 0 et tout δ > 0 il existe n0 ≡ n0(ǫ, δ) tel que
pour tout n > n0 on a :
lim
n→+∞
sup
α∈Cn
Pα0
[∣∣∣∣ Xnln2 n −m0
∣∣∣∣ > δ
]
= 0(6.91)
avec Q [Cn] ≥ 1− ǫ, où Cn est défini dans le paragraphe suivant.
On rappelle que l’hypothèse H.3 est la suivante :
Q [η ≤ α0 ≤ 1− η] = 1, 0 < η ≤ 1
2
,(H.3)
Dans le paragraphe suivant on donne le résultat sur le milieu exploité par Y. Sinai dans sa preuve, on explique
ensuite sa démarche puis on donne quelques détails sur les calculs qu’il effectue.
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6.2.1 Découpage en vallées de Sinai et définition de l’ensemble des bons environ-
nements Cn.
Y. Sinai donne (sans démonstration) le résultat suivant :
Lemme 6.2.2. Supposons H.1, H.2 et H.3, pour tout ǫ > 0 et tout δ > 0 il existe n0 ≡ n0(ǫ, δ) tel que
pour tout n > n0, il existe un ensemble Cn tel que Q(Cn) ≥ 1 − ǫ un entier r > 0 et δ1 > 0 tel que pour
tout milieu α ∈ Cn on peut obtenir en utilisant r raffinements un ensemble de minimisants et maximisants :
M′ = {M−,m1,M1, . . . ,mr,Mr,mr+1,M+} à partir de l’ensemble {M−,m,M+} tel que :
min
t′,t′′∈M′, t′ 6=t′′
|Snt˜′ − Snt˜′′ | ≥ δ1,(6.93)
min
t∈M′, t 6=M0,Mr+1
|Snt˜ − 1| ≥ δ1,(6.94)
min
t∈M′
|t| ≥ δ1,(6.95)
M+ −M− ≤ 1
δ1
,(6.96)
max
0≤j≤r
(Mj+1 −Mj) ≤ δ.(6.97)
Remarque 6.2.3. Nous ne donnerons pas de preuve de ce lemme. On renvoie le lecteur au chapitre 2 pour
les définitions des points M+ et M− et de l’opération de raffinement (voir paragraphe 4.2.1). Les notations
qu’utilise Y. Sinai sont légèrement différentes des nôtres, en particulier :
– Y. Sinai note m0 le point que nous notons m qui est le minimisant de la vallée {M+,M−},
– Y. Sinai note m(0) le point que nous notons m0,
– Y. Sinai note M (0)− (respectivement M
(0)
+ ) le point que nous notons M
′
0 (respectivement M0),
– Y. Sinai note son potentiel aléatoire (wn(t), t ∈ R) de plus wn(t) = Sn(t(lnn)2) pour tout t ∈ R.
Bien entendu nous garderons dans cette discussion nos propres notations. Les éléments de M′ sont classés par
ordre croissant et ils sont normalisés (a ∈M′ ⇔ a˜ ≡ a(lnn)2 ∈ Z).
Analysons les résultats de ce lemme (voir figure 6.1) et comparons les à ceux que nous avons obtenus dans le
second chapitre (définition 4.3.10).
Y. Sinai n’explique pas comment il effectue les raffinements à partir de la vallée {M−,m,M+} pour obtenir
l’ensemble M′, qui correspond à l’ensemble M que l’on a construit au chapitre 2 (voir paragraphe 4.2.3). Il dit
seulement qu’avec un nombre fini r de raffinements, les points obtenus par ce procédé vérifient les propriétés
6.93 à 6.97 avec une Q probabilité proche de 1.
Commençons par une première remarque entre les propriétés énoncées dans le lemme 6.2.2 et celles énoncées
dans la définition 4.3.10, le paramètre δ1 > 0 qu’introduit ici Y. Sinai est remplacé dans notre définition par
γ(n) ≡ γ ln lnnlnn , où γ > 0. Le fait d’utiliser γ(n) qui tend vers 0 quand n tend vers plus l’infini plutôt que
le paramètre δ1 > 0 fixé nous a permis d’effectuer un plus grand nombre de raffinements et donc finalement
d’obtenir un voisinage de localisation plus restreint que celui de Y. Sinai.
1. L’inégalité 6.93 implique que pour deux éléments quelconques a, b dans l’ensemble des maximisants et
minimisants, la différence |Sna˜ − Snb˜ | est toujours supérieure à un nombre δ1 qui est strictement positif,
sur le dessin (figure 6.1) : a = m0 et b = m3. Cette propriété joue un rôle similaire aux propriétés 4.404
à 4.409 de la définition 4.3.10, elle n’est cependant pas équivalente, car notre découpage en vallées étant
"ordonné" on n’a pas besoin de comparer tous les éléments de M entre eux.
2. 6.94 implique que tout maximum (excepté Sn
M˜+
et Sn
M˜−
) est distant de 1 par au moins δ1 , sur la figure
6.1 on prend t = M3. Cette propriété correspond aux propriétés 4.397 et 4.398 de la définition 4.3.10.
3. 6.95 est clair : tout point dansM′ est assez éloigné de l’origine. Cette propriété n’a pas d’équivalent dans
la définition 4.3.10 car elle n’a pas été utile pour notre preuve.
4. 6.96 : les maximisants M− et M+ sont au plus distants de 1δ . Cette propriété correspond à la propriété
4.403 de la définition 4.3.10.
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5. 6.97 : La différence entre deux maximisants a et b successifs de M′ est toujours plus petite qu’une valeur
fixée δ > 0, sur l’exemple : a = M1 et b = M2. Cette propriété joue un rôle similaire à la propriété 4.414.
≤ 1δ1
Snt
m1
≤ δ
M2
0
M1
≥ δ1
m3 M3 m4 M
+
≥ δ1
≥ δ1
1
M− m0 t
(ln n)2
, t ∈ R
Fig. 6.1 –
Il est donc clair que l’ensemble des propriétés du lemme 6.2.2 et l’ensemble des propriétés de la définition 4.3.10
ne sont pas totalement équivalents. Ceci est dû au fait d’une part que les besoins pour notre preuve et la preuve
de Y. Sinai sont différents et d’autre part que Y. Sinai travaille avec des hypothèses plus fortes que les nôtres.
Par exemple les propriétés 4.401 et 4.402 nous sont utiles car nous travaillons sous l’hypothèse H.6.
Une dernière remarque avant d’expliquer la démarche de Y. Sinai. Dans son article Y. Sinai appelle les éléments
de M′ symboles, de plus on rappelle qu’ils sont normalisés : (a ∈M′ ⇔ a(lnn)2 ∈ Z).
6.2.2 Démarche de la preuve de Y. Sinai
L’idée de la preuve de Y. Sinai est la suivante, pour 1 ≤ k ≤ n, la M.A.M.A. reste prisonnière dans une région
donnée de l’espace : la vallée minimale {M˜ ′0, m˜0, M˜0} (voir la proposition 5.1.2). Cette région nous est décrite
ici par le lemme 2.1.3, en effet ce lemme caractérise les points issus de la vallée initiale {M˜+, m˜, M˜−} par
l’opération de raffinement, en particulier {M˜ ′0, m˜0, M˜0} est obtenue à partir de {M˜+, m˜, M˜−}. Y. Sinai définit
une variable aléatoire w qu’il appelle message, w est un vecteur (aléatoire) dont les coordonnées sont des points
deM′. Un message w retrace la chronologie de certains événements de la M.A.M.A. : chaque fois que la marche
normalisée
(
Xi
(lnn)2 , 1 ≤ i ≤ n
)
passe par un point appartenant àM′, ce point est inscrit dans le message w. Les
coordonnées du message w (w1, w2, ...) forment ainsi un processus aléatoire dont l’espace des états est M′. On
remarque, d’un point de vue de la M.A.M.A. , que le temps de passage d’un état wj à l’état suivant wj+1 est
aléatoire.
Y. Sinai montre, dans un premier temps, que dans un message le nombre de coordonnées différentes de m0 est
négligeable par rapport au nombre de coordonnées égales à m0. Il montre ainsi qu’à partir d’un certain c ≡ c(n)
la probabilité que wj (j ≥ c) soit égale à m0 tend vers un quand n tend vers l’infini (proposition 6.2.5). Ce
premier résultat est basé sur une analyse de moyenne de temps locaux ( paragraphe 6.2.5). Il montre dans un
second temps qu’il existe un entier positif c tel que : wc = m0, le temps d’atteinte de wc (Tc(M′)) est inférieur à
n et le temps d’atteinte de wc+1 (Tc+1(M′)) est supérieur à n. Or si wc = m˜0 alors cela signifie que wc+1 = M ′
ou wc+1 = m˜0 ou wc+1 = M ′′, où M ′ et M ′′ sont des maximisants de M′ les plus proches de m0 et d’après
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6.97 M ′ −M ′′ ≤ δ. On en déduit finalement que si Tc(M′) ≤ n et Tc+1(M′) > n avec wc = m0 cela implique
qu’au temps n la M.A.M.A. se trouve quelque part dans la vallée {M˜ ′, m˜0, M˜ ′′} dont la taille est plus petite
que δ(lnn)2, ce qui montre le théorème 6.2.1.
Étant donné que Y. Sinai travaille avec la M.A.M.A. normalisée on adopte la notation suivante :(
xi ≡ Xi
(lnn)2
, i ∈ N
)
.(6.98)
6.2.3 Définition et résultats sur les "messages"
Définition d’un message.
Définissons d’abord les v.a. suivantes :
Soit T1(M′) = inf{m ≥ 0, xm ∈M′}
et Tj(M′) = inf{m > Tj−1(w), xm ∈M′}, j ≥ 2 .
Définition 6.2.4. Soient I et c ≡ c(I) deux entiers positifs tels que :
Tc(M′) ≤ I, Tc+1(M′) > I ,(6.99)
on définit les coordonnées d’un message w ≡ (w1, w2, · · · , wc+1) de la façon suivante :
wj = xTj(w) pour tout 1 ≤ j ≤ c+ 1.(6.100)
I sera un temps arrêt dans tout le paragraphe présent et un entier n fixé dans le paragraphe 6.2.4.
Résultats sur les messages.
Sinai montre la proposition suivante (théorème 2 page 266 de [92]) :
Proposition 6.2.5. Supposons H.1, H.2 et H.3, pour tout ǫ > 0 et tout δ > 0 il existe n0 ≡ n0(ǫ, δ) tel que
pour tout n > n0, tout environnement α ∈ Cn, il existe r > 0 et il existe δ1 > 0 tel que pour tout 0 < µ < δ1 et
tout n1−µ ≤ c ≤ n :
Pα0 [wc = m0] ≥ 1−
(2r + 2)
ηδ
(lnn)2
nδ1−µ
− (2r + 2)
ηδ
(lnn)3
nδ1
,(6.101)
et Q[Cn] ≥ 1− ǫ (η > 0 vient de l’hypothèse H.3).
Ce résultat montre qu’à partir d’un certain n et à partir d’une certaine coordonnée c ≡ c(n), wc est égale à
m0 avec une probabilité proche de un. La preuve de ce résultat est basée sur des calculs de moyennes de temps
locaux que l’on a résumés dans le paragraphe 6.2.5.
Notons M∗ = M′ \ {m0} commençons par définir la v.a. N(q) qui est le nombre total d’éléments appartenant
à M∗ rencontrés dans w jusqu’à ce que m0 ait été observé q fois :
Définition 6.2.6. Soit q > 0, prenons I = T m˜0→m˜0q dans la définition d’un message, soit :
N(q) =
∑
a∈M∗
c∑
i=1
I{wi=a} ,(6.102)
avec Tc(w) ≤ T m˜0→m˜0q et Tc+1(w) > T m˜0→m˜0q , on pose N(0) = 0.
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Remarque 6.2.7. Soit q > 0, étant donné que l’on a pris I = T m˜0→m˜0q dans la définition de N(q) et m0 ∈M′
on a Tc(w) = T m˜0→m˜0q , donc on peut aussi définir N(q) de la façon suivante :
N(q) =
∑
a∈M∗
T m˜0→m˜0q∑
k=1
I{xk=a} ≡
∑
a∈M∗
L (a˜, T m˜0→m˜0q )(6.103)
où L est le temps local de la M.A.M.A. , qui a été défini de la façon suivante, soient m ∈ Z et J un entier
positif :
L(m,J) =
J∑
k=1
I{k, Xk=m} ,(6.104)
J pouvant être une v.a. ou déterministe.
Il est simple alors de montrer le lemme suivant :
Lemme 6.2.8. Soit q > 0, N(q) s’écrit comme une somme de v.a. indépendantes (γj , 0 ≤ j ≤ q) :
N(q) =
q∑
j=0
γj ,(6.105)
où
γ0 =
∑
a∈M∗
L(a˜, T 0m˜0) ,(6.106)
et (γj , 1 ≤ j ≤ q) est identiquement distribuée à :
γ1 =
∑
a∈M∗
L(a˜, T m˜0→m˜01 ) .(6.107)
Preuve.
Ce résultat est une conséquence de la propriété de Markov forte. ¥
Le lemme suivant donne une estimation du premier moment de la variable N(q) :
Lemme 6.2.9. Supposons H.1, H.2 et H.3, soit q > 0, pour tout ǫ > 0 et tout δ > 0 il existe n0 ≡ n0(ǫ, δ) tel
que pour tout n > n0 et tout environnement α ∈ Cn, il existe r > 0 et δ1 > 0 tel que :
Eα0 [N(q)]
q
≤ (2r + 2)
ηδ
(lnn)2
nδ1
+
(2r + 2)
ηδ
n1−δ1(lnn)2
q
.(6.108)
et Q [Cn] ≥ 1− ǫ (η > 0 vient de l’hypothèse H.3).
Preuve.
On déduit de l’égalité 6.105 et de la linéarité de l’espérance :
Eα0 [N(q)] ≡ Eα0
[
q∑
i=0
γi
]
(6.109)
=
∑
a∈M∗
Eα0
[L(a˜, T 0m˜0)]+ q ∑
a∈M∗
Eαm˜0
[L(a˜, T m˜0→m˜01 )] ,(6.110)
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On a donc :
Eα0 [N(q)] ≤ q#(M∗) max
a∈M∗
{
Eα0
[L(a, T m˜0→m˜01 )]}+ #(M∗) max
a∈M∗
{
Eαm˜0
[L(a˜, T 0m˜0)]}(6.111)
où #M∗ est le nombre d’élément dans M∗. Soient ǫ > 0 et δ > 0, par les lemme 6.2.12 et 6.2.13 il existe
n1 ≡ n1(ǫ, δ) tel que pour tout n > n1 et tout α ∈ Cn on a :
max
a∈M∗
{
Eαm˜0
[L(a˜, T m˜0→m˜01 )]} ≤ 1ηδ (lnn)
2
nδ1
(6.112)
et :
max
a∈M∗
(
Eα0
[L(a˜, T 0m˜0)]) ≤ n1−δ1 ln2 nηδ ,(6.113)
avec Q[Cn] ≥ 1− ǫ. De plus pour tout n > n1 et tout α ∈ Cn il existe r > 0 tel que :
# {M∗} = 2(r + 1).(6.114)
car pour obtenir M∗ on effectue r raffinements, or à chaque raffinement on ajoute deux points à l’ensemble
initial : {M−,m,M+}, ainsi #M∗=3+2r-1=2r+2. On obtient le lemme en remplaçant 6.112, 6.113 et 6.114
dans 6.111 et en prenant n0 = n1. ¥
Ce lemme montre qu’en moyenne, pour q suffisamment grand le nombre de symboles différents de m0 insérés
dans w est négligeable devant q qui est le nombre de fois où l’on rencontre m0 dans w.
Preuve (Proposition 6.2.5).
On commence par remarquer que l’événement {wc = m0} peut s’écrire de la façon suivante :
{wc = m0} =
⋃
1≤q≤c
{q +N(q) = c} ,(6.115)
En effet si on veut que la coordonnée c de w (wc) soit égale à m0, alors il faut qu’il existe un entier q (qui est le
nombre de fois où la M.A.M.A. a atteint m0) tel que q plus le nombre de points appartenant à M∗ rencontrés
entre ces q passages à m0 (N(q)) soit égal à c.
Remarque 6.2.10. Dans sa preuve Y. Sinai applique le théorème de la limite centrale local à N(q) (voir page
266 de son article), nous proposons ici une preuve de cette proposition en utilisant une inégalité de Markov.
Soit c > 0, notre méthode consiste à majorer la probabilité :
Pα0 [wc 6= m0] ≡ Pα0

 ⋂
1≤q≤c
{N(q) + q 6= c}

 .(6.116)
Notons :
A1 =
⋂
1≤q≤c
{N(q) + q < c} ,(6.117)
A2 =
⋃
1≤q≤c
{N(q − 1) + q − 1 < c, N(q) + q > c} ,(6.118)
A3 =
⋂
1≤q≤c
{N(q) + q > c} .(6.119)
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On a : ⋂
1≤q≤c
{N(q) + q 6= c} = A1 ∪ A2 ∪ A3 .(6.120)
On calcule :
Pα0 [A2] =
c∑
q=1
Pα0 [N(q − 1) + q − 1 < c, N(q) + q > c](6.121)
=
c∑
q=1
c∑
k=1
Pα0 [N(q − 1) = −q + k, N(q) + q > c](6.122)
=
c∑
q=1
c∑
k=1
Pα0 [N(q − 1) = −q + k, N(q)−N(q − 1) > c− k] ,(6.123)
par le lemme 6.2.8 N(q)−N(q − 1) et N(q) sont indépendants, d’où :
Pα0 [N(q − 1) = k, N(q)−N(q − 1) > c− q − k](6.124)
= Pα0 [N(q − 1) = −q + k]Pαm˜0
[L (M∗, T m˜0→m˜0) > c− k] ,(6.125)
en remplaçant ceci dans 6.123 on obtient :
Pα0 [A2] =
c∑
k=1
Pαm˜0
[L (M∗, T m˜0→m˜0) > c− k] c∑
q=1
Pα0 [N(q − 1) = −q + k] ,(6.126)
par définition N(q) est croissant en q ainsi :
Pα0 [A2] =
c∑
k=1
Pαm˜0
[L (M∗, T m˜0→m˜0) > c− k]Pα0
[
c⋃
q=1
{N(q − 1) = −q + k}
]
(6.127)
≤
c∑
k=1
Pαm˜0
[L (M∗, T m˜0→m˜0) ≥ c− k + 1] ,(6.128)
on utilise maintenant l’inégalité de Markov, on obtient :
Pα0 [A2] ≤ Eαm˜0
[L (M∗, T m˜0→m˜0)] c∑
k=1
1
c− k + 1 ≤ E
α
m˜0
[L (M∗, T m˜0→m˜0)] ln c .(6.129)
Soit ǫ > 0 et δ > 0, par le lemme et 6.2.12 on déduit de 6.129 qu’il existe n1 ≡ n1(ǫ, δ) tel que pour tout n > n1
et tout α ∈ Cn :
Pα0 [A2] ≤
(2r + 2)
ηδ
ln c(lnn)2
nδ1
.(6.130)
car on a vu que #M∗ = 2r + 2. On remarque que :
Pα0 [A1] = 0 ,(6.131)
en effet A1 ⇒ n(c) < 0 or N(q) ≥ 0, ∀q ≥ 0. On estime maintenant Pα0 [A3], par l’inégalité de Markov :
Pα0 [A3] = Pα0 [N(1) > c− 1](6.132)
≡ Pα0
[L (M∗, T 0m˜0) > c− 1](6.133)
≤ E
α
0
[L (M∗, T 0m˜0)]
c− 1 ,(6.134)
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par le lemme et 6.2.13 on déduit de l’inégalité ci-dessus qu’il existe n2 ≡ n2(ǫ, δ) tel que pour tout n > n2 et
tout α ∈ Cn :
Pα0 [A3] ≤
2r + 2
ηδ
(lnn)2n1−δ1
c− 1 .(6.135)
On déduit de 6.120, 6.130, 6.131 et 6.135 que pour tout n > n1 ∨ n2 et tout α ∈ Cn :
Pα0

 ⋂
1≤q≤c
{N(q) + q 6= c}

 ≤ (2r + 2)(ln c)(lnn)2
ηδnδ1
+
(2r + 2)
ηδ
(lnn)2n1−δ1
c− 1 ,(6.136)
pour que cette inégalité soit intéressante il faut prendre n1−µ ≤ c ≤ n, avec µ < δ1, on obtient alors la
proposition 6.2.5 en prenant n0 = n1 ∨ n2. ¥
Dans la section suivante on donne le lien entre la M.A.M.A. prise à l’instant n et le temps d’atteinte de la
coordonnée c d’un message telle que wc = m0.
6.2.4 Relations entre les messages et la M.A.M.A.
Y. Sinai montre la proposition suivante (voir page 267 de [92]) dont on peut déduire son théorème final :
Proposition 6.2.11. Supposons H.1, H.2 et H.3, pour tout ǫ > 0 il existe n0 ≡ n0(ǫ) tel que pour tout n > n0
et tout environnement α ∈ Cn on a :
Pα0

⋃
c≥1
{Tc(M′) ≤ n, Tc+1(M′) > n, wc = m0}

 = 1− o (1) ,(6.137)
avec Q [Cn] ≥ 1− ǫ (limn→+∞ o(1) = 0).
La proposition ci-dessus montre qu’avec une probabilité qui tend vers un le temps d’atteinte d’une coordonnée c
du message w (wc) avec wc = m0 est proche de n. Nous ne donnerons pas tous les détails de la preuve car nous
n’avons pas réussi à élucider tous les arguments de calcul que donne Y. Sinai. Cependant toute la démarche est
présentée ci-dessous.
Dans ce paragraphe nous prendrons I = n dans la définition d’un message w c’est à dire que w = (w1, · · · , wc, wc+1)
avec Tc(M′) ≤ n, Tc+1(M′) > n.
Pour la preuve de la proposition 6.2.11 on commence par réécrire la probabilité 6.137, on a :
Pα0

⋃
c≥1
{Tc(M′) ≤ n, Tc+1(M′) > n, wc = m0}


=
n∑
i=0
Pαm˜0 [T1(M′) > i]
∑
c≥1
Pα0 [Tc(M′) = n− i, wc = m0] ,(6.138)
en effet :
Pα0

⋃
c≥1
{Tc(M′) ≤ n, Tc+1(M′) > n, wc = m0}

(6.139)
=
∑
c≥1
n∑
k=0
∞∑
j=n+1
Pα0 [Tc(M′) = k, Tc+1(M′) = j, wc = m0] ,(6.140)
de plus par la propriété de Markov forte :
Pα0 [Tc(M′) = k, Tc+1(M′) = j, wc = m0](6.141)
= Pα0 [Tc(M′) = k, wc = m0]Pαm˜0 [T1(M′) = j − k] ,(6.142)
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on en déduit :
Pα0

⋃
c≥1
{Tc(M′) ≤ n, T (wc+1) > n, wc = m0}

(6.143)
=
∑
c≥1
n∑
k=0
∞∑
j=n+1
Pαm˜0 [T1(M′) = j − k]Pα0 [Tc(M′) = k, wc = m0](6.144)
=
∑
c=1
n∑
k=0
Pαm˜0 [T1(M′) > n− k]Pα0 [Tc(M′) = k, wc = m0](6.145)
=
n∑
i=0
Pαm˜0 [T1(M′) > i]
∑
c≥1
Pα0 [Tc(M′) = n− i, wc = m0] ,(6.146)
ce qui donne 6.138. Suite à cela Y. Sinai fait remarquer que, pour n suffisamment grand, on a :
n∑
i=0
Pαm˜0 [T1(M′) > i] ≥ Eαm˜0 [T1(M′)] (1− o(1)) .(6.147)
Le point surprenant, compte tenu que la M.A.M.A. est récurrente nulle P.p.s., est que Y. Sinai n’insiste pas sur
le fait que Eαm˜0 [T1(M′)] est bornée. Ceci est effectivement le cas, car partant de m˜0 on a :
XT1(M′) = m˜0 ou XT1(M′) = M˜
′ ou XT1(M′) = M˜
′′ ,(6.148)
où M ′ ∈M′ est le plus grand maximisant avant m˜0 et M ′′ ∈M′ le plus petit maximisant après m˜0, ainsi :
T1(M′) = T m˜0M˜ ′ ∧ T
m˜0→m˜0 ∧ T m˜0
M˜ ′′
,(6.149)
or nous savons que les moments de T m˜0
M˜ ′
∧T m˜0→m˜0 ∧T m˜0
M˜ ′′
sont bornés (voir par exemple le lemme 5.2.2). De plus
Tc(M′) s’écrit comme une somme de v.a. indépendantes par la propriété de Markov forte, et pour des raisons
similaires à celles que l’on vient d’évoquer les premiers et seconds moments de ces v.a. sont bornés.
Y. Sinai utilise alors la proposition 6.2.5, le lemme 6.2.9 et le théorème de la limite centrale local appliqué à
Tc(M′) (voir page 267 de [92]) et montre que pour n suffisamment grand :∑
c≥1
Pα0 [Tc(M′) = n− i, wc = m0] ≥
1
Eαm˜0 [T1(M′)]
,(6.150)
c’est précisément ce dernier argument que nous n’avons pas réussi à rendre rigoureux en totalité.
Si on accepte 6.150, on déduit la proposition 6.2.11 de 6.138, 6.147 et 6.150.
La preuve du théorème principal est alors une simple conséquence de la proposition dont on vient de donner les
arguments de preuve :
Preuve (Théorème 6.2.1).
Par la proposition 6.2.11, pour tout ǫ > 0 il existe n1 ≡ n1(ǫ) tel que pour tout n > n1 et tout environnement
α ∈ Cn on a :
Pα0
[⋃
c
{Tc(M′) ≤ n, Tc+1(M′) > n, wc = m0}
]
= 1− o (1) ,(6.151)
avec Q [Cn] ≥ 1− ǫ. On en déduit pour tout n > n1 :
Pα0

⋃
k≤n

Xk = m˜0,
n⋂
j=k+1
{M ′ ≤ Xj ≤M ′′}



 = 1− o (1) ,(6.152)
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avec Q [Cn] ≥ 1 − ǫ. En effet 6.151 implique que la dernière fois que la M.A.M.A. atteint un point de M′ =
{M−, · · · ,M ′,m0,M ′′, · · · ,M+} avant l’instant n est m0, donc entre cet instant (Tc(M) ≤ n) et l’instant n la
marche reste dans l’intervalle [M ′,M ′′] (avec un probabilité proche de 1). Or par 6.97 pour tout ǫ > 0 et δ > 0,
il existe n2 ≡ n2(ǫ, δ) tel que pour tout n > n2 et tout α ∈ Cn :
|M ′′ −M ′| ≤ δ ,(6.153)
on en déduit alors le théorème en prenant n0 = n1 ∨ n2. ¥
6.2.5 Calculs de moyennes de temps locaux.
Les résultats suivants sont suggérés par Y. Sinai dans [92] (page 263-264).
Voici les deux résultats principaux qui nous permettent de montrer la proposition 6.2.5 et le lemme 6.2.9.
Lemme 6.2.12. Supposons H.1, H.2 et H.3, pour tout ǫ > 0 et tout δ > 0 il existe n0 ≡ n0(ǫ, δ) tel que pour
tout n > n0 et tout environnement α ∈ Cn, il existe δ1 > 0 tel que :
η
(lnn)2nδ1
≤ max
a∈M∗
(
Eαm˜0
[L(a˜, T m˜0→m˜0)]) ≤ 1
ηδ
(lnn)2
nδ1
,(6.154)
et Q [Cn] ≥ 1− ǫ. (η > 0 vient de l’hypothèse H.3).
Preuve.
Il suffit d’appliquer le lemme 6.2.2 au lemme 6.2.14 ci dessous. ¥
On a également :
Lemme 6.2.13. Supposons H.1, H.2 et H.3, pour tout ǫ > 0 et tout δ > 0 il existe n0 ≡ n0(ǫ, δ) tel que pour
tout n > n0 et tout environnement α ∈ Cn, il existe δ1 > 0 tel que :
max
a∈M∗
(
Eα0
[L(a˜, T 0m˜0)]) ≤ 1ηδ (lnn)2n1−δ1 ,(6.155)
et Q [Cn] ≥ 1− ǫ (η > 0 vient de l’hypothèse H.3).
Preuve.
on obtient ce résultat par le lemme 6.2.15 et le lemme 6.2.2. ¥
Pour montrer ces deux lemmes nous avons besoin des calculs exacts de la partie I chapitre 2, en particulier
du lemme 2.1.11. On a également besoin du lemme 4.3.12. Étant donné que nous discuterons longuement des
temps locaux dans la partie III, nous ne donnerons pas le détail des différentes preuves.
Moyenne du temps local en a ∈M∗ entre un temps de retour à m0
Lemme 6.2.14. Soit a ∈M∗, si a > m0, on a :
αm˜0
βa˜I0(lnn)2nδa
≤ Eαm˜0
[L(a˜, T m˜0→m˜0)] ≤ αm˜0I0(lnn)2
βa˜nδa
,(6.156)
où δa = S
n
a˜ − Snm˜0 et I0 = |a− m˜0|. Si a < m0, on a :
βm˜0
αa˜I0(lnn)2nδa
≤ Eαm˜0
[L(a˜, T m˜0→m˜0)] ≤ βm˜0I0(lnn)2
αa˜nδa
,(6.157)
Preuve.
On obtient 6.156 en utilisant le lemme 2.1.11 équation 2.66, 4.417 et 4.418. 6.157 s’obtient de façon similaire.
¥
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Moyenne du temps local en a ∈M∗ entre un passage de 0 à m˜0
Lemme 6.2.15. Soit a ∈M∗, on a : si 0 < a˜ < m˜0
n∆{a,m0},a
αa˜
≤ Eα0
[L(a˜, T 0m˜0)] ≤ I0(lnn)2n∆{a,m0},aαa˜ ,(6.158)
où ∆{a,m0},a = maxk∈M∗, a<k<m˜0
(
Sn(k˜)− Sn(a˜)
)
et I0 = |a−m0|.
Si a˜ < 0 < m˜0
n∆{a,m0},a
αa˜I0(lnn)2n
∆{a,0},0
≤ Eα0
[L(a˜, T 0m˜0)] ≤ I0(lnn)2n∆{a,m0},aαa˜n∆{a,0},0 ,(6.159)
où ∆{a,0},0 = maxk∈M∗, a<k<0
(
Sn(k˜)− Sn(a˜)
)
.
Preuve.
Pour le premier cas 0 < a˜ < m˜0, on utilise le lemme 2.1.11 égalité 2.57, puis 4.416 et enfin 4.418. Pour le second
cas il suffit de multiplier les estimations du premier cas par la probabilité Pα0 [T
0
a˜ < T
0
m˜0
] et d’estimer cette
dernière en utilisant 4.417 puis le lemme 4.3.13. ¥
6.3 Distribution limite pour la M.A.M.A récurrente
H. Kesten [55] et A. O. Golosov [38], donnent (indépendamment) la distribution limite de la M.A.M.A. . On
reprend dans ce paragraphe la démarche de H. Kesten :
Théorème 6.3.1. Supposons H.1, H.2 et H.3 alors :
σ2
Xn
ln2 n
→ L, en distribution ,(6.160)
où
dQ [L ≤ x]
dx
=
2
π
∞∑
k=0
(−1)k
(2k + 1)
exp
(
− (2k + 1)
2π2
8
|x|
)
,(6.161)
Par le théorème de localisation de Y. Sinai on a :
Xn
(lnn)2
→ m0, en probabilité.(6.162)
où m0 est la v.a. fonction du potentiel aléatoire (Snt , t ∈ R) définie paragraphe 4.2.2. On rappelle de plus que
Sn
[t˜]
converge en loi vers le mouvement brownien (W (t)t, t ∈ R, W (0) = 0) de variance tσ2. On en déduit :
σ2m˜0
(lnn)2
→ L, en distribution ,(6.163)
où L est une fonctionnelle du mouvement Brownien standard (W (t), t ∈ R,W (0) = 0) que l’on caractérise
ci-dessous, on en déduit :
σ2Xn
(lnn)2
→ L, en distribution .(6.164)
Les notions de vallées et raffinement pour le mouvement Brownien sont semblables à celles définies pour le
potentiel aléatoire (Snt , t ∈ R), le lecteur peut donc se reporter à la page 50 pour un rappel des définitions.
Notons {a′, b′, c′} la plus petite vallée contenant le point 0 et de profondeur strictement supérieure à 1, cette
vallée correspond à la vallée minimale "{M˜ ′0, m˜0, M˜0}" définie au paragraphe 4.2.2. Pour obtenir cette vallée
il suffit donc de reprendre les notions que l’on a développées pour le potentiel aléatoire Snt . Le point que nous
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notions m0 est donc ici b’, et on notera L ≡ b′. On va maintenant donner une caractérisation fine de L suivant
les cas où L > 0 ou L < 0, on adopte pour cela les notations suivantes :
m+(t) = min{W (s) : 0 ≤ s ≤ t}, m−(t) = min{W (−s) : 0 ≤ s ≤ t},
T+ = inf{s : W (s)−m+(s) = 1}, T− = − inf{s : W (−s)−m−(s) = 1},
s+ : temps pour lequel m+(T+) est atteint , s− : temps pour lequel m−(T−) est atteint,
S+ = max{W (s) : 0 ≤ s ≤ s+}, S− = max{W (s) : s− ≤ s ≤ 0},
tS+ = inf{t : W (t) = S+},
tS− = inf{t : W (t) = S−}.
Remarque 6.3.2. On a conservé les notations de H. Kesten excepté pour S+ et S− qu’il note (respectivement)
M+ et M−. Par rapport aux notations que l’on a adoptées pour (Snt , t ∈ R) on a :
• s+ joue le rôle de m0 si m0 > 0, s− joue le rôle de m0 si m0 < 0.
• T+ ( respectivement T−) joue le rôle de M˜0 (respectivement M˜ ′0) si m0 > 0 ( respectivement m0 < 0). On
remarque aussi que, par construction, (W (t), t ∈ R∗+) est indépendant de (W (t), t ∈ R∗−).
s− c′s+ = b′ T+
1 > 1
a′
s− a′ c′s+ = b′ T+
1 > 1
S−
S+
W (t)
W (t)
S−
S+
1
2
0
0
Fig. 6.2 –
La preuve se décompose en trois parties : on montre d’abord que L = s+ ou s− avec une probabilité égale à un.
On caractérise ensuite les événements L = s+ et L = s−, puis on détermine la loi de s+ on en déduit celle de
s− par symétrie.
6.3.1 L = s+ ou s− avec une probabilité un
Lemme 6.3.3. on a :
Q [L = s+|L > 0] = Q [L = s−|L < 0] = 1 .(6.165)
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Preuve.
On rappelle que l’on a posé L = b′, où {a′, b′, c′} est la vallée minimale contenant 0 et de profondeur : d([a′, c′]) >
1.
Supposons b′ > 0 montrons dans ce cas que L = b′ = s+ avec une probabilité 1.
Par définition W (c′)−W (b′) ≥ d([a′, c′]) > 1, ainsi T+ ≤ c′, on a alors deux choix possibles :
Soit b′ ≤ T+ ≤ c′ alors par définition de b′ on a donc b′ = s+.
Soit T+ < b′ < c′ dans ce cas on arrive à une contradiction. En effet, effectuons un raffinement à gauche de
{a′, b′, c′} : soient d′ et e′ tels que,
max
a′≤d′≤e′≤b′
= W (e′)−W (d′) ,(6.166)
par hypothèse 0 ≥ s+ < T+ < b′ donc :
W (e′)−W (b′) ≥W (T+)−W (b′) ,(6.167)
on en déduit :
W (e′)−W (b′) > 1 p.s. ,(6.168)
on aboutit donc à une contradiction puisque :
Soit e′ < 0 < c′ et dans ce cas on a trouvé une plus petite vallée [e′, b′, c′] de profondeur > 1 d’après 6.168
contenant 0 ce qui contre dit la minimalité de [a′, b′, c′].
Soit a′ < 0 ≤ e′, alors nécessairement par définition de T+ : 0 < T+ ≤ e′ < b′ ce qui impliquerait l’existence
d’un point b′′ (0 < b′′ < T+) tel que W (T+) −W (b′′) = 1 ce qui est en contradiction avec la minimalité de la
vallée [a′, b′, c′].
Si on suppose maintenant b′ < 0 par le même type de raisonnement, on montre que L = s− p.s.
¥
6.3.2 Caractérisation des événements L = s+ et L = s−
Lemme 6.3.4. avec une probabilité 1 on a :
L = s+ ⇐⇒


W (s−) > W (s+) et S+ < (W (s−) + 1) ∨ S− ,
ou
W (s+) > W (s−) et S− > (W (s+) + 1) ∨ S+ ,
(6.169)
L = s− ⇐⇒


W (s+) > W (s−) et S− < (W (s+) + 1) ∨ S+ ,
ou
W (s−) > W (s+) et S− > (W (s+) + 1) ∨ S+ .
(6.170)
On fera la preuve de ce lemme dans le paragraphe 6.3.4.
6.3.3 Discussion heuristique sur le comportement de la M.A.M.A. avec L = s+
Ce paragraphe nous permet de comprendre heuristiquement pourquoi L = s+, c’est à dire, pourquoi la M.A.M.A.
se concentre en s+ si le milieu vérifie :
W (s−) > W (s+) et S+ < (W (s−) + 1) ∨ S− ,(6.171)
ou
W (s+) > W (s−) et S− > (W (s+) + 1) ∨ S+ .(6.172)
• L’événement 6.171 s’écrit :
6.171 ⇐⇒ W (s−) > W (s+) et S− < W (s−) + 1 et S+ < W (s−) + 1 ,(6.173)
ou
W (s+) > W (s−) et S− > W (s−) + 1 et S+ < S− .(6.174)
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Si on se place dans le cas 6.173, on a :
S− < W (s−) + 1 ⇐⇒ S− −W (s−) < 1 ,(6.175)
et
S+ < W (s−) + 1 ⇐⇒ S+ −W (s−) < 1 ,(6.176)
ainsi quelque soit les deux cas : S+ < S− ou S+ > S−, si la marche “tombe” dans le minimum en s− alors
elle aura une barrière de hauteur strictement inférieure à 1 (S+ −W (s−) ou S− −W (s−)) pour passer de ce
minimum au minimum plus profond s+.
Si on se place maintenant dans le cas 6.174, on a :
S− > W (s−) + 1 ⇐⇒ S− −W (s−) > 1 ,(6.177)
or W (s+) < W (s−) donc
S− −W (s+) > 1 ,(6.178)
comme S+ < S− avec une probabilité tendant vers un la marche visitera s+ avant de visiter s− et comme elle
ne peut pas (en un temps n) franchir des barrières supérieures à 1 elle ne visitera pas s− (en un temps n).
Remarque dans le cas 6.173, si S+ > S− la marche visitera le point s− avec une probabilité tendant vers 1, de
même si S+ < S− et que S− − w(s+) < 1 alors la marchera visitera d’abord s+ (avec une probabilité tendant
vers 1), mais visitera également s− avec une probabilité proche de 1.
• Événement 6.172
6.172 ⇐⇒ W (s−) > W (s+) et S− > (W (s+) + 1) et S− > S+ ,(6.179)
S+ < S− implique que la marche (avec une probabilité tendant vers un) commence par visiter s+ avant de
dépasser S−, de plus S− > W (s+) + 1 ⇐⇒ S− −W (s+) > 1 implique qu’elle ne visitera pas s− avec une
probabilité tendant vers un.
6.3.4 Preuve du lemme 6.3.4
On montre maintenant 6.169 :
1) Montrons l’implication suivante :
L = s+ et W (s−) > W (s+) ⇒ S+ < (W (s−) + 1) ∨ S− ,(6.180)
L = s+ ⇒ b′ > 0 donc a′ < 0 < b′ = s+ < c′, on distingue deux cas :
• Si s− < a′ < 0 alors s− < a′ < 0 < tS+ < T+ ≤ c′(5) donc :
S− ≡ max
s−≤s≤0
W (s) ≥ max
a′≤s≤0
W (s) = W (a′) ,(6.181)
or par définition de la vallée {a′, b′, c′} on a aussi ( 6) :
W (a′) > S+ p.s. ,(6.182)
ainsi par 6.181 et 6.182 :
L = s+, s− < a′ < 0 ⇒ S− > S+ p.s. ,(6.183)
5tS+ est le temps d’atteinte de S
+.
6W (a′)−W (s+) > 1 et S+ −W (s+) < W (T+)−W (s+) = 1.
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• Si a′ < s− on a : a′ < s− < 0 < tS+ < b′ = s+ < T+,
effectuons un raffinement à gauche de la vallée {a′, b′, c′} (comme en 6.166) on a donc
W (e′)−W (b′) ≥ S+ −W (s−) ,(6.184)
car W (e′) ≥ S+ et W (s−) > W (s+) = W (b′) par hypothèse. Raisonnons alors par l’absurde, supposons
S+ ≥W (s−) + 1, alors :
W (e′)−W (b′) > 1 p.s. .(6.185)
Deux cas possibles, contredisant la minimalité de la vallée {a′, b′, c′}, peuvent alors se présenter :
– Si e′ < 0, alors la vallée {e′, b′, c′} contient le point 0 et d([e′, c′]) > 1 par 6.185
– Si e′ > 0, alors la vallée {a′, d′, e′} est telle que 0 ∈ [a′, e′] et d([a′, e′]) > 1 car d([a′, e′]) ≥W (e′)−W (s−) ≥
S+ −W (s−) > 1 Q p.s.
on en déduit :
L = s+, W (s−) > W (s+) et a′ < s− < 0 ⇒ S+ < W (s−) + 1.(6.186)
De 6.183 et 6.186 on en déduit 6.180.
2) Réciproquement, montrons l’implication :
W (s−) > W (s+) et S+ < (W (s−) + 1) ∨ S− ⇒ L = s+ ,(6.187)
on distingue deux cas :
• s− < a′ < 0, ceci implique directement que b′ = s+ car s− /∈ [a′, c′].
• a′ ≤ s−, le cas délicat serait que s+ ≥ c′ > 0, mais cela ne peut pas être le cas, en effet supposons s+ ≥ c′ > 0,
alors :
max
0≤s≤c′
W (s) = W (c′) ≤ max
0≤s≤s+
W (s) = S+ < 1 +W (s−) ,
de plus
L = b′ = s− car s+ ≥ c′ ,
ce qui impliquerait : d([a′, c′]) ≤ S+ −W (s−) < 1 qui contredit l’hypothèse d([a′, c′]) > 1. Ce qui donne 6.187.
Par un raisonnement similaire, on obtient les deux résultats suivants :
L = s+ et W (s+) > W (s−) ⇒ S− > S+ ∨W (T+) ,(6.188)
W (s−) < W (s+) et S− > (W (s+) + 1) ∨ S+ ⇒ L = s+ .(6.189)
De 6.180, 6.187, 6.188 et 6.188 on obtient 6.169. On refait un raisonnement similaire pour obtenir 6.170.
6.3.5 Calcul de la Transformée de Laplace de la v.a L avec L > 0.
On a le résultat suivant :
Proposition 6.3.5. Soit θ > 0, on a :
E
[
e−θLIL>0
]
=
1
2θ
(
1− 1
cosh
√
2θ
)
.(6.190)
Preuve.
Notons :
A1 = W (s−) > W (s+) et S+ < (W (s−) + 1) ∨ S− ,
A2 = W (s+) > W (s−) et S− > (W (s+) + 1) ∨ S+ ,
B1 = W (s−) > W (s+) et S− < W (s−) + 1 et S+ < W (s−) + 1 ,
B2 = W (s−) > W (s+) et S− > W (s−) + 1 et S+ < S− .
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On a A1 = B1 ∪B2, B1 ∩B2 = ∅, avec ces notations et d’après les lemme 6.3.3 et 6.3.4 :
E
[
e−θLIL>0
]
= E
[
e−θLIL=s+
]
(6.191)
= E
[
e−θS
+
IA1∪A2
]
(6.192)
= E
[
e−θs+IB1
]
+ E
[
e−θs+IB2
]
+ E
[
e−θs+IA2
]
.(6.193)
Evaluons chacun des trois termes de la dernière égalité :
E
[
e−θs+IA2
]
= E
[
e−θs+IW (s+)>W (s−) et S−>(W (s+)+1)∨S+
]
(6.194)
= E
[
e−θs+IW (s+)>W (s−), S−>(W (s+)+1), S−>S+
]
(6.195)
=
∫ ∞
0
∫ +∞
1−y
E
[
e−θs+IW (s+)>−y, W (s+)<−(1−x), S+<x, S−∈dx, W (s−)∈(−dy)
]
.(6.196)
On utilise maintenant le fait que les processus (W (t), t > 0) et (W (t), t < 0) sont indépendants, ainsi :
E
[
e−θs+IA2
]
=
∫ ∞
0
dy
∫ +∞
1−y
dxE
[
e−θs+IW (s+)>−y, W (s+)<−(1−x), S+<x
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) ≤ −y
]
(6.197)
= −
∫ ∞
0
dy
∫ +∞
1−y
dx
∫ y
1−x
dz
d
dz
E
[
e−θs+IW (s+)>−z, S+<x
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) ≤ −y
]
(6.198)
=
∫ ∞
0
dy
∫ +∞
1−y
dx
∫ y
1−x
dz
d
dz
E
[
e−θs+IW (s+)>−z, S+<x
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) > −y
]
.(6.199)
Par les mêmes calculs :
E
[
e−θs+IB1
]
= E
[
e−θs+IW (s+)<W (s−), S−<(W (s−)+1), S+<W (s−)+1
]
(6.200)
=
∫ ∞
0
dy
∫ 1−y
−∞
dxE
[
e−θs+IW (s+)<−y, S+<1−y
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) ≤ −y
]
(6.201)
=
∫ ∞
0
dy
∫ 1−y
−∞
dx
∫ +∞
y
dz
d
dz
E
[
e−θs+IW (s+)<−z, S+<1−y
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) ≤ −y
]
(6.202)
=
∫ ∞
0
dy
∫ 1−y
−∞
dx
∫ +∞
y
dz
d
dz
E
[
e−θs+IW (s+)>−z, S+<1−y
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) > −y
]
.(6.203)
de même :
E
[
e−θs+IB2
]
= E
[
e−θs+IW (s−)>W (s+), S−>(W (s−)+1), S+<S−
]
(6.204)
=
∫ ∞
0
dy
∫ +∞
1−y
dxE
[
e−θs+IW (s+)<−y, S+<x
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) ≤ −y
]
(6.205)
=
∫ ∞
0
dy
∫ +∞
1−y
dx
∫ ∞
y
dz
d
dz
E
[
e−θs+IW (s+)<−z, S+<x
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) ≤ −y
]
(6.206)
=
∫ ∞
0
dy
∫ +∞
1−y
dx
∫ ∞
y
dz
d
dz
E
[
e−θs+IW (s+)>−z, S+<x
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) > −y
]
.(6.207)
Afin de déterminer ces intégrales H. Kesten montre le lemme suivant :
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Lemme 6.3.6. Soient z ≥ 0, 0 ≤ x ≤ 1 pour tout θ > 0, on a :
d
dz
E
[
e−θs+IW (s+)≥−z, S+<x
]
=


sinh(x
√
2θ)
sinh((x+z)
√
2θ)
si z ≤ 1− x ,
sinh(x
√
2θ)
sinh(
√
2θ)
exp(−√2θ(z − 1 + x) coth(√2θ)) si z ≥ 1− x .
(6.208)
d
dx
d
dz
Q[W (s−) ≥ −z, S− < x] =
{ z
(x+z)2 si z ≤ 1− x ,
(1− y) exp (−(z − 1 + x)) si z ≥ 1− x .(6.209)
de plus Q [S+ > 1] = Q [S− > 1] = 0, (S+ ≥W (0) = 0, S− ≥W (0) = 0).
Preuve.
H. Kesten montre 6.208 en considérant une marche aléaroire récurrente simple plutôt que le mouvement Brow-
nien puis en passant à la limite. Nous avons laissé de côté cette partie de la preuve. ¥
On a :
E
[
e−θs+IB1
]
=
∫ ∞
0
dy
∫ 1−y
−∞
dx
∫ +∞
y
dz
d
dz
E
[
e−θs+IW (s+)>−z, S+<1−y
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) > −y
]
(6.210)
=
∫ 1
0
dy
∫ 1−y
0
dx
∫ +∞
y
dz
d
dz
E
[
e−θs+IW (s+)>−z, S+<1−y
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) > −y
]
(6.211)
=
∫ 1
0
dy
∫ 1−y
0
dx
∫ +∞
y
dz
sinh((1− y)√2θ)
sinh(
√
2θ)
exp(−
√
2θ(z − y) coth(
√
2θ))
y
(x+ y)2
(6.212)
=
∫ 1
0
dy
∫ +∞
y
dz
sinh((1− y)√2θ)
sinh(
√
2θ)
exp(−
√
2θ(z − y) coth(
√
2θ))(1− y)(6.213)
=
∫ 1
0
dx
∫ +∞
1−x
dz
sinh(x
√
2θ)
sinh(
√
2θ)
exp(−
√
2θ(z + x− 1) coth(
√
2θ))x(6.214)
=
∫ +∞
0
dz
∫ 1
1−z
dx
sinh(x
√
2θ)
sinh(
√
2θ)
exp(−
√
2θ(z + x− 1) coth(
√
2θ))x ,(6.215)
l’avant dernière égalité est obtenue en faisant le changement de variable x = 1 − y, la dernière en changeant
l’ordre d’intégration. De même
E
[
e−θs+IA2
]
=
∫ ∞
0
dy
∫ 1
1−y
dx
∫ y
1−x
dz
d
dz
E
[
e−θs+IW (s+)>−z, S+<x
] d
dx
d
dy
Q
[
S− ≤ x, W (s−) > −y
]
(6.216)
=
∫ ∞
0
dy
∫ 1
1−y
dx
∫ y
1−x
dz
sinh(x
√
2θ)
sinh(
√
2θ)
exp(−
√
2θ(z − 1 + x) coth(
√
2θ))(1− x) exp (−(y − 1 + x)) ,(6.217)
enfin :
E
[
e−θs+IB2
]
=
∫ ∞
0
dy
∫ +∞
1−y
dx
∫ ∞
y
dz
d
dz
E
[
e−θs+IW (s+)>−z, S+<x
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) > −y
]
(6.218)
=
∫ ∞
0
dy
∫ 1
1−y
dx
∫ ∞
y
dz
d
dz
E
[
e−θs+IW (s+)>−z, S+<x
] d
dx
d
dy
Q
[
S− ≤ x,W (s−) > −y
]
(6.219)
=
∫ ∞
0
dy
∫ 1
1−y
dx
∫ ∞
y
dz
sinh(x
√
2θ)
sinh(
√
2θ)
exp(−
√
2θ(z − 1 + x) coth(
√
2θ))(1− x) exp (−(y − 1 + x)) .(6.220)
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En sommant 6.217 et 6.220, on obtient :
E
[
e−θs+IB2
]
+ E
[
e−θs+IA2
]
(6.221)
=
∫ ∞
0
dy
∫ 1
1−y
dx
∫ +∞
1−x
dz
sinh(x
√
2θ)
sinh(
√
2θ)
exp(−
√
2θ(z − 1 + x) coth(
√
2θ))(1− x) exp (−(y − 1 + x))(6.222)
=
∫ ∞
0
dz
∫ 1
1−z
dx
∫ +∞
1−x
dy
sinh(x
√
2θ)
sinh(
√
2θ)
exp(−
√
2θ(z − 1 + x) coth(
√
2θ))(1− x) exp (−(y − 1 + x))(6.223)
=
∫ ∞
0
dz
∫ 1
1−z
dx
sinh(x
√
2θ)
sinh(
√
2θ)
exp(−
√
2θ(z − 1 + x) coth(
√
2θ))(1− x) .(6.224)
En sommant 6.215 et 6.224 on obtient :
E
[
e−θs+IB2
]
+ E
[
e−θs+IA2
]
+ E
[
e−θs+IA1
]
(6.225)
=
∫ ∞
0
dz
∫ 1
1−z
dx
sinh(x
√
2θ)
sinh(
√
2θ)
exp(−
√
2θ(z − 1 + x) coth(
√
2θ))(6.226)
=
∫ 1
0
dx
sinh(x
√
2θ)
sinh(
√
2θ)
∫ +∞
1−x
dz exp(−
√
2θ(z − 1 + x) coth(
√
2θ))(6.227)
=
∫ 1
0
dx
sinh(x
√
2θ)
sinh(
√
2θ)
1√
2θ coth(
√
2θ)
(6.228)
=
(
cosh(
√
2θ)√
2θ
− 1√
2θ
)
1√
2θ cosh(
√
2θ)
=
1
2θ
(
1− 1
cosh(
√
2θ)
)
.(6.229)
ce qui donne 6.230. ¥
Pour obtenir 6.161, H. Kesten utilise la représentation de Mittag-Leffer de 1cosh(u) :
E
[
e−θLIL>0
]
=
1
2θ
(
1− 1
cosh
√
2θ
)
(6.230)
=
16
π
∞∑
k=0
(−1)k
(2k + 1)
1
(2k + 1)2π2 + 8θ
(6.231)
=
2
π
∞∑
k=0
(−1)k
(2k + 1)
∫ +∞
0
e
−y
(
θ+(2k+1)2 π
2
8
)
(6.232)
=
∫ +∞
0
e−θy
2
π
∞∑
k=0
(−1)k
(2k + 1)
e
−y
(
(2k+1)2 π
2
8
)
,(6.233)
par identification on en déduit :
dQ [L ≤ x, L > 0]
dx
=
2
π
∞∑
k=0
(−1)k
(2k + 1)
e
−x
(
(2k+1)2 π
2
8
)
,(6.234)
on obtient 6.161 par symétrie.
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Quand je considère la petite durée de ma vie,
absorbée dans l’éternité précédente et suivante,
[...] je m’effraie.
B. Pascal
Partie III
Concentration de la M.A.M.A. récurrente
Dans cette partie on étudie le temps local de la M.A.M.A. , plus particulièrement on s’intéresse au temps local
de la M.A.M.A. dans un petit voisinage autour du point de localisation m˜0 et au point m˜0 lui même. Le premier
chapitre de cette partie (chapitre 7 de la thèse) est consacré à l’énoncé des hypothèses qui seront utilisées ainsi
qu’à la présentation des résultats. Dans un second chapitre (chapitre 8) on donne quelques résultats élémentaires
sur le milieu aléatoire sous les hypothèses H.1, H.2 et H.3, ainsi qu’une caractérisation du point m˜0. Dans le
troisième chapitre (chapitre 9) on fait l’étude de la Q variable aléatoire :
Eαm˜0
[L(k, T m˜0→m˜0)] , k ∈ V{M˜ ′0,m˜0,M˜0} .
Eαm˜0
[L(k, T m˜0→m˜0)] représente la moyenne du temps local de la M.A.M.A. en un point k entre deux passages
à m˜0 et V{M˜ ′0,m˜0,M˜0} ≡ {M˜
′
0, M˜
′
0 + 1, · · · , m˜0, · · · , M˜0− 1, M˜0} est l’ensemble des points contenus dans la vallée
minimale notée {M˜ ′0, m˜0, M˜0}. Nous verrons que la variable aléatoire Eαm˜0
[L(k, T m˜0→m˜0)] , k ∈ V{M˜ ′0,m˜0,M˜0}
témoigne de la concentration de la M.A.M.A. dans un petit voisinage autour de m˜0. En effet nous montrerons
dans le quatrième chapitre de cette partie (chapitre 10) qu’en plus d’être localisée pour un instant donné n
(objet de la partie II) la marche est concentrée, c’est à dire qu’elle passe la quasi totalité de son temps n dans
un voisinage de m˜0 de taille au plus de l’ordre de (ln lnn)2. Le second résultat que nous montrerons est que
le temps local en m˜0 au temps n normalisé par n converge avec une Q probabilité aussi proche de 1 que nous
voulons en Pα probabilité vers la Q v.a. :
1
Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T m˜0→m˜0)
] ,
où Eαm˜0
[
L
(
V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0
)]
est la moyenne du temps local dans la vallée V{M˜ ′0,m˜0,M˜0} entre deux
passages à m˜0. Nous montrerons, enfin, que ces deux résultats ont des conséquences directes sur le maximum
des temps locaux de la M.A.M.A. ainsi que sur son lieu favori.
129
130
Chapitre 7
Hypothèses et Résultats
7.1 Hypothèses et Notations
Dans ce chapitre on conservera les deux hypothèses nécessaires pour obtenir une M.A.M.A. récurrente :
EQ
[
ln
1− α0
α0
]
= 0 ,(H.1)
VarQ
[
ln
1− α0
α0
]
≡ σ2 > 0 .(H.2)
Et l’on considérera de plus l’hypothèse de régularité suivante :
Q [η ≤ α0 ≤ 1− η] = 1, 0 < η ≤ 1
2
.(H.3)
Cette dernière hypothèse remplace l’hypothèse plus faible H.6 (page 43) de la partie précédente. Nous discute-
rons dans la conclusion (page 221) des extensions possibles de nos résultats à des hypothèses plus faibles que H.3.
Une première remarque sur H.3, cette hypothèse implique qu’il existe η′0 ≥ η et η′′0 ≥ η tels que :
sup {x, Q [α0 ≥ x] = 1} = η′0 ,(7.1)
sup {x, Q [α0 ≤ 1− x] = 1} = η′′0 ,(7.2)
pour simplifier les notations on supposera, sans perte de généralité, que η′0 = η
′′
0 ≡ η0. On remarque de plus que
H.2 implique que η0 < 12 , en effet :
H.2 ⇒ Q
[
α0 =
1
2
]
< 1 ⇒ sup {x, Q [α0 ≥ x] = 1} < 1
2
⇔ η0 < 1
2
.(7.3)
On adoptera la notation suivante :
Iη0 = ln
1− η0
η0
,
(
0 < η0 <
1
2
)
.(7.4)
Dans cette partie {M˜ ′0, m˜0, M˜0} désignera la vallée "minimale" dans laquelle la M.A.M.A. est prisonnière (voir
la partie II chapitre 5), on renvoie le lecteur au paragraphe 8.2.2 pour la définition des points m˜0, M˜ ′0 et M˜0.
On notera :
V{M˜ ′0,m˜0,M˜0} =
{
M˜ ′0 , M˜
′
0 + 1 , · · · , m˜0, · · · , M˜0 − 1, M˜0
}
,(7.5)
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i.e. V{M˜ ′0,m˜0,M˜0} est l’ensemble des points appartenant à Z, contenus dans la vallée {M˜
′
0, m˜0, M˜0}. Soit n > 3,
on notera
Vm˜0 ≡ Vm˜0(f, n) = {m˜0 − f(n), · · · , m˜0, · · · , m˜0 + f(n)} ,(7.6)
où f(n) = [F (ln lnn)2], F > 1 sera précisée dans le paragraphe suivant, V cm˜0 désignera le complémentaire dans
Z de Vm˜0 . On notera aussi :
V c,rm˜0 =
{
M˜ ′0, · · · , m˜0 − f(n)− 1
}
∪
{
m˜0 + f(n) + 1, · · · , M˜0
}
,(7.7)
qui est le complémentaire de Vm˜0 dans V{M˜ ′0,m˜0,M˜0}. Enfin notons :
V ∗m˜0 = Vm˜0 r {m˜0} ,(7.8)
V +m˜0 = {m˜0 + 1, · · · , m˜0 + f(n)} ,(7.9)
V −m˜0 = {m˜0 − f(n), · · · , m˜0 − 1} .(7.10)
Soit k ∈ Z, on rappelle que L (k, T ) est le temps local de la M.A.M.A. en k en un temps T (où T peut être une
variable aléatoire ou déterministe). Soit A ⊂ Z on note
L (A, T ) ≡
∑
j∈A
L (j, T ) =
T∑
i=1
∑
j∈A
I{Xi=j} .(7.11)
Une dernière notation avant d’énoncer nos résultats, si A ⊂ Z, |A| désignera le nombre d’éléments dans A.
On a obtenu deux résultats principaux sur le temps local de la M.A.M.A. pour un instant donné n : les théorèmes
7.2.1 et 7.3.1, le premier concerne le :
7.2 Temps local dans un voisinage de m˜0
Théorème 7.2.1. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, tout ǫ > 0 il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] ,
Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n0 et tout α ∈ G′n on a :
Pα0 [L (Vm˜0 , n) ≥ n (1− δn)] ≥ 1−
4
η0
1
δnF (ln lnn)2
−O
(
1
lnn
)
,(7.12)
et Q [G′n] ≥ 1−ǫ. Vm˜0 = {m˜0−[F (ln lnn)2], · · · , m˜0, · · · , m˜0+[F (ln lnn)2]} , F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
,
E =
24R2| ln Rǫ |
σ2ǫ2 , et R = 1000.
Remarque 7.2.2. L’ensemble des bons environnements G′ joue un rôle similaire à l’ensemble des bons envi-
ronnements G de la partie II, il sera défini dans le chapitre 3 (page 181).
Ce résultat montre que pour tout environnement α dans l’ensemble des "bons" environnements G′ la M.A.M.A.
reste un temps supérieur à n(1 − δn) (où δn → 0), dans un voisinage de m˜0 au plus de taille F (ln lnn)2 avec
une Pα probabilité proche de 1. On a donc non seulement une localisation de la M.A.M.A. récurrente (résultat
de Y. Sinai), mais également une concentration de la M.A.M.A. dans un petit intervalle. On remarque de plus
que la taille du voisinage que nous avons trouvée pour la localisation (voir 6.1) n’est pas aussi réduite que celle
que nous trouvons pour la concentration.
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Pour montrer le théorème 7.2.1 nous avons étudié le potentiel aléatoire (Sm, m ∈ Z) dans le complémentaire du
voisinage de m˜0 noté V
c,r
m˜0
, la proposition ci-dessous est le résultat clé sur le milieu aléatoire qui nous a permis
de montrer ce théorème :
Proposition 7.2.3. Supposons H.1, H.2 et H.3, pour tout ǫ > 0, il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ])
tel que pour tout n > n0 on a :
Q
[
Eαm˜0
[L(V c,rm˜0 , T m˜0→m˜0)] > 2η0
1
f(n) + 1
]
≤ ǫ ,(7.13)
où
f(n) = [F (ln lnn)2], F =
(
(21E + 1)(Iη0 ∨ 1)Rǫ
(Q [ǫ0 < −Iη0/2])1/2Q [ǫ0 > Iη0/2]
)2
,(7.14)
E =
24R2| ln Rǫ |
σ2ǫ2 et R = 1000.
Ce résultat montre que la somme
∑
k∈V c,rm˜0
Eαm˜0
[L(k, T m˜0→m˜0)] tend vers 0 avec une Q probabilité proche de un.
En particulier cela signifie, qu’avec une Q probabilité aussi proche de 1 que l’on veut, en moyenne, la M.A.M.A.
n’atteindra aucun point k ∈ V c,rm˜0 en un temps de retour à m˜0. Et ceci malgré le fait que
|V c,rm˜0 |
|V{M˜′0,m˜0,M˜0}|
≈ 1 et
que la M.A.M.A. reste la totalité de son temps dans V{M˜ ′0,m˜0,M˜0} avec une P
α probabilité proche de 1.
Le second résultat montre la convergence en Pα probabilité de L(m˜0,n)n vers une variable dépendant uniquement
du milieu α et de n avec une Q probabilité aussi proche de 1 que l’on veut :
7.3 Temps local au point m˜0
Le théorème ci-dessous précise le théorème 7.2.1 tout en se limitant au point m˜0, c’est un résultat de type loi
faible des grands nombres pour le temps local de la M.A.M.A. en m˜0. Nous avons ainsi obtenu une convergence
du temps local en m˜0 normalisé par n, du même type que celle qu’obtient Y. Sinai pour (Xn, n ∈ N), vers une
quantité dépendant uniquement du milieu aléatoire et de n :
Théorème 7.3.1. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, pour tout ǫ > 0, tout δ > 0, tel que δµ < 1 il existe n0 ≡
n0
(
ǫ, δ, µ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ] , Q [ǫ0 < − Iη02 ]) tel que pour tout n > n0 et tout α ∈ G′n on a :
Pα0


∣∣∣∣∣∣
L(m˜0, n)
n
− 1
Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T m˜0→m˜0)
]
∣∣∣∣∣∣ > δ

 ≤ 4
η0
1
F (ln lnn)2δn
+
4e−
δ
2n
1/2
δ
(7.15)
et Q [G′n] ≥ 1−ǫ. F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
, µ = 3+ 2
Q
[
ǫ0<− Iη02
]
η0

 2e− Iη04(
1−e−
Iη0
4
)3 + (E2+3)(
1−e−
Iη0
4
)2 + 3(E2−1)
1−e−
Iη0
4

,
E2 = ln
(
R
ǫ
Iη0 (Iη0∨1)(21E+1)(
Q
[
ǫ0>
Iη0
2
]
∧Q
[
ǫ0<− Iη02
])
Q
[
ǫ0>
Iη0
2
]
)
, E =
24R2| ln Rǫ |
σ2ǫ2 et R = 1000.
On peut donner facilement une idée intuitive de ce résultat : on sait que la M.A.M.A. reste prisonnière
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dans la vallée {M˜ ′0, m˜0, M˜0} avec une probabilité proche de un (voir proposition 5.1.2) jusqu’à un instant
donné n. Ainsi on peut considérer que jusqu’à cet instant n le temps moyen de retour en m˜0 est égal à
Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
, on peut donc découper l’intervalle de temps {1, · · · , n} en L(m˜0, n) tranches
de longueur Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
, d’où
n ≈ L(m˜0, n)Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
⇔ L(m˜0, n)
n
≈
1
Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T m˜0→m˜0)
] .(7.16)
Une remarque importante est qu’avec une Q probabilité proche de un Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
est bor-
née par une constante ne dépendant pas de n, nous montrerons en effet dans le chapitre 9 (troisième de cette
partie) la proposition suivante :
Proposition 7.3.2. Supposons H.1, H.2 et H.3, pour tout ǫ > 0 il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ])
tel que pour tout n > n0 :
Q
[
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] > µ] ≤ ǫ ,(7.17)
où
µ = 3 +
2
η0

 2e−
Iη0
4(
1− e− Iη04
)3 + (E2 + 3)(
1− e− Iη04
)2 + 3(E2 − 1)
1− e− Iη04

 ,(7.18)
E2 = ln
(
R
ǫ
Iη0 (Iη0∨1)(21E+1)(
Q
[
ǫ0>
Iη0
2
]
∧Q
[
ǫ0<− Iη02
])
Q
[
ǫ0>
Iη0
2
]
)
, E =
24R2| ln Rǫ |
σ2ǫ2 , et R = 1000.
On remarque dans ce résultat le phénomène suivant : bien que Vm˜0 soit une fonction de n (|Vm˜0 | = 2F (ln lnn)2+
1), avec une Q probabilité proche de un la M.A.M.A. en un temps de retour à m˜0 visite, en moyenne, au plus
quelques points de Vm˜0 un nombre de fois très limité (tel que la somme
∑
k∈Vm˜0 E
α
m˜0
[L(k, T m˜0→m˜0)] soit bornée
par une valeur indépendante de n). Si on rassemble maintenant les résultats des propositions 7.2.3 et 7.3.2 on
obtient (pour n suffisamment grand) :
Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
= Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)]+ Eαm˜0 [L(V c,rm˜0 , T m˜0→m˜0)](7.19)
≤ µ+ 2
F (ln lnn)2
(7.20)
≤ 2µ ,(7.21)
avec uneQ probabilité aussi proche de 1 que nous voulons. Ce qui montre bien que Eα
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
est bornée par une constante indépendante de n avec une Q probabilité aussi proche de 1 que nous souhaitons.
Du théorème 7.3.1 on en déduit le corollaire suivant :
Corollaire 7.3.3. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, tout ǫ > 0, il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] ,
Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n0 et tout α ∈ G′n on a :
Pα0
[
L(m˜0, n) ≥ n
2µ
]
≥ 1− 4
η0
1
F (ln lnn)2δn
− (2µ)e− 12µn1/2(7.22)
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et Q [G′n] ≥ 1 − ǫ, F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
, µ = 3 + 2η0

 2e− Iη04(
1−e−
Iη0
4
)3 + (E2+3)(
1−e−
Iη0
4
)2 + 3(E2−1)
1−e−
Iη0
4

,
E2 = ln
(
R
ǫ
Iη0 (Iη0∨1)(21E+1)(
Q
[
ǫ0>
Iη0
2
]
∧Q
[
ǫ0<− Iη02
])
Q
[
ǫ0>
Iη0
2
]
)
, E =
24R2| ln Rǫ |
σ2ǫ2 et R = 1000.
Ces résultats montrent donc qu’en plus d’être localisée la M.A.M.A. est concentrée et que le lieu de concen-
tration et celui de la localisation sont extrêmement liés. Dans le paragraphe suivant nous montrons que ce
phénomène de concentration de la M.A.M.A. a des conséquences sur le maximum des temps locaux et le lieu
favori de la M.A.M.A. :
7.4 Conséquences sur le maximum des temps locaux et le lieu favori
de la M.A.M.A.
Rappelons la définition de l’ensemble des lieux favoris de la M.A.M.A. et du maximum des temps locaux pour
un instant n fixé :
Définition 7.4.1.
F¯(n) =
{
k ∈ Z, L(k, n) = max
j∈Z
{L(j, n)}
}
,(7.23)
L∗(n) = max
k∈Z
(L(k, n)) .(7.24)
Le corollaire 7.3.3 implique :
Corollaire 7.4.2. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, tout ǫ > 0 il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] ,
Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n0 et tout α ∈ G′n on a :
Pα0
[
L∗(n) ≥ n
2µ
]
≥ 1− 4
η0
1
F (ln lnn)2δn
− (2µ)e− 12µn1/2 ,(7.25)
Q [G′n] ≥ 1− ǫ (l’expression de µ est donnée en 7.18, celle de F en 7.14).
On remarque que ce résultat est compatible avec, par exemple, le résultat P.p.s. de Z. Shi [90] suivant, supposons
H.1, H.2 et H.3 alors :
lim sup
n→+∞
L∗(n)
n
> c2 P.p.s. ,(7.26)
où c2 > 0.
Le résultat ci-dessous est une conséquence du théorème 7.2.1 et du corollaire 7.4.2 :
Corollaire 7.4.3. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, tout ǫ > 0 il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] ,
Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n0 et tout α ∈ G′n on a :
Pα0
[
F¯(n) ⊂ Vm˜0
] ≥ 1− 8
η0
1
F (ln lnn)2δn
− (2µ)e− 12µn1/2 −O
(
1
(lnn)
)
,(7.27)
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en particulier pour tout δ > 0 :
Pα0

 ⋃
k˜∗∈F¯(n)
{∣∣∣∣∣ k˜
∗
(lnn)2
−m0
∣∣∣∣∣ > δ
} ≤ 8
η0
1
F (ln lnn)2δn
+ (2µ)e−
1
2µn
1/2
+O
(
1
(lnn)
)
(7.28)
avec Q [G′n] ≥ 1− ǫ. L’expression de F est donné par 7.14 et de µ par 7.18.
Notons F (n) = max{m ∈ Z, m ∈ F¯(n)}, on déduit de ce corollaire et du théorème de Y. Sinai que F (n)(lnn)2 et
Xn
(lnn)2 ont la même P distribution limite (voir théorème 6.3.1). On note que ceci est en accord avec les résultats
P.p.s. de Y. Hu et Z. Shi ([44],[46]) :
lim sup
n→∞
F (n)
(lnn)2 ln ln lnn
= lim sup
n→∞
Xn
(lnn)2 ln ln lnn
=
8
π2σ2
P.p.s .(7.29)
On trouvera dans la conclusion une série de questions et de conjectures sur le maximum des temps locaux et le
lieu favori de la M.A.M.A. en relation avec les résultats que nous venons de présenter.
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Chapitre 8
Propriétés élémentaires du milieu
aléatoire sous les hypothèses H.1, H.2 et
H.3
Dans ce paragraphe on commence par rappeler des conséquences simples de l’hypothèse H.3 et la notion de vallée.
On adapte ensuite certains résultats relatifs au milieu aléatoire, montrés dans la partie II sous l’hypothèse H.6
(voir page 43), à l’hypothèse H.3. Étant donné que H.3 est plus forte que H.6 nous verrons que l’expression
de certains résultats obtenus dans la partie II est simplifiée. On montre ensuite quelques résultats élémentaires
supplémentaires (lemmes 8.2.7 à 8.2.11) puis on caractérise le point m˜0.
8.1 Rappels sur l’hypothèse H.3 et sur les vallées
8.1.1 Sur l’hypothèse H.3
On rappelle que pour simplifier les écritures on a choisi :
sup {x, Q [α0 ≥ x] = 1} = sup {x, Q [α0 ≤ 1− x] = 1} ≡ η0, 0 < η0 < 1/2 .(8.1)
On a alors adopté la notation suivante :
Iη0 = ln
1− η0
η0
,
(
0 < η0 <
1
2
)
,(8.2)
ainsi :
inf {x, Q [ǫ0 ≤ x] = 1} = Iη0 ,(8.3)
sup {x, Q [ǫ0 ≥ x] = 1} = −Iη0 ,(8.4)
on rappelle que ǫ0 =
1−α0
α0
. On s’est donc restreint au cas où le support de ǫ0 est symétrique, cependant ǫ0 n’est
pas, a priori, une variable aléatoire symétrique.
Une dernière remarque très simple qui nous sera utile dans le paragraphe 8.2.3 et le chapitre 9 : par 8.3
Q
[
ǫ0 >
Iη0
2
]
> 0 et de même Q
[
ǫ0 < − Iη02
]
> 0 par 8.4.
8.1.2 Rappels sur les vallées
Dans cette partie nous avons supprimé l’interpolation linéaire pour la définition du potentiel aléatoire (Sm, m ∈
Z), on a :
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Définition 8.1.1. Nous appellerons potentiel aléatoire et nous noterons (Sm, m ∈ Z), le processus défini par :
Sk =
{ ∑
1≤i≤k ǫi, k = 1, 2, · · · ,∑
k≤i≤−1 ǫi, k = −1,−2, · · · ,
et S0 = 0 avec
(
ǫi ≡ ln 1−αiαi , i ∈ Z
)
. De plus :
Snm =
Sm
lnn
, m ∈ Z .(8.5)
On rappelle également la définition d’une vallée et de la profondeur d’une vallée pour le potentiel aléatoire
(Sm, m ∈ Z) :
Définition 8.1.2. On dira que le triplet {M˜ ′, m˜, M˜ ′′} est une vallée si :
SM˜ ′ = max
M˜ ′≤t≤m˜
St ,(8.6)
SM˜ ′′ = max
m˜≤t≤M˜ ′′
St ,(8.7)
Sm˜ = min
M˜ ′≤t≤M˜ ′′
St .(8.8)
si m˜ n’est pas unique, on choisira le point vérifiant 8.8 ayant la plus petite valeur absolue.
Dans cette partie la notion de raffinement définie au paragraphe 4.2.1 n’intervient pas directement, on la laisse
donc de côté.
Définition 8.1.3. On appellera profondeur de la vallée {M˜1, m˜,M˜2} et on notera d([M˜1, M˜2]) la quantité :
min(SM˜1 − Sm˜, SM˜2 − Sm˜) .(8.9)
On termine ces rappels par la :
Définition 8.1.4. Soient γ > 0 et n > 3, on dira que la vallée {M˜1, m˜2, M˜2} contient le point 0 et est de
profondeur supérieure à Γn ≡ lnn+ γ ln lnn si et seulement si :
1. 0 ∈ [M˜1, M˜2],
2. d
(
{M˜1, M˜2}
)
≥ Γn ,
3. si m˜2 < 0, SM˜2 −maxm˜2≤t≤0 (St) ≥ γ ln lnn ,
si m˜2 > 0, SM˜1 −max0≤t≤m˜2 (St) ≥ γ ln lnn .
On renvoie le lecteur à la page 56, pour la construction de la vallée "minimale" {M˜ ′0, m˜0, M˜0}. On rappelle
cependant les propriétés élémentaires de cette vallée qui nous servirons dans cette partie. {M˜ ′0, m˜0, M˜0} contient
le point 0 et est de profondeur supérieure à Γn, de plus elle est "minimale" c’est à dire que tout autre vallée
contenue dans cette vallée ne contient pas le point 0 ou n’est pas de profondeur supérieure à Γn (i.e ne vérifie
pas la définition 8.1.4). De plus on rappelle que l’on peut définir M˜ ′0 et M˜0 à partir de m˜0 de la façon suivante :
si m˜0 > 0
M˜ ′0 = sup
{
l ∈ Z−, l < m˜0, Sl − Sm˜0 ≥ Γn, Sl − max
0≤k≤m˜0
Sk ≥ γ ln lnn
}
,(8.10)
M˜0 = inf {l ∈ Z+, l > m˜0, Sl − Sm˜0 ≥ Γn} .(8.11)
Si m˜0 < 0 :
M˜ ′0 = sup {l ∈ Z−, l < m˜0, Sl − Sm˜0 ≥ Γn} ,(8.12)
M˜0 = inf
{
l ∈ Z+, l > m˜0, Sl − Sm˜0 ≥ Γn, Sl − max
m˜0≤k≤0
Sk ≥ γ ln lnn
}
.(8.13)
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Si m˜0 = 0 :
M˜ ′0 = sup
{
l ∈ Z∗−, Sl − Sm˜0 ≥ Γn
}
,(8.14)
M˜0 = inf
{
l ∈ Z∗+, Sl − Sm˜0 ≥ Γn
}
.(8.15)
Nous avons également montré dans la seconde partie que la vallée {M˜ ′0, m˜0, M˜0} existait avec une Q probabilité
proche de 1 (voir lemme 4.2.13, page 60) :
Lemme 8.1.5. Supposons H.1 et H.2 et H.3, pour tout γ > 0 il existe n0 ≡ n0(σ, γ,E[|ǫ0|3]) tel que pour tout
n > n0 on a :
Q
[
{M˜ ′0, m˜0, M˜0} existe
]
≥ 1−
(
ln lnn
lnn
)
.(8.16)
Remarque 8.1.6. Dans toute la suite on se servira du lemme 8.1.5, on ne fera cependant pas toujours apparaître
la dépendance en γ qui apparaîtra dans les choix de n0, n1 ...
On rappelle maintenant quelques résultats que l’on a montrés dans la partie II et dont on va se resservir dans
cette partie.
8.2 Description du milieu aléatoire sous H.1, H.2 et H.3
8.2.1 Résultats élémentaires
On ne donnera pas de preuves des résultats ci-dessous, elles sont une version simplifiée de ce qui a déjà été fait
dans le second chapitre de la partie II. On travaillera toujours à droite de l’origine, c’est à dire avec (Sm,m ∈ N),
on obtient par symétrie des résultats identiques pour m ∈ Z−.
Commençons par l’inégalité de Bernstein :
Lemme 8.2.1. Supposons H.1, H.2 et H.3. Pour tout q > 0 et p > 0 tels que q < (σ2p) ∧
(
σ4p
2eIη0
)
on a :
Q [|Sp| > q] ≤ 2e
− q2
2σ2p
(
1− 2qe
Iη0
σ4p
)
,(8.17)
Pour tout p > 1, tout s > 0 et tout k > 1 tel que ln k < (1 + s)32σ2p, on a pour tout 0 ≤ j ≤ p :
Q
[
|Sp − Sj | >
(
32(1 + s)σ2p ln k
)1/2] ≤ 2e− ln k+ (p−j) ln k(1+s)64p + (p−j)(ln k)3/2eIη0((1+s)32σ2p)3/2 .(8.18)
On adoptera les notations suivantes, soit a > 0 :
V +a ≡ V +a (Sj , j ∈ N) =
{
inf{m ∈ N∗, Sm ≥ a} ,
+∞, si un tel m n’existe pas.(8.19)
V −a ≡ V −a (Sj , j ∈ N) =
{
inf{m ∈ N∗, Sm ≤ −a} ,
+∞, si un tel m n’existe pas.(8.20)
On a :
Lemme 8.2.2. Supposons H.1, H.2 et H.3, soient a > 0, c > 0 on a :
Q
[
V −a < V
+
c
] ≤ c+ Iη0
c+ a+ Iη0
,(8.21)
Q
[
V −a > V
+
c
] ≤ a+ Iη0
c+ a+ Iη0
,(8.22)
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où Iη0 = ln
1−η0
η0
. Soient a ≡ a(n) et c ≡ c(n) deux suites positives croissantes tel que limn→∞ a(n) =
limn→∞ c(n) = +∞, notons d = a ∨ c, alors il existe n0 ≡ n0(d, σ,E[|ǫ0|3]) tel que pour tout n > n0 et
tout L > (2d2) + 1 on a :
Q
[
V −a ∧ V +c > L
] ≤ 2q Lσ2(2d)2+σ21 ,(8.23)
où σ = EQ
[
ǫ20
]
et q1 = 0.7 +
3,75EQ[|ǫ0|3]
dσ2 < 1.
On voit que l’hypothèse H.3 rend les expressions 8.21 et 8.22 plus simple que 4.68 et 4.69 (page 52) en réduisant
les termes correctifs.
Notation : On notera Q[.|S0 = y] = Qy[.] (Q[.|S0 = 0] ≡ Q0[.] = Q[.]).
Remarque 8.2.3. • Soit c > 0, on a :
Q
[
V −0 > V
+
c
] ≤ Iη0
Iη0 + c
,(8.24)
En effet soit a > 0, on a par 8.22 :
Q
[
V −a > V
+
c
] ≤ a+ Iη0
a+ Iη0 + c
,(8.25)
l’événement V −a > V
+
c étant décroissant lorsque a décroît, on obtient :
lim
a→0
Q
[
V −a > V
+
c
]
= Q
[
V −0 > V
+
c
] ≤ Iη0
Iη0 + c
.(8.26)
• Soit c > 0, 0 ≤ y ≤ c et a > 0 tel que a− c ≥ 0 alors Qy[V +a < V −0 ] est croissante en y, en effet :
Qy[V
+
a < V
−
0 ] = Q[V
+
a−y < V
−
y ](8.27)
= Q
[
max
0<m<V −y
(Sm) ≥ a− y
]
(8.28)
la première égalité est obtenue par stationnarité du milieu. V −y étant croissant en y, max0<m<V −y (Sm) l’est
aussi, ainsi l’événement max0<m<V −y (Sm) + y ≥ a est croissant en y donc Qy[V +a < V −0 ] est croissante en y.
On termine ce paragraphe par la remarque suivante :
Remarque 8.2.4. Pour tout a > 0, b > 0 et l > 0 on a :
Q
[
V +c > l
] ≤ Q [V +c ∧ V −a > l]+Q [V +c > V −a ] .(8.29)
En effet, on a :
{V +c > l} = {V +c > l, V +c ≤ V +a } ∪ {V +c > l, V +c > V +a }(8.30)
⊂ {V +c ∧ V +a > l} ∪ {V +c > V +a } .(8.31)
ce qui donne 8.29. Nous appellerons symétrisation l’opération qui consiste à écrire l’inégalité 8.29.
8.2.2 Résultats sur la vallée {M˜0, m˜0, M˜ ′0}.
Les deux lemmes suivants sont extraits de la partie II (à partir de la page 61).
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Lemme 8.2.5. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, il existe n0 ≡ n0
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3])
tel que pour tout n > n0, on a :
Q
[
M˜0 ≤ E(lnn)2
]
≥ 1− 3ǫ
R
,(8.32)
Q
[
M˜ ′0 ≥ −E(lnn)2
]
≥ 1− 3ǫ
R
,(8.33)
où E =
24R2| ln Rǫ |
σ2ǫ2 , R est un paramètre libre que l’on choisira le moment venu.
Lemme 8.2.6. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, il existe n0 ≡ n0
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3])
tel que pour tout n > n0, on a :
Q
[
M˜0 − m˜0 ≥ (lnn)
2
65σ2(ln lnn)
]
≥ 1− 6ǫ
R
− 4E
(lnn)1/33
,(8.34)
Q
[
m˜0 − M˜ ′0 ≥
(lnn)2
65σ2(ln lnn)
]
≥ 1− 6ǫ
R
− 4E
(lnn)1/33
,(8.35)
où E =
24R2| ln Rǫ |
σ2ǫ2 , R est un paramètre libre que l’on choisira le moment venu.
On termine ce paragraphe en montrant le :
Lemme 8.2.7. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, et tout F > 1, il existe n0 ≡
n0
(
R, ǫ, F, Iη0 , σ,EQ
[|ǫ0|3]) tel que pour tout n > n0, on a :
Q
[
M˜0 > m˜0 + f(n)
]
≥ 1− 6ǫ
R
− 4E
(lnn)1/33
,(8.36)
supposons de plus m˜0 > 0, alors pour tout n > n0 :
Q [m˜0 > f(n)] ≥ 1− 6ǫ
R
−O
(
1
(lnn)1/33
)
.(8.37)
où E =
24R2| ln Rǫ |
σ2ǫ2 et f(n) = [F (ln lnn)
2]. R et F sont des paramètres libres qui seront choisis ultérieurement.
Preuve.
On remarque d’abord que 8.36 est une conséquence directe du lemme 8.2.6.
On effectue maintenant la preuve de 8.37 . Par le lemme 8.2.6 pour tout R > 1, tout ǫ > 0, il existe n1 ≡
n1
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3]) tel que pour tout n > n1, on a :
Q
[
M˜0 − m˜0 ≥ (lnn)
2
65σ2(ln lnn)
]
≥ 1− 6ǫ
R
− 4E
(lnn)1/33
,(8.38)
on a supposé m˜0 > 0 donc par définition Sm˜0 = min0≤t≤M˜0 (St), on en déduit que pour tout n > n1 :
Q

Sm˜0 ≤ min
0≤t≤ (lnn)2
65σ2(ln lnn)
(St)

 ≥ 1− 6ǫ
R
− 4E
(lnn)1/33
.(8.39)
De plus par la remarque 8.2.4 on a :
Q
[
V −(ln lnn)3 >
(lnn)2
65σ2(ln lnn)
]
≤ Q
[
V −(ln lnn)3 ∧ V +g(n) >
(lnn)2
65σ2(ln lnn)
]
+Q
[
V −0 > V
+
g(n)
]
,(8.40)
où g(n) = (lnn)1/4 (7), par le lemme 8.2.2, on obtient qu’il existe n2 ≡ n2
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3]) tel que pour
tout n > n2, on a :
Q
[
V −(ln lnn)3 ≤
(lnn)2
65σ2(ln lnn)
]
≥ 1−O
(
(ln lnn)3
(lnn)1/4
)
.(8.41)
7Nous ne cherchons pas ici quelque chose d’optimal, ce choix pour g(n) est le plus simple qui nous est apparu.
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Or : 
V −(ln lnn)3 ≤ (lnn)
2
65σ2(ln lnn)
, Sm˜0 ≤ min
0≤t≤ (lnn)2
65σ2(ln lnn)
(St)

⇒ Sm˜0 ≤ −(ln lnn)3 ,(8.42)
On déduit de 8.39, 8.41 et 8.42 que pour tout n > n1 ∨ n2 on a :
Q
[
Sm˜0 ≤ −(ln lnn)3
] ≥ 1− 6ǫ
R
−O
(
1
(lnn)1/33
)
.(8.43)
Soit f(n) = [F (ln lnn)2] avec F > 1, on remarque qu’il existe n3 ≡ n3(F, Iη0) tel que pour tout n > n3,
(ln lnn)3
Iη0
≥ f(n). Donc pour tout n > n3, même en effectuant uniquement des sauts maximums (égaux à Iη0),
le potentiel aléatoire ne peut pas atteindre une valeur inférieure ou égale à −(ln lnn)3 en un temps F (ln lnn)2,
ainsi pour tout n > n3 :
V −(ln lnn)3 > f(n) ,(8.44)
est toujours vrai. Or :
V −(ln lnn)3 > f(n), Sm˜0 ≤ −(ln lnn)3 ⇒ m˜0 ≥ f(n) .(8.45)
On en déduit par 8.43 que pour tout n > n1 ∨ n2 ∨ n3 :
Q [m˜0 > f(n)] ≥ 1− 6ǫ
R
−O
(
1
(lnn)1/33
)
,(8.46)
on obtient le lemme en prenant n0 = n1 ∨ n2 ∨ n3. ¥
8.2.3 Derniers résultats
Soit a =
Iη0
4 (on sait que 0 < Iη0 ≡ ln 1−η0η0 < +∞) et soit i ∈ N, i ≥ 1, définissons :
Hia,1 =
{
inf {m > 0, Sm ∈ [a(i− 1), ai[} ,
+∞, si un tel m n’existe pas.(8.47)
Hia,k =
{
inf {m > Hia,k−1, Sm ∈ [a(i− 1), ai[} ,
+∞, si un tel m n’existe pas. k > 1 .(8.48)
On montre alors le résultat suivant :
Lemme 8.2.8. Soit k ≥ 1, pour tout i > 1, on a :
Q
[
V −0 > Hia,k
] ≤ Q [V −0 > V +(i−1)a]
(
1−Q
[
ǫ0 < −Iη0
2
]
Q
(i−1)a− Iη04
[
V +(i−1)a ≥ V −0
])k−1
,(8.49)
pour i = 1, on a :
Q
[
V −0 > Ha,k
] ≤ Q [ǫ0 ≥ 0]
(
1−Q
[
ǫ0 < −Iη0
4
])k−1
.(8.50)
Preuve.
On commence par effectuer une partition sur les valeurs de Hia,k−1, on a :
Q
[
V −0 > Hia,k
]
=
+∞∑
l=1
Q

 l⋂
m=1
{Sm > 0} , Hia,k−1 = l,
H¯ia,l⋂
m=l+1
{Sm > 0}

 ,(8.51)
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où
H¯ia,l =
{
inf {j > l, Sj ∈ [a(i− 1), ai[} ,
+∞, si un tel j n’existe pas.(8.52)
On remarque que Hia,k−1 = l⇒ (i− 1)a ≤ Sl ≤ ia ainsi :
Q

 l⋂
m=1
{Sm > 0} , Hia,k−1 = l,
H¯ia,l⋂
m=l+1
{Sm > 0}

(8.53)
=
∫ ia
(i−1)a
Q

 l⋂
m=1
{Sm > 0} , Hia,k−1 = l, Sl ∈ dy,
H¯ia,l⋂
m=l+1
{Sm > 0}

(8.54)
=
∫ ia
(i−1)a
Q
[
l⋂
m=1
{Sm > 0} , Hia,k−1 = l, Sl ∈ dy
]
Q

 H¯ia,l⋂
m=l+1
{Sm > 0}
∣∣∣∣∣∣Sl ∈ dy

(8.55)
=
∫ ia
(i−1)a
Q
[
l⋂
m=1
{Sm > 0} , Hia,k−1 = l, Sl ∈ dy
]
Qy
[
Hia,1 < V
−
0
]
,(8.56)
où la seconde égalité est obtenue par la propriété de Markov et la dernière par la stationnarité du milieu. On
effectue maintenant la remarque suivante :
Remarque 8.2.9. • Pour tout i > 1 on a :
Qy
[
Hia,1 < V
−
0
]
= Qy
[
Hia,1 < V
−
0 , S1 ≥ (i− 1)a−
Iη0
4
]
+Qy
[
Hia,1 < V
−
0 , S1 < (i− 1)a−
Iη0
4
]
≤ Qy
[
S1 ≥ (i− 1)a− Iη0
4
]
+Qy
[
Hia,1 < V
−
0 , S1 < (i− 1)a−
Iη0
4
]
(8.57)
= Qy
[
S1 ≥ (i− 1)a− Iη0
4
]
+Qy
[
Hia,1 < V
−
0 , 0 ≤ S1 < (i− 1)a−
Iη0
4
]
,(8.58)
la dernière égalité vient du fait que Qy
[
Hia,1 < V
−
0 , S1 < 0
]
= 0. De plus par hypothèse Q [|ǫ0| ≤ Iη0 ] = 1 et
y ≥ (i− 1)a ainsi :
Qy
[
Hia,1 < V
−
0 , 0 ≤ S1 < (i− 1)a−
Iη0
4
]
(8.59)
=
∫ (i−1)a− Iη04
((i−1)a−Iη0 )∨0
Qy
[
Hia,1 < V
−
0 , 0 ≤ S1 < (i− 1)a−
Iη0
4
, S1 ∈ dz
]
,(8.60)
en utilisant la propriété de Markov ainsi que la stationnarité du milieu on obtient :
Qy
[
Hia,1 < V
−
0 , 0 ≤ S1 < (i− 1)a−
Iη0
4
]
=
∫ (i−1)a− Iη04
((i−1)a−Iη0 )∨0
Qz
[
Hia,1 < V
−
0
]
Qy
[
0 ≤ S1 < (i− 1)a− Iη0
4
, S1 ∈ dz
]
(8.61)
≤
∫ (i−1)a− Iη04
((i−1)a−Iη0 )∨0
Qz
[
V +(i−1)a < V
−
0
]
Qy
[
0 ≤ S1 < (i− 1)a− Iη0
4
, S1 ∈ dz
]
(8.62)
≤ Q
(i−1)a− Iη04
[
V +(i−1)a < V
−
0
] ∫ (i−1)a− Iη04
((i−1)a−Iη0 )∨0
Qy
[
0 ≤ S1 < (i− 1)a− Iη0
4
, S1 ∈ dz
]
(8.63)
≤ Q
(i−1)a− Iη04
[
V +(i−1)a < V
−
0
]
Qy
[
S1 < (i− 1)a− Iη0
4
]
,(8.64)
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où la première inégalité est due au fait que V +(i−1)a ≤ Hia,1 et la seconde inégalité est obtenu par la croissance
de l’application z 7→ Qz
[
V +(i−1)a < V
−
0
]
, en remplaçant 8.64 dans 8.58 on obtient :
Qy
[
Hia,1 < V
−
0
] ≤ Qy
[
S1 ≥ (i− 1)a− Iη0
4
]
+Q
(i−1)a− Iη04
[
V +(i−1)a < V
−
0
]
Qy
[
S1 < (i− 1)a− Iη0
4
]
= 1−Q
(i−1)a− Iη04
[
V +(i−1)a ≥ V −0
]
Qy
[
S1 < (i− 1)a− Iη0
4
]
.(8.65)
Pour tout (i− 1)a ≤ y ≤ ia ,
Qy
[
S1 < (i− 1)a− Iη0
4
]
≥ Qia
[
S1 < (i− 1)a− Iη0
4
]
(8.66)
= Q0
[
S1 < −Iη0
2
]
= Q
[
ǫ0 < −Iη0
2
]
,(8.67)
où les deux égalités sont obtenues en utilisant la stationnarité du milieu. Or par hypothèse Iη0 est le plus petit
réel tel que
Q [−Iη0 ≤ ǫ0] = 1 ,(8.68)
donc
Q
[
ǫ0 < −Iη0
2
]
> 0 .(8.69)
En remplaçant 8.67 dans 8.65 on obtient :
Qy
[
Hia,1 < V
−
0
] ≤ 1−Q [ǫ0 < −Iη0
2
]
Q
(i−1)a− Iη04
[
V +(i−1)a ≥ V −0
]
.(8.70)
• Pour i = 1 on a pour tout 0 ≤ y ≤ a :
Qy
[
Ha,1 < V
−
0
]
= Qy
[
inf {m > 0, Sm ∈ [0, a[} < V −0
]
(8.71)
≤ Qy
[
V +0 < V
−
0
]
(8.72)
≤ Qa
[
V +0 < V
−
0
]
(8.73)
≤ Q [S1 ≥ −a] = Q [ǫ0 ≥ −a] ,(8.74)
la dernière égalité est obtenue en utilisant la stationnarité du milieu. Par un raisonnement similaire à celui
effectué un peu plus haut (voir 8.68-8.69) on a :
Q [ǫ0 ≥ −a] ≡ Q
[
ǫ0 ≥ −Iη0
4
]
< 1(8.75)
Cette remarque nous a permis de donner une borne supérieure à la probabilité Qy
[
Hia,1 < V
−
0
]
indépendante
de y.
On continue maintenant le calcul de la façon suivante :
• Pour i > 1, en remplaçant 8.70 dans 8.56, on obtient :
Q

 l⋂
m=1
{Sm ≥ 0} , Hia,k−1 = l,
H¯ia,l⋂
m=l+1
{Sm ≥ 0}

(8.76)
≤
∫ ia
(i−1)a
Q
[
l⋂
m=1
{Sm ≥ 0} , Hia,k−1 = l, Sl ∈ dy
](
1−Q
[
ǫ0 < −Iη0
2
]
Q
(i−1)a− Iη04
[
V +(i−1)a ≥ V −0
])
(8.77)
= Q
[
l⋂
m=1
{Sm ≥ 0} , Hia,k−1 = l
](
1−Q
[
ǫ0 < −Iη0
2
]
Q
(i−1)a− Iη04
[
V +(i−1)a ≥ V −0
])
,(8.78)
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en remplaçant maintenant 8.78 dans 8.51 on a :
Q
[
V −0 > Hia,k
]
(8.79)
≤
∑
l
Q
[
l⋂
m=1
{Sm ≥ 0} , Hia,k−1 = l
](
1−Q
[
ǫ0 < −Iη0
2
]
Q
(i−1)a− Iη02
[
V +(i−1)a ≥ V −0
])
(8.80)
= Q
[
V −0 > Hia,k−1
](
1−Q
[
ǫ0 < −Iη0
2
]
Q
(i−1)a− Iη04
[
V +(i−1)a ≥ V −0
])
,(8.81)
par récurrence on en déduit :
Q
[
V −0 > Hia,k
]
(8.82)
≤ Q
[
V −0 > V
+
(i−1)a
](
1−Q
[
ǫ0 < −Iη0
2
]
Q
(i−1)a− Iη04
[
V +(i−1)a ≥ V −0
])k−1
.(8.83)
• Pour i = 1, on a par un raisonnement similaire :
Q
[
V −0 > Hia,k
] ≤ Q [ǫ0 ≥ 0]
(
1−Q
[
ǫ0 < −Iη0
4
])k−1
,(8.84)
ce qui termine la preuve du lemme. ¥
On montre maintenant le lemme suivant :
Lemme 8.2.10. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, il existe n0 ≡ n0
(
R, ǫ,Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n0, on a :
E(lnn)2∑
l=0
Q
[
V −0 > l
] ≤ H lnn ,(8.85)
sous les mêmes hypothèses, pour tout R > 1 et tout ǫ > 0, il existe n0 ≡ n0
(
R, ǫ,Q
[
ǫ0 >
Iη0
2
])
tel que pour
tout n > n0, on a :
E(lnn)2∑
l=0
Q
[
V +0 > l
] ≤ H ′ lnn ,(8.86)
où H = 21E+1
Q
[
ǫ0<− Iη02
] , H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] et E = 24R2| ln Rǫ |σ2ǫ2 , on notera h(n) ≡ H lnn, et h′(n) ≡ H ′ lnn.
Preuve.
On rappelle que pour tout n > 1, tout E > 0 et tout l ≥ 0 :
{V −0 > l} = {V −0 > l, V +EIη0 lnn ≤ V
−
0 } ∪ {V −0 > l, V +EIη0 lnn > V
−
0 }(8.87)
⊂ {V +EIη0 lnn ≤ V
−
0 } ∪ {V +EIη0 lnn ∧ V
−
0 > l} ,(8.88)
on en déduit :
E(lnn)2∑
l=0
Q
[
V −0 > l
] ≤ E(lnn)
2∑
l=0
Q
[
V +EIη0 lnn
≤ V −0
]
+
E(lnn)2∑
l=0
Q
[
V +EIη0 lnn
∧ V −0 > l
]
.(8.89)
On estime maintenant chacune des sommes en 8.89, par 8.22, on a :
Q
[
V +EIη0 lnn
≤ V −0
]
≤ Iη0
EIη0 lnn+ Iη0
,(8.90)
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ainsi :
E(lnn)2∑
l=0
Q
[
V +EIη0 lnn
≤ V −0
]
≤ lnn .(8.91)
On rappelle que :
E(lnn)2∑
l=0
Q
[
V +EIη0 lnn
∧ V −0 > l
]
≤ EQ
[
V −0 ∧ V +EIη0 lnn
]
,(8.92)
on fait maintenant la remarque suivante :
EQ
[
V −0 ∧ V +EIη0 lnn
]
≤ EQ
[
L
(
[0, EIη0 lnn], V
−
0 ∧ V +EIη0 lnn
)]
+ 1(8.93)
≤ EQ
[L ([0, EIη0 lnn], V −0 )]+ 1 ,(8.94)
il est facile de montrer dans le cas d’une marche aléatoire effectuant des sauts de longueur +λ ou −λ (λ > 0)
avec une probabilité 1/2 que :
EQ
[L ([0, EIη0 lnn], V −0 )] ≤ EIη0 lnn ,(8.95)
en effet dans ce cas EQ
[L (k, V −0 )] = 1, k ∈ Z∗, voir par exemple [85] page 96. Nous allons maintenant effectuer
un calcul qui nous confirme le comportement en lnn dans le cas plus général du potentiel aléatoire (Sn, n ∈ Z)
sous H.1, H.2 et H.3. On commence par effectuer le découpage suivant :
EQ
[L ([0, EIη0 lnn], V −0 )] =
N1∑
i=1
EQ
[L ([a(i− 1), ai[, V −0 )] ,(8.96)
où a = Iη0/4 et N1 =
[
EIη0 lnn
a
]
+1, on utilise maintenant le fait que L ([a(i− 1), ai[, V −0 ) est une v.a. positive :
EQ
[L ([a(i− 1), ai[, V −0 )] =
+∞∑
l=0
Q
[L ([a(i− 1), ai[, V −0 ) > l] .(8.97)
Pour tout i ≥ 1, on rappelle que :
Hia,1 =
{
inf {m > 0, Sm ∈ [a(i− 1), ai[} ,
+∞, si un tel m n’existe pas.(8.98)
Hia,k =
{
inf {m > Hia,k−1, Sm ∈ [a(i− 1), ai[} ,
+∞, si un tel m n’existe pas. k > 1 .(8.99)
on a :
L ([a(i− 1), ai[, V −0 ) > l⇒ Hia,l+1 < V −0 .(8.100)
On veut donc estimer Q
[
Hia,l+1 < V
−
0
]
, étant donné que (Hia,l+1, l) est une suite de temps d’arrêt on s’attend
à un comportement "géométrique" c’est à dire de la forme Q[A1]× (Q [A2])l ceci nous est confirmé par le lemme
8.2.8, on obtient pour tout i > 1 :
Q
[
Hia,l+1 < V
−
0
] ≤ Q [V +(i−1)a < V −0 ]
(
1−Q
[
ǫ0 < −Iη0
2
]
Q
(i−1)a− Iη04
[
V +(i−1)a ≥ V −0
])l
,(8.101)
et pour i = 1 :
Q
[
Ha,l+1 < V
−
0
] ≤ Q [ǫ0 ≥ 0]
(
1−Q
[
ǫ0 < −Iη0
4
])l
.(8.102)
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Par 8.97, 8.100, 8.101 et 8.102, on obtient :
EQ
[L ([a(i− 1), ai[, V −0 )] =
+∞∑
l=0
Q
[L ([a(i− 1), ai[, V −0 ) > l](8.103)
≤
Q
[
V +(i−1)a < V
−
0
]
Q
[
ǫ0 < − Iη02
]
Q
(i−1)a− Iη04
[
V +(i−1)a ≥ V −0
] + Q [ǫ0 ≥ 0]
Q
[
ǫ0 < − Iη04
] .(8.104)
On utilise maintenant la stationnarité du milieu et le lemme 8.2.2, on obtient :
Q
[
V +(i−1)a < V
−
0
]
≤ Iη0
(i− 1)a+ Iη0
≡ 4
3 + i
,(8.105)
Q
(i−1)a− Iη04
[
V +(i−1)a > V
−
0
]
≡ Q
[
V +a > V
−
(i−1)a− Iη04
]
≥ a
(i− 1)a+ Iη0
≡ 1
3 + i
.(8.106)
En remplaçant 8.105 et 8.106 dans 8.104, on en déduit :
EQ
[L ([a(i− 1), ai[, V −0 )] ≤ 4
Q
[
ǫ0 < − Iη02
] + Q [ǫ0 ≥ 0]
Q
[
ǫ0 < − Iη04
] ≤ 5
Q
[
ǫ0 < − Iη02
] ,(8.107)
ce résultat est très satisfaisant car il ne dépend pas de i comme pour le cas des marches aléatoires effectuant
des sauts constants. En remplaçant 8.107 dans 8.96, on obtient donc pour tout n>1 :
EQ
[L ([0, EIη0 lnn], V −0 )] ≤ N1 5
Q
[
ǫ0 < − Iη02
](8.108)
≤ 20E lnn+ 5
Q
[
ǫ0 < − Iη02
] ,(8.109)
en remplaçant ceci dans 8.94 on obtient pour tout n > 1 :
EQ
[
V −0 ∧ V +EIη0 lnn
]
≤ 20E lnn+ 5
Q
[
ǫ0 < − Iη02
] + 1 .(8.110)
On déduit de ceci qu’il existe n0 ≡ n0
(
E,Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n0 :
EQ
[
V −0 ∧ V +EIη0 lnn
]
≤ 21E lnn
Q
[
ǫ0 < − Iη02
] .(8.111)
En remplaçant 8.111 dans 8.92 puis le résultat obtenu ainsi que 8.91 dans 8.89 on obtient pour tout n > n0 :
E(lnn)2∑
l=0
Q
[
V −0 > l
] ≤ (21E + 1) lnn
Q
[
ǫ0 < − Iη02
] .(8.112)
ce qui donne 8.85. On fait un calcul similaire pour 8.86. ¥
Pour terminer ce paragraphe montrons le lemme suivant :
Lemme 8.2.11. Supposons H.1, H.2 et H.3, pour tout F > 1, il existe n0 ≡ n0
(
Iη0 , F,Q
[
ǫ0 < − Iη02
])
tel que
pour tout n > n0, on a :
Q
[
V −0 > f(n)
] ≤ Iη0
g(n)
+
21g(n)
Iη0f(n)Q
[
ǫ0 < − Iη02
] ,(8.113)
où f(n) = [F ( ln lnn)2], et g(n) est une suite croissante positive telle que limn→+∞ g(n) = +∞ et g(n) <
Iη0f(n)Q
[
ǫ0<− Iη02
]
21 . F est un paramètre libre qui sera choisi ultérieurement.
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Preuve.
Par la remarque 8.2.4, on a :
Q
[
V −0 > f(n)
] ≤ Q [V +g(n) ≤ V −0 ]+Q [V +g(n) ∧ V −0 > f(n)] .(8.114)
Par 8.22, on a :
Q
[
V +g(n) ≤ V −0
]
≤ Iη0
g(n) + Iη0
≤ Iη0
g(n)
.(8.115)
Par l’inégalité de Markov :
Q
[
V +g(n) ∧ V −0 > f(n)
]
≤
E
[
V +g(n) ∧ V −0
]
f(n)
.(8.116)
Par un calcul similaire à celui effectué pour montrer 8.111, on montre qu’il existe n0 ≡ n0
(
Iη0 , F,Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n0 :
E
[
V +g(n) ∧ V −0
]
≤ 21g(n)
Q
[
ǫ0 < − Iη02
]
Iη0
.(8.117)
En remplaçant 8.117 dans 8.116 puis le résultat obtenu ainsi que 8.115 dans 8.114 on obtient le lemme. ¥
8.2.4 Caractérisation du point m˜0
Dans le lemme suivant on donne deux façons de caractériser le point m˜0 :
Lemme 8.2.12. Soit n > 3, supposons m˜0 > 0, pour tout l ∈ N∗ on a :
m˜0 = l ⇒


⋂l−1
i=0 {Si − Sl > 0} et⋂V +Sl+Γn,l
i=l+1 {Si − Sl ≥ 0} et
M˜0 = V
+
Sl+Γn,l
,
(8.118)
où
V +z,l ≡ V +z,l (Sj , j ≥ 1) =
{
inf (m > l, Sm ≥ z) ,
+∞, si un tel m n’existe pas.(8.119)
et Γn = lnn+ γ ln lnn, γ > 0. Si de plus x ∈ R+ on a :
m˜0 = l, Sm˜0 ∈ (−dx) ⇒


⋂l−1
i=0 {Si > −x} et⋂V +−x+Γn,l
i=l+1 {Si ≥ −x} et
M˜0 = V
+
−x+Γn,l .
(8.120)
Preuve.
Ce lemme est une conséquence directe de la définition de la vallée {M˜ ′0, m˜0, M˜0} avec m˜0 > 0. Montrons 8.118,
supposons m˜0 > 0 et soit l ∈ N∗, par définition m˜0 est le plus petit minimisant absolu de la vallée {M˜ ′0, m˜0, M˜0},
on a donc bien :
m˜0 = l⇒
l−1⋂
i=0
{Si − Sl > 0} ,(8.121)
comme m˜0 > 0 on a par définition :
M˜0 = inf {k ∈ Z+, k > m˜0, Sk − Sm˜0 ≥ Γn} .(8.122)
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donc :
m˜0 = l⇒ M˜0 = inf {k ∈ Z+, k > l, Sk − Sl ≥ Γn} = V +Sl+Γn,l ,(8.123)
mais comme m˜0 est un minimisant absolu de la vallée {M˜ ′0, m˜0, M˜0} on a aussi :
m˜0 = l⇒
{
m˜0 = l, M˜0 = V
+
Sl+Γn,l
}
⇒
V +Sl+Γn,l⋂
i=l+1
{Si ≥ Sl} .(8.124)
la preuve de 8.120 est identique. ¥
On peut faire une caractérisation similaire de m˜0 si m˜0 ≤ 0 (le cas m˜0 = 0 est trivial).
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Chapitre 9
Etude de la Q variable aléatoire :(
Eαm˜0[L(k, T
m˜0→m˜0)], k ∈ V{M˜ ′0,m˜0,M˜0}
)
Dans ce chapitre nous allons faire l’étude de la Q variable aléatoire
(
Eαm˜0 [L(k, T m˜0→m˜0)], k ∈ V{M˜ ′0,m˜0,M˜0}
)
,
plus exactement nous ferons séparément l’étude de :
Eαm˜0
[L(V c,rm˜0 , T m˜0→m˜0)] ,(9.1)
dans le paragraphe 9.1 (voir ci-dessous pour la définition de V c,rm˜0 ) et :
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] ,(9.2)
dans le paragraphe 9.2 (voir 7.6 pour la définition de Vm˜0). Nos résultats montrent que 9.1 tend vers 0 et
que 9.2 est bornée par une constante indépendante de n avec une Q probabilité aussi proche de 1 que l’on
veut. Dans toutes les preuves que nous effectuerons nous supposerons m˜0 > 0, des calculs similaires à ceux
que nous effectuons donnent des résultats identiques pour le cas m˜0 ≤ 0. En fin de chapitre nous donnerons la
définition de l’ensemble des bons environnements de cette partie que nous noterons G′n. Dans ce chapitre nous
effectuerons un certain nombre de calculs explicites relativement longs, tous sont basés sur la caractérisation
du point m˜0 donnée au lemme 8.2.12. Le lecteur peut cependant laisser de côté ce chapitre en se reportant
directement à la définition 9.4.1 qui résume les propriétés de l’ensemble des bons environnements G′n nécessaires
à la compréhension du chapitre 10.
9.1 Etude de la Q variable aléatoire Eαm˜0L(V c,rm˜0 , T m˜0→m˜0)
On rappelle que :
V c,rm˜0 =
{
M˜ ′0, · · · , m˜0 − f(n)− 1
}
∪
{
m˜0 + f(n) + 1, · · · , M˜0
}
,(9.3)
Énonçons le résultat principal qui nous intéresse :
9.1.1 Résultat principal
On va montrer le résultat suivant :
Proposition 9.1.1. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, il existe n0 ≡ n0
(
R, ǫ, Iη0 , σ,
EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ] , Q [ǫ0 < − Iη02 ] ) tel que pour tout n > n0 on a :
Q
[
Eαm˜0
[L(V c,rm˜0 , T m˜0→m˜0)] > 2η0
1
(f(n) + 1)
, m˜0 > 0
]
≤ 140ǫ
R
,(9.4)
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)
où f(n) = [F (ln lnn)2], F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
et E =
24R2| ln Rǫ |
σ2ǫ2 , R est un paramètre libre que
l’on fixera ultérieurement.
Ce résultat montre avec une Q probabilité proche de 1 (en prenant par exemple R = 140), que la moyenne du
temps local de la M.A.M.A. dans V c,rm˜0 en un temps de retour à m˜0 tend vers 0 quand n tend vers l’infini. Cette
proposition est le résultat principal sur le milieu aléatoire qui nous permettra de montrer que la M.A.M.A. est
concentrée (voir paragraphe 10.1).
Dans le paragraphe suivant nous donnons une borne supérieure de Eαm˜0
[L(V c,rm˜0 , T m˜0→m˜0)] dépendant du po-
tentiel aléatoire (Sn, n ∈ Z) (voir 9.21). Ce résultat préliminaire est une conséquence des calculs exacts effectués
dans la partie I chapitre 2. Il apparaît alors que montrer la proposition 9.1.1 revient à faire l’étude des fluctua-
tions du potentiel aléatoire dans V c,rm˜0 . Le paragraphe 9.1.3 est donc consacré à l’étude de ces fluctuations.
9.1.2 Préliminaires à la preuve du résultat
Par linéarité de l’espérance on sait que Eαm˜0
[L(V c,rm˜0 , T m˜0→m˜0)] est la somme de la moyenne des temps locaux
Eαm˜0
[L(k, T m˜0→m˜0)], pour k ∈ {M˜ ′0, · · · , m˜0 − f(n), m˜0 + f(n), · · · , M˜ ′0}.
Par le lemme 2.1.11 (page 22) :
Lemme 9.1.2. Soit α ∈ Ω2, soit k ∈ Z tel que k > m˜0 on a :
Eαm˜0
[L(k, T m˜0→m˜0)] = αm˜0Pαm˜0+1
[
T m˜0+1k < T
m˜0+1
m˜0
]
βkPαk−1
[
T k−1k > T
k−1
m˜0
] ,(9.5)
de même si k < m˜0 :
Eαm˜0
[L(k, T m˜0→m˜0)] = βm˜0Pαm˜0−1
[
T m˜0−1k < T
m˜0−1
m˜0
]
αkPαk+1
[
T k+1k > T
k+1
m˜0
] ,(9.6)
et
Eαm˜0
[L(m˜0, T m˜0→m˜0)] = 1 .(9.7)
Preuve.
On obtient 9.5 en prenant i = m˜0 et m = k dans 2.66, de même pour 9.6 mais en utilisant 2.69 et 9.7 est
obtenue par 2.70. ¥
Montrons le lemme suivant :
Lemme 9.1.3. Supposons H.3, pour tout M˜ ′0 ≤ k ≤ M˜0, k 6= m˜0 :
η0
1− η0
1
eSk−Sm˜0
≤ Eαm˜0
[L(k, T m˜0→m˜0)] ≤ 1
η0
1
eSk−Sm˜0
,(9.8)
avec une Q probabilité égale à un.
Preuve.
Supposons k > m˜0 (la preuve est identique pour k < m˜0). Par 9.5 et le lemme 4.3.12 on a :
Eαm˜0
[L(k, T m˜0→m˜0)] = αm˜0
βk
∑k−1
i=m˜0+1
eSi−Sk + 1∑k−1
i=m˜0+1
eSi−Sm˜0 + 1
(9.9)
=
αm˜0
βk
1
eSk−Sm˜0
∑k−1
i=m˜0+1
eSi + eSk∑k−1
i=m˜0+1
eSi + eSm˜0
,(9.10)
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Pour la borne inférieure, on a m˜0 + 1 ≤ k ≤ M˜0 donc Sk ≥ Sm˜0 , ainsi :
k−1∑
i=m˜0+1
eSi + eSk ≥
k−1∑
i=m˜0+1
eSi + eSm˜0 ,(9.11)
ainsi par H.3 :
Eαm˜0
[L(k, T m˜0→m˜0)] ≥ αm˜0
βk
1
eSk−Sm˜0
(9.12)
≥ η0
1− η0
1
eSk−Sm˜0
.(9.13)
avec une Q probabilité égale à un. Pour la borne supérieure, on a :∑k−1
i=m˜0+1
eSi + eSk∑k−1
i=m˜0+1
eSi + eSm˜0
= 1 +
eSk − eSm˜0∑k−1
i=m˜0+1
eSi + eSm˜0
(9.14)
≤ 1 + e
Sk∑k−1
i=m˜0+1
eSi + eSm˜0
(9.15)
≤ 1 + e
Sk
eSk−1
= 1 +
βk
αk
,(9.16)
donc par H.3 :
Eαm˜0
[L(k, T m˜0→m˜0)] ≤ αm˜0
βk
1
eSk−Sm˜0
(
1 +
βk
αk
)
(9.17)
= αm˜0
1
eSk−Sm˜0
(
1
βk
+
1
αk
)
≤ 1
eSk−Sm˜0
1
η0
.(9.18)
avec une Q probabilité égale à un. ¥
On rappelle que l’on veut trouver une borne supérieure de :
Eαm˜0
[L(V c,rm˜0 , T m˜0→m˜0)](9.19)
=
M˜0∑
l=m˜0+f(n)+1
Eαm˜0
[L(l, T m˜0→m˜0)]+ m˜0−f(n)−1∑
l=M′0
Eαm˜0
[L(l, T m˜0→m˜0)] ,(9.20)
où f(n) = [F (ln lnn)2] et F > 1 est un paramètre libre qui sera fixé le moment venu. Par le lemme 9.1.3 il
suffit, pour cela, de majorer :
M˜0∑
l=m˜0+f(n)+1
1
eSl−Sm˜0
+
m˜0−f(n)−1∑
l=M ′0
1
eSl−Sm˜0
.(9.21)
Supposons pour l’instant que :
Sk − Sm˜0 ≥ 2 ln(|k − m˜0|), ∀k ∈ {M˜ ′0, · · · , m˜0 − f(n), m˜0 + f(n), · · · , M˜ ′0} ,(9.22)
avec une Q probabilité proche de 1. Alors pour tout k ∈ {M˜ ′0, · · · , m˜0 − f(n), m˜0 + f(n), · · · , M˜ ′0} :
1
eSk−Sm˜0
≤ 1
(k − m˜0)2 ,(9.23)
ceci implique la convergence des sommes partielles en 9.21 et donc avec une Q probabilité proche de 1 :
Eαm˜0
[L(V c,rm˜0 , T m˜0→m˜0)] ≤ 1η0

 M˜0∑
l=m˜0+f(n)+1
1
eSl−Sm˜0
+
m˜0−f(n)−1∑
l=M ′0
1
eSl−Sm˜0

(9.24)
≤ 1
η0
2
f(n) + 1
,(9.25)
ce qui montre la proposition 9.1.1. Dans le paragraphe suivant on montre 9.22 en deux temps (Proposition 9.1.4
et 9.1.6).
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9.1.3 Etude du potentiel (Sm, m ∈ Z) à l’extérieur du voisinage Vm˜0
Pour la preuve des deux propositions de ce paragraphe nous supposerons m˜0 > 0 (les calculs sont similaires
pour le cas m˜0 ≤ 0).
Proposition 9.1.4. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, et tout F > 1 il existe n′0 ≡
n′0
(
R, ǫ, F, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ] , Q [ǫ0 < − Iη02 ]) tel que pour tout n > n′0, on a :
Q

 M˜0⋃
k=m˜0+f(n)
{Sk − Sm˜0 ≤ 2 ln(k − m˜0)} , m˜0 > 0

(9.26)
≤ 9ǫ
R
+ 3H ′

Iη0 ln lnn
g(n)
+
21g(n) ln lnn
Iη0f(n)Q
[
ǫ0 < − Iη02
]

(1 +O( ln f(n)
ln lnn
))
+
4E
(lnn)1/33
,(9.27)
où f(n) = [F (ln lnn)2], H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] , E = 24R2| ln Rǫ |σ2ǫ2 , g(n) est une suite croissante positive telle que
limn→+∞ g(n) = +∞ et g(n) <
Iη0f(n)Q
[
ǫ0<− Iη02
]
21 . F et R sont des paramètres libres que l’on choisira le moment
venu, de même la suite (g(n), n ∈ N) sera fixée en fin de discussion de manière à neutraliser 3H ′Iη0 ln lnn.
Preuve (Proposition 9.1.4).
Soient R > 1, ǫ > 0, F > 1, par 8.32 et 8.36, il existe n1 ≡ n1
(
R, ǫ, Iη0 , σ, F,EQ
[|ǫ0|3]) tel que pour tout
n > n1 :
Q

 M˜0⋃
k=m˜0+f(n)
{Sk − Sm˜0 ≤ 2 ln(k − m˜0)} , m˜0 > 0

(9.28)
≤ Q

 M˜0⋃
k=m˜0+f(n)
{Sk − Sm˜0 ≤ 2 ln(k − m˜0)} , m˜0 + f(n) < M˜0 ≤ E(lnn)2, m˜0 > 0

+
+
3ǫ
R
+
6ǫ
R
+
4E
(lnn)1/33
,(9.29)
où E = 24R
2| ln Rǫ |
σ2ǫ2 . On a :
Q

 M˜0⋃
k=m˜0+f(n)
{Sk − Sm˜0 ≤ 2 ln(k − m˜0)} , m˜0 + f(n) < M˜0 ≤ E(lnn)2, m˜0 > 0

(9.30)
≤
E(lnn)2∑
l=1
Q [A(l)] ,
en posant :
A(l) =


M˜0⋃
k=l+f(n)
{Sk − Sm˜0 ≤ 2 ln(k − m˜0)} , l + f(n) < M˜0 ≤ E(lnn)2, m˜0 = l

 .(9.31)
Par le lemme 8.2.12 (implication 8.118) on a :
A(l) ⊂ A+(l) ∩ A−(l) ,(9.32)
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avec :
A−(l) =
{
l−1⋂
i=0
{Si − Sl > 0}
}
,(9.33)
A+(l) =


V +Sl+Γn,l⋂
i=l+1
{Si − Sl ≥ 0} ,
V +Sl+Γn,l⋃
k=f(n)+l
{Sk − Sl ≤ 2 ln(k − l)} , l + f(n) < V +Sl+Γn,l ≤ E(lnn)2

 ,(9.34)
on remarque que A−(l) ∈ σ (ǫ1, · · · , ǫl) et A+(l) ∈ σ (ǫl+1, · · · ) ainsi ces deux événements sont indépendants,
on en déduit :
Q [A(l)] ≤ Q [A+(l)]Q [A−(l)] ,(9.35)
posons S¯j = Sj+l − Sl et V¯ +Γn = V +Γn
(
S¯j , j ≥ 1
)
(voir page 139 pour la définition de V +. ) on obtient :
Q [A+(l)](9.36)
= Q


V¯ +Γn⋂
i=1
{
S¯i ≥ 0
}
,
V¯ +Γn⋃
i=f(n)
{
S¯i ≤ 2 ln(i)
}
, f(n) < V¯ +Γn ≤ E(lnn)2

(9.37)
= Q


V +Γn⋂
i=1
{Si ≥ 0} ,
V +Γn⋃
i=f(n)
{Si ≤ 2 ln(i)} , f(n) < V +Γn ≤ E(lnn)2

 ,(9.38)
où la dernière égalité est obtenue par stationnarité du milieu. En remplaçant 9.38 dans 9.35 on obtient :
Q [A(l)](9.39)
≤ Q
[
l−1⋂
i=1
{Si − Sl > 0}
]
Q


V +Γn⋂
i=1
{Si ≥ 0} ,
V +Γn⋃
i=f(n)
{Si ≤ 2 ln(i)} , f(n) < V +Γn ≤ E(lnn)2

 ,
on remarque que le terme 9.38 ne dépend pas de l. En remplaçant 9.39 dans 9.30 on obtient donc :
Q

 M˜0⋃
k=m˜0+f(n)
{Sk − Sm˜0 ≤ 2 ln(k − m˜0)} , m˜0 + f(n) < M˜0 ≤ E(lnn)2

(9.40)
≤ Q


V +Γn⋂
i=1
{Si ≥ 0} ,
V +Γn⋃
i=f(n)
{Si ≤ 2 ln(i)} , f(n) < V +Γn ≤ E(lnn)2

E(lnn)
2∑
l=1
Q
[
l−1⋂
i=0
{Si − Sl > 0}
]
.
Or par 8.85, il existe n2 ≡ n2
(
R, ǫ,Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n2, on a :
E(lnn)2∑
l=1
Q
[
l−1⋂
i=0
{Si − Sl > 0}
]
=
E(lnn)2∑
l=1
Q
[
V +0 > l
] ≤ h′(n) ,(9.41)
avec h′(n) = H ′ lnn, où H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] et E = 24R2| ln Rǫ |σ2ǫ2 . Ainsi pour tout n > n2 :
Q

 M˜0⋃
k=f(n)
{Sm˜0+k − Sm˜0 ≤ 2 ln k} , f(n) < M˜0 ≤ E(lnn)2

(9.42)
≤ h′(n)Q


V +Γn⋂
i=1
{Si ≥ 0} ,
V +Γn⋃
i=f(n)
{Si ≤ 2 ln(i)} , f(n) < V +Γn ≤ E(lnn)2

 ,(9.43)
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Pour estimer 9.43 on effectue la partition suivante sur les valeurs de Sf(n) :
Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn , f(n) < V +Γn ≤ E(lnn)2

(9.44)
= Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn , f(n) < V +Γn ≤ E(lnn)2, Sf(n) ≤ 2 ln f(n)

+(9.45)
Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn , f(n) < V +Γn ≤ E(lnn)2, Sf(n) > 2 ln f(n)

 .(9.46)
Commençons par estimer 9.45, on remarque que :
{V −0 > V +Γn , V +Γn > f(n)} ⇒ Sf(n) ≥ 0 ,(9.47)
on a donc par la propriété de Markov et la stationnarité du milieu :
Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn , V +Γn > f(n), Sf(n) ≤ 2 ln f(n)


=
∫ 2 ln f(n)
0
Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn , V +Γn > f(n), Sf(n) ∈ dy


≤
∫ 2 ln f(n)
0
Q

f(n)⋂
k=1
{Sk ≥ 0} , Sf(n) ∈ dy

Qy [V −0 > V +Γn−y] ,(9.48)
or Qy
[
V −0 > V
+
Γn−y
]
est croissante en y (voir remarque 8.2.3), on en déduit :
Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn , V +Γn > f(n), Sf(n) ≤ 2 ln f(n)


≤ Q2 ln f(n)
[
V −0 > V
+
Γn−2 ln(f(n))
] ∫ 2 ln f(n)
0
Q

f(n)⋂
k=1
{Sk ≥ 0} , Sf(n) ∈ dy

(9.49)
= Q

f(n)⋂
k=1
{Sk ≥ 0}

Q2 ln f(n) [V −0 > V +Γn−2 ln f(n)
]
(9.50)
= Q
[
V −0 > f(n)
]
Q2 ln f(n)
[
V −0 > V
+
Γn−2 ln f(n)
]
.(9.51)
Estimons maintenant 9.46, pour cela définissons la v.a. :
Wf(n) = inf {m > f(n), Sm ≤ lnm} ,(9.52)
on remarque que :

V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , Sf(n) ≥ 2 ln f(n)

⇒
{
f(n) ≤Wf(n) ≤ V +Γn
}
,(9.53)
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en notant :
A′(l)(9.54)
=


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn , f(n) < V +Γn ≤ E(lnn)2, Sf(n) ≥ 2 ln f(n), Wf(n) = l

 ,(9.55)
on a donc :
Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V −Γn , f(n) < V +Γn ≤ E(lnn)2, Sf(n) ≥ 2 ln f(n)

(9.56)
=
E(lnn)2∑
l=f(n)
Q [A′(l)] ,(9.57)
par hypothèse Q [−Iη0 ≤ ǫ0 ≤ Iη0 ] = 1 donc :
Wf(n) = l⇒ ln l − Iη0 ≤ Sl ≤ ln l Q.p.s. ,(9.58)
ainsi :
E(lnn)2∑
l=f(n)
Q [A′(l)]
=
E(lnn)2∑
l=f(n)
∫ ln l
ln l−Iη0
Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn ,
f(n) < V +Γn ≤ E(lnn)2, Sf(n) ≥ 2 ln f(n),
l−1⋂
j=f(n)
{Sj < ln j} , Sl ∈ dy

 .(9.59)
Par la propriété de Markov et la stationnarité du milieu on obtient :
E(lnn)2∑
l=f(n)
Q [A′(l)] ≤
E(lnn)2∑
l=f(n)
∫ ln l
ln l−Iη0
Qy
[
V −0 > V
+
Γn−y
]
×(9.60)
Q

Sf(n) ≥ 2 ln f(n), l⋂
j=0
{Sj ≥ 0} ,
l−1⋂
j=f(n)
{Sj < ln j} , Sl ∈ dy

 .(9.61)
Qy
[
V −0 > V
+
Γn−y
]
étant croissante en y on obtient :
E(lnn)2∑
l=f(n)
Q [A′(l)] ≤
E(lnn)2∑
l=f(n)
Qln l
[
V −0 > V
+
Γn−ln l
]×(9.62)
∫ ln l
ln l−Iη0
Q

 l⋂
i=1
{Si > 0} ,
l−1⋂
j=f(n)
{Sj < ln j} , Sl ∈ dy

(9.63)
≤ Qln(E(lnn)2)
[
V −0 > V
+
Γn−ln(E(lnn)2)
]E(lnn)2∑
l=f(n)
Q

f(n)⋂
i=1
{Si > 0} , Wf(n) = l

(9.64)
= Qln(E(lnn)2)
[
V −0 > V
+
Γn−ln(E(lnn)2)
]
Q
[
V −0 > f(n)
]
.(9.65)
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En remplaçant 9.51 dans 9.45, et 9.65 dans 9.57 puis le résultat obtenu dans 9.46 on a :
Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn , f(n) < V +Γn ≤ E(lnn)2

(9.66)
≤ Q [V −0 > f(n)] (Q2 ln f(n) [V −0 > V +Γn−2 ln f(n)
]
+Qln(E(lnn)2)
[
V −0 > V
+
Γn−ln(E(lnn)2)
])
.(9.67)
On rappelle que Γn = lnn+ γ ln lnn, f(n) = [F (ln lnn)2] et E =
24R2| ln Rǫ |
σ2ǫ2 où γ > 0, F > 1 et R > 1 sont des
paramètres libres que l’on choisira le moment venu. Par le lemme 8.2.2, en utilisant la stationnarité du milieu
on a pour tout n > 16 :
Qln(f(n))
[
V −0 > V
+
Γn−2 ln f(n)
]
≤ 2 ln f(n) + Iη0
lnn+ γ ln lnn− 2 ln f(n) + Iη0
≤ 2 ln f(n) + Iη0
lnn− 2 ln f(n) ,(9.68)
Qln(E(lnn)2)
[
V −0 > V
+
Γn−ln(E(lnn)2)
]
≤ ln(E(lnn)
2) + Iη0
lnn+ γ ln lnn− ln(E(lnn)2 ≤
ln(E(lnn)2) + Iη0
lnn− ln(E(lnn)2 .(9.69)
On en déduit qu’il existe n3 ≡ n3 (R, ǫ, F, Iη0) tel que pour tout n > n3, on a :
Q2 ln(f(n))
[
V −0 > V
+
Γn−2 ln f(n)
]
≤ 3 ln f(n)
lnn
,(9.70)
Qln(E(lnn)2)
[
V −0 > V
+
Γn−2 ln(E(lnn)2)
]
≤ 3 ln lnn
lnn
.(9.71)
Par le lemme 8.2.11, il existe n4 ≡ n4
(
Iη0 , F,Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n4 on a :
Q
[
V −0 > f(n)
] ≤ Iη0
g(n)
+
21g(n)
Iη0f(n)Q
[
ǫ0 < − Iη02
] ,(9.72)
où g(n) est une suite croissante positive telle que limn→+∞ g(n) = 0 et g(n) <
Iη0f(n)Q
[
ǫ0<− Iη02
]
21 qui sera choisie
ultérieurement. En remplaçant 9.72, 9.71, 9.70 dans 9.67 on obtient pour tout n > n3 ∨ n4 :
Q


V +Γn⋃
k=f(n)
{Sk ≤ 2 ln k} , V −0 > V +Γn , f(n) < V +Γn ≤ E(lnn)2

(9.73)
≤

 Iη0
g(n)
+
21g(n)
Iη0f(n)Q
[
ǫ0 < − Iη02
]

(3 ln lnn
lnn
+
3 ln(f(n))
lnn
)
(9.74)
≤ 3
lnn

Iη0 ln lnn
g(n)
+
21g(n) ln lnn
Iη0f(n)Q
[
ǫ0 < − Iη02
]

(1 +O( ln f(n)
ln lnn
))
,(9.75)
en remplaçant ceci dans 9.43 on obtient pour tout n > n2 ∨ n3 ∨ n4 :
Q

 M˜0⋃
k=m˜0+f(n)
{Sk − Sm˜0 ≤ 2 ln k} , f(n) + m˜0 < M˜0 ≤ E(lnn)2, m˜0 > 0

(9.76)
≤ 3H ′

Iη0 ln lnn
g(n)
+
21g(n) ln lnn
Iη0f(n)Q
[
ǫ0 < − Iη02
]

(1 +O( ln f(n)
ln lnn
))
,(9.77)
en remplaçant 9.77 dans 9.29 on obtient la proposition 9.1.4 en prenant n′0 = n1 ∨ n2 ∨ n3 ∨ n4, ainsi
n′0 ≡ n′0
(
R, ǫ, F, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]). ¥
On montre maintenant un résultat similaire à celui que l’on vient de montrer mais à "gauche" de m˜0 :
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Proposition 9.1.5. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, et tout F > 1 il existe n′′0 ≡
n′′0
(
R, ǫ, F, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ] , Q [ǫ0 < − Iη02 ]) tel que pour tout n > n′′0 , on a :
Q

m˜0−f(n)⋃
l=M˜ ′0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , m˜0 > 0

 ≤ 15ǫ
R
+ Iη0H
′
(
5Iη0 ln lnn
g(n)
+
43g(n) ln lnn
Iη0f(n)Q [ǫ0 < −Iη0/2]
)
+
+ O
(
1
(lnn)1/33
)
,(9.78)
où f(n) = [F (ln lnn)2], H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] , E = 24R2| ln Rǫ |σ2ǫ2 , g(n) est une suite croissante positive telle que
limn→+∞ g(n) = +∞ et g(n) <
Iη0f(n)Q
[
ǫ0<− Iη02
]
21 . F et R sont des paramètres libres que l’on choisira le
moment venu, la suite (g(n), n > 3) sera également choisie ultérieurement.
Preuve.
On commence par séparer la probabilité en deux parties que l’on traitera séparément dans les lemmes 9.1.6 et
9.1.7 :
Q

m˜0−f(n)⋃
l=M˜ ′0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , m˜0 > 0

(9.79)
≤ Q

 −1⋃
l=M˜ ′0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , m˜0 > 0

+Q

m˜0−f(n)⋃
l=0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , m˜0 > 0

(9.80)
On montre maintenant le lemme suivant :
Lemme 9.1.6. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, et tout F > 1 il existe n′1 ≡
n′1
(
R, ǫ, F, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ] , Q [ǫ0 < − Iη02 ]) tel que pour tout n > n′1, on a :
Q

m˜0−f(n)⋃
l=0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , m˜0 > 0

 ≤ 9ǫ
R
+ Iη0H
′
(
5Iη0 ln lnn
g(n)
+
43 ln lnng(n)
Iη0f(n)Q [ǫ0 < −Iη0/2]
)
+
+ O
(
1
(lnn)1/33
)
,(9.81)
où f(n) = [F (ln lnn)2], H = 21E+1
Q
[
ǫ0<− Iη02
] , E = 24R2| ln Rǫ |σ2ǫ2 et g(n) est une suite croissante positive telle que
limn→+∞ g(n) = +∞ et g(n) <
Iη0f(n)Q
[
ǫ0<− Iη02
]
21 . F et R sont des paramètres libres que l’on choisira le
moment venu.
Preuve.
SoientR > 1 et ǫ > 0, on commence par la remarque suivante déduite de 8.32, il existe n1 ≡ n1
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3])
tel que pour tout n > n1 :
Q
[
m˜0 ≤ E(lnn)2
] ≥ Q [M˜0 ≤ E(lnn)2](9.82)
≥ 1− 3ǫ
R
,(9.83)
où E = 24R
2| ln Rǫ |
σ2ǫ2 . Soit F > 1, par 8.37 il existe n2 ≡ n2
(
R, ǫ, F, Iη0 , σ,EQ
[|ǫ0|3]) tel que pour tout n > n2 on
a :
Q [m˜0 > f(n), m˜0 > 0] ≥ 1− 6ǫ
R
−O
(
1
(lnn)1/33
)
.(9.84)
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où f(n) = [F (ln lnn)2]. Pour tout n > n1 ∨ n2, on a donc par 9.83 et 9.84 :
Q

m˜0−f(n)⋃
l=0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , m˜0 > 0

(9.85)
≤ Q

m˜0−f(n)⋃
l=0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , f(n) < m˜0 ≤ E(lnn)2

+ 9ǫ
R
+O
(
1
(lnn)1/33
)
,(9.86)
On remarque que :
f(n) < m˜0 ≤ E(lnn)2, l ≥ 0 ⇒ m˜0 − l ≤ E(lnn)2 ,(9.87)
ainsi : 

m˜0−f(n)⋃
l=0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , f(n) < m˜0 ≤ E(lnn)2

(9.88)
⊂


m˜0−f(n)⋃
l=0
{
Sl − Sm˜0 ≤ 2 ln(E(lnn)2)
}
, f(n) < m˜0 ≤ E(lnn)2

 ,
on a donc :
Q

m˜0−f(n)⋃
l=0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , f(n) < m˜0 ≤ E(lnn)2

(9.89)
≤ Q

m˜0−f(n)⋃
l=0
{
Sl − Sm˜0 ≤ 2 ln(E(lnn)2)
}
, f(n) < m˜0 ≤ E(lnn)2

 .(9.90)
On écrit que :
Q

m˜0−f(n)⋃
l=0
{
Sl − Sm˜0 ≤ 2 ln(E(lnn)2)
}
, f(n) < m˜0 ≤ E(lnn)2

 = E(lnn)
2∑
k=f(n)+1
Q [D(k)] ,(9.91)
où :
D(k) =


k−f(n)⋃
l=0
{
Sl − Sk ≤ 2 ln(E(lnn)2)
}
, m˜0 = k

 .(9.92)
Par le lemme 8.2.12 (implication 8.118) on a :
D(k) ⊂ D−(k) ∩D+(k) ,(9.93)
où
D−(k) =


k−f(n)⋃
l=0
{
Sl − Sk ≤ 2 ln(E(lnn)2)
}
,
k−1⋂
i=0
{Si − Sk > 0}

 ,(9.94)
D+(k) =
V +Sk+Γn,k⋂
i=k+1
{Si − Sk ≥ 0} , V +Sk+Γn,k = inf{m > k, Sm − Sk ≥ Γn} ,(9.95)
on remarque que D−(k) ∈ σ (ǫ1, · · · , ǫk) et D+(k) ∈ σ (ǫk+1, · · · ) ces deux évènements sont donc indépendants
d’où par 9.93 :
Q [D(k)] ≤ Q [D−(k)]Q [D+(k)] .(9.96)
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Par stationnarité du milieu, on a :
Q [D+(k)] = Q
[
V −0 ≥ V +Γn
]
,(9.97)
donc Q [D+(k)] ne dépend pas de k. On en déduit en remplaçant 9.97 dans 9.96 puis le résultat obtenu dans
9.91 :
E(lnn)2∑
k=f(n)+1
Q [D(k)] ≤ Q [V −0 ≥ V +Γn]
E(lnn)2∑
k=f(n)+1
Q [D−(k)] .(9.98)
On estime maintenant la somme obtenue en 9.98, on commence par remarquer que :
k−f(n)⋃
l=0
{
Sl − Sk ≤ 2 ln(E(lnn)2)
}⇒ 0 ≤ V −−Sk−2 ln(E(lnn)2) ≤ k − f(n) ,(9.99)
où V −−Sk−2 ln(E(lnn)2) = inf{j ≥ 0, Sj − Sk ≤ 2 ln(E(lnn)2)}, ainsi :
Q [D−(k)] ≤
k−f(n)∑
s=0
Q
[
V −−Sk−2 ln(E(lnn)2) = s,
k−1⋂
i=0
{Si − Sk > 0}
]
,(9.100)
or
{
V −−Sk−2 ln(E(lnn)2) = s
}
⇒


s−1⋂
j=0
{
Sj − Sk > 2 ln(E(lnn)2)
}
, 2 ln(E(lnn)2)− Iη0 ≤ Ss − Sk ≤ 2 ln(E(lnn)2)


avec une Q probabilité égale à 1, de plus on a :{
Sj − Sk ≡ Sj − Ss + Ss − Sk > 2 ln(E(lnn)2), Ss − Sk ≤ 2 ln(E(lnn)2)
}⇒ Sj − Ss > 0 .(9.101)
On en déduit :
{
V −−Sk+2 ln(E(lnn)2) = s
}
⇒


s−1⋂
j=0
{Sj − Ss > 0} , 2 ln(E(lnn)2)− Iη0 ≤ Ss − Sk ≤ 2 ln(E(lnn)2)

 ,
en remplaçant ceci dans 9.100, on obtient
Q [D−(k)] ≤
k−f(n)∑
s=0
Q [G−(s), G+(s, k)] ,(9.102)
où
G−(s) =
s−1⋂
j=0
{Sj − Ss > 0} ,(9.103)
G+(s, k) =
{
2 ln(E(lnn)2)− Iη0 ≤ Ss − Sk ≤ 2 ln(E(lnn)2),
k−1⋂
i=s
{Si − Sk > 0}
}
,(9.104)
de plus
G−(s) ∈ σ (ǫ1, · · · , ǫs) ,(9.105)
G+(s, k) ∈ σ (ǫs+1, · · · , ǫk) ,(9.106)
par indépendance des v.a. (ǫi, i ∈ Z) on obtient :
Q [G−(s), G+(s, k)] = Q [G−(s)]Q [G+(s, k)] .(9.107)
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En remplaçant ceci dans 9.102 puis en sommant sur k pour f(n) + 1 ≤ k ≤ E(lnn)2 on obtient :
E(lnn)2∑
k=f(n)+1
Q [D−(k)] ≤
E(lnn)2∑
k=f(n)+1
k−f(n)∑
s=0
Q [G−(s)]Q [G+(s, k)](9.108)
≤
E(lnn)2∑
s=0
Q [G−(s)]
E(lnn)2∑
k=f(n)+s+1
Q [G+(s, k)] .(9.109)
Par stationnarité du milieu on a :
Q [G−(s)] = Q
[
V +0 > s
]
.(9.110)
Par définition on a :
G+(s, k) =
{
2 ln(E(lnn)2)− Iη0 ≤ −
k∑
m=s+1
ǫm ≤ 2 ln(E(lnn)2),
k−1⋂
i=s
{
−
k∑
m=i+1
ǫm > 0
}}
,(9.111)
donc par stationnarité du milieu on obtient :
Q [G+(s, k)] = Q
[
−2 ln(E(lnn)2) ≤ Sk−s−1 ≤ −2 ln(E(lnn)2) + Iη0 ,
k−s−1⋂
i=1
{Si < 0}
]
,(9.112)
or{
−2 ln(E(lnn)2) ≤ Sk−s−1 ≤ −2 ln(E(lnn)2) + Iη0 ,
k−s−1⋂
i=1
{Si < 0}
}
⇒ V −2(lnE(lnn)2)−Iη0 = k − s− 1 ,
d’où :
Q [G+(s, k)] ≤ Q
[
V −2(lnE(lnn)2)−Iη0 = k − s− 1
]
.(9.113)
en remplaçant 9.110 et 9.113 dans 9.109 on obtient :
E(lnn)2∑
k=f(n)+1
Q [D−(k)] ≤
E(lnn)2∑
s=0
Q
[
V +0 > s
] E(lnn)2∑
k=f(n)+s+1
Q
[
V −2(lnE(lnn)2) = k − s− 1
]
(9.114)
≤ Q
[
V −2(lnE(lnn)2) > f(n)
]E(lnn)2∑
s=0
Q
[
V +0 > s
]
.(9.115)
En remplaçant 9.115 dans 9.98 puis le résultat obtenu dans 9.91 on obtient :
Q

m˜0−f(n)⋃
l=0
{
Sl − Sm˜0 ≤ 2 ln(E(lnn)2)
}
, f(n) < m˜0 ≤ E(lnn)2

(9.116)
≤ Q [V −0 ≥ V +Γn]Q [V −2(lnE(lnn)2) > f(n)]
E(lnn)2∑
s=0
Q
[
V +0 > s
]
(9.117)
Par le lemme 8.2.10 il existe n3 ≡ n3
(
R, ǫ,Q
[
ǫ0 >
Iη0
2
])
tel que pour tout n > n3 :
E(lnn)2∑
s=0
Q
[
V +0 > s
] ≤ h′(n) ,(9.118)
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où h′(n) = H ′ lnn, avec H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] et E = 24R2| ln Rǫ |σ2ǫ2 . Par le lemme 8.2.2 on a :
Q
[
V −0 ≥ V +Γn
] ≤ Iη0
lnn
,(9.119)
On rappelle que f(n) = [F (ln lnn)2] avec F > 1, on montre par des calculs similaires à ceux effectués pour
montrer le lemme 8.2.11, qu’il existe n4 ≡ n4
(
R, ǫ, Iη0 , F, σ,Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n4 on a :
Q
[
V −2 ln(E(lnn)2) > f(n)
]
≤ 2Iη0 ln(E(lnn)
2)
g(n)
+
21× 2 ln(E(lnn)2)g(n)
Iη0f(n)Q [ǫ0 < −Iη0/2]
,(9.120)
où f(n) = [F ( ln lnn)2] et g(n) est une suite croissante positive telle que limn→+∞ g(n) = 0 et g(n) <
Iη0f(n)Q
[
ǫ0<− Iη02
]
42 ln(2E(lnn)2) . Donc il existe n5 ≥ n4 tel que pour tout n > n5 :
Q
[
V −2 ln(E(lnn)2) > f(n)
]
≤ 5Iη0 ln lnn
g(n)
+
43g(n) ln lnn
Iη0f(n)Q [ǫ0 < −Iη0/2]
.(9.121)
En remplaçant 9.118, 9.119 et 9.121 dans 9.117 on obtient pour tout n > n3 ∨ n5 :
Q

m˜0−f(n)⋃
l=0
{
Sl − Sm˜0 ≤ 2 ln(E(lnn)2)
}
, f(n) < m˜0 ≤ E(lnn)2

(9.122)
≤ Iη0
h′(n)
lnn
(
5Iη0 ln lnn
g(n)
+
43 ln lnng(n)
Iη0f(n)Q [ǫ0 < −Iη0/2]
)
,(9.123)
on obtient le lemme en remplaçant 9.123 dans 9.86 et en prenant n′1 = n1 ∨ n2 ∨ n3 ∨ n5. ¥
Lemme 9.1.7. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, il existe n′′1 ≡ n′′1
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3])
tel que pour tout n > n′′1 , on a :
Q

 −1⋃
l=M˜ ′0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , m˜0 > 0

 ≤ 6ǫ
R
+O
(
ln lnn
lnn
)
,(9.124)
où E =
24R2| ln Rǫ |
σ2ǫ2 , R est un paramètre libre que l’on choisira le moment venu.
Preuve.
On a supposé m˜0 > 0 donc, d’après la définition 8.1.4 (page 138) d’une vallée de profondeur supérieure à Γn,
M˜ ′0 vérifie :
SM˜ ′0
− max
0≤m≤m˜0
Sm ≥ γ ln lnn et SM˜ ′0 − Sm˜0 ≥ Γn(9.125)
on sera donc amené, pour caractériser M˜ ′0, à faire une partition sur les valeurs de max0≤m≤m˜0 Sm. On rappelle
aussi qu’étant donné que les v.a. (αi, i ∈ Z) sont indépendantes et S0 = 0 les processus (Sn, n ∈ N∗) et
(S−n, n ∈ N∗) sont indépendants. Soient R > 1 et ǫ > 0, par 8.32 et 8.33 il existe n1 ≡ n1
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3])
tel que pour tout n > n1, on a :
Q

 −1⋃
l=M˜ ′0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , m˜0 > 0

(9.126)
≤ Q

 −1⋃
l=M˜ ′0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , 0 < m˜0 ≤ E(lnn)2, M˜ ′0 ≥ −E(lnn)2

+ 6ǫ
R
,(9.127)
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où E = 24R
2| ln Rǫ |
σ2ǫ2 , on a donc :
Q

 −1⋃
l=M˜ ′0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , 0 < m˜0 ≤ E(lnn)2, M˜ ′0 ≥ −E(lnn)2

(9.128)
≤ Q

 −1⋃
l=M˜ ′0
{
Sl − Sm˜0 ≤ 2 ln(2E(lnn)2)
}
, 0 < m˜0 ≤ E(lnn)2, M˜ ′0 ≥ −E(lnn)2

 .(9.129)
On fixe maintenant la valeur de Sm˜0 , on remarque par définition que Sm˜0 ≤ S0 = 0, ainsi :
Q

 −1⋃
l=M˜ ′0
{
Sl − Sm˜0 ≤ 2 ln(2E(lnn)2)
}
, 0 < m˜0 ≤ E(lnn)2, M˜ ′0 ≥ −E(lnn)2

(9.130)
≤
∫ +∞
0
Q

 −1⋃
l=M˜ ′0
{
Sl ≤ 2 ln(2E(lnn)2)− x
}
, 0 < m˜0 ≤ E(lnn)2, M˜ ′0 ≥ −E(lnn)2, Sm˜0 ∈ (−dx)

(9.131)
≤
∫ +∞
0
Q

 −1⋃
l=M˜ ′0
{
Sl ≤ 2 ln(2E(lnn)2)− x
}
, 0 < m˜0, Sm˜0 ∈ (−dx)

 .(9.132)
On partitionne maintenant sur les valeurs de max0≤m≤m˜0 Sm (
8 ) :
Q

 −1⋃
l=M˜ ′0
{
Sl ≤ 2 ln(2E(lnn)2)− x
}
, 0 < m˜0, Sm˜0 ∈ (−dx)

(9.133)
≤
∫ +∞
0
Q

 −1⋃
l=M˜ ′0
{
Sl ≤ 2 ln(2E(lnn)2)− x
}
, Sm˜0 ∈ (−dx), max
0≤m≤m˜0
Sm ∈ dy, m˜0 > 0

 ,(9.134)
Par 9.125 on a :
max
0≤m≤m˜0
Sm ∈ dy, Sm˜0 ∈ (−dx) ⇒ M˜ ′0 = ν+(Γn−x)∨(y+γ ln lnn−x) ,(9.135)
où ν+(Γn−x)∨(y+γ ln lnn−x) = sup (p < 0, Sp ≥ (Γn − x) ∨ (y + γ ln lnn− x)). Ainsi par indépendance :
Q

 −1⋃
l=M˜ ′0
{
Sl ≤ 2 ln(2E(lnn)2)− x
}
, Sm˜0 ∈ (−dx), max
0≤m≤m˜0
Sm ∈ dy, m˜0 > 0

(9.136)
≤ Q

 −1⋃
l=ν+
(Γn−x)∨(y+γ ln lnn−x)
{
Sl ≤ 2 ln(2E(lnn)2)− x
}
,
−1⋂
l=ν+
(Γn−x)∨(y+γ ln lnn−x)
{Sl > −x}

×(9.137)
Q
[
Sm˜0 ∈ (−dx), max
0≤m≤m˜0
Sm ∈ dy, m˜0 > 0
]
.(9.138)
8par définition max0≤m≤m˜0 Sm ≥ S0 = 0.
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Par des calculs similaires à ceux effectués pour montrer le lemme précédent, on montre que :
Q

 −1⋃
l=ν+
(Γn−x)∨(y+γ ln lnn−x)
{
Sl ≤ 2 ln(2E(lnn)2)− x
}
,
−1⋂
l=ν+
(Γn−x)∨(y+γ ln lnn−x)
{Sl > −x}

(9.139)
≤ Q2 ln(2E(lnn)2)−x
[
ν+(Γn−x)∨(y+γ ln lnn−x) > ν
−
x
]
(9.140)
= Q2 ln(2E(lnn)2)
[
ν+(Γn)∨(y+γ ln lnn) > ν
−
0
]
(9.141)
≤ Q2 ln(2E(lnn)2)
[
ν+Γn > ν
−
0
] ≡ Q2 ln(2E(lnn)2) [V +Γn < V −0 ] ,(9.142)
où l’égalité 9.141 ainsi que la dernière équivalence sont obtenus par stationnarité du milieu. En remplaçant ceci
dans 9.137 on obtient :
Q

 −1⋃
l=M˜ ′0
{
Sl ≤ 2 ln(2E(lnn)2)− x
}
, Sm˜0 ∈ (−dx), max
0≤m≤m˜0
Sm ∈ dy, m˜0 > 0

(9.143)
≤ Q2 ln(2E(lnn)2)
[
V +Γn < V
−
0
]
Q
[
Sm˜0 ∈ (−dx), max
0≤m≤m˜0
Sm ∈ dy, m˜0 > 0
]
.(9.144)
On remplace maintenant 9.144 dans 9.134 puis le résultat obtenu dans 9.132, on obtient :
Q

 −1⋃
l=M˜ ′0
{
Sl − Sm˜0 ≤ 2 ln(2E(lnn)2)
}
, 0 < m˜0 ≤ E(lnn)2, M˜ ′0 ≥ −E(lnn)2


≤ Q2 ln(2E(lnn)2)
[
V +Γn < V
−
0
]
≤ O
(
ln lnn
lnn
)
,(9.145)
où la dernière égalité est obtenue par 8.21, en remplaçant 9.145 dans 9.127 on obtient le lemme en prenant
n′′1 = n1. ¥
Pour finir la preuve de la proposition 9.1.6 il suffit de remplacer les résultats des lemmes 9.1.7 et 9.1.6 dans 9.80
et prendre n′′0 = n
′
1 ∨ n′′1 . ¥
Preuve (Proposition 9.1.1).
Soient ǫ > 0, R > 1 et n > 3 on pose :
g(n) ≡ G ln lnn, avec G = Iη0(Iη0 ∨ 1)H ′
R
ǫ
,(9.146)
f(n) =
[(
g(n)
Iη0
)2
1
Q [ǫ0 < −Iη0/2]
]
,(9.147)
où H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] , et E = 24R2| ln Rǫ |σ2ǫ2 . En remplaçant ceci dans les propositions 9.1.4 et 9.1.6, on obtient qu’il
existe n0 ≡ n0
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) ≥ n′0 ∨ n′′0 tel que pour tout n > n0 on a :
Q

m˜0−f(n)⋃
l=M˜ ′0
{Sl − Sm˜0 ≤ 2 ln(m˜0 − l)} , m˜0 > 0

 ≤ 60ǫ
R
,(9.148)
Q

 M˜0⋃
k=m˜0+f(n)
{Sk − Sm˜0 ≤ 2 ln(k − m˜0)} , m˜0 > 0

 ≤ 80ǫ
R
,(9.149)
on en déduit, par passage au complémentaire que pour tout n > n0 9.22 est vraie avec une Q probabilité
supérieure à 1− 140ǫR , où R > 1 est un paramètre libre que l’on fixera ultérieurement. On remarque de plus, par
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définition de H ′, que :
f(n) =
[(
(Iη0 ∨ 1)H ′Rǫ
)2
Q [ǫ0 < −Iη0/2]
(ln lnn)2
]
(9.150)
=

( (21E + 1)(Iη0 ∨ 1)Rǫ
(Q [ǫ0 < −Iη0/2])1/2Q [ǫ0 > Iη0/2]
)2
(ln lnn)2

 .(9.151)
on notera F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
ce qui termine la preuve de la proposition. ¥
9.2 Etude de la Q v.a. Eαm˜0[L(Vm˜0, T m˜0→m˜0)]
Voici le résultat principal de ce paragraphe :
9.2.1 Résultat principal
Proposition 9.2.1. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0 il existe
n0 ≡ n0
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n0 :
Q
[
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] > µ] ≤ 110ǫR +O
(
1
(lnn)
1
33
)
,(9.152)
où µ = 3+ 2
Q
[
ǫ0<− Iη02
]
η0

 2e− Iη04(
1−e−
Iη0
4
)3 + (E2+3)(
1−e−
Iη0
4
)2 + 3(E2−1)
1−e−
Iη0
4

, E2 = ln
(
R
ǫ
Iη0 (Iη0∨1)(21E+1)(
Q
[
ǫ0>
Iη0
2
]
∧Q
[
ǫ0<− Iη02
])
Q
[
ǫ0>
Iη0
2
]
)
et E =
24R2| ln Rǫ |
σ2ǫ2 , R est un paramètre libre que l’on choisira le moment venu.
Ce résultat montre que Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] est bornée par une constante indépendante de n avec une Q
probabilité aussi proche de 1 que l’on veut. Cette proposition, est le point clé concernant le milieu qui nous
permettra de montrer la convergence en Pα probabilité du temps local normalisé par n de la M.A.M.A. au point
m˜0 en un instant n (voir paragraphe 10.2). Pour montrer cette proposition on se sert de résultats obtenus dans
le paragraphe 9.1.2, on obtient alors une borne supérieure pour Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] (paragraphe qui suit)
qui fait apparaître que pour borner cette Q v.a. il suffit de faire l’étude du potentiel aléatoire dans le voisinage
Vm˜0 (inégalité 9.161), cette étude fera l’objet du paragraphe 9.2.3.
9.2.2 Préliminaire à la preuve du résultat
Par le lemme 9.1.3 on a :
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] ≡
m˜0+f(n)∑
j=m˜0+1
Eαm˜0
[L(j, T m˜0→m˜0)]+ m˜0−1∑
j=m˜0−f(n)
Eαm˜0
[L(j, T m˜0→m˜0)]+ 1(9.153)
≤ 1
η0
f(n)∑
j=1
1
eSm˜0+j−Sm˜0
+
1
η0
f(n)∑
j=1
1
eSm˜0−j−Sm˜0
+ 1 ,(9.154)
avec une Q probabilité égale à 1. Le +1 dans 9.154 venant du fait que Eαm˜0
[L(m˜0, T m˜0→m˜0)] = 1, pour montrer
la proposition il suffit donc de montrer que les deux sommes en 9.154 sont bornées par une fonction ne dépendant
pas de n. Pour cela on commence par montrer le lemme préliminaire suivant :
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Lemme 9.2.2. Soient α ∈ Ω2, F > 1 et n > 3, on a :
f(n)∑
j=1
1
eSm˜0+j−Sm˜0
≤ 1 +
Z(n)+1∑
i=1
1
ea(i−1)
f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ ,(9.155)
f(n)∑
j=1
1
eSm˜0−j−Sm˜0
≤ 1 +
Z(n)+1∑
i=1
1
ea(i−1)
f(n)∑
j=1
ISm˜0−j−Sm˜0∈[a(i−1),ai[ ,(9.156)
où a =
Iη0
4 et Z(n) =
[
ln f(n)
a
]
, et f(n) = [F (ln lnn)2].
Preuve.
Montrons 9.155 (9.156 se montre de la même façon)
f(n)∑
j=1
1
eSm˜0+j−Sm˜0
=
f(n)∑
j=1
1
eSm˜0+j−Sm˜0
ISm˜0+j−Sm˜0≤ln f(n) +
f(n)∑
j=1
1
eSm˜0+j−Sm˜0
ISm˜0+j−Sm˜0>ln f(n)(9.157)
≤
f(n)∑
j=1
1
eSm˜0+j−Sm˜0
ISm˜0+j−Sm˜0≤ln f(n) + 1 .(9.158)
Notons a =
Iη0
4 , Z(n) =
[
ln f(n)
a
]
, avec ceci :
f(n)∑
j=1
1
eSm˜0+j−Sm˜0
ISm˜0+j−Sm˜0≤ln f(n) ≤
Z(n)+1∑
i=1
f(n)∑
j=1
1
eSm˜0+j−Sm˜0
ISm˜0+j−Sm˜0∈[a(i−1),ai[(9.159)
≤
Z(n)+1∑
i=1
1
ea(i−1)
f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ .(9.160)
¥
On déduit de 9.154 et du lemme 9.2.2 que pour tout F > 1 et n > 3 :
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)]
≤ 3 + 1
η0
Z(n)+1∑
i=1
1
ea(i−1)
f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ +
1
η0
Z(n)+1∑
i=1
1
ea(i−1)
f(n)∑
j=1
ISm˜0−j−Sm˜0∈[a(i−1),ai[ ,(9.161)
avec une Q probabilité égale à un.
On va montrer dans le paragraphe suivant (lemmes 9.2.3 et 9.2.4) que les sommes
∑f(n)
j=1 ISm˜0+j−Sm˜0∈[a(i−1),ai[
et
∑f(n)
j=1 ISm˜0−j−Sm˜0∈[a(i−1),ai[ se comportent polynômialement en i, ceci revient à faire l’étude du potentiel
aléatoire dans le voisinage de Vm˜0 .
9.2.3 Etude du potentiel aléatoire dans le voisinage Vm˜0
On supposera que m˜0 > 0, les calculs sont symétriquement similaires pour le cas m˜0 < 0 et le cas m˜0 = 0 est
trivial. On commence par montrer le lemme suivant :
Lemme 9.2.3. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0 et tout E2 > 1, il existe n
′
0 ≡
167
Chapitre 9. Etude de la Q variable aléatoire :
(
Eαm˜0 [L(k, T m˜0→m˜0)], k ∈ V{M˜ ′0,m˜0,M˜0}
)
n′0
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n′0, on a :
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0


≤ 12ǫ
R
+
21
5
H ′Iη0
Q
[
ǫ0 < − Iη02
]e−E2 + 4E
(lnn)1/33
,(9.162)
où g(i) = (i+3)(i−1+E2)
Q
[
ǫ0<− Iη02
] , H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] , a = Iη04 , Z(n) =
[
ln f(n)
a
]
, E =
24R2| ln Rǫ |
σ2ǫ2 , f(n) = [F (ln lnn)
2] et
F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
. R et E2 sont des paramètres libres qui seront choisis ultérieurement.
Preuve.
Soient R > 1 et ǫ > 0, par 8.32 et 8.36 il existe n1 ≡ n1
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3]) tel que pour tout n > n1, on a :
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0

 ≤ E(lnn)
2∑
l=1
Q [A(l)] + 12ǫ
R
+O
(
1
(lnn)1/33
)
,(9.163)
où :
A(l) =


Z(n)+1⋃
i=1


f(n)∑
j=1
ISl+j−Sl∈[a(i−1),ai[ > g(i)

 , m˜0 = l, M˜0 > m˜0 + f(n)

 ,(9.164)
par le lemme 8.2.12 (implication 8.118), on a :
A(l) ⊂ A−(l) ∩ A+(l) ,(9.165)
où :
A−(l) =
l−1⋂
i=1
{Si − Sl > 0}(9.166)
A+(l) =


V +Sl+Γn,l⋂
i=l+1
{Si − Sl ≥ 0} ,
Z(n)+1⋃
i=1


f(n)∑
j=1
ISl+j−Sl∈[a(i−1),ai[ > g(i)

 , l + f(n) < V +Sl+Γn,l

 .(9.167)
On remarque que A−(l) ∈ σ (ǫ1, · · · , ǫl) et A+(l) ∈ σ (ǫl+1, · · · ) on en déduit par indépendance des v.a. (ǫi, i ∈
Z) :
Q [A(l)] ≤ Q [A−(l)]Q [A+(l)] ,(9.168)
Par un raisonnement similaire à celui effectué entre 9.35 et 9.38, on a :
Q [A+(l)] = Q


V +Γn⋂
i=1
{Si ≥ 0} ,
Z(n)+1⋃
i=1


f(n)∑
j=1
IS¯j∈[a(i−1),ai[ > g(i)

 , f(n) < V +Γn

 ,(9.169)
on remarque que Q [A+(l)] ≡ Q [A+] ne dépend pas de l, en remplaçant 9.169 dans 9.168 puis le résultat obtenu
dans 9.163 on obtient donc pour tout n > n1 :
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0


≤ Q [A+]
E(lnn)2∑
l=1
Q [A−(l)] + 12ǫ
R
+O
(
1
(lnn)1/33
)
,(9.170)
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par stationnarité on a :
Q [A−(l)] = Q
[
V +0 > l − 1
]
,(9.171)
donc par le lemme 8.2.10, il existe n2 ≡ n2
(
R, ǫ,Q
[
ǫ0 >
Iη0
2
])
tel que pour tout n > n2, on a :
E(lnn)2∑
l=1
Q [A−(l)] ≤
E(lnn)2∑
l=0
Q
[
V +0 > l
] ≤ h′(n) ,(9.172)
où H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] et E = 24R2| ln Rǫ |σ2ǫ2 . Ainsi en remplaçant 9.172 dans 9.170, on obtient pour tout n > n1 ∨ n2 :
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0

 ≤ h′(n)Q [A+] + 12ǫ
R
+O
(
1
(lnn)1/33
)
.(9.173)
On estime maintenant Q [A+], on a :
Q [A+] ≤
Z(n)+1∑
i=1
Q

f(n)∑
j=1
ISj∈[a(i−1),ai[ > g(i), f(n) < V
+
Γn
,
V +Γn⋂
i=1
{Si ≥ 0}

(9.174)
=
Z(n)+1∑
i=1
f(n)∑
k=g(i)+1
Q

f(n)∑
j=1
ISj∈[a(i−1),ai[ = k, f(n) < V
+
Γn
,
V +Γn⋂
i=1
{Si ≥ 0}

 .(9.175)
On rappelle que :
Hia,1 = inf {m > 0, Sm ∈ [a(i− 1), ai[} ,(9.176)
Hia,k = inf {m > Hia,k−1, Sm ∈ [a(i− 1), ai[} , k > 1 .(9.177)
On a :
Q

f(n)∑
j=1
ISj∈[a(i−1),ai[ = k, f(n) < V
+
Γn
,
V +Γn⋂
i=1
{Si ≥ 0}

(9.178)
=
f(n)∑
l=k−1
Q

f(n)∑
j=1
ISj∈[a(i−1),ai[ = k, f(n) < V
+
Γn
,
V +Γn⋂
i=1
{Si ≥ 0} , Hia,k = l

(9.179)
≤
f(n)∑
l=k−1
Q

 l⋂
m=0
{Sm ≥ 0} , Hia,k = l,
V +Γn,l⋂
m=l+1
{Sm ≥ 0} , f(n) < inf {m > l, Sm ≥ Γn}

 .(9.180)
où V +Γn,l = inf {m > l, Sm ≥ Γn}. De plus Hia,k = l⇒ a(i− 1) ≤ Sl ≤ ai, on en déduit :
Q

 l⋂
m=0
{Sm ≥ 0} , Hia,k = l,
V +Γn,l⋂
m=l+1
{Sm ≥ 0} , f(n) < V +Γn,l

(9.181)
=
∫ ai
a(i−1)
Q

 l⋂
m=0
{Sm ≥ 0} , Hia,k = l, Sl ∈ dy,
V +Γn,l⋂
m=l+1
{Sm ≥ 0} , f(n) < V +Γn,l

(9.182)
=
∫ ai
a(i−1)
Q
[
l⋂
m=0
{Sm ≥ 0} , Hia,k = l, Sl ∈ dy
]
Q


V +Γn,l⋂
m=l+1
{Sm ≥ 0} , f(n) < V +Γn,l
∣∣∣∣∣∣∣Sl ∈ dy

 ,(9.183)
169
Chapitre 9. Etude de la Q variable aléatoire :
(
Eαm˜0 [L(k, T m˜0→m˜0)], k ∈ V{M˜ ′0,m˜0,M˜0}
)
la dernière égalité est obtenue par la propriété de Markov. Par stationnarité du milieu on a :
Q


V +Γn,l⋂
m=l+1
{Sm ≥ 0} , f(n) < V +Γn,l
∣∣∣∣∣∣∣Sl ∈ dy

 = Qy


V +Γn⋂
m=1
{Sm ≥ 0} , f(n) < V +Γn,l

(9.184)
≤ Qy


V +Γn,l⋂
m=1
{Sm ≥ 0}

 = Qy [V −0 > V +Γn](9.185)
≤ Qia
[
V −0 > V
+
Γn
]
,(9.186)
la dernière inégalité est due au fait que Qy
[
V −0 > V
+
Γn
]
est croissante en y. On remarque que 9.186 ne dépend
ni de y ni de l, en remplaçant 9.186 dans 9.183 puis le résultat obtenu dans 9.180 on obtient :
Q

f(n)∑
j=1
ISj∈[a(i−1),ai[ = k, f(n) < V
+
Γn
,
V +Γn⋂
i=1
{Si ≥ 0}

 ≤ Q [V −0 > Hia,k]Qia [V −0 > V +Γn] .(9.187)
Il reste donc à estimer Q
[
V −0 > Hia,k
]
(on connaît Qia
[
V −0 > V
+
Γn
]
par le lemme 8.2.2). Par le lemme 8.2.8, on
a pour i > 1 :
Q
[
V −0 > Hia,k
] ≤ Q [V −0 > V +(i−1)a]
(
1−Q
[
ǫ0 < −Iη0
2
]
Q
(i−1)a− Iη04
[
V +(i−1)a > V
−
0
])k−1
,(9.188)
et pour i = 1 :
Q
[
V −0 > Ha,k
] ≤ Q [ǫ0 ≥ 0]
(
1−Q
[
ǫ0 < −Iη0
4
])k−1
.(9.189)
En remplaçant 9.188 dans 9.187 (si i>1) et 9.189 dans 9.187 (si i=1) puis les résultats obtenus dans 9.175, on
a :
Q [A+](9.190)
≤
Z(n)+1∑
i=2
f(n)∑
k=g(i)+1
Q
[
V −0 > V
+
(i−1)a
](
1−Q
[
ǫ0 < −Iη0
4
]
Q
(i−1)a− Iη04
[
V +(i−1)a > V
−
0
])k−1
×(9.191)
Qia
[
V −0 > V
+
Γn
]
+
f(n)∑
k=g(1)+1
Q [ǫ0 ≥ 0]
(
Q
[
ǫ0 ≥ −Iη0
4
])k−1
Qa
[
V −0 > V
+
Γn
]
.(9.192)
Les sommes sur k sont des sommes géométriques d’où :
Q


V +Γn⋂
i=1
{Si ≥ 0} ,
Z(n)+1⋃
i=1


f(n)∑
j=1
ISj∈[a(i−1),ai[ > g(i)

 , f(n) < V +Γn

(9.193)
≤
Z(n)+1∑
i=2
Q
[
V −0 > V
+
(i−1)a
] (1− ri)g(i)
ri
Qia
[
V −0 > V
+
Γn
]
+(9.194)
+ Q [ǫ0 ≥ 0] (1− r0)
g(1)
r0
Qa
[
V −0 > V
+
Γn
]
,(9.195)
où ri = Q
[
ǫ0 < − Iη02
]
Q
(i−1)a− Iη04
[
V +(i−1)a > V
−
0
]
et r0 = Q
[
ǫ0 < − Iη04
]
.
Commençons par estimer 9.194, par stationnarité du milieu et le lemme 8.22, on a :
Q
(i−1)a− Iη04
[
V +(i−1)a > V
−
0
]
= Q
[
V +Iη0
4
> V −
(i−1)a− Iη04
]
(9.196)
≥ Iη0
4
1
(i− 1)a+ Iη0
=
1
i+ 3
,(9.197)
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de même :
Qia
[
V −0 > V
+
Γn
]
= Q
[
V −ia > V
+
Γn−ia
]
(9.198)
≤ ia+ Iη0
Γn + Iη0
=
Iη0(i+ 4)
4(Γn + Iη0)
,(9.199)
et
Q
[
V −0 > V
+
(i−1)a
]
≤ Iη0
(i− 1)a+ Iη0
=
4
i+ 3
,(9.200)
on en déduit :
Z(n)+1∑
i=2
Q
[
V −0 > V
+
(i−1)a
] (1− ri)g(i)
ri
Qia
[
V −0 > V
+
Γn
]
(9.201)
≤
Z(n)+1∑
i=2
4
i+ 3
(
1−Q
[
ǫ0 < −Iη0
2
]
1
i+ 3
)g(i)
i+ 3
Q
[
ǫ0 < − Iη02
] Iη0(i+ 4)
4(Γn + Iη0)
(9.202)
=
1
Q
[
ǫ0 < − Iη02
] Iη0
Γn + Iη0
Z(n)+1∑
i=2
(i+ 4)
(
1−Q
[
ǫ0 < −Iη0
2
]
1
i+ 3
)g(i)
.(9.203)
Soit E2 > 1, en choisissant g(i) =
(i+3)(i−1+E2)
Q
[
ǫ0<− Iη02
] , on a pour tout i ≥ 2 :
(
1−Q
[
ǫ0 < −Iη0
2
]
1
i+ 3
)g(i)
≤ e−(i−1+E2) = e−(i−1+E2) .(9.204)
De plus :
Z(n)+1∑
i=2
ie−(i−1) =
Z(n)+1∑
i=1
ie−(i−1) − 1 ≤ 1(
1− 1e
)2 − 1 ≤ 32 ,(9.205)
Z(n)+1∑
i=2
e−(i−1) ≤ 1
e− 1 ≤
6
10
.(9.206)
On déduit des trois dernières estimations :
Z(n)+1∑
i=2
(i+ 4)
(
1−Q
[
ǫ0 < −Iη0
2
]
1
i+ 3
)g(i)
≤ 4e−E2 .(9.207)
En remplaçant ceci dans 9.203 on obtient :
Z(n)+1∑
i=2
Q
[
V −0 > V
+
(i−1)a
] (1− ri)g(i)
ri
Qia
[
V −0 > V
+
Γn
] ≤ e−E2 1
Q
[
ǫ0 < − Iη02
] 4Iη0
Γn + Iη0
.(9.208)
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De même pour 9.195 on a :
Q [ǫ0 ≥ 0]
(
1−Q
[
ǫ0 < − Iη04
])g(1)
Q
[
ǫ0 < − Iη04
] Qa [V −0 > V +Γn](9.209)
≤ 5Iη0
4(Γn + Iη0)
Q [ǫ0 ≥ 0]
Q
[
ǫ0 < − Iη04
] (1−Q [ǫ0 < −Iη0
4
]) 4E2
Q
[
ǫ0<−
Iη0
4
]
(9.210)
≤ 5Iη0
4(Γn + Iη0)
Q [ǫ0 ≥ 0]
Q
[
ǫ0 < − Iη04
]e−
4E2
Q
[
ǫ0<−
Iη0
4
]

Q[ǫ0<− Iη04 ]−
(
Q
[
ǫ0<−
Iη0
4
])2
2


(9.211)
≤ e−4E2 1
Q
[
ǫ0 < − Iη04
] 5Iη0
4(Γn + Iη0)
.(9.212)
En remplaçant 9.208 ainsi que 9.212 dans respectivement 9.194 et 9.195 on obtient :
Q


V +Γn⋂
i=1
{Si ≥ 0} ,
Z(n)+1⋃
i=1


f(n)∑
j=1
IS¯j∈[a(i−1),ai[ > g(i)

 , f(n) < V +Γn

(9.213)
≤ e−E2 1
Q
[
ǫ0 < − Iη04
] 4Iη0
Γn + Iη0
+ e−4E2
1
Q
[
ǫ0 < − Iη04
] 5Iη0
4(Γn + Iη0)
(9.214)
≤ e−E2 1
Q
[
ǫ0 < − Iη02
] Iη0
Γn + Iη0
(
4 +
5e−3E2
4
)
(9.215)
≤ 21
4
e−E2
Q
[
ǫ0 < − Iη02
] Iη0
Γn + Iη0
.(9.216)
En remplaçant ceci dans 9.173, on obtient pour n > n1 ∨ n2 :
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0


≤ Iη0h
′(n)
Γn + Iη0
21
4
e−E2
Q
[
ǫ0 < − Iη02
] + 12ǫ
R
+O
(
1
(lnn)1/33
)
.(9.217)
On obtient le lemme en remplaçant h′(n) ≡ H ′ lnn et Γn ≡ lnn+ γ lnn et en prenant n′0 = n1 ∨ n2. ¥
On montre maintenant un résultat similaire mais à "gauche" de m˜0 :
Lemme 9.2.4. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0 et tout E2 > 0, il existe n
′′
0 ≡
n′′0
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n′′0 , on a :
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0−j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0


≤ 12ǫ
R
+
5
2
I2η0H
′
Q
[
ǫ0 >
Iη0
2
]e−E2 +O( 1
(lnn)1/33
)
,(9.218)
où g(i) = (i+3)(i−1+E2)
Q
[
ǫ0<− Iη02
] , H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] , E = 24R2| ln Rǫ |σ2ǫ2 . R et E2 sont des paramètres libres qui seront choisis
ultérieurement.
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Preuve.
La démarche est similaire à celle que l’on a déjà appliquée pour les lemmes précédents, soient ǫ > 0, R > 1, par
8.32 et 8.37 il existe n1 ≡ n1
(
R, ǫ, F, Iη0 , σ,EQ
[|ǫ0|3]), tel que pour tout n > n1 on a :
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0−j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0

(9.219)
≤ Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0−j−Sm˜0∈[a(i−1),ai[ > g(i)

 , f(n) < m˜0 ≤ E(lnn)2

+ 6ǫ
R
+O
(
1
(lnn)1/33
)
(9.220)
=
E(lnn)2∑
l=f(n)+1
Q [D(l)] +
12ǫ
R
+O
(
1
(lnn)1/33
)
,(9.221)
où :
D(l) =


Z(n)+1⋃
i=1


f(n)∑
j=1
ISl−j−Sl∈[a(i−1),ai[ > g(i)

 , m˜0 = l

 ,(9.222)
par le lemme 8.2.12 (implication 8.118) on a :
D(l) ⊂ D−(l) ∩D+(l) ,(9.223)
où
D−(l) =


Z(n)+1⋃
i=1


f(n)∑
j=1
ISl−j−Sl∈[a(i−1),ai[ > g(i)

 ,
l−1⋂
i=1
{Si − Sl > 0}

 ,(9.224)
D+(l) =
V +Sl+Γn,l⋂
i=l+1
{Si − Sl ≥ 0} .(9.225)
On remarque que D−(l) ∈ σ (ǫ1, · · · , ǫl) et D+(l) ∈ σ (ǫl+1, · · · ) ces deux événements sont donc indépendants
d’où par 9.223 :
Q [D(l)] ≤ Q [D−(l)]Q [D+(l)] .(9.226)
Par stationnarité du milieu, on a :
Q [D+(l)] = Q
[
V −0 ≥ V +Γn
]
,(9.227)
donc Q [D+(l)] ne dépend pas de l. En remplaçant 9.227 dans 9.226, puis en sommant le résultat obtenu sur l,
f(n) + 1 ≤ l ≤ E(lnn)2 on en déduit que :
E(lnn)2∑
l=f(n)+1
Q [D(l)] ≤ Q [V −0 ≥ V +Γn]
E(lnn)2∑
l=f(n)+1
Q [D−(l)] .(9.228)
Estimons maintenant la somme obtenue en 9.228, par stationnarité du milieu on a :
Q [D−(l)] = Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISj∈]−ai,−a(i−1)] > g(i)

 ,
l−1⋂
i=1
{Si < 0}

(9.229)
≤
Z(n)+1∑
i=1
Q

f(n)∑
j=1
ISj∈]−ai,−a(i−1)] > g(i),
l−1⋂
i=1
{Si < 0}

(9.230)
=
Z(n)+1∑
i=1
f(n)∑
k=g(i)+1
Q

f(n)∑
j=1
ISj∈]−ai,−a(i−1)] = k,
l−1⋂
i=1
{Si < 0}

 ,(9.231)
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soit :
H−ia,1 = inf {m > 0, Sm ∈]− ia,−a(i− 1)]}(9.232)
H−ia,k = inf {m > H−ia,k−1, Sm ∈]− ia,−a(i− 1)]} , k > 1.(9.233)
on remarque que :
f(n)∑
j=1
ISj∈]−ai,−a(i−1)] = k,
l−1⋂
i=1
{Si < 0} , l > f(n) ⇒ H−ia,k < V +0 , H−ia,k ≤ f(n), ∩l−1i=H−ia,k+1 {Si < 0} ,
ainsi par la propriété de Markov et la stationnarité du milieu :
Q

f(n)∑
j=1
ISj∈]−ai,−a(i−1)] = k,
l−1⋂
i=1
{Si < 0}

(9.234)
≤
f(n)∑
m=1
Q
[
H−ia,k < V +0 , H−ia,k = m, ∩l−1i=m+1 {Si < 0}
]
(9.235)
≤
f(n)∑
m=1
∫ −(i−1)a
−ia
Q
[
H−ia,k < V +0 , H−ia,k = m, Sm ∈ dy
]
Qy
[∩l−m−1i=1 {Si < 0}] .(9.236)
De plus pour tout −ia ≤ y ≤ −(i− 1)a et 1 ≤ m ≤ f(n) on a :
Qy
[∩l−m−1i=1 {Si < 0}] ≤ Q−ia [∩l−f(n)−1i=1 {Si < 0}] ≡ Q−ia [V +0 > l − f(n)− 1] ,(9.237)
en remplaçant ceci dans 9.236, on obtient :
Q

f(n)∑
j=1
ISj∈]−ai,−a(i−1)] = k,
l−1⋂
i=1
{Si < 0}

 ≤ Q [H−ia,k < V +0 ]Q−ia [V +0 > l − f(n)− 1] ,(9.238)
en remplaçant 9.238 dans 9.231 puis le résultat obtenu dans 9.228 on obtient :
E(lnn)2∑
l=f(n)+1
Q [D(l)](9.239)
≤ Q [V −0 ≥ V +Γn]
E(lnn)2∑
l=f(n)+1
Z(n)+1∑
i=1
f(n)∑
k=g(i)+1
Q
[
H−ia,k < V +0
]
Q−ia
[
V +0 > l − f(n)− 1
]
(9.240)
= Q
[
V −0 ≥ V +Γn
] Z(n)+1∑
i=1
f(n)∑
k=g(i)+1
Q
[
H−ia,k < V +0
] E(lnn)2∑
l=f(n)+1
Q−ia
[
V +0 > l − f(n)− 1
]
(9.241)
≤ Q [V −0 ≥ V +Γn]
Z(n)+1∑
i=1
f(n)∑
k=g(i)+1
Q
[
H−ia,k < V +0
]E(lnn)2∑
l=0
Q−ia
[
V +0 > l
]
.(9.242)
par des calculs similaires à ceux effectués pour montrer le lemme 8.2.10, il existe n2 ≡ n2
(
R, ǫ,Q
[
ǫ0 >
Iη0
2
])
tel que pour tout n > n2 :
E(lnn)2∑
l=0
Q−ia
[
V +0 > l
] ≤ (ia)h′(n) ,(9.243)
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avec h′(n) ≡ H ′ lnn, H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] , en remplaçant ceci dans 9.242, on obtient pout tout n > n2 :
E(lnn)2∑
l=f(n)+1
Q [D(l)](9.244)
≤ h′(n)Q [V −0 ≥ V +Γn]
Z(n)+1∑
i=1
(ia)
f(n)∑
k=g(i)+1
Q
[
H−ia,k < V +0
]
.(9.245)
On veut maintenant estimer Q
[
H−ia,k < V +0
]
, en effectuant des calculs similaires à ceux effectués pour montrer
le lemme 8.2.8, on a : pour i > 1
Q
[
H−ia,k < V +0
] ≤ Q [V −(i−1)a > V +0 ]
(
1−Q
[
ǫ0 >
Iη0
2
]
Q−(i−1)a+ Iη04
[
V −(i−1)a > V
+
0
])k−1
,(9.246)
• pour i = 1 :
Q
[
H−a,k < V +0
] ≤ Q [ǫ0 ≤ 0]
(
1−Q
[
ǫ0 >
Iη0
4
])k−1
.(9.247)
Par 9.246 et 9.247 on obtient :
f(n)∑
k=g(i)+1
Q
[
H−ia,k < V +0
] ≤ Q [V −(i−1)a > V +0 ] (1− ri)g(i)ri(9.248)
f(n)∑
k=g(1)+1
Q
[
H−a,k < V +0
] ≤ Q [ǫ0 ≤ 0] (1− r0)g(1)
r0
,(9.249)
avec r0 = Q
[
ǫ0 >
Iη0
4
]
et ri = Q
[
ǫ0 >
Iη0
2
]
Q
(i−1)a− Iη04
[
V −(i−1)a > V
+
0
]
. Par stationnarité du milieu et le lemme
8.2.2 :
ri ≥ Q
[
ǫ0 >
Iη0
2
]
1
i+ 3
,(9.250)
on déduit de 9.248 et 9.250 :
Z(n)+1∑
i=2
(ia)
f(n)∑
k=g(i)+1
Q
[
H−ia,k < V +0
] ≡ a Z(n)+1∑
i=2
f(n)∑
k=g(i)+1
iQ
[
H−ia,k < V +0
]
(9.251)
≤ a
Z(n)+1∑
i=2
i(i+ 3)
Q
[
ǫ0 >
Iη0
2
] (1−Q [ǫ0 > Iη0
2
]
1
i+ 3
)g(i)
.(9.252)
Soit E2 > 1, en prenant g(i) =
(i+3)(i−1+E2)
Q
[
ǫ0>
Iη0
2
] on a :
(
1−Q
[
ǫ0 >
Iη0
2
]
1
i+ 3
)g(i)
≤ e−(i−1+E2)+ 35E2 = e−(i−1+E2) ,(9.253)
or :
Z(n)+1∑
i=2
ie−(i−1) ≤ 1
(1− 1/e)2 − 1 ≤
3
2
,(9.254)
Z(n)+1∑
i=2
i(i− 1)e−(i−1) ≤ 2
e(1− 1/e)3 ≤ 3 .(9.255)
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On déduit de ces trois dernières estimations et de 9.252 que :
Z(n)+1∑
i=2
(ia)
f(n)∑
k=g(i)+1
Q
[
H−ia,k < V +0
] ≤ 9Iη0
4Q
[
ǫ0 >
Iη0
2
]e−E2 .(9.256)
De même, par 9.249, le terme i = 1 avec g(1) ≡ 4E2
Q
[
ǫ0>
Iη0
2
] s’écrit
a
f(n)∑
k=g(1)+1
Q
[
H−a,k < V +0
] ≤ aQ [ǫ0 ≤ 0] e−2E2
Q
[
ǫ0 >
Iη0
4
] ≤ Iη0e−2E2
4Q
[
ǫ0 >
Iη0
2
] .(9.257)
De 9.256 et 9.257 on déduit :
Z(n)+1∑
i=1
(ia)
f(n)∑
k=g(i)+1
Q
[
H−ia,k < V +0
] ≤ 9Iη0
4Q
[
ǫ0 >
Iη0
2
]e−E2 + Iη0e−2E2
4Q
[
ǫ0 >
Iη0
2
](9.258)
≤ 5
2
Iη0
Q
[
ǫ0 >
Iη0
2
]e−E2 .(9.259)
On rappelle de plus que (lemme 8.2.2) :
Q
[
V −0 ≥ V +Γn
] ≤ Iη0
Γn + Iη0
≤ Iη0
lnn
,(9.260)
en remplaçant 9.259 et 9.260 dans 9.245 on obtient pour tout n > n2 :
E(lnn)2∑
l=f(n)+1
Q [D(l)] ≤ h
′(n)
lnn
9I2η0
4Q
[
ǫ0 >
Iη0
2
]e−E2 ≡ 5
2
I2η0H
′
Q
[
ǫ0 >
Iη0
2
]e−E2 ,(9.261)
en remplaçant 9.261 dans 9.221, on obtient pour tout n > n1 ∨ n2 :
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0−j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0

(9.262)
≤ 5
2
I2η0H
′
Q
[
ǫ0 >
Iη0
2
]e−E2 + 12ǫ
R
+O
(
1
(lnn)1/33
)
,(9.263)
on obtient le lemme en prenant n′′0 = n1 ∨ n2. ¥
On montre maintenant la proposition 9.2.1 :
Preuve (Proposition 9.2.1).
Soient ǫ > 0 et R > 1, supposons m˜0 > 0, on commence par choisir la valeur de E2 qui était un paramètre libre
dans les lemmes 9.2.3 et 9.2.4, prenons donc :
E2 = ln

R
ǫ
H ′Iη0(Iη0 ∨ 1)
Q
[
ǫ0 >
Iη0
2
]
∧Q
[
ǫ0 < − Iη02
]

 ,(9.264)
où H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] et E = 24R2| ln Rǫ |σ2ǫ2 , on obtient des lemmes 9.2.3 et 9.2.4 qu’il existe
n0 ≡ n0
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n0 :
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0

 ≤ 81ǫ
5R
,(9.265)
Q

Z(n)+1⋃
i=1


f(n)∑
j=1
ISm˜0−j−Sm˜0∈[a(i−1),ai[ > g(i)

 , m˜0 > 0

 ≤ 29ǫ
2R
,(9.266)
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où g(i) = (i+3)(i−1+E2)
Q
[
ǫ0<− Iη02
] . Par 9.161 on a aussi :
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)]
≤ 3 + 1
η0
Z(n)+1∑
i=1
1
ea(i−1)
f(n)∑
j=1
ISm˜0+j−Sm˜0∈[a(i−1),ai[ +
1
η0
Z(n)+1∑
i=1
1
ea(i−1)
f(n)∑
j=1
ISm˜0−j−Sm˜0∈[a(i−1),ai[ ,(9.267)
avec une Q probabilité égale à un. Donc par 9.265, 9.266 et 9.267 on obtient pour tout n > n0 :
Q

Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)] > 2η0
Z(n)+1∑
i=1
g(i)
ea(i−1)
+ 3, m˜0 > 0

 ≤ 60ǫ
R
,(9.268)
or
Z(n)+1∑
i=1
1
ea(i−1)
g(i)(9.269)
≡ 1
Q
[
ǫ0 < − Iη02
] Z(n)+1∑
i=1
1
ea(i−1)
(i+ 3)(i− 1 + E2)(9.270)
=
1
Q
[
ǫ0 < − Iη02
]

Z(n)+1∑
i=1
i(i− 1)
ea(i−1)
+ (E2 + 3)
Z(n)+1∑
i=1
i
ea(i−1)
+ 3(E2 − 1)
Z(n)+1∑
i=1
1
ea(i−1)

(9.271)
≤ 1
Q
[
ǫ0 < − Iη02
]
(
1
ea
2(
1− 1ea
)3 + (E2 + 3) 1(
1− 1ea
)2 + 3(E2 − 1) 11− 1ea
)
(9.272)
où a =
Iη0
4 et E2 = ln
(
R
ǫ
H′Iη0 (Iη0∨1)
Q
[
ǫ0>
Iη0
2
]
∧Q
[
ǫ0<− Iη02
]
)
. Pour montrer la proposition il suffit donc de prendre :
µ ≡ µ
(
ǫ, R, Iη0 , Q
[
ǫ0 >
Iη0
2
]
, Q
[
ǫ0 < −Iη0
2
])
(9.273)
= 3 +
2
Q
[
ǫ0 < − Iη02
]
η0

 2e−
Iη0
4(
1− e− Iη04
)3 + (E2 + 3)(
1− e− Iη04
)2 + 3(E2 − 1)
1− e− Iη04

 ,(9.274)
où :
E2 = ln

R
ǫ
Iη0(Iη0 ∨ 1)(21E + 1)(
Q
[
ǫ0 >
Iη0
2
]
∧Q
[
ǫ0 < − Iη02
])
Q
[
ǫ0 >
Iη0
2
]

 ,(9.275)
et E = 24R
2| ln Rǫ |
σ2ǫ2 . ¥
9.3 Variations maximales du potentiel aléatoire dans le voisinage Vm˜0
On adopte les notations suivantes :
V +m˜0 = {m˜0 + 1, · · · , m˜0 + f(n)} ,(9.276)
V −m˜0 = {m˜0 − f(n), · · · , m˜0 − 1} .(9.277)
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où f(n) = [F (ln lnn)2], F > 1, et
u∗k,m˜0 = βkP
α
k−1
[
T k−1k > T
k−1
m˜0
]
, k ∈ V +m˜0 ,(9.278)
v∗k,m˜0 = αkP
α
k+1
[
T k+1k > T
k+1
m˜0
]
, k ∈ V −m˜0 ,(9.279)
Le but de cette section est de montrer le lemme suivant :
Lemme 9.3.1. Supposons H.1, H.2 et H.3, pour tout R > 1, tout ǫ > 0, il existe
n0 ≡ n0
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ] , Q [ǫ0 < − Iη02 ]) tel que pour tout n > n0, on a :
Q
[
min
k∈V +m˜0
u∗k,m˜0 ≤
1
g(n)
, m˜0 > 0
]
≤ 9ǫ
R
+O
(
(ln ln lnn)1/2
ln lnn
)
,(9.280)
Q
[
min
k∈V −m˜0
v∗k,m˜0 ≤
1
g(n)
, m˜0 > 0
]
≤ 9ǫ
R
+O
(
(ln ln lnn)1/2
ln lnn
)
,(9.281)
avec g(n) = e((2
√
3σf(n))2 ln ln lnn)
1/2
, f(n) = [F (ln lnn)2], F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
et E =
24R2| ln Rǫ |
σ2ǫ2 .
R est un paramètre libre qui sera fixé ultérieurement.
Ce lemme donne une borne inférieure uniforme en k aux probabilités u∗k,m˜0 où k ∈ V −m˜0 et v∗k,m˜0 où k ∈ V −m˜0 avec
une Q probabilité aussi proche de 1 que l’on veut. C’est un lemme technique nous apportant peu de chose sur
le comportement de la M.A.M.A. mais qui nous sera utile pour montrer le théorème 7.3.1 dans le paragraphe
10.2. Nous verrons dans le calcul préliminaire présenté ci-dessous que montrer le lemme 9.3.1 revient à étudier
les variations maximales du potentiel aléatoire dans le voisinage Vm˜0 .
Preuve.
On rappelle que pour tout k ∈ V +m˜0 :
u∗k,m˜0 = βkP
α
k−1P
α
[
T k−1k > T
m˜0
k
]
= βk
1∑k−1
j=m˜0+1
eSj−Sk + 1
(9.282)
≥ η0 1|m˜0 − k| minm˜0+1≤j≤k
1
eSj−Sk
(9.283)
≥ η0
f(n)
min
m˜0+1≤j≤k
1
eSj−Sk
,(9.284)
(9.285)
avec une Q probabilité égale à 1, ainsi :
min
k∈V +m˜0
u∗k,m˜0 ≥
η0
f(n)
min
k∈V +m˜0
min
m˜0+1≤j≤k
1
eSj−Sk
Q.p.s. ,(9.286)
on en déduit :
min
k∈V +m˜0
u∗k,m˜0 ≤
1
g(n)
⇒ η0
f(n)
min
k∈V +m˜0
min
m˜0+1≤j≤k
1
eSj−Sk
≤ 1
g(n)
(9.287)
⇔ max
k∈V +m˜0
max
m˜0+1≤j≤k
{Sj − Sk} ≥ ln η0g(n)
f(n)
.(9.288)
avec une Q probabilité égale à 1. 9.288 montre que minorer mink∈V +m˜0
u∗k,m˜0 revient à majorer les fluctuations
du potentiel (Sn, n ∈ Z) dans le voisinage Vm˜0 de m˜0.
Soient R > 1, ǫ > 0 et n > 16, prenons g(n) = e((2
√
3σf(n))2 ln ln lnn)
1/2
, on rappelle que f(n) = [F (ln lnn)2],
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F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
, E = 24R
2| ln Rǫ |
σ2ǫ2 . En effectuant des calculs similaires à ceux effectués de 9.29
à 9.43 (page 154) on sait qu’il existe n1 ≡ n1
(
R, ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη0/2]) tel que pour tout n > n1 :
Q
[
min
k∈V +m˜0
u∗k,m˜0 ≤
1
g(n)
, m˜0 > 0
]
≤ Q
[
max
k∈V +m˜0
max
m˜0+1≤j≤k
{Sj − Sk} ≥ ln η0g(n)
f(n)
, m˜0 > 0
]
≤ h′(n)Q
[
max
1≤k≤f(n)
max
1≤j≤k
{Sj − Sk} ≥ ln η0g(n)
f(n)
, V 0− > V
+
Γn
, V +Γn > f(n)
]
(9.289)
+
9ǫ
R
+
4E
(lnn)1/33
,
où h′(n) ≡ H ′ lnn où H ′ = 21E+1
Q
[
ǫ0>
Iη0
2
] et E = 24R2| ln Rǫ |σ2ǫ2 . On a :
Q
[
max
1≤k≤f(n)
max
1≤j≤k
{Sj − Sk} ≥ ln η0g(n)
f(n)
, V 0− > V
+
Γn
, V +Γn > f(n)
]
≤ Q
[
max
1≤k≤f(n)
max
1≤j≤f(n)
{Sj − Sk} ≥ ln η0g(n)
f(n)
, V −0 > V
+
Γn
, V +Γn > f(n)
]
,(9.290)
on remarque que :
f(n)⋂
j=0
{Sj ≥ 0} ⇒ max
1≤k≤f(n)
{−Sk} ≤ 0 ,(9.291)
or
V −0 > V
+
Γn
, V +Γn > f(n) ⇒
f(n)⋂
j=0
{Sj ≥ 0} ,(9.292)
on en déduit :
Q
[
max
1≤k≤f(n)
max
1≤j≤f(n)
{Sj − Sk} ≥ ln η0g(n)
f(n)
, V −0 > V
+
Γn
, V +Γn > f(n)
]
≤ Q
[
max
1≤j≤f(n)
{Sj} ≥ ln η0g(n)
f(n)
, V −0 > V
+
Γn
, V +Γn > f(n)
]
(9.293)
= Q
[
V +
ln
η0g(n)
f(n)
≤ f(n), V −0 > V +Γn , V +Γn > f(n)
]
.(9.294)
On effectue maintenant une partition sur les valeurs de V +
ln
η0g(n)
f(n)
et on se sert du fait que :
V +
ln
η0g(n)
f(n)
= i⇒ ln η0g(n)
f(n)
≤ Si ≤ ln η0g(n)
f(n)
+ Iη0 ,(9.295)
avec une Q probabilité égale à 1. On obtient :
Q
[
V +
ln
η0g(n)
f(n)
≤ f(n), V −0 > V +Γn , V +Γn > f(n)
]
(9.296)
≤
f(n)∑
i=1
∫ ln η0g(n)
f(n)
+Iη0
ln
η0g(n)
f(n)
Q
[
V +
ln
η0g(n)
f(n)
= i, V −0 > V
+
Γn
, V +Γn > f(n), Si ∈ dx
]
.(9.297)
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Par la propriété de Markov et la stationnarité du milieu on a :
Q
[
V +
ln
η0g(n)
f(n)
≤ f(n), V −0 > V +Γn , V +Γn > f(n)
]
≤
f(n)∑
i=1
∫ ln η0g(n)
f(n)
+Iη0
ln
η0g(n)
f(n)
Q

i−1⋂
j=0
{
0 < Sj < ln
η0g(n)
f(n)
}
, Si ∈ dx

Qx [V −0 > V +Γn](9.298)
≤ Q
ln
η0g(n)
f(n)
+Iη0
[
V −0 > V
+
Γn
] f(n)∑
i=1
∫ ln η0g(n)
f(n)
+Iη0
ln
η0g(n)
f(n)
Q

i−1⋂
j=0
{
0 < Sj < ln
η0g(n)
f(n)
}
, Si ∈ dx

(9.299)
≤ Q
ln
η0g(n)
f(n)
+Iη0
Q
[
V −0 > V
+
Γn
]
Q
[
V +
ln
η0g(n)
f(n)
≤ f(n)
]
(9.300)
≤ Q
ln
η0g(n)
f(n)
+Iη0
Q
[
V −0 > V
+
Γn
]
Q
[
max
1≤k≤f(n)
{|Sk|} ≥ ln η0g(n)
f(n)
]
,(9.301)
où l’inégalité 9.299 est obtenue en remarquant queQx
[
V −0 > V
+
Γn
]
est croissante en x. Par l’inégalité de Ottaviani
(voir par exemple [12] page 45) on a :
Q
[
max
1≤k≤f(n)
{|Sk|} ≥ η0g(n)
f(n)
]
≤
Q
[
1
2
∣∣Sf(n)∣∣ ≥ ln η0g(n)f(n) ]
1− sup1≤i≤f(n) Q
[
|Si| ≥ 12 ln η0g(n)f(n)
] ,(9.302)
on utilise maintenant le lemme 8.2.1 (9), on montre alors qu’il existe n2 ≡ n2(R, ǫ, Iη0 , σ, F ) tel que pour tout
n > n2 :
Q
[∣∣Sf(n)∣∣ ≥ 12 ln η0g(n)f(n) ]
1− sup1≤i≤f(n) Q
[
|Si| 12 ≥ ln η0g(n)f(n)
] ≤ 2e−
(
ln
η0g(n)
f(n)
)2
16σ2f(n)
1− e−
(
ln
η0g(n)
f(n)
)2
160σ2f(n)
,(9.303)
on rappelle de plus que f(n) = [F (ln lnn)2] avec F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
et on a posé g(n) =
e((4
√
3σf(n))2 ln ln lnn)
1/2
on obtient donc :(
ln η0g(n)f(n)
)2
16σ2f(n)
≥ 3 ln ln lnn−O
(
(ln ln lnn)2
(ln lnn)2
)
,(9.304)
(
ln η0g(n)f(n)
)2
160σ2f(n)
≥ 3
10
ln ln lnn−O
(
(ln ln lnn)2
(ln lnn)2
)
.(9.305)
En remplaçant 9.304 et 9.305 dans 9.303 puis le résultat obtenu dans 9.302 on obtient pour tout n > n2 :
Q
[
max
1≤k≤f(n)
{|Sk|} ≥ η0g(n)
f(n)
]
≤ 1
(ln lnn)3
(
4 +O
(
1
(ln lnn)3/10
))
.(9.306)
De plus en utilisant la stationnarité du milieu et l’inégalité 8.22 on a :
Q
ln
η0g(n)
f(n)
+Iη0
Q
[
V −0 > V
+
Γn
]
= Q
[
V −
ln
η0g(n)
f(n)
+Iη0
> V +
Γn−ln η0g(n)f(n) −Iη0
]
≤
ln η0g(n)f(n) + 2Iη0
Γn − 2 ln η0g(n)f(n) − 2Iη0
(9.307)
≤ 4
√
3Fσ2(ln lnn)2(ln ln lnn)1/2
lnn
(
1 +O
(
1
(ln lnn)2(ln ln lnn)1/2
))
,(9.308)
9Ce calcul a été effectué plusieurs fois dans la partie II on ne le détaille donc pas ici.
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En remplaçant 9.306 et 9.308 dans 9.301 on obtient pour tout n > n2 :
Q
[
V +
ln
η0g(n)
f(n)
≤ f(n), V −0 > V +Γn , V +Γn > f(n)
]
≤ 4
√
(3)Fσ2(ln ln lnn)1/2
lnn ln lnn
(
1 +O
(
1
(ln lnn)3/10
))
.(9.309)
En remplaçant ceci dans 9.294 puis le résultat obtenu dans 9.290 et enfin dans 9.289 on obtient pour tout
n > n1 ∨ n2 :
Q
[
min
k∈V +m˜0
u∗k,m˜0 ≤
1
g(n)
, m˜0 > 0
]
(9.310)
≤ 9ǫ
R
+
h′(n)(4
√
3Fσ2)(ln ln lnn)1/2
lnn ln lnn
(
1 +O
(
1
(ln lnn)3/10
))
+
4E
(lnn)1/33
(9.311)
≡ 9ǫ
R
+
H ′(4
√
3Fσ2)(ln ln lnn)1/2
ln lnn
+O
(
(ln ln lnn)1/2
(ln lnn)1+3/10
)
,(9.312)
ce qui donne 9.280 en prenant n0 = n1 ∨ n2.
Pour 9.281 on utilise une méthode identique à celle que l’on vient d’exposer ainsi que des arguments similaires
à ceux utilisés pour montrer le lemme 9.1.6. ¥
9.4 Définition de l’ensemble des "bons" environnements
Dans ce paragraphe on définit l’ensemble des bons environnement G′n, on rappelle que l’on a adopté les notations
suivantes :
σ2 ≡ VarQ
[
ln
1− α0
α0
]
,(9.313)
Iη0 = ln
1− η0
η0
, 0 < η0 < 1/2 ,(9.314)
où η0 vérifie :
sup {x, Q [α0 ≥ x] = 1} = η0 ,(9.315)
sup {x, Q [α0 ≤ 1− x] = 1} = η0 .(9.316)
On définit donc :
Définition 9.4.1. Soient ǫ > 0, R > 1, γ > 0, et soit ω ∈ Ω2, on dira que α ≡ α(ω) est un ”bon” environnement
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si et seulement si la suite (αi, i ∈ Z) = (αi(ω), i ∈ Z) vérifie les propriétés de 9.317 à 9.329 :
• La vallée {M˜ ′0, m˜0, M˜0} existe, en particulier :(9.317)
0 ∈ [M˜ ′0, m˜0, M˜0],(9.318)
Si m˜0 > 0, SM˜ ′0 − max0≤m≤m˜0 (Sm) ≤ 1− γ ln lnn ,(9.319)
si m˜0 < 0, SM˜0 − maxm˜0≤m≤0 (Sm) ≤ 1− γ ln lnn ,(9.320)
SM˜ ′0
− Sm˜0 ≥ lnn+ γ ln lnn ,(9.321)
SM˜0 − Sm˜0 ≥ lnn+ γ ln lnn .(9.322)
• SM˜ ′1 − Sm˜′1 ≤ lnn− γ ln lnn ,(9.323)
SM˜1 − Sm˜1 ≤ lnn− γ ln lnn .(9.324)
• M˜ ′0 ≥ E(lnn)2, M˜0 ≤ E(lnn)2 .(9.325)
• Eαm˜0
[L(V c,rm˜0 , T m˜0→m˜0)] ≤ 2f(n) + 1 .(9.326)
• Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] ≤ µ.(9.327)
• min
k∈V +m˜0
(
βkP
α
k−1
[
T k−1k > T
k−1
m˜0
]) ≤ 1
g(n)
,(9.328)
min
k∈V −m˜0
(
αkP
α
k+1
[
T k+1k > T
k+1
m˜0
]) ≤ 1
g(n)
.(9.329)
où M˜ ′1 et m˜
′
1 sont respectivement le maximisant et minimisant obtenus par le premier raffinement à gauche de
la vallée {M˜ ′0, m˜0, M˜0}, de même M˜1 et m˜1 sont respectivement le maximisant et minimisant obtenus par le
premier raffinement à droite de la vallée {M˜ ′0, m˜0, M˜0}. Et
E =
24R2| ln Rǫ |
σ2ǫ2
,(9.330)
f(n) = [F (ln lnn)2], F =
(
(21E + 1)(Iη0 ∨ 1)Rǫ
(Q [ǫ0 < −Iη0/2])1/2Q [ǫ0 > Iη0/2]
)2
,(9.331)
V +m˜0 = {m˜0 + 1, · · · , m˜0 + f(n)} ,(9.332)
V −m˜0 = {m˜0 − f(n), · · · , m˜0 − 1} ,(9.333)
µ = 3 +
2
Q
[
ǫ0 < − Iη02
]
η0

 2e−
Iη0
4(
1− e− Iη04
)3 + (E2 + 3)(
1− e− Iη04
)2 + 3(E2 − 1)
1− e− Iη04

 ,(9.334)
E2 = ln

R
ǫ
Iη0(Iη0 ∨ 1)(21E + 1)(
Q
[
ǫ0 >
Iη0
2
]
∧Q
[
ǫ0 < − Iη02
])
Q
[
ǫ0 >
Iη0
2
]

 ,(9.335)
g(n) = e((4
√
3σf(n))2 ln ln lnn)
1/2
.(9.336)
Proposition 9.4.2. Soit G′n = {ω ∈ Ω2, α(ω) est un ”bon” environnement }, supposons H.1, H.2 et H.3, pour
tout ǫ > 0 et tout γ > 0 il existe n0 ≡ n0
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) tel que pour tout
n > n0 on a :
Q [ω ∈ Ω2, ω ∈ G′n] ≥ 1− ǫ .(9.337)
Preuve.
Les propriétés 9.317 à 9.322 sont issues du lemme 8.1.5, les propriétés 9.323 et 9.324 proviennent de la partie II
(Proposition 4.3.8) et 9.325 de la proposition 8.2.5. Par les résultats des propositions 9.1.1 et 9.2.1 et du lemme
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9.3.1 on obtient les quatres dernières propriétés pour m˜0 > 0. On obtient, également, par des calculs similaires à
ceux exposés dans ce chapitre les trois résultats 9.1.1, 9.2.1 et 9.3.1 pour m˜0 ≤ 0, on obtient alors la proposition
9.4.2 en regroupant tous les résultats cités et en prenant R = 1000. ¥
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Chapitre 10
Temps local au point de localisation m˜0
(preuve des théorèmes 7.2.1 et 7.3.1)
Dans ce chapitre on montre deux résultats principaux, le premier (théorèmes 7.2.1) concerne le temps local de
la M.A.M.A. dans le voisinage Vm˜0 . Ce résultat montre que la M.A.M.A. est concentrée dans une petite région
de l’espace par rapport à la distance parcourue avec une Q et une Pα probabilité aussi proche de un que l’on
veut. La preuve de ce résultat fait l’objet du paragraphe 10.1. Le second résultat principal (théorème 7.3.1) est
de type loi faible des grands nombres avec la convergence en Pα probabilité du temps local en m˜0 vers une v.a.
dépendant du milieu aléatoire avec une Q probabilité aussi proche de un que l’on veut, on trouvera la preuve
de ce théorème dans le paragraphe 10.2. Nous montrerons que ces deux résultats ont des conséquences directes
sur le maximum des temps locaux et le lieu favori de la marche (Corollaires 7.4.3 et 7.4.2) dans le paragraphe
10.3.
10.1 Temps local dans le voisinage du point m˜0 (preuve du théorème
7.2.1)
Pour montrer le théorème 7.2.1 que l’on rappelle ci-dessous, on utilise la propriété 9.326 ainsi que le résultat de
sous-diffusivité de la M.A.M.A. (proposition 5.1.2 page 87).
Ce résultat est donc une simple conséquence de l’étude que nous venons de faire du milieu à l’extérieur du
voisinage Vm˜0 . Il a été motivé par les remarques de Y. Sinai (voir [92] fin de la page 263 et début de la 264) :
Théorème 10.1.1. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, tout ǫ > 0 il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] ,
Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n0 et tout α ∈ G′n on a :
Pα0 [L (Vm˜0 , n) ≥ n (1− δn)] ≥ 1−
4
η0
1
δnF (ln lnn)2
−O
(
1
lnn
)
,(10.1)
et Q [G′n] ≥ 1−ǫ. Vm˜0 = {m˜0−[F (ln lnn)2], · · · , m˜0, · · · , m˜0+[F (ln lnn)2]} , F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
,
E =
24R2| ln Rǫ |
σ2ǫ2 , et R = 1000.
La preuve de ce résultat ne présente pas de difficulté moyennant l’étude de la variable aléatoire Eαm˜0
[L (V c,rm˜0 , T m˜0→m˜01 )]
effectué au paragraphe 9.1. On commence par rappeler deux résultats obtenus dans la partie II, puis on montre
le théorème 10.1.1 :
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10.1.1 Rappels de résultats de la partie II
On sait que pour tout instant compris entre 1 et n, la M.A.M.A. est localisée dans la "vallée minimale"
{M˜ ′0, m˜0, M˜0} :
Proposition 10.1.2. Supposons H.1, H.2 et H.3, pour tout ǫ > 0 et tout γ > 2 il existe
n0 ≡ n0
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n0 et tout milieu α ∈ G′n,
on a :
Pα0
[
n⋃
m=0
{
Xm /∈ V{M˜ ′0,m˜0,M˜0}
}]
≤ 2E
(lnn)γ−2
,(10.2)
avec Q [G′n] ≥ 1− ǫ, E =
24R2 ln| ǫR |
σ2ǫ2 et R = 1000.
Preuve.
On effectue strictement les mêmes calculs que pour montrer la proposition 5.1.2. On remarque que pour montrer
cette proposition on se sert de la propriété 9.323 et 9.325 de l’ensemble des bons environnements G′n. ¥
On a aussi le lemme suivant qui montre que le temps d’atteinte du point m˜0 est négligeable devant n :
Lemme 10.1.3. Supposons H.1, H.2 et H.3, pour tout ǫ > 0, tout γ > 10, il existe
n0 ≡ n0
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n0 et tout milieu α ∈ G′n,
on a :
Pα0
[
T 0˜m˜0 >
n
(lnn)4
]
≤ 2E
3
η0(lnn)γ−10
,(10.3)
avec Q [G′n] ≥ 1− ǫ, E = 24R
2| ln Rǫ |
σ2ǫ2 , R = 1000.
Preuve.
La preuve de ce lemme est identique à la preuve du lemme 6.1.3, on effectue donc les mêmes calculs. La seule
différence est que nous travaillons, ici, avec l’hypothèse forte H.3. On remarque de plus que pour montrer ce
lemme on utilise les propriétés 9.323 et 9.325 de l’ensemble des bons environnements G′n. ¥
10.1.2 Preuve du théorème 10.1.1
Preuve (Théorème 10.1.1).
Soit ǫ > 0 et γ > 10, pour cette preuve on prendra n1 ≡ n1
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ])
tel que pour tout n ≥ n1 :
Q [G′n] ≥ 1− ǫ .(10.4)
Pour montrer ce résultat on va majorer la probabilité suivante :
Pα0
[L (V cm˜0 , n) ≥ δnn] ,(10.5)
où V cm˜0 est le complémentaire de Vm˜0 dans Z et (δn, n ∈ N) une suite décroissante positive telle que limn→∞ δn =
0.
On commence par se servir de la proposition 10.1.2 afin de réduire l’ensemble V cm˜0 , par la proposition 10.1.2
il existe n2 ≡ n2
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n2 et tout milieu
α ∈ G′n :
Pαm˜0
[
n⋃
k=0
{
Xk /∈ V{M˜ ′0,m˜0,M˜0}
}]
≤ 2E
(lnn)γ−2
,(10.6)
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où
{
M˜ ′0, m˜0, M˜0
}
est la plus petite vallée de profondeur supérieure à Γ(n) ≡ lnn+ γ ln lnn, contenant le point
0 et ayant pour minimum m˜0 (voir paragraphe 8.1.2).
On en déduit pour tout n > n2 et tout α ∈ G′n :
Pα0
[L (V cm˜0 , n) > δnn](10.7)
≤ Pα0

L (V cm˜0 , n) ≥ δnn, ⋂
0≤k≤n
{
Xk ∈ V{M˜ ′0,m˜0,M˜0}
}+ 2E
(lnn)γ−2
(10.8)
≤ Pα0
[L (V c,rm˜0 , n) ≥ δnn]+ 2E(lnn)γ−2 ,(10.9)
où V c,rm˜0 = V
c
m˜0
∩ V{M˜ ′0,m˜0,M˜0}.
On utilise maintenant le fait que le temps d’atteinte du point m˜0 est négligeable devant n. Par le lemme 10.1.3,
il existe n3 ≡ n3
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n3 et tout α ∈ G′n
on a :
Pα0
[L (V c,rm˜0 , n) ≥ δnn](10.10)
≤ Pα0
[
L (V c,rm˜0 , n) ≥ δnn, T 0m˜0 ≤ n(lnn)4
]
+ P
[
T 0m˜0 >
n
(lnn)4
]
(10.11)
≤ Pα0
[
L (V c,rm˜0 , n) ≥ δnn, T 0m˜0 ≤ n(lnn)4
]
+
2E3
η0(lnn)γ−10
.(10.12)
Soit α ∈ Ω2, par définition du temps local on a
Pα0
[
L (V c,rm˜0 , n) ≥ δnn, T 0m˜0 ≤ n(lnn)4
]
(10.13)
≤
N1∑
l=0
Pα0
[L (V c,rm˜0 , n) ≥ δnn, T 0m˜0 = l](10.14)
=
N1∑
l=0
Pα0
[
n∑
k=l+1
I{
Xk∈V c,rm˜0
} ≥ δnn−
l∑
k=0
I{
Xk∈V c,rm˜0
} , T 0m˜0 = l
]
(10.15)
où N1 =
[
n
(lnn)4
]
+ 1, or pour tout 0 ≤ l ≤ N1, on a :
l∑
k=0
I{
Xk∈V c,rm˜0
} ≤ l ≤ N1 .(10.16)
Par la propriété de markov forte on obtient :
Pα0
[
L (V c,rm˜0 , n) ≥ δnn, T 0m˜0 ≤ n(lnn)4
]
≤ Pαm˜0
[
n∑
k=1
I{
Xk∈V c,rm˜0
} ≥ δ′nn
]
,(10.17)
où δ′n = δn − N1n .
Introduisons maintenant l’événement certain T m˜0→m˜0n ≥ n, on obtient :
Pαm˜0
[
n∑
k=1
I{
Xk∈V c,rm˜0
} ≥ nδ′n
]
= Pαm˜0
[
n∑
k=1
I{
Xk∈V c,rm˜0
} ≥ nδ′nn, T m˜0→m˜0n ≥ n
]
(10.18)
≤ Pαm˜0

T m˜0→m˜0n∑
k=1
I{
Xk∈V c,rm˜0
} ≥ δ′nn, T m˜0→m˜0n ≥ n

(10.19)
= Pαm˜0

T m˜0→m˜0n∑
k=1
I{
Xk∈V c,rm˜0
} ≥ δ′nn

 ,(10.20)
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de plus :
I{
Xk∈V c,rm˜0
} =
M˜0∑
s1=m˜0+f(n)+1
I{Xk=s1} +
m˜0−f(n)−1∑
s2=M˜ ′0
I{Xk=s2} ,(10.21)
on a donc par la définition du temps local en un point :
T m˜0→m˜0n∑
k=1
I{
Xk∈V c,rm˜0
} =
M˜0∑
s1=m˜0+f(n)+1
T m˜0→m˜0n∑
k=1
I{Xk=s1} +
m˜0−f(n)−1∑
s2=M˜ ′0
T m˜0→m˜0n∑
k=1
I{Xk=s2}(10.22)
=
M˜0∑
s1=m˜0+f(n)+1
L (s1, T m˜0→m˜0n )+
m˜0−f(n)−1∑
s2=M˜ ′0
L (s2, T m˜0→m˜0n )(10.23)
ainsi :
Pαm˜0

T m˜0→m˜0n∑
k=1
I{
Xk∈V c,rm˜0
} ≥ δ′nn

(10.24)
= Pαm˜0

 M˜0∑
s1=m˜0+f(n)+1
L (s1, T m˜0→m˜0n )+
m˜0−f(n)−1∑
s2=M˜ ′0
L (s2, T m˜0→m˜0n ) ≥ δ′nn

 ,(10.25)
En utilisant l’inégalité de Markov :
Pαm˜0

T m˜0→m˜0n∑
k=1
I{
Xk∈V c,rm˜0
} ≥ δ′nn

(10.26)
≤
∑M˜0
s1=m˜0+f(n)
Eαm˜0
[L (s1, T m˜0→m˜0n )]+∑m˜0−f(n)s2=M˜ ′0 Eαm˜0 [L (s2, T m˜0→m˜0n )]
δ′nn
.(10.27)
On utilise le fait que les v.a. L (s2, τ m˜0→m˜0i ) ≡ L (s2, T m˜0→m˜0i+1 − T m˜0→m˜0i ) (0 ≤ i ≤ n − 1) sont i.i.d par la
propriété de Markov forte on obtient :
Pαm˜0

T m˜0→m˜0n∑
k=1
I{
Xk∈V c,rm˜0
} ≥ δ′nn

(10.28)
≤
∑M˜0
s1=m˜0+f(n)+1
Eαm˜0
[L (s1, T m˜0→m˜01 )]+∑m˜0−f(n)−1s2=M˜ ′0 Eαm˜0 [L (s2, T m˜0→m˜01 )]
δ′n
(10.29)
=
Eαm˜0
[L (V c,rm˜0 , T m˜0→m˜01 )]
δ′n
.(10.30)
On utilise maintenant la propriété 9.326 de l’ensemble des "bons environnements", pour tout n > n1 et tout
α ∈ G′n :
Eαm˜0
[L (V c,rm˜0 , T m˜0→m˜01 )] ≤ 2η0
1
f(n) + 1
,(10.31)
on rappelle que f(n) = [F (ln lnn)2], F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
, E = 24R
2| ln Rǫ |
σ2ǫ2 , et R = 1000.
En regroupant ce qui a été fait jusqu’à maintenant, on obtient pour tout n > n1 ∨ n2 ∨ n3 :
Pα0
[L (V cm˜0 , n) > δnn] ≤ 2η0
1
(f(n) + 1)δ′n
+
2E
(lnn)γ−2
+
2E3
η0(lnn)γ−10
(10.32)
≤ 2
η0
1
F (ln lnn)2δ′n
+
2E
(lnn)γ−2
+
2E3
η0(lnn)γ−10
,(10.33)
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où δ′n ≡ δn − N1n , N1 =
[
n
(lnn)4
]
, pour que 10.33 tende vers 0 quand n tend vers l’infini, il faut donc que
F (ln lnn)2δ′n tende vers l’infini. On choisit n0 > n1 ∨ n2 ∨ n3 tel que pour tout n > n0 , δ′n = δn − N1n ≥ δn2 .
Pour tout n > n0 on obtient donc :
Pα0
[L (V cm˜0 , n) > δnn] ≤ 4η0
1
F (ln lnn)2δn
+
2E
(lnn)γ−2
+
2E3
η0(lnn)γ−10
,(10.34)
en prenant γ = γ0 ≡ 11 ce qui donne le théorème. ¥
On montre maintenant la proposition suivant qui nous sera utile dans le paragraphe 10.2 :
Proposition 10.1.4. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, pour tout γ > 0, tout ǫ > 0 il existe n0 ≡ n0
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] ,
Q
[
ǫ0 < − Iη02
]
, Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n0, tout α ∈ G′n et tout 0 < ξ′ ≤ 1 on a :
Pαm˜0 [L (Vm˜0 , [ξ′n]) ≥ [nξ′] (1− δn)] ≥ 1−
2
η0
1
F (ln lnn)2δn
− 1
(lnn)γ
,(10.35)
et Q [G′n] ≥ 1− ǫ. Vm˜0 = {m˜0 − [F (ln lnn)2], · · · , m˜0, · · · , m˜0 + [F (ln lnn)2]} ,
F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
, E =
24R2| ln Rǫ |
σ2ǫ2 , et R = 1000.
Preuve.
Pour la preuve de cette proposition on suit la même démarche que pour montrer le théorème 10.1.1, c’est à dire
que l’on veut majorer : Pαm˜0
[L (V cm˜0 , [ξ′n]) ≥ [ξ′n]δn] où 0 < ξ′ ≤ 1.
On rappelle le lemme suivant montré dans la partie II (lemme 5.1.5) :
Lemme 10.1.5. Supposons H.1, H.2 et H.3, pour tout ǫ > 0, tout γ > 0 il existe n1 ≡ n1
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] ,
Q
[
ǫ0 < − Iη02
]
, Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n1 et tout α ∈ G′n :
Pαm˜0
[
T m˜0
M˜ ′0−1
∧ T m˜0
M˜0+1
> n
]
≥ 1− 1
(lnn)γ
.(10.36)
Ce lemme permet donc de réduire l’ensemble V cm˜0 à V
c,r
m˜0
car [ξ′n] ≤ n pour tout 0 < ξ′ ≤ 1. On en déduit que
pour tout n > n1 et tout α ∈ G′n :
Pαm˜0
[L (V cm˜0 , [ξ′n]) ≥ δn[ξ′n]] ≤ Pαm˜0 [L (V c,rm˜0 , [ξ′n]) ≥ δn[ξ′n]]+ 1(lnn)γ ,(10.37)
En effectuant les mêmes calculs que ceux effectués de 10.18 à 10.31, on obtient que pour tout n > n1 et tout
α ∈ G′n :
Pαm˜0
[L (V cm˜0 , ξ′n) ≥ δn[ξ′n]] ≤ 2η0
1
F (ln lnn)2δn
+
1
(lnn)γ
,(10.38)
avec F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
, E = 24R
2| ln Rǫ |
σ2ǫ2 , et R = 1000, ce qui donne la proposition en prenant
n0 = n1. ¥
10.2 Convergence en probabilité du temps local au point de concen-
tration m˜0 (preuve du théorème 7.3.1)
L’objet de ce paragraphe est de montrer le théorème 7.3.1. Dans le paragraphe 10.2.1 on commence par rappeler
ce résultat puis on donne les outils de la preuve. Dans le paragraphe 10.2.2 on fait un calcul préliminaire à
milieu fixé concernant la transformé de Laplace de la v.a. L (Vm˜0 , T m˜0→m˜0), on utilise pour cela un résultat du
chapitre 2 partie I que nous rappellerons, ainsi qu’un résultat de P. Révész, L. Horvàth et M. Csörgö [86] que
nous redémontrerons. Enfin on donne la preuve du théorème 7.3.1 dans le paragraphe 10.2.3.
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10.2.1 Énoncé du résultat principal et outils de la preuve
On rappelle la notation suivante :
V{M˜ ′0,m˜0,M˜0} = {M˜
′
0, M˜
′
0 + 1, · · · , m˜0, · · · , M˜0 − 1, M˜0} ,(10.39)
qui est l’ensemble des points (dans Z) contenus dans la "vallée minimale" notée {M˜ ′0, m˜0, M˜0}.
Théorème 10.2.1. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, pour tout ǫ > 0, tout δ > 0, tel que δµ < 1 il existe n0 ≡
n0
(
ǫ, δ, µ, Iη0 , σ,Q
[
ǫ0 >
Iη0
2
]
, Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n0 tout α ∈ G′n on a :
Pα0


∣∣∣∣∣∣
L(m˜0, n)
n
− 1
Eα
[
L(V{M˜ ′0,m˜0,M˜0}, T m˜0→m˜0)
]
∣∣∣∣∣∣ > δ

 ≤ 4
η0
1
F (ln lnn)2δn
+
4e−
δ
2n
1/2
δ
(10.40)
et Q [G′n] ≥ 1−ǫ. F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
, µ = 3+ 2
Q
[
ǫ0<− Iη02
]
η0

 2e− Iη04(
1−e−
Iη0
4
)3 + (E2+3)(
1−e−
Iη0
4
)2 + 3(E2−1)
1−e−
Iη0
4

,
E2 = ln
(
R
ǫ
Iη0 (Iη0∨1)(21E+1)(
Q
[
ǫ0>
Iη0
2
]
∧Q
[
ǫ0<− Iη02
])
Q
[
ǫ0>
Iη0
2
]
)
, E =
24R2| ln Rǫ |
σ2ǫ2 et R = 1000.
Pour la preuve de ce théorème nous avons eu besoin de plusieurs résultats intermédiaires :
Concernant le milieu, le résultat principal qui nous est utile est le fait que :
Eα
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
,(10.41)
soit bornée par une constante indépendante de n avec une Q probabilité aussi proche de 1 que l’on veut, ce
résultat a été montré dans le chapitre précédent (proposition 9.2.1). Un résultat secondaire plus technique est
la connaissance des fluctuations maximales du potentiel aléatoire dans le voisinage Vm˜0 (lemme 9.3.1). D’autres
propriétés sur le milieu aléatoire, moins importantes, ont été utilisées, voir la définition 9.4.1 pour un résumé.
Concernant la M.A.M.A. , l’ingrédient principal de la preuve a été de comparer le temps local L(m˜0, n) avec
le temps local L(Vm˜0 , n) ceci a été rendu possible grâce au premier résultat que nous avons montré (théorème
10.1.1). Nous avons besoin également d’une inégalité de type Markov exponentielle. Pour pouvoir appliquer cette
inégalité nous avons eu besoin du fait que 10.41 soit bornée par une constante indépendante de n avec une Q
probabilité proche de 1. Enfin, pour terminer les estimations des probabilités obtenues, nous utilisons le résultat
de la proposition 10.2.2 (ci-dessous) ainsi que les propriétés 9.328 et 9.329 concernant le milieu aléatoire.
On rappelle les notations suivantes, soit n > 3 :
Vm˜0 = {m˜0 − [F (ln lnn)2], · · · , m˜0, · · · , m˜0 + [F (ln lnn)2]} ,(10.42)
V ∗m˜0 = Vm˜0 r {m˜0} ,(10.43)
V −m˜0 = {m˜0 − [F (ln lnn)2], · · · , m˜0 − 1}, V +m˜0 = {m˜0 + 1, · · · , m˜0 + [F (ln lnn)2]} ,(10.44)
où F > 1, et :
u∗k,m˜0 = βkP
α
k−1
[
T k−1k > T
k−1
m˜0
]
, k ∈ V +m˜0 ,(10.45)
v∗k,m˜0 = αkP
α
k+1
[
T k+1k > T
k+1
m˜0
]
, k ∈ V −m˜0 .(10.46)
On notera de plus :
um˜0,k = αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 > T
m˜0+1
k
]
, k ∈ V +m˜0 ,(10.47)
vm˜0,k = βm˜0P
α
m˜0−1
[
T m˜0−1m˜0 > T
m˜0−1
k
]
, k ∈ V −m˜0 .(10.48)
On commence par effectuer un calcul préliminaire concernant la M.A.M.A. à milieu fixé :
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10.2.2 Moments exponentiels de temps locaux
Dans cette section on montrera la proposition suivante :
Proposition 10.2.2. Soient α ∈ Ω2 et (θk, k ∈ V ∗m˜0) une suite strictement positive telle que
∑
k∈V ∗m˜0
1
θk
= 1,
pour tout λ < min
(
−mink∈V +m˜0
(
1
θk
ln
(
1− u∗k,m˜0
))
,−mink∈V −m˜0
(
1
θk
ln
(
1− v∗k,m˜0
)))
, on a :
Eαm˜0
[
eλ(L(Vm˜0 ,T
m˜0→m˜0)−Eαm˜0 [L(Vm˜0 ,T
m˜0→m˜0)])
]
≤ e
∑
k∈V+
m˜0
λ2θk
2
(
2
um˜0,k
(u∗
k,m˜0
)2
−um˜0,k
u∗
k,m˜0
− (um˜0,k)
2
(u∗
k,m˜0
)2
)
+O
(
(θk)
2/3λ
u∗
k,m˜0
)3
×e
∑
k∈V−
m˜0
λ2θk
2
(
2
vm˜0,k
(v∗
k,m˜0
)2
− vm˜0,k
v∗
k,m˜0
− (vm˜0,k)
2
(v∗
k,m˜0
)2
)
+O
(
(θk)
2/3λ
v∗
k,m˜0
)3
.(10.49)
On commence par rappeler le lemme suivant :
Lemme 10.2.3. Soient α ∈ Ω2, k ∈ V ∗m˜0 , θk > 0, si k > m˜0 pour tout λ < − 1θk ln
(
1− u∗k,m˜0
)
on a :
Eαm˜0
[
eλθkL(k,T
m˜0→m˜0)
]
= 1− um˜0,k + um˜0,k
(
eλθku∗k,m˜0
1− eλθk(1− u∗k,m˜0)
)
,(10.50)
si k < m˜0 pour tout λ < − 1θk ln
(
1− v∗k,m˜0
)
on a :
Eαm˜0
[
eλθkL(k,T
m˜0→m˜0)
]
= 1− vm˜0,k + vm˜0,k
(
eλθkv∗k,m˜0
1− eλθk(1− v∗k,m˜0)
)
.(10.51)
Preuve.
voir le lemme 2.1.12 (page 23). ¥
Pour le lemme suivant on s’est inspiré de [86] page 280 (voir également [85]) :
Lemme 10.2.4. Soient α ∈ Ω2, k ∈ V ∗m˜0 , θk > 0, si k > m˜0 pour tout λ < − 1θk ln
(
1− u∗k,m˜0
)
, on a :
Eαm˜0
[
eλθk(L(k,T
m˜0→m˜0)−Eαm˜0 [L(k,T
m˜0→m˜0)])
]
= 1 +
(λθk)
2
2
(
2
um˜0,k
(u∗k,m˜0)
2
− um˜0,k
u∗k,m˜0
− (um˜0,k)
2
(u∗k,m˜0)
2
)
+O
(
θkλ
u∗k,m˜0
)3
,(10.52)
si k < m˜0 pour tout λ < − 1θk ln
(
1− v∗k,m˜0
)
, on a :
Eαm˜0
[
eλθk(L(k,T
m˜0→m˜0)−Eαm˜0 [L(k,T
m˜0→m˜0)])
]
= 1 +
(λθk)
2
2
(
2
vm˜0,k
(v∗k,m˜0)
2
− vm˜0,k
v∗k,m˜0
− (vm˜0,k)
2
(v∗k,m˜0)
2
)
+O
(
θkλ
v∗k,m˜0
)3
.(10.53)
Preuve.
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Soit k ∈ V +m˜0 , supposons λ < − 1θk ln
(
1− u∗k,m˜0
)
, on écrit le développement en série de Taylor de
eλθku∗k,m˜0
1−eλθk (1−u∗k,m˜0 )
:
eλθku∗k,m˜0
1− eλθk(1− u∗k,m˜0)
=
1
1− 1−e−θkλu∗k,m˜0
(10.54)
=
∞∑
l=0
(
1− e−θkλ
u∗k,m˜0
)l
(10.55)
=
∞∑
l=0
(
θkλ− (θkλ)2/2 +O (θkλ)3
u∗k,m˜0
)l
(10.56)
= 1 +
θkλ
u∗k,m˜0
+
(
θkλ
u∗k,m˜0
)2
− (θkλ)
2
2u∗k,m˜0
+O
(
θkλ
u∗k,m˜0
)3
,(10.57)
d’après 10.50 on en déduit :
Eαm˜0
[
eλθkL(k,T
m˜0→m˜0)
]
(10.58)
= 1− um˜0,k + um˜0,k

1 + θkλ
u∗k,m˜0
+
(
θkλ
u∗k,m˜0
)2
− (θkλ)
2
2u∗k,m˜0
+O
(
θkλ
u∗k,m˜0
)3(10.59)
= 1 + um˜0,k

 θkλ
u∗k,m˜0
+
(
θkλ
u∗k,m˜0
)2
− (θkλ)
2
2u∗k,m˜0
+O
(
θkλ
u∗k,m˜0
)3 .(10.60)
On rappelle de plus, par 2.66, que :
Eαm˜0
[L (k, T m˜0→m˜0)] = um˜0,k
u∗k,m˜0
,(10.61)
d’où en effectuant le développement en série de Taylor de e−λθkE
α[L(k,T m˜0→m˜0)] on obtient :
Eαm˜0
[
eλθk(L(k,T
m˜0→m˜0)−Eα[L(k,T m˜0→m˜0)])
]
(10.62)
=

1 + um˜0,k

 θkλ
u∗k,m˜0
+
(
θkλ
u∗k,m˜0
)2
− (θkλ)
2
2u∗k,m˜0
+O
(
θkλ
u∗k,m˜0
)3

×
×

1− um˜0,k θkλu∗k,m˜0 +
1
2
(
um˜0,k
θkλ
u∗k,m˜0
)2
+O
(
um˜0,k
θkλ
u∗k,m˜0
)3 ,(10.63)
on en déduit 10.52, un calcul identique donne 10.53. ¥
On montre maintenant la proposition qui nous intéresse :
Preuve (Proposition 10.2.2).
On a :
Eαm˜0
[
eλ(L(Vm˜0 ,T
m˜0→m˜0)−Eαm˜0 [L(Vm˜0 ,T
m˜0→m˜0)])
]
= Eαm˜0
[
eλ(L(V
∗
m˜0
,T m˜0→m˜0)−Eαm˜0 [L(V
∗
m˜0
,T m˜0→m˜0)])
]
,(10.64)
car Eαm˜0
[L (Vm˜0 , T m˜0→m˜0)] = L (Vm˜0 , T m˜0→m˜0) = 1, par l’inégalité de Hölder on obtient :
Eαm˜0
[
eλL(V
∗
m˜0
,T m˜0→m˜0)
]
≤
∏
k∈V ∗m˜0
(
Eαm˜0
[
eλθkL(θk,T
m˜0→m˜0)
])1/θk
,(10.65)
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où pour tout k ∈ V ∗m˜0 , θk > 0 avec
∑
k∈V ∗m˜0
1
θk
= 1, on en déduit :
Eαm˜0
[
eλL(Vm˜0 ,T
m˜0→m˜0)−Eαm˜0 [L(Vm˜0 ,T
m˜0→m˜0)]
]
(10.66)
≤
∏
k∈V ∗m˜0
(
Eαm˜0
[
eλθk(L(k,T
m˜0→m˜0)−Eαm˜0 [L(k,T
m˜0→m˜0)])
])1/θk
.(10.67)
Pour pouvoir appliquer le lemme 10.2.4 pour tout k ∈ V ∗m˜0 on doit prendre :
λ < min
(
− min
k∈V +m˜0
(
1
θk
ln(1− u∗k,m˜0)
)
, − min
k∈V −m˜0
(
1
θk
ln(1− v∗k,m˜0)
))
,
on en déduit :
Eαm˜0
[
eλ(L(Vm˜0 ,T
m˜0→m˜0)−Eαm˜0 [L(Vm˜0 ,T
m˜0→m˜0)])
]
(10.68)
≤ e
∑
k∈V+
m˜0
1
θk
ln
(
1+
(λθk)
2
2
(
2
um˜0,k
(u∗
k,m˜0
)2
−um˜0,k
u∗
k,m˜0
− (um˜0,k)
2
(u∗
k,m˜0
)2
)
+O
(
θkλ
u∗
k,m˜0
)3)
(10.69)
×e
∑
k∈V−
m˜0
1
θk
ln
(
1+
(λθk)
2
2
(
2
vm˜0,k
(v∗
k,m˜0
)2
− vm˜0,k
v∗
k,m˜0
− (vm˜0,k)
2
(v∗
k,m˜0
)2
)
+O
(
θkλ
v∗
k,m˜0
)3)
.(10.70)
De plus ln(1 + x) ≤ x ∀x ≥ 0, ainsi pour tout k ∈ V +m˜0 on a :
1
θk
ln

1 + (λθk)2
2
(
2
um˜0,k
(u∗k,m˜0)
2
− um˜0,k
u∗k,m˜0
− (um˜0,k)
2
(u∗k,m˜0)
2
)
+O
(
θkλ
u∗k,m˜0
)3(10.71)
≤ λ
2θk
2
(
2
um˜0,k
(u∗k,m˜0)
2
− um˜0,k
u∗k,m˜0
− (um˜0,k)
2
(u∗k,m˜0)
2
)
+O
(
(θk)
2/3λ
u∗k,m˜0
)3
,(10.72)
en effectuant la même remarque pour les k ∈ V −m˜0 puis en remplaçant dans 10.70 et le résultat obtenu dans
10.67 on obtient la proposition. ¥
On remarque que par une méthode similaire on obtient :
Proposition 10.2.5. Soit α ∈ Ω2, supposons m˜0 > 0, soit (θk, k) une suite strictement positive telle que∑
k∈V −m˜0
1
θk
= 1 supposons λ < −mink∈V −m˜0
(
1
θk
ln(1− v∗k,m˜0)
)
alors on a :
Eα0
[
eλ(L(Vm˜0 ,T
0
m˜0
)−Eα0 [L(Vm˜0 ,T 0m˜0)])
]
≤ e
∑
k∈V−
m˜0
λ2θk
2(v∗
k,m˜0
)2
+O
(
(θk)
2/3λ
v∗
k,m˜0
)3
.(10.73)
Supposons m˜0 < 0, soit (θk, k) une suite strictement positive telle que
∑
k∈V +m˜0
1
θk
= 1, supposons λ <
−mink∈V +m˜0
(
1
θk
ln(1− u∗k,m˜0)
)
, alors on a :
Eα0
[
eλ(L(Vm˜0 ,T
0
m˜0
)−Eα0 [L(Vm˜0 ,T 0m˜0)])
]
≤ e
∑
k∈V+
m˜0
λ2θk
2(u∗
k,m˜0
)2
+O
(
(θk)
2/3λ
u∗
k,m˜0
)3
.(10.74)
Pour la preuve de cette proposition on commence par rappeler le :
Lemme 10.2.6. Soient α ∈ Ω2, si m˜0 > 0 pour tout k ∈ V −m˜0 , tout θk > 0 et tout λ < − 1θk ln
(
1− v∗k,m˜0
)
on
a :
Eα0
[
eλθkL(k,T
0
m˜0
)
]
=
v∗k,m˜0
1− eλθk(1− v∗k,m˜0)
,(10.75)
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si m˜0 < 0, pour tout k ∈ V +m˜0 , tout θk > 0 et tout λ < − 1θk ln
(
1− u∗k,m˜0
)
on a :
Eα0
[
eλθkL(k,T
0
m˜0
)
]
=
u∗k,m˜0
1− eλθk(1− u∗k,m˜0)
.(10.76)
Preuve.
Voir le lemme 2.1.12. ¥
Lemme 10.2.7. Soient α ∈ Ω2, si m˜0 > 0 pour tout k ∈ V −m˜0 , tout θk > 0 et tout λ < − 1θk ln
(
1− v∗k,m˜0
)
on
a :
Eα0
[
eλθk(L(k,T
0
m˜0
)−Eα0 [L(k,T 0m˜0)])
]
= 1 +
(λθk)
2
2
1
(v∗k,m˜0)
2
+O
(
θkλ
v∗k,m˜0
)3
.(10.77)
si m˜0 < 0, pour tout k ∈ V +m˜0 , tout θk > 0 et tout λ < − 1θk ln
(
1− u∗k,m˜0
)
on a :
Eα0
[
eλθk(L(k,T
0
m˜0
)−Eα0 [L(k,T 0m˜0)])
]
= 1 +
(λθk)
2
2
1
(u∗k,m˜0)
2
+O
(
θkλ
u∗k,m˜0
)3
,(10.78)
Preuve.
Soient m˜0 < 0, k ∈ V +m˜0 , θk > 0 et λ < − 1θk ln
(
1− u∗k,m˜0
)
, par des calculs similaires à ceux effectués pour
obtenir le lemme 10.2.4 on a :
Eα0
[
eλθk(L(k,T
0
m˜0
)−Eα[L(k,T 0m˜0)])
]
(10.79)
=

1 + θkλ
u∗k,m˜0
+
(
θkλ
u∗k,m˜0
)2
− (θkλ)
2
2u∗k,m˜0
+O
(
θkλ
u∗k,m˜0
)3×
×

1− θkλ
u∗k,m˜0
+
1
2
(
θkλ
u∗k,m˜0
)2
+O
(
θkλ
u∗k,m˜0
)3 ,(10.80)
on obtient alors le lemme en développant ce terme. ¥
Preuve (Proposition 10.2.5).
Après avoir remarqué que si m˜0 > 0 (respectivement m˜0 < 0), L
(
V +m˜0 , T
0
m˜0
)
= 0, (respectivement L (V −m˜0 , T 0m˜0) =
0) on effectue des calculs similaires à ceux effectués pour obtenir la proposition 10.2.2 ¥
10.2.3 Preuve du résultat principal (Théorème 10.2.1)
Soit ǫ > 0 et γ > 0, dans toute la suite de la preuve on prendra n1 ≡ n1
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] ,
Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n1 :
Q [G′n] ≥ 1− ǫ.(10.81)
Soit δ > 0, pour commencer on va majorer la probabilité :
Pα0
[∣∣∣∣L(m˜0, n)n − 1Eα [L(Vm˜0 , T m˜0→m˜0)]
∣∣∣∣ > δ
]
,(10.82)
on déduira le résultat 10.40 de cette majoration. On a :
Pα0
[∣∣∣∣L(m˜0, n)n − 1Eα [L(Vm˜0 , T m˜0→m˜0)]
∣∣∣∣ > δ
]
≤ Pα0
[
L(m˜0, n) < n
(
1
Eα [L(Vm˜0 , T m˜0→m˜0)]
− δ
)]
(10.83)
+ Pα0
[
L(m˜0, n) > n
(
1
Eα [L(Vm˜0 , T m˜0→m˜0)]
+ δ
)]
.(10.84)
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Notons :
η1 =
1
Eα [L(Vm˜0 , T m˜0→m˜0)]
− δ, η2 = 1Eα [L(Vm˜0 , T m˜0→m˜0)]
+ δ .(10.85)
On va maintenant estimer chacun des termes 10.83 et 10.84 dans les propositions 10.2.8 et 10.2.12 :
Proposition 10.2.8. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle
que limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, tout ǫ > 0, tout δ > 0, tel que δµ < 1 il existe n0 ≡
n0
(
ǫ, δ, µ, Iη0 , σ,Q
[
ǫ0 >
Iη0
2
]
, Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n0, et tout α ∈ G′n on a :
Pα0 [L(m˜0, n) < η1n] ≤
2
η0
1
F (ln lnn)2δn
+
2e−δn
1/2
δ
+O
(
1
(lnn)1/2
)
(10.86)
et Q [G′n] ≥ 1−ǫ. F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
, µ = 3+ 2
Q
[
ǫ0<− Iη02
]
η0

 2e− Iη04(
1−e−
Iη0
4
)3 + (E2+3)(
1−e−
Iη0
4
)2 + 3(E2−1)
1−e−
Iη0
4

,
E2 = ln
(
R
ǫ
Iη0 (Iη0∨1)(21E+1)(
Q
[
ǫ0>
Iη0
2
]
∧Q
[
ǫ0<− Iη02
])
Q
[
ǫ0>
Iη0
2
]
)
, E =
24R2| ln Rǫ |
σ2ǫ2 et R = 1000.
Preuve.
Le schéma de la preuve de la proposition 10.2.8 est le suivant :
– On commence par se ramener à une marche partant de m˜0 (10.87 à 10.95).
– On utilise ensuite la proposition 10.1.4 pour ramener le problème à une comparaison entre deux temps locaux
(équations 10.96 à 10.98).
– On montre ensuite le lemme 10.2.9 qui implique que partant de m˜0 le temps local en m˜0 en un temps proche
de n est plus grand que n(lnn)7 (10.99 à 10.117).
– On se ramène alors à un problème simple de l’étude du temps local dans le voisinage Vm˜0 en un instant qui
est un temps arrêt (10.118 à 10.122).
– On veut ensuite utiliser une inégalité de Markov exponentiel, pour cela on doit montrer le lemme 10.2.10 qui
est un résultat sur le milieu aléatoire, obtenu grâce à la propriété 9.327 de l’ensemble des bons environnements
(10.123 à 10.135).
– On utilise donc l’inégalité de Markov exponentielle puis la propriété de Markov forte ce qui ramène le calcul
à l’évaluation de la transformée de Laplace de la v.a. L(Vm˜0 , T m˜0→m˜0) (10.136 à 10.143).
– On se sert à ce moment de la proposition 10.2.2 pour estimer cette transformée de Laplace, puis on simplifie
les expressions obtenues en choisissant le paramètre λ (de la transformée de Laplace) puis en montrant le
lemme 10.2.11 (10.144 à 10.157)
– De 10.158 à la fin de la preuve on remplace l’estimation obtenue pour la transformée de Laplace dans les
estimations des probabilités que l’on avait obtenues antérieurement puis on évalue le paramètre λ de la
transformée de Laplace grâce aux propriétés 9.328 et 9.329 de l’ensemble des bons environnements, enfin on
simplifie les expressions.
On commence maintenant la preuve de cette proposition :
Soient ǫ > 0, γ > 10, par le lemme 10.1.3, il existe n2 ≡ n2
(
ǫ, γ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ])
tel que pour tout n > n2 et tout milieu α ∈ G′n, on a :
Pα0
[
T 0m˜0 >
n
(lnn)4
]
≤ 2E
3
η0(lnn)γ−10
,(10.87)
avec Q [G′n] ≥ 1− ǫ. E = 24R
2| ln Rǫ |
σ2ǫ2 , R = 1000.
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Par 10.87 et la définition du temps local on a pour tout n > n2 et tout α ∈ G′n :
Pα0 [L (m˜0, n) < η1n](10.88)
≤ Pα0
[
L (m˜0, n) < η1n, T 0m˜0 ≤
n
(lnn)4
]
+
2E3
η0(lnn)γ−10
(10.89)
= Pα0

 n∑
j=T 0m˜0
+1
IXj=m˜0 < η1n−
T 0m˜0∑
j=0
IXj=m˜0 , T
0
m˜0 ≤
n
(lnn)4

+ 2E3
η0(lnn)γ−10
,(10.90)
Pour tout α ∈ Ω2, on obtient par la propriété de Markov forte et le fait que
∑T 0m˜0
j=0 IXj=m˜0 = 1 :
Pα0

 n∑
j=T 0m˜0
+1
IXj=m˜0 < η1n−
T 0m˜0∑
j=0
IXj=m˜0 , T
0
m˜0 ≤
n
(lnn)4

(10.91)
≤
N0∑
m=1
Pα0

 n∑
j=T 0m˜0
+1
IXj=m˜0 < η1n, T
0
m˜0 = m

(10.92)
=
N0∑
m=1
Pαm˜0

n−m∑
j=1
IXj=m˜0 < η1n,

Pα0 [T 0m˜0 = m](10.93)
≤ Pαm˜0 [L (m˜0, n(1− ζn)) < η1n] ,(10.94)
où N0 =
[
n
(lnn)4
]
+1 et ζn =
N0
n . En remplaçant 10.94 dans 10.90 on obtient pour tout n > n2 et tout α ∈ G′n :
Pα0 [L (m˜0, n) < η1n] ≤ Pαm˜0 [L (m˜0, n(1− ζn)) < η1n] +
2E3
η0(lnn)γ−10
.(10.95)
Par la proposition 10.1.4, en prenant ξ′ = 1−ξn, il existe n3 ≡ n3
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ])
tel que pour tout n > n3 et tout milieu α ∈ G′n, on a :
Pαm˜0 [L (m˜0, n(1− ζn)) < η1n]
≤ Pαm˜0 [L (m˜0, n(1− ζn)) < η1n, L(Vm˜0 , (1− ζn)n) ≥ (1− δn)(1− ζn)n]
+
2
η0
1
F (ln lnn)2δn
+
1
(lnn)γ
,(10.96)
où F =
(
(21E+1)(Iη0∨1)Rǫ
Q[ǫ0<−Iη0/2]∧Q[ǫ0>Iη0/2]
)2
, E = 24R
2| ln Rǫ |
σ2ǫ2 et (δn, n ∈ N) est une suite positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞. Notons η′1 ≡ η1(1−δn)(1−ζn) , on a :{ L (m˜0, n(1− ζn)) < nη1
L(Vm˜0 , n(1− ζn)) ≥ n(1− δn)(1− ζn) ⇒ L (m˜0, n(1− ζn)) < η
′
1L(Vm˜0 , n(1− ζn)) ,(10.97)
ainsi :
Pαm˜0 [L (m˜0, n(1− ζn)) < nη1, L(Vm˜0 , n(1− ζn)) ≥ n(1− δn)(1− ζn)]
≤ Pαm˜0 [L (m˜0, n(1− ζn)) < η′1L(Vm˜0 , n(1− ζn))] .(10.98)
On veut maintenant estimer 10.98, pour cela on commence par montrer le lemme suivant :
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Lemme 10.2.9. Supposons H.1, H.2 et H.3, pour tout ǫ > 0, tout 0 < ξ ≤ 1, il existe n4 ≡ n4
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] ,
Q
[
ǫ0 < − Iη02
]
, Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n4 et tout α ∈ G′n on a :
Pαm˜0
[
L (m˜0, ξn) ≥ n
(lnn)7
]
≥ 1− 16E
3
η20ξ(lnn)
1/2
.
où E =
24R2| ln Rǫ |
σ2ǫ2 .
Preuve.
Définissons les points M˜< ∈ [M˜ ′0, m˜0] et M˜> ∈ [m˜0, M˜0] :
M˜< = sup
{
t, 0 > t > M˜ ′0, St − Sm˜0 ≥ lnn−
(
6 +
1
2
)
ln lnn
}
,(10.99)
M˜> = inf
{
t, 0 < t < M˜0, St − Sm˜0 ≥ lnn−
(
6 +
1
2
)
ln lnn
}
,(10.100)
Il est important de remarquer que ces deux points existent, en effet par définition de la vallée {M˜ ′0, m˜0, M˜0},
on a pour tout n > n1 et tout α ∈ Gn :
SM˜ ′0
− Sm˜0 ≥ lnn+ γ ln lnn ,(10.101)
SM˜0 − Sm˜0 ≥ lnn+ γ ln lnn ,(10.102)
de plus par hypothèse (H.3) Q [−Iη0 ≤ ǫ0 ≤ Iη0 ] = 1, donc :
lnn−
(
6 +
1
2
)
ln lnn ≤ SM˜< − Sm˜0 ≤ lnn−
(
6 +
1
2
)
ln lnn+ Iη0 ,(10.103)
lnn−
(
6 +
1
2
)
ln lnn ≤ SM˜> − Sm˜0 ≤ lnn−
(
6 +
1
2
)
ln lnn+ Iη0 ,(10.104)
avec une Q probabilité égale à 1.
Par l’inégalité de Markov on a :
Pαm˜0
[
T m˜0
M˜<+1
∧ T m˜0
M˜>−1 > ξn
]
≤
Eαm˜0
[
T m˜0
M˜<−1 ∧ T
m˜0
M˜>+1
]
ξn
.(10.105)
En utilisant le lemme 2.1.7 (page 20), puis en effectuant des calculs similaires à ceux effectués au paragraphe
5.2 (page 92) on obtient :
Pαm˜0
[
T m˜0
M˜<−1 ∧ T
m˜0
M˜>+1
> ξn
]
≤ |M< −M>|3(lnn)6n
(SM˜<
−Sm˜0 )∨(SM˜>−Sm˜0 )
ξn
.(10.106)
Par 10.99 et 10.100 et par la propriété 9.325 de l’ensemble des bons environnements, on sait qu’il existe n1 ≡
n1
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n1 et tout α ∈ G′n :
Pαm˜0
[
T m˜0
M˜<−1 ∧ T
m˜0
M˜>+1
> ξn
]
≤ 8E
3(lnn)6
η0n(6+
1
2 )
ln lnn
lnn −
Iη0
lnn ξ
=
8E3eIη0
η0(lnn)
1
2 ξ
≤ 8E
3
η20(lnn)
1
2 ξ
,(10.107)
on en déduit que pour tout n > n1 et tout α ∈ G′n :
Pαm˜0
[
L (m˜0, ξn) ≥ n
(lnn)7
]
≥ Pαm˜0
[
L
(
m˜0, T
m˜0
M˜<−1 ∧ T
m˜0
M˜>+1
)
≥ n
(lnn)7
]
− 8E
3
η20(lnn)
1
2 ξ
.(10.108)
On sait par le lemme 2.1.10 (page 22) qu’à milieu fixé L
(
m˜0, T
m˜0
M˜<−1 ∧ T
m˜0
M˜>+1
)
suit une loi géométrique de
paramètre :
αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 < T
m˜0+1
M˜>+1
]
+ βm˜0P
α
m˜0−1
[
T m˜0−1m˜0 < T
m˜0−1
M˜<−1
]
,(10.109)
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ainsi pour tout α ∈ Ω2 :
Pαm˜0
[
L
(
m˜0, T
m˜0
M˜<−1 ∧ T
m˜0
M˜>+1
)
≥ n
(lnn)7
]
=
∞∑
j=
[
n
(lnn)7
]
+1
Pαm˜0
[
L
(
m˜0, T
m˜0
M˜<−1 ∧ T
m˜0
M˜>+1
)
= j
]
(10.110)
=
(
αm˜0P
α
m˜0+1
[
T m˜0+1m˜0 < T
m˜0+1
M˜>+1
]
+ βm˜0P
α
m˜0−1
[
T m˜0−1m˜0 < T
m˜0−1
M˜<−1
])[ n
(lnn)7
]
+1
(10.111)
≡
(
1− αm˜0Pαm˜0+1
[
T m˜0+1m˜0 ≥ T m˜0+1M˜>+1
]
− βm˜0Pαm˜0−1
[
T m˜0−1m˜0 ≥ T m˜0−1M˜<−1
])[ n
(lnn)7
]
+1
.(10.112)
De plus par 4.416 (page 84) on a pour tout α ∈ Ω2 :
Pαm˜0
[
T m˜0+1m˜0 ≥ T m˜0+1M˜>+1
]
=
1∑M˜>
i=m˜0+1
exp
(
lnn
(
Sni − Snm˜0
))
+ 1
(10.113)
≤ 1
exp
(
lnn
(
Sn
M˜>
− Snm˜0
)) ≡ 1
exp
(
SM˜> − Sm˜0
) ,(10.114)
de même par 4.417 on a :
Pαm˜0
[
T m˜0−1m˜0 > T
m˜0−1
M˜<−1
]
≤ 1
exp
(
lnn
(
Sn
M˜<
− Snm˜0
)) ≡ 1
exp
(
SM˜< − Sm˜0
) ,(10.115)
D’où par définition de M˜> et M˜< :
1− αm˜0Pαm˜0+1
[
T m˜0+1m˜0 > T
m˜0+1
M˜>
]
− βm˜0Pαm˜0−1
[
T m˜0−1m˜0 > T
m˜0−1
M˜<
]
≥ 1− (lnn)
6+ 12
n
,(10.116)
ainsi en remplaçant 10.116 dans 10.112 et en remarquant que (1− x)m ≥ 1−mx pour tout 0 ≤ x ≤ 1 et m ≥ 1
on a :
Pαm˜0
[
L
(
m˜0, T
m˜0
M˜<
∧ T m˜0
M˜>
)
≥ n
(lnn)7
]
≥ 1− 1
(lnn)1/2
(10.117)
en remplaçant 10.117 dans 10.108 on obtient le lemme. ¥
Le lemme que l’on vient de montrer implique que pour tout n > n4 et tout milieu α ∈ G′n, on a :
Pαm˜0 [L (m˜0, n(1− ζn)) < η′1L(Vm˜0 , (1− ζn)n)]
≤ Pαm˜0
[
L (m˜0, n(1− ζn)) < η′1L(Vm˜0 , (1− ζn)n), L (m˜0, n(1− ζn)) ≥
n
(lnn)7
]
+
16E3
η20(lnn)
1/2 (1− ζn) ,(10.118)
où E = 24R
2| ln Rǫ |
σ2ǫ2 . Notons N1 =
[
n
(lnn)7
]
, on a :
Pαm˜0
[
L (m˜0, n(1− ζn)) < η′1L(Vm˜0 , (1− ζn)n), L (m˜0, n(1− ζn)) ≥
n
(lnn)7
]
(10.119)
=
n∑
l=N1
Pαm˜0
[
L(Vm˜0 , (1− ζn)n) >
l
η′1
, L (m˜0, n(1− ζn)) = l
]
(10.120)
=
n∑
l=N1
Pαm˜0
[
L(Vm˜0 , (1− ζn)n) >
l
η′1
, T m˜0→m˜0l ≤ n(1− ζn), T m˜0→m˜0l+1 > n(1− ζn)
]
(10.121)
≤
n∑
l=N1
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l+1 ) >
l
η′1
]
,(10.122)
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où l’on rappelle la notation suivante :
T m˜0→m˜0l+1 = inf
{
k > T m˜0→m˜0l , Xk = m˜0
}
, l ≥ 0 ,
T m˜0→m˜00 = 0 .
Pour pouvoir poursuivre notre discussion nous allons montrer le lemme suivant, on rappelle que pour tout δ > 0
on a définit :
η′1 ≡
η1
(1− δn)(1− ζn) =
1
E[L(Vm˜0 ,T m˜0→m˜0 )]
− δ
(1− δn)(1− ζn) ,(10.123)
montrons donc :
Lemme 10.2.10. Soit δ > 0 tel que δµ < 1 et soit (ρn, n ∈ N) une suite positive décroissante telle que
limn→+∞ ρn = 0, alors il existe n5 ≡ n5
(
δ, µ, ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ]) ≥ n1 tel que pour tout n > n5
et tout milieu α ∈ G′n, on a :
1
η′1
− Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)]− ρn > δ(E [L(Vm˜0 , T m˜0→m˜0)])2 > 0 ,(10.124)
où
µ = 3 +
2
Q
[
ǫ0 < − Iη02
]
η0

 2e−
Iη0
4(
1− e− Iη04
)3 + (E2 + 3)(
1− e− Iη04
)2 + 3(E2 − 1)
1− e− Iη04

 ,(10.125)
avec
E2 = ln

R
ǫ
Iη0(Iη0 ∨ 1)(21E + 1)(
Q
[
ǫ0 >
Iη0
2
]
∧Q
[
ǫ0 < − Iη02
])
Q
[
ǫ0 >
Iη0
2
]

 ,(10.126)
E =
24R2| ln Rǫ |
σ2ǫ2
, R = 1000 .(10.127)
Preuve.
On a :
η′1 ≡
η1
(1− δn)(1− ζn) =
1
E[L(Vm˜0 ,T m˜0→m˜0 )]
− δ
(1− δn)(1− ζn) ,(10.128)
ainsi :
1
η′1
=
1
1
E[L(Vm˜0 ,T m˜0→m˜0 )]
− δ −
δn + ξn
1
E
α
m˜0
[L(Vm˜0 ,T m˜0→m˜0 )]
− δ +
δnξn
1
E
α
m˜0
[L(Vm˜0 ,T m˜0→m˜0 )]
− δ .(10.129)
De plus, par la propriété 9.327, de l’ensemble des bons environnements, on sait que pour tout n > n1 et tout
α ∈ Gn :
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] ≤ µ,(10.130)
où µ est définie en 10.125. Donc pour tout δ > 0, tel que δµ < 1 et tout n > n1 on a pour tout α ∈ G′n :
1
1
E
α
m˜0
[L(Vm˜0 ,T m˜0→m˜0 )]
− δ ≡
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)]
1− δEαm˜0 [L(Vm˜0 , T m˜0→m˜0)]
(10.131)
≥ Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] (1 + δEαm˜0 [L(Vm˜0 , T m˜0→m˜0)](10.132)
+
(
δEαm˜0
[L(Vm˜0 , T m˜0→m˜0)])2 ) ,
≡ Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)]+ δ(Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)])2(10.133)
+ δ2
(
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)])3 .
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Or limn→∞ δn = limn→∞ ξn = limn→∞ ρn = 0 et Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] ≥ 1, il existe donc n5 ≡ n5(n1, δ, µ) ≥
n1 tel que pour tout n > n5 :
δ2
(
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)])3 − δn + ξn1
E
α
m˜0
[L(Vm˜0 ,T m˜0→m˜0 )]
− δ +
δnξn
1
E
α
m˜0
[L(Vm˜0 ,T m˜0→m˜0 )]
− δ − ρn ≥ 0 .(10.134)
On déduit de 10.134, 10.133 et 10.129 que pour tout n > n5 :
1
η′1
− Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)]− ρn ≥ δ(Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)])2 > 0 ,(10.135)
ce qui donne le lemme. ¥
On revient maintenant à 10.122, en notant x1 = Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] on a :
Pαm˜0
[
L (m˜0, n(1− ζn)) < η′1L(Vm˜0 , (1− ζn)n), L (m˜0, n(1− ζn)) ≥
n
(lnn)7
]
(10.136)
≤
n∑
l=N1
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l+1 ) >
l
η′1
]
(10.137)
≡
n∑
l=N1
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l+1 )− (l + 1)x1 > l
(
1
η′1
− x1
(
1 +
1
l
))]
(10.138)
≤
n∑
l=N1
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l+1 )− (l + 1)x1 > l
(
1
η′1
− x1
(
1 +
1
N1
))]
.(10.139)
Par le lemme 10.2.10, en prenant ρn =
x1
N1
≡ x1[
n
(lnn)7
] , on sait que pour tout δ > 0 tel que µδ < 1 il existe
n5 ≡ n5
(
ǫ, µ, δ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n5 et tout milieu α ∈ G′n,
on a :
1
η′1
− x1
(
1 +
1
N1
)
≡ 1
η′1
− x1 − ρn ≥ δx21 > 0 .(10.140)
Pour tout n > n5 et tout α ∈ G′n on peut donc utiliser l’inégalité de Markov exponentielle en 10.139, soit λ > 0
on a pour tout δ > 0 tel que µδ < 1, tout n > n5 et tout α ∈ G′n :
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l+1 )− (l + 1)x1 > l
(
1
η′1
− x1
(
1 +
1
N1
))]
(10.141)
≤
Eαm˜0
[
e
λ
(
L(Vm˜0 , T
m˜0→m˜0
l+1 )−(l+1)x1
)]
e
λl
(
1
η′1
−x1
(
1+ 1N1
)) .(10.142)
Par la propriété de Markov forte on obtient pour tout α ∈ Ω2 :
Eαm˜0
[
e
λ
(
L(Vm˜0 , T
m˜0→m˜0
l+1 )−(l+1)x1
)]
=
(
Eαm˜0
[
eλ(L(Vm˜0 , T
m˜0→m˜0 )−x1)
])l+1
.(10.143)
On utilise maintenant la proposition 10.2.2, pour tout α ∈ Ω2 et tout
λ < min
(
min
k∈V +m˜0
(
1
θk
ln
(
1− u∗k,m˜0
))
, min
k∈V −m˜0
(
1
θk
ln
(
1− v∗k,m˜0
)))
,(10.144)
on a :
Eαm˜0
[
eλ(L(Vm˜0 , T
m˜0→m˜0 )−x1)
]
(10.145)
≤ e
∑
k∈V+
m˜0
λ2θk
um˜0,k
(u∗
k,m˜0
)2
+O
(
(θk)
2/3λ
u∗
k,m˜0
)3
+
∑
k∈V−
m˜0
λ2θk
vm˜0,k
(v∗
k,m˜0
)2
+O
(
(θk)
2/3λ
v∗
k,m˜0
)3
.(10.146)
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où u∗k,m˜0 , v
∗
k,m˜0
, um˜0,k et vm˜0,k sont définies de 10.45 à 10.48 et (θk, k ∈ V ∗m˜0) est une suite strictement positive
telle que
∑
k∈V ∗m˜0
1
θk
= 1. Pour simplifier 10.146 on va choisir λ, pour commencer fixons la valeur de θk, prenons
θk = |V ∗m˜0 |. On rappelle que V ∗m˜0 = Vm˜0 \ {m˜0}, où Vm˜0 = {−f(n) + m˜0, · · · , m˜0, · · · , m˜0 + f(n)} et
f(n) = [F (ln lnn)2], F =
(
(21E + 1)(Iη0 ∨ 1)Rǫ
(Q [ǫ0 < −Iη0/2])1/2Q [ǫ0 > Iη0/2]
)2
,(10.147)
on remarque que l’on a bien
∑
k∈V ∗m˜0
1
θk
= 1, on prend :
λ =
(
mink∈V +m˜0
(
u∗k,m˜0
)
∧mink∈V −m˜0
(
v∗k,m˜0
))2
(|V ∗m˜0 |)3
.(10.148)
On remarque que l’on a bien λ < min
(
−mink∈V +m˜0
(
1
θk
ln
(
1− u∗k,m˜0
))
,−mink∈V −m˜0
(
1
θk
ln
(
1− v∗k,m˜0
)))
car
− ln(1− x) ≥ x,∀x ≥ 0, avec ce choix pour λ, on obtient le lemme suivant :
Lemme 10.2.11. Supposons 10.148, on a :
∑
k∈V +m˜0
λ2θk
um˜0,k
(u∗k,m˜0)
2
+O
(
(θk)
2/3λ
u∗k,m˜0
)3
+
∑
k∈V −m˜0
λ2θk
vm˜0,k
(v∗k,m˜0)
2
+O
(
(θk)
2/3λ
v∗k,m˜0
)3
≤ λ
(
1
|Vm˜0 |
+O
(
1
|Vm˜0 |3
))
.(10.149)
Preuve.
Supposons 10.148 on a :
λθk
um˜0,k
(u∗k,m˜0)
2
≤ um˜0,k|Vm˜0 |2
et λθk
vm˜0,k
(v∗k,m˜0)
2
≤ vm˜0,k|Vm˜0 |2
,(10.150)
d’où on déduit :
λ
∑
k∈V +m˜0
θk
um˜0,k
(u∗k,m˜0 )
2 ≤ 1|Vm˜0 |2
∑
k∈V +m˜0
um˜0,k ≤ 1|Vm˜0 | ,
λ
∑
k∈V +m˜0
θk
vm˜0,k
(v∗k,m˜0 )
2 ≤ 1|Vm˜0 |2
∑
k∈V −m˜0
vm˜0,k ≤ 1|Vm˜0 | .
(10.151)
De même : (
(θkλ)
2/3
u∗k,m˜0
)3
≤
mink∈Vm˜0
(
u∗k,m˜0
)
|Vm˜0 |4
et
(
(θkλ)
2/3
v∗k,m˜0
)3
≤
mink∈Vm˜0
(
v∗k,m˜0
)
|Vm˜0 |4
,(10.152)
ainsi
∑
k∈V +m˜0
O
(
(θkλ)
2/3
u∗k,m˜0
)3
+
∑
k∈V +m˜0
O
(
(θkλ)
2/3
v∗k,m˜0
)3
≤
∑
k∈Vm˜0
O
(
w∗m˜0
|Vm˜0 |4
)
= O
(
w∗m˜0
|Vm˜0 |3
)
≤ O
(
1
|Vm˜0 |3
)
,(10.153)
car w∗m˜0 ≡ max
(
mink∈Vm˜0
(
u∗k,m˜0
)
,mink∈Vm˜0
(
v∗k,m˜0
))
≤ 1.
Par 10.151 et 10.153 on obtient :
∑
k∈V +m˜0
λ2θk
um˜0,k
(u∗k,m˜0)
2
+O
(
(θk)
2/3λ
u∗k,m˜0
)3
+
∑
k∈V −m˜0
λ2θk
vm˜0,k
(v∗k,m˜0)
2
+O
(
(θk)
2/3λ
v∗k,m˜0
)3
(10.154)
≤ λ
(
1
|Vm˜0 |
+O
(
1
|Vm˜0 |3
))
.(10.155)
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ce qui termine la preuve. ¥
En remplaçant 10.149 dans 10.146 puis le résultat obtenu dans 10.143 on obtient :
Eαm˜0
[
e
λ
(
L(Vm˜0 , T
m˜0→m˜0
l+1 )−(l+1)x1
)]
≤ eλl
(
1
|Vm˜0 |
+O
(
1
|Vm˜0 |
3
))
(1+ 1l )
,(10.156)
si de plus l ≥ N1 on a :
Eαm˜0
[
e
λ
(
L(Vm˜0 , T
m˜0→m˜0
l+1 )−(l+1)x1
)]
≤ eλl
(
1
|Vm˜0 |
+O
(
1
|Vm˜0 |
3
))(
1+ 1N1
)
.(10.157)
En remplaçant ceci dans 10.142, on a donc pour tout δ > 0 tel que µδ < 1, tout n > n5 tout α ∈ G′n et tout
N1 ≤ l ≤ n :
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l+1 )− (l + 1)x1 > l
(
1
η′1
− x1
(
1 +
1
N1
))]
≤ 1
e
λl
(
1
η′1
−
(
E[L(Vm˜0 ,T m˜0→m˜0 )]+ 1|Vm˜0 |+O
(
1
|Vm˜0 |
3
))(
1+ 1N1
)) .(10.158)
On en déduit donc, en remplaçant 10.158 dans 10.139, que pour tout δ > 0 tel que µδ < 1, tout n > n2 et tout
α ∈ G′n :
Pαm˜0
[
L (m˜0, n(1− ζn)) < η′1L(Vm˜0 , (1− ζn)n), L (m˜0, n(1− ζn)) ≥
n
(lnn)7
]
≤
n∑
l=N1

 1
e
λ
(
1
η′1
−
(
E
α
m˜0
[L(Vm˜0 ,T m˜0→m˜0 )]+ 1|Vm˜0 |+O
(
1
|Vm˜0 |
3
))
(1+1/N1)
)


l
(10.159)
≤ e
−N1λ
(
1
η′1
−
(
E
α
m˜0
[L(Vm˜0 ,T m˜0→m˜0 )]+ 1|Vm˜0 |+O
(
1
|Vm˜0 |
3
))
(1+1/N1)
)
1− e−λ
(
1
η′1
−
(
E
α
m˜0
[L(Vm˜0 ,T m˜0→m˜0 )]+ 1|Vm˜0 |+O
(
1
|Vm˜0 |
3
))
(1+1/N1)
) .(10.160)
Par le lemme 10.2.10, en prenant ρn = 1N1E
α
m˜0
[L(Vm˜0 , T m˜0→m˜0)] + ( 1|Vm˜0 | +O
(
1
|Vm˜0 |3
))
(1 + 1/N1) avec
N1 ≡
[
n
(lnn)7
]
, on sait que pour tout δ > 0 tel que µδ < 1, il existe
n′5 ≡ n′5
(
ǫ, µ, δ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) tel que pour tout n > n′5 et tout milieu α ∈ G′n,
on a :
1
η′1
−
(
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)]+ 1|Vm˜0 | +O
(
1
|Vm˜0 |3
))
(1 + 1/N1) ≥ δ
(
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)])2 .(10.161)
Par 10.161 on déduit également que pour tout n > n′5 :
1− e−λ
(
1
η′1
−
(
E
α
m˜0
[L(Vm˜0 ,T m˜0→m˜0 )]+ 1|Vm˜0 |+O
(
1
|Vm˜0 |
3
))
(1+1/N1)
)
(10.162)
≥ 1− e−λδ(Eαm˜0 [L(Vm˜0 ,T m˜0→m˜0 )])2(10.163)
≥ λδ(Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)])2 −O (λ2δ2(Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)])4) .(10.164)
Par 10.161 et 10.164 que l’on remplace dans 10.160 on obtient que pour tout δ > 0 tel que µδ < 1, tout
n > n5 ∨ n′5 et tout α ∈ G′n :
Pαm˜0 [L (m˜0, n(1− ζn)) < η′1L(Vm˜0 , (1− ζn)n), L (m˜0, n(1− ζn)) ≥ N1]
≤ e
−N1λδ(Eαm˜0 [L(Vm˜0 ,T
m˜0→m˜0 )])2
λδ(Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)])2 −O
(
λ2δ2(Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)])4
) .(10.165)
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On donne maintenant une borne inférieure pour λ, on rappelle que l’on a fixé :
λ =
(
mink∈V +m˜0
(
u∗k,m˜0
)
∧mink∈V −m˜0
(
v∗k,m˜0
))2
(|V ∗m˜0 |)3
,(10.166)
on rappelle aussi que |V ∗m˜0 | = 2f(n) ≡ 2[F (ln lnn)2] où F est donnée par 10.147, par les propriétés 9.328 et
9.329 de l’ensemble des bons environnements, on en déduit que pour tout n > n1 et tout α ∈ G′n on a :
λ ≥ 1
(g(n))28F 3(ln lnn)6
,(10.167)
avec g(n) = e((4
√
(3)σf(n))2 ln ln lnn)1/2 . De plus par définition :
λ ≤ 1
8F 3(ln lnn)6
,(10.168)
or on rappelle que la propriété 9.327 implique que pour tout n > n1 et tout α ∈ G′n :
Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] ≤ µ ,(10.169)
où µ est donné en 10.125, donc il existe n6(µ, δ, n1) ≥ n1 tel que pour tout n > n6 :
λδ(Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)])2 −O (λ2δ2(Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)])4)(10.170)
≡ λδ(Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)])2 (1−O (λδ(Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)])2))(10.171)
≥ λδ
2
(Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)])2 .(10.172)
De plus Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)] ≥ 1 car L(Vm˜0 , T m˜0→m˜0) = 1, donc pour tout n > n6
λδ(Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)])2 −O (λ2δ2(Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)])4) ≥ λδ2 .(10.173)
par la même remarque on a aussi :
λδ(Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)])2 ≥ λδ .(10.174)
En remplaçant 10.173 et 10.174 dans 10.165 on a donc pour tout δ > 0 tel que µδ < 1, tout n > n5 ∨ n′5 ∨ n6 et
tout α ∈ G′n :
Pαm˜0 [L (m˜0, n(1− ζn)) < η′1L(Vm˜0 , (1− ζn)n), L (m˜0, n(1− ζn)) ≥ N1] ≤
2e−N1λδ
λδ
,(10.175)
on utilise maintenant 10.167 on en déduit pour tout n > n5 ∨ n′5 ∨ n6 et tout α ∈ G′n :
Pαm˜0
[
L (m˜0, n(1− ζn)) < η′1L(Vm˜0 , (1− ζn)n), L (m˜0, n(1− ζn)) ≥
n
(lnn)7
]
≤ (g(n))
216F 3(ln lnn)6
δ
e
− δN1
(g(n))28F3(ln lnn)6 ,(10.176)
où N1 =
[
n
(lnn)7
]
, g(n) = e((4
√
(3)σf(n))2 ln ln lnn)1/2 et f(n) est donnée par 10.147. On montre sans difficulté
qu’il existe n7 ≡ n7(F, σ) tel que pour tout n > n7 :
(g(n))216F 3(ln lnn)6
δ
e
− δN1
(g(n))28F3(ln lnn)6 ≤ e
−δn1/2
δ
.(10.177)
En remplaçant ceci dans 10.176 puis en regroupant les termes 10.122, 10.118, 10.98, 10.96 et enfin 10.95 on
obtient la proposition 10.2.8 en prenant γ = γ0 ≡ 11 et n′0 = n2 ∨ n3 ∨ n4 ∨ n5 ∨ n′5 ∨ n6 ∨ n7. ¥
On montre maintenant la proposition suivante :
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Proposition 10.2.12. Supposons H.1, H.2 et H.3, pour tout ǫ > 0, tout δ > 0, tel que δµ < 1 il existe
n′′0 ≡ n′′0
(
ǫ, δ, µ, Iη0 , σ,Q
[
ǫ0 >
Iη0
2
]
, Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n′′0 , et tout α ∈ G′n on a :
Pα0 [L(m˜0, n) > η2n] ≤
e−δn
1/2
δ
+O
(
1
(lnn)1/2
)
(10.178)
et Q [G′n] ≥ 1−ǫ. η2 est donné par l’égalité 10.85, µ = 3+ 2
Q
[
ǫ0<− Iη02
]
η0

 2e− Iη04(
1−e−
Iη0
4
)3 + (E2+3)(
1−e−
Iη0
4
)2 + 3(E2−1)
1−e−
Iη0
4

,
E2 = ln
(
R
ǫ
Iη0 (Iη0∨1)(21E+1)(
Q
[
ǫ0>
Iη0
2
]
∧Q
[
ǫ0<− Iη02
])
Q
[
ǫ0>
Iη0
2
]
)
, E =
24R2| ln Rǫ |
σ2ǫ2 et R = 1000.
Preuve.
La preuve de cette proposition est plus directe que la précédente et on peut utiliser la même méthode. Par le
lemme 10.1.3 (avec γ = 11) on sait qu’il existe n′1 ≡ n′1
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] , Q [ǫ0 > Iη02 ]) tel
que pour tout n > n′1 et tout milieu α ∈ G′n :
Pα0 [L(m˜0, n) < nη2] ≥ Pαm˜0 [L(m˜0, n) < nη2]−O
(
1
lnn
)
(10.179)
= Pαm˜0 [L(m˜0, n) < nη2, L(Vm˜0 , n) ≤ n]−O
(
1
lnn
)
(10.180)
≥ Pαm˜0 [L(m˜0, n) < L(Vm˜0 , n)η2]−O
(
1
lnn
)
,(10.181)
Par le lemme 10.2.9, pour tout n > n4 et tout milieu α ∈ G′n, on a :
Pαm˜0 [L(m˜0, n) ≥ L(Vm˜0 , n)η2](10.182)
≤ Pαm˜0
[
L(m˜0, n) ≥ L(Vm˜0 , n)η2, L(m˜0, n) ≥
n
(lnn)7
]
+
16E3
η20(lnn)
1/2
.(10.183)
On a :
Pαm˜0
[
L(m˜0, n) ≥ L(Vm˜0 , n)η2, L(m˜0, n) ≥
n
(lnn)7
]
(10.184)
≤
n∑
l=N1
Pαm˜0
[
L(Vm˜0 , n) ≤
l
η2
, L(m˜0, n) = l
]
(10.185)
≤
n∑
l=N1
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l ) ≤
l
η2
]
(10.186)
≤
n∑
l=N1
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l )− lEαm˜0
[L(Vm˜0 , T m˜0→m˜01 )] ≤ l
(
1
η2
− Eαm˜0
[L(Vm˜0 , T m˜0→m˜01 )]
)]
.(10.187)
où N1 =
[
n
(lnn)7
]
. On a le lemme suivant :
Lemme 10.2.13. Soit δ > 0 tel que δµ < 1 et soit (ρn, n ∈ N) une suite positive décroissante telle que
limn→+∞ ρn = 0, alors il existe n′3 ≡ n′3
(
δ, µ, ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 > Iη02 ]) ≥ n1 tel que pour tout n > n′3
et tout milieu α ∈ G′n, on a :
1
η2
− Eαm˜0
[L(Vm˜0 , T m˜0→m˜0)]+ ρn ≤ −δ(Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)])2 < 0 .(10.188)
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où
µ = 3 +
2
Q
[
ǫ0 < − Iη02
]
η0

 2e−
Iη0
4(
1− e− Iη04
)3 + (E2 + 3)(
1− e− Iη04
)2 + 3(E2 − 1)
1− e− Iη04

 ,(10.189)
avec
E2 = ln

R
ǫ
Iη0(Iη0 ∨ 1)(21E + 1)(
Q
[
ǫ0 >
Iη0
2
]
∧Q
[
ǫ0 < − Iη02
])
Q
[
ǫ0 >
Iη0
2
]

 ,(10.190)
E =
24R2| ln Rǫ |
σ2ǫ2
, R = 1000 .(10.191)
Preuve.
La preuve de ce lemme est identique à celle du lemme 10.2.10 ¥
Pour tout n > n′3 et tout α ∈ G′n, on peut donc appliquer l’inégalité de Markov exponentielle (Pαm˜0 [Y < −a] ≤
Eαm˜0
[
e−Y
]
e−a, a > 0) à 10.187, pour tout λ > 0 on a :
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l )− lEαm˜0
[L(Vm˜0 , T m˜0→m˜01 )] ≤ − lη′2
]
(10.192)
≤ Eαm˜0
[
e
λ
(
−L(Vm˜0 ,T
m˜0→m˜0
l )+lE
α
m˜0
[
L(Vm˜0 ,T
m˜0→m˜0
1 )
])]
e
− l
η′2
λ
,(10.193)
Par la propriété de Markov forte :
Pαm˜0
[
L(Vm˜0 , T m˜0→m˜0l )− lEαm˜0
[L(Vm˜0 , T m˜0→m˜01 )] ≤ − lη′2
]
(10.194)
≤
(
Eαm˜0
[
e
−λ
(
L(Vm˜0 ,T
m˜0→m˜0
1 )−Eαm˜0
[
L(Vm˜0 ,T
m˜0→m˜0
1 )
])])l
e
− l
η′2
λ
.(10.195)
On remarque que Eαm˜0
[
e
λ
(
−L(Vm˜0 ,T
m˜0→m˜0
1 )+E
α
m˜0
[
L(Vm˜0 ,T
m˜0→m˜0
1 )
])]
et Eαm˜0
[
e
λ
(
L(Vm˜0 ,T
m˜0→m˜0
1 )−Eαm˜0
[
L(Vm˜0 ,T
m˜0→m˜0
1 )
])]
ont des estimations similaires, on en déduit le résultat en effectuant les même calculs que dans la preuve de la
proposition 10.2.8 à partir de 10.143. ¥
On termine maintenant la preuve du théorème 10.2.1. En remplaçant les résultats des propositions 10.2.8 et
10.2.12 dans (respectivement) 10.83 et 10.84 on obtient pour tout ǫ > 0, tout δ > 0 tel que δµ < 1 (µ est donné
par 10.189) et tout n > n′0 ∨ n′′0 :
Pα0
[∣∣∣∣L(m˜0, n)n − 1Eαm˜0 [L(Vm˜0 , T m˜0→m˜0)]
∣∣∣∣ > δ
]
≤ 2
η0
1
F (ln lnn)2δn
+
2e−δn
1/2
δ
+O
(
1
(lnn)1/2
)
.(10.196)
Par définition on a :
Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
= x1 + x2 ,(10.197)
où
x1 = E
α
m˜0
[L(Vm˜0 , T m˜0→m˜0)] ,(10.198)
x2 = E
α
m˜0
[L(V c,rm˜0 , T m˜0→m˜0)] .(10.199)
m˜0 ∈ Vm˜0 donc x1 ≥ 1 de plus par la propriété 9.327 on sait que pour tout n > n1 et tout α ∈ G′n :
1 ≤ x1 ≤ µ(10.200)
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où µ est donné par 10.189. De plus la propriété 9.326 donne également que pour tout n > n1 et tout α ∈ G′n, :
x2 ≡ Eαm˜0
[L(V c,rm˜0 , T m˜0→m˜0)] ≤ 2f(n) ,(10.201)
où f(n) = [F (ln lnn)2] (F est donné par 10.147). On a :
1
x1 + x2
=
1
x1
− x2
x1(x1 + x2)
,(10.202)
soit n2 ≡ n2(µ, F ) tel que pour tout n > n2 :
x2
x1(x1 + x2)
≤ δ
2
.(10.203)
On obtient pour tout n > n2 :∣∣∣∣L(m˜0, n)n − 1x1 + x2
∣∣∣∣ > δ ⇔
∣∣∣∣L(m˜0, n)n − 1x1 +
x2
x1(x1 + x2)
∣∣∣∣ > δ(10.204)
⇒
∣∣∣∣L(m˜0, n)n − 1x1
∣∣∣∣ > δ − x2x1(x1 + x2)(10.205)
⇒
∣∣∣∣L(m˜0, n)n − 1x1
∣∣∣∣ > δ2 .(10.206)
On obtient donc pour tout n > n′0 ∨ n′′0 ∨ n2 :
Pα0
[∣∣∣∣L(m˜0, n)n − 1x1 + x2
∣∣∣∣ > δ
]
≤ Pα0
[∣∣∣∣L(m˜0, n)n − 1x1
∣∣∣∣ > δ2
]
(10.207)
≤ 2
η0
1
F (ln lnn)2δn
+
4e−
δ
2n
1/2
δ
+O
(
1
(lnn)1/2
)
,(10.208)
ce qui donne le théorème 10.2.1.
10.3 Conséquences sur le maximum des temps locaux et le lieu favori
de la M.A.M.A. (preuves des corollaires)
Commençons par une première conséquence directe du théorème précédent :
Corollaire 10.3.1. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, tout ǫ > 0 il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] ,
Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n0, et tout α ∈ G′n on a :
Pα0
[
L(m˜0, n) ≥ n
2µ
]
≥ 1− 4
η0
1
F (ln lnn)2δn
− (2µ)e− 12µn1/2 ,(10.209)
et Q [G′n] ≥ 1 − ǫ. F =
(
(21E+1)(Iη0∨1)Rǫ
(Q[ǫ0<−Iη0/2])1/2Q[ǫ0>Iη0/2]
)2
, µ = 3 + 2η0

 2e− Iη04(
1−e−
Iη0
4
)3 + (E2+3)(
1−e−
Iη0
4
)2 + 3(E2−1)
1−e−
Iη0
4

,
E2 = ln
(
R
ǫ
Iη0 (Iη0∨1)(21E+1)(
Q
[
ǫ0>
Iη0
2
]
∧Q
[
ǫ0<− Iη02
])
Q
[
ǫ0>
Iη0
2
]
)
, E =
24R2| ln Rǫ |
σ2ǫ2 et R = 1000.
Preuve.
Ce corollaire se déduit de la proposition 10.2.8 en prenant δ = 12µ . ¥
On donne maintenant quelques conséquences de nos résultats sur le maximum des temps locaux et le lieu favori
de la marche. On rappelle pour cela les définitions suivantes :
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Définition 10.3.2.
F¯(n) =
{
k ∈ Z, L(k, n) = max
j∈Z
{L(j, n)}
}
,(10.210)
L∗(n) = max
k∈Z
(L(k, n)) .(10.211)
10.3.1 Sur le maximum des temps locaux.
Corollaire 10.3.3. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, tout ǫ > 0 il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] ,
Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n0, et tout α ∈ G′n on a :
Pα0
[
L∗(n) ≥ n
2µ
]
≥ 1− 4
η0
1
F (ln lnn)2δn
− (2µ)e− 12µn1/2 ,(10.212)
et Q [G′n] ≥ 1− ǫ (voir l’expression de µ et de F dans le corollaire 10.3.1).
Preuve.
Ceci est une conséquence directe du corollaire 10.3.1. ¥
10.3.2 Sur le lieu favori de la M.A.M.A. .
Corollaire 10.3.4. Supposons H.1, H.2 et H.3, pour toute suite (δn, n ∈ N) positive décroissante telle que
limn→∞ δn(ln lnn)2 = ∞ et limn→∞ δn = 0, tout ǫ > 0 il existe n0 ≡ n0
(
ǫ, Iη0 , σ,EQ
[|ǫ0|3] , Q [ǫ0 < − Iη02 ] ,
Q
[
ǫ0 >
Iη0
2
] )
tel que pour tout n > n0, et tout α ∈ G′n on a :
Pα0
[
F¯(n) ⊂ Vm˜0
] ≥ 1− 8
η0
1
F (ln lnn)2δn
− (2µ)e− 12µn1/2 −O
(
1
(lnn)
)
,(10.213)
et Q [G′n] ≥ 1− ǫ, en particulier pour tout δ > 0 :
Pα0

 ⋃
k˜∗∈F¯(n)
{∣∣∣∣∣ k˜
∗
(lnn)2
−m0
∣∣∣∣∣ > δ
} ≤ 8
η0
1
F (ln lnn)2δn
+ (2µ)e−
1
2µn
1/2
+O
(
1
(lnn)
)
,(10.214)
avec Q [G′n] ≥ 1− ǫ. L’expression de F est donnée dans le corollaire 10.3.1.
Preuve.
10.213 est une conséquence de la proposition 10.1.2 du théorème, 10.1.1 et du corollaire 10.3.3 : fixons ǫ > 0,
par la proposition 10.1.2, en prenant γ = 11 on sait qu’il existe n1 ≡ n1
(
ǫ, Iη0 , σ,Q
[
ǫ0 >
Iη0
2
]
, Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n1 et tout α ∈ G′n on a :
Pα0
[
n⋂
k=1
{
Xk ∈
{
M˜ ′0, · · · , M˜0
}}]
≥ 1− 2E
(lnn)9
,(10.215)
où E = 24R
2| ln Rǫ |
σ2ǫ2 . Ainsi, pour tout n > n1 et tout α ∈ G′n :
Pα0
[
F¯(n) ⊂
{
M˜ ′0, · · · , M˜0
}]
≥ 1− 2E
(lnn)9
.(10.216)
On rappelle que l’on a décomposée la vallée minimale de la façon suivante :{
M˜ ′0, · · · , M˜0
}
= Vm˜0 ∪ V c,rm˜0 ,(10.217)
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avec
V c,rm˜0 =
{
M ′m˜0 ,M
′
m˜0 + 1, · · · , m˜0 − f(n)− 1, m˜0 + f(n) + 1, · · · , M˜0
}
,(10.218)
où f(n) = [F (ln lnn)2]. Or par le théorème 10.1.1, on sait qu’il existe n2 ≡ n2
(
ǫ, Iη0 , σ,Q
[
ǫ0 >
Iη0
2
]
, Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n2 et tout α ∈ G′n on a :
Pα0
[L (V c,rm˜0 , n) ≤ nδn] ≥ 1− 4η0
1
F (ln lnn)2δn
−O
(
1
lnn
)
.(10.219)
où (δn, n > 3) est une suite positive décroissante telle que limn→∞ δn(ln lnn)2 = ∞, et limn→∞ δn = 0. De plus
par le corollaire 10.3.3, il existe n3 ≡ n3
(
ǫ, Iη0 , σ,Q
[
ǫ0 >
Iη0
2
]
, Q
[
ǫ0 < − Iη02
])
tel que pour tout n > n3 et
tout α ∈ G′n on a :
Pα0 [L∗(n) ≥ µn] ≥ 1−
4
η0
1
F (ln lnn)2δn
− (2µ)e− 12µn1/2 .(10.220)
En prenant n0 = n1 ∨ n2 ∨ n3 on obtient 10.213 de 10.216, 10.219 et 10.220 car :
L (V c,rm˜0 , n) ≤ nδn
et maxk∈Z L (k, n) ≥ µn
}
⇒ F¯(n) * V c,rm˜0 ,(10.221)
et
F¯(n) * V c,rm˜0
et F¯(n) ⊂
{
M˜ ′0, · · · , M˜0
} }⇒ F¯(n) ⊂ Vm˜0 .(10.222)
De plus 10.214 est une conséquence directe de 10.213. ¥
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Les hommes ? Il en existe, je crois, six ou sept.
Je les ai aperçus il y a des années. Mais on ne
sait jamais où les trouver. Le vent les promène.
A. De Saint-Exupéry
Partie IV
Visualisation numérique d’une M.A.M.A.
récurrente
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Introduction
On a programmé une application qui simule une marche aléatoire unidimensionnelle sur un milieu aléatoire. Le
but dans un premier temps est d’avoir un support visuel au comportement de ces processus afin d’en étudier
les différents aspects (sous-diffusivité, localisation, concentration), et également de comparer les comportements
d’une M.A.M.A. et d’une M.A.R.S.. A terme cette application a pour but une étude statistique de ce modèle.
Présentation du Logiciel de Calcul
Le logiciel est simple d’utilisation avec une interface graphique générée par Matlab. La programmation a été
effectuée avec le langage C puis compilée pour Matlab. Ce procédé permet notamment un gain en temps de
calcul significatif. Selon l’étude que l’on décide de faire la fenêtre de simulation change légèrement, typiquement
on obtient :
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Dans cet exemple on veut comparer les comportements d’une M.A.M.A. et d’une marche aléatoire récurrente
simple (M.A.R.S. ) couplées (on donnera plus de détail dans le paragraphe suivant). L’utilisateur a la possibilité
de changer le nombre de pas (N) que les marches effectuerons et pour la M.A.M.A. le paramètre du milieu c’est
à dire le support de mesure de probabilité Q. Le germe permet à l’utilisateur de conserver ou pas une même
suite de valeurs aléatoires qui servent à la génération des deux marches.
Ces trois paramètres sont donc les trois valeurs typiques pouvant être modifiées par l’utilisateur et apparaissant
dans les différentes fenêtres de simulation.
Le générateur aléatoire est celui inclus au langage C, on ne s’est donc pas préoccupé des problèmes de dépendance
entre les valeurs pseudo-aléatoires générées par la machine.
On présente dans ce travail quelques simulations qui donne un support visuel aux comportements de la M.A.M.A.
que l’on a étudiée dans les parties II et III : la localisation et la concentration de la M.A.M.A. .
Visualisation d’une M.A.M.A.
Couplage entre une M.A.M.A. et une M.A.R.S. (localisation).
Dans les pages suivantes on compare les comportements d’une M.A.M.A. et d’une M.A.R.S.. En particulier on
met en évidence la sous-diffusivité et la localisation de la M.A.M.A. .
Le couplage entre la M.A.M.A. et la M.A.R.S. est effectué de la façon suivante : on commence par tirer une
première valeur α0 comprise entre 0 et 1, si cette valeur est acceptable compte tenu du paramètre du milieu,
elle constitue la probabilité de faire un saut +1 si la M.A.M.A. se trouve sur le site 0. On tire ensuite une valeur
ρ toujours entre 0 et 1, si ρ < α0 la M.A.M.A. effectue un saut +1 sinon elle effectue un saut −1, de même si
ρ < 1/2 alors la M.A.R.S. fait un saut à droite sinon un saut à gauche. Et ainsi de suite, le milieu aléatoire est
donc généré au fur et à mesure que la M.A.M.A. visite de nouveaux sites. On remarque que défini comme cela
α0 suit une loi uniforme, or on a :
EQ
[
ln
1− α0
α0
]
=
∫ 1
0
ln
1− x
x
dx = 0(10.223)
ainsi la M.A.M.A. obtenue est bien récurrente.
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Prenons N = 15000, le paramètre du milieu égal à 0.075, c’est à dire 0.075 ≤ α0 ≤ 0.925, et fixons le germe à
9, on obtient :
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Pour les valeurs empiriques on remarque sur cet exemple que la M.A.M.A. dont le minimum est égal à -40 et
le maximum à 4, diffuse beaucoup moins que la M.A.R.S. dont le minimum est égal à -297 et le maximum à
2, on remarque également que la trajectoire de la M.A.M.A. se concentre dans l’intervalle [-40,-20]. Si on inclut
le potentiel aléatoire dans notre analyse, on remarque également que la moyenne empirique de la M.A.M.A.
est proche de la valeur du minimisant absolu du potentiel aléatoire S (égale à 29). On voit également que le
couplage entre la M.A.M.A. et la M.A.R.S. s’efface dès que la M.A.M.A. atteint le point où elle se concentre.
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Gardons maintenant les paramètres précédents excepté N que l’on augmente jusqu’à la valeur 50000 :
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On remarque que le point de localisation de la M.A.M.A. s’est déplacé, il ne se trouve plus autour de -30 comme
pour N = 15000 mais plutôt autour de -70, on voit que le minimum absolu du potentiel s’est déplacé et se
situe également autour de -70 (-69 d’après la valeur empirique). On sait que ce phénomène est dû au fait que la
barrière de potentiel obtenue pour n = 15000 n’est pas assez importante pour retenir la marche un temps bien
supérieur à 15000, la M.A.M.A. franchit donc cette barrière et se retrouve rapidement emprisonnée dans une
nouvelle vallée. On remarque que la moyenne empirique de la M.A.M.A. (≈ −54) est en transition de la valeur
-29 vers la valeur -69 coordonnée du nouveau point de localisation.
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Augmentons encore N , on obtient alors :
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Il apparaît clairement que la M.A.M.A. diffuse beaucoup moins que la M.A.R.S. . Le graphique de gauche
confirme également le précédent : la M.A.M.A. se localise au niveau du point de coordonnée -69, on voit
d’ailleurs que la moyenne empirique de la M.A.M.A. est maintenant proche de -69 (-65 d’après la valeur empi-
rique). Il apparaît clairement, en outre, que l’effet du couplage de ces deux marches est totalement effacé.
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Jusqu’à présent, on a seulement joué sur le facteur temps, on obtient des configurations similaires si on change
le germe c’est à dire la suite de nombres pseudo-aléatoires générée par l’ordinateur. Par contre si on augmente
la valeur du paramètre du milieu, ce qui revient à imposer au potentiel de faire des plus petites fluctuations et
donc à la M.A.M.A. de se rapprocher de la M.A.R.S. , on obtient que la M.A.M.A. diffuse un peu plus tout en
restant localisée, par exemple, en prenant la valeur du paramètre du milieu égale à 0,35 tout en conservant N
à 500000, on obtient :
−600 −500 −400 −300 −200 −100 0 100
−2
−1
0
1
2
3
4
5
x 10
5
espace x
Potentiel Aléatoire S
x
 / M.A.M.A. X
k
 (1 ≤ k ≤ N)
−1000 −800 −600 −400 −200 0 200
0
1
2
3
4
5
x 10
5
espace x
M.A.R.S. R
k
 (1 ≤ k ≤ N)
Ici on s’est clairement rapproché de la M.A.R.S. puisque 0.35 ≤ α0 ≤ 0.65 on remarque que la M.A.M.A. diffuse
beaucoup plus que dans le cas précédent. On remarque également par rapport aux simulations précédentes que
le milieu fluctue beaucoup moins mais que cependant la M.A.M.A. reste localisée.
Dans le prochain paragraphe nous visualiserons le temps local de la M.A.M.A. ce qui mettra en relief les résultats
de la partie III sur la concentration de la M.A.M.A. .
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Temps locaux de M.A.M.A. et concentration.
Dans ce paragraphe on visualise les temps locaux de la M.A.M.A. . En prenant les mêmes paramètres utilisateurs
qu’à la première simulation, on obtient :
−40 −35 −30 −25 −20 −15 −10 −5 0 5
−14
−12
−10
−8
−6
−4
−2
0
2
4
espace x
Potentiel Aléatoire S
x
−40 −35 −30 −25 −20 −15 −10 −5 0 5
0
500
1000
1500
2000
2500
3000
3500
espace x
Temps locaux L(x,N)
On remarque d’abord que le lieu de localisation observé à la première simulation est caractérisé ici par les
trois plus grandes fluctuations du temps local, on remarque de plus, que ces trois maximums locaux du temps
local correspondent à trois minimums locaux du potentiel. Il apparaît aussi clairement que la M.A.M.A. reste
concentrée dans un voisinage de la valeur −29 dont la taille est inférieure à 10.
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Pour cette simulation on augmente le nombre de pas à 50000 :
−80 −70 −60 −50 −40 −30 −20 −10 0 10
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Potentiel Aléatoire S
x
−80 −70 −60 −50 −40 −30 −20 −10 0 10
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
espace x
Temps locaux L(x,N)
La M.A.M.A. a eu suffisamment de temps pour s’échapper de la vallée localisée entre -40 et -20, le point
de localisation de la marche s’est donc déplacé de la coordonnée -29 à la coordonnée -69. Parallèlement, on
remarque que le temps local est maximal dans un petit voisinage autour de -69, c’est à dire que la M.A.M.A. est
maintenant concentrée dans cette région. On remarque également que la coordonnée où le temps local atteint
son maximum est égale au minimum absolu du potentiel.
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On fixe maintenant N à 5.105, on obtient :
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x
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2
3
4
5
6
7
x 10
4
espace x
Temps locaux L(x,N)
ces graphiques confirment la concentration de la M.A.M.A. dans le voisinage du minimisant du potentiel aléatoire
(-69).
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Fixons maintenant N à 5.106
−400 −350 −300 −250 −200 −150 −100 −50 0 50
−25
−20
−15
−10
−5
0
5
espace x
Potentiel Aléatoire S
x
−400 −350 −300 −250 −200 −150 −100 −50 0 50
0
0.5
1
1.5
2
2.5
x 10
5
espace x
Temps locaux L(x,N)
dans ce cas la M.A.M.A. se trouve dans une phase de transition, cette phase est caractérisée par une différence
significative entre le minimum absolu du potentiel visité par la M.A.M.A. (-358 ici) et la coordonnée où le temps
local de la M.A.M.A. est maximal (-69 ici).
219
Terminons en prenant N = 107 :
−600 −500 −400 −300 −200 −100 0 100
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0
5
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Potentiel Aléatoire S
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x 10
5
espace x
Temps locaux L(x,N)
le point de concentration apparaît de nouveau très clairement en effet le temps local dans un petit voisinage
autour de -515 monopolise la quasi totalité du temps imparti à la marche.
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Conclusion et Projets de Recherche
Dans le présent travail nous avons mis en relief d’une part la localisation de la M.A.M.A. récurrente, c’est à dire
que pour un instant n fixé la M.A.M.A. se situe avec une probabilité proche de un dans le voisinage d’un point.
Ce point qui dépend uniquement du milieu et de n a été parfaitement défini par Y. Sinai (1982) et on connaît
également la distribution limite grâce aux travaux de H. Kesten ([56]) et A. O. Golosov ([38]) (1986). D’autre
part la concentration, c’est à dire, que si on regarde l’ensemble des points visités par la M.A.M.A. entre l’instant
0 et l’instant n, on remarque que c’est dans une région négligeable devant (lnn)2 que la M.A.M.A. passe la
quasi totalité de son temps. C’est cet aspect que nous avons appelé "concentration" et qui constitue la partie
originale de cette thèse. Grâce à ce résultat nous avons montré la convergence en probabilité du temps local au
point de localisation m˜0. Ces résultats ont abouti à des conséquences directes sur le maximum des temps locaux
ainsi que sur le lieu favori de la M.A.M.A. . On donne maintenant quelques perspectives de recherche :
Sur la M.A.M.A. unidimensionnelle.
Pour le temps local
Conjectures "trempées" : La première conjecture que nous faisons est qu’avec une Q probabilité aussi
proche de 1 que l’on veut,
m˜0 ∈ F¯(n), avec une Pα probabilité tendant vers 1.
où F¯(n) est l’ensemble des lieux favoris de la marche. Un résultat naturel qui apparaît suite à ce résultat, est le
suivant, soit k∗ ∈ F¯(n) avec une Q probabilité aussi proche de 1 que l’on veut :
L(k∗, n)
n
→ 1
Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T m˜0→m˜0)
] en Pα probabilité ,
Ceci suggère d’étudier précisément la Q v.a Eαm˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
qui dépend uniquement du milieu
et dont on connaît explicitement la forme. On rappelle de plus que H. Kesten ([55]) donne une caractérisation
des v.a. m˜0, M˜ ′0 et M˜0 que l’on voit apparaître explicitement dans E
α
m˜0
[
L(V{M˜ ′0,m˜0,M˜0}, T
m˜0→m˜0)
]
.
Question "recuite" : Nous aimerions préciser avec une probabilité égale à 1, le plus petit voisinage autour
de m˜0 dans lequel la M.A.M.A. est concentrée, c’est à dire, trouver le plus petit voisinage V de m˜0 tel que
L (V, n) ≥ n(1− δn) P. p.s.,
avec limn→+∞ δn = 0.
Sur la marche transitoire sous-balistique :
Enfin une dernière remarque pour le temps local sur la marche transitoire sous-balistique : bien que celle-ci soit
transitoire les résultats récents de N. Ganter et Z. Shi [35] montrent que le maximum des temps locaux de ce
processus peut être très grand. Bien entendu un phénomène de concentration ne se pose pas car la marche est
transitoire, par contre ce résultat suggère qu’il doit exister un point tel que si l’on prend un voisinage V autour
de ce point, négligeable devant la distance parcourue on ait qu’il existe 0 < η < 1 tel que L(V, n) ≥ ηn en Q et
Pα probabilité.
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La M.A.M.A. comme modèle de prévision ?
Le dernier point suivant que nous sommes en train de formaliser a été motivé par les simulations numériques que
nous avons effectuées mais qui ne sont pas présentes dans ce travail de thèse. On a remarqué qu’il existait des
liens extrêmement étroits entre certaines fonctions du temps local en un point quelconque de la vallée minimale
{M′0, m˜0, M˜0} et la valeur du potentiel aléatoire en ce même point. Ce lien est tel que l’on peut reconstruire la
quasi totalité du potentiel aléatoire dans la vallée {M′0, m˜0, M˜0} en connaissant uniquement le temps local de la
M.A.M.A. en ces points. En plus de connaissances nouvelles apportées à la compréhension du comportement de
la M.A.M.A. , cet aspect fait apparaître naturellement un modèle de prévision qui pourrait avoir de nombreuses
applications en physique, biologie, finance ...
Généralisation des résultats
Résultats de la partie III
La méthode que nous avons utilisée dans la partie III pour étudier le temps local s’applique également si on
substitue l’hypothèse H.3 par l’hypothèse H.6 utilisée dans la partie II. Cependant il faudra modifier une partie
des calculs car ils sont basés sur le fait que la v.a. ln 1−α0α0 est bornée ce qui ne sera plus le cas avec H.6.
Les résultats obtenus avec cette hypothèse devraient cependant être très similaires à ceux obtenus avec H.3.
Si maintenant on veut travailler simplement avec un milieu stationnaire ergodique, ce qui signifie se passer
totalement de l’indépendance des v.a. (αi, i ∈ Z), alors il faudra revoir une grande partie de la méthode de
calcul (sur le milieu aléatoire) ce qui n’empêchera pas de conserver l’idée des différentes preuves.
Questions avec une hypothèse de régularité faible :
On rappelle que avons introduit les deux hypothèses suivantes
EQ
[
ln
1− α0
α0
]
= 0 ,(H.1)
VarQ
[
ln
1− α0
α0
]
≡ σ2 > 0 .(H.2)
que nous avons appelé hypothèses nécessaires. A ma connaissance peu de chose ont été étudiés avec uniquement
ces hypothèses et σ2 < ∞, (avec bien évidemment l’hypothèse d’un milieu i.i.d.). Voilà la question que l’on se
pose : peut-on montrer facilement que la M.A.M.A. est localisée ? Un des résultats que nous pensons fermement
est que le point de localisation et de concentration sont confondus et donc que trouver le point de localisation
revient à trouver le point de concentration. Il suffit donc d’étudier le temps local, ceci peut nous aider car le
temps local est généralement moins délicat à traiter que la M.A.M.A. elle même. Le temps local nous permet
en effet d’oublier qu’il existe une chronologie dans les événements successifs d’un processus qui est une source
de problèmes supplémentaires.
Sur la M.A.M.A. multidimensionnelle
Dans ce travail de thèse nous avons discuté uniquement d’un modèle de M.A.M.A. unidimensionnelle. Cependant
de très nombreux travaux ont été effectués en dimension supérieure à 1 (quelques uns d’entre eux apparaissent
dans notre bibliographie), nous souhaiterions donc dire quelques mots sur ces modèles. La généralisation du
modèle unidimensionnelle en dimension supérieure est source de très nombreux nouveaux problèmes, la preuve
en est qu’en dimension 2 il n’existe pas de critère de récurrence dans le cas général ! Nous disons, cas général,
car la marche de Y. Sinai en dimension quelconque existe : on pourrait l’appeler la marche de "Durrett" [32].
R. Durrett construit un potentiel aléatoire de manière à ce que la M.A.M.A. (en dimension quelconque) qu’il
construit soit réversible comme l’est celle de Y. Sinai en dimension 1. Il obtient ainsi un critère de récurrence
et montre que dans le cas récurrent le processus est sous-diffusif.
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Voici les questions qui nous intéressent :
Que peut on dire du temps local de la M.A.M.A. de R. Durrett et existe-t-il un phénomène de concentration
dans le cas récurrent ?
L’étude du temps local en dimension 2 peut-elle nous aider à trouver un critère de récurrence dans le cas
général ?
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Bref Souvenir
Je te propose de ne plus penser,
Laissons le temps nous retrouver.
Une exigence tu as : être là,
Qui sommes nous au-delà ?
Toi tu regardes, tes yeux aveugles,
Interdisent couleur et beauté.
Seul sur ce chemin, tu règles,
Tes différents de l’être aimé.
Non tu ne dois plus penser,
Tes yeux trahissent la douleur,
Comment en reconnaître la valeur ?
Au pouvoir de création laissé.
Tu marches sous un ciel grisé,
Acceptant ton échec face au réel,
Garde contre toi ce qui scelle,
Ton appartenance à l’humanité.
A.P.
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