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ABSTRACT 
Let A be a nonsingular n x n matrix over the integers. L = L(A) denotes the lattice 
whose elements are combinations with integer coefficients of the rows of A. L is cyclic 
if it can be defined in the modular form L = {x = (Xi) : XaiXi = 0 (mod d)] where the 
ci’s and d are integers and 0 5 Ui < d. Let L. Lt, &(i?) be lattices over the integers. 
L = Lt L2 is a factorization of L if every element of L is a combination of the rows of 
B such that the vector of combination coefficients is in L1, and B is a nonsingular n x n 
matrix. The following results are proved: Every lattice can be expressed as a product of 
cyclic factors in polynomial time; every cyclic lattice can be factored into “simple” (term 
explained in the text) factors in polynomial time; every simple lattice can be factored 
into “prime” factors in polynomial time if a prime factorization of the determinant of its 
basis is given. In addition we provide polynomial algorithms for the following problems: 
transform a cyclic lattice given by a basis into a modular form and vice versa; find a basis 
of a finite modular lattice, given in modular form. 
1. INTRODUCTION AND MOTIVATION 
A lattice in R”, the Euclidean n-space over the integers, can be defined as a set 
of n-dimensional vectors with integer coordinates which is closed under addition 
and subtraction. 
*Most of the results shown in this paper are based on part of the M.Sc. thesis of the second 
author, done under the supervision of the first author and submitted to the Senate of the Technion. 
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Such lattices have a rich structure and have many applications. They have been 
studied in connection with the general subject called “geometry of numbers” [5, 
71. In the past 10 years or so, some algorithmic aspects of lattices have been inves- 
tigated in connection with various important problems, e.g. factoring polynomials 
with rational coefficients [9], integer programming [lo], finding the distance of 
codes [4, 11, 121, etc. 
A basis for a lattice is defined to be a set of linearly independent elements 
of the lattice such that every element of the lattice is a linear combination, with 
integer coefficients, of those elements. Usually a lattice is defined by a matrix 
with integer entries, whose rows form its basis. Reduced bases have been defined 
in several ways (e.g., a base is reduced if the product of the lengths of its vectors 
is minimized), and base reduction algorithms have been introduced [9]. Another 
important algorithmic problem considered in the literature is the problem of finding 
the shortest vector of a lattice [6, 81. 
A lattice in n-space is of full rank if the linear space generated by its elements 
is of dimension n. 
The following definitions will be used in the sequel. 
DEFINITION 1. A lattice of full rank is called cyclic if it can be represented 
in the form 
L(a1,. . . , a,, d) = X = (Xi): ka,X, = O(mod d); 
i=O 
gcdh,..., a,,d)=l;O<Ui<d,Ui,d,XjEZ,lii<n 
A representation as above for L will be called a cyclic representation. Cyclic 
lattices and their representation have been investigated by Paz and Schnorr [ 131. 
Their cyclic representation reduces the number of parameters needed for repre- 
senting L from n2 parameters (required for specifying a basis) to n + 1 parameters, 
namely ur , . . . , a,, d. 
DEFINITION 2. Aflnite lattice Ld is called modular if it can be defined as 
below: 
Ld = x = (Xi): k,iXi G O(mod d), 
i=l 
gcd(ul,...,u,,d)= l;O(~i,~i<d,ui,d,xi~Z,l(i~n 
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A representation as above for Ld will be called a modular representation. 
Notice that the finiteness of a modular lattice is reflected in the condition that 
05xi <d,forallx=(xt ,..., nn)ELd. 
For a given modular lattice Ld, a modular basis for Ld is a set of elements in 
Ld such that every element in Ld iS a modular combination of its elements with 
modulus d and the coefficients of combinations ci satisfy 0 5 ci < d. 
DEFINITION 3. Let L, L1 , L2 be lattices (over the integers). L1 L2 is a fac- 
torization of L (notation: L = L1 L2) if and only if 
L={w=wlA:wl~L1; therowsofAareabasisforL2). 
Three polynomial-time factorization algorithms are given in this paper. The 
first algorithm factors a lattice, given by a basis B, into cyclic factors. The factor 
lattices produced by the algorithm are provided explicitly in both forms, by a 
basis and by a vector a = (ai) of coefficients defining the corresponding modular 
equation C aixi z O(mod d). 
The second algorithm factors acyclic lattice, given in modular form, into simple 
and cyclic lattices. A simple lattice is a lattice which can be defined by a basis 
matrix which is equal to the unit matrix except for one column, whose diagonal 
element is equal to a divisor dl of d (the modulus of the modular equation defining 
the lattice at input) and whose off-diagonal elements are nonnegative and less than 
dl . The factor lattices produced by this algorithm are also provided in both forms, 
by a basis matrix and by a vector of coefficients. 
Both algorithms can be applied in sequence, resulting in the factorization of a 
given lattice into cyclic and simple lattices. If B is a basis of the given lattice and Bi 
are bases for its factors, then the determinant of B, in absolute value, is equal to the 
product of the determinants of the Bi’s in absolute value-as should be expected. 
On the other hand, the algorithms do not require, or provide, a factorization of 1 B 1 
into prime factors. 
The first algorithm can be used in order to get a modular representation for a 
cyclic lattice when it is given by a basis. The second algorithm provides a basis 
for a cyclic lattice when given in a modular form. The two algorithms can be used 
therefore in order to transform one form of representing lattices into the other (by 
a basis or by a modular equation). 
Assume that B is a simple basis for a lattice. L, and assume that a factorization 
of 1 B) = d into prime factors is given. A third factorization algorithm is shown 
in Section 8, factoring L into simple factor lattices such that if Bi is a basis for Li 
then 1 Bi I is prime. 
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This algorithm requires the factorization of d into prime factors. If such a 
factorization is provided for d = 1 B 1 and B is a basis for a general lattice L, then, 
by applying all three algorithms in sequence, we can factor L into a sequence of 
factor lattices Li such that each Li is cyclic and simple and the determinant of its 
basis is equal to a prime factor of d. 
In the last section of the paper we show how to use the second algorithm in order 
to find a modular basis for any given modular lattice, except for two degenerate 
cases [a = (ai) has a single nonzero element, or it has exactly two such elements 
and one is the modular negative of the other]. 
The above algorithms provide a factorization into simple factors of any given 
lattice of full rank. It is hoped that such a factorization will provide some new 
techniques for dealing with the problems mentioned at the beginning of this intro- 
duction (basis reduction, finding short vectors, etc.). 
2. PRELIMINARIES 
Lattices considered in this paper are sets of vectors with integer coordinates in 
n-dimensional Euclidean space, closed under addition and subtraction. A lattice 
is offull rank if the linear space generated by its elements is of dimension n. A 
basis for such a lattice is a set of n vectors which belong to the lattice and such 
that every vector in the lattice is a combination, with integer coefficients, of its 
elements. If a lattice L of full rank is given by a basis, then the vectors forming 
the basis will be given as rows of an n x n nonsingular matrix B and the lattice 
will be denoted by L(B). 
Let L1 and L2 be lattices. L1 refines L2 if L2 5 Ll. 
Let L1 and L2 be lattices of full rank, and let B1 and BZ be corresponding 
bases. L1 is a right factor of L2 if CB1 = B2 for some matrix C with integer 
entries. 
Trivially L1 is a right factor of L2 if and only if LI refines L2. 
A matrix will be called unimodulur if it has integer entries and its determinant 
is equal to f 1. Trivially, the inverse of a unimodular matrix is unimodular. 
A lattice may have many bases, but, as is easy to prove and well known, B1 
and B2 are bases for the same lattice iff there exists a unimodular matrix U such 
that B1 = U B2. It follows that the determinants of all bases of a given lattice are 
equal to one another. Thus, the determinant of a basis of a lattice L is an invariant 
OfL. 
In the sequel we shall consider lattices of full rank unless otherwise specified. 
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3. A FACTORIZATION ALGORITHM 
Let L be a lattice given by a basis B. Our first goal is to provide an algorithm 
for factoring L into a sequence of cyclic lattices L 1, . . . , Lk. For each i, 1 5 i 5 k, 
the algorithm will provide a sequence of integers ai 1, . . . , ai,, di and a basis Bi 
such that Li = L(u~ 1, . . . , ai,, di) = L(Bi) and such that IdI = Idi . . .&I, where 
d is the determinant of B = Bk&_1 . . . Bl. 
Notice that if I B I = f 1 and B has integer entries, then B-’ is also a matrix 
with integer entries, implying that B-‘B = Z is a basis for the same lattice. 
Such a lattice must therefore coincide with the lattice of all vectors with integer 
coordinates. This lattice will be called the natural lattice. 
The natural lattice will be considered as a cyclic lattice, by definition, since it 
can be defined in the form 
zn = (Xl, . . 1 .,+):xxr =O(modl)] 
Notice that the coefficients of xi in the above summation are all equal to 1 and do 
not satisfy the requirement that ui < di (since ui = 1 = di). 
ALGORITHM CF (Cyclic factorization). 
1. 
2. 
3. 
4. 
5. 
i 
Given B, find d := IBI, set d := ldl; U := B. 
If d = 1 return (at,. . . ,a,) = (1, . . . . l),d := 1, B := Z {L(B) = 
L(Z) = L(l,. . . , 1); L(B) is cyclic by definition} else continue. 
Compute the matrix dU_’ ; then reduce its entries to nonnegative integers 
modulo d. Denote the resulting matrix by W. 
Let wT = (wt ... w,,)~ be any nonzero column of W. (Such a column 
exists; see Lemma 1.) Compute g = gcd(wl, . . . , wn, d); set i := 1. 
While g > 1 do 
5.1 
5.2 
5.3 
5.4 
begin 
Reset(w;,..., u&d’) := (l/g)(wl,. . . , ~2, d). 
Find a unimodular matrix R’ such that 
(Such a matrix can always be found; see appendix.) 
Denote by R the matrix derived from R’ by removing its last row and 
its last column 
OUtpUt (ail, . . . . Ui,, di) I= (Wi, . . . . Wi, d’), Bi = R; {Li = 
Li(Bi) = Li(ail, . . . , ain di)}. 
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5.5 Find a matrix V with integer entries such that VR = U. 
5.6 Reset W := (l/d’)RW modg; U := V := lJR-‘; d := 
g; i := i + 1. 
5.7 Let tJ = (wt ... w,)~ be any nonzero column of W. Compute 
g := gcd(wt, . . . , w,,, d) 
End (while); 
6. Output (ail,. . . ,~in, di) := (~1, . . . , wn,d); Bi = U; {Li = Li(wl, . . . , 
wn, 4 = LitBill. 
End of algorithm. 
4. PROOF OF CORRECTNESS AND COMPLEXITY 
LEMMA 1. The matrix W as dejned in step 3 contains at least one nonzero 
column, and all its entries are integers. 
Proo$ By Cramer’s rule every entry U-’ has the form z/d. Given that 
the absolute value of the determinant of U is IdI > 1, the absolute value of 
the determinant of U-’ is less than 1, implying that at least one entry in U-’ 
is not an integer. Assume this entry to be u/b. In W this entry changes into 
d (a/b) mod Id I. If in W this corresponding entry is equal to zero, then d (a/ b) = 
kd for some nonzero integer k. But this implies that a/b is an integer, contrary to 
our assumption. ??
Lemma 1 justifies step 4 of the algorithm. 
LEMMA 2. The lattice L(wl, . . . , wn , d) refines the lattice L(B), where B and 
w 1, . . . , w,, are as defined in steps 1 to 4 of the algorithm. 
Pro06 Assume that the jth column of W is a nonzero column, and let yT 
be the jth column of dU-‘. Then Uyr = de;, where e; is the vector whose jth 
entry is equal to one and all other entries equal to zero. Let y = (yr . . . yn), and set 
Wi = yi modd. Then wT = (~1 ..- w,)= is the jth column of W, and we have 
that UwT = dkT, where k = (ki) is a vector of integers. As U = B = [bii] the 
above equality implies that cj bij wj = kid, 1 ( i 5 n, SO that the elements of 
the basis of L(B) represented by the rows of B, and any combination with integer 
coefficients of those elements are in L (w 1, . . . , wn , d). ??
LEMMA 3. Let R be the matrix dejined in step 5.3 of the algorithm. Then 
L(R) = L(w;, . . . , w:,,d’). 
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Proo$ Let(b’i.1,. . . , b’i+ n+r) be the ith row, 1 5 i 5 n, of R’. Then, by the 
definition of R’, we have that cyZ1 bij Wj +bf,d = 0, implying that (bi 1, . . . , bin), 
the ith row of R, is in L(w;, . . . , w;, d’). 
To prove the other direction notice first that R’ is invertible over the in- 
tegers by its definition, and that the last column of (R’)-’ must be equal to 
(w; . . . WA, d’)T, again by definition (see step 5.2). Let (cl . . . c,) = c be any vec- 
torinL(w;,..., WA, d’). Then c satisfies cy= 1 cj w’ + kd’ = 0 for some integer 
k. Therefore (cl . . x,k)(R’)-’ = (ml . . . m, 0), where k and the mi ‘s are inte- 
gers, since the entries of (R’)-’ are integers and its last column is (wi . . . wh d’). 
Itfollowsthat(ct.S.c,k) = (ml... m,, O)R’, and the vector c is shown to be a 
combination, with integer coefficients, of the rows of R (the coefficient of the last 
row of R’ in the combination is zero, and the last column of R’ is deleted). W 
REMARK. Finding a matrix R’ as required in step 5.2 can be done via any 
extended Euclidean algorithm of Blankinskip type (see appendix), given that 
gcd(w;, . . . , w;, d’) = 1, as is the case after step 5.1. 
LEMMA 4. Let R be the matrix defined in step 5.3 of the algorithm. Then 
[RI =d’=d/g. 
Proo$ By definition 
R’= R aT 
[ 1 b c ’ 
where aT and b are vectors of integers and c is an integer. Consider the equation 
R’x = (0. . . 0 l)T. By Cramer’s rule we have that 
0 
1 R: 
‘,+l=IR’I 
[ 1 ,j =IRj, b 1 
since IR’I = 1. 
By definition (step 5.2) 
so that (~1. .-x,+I)~ = (w’ ... w; d’) satisfies the equation R’n = (0. . . 0 l)T. 
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It follows that xn+r must be equal to d’, and it must be equal to 1 RI (by Cramer’s 
rule), so that 1 RI = d’. ??
LEMMA 5. Let V be the matrix defined in step 5.5 of the algorithm. Such a ma- 
trix can be found, and it has the properties that g V-’ mod g = (1 Id’) R W mod g, 
where W is deBned in step 3 and R is dejned in step 5.3, and it has integer entries. 
Proof U = B (step 1) and VR = U. From IRI = d’, IUI = IBI = d we 
get that IV1 = d/d’ = g. Trivially L(wr, . . . , wn, d) = L (uI;, . . . , IO;, d’), 
by the definitions and by the fact that (w; , . . . , WA, d’) = (l/g)( wr , . . . , w,, d), 
where g = gcd(wl, . . . , w,,, d). From Lemmas 2 and 3 we get therefore that 
L(R) = L(w;, . . . , WA, d’) refines L(U) = L(B). It follows that R is a right 
factor of U, so that a matrix V with integer entries such that V R = U can be found. 
Now, since RU-’ = V-’ it follows that (g/d)RdU-’ = g V-'. There- 
fore gV-‘modg = (g/d)RdU-‘modg = (l/d’)R(W + dE)modg = 
[(l/d’)RW + gRE](modg) = (l/d’)RW(modg), where E is a matrix with 
integer entries (by the definition of W), and d = d’g. ??
REMARK. Since gV_’ is a matrix with integer entries, it follows that 
(1 /d’) R W has the same property and, by Lemma 1, (1 /d’) R W mod g must have 
a nonzero column. The correctness of the algorithm follows from the above lem- 
mas. At iteration i of the while loop the lattices L(U) is factored into a cyclic 
right factor L(R) = L(at 1, . . . , ai,, di ) and a left factor L(V), which is the L(U) 
of the next iteration, and I V I divides I U I. 
After at most log;! I B I iterations the algorithm halts with a cyclic leftmost factor 
(step 6). All through the computation the algorithm produces matrices and vectors 
with integer entries. 
LEMMA 6. The number of arithmetical operations involved in the CF algo- 
rithm is O((n3 + log d) log d), and the magnitude of the intermediate results is 
0 (max(n2kf2”, nd”)), where A4 is the maximal entry, in absolute value, of the 
matrix B at input. 
Proof Finding the determinant of B (step 1) and computing dU_’ (step 3) 
can be done in 0 (n3) operations with intermediate results bounded by n2A4&; see 
the algorithm of Edmonds [3]. 
The entries of the vector whose gcd is to be found at step 4 are bounded 
by d. The number of operations involved in the finding of the gcd is therefore 
O(logd + n) with the intermediate results bounded by d; see Bradley [2]. 
The number of iterations of the while loop 5 is bounded by log d. 
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Step 5.1 is O(n). 
Step 5.2 is 0 (n3 + log d) with intermediate results bounded by nd”; see appendix. 
Step 5.5, 5.6, and 5.7 are 0(n3) with intermediate results bounded by 
nd3. ??
REMARK. The vectors (ai 1, . . . , ain, di), output at step 6, have nonnegative 
entries and aij < di for all i and j. 
5. A SECONDARY FACTORIZATION ALGORITHM 
A matrix over the integers whose determinant is equal to d will be called d- 
simple if it is a unit matrix except for one column whose diagonal element equals 
d and whose off-diagonal elements are all nonnegative and less than d. 
We provide now an algorithm for factoring any given cyclic lattice 
L(a1,...,&2, d) into a sequence of cyclic lattices L 1, . . . , Lk such that the lattice 
Li in this sequence is represented by a d-simple matrix whose rows are its basis, 
andd =dkdk_l...dl. 
We precede the algorithm with a simple procedure. 
DEFINITION. Given two integers a, b > 0, the greatest uncommon divisor 
of a with regard to b [notation gud(u, b)] is the greatest integer at such that al 
divides a and gcd(al , b) = 1. 
Notice that this definition is not symmetric with regard to a and b. 
To find the gud of u with regard to b we can use the following procedure. 
PROCEDURE gud(u, b). 
1. Compute g := gcd(u, b); 
2. While g > 1 do begin 
a := u/g; 
g := gcd(u, b) 
end; 
3. output a. 
REMARK. The complexity of finding the gcd is logarithmic in the magni- 
tude of the numbers involved, and the number of iterations of the while loop is 
logarithmic in a. The complexity of this algorithm is therefore 0 (log2 a). 
256 AZARIA PAZ AND MODY LEMPEL 
Notice that if gud(a, b) = u then gcd(u, b) = 1. 
The main algorithm is now described. 
ALGORITHM SF (Simple factorization). Input (a:‘), . . ) ap, d(O)) := 
(al,.*., a,, d) such that 0 i ~11 < d for 1 i 1 F n, some al are positive for 
1 I 1 I n, and gcd(u1, . . . , a,, d) = 1. (These properties hold true for the 
vectors output by the CF algorithm at step 6.) 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
Set i := 1, j := 1; 
While u!j-l) = 0 or gud(&-l), u!j-l)) = 1 set i := i + 1; 
setdj :I g&(d(j-‘), u!.ipl) ),outputdj {nowdj > lbutgcd(dj,uy-‘)) = 
1, by definition}; 
Define the dj-simple matrix A(i) = [sj/‘] as the unit matrix except for its 
ith column, whose diagonal element is equal to dj and whose off-diagonal 
elements are s(i) _(,(j-1) (j-1) I,= 1 /q )moddi, 1 5 1 5 n, 1 # i; output 
A(j); 
Reset 
.:j) ._ L 
‘- dj ( 
,~/)&-l) +,:j-1) , 
I > 
lslin, l#i 
$1 
I 
:= p-1) 
I ( 
1 = _&-l) 
dj ’ 
, since sii = dj 
I 
d(j) := d(i-l)/dj; 
Output &) = 
( 
aIj), . . . , au)) {&) = (l/dj)A(j)u(jpl)}; 
If d(j) > 1 then set j := j + 1, i := i + 1 and go to 2; 
Halt. 
6. PROOF OF CORRECTNESS 
The correctness of the algorithm follows from the lemmas proven below. 
The number of iterations of the algorithm is finite, as will be shown in the 
sequel. 
LEMMA 7. For 0 5 j ( k, where k is the number of iterations of the algorithm: 
(a) gcd(@), . . . , a;‘), d(j)) = 1. 
(b) For j 2 1,1 5 1 5 n, ifgud(d (i-l), ~(j-t)) = 1 thengud(&), @) = 1, 1 
and 
(c) ifa?-‘) = 0 then uy’ = 0. 
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Pro05 Part (a) of the lemma is proved by induction. It is true for j = 0 
by assumption. Assume by induction that gcd(a(j-l), 8-l)) = 1. If gcd(a(i), 
d(j)) = g > 1, then, by definition (see step 4) d#) (i) (j-t) = sri ai + .:j-l) and 
&) = a!jwl) for some i. Thus g divides .I(‘) and .!‘-l) = .!j), implying that 
g’divides’ @-l), 1 4 1 I n. Also d(j-‘) = d(j)dj, so that if g divides d(j) then 
it divides d(j-‘). Thus g divides all the entries of u(j-l), and g divides d(j-*), 
contradicting the assumption that gcd(a(j- ‘), d(j- ‘I) = 1. 
Part (b) of the lemma follows from the following considerations: 
From the definitions of dj and d(j) (steps 3 and 5) it is clear that dj and d(j) 
are relatively prime, and it is easy to see that iff gud(d(j-l), .l(j-‘)) = 1 then all 
the prime factors of d(j-l) are factors of a?-‘). For the given iteration j - 1 let 
i be the index for which the equalities below hold: 
djay’ 1 # i. 
By the definition and by our assumption, dj contains all the prime factors of 
d(j-l) which are not factors of .!j-l), so that all the prime factors of d(j) = 
d(j-‘)dj are factors of a!‘-‘) 
of d(j) are factors of .l(j”), ’ 
and are not factors of dj . Also all the prime factors 
1 # i [since d(j) divides d(j-‘) and we assumed that 
gud(d(j-l), $-l)) = 11. 
So all the prime factors of d(j) divide the right-hand side of the equation 
defining dj a?). Since the prime factors considered do not divide dj, they must 
divide a?) in the left-hand side of the equation. It follows that gud(d(j), a?‘) = 1 
for 1 # i. If I = i then gud(d(j-l), .!j-l)) = dj > 1, by our assumption, and 
therefore the antecedent of property (b) does not hold for 1 = i. This completes 
the proof of property (b). 
The prove part (c) of the lemma notice that if .y-l) = 0 then s::) = 0 (step 
4) which implies that a?) = 0 (step 5) for 1 # i, where i is the index satisfying 
.!i) = .!j-t) at the jth iteration. It follows from step 2 that al (j-l)#OforZ=i, 
sb that the premise of property (c) does not hold for 1 = i. The proof of lemma 7 
is now complete. W 
Consider now the jth iteration of the algorithm. Since gcd(a(i-I), d(j-l)) = 1 
[by property (a) of Lemma 71, it follows that every prime factor p of d(j-l) fails 
to divide some entry .I(j-l) # 0 of&-l), implying that gud(d(j-l), .:j-l)) 2 1 
for that particular 1. 
Moreover, the smallest index I satisfying gud(d(j-‘), a?-‘)) > 1 is bigger 
than the smallest index 1’ satisfying gud(d(jm2), aI!JW2)) > 1, as follows from 
properties (b) and (c) of Lemma 7 and from the fact that gud(d(j-l), a!!-‘)) = 1 
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(since d(j-l) = d(j-2)/dj_1, dj-1 contains all the factors of d(je2) which divide 
(j-2) 
9’ 
, and a;/-‘) = a::j-2) by step 5 of the algorithm). 
It follows that step 3 of the algorithm provides a divisor dj > 1 of d(j-l), 
provided that d(j-‘) > 1, so that in the end d = d(O) = dld2. . . dk, where k is the 
number of iterations. 
It is also clear from the above considerations that the number of iterations is 
bounded by n (the running index i in step 2 grows at every iteration and i 5 n) and 
is also bounded by log2 d(O) (d(j) decreases by a factor of at least 2 at every itera- 
tion). To complete the correctness proof we must show that the lattices L(A(j)), 
where A(j) are the dj-simple matrices output at step 4, provide a decomposition 
of L(a(O), do). This is done in the next lemmas. 
Define the lattices Lj and Cj as Lj = L(a(j-l) , dj), j > 1, Cj = 
L(a(j), d(j)), j > 0, where the dj’s are as defined in step 3 of the algorithm. 
LEMMA 8. Lj = L(A(j)), where A(j) is the matrix dejned at step 4 of the 
algorithm. 
Proo$ Extend the matrix A(j) into an (n + 1) x (n + 1) matrix B(j) which 
satisfies the equation below: 
1 S1.i h 
. . 
1 Si-1.i Ki’_, 
dj 
_,(j-1) 
Si+l,i 1 kf+l 
Sn, i 
X 
. . 
1 kn 
Y 
- (j-l)- 
a1 
a;j-l) 
_ di _ 
= 
0- 
0 
l_ 
(*> 
B(i) ( .jj-‘) . . . aAj-l)dj)T = (0.. .o l)T. 
The matrix B(j) is constructed as follows: The upper n x n main diagonal 
block of B(j) is the matrix A(j); x and y are two integers such that 
xa!j-‘) + ydj = 1, b(i) n+l, i = x, 
b(j) 
I n+l,n+l = y. 
Such integers exist because, by definition, 
gcd (a,(j-l), dj) = 1, 
b(i) 
n+l,l =o for Z#iandZ#n+l, 
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kl = -(l/dj)(@-‘) + ,I(&o-‘) ), I # i. By the construction of A(j) we have 
that $-t) + ,//),!j-l) = 0 (mod dj) and therefore kt is an integer. 
It is easy to verify now that the matrix B(j) constructed as above satisfies the 
equation (*). 
It is also easy to verify that the determinant of B(j) is equal to ydj+ xa!i-‘) = 
1 (develop the determinant by its last row) and B(j) is therefore a unimodular 
matrix, implying that (B(j))-l is a matrix with integer entries. Moreover, since 
B(j)(@))-’ = I and B(j) satisfies the equation (*), the last column of (B(j))-l 
must equal (,Ij-l) . * .aij-‘)dj)T. 
Let w = (wt ... w,) be a vector in Lj. Then (w, u(j-l)) zz 0 (moddj) where 
( , ) denotes scalar multiplication of vectors. There is therefore an integer k such 
that ((WI . . . w,k), (afi-” . . .a:‘-‘) dj)) = 0, and since (,l(j-l) . .aij-‘)dj)T is 
equal to the last column of (B(j))-l, we have that 
(WI... w,k)(B(j))-’ = (ml . ..m.O), 
where the mi’s are integers. Therefore (WI . . . w,k) = (ml . . . m,O)B(j), and if 
the last coordinate is ignored, this reduces to (wl . . . w,,) = (ml . . . m,)A(j), since 
only the II x n main diagonal block of B(j), which is equal to A(j), contributes to 
the above equation. 
We have thus shown that if w is in Lj then w is in L(A(j)). The other direction is 
trivial, since all the rows of A(j) are in Lj by construction (step 4 in the algorithm). 
??
Let L, LI , L2 be lattices over the integers, and let L1 Lz be a factorization of 
L (see Definition 3 in Section 1). 
LEMMA 9. For 0 5 j 5 k - 1, where k is the number of iterations of the SF 
algorithm, 
Cj = Cj+l Lj+l. 
Proofi By Lemma 8, Lj+l = L(A(j+‘)). 
Assume first that w E Cj+l. We show that wA(j+‘) E Ci: we have 
W, dj+la(j+‘) 
(by step 5 in the SF algorithm). The above scalar product is equal to 
dj+l (w, u(j+‘)), which by our assumption is equal to dj+lkd(j+l) = kd(j) for 
some integer k. Thus (wA(j+‘), u(j)) z 0( mod d(j)), as required. 
Assume now that wA(j+‘) E Cj, i.e., (wA(j+l), a(j)) = kd(j) for someinteger 
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k. We show that w E Cj+l: We have 
(We .(j-l)) = -& (W, dj+la(j+l)) = --& (W, Ali+l),(j)) 
(by step 5 in the SF algorithm). The above scalar product is equal to 
(l/dj+r)(wA(j+‘), a(j)), which by our assumption is equal to (l/dj+r) kd(j) = 
kd(j+‘). This implies that w E Cj+r , as required. ??
The values al computed in step 5 of the algorithm are integers. This follows 
from the definitions: 
c sf,(j-l) f = aI(j-1) + ,i/),!j-1) I = (+(.+I) + (-gmoddj) .Ij-l) 
= .Ij-1) _ .(i-l) 
1 + kldj = kldj 
for some integer kl. As gcd(a!j-‘) ,dj) = l,al(j) is uniquely defined: (j) al = kl. 
The correctness of the algkthm is now implied by the above two Lemmas 8 
and 9. After at most k < log* d iterations the algorithm halts. At the jth iteration 
the algorithm outputs dj , u(j), and A(j). We have shown that d = dl . . . dk; that 
L = LkLk-t . ’ . L 1 (where L is the lattice at input), as follows from Lemma 9; that 
Li = L(a”-“, d i) = L(A(‘)),asfollowsfromLemma8;thatifA =A(k)--.A(i) 
then L = L(A); and that the matrices A(‘) are di-simple and the lattices Li are 
cyclic. 
7. THE COMPLEXITY OF ALGORITHM SF 
The number of iterations of the algorithm is bounded by min(logd, n), as 
mentioned in the proof of its correctness. 
Steps 2 and 3 are 0 (log2 d), as determined by the gud operation. 
Step 4 is O(n log d), since modular division is equivalent to the gcd operation. 
Step 5 is O(n). 
It follows that the complexity of the algorithm is 0 (log d (logd + n) 
min(log d, n)). The size of the intermediate results is bounded by d2, as is easy 
to determine by considering the various steps of the algorithm. 
REMARK 1. Given a lattice in the form L(B), one can apply to the matrix B the 
factorization algorithm CF, resulting in a factorization of L(B) into cyclic factors, 
and subsequently, by using Algorithm SF, one can factor every cyclic factor into 
simple factors, rendering a factorization of L(B) into simple factors L(Aj). 
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The total number of iterations of both algorithms, when applied in sequence, is 
still bounded by log d, where d is the absolute value of 1 B I. This is implied by the 
fact that each time a new factor is produced, by either algorithm, the parameter d 
for the next iteration in Algorithm CF and the parameter d(i) for the next iteration 
in the SF algorithm are reduced by a factor of at least 2. 
REMARK 2. Given a factorization of a lattice L(B) into simple factors 
L(Ak) . + . L(Al), we can find a unimodular matrix U such that B = UAk . . . Al. 
This follows from the fact that the rows of B and the rows of A = Ak . . . A1 span 
the same lattice. 
8. A THIRD FACTORIZATION ALGORITHM 
Algorithm CF receives at input a matrix B whose determinant in absolute value 
is equal to some integer d. The factorization of d into prime factors is not required in 
the various steps of the algorithm. Similarly, factorization into prime factors is not 
required for the parameter d, included in the input (at . . . a, d), for Algorithm SF. 
The simple lattices output by Algorithm SF have the form Lj(uy), . . . , a$‘), dj), 
and for some i, gcd($), dj) = 1. 
If a factorization of d (and therefore also of dj, which divides d) into prime 
factors is given, then an additional factorization of the Lj lattices is possible. 
The resulting factor lattices will be simple lattices such that the determinant of 
their bases, in absolute value, is equal to a prime number. The factorization is pro- 
vided by Algorithm PF shown below. For the sake of simplicity, and without loss of 
generality, we assume that the lattice to be factored has the form L(al , . . . , un , d) 
with gcd(ut, d) = 1, i.e., we assume that i = I. 
ALGORITHM PE Input: (a,“’ . . . uA”)d(o)) := (al . . . a, d) such that 0 5 
al < d for 1 5 I 5 n, and that al is positive and satisfies gcd(ut, d) = 1; a 
factorization of d into prime and not necessarily distinct factors d = dl . . . dk is 
provided. 
1. Set j = 1; 
2. Define the simple matrix A(j) = [sij’] as the unit matrix except for its 
first column, whose first entry is equal to dj and whose other entries are 
W 
r[t = -(al (j-r)/a~-l)) moddj, 2 5 1 5 n; output A(j); 
3. Reset 
.:j) ._ l .- - 
dj ( ,y) . uji-l) +u Y-l) >v 2511n, 
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.jj) = aw) 
1 ’ 
output .(i) = (,Ij) . . . a;j)) {,(j) = (ljdj)Aia(i-l)} ; 
4. If d(j) > 1 then set j := j + 1 and go to 2; 
5. Halt. 
Clearly d(j) divides d(O) and a?) = alo) all through the algorithm, implying 
that 
gcd(a1 ) 
(j), d(i) = 1 for 0 5 j 5 k. 
One can also prove that Lemmas 8 and 9 hold true for Algorithm PF in the 
same way as those lemmas have been proven to hold for Algorithm SF. The details 
are omitted. 
REMARK. Given a lattice L(B). Assume that d is the absolute value of the 
determinant of B, and assume that a factorization of d into prime factors (not 
necessarily distinct) is given, d = dl . . . dk. By applying Algorithms CF, SF, and 
PF in sequence, one can factor L(B) into a product of lattices L(Aj) such that 
the absolute value of the determinant of Aj is dj, 1 < j 5 k, and the matrices 
Aj are simple. The total number of iterations, for the three algorithms applied in 
sequence, is still bounded by log* d, as is easy to see. 
The factorization into “prime determinant” factors is not unique. In particular, 
the factorization depends on the order of the prime factor of the d-parameter input 
to Algorithm PF, when applied to the factors provided by Algorithm SF. 
9. MODULAR LATTICES 
An interesting application of the factorization algorithm SF described in Sec- 
tions 5-7 will now be shown. We shall use the technique developed for that 
algorithm in order to find a modular basis for a modular lattice (see Definition 2 
in Section 1). 
LEMMA 10. The number ofpoints in Ld(al, . . . , a,) is equal to d"-' for any 
modular lattice &(a1 , . . . , a,). 
Proo$ We prove by induction that the number of solutions over the integers 
of the equation C aixi = r (mod d), such that 0 I: xi c d, is d”-‘, given that 
gcd(al, . . . . a,, d) = 1 and r is any integer. 
Basis. If n = 1, then gcd(a1, d) = 1 implies that alx = r (modd) has a 
unique solution, as is well known, in the range 0 5 x c d. 
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Step. We consider two cases: 
(1) gcd (~2, . . . , a,,, d) = 1. For any value c of x1 the equation CF=Z aixi = 
--sic + r (modd) has, by induction, dnm2 solutions, and c can assume d values 
0 5 c < d, resulting in d”-’ different solutions of cy=‘=, aixi = r (modd), as 
required. 
(2) gcd(a2, . . . , a,, d) = g > 1 and gcd(u 1, g) = 1. Consider the equation 
CyZ2aixi G -U~XI + r (modd). If xr . . . xn is a solution of this equation, then 
g must divide -ulxr + r, since g divides the left-hand side and g divides d. Thus 
--alxl + r = O(modg) or xr = r/al (mod g) [since gcd(ul, g) = 11. This 
equation for x1 has a unique solution in the range 0 _< x1 < g and has d’ = d/g 
solutions in the range 0 5 x1 c d. Let x1 = c be such a solution, 0 5 c < d. 
Then --a 1 c + r = gs , and the original equation, for this particular value of xr takes 
the form g CyZ2 uixi = gs (modgd’), where gu( = ui, 2 5 i _( n, and gd’ = 
d (g divides ai, i 2 2, and g divides d). This equation reduces to the equation 
CT=‘=, aixi = s (mod d’). By the induction hypothesis, the reduced equation has 
(d’),-’ solutions in the range 0 _( xi 5 d’ [gcd(u’, d’) = I]. Let (~22 . . . m,) be 
such a solution, 0 5 mi 5 d’. Then the vector (m:! . . . m,) +d’(kz . . . k,), where 
the k’s are any integers in the range 0 < ki < g, solves the reduced equation, 
and therefore solves the original equation, and its entries are in the range 0 5 
mi + d’ki < d. This brings the total number of solutions to (d’)n-2gn-’ = dnd2g 
for the given value of x1. But xt can assume d’ different values. The total number 
of solutions is therefore dne2gd’ = d”-’ , as required. ??
We will show now how to find an n x n matrix B whose rows are in 
Ld(al, . . . . a,) and whose determinant is equal to d. The rows of such a matrix 
are a modular basis for Ld in the following sense: The volume of the parallelop- 
ipied spanned by the rows of B is equal to IBI = d, and therefore exactly dn-’ 
translates of this parallelopipied can be packed, modulo d, in the n-dimensional 
cube 0 5 xi 5 d, 0 5 i 5 n. We can thus represent the dn-’ elements of 
Ld(A) as modulo-d-linear combinations of the rows of B, and the coefficients of 
the combinations ci are in the range 0 5 ci < d. We must consider all the cases 
listed below. 
Degenerate cases: 
Case 1.1. All the entries in a are zero except one. Assume a = 
(at0 . . . 0), gcd(ur, d) = 1. Any point in Ld(U) must have its first co- 
ordinate equal to 0 in order to satisfy the modular equation [follows from 
the fact that gcd(ul , d) = 11. Any matrix B whose rows are in &(a) must 
have, therefore, its first column equal to the zero column, and its determinant 
cannot be equal to d. 
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Case 1.2. Only two entries in a are nonzero: assume al and a2, and a2 s 
-al (mod d). Any point in Ld must satisfy the condition that xl = x2 
in order to satisfy the modular equation. Any matrix B whose rows are 
in Ld(U) has therefore two equal columns, the first and the second, and its 
determinant cannot be equal to d. 
The above two cases are the only degenerate cases. We will show now that for 
any other a we can find a matrix B as required. 
Regular cases: 
Case 2.1. For some ai, gcd(ai , d) = 1, a has at least two nonzero entries. 
Case 2.1.1. a has exactly two nonzero entries: assume al and 
and a2 $ -al (modd). Assume gcd(al, d) = 1. Set m 
-a2/a1 (modd). Then 1 < m < d [since a2 f -al (modd)]. 
a2, 
s 
Set 
k = [d/ml. Then 1 < k < d (since a2 + -at, which implies that 
d z 2, and 1 < m < d). The required matrix B can be defined now 
as 
B= 
Clearly0 5 km-d < d, IBI = d,and BaT 3 O(modd). [Odenotes 
here the O-vector, a = (al a:! 0 . . . 0), and the congruence is satisfied 
for every row of B]. 
Case 2.1.2. a has three or more nonzero entries and d = 2. Assume 
at =a2 =ag=l,O<ai <2for4~i~n.TherequiredmatrixB 
can be defined as 
As is easy to verify IBI = 2 and BaT = 0 (mod 2). 
Case 2.1.3. a has three or more nonzero entries and d > 2. As- 
sume al, a2, ag > 0, and assume that gcd(ar , d) = 1. Either 
a2 f -al (modd) or a3 f -al (modd) or ag f -a2 (modd), since 
if the first two alternatives do not hold, then the third alternative must 
hold given that d > 2. If the first two alternatives do not hold and 
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the third does, then from a2 = -al (modd) and gcd(a1, d) = 1 
we get that gcd (a~, d) = 1. Up to permutation of indices we may 
assume therefore that a2 f -al (modd) and gcd(ut, d) = 1. Set 
mi = -ai/ar for i 5 2, and set k = [d/m21 . AS in case 2.1.1, we 
have that 1 < k -c d and we can define the matrix B as 
1 
As in case 2.1.1, we have that that 0 I km2 - d, m2, m3, . . . , m,, < 
d, IBI = d, and BuT G 0 (modd), as required. 
Case 2.2. For all ai # 0, gcd(ai , d) > 1. We assume here that a has at least 
two nonzero entries (otherwise we have case 1.1). Using Algorithm SF we 
can find matrices A 1, . . . , & (k is the number of iterations of the (Algorithm 
SF) such that the matrix B = Ak . . . Al has nonnegative entries, all the rows 
of B satisfy the modular equation c uixi = 0 (mod d) (follows from Lemma 
9) and 1 B 1 = d (as shown in the proof of correctness of Algorithm SF). We 
will show now that all the entries of B are less than d, thus showing that B, 
as defined above, satisfies all the required conditions. Let B = Ak . . . A 1, 
and denote by Bj, 1 5 j < k, the matrix Bj = Aj...Al (Bl = A1 and 
Bk = B). Recall that the Ai matrices are simple, i.e., every Ai is a unit 
matrix except for one column. At every iteration of Algorithm SF the running 
index i (see step 5) is increased, so that the location of the nonunit column 
in Ai differs from the location of that column in Al when i # 1. W.1.o.g. 
we shall assume that the nonunit column of Ai is the ith column. We shall 
also assume that k 2 2, which is implied by the assumption that a has at 
least two nonzero entries and by the assumption that gcd(ai , d) > 1 for all 
nonzero ai. Let Dj denote the number Dj = dj . . . dl (01 = dl , Dk = d). 
LEMMA 11. All the entries of Bj are less than Dj for 2 5 j 5 k. 
Pro05 By induction 
Basis j = 2; 
B2 = A2A1 = 
1 s$ 
d2 
(2) 
‘3.2 ’ 
*. 
c-2) 
5l2 I 
1 
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The second row of B2 is equal to d2(&‘, 1, 0, . . . (0). The two nonzero entries in 
this row are d&’ and 4, and they are both less than D2 = &dl, since sii’ < dl 
by construction, and dl > 2. The other rows of B2, except the first, have the form 
( (l) 0.. . 10 91 .**o +&;~‘104I), > I # 2. 
The first entry in such a row is sI1 (‘) + &s;;’ 5 dl + (4 - l)(dt - 1) = d2dl - 
dz + 1 -C dzdl = D2 (since dz > 2). The second entry is ~12 < d2 < D2, and the 
Zth entry is 1 < D2. A similar argument works for the first row. 
Step. Assume now that all the entries in Bj-1 are less than Dj-1, j - 1 > 2. 
Then 
Bj = 
(i) 
‘1.j 
. . 
1 ,!j) J-1, i 
dj 
(3 
'j+l, j 1 
,i) 
n, j 1 
Bj-1. 
Let Bt = (btl... bt,,) denote a typical row of Bj-1. By assumption bti 5 
Dj_1 - 1 for 0 5 i 5 n. The jth row of Bj is dj(bjl . .. bjn) with djbjt < 
diDi- = Dj, 1115 n. 
The Ith row of Bj, with I # j, has the form 
s;)(b.t J . . . bjn) + (btl . . . bl,) 
Nowst)bj,+blm 5 (dj_1)(Djl-l)+Dj_1-1 = dj(Dj_1-l) c djDj_1 = Dj. 
The proof is now complete. ??
Since all the possible cases have been considered, we can sum up the previous 
results in the theorem below. 
An n-dimensional vector with nonnegative entries a = (ai) is called degenerate 
with regard to an integer d if a is the zero vector, or it has a single nonzero entry 
ai -C d or it has exactly two nonzero entries ai and aj such that ai = -aj (mod d). 
THEOREM . Given a modular lattice &f(U) such that a is not degenerate with 
regard to d, a basis B for Ld (a) can be found in polynomial time. 
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10. APPENDIX. A BLANKINSHIP-TYPE ALGORITHM [l] 
In this appendix we present an algorithm for the following problem: Given a 
vector of integers a = (at . . . a,) such that gcd(a1, . . . , a,) = 1, find a unimod- 
ular matrix A such that AaT = (0 . . .O 0 1)r. Let M be the maximal entry in 
u. The algorithm has the following properties: All the entries in the first n - 1 
columns of A are bounded by M, the intermediary results are bounded by r&f*, 
the complexity of the algorithm is 0(n3 + log M). 
ALGORITHM BL 
1. Given u = (ai), construct the n x (n + 1) matrix B = [bij] whose first 
column is ur and last n columns are the unit matrix I. 
2. First iteration. 
2.1. Find two integers ut, ut such that ]ul] < a,, ]ul] < at, and ulul + 
utun = gcd(ut, a,) = gz. Denote by bi the rows of B. 
2.2. Reset& := utbl+vtb,; bt := unbl -at&. (Sinceinitiallyblt = al 
and b,l = a,, we have, after the reset, that bll = 0 and b,l = 
g2. The transformation is a unimodular transformation, since it can 
be described as B := UB, where U is a matrix whose first row is 
@lo . ..Out).whoselastrowis(u,O ... 0-ut),andallwhoseother 
rows are unit vectors: for i # 1, n, the ith row has its ith coordinate 
equal to one and all other coordinates zero. I U I = 1, as follows from 
its definition.} 
{The first and last row of B before step 2.1 had the form 
bt=(utlO...O), b,=(u,O...Ol). 
After step 2.1 the same rows are changed into 
bl = (0 a, 0 . . . 0 - al), b,=(g2ulO...Oul) 
with ut < a,. We have also that b2 = (a2 0 1 0 . . . O)}. 
3. Iteration i, 2 5 i 5 n - 1. Assume that before the ith iteration, 2 5 i 5 
n - 1. the ith and the last row of B have the form 
bi = (ai 0. . . 0 1 0 . . . O), ba = (gi bn.2 *..b,_iO... O&,.+1) 
and 
bnj <bjjfor25 jsi, gi = gcd(at, . . , Q-1, U,). 
{This condition holds for i = 2). 
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Find two integers pi, Vi such that ]~i 1 < gi, IVY 1 < ai, and uiai + 
uigi = gcd(ai 9 gi) = gcd(al, . . . , ui, u,) = gi+l. 
Reset 
b, := uibi + vib,, bi I= gibi -uib, 
{After the reset we have that bi 1 = 0 and b,,l = gi+l as explained in 
step 2.2. The transformation is unimodular}. 
For j := i down to 2 reset 
bj-1, 
bj-1. 
4. Output the matrix consisting of the last n columns of B, to be denoted by A. 
End of algorithm. 
Correctness 
If Bu is the B matrix at input and A’ is the matrix representing the composition 
of all unimodular transformations performed during the algorithm, then 
Bo=[iI Iland A’Bo=[i A], 
as follows from the definitions and from the steps of the algorithm. Therefore, 
A’ 
as required. 
Complexity and Size of Intermediate Results 
Let M be the maximal integer among al, . . . , a,. As shown in Bradley [2], 
steps 2.1 and 3.1(i), 2 5 i 5 n - 1, are O(log M + n) altogether. 
The O(n) iterations in steps 2.2, 3.2 (i) are O(n) each, contributing O(n2) 
operations. 
The O(n) iterations in steps 3.3(i) are 0(n2), contributing 0(n3) operations. 
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The total number of operations is therefore 0 (log M + n3). 
In the application of this algorithm to the problem considered in the paper we 
shall need only columns 1 to n - 1 of the matrix A output at step 4. We shall 
ignore therefore the last column of A (and of B) in the discussion below. In the 
algorithm itself the computation of the values of the entries in the last column of 
B can be ignored, and those values, if needed, can be computed at the very end: 
based on the requirement that AaT = (0 . . . 0 1)r , the values of the last column 
of A can be found easily if all the other entries of A are given. 
Assume that before iteration i all the entries in the first column of B are 
bounded in absolute value by M (the maximal coordinate of a). We will show that 
this property is restored when the ith iteration is completed while the intermediate 
values of those entries during the iteration are bounded by nM”, 
The rows affected by the ith iteration are the ith row and nth row. Before the 
iteration those rows have the form 
bi = (Uj 0 ..* 0 10 **. 0), bn = (pi b,, 2 . . . bn, i 0 . . . 0 bq n+l), 
where ai, gi, b,, j for 2 5 j 5 i are all bounded by M [recall that gi = 
gcd(al . . . ai-1, a,)] after step 3.2 bi and b, change to 
bt = (0 -ai bn,2 ... -at b,,i gi 00 ... 0 -at b,,,+l), 
bn = (gi+l Vi bn, 2 . . . t+ bn, 1 ui 0 0 . . . 0 Vi bn,n+l). 
NOW IUi( < gi 5 M and, since Iui 1 < [ail, all the entries in the new bt and b, 
(except the last) are bounded by M2 
Consider now step 3.3(i) for j = i. Then bt_l has the form bt_1 = 
(0 bi_1,2 ... bt_l,t 0 ... 0 bi-l,,+l) with bt-l,k < M for all k. Thus, 
Lbtt/bt_l,tJ 5 M2, and therefore, after step 3.3(i) for j = 1, we have 
bt,t < bt-l,i 5 M and bt,k 5 2M2 fork < i. Similarly, b,,t < bt_l,t < M 
and b,,,k 5 2M2 for k < i. Using a similar argument, we get after step 3.3 (i) 
for j = i - 1 that bt,i_1, b,,+l < bi-2, t-1 5 M and bt,k, bn,k < 3M3 for 
k < i - 1, and similarly for j = i - 2 etc. 
The loop 3.3(i) will therefore keep the intermediate results bounded by nM”, 
and when the loop is completed all the entries in B (except the last column) are 
bounded by M. 
COROLLARY . The entries in thejirst n - 1 columns of the matrix A output by 
the algorithm are bounded by M. Moreover, if the last column and the last row of 
A are removed, then the remaining matrix is lower triangular ana’ the entries in 
any column of the resulting matrix are nonnegative ana’ bounded by the diagonal 
entry in that column. 
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