We give an uni ed approach to the Krall-type polynomials orthogonal with respect to a positive measure consisting of an absolutely continuous one \perturbed" by the addition of one or more delta Dirac functions. Some examples studied by di erent authors are considered from an unique point of view. Also some properties of the Krall polynomials are studied. The three-term recurrence relation is calculated explicitly, as well as some asymptotic formulas. With special emphasis will be considered the second order di erential equations that such polynomials satisfy which allows us to obtain the central moments and the WKB approximation of the distribution of zeros. Some examples coming from quadratic transformation polynomial mappings and tridiagonal periodic matrices are also studied.
has obtained three new classes of polynomials orthogonal with respect to measures which are not absolutely continuous with respect to the Lebesgue measure. In fact, his study is related to an extension of the very well known characterization of classical orthogonal polynomials by S. Bochner. This kind of measures was not considered in 39] . Moreover, in his paper H. L. Krall obtain that these three new families of orthogonal polynomials satisfy a fourth order di erential equation with polynomial coe cients. The corresponding measures are given in table 1. A di erent approach to this subject was presented in 28]. The analysis of properties of polynomials orthogonal with respect to a perturbation of a measure via the addition of mass points was introduced by P. Nevai 35] . There the asymptotic properties of the new polynomials have been considered. In particular, he proved the dependence of such properties in terms of the location of the mass points with respect to the support of the measure. Particular emphasis was given to measures supported in ?1; 1] and satisfying some extra conditions in terms of the parameters of the three-term recurrence relation that the corresponding sequence of orthogonal polynomials satis es.
The analysis of algebraic properties for such polynomials attracted the interest of several researchers. A general analysis when a modi cation of a linear functional in the linear space of polynomials with real coe cients via the addition of one delta Dirac measure was started by Chihara 13] A special emphasis was given to the modi cations of classical linear functionals (Hermite, Laguerre, Jacobi and Bessel) in the framework of the so-called semiclassical orthogonal polynomials. For example in 27] the Jacobi case with two masses at points x = 1 was considered. The hypergeometric representation of the resulting polynomials as well as the existence of a second order di erential equation that such polynomials satisfy have been established. Also the particular cases of the Krall polynomials 28], 29] have been obtained from this general case as special cases or limit cases. In 21], 23] (see also 25]) the Laguerre case was considered in details. In particular an in nite order di erential equation for these polynomials as well as their representation as hypergeometric series have been found. The case of modi cation of a classical symmetric functional (Hermite and Gegenbauer functionals) was considered in 6].
The modi cation of classical functionals have been considered also for the discrete orthogonal polynomials. In this direction Bavinck and van Haeringen 9] obtained an in nite order di erence equation for generalized Meixner polynomials, i.e., polynomials orthogonal with respect to the modi cation of the Meixner weight with a point mass at x = 0. The same was found for generalized Charlier polynomials by Bavinck and Koekoek 10] . In a series of papers by Alvarez-Nodarse et. and some asymptotic formulas for the polynomials. Also a new interpretation of the Krall polynomials in terms of special Jacobi matrices will be given.
The plan of the paper is the following. In Section 2 we give a general theory which allows us to obtain some general formulas for the Krall-type polynomials. From these formulas we obtain all the explicit formulas for the four families under consideration, i.e., the Jacobi- Koornwinder 27] , the Laguerre- Koekoek 21] , 23], and the Hermite-Krall and Gegenbauer- Krall 6] . Also a general algorithm is given to generate the second order di erential equations that such polynomials satisfy.
In Section 3 we study the spectral properties of the Jacobi- Koornwinder 27] , Laguerre- Koekoek 21] , 23], Hermite- Krall 6] and Gegenbauer- Krall 6] polynomials by means of its central moments and the WKB or semiclassical approximation to the density of the distribution of zeros. Some particular cases are also included.
Finally, in Section 4 we consider some special cases of Krall-type polynomials obtained from the analysis of certain types of Jacobi matrices and quadratic transformation polynomial mappings.
2 The de nition and the representation. 
Through the paper IP will denote the linear space of polynomials with real coe cients.
Let us consider a new sequence fP n g orthogonal with respect to a linear functional U dened on IP obtained from the above functional L by adding delta Dirac masses at points x 1 ; x 2 ; ::; x m , i.e.,
We will determine the monic polynomials fP n g which are orthogonal with respect to the functional U and we will prove that they exist for all positive A i . To obtain this, we can write the Fourier expansion ofP n (x) in terms of the polynomials P n (x) P n (x) = P n (x) + n?1 X k=0 a n;k P k (x):
In order to nd the unknown coe cients a n;k we will use the orthogonality of the polynomials P n (x) with respect to U, i.e.,
8k < n we nd a n;k = ?
where d 2 k =< L; P k (x)] 2 >. Finally, the equation (3) provides us the expressioñ
In order to obtain the unknown valuesP n (x i ) for each i = 1; 2; :::; m, we evaluate (5) in x j ; j = 1; 2; :::; m. In this way, the obtained linear system of equations
A iPn (x i )Ker n?1 (x j ; x i ) = P n (x j ); j = 1; 2; :::;m; (6) has an unique solution if and only if the determinant 
does not vanish for all n 2 IN. This is also a necessary and su cient condition for the existence of the nth degree polynomialP n (x) for all n 2 IN.
In this work we will consider the particular cases when we add one or two delta Dirac masses. Let us consider these cases with more details.
2.1 The Case of one point mass at x = x 1 .
In this case from (5)- (6) we get P n (x) = P n (x) ? AP n (x 1 )Ker n?1 (x; x 1 );
and the condition (7) 3 Applications to classical polynomials.
In the previous section we consider the polynomials orthogonal with respect to a very general weight function (x) 2 C a;b] ; (x) > 0; x 2 a; b]. In this section we will consider some particular cases when (x) is some of the classical weight functions, i.e., the Jacobi, Laguerre, Hermite or Gegenbauer weight functions, respectively. Moreover, since in expressions (8) and (9) the kernel polynomials Ker n?1 (x; x i ) appear we will consider the case when we add some delta Dirac masses at the origin x = 0 or at the ends of the interval of orthogonality of the classical polynomials. The last consideration allows us to obtain explicit formulas for the kernel polynomials in terms of the classical polynomials and their derivatives 5], 6].
In this way, if we consider the Jacobi case and add two masses at x = 1 we obtain the wellknown Jacobi- 
which is a consequence of the orthogonality of the polynomials (10). The coe cients n can be obtained equating the coe cients of the x n power in (18) . Then, (19) Using the algorithm described before (see formula (8)) we nd for the Laguerre-Koekoek polynomials the following representation formula (see 5], 25] for more details)
From (20) we can obtain a lot of properties, for example, the hypergeometric representation of the new polynomials 25], the second order di erential equation 25] (see Appendix I) and the three-term recurrence relation
which is a consequence of the orthogonality of the polynomials (19) . The coe cients n and n are given by formulas (L ;A k (0) 6 = 0 for all n 0)
To obtain the ratio asymptotics L ;A n L n we use the asymptotic formula for the ?(x) function 1] to obtain ? n + 1 n ; and then from (20) and by using the Perron Formula for the ratio 1 
Notice that from the above formula the connection with the Laguerre-Koekoek polynomials follows. Again from the above representation we can obtain the hypergeometric representation 6], the second order di erential equation 6] (see Appendix I) and the three-term recurrence relation xH A n (x) = H A n+1 (x) + n H A n (x) + n P A n?1 (x); n 0 (27) which is a consequence of (24) and the ratio asymptotics of the Laguerre-Koekoek polynomials.
3.4 The Gegenbauer-Krall polynomials. 
From formula (8) after some straightforward calculations we obtain that the generalized Gegenbauer polynomials G ;A n (x) have the following representation in terms of the classical ones Notice that, like in the previous case, the odd polynomials coincide with the classical ones. They are a quadratic transformation of the Jacobi-Koornwinder polynomials 6] 4 The Distribution of zeros: the moments r and the WKB density.
In this section we will study the distribution of zeros of the Jacobi-Koornwinder, LaguerreKoekoek, Hermite-Krall and Gegenbauer-Krall polynomials. We will use a general method presented in 12] for the moments of low order and the WKB approximation 8], 42], 43] in order to obtain an approximation to the density of the distribution of zeros.
First of all we point out that, since our polynomials are orthogonal with respect to a positive de nite functional all their zeros are real, simple and located in the interior of the interval of orthogonality. This is a necessary condition in order to apply the next algorithms. (11) and (13), page 226). We will apply these two formulas to obtain the general expression for the moments 1 and 2 , but rstly, let us to introduce some notations.
We will rewrite the SODE that such polynomials satisfỹ Let us now to apply these general formulas to obtain the rst two central moments 1 and 2 of our polynomials. Equation (37) give the following values. vide us a general method to obtain all the moments r = 1 n y r , but it is hightly non-linear and cumbersome. This is a reason why it is useful only for the moments of low order.
Jacobi-Koornwinder polynomials

The WKB density of the distribution of zeros.
Next, we will analyze the so-called semiclassical or WKB approximation of the distribution of zeros (see 8], 42], 43] and references contained therein). Denoting the zeros ofP n (x) by fx n;k g n k=1 we can de ne its distribution function as n (x) = 1 n n X k=1 (x ? x n;k ): (38) We will follow the method presented in 42] in order to obtain the WKB density of zeros, which is an approximate expression for the density of zeros of solutions of any second order linear di erential equation with polynomial coe cients a 2 (x)y 00 + a 1 (x)y 0 + a 0 (x)y = 0 (39)
The main result is established in the following Q(x; n) ; (41) where P(x; n) and Q(x; n) are polynomials in x as well as in n. If the condition (x) << 1 holds, then, the semiclassical or WKB density of zeros of the solutions of (39) In Figure 2 we represent the WKB density of zeros for the Laguerre-Koekoek polynomials with = 0. We have plotted the density function for di erent values of n (from top to bottom) n = 10 5 ; 5 10 4 ; 10 4 ; 10 3 . Notice that the value of the mass doesn't play a crucial role, since for n >> 1 ? n ( +1) n , independently of A .
Hermite-Krall polynomials H A 2m (x)
. We will analyze only the polynomials of even degree, i.e.,P 2m (x). In this case from (40) and (42) wkbclas ( 
Gegenbauer-Krall polynomials G ;A 2m (x).
We will analyze only the polynomials of even degree, i.e.,P 2m (x). In this case the expression is very large and we will provide only the limit case when A ! 0 which agrees with the In Figure 4 we represent the WKB density of zeros for our generalized Gegenbauer polynomials. Notice that the value of the mass doesn't play a crucial role, since for n >> 1, W m P n ( ) P (1) n?1 ( ) A B P n ( ) P (1) n?1 ( ) ;
where B +1 if = +1 and fP (1) n g n 0 denotes the sequence of the associated polynomials of the rst kind 14] corresponding to fP n g n 0 . Then, fQ n g n 0 is a MOPS with respect to a positive de nite linear functional if and only if < 0; Q 2n (x) = P n (T(x)) ? a n ( ; c) a n?1 ( ; c) P n?1 (T(x)) hold for all n = 0; 1; 2; : : : and a n ( ; c) = P n (c) ? P (1) n?1 (c) :
In these conditions, fQ n g n 0 is orthogonal with respect to the uniquely determined distribution function~ (x) de Hence fQ n g n 0 is the sequence of the monic generalized Hermite polynomials Q n H ( ) n , > ? 1 2 (cf. 14], page 157). However, if we choose such that ? < < 0, then one can see that there is always a mass point, located at x = 0. This example generalizes the Hermite-Krall polynomials considered before.
5.2 A nite 2-periodic Jacobi matrix.
Let B n be a tridiagonal 2-Toeplitz matrix, which has the general form 
For this matrix we will obtain the density of the distribution of eigenvalues, i.e., the WKB density of the corresponding sequence of orthogonal polynomials which are, in general, of the Krall-type. Here we want to point out that in the odd case (m = 2n + 1) the corresponding polynomials are Q 2n+1 (x) = (x ? a)P n (T(x)), so we can consider only the distribution of zeros of P n , since for any n, x = a is always a zero of the polynomial and then an eigenvalue of H 2n . Furthermore, P n (T(x)) is a quadratic modi cation of the Chebyshev polynomials U n (x) and then they satisfy a SODE which follows from the classical ones (1 ? x 2 )U 00 n (x) ? 3xU 0 n (x) + n(n + 2)U n (x) = 0;
just providing the change x $ T(x). In fact we have that P n (T(x)) satis es a SODE (39) with the coe cients 
For the even case the situation is more complicated since we need to calculate the SODE for the R n (T(x)) polynomials. Using the symbolic program Mathematica 41] , as well as the package PowerSeries developed by Koepf 26] we obtain for the R n (x) polynomials a SODE (39) 
Substituting (47), (49) in (42) we can nd the WKB density of the eigenvalues of the Hamiltonian matrix B n . An straightforward calculations show us that the conditions of the Theorem 1 are satis ed if n >> 1. The expression for the WKB (x), in both cases, is to large and we will only show the typical behaviour of the WKB density (see gure 5).
As we can see in gure 5 we have that all eigenvalues are located inside the support of the measure ecxept the one equal to a in the odd case. In the picture the values a = 1; b = 2; c = 3 and d = 4 are used (from top to bottom n = 10000; 5000; 1000;100). Appendix I: The second order di erential equation for the Krall polynomials.
In this section we give a general algorithm to obtain the second order di erential equation (SODE) which satisfy the considered Krall polynomials, denoted here byP n (x), i.e., the Jacobi-Koornwinder, the Laguerre-Koekoek, the Hermite-Krall and Gegenbauer-Krall polynomials. The main fact that we will use is such that all of them can be represented in terms of the classical families fP n g in the form
q(x)P n (x) = a(x)P n (x) + b(x)P 0 n (x); (50) where q; a; b are polynomials in x and some function on n (see formulas (16) , (20) , (23) and (29)). In the next table are represented q; a; b for each of the families fP n g It is known that the classical polynomials satisfy a certain SODE of hypergeometric type 36], 39] of the form (x) d 2 dx 2 P n (x) + (x) d dx P n (x) + P n (x) = 0;
where degree ( ) 2; degree ( ) 1; degree ( ) = 0. Now if we take derivatives in (50) and use the SODE (51) we can obtain formulas similar to (50) but for the derivativesP 0 n (x) and P 00 n (x) r(x)P 0 n (x) = c(x)P n (x) + d(x)P 0 n (x); s(x)P 00 n (x) = e(x)P n (x) + f(x)P 0 n (x); where r; s; c; d; e; f are some functions of (x), (x), , q(x) a(x) and b(x) depending on x and n (they are polynomials in x of bounded degree). The above two expressions and (50) lead to the condition q(x)P n (x) a(x) b(x) r(x)P 0 n (x) c(x) d(x) s(x)P 00 n (x) e(x) f(x) = 0 :
Expanding the determinant in (52) by the rst column, we nd n (x) d 2 dx 2P n (x) +~ n (x) d dxP n (x) +~ n (x)P n (x) = 0; 
In some cases the coe cients can be simpli ed by some factor and the equation (53) becomes more simple. To conclude this section we will provide the SODE for the four considered polynomials. We want to remark that in order to obtain the explicit formulas of the coe cients of the SODE (54) we have used the symbolic package Mathematica 41] .
Jacobi-Koornwinder polynomials.
The existence of this SODE was proved by Koornwinder 27] and the coe cients were calculated explicitly in 20] and 5]. Using (54) we nd n(x) = ? 1 ? x 2 ( 1 + J n; ;
A;B ? J n; ;
A;B + J n; ; A;B + J n; ; B;A + J n; ; B;A ? J n; ; B;A ? 2 J n; ;
A;B n+ +2 J n; ; A;B Gegenbauer-Krall polynomials.
The equation for the Gegenbauer-Krall polynomials was found in 6]. Equation (54) yields
