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SI Materials and Methods
Potential Energy Surface. The potential energy surface for the
hydride transfer reaction in dihydrofolate reductase (DHFR)
is described using the empirical valence bond (EVB) method
(1, 2),
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As in the main text, the notation xðjÞ ≡ ðqj;Q1;…;QNÞ is used to
indicate the position of ring-polymer bead j and the full set of
classical nuclei. The terms V rðxðjÞÞ and V pðxðjÞÞ are the molecular
mechanics potential energy functions for the system with the
hydride covalently bonded to the donor and acceptor atoms,
respectively. The constant V 12 ¼ 30.6 kcal∕mol is fit to the ex-
perimental rate for the intrinsic reaction (3), and the product
state potential V pðxðjÞÞ includes a constant shift of Δ12 ¼ þ101.9
kcal∕mol to match the experimental driving force for the intrinsic
reaction (3). The difference in the value for Δ12 used here versus
in ref. 1 is due to different treatments of the atom-exclusions in
the calculation of long-range electrostatic contributions.
Calculation of V rðxðjÞÞ and V pðxðjÞÞ is performed using a mod-
ified version of the GROMOS 43A1 united atom forcefield (4).
These modifications, which again follow previous work (1, 5), are
described in Fig. S7. A cutoff distance of 15 Å is applied to short-
ranged nonbonding interactions, and electrostatic interactions
beyond 9 Å are calculated using the particle mesh Ewald techni-
que (6). The bond-lengths for all nontransferring hydrogen atoms
in the system are constrained using the SHAKE algorithm (7).
To avoid sampling configurations of the enzyme that are
not relevant to the intrinsic reaction, weak harmonic restraints
were introduced between the simulated enzyme and the refer-
ence crystal structure (8). To avoid substrate dissociation during
the long equilibrium sampling trajectories, weak harmonic re-
straints (k ¼ 0.15 kcalmol−1 A−2) are applied to the heavy atoms
in the glutamate moiety of the substrate and to the α-carbons
of the neighboring α-helix segment composed of residues 26
to 35; to prevent large-scale conformation rearrangements in
DHFR (9), weak harmonic restraints (k ¼ 0.001 kcalmol−1 A−2)
are applied to all other heavy atoms in the enzyme. Fig. S8
demonstrates that these restraints do not measurably affect
the reactive trajectories used in our analysis of dynamical corre-
lations.
Calculation Details. We initialize and equilibrate the system using
the protocol described in ref. 1. The system is initialized from the
DHFR crystal structure in the active configuration [Protein Data
Bank (PDB) code 1RX2] (8). Crystallographic 2-mercaptoetha-
nol and manganese ions are removed; crystallographic waters are
not. The amine side chain of Q102 is rotated 180° to correctly
coordinate the adenine moiety of the cofactor (10). To be consis-
tent with the observed hydrogen bonding networks in the crystal
structure, histidine residues 45, 124, and 149 are protonated at
nitrogen ND1, histidine residues 114 and 141 are protonated
at nitrogen NE2, and both DHFR cysteine residues are in their
protonated form (11). The enzyme is explicitly solvated using
4,122 SPC/E rigid water molecules (11) in a truncated octahedral
simulation cell with constant volume and periodic boundary con-
ditions. The periodic image distance for the cell is 57.686 Å.
Twelve Naþ ions are included for charge neutrality. The full
system includes N ¼ 14;080 classical nuclei.
All ring-polymer molecular dynamics (RPMD) and classical
molecular dynamics (MD) trajectories are numerically integrated
using the leap-frog integrator implemented in Gromacs-4.0.7.
The simultaneous positions and velocities for each integration
time step in the trajectories are stored for analysis. Unless other-
wise stated, the RPMD equations of motion are integrated using
a time step of 0.025 fs and classical MD trajectories are integrated
using a time step of 1 fs. The classical MD trajectories are used
only for the initial equilibration of the system and for additional
results presented here in SI Text; all data presented in the
main text are obtained using the quantized RPMD trajectories.
Throughout the text, standard error estimates are calculated
from five block-averages of the data.
From the initial geometry of the crystal structure, the system is
equilibrated on the reactant potential energy surface V r using
classical MD. In a series of three equilibration steps, MD trajec-
tories of length 10 ps in time are performed with progressively
weaker harmonic restraints between the heavy atom positions
and the crystal structure; the restraint force constants for the
three equilibration runs are 100, 50, and 25 kcalmol−1 A−2,
respectively, and the runs are performed at constant volume
and temperature using the Berendsen thermostat with a cou-
pling constant of 0.01 ps (12). After initial equilibration to the
reactants basin, the system is equilibrated on the full potential
energy surface (Eq. S1) for an additional 100 ps of classical
MD. Finally, the ring-polymer representation for the quantized
hydride was introduced at the geometry of the relaxed classical
system and equilibrated for an additional 1 ps using RPMD with
the Berendsen thermostat.
Free Energy Sampling. The free energy (FE) profile in Fig. 1 of the
main text is calculated as a function of the collective variable
λðxcÞ≡ V rðxcÞ − V pðxcÞ, where xc ≡ ðqc;Q1;…;QNÞ, and qc ¼
∑nj¼1 qj∕n is the ring-polymer centroid of mass mc ¼ nmn. The
umbrella sampling method (13) is used to efficiently sample this
collective variable between the reactant and product basins.
Independent RPMD sampling trajectories are performed using
biasing potentials of the form
∑
n
j¼1
½VEVBðxðjÞÞ þ
1
2
klðλðxcÞ − λlÞ2; l ¼ 1;…;20; [S2]
where the fklg and fλlg are listed in Table S1.
For the RPMD trajectories used to sample the FE profile, a
ring-polymer bead mass of mn ¼ 12∕n amu was used to diminish
the separation of timescales for the motion of the ring-polymer
and the rest of the system. Changing this parameter does not
affect the ensemble of configurations that are sampled in the
calculation of the FE profile; it merely allows for the sampling
trajectories to be performed with a larger simulation time step
(0.1 fs) than is used in the dynamical trajectories. Furthermore,
unlike the RPMD dynamical trajectories in which the long-range
electrostatic contributions are updated every time step, we use
twin-ranged cutoffs (4) in the FE sampling trajectories such that
nonbonding interactions beyond 9 Å are only updated every 5 fs.
Sampling trajectories are performed at constant temperature
using the velocity rescaling thermostat (14) with a relaxation time
of 0.05 ps.
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The sampling trajectories are initialized in order of increasing
λl, as follows. The first sampling trajectory (l ¼ 1) was initialized
from the equilibrated system in the reactant basin. After 25 ps of
simulation, the configuration from this first sampling trajectory
was used to initialize the second sampling trajectory (l ¼ 2). After
25 ps of simulation, the configuration from the second trajectory
was used to initialize the third sampling trajectory (l ¼ 3), and so
on. A total simulation length of 6 ns is sampled for each value of l,
and the weighted histogram analysis method (WHAM) (15) is
used to calculate the unbiased FE profile FðλÞ from the set of
sampling trajectories.
To improve the overlap of the trajectories in coordinates
other than λðxcÞ, we follow the swapping procedure described
by Warshel and coworkers (16). Configurations are swapped
between neighboring values of windows every 100 ps, and the
first 25 ps after a swap are discarded. Comparing results obtained
with and without the use of this swapping protocol, we found
no significant difference in the calculated free energy profile
(Fig. S9). Each sampling trajectory for the calculation of the FE
profile without swapping was also of length 6 ns in time.
In addition to calculating the quantized FE profile using the
RPMD sampling trajectories, we repeat the sampling protocol
with classical MD trajectories to obtain the classical FE profile
for the intrinsic reaction. Fig. S2A compares these two results;
the results for the quantized system are identical to those from
Fig. 1B in the main text.
For the calculation of equilibrium ensemble averages, the
configurations of the enzyme are aligned to remove overall trans-
lational and orientational diffusion. As in previous studies (1),
this is done using the following iterative protocol. In a first step,
all configurations in the ensemble are aligned to the crystal
structure, and the atom positions of the aligned structure are
averaged. In a second step, all of the configurations in the ensem-
ble are aligned to the average structure from the first step. In all
cases, the RMSD between the average structures of subsequent
iterations converged to within 10−7 Å in less than 20 iterations.
The Dividing Surface Ensemble. Boltzmann-weighted sampling
on the reaction dividing surface (λðxcÞ ¼ −4.8 kcal∕mol) is per-
formed with constrained molecular dynamics using the SHAKE
algorithm (7). The existing implementation of SHAKE in
Gromacs-4.0.7 is modified to constrain both classical MD and
RPMD with respect to the collective variable λðxcÞ. To remove
the hard-constraint bias from the ensemble of configurations that
is sampled in the constrained dynamics (17, 18), each sampled
configuration is weighted by ½HðxcÞ−1∕2, where
HðxcÞ ¼ ðmcÞ−1j∇qcλðxcÞj2 þ∑
N
k¼1
M−1k j∇QkλðxcÞj2: [S3]
Seven long, independent RPMD trajectories are run with
the dividing surface constraint. These constrained trajectories
are initialized from configurations obtained in the umbrella sam-
pling trajectories that are restrained to the dividing surface region
using Eq. S2, and they are performed at constant temperature
using the velocity rescaling thermostat (14) with a relaxation time
of 0.05 ps. Following an initial equilibration of 25 ps, each of
the constrained trajectories is run for 1 ns, and dividing surface
configurations are sampled every 4 ps. As with the umbrella sam-
pling trajectories, the constrained dynamics utilize a ring-polymer
bead mass of mn ¼ 12∕n amu to enable a time step of 0.1 fs.
To eliminate the effects of overall translational and rotational
diffusion from the analysis of the reactive trajectories, the phase-
space points for the reactive trajectories are aligned at t ¼ 0
(i.e., the point of initial release from the dividing surface). This
is done exactly as in the calculation of equilibrium averages.
Using the ensemble of configurations corresponding to reactive
trajectories at t ¼ 0, the rotation and translation for each parti-
cular trajectory is determined. This translation and rotation is
applied to the configuration of each time step in the trajectory,
and only the rotation is applied to the velocities at each time
step in the trajectory.
Calculation of the Transmission Coefficient.Using a dividing surface
of λðxcÞ ¼ λ‡, the time-dependent transmission coefficient for the
reaction is (19–22)
κðtÞ ¼ h
_λðxcð0Þ;_xcð0ÞÞθðλðxcðtÞÞ − λ‡Þiλ‡
h_λðxcð0Þ;_xcð0ÞÞθð_λðxcð0Þ;_xcð0ÞÞÞiλ‡
; [S4]
where h…iλ‡ denotes the Boltzmann-weighted distribution of
configurations on the dividing surface, and θðxÞ is the Heaviside
function. The transmission coefficient is evaluated by initializ-
ing RPMD trajectories from configurations (xcð0Þ) on the divid-
ing surface with velocities (_xcð0Þ) drawn from the Maxwell–
Boltzmann distribution. These initial configurations are then
correlated with the configurations ðxcðtÞÞ reached by the uncon-
strained RPMD trajectories after evolving the dynamics for
time t.
In the current study, each sampled configuration on the divid-
ing surface is used to generate three unconstrained RPMD
trajectories that are evolved both forward and backward in time
for 100 fs, such that 10,500 half-trajectories are released from
the dividing surface. The initial velocities for each trajectory are
drawn independently; these time-zero velocities, the time-zero
positions, and the corresponding time-zero forces at the initial
positions are used to initialize the leap-frog integrator.
In addition to calculating the transmission coefficient for the
quantized hydride transfer using RPMD, we repeat the protocol
with classical MD trajectories to obtain the classical transmission
coefficient. Fig. S2B compares these two results; the results for
the quantized system are identical to those from Fig. 1C in the
main text.
Additional Measures of Dynamical Correlations. To confirm that
Fig. 2 in the main text, which considers only heavy atom positions,
did not neglect important dynamical correlations, we include the
corresponding plots with all atoms for the enzyme included
(Fig. S3). To examine the robustness of our conclusions about
dynamical correlations in the system, we present various alterna-
tive measures of dynamical correlations in Figs. S4–S6. Fig. S4
presents alternative methods for analyzing the dynamical corre-
lation measure dijðtÞ. In Fig. S5, we present a measure of dyna-
mical correlations that are nonlocal in time,
dΔtij ðtÞ ¼
hviðtÞ · vjðtþ ΔtÞit
ðhjviðtÞj2ithjvjðtþ ΔtÞj2itÞ1∕2
−
hviðtÞ · vjðtþ ΔtÞi
ðhjvij2ihjvjj2iÞ1∕2
; [S5]
where h:::it and h:::i are defined as in the main text. In Fig. S6,
we present a measure of dynamical correlations between perpen-
dicular components of the velocity,
d⊥;ξ1;ξ2ij ðtÞ ¼
D⊥;ξ1 ;ξ2ij ðtÞ
ðD⊥;ξ1 ;ξ1ii ðtÞD⊥;ξ2 ;ξ2jj ðtÞÞ1∕2
; [S6]
where
D⊥;ξ1;ξ2ij ðtÞ ¼ hðv¯ξ1i ðtÞ − hv¯ξ1i iÞðv¯ξ2j ðtÞ − hv¯ξ2j iÞit; [S7]
and where v¯i ¼ ðv¯1i ;v¯2i ;v¯3i Þ is the absolute velocity vector in
Cartesian coordinates. As for the measures presented in the main
text, dynamical correlations are found to be localized in the
substrate and cofactor regions, with only weak signatures in the
protein residues surrounding the active site.
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Fig. S1. The active site region of the DHFR enzyme, with the transferring hydride (green) in the reactant state, the donor and acceptor carbon atoms in purple,
and relevant protein residues in gold.
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Fig. S2. (A) The quantized and classical free energy profiles for the reaction. (B) The quantized and classical time-dependent transmission coefficient
corresponding to the dividing surface at λðxÞ ¼ −4.8 kcal∕mol.
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Fig. S3. (A) (Upper triangles) The covariance cij among position fluctuations in DHFR, plotted for the reactant, dividing surface, and product regions. All atoms
are indexed according to PDB ID code 1RX2. (Lower triangles) The difference with respect to the plot for the reactant basin. (B) (Upper triangle) The integrated
dynamical correlation measure dij , indexed as in (A). (Lower triangle) The substrate and cofactor regions are enlarged. Dynamical correlations between
atom-pairs that share a holonomic constraint are excluded from part B. Comparison of the current figure (which includes all atoms) with Fig. 2 in the main
text (which includes only heavy atoms) leaves the conclusions from the main text unchanged.
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Fig. S4. Alternative measures of the dynamical correlation. (A) The integrated dynamical correlation measure dij ¼ ∫ τ−τdtdijðtÞ, reproduced from Fig. 2E of the
main text. (B) Including only the forward-integrated time, ∫ τ0dtdijðtÞ. (C) Including only the backward-integrated time, dij ¼ ∫ 0−τdtdijðtÞ. (D) Including the
integrated absolute value, ∫ τ−τdtjdijðtÞj. In all cases, τ ¼ 100 fs.
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Fig. S5. (A–H) The measure of temporally nonlocal dynamical correlations, dΔtij ðtÞ, plotted at various separation times Δt and for various atom pairs, including
(A) the donor and acceptor atom pair, (B) the substrate-based C7 and the acceptor atom pair, (C) the cofactor-based CN4 and donor atom pair, (D) the active site-
based protein atoms that define the distanceΘ2 in Fig. 4B (E) the active-site-based backbone I4 O and the acceptor atom pair, (F) the active-site-based backbone
I4 O and the donor atom pair, (G) the active-site-based backbone G95 Cα and the acceptor atom pair, and (H) the active-site-based backbone G95 Cα and the
donor atom pair. Two curves (red and blue) are plotted, because dΔtij ðtÞ is not symmetric with respect to atom indices i and j for nonzero Δt. At right, the
integratedmeasure dΔtij ¼ ∫ τ−τdtdΔtij ðtÞ for each lag time, plotted as a function of the protein α-carbon atoms and the heavy atoms of the substrate and cofactor,
as in Fig. 2E in the main text. In all cases, τ ¼ 100 fs. At far right, the same integrated measure is replotted, only displaying data points for which the magnitude
of the integrated measure exceeds twice the estimated standard error.
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Fig. S6. The measure of dynamical correlations between perpendicular components of the velocity, d⊥;ξ1 ;ξ2ij ðtÞ. (A) The integrated measure
d⊥ij ¼ ∑3ξ1 ;ξ2¼1 ∫ τ−τdtd
⊥;ξ1 ;ξ2
ij ðtÞ that includes all components. (B) The integrated measure d⊥ij ¼ ∑3ξ ∫ τ−τdtd⊥;ξ;ξij ðtÞ that includes only diagonal components.
(C) The integrated measure d⊥ij ¼ ∑3ξ1≠ξ2¼1 ∫ τ−τdtd
⊥;ξ1 ;ξ2
ij ðtÞ that includes only off-diagonal components. In all cases, τ ¼ 100 fs, and the integrated measures
are plotted as a function of the protein α-carbon atoms and the heavy atoms of the substrate and cofactor, as in Fig. 2E in the main text.
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Fig. S7. Modifications to the GROMOS 43A1 united atom forcefield only involve the DHFþ, THF, NADPþ , and NADPH species. The resulting potential energy
surface is as close as possible to that used in earlier studies of statistical correlation in DHFR hydride transfer catalysis (1). Only parameters that differ from the
GROMOS forcefield are indicated; parameters shown for DHFþ differ with respect to those for 7,8-dihydrofolate (DHF). In red, the atomic charges for DHFþ are
shown. In black, the bond-type (bold) and angle-type (italics) indices for the GROMOS forcefield are shown. Explicit representations are used for the transfer-
ring hydride (H−) in the THF and NADPH species, the pro-S hydrogen atom (H°) in the NADPH and NADPþ species, and the proton (Hþ) attached to the nearest
neighbor of the donor carbon. Firstly, we describe the treatment of H−. The transferring hydride interacts with the donor and acceptor carbons via Morse
potentials MR and MP , respectively (1). Following GROMOS convention, nonbonding interactions are excluded between H− and its first-, second-, and third-
nearest neighbors, defined in terms of bonding connectivity. Additionally, nonbonding interactions between H− and the H°, donor, and acceptor atoms are
excluded, regardless of the local bonding environment of the H− atom. Secondly, we describe the treatment of H°. The bond length for H° is constrained to a
fixed value of 1.09 Å , and planarity of H° with respect to the nicotinamide ring in NADPþ is enforced using the planar improper dihedral angle potential in
GROMOS. As for the hydride, nonbonding interactions are excluded between H° and its first-, second-, and third-nearest neighbors. Thirdly, we describe the
treatment of Hþ. Nonbonding interactions are excluded between Hþ and its first- and second-nearest neighbors; third-nearest neighbor nonbonding inter-
actions are treated through using a 1–4 potential. For the LJ interactions involving these explicit hydrogen atoms, Hþ is treated using the parameters for a
charged hydrogen, and both H° and H− are treated using the parameters for a hydrogen bound to a carbon. For the LJ interactions involving the donor and
acceptor, these atoms are treated using the parameters for a bare carbon atom.
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Fig. S8. Tests of the degree to which the weak harmonic restraints impact the dynamics of the reactive trajectories. (A) Comparison of two trajectories that are
initialized from the same positions and velocities on the dividing surface, which are calculated with (red) and without (black) the weak restraints. Trajectories
are evolved for a total of 200 fs and are viewed in the plane of the donor-acceptor distance (Θ1ðxcÞ) and the reaction progress variable (λðxcÞ). (B) In red, the
mean pathway from the ensemble of 750 reactive trajectories, σ ¼ ðhλðxcÞit ;hΘ1ðxcÞitÞ, calculated for trajectories obtained with the weak restraints. In black,
themean pathway from the ensemble of 750 trajectories that are initialized from the same phase-space points but which do not include the weak restraints. (C)
(Upper triangle) The dynamical correlation measure drestij , calculated from an ensemble of 750 reactive trajectories using the weak harmonic restraints; this
quantity is identical to the that reported in Fig. 2E of the main text, except that fewer trajectories are used here. (Lower triangle) The difference between drestij
and dunrestij , which is calculated from the ensemble of 750 trajectories that are initialized from the same phase-space points but which do not include the weak
restraints. For all three tests, the impact of the weak restraints on the dynamics of the reactive trajectories is undetectable.
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Fig. S9. Free energy profiles obtained with (red) and without (blue) swapping of configurations from neighboring 6 ns sampling trajectories in the WHAM
calculation.
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Table S1. The umbrella sampling parameters fλlg
and fklg in units of kcal/mol and mol/kcal,
respectively
l λl kl
1 −188.7 0.002
2 −154.0 0.002
3 −120.0 0.002
4 −87.1 0.002
5 −57.4 0.004
6 −56.1 0.002
7 −35.8 0.004
8 −18.3 0.004
9 −17.8 0.008
10 −6.4 0.008
11 1.4 0.004
12 1.5 0.008
13 4.3 0.006
14 14.2 0.004
15 23.3 0.002
16 34.2 0.004
17 57.9 0.002
18 95.8 0.002
19 135.7 0.002
20 170.0 0.000
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