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Resumen
El método Monte Carlo es una herramienta que 
ha sido ampliamente utilizada desde sus inicios en 
la década de los años 1940 principalmente en la 
ciencia e ingeniería de materiales aunque es aplica-
ble a temáticas tan diversas como la economía, la 
sociedad y su comportamiento, la biología y hasta 
la medicina. El funcionamiento del método Monte 
Carlo se basa en el uso de números aleatorios y en 
poder llegar a describir el comportamiento de un 
sistema o explicar un fenómeno difícil de com-
prender y de presentar analíticamente. Se pretende 
dar una introducción a los fundamentos básicos 
del método Monte Carlo aplicado a la ciencia de 
materiales como también mostrar algunos ejem-
plos basados en el algoritmo propuesto por N. 
Metropolis y que ha permitido abordar problemas 
interesantes en el tema. Al mismo tiempo se inclu-
yen ejemplos básicos con sus propios algoritmos 
desarrollados en el lenguaje de programación FOR-
TRAN 95 y que ilustran bastante bien las bases del 
método de Monte Carlo.
Palabras clave
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Abstract
Monte Carlo method is a tool that has been widely 
used in materials science and engineering since its 
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beginning in the decade of the 1940, but is also 
applicable in subjects as diverse as economics, 
society and its behavior, biology and even medi-
cine. The working of the Monte Carlo method is 
based on the use of random numbers and to get 
to describe the behavior of a system or explain a 
phenomenon difficult to understand and to treat 
analytically. It aims to provide an introduction to 
the basics of Monte Carlo method applied to mate-
rials science, as well as show some examples based 
on the algorithm proposed by N. Metropolis and 
that has helped to address interesting problems in 
the field. 
At the same time basic examples are included with 
their own algorithms developed in the program-
ming language FORTRAN 95 and illustrate quite 
well the foundations of the Monte Carlo method.
Keywords
Computational simulation, Metropolis algorithm, 
Monte Carlo method.
1. Introducción
El rápido crecimiento tecnológico de los últimos 
años viene acompañado de un gran avance en el 
estudio de la ciencia de los materiales, de un enten-
dimiento profundo sobre los fenómenos y leyes 
por los cuales estos materiales se rigen y presentan 
comportamientos muy especiales que los hacen 
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atractivos para aplicaciones prácticas en todos los 
sectores de la industria. Estos mismos avances 
tecnológicos en la ciencia de materiales han lle-
vado a que en la actualidad existan computadoras 
con procesadores más eficientes en el desarrollo 
de sus tareas y por lo tanto a poder realizar cada 
vez un mayor número de operaciones de punto 
flotante por segundo (FLOPS por sus siglas en 
inglés –floating point operations per second-) 
[1], lo que permite que exista un gran avance en 
el alcance de las técnicas de simulación y mode-
lamiento  computacional de fenómenos físicos 
tanto a nivel macroscópico [2,3] como a nivel 
micro y nanoscópico [4,5].
En la búsqueda de herramientas y modelos compu-
tacionales para el estudio de fenómenos físicos se 
ha destacado fuertemente el interés por simular el 
comportamiento de los materiales a escalas nano-
métricas [6,7] con el fin de entender a fondo las 
interacciones que tienen lugar en éstos y así mismo 
el porqué de las atractivas propiedades que algunos 
de ellos presentan. Para tal fin se han creado mode-
los y métodos de simulación de materiales entre los 
cuales podemos encontrar: dinámica molecular [8], 
dinámica del espín cuasi-clásico [9], ecuaciónes de 
Langevin y sus variaciones (dinámica celular) [10], 
dinámica de disipación de partículas [11], red de 
gas de autómatas celulares [12], ecuación de red de 
Boltzmann [13], simulaciones Monte Carlo [14 - 
16] entre otros.
Este último tipo de simulaciones es el que nos 
ocupa en el presente trabajo donde explicare-
mos los fundamentos básicos de este método en 
el estudio de la ciencia de los materiales y de las 
propiedades eléctricas, ópticas, magnéticas, morfo-
lógicas, tribológicas, estructurales y demás que se 
pueden evaluar utilizándolo.
1. Generalidades
El método Monte Carlo fue desarrollado por 
John Von Neumann, Stanislao Ulam y Nicholas 
Metropolis alrededor de 1948 para el estudio de 
la difusión de neutrones en materiales para fusión 
nuclear. Debido a la gran cantidad de números alea-
torios utilizados en las simulaciones, Metropolis le 
adjudicó al método el nombre de Monte Carlo en 
honor al principado de Mónaco por ser “la capital 
del juego al azar”.
Es un método de aproximación estadística que 
Nicholas Metropolis propuso en sus inicios basado 
en las ecuaciones de la teoría cinética de los gases 
y las conocidas ecuaciones de distribución de pro-
babilidad de Boltzmann, y fue desarrollado con el 
objetivo de evitar lo tedioso que se convertía resol-
ver estas ecuaciones con los métodos clásicos y la 
poca exactitud a la que se podía llegar [17]. Esta 
primera aproximación realizada por Metrópolis 
fue posteriormente generalizada por W. Keith 
Hastings en 1970, quien utilizó el método de las 
llamadas cadenas de Markov aplicadas al método 
Monte Carlo para solucionar problemas de mecá-
nica estadística [18].
En el método de simulación Monte Carlo se intenta 
seguir la ‘dependencia del tiempo’ de un modelo 
para el cual su cambio o evolución no se desarrolla 
de una manera rigurosamente predefinida (ejem-
plo, que esté acorde con las leyes del movimiento 
de Newton), sino más bien de una manera estocás-
tica y que depende de una secuencia de números 
aleatorios generada durante la simulación. Con una 
segunda secuencia diferente de números aleatorios, 
la simulación no arroja resultados idénticos pero sí 
valores que están acordes con aquellos obtenidos 
de la primera secuencia, generándose eso si un 
pequeño ‘error estadístico’ pero conservándose las 
tendencias en los resultados [19]. En el método se 
habla también de los pasos de Monte Carlo, pero 
existe una buena libertad para diseñar un paso de 
Monte Carlo. Este puede contener usualmente, N 
pasos elementales donde N es el número de par-
tículas en el sistema; o bien, puede ser tomando 
como ejemplo las simulaciones de la física del 
estado sólido, un cambio en los primeros vecinos 
de un átomo o vacancia en una red cristalina. En 
transporte eléctrico se puede considerar como el 
movimiento de un electrón hacia una nueva posi-
ción dentro de un cristal [23]. 
Se puede describir la función de distribución Monte 
Carlo, p(q, t) en el tiempo t+∆t como:
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p(q,t+∆t) =∑p(q´,t) W(q´,q)   
                                                    q´  
-∑p(q,t)W(q,q´)
                          q 
(1)
Donde W(q, q´) es una probabilidad de transición 
y representa que el sistema vaya desde el estado q 
hacia el estado q´ [14, 23]. De esta se puede decir 
que su precisión depende fuertemente de la calidad 
del muestreo lo cual se puede hacer incrementando 
el número de particiones en el tiempo, o eligiendo 
cuidadosamente las variables a observar y asegu-
rándose de que representen bien el sistema [14, 23]. 
Para que un sistema pueda ser sujeto a simulación 
mediante el método Monte Carlo debe cumplir con 
unos requisitos básicos que se relacionan a conti-
nuación [23]:
•	 Analizar la aplicabilidad de las aproximaciones 
estocásticas dependiendo de la naturaleza del 
proceso.
•	 Calcular los niveles de energía de equilibrio ter-
modinámicamente consistente.
•	 Configurar una función de distribución de 
equilibrio prescrita usando los niveles de ener-
gía calculados anteriormente. Aquí es donde a 
menudo se utiliza la distribución de Boltzmann 
para calcular la distribución de probabilidad de 
equilibrio.
•	 Elegir un esquema para evaluar la matriz de pro-
babilidad de transición W(q, q´).
•	 Identificar un conjunto de variables o paráme-
tros de salida.
•	 Evaluar la calidad del generador de números 
aleatorios.
•	 Evaluar la influencia de los efectos de tamaño 
finito sobre el sistema a analizar.
Mientras los problemas que involucran pequeñas 
cantidades de partículas son estudiados mediante 
la mecánica clásica, los problemas que tratan gran 
cantidad de éstas se estudian bajo la mecánica esta-
dística la cual considera el estudio de todo el conjunto 
de partículas y lo relaciona con el comportamiento 
general del sistema. En el estudio de la ciencia 
de los materiales las simulaciones con el método 
Monte Carlo suponen utilizar un número finito 
de partículas que puede ser de cientos de éstas y 
que para minimizar la mayor cantidad posible de 
los llamados efectos de superficie, se consideran 
condiciones de frontera periódicas [20]. 
Es posible utilizarlo por ejemplo para investigar el 
transporte molecular y de carga [21], fenómenos 
de difusión en gases y materiales condensados, 
diversos problemas de deposición y crecimiento 
de películas delgadas, monitorear complejos fenó-
menos dinámicos para analizar el camino de las 
reacciones a nivel superficial o de bloque  en un 
material como también relajaciones y transiciones 
estructurales que ocurran en el mismo [23]. Es 
ampliamente utilizado también en fenómenos 
de transición magnética por ejemplo de la fase 
paramagnética a ferromagnética, lo que se conoce 
como transición orden-desorden [22]. Y no solo 
en el ámbito de los materiales puede aplicarse el 
método, se ha investigado en la determinación de 
un modelo probabilístico para el estudio de las 
redes neuronales [24], la genética es otro punto 
que se ha trabajado bastante mediante el método 
Monte Carlo para la evaluación de las ecuaciones 
de algunos modelos de difusión utilizados en el 
tema [25] y un último ejemplo de la diversidad del 
método esta el estudio de la recarga de los recursos 
de agua subterránea por ejemplo en el rio amarillo 
en China, donde se calcula el volumen de agua que 
esta disponible y de cuántas fuentes proviene [26].
Dentro de las simulaciones con Monte Carlo se 
encuentra una buena parte dedicada al crecimiento 
de películas o recubrimientos, y se pueden distin-
guir algunos métodos como deposición balística 
que en términos computacionales es la mas 
sencilla de implementar y que los resultados son 
fácilmente interpretados [27, 28], también se habla 
del método de sedimentación que es básicamente 
una versión mejorada del método de deposición 
balística pero añadiendo el proceso de difusión de 
cada átomo que llega al sustrato con la inclusión 
también de reglas para el salto en la difusión. [29, 
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30]. Recientemente la atención se ha centrado en 
el estudio de una variante del método Monte Carlo 
en equilibrio llamada Monte Carlo Cinético (KMC) 
[31-33] y que se utiliza para simular la técnica de 
crecimiento llamada “Molecular Beam Epitaxy” 
o crecimiento epitaxial por haces moleculares. El 
Monte Carlo cinético puede ser aplicado a sistemas 
en condiciones de equilibrio y fuera del equilibrio 
y para crecimiento epitaxial por haces moleculares 
trata tanto los procesos de deposición como los 
de difusión; la principal diferencia con el Monte 
Carlo tradicional aplicado a la difusión de átomos 
en la superficie es que debe calcularse la energía de 
activación del sistema y tenerla en cuenta al realizar 
un paso de Monte Carlo entre dos sitios con ener-
gía E1 y E2 y aceptar una configuración nueva del 
sistema (E2) solo sí existe la energía de activación 
necesaria EA. Esta relación se observa en la Figura 
1. 
2.1 Algoritmo de Metrópolis y sus 
aplicaciones 
El algoritmo de Metrópolis trata de calcular esta-
dísticamente el comportamiento de las propiedades 
que rigen un sistema mediante la aplicación del 
método Monte Carlo. Este algoritmo se vale del 
método Monte Carlo para simular propiedades y 
cantidades físicas tan complicadas de analizar como 
por ejemplo la ecuación de Schrödinger indepen-
diente del tiempo:
∆ ψ (x,y,z) = (E-V) ψ (x,y,z)             (2)
A la cual si le reintroducimos la dependencia del 
tiempo considerando:
u (x,y,z) = ψ (x,y,z)  e-Et         (3)
Podemos decir entonces que  obedecerá la siguiente 
ecuación:
∂u/∂t = ∆u-Vu            (4)
La ecuación 4 puede interpretarse como la que 
describe el comportamiento de un sistema de par-
tículas cada una de las cuales traza una trayectoria 
diferente, es decir que se difunde isotrópicamente 
y si la solución a esta ecuación corresponde a un 
modo espacial multiplicado exponencialmente en 
el tiempo, la parte espacial de esa solución repre-
senta el valor deseado ψ(x,y,z). El algoritmo de 
Metrópolis cuenta con la principal ventaja de que 
permite conocer los valores de ciertos operadores 
dados sobre funciones que a su vez obedezcan a 
una ecuación diferencial sin necesidad de conocer 
los valores punto-a-punto de las funciones que son 
soluciones a dicha ecuación diferencial. Esto sig-
nifica que el método muestra una idea del valor de 
una función directamente, sin conocer previamente 
la función en cada punto del dominio del sistema 
[17].
Un esquema general del algoritmo de Metrópolis 
puede condensarse de la siguiente manera [23, 
36,37]
a) Configuración inicial del sistema.
b) Cálculo de la energía del sistema en el estado 
inicial (E1).
c) Perturbación aleatoria de una propiedad del 
sistema.
d) Cálculo de la energía del sistema en el nuevo 
estado generado después de la perturbación 
(E2).
e) Análisis del cambio energético del sistema, 
∆E=E2-E1
o Si ∆E es menor que cero se acepta el nuevo 
estado (E2)
o De lo contrario se genera un número aleatorio 
entre 0 y 1 y se compara con la probabilidad 
Figura 1. Esquema comparativo entre Monte Carlo (MC)  
y Monte Carlo Cinético (KMC) [31].
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asociada a la distribución de Boltzmann 
(exp(-∆E/KB))
f) Se actualiza la configuración del sistema y se 
regresa al paso c). Esto se hace tantas veces 
como pasos de Monte Carlo se requieran para 
asegurar que la energía del sistema se estabilice.
g) Cálculo de los promedios estadísticos de las 
variables físico-químicas a evaluar.
Este tipo de algoritmo se utiliza para analizar la 
convergencia de cantidades físicas propias de 
materiales específicos, un ejemplo de estas son la 
magnetización, la resistividad eléctrica y magnética, 
energía de las bandas prohibidas en semiconduc-
tores, suceptibilidad magnética, calor específico, 
histéresis magnética y eléctrica, rugosidad de recu-
brimientos, entre otras.
3.  Lenguajes de programación 
utilizados en la simulación
Existen diversos lenguajes de programación com-
putacional entre los que se destacan C, C++, Visual 
Basic, Python y Fortran entre otros. Algunos ejem-
plos dados en esta sección fueron desarrollados en 
Fortran 95 y solo para ilustrar se han incorporado 2 
códigos que ejemplifican el método Monte Carlo. Se 
puede hablar entre los tipos de simulaciones Monte 
Carlo, de dos tipos muy conocidos, el de muestreos 
simples y el de muestreos de importancia. Veamos 
algunos ejemplos.
3.1 Método de Monte Carlo de muestreos 
simples
Una de las aplicaciones mas simples y efectivas es 
la evaluación de integrales tanto unidimensionales 
como multidimensionales definidas y que analí-
ticamente son inmanejables [14, 38-40], esto lo 
podemos ver en un ejemplo donde se desea hallar 
la integral de f(x) sobre un intervalo fijo.
En la Figura 2 podemos ver el dominio que se 
caracteriza por encontrarse entre los intervalos: a 
y b sobre el eje X y entre 0 y yo en el eje Y; siendo 
y
0
>f(x)  en dicho intervalo. Aquí y
0
>f(x) es la curva 
que se muestra en la figura 2. El proceso se hace 
dejando caer N elementos en posiciones aleatorias 
dentro del sector delimitado y el número de lanza-
mientos que se ubican bajo la curva de función f(x) 
serán los aciertos N
0
 y se utilizan para estimar la 
siguiente integral de la función,
  y=∫a
b f (x) dx       (5)
De la siguiente forma,
yest = (N0   ⁄ N) × [y0 (b-a)]         (6)
Siendo yest el valor estimado por el método, y 
donde si aumentamos el número de lanzamientos 
N, cuando este tienda a infinito, la precisión empe-
zará a incrementar hasta converger correctamente 
a la respuesta correcta [41].
El método Monte Carlo puede ser ilustrado tam-
bién utilizando una simulación que nos aproxime 
un al número pi (π). La mecánica se basa en que 
aleatoriamente se realizan lanzamientos sobre un 
dominio cuadrado y se evalúa cuántos lanzamien-
tos caen dentro de un dominio circular inscrito en 
el dominio inicial; para calcular el número pi apro-
ximado se multiplica el número de aciertos na por 4 
debido a que el número de aciertos en este dominio 
representa solo un cuadrante de un círculo de radio 
1, y se divide sobre el número de lanzamientos nl 
[39]:
Figura 2. Esquema de la integración de la función  dada  
por la curva sólida, mediante Monte Carlo y con la técnica 
del acierto-desacierto.



















print*, ‹El numero pi aproximado es: ‹,pii
endprogram aproxipi
Este código fue desarrollado en el lenguaje de 
programación Fortran 95 utilizando el ambiente de 
desarrollo integrado (IDE por sus siglas en inglés) 
Silverfrost – Plato versión 4.3.0  que lo componen 
el editor de código, el compilador del lenguaje y 
el ejecutor del mismo. El resultado de ejecutar el 
código anterior es que la variable pii claramente se 
aproxima al valor del número pi.
Otro ejemplo del poder del método Monte Carlo 
son los llamados “paseos aleatorios” que podemos 
dividir en tres tipos, los paseos aleatorios (RW) 
para los cuales todos los posibles nuevos pasos son 
posibles y tienen la misma probabilidad; los paseos 
aleatorios (SAW) que analizan si un nuevo paso 
se intersecta con alguno ya recorrido y paran en el 
caso afirmativo. Y los paseos aleatorios (GSAW) 
que evitan que los caminos se detengan rápida-
mente como es el caso de los paseos SAW y lo 
hacen analizando todos los posibles nuevos pasos y 
si estos pararían o no el paseo actual, son llamados 
a menudo los “paseos inteligentes” porque después 
de reconocer que se puede cruzar con sí mismo, le 
da igual probabilidad a las opciones que le quedan 
y que no se cruzan [34]. En la Figura 3 podemos 
observar un esquema de lo que sucede en cada uno 
de los tres tipos de paseos aleatorios:
Podemos estudiar el primer tipo de paseos alea-
torios a través de las siguientes líneas, en donde 
podemos diferenciar la primera parte que genera 
las posiciones iniciales del paseo y la segunda parte 
que va actualizando dichas posiciones cada que se 





















Este genera la posición inicial del camino de una 
manera aleatoria y va añadiendo pasos sin importar 
que se cruce con tramos ya recorridos en el paseo, 
es el más simple de los caminos aleatorios y se 
puede observar en la Figura 4, como es el compor-
tamiento:
Figura 3. Ejemplos de los 3 tipos de paseos aleatorios. Para 
el RW cualquier paso siguiente tiene la misma probabilidad. 
En el SAW el paseo termina si se cruza entre sí. Y el tipo 
GSAW reconoce el peligro de cruzarse con sí mismo y toma 
cualquiera de las otras opciones [35].
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3.2 Método de Monte Carlo de Muestreos 
Importantes
Los muestreos de importancia, constituyen una 
técnica para aplicar el método Monte Carlo y que 
se utiliza para estudiar sistemas y fenómenos un 
poco mas complejos como por ejemplo transi-
ciones de fase a temperaturas finitas, o el clásico 
modelo Ising del espín como base para muchos 
otros problemas, y para calcular otras cantidades 
termodinámicas, únicamente promediando sobre 
muestras que representan satisfactoriamente todo 
el sistema [14, 41-43]. 
Una de las aplicaciones del método Monte Carlo se 
enfoca en el estudio de las propiedades magnéticas 
en materiales del tipo manganitas como es el caso 
de la LaCaMnO, material al cual se le ha estudiado 
su comportamiento magnético en función de la 
temperatura en diferentes tipos de estructuras 
como películas delgadas y nanopartículas. Este 
material puede comportarse como ferromagnético 
según su estequiometria La1/3Ca2/3MnO3, o 
comportarse como anti-ferromagnético de acuerdo 
a La2/3Ca1/3MnO3. Utilizando el método Monte 
Carlo se han simulado los efectos de la forma y el 
diámetro de nanopartículas de este tipo de manga-
nitas [22]; se ha logrado mediante el análisis de la 
energía del sistema en función de las interacciones 





(Si⋅Sj-KB∑i(Si⋅a)2 - KS∑i(Si⋅n)-h∑iSi⋅h  (7)
Entre las cuales se puede distinguir fácilmente, el 
primer término que involucra la primera sumatoria 
y que trata de la interacción entre los espines de los 
primeros vecinos y la respectiva constante de inter-
cambio Jij; el segundo término incluye la constante 
de anisotropía del interior de la nanopartícula KB, es 
decir del bloque. Por su parte el tercer término en 
la ecuación 7 relaciona los espines de la superficie 
de la nanopartícula con su respectiva constante de 
anisotropía KS. Y la interacción entre un campo 
magnético externo aplicado al sistema y sus espines 
se ve reflejada en el último término de dicho Ham-Figura 4. Trayectoria descrita en un paseo aleatorio 
utilizando el método Monte Carlo.
 ̂⃑⃑ ⃑ ⃑ ⃑ ̂  ̂
Figura 5. Magnetización vs. Temperatura para 
nanopartículas esféricas de La1/2Ca2/3MnO3  
variando el diámetro de las mismas [22].
Figura 6. Susceptibilidad magnética en función 
de la temperatura para nanopartículas esféricas de 
La1/2Ca2/3MnO3 variando el diámetro [22].
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miltoniano. La magnetización se ve influenciada 
por el diámetro de la nanopartícula, mientras éste 
aumenta la magnetización también lo hace, esto se 
puede ver en la Figura 5 donde también se compara 
con la magnetización de una muestra en bloque, 
las nanopartículas disminuyen bastante esta pro-
piedad debido al menor número de interacciones 
en los iones de la superficie. Ahora bien, la Figura 
6 se ocupa de la susceptibilidad magnética para el 
mismo sistema.
Otro sistema que también se ha simulado mediante 
el método Monte Carlo y que hace parte de las 
simulaciones con muestreo de importancia, es la 
microestructura de los materiales, un ejemplo es el 
crecimiento de granos en los materiales metálicos 
en donde se estudia por ejemplo la influencia de la 
anisotropía en las fronteras de grano y su movilidad 
a su vez como la distribución del tamaño de los 
mismo como se puede ver en la Figura 7 [45-47] 
o el estudio de la rugosidad en la interface de con-
tacto entre dos tipos de materiales con estructura 
perovskita y de la forma La1/3Ca2/3MnO3 para 
el ferromagnético y La2/3Ca1/3MnO3 para el 
antiferromagnético [48]; esto se puede ver en la 
Figura 8 donde mediante Monte Carlo se genera 
todo el proceso de deposición de la primera capa 
con el material de comportamiento ferromagnético 
y luego se deposita la parte antiferromagnética y 
se observa el comportamiento y la influencia de la 
rugosidad en las propiedades magnéticas.
4. Conclusiones
El método de simulación Monte Carlo es uno de 
los pioneros en el desarrollo de la ciencia de mate-
riales y constituye una herramienta fundamental en 
su estudio, ya que permite evaluar gran cantidad de 
fenómenos físicos de alta complejidad y cuya solu-
ción analítica es demasiado difícil. Una gran ventaja 
de este método es que constituye una poderosa 
manera de resolver eficientemente el problema de 
la relajación en un sistema estocástico por medio de 
métodos numéricos y que su eficiencia es bastante 
alta cada vez que se trabaje con mayor resolución 
en las simulaciones. Existen muchos problemas en 
el campo de la física y en especial de la ciencia de 
materiales que pueden ser abordados mediante el 
método Monte Carlo, y cuya implementación es 
posible en todos los lenguajes de programación 
computacional gracias al algoritmo de Metropolis 
y su aplicación. 
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