Abstract. In this paper, the HZ-length of different groups is studied. By definition, this is the length of HZ-localization tower or the length of transfinite lower central series of HZ-localization. It is proved that, for a free noncyclic group, its HZ-length is ≥ ω + 2. For a large class of Z[C]-modules M, where C is an infinite cyclic group, it is proved that the HZ-length of the semi-direct product M ⋊ C is ≤ ω + 1 and its HZ-localization can be described as a central extension of its pro-nilpotent completion. In particular, this class covers modules M , such that M ⋊ C is finitely presented and H 2
Introduction
Let R be either a subgring of rationals or a cyclic ring. In his fundamental work [5] , A.K. Bousfield introduced the concept of HR-localization. This is a functor in the category of groups, closely related to the functor of homological localization of spaces. In this paper we will study the case R = Z, that is, HZ-localization for different groups.
An HZ-map between two groups is a homomorphism which induces an isomorphism on H 1 and an epimorphism on H 2 . A group Γ is HZ-local if any HZ-map G → H induces a bijection Mor(H, Γ) ≃ Mor(G, Γ). Recall that ( [5] , Theorem 3.10) the class of HZ-local groups is the smallest class which contains the trivial group and closed under inverse limits and central extensions. Given a group G, the HZ-localization η ∶ G → EG can be uniquely characterized by the following two properties: η is an HZ-map and the group EG is HZ-local. These two properties are given as a definition of HZ-localization in [5] . It is shown in [5] that, for any G, the HZ-localization EG exists, unique and transfiniltely nilpotent.
For a group G, denote by {γ τ (G)} the transfinite lower central series of G, defined inductively as γ τ +1 (G) ∶= [γ τ (G), G] and γ α = ⋂ τ <α γ τ (G) for a limit ordinal α. For a G, we will call the length of transfinite lower series of EG, i.e. the least ordinal τ, such that γ τ (EG) = 1 by HZ-length of G and denote it as HZ-length(G).
Let C be an infinite cyclic group. A Z[C]-module M is tame if and only if M ⋊ C is a finitely presented group [3] . If M is a tame C-module, then dim Q (M ⊗ Q) < ∞ and there exist a generator t ∈ C such that the minimal polynomial of the linear map t ⊗ Q ∶ M ⊗ Q → M ⊗ Q is an integral monic polynomial, which is denoted by µ M ∈ Z[x] (see [2, Theorem C] and Lemma 4.7). We prove the following (1) Assume that the equality λ i λ j = 1 holds only if λ i = λ j = 1. Then HZ-length(G) ≤ ω.
(2) Assume that the equality λ i λ j = 1 holds only if either m i = m j = 1 or λ i = λ j = 1. Then HZ-length(G) ≤ ω + 1.
As a contrast, we give an example of a finitely presented metabelian group of the form M ⋊C, where M is tame, whose HZ-length is greater than ω +1. In the following example, the Z[C]-module M is tame but it does not satisfy the condition of Theorem 5.6. Let 
In particular, for any tame Z[C]-module M, HZ-length(M ⋊ C) < 2ω.
It is easy to check that the above theorem together with Corollary 4.17 and Proposition 4.8 imply the conjecture for n = 0, 1.
For a group G, denote byĜ its pro-nilpotent completion:
as the multiplication by 3. Looking at the homology spectral sequence for an extension 1 → Z 2 →Ĝ → C → 1, we obtain H 2 (Ĝ) = Λ 2 (Z 2 ) ⊗ Z 9 = 0. Therefore, EG =Ĝ. Since the group G is not pre-nilpotent, HZ-length(G) = ω. The above example is an exception. In most cases, the description of HZ-localization as well as the computation of HZ-length for a given group is a difficult problem. It is shown in [5] that HZ-length of the Klein bottle group G Kl ∶= ⟨a, t a t = a −1 ⟩ = Z ⋊ C is greater than ω. As a corollary, it is concluded in [5] that HZ-length of any non-cyclic free group also is greater than ω. Our Theorem 5.6 implies that HZ-length(G Kl ) = ω + 1 and that the HZ-localization EG Kl lives in the central extension
where the action of t on 2-adic integers is negation. Moreover, we give a more explicit description of EG Kl in Proposition 9.2. The HZ-length of a free non-cyclic group remains a mystery for us, however, we prove the following Theorem. Let F be a free group of rank ≥ 2. Then HZ-length(F ) ≥ ω + 2.
Briefly recall the scheme of the proof. Consider an extension of the group (1.1) given by presentation
We follow the Bousfield scheme of comparison of pro-nilpotent completions for a free group and the group Γ. Consider a free simplicial resolution of Γ with F 0 = F . Group Γ has finite second homology, therefore, lim conclude that, HZ-length of M ⋊ C is not greater than ω + 1 if and only if the composite map Λ
is an epimorphism (see proposition 5.3). Theorem 5.6 is our main result of section 5. There is a simple condition on a tame Z[C]-module M which implies that HZ-length(M ⋊ C) ≤ ω + 1. Theorem 5.6 provides a large class of groups for which one can describe HZlocalization explicitly. In particular, we show that, if the homology H 2 (M ⋊ C) is finite, then the module M satisfies the condition (ii) of Theorem 5.6 and therefore, for such M, HZ-length(M ⋊ C) ≤ ω + 1.
In section 6 we recall the method of Bousfield from [5] , which gives a possibility to study the second homology of the pro-nilpotent completion of a free group. In section 7 we present our root examples (1.1) and (1.2) and prove that they have HZ-length greater than ω + 1. Following the scheme described above, we get the same result for a free non-cyclic group. In the last section of the paper we present an alternative approach for proving that some groups have a long HZ-localization tower. Consider the wreath product
Using functorial technique, we show in theorem 8.2 that HZ-length(Z ≀ Z) ≥ ω + 2. In the last section, as an application of the theory developed in the paper, we give an explicit construction of EG Kl .
Relative central extensions and HZ-localization
Throughout this section G, H denote groups, f ∶ H → G a homomorphism and A an abelian group.
2.1.
(Co)homology of a homomorphism. Consider the continuous map between classifying spaces Bf ∶ BH → BG and its mapping cone Cone(Bf ). Following Bousfield [5, 2. 14], we define homology and cohomology of f with coefficients in A as follows
Then there are long exact sequences
We denote byC • (G, A) the complex of normalized cochains of G with coefficients in A, [18, 6.5.5] by ∂ n ∶C n (G, A) →C n+1 (G, A) its differential and byZ n (G, A) andB n (G, A) the groups of normalized cocycles and coboundaries. For a homomorphism f ∶ H → G and an abelian group A we denote byZ n (f, A) andB n (f, A) the following subgroups of
Since the map ∂ ∶C 0 (H, A) →C 1 (H, A) is trivial, we havē
Proof. For a space X, we denote by C • (X) the complex of integral chains. Then
the induced morphism of complexes. Then there is a natural homotopy equivalence of complexes Cone(C • (F )) ≃ C • (Cone(F )). It follows that there is a natural homotopy equivalence of complexes
Denote by C • (G, A) the complex of (non-normalised) cochains of the group G. For a homomorphism f ∶ H → G we denote by
Moreover, there is a natural homotopy equivalence of complexes of normalised and non-normalised cochainsC • (G, A) ≃ C • (G, A) because that come from two different functorial resolutions. It follows that there is a natural homotopy equivalence Cone(C • (f, A)) ≃ Cone(C • (Bf, A) ). Combining this with (2.1) we get 
Let (c, α) ∈Z 2 (f, A). Consider the central extension A ↣ E c ↠ G corresponding to the 2-cocycle c. The underling set of E c is equal to A × G and the product is given by
Denote byf α ∶ H → E c the map given byf α (h) = (α(h), f (h)). Note that the equality f * c = −∂α implies the equality
for all h 1 , h 2 ∈ H. It follows thatf α is a homomorphism. Indeed
Then we obtain a relative central extension Proof. Any central extension is equivalent to the extension A ↣ E c ↠ G for a normalised 2-cocycle c. Hence, it is sufficient to consider only them. Consider a relative central
Sincef is a homomorphism, we get
Thus f * c = −∂α. It follows that any relative central extension is isomorphic to the relative central extension E(c, α) for some (c, α) ∈ Z 2 (f, A).
Moreover, θ β is an isomorphism, because θ −β is its inverse, and it is easy to see that it is an equivalence of the relative central extensions. It follows that the map (c, α) ↦ E(c, α) induces a surjective map from elements of H 2 (f, A) to equivalence classes of relative central extensions.
Consider two elements (c, α), (c ′ , α ′ ) ∈ Z 2 (f, A) such that the relative central extensions E(c, α) and E(c ′ , α ′ ) are equivalent. Then there is an equivalence θ ∶ E c → E c ′ . Since θ respects the i njections from A, ϕ(a, 1) = (a, 1) for any a ∈ A. Since θ respects the projections on G, there exist a unique normalised 1-cochain β ∶ G → A such that θ(0, g) = (β(g), g) for any g ∈ G. Using that c is a normalised 2-cocycle, we obtain
Then the fact that θ is a homomorphism implies that
and hence c ′ − c = −∂β, and the equality θf α =f α ′ implies α ′ − α = βf. The assertion follows.
2.3. Universal relative central extensions. Let A 1 and A 2 be abelian groups. Recall that c morphism from a central extension A 1
Lemma 2.4 (cf. [18, Lemma 6.9.6] ). Let (ϕ, θ) and (ϕ ′ , θ ′ ) be morphisms from a central extension
Proof. For the sake of simplicity we identify A 1 with the subgroup of E 1 and A 2 with the subgroup of E 2 . Consider the map
Hence ρ is a homomorphism to an abelian group. Thus
Lemma 2.5. Let (ϕ, θ) be a morphism from a central extension A 1
So relative central extensions of G with respect to f form a category. The initial object of this category is called the universal relative central extension of G with respect to f. Example 2.7. For any homomorphism ϕ ∶ A 1 → A 2 and any (c, α) ∈ Z 2 (f, A 1 ) there is a morphism of relative central extensions 
Proof. Sincef 1 is perfect, we obtain Im( 
Proof of Proposition 2.10. Assume that there is a universal relative central extension (A ↣ U π ↠ G, u) of G with respect to f and prove that f is perfect. Set B = Coker(f ab ∶ H ab → G ab ) and consider the epimorphism τ ∶ U ↠ B given by the composition U ↠ G ↠ G ab ↠ B. Then we have two morphisms (0, τ π ) and (0,
The universal property implies that they are equal, and hence B = 0. Thus f is perfect.
Assume that f is perfect. Since H 1 (Cone(Bf )) = H 1 (f ) = 0, the universal coefficient formula for the space Cone(Bf ) implies that there is an isomorphism
. Take a homomorphism ϕ ∶ H 2 (f ) → A and consider the commutative diagram
It shows that the isomorphism Hom(H 2 (f ), A) ≅ H 2 (f, A) sends ϕ to the class of (ϕc u , ϕα u ). Combining this with Proposition 2.3 we obtain that any relative central exten-
Then we found a morphism from E u to any other relative central extension.
In order to prove that E u is the universal relative central extension, we have to prove that such a morphism is unique. By Lemma 2.9 it is enough to prove that u ∶ H → U is perfect. Prove that u ∶ H → U is perfect. In other words we prove that
The composition is equal to (0, (
, and hence ϕ ′ = 0. It follows that
Remark 2.12. In the proof of Proposition 2.10 we show that, if f is perfect, then the universal relative central extension corresponds to the identity map Hom(
) that comes from the universal coefficient theorem.
HZ-localization tower via relative central extensions.
Here we give an approach to the HZ-localization tower [5] via relative central extensions. Let G be a group and η ∶ G → EG be its HZ-localization. For an ordinal α we define αth term of the HZ-localization tower by T α G ∶= EG γ α (EG), where γ α (EG) is the αth term of the transfinite lower central series (see [5, Theorem 3.11] ). By η α ∶ G → T α G we denote the composition of η and the canonical projection, and by t α ∶ T α+1 G ↠ T α G we denote the canonical projection. The main point of [5] is that T α G can be constructed inductively and EG = T α G for big enough α. We threat the construction of T α G for a non-limit ordinal α via universal relative central extensions.
and
Proof. It follows from [5, 3.2] , [5, 3.4] , Proposition 2.10 and Remarks 2.11, 2.12.
Homology of stem-extensions
Consider a central extension of groups
It is shown in [10] that, there is a natural long exact sequence
where U is the image of the natural map
Here H 4 K(N, 2) is the forth homology of the Eilenberg-MacLane space K(N, 2) which can be described as the Whitehead quadratic functor
For a stem extension (3.1), the exact sequence (3.2) has the form (see [9] , [10] )
The map δ is given as follows. We present (3.1) in the form
for a free group F and normal subgroups R, S with R ⊂ S, [F, S] ⊆ R. Then the map δ is induced by the natural epimorphism S ab → S R:
The isomorphism H 1 (F S, S R) = Q ab ⊗ N follows from the triviality of F S-action on S R. In this section we consider the class of metabelian groups of the form Q = M ⋊ C, where C is an infinite cyclic group and M a Z[C]-module. It follows immediately from the homology spectral sequence that, for any n ≥ 2, there is a short exact sequence
which can be presented in terms of (co)invariants as
Composing the last epimorphism with
In the next proposition we will construct a composite map
using group-theoretical tools, without spectral sequence. Probably, α ′ 3 coincides with α 3 up to isomorphism, but we will not use this comparison later.
given as a composition (3.4) , such that the following diagram is commutative
where the lower horizontal map is the projection
Proof. We choose a free group F with normal subgroups R ⊂ S ⊂ T such that
In the above notation, we get M = T S, N = S R. The proof follows from the direct analysis of the following diagram, which corners are exactly the roots of the diagram given in proposition:
All arrows of this diagram are natural. We will make comments only about two maps from the diagram, other maps are obviously defined. The map
is an isomorphism since
follows from the identification of H 1 of a cyclic group with invariants.
The commutativity of (3.5) follows from the commutativity of the natural square
and identification of H 1 (F T, −) with invariants of the F T -action.
Tame modules and completions
Throughout the section C denotes an infinite cyclic group. If R is a commutative ring, R[C] denotes the group algebra over R. We use only R = Z, Q, C. The augmentation ideal is denoted by I. If t is one of two generators of C, R[C] = R[t, t −1 ] and I = (t − 1).
If we fix a generator t ∈ C we obtain a linear map ⋅t ∶ V → V that defines the module structure. We denote the linear map by a V ∈ GL(V ). The characteristic and minimal polynomials of a V are denoted by χ V and µ V respectively. These polynomials depend of the choice of t ∈ C. Note that for any such modules V and U we have
,
Then it is a principal ideal domain. Then the isomorphism follows from the structure theorem for finitely generated modules over a principal ideal domain. The statement about χ V and µ V follows from the fact that both characteristic and minimal polynomials of
and the formulas (4.1).
Let R be a commutative ring and t be a generator of C. For an R[C]-module M and a polynomial f ∈ R[x] we set
Proof. In the notation of Lemma 4.1 we obtain
The torsion subgroup of A is denoted by tor(A). The following statement seems to be well known but we can not find a reference, so we give it with a proof. Proof. It is sufficient to prove that A ⊗ Z p k is finite for any prime p and k ≥ 1. Consider a p-basic subgroup A ′ of A (see [12, VI] ). Then A ′ ≅ Z r , where r is the rank of A and
A finitely generated Z[C]-module M is said to be tame if the group M ⋊ C is finitely presented.
Proposition 4.4 (Theorem C of [2]). Let M be a finitely generated Z[C]-module. Then M is tame if and only if the following properties hold:
• tor(M) is finite;
• the rank of M is finite;
• there is a generator t of C such that χ M ⊗Q is integral.
module (with the diagonal action).
Definition 4.6. Let M be a tame module. The generator t ∈ C such that such that χ M ⊗Q is integral is called an integral generator for M. When we consider a tame module, we always denote by t an integral generator for M. We set a M ∶= t ⊗ Q ∶ M ⊗ Q → M ⊗ Q, and denote by χ M , µ M the characteristic and the minimal polynomial of a M . In other words
Since χ is a monic integral polynomial, λ 1 , . . . , λ l are algebraic integers. It follows that the coefficients of µ M are algebraic integers as well. Moreover, they are rational numbers, because a M is defined rationally. Using that a rational number is an algebraic integer iff it is an integer number, we obtain 
for any i ≥ j. Moreover, the corresponding filtration on M ⊗ Q splits:
Recall that a module N is said to be nilpotent if NI n = 0 for some n, where I is the augmentation ideal. It is easy to see that a Z[C]-module N is nilpotent if and only if N (x−1) n = N for some n. Recall that a module N is said to be prenilpotent if NI n = NI n+1 for n >> 1. 
the natural map to the completion. Note that the functor M ↦M is exact [19, VIII] and
where p runs over all prime divisors of n. 
Proof. We identify M with the subgroup of M ⊗ Q. Corollary 4.10 implies that n ≠ 0.
Since the rank M is finite, the abelian groups M ⊗ Z n i are finite. Thus we get that the homomorphism lim ← (M ⊗ Z n i ) →M is an epimorphism because lim ← 1 of an inverse sequence of finite groups is trivial. Then it is sufficient to prove that the homomorphism
is an epimorphism for any prime p. Consider a p-basic subgroup B of M (see [12, VI] ). Since B ≅ Z l , we get
are epimorphisms of finite groups, we obtain that lim
we obtain that the right vertical arrow is an epimorphism.
A Z[C]-module is said to be perfect if MI = M. 
Proof. Note that if M 1 ↣ M 2 ↠ M 3 is a short exact sequence of tame modules and
C is an epimorphism. Indeed, since the functor of completion is exact, we have the commutative diagram with exact rows
that implies this. Then, using Corollary 4.13, we obtain that we can divide our prove into two parts: (1) prove the statement for the case of torsion free invariant free modules M, M ′ ; (2) prove the statement for the case of a prenilpotent module M and arbitrary tame module M ′ . Throughout the proof we use that
σ is the module with the same underling abelian group M ′ but with the twisted action of C ∶ m * t = mt −1 .
(1) Assume that M, M ′ are torsion free invariant free tame Z[C]-modules. Lemma 4.10 implies that λ i ≠ 1 and λ ′ j ≠ 1 for all i, j. Then we have λ i λ ′ j ≠ 1 for all i, j. Note that the eigenvalues of a M ⊗ a M ′ equal to the products λ i λ j , and hence 1 is not an eigenvalue of a M ⊗ a M ′ . It follows that det(a M ⊗ a M ′ − 1) ≠ 0. Consider the minimal polynomial µ of the tensor square a M ⊗ a M ′ . Since the a M ⊗ a M ′ is defined over Q, the coefficients of µ are rational (because they are invariant under the action of the absolute Galois group). Moreover, µ = ∏(x − λ i λ ′ j ) k i,j for some k i,j , and hence, its coefficients are algebraic integers. It follows that µ is a monic polynomial with integral coefficients. The polynomial µ(x + 1) is the minimal polynomial for
is finite. By Lemma 4.15 we have epimorphisms M ⊗ Z n ↠M and M ′ ⊗ Z n ′ ↠M ′ , where n = det(a M − 1) and n ′ = det(a M ′ − 1). It is easy to see that
Corollary 4.19. Let M be a tame Z[C]-module and µ
Proof. Let λ 1 , . . . , λ k be roots of µ M . Assume that λ i λ j = 1. Then λ i is an invertible algebraic integer, and hence, the absolute term of its minimal polynomial equals to ±1. Thus λ i can not be a root of f m for 1 ≤ m ≤ l. It follows that it is a root of x − 1. Then λ i = λ j = 1.
Proposition 4.20. Let M, M ′ be tame Z[C]-modules with the same integral generator
Proof. Corollary 4.13 implies that the proof can be divided into proofs of the following two statements: (1) the statement for torsion free invariant free modules M, M ′ ; (2) if N ↣ M ↠ M 0 is a short exact sequence of tame Z[C]-modules such that N ⊗ Q ↣ M ⊗Q ↠ M 0 ⊗Q splits, N is prenilpotent, and the statement holds for the couple M 0 , M ′ , then it holds for the couple M, M ′ .
(1) Here we prove that the cokernel of (M ⊗M ′ ) C → (M ⊗M ′ ) C is already finite. Set n = χ M (1) and n ′ = χ M ′ (1). Lemma 4.15 implies that there are epimorphisms M ⊗Z n ↠M and M ′ ⊗ Z n ′ ↠M ′ . Using that − ⊗ (Z n ⊗ Z n ′ ) is an exact functor, we obtain that there is an epimorphism
It follows that it is enough to prove that Coker(
Lemma 4.5 implies that M ⊗ M ′ is finitely generated, and hence, (M ⊗ M ′ ) C is a finitely generated abelian group. It follows that it is enough to prove that 
It follows that (N ⊗M ′ ) C is a finitely generated abelian group and the map (
ThenÑ C is a finitely generated abelian group and the map N C →Ñ C is an epimorphism. Consider the exact sequence
SinceM ⊗ Q ↠M 0 ⊗ Q is a split epimorphism, the image ofM C 0 →L C lies in the torsion subgroup, which is finite because of the epimorphismÑ C ↠L C . Then the cokernel ofM C →M C 0 is finite. Set
Then we know that Q 0 is finite and Coker(M C →M C 0 ) is finite, and we need to prove that Q is finite. Consider the diagram with exact columns.
Using the snake lemma, we obtain that Ker(Q → Q 0 ) = Coker(α). Since Q 0 is finite and
is finite, we get that Q is finite.
Remark 4.22. We prove Propositions 4.18 and 4.20 for tensor products of some modules and their completions. Further we need the same statements for exterior squares. Of course, the statements for tensor products imply the statements for exterior squares, so it is enough to prove for tensor products. Moreover, it is more convenient to prove such statements for tensor products because they have two advantages. The first obvious advantage is that we can change modules M and M ′ in the tensor product M ⊗ M ′ independently doing some reductions to 'simpler' modules.
The second less obvious advantage is the following. Let A be an abelian group and M, M ′ are Z[A]-modules. Then we can interpret coinvariants of the tensor product as the tensor product over
σ is the module M ′ with the twisted module structure m * a = ma −1 . In particular, there is an additional nontrivial structure of
But there is no such a structure on (Λ 2 M) A . More precisely, the kernel of the epimorphism
is not always a Z[A]-submodule. For example, if A = C = ⟨t⟩, M = Z 2 where t acts on M via the matrix ( 1 1 0 1 ) , it is easy to check that the kernel is not a submodule. In our article [14] there are two mistakes concerning this that can be fixed easily.
(1) On page 562 we define ∧ 2 σ M as a quotient module of M ⊗ Λ M σ by the submodule generated by the elements m ⊗ m. Then we prove Corollaries 3.4 and 3.5 for such a module. In the proof of Proposition 7.2 we assume that ∧ 2 σ M = (∧ 2 M) A which is the first mistake. In order to fix this mistake we have define ∧ 2 σ M as a quotient of M ⊗ Λ M by the abelian group generated by the elements m ⊗ m and prove Corollaries 3.4 and 3.5 using this definition. The prove is the same. We just need to change the meaning of the word 'generated' form 'generated as a module' to 'generated as an abelian group'. (2) In the proof of Lemma 7.1 we assume that (∧ 2 M) A is an Z[A]-module. This is the second mistake. In order to fix it, we have replace (∧ 2 M) A by (M ⊗ M) A in the first sentence of the proof of Lemma 7.1.
HZ-localization of M ⋊ C
Now consider our group G = M ⋊ C and the maximal nilpotent submodule N ⊆ M, such that (M N) C is finite. We have a natural commutative diagram
Lemma 5.1. For any Z[C]-submodule N ′ of N, there is a natural isomorphism
Proof. We can present the submodule N ′ as a finite tower of central extensions. If we will prove that
for any N ′ ⊆ N such that N ′ (1−t) = 0, than we will be able to prove the general statement by induction on class of nilpotence of N ′ . The assumption that N ′ (1 − t) = 0 implies that the extensions
are central. Consider the natural map between sequences (3.2) for these extensions:
Elementary diagram chasing implies that the lower horizontal map is an isomorphism and the needed statement follows.
Proof. First we observe that, for any N ′ ⊆ N, there is a natural isomorphism
Indeed, lemma 5.1 implies that there is a natural diagram
Again, elementary diagram chasing shows that the lower horizontal map is an isomorphism and the needed statement follows. (ii) the composition
is an epimorphism.
f ∶ X → Y will be written as a matrix f = (f ji ), where f ji ∶ X i → Y j and
For an abelian group X we denote by Λ 2 X, S 2 X, Γ 2 X and X ⊗2 its exterior, symmetric, divided (the same as the Whitehead quadratic functor) and tensor squares respectively. If X is torsion free, then there are short exact sequences
where π ∧ , π S are the canonical projections
). We will identify Γ 2 X with the kernel of π ∧ for torsion free groups.
Lemma 5.4. Let M = Z 2 be the Z[C]-module with the action of C given by the matrix
with the action of C given by the same matrix. Moreover,
and the cokernel of the natural map
. Computations show that d 2 = −4c, and hence d 2n = (−4) n c n . Since c induces an automorphism on Z 2 , we obtain d 2n (Z 2 ) = 4 n Z 2 . Thus the filtration d n (Z 2 ) of Z 2 is equivalent to the filtration 2 n Z 2 . It follows thatM = (Z 2 ) 2 with the action of C given by c. Then
with the column
where e 1 , e 2 is the standard basis of (Z 2 ) 2 over Z 2 . Let us present the homomorphism
we obtain
Now it is easy to compute that
In order to prove that
we have to prove that Coker(
In other words we have to prove that Z ⊗2 2 is generated by elements x ⊗ x and x ⊗ y − y ⊗ x for x, y ∈ Z 2 . Fist note that any 2-divisible element is generated by elements
Since any element of Z 2 is equal to 2x or 1+2x for some x ∈ Z 2 , all other elements of Z 2 ⊗Z 2 can be presented as sums of elements (1 +2x)⊗(1 +2y) = 1 ⊗1 +2(x⊗1 +1 ⊗y +2x⊗y). 
Proof. Consider the central sequence
We will show that the cokernel of the map
. The theorem will immediately follow. By proposition 3.1, the map
The direct summand Λ 2 Z 2 from (Λ 2M ) C maps isomorphically to a direct summand of
By lemma 5.4, the summand Λ 2 Z 2 lies in the cokernel of the map (Λ 2M ) C → (Λ 2M ) C , therefore, it lies also in the cokernel of the composite map 
where λ 1 , . . . , λ l are distinct complex numbers and
Proof. Set V ∶= M ⊗C. Then by Lemma 4.1 we get
The short exact sequence
Assume the contrary, that there exist i, j such that λ i λ j = 1 and m i ≥ 2. Consider two cases i = j and i ≠ j.
(1) Assume that i = j. Then λ i = λ j = −1. Since m i ≥ 2, at least one of Jordan blocks of a M ⊗ C corresponding to −1 has size bigger than 1. It follows that there is a epimorphism V ↠ U, where U = C 2 and C acts on U by the matrix
, where U i = C 2 and C acts on U i by the matrix
there is an epimorphism V j ↠ U j , where U j = C and C acts on U j by the multiplication on λ j . It follows that C acts on U i ⊗ C U j by the matrix Proof. It follows from Lemma 5.7 and Theorem 5.6.
Bousfield's method
Let G be a finitely presented group given by presentation ⟨x 1 , . . . , x m r 1 , . . . , r k ⟩ Consider the free group F = F (x 1 , . . . , x n ) and an epimorphism F → G with the kernel normally generated by k elements ker F → G = ⟨r 1 , . . . , r k ⟩ F . Here we will study the induced map
We follow the scheme due to Bousfield from [5] . Let
be a free simplicial resolution of G, where F 1 a free group with m + k generators. The structure of F 1 is F (y 1 , . . . , y k ) * F , and the maps d 0 , d 1 are given as
The following short exact sequence follows from Lemma 5.4 and Proposition 3.13 in [5] :
The first homotopy group π 1 (F * γ k (F * )) is isomorphic to the kth Baer invariant known also as k-nilpotent multiplicator of G (see [7] , [11] ). If G = F R for a normal subgroup R ⊲ F , the Baer invariant can be presented as the quotient
. Now assume that, for a group G, the lim ← 1 -term vanishes in (6.2) , that is, there is a natural isomorphism π 0 ( F * ) ≃Ĝ There is the first quadrant spectral sequence (see [4] , page 108)
As a result of convergence of this spectral sequence, we have the following diagram:
Since F 1 is finitely generated, 
be the free 2-generated nilpotent group of class 2 and C = ⟨t⟩ acts on K by the following automorphism
Then the following holds
Proof. For the sake of simplicity we set K n ∶= γ n (K ⋊ C). (1) follows from the equality (2) is obvious. Prove (3) and (4). It is obvious that
We consider M with the additive notation as a module over
⟩ for some natural number m(2n + 1) because 4 2n is divisible only on powers of 2. Hence
Since Z 2 m(n) and M M(t − 1) n are finite 2-groups, the order of K K n is equal to 2 m ′ (n) for some m ′ (n). We obtain a short exact sequence
. Any element ofK can be presented as a sequence (x n ) ∞ n=1 , where x n ∈ K K n such that x n ≡ x n+1 mod K n . Any element of lim ← Z 2 m(n) can be presented as an image of a 2-adic integer ∑ ∞ k=0 α k 2 k , where α k ∈ {0, 1}. Then an element of Im(ι) can be presented as a sequence
is commutative and we conclude that the diagonal arrow in (7.1) maps onto the subgroup Λ 2 Z 2 of Coker(δ)(G). Hence, Coker(δ)(Γ) maps epimorphically onto Λ 2 Z 2 . Now lets prove that the second homology H 2 (Γ) is finite. Since the group Γ is the semi-direct product K ⋊ C, its homology is given as
The right hand term is zero:
Observe that the group Γ can be defined with two generators only. Let F be a free group of rank ≥ 2. Consider a free simplicial resolution of Γ with F 0 = F : F * → Γ. Since H 2 (Γ) is finite, all Baer invariants of Γ are finite (see, for example, [11] )
and, by lemma 6.1, the cokernel of the natural map H 2 (F ) → H 2 (Γ) is finite.
We have a natural commutative diagram:
also is finite. However, Coker(δ)(Γ) maps onto Λ 2 Z 2 , as we saw before, hence Coker(δ)(F ) is uncountable. Therefore, by (3.3), H 2 (T ω+1 (F )) ≠ 0 and the statement is proved.
Alternative approaches
In general, given a group, the description of its pro-nilpotent completion is a difficult problem. If a group is not pre-nilpotent, its pro-nilpotent is uncountable and may contain complicated subgroups. In this paper, as well as in [14] we essentially used the explicit structure of pro-nilpotent completion for metabelian groups. Now we observe that, there is a trick which gives a way to show that some groups have HZ-length greater than ω without explicit description of their pro-nilpotent completion. In a sense, the Bousfield scheme described above also gives such a method, however in that way one must compare the considered group with a group with clear completion. The trick given bellow is different.
We put
is the Dwyer filtration on H 2 (G) (see [8] ). Proposition 8.1. Let G be a group with the following properties:
Then the HZ-length of G is greater than ω.
Proof. All ingredients of the proof are in the following diagram with exact horizontal and vertical sequences:
The fact that the kernel lies in ∩ i Φ i H 2 (G γ ω (G)) follows from the standard property of Dwyer's filtration: the map G γ ω (G) →Ĝ induces isomorphisms on H 2 Φ i for all i (see [8] ). The vertical exact sequence is the part of 5-term sequence in homology. Now assume that the map
is an epimorphism as well. However, condition (ii) implies that the last map is a monomorphism as well. Hence, it is an isomorphism and surjectivity of H 2 (G) → H 2 (Ĝ) contradicts the property (i).
An example of a group with satisfies both conditions (i) and (ii) from proposition, is the group
(see [16] , examples 1.70 and 1.85). However, in this example, G γ ω (G) is metabelian and one can use explicit description of its pro-nilpotent completion to show the same result. The above proposition can be used for more complicated groups. Now we consider another example of finitely generated metabelian group of the type M ⋊ C with HZ-length greater than ω + 1. In our example, M = Z[C] with a regular action of C as multiplication. This is not a tame Z[C]-module and the group is not finitely presented. The proof of the bellow result uses functorial arguments.
Proof. We define a functor from the category fAb of finitely generated free abelian groups to the category of groups as follows:
where the action of C on A is trivial and M = Z[C]. Now our main example can be written as G = F (Z). Since the action of C on A is trivial, the pro-nilpotent completion of F (A) can be described as follows:
One can easily see that H 1 (C, H i (A ⊗M )) = 0, i ≥ 1.
Since the abelian group A ⊗M is torsion-free,
Now we have
Now consider the functor from the category of finitely generated free abelian groups to all abelian groups
It follows immediately that G is a quadratic functor. Indeed, it is a proper quotient of the functor A ↦ A ⊗ A ⊗ B for a fixed abelian group B.
The exact sequence (3.3) applied to the stem-extension is zero. This follows from the simple observation that A⊗A⊗A⊗D is a natural epimorphic image of its triple cross-effect. See, for example, [17] for generalizations and detailed discussion of this observation. Therefore, for any non-zero A, the map δ in (3.3) is zero and H 2 (T ω+1 (F (A))) contains a subgroup H 2 (η ω )(F (A)) which is uncountable. In particular, H 2 (T ω+1 (G)) = H 2 (T ω+1 (F (Z)) is uncountable and hence H 2 (G) → H 2 (T ω+1 (G)) is not an epimorphism.
Remark 8.3. If we change the group Z ≀ Z by lamplighter group by adding one more relation, we will obtain another wreath product (for n ≥ 2) Z n ≀ Z = ⟨a, b a n = 1, [a, a
One can use the scheme of this paper to prove that HZ-length(Z n≀Z) > ω+1. Essentially it follows from the triviality of Λ 2 (M ) C as in Theorem 8.2. As it was shown by G. Baumslag [1] , there are different ways to embed this group into a finitely-presented metabelian group. For example, Z n ≀ Z is a subgroup generated by a, b in 
⟩.
Now we have a decomposition G [n] = (Z n) ⊕∞ ⋊ (C × C) and it follows immediately from [14] that HZ-length(G [n] ) = ω, since H 2 (η ω )(G [n] ) is divisible.
Concluding remarks
Lemma 9.1. For any prime p and n ≥ 2 the embedding Z p ↪ Q p induces an isomorphism
In particular, Λ n Z p is a Q-vector space of countable dimension.
Proof. Since Z p and Q p are torsion free, the map Z ⊗n p → Q ⊗n p is a monomorphism. Since for torsion free groups the exterior power is embedded into the tensor power, we obtain that the map Λ n Z p → Λ n Q p is a monomorphism. So we can identify Λ n Z p with its image in Λ n Q p . Since Q p = ⋃ 1 p i ⋅ Z p , we obtain Λ n Q p = ⋃ 1 p i ⋅ Λ n Z p . Then it is enough to prove that Λ n Z p is p-divisible. For any a ∈ Z p we consider the decomposition a = a (0) + a (1) , where a (0) ∈ {0, . . . , p − 1} and a (1) = p ⋅ b for some b ∈ Z p . Then for any a 1 , . . . , a n ∈ Z p we have a 1 ∧ ⋅ ⋅ ⋅ ∧ a n = ∑ a
n , where (i 1 , . . . , i n ) runs over {0, 1} n . For any sequence (i 1 , . . . , i n ) except (0, . . . , 0) the element a n = 0. It follows that a 1 ∧ ⋅ ⋅ ⋅ ∧ a n is p-divisible. Thus Λ n Z p is p-divisible.
Remind that the Klein bottle group is given by G Kl = Z ⋊ C, where C acts on Z by the multiplication on −1. Its pronilpotent completion is equal to Z 2 ⋊ C. Consider the map w ∶ Z 2 × Z 2 → Λ 2 Z 2 given by w(a, b) = 1 2 a ∧ b. Here we use that Λ 2 Z p is a Q-vector space. It is easy to see that w is a 2-cocycle and we get the corresponding central extension
whose underlying set is (Λ 2 Z 2 ) × Z 2 and the product is given by (α, a)(β, b) = α + β + 1 2 ⋅ a ∧ b, a + b .
We define the action of C on N w by the map (α, a) ↦ (α, −a).
Proposition 9.2. There is an isomorphism
In other words, EG Kl can be described as the set (Λ 2 Z 2 ) × Z 2 × C with the multiplication given by Proof. Set G ∶= G Kl . ThenĜ = Z 2 ⋊ C. The Lyndon-Hochschild-Serre spectral sequences imply that H 2 (G) = 0 and the map Λ 2 Z 2 = H 2 (Z 2 ) ≅ → H 2 (Ĝ) is an isomorphism. Theorem 5.6 implies that T ω+1 G = EG. Then EG is the universal relative central extension (H 2 (η ω ) ↣ EG ↠Ĝ, η ω+1 ). Since H 2 (η ω ) = Coker{H 2 (G) → H 2 (Ĝ)} and H 2 (G) = 0, we obtain that H 2 (Z 2 ) ≅ → H 2 (Ĝ) ≅ → H 2 (η ω ) are isomorphisms. The continious maps defines the group M ⋊C with HZ-length ω +l(k), where l(k) ∈ N and l(k) → ∞ for k → ∞. With the help of this group, one can try to use the same scheme as in this paper to prove that HZ-length of a free non-cyclic group is ≥ 2ω.
