Furthermore, an attractive feature of the proposed blind channel estimator is that it directly estimates the discrete-time impulse response of the unknown channel so that, in principle, any equalization technique for known channels may be performed after channel identification has been achieved.
Introduction
The ultimate goal of blind-equalization algorithms is to detect ISI-impaired signals transmitted over unknown channels without resorting to known training sequences. For this purpose, a pioneering self-recovering adaptive equalizer was proposed by Sato [1] more than twenty years ago. As it is well known, Sato's approach requires the utilization of non-convex cost functions different from the traditional quadratic ones usually employed for trained equalizers. The work of Sato has been further developed by, among others, Godard [2] , Benveniste and Goursat [3] , Picchi and Prati [4] , Shalvi and
Weinstein [5] and, more recently, Tugnait and Gummadavelli [12] . The approaches followed by these authors are based on similar principles and require the computation of suitably defined higher-order statistics of the received signal. The main drawback suffered by the resulting blind equalizers is typically a slow convergence to the unknown channel-impulse response. In fact, it has been experienced that several thousand observation samples are generally necessary to achieve channel identification [2] , [6] , [12] . Moreover, the utilization of non-convex cost functions may lead to estimates of the channel affected by high residual Mean Square Errors (MSEs) [6] , [12] .
To by-pass these drawbacks a blind channel equalizer based on second-order statistics has been proposed in [6] . This receiver directly exploits the cyclostationarity property of the observation process through a suitable oversampling of the received signal. The contribution in [6] has represented a novel approach to the problem of blind deconvolution and has stimulated further research (see, for example, [8] and references therein).
An alternative approach to blind identification of linear multisensor-based systems has been pursued in [26] . More precisely, an enhanced version of the Expectation-Maximization (EM) algorithm has been developed for blind estimation of a desired signal transmitted over an unknown ISI channel when both spectrally-shaped cochannel random interference and observation noise are present.
Interestingly, the version in [26] of the EM algorithm works also when the spectral parameters of the interfering signal and noise are a priori unknown to the multisensor receiver and, in addition, it achieves blind signal estimation in a sequential fashion via an adaptive Kalman estimator.
In some recent contributions [7, 13, 14, 15, 16] , joint channel-estimation and data-detection techniques have been proposed for blind equalization of channels with severe ISI at low and moderate SNRs. The blind receivers presented in the cited contributions share a common structure and in essence consist of a data-detector aided by a bank of channel estimators. In particular, in [13, 14] a Maximum Likelihood Sequence Estimator (MLSE) is employed for data-detection whereas in [7, 15] various forms of reduced complexity SbS-MAP detectors are used for the same purpose. Furthermore, in the above contributions channel-estimation is accomplished via a bank of (at least) S (L-1) estimators ( 1 ) which output channel-estimates conditioned on the states of the trellis of the ISI channel [7, Sect .III], [13, Fig.1 ], [14, Sect.4] , [15, Fig.2] . Although the resulting channel-estimates are, indeed, nearly optimal in a Minimum
Mean Square Error (MMSE) sense, the computational load requested to implement the bank of channelestimators increases in an exponential fashion with the (a priori expected) length L of the unknown channel impulse response. From this point of view, blind deconvolution techniques based on a single channel estimator would be more appealing in practical applications.
A somewhat different approach to the joint blind-deconvolution and data-detection has been recently proposed in [17] where the MLSE or the SbS-ML detectors are replaced by an improved blind version of the Extended Kalman Filter (EKF) equalizer formerly presented in [18] . In [17] In the present contribution, we present a novel blind equalizer constituted of an MMSE-type single channel estimator fed by the "soft-statistics" supplied by an SbS-MAP detector. The resulting blind detector is non-linear and only requires the computation of the conditional second-order statistics of the observations and the knowledge of the transmitted constellation. Moreover, it does not require (1) S is the size of the employed data-constellation and L is the a priori expected length of the unknown channel impulse-response oversampling of the received signal, nor the restriction of Gaussian approximation on the conditional distributions of the transmitted data nor any form of linearization of the observation equation. More precisely, during the channel identification period, the SbS-ML detector embedded in the proposed blindreceiver feeds a single non-linear second-order Kalman-like channel estimator with two kinds of soft information: at first, the soft-statistics constituted by the APPs of the state of the Markov chain of the ISI channel and, afterwards, the non-linear MMSE estimates of the transmitted symbols. For deriving the proposed blind-equalizer we have resorted to the analytical tool constituted by the so called "Martingale Difference (MD) processes" theory [10] which has been experienced to provide a theoretic framework suitable for developing optimal (and quasi-optimal) non-linear MMSE recursive finite-dimensional channel-estimators of practical interest.
Extensive simulations of the presented blind equalizer have shown the feasibility of identification of both channels with deep spectral notches and non-minimum phase channels within observation samples even at low and moderate SNRs. Moreover, the knowledge of the exact length of the impulse response is not requested by the proposed equalizer since it is sufficient that the impulse response sought by the channel-estimator be longer than the actual one.
The remainder of the paper is organized as follows. After modeling the considered communication system in Sect. 2, we develop the relationships requested for implementing the proposed blind equalizer in Sect. 3. Computational aspects and implementation consideration are covered in Sect.
4, whereas in Sect. 5 we present several numerical results and comparisons to test the performance of the proposed blind equalizer in terms of convergence-rate, residual MSE in the channel-estimate and resulting Bit Error Rate (BER). Some conclusive remarks are reported in the final Sect. 6.
The Model of the Considered Transmission-System
The here considered baud-rate sampled baseband equivalent data transmission system is sketched in Fig.1 , where the discrete-time ISI-channel accounts for the combined effects of transmitting filter, in multiples of the signaling period.
noisy time-dispersive analog (unknown) waveform channel, front-end receiving filter and symbol-rate sampler. After differential encoding ( 2 ) and Quadrature Amplitude Modulation (QAM) of the i.i.d. zeromean source stream {a(i)}, the resulting S-ary sequence
over a linear channel with unknown time-invariant discrete-time impulse-response {g(k), 0≤k≤L-1}.
Thus, the ISI corrupted noisy random sequence observed at the input of the blind detector is given by (see Fig.1 )
where
is the channel-state vector and { } v i ( ) is a complex zero-mean Gaussian noise sequence whose uncorrelated components share a common variance equal to (
} is a first-order Markov chain generally referred to as the "state sequence" of the ISI channel [11] ; it may assume
where s A i j ( ) ∈ indicates the i-th component of the j-th outcome j ξ of the channel-state x(i). From a statistical point of view, {x(i)} is an homogeneous Markov chain and can be described by the usual corresponding NxN state-transition probability matrix Φ (see, for example, [11] ). Since this chain (2) As it is well known, differential encoding of the source stream constitutes an effective means to combat ambiguity phenomena arising from the bilinear form of the observation model in (1) in the unknown channel {g(k)} and unknown transmitted symbols {s(k)}. (3) Thereinafter, vectors are denoted by underlined letters while matrices are in bold characters. Furthermore, diag{α 1 ,…,α P } denotes a P×P diagonal matrix with the elements {α 1 ,…,α P } disposed along the main diagonal whereas 1 m indicates the column vector with m unit elements. of the transmission channel ( 4 ) generates the hard-decided data sequence { }
where . Now, a direct application of the "Total Probability Theorem" allows us to relate the APPs of eq.(4) to those pertaining to the Markov chain {x(i)} through the expression [20] ( ) ( )
where 
is sufficient to deliver the symbol decision in (4).
In the next Section, we derive the non-linear MMSE estimator that employs soft-statistics for channel identification. For this purpose it is useful to introduce the L×N mapping matrix
, whose N columns are constituted by the previously defined outcomes {ξ i , 1≤i≤N} allowable to the channel state X(i).
The Proposed Soft-Statistic Based Blind Channel-Estimator
During the channel identification period, the task of a blind equalizer is to achieve a reliable estimate of the unknown impulse response vector G of the transmission channel in (1). In the proposed detector of Fig.1 , this task is pursued by cascading a preliminary Soft Operating Mode (SOM) with a final Quasi-Hard Operating Mode (QHOM). During the SOM, a coarse estimate of the unknown impulse response is generated on the basis of the APPs of the state {x(i)} of the ISI channel and, afterwards, this channel estimate is refined during the QHOM by using a non-linear MMSE estimate of the transmitted symbols {s(i)}. These operative modes are detailed in the next two Sub-Sections.
The Soft Operating Mode (SOM)
In this operating mode, the channel identification is pursued via a non-linear MMSE estimation of the unknown impulse-response vector G that, when "a priori" information on the channel is not available, can be effectively modeled as a zero-mean Gaussian random vector. Thus, the non-linear MMSE estimation of G can be obtained by exploiting the properties of the so-called "Martingale Difference" (MD) sequences (see [10] for a good introduction to the basic concepts of the MD theory). In fact, after indicating as − i y respectively, we note that the two related series { } . Therefore, (4) Several analytical and simulation results support the conclusion that a decision delay D equal to the memory length of the channel is, in general, adequate to obtain reliable SbS-MAP decisions [11] , [19 
where the observation-dependent time-varying filter gain K G (i) is defined by the expression [10, eq. (107)]
Therefore, directly from the above definitions of {µ(i)} and {Θ(i)}, eq. (6) can be rewritten in the form of a Kalman-like filter as
Now, from the whiteness property of the noise process {v(i)} of eq. (1) and the independence between G and X(i), the following relationship arises for the updating of the one-step MMSE predictor present in (8):
where, in turn, the MMSE prediction of the channel-state As far as the evaluation of the filtering gain sequence { } (7) is concerned, the analysis in [10] leads to the general conclusion that, in principle, this gain sequence is not predictable (in the sense of [10] ) with respect to the observation stream { } (7), the numerator can be evaluated as
where in (a) we have exploited the property that the random variable µ(i) is not predictable (in the sense of [10,Sect.VI]) with respect to 
denotes the error covariance matrix in the estimation of the channel impulse-vector G on the basis of observations available until step (i-1). The identities (b) and (c) in (12) follow from an exploitation of the observation model (1) whereas (d) directly arises from (10) . Furthermore, in the derivation of (c) we have also exploited the so-called "smoothing properties" of nested conditional expectations of random variables (see [27, eqs.(7.23 ), (7.24)]) which allows us to write:
As far as the denominator of (7) is concerned, from the observation model of eq.(1) and the independence of G on {x(i)} we obtain the following chain of relationships for the conditional error covariance of the MMSE estimate
where (e) and (f) in (13) 
, a direct exploitation of the two following relationships:
{ }
allows us to rewrite eq. (13) as
Cov Cov
Cov Cov (16) Although it is easy to show that the evaluation of the error covariance matrix in (14) can be performed on the basis of the above defined APP vector π(i|i-1) as
the updating of the error covariance matrix of the channel-estimate Cov G (i) is not as straightforward.
However, in the Appendix it is pointed out that the recursive updating of Cov G (i) can be effectively carried out via the following approximate relationship: (18) where, similarly to eq. (10) 
The last step concerns the recursive updating of the two APP vectors
requested for the evaluation of eqs. (10), (19) . As far as the updating of
concerned, a straightforward application of the Bayes' rule and the Total Probability Theorem followed by the exploitation of the Markovian property of the channel-state sequence {x(i)} leads to the usual relationship [10, 11, 19] 
It is also easy to prove that a re-iterated application of the Bayes' rule gives rise to the following expression for the computation of [11, 19] :
where, as a consequence of the Gaussianity property of the channel-noise sequence {v(i)} in (1), the N×N observation-dependent diagonal matrix D(i) is composed by N exponential terms as below reported
In summary, from eqs. (5)- (12) it can be seen that during the SOM the channel estimator utilizes the softstatistics constituted by the APP sequence {π(i|i)} of the states {x(i)} of the ISI channel for achieving a coarse channel identification. Furthermore, eq. (7) points out that during the SOM the gain vector K G (i) of the channel-estimator is time varying and observation-dependent, so that the resulting channel estimator is time-variant and non-linear. For the sake of clarity, the ordered set of relationships to be updated by the proposed blind equalizer during the SOM stage is listed in Tab. I.
It is worth pointing out that, during the SOM stage, the updating of the APP vector (21) is, by fact, approximate since it is based on the available estimate ) ( i G of the true impulse response G.
However, when
As far as the initialization of the presented blind equalizer is concerned, an effective means to reflect the lack of any a priori knowledge on the channel impulse response G is to pose Finally, according to a usual taxonomy [9, 10] , we remark that the channel estimator in (8) constitutes an MMSE-type non-linear second-order recursive channel estimator. More in detail, from the outset, we can also conclude that the channel-estimates { } ) ( i G in (8) represents the best (in an MMSE sense) available estimates for the considered transmission system in (1) when only one recursive secondorder channel estimator is employed at the receiving side for achieving blind channel equalization.
The Quasi-Hard Operating Mode (QHOM)
After achieving a coarse estimate of the channel impulse response G, a conventional blind equalizer would switch to a decision-driven operating mode to refine channel identification and then speed-up convergence on the basis of hard-detected data (Hard Operating Mode, HOM). Therefore, in the HOM the data output by the detector are assumed error-free and then fed to the channel estimator as in the conventional trained (i.e., non-blind) adaptive equalizers [2, 3, 4, 5] . However, at low and moderate SNRs the decisions supplied by the detector at the end of the SOM are, in general, not reliable and this may cause a degradation of the channel estimate Ĝ achieved at the end of the SOM [14] .
We have ascertained via extensive computer simulations that an effective means to soften these effects and, at the same time, speed up the convergence rate of the proposed blind receiver simply consists of forcing to zero the conditional covariance error matrix Cov X (i|i-1) in (17) of the channel state estimates. Therefore, in the QHOM the updating of the conditional error variance { } (16) is carried out by using the following simplified relationship:
It is worth pointing out that forcing to zero Cov X (i|i-1) is equivalent to considering the MMSE estimates of the channel state error-free during the QHOM. Although not exact, this assumption is less stringent than assuming that the hard decisions in (4) are themselves error free. By doing so, we have experienced that the proposed blind equalizer is able to soften the effects of wrong hard decisions especially at low and moderate SNRs and the simulation results of Sect. 5 directly support this conclusion. In Tab. I the ordered set of equations to be updated by the presented blind equalizer during the QHOM stage is reported.
Computational Aspects and Implementation Considerations
As pointed out in Sect. 1, the proposed blind-equalizer of Fig. 1 achieves channel identification by using only one channel estimator which exploits the second order soft-statistics of the baud-rate sampled received signal.
The proposed blind equalizer is essentially composed of two processing units which run in parallel during the SOM and the QHOM stages and are fed by the baud-rate sampled received signal (see Fig. 1 with the switch S2 shut and S1 open). More precisely, the task of the processing unit labeled as "APPs computer" in Fig. 1 is to calculate the APPs {π(i|i)} of the state of the ISI channel and this task is accomplished via the recursive updating of eqs. (20), (21), (22) . Therefore, since the size N of the APP vector π(i|i) to be updated is N=S L , according to [19, Table I ] we conclude that, in principle, the computational load (per S-ary transmitted symbol) sustained by the APPs computing unit of Fig.1 is of the order of O(S L ), i.e. it increases in an exponential way with the (expected) channel length L. However, for large L the approach recently presented in [21] can be effectively pursued to reduce the complexity requested by the updating of eqs. (20), (21) whereas the quasi-optimal versions of the SbS-MAP equalizer proposed in [19] can be also implemented so as to avoid a direct computation of the N exponential terms in (22) .
As far as the processing unit labeled as "Channel Estimator" in Fig. 1 is concerned, its task is to compute the channel estimate (8) via the recursive updating of eqs. (7), (9), (18) . Now, an examination of eq. (8) shows that this channel estimator constitutes an enhanced version of a conventional Kalman-type tracker. In fact, the only difference between the channel-estimator in (8) and the conventional ones present in usual adaptive equalizers [18, 22, 23] is constituted by the type of statistics (soft for the proposed estimator and hard for the conventional ones) supplied to the channelestimator by the corresponding detectors present in the receivers. Therefore, the computational complexity really requested for the updating of eq. (8) On the basis of the above considerations, we can conclude that the implementation of the proposed blind equalizer of Fig. 1 requires a computational effort which is of the same order of the conventional adaptive (trained) equalizers described, for example, in [18, 22, 23] and based on Viterbilike detectors supported by Recursive-Least-Square (RLS) or Kalman-type channel trackers.
Simulation Results and Performance Comparisons
In Sect. 5.1 we present simulation results that confirm the fast identification capability and good steady-state BERs of the proposed receiver in Fig.1 has spectral nulls at high frequencies. Moreover, the randomly time-varying radio channel composed by three equal-power Uncorrelated Scattering (US) Rayleigh-faded taps has been considered in the simulation reported in Sect. 5.3.
Performance of the Proposed Blind Equalizer over Static Channels
The obtained behavior of the MSEs of the channel estimates for the first two channels G A and G B are shown in Figs. 2, 3. All simulated trials have been carried out using 100 observation samples during the SOM and 400 observation samples during the QHOM. The results were also averaged over 5000 independent trials. As Figs. 2, 3 point out, the SOM appears mandatory to achieve a preliminary rough estimation of the unknown channel impulse responses. Moreover, during the QHOM the channel estimation improves rapidly in terms of residual MSE. The improvement arising at low and moderate
SNRs from the utilization in the QHOM of the MMSE estimates of the channel-states in place of their corresponding hard decisions can be also appreciated from Figs.2,3. In fact, for SNRs up to 13 dBs, the residual MSE of the channel estimates is noticeably lower in the QHOM than in the HOM. However, at higher SNRs the HOM obviously approaches the same performances of the QHOM.
The trajectory of the estimated channel taps for channel G C during the SOM is shown in Fig.4 versus the number of observed samples at SNRs of 10 dB and 20 dB. It can be seen that only 100-150 samples are generally requested to achieve a preliminary good identification of the channel.
The performance of the proposed blind receiver in terms of Bit Error Rate (BER) versus SNR is shown in Figs. 5, 6 for a Binary Shift Keying (BPSK) modulation format. As a benchmark, the performance of the theoretically optimum minimum error probability SbS-MAP equalizer [11] for the ideal case of known channel impulse-response is also reported on the same figures. For the simulations in
Figs.5, 6, 100 observation samples in the SOM and 300 in the QHOM/HOM have been employed. After the QHOM/HOM, the channel estimation procedure is stopped and data recovery is performed by the conventional SbS-MAP equalizer of [11] with a decision delay D set to L-1. By referring to the block diagram of Fig.1 , after channel-identification is achieved, the switch S2 is shut so that the receiver accomplishes data detection via the recursive updating of eqs. (20), (21), (22) with As Figs. 5, 6 confirm, the blind detector of Fig.1 is able to obtain BER performances very close to those of the ideal case of known channels even at low and moderate SNRs. Furthermore, as it may be expected, Figs.5, 6 point out that the BER degradation induced by the residual MSE present in the final channel estimates generated at the end of the QHOM stage is more evident at higher SNRs and this is due to the enhanced sensitivity of the SbS-MAP detector to small errors possibly present in the final channel estimates at high SNRs.
Performance Comparison with Other Blind Equalizers
The steady state BER performance of the proposed blind detector of Fig.1 on the above cited G C channel is shown in Fig.7 together with the corresponding performances of Sato's equalizer (SATE)
[1,eq. (2)], the Constant Modulus Equalizer (CME) of [25, eqs. (11), (12)], the Bayesian MAP Equalizer (BAMAPE) of [15] , and the Extended Kalman Filter Equalizer (EKFE) of [18] . In particular, the simulated SATE and CME are constituted by FIR filters with 17 equally-spaced taps while, according to [15, Sect .V], the implemented BMAPE presents a bank of eight Least Mean Square (LMS) channel estimators. All the simulation results reported in Fig.7 refer to DE-BPSK modulated data and they are averaged over 5000 independent trials. The first 300 symbols of each transmitted record have been used for blind channel estimation. As a benchmark, the performance of the SbS-MAP equalizer [11] for the ideal case of known channel impulse response has been also plotted for D=2.
An examination of Fig.7 shows that the performance plots of the simulated SATE, CME and EKFE are nearly flat and, therefore, their actual utilization over channels with deep spectral nulls does not appear attractive. On the contrary, both the proposed detector of Fig.1 and the BMAPE of [15] give rise to BER curves which are (quasi) exponential in the SNR and approach that the ideal case of known channel-impulse response. Although the BMAPE appears to perform slightly better than the proposed one, it is worth pointing out that the blind equalizer of Fig.1 utilizes only one channel estimator whereas the simulated BMAPE utilizes a bank of eight LMS channel estimators.
Performance over Randomly Time-Variant GSM-Like Channels
The robustness of the proposed blind detector has been tested on some time-varying multipath channels affected by Rayleigh fading. In particular, the radio channel composed by three (i.e., L=3 in eq. (1)) equal-power, uncorrelated Scattering (US), symbol-spaced, Rayleigh-faded taps has been considered. The simulated links can be considered as representative of micro and macro cellular landmobile radio links in Urban Areas [28] . As it is known, in these environments the Doppler power density spectrum S(f) describing the randomly time-variant channel fluctuations is well modeled by the Clarke's formula [28] ( ) As far as the simulated packet structure is concerned, we recall that 26 of the 142 bits constituting the so called "normal" burst of the actual GSM standard (see Fig. 8a ) are, at the present, devoted to the training of the receiver. The use of training sequences leaves the GSM system with an overhead of 26/116=22.4% which, in principle, could be used for other purposes (e.g., source and/or channel coding) if blind channel estimation were used for the detection of the transmitted packets.
Therefore, in the carried out simulations of Fig.9 we have considered the GSM "blind" burst described in The average BERs obtained for the described blind receiver with DE-BPSK modulated data-burst are reported in Fig. 9 for the previously described Rayleigh faded channels. Each BER value has been averaged over 100,000 independent transmitted packets impaired by different channel-realizations ( 5 ) .
Since typical GSM-like voice-applications may tolerate BERs up to 10 -2 for the uncoded equalized links [28] , an examination of the performance plots of Figs. 9 supports the conclusion that the proposed detector of Fig 
Conclusions
The reported simulations support the conclusion that the proposed blind equalizer achieves reliable estimates of unknown channel impulse responses within 150-300 observation samples. Although the presented blind-detector employs only one channel estimator to achieve channel identification, the numerical results reported in Sect. 5 confirm that it exhibits appealing convergence-rates and steady-state performances even on non-minimum phase channels. Moreover, the time-variant and non-linear nature of the channel estimator of eq.(8) allows the receiver to achieve fast identification of slowly varying channels with deep spectral notches. In principle, this feature could make the proposed blind channel estimator suitable for application on slowly time-variant channels such as the land mobile cellular ones of Urban and Sub-Urban Areas, and the results of Sect. 5.3 support this conclusion.
Another attractive feature of the proposed blind channel estimator is that it directly estimates the (equivalent discrete-time) impulse response of the channel, which is output by the channel-estimator of Operating Mode is not strictly mandatory and, in principle, any equalization technique (e.g., MLSE
implemented via the Viterbi Algorithm) can be used after achieving channel identification. However, since the proposed blind channel estimator needs the APPs of the states of the ISI channel to perform channel identification during the SOM and the QHOM, the utilization of an SbS-MAP equalizer to detect the transmission stream after the SOM/QHOM stages exhibits an appealing trade off in terms of implementation complexity versus achievable performances.
Appendix -Derivation of eq.(18)
As far as the computation of the covariance matrix of the channel estimation error Cov G (i), we note that, due to the non-Gaussian distribution of the observations process in (1), its recursive updating from Cov G (i-1) should require, in principle, the computation of the overall higher-order moments of the
Since it would give rise to a useless infinitedimensional channel estimator, to by-pass this problem we introduce a simplifying assumption which is quite common in the Bayesian approach to non Gaussian and/or non-linear MMSE filtering (see, for example, [7, 17] and therein references). More precisely, we assume that the third-order cumulants of the distribution of G conditioned on the observations (18) fron (8) Tab. I -Ordered lists of the recursions requested by the proposed blind-equalizer. for the ideal case of known channel impulse is also shown. 
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Figure Captions
Ordered list of recursions SOM stage
Eqs. (20) , (10), (9), (17), (16), (12), (7), (8), (22), (21), (19) , (18) .
QHOM stage
Eqs. (20) , (9), (10), (23), (12), (7), (8), (22), (21), (19) , (18) .
Data Detection stage
Eqs. (20), (22), (21), (5), (4 
