We prove the existence of an in nite hierarchy of mildly context-sensitive families of languages. The de nition of this hierarchy is based on an extension of Marcus contextual grammars referred to as Marcus many dimensional simple contextual grammars. Some variants of this hierarchy are also considered. Interrelations between Marcus many dimensional simple contextual grammars and Chomsky grammars as well as interrelations with simple matrix grammars are studied. This research opens new directions to investigate various Marcus contextual grammars in the many dimensional case.
Introduction
Mildly context-sensitive family of languages where considered in connection with linguistics, see 4] and 5]. The idea is to have a family of languages that contains the most signi cant languages that appear in the study of natural languages, and, also, languages in such a family to have good computational properties, i.e., the membership problem for languages in this family to be solvable in deterministic polynomial time complexity.
The well-known hierarchy of Chomsky does not contain such a family. For instance the family of context-free languages has good computational properties but does not contain some important languages that occur in the study of natural languages. On the other hand, the family of context-sensitive languages although that contains all important languages that appear in the study of natural languages, it does not have good computational properties.
In the sequel, by a mildly context-sensitive family of languages we mean a family L of languages such that the following conditions are satis ed: (i) each language in L is semilinear, (ii) for each language in L the membership problem is solvable in deter- L 3 = fww j w 2 fa; bg g:
Here we like to point out that in literature one can nd also some other variants of the notion of a mildly context-sensitive family of languages. For instance sometimes such a family is assumed to contain all context-free languages, and/or some other non-context-free languages: k multiple agreements: L 0 1 = fa n 1 a n 2 : : :a n k j n 0g where k 3; marked duplication: L 0 3 = fwcw j w 2 fa; bg g.
However, whenever it is necessary, we shall discuss these variants, too In this paper our approach to nd such mildly context-sensitive families of languages is based on Marcus contextual grammars.
1
Contextual grammars were introduced in 8] in order to model some basic facts from descriptive linguistics like for instance the acceptance of a word (construction) only in certain contexts. The reader is referred to the recent monograph 12] for basic notions and results in this area.
We start by recalling the notion of a Marcus simple contextual grammar. After we extend these grammars to the many dimensional case. We investigate these new grammars and prove the existence of an in nite hierarchy of mildly context-sensitive families of languages. Some variants of this hierarchy are considered, too. Also, we study the interrelations with Chomsky grammars and with simple matrix grammars.
Finally, we suggest some new directions of research related to the many dimensional case of various contextual grammars that are studied in literature, see 12] .
Let be an alphabet, i.e., a nite and nonempty set. is the free monoid generated by with the identity denoted by . The free semigroup generated by is + = ? f g. Elements in ( + ) are referred to as words (nonempty words). is the empty word. A context is a pair of words, i.e., (u; v), where u; v 2 . Remark 2.1 It is easy to see that for p = 1 it follows that SM = SM 1 . Also, one can easily verify that, if 1 p q, then SM p SM q (the p-contexts can be extended in a trivial way to q-contexts by adding (q ? p) contexts of the form ( ; ) and, similarly, the p-words from base can be extended to q-words by adding (q?p) components with the empty word on them, etc.). Proof. To prove (i) it is enough to show that all the speci ed languages are in SM = SM 1 and after to use Remark 2.1. The empty language can be generated by a Marcus simple contextual grammar having B = ;. The language can be generated by a grammar G = ( ; B; C) with B = f g and C = f(a; ) j a 2 g. A nite language F is generated by de ning B = F and C = ;.
( k multiple agreements: L 0 1 = fa n 1 a n 2 : : : a n k j n 0g where k 3;
one can easily prove, using the method from Teorem 2.1, that L 0 1 is in SM p , if k = 2p or in SM p+1 , if k = 2p + 1.
As in Theorem 2.1, it can be proved that the language:
marked duplication: L 0 3 = fwcw j w 2 fa; bg g. is in SM 2 (replace in the grammar associated to L 3 , the set B with B = f(c; )g. Moreover, let G = ( ; B; C) be a Marcus p-dimensional simple contextual grammar such that L(G) = L. Without loss of generality, we can assume that C does not contain the completely empty context, i.e., a context such that all its components are ( ; ) (if such a context exists in C, then it can be always removed without changing the language generated by G). Let w be a word from . We describe an algorithm that decides if w 2 L(G) or not. Assume that jwj = n and w = a 1 a 2 : : : a n , where a i 2 , 1 i n. If i; j are integers such that 1 i j n, then denote by w i;j the word a i a i+1 : : :a j . Moreover, if j < i, then w i;j = . The algorithm that solves the membership problem for L and w is de ned using a Turing machine M with two tapes. The rst tape contains w and its content is not changed during the computations. The second tape is used by M to store 4p counters. Each of the values of these counters will be between 0 and n + 1. Therefore, the space used by M on the second tape in order to store these counters is O(4plogn Proof. (i) Assume that L is generated by a Marcus p-dimensional simple contextual grammar G = ( ; B; C). Let n and k be de ned as: n = maxfjsj j s 2 Bg; and k = maxfjcj j c 2 Cg: Let w be in L such that jwj > n. It follows that w is not in B and therefore w is generated by G using one or more contexts from C. Hence (ii) The proof is as above, except that we can restrict the choice of the context c to be one of the innermost contexts that occurs in w. (note that since some components of contexts can be empty, the innermost context must not be unique). Also, observe that from the choice of c, it follows that jy 1 j + jy 2 j + : : : + jy p j n since (y 1 ; y 2 ; : : :; y p ) is from B.
(iii) Similarly with (ii), except that now the context c is an outermost context that occurs in w (again, since some components of a context can be empty, the outermost context must not be unique). Note that from the choice of c it follows that: x 1 = x 2 = : : : = x p+1 = .
(iv) Since jwj n it follows that w contains a vector from base, say (y 1 ; y 2 ; : : : ; y p ) as a scattered subword. Moreover, the other parts of w were generated by adjoining contexts from C. Repeating L = fa n 1 b n 1 a n 2 b n 2 : : : a n q b n q j n 0g: L = fa n b n j n 0g :
Assume that L can be generated by a Marcus p-dimensional simple contextual grammar G = ( ; B; C). Consider De nition 3.2 A linear simple matrix grammar of degree n, where n 1, is a simple matrix grammar of degree n, G = (N 1 ; : : : ; N n ; ; P; S) such that all the rules occurring as components in the n-dimensional vectors from P, excepting the rules starting with S, are Chomsky linear rules. We recall that all languages in CF (REG) are semilinear and for all these languages the membership problem is solvable in deterministic polynomial time.
Summarizing our results, we obtain the following main result of this paper: Theorem 4.1 All families depicted in Figure 1 , except CS, are mildly contextsensitive families of languages. Every arrow from Figure 1 . Certainly, it is of a special interest to study the many dimensional case of these other variants of Marcus contextual grammars.
Also, we like to point out that Marcus contextual grammars with distributed catenation and shu e were introduced and investigated in 6], see also 10] and 11]. These special variants of Marcus contextual grammars are subjected for extension to the many dimensional case, too.
