In this paper, two new propositions on the Affine-Scaling Interior Point Algorithm of Linear Programming have been put forward. The first proposition establishes a relationship between the number of iterations of the Affine-scaling interior-point algorithm required to obtain an optimal solution of any Linear Programming problem involving only inequality constraints and the number of decision variables. The second proposition gives a formal statement on the consequence of a selected constant value of zero (0) on the Affine-scaling interior-point algorithm. The propositions are recommended for use by all operations researchers and computer scientists around the world.
Introduction
The Simplex Method (SM) remained a popular solution method of practical linear programming (LP) problems, until the development of interior point methods. Karmarkar (1984) [9] was the pioneer in the field and his Projective Scaling Method was able to compete with the SM as applied to realistic problems. As the name suggests, interior point methods approach an optimal point (which is known to be on the boundary of the feasible set) through a sequence of interior points (Eiselt and Sandblom, 2007 [6] ). Unlike the SM, iterates are calculated not on the boundary, but in the interior of the feasible region. Starting with an initial interior point, the method moves through the interior of the feasible set along an improving direction to another interior point. There, a new improving direction is found, along which a move is made to yet another interior point. This process is repeated, resulting in a sequence of interior points which converge to an optimal boundary point. Many different types of interior-point methods for linear programming have been developed. Most of the methods fall under one of the three main categories: the projective and potential reduction method, affinescaling method and path-following methods (Singh and Singh, 2002 [13] ). In this paper, two new propositions on the Affine-Scaling Interior Point Algorithm of LP have been put forward.
Materials and Methods
The Affine-Scaling Interior-Point Algorithm was first introduced by Dikin (1967) [4] . He subsequently published a convergence analysis in Dikin (1974) [5] . Dikin's work went largely unnoticed for many years until Karmakar & Ramakrishnan (1985) [10] , Barnes (1986) [3] , Vanderbei & Freedman (1986) [16] and Adler et al (1989) [2] rediscovered it as a simple variant of Karmarkar's algorithm. Here, the problem is rescaled in order to make the initial point stay some distance away from any boundary constraint and then restrict the step length, so that the next move will not reach the boundary. The algorithm is as follows.
Given an optimization problem in standard form:
where c, A and b are the cost coefficients, technological coefficients and resource availability respectively, the Affine-Scaling Interior-Point Algorithm is summarized in the following steps:
Step 1: Given the initial trial solution, = ( 1 , 2 , … , ) , set Step 2: Calculate ̃= ̃= .
=̃ where P is a projection matrix and is a projected gradient.
Step 4: Identify the negative component of having the largest absolute value, and set to this absolute value. Then Calculate
Step 5: Calculate =̃ as the trial solution for the next iteration starting from step 1.
(If this trial solution is virtually unchanged from the preceding one, then the algorithm has virtually converged to an optimal solution and the algorithm is terminated) [Hillier and Lieberman, 2010 ] [8] Several other researchers have done a lot of work on the Affine-Scaling Interior Point Method. Todd (1991) [14] presented 'The affine-scaling direction for linear programming is a limit of projective-scaling directions'. Kim and Nazareth (1994) [11] presented a primal null-space affine-scaling method. Again, Achiya (2001) [1] presented 'Loss and retention of accuracy in affine-scaling method'. Nayak et al (2012) [12] presented an affine-scaling method for solving network flow problems. Furthermore, Hager and Zhang (2014) [7] presented an affine-scaling method for optimisation problems with polyhedral constraints.
Results and Discussions New Propositions on the Affine-Scaling Interior Point Algorithm
In the Affine-scaling interior-point algorithm (Dikin, 1967) [4] discussed under above, the selected constant, in Equation 1.0 is required to be such that 0 < < 1. Thus according to Dikin (1967) [4] , the possible values should exclude 0 and 1. The selected constant, measures the fraction used of the distance that could be moved before the feasible region is exited (Hillier and Lieberman, 2010) [8] . Dikin (1974) [5] published convergence analysis of the method using = 0.5. Tsuchiya and Muramatsu (1995) [15] It is seen from Tables 1 (a) and (b) that, the number of iterations decreases as values increase. Also, in each of the LP problems, the number of iterations required to obtain an optimal solution is equal to the number of the decision variables if the selected value is one (1) and this clearly affirms Proposition 1. Proposition 2: Given any linear programming problem, the initial feasible trial solution will be the final solution, if the selected value of in the Affine-scaling interior-point algorithm is zero (0). =̃ where P is a projection matrix and is a projected gradient.
Proof
Next, we identify the negative component of having the largest absolute value, and set to this absolute value and then calculate and =̃= ( 1 , 2 , … , ) is the trial solution for the next iteration. Since this trial solution is the same as the preceding one, we terminate the algorithm. We therefore conclude that, the final solution is the same as the initial feasible trial solution. This completes the proof of proposition 2.
It must be noted here that, although Proposition 2 might look trivial, it categorically gives a formal statement on the consequence of = 0 on the Affinescaling interior-point algorithm which was not specified in Dikin (1967) [4] .
Conclusion and Recommendations
Two new propositions on the Affine-Scaling Interior Point Algorithm of LP have been put forward. Computational results of selected practical problems affirming the proposition have been provided. Clearly, given any LP problem involving only inequality constraints, the relationship between the number of iterations of the Affine-scaling interior-point algorithm required to obtain an optimal solution and the number of decision variables, if the selected value of is one (1) has been established. The second proposition has been proved theoretically or rigorously. Unequivocally, a formal statement on the consequence of = 0 on the Affinescaling interior-point algorithm has been given. The propositions are recommended for use by all operations researchers and computer scientists around the world.
