Abstract -We define zero-error list capacities for d i s c r e t e memoryless channels. We find lower bounds to, and a characterization of, these capacities. As is usual for such zero-error problems i n information theory, the characterization is not generally a singleletter one. Nonetheless, w e exhibit a class of channels for which a single l e t t e r characterization exists. We also s h o w how the c o m p u t a t i o n a l cutoff rate relates to the capacities w e have defined. Another special case is obtained by letting p become vanishingly small. The constraint on the pth moment of the list size is then equivalent to demanding that Pr[L > 1 1 gets arbitrarily small. Taking the limit as p ---t 0 in Theorem 1 we recover the previously known lower bound for zero-undetectederror capacity CO, [1, 2, 31.
I. INTRODUCTION Theorem 2 Coe(co,P) = min C ( W ) , where C ( W ) = maxQ I ( Q , W ) i s t h e ordinary capacity of a discrete m e m oryless channel W .
It is sometimes desirable that the decoder of a communication system declare not just one, but several estimates of the transmitted data. For example, the encoder and the de-
coder may be the inner code of a more complex transmission system, the structure of the outer code can then be used t o choose among the estimates the inner code provides. A decoder that may produce more than one estimate is called a list decoder.
Suppose we are given a discrete memoryless channel (DMC) with input alphabet X, output alphabet y and transition probabilities { P ( y l z ) , y E Y , z E X}.
Let C be a block code of length n for P . A zero-error list decoder for C is a decoder that assigns to every output y E Y" the set of codewords L ( y , C ) C C that could have produced that output with positive probability: L ( y , C ) = { c E C :
The uniform distribution on C induces a distribution on L , and we will be interested in the moments of L.
For any p > 0 and P define the zero-error p t h -m o m e n t list capacity Coe(p, P ) as the largest rate R such that for all E > 0 there exists a code of rate at least R for which the pth moment of the list size is at most 1 + E .
SUMMARY OF RESULTS
To state our results, we introduce
where Q ranges over the distributions on the input alphabet of P , D(V1IPJQ) is the conditional informational divergence and I ( Q , W ) is the mutual information. In the minimization V and W range over the set of channels with the same input and output alphabets as P , the notation V Q = WQ means that the distribution on the output alphabet of the channels V and W are the same when their inputs have distribution Q , and V << P means that V ( j l k ) = 0 whenever P ( j l k ) = 0.
over, i f w e c o m p u t e t h e lower bound f o r P", normalize, and pass t o t h e l i m i t , Coe(p
The case of p = 1 is of particular interest; the corresponding capacity Coe(1, P ) is called the zero-error average list size
We have thus seen that Coe(oo, P ) has a single letter characterization. A more surprising result is that for a special class of DMCs one can obtain a single letter expression for
Coe(p, P ) for any p > 0:
Theorem 3 G i v e n a DMC P w i t h i n p u t alphabet X and o u tp u t alphabet y , construct t h e bipartite graph G ( P ) w i t h vertices X U y and edges { ( z , y )
: z E X, y E Y , P ( y J z ) > 0). If G
( P ) i s acyclic t h e n Coe(p,P) = E o ( p , P ) / p , where
The quantity E o ( p ) / p is the largest rate for which the pth moment of the number of computations per symbol remains bounded in sequential decoding [4, 51. Theorem 3 is similar to the result of [6] where it is shown that for the same class of channels the zero-undetected-error capacity CO, is identical to the ordinary capacity C.
