Abstract-We design routing and scheduling policies that optimize network throughput in multi-hop wireless networks where nodes are powered by renewable energy sources. The policies that we propose deliver maximum throughput, and yet do not require explicit knowledge of the statistics of the energy harvesting or the traffic generation processes. We consider both the cases of infinite and finite energy storage capacity at nodes. The results in the latter case provide bounds on the capacity of the energy storage devices at the individual nodes that is minimally required for obtaining maximum throughput.
know the energy replenishment and data traffic arrival rates, and can dynamically adapt to their variations. The solutions and optimality results also admits a very general correlation structure among the energy replenishment processes at the different nodes in the network, which need not be known in advance. Our results apply to arbitrary multi-hop networks including wireless ad hoc and sensor networks.
The closest to our work are the recent contributions in [1] , [2] which focus on maximizing network utility through intelligent transmission power allocation and selective packet admission in wireless networks with nodes powered by renewable energy. Selective packet admission however allows the networks to carry only part of the offered traffic, which in turn results in packet loss. We focus on supporting data traffic without any loss-our policies cannot therefore reject the exogenous arrivals, even when the packet queues are already large. Thus, the design of policies that ensure finite expected packet queues and the proofs for the resulting performance guarantees are significantly different from those in [1] , [2] . The analysis techniques we use draw from those used in [3] , [4] , [6] for throughput-optimal routing and scheduling in networks where unlimited energy is available. The results in this branch of work do not however extend to renewable energy networks, due to the fact that unlike channel availability, energy can be stored, thereby introducing dependencies between the evolution of the packet and the energy queues. In addition, the results in these papers have been obtained under stringent assumptions on the data arrival processes (namely, i.i.d. arrivals), which energy harvesting processes do not satisfy; we therefore consider more general arrival processes that are only asymptotically-expectation-stationary.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Terminologies and Assumptions
We consider a multi-hop wireless network modeled as a directed graph , where and respectively denote the sets of nodes and links, and . A node pair constitutes a link if and only if can receive 's signals, which depends on the transmission and receptions energies used at and the propagation conditions between . The network has sessions, , where each session (say ) is associated with a single destination node (say ) and a set of source nodes 1 . Each session traversing a link is denoted as a session-link, e.g., session traversing link leads to session-link . Let be the set of session-links. Let be the sets of session-links of session incident to and from any node , respectively.
We assume slotted time. Let be the number of packets that session generates at source node in interval , . Let be the number of energy units that node generates in interval , . We assume that , and for each session , node and time and some constant . We assume that the data and energy arrival processes , are "asymptotically-expectation-stationary" in that they satisfy the following convergence of expectation property. Let represent the -field generated by the history of data packet and energy arrivals prior to time . For any and , we have , , where are referred to as the packet arrival rate of session at node and the energy arrival rate of node , respectively. Hence (1) 1 Our single-sink multi-source session model is motivated by sensor networks, where multiple data-generating source nodes could be reporting the data to a single data-collecting sink node.
0018-9286/$31.00 © 2013 IEEE (2) The above characterizations accomodate a large class of data and energy arrival processes, including i.i.d. Markov and some nonstationary patterns 2 , and allow the data and energy packet arrivals to be correlated with each other and also across sessions and nodes.
Definition 1: The packet arrival rate vector and energy arrival rate vector are -and -dimensional vectors of the packet and energy arrival rates, respectively.
A transmission in a link consumes amounts of energy in transmission and reception at the corresponding end-nodes respectively, and is successful with probability . The probability of success depends on the transmission and reception energies. Note that the transmission and reception energies are consumed irrespective of whether the transmissions and receptions are successful. Normalizing the energy requirements, we assume that for each and for simplicity we assume that are integers. Next, depending on the wireless interference conditions, certain sets of links and thereby certain session-links cannot be scheduled for simultaneous transmission of packets. For instance, session-links and may not be simultaneously scheduled if and are close, or and are close, as it would respectively cause interference at receivers and . Definition 2: A set of session-links is said to be a schedulable set if all session-links in it can be scheduled simultaneously. Let be the schedulable sets and . For any , let and . We assume that the interference conditions are such that a node may be involved in at most one transmission or one reception at a given time, and thus, each in contains at most one session-link incident to or from any given node . Thus, for any , we have . Let denote the energy used up in transmission at node when is scheduled. Since in any in there is at most one session-link incident to or from a node, we have if for some , and zero otherwise. Similarly, , the energy used up in reception at node when is scheduled, is obtained as if for some , and zero otherwise; is defined similarly. Next we describe the energy storage and usage processes at each node. Node can store at most units of energy, and generated energy is lost if the storage is full. Let be the number of energy units used up by in interval , , and be the number of energy units available at node at time . Then, Definition 3: A routing and scheduling policy chooses in each slot the set in that would transmit packets in the slot. Clearly, all session-links in the chosen must have packets to transmit and the sources and sinks of the session-links in it have the requisite amount of energy for packet transmission and reception.
The routing mechanism we design is hop-by-hop; thus routing at any node is implicitly determined through selection of the session-links that transmit packets at that node. For example, assume a node has links to nodes , the final destination being reachable from both. Thus, packets from can be routed to the destination through either or , and scheduling link routes the packet transmitted that slot 2 A slightly weaker assumption on the arrival processes is to require that the empirical averages converge to the expectations:
. All results presented in the technical note extend to this case -the proofs, however, require us to consider drifts between the states at and (rather than those between and ).
through . Also, different packets of the same session may follow different routes to the destination. Every packet has a transmission time of one slot. We assume that any packet arriving in a slot may be transmitted in the next slot. Let be the number of packets that session-link transmits in interval , . Clearly the transmissions depend on the scheduling policy. Let be the number of packets of session that are waiting for transmission in node at the beginning of slot . We consider if is the destination of session . We assume that each packet queue has infinite storage. Thus, for each session at each node except at 's destination (3) Since each in has at most one session-link incident to or from one node, .
B. Problem Formulation Definition 4:
The network is said to be stable if is finite.
Definition 5:
The stability region of a routing and scheduling policy is the set of packet and energy arrival rate vectors for which the network is stable when the policy is used. A pair of packet and energy arrival rate vectors is said to be feasible if it is in the stability region of some policy. The network stability region is the set of all feasible pair of packet and energy arrival rate vectors.
The necessary conditions for a pair to be feasible is that there exist fractions of time associated with in such that
The last condition ensures that are fractions of time. In the first condition, ( ) are the number of packets of session that enter (leave , resp.) from (to, resp.) other nodes when is scheduled and the transmission is successful. Recall that . Thus, is the difference between the output and input rates of packet transmissions of session at node (the input rate excludes extraneous packet arrivals and considers only the inputs due to transmission from other nodes). For all nonsink nodes of session , it must equal the sum of the extraneous packet arrival rates of session due to flow balance. The LHS of the second constraint is the energy consumption rate at node which must be upper bounded by the generation rate .
We will show that for large energy storage capacities the above conditions also become sufficient, when the inequality in the first two conditions are replaced by strict inequalities. Thus, we will consider packet and energy arrival rate pairs that satisfy (5) (6) for some positive and fractions that satisfy (4) . Let be the set of such pairs. We obtain routing and scheduling policies that stabilize the system for any packet and energy arrival rate in for any ; such policies are said to be throughput-optimal or stabilizing the network or achieving 100% throughput [5] [5] since they support data transfer rates that are arbitrarily close to the maximum rates supportable as identified in the necessary conditions.
III. THROUGHPUT-OPTIMAL ROUTING AND SCHEDULING
We first consider a network where each node has infinite energy storage capacity ( ), and obtain a throughput-optimal routing and scheduling policy that does not need to know the packet and energy arrival rates.
A. The Policy
The policy consists of two key steps. in . Whenever such a packet transfer occurs, marks 1 unit of energy in its energy buffer for transmission or reception of the transferred packets; energy is reserved for transmission if and for reception otherwise. Note that all the packets transferred from entry to intermediate buffers or from intermediate to exit buffers collectively require 1 unit of energy for transmission or reception respectively. If node has fewer than 1 unit of unmarked energy in a slot, no packets are transferred to or from buffers associated with . The marked energy unit will be used for transmitting or receiving the corresponding packets whenever they are transmitted in the corresponding links. The marking is a logical step, and ensures that the nodes involved in transmission and reception of each packet in an exit buffer have enough energy to transmit and receive them respectively; thus transmissions can be scheduled from the Fig. 1 . Packet buffering and energy marking at a sample node . For clarity, only one session is considered. At node , there is one input buffer, three interim buffers and three output buffers each corresponding to one of the exit nodes , and . At this snapshot, there are 5 energy packets available at node , out of which only two are unmarked. As illustrated, the first energy packet is marked for transmission of two data packets at the interim buffer for link , which is done assuming . The second energy packet is marked for (later) transmission of one data packet at interim buffer for link , assuming . And the third energy packet is marked for reception of three data packets at the exit buffer at node corresponding to link , assuming .
1) Energy Marking
exit buffers without considering energy availability any further. Fig. 1 illustrates the marking process.
2) Packet Transmission: At a scheduled opportunity, a node transmits packets from its exit buffer, according to the following policy. The weight of each session-link is the difference between the queue lengths of session at the exit buffer of (corresponding to ) and the entry buffer of , . The weight of a schedulable set is the sum of the weights of the links in the set. At any slot, each session-link in the schedulable set with the maximum weight transmits a packet (ties are broken randomly).
The packet transmission step not only schedules links, but also selects routes for the packets by determining which links they would follow in the immediate next step. The routing depends on both congestion and energy availability in an implicit manner. For example, if a node is currently generating small amounts of energy, the energy marking step will transfer packets to its intermediate buffers only at a low rate, and thus the entry buffer for will build up. The buffers at can build up also because of traffic congestion downstream. In either case, the weights of the incoming links to will be negative, and hence they will not be scheduled. Thus, applies back-pressure on upstream nodes due to which packets will not traverse along the paths through . Accordingly, we name our policy as Energy Back-pressure.
B. Throughput Optimality
Theorem 1: If , for some , Energy Backpressure policy stabilizes the network.
Proof: Let be the vector of queue lengths at both entry, intermediate and exit buffers of the nodes. Let also be the vector of arrivals and departures at both entry, intermediate and exit buffers, considering both arrivals from other nodes and external arrivals. We consider a quadratic lyapunov function: , and investigate its conditional expected drift (9) where is a constant that depends on . Let respectively be the number of packets of session that have been transferred from the entry to the intermediate buffer and intermediate to the exit buffer respectively at node and corresponding to link in slot (10) Starting with the first term in (10),
We now consider the second term in the RHS of (10). By the law of iterated expectations, and using (i) ,
Hence, from (1) for and (12) Finally, we consider the last two terms in the R.H.S of (10), i.e., which we denote as . Let
Then, where is a constant that depends on . Now, . Also, owing to the nature of the packet transfer process inside each node . Thus, using (2) as in (12), (13) where exceeds by a constant that depends on . If there exists a session-link adjacent to or from in , let the corresponding session and node at the other end of the link be denoted as respectively. Now, for from (6)
Let . Thus, for since for each , from (10) to (14), (15) The RHS in the last in equality is upper bounded by (since for each such that , and ). Let and . Thus, from (9), for , . Taking a telescopic sum from to , . Thus, is upper-bounded by Thus, .
IV. THROUGHPUT GUARANTEES IN PRESENCE OF FINITE ENERGY STORAGE
We now consider a network where nodes can store only finite amount of energy. In particular, each node can store units of energy, and new energy generated while the storage is full will be wasted if not utilized instantaneously. We prove that any feasible arrival and energy rate pair in is stabilized as long as s exceed certain thresholds that depend on . We also present the Finite-storage Energy Backpressure routing and scheduling policy that attains this goal without requiring any knowledge of the packet and energy arrival rate vectors. For ease of exposition, we consider , i.e., the network has only one session and hence drop the index from all variables.
A. Policy Description
The Finite-storage Energy Back-pressure policy consists of an energy marking and a packet transmission step. Whenever a packet is forwarded to an intermediate or an exit buffer, an energy unit is marked for its transmission or reception and must be stored until the packet is transmitted. These buffers must now have finite storage capacities. Also, the energy storage capacities of the intermediate buffers at a node and the exit buffers at nodes that have links to are derived from the storage amount available to . 
The energy marking step is the same as that in the Energy Back-pressure policy except that each node substitutes with respectively. The packet transmission step is the same except that each link weighs .
B. Throughput Guarantee Theorem 2:
If for some positive , and for each link , the Finitestorage Energy Back-pressure policy stabilizes the network.
Note that s can be chosen so as to exceed as long as Thus, for a given energy storage capacity, Theorem 2 characterizes a throughput region that can be supported. It also provides an energy storage requirement at each node for accommodating all arriving data packets for any given subset of the network stability region. Note that represents the "distance" of the data arrival rate vectors from the boundary of the stability region and is the time required for the conditional expected energy arrival rate to converge to a vicinity of the expected energy arrival rate, and increases with increase in the burstiness of the energy arrival process and the decrease of . Thus, the energy storage requirement increases with: (i) a decrease in the data and energy arrival slacks , respectively, and (ii) an increase in the burstiness of the energy arrival process. The dependence on is likely unavoidable, as when the data and energy arrival rate vectors are close to the boundary of the feasibility region, the system can afford to lose only a small amount of arriving energy owing to storage limitations. Similarly, storage requirements need to be large enough to store the arriving energy bursts for bursty arrival processes.
Proof: Let be defined similar to the corresponding variables in the proof of Theorem 1. We investigate the conditional expected drift of the Lyapunov function: 
We now seek to lower bound the third term in the RHS above. Let
The packet transfer process inside each node ensures that . Let and Then where is a constant that depends on . The last inequality follows using (2) as in (13) in the proof of Theorem 1. The only difference is that now the individual terms involved in are quadratic in the queue lengths. Hence, an additional term that is linear in the queue lengths arises. Now, for , from (6), as in (14), can be lower bounded by
We now seek to upper bound the last expectation in the RHS of (23 , the coefficient of each in the above sum is negative. Thus, from (18), and following the steps after (15) in the proof of Theorem 1, . The result follows.
V. CONCLUDING REMARKS
The framework may easily be generalized to obtain policies that minimize costs associated with energy consumption subject to stabilizing the network. This will for example allow us to consider networks where nodes have access to both renewable and nonrenewable energy sources. The nonrenewable sources have unlimited energy; however, every time a packet is transmitted (or received) using nonrenewable energy the system incurs certain environmental costs. The generalized framework will provide routing and scheduling policies that minimize the environmental cost per unit time subject to stabilizing the network.
