Evolutionary Algorithms have become an efficient tool to simulate large and complex systems that require a huge amount of computational resources. Nevertheless, evolutionary algorithms may still suffer from either slow or premature convergence preventing the search to visit more promising areas, and thus leading to solutions of poor quality. In this work, the multilevel paradigm is used in order to enhance the evolutionary algorithm's performance for simulating large industrial instances. The multilevel paradigm refers to the process of dividing large and difficult problems into smaller ones, which are hopefully much easier to solve, and then work backward towards the solution of the original problem, using a solution from a previous level as a starting solution at the next level. Experimental results comparing the multilevel evolutionary algorithm against its single-level variant are presented.
INTRODUCTION
The MAX-SAT problem still deserves much research attention from a wider community of researchers due to its theoretical importance. MAX-SAT is a widely used modeling framework for simulating complex systems that turn out to be of combinatorial nature which can be conveniently formulated to SAT or MAX-SAT in an elegant way (Hoos 2004 ). Examples include modelchecking (Biere et al. 1990 ) of finite state systems, design debugging (Smith et al. 2005 ), AI planning (Rintanen et al. 2006 ) to name just a few. Large and complex systems are hard to solve and require a huge amount of computational resources. Optimization search techniques tend to spend most of the time exploring a restricted area of the search space preventing the search to visit more promising areas, and thus leading to solutions of poor quality. A better approach would be to reduce these complex systems into simplified models so that the optimization algorithms used during the simulation process would be far more efficient. In this paper a multilevel evolutionary algorithm is introduced for MAX-SAT. The key feature of this algorithm involves looking at the simulation as a process that transforms the original problem into a hierarchy of increasingly smaller problems that are much easier to solve. The optimization starts at the coarsest level and works backwards to the finest level where the solution obtained at a child level is fed as an input solution to the parent level.
THE MAXIMUM SATISFIABILITY PROBLEM
Generally, a SAT problem is defined as follows. A propositional formula Φ = m j=1 C j with m clauses and n Boolean variables is given. Each Boolean variable, x i , i ∈ {1, . . . , n}, takes one of the two values, True or False. A clause, in turn, is a disjunction of literals and a literal is a variable or its negation. Each clause C j has the form:
where I j ,Ī j ⊆ {1, .....n}, I ∩Ī j = ∅, andx i denotes the negation of x i . The task is to determine whether there exists an assignment of values to the variables under which Φ evaluates to True. Such an assignment, if it exists, is called a satisfying assignment for Φ, and Φ is called satisfiable. Otherwise, Φ is said to be unsatisfiable. Most SAT solvers use a Conjunctive Normal Form (CNF) representation of the formula Φ. In CNF, the formula is represented as a conjunction of clauses, with each clause being a disjunction of literals. The maximum satisfiability problem is the optimization variant of SAT. The goal is to minimize the number of unsatisfied clauses. The focus in this work is restricted to formulas in which all the weights are equal to 1 (i.e.unweighted MAX-SAT).
THE MULTILEVEL EVOLUTIONARY ALGORITHM (MLVMA)
The proposed multilevel evolutionary goes through four different phases following the general multilevel pattern described in (Bouhmala and Granmo 2011)(Karypis and Kumar 1998) (Walshaw 2001 ). The algorithm starts creating a hierarchy of increasingly smaller and coarser versions of the original problem (Phase 1). The coarsening phase works by grouping the literals representing the problem into clusters. The coarsening is computed using a randomized algorithm. The literals are visited in a random order. If a literal l i has not been matched yet, then we randomly select one randomly unmatched literal l j , and a new literal l k (a cluster) consisting of the two literals l i and l j is created. Unmerged literals are simply copied to the next level. The new formed literals are used to define a new and smaller problem and recursively iterate the coarsening process until the size of the problem reaches some desired threshold. Initialization is then trivial and consists of generating an initial solution for the population located at the coarsest level using a random procedure. The clusters of every individual in the population are assigned the value of true or false in a random manner (Phase 2). The population at the coarsest level P m+1 is subject to an improvement phase using an evolutionary memetic algorithm (MA)(Norman and Moscato 1991) (Phase 3). Individuals are combined using the two-points cross-over. The task of the crossover operator is to reach regions of the search space with better average quality. Combining pairs of individuals can be viewed as a matching process. The individuals are visited in random order. An unmatched individual i k is matched randomly with an unmatched individual i l . Thereafter, the two-point crossover operator is applied using a cross-over probability to each matched pair of individuals. The two-point crossover selects two randomly points within a chromosome and then interchanges the two parent chromosomes between these points to generate two new offsprings. The work conducted in (Spears 1995) shows that the two-point crossover is more effective when the problem at hand is difficult to solve. The new individuals resulted from the two-point cross-over are then enhanced with a local search and evaluated. This simple local search seeks for the new variable-value assignment which best decreases the numbers of unsatisfied clauses is identified. Even though the population at P m+1 is at a local minimum, the projected population may not be at a local optimum with respect to P m . The projected population is already a good solution and contains individuals with better fitness value making the evolutionary algorithm to converge quicker within a few generation to a better assignment. During each level, the evolutionary algorithm is assumed to reach convergence when no further improvement of the fittest individual has not been made during 10 consecutive generations. The uncoarsening phase (Phase 4) refers to the inverse process followed during the coarsening phase. Having optimized the assignment on P m+1 , the assignment must be extended on its parent level P m . The extension algorithm is simple; if a cluster c i ∈ P m+1 is assigned the value of true then the merged pair of clusters that it represents, c j , c k ∈ P m are also assigned the true value.
EXPERIMENTAL RESULTS

Test Suite & Parameter Settings
The tests were carried out on Unix server with 6 cpu cores, 2.80GHz and 50GB of memory. The code was written in C and compiled with the GNU C compiler version 4.6. All parameters were fixed experimentally using industrial instances that arise in the simulation of faults in model checking and large graph coloring problems from the SAT library benchmark. The set used in the experiments is taken from 1 and shown at Table I. The second and third column denote the number of variables and clauses respectively. IBM SPSS Statistics version 19 was used for statistical analysis. Due to the randomization nature of the algorithms, each problem instance was run 100 times with a cut-off parameter (max-time) set to 15 minutes. The 100 runs where chosen because pilot runs had shown the size of the difference to be so large that 100 runs where enough for an acceptable statistical power (power > .95), this is in accordance with the suggestions given in a recent report on statistical testing of randomized algorithms (Arcuri and Briand 2011) We also performed single runs with MLVMA and MA with a cut-off parameter set to 60 minutes. The intention was to see whether the solutions created by MLVMA and MA converged to identical solutions.
The selected parameters are listed below: • Crossover probability = 0.85 • Mutation probability = 0.1 • Population size = 50 • Stopping criteria for the reduction phase: The reduction process stops as soon as the size of the coarsest problem reaches 100 variables (clusters). At this level, MA generates an initial population.
• Convergence during the refinement phase: If there is no observable improvement of the fitness function of the best individual during 10 consecutive generations, MA is assumed to have reached convergence and moves to a higher level.
• Time constraint for each run is 900 seconds and one single run 60 minutes.
Analysis of Results
The comparison of the MA and the MLVMA algorithms for each instance is shown in Tables II-IV. Tables II-III show the mean, standard deviation and the range of unsolved clauses for MLVMA and MA for each instance after a 900 seconds run time. dicates that the effect of adding the multilevel paradigm to the memetic algorithm leads to a great improvement of the solutions after a 900 seconds run time.
The plots in Figures 1-4 show the general tendency of the solution quality reached as a function of time for two instances. Single runs with a cut-off parameter of (1 hour) for both algorithms was performed to see whether any cross-over occurred for the two algorithms. Figures 2 and 4 show the 100 runs of MLVMA and MA with a cut-off at 15 min as well as the mean of these runs, while Figures 1and 3 show single runs of the MLVMA and MA with a cut-off parameter of 60 minutes. The plots suggest that problem solving with MLVMA happens in two phases. In the first phase which corresponds to the early part of the search, MLVMA behaves as a hill-climbing method. The best assignment improves rapidly at first, and then flattens off as we mount the plateau, marking the start of the second phase.
The plateau spans a region in the search space where one model would always be better, e.g. P (M LV M A>M A) = 1 for all instances In our view, the efficiency of MLVMA relies on coupling the refinement process across different levels. This paradigm offers two main advantages which enables MA to become much more powerful in the multilevel context. During the refinement phase MA applies a local transformation (i.e. a move) within the neighborhood (i.e. the set of solutions that can be reached from the current one) of the current solution to generate a new one. The coarsening process offers a better mechanism for performing diversification (i.e. the ability to visit many and different regions of the search space) and intensification (i.e. the ability to obtain high quality solutions within those regions). By allowing MA to view a cluster of variables as a single entity, the search becomes guided and restricted to only those configurations in the solution space in which the variables grouped within a cluster are assigned the same value. As the size of the clusters varies from one level to another, the size of the neighborhood becomes adaptive and allows the possibility of exploring different regions in the search space while intensifying the search by exploiting the solutions from previous levels in order to reach better solutions.
CONCLUSION
A new apperoach has been outlined for solving the satisfiability problem based on a combining a memetic algorithm with the multilevel paradigm. A set of large benchmark instances were used to get a comprehensive picture of the performance of the new approach. The multilevel paradigm greatly improves the MA and always returns a better solution for the equivalent runtime. The tests where MLVMA and MA offer similar asymptotic convergence, MLVMA being slightly better and considerably faster. The broad conclusions that we draw from the presented results is that the multilevel paradigm can enhance the convergence behavior of the memetic algorithm. Our future work aims at investigating other coarsening schemes together with various cross-over operators for the the possible enhancement of the multilevel memetic algorithm.
