Introduction
There are several ways to mathematically define quasicrystalline patterns. We adopt here the "cut and project" approach, where a quasicrystal consists of the projection of a 'stripe' of a higher-dimensional periodic pattern. If the direction of this stripe is irrational with respect to the periods of the original pattern then the resulting projected structure is not periodic, lacking translational symmetry. However, it inherits some 'quasiperiodic' properties from the original lattice. In the case of a Penrose lattice, for example, we have a five-fold symmetry deriving from its description as the projection from a five-dimensional lattice on a twodimensional plane.
Our notation for the "cut and project" approach is as follows. We fix an n-dimensional plane Π n ⊂ R N , and suppose that it is an "irrational" plane; i.e., that Π n ∩ Z N = {0}. This is not a restriction of our method: in the case that Π n ∩ Z N is a n-dimensional lattice then we are in a simpler periodic setting, while the case when Π n ∩ Z N is a k-dimensional lattice with 0 < k < n can be seen as a combination of the extreme cases. We then consider a fixed polyhedral neighbourhood of Π n , S = Π n ⊕ S 0 with S 0 a polyhedral set in the orthogonal complement of Π n , and Σ = Z N ∩ S. A pictorical description for N = 3 and n = 1 is given in Fig. 1 .
We will consider interactions corresponding to nearest neighbours in Σ (i.e., pairs (i, j) with |i − j| = 1). In order that this system of interactions give rise to a quasicrystal we have to assume that Σ be large enough so that we do not have "disconnected" points inside Σ. To that end, we assume that there exists a coordinate n-dimensional plane in R N , which we identify with R n such that the projection P : Z N → Z n ⊂ R n satisfies: • for all nearest neighbours α, β ∈ Z n there exists at least a pair of nearest neighbours i α ∈ P −1 (α) ∩ Σ and i β ∈ P −1 (β) ∩ Σ. We will consider a "ferromagnetic" spin energy defined on Σ of the form i,j where the sum runs on nearest neighbours in Σ (note that on bounded sets this energy can be rewritten in the more common form −2 i,j u i u j , up to an additive constant. We prefer (1) so that uniform states have zero energy), and describe its "macroscopic" behaviour. To this end, we introduce a small parameter ε > 0 and scale the energies as
The scaling is justified by recalling that in the periodic setting with n = N this normalization gives a non-trivial surface energy in the limit (see [1] ). Note that our problem can be interpreted as the asymptotic description of a "discrete thin film" concentrating on the plane Π n (see e.g. [7] ). We will prove that, as ε → 0, energies (2) can be approximated by an interfacial energy. First, we prove a coerciveness property showing that sequences {u ε } equibounded in energy can be identified with sequences {v ε } defined on R n converging to a limit v : R n → {±1} (or, equivalently v : Π n → {±1}). Every such v is then identified with the set A = {v = 1}; the energies F ε are then shown to converge to an interfacial integral of the form
A key point is the description of the surface tension ϕ, which is characterized by an asymptotic formula involving discrete optimal transition problems on large sets in Σ, corresponding to large cubes in R n , similar to those introduced in [7] to deal with homogenization problems on continuous thin films. The main technical issue of the paper is precisely the proof of the existence of such ϕ, for which we adapt the quasiperiodic arguments of [11] .
To this end we make a technical hypothesis by requiring that the boundary of the stripe S be itself composed of portions of irrational hyperplanes. Under this assumption we prove a coarse-grained "almost invariance" of the energies for a wide set of translations; this is a consequence of the fact that for all η > 0 we may find a uniformly dense set of "almost periods" σ η in Z N such that translations of the stripe Σ by σ η superposes exactly with Σ except for a set of points whose location can be controlled. As a consequence, the effect on the translations of minimum problems can be estimated, which is a key point in the proof of asymptotic homogenization formulas.
We note that, contrary to the case of Penrose lattices considered in [11] where one can essentially reason directly on the projection of the higher-dimensional lattice on Π n , here the description of the system as a discrete thin film is exploited both in the proof of the coerciveness of the energies and in the control over translations.
Notation and setting of the problem
Let N > n ≥ 1; we fix Π n an n-dimensional linear subspace in R N . As already remarked in the introduction the relevant case is when
Otherwise, there exists 0 < k ≤ n such that we can write Π n = Π k ⊕ Π n−k , where Π k is a k-dimensional rational space; i.e., generated by k independent vectors of Z N , and Π n−k is an n − k-dimensional space with Π n−k ∩ Z N = {0}, and the analysis can be decoupled in the two spaces.
Given ξ = 0 in the orthogonal complement of Π n , denoted by Π ⊥ n , let H(ξ) be the half-space defined by
Note that this is a way of describing any closed half-space H containing 0 in its interior. It suffices to take the vector of minimal length in ∂H as ξ.
Note that S is a polyhedral neighbourhood of Π n with boundary faces
With these assumptions, we have that S 0 = S ∩ Π ⊥ n is a compact convex polyhedral set. In Fig. 1 we picture S for N = 3 and n = 1.
With a slight abuse of notation, we identify R n with a coordinate n-dimensional space in R N , which we may suppose to be the one generated by the first n coordinate basis vectors, and denote by P the orthogonal projection on R n from R N ; i.e.,
Our main assumption is that Σ is connected, in the sense that each pair of points in Σ can be joined by a chain of nearest neighbours in Σ. This is assured by the following assumption on P : (H) for all nearest neighbours α, β ∈ Z n there exists at least a pair of nearest neighbours i α ∈ P −1 (α) ∩ Σ and i β ∈ P −1 (β) ∩ Σ.
In addition, we choose ξ j such that
With this technical assumption all boundary faces E j of S lie on irrational hyperplanes parallel to Π n , that is affine hyperplanes parallel to irrational N − 1-dimensional subspaces containing Π n . This property will be used to ensure that translations along Π n do not "change much" the geometry of Σ.
We introduce a small parameter ε > 0 and denote by A ε the set of all functions u : εΣ → {−1, +1}. If ε = 1 we will write A 1 = A. We define the energies
where u i = u(εi), and the sum runs on all pairs of nearest neighbours in Σ; i.e., i, j ∈ Σ such that |i − j| = 1. Note that if F ε (u) < +∞ then u i is constant outside a bounded subset of Σ. To each u ∈ A ε we can associate a function v = P (u) : εZ n → {−1, 0, 1} as follows (see 
In its turn each such v is extended to a piecewise-constant function on R n ; e.g., by
We have the following coerciveness result.
Proposition 1 (coerciveness). Let hypothesis (H) hold. Let {u ε } be a sequence in A ε with sup ε F ε (u ε ) < +∞, and let v ε = P (u ε ) be the corresponding piecewise-constant functions on R n defined as in (9) . Then the sequence {v ε } is strongly precompact in L 1 loc (R n ), and each its limit belongs to BV (R n ; {−1, 1}).
Proof. Proposition 1 follows easily by estimating the perimeter of the sets {v ε = ±1} and showing that the sets {v ε = 0} are asymptotically negligible. We will use the notation v
The letter c will denote a strictly positive constant, whose value may change from line to line.
First, note that for all α ∈ Z n such that v
and
It is sufficient then to prove that the (characteristic function of the) sets
To that end (see e.g. [3] ) it suffices to prove that
This follows immediately from the estimate
by (10) .
The coerciveness result in Proposition 1 justifies the definition of the convergence
where u ∈ BV (R n ; {−1, 1}), or, also, equivalently
where A is a set of finite perimeter in R n .
Remark 2. The convergence above can also be interpreted as a 'thin-film convergence'; i.e. as a L 1 -convergence on a fixed set obtained by scaling to a fixed size the components of points in εΣ orthogonal to Π n (see [7] ; see also [4] Section 14). In our case the convergence may be considered in the set
where is small enough so that S is contained in the union of all cubes i+(−1/2, 1/2) N with i ∈ Σ (if no such exists then the definition of convergence is slightly more complex). We extend the functions u ∈ A ε to piecewise-constant functions on the cubes i + (−ε/2, ε/2) N . Note that S = S ⊕ Π n , where S is in the orthogonal complement of Π n . If x = y + s with s ∈ S and y ∈ Π n , we setũ ε (x) = u ε (y + εs). Then for sequences with equi-bounded energy we have u ε → u if and only ifũ ε →ũ on bounded subsets of S , whereũ(x) = u(P (y)) depends only on y ∈ Π n if x = y + s.
We will describe the asymptotic behaviour of the energies F ε through the computation of their Γ-limit with respect to the convergence defined in (12) . This limit will turn out to be a surface integral. In order to define the limit surface tension we introduce some notation: for fixed ν ∈ S n−1 we will denote by Q ν ⊂ R n an n-cube centered in 0 with side length 1 and one face orthogonal to ν. We also consider the function
If E ⊂ Z n we will set E = {i ∈ Z n : ∃j ∈ E : |i − j| ≤ 1}
and (with abuse of notation) for E ⊂ R n we set E = E ∩ Z n . Finally, we localize our energies on (pre-images of) subsets of R n by setting
where the sum is taken on all nearest neighbours in Σ ∩ P −1 (E). If ε = 1 we will write
With this notation we can state the following proposition, which will be proved in Section 4.
Proposition 3 (existence of the surface tension). For all ν ∈ S n−1 there exists the limit
where
The previous proposition allows us finally to state the main result of the paper.
Theorem 4 (homogenization of quasicrystalline lattices). Let Π n be a linear subspace of R N of dimension n satisfying (4), let Σ be defined by (5) and satisfy hypotheses (H) and (7). Let the energy F ε be defined by (8) and the surface tension ϕ be defined by (15) . Then the Γ-limit of F ε with respect to the convergence (12) is given by
where ∂ * A denotes the reduced boundary of A and ν A its interior normal.
The proof of this result will be obtained in Section 5.
Remark 5. In the case n = N − 1 hypothesis (7) is always satisfied thanks to (4) since the two faces of the boundary of S are parallel to Π n . If we remove hypothesis (4) then Π n = Π k ⊕ Π n−k , where Π k is an irrational plane and Π n−k is a rational plane (i.e., Π n−k ∩ Z N is a n − k-dimensional lattice). Then the same theorem holds provided that S can be written as Π n−k ⊕ S , where S satisfies (7) in the N − n + k dimensional space orthogonal to Π n−k . We will not deal with this case in detail.
It is not clear if (7) is just a technical hypothesis, and if the proof of the theorem can be adapted to cover non-polyhedral neighbourhoods of Π n .
Remark 6 (local version of the homogenization theorem). In the same way as for Theorem 4 we can prove that for any fixed bounded open subset Ω in R n with Lipschitz boundary we have convergence of the localized functionals F ε (·, Ω) to the localized interfacial energy
This can be proved by extending all functions to 1 outside εΣ ∩ P −1 (Ω) and using the theorem on compactly contained subsets of Ω to get a lower bound, while an upper bound is obtained by the same direct construction of the upper bound of the theorem. Note that in this case the Γ-limit is computed with respect to the convergence in L 1 (Ω) in (11).
Quasiperiodic properties of quasicrystals
In this section we derive some properties of Σ when the plane Π n satisfies (4).
Proposition 7. For all η > 0 the set
is relatively dense in R n ; i.e., there exists an inclusion length
Proof. The function f (x) = dist(P −1 (x) ∩ Π n , Z N ) is continuous and quasiperiodic; hence, it is uniformly almost-periodic in R n . By the characterization of uniformly almost-periodic functions in [2] , the set T
is also relatively dense. Since by construction we have that
Proposition 8. There exist a sequence {R η } with R η → +∞ as η → 0, such that for any x ∈ R n and any ν ∈ S n−1
where K is the number of the faces of the neighbourhood S of Π n .
For η > 0 and j = 1, . . . , k we define
where L j = {x ∈ R N : x, ξ j = 0} (see Fig. 3 ). Note that S η is a polyhedral "η-neighbourhood" of S, so that Λ η are the points in Z N lying in a polyhedral "η-neighbourhood" of ∂S. 
(see Fig. 4 ). Indeed, suppose by contradiction that there exists α ∈ B η such that for any
or the inequality i − ξ j , ξ j ≥ η|ξ j | holds for some j ∈ {1, . . . , K}.
Let σ ∈ T N η be such that α ∈ B(σ). Then for any j such that | i − ξ j , ξ j | ≥ η|ξ j |, it follows that for i ∈ P −1 (α)
This implies that i and i + σ belong to the same half-space H(ξ j ) defined by L j + ξ j . If (22) holds, then (24) holds for any j, and we have
On the other hand, if (23) holds, then there exists an index j such that (24) holds and i ∈ H(ξ j ). Thus, i + σ ∈ H(ξ j ), hence i + σ ∈ Σ. We conclude that i + σ ∈ Σ if and only if i ∈ Σ. This implies that (P −1 (α) + σ) ∩ Σ = (P −1 (α) ∩ Σ) + σ and since the set equality P −1 (x + y) = P −1 (x) + Y holds for any Y ∈ P −1 (y), we get
which gives a contradiction since α ∈ B(σ). This proves (21). We recall that the family {ξ j } satisfies the hypothesis L j ∩Z N = {0} for any j = 1, . . . , K. Then, setting
show that lim η→0 r j (η) = +∞ for any j. Indeed, suppose by contradiction that there exists a subsequence {η k } such that r j (η k ) ≤ C j < +∞ for any k; then for any k ∈ N there exist i j (k) and 
Now we define
,
Let D n η be the ball with center x and diameter √ nR η ; we now prove that
Let c be the diameter of S η ∩ P −1 (0). If i, i ∈ P −1 (D n η ) ∩ S η , and w = P (i − i ), then i − i admits a decomposition i − i = (P | Πn ) −1 (w) + w 0 , where w 0 ∈ P −1 (0). We have
where D N η denotes a closed ball in R N with diameter r η as in (25). Thus, (21) and (25) give
and the proof is concluded.
The surface-tension formula
In this section we prove Proposition 3, which will be obtained using the following result.
Proposition 9. Let ν ∈ S n−1 , T > 0, and let u T ∈ A satisfy F (u T , T Q ν ) ≤ CT n−1 and the boundary condition P u T = v ν on Z n \ T Q ν , where v ν is defined in (13) ; then for all η > 0 and for all τ ∈ T n η there exists u
where c depends only on n, N, Σ and C, and R η is given by Proposition 8.
Proof. The idea behind the construction of u τ T is that we can simply translate the function u T except close to some set of exceptional points. This exceptional set is not negligible, but the function u T must be constant on some sets enclosing most of such points, so that u τ T can be defined as that constant in the interior of the translation of those enclosing sets. Proposition 8 allows to quantify this process. In the sequel, c will be used to denote possibly different positive constants depending only on n, N and Σ, and on the constant C in the hypothesis on the energy F (u T , T Q ν ).
Given η > 0 and τ ∈ T n η , we set (omitting the dependence on η) σ as the unique element in P −1 (τ ) ∩ T N η and I T = T Q ν ∩ B(σ). Thanks to Proposition 8, for any γ ∈ Z n we have
We set J T = I T ∩ (T − R η )Q ν ; Proposition 8 ensures that there exist r 0 > 0 depending only on n, N and Σ, and a family S T of indices such that J T = s∈S T J Conditions 1-3 above express the fact that points in J T can be decomposed into "clusters" of at most K elements, at a distance of order R η . Moreover, we can assume r 0 < 1/2, so that for η small enough we have
Then, fixed s ∈ S T \ S T , we define 
For s ∈ S T , the function u τ T is given by Figure 5 : Construction of functions close to exceptional points Finally, we set
Recalling (27), (28) and (29) we get
Remark 10. The same argument as above shows that, given τ ∈ T n η and a function u ∈ A satisfying F (u, T Q ν + τ ) ≤ CT n−1 and the boundary condition
where R η is given by Proposition 8.
Proof of Proposition 3. We consider S >> T and the n-cube SQ ν . With fixed η > 0, let L η be the inclusion length given by the relative density of T n η , and denote by Q ν k with k = 1, . . . ,
S T +2Lη
n−1 disjoint cubes with two faces orthogonal to ν and side length T + 2L η
In Fig. 6 we picture the construction of u S by representing the corresponding projections P (u S ) (gray and white regions corresponding to ±1, the 0 zones being negligible). n−1 S n−2 since there we have u S (i) = v ν (P (i)). Hence, the function u S : Σ∩P −1 (SQ ν ) → {−1, +1} defined in (30) satisfies the boundary condition P u S = v ν in SQ ν \ SQ ν and thanks to Proposition 9
Thus, taking the upper limit as S → +∞, lim sup
and, taking the lower limit as T → +∞, lim sup
T satisfies the hypothesis of Proposition 9, and lim sup
Letting η → 0, since R η → +∞ by Proposition 8, we have lim sup
and we conclude that the limit ϕ(ν) = lim
Homogenization of quasicrystalline lattices
In this Section we prove Theorem 4 by showing separately a lower and an upper bound.
Lower bound
Let A be a set of finite perimeter in R n and let {u ε } be a sequence of admissible functions such that u ε → A, where the convergence is as in (12) . It is not restrictive to assume that there exists the limit lim ε→0 + F ε (u ε ) and that it is finite.
We define the measures
where for E ⊂ Z n (or Z N ) we set N (E) = {{α, β} : α, β ∈ E, |α − β| = 1}. In this way, µ ε (R n ) = F ε (u ε ), so that the sequence {µ ε } is bounded, and, up to subsequences, we can assume µ ε * µ.
We want to prove that the inequality
holds for H n−1 -a.a. x 0 ∈ ∂ * A.
With fixed x 0 ∈ ∂ * A we set ν = ν A (x 0 ), and consider as above Q ν + x 0 as any cube in R n with centre x 0 , side length and two faces orthogonal to ν. Note that, for almost every , µ( Q ν + x 0 ) = lim ε→0 µ ε ( Q ν + x 0 ). By the Besicovitch differentiation theorem it follows that H n−1 -almost every x 0 ∈ ∂ * A is a Lebesgue point for µ with respect to H n−1
.
We may therefore assume that x 0 ∈ ∂ * A satisfies the properties above. Since µ is finite it is also possible to choose an infinitesimal sequence ε such that
satisfying the asymptotic conditions T ε = ε ε → +∞ and, setting
Then we get lim inf
The relative density of the set of translations T n η ensures that fixed η > 0 there exists
We set T ε = T ε − 2L η ; from (32) we get
Now, we fix δ ∈ (0, 1/4) and define
is envisaged so that the cube Q ν (m, ε) is well separated from the exterior of Q ν (m−1, ε) (see also Fig. 7 ). Then there exists m(ε) ∈ {1, . . . , N ε } such that
so that recalling (33) we get
Now we define w ε : Σ → {−1, +1} as
(see Fig. 7 ). Recalling (34), it follows that w ε satisfies the boundary conditions, and by construction
Taking the lim inf as ε → 0, and the limit for δ → 0, the previous inequality implies
. Now, Remark 10 ensures that there exists w ε ∈ A with P w ε = v ν in Z n \ T ε Q ν such that
, and we can conclude lim inf
Since R η → +∞ as η → 0, Proposition 3 finally allows to conclude that lim inf
Upper bound
The proof of the upper bound will use a density argument, following the line of the proof of the upper bound in [11] . We start by proving in Proposition 11 the existence of a recovery sequence when A is a polyhedral set.
Proposition 11. Let A ⊂ R n be a polyhedral set. Then there exists a sequence {u ε }, u ε ∈ A ε such that u ε → A as ε → 0 (where the convergence is given by (12) ) and lim sup ε→0 F ε (u ε ) ≤ F 0 (A) = ∂A ϕ(ν) dH n−1 .
Proof. Fixed r > 0, omitting the dependence on r, for any S > 0 we denote by u ν S ∈ A a function satisfying P u ν S = v ν in Z n \ SQ ν and
Our construction is localized close to each (n − 1)-dimensional face of the polyhedral set A. We start by considering, for x ∈ R n and ν ∈ S n−1 , the affine space L = { x − x, ν = 0}. Let E be a (n − 1)-dimensional polyhedral subset of L.
Fixed ε > 0 small enough, we denote by Q k ε = √ εQ ν + x k ε , for k = 1, . . . , M ε , each cube of a maximal family of disjoint cubes with center in E, two faces orthogonal to ν and side length √ ε, such that Q k ε ∩ L ⊂ E. Note that 
With this definition, u ε → A in the sense of (12); since
recalling (39) we get lim sup
concluding the proof.
To treat the case of a general A, we use a density argument based on the Reshetnjak Theorem. Given A with finite perimeter in R n , let {A k } be a sequence of polyhedral sets such that |A∆A k | → 0 and |Dχ A k |(R n ) → |Dχ A |(R n ) as k → +∞ (see [3] ). The same proof as [11, Sec. 4.2] shows that the function ϕ is continuous, so that we can apply the Reshetnjak Theorem (see, e.g., [3, Th. 1. Then, the lower-semicontinuity of the upper Γ-limit allows to conclude the proof.
