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Abstract
So-called separation automata are in the core of several recently invented quasi-
polynomial time algorithms for parity games. An explicit q-state separation au-
tomaton implies an algorithm for parity games with running time polynomial in
q. It is open whether a polynomial-state separation automaton exists. A positive
answer will lead to a polynomial-time algorithm for parity games, while a negative
answer will at least demonstrate impossibility to construct such an algorithm using
separation approach.
In this work we prove exponential lower bound for a restricted class of sep-
aration automata. Our technique combines communication complexity and Kol-
mogorov complexity. One of our technical contributions belongs to extremal com-
binatorics. Namely, we prove a new upper bound on the product of sizes of two
families of sets with small pairwise intersection.
1 Introduction
Applications of Communication Complexity (CC) in Formal Language Theory (FLT)
are well-known. Apparently, the most important one is obtaining lower bounds on state
complexity of non-deterministic automata (NFA) (see, e.g., the monograph [15]). CC
is also applied to analysis of nondeterminism measures in finite automata [16] and for
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a number of other problems in FLT (e.g., see [1] for bounds on nondeterministic com-
munication complexity of regular languages). Also, it is worth to mention that lower
bounds on memory used in streaming algorithms, an another important application of
CC (see the book [26]), can be viewed as lower bounds on size of probabilistic automata
of specific form. Note that most of these applications have equivalent combinatorial
counterparts (see discussion in [12]).
In this paper we extend the applications of CC to separation problems for safety
automata. These automata accept or reject infinite words. They appeared in recent
developments in algorithmic game theory. More exactly, safety automata play an im-
portant role in analysis of quasi-polynomial algorithms for solving parity games [7] (see
details below).
We are interested in state complexity of deterministic safety automata separating a
pair of languages (in the sequel, separation automata). There are no convenient tools for
this task. We propose an approach based on time restriction. Our technique gives lower
bounds on state complexity of separation automata that accept a word after reading
a sufficiently short prefix of an infinite word.
These lower bounds are based on lower bounds for multi-party nondeterministic com-
munication complexity in the number-in-hand model. But, in contrast with the previous
works, we do not give a direct way to convert a small separation automaton to a protocol
solving an appropriate communication problem. Our approach uses also the ideas of the
fooling set technique. We conclude from lower bounds for a communication problem
that a small automata cannot separate a specific family of pairs of finite languages. In
the definition of this family we use Kolmogorov complexity to control the size of com-
munication protocols. Next step is to use this family to construct a pair of words fooling
a small separation automaton. The family is used multiple times, and each time we have
to manage Kolmogorov complexity by exploiting the fact that the automaton has few
states.
We hope that the approach presented in this paper has a potential to get more strong
bounds for separation automata as well as to be applied for other problems in FLT.
To present our results in more details, we need a brief introduction to the area of
parity games and to separation approach in solving parity games.
1.1 Parity games
For a game with two competitive players one can consider a problem of deciding which
player has a winning strategy. Solving parity games is a classical example when this
problem lies in NP∩coNP yet for which no polynomial-time algorithm is known. To
specify an instance of a parity game one needs to specify:
• n-node directed graph in which any node has at least one outgoing-edge;
• indicated initial node;
• labeling of edges by integers from {1, 2, . . . , d} (priorities);
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• partition of nodes into two parts, V0 and V1.
There are two players named Player 0 (Even) and Player 1 (Odd). A position of a
game is specified by a node of a graph. It is possible to move from node u to node v if
and only if (u, v) is an edge of a graph. For each node u it is predetermined which player
makes a move in u. Namely, Player 0 makes a move in V0 and Player 1 makes a move in
V1.
Since all nodes have out-going edges, a play can always last for infinite number of
moves. In this way we obtain an infinite sequence of nodes {vk}∞k=1 visited by players.
We can also look at the sequence of corresponding priorities. Namely, let lk be a priority
of an edge (vk, vk+1). Winning conditions in parity game are the following: Player i wins
if and only if
lim sup
k→∞
lk ≡ i (mod 2).
Such a winning condition is Borel, which means due to Martin’s theorem ([22]) that
either Player 0 or Player 1 has a winning strategy. Moreover, it turns out that a player
having a winning strategy in a parity game has also a memoryless winning strategy, i.e.
one in which every move depends only on a current node ([8, 24]). This fact means a
lot for the complexity of ParityGames, a problem of determining the winner of a parity
game. Namely, due to this fact ParityGame is in NP∩coNP (a short certificate for a player
is his/her memoryless winning strategy). More involved argument shows that actually
ParityGames is in UP∩coUP ([18]).
All this leaves a hope that ParityGames is solvable in polynomial time. Yet this is
still an open problem. A lot of work was done to improve an obvious nn-time algorithm
checking all memoryless strategies (see, e.g., [25, 20, 23, 27]). This finally led in 2017 to
a quasi-polynomial time algorithm for ParityGames:
Theorem 1 (Calude et. al., [5]). ParityGames with n nodes and d priorities can be solved
in nO(log d) time.
Although we made no assumptions on d, it is clear that we can always reduce a given
instance of parity game to one in which d is linear in the number of edges. Thus in a
worst case the algorithm of Calude et. al. takes nO(logn) time.
1.2 Separation approach to parity games
Since the paper of Calude et. al., several other quasi-polynomial time algorithms were
invented for ParityGames ([19, 10, 21]). The paper of Czerwiński et. al. ([7]) argues
that all these works follow so-called separation approach. Let us briefly summarize this
approach.
The main idea is to reduce ParityGames to reachability games. To specify a reacha-
bility game one needs to specify a graph and mark some of its nodes as winning. The
goal of one player is to visit one of winning nodes at least once. Correspondingly, the
goal of the other player is to avoid winning nodes.
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A standard analysis of complete information games works also for reachability games,
which leads to a polynomial-time algorithm for the these games. In separation approach,
a parity game on a graph G with n nodes is reduced to a reachability game on a product
of G and the transition graph of some specific deterministic finite automaton A.
The input alphabet of A is a set {1, . . . , n}×{1, . . . , d} (pairs of the form 〈a node of
G, a priority〉). We use this alphabet to encode infinite paths in n-node labeled graphs
with d priorities. Namely, assume that an infinite path starts with node v1, then goes to
v2, then to v3 and so on. Moreover, assume that the priority of the first edge in a path
is p1, the priority of the second edge in a path is p2 etc. Then this path corresponds to
the infinite sequence (v1, p1)(v2, p2)(v3, p3) . . . over the alphabet {1, . . . , n} × {1, . . . , d}.
In what follows by saying that A does something on an infinite path we mean that A
does something on the input sequence corresponding to this path.
To make a reduction correct, we impose the following requirement on A. There
should be a state qaccept of A with the following properties:
• A reaches qaccept on all paths produced by memoryless strategies of Player 0 which
are winning for some n-node graph with d priorities.
• A never reaches qaccept on any path produced by a memoryless strategy of Player
1 which is winning for some n-node graph with d priorities.
Automata satisfying the above requirements are called separation automata. It fol-
lows immediately from definition that a memoryless winning strategy in a parity game
on G yields a winning strategy in a reachability game on a product of G and A, where A
is a separation automaton and winning nodes correspond to a state qaccept. Thus indeed
to solve a parity game on G it is enough to solve such a reachability game, and this takes
time polynomial in the number of states of A.
It is possible to simplify a little bit a definition of separation automata. A graph is
called even (odd) if the maximum of priorities along a cycle is even (odd) for all cycles.
Take any winning positional strategy of Player i in a parity game on G. Notice that if
we remove from G all edges contradicting this strategy, then we obtain, depending on i,
either odd or even graph.
In [7], Czerwiński et. al. define the following two languages consisting of infinite words
over {1, . . . , n} × {1, . . . , d}. Denote by EvenCyclesn,d ⊆ ({1, . . . , n} × {1, . . . , d})N the
set of all inputs sequences to A which correspond to some infinite path in an even
graph with at most n nodes and d priorities. Define OddCyclesn,d similarly. Now from
the observation above it follows that we can define separation automata equivalently as
follows: A should reach qaccept on sequences from EvenCyclesn,d and should avoid qaccept
on sequences from OddCyclesn,d.
As far as we know, before [7] a formalization of separation approach appears
in a textbook of Bojańczyk and Czerwiński [3]. However, instead of EvenCyclesn,d
and OddCyclesn,d, they used another two languages, EvenLoopsn,d and OddLoopsn,d1.
Namely, EvenLoopsn,d (OddLoopsn,d) consists of all infinite paths in which the maximum
1Actually, [3] contains no name for these two languages and we use a terminology of [7].
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of priorities between any two visits of a same node is always even (odd). It is clear that
EvenCyclesn,d ( EvenLoopsn,d and OddCyclesn,d ( OddLoopsn,d. Thus it is easier to
construct separation automata in a sense of [7] than in a sense of [3]. Correspondingly, it
is easier to obtain lower bounds against the latter than against the former. We stress that
in this paper we follow the approach of [7], i.e., we use EvenCyclesn,d and OddCyclesn,d.
To describe the main lower bound of [7] we shall introduce two more sets of infinite
sequences from ({1, . . . , n} × {1, . . . , d})N. Namely, let LimSupEvenn,d be the set of
all sequences (v1, p1)(v2, p2)(v3, p3) ∈ ({1, . . . , n} × {1, . . . , d})N satisfying lim sup
i→∞
pi ≡ 0
(mod 2). Define LimSupEvenn,d similarly. Again, it is clear that
EvenCyclesn,d ( LimSupEvenn,d, OddCyclesn,d ( LimSupOddn,d.
First Czerwiński et. al. demonstrate that actually all quasi-polynomial time algorithms
for parity games listed above provide a quasi-polynomial-state automaton separating
LimSupEvenn,d from OddCyclesn,d (in the same sense of separation as above — an au-
tomaton should reach qaccept on sequences from the first set an avoid qaccept from sequences
of the second set). It is more than required in separation approach — however, no quasi-
polynomial state automaton doing “no more than required” is known.
On the other hand Czerwiński et. al. show that any automaton separating
LimSupEvenn,d from OddCyclesn,d has nΩ(log d) number of states. This exactly matches
known constructions. To obtain such a lower bound, they introduce a combinatorial
object called “universal trees” and show that automata separating LimSupEvenn,d from
OddCyclesn,d should contain a universal tree within the set of its states. Then they prove
a quasi-polynomial lower bound on universal trees.
It is not clear how to generalize this technique to separation EvenCyclesn,d from
OddCyclesn,d (for which no better lower bound that just n is known). One of the
obstacles is that the lower bound based on universal trees works also for non-deterministic
automata. At the same time separation of EvenCyclesn,d and OddCyclesn,d is very
easy with non-determinism allowed — just guess a node appearing more then once and
compute the maximum between two occurrences of this node.
1.3 Our contribution
We attack the question of obtaining lower bound on automata separating EvenCyclesn,d
and OddCyclesn,d. To do so we first relax a notion of separation automata by introducing
an additional parameter t. Namely, recall that for any w ∈ EvenCyclesn,d a separation
automaton should reach an accepting state on some finite prefix on w. The length of
such prefix is not anyhow bounded. We suggest to simplify the problem and study it for
automata in which such prefix is of length at most t.
More specifically, we say that a deterministic finite automaton separates
EvenCyclesn,d from OddCyclesn,d in time t if for all w ∈ ({1, . . . , n} × {1, . . . , d})N:
• if w ∈ EvenCyclesn,d, then an automaton reaches qaccept while reading w1w2 . . . wt
and always stays in qaccept after that;
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• if w ∈ OddCyclesn,d, then an automaton never reaches qaccept on w.
A requirement that an automaton stays in qaccept forever after reading w1w2 . . . wt is
not essential because we can make qaccept an absorbing state.
It is easy to see that a deterministic automaton with q states separating EvenCyclesn,d
from OddCyclesn,d necessarily does it in qn-time (for the sake of completeness we include
the proof in Appendix A). Thus a lower bound q on the size of separation automata
working in time t implies min{t/n, q} lower bound on the size of unrestricted separation
automata.
Even super-linear lower bounds for unrestricted separation automata are not known.
To obtain such bounds with our approach we first have to prove a good lower bound for
super-quadratic t. Unfortunately, lower bounds we obtain in this paper are reasonable
only for t = O(n5/4).
Theorem 2. Any deterministic finite automaton separating EvenCyclesn,2 from
OddCyclesn,2 in time t has exp (Ω(n5/t4)) number of states.
Notice that this theorem is true even for d = 2. The fact that our argument uses
only 2 priorities means that essentially new ideas are needed to obtain similar bound
for super-quadratic t. Indeed, there exists a simple O(n)-state deterministic automaton,
separating EvenCyclesn,2 from OddCyclesn,2 in O(n2)-time (namely, accept if and only
if at least n+ 1 priorities which are equal to 2 have been already seen).
1.4 Auxiliary results
For our proof we define the following communication problem which is a variation of
Disjointness problem. Fix n, k ∈ N and γ > 0. There are k parties. The ith party
receives a set Xi ⊆ {1, 2, . . . , n} of size bn/kc. It is promised that either X1, X2, . . . , Xk
are disjoint or ∀i, i′ ∈ {1, . . . , k} |Xi4Xi′ | 6 γ · bn/kc. The goal of parties is to output
1 in the first case and 0 otherwise. We denote this problem by DISJ′k,γ(n).
We show the following lower bound on DISJ′k,γ(n):
Theorem 3. For all large enough n and for all k ∈ {2, . . . , n − 1} and γ ∈ (0, 1)
satisfying k
γ
6
√
n
100 the non-deterministic communication complexity of DISJ
′
k,γ(n) is at
least γ2n104·k − 2 log2(n).
A similar problem (without restrictions on sizes of input sets) in the two-party setting
was considered in [13]. We postpone proof of Theorem 3 to Section 5.
To show Theorem 3 we prove the following result from extremal combinatorics which
is interesting on its own:
Theorem 4. For all n, a, t ∈ N satisfying t < a < n the following holds. If F ⊆
(
[n]
a
)
and G ⊆
(
[n]
a
)
are such that |F ∩G| 6 t for all F ∈ F and G ∈ G , then
|F| · |G| 6 32a(n− a) · e−(a−t−1)2/(20a)
(
n
a
)2
.
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We postpone proof of Theorem 4 to Section 4. For a special case when t = Ω(n)
and a − t = Ω(n) this bound can be found in a classical work of Frankl and Rödl [11].
Moreover, their result only requires that |F ∩G| 6= t+ 1 for all F ∈ F , G ∈ G. However,
the paper [11] does not contain a complete proof of this bound and it is unclear how to
restore details omitted. Also, it is quite hard to turn a proof of Frankl and Rödl into an
explicit bound for sublinear a and t.
2 Preliminaries
We denote the set {1, 2, . . . , n} by [n] and the set {a, a + 1, . . . , b} by [a, b]. By 2[n] we
mean the set of all subsets of [n] and by
(
[n]
k
)
we mean the set of all k-element subsets
of [n]. Notation X4Y is used for the symmetric difference of two sets X, Y .
2.1 Separation automata
Let Σ be a finite alphabet. For w ∈ Σ∗∪ΣN by |w| we denote the length of w. We assume
that subscripts enumerating letters of w start with 1, i.e., we write w = w1w2w3 . . .
A deterministic finite automaton A over Σ is specified by a finite set Q of its states,
an indicated initial state qstart ∈ Q and a transition function δA : Q×Σ→ Q. As usual,
we extend δA to be a function of the form δ : Q× Σ∗ → Q by setting δA(q, w1 . . . wp) to
be a state reached by the automaton from q ∈ Q after reading w1 . . . wp ∈ Σ∗.
For A,B ⊆ ΣN, A∩B = ∅, we say that a deterministic finite automaton A separates
A from B if there exists a state qaccept ∈ Q such that for all w = w1w2 . . . ∈ ΣN the
following holds:
• if w ∈ A, then there exists i0 ∈ N such that δA(qstart, w1 . . . wi) = qaccept for all
i > i0;
• if w ∈ B, then for all i ∈ N it holds that δA(qstart, w1 . . . wi) 6= qaccept.
We say that an automaton separates A from B in time t if, instead of the first condition,
the stronger one holds: if w ∈ A, then δ(q0, w1 . . . wi) = qaccept for all i > t.
A game graph with n nodes and d priorities is a pair G = 〈E, pi〉, where
• E is a subset of {1, . . . , n}2 satisfying the following condition: for all u ∈ {1, . . . , n}
there is v ∈ {1, . . . , n} such that (u, v) ∈ E;
• pi is a function of the form pi : E → {1, . . . , d}.
I.e., we consider G as a directed graph in which nodes are elements of {1, . . . , n} and
edges are elements of E. Moreover, edge e has a label pi(e) ∈ {1, . . . , d} on it. Edge
labels are called priorities. A game graph should satisfy the following requirement: for
each node, there exists at least one out-going edge. We stress that we allow loops but
do not allow parallel edges2.
2Our main lower bound holds for graphs without loops as well and the proof is easily adaptable. To
simplify an exposition, we present a weaker result.
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A game graph G = 〈E, pi〉 is called even (odd), if the maximum of pi on every
cycle of G is even (odd). More formally, G is called even (odd) if for all k > 1 and
v1, . . . , vk ∈ {1, . . . , n} satisfying:
(v1, v2), (v2, v3), . . . , (vk−1, vk), (vk, v1) ∈ E,
it holds that:
max{pi((v1, v2)), pi((v2, v3)), . . . , pi((vk−1, vk)), pi((vk, v1))} is even (odd).
Now let us define two sets (languages) consisting of infinite words over an alpha-
bet Σ = {1, . . . , n} × {1, . . . , d}. These two languages will be called EvenCyclesn,d
and OddCyclesn,d. Namely, an infinite sequence (v1, l1)(v2, l2)(v3, l3) . . . ∈ ({1, . . . , n} ×
{1, . . . , d})N belongs to EvenCyclesn,d if there exists an even game graph G = 〈E, pi〉
with at most n nodes and d priorities such that for all i > 1 it holds that (vi, vi+1) ∈ E
and pi((vi, vi+1)) = li. I.e., we put (v1, l1)(v2, l2)(v3, l3) . . . into EvenCyclesn,d if and only
if this sequence can be realized as an infinite path in some even game graph with at n
nodes and d priorities.
If, instead of G being even, we require that G is odd, we obtain a definition of
OddCyclesn,d.
2.2 Communication complexity
For our main lower bound we use non-deterministic communication complexity in the
number-in-hand model, but let us start with the deterministic case. In the number-in-
hand model there are k parties and their goal is to compute some (fixed in advance,
possibly partial) function f : X1 × . . . × Xk → {0, 1}, where sets X1, . . . ,Xk are finite.
The ith party receives an element Xi of Xi on input. Parties have a shared blackboard on
which they can write binary messages. Blackboard is seen by all parties. A deterministic
protocol specifies at each moment of time:
• whose turn is to write on the blackboard (depending on what is already written
there);
• a message of the corresponding party (which depends not only on what is written
on the blackboard but also on the player’s input).
In the end of the communication, parties output a single bit which is assumed to be the
value of f on (X1, . . . , Xk). This bit is a function of the history of communication, i.e.
it can be computed by an external observer who can see only the blackboard but does
not see inputs of players. The communication complexity of a deterministic protocol
pi (denoted below by CC(pi)) is the maximal possible (over all inputs) number of bits
written on the blackboard in pi.
Now let us switch to non-deterministic protocols. The most convenient definition
for us is the following one. A non-deterministic protocol is a set P of deterministic
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protocols. A run of a non-deterministic protocol has two phases. At first phase parties
guess pi ∈ P . The guess is public so all the parties have the same pi. Then the parties
run pi on (X1, . . . , Xk). By the communication complexity of P we mean the following
expression:
CC(P) = dlog2 (|P|e) + max
pi∈P
CC(pi).
In particular, besides communication in pi, the number of bits needed to specify pi also
counts. For brevity, we use a term “c-bit protocol” for a protocol with the communication
complexity at most c.
We say that P computes f if for all (X1, . . . , Xk) ∈ X1 × . . .×Xk it holds that:
• if f(X1, . . . , Xk) = 1, then there is pi ∈ P such that pi outputs 1 on (X1, . . . , Xk);
• if f(X1, . . . , Xk) = 0, then for all pi ∈ P it holds that pi outputs 0 on (X1, . . . , Xk).
Finally, by the non-deterministic communication complexity of f we mean the minimal
c ∈ N such that there exists a c-bit non-deterministic communication protocol computing
f .
More formal introduction to the number-in-hand model can be found, for instance, in
[17, Chapter 5]. For our lower bound we use only a very basic technique ofmonochromatic
boxes. This technique is a generalization of a standard two-party monochromatic rectan-
gle technique. A box is a set of the form F1 × . . .×Fk for some F1 ⊆ X1, . . . ,Fk ⊆ Xk.
We exploit the following feature of protocols: a c-bit non-deterministic protocol comput-
ing f induces a cover of {(X1, . . . , Xk) ∈ X1 × . . .×Xk : f(X1, . . . , Xk) = 1} by at most
2c boxes such that each box in the cover does not contain a tuple on which f is defined
and takes value 0.
2.3 Kolmogorov complexity
Consider two binary strings x and y. Informally speaking, the conditional Kolmogorov
complexity of x given y is the minimal length of a program producing x from y (length
is measured in bits). To define it formally, consider any partial computable function
D : {0, 1}∗ × {0, 1}∗ → {0, 1}∗. Let CD(x|y) denote
min{|p| : p ∈ {0, 1}∗ and D(p, y) = x}.
(here, as above, |p| stands for the length of p). So CD(x|y) can be viewed as a compressed
size of x given y with respect to “decompressor” D. Kolmogorov – Solomonoff theorem
states that there exists an “optimal” decompressor; more precisely, there is a partial
computable function D0 : {0, 1}∗×{0, 1}∗ → {0, 1}∗ such that for any partial computable
function D : {0, 1}∗×{0, 1}∗ → {0, 1}∗ there exists A > 0 such that for all x, y ∈ {0, 1}∗
we have CD0(x|y) 6 CD(x|y) + A. We fix any such D0 and let C(x|y) = CD0(x|y) be
the Kolmogorov complexity of x given y. We also define the unconditional Kolmogorov
complexity of x as the Kolmogorov complexity of x given the empty word.
Let us list some standard properties of Kolmogorov complexity which will be used in
this paper. Proofs of them can be found, for instance, in [28].
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Proposition 5. For any z ∈ {0, 1}∗ the number of x ∈ {0, 1}∗ satisfying C(x|z) 6 a is
less than 2a+1.
Proposition 6. For any computable function f(·, ·) and for all x, y ∈ {0, 1}∗ the follow-
ing holds:
C(f(x, y)|y) 6 C(x|y) +O(1)
(constant hidden in O(·) depends only on f but not on x and y).
Proposition 7. For all m ∈ N and for all x1, . . . , xm, y ∈ {0, 1}∗ the following holds:
C(x1, x2, . . . , xm|y) 6 O(1) +
m∑
i=1
(2C(xi|x1, . . . , xi−1, y) + 2)
(constant hidden in O(·) is absolute)3.
Kolmogorov Complexity can be defined not only for binary strings but for other
“finite objects”, like tuples of strings, finite sets, graphs etc. To do so we have to fix
some encoding of these objects by binary strings. Different encodings lead to the same
complexity up to O(1) additive term.
3 Proof of Theorem 2
We actually prove a more specified version of Theorem 2.
Theorem 8. For all large enough n the following holds. If 8n 6 t 6 n5/4103 , then any
deterministic finite automaton separating EvenCyclesn,2 from OddCyclesn,2 in time t
has more than 2
n5
(103·t)4 states.
Theorem 2, however, has no restrictions on t, unlike Theorem 8. Nevertheless, it is
easy to see that Theorem 8 implies Theorem 2. For t > n5/4103 the lower bound of Theorem 2
is just constant, and the constant lower bound is obvious. Next, theorem 2 for n 6 t < 8n
follows from Theorem 8 for t = 8n (with some constant loss in the exponent). Finally, we
observe that for t < n there is no deterministic finite automaton separating EvenCyclesn,2
from OddCyclesn,2 in time t at all. Indeed, a word (1, 1)(2, 1) . . . (n− 1, 1) is a prefix of
a sequence from EvenCyclesn,2 and also a prefix of a sequence from OddCyclesn,2.
Now we proceed to a proof of Theorem 8. Assume for contradiction that for some n
and 8n 6 t 6 n5/4103 there exists a deterministic finite automaton A with at most Q states
separating EvenCyclesn,2 from OddCyclesn,2 in time t. Here Q is defined as follows
Q = 2
⌈
n5
(103·t)4
⌉
. (1)
3There is a more tight relation between the left and the right hand side known as “chain rule”.
However, Proposition 7 is enough for our purposes.
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To obtain a contradiction we construct two words on which A comes into the same
state. One word is a prefix of a sequence from EvenCyclesn,2. Moreover, its length is
at least t. The other word is a prefix of a sequence from OddCyclesn,2. This gives a
contradiction with the fact that A separates EvenCyclesn,2 from OddCyclesn,2 in time t.
To explain the construction let us introduce some notation. For a finite X ⊆ N
denote: (X, 1) = (x1, 1)(x2, 1) . . . (xm, 1) ∈ (N × {1})∗, where x1, x2, . . . , xm ∈ N are
such that x1 < x2 < . . . < xm and X = {x1, x2, . . . , xm}. Next, for a word w =
(v1, 1) . . . (vm, 1) ∈ (N × {1})∗ denote v(w) = {v1, . . . , vm}. I.e., w 7→ v(w) operation,
loosely speaking, is the inverse to X 7→ (X, 1) operation.
Set
n′ = dn/2e, k = 20 ·
⌊
t
n
⌋
, γ = 1
k
, a = bn′/kc, (2)
D =
(X1, . . . , Xk) ∈
(
[n′]
a
)k
: X1, X2, . . . , Xk are disjoint
 ,
I =
(Y1, . . . , Yk) ∈
(
[n′]
a
)k
: ∀i, i′ ∈ {1, . . . , k} |Yi4Yi′ | 6 γa
 .
(3)
Note that DISJ′k,γ(n′) is a problem to output 1 on D and output 0 on I.
For a tuple X = (X1, X2, . . . , Xk) ∈ D let <X be the linear order on X1∪X2∪. . .∪Xk
drawn on Figure 1.
X1 < X2 < . . . < Xk
Figure 1: <X order
Formally, we say that p <X q if at least one of the following two conditions holds:
• p ∈ Xi, q ∈ Xi′ for some i, i′ ∈ [k], i < i′;
• p < q and p, q ∈ Xi for some i ∈ [k].
Next, given X = (X1, X2, . . . , Xk) ∈ D, let us say that a word (v1, l1) . . . (vm, lm) ∈
([n] × {1, 2})∗ is X-increasing if v1, v2, . . . , vm ∈ X1 ∪ X2 ∪ . . . ∪ Xk and v1 <X v2 <X
. . . <X vm.
Finally, for r ∈ N let #r denote a pair (n′ + r, 2). We will use symbols #r only for
r 6 k/5 + 1. It is easy to see from (2) and from the hypotheses of Theorem 8 that
k = O(n1/4). This means that for any r 6 k/5 + 1 it holds that #r ∈ [n] × {1, 2}, i.e.,
#r belongs to the input alphabet of A.
We are ready to formulate our main lemma.
Lemma 9. For some tuple X ∈ D there are words f 1, . . . , fk/5, g1, . . . , gk/5 ∈ ([n′]×{1})∗
satisfying the following conditions
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• v(f 1), . . . , v(fk/5) are disjoint;
• g1, . . . , gk/5 are X-increasing;
• |g1| > 4n′/7, . . . , |gk/5| > 4n′/7;
• δA(qstart, f 1#1f 2#2 . . . fk/5#k/5) = δA(qstart, g1#1g2#2 . . . gk/5#k/5).
Here qstart is the initial state of A.
Let us explain how Lemma 9 implies Theorem 8. Take X ∈ D and
f 1, . . . , fk/5, g1, . . . , gk/5 ∈ ([n′] × {1})∗ satisfying Lemma 9. To obtain a contradiction
it is enough to show that
f 1#1f 2#2 . . . fk/5#k/5 is a prefix of a word from OddCyclesn,d, (4)
g1#1g2#2 . . . gk/5#k/5 is a prefix of a word from EvenCyclesn,d. (5)
Indeed, define
q′ = δA(qstart, f 1#1f 2#2 . . . fk/5#k/5) = δA(qstart, g1#1g2#2 . . . gk/5#k/5).
By (4) we have q′ 6= qaccept. On the other hand the length of g1#1g2#2 . . . gk/5#k/5 is at
least (k/5) · (4n′/7). By (2) the last expression is at least 4( t
n
− 1) · 2n7 . In turn, from
the formulation of Theorem 8 we know that t > 8n. This implies that the length of
g1#1g2#2 . . . gk/5#k/5 is at least t. Due to (5) this means that q′ = qaccept, contradiction.
Let us at first show (4). Consider the following graph Godd (see Figure 2).
v(f1)∪
{n′ + 1}
v(f2)∪
{n′ + 2} . . .
v(fk/5)∪
{n′ + k/5}
n′ + k/5 + 1
1 1 1
1
2 2 2 2
Figure 2: A graph for f 1#1f 2#2 . . . fk/5#k/5.
Nodes of this Godd are elements of
v(f 1) ∪ v(f 2) ∪ . . . ∪ v(fk/5) ∪ {n′ + 1, . . . , n′ + k/5 + 1}.
By Lemma 9 sets v(f 1), . . . , v(fk/5) are disjoint subsets of [n′]. Let us specify edges of
Godd. First of all, for each j ∈ [k/5] we draw all possible edges between nodes from
v(f j)∪{n′+ j} (including loops), each with priority 1. Next, for all j < k/5 we draw all
edges that start at a node from v(f j)∪{n′+j} and end at a node from v(f j+1)∪{n′+j+1},
each with priority 2. We also draw all edges that start at a node from v(fk/5)∪{n′+k/5}
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and end at {n′+k/5+1}, each again with priority 2. Finally, draw a loop at n′+k/5+1
with priority 1 (we add this last loop to ensure that each node of Godd has at least one
out-going edge).
It is easy to see from the construction that Godd is an odd game graph with at most
n nodes. Moreover, f 1#1f 2#2 . . . fk/5#k/5 encodes a path in Godd. Indeed, we move for
some time in v(f 1), then through n′ + 1 we go to v(f 2) and so on. Thus (4) is proved.
For (5) it is extremely important that for some tuple X ∈ D words g1, . . . , gk/5 are
all X-increasing. To see why, consider any even game graph G with 2 priorities. If
we remove all edges of priority 2, we obtain an acyclic graph. Let T be a topological
ordering of the remaining graph. If we move in G using only edges of priority 1, then
nodes we visit should increase in T . It is reflected in a fact that g1#1g2#2 . . . gk/5#k/5
is split by #1, . . . ,#k/5 into X-increasing words.
Now, to show (5) we define another graph, Geven (see Figure 3). Its nodes are elements
{n′ + 1, n′ + 2, . . . , n′ + k/5}
DAG representing <X
(all edges have priority 1)
2 1
Figure 3: A graph for g1#1g2#2 . . . gk/5#k/5.
of X1 ∪ X2 ∪ . . . ∪ Xk ∪ {n′ + 1, . . . , n′ + k/5}, where X = (X1, X2, . . . , Xk). Next, let
us specify edges of Geven. For all u, v ∈ X1 ∪X2 ∪ . . . ∪Xk satisfying u <X v we add an
edge with priority 1 from u to v. Moreover, we draw all edges between X1∪X2∪ . . .∪Xk
and {n′+1, . . . , n′+k/5} (in both directions). In particular, this ensures that each node
of Geven has at least one out-going edge. We assign priority 1 to the edges starting at
X1 ∪X2 ∪ . . . ∪Xk and priority 2 to the edges starting in {n′ + 1, . . . , n′ + k/5}.
Note that once we delete all edges with priority 2 from Geven, we obtain an acyclic
graph. HenceGeven is an even game graph with at most n nodes. On the other hand, since
g1, g2, . . . , gk/5 are X-increasing, it is easy to see that g1#1g2#2 . . . gk/5#k/5 corresponds
to a path of Geven. Indeed, each gi represents a path at the bottom of the Figure 3.
Once we reach the end of gi, we go up with priority 1. Then after reading #j, we go
down. Thus (5) is proved.
3.1 Proof sketch of Lemma 9
Here we give a proof sketch of Lemma 9. The proof is by induction. I.e., we first
construct f 1 and g1, then f 2 and g2 and so on. A tuple X = (X1, . . . , Xk), for which
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conditions of Lemma 9 hold, comes from the following
Proposition 10. There exists X = (X1, . . . , Xk) ∈ D such that for every state q0 of A
and for every U ⊆ [n′] satisfying C(U |n, t,A) 6 k log2(Q), there exists (Y1, . . . , Yk) ∈ I
such that:
δA(q0, (X1 \ U, 1) . . . (Xk \ U, 1)) = δA(q0, (Y1 \ U, 1) . . . (Yk \ U, 1)).
We derive this proposition from Theorem 3 (a lower bound for the problem
DISJ′k,γ(n′)).
Now, assume that f 1, . . . , f r−1, g1, . . . , gr−1 satisfying Lemma 9 are already con-
structed for some r 6 k/5. Note that f 1#1 . . . f r−1#r−1 and g1#1 . . . gr−1#r−1 lead
A into to the same state q0. We shall construct f r, gr ∈ ([n′] × {1})∗ satisfying the
following conditions:
(a) v(f r) is disjoint with U = v(f 1) ∪ v(f 2) ∪ . . . ∪ v(f r−1);
(b) gr is long enough (more precisely, its length should be at least 4n′/7) and gr is
X-increasing;
(c) δA(q0, f r) = δ(q0, gr).
To do so we apply Proposition 10 to q0 and U and set
f r = (Y1 \ U, 1) . . . (Yk \ U, 1), gr = (X1 \ U, 1) . . . (Xk \ U, 1),
where (Y1, . . . , Yk) ∈ I is such that
δA(q0, (X1 \ U, 1) . . . (Xk \ U, 1)) = δA(q0, (Y1 \ U, 1) . . . (Yk \ U, 1)).
Now, (a), (c) and the second part of (b) immediately follow from the construction. Some
explanation is needed only for the first part of (b). Recall that (Y1, . . . , Yk) ∈ I, which
means that Y1, Y2, . . . , Yk are highly intersecting. This implies that v(f r) is rather small,
namely of size at most 2n′/k. I.e., each time we do an induction step, the size of U
increases by at most 2n′/k. Since the number of increment steps is k/5, the size of U
is at most 2n′/5 at any moment. Now, recall that gr = (X1 \ U, 1) . . . (Xk \ U, 1) and
X1, . . . , Xk are disjoint bn′/kc-elements subsets of [n′]. This means that the length of gr
is at least k · bn′/kc − |U | > n′ − k − 2n′/5 > 4n′/7.
The only remaining problem is to show that Proposition 10 can indeed be applied
to U . I.e., we have to ensure that the Kolmogorov complexity of U given n, t and A is
small.
Note that U = v(f 1)∪v(f 2)∪. . .∪v(f r−1) is a function of f 1, . . . , f r−1. We will explain
how to add a new f r in such a way that complexity of U increases by approximately
log2(Q) bits. This guarantees that complexity of U is at most ≈ (k/5) · log2(Q) at any
moment.
So, we need a way to describe f r in just log2(Q) bits assuming that f 1, . . . , f r−1 (and
also n, t,A) are given. Recall how f r was constructed. Namely, note that f r is a function
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of (Y1, . . . , Yk) and U . In turn, U is a function of f 1, . . . , f r−1, so we only have a problem
with (Y1, . . . , Yk). If we knew X = (X1, . . . , Xk), satisfying Proposition 10, we could
find (Y1, . . . , Yk) just by the brute-force search over I. Indeed, first we compute q0 =
δA(qstart, f 1#1f 2#2 . . . f r−1#r−1) (this yet does not require knowing (X1, . . . , Xk)). Then
by emulating A we can find some (Y1, . . . , Yk) ∈ I satisfying δA(q0, (X1 \ U, 1) . . . (Xk \
U, 1)) = δA(q0, (Y1 \ U, 1) . . . (Yk \ U, 1)).
However, it is unclear how to describeX in about log2(Q) bits (even given n, t andA).
One could argue that X can also be found by a brute-force search over D. Nevertheless,
this requires listing all U of small Kolmogorov complexity. Unfortunately, Kolmogorov
complexity is not computable.
The key observation here is that in the brute-force search algorithm for finding
(Y1, . . . , Yk) described above we never used (X1, . . . , Xk) as a whole. Instead, we only
used q = δA(q0, (X1 \ U, 1) . . . (Xk \ U, 1)) (for each (Y1, . . . , Yk) ∈ I we check whether
q = δA(q0, (Y1\U, 1) . . . (Yk\U, 1))). Hence we can just give to the algorithm a log2(Q)-bit
description of q. In this way we get a conditional log2(Q)-bit description of (Y1, . . . , Yk)
given f 1, . . . , f r−1 and n, t,A, as required.
In the end of this subsection we provide more details of the proof of Proposition 10.
We define the following non-deterministic protocol involving A.
Description of the protocol P . In this protocol there are k parties and the ith
party receives a set Xi ∈
(
[n′]
a
)
. At the beginning parties non-deterministically guess
a state q0 of A and a set U ⊆ [n′] satisfying C(U |n, t,A) 6 k log2(Q). Then parties
communicate in k stages. Stages are numbered from 1 to k. At the ith stage the ith
party writes log2(Q) bits specifying a state of A on the blackboard. Namely,
at the 1st stage the 1st party writes q1 = δA(q0, (X1 \ U, 1));
at the 2nd stage the 2nd party writes q2 = δA(q1, (X2 \ U, 1));
...
at the kth stage the kth party writes qk = δA(qk−1, (Xk \ U, 1)).
Observe that
qk = δA(q0, (X1 \ U, 1)(X2 \ U, 1) . . . (Xk \ U, 1)).
After performing these k stages parties finish communication. It remains to explain
how the output of the protocol P is computed. Parties output 1 if and only if there is
no (Y1, . . . , Yk) ∈ I such that
qk = δA(q0, (Y1 \ U, 1)(Y2 \ U, 1) . . . (Yk \ U, 1)).
In other words, parties output 1 if and only if there is no input from I on which P
produces the same qk for a guess (q0, U). Description of the protocol is finished.
It is easy to bound CC(P). Parties communicate exactly k log2(Q) bits. We should
also add the number of bits needed to specify a non-deterministic guess of P . For that we
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only need about (k+ 1) log2(Q) bits — this is because the number of sets of complexity
at most k log2(Q) is smaller than 2k log2(Q)+1. After that some tedious calculations show
that with the choice of parameters as above CC(P) is smaller than the non-deterministic
communication complexity of DISJ′k,γ(n′) (here we use the bound of Theorem 3). This
means that P does not compute DISJ′k,γ(n′). On the other hand, it is clear from the
construction that P always outputs 0 on any input from I. Hence there should be a
tuple X ∈ D on which P outputs 0 for any possible non-deterministic guess. This is
exactly what is needed from X in Proposition 10.
We give a formal proof of Lemma 9 in the next subsection.
3.2 Proof of Lemma 9
To simplify the analysis below we need the following lower bound on separating
EvenCyclesn,2 from OddCyclesn,2 without any time restrictions.
Proposition 11. Any deterministic finite automaton separating EvenCyclesn,2 from
OddCyclesn,2 has at least n+ 1 states.
Proof. Assume that a deterministic finite automaton B separates EvenCyclesn,2 from
OddCyclesn,2. For i = 0, 1, . . . , n− 1 define
qi = δB(qstart, (1, 2)(2, 2) . . . (i, 2)),
where qstart is the initial state of B. Note that (1, 2)(2, 2) . . . (n − 1, 2) is a prefix of a
word from OddCyclesn,2. Indeed, consider a graph which for i ∈ [n−1] has an edge from
i to i + 1 with priority 2 and also has loop with priority 1 at node n. This means that
q0 6= qaccept, q1 6= qaccept, . . ., qn−1 6= qaccept. Now assume that B has at most n states.
Note that q0, q1, . . . , qn are distinct from qaccept. It implies that there are at most n − 1
possible values for each q0, q1, . . . , qn−1. Therefore there are i, j ∈ {0, 1, . . . , n−1}, i < j,
such that qi = qj. Consider a graph G with n nodes which has all possible directed edges
(including loops) and all of them have priority 2. Obviously, G is an even game graph.
Let Ci,j be a cycle of G obtained by going from i + 1 to j and then back to i + 1 (in
particular if j = i + 1, then Ci,j is a loop at j). Consider an infinite path in G which
goes from 1 to i and then stays on Ci,j forever. By definition, B should reach qaccept on
this path at some point. On the other hand, it is easy to see that the set of states visited
by B on this path is {q0, q1, . . . , qi, . . . , qj−1}.
Recall that A separates EvenCyclesn,2 from OddCyclesn,2 in time t and has at most
Q states. From Proposition 11 we get
Q > n+ 1 (6)
(for the rest of the proof we only need the fact that Q is super-constant). From the
hypotheses of Theorem 8 it is easy to derive the following bound:
k = O(n1/4). (7)
Now let us prove Proposition 10.
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Proof of Proposition 10. Let P be a non-deterministic communication protocol defined
on page 15. First let us establish that CC(P) is smaller than the non-deterministic
communication complexity of DISJ′k,γ(n′).
Let us start with the upper bound on the communication complexity of P . By
Proposition 5 there are at most Q · 2k log2(Q)+1 possible non-deterministic guesses in P .
After making a guess, parties communicate exactly k log2(Q) bits. Therefore:
CC(P) 6 log2(Q) + k log2(Q) + 1 + k log2(Q) = (2k + 1) log2(Q) + 1.
The last expression is at most 3k log2(Q). Indeed, k = 20bt/nc by (2) and t > 8n by
hypotheses of Theorem 8. Hence k > 160 and 5k2 > 2k + 1. Note also that log2(Q) is
super-constant by (6). Thus
(2k + 1) log2(Q) + 1 6
5k
2 · log2(Q) + 1
6 3k log2(Q).
In this way we conclude
CC(P) 6 3k log2(Q). (8)
Let us verify that k
γ
6
√
n′
100 . Indeed, again by (2) and by the hypotheses of Theorem
8 we have:
k
γ
= k2 6 400 · t
2
n2
6 400 ·
n5/2
106
n2
= 400 ·
√
2
106 ·
√
n
2 6
400 · √2
106 ·
√
n′ <
√
n′
100 .
Hence by Theorem 3 the non-deterministic communication complexity of DISJ′k,γ(n′) is
at least
γ2n′
104 · k − 2 log2(n
′) > γ
2n
2 · 104 · k − 2 log2(n) >
γ2n
3 · 104 · k .
In the first inequality we use the definition of n′ (see (2)). The second inequality holds
because γ2n/k = n/k3 = Ω(n1/4) by (7).
Thus by (8) it remains to show that:
log2(Q) <
γ2n
9 · 104 · k2 =
n
9 · 104 · k4 .
The right hand side by definition of k (see (2)) is at least
n
9 · 104 ·
(
20t
n
)4 > n51011 · t4 .
In turn, the left hand side by definition of Q (see (1)) is at most
log2(Q) =
⌈
n5
(103 · t)4
⌉
<
n5
1012 · t4 + 1 6 2 ·
n5
1012 · t4 <
n5
1011 · t4 ,
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where the second inequality holds because t4 6 n51012 due to the hypotheses of Theo-
rem 8. Thus the fact that CC(P) is smaller than the non-deterministic communication
complexity of DISJ′k,γ(n′) is proved.
This means that P does not compute DISJ′k,γ(n′). In turn, obviously P outputs 0 on
any input from I for any possible guess. This means that there is X = (X1, . . . , Xk) ∈ D
such that P outputs 0 on the inputX for any guess. It is easy to see that this is equivalent
to the statement of Proposition 10.
To complete the proof of Lemma 9, we introduce the algorithm ALG1.
Description of ALG1 involves a lot of notation which resembles the one used above,
but with subscript 1. This is to avoid confusion and to stress that ALG1 is independent
of any other parameters. The latter is quite important due to our usage of Kolmogorov
complexity.
An input to ALG1 consists of two parts:
• n1, t1 ∈ N, a deterministic finite automaton A1 with input alphabet [n1] × {1, 2}
and a tuple α = (f 1, . . . , f j), where f 1, . . . , f j ∈ ([n′1] × {1})∗ and j > 0 (when
j = 0, we assume that α is empty);
• a binary word q ∈ {0, 1}log2(Q1).
Here
n′1 = dn1/2e, Q1 = 2
⌈
n51
(103·t1)4
⌉
(i.e., n′1 and Q1 are defined in the same way as n′ and Q in (2) and (1)). The algorithm
ALG1 also sets k1 = 20
⌊
t1
n1
⌋
, γ1 = 1/k1, a1 = bn′1/k1c and
I1 =
(Y1, . . . , Yk1) ∈
(
[n′1]
a1
)k1
: ∀i, i′ ∈ {1, . . . , k1} |Yi4Yi′ | 6 γ1a1
 .
(this is similar to the definitions of k, γ, a and I in (2) and (3)).
The algorithm ALG1 interprets q as a state of A1 (if there is more than Q1 states
in A1, then ALG1 halts and outputs “not found”). The algorithm ALG1 computes
U = v(f 1) ∪ v(f 2) ∪ . . . ∪ v(f j), q0 = δA1(qstart,1, f 1#1,1 . . . f j#j,1).
Here qstart,1 is the initial state of A1 and #1,1 = (n′1 + 1, 2), . . . ,#j,1 = (n′1 + j, 2). Then
ALG1 tries to find (Y1, . . . , Yk1) ∈ I1 satisfying the following condition:
q = δA1(q0, (Y1 \ U, 1)(Y2 \ U, 1) . . . (Yk1 \ U, 1)).
Once any such (Y1, . . . , Yk1) is found, the algorithm ALG1 outputs a word f = (Y1 \
U, 1) . . . (Yk1 \U, 1). If there is no such (Y1, . . . , Yk1) at all, ALG1 halts and outputs “not
found”. Description of the algorithm ALG1 is finished.
For the rest of the proof, we assume that X = (X1, X2, . . . , Xk) is a tuple satisfying
the conditions of Proposition 10. By Proposition 10 and by the definition of ALG1 we
get:
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Proposition 12. Take any f 1, . . . , f j ∈ ([n′]× {1})∗. Define U = v(f 1) ∪ v(f 2) ∪ . . . ∪
v(f j) and
q0 = δA(qstart, f 1#1f 2#2 . . . f j#j), q = δA(q0, (X1 \ U, 1)(X2 \ U, 1) . . . (Xk \ U, 1)).
Assume that C(U |n, t,A) 6 k log2(Q). Then
ALG1((n, t,A, (f 1, . . . , f j)), q) = (Y1 \ U, 1)(Y2 \ U, 1) . . . (Yk \ U, 1)
for some (Y1, . . . , Yk) ∈ I satisfying q = δA(q0, (Y1 \ U, 1)(Y2 \ U, 1) . . . (Yk \ U, 1)).
To show Lemma 9 it is enough to show that for every r = 1, . . . , k/5 there are words
f 1, . . . , f r, g1, . . . , gr ∈ ([n′]× {1})∗ satisfying the following conditions:
v(f 1), . . . , v(f r) are disjoint and |v(f 1)| 6 2n′/k, . . . , |v(f r)| 6 2n′/k, (9)
C(f j|f 1, . . . , f j−1, n, t,A) 6 2 log2(Q) for j = 1, . . . , r, (10)
|g1| > 4n′/7, . . . , |gr| > 4n′/7, (11)
g1, . . . , gr are X-increasing, (12)
δA(qstart, f 1#1f 2#2 . . . f r#r) = δA(qstart, g1#1g2#2 . . . gr#r). (13)
The proof is by induction on r. Induction base and induction step will be proved by
the same argument. Namely, assume that f 1, . . . , f r−1, g1, . . . , gr−1 satisfying (9–13) are
already constructed for some r 6 k/5 (case r = 1 corresponds to the induction base).
Define
U = v(f 1) ∪ v(f 2) ∪ . . . v(f r−1),
q0 = δA(qstart, f 1#1f 2#2 . . . f r−1#r−1)
(for r = 1 we have U = ∅ and q0 = qstart). Note that by (13) we also have
q0 = δA(qstart, g1#1g2#2 . . . gr−1#r−1).
It is enough to construct f r, gr ∈ ([n′]× {1})∗ satisfying:
v(f r) ∩ U = ∅ and |v(f r)| 6 2n′/k, (14)
C(f r|f 1, . . . , f r−1, n, t,A) 6 2 log2(Q), (15)
|gr| > 4n′/7, (16)
gr is X-increasing, (17)
δA(q0, f r) = δA(q0, gr). (18)
We define gr as follows:
gr = (X1 \ U, 1)(X2 \ U, 1) . . . (Xk \ U, 1).
At first, we derive (16) and (17). The latter is clear from construction. As for the former,
recall that (X1, . . . , Xk) ∈ D, i.e., X1, . . . , Xk are disjoint. Hence |gr| = |(X1∪X2∪ . . .∪
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Xk)\U |. The last expression is at least k · bn′/kc− |U |, By (9) and by definition of U its
size is at most (k/5) · (2n′/k) = 2n′/5. As k = O(n1/4) by (7), we obtain |gr| > 4n′/7.
It remains to derive (14), (15) and (18) (these conditions involve f r which is not yet
defined). For that we first have to establish that C(U |n, t,A) 6 k log2(Q). By applying
Proposition 6 to a mapping, which takes a tuple of strings from (N×{1})∗, applies v to
them and takes the union, we get:
C(U |n, t,A) 6 C(f 1, f 2, . . . , f r−1|n, t,A) +O(1).
By Proposition 7, the right hand side of the last inequality is upperbounded by
O(1) +
r−1∑
j=1
(2C(f j|f 1, . . . , f j−1, n, t,A) + 2).
The last sum by (10) is at most (k/5) · (4 log2(Q) + 2) + O(1) 6 k log2(Q). The last
inequality holds because k > 160 (see the proof of Proposition 10) and Q is super-
constant by (6).
Set q = δA(q0, gr) = δA(q0, (X1 \ U, 1)(X2 \ U, 1) . . . (Xk \ U, 1)) and define
f r = ALG1((n, t,A, (f 1, f 2, . . . , f r−1)), q).
Since we have proved that C(U |n, t,A) 6 k log2(Q), from Proposition 12 we obtain that:
f r = (Y1 \ U, 1)(Y2 \ U, 1) . . . (Yk \ U, 1)
for some (Y1, . . . , Yk) ∈ I satisfying q = δA(q0, (Y1 \ U, 1)(Y2 \ U, 1) . . . (Yk \ U, 1)).
From that we immediately get (18). Indeed, q = δA(q0, gr) by definition. On the
other hand, δA(q0, f r) = δA(q0, (Y1 \ U, 1)(Y2 \ U, 1) . . . (Yk \ U, 1)) = q.
The first part of (14) is once again obvious because f r = (Y1 \U, 1)(Y2 \U, 1) . . . (Yk \
U, 1). To show the second part of (14) observe that v(f r) ⊆ Y1 ∪ Y2 ∪ . . . ∪ Yk. Hence
|v(f r)| 6 |Y1|+ |Y2 \ Y1|+ . . .+ |Yk \ Y1|
6 n
′
k
+ (k − 1)γn
′
k
6 2n
′
k
.
Here in the second inequality we use the fact that (Y1, Y2, . . . , Yk) ∈ I and in the third
inequality we use the definition of γ (see (2)).
Finally, to show (15) recall once again that
f r = ALG1((n, t,A, (f 1, f 2, . . . , f r−1)), q).
Hence by the definition of conditional Kolmogorov complexity we have:
C(f r|f 1, . . . f r−1, n, t,A) 6 |q|+O(1) = log2(Q) +O(1) 6 2 log2(Q),
where the last inequality is due to (6).
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4 Proof of Theorem 4
Let us sketch our proof of Theorem 4. First of all, for the sake of brevity we say that two
families F ,G ⊆
(
[n]
a
)
are t-far if |F ∩G| ≤ t for all F ∈ F , G ∈ G (so that any member
of F is of Hamming distance at least 2a− 2t from any member of G).
Step 1. We use a classical shifting technique of [9] to define so-called left-compressed
families. We show that it is enough to demonstrate Theorem 4 for the case when F is
left-compressed (Lemma 14).
Step 2. We observe (Proposition 17) that left-compressed families are ideals of a
special partial order va (see [2]) on a set
(
[n]
a
)
.
Step 3. We give a necessary and sufficient condition for a family G ⊆
(
[n]
a
)
to be
t-far from an ideal F of va (Lemma 18).
Step 4. Using this condition we give an upper bound on the probability that X ∈ F
and Y ∈ G for two suitably chosen independent random variables X and Y (Lemma
19). From that we easily deduce an upper bound on |F| · |G|.
4.1 Shifting and compression
For every i, j ∈ [n] we define so-called shifting operations sij and Sij. Namely, sij is a
unary operation on the set of all subsets of [n]. Given X ⊆ [n], the value of sij(X) is
defined as follows:
sij(X) =
{
(X \ {j}) ∪ {i}, if j ∈ X, i /∈ X,
X, otherwise.
In turn, Sij is a unary operation on the set of all families of subsets of [n]. Given
X ⊆ 2[n], we define the value of Sij(X ) as follows:
Sij(X ) = {sij(X) : X ∈ X , sij(X) /∈ X} ∪ {X : X ∈ X , sij(X) ∈ X}.
Note that sij preserves the size of a set, i.e., |X| = |sij(X)| for all X ⊆ [n]. Hence
if a family X consists only of a-element subsets of [n], then the same holds for Sij(X ).
It is also easy to see that Sij preserves the size of a family, i.e., |X | = |Sij(X )| for all
X ⊆ 2[n].
Proposition 13 (Lemma 2.1 from [4]). Assume that 1 ≤ i < j ≤ n and F ,G ⊆
(
[n]
m
)
are t-far. Then Sij(F), Sji(G) are also t-far.
A family F ⊆ 2[n] is said to be left-compressed if Sij(F) = F for all i < j.
Lemma 14. If F ,G ⊆
(
[n]
m
)
are t-far, then there are F ′,G ′ ⊆
(
[n]
a
)
satisfying the following
three conditions:
• F ′ and G ′ are t-far;
• |F ′| = |F| and |G ′| = |G|;
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• F ′ is left-compressed.
It is easy to deduce the last lemma from Proposition 13. Indeed, apply Sij to F and
Sji to G until Sij(F) 6= F for some i < j. To show that this can be done only finite
number of times observe that ∑
A∈Sij(F)
∑
i∈A
i <
∑
A∈F
∑
i∈A
i,
whenever Sij(F) 6= F . The proof can also be found in [4] (see the last two paragraphs
before Section 3).
4.2 Auxiliary order
For X ⊆ [n] and 1 6 i 6 |X| define m(X, i) to be the ith smallest element of X. Also
define m(X, 0) = 0.
For any l ∈ [n] we define the partial order vl on the set
(
[n]
l
)
as follows (see [2]):
X vl Y if m(X, i) 6 m(Y, i) for all 1 6 i 6 l.
Proposition 15. Let X = {x1, . . . , xl} ∈
(
[n]
l
)
and Y ∈
(
[n]
l
)
be such that xi ≤ m(Y, i)
for all 1 ≤ i ≤ l. Then X vl Y .
Note that xi in this proposition are not ordered. In other words, a smaller set w.r.t.
this order can be produced by decreasing values of some elements of a set.
Proof of Proposition 15. Take any i ∈ [l]. Let j be the largest element of {0, 1, . . . , l}
satisfying m(X, j) 6 m(Y, i). Note that j is equal to the size of X ∩ [1,m(Y, i)]. On the
other hand, we have x1 6 m(Y, 1), . . . , xi 6 m(Y, i). Hence x1, . . . , xi ∈ X ∩ [1,m(Y, i)],
which means that j = |X ∩ [1,m(Y, i)]| > i. Therefore m(X, i) 6 m(X, j) 6 m(Y, i).
Proposition 16. Let X ∈
(
[n]
l
)
and Y = {y1, . . . , yl} ∈
(
[n]
l
)
be such that m(X, i) ≤ yi
for all 1 ≤ i ≤ l. Then X vl Y .
Proof. Apply Proposition 15 to X ′ = {n − yl + 1, n − yl−1 + 1, . . . , n − y1 + 1} and
Y ′ = {n− j + 1 : j ∈ X}.
Recall that an ideal A of a partially ordered set P is a downward-closed subset of P :
if x ≤P y and y ∈ A, then x ∈ A.
Proposition 17 (Proposition 3 in [2]). A left-compressed family F ⊆
(
[n]
a
)
is an ideal
of the order va.
For reader’s convenience we also give here a proof sketch of Proposition 17. If F is not
an ideal of va, then for some B ∈ F there is A ∈
(
[n]
a
)
\F immediately preceding B with
respect to va. It is not hard to see that A can be obtained from B after decreasing some
element of B (say, i) by one. Then si−1,i(B) = A and hence F is not left-compressed.
So, it suffice to prove Theorem 4 for a pair (F ,G) in which F is an ideal of the order
va.
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4.3 Characterizing families which are t-far from ideals
Define the j-left border Lj(X) and the j-right border Rj(X) of a set X ⊆
(
[n]
a
)
as
Lj(X) = {m(X, i) : 1 ≤ i ≤ j}; Rj(X) = {m(X, i) : a− j + 1 ≤ i ≤ a}.
In other words, Lj(X) consists of j smallest elements of X and Rj(X) consists of j
largest elements of X.
Lemma 18. Let F ⊆
(
[n]
a
)
be an ideal of va. Then for any G ⊆
(
[n]
a
)
the following two
conditions are equivalent:
(a) F and G are t-far;
(b) Lt+1(G) 6vt+1 Rt+1(F ) for all F ∈ F and G ∈ G.
Proof. (b) =⇒ (a). Assume for contradiction that F and G are not t-far. Hence there
are F ∈ F and G ∈ G such that |F ∩ G| > t + 1. Let X be any (t + 1)-element subset
of F ∩G. Then obviously we have that Lt+1(G) vt+1 X vt+1 Rt+1(F ), contradiction.
(a) =⇒ (b). Assume for contradiction that there are F ∈ F and G ∈ G such that
Lt+1(G) vt+1 Rt+1(F ). Define
F ′ = {F ′ ∈ F : Lt+1(G) vt+1 Rt+1(F ′)}.
By definition F ∈ F ′, i.e., F ′ is non-empty. Let F0 be any minimal element of F ′ with
respect to va, i.e., assume there is no F ′ ∈ F ′, F ′ 6= F0 such that F ′ va F0. To obtain
a contradiction it is enough to show that |F0 ∩G| > t+ 1 (this would mean that F and
G are not t-far).
Assume that |F0 ∩G| < t+ 1. Hence there is an element of Lt+1(G) which is not in
F0. Namely, there is i ∈ {1, 2, . . . , t+ 1} such that m(G, i) /∈ F0. Define
F1 = (F0 \ {m(F0, a− t− 1 + i)}) ∪ {m(G, i)}.
First of all, observe that |F1| = |F0| = a (this is because m(F0, a − t − 1 + i) ∈ F0 and
m(G, i) /∈ F0). Let us check that the following three claims hold:
F1 ∈ F ′ (19)
F1 6= F0 (20)
F1 va F0. (21)
These three claims give a contradiction with minimality of F0.
The simplest one is (20) — observe that F1 contains m(G, i) and F0 does not.
Now, let us show (21). Recall that F0 ∈ F ′, i.e., Lt+1(G) vt+1 Rt+1(F0). Hence
m(G, i) = m(Lt+1(G), i) 6 m(Rt+1(F0), i) = m(F0, a − t − 1 + i), i.e., F1 is obtained
from F0 by removing a bigger element and adding a smaller element (which originally
was not in F0). Hence by Proposition 15 we have that F1 va F0.
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To show (19) let us at first show that F1 ∈ F . Indeed, F is an ideal of va and
F0 ∈ F ′ ⊆ F . Hence by (21) we have that F1 ∈ F . To show that actually F1 ∈ F ′ we
have to prove that Lt+1(G) vt+1 Rt+1(F1). Define
X = (Rt+1(F0) \ {m(F0, a− t− 1 + i)}) ∪ {m(G, i)}.
Observe that X is a (t + 1)-element subset of F1. Note that m(G, i) = m(Lt+1(G), i) /∈
Rt+1(F0) andm(F0, a−t−1+i) = m(Rt+1(F0), i) and recall once again that Lt+1(G) vt+1
Rt+1(F0). ThusX is obtained from Rt+1(F0) by removing the ith element of Rt+1(F0) and
adding the ith element of Lt+1(G). Hence by Proposition 16 we have that Lt+1(G) vt+1
X. On the other hand obviously X vt+1 Rt+1(F1), which means that (19) is proved.
4.4 Probabilistic lemma
To upperbound |F| · |G|, where F ,G ⊆
(
[n]
a
)
are t-far and F is an ideal of the order va,
we use an approach suggested in [11]. We introduce a probabilistic measure µp on the
set 2[n] such that the probability of a subset X ∈ 2[n] is equal to p|X|(1 − p)n−|X|. It is
easy to see that this measure is a product of Bernoulli measures: each point x belongs
to a random set X with probability p and points are included in the set independently.
Lemma 19. Let F ,G ⊆
(
[n]
a
)
be such that Lt+1(G) 6vt+1 Rt+1(F ) for all F ∈ F , G ∈ G.
Define X and Y to be two independent random variables, both distributed according to
µa/n. Then
Pr[X ∈ F ,Y ∈ G] 6 4n · exp
(
−(a− t− 1)2/(20a)
)
.
We will use the following form of the Chernoff bound:
Proposition 20 ([14], Theorem 1). Let Z1, . . . , Zl be l independent Bernoulli random
variables. Assume that each Zi takes value 1 with probability p. Then for all ε > 0:
Pr
[
l∑
i=1
Zi > (p+ ε)l
]
6 exp (−D(p+ ε||p) · l)
Pr
[
l∑
i=1
Zi 6 (p− ε)l
]
6 exp (−D(p− ε||p) · l) ,
where D(x||y) is the Kullback – Leibler divergence:
D(x||y) = x ln
(
x
y
)
+ (1− x) ln
(
1− x
1− y
)
.
We also need the following lower bound on the Kulback – Leibler divergence:
Proposition 21 ([29]). D(x||y) > (x−y)22(x+y) .
From Propositions 20 and 21 we obtain:
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Corollary 22. Let Z1, . . . , Zl be l independent Bernoulli random variables. Assume that
each Zi takes value 1 with probability p. Then for all ε > 0:
Pr
[
l∑
i=1
Zi /∈ [(p− ε)l, (p+ ε)l]
]
6 2 exp
(
− ε
2 · l
4p+ 2ε
)
.
Proof of Lemma 19. Denote s = (a−t−1). Let E be the event that for all r ∈ {1, . . . , n}
it holds that
|X ∩ [1, r]| ∈
[
a
n
· r − s/2, a
n
· r + s/2
]
and |Y ∩ [1, r]| ∈
[
a
n
· r − s/2, a
n
· r + s/2
]
.
Let us show that X ∈ F ,Y ∈ G =⇒ ¬E. Indeed, assume for contradiction that
there are X ∈ F and Y ∈ G such that event E holds for X = X, Y = Y . Note that
Lt+1(Y ) 6vt+1 Rt+1(X). Hence, m(Y, j) > m(X, a − t − 1 + j) = m(X, s + j) for some
j ∈ {1, . . . , t + 1}. Consider r = m(X, s + j). By definition there are exactly s + j
elements of X in [1, r]. Since event E holds for X = X, Y = Y , we get:
s+ j 6 a
n
· r + s/2. (22)
On the other hand, there are at most j−1 elements of Y in [1,m(X, s+ j)] = [1, r] (this
is because m(Y, j) > m(X, s+ j)). Hence
a
n
· r − s/2 6 j − 1 (23)
(we use once again the fact that E holds for (X, Y )). By adding (23) and (22) we get
0 6 −1. Thus an implication X ∈ F ,Y ∈ G =⇒ ¬E is proved.
In particular, we get:
Pr[X ∈ F ,Y ∈ G] 6 Pr[¬E].
Hence it is enough to upper bound the probability of ¬E. If ¬E holds, then for some
r ∈ {1, . . . , n} we have:
|X ∩ [1, r]| /∈
[
a
n
· r − s/2, a
n
· r + s/2
]
=
[(
a
n
− s2r
)
r,
(
a
n
+ s2r
)
r
]
or |Y ∩ [1, r]| /∈
[
a
n
· r − s/2, a
n
· r + s/2
]
=
[(
a
n
− s2r
)
r,
(
a
n
+ s2r
)
r
]
.
By Corollary 22 both of these events have probability at most
2 exp
−
(
s
2r
)2 · r
4 · a
n
+ 2 · s2r
 = 2 exp(− s216 · ar
n
+ 4s
)
6 2 exp
(
− s
2
16 · an
n
+ 4s
)
= 2 exp
(
− s
2
16a+ 4s
)
6 2 exp
(
− s
2
20a
)
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Hence the probability of the union of these two events is at most twice as large as the
last expression. Then by summing over all a ∈ {1, . . . , n} we get the required bound.
4.5 Tying up loose ends — proof of Theorem 4
Assume that F ⊆
(
[n]
a
)
and G ⊆
(
[n]
a
)
are t-far. By Lemma 14 there are F ′,G ′ ⊆
(
[n]
m
)
satisfying the following three conditions:
• F ′ and G ′ are t-far;
• |F ′| = |F| and |G ′| = |G|;
• F ′ is left-compressed.
By Proposition 17 we have that F ′ is an ideal of va. Then by Lemma 18 we get that
Lt+1(G) 6vt+1 Rt+1(F ) for all F ∈ F ′ and G ∈ G ′. Hence by Lemma 19 we have
Pr[X ∈ F ′,Y ∈ G ′] 6 4n exp
(
−(a− t− 1)2/(20a)
)
, (24)
where X and Y are two independent random variables distributed according to µa/n.
The left hand side of (24) equals
|F ′| · |G ′| ·
[(
a
n
)a
·
(
1− a
n
)n−a]2
.
Finally, from the following lower bound on
(
n
a
)
(see [6, Lemma 2.4.2])
(
n
a
)
>
√√√√ 1
8n · a
n
· n−a
n
·
(
n
a
)a
·
(
n
n− a
)n−a
,
we get:
|F| · |G| = |F ′| · |G ′|
6
[(
n
a
)a
·
(
n
n− a
)n−a]2
· 4n exp
(
−(a− t− 1)2/(20a)
)
6
8n · a
n
· n− a
n
·
(
n
a
)2 · 4n exp (−(a− t− 1)2/(20a))
= 32a(n− a) · exp
(
−(a− t− 1)2/(20a)
)
·
(
n
a
)2
.
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5 Communication lower bound
Our proof of Theorem 3 relies on Theorem 4. Since we are dealing with k-party setting,
we need the following k-dimensional generalization of Theorem 4. Fortunately, this
generalization can be obtained via a very simple induction argument.
Lemma 23. For all n, a, t, k ∈ N satisfying t < a < n the following holds. Assume that
F1,F2, . . . ,Fk ⊆
(
[n]
a
)
are such that
|Fi| > 2k−2 ·
√
32a(n− a) · exp
(
−(a− t− 1)
2
40a
)
·
(
n
a
)
+ 2k−2
for all i ∈ {1, 2, . . . , k}. Then there are F1 ∈ F1, F2 ∈ F2, . . . , Fk ∈ Fk such that
|F1 ∩ Fi| > t+ 1 for all i ∈ {2, . . . , k}.
Proof. For t < a < n let Ak,na,t be the minimal positive integer N such that for all
F1, . . . ,Fk ⊆
(
[n]
a
)
the following holds. If |Fi| > N for all i ∈ {1, . . . , k}, then there are
F1 ∈ F1, F2 ∈ F2, . . . , Fk ∈ Fk such that |F1 ∩ Fi| > t+ 1 for all i ∈ {2, . . . , k}.
Let us verify that Ak,na,t are non-decreasing in k, i.e.:
Ak,na,t 6 Ak+1,na,t (25)
for all k > 2 and t < a < n. Indeed, take F1,F2, . . . ,Fk ⊆
(
[n]
a
)
such that |Fi| > Ak+1,na,t
for all i ∈ {1, . . . , k}. It is clear that Ak+1,na,t 6
(
n
a
)
. So, from definition of Ak+1,na,t
applied to the families F1,F2, . . . ,Fk+1, where Fk+1 =
(
[n]
a
)
, we conclude that there are
F1 ∈ F1, F2 ∈ F2, . . . , Fk+1 ∈ Fk+1 satisfying |F1 ∩ Fi| > t+ 1 for all i ∈ {2, . . . , k + 1}.
Theorem 4 implies that:
A2,na,t 6
⌊√
32a(n− a) · exp
(
−(a− t− 1)
2
40a
)
·
(
n
a
)⌋
+ 1.
Indeed, assume that F1,F2 ⊆
(
[n]
a
)
are such that:
|F1|, |F2| >
⌊√
32a(n− a) · exp
(
−(a− t− 1)
2
40a
)
·
(
n
a
)⌋
+ 1.
Then |F1| · |F2| is strictly larger than 32a(n− a) · exp
(
− (a−t−1)220a
)
·
(
n
a
)2
. By Theorem 4
this means that there are F1 ∈ F1, F2 ∈ F2 such that |F1 ∩ F2| > t+ 1.
To show the lemma it is enough to demonstrate that
Ak+1,na,t 6 2 · Ak,na,t ,
for all k > 2 and t < a < n. To do so, fix k + 1 families F1, . . . ,Fk+1 ⊆
(
[n]
a
)
. Assume
that |Fi| > 2 · Ak,na,t for all i ∈ {1, . . . , k + 1}. Our goal is to show that there are
F1 ∈ F1, . . . , Fk+1 ∈ Fk+1 satisfying
|F1 ∩ Fi| > t+ 1 for all i ∈ {2, . . . , k + 1}.
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Denote N = Ak,na,t . We claim that there are N distinct G1, . . . , GN ∈ F1 such that for
every j ∈ {1, 2, . . . , N} there are F j2 ∈ F2, . . . ,F jk ∈ Fk satisfying |Gj ∩ F ji | > t + 1 for
all i ∈ {2, . . . , k}.
We construct such G1, . . . , GN one by one. Assume that G1, . . . , Gj for some j ∈
{0, . . . , N − 1} are already constructed. Notice that:
|F1 \ {G1, . . . , Gj}| > 2 · Ak,na,t − j > 2 · Ak,na,t −N = Ak,na,t ,
|Fi| > 2 · Ak,na,t > Ak,na,t , i = 2, . . . , k.
This means by definition of Ak,na,t that there are G ∈ F1\{G1, . . . , Gj}, H2 ∈ F2, . . . , Hk ∈
Fk satisfying:
|G ∩Hi| > t+ 1 for all i ∈ {2, . . . , k}.
Then we set Gj+1 = G,F j+12 = H2, . . . , F j+1k = Hk. Note that Gj+1 is distinct from
G1, . . . , Gj because G /∈ {G1, . . . , Gj}.
Finally, consider two families {G1, . . . , GN} and Fk+1. These two families are both
of size at least N = Ak,na,t > A2,na,t (the last inequality here is by (25)). Hence there are
j ∈ {1, . . . , N} and Hk+1 ∈ Fk+1 such that |Gj ∩Hk+1| > t + 1. To finish the proof set
F1 = Gj, F2 = F j2 , . . . , Fk = F jk and Fk+1 = Hk+1.
We are now ready to prove Theorem 3.
Proof of theorem 3. Set a = bn/kc and t = b(1− γ/4)ac. Note that
a− t > γa4 >
γ(n/k − 1)
4 =
n
4 · k
γ
− γ4 > 25
√
n− 14 (26)
Here we use the assumption that k
γ
6
√
n
100 . In particular, (26) implies t < a for all large
enough n.
Define
D =
(X1, . . . , Xk) ∈
(
[n]
a
)k
: X1, X2, . . . , Xk are disjoint
 ,
I =
(F1, . . . , Fk) ∈
(
[n]
a
)k
: |Fi4Fi′ | 6 γa for all i, i′ ∈ {1, . . . , k}
 .
Observe that:
|D| =
(
n
a
)
·
(
n− a
a
)
· . . . ·
(
n− (k − 1) · a
a
)
> 0. (27)
Assume that there is a c-bit non-deterministic communication protocol for
DISJ′k,γ(n). Hence there is a cover of D by at most 2c boxes which are disjoint with
I. Among these boxes there is one which contains at least |D|/2c elements of D. Let
this box be F1 × . . .×Fk for some F1, . . . ,Fk ⊆
(
[n]
a
)
.
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Let us show that for some i ∈ {1, . . . , k} it holds that
|Fi| < 2k−2 ·
√
32a(n− a) · exp
(
−(a− t− 1)
2
40a
)
·
(
n
a
)
+ 2k−2. (28)
Indeed, assume that it is not true. Then, since t < a < n, we can apply Lemma 23 to
find F1 ∈ F1, F2 ∈ F2, . . . , Fk ∈ Fk such that |F1∩Fi| > t+1 for all i ∈ {2, . . . , k}. Note
also that |F1 ∩ F1| = |F1| = a > t+ 1. From that for every i, i′ ∈ {1, . . . , k} we obtain:
|Fi4Fi′ | 6 |Fi4F1|+ |Fi′4F1|
= |Fi|+ |F1| − 2|Fi ∩ F1|+ |Fi′ |+ |F1| − 2|Fi′ ∩ F1|
6 4 · a− 4 · (t+ 1) 6 γa.
This means that F1 ×F2 × . . .×Fk intersects I, contradiction.
Take any i ∈ {1, 2, . . . , k} satisfying (28). Recall that by definition there are at least
|D|/2c elements of D in F1×F2× . . .×Fk. On the other hand, notice that for any fixed
X ∈
(
[n]
a
)
there are exactly (
n− a
a
)
· . . . ·
(
n− (k − 1) · a
a
)
.
elements of D with the ith coordinate equals to X. Hence there are at most
|Fi| ·
(
n− a
a
)
· . . . ·
(
n− (k − 1) · a
a
)
elements of D in F1 ×F2 × . . .×Fk. By combining these two bounds we obtain:
|D|/2c 6 |Fi| ·
(
n− a
a
)
· . . . ·
(
n− (k − 1) · a
a
)
.
By (27) this transforms to
2c >
(
n
a
)
|Fi| .
Recall that the size of Fi satisfies (28). This gives us the following:
2c >
(
n
a
)
2k−2 ·
√
32a(n− a) · exp
(
− (a−t−1)240a
)
·
(
n
a
)
+ 2k−2
> 12 min
 exp
(
(a−t−1)2
40a
)
2k−2
√
32a(n− a)
,
(
n
a
)
2k−2

> 12 min
exp
(
(a−t−1)2
40a
)
2k−2
√
32 · n ,
(
n
a
)
2k−2
 .
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After taking log2 of the last inequality (bearing in mind that log2(e) > 1) we obtain that
c for all large enough n satisfies the following:
c > min
{
(a− t− 1)2
40a − k − 1.5 log2(n), log2
((
n
a
))
− k
}
(here we subtract 0.5 log2(n) from the first argument of min to compensate negative
constant terms). It remains to demonstrate that both expressions in the minimum
above are at least γ2n104·k − 2 log2(n) for all large enough n:
(a− t− 1)2
40a − k − 1.5 log2(n) >
γ2n
104 · k − 2 log2(n), (29)
log2
((
n
a
))
− k > γ
2n
104 · k − 2 log2(n). (30)
Let us start with (29). At first, note that
a− t− 1 > γa4 − 1 >
γa
8 ,
where the last inequality is because γa is large enough:
γa > γ(n/k − 1) > 100√n− 1.
(in the second inequality of the last line we use the assumption that k
γ
6
√
n
100). In
particular, a− t− 1 is positive. Hence
(a− t− 1)2
40a − k − 1.5 log2(n) >
γ2a
2560 − k − 1.5 log2(n)
> γ
2n
2560 · k − k − 2 log2(n)
(here once again we subtract 0.5 log2(n) to compensate a negative constant term which
is due to rounding of a = bn/kc). To prove (29) it remains to notice that k 6 γ2n104·k
because k
γ
6
√
n
100 .
To show (30) we will actually show that the left hand side of (30) is at least the left
hand side of (29). Indeed,
log2
((
n
a
))
> a · log2
(
n
a
)
> a.
The last inequality is because k > 2 and hence a = bn/kc 6 n/2. But recall that a−t−1
is positive, which implies that a is at least (a−t−1)240a .
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A Reduction to finite time
Proposition 24. Assume that a deterministic finite automaton A with q states separates
EvenCyclesn,d from OddCyclesn,d. Then A separates EvenCyclesn,d from OddCyclesn,d
in time qn.
Proof. Let Q be the set of states of A and let qstart be the initial state of A. Without
loss of generality we may assume that qaccept is an absorbing state of A, i.e.,
δA(qaccept, a) = qaccept
for all a ∈ [n]×{1, 2, . . . , d}. Thus it is enough to show that for every w ∈ EvenCyclesn,d
there exists i ∈ {1, 2, . . . , qn} such that
δA(qstart, w1 . . . wi) = qaccept.
Assume that for some w = (v1, l1)(v2, l2)(v3, l3) . . . ∈ EvenCyclesn,d this is false. Let G
be an even game graph with at most n nodes which has an infinite path corresponding
to w. Define a mapping φ : [qn+ 1]→ [n]×Q as follows:
φ(i) = (vi, δA(qstart, w1 . . . wi−1)).
By the pigeonhole principle there are i, j ∈ [qn+ 1], i < j such that
φ(i) = φ(j).
I.e., vi = vj and δA(qstart, w1 . . . wi−1) = δA(qstart, w1 . . . wj−1). Consider the following
infinite path w′ ofG. This path starts at v1 and goes to vi by edges encoded in w1 . . . wi−1.
Then it stays forever on a cycle starting at vi = vj and formed by edges encoded in
wi . . . wj−1. It is easy to see that the only states A reaches on w′ are:
qstart, δA(qstart, w1), . . . , δA(qstart, w1w2 . . . wj−1).
By our assumption δA(qstart, w1), . . . , δA(qstart, w1w2 . . . wj−1) are all different from qaccept
(and qstart is obviously too, because otherwise A reaches qaccept on every word). On
the other hand w′ is an infinite path of an even game graph with at most n nodes,
contradiction.
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