A variety of experimental and computational methods have been developed to demultiplex samples from different individuals mixed in a single-cell RNA sequencing (scRNA-seq) experiment. However, these methods all require extra information is either added to samples (such as sample barcode) or measured from samples prior to mixing (such as genome-wide genotypes). We introduce an alternative approach, in which genetic differences between mixed samples are inferred directly from scRNAseq data without extra information and these differences are used to assign single cells to samples. Our method also identifies a minimal set of presence/absence genotypes which can be used to map samples to their biological source, or to track samples between experiments. We tested our tool "scSplit" on different real and simulated datasets and achieved high true positive rate (> 90%) in mapping cells back to their original source. Doublets can also be sensitively detected as an independent group. Our method is ideally suited to samples for which external genome-wide genotype data cannot be obtained (for example for non-model organisms), or for which it is impossible to obtain unmixed samples directly, such as mixtures of genetically distinct tumour cells, or mixed infections.
Background
With its high resolution in analyzing genetic expression at the individual cell level, single-cell RNA sequencing (scRNA-seq) has recently become a popular tool in biological research. Studying cell biology at the single cell level provides much higher detail and resolution than previous bulk level analyses. As an example, it can be used to cluster cells into sub-populations based on their differential gene expression, so that different fates of cells during development can be discovered. However, the per cell cost for running scRNA-seq remains high. Methods which could lower the per sample cost of running scRNA-seq are required so this new technique can be more widely adopted. An effective method for lowering scRNA-seq cost is by multiplexing samples to run as a single batch, and then sequencing results can be demultiplexed using various techniques. wells with different barcodes over a number of rounds to achieve unique cell barcodes and which also contain the cells' sample of origin information. After sequencing, the scRNA-seq data can be demultiplexed according to their original samples. Although such a method can achieve lower per cell scRNA-seq cost, this approach adds experimental complexity potentially introducing additional sources of technical errors and is associated with lower numbers of reads per cell than for other scRNA-seq methods. Other methods like Cite-seq [2] can similarly derive sample origin in the sequencing result based on the barcodes used for different samples, but still makes the assumption that original samples are available before mixture.
Alternatively, computational tools like demuxlet [3] have also been developed to demultiplex mixed samples although this currently requires additional genotyping information to assign individual cells back to their samples of origin. However, genotyping arrays might not be always available for different species and will not work properly if the genetic differences between samples are somatic in origin.
Here we introduce a simple and efficient tool, "scSplit", which uses a hidden state model approach to demultiplex individual samples from mixed scRNA-seq data with high accuracy. Our approach does not require genotype information from the individual samples prior to demultiplexing which also makes it suitable for applications where genotypes are unavailable or difficult to obtain.
Single nucleotide variants (SNVs) are one of the main types of human sequence variation [4] . Being conservative and informative, SNV detection is a popular tool in genetic analyses. In the mixed samples, SNVs can be detected using common SNV calling tools and the presence of alternative alleles at each genomic location may indicate potential differences between the samples. scSplit utilizes differing allele count distributions across informative heterozygous SNV sites to distinguish the different cell sample origins. To achieve this, the model clusters are initialized with allele fractions on informative SNV positions and each cell is then compared with the clusters in the model to derive a probability of a certain cell belonging to a certain cluster. Next, weighted allele counts at each SNV position for each cell are distributed to each model cluster based on the cell-cluster probability. The allele fraction model is then re-calculated based on the newly distributed allele counts. Once overall model likelihood converges after a number of iterations the cells can be assigned to the final clusters in the model. Details are described in Methods.
Methods
(All relevant source codes available at https://github.com/jon-xu/sc_split/)
Overview
The overall pipeline of scSplit tool includes seven major steps (Figure 1 ):
1. Data quality control and filtering: The mixed sample BAM file is first filtered to keep only the reads with white listed barcodes to reduce technical noise. Additional filtered is then performed to remove reads that meet any of the following: mapping quality score less than 10, unmapped, failing quality checks, secondary or supplementary alignment, or PCR or optical duplicate. The BAM file is then marked for duplication, sorted and indexed.
2. SNV calling: Freebayes v1.2 [5] is used to call SNVs on the filtered BAM file, set to ignore insertions and deletions (indels), multi-nucleotide polymorphisms (MNPs) and complex events. A minimum base quality score of one and minimum allele count of two is required to call a variant. The output VCF file is further filtered to keep only SNVs with quality scores greater than 30.
3. Building allele count matrices: The "build matrices.py" script is run which produces two .csv files, one for each of reference and alternate allele counts as output.
4. Model initialization: find the distinct groups of cells in the scRNA-seq and use them to initialize the Allele Fraction Model (SNVs by samples).
5. E-M iterations till convergence: Initialized allele fraction model and the two allele count matrices are used together to calculate the probability of each cell belonging to the clusters. After each round, allele fraction model will be updated based on the probability of cell assignment and this will be iterated until overall likelihood of the model reaches convergence.
6. Presence/Absence genotypes: matrix indicating alternative allele's presence or absence at each SNV and cluster is built in this step.
7. Find distinguishing variants for clusters and used it to assign samples to clusters: In order to assign each model cluster back to the specific sample, distinguishing variants are identified so that genotyping of the least number of loci using the Sequenom platform may be performed. Gram-Schmidt orthogonalization [6] is used to get the set of informative Presence/absence genotypes.
Data quality control
Samtools is used to filter the reads with verified barcodes for mapping and alignment status, mapping quality, and duplication (samtools view -S -bh -q 10 - 
SNV calling on scRNA-seq dataset
SNVs are called on the scRNA-seq mixed sample BAM file with freebayes [5] , a widely used variant calling tool. The freebayes arguments "-iXu -q 1" are set to ignore indels and MNPs and exclude alleles with supporting base quality scores of less than one. This generates a VCF file containing all SNVs from the mixed sample BAM file. Building allele count matrices Allele count matrices are then built from 1) the provided mixed sample BAM file and 2) the VCF file obtained from the SNV calling program. Two allele count matrices are generated, one for the reference alleles and one for the alternate alleles, each with SNVs in rows and barcodes in columns. Each data element in the matrix indicates either the number of reference or alternate alleles detected in one cell barcode at that specific SNV position. This provides a full map of the distribution of reference and alternate alleles across all barcodes at each SNV.
The allele count matrices capture information from all reads at all SNVs that reflects the different allele fraction patterns from different barcodes or samples. To build the allele count matrices, pysam fetch [7] is used to extract reads from the BAM file. The reads overlapping each SNV position are fetched and counted for the presence of the reference or alternate allele. In order to increase overall accuracy and efficiency, SNVs whose GL(RA) (likelihood of heterozygous genotypes) is lower than log 10 (1−error) where error = 0.01 are filtered out. These are more homozygous and thus less informative for detecting the differences between the multiple samples. The generated matrices are exported to csv files for further processing.
Model initialization by using maximually informative cluster representatives To initialize the model, we need initial probabilities of observing an alternative allele on each SNV position in each cluster. the overall matrix is sparse and we look for a dense submatrix with a small number of zero count cells. Cells are sorted according to their number of zero allele counts (sum of reference and alternative alleles) at all SNVs and SNVs are similarly sorted according to their number of zero allele counts (sum of reference and alternative alleles) across all cells. Next, we select and filter out 10% of the cells among those with the most number of zero expressed SNVs and 10% of the SNVs among those where the most number cells have zero counts. This is repeated until all remaining cells have more than 90% of their SNVs with non-zero allele counts and all SNVs have non-zero counts in more than 90% of cells. This subset of matrices will serve as the basis for the seed barcodes to initialize the whole model. The submatrix is transformed using PCA with 20 dimensions and then K-means is performed to split the cell subset into the expected number of clusters, and using the allele fractions on the subset of SNVs in these selected cells, each cluster of the model is initialized according to below formula:
Expectation-maximization approach
We then run E-M machine learning iterations on the full allele count matrices (Figure 2) . Each iteration starts with an E-step that calculates the cell-sample likelihood based on the given allele fraction model, and ends with an M-step to recalculate the allele fraction model based on the most updated cell sample relationship. During the E-step, we first calculate P (C i |S n ), the likelihood of observing a cell C i in sample S n , which is equal to the product of the probability of observing the allele fraction pattern over each SNV, which in turn equals the product of probability of having observed the count of alternative alleles and probability of having observed the count of reference alleles:
And then transform P (C i |S n ) to P (S n |C i ), the cell-sample probability, i.e. the probability of a cell C i belonging to sample S n , using Bayes' theorem, assuming equal sample prior probabilities (P (S 1 ) = P (S 2 ) = ... = P (S n )):
Next, we distribute weighted allele counts to the different cluster models according to the cell-sample probability, followed by the M-step, where the allele fraction model represented by the alternative allele fractions is updated using the newly distributed allele counts, so that allele fractions at all SNV positions in each sample model is recalculated:
The overall log-likelihood of the whole model is calculated as:
The E-M iterations continue until sum of log-likelihood reaches convergence ( Figure  S1 ).
Multiple runs to avoid local maximum likelihood
The entire process is repeated for 30 rounds with the addition of randomness during model initialization and the round with the largest sum of log likelihood is taken as the final result. Randomness is introduced by randomly selecting the 10% of cells and SNVs to be removed from the matrices during initialization from a range of the lowest ranked cells and SNVs as detailed previously.
Cell cluster assignment
We then calculate the probability of a cell belonging to a cluster P (S n |C i ). Cells are assigned to a cluster based on a minimum threshold of P>0.9. Those cells with no P (S n |C i ) larger than the threshold are regarded as unassigned.
Handling of doublets
During scRNA-seq experiments, it is unavoidable for a small proportion of droplets to contain cells from more than one sample and form so called doublets. Our model takes these doublets into consideration. During our hidden state based demultiplexing approach, we included an additional state so that doublets can be captured. To identify which state in the model is the doublet state in each round, the sum of log-likelihood of cross assignments is checked. The sum log-likelihood of cells from all other states being assigned a specific state is calculated for each state in turn and compared. The state with the largest sum log-likelihood of cross assignment is designated as the doublet state.
Presence/absence genotyping To identify a minimum set of variants, which can distinguish between sample clusters, we generate presence/absence genotypes. We first the sum of reference and alternate allele counts across all cells assigned to each state are calculated. Then for each SNV in each state, the alternative allele is marked 'present' if there are more than 2 alternative allele counts, and 'absent', if there are more than 5 reference allele counts but no alternative allele count, or 'NA' if neither criteria is met.
Mapping clusters back to individual donors using minimal set of presence/absence genotypes By applying Gram-Schmidt orthogonalization [6] on the presence/absence genotyping, we can find the fewest number of variants that can be used to distinguish each state. We use the alternative allele presence/absence matrices for each state on the minimum set of distinguishing variants. After running genotyping on these minimum set of loci for each of the individual samples, we can generate a similar matrix based on sample genotypes, by setting the presence flag when genotype probability (GP) is larger than 0.9 for AR or AA, or absence flag when GP is larger than 0.9 for RR. By comparing the two matrices, we can map the identified clusters in scSplit results with the actual individual samples.
Simulation studies
To test the performance and limit of our demultiplexing tool, we simulate BAM files and reference/alternative count matrices from a randomly selected scRNA-seq BAM file and a multi-sample VCF file. We assume the randomly selected BAM file has a representative gene expression profile. First, we check data quality and filter the BAM file and VCF file. Second, we randomly assign barcodes contained in the BAM file to samples in the VCF file, and this also gives us the expected 'true' cell-sample assignments to compare with after testing. Then, we read through all the reads in the BAM file. If a read is overlapping with any SNV position contained in the multi-sample VCF file, we check its barcode to get its "sample" and calculate the probability P (A c,v ) of having the alternative allele using the logarithm-transformed genotype likelihood contained in the VCF file for that sample. We can then determine the probability of an allele being present at that position and use that probability to update for the presence of an allele in that read and assign a count in the appropriate SNV/barcode allele matrix. This is repeated for all reads in the BAM file.
With the simulated BAM file and allele fraction matrices, we demultiplex the barcodes using scSplit and compare the results with the original random barcode sample assignments to validate. Code for simulation is available in the Github repository (https://github.com/jon-xu/sc_split).
Results
(Result data are available at https://github.com/jon-xu/sc_split_paper_ data)
Simulation run shows high accuracy and efficiency of scSplit We used the mixed BAM file containing two donors (A and C) from the above mentioned data from Zheng et al. [8] as a template for simulation. Additionally, we took eight unrelated samples (1043, 1249, 1511, 1493, 1598, 1085, 1079, 1154) from 32 samples in a merged VCF file, from figure 2 supplementary data of Kang et al. [3] , as the source of multi-sample genotype likelihoods for simulation (see "Simulation studies" in Methods). We ran simulation tests using our scSplit tool and used the distinguishing variants to identify the individual donor for each cluster. We got almost 100% true positive rates for two-, three-, four-and eight-mixed samples, as shown in Table 1   Table 1 Overview of accuracy and performance of scSplit on simulated mixed samples, using high performance cluster with one CPU and enough memory assigned to each job. We used PBMC donor B as BAM template, and 32-sample merged VCF provided by demuxlet [3] . Higher than 99% accuracy achieved splitting mixed BAM files from real samples Then, we used publicly available scRNA-seq data from Zheng et al. [8] to test our scSplit tool. The dataset included scRNA-seq results of frozen PBMCs from three donors A (2,900 cells), B (7,783 cells) and C (9,519 cells).
We first tried to split donor A from donor C. For that, we simply merged both BAM files. After data cleansing, we had 122,933 SNVs based on Homo sapiens (human) genome assembly GRCh37 (hg19) using freebayes v1.2 [5] . Based on that we built the reference and alternative allele count matrices, each with 122,933 SNVs and 12,419 barcodes.
Then we ran scSplit with the two matrices as input, and again used the distinguishing variants to identify the individual donor for each cluster. The result showed us a very high accuracy of demultiplexing the two samples -99.1% of the cells were correctly assigned to their original samples, 0.5% were identified as doublets, and 0.4% remained unassigned.
Next we tested on a three sample mixed BAM file, which gave us 187,694 SNVs and 20,202 cells. This time we kept 88 doublets in the mixed sample. After running through the pipeline, we achieved 99.2% accuracy in sample assignment, and detected 85.2% of the doublets, with 0.4% cells unassigned (Table 2) . Utilising scSplit to demultiplex mixed samples from scRNA-seq data, and compare it with demuxlet [3] predictions based on sample genotypes Finally, we tried our tool on a set of genotyped and scRNA-seqed mixed-sample datasets (available on request and will be publicly available by end of 2019). After we run through the scSplit pipeline, we identified distinguishing variants for all datasets using our tool (Tables: 3) . We then extracted the alternative allele presence/absence information at these distinguishing variants for each sample using sample genotypes. We compared this to the sample allele matrices generated from the scSplit cell assignments. Taking one of the 8-sample mixes containing 8,093 cells (second sample  in table 3 as an example, there was a one-to-one allele presence/absence mapping between the two matrices, based on which we assigned our clusters from scSplit to samples in VCF file (Figure 3 ). Now that we know which cluster belongs to which sample in our test datasets, we checked the true positive rate (True positive cell assignments / Total number of cells) for each cluster-to-sample mapping and they are between 85% and 95% (Table 3 ). In future cases where no sample genotypes are available, it is affordable to genotype the samples only on the distinguishing variants we found in scSplit and use them as a reference to map the scSplit clusters to the actual samples. The true positive rates of our results are between 85-100%, by treating demuxlet prediction as the gold-standard (Table 3) .
Discussion
We developed the scSplit toolset to facilitate accurate, cheap and fast splitting of mixed scRNA samples, without needing prior genotype information from the individual samples. ScSplit can also generate a minimum set of alleles (as few as the sample numbers), so that researchers can link the resulting clusters with the actual samples, by comparing the allele presence at these distinguishing variants. This can be achieved by reference to predefined genotypes, or can be used to design a simple assay (such as a sequenom or a multiplexed PCR assay).
We filtered out MNPs when building the model and the results show SNVs provide adequate information to capture the difference between multiple samples. Besides using allele fractions to model multiple samples, we could also use genotype likelihoods for same purpose, however, more memory and running time would be expected, especially when barcode numbers in mixed sample experiments increase. And no higher accuracy has been observed based on our tests.
The current version of scSplit assumes that samples are equally mixed, and the number of mixed samples are known. It is possible to run scSplit tool for different numbers of samples and compare the model log-likelihoods to select the most likely or optimal number of samples that is being modelled, but this would require significant computational resources and time. Instead, the reference and alternative
