Infections with the human immunodeficiency virus type 1 (HIV-1) are treated with combinations of drugs. Unfortunately, HIV responds to the treatment by developing resistance mutations. Consequently, the genome of the viral target proteins is sequenced and inspected for resistance mutations as part of routine diagnostic procedures for ensuring an effective treatment. For predicting response to a combination therapy, currently available computer-based methods rely on the genotype of the virus and the composition of the regimen as input. However, no available tool takes full advantage of the knowledge about the order of and the response to previously prescribed regimens. The resulting high-dimensional feature space makes existing methods difficult to apply in a straightforward fashion. The machine learning system proposed in this work, sequence boosting, is tailored to exploiting such high-dimensional information, i.e. the extraction of longitudinal features, by utilizing the recent advancements in data mining and boosting.
IntroductionT
he human immunodeficiency virus (HIV) was discovered in the early 80's (BarreSinoussi et al., 1983) . Until now, it has claimed the lives of more than 25 million people, and currently more than 33 million people are reported to be infected with HIV 1 . HIV is a retrovirus, i.e. its genome is coded in RNA, which first has to be reversely transcribed to DNA for exploiting the replication machinery of the host cell (Fields et al., 2007) . The process of reverse transcription is carried out by the viral protein reverse transcriptase (RT). Current HIV therapy is limited to suppressing the viral load (i.e. number of copies of viral RNA in one ml of blood serum) and therefore delaying disease progression to AIDS and death. The high mutation rate of HIV (Gao et al., 2004 ) is due to RT lacking a proof-reading mechanism. This poses a challenge to antiretroviral treatment, since it is only a matter of time until mutations are generated that allow the virus to replicate in the presence of a drug. Due to the replicative advantage, these drug resistance mutations are selected evolutionarily and cause the failure of the ongoing regimen. In order to delay resistance development, modern anti HIV therapies comprise multiple drugs attacking the virus at multiple stages of the replication cycle (Clavel and Hance, 2004) . Fusion inhibitors (FIs) prevent the entry of HIV into its host cells. Nucleoside and non-nucleoside reverse transcriptase inhibitors (abbreviated NRTIs and NNRTIs, respectively) inhibit the viral RT. Protease inhibitors (PIs) bind to the active site of the viral protease that cleaves precursor proteins into functionally active units (for further details see for instance Clavel and Hance (2004) ).
Eventually also these highly active antiretroviral therapies (HAARTs) fail and the treating clinician has to find a new combination of active antiretroviral drugs. This task is complicated by the phenomenon of cross-resistance, which means that resistance mutations selected by one drug also confer resistance against drugs with same mode of action targeting the same viral protein. To arrive at a beneficial selection of drugs to administer to the patient, the sequence of the genetic regions coding for the viral target proteins is obtained from the patient's virus. This sequence is then inspected for resistance mutations. This process is state-of-the-art, but one major obstacle remains: as soon as drug resistance mutations do no longer present a replicative advantage, they may disappear from the currently predominant viral variant. This can happen if a treatment is altered or paused. Unfortunately, the patient harbors previous viral variants in the form of proviral DNA in several infected tissues (Fields et al., 2007) . This constitutes a memory of resistance mutations provoked by previous treatments. As a consequence, recycling of drugs typi-cally leads to a rapid reselection of previously existing resistance mutations, which are not prevalent in the predominant viral variant in the patient's blood and consequently are not detectable by conventional sequencing methods. For avoiding such a short-term viral rebound, the treating clinician considers the patient's treatment history, i.e. the previously administered drugs, in addition to the viral genotype when selecting a new regimen. Treatment history has long been recognized as clinically relevant (Bratt et al., 1998) . More recently it was shown that taking all available (past and present) genotypes of the patient into account improves the prediction of treatment response in heavily pretreated patients (Zaccarelli et al., 2009) For assisting the interpretation of genotypic sequences statistical learning methods were used to assess resistance against single drugs (Beerenwinkel et al., 2002) . This concept was recently extended to predict in vivo response to combination treatments (Altmann et al., 2007 (Altmann et al., , 2009 Larder, 2007) . However, so far computer-based methods make use of the patient's treatment history only by using binary indicators of previous exposure to a drug as additional features (Bickel et al., 2008; Larder, 2007; Rosen-Zvi et al., 2008) . While this representation perfectly summarizes previous drug applications, it may miss important and informative cause-effect relationships, such as: the drug efavirenz (EFV) selects mutation RT103N, which leads to the administration of a new drug combination including lopinavir (LPV), but not any drug from the same class as EFV (see Figure 2 for an example). Here, the notation RT103N indicates that the wild-type amino acid at position 103 in the RT was replaced with Asparagine. This RT mutation alone is sufficient to confer complete resistance to the NNRTIs EFV and NVP (Antinori et al., 2002) . Therefore, the failure of the latest NNRTI containing regimen may be attributed to the occurrence of mutation RT103N as response to the previous use of EFV. It is worth noting, however, that in clinical practice viral genotypes are not always measured, and consequently important mutations such as RT103N go unnoticed. In that case the treating clinician has to consider the possibility of accumulation of NNRTI resistance mutations from the previously administered regimens.
A further indicator for accumulated resistance mutations is the number of treatment changes (#TC), which is defined as the number of times the patient's treatment has been changed or interrupted. A higher #TC increases the risk of the patient experiencing a treatment failure (see Figure 1) , pointing towards the increasing difficulty of treating patients that experienced many treatment changes. This is a direct consequence of the accumulated mutations in the currently dominant viral variant and in the viral reservoirs. Information on the treatment history is useful for predicting response to antiretroviral therapy in treatment-experienced patients, since mutations in the viral reservoirs are not detectable by standard genotyping. Therefore, the validation of our method, called sequence boosting focuses on as the number of times the patient's treatment has been changed or interrupted. The figure depicts the increase of the treatment failure rate as the number of treatment changes grows, pointing to the increasing difficulty of treating patients that experienced many treatment changes. treatment-experienced patients. In the following we present further related work. In Section 2 we introduce our source for HIV treatment data, the EuResist Integrated database. Furthermore, we explain how patient data obtained from the database is converted into sequence features that can be used by our learning method sequence boosting. Briefly, sequence boosting classifies the response to the current therapy based on all events in the patient's treatment record (viral genotypes, previously administered therapies, and response to these therapies) under consideration of their order. In essence, the resulting method is a linear classifier using non-linear features. In Sections 3 and 4 we present the results and discussion, respectively, of our computational experiments. And finally we conclude with Section 5.
Related work
The prediction of in vivo response to antiretroviral therapy has been approached in previous works. For instance, Rosen-Zvi et al. (2008) used logistic regression models with different sets of features for predicting the outcome of antiretroviral combination therapies. Among these features were up to three-way interaction terms between indicator variables for drugs, previously administered drugs, and mutations. The sequence boosting method presented here, considered up to N-way interaction features, where N is the number of treatment events in the longest treatment record in the training data. Other approaches, such as Bayesian networks (Deforche et al., 2006) or transfer learning (Bickel et al., 2008) were applied to the same treatment outcome prediction problem, but none of them employed such a large number of features.
Although the goal is different, a closely related and well-studied topic is the prediction of the phenotypic drug resistance. This topic is similar in a sense that it uses genotypic information as features and the target is the prediction of binary or real-valued response values. Va r i o u s statistical learning methods have been applied in this area, including linear regression (Rabinowitz et al., 2006; Rhee et al., 2006; Saigo et al., 2007) , decision trees (Beerenwinkel et al., 2002) , support vector machines (SVMs) (Beerenwinkel et al., 2003; Sing et al., 2005; Sing and Beerenwinkel, 2007) , artificial neural networks (Wang and Larder, 2003; Larder, 2007) , bayesian networks (Deforche et al., 2008) and Markov models (Foulkes and DeGruttola, 2002, 2003) .
Materials and Methods

The EuResist integrated database
The EuResist integrated database (release November 2007), which is the source of data for the computational experiments, comprises data from four different countries: Germany, Italy, Luxembourg, and Sweden. The database contains 61,831 different treatments from 18,467 patients collected in the years 1987 through 2007. For each patient the viral load (VL) measurements, therapies (sets of administered drugs), and genotypes are recorded.
For instance, Figure 2 shows an excerpt of a patient's treatment record, covering the last two treatment switches.
This patient has started with FTC+TDF+LPV+RTVb and was switched to 3TC+AZT+EFV after an increase in viral load. Viral suppression was not maintained for a long period of time, thereafter FTC+TDF+NVP was selected. The viral load did not decrease in response to this treatment and the therapy was therefore considered a treatment failure. At the end of the second treatment term, the mutation 103N was observed in the RT coding region.
By definition, baseline VL and genotype are only assigned to a treatment, if they were obtained at most 90 days before treatment start. A follow-up VL is attributed to a treatment only if it is available in a specific time-interval (here: between 28 and 84 days) after onset of the therapy. Following the guidelines of the EuResist consortium (Rosen-Zvi et al., 2008) , treatment response is dichotomized to success and failure, with a treatment success defined by a drop of the follow-up VL either below the limit of detection, i.e. 400 copies/ml, or by two orders of magnitude compared to the baseline VL. If no follow-up VL is available in that time frame, the corresponding treatment receives no label. Of note, the time frame of one to three months for the follow-up VL in the definition is considered a short-term response, as opposed to medium-term response of about 6 months and long-term response with even more distant end-points. The chart shows the treatment record of a patient over the last two treatment switches. This patient has started treatment with FTC+TDF+LPV+RTVb, and was switched to 3TC+AZT+EFV after an increase in viral load. Suppression of viral load by the second regimen did not last long, thereafter FTC+TDF+NVP was selected. Here, the viral load did not decrease and thus the regimen is considered a treatment failure. At the end of the second treatment term, the mutation 103N was observed in the RT coding region (RT103N). (bottom) Sequence representation of the treatment history corresponding to the chart above.
Sequence representation of treatment history
The treatment records stored in the EuResist Integrated database have to be converted for making it a suitable input for sequence boosting. Each record in our training data takes the form (x i ,y i ) where x i ∈ {0,1} T×F and y i ∈ {0,1} denote the treatment sequence of the i-th patient and the outcome of the latest therapy, respectively. We use the definition of treatment outcome as presented in the previous paragraph. F is the largest number of treatment events in each treatment, i.e., "the number of drugs (25)" + "the number of mutations (108)" + "the outcome of the therapy (1)" = 134. The list of all the treatment events is summarized in the Appendix (Table A1). T is the length of the longest treatment sequence in training data, which, in our case, is 38. The list of 108 mutations is based on the list maintained by the Inter-national AIDS Society (Johnson et al., 2008) . The binary vector x i is equivalently represented as a set X i , containing all indices t and f such that x i,t,f = 1, where {t|1 ≤ t ≤ T} and { f |1 ≤ f ≤ F} are indices for the treatment and the additional information (such as observed mutations before the onset of the therapy, applied drugs and their short-time response) in each treatment, respectively. For instance, the appearance of events f 1 and f 2 in treatment t followed by the appearance of events f 3 and f 4 , is represented as
In the following, we represent the corresponding sequence feature as {x 1 ∧ x 2 } → {x 3 ∧ x 4 }, where the → operator means that the treatment on the right hand side follows the treatment on the left hand side. This representation is a generalization of the treatment change episodes (TCE) presented by Altmann et al. (2007) . If drugs, mutations, and therapy outcome occur simultaneously in the treatment, then the order of the events is i) the observed mutations, ii) prescribed drugs, followed by iii) therapy outcome. This ordering originates from the observation that a resistance induced treatment change is usually preceded by the sequencing of the viral population in the patient. Likewise, the therapy outcome has to be preceded by a change in the drug combination. Given two sets of sequences corresponding to complete treatment records from two groups of patients (one experiencing a treatment success in the latest treatment and the other a treatment failure), we want to identify sequence features (treatment change episodes) that are observed frequently in one set, but infrequently in the other set.
Sequence boosting
Sequence boosting classifies the response to the current therapy based on all events in the patient's treatment record (viral genotypes, previously administered therapies, and short-term response to these therapies) under consideration of their order. In essence, the resulting method is a linear classifier using non-linear features. To this end, the sequence boosting method constructs a feature space progressively by adding a sequence feature in each iteration. We follow the LPBoost (Demiriz et al., 2002) approach in which the parameter vector is regularized w.r.t. the L1-norm (LASSO) resulting in most sequence features having zero weights. This is particularly useful in our case, since even if the whole sequence feature space is expensive to construct, we can disregard and skip adding the sequence features with zeroweights to the feature space. Let X be the sequence representation of the patient's treatment record, and s be an arbitrary sequence feature. We represent the presence or absence of s in X by an indicator function I(X) that returns 1 if s ∈ X, and 0 otherwise. Our classifier is a linear combination of sequence features:
where s is an instance of the complete sequence feature space S derived from the training set, and α s is the corresponding weight to be learned. In order to illustrate the function of the indicator function further, consider following example of a treatment history 2 :
and the following examples for sequence features:
The sequence features s 2 and s 3 occur in the treatment history X 1 , but s 1 does not. Therefore I s 2 (X 1 ) = I s 3 (X 1 ) = 1 and I s 1 (X 1 ) = 0. Unlike in the conventional representation of features as fixed size vectors, this sequence representation allows us to compare treatment histories of different length. Thereby we circumvent the missing data problem. For instance, the treatment response to a past regimen is undoubtfully useful, but unfortunately not always measured and recorded. Figure 3 illustrates the training and evaluation procedure of sequence boosting. We use patients whose past treatment records and latest treatment outcomes are available. In this example, we have two groups of patients whose recent treatment outcome are either failure (1,2,3) or success (4, 5, 6) . While the data from these six patients are used for training the system, the information on patient 7 is reserved only for evaluation of the system. In this example, only one sequence feature EFV→ NVP is obtained during training, since presence or absence of this feature in treatment history perfectly discriminates one group from the other. Using this rule, the system predicts the recent treatment outcome of the patient 7 as failure since this patient also has experienced the treatment of EFV followed by NVP: EFV→NVP.2 .
Problem formulation
Our objective function is the same as the one of LPBoost (Demiriz et al., 2002) (also known as the Linear Programming Machine (Scholkopf and Smola, 2002) ), i.e. it maximizes the margin ρ: 
where we set D = 1 nν according to Demiriz et al. (2002) . This problem is hard to solve, due to the large number of sequence features and corresponding weights α. Therefore we consider a restricted problem on a subset of variables α: we start with an empty set of variables, and a new variable is added in each iteration. By the duality of linear programming, adding a variable in the primal problem is equivalent to adding a constraint in the dual problem. The former approach is often termed column generation, and the latter is referred to as constraint generation, or cuttingplane method. The dual problem of the above linear programming problem is:
From the dual point of view, only a subset of constraints is used to determine the current solution, and a new constraint that most strongly violates the constraint (6) is added to the solution set in each iteration. In our case, finding the most strongly violated constraint (constraint generation subproblem) is equivalent to finding the sequence feature s which maximizes the gain function:
In the following subsection, we give a branch-and-bound algorithm called Discriminative PrefixSpan to solve this constraint generation subproblem. The sequence boosting algorithm terminates if the newly obtained constraint satisfies g(s) ≤γ +ε, where ε is a parameter for early stopping, andγ is the value of the dual solution. As soon as the dual problem is feasible by taking (λ ,γ +ε), then the weak duality of linear programming tells us that the value of the primal solution γ * = ρ −D∑ n i=1 ξ i is bounded from above by γ * <γ +ε. This suggests that even if we were to include all the sequence features, the value of the primal solution can be increased at most by ε. In all the experiments ε is set to 0.01. The pseudocode of sequence boosting is given in Algorithm 1.
Algorithm 1 sequence boosting
Require: X,y,ν,ε Ensure: α,H 1: procedure sequence boosting 2: (λ ,α) ← Solve the dual problem (5), (6), (7) 10:
end loop 11:
return (α) 12: end procedure
Searching for sequence features
A straightforward approach to finding the sequence feature which maximizes the gain function (8) out of all possible sequence features is to first enumerate all sequence features using PrefixSpan (Pei et al., 2004) , then compute the gain (8) for each of them, and at the end take the maximum. In the PrefixSpan approach, the sequence features are organized in a search tree. The root node of the tree is an empty set, and each node is extended by adding one item to the sequence of its parent node. At each node, the frequency (number of occurrences in the dataset: support) of the sequence feature is counted, and used for tree pruning.
In our case, instead of the frequency, the gain function is computed at each node, since we are interested in discriminative sequence features rather than frequent ones (Figure 4 ). This tree is traversed by one of the basic search algorithms such as depth first search (DFS), breath first search (BFS), or the A * algorithm. Here, we used a variant of A * , and deepened the tree depth gradually (Nowozin et al., 2008) . This strategy makes pruning effective when there are short high-gain sequence features.
For increasing efficacy, the size of the search tree has to be limited: suppose that one has traversed the tree up to the node with a sequence feature s, and the maximum gain found so far is g cur . If there are no sequence features among the supersets s ′ of the feature s which exceed the gain g cur , then one can quit the traversal at this point and prune the downstream part of the tree. In order to judge whether the tree can be pruned at s, we use the following theorem (Morishita, 2001; Kudo et al., 2005) : 
are shown. This example shows the exploration of the search tree at the first iteration of sequence boosting where the λ s are initialized as uniform values. In this case the search tree explores sequence features which appear frequently in patients 1 to 3 (whose treatments turned out to be a failure), but infrequently in patients 4 to 6 (whose treatments turned out to be successful), or vice versa. The most discriminative sequence feature {EFV → NVP} is marked in the bold oval.
Theorem 1 Fo r any sequence feature s
In terms of time complexity sequence boosting is NP-hard due to the NPhardness of its subproblem: PrefixSpan. The scalability of our method depends on the size of the dataset and its density. If the data are dense, then the output length of the PrefixSpan increases and the total speed decreases quickly. However, our data representation is sparse, i.e., most of the sequence features appear much less frequently than the size of the dataset n. Thus intersection operations on a search tree can efficiently prune candidates, and we do not need to search for very long sequence features. This sparseness helps us exploring a space which at first glance seems intractably large.
Computational experiments
The first computational experiment focused on the comparison of sequence boosting with logistic regression and SVMs using linear and nonlinear kernels to investigate the discriminative power of the sequence features. Since the space of sequence features is too large to be utilized as feature vector for SVMs and logistic regression, the patient's treatment record has to be encoded in a different way 3 . In the second experiment, we compared which one of the treatment information -therapy, genotype, or therapy outcome -is important for the prediction. Furthermore, sequence boosting allows easy access to discriminative treatment information. Thus, in the final experiment, we filtered and interpreted selected sequence features retrieved by sequence boosting.
For improving interpretability, we encoded treatment information of the current therapy with different integers than treatment information from past therapies. Additionally, we used three special indicators representing the absence of all PIs, all NRTIs, or all NNRTIs denoted as NoPIs, NoNRTIs, or NoNNRTIs, respectively. Furthermore, it is desirable that each treatment contains more than one treatment event, since a larger set with more treatment events such as {TDF ∧ success} is more informative than just {success}. However, it could be disadvantageous for the classification performance to simply set the minimum number of events in a treatment too large. The reason is that a treatment with more events are less frequent in the training set, and can represent only smaller fraction of the data. Therefore, in an initial experiment, we varied the parameter of the model, which controls the minimum number of events in a treatment and observed its influence on the prediction accuracy. The optimal value identified in this initial experiment was used for all remaining experiments.
Comparison with other methods
In this experiment we compare sequence boosting with SVMs and logistic regression. For SVMs and logistic regression, we provided a feature vector of fixed length that has i) binary indicators for drugs and mutations of the current treatment, ii) integer values counting the frequencies of the drugs in past treatments, iii) integers representing the number of times a mutation was observed in previous genotypes, and iv) three additional numerical variables, which indicate the number of successes and failures in the past as well as the total number of treatment changes, respectively. This feature representation extends the ones used in Bickel et al. (2008) and RosenZvi et al. (2008) . Additionally, since it is a more common representation, we used binary indicators instead of frequencies for previously used drugs and observed mutations. Thus, the representation provides the same quantitative information as the sequence features but without their order, i.e. the sequence information. SVMs with polynomial kernels of degree 2 and 3 correspond to the interaction features in Rosen-Zvi et al. (2008) .
We prepared three datasets depending on the number of treatment changes: i) patients with #TC ≥ 10, ii) patients with #TC ≥ 5, and iii) patients with #TC ≥ 1. The baseline accuracy, i.e. frequency of successful therapies of these settings is 0.783, 0.832 and 0.851, respectively. There were 3,759 patients in total, 1,830 with #TC≥ 5 and 646 with #TC≥ 10.
For evaluation, we performed 10-fold cross-validation where, in each fold, 80% of the data were used for training, 10% were used for adjusting the regularization parameter, and the other 10% were used solely for the performance assessment. For SVM and sequence boosting, the regularization parameter ν, which controls the balance between overfitting and underfitting, was chosen from {0.1, 0.2, ..., 0.6}. For estimating the baseline performance in terms of accuracy, we employ two different predictors: one that performs random guesses according to the prevalence of the classes (guess), and one that always predicts the majority class (majority). For the former the performance is computed as x 2 +(1−x) 2 , with x being the frequency of successful therapies. This baseline with background probabilities has previously been employed by Baldi et al. (2000) .
Performance of the classifiers is assessed in both, accuracy and area under the receiver operating characteristics (ROC) curve (AUC). In order to test for significance of the observed improvement of sequence boosting over the other methods, we employed a Wilcoxon rank-sum test with a 5% significance level.
Comparison of different treatment information
In principle, there are three types of treatment information: genotype (GT), therapy (TH) and therapy outcome (TO). For addressing the question which treatment information or which interactions of treatment information are most informative for the classification, the training data were restricted to the following settings: i) only genotype information (GT), ii) only therapy information (TH), iii) only therapy outcome information (TO), and their two-way combinations, i.e. iv) therapy outcome and genotype, v) therapy and therapy outcome, and vi) therapy and genotype. We compared all of these combinations using sequence boosting via 10-fold crossvalidation (using the same setup as described in the previous section). In order to ensure a fair comparison of the different treatment information with the baseline method, i.e. predictions based on the genotype preceding the therapy, we selected a subset of patients with a genotype attributed to the current treatment. After this restriction 446 patients remained and the corresponding baseline accuracy (frequency of successful therapies) was 0.774.
Identifying discriminative sequence features
In general, the set of features selected by a given feature selection method depends on the training set. The LASSO feature selection employed by sequence boosting poses no exception of this fact (Zou, 2006) . For ensuring the robustness of the selected sequence features, we employed bootstrapping on the dataset comprising patients with 10 or more past treatments (646 patients). A sequence boosting model was trained for each of 1000 bootstrap replicates (with replacement) of the original dataset. We filtered out those sequence features with i) frequency ≤ 100, ii) importance ≤ 100 and iii) p-value ≥ 0.1. Here, frequency denotes the number of times that the sequence feature was selected from a bootstrap sample. Importance of a sequence feature was computed by dividing its mean weight by the variance of its weights computed in the bootstrap repetitions. The p-values were computed using a Fisher's exact test based on a contingency table (sequence feature vs. therapy outcome).
Furthermore, for computing an interaction p-value between the treatment outcome (TO) and treatment and genotype information (TH and GT), we use the likelihood ratio test. Briefly, the likelihood ratio test compares two logistic regression models: one with and the other without an interaction term. P-values are computed in such a way that under the null hypothesis of no difference, the deviance (log-likelihood difference between the two models) follows a χ 2 -distribution (Bickel and Doksum, 2002) . Table 1 shows that the classification performance decreased as we increased the minimum number of events in a treatment, even though the difference was not significant at a 5% level by the Wilcoxon rank-sum test after Bonferroni correction. Thus, the minimum number of events in a treatment was set to 3 for all computational experiments, since a therapy consisting of only one drug has at least 3 feature components due to the introduction of absence indicators: NoPIs, NoNRTIs and NoNNRTIs. Of note, the performance values obtained with a minimum sequence features size of 3 showed the least variance. Tables 2 and 3 list the prediction performance (measured in terms of accuracy (ACC) and area under the ROC curve (AUC)) of various methods in the three different settings. It can be observed that sequence boosting constantly outperforms other classifiers. Results that exhibit a statistically significant difference are marked with •. Performance achieved with the binary encoding for historic drugs and mutations was in general inferior to the integer encoding (see Tables A2 and A3 in the Appendix). Improvements over the baseline in terms of ACC are quite pronounced for the predictor that performs random guesses; compared to the majority predictor the improvements (if at all) are for all machine learning approaches only negligible. The rightmost column of Tables 2 and 3 indicates that non-linear methods (sequence boosting and SVM with polynomial and RBF kernels) perform better than linear methods (logistic regression and SVM with linear kernel), which motivates us to identify non-linear sequence features. Table 4 shows the results on the comparison of different treatment information. In terms of accuracy no difference between the different treatment information is visible. From the AUC column, however, we can observe that a single type of treatment response to the drugs in the prescribed regimen. It is likely that the past treatment has an effect on the current treatment. The leftmost column shows the importance of the variables, the second column the frequency of the sequence features in the 1000 bootstrap repetitions, and the third column shows the p-value computed by a 
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In total we obtained 8215 unique sequence features from the 1000 bootstrap replicates. After filtering, however, only 171 sequence features remained (listed in Table A4 in the Appendix). Table 5 depicts the subset of all discovered sequence features that are discussed in the next section. Sequence features in bold font denote the inclusion of treatment information from the current therapy, i.e. the one whose response has to be inferred. Sequence features that include drugs from the current therapy are especially interesting, since the outcome of a therapy is a direct
Discussion
The comparison with other methods showed that sequence boosting achieved superior performance compared to both, logistic regression and SVMs (with linear and non-linear kernels). Furthermore, focusing on the mean performance of the three settings, we can observe that the mean accuracy increases as we select patients with fewer treatment changes. This is simply due to the fact that patients, who are in an early stage of the disease, can be treated with a higher success rate. This fact is also reflected by the success rate (baseline and guess) in the three datasets and visualized in Figure 1 . Thus, for the remaining two computational experiments, we focused on the more challenging setting: predicting the treatment outcomes of patients who have experienced many treatment changes (#TC ≥ 10).
When comparing different treatment information, it turned out that for achieving optimal performance short-term therapy outcome (TO) has to be provided either with genotypic information (GT) or therapy information (TH). Interestingly, the combination TH+TO performed as well as the combination TH+GT. This suggests that information on the therapy history (TH) is dependent on the previous treatment outcomes or the mutations in past and present genotypes. It is likely that interactions between these treatment information are crucial for the performance. Further evidence for this hypothesis is provided by analysis of important sequence features. More precisely, the observed small interaction p-values between treatment outcome and remaining therapy information (TH and GT) may explain the sharp increase of the classifier performance when TH is combined with TO or GT. For example, the sequence feature {d4T ∧ NFV ∧ success} with the interaction p-value 1.33×10 −3 and importance 293 suggests that the usage of drug d4T with NFV in the past itself is not predictive. However, once this treatment has experienced a short-term success in the past, then this indicates a high probability of a successful current treatment. Such interactions are investigated in more detail in the following.
Interpretation of sequence features
The sequence boosting method generates a linear classifier using non-linear features. This facilitates interpretation of features and provides an understanding of Fisher's exact test. The fourth column shows the obtained sequence features. The rightmost column shows the interaction p-values between the therapy and genotype information (TH and GT) and the therapy outcome information (TO) calculated by a likelihood ratio test. Of note, in many of the sequence features in which TH and GT appear together with TO in the same treatment, interaction p-values were smaller than the 5% significance threshold.
recently approved by the US Food and Drug Administration (FDA) and is recommended for treating heavily treatment-experienced patients. Combination therapies using DRV are among the most potent regimens currently available. A sequence feature that is frequently selected and linked to treatment failure comprises mutations RT210W and RT215Y in one of the available patient's genotypes {RT210W∧RT215Y∧failure}. These two mutations are thymidine analog mutations and confer resistance against all NRTIs. Since NRTIs are part of almost every combination therapy the presence of these mutations seriously limits the effectiveness of the current regimen. An example for a sequence feature representing a treatment switch is {AZT∧NoNNRTIs∧NoPIs}→{ddI∧NoNNRTIs∧NoPIs}. This sequence feature is related to failure of the current regimen as indicated by the negative importance value. A switch from an NRTI-only regimen to another NRTI-only regimen was only common in the pre-HAART area. Therefore, this sequence feature is associated with patients that had a high number of treatment switches (#TC) and are therefore less likely to be successfully treated.
Sequence boosting cannot only recover well-known facts. A large number of important sequence features include the short-term treatment outcome of previous regimens. The fact that response to a previous regimen affects the current regimen is not obvious at first. However, if a patient failed a regimen comprising a potent drug (e.g. LPV) after only a short time, then there were enough mutations in the predominant viral variant or viral reservoirs to cause failure of the drug. In contrast, if the treatment was successful, then the patient's virus did not acquire enough resistance mutations to impair the drug (yet). As an example we compared the resistance mutations in patients that have the sequence feature {LPV∧RTVb∧success} (73 patients) with patients with the sequence feature {LPV∧RTVb∧failure} (66 patients). Protease mutations were more prevalent in the failure group than in the success group. The observed enrichment is significant according to a paired Wilcoxon rank-sum test on frequencies of single mutations (p-value=4.49×10 −10 ). Moreover, LPV associated resistance mutations (Johnson et al., 2008) are significantly more enriched than other protease mutations (p-value=1.01×10 −3 using a one-sided Wilcoxon rank sum test). Figure 5 shows the corresponding detailed histogram of frequencies for all mutations.
how the classifier works. In this section we closely look at the interesting sequence features listed in Table 5 .
Sequence boosting identified usage of DRV (darunavir) in the current regimen (indicated by bold font) as a supporting factor for a successful regimen ({3TC∧DRV∧NoNNRTIs},{RTVb∧DRV∧NoNNRTIs}). In fact, DRV has been PRO10F  PRO10I  PRO10V  PRO11I  PRO13V  PRO16E  PRO20I  PRO20M  PRO20R  PRO20T  PRO20V  PRO24I  PRO30N  PRO32I  PRO33F  PRO33I  PRO33V  PRO34Q  PRO35G  PRO36I  PRO36L  PRO36V  PRO43T  PRO46I  PRO46L  PRO47A  PRO47V  PRO48V  PRO50L  PRO50V  PRO53L  PRO54L  PRO54M  PRO54S  PRO54T  PRO54V  PRO58E  PRO60E  PRO62V  PRO63P  PRO64L  PRO64M  PRO64V  PRO69K  PRO71I  PRO71L  PRO71T  PRO71V  PRO73C  PRO73S  PRO73T  PRO74P  PRO76V  PRO77I  PRO82A  PRO82F  PRO82I  PRO82L  PRO82S  PRO82T  PRO83D  PRO84V  PRO85V  PRO88D  PRO89V  PRO90M  PRO93L  PRO93M  RT41L  RT62V  RT65R  RT67N  RT70E  RT70R  RT74V  RT75I  RT77L  RT100I  RT103N  RT106A  RT106M  RT108I  RT115F  RT116Y  RT151M  RT181C  RT184I  RT184V  RT188C  RT188H  RT188L  RT190A  RT190S  RT210W  RT215F  RT215Y  RT219E  RT219Q  RT225H PRO10F  PRO10I  PRO10V  PRO13V  PRO16E  PRO20I  PRO20M  PRO20R  PRO20T  PRO20V  PRO24I  PRO30N  PRO32I  PRO33F  PRO33I  PRO33V  PRO34Q  PRO35G  PRO36I  PRO36V  PRO43T  PRO46I  PRO46L  PRO47A  PRO47V  PRO48V  PRO50L  PRO50V  PRO53L  PRO54L  PRO54M  PRO54V  PRO58E  PRO60E  PRO62V  PRO63P  PRO64L  PRO64M  PRO64V  PRO69K  PRO71L  PRO71T  PRO71V  PRO73A  PRO73C  PRO73S  PRO73T  PRO74P  PRO76V  PRO77I  PRO82A  PRO82F  PRO82I  PRO82T  PRO84V  PRO85V  PRO88D  PRO88S  PRO89V  PRO90M  PRO93L  PRO93M  RT41L  RT62V  RT65R  RT67N  RT70R  RT74V  RT75I  RT77L  RT100I  RT103N  RT106A  RT108I  RT115F  RT116Y  RT151M  RT181C  RT184I  RT184V  RT188L  RT190A  RT190S  RT210W  RT215F  RT215Y  RT219E  RT219Q  RT225H  RT236L d4T NVF failure vs. d4T NFV success Patients that experience a treatment failure in general had protease mutations that confer resistance against many PIs including NFV. Interestingly, in patients that were successfully treated with NFV, the mutation PRO30N (highlighted in a box) was enriched. This mutation confers high-level resistance only against NFV, and it can therefore be expected to have developed during the course of the successful treatment. The same holds true for the NFV related mutations PRO77I and PRO93L. (right) Among patients who have experienced a treatment with boosted LPV, protease mutations (highlighted in a box) were more prevalent in the failure group than in the success group. This explains the higher risk of failing the recent treatment for the failure group, since resistance mutations to PIs have been already stored in the reservoir during or before the failure of the past treatment with boosted LPV. PR77I and PR93L, which are mainly associated with NFV resistance.
The application of sequence boosting to the problem revealed that previous exposure to a drug is not the crucial information for predicting response to a new regimen. It is more important to know whether drugs were part of a successful or failing past regimen to draw conclusions about drug resistance especially in the absence of genotypic information.
Conclusion
Sequence boosting combines an optimization technique with a sequence mining method. In contrast to SVMs with non-linear kernels, the generated models are interpretable, which enables clinicians to reason about the obtained discriminative sequence features. In order to improve confidence in the classifier's decision it is valuable to open the "black box" and analyze on what evidence the classifier's decision is based. In our computational experiments we found that sequence features based on information on the treatment history perform well especially for patients with many treatment changes. By studying the significance of interactions, our approach revealed that information on past treatments paired with their short term outcome is as valuable as the treatment information paired with genotypic information. The successful results on a large HIV data encourages us to apply the same tool to a broader range of clinical time series problems.
Another example of this phenomenon is provided by patients that were treated in the past with d4T and NFV and either had a successful (n=33) {d4T∧NFV∧success} or failing (n=35) therapy {d4T∧NFV∧failure}. Patients that experience a treatment failure, in general, had protease mutations that confer resistance against many PIs including NFV. Interestingly, in patients that were successfully treated with NFV, the mutation PRO30N was enriched. This mutation confers high-level resistance only against NFV, and it can therefore be expected to have developed during the course of the successful treatment. The same holds for mutations Table A1 
