Let G be a simple connected graph of order n and D(G) be the distance matrix of G.
Introduction
All graphs considered here are simple, undirected and connected. Let G be a graph with vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E(G). Two vertices u and v are called adjacent if they are connected by an edge. Let d G (v) and N G (v) denote the degree and the neighbor set of a vertex v in G, respectively. The distance between vertices u and v of a graph G is denoted by d G (u, v). The diameter of G, denoted by d or d(G), is the maximum distance between any pair of vertices of G. Let X and Y be subsets of vertices of G. The induced subgraph G[X] is the subgraph of G whose vertex set is X and whose edge set consists of all edges of G which have both ends in X. For any v ∈ V (G), denote by G − v the induced subgraph G[V \ {v}]. The complete product G 1 ▽ G 2 of graphs n 1 ,n 2 ,...,n k n as shown in Fig. 1 .
• K t s : the graph obtained by adding a pendant edge to t vertices of K s , where 2 ≤ t ≤ s and n = s + t.
• K n 1 ,n 2 ,...,n k n : the graph G with d G (v) = n − 1 and G − v is the disjoint union of some complete graphs, where n = k i=1 n i + 1 and k ≥ 2. 
Preliminaries
Before presenting the proof of the main result, we give some important lemmas and theorems. The following lemma is well-known Cauchy Interlace Theorem.
Lemma 2.1 ([1]) Let A be a Hermitian matrix of order n with eigenvalues λ 1 (A) ≥ λ 2 (A) ≥ · · · ≥ λ n (A), and B be a principal submatrix of A of order m with eigenvalues
Applying Lemma 2.1 to the distance matrix D of a graph, we have Lemma 2.2 Let G be a graph of order n with distance spectrum
, and H be an induced subgraph of G on m vertices with the distance spectrum Proof. Let G be a connected graph with order n ≥ 2, then P 2 is an induced subgraph of G, and D(P 2 ) is a principal matrix of D(G). Note that λ 2 (D(P 2 )) = −1, then by Lemma
For the equality, we only need to prove the necessity. Suppose that G is not complete graph, then d(G) ≥ 2. As a result,
From the proof of the above theorem, there is no graph of order n with
First we will investigate which graphs satisfy
. We call H a forbidden subgraph of G if G contains no H as an induced subgraph. Proof. Note that the diameters of graphs C 4 , C 5 and H 1 are all 2. Their D-spectra are shown as follows. ≈ −0.5692, a contradiction. Thus C 4 is a forbidden subgraph of G. Similarly, we can prove that C 5 and H 1 are also forbidden subgraphs of G. 
Lemma 2.6 Let G be a connected graph and D(G) be the distance matrix of G. If We claim that G[S ∪ {x, y}] is a clique, otherwise there exists forbidden subgraph
s . If T = ∅, then we claim that each vertex in T is adjacent to some vertices in S. Otherwise the distance from the vertex to u or v is at least 4, a contradiction. Furthermore, we claim that each vertex in T is adjacent to exactly one vertex in S and the vertices in T have no common neighbor in S. Otherwise there exists forbidden subgraph H 1 , H 2 or H 3 . Moreover, by forbidden subgraph C 4 , T is an independent set. Therefore G ∼ = K t s . Case 2. For any two non-adjacent vertices, they have exactly one common neighbor.
Let S = {v 1 , v 2 , . . . , v k } be the maximum independent set of G, where k ≥ 2. Let S = V (G)\S. Then by the definition of the maximum independent set, each vertex inS is adjacent to some vertices in S.
Let v be the only common neighbor of v 1 and v 2 . We claim that v is adjacent to each vertex in S. Otherwise there exists forbidden subgraph H 2 , C 5 , C 4 or H 1 . Since any two non-adjacent vertices of G have exactly one common neighbor, then each vertex inS\{v} is adjacent to exactly one vertex in S. 
Main results
In this section, we will show that the graphs with λ 2 (D(G)) ≤ 17− √ 329 2 are determined by their D-spectra. First, we give the distance characteristic polynomials of K t s and K
, where 2 ≤ t ≤ s and n = s+t. Then the distance characteristic polynomial of G is as follows. For s ≥ t + 1,
For s = t,
Proof. For s ≥ t + 1. The distance matrix of K t s can be written as
, and
.
For s = t. The distance matrix of K t s can be written as
Proof. By Lemma 3.1,
Note that f (λ) → +∞ (λ → +∞) and f (0) < 0, so there is at least one root in (0, +∞). Since f (− Proof. For any K
Suppose that they are D-cospectral, by Lemma 3.1, then
Proof. The distance matrix of G has the form
where J n i is the all-one square matrix with order n i , I n i is the identity square matrix with order n i , and J n i ×n j (i = j) is the all-one matrix with n i rows and n j columns.
Then
Proof. Let G = K n 1 ,n 2 ,...,n k n . By Lemma 3.4, −1 is the eigenvalue of G with multiplicity
then λ 1 , λ 2 , . . . , λ k+1 are the roots of g(λ, n 1 , n 2 , . . . , n k ).
Denote s 1 = k j=1 n j , s 2 = 1≤j 1 <j 2 ≤k n j 1 n j 2 , . . . , s i = 1≤j 1 <j 2 <···<j i ≤k n j 1 n j 2 · · · n j i , . . . , s k = n 1 n 2 · · · n k . Obviously, µ 0 = 1 and Hence 6m − 5t(t − 1) = 6m, i.e., 6(m −m) = 5t(t − 1). Note that t ≥ 2, then m −m is a nonzero positive integer, and hence 6|t(t − 1).
If s ≥ t + 1. By Lemmas 3.1 and 3.4, we know that −1 is the eigenvalue of G and G with multiplicity s − t − 1 and n − k − 1, respectively. Hence s − t − 1 = n − k − 1, then k = 2t, since s = n − t. By Corollary 3.2, λ 2 (D(G)) = √ 2 − 2 ≈ −0.5858, then λ 2 (D(G)) = √ 2−2. We claim that k < 6. Otherwise, the star K 1,6 is an induced subgraph ofG, by Lemma 2.2, λ 2 (D(G)) ≥ λ 2 (D (K 1,6 )) = −0.5678, a contradiction. Note that t ≥ 2, then k = 2t = 4, contradicting 6|t(t − 1).
If s = t. By Lemma 3.1, −1 is the eigenvalue of G with multiplicity 0, hence −1 is also the eigenvalue ofG with multiplicity 0. By Lemma 3.4, k = n − 1. Then n 1 = n 2 = · · · = n k = 1, that isG = K 1,n−1 . Note that −2 is the eigenvalue ofG, then −2 is also the eigenvalue of G, we can deduce that t 2 − 6t + 2 = 0, a contradiction. ✷ Proof. By Lemma 2.6, G ∈ K n ∪ K t s ∪ K n 1 ,n 2 ,...,n k n . Obviously, K n is determined by its D-spectrum. By Theorems 3.3, 3.5 and 3.6, the result follows immediately.
