Abstract. This paper concerns the continuous time mean-variance portfolio selection problem with a special nonlinear wealth equation. This nonlinear wealth equation has nonsmooth random coefficients and the dual method developed in [7] does not work. To apply the completion of squares technique, we introduce two Riccati equations to cope with the positive and negative part of the wealth process separately. We obtain the efficient portfolio strategy and efficient frontier for this problem. Finally, we find the appropriate sub-derivative claimed in [7] using convex duality method.
Introduction
A mean-variance portfolio selection problem is to find the optimal portfolio strategy which minimizes the variance of its terminal wealth while its expected terminal wealth equals a prescribed level. Markowitz [17] , [18] first studied this problem in the single-period setting. It's multi-period and continuous time counterparts have been studied extensively in the literature; see, e.g. [1] , [9] , [14] , [15] , [21] and the references therein.
Most of the literature on mean-variance portfolio selection focuses on an investor with linear wealth equation.
But in some cases, one need to consider nonlinear wealth equations. For example, a large investor's portfolio selection may affect the return of the stock's price which leads to a nonlinear wealth equation. When some taxes must be paid on the gains made on the stocks, we also have to deal with a nonlinear wealth equation.
As for the continuous time mean-variance portfolio selection problem with nonlinear wealth equation, Ji [7] obtained a necessary condition for the optimal terminal wealth when the coefficient of the wealth equation is smooth. [5] studied the continuous time mean-variance portfolio selection problem with higher borrowing rate in which the wealth equation is nonlinear and the coefficient is not smooth. They employed the viscosity solution of the HJB equation to characterize the optimal portfolio strategy.
Formulation of the problem
Let W = (W 1 , ..., W d ) ′ be a standard d-dimensional Brownian motion defined on a filtered complete probability space (Ω, F , {F t } t≥0 , P ), where {F t } t≥0 denotes the natural filtration associated with the d-dimensional
Brownian motion W and augmented.
We introduce the following spaces:
(Ω, F T , P ; R) = ξ : Ω → R ξ is F T -measurable, and E|ξ| 2 < ∞ , For any x ∈ R d ,
and the functions x
and
Consider the following kind of nonlinear wealth equation:
where the interest rate r t is a deterministic uniformly bounded scalar-valued function. All processes
are assumed to be F t -adapted and bounded uniformly in (t, ω) ∈ [0, T ] × Ω. We assume throughout that σ t is uniformly nondegenerate:
This king of nonlinear wealth equation has nonsmooth coefficients and can cover the following three important models: the first model is proposed by Jouini and Kallal [10] and El Karoui et al [3] in which an investor has different expected returns for long and short position of the stock; the second one is given in section 4 of [2] for a large investor; the third one is introduced in [4] to study the wealth equation with taxes paid on the gains. Please refer [8] for a synthetic reference. Denote by A(x 0 ) the set of portfolio π admissible for the initial investment x 0 .
For a given expectation level K ≥ x 0 e T 0 rsds , consider the following continuous time mean-variance portfolio selection problem:
The above problem is called feasible if there is at least one portfolio satisfying the constraints of (2.4). The optimal strategy π * to (2.4) is called an efficient strategy corresponding to K. Denote the optimal terminal value by X * T . Then, (V arX * T , K) is called an efficient point. The set of all efficient points {(V arX *
rsds , +∞)} is called the efficient frontier. 
Main results
where µ t := σ t θ t ,μ t := σ tθt , t ∈ [0, T ], a.s.
Proof: We first prove the "if" part. Assume
+ dt > 0, and denote
Then there exists at least one of the sets M i whose product measure (in terms of P and the Lebesgue measure) is nonzero. Suppose the measure of M i0 is nonzero. We can construct a class of portfolio strategies π β := βπ, where β ≥ 0, and
The wealth corresponding to π β at time T is
thanks to the positive homogeneity of x + and x − .
Thus problem (2.4) is feasible if there exists β ≥ 0 such that
This is equivalent to
′μ t )dt > 0 which can be easily verified from the construction of π β .
For the case
rsds , there exists an
for some admissible portfolio π, this leads to (3.1).
This completes the proof.
Throughout this paper, we shall assume (3.1) holding.
To deal with the constraint EX T = K, we introduce a Lagrange multiplier −2λ ∈ R and get the following auxiliary optimal stochastic control problem:
where d := K + λ.
Remark 3.2
The link between problem (2.4) and (3.2) is provided by the Lagrange duality theorem (see Luenberger [16] )
So the optimal problem (2.4) can be divided into two steps. The first step is to solve
for any fixed d ∈ R. The second step is to find the Lagrange multiple which attains
Introduce the following two Riccati equations:
where
For P > 0, denote
are strictly convex with respective to π, so π 1 (t, ω, P, Λ) and π 2 (t, ω, P, Λ) are uniquely defined. The Riccati equations (3.5) and (3.6) are highly nonlinear BSDEs which violate the standard Lipschitz assumptions for existence. There are lots of results on the solvability of Riccati equations, see for example [6, 12, 13] . But to our knowledge, there are no results which can cover the Riccati equations (3.5) and (3.6).
We first address the existence of these equations via truncation technique and the results of [13] .
Theorem 3.4
There exists a solution (P 1 , Λ 1 ) (respectively, (P 2 , Λ 2 )) to the BSDE (3.5) (respectively, (3.6)).
Proof: We proof only the claim for BSDE (3.5), the existence for BSDE (3.6) is similar.
Step 1: For any subset I of the index set {1, ..., d}, denote
and denote
Then we have
Step 2: We claim that the following BSDE (the argument t is suppressed) has a solution in terms of
Note that we have assumed that r, θ,θ and σ are uniformly bounded, then there exists a nonnegative constant c independent of I, such that 2r t ≤ c and −(µ
Consider the following BSDE:
where g :
, and g(x) = 1, for x ≥ c 1 . According to Theorem 1 in [13] , there exists a bounded maximal solution (see the precise definition in [13] ) to this BSDE denoted as (P 4 , Λ 4 ). This shows that (P 4 , Λ 4 ) is actually a solution of BSDE (3.8).
And the following BSDE
Step3: Complete the proof. Consider the following BSDE:
where g 2 is the truncation function in Step 2. From the inequality (3.7) and Theorem 1 in [13] , there exists a bounded, maximal solution of BSDE (3.11), denoted as (P 6 , Λ 6 ). Inequality (3.7) gives also P 6 (t) ≥ P 3 (t) ≥ c 1 , ∀t ∈ [0, T ]. Therefore (P 6 , Λ 6 ) is actually a solution of BSDE (3.5) . This completes the proof.
The following corollary is useful in determining the Lagrange multiple.
Corollary 3.5 Let (P 1 (t), Λ 1 (t)) and (P 2 (t), Λ 2 (t)) be the unique solutions of (3.5) and (3.6) respectively, then we have
Proof: We prove P 1 (0)e −2 T 0 rsds < 1 only. From the definition of H 1 (P, Λ), we deduce H 1 (P, Λ) ≤ 0. Thus
That is (P 1 (t), Λ 1 (t)) = (e 2 T t rsds , 0), therefore
Thus µ t =μ t = 0, t ∈ [0, T ], a.s., but this contradict with (3.1). This completes the proof.
Theorem 3.6
The state feedback control
is optimal for problem (3.3). Moreover, in this case the optimal cost is
rsds . Applying Tanaka's formula to Y + t , we get
where L t is the local time of Y t at 0.
where we have used the fact t 0 | Y t | dL t = 0, a.s., please refer Proposition 1.3 in Chapter VI of [19] for the proof.
Applying Ito's formula to P 1 (t)(Y + t )
2 , we get
Similarly, we can get
We define an increasing sequence of stopping times τ n , n ≥ 1 which converging to T almost surely as follows:
where inf ∅ := +∞.
Integrating (3.14) and (3.15) from 0 to τ n , summing them and taking expectation, we get
From the definition of H 1 (P, Λ), we know the integrand on the right-hand side in the above equation, denoted as φ(Y t , π t ), is nonnegative. For instance, when Y t > 0, set π t := Y t u t , for some u t ∈ R d , then
For any π ∈ A(x 0 ), it's easy to verify E sup
Let n → ∞, and by the dominated convergence theorem, we have 16) where the equality holds at
which is (3.12). As a consequence, (3.13) is verified.
Now we need to prove
We claim the following equation has a unique continuous F t -adapted solution.
(3.17)
Consider the following two equations:
And it's easy to verify that Y t :=Ŷ t −Ỹ t solves Eq. (3.17). The proof of uniqueness is similar.
From (3.16), we know the solution of (3.17) satisfies E(Y T )
(3.17) can also be regarded as a BSDE, from the classical BSDE theory, we conclude π
This completes the proof. 
By similar procedure as in the proof of Theorem 3.6, we can get
where (P 1 , Λ 1 ) and (P 2 , Λ 2 ) are any solutions of the Riccati equations (3.5) and (3.6) respectively. This
shows that the solution of Riccati equation (3.5) is unique and so do (3.6).
Now we determine the Lagrange multiple d * which attains max
rsds ;
rsds , by simple calculation, we get
And max
rsds is the maximum point of max
Under the optimal π * defined in (3.12) with d * , we know Y t =Ŷ t −Ỹ t = −Ỹ t ≤ 0 from (3.18) and (3.19).
The above analysis boils down to the following theorem.
Theorem 3.8 The efficient strategy of the problem (2.4) can be written as a function of time t and wealth X:
Moreover, the efficient frontier is
Remark 3.9 When the dimension d = 1 and σ t > 0, t ∈ [0, T ], a.s., we have
Note that we have assumed that θ t ≤θ t , t ∈ [0, T ], a.s.. 
Convex duality
In [7] , the terminal perturbation method depends heavily on the differentiability of wealth equation with respect to π. So for problem (2.4), [7] have only sufficient condition (Corollary 4.4) with derivative replaced by sub-derivatives. But for wealth equation (2.1), the sub-derivatives are [µ,μ]. Now we try to find an appropriate sub-derivative by convex duality method.
For notation simplicity, we set the dimension d = 1.
By the conclusion in Section 3, we know problem (2.4) is equivalent to the following problem 
where (V ξ t , q t ) is the unique solution of the following BSDE,
The generator of the above BSDE is convex, thus we have the following variational representation of Especially, we have
and the equality holds if and only if there existsξ ∈ L 2 ,ζ > 0,v ∈ B such that hold simultaneously. So we introduce the dual problem
Let's first deal with inf v∈B E(N r,v 0,T ) 2 which is apparently independent of ζ. Consider its more general dynamic counterpartṼ
We conjecture thatṼ (t, v) has the following form
where (Ỹ ,Z) is the unique solution of the following BSDẼ 
By the result of Kobylanski [11] , the quadratic BSDE (4.8) has a unique solution (Ỹ ,Z).
Then the internal infimum in (4.7) is attained at And it's easy to verify (4.6). Actually,v is the appropriate sub-derivative that we are looking for. And problem (2.4) is equivalent to
dX t = (r t X t + π t σ tvt )dt + π t σ t dW t ,
x ≤ x 0 .
(4.9)
So far, the problem (2.4) has been solved by two method: the completion of squares method and the convex duality method. Next we will explain that the optimal solutions obtained by these two method are the same. First the solutions of BSDE (3.6) and BSDE (4.8) have the following relationship. Notice proposition 4.1, these two equalities are easy to check.
