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Summary	
Several	typically	human	features,	that	are	absent	in	contemporary	machine	decision-making,	may	(directly	or	indirectly)	govern	human	decision-making	processes.	For	example,	humans	may:	
– experience	mental	pressure	and	get	exhausted;
– need	motivation	and	confidence;
– unconsciously	influence	each	other;
– employ	emotional	responses	and	feelings	to	make	decisions;
– possess	the	capability	to	develop	empathy.The	research	in	this	thesis	is	focused	on	capturing	these	features	in	a	set	of	human-like	and	human-aware	models	in	order	to	support	(groups	of)	humans	with	artificial	intelligence.	This	requires	a	modeling	approach	that	relates	to	our	human	biological	and	neurological	basis,	and	that	allows	for	efficient	use	of	these	models	in	supporting	artificial	intelligence	applications.	Based	on	literature	from	the	fields	of	biology,	(social)	psychology	and	(social)	neuroscience,	this	thesis	develops	models	that	capture	human	mental	states	and	processes.	Subsequently,	these	models	are	internally	validated	by	for	instance	simulation	and/or	mathematical	analysis.	Also,	the	models	are	subjected	to	a	partial	external	validation	by	producing	various	emerging	patterns	as	described	informally	in	relevant	literature.	Special	attention	has	been	given	to	the	efficient	use	of	these	models	in	artificial	intelligence	applications.	Finally,	this	thesis	demonstrates	how	the	use	of	these	models	can	provide	intelligent	support	to	humans,	inspired	by	domains	such	as	leadership	and	mediation.	This	thesis	shows	how	artificial	intelligence	applications	can	monitor	and	analyze	the	behavior	of	humans	in	their	environment,	and	assess	relevant	mental	states	and	processes	of	the	humans.	Based	on	the	analysis,	effective	support	actions	and	interventions	can	be	provided	to	the	supported	humans;	support	that	otherwise	could	only	be	provided	by	humans.	This	explorative	research	contributes	to	the	goal	of	improving	the	cooperation	between	computers	and	humans	by	incorporating	an	increased	form	of	human	awareness	in	computers	(instead	of	the	other	way	around).	
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Aim	  of	  this	  thesis	  The	  aim	  of	  this	  thesis	  is	  to	  explore	  the	  modeling	  of	  human	  mental	  (cognitive	  and	  affective)	  processes,	  in	  an	  individual	  or	  social	  setting.	  Models	  capturing	  recent	  findings	  from	  domains	  such	  as	  Social	  Neuroscience	  may	  enable	  software	  applications	  to	  behave	  intelligently	  in	  providing	  support	  to	  human	  beings.	  This	  aim	  is	  in	  line	  with	  the	  objectives	  of	  the	  research	  field	  of	  Ambient	  Intelligence.	  The	  central	  theme	  for	  this	  thesis	  is	  human	  decision-­‐making.	  Providing	  support	  in	  that	  domain	  can	  be	  relevant:	  on	  a	  daily	  basis	  we	  all	  make	  many	  decisions,	  ranging	  from	  small	  to	  large,	  personally	  and	  professionally,	  and	  in	  individual	  or	  social	  settings.	  In	  adopting	  this	  central	  theme,	  this	  thesis	  will	  explore	  modeling	  of	  several	  cognitive,	  affective,	  and	  combined	  aspects	  for	  decision-­‐making	  processes,	  and	  illustrate	  how	  these	  models	  can	  be	  used	  to	  provide	  support	  to	  human	  beings.	  
Motivation	  We	  live	  in	  an	  era	  where	  computers	  and	  smart	  mobile	  devices	  increasingly	  surround	  us.	  For	  many	  tasks	  we	  use	  the	  support	  of	  computers	  and	  smart	  devices.	  It	  has	  even	  become	  difficult	  to	  imagine	  their	  absence;	  their	  support	  has	  become	  indispensible.	  Were	  you	  ever	  in	  the	  situation	  that	  you	  went	  out	  the	  door	  without	  your	  smartphone?	  As	  soon	  as	  you	  noticed	  this,	  did	  you	  miss	  its	  envisaged	  support	  and	  felt	  the	  urge	  to	  turn	  around	  and	  fetch	  it?	  If	  we	  think	  back	  only	  some	  thirty	  years,	  we	  see	  a	  completely	  different	  situation.	  The	  domains	  of	  automation	  and	  the	  use	  of	  computers	  were	  mainly	  for	  specialists.	  The	  cooperation	  between	  humans	  and	  software	  during	  a	  computer-­‐supported	  activity	  required	  a	  lot	  of	  understanding	  from	  humans.	  Affinity	  with	  how	  computers	  work	  and	  how	  computers	  can	  be	  programmed	  was	  necessary	  to	  successfully	  cooperate	  with	  these	  devices.	  As	  a	  result,	  humans	  were	  responsible	  for	  the	  cooperation	  aspects	  between	  humans	  and	  computers.	  Today,	  computer	  software	  has	  become	  much	  more	  user-­‐friendly.	  Next	  to	  technical	  soundness,	  today’s	  software	  is	  also	  required	  to	  provide	  a	  user-­‐friendly	  interface	  and	  even	  to	  appeal	  to	  our	  aesthetic	  appreciation.	  Moreover,	  today’s	  software	  is	  increasingly	  context-­‐aware	  (for	  instance,	  awareness	  of	  our	  current	  location	  and	  objective);	  compared	  to	  some	  thirty	  years	  ago,	  the	  level	  of	  automation	  has	  increased	  significantly.	  As	  a	  result,	  the	  responsibility	  for	  cooperation	  between	  humans	  and	  computers	  has	  shifted	  from	  a	  human	  responsibility	  to	  a	  shared	  responsibility.	  In	  the	  near	  future,	  the	  trend	  in	  shifting	  the	  responsibility	  for	  the	  cooperation	  between	  human	  agents	  and	  computer	  software	  may	  persist.	  In	  that	  case,	  technical	  soundness,	  user-friendliness	  and	  context-­‐awareness	  will	  then	  probably	  no	  longer	  suffice	  for	  software	  to	  be	  successful.	  In	  that	  future,	  software	  will	  also	  be	  required	  to	  exhibit	  a	  deeper	  understanding	  of	  the	  mental	  processes	  of	  the	  human	  being.	  Based	  on	  this	  understanding	  of	  the	  human	  and	  the	  situation,	  the	  level	  of	  support	  that	  can	  be	  provided	  by	  computers	  may	  further	  increase.	  Software	  may,	  compared	  to	  today,	  provide	  increased	  support	  during	  our	  decision-­‐making	  processes	  and	  more	  often	  take	  the	  initiative	  to	  intervene	  in	  situations	  to	  improve	  the	  outcomes	  for	  the	  human.	  Compared	  to	  thirty	  years	  ago,	  in	  the	  near	  future,	  we	  may	  no	  longer	  have	  to	  understand	  computers	  in	  order	  to	  obtain	  these	  increased	  levels	  of	  support.	  The	  computers	  will	  have	  to	  understand	  humans,	  with	  all	  their	  varying	  characteristics,	  in	  order	  to	  provide	  increased	  levels	  of	  support.	  Software	  will	  be	  responsible	  for	  the	  cooperation	  aspects	  between	  humans	  and	  software.	  In	  support	  of	  this	  trend,	  the	  research	  field	  of	  Ambient	  Intelligence	  aims	  for	  the	  incorporation	  of	  a	  form	  of	  understanding	  of	  humans,	  in	  software	  agents.	  This	  form	  of	  understanding	  encompasses	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the	  analysis	  of	  the	  human’s	  mental	  state	  and	  dynamics	  in	  relation	  to	  the	  current	  situation.	  Based	  on	  this	  knowledge,	  these	  software	  agents	  may	  provide	  support	  and	  interventions	  in	  a	  timely	  fashion.	  	  Incorporating	  this	  type	  of	  knowledge	  into	  software	  agents,	  and	  providing	  support	  based	  on	  this	  knowledge,	  is	  a	  challenging	  domain.	  	  This	  challenge	  poses	  several	  interesting	  research	  questions.	  This	  thesis	  focuses	  on	  some	  of	  these	  questions,	  as	  explained	  in	  the	  section	  below.	  
Research	  Questions	  The	  motivation	  above	  discusses	  a	  trend	  in	  which	  software	  applications	  may	  incorporate	  and	  use	  knowledge	  on	  human	  mental	  processes,	  with	  the	  purpose	  of	  providing	  support	  to	  humans.	  Capturing	  contemporary	  (to	  some	  degree	  speculative)	  knowledge	  for	  the	  domain	  of	  human	  mental	  processes	  poses	  quite	  a	  challenge,	  and	  requires	  the	  use	  of	  abstractions	  from	  reality.	  Models	  for	  this	  domain	  may	  capture	  these	  abstractions,	  and	  subsequently	  may	  be	  used	  for	  verification	  and	  proof-­‐of-­‐concepts	  for	  providing	  support	  to	  human	  beings.	  	  Based	  on	  this,	  the	  central	  (level	  0)	  research	  question	  for	  this	  exploration	  can	  be	  formulated	  as	  follows:	  
Q0. How	  can	  knowledge	  on	  human	  mental	  processes	  be	  captured	  in	  models	  so	  that	  these	  models	  can	  be	  used	  in	  applications	  that	  provide	  support	  to	  humans?	  
Decomposition	  of	  Research	  Question	  Q0	  The	  first	  issue	  that	  is	  raised	  by	  research	  question	  Q0	  is	  to	  establish	  an	  approach	  that	  is	  suitable	  for	  capturing	  knowledge	  on	  human	  mental	  processes.	  Selecting	  the	  right	  approach	  is	  an	  important	  factor	  in	  many	  domains,	  like	  selecting	  the	  right	  tool	  for	  the	  job.	  The	  approach	  for	  capturing	  knowledge	  of	  human	  mental	  processes	  should	  be	  based	  on	  the	  features	  of	  the	  domain,	  and	  result	  in	  a	  specification	  of	  the	  modeling	  constructs	  that	  can	  be	  employed	  for	  the	  formalization	  of	  relevant	  domain	  knowledge.	  	  It	  is	  noteworthy	  that	  defining	  the	  right	  modeling	  approach	  acts	  as	  a	  pivotal	  point	  between:	  a) At	  a	  higher	  level	  of	  abstraction:	  the	  use	  of	  these	  models	  in	  applications	  in	  order	  toprovide	  support.	  At	  this	  higher	  level	  of	  abstraction,	  the	  definition	  of	  the	  modelingapproach	  constrains	  the	  way	  in	  which	  the	  models	  can	  be	  used	  in	  applications.b) At	  a	  lower	  level	  of	  abstraction:	  instantiating	  models	  with	  domain	  knowledge.	  At	  thislower	  level	  of	  abstraction,	  the	  definition	  of	  the	  modeling	  approach	  defines	  the	  syntax	  andthe	  semantics	  of	  the	  modeling	  elements	  that	  can	  be	  used	  to	  capture	  knowledge	  inmodels.The	  second	  and	  third	  issues	  raised	  by	  research	  question	  Q0	  concern	  these	  two	  abstraction	  levels,	  respectively:	  how	  the	  formalized	  knowledge	  can	  be	  operationalized	  in	  applications,	  and	  how	  relevant	  knowledge	  can	  be	  instantiated	  in	  models.	  Finally,	  instantiating	  models	  with	  domain	  knowledge	  covers	  the	  formalization	  of	  (sometimes	  speculative)	  knowledge	  from	  (most	  of	  the	  time)	  informal	  descriptions,	  and	  illustrates	  the	  way	  that	  these	  models	  can	  contribute	  to	  providing	  support.	  Examples	  of	  relevant	  domains	  for	  the	  decision-­‐making	  theme	  of	  this	  thesis	  are	  Psychology	  (covering	  exhaustion,	  emotion	  contagion),	  Social	  Neuroscience	  (covering	  mental	  processes)	  and	  the	  field	  of	  Alternative	  Dispute	  Resolution	  (covering	  human	  –mediator–	  support	  for	  joint	  decision-­‐making).	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  Based	  on	  the	  above,	  research	  question	  Q0	  can	  be	  decomposed	  into	  three	  separate	  but	  related	  research	  questions:	  	  	  	   Q1. Which	  modeling	  approach	  is	  suitable	  for	  formalizing	  knowledge	  on	  human	  mental	  processes?	  	  Q2. How	  can	  models,	  formalized	  in	  accordance	  with	  this	  approach,	  be	  operationalized	  in	  applications	  that	  provide	  support?	  	   Q3. How	  can	  knowledge	  on	  human	  processes,	  originating	  from	  domains	  such	  as	  Social	  Neuroscience	  or	  Alternative	  Dispute	  Resolution,	  be	  modeled	  in	  accordance	  with	  this	  approach,	  and	  how	  can	  these	  models	  contribute	  to	  providing	  support?	  	  	  
Decomposition	  of	  Research	  Question	  Q1	  	  As	  mentioned	  above,	  the	  modeling	  approach	  should	  be	  based	  on	  the	  features	  of	  the	  domain	  of	  human	  mental	  processes.	  	  	  As	  already	  discussed	  at	  the	  beginning	  of	  this	  section,	  models	  capture	  abstractions	  from	  reality.	  Nonetheless,	  the	  modeling	  approach	  for	  human	  mental	  processes	  should	  maintain	  a	  relation	  to	  the	  biological	  mechanisms	  underlying	  the	  human	  mental	  processes.	  In	  that	  way,	  the	  models	  produced	  in	  accordance	  with	  this	  modeling	  approach	  are	  grounded	  in	  reality.	  	  Also,	  in	  discussing	  cognitive	  processes,	  van	  Gelder	  and	  Port	  (1995)	  state:	  	   “Cognitive	  processes	  and	  their	  context	  unfold	  continuously	  an	  simultaneously	  in	  real	  time.	  (…)	  The	  cognitive	  system	  …	  is	  a	  structure	  of	  mutually	  and	  simultaneously	  influencing	  change.”	  (van	  Gelder	  and	  Port,	  1995).	  	  From	  these	  passages	  two	  important	  features	  of	  human	  mental	  processes	  can	  be	  distilled:	  the	  temporal	  aspects	  and	  the	  dynamics	  of	  human	  mental	  processes.	  Both	  of	  these	  features	  should	  be	  addressed	  adequately	  by	  the	  modeling	  approach	  for	  human	  mental	  processes.	  	  Based	  on	  the	  above,	  Q1	  can	  be	  decomposed	  into	  the	  following	  two	  research	  questions:	  	  	   Q1.1. Which	  modeling	  approach	  can	  provide	  models	  that	  can	  be	  related	  to	  biological	  mechanisms	  underlying	  mental	  processes?	  	  Q1.2. Which	  modeling	  approach	  can	  incorporate	  temporal	  aspects	  and	  dynamics	  of	  human	  mental	  processes	  in	  a	  suitable	  manner?	  	  	  	  
Decomposition	  of	  Research	  Question	  Q2	  	  In	  formulating	  research	  question	  Q2	  already	  a	  distinction	  is	  made	  between	  models	  and	  the	  operationalization	  of	  models	  in	  applications,	  where	  research	  question	  Q2	  specifically	  deals	  with	  the	  operationalization.	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  In	  the	  operationalization,	  the	  models	  will	  ‘come	  to	  life’:	  the	  models	  will	  be	  used	  in	  such	  a	  way	  that	  conclusions	  can	  be	  drawn	  for	  a	  specific	  situation.	  These	  conclusions	  may	  concern	  for	  instance	  the	  analysis	  of	  the	  current	  situation,	  and	  in	  relation	  to	  that	  the	  generation	  of	  support	  or	  intervention	  actions	  that	  may	  improve	  the	  current	  situation	  for	  the	  human	  being.	  The	  components	  responsible	  for	  drawing	  these	  conclusions	  based	  on	  the	  incorporated	  domain	  models	  represent	  the	  intelligent	  part	  of	  the	  application.	  	  Next	  to	  the	  components	  that	  bring	  the	  models	  to	  life,	  other	  components	  within	  the	  application	  are	  responsible	  for	  system	  integration:	  these	  components	  interface	  with	  the	  entities	  outside	  the	  application,	  for	  instance	  to	  obtain	  measurements	  or	  to	  implement	  support	  actions,	  and	  integrate	  the	  intelligent	  components	  and	  their	  knowledge	  models.	  	  Based	  on	  this,	  the	  operationalization	  can	  be	  split	  into:	  
• Components	  that	  specifically	  deal	  with	  the	  use	  of	  domain	  models,	  and	  	  
• Components	  that	  integrate	  these	  components	  into	  a	  full	  system.	  	  Based	  on	  the	  above,	  Q2	  can	  be	  decomposed	  into	  the	  following	  two	  research	  questions:	  	  	   Q2.1. How	  can	  models	  with	  knowledge	  on	  human	  mental	  processes	  be	  used	  in	  intelligent	  components,	  to	  draw	  conclusions	  for	  providing	  support?	  	  	  Q2.2. How	  can	  these	  models	  and	  intelligent	  components	  be	  integrated	  into	  applications	  that	  provide	  support	  to	  humans?	  	  	  
Decomposition	  of	  Research	  Question	  Q3	  	  As	  mentioned	  in	  the	  aim	  for	  this	  thesis,	  the	  central	  theme	  for	  this	  thesis	  is	  decision-­‐making.	  For	  the	  exploration	  of	  this	  theme,	  the	  following	  route	  will	  be	  followed:	  	   1. First	  decision-­‐making	  at	  the	  level	  of	  a	  single	  individual	  will	  be	  explored,	  with	  a	  focus	  on	  task	  demands.	  The	  idea	  is	  that	  the	  cognitive	  workload	  for	  an	  individual	  should	  be	  balanced	  correctly,	  in	  order	  to	  achieve	  performance	  quality	  for	  decision-­‐making.	  The	  main	  modeling	  focus	  is	  on	  internal	  human	  aspects.	  	   2. Next,	  the	  shift	  will	  be	  made	  to	  include	  individual	  behavior.	  The	  idea	  is	  that	  behavioral	  indicators,	  observed	  in	  relation	  to	  task	  execution,	  may	  provide	  an	  indication	  of	  the	  development	  level	  of	  the	  individual	  and	  thereby	  an	  indication	  of	  the	  most	  effective	  level	  of	  involvement	  in	  a	  task-­‐related	  decision-­‐making	  process.	  The	  main	  modeling	  focus	  is	  on	  external	  human	  aspects.	  	   3. Subsequently,	  the	  shift	  will	  be	  made	  from	  individual	  to	  social	  processes,	  with	  a	  focus	  on	  social	  (emotion)	  contagion.	  The	  idea	  is	  that	  these	  contagion	  processes	  play	  an	  important	  role	  during	  joint	  decision-­‐making,	  in	  converging	  the	  intentions	  and	  associated	  feelings	  between	  multiple	  individuals.	  The	  main	  modeling	  focus	  is	  on	  external	  human	  aspects.	  	   4. Finally,	  the	  shift	  will	  be	  made	  to	  joint	  decision-­‐making	  processes.	  The	  idea	  is	  that	  in	  order	  to	  reach	  a	  strong	  form	  of	  joint	  decision,	  the	  participating	  individuals	  should	  select	  a	  common	  action	  option,	  share	  positive	  feelings	  in	  relation	  to	  this	  action	  option,	  and	  express	  their	  empathic	  understanding	  towards	  the	  other	  individuals.	  The	  modeling	  focus	  is	  both	  on	  internal	  and	  external	  human	  aspects.	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  Based	  on	  this	  route,	  research	  question	  Q3	  can	  be	  decomposed	  into	  four	  separate	  research	  questions:	  	  	   Q3.1 How	  can	  a	  model	  capture	  human	  individual	  task-­‐related	  cognitive	  workload	  and	  exhaustion,	  and	  how	  can	  such	  a	  model	  contribute	  to	  performance	  quality	  in	  task-­‐related	  decision-­‐making?	  	  Q3.2 How	  can	  a	  model	  capture	  human	  individual	  task-­‐related	  behavioral	  indicators	  for	  development-­‐level,	  and	  how	  can	  such	  a	  model	  contribute	  to	  determine	  an	  effective	  level	  of	  involvement	  in	  task-­‐related	  decision-­‐making?	  	  Q3.3 How	  can	  a	  model	  capture	  human	  emotion	  contagion	  processes,	  and	  how	  can	  such	  a	  model	  contribute	  to	  influence	  the	  impact	  of	  individual	  emotions	  on	  collective	  decision-­‐making?	  	  Q3.4 How	  can	  a	  model	  capture	  human	  joint	  decision-­‐making	  processes,	  and	  how	  can	  such	  a	  model	  contribute	  to	  providing	  support	  for	  reaching	  solid	  joint	  decisions	  with	  mutually	  acknowledged	  empathic	  understanding?	  	  	  
Research	  Question	  Summary	  	  Based	  on	  the	  above	  decomposition,	  the	  central	  research	  question	  Q0	  is	  answered	  if	  the	  following	  eight	  sub	  questions	  are	  answered:	  Q1.1,	  Q1.2,	  Q2.1,	  Q2.2,	  Q3.1,	  Q3.2,	  Q3.3	  and	  Q3.4.	  Table	  1	  below	  summarizes	  these	  eight	  research	  questions.	  	  	  
#	   Decomposition	   Research	  Question	  1	   Q1.1	   Which	  modeling	  approach	  can	  provide	  models	  that	  can	  be	  related	  to	  biological	  mechanisms	  underlying	  mental	  processes?	  2	   Q1.2	   Which	  modeling	  approach	  can	  incorporate	  temporal	  aspects	  and	  dynamics	  of	  human	  mental	  processes	  in	  a	  suitable	  manner?	  3	   Q2.1	   How	  can	  models	  with	  knowledge	  on	  human	  mental	  processes	  be	  used	  in	  intelligent	  components,	  to	  draw	  conclusions	  for	  providing	  support?	  4	   Q2.2	   How	  can	  these	  models	  and	  intelligent	  components	  be	  integrated	  into	  applications	  that	  provide	  support	  to	  humans?	  5	   Q3.1	   How	  can	  a	  model	  capture	  human	  individual	  task-­‐related	  cognitive	  workload	  and	  exhaustion,	  and	  how	  can	  such	  a	  model	  contribute	  to	  performance	  quality	  in	  task-­‐related	  decision-­‐making?	  6	   Q3.2	   How	  can	  a	  model	  capture	  human	  individual	  task-­‐related	  behavioral	  indicators	  for	  development-­‐level,	  and	  how	  can	  such	  a	  model	  contribute	  to	  determine	  an	  effective	  level	  of	  involvement	  in	  task-­‐related	  decision-­‐making?	  7	   Q3.3	   How	  can	  a	  model	  capture	  human	  emotion	  contagion	  processes,	  and	  how	  can	  such	  a	  model	  contribute	  to	  influence	  the	  impact	  of	  individual	  emotions	  on	  collective	  decision-­‐making?	  8	   Q3.4	   How	  can	  a	  model	  capture	  human	  joint	  decision-­‐making	  processes,	  and	  how	  can	  such	  a	  model	  contribute	  to	  providing	  support	  for	  reaching	  solid	  joint	  decisions	  with	  mutually	  acknowledged	  empathic	  understanding?	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  Table	  1:	  The	  eight	  research	  questions	  to	  be	  answered	  in	  this	  thesis.	  	  	  
Positioning	  this	  thesis	  	  For	  positioning	  this	  thesis,	  the	  NASA	  Technology	  Readiness	  Level	  (TRL)	  assessment	  system	  (modified)	  can	  be	  used	  [NASA,	  1995].	  This	  assessment	  system	  identifies	  in	  total	  9	  levels,	  where	  an	  assigned	  TRL	  is	  an	  indication	  of	  the	  maturity-­‐level	  of	  the	  concerned	  technology	  (ranging	  from	  TRL1	  –the	  lowest	  maturity	  level–	  to	  TRL	  9).	  See	  also	  Table	  2,	  adapted	  from	  the	  NASA	  “Technology	  Readiness	  Level”	  (TRL)	  Scale	  (1995).	  	  	  	   NASA	  Technology	  Readiness	  Levels	  (Source:	  http://www.nasa.gov/topics/aeronautics/features/trl_demystified.html,	  Aug.	  20,	  2010)	  TRL	  1	   Basic	  scientific	  research	  that	  can	  be	  turned	  into	  an	  application	  or	  concept	  under	  a	  research	  and	  development	  program	  is	  considered.	  TRL	  2	   An	  idea	  is	  proposed	  for	  the	  practical	  application	  of	  current	  research,	  but	  there	  are	  no	  experimental	  proofs	  or	  studies	  to	  support	  the	  idea.	  TRL	  3	   Active	  research	  and	  development	  begins,	  including	  analytical	  laboratory-­‐based	  studies	  to	  validate	  the	  initial	  idea,	  providing	  an	  initial	  "proof	  of	  concept".	  TRL	  4	   Basic	  examples	  of	  the	  proposed	  technology	  are	  built	  and	  put	  together	  for	  testing	  to	  offer	  an	  initial	  vote	  of	  confidence	  for	  continued	  development.	  TRL	  5	   More	  realistic	  versions	  of	  the	  proposed	  technology	  are	  tested	  in	  real-­‐world	  or	  near	  real-­‐world	  conditions,	  which	  includes	  initial	  integration	  at	  some	  level	  with	  other	  operational	  systems.	  TRL	  6	   A	  near	  final	  version	  of	  the	  technology	  in	  which	  additional	  design	  changes	  are	  likely	  is	  tested	  in	  real-­‐life	  conditions.	  TRL	  7	   The	  final	  prototype	  of	  the	  technology	  that	  is	  as	  close	  to	  the	  operational	  version	  as	  possible	  at	  this	  stage	  is	  tested	  in	  real-­‐life	  conditions.	  TRL	  8	   The	  technology	  is	  thoroughly	  tested	  and	  no	  further	  major	  development	  of	  the	  technology	  is	  required.	  Its	  operation	  as	  intended	  is	  demonstrated	  without	  significant	  design	  problems.	  TRL	  9	   The	  final	  operational	  version	  of	  the	  technology	  is	  thoroughly	  demonstrated	  through	  normal	  operations,	  with	  only	  minor	  problems	  needing	  to	  be	  fixed.	  Any	  further	  improvements	  to	  the	  technology	  at	  this	  point,	  whether	  planned	  or	  not,	  will	  be	  treated	  as	  TRL	  1.	  	  Table	  2:	  Technology	  Readiness	  Levels,	  adapted	  from	  the	  NASA	  “Technology	  Readiness	  Level”	  (TRL)	  Scale	  (1995).	  	  This	  thesis	  will	  be	  based	  on	  scientific	  research	  in	  for	  instance	  (Social)	  Psychology	  and	  Social	  Neuroscience.	  In	  this	  thesis,	  some	  of	  the	  basic	  principles	  from	  these	  fields	  (often	  positioned	  at	  TRL1)	  are	  translated	  into	  computational	  models	  (positioned	  at	  TRL2).	  Subsequently,	  these	  computational	  models,	  although	  remaining	  speculative,	  are	  in	  this	  thesis	  subjected	  to	  some	  form	  and	  level	  of	  verification,	  and	  sometimes	  to	  a	  proof-­‐of-­‐concept	  (positioned	  at	  TRL3).	  	  Extensive	  laboratory	  studies,	  obtaining	  experimental	  proof	  and	  validation	  with	  empirical	  data,	  and	  component	  integration	  are	  outside	  the	  scope	  of	  this	  thesis	  (TRL4	  and	  beyond).	  	  Fig.	  1	  indicates	  the	  positioning	  of	  this	  thesis	  within	  the	  Technology	  Readiness	  Level	  Scale.	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  Fig.	  1:	  Positioning	  this	  thesis	  in	  accordance	  with	  the	  NASA	  “Technology	  Readiness	  Level”	  Scale.	  	  	  	  
Research	  Method	  	  	  In	  this	  Section,	  the	  research	  method	  for	  this	  thesis	  is	  introduced.	  The	  research	  method	  can	  be	  defined	  as	  the	  process	  or	  workflow	  for	  executing	  the	  research	  activities.	  This	  workflow	  addresses	  the	  sequencing	  of	  activities	  to	  be	  performed	  for	  answering	  the	  research	  questions.	  	  	  As	  formulated	  in	  research	  question	  Q0,	  the	  main	  focus	  of	  this	  research	  is	  capturing	  knowledge	  (on	  human	  mental	  processes	  in	  models	  so	  that	  these	  models	  can	  be	  used	  in	  applications	  that	  provide	  support	  to	  humans).	  Capturing	  knowledge	  naturally	  involves	  two	  closely	  related	  sub-­‐activities:	  the	  modeling	  activity,	  and	  some	  level	  of	  verification	  of	  the	  resulting	  model.	  Thus,	  the	  central	  activity	  in	  the	  overall	  research	  method	  workflow	  will	  be	  concerned	  with	  ‘modeling	  and	  model	  verification’.	  This	  central	  activity	  may	  be	  performed	  in	  an	  iterative	  or	  incremental	  fashion,	  and	  is	  in	  itself	  a	  complex	  composed	  activity	  that	  will	  be	  discussed	  in	  more	  detail	  below.	  	  Noteworthy,	  research	  question	  Q0	  also	  mentions	  the	  domain	  for	  capturing	  knowledge:	  the	  domain	  of	  human	  mental	  processes.	  As	  mentioned	  in	  the	  decomposition	  of	  research	  question	  Q0,	  it	  is	  important	  that	  at	  the	  start	  of	  a	  modeling	  activity	  the	  right	  modeling	  approach	  is	  selected	  preferably	  based	  on	  the	  features	  of	  the	  domain	  (see	  also	  research	  question	  Q1).	  Thus,	  the	  first	  activities	  in	  the	  overall	  research	  method	  will	  be	  concerned	  with	  establishing	  the	  domain	  features	  and,	  based	  on	  these	  features,	  establishing	  the	  modeling	  approach.	  	  	  Finally,	  research	  question	  Q0	  also	  mentions	  the	  use	  of	  the	  models	  in	  applications	  that	  provide	  support	  to	  humans.	  Against	  the	  background	  provided	  by	  exploring	  research	  question	  Q2,	  the	  models	  that	  result	  from	  research	  question	  Q3	  may	  optionally	  be	  used	  to	  illustrate	  or	  verify	  the	  potential	  for	  providing	  support	  to	  human	  beings.	  In	  line	  with	  the	  positioning	  of	  this	  thesis,	  the	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  illustration	  of	  how	  knowledge	  models	  can	  contribute	  to	  providing	  support	  covers	  a	  relevant	  part	  of	  research	  question	  Q2.	  Therefore,	  an	  optional	  final	  activity	  in	  the	  overall	  research	  method	  concerns	  the	  illustration	  of	  the	  support	  potential	  of	  the	  models.	  	  Fig.	  2	  presents	  the	  high-­‐level	  research	  method	  workflow.	  The	  four	  activities	  and	  their	  relations	  are	  defined	  above.	  The	  third	  composed	  activity	  ‘Modeling	  &	  Model	  Verification’	  will	  be	  decomposed	  and	  discussed	  below.	  	  
	  	  Fig.	  2:	  the	  high-­‐level	  research	  method	  workflow.	  	  The	  ‘Modeling	  &	  Model	  Verification’	  activity	  is	  a	  complex	  process	  that	  starts	  with	  setting	  the	  objective	  for	  the	  modeling	  activity,	  followed	  by	  a	  complex	  ‘modeling	  and	  model	  verification’	  activity.	  This	  complex	  ‘modeling	  and	  model	  verification’	  activity	  can	  be	  detailed	  as	  follows:	  	  
• Based	  on	  the	  objective,	  relevant	  scientific	  literature	  is	  researched	  in	  order	  to	  provide	  a	  basis	  for	  building	  a	  qualitative	  conceptual	  model.	  In	  order	  to	  arrive	  at	  the	  conceptual	  model,	  these	  two	  activities,	  ‘Literature	  Review’	  and	  ‘Conceptualization’	  respectively,	  may	  be	  performed	  sequentially	  in	  one	  go,	  or	  may	  be	  performed	  incrementally	  or	  iteratively.	  After	  having	  completed	  the	  conceptual	  model,	  the	  qualitative	  model	  is	  converted	  into	  a	  formal	  mathematical	  model,	  by	  performing	  the	  ‘Formalization’	  activity.	  	  
Establish Modelling 
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• The	  formalized	  models	  will	  subsequently	  be	  subjected	  to	  verification.	  All	  models	  will	  at	  least	  be	  simulated	  and	  optionally	  can	  be	  subjected	  to	  a	  computational	  analysis	  or	  a	  mathematical	  analysis.	  As	  to	  the	  order	  of	  these	  three	  verification	  activities	  (‘Simulation’,	  ‘Computational	  Analysis’	  and	  ‘Mathematical	  Analysis’),	  no	  sequencing	  constraints	  are	  defined:	  the	  related	  activities	  may	  be	  performed	  in	  parallel	  (concurrently),	  or	  in	  any	  sequential	  order.	  Following	  the	  simulation	  and	  optionally	  the	  computational	  and	  mathematical	  analysis,	  an	  evaluation	  (the	  ‘Evaluation’	  activity)	  will	  be	  performed	  to	  establish	  whether	  the	  objectives	  for	  the	  modeling	  activities	  are	  met.	  If	  the	  objectives	  are	  not	  completely	  met,	  the	  process	  of	  modeling	  and	  verification	  may	  be	  repeated.	  The	  non-­‐optional	  ‘Simulation’	  activity	  is	  again	  a	  complex	  process	  that	  will	  be	  detailed	  below.	  	  Fig.	  3	  shows	  the	  workflow	  for	  the	  ‘Modeling	  &	  Model	  Verification’	  activity	  as	  described	  above.	  	  	  
	  Fig.	  3:	  the	  detailed	  ‘Modeling	  &	  Model	  Verification’	  from	  Fig.	  2.	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  The	  ‘Simulation’	  activity	  is	  a	  complex	  process	  that	  uses	  a	  computer	  for	  the	  actual	  execution	  of	  the	  simulation	  models.	  Because	  of	  the	  use	  of	  a	  digital	  computer,	  the	  continuous	  time	  formal	  mathematical	  models	  need	  to	  be	  transformed	  into	  a	  closely	  related	  discrete	  time	  simulation	  model	  that	  can	  be	  executed	  on	  a	  computer.	  The	  ‘Approximation’	  activity	  as	  depicted	  in	  Fig.	  4	  is	  responsible	  for	  this	  transformation.	  	  	  After	  transforming	  the	  formal	  mathematical	  model	  into	  a	  discrete	  time	  model,	  multiple	  simulation	  scenarios	  may	  be	  defined.	  The	  ‘Scenario	  Definition’	  activity	  will	  define	  and	  motivate	  relevant	  simulation	  scenarios	  in	  relation	  to	  the	  objectives	  for	  the	  modeling	  activity	  and	  the	  relevant	  literature.	  	  Subsequently,	  for	  each	  separate	  simulation	  scenario,	  all	  model	  parameters	  will	  need	  to	  be	  assigned	  an	  initial	  value.	  Also,	  the	  simulation	  parameters,	  such	  as	  the	  simulation	  time	  and	  time	  increment,	  will	  receive	  a	  value	  as	  result	  of	  this	  ‘Parameter	  Setting’	  activity.	  After	  completing	  the	  parameter	  setting,	  the	  each	  separate	  scenario	  can	  be	  executed	  (the	  ‘Execution’	  activity	  in	  Fig.	  4).	  Because	  both	  the	  ‘Parameter	  Setting’	  and	  ‘Execution’	  activity	  are	  performed	  for	  each	  element	  of	  the	  collection	  of	  simulation	  scenarios,	  Fig.	  4	  shows	  these	  activity	  as	  an	  expansion	  region	  in	  the	  workflow.	  	  
	  	  Fig.	  4:	  the	  detailed	  ‘Simulation’	  activity	  from	  Fig.	  3.	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Basic	  Assumptions	  and	  Background	  	  This	  thesis	  is	  based	  on	  the	  following	  basic	  assumptions:	  	  	  
• The	  biological	  neural	  basis	  for	  mental	  states,	  
• The	  typology	  of	  mental	  states,	  
• Agent	  Systems.	  	  These	  assumptions	  form	  the	  basis	  for,	  respectively,	  grounding	  the	  modeling	  approach,	  capturing	  dynamical	  processes	  involving	  knowledge	  on	  human	  mental	  states,	  and	  the	  development	  of	  intelligent	  applications	  providing	  support	  to	  humans.	  These	  assumptions	  are	  described	  in	  more	  detail	  below.	  	  The	  first	  assumption	  focuses	  on	  modeling	  individual	  and	  social	  processes	  involving	  mental	  states	  of	  human	  beings.	  These	  mental	  states	  and	  processes	  are	  assumed	  to	  relate	  to	  underlying	  biological	  neural	  mechanisms	  in	  the	  human	  brain.	  Based	  on	  this	  assumption,	  a	  modeling	  approach	  for	  capturing	  mental	  states	  and	  processes	  should	  embrace	  this	  relationship;	  by	  embracing	  this	  relationship,	  the	  modeling	  approach	  is	  grounded	  in	  reality.	  This	  assumption	  also	  includes	  the	  assumption	  that	  the	  considerations	  for	  the	  cognitive	  domain	  as	  mentioned	  in	  the	  decomposition	  of	  Q1,	  are	  equally	  applicable	  for	  the	  affective	  domain.	  	  	  The	  second	  assumption	  concerns	  the	  typology	  for	  main	  mental	  states	  that	  play	  a	  role	  in	  this	  thesis.	  Fig.	  5	  presents	  the	  assumed	  typology	  for	  mental	  states,	  together	  with	  several	  relevant	  mental	  characteristics	  at	  the	  meta-­‐level	  (such	  as	  personality	  traits,	  cognitive	  abilities,	  and	  experience)	  that	  also	  play	  a	  role	  in	  this	  thesis.	  	  	  In	  accordance	  with	  his	  typology,	  mental	  states	  can	  be	  subdivided	  into	  affective	  mental	  states	  (related	  to	  experiencing	  feelings	  and	  emotions)	  and	  cognitive	  mental	  states	  (related	  to	  cognition).	  The	  cognitive	  mental	  states	  can	  further	  be	  subdivided	  into	  epistemic	  mental	  states	  (related	  to	  –the	  acquisition	  of–	  knowledge)	  and	  volitional	  or	  motivational	  mental	  states	  (related	  to,	  consciously	  or	  unconsciously,	  developing	  actions).	  See	  also	  (Apperly,	  2011).	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  Fig.	  5:	  the	  assumed	  typology	  of	  mental	  states	  for	  this	  thesis.	  	  Based	  on	  this	  typology,	  this	  thesis	  focuses	  on	  cognitive	  mental	  states,	  affective	  mental	  states,	  and	  their	  interrelation	  both	  with	  other	  mental	  states	  and	  with	  each	  other.	  The	  emphasis	  in	  this	  thesis	  lies	  on	  emotion	  and	  intention	  mental	  states,	  with	  mirror	  neurons	  as	  their	  biological	  basis.	  Together	  with	  (social)	  perception,	  feeling	  and	  ownership	  (super-­‐mirror	  neurons),	  the	  causally	  connected	  mental	  states	  can	  form	  processes	  that	  may	  lead	  to	  empathic	  understanding	  between	  human	  individuals.	  Other	  mental	  states	  (such	  as	  beliefs	  and	  desires,	  and	  at	  the	  meta-­‐level	  personality	  characteristics	  and	  mental	  fatigue)	  play	  a	  secondary	  role	  in	  this	  thesis,	  for	  instance	  in	  models	  that	  provide	  support	  for	  achieving	  empathic	  understanding	  or	  models	  for	  human	  functional	  state.	  	  The	  third	  assumption	  for	  this	  thesis	  concerns	  the	  adoption	  of	  the	  Agent	  Systems	  mindset	  for	  modeling	  software	  support.	  The	  reason	  for	  this	  assumption	  is	  the	  encapsulation	  principle	  of	  Agent	  Systems,	  for	  all	  three	  software	  complexity	  dimensions:	  function,	  data,	  and	  control.	  See	  also	  (van	  Dyke	  Parunak,	  1996).	  Because	  of	  this	  encapsulation,	  even	  in	  a	  basic	  scenario	  staging	  a	  single	  human	  being	  (a	  human	  ‘agent’,	  from	  a	  modeling	  perspective)	  and	  a	  single	  software	  support	  agent,	  no	  outside	  control	  is	  assumed	  for	  providing	  support	  and	  interventions.	  Thus,	  the	  initiatives	  for	  interaction	  between	  the	  human	  agent	  and	  the	  software	  agent	  lie	  internally	  within	  these	  agents,	  and	  the	  responsibilities	  for	  providing	  support	  and	  interventions	  to	  a	  human	  agent	  lie	  internally	  within	  the	  software	  support	  agent.	  	  	  	  	  
Scope	  
	  
	  The	  scope	  for	  this	  thesis	  can	  be	  defined	  in	  two	  different	  ways:	  	  
• The	  activities	  that	  need	  to	  be	  performed	  for	  answering	  specific	  research	  questions.	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The	  activities	  that	  need	  to	  be	  performed	  for	  answering	  the	  research	  questions	  are	  defined	  by	  the	  research	  method	  workflow:	  this	  workflow	  is	  executed	  for	  each	  research	  question	  that	  requires	  a	  model	  that	  can	  be	  simulated.	  The	  notable	  exception	  is	  research	  question	  Q1,	  in	  the	  sense	  that	  it	  provides	  a	  meta-­‐model	  and	  a	  simulation	  environment	  as	  a	  point	  of	  reference	  for	  other	  research	  questions	  (thereby	  covering	  the	  first	  two	  activities	  of	  the	  research	  method	  workflow).	  
• The	  features	  that	  need	  to	  be	  present	  or	  not,	  and	  their	  relative	  emphasis,	  in	  answeringspecific	  research	  questions.This	  thesis	  aims	  at	  an	  exploration.	  Because	  of	  this,	  the	  research	  for	  this	  exploration	  is	  notmeant	  to	  provide	  unique	  or	  optimal	  answers	  to	  the	  research	  questions:	  finding	  amotivated	  answer	  to	  a	  research	  question	  counts	  as	  reaching	  a	  landmark	  on	  the	  routethat	  is	  defined	  by	  the	  research	  questions.As	  mentioned	  earlier,	  instantiating	  models	  with	  domain	  knowledge	  encompasses	  theformalization	  of	  speculative	  knowledge	  at	  TRL1.	  Examples	  of	  relevant	  domains	  for	  thedecision-­‐making	  theme	  of	  this	  thesis	  are	  Psychology	  (covering	  mental	  fatigue,	  emotioncontagion),	  Social	  Neuroscience	  (covering	  mental	  processes)	  and	  the	  field	  of	  AlternativeDispute	  Resolution	  (covering	  human	  –mediator–	  support	  for	  joint	  decision-­‐making).Although	  capturing	  this	  type	  of	  knowledge	  from	  these	  domains	  in	  a	  formal	  coherentmodel	  that	  illustrates	  realistic	  behavior	  may	  further	  increase	  the	  credibility	  of	  theknowledge,	  the	  model	  in	  principle	  remains	  as	  speculative	  as	  the	  knowledge	  itself.As	  mentioned	  in	  the	  Section	  ‘Positioning	  this	  thesis’,	  the	  scope	  of	  this	  thesis	  is	  from	  TRL1to	  TRL3.	  This	  means	  that	  extensive	  laboratory	  studies,	  obtaining	  experimental	  proof	  andvalidation	  with	  empirical	  data,	  and	  component	  integration	  are	  out	  of	  scope	  for	  this	  thesis(TRL4	  and	  beyond).	  As	  a	  result,	  research	  question	  Q2	  will	  only	  be	  explored	  up	  to	  a	  levelthat	  will	  establish	  the	  feasibility	  of	  integration	  into	  a	  full	  system,	  and	  will	  receive	  lessemphasis	  when	  compared	  to	  the	  exploration	  of	  the	  other	  research	  questions.Further,	  more	  specific,	  scope	  statements	  are:In	  modeling	  the	  affective	  domain,	  no	  individual	  emotions	  are	  explored;	  emotions	  aremodeled	  as	  a	  single	  (positive)	  state	  property.	  In	  principle,	  this	  is	  not	  limiting	  the	  value	  ofthe	  research	  as	  each	  state	  property	  can	  also	  be	  regarded	  as	  a	  vector	  of	  state	  propertieswhere	  each	  vector	  component	  represents	  an	  individual	  emotion.In	  modeling	  the	  cognitive	  domain,	  modeling	  the	  decision	  space	  with	  multiple(simultaneous)	  action	  options	  is	  out	  of	  scope	  for	  this	  exploration;	  instead	  thisexploration	  models	  single	  intention	  state	  properties.	  	  In	  principle,	  this	  is	  not	  limiting	  thevalue	  of	  the	  research	  as	  multiple	  action	  options	  can	  be	  modeled	  as	  multipleinstantiations	  of	  the	  single	  intention	  model	  with	  for	  instance	  a	  ‘winner	  takes	  all’principle	  for	  reaching	  a	  single	  intention.In	  modeling	  the	  affective	  and	  cognitive	  domains,	  possible	  effects	  of	  personalitycharacteristics	  are	  indicated	  at	  relevant	  places	  during	  this	  exploration;	  empiricalresearch	  to	  the	  exact	  effects	  of	  different	  personality	  characteristics	  is	  out	  of	  scope	  forthis	  exploration.
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Exploration	  Roadmap	  	  The	  roadmap	  for	  this	  exploration	  navigates	  trough	  the	  landscape	  of	  Ambient	  Intelligence.	  The	  current	  location	  within	  this	  landscape	  can	  be	  determined	  by	  recognizing	  several	  landmarks.	  For	  this	  roadmap,	  the	  landmarks	  are	  composed	  of	  motivated	  answers	  to	  the	  research	  questions.	  In	  this	  way	  the	  research	  questions	  form	  the	  waypoints	  for	  navigating	  the	  landscape,	  in	  the	  same	  order	  in	  which	  the	  research	  questions	  are	  defined.	  Fig.	  6	  shows	  the	  roadmap	  for	  this	  thesis.	  This	  roadmap	  will	  be	  used	  at	  the	  beginning	  of	  each	  chapter	  in	  order	  to	  provide	  a	  means	  of	  orientation.	  	  The	  roadmap	  in	  Fig.	  6	  reflects	  the	  two	  research	  foci	  for	  this	  thesis:	  	  	  The	  right	  part	  of	  the	  roadmap	  (covering	  research	  questions	  Q3.1,	  Q3.2,	  Q3.3	  and	  Q3.4)	  focuses	  on	  (the	  modeling	  of)	  human	  aspects,	  and	  uses	  the	  two	  dimensions	  (process	  type	  and	  main	  focus)	  as	  discussed	  in	  the	  decomposition	  of	  Q3.	  	  	  The	  left	  part	  of	  the	  roadmap	  (covering	  research	  questions	  Q1.1,	  Q1.2,	  Q2.1	  and	  Q2.2)	  focuses	  on	  the	  software	  agent:	  the	  conceptualization	  and	  formalization	  of	  models	  for	  capturing	  human	  mental	  processes,	  and	  the	  role	  and	  use	  of	  these	  models	  in	  building	  software	  applications	  that	  provide	  support	  to	  human	  agents.	  	  The	  research	  questions	  Q1.1,	  Q1.2,	  Q2.1	  and	  Q2.2	  capture	  three	  distinct	  abstraction	  levels	  in	  relation	  to	  knowledge	  models.	  These	  three	  abstraction	  levels	  are	  (from	  high	  to	  low):	  	   a) the	  components	  (and	  their	  interrelations)	  within	  a	  software	  agent	  (Q2.2)	  b) the	  strategies	  for	  controlling	  the	  reasoning	  process	  using	  (a	  part	  of)	  a	  model	  (Q2.1)	  c) the	  state	  properties	  (and	  their	  interrelations)	  within	  a	  models	  (Q1.1	  and	  Q1.2)	  	  It	  is	  interesting	  to	  note	  that	  each	  of	  these	  three	  abstraction	  levels	  addresses	  a	  distinct	  refinement	  dimension	  that	  can	  be	  used	  to	  decompose	  a	  software	  agent	  incorporating	  models	  on	  human	  mental	  aspects	  into	  its	  constituent	  elements;	  respectively:	  	   a) Function	  refinement	  (Q2.2)	  b) Control	  refinement	  (Q2.1)	  c) Data	  refinement	  (Q1.1	  and	  Q1.2)	  	  This	  refinement	  dimension	  is	  used	  in	  the	  left	  part	  of	  the	  roadmap.	  	  	  	  	  
	  	  	  
Q1.1 Q1.2 Q2.1 Q2.2 Q3.1 Q3.2 Q3.3 Q3.4
INDIVIDUAL INDIVIDUAL SOCIAL SOCIAL
INTERNAL EXTERNAL EXTERNAL INTERNAL &
EXTERNAL
FUNCTIONCONTROLDATADATA
PROCESS TYPE (HUMAN ASPECTS)
MAIN FOCUS (HUMAN ASPECTS)
REFINEMENT DIMENSION (SOFTWARE AGENT)
20
	   	  Fig.	  6:	  The	  roadmap	  for	  this	  thesis,	  for	  navigating	  through	  the	  Ambient	  Intelligence	  landscape,	  using	  the	  research	  questions	  as	  waypoints.	  	  	  
	  
Overview	  of	  this	  thesis	  	  This	  thesis	  is	  largely	  based	  on	  a	  collection	  of	  research	  papers.	  Most	  Chapters	  are	  reprints	  of	  papers	  previously	  published	  in	  peer-­‐reviewed	  journals	  or	  conferences.	  Where	  applicable,	  references	  to	  the	  publications	  are	  provided.	  It	  should	  be	  noted	  that	  all	  mentioned	  authors	  have	  a	  comparable	  share	  in	  the	  research	  presented	  in	  these	  papers,	  and	  are	  therefore	  alphabetically	  ordered.	  	  Fig.	  7	  shows	  the	  relationship	  of	  the	  Chapters	  of	  this	  thesis	  with	  the	  roadmap:	  each	  landmark	  is	  annotated	  with	  the	  Chapters	  that	  investigate	  the	  related	  research	  question.	  	  	  
	  	  Fig.	  7:	  the	  annotated	  roadmap	  showing	  the	  relationship	  between	  the	  landmarks	  and	  the	  Chapters	  of	  this	  thesis.	  
	  In	  this	  thesis	  relevant	  domain	  knowledge	  is	  explored	  in	  such	  a	  way	  that	  scientifically	  based	  domain	  models	  can	  be	  composed,	  analysed,	  simulated	  and	  discussed.	  These	  domain	  models	  need	  to	  be	  captured	  in	  a	  formalization	  that	  suits	  the	  domain	  characteristics.	  Because	  of	  the	  dynamics	  involved,	  a	  dynamical	  systems	  modelling	  approach	  is	  adopted.	  Following	  this	  Introduction,	  Chapter	  2	  of	  this	  Part	  I	  introduces	  a	  dynamical	  systems	  perspective	  for	  building	  domain	  models	  for	  human	  mental	  and	  interaction	  processes.	  	  Part	  II	  of	  this	  thesis	  focuses	  on	  a	  generic	  architecture	  for	  support	  agents,	  and	  a	  model-­‐driven	  software	  development	  approach	  using	  domain	  models	  in	  analysis-­‐	  and	  support	  roles	  during	  model-­‐based	  reasoning	  processes.	  The	  theme	  for	  Part	  II	  is	  the	  analysis	  and	  support	  of	  individual	  agent	  processes.	  	  	  Chapter	  3	  and	  4	  of	  Part	  II	  explore	  the	  concepts	  and	  dynamics	  involved	  in	  human	  task	  performance,	  in	  the	  challenging	  domain	  of	  real-­‐time	  systems.	  In	  this	  domain,	  multiple	  human	  operators	  simultaneously	  perform	  time-­‐critical	  and	  mission-­‐critical	  tasks	  in	  close	  cooperation	  with	  the	  automated	  part	  of	  the	  system.	  	  	  Chapter	  3	  and	  Chapter	  4	  of	  Part	  II	  address	  the	  same	  issues,	  but	  at	  a	  different	  level	  of	  abstraction.	  Whereas	  Chapter	  4	  addresses	  the	  overall	  component	  structure	  of	  a	  Personal	  Assistant	  Agent,	  Chapter	  3	  zooms	  in	  on	  these	  components	  and	  explores	  efficient	  reasoning	  patterns	  and	  several	  reasoning	  methods	  that	  could	  support	  the	  behaviour	  of	  the	  Personal	  Assistant	  Agent.	  The	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  reasoning	  patterns	  described	  in	  Chapter	  3	  employ	  model-­‐based	  reasoning.	  These	  patterns	  are	  to	  some	  extent	  generic	  and	  can	  be	  instantiated	  for	  situation-­‐specific	  models	  that	  are	  described	  at	  an	  even	  lower	  level	  of	  abstraction.	  	  Conventional	  real-­‐time	  systems	  presuppose	  a	  fixed	  task-­‐distribution	  between	  the	  human	  operators,	  as	  well	  as	  between	  each	  of	  the	  human	  operators	  and	  the	  automated	  part	  of	  the	  system.	  Although	  these	  fixed	  task-­‐distributions	  may	  be	  adequate	  in	  many	  scenarios,	  they	  do	  not	  take	  into	  account	  the	  dynamics	  in	  the	  workload	  and	  work	  pressure	  that	  may	  be	  experienced	  by	  the	  human	  operator.	  Chapter	  4	  takes	  these	  fixed	  task	  distributions	  only	  as	  a	  point	  of	  departure,	  and	  explores	  some	  of	  the	  issues	  involved	  in	  making	  these	  task-­‐distributions	  adaptive.	  	  The	  idea	  behind	  Chapter	  4	  is	  that	  human	  performance	  can	  be	  analysed	  by	  a	  software	  Personal	  Assistant	  Agent,	  and	  based	  on	  that	  analysis	  the	  Personal	  Assistant	  Agent	  can	  strive	  for	  more	  suitable	  task-­‐distributions	  between	  its	  human	  operator	  and	  the	  other	  operators,	  and	  between	  its	  human	  operator	  and	  the	  automated	  part	  of	  the	  system.	  Ultimately,	  a	  system	  with	  these	  types	  of	  Personal	  Assistant	  Agents	  could	  benefit	  from	  the	  adaptive	  task-­‐distributions.	  	  Chapter	  5	  takes	  a	  different	  perspective	  on	  the	  subject	  matter	  of	  Chapter	  4.	  Whereas	  Chapter	  4	  emphasizes	  the	  coordination	  aspects	  for	  orchestrating	  effective	  task-­‐distributions,	  Chapter	  5	  emphasizes	  the	  behavioural	  aspects	  for	  influencing	  or	  choreographing	  effective	  task-­‐execution,	  in	  relation	  to	  the	  development	  level	  of	  a	  team	  member.	  Chapter	  5	  is	  based	  on	  a	  situational	  leadership	  model	  that	  employs	  an	  effectiveness	  dimension	  next	  to	  task-­‐oriented	  and	  relationship-­‐oriented	  dimensions.	  Chapter	  5	  aims	  to	  provide	  analysis	  and	  support	  for	  a	  leadership	  role	  that	  takes	  into	  account	  the	  development	  level	  of	  team	  members.	  	  	  Part	  III	  of	  this	  thesis	  focuses	  on	  the	  principle	  of	  emotion	  contagion.	  Part	  III	  abstracts	  away	  from	  complex	  internal	  individual	  human	  agent	  processes,	  and	  focuses	  on	  social	  agent	  contagion	  processes.	  Whereas	  the	  theme	  for	  Part	  II	  of	  this	  thesis	  was	  the	  analysis	  and	  support	  of	  individual	  agent	  processes,	  the	  theme	  for	  Part	  III	  is	  the	  analysis	  and	  support	  of	  social	  agent	  contagion	  processes.	  	  Chapter	  6	  describes	  a	  model	  for	  emotion	  contagion	  between	  interacting	  agents.	  Chapter	  6	  assumes	  a	  single	  internal	  state,	  emotion.	  This	  internal	  state	  can	  become	  visible	  outside	  the	  agents	  by	  variable	  strength	  emotion-­‐expression,	  observed	  by	  other	  individuals	  with	  varying	  strengths,	  and	  absorbed	  with	  varying	  degrees	  of	  openness.	  Chapter	  6	  models	  how	  the	  agents	  can	  influence	  each	  other	  through	  these	  emotion-­‐expressions.	  Based	  on	  this	  model,	  and	  in	  line	  with	  Chapter	  5,	  Chapter	  6	  describes	  a	  model	  for	  supporting	  a	  team	  leader	  in	  regulating	  group	  emotion.	  	  Chapter	  7	  provides	  a	  mathematical	  analysis	  for	  several	  properties	  of	  the	  model	  in	  Chapter	  6.	  Chapter	  8	  presents	  simulations	  performed	  in	  support	  of	  Chapter	  6	  and	  Chapter	  7,	  illustrating	  the	  theorems	  as	  proven	  in	  the	  mathematical	  analysis	  of	  Chapter	  7.	  	  Part	  IV	  builds	  on	  Part	  III	  by	  further	  exploring	  social	  contagion	  and	  how	  a	  social	  context	  may	  influence	  human	  joint	  decision	  making	  capabilities.	  Part	  IV	  focuses	  on	  developing	  mutual	  empathic	  understanding	  and	  the	  role	  of	  mirroring	  processes	  for	  interacting	  individuals.	  Also,	  Part	  IV	  focuses	  on	  a	  learning	  process	  through	  which	  an	  individual	  may	  learn	  to	  adopt	  the	  orientation	  of	  another	  individual	  in	  relation	  to	  a	  world	  stimulus.	  The	  theme	  for	  Part	  IV	  is	  analysis	  and	  support	  of	  social	  agents	  in	  joint	  decision-­‐making	  processes.	  Individual	  agents	  participating	  in	  joint	  decision-­‐making	  are	  modelled	  internally	  as	  well	  as	  interacting	  with	  each	  other.	  	  	  Chapter	  9	  provides	  an	  analysis	  of	  static	  and	  dynamic	  aspects	  of	  joint	  decision	  processes,	  between	  two	  social	  agents.	  The	  static	  analysis	  is	  based	  on	  external	  cues	  that	  social	  agents	  can	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  provide,	  such	  as	  expressing	  emotions	  through	  observable	  bodily	  changes,	  expressions	  of	  intentions	  and	  acknowledgement	  of	  empathic	  understanding.	  The	  dynamic	  analysis	  is	  based	  on	  agent-­‐internal	  processes	  such	  as	  mirroring,	  internal	  simulation	  and	  emotion-­‐related	  valuing	  [Damasio,	  1994;	  Hesslow,	  2002;	  Iacoboni,	  2008].	  The	  analysis	  results	  relate	  these	  aspects	  to	  each	  other,	  and	  provide	  some	  insight	  in	  the	  dynamical	  evolvement	  of	  joint	  decision	  processes	  in	  reaching	  specific	  points	  in	  the	  outcome-­‐space.	  	  Chapter	  10	  builds	  on	  the	  analysis	  results	  of	  chapter	  9.	  Chapter	  10	  focuses	  on	  the	  role	  of	  empathy	  in	  these	  joint	  decision	  processes.	  Based	  on	  a	  definition	  for	  empathy	  [De	  Vigemont	  and	  Singer,	  2006;	  Singer	  and	  Leiberg,	  2009],	  Chapter	  10	  illustrates	  that	  externally	  observable	  cues	  are	  in	  itself	  insufficient	  for	  establishing	  compliance	  to	  all	  criteria	  of	  empathy.	  For	  full	  compliance	  to	  all	  criteria	  of	  empathy,	  the	  process	  of	  how	  certain	  internal	  states	  have	  evolved	  in	  building	  these	  externally	  observable	  cues	  has	  to	  be	  taken	  into	  account.	  In	  practice,	  it	  is	  difficult	  to	  gain	  insight	  in	  these	  evolving	  internal	  states.	  In	  order	  to	  circumvent	  these	  difficulties,	  a	  third	  party	  is	  introduced	  that	  can	  mediate	  between	  the	  interacting	  agents	  into	  establishing	  mutual	  empathic	  understanding.	  In	  providing	  this	  kind	  of	  (in	  principle	  neutral)	  assistance,	  this	  mediator	  agent	  plays	  a	  role	  that	  may	  be	  similar	  to	  a	  human	  mediator	  in	  alternative	  dispute	  resolution	  (ADR)	  processes	  [Moore,	  2014;	  Wall	  and	  Dunne,	  2012].	  Indeed,	  in	  these	  ADR	  processes,	  reaching	  empathic	  understanding	  between	  two	  human	  disputants	  can	  be	  an	  important	  factor	  for	  reaching	  stable	  joint	  decisions,	  especially	  if	  the	  disputants	  have	  an	  on-­‐going	  relationship	  after	  completion	  of	  the	  ADR	  process.	  	  	  Chapter	  11	  builds	  again	  on	  the	  results	  of	  Chapter	  10,	  in	  that	  the	  mediator	  role	  is	  extended	  with	  an	  intervention	  capability	  that	  is	  part	  of	  a	  repertoire	  of	  interventions	  as	  mentioned	  in	  the	  ADR	  literature	  [Wall,	  Stark	  and	  Standifer,	  2001].	  With	  this	  intervention	  the	  mediator	  aims	  to	  educate	  one	  of	  the	  disputants,	  in	  order	  to	  change	  the	  disputant's	  orientation	  towards	  a	  specific	  action	  option.	  Chapter	  10	  actually	  simulates	  a	  joint	  decision	  process	  with	  such	  an	  intervention,	  and	  illustrates	  how	  changing	  an	  individual’s	  orientation	  towards	  an	  action	  option	  in	  relation	  to	  a	  world	  stimulus	  can	  lead	  to	  reaching	  a	  stable	  joint	  decision.	  	  	  The	  modelling	  of	  mediator	  assistance	  (Chapter	  10)	  and	  mediator	  intervention	  (Chapter	  11),	  illustrates	  how	  introducing	  a	  third	  party	  can	  support	  joint	  decision	  processes.	  In	  the	  Alternative	  Dispute	  Resolution	  community	  a	  growing	  interest	  can	  be	  seen	  for	  online	  mediation.	  This	  interest	  opens	  up	  interesting	  new	  possibilities	  for	  the	  future,	  with	  ultimately	  perhaps	  also	  forms	  of	  automated	  support	  in	  the	  form	  of	  mediator	  agents.	  The	  very	  basic	  illustrations	  described	  in	  Chapter	  10	  and	  11	  may	  indicate	  possible	  directions	  for	  further	  research.	  	  Part	  V,	  Chapter	  12	  of	  this	  thesis	  presents	  a	  discussion	  and	  final	  conclusion	  for	  this	  thesis.	  The	  discussion	  of	  Chapter	  12	  revolves	  around	  the	  exploration	  roadmap	  as	  presented	  in	  Fig.	  7,	  and	  reflects	  on	  the	  contribution	  of	  the	  research	  in	  answering	  the	  research	  questions.	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Abstract.	   Human	   aspects	   play	   an	   important	   role	   in	   the	   development	   of	  ambient	   intelligence.	   Modeling	   and	   simulation	   are	   mechanisms	   for	  gaining	   insight	   in	   these	   human	   aspects,	   and	   ultimately	   also	   for	  implementing	   ambient	   intelligence	   applications.	   This	   paper	   introduces	  an	  integrated	  environment	  for	  modeling	  and	  simulation	  of	  these	  human	  aspects.	   In	   this	   paper	   the	   modeling	   approach	   is	   presented	   and	   the	  foundations	   for	   the	   modeling	   and	   simulation	   environment	   are	  formalized	   into	   a	   meta-­‐model.	   The	   modeling	   and	   simulation	  environment	  supports	  the	  development	  of	  graphical	  qualitative	  models.	  These	   qualitative	   models	   are	   subsequently	   parameterized	   into	  computational	  models	  that	  can	  be	  simulated.	  In	  this	  paper	  an	  integrated	  workflow	   for	   using	   the	   modeling	   and	   simulation	   environment	   is	  provided.	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1. Introduction 
 
 
Modeling and simulation are important mechanisms for gaining insight in real-world 
phenomena. In itself this insight can be rewarding, but ultimately the models and 
simulations can also be used to instrument real-world situations. This instrumentation can 
then be used to measure (monitor, analyze and predict) the ongoing processes. 
Subsequently, these measurements can be used to intervene in the processes, in order to 
support or improve the (outcomes of the) real-world processes. Aiming to support human 
individuals in different types of real-world processes, scope and abstraction level are 
relevant issues. For instance, for a single (human) agent system, internal cognitive and 
affective processes can be modeled together with the bodily processes and the interaction 
with the environment. For a multi-agent system, the scope of these models can be extended 
to include interaction between the individual (human) agents, or the models can abstract 
away from the agent-internal processes in order to only focus on the interaction aspects. 
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Important factors are that the modelled system itself always includes the human 
individual(s) as well as their environment, and that the model describes the evolution of the 
system over time. Also, in order to be of value in supporting real-world processes, the 
measurements must be numerical and performed in real-time. The mathematical framework 
of dynamical systems theory fits nicely with these requirements. Mathematical dynamical 
systems techniques can be employed to provide a detailed quantitative computational 
perspective on a system. Next to this, the structural properties of these dynamical systems 
can also be captured in graphs. These dynamical systems graphs provide a qualitative 
perspective on the global dynamics of the same system. This paper describes an integrated 
environment for modeling and simulation of human-centric and neurologically inspired 
dynamical systems. Section 2 discusses the modeling approach, and describes the biological 
and neurological inspiration for the modeling and simulation environment. Sections 3 and 4 
describe and formalize the model elements from a structural viewpoint and from a 
behavioral viewpoint, respectively. Section 5 extends the partial meta-model derived in 
Section 3 for the modeling and simulation environment, and Section 6 defines the modeling 
and simulation workflow using the library editor, model editor and simulation engine 
components. Section 7 discusses the contribution of this paper and future work. 
 
 
2. Modeling Approach 
An important goal for the modeling and simulation environment is to play a role in 
providing situated support for human agents. Therefore, the modeling approach assumes 
that human individuals are a central theme in models.  These human individuals are situated 
in an environment and interact with the environment and other human individuals. In the 
models, these human individuals are modeled as agents. Dependent on their purpose, the 
models may aim to capture high-level interaction between multiple agents, possibly while 
abstracting away from some or all of the internal details for each agent. An example of this 
situation is a model capturing multiple human agents interacting in a social network. In 
another situation, at a more detailed level, the models may aim to capture the role and 
interaction of abstract neural activation patterns in the brain of a human agent who interacts 
with the environment through bodily processes. At the lowest level of abstraction the 
models may even aim to resemble the role of abstract artificial neurons. At this most 
detailed level of abstraction, the structural elements of abstract artificial neurons provide 
inspiration for defining the model elements. In support of modeling at the mentioned 
different scales and levels of abstraction, the models use a uniform set of model elements. 
 As explained in [Ashby1952], biological organisms (including the nervous 
system), when taken together with their environment, can be regarded as state-determined 
dynamical systems. In [Port&vanGelder1995] such a system is defined as a set of changing 
numerical aspects of the world, where each aspect in the set interacts with other aspects in 
the set and with nothing outside the set. Interaction translates into a change dependency, 
where the way an aspect value changes is dependent on another aspect value. The set of 
values for these aspects evolve over time according some rule. The overall system state is a 
state vector over all these individual aspect values. Based on this, modeling encompasses 
the following activities: (a) identify numerical aspects, (b) identify change dependencies 
between the aspects and (c) identify the rule that determines future aspect values based on 
the current aspect values, taking into account the change dependencies.  
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 In [Port&vanGelder1995] an approach is defined for gaining insight into the nature 
of a dynamical system. This approach can be summarized as a sequence of steps: 
 
1. Qualitative modeling 
2. Mathematical modeling 
3. Compare simulated behavior with known empirical facts 
 
The approach as defined above (human-centric models, neurologically inspired model 
elements, dynamical systems, and absence of elaborate time-series data) is adopted for the 
modeling and simulation environment in this paper. 
 
 
3. Structural View on Model Elements 
 
This section defines a structural view on system aspects and change dependencies. As 
explained in the section on the modeling approach, the structural modeling elements are 
inspired by a simplified artificial neuron. For this simplified neuron the neural firing rate is 
transformed into a continuous-valued output. In accordance with [Beer1995, Treur2013], a 
simplified artificial neuron can be composed of: 
 
- Multiple weighted input connections from other neurons 
- A function for combining the weighted inputs, for providing a threshold 
mechanism and updating the activation level of the neuron 
- An output for connecting to other neurons 
 
Based on this description, a system is composed of nodes (as a more neutral term for 
artificial neuron or system aspect) and connections. Each connection represents a change 
dependency, and connects two nodes. As the connections are directed, each connection has 
exactly one source node, the other node being the destination. These connections can be 
interpreted as directed temporal causal relations between the nodes.  For example if a 
certain node B changes dependent on node A, this is interpreted as a temporal causal 
relation from node A to node B. Through this causal relation, the current value of node A 
has an impact on the future value of node B. Each node can have multiple (input and 
output) connections. Also, each node has a combination function, an activation function and 
an update function. The numerical value resulting after application of the combination 
function, activation function and the update function to the weighted inputs is called the 
activation level. In the description above, the connection weights are numerical parameters: 
they influence the behavior of the system, but they are not influenced by the system. 
 In the case of learning or adaptivity, however, the connection weights actually may 
change under the influence of the evolving system. In that case the weights are no longer 
parameters but are actually part of the overall system state of the dynamical system, and the 
evolution of the weight value becomes part of the dynamical system ‘rule’, captured by a 
strength function. 
 Fig.1 captures the static view as described above in a UML conceptual model. The 
four functions (combination, activation, update and optionally strength) are modeled as 
abstract concepts, and will be discussed in more detail in the section on the dynamical 
perspective on model elements. The model in Fig.1 is used as a (partial) meta-model for the 
modeling and simulation environment for dynamical systems. This meta-model adheres to 
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the concept of an artificial neuron. In this meta-model, each weighted input connection 
represents the impact from another artificial neuron. Through the activation level value, the 
artificial neuron can impact other neurons through weighted connections. In this fashion, at 
the lowest level of abstraction, interaction between simplified artificial neurons can be 
modeled and simulated. This meta-model will be used as the basic structure for each node 
and connection that can be defined in the modeling and simulation environment.  
 
 
 
 
 
Fig. 1: UML meta-model for model elements. 
 
 
4. Behavioral View on Model Elements 
 
Based on the structural view on model elements, this section describes the behavioral view 
on nodes and connections. For dynamical systems, the update specification that defines 
how node-activation-levels and optionally connection-weights evolve over time determines 
the behavior of the system. In accordance with the structural view meta-model (Fig.1), the 
total system is decomposed into two types of components: nodes and connections between 
nodes. This decomposition leads to two separate sets of update specifications: one set for 
nodes and, in case of time-dependent behavior of connections (e.g., learning), one for 
connections. If in a system the connection strength does not change with time, the 
connection can be specified by a weight parameter instead of an update specification. 
Summarizing, instead of one single rule for the total system, the system behavior for a 
system decomposed into n nodes and m connections is specified by n individual update 
specifications for nodes and additionally by at most m individual update specifications for 
connections. 
 In continuous-time systems each individual update specification takes the form of 
a differential equation, see also [Beer1995, Treur2013]. These differential equations specify 
the real-time change in an activation-level for a node or a weight for a connection, and have 
the following general form: 
 𝑑𝑦𝑑𝑡 = 𝑓 𝑦  
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where 𝑦 is the current value of the activation-level or weight, and 𝑓() is a schema for either 
nodes or connections. These schemas can be defined in accordance with the meta-model in 
Fig. 1. For nodes the schema comprises a function composition of the combination function 
composed with the activation function and the update function. For connections, if their 
weight value is time-dependent, the schema consists of the strength function. The schemas 
can be parameterized to individualize each differential equation for individual nodes or 
connections. 
 For simulation purposes, the differential equations can be transformed into 
difference equations of the following closely related general form: 
 𝑦 𝑡 + Δ𝑡 = 𝑦 𝑡 +   𝑓(𝑦)Δ𝑡 
 
This transformation provides a computational approximation of the dynamical models that 
enables the use of discrete time steps during simulation on a digital computer (see also 
[Port&vanGelder1995]). 
 For the function f there are different options. Based on [Treur2013] the detailed 
schema for nodes can be specified as follows:  
 
The combination function (weighted sum): 
 𝑐! = 𝜔!,!   𝑦!!"#(!)  
 
where 𝑐! is the combined impact for state 𝑖, s(i) is the set of connected incoming nodes, 𝜔!,! 
is the strength of the connection from state 𝑗 to state 𝑖 and   𝑦! is the activation level of state  𝑗. 
  
The following activation function (advanced logistic function) can be used: 
 𝑎! = 11 + 𝑒!!! !!!!! − 11 + 𝑒!!!! (1 + 𝑒!!!!!) 
 
where  𝑎! is the activation for state 𝑖, 𝑐! is the combined impact for state 𝑖, 𝜎! is a steepness 
parameter for state 𝑖  and 𝜏! is a threshold parameter for state 𝑖. 
 
The update function (difference equation): 
 𝑦! 𝑡 + Δ𝑡 = 𝑦!   +   𝛾!    𝑎! − 𝑦!   ∆𝑡 
 
where 𝑦! is the activation level of state 𝑖,  𝛾! is the update speed parameter for state 𝑖  and  𝑎! is the activation for state 𝑖. 
 
The schema for connections consists of the strength function. In [Treur2013] Hebbian 
learning is specified as follows:  
 𝜔!,! 𝑡 +   ∆𝑡 = 𝜔!,! + 𝜂!,!𝑦!𝑦! 1 − 𝜔!,! −   𝜉!,!𝜔!,! ∆𝑡 
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where  𝜔!,! is the strength of the connection from state 𝑖 to state 𝑗,   𝑦! is the activation level 
of state 𝑖, 𝜂!,! is the learning rate for the connection from state 𝑖 to state 𝑗 and 𝜉!,! is the 
extinction rate for the connection from state 𝑖 to state 𝑗.  
 
 
5. Modeling and Simulation Environment 
 
Fig. 1 presents the meta-model for a model of a system. This section extends Fig. 1 into a 
(partial) meta-model for the modeling and simulation environment. The first extension is to 
include the possibility to build a library of multiple system models. One of the components 
of the modeling environment is the library-editor, which enables the definition of 
compositions of models. The second extension concerns the concept ‘System’ in Fig. 1. As 
explained in the section on the modeling approach a multi-agent system may encompass 
several individual human agents. Therefore, in this case the model of such a system can be 
thought of as a composition of individual agent models. The models within a composition 
can be connected to each other by defining proxy-nodes as local representatives for nodes 
in other models. These proxy-nodes can only represent one single (non-proxy) node from 
one of the other models within the composition, and cannot themselves have any incoming 
temporal causal relations in the model in which they are incorporated. Fig. 2 presents the 
addition of the Library concept and the replacement of the System concept by the 
Composition concept, which can consist of multiple Model concepts. Each Model concept 
has an attribute that indicates a specific agent. The simulation engine simulates 
compositions, and thus all models that are present in the composition. The simulation 
engine generates graphical output with node-annotation grouped for each individual agent. 
For this reason, names of node instances should be unique for each individual agent within 
the composition. 
 The final extension of the meta-model concerns the four abstract function concepts 
at the bottom of Fig. 1: the learning function, the combination function, the activation 
function and the update function. These abstract functions define behavior that needs to be 
supported by concrete implementations for these functions. In the modeling and simulation 
environment the behavior is delegated to the plug-in components providing the concrete 
implementations as defined in the section on the behavioral view on model elements. 
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Fig. 2: Partial UML meta-model for the modeling and simulation environment. 
 
 
 
6.	  Modeling	  and	  Simulation	  Workflow	  
 
This section introduces a complete workflow for employing the modeling and simulation 
environment. The high-level components in the modeling and simulation environment are 
the model-editor for defining qualitative graphical models and specifying the relevant 
numerical parameters, the simulator for executing these models, and the library-editor that 
was introduced in the previous section. The complete workflow encompasses these three 
integrated components. 
 As mentioned earlier, [Port&vanGelder1995] defines an approach for gaining 
insight into the nature of a dynamical system. This approach can be summarized as a 
sequence of steps: 
 
a) Qualitative modeling 
b) Mathematical modeling 
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c) Compare simulated behavior with known empirical facts 
 
The approach as defined above is adopted for the modeling and simulation environment in 
this paper. First a graph dynamical system is modeled, subsequently the mathematical 
dynamical model is specified and parameterized, and finally the resulting model can be 
simulated. For the simulation a specific focus can be specified in order to enable efficient 
comparison with empirical facts. The detailed workflow, for building and simulating a 
composition of interacting individual models, comprises the following steps: 
 
1. In the library-editor, define a composition of individual models 
2. For each incomplete individual model in the composition 
2.1. In the library-editor, select an individual model for editing 
2.2. In the model-editor, define graphical nodes each with an unique name 
2.3. In the model-editor, define proxies for nodes already defined in other models 
within the composition 
2.4. In the model-editor, define graphical directed temporal causal relations between 
the nodes 
2.5. In the model-editor, specify the mathematical behavior and parameterization for 
each node and temporal causal relation 
2.6. In the model-editor, declare the focus for simulation 
2.7. From the model-editor, return to the library-editor 
3. In the library-editor, define the simulation timing parameters for a model composition 
4. From the library-editor, start the simulation engine for a specific composition 
5. From the simulator, after the simulation has completed, return to the library-editor 
 
 
7. Discussion and Future Work 
 
This paper presents a dedicated modeling and simulation environment for human-centric, 
neurologically inspired dynamical systems. This paper introduces a meta-model for model 
elements, and extends this model for the integrated modeling and simulation environment. 
Plug-points for future extensions are identified, and a modeling and simulation workflow is 
provided. 
 In comparison with other approaches to modeling and simulation of these 
processes, like mathematical tools or spreadsheets, the environment presented in this paper 
has the advantage of an integrated qualitative graphical modeling facility. The modeling 
and simulation cycle starts with a qualitative graphical model that is subsequently 
parameterized and then simulated. Because of this approach, the graphical model, its 
numerical specification and the simulation results are consistent with each other during the 
complete cycle. The modeling and simulation workflow as presented in this paper enables 
an extremely short turn-around cycle for modeling and simulation, without leaving the 
environment. 
 Mobile systems are a trend for human ambiance support applications. For this 
reason the modeling and simulation environment as presented in this paper is developed as 
a mobile application for tablets. The realization of a modeling and simulation environment 
on mobile devices necessitates care for efficient implementation strategies. 
 Early prototypes of the modeling and simulation environment have already been 
used successfully in scientific research, an example can be found in [Duell2014]. 
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 Future extensibility of the environment is provided by the use of design patterns 
and the provision of plug-points for algorithmic components such as the activation function 
or the approximation method used for discrete simulation. 
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Abstract
This paper addresses the design of an ambient agent
model that incorporates model-based reasoning
methods for the analysis of internal causes of observed
undesired behaviours of a human, and for
determination of actions that remedy such causes. The
models used are based on causal and dynamical
relations and integrate numerical aspects. By the
model-based reasoning methods hypotheses,
observations and actions are generated. Control
parameters within these processes are described that
allow the ambient agent to focus the reasoning. These
control parameters are related to each other and to
specific domain and situation characteristics, such as
time pressure, or criticality of a situation.
1. Introduction
Within Ambient Intelligence software/hardware agents
are developed that contribute to personal care; cf.
[1;2;12]. Such agents can be based on possibilities to
acquire sensor information about humans and their
functioning, but more intelligent agents make use of
knowledge for analysis of human functioning. If
knowledge about human functioning is explicitly
represented in the form of computational models in an
ambient agent, it can (re)act by undertaking actions in a
knowledgeable manner that improve the human’s
wellbeing and performance. In recent years, human-
directed scientific areas such as cognitive science,
psychology, neuroscience, and biomedical sciences
have made substantial progress in providing an
increased insight in the various physical and mental
aspects involved in human functioning. Dynamic
models have been developed and formalised for a
variety of such aspects and the way in which humans
(try to) manage or regulate them. Such models can be
used in dedicated model-based reasoning methods that
allow an agent to derive relevant analyses from these
models and available sensor information, and generate
intervention actions that make sense.
This paper addresses the design of an ambient
intelligent agent that has knowledge about human
behaviours and states in the form of explicitly
represented models of the causal and dynamical
relations involved. Such models are represented in a
logical format that also integrates numerical aspects; cf.
[6]. Reasoning methods are described making use of
such models, to obtain an analysis of (internal) causes
of observed undesired behaviours and actions that
remedy such causes. The reasoning methods can
generate larger sets of hypotheses, observations or
actions. To obtain a more efficient reasoning pattern,
control parameters are used to focus on specific
hypotheses, observations or actions. It is shown how
these control parameters relate to each other and to
specific domain and situation characteristics, such as
time pressure, or criticality. The reasoning methods
addressed cover causal and numerical simulation,
qualitative reasoning, and abductive reasoning [9].
Section 2 describes the (uncontrolled) model-based
reasoning patterns that are used to relate problems to
causes and causes to remedies. Next, in Section 3 the
control parameters are discussed. Section 4 addresses
how these control parameters can be related to domain
and situation characteristics. Section 5 illustrates how
these reasoning methods can be used, by performing
simulation experiments in two example case studies.
Section 6 concludes the paper with a discussion.
2. Problems, Causes and Remedies
The type of ambient intelligent agent considered in this
paper has as its goal to monitor whether the human
functions well, and if detected that he or she does not,
to analyse what is the cause of the problem and how it
2008 IEEE/WIC/ACM International Conference on Web Intelligence and Intelligent Agent Technology
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can be remedied. To this end it is assumed that causal
models are available (1) from possible causes to
problems, and (2) from possible remedies to causes. In
Figures 1 and 2 below, an example causal model of an
operator (and environmental)’s process is shown. Here
on the right hand side the observable aspects of the
process are depicted: observations of the human’s
actions performed, their results and sensor data on the
human’s body state and environmental state. On the left
hand side the aspects are depicted that can be changed
from outside the process: input for the human and/or
certain environmental aspects. In the case of problems,
the reasoning pattern is as follows. The information
indicating that there is a problem is located on the right
hand side (a combination of properties). The causes,
however, usually are in the middle area (as a
combination of properties). Remedies have to be found
(as a combination of properties) on the left hand side.
Model-based reasoning from problems to causes
By a model-based reasoning pattern the causes for
problems observed are determined, by making use of
the middle and right hand part of the model..
Figure 1. Reasoning from problems to causes
Backward model-based abductive reasoning generates
hypotheses for causes and forward deductive model-
based reasoning derives observable consequences by
which such hypotheses can be tested
Model-based reasoning from causes to solutions
Next remedies for the causes of problems are
determined, making use of the middle and left hand
part of the model: backward model-based abductive
reasoning to generate candidate remedies for causes
and forward deductive model-based reasoning to test
such candidate solutions.
Figure 2. Reasoning from causes to remedies
Model-based reasoning methods
The model-based reasoning patterns sketched above
are modelled using a model representation format
leads_to_after(X, Y, D), which indicates that the
occurrence of some state property X at some time point
t will lead to the occurrence of state property Y within
time duration D, i.e., at time point t+D. In [4] such
methods have been described and formalised.
3. Control Criteria for the Reasoning
The model-based reasoning methods described in
Section 2 may generate several options for causes and
remedies. To make them more efficient, control
parameters are built in that steer the reasoning process.
Multi-criteria selection
A selection strategy is used for choosing:
• observations to be performed (to detect problems),
• hypotheses to be evaluated (to determine the causes),
• actions to be performed (to select one of the remedies).
In order to do this effectively, a multi-criteria strategy
is used for each part of the reasoning process. This
means that for each observation, hypothesis and action
values for a number of criteria are defined that may
affect the desirability of its selection. The final
desirability of selection is calculated as a weighed sum:
value = w1 · c1 + w2 · c2 + .... + wn · cn where Σ wk = 1
The weights wk of the criteria can be varied depending
upon the domain (see Section 4). The following are
examples of criteria that are distinguished in the model.
Observation Determination
• Time (time it takes to perform the observation).
• Quality (how high is the quality of the observation)
• Cost (associated with performing the observation).
• Information gain (does the observation deliver a lot of
possibilities to distinguish between hypotheses).
Hypothesis Selection
• Criticality (how urgently a hypothesis needs attention).
• Impactability (in case the hypothesis holds, to what
extent are there options for changing the situation, i.e.
remedies).
• Cost (to determine a hypothesis, e.g., computation).
• Plausibility (is there information that makes it likely that
the hypothesis is the case).
Action Selection
• Time (how long does it take to perform the action).
• Cost (how much does it cost to perform the action).
• Impact of success (if successful, what is the impact and
what are the side effects of the action).
• Likeliness of successfulness
remedies causes
problemscauses
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4. Relating control criteria to situation
characteristics
Control of the reasoning process of the ambient agent
has to fit to the situation in which the human functions.
This implies that the weights for the different control
criteria relate to the characteristics of the situation in
which the human is functioning. One important aspect
is the human’s task. Other aspects are the
environmental circumstances, e.g. the availability of
resources or externally imposed constraints. In the
model the following characteristics are distinguished:
time pressure (the situation requires that operations are
done fast), criticality pressure (it is very important that
the operations are done), quality pressure (the
operations should be done very good), impact pressure
(the effectiveness of the operations should be high),
cost pressure (the costs of the operations should be
minimal), and information quality (the operations
should be based on reliable and valuable information).
The characteristics of the situation have
implications for both the functioning of the ambient
agent and of the human, and consequently for the view
of the agent on the human. Figure 3 indicates what the
effect of the situation characteristic is on the weighting
factors of the criteria that represent priorities for
selection of the observations, hypotheses and actions
(see the arrows starting from the left side of the figure).
A minus next to an arrow indicates a negative
influence, and a plus a positive influence. In addition to
the direct effect of the situation characteristics on the
priorities for the criteria, there is also an effect of
priorities of one criterion on the priorities of other
criteria. These are also shown in Figure 3 (the solid
lines starting from actions, observations or hypotheses).
An example of such a relation is the following:
between action criteria
• if “chance of success” pressure is high, then “side
effect” pressure is lower
rational: if you want successful actions, then you don’t
bother too much about side effects
These rules result in additional information as a basis
for the weighting factors.
Finally, during the reasoning process there are also
propagating effects of specific actions, hypotheses and
observations on the weighting of the criteria. In Figure
3 these are depicted as dashed arrows. An example is
the following:
from hypothesis criteria to observation criteria
• if “urgency” of an hypothesis is high, then “time”
pressure for observation is higher and “cost” pressure
for observation is lower (for all dimensions)
urgent hypothesis have to be evaluated quickly, while
the costs of evaluation are less relevant (for this
hypothesis only)
5. Detailed Design
In order to demonstrate the approach, the ambient
agent model described above has been formally
Figure 3. Dependencies between weights of criteria (criteria explained in text)
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specified and implemented using the component-based
agent design method DESIRE and its software
environment [7]. The architecture consists of two main
components, namely hypothesis determination, in
which the appropriate hypothesis are selected, and
tested (from problems to causes), and plan
determination, in which actions (from causes to
remedies) to be performed are derived. Below, the key
specifications for each of the subcomponents within
hypothesis determination are described.
Generate Possible Hypotheses
This component takes care of the reasoning process
specified in Section 2 concerning the model-based
reasoning from problems to causes. It is activated in
case a problem has been monitored. In that case, the
component receives observation results. Based upon
that information and the temporal leads_to_after
relationships of the causal model (for an example, see
Figure 4) it derives what hypotheses are possible given
the current observations (using a temporal backward
reasoning method, cf. [4]). In case a state is derivable,
and it is an intermediate state within the model, then
this is a possible hypothesis. The possible hypotheses
are then forwarded to the components observation
determination and calculate hypothesis values.
Observation Determination
In the component observation determination, for each
of the possible hypotheses the predicted observations
are determined. This is done using a temporal forward
reasoning method. The predictions are then forwarded
to the component calculate hypothesis values.
Calculate Hypothesis Values
In this component the mechanism using the criteria for
hypothesis and observations in the form of a weighted
sum as presented in Section 3 is used. Hereby, the
weights for each of the criteria are forwarded from a
coordination component that derives the weights from
situation characteristics. In this case, the criteria for
hypothesis and observations are both calculated. If a
hypothesis has been rejected, the cost of this hypothesis
will not be calculated, resulting in the hypothesis no
longer being considered. The results of the calculations
are forwarded to the component select best hypothesis.
Select Best Hypothesis
The hypothesis with the highest evaluation value is
selected in this component, and in case there are
multiple highest ones, an arbitrary hypothesis is
chosen. This information is forwarded to the
component test hypothesis.
Test Hypothesis
Within the test hypothesis component, the hypothesis
with the best evaluation value (i.e. the one received
from select best hypothesis is evaluated. The rules
within the component are shown below.
if selected_hypothesis(at(S1:STATE, I1:integers))
and predicted_for(at(S2:STATE, I2:integers),
at(S1:STATE, I1:integers))
and not observation_result_available(S2:STATE)
then to_be_observed(S2:STATE);
if observation_result(at(S1:STATE, I1:integers), neg)
and selected_hypothesis(at(S2:STATE, I2:integers))
and predicted_for(at(S1:STATE, I1:integers),
at(S2:STATE, I2:integers))
then to_be_rejected(S2:STATE);
In case a certain hypothesis has been selected, and a
particular observation result is predicted given this
hypothesis, and this has not been observed yet, then
this will be observed. In case an observation result has
been predicted for the selected hypothesis, and the
opposite is observed, then the hypothesis is rejected
Besides selecting the appropriate hypothesis, another
element is to determine what action to undertake,
performed by plan determination (see Figure 2). This
process follows the same line of reasoning as the
selections of hypotheses, and is therefore only briefly
explained. In the sub-component generate possible
actions temporal reasoning methods are applied to
generate what action could potentially solve the cause
of the problem (i.e., the “from causes to solutions” part
specified in Section 2). Thereafter, the possible actions
are sent to the component calculate action values that
performs calculations using a weighed sum of the
various criteria for selecting the actions (following
Section 3). Finally, in the component select best action
the action with the highest evaluation value is chosen.
6. Case Study
The formally specified and implemented model has
been evaluated by means of a case study. For this, the
causal model that is shown in Figure 4 is used. This
model describes the relation between stress of a human,
his experience, and the quality of the task execution. It
specifies that there are two starting points: the level of
the task, and support provided for the task. These two
situations can be modified by an ambient agent offering
explicit task support, or taking away tasks of the human
using a task allocation agent. In case there is a high
task level, and no task support for a human, this leads
to a potentially stressful situation. In case the human
does not have experience and such a situation occurs,
this results in a stressful situation without experience.
This situation can be observed (i.e., a problem is
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detected) by indicators measuring stress, and a sloppy
task execution. In the case where the human does have
experience, the state stressful situation with experience
occurs, resulting in indicators measuring stress, but not
in sloppy task execution.
Table 1. Deriving weights from situation
criterion imposed
by
situation
consequ-
ences
final
criteria
quan
titati
ve
time low 0
cost medium high high 0.5
quality medium medium 0.25
o
bs
.
information
gain
medium medium 0.25
urgency low 0
plausibility low 0
cost medium medium 1hy
p.
changeability low 0
cost medium medium 1
time low 0
chance of
success
low 0
impact of
success
low 0ac
tio
n
s
side effects low 0
Table 2. State characteristics
State Characteristic
indicators_measure_stress cost = 1
information gain = 0.1
quality = 0.2
ob
se
rv
at
io
ns
sloppy_task_execution cost = 0.1
information gain = 1
quality = 0.5
stressful_situation_without_
experience
cost = 1
stressful_situation_with_
experience
cost = 0.2
potentially_stressful_
situation
cost = 0.3
hy
po
th
es
es
experience cost = 0.1
time_pressure cost = 1
ac
tio
n
guidance_by_pda cost = 0.1
This causal model has been used to analyse the
reasoning process in the following scenario. The
relations in Figure 3 are used to determine the weights
of the criteria in the reasoning process. The scenario
starts with a situation in which there is a high cost
pressure. By default, all weights of the criteria are set
low. Applying knowledge as described in Table 1
results in the cost factor for observations, hypotheses,
and actions being set to medium, as shown in the third
column of Table 1. Also the indirect effects described
in Section 4, are taken into account for a number of
criteria (fourth column). Eventually, this results in
priorities for the criteria (listed in the fifth column).
These priorities are translated into weight to order the
actual observation, hypotheses and actions, thus
forming a selection strategy. Here the qualitative
measure is translated into a quantitative measure, the
outcome of which is shown in the last column.
The value of the states in the case study, for each of
the non-zero criteria the value for these criteria are
specified in Table 2. Note that in case the cost
indicated are higher, this means that they comply better
with the cost criterion.
Below, a selection of the output of the components is
shown for this scenario ordered on time. First, the
component generate possible hypotheses derives the
hypotheses that are possible given the observation:
generate_possible_hypotheses
Input:
observation_result(at(indicators_measure_stress, 10), pos)
Output: possible_hypothesis(X) with
X = at(and(potential_stress, experience), 8), at(and (potential_
stress, not(experience)), 8), at(experience, 8), at(not(experien
ce), 8), at(potential_stress, 8), at(stressful_with_experience,
9), at(stressful_without_experience, 9))
Thereafter, observation determination derives the
predictions for the observations.
observation_determination
Input: (see output previous component)
Output: predicted_for(at(sloppy_task_execution, 10),
at(and(potential_stress, not(experience)), 8))
etc.
Now the cheapest hypothesis is calculated, given the
costs specified before. In this case the hypothesis
stressful_without_experience is evaluated as the best:
calculate_hypothesis_values
Input: (see output previous two components)
Output: best_hypothesis(stressful_without_experience)
Since there is only one best hypothesis, this is selected
in the component select best hypothesis:
select_best_hypothesis
Input: (see previous component)
Output: selected_hypothesis(stressful_without_experience)
In the component test hypothesis it is determinedFigure 4. Case Study Causal Graph
high
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stressful situation
-
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stressful situation
without experience
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-
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-
remedies problems
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whether observations need to be derived. In this case,
the sloppy_task_execution is derived as an observation
that needs to be performed:
test_hypothesis
Input: (see output previous component)
Output: to_be_observed(sloppy_task_execution)
As a result a new observation arrives from the world,
which specifies that the state sloppy_task_execution is the
case at time point 10. Since this fully complies with the
predictions, the hypothesis is confirmed, and the plan
determination component is activated. Within the
component, the subcomponent generate possible
actions generates the actions that would result in a
change of the current unwanted situation:
generate_possible_actions
Input: active_hypothesis(at(stressful_without_experience, 9))
Ouput: possible_action(change(at(high_task_level, 7)))
possible_action(change(at(not(task_support), 7)))
Since the cost of changing the high_task_level are a lot
better than changing the task_support, this action is
eventually selected.
6. Discussion
The agent model described is a basis for agent-based
ambient intelligence applications aimed at assisting
humans in critical or demanding tasks. The model has
been designed and formally specified using the
component-based agent design method DESIRE cf. [7].
The prototype application has been developed within
the DESIRE software environment. Within the agent
model reasoning processes were specified that make
use of causal, dynamical models of the human’s
functioning. The latter models were specified in
LEADSTO format (cf. [5]). To use such causal models
in reasoning processes within an agent model, a formal
mapping has been made of the language LEADSTO
into the language DESIRE. This mapping comprises
(1) a mapping of the representation format, using a
leads_to_after predicate introduced in DESIRE, and (2)
a mapping of temporal reasoning methods that can be
applied to LEADSTO specifications into DESIRE
rules. In this way a kind of (meta-)interpreter for
LEADSTO specifications has been explicitly
represented in a logical manner within the language
DESIRE. The resulting intelligent agent model has a
high representational and reasoning power, where, e.g.,
also the reasoning can be controlled based on domain
and situation characteristics, as has been shown.
The main process performed by the agent described
in this paper is model-based diagnosis [8;10]: causes
of malfunctioning are determined and remedies are
proposed, using a model of system to be diagnosed.
This paper focuses on the implementation of diagnosis
in an ambient agent, which controls the process based
on characteristics of the situation.
Within agent-systems, several personal assistant
agents which maintain user-models, and utilize them,
have been proposed. In [3] a virtual secretary agent is
shown that incorporates a user-model to enable a more
dedicates assistance. The reasoning process of the
model is however not tailored towards the situation,
such as addressed in this paper. Furthermore, agents
have also been developed that learn the user models
(see e.g. [11]). Such a learned model could be the input
of the agent architecture proposed in this paper.
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Abstract. Human task performance varies depending on the task, environment, and states 
of the human over time. To ensure high effectiveness and efficiency in the execution of 
complex tasks, adaptive automated assistance of the human may be required. In this paper, 
a generic design for a multi-agent system architecture is presented and a personal assistant 
agent is presented that makes use of the proposed architecture. The agent constantly 
monitors the task execution and well-being of the human via non-intrusive sensors, and 
intervenes when a problem is detected. A human is given a complex task, while the future 
performance is predicted using observations and a dynamical model for the human’s work 
pressure and exhaustion. If the predicted exhaustion becomes too high, the ambient agent 
can assist the human in a number of ways. Experiments show that the support system 
increases performance with around 13%, and that it enhances the feeling of control of the 
situation.  
Keywords. Ambient Intelligence, Personal Assistant Agent, Human Functional State 
1. Introduction
Human performance can degrade over time when demanding tasks are being performed [1]. 
However, high effectiveness and efficiency levels are of particular importance for critical tasks. 
In such cases, automated assistance to support humans in task execution is required. A 
challenging example of a critical task in the military domain is naval combat management. 
Combat management tasks are complex, time-constrained, take place in a dynamic 
environment, and require skill and expertise. The combination of these characteristics can easily 
lead to demanding situations in which the human operator is likely to endure mental and 
physical aggravation, resulting in degradation of task performance. In general, effectiveness and 
efficiency of task execution depend on the capabilities, experience, and state of the person 
performing the task. Different persons as well as one person at different time points may require 
different degrees and types of assistance. To achieve this, an intelligent personal assistant is 
needed that monitors the performance of the user, takes his or her personal characteristics into 
account and analyses the person’s state at any given point in time. 
* Parts of this paper are based on work presented at the 22nd International Conference on Industrial, Engineering & 
Other Applications of Applied Intelligent Systems (IEA/AIE 2009), the Fourth International Conference on Augmented 
Cognition and 13th International Conference on Human-Computer Interaction (HCI'09), and the Second IEEE
International Conference on Intelligent Human Computer Interaction (IHCI'10). 
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A variety of intelligent personal assistants have been proposed to support humans during the 
execution of tasks (see e.g. [2], [3]). Such personal assistants usually include models that 
represent the state of the human and his or her tasks at particular time points, which can be 
utilized to determine when intervention is needed. An example of such a model addresses the 
cognitive load of the human (see e.g. [4]). Models differ in the considered aspects of human 
behaviour and of the execution of tasks. Thus, depending on the model type, a specific personal 
assistant may react only to particular events and states of the environment, in which a human 
performs his or her tasks. Hence, to provide a more proper form of assistance the availability of 
a larger set of models from which an appropriate instance can be chosen depending on 
circumstances may be essential. This would also address better the variation in measurable 
states of the world and the human, the dynamics of a human’s states over time and the 
intervention possibilities which all may vary per domain. The existing models proposed for 
personal assistants focus on a certain domain and hence are not generic.  
This paper presents a generic design for a multi-agent system architecture including 
personal assistant agents. The personal assistant used in this paper allows for self-configuration 
by loading domain specific models and thus alters its own functionality. These domain specific 
models also address the dynamics of states over time. The personal assistant agent can use these 
models to monitor and analyse the current state of the human. When a problem is detected, 
possible hypotheses are tested through specific sensors which measure the human’s 
psychophysiological state (e.g. heart rate) and the state of the environment (e.g. noise). The best 
intervention method is selected (if needed) in the specific domain and task. In addition, an 
evaluation of the system by a user study is reported. The presented ambient agent system 
functions as a personal assistant for a human that is given a complex task in the context of a 
(simplified) simulation-based training environment related to the military domain. Given 
predictions on the person’s state based on observations and a model for work pressure described 
in [5], the person can be supported (i.e. by reallocating part of the task). 
The remainder of the paper is organized as follows. The multi-agent system architecture is 
described in Section 2. Model maintenance and state maintenance agents are discussed in 
Section 3. Further, the functions of a personal assistant agent are considered: self-maintenance 
in Section 4 and monitoring and guidance in Section 5. A prototype implementation is 
described in Section 6. Section 7 outlines the user study that is done for evaluation of the 
system, while in section 8 results of the evaluation are analysed. The paper concludes with a 
discussion.  
2. The Agent-Based System Architecture 
The overall process first has been modelled at the conceptual level. The developed conceptual 
component-based architecture presented in Figure 1 comprises a number of essential 
components: 
 Process: ensures request/provision of data from/to different components (on behalf of 
other components). On request of the Reflection component, it selects/activates/executes 
an analysis method(s). 
 Reflection: exercises control/monitoring over the functioning of the whole system. In 
particular, by performing meta-analysis/meta-reasoning using some data (e.g., human, 
task and system characteristics, inputs from the environment) this component 
selects/activates an analysis method(s) at some time point(s). 
 Library of specifications: contains specifications of analysis methods, workflow, cognitive 
and dialogue models. Meta-information about the components of the library includes 
relations between requirements for components and descriptions of components. 
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 Storage of execution information: this is used for storage and retrieval of information 
about the human, the world, the execution of workflows, dialogues and systems. This 
component contains also meta-information on the required components from the library of 
specifications. 
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Given the essential components that have been identified above, the system has been 
modelled by a multi-agent system architecture consisting of the following types of agents: 
 Self-maintaining personal assistant agent (SMPA): supports a human operator during the 
execution of a task; 
 Model maintenance agent (MMA): contains a library of models used for the configuration 
of SMPA’s. 
 State maintenance agent (SMA): maintains characteristics, states and histories of other 
agents, of the world and of the executions of tasks.   
 Mental operator agent (MOA): represents the mental part of the human operator. 
 Task execution support agent (TESA): used by the human operator as an (active) tool 
during the execution of a task. 
 
 
Figure 2. An overview of the multi-agent system architecture 
These agents are depicted graphically in Figure 2. The agents are represented as squares, where 
a small box on the left of the square represents the input of the agent, and the small square on 
the left the output. Another component of the multi-agent system architecture is the physical 
world that comprises all material (or physical) objects including the body of the human 
operator. The personal assistants have two modes of functioning:  
 the self-maintenance mode, in which they are able to reason about the model 
specifications required to perform their tasks and to achieve their goals, to request these 
models and to load them (altering their functionality); 
 the monitoring and guidance mode, in which they perform monitoring and guidance of the 
human to whom they are related. 
In the self-maintenance mode communication takes place between personal assistant agents 
and model maintenance agents. In the monitoring and guidance mode personal assistant agents 
communicate with state maintenance agents, the mental operator agent, and task execution 
support agents. Furthermore, they interact with the physical world by performing observations 
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(e.g., of the operator’s state). The mental part of a human operator represented by a mental 
operator agent is connected to the operator’s physical body, which can act in the physical world. 
To specify interaction between agents, and between agents and the physical world, the 
interaction ontology described in Table 1 is used.  
Models for the different agents were designed based on the component-based Generic Agent 
Model (GAM) presented in [6]. Within the Generic Agent Model the component World 
Interaction Management takes care of interaction with the world, the component Agent 
Interaction Management takes care of communication with other agents. Moreover, the 
component Maintenance of World Information maintains information about the world, and the 
component Maintenance of Agent Information maintains information about other agents. In the 
component Agent Specific Task, domain-specific tasks can be modelled. The component Own 
Process Control initiates and coordinates the internal agent processes. Adopting GAM, the 
agent models have been obtained as a refinement, by incorporating components relating to the 
tasks in this application in the following manner. 
In a self-maintaining personal assistant agent all components are used. In the component 
Maintenance of Agent Information the dynamic models of human functioning are maintained, 
as well as the states of the human, and the history thereof. Similarly, the component 
Maintenance of World Information stores a dynamic world model, a world state model, and a 
world history model, respectively. The component Own Process Control takes care of the 
agent’s self-maintaining functionality; this is addressed in Section 4. The component Agent 
Specific Task has a number of subcomponents, devoted to the agent’s monitoring and guidance 
task; these are addressed in Section 5.  Finally, as in the Generic Agent Model, the components 
World Interaction Management and Agent Interaction Management prepare (based on 
internally generated information) and receive (and internally forward) interaction with the 
world and other agents. The other agents within the system are specified in a similar fashion; 
see the complete specification in [7] for more details. 
3. Maintenance Agents  
Two types of maintenance agents are included in the multi-agent system architecture: model 
maintenance agents (MMA) and state maintenance agents (SMA).  
The model maintenance agent contains a library of models that can be used by self-
maintaining personal assistant agents to perform their tasks. Models of four types are 
maintained in the library: monitoring and guidance task models, cognitive models, workflow 
models, and dialogue models. Models are provided by the model maintenance agent to self-
maintaining personal assistant agents upon request. To facilitate the model acquisition process, 
each maintained model is annotated by particular parameters. The ontology used for the 
annotation is assumed to be known to the agent-requester. In the general case, such an ontology 
may be also provided by the model maintenance agent to an self-maintaining personal assistant 
agent upon request. In Table 2 and 3 some of the parameters and their possible values used to 
annotate the different types of models are listed. The models maintained in model maintenance 
agents may be specified using different knowledge representation languages. However, it is 
important to ensure that a model provided to a self-maintaining personal assistant agent can also 
be interpreted by this agent. The state maintenance agent maintains information about the 
characteristics, states and histories of the agent types mental operator agent and task execution 
support agent, of the physical world, of the workflows and of dialogues related to them. 
Information about states and histories (i.e., sequences of states) is stored in a time-indexed 
format using the predicate at(prop, time), where a state property is specified by the first argument 
and the time point at which this property holds is specified by the second argument. 
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Such information is gathered and provided to the state maintenance agent by self-
maintaining personal assistant agents, which may also use this information in their analysis. 
Information for which a self-maintaining personal assistant agent has no immediate need after 
being stored in the state maintenance agent can be removed from the assistant agent’s 
Maintenance of Agent Information and Maintenance of World Information components. When 
stored information is required by a self-maintaining personal assistant agent, it can be requested 
from the state maintenance agent. An information request includes the identification of the 
element (i.e., mental operator agent, task execution support agent, physical world, a workflow, 
a dialogue), the aspect (i.e., characteristic, state, history) and the time interval for which 
information should be provided. 
 
4. Self-Maintenance by SMPA  
For each human operator that needs to be supported during the task execution a self-
maintaining personal assistant agent is created. Initially, the personal assistant agent contains 
generic components only. The configuration of the personal assistant agent is performed based 
on an organisational role that needs to be supported by the agent, on the characteristics of a 
human operator who is assigned to this role, and on the goals defined for the personal assistant 
agent.  
The human operator is assigned a role of being responsible for a package of tasks, which is 
provided to the personal assistant agent. For the whole task package, as well as for each task 
separately a set of goals and norms related to the execution of the task(s) may be defined. To 
determine the characteristics of the operator responsible for the execution of these tasks, the 
personal assistant agent sends a request to the state maintenance agent. If the operator is known 
to the state maintenance agent, his/her known professional, cognitive, psychological and 
physical characteristics are provided to the personal assistant agent. Otherwise, the state 
maintenance agent returns to the personal assistant agent the default profile (i.e., a standard set 
of characteristics). 
For the personal assistant agent a set of prioritized general goals is defined, which it strives 
to achieve. Some of these goals are related to the quality of the task execution, others concern 
the operator’s well-being (see Table 4). Goals of two types are distinguished: (1) achievement 
goals (e.g., goals 1-3 in Table 4) that express that some state is required to be achieved at (or 
until) some time point, specified by has_goal(agent, achieve(state, time)); (2) maintenance goals (e.g., 
goals 4-7 in Table 4) that express that some state is required to be maintained during a time 
interval specified by has_goal(agent, maintain(state, begin_time, end_time)). Often the state over which a 
goal is expressed is defined as an expression over some performance indicator(s) (e.g., number 
of products, execution time, level of attention). A role description may contain role-specific 
goals that are added to general goals.  
Although refinement may be defined for some general goals of the personal assistant agent, 
most of them remain rather abstract. Using the information about the human operator and the 
assigned tasks, some goals of the personal assistant agent may be refined and instantiated into 
more specific, operational goals. This is done by the Own Process Control component of the 
personal assistant agent. For example, one of the subgoals of goal 7 expresses ‘It is required to 
maintain the operator’s heart rate within the acceptable range’. Based on the available 
information about the physical characteristics of the operator (e.g., the acceptable heart rate 
range is 80-100 beats per minute), this goal may be instantiated as ‘It is required to maintain 
the operator’s heart rate 80-100 beats per minute’. Also the task-related generic goals can be 
refined into more specific goals related to the particular tasks from the provided package (e.g., 
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‘It is required to achieve the timely execution of the task repair sensor TX324’). New goals 
resulting from refinement and instantiation are provided by the Own Process Control 
component to the Agent Specific Task component of the personal assistant agent, which is 
responsible for checking if the generated goals are satisfied. 
The configuration of the self-maintaining personal assistant agent begins with the 
identification of the suitable monitoring and guidance task model(s) that need(s) to be requested 
from the model maintenance agent. To this end, the model parameters are identified by the Own 
Process Control component based on the goals of the personal assistant agent. For example, to 
establish if the operator complies with a workflow model, diagnosis of the operator’s state may 
need to be performed. Thus, the parameter type of analysis with value diagnosis is included in the 
query to the model maintenance agent. A query is specified using the function 
model_query(query_id, param, list_of_values), where the first argument indicates a query identifier, 
the second argument indicates a parameter and the third argument indicates a list of parameter 
values. The elements of a list are specified using the function is_in_list(element, list). 
The choice of cognitive models is guided by the goals that concern internal states of the 
operator. From the goals in Table 4 and their refinements and instantiations, a number of 
internal states can be identified, among which experienced pressure and heart rate. To extract the 
suitable cognitive model, the query to the model maintenance agent should be defined as:  
model_query(“q1”, states, l1) & is_in_list(“experienced pressure”, l1) & is_in_list(“heart rate”, l1) &
model_query(“q1”, type, l2) & is_in_list(“cognitive”, l2)
For each task from the task package the appropriate workflow and dialogue models are 
extracted from the model maintenance agent. In general, more than one workflow and dialogue 
model may be maintained in the model maintenance agent for a task. For example, different 
models of the task execution may exist for operators with different capabilities and traits (e.g., 
novices and experts). In this case the query to the model maintenance agent should be based 
both on the task descriptions, as well as on the characteristics of the operator, e.g.: 
model_query(“q2”, task, l1) & is_in_list(“maintenance of a sensor”, l1) & model_query(“q2”, type, l2) &
is_in_list(“workflow”, l2) & model_query(“q2”, task executor capabilities, l3) & 
is_in_list(“little experience with the task”, l3)
By matching the queries received from the personal assistant agent with the annotations of the 
maintained models, the model maintenance agent identifies the most suitable model(s), which is 
(are) sent to the requestor. The provided models are stored in the Maintenance of Agent 
Information component of the personal assistant agent. 
5. Monitoring and Guidance by SMPA
Within the Agent-Specific Task of SMPA, the process of monitoring and guidance takes place. 
At the highest abstraction level the component consists of 5 subcomponents: Coordination, 
Monitoring, Analysis, Plan Determination, and Plan Execution Preparation. The interaction 
between these components is depicted in Figure 3. In the following sections, first a general 
explanation is given for each component followed by a more specific explanation directed at the 
user study which will be presented in Section 7.  
The initial inputs for the process are the goals provided from SMPA’s Own Process Control 
component, which are refined within the Coordination component into more specific criteria 
that should hold for the operator’s functioning (e.g., 80% of certain objects on a radar screen 
should be identified correctly). Note that goal refinement may also occur after the initialization 
phase based on the results of particular observations. For example, based on the acceptance 
observation of a task by the operator, the criteria for particular task execution states may be 
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generated from task-related goals. The criteria are fed to the Monitoring component, which is 
discussed in more detail below. 
 
 
Figure 3. Monitoring and guidance model 
 
5.1 Monitoring 
Within the Monitoring component, it is determined what kinds of observation foci are needed to 
be able to verify whether the criteria hold. In the object identification example, this could be 
“identification event” (i.e. the event that the operator identified an object), and “correctness of 
identification”. The input and output ontology that is used within the Monitoring component is 
presented in Table 5.  
The identified observation foci are translated into a number of concrete sensors being 
activated. As a form of refinement it is determined how specific information of a desired type 
can be obtained. For this a hierarchy of information types and types of sensors is used, as is 
information about the availability of sensors. For example, if the observation focus 
“identification event” is established, the monitoring component could refine this into two more 
specific observation foci “start identification” and “stop identification”. For the first observation 
an eye tracker could be turned on, while the second could be observed by looking at the events 
generated by a specific software component. Finally, Monitoring combines the detailed 
observations and reports the higher-level observation to Analysis.   
5.2 Analysis  
The Analysis component is responsible for detecting problems in the desired functioning of the 
human. If the Analysis component infers (based on a conflict between the criteria and the 
observations) that there is a problem, it aims to find cause of the problem. The input and output 
ontology is shown in Table 6.  
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Based on an appropriate dynamic model, hypotheses about the causes are generated using 
forward and backward reasoning methods (cf. [8]). First, temporal backward reasoning rules are 
used to derive possible hypotheses regarding the cause of the problem: 
 
if  problem(at(S:STATE, I1:integers), pos)   
then  derivable_backward_state(at(S:STATE, I1:integers)); 
 
if  leads_to_after(M:MODEL, S1:STATE, S2:STATE, I2:integers,pos) 
 and  derivable_backward_state(at(S2:STATE, I1:integers))   
 and  I3:integers = I1:integers - I2:integers 
then  derivable_backward_state(at(S1:STATE, I3:integers)); 
 
if       intermediate_state(S:STATE)   and derivable_backward_state(at(S:STATE, I:integers)) 
then  possible_hypothesis(at(S:STATE, I:integers)) 
 
Hereby, the first rule indicates that in case a problem is detected (a state S holding at a 
particular time point I1), then this is a derivable backward state. The second rule states that if a 
causal rule specifies that from state S1 state S2 can be derived after duration I2 (represented via 
the leads_to_after predicate), and the state S2 is has been marked as a derivable backward state 
(at I1), then S1 is also a derivable backward state, which holds at I1 – I2. Finally, if something 
is a derivable backward state, and it is an internal state (which are the ones used as causes of 
problems), then this state is a possible hypothesis. Using such abductive reasoning of course 
does not guarantee that such hypotheses are correct (e.g. it might also be possible to derive J 
from another state). Therefore, the analysis component assumes one hypothesis (based upon 
certain heuristic knowledge, see e.g. [8]) and starts to reason forwards to derive the 
consequences of the hypothesis (i.e. the expected observations): 
 
if       possible_hypothesis(at(S:STATE, I:integers)) 
then  derivable_forward_state_from(at(S:STATE, I:integers), at(S:STATE, I:integers)); 
 
if       leads_to_after(M:MODEL, S1:STATE, S2:STATE, I1:integers, pos) 
 and   derivable_forward_state_from(at(S1:STATE, I2:integers),at(S3:STATE, I3:integers)) 
 and  I4:integers = I2:integers + I1:integers 
then  derivable_forward_state_from(at(S2:STATE, I4:integers), at(S3:STATE, I3:integers)); 
 
if      observable_state(S1:STATE) 
 and  derivable_forward_state_from(at(S1:STATE, I1:integers), at(S2:STATE, I2:integers)) 
then  predicted_for(at(S1:STATE, I1:integers), at(S2:STATE, I2:integers)); 
 
The predictions are verified by doing requesting these observations from the Monitoring 
component. For example, if a hypothesis based on a cognitive model is that the undesired 
function is caused by an experienced pressure that is too high, then the observation focus will 
be set on the heart rate. The monitoring component selects the sensors to measure this. After 
these observation results come in, the selected hypothesis can be rejected in case the 
observations do not match the predicted observations. An example rule thereof is specified 
below: 
 
if      observation_result(at(S1:STATE, I1:integers), neg)   
 and  selected_hypothesis(at(S2:STATE, I2:integers)) 
 and  predicted_for(at(S1:STATE, I1:integers), at(S2:STATE, I2:integers)) 
then  to_be_rejected(S2:STATE); 
 
Eventually, this leads to the identification of one or more specific causes of the problems, 
which are communicated to Plan Determination.  
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5.3 Plan Determination 
Within Plan Determination, based on the identified causes of undesired functioning, plans are 
determined to remedy these. This makes use of causal relations between aspects in a dynamic 
model that can be affected and the (internal) states identified as causes of the undesired 
functioning. Hereby, backward reasoning methods (as explained for the Analysis component) 
are used. These use the specific cause of the problem as input, and derive what actions would 
remedy this cause. To decide which actions are best, the Plan Determination component also 
uses knowledge about the compatibility of solutions, their effectiveness and their side effects. 
See [8] for more a detailed overview of possible selection strategies. In the example, this 
component could conclude that the “noise level” should be reduced to lower the experienced 
pressure. The analysis component monitors the effectiveness of this measure. If it does not 
solve the problem, or causes undesired side effects, this will be considered as a new problem, 
which will be handled via the same process. 
Subsequently, this information will be forwarded to the plan determination component. The 
plan determination component derives actions to be performed such that the work pressure 
experienced by the human does not exceed the maximal experienced pressure which has been 
set. An example of achieving this is by reducing the task level with a given percentage. If the 
percentage is calculated, two possible approaches can be followed, namely task based 
reallocation, and task support. In the former case, the reduction in task load is accomplished by 
reallocation of tasks. The tasks can be allocated to other humans, but the deadline of tasks could 
be altered as well (e.g. postponing tasks). The second option, giving task support reduces the 
task level by giving the human support, e.g. giving a calculator when having to perform 
calculations. Hereby, each support action reduces a certain amount of task level and appropriate 
support can be given.  
The input and output ontology of the component is shown in Table 7. In the remainder of 
this section, two methods are presented to determine how much the task level should be 
reduced.  
In the first method called what-if simulation, plan determination uses the input from analysis 
concerning the predicted trend of the experienced pressure. Suppose the prediction is that the 
experienced pressure will become too high, namely x1 in y time units (which is above the 
boundary b that has been set). The component performs a what-if simulation using the work 
pressure model whereby the task level has been reduced by z% to investigate how effective 
such a change is. This results in a prediction that the experienced pressure will become x2 after 
y time units. Now, the plan determination component can calculate how much the task level 
should be reduced in order to stay precisely within the boundaries that have been set:               
 
task_level_reduction_percentage = (x1 – b) / ((x1 – x2) / z) 
 
Here, x1-b is assumed to be sufficiently small, so that a linear approximation of the experienced 
pressure function can be used.  
Figure 4 shows an example of a prediction. The current time point is 30, and the boundary 
for maximum experienced pressure (b) is set to 0.186. Given the current trend in the task level, 
the experienced pressure is prospected to surpass the maximum level in 3 time units, whereby 
the predicted experienced pressure is x1 = 0.1863 to be precise. The plan determination 
component performs another what-if simulation whereby the task level is reduced with z = 10% 
in the future. This prediction is shown in Figure 4 as well. In this prediction, the experienced 
pressure with a task level reduction of 10% will be x2 = 0.183 after 3 time units.         
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Plan determination has enough information to calculate how much the task level should be 
reduced at time point t, given this prediction:              
(0.1863 – 0.186) / ((0.1863 – 0.183) / 10) = 0.91%. 
Another approach is to use a fixed strategy to reduce the task level. Hereby, a strategy is utilized 
which increases the reduction in task level with each consecutive time point at which an 
experienced pressure exceeding the maximum experienced pressure boundary b is predicted. 
The fixed strategy proposed in this paper is to decrease the task level with a percentage equal to 
the number of time units at which the prediction is that the boundary b will be crossed. As a 
result, an increasing decrease in task level will be performed until the prediction no longer 
forecasts exceeding b. So, at time point 1 the task pressure will be decreased with 1%, at time 
point 2 with 2% (in addition to the previous 1%), etcetera until the prediction is satisfactory.  
5.4 Plan Execution Preparation 
Finally, within Plan Execution Preparation the plan is refined by relating it more specifically to 
certain actions that have to be executed at certain time points. For example, reducing the noise 
level could be achieved by reducing the power of an engine, or closing a door. 
6. A Prototype Implementation  
A prototype of the system has been implemented in DESTOOL (the prototyping environment 
for the DESIRE modelling framework [9]). This prototype has been used to evaluate the model 
for a specific scenario as specified by domain experts of the Royal Dutch Navy. The scenario 
concerns the mechanic Dave, who works on a ship of the Navy: 
 
Dave just started his shift when he got an alarm that he had to do a regular check in the machine room; he 
accepted the alarm and walked towards the room. There he heard a strange sound and went to sit down to find the 
solution. However, he could not identify the problem and a solution immediately. At the same time, Dave received a 
critical alarm on his PDA: the close-in weapon system (CIWS) of the ship was broken. He immediately accepted 
the alarm, however continued to work on the engine problem, resulting in the more critical task to fix the close-in 
weapon system not being performed according the schedule. 
 
To apply the approach presented in this paper for this scenario, a number of models have 
been specified. First of all, the workflow models for the two tasks from the operator’s task 
package have been specified. For the sake of brevity, these models are not shown, but specified 
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in [10]. Furthermore, a cognitive model concerning the experienced pressure is specified, which 
is shown in Figure 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
In the model, relations between the states have been identified using the leads_to_after predicate, 
specified by means of four parameters: the model name, a condition state, a consequence state, 
and a delay between the two. For instance, the relation 
leads_to_after(cogn1, and(normal_exp_pressure, normal_vitality), high_perf_quality, 1) 
indicates that a normal experienced pressure combined with normal vitality leads to a high 
performance quality of the task in one step. 
The presented scenario has been simulated within the prototype of the proposed 
architecture. Below, a brief overview of the steps the system takes is presented. When the 
system is started, the operator’s task package that comprises two task types maintain_engine and 
solve_ciws_problem is provided to Own Process Control of SMPA. The operator is characterized by 
the default profile with standard characteristics (e.g., the heart rate range is 60-100 beats per 
minute). Furthermore, a set of generic goals provided to Own Process Control is defined to 
achieve timely task execution for each task, and to maintain a good health for the human it 
supports. The goal related to the operator’s health is further refined stating that the experienced 
pressure and the vitality should remain normal: 
own_characteristic(has_goal(SMPA, achieve(ontime_task_execution, -1)) 
own_characteristic(has_goal(SMPA, maintain(good_health_condition, 0, -1))) 
own_characteristic(has_goal(SMPA, maintain(normal_exp_pressure, 0, -1))) 
own_characteristic(has_goal(SMPA , maintain(normal_vitality, 0, -1))) 
Here, ‘-1’ indicates infinite time. Based on the goals related to the operator’s health 
condition, the query for a cognitive model with the value normal_exp_pressure of the parameter 
states is generated and communicated by Own Process Control to MMA. As a result of this 
query, the model annotated by the corresponding parameters is indeed retrieved from MMA, and 
stored within the component MAI within SMPA: 
 
maintenance of agent information (SMPA) 
input:   belief(leads_to_after(cogn1, and(normal_exp_pressure, normal_vitality),  
  high_perf_quality, 1), pos)   etc. 
output: see input 
 
The workflow models for the assigned tasks are extracted from MMA in a similar manner. 
Figure 5. Cognitive model for operator 
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Eventually, the models and the goals are also received by the Coordination component in 
Agent Specific Task. Based on this input Coordination generates specific criteria. In particular, 
based on the goals to maintain normal_exp_pressure and normal_vitality, the criteria to maintain the 
medium heart rate and the high performance quality are generated using the cognitive model. 
The generated criteria are provided to the Monitoring component, which sets the observation 
foci corresponding for these criteria.  
After this has all been done, a new assignment of a task is received from the World 
component, namely that a task of type maintain_engine has been assigned to the operator: 
 
physical world  
input:   -  
output: observation_result(at(assigned_task_at(maintain_engine, 3), 3), pos)) 
 
Based on this information Coordination generates new criteria using the workflow model 
corresponding to the task. Most of these criteria establish the time points at which the execution 
states from the workflow should hold (e.g., achieve(walk_to_engine, 4)). 
These criteria are again sent to the Monitoring component within Agent Specific Task. 
Therefore, the component sets the observation foci to the states within the workflow. If no goal 
violation is detected, no actions are undertaken by the agent. After a while however, a new task 
is assigned, namely the task to fix the close-in weapon system (of type solve_ciws_problem), which 
is outputted by the world: 
observation_result(at(assigned_task_at(solve_ciws_problem, 23), 23), pos)) 
Again, the appropriate criteria are derived based on the corresponding workflow model. The 
Monitoring component continuously observes whether the criteria are being violated, and at 
time point 66 (when the operator should walk to the close-in weapon system) it observes that 
this is not the case. Therefore, a criterion violation is derived by the Monitoring component. 
 
monitoring (AST - SMPA) 
input:   observation_result(at(walk_to_ciws, 66), neg)  etc.     
output: criterion_violation(walk_to_ciws)   etc. 
 
This criterion violation is received by the component Analysis, which is triggered to start 
analysing why the operator did not perform the task in a timely fashion. This analysis is 
performed using the cognitive model. The first hypothesis which is generated is that the cause is 
that the experienced pressure is normal, but the vitality abnormal. The Analysis component 
derives that a low heart rate must be observed to confirm this hypothesis (an observation that is 
not available yet): 
 
analysis (AST - SMPA) 
input:   observation_result(at(walk_to_ciws, 66), neg); criterion_violation(walk_to_ciws) 
output: selected_hypothesis(at(and(normal_exp_pressure, abnormal_vitality), 65); 
   to_be_observed(low_heart_rate)) 
 
Since the heart rate is not observed to be low, but high, the Analysis component selects 
another hypothesis that is confirmed by the observation results that are now present (after the 
heart rate has been received). The resulting hypothesis is abnormal experienced pressure, and 
normal vitality. This hypothesis is passed on to the Plan Determination component within 
Agent Specific Task of the SMPA agent. Agent Specific Task derives that the task level should 
be adjusted: 
 
plan determination (AST - SMPA) 
input:   selected_hypothesis(at(and(abnormal_exp_pressure, normal_vitality), 65) 
output: to_be_adjusted(abnormal_task_level) 
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 To achieve this adjustment, the operator is informed that the maintenance task is not so 
important, and that the operator should focus on the close-in weapon system task. This 
eventually results in a normal task level of the operator. 
7. User Study 
A user study was conducted to examine the effectiveness of the support given by the ambient 
agent. One experienced male participant took part, with the main task to perform tasks in a 
simulation-based training environment. The environment and the procedure of the study are 
described in Sections 7.1 and 7.2. Section 7.3 and 7.4 explain how the agent uses the user 
information for respectively monitoring and analysis of human performance.   
7.1 Simulation-based training environment 
In the study, the main task consisted of identifying incoming contacts and, based on the 
outcome of the identification, deciding to eliminate the contact (by shooting) or allowing it to 
land (by not shooting). The object at the bottom of the screen represents the participant’s 
(stationary) weapon. In addition, contacts (allies and enemies in the shape of a dot each 
accompanied by a simple mathematical equation) will appear at a random location on the top of 
the screen and fall down to random location at the bottom of the screen. The rate at which the 
contacts appear can vary in demanding versus less demanding circumstances.  
The identification of a contact is performed by checking the correctness of its equation, 
incorrect equations correspond to enemies and correct ones to allies. Points are gained by 
shooting down the enemies and by allowing the allies to land. The participant can shoot a 
missile by executing a mouse click at a specific location; the missile will then move from the 
weapon to that location and explode exactly at the location of the mouse click. When a contact 
is within a radius of 50 pixels of the exploding missile, it is destroyed. The number of points a 
participant receives for destroying an enemy is proportional to the proximity of the explosion. 
When a participant shoots an ally or when an enemy reaches the bottom of the screen 10000 
points are lost. When an ally reaches the bottom of the screen the participant receives 1000 
points.  
7.2 Procedure 
The user study consisted of two sessions; the first was used to measure the participant’s profile 
and the second session was used for examining the effect of the support system using the 
model. For the first session, the participant started with the first part by filling out a personality 
questionnaire, which contained questions from the NEO-PI-R and the NEO-FFI [11]. Answers 
to these questions served as input for the participant’s personality profile. After the 
questionnaire, the participant performed the three small tests in order to determine his basic 
cognitive abilities and expertise profile (as explained in Section 2.1).  
The goal of the second session was to test the effectiveness of support using the personalized 
model. For this, the participant performed two conditions of the task explained in Section 3.1. 
In condition 1 support was given according to the personalized model. In condition 2 no support 
was given. In both conditions the situational demands were high as every 2.25 to 4.5 seconds 
one contact entered the screen and the complexity of the equations was relatively high (e.g. 
271/17=23). The participant started with condition 1 (“support”) and after some rest he 
continued with condition 2 (“no support”). In both conditions the task duration was 10 minutes.   
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7.3 Agent-Based Reasoning 
In this section, the specific choices that are made regarding the user study are explained. for 
each component within the personal agent.   
7.3.1 Monitoring. For the present user study, the monitoring component makes two types of 
measurements in the external world, initial one-time measurements and measurements during 
the simulation-based training program. The one-time measurements determine the initial 
settings of the work pressure model for the expertise and personality profiles and basic 
cognitive abilities (further explained in Section 2.2). The first initial monitoring task is 
measuring four personality characteristics via questions from the NEO-PI-R and the NEO-FFI 
personality questionnaires [11]: extraversion, neuroticism, vulnerability and ambition. The 
second part of the initial measurements consists of three small tests. In the first test simple 
Reaction Time is measured (choice). In the second test (calc) humans have to solve 
mathematical equations. In the third test a human has to move the mouse to a target presented 
on the screen (mouse). In the second and the third test the human’s speed and accuracy are 
measured. Data from all tests is transferred to the analysis component. 
During the training program, the analysis component will request observations to be able to 
determine (using the work pressure model described in Section 2.2) whether the work pressure 
level of the human remains below the boundary. The observations required for this are the 
actions of the human in order to calculate performance quality and the situation on the screen in 
order to calculate situational task demand. These observations are requested by the analysis 
component continuously and will be sent back to analysis continuously. 
7.3.2 Analysis. The model that the analysis component uses in the present user study is a 
dynamic model about work pressure to detect problems in human functioning (Figure 6, 
adapted from [5]). The key concept in this model is the experienced pressure. The analysis 
component maintains a maximal desired value for this concept, called the experienced pressure 
norm. Using the work pressure model, the estimated experienced pressure for a time point in the 
near future (set to 3 minutes in the experiment) is continuously calculated. This calculation 
requires input about the functioning of the human. The analysis component therefore 
continuously requests information from the monitoring agent about the task execution state, 
which is measured via the scores that are received in simulation-based training environment. If 
the predicted experienced pressure will be higher than the norm, the analysis component will 
conclude that the experienced pressure norm will be exceeded and the following assessment 
will be derived:  
assessment(predicted_threshold_exceeded_by(exp_pressure, x)) 
Subsequently, this information will be forwarded to the plan determination component, 
which will plan the measures to be taken.  
The work pressure model is based on two different theories: 1) the cognitive energetic 
framework [12], which states that effort regulation is based on human resources and determines 
human performance in dynamic conditions; 2) the idea, that when performing sports, a person’s 
generated power can continue on a critical power level without becoming more exhausted [13]. 
According to the model, a person’s experienced pressure is influenced by a combination of 
exhaustion, the amount of generated effort, but also the critical point. The critical point is the 
amount of effort someone can generate without becoming more exhausted. In addition, the 
pressure is determined by external factors (task demands and environment state) and personal 
factors (cognitive abilities and personality profile) taken from the literature ([14], [15]). More 
details of the work pressure model can be found in [5]. 
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Figure 6. A graphical representation for the work pressure model [5] 
  
7.3.3 Plan Determination. In the condition with support, the task-based reallocation was used 
(described in section 2.3). In this scenario, this indicates that when support is needed, a number 
of cases are reallocated (e.g., disappear from the screen). Support is given based on the 
(predicted) level of experienced pressure: if this exceeds 0.8 within 180 seconds the fixed-
strategy (see Section 2.3) is used. 
8. Analysis of Experimental Results 
This section analyses the results obtained during the experiment. First, the key results are 
presented in a graphical manner. Thereafter a more formal verification of the experimental 
results is performed. 
8.1 Comparison With and Without Support  
In this subsection a thorough comparison is made between the two conditions of the experiment 
(i.e. with and without support). Obviously, one clear metric on the performance is the 
performance quality during the experiment. The results hereof are shown in Figure 7. On the x-
axis of the figure time is shown in seconds, whereas the y-axis represents the performance 
quality (for the two dark lines, the scale is shown on the left side of the figure starting at 0.6), 
and the reallocation percentage (for the gray line, the scale is shown on the right side). Of 
course, the reallocation percentage belongs to the case with support, as no reallocation takes 
place in the other condition. It can be seen that the performance quality is generally higher for 
the case with support. Furthermore, as the performance quality decreases, the task allocation 
percentage increases, resulting in the performance quality going up again. Hence, the support is 
very effective. In addition the final score of the user in the support condition was much higher 
than in the no-support condition (600000 vs 50000 points). 
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Figure 7. Performance quality with and without support  
 
Besides the performance quality, the internal concepts in the model also give an indication 
how good the support functions. Figure 8 shows the internal state experienced pressure for the 
case with and without support. It can clearly be seen that the experienced pressure is a lot lower 
for the case with support. The task reallocation stops the increase of the experienced pressure 
(and sometimes even makes it decrease). 
 
  
Figure 8. Experienced pressure with / without support 
 
Finally, in Figure 9 the internal state exhaustion is shown. Hereby, the exhaustion for the 
condition without support is far higher than the condition with support. Only between time 
point 300 and 400 there is some exhaustion in the case with support. In the other condition, 
exhaustion builds up, and never disappears.  
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Figure 9. Exhaustion with and without support 
 
8.2 Formal Analysis 
Besides the analysis of the experimental results, the results have also been analyzed by 
verification of dynamic properties. Following [16], dynamic systems can be studied by 
specifying dynamic statements that are (or are not) expected to hold in terms of temporal logical 
expressions, and automatically verifying these statements against logs of the system. A typical 
example of a property that may be checked for the agent proposed in this paper is whether the 
performance of users is higher in the scenarios with support than in the scenarios without 
support. However, more functional properties of the ambient agent may be checked, such as 
‘every time that the system assesses that there is a risk for a critical situation, it will provide 
some form of support’. 
For the ambient agent presented in this paper, a number of such dynamic properties have 
been formalized in the language TTL [16]. TTL is built on atoms referring to states of the 
world, time points and traces, i.e. trajectories of states over time. In addition, dynamic 
properties are temporal statements that can be formulated with respect to traces based on the 
state ontology Ont in the following manner. Given a trace  over state ontology Ont, the state in 
 at time point t is denoted by state(, t). These states can be related to state properties via the 
formally defined satisfaction relation denoted by the infix predicate |=, comparable to the 
Holds-predicate in the Situation Calculus: state(, t) |= p denotes that state property p holds in 
trace  at time t. Based on these statements, dynamic properties can be formulated in a formal 
manner in a sorted first-order predicate logic, using quantifiers over time and traces and the 
usual first-order logical connectives such as , , , , , . Below, a number of dynamic 
properties are introduced, both in semi-formal and in informal notation. 
 
P1 - Support Correctness 
For all time points t, 
if the system assesses that the experienced pressure norm will be exceeded 
then within one time step the system will perform case reallocation. 
 
P1(:TRACE)     t:TIME x:REAL   state(, t) |= assessment(threshold_exceeded_by(exp_pressure, x)) 
 t2 [ t  t2  t+1 & state(, t2) |= to_be_performed(case_reallocation)] 
 
This property has been checked against two traces . The property was satisfied for trace1, a log 
of the experiment under the “support” condition, whereas it failed for trace2 (a log of the 
experiment under the “no support” condition. This proves that the support system indeed 
performed an action in each case that it deemed this necessary. 
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As a next step, the effect of the support actions on the user’s performance quality, 
experienced pressure, and exhaustion was verified. To this end, the average values of these 
concepts were compared for the different traces. The average value of performance quality is 
specified in property P2: 
 
P2 - Average Performance i 
For trace , the average performance quality that a person has is i. 
 
Note that the formal form of this property has been omitted for the sake of brevity. In addition 
to P2, variants of the property have been specified in order to calculate the average values of 
experienced pressure and of exhaustion. The results of checking these properties to trace1 and 
trace2 are shown in Table 8. Note that the averages are calculated over traces with a length of 10 
minutes, where each second a new value was logged (600 measurements). As shown in Table 8, 
the agent’s support increased the average performance quality with an increase of 13%. 
Moreover, the support decreased the (estimated) experienced pressure with 13.5% and 
decreased the (estimated) exhaustion almost completely (94.8%). 
9. Discussion 
In every organisation a set of critical tasks exists that greatly influence the satisfaction of 
important organisational goals. Thus, it is required to ensure effective and efficient execution of 
such tasks. To this end, automated personalized assistance for the task performers may be used. 
In this paper, a multi-agent system architecture for personal support during task execution has 
been proposed. This architecture includes self-maintaining personal assistant agents with a 
generic design. Such agents possess self-configuration abilities, which enable them to 
dynamically load domain-specific models, thereby specializing these agents for the execution of 
particular tasks in particular domains. Using these models and information about the assigned 
goals and tasks, the personal assistant agent performs monitoring and analysis of the behaviour 
of the supported human in his/her environment. In case a known problem is detected, the agent 
tries to identify and execute an appropriate repair action. The fact that the architecture is generic 
differentiates the approach from other personal assistants such as presented in [2]; [3]. Besides 
being generic, the proposed self-maintaining personal assistant agent has an advantage of being 
relatively lightweight, as it only maintains and processes those models that are actually needed 
for the performance of the tasks. It can therefore run upon for instance a PDA or cell phone.  
When performing a task, especially in highly demanding circumstances, human performance 
can be degraded due to increased cognitive workload. A possible negative effect of high 
cognitive workload is that it leads to a reduction in attention and situation awareness [17]. 
Situation awareness refers to the picture that people have of the environment (e.g., [18]). In case 
of low situation awareness this picture is wrong, which will often lead to wrong decision 
making (e.g., [19]). In the literature, it is known that automated systems can also impose a 
negative effect on cognitive workload or situation awareness [20]. Therefore, systems have 
been designed that are adaptive, e.g. in only providing aiding when it is necessary [4]. For this, 
a human’s cognitive state should be assessed online; since this is difficult, often adaptive 
systems like this are based on psychophysiological measurements, like brain activity and eye 
movements (e.g. [4]; [21]). The personal assistant described in this paper makes use of such 
measurements, but in addition uses models of cognitive states and dynamics, and the current 
workflow to be able to assess the online state of the operator. This allows for an optimal 
operator support.  
In this paper the application of the multi-agent study in a user study shows the effectiveness 
of such highly personalized operator support during execution of a demanding task. The 
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assistance provided by a personal assistant agent in this system is sensitive not only to the task 
and environmental conditions at hand but also to personal aspects such as the characteristics 
and states of the human at the given point in time. It constantly monitors the task execution and 
well-being of the human via non-intrusive sensors, and intervenes when an unsatisfactory 
situation is expected. Analysis takes place on the basis of continuously made predictions using 
observations and a dynamical model for the human’s work pressure and exhaustion. 
Experiments have shown that the human’s performance increases up to around 13% in a 
scenario with support. In addition, the subject in the experiments reported that he had the 
feeling that he was able to handle the situation, in contrast to a scenario where no support was 
provided. 
A number of approaches for prediction of human behavior in ambient intelligence 
environments have been developed. Most of these approaches perform time series analysis 
based on sensory data collected. In particular, data mining prediction techniques (e.g., case-
based reasoning [22]), soft computing prediction techniques (e.g., fuzzy rule based learning 
[23]) and statistical modeling prediction techniques (e.g., based on Markov chains [24]) are 
used often. Usually cognitive models underlying human behavior are not considered in these 
approaches. However, combining information about observations of human behavior with 
dynamic specifications of internal processes as proposed in this paper provides a stronger basis 
for prediction. To ensure correct prediction and appropriate support, cognitive specifications 
should be precise and valid. The work pressure model used in this paper has a strong support 
from psychology [14]; [15]. 
Some characteristics and behavioral modes of the human may vary during the task execution. 
To ensure high reliability of predictions and adequacy of the support provided by the assistant, 
real-time fine-tuning of the parameters of the work pressure model can be performed based on 
the observed human behavior and characteristics. To this end, real-time parameter estimation 
techniques can be applied, based on the global probabilistic optimization, gradient-based 
algorithms or filters [25]. In the future a dedicated component will be elaborated and added to 
the proposed agent architecture, which realizes one of these techniques. In addition, in future 
research the proposed architecture will be applied for supporting different types of tasks 
performed by different types of humans. Furthermore, the performance parameters of the 
technical realization of the system will be evaluated. In particular, the frequency of interaction 
and the amount of information transmitted between the maintenance agents and the personal 
assistant agents will be evaluated. 
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Table 1. Interaction ontology 
Ontology element Description 
to_be_observed(I:INFO_ELEMENT) I is to be observed in the world (active observation) 
observation_result(I:INFO_ELEMENT, S: SIGN) I with sign S is observed in the world 
communicated_by(I:INFO_ELEMENT, S:SIGN, A:AGENT) I with sign S is communicated by A 
to_be_communicated_to(I:INFO_ELEMENT, S:SIGN, A:AGENT) I with sign S is communicated to A 
to_be_performed(A:ACTION) Action A is to be performed 
Table 2. Monitoring/guidance model parameters 
Parameter Some possible values 
Name string value 
Type of analysis diagnosis, configuration, classification, causal network analysis 
Reasoning techniques forward/backward chaining, tableau-like methods, constraint reasoning 
Required time integer value 
Required memory integer value 
Processing power integer value 
Language type causal logic-based relations  
Characteristics qualitative or quantitative or combination of both; stochastic; statistical; 
discrete or continuous 
Table 3. Cognitive and workflow model parameters 
Parameter Some possible values Parameter Some possible values 
Cognitive models Workflow models 
Name string value Name string value 
Cognitive processes reasoning, consciousness, 
perception 
Task type string value 
States stress, motivation level, 
fatigue level 
Task executor 
capabilities 
excellent analytic skills, quick 
typing, domain-related knowledge  
Agent type robot, human, animal Task executor 
traits 
openness, extraversion, neuroticism 
Related physical 
parts  
frontal lobe, parietal lobe, 
temporal lobe 
Minimum/maxi
mum duration 
integer value / integer value 
Characteristics  qualitative/quantitative; 
stochastic; statistical 
Consumable 
resources 
building materials 
Table 4. General goals defined for the self-maintaining personal assistant agent 
# Goal 
1 It is required to achieve the timely task execution 
2 It is required to achieve a high degree of effectiveness and efficiency of the task execution 
3 It is required to achieve a high degree of safety of the task execution 
4 It is required to maintain the compliance to a workflow for an assigned task 
5 It is required to maintain an acceptable level of experienced pressure during the task execution 
6 It is required to maintain the operator’s health condition appropriate for the task execution 
7 It is required to maintain a satisfactory health condition of the operator 
70
Table 5. Input/output ontology of Monitoring. 
Predicate Explanation 
Input 
to_be_observed: 
INFO_ELEMENT 
The component is requested by analysis to observe a certain information element. 
observation_result: 
INFO_ELEMENT x SIGN 
An observation result is received from the external world indicating the information element 
observed, and the value thereof (i.e. pos or neg) 
Output: 
to_be_observed: 
INFO_ELEMENT 
An active observation to be performed in the external world. Note that a translation occurs between 
the information requested by analysis, and the observations performed in the world. 
observation_result: 
INFO_ELEMENT x SIGN 
An observation result passed on to analysis. Again, a translation takes place in the monitoring 
component. 
Table 6. Input/output ontology of Analysis 
Predicate Explanation 
Input 
observation_result: 
INFO_ELEMENT x SIGN
An observation result is received from monitoring, indicating the information element observed, 
and the value thereof (i.e. pos or neg)
Output: 
to_be_observed: 
INFO_ELEMENT
Analysis outputs a request to observe a certain information element.
assessment: 
ASSESSMENT_VALUE
The component has assessed the current situation, and detected a problem. Therefore, the 
assessment is outputted, and passed on to plan determination.
Table 7. Input/output ontology of Plan Determination 
Predicate Explanation 
Input 
assessment: 
ASSESSMENT_VALUE 
The assessment of the situation comes in from analysis. 
Output: 
to_be_performed: ACTION The plan determination component has derived that a certain action should 
be performed, e.g. reallocation of a percentage of the tasks. 
Table 8. Averages of performance quality, exhaustion, experienced pressure 
Trace 1 (support condition) Trace 2 (no-support cond.) 
Performance quality 1.188 1.051 
Experienced pressure 0.556 0.643 
Exhaustion 0.026 0.498 
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Abstract 
 
This paper introduces an agent-based support 
model for group development and leadership, to be 
used by ambient systems to support a group leader in 
the development of group members. Using model-
based reasoning, an ambient agent analyses the 
development level of the group (member) and provides 
support to the group by proposing the most effective 
leadership behaviour to the group leader. The support 
model has been formally designed and within a 
dedicated software environment, simulation 
experiments have been performed. 
 
1. Introduction 
 
Leadership can be defined as the process of 
influencing activities of an individual or a group 
towards goal achievement in a given situation [1, p. 
86]. Different leadership models focus on different 
aspects that can define how effective a leader can be in 
guiding the team or individual towards a goal. Some 
models focus on the traits of the leader and followers 
[2], others on their attitudes and even other models on 
the situational context or organisational dynamics. 
Examples of the attitudinal approaches to leadership 
are the studies in [7], [8]. The current paper introduces 
a support model which is based on the situational 
leadership model of Hersey and Blanchard [1, p.171-
204]. Their model differs from most other leadership 
models in that they added a third dimension of 
leadership behaviour: the effectiveness dimension. The 
other two dimensions of leadership behaviour are the 
task-oriented and relationship oriented behaviours 
taken from [7], [8]. With the integration of the third 
dimension, it is now possible to predict the 
effectiveness of the different leadership styles in the 
specific situational context or situational demands. 
At present no computational models of (situational) 
leadership are available. The motivation for 
formalising a computational leadership model is 
originated in the goal to design an ambient software 
agent that can support effective team performance. This 
paper explores the possibility of a support model for 
group development based on a situational leadership 
model. The idea is that an ambient agent can estimate 
the development level of the group (member) and 
match this with the correct leadership style. Then, 
based on the leadership style and the context, which 
also reflects the history and communication with the 
group (member), it can propose effective leadership 
behaviours to the team leader. 
In the description of the detailed model in the next 
sections, the temporal relation a →  b denotes that 
when a state property a occurs, then after a certain time 
delay (which for each relation instance can be specified 
as any positive real number), state property b will 
occur. In this language (called LEADSTO) both 
temporal logical relationships and numerical 
calculations can be specified, and a dedicated software 
environment is available to support specification and 
simulation; for more details see [4]. 
Below, in Section 2, a detailed model of 
development level is explained and formalised. Section 
3 introduces the main aspects of a multi-agent support 
model for group development, which can be used by an 
ambient agent to provide support to the group by 
proposing the group leader the most effective 
leadership behaviour. In Section 4, simulation results 
of the group development level and the support 
mechanisms are shown. Finally, Section 5 concludes 
the paper with a discussion. 
 
2. A Model for Development Levels 
 
Multiple (informal) models of group development 
have been suggested by different researchers; for 
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example, see [5] and [6]. For the current paper the 
Situational Leadership Theory [1] was adopted. In this 
theory, the group leader is responsive to the behaviour 
of the group member, which he categorises in one of 
four development levels. In this way the group 
member’s behaviour determines the group leader’s 
behaviour. With the correct leadership behaviour, the 
group member can grow to a higher development level.  
In [1] the authors define development levels as what 
they call ‘readiness’ levels of the group or individual 
person. They define readiness as the extent to which a 
group (member) shows the ability and willingness to 
accomplish a specific task. Readiness is not a 
personality characteristic, but is a concept that is being 
used in a specific situation, for a specific task. Their 
theory states that readiness exists of two components: 
ability and willingness. They define ability as the 
experience, skill or knowledge of the person or group 
and willingness as the degree of confidence, 
commitment and motivation a person or group has in 
accomplishing a specific task.  
The interaction between the two components ability 
and willingness defines the current development level 
of a person or group. A person or group can be able or 
unable and willing or unwilling in task performance. Of 
these four states, four combinations can be made, 
which define the four development levels or readiness 
levels of a person or group. Thus the continuum of 
possibilities of the readiness of a person or group can 
be structured according to four levels: R1, R2, R3 and 
R4, see Figure 1 (comparable to Figure 8-2, p.177 in 
[1]). Here R1 defines a development level where the 
person or group is unable and unwilling. The 
unwillingness is either the lack of commitment and 
motivation or the lack of confidence in task 
performance. In R2 the group or person is unable but 
willing. Willingness can be either motivation and 
commitment the group or person demonstrates, or the 
confidence the person or group demonstrates in the 
guided task performance. In development level R3, the 
person or group is able but unwilling. This means that 
the group or person now has the ability (experience, 
skill and knowledge) to perform a task, but that the 
group or person lacks commitment and motivation or 
lacks confidence. In R4 the group or person is able and 
willing. This means that the group or person is able to 
perform a task and has the motivation and commitment 
or shows confidence in performing the task.  
The current development level of a group (member) 
is reflected in the aspect gR with possible values R1, 
R2, R3 and R4 for R. For each of the four development 
levels multiple profile attributes pij have been 
determined, which correspond with the behavioural 
indicators introduced by [1]; see Table 1. 
 
 
Figure 1 Continuum of readiness 
 
 
 
Table 1 Formal representations of the behavioural 
indicators of the four readiness levels, Profile Attribute 
Names/Values and Experience Names/Values 
 
 
Each profile attribute pij can be seen as a category or 
behavioural category of a certain development level. 
Index i defines the development level:  i∈{1,2,3,4}. 
Index j defines the attribute name/position within this 
development level, for example for  i= 1:  j∈{1,2,3,4, 
5, 6, 7, 8, 9, 10}. For example profile attribute p11 
‘defensive_behaviour’ belongs to development level 
R1 and is the first attribute name of this development 
Profile attribute   Experience 
attr  
pij 
name  
+  
or 
 - 
pij 
value 
vij 
name  
nij 
value 
eij 
Development level    R1 
p11 
p12 
p13 
p14 
p15 
p16 
p17 
p18 
p19 
p110 
Defensive_behaviour 
Complaining_behaviour 
Intense_frustration 
Late_task_completion 
Performance_only_to_exact_request 
Argumentative_behaviour 
Discomfort_in_body_language 
Confused_unclear_behaviour: 
Fear_of_failure 
Concern_over_possible_outcomes 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
v11 
v12 
v13 
v14 
v15 
v16 
v17 
v18 
v19 
v110 
n11 
n12 
n13 
n14 
n15 
n16 
n17 
n18 
n19 
n110 
e11 
e12 
e13 
e14 
e15 
e16 
e17 
e18 
e19 
e110 
Development level    R2 
p21 
p22 
p23 
p24 
p25 
p26 
p27 
p28 
p29 
Nodding_head 
Seeming_eager 
Speaking_intense_and_quickly 
Listening_carefully 
Accepting_tasks 
Acting_quickly 
Seeking_clarity 
Making_yes_I_know_comments 
Answering_questions_superficially 
+ 
+ 
+
+ 
+ 
+
+ 
+ 
- 
v21 
v22 
v23 
v24 
v25 
v26 
v27 
v28 
v29 
n21 
n22 
n23 
n24 
n25 
n26 
n27 
n28 
n29 
e21 
e22 
e23 
e24 
e25 
e26 
e27 
e28 
e29 
Development level    R3 
p31 
p32 
p33 
p34 
p35 
p36 
p37 
Being_hesitant 
Being_resistant 
Feeling_overworked 
Seeking_reinforcement 
Feeling_over-obligated 
Lacking_self-esteem 
Focusing_on_potential_problems 
- 
- 
- 
- 
- 
- 
+ 
v31 
v32 
v33 
v34 
v35 
v36 
v37 
n31 
n32 
n33 
n34 
n35 
n36 
n37 
e31 
e32 
e33 
e34 
e35 
e36 
e37 
Development level    R4 
p41 
p42 
p43 
p44 
p45 
p46 
p47 
Sharing_creative_ideas 
Being_result-oriented 
Being_willing_to_help_others 
Keeping_boss_informed_of_task_progress 
Shows_confidence 
Making_efficient_use_of_resources 
Being_responsible 
+ 
+ 
+
+ 
+ 
+
+ 
v41 
v42 
v43 
v44 
v45 
v46 
v47 
n41 
n42 
n43 
n44 
n45 
n46 
n47 
e41 
e42 
e43 
e44 
e45 
e46 
e47 
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level. This profile attribute reflects the degree to which 
the group (member) shows defensive behaviour. 
Therefore it has a negative meaning. In the proposed 
model of group development, 10 profile attributes are 
suggested for development level R1, 9 for development 
level R2 and 7 both for levels R3 and R4, see Table 1. 
Table 1 also shows that each profile attribute pij has 
a profile attribute value vij which reflects how often the 
group (member) has shown certain behaviours that 
indicate the specific profile attribute. Aspect vij has 
been formalised numerically by numbers in the interval 
[0, 1]. For example v47 = 0.5 means that the group 
(member) has shown certain behaviours that indicate 
that the group member is being responsible. The exact 
dynamics of these profile attribute values depend on 
the settings of the other parameters, as explained 
below. Each profile attribute pij has a default profile 
attribute value vij. The default value of vij depends on 
the positive or negative meaning of the profile attribute 
pij. A profile attribute pij with a positive meaning has a 
default value 0.1 for vij and one with a negative 
meaning has a default value of 0.9 for vij.  For example 
the profile attribute p18 which is 
‘confused_unclear_behaviour’ has a negative meaning. 
For this reason it is chosen that the default profile value 
of v18 is 0.9. Whenever the group (member) will show 
behaviour that corresponds with this profile attribute 
p18, the profile attribute value v18 will decrease. A 
profile attribute pij with a positive meaning, for 
example p25 ‘accepting_tasks’, will have a default value 
of 0.1 for v25. If the group (member) shows behaviour 
that corresponds with this profile attribute p25, this 
profile attribute value v25 will increase. The idea is that 
the group (member) will follow the group development 
level from R1, to R2, to R3 to R4, by slowly increasing 
or decreasing certain profile attribute values pij. How 
this mechanism works is explained using the other 
aspects shown in Table 1. 
In Table 1 also the concept experience name nij with 
experience value eij is introduced, which reflects the 
degree to which certain behaviour indicates a certain 
profile attribute pij. Aspect eij has been formalised 
numerically by numbers in the interval [0, 1]. If a 
profile attribute value pij has a positive meaning, then 
the higher the value of eij the more this behaviour is an 
indication of the corresponding profile attribute pij. 
This is opposed to eij‘s that indicate profile attribute 
behaviours with a negative meaning. Therefore a value 
of 0.2 for e11 reflects the same degree of p11 as the 
value of 0.8 for e21 that reflects p21. More specifically, 
in both cases the behaviour indicates the profile 
attribute to an extent of 80%. For example, behaviour 
‘crossed_arms’ has an experience value e11 of 0.2 
(negative meaning), and behaviour ‘nods_head’ has an 
experience value e21 of 0.8 (positive meaning). In this 
example ‘crossed_arms’ indicates profile attribute p11 
‘defensive_behaviour’ just as strong as ‘nods_head’ 
indicates profile attribute p21 ‘nodding_head’, namely 
they both indicate their pij with 80%.  
The next step is to maintain each profile attribute 
value vij. The formula for updating the profile attribute 
values vij is expressed as follows: 
If  vij  has a positive meaning 
then new vij  = α vij + (1-α)eij  
 
If  vij  has a negative meaning 
then new vij  = 1-[α(1-vij) + (1-α)(1-eij)] 
 
Here α is a number in the interval [0, 1] which 
reflects how persistent the pij value is. If α = 0 then 
every new experience ‘overwrites’ the old profile 
attribute value vij completely. If α is a high number, like 
0.8, then the ‘old’ profile attribute value vij is very 
persisting, since the new experience can adjust only 
20% of the ‘old’ profile attribute vij into the ‘new’ 
profile attribute vij. Note that for the second formula:  
1- new vij = α(1-vij) + (1-α)(1-eij),  
is equivalent with:  
new vij  = 1-[α(1-vij) + (1-α)(1-eij)].  
As an example: if the value of v11 (negative meaning) is 
0.9 at time point 1, the group shows a defensive 
behaviour with e11 = 0.2, and α is set to 0.5. Then the 
new value for v11 at time point 2 will be: 1-[0.5(1-0.9) 
+0.5(1-0.2)] = 0.55. 
Expressed in differential equation format, the update 
mechanism for profile attribute pij is as follows: 
 
 pij(t+∆t)  =  pij(t) + β (eij(t) – pij(t)) ∆t 
d pij(t)/dt  =  β (eij(t) – pij(t))  
 
where β = 1 - α can be considered a flexibility factor. 
The final step is to calculate qi for each 
development level, which indicates the degree the 
group (member) has shown behaviours of the specific 
development level. Aspect qi has been formalised 
numerically by numbers in the interval [0, 1] and 
reflects the average of the profile attribute values pij of 
the corresponding development level. For example, q1 
is the average of all pij with index i = 1. If q1 is 0.1, 
then the group (member) has not shown any behaviours 
yet that are indicative of development level R1, since it 
is the average of all (rescaled) default profile values v1j. 
The formula for averaging the profile attributes pij into 
qi is: 
qi = ∑j=1n wij / nj 
 
where, n1 =10, n2 = 9, n3  = 7 and n4 = 7,  and wij = vij  
if the meaning is positive and wij = 1-vij   if the meaning 
is negative. 
The group (member) will reach a next development 
level by exceeding a certain threshold for each qi. 
Below a threshold of 0.6 was chosen, but the threshold 
can be set to any other number that will provide 
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predictive behaviour of the group. The mechanism of 
transferring to a next development level by exceeding a 
threshold is expressed by the following four rules: 
If q1 < 0.6  &  q2 < 0.6  &  q3 < 0.6 
then development level is gR1  
If q1  ≥ 0.6  &  q2 < 0.6  &  q3 < 0.6 
then development level is gR2 
If q1 ≥ 0.6  &  q2 ≥ 0.6  &  q3 <0.6 
then development level is gR3 
If q1 ≥ 0.6  &  q2 ≥ 0.6  &  q3 ≥ 0.6 
then development level is gR4 
3. The Leadership Support Model
In the previous section, the development level
model has been discussed. In this section, a support 
model is introduced that uses this model to provide 
intelligent support to the group leader by proposing the 
most effective leadership behaviour to the group 
leader. The idea here is that an ambient agent can 
estimate the development level of the group (member) 
and match this with the appropriate leadership style. 
Then based on the leadership style and the context, 
which reflects the history and communication with the 
group (member), it can propose the most effective 
leadership behaviours to the team leader. In Figure 2 
below, in overview of these processes of the support 
model is depicted. Although the proposed model is not 
a classification model, it has an overall structure similar 
to what is sometimes used in classification models [9], 
namely: abstraction, matching and refinement. The left 
part of Figure 2 (abstraction) represents model-based 
reasoning using the development level model described 
in the previous section to analyse the group member 
behaviour, and the right part (refinement) represents 
how to obtain support based on the analysis. 
 
 
 
 
The matching process in Figure 2 is based on [1], 
where four leadership styles are proposed that match 
with one of the four development levels discussed in 
previous section. The four leadership styles {S1, S2, 
S3, S4} are four different combinations of behaviours 
that are low or high on two dimensions: task behaviour 
and relationship behaviour. Typical task behaviour is 
telling people what to do, how to do it, where to do it 
and who should do it. The leader spells out the 
responsibilities and duties of the group (member). 
Relationship behaviour is characterised by two-way 
communication: the encouragement, listening, 
facilitating, and supportive behaviours. Figure 3 (upper 
part), (inspired from Figure 8-7 in [1, p.182]) gives an 
overview of the four leadership styles. 
Figure 3 Situational Leadership Model: Leadership 
styles in four quadrants (upper part), related to 
the four readiness levels (lower part) 
The correct matches of each leadership style with 
one of the readiness levels of the group member(s) are 
defined in [1] as: R1 matches S1, R2 matches S2, R3 
matches S3 and R4 matches S4. In [1] depicted this is 
depicted as a Gaussian curve that goes through the four 
leadership style quadrants (see Figure. 3, upper part). 
Beneath the four quadrants, the four development 
stages are depicted. The developmental stage that 
matches with an interval on the horizontal axis of the 
quadrants, matches with part of the Gaussian curve in 
that interval. The quadrant that is traversed by the 
Gaussian curve in that interval is the matching 
leadership style for that development level. 
In order for the ambient system to support the group 
leader in the development of group member(s) in an 
appropriate manner, LEADSTO [4] rules are specified. 
Table 2 shows the ontology needed to express such 
rules. The contents of Table 2 belong to an example 
scenario (also used to simulate in the next section) that 
represents a situation in which a PhD student is 
developing himself in conducting explorative research 
and is guided in his development by a professor. 
Figure 2 Abstract view of Leadership Support Model 
Observed behaviour of 
Ph.D. student
Development Level of 
Ph.D. student
Leadership Style of 
Professor
Leadership Behaviour 
of Professor
Abstraction 
Match 
Refinement 
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SORT Description 
AGENTS The group members: 
student STU and professor PRO 
BODY_LANGUAGE Body language BL of group members 
COMMUNICATION Communication of group members 
PNAME Profile attributes 
CONTEXT Context C reflects the situation and history 
of the student’s behaviours 
LEADERSHIP 
STYLES 
The 4 leadership styles Si of the professor 
DEVELOPMENT 
LEVELS 
The 4 development levels Ri of the student 
Table 2 Sort Description 
Below, the detailed specification of the leadership 
support model is explained in terms of LEADSTO 
specifications (executable temporal rules; cf. [4]). The 
abstraction process starts with the ambient agent 
observing the behaviour of the Ph.D. student and 
generating a belief about the student’s behaviour. This 
is shown in rule BS1. Rule BS2 represents the update 
process of one attribute value. Here, only one rule is 
given for the update of a certain profile attribute value, 
in case the Ph.D. student did show a behaviour 
indicating this profile attribute, otherwise the profile 
attribute value persists. After all profile attribute values 
are updated, the ambient agent calculates the four q-
values. The calculation of the q-value for R1 is 
reflected in rule BS3. Next in rule BS4 the ambient 
agent calculates which q-value is highest. The highest 
q-value is used by the agent in rule BS5 to generate the 
belief about the development level of the student. 
BS1 Generating a belief on the Ph.D. student's behaviour 
from an observation 
If  the ambient agent observes body language BL of STU 
in a certain context C 
then  the ambient agent will believe that STU has body 
language BL in a certain context C 
observation_result(body_language_of_in(BL, STU, C)) 
→ belief(body_language_of_in(BL, STU, C))
BS2  Analysing the Ph.D. student’s behaviour in terms of 
profile attribute values 
If the ambient agent believes that STU has behaviour BL 
in a certain context C 
and the ambient agent believes that body language BL of 
STU has profile attribute value PVALUE for profile 
attribute PNAME  
and the ambient agent believes that the experience value for 
BL for profile attribute PNAME is E 
then  the ambient agent will believe that the profile attribute 
value of profile attribute PNAME of body language BL 
of STU is  ALPHA*PVALUE+ (1-ALPHA)*E 
belief(body_language_of_in(BL, STU, C)) & 
belief(p_values_for_of_in(PNAME, PVALUE, BL, STU)) & 
belief(e_value_of_for(E, PNAME, BL)) & 
→ belief(p_values_for_of_in(PNAME,
 ALPHA*PVALUE+ (1-ALPHA)*E, BL, STU)) 
BS3 Calculating the estimated q-value of R1 
If the ambient agent believes that the first profile attribute 
PNAME1 of development level R1 has profile attribute 
value PVALUE1 for STU 
and the ambient agent believes that the second profile 
attribute PNAME2 of development level R1 has profile 
attribute value PVALUE2 for STU 
…
and the ambient agent believes that the tenth profile 
attribute PNAME10 of development level R1 has 
profile attribute value PVALUE10 for STU 
then  the ambient agent will believe that the estimated q 
value of the development level R1 for STU is the 
average of these 10 PVALUES 
belief(highest_value_of_for(PVALUE1, PNAME1, r1, STU)) & 
belief(highest_value_of_for(PVALUE2, PNAME2, r1, STU)) & 
… 
belief(highest_value_of_for(PVALUE10, PNAME10, r1, STU)) 
→ belief(estimated_qvalue_of(
(PVALUE1+ PVALUE2+… + PVALUE10)/10, r1, STU))
BS4 Calculating the highest estimated q-value 
If the ambient agent believes that the estimated q-value of 
development level R1 of STU is X1 
and the ambient agent believes that the estimated q-value of 
development level R2 of STU is X2 
and the ambient agent believes that the estimated q-value of 
development level R3 of STU is X3 
and the ambient agent believes that the estimated q-value of 
development level R4 of STU is X4 
then the ambient agent will believe that the highest 
estimated q-value for STU is the maximum of X1, X2, 
X3 and X4 
belief(estimated_qvalue_of(X1, r1, STU)) & 
belief(estimated_qvalue_of(X2, r2, STU)) & 
belief(estimated_qvalue_of(X3, r3, STU)) & 
belief(estimated_qvalue_of(X4, r4, STU)) 
→ belief(highest_estimated_qvalue_of(
max(X1,X2,X3,X4), STU) ) 
BS5 Assessing the development level of the Ph.D. student 
If the ambient agent believes that the estimated q value of 
development level R1, namely X1, is the highest of the 
four estimated q-values for STU 
then the ambient agent will assess that the development 
level of STU in context C is R1 
belief(highest_estimated_qvalue_of(X1, STU)) 
→ assessment(development_level_for_in(R1, STU, C))
After the abstraction process, the next process in
Figure 2 is the matching process. In the matching 
process, the ambient agent generates its desire for the 
most effective leadership style of the group leader 
based on the group’s development level. Determining 
which leadership style is most effective (S1, S2, S3 or 
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S4) is done in [1] by the following straightforward 
generic matching rule, which has been incorporated in 
the ambient agent:   
 
If  Ri    then Si   where i ∈ {1, 2, 3, 4} 
 
Below, rule BS6 models this matching process. In this 
rule the development level of the student agent is 
matched with the most effective leadership style of the 
professor agent. 
 
BS6 Matching leadership style with development level 
If   the ambient agent assesses that the development level 
of STU in context C is Ri 
then the ambient agent will desire that the leadership style 
for STU in context C is Si 
assessment(development_level_for_in(Ri, STU, C)) 
→   desire(leadership_style_for_in(Si, STU, C)) 
 
In the refinement process, the ambient agent 
determines which leadership behaviours are 
appropriate in the given context, which it then proposes 
to the group leader. This is represented in rule BS7 
below. The context reflects the history and communi-
cation with the student. The ambient agent has internal 
knowledge about which behaviours are most effective 
for which leadership style and in which context. 
 
BS7 Choosing the appropriate communication response 
for the professor  
If the ambient agent desires that the leadership style for 
STU in context C is Si 
and the appropriate communication response of PRO is 
COMM to the behaviour BL of STU in context C 
then the ambient agent will propose to PRO to respond with 
the communication COMM to STU in context C 
desire(leadership_style_for_in(Si, STU, C)) & 
belief(comm_response_to_in_for(COMM, BL, C, Si)) 
→   proposal(communication_by_to_in(COMM, PRO, STU, C)) 
 
4. Simulation Results 
 
To illustrate the group development support model 
described above by a concrete example, a specific 
scenario is addressed. The simulation for the group 
development level model is discussed in Section 4.1. 
Section 4.2 shows the simulation for the support model. 
 
4.1. Simulation of the development model 
 
Simulations for an example case have been 
generated in the LEADSTO software environment [4]. 
The following example scenario represents a situation 
in which a Ph.D. student is developing himself in 
conducting explorative research. In the scenario the 
student can show behaviours of three types: body 
language, task performance and communication. These 
behaviours are indicators of certain profile attributes 
pij, which in turn are indicative for one of the four 
development levels, according to [1].  
Before the student agent has decided which 
behaviour to perform, all possibilities for behaviour 
that suit the situational context are derived. These are 
called ‘action_possibilities_student’ in the simulation 
trace. E.g., there are 7 behaviours possible for the 
student in the given context ‘c(4)’, see Fig. 4 (showing 
time on the x-axis and state properties on the y-axis).  
When the behaviour possibilities are derived, only 
the possible behaviours that match with the student’s 
current development level are chosen. For example, 
Figure 5 shows that, the development level of the 
student first is R1 and later R2. The student’s 
development level can also be derived from the values 
of qi which are shown in the graphs in Figure 6. This 
figure shows that from about time point 145, qi is 
above the threshold of 0.6. From this time point on the 
student is in the next development level: R2. 
 
 
 
Figure 4 simulation trace: action possibilities for student agent 
 
  
Figure 5 simulation trace: real development level of the student 
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Figure 6 Simulation trace: qi values for R1, R2 and R3 
of the student 
Figure 7 Estimated profile attribute values  vij
4.2. Simulation of the support process 
The ambient agent analyses the student’s 
development level and determines the most effective 
leadership behaviours for the professor. The idea is that 
the ambient agent estimates the development level of 
the student based on his behaviours. After each 
behaviour of the student, the ambient agent updates the 
estimations of the student’s current profile attribute 
values from which the estimated qi’s are calculated. In 
Figure 7 the updates of the estimated profile attribute 
values vij are shown. 
In Figure 8 the estimated values of qi are shown. In 
contrast, Figure 6 showed the real values of qi, but they 
are identical to the ambient agent’s estimates in Figure 
8, only the ambient agent derives the values at a later 
time point, since it first needs to observe the behaviours 
that the student performs. After the ambient agent has 
estimated the current development level of the student, 
it derives appropriate leadership behaviours within the 
current context and the most effective leadership style.  
Figure 9 shows that the input of the ambient agent’s 
reasoning component ‘action_selection’ is the belief 
that the most effective leadership style is S2. Thereafter 
this component outputs a leadership style behaviour 
‘smiling’ which corresponds with the leadership style 
S2 and with the current context c(5). In Figure 10 this 
leadership behaviour will be outputted by the ambient 
agent as a proposal to the team leader. The ambient 
agent is called ‘professor_agent’ in the simulation 
trace. The full LEADSTO specification can be found 
at: http://www.cs.vu.nl/~treur/gd-support.lt. 
Figure 8 Simulation trace: professor estimates of 
qi’s. 
Figure 9 Simulation trace: deriving appropriate leadership behaviour 
Figure 10 Simulation trace: output of the correct leadership behaviour 
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5. Discussion 
 
Leadership can be defined as the process of 
influencing activities of an individual or a group 
towards goal achievement in a given situation. See [1, 
p. 86]. Many informal models on leadership exist these 
days. However, to our knowledge, no computational 
models of leadership concerning group (member) 
development exists yet. This paper presents a first 
exploration into computational modelling of such a 
leadership model. The group development model from 
the situational leadership theory in [1] was chosen as 
the basis for the support model. This model was chosen 
because it focuses on the behaviour of the group 
member and because the integration of the 
effectiveness dimension makes it possible to predict the 
effectiveness of the different leadership styles in the 
specific situational context or situational demands. 
An agent-based approach to formalise and simulate 
group development and leadership support was chosen. 
Simulations of an example scenario of a Ph.D. student 
developing his skills in conducting explorative 
research, showed that the model is able to show how 
the student develops from one development level to 
another. The simulations also showed how the support 
model is able to estimate the group development level 
and to derive the appropriate behaviours for the group 
leader.  
As a next step, various extensions of the support 
model will be explored. For example, the concept of 
context, which reflects the history and communication 
between team leader and the group (member) can be 
modelled in more detail. Furthermore there is the 
possibility that the ambient agent does not estimate the 
group development correctly. In that case, a possibility 
could be that the ambient agent is able to learn from its 
errors by adapting the parameters by which it estimates 
the development level. 
A more extensive external validation of the model is 
also part of future work, although the model is based 
on the situational leadership theory in [1], which itself 
has been validated empirically. Nevertheless, several 
laboratory experiments are part of planned future work. 
The idea is to develop an ambient agent that is able to 
monitor the development of a team in a particular 
environment (e.g., a team of operators on a naval 
vessel, a team of employees in an organisation, or a 
sports team), and to provide support to the team leader 
in the form of behaviour proposals. For this, the 
ambient agent should be able to observe and interpret 
body language, communication and task performance.  
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Abstract To avoid the development of negative emotion
in their teams, team leaders may benefit from being aware
of the emotional dynamics of the team members. To this
end, the use of intelligent computer systems that analyze
emotional processes within teams is a promising direction.
As a first step toward the development of such systems, this
paper uses an agent-based approach to formalize and
simulate emotion contagion processes within groups,
which may involve absorption or amplification of emotions
of others. The obtained computational model is analyzed
both by explorative simulation and by mathematical ana-
lysis. In addition, to illustrate the applicability of the
model, it is shown how the model can be integrated within
a computational ‘ambient agent model’ that monitors and
predicts group emotion levels over time and proposes
group support actions based on that. Based on this
description, a discussion is provided of the main contri-
bution of the model, as well as the next steps needed to
incorporate it into real-world applications.
Keywords Multi-agent model  Emotion contagion
spirals  Ambient agent model
Introduction
The occurrence of emotion contagion in groups is a social
phenomenon, where emotions of group members can be
absorbed by other group members, but also can be ampli-
fied so that levels of emotion may occur that may sub-
stantially exceed the original emotion levels of group
members. How to avoid such trends for negative emotions
and how to stimulate them for positive emotions can be a
real challenge for both group members and group leaders.
This paper first presents an analysis and a computational
model for the occurrence of emotion contagion in groups.
In addition, it is shown how this model can be integrated in
a computational ambient agent model to support group
leaders. The ambient agent can predict and analyze the
team’s emotional level for present and future time points.
In case a team’s emotional level is found (to become)
deficient compared with a certain norm, the ambient agent
proposes the team leader to take some measures.
Many definitions of emotions exist today. In this article,
emotions are defined as being intense and short-lived and
focused on a specific target or cause [18]. Emotions can
sometimes transfer into moods, which are global (positive)
feelings which can last a few moments up to a few weeks.
Hence, the difference between emotions and moods is
mainly determined by two aspects, namely (1) their cause
Parts of the work described here have been presented in a preliminary
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and (2) their duration. Regarding the cause, emotions are
assumed to be triggered by a certain (internal or external)
stimulus, whereas moods are assumed to be independent of
a particular stimulus. Regarding the duration, emotions last
only briefly, usually up to seconds after the occurrence of
the stimulus that triggered them, whereas moods last much
longer. Nevertheless, moods can be modified based on a
(cumulative) effect of multiple emotions. Emotions, moods
and other related concepts such as feeling traits and per-
sonal tendencies are gathered under the general term affect.
All terms that fall under the most general term affect are
further explained in [3]. In the current work, only emotions
are into focus, with the possible extension into moods.
Emotions allow humans to respond quickly and efficiently
to events that affect their welfare [29]. In addition, they
provide us with information about others’ behavioral
intentions and script our social behavior. Research on the
idea that emotion also has a strong social component,
which can influence interactions, is found in, e.g., [21, 22].
The process of emotion contagion, in which a group
member influences the emotions of another group member
(and vice versa), through the conscious or unconscious
induction of emotion states [36], is a primary mechanism
through which individual emotions create a collective
emotion. This process has been described as an inclination
to mimic the gestural behavior of others, to ‘‘synchronize
facial expression, utterances and attitudes’’ [22]. Emotion
contagion has been shown to occur in many cases varying
from emotions in small groups to panicking crowds; see [1,
2, 30, 38].
Emotion contagion has found a biological foundation in
recent neurological findings on the mirroring function of
certain neurons (e.g., [26, 27, 34]), in conjunction with the
notion of internal simulation (by as-if body loops; cf. [11];
see also [39]). Mirror neurons are neurons which, in the
context of the neural circuits in which they are embedded,
show both a function to prepare for certain actions or
bodily changes and a function to mirror states of other
persons. They are active not only when a person intends to
perform a specific action or body change, but also when the
person observes somebody else intending or performing
this action or body change. This includes expressing
emotions in body states, such as facial expressions for
emotions. For example, there is strong evidence that
(already from an age of just 1 h) sensing somebody else’s
face expression leads (within about 300 ms) to preparing
for and showing the same face expression [19,
pp. 129–130]. The idea is that these neurons and the neural
circuits in which they are embedded play an important role
in social functioning and in (empathic) understanding of
others; (e.g., [27, 34]). The discovery of mirror neurons is
often considered a crucial step for the further development
of the discipline of social cognition, comparable with the
role the discovery of DNA has played for biology, as it
provides a biological basis for many social phenomena; cf.
[27]. Indeed, when states of other persons are mirrored by
some of the person’s own states that at the same time are
connected via neural circuits to states that are crucial for
the own feelings and actions, then this provides an effec-
tive basic mechanism for how in a social context persons
fundamentally affect each other’s actions and feelings.
The positive effects of emotions have been investigated
empirically in [17], where it is hypothesized that positive
emotions trigger upward spirals toward enhanced emo-
tional well-being. This prediction is based on Frederick-
son’s broaden-and-build theory [15]. The broaden
hypothesis states that positive emotions broaden people’s
momentary mind-sets: the scopes of attention, cognition,
action and the array of percepts, thoughts, and actions
presently in mind are widened. This in turn serves to build
their enduring personal resources. In this way, the short-
term effect of positive emotions can develop from a short-
term effect into a longer-lasting positive upward spiral. The
complementary narrowing hypothesis predicts the reverse
pattern: Negative emotions shrink people’s momentary
thought–action repertoires. In turn, also in the reverse
pattern, the momentary or ‘beginning’ negative spiral can
build into a longer-lasting negative spiral. Support for the
broaden and narrowing hypotheses can be found in [16].
The build hypothesis expresses that positive emotions
encourage people to discover and explore new ways of
thinking and action, by which they are building their per-
sonal resources such as socio-emotional and intellectual
skills. The broaden hypothesis can predict upward trends in
emotional well-being of a person, which the authors [15–
17] and many other researchers in the field of positive
psychology investigate. In [17], the authors demonstrated
that initial experiences with positive affect can improve
broad-minded coping, which in turn can predict increases
in positive affect over time, creating an upward trend
toward improved emotional well-being.
This paper first introduces a multi-agent model that
formalizes and simulates emotion contagion within groups
and can represent two different types of emotion contagion
processes: emotion absorption and emotion amplification
within groups. Next, it is shown how this computational
model can be used in applications within a teamwork
context, supported by an intelligent ambient agent. ‘‘The
Emotion Contagion Model’’ section explains a formalized
model of group emotion contagion processes. Next, in
section ‘‘Simulation Results for Emotion Contagion,’’
simulation results for the model are presented and in sec-
tion ‘‘Mathematical Analysis for the Emotion Contagion
Model,’’ the model is analyzed mathematically. ‘‘Formal
verification of the emotion contagion spiral model’’ section
addresses formal verification of the emotion contagion
112 Cogn Comput (2015) 7:111–136
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model and the simulation results. ‘‘The Ambient Agent
Model for Group Emotion Analysis’’ section describes how
the model for emotion contagion has been integrated in an
existing ambient agent model. ‘‘The Agent Model for
Group Emotion Support’’ section some simulation results
are discussed for the resulting ambient agent model.
‘‘Simulation Results of the Ambient Agent Model’’ section
is a discussion.
The Emotion Contagion Model
Modeling group emotion can be done at the level of the
group or at the level of the individuals, which have been
named the top-down and bottom-up approach, respectively
[2]. The bottom-up perspective sees group emotion as the
sum of its parts, affected by the homogeneity or hetero-
geneity of the group and the mean emotions of the group
members. Individual differences play an important role,
such as specific personality traits and the underlying brain
mechanisms. The top-down approach defines group emo-
tion as being different from the sum of its individual parts.
The authors describe this as that diverse emotional ten-
dencies of individuals are submerged into a group emotion,
and the emotional character of the group can be more
extreme than the individual tendencies. The model for
emotion contagion introduced in this section subsumes
different types of emotion contagion, varying from emotion
absorption which occurs when group members adapt their
emotion levels to each other by a kind of averaging pro-
cess, to emotion amplification, in which case group mem-
bers can use other group members’ emotion as a trigger to
generate higher or lower levels of emotions than available
in the group. These two different types of models can be
linked to a certain degree with the top-down and bottom-up
approach defined in [2], emotion absorption being more a
bottom-up approach and emotion amplification being more
a top-down approach of modeling group emotion conta-
gion. The model distinguishes multiple factors that influ-
ence emotion contagion. In [1] (following [30]), Barsade
describes an informal model of emotion contagion in which
the emotion being expressed and transferred among group
members is characterized by the valence (positive or neg-
ative) and the energy level with which the emotion is
expressed. Furthermore, Barsade [1] suggests two catego-
ries of contagion mechanisms: automatic subconscious
contagion through mimicry and feedback and conscious
transfer through social comparison of moods and appro-
priate responses in groups, mediated by attention.
Regardless of the mechanisms employed, it is claimed that
the type of emotion and the degree of emotion contagion in
groups are influenced by the emotional valence and the
emotional energy.
Inspired by these theories, in this section, a computa-
tional model of emotion contagion is proposed. First, a
number of aspects are distinguished that play a role in the
contagion, varying from aspects related to the sender, the
channel between sender and receiver and the receiver of the
transferred emotion. Accordingly, the model distinguishes
three parts in the process of transfer of emotion and related
parameters: an agent having the role of sender (denoted as
S), an agent having the role of receiver (denoted by R), and
the channel from S to R (see Fig. 1; Table 1). Note that in a
group in principle each agent A has both the role of sender
and of receiver.
A basic assumption underlying the model is that each
individual agent (no matter whether it acts as a sender or a
receiver) experiences a particular emotion with a certain
intensity in the domain [0, 1], indicated by the variable qS
(for the level of emotion of the sender) or qR (for the level
of emotion of the receiver). The particular type of emotion
to which these levels refer is not specified. In principle, this
can be any type of emotion from a categorical model of
Emotion
εS αSR δR    
qS qR
βR   
ηR
Fig. 1 Aspects of emotion contagion
Table 1 Parameters for aspects of emotion contagion
Emotion state Characteristics
Sender Current level of the
sender’s emotion
qS Extent to which the
sender expresses the
emotion
eS
Channel The strength of the
channel from sender to
receiver
aSR
Receiver Current level of the
receiver’s
emotion
qR Openness or sensitivity
for received emotion
dR
Bias to adapt emotions
upward or downward
bR
Tendency to amplify
emotions
gR
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emotion1 (e.g., the classical model of Ekman [13], which
distinguishes anger, disgust, fear, joy, sadness and sur-
prise), as long as the type of emotion is the same for all
agents included in a simulation.
The aspect eS depends on how introvert or extravert,
expressive, active and energetic the person is. It represents
the degree to which a person transforms internal emotion
into external expression. In this sense, an introvert person
will induce a weaker contagion of an emotion than an
extravert person. The aspect aSR depends on the type and
intensity of the contact between the two persons (e.g.,
distance vs. attachment). The aspect dR indicates the degree
of susceptibility of the receiver: the extent to which the
receiver allows the emotions received from others to affect
his own emotion and how flexible/persistent the receiver is
emotionally. The aspect gR describes the tendency to
amplify emotions, when triggered by received emotions.
When it is 0, the person does not amplify emotions, but
only absorbs them; when it is 1, the person does not absorb
emotions but only amplifies them. The aspect bR describes
the bias when amplifying emotions (more positive or more
negative), when triggered by received emotions.
As a first step, all aspects have been formalized
numerically by numbers in the interval [0, 1]. In addition,
the parameter cSR is used to represent the strength by which
an emotion is transferred to R from sender S. It is assumed
to depend on expressiveness eS, channel strength aSR, and
openness dR, as follows:
cSR ¼ eS aSR dR ð1Þ
The stronger the channel, the higher aSR and the more
contagion takes place. The model works as follows: if
gamma is set to 0 there is no contagion, if cSR is 1, there is
maximum strength of contagion. If cSR is not 0, there is
contagion and the higher the value, the more contagion
takes place. In this way, the parameter cSR can create the
behavior as formulated by hypothesis (1) and (2) from [1].
In a way cSR expresses the energy by which an emotion is
being expressed and transferred. Interestingly this cSR
depends on situational factors (processes and influences) at
both group and individual level. The overall strength by
which emotions from all the other group members are
received by R in a group G, indicated by cR, is defined as
cR ¼ RS2Gn Rf g cSR ð2Þ
The proposed model can simulate (starting from initial
values set for the levels qA for all agents A) upward and
downward emotional spirals through mechanisms, with
which not only an individual agent, but also the whole
group of agents can get to a higher or lower level of
emotion. Each agent A transfers an emotion value q
between 0 and 1. The model makes it possible for each
agent A in certain situations to approximate values like 0
and 1, or values in between. Each agent will reach its own
emotional equilibrium within the group. Suppose G is a
group of agents. The dynamics of an agent A’s emotion
level is described as
dqA=dt ¼ cA gAðbAPI þ ð1  bAÞNIÞ þ ð1  gAÞqA  qA
 
ð3Þ
Here
qA ¼ RS2Gn Rf g wSA qS ð4Þ
is a weighted sum of the emotion levels of the other group
members S with weights
wSA ¼ eS aSA=RC2GnfAg eC aCA ð5Þ
The upward or downward direction of the change in an
agent A’s emotional level over time depends on the bias
parameter bA, and the speed of ascend or descend on
parameter cR. Furthermore, to determine amplification, PI
and NI are the positive and negative impact of received
emotion from the other group members, respectively,
which will be specified and explained in more detail below.
The parameter bA defines the overall impact as a weighted
combination of the two contributions. By varying the val-
ues of the bA’s, upward as well as downward spirals can be
simulated. If bA = 1 then the receiver is only susceptible
for positive impact. If bA = 0, then the receiver is only
susceptible to negative impact. Any number between 0 and
1 represents a person who is more or less susceptible to
positive and negative impacts. E.g., if bA = 0.8, the agent
will be infected by 80 % with PI and by 20 % with NI.
In more detail the positive and negative impacts of the
other group members are defined as:
PI ¼ 1  1  qA
 ð1  qAÞ ð6Þ
NI ¼ qAqA ð7Þ
These expressions can be explained using Fig. 2. For the
upward, positive impact the argument is as follows. The
agent A already has level qA. In addition to that it receives
extra intensity qA
* from the other group members. This is
in a sense added to qA, but taking into account a normali-
zation to the interval (1 - qA) which is the space left
between qA and 1. This results in a linear projection of the
[0, 1] on the left hand side to the interval [qA, 1] on the
1 In addition to categorical models, in principle it is also possible to
integrate the model with so-called dimensional emotion categoriza-
tion models (which represent emotions as coordinates in a multi-
dimensional space, using e.g., dimensions like valence and arousal),
or even more sophisticated hybrid models, such as the ‘hourglass of
emotions’ [9]. One way to do this would be to unify the level of
emotion used in this paper with one single dimension within a
dimensional model. A more detailed investigation of the conse-
quences of such an approach is left for future work.
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right hand side. This provides the mapping of qA
* to
qA ? qA
* (1 - qA), which can be rewritten as PI = 1 -
(1 - qA
*)(1 - qA). At the same time a negative, downward
impact can be determined by linear projection of the
interval [0, 1] on the left hand side to the interval [0, qA] on
the right hand side, resulting in NI = qA
*qA. The overall
resulting new level is determined as a weighted sum of NI
and PI, where the weights 1 - bA and bA directly relate to
the bias parameter bA.
By filling (6) and (7) in the Eq. (3), the detailed set of
equations for group G is for all A [ G:
dqA=dt ¼ cA gAðbA 1  1  qA
 
1  qAð Þ
 
þ ð1  bAÞqA qAÞ þ ð1  gAÞqA  qA
ð8Þ
Note that the model presented so far represents the emo-
tional states of all agents within a group separately; the
question of how these separate individual emotional states
can be interpreted and aggregated, in order to assess the
collective emotional state of a group, is addressed in section
‘‘The Ambient Agent Model for Group Emotion Analysis.’’
Simulation Results for Emotion Contagion
In this section some simulation results of emotion con-
tagion processes are discussed, first for the emotion
absorption model, and next for the emotion amplification
model that generates emotion contagion spirals. After
that, a section shows simulation results for larger popu-
lations. The agents are deterministic in itself (every time
a simulation with specific settings is run, the outcome
will be the same). The simulation runs are based on
partially stochastic settings. The simulations for small
group sizes in sections ‘‘Simulation Results for Emotion
Absorption’’ and ‘‘Simulation Results for Emotion
Amplification’’ do not have stochastic parameter settings.
The simulations in section ‘‘Larger Populations’’ for
large populations, include stochastically distributed
parameters, such as a uniform distribution for the initial
emotional value q of each group member. This allows an
investigation of group patterns based on many different
scenarios that approach reality. Furthermore, the agent
characteristics of openness, expressiveness and channel
strength are static in the simulations; they do not change.
The emotional level of each agent and that of the group
is dynamic. Therefore, the agent learns indirectly from
its past. For every timestep, the emotional values are
updated with the current percepts of that timepoint.
Indirectly, the past is present in every point in time,
because the update mechanism happens dynamically: The
emotional value of the previous timestep is partially
taken into account into the next point in time. This
process repeats every timestep, making the past percepts
of the agent indirectly present in the current percept. See
also the pseudo code below.
1
0
qA*
1
0
qA
PI = qA + qA* (1- qA)
= 1 – (1- qA*)(1 - qA)
NI = qA* qA
Fig. 2 Positioning of NI and PI in the interval [0, 1]
PSEUDO CODE EMOTION CONTAGION SIMULATIONS 
Initialisation(time step == 1) 
For small group sizes (Sections 3.1 and 3.2) 
Manually set an emotional start value q  for each agent between [0,1]; 
Calculate contagion strengths for every agent, towards every other agents, based on 
the static values for agent characteristics: openness, channel strength and 
expressiveness;  
For larger group sizes (Section 3.3) 
Distribute an emotional start value q  for each agent (0,1]; 
Distribute contagion strengths uniformly (0,1]; 
Dynamic Updates(For every time step>1) 
Dynamically update emotion levels of every agent;  
Dynamically update emotion level of the group; 
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Simulation Results for Emotion Absorption
A large number of simulations have been performed, using
numerical simulation software, resulting in a variety of
interesting patterns. These patterns are described in this
section. The occurrences of a number of typical patterns
were mathematically proven (under certain conditions) and
are presented in section ‘‘Mathematical Analysis for the
Emotion Contagion Model.’’ In this section some of the
simulation results are discussed for the case of the
absorption: gR = 0 for all R. Simulation results for the case
of amplification (gR = 1 for all R) will be presented in
section ‘‘Simulation Results for Emotion Amplification.’’
Simulations shown here are for a group of three agents
a, b, and c. Time is at the horizontal axis and the emotion
level at the vertical axis. A first pattern found is that when
the cR for all agents are not 0 (in this case they are all 1),
the emotion levels of all of them approximate the average
of their initial emotion levels; hereby the speed depends on
the dR (susceptibility) and eSaSR (see Fig. 3). The occur-
rence of this pattern has been confirmed mathematically;
see Theorem 3 in the section ‘‘Mathematical Analysis for
the Emotion Contagion Model.’’
A very specific pattern happens when all cR are 0, in this
case all agents will have equilibria that are equal to their
individual initial emotional levels. In other words: The
emotional levels of all agents will not change at all; see
Theorem 1 in the next section. Another situation (see
Fig. 4) occurs when agent a has da set to 0 and the other
agents have this parameter = 0. This situation represents
that agent a is not open to receive emotions, but can send
emotions. As a result agent a’s initial emotion level will
remain the same. Furthermore, the agents b and c will
eventually reach the equilibrium of agent a, which is equal
to its initial emotion level.
In Fig. 5, it is shown that when agent a and b both have
dR set to 0, agent c will reach a value in between a and b’s
initial emotion values. The actual value that agent c will
reach, depends on the settings of the parameter settings for
all agents. This situation represents a case, where two
agents do not change their emotional level, because they
are only open to sending emotions, but not to receiving
emotions. As a result the third agent is forced to reach a
value in between the emotional levels of the others. A next
situation (see Fig. 6) is one where da and ea are set to 0.
This represents agent a being bidirectionally excluded from
Fig. 3 Simulation trace 1 for emotion absorption (gR = 0 and
cR = 1 for all R)
Fig. 4 Simulation trace 2 for emotion absorption (gR = 0 and
da = 0)
Fig. 5 Simulation trace 3 for emotion absorption (gR = 0 and dR (a,
b, c) = (0, 0, 0.5))
Fig. 6 Simulation trace 4 for emotion absorption (gR = 0 and
da = ea = 0)
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emotion contagion: (s)he can not receive or send emotions.
The agents b and c are forced to go to a certain average in
between their initial emotion values. The exact value they
will reach depends on the settings of their dR (suscepti-
bility) and eS aSR.
Simulation Results for Emotion Amplification
Inspired by the momentary emotion (contagion) effects that
can turn into long lasting upward or downward emotional
spirals in [15], for the case of amplification (gR = 1 for all
R) the proposed model can simulate both upward and
downward emotional spirals. A large number of simula-
tions have been performed, using numerical simulation
software, resulting in a variety of interesting patterns. In
this section some of the simulation results are discussed.
The next section presents results of a mathematical ana-
lysis, in which for most patterns their occurrence was
proven, under certain conditions.
All simulations presented are for a group of three agents,
infecting each other with the same emotion. A first pattern
found is that when the bias parameters b of all three agents
are set to 0 (strong downward bias), the emotion levels of
all of them will approximate 0, with speed depending on
the dR (susceptibility) and eS aSR (individual and group
characteristics); see Fig. 7 (with time on the x axis and
emotion strength on the y axis). The reverse happens when
all b’s are set to 1, then all agents will achieve an equi-
librium of 1. The occurrence of these patterns has been
confirmed mathematically in Theorem 2 discussed in the
next section.
Another situation occurs when the three agents have
their b’s set to: 0, 1 and any other number. A situation was
simulated in which agent a is susceptible only with nega-
tive impact (b = 0), agent b is only susceptible with
positive impact (b = 1), and agent c is susceptible to more
positive than negative impact (b = 0.8). In Fig. 8, it is
shown that in this case the equilibrium values match the
agents’ values of b. The speed of ascend or descend,
depends on the susceptibility of the agent (setting of dR)
and the situational factors at the individual and group level
(represented by eS and aSR). This illustrates the more gen-
eral result expressed in Proposition 3, discussed in the next
section. A next simulated situation (see Fig. 9) is one
where all three agents are equally susceptible to positive
and negative impact, by setting every agent’s b to 0.5. In
this situation all agents approximate an equilibrium value
at 0.6; this equilibrium is the average of the initial emo-
tional level; in this a case of neutral bias values in fact
absorption takes place. This simulation illustrates Theorem
3, discussed in the next section. In the next situation pre-
sented the settings are: b (a, b, c) = b (1, 0.3, 0.8), as
shown in Fig. 10. This represents a situation where agent
a is only or fully susceptible to positive impact, agent b is
susceptible more toward negative impact and agent c is
more susceptible toward positive impact. Interestingly,
agent b does not have an equilibrium of 0 or below 0.5: All
agents have an equilibrium of 1. An indication for the
height of the equilibrium could be the average b, which is
0.7 in this situation. This makes it possible to lift the
Fig. 7 Simulation trace 1 (all b = 0, all da = 0.6, db = 0.7,
dc = 0.8, and all wDC = 0.2)
Fig. 8 Simulation trace 2 (b (a, b, c) = (0, 1, 0.8), all dR = 0.9, all
wDC = 0.9)
Fig. 9 Simulation trace 3 (all b = 0.5, all dR = 0.1, all wDC = 0.9)
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emotional level of all group members to make the group as
a whole achieve an upward spiral [17]. In the mathematical
analysis such behavior has been proved to occur (between
two agents) in Theorem 4.
Larger Populations
In order to study the effect of an increase in population size
on the results of the simulations, a number of experiments
have been performed in which the model was run with a
larger number of agents. To this end, for the case of the
emotion absorption model2 (i.e., gR = 0 for all R) simu-
lations have been run systematically with the population
size increasing from 2 to 500 agents. For these simulations,
the values of all q (i.e., the initial emotion levels of all
agents) and cSR (i.e., the strength by which emotions are
transferred) have been taken from a uniform distribution
over the interval (0, 1]. Note that values of 0 have been
excluded to prevent agents from being completely ‘exclu-
ded’ from the contagion processes. Since the parameter
settings were generated randomly, for each population size
100 simulations have been run, to be able to study differ-
ences between individual simulation runs.
Figure 11a–c shows three example simulation traces for
the case of a population size of 10. As shown in the figures,
the emotion levels of all agents converge to a value that
approximates the average of the initial emotion levels q of
the agents (assuming the same values of the emotion
transfer variables cSR). In case the values for q and cSR are
distributed more or less equally (as in Fig. 11a), all emo-
tion levels converge to a value of 0.5. The behavior of this
trace is similar to the pattern shown in Fig. 2 for the case of
three agents. In other cases, where the majority of the
agents starts with an emotion level above or below 0.5 (see
Fig. 11b, c, respectively), an equilibrium value is reached
that is higher or lower than 0.5.
Fig. 10 Simulation trace 4 (b (a, b, c) = (1, 0.3, 0.8), all dR = 0.9,
wba = 0.625, wca = 0.375, wab = 0.64, wcb = 0.36, wac = 0.4,
wbc = 0.6)
2 As the models for absorption and amplification only differ in using
a different formula, there is no difference between them w.r.t.
scalability. For this reason, only the results for absorption are shown.
Fig. 11 a–c Three simulation traces for emotion absorption with a
population of 10 agents
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As the population size increases, the differences
between individual runs of models with the same parameter
settings become smaller, as the (randomly drawn) distri-
bution of the values for q and cSR gradually becomes more
uniform. This can be seen from Figs. 12, 13, 14 and 15,
which address arbitrary simulation runs of the model with
50, 100, 250 and 500 agents, respectively.
For all population sizes considered, the average value of
the equilibrium reached (over 100 simulations) approxi-
mated 0.5. Moreover, the time to convergence also turned
out to be independent of the population size: In all cases,
the equilibrium (which we defined as the case where for
each pair of agents the difference in emotion level was
smaller than 0.01) was reached after 68 time steps.
Finally, the effect of an increase in the number of agents
on the actual simulation time was studied. This was done
by measuring the CPU time of the simulations while exe-
cuting them in Matlab on a regular notebook with
2,200 MHz processor. The results are shown in Fig. 16: As
shown there, the simulation time (y axis, in seconds)
increases quadratically with an increase in population size
(x axis).
Mathematical Analysis for the Emotion Contagion
Model
In this section a mathematical analysis for the emotion
contagion models is presented. First the emotion absorption
model is addressed and next the emotion amplification
model.
Fig. 12 Simulation trace for emotion absorption with a population of
50 agents
Fig. 13 Simulation trace for emotion absorption with a population of
100 agents
Fig. 14 Simulation trace for emotion absorption with a population of
250 agents
Fig. 15 Simulation trace for emotion absorption with a population of
500 agents
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Mathematical Analysis for the Emotion Absorption
Model
This section presents some of the results of a mathematical
analysis of the model. Note that cA = 0 iff RB[G\{A} eB aBA
dA = 0 iff eBaBAdA = 0 for all B = A. This means that
cA = 0 can only occur when for each B = A either eB = 0 or
aBA = 0 or dA = 0. This can be interpreted in the sense that
A is isolated from emotional impact of all group members. In
such a special case qA will always be in an equilibrium state.
Theorem 1 (No change when cA = 0) If cA = 0 then the
emotion value for A will be in an equilibrium right from the
start.
Next, conditions on monotonicity are addressed. Assum-
ing cA [ 0, from the equations it follows that dqA/dt C 0 if
and only if qA
* C qA. In particular, for A with the lowest qA
it holds qB C qA for all B = A, and therefore via qA
* =
RB[G\{A} wBA qB C RB[G\{A} wBA qA = qA it follows that qA
is monotonically increasing. Similarly the highest qA is
monotonically decreasing.
Theorem 2 (Monotonicity conditions) Suppose cA [ 0.
Then the following hold:
(a) qA is monotonically increasing iff qA
* C qA
qA is strictly monotonically increasing iff qA
* [ qA
(b) qA is monotonically decreasing iff qA
* B qA
qA is strictly monotonically decreasing iff qA
* \ qA
(c) If qB C qA for all B = A, then qA is monotonically
increasing.
If in addition qB [ qA for at least one B = A, then
qA is strictly increasing.
(d) If qB B qA for all B = A, then qA is monotonically
decreasing.
If in addition qB \ qA for at least one B = A, then
qA is strictly decreasing.
Next, equilibria are addressed for cA [ 0. When at some
point in time all qA are the same, then from Theorem
2(c) and (d) it follows that they are both (non-strictly)
monotonically increasing and decreasing, so they are in an
equilibrium. Moreover, from Theorem 2(c) and (d) t fol-
lows that as long as the values of the qA are different, then
the lowest and highest values keep on changing (strictly
increasing, resp. decreasing), so are not in an equilibrium.
This implies the following identification of equilibria.
Theorem 3 (Equilibria when cA [ 0 for all A) Suppose
cA [ 0 for all A. Then the equilibria are the cases where all
qA are equal. Equilibria are reached between the lowest
and highest initial value.
In some cases the equilibria are the average of the initial
values, due to preservation of the (overall) sum of the
emotion levels:
RA2G qAðt0Þ ¼ RA2G qAðtÞ for all t and t0 or RA2G qAðt þ DtÞ
¼ RA2G qAðtÞ for all t and Dt:
Taking the sum of the equations, the criterion for preser-
vation is
RA2G cAðqA  qAÞ ¼ 0 or RA2G cAqA ¼ RA2G cAqA
Now
cAwBA ¼ RC2Gn Af g cCAwBA ¼ RC2Gn Af g eCaCAdAwBA
¼ ðRC2Gn Af g eCaCAÞdAeBaBA=RC2Gn Af g eCaCA
¼ eBaBAdA ¼ cBA
Therefore
cAq

A ¼ RB2Gn Af g cAwBAqB ¼ RB2Gn Af g cBAqB
and taking the sum
RA2G cAq

A ¼ RA2G RB2Gn Af g cBAqB ¼ RB2G RA2Gn Bf g cBAqB
¼ RB2GðRA2Gn Bf g cBAÞqB
It follows that the criterion for overall emotion preser-
vation is equivalent to
RA2Gn Bf g cBA ¼ cB ¼ RA2Gn Bf g cAB for all B
which in terms of the basic parameters is equivalent to
RA2Gn Bf g eBaBAdA ¼ RA2Gn Bf g eAaABdB for all B:
Theorem 4 (Preservation of overall emotion) The fol-
lowing are equivalent:
(i) The overall emotion in the group is preserved
(ii) RA[G\{B} cBA = RA[G\{B} cAB for all B.
(iii) RA[G\{B} eB aBA dA = RA[G\{B} eA aAB dB for all B.
When these conditions are satisfied, an equilibrium is
reached where each emotion level is the average of the
initial emotion levels. The conditions are satisfied in par-
ticular when all cBA are equal, or when, more specifically,
all eA are equal, all aAB are equal and all dB are equal.
Fig. 16 Dependence of simulation time on population size
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Finally, it is analyzed under which conditions the emotion
values stay within the interval [0, 1] (closure property). It
can easily be verified that the expression describing change
reaches its maximum for eA = aAB = dB = qS = 1 and
qR = 1. Similarly, this function reaches its minimum for
eA = aAB = dB = qR = 1 and qS = 0. Using this, the fol-
lowing equations for upper and lower bounds are obtained:
1  # Gð Þ  1ð Þð ÞDt ¼ qmin  qRðt þ DtÞ qmax
¼ # Gð Þ  1ð ÞDt
In order to maintain the closure property for emotion
contagion in the absorption model, qmax has to be con-
strained to 1 and qmin to 0. Therefore, respectively:
# Gð Þ  1ð Þ  Dt 1 and 1  # Gð Þ  1ð Þð ÞDt 0
both lead to the same constraint Dt B 1/(#(G) - 1). So, as
long as this constraint is maintained, the closure property
holds for the absorption model.
Theorem 5 (Closure property) The emotion values gen-
erated remain in the interval [0, 1] if Dt B 1/(#(G) - 1).
Mathematical Analysis for the Emotion Amplification
Model
This section presents some of the results of a mathematical
analysis of the model. First, the following conditions on
monotonicity have been found.
Proposition 1 (Monotonicity conditions)
(a) If bA = 0 then qA(t) is always monotonically
decreasing;
it is strictly decreasing when qA
* (t) \ 1 and qA(t) [ 0.
(b) If bB = 1 then qB(t) is always monotonically
increasing;
it is strictly increasing when qB
* (t) [ 0 and qB(t) \ 1.
(c) If bA B 0.5 and qA
* (t) B qA(t) then qA(t) is mono-
tonically decreasing;
it is strictly decreasing when qA
* (t) \ qA(t).
(d) If bB C 0.5 and qB
* (t) C qB(t) then qB(t) is
monotonically increasing;
it is strictly increasing when qB
* (t) [ qB(t).
Next, equilibria have been investigated. First, conditions
have been established for the case of an equilibrium with
one of the emotion values 0 or 1.
Proposition 2 Suppose all wSR are nonzero. Then for an
equilibrium the following holds:
(a) If qA = 0 then bA = 0 or qC = 0 for all C
(b) If qB = 1 then bB = 1 or qC = 1 for all C
Based on this, the following theorem provides the possibilities
for equilibria concerning those subgroups with b is 0 or 1.
Theorem 1 (Equilibria for members for which b is 0 or 1)
Suppose all wSR are nonzero. Let the two subsets S0, S1 ( G
be given by
S0 ¼ fA 2 GjbA ¼ 0g S1 ¼ fB 2 GjbB ¼ 1g
Then for an equilibrium the following holds:
(a) If A [ S0 then qA = 0 or qC = 1 for all C = A. If
B [ S1 then qB = 1 or qC = 0 for all C = B.
(b) If #(S0) C 2, i.e., there are at least two members A1
and A2 with bA1 = 0 and bA2 = 0, then either
qA = 0 for all A [ S0 or qC = 1 for all C [ G.
(c) If #(S1) C 2, i.e., there are at least two members B1
and B2 with bB1 = 1 and bB2 = 1, then either
qB = 1 for all B [ S1 or qC = 0 for all C [ G.
(d) If #(S0) C 2 and #(S1) C 2, then there are three
possibilities:
(i) qC = 0 for all C [ G
(ii) qC = 1 for all C [ G
(iii) qA = 0 for all A [ S0 and qB = 1 for all
B [ S1
In the specific case, that for all group members b is 0 or
1, a complete classification of equilibria can be obtained;
for an example, see Fig. 2.
Theorem 2 (Equilibria when all b’s are equal to 0 or 1)
Suppose all wSR are nonzero and for all C it holds bC = 0
or bC = 1, in other words, the whole group G is parti-
tioned into the two subsets
S0 ¼ fA 2 GjbA ¼ 0g and S1 ¼ fB 2 GjbB ¼ 1g:
Then for an equilibrium the following holds:
(a) If S0 = G and S1 = [, i.e., bC = 0 for all C, then
either qC = 0 for all C (attracting) or qC = 1 for all
C (non-attracting).
(b) If S1 = G and S0 = [, i.e., bC = 1 for all C, then
either qC = 0 for all C (non-attracting) or qC = 1
for all C (attracting).
(c) If #(S0) = #(S1) = 1, i.e., there is exactly one
member A with bA = 0, and exactly one member
B with bB = 1, then there are two possibilities:
(i) qA = 0 for A [ S0 and qB has any value for
B [ S1
(ii) qB = 1 for B [ S1 and qA has any value for
A [ S0
(d) If #(S0) = 1 and #(S1) C 2, i.e., there is exactly one
member A with bA = 0, and there are at least two
members B1 and B2 with bB1 = bB2 = 1, then there
are two possibilities:
(i) qC = 0 for all C [ G
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(ii) qB = 1 for all B [ S1 and qA has any value
for A [ S0
(e) If #(S1) = 1, and #(S0) C 2, i.e., there is exactly one
member B with bB = 1, and there are at least two
members A1 and A2 with bA1 = bA2 = 0, then there
are two possibilities:
(i) qC = 1 for all C [ G
(ii) qA = 0 for all A [ S0 and qB has any value
for B [ S1
(f) If #(S0) C 2 and #(S1) C 2, i.e., there are at least
two members A1 and A2 with bA1 = bA2 = 0 and
also at least two members B1 and B2 with bB1 = -
bB2 = 1, then there are three possibilities:
(i) qC = 0 for all C [ G
(ii) qC = 1 for all C [ G
(iii) qA = 0 for all A [ S0 and qB = 1 for all
B [ S1
For the specific case of three group members, where one
member has b is 0, one has 1 and one has neither, the
following holds; for an example, see Fig. 3.
Proposition 3 (A case for three members) Consider a
group G which consists of three members named by a, b, c
with ba = 0, bb = 1, and bc = b, where 0 \ b\ 1 is
assumed. Moreover, suppose all wSR are nonzero. Then the
following are the possibilities for equilibria:
(i) qa = qb = qc = 0
(ii) qa = qb = qc = 1
(iii) qa = 0, qb = 1 and qc = b wbc/((1 - b)wac ? b
wbc)
In particular, when wac = wbc, then the value for qc in (iii)
is b.
The following proposition shows that only in trivial
cases a group member with b not 0 or 1 can reach 0 or 1.
Proposition 4 (qA = 0 with bA [ 0 or qB = 1 with
bB \ 1) Suppose all wSR are nonzero. Then for an equi-
librium it holds
(i) If qA = 0 for some A with bA [ 0 then qC = 0 for
all C [ G.
(ii) If qB = 1 for some B with bB \ 1 then qC = 1 for
all C [ G.
The case that all group members converge to an equal
equilibrium value, which is not 0 or 1, only occurs when all
b’s are 0.5; for an example, see Fig. 4.
Theorem 3 (Equal equilibrium values for all members)
Suppose all wSR are nonzero, then for an equilibrium the
following are equivalent:
(i) For some q with 0 \ q \ 1 it holds qC = q for all
C.
(ii) For all C it holds bC = 0.5.
For the case of two persons, a complete classification can
be found, as shown in the following theorem.
Theorem 4 (The case of two persons) Suppose the group
consists of two persons named by a and b. Then for an
equilibrium, there are the following possibilities:
(i) When ba ? bb = 1 the only two possibilities are:
qa ¼ qb ¼ 0 attracting when ba þ bb\1
qa ¼ qb ¼ 1 attracting when ba þ bb [ 1
(ii) When ba ? bb = 1 attracting equilibria occur
where qa and qb get values between 0 and 1.
Formal Verification of the Emotion Contagion Spiral
Model
In this section, it is discussed how traces generated by
the emotion contagion models have been formally ver-
ified. The temporal predicate logical language TTL [6]
used to express properties to be verified supports formal
specification and analysis of dynamic properties, cov-
ering both qualitative and quantitative aspects. TTL is
built on atoms referring to states of the world, time
points and traces, i.e., trajectories of states over time. In
addition, dynamic properties are (sorted) temporal
predicate logic statements that can be formulated with
respect to traces based on the state ontology Ont in the
following manner. Given a trace c over state ontology
Ont, the state in c at time point t is denoted by state(c,
t). These states can be related to state properties via the
formally defined satisfaction relation denoted by the
infix predicate |=: state(c, t) |= p denotes that state
property p holds in trace c at time t. Based on these
statements, dynamic properties can be formulated in a
formal manner in a sorted predicate logic, using quan-
tifiers over time and traces and the usual logical con-
nectives such as :, ^, _, ), V, A. A dedicated software
environment has been developed for TTL, featuring
both a Property Editor for building and editing TTL
properties and a Checking Tool that enables automated
formal verification of such properties against a set of
(simulated or empirical) traces.
The purpose of the type of verification performed here is to
check whether the model behaves as it should. A typical
example of a property that may be checked is whether no
unexpected situations occur, such as a variable running out of
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its bounds (e.g., qA(t) [ 1, for some t and A), or whether
eventually, an equilibrium value is reached. Other more
complex examples, can be found in the theorems presented in
the previous section. For the emotion contagion model, a
number of such dynamic properties have been formalized in
TTL varying from properties addressing limit behavior
(equilibria reached) to properties of the process from initial
values to the equilibria. Below, a number of these properties
are introduced, both in semi-formal and in informal notation
(where state(c, t) |= p denotes that p holds in trace c at time t).
Note that the properties are all defined for a particular trace c
and sometimes for a particular time interval between tb and te.
P1a: Emotional Stability for Agent A
For all time points t1 and t2 between tb and te in trace c, if
at t1 the level of emotion of agent A is x1, then at t2 the
level of emotion of agent A is between x1 - a and x1 ? a.
P1a(c:TRACE, tb, te:TIME, A:AGENT, a:REAL) :
Vt1, t2:TIME Vx1, x2:REAL
state(c, t1) |= emotion(agent(A), x1) &
state(c, t2) |= emotion(agent(A), x2) &
tb B t1 B te & tb B t2 B te ) x1 - a B x2 B x1 ? a
This property can be used to verify in which situations a
certain agent’s level of emotion does not fluctuate much. It
has been found, for example, that for the trace shown in
Fig. 2 and for a = 0.00001, the emotion of agent a remains
stable between time point 28 and 50. In other words,
checking P1a(traceFig2, 28, 50, a, 0.00001) was successful,
where traceFig2 is the trace of Fig. 2.
P1b: Emotional Stability for Agent A Around
Value x
For all time points t between tb and te in trace c the level of
emotion of agent A is between x - a and x ? a (where a
is a constant).
P1b(c:TRACE, tb, te:TIME, x:REAL, A:AGENT, a:REAL)
:
Vt:TIME Vy:REAL
state(c, t) |= emotion(agent(A), y) & tb B t B te ) x - a
B y B x ? a
As a variant of P1a, property P1b can be used to check
whether an agent’s level of emotion stays around a certain
(given) value. For example, for a = 0.0001, property
P1b(traceFig2, 25, 50, 0.4333, b, 0.0001) was true. One
step further, P1a and P1b can be used as building blocks to
check the propositions and theorems related to equilibria
presented in the previous section against the generated
traces. For example, property P1c checks whether Theorem
3 holds:
P1c: Equal Equilibria
If for all agents A and B, cAB is nonzero in trace c then
eventually the same equilibrium q (between 0 and 1) will
occur for all agents
P1c(c:TRACE, a:REAL) :
[VA, B:AGENT [A = B ) Ag:REAL [ 0 [state(c, 1)
|= has_gamma_for(agent(A), agent(B), g)]]]
) [Aq:REAL VC:AGENT P1b(c, 40, 50, q, C, a)]
This property, which has been proven in the mathematical
analysis, has been checked for a = 0.07 for all generated
traces and indeed was confirmed. In addition, similar
properties have been formulated that make claims about the
equilibria on the basis of the initial settings. Details of
these properties are not shown here. However, some
examples (in informal notation) are:
• In case cSR = 0 for all agents, then each agent ends up
in an equilibrium that is equal to its initial emotion
value.
• In case dR = 0 for exactly 1 agent A (i.e., dA = 0), and
other dR are nonzero, and all aSR and eS are nonzero for
all agents, then each agent ends up in an equilibrium
that is equal to the initial emotion value of agent A.
• In case dR = 0 and eS = 0 for exactly 1 agent A (i.e.,
dA = eA = 0), and other dR and eS are nonzero, and all
aSR are nonzero for all agents, then agent A ends up in
an equilibrium that is equal to its initial emotion value,
and all other agents end up in an equilibrium that is in
between their initials emotion values.
• In case dR = 0 for exactly two agents A and B (i.e.,
dA = dB = 0), and other dR are nonzero, and all aSR and
eS are nonzero for all agents, then agent A and B end up
in an equilibrium that is equal to their initial emotion
value, and all other agents end up in an equilibrium that
is in between the initial emotion values of A and B.
P2a: Monotonic Increase of Emotion3
For all time points t1 and t2 between tb and te in trace c, if at
t1 the level of emotion of agent A is x1, and at t2, the level
of emotion of agent A is x2 and t1 \ t2, then x1 B x2.
P2a(c:TRACE, tb, te:TIME, A:AGENT) :
Vt1, t2:TIME Vx1, x2:REAL
state(c, t1) |= emotion(agent(A), x1) &
state(c, t2) |= emotion(agent(A), x2) &
tb B t1 B te & tb B t2 B te & t1 \ t2 ) x1 B x2
3 A strict variant of such properties can be created by replacing
B by \.
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Property P2a and the variant P2b addressing monotonic
decrease (by replacing B in the consequent by C) can be
used to check whether an agent’s level of emotion
increases or decreases monotonically over a certain inter-
val. Such monotonicity, for example, occurs for agent
c during the whole trace shown in Fig. 2 (i.e., property
P2b(traceFig2, 1, 50, c) succeeded). Furthermore, these
properties can be used as building blocks to check the
propositions and theorems related to monotonicity pre-
sented in the previous section against the generated traces.
For example, property P2c checks whether part (c) and
(d) of Proposition 1 hold.
P2c: Conditional Monotonicity
For all agents A, if qA
* C qA between tb and te in trace c,
then qA is monotonically increasing during this interval,
and if qA
* B qA between tb and te in trace c, then qA is
monotonically decreasing during this interval.
P2c(c:TRACE, tb, te:TIME) :
VA:AGENT
[[Vt:TIME AA2, A3:AGENT Ax1, x2, x3, w2, w3:REAL
state(c, t) |= emotion(agent(A), x1) &
state(c, t) |= emotion(agent(A2), x2) &
state(c, t) |= emotion(agent(A3), x3) & A2 = A3 & tb B t B
te &
state(c, 1) |= has_w_for(agent(A2), agent(A), w2) &
state(c, 1) |= has_w_for(agent(A3), agent(A), w3) &
w2 * x2 ? w3 * x3 C x1] ) p2a(c, tb, te, A)] &
[[Vt:TIME AA2, A3:AGENT A x1, x2, x3, w2, w3:REAL
state(c, t) |= emotion(agent(A), x1) &
state(c, t) |= emotion(agent(A2), x2) &
state(c, t) |= emotion(agent(A3), x3) & A2 = A3 & tb B t B
te &
state(c, 1) |= has_w_for(agent(A2), agent(A), w2) &
state(c, 1) |= has_w_for(agent(A3), agent(A), w3) &
w2 * x2 ? w3 * x3 B x1] ) p2b(c, tb, te, A)]
Here, qA
* is explained in the section after the introduction
section. This property has been confirmed for all possible
intervals in all generated traces.
P3: Emotion Between Boundaries
For all time points t between tb and te in trace c if at t the
level of emotion of agent A is x, then min \ x \ max.
P3(c:TRACE, tb, te:TIME, max, min:REAL, A:AGENT) :
Vt:TIME Vx:REAL
state(c, t) |= emotion(agent(A), x) & tb B t B te )
min B x B max
This property can be used to check whether the emotion of
an agent stays between certain boundaries. For example, no
emotional value should ever become lower than 0 or higher
than 1. This turned out to be the case for all generated
traces where Dt B 1/(#(G) - 1). That is, property
P3(trace, 1, 50, 0.0, 1.0, X) succeeded for all traces trace
with these settings and agents X, which confirms Theorem
5 of the previous section. In addition, it was found that the
property failed for some traces that do not have these set-
tings. E.g., for a trace with Dt = 0.7, all cSR = 1, and
initial values qa = 0.3, qb = 0.1, and qc = 0.9, the emo-
tion values eventually run out of their boundaries.
P4: Emotion Agent A1 Above Agent A2
For all time points t between tb and te in trace c, if at t the
level of emotion of agent A1 is x1 and the level of emotion
of agent A2 is x2, then x1 C x2.
P4(c:TRACE, tb, te:TIME, A1, A2:AGENT) :
Vt:TIME Vx1, x2:REAL
state(c, t) |= emotion(agent(A1), x1) & state(c, t) |= emo-
tion(agent(A2), x2) & tb B t B te ) x1 C x2
Property P4 can be used to check whether an agent’s
emotion level stays above (or below) another agent’s level
during a specified interval. For example, in the trace of
Fig. 2, agent c always has a higher emotion than agent
a (i.e., property P4(traceFig2, 1, 50, c, a) succeeded).
However, in the end the difference becomes very small,
and if the simulation were continued longer, eventually this
property would fail.
P5: Emotion Approaches Value x with Speed s
For all time points t1 and t2 between tb and te in trace c, if
at t1 the level of emotion of agent A is x1, and at t2 the
level of emotion of agent A is x2, and t2 = t1 ? 1, then
s * |x - x1| C |x - x2| (here s is a constant \1).
P5(c:TRACE, tb, te:TIME, x:REAL, A:AGENT) :
Vt1, t2:TIME Vx1, x2:REAL
state(c, t1) |= emotion(agent(A), x1) & state(c, t2) |= emo-
tion(agent(A), x2) &
tb B t1 B te & tb B t2 B te & t2 = t1 ? 1 ) |x - x1| * s C
|x - x2|
Property P5 can be used to check whether an agent’s
emotion level approaches a given value x, and to determine
the speed s with which this happens (where 0 \ s \ 1, and
a high s denotes a slow speed). For example, for the trace
shown in Fig. 3, it turned out that agent b approaches
emotion level 0.3 with a speed of approximately 0.9991.
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P6: Higher Beta’s Lead to Higher Emotion Levels
If for all agents the initial level of emotion is higher
(or equal) in trace c1 than in c2
and for all agents the beta is higher (or equal) in trace c1
than in c2
then for all agents the final level of emotion will be
higher (or equal) in trace c1 than in c2
P6(c1, c2:TRACE, tb, te:TIME) :
[VA:AGENT Ax1, x2:REAL
state(c1, tb) |= emotion(agent(A), x1) & state(c2, tb)
|= emotion(agent(A), x2) & x1 C x2] & [VA:AGENT Ax1,
x2:REAL state(c1, tb) |= has_beta(agent(A), x1) & sta-
te(c2, tb) |= has_beta(agent(A), x2) & x1 C x2] )
[VA:AGENT Ax1, x2:REAL state(c1, te) |= emotion
(agent(A), x1) & state(c2, te) |= emotion(agent(A), x2) &
x1 C x2]
This property can be used to compare traces with different
parameter settings. It turned out to hold for all generated
traces, as long as the initial values were not 0 or 1.
The Ambient Agent Model for Group Emotion Analysis
The emotion contagion model described in section ‘‘The
Emotion Contagion Model’’ above can be used by an ambient
agent to analyze the past, present and future (expected)
dynamics of a team’s emotion contagion processes. The main
goal of the designed ambient agent is to estimate and predict
the level of a given type of emotion in the group at present and
future points in time and based on such an analysis propose
actions whenever considered necessary. The emotion con-
sidered is assumed to be a positive emotion, so when the
emotion level of the group is expected to become too low, this
analysis process should detect this early enough to intervene.
Concepts needed in such a model for an ambient agent
concern the ambient agent’s estimations of the relevant
human’s states at different points in time; these estimations
are described by the ambient agent’s observations and
beliefs; in addition an assessment of the (expected) group’s
emotion state is needed. An assessment is generated when
the group emotion level at some (future) time point is
expected to be too low, compared with a certain norm
(EN). Moreover, to model direct observation of individual
emotion levels, the concept expressed emotion level (eS qA)
is used, as the emotion level that can be observed from
someone’s face or speech expressions, for example, by use
of methods discussed in [8, 10, 20, 25, 28]. This may differ
from the emotion level in that the expressiveness factor
also has effect on it.
To formalize the concepts introduced in this and the
previous sections, a number of logical atoms are introduced
that incorporate numerical representations; see Table 2.
Note that in order to generate and analyze possible tem-
poral patterns for the future, some of the atoms have an
additional time variable T. This is used to make predictions
about future emotion states, as part of the analysis.
The dynamic relationships of the model to reason about
emotion contagion are described and formalized as follows.
Note that the beliefs on emotion expressiveness, openness,
and channel strengths are assumed to be initially given and
to persist (until they are changed). Moreover, a scenario is
considered where at some (initial) point in time the current
emotion levels of the members are estimated or observed,
and from that time point onwards, the beliefs on emotion
levels for subsequent time points are determined, as a form
of temporal projection (or prediction).
First the role of observed expressed emotions is for-
malized. The agent is assumed to possess observation
equipment, for example, in the form of a face reader with
software that detects emotion expressions from face images
[25]. The face reader is a tool that is able to recognize six
basic emotional expressions (happy, sad, scared, disgusted,
surprised, angry) based on video images. This is done in
three steps, namely: face finding, face modeling and face
classification. For more details, see [25]. As an alternative
also methods can be employed to recognize emotions from
speech, for example, as discussed in [8, 10, 28].
The expressed emotion EV results from the emotion
level V and the expressiveness E by which the emotion is
displayed on the face. In the model it is assumed that the
expressed emotion level is formalized as the product
V * E. Note that this means that it is assumed that the
expressiveness (being a number between 0 and 1) always
reduces the level of the emotion: EV B E.
In other words, this assumption excludes the situation
that an emotion level is expressed that is not there (no
faking of emotions). Moreover, note that in ADR2 below it
is assumed that the expressiveness factor E is nonzero.
Then under the assumptions discussed above, from an
expressed emotion level EV the emotion level V itself can
be determined as V = EV/E.
ADR1: Observing Group Members’ Expressed
Emotion Levels
If the agent observes an expressed emotion level
then the ambient agent will believe this
observes(agent, has_expressed_emotion_level_at(A, V, T))
!› belief(agent, has_expressed_emotion_level_at(A, V, T))
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ADR2: Generating a Belief on an Emotion Level
from a Belief on an Expressed Emotion Level
If the agent believes that a group member has
expressed emotion level EV
and that this group member has expressiveness E
then it will generate a belief that this group member has
emotion level EV/E
belief(agent, has_expressed_emotion_level_at(A, EV,
T)) &
belief(agent, has_expressiveness(E))
!› belief(agent, has_emotion_level_at(A, EV/E, T))
ADR3: Generating Beliefs on Contagion Strengths
If the ambient agent believes that B has expressiveness E
and the ambient agent believes that the channel from
B to A has strength C
and the ambient agent believes that A has openness D
then the ambient agent will believe that the contagion
strength from B to A will be E * C * D
belief(agent, has_expressiveness(B, E)) &
belief(agent, has_channel_strength(B, A, C)) &
belief(agent, has_openness(A, D))
!› belief(agent, has_contagion_strength(B, A, E *
C * D))
ADR4: Updating Beliefs on Emotion Levels
If A = B and B = C and C = A
and the ambient agent believes that B has emotion level
V2 at time T
and the ambient agent believes that C has emotion level
V3 at time T
and the ambient agent believes that the contagion
strength from B to A is CS2
and the ambient agent believes that the contagion
strength from C to A is CS3
and Q1 = (CS2 * V2 ? CS3 * V3)/(CS2 ? CS3)
and the ambient agent believes that A has emotion level
V1 at time T
and the ambient agent believes that A has beta BE1
and the ambient agent believes that A has eta ETA1
and the ambient agent believes that A has gamma G1
and the ambient agent believes that the step size is DT
then the ambient agent will believe that the emotion level
of A will be
Table 2 Concepts to reason
about emotion contagion and
their formalization
Concept Formalization
Observed that person A has expressed
emotion level EV at T
observed(agent,
has_expressed_emotion_level_at(A:AGENT,
EV:REAL, T:REAL))
Belief that person A has expressed
emotion level EV at time T
belief(agent,
has_expressed_emotion_level_at(A:AGENT,
EV:REAL, T:REAL))
Belief that person B has expressiveness E belief(agent, has_expressiveness(B:AGENT,
E:REAL))
Belief that person A has openness for
received emotion D
belief(agent, has_openness(A:AGENT, D:REAL))
Belief that the channel from B to A has
strength C
belief(agent, has_channel_strength(B:AGENT,
A:AGENT, C:REAL))
Belief that the contagion strength from
B to A is CS
belief(agent, has_contagion_strength(B:AGENT,
A:AGENT, CS:REAL))
Belief that the overall contagion strength
to receiver A is CS
belief(agent,
has_overall_contagion_strength(A:AGENT,
CS:REAL))
Belief that step size is DT belief(agent, stepsize(DT:REAL))
Belief that person A has relevance R belief(agent, has_relevance(A:AGENT, R:REAL))
Belief that person A has emotion level
V at time T
belief(agent, has_emotion_level_at(A:AGENT,
V:REAL, T:REAL))
Belief that the group emotion level at T is
GE
belief(agent, group_emotion_level_at(GE:REAL,
T:REAL))
Belief that the group emotion norm is EN belief(agent, group_emotion_norm(EN:REAL))
Assessment that the deficient of the group
emotion at T is ED
assessment(agent,
group_emotion_deficient_at(ED:REAL, T:REAL))
126 Cogn Comput (2015) 7:111–136
123
102
G1 * [ETA1 * (BE1 (1 - (1 - Q1) (1 - V1)) ?
(1 - BE1) Q1V1) ? (1 - ETA1) Q1 - V1)] * DT at
time T ? DT
A = B & B = C & C = A &
belief(agent, has_emotion_level_at(B, V2, T)) &
belief(agent, has_emotion_level_at(C, V3, T)) &
belief(agent, has_contagion_strength(B, A, CS2)) &
belief(agent, has_contagion_strength(C, A, CS3)) &
Q1 = (CS2 * V2 ? CS3 * V3)/(CS2 ? CS3)
belief(agent, has_emotion_level_at(A, V1, T)) &
belief(agent, has_beta(A, BE1)) &
belief(agent, has_eta(A, ETA1)) &
belief(agent, has_gamma(A, G1)) &
belief(agent, step_size(DT))
!› belief(agent, has_emotion_level_at(A,
V1 ? G1 * [ETA1 * (BE1 (1 - (1 - Q1) (1 -
V1)) ? (1 - BE1) Q1V1) ? (1 - ETA1) Q1 - V1)] * DT,
T ? DT))
An analysis also involves an assessment of the (expected)
level of the group’s emotion. To this end, first a belief on
the group’s emotion level is generated.
ADR5: Determining Beliefs on the Group’s Emotion
Level
If the ambient agent believes that the group members
have emotion levels V1, V2, V3
and relevance R1, R2, R3, respectively
then it will believe that the group’s emotion level is
R1 * V1 ? R2 * V2 ? R3 * V3
belief(agent, has_emotion_level_at(a1, V1, T)) &
belief(agent, has_emotion_level_at(a2, V2, T)) &
belief(agent, has_emotion_level_at(a3, V3, T)) &
belief(agent, has_relevance(a1, R1)) &
belief(agent, has_relevance(a2, R2)) &
belief(agent, has_relevance(a3, R3))
!› belief(agent, group_emotion_ level_at(R1 * V1 ?
R2 * V2 ? R3 * V3, T))
An assessment is generated when the group emotion level at
some (future) time point is expected to be too low, compared
with a certain norm. In case of a negative outcome further
action may be needed, to avoid this undesired situation. The
assessment includes an estimation of how much the group
emotion level is too low (the group emotion deficient):
ADR6: Assessment of the Group’s Emotion Level
If the ambient agent believes that the group emotion
level V at time T is lower than the emotion norm EN,
then it will assess the situation as having a group emotion
deficient EN–V at T
belief(agent, group_emotion_ level_at(V, T)) &
belief(agent, group_emotion_norm(EN)) & V \ EN
!› assessment(agent, group_emotion_ deficient_
at(EN–V, T))
The Agent Model for Group Emotion Support
In the previous sections, the emotion contagion model and
the analysis process based on it have been discussed. In this
section, the support model is introduced that uses these
models to provide intelligent support to humans in cases
where the group emotion level is expected to become
below a certain norm. The support model introduced here,
uses a heuristic approach. The idea is that an ambient agent
will reason about the proper actions that should be under-
taken by the team leader to keep the group emotion level
optimal. For example, it uses knowledge expressing that in
case the group emotion level (e.g., relaxedness or happi-
ness) is lower than a certain norm, certain members are to
be detected that play a crucial role in a negative or positive
sense and give them either a pep talk to or to increase or
decrease their impact on the other group members.
When a negative assessment of the (future) group
emotion state is made, then the ambient agent is assumed to
propose actions to the team leader, in order to avoid such
states. Some examples of possible actions are:
• giving a group member that negatively affects the
emotion in the team a less central role (decreasing the
emotion contagion strengths from this person)
• ask a person with a positive emotion level (e.g., the
team leader) either to not be too open for other
members (decrease the person’s openness; i.e., dR) or to
be more expressive (increase the person’s expressive-
ness; i.e., eS)
Two heuristics that are applied are the following:
• let the group members with lower emotion levels get
less impact on the other members and get more impact
from the other members
• let the group members with higher emotion levels get
more impact on the other members and get less impact
from the other members
Here ‘higher’ and ‘lower’ can be defined as the members
with highest or lowest emotion level, but also as above or
under the group’s emotion level. In general, two (low and
high) emotion thresholds are assumed for this, where a
specific case is that these thresholds are both equal to the
group’s emotion level.
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For a group member under the low threshold, his or her
impact on the other members can be decreased by
(encouragement for) decreasing the person’s expressive-
ness, or by decreasing the channel strengths from this
person to the other members. Moreover, the person’s
impact from other members can be increased by increasing
the person’s openness and by increasing the channel
strengths from the other members. For an overview of the
action options based on the two heuristics, see Table 3.
This approach does not give indications for the adjust-
ment extent to which such an increase or decrease has to be
applied. When such adjustment extents are chosen, the
approach can also be combined with a feasibility ranking
approach described next.
After the ambient agent generates the actions options,
they have to be ranked on their (in)feasibility, expressing
how difficult they are to achieve, because it may happen
that some action options can be easily realized whereas
others are difficult to realize. The action option with the
lowest infeasibility will be chosen and proposed by the
ambient agent to the team leader. A realistic ranking, from
the most to the least infeasible parameter, could be:
1. openness (dA), because it seems that this personality
characteristic is difficult to change over time;
2. expressiveness (eA) because this personality character-
istic can be ‘faked’ (one can display emotions that are
not experienced);
3. channel strength (aBA) because it is easy to lower the
channel strength’s between a person and every other
group member, by simply separating this individual
from the group.
The formalization of the concepts is given in Table 4. The
formalization of the dynamic relationships is as follows.
SDR1: Low Emotion Member Identification
If the ambient agent believes that A has emotion level
V at T0
and that the low threshold is LT
and V B LT
then the agent will believe that A is a low emotion
member
belief(agent, has_emotion_level_at(A, V, T0)) &
belief(agent, low_threshold(LT)) &
V B LT
!› belief(agent, low_emotion_member(A))
SDR2: High Emotion Member Identification
If the ambient agent believes that A has emotion level
V at T0
and that the high threshold is HT
and V C HT
then the agent will believe that A is a high emotion member
belief(agent, has_emotion_level_at(A, V, T0)) &
belief(agent, high_threshold(HT)) &
V C HT
!› belief(agent, high_emotion_member(A))
SDR3: Heuristic Generation of Expressiveness
Action Options for Low Emotion Members
If the ambient agent believes that A is a low emotion
member
and a group emotion deficient ED at T was identified
and it believes that the adjustment extent is AE
and the expressiveness of A is E
then the agent will believe that an action option is to
change the value E for expressiveness to E –
AE * ED * E
belief(agent, low_emotion_member(A)) &
assessment(agent, group_emotion_deficient_at(ED, T)) &
belief(agent, adjustment_extent(AE)) &
belief(agent, has_expressiveness(A, E))
!› belief(agent, action_option(adjust_to(expressive-
ness(A), E, E - AE * ED * E)))
SDR4: Heuristic Generation of Channel Action
Options for Low Emotion Members
If the ambient agent believes that A is a low emotion
member
and that a group emotion deficient ED at T was
identified
and that the adjustment extent is AE
and the channel from A to B has strength C
then the agent will believe that an action option is to
change the value C for channel strength
to C – AE * ED * C
belief(agent, low_emotion_member(A)) &
assessment(agent, group_emotion_deficient_at
(ED, T)) &
Table 3 Overview of the action options
Person under
low threshold
Person above
high threshold
Expressiveness Decrease Increase
Openness Increase Decrease
Channels to others Decrease Increase
Channels from others Increase Decrease
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belief(agent, adjustment_extent(AE)) &
belief(agent, has_channel_strength(A, B, C))
!› belief(agent, action_option(adjust_to(channel_stren
gth(A, B), C, C - AE * ED * C)))
SDR5: Heuristic Generation of Openness Action
Options for Low Emotion Members
If the ambient agent believes that A is a low emotion
member
and a group emotion deficient ED at T was identified
and it believes that the adjustment extent is AE
and the openness of A is D
then the agent will believe that an action option is to
change the value D for openness
to D ? AE * ED * (1 - D)
belief(agent, low_emotion_member(A)) &
assessment(agent, group_emotion_deficient_at(ED, T)) &
belief(agent, adjustment_extent(AE)) &
belief(agent, has_openness(A, D))
!› belief(agent, action_option(adjust_to(openness
(A), D, D ? AE * ED * (1 - D))))
SDR6: Heuristic Generation of Expressiveness
Action Options for High Emotion Members
If the ambient agent believes that A is a high emotion
member
and a group emotion deficient ED at T was identified
and it believes that the adjustment extent is AE
and that the expressiveness of A is E
then the agent will believe that an action option is to
change the value E for expressiveness
to E ? AE * ED * (1 - E)
belief(agent, high_emotion_member(A)) &
assessment(agent, group_emotion_deficient_at(ED,
T)) &
belief(agent, adjustment_extent(AE)) &
belief(agent, has_expressiveness(A, E))
!› belief(agent, action_option(adjust_to(expressive-
ness(A), E, E ? AE * ED * (1 - E))))
Table 4 Formalization of
concepts in the support model
Concept Formalization
The agent believes that the low threshold
for individual emotion levels is LT
belief(agent, low_threshold(LT:REAL))
The agent believes that the high
threshold for individual emotion levels
is HT
belief(agent, high_threshold(HT:REAL))
The agent believes that A is a low
emotion member
belief(agent, low_emotion_member(A:AGENT))
The agent believes that A is a high
emotion member
belief(agent, high_emotion_member(A:AGENT))
The agent believes that the adjustment
extent is AE
belief(agent, adjustment_extent(AE:REAL))
The agent believes that an action option
is to change the value W1 for
expressiveness of A to W2
belief(agent,
action_option(adjust_to(expressiveness(A:AGENT),
W1:REAL, W2:REAL)))
The agent believes that an action option
is to change the value W1 for channel
strength from A to B to W2
belief(agent,
action_option(adjust_to(channel_strength(A:AGENT,
B:AGENT), W1:REAL, W2:REAL)))
The agent believes that an action option
is to change the value W1 for openness
of A to W2
belief(agent, action_option(adjust_to(
openness(A:AGENT), W1:REAL, W2:REAL)))
The agent believes that parameter P has
adjustment infeasibility factor IF
belief(agent, has_infeasibility_factor(P: PARAMETER,
IF:REAL))
The agent believes that the action option
to adjust parameter P from W1 to W2
has infeasibility rank R
belief(agent, has_action_option_rank(adjust_to(P:
PARAMETER, W1:REAL, W2:REAL), R:REAL)
The agent believes that the feasibility
threshold is FT
belief(agent, feasibility_threshold(FT:REAL))
The agent proposes the action to adjust
parameter P from W1 to W2
action_proposal(agent, adjust_to(P: PARAMETER,
W1:REAL, W2:REAL))
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SDR7: Heuristic Generation of Channel Action
Options for High Emotion Members
If the ambient agent believes that A is a high emotion
member
and that a group emotion deficient ED at T was
identified
and that the adjustment extent is AE
and that the channel from A to B has strength C
then the agent will believe that an action option is to
change the value C for channel strength
to C ? AE * D * (1 - C)
belief(agent, high_emotion_member(A)) &
assessment(agent, group_emotion_deficient_at(ED, T)) &
belief(agent, adjustment_extent(AE)) &
belief(agent, has_channel_strength(A, B, C))
!› belief(agent, action_option(adjust_to(channel_streng
th(A, B), C, C ? AE * ED * (1 - C))))
SDR8: Heuristic Generation of Openness Action
Options for High Emotion Members
If the ambient agent believes that A is a high emotion
member
and a group emotion deficient ED at T was identified
and it believes that the adjustment extent is AE
and that the openness of A is D
then the agent will believe that an action option is to
change the value D for openness to D – AE *
ED * D
belief(agent, high_emotion_member(A)) &
assessment(agent, group_emotion_deficient_at(ED, T)) &
belief(agent, adjustment_extent(AE)) &
belief(agent, has_openness(A, D))
!› belief(agent, action_option(adjust_to(openness
(A), D, D - AE * ED * D)))
SDR9: Ranking Action Options
If the ambient agent believes that an action option is to
change the value W1 for P to W2
and it believes that P has infeasibility factor IF
then the agent will believe that the action option has
infeasibility rank IF * (W2 – W1)
belief(agent, action_option(adjust_to(P, W1, W2)))
belief(agent, has_infeasibility_factor(P, IF))
!› belief(agent, has_action_option_rank(adjust_to
(P, W1, W2), IF * (W2 - W1)))
SDR10: Generation of Action Proposals
If the ambient agent believes that the action option has
infeasibility rank R
and that the feasibility threshold is FT
and R B FT and R C -FT
then it will generate the action option as an action
proposal
belief(agent, has_action_option_rank(adjust_to(P, W1,
W2), R)) &
belief(agent, feasibility_threshold(FT)) &
R B FT & R C -FT
!› action_proposal(agent, adjust_to(P, W1, W2))
Simulation Results of the Ambient Agent Model
To illustrate the group emotion support model described in
previous sections, by a specific example, a specific scenario is
addressed. The simulation for the analysis process for an
absorption case is discussed in section ‘‘Simulation of Ana-
lysis Process of Absorbed Emotion Contagion’’. ‘‘Simulation
of the Support Process of Absorbed Emotion Contagion’’
section shows the simulation for the support mechanisms.
Similarly simulation results for an amplification case are
presented in sections ‘‘Simulation of the Assessment of
Amplified Emotion Contagion’’ and ‘‘Simulation of the Sup-
port Process for Amplified Emotion Contagion.’’
Simulation of Analysis Process of Absorbed Emotion
Contagion
In this section the simulation results of the analysis process
are shown in an example scenario for absorption that rep-
resents a situation where the group emotion is happiness
and is analyzed by the ambient agent. The LEADSTO
software environment [14] has been used to perform a
number of simulation experiments. In this example, the
ambient agent generates beliefs on the individual emotion
levels of three group members, named Arnie, Bernie and
Charlie (see ADR2), and of the group emotion level at
different points in time (see ADR5). The agent also
assesses the (expected) group’s emotion deficient at a
future time point based on its belief of the group emotion
level and the norm for the group emotion level. The norm
of the group emotion can be set by the modeler and rep-
resents in this example an optimal level of happiness, at
which the team can perform as optimal as possible. The
norm was set to 0.62 in this example.
In this example scenario, Arnie is very happy (initial
emotion level = 0.9), he cannot receive other emotions
(because his d and receiving a’s are zero); however, he is
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able to send emotions (his e is not zero). Bernie is not
happy (initial emotion level is 0.05), he cannot receive
emotions (his d is zero), but he can send emotions (his e is
not zero). The contagion strengths toward Arnie and Bernie
are zero. If these strengths stay zero, Arnie and Bernie will
stay on the same emotion level. Finally, Charlie is also not
happy (initial emotion level = 0.3), but he can receive and
send emotions quite strongly (because his d is 0.9 and his e
is 1). For an overview of the settings, see Table 5.
In Fig. 17, a simulation trace is shown in which the
horizontal axis represents time, and the vertical axis rep-
resents quantitative information about generation of
ambient agent’s beliefs on the individual and group emo-
tion levels at different (future) time points. In this situation
the total group emotion level goes from 0.64 to 0.59 in 500
time steps. This means that the group emotion level is
above the norm of 0.62 at first, but will get below this norm
later. The idea of the analysis model is that our ambient
agent predicts this downward development early in time
(long before it actually happens), so it can propose
appropriate actions to the team leader early in time, to
prevent this from happening. The simulations are based on
step size Dt = 0.1.
In Fig. 17, on the x axis time is represented and goes from
0 to 0.7. This is the processing time of the ambient agent.
The idea is that the agent reads the emotions of the persons
at time point 0 and from that time point the ambient agent
starts to generate beliefs on the development of the emotion
levels of the group members and the group as a whole. This
simulation can be found in all the graphs of the individual
and group emotion. The developments of the emotion levels
(simulated by the ambient agent from time point 0–0.5) are
estimated for the future time points 0–5. Figure 18 shows
the assessment of the expected emotion deficient by the
ambient agent (see ADR6). Only the part where assessment
is generated is shown. At time point 0.55 on the x axis the
ambient agent makes an assessment of the future group
emotion level deficient for time point 5. The ambient agent
assesses that on future time point 5 indeed there is a group
emotion deficient to be expected (of about 0.027).
Simulation of the Support Process of Absorbed
Emotion Contagion
In this section the example scenario of the previous section
is extended with the support of the ambient agent. The
assumption is made that Arnie is working separately from
Bernie and Charlie; i.e., he works in a different office than
Bernie and Charlie. Therefore, Arnie’s channels to Bernie
and Charlie have strength 0. Previously, the ambient agent
assessed that there is a nonzero emotion deficient expected:
The group emotion level slowly gets below the group
emotion level norm of 0.62. Therefore, based on its
heuristics, the ambient agent detects which group members
are high or low emotion members and generates action
options that decrease or increase parameters related to
these members: expressiveness, openness or channel
strength. After ranking these options, the agent proposes to
the group leader those options that do not exceed a certain
feasibility threshold. An example of (a part of) such a trace
is shown in Fig. 19. Here, time is on the horizontal axis,
and state properties are on the vertical axis. A dark box
Table 5 Parameter settings in example scenario
Arnie Bernie Charlie
Initial emotion level q 0.9 0.05 0.3
Expressiveness e 0.6 0.5 1
Outgoing channel strengths a 0 0.6 0.6
Openness d 0 0 0.9
Fig. 17 Simulation trace of the analysis process for emotion
absorption
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indicates that a state property is true. Figure 19 shows that
the ambient agent detects the high and/or low emotion
members (Arnie is detected as a high emotion member and
Bernie as a low emotion member; see SDR1 and SDR2),
the action options are ranked (see SDR9) and the ambient
agent proposes the actions that do not exceed the feasibility
threshold to the group leader (see SDR10).
Simulation of the Assessment of Amplified Emotion
Contagion
In this section the simulation results of the analysis process
are shown in an example scenario for an amplification case.
The ambient agent generates beliefs on the individual
emotion levels of three group members, named Arnie,
Bernie and Charlie (see ADR2), and of the group emotion
level at different points in time (see ADR5). The agent also
assesses the (expected) group’s emotion deficient at a
future time point based on its belief of the group emotion
level and the norm for the group emotion level. The norm
of the group emotion can be set by the modeler and rep-
resents in this example an optimal level of happiness, at
which the team can perform as optimal as possible. The
norm was set to 0.60 in this example.
In this example scenario Arnie, Bernie and Charlie are
all not very happy (initial emotion levels are 0.3 and 0.1).
They are all very open to receive each other’s happiness
emotions; all have an openness d of 0.9.
Arnie can send his emotions most effectively to others,
because his contagion strength, which is his channel a
multiplied by his expressiveness e, is 0.72 for both Bernie
and Charlie. Bernie can send emotions less effectively, his
contagion strength is 0.45. Charlie can send his emotions
with even less power: His contagion strength is 0.09. For
an overview of the settings, see Table 6.
In Fig. 20 a simulation trace is shown in which the
horizontal axis represents time, and the vertical axis rep-
resents quantitative information about generation of
ambient agent’s beliefs on the individual and group emo-
tion levels at different (future) time points. In this situation,
the total group emotion level goes from 0.49 downwards
and through an upwards spiral mechanism to 0.58 in 500
time steps. This means that the group emotion level is
always below the norm of 0.60. In this analysis model, our
Fig. 18 Simulation trace for assessment of emotion deficient
Fig. 19 Simulation trace of heuristics and action proposals
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ambient agent predicts the future development of the group
emotion level and this prediction shows that it will stay
below the norm for all the future time steps. In this case it
can propose appropriate actions to the team leader early in
time, to help the group emotion level get above the norm
faster. The simulations are based on step size Dt = 0.1.
On the x axis in Fig. 20, time goes from 0 to 1. This time
actually represents the processing time of the ambient agent.
The idea is that the agent reads the emotions of the persons at
time point 0 and from that time point the ambient agent starts
to generate beliefs on the development of the emotion levels
of the group members and the group as a whole. The
developments of the emotion levels (simulated by the
ambient agent from time point 0–0.5) are estimated for real
future time points 0–5. At time point 0.5 on the x axis, the
agent makes the assessment of an expected emotion defi-
ciency for real future time point 5. The ambient agent
assesses that on future time point 5, there is a group emotion
deficiency to be expected (of about 0.04).
Simulation of the Support Process for Amplified
Emotion Contagion
In this section, the example amplification scenario of the
previous section is extended with the support of the
ambient agent. The assumption is made that Arnie, Bernie
and Charlie are working on a task together that is perhaps
stressful, since they are not very happy (initial emotion
levels are 0.3 or 0.1). Arnie is very charismatic and he
works together a lot with Bernie and Charlie; this is rep-
resented in his high contagion strength. Charlie on the
other hand is very introvert, and therefore, his contagion
strength is weak. Bernie has a medium contagion strength.
All three are open to receive happy emotions from others,
since they all have a high level of openness. In the previous
section it was shown that the ambient agent predicted the
future development of the group emotion level, namely an
upward spiral that still was below the norm at future time
point 5. Therefore, based on its heuristics, the ambient
agent detects which group members are high or low emo-
tion members and generates action options that decrease or
increase parameters related to these members: expressive-
ness or channel strength. After ranking these options, the
agent proposes to the group leader those options that do not
exceed a certain feasibility threshold. An example of (a
part of) such a trace is shown in Fig. 21. Here, time is on
the horizontal axis, and state properties are on the vertical
axis. A dark box indicates that a state property is true.
Figure 21 shows that the ambient agent detects the high
and/or low emotion members (Charlie is detected as a high
emotion member and Bernie as a low emotion member; see
SDR1 and SDR2), the action options are ranked (see
SDR9) and the ambient agent proposes the actions that do
not exceed the feasibility threshold to the group leader (see
SDR10).
Fig. 20 Simulation trace of the analysis process for emotion amplification
Table 6 Overview of the parameter settings
Arnie Bernie Charlie
Initial emotion level q 0.3 0.1 0.1
Impact b 0.3 1 0.6
Contagion strength ea * aab 0.72
Contagion strength ea * aac 0.72
Contagion strength eb * aba 0.45
Contagion strength eb * abc 0.45
Contagion strength ec * aca 0.09
Contagion strength ec * acb 0.09
Openness d 0.9 0.9 0.9
Relevance q 0.34 0.33 0.33
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Discussion
Within teams performing critical tasks, a team leader is
responsible for a good spirit in the team. Due to high
pressure, emotions within the team may easily take the
form of a negative spiral. Therefore, it is challenging to
regulate such patterns. Recent literature on emotion con-
tagion spirals addresses how such spirals may occur. Most
existing computational models of emotional processes
represent emotion as a process or state that depends on
observed stimuli by a single agent; e.g., [14, 31, 37]. These
models of emotion differ from our proposed model, in that
the focus in these models lies more on individual emotions,
not on collective emotion. Recently researchers have star-
ted to investigate emotions in a social context more
extensively. For the work reported in the current paper,
more specific work on emotion contagion spirals was taken
as a point of departure; cf. [15–17]. In the current paper,
first a multi-agent-based model for emotion contagion
spirals has been presented and analyzed. Although an
extensive empirical validation is left for future work, it
turned out that the model is able to produce various
interesting emerging patterns as described (informally) in
the psychological literature, including the upward and
downward emotion spirals discussed in [17]. Although this
is not an exhaustive proof, it is an important indication that
the model behaves as expected. In contrast to most existing
(symbolic) agent-based modeling approaches, the current
approach represents a multi-agent system using numerical
techniques.
Literature on computational models of emotion conta-
gion is scarce. The only computational models that come
close to the process modeling of this current work can be
found in the area of social science, named social diffusion
modeling. Examples of social diffusion models are: the
diffusion of social movements like political interests and
parties, see [23], and crowd behavior, as in emergency
evacuation, see [32].4 Most social diffusion models follow
the diffusion of innovations model of Rogers, in which it is
posed that the diffusion process of innovations proceeds in
the form of an S-shaped curve: The contagion of an
innovation starts slow, but then accelerates rapidly, fol-
lowed by a rapid deceleration [35]. Even though social
diffusion models can simulate the contagion of a certain
innovation and use similar concepts as the current work
does, such as a sender, receiver and communication
channel, these computational models of social diffusion
also differ from our model, in the way that they model the
complex spread of innovations as diffusion that is asym-
metric in time, irreversible, and nondeterministic. Our
model of emotion contagion, models the continuous spread
of emotions among the group members over time, which
can have many patterns in it and is reversible in time.
The model for emotion contagion was taken as a point
of departure for an ambient agent model that uses the
computational model to assess the expected emotion levels
at future time points, and to propose actions to the team
leader to regulate these levels. The generic agent model for
human-aware ambient intelligence applications described
in [5] was taken as a point of departure. One of the possible
Fig. 21 Simulation trace of a support process for amplified emotion contagion
4 The question to what extent our model is able to simulate such
completely different processes is beyond the scope of this paper.
Although these processes share some characteristics with the process
of emotion contagion, for other factors (e.g. openness, or the tendency
to adapt emotions upward or downward) it is not trivial to find a
counterpart.
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applications of the resulting ambient agent model could be
analyzing and supporting group emotion in virtual meet-
ings. For example, when two groups at two locations in the
world are video-conferencing, a software agent could
measure the group emotion of both groups and could show
the emotion level of the other group to the group leaders.
The ambient software agent could then, if necessary, pro-
vide support to the group leaders, e.g., when is the best
time to let the other group make a decision, or how to calm
the other group down after their anger level got too high
during decision making.
Another important role of the ambient agent could be to
control the impact of individual emotions on important
collective decisions. According to Barsade [1, 2], emotion
contagion may have direct significance for social, political
and economic behavior. She states that ‘‘if people ‘catch’
each other’s emotions, then this can influence their deci-
sions accordingly. This can be problematic, however, if
people are not aware that the mood they are in, or the
subsequent actions, originated from someone else’s emo-
tions—not their own. For this reason, making people aware
of the phenomena of emotional contagion is important. For
example, emotional contagion could have an influence on
how economic processes operate as the anxiety/worry—or
exuberance—that originates with fewer people ‘ripples’
out via emotional contagion to a larger group of people,
influencing collective behavior’’ [24]. The process of
‘catching’ emotions of other agents is represented in our
model by the combination of parameters shown in Table 1
(for instance, having a higher ‘openness’ dR enables the
receiver to better ‘catch’ the emotion of the sender. If an
ambient agent is able to analyze such mechanisms, it might
also be able to make the people involved aware of them,
thereby avoiding the pitfalls of collective decision making
sketched above.
In follow-up research, more attention will be paid to the
model’s more detailed external validation of the model for
emotion contagion spirals. The mathematical and auto-
mated analyses described above have been successfully
performed to guarantee internal validity, and it fits to pat-
terns described informally in (social) psychological litera-
ture. Nevertheless, this does not guarantee that the model is
directly applicable to humans in a more detailed and more
quantitative manner, and in particular, it does not show
which personality parameter values fit which person.
Therefore, as a next step, a more detailed validation of the
model in laboratory experiments is planned. The idea is to
create a setting in which various humans interact in a room,
while continuously being subject to (physiological) mea-
surements (e.g., using emotion recognition approaches as
discussed in [8, 10, 20, 28]) to assess their emotions. The
obtained data can then be used in order to fine-tune the
model using adaptive and machine learning techniques.
This will not only provide a more detailed validation of the
model, but also result in realistic parameter settings for
different types of individuals.
Concerning further work, a number of factors can be
refined or added to the model. For instance, recently, a new
perspective has emerged that describes leaders as the
managers of group emotions [33]. According to this per-
spective, every group member can assume a leadership role
by providing certainty and direction during times of
ambiguity to create shared emotion within the group. The
gender of this group leader also has an important impact on
the emerging emotion contagion processes.
A final possibility to extend the model is to consider
multiple emotions. Currently, the group contagion spirals
of only one emotion can be modeled. It will be interesting,
for example, to study the impact of simultaneous occur-
rences of happiness and anger within the same group, or the
interaction between anger and fear within a group. For
specific types of emotions, specific values may have to be
estimated, e.g., a, d, q. However, if also interaction
between different emotions is to be addressed (e.g., anger
in one person affecting fear in another person), more spe-
cific work is needed, which is planned for the future.
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Introduction 
Mathematical analysis can be an important instrument in the development of ambient intelligence 
applications. The development of these types of applications involves capturing human aspects in models, 
and the subsequent formalization and verification of these models. If the formalization of such a model is 
expressed in mathematical formulae, performing a mathematical analysis can provide insight into several 
important properties of the formalized model. These properties can than be used for internal verification, 
i.e. for checking whether the model behaves consistently, both in relation to the model specification and 
the abstraction of reality that the model aims at.  
The mathematical analysis presented in this paper concerns the model of group emotion contagion as 
defined in [1]. Some of the results of this mathematical analysis are also incorporated in [1], in order to 
make [1] stand-alone readable. 
The mathematical analysis in this paper starts with a recapitulation of the formalized model as presented 
in [1], in order to define the general setting for the analysis. Based on this recapitulation, several theorems 
are proven for the formalized model. These theorems assume that each individual in the group receives 
emotions from all the other individuals in the group, with nonzero strengths. 
The first and second theorem in this paper focus on emotion amplification scenarios in which beta's with 
value 0 or 1 appear, both for a single individual or for groups of individuals; conclusions on equilibria are 
proven either for the concerned individual(s) or for the (rest of the) group. The third theorem in this paper 
focuses on emotion absorption scenarios, where all beta’s are equal to 0.5; in this case it is proven that all 
individuals reach the same equilibrium. The fourth theorem concerns two individuals and addresses both 
types of scenario's (amplification and absorption), where the sum of their two beta's is either smaller, 
equal or greater than 1. For these two individuals the resulting equilibria are determined exhaustively, and 
it is also shown that equilibria which are not 0 or 1 can only occur when the average of the beta's is 
exactly 0.5. 
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General setting of a concurrent model for group emotion contagion 
Suppose G is a group of agents with n members. It is assumed that for all members C it holds 
ΣD∈G\{C}  wDC  = 1 
This can be obtained by the normalisation:  
wDC  = 𝜀D αDC / ΣE∈G\{C}  𝜀E αEC 
where 𝜀D αDC is the strength of the sending from D to C. 
For any C ∈ G let 
qC* = ΣD∈G\{C}  wDC qD 
Then the set of n equations for this group is 
new qC = γC [  βC (1 – (1-qC*) (1-qC))  + (1-βC) qC*qC ] + (1-γC) qC 
for all A ∈ G. Here γC is the product of the sum of the received strenghts 
ΣE∈G\{C}  𝜀E αEC 
and the openess of C, i.e. 𝛿C : 
γC = 𝛿C * ΣE∈G\{C}  𝜀E αEC 
 
 
 
 
 
 
The equations can also be rewritten to the following alternative formulations. 
 
 
 
 
 
 
 
 
With explicit time variables and time step 1: 
qC(t+1)  = γ C [  βC (1 – (1-qC*(t)) (1-qC(t)))  + (1-βC) qC*(t)qC(t) ] + (1-γ C) qC(t) 
With explicit time variables and time step Δt, in difference equation format 
qC(t+Δt)  = qC(t) + γ C [  βC (1 – (1-qC*(t)) (1-qC(t)))  + (1-βC) qC*(t)qC(t) -  qC(t)] Δt 
In differential equation format: 
d qC(t) / dt  = γ C [  βC (1 – (1-qC*(t)) (1-qC(t)))  + (1-βC) qC*(t)qC(t) -  qC(t)]  
for all C∈G. 
	  
In differential equation format: 
d qC(t) / dt  = γ C [ βC (qC(t) + qC*(t)) – 2 qC(t)qC*(t))  + qC(t)qC*(t) -  qC(t)]  
or 
d qC(t) / dt  = γ C [ βC (qC(t)(1 –  qC*(t))+ qC*(t)(1 –  qC(t)))  –  qC(t)(1 - qC*(t))]  
or 
d qC(t) / dt  = γ C[(2βC -1)  qC(t) (1 –qC*(t))  + βC (qC*(t) - qC(t)) ]  
for all C∈G. 
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An equilibrium occurs at some time point t when there is no change in the values of qC(t). This ‘no 
change’ criterion can be expressed by: 
new qC= qC   for all C∈G 
Alternatively: 
qC(t+1) = qC(t)   for all C∈G 
or 
d qC(t) / dt =  0    for all C∈G 
 
Assuming γ A ≠ 0 from the above relationships the following equations for C∈G are found: 
 
 
Alternative formulations: 
 
 
 
In general this system of n equations may be hard to solve in an exhaustive manner. However, a number 
of cases can be found, without claiming exhaustiveness. 
 
Some Results on Monotonicity and Equilibria 
 
Proposition 1  (Monotonicity Conditions) 
(a)  If βA = 0 then qA(t) is always monotonically decreasing; it is strictly decreasing when qA*(t) < 1 and 
qA(t) > 0. < 1. 
(b)  If βB = 1 then qB(t) is always monotonically increasing; it is strictly increasing when qB*(t) > 0 and 
qB(t) 
(c)  If βA ≤ 0.5 and qA*(t) ≤ qA(t) then qA(t) is monotonically decreasing; it is strictly decreasing when 
qA*(t) < qA(t). 
(d)  If βB ≥ 0.5 and qB*(t) ≥ qB(t) then qB(t) is monotonically increasing; it is strictly increasing when 
qB*(t) > qB(t). 
 
Proof 
 (a)   From 
d qA(t) / dt  = γ A [ βA (qA(t)(1 –  qA*(t))+ qA*(t)(1 –  qA(t)))  –  qA(t)(1 - qA*(t))] 
with βA  = 0  it follows 
d qA(t) / dt  = – γ A qA(t)(1 - qA*(t)) 
βC(1 – (1-qC*) (1-qC))  + (1-βC) qC*qC - qC = 0 
βC (qC + qC*  – 2qC*qC)  +  qC*qC - qC = 0 
βC (qC – qCqC* + qC*  – qCqC*)  - (qC - qCqC*)  = 0 
(2βC -1) qC (1 – qC*)  + βC (qC* - qC) = 0 
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Since 0 ≤ qA(t) ≤ 1 and 0 ≤ qA*(t) ≤ 1  from this it follows 
d qA(t) / dt  ≤ 0 
and 
d qA(t) / dt  < 0 
when qA*(t) < 1 and qA(t) > 0. 
 (b)   From 
d qB(t) / dt  = γ B [ βB (qB(t)(1 –  qB*(t))+ qB*(t)(1 –  qB(t)))  –  qB(t)(1 - qB*(t))] 
with βB  = 1  it follows 
d qB(t) / dt  = γ B qB*(t)(1 –  qB(t))   
Since 0 ≤ qB(t) ≤ 1 and 0 ≤ qB*(t) ≤ 1  from this it follows 
d qB(t) / dt  ≥ 0 
and 
d qB(t) / dt  > 0 
when qB*(t) > 0 and qB(t) < 1. 
 (c) and (d)  This follows from the expression 
d qC(t) / dt  = γ C [(2βC -1)  qC(t) (1 –qC*(t))  + βC (qC*(t) - qC(t)) ]  
and the fact that 0 ≤ qC(t) ≤ 1 and 0 ≤ qC*(t) ≤ 1.        ■ 
 
Lemma 1 
Suppose all wCD  are nonzero. Then for an equilibrium the following hold: 
(a)   qA*  = 0   if and only if   qC  = 0   for all C ≠ A 
(b)   qB*  = 1   if and only if   qC  = 1   for all C ≠ B 
 
Proof 
(a)   From  
qA* = ΣC∈G\{A}  wCA qC = 0 
and the fact that all terms are nonnegative it follows that wCA qC = 0 for all C ≠ A and conversely. 
(b)   From  
qB* = ΣC∈G\{B}  wCB qC = 1 
and the fact that  
ΣC∈G\{B}  wCB = 1 
it follows that qC = 1 for all C ≠ B and conversely.       ■ 
 
Lemma 2 
For an equilibrium for any member the following hold: 
(a)  If  qA  = 0   then  βA = 0  or  qA*  = 0    
(b)  If  qB  = 1   then  βB = 1  or  qB*  = 1    
 
Proof 
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(a)   From 
βA (1 – (1-qA*) (1-qA))  + (1-βA) qA*qA - qA = 0 
with qA  = 0  it follows  
βA (1 – (1-qA*)) = 0 
βA  qA* = 0 
(b)   From 
βB (1 – (1-qB*) (1-qB))  + (1-βB) qB*qB - qB = 0 
with qB  = 1  it follows 
βB  + (1-βB) qB*  - 1 = 0 
(1 - βB)(1 - qB* ) = 0         ■ 
 
Proposition 2 
Suppose some A is given and all wBA are nonzero. Then for an equilibrium the following hold: 
(a)  If  qA  = 0   then  βA = 0  or qC = 0  for all C  
(b)  If  qB  = 1   then  βB = 1  or qC = 1  for all C  
 
Proof 
This immediately follows from Lemma 1 and Lemma 2.       ■ 
 
Lemma 3 
For an equilibrium the following hold: 
(a)  If  βA  = 0   then  qA = 0  or  qA*  = 1   
(b)  If  βB  = 1   then  qB = 1  or  qB*  = 0    
 
Proof 
(a)   From 
βA (1 – (1-qA*) (1-qA))  + (1-βA) qA*qA - qA = 0 
with βA  = 0  it follows 
qA*qA - qA = 0 
qA (1 - qA*) = 0 
(b)   From 
βB (1 – (1-qB*) (1-qB))  + (1-βB) qB*qB – qB = 0 
with βB  = 1  it follows 
1 – (1-qB*) (1-qB)  - qB = 0 
qB*  - qB*qB = 0 
qB* (1 – qB) = 0          ■ 
 
Theorem 1  (Equilibria for members with β   is 0 or 1) 
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Suppose all wBA are nonzero. Let the two subsets S0, S1 ⊆ G be given by 
 S0 = { A ∈ G | βA  = 0  } S1 = { B ∈ G | βB  = 1  } 
Then for an equilibrium the following hold: 
(a)  If  A∈ S0  then  qA = 0 (attracting) or qC = 1  for all C ≠ A (non-attracting).  If  B∈ S1  then  qB = 1 
(attracting)  or qC = 0  for all C ≠ B (non-attracting).  
(b)  If  #(S0) ≥ 2, i.e., there are at least two members A1 and A2 with  βA1  = 0  and  βA2 = 0, then either  qA 
= 0  for all A ∈ S0  (attracting) or qC = 1  for all C∈ G (non-attracting for all C ∈ S0). 
(c)  If  #(S1) ≥ 2, i.e., there are at least two members B1 and B2 with  βB1  = 1  and  βB2 = 1, then either  qA 
= 1  for all A ∈ S1 (attracting) or qC = 0  for all C∈ G (non-attracting for all C ∈ S1). 
(d)  If  #(S0) ≥ 2 and #(S1) ≥ 2, then there are three posibilities: 
  (i)   qC = 0  for all C ∈ G (non-attracting for all C ∈ S1) 
 (ii)  qC = 1  for all C ∈ G (non-attracting for all C ∈ S0) 
(iii)  qA = 0  for all A∈ S0  and qB = 1 for all B∈ S1 (attracting) 
 
Proof 
(a)   This immediately follows from Lemma 3 and Lemma 1. The indications of being attracting or non-
attracting follow from Proposition 1.  
(b) and (c)  This follows by applying (a) to two members of S0, resp. S1. The indications of being 
attracting or non-attracting follow from Proposition 1.    
(d)   Apply (b) to S0  and (d) to S1. The conclusion is that  
either  qA = 0  for all A ∈ S0    or    qC = 1  for all C∈ G  
and 
either  qB = 1  for all B ∈ S1    or    qC = 0  for all C∈ G  
From these 4 possibilities the one with qC = 1  for all C∈ G  and  qC = 0  for all C∈ G 
cannot occur. Therefore the three possibilities (i), (ii), and (iii) remain. The indications of being attracting 
or non-attracting follow from Proposition 1.        ■ 
 
Theorem 2  (Overview of equilibria when all members have β’s equal to 0 or 1) 
Suppose all wBA are nonzero and for all C it holds βC = 0 or βC = 1, in other words, the whole group G is 
partitioned into the two subsets S0 = { A ∈ G | βA  = 0 } and  S1 = { B ∈ G | βB = 1}. 
 Then for an equilibrium the following hold: 
(a)  If  S0 = G and  S1 = ∅ , i.e., βC  = 0  for all C, then either qC = 0  for all C (attracting) or qC = 1  for all 
C (non-attracting). 
(b)  If  S1 = G and  S0 = ∅, i.e., βC  = 1  for all C, then either qC = 0  for all C (non-attracting) or qC = 1  
for all C (attracting). 
(c)  If  #(S0) = #(S1) = 1, i.e., there is exactly one member A with βA  = 0,  and exactly one member B with 
βB  = 1, then there are two possibilities: 
  (i)  qA = 0  for A∈ S0  and qB has any value for B∈ S1 (attracting) 
 (ii)  qB = 1  for B∈ S1  and qA has any value for A∈ S0 (attracting) 
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(d)  If  #(S0) = 1 and #(S1) ≥ 2, i.e., there is exactly one member A with βA  = 0,  and there are at least two 
members B1 and B2 with  βB1  = 1  and  βB2 = 1, then there are two posibilities: 
  (i)  qC = 0  for all C∈ G (non-attracting for all C ∈ S1) 
 (ii)  qB = 1  for all B∈ S1 and qA has any value for A∈ S0 (attracting) 
(e)  If  #(S1) = 1, and #(S0) ≥ 2, i.e., there is exactly one member B with βB  = 1, and there are at least two 
members A1 and A2 with  βA1  = 0  and  βA2 = 0, then there are two posibilities: 
  (i)  qC = 1  for all C ∈ G (non-attracting for all C ∈ S0) 
 (ii)  qA = 0  for all A∈ S0  and qB has any value for B∈ S1 (attracting) 
(f)  If  #(S0) ≥ 2 and #(S1) ≥ 2, i.e., there are at least two members A1 and A2 with βA1  = 0  and  βA2 = 0  and 
also at least two members B1 and B2 with  βB1  = 1  and  βB2 = 1, then there are three posibilities: 
  (i)  qC = 0  for all C ∈ G (non-attracting for all C ∈ S1) 
 (ii)  qC = 1  for all C ∈ G (non-attracting for all C ∈ S0) 
(iii)  qA = 0  for all A∈ S0  and qB = 1 for all B∈ S1 (attracting) 
 
Proof 
(a) and (b)  These follow from Theorem 1(b) and (c) where S0 = G, resp. S1 = G. The indications of being 
attracting or non-attracting follow from Proposition 1. 
(c)  In this case  
 qA* = qB    
qB*  = qA  
Therefore the equations become 
βA (1 – (1-qB) (1-qA))  + (1-βA) qBqA – qA = 0 
βB (1 – (1-qA) (1-qB))  + (1-βB) qAqB – qB = 0 
For βA = 0  and βB = 1 both equations reduce to: 
qBqA – qA = 0 
This is equivalent to qA = 0 or qB = 1. The indications of being attracting or non-attracting follow from 
Proposition 1. 
(d) and (e) These immediately follow from Theorem 1(b) and (c). The indications of being attracting or 
non-attracting follow from Proposition 1. 
(f)  This immediately follow from Theorem 1(d). The indications of being attracting or non-attracting 
follow from Proposition 1.         ■ 
 
 
Equilibria when not all members have β’s equal to 0 or 1 
 
Proposition 3  (A case for 3 members) 
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Consider a group G which consists of three members a, b, c with βa = 0, βb = 1, and βb = β, where 0 < β 
< 1 is assumed. Moreover, suppose all wBA are nonzero. Then the following are the possibilities for 
equilibria: 
  (i)   qa = qb = qc= 0  
 (ii)  qa = qb = qc= 1   
(iii)  qa = 0,  qb = 1 and qc =  
!"!"!!! !!"  !  !"!" 
In particular, when  wac = wbc, then the value for qc  in (iii) is β. 
 
Proof 
First apply Theorem 1(a) to conclude that  
qa = 0   or   qb = qc =1   
and 
qb = 1   or   qa =qc = 0   
As the combination qb = qc =1  and qa = qc = 0  is impossible, the following three possibilities remain: 
  (i)  qa = qc= 0  
 (ii)  qb = qc= 1   
(iii)  qa = 0  and  qb = 1   
Each of these can be elaborated further as follows. 
(i)  From qc= 0  it follows that the equation  
β (1 – (1-qc*) (1-qc))  + (1-β) qc*qc – qc = 0 
for qc reduces to    
β qc*  = 0 
As β = 0 is excluded by assumption, this implies qc* = 0. By Lemma 1(a) it follows that qb = 0, so all 
values are 0. 
(ii)  From qc= 1  it follows that the equation  
β (1 – (1-qc*) (1-qc))  + (1-β) qc*qc – qc = 0 
for qc reduces to    
β + (1-β)  qc*  -1 = 0 
 (1-β) qc* = 1-β 
As β = 1 is excluded by assumption, this implies qc* = 1. By Lemma 1(b) it follows that qa = 1, so all 
values are 1. 
(iii)  In this case qc* = wbc, so the equation  
β (1 – (1-qc*) (1-qc))  + (1-β) qc*qc – qc = 0 
for qc becomes    
β (1 – (1- wbc) (1-qc))  + (1-β) wbc qc – qc = 0 
β (1 – (1- wbc)  + (1- wbc) qc)  + (1-β) wbc qc – qc = 0 
β wbc  + β (1- wbc) qc  + (1-β) wbc qc – qc = 0 
β wbc  + (β (1- wbc)  – β wbc + wbc  – 1) qc = 0 
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β wbc  + (– (1 – β)(1- wbc)  – β wbc) qc = 0
( (1 – β)(1- wbc)  + β wbc) qc = β wbc
As 1- wbc = wac, this is equivalent to 
qc = 
!"!"!!! !!"  !  !"!"
When wbc = wac  this expression reduces to β. ■ 
Proposition 3  (The case that qA = 0  for an A with βA > 0 or qB = 1  for a B with βB < 1) 
Suppose all wDC are nonzero. Then for an equilibrium it holds 
(i) If qA = 0 for some A with βA > 0 then qC = 0  for all C∈G.
(ii) If qB = 1 for some B with βB < 1 then qC = 0  for all C∈G.
Proof 
This immediately follows from Proposition 2. ■ 
Lemma 4  (The case βC  = 0.5) 
For an equilibrium with βC = 0.5 for some C the following linear equation holds 
ΣD∈G\{C}  wDC qB = qC 
Proof 
The equilibrium equation for C can be simplified as follows: 
0.5 (1 – (1-qC*) (1-qC))  + (1-0.5) qC*qC - qC = 0 
0.5 (qC* + qC - qC*qC )  + 0.5 qC*qC - qC = 0 
0.5 (qC* + qC)  - qC = 0 
qC = qC* 
In particular, given that qC* = ΣD∈G\{C}  wDC qB when βC = 0.5 for C, a linear equation results.  ■ 
Theorem 3  (The case that for some q  it holds qC = q  for all C) 
Suppose all wBA are nonzero then for an equilibrium the following are equivalent: 
(i) For some q with 0 < q < 1 it holds qC =  q  for all C (attracting).
(ii) For all C  it holds βC  = 0.5.
Proof 
The indication of being attracting follows from Proposition 1. 
(i) ⇒ (ii) In this case for all C it holds
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qC*  = ΣD∈G\{C}  wDC qD  = q ΣD∈G\{C}  wDC = q  
Therefore the equations become 
βC (1 – (1-q) (1-q))  + (1-βC) q*q - q = 0 
βC (2q – q
2)  + (1-βC) q
2 - q = 0 
βC (2q – q
2)  + q2  - βC q
2 - q = 0 
βC (2q – 2q
2)  + q2  - q = 0 
(2βC -1)(q – q
2) = 0 
(2βC -1) q (1 – q) = 0 
So, as 0 < q < 1 it follows that for all C it holds βC  = 0.5.  
(i) ⇒ (ii) From Lemma 4 it follows that the equilibrium satisfies the system of n linear equations 
ΣD∈G\{C}  wDC qD = qC 
for all C. In matrix form, for example, for three agents a1, a2, a3  this can be described as 
 
0 𝑤𝑎2𝑎1 𝑤𝑎3𝑎1𝑤𝑎1𝑎2 0 𝑤𝑎3𝑎2𝑤𝑎1𝑎3 𝑤𝑎2𝑎3 0  𝑞𝑎1𝑞𝑎2𝑞𝑎3     =  𝑞𝑎1𝑞𝑎2𝑞𝑎3  
or 
 
−1 𝑤𝑎2𝑎1 𝑤𝑎3𝑎1𝑤𝑎1𝑎2 −1 𝑤𝑎3𝑎2𝑤𝑎1𝑎3 𝑤𝑎2𝑎3 −1  𝑞𝑎1𝑞𝑎2𝑞𝑎3     =  000  
Notice that for each of the rows in the latter matrix the sum of its elements is 0. Therefore for this case 
equilibria are found with qa1 = qa2 = qa3 = q for any value q between 0 and 1.   ■ 
 
 
Theorem 4  (The case of two persons a1 and a2)  
Suppose the group consists of two persons a1 and a2. Then for an equilibrium there are the following 
possibilities: 
  (i)  When βa1 +βa2  ≠ 1  the only two possibilities are: 
qa1 = qa2 = 0      attracting when  βa1 +βa2  < 1   
qa1 = qa2 = 1      attracting when  βa1 +βa2  > 1       
(ii)   When βa1 +βa2  = 1 attracting equilibria occur where qa1 and qa2  have values between 0 and 1.  	  
 
Proof 
For two persons equilibria can relatively easily be determined in an exhaustive manner. For this case 
qC* = ΣD∈G\{C}  wDCqD = qD  where D ≠ C is the other group member 
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Therefore for this case the set of equations 
βC (1 – (1-qC*) (1-qC))  + (1-βC) qC*qC - qC = 0 
becomes: 
 
 
	  
 
Adding these two equations obtains 
(βa1 +βa2 )(1 – (1-qa1) (1-qa2))  + (2 - (βa1 +βa2 )) qa1qa2 – (qa1 + qa2 ) = 0 
which can be rewritten as follows: 
(βa1 +βa2 )( qa1 + qa2  –  qa1qa2 )  + 2 qa1qa2  –  (βa1 +βa2 ) qa1qa2 – (qa1 + qa2 ) = 0 
(βa1 +βa2 )( qa1 + qa2  – 2 qa1qa2 )  + 2 qa1qa2  – (qa1 + qa2 ) = 0 
(βa1 +βa2  - 1 )( qa1 + qa2  – 2 qa1qa2 )  = 0 
Since this product can only be zero if one of the factors is, it holds: 
o either  βa1 +βa2  - 1 = 0   
o or   qa1 + qa2  – 2 qa1qa2   = 0 
The former condition states that the avarage of the β’s has to be 0.5. The latter condition can be rewritten 
into: 
qa1  –  qa1qa2  +  qa2  –  qa1qa2  = 0 
qa1  (1  –  qa2 ) +  qa2 (1  –   qa1 )  = 0 
As 0 ≤ qa1 ≤ 1 and 0 ≤ qa2 ≤ 1, both terms are non-negative; therefore this is equivalent to 
qa1  (1  –  qa2 ) = 0      and      qa2 (1  –   qa1 ) = 0 
which via 
qa1  = 0  or  qa2  = 1      and      qa1  = 1  or  qa2  = 0       
is equivalent to 
o either  qa1  = qa2  = 0    
o or      qa1 = qa2 = 1       
So this shows that equilibria which are not 0 or 1 can only occur when the average of the β’s is exactly 
0.5. 
 
The method applied can also be used to determine in which direction the process goes. From 
d qA(t) / dt  = γ A [  βA (1 – (1-qA*(t)) (1-qA(t)))  + (1-βA) qA*(t)qA(t) -  qA(t)]  
it follows for the group of two agents 
d qa1(t) / dt  = γ a1 [  βa1 (1 – (1-qa2(t)) (1-qa1(t)))  + (1-βa1) qa2(t)qa1(t) -  qa1(t)]  
d qa2(t) / dt  = γ a2 [  βa2 (1 – (1-qa1(t)) (1-qa2(t)))  + (1-βa2) qa1(t)qa2(t) -  qa2(t)]  
By a similar rewriting as above 
d qa1(t) / dt  = γ a1 [  βa1 (qa1(t)+ qa2(t)  – 2 qa1(t)qa2(t))  +  qa2(t)qa1(t) -  qa1(t)]  
d qa2(t) / dt  = γ a2 [  βa2 (qa1(t)+ qa2(t)  – 2 qa1(t)qa2(t))  +  qa1(t)qa2(t) -  qa2(t)]  
Therefore for the quantity γa2 qa1(t) + γ a1 qa2(t) it holds 
d (γa2 qa1(t) + γ a1 qa2(t)) / dt  = γ a1γ a2 [(βa1 +βa2  - 1 )( qa1(t) + qa2(t)  – 2 qa1(t)qa2(t) )   
βa1 (1 – (1-qa2) (1-qa1))  + (1-βa1) qa2qa1 – qa1 = 0 
βa2 (1 – (1-qa1) (1-qa2))  + (1-βa2) qa1qa2 – qa2 = 0 
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= γ a1γ a2 [(βa1 +βa2  - 1 )( qa1(t) – qa1(t)qa2(t) + qa2(t)  – qa1(t)qa2(t) )   
= γ a1γ a2 [(βa1 +βa2  - 1 )( qa1(t) (1 – qa2(t)) + qa2(t) (1  – qa1(t)) )   
Since 0 ≤ qa1(t) ≤ 1 and 0 ≤ qa2(t) ≤ 1 it holds 
qa1(t) (1 – qa2(t)) + qa2(t) (1  – qa1(t)) ≥ 0 
and this expression is only 0 when either qa1  = qa2  = 0 or   qa1 = qa2 = 1.       
Therefore, as long as no equilibria in 0 or 1 have been reached it holds  
d (γa2 qa1(t) + γ a1 qa2(t)) / dt  > 0       if and only if     βa1 +βa2  > 1 
This means that when the average of the β’s is above 0.5, and no equilibrium was reached yet, the 
quantity γa2 qa1(t) + γ a1 qa2(t) is always increasing, so no equilibrium at 0 can be reached; similarly when 
the average of the β’s is below 0.5, is always decreasing, so no equilibrium at 1 can be reached.  ■ 
 
 
Proposition 4 (Approximation speed for 2 persons) 
For the case of two persons, suppose βa1 + βa2 < 1.  Then the attracting equilibrium 0   has (exponential) 
approximation speed determined by (γa1 βa1  – γa1 +γa2 βa2 – γa2   + √D)/2  with D = (γa1 βa1  + γa1  – γa2 
βa2 – γa2)
2  + 4 γa1 γa2βa1βa2  . 
In particular, for the special case that γa1 =γa2 = γ   this speed is determined by γ( βa1 + βa2  - 1). 
 
Proof 
The speed of approximation of the equilibria can be determined as follows. For the behaviour around 0 
can be approximated by leaving out the second-order terms: 
Δ qa1   = γa1 [ βa1 (qa1 + qa2)  – qa1 ]    
Δ qa2   = γa2 [ βa2 (qa1 + qa2)  – qa2 ]    
 
Δ qa1   = γa1 (βa1 – 1)qa1 + γa1 βa1 qa2  
Δ qa2   = γa2 βa2 qa1 + γa2 (βa2 – 1)qa2  
 
The corresponding matrix  
 
 
𝛾𝑎1(𝛽𝑎1  –   1) 𝛾𝑎1𝛽𝑎1𝛾𝑎2𝛽𝑎2   𝛾𝑎2(𝛽𝑎2  –   1)  
has eigen values λ determined by the equation 
 
(γa1 βa1 – γa1 - λ) (γa2 βa2 – γa2 - λ)  - γa1 γa2βa1βa2 = 0 
 
This can be reqritten into 
 
γa1 γa2 (βa1 – 1)(βa2 – 1) -  (γa1 βa1  – γa1 +γa2 βa2 – γa2 )λ + λ
2  - γa1 γa2βa1βa2 = 0 
γa1 γa2 (1- (βa1 + βa2 )) -  (γa1 βa1  – γa1 +γa2 βa2 – γa2)λ + λ
2  = 0 
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The discriminant D is nonnegative as can be seen as follows: 
 
 D  =  (γa1 βa1  – γa1 +γa2 βa2 – γa2)
2  - 4γa1 γa2 (1- (βa1 + βa2)) 
=  (γa1 βa1  – γa1 +γa2 βa2 – γa2)
2  - 4γa1 γa2 + 4γa1 γa2 βa1 + 4γa1 γa2 βa2 
=  (γa1 βa1  – γa1 +γa2 βa2 – γa2)
2  - 4γa1 γa2 + 4γa1 γa2 βa1 + 4γa1 γa2 βa2  - 4 γa1 γa2βa1βa2  + 4 γa1 γa2βa1βa2 
=  (γa1 βa1  + γa1  – γa2 βa2 – γa2)
2  + 4 γa1 γa2βa1βa2 
 
Note that for the special case that  γa1 =γa2 = γ   it holds 
 
D  =  (γβa1  – γ βa2)
2  + 4 γ2 βa1βa2    =  γ
2 (βa1  + βa2)
2   
 
For the general case the solutions are: 
 
λ12  =  (γa1 βa1  – γa1 +γa2 βa2 – γa2   +/- √D)/2   
 
Here the highest value is 
 
λ1  =  (γa1 βa1  – γa1 +γa2 βa2 – γa2   + √D)/2   
 
For the special case γa1 =γa2 = γ   the solutions are (with β  = βa1 + βa2):	  
λ12  =  γ  ((β - 2) +/- β)/2   
 
 λ1  =   γ  ((β - 2) + β)/2 =    γ  (2β - 2) /2  =   or   γ (β -1) 
 λ2  =   γ  ((β - 2) - β)/2  = γ  (- 2)/2 =   - γ     
Here γ (β -1) is the highest value.         ■ 
 
 
Calculating the equilibrium for two persons when βa1 +βa2  = 1 
For the case βa1 +βa2  = 1 more specifically the following can be found. From 
d (γa2 qa1(t) + γ a1 qa2(t)) / dt  = 0 
for all t it follows that 
γa2 qa1(t) + γ a1 qa2(t) = γa2 qa1(0) + γ a1 qa2(0) 
or 
γa2 (qa1(t) - qa1(0)) = - γ a1 (qa2(t) - qa2(0)) 
So for this case a weighted sum of the emotion in the group is preserved. This relation allows to express 
the values of qa2(t) in the values of qa1(t), as follows: 
γ a1  qa2(t) =  - γa2 qa1(t) +  γa2 qa1(0) + γ a1 qa2(0) 
qa2(t)  =  - γa2/γ a1  qa1(t) +  γa2/γ a1  qa1(0) + qa2(0) 
This can be substituted in the differential equation  
d qa1(t) / dt  = γ a1 [  βa1 (qa1(t)+ qa2(t)  – 2 qa1(t)qa2(t))  +  qa1(t)qa2(t) -  qa1(t)]  
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for qa1(t), thus obtaining: 
d qa1(t) / dt  = γ a1 [  βa1 (qa1(t)+ - γa2/γ a1  qa1(t) + γa2/γ a1  qa1(0)  + qa2(0) – 2 qa1(t)( - γa2/γ a1  
qa1(t) + γa2/γ a1  qa1(0) + qa2(0))) + qa1(t)(- γa2/γ a1  qa1(t) + γa2/γ a1  qa1(0) + qa2(0)) -  qa1(t)]  
 
So for the equilibrium value x = qa1 the following quadratic equation holds: 
 
βa1 (qa1+ - γa2/γ a1  qa1 +  γa2/γ a1  qa1(0) + qa2(0) – 2 qa1( - γa2/γ a1  qa1 +  γa2/γ a1  qa1(0) + qa2(0)))  +  
qa1(- γa2/γ a1  qa1 +  γa2/γ a1  qa1(0) + qa2(0))) -  qa1 = 0 
βa1 (x  - γa2/γ a1  x +  γa2/γ a1  qa1(0) + qa2(0) – 2 x ( - γa2/γ a1  x  +  γa2/γ a1  qa1(0) + qa2(0)))  +  x (- γa2/γa1  
x +  γa2/γ a1  qa1(0) + qa2(0))) -  x = 0 
 
Solving this equation provides the value for the equilibrium as a complex expression in terms of the 
parameters and the initial values. For the special case γa1 =γa2 = γ   this reduces to 
 
βa1 (x  - x +  qa1(0) + qa2(0) – 2 x ( - x  +  qa1(0) + qa2(0)))  +  x (-x +  qa1(0) + qa2(0))) -  x = 0 
βa1 (qa1(0) + qa2(0) + 2x
2 – 2 x( qa1(0) + qa2(0)))  -  x
2 + x (qa1(0) + qa2(0)) -  x = 0 
x2 + βa1 (qa1(0) + qa2(0)) –  x( (2βa1 – 1)(qa1(0) + qa2(0)))  -  x = 0 
x2  –   (2βa1 – 1)(qa1(0) + qa2(0) + 1) x + βa1 (qa1(0) + qa2(0))  = 0 
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Introduction	  	  In	  [1],	  a	  formal	  model	  was	  developed	  for	  group	  emotion	  contagion	  processes.	  For	  verification	  purposes,	  this	  formal	  model	  was	  subjected	  to	  explorative	  simulations	  presented	  as	  part	  of	  [1]	  and	  a	  mathematical	  analysis	  presented	  in	  [2].	  This	  paper	  expands	  on	  the	  simulations	  as	  presented	  in	  [1],	  and	  aims	  to	  illustrate	  the	  four	  theorems	  in	  the	  mathematical	  analysis	  [2].	  In	  this	  paper	  a	  number	  of	  simulation	  scenarios	  are	  presented,	  in	  four	  groups.	  Each	  group	  of	  simulation	  scenarios	  addresses	  a	  single	  theorem	  as	  proven	  in	  the	  mathematical	  analysis.	  The	  structure	  of	  each	  group	  is	  as	  follows:	  each	  group	  is	  introduced	  by	  a	  theorem	  from	  [2],	  followed	  by	  several	  simulations	  illustrating	  the	  theorem.	  Each	  of	  these	  simulations	  is	  structured	  in	  the	  following	  way:	  a	  scenario	  number	  identifies	  the	  simulation,	  followed	  by	  the	  parameter	  settings	  that	  are	  used	  for	  the	  simulation	  model,	  the	  related	  simulation	  output,	  and	  finally	  a	  discussion	  highlighting	  what	  part	  of	  the	  theorem	  is	  illustrated	  and	  some	  remarks	  concerning	  the	  simulation.	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Theorem	  1	  (Equilibria	  for	  members	  with	  β	  is	  0	  or	  1)	  	  Suppose	  all	  𝑤!"	  are	  nonzero.	  Let	  the	  two	  subsets	  𝑆!, 𝑆! ⊆ 𝐺	  be	  given	  by	  	  	   𝑆! =   𝐴 ∈ 𝐺     𝛽! = 0   	  	   	  𝑆! =   𝐵 ∈ 𝐺     𝛽! = 1   	  	  Then	  for	  an	  equilibrium	  the	  following	  hold:	  	   (a) If	  𝐴 ∈ 𝑆!	  then	  𝑞! = 0	  (attracting) or	  𝑞! = 1	  for	  all	  𝐶 ≠ 𝐴	  (non-attracting).	  	  	  If	  𝐵 ∈ 𝑆!	  then	  𝑞! = 1	  (attracting) or	  𝑞! = 0	  for	  all	  𝐶 ≠ 𝐵	  (non-attracting).	  	  	  	  (b) If	  	  #(𝑆!) ≥ 2,	  i.e.,	  there	  are	  at	  least	  two	  members	  𝐴!	  and	  𝐴!	  with	  𝛽!! = 0	  and	  𝛽!! = 0,	  then	  either	  𝑞! = 0	  for	  all	  𝐴 ∈ 𝑆!	  (attracting) or	  𝑞! = 1	  for	  all	  𝐶 ∈ 𝐺	  (non-attracting for 
all 𝐶 ∈ 𝑆!).	  	  (c) If	  	  #(𝑆!) ≥ 2,	  i.e.,	  there	  are	  at	  least	  two	  members	  𝐵!	  and	  𝐵!	  with	  𝛽!! = 1	  and	  𝛽!! = 1,	  then	  either	  𝑞! = 1	  for	  all	  𝐵 ∈ 𝑆!	  (attracting) or	  𝑞! = 0	  for	  all	  𝐶 ∈ 𝐺	  (non-attracting for 
all 𝐶 ∈ 𝑆!).	  	  (d) If	  	  #(𝑆!) ≥ 2	  	  and	  	  #(𝑆!) ≥ 2	  ,	  then	  there	  are	  three	  possibilities:	  	  (i)	   𝑞! = 0	  	  for	  all	  	  𝐶 ∈ 𝐺	  (non-attracting for all 𝐶 ∈ 𝑆!)	  (ii)	  	   𝑞! = 1	  	  for	  all	  	  𝐶 ∈ 𝐺	  (non-attracting for all 𝐶 ∈ 𝑆!)	  (iii)	  	   𝑞! = 0	  	  for	  all	  	  𝐴 ∈ 𝑆!	  and	  	  𝑞! = 1	  	  for	  all	  	  𝐵 ∈ 𝑆!	  (attracting)	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Scenario	  1	  
Settings:	  
Theorem	  1a	  (βA=0,	  βB=1,	  βC=0.5)	  
agent	  A	   agent	  B	   agent	  C	  
emotion	   0.4	   0.6	   0.8	  
expressiveness	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	  
beta	   0	   1	   0.5	  
channel	  A-­‐>B	   0.9	  
channel	  A-­‐>C	   0.9	  
channel	  B-­‐>A	   0.9	  
channel	  B-­‐>C	   0.9	  
channel	  C-­‐>A	   0.9	  
channel	  C-­‐>B	   0.9	  
Output:	  
Discussion:	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1a	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:	  if	    𝛽! = 0  then	  𝑞! = 0	  (attracting) and	  if	  𝛽! = 1	  then	  𝑞! = 1	  (attracting).	  
0	  
0.2	  
0.4	  
0.6	  
0.8	  
1	  
1.2	  
0	   0.8	   1.6	   2.4	   3.2	   4	   4.8	   5.6	   6.4	   7.2	   8	   8.8	   9.6	  
	  Agent	  A	  	  Agent	  B	  	  Agent	  C	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Scenario	  2	  	  
Settings:	  
Theorem	  1a	  (βA=0,	  βB=1,	  βC=0.5)	  
	  
	  
agent	  A	   agent	  B	   agent	  C	  
emotion	   0.4	   1	   1	  
expressiveness	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0	  
beta	   0	   1	   0.5	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
channel	  A-­‐>C	   0.9	  
	  
	  	  
channel	  B-­‐>A	   	  	   0.9	   	  	  
channel	  B-­‐>C	   	  	   0.9	   	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
channel	  C-­‐>B	   	  	   	  	   0.9	  	  	  	  
Output:	  	  
	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1a	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:  𝑞! = 1	  for	  all	  𝐶 ≠ 𝐴	  (non-attracting).	  	  As	  this	  part	  of	  Theorem	  1	  concerns	  a	  non-­‐attracting	  equilibrium,	  the	  initial	  emotion	  levels	  are	  selected	  to	  be	  equal	  to	  the	  equilibrium	  values.	  Agent	  𝐴	  is	  susceptible	  for	  negative	  impact	  only,	  but	  because	  all	  other	  agents	  experience	  a	  ‘perfect’	  level	  of	  emotion	  (i.e.,	  with	  intensity	  equal	  to	  1),	  agent	  𝐴	  does	  not	  experience	  any	  negative	  impact	  and	  persists	  its	  initial	  level	  of	  emotion.	  In	  case	  that	  at	  least	  one	  of	  the	  other	  agents	  experiences	  a	  less	  than	  perfect	  emotion-­‐level	  (intensity	  <	  1),	  agent	  𝐴	  would	  experience	  that	  as	  negative	  impact	  and	  the	  emotion	  level	  of	  agent	  𝐴	  would	  gradually	  decrease	  and	  approximate	  an	  equilibrium	  value	  of	  0.	  Note	  that	  in	  order	  to	  let	  agent	  𝐶	  persist	  its	  emotion	  level	  equal	  to	  1	  during	  the	  simulation,	  its	  openness	  (sensitivity)	  is	  set	  to	  zero;	  this	  is	  still	  consistent	  with	  the	  nonzero	  weights	  requirement	  for	  Theorem	  1.	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Scenario	  3	  
Settings:	  
Theorem	  1a	  (βA=0,	  βB=1,	  βC=0.5)	  
agent	  A	   agent	  B	   agent	  C	  
emotion	   0	   0.6	   0	  
expressiveness	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0	  
beta	   0	   1	   0.5	  
channel	  A-­‐>B	   0.9	  
channel	  A-­‐>C	   0.9	  
channel	  B-­‐>A	   0.9	  
channel	  B-­‐>C	   0.9	  
channel	  C-­‐>A	   0.9	  
channel	  C-­‐>B	   0.9	  
Output:	  
Discussion:	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1a	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:  𝑞! = 0	  for	  all	  𝐶 ≠ 𝐵	  (non-attracting).	  Agent	  𝐵	  is	  susceptible	  for	  positive	  impact	  only,	  and	  because	  all	  the	  other	  agents	  do	  not	  experience	  this	  particular	  emotion	  (i.e.,	  with	  zero	  intensity),	  agent	  𝐵	  does	  not	  experience	  any	  positive	  impact	  and	  persists	  its	  initial	  level	  of	  emotion.	  In	  case	  that	  at	  least	  one	  of	  the	  other	  agents	  experiences	  this	  emotion	  with	  an	  intensity	  slightly	  above	  zero,	  agent	  𝐵	  would	  experience	  that	  as	  a	  positive	  impact	  and	  the	  emotion	  level	  of	  agent	  𝐵	  would	  gradually	  increase	  and	  approximate	  an	  equilibrium	  value	  of	  1.	  Note	  that	  in	  order	  to	  let	  agent	  𝐶	  persist	  its	  emotion	  level	  equal	  to	  0	  during	  the	  simulation,	  its	  openness	  (sensitivity)	  is	  set	  to	  zero;	  this	  is	  still	  consistent	  with	  the	  nonzero	  weights	  requirement	  for	  Theorem	  1.	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Scenario	  4	  	  
Settings:	  
Theorem	  1b	  (βA=0,	  βB=0,	  βC=0.5)	  	  
	  
	  
agent	  A	   agent	  B	   agent	  C	  
emotion	   0.4	   0.6	   0.8	  
expressiveness	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0	  
beta	   0	   0	   0.5	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
channel	  A-­‐>C	   0.9	  
	  
	  	  
channel	  B-­‐>A	   	  	   0.9	   	  	  
channel	  B-­‐>C	   	  	   0.9	   	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
channel	  C-­‐>B	   	  	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1b	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:  𝑞! = 0	  for	  all	  𝑋	  with	  𝛽! = 0	  (attracting).	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Scenario	  5	  	  
Settings:	  
Theorem	  1b	  (βA=0,	  βB=0,	  βC=0.5)	  	  
	  
	  
agent	  A	   agent	  B	   agent	  C	  
emotion	   1	   1	   1	  
expressiveness	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	  
beta	   0	   0	   0.5	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
channel	  A-­‐>C	   0.9	  
	  
	  	  
channel	  B-­‐>A	   	  	   0.9	   	  	  
channel	  B-­‐>C	   	  	   0.9	   	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
channel	  C-­‐>B	   	  	   	  	   0.9	  	  
	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1b	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:	  𝑞! = 1	  for	  all	  𝐶 ∈ 𝐺	  (non-attracting for all 𝐶	  with	  𝛽! = 0).	  Agents	  𝐴	  and	  𝐵	  both	  are	  susceptible	  for	  negative	  impact	  only,	  but	  because	  all	  (other)	  agents	  experience	  their	  emotion	  at	  a	  ‘perfect’	  level	  (i.e.,	  with	  intensity	  equal	  to	  1),	  agent	  𝐴	  and	  𝐵	  do	  not	  experience	  any	  negative	  impact	  and	  persist	  their	  initial	  level	  of	  emotion	  (with	  intensity	  1).	  Should	  at	  least	  one	  of	  the	  agents	  experience	  a	  less	  than	  perfect	  emotion-­‐level	  (i.e.,	  with	  intensity	  <	  1),	  then	  that	  would	  count	  as	  a	  negative	  impact	  and	  the	  susceptible	  emotion	  levels	  would	  change	  in	  a	  downward	  direction	  and	  gradually	  approximate	  an	  equilibrium	  value	  of	  zero	  (see	  for	  instance	  scenario	  4	  above).	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Scenario	  6	  	  
Settings:	  
Theorem	  1c	  (βA=1,	  βB=1,	  βC=0.5)	  	  
	  
	  
agent	  A	   agent	  B	   agent	  C	  
emotion	   0.1	   0.4	   0.9	  
expressiveness	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0	  
beta	   1	   1	   0.5	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
channel	  A-­‐>C	   0.9	  
	  
	  	  
channel	  B-­‐>A	   	  	   0.9	   	  	  
channel	  B-­‐>C	   	  	   0.9	   	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
channel	  C-­‐>B	   	  	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1c	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:	  𝑞! = 1	  for	  all	  𝑋	  with	  𝛽! = 1	  (attracting).	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Scenario	  7	  	  
Settings:	  
Theorem	  1c	  (βA=1,	  βB=1,	  βC=0.5)	  	  
	  
	  
agent	  A	   agent	  B	   agent	  C	  
emotion	   0	   0	   0	  
expressiveness	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	  
beta	   1	   1	   0.5	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
channel	  A-­‐>C	   0.9	  
	  
	  	  
channel	  B-­‐>A	   	  	   0.9	   	  	  
channel	  B-­‐>C	   	  	   0.9	   	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
channel	  C-­‐>B	   	  	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1c	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:	  𝑞! = 0	  for	  all	  𝐶 ∈ 𝐺	  (non-attracting for all 𝐶	  with	  𝛽! = 1).	  Agent	  𝐴	  and	  𝐵	  both	  are	  susceptible	  for	  positive	  impact	  only,	  and	  because	  all	  the	  other	  agents	  do	  not	  experience	  this	  particular	  emotion	  (i.e.,	  with	  zero	  intensity),	  agent	  𝐴	  and	  𝐵	  do	  not	  experience	  any	  positive	  impact	  and	  persist	  their	  initial	  level	  of	  emotion	  (with	  intensity	  0).	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Scenario	  8	  	  
Settings:	  
	  
Theorem	  1d-­‐i	  (βA=1,	  βB=1,	  βC=0,	  βD=0,	  βE=0)	  	  
	   	  
	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	   agent	  E	  
emotion	   0	   0	   0	   0	   0	  
expressiveness	   0.9	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	   0.9	  
beta	   1	   1	   0	   0	   0	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
	  
	  	  
channel	  A-­‐>C	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>D	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>E	   0.9	  
	   	   	  
	  	  
channel	  B-­‐>A	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>C	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>D	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>E	   	  	   0.9	  
	   	  
	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>B	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>D	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>E	   	  	  
	  
0.9	  
	  
	  	  
channel	  D-­‐>A	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>B	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>C	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>E	   	  	  
	   	  
0.9	   	  	  
channel	  E-­‐>A	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>B	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>C	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>D	   	  	   	  	   	  	   	  	   0.9	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Output:	  
Discussion:	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1d-­‐i	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:	  𝑞! = 0	  for	  all	  𝑋 ∈ 𝐺	  (non-attracting for all 𝑋	  with	  𝛽! = 1).	  Agent	  𝐴	  and	  𝐵	  both	  are	  susceptible	  for	  positive	  impact	  only,	  and	  because	  all	  the	  other	  agents	  do	  not	  experience	  this	  particular	  emotion	  (i.e.,	  with	  zero	  intensity),	  agent	  𝐴	  and	  𝐵	  do	  not	  experience	  any	  positive	  impact	  and	  persist	  their	  initial	  level	  of	  emotion	  (with	  intensity	  0).	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Scenario	  9	  
Settings:	  
Theorem	  1d-­‐ii	  (βA=1,	  βB=1,	  βC=0,	  βD=0,	  βE=0)	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	   agent	  E	  
emotion	   1	   1	   1	   1	   1	  
expressiveness	   0.9	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	   0.9	  
beta	   1	   1	   0	   0	   0	  
channel	  A-­‐>B	   0.9	  
channel	  A-­‐>C	   0.9	  
channel	  A-­‐>D	   0.9	  
channel	  A-­‐>E	   0.9	  
channel	  B-­‐>A	   0.9	  
channel	  B-­‐>C	   0.9	  
channel	  B-­‐>D	   0.9	  
channel	  B-­‐>E	   0.9	  
channel	  C-­‐>A	   0.9	  
channel	  C-­‐>B	   0.9	  
channel	  C-­‐>D	   0.9	  
channel	  C-­‐>E	   0.9	  
channel	  D-­‐>A	   0.9	  
channel	  D-­‐>B	   0.9	  
channel	  D-­‐>C	   0.9	  
channel	  D-­‐>E	   0.9	  
channel	  E-­‐>A	   0.9	  
channel	  E-­‐>B	   0.9	  
channel	  E-­‐>C	   0.9	  
channel	  E-­‐>D	   0.9	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Output:	  
	  	  
	  	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1d-­‐ii	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:	  𝑞! = 1	  for	  all	  𝑋 ∈ 𝐺	  (non-attracting for all 𝑋	  with	  𝛽! = 0).	  Agents	  𝐶,𝐷	  and	  𝐸	  all	  are	  susceptible	  for	  negative	  impact	  only,	  but	  because	  all	  (other)	  agents	  experience	  their	  emotion	  at	  a	  ‘perfect’	  level	  (i.e.,	  with	  intensity	  equal	  to	  1),	  agents	  𝐶,𝐷	  and	  𝐸	  do	  not	  experience	  any	  negative	  impact	  and	  persist	  their	  initial	  level	  of	  emotion	  (with	  intensity	  1).	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Scenario	  10	  	  
Settings:	  
	  	  
Theorem	  1d-­‐iii	  (βA=1,	  βB=1,	  βC=0,	  βD=0,	  βE=0)	  	  
	   	  
	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	   agent	  E	  
emotion	   0.1	   0.8	   0.4	   0.7	   0.9	  
expressiveness	   0.9	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	   0.9	  
beta	   1	   1	   0	   0	   0	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
	  
	  	  
channel	  A-­‐>C	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>D	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>E	   0.9	  
	   	   	  
	  	  
channel	  B-­‐>A	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>C	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>D	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>E	   	  	   0.9	  
	   	  
	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>B	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>D	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>E	   	  	  
	  
0.9	  
	  
	  	  
channel	  D-­‐>A	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>B	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>C	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>E	   	  	  
	   	  
0.9	   	  	  
channel	  E-­‐>A	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>B	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>C	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>D	   	  	   	  	   	  	   	  	   0.9	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Output:	  
	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  1d-­‐iii	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:  𝑞! = 1	  for	  all	  𝑋	  with	  𝛽! = 1	  and	  𝑞! = 0	  for	  all	  𝑌	  with	  𝛽! = 0	  (attracting).	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Theorem	  2	  (Overview	  of	  equilibria	  when	  all	  members	  have	  β’s	  equal	  to	  0	  or	  1)	  	  Suppose	  all	  𝑤!"	  are	  nonzero	  and	  for	  all	  𝐶	  it	  holds	  𝛽! = 0	  or	  𝛽! = 1,	  in	  other	  words,	  the	  whole	  group	  𝐺	  is	  partitioned	  into	  the	  two	  subsets	  𝑆! =   𝐴 ∈ 𝐺     𝛽! = 0   	  and	  𝑆! =   𝐵 ∈ 𝐺     𝛽! = 1   .	  Then	  for	  an	  equilibrium	  the	  following	  hold:	  	   (a) If	  𝑆! = 𝐺	  and	  𝑆! = ∅,	  i.e.,	  𝛽! = 0	  for	  all	  𝐶,	  then	  either	  𝑞! = 0	  	  for	  all	  𝐶	  (attracting)	  or	  	  𝑞! = 1	  for	  all	  𝐶	  (non-­‐attracting).	  	  (b) If	  𝑆! = 𝐺	  and	  𝑆! = ∅,	  i.e.,	  𝛽! = 1	  for	  all	  𝐶,	  then	  either	  𝑞! = 0	  	  for	  all	  𝐶	  (non-­‐attracting)	  or	  	  𝑞! = 1	  for	  all	  𝐶	  (attracting).	  	  (c) If	  	  #(𝑆!) = # 𝑆! = 1,	  i.e.,	  there	  is	  exactly	  one	  member	  𝐴	  with	  𝛽! = 0,	  and	  exactly	  one	  member	  𝐵	  with	  𝛽! = 1,	  then	  there	  are	  two	  possibilities:	  	  (i)	   𝑞! = 0	  for	  𝐴 ∈ 𝑆!	  and	  𝑞! 	  has	  any	  value	  for	  𝐵 ∈ 𝑆!	  (attracting)	  (ii)	   𝑞! = 1	  for	  𝐵 ∈ 𝑆!	  and	  𝑞!	  has	  any	  value	  for	  𝐴 ∈ 𝑆!	  (attracting)	  	  (d) If	  	  #(𝑆!) = 1	  and	  	  #(𝑆!) ≥ 2	  ,	  i.e.,	  there	  is	  exactly	  one	  member	  𝐴	  with	  𝛽! = 0,	  and	  there	  are	  at	  least	  two	  members	  𝐵!	  and	  𝐵!	  with	  𝛽!! = 1	  and	  𝛽!! = 1	  ,	  then	  there	  are	  two	  possibilities:	  	  (i)	   𝑞! = 0	  	  for	  all	  	  𝐶 ∈ 𝐺	  (non-attracting for all 𝐶 ∈ 𝑆!)	  (ii)	   𝑞! = 1	  for	  all	  𝐵 ∈ 𝑆!	  and	  𝑞!	  has	  any	  value	  for	  𝐴 ∈ 𝑆!	  (attracting)	  	  (e) If	  	  #(𝑆!) = 1	  and	  	  #(𝑆!) ≥ 2	  ,	  i.e.,	  there	  is	  exactly	  one	  member	  𝐵	  with	  𝛽! = 1,	  and	  there	  are	  at	  least	  two	  members	  𝐴!	  and	  𝐴!	  with	  𝛽!! = 0	  and	  𝛽!! = 0	  ,	  then	  there	  are	  two	  possibilities:	  	  (i)	   𝑞! = 1	  	  for	  all	  	  𝐶 ∈ 𝐺	  (non-attracting for all 𝐶 ∈ 𝑆!)	  (ii)	   𝑞! = 0	  for	  all	  	  𝐴 ∈ 𝑆!	  and	  𝑞! 	  has	  any	  value	  for	  𝐵 ∈ 𝑆!	  (attracting)	  	  (f) If	  	  #(𝑆!) ≥ 2	  and	  	  #(𝑆!) ≥ 2	  ,	  i.e.,	  there	  are	  at	  least	  two	  members	  𝐴!	  and	  𝐴!	  with	  𝛽!! = 0	  and	  𝛽!! = 0,	  and	  there	  are	  at	  least	  two	  members	  𝐵!	  and	  𝐵!	  with	  𝛽!! = 1	  and	  𝛽!! = 1	  ,	  then	  there	  are	  three	  possibilities:	  	  (i)	   𝑞! = 0	  	  for	  all	  	  𝐶 ∈ 𝐺	  (non-attracting for all 𝐶 ∈ 𝑆!)	  (ii)	   𝑞! = 1	  	  for	  all	  	  𝐶 ∈ 𝐺	  (non-attracting for all 𝐶 ∈ 𝑆!)	  (iii)	  	   𝑞! = 0	  for	  all	  𝐴 ∈ 𝑆!	  and	  𝑞! = 1	  for	  all	  𝐵 ∈ 𝑆!	  (attracting)	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Scenario	  11	  	  
Settings:	  
Theorem	  2a	  (βA=0,	  βB=0)	  	  
	  
	  
agent	  A	   agent	  B	  
emotion	   0.3	   0.6	  
expressiveness	   0.9	   0.9	  
openness	   0.9	   0.9	  
beta	   0	   0	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2a	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:  𝑞! = 0	  for	  all	  𝑋	  with	  𝛽! = 0	  (attracting).	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Scenario	  12	  
Settings:	  
Theorem	  2a	  (βA=0,	  βB=0)	  
agent	  A	   agent	  B	  
emotion	   1	   1	  
expressiveness	   0.9	   0.9	  
openness	   0.9	   0.2	  
beta	   0	   0	  
channel	  A-­‐>B	   0.9	  
channel	  B-­‐>A	   0.9	  
Output:	  
Discussion:	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2a	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:  𝑞! = 1	  for	  all	  𝑋 ∈ 𝐺	  (non-­‐attracting).	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Scenario	  13	  	  
Settings:	  
	  
Theorem	  2a	  (βA=0,	  βB=0)	  (non-­‐attracting)	  
	  
agent	  A	   agent	  B	  
emotion	   1	   0.99	  
expressiveness	   0.9	   0.9	  
openness	   0.9	   0.2	  
beta	   0	   0	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  
	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2a	  (non-­‐attracting)	  where	  the	  equilibrium:  𝑞! = 1	  for	  all	  𝑋 ∈ 𝐺	  is	  classified	  as	  non-­‐attracting.	  With	  respect	  to	  the	  previous	  scenario	  12,	  the	  current	  scenario	  differs	  only	  in	  a	  small	  perturbation	  in	  the	  emotion	  level	  of	  agent	  𝐵:	  intensity	  0.99	  instead	  of	  1.	  As	  a	  result	  of	  this	  small	  perturbation,	  the	  emotion	  level	  of	  both	  agent	  𝐴	  and	  agent	  𝐵	  gradually	  decreases	  and	  approximates	  an	  equilibrium	  value	  of	  0;	  this	  illustrates	  the	  non-­‐attracting	  property	  of	  the	  other	  equilibrium.	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Scenario	  14	  	  
Settings:	  	  
Theorem	  2b	  (βA=1,	  βB=1)	  	  
	  
	  
agent	  A	   agent	  B	  
emotion	   0	   0	  
expressiveness	   0.9	   0.9	  
openness	   0.2	   0.9	  
beta	   1	   1	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  
	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2b	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:  𝑞! = 1	  for	  all	  𝑋 ∈ 𝐺	  (non-­‐attracting).	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Scenario	  15	  	  
Settings:	  
Theorem	  2b	  (βA=1,	  βB=1)	  (non-­‐attracting)	  
	  
agent	  A	   agent	  B	  
emotion	   0	   0.01	  
expressiveness	   0.9	   0.9	  
openness	   0.2	   0.9	  
beta	   1	   1	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2b	  (non-­‐attracting)	  where	  the	  equilibrium:  𝑞! = 0	  for	  all	  𝑋 ∈ 𝐺	  is	  classified	  as	  non-­‐attracting.	  With	  respect	  to	  the	  previous	  scenario	  14,	  the	  current	  scenario	  differs	  only	  in	  a	  small	  perturbation	  in	  the	  emotion	  level	  of	  agent	  𝐵:	  intensity	  0.01	  instead	  of	  0.	  As	  a	  result	  of	  this	  small	  perturbation,	  the	  emotion	  level	  of	  both	  agent	  𝐴	  and	  agent	  𝐵	  gradually	  increases	  and	  approximates	  a	  new	  equilibrium	  value	  of	  1;	  this	  illustrates	  the	  non-­‐attracting	  property	  of	  the	  other	  equilibrium.	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Scenario	  16	  	  
Settings:	  
Theorem	  2b	  (βA=1,	  βB=1)	  	  
	  
	  
agent	  A	   agent	  B	  
emotion	   0.3	   0.7	  
expressiveness	   0.9	   0.9	  
openness	   0.2	   0.9	  
beta	   1	   1	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2b	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  equilibria:  𝑞! = 1	  for	  all	  𝑋	  with	  𝛽! = 1	  (attracting).	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Scenario	  17	  	  
Settings:	  
Theorem	  2c-­‐i	  (βA=1,	  βB=0)	  	  
	  
	  
agent	  A	   agent	  B	  
emotion	   0.2	   0.7	  
expressiveness	   0.9	   0.9	  
openness	   0.2	   0.9	  
beta	   1	   0	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2c-­‐i	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  an	  equilibrium:  𝑞! = 0	  for	  𝐵	  with	  𝛽! = 0	  and  𝑞!	  has	  any	  value	  for	  𝐴	  with	  𝛽! = 1	  (attracting).	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Scenario	  18	  
Settings:	  
Theorem	  2c-­‐ii	  (βA=0,	  βB=1)	  
agent	  A	   agent	  B	  
emotion	   0.7	   0.2	  
expressiveness	   0.9	   0.9	  
openness	   0.2	   0.9	  
beta	   0	   1	  
channel	  A-­‐>B	   0.9	  
channel	  B-­‐>A	   0.9	  
Output:	  
Discussion:	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2c-­‐ii	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  an	  equilibrium:  𝑞! = 1	  for	  𝐵	  with	  𝛽! = 1	  and  𝑞!	  has	  any	  value	  for	  𝐴	  with	  𝛽! = 0	  (attracting).	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Scenario	  19	  	  
Settings:	  
Theorem	  2d-­‐i	  (βA=0,	  βB=1,	  βC=1,	  βD=1)	  	  
	   	  
	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	  
emotion	   0	   0	   0	   0	  
expressiveness	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	  
beta	   0	   1	   1	   1	  
channel	  A-­‐>B	   0.9	   	  	   	  	   	  	  
channel	  A-­‐>C	   0.9	  
	   	  
	  	  
channel	  A-­‐>D	   0.9	  
	   	  
	  	  
channel	  B-­‐>A	   	  	   0.9	  
	  
	  	  
channel	  B-­‐>C	   	  	   0.9	  
	  
	  	  
channel	  B-­‐>D	   	  	   0.9	  
	  
	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	   	  	  
channel	  C-­‐>B	   	  	  
	  
0.9	   	  	  
channel	  C-­‐>D	   	  	  
	  
0.9	   	  	  
channel	  D-­‐>A	   	  	  
	   	  
0.9	  
channel	  D-­‐>B	   	  	  
	   	  
0.9	  
channel	  D-­‐>C	   	  	   	  	   	  	   0.9	  	  	  
Output:	  	  
	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2d-­‐i	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  an	  equilibrium:  𝑞! = 0	  for	  all	  𝑋 ∈ 𝐺	  (non-attracting for all 𝑋	  with	  𝛽! = 1) when	  there	  is	  exactly	  one	  member	  𝐴	  with	  𝛽! = 0,	  and	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 1	  (agents	  𝐵,𝐶	  and	  𝐷).	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Scenario	  20	  
Settings:	  
Theorem	  2d-­‐ii	  (βA=0,	  βB=1,	  βC=1,	  βD=1)	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	  
emotion	   0.8	   0.1	   0.4	   0.7	  
expressiveness	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	  
beta	   0	   1	   1	   1	  
channel	  A-­‐>B	   0.9	  
channel	  A-­‐>C	   0.9	  
channel	  A-­‐>D	   0.9	  
channel	  B-­‐>A	   0.9	  
channel	  B-­‐>C	   0.9	  
channel	  B-­‐>D	   0.9	  
channel	  C-­‐>A	   0.9	  
channel	  C-­‐>B	   0.9	  
channel	  C-­‐>D	   0.9	  
channel	  D-­‐>A	   0.9	  
channel	  D-­‐>B	   0.9	  
channel	  D-­‐>C	   0.9	  
Output:	  
Discussion:	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2d-­‐ii	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  an	  equilibrium:  𝑞! = 1	  for	  all	  𝑋	  with	  𝛽! = 1	  and	  𝑞!	  has	  any	  value	  (attracting),	  when	  there	  is	  exactly	  one	  member	  𝐴	  with	  𝛽! = 0,	  and	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 1	  (agents	  𝐵,𝐶	  and	  𝐷).	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Scenario	  21	  
Settings:	  
Theorem	  2e-­‐i	  (βA=1,	  βB=0,	  βC=0,	  βD=0)	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	  
emotion	   1	   1	   1	   1	  
expressiveness	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	  
beta	   1	   0	   0	   0	  
channel	  A-­‐>B	   0.9	  
channel	  A-­‐>C	   0.9	  
channel	  A-­‐>D	   0.9	  
channel	  B-­‐>A	   0.9	  
channel	  B-­‐>C	   0.9	  
channel	  B-­‐>D	   0.9	  
channel	  C-­‐>A	   0.9	  
channel	  C-­‐>B	   0.9	  
channel	  C-­‐>D	   0.9	  
channel	  D-­‐>A	   0.9	  
channel	  D-­‐>B	   0.9	  
channel	  D-­‐>C	   0.9	  
Output:	  
Discussion:	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2e-­‐i	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  an	  equilibrium:  𝑞! = 1	  for	  all	  𝑋 ∈ 𝐺	  (non-attracting for all 𝑋	  with	  𝛽! = 0) when	  there	  is	  exactly	  one	  member	  𝐴	  with	  𝛽! = 1,	  and	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 0	  (agents	  𝐵,𝐶	  and	  𝐷).	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Scenario	  22	  
Settings:	  
Theorem	  2e-­‐ii	  (βA=1,	  βB=0,	  βC=0,	  βD=0)	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	  
emotion	   0.1	   0.8	   0.3	   0.5	  
expressiveness	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	  
beta	   1	   0	   0	   0	  
channel	  A-­‐>B	   0.9	  
channel	  A-­‐>C	   0.9	  
channel	  A-­‐>D	   0.9	  
channel	  B-­‐>A	   0.9	  
channel	  B-­‐>C	   0.9	  
channel	  B-­‐>D	   0.9	  
channel	  C-­‐>A	   0.9	  
channel	  C-­‐>B	   0.9	  
channel	  C-­‐>D	   0.9	  
channel	  D-­‐>A	   0.9	  
channel	  D-­‐>B	   0.9	  
channel	  D-­‐>C	   0.9	  
Output:	  
Discussion:	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2e-­‐ii	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  an	  equilibrium:  𝑞! = 0	  for	  all	  𝑋	  with	  𝛽! = 0	  and	  𝑞!	  has	  any	  value	  (attracting),	  when	  there	  is	  exactly	  one	  member	  𝐴	  with	  𝛽! = 1,	  and	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 0	  (agents	  𝐵,𝐶	  and	  𝐷).	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Scenario	  23	  	  
Settings:	  
	  
Theorem	  2f-­‐i	  (βA=1,	  βB=1,	  βC=0,	  βD=0,	  βE=0)	  	  
	   	  
	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	   agent	  E	  
emotion	   0	   0	   0	   0	   0	  
expressiveness	   0.9	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	   0.9	  
beta	   1	   1	   0	   0	   0	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
	  
	  	  
channel	  A-­‐>C	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>D	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>E	   0.9	  
	   	   	  
	  	  
channel	  B-­‐>A	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>C	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>D	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>E	   	  	   0.9	  
	   	  
	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>B	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>D	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>E	   	  	  
	  
0.9	  
	  
	  	  
channel	  D-­‐>A	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>B	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>C	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>E	   	  	  
	   	  
0.9	   	  	  
channel	  E-­‐>A	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>B	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>C	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>D	   	  	   	  	   	  	   	  	   0.9	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Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2f-­‐i	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  an	  equilibrium:  𝑞! = 0	  for	  all	  𝑋 ∈ 𝐺	  (non-attracting for all 𝑋	  with	  𝛽! = 1) when	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 1	  (agents	  𝐴	  and	  𝐵),	  and	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 0	  (agents	  𝐶,𝐷	  and	  𝐸).	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Scenario	  24	  	  
Settings:	  	  
Theorem	  2f-­‐ii	  (βA=1,	  βB=1,	  βC=0,	  βD=0,	  βE=0)	  	  
	   	  
	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	   agent	  E	  
emotion	   1	   1	   1	   1	   1	  
expressiveness	   0.9	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	   0.9	  
beta	   1	   1	   0	   0	   0	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
	  
	  	  
channel	  A-­‐>C	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>D	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>E	   0.9	  
	   	   	  
	  	  
channel	  B-­‐>A	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>C	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>D	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>E	   	  	   0.9	  
	   	  
	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>B	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>D	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>E	   	  	  
	  
0.9	  
	  
	  	  
channel	  D-­‐>A	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>B	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>C	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>E	   	  	  
	   	  
0.9	   	  	  
channel	  E-­‐>A	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>B	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>C	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>D	   	  	   	  	   	  	   	  	   0.9	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Output:	  	  	  
	  	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2f-­‐ii	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  an	  equilibrium:  𝑞! = 1	  for	  all	  𝑋 ∈ 𝐺	  (non-attracting for all 𝑋	  with	  𝛽! = 0) when	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 1	  (agents	  𝐴	  and	  𝐵),	  and	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 0	  (agents	  𝐶,𝐷	  and	  𝐸).	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Scenario	  25	  	  
Settings:	  	  
Theorem	  2f-­‐iii	  (βA=1,	  βB=1,	  βC=0,	  βD=0,	  βE=0)	  	  
	   	  
	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	   agent	  E	  
emotion	   0.5	   0.7	   0.9	   0.1	   0.4	  
expressiveness	   0.9	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	   0.9	  
beta	   1	   1	   0	   0	   0	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
	  
	  	  
channel	  A-­‐>C	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>D	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>E	   0.9	  
	   	   	  
	  	  
channel	  B-­‐>A	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>C	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>D	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>E	   	  	   0.9	  
	   	  
	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>B	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>D	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>E	   	  	  
	  
0.9	  
	  
	  	  
channel	  D-­‐>A	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>B	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>C	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>E	   	  	  
	   	  
0.9	   	  	  
channel	  E-­‐>A	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>B	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>C	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>D	   	  	   	  	   	  	   	  	   0.9	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Output:	  	  	  
	  	  	  
	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  2f-­‐iii	  where	  (with	  all	  𝑤!"	  nonzero)	  the	  following	  holds	  for	  an	  equilibrium:	  𝑞! = 0	  for	  all	  𝑋	  with	  𝛽! = 0	  and  𝑞! = 1	  for	  all	  𝑌	  with	  𝛽! = 1	  (attracting),	  when	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 1	  (agents	  𝐴	  and	  𝐵),	  and	  there	  are	  at	  least	  two	  members	  with	  𝛽 = 0	  (agents	  𝐶,𝐷	  and	  𝐸).	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Theorem	  3	  (The	  case	  that	  for	  some	  𝒒	  it	  holds	  𝒒𝑪 = 𝒒	  for	  all	  𝑪	  )	  	  Suppose	  all	  𝑤!"	  are	  nonzero	  then	  for	  an	  equilibrium	  the	  following	  are	  equivalent:	  	   (i) For	  some	  𝑞	  with	  0 < 𝑞 < 1	  it	  holds	  𝑞! = 𝑞	  for	  all	  𝐶	  (attracting)	  (ii) For	  all	  𝐶	  it	  holds	  𝛽! = 0.5	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Scenario	  26	  	  
Settings:	  	  
Theorem	  3	  (βA=0.5,	  βB=0.5,	  βC=0.5,	  βD=0.5,	  βE=0.5)	  	  
	   	  
	  
agent	  A	   agent	  B	   agent	  C	   agent	  D	   agent	  E	  
emotion	   0.5	   0.7	   0.9	   0.1	   0.4	  
expressiveness	   0.9	   0.9	   0.9	   0.9	   0.9	  
openness	   0.9	   0.9	   0.9	   0.9	   0.9	  
beta	   0.5	   0.5	   0.5	   0.5	   0.5	  
channel	  A-­‐>B	   0.9	   	  	   	  	  
	  
	  	  
channel	  A-­‐>C	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>D	   0.9	  
	   	   	  
	  	  
channel	  A-­‐>E	   0.9	  
	   	   	  
	  	  
channel	  B-­‐>A	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>C	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>D	   	  	   0.9	  
	   	  
	  	  
channel	  B-­‐>E	   	  	   0.9	  
	   	  
	  	  
channel	  C-­‐>A	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>B	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>D	   	  	  
	  
0.9	  
	  
	  	  
channel	  C-­‐>E	   	  	  
	  
0.9	  
	  
	  	  
channel	  D-­‐>A	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>B	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>C	   	  	  
	   	  
0.9	   	  	  
channel	  D-­‐>E	   	  	  
	   	  
0.9	   	  	  
channel	  E-­‐>A	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>B	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>C	   	  	  
	   	   	  
0.9	  
channel	  E-­‐>D	   	  	   	  	   	  	   	  	   0.9	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Output:	  	  	  
	  	  	  	  
Discussion:	  	  Theorem	  3	  is	  formulated	  as:	  (i)	  if	  and	  only	  if	  (ii).	  This	  scenario	  illustrates	  Theorem	  3	  in	  the	  direction	  (ii)	  -­‐>	  (i),	  where	  (with	  all	  𝑤!"	  nonzero)	  for	  an	  equilibrium	  the	  following	  are	  equivalent:	  	   (i) For	  some	  𝑞	  with	  0 < 𝑞 < 1	  it	  holds	  𝑞! = 𝑞	  for	  all	  𝑋	  (attracting)	  (ii) For	  all	  𝑋	  it	  holds	  𝛽! = 0.5	  	  Theorem	  3	  in	  the	  other	  direction:	  (i)	  -­‐>	  (ii)	  can	  be	  illustrated	  by:	  not	  (ii)	  -­‐>	  not	  (i).	  This	  is	  already	  illustrated	  by	  for	  instance	  the	  previous	  Scenario	  25,	  where	  not	  (ii)	  holds.	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Theorem	  4	  (The	  case	  of	  two	  persons	  a1	  and	  a2)	  	  Suppose	  the	  group	  consists	  of	  two	  persons	  𝑎!	  and	  𝑎!.	  Then	  for	  an	  equilibrium	  there	  are	  the	  following	  possibilities:	  	   (i) When	  𝛽!! + 𝛽!! ≠ 1	  the	  only	  possibilities	  are:	  	  𝑞!! = 𝑞!! = 0	  	  	  attracting	  when	  𝛽!! + 𝛽!! < 1	  	  𝑞!! = 𝑞!! = 1	  	  	  attracting	  when	  𝛽!! + 𝛽!! > 1	  	  (ii) When	  𝛽!! + 𝛽!! = 1	  attracting	  equilibria	  occur	  where	  𝑞!!	  and	  𝑞!!	  have	  values	  between	  0	  and	  1	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Scenario	  27	  	  
Settings:	  
Theorem	  4-­‐i	  βA	  +	  βB	  <	  1	  (βA=0.2,	  βB=0.4)	  
	  
agent	  A	   agent	  B	  
emotion	   0.2	   0.8	  
expressiveness	   0.9	   0.9	  
openness	   0.9	   0.9	  
beta	   0.2	   0.4	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  4-­‐i	  where	  the	  group	  consists	  of	  two	  agents	  𝐴	  and	  𝐵,	  and	  𝛽! + 𝛽! < 1.	  In	  that	  case,	  the	  attracting	  equilibria	  are	  𝑞! = 𝑞! = 0.	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Scenario	  28	  	  
Settings:	  	  
Theorem	  4-­‐i	  βA	  +	  βB	  >	  1	  (βA=0.8,	  βB=0.4)	  	  
	  
agent	  A	   agent	  B	  
emotion	   0.2	   0.8	  
expressiveness	   0.9	   0.9	  
openness	   0.9	   0.9	  
beta	   0.8	   0.4	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  4-­‐ii	  where	  the	  group	  consists	  of	  two	  agents	  𝐴	  and	  𝐵,	  and	  𝛽! + 𝛽! > 1.	  In	  that	  case,	  the	  attracting	  equilibria	  are	  𝑞! = 𝑞! = 1.	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Scenario	  29	  	  
Settings:	  	  
Theorem	  4-­‐ii	  (βA=0.6,	  βB=0.4)	  	  
	  
agent	  A	   agent	  B	  
emotion	   0.2	   0.8	  
expressiveness	   0.9	   0.9	  
openness	   0.9	   0.9	  
beta	   0.6	   0.4	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  	  
Output:	  	  
	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  4-­‐ii	  where	  the	  group	  consists	  of	  two	  agents	  𝐴	  and	  𝐵,	  and	  𝛽! + 𝛽! = 1.	  In	  that	  case,	  attracting	  equilibria	  occur	  where	  𝑞!	  and	  𝑞! 	  have	  values	  between	  0	  and	  1.	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Scenario	  30	  	  
Settings:	  	  
Theorem	  4-­‐ii	  (βA=0.5,	  βB=0.5)	  	  
	  
agent	  A	   agent	  B	  
emotion	   0.2	   0.8	  
expressiveness	   0.9	   0.9	  
openness	   0.9	   0.9	  
beta	   0.5	   0.5	  
channel	  A-­‐>B	   0.9	   	  	  
channel	  B-­‐>A	   	  	   0.9	  	  	  	  
Output:	  	  
	  	  	  	  
Discussion:	  	  This	  scenario	  illustrates	  the	  part	  of	  Theorem	  4-­‐ii	  where	  the	  group	  consists	  of	  two	  agents	  𝐴	  and	  𝐵,	  and	  𝛽! + 𝛽! = 1.	  In	  that	  case,	  attracting	  equilibria	  occur	  where	  𝑞!	  and	  𝑞! 	  have	  values	  between	  0	  and	  1.	  This	  scenario	  is	  the	  special	  case	  where	  𝛽! = 𝛽! = 0.5	  and	  𝑞! = 𝑞! .	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Abstract. In this paper a computational analysis is made of the circumstances 
under which joint decisions are or are not reached. Joint decision making as 
considered does not only concern a choice for a common decision option, but 
also a good feeling about it, and mutually acknowledged empathic understand-
ing. As a basis a computational social agent model for joint decision making  
is used. The model was inspired by principles from neurological theories on 
mirror neurons, internal simulation, and emotion-related valuing. The computa-
tional analysis determines the different possible outcomes of joint decision 
making processes, and the types of processes leading to these outcomes.  
1 Introduction 
Joint decision making may occur when different persons make a choice for a common 
decision option. However, joint decision making involves more than just making such 
a common choice. Is it really a joint decision when a common choice is made, but one 
of the persons does not feel good about it? And can it really be called a joint decision 
when one of the persons feels good with the chosen option, but does not experience 
any empathic understanding from the other person? For a genuine joint decision mak-
ing processes as addressed in this paper the answer on such questions is ‘no’. For 
example, when a person does not feel good about a chosen option, probably any fu-
ture occasion will be used to come to a different choice; decisions without a solid 
emotional grounding may not last long. Similarly, not experiencing empathic under-
standing from another person may also cast doubt on the chosen option. To take into 
account such realistic social phenomena, a joint decision as addressed here is consid-
ered to be characterised by three elements: 
• A choice for a common decision option 
• A good feeling about the chosen option 
• Mutually acknowledged empathic understanding 
Not all joint decision making processes may end up satisfying all three criteria. 
Maybe a common choice is made but one (or both) of the persons does not feel good 
about it. Or a common choice is made and both the persons feel good about it, but due 
to lack of verbal and/or nonverbal communication no mutual empathic understanding 
is acknowledged. Moreover, one type of outcome can be reached in different ways. 
Was one of the persons ahead in the process and affecting the other(s)? For a given 
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person, did the choice for the option come first and the good feeling later, or was it 
the other way around? Viewed from this perspective, joint decision making processes 
offer a complex landscape with a wide variety of possibilities to be explored. 
Developments in social neuroscience indicate some of the mechanisms underlying 
the different elements in joint decision making processes (e.g., [7, 13, 18]). In [40] a 
computational social agent model was introduced incorporating such mechanisms. In 
the current paper this model is used as a point of departure to analyse computationally 
the different types of joint decision making processes that may occur.  
In the paper, first in Section 2 some core concepts used are briefly reviewed. Next, 
in Section 3 the adopted social agent model is presented. Section 4 presents a classifi-
cation of the different types of outcomes of joint decision making processes. In Sec-
tion 5 the same is done for the different types of processes leading to such outcomes. 
Finally, Section 6 is a discussion. 
2 Mirroring, Internal Simulation and Emotion-Related Valuing  
Two concepts used here as a basis for joint decision making are mirror neurons and 
internal simulation; in combination they provide an individual’s mental function of 
mirroring mental processes of another individual (see also [39]). Mirror neurons are 
not only firing when a subject is preparing an action, but also when somebody else is 
performing or preparing this action and the subject just observes that. They have first 
been found in monkeys (cf. [15, 34]), and after that it has been assumed that similar 
types of neurons also occur in humans, with empirical support, for example, in [25] 
based on fMRI, and [14, 30] based on single cell experiments with epilepsy patients 
(see also [23, 24, 27]). The effect of activation of mirror neurons is context-
dependent. A specific type of neurons has been suggested to be able to indicate such a 
context. They are assumed to indicate self-other distinction and exert control by al-
lowing or suppressing action execution; e.g., [6, 19, 24], and [23], pp. 196-203.  
Activation states of mirror neurons play an important role in mirroring mental 
processes of other persons by internal simulation. In [26] the following causal chain 
for generation of felt emotions is suggested (see also [12], pp. 114-116): 
sensory representation  →  preparation for bodily changes  →  expressed bodily changes  
→  emotion felt =  based on sensory representation of (sensed) bodily changes 
As a further step as-if body loops were introduced bypassing actually expressed bodi-
ly changes (cf. [8], pp. 155-158; see also [10], pp. 79-80; [11, 12]):  
sensory representation  →  preparation for bodily changes = emotional response  →   
emotion felt =  based on sensory representation of (simulated) bodily changes 
An as-if body loop describes an internal simulation of the bodily processes, without 
actually affecting the body, comparable to simulation in order to perform, for example, 
prediction, mindreading or imagination; e.g., [2], [16], [17], [20], [28]. The feelings 
generated in this way play an important role in valuing predicted or imagined effects of 
actions, in relation to amygdala activations; see, e.g., [29], [31]. The emotional response 
and feeling mutually affect each other in a bidirectional manner: an as-if body loop 
usually has a cyclic form (see, for example, [11], pp. 91-92; [12], pp. 119-122): 
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emotion felt  =  based on sensory representation of (simulated) bodily changes  →   
preparation for bodily changes = emotional response      
As mirror neurons make that some specific sensory input (an observed action of 
another person) directly links to related preparation states, they combine well with as-
if body loops; see also [39], or [12], pp. 102-104. In this way states of other persons 
lead to activation of some of a person’s corresponding own states that at the same 
time play a role in the person’s own feelings and decisions for actions. This provides 
an effective mechanism for how observed actions and feelings and own actions and 
feelings are tuned to each other. Thus a mechanism is obtained which explains how in 
a social context persons fundamentally affect each other’s individual decisions and 
states, including feelings. Moreover, it is also the basis for empathic understanding of 
other persons’ preferences and feelings. Both the tuning and convergence of action 
tendencies and the mutual empathic understanding play a crucial role in joint decision 
making processes. Mutually acknowledged empathic understanding as used here is 
based on the following criteria (see also [36]): (1) showing the same state as the other 
agent (nonverbal part of the empathic response), and (2) acknowledging that the other 
agent has this state (verbal part of the empathic response). 
In the area of decision making the role of emotions has been discussed for exam-
ple, in [1, 8]. If you make a decision with a bad feeling it may be questioned how 
robust the decision is. The focus in decision making is on how to perform valuing of 
decision options. Feelings generated in relation to an observed situation and prepared 
action option play an important role in valuing predicted or imagined effects of such 
an action in the situation. Such valuations have been related to amygdala activations 
(see, e.g., [1, 8, 29, 31]). Although traditionally an important function attributed to the 
amygdala concerns the context of fear, in recent years much evidence on the amygda-
la in humans has been collected showing a function beyond this fear context.  Stimuli 
trigger emotional responses for which (by internal simulation) a prediction is made of 
consequences. Feeling these emotions represents a way of experiencing the value of 
such a prediction: to which extent it is positive or negative. This valuation in turn 
affects the activation of the decision option. 
3 The Adopted Social Agent Model 
The issues and perspectives briefly reviewed in Section 2 have been used as a basis 
for the neurologically inspired social agent model presented in [40]; in summary: 
• Decision making uses emotion-related valuing of predicted effects of action options  
• Both the tendency to go for an action and the associated emotion are transferred be-
tween agents via mirroring processes using internal simulation 
• Mirroring processes induce a process of mutually tuning the considered actions and 
their emotion-related valuations, and the development of empathic understanding 
• The outcome of a joint decision process in principle involves three elements: a common 
action option, a shared positive feeling and valuation for the effect of this action option, 
and mutually acknowledged empathic understanding for both the action and feeling  
• The mutually acknowledged empathic understanding is based on the following criteria: 
(a)  Showing the same state as the other agent (nonverbal part of the empathic response) 
(b) Acknowledging that the other agent has this state (verbal part of empathic response) 
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For an overview, see Fig. 1. Here the circles denote states and the arrows temporal-
causal connections between states. In the model s denotes a stimulus, a an option for 
an action to be decided about, and e a world state which is an effect of the action. The 
effect state e is valued by associating a feeling state b to it, which is considered to be 
positive for the agent (e.g., in accordance with a goal). The state properties used in the 
model are summarised in Table 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Overview of the social agent model 
The social agent model uses ownership states for actions a and their effects e, both for 
self and other agents, specified by OS(B, s, a, e) with B another agent or self, respectively 
(see Fig. 1). Similarly, ownership states are used for emotions indicated by body state b, 
both for self and other agents, specified by OS(B, e, b) with B another agent or self.  
Table 1. State properties used 
notation description 
WS(W) world state W: for an action a of agent B, a feeling b of agent B, a stimulus s, effect e, or 
an emotion indicated by body state b 
SS(W) sensor state for W 
SR(W) sensory representation of W 
PS(X) preparation state for X: action a or expressing emotion by body state b 
ES(X) execution state for X: action a or expressing emotion by body state b 
OS(B, s, a, e) ownership state for B of action a with effect e and stimulus s 
OS(B, e, b) ownership state for B of emotion indicated by body state b and effect e  
EC(B, s, a, e) communication to B of ownership for B of action a with effect e and stimulus s 
EC(B, e, b) communication to B of ownership for B of emotion indicated by b and effect e 
 
As an example, the four arrows to OS(B, s, a, e) in Fig. 1 show that an ownership 
state OS(B, s, a, e) is affected by the preparation state PS(a) for the action a, the sensory 
representation SR(b) of the emotion-related value b for the predicted effect e, the sen-
sory representation SR(s) of the stimulus s, and the sensory representation SR(B) of the 
EC(B, s, a, 
prediction
      loop 
action execution loop 
as-if body loop
body loop 
PS(a) ES(a) 
OS (B, s, a, 
SR(s) 
SR(B, a) 
SS(s) WS(s) 
WS(B, a) SS(B, a) 
ES(b) SR(b) PS(b)WS(b) 
WS(B, b) SR(B, b)
WS(e) SR(e) 
OS(B, e, b) 
SS(e) 
EC(B, e, b) 
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agent B. Note that s, a, e, b, and B are parameters for stimuli, actions, effects, body 
states, and agents. In a given model multiple instances of each of them can occur. 
Prediction of effects of prepared actions is modelled using the connection from the 
preparation PS(a) of the action a to the sensory representation SR(e) of the effect e. 
Suppression of the sensory representation of a predicted effect (according to, e.g., [3], 
[4], [28]) is modelled by the (inhibiting) connection from the ownership state OS(B, s, 
a, e) to sensory representation SR(e). The control exerted by the ownership state for 
action a is modelled by the connection from OS(B, s, a, e) to ES(a). Communicating 
ownership for an action (a way of expressing recognition of the other person’s states, 
as a verbal part of showing empathic understanding) is modelled by the connection 
from the ownership state OS(B, s, a, e) to the communication effector state EC(B, s, a, e). 
Similarly, communicating of ownership for an emotion for effect e indicated by b is 
modelled by the connection from the ownership state OS(B, e, b) to the communication 
effector state EC(B, e, b). Connections between states j and i (the arrows in Fig. 1) have 
strengths or weights, indicated by ωj,i. A weight usually has a value between -1 and 1 
and may depend on the specific instance for agent B, stimulus s, action a and/or effect 
state b involved. Note that in general weights are assumed non-negative, except for 
inhibiting connections, which model suppression of the sensory representation of 
effect e, or of the sensory representation of body state b. In [40] the dynamics follow-
ing the connections between  the states in Fig. 1 are described in more detail. This is 
done for each state by a dynamic property specifying how the activation value for this 
state is updated based on the activation values of the states connected to it (the incom-
ing arrows in Fig. 1). For a state i depending on multiple other states, to update its 
activation level, input values for incoming activation levels are to be combined to 
some aggregated input value agginputi. This update itself then takes place according 
to a differential equation 
dyi/dt   =  γi  [agginputi  - yi ] 
where γi  is the update speed for state i, agginputi is the aggregated input for i, and yi is 
the activation level of state i. The aggregation is created from the individual inputs ωj,i
 
yj for all states j connected toward state i, where ωj,i
  
is the strength of the connection 
from j to i (a number between -1 and 1). For this aggregation a combination function 
f(V1, …, Vk)   is needed, applied to the different incoming values Vj = ωj,i
 
yj.  Using this, 
the above differential equation can be expressed as: 
dyi/dt   =  γi  [f(ω1,i
 
y1, …, ωk,i
 
yk) - yi ] 
Here only for states j connected to state i the value of ωj,i
 
 can be nonzero, for not 
connected states they are trivially set 0; for simplicity of notation, often the arguments 
for not connected states are left out of the function f. The combination function  f is a 
function for which different choices can be made, for example, the identity function 
f(W) = W or a combination function based on a continuous logistic threshold function 
of the form 
 th(σ, τ, X) =  ( ଵଵା ௘షሺ ೉ ష ሻ  -  
ଵ
ଵା ௘ ) (1 ൅ ݁ି)   or   th(σ, τ, X) = 
ଵ
ଵା ௘షሺ ೉ ష ሻ
 
with σ a steepness and τ  a threshold value, when  X ≥ 0, and 0 when X < 0. Note that 
for higher values of στ (e.g., σ  > 20/τ) the right hand side threshold function can be 
used as an approximation. In the example simulations, for single connections, f is 
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taken the identity function f(W) = W, and for the other states f is a combination func-
tion based on the logistic threshold function:  f(X1, X2) = th(σ, τ, X1+X2), and similarly 
for more arguments; other types of combination functions might be used as well.  
Note that in the model s, a, e, b, and B are parameters for stimuli, actions, effects, 
body states, and agents, respectively; multiple instances for each of them can be used.  
The agent model has been computationally formalised in differential equation for-
mat and using the hybrid modeling language LEADSTO (cf. [5]); see [40] for further 
details of the social agent model. 
4 Different Types of Outcomes 
The variety of possibilities for joint decision processes is explored in two steps. First, 
in this section the different possible outcomes are analysed (abstracting from the tem-
poral dimension), and their dependence on the different possible contributions by the 
different agents. Abstracting from the temporal dimension means that the exact timing 
is left out of consideration in the current section, as, for example, is also done in a 
numerical equilibrium analysis. These temporal aspects will be addressed as a second 
step in the next section. It is very hard to explore in a systematic manner all different 
possibilities for a model with numerical values. Therefore both in this and in the next 
section the introduced approach abstracts from the quantitative aspects of (activation 
levels of) states; instead abstracted binary qualitative states are adopted, for which 
states either occur or do not occur; they can be related to numerical values by assum-
ing some threshold value, for example, 0.5. To obtain a limited number of (qualita-
tive) states some one-to-one dependencies of states are assumed. More specifically, it 
is assumed that within a given agent A faithful expression and communication takes 
place with respect to any other agent B,  which is formulated as follows: 
• A has an intention for option O if and only if A expresses this intention 
• A has a positive feeling for option O if and only if A expresses this feeling 
• A acknowledges understanding that another agent B has the intention for option O if 
and only if A has an ownership state for B for this intention 
• A acknowledges understanding that another agent B has a positive feeling for option 
O if and only if A has an ownership state for B for this feeling 
Given these assumptions the number of relevant states can be limited. A contribution 
of one of the agents A with respect to another agent B is then assumed to be 
represented as any subset of the set of the following four states that can be generated 
(at some point in time) by agent A or not: 
• A has an intention for option O 
• A has a positive feeling for option O 
• A acknowledges understanding that B has an intention for option O 
• A acknowledges understanding that B has a positive feeling for option O 
Given these four states that each can occur or not occur for a given agent, theoretically 
16 possibilities can be distinguished, as shown in Table 2. Note that it is assumed that 
both for feeling and for intention acknowledgements always occur, for feeling or no 
feeling, and for intention or no intention. For example, labels in Tables 2 and 3 such as 
‘no intention acknowledgement’ are interpreted as acknowledgement for no intention. 
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Table 2. The 16 different possible outcomes for one agent 
A acknowledges 
understanding of B’s 
 intention for O 
intention acknowledgement no intention acknowledgement 
A acknowledges 
understanding of B’s 
positive feeling for O 
feeling  
acknowledgement 
no feeling  
acknowledgement 
feeling  
acknowledgement 
no feeling  
acknowledgement 
A has an 
intention for O intention 
no  
intention intention 
no 
intention intention 
no  
intention intention 
no  
intention 
A has a 
positive feeling for O feel 
no 
feel feel 
no 
feel feel 
no 
feel feel 
no 
feel feel
no 
feel feel
no 
feel feel 
no 
feel feel 
no 
feel 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
For example, the possibility indicated by 9 describes a case in which agent A has a 
positive feeling and intention for option O, and has acknowledged understanding that 
B has a positive feeling for O as well, but acknowledged understanding that B has an 
no intention for O. As another example, possibility 4 describes a case in which agent 
A has a no positive feeling and no intention for option O, but has acknowledged un-
derstanding that B has a positive feeling for O, and has acknowledged understanding 
that B has an intention for O. The possibility described by 1 is the most positive one: 
feeling, intention and acknowledgements all occur. The possibility described by 16 is 
the opposite of 1: an emotionally grounded choice for no intention to go for option O.  
Such possible outcomes for one agent A have to be interpreted in the context of 
other agents B, which themselves also show one of these 16 possibilities. To be able 
to present a feasible systematic overview, the approach is illustrated for the case of 
two agents. In this case all theoretically possible pairings can be visualised in a two-
dimensional form as shown in Fig. 2 for two agents A (vertical axis) and B (horizontal 
axis). This pairing leads to 16x16 = 256 possibilities, all shown in the matrix in Fig. 2. 
States in this matrix can be indicated by their coordinates (x, y), where x is the col-
umn number referring to agent A and y the row number referring to agent B. 
In this set of all combined states some subsets can be distinguished, indicated in 
Fig. 2 4 by different colours. First of all there is the subset of full joint decisions: de-
cisions with full emotional grounding and full mutual acknowledged empathy. There 
are only two of such states (indicated in dark green); they are the full joint decision to 
go for the option, found in (1, 1), and the opposite joint decision to not go for the 
option, depicted in (16, 16). The other 254 possible outcomes are not fully joint deci-
sions. However, there is a subset of 12 possibilities concerning at least a common 
choice with full emotional grounding for each of the agents, and acknowledged empa-
thy by one of the agents (indicated in light green); these can be considered as almost 
fully joint decisions. Instances can be found at (1, 5), (1, 9), (1, 13), (4, 16), (5, 1), (8, 
16), (13, 1) and (16, 4), (16, 8), (16, 12). The set of all possibilities with common 
choice with full emotional grounding and acknowledged empathy by none of the 
agents has 20 different states (indicated in light green with shading). This type of 
decisions can still be solid due to the individual emotional grounding at both sides, 
but there is no exchange of empathic understanding between the agents. The other 
states with a common choice have no full emotional grounding (indicated in light and 
dark blue), and for this reason can be considered as less solid.  
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Fig. 2. The 256 different combined possible outcomes for two agents A and B 
On the other end of the spectrum, there are also many possibilities of outcomes 
without a common choice (indicated in yellow, orange and red, depending on the 
emotional grounding). Note that the overview in Table 2 and Fig. 2 show the theoreti-
cally possible combinations; it is not claimed that all of these possibilities have the 
same extent of plausibility, or proper functioning. As an example, as discussed earlier 
possibility 4 describes a case in which agent A has a no positive feeling and no inten-
tion for option O, but has acknowledged understanding that B has a positive feeling 
for O, and has acknowledged understanding that B has an intention for O. However, 
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acknowledging understanding of an intention or a feeling without having (and show-
ing) the same intention or feeling can be considered to be not grounded, and at least is 
not considered as fulfilling the criteria for showing empathic understanding. More in 
general, note that, for cases with opposite intentions, full empathy (which also in-
volves expressing the intention of the other) is not feasible: for the set of outcomes 
without a common choice the expressed intentions are opposite. When in addition the 
opposite intentions each have emotional grounding (indicated in yellow), apparently 
not only the intentions are opposite, but also the feelings about them. In Section 5 it 
will be addressed in more detail how different theoretically possible options can (or 
cannot) develop over time. 
5 Different Types of Processes 
This section addresses the temporal aspects for joint decision processes, in a qualita-
tive fashion. These temporal aspects relate to the main causal relationships in the 
social agent model as depicted in Fig. 1. In accordance with the social agent model, a 
single agent can be activated either by a world stimulus or by social interaction with 
other agents. More specifically, activation takes place either by observing a world 
stimulus obs(s), or by observing the expression from an other agent for feeling by 
generating obs(f) and/or for intention by generating obs(i). Internally, an agent can 
develop an intention after: 
• observing a world stimulus, or 
• observing the intention expression from another agent, or 
• as a result of developing feeling 
Likewise, an agent can develop feeling after: 
• observing the feeling expression from another agent, or 
• as a result of developing intention. 
Following the development of feeling, an agent will express its feeling by generating 
expr(f), and acknowledge an observed feeling expression from another agent by 
generating ack(f). Similarly, following the development of an intention, an agent will 
express its intention by generating expr(i), and acknowledge an observed intention 
expression from another agent by generating ack(i). These main causal relationships 
from the social agent model lead to in total 18 possible types of processes, as shown 
in a tree representation in Fig. 2. Here each path represents a specific type of single 
agent process. For example, the path indicated by 8 describes a case in which the 
agent is activated by a world stimulus and subsequently develops intention. After this, 
the agent expresses intention and also develops feeling. The developed feeling is also 
expressed. After another agent expresses feeling and intention, these expressions are 
acknowledged. As another example, the path indicated by 12 describes a case in 
which the agent’s process is socially activated by a feeling expression from another 
agent. As a consequence the agent develops and expresses feeling.  
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Fig. 3. The 18 different possible types of processes for one agent 
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In this case the agent also mirrors an observed intention expression from another 
agent and subsequently develops intention. This results in expressing and acknowl-
edging intention. The single agent process type described by path 18 is a special case 
in which the agent’s process is not activated at all. As a consequence, neither feeling 
nor intention is developed and therefore no expressions and acknowledgements are 
generated. The analysis of the process types for two interacting agents is based on 
combining two single agent process types and representing them as cells in an interac-
tion matrix (Fig. 4) and an initiation matrix (Fig. 5).  
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15                   
16                   
17                   
18                   
 
common choice; emotional grounding for both and acknowledged full empathy from both (full jointness) 
common choice; emotional grounding for both and acknowledged full empathy from one 
common choice; emotional grounding for both and acknowledged full empathy from no-one 
common choice; emotional grounding for one and acknowledged full empathy from no-one 
common choice; emotional grounding for no-one and acknowledged full empathy from no-one 
no common choice; emotional grounding for both 
no common choice; emotional grounding for one 
impossible combination 
Fig. 4. The different possible combinations of types of processes for two agents 
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Each matrix dimension represents the 18 single agent process types corresponding 
to the different paths in the tree depicted in Fig. 3. Each matrix cell represents wheth-
er the two single agent process types can occur in combination, and if so, what is the 
outcome for this specific combination of single agent process types. The outcome of 
an interaction process between two agents can be classified according to the several 
outcome-types, as also discussed in Section 4.  
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 A initiator for intention 
 A initiator for feeling 
 B initiator for intention 
 B initiator for feeling 
 Both A and B initiator for intention 
 Both A and B initiator for feeling 
 No-one initiator for intention or feeling 
 Impossible combination 
Fig. 5. The 324 different possibilities for initiation for two agents A and B; processes leading to 
full joint decisions to go for the option are marked by O 
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These outcome-types range from reaching a common choice with emotional 
grounding and acknowledged full empathy for both interacting agents, to not reaching 
a common choice and without emotional grounding for any of the interacting agents. 
In the matrix the relevant outcome-types are distinguished by different colors. The 
interaction matrix in Fig. 4 has a number of regions with impossible combinations 
(indicated by cells left blank), where the two types of single agent processes cannot 
co-occur. This is the case when one agent does not develop the intention or feeling 
that the other agent needs for activating its process; for example, agent A needs 
obs(f), but agent B does not generate expr(f), as is the case for (10, 1) and (10, 2). 
Another reason for impossibility of a combination is when such a combination would 
entail a circular mutual dependency. Cells of special interest show a full joint decision 
with emotional grounding and mutually acknowledged empathic understanding. Ex-
amples are cell (18,18) and cell (8,4).  
In the initiative matrix (Fig. 5), columns 5 to 8 show processes in which agent A 
initiates both the intention and the feeling. Some of the types of processes in column 8 
lead to a full joint decision to go for the option (marked by an O) for example the one 
depicted at (8, 17). This represents a process achieving a full joint decision where one 
person fully develops the decision to go for the option first and then persuades or 
contages the other person to go for the option too. The same applies to (17, 8) in 
which the initiative is from the other agent. In the processes depicted in (8, 4), (8, 11), 
(8, 12), (8, 15) and (8, 16) (and (4, 8), (11, 8), (12, 8), (15, 8) and (16, 8)) more over-
lap takes place between the development in one person and the contagion of the other 
person. In the red shaded area the type of processes are depicted where both agents 
initiate both the intention and the feeling. For (8, 8) these processes lead to a full joint 
decision to go for the option. As another example, representing a more complex inte-
raction, the cells (3, 14), (3,15), (4, 14) and (4, 15) depict processes where agent A 
initiates and expresses the intention which is observed by agent B, who in turn devel-
ops the intention as well, and based on that initiates and expresses the feeling which 
in turn is observed by agent A. For (4, 15) these processes lead to a full joint decision. 
A similar but opposite process can be found in (15, 4). This shows more types of 
processes leading to a full joint decision. 
6 Simulation Examples 
Various simulation experiments have been performed to generate examples of the 
different types of processes that have been identified. In this section some of them are 
discussed. As a first example, Fig. 6 (a) shows two agents A and B that reach full 
jointness illustrating cell (8,15) in the process-type matrices. In this scenario agent A 
is world-activated and first develops intention and subsequently develops feeling, 
both represented by their respective preparation states. Agent B is socially activated 
and follows agent A in first developing intention and then feeling. Both agents ex-
press intention and feeling and acknowledge the expressions from the other agent. As 
another example, Fig. 6 (b) shows an agent A with reduced observation capabilities. 
In this situation agent B still follows process-type 15, but agent A cannot fully  
observe the expressions from agent B and therefore does not generate acknowledge-
ments ack(i) and ack(f). 
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Fig. 6. Example simulations (a) Left hand side showing a full joint decision, illustrating cell (8, 
15), (b) right hand side showing no acknowledgements, illustrating cell (5, 15) 
Agent A follows process-type 5, the scenario illustrating matrix cell (5,15). In the 
example depicted in Fig. 7, agent B shows reduced mirroring capabilities for inten-
tion. Because of the reduced intention mirroring, feeling mirroring takes over and 
agent B first develops feeling, followed by developing intention. Agent B neither 
expresses intention nor acknowledges the intention expression from agent A. Because 
agent B does not express intention, agent A does not acknowledge intention. This 
scenario illustrates matrix cell (7,10). 
 
Fig. 7. Example simulation showing reduced mirroring, illustrating cell (7, 10) 
Table 1 provides an overview of the connections and their weights as used in the 
example simulation experiments discussed here. The world stimulus for agent A is 1.0 
and for B 0.6 in all scenarios. The context is 1.0 for both agents in all scenarios. All 
other settings are in accordance with the original social agent model. 
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Table 3. Overview of setting for the example simulations 
Connection Weight values 
From To Scenario 1 Scenario 2 Scenario 3 Agent A Agent B Agent A Agent B Agent A Agent B 
SR(B,a) PS(a) 1.00 0.60 1.00 0.60 1.00 0.35 
SR(B,b) PS(b) 1.00 0.50 1.00 0.50 1.00 0.50 
SR(B,a) OS(B,s,a,e) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(s) OS(B,s,a,e) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(s) OS(A,s,a,e) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(B,b) OS(B,e,b) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(e) OS(B,e,b) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(e) OS(A,e,b) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(b) PS(a) 1.00 0.80 1.00 0.80 1.00 0.80 
SR(b) OS(B,e,b) 1.00 0.70 1.00 0.70 1.00 0.70 
SR(b) OS(A,e,b) 1.00 0.70 1.00 0.70 1.00 0.70 
OS(B,s,a,e) EC(B,s,a,e) 1.00 0.90 1.00 0.90 1.00 0.90 
OS(B,e,b) EC(B,e,b) 1.00 0.80 1.00 0.80 1.00 0.80 
OS(A,s,a,e) ES(a) 1.00 0.90 1.00 0.90 1.00 0.90 
PS(a) ES(a) 1.00 0.90 1.00 0.90 1.00 0.90 
OS(A,e,b) ES(b) 1.00 0.90 1.00 0.90 1.00 0.90 
PS(b) ES(b) 1.00 0.90 1.00 0.90 1.00 0.90 
SS(B,a) SR(B,a) 1.00 1.00 0.50 1.00 1.00 1.00 
SS(B,b) SR(B,b) 1.00 1.00 0.32 1.00 1.00 1.00 
7 Discussion 
This paper presented a computational analysis of different types of processes to reach 
a common decision. A genuine joint decision does not only concern a choice for a 
common decision option, but also a good feeling about it, and mutually acknowledged 
empathic understanding. As a basis for the computational analysis a numerical com-
putational social agent model for joint decision making is used, adopted from [40]. 
This model was inspired by principles from neurological theories on mirror neurons, 
internal simulation, and emotion-related valuing. For the analysis, this model was 
abstracted to a qualitative form.  
The analysis provided on the one hand a systematic overview of the different pos-
sible outcomes of fully successful and less successful joint decision making proc-
esses, abstracting from the temporal dimension of the processes involved. On the 
other hand it provided a systematic overview of the possible types of processes lead-
ing to these outcomes. The different types of outcomes and processes may relate to 
specific cognitive and social neurological characteristics of the persons. For example, 
persons with a not well-functioning mirror system may experience difficulties both in 
reaching a common choice and affective and empathic states in a decision process; 
e.g., [23, 32, 35]. On the other hand, persons who have a not well-functioning system 
for emotion-related valuing turn out to experience often problems in decision making 
in general; e.g., [1, 8, 9, 10, 11, 31].  The computational analysis contributed in this 
paper may provide a basis to further explore such relationships in the context of joint 
decision making. From a wider perspective the presented model-based analysis of 
joint decision making may provide a basis for further work aiming at development of 
support for such decision making processes, for example, in the form of a mediation 
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assistant. Such an assistant may provide analyses and give advices in order to develop 
a joint decision, and take care that no escalating conflicts arise. This will be a direc-
tion of future research. 
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Abstract. In this paper an agent model for mediation in joint decision-
making processes is presented for establishing mutual empathic un-
derstanding. Elicitation of aﬀective states is an important criterion of
empathy. In unassisted joint decision-making it can be diﬃcult to recog-
nise whether empathic responses are the result of experiencing the other
individual’s aﬀective state, or whether these aﬀective states are at least
partly blended with own states that would also have developed in indi-
vidual decision-making. The mediator agent assists two individual social
agents in establishing and expressing empathy, as a means to develop
solidly grounded joint decisions.
Keywords: mediation, empathy, joint decision making.
1 Introduction
Reaching a solidly grounded joint decision is a complex process involving multi-
ple interacting individuals arriving at a common choice. The complexity of this
process encompasses the mutual tuning of individual intentions and emotions,
and the development of mutual empathic understanding between the interacting
individuals. Ultimately, empathic understanding can be acknowledged between
the interacting individuals by both verbal and nonverbal responses. One of the
criteria for empathy concerns the elicitation of an individual’s aﬀective state
upon observation or imagination of another individual’s aﬀective state (accord-
ing to, e.g., [4,11]). It is diﬃcult to establish the occurrence of mutual empathic
understanding during an unassisted joint decision making process: are the ver-
bal and nonverbal responses genuinely the result of experiencing the other in-
dividual’s aﬀective state, or the result of aﬀective states that would also have
developed in individual decision making? In [5] an analysis is made on the pos-
sible outcomes of joint decision processes. Based on this, this paper analyses,
models and simulates mediator assistance for establishing mutual empathic un-
derstanding. This paper contributes a model of a mediator agent that supports
in discerning between the development of genuine empathic understanding and
D. Hwang et al. (Eds.): ICCCI 2014, LNAI 8733, pp. 544–553, 2014.
c© Springer International Publishing Switzerland 2014
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situations with blended aﬀective states. The mediator assists in the joint deci-
sion making by introducing the asymmetry in the interaction that is necessary
to test for the elicitation criterion. In this way, the occurrence of true empathic
understanding can be established in a conscious fashion. Acknowledgement of
this form of understanding develops solidly grounded joint decisions.
2 Criteria of Empathy
In [12] the four criteria of empathy are summarized, as formulated in [4,11]:
1. Presence of an aﬀective state in a person
2. Isomorphism of the person’s own and the other person’s aﬀective state
3. Elicitation of the person’s aﬀective state upon observation or imagination of
the other person’s aﬀective state
4. Knowledge of the person that the other person’s aﬀective state is the source
of the person’s own aﬀective state
As described in [12], the social agent model models empathic responses for emo-
tions and action tendencies. In reaching a joint decision, these empathic re-
sponses may be used in establishing mutual empathic understanding.
Assuming true faithful nonverbal and verbal expression these empathic re-
sponses indeed indicate the presence of an aﬀective state, covering criterion 1.
Also, under the same assumption, comparing empathic responses between in-
teracting agents may indicate isomorphism of their respective emotional and
tendency states, thus covering criterion 2. Criteria 3 and 4 however cannot
be directly established by just looking at the empathic responses, but require
more insight in the way that these empathic responses (could have) come into
existence.
The elicitation criterion 3 actually means that one of the interacting agents
expresses emotional and/or tendency states, followed by development (and sub-
sequent expression) of the corresponding state(s) in the other agent. In other
words, in covering criterion 3, a diﬀerence should be made between scenarios
in which an agent develops emotional and/or tendency states independently of
other agents, and scenarios where an agent could have developed these same
states also strictly under the inﬂuence of other agents. In the latter case, the
elicitation criterion is satisﬁed. Criterion 4 requires conformance to criterion
3, and can further be established by observing verbal empathic responses for
emotional and tendency states.
To establish the inﬂuence of another agent, an agent should ignore the world
stimulus and completely focus on the other agent. In that situation all four
criteria can be tested for (nonverbal and verbal) empathic responses. For estab-
lishing mutual empathic understanding, this situation can be repeated for the
other agent.
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3 The Social Agent Model Used
In [12] a social agent model for joint decision making is presented addressing
the role of mutually acknowledged emphatic understanding in decision making.
This neurologically inspired cognitive agent model uses the following principles:
mirroring (see also [9]), internal simulation (see also [6]) and emotion-related-
valuing (see also [3]). Interacting social agents may develop mutual empathic
understanding (see also [4]), which may be shown (nonverbal) and acknowledged
(verbal). For further details, see [12].
4 The Extended Social Agent Model
This Section describes the adaptations to the social agent model to enable de-
tecting true empathy between two social agents, as summarized in Table 1.
The adaptations concern the introduction of the states ES(p) and WS(p), and
the introduction of an additional connection from the sensor state for context, to
the sensory representation state for the stimulus. The ES(p) state is an externally
observable execution state that maintains a high activation level when the social
agent, using body language, expresses any preparation activity. The WS(p) state
is a world state that is used by the mediator agent to communicate a pause in
which the social agents can reduce their preparation activity. This reduction is
realized by the connected SS(p) sensor state, that suppresses the social agents
sensory representation for feeling. The additional connection, from the sensor
state for context to the sensory representation for the stimulus, is necessary
to make the agent use information from the other agents for its activation of
preparation for action. In order to detect true empathy, the agent should not
develop the preparation for action purely on its own.
It should be noted that the sensory representation state for context remains
connected to the self-ownership states, as in the original social agent model.
Also, all other connections and parameters to states SR(s) and SR(b) remain
unchanged.
Table 1. Social agent model additions
From state Connection To state τ σ
SS(context) ω22c 1 SR(s) 1.5 20
PS(a) ω9a 1
ES(p) 0 20
PS(b) ω9b 1
WS(p) ω1W 1 SS(p) - -
SS(p) ω24b -1 SR(s) 0.7 4
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5 The Mediator Agent Model
For the mediator agent a dynamical systems perspective is adopted as advocated,
for example, in [1,10]. The quantitative aspects are modeled in a mathematical
manner as in [1,10,13]. This ﬁts in the domain of small continuous-time recurrent
neural networks as advocated by [2] and inspired by e.g., [7,8]; see also [13].
This Section describes the dynamical systems model for the mediator agent.
The mediator model supports multiple main (major) episodes with diﬀerent foci,
aimed at detecting the presence of true empathy between the two social agents A
and B. Between each two of these major episodes, a special (minor) pause episode
enables the agents to come to rest before starting the next major episode. For
each major episode, the mediator model goes trough the following pattern of
dependencies:
(1) All activation levels of states that may be relevant for ending a speciﬁc
episode are combined into a single belief on the progress of the episode. As de-
scribed earlier, the aim for episodes is the detection of true empathy between the
two social agents. As soon as empathy is acknowledged, the episode ends. In case
no empathy develops, the mediator uses a timeout for each episode. The timeout
is restarted after each pause, and dedicated triggers are developed for each sepa-
rate episode. For instance, in the mediator agent model (Fig. 1), relevant states
for ending an episode (X) are the communication on feeling and/or intention for
an agent Z, WS(Z,e,b) and WS(Z,s,a,e) respectively, and a belief on the timeout
trigger for this episode, belief(timeout(episode(X))). These states are combined
to form a belief state on the progress of the episode: belief(progress(episode(X))).
Also, the belief on the progress is safeguarded against reacting to communica-
tion on feeling and/or intention before entering the episode. In the model this is
realized by the state belief(monitoring(episode(X))), that suppresses the belief
on progress during the pre-episode timeframe.
(2) Each belief state on the progress of the episode uses an inhibiting con-
nection, which causes the end of its related episode. In the mediator agent
model (Fig. 1) the state belief(progress(episode(X))) suppresses the state de-
sire(episode(X)), for ending episode(X). The desire(episode(X)) state maintains
a high activation level as long as episode X has not yet been completed. To
realize this, desire(episode(X)) uses a positive feedback-loop (and a related
combination function) for balancing the inhibiting connection from state be-
lief(progress(episode(X))). This feedback-loop is necessary because otherwise
zero suppression (an inhibiting connection emanating from a state with a zero-
valued activation level) can have an unwanted downward eﬀect on a connected
state with a non-zero (positive) activation level.
(3) Each (major and minor) episode suppresses its directly subsequent (major
and minor) episode(s). For example, in a two-episode scenario, the ﬁrst episode
is represented in the mediator agent model (Fig. 1) by intention(episode(1)) and
the second episode by intention(episode(2)). In this case, intention(episode(2)),
is suppressed by inhibiting connections from the preceding major episode, in-
tention(episode(1)), and by the minor pause episode, intention(pause). As soon
as previous suppressions fall away and the second episode has not yet been
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completed, the intention(episode(2)) state achieves a high activation level
through the connection with its generator state desire(episode(2)).
(4) Each major episode determines the focus for either or both social agents.
The major episodes are represented in the model by states intention(episode(X)).
Ultimately, an active episode determines the focus for either or both social
agents. For example, the focus for the ﬁrst episode is agent A, the second episode
focuses on agent B, and a third episode on both agents A and B. In the ﬁrst
episode the mediator agent communicates this to agent A as a context with the
state with label EC(A,c). In the second episode the focus is communicated to
agent B through EC(B,c). The focus for the third episode is communicated by
high activation levels for both EC(A,c) and EC(B,c).
Fig. 1. Overview of the mediator agent model
As mentioned earlier, between each of the major episodes represented by in-
tention(episode(X)), a special (minor) pause episode enables the agents to come
to rest before starting the next major episode. This pause episode is indicated
in the model by intention(pause). It should be noted that the extended social
agent model, through body language, expresses any preparation activity by an
observable execution state ES(p). This ES(p) state maintains a high activation
level when the social agent internally prepares for an action or an emotion ex-
pression. The mediator agent observes the ES(p) states of social agents A and B
through world states WS(A,p) and WS(B,p) respectively. As both social agents
207
Modelling Mediator Assistance 549
Table 2. Instantiation of Mediator Agent model for three episodes
Episode (X) Focus (Y) Empathy (Z)
1 A B
2 B A
3 A, B -
Table 3. State properties used in the mediator agent model
Notation Description
WS(mediation request) world state for communication of a mediation request
WS(A, s, a, e) world state for communication by agent B of ownership for
agent A of action a with eﬀect e and stimulus s
WS(A, e, b) world state for communication by agent B of ownership for
agent A of emotion indicated by body state b and eﬀect e
WS(A, p) world state for body state of agent A expressing preparation
activity p
SS(W) sensor state for world state W
belief(progress(episode(X))) belief state for ending episode with sequence number X
belief(monitoring(episode(X))) belief state for suppression of belief on progress for episode X,
before episode with sequence number X occurs
belief(pre(episode(X))) belief state indicating the pre-episode timeframe for episode
with sequence number X
belief(timeout(episode(X))) belief state for timeout trigger for episode with sequence num-
ber X
belief(time left) belief state about the time left
belief(timer level) belief state about the limit level; time-left decreases until it
reaches the timer-level
desire(episode(X)) desire state for episode with sequence number X; maintains
a high activation level as long as episode X has not yet been
completed
desire(pause) desire state for pause episode
intention(episode(X)) intention state for episode with sequence number X
intention(pause) intention state for pause episode
EC(A, c) communication to agent A of context c with focus on agent A
EC(B, c) communication to agent B of context c with focus on agent B
EC(p) communication to agent A and B of pause episode
A and B should come to rest before starting a next (major) episode, these world
states are combined into a single state desire(pause). The desire(pause) state
maintains a high activation level as soon as either of the social agents indicates
any preparation activity, usually from the beginning of a major episode until
the agent comes to rest again. Each major episode intention(episode(X)) sup-
presses the pause episode, intention(pause); after these suppressions fall away,
intention(pause) takes over as long as its desire(pause) state maintains a high
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activation level. The mediator agent communicates pause episodes to the social
agents by a high activation level for EC(p).
The state properties used in the mediator agent model are summarized in
Table 3. The connections between state properties (the arrows in Fig. 1) have
weights, as indicated in Table 4.
Table 4. Overview of the connections, weights, and settings used for (initial activation)
level, threshold τ and steepness σ parameters in the mediator agent model.
From state Weight To state Level τ σ
- - WS(mediation request) 1 - -
WS(W) ω0W SS(W) 0 - -
belief(progress(episode(X))) ω11X
desire(episode(X)) 1 0.5 20
desire(episode(X)) ω12X
SS(A,p) ω21
desire(pause) 0 0 20
SS(B,p) ω22
SS(mediation request) ω31X
intention(episode(X)) 0 1.9 80
intention(episode(X’<X)) ω32X′X
intention(pause) ω33X
desire(episode(X)) ω34X
desire(pause) ω41
intention(pause) 0 0.1 20
intention(episode(X)) ω42X
SS(Z,s,a,e) ω51ZX
belief(progress(episode(X))) 0 0.5 20
SS(Z,e,b) ω52ZX
belief(monitoring(episode(X))) ω53X
belief(timeout(episode(X))) ω54X
intention(episode(X)) ω61X
belief(monitoring(episode(X))) 1 0.2 20
belief(pre(episode(X))) ω62X
belief(monitoring(episode(X))) ω63X belief(pre(episode(X))) 1 - -
intention(episode(X)) ω71X
belief(timeout(episode(X))) 0 0.3 10
belief(time left) ω72X
belief(timer level) ω73
belief(time left) 1 0.05 2intention(pause) ω74
belief(time left) ω75
intention(episode(X)) ω8XY EC(Y,c) 0 0.5 20
intention(pause) ω9 EC(p) 0 0.5 20
6 Agent Interaction
As discussed earlier, because of the elicitation criterion, empathy is in principle
an asymmetrical situation between two interacting individuals. In our conﬁgu-
ration, two social agents A and B represent these two interacting individuals.
In addition, a mediator agent introduces the asymmetry that is necessary for
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Fig. 2. Scenario 1: agent B depends on agent A; the mediator agent applies three
episodes, see also Table 2. In each graph the vertical axis shows activation level, the
horizontal axis shows time. Top: agent A, middle: agent B, bottom: mediator agent.
establishing empathy between these two social agents. The mediator agent in-
troduces episodes in which one of the social agents is established as the focus of
the interaction, and the other social agent is tested for communicating acknowl-
edgement of emotion and action tendency as part of an empathic response. For
establishing the concept of mutual empathic understanding, at least two of these
episodes are necessary. After these two asymmetrical episodes, a third episode
may re-establish symmetry for normal agent interaction. In order to create inde-
pendent episodes, the mediator may introduce short pauses in which the social
agents can come to rest by reducing their preparation activity.
The interactions between the agents, ﬂowing through body and world states,
comprise: (1) expression of feeling and intention, (2) verbal empathic responses
for ownership of feeling and intention, (3) expression of preparation activity for
feeling and/or intention, (4) verbal communication of episode focus, and (5)
verbal invitation for suppression of preparation activity.
7 Simulation Results
The mediator model supports multiple episodes. In order to establish true empa-
thy between two social agents, at least two independent episodes are necessary.
In each of these two episodes, one of the social agents is selected as being in fo-
cus, and the other agent is tested for developing true empathy with regard to the
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agent in focus. A third episode is added in which both agents are in focus simul-
taneously. In this third episode it is no longer possible to establish true empathy,
as both agents may be capable of developing intention and feeling without any
speciﬁc agent as focus, whereas they may or may not process inﬂuences of each
other during their development. The instantiation of the mediator agent model
for these three episodes is shown in Table 2 and Table 4. In the simulation, the
following weights from Table 4 have a value of -1: ω11X , ω12X , ω32XX , ω33X ,
ω42X , ω53X , ω61X , and ω72X . Weight ω71X has a value of 0.4 and ω73 has a value
of 0.05. All other weights have a value of 1.
The stimulus plays an important role in the development of intention and, in
relation to that, feeling. A low stimulus implies that an agent depends on the
other agent for action preparation and the associated emotional response and
feeling. In Scenario 1 (Fig. 2) the stimulus for agent A is high and for agent B
low. This means that agent B follows agent A in the development of intention
and feeling. In the ﬁrst episode, agent B develops and acknowledges full empathy.
As agent B is in focus for the second episode, its development is insuﬃcient to
express intention and/or feeling. Because of this, agent A does not develop any
intention or feeling.
8 Discussion
This paper presents a dynamical systems model for assisting social agents in
reaching a joint decision involving mutually acknowledged empathic understand-
ing. The model addresses the criteria of empathic understanding by introducing
episodes in which one of the social agents is selected as being in focus, and the
other agent is tested for developing genuine empathy. Acknowledged empathy,
expressing empathic understanding of how the other agent feels about a consid-
ered option, is an important factor in solidly grounded joint decisions (see also
[5,12]).
The main contribution of this model is that the mediator agent addresses all
of the four criteria as formulated in [4,11] for establishing empathy. This paper
takes the approach that in order to adhere to all four criteria for empathy it is not
suﬃcient to just register nonverbal and verbal expressions; the mediator agent
has to deﬁne a focus in order to gain insight in the way that these empathic
responses come into existence. The presented mediator model operationalizes
this focus by (verbally) creating a context in which one of the interacting agents
is able to ignore the world stimulus so that this agent can fully focus on the
other agent. The simulations show that the model does what it is conceived to
do, in that mutually acknowledged empathy can be established in accordance
with the four criteria.
The computational architecture as used in this paper does not mean that the
results are dependent on the speciﬁc design and implementation aspects for the
social agents. The mediator agent depends only on external aspects that are
assumed to exist in human interaction, such as the expression of intention and
emotion, and communication.
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The computational model contributed in this paper may provide a basis to
further explore the development of support for joint decision making processes,
for example in the form of a mediation assistant agent. Such an assistant may
provide analysis and give process advice in order to develop a joint decision,
and take care that no escalating conﬂicts arise. This will be a direction of future
research.
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Abstract. In this paper an agent model for mediation in joint decision-
making processes is presented addressing a disputant-oriented inter-
vention, specifically an education technique. By wielding an education
intervention, a mediator can induce a learning process in a disputant.
Through this learning process, the disputant may change orientation to-
wards a specific action option. In this way the mediator agent assists two
individual social agents in establishing and expressing empathic under-
standing, as a means to develop solidly grounded joint decisions.
Keywords: mediation, empathy, joint decision making.
1 Introduction
In many real world scenarios, human individuals jointly have to decide on action
options. In these decision processes social aspects, such as communication and
empathic understanding, play an important role. In conﬂict situations, when
reaching a joint decision becomes diﬃcult, the disputants may seek (often im-
partial) assistance from a human mediator (e.g., [12]). This paper is part of a
series on mediator support of joint decision processes. In [5], an analysis is made
on the possible outcomes of joint decision processes. Based on this, mediator
assistance for establishing mutual empathic understanding has been analyzed,
modeled and simulated in [6]. This paper extends the intervention repertoire of
the mediator with a disputant-oriented intervention, for example the education
technique as mentioned in [17]. The adopted aim of this intervention is to arrive
at the most stable outcome of such joint decision processes, where the involved
human individuals arrive at a common action option, with emotional grounding
for each individual, and mutually acknowledged empathic understanding be-
tween all individuals (e.g., [5], [15]). In this research the models and simulations
are constructed around two types of agents. Human individuals trying to reach
a joint decision are modeled as instances of the social agent model in accordance
with [15], with minor adaptations dependent on the context. The human in the
role of mediator is modeled in this paper as a mediator agent that is able to
educate one of the disputants in order to arrive at a stable joint decision.
C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 589–596, 2014.
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2 Hebbian Learning
Mediation literature is in general vague on determinants for applying speciﬁc
interventions (e.g., [17], [18]). Therefore, in this paper a scenario is adopted in
which the two disputants diﬀer in their response to an external trigger. The
education intervention in this paper is modeled as a mediator agent providing
so-called pseudo-experiences to one of the individual social agents in the joint
decision process. Through these pseudo experiences the social agent goes through
a Hebbian learning process [7]. The mediator’s aim for providing these pseudo-
experiences is to inﬂuence the social agent’s orientation towards a speciﬁc action
option in relation to a world stimulus. This orientation may concern the perceived
relevance of an action option in relation to a stimulus, as well as the internal
simulation of an action option as part of the emotional valuing process.
3 The Adapted Social Agent Model
In [15] a social agent model for joint decision making is presented addressing
the role of mutually acknowledged emphatic understanding in decision making.
This neurologically inspired cognitive agent model uses the following principles:
mirroring (see also [11]), internal simulation (see also [8]) and emotion-related-
valuing (see also [3]). Interacting social agents may develop mutual empathic
understanding (see also [4]), which may be shown (nonverbal) and acknowledged
(verbal). For further details, see [15].
This section describes the adaptations to the social agent model, to enable
learning processes induced by receiving pseudo-experiences from a mediator
agent. The mediator’s aim for providing these pseudo-experiences is to inﬂu-
ence the social agent’s orientation towards a speciﬁc action option in relation
to a world stimulus. This orientation may concern the perceived relevance of
an action option in relation to a stimulus, as well as the internal simulation of
an action option as part of the emotional valuing process. These two aspects of
an agent’s orientation relate to two connections in the social agent model: (1)
the connection between the sensory representation state for the stimulus SR(s)
and the action preparation state PS(a), and (2) the prediction link between the
action preparation state PS(a) and the eﬀect state SR(e). In order to support a
learning process, these two connections are modiﬁed to support Hebbian learn-
ing (cf. [7], [14]), with an initial connection strength of zero. In addition to these
modiﬁcations, the weight of the connection between SR(e) and PS(b) is lowered
slightly in order to properly focus on the emotion-related valuing process. The
adaptations are summarised in Table 1.
4 The Mediator Agent Model
For the mediator agent a dynamical systems perspective is adopted as advocated,
for example, in [1], [13]. The quantitative aspects are modeled in a mathematical
manner as in [1], [13], [16]. This ﬁts in the domain of small continuous-time
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Table 1. Social agent model modifications
From state Connection To state Hebbian learning
SR(s) ω31a 0.0 PS(a) X
PS(a) ω21e 0.0 SR(e) X
SR(e) ω31b 0.7 PS(b)
recurrent neural networks as advocated by [2] and inspired by e.g., [9], [10]; see
also [16].
This section describes the dynamical systems model for the mediator agent.
The mediator agent supports the expression and transfer of pseudo-experiences
to a social agent, in order to inﬂuence the social agent’s orientation towards a
speciﬁc action option in relation to a world stimulus. The pseudo-experiences are
expressed in terms of world states on the eﬀects of actions, and aim to induce
learning processes in the social agent. These learning processes can strengthen
the connection between the sensory representation state for the stimulus and
the action preparation state, as well as the prediction link between the action
preparation state and the eﬀect state (sensory representation of the eﬀect of the
action). The strength of these connections represent the relevance of an action
option in relation to a stimulus, and the internal simulation of an action option
as part of the valuing process respectively.
SS(mr)
BS(ei)
SS(a)
IS(pe)
BS(si)
IS(epe)
IS(pause)
DS(tc)
ES(pe)
Fig. 1. Overview of the mediator agent model
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In order to provide successive pseudo-experiences to other agents, the media-
tor agent model (Fig. 1) supports multiple cycles. The state properties used in
the mediator agent model are summarised in Table 2. In each of these cycles a
high activation level for state IS(pe) models the expression of a single pseudo-
experience, followed by a pause between successive expressions. The state DS(tc)
models the occurrence of a single transfer cycle by maintaining a high activation
level. Within such a transfer cycle three other states sequentially obtain a high
activation level, indicating the start of a single transfer (state IS(pe)), the end
of a single transfer (state IS(epe)) and a pause in the transfer (state IS(pause)).
In each cycle, a high activation level for state IS(pe) leads to a high activation
level in state ES(pe), thereby expressing the pseudo-experience. Subsequently, a
high activation level for state IS(epe) in turn suppresses state ES(pe), thereby
ending the single transfer. Finally, a high activation level for state IS(pause)
suppresses state DS(tc), indicating the end of a cycle. The states IS(pe), IS(epe)
and IS(pause) can obtain a high activation level when:
– state DS(tc) has a high activation level, and
– the preceding state (in the sequence IS(pe), IS(epe), IS(pause)) has a high
activation level, and
– suppression by state BS(si) is reduced.
State BS(si), in combination with state BS(ei), establishes a rhythm for both
starting cycles and the timing interval within a cycle (transfer of pseudo-
experience and pause). Both states BS(si) and BS(ei) depend on a high acti-
vation level of the mediation request sensor state SS(mr). Finally, state SS(a)
may indicate that the mediation process is completed, eﬀectively stopping the
transfer of pseudo-experiences.
The connections between state properties (the arrows in Fig. 1) have weights
as follows: the normal connections (solid arrows) have a weight of 1.0, and the
suppressing connections (dashed arrows) have a weight of -1.0.
5 Agent Interaction
As discussed above, the mediator agent provides the social agent with pseudo-
experiences. These pseudo-experiences are expressed in terms of world states
on the eﬀects of actions. For this reason a connection is established from the
ES(pe) state of the mediator agent, to the eﬀect state WS(e) of the social agent.
Feedback on the learning process is realised through a connection from the action
tendency state ES(a) of the social agent to the SS(a) state of the mediator agent.
The interactions between the agents, ﬂowing through body states and world
states, comprise: (1) expression of feeling and intention from agents A and B
to the other agents, (2) verbal empathic responses for ownership of feeling and
intention from agents A and B to the other agents, (3) communication of pseudo-
experiences from the mediator agent to agent A.
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Table 2. State properties used in the mediator agent model, and settings used for
(initial activation) level, threshold τ and steepness σ parameters in the mediator agent
model
Notation Description Level τ σ
SS(mr) sensor state for detecting a mediation request 1.0 - -
SS(a) sensor state for detecting an intention expression for action
option a by social agent
0.0 - -
BS(si) belief state on the start of a timing interval 1.0 1.0 10
BS(ei) belief state on the end of a timing interval 0.0 1.5 10
DS(tc) desire state for a single transfer cycle 0.0 0.5 10
IS(pe) intention state for the start of a single pseudo-experience 0.0 0.6 10
IS(epe) intention state for the end of a single pseudo-experience 0.0 1.6 32
IS(pause) intention state for the pause after transferring a single
pseudo-experience
0.0 1.6 20
ES(pe) execution state for expressing pseudo experience 0.0 0.5 10
6 Simulation Results
In this section the simulation results are presented for one of the scenarios
that have been explored. In this scenario the mediator agent provides pseudo-
experiences to a social agent. The social agent incorporates Hebbian learning
[e.g., 7, 14] for two connections: the connection between SR(s) and PS(a) and the
internal simulation connection between the preparation state for action option
a PS(a) and the predicted eﬀect state SR(e). The simulation uses the following
values for the Hebbian learning parameters: the learning rate is 0.03 and the ex-
tinction rate is 0.001. The settings used for the connection strength parameters
in the mediator agent model are as described in Section 4. The settings used for
the initial activation level, threshold and steepness parameters are provided in
Table 2. The simulation results are shown in Fig. 2.
In the simulation presented in Fig. 2, the mediator agent provides pseudo-
experiences to the social agent A. Initially, agent A does not express the tendency
for action option a, nor does it express any emotion felt towards this action
option nor does it develop its preparation states PS(a) and PS(b). Due to the
provided pseudo-experiences the strength of the social agent connections between
SR(s) and PS(a) and the connection between PS(a) and SR(e) increases. In
the simulation results these connection strengths are shown as black lines: the
lower black line shows the connection between PS(a) and SR(e), and the upper
black line shows the connection between SR(s) and PS(a). As a result of these
Hebbian learning processes, the social agent starts developing its preparation
states PS(a) and PS(b), and after time point 215 starts expressing its tendency
for action option a and its (positive) feeling towards action option a. Finally,
the expression of the tendency for action option a indicates to the mediator
that the process is completed, obviating the need for the transfer of additional
pseudo-experiences.
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Both agents may receive the world stimulus at diﬀerent levels. In this scenario,
agent A and agent B receive a world stimulus at level 1 and level 0.5 respec-
tively. The latter means that agent B is dependent on agent A for its activation of
preparation for action option a and the associated emotional response and feel-
ing. Therefore the activation levels for agent B stay low until they increase due
Fig. 2. Influencing social agent A’s orientation towards action option a
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to agent A, through mirroring, internal simulation and emotion-related valuing.
Ultimately, both agents acknowledge their mutual empathic understanding.
7 Discussion
In this paper a mediator model was presented for wielding a disputant-oriented
intervention in assisting social agents in reaching a joint decision involving mu-
tually acknowledged empathic understanding.
The mediator model presented in this paper does what it is conceived to do, in
that a realistic scenario from the domain of dispute resolution can be simulated.
In the presented scenario the mediator is able to change one of the disputant’s
orientation towards an action option, and subsequently the disputants may be
in the position to reach a joint decision with mutual empathic understanding.
Reaching a solidly grounded joint decision is an important factor in media-
tion as it may relate to the satisfaction of disputants with the mediation-result.
Moreover, in situations where the disputants are assumed to have an ongoing
relationship after mediation [18], the factor of empathic understanding may be
important.
Mediation is a large and multifaceted domain. Literature on mediator inter-
ventions and techniques is mainly descriptive, and sparse on determinants for
selecting an approach (e.g., [17], [18]). As mentioned in [18] it is diﬃcult, time
consuming and expensive to investigate ongoing mediations. For these reasons it
is problematic to obtain data on eﬀectiveness of mediation techniques, perhaps
also because of conﬁdentiality issues. Therefore validation with laboratory or
ﬁeld data for mediation processes falls outside the scope of this paper, and is
left for future work.
The computational architecture as used in this paper does not mean that the
results are dependent on the speciﬁc design and implementation aspects for the
social agents. The mediator agent depends only on external aspects that are
assumed to exist in human interaction, such as the expression of intention and
emotion, and communication.
The computational model contributed in this paper may provide a basis to
further explore the development of support for joint decision making processes,
for example in the form of a mediation assistant agent. Such an assistant may
provide analysis and give process advice in order to develop a joint decision,
and take care that no escalating conﬂicts arise. This will be a direction of future
research.
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Chapter	  12	  –	  Discussion	  	  
	  
12.1	  –	  Introduction	  
	  As	  explained	  in	  the	  Introduction	  (in	  the	  Section	  titled	  Exploration	  Roadmap),	  the	  roadmap	  for	  this	  thesis	  reflects	  the	  two	  research	  foci:	  ‘Software	  Agent’	  and	  ‘Human	  Aspects’.	  The	  research	  results	  for	  this	  thesis	  will	  be	  discussed	  separately	  for	  these	  foci;	  first	  for	  the	  focus	  Software	  Agent	  and	  subsequently	  for	  the	  focus	  Human	  Aspects.	  
	  
	  
12.2	  –	  Software	  Agent:	  Research	  Questions	  Q1.1	  and	  Q1.2	  (Chapter	  2	  of	  this	  thesis)	  	  In	  accordance	  with	  the	  annotated	  roadmap	  in	  Fig.7	  of	  Chapter	  1	  (Introduction)	  of	  this	  thesis,	  Chapter	  2	  covers	  research	  questions	  Q1.1	  and	  Q1.2.	  These	  research	  questions	  were	  formulated	  in	  Chapter	  1	  of	  this	  thesis	  as	  follows:	  	  	   Q1.1. Which	  modeling	  approach	  can	  provide	  models	  that	  can	  be	  related	  to	  biological	  mechanisms	  underlying	  mental	  processes?	  	  Q1.2. Which	  modeling	  approach	  can	  incorporate	  temporal	  aspects	  and	  dynamics	  of	  human	  mental	  processes	  in	  a	  suitable	  manner?	  	  	  The	  subsections	  below	  discuss	  the	  highlights	  of	  Chapter	  2	  in	  relation	  to	  research	  questions	  Q1.1	  and	  Q1.2:	  roadmap,	  context,	  (major)	  contribution(s),	  verification	  and	  related	  work.	  	  	  
Roadmap	  	  	  
	  
	  
	  
Context	  	  Chapter	  2	  focuses	  on	  the	  incorporation	  of	  a	  form	  of	  understanding	  of	  a	  human’s	  mental	  state	  and	  dynamics	  in	  agent-­‐based	  ambient	  intelligent	  applications	  aimed	  at	  assisting	  humans.	  This	  is	  in	  line	  with	  the	  research	  focus:	  ‘Software	  Agent’.	  	  	  
Contribution	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“A	  biologically	  grounded	  meta-­‐model	  for	  capturing	  knowledge	  on	  a	  human’s	  mental	  state	  and	  
dynamics,	  specifying	  the	  static	  and	  behavioural	  constructs	  that	  can	  be	  used	  in	  dynamical	  models	  ”	  	  In	  relation	  to	  the	  research	  question	  Q1.1	  and	  Q1.2,	  the	  main	  contribution	  of	  Chapter	  2	  is	  the	  development	  of	  an	  explicit	  meta-­‐model	  for	  capturing	  knowledge	  on	  a	  human’s	  mental	  state	  and	  dynamics.	  In	  Chapter	  2,	  this	  meta-­‐model	  is	  used	  for	  implementing	  an	  integrated	  modeling	  and	  simulation	  environment	  for	  dynamical	  systems,	  and	  a	  related	  modeling	  and	  simulation	  workflow.	  Obviously,	  the	  development	  of	  this	  environment	  itself	  falls	  outside	  of	  the	  scope	  of	  the	  research	  for	  this	  thesis,	  but	  is	  relevant	  nonetheless	  because	  it	  enables	  fast	  round-­‐trip	  engineering	  for	  qualitative	  modeling,	  mathematical	  formalization,	  approximation	  and	  simulation:	  the	  environment	  improves	  productivity	  and	  supports	  more	  complex	  models	  in	  an	  efficient	  way.	  An	  evolving	  prototype	  of	  this	  environment	  has	  been	  used	  for	  modeling	  and	  simulation	  throughout	  Part	  IV	  of	  this	  thesis.	  	  	  
Validation	  	  The	  meta-­‐model	  that	  is	  developed	  in	  Chapter	  2	  is	  fully	  grounded	  in	  scientific	  literature	  on	  capturing	  a	  human’s	  state	  and	  dynamics.	  Validation	  the	  resulting	  models	  and	  their	  subsequent	  publication	  in	  scientific	  papers	  (Part	  IV	  of	  this	  thesis)	  has	  indirectly	  validated	  the	  modeling	  and	  simulation	  environment.	  	  	  
Related	  Work	  	  As	  explained	  in	  [1],	  biological	  organisms	  (including	  the	  nervous	  system),	  when	  taken	  together	  with	  their	  environment,	  can	  be	  regarded	  as	  state-­‐determined	  dynamical	  systems.	  In	  [3]	  these	  dynamical	  systems	  are	  defined	  as	  sets	  of	  changing	  numerical	  aspects	  of	  the	  world,	  where	  each	  aspect	  in	  the	  set	  interacts	  with	  other	  aspects	  in	  the	  set	  and	  with	  nothing	  outside	  the	  set.	  For	  these	  dynamical	  systems,	  the	  update	  specification	  that	  defines	  how	  the	  system	  evolves	  over	  time	  determines	  the	  behavior	  of	  the	  system.	  In	  continuous-­‐time	  systems	  the	  update	  specifications	  take	  the	  form	  of	  a	  differential	  equation,	  see	  also	  [2,	  4].	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12.3	  –	  Software	  Agent:	  Research	  Question	  Q2.1	  (Chapter	  3	  of	  this	  thesis)	  	  In	  accordance	  with	  the	  annotated	  roadmap	  in	  Fig.7	  of	  Chapter	  1	  (Introduction)	  of	  this	  thesis,	  Chapter	  3	  covers	  research	  question	  Q2.1.	  This	  research	  question	  was	  formulated	  in	  Chapter	  1	  of	  this	  thesis	  as	  follows:	  	  
228
	  	  
	   Q2.1. How	  can	  models	  with	  knowledge	  on	  human	  mental	  processes	  be	  used	  in	  intelligent	  components,	  to	  draw	  conclusions	  for	  providing	  support?	  	  	  	  The	  subsections	  below	  discuss	  the	  highlights	  of	  Chapter	  3	  in	  relation	  to	  research	  question	  Q2.1:	  roadmap,	  context,	  (major)	  contribution(s),	  verification	  and	  related	  work.	  	  	  
Roadmap	  	  
	  
	  
	  
Context	  	  Chapter	  3	  focuses	  on	  agent-­‐based	  ambient	  intelligent	  applications	  aimed	  at	  assisting	  humans	  in	  critical	  or	  demanding	  tasks.	  This	  is	  in	  line	  with	  the	  two	  research	  foci:	  ‘Software	  Agent’	  and	  ‘Human	  Aspects’,	  in	  challenging	  circumstances.	  	  	  
Contribution	  	  
“Run-­‐time	  selection	  of	  situation-­‐specific	  observations,	  hypotheses	  and	  actions	  for	  efficient	  
reasoning	  patterns	  using	  dynamical	  models”	  	  In	  relation	  to	  the	  research	  question	  Q2.1,	  the	  main	  contribution	  of	  Chapter	  3	  is	  the	  use	  of	  domain-­‐	  and	  situation-­‐specific	  control	  parameters	  to	  provide	  a	  focus	  for	  obtaining	  efficient	  reasoning	  patterns	  when	  using	  dynamical	  models	  in	  reasoning	  methods.	  In	  this	  way	  the	  reasoning	  process	  of	  a	  personal	  assistant	  agent	  that	  utilizes	  user	  models	  for	  dedicated	  assistance	  can	  be	  tailored	  to	  the	  situation	  in	  which	  the	  human	  is	  functioning.	  	  	  
Verification	  	  For	  verification	  purposes,	  Chapter	  3	  illustrates	  a	  case	  study	  in	  which	  a	  software	  agent	  performs	  model-­‐based	  diagnosis,	  using	  both	  temporal	  backward	  model-­‐based	  abductive	  reasoning	  and	  temporal	  forward	  deductive	  model-­‐based	  reasoning.	  The	  diagnosis	  process	  is	  controlled	  based	  on	  situation-­‐specific	  characteristics,	  employing	  multi-­‐criteria	  selection	  for	  choosing	  observations,	  hypotheses	  and	  actions.	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  Work	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Within	  agent-­‐systems,	  several	  personal	  assistant	  agents	  that	  maintain	  and	  utilize	  user-­‐models	  have	  been	  proposed.	  In	  [1]	  a	  virtual	  secretary	  agent	  is	  shown	  that	  incorporates	  a	  user-­‐model	  to	  enable	  dedicated	  assistance.	  In	  contrast,	  the	  reasoning	  process	  as	  proposed	  in	  Chapter	  3	  uses	  explicit	  knowledge	  for	  the	  analysis	  of	  human	  functioning	  by	  tailoring	  it	  to	  the	  specific	  situation.	  The	  main	  process	  performed	  by	  the	  agent	  described	  in	  Chapter	  3	  is	  model-­‐based	  diagnosis	  [2],	  [4]:	  causes	  of	  malfunctioning	  are	  determined	  and	  remedies	  are	  proposed,	  using	  a	  model	  of	  system	  to	  be	  diagnosed.	  The	  reasoning	  patterns	  used	  in	  Chapter	  3	  are	  backward	  model-­‐based	  abductive	  reasoning	  [3]	  and	  forward	  deductive	  model-­‐based	  reasoning.	  
References	  [1] Bellika,	  J.G.,	  Hartvigsen,	  G.,	  and	  Widding,	  R.A.,	  The	  virtual	  library	  secretary:	  A	  usermodel-­‐based	  software	  agent.	  Personal	  and	  Ubiquitous	  Computing,	  vol.	  2,	  SpringerVerlag,	  1998,	  pp.	  162-­‐187.[2] Davis,	  R.	  Diagnostic	  reasoning	  based	  on	  structure	  and	  behavior,	  Artif	  Intell.	  24	  (1984),347-­‐410.[3] Josephson,	  J.R.	  and	  Josephson,	  S.G.	  (eds.)	  (1996),	  Abductive	  Inference:	  Computation,Philosophy,	  Technology.	  New	  York:	  Cambridge	  University	  Press.[4] Lucas,	  P	  .	  1997.	  Symbolic	  diagnosis	  and	  its	  formalisation.	  Knowl.	  Eng.	  Rev.	  12,	  109-­‐146.
12.4	  –	  Software	  Agent:	  Research	  Question	  Q2.2	  (Chapter	  4	  of	  this	  thesis)	  In	  accordance	  with	  the	  annotated	  roadmap	  in	  Fig.7	  of	  Chapter	  1	  (Introduction)	  of	  this	  thesis,	  Chapter	  4	  covers	  research	  question	  Q2.2.	  This	  research	  question	  was	  formulated	  in	  Chapter	  1	  of	  this	  thesis	  as	  follows:	  
Q2.2. How	  can	  these	  models	  and	  intelligent	  components	  be	  integrated	  into	  applications	  that	  provide	  support	  to	  humans?	  
The	  subsections	  below	  discuss	  the	  highlights	  of	  Chapter	  4	  in	  relation	  to	  research	  question	  Q2.2:	  roadmap,	  context,	  (major)	  contribution(s),	  verification	  and	  related	  work.	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  Chapter	  4	  focuses	  on	  agent-­‐based	  ambient	  intelligent	  applications	  aimed	  at	  assisting	  humans	  in	  critical	  or	  demanding	  tasks.	  This	  is	  in	  line	  with	  the	  two	  research	  foci:	  ‘Software	  Agent’	  and	  ‘Human	  Aspects’,	  in	  challenging	  circumstances.	  	  	  
Contribution	  	  
	  
“Run-­‐time	  selection	  of	  a	  domain-­‐specific	  dynamical	  model	  for	  effective	  personalized	  support”	  	  In	  relation	  to	  the	  research	  question	  Q2.2,	  the	  main	  contribution	  of	  Chapter	  4	  is	  a	  generic	  design	  for	  a	  multi-­‐agent	  system	  architecture	  including	  personal	  assistant	  agents.	  This	  generic	  design	  addresses	  the	  variation	  in	  measurable	  states	  of	  the	  world	  and	  the	  human,	  the	  dynamics	  of	  a	  human’s	  state	  over	  time	  and	  the	  intervention	  possibilities	  which	  all	  may	  vary	  per	  domain.	  The	  design	  assumes	  the	  availability	  of	  a	  larger	  set	  of	  models	  from	  which	  an	  appropriate	  instance	  can	  be	  selected	  depending	  on	  the	  circumstances.	  The	  personal	  assistant	  agent	  proposed	  in	  chapter	  4	  allows	  for	  self-­‐configuration	  by	  loading	  domain	  specific	  models	  and	  thus	  specializing	  its	  own	  functionality	  for	  the	  execution	  of	  tasks	  in	  particular	  domains.	  As	  only	  those	  models	  that	  are	  actually	  needed	  for	  the	  situation	  are	  processed,	  the	  proposed	  self-­‐maintaining	  personal	  assistant	  agent	  has	  an	  advantage	  of	  being	  relatively	  lightweight.	  	  	  
Verification	  	  In	  line	  with	  TRL3,	  the	  essential	  principles	  for	  the	  generic	  multi-­‐agent	  system	  architecture	  incorporating	  self-­‐configuration	  are	  explained	  in	  Chapter	  4.	  These	  generic	  aspects	  allow	  for	  highly	  personalized	  support;	  Chapter	  4	  reports	  a	  user	  study	  illustrating	  the	  potential	  effectiveness	  of	  such	  highly	  personalized	  support	  for	  a	  human	  during	  the	  execution	  of	  a	  demanding	  task.	  	  	  
Related	  Work	  	  In	  literature,	  a	  variety	  of	  intelligent	  personal	  assistants	  have	  been	  proposed	  to	  support	  humans	  during	  the	  execution	  of	  tasks	  (e.g.,	  [1,	  2]).	  Such	  personal	  assistants	  usually	  include	  models	  that	  represent	  the	  state	  of	  the	  human	  and	  his	  or	  her	  tasks	  at	  particular	  time	  points,	  which	  can	  be	  utilized	  to	  determine	  when	  intervention	  is	  needed.	  An	  example	  of	  such	  a	  model	  addresses	  the	  cognitive	  load	  of	  the	  human	  (e.g.,	  [3]).	  Models	  differ	  in	  the	  considered	  aspects	  of	  human	  behaviour	  and	  of	  the	  execution	  of	  tasks.	  Thus,	  depending	  on	  the	  model	  type,	  a	  specific	  personal	  assistant	  may	  react	  only	  to	  particular	  events	  and	  states	  of	  the	  environment,	  in	  which	  a	  human	  performs	  his	  or	  her	  tasks.	  Hence,	  to	  provide	  a	  more	  proper	  form	  of	  assistance	  the	  availability	  of	  a	  larger	  set	  of	  models	  from	  which	  an	  appropriate	  instance	  can	  be	  chosen	  depending	  on	  circumstances	  may	  be	  essential.	  This	  would	  also	  address	  better	  the	  variation	  in	  measurable	  states	  of	  the	  world	  and	  the	  human,	  the	  dynamics	  of	  a	  human’s	  states	  over	  time	  and	  the	  intervention	  possibilities	  which	  all	  may	  vary	  per	  domain.	  In	  contrast	  with	  the	  approach	  proposed	  in	  Chapter	  4,	  the	  existing	  models	  for	  personal	  assistants	  focus	  on	  a	  certain	  domain	  and	  hence	  are	  not	  generic.	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12.5	  –	  Human	  Aspects:	  Research	  Question	  Q3.1	  (Chapters	  3	  and	  4	  of	  this	  thesis)	  In	  accordance	  with	  the	  annotated	  roadmap	  in	  Fig.7	  of	  Chapter	  1	  (Introduction)	  of	  this	  thesis,	  Chapters	  3	  and	  4	  cover	  research	  question	  Q3.1.	  This	  research	  question	  was	  formulated	  in	  Chapter	  1	  of	  this	  thesis	  as	  follows:	  
Q3.1 How	  can	  a	  model	  capture	  human	  individual	  task-­‐related	  cognitive	  workload	  and	  exhaustion,	  and	  how	  can	  such	  a	  model	  contribute	  to	  performance	  quality	  in	  task-­‐related	  decision-­‐making?	  
The	  subsections	  below	  discuss	  the	  highlights	  of	  Chapters	  3	  and	  4	  in	  relation	  to	  research	  question	  Q3.1:	  roadmap,	  context,	  (major)	  contribution(s),	  verification	  and	  related	  work.	  
Roadmap	  
Context	  Chapters	  3	  and	  4	  focus	  on	  agent-­‐based	  ambient	  intelligent	  applications	  aimed	  at	  assisting	  humans	  in	  critical	  or	  demanding	  tasks.	  This	  is	  in	  line	  with	  the	  two	  research	  foci:	  ‘Software	  Agent’	  and	  ‘Human	  Aspects’,	  in	  challenging	  circumstances.	  
Contribution	  
“Balancing	  cognitive	  workload	  using	  a	  human-­‐like	  dynamical	  model,	  for	  increased	  performance	  in	  
task-­‐related	  human	  decision-­‐making”	  In	  relation	  to	  the	  research	  question	  Q3.1,	  the	  Chapters	  3	  and	  4	  together	  present	  a	  personal	  assistant	  agent	  that	  provides	  adaptive	  automated	  personalized	  assistance	  to	  a	  human	  individual.	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The	  personal	  assistance	  agent	  takes	  into	  account	  task,	  environment	  and	  human	  states	  and	  individual	  characteristics.	  The	  agent	  constantly	  monitors	  the	  task	  execution	  and	  wellbeing	  of	  the	  human	  via	  non-­‐intrusive	  sensors,	  predicts	  future	  performance	  using	  observations	  and	  a	  dynamical	  model	  for	  the	  human’s	  cognitive	  work	  pressure	  and	  exhaustion,	  and	  intervenes	  when	  a	  problem	  is	  detected.	  Combining	  information	  about	  observations	  of	  human	  behavior	  with	  dynamic	  specifications	  of	  internal	  processes	  as	  proposed	  in	  Chapter	  4	  provides	  a	  strong	  basis	  for	  prediction.	  A	  user	  study	  shows	  how	  adaptive	  automated	  support	  can	  balance	  the	  human	  individual’s	  cognitive	  workload	  in	  order	  to	  achieve	  increased	  attention	  and	  situational	  awareness,	  thereby	  contributing	  to	  increased	  performance	  in	  task-­‐related	  decision-­‐making.	  	  	  
Verification	  	  Chapter	  4	  reports	  a	  user	  study	  in	  which	  the	  ambient	  agent	  system	  functions	  as	  a	  personal	  assistant	  for	  a	  human	  individual.	  This	  human	  individual	  is	  given	  a	  complex	  task	  in	  a	  simulation-­‐based	  training	  environment.	  The	  user	  study	  shows	  increased	  task	  performance	  and	  an	  enhanced	  feeling	  of	  control	  of	  the	  situation.	  	  	  
Related	  Work	  	  Human	  performance	  can	  degrade	  over	  time	  when	  demanding	  tasks	  are	  being	  performed	  [1].	  However,	  high	  effectiveness	  and	  efficiency	  levels	  are	  of	  particular	  importance	  for	  critical	  tasks.	  In	  such	  cases,	  automated	  assistance	  to	  support	  humans	  in	  task	  execution	  is	  required.	  When	  performing	  a	  task,	  especially	  in	  highly	  demanding	  circumstances,	  human	  performance	  can	  be	  degraded	  due	  to	  increased	  cognitive	  workload.	  A	  possible	  negative	  effect	  of	  high	  cognitive	  workload	  is	  that	  it	  leads	  to	  a	  reduction	  in	  attention	  and	  situation	  awareness	  [4].	  Situation	  awareness	  refers	  to	  the	  picture	  that	  people	  have	  of	  the	  environment	  (e.g.,	  [5]).	  In	  case	  of	  low	  situation	  awareness	  this	  picture	  is	  wrong,	  which	  will	  often	  lead	  to	  wrong	  decision-­‐making	  (e.g.,	  [6]).	  The	  model	  used	  in	  the	  user	  study	  of	  Chapter	  4	  is	  a	  dynamic	  model	  about	  work	  pressure	  to	  detect	  problems	  in	  human	  functioning	  [2],	  which	  has	  strong	  support	  from	  psychology	  (e.g.,	  [3]).	  This	  model	  is	  based	  on	  a	  cognitive	  energetic	  framework	  and	  a	  critical	  power	  level	  and	  takes	  into	  account	  external	  factors	  and	  personal	  factors.	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12.6	  –	  Human	  Aspects:	  Research	  Question	  Q3.2	  (Chapter	  5	  of	  this	  thesis)	  	  In	  accordance	  with	  the	  annotated	  roadmap	  in	  Fig.7	  of	  Chapter	  1	  (Introduction)	  of	  this	  thesis,	  Chapter	  5	  covers	  research	  question	  Q3.2.	  This	  research	  question	  was	  formulated	  in	  Chapter	  1	  of	  this	  thesis	  as	  follows:	  	  	   Q3.2 How	  can	  a	  model	  capture	  human	  individual	  task-­‐related	  behavioral	  indicators	  for	  development-­‐level,	  and	  how	  can	  such	  a	  model	  contribute	  to	  determine	  an	  effective	  level	  of	  involvement	  in	  task-­‐related	  decision-­‐making?	  	  	  The	  subsections	  below	  discuss	  the	  highlights	  of	  Chapter	  5	  in	  relation	  to	  research	  question	  Q3.2:	  roadmap,	  context,	  (major)	  contribution(s),	  verification	  and	  related	  work.	  	  	  
Roadmap	  	  
	  
	  
	  
Context	  	  Chapter	  5	  focuses	  on	  agent-­‐based	  support	  model	  for	  group	  development	  and	  leadership.	  This	  is	  in	  line	  with	  the	  research	  focus:	  ‘Human	  Aspects’.	  	  	  
Contribution	  	  
	  
“A	  human-­‐aware	  dynamical	  model	  using	  externally	  observable	  behavioral	  indicators	  to	  determine	  
the	  most	  effective	  level	  of	  involvement	  in	  situation-­‐specific,	  task-­‐related	  decision-­‐making”	  	  In	  relation	  to	  the	  research	  question	  Q3.2,	  the	  main	  contribution	  of	  Chapter	  5	  is	  a	  dynamical	  model	  of	  situational	  leadership,	  focused	  on	  externally	  observable	  human	  behavioral	  indicators	  (body	  language,	  task	  performance	  and	  communication)	  in	  relation	  to	  task	  execution.	  The	  leader's	  assessment	  of	  the	  group	  member's	  development	  level	  determines	  the	  most	  effective	  level	  of	  involvement	  in	  situation-­‐specific,	  task-­‐related	  decision-­‐making.	  The	  proposed	  model	  is	  the	  first	  available	  formal	  model	  of	  (situational)	  leadership.	  Using	  this	  model,	  an	  ambient	  agent	  can	  estimate	  the	  development	  of	  a	  group	  member	  and	  match	  this	  with	  the	  correct	  leadership	  style.	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Verification	  The	  proposed	  model	  is	  based	  on	  the	  referenced	  Situational	  Leadership	  Theory,	  which	  itself	  has	  been	  validated	  empirically.	  
Related	  Work	  Leadership	  can	  be	  defined	  as	  the	  process	  of	  influencing	  activities	  of	  an	  individual	  or	  a	  group	  towards	  goal	  achievement	  in	  a	  given	  situation	  [1,	  p.	  86].	  Some	  models	  in	  literature	  focus	  on	  the	  traits	  of	  the	  leader	  and	  followers	  [2],	  others	  on	  their	  attitudes	  and	  even	  other	  models	  on	  the	  situational	  context	  or	  organizational	  dynamics.	  Examples	  of	  the	  attitudinal	  approaches	  to	  leadership	  are	  the	  studies	  in	  [3],	  [4].	  Chapter	  5	  introduces	  a	  support	  model	  which	  is	  based	  on	  the	  situational	  leadership	  model	  of	  Hersey	  and	  Blanchard	  [1,	  p.171-­‐	  204].	  Their	  (informal)	  model	  differs	  from	  most	  other	  leadership	  models	  in	  that	  they	  added	  a	  third	  dimension	  to	  leadership	  behaviour:	  the	  effectiveness	  dimension.	  The	  other	  two	  dimensions	  of	  leadership	  behaviour	  are	  the	  task-­‐oriented	  and	  relationship	  oriented	  behaviours	  taken	  from	  [3],	  [4].	  With	  the	  integration	  of	  the	  third	  dimension,	  it	  is	  now	  possible	  to	  predict	  the	  effectiveness	  of	  the	  different	  leadership	  styles	  in	  the	  specific	  situational	  context	  or	  situational	  demands.	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12.7	  –	  Human	  Aspects:	  Research	  Question	  Q3.3	  (Chapters	  6,	  7	  and	  8	  of	  this	  thesis)	  In	  accordance	  with	  the	  annotated	  roadmap	  in	  Fig.7	  of	  Chapter	  1	  (Introduction)	  of	  this	  thesis,	  Chapters	  6,	  7	  and	  8	  cover	  research	  question	  Q3.3.	  This	  research	  question	  was	  formulated	  in	  Chapter	  1	  of	  this	  thesis	  as	  follows:	  
Q3.3 How	  can	  a	  model	  capture	  human	  emotion	  contagion	  processes,	  and	  how	  can	  such	  a	  model	  contribute	  to	  influence	  the	  impact	  of	  individual	  emotions	  on	  collective	  decision-­‐making?	  
The	  subsections	  below	  discuss	  the	  highlights	  of	  Chapters	  6,	  7	  and	  8	  in	  relation	  to	  research	  question	  Q3.3:	  roadmap,	  context,	  (major)	  contribution(s),	  verification	  and	  related	  work.	  
Roadmap	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Context	  	  Chapters	  6,	  7	  and	  8	  focus	  on	  the	  modeling	  of	  human	  emotion	  contagion	  processes;	  this	  is	  in	  line	  with	  the	  research	  focus:	  ‘Human	  Aspects’.	  	  	  
Contribution	  	  
	  
“A	  human-­‐like	  dynamical	  model	  for	  social	  emotion	  contagion	  and	  a	  human-­‐aware	  computational	  
model	  to	  monitor	  and	  predict	  the	  emotional	  dynamics	  within	  a	  group	  of	  human	  individuals	  and	  to	  
propose	  support	  actions	  to	  a	  group	  leader”	  	  In	  Chapters	  6,	  7	  and	  8	  a	  computational	  model	  is	  developed	  that	  formalizes	  and	  simulates	  emotion	  contagion	  processes	  within	  groups,	  which	  may	  involve	  absorption	  and	  amplification	  of	  emotions	  of	  others.	  In	  Chapter	  6	  it	  is	  shown	  that	  this	  model	  can	  be	  integrated	  in	  a	  computational	  ambient	  agent	  model	  to	  support	  group	  leaders.	  The	  ambient	  agent	  predicts	  and	  analyzes	  the	  group’s	  emotional	  level	  for	  present	  and	  future	  time	  points.	  In	  case	  a	  group’s	  emotional	  level	  is	  found	  (to	  become)	  deficient	  compared	  to	  a	  certain	  norm,	  the	  ambient	  agent	  proposes	  the	  group	  leader	  to	  take	  some	  measures	  to	  regulate	  emotion	  levels.	  	  	  	  
Verification	  	  The	  obtained	  human-­‐like	  computational	  model	  is	  analyzed	  both	  by	  mathematical	  analysis	  (Chapter	  7)	  and	  explorative	  simulation	  (Chapter	  8).	  The	  developed	  computational	  model	  is	  able	  to	  produce	  various	  interesting	  emerging	  patterns	  as	  described	  (informally)	  in	  the	  psychological	  literature,	  including	  upward	  and	  downward	  spirals	  discussed	  in	  [4].	  This	  is	  regarded	  as	  an	  important	  indication	  that	  the	  model	  behaves	  as	  expected.	  The	  mathematical	  analysis	  in	  Chapter	  7	  guarantees	  internal	  validity	  of	  the	  computational	  model.	  	  	  
Related	  Work	  	  Many	  definitions	  of	  emotions	  exist	  today.	  In	  Chapter	  6	  emotions	  are	  defined	  as	  being	  intense	  and	  short-­‐lived	  and	  focused	  on	  a	  specific	  target	  or	  cause	  [6].	  Emotions	  can	  sometimes	  transfer	  into	  moods,	  which	  are	  global	  (positive)	  feelings	  that	  can	  last	  a	  few	  moments	  up	  to	  a	  few	  weeks.	  Emotion	  contagion	  has	  found	  a	  biological	  foundation	  in	  recent	  neurological	  findings	  on	  the	  mirroring	  function	  of	  certain	  neurons	  (e.g.,	  [7],	  [8]).	  Mirror	  neurons	  are	  neurons	  that,	  in	  the	  context	  of	  the	  neural	  circuits	  in	  which	  they	  are	  embedded,	  show	  both	  a	  function	  to	  prepare	  for	  certain	  actions	  or	  bodily	  changes	  and	  a	  function	  to	  mirror	  states	  of	  other	  persons.	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Most	  existing	  computational	  models	  of	  emotional	  processes	  represent	  emotion	  as	  a	  process	  or	  state	  that	  depends	  on	  observed	  stimuli	  by	  a	  single	  agent;	  e.g.,	  [9].	  These	  models	  of	  emotion	  differ	  from	  the	  model	  proposed	  in	  Chapter	  6,	  in	  that	  the	  focus	  in	  these	  models	  lies	  more	  on	  individual	  emotions,	  not	  on	  collective	  emotion.	  Recently	  researchers	  have	  started	  to	  investigate	  emotions	  in	  a	  social	  context	  more	  extensively.	  For	  the	  work	  reported	  in	  Chapter	  6,	  more	  specific	  work	  on	  emotion	  contagion	  spirals	  was	  taken	  as	  a	  point	  of	  departure;	  cf.	  [3],	  [4],	  [5].	  According	  to	  Barsade	  [1,2],	  emotion	  contagion	  may	  have	  direct	  significance	  for	  social,	  political	  and	  economic	  behavior.	  She	  states:	  “if	  people	  ‘catch’	  each	  other’s	  emotions,	  then	  this	  can	  influence	  their	  decisions	  accordingly”.	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12.8	  –	  Human	  Aspects:	  Research	  Question	  Q3.4	  (Chapters	  9,	  10	  and	  11	  of	  this	  thesis)	  	  In	  accordance	  with	  the	  annotated	  roadmap	  in	  Fig.7	  of	  Chapter	  1	  (Introduction)	  of	  this	  thesis,	  Chapters	  9,	  10	  and	  11	  cover	  research	  question	  Q3.4.	  This	  research	  question	  was	  formulated	  in	  Chapter	  1	  of	  this	  thesis	  as	  follows:	  	  	   Q3.4 How	  can	  a	  model	  capture	  human	  joint	  decision-­‐making	  processes,	  and	  how	  can	  such	  a	  model	  contribute	  to	  providing	  support	  for	  reaching	  solid	  joint	  decisions	  with	  mutually	  acknowledged	  empathic	  understanding?	  	  	  The	  subsections	  below	  discuss	  the	  highlights	  of	  Chapters	  9,	  10	  and	  11	  in	  relation	  to	  research	  question	  Q3.4:	  roadmap,	  context,	  (major)	  contribution(s),	  verification	  and	  related	  work.	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Context	  Chapters	  9,	  10	  and	  11	  focus	  on	  the	  modeling	  of	  human	  joint	  decision-­‐making	  processes,	  and	  how	  a	  mediator	  agent	  can	  support	  solidly	  grounded	  joint	  decisions	  with	  special	  attention	  to	  reaching	  mutually	  acknowledged	  empathic	  understanding.	  This	  is	  in	  line	  with	  the	  research	  focus:	  ‘Human	  Aspects’.	  
Contribution	  
“A	  human-­‐aware	  dynamical	  model	  that	  supports	  human-­‐like	  dynamical	  models	  to	  reach	  joint	  
decisions	  with	  empathic	  understanding”	  During	  the	  computational	  analysis	  of	  joint	  decision-­‐making	  processes	  (Chapter	  9)	  it	  became	  apparent	  that	  the	  reaching	  of	  empathic	  understanding	  is	  a	  complex	  processes	  that	  under	  normal	  circumstances	  cannot	  be	  detected	  by	  just	  looking	  at	  the	  presence	  of	  externally	  observable	  empathic	  responses.	  Chapter	  10	  discusses	  the	  relationship	  between	  the	  externally	  observable	  empathic	  responses	  and	  the	  internal	  process	  within	  participants,	  and	  proposes	  a	  mediator	  role	  for	  applying	  a	  context	  that	  facilitates	  drawing	  conclusions	  on	  the	  internal	  process	  in	  combination	  with	  the	  externally	  observable	  empathic	  responses.	  The	  domain	  of	  mediation	  (or:	  Alternative	  Dispute	  Resolution,	  ADR)	  is	  a	  natural	  domain	  for	  the	  subject	  matter	  of	  supporting	  joint	  decision-­‐making	  because	  here	  the	  ambitions	  of	  ambient	  intelligence	  support	  are	  similar	  to	  those	  of	  the	  human	  mediator	  role.	  Staying	  within	  the	  mediation	  domain,	  Chapter	  11	  completes	  coverage	  of	  the	  meta-­‐model	  of	  Chapter	  2	  by	  introducing	  a	  learning	  processes	  in	  which	  the	  mediator	  agent	  applies	  pseudo-­‐experiences	  in	  order	  to	  change	  a	  participants	  orientation	  towards	  a	  specific	  action	  option	  in	  relation	  to	  a	  world	  stimulus.	  
Verification	  Chapter	  9	  provides	  an	  extensive	  computational	  analysis	  of	  joint	  decision-­‐making	  processes	  with	  special	  attention	  to	  the	  integration	  of	  the	  cognitive	  and	  the	  affective	  domain.	  To	  further	  support	  the	  computational	  analysis,	  Chapter	  9	  illustrates	  several	  outcomes	  of	  the	  computational	  analysis.	  The	  conclusions	  of	  Chapters	  10	  and	  11	  are	  also	  verified	  using	  simulations.	  Together,	  the	  simulations	  performed	  in	  Chapters	  9,	  10	  and	  11	  completely	  cover	  the	  meta-­‐model	  that	  was	  proposed	  in	  Chapter	  2,	  thereby	  indirectly	  verifying	  the	  meta-­‐model	  itself.	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In	  [8]	  a	  social	  agent	  model	  for	  joint	  decision	  making	  is	  presented,	  addressing	  the	  role	  of	  mutually	  acknowledged	  emphatic	  understanding	  in	  decision	  making.	  This	  neurologically	  inspired	  cognitive	  agent	  model	  uses	  the	  following	  principles:	  mirroring	  (e.g.,	  [5]),	  internal	  simulation	  (e.g.,	  [4])	  and	  emotion-­‐related	  valuing	  (e.g.,	  [1]).	  In	  this	  model,	  interacting	  social	  agents	  may	  develop	  mutual	  empathic	  understanding	  as	  defined	  in	  [2,	  7]).	  In	  Chapter	  9	  this	  model	  is	  used	  as	  a	  point	  of	  departure	  to	  computationally	  analyze	  the	  different	  types	  of	  joint	  decision-­‐making	  processes	  that	  may	  occur.	  	  In	  real	  world	  conflict	  situations,	  when	  reaching	  a	  joint	  decision	  becomes	  difficult,	  human	  disputants	  may	  seek	  (often	  impartial)	  assistance	  from	  a	  human	  mediator	  (e.g.,	  [6]).	  Mediation	  is	  a	  large	  and	  multifaceted	  domain.	  Literature	  on	  mediator	  interventions	  and	  techniques	  is	  mainly	  descriptive,	  and	  sparse	  on	  determinants	  for	  selecting	  an	  approach	  (e.g.,	  [9],	  [10]).	  As	  mentioned	  in	  [10]	  it	  is	  difficult,	  time	  consuming	  and	  expensive	  to	  investigate	  ongoing	  mediations.	  As	  a	  first	  step	  into	  exploring	  the	  potential	  for	  formalizing	  mediator	  support	  in	  joint	  decision-­‐making	  processes,	  Chapter	  10	  and	  11	  introduce	  dynamical	  models	  for	  mediator	  agent	  support	  actions.	  Based	  on	  the	  analysis	  in	  Chapter	  9,	  Chapter	  10	  introduces	  a	  mediator	  agent	  to	  address	  all	  of	  the	  four	  criteria	  for	  establishing	  empathy,	  as	  formulated	  in	  [2,	  7].	  Chapter	  11	  presents	  a	  mediator	  model	  for	  wielding	  a	  disputant-­‐oriented	  intervention	  [9]	  in	  assisting	  social	  agents	  in	  reaching	  a	  joint	  decision	  involving	  mutually	  acknowledged	  empathic	  understanding	  (see	  also	  [2,	  7]).	  The	  adopted	  aim	  of	  this	  intervention	  is	  to	  influence	  a	  social	  agent’s	  orientation	  towards	  a	  specific	  action	  option	  in	  relation	  to	  a	  world	  stimulus	  through	  a	  Hebbian	  learning	  process	  [3],	  in	  order	  to	  reach	  empathic	  understanding	  between	  participants	  in	  a	  joint	  decision-­‐making	  process.	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12.9	  –	  Conclusion	  This	  thesis	  is	  an	  exploration	  into	  analysis	  and	  support	  for	  individual	  and	  social	  agent	  processes.	  In	  the	  introduction	  of	  this	  thesis	  a	  roadmap	  was	  developed	  in	  order	  to	  provide	  some	  guidance	  and	  to	  be	  able	  to	  measure	  progress	  during	  this	  journey.	  The	  main	  question	  for	  this	  conclusion	  is	  whether	  the	  journey	  has	  come	  to	  an	  end.	  Of	  course,	  in	  several	  ways	  it	  has	  not,	  but	  in	  a	  certain	  way	  it	  has.	  The	  journey	  has	  not	  yet	  come	  to	  an	  end	  because	  there	  is	  a	  multitude	  of	  alternative	  approaches	  that	  could	  be	  explored,	  and	  many	  chapters	  in	  this	  thesis	  mention	  future	  work.	  But,	  on	  the	  other	  hand,	  considering	  the	  explorative	  character	  and	  the	  ground	  that	  is	  covered,	  and	  taking	  into	  account	  the	  basic	  assumptions	  and	  scoping	  for	  this	  thesis	  as	  defined	  in	  the	  
introduction,	  all	  landmarks	  on	  the	  roadmap	  have	  been	  visited;	  an	  answer	  is	  provided	  to	  each	  of	  the	  research	  questions	  that	  were	  identified	  in	  the	  introduction,	  in	  the	  form	  of	  a	  substantial	  contribution.	  Chapter	  2	  defines	  a	  meta-­‐model	  for	  capturing	  human	  mental	  states	  and	  dynamics	  integrated	  with	  real-­‐world	  interaction	  processes.	  From	  a	  human	  perspective,	  this	  meta-­‐model	  is	  fully	  covered	  by	  the	  models	  described	  and	  verified	  in	  Chapters	  3-­‐11,	  with	  a	  mixture	  of	  human-­‐like	  and	  human-­‐aware	  dynamical	  models.	  From	  a	  more	  technical	  perspective,	  Chapters	  3	  and	  4	  specifically	  show	  how	  models	  that	  adhere	  to	  this	  meta-­‐model	  can	  be	  used	  and	  integrated	  efficiently	  and	  effectively	  in	  ambient	  intelligence	  applications.	  In	  this	  thesis,	  special	  attention	  has	  been	  given	  to	  decision-­‐making	  in	  individual	  (task-­‐related)	  and	  social	  settings,	  with	  emphasis	  on	  affective	  mental	  aspects	  and	  how	  these	  relate	  to	  cognitive	  mental	  aspects.	  For	  example,	  it	  can	  be	  relevant	  to	  be	  aware	  of	  the	  phenomena	  of	  emotional	  contagion	  between	  human	  individuals,	  and	  how	  this	  can	  influence	  our	  own	  feelings	  and	  actions.	  In	  this	  thesis	  it	  is	  also	  shown	  how	  these	  types	  of	  processes	  can	  ultimately	  lead	  to	  empathic	  understanding	  between	  human	  individuals,	  an	  important	  factor	  for	  reaching	  solidly	  grounded	  joint	  decisions.	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