ABSTRACT Particle-filter-based methods have made significant contributions to achieve robust visual tracking over the past few years. Although these tracking algorithms achieve superior performance, their real-time application has typically been hindered by the high computational burden attributed to the sampling process of the particle filter. In this paper, we propose an innovative lightweight particle filter tracking (LPFT) approach that retains the robust tracking ability of the particle filter while alleviating the time-consuming sampling burden by the correlation filter method with response maps. Specifically, the proposed tracker fully utilizes the location and confidence information of these maps to predict the object, thereby training a more robust correlation filter based on more accurate predictions compared with standard correlation filters. Additionally, in contrast to most particle-filter-based trackers, the LPFT tracker capable of handling large-scale variations can be incorporated into any tracker that requires fast and accurate scale estimation. We propose the generic parallelization framework and implement another version of the LPFT tracker to validate this incorporation. Extensive evaluations on the OTB-2013 and OTB-2015 benchmarks demonstrate that the proposed tracker achieves very competitive performances with state-of-the-art trackers while operating at over 60 frames per second using hand-crafted features.
I. INTRODUCTION
The increasing popularity of visual tracking in computer vision derives from its fairly wide range of application in areas such as robotics, human-computer interaction, video surveillance systems and driverless vehicles [1] . Visual tracking is a process in which the main purpose of trackers is to estimate the location of a target in an image sequence after the target is initialized in the first frame with a bounding box manually or automatically [2] . Although this purpose has been partially satisfied, model-free online trackers must attend to challenging problems such as partial occlusions, geometric deformations, fast motions, illumination changes and cluttered backgrounds. These factors, along with the realtime applications of trackers, make visual tracking a daunting task.
Generally speaking, the existing tracking methods can be classified into three major categories: generative models [4] - [7] , discriminative models [3] , [8] - [13] and feature representations. The generative model category focuses on the appearance of the object customized by some generative process for finding the most similar candidate sample over the subsequent frames. One subcategory of discriminative model emphasizes a binary classification task, in which the object can be effectively discriminated from its background. For the feature representation category, useful feature representations are designed for improving the tracking performance, therein including traditional hand-crafted features [3] , [4] , [9] , [14] , [15] and features based on convolutional neural networks (CNNs) [16] - [21] . These methods have achieved dramatic improvements in terms of tracking performance. Nevertheless, these performances are further enhanced by more complex algorithms or expensive features, which generally also require computationally burdensome operations, thus hindering their use in real-time applications.
Correlation-filter-based methods [3] , [9] , [13] , [14] , [22] - [24] as discriminative models, having the advantages of being high speed as well as providing accurate tracking, have been widely employed in visual tracking tasks. These advantages have been achieved mainly due to dense sampling strategies, multi-channel features and quick operations in the Fourier domain. Although they enjoy these various advantages, correlation-filter-based trackers also generally suffer from certain problems. Specifically, the filters of these trackers are easily contaminated due to blindly treating the predicted results in the current frames as training samples with unknown confidence, thus causing model drift. Further, most of these trackers do not fully utilize response maps, of which the maximum values are used to search for the location of the object. As shown in Figure 1 , these values not only represent the location information of the object but also indicate the confidence information of the object in the extracted image regions, to which relatively less attention has been paid in correlation-filter-based methods.
FIGURE 1.
The maximum values of response maps with respect to KCF [3] and LPFT in the challenging basketball sequence. It is observed that these values in KCF not only represent the location information about the target in a padding sample but also reflect the confidence information of the target in each padding sample. The higher confidence of these values corrected by LPFT is better than that of KCF after the high-confidence value from the drawn samples is inferred by the particle filter in the current frame.
As representative methods in generative models, particlefilter-based trackers [25] - [27] usually predict more robust tracking results since richer samples at different scales are used. Specifically, these trackers have the strong robustness to occlusion and scale variations since several samples of high confidence about the target can be maintained to infer the location of the target over the subsequent frames by the Bayesian theorem [28] . Although the confidence information about the target is adopted rationally, highly computationally expensive operations need to be used to extract a large number of samples for achieving accurate tracking performance. Moreover, pure particle-filter-based trackers suffer from degraded performance when the environments are complex throughout a video sequence.
In this paper, we address the above-mentioned issues and propose an innovative lightweight particle filter visual tracking (LPFT) approach, therein combining a particle filter and a correlation filter based on response maps. By integrating the location and confidence information of these maps to achieve accurate prediction, as shown in Figure 1 , the LPFT algorithm can learn a robust filter to achieve a trade-off between efficient and effective object tracking. Although this idea is quite straightforward, the performance of LPFT (using HOG features and color names [9] ) is very competitive in terms of real-time performance. The main contributions of this work are as follows:
• A correlation filter is reformulated as a classifier that is adopted into the particle filter framework born with scale estimation. The combining of location information caused by the correlation filter results in the use of much fewer particles to alleviate the computational burden of the sampling process.
• In contrast to existing particle-filter-based methods, the LPFT algorithm can be incorporated into any tracker that requires fast and accurate scale estimation. Furthermore, an effective generic parallelization framework is proposed for this incorporation.
• Extensive evaluations on the OTB-2013 and OTB-2015 benchmarks show that the LPFT tracker achieves a very competitive performance with the state-of-the-art trackers while operating in real time, and the proposed generic parallelization framework is demonstrated to be effective.
II. RELATED WORK
In this section, we present a detailed discussion of methods closely related to this work: correlation filter tracking and particle filter tracking. Due to space limitations, we are unable to provide a comprehensive survey of the tracking methods, although such a survey can be found in [1] , [29] , and [2] .
A. CORRELATION FILTER TRACKING
Correlation-filter-based trackers have drawn enormous attention due to their favorable performance and efficiency for visual tracking. MOOSE [22] represents the first adaptive correlation filter trained by a minimum output sum of squared error, therein running at more than 600 frames per second (FPS) on a simple luminance channel. CSK [13] , based on intensity features, explores the circulant structure of image patches to strengthen the discriminative ability by increasing negative samples with a correlation filter. Based on CSK, KCF [3] adopts multi-channel HOG features to achieve high tracking performance. CN [9] also extends the CSK tracker with the color names (CN) instead of raw pixel values to achieve accurate tracking. DSST [23] additionally trains a scale correlation filter to achieve accurate scale estimation. SAMF [14] integrates HOG and CN features into a scaleadaptive kernel correlation filter to improve performance. LCT [15] introduces an online random fern classifier to re-detect the target when finding the low-confidence information for long-term visual tracking. HCF [18] exploits the feature representation from several layers of deep CNNs trained on a wide range of visual recognition tasks [30] with correlation filters. Staple [31] simply combines a color-histogrambased model and HOG-based correlation filter in a ridge regression framework to operate in real time. CCOT [21] learns a continuous domain correlation filter to take advantage of feature maps with different resolutions. In a recent development, LMCF [32] links a structured support vector machine with correlation filter to speed up the optimization process for real-time visual tracking. CFNet [33] integrates the correlation filter as a differentiable layer in a deep neural network to learn an end-to-end feature representation. However, most of the above-described methods ignore the confidence information of the response maps caused by the correlation filter; they only exploit the location information about the target. In contrast, we aim to train a robust correlation filter fully utilizing both location and confidence information about the target to further boost the overall tracking performance.
B. PARTICLE FILTER TRACKING
A particle filter [25] , also referred to as the Sequential Monte Carlo method, is one of the most popular frameworks for visual tracking. Specifically, a particle filter is a process in which the estimation of the posterior distribution of the state space related to a Markov chain is recursively constructed. The tracking performance achieved by these particle-filter-based methods tends to be robust for nonlinear non-Gaussian tracking issues, for which the particle filter is defined as a Condensation [34] . Despite the fact that a robust performance is gained, the sampling process of the particle filter represents a high computational burden when achieving accurate tracking. Some methods have been proposed to alleviate this burden [35] . For instance, one effective approach [36] attempts to represent the subspace using the Rao-Blackwellization particle filter, which requires fewer samples attributed to the analysis and calculation of the posterior over the state vector. Additionally, an appearanceadaptive model, in which the number of particle samples depends on the noise variance, is integrated into the particle filter framework to accelerate the robust visual tracking [37] . Unlike previous approaches, the main difference of the particle filter framework lies in the observation model, in which the correlation filter is adapted as a classifier, and the integration of location information from the correlation filter allows us to alleviate the sampling burden of the particle filter with much fewer particles. In [27] , MCPF is proposed to use a multi-task correlation filter to shepherd fewer particles and performs favorably against state-of-the-art methods.
However, the real-time performance of MCPF is severely limited due to the frequent use of expensive deep features in the sampling process. Unlike [27] , as a result of the fast and accurate scale estimation of the LPFT method, we apply a generic parallelization framework to reduce the frequency of use of expensive deep features for speeding up the tracking process, in which the LPFT method is incorporated into the HCF tracker [18] .
III. PROPOSED ALGORITHM
In this section, we introduce the lightweight particle filter for robust visual tracking. We first review the particle filter that is born with the scale estimation, and we present the correlation filter integrated into our tracking framework as a classifier. Then, the complete tracking and model update process is presented. Finally, the generic parallelization framework is provided to incorporate the LPFT method into any tracker without natural scale estimation. The details are discussed below.
A. PARTICLE FILTER
Our tracking approach is performed within a particle filtering framework [25] . From the perspective of probability theory, it is a process in which the estimation of latent state variables in a dynamical model is inferred in light of a series of observations by the Sequential Monte Carlo method applied to solve the problem of integration. Let s t denote the latent state variable that describes the affine parameters of an object in the t-th frame. In addition, suppose that y t represents the observation variable. Consequently, the visual tracking is equivalent to the problem in which the most probable state variable can be computed by all the observation variables up to the previous time t − 1:
After receiving a new observation variable y t , we obtain the updated result about the posterior distribution of s t under the Bayesian theorem:
The optimal state s t is obtained according to the maximal approximate posterior probability p(s t |y 1:t ). In the particle filter, however, the true posterior state distribution is approximated by a set of particles {s t i } n i=1 with corresponding normalized weights
, where n is the number of particles. Because drawing particles from the true posterior state distribution is unrealistic, an importance distribution q(s t |s 1:t−1 , y 1:t ) is selected to approximate it. Then, the weight update is
For simplicity, the importance distribution q(s t |s 1:t−1 , y 1:t ) is often suggested as a first-order Markov process q(s t |s t−1 ) in which the state of the t-th frame only depends on the state of the (t − 1)-th frame, thus simplifying the weights to
As a result, the condition that the sum of the weights is 1 may be changed in the process of recursively updating the weights. Once this sum is smaller than a threshold, the resampling strategy is activated to avoid the degeneracy problem [28] , and then, their weights are reset to 1/n. Otherwise, the linear normalization operation is adopted to guarantee that the sum of the weights is 1. Generally, the state parameters s i of an object in the visual tracking field are denoted by six affine transformation variables: translation along the x-axis, translation along the y-axis, scale, rotation, aspect ratio and skew angle. Note that these parameters of q(s t |s t−1 ) are independent of each other and are modeled by a Gaussian distribution. In other words, each variable can be applied alone during the tracking process, thus leading to the incorporated characteristic of the LPFT algorithm.
While most tracking algorithms are also formulated within the particle filter framework, the main difference of this framework is in the observation models p(y t |s t i ), which are often defined as the probability corresponding to the confidence of the classifier output. Unlike the previous algorithms, a bridge is established by the confidence information, which produced by the correlation filter can be utilized in the particle filter. This bridge tends to link the particle filter with the correlation filter reformulated as a classifier, in which the location information generated by the densely sampled strategy is applied to speed up the particle filter framework with much fewer particles. Based on this bridge, we formulate the confidence information of response maps as the particle weights generated by the correlation filter:
Here, g represents the values of the response map, and i denotes i-th particle. Finally, we predict the location of the object by searching for the maximum value of ω, which is different from the traditional particle filter when much fewer particles are adopted:
A typical correlation filter [3] , [9] , [13] , [15] , [23] is trained on the features of the object patch ϕ(x) = [ϕ 1 (x), ϕ 2 (x), ..., ϕ l (x)]∈ R M ×N ×D . l means the multiple channels of the feature representation. This definition allows us to integrate many effective features. The correlation-filter methods regress all the circular-shifted samples about these features into the soft labels y ∈ R M ×N , which is a Gaussian distribution decaying from 1 to 0. The desired filter α can be learned by minimizing the objective function of ridge regression:
where represents circular correlation and λ > 0 is a regularization coefficient. The ridge regression problem has the following closed-form solution in the Fourier domain [23] :
Here, represents the Hadamard product. The hats inŷ,α,φ(x) denote the discrete Fourier operator F, andŷ * is the complex conjugate ofŷ.
When a new input frame arrives, we draw the samples ϕ(z i ), which are also called particles, using the particle filter at the previous location, and the response maps are computed in the Fourier domain:
For additional details, please refer to [3] , [13] . It is noted that the maximum value of the response map indicates the location information of the target in each padding sample, thus moving the translation variances in the state s t i according to the location of this value in its response map. Using the confidence information of these different scale samples, the proposed method is capable of handling large-scale variations, as demonstrated by the proposed generic parallelization framework in the attribute-based experiments with large-scale variations as shown in Table 3 and Table 4 . Moreover, because a set of samples are generated VOLUME 6, 2018
by the particle filter instead of a single sample in the detection process, the dilemma whereby unreliable training samples caused by incorrect detection results contaminate the filter is alleviated. As a result, a more robust correlation filter is trained to allow the tracker to recover from incorrect prediction results.
C. TRACKING AND MODEL UPDATE
Based on the particle filter and correlation filter, we propose the LPFT tracker, of which the flowchart is shown in Figure 2 , and an outline is presented in Algorithm 1. First, we apply the model p(s t |s t−1 ) to draw samples and re-sample. Then, the correlation filter is adopted to compute the response maps on each sample and the weights are updated using the maximum values of the response maps. Finally, the estimated state corresponding to the maximum weight is the location of the target in the current frame. Note that all samples are forced to remain the same size during the correlation filtering
Algorithm 1 Proposed Tracking Algorithm
Input:
The learned target feature, ϕ(x); The filter,α; Output:
The updated target feature, ϕ( Compute and Updateα, ϕ(x) in Fourier domain using (7), (9) and (10); end Return updatedα and ϕ(x) end process; then, the model update is the conventional update for the correlation filter [3] , [13] . The filterα and the target feature ϕ(x) are updated in Fourier domain by the learning rate parameter θ :α
Additionally, the Peak-to-Sidelobe Ratio (PSR), which measures the strength of the response map, is used to determine the model update [22] . The PSR is defined as follows:
Here, µ s1 and σ s1 represent the mean and standard deviation of the correlation response g max , which means the response map with the largest weight.
D. GENERIC PARALLELIZATION FRAMEWORK
It is clear that the affine parameters are independent of each other in our LPFT algorithm, thus being able to incorporate LPFT into any tracker without natural scale estimation. Attributed to this incorporated characteristic of the LPFT algorithm, an effective generic parallelization framework is proposed for improving the tracking performance (see Figure 3) . Our tracking result consists of two parts in the generic parallelization framework: (i) the translation part of the tracker output without scale estimation and (ii) the scale part of the LPFT tracker output. The former addresses translations along the x-axis and y-axis, while the latter is concerned with scale variations and the aspect ratio after receiving the translation variations predicted by the former. For instance, the HCF [18] tracker achieves state-ofthe-art performance without natural scale estimation. Here, we propose the DeepLPFT tracker, which combines the HCF tracker and the LPFT tracker based on the generic parallelization framework. The similar work can be found in MCPF [27] , which proposes the multi-task correlation particle filter and performs favorably against the state-of-theart methods. However, the MCPF tracker adopts the HCF method to use expensive deep features, thereby causing the high computational burden in the sampling process of the particle filter. In contrast to MCPF [27] , our DeepLPFT tracker apply the HCF method by the generic parallelization framework, which can effectively avoid the use of expensive deep features in the particle filter sampling process to achieve speedup.
IV. EXPERIMENTS
To fully validate the effectiveness of the LPFT and DeepLPFT trackers, we performed experiments on two standard benchmark datasets, OTB-2013 [2] and OTB-2015 [38] , which consist of 51 and 100 video sequences, respectively. These sequences are constructed with ground-truth object positions and 11 different attributes, involving scale variation (SV), deformation (DEF), fast motion (FM), illumination variation (IV), occlusion (OCC), out-of-view (OV), in-plane rotation (IPR), motion blur (MB), out-of-plane rotation (OPR), low resolution (LR) and background clutters (BC). According to [2] , two evaluation criteria are applied in our experiments. One criterion is defined as the precision score, which shows the rate of frames whose center location is within 20 pixels of the ground-truth positions. The other criterion is suggested as the success score, which reports the area under the curve of the success plot, which is the overlap percentage between the tracking results and the ground-truth boxes. Further, to verify the robustness of our methods, we apply three metrics proposed in [2] : spatial robustness evaluation (SRE), temporal robustness evaluation (TRE), and one-pass evaluation (OPE). We first analyze the performance of LPFT with regard to affine parameters, features and particle number on OTB-2015. Then, we compare LPFT with outstanding scale estimation approaches and state-of-the-art trackers in real time. Finally, we present the very competitive results of LPFT and DeepLPFT compared to the state-of-the-art trackers on OTB-2013 and OTB-2015.
A. IMPLEMENTATION DETAILS
The proposed trackers are executed in MATLAB without any optimization. All the experiments are implemented on a PC with an Intel 4 GHz CPU, 32 GB of RAM and a single GeForce GTX1080 GPU. On the OTB-2013 dataset, LPFT runs at approximately 62 FPS using HOG features and CN [9] , while DeepLPFT runs at approximately 14 FPS. The main calculations of DeepLPFT focus on the HCF method, where features based on CNNs are hierarchically calculated with correlation filters. The regularization parameter λ is set to 0.0001. The learning rate θ is set to 0.01. The cell size used in HOG is 4x4, and the orientation bin number in HOG is 9. As in [4] , the affine parameters for the state variable are set as shown in Table 1 . The threshold for the PSR is set to 5, and the particle number is set to 5. For DeepLPFT, all the parameters are the same as for the HCF tracker, where the MatConvNet toolbox [39] is used, except that the searching window size on several sequences is less than 1.8 times of the target size and the weights of the conv5-4, conv4-4, conv3-4 layers are reset to 1, 0.5 and 0.25, respectively; see [18] for more details. Note that because of the limited smaller size of the searching window on several sequences, our DeepLPFT runs slightly faster than HCF on OTB-2013.
B. ABLATION STUDY OF LPFT
In this section, we perform an ablation study with the precision and success scores on OTB-2015 in OPE. Theoretically, our tracking performance is primarily related to the features [26] and state variances of the affine parameters, which are independent of each other; thus, we implement four more algorithms to demonstrate the effective tracking performance of the LPFT algorithm. First, we implement LPFT-4, which is similar to KCF [3] , using HOG features without the support of affine parameters as the baseline algorithm. Second, we construct LPFT-3 by simply using the translation variances of the affine parameters. Third, LPFT-2 is implemented by simply using the scale variances of the affine parameters. Finally, LPFT-1 without CN is also evaluated. The parameter settings of the above trackers are presented in Table 1 . Figure 4 shows the results for the precision and success scores in OPE. According to Figure 4 , LPFT-3 achieves approximately 1.8% and 1.4% improvements in precision and success scores compared to LPFT-4 with the support of translation variances. Although LPFT-2 is 0.4% lower than LPFT-3 in terms of the precision score, the success score of LPFT-2 is 3.3% better than that of LPFT-3 due to the han- dling of changes in scale. As can be seen, LPFT-1 performs favorably against LPFT-3 and LPFT-2, with approximately 2.3% improvements in both precision and success scores attributed to using all affine parameters. The notable result is that compared with the baseline algorithm, LPFT achieves 11.7% and 11.9% improvements in the precision and success scores, respectively.
C. PARTICLE NUMBER ANALYSIS OF LPFT
In this section, we discuss the effects of particle number on the success scores on the OTB-2015 database in OPE. Theoretically, our tracking performance is related to the number of particles. Using the location information of the response maps generated by the correlation filter, the particle filter needs to use much fewer particles to predict the location of the target. As shown in Figure 5 , even when using one particle, the proposed LPFT method can achieve competitive performance with the highest FPS. Moreover, increasing the number of particles can improve the tracking performance, but the tracking efficiency is reduced. Here, a reasonable number FIGURE 5. Comparison of the tracking performance of LPFT when using different numbers of particles. The success score in OPE on the OTB-2015 dataset is displayed, and the FPS on the OTB-2013 dataset is also presented for analyzing the tracking efficiency. The use of one particle provides inferior performance operating at the highest FPS. The performance then increases in a wavy manner with increasing number of particles until five particles. The performance then tends to remain stable at higher particle numbers, while the FPS decreases. The best trade-off between accuracy and efficiency is obtained using five particles.
of particles, set to five, can effectively achieve a trade-off between accuracy and efficiency. Finally, these results show that the correlation filter can reduce the number of particles in the sampling process of the particle filter, while the particle filter can improve the robustness of the correlation filter.
D. ROBUSTNESS AND FAST SCALE ESTIMATION OF LPFT
In this section, we evaluate LPFT with comparisons to 8 trackers from three typical categories of tracking algorithms: (i) correlation-filter-based trackers without scale estimation (KCF [3] ); (ii) trackers with different scale estimation methods (DSST [23] , SAMF [14] , and Diagnose [26] ); and (iii) state-of-the-art trackers in real time (LCT [15] , Staple [31] , LMCF [32] , and CFNet [33] ). For a fair comparison, we set the matching types of LPFT with different affine parameters as in Table 1 when evaluating with comparisons to the other trackers. We report the results in OPE and TRE using the precision and success scores on OTB-2013 and OTB-2015 in Table 2 . The FPS on OTB-2013 is also provided for judging whether the real-time application is achieved. As shown in Table 2 , part I shows that LPFT-3 achieves an improvement over KCF by augmenting the translation variances of the particle filter; this improvement illustrates that the proposed tracker can train a more robust correlation filter to further enhance the overall tracking performance. It should come as no surprise that the performance of LPFT-4 in Figure 4 is similar to the performance of KCF, as shown in Table 2 , with respect to the OPE scores on OTB-2015 due to loss of the strength of the particle filter.
Another notable result in parts II and IV of Table 2 is that LPFT-2 using the different features outperforms DSST and SAMF in all evaluations, while the FPS of LPFT-2 is over 3 times that of DSST and over 7 times that of SAMF. These results demonstrate that LPFT has the advantage of faster and more robust scale estimation compared to SAMF and DSST. Further, Diagnose also achieves competitive performance using the particle filter framework, and the results shown in part III of Table 2 illustrate that LPFT-1 performs favorably against Diagnose, achieving an approximately 6 times speedup in terms of FPS. Moreover, compared to other recent real-time tracking algorithms, part V of Table 2 shows that LPFT is competitive with the state-of-the-art trackers while also operating in real time. Moreover, note that our robust and fast scale estimation approach can be incorporated into any tracker without natural scale estimation in parallel.
E. ANALYSES OF DEEPLPFT AND COMPARISON WITH STATE-OF-THE-ART TRACKERS
To further validate the effectiveness of the generic parallelization framework in terms of tracking performance improvement and robustness, we implement DeepLPFT, which is evaluated on OTB-2013 and OTB-2015 benchmarks with most recent state-of-the-art trackers, including LPFT (ours), LCT [15] , Staple [31] , MEEM [12] , SRDCF [24] , Deep-SRDCF [20] , SRDCFdecon [40] , MCPF [27] , HCF [18] , HDT [16] , SiamFC [19] and CCOT [21] . For clarity, we only present the results of the top 10 trackers. Figure 6 shows the precision and success plots on OTB-2013 corresponding to the OPE, TRE, and SRE. As shown in Figure 6 , we see that DeepLPFT is competitive with the state-of-the-art trackers on OTB-2013 using the OPE, TRE, and SRE metrics. DeepLPFT is similar to MCPF but different from the frequency of use of the deep features. Moreover, CCOT and MCPF mainly apply complex algorithms and computationally expensive deep features; their FPSs are 0.25 and 0.58, respectively, as they reported. Although the proposed DeepLPFT ranks second and third in precision and success scores for OPE, respectively, DeepLPFT is more than 50 times faster than CCOT and more than 20 times faster than MCPF. Therefore, considering the speed factor, we do not present the results of trackers for which the FPS is less than 1 due to the severe restriction of their applications, although these trackers are comparable to the proposed tracker in terms of robustness. As shown by the TRE and SRE metrics, the proposed DeepLPFT outperforms all another tracking methods with respect to both precision and success scores. More specifically, in terms of TRE and SRE, the success scores of DeepLPFT are 1.2% and 2.4%, respectively, better than the second best, and the precision scores of DeepLPFT are 2% and 1.9% better, respectively, than the second HCF. Note that the fact that the DeepLPFT outperforms HCF in all evaluations indicates the effectiveness of the proposed generic parallelization framework by the LPFT method, which is beneficial for improving performance.
In Figure 7 , we also show the results with respect to the OPE, TRE and SRE metrics using the precision and success scores on OTB-2015. Among these trackers, the DeepLPFT performs favorably in almost all evaluations. Although the success score of DeepLPFT with respect to OPE is 1.6% lower than that of SRDCFdecon, the precision scores of DeepLPFT are 2.5%, 5.8%, and 4% better than those of SRDCFdecon with respect to OPE, TRE and SRE, respectively. Moreover, the results of DeepLPFT based on HCF demonstrate that LPFT is robust in performance improvements, which can be achieved by employing the proposed generic parallelization framework to incorporate LPFT into trackers without natural scale estimation.
For a detailed analysis, we also evaluated DeepLPFT with HCF with respect to precision and success scores for 11 challenging attributes on OTB-2013, as shown in Table 3 and Table 4 . For the overall precision and success scores, DeepLPFT achieves performance gains of 1.8% and 5.6% against HCF. More specifically, for the sequences with largescale variations, our DeepLPFT algorithm performs well against HCF with the performance improvements of 3.1% and 12.1% in terms of the precision and success scores on the challenging attribute of SV, which demonstrates the proposed LPFT can handle large-scale variations. Further, the results also demonstrate that DeepLPFT performs well for all attributes against HCF. This clearly shows that the accurate scale estimation is a significant benefit for other attributes in tracking tasks toward achieving enhanced performance.
V. CONCLUSION AND FUTURE WORK
In this paper, we propose an innovative lightweight particle filter for robust visual tracking. A combination is established that links a particle filter with a correlation filter via response maps. Hence, the proposed LPFT not only obtains the high speed of the correlation filter but also enjoys the robust tracking ability provided by the particle filter. Moreover, in contrast to conventional particle filters, LPFT not only efficiently handles large-scale variations and alleviates model drift using much fewer particles but also can be incorporated into any tracker that requires fast and accurate scale estimation under the proposed generic parallelization framework. Overall, the LPFT and DeepLPFT trackers achieve very competitive performances with state-of-the-art trackers on several benchmark datasets, while the LPFT tracker operates in real time. A potential drawback of the proposed algorithm is that all particle patches yielding response maps with the correlation filter exist a large overlapping area during the particle filter sampling process, which can result in the repeated calculation. Our ongoing research will focus on speeding up the particle filter sampling process by reducing this repeated calculation, which would make it more feasible for the realtime applications. 
