Abstract: This paper presents a control design trade study related to robust and adaptive control methods for an autonomous aerial platform representative of the Boeing / USAF X-45A Joint Unmanned Combat Air System (J-UCAS). Control architectures and methodologies selected for this study include a robust baseline augmented by a direct adaptive model reference controller with various recently developed modifications. Specifically, inner-loop flight control design using robust adaptive methods is performed, and closed-loop system tracking performance is demonstrated in simulation environment.
INTRODUCTION
Reconfigurable flight control refers to the ability of a flight control system to adapt to unknown failures, damage, and uncertain aerodynamics. Flight control systems that are reconfigurable and damage adaptive are an important element in the design mission effective unmanned combat systems. This technology can play an important role in increasing the reliability of unmanned systems.
Reconfigurable and damage adaptive flight control for new emerging unmanned systems can build from and upon the approaches developed for manned aircraft. In recent years, reconfigurable flight control has received considerable attention, and several approaches have been proposed. In [1] , a direct adaptive model reference control was applied to a modified MK-82 Joint Direct Attack Munition weapon flight control system. This adaptive flight control system was designed and flight tested without wind tunnel measurement of any aerodynamic changes to the modified weapon. The Self-Repairing Flight Control System [2] achieved failure and damage tolerance through a reconfigurable flight control architecture, which performed on-line damage isolation and estimation using hypothesis-testing techniques in conjunction with a bank of Kalman filters. Response characteristics were compared to a nominal model to isolate failures and estimate the control derivatives of the failed / damaged surface for use in a pseudo inverse control allocation scheme. This work was extended by Chandler, Mears, and Pachter [3] where a Hopfield network was used to generate an optimal model following control based on stability and control derivative estimates from an on-line least squares system identification algorithm. The Self Designing Controller [4] program successfully flight tested a scheme on the VISTA/F-16 aircraft which used least squares system identification, with spatial and temporal constraints, to estimate the stability and control derivatives required for the solution of a receding horizon optimal control problem. Pachter, Chandler, and Mears [5] employed a similar approach to maximize an aircraft's tracking performance before and after control surface failures, while preventing instability and departure. Approaches based on genetic algorithms [6] , a linear model following architecture which minimizes the upper bound of the tracking error [7] , and sliding modes [8] have also been proposed.
Kim and Calise [9] presented an approach based on neural networks for a feedback linearization control architecture and demonstrated the approach via simulation studies with an F/A-18 aircraft. This approach was later modified and used in the Reconfigurable Control for Tailless Fighters (RESTORE) program [10] [11] [12] [13] , using a dynamic inversion control law in an explicit model following framework. The successful application of this technology under the RESTORE program [13] led to the flight testing of the approach on the Boeing/NASA X-36 Agility Research Test Aircraft. This same approach has also been applied and flown on the Joint Direct Attack Munition (JDAM) [14] , in which the LQR based flight control system was replaced with a dynamic inversion based scheme augmented with a neural-network adaptive control. Continuing to build upon the recent advances in the theory of nonlinear control, the development of robust and adaptive flight control methodologies for application to advanced unmanned aircraft continues to be of major importance to the aerospace community. Accounting for the complete dynamics of the vehicle rather than point designs, these nonlinear flight control methods provide a great deal of design flexibility by offering both an increase in performance as well as reduced development times, [15] . Although most of today's known control design methods are robust to small modelling errors, they are not intended to accommodate significant unanticipated errors that occur in the event of control failure or battle damage. Unmanned vehicles performing dangerous missions are particularly susceptible to such events. In order to address circumstances, in which significant modelling errors are present, various direct and indirect adaptive flight control approaches have been proposed, [16] [17] [18] [19] [20] [21] . This paper focuses on the development of a robust adaptive flight controller in which uncertainties on constant and slowly varying parameters are reduced by parameter adaptation and other sources of uncertainty are handled by robustification techniques. It is shown that model reference direct adaptive augmentation of a baseline robust autopilot / control system yields desirable closed-loop system characteristics and control reconfiguration ability in the presence of control failures, atmospheric disturbances, and modelling uncertainties.
OPEN-LOOP MODEL
In this section, a direct adaptive model reference augmentation of a baseline controller is introduced. It should be noted, that the design method is not restricted to this particular model, and that it is applicable to any plant dynamics that is taken to be of the form:
In (1) (1) 
In addition, it assumed that the entire system state p x is available for control design purposes.
BASELINE INNER-LOOP CONTROLLER
Dynamics of a baseline inner-loop controller can be introduced as follows:
where   
Feedback / feedforward gains for the baseline (nominal) inner-loop controller are designed assuming no modelling uncertainties,
, and using the robust servomechanism LQR method with output projection [22] [23] [24] . The corresponding inner-loop control system takes the form: Nominal inner-loop feedback (5), when applied to the ideal (i.e., without uncertainties) model (1), naturally yields the desired reference dynamics. To this end, we note that the reference model (6) was written using the baseline feedback gains designed for the nominal (i.e., no uncertainties) aircraft model. In order to achieve the inner-loop control objective for the system (4) in the presence of modelling uncertainties and unknown control failures, a direct adaptive model following control architecture will be designed.
INNER-LOOP TRACKING ERROR DYNAMICS
Inner-loop tracking performance can be quantified by the corresponding tracking error signal:
Similar to [25] [26] [27] , direct adaptive control input is formed:
In (8),
, and
feedforward matrix gains that will be determined through the Lyapunov stability analysis. Using (8), the corresponding closed-loop system dynamics can be written as:
Assumption 2: For a constant unknown diagonal matrix  and a constant control allocation matrix G , there exist "true" gains , 
Remark 1: Knowledge of the true parameters ,
not be required for adaptive control design. Only their existence is assumed.
Inner-loop tracking error dynamics are obtained by subtracting (6) from (9) .
Using uncertainty-matching conditions (10), the tracking error dynamics become:
The uncertainty   p f x is approximated using multi-inputmulti-output feedforward neural network (NN) with 0 N radial basis function (RBF) neurons in its inner layer, [28, 29] . The network computes m linear combinations of a suitably chosen set of radial basis functions
The RBF NN Universal Approximation Theorem [31] states that given an approximation tolerance 0 0    , and a compact set n p X R  , there must exist an integer 0 N and a "true"
and
In other words, given enough neurons, (i.e., RBF functions), one can approximate a nonlinear function to within any accuracy on a compact domain. In order to simplify further development, we assume that the approximation error (15) is uniformly bounded for all n p x R  . Using representation (14) , one gets: 
or, equivalently
Finally, the inner-loop tracking error dynamics can be written in the form:
INNER-LOOP SYSTEM STABILITY AND ADAPTATION
Without a loss of generality, it is assumed that the uncertain matrix  has strictly positive diagonal elements. Consider a Lyapunov function candidate in the form,
where the trace of a matrix is defined as the sum of the diagonal elements. Given a symmetric positive definite matrix Q , let P denote the unique positive definite symmetric solution of the Lyapunov equation:
Also note that in (20)  is a positive definite diagonal symmetric matrix.
Computing time derivative of V along the system (19) trajectories, gives: Based on (24) , adaptive laws are written as:
where   Proj ,   denotes the projection operator, [32] . It ensures that the matrix of adaptive parameters  does not exceed its pre-specified norm bound max  , and at the same time negative semi-definiteness of the Lyapunov function is maintained. Due to (25) , an upper bound for the time derivative of the Lyapunov function can be found.
Consequently, the Lyapunov function derivative   , V e   becomes semi-negative outside of the compact set:
Thus, adaptation (25) yields bounded tracking. Moreover, due to the diagonal form of  , the Projection Operator [32] based adaptive laws can explicitly be written as:
ADAPTIVE AUGMENTATION OF THE BASELINE INNER-LOOP CONTROLLER
Since the structures of the baseline inner-loop controller (5) and of the adaptive feedback (8) are similar, the former could be imbedded into the latter.
In other words, the adaptive system augments the baseline inner-loop controller. In this case, adaptation of the incremental feedback gains ˆˆ, ,
x u k k  starts from zero initial conditions and has the following dynamics. Designed to yield bounded tracking, the adaptation process (28) has the ability to not only change / reconfigure the nominal feedback gains 
INNER-LOOP ADAPTIVE DESIGN AND EVALUATION
The inner-loop adaptive augmentation approach shown in Fig. 1 was utilized for the design of the adaptive reconfigurable inner-loop controller. For the design purposes, open-loop aircraft data (i.e., plant) were taken to represent low speed dynamics at Mach = 0.3, Altitude = 5K ft, and angle of attack AOA = 6 degrees. The corresponding linear data are shown in Appendix A. Baseline inner-loop feedback / feedforward gains in (9) were designed using the robust servomechanism LQR method with output projection, [22] [23] [24] . Using relation (6) were set to unity, and projection tolerances y  were chosen to be 10% of the norm upper bounds. Closed-innerloop system performance was evaluated in 6-DoF flight simulation environment that included 1 st order actuator models, as well as a nonlinear control allocation logic.
Various control failure scenarios with and without the pitch break phenomena were tested. Simulated performance with adaptation was compared to the performance provided by the baseline inner-loop system without the adaptation.
Prior to evaluating the closed-loop system performance in a high fidelity simulation environment, the linear models were utilized to verify the system expected behaviour in the presence of unforeseen events. For comparison purposes, simulation data were obtained from the following three closed-inner-loop systems: a) Adaptation OFF / Failures OFF, b) Adaptation OFF / Failures ON, and c) Adaptation ON / Failures ON. All these tests confirmed that the closedloop system performance satisfied the design criteria.
Adaptive inner-loop system performance was also tested in the aircraft high fidelity nonlinear 6-DoF flight simulation environment. Fig. 3 presents closed-loop performance data for the following three systems: a) Baseline / No Failures (black), b) Baseline / Failures ON (red), and c) Adaptation ON / Failures ON. As seen from the figure, the adaptive system is able to recover its baseline / no failure performance, while accurately tracking the desired inner-loop commands. Failures @ Trim The adaptive system performance was further tested and evaluated using a widespread matrix of test cases. Linear data for the reference model (6) were scheduled throughout the aircraft flight envelope. Required by the adaptive laws, the unique symmetric positive definite solution P of the corresponding algebraic Lyapunov equation (21) was approximated on-line using an iterative procedure.
CONCLUSIONS
Design, stability analysis, and simulation evaluation of a direct adaptive model following control system was presented. The adaptive laws were theoretically justified and derived based on the fundamentals of the Lyapunov Stability Theory. The system was designed to augment an existing nominal robust baseline controller with an adaptive online trained feedforward neural network. The adaptive element provided for reconfiguration in the presence of system uncertainties (e.g., battle damage), control failures, and environmental disturbances. Using aircraft model and data, a step-by-step adaptive control design process was presented.
Radial basis functions (RBF) and single-hidden-layer (SHL) feedforward neural network (NN) architectures in conjunction with the projection operator were employed to derive the adaptive laws. The adaptive element provided bounded tracking and a uniform ultimate boundedness of all the signals in the corresponding closed-loop system. The inner-loop design was performed. The benefits of the adaptive system and its performance were evaluated in the 6-DoF flight simulation environment. 
