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 A HIGHLY RELIABLE, LOW POWER CONSUMPTION, 
LOW-COST MULTISENSORY BASED SYSTEM FOR 
AUTONOMOUS NAVIGATIONAL MOBILE ROBOT  
ABSTRACT 
There has been remarkable growth in most real-time systems in the area of 
autonomous mobile robots. Collision-free path planning is one of the critical 
requirements in designing mobile robot systems since they all  featured some obstacle 
detection techniques. This work focuses on the collaborations of  low cost multi-
sensor system to produce a complementary collision-free path for mobile robots. The 
proposed algorithm is used with a new model to produce the shortest, and most 
energy-efficient path from a given initial point to a goal point.  Multiple sensors are 
utilized together, so the benefits of one compensate for the limitations of the other. 
The experimental results demonstrate that the robot is capable of measuring different 
distances to obstacles in unknown environments. Moreover, this work aims to 
minimize the energy consumption of a wheeled mobile robot in dynamic 
environments. The total energy consumption is evaluated in multiple directions, 
where both motional energy and operational energy are considered, while the robot is 
moving in dynamic environments and avoiding collisions. A time complexity analysis 
v 
 
and a comparison of the proposed model, and states-of-arts methods are presented by 
using required resources and the overall performance of the proposed model.  The 
proposed model is characterized by its low cost, low power consumption, and its 
efficiencies to follow the shortest path while avoiding collisions.  
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CHAPTER 1: INTRODUCTION 
 There has been a spurt of interest in recent years in the area of autonomous 
mobile robots due to their high level of performance, reliability (reliable execution of 
monotonous tasks), cost (transportation systems based on autonomous mobile robots 
can be cheaper than standard track-bound systems), and accessibility (inspection of 
places that are inaccessible to humans, e.g. tight spaces, hazardous environments or 
remote places). The applications of autonomous vehicles are expected to be widely 
used in urban areas, industry and airport terminals, etc. It is obvious that a range of 
fundamental competence is needed to ensure the usefulness of mobile robots.  
 Mobility is almost pointless without the ability of detecting obstacles and 
avoiding collisions. Collision avoidance methods are mostly applied in transportation 
systems such as aircraft traffic control, autonomous cars, and underwater vehicles etc. 
Collision Avoidance (CA) is a critical requirement in designing mobile robot systems 
where they all demand an obstacle detection technique. 
 Collision avoidance algorithms in mobile robot  are categorized as global or local, 
depending on the surrounding environments. In global collision avoidance algorithms, 
the surroundings are known, and the path is pre-selected, whereas, in the local collision 
avoidance algorithms, the environment is unknown, and some sensors are used to 
detect the obstacles and avoid collision[1]. 
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 In the real world, robots  need to move safely in unstructured environments and 
achieve their given goals despite unexpected changes in their surroundings. One of the 
most important tasks of a mobile robot system is to acquire knowledge about its 
environment. This can be done  through different types of sensors taking measurements 
and then interpreting the measured information to a meaningful data that is to be 
processed at the control system. Several studies have been introduced in the literature 
to extract the environmental details from gathered data [2].  
 In order to operate an efficient CA technique, many successful mobile robot 
systems depend on the sensing capabilities and collision detection modules attached to 
the robot, in order to generate a collision-free motion [3]. An obstacle's exact location 
can be determined through some measurements obtained from multiple sensors reading 
[4]. Since a single sensor is not capable of doing the task, employing multiple sensors  
is important. Information from different sensors are obtained and combined to find the 
location of the robot, detect obstacles and avoid collisions. In order to accomplish these 
tasks, a robot has to have an outstanding sensory system, strong mechanical structure, 
and sturdy controlling system. This work demonstrates the use of low cost  multiple 
sensors in the mobile robot for collision avoidance, where the robot attains surrounding 
information through the sensors' readings. 
1.1 Research Problem and Scope 
 Collision avoidance systems in autonomous mobile robots  should achieve the 
objective of real-time collision-free path planning in order to avoid imminent 
collisions. A reliable and quick  detection would allow time to steer away from the 
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possible collision. Therefore, measuring detection time and responses time should be 
considered when designing a collision avoidance system for mobile robot. Given that 
time to avoid a collision is typically in the order of seconds, using low cost resources to 
reduce computational time are of paramount significance. 
 Several mobile robotic applications require coordination between multiple sensors 
in order to perform complex tasks efficiently. However, programming the robot 
becomes a major barrier to its deployment, since some methods require the 
programmer to write a software for each sensor individually. As a result, the mapping 
between one sensor to another is complex and difficult to compose, and the code will 
be entrapped with the details of coordination. 
1.2 Motivation behind the Research  
 The rapid growth in computational data analysis practices offers valuable research 
that can influence the amount of sensed data available in mobile robots. The 
information gathered from these sensors can be used to enhance the efficiency and 
adaptability of the system when detecting obstacles and avoiding collisions in real-time 
applications. The robot's behavior and environmental conditions can be figured through 
raw conventional sensors' data, such as camera, infrared sensors, and ultrasonic 
sensors. Moreover, information that significantly enhances knowledge about the 
surroundings can be gained from analyzing the data of the sensors. 
 A new programming model for mobile robot is introduced to show how it 
insulates from the details of the hardware, and enable the programmers to use this 
model in multiple hardware with one controller. 
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  This work is a continuation of previous research, and aims to introduce a new 
model for optimal path planning and obstacle avoidance in an autonomous mobile 
robot that simply rely on the use of low cost sensors .   
1.3 Potential Contributions of the Proposed Research  
 The main contributions of this work is to build a framework that can be used in 
mobile robot systems that can act robustly and autonomously for various scenarios in 
different environments. The proposed model should address the following 
requirements: 
 Scalability: Scalability in wireless sensors is a pleasing property of a system. The 
system has to perform the same way, even when the size and the testing environment 
have changed. Thus, the framework can be re-scaled as its components grow and take 
full advantage of it. 
 Fault Tolerance: Fault detection and recovery capabilities are necessary to provide 
the framework the ability to be used in real, and critical situations. Sensors are prone 
to failures due to harsh deployment environments and unattended operations. Thus a 
failure in one sensor should not damage the entire system. 
 Energy-efficiency: Mobile robots are limited by the finite amount of energy in the 
batteries they carry, since a new supply of energy while working is impossible, or at 
least too expensive to be realistic. Thus, the overall design of sensor networks should 
mainly emphasize on enhancing the overall performance in terms of reducing the 
power consumption.  
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 Reliability: One of the crucial requirements for mobile robot navigation is the safety 
and reliability. Reliability in robotics has been followed in multiple directions: 
reactivity, error recovery, uncertainty handling and sensor integration. Ideally, the 
collision avoidance system will insure the safety of the robot without hindering the 
operator during normal operation. 
 Ease of use: The framework is designed to be easy to use. 
 Real-Time system: Support a real-time control application to provide a collision- free 
path for variety of robot applications and successfully interacting with environmental 
changes. 
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CHAPTER 2: LITRETURE SURVEY OF WIRELESS 
SENSOR PROGRAMMING APPROACHES 
  Wireless sensor networks are composed of tiny embedded devices, each of which 
has radio transceiver to send or receive packets, processor to schedule and perform 
tasks, and power source to provide energy for the sensor, as illustrated in Figure 2.1 
[5]. Wireless sensor networks applications contain a large number of sensors used to 
transmit and forward data between the sensors and the sink or base station [6]. Most 
often, WSN is utilized for the ease of deployment and enhanced flexibility of the 
network. Furthermore, it supports low cost dense monitoring of hostile environments as 
well as disaster relief, medical care and military surveillance [7]. 
 
 
 
 
 The advantage of being able to place remote sensing nodes without having to run 
wires and the cost related to it is a huge gain. As the size of the circuitry of WSNs is 
Figure 2.1: The main components of wireless sensor Figure 2.1: The main compo ents of wirele s sensor 
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becoming smaller along with the lower cost, the chances of their field of applications 
are significantly growing [8]. Most sensors, depending on the requirements, are battery 
powered and hence conserving the energy of these sensors is very crucial. Several 
programming approaches have been proposed to assist WSNs programming. Two 
broad classes of WSNs programming models have been explored lately; local behavior 
and global behavior abstraction [9]. In local behavior abstractions, the application has 
to be programmed in details at the node-level and the programmers need to 
synchronize the program flow between the sensing nodes and maintain the routing 
code manually. In contrast, global behavior abstractions or equivalently “High-level 
abstraction” has emerged as one of the most important aspects in sensor networks 
where it is applied to hide the internal operations from system programmers. The main 
objective behind high-level approach is the ability to treat a group of sensors or the 
entire network as one single unit rather than programming each node individually [10]. 
 The main contribution of this chapter is to provide an extensive survey on 
taxonomy of programming approaches for wireless sensor networks. It is also to 
captures some of the programming requirements that can be used for the evaluations 
later.  
2.1 Programming requirements for wireless sensors 
 It is obvious that sensor networks can be used in multiple applications, that can be 
deployed in diverse environments. Moreover, it is very easy to modify the internal 
functionality of sensor networks to perform different tasks, and to support many sensor 
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network applications. In this section, some of the essential requirements for 
programming wireless sensors are expounded in detail[11]. 
   2.1.1 Scalability 
 Many WSN applications deploy hundreds or even thousands of nodes 
collaborating to achieve desired goal(s); thus, scalability is one of the major designing 
attributes in sensor networks applications [12]. A scalable system refers to the ability to 
maintains the same when the number of sensors have changed [13]. In WSNs, 
scalability can be defined in two terms; size and geography. Scalability with respect to 
size states that if the application works properly with a few sensors, it can perform well 
with thousands of sensors. On the other hand, the scalability with respect to geography 
is defined as the ability to perform correctly in different geographical areas under 
different environmental conditions [13]. Since we cannot predetermine the location of 
sensor and we cannot assure the lifetime of wireless sensor, the programming model 
should help programmers in such a way to design scalable applications that are able to 
deliver accurate results. The location information of distributed sensors needs to be 
known so as to exchange the sensed data between sensors [14]. 
   2.1.2 Localization 
 In wireless sensors' applications, hundreds of sensors are deployed in some areas 
such as underwater, or in inaccessible terrains, so their locations are random and 
unknown [15] , [16]. Localization in wireless sensors' applications is the determination 
of the geographical location of the sensor, has became one of the important aspects for 
wireless sensors' programming [17]. Many localization techniques have been proposed 
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recently, either by deploying self-localized technique or by installing a Global 
Positioning System (GPS) in each sensor in order to determine the exact location of the 
sensor. Moreover, localizing algorithms can be classified into two types:  
 Range-based algorithms: each sensor is equipped with hardware measurements, 
so the location can be determined by calculating the distance of the selected 
sensor [18].  
 Range-free algorithms: each sensor should determine its estimated location, and 
the ideal radio range of sensors.  
 Thus, range-based algorithms provide more information compared to range-free 
algorithms; however, it is more expensive since there is some hardware measuring 
units are attached to each sensor [19].  
   2.1.3 Failure-Resilience 
 Failure –resilience or (Fault-tolerance) is one of the most challenging requirement 
in programming wireless sensors applications [20]. Sensors are usually deployed in an 
inaccessible terrains that are unreachable by human.  Some sensors might fail due to 
the resources limitation, hardware fault or it could be an intrusion from attackers.  The 
failed sensors may lead to inefficient functioning of the system [21]. 
Thus, the system should keep performing properly even after unreliable 
communication, sensor failures, link failures, or unavailability of the network due to 
misbehaving sensor [22]. Some techniques should be adapted to alert for unexpected 
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failures, like monitoring the status of each sensor or using the power control 
technique[23]. 
 It is a very challenging requirement for the programmers to develop a sensor 
application, that is robust to failures, and adaptive to the unexpected environmental 
changes. Moreover, providing error handling for every failure is the most challenging 
too. 
   2.1.4 Energy-Efficiency 
 Energy efficiency is one of the most important aspects in creating wireless 
sensors' applications. The overall design of wireless sensors' system should  emphasize 
on enhancing the overall performance in terms of reducing the power consumption.  
The total lifetime of a battery-powered sensor is limited by the non-rechargeable 
batteries capacity,  each sensor is equipped with a limited computation processor to 
perform its task [24]. Energy efficiency is very important factor in developing wireless 
sensors applications especially for continuous monitoring applications such as disaster 
monitoring, military surveillance and remote patient monitoring, etc. [25],[26]. 
   2.1.5 Collaboration 
 Wireless sensors applications are vary in term of size and the number of sensors, 
from large scale to the small ones. Multi-sensors' application need to communicate in 
such a way so that the data from these sensors are gathered and analyzed at the control 
system. Thus, all sensors have to cooperatively and effectively work together to 
complete the desired tasks [27] [28].  
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Collaboration in wireless sensor applications can be achieved into two stages:  
 Data collection type: data is collected and sent to the main server such as habitat 
and environmental monitoring applications.  
 Collaborative information processing: converts the data gathered from multiple 
sensors to a higher-level information such as a tracking system applications [29]. 
 Collaboration is not an independent requirement, it can supports other 
requirements. For instance, collaboration between sensors may reduces the failure-
resilience where the sensing process remains functional even after one sensor failed. 
Moreover, collaboration inside each group may reduces the amount of data transmitted 
and then lower power consumption [22].  
2.2 Programming Approaches for Wireless Sensors Network: A Taxonomy 
 In this section, a taxonomy of the programming approaches for wireless sensors is 
presented. Figure 2.2 depicts The entire taxonomy that categorize the wireless sensors 
programming approaches into low-level and high-level programming models [30]. 
Low-level approach mainly focuses on the use of an existing programming language to 
provide flexible controls over sensors.  
 TinyOS is a well-known example that falls into this subclass. The virtual machine 
that runs on each sensor is one of the interesting approaches in this subclass. It is 
responsible for breaking tasks and dynamically distributing them to each sensor 
[31][32]. 
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High-level programming approach mainly focuses on simplifying the collaboration 
between sensors.  One approach is to divide the whole system into a set of groups and 
treat each group as a single entity. It is called “Group-level abstractions”, that helps 
programmer to describe collaborative algorithms easily. This approach is further 
divided into physical groups and logical groups. In physical group, the system can be 
grouped based on the physical location of the sensor, whereas the logical group is 
based on the shared properties among sensors.  
 The other approach of high-level abstraction is macro-programming abstractions, 
where the whole system is treated as a single entity. It is an application centric-view, 
thus, it helps the programmer to focus on the programming logics rather than 
programming the platforms. Macro-programming approach is divided into two 
subcategories; sensor-dependent and sensor-independent and we will cover each of 
them in the next sections.  
Figure 2.2: A Taxonomy of programming approaches for wireless sensors 
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   2.2.1 Low-Level Abstraction (LLA) 
 Low-level programming approach focuses on the use of an existing programming 
language and abstracting hardware to provide a flexible control over the sensor.  
  2.2.1.1 Programming Languages 
 Application development at the low level is basically relying on the use of an 
existing programming language. NesC and C are the most well-known programming 
languages that are used for tiny embedded systems [26]. 
  2.2.1.2 Middleware 
 The key concept behind using middleware is to support the overall performance 
of applications and to connect the application layer with hardware and operating 
systems as shown in Figure 2.3. 
 
 
 
 
 
 Middleware in wireless sensors supports “re-programmability” which is the 
ability to break tasks and distribute these tasks to each sensor dynamically [33]. 
Figure 2.3:  Reference of wireless sensor middleware [33] 
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 Middleware helps  programmer to focuses on the programming logic without 
considering the implementation details at the lower level. Moreover, middleware 
provides a reusable code, thus, the programmer can execute a new application without 
using complex and inefficient methods. Furthermore, it supports system monitoring 
and integration [34]. 
 Modern robots are considered as complex distributed systems composed of 
integrated hardware and software modules. Thus, a new software services is needed to 
attach all of the components together in a professional pattern to insure robustness and 
functionality. The middleware in mobile robots has to be self-configuring, and self-
adapting [35]. 
 Orca in [36] is a middleware for developing component-based robotics. It 
supports the software reuse in robotic applications and implementing a distributed 
component based robotic systems by permitting the developer to defines the interfaces 
and communication mechanisms.  
Virtual Machine 
  Virtual machine is an example of middleware where the application is written in 
small segments in order to distribute them through the system using tailored 
algorithms. Therefore, the size of the code transmitted to each sensor is reduced and the 
communication amount between the microcontroller and each sensor is minimized as 
well [37]. 
  Mate [38], and ASVM [39] are stack oriented virtual machines that run on 
TinyOS.  These interpreter-based virtual machines provide an application specific 
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virtual machine which is employed to enhance the flexibility and offer efficient 
programming environments. 
   2.2.2 Group-Level Abstraction (GLA) 
 The main concept behind a group-level abstraction in wireless sensors 
applications is to break down the whole system into small groups and perform 
computations on those groups rather than dealing with each single sensor.   In a group- 
level abstraction, the system can be grouped based on the physical locations of the 
sensors (Neighborhood Based) or grouped logically ( shared properties) [37]. 
  2.2.2.1 Physical Group 
 The notion of physical group or “ neighborhood based group “ is basically a 
sensor with its neighbor’s without considering sensors' properties. This technique is 
used to hide the communication details between the sensors, and can be used in 
“localized algorithms” where the interaction between participating sensors is limited to 
their neighbors as in [40]. 
  2.2.2.2 Logical group 
A logical group abstraction can be defined as a set of sensors that share the same 
properties in sensor networks such as sensor's type, sensor input, or sensors' perform 
the same tasks [22].  Unlike neighborhood based, the logical group is considered to be 
a dynamic group since it is based on the shared properties and not limited by the 
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physical location of sensors [41] Logical group-based programmers cannot reuse the 
existing sensors without reprogramming them [42]. 
   2.2.3 High-Level Abstraction (HLA) 
 Several macro-programming abstractions have been introduced recently. Macro-
programming systems considered to be a high-level WSN programming model as the 
whole sensory- system is treated as a single entity. This approach assists programmers 
to emphasize on improving the semantics of the program rather than studying the 
characteristics of the programming environments.  
 There are two major classes of high-level abstractions. One is a sensor-dependent 
abstraction which focuses defining the global behavior of the system as a collection of 
sensors that can be treated simultaneously in one program. In contrast, sensor-
independent approach defines the system in independent way as single unit. 
  2.2.3.1 Sensor- Dependent Approach 
 Sensor-dependent approach is intended to deliver more flexibility than 
sensor independent. This approach allows to define the global behavior of the 
computation in terms of sensors and their states [43]. 
  2.2.3.2 Sensor-Independent Approach 
 Sensor-independent approach or equivalently “Database approach” is one type of 
high-level abstractions for sensors' programming. This approach distributes the sensors 
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in a space in an  independent way that does not reflect any obvious abstraction for 
sensors [43]. 
2.3 Analysis and Evaluation  
 In this section, we focus on the most important strategies that are used in each 
programming model to fulfill the programming requirements discussed earlier. A 
summary of how each level addresses these requirements is shown in table 2.1  
 Programmers at low-level are able to deploy some features to enhance the 
scalability by using low-level interfaces. Even though, these interfaces are flexible, 
they tend to be complex in execution operations. To maintain collaboration and 
synchronization in TinyOS, two components are used: configuration to connect all 
components together and module to perform the synchronous method as a FIFO queue. 
Impala uses timer event signals to manage the collaboration and synchronization 
between sensors, whereas Mate installs concurrency manager and scheduler to 
maintain these requirements. Middleware examples, deliver efficient mechanisms for 
system updates to support dynamic applications and offer a great energy saving. 
 Moreover, scalability, collaboration and data aggregation are supported through 
data sharing at group-level abstraction. Caching technique is used in group-level to 
reduce the communications between sensors and to helps in save energy. 
 Caching and abstract region are employed in Hood to improve the communication 
failures by replacing the failed data with the old cached one. However, SPIDEY uses a 
redundancy mechanism to avoid flooding the whole program and to limit the 
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propagating of information [47]. There are some components or functions attached to 
each programming model to improve localization:  Hood uses mirror to reflect sensor's 
locations [48]. Abstract region on the other hand, starts with neighbor discovery where 
each sensor discovers the location of its neighbors [49]. As the tracked objects move in 
EnviroTrack, the location of participating nodes has to be known by using some 
functions like Location: avg (position) [50].  
 In macro-programming approach, the system has to reduce the communication 
between the sensors to meets the scalability requirements. Cougar and TinyDB - most 
well-known examples of sensor-independent approach- are push the query selection at 
the edge (sensor) so the gathered data is reduced. Moreover, Cougar and TinyDB 
extend their SQL to express continuous sensing tasks. In addition, Regiment divides 
the tested area to spatial regions to facilitate the localization and communication 
processes.  
 
Table 2.1 : Performance evaluation of programming model for wireless sensor 
Evaluation Factors Scalability Localization Failure-
Resilience 
Energy-
Efficiency 
Collaboration 
Programming Models 
Low Level Abstraction 
Programming 
Language 
TinyOS/NesC 
[44][45] 
Programmers 
implement 
each feature 
by using low-
level 
interfaces.  
Flexible but 
tend to be 
complex 
Variable 
locations can be 
statically 
compiled into the 
program 
Restrictions 
allow the nesC 
compiler to 
perform the 
analyses such 
as data-race 
detection to  
improves 
reliability 
Restrictions 
allow the 
nesC compiler 
to perform the 
analyses such 
as using 
aggressive 
function in 
lining to 
reduce 
resource 
consumption 
Use configuration 
to wire interfaces 
from several 
modules together. 
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Middleware 
Mate [46] Can express a 
wide range of 
applications 
Can be extended 
to perform 
localization 
services 
Mate is concise 
programs that 
are resilient to 
failure 
Ensures the 
resilient to 
buggy or 
malicious 
capsules 
Efficient 
dynamic code 
Update :  
small 
interpreter 
code 
Support shared 
variables that 
managed by 
concurrency 
manager 
Impala [40] Can express a 
wide range of 
applications 
Use a static 
location for 
sensors 
Adaptation to 
device failures 
Autonomic 
behavior which 
increases its 
fault tolerance 
Efficient 
dynamic code 
update 
Eliminating 
duplicate 
components 
to be 
transmitted 
over system 
Not supported 
Group Level Abstraction 
Physical 
Group 
Hood [51] Supported 
through data 
sharing. 
Mirrors to reflect 
location 
Caching : 
improves  
communication 
failures by 
substituting the 
data with old 
cached data 
Power 
consumption 
supported 
through data 
sharing 
Asymmetric group 
definition  
 
Abstract 
Region 
Supported 
through data 
sharing. 
Supported at 
neighbor 
discovery stage 
 
Caching : 
improves  
communication 
failures by 
substituting the 
data with old 
cached data 
Power 
consumption 
supported 
through data 
sharing 
Supported through 
group definition  
 
Logical Group EnviroTrack 
[51] 
Supported 
through data 
sharing. 
The location has 
to  be known to 
track object 
Dynamic 
group 
management 
and leader 
election 
Power 
consumption 
supported 
through data 
sharing 
Supported through 
group definition  
 
SPIDEY [52] Supported 
through data 
sharing. 
Static physical 
location is 
needed to 
initialize the 
sensors 
Utilize  
redundancy 
mechanism 
Power 
consumption 
supported 
through data 
sharing 
Supported through 
group definition  
 
High Level Abstraction 
Sensor 
Dependent 
Kairos [43] No evidence 
for support 
Each sensor 
responsible to 
determine its 
location 
Eventual 
consistency 
Caching Implicit express for 
both distributed 
data flow and 
control flow 
Regiment 
[53] 
Purely 
functional 
language. 
permit the use 
of fold, map 
Use  region  for 
the purpose of 
localizing 
sensors 
Anchor “ 
leader” is an  
object persists 
across sensors' 
failures 
Purely 
functional 
language. 
permit the use 
of fold, map 
Region streams 
capable of 
expressing groups 
of sensors with 
geographical, and 
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2.4 When wireless sensor networks meet robots 
 Mobile robots in wireless sensor networks have gained a lot of considerations 
recently. They become the basis of many engineering and computer disciplines. 
Several sensors can be mounted on autonomous robotic systems such as unmanned 
robotic vehicles, and aircraft traffic control to guide them around obstacles to their goal 
and lead them to coordinate together to accomplish their tasks more effectively. Mobile 
robots can be used in sensor networks to enhance the network by providing sensors 
deployment, power control, and failure detections.  Each sensor in sensor networks is 
deployed to perform a specific role, some used for sensing, routing, battery control, 
collecting data and so on. Robot can assist in sensor networks by acting as a sink where 
all data is passed to/from the entire network [57]. 
 Moreover, wireless sensor networks can also be used to assist in eliminating 
problems that may appear in the field of robotics such as collision avoidance, path 
planning, and multi-robot coordination. Ryan Luna et.al, use wireless sensors to guide 
a robot through the network while detecting obstacles and avoiding collisions within 
functions. functions logical 
relationships 
Sensor 
Independent 
TinyDB [54] Queries 
selection at  
(sensor) to 
reduce the 
transmitted 
data 
Each sensor 
responsible to 
determine its 
location 
No evidence 
for support 
Acquisition 
query 
processor 
changes 
battery's 
sampling rate 
to lasts for 
lifetime 
collaboration can 
be defined through 
a query 
Cougar 
[55][56] 
Queries 
selection at  
(sensor) to 
reduce the 
transmitted 
data 
No evidence for 
support 
No evidence 
for support 
In query 
processing 
 
collaboration can 
be defined through 
a query 
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the network. It is based on the use of  a static wireless network for the high-level path 
planning of multiple planetary rovers. In this setup, the robots receive guidelines from 
sensors to scheme between locations, so the robots main tasks are to detect obstacles 
and avoid collisions [58]. 
 A path planning method explored in [59], uses a sensor networks to provide a 
road maps for the robot to traverse where each sensor generates a map based on its 
surrounding sensed area. Then, all the sensors maps are combined in order to generate 
one large map that covers the entire environment and the possible paths for the robot.  
Thus, the robot considers all possible paths and selects the most effective one to 
navigate.   
 Besides, the current technological studies have led to the emergence of wireless 
sensor actor networks that are capable of examining the environment, processing data, 
making decisions and taking actions based on sensors examinations. In addition, 
sensors are reasonable for observing the environment as they are low in cost and 
power, whereas actors are reasonable of making decisions since they are equipped with 
high processing capabilities and transition power. In some cases, a mobile robot can be 
considered as an  actor, that is, a single network entity able to perform networking 
functionalities such as processing data and taking actions accordingly.  It composes the 
mechanism by which a robot acts upon the physical environment[60]. 
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CHAPTER 3: LITRETURE SURVEY OF COLLISION 
AVOIDANCE AND PATH PLANNING FOR MOBILE 
ROBOT 
 The robotic motion planning field has received a considerable amount of attention 
over the last decade as robots are becoming  a critical part of automobile industries, 
underwater vehicles, and airport terminals. Collision Avoidance (CA) is one of the 
fundamental requirements in designing mobile robot systems, where by almost all the 
mobile robots applications feature some kind of obstacle detection methods. 
 Mobile robotic systems have significant growth in human welfare, where they 
represent such a complex interaction of high computational processes, outstanding 
mechanical design, and exceptional hardware. Majority of mobile robot applications 
are developed to perform some operations that require an extended level of autonomy 
such as security and exploration, search and rescue, inspection, etc [61]. These mobile 
robotic applications are normally subject to the collaboration with the dynamic 
environment that can be described by its challenging properties. Thus, mobile robots 
should have the ability to model and communicate with the surroundings, in order to 
achieve safe motions and reliable systems [62].  
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 In the real world, the autonomous vehicles have to operate safely in unpredictable 
environments and reach their destination regardless of unanticipated changes in the 
tested area. One of the most significant characteristics of using autonomous vehicles is 
to attain some information about the surroundings through different types of sensors, 
taking measurements, and then used to interpret the gathered information to readable 
data for the control system. Several studies have been introduced in the literature to 
extract the environmental details from gathered data.   
 In collision-free path, the resulting motions mainly depends on the sensing 
capabilities and the actual position of the mobile robot [63].In addition, obstacles exact 
locations can be determined through some measurements obtained from multiple 
sensors reading [64]. Since a single sensor is not capable of doing the task, employing 
multiple sensors  rises in importance. Information from different sensors are obtained 
and combined to find the location of the robot, detect obstacles and avoid collision.   In 
order to perform these tasks, the robot  has to have an outstanding sensory system, 
strong mechanical formation, and sturdy controlling system.  
3.1 Taxonomy of robotics and automation  
 we classify the robotics and automation into programming intelligence, 
intelligence control, and mechanical design as illustrated in Figure 3.1. 
Programming and intelligence focuses on "creating machines that perform functions 
that require intelligence when performed by people" [64]. It is also "The study of how 
to make computers do things at which, at the moment, people are better" [65]. 
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 Intelligent control describes the study of developing control methods that attempt 
to copy human intelligent behavior such as learning, planning, and making decisions 
based on large amounts of data [66]. Intelligent control techniques are mainly used in 
robotics and automation, and traffic control, where various artificial intelligence 
computing approaches  are considered such as Neural networks, genetic algorithms, 
expert systems and planning systems [66]. Intelligent control is performed into three  
procedures: design controller, sensors for robot, and motion control.   
 Design Controller: The controller serves as the brain of the system. It is responsible 
for planning the path and responses to environmental changes. More specifically, 
the controller sends signals to motor drive to proceed, based on the sensors' 
readings. 
Figure 3.1: A taxonomy of robotics and automation. 
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 Sensors for Robot: Sensors are used to measure physical quantities and convert 
them into readable signals for the robot. When designing a robot, it is important to 
choose the right sensors and build the sensory system accurately to perform the 
desired tasks and deliver reliable measurements. 
 Motion Control: Motion control is the ability of the robot to move safely in 
unstructured environments and achieve given goal despite unexpected changes in the 
surroundings, it is further divided into two aspects: based on the  navigational type 
and environmental type.  
3.2  Mobile robot navigation 
 Mobile robot navigations are categorized as global navigation or local navigation,. 
In a global navigation, the surroundings are predefined and the path is known prior to 
the run. Whereas in the local navigation, the environment is unknown, and different 
types of modules are used to detect obstacles and avoid collisions. 
3.3  Path planning 
 Path Planning is one of the fundamental issue in robotic systems. It is the ability 
to find a path for a robot from initial configuration to goal configuration without 
colliding with any static or dynamic obstacles in the environment. The problem of 
motion planning has attracted the attention of researchers due to the related 
complexities and the challenges of real time nature. The path planning in mobile robot 
can be classified into two  types: path planning with complete information, and path 
planning with incomplete information. In the approach with complete information, all 
information about objects such as size, shape, and position are completely identified. 
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 The main task is to find a path from a given initial point to goal while avoiding 
obstacles. Consequently, the entire operation is a one-time, off-line operation, where 
different optimization criteria ( shortest path, low computation schema) can be 
performed easily.  In contrast, path planning with incomplete information is formulated 
as an element of uncertainty is introduced and all missing information can be provided 
by using other sources such as sensory feedback. The beauty of this approach lies in 
the power of the algorithm, as it is transformed into continuous on-line operations 
3.3.1 Path planning with complete information  
 In this approach, obstacles are static and do not change their position with respect 
to time. Probabilistic roadmap and visibility graph fall within this category.   
  3.3.1.1 Probabilistic roadmap (PRM) 
 The probabilistic roadmap approach to path planning consists of two phases: a 
constructing roadmap phase and query phase. In the constructing roadmap phase, a 
path from a starting configuration to the goal configuration in free space is determined. 
Then, connect these configurations with their neighbors, either nearby neighbors or all 
neighbors within a predetermined distance, so the roadmap will be constructed. In the 
query phase, the starting configuration and goal configuration are added to the 
roadmap, so that the path is obtained. The obtained path consists of three sub paths: 
from initial configuration to the roadmap, between the neighbor configurations in the 
roadmap, and from the roadmap to the goal configuration[67].     
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 3.3.1.2 Visibility graph   
 A visibility graph for a set of polygonal obstacles in the Euclidean plane is a 
graph, whose vertices correspond to the vertices of  the obstacles, and edges represents 
a visible connection between vertices, as the line segment connecting two vertices does 
not pass through any obstacles [68]. Figure 3.2 below shows the visibility graph of a 
set of polygonal obstacles. 
 
 
 
 
   3.3.2 Path planning with incomplete information 
 In this approach, the decision is based on the current percepts captured by the 
sensors, as the position of obstacles may change over time. Although, several 
algorithms have been proposed in the literature of mobile robotics studies for 
performing obstacle avoidance techniques, very few methodologies have been devoted 
for using low cost resources and low computational power.  
 
Figure 3.2: the visibility graph of a set of obstacles [68]. 
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  3.3.2.1 Follow the Gap Method (FGM) 
 FGM is one of the well-known collision avoidance algorithms that aims to find 
the gap angle between obstacles, in order to compare it with the threshold [69]. It 
assumes  that the robot and obstacles are circular objects, and measures the robot 
dimension to add it into the obstacle's dimension to calculate the path . This can be 
done through the following processes: 
  compute the gap array that stores all the distances between obstacles and the robot, 
in order to  discover the maximum gap between obstacles.  
  calculate the center angle of the maximum gap to guarantee a safe path from 
obstacles center. 
 calculate the final heading angle by combining both gap center angle with goal 
angle.   
After performing the entire processes, the robot can avoid obstacles and move towards 
the final heading angle [69]. 
  3.3.2.2 Artificial Potential Field (APF) 
 APF is another collision avoidance algorithm based on the concept of potential 
field that has been proposed in [70] by M. Zohaib et al. In this method, obstacles 
generate a repulsive force to repel the robot and the target produce an attractive force to 
attract the robot. Figure 3.3 is taken by the work of [71] that demonstrates the 
obstacle's repulsive force and target's attractive force. The total force on the robot is 
interpreted by summing up the repulsive forces from obstacles and attractive force 
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Target
Obstacle
from the robot. The total force is affected by how far the robot is from the obstacles 
and its destination.  
 
 
 
 
 
   3.3.2.3 Vector Field Histogram (VFH) 
 VFH is another real-world obstacle avoidance method that is designed to reduce 
the limitations of Artificial Potential Field (APF) method [72]. This method is used to 
detect obstacles and avoid collision, while the robot is traveling towards its destination 
[73].  VFH has two-dimensional Cartesian histogram grid, and the world model that is 
divided into small sectors as illustrated in Figure 3.4. VFH has two stages of data 
reduction processes in order to compute the desired commands: 
 two-dimensional histogram is converted into one dimensional histogram, and then 
converted to one-dimensional polar histogram. 
 the algorithm selects the most appropriate sector that has a low polar density and 
calculates the steering angle for that direction [74]. 
Figure 3.3: Repulsive force from obstacle and attractive force from target. 
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Figure 3.4: The structure of 2-dimensional histogram grid in VFH [73] 
  3.3.2.4 Bug algorithm (BA) 
 Bug algorithm, is one of the earliest collision avoidance algorithm that generate a 
direct path from the starting point to the final point until an obstacle is detected. During 
the movement in the tested environment, if the destination is not accessible, the robot 
stops moving to terminate the task. In bug algorithm, the decision is based on the 
current sensors reading without considering any previous path and previous decisions 
[75]. It has two behaviors: 
 obstacle avoidance - the robot avoids an obstacle by tracking the edges.   
 move to goal -  the robot creates a reference direction to follow until the destination is 
achieved  or an obstacle is detected.   
 After avoiding obstacles, the robot simply resumes traveling to its final 
destination without taking into consideration any other parameter [76]. 
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3.4 Energy optimization background 
 One of the most challenging aspects in designing mobile robotic systems is the 
energy consumption, which has become a major barrier for many applications, since 
they are limited by a finite amount of power sources. The increase of energy 
consumption has created an excessive pressure on system designers to operate energy-
efficient systems that are able to deliver reliable results [77]. The total energy 
consumption of mobile robotic applications is one of the most important issues that has 
not been adequately considered. Mobile robots are composed of motor drive, motors, 
batteries and a controller, where each of these components utilize a considerable 
amount of energy while operating. Moreover, the total energy consumption of mobile 
robot includes all energy required to keep the robot in motion, as well as the energy 
consumed by all modules that are used to perform a specific operation. Hence, the total 
energy consumption of mobile robot can be minimized by enhancing the energy 
efficiency of motor drives and the modules installed in the robot[78].  
 Minimizing energy utilization of mobile robots can be achieved in multiple 
directions. For example, controlling the robot's velocity, using energy-efficient 
modules and performing simple calculations can reduce the total energy loss on mobile 
robots [79].  The increase of mobile robotic applications can also support energy 
conservation. The study of motion planning in mobile robot can assist to preserve some 
energy during the robot's motion. 
 Even though several studies have been introduced in the literature of mobile 
robots motion planning, very few attention has been devoted to  minimizing the energy 
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consumption and improving the energy efficiency [79]. Some studies are aiming to 
save energy by selecting the shortest path between source and destination. According 
to [80], minimum amount of energy is consumed when traveling distance and the 
number of turns are reduced.  Conserving energy was also considered for uneven 
terrains as it heavily depends on choosing energy-efficient routes as in [81].  In their 
work, the terrain is modeled as grid based elevation maps where the path from source 
to destination is obtained using a modified version of A* search algorithm. The total 
energy consumption is calculated as the energy-cost of traveling from source to 
destination. 
 Mei et al in [82], produced  an energy-efficient motion planning technique in open 
areas. They  used the sixth-degree polynomial to model the cost function of energy 
consumption obtained in their experiments. However, this method cannot be extended 
to broad mission when traveling from source to destination. 
 Moreover, the total energy consumption of mobile robot is critically dependent on 
its motors speed, where energy reductions can be achieved by establishing optimal 
speed of the robot [83]. In [84], power conservation model for mobile robot was 
presented while robots were moving on a straight line with a constant velocity.  
Brateman et al in [85], have proposed a new technique to conserve energy in mobile 
robotic applications by determining motors speed and controlling microcontroller 
frequency. In contrast, a study proposed in [86], claims that establishing the optimal 
speed of the robot is not the most energy-efficient solution, as the best strategy to 
achieve energy efficiency is dependent on the robot's model.  
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 In all studies aforementioned, there is no certain model that can be used to 
formulate the energy consumption of mobile robotic applications. The aims of this 
work are to provide energy-efficient dynamic motion planning model for battery-
powered  mobile robots. and evaluate the total energy consumption of the robot in 
multiple directions.  
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CHAPTER 4: MULTI-SENSORY SYSTEM 
 It is extremely important to discover the advantages and disadvantages of each 
type of  sensors when creating a multisensory system.  In some applications, operating 
environments can be really adverse based on the sensor's type. Since all types of 
sensors feature some kinds of limitations, the integration of deploying multiple sensors 
to take the advantages of each type is the most reliable solution.  In this scheme, 
different types of sensors are used to create a complementary multi-sensor system that 
has the ability to avoid collisions and deliver  reliable measurements.  
4.1 Object Detection System's Description 
 The integration of infrared and ultrasonic sensors are used, so the benefits of one 
compensates for the limitations of the other. 
   4.1.1 Block Diagram 
 The mobile robot used in this work is designed to detect edges and obstacles to 
avoid possible collisions, based on the gathered information from multiple sensors. The 
block diagram of the proposed obstacle detection system is given in Figure 4.1. This 
mobile robot utilizes five different types of sensors: two infrared reflective sensors for 
edge detection, two infrared distance measuring sensors, and an ultrasonic sensor for 
obstacle detection. The output of the IR distance measuring sensors are analog in 
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nature, as they are based on the amount of reflected lights. Therefore, the analog output 
needs to be processed using Analog to Digital Converter (ADC) input line, in order to 
generate digital signals containing information about the obstacle's distance. Then, the 
microcontroller works as the robot's brain, it processes all data acquired from the  
mounted sensors, and create control signals to the motor drive to perform the required 
moves. Modeling of the robot's environment and the typical characteristics of various 
sensors used are described in details in the following sections. 
 
Figure 4.1: Block diagram of the proposed collision- free motion control 
  4.1.1.1 Edge Detection: Using infrared reflective Sensor  
 Edge detection is one of the primary behaviors in designing autonomous mobile 
robot. The robot change its direction when an edge is detected to avoid moving over 
the edge. In general, the edge is the area that does not reflect, for example; the edge of 
a table can be detected when the reflection from the IR beam has stopped. Therefore, in 
Left IR reflective 
sensor 
ADC
ADC
Motor Drive
Right Motor
Left Motor
Right  IR reflective 
sensor 
Left IR measuring 
sensor 
Right IR 
measuring sensor 
Ultrasonic 
sensor 
System Input System OutputMicrocontroller
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mobile robots, edges are detected by using infrared reflectance sensors. In order to 
perform the task, two-TCRT5000 sensors are used as illustrated in Figure 4.2 . 
 
 
 
 
 
 The TCRT5000 sensor is the most suitable type for detecting lines and edges. 
Moreover,  in some cases , it can be used for a very small range obstacle detection. The 
TCRT5000 measures the reflected light from the transmitted IR beam. It consists of two 
components: 
 emitter to generates infrared light that bounces off surface . 
 detector to converts the reflected light into a measurable form ( digital data)  as 
depicted in Figure 4.3 . 
  TCRT5000 works best when the measuring surface is a few millimeter away from 
the robot as the detection range is between 0.2 to 15 mm. 
 
 
 
 
Figure 4.3: TCRT5000 infrared sensor for edge detection 
Figure 4.2: Reflective sensors on mobile robot (FEZ Cerbot) 
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Three different situations are simulated in Figure 4.4. according to the edges' positions 
 
Figure 4.4: Edge detection scenarios 
 In the case of no edges detected, lots of reflected lights hit the sensor and the 
difference between left and right sensors' reading is close to zero. Therefore, both 
motors will move at the same speed (the robot move forward). 
 If an edge is detected through the left sensor, less light is reflected back to the left 
sensor,  while the right sensor detects maximum reflection. The difference between left 
and right sensors' readings is positive, hence, the left motor speeds up while the right 
motor slows down, so the robot turns to the right.  
 If the edge is detected through the right sensor, less light is reflected back to the 
right sensor while the left sensor detects maximum reflection. The difference between 
left and right sensors' readings is negative, hence, the left motor slows down while the 
right motor speeds up, so the robot turns left.  
  4.1.1.2 Obstacle Detection: Using infrared Sensor 
 Obstacle detection is a crucial requirement for any autonomous robot, as it is 
designed to investigate the surrounding and detect obstacles through some distance 
measuring sensors. Infrared sensors are the most fitting type for obstacle detection due 
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to their low cost and ranging capabilities. In this work, two Sharp GP2D120 distance 
measuring sensors are attached to the robot to perform obstacle detection as depicted in 
Figure 4.5. 
 
 
 
 
Figure 4.5: Sharp GP2D120 distance measuring sensor 
 Sharp GP2D120 is a small and inexpensive device that is considered as the primer 
infrared proximity sensor, as it uses the triangulation method to calculate the distance 
to object.  It has a detection range between  4 to 30 centimeters with a reasonable 
precision and nearly impenetrable to variations of obstacles reflectivity. While the 
robot is moving, the IR light generated by the emitter is traveling out in the tested area 
and either hits an obstacle or just keeps on going. In the case of existing obstacle, the 
light reflected off an obstacle returns to the detector, and forms a triangle between the 
emitter and detector. The measurement of the distance using triangulation method is 
illustrated in Figure 4.6.  In the case of no obstacle encountered, the light is never 
reflected back, and the sensor reading indicates no obstacles around. 
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  4.1.1.3  Obstacle Detection: Using ultrasonic Sensor 
 Ultrasonic sensor is also one of the most widely used in autonomous mobile robot 
to measure distances as it presents a consistent source of obstacle detection. In the case 
of transparent obstacles and poor lightening, the ultrasonic sensor is the most 
appropriate type, since it does not depend on vision. The ultrasonic sensor's basic rule 
is to transmit wave package and measure the time it takes to get the echo back. In the 
case of an existing obstacle, the wave collides with the obstacle and is bounced back to 
the sensor. Then, the time difference between sending and receiving waves is 
calculated to determine the distance to the robot.  
 In this work, Distance US3 module is an example of ultrasonic sensor that has 
been used as presented in Figure 4.7. Distance US3 module has a detection range 
between 2 to 40 centimeter with a measuring angle of 15 degrees. 
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A beam of 
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to travel out
Reflected 
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to detector
Min: 4 cm
Max: 30 cm
 
Figure 4.6: Sharp GP2D120 triangulation method 
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  4.1.1.4  Obstacle Detection: Using camera 
 Video cameras are one of the most commonly used sensors in a wide range of 
applications such as object detection, tracking and recognitions.  A single onboard 
camera has been mounted at the front of the robot to detect and track objects. The 
object detection process can be divided into four main procedures as illustrated in 
Figure 4.8, and the following four algorithmic steps: 
 
Figure.4.8  A block diagram of object detection by camera 
 eliminate the effect of ego-motion of the camera and extract a region of interest 
(ROI). Two images of the same scene are linked by a nonsingular linear 
Figure 4.7: Distance US3 Module 
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transformation (previous image and current image), so the effect of ego motion is 
eliminated.  
 detect foreground object and  perform video segmentation. The first frame of the 
video is used as the background where the intensity and color information for the 
background subtractions are considered to improve the accuracy of foreground 
segmentation. 
 calculate the foreground objects and connect foreground points  as a blob using 
blob analysis block. The blob analysis block is used to calculate statistics for 
labeled regions in a binary image, where blob library for OpenCV is used to 
detect connected fore-grounded regions. 
 display detected object in image space. 
4.2. Obstacles detection algorithms 
 This section describes the proposed approach for collision avoidance method 
based on the integrations of several modules. The robot is able to navigate in the 
environments according to  the outputs of the attached modules.  The integration of two 
infrared reflective sensors, distance proximity sensors, and ultrasonic sensors are used 
to detect obstacles and avoid possible collisions in mobile robot.  
   4.2.1 Edge detection algorithm 
 The robot starts sensing the environments for edges through the reading of two 
infrared reflective sensors mounted in front of the wheels. Then, the readings will be 
compared with the given threshold value. If both readings are less than the threshold, 
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then an edge is detected. Otherwise, no edge is detected and then will move to the next 
stage (obstacle's detection). The detailed algorithm is shown in Figure 4.9.  
 
 
 
 
Figure.4.9  Edge-detection algorithm 
4.2.2 Proximity Sensors-Based Distance Measurement Algorithm 
 In the case where no edge is detected, two of Sharp GP2D120 sensors are used 
and  AnalogTodistance( ) is called to convert the sensors analog values to distance . If 
the sensors readings are within the detection range, then an object is detected. 
Otherwise, no object is detected, and the robot will continue following the path as 
illustrated in figure 4.10 
 
 
 
 
Figure.4.10 : Proximity Sensors-Based Distance Algorithm. 
Algorithm1: Edge-detection Algorithm 
Input: L.ref: Left reflective sensor; R.ref: Right reflective sensor;  S: Motor speed; thr: Threshold; t:time; 
Output: α: Edge is detected ;  
BEGIN 
       INIT  s   // Initialize the speed 
       WHILE (true) 
           READ L.ref   // Read left reflective sensor 
           READ R.ref    // Read left reflective sensor 
           IF ( L.ref < thr && R.ref < thr )  // Compare left sensor reading and right sensor reading with the threshold = 10) 
              THEN SET α == true  // Edge is detected  if both readings are less than the threshold. 
           ENDIF 
        ENDWHILE 
 
Algorithm2: Proximity Sensors-Based Distance Algorithm.  
Input: L.IR: Left measuring distance sensor; R.IR: Right measuring distance sensor; S: Motor speed; thr: Threshold; t:time; 
Output: α: Obstacle is detected ; 
BEGIN 
       INIT  s   // Initialize the speed 
         WHILE (true) 
                      READ L.IR // read left infrared sensor 
                          CALL AnalogToDistance (L.IR) // convert analog reading to digital reading  
                      READ R.IR  // read right infrared sensor 
                          CALL AnalogToDistance (R.IR)    // convert analog reading to digital reading 
                      IF ( (L.IR >= 4 &&  L.IR <= 30)  || (R.IR >= 4 && R.IR <= 30) ) // Compare the reading with the detection range of  
                        THEN  SET  α == true     // Obstacle is detected  
                 ENDIF 
        ENDWHILE 
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   4.3.3 Ultrasonic-Sensor- Based Distance Measurement Algorithm 
 In the case there where no edge is detected, Distance US3 Module will be used to 
measure the distance from an object within 2cm to 40 cm range. 
GetDistanceInCentimeters() function is used to convert the senor readings into 
centimeters. The detailed algorithm is shown in Figure 4.11 
 
 
 
 
Figure.4.11 : Ultrasonic Sensor-Based Distance Algorithm. 
   4.3.4 Path planning collision-free algorithm 
 The algorithm for the entire system and the flowchart are presented in figure 4.12, 
and figure 4.13 respectively. The proposed model deploys a modified version of A* 
searching algorithm to find the shortest path from a given point to target. It has been 
widely used in path finding for its reduced search space. It uses a best first search where 
it takes an input, evaluates a number of possible paths, and returns the least cost path 
from a given source to destination [87].  As the robot follows the least cost path, it keeps 
a sorted queue of alternate path along the way to abandon any higher cost path segment 
at any point of time and use the lower-cost segment instead. This procedure continues 
Algorithm3: Ultrasonic Sensor -Based Distance Algorithm.  
Input: US: Ultrasonic sensor; S: Motor speed; thr: Threshold; t:time; 
Output: α: Obstacle is detected ; 
BEGIN 
       INIT  s   // Initialize the speed 
            WHILE (true) 
                    READ US // read ultrasonic sensor 
                       CALL GetDistanceInCentimeters (US)  // convert the reading to centimeter                
                    IF (US >= 5 && US <= 30) // Compare the reading with the detection range of each sensor  
                        THEN  SET  α == true     // Obstacle is detected  
                 ENDIF 
        ENDWHILE 
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until the target is reached [86]. The cost of the path can be calculated based on the 
distance traveled from a given point to another as follows: 
                                                                                                                  
where g(x-1) is the cost of the previous path segment, and Dx is the traveling distance 
between x-1 and x. Then, the least cost path from a start point to target can be 
determined based on the cost of each path segment as follows: 
                                                                                                                                   
where h(x) is a heuristic estimated cost of the path from current point to the goal point. 
The algorithm used in this work is characterized by its high searching efficiency, and 
completeness.  
 When the shortest path from initial position to target has been determined, the 
proposed collision avoidance model performs two processes; edge detection and 
obstacle detection. 
 At the initial position, the robot starts sensing the environments for edges through left 
and right reflective sensors to avoid moving over the edge. In case of possible 
collision, the reflective values are compared with a predefined threshold and the robot 
will make an action accordingly.  On the other hand, if there is no detected edge, the 
difference between left and right sensor readings is close to zero. Therefore, both 
motors move at the same speed (moving forward). Then, the robot performs obstacle 
detection in order to avoid any imminent collisions. Two infrared distance measuring 
sensors; an ultrasonic sensor, and a camera are used for obstacle detection. The 
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microcontroller converts all sensors readings to measurable form (distances in 
centimeters) to compare them with their detection range. If an object is detected 
through any sensor, the robot spins around the object and moves forward. Thus, the 
microcontroller decision is based on sensors readings.  
Figure 4.12: Path planning collision-free algorithm 
Algorithm4: Path Planning Collision-Free Algorithm
Input: L.ref: Left reflective sensor; R.ref: Right reflective sensor; US: Ultrasonic sensor; L.IR: Left measuring distance sensor; R.IR: 
Right measuring distance sensor; S: Motor speed; thr: Threshold; t:time;
Output: α: Edge is detected ; β: Obstacle is detected
BEGIN
INIT  s   // Initialize the speed
GET  source.position == start // get start point
GET  goal.position == goal   // get goal point
WHILE (true)
IF start == goal    // compare if the start point equal to goal point
THEN Goal reached     
ELSE WHILE (start != goal ) DO
ADJUST heading to goal        
COMPUTE shortest path to goal 
READ L.ref   // Read left reflective sensor
READ R.ref    // Read left reflective sensor
IF ( L.ref < thr && R.ref < thr )  //Compare lsensor reading and right sensor reading with threshold 
THEN SET β == true  // Edge is detected  if both readings are less than the threshold.
ELSE
READ US // read ultrasonic sensor
CALL GetDistanceInCentimeters (US)  // convert the reading to centimeter 
READ L.IR // read left infrared sensor
CALL AnalogToDistance (L.IR) // convert analog reading to digital reading 
READ R.IR  // read right infrared sensor
CALL AnalogToDistance (R.IR)    // convert analog reading to digital reading
IF ( (US >= 5 && US <= 30) || (L.IR >= 4 &&  L.IR <= 30)  || (R.IR >= 4 && R.IR <= 30) )
THEN   CALL SetMotorSpeed (0,0)  //  the left motor speed and right motor speed to stop
SET t = 1000ms  //  set timer for  1 sec
CALL SetMotorSpeed (-s,s)  //  turn left
READ L.IR // read left infrared sensor
CALL AnalogToDistance (L.IR) // convert analog reading to digital reading
CALL SetMotorSpeed (s,-s)  //  turn right
READ R.IR // read right infrared sensor
CALL AnalogToDistance (R.IR) // convert analog reading to digital reading
IF ( (L.IR >= R.IR) // if the left distance is smaller than right distance
THEN CALL SetMotorSpeed (s, s)  // move forward
ELSE
CALL SetMotorSpeed (-s,s)  //  turn left
CALL SetMotorSpeed (s, s)  // move forward
ELSE
CALL SetMotorSpeed (s,s) //  move forward  .. no object  detected
ENDIF
ENDIF
ENDWHILE
ENDIF
ENDWHILE
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Figure 4.13: A Flow chart of the proposed motion planning approach 
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CHAPTER 5: MODELING OF FEZ CERBOT 
ENVIRONMENT 
 The mobile robot used in our experiments is a specially designed robotic platform 
for performing  object detection and collision avoidance control as shown in Figure 5.1 
 
 
 
 
 
 
Figure 5.1. FEZ Cerbot 
 
5.1 Design Structure of FEZ- Cerbot 
It was tested in [88], by authors to perform simple collision avoidance technique 
without considering data analysis and sensors measurements. 
For the implementation of the above motives we use .NET Micro Framework 
which is an open source platform for embedded devices. Using Visual Studio and C#, 
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developers can create embedded applications [89]. In addition, Microsoft has recently 
introduced the .NET Gadgeteer, which is an open-source platform that enables using 
.NET Micro Framework and Visual Studio for combing the benefits of object-oriented 
programming and the assembly of small electronic devices [90]. .NET Gadgeteer is a 
standardized way to connect mainboards and modules. One of the most well-known 
companies that adapt the use of .NET Gadgeteer and .NET Micro Framework is GHI 
Electronics. GHI Electronics offers a variety of mainboards, sensor modules, and 
power modules [91].  
FEZ Cerbot is a wheeled robot that has the following specifications:  
 168Mhz CPU. 
  2 gears/motors 
 16 configurable LEDs 
 2 reflective sensors. 
 four AA battery holder.  
 six Gadgeteer sockets that can be used for modules. 
 one USB Client cable for connecting to PC [91].   
In this work , FEZ Cerbot robot from GHI is used to test our proposed method. 
Figure 5.2 shows the entire system where all sensors are attached including the infrared 
reflective sensors, infrared distance measuring sensors, ultrasonic sensor, and robotic 
platform. 
 The two TCRT5000 infrared reflective sensors are installed in the front of the 
robot, where they should be positioned in front of the wheels to detect an edge before a 
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wheel would. Moreover, these sensors have to be spaced widely as possible to assist 
the robot to find the best steering angle to turn when an edge is detected. According to 
the reflectance values, the robot microcontroller, then takes action. Since these sensors 
are used for edge detection, they work best when measuring  surfaces that are a few 
millimeters away. 
 
 
 
 
 
Figure 5.2: Test-bed prototype of FEZ-Cerbot 
 
 Two GP2D120 infrared sensors are mounted in the front of the robot for  obstacle 
detection and distance measurements. This measuring sensor is composed of two parts: 
emitter to transmit the infrared light and a sensing device to produce the output voltage, 
based on the results of the triangulation method. The maximum voltage output from a 
GP2D120 sensor is about 3V. The maximum detection range of the GP2D120 sensor is 
between 4 to 30 centimeters. The GP2D120 generates an analog voltage that can be 
measured using analog-to-digital converter (ADC) input line.  
 Distance US3 module works best for distances between 2 and 40 centimeters, 
with a measuring angle of 15 degrees. Ultrasonic sensor is sufficient for robot 
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navigations, since it calculates the distance to the object by figuring out the time 
interval between transmitting signals and receiving echo back.  
 USB Camera module can stream images as large as 320x240 with up to 20fps on 
smaller images. Since the frames of a sequence video contain some specific 
information about the detected objects, a camera module is used for object detections. 
The ego-motion is compensated, as a big difference may occur by the motion of the 
camera.   
 The integration of the information supplied by multiple sensors can be the best 
solution to overcome the spatial uncertainty of unknown environments in several 
advanced robotic navigation applications. 
5.2 Real time experiments  
 A set of experiments were performed on a FEZ Cerbot mobile robot in a lab 
environment. The robot is equipped with multiple sensors to alert if an object is 
detected while moving along its path. For each experiment, the robot starts sensing the 
environment for objects, when an object is detected, the robot adjust the motion and 
compute the new heading position. When an object is detected through the right 
infrared sensor, maximum light is reflected back to the right infrared sensor, while less 
light is reflected to the left infrared sensor. The difference between the right and left 
readings is positive, hence, the right motor speeds up while the left motor slows down, 
and then the robot turns to the left. On the other hand, when the obstacle is detected 
through the left infrared sensor, the difference between the right and left readings is 
negative. Thus, the right motor slows down while the left motor speeds up, and then 
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the robot turns to the right.  The experiment was executed in multiple scenarios with 
different shapes of obstacles placed in multiple locations around the robot. The 
experiments were carried out as follow:  
 Experiment 1 : The first experiment was conducted to examine the ability of the 
infrared sensors to detect obstacles and avoid collisions. It took a place in white 
surface with three large opaque red cylinders to serve as obstacles as presented in 
Figure 5.3. 
 
 
 
 
 
 
 
 
 Experiment 2 :  The second experiment was conducted in a parquet floor with 
smooth walls, where translucent and transparent objects are placed around the 
robot. The experiment was performed to examine the ability of the infrared 
distance measuring sensors and ultrasonic sensor to detect translucent and 
transparent objects as illustrated in Figure 5.4  
Figure 5.3: A snapshot of a real-time experiment when detecting opaque objects 
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Figure 5.4: A snapshot of a real-time experiment when detecting translucent and 
transparent objects 
 Experiment 3 : The third experiment was tested in a dark area, so the ambient  
light  does not affect the results. The experiment was run to examine how the 
ultrasonic sensor behaves for different light frequencies.  
 Experiment 4 : The fourth experiment as shown in Figure 5.5, was conducted to 
examine the ability of detecting moving objects. The experiment is performed in 
an open area with two robots, where each robot is equipped with proximity sensor 
to detect each other and measure their relative distance.  
 
 
 
Figure 5.5: A snapshot of a real-time experiment when detecting moving objects 
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 Experiment 5 :  The fifth experiment was performed to determine the stability of 
detecting objects with a moving camera. Object detection flow by camera is 
depicted in Figure.5.6. The performance of object detection by camera was 
evaluated using two videos with each having a different number of frames and 
objects. The final evaluation results are presented in Table 5.1, where true 
positive is the number of accurate detections, false positive is the number of 
inaccurate detections, and detection rate is represent the percentage of correct 
detections.   
 
 
 
 
 
 
 
Figure.5.6.a. A selected frame from reference video. Figure. 5.6.b Feature points is 
detected. Figure.5.6.c. Resulting binary masks from segmented image (where 
abandoned objects appear)  Figure.5.6.d. The resulting binary image is cleaned with 
morphological filtering to clean up the mask image and removing points that do not 
represent object. Figure.5.6.e. The result of detected object. 
Table 5.1: The final evaluation results of object detection by camera 
Video Number of 
Frames 
Number of 
objects 
Number of 
detected 
objects 
True 
Positive 
False 
Positive 
Detection 
Rate 
Completion 
Time 
1 27 19 17 16 1 84.21% 0.703 sec 
2 76 58 51 46 5 79.31% 2.109 sec 
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 Experiment 6: Unlike to other reported algorithms, the proposed model 
guarantees a collision free path from simple to critical environments including U 
and H shaped obstacles.  In the case of U shaped obstacle, the robot senses the 
side walls, calculates the distance to front wall, and steers inside. As the front wall 
is detected, the robot turns about 90° to avoid it, and then it turns about 90° again 
when the side wall is detected. After avoiding a U shaped obstacle, the robot 
continues its motion in that direction. The overall performance of the proposed 
model  when detecting U shaped obstacle can be seen in figure 5.7 
 
Figure.5.7. A snapshot of a real-time experiment with a robot and U shaped obstacle 
 
 Experiment 7 and 8 :  The experiments were carried out to find optimal path 
planning in simple and complex dynamic environments, where the robot started 
from a given position and required to travel toward a predefined goal position 
following the shortest path. The two experiments are illustrated in figure 5.8, and 
figure 5.9 respectively.  
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Figure.5.8. A snapshot of a real-time experiment for optimal path planning 
 
 
 
 
 
 
 
Figure.5.9. A snapshot of second real-time experiment for optimal path planning 
 The eight experiments were briefly  summarized in table 5.2 to demonstrate the 
adaptability and reliability of our proposed model.   
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Table 5.2: The overview of eight experiments running to demonstrate the functional 
capabilities of the proposed model 
Experiment Sensory Devices Experimental 
Platform 
Results 
1 
Infrared Sensors In high light frequency 
area with cylinders  objects 
are placed around the robot  
examine the ability of 
infrared sensors to detects 
opaque obstacles. 
The robot is able to 
autonomously navigate 
through obstacles and 
avoid any collision using 
two infrared sensors  
2 
Infrared sensors and 
Ultrasonic sensor 
In high light frequency 
area with multiple 
translucent and transparent 
objects are placed around 
the robot  examine how 
infrared sensors and 
ultrasonic sensor behave 
for different light 
frequencies that pass 
through objects. 
As expected, the robot is 
able to detect all 
translucent and transparent 
objects are measure the 
distance between the robot 
and object.   
 
3 
Ultrasonic sensor In dark area, to examine 
the ability of the ultrasonic 
sensor to detect obstacles. 
The robot is able to 
autonomously navigate in 
dark area using ultrasonic 
sensor where the ambient  
light  does not affect the 
results 
4 
Infrared Proximity Sensors In dynamic environment 
with two robots, where 
each robot is equipped with 
proximity sensor to detect 
the other robot 
The robot is able to detect 
moving object (another 
robot) to avoid any 
imminent collisions and 
measure their relative 
distance. 
5 
Camera In dynamic environment, 
where  two videos captured 
by camera are analyzed 
with each having different 
number of frames and 
objects.   
The robot is able to detect 
obstacles as the detection 
rate for the first and second 
frames are  84.21% and 
79.31% respectively . 
 
6 
Infrared reflective sensors, 
Infrared distance 
measuring sensors, 
Ultrasonic sensor, and 
Camera 
In dynamic environment to 
detect U shaped obstacle. 
Unlike other algorithms, 
the robot is able to detect 
U shaped obstacles and 
avoid collisions 
 
 
7 and 8 
Infrared reflective sensors, 
Infrared distance 
measuring sensors, 
In dynamic environment, 
where multiple boxes and 
cups serves as obstacles.. 
The robot is able to 
smoothly navigate through 
different types of obstacles 
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Ultrasonic sensor, and 
Camera 
The robot started from 
given initial position and 
required to travel toward 
goal position using the 
shortest path. 
and follow the optimal 
path (shortest path) from 
giving configuration to 
goal configuration  
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CHAPTER 6: RESULTS AND DISCUSSION 
 The main goal behind this study is to produce a low cost, low power consumption 
path planning and collision avoidance model for a wheeled mobile robot. The  results of 
the seven experiments described earlier are discussed in the following subsections. 
6.1. Infrared Distance Measuring Sensors 
 Infrared sensors used in this experiment has a detection range of 4 to 30 
centimeters. Both sensors provide incorrect values for the distances out of their 
detection range ( less than 4 cm and greater than 30 cm). The right infrared sensor 
reading is shown in Figure 6.1, which shows the infrared reading while the robot is 
navigating in the test field. 
 
 
 
 
 
Figure 6.1: Right infrared sensors reading when detects object. 
Actual detection Range 
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 Figure.6.1, shows the relationship between the right infrared values and the 
distance to the reflective object. The output voltage of this sensor is dependent on the 
distance measured, as the distance increases, the output voltage decreases (inversely 
proportional) . This sensor offers an analogue voltage corresponding to the distance 
measured. Therefore, an analogue to digital converter (ADC) is required in order to 
find the distance from analog signals. 
 The ADC of our robot is a 10-bit ADC meaning it has the ability to detect 2
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analog levels, and the values returned by ADC are ratio-metric values, ( ratio between 
the output voltage and analog levels). Thus: 
                                        ADCval =  
                   
      
                                                 (6.1) 
Where  
 ADClevel :analog detecting level (= 1023 in our robot) 
 Outvol : analog output voltage at any given distance 
 optvol : system operating voltage ( = 5V in our robot) 
 
  In order to find the distance from analog values, the corrected inverse values of 
analog voltage related to ADC is computed in Figure 6.2. 
As shown in Figure 6.2, the corrective constant value is added to the inverse of the 
distance, in order to nearly linearize the relationship as the corrective constant is the 
analog voltage output at distance 30 (equal to 0.42 in this experiment). 
Then, a generalization can be figured and the fitting equation for the relationship 
between the distance and the voltage is as follows: 
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Figure 6.2: The relationship between corrected distance inverse with ADC. 
                                            
 
      
                                                           (6.2) 
where  
 a is a constant parameter (=0.0004) 
 b is a constant parameter (=- 0.0063) 
 
In the case of  ADC = 258.10 
            D = 1/ (0.0004 * 257.796 -0.0063) -0.42 
            D = 9.908 ≅10 As shown in Figure 6.3 
 
 
 
 
 
Figure 6.3: The corrected value of distance inverse vs. ADC 
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Table 6.1 shows the sensors readings at different times during the experiment. 
Table 6.1: Infrared distance measuring sensors at different experimental times. 
 
 
 
 
 
 
 
 
 
 
 
 Sharp GP2D120 has a detection range between 4 to 30 cm and the corresponding 
ADC values ranges between 530 (for distance = 4 cm) and 80 ( for distance = 30 cm).   
Both sensors return incorrect value for the distance out of  their detection range( less 
than 4 cm and greater than 30 cm).  For example, at time t0, no object is detected as 
both sensors values are out of the detection range.  At time t5,  both sensors values are 
greater than 80 and less than 530, which indicates  that a front object is detected by 
Time RIR LIR  
t0 38.874 40.92 no object is detected 
t5 151.404 157.542 object is detected through RIR and LIR 
t10 20.46 28.644 no object is detected 
t18 40.92 42.966 no object is detected 
t22 216.876 40.92 object is detected through RIR 
t31 24.552 32.9406 no object is detected 
t39 36.828 43.3752 no object is detected 
t41 167.772 40.92 object is detected through RIR 
t56 26.598 20.6646 no object is detected 
t64 30.69 26.598 no object is detected 
t72 24.552 409.2 object is detected through LIR 
t81 36.828 30.69 no object is detected 
t93 40.92 257.796 object is detected through LIR 
t102 20.46 22.506 no object is detected 
t118 32.736 40.92 no object is detected 
t126 26.598 42.966 no object is detected 
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both sensors. At time t22, the right infrared sensor detects an object while the left 
infrared does  not which indicates that the object is positioned  at the front right of the 
robot. 
6.2.Ultrasonic Sensor 
 The ultrasonic sensor is used to  measures the distance to object in the range of  2 
to 40 cm. The sensor was tested twice, and then compared with a real distance to 
ensure the validity and reliability of the sensor as shown in Figure.6.4. 
 
 
 
 
 
Figure 6.4: Ultrasonic sensor readings comparing with real distance 
 Figure.6.4, shows that by taking multiple readings for different distances, the 
ultrasonic sensor used is able to produce a fairly accurate representation of the object's 
location comparing with the real distance. However, values obtained by the ultrasonic 
sensor for distances out of its detection range( less than 2 centimeter) are not reliable. 
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6.3 Infrared and Ultrasonic sensors  
 Figure 6.5 shows the distance to object at different experimental time. The distance 
to object has been computed based on all sensors readings to determine  the distance of 
the object from the robot. 
 
Figure 6.5 : Distance to object at different experimental time 
 As shown in Figure 6.5, at the initial position t0, no object is detected where the 
infrared distance measuring sensors produce invalid values and  no distance is recorded 
for ultrasonic sensor.  At time of t5, a front object is detected through all sensors within 
the distance of 18 cm. At time of  41 seconds, a front right object is detected within the 
distance of 16 cm to right infrared sensor and 12 cm to ultrasonic sensor. At time of 72 
seconds, left front object is detected through the left infrared sensor within the distance 
of 6.5 cm. At time t93, the robot detects another left front object as the left infrared 
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sensor returns distance = 10 cm and ultrasonic sensor return distance = 13 cm, while 
the right infrared sensor returns invalid measurement. The robot will continue moving 
forward while detecting objects and avoiding collisions along its path. 
 
6.5. Obstacle Detection Scenarios  
 To characterize the performance of our method, multiple scenarios for obstacles 
are considered, where multiple obstacles are placed in different positions at the front of 
the robot as illustrated in Figure.6.6.  
Figure 6.6: Obstacle detection scenarios 
 For different cases illustrated in Figure 6.6, sensors readings, distance to 
obstacles, and microcontroller decisions are provided in table 6.2. 
 Each two rows of table 6.2. represent one scenario, where it gives the detected 
sensor, sensors readings, distance to obstacles and the microcontroller decisions 
according to the sensors outputs. The infrared sensors produce an analog voltage output 
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Time Sensor R.IR US L.IR Microcontroller 
Decision
t0 None 0.2 V
Invalid value
No value recorded 0.23 V
Invalid value
Move forward
t1 R.IR
US
L.IR
0.74 V
ADC: 151.404
D = 18 cm
D = 17.87 cm 0.74 V
ADC: 151.40
D= 18 cm
Stop
Turn
t2 None 0.12 V
Invalid value
No value recorded 0.16 V
Invalid value
Move forward
t3 R.IR 1.06 V
ADC: 216.87
D= 12 cm
No value recorded 0.2 V
Invalid value
Stop
Turn left
t4 None 0.13 V
Invalid value
No value recorded 0.10 V
Invalid value
Move forward
t5 L.IR 0.12 V
Invalid value
No value recorded 2 V
ADC: 409.2
D= 5.93 cm
Stop
Turn right
t6 None 0.20 V
Invalid value
No value recorded 0.16 V
Invalid value
Move forward
t7 US
R.IR
0.82 V
ADC: 167.772
D= 16 cm
D = 13.01 cm 0.24 V
Invalid value
Stop
Turn left
t8 None 0.13 V
Invalid value
No value recorded 0.18 V
Invalid value
Move forward
t9 L.IR
US
0.20 V
Invalid value
D = 11.72 cm 1.26 V
ADC: 257.79
D= 9.90 cm
Stop
Turn right
t10 None 0.19 V
Invalid value
No value recorded 0.16 V 
Invalid value
Move forward
t11 IR Reflective 0.012V
Invalid value
No value recorded 0.23 V
Invalid value
Stop
Turn
t12 None 0.22 V
Invalid value
No value recorded 0.17 V
Invalid value
Move forward
between 3V (very close obstacle) and 0.4 V ( far obstacle). Then, the ADC is needed to 
convert the analog voltage  to  measurable distance in centimeters using  (1) and (2). 
Infrared sensors still return  invalid values (less than 0.4 v ), in the case of no obstacles, 
as they are affected by the light intensity of the tested environment. Moreover, the 
distance to object in cm can be obtain through the ultrasonic sensor (distance US3 
module) when the function GetDistanceInCentimeters(US) is executed.  
Table 6.2: Sensors readings and microcontroller decision at different experimental time 
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 For example, At t0,  all sensors are activated, and the robot starts sensing the 
surroundings for obstacles. The two sharp sensors produce invalid values as there is no 
obstacle detected and no distance is recorded for the ultrasonic sensor. When t1, a front 
obstacle is detected through all sensors, the output voltage from sharp sensors and 
Distance US3 module are converted to distances in cm. Then, according to the sensors 
readings; the robot stops for one second, backs up, turns and then move forward. At t4,  
as an obstacle is detected through the right infrared sensor (R.IR) at distance 13 cm, the 
robot stops for one second, backs up turns right, and move forward. In the case of very 
close obstacle as in t12, the robot detects the obstacle through the reflective sensors as 
they are used for edge detections and very small range obstacle detection. Then, the 
microcontroller makes the decision and avoid collision accordingly. The experimental 
findings demonstrates that our method provides a safer and smoother navigations in the 
presence of obstacles. 
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CHAPTER 7: ENERGY CONSUMPTION ANALYSIS 
 Mobile robots are limited by the finite amount of energy in the batteries they 
carry, since a new supply of energy while working is impossible, or at least too 
expensive to be realistic. Thus, the overall design of the multisensory system should 
mainly emphasize on enhancing the overall performance in terms of reducing power 
consumption. The total energetic utilization on  mobile robot can be divided into two 
types: mobility energy and robotic energy. Mobility energy or " Motion energy" 
includes all of the power consumed, while the robot is moving to perform the assigned 
tasks. Thus, it is scaled with  traveled distance, surface type and the robot velocity. On 
the other hand, the robotics energy includes all of the energy required to perform the 
tasks, so it is scaled with the total duty time and robots speed.    
7.1Mobility energy  
 Motors are used to transform the electrical energy into mechanical energy to drive 
the robot. The mobility energy consumption is given by: 
Em = Pl + mas+ mgµ                                                           (7.1) 
where Pl is transformation power loss by motor, m refers to robot mass, a is 
acceleration, s is robot's speed, g is gravity of earth, and µ is the ground friction. When 
the robot travels at high speed, the transforming loss and acceleration can be neglected 
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as they consume negligible energy compared with energy consumed by other modules. 
Consequently, the motion power is a linear of the speed. Several experiments were 
conducted to measure the impact of the robot's speed and distance traveled on the 
energy consumption. All the experiments were performed on a hardwood surface 
where a long cable was used to connect our robot with computer to measure the total 
energy consumption while the robot is moving on a straight line.  
 First experiment was conducted to examine the effects of the robot's speed on the 
amount of the energy consumed as shown in Figure 7.1. In this experiment, all other 
modules are turned off as the main purpose is to measure the amount of power 
consumed to keep the robot in motion.  Moreover, this experiment was tested several 
times at different speed levels and each runs for 5 seconds.  
 
Figure 7.1: The power consumption at different speed level  
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 As Figure 7.1, shows, the robot consumes more energy during the initializing 
steps to reach the highest specified speed, and then consumes less power as it moves on 
a straight path. By applying the least square method,  a generalization can be drawn on 
the relationship between the robot's speed and the power consumption, as the speed 
increases, the power consumption increases. 
 The second experiment was carried to measure the impact of the travelling 
distance on power consumption. This experiment was tested two times for different 
distances ( 2 meters and 5 meters) as illustrated in Figure 7.2 . 
 
Figure 7.2:The total power consumption for different distances  
 Figure 7.2 shows that as the distance increases, the energy consumed increases as 
well. Furthermore, with a certain travelling distance, lower speed consumes more 
energy than at higher speed as more time is needed.    
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7. 2 Robotic energy  
 Robotic energy refers to all energy consumed to achieve assigned operation such 
as sensing, control, and computing energy. It consumes a significant amount of the 
total energy as the robot has to keep functioning whether it is moving or not. In the 
case of using different types of modules,  it is important to measure the energy 
consumption for each component in order to promote the energy efficiency. The 
robotic energy is affected by robot's speed and the duty cycle. The operating duty cycle 
refer to the proportion of functioning time to the total operation time. Figure 7.3 shows 
the total robotics energy consumed to travel 2 meters at different duty cycles and 
different speed levels. 
 
Figure 7.3:The power consumption at different duty cycles  
 Figure 7.3, shows that the energy level decreases as the duty cycle increases, in 
other words, largest duty cycles consumes less energy compared to other lower cycles. 
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Moreover, at each particular duty cycle, the power consumption increases as the speed 
level decreases.   
 The power consumption by the infrared and ultrasonic sensors are measured to 
improve the efficiency level  and conserve some energy. The energy consumption by 
sensors is affected by the frequency level, the  higher the frequency of a wave, the 
greater energy consumed. The power consumption of the two Infrared and ultrasonic 
sensors at different frequency levels is illustrated on Figure 7.4 and Figure 7.5 
respectively.  
 
 
 
 
 
Figure 7.4: The power consumption by infrared sensor at different frequency levels  
Figure 7.5: The power consumption by ultrasonic sensor at different frequency levels  
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Figure 7.6, summarizes the total power consumption on the robot including all the 
mobility energy and the robotic energy at maximum and minimum speed levels.   
Figure 7.6: The range of power consumption by each component at maximum and 
minimum speed 
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CHAPTER 8: PERFORMANCE EVALUATION  
 A reliable path planning algorithm should feature a low computational 
complexity, less travelling distance, and smoother trajectory while avoiding collisions. 
Moreover, it must guarantee its safety  in the dynamic environment while traversing 
toward the goal with as little cost and time as possible. 
8.1 Computational analysis of algorithm 
 The collision-free path model used in this work is checking for all reachable 
solutions to destination and then follow the optimal one (shortest path) from the source 
point  to destination point. The algorithm is exploring the state space by generating  
pointers of already-explored states in order to avoid expanding paths that are already 
expensive. The searching algorithm used can be implemented with a time complexity 
of (n log(n)). Moreover, the algorithm uses a modified version of A
*
 to find the optimal 
reachable path to destination point [94]. The time to run the algorithm will be (n log(n) 
+n), thus proving the algorithm to be time and memory efficient compared to other 
algorithms discussed earlier in chapter 3.  
 Data acquisition (DAQ) was used to monitor the energy consumption while the 
robot is travelling from a given initial position to its goal and avoiding different types 
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of obstacles. To illustrate the results, further experiments were conducted with different 
number of detected obstacles as shown in Figure.8.1.  
 
 
 
 
 
Figure.8.1 Energy Consumption for Different Number of Obstacles.  
 The energy consumption increases as the number of obstacles increased. The 
mobility energy is 397 (J) to cover 0.71 (m), which is the minimum distance from 
source to destination when no obstacles lies in the path [94]. 
 The time-distance graphs of the proposed algorithm is depicted in Figure 8.2. and 
Figure 8.3 respectively.  The minimum distance from a given initial position to the goal 
is 0.71 m, which is covered in 149 second when there are no obstacles detected along 
the path. Considering obstacles in the path, the time and travel distance will increase as 
the robot consumes more time and distance to spin around obstacles to avoid collisions 
[94]. 
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Figure.8.2. Path cost as a function of time for performance comparison 
 
Figure.8.3. Path cost as a function of distance for different number of obstacles 
 
8.2. Comparison and Evaluation 
 Obstacle avoidance in mobile robots depends on the robot's location, and sensors 
readings. There are several obstacle avoidance methods from simple navigating to 
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dynamic control strategy. The proposed method vary from others on the movement 
control and the use of sensorial data in order to avoid unexpected obstacles.  
  Table 8.1, summarizes how each of the obstacle avoidance algorithms identified 
earlier differ from each other by preferring the required hardware and overall 
performance. This section highlighted some significant findings, and focuses on the 
typical characteristics of each method. In the case of symmetric obstacles, FGM is 
more effective than APF. The symmetric obstacles are dead end  scenarios in the APF, 
since the total force becomes zero and the robot stops moving, however, APF and 
FGM both fail for U shaped obstacles. VFH overcomes some of the APF restrictions; 
however, it requires more resources and calculations to generate a 2-dimensional grid 
and the conversion to 1-dimensional polar histogram. BA is easy to tune, but the 
efficiency level is too low as the robot may move too far from the destination. The 
proposed method uses low cost resources that does not require an external memory or 
high processor as in VFH. Moreover, it is not trapped into local minimum error as in 
APF, it is able to detect multiple obstacles in different shapes and colors.  Furthermore, 
the proposed method can be used in real-time application with no need for a prior 
information about the surroundings, as the decision is based on the current reading of 
the sensors. 
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Table 8.1: Comparison between the proposed method and state-of-art methods 
Method Required modules Time Complexity Effectiveness Comments 
FGM [69] Ultrasonic sensor, 
laser Sensors, 
Camera  
Processor 
Obstacle avoiding 
using “FGM” is 
completed in three 
main steps which 
may increase the 
calculation time.  
O(n (log n)
 2
) 
Always select 
shortest path, 
Able to avoid 
symmetric 
obstacles. 
Difficult for 
Microcontroller as 
high computations are 
required. Fails for U 
shaped obstacles.   
APF 
[90][92] 
Ultrasonic sensor, 
IR  distance 
Sensors, 
Microcontroller 
Less time required 
as it selects shorter 
path. 
O (n log n )  
Difficult to use 
in real-time 
application. 
Symmetric obstacles 
is the dead end 
scenario for APF. 
Performs poorly on 
the correspondence of 
narrow passages 
VFH [79] 
[93] 
Ultrasonic sensor, 
High memory, 
Processor 
It is computationally 
expensive (high 
memory and high 
processor are 
required). 
Required more time 
to generate a 2D grid 
and the conversion 
to 1D polar 
histogram 
More resources 
required for 
calculation. 
 
Since the world 
model is updated 
continuously, it is 
hard for 
microcontroller to 
perform these 
calculation.   
Select Shorter path 
comparing with other 
methods. 
BA [75] 
[91] 
Ultrasonic sensor, 
IR  distance 
Sensors, 
Microcontroller 
It has a 
unidirectional 
obstacle detection 
technique, which 
may increases the 
traversal time. 
 
May take robot 
away from goal. 
 
The robot may 
consume more time to 
reach goal as  selects 
the longest path . 
Not goal-oriented, 
decision is based on 
the current sensor 
reading. No obstacles 
considered during 
edge detection 
process.  
Proposed 
Method 
IR sensors, 
Ultrasonic sensors 
Microcontroller 
Low cost sensors 
Low computational 
power 
O (n log n )  
Deployed in 
real-time. 
Detects 
obstacles in 
different shapes 
and colors. 
Easy to tune 
And able to detect 
Symmetric and  U 
shaped obstacles.  
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CHAPTER 9: CONCLUSION AND FUTURE WORK  
 In this Work, an integration of low cost infrared and ultrasonic sensors is 
presented to produce a complementary model of collision-free path  for mobile robot. 
Multiple sensors are utilized together , so the benefits of one compensate for the 
limitations of the other in order to produce a reliable collision avoidance system.  
 The path planner with our model is utilized to generate the shortest path from a 
given initial position to a destination. Further experiments are performed to validate the 
effectiveness of the proposed model. To characterize the proposed model, multiple 
scenarios of obstacle-rich environments are considered, where infrared sensors 
readings and the microcontroller decisions are provided. The proposed model does not 
require prior information of the environment as the decision is based on the current 
percepts captured by the sensors. In addition, there is no need for high memory and a 
sophisticated processor, as a single microcontroller is enough to perform all 
computations. Furthermore,  the proposed model, unlike other algorithms, can easily 
detects critical shaped obstacles ( like U shape and H shape) which are considered 
dead-end scenarios for APF, VFH, and FGM algorithms. 
 The proposed model implemented and tested in a real mobile robot called FEZ-
Cerbot from GHI electronics to validate the usefulness of the model. Moreover, time 
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complexity analysis and a comparison between the proposed method and state-of -art 
methods is presented to highlight some important findings, as it focuses on the typical 
characteristics of each method. The this model is characterized by its low cost, low 
power consumption and  its usefulness in avoiding obstacles. 
 The field of collision-free path planning algorithms for a mobile robot in dynamic 
environments is one of the most well-studied problems that has a large scope. The 
model presented in this work can be extended in multiple promising directions. Future 
research has to be considered  on the following points:  
 The future work will comprise multiple scenarios to evaluate the overall 
performance of the proposed method.  It will also focus on adding some other 
modules to enhance the efficiency and reliability of the model. 
  In order to extend our study, the proposed method will be applied to resolve 
several problems such as multiple robots in dynamic environment for energy 
minimization to verify the validity and practicability of the method in unknown 
environments. 
 Further improvement on the performance of the motion planning as it is limited 
by the basic model of computing the shortest path from a given point to goal point. 
Optimal algorithms for motion planning are to be derived to improve the motion 
planning performance. 
 Several methods have been reported lately, to have combined the collision-free 
path planning algorithms with  neural network and other machine learning 
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approaches. Considering a combination of these approaches with the proposed 
model is an important topic worthy of investigation. 
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