INTRODUCTION
It is well known that by means of Schwarz symmetrization it is possible to establish sharp estimates for solutions of second order elliptic and parabolic equations. To be more specific let us consider (see [7] , [24] , [28] ) the following problem where the coefficients (i, j=1, ... , n) are measurable functions such that Moreover if ~2# is the ball of f~n centered in 0 such that and II is the symmetrized function of I (see [6] ), let us consider the following problem If u (x), v (x) are the solutions of (1.1), (1.3) respectively, then u# (x) __ v (x). Obviously such a result allows us to estimate any Orlicz norm of u (x) simply evaluating the same norm of the solution v (x) of (1 . 3).
The arguments leading to the above result have been extended to general elliptic equations by either weakening ellipticity condition (1.2) (see [3] , [4] ) or taking into account lower order terms (see [5] , [6] , [ 11 ] , [19] , [25] , [26] ).
In this paper we first study linear elliptic equations of a general form that is with first and zero order terms. And we give two comparison results (Theorems 1 and 2) with different constraints on the coefficients of the lower order terms. In all cases we obtain spherically symmetric problems whose structures depend on the hypotheses on the coefficients. From Theorem 1, following an idea of [27] , we derive a comparison result for solutions of parabolic equations. Finally we consider quasilinear equations (see also [23] for a similar result). Most of these results have been announced in [1] .
ELLIPTIC EQUATIONS: MAIN RESULTS
If Q is an open, bounded set of (~n, let S2# be the ball of (~n, centered at 0, whose measure is Q); we set == Cn [2] , [6] , [12] , [16] , [17] and to the appendix of [ [6] , [ 11 ] , [25] for the cases (i), (ii) and [19] for the case (iii)).
We [13] in order to deduce the convergence as E goes to 0: observe that in both cases the convergence is uniform in R (extending by 0 to R the functions uR, vR), thus allowing to pass to the limit in (2. 8 The above result is known provided that only one of the two terms is present (see [5] , [25] ). Therefore Theorem 2 solves completely the problem when both terms (2.13) are in the structure of the operator L.
PROOF OF THEOREM 1
As well as in the proofs of other similar results, the basic idea is, first, to derive a differential inequality for the rearrangement u* of the solution u (x) of ( 1. 2) and then to gain the desired result making use of maximum principles. The first aim is achieved by integrating on the level sets of u (x) and using, as main tools, the isoperimetric inequality, the coareaformula, Schwarz and Hardy inequalities. where Jl (t) denotes the distribution function of u (x).
The inequalities (3 . 4) are consequence of the isoperimetric inequality [14] , Fleming-Rishel coarea formula [15] and Schwarz inequality (we refer to [24] for a complete proof), ( Hence, by standard arguments (see [25] ) Let us consider problem (2 . 5) and its solution v (x) = v# (x); obviously the arguments leading to (3.9) proceed in the same way except that equalities now replace inequalities in the details. Thus in place of (3.9) we obtain the differential equality where v* (s) is the decreasing rearrangement of v (x). For the discussion of (3 . 9), (3.10), we distinguish different cases depending upon the sign of co (x).
We begin by considering the simple case co (x) = 0. The previous inequality is fully satisfactory for our ends because it allows us to estimate Orlicz norm of u by the same Orlicz norm of v (see [6] , [11] , [ 19] [6] (see also [18] ) we obtain that À1 is greater then one: thus we can conclude (see [6] In all this section we adopt the following convention: if h (x, t) is defined in Q we denote by h# (x, t) the symmetrized function, with respect to x, of h (x, t) for t fixed. Letting E -0 we obtain (6. 8). Obviously (6. 8) implies the desired result (6 . 3) .
Furthermore by (6. 5), (6. 8) we get that is (6.4) . Finally from (6.4) and (6.5) , by standard tools (see [8] , [9] , [10] ) we can establish an existence result for the Dirichlet problem (6.1 [23] 
