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Abstract—Video has become an increasingly important part of
our daily digital communication. With the development of higher
resolution contents and displays, its significant volume poses
significant challenges to the goals of acquiring, transmitting,
compressing and displaying high quality video content. In this
paper, we propose a new deep learning video compression archi-
tecture that does not require motion estimation, which is the most
expensive element of modern hybrid video compression codecs
like H.264 and HEVC. Our framework exploits the regularities
inherent to video motion, which we capture by using displaced
frame differences as video representations to train the neural
network. In addition, we propose a new space-time reconstruction
network based on both an LSTM model and a UNet model, which
we call LSTM-UNet. The combined network is able to efficiently
capture both temporal and spatial video information, making it
highly amenable for our purposes. The new video compression
framework has three components: a Displacement Calculation
Unit (DCU), a Displacement Compression Network (DCN), and
a Frame Reconstruction Network (FRN), all of which are jointly
optimized against a single perceptual loss function. The DCU
obviates the need for motion estimation as in hybrid codecs, and
is less expensive. In the DCN, an RNN-based network is utilized
to conduct variable bit-rate encoding based on a single round of
training. The LSTM-UNet is used in the FRN to learn space
time differential representations of videos. Our experimental
results show that our compression model, which we call the
MOtionless VIdeo Codec (MOVI-Codec), learns how to efficiently
compress videos without computing motion. Our experiments
show that MOVI-Codec outperforms the video coding standard
H.264, and is highly competitive with, and sometimes exceeds
the performance of the modern global standard HEVC codec,
as measured by MS-SSIM. The MOVI-Codec project page is at
https://github.com/Meixu-Chen/MOVI-Codec.
Index Terms—Video compression, deep learning, motion.
I. INTRODUCTION
V IDEO traffic is predicted to reach 82 percent of allconsumer Internet traffic by 2021 [1], and to continue
this rapid growth even further. The increasing share of video
in Internet traffic is being driven by several factors, including
the great diversity and extraordinary popularity of streaming
and social media services, the rise of video teleconferencing
and online video education (accelerated by the Coronavirus
Crisis), and significant increases in video resolution. Indeed,
it is estimated that by 2023, two-thirds of installed flat-panel
television sets will be UHD, up from 33 percent in 2018
[2]. Given significant strains on available bandwidth, it is
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crucial to continue and greatly accelerate the evolution of
video compression systems.
Traditional video compression codecs, like H.264 and
HEVC process videos through a sequence of hand-designed
algorithms and modules, including block motion estimation,
and local decorrelating decompositions like the Discrete Co-
sine Transform (DCT). Although the component modules of
modern hybrid codecs have been carefully designed over
several generations, the overall codecs have not been globally
optimized other than by visual examination or by post-facto
objective measurement, typically by the highly fallible PSNR
[3]. Naturally, one could expect the performances of video
codecs to be improved by collective, end-to-end optimization.
Because of their tremendous ability to learn efficient visual
representations, deep learning models are viewed as highly
promising vehicles of developing alternative, globally optimal
video codecs, and a variety of deep learning based image
compression architectures have been proposed [4]–[19]. These
new models have deployed Convolutional Neural Networks
(CNN), Recurrent Neural Networks (RNN), autoencoders,
and Generative Adverserial Networks (GAN) yielding rate-
distortion efficiencies that are reportedly comparable to those
of traditional image compression codecs like JPEG, JPEG
2000, and BPG. Encouraged by these advances, several authors
have devised deep video compression models that suggest the
considerable promise of this general approach. Wu et al. [20]
proposed the first end-to-end trained deep video codec, using
a hierarchical frame interpolation scheme. A block-based deep
video compression codec was proposed by Chen et al. [19]. Lu
et al. proposed an end-to-end video compression model (DVC)
[21] which replaces each component of the traditional hybrid
video codec with a deep learning model, which are jointly
trained as a global hybrid architecture against a single loss
function. Another hierarchical video compression architecture
called HLVC (Hierarchical Learned Video Compression) was
proposed by Yang et al. [22].
In both traditional video codecs and recent deep learning-
based ones, motion estimation and compensation has occupied
a significant portion of the system resources. Motion estima-
tion requires an expensive search process that we avoid, by in-
stead training the network to efficiently represent the residuals
between each current frame and a set of spatially-displaced
neighboring frames. Computing a set of frame differences,
even over many displacement directions is much cheaper than
effective search processes. Moreover, while the statistics of
motion are generally not regular, the intrinsic statistics of
frame differences exhibit strong regularities [23], including
those of differences between spatially displaced frames [24].
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2The strong internal structure of these frame differences makes
them easier to efficiently represent in a deep architecture.
Our idea is inspired by the way the human vision system
processes natural time-varying images. Many studies have
produced strong evidence suggesting that the early stages
of the vision system are primarily implicated in reducing
redundancies in the sensed input visual signals [25], [26].
Indeed, much of early visual processing along the retino-
cortical pathway appears to be devoted to process of spatial
and temporal decorrelation [27]–[32]. We have found that
spatially displaced frame differences, which are space-time
processes, supply a rich and general way to exploit space-
time redundancies. Importantly, our idea is also related to
recent theories of the role of microsaccades in human visual
information processing. Microsaccades create small spatial
displacements of visual field from moment to moment. While
microsaccades have been theorized to play roles in avoiding
retinal saturation, maintaining accurate fixation in the presence
of drifts, and preserving the perception of fine spatial details
[31], they are more recently thought to play an important role
in efficiently representing locally changing and shifting space-
time visual information [28]–[31]. We believe that micro-
saccadic eye movements deployed by the human eye have
adapted to the local regularities induced by small spatial
displacements over time, in order to achieve more efficient
visual (neural) representations. This has inspired us to, in like
manner, trained a deep coder-decoder network to compress
videos using regular displaced residual representations as
inputs.
By capturing displaced frame differences from a large
database of videos, and feeding them into a deep space-
time coding-decoding network, we have formulated a new
breed of deep video compression algorithms that are motion
computation free, statistically motivated, and have perceptual
relevance. The contributions of this work can be summarized
as follows:
• All of the elements of our framework are trained from
end-to-end only once, regardless of the input video frame
dimensions or the desired compression rate.
• We innovate the use of displaced frame differences to
capture efficient representations of structures induced by
motion.
• Our method avoids the computational overhead of motion
estimation and motion compensation.
• A combined LTSM-UNet efficiently captures both spatial
and temporal information which it uses to recreate video
frames from the abstracted video code.
• The entire video compression system is collectively
jointly optimized using a single loss function.
Our results show that video compression can be efficiently
accomplished without explicitly computing motion predic-
tions. We trained the new MOVI-Codec architecture end-to-
end on the Kinetics-600 dataset, using a single perceptual loss
function (SSIM), and tested it on the UVG dataset, the VTL
dataset, and the HEVC Standard Test Sequences (Class B,
Class C, Class D, and Class E). Our experimented results show
that our new model outperforms the widely used video codec
H.264, and is competitive with the latest standard video codec
H.265.
The rest of the paper is organized as follows. Section II
briefly introduces current progress on learning-based methods
for image/video compression and motion estimation. Section
III describes details of the architecture and training protocol
of the new MOVI-Codec model. Section IV discusses the
experiments we conducted and their outcomes, along with a
data analysis along several dimensions. Section V concludes
the paper with a discussion of future research directions.
II. RELATED WORKS
A. Deep Image Compression
A variety of standardized image compression engines have
been proposed over the years to meet the needs of increasingly
picture-centric technologies. JPEG algorithm [33], and later
challengers JPEG 2000 [34], BPG [35], and VP9 [36]. These
methods have proven to be quite practical, and in the case
of JPEG, ubiquitous. Yet they are all handcrafted, highly
modularized without the benefit of collective optimization of
all their elements. Each of these standards maps pixels to
a less correlated representation, regardless of the attributes
of the input image. These transformed values are then non-
uniformly quantized, typically with reference to a human
visual sensitivity model.
A variety of authors have recognized the potential of
deep learning to advance progress on the image compression
problem (a still timely goal given the senectitude of the pre-
vailing JPEG standard), and many learning-based architectures
have been devised [4]–[18]. Given that Convolutional Neural
Networks (CNN) [37] were the first deep learning models
to obtain standout performance on image analysis problems,
it was natural that it be the first deep architecture to be
applied to learning-based image compression. Ballé et al. [8]
proposed a CNN-based image compression framework that
was optimized end-to-end, which was shown to outperform
JPEG2000 with respect to both MS-SSIM and PSNR image
quality measures. Their framework was later extended by
incorporating a hyperprior to capture spatial dependencies
in the latent representation for entropy estimation [6]. In
[14], Minnen et al. further enhanced the entropy model, by
combining autoregressive and hierarchical priors to exploit the
probabilistic structure in the latents. The resulting model was
reported to outperform BPG with respect to both PSNR and
MS-SSIM. Another architecture favored for learning-based
image compression are Recurrent Neural Networks (RNN),
because of their ability to exploit representative memories.
Long Short-Term Memory (LSTM) models were proposed
[38] to address the vanishing gradient problem of RNNs.
Toderici et al. [4], [5] was the first to deploy a deep RNN-
based architecture for image compression by utilizing a scale-
additive framework. This architecture allows for variable bit
rates and only needs to be trained once. The authors also
presented results using different types of RNNs, including
LSTM, associative LSTM and a hybrid of a Gated Recurrent
Unit (GRU) [39] and a ResNet, reporting that the performance
of the model was better than JPEG. Generative Adversarial
Networks (GAN) have been applied in several learning-based
3image compression models. Early on, Rippel et al. [11]
proposed a GAN-based image compression framework that
they claim outperformed all existing codecs with respect to
MS-SSIM, while being lightweight and deployable. In [12],
a GAN framework is presented to build an extreme image
compression system which the authors report as achieving
state-of-the-art performance, especially at very low bit rates,
based on a user study.
B. Deep Video Compression
It is natural to also consider learning-based methods for
video compression [19]–[22], [40]–[43]. Wu et al. [20] pro-
posed a video compression architecture based on the idea
that video compression is repeated image compression. They
define two types of frames: key frames and other frames. Key
frames are compressed using an RNN-based image compres-
sion network [5], while the other frames are interpolated in a
hierarchical manner. Another hierarchical video compression
architecture, called Hierarchical Learned Video Compression
(HLVC), was proposed by Yang et al. [22]. In this method,
there are three quality layers: an image compression layer,
a Bi-Directional Deep Compression (BDDC) layer, and a
Single Motion Deep Compression (SMDC) layer. In an attempt
to match the pipeline structure of hybrid codecs, Lu et al.
proposed an end-to-end video compression model (DVC) [21]
that replaces each traditional hybrid component, with deep
learning models, then jointly optimized all the components
against a single loss function. This work was further extended
to two models, a lightweight version DVC_Lite, and advanced
version called DVC_Pro, by adjusting various components of
the architecture. Later, Habibian et al. [40] proposed a deep
generative model for video compression using an autoregres-
sive prior to conduct entropy coding. Generally, all learning-
based video compression models implement traditional block-
based motion estimation or optical flow, both of which have
a high computational overhead.
The most related work to ours is [43], whereby an in-
terpolation loop is used as an alternative to motion estima-
tion/compensation. However, the frame interpolation network
still requires training, which adds to the complexity of the
overall method. In addition, this network requires multiple
training for different bit rates, while a single training of our
network produces codes for all desired bit rate.
C. Motion Estimation and Motion Compensation
Motion estimation (ME) and motion compensation (MC) are
crucial components in modern hybrid video codecs. These are
used to exploit the temporal redundancy of video frames via
inter-frame prediction. In traditional hybrid video codecs like
H.264 and H.265, video frames are first partitioned into blocks,
then motion vectors (MV) associated with each block are
estimated with respect to predictions of neighboring reference
frames via expensive block search methods, which typically
occupies 77-81% of the overall encoding expense [44], by far
the most intensive aspect of video compression. A few deep
learning methods have proposed to solve the ME problem.
For example, Choi et al. [45] trained a CNN to measure the
similarity of pairs of image patches and used this to estimate
MVs. However, this method still requires a search process to
find the best match. In [46], the authors developed a CNN
that was trained to conduct both uni- and bi-directional ME,
using separate networks so that motion information need not
be transferred from the encoder to the decoder. The CNN
does require two frames from the decoded picture buffer and
their temporal indices as inputs, which it uses to produce filter
coefficients that synthesize patches of a new frame, which is
then used to predict the current frame. A drawback of this
approach is that it requires the CNN to be resident at both the
encoder and the decoder, which reduces decoding efficiency.
Another popular alternative to block matching algorithms
are optical flow routines, which seek to obtain a dense vector
field mapping the movements of pixel. A variety of deep
learning based optical flow estimation methods have been
proposed to reduce the computational overhead of dense
optical flow vectors [47]. FlowNet [48] showed that it was
possible to train a network from two input images to predict
optical flow while matching or exceeding the accuracies of tra-
ditional methods. Later improvements by introduced a stacked
architecture that included warping of the second image via
intermediate optical flow estimates, and a sub-network spe-
cializing on predicting small motions [49]. Other approaches
tried to combine networks with traditional methods. Ranjan
et al. [47] proposed such a network called SpyNet, which
adopted a traditional coarse-to-fine computational hierarchy
using a spatial pyramid. Later, another network competitive
with FlowNet2 was proposed, called LiteFlowNet [50], but
with a significantly decreased model size. Our approach avoids
even these methods of deep flow computation, by instead
feeding the network a set of directional inter-frame residuals
containing adequate information for the network to seek the
most efficient perceptual representation.
III. PROPOSED METHOD
A. Framework
Figure 1 exemplifies the flow of our deep video compression
network. A current frame is input to the network, along
with multiple displaced frame differences from adjoining,
previously coded and then decoded frames (lower part of
figure). This is similar to the classic hybrid coding loop,
which also includes the decoder as part of the encoder loop,
to reduce reconstruction errors. In this network, in every
group of pictures (GOP), there are two types of frame:
key frames, and other frames. Key frames are compressed
only using information from the current frame image (not
frame differences), hence are similar to I-frames in hybrid
codecs, and are generally less compressed. The other frames
are generally more compressed, and use differences between
spatially displaced frames to capture statistical redundancies.
An illustration of displaced frame differences, i.e. differences
between spatially displaced frames is shown in Figure 2.
Our framework operates the same on every group of pictures
(GOP) of n frames, where the first frame is chosen as key
frame, and the remaining n−1 frames are the other frames. In
our experiments, we fixed n = 8, but other values of n might
be profitably considered. The units that process each GOP
are: a Displacement Calculation Unit (DCU), a Displacement
4Fig. 1. The overall network architecture of MOVI-Codec, which consists
of three components: a Displacement Calcalution Unit, a Displacement
Compression Network and a Frame Reconstruction Network.
Compression Network (DCN), and a Frame Reconstruction
Network (FRN). The details of each network will be discussed
in the following sections.
Given an input video with frames x1, x2, ..., xT , the first
(and every following) GOP (x1 to x8) is processed as follows:
For every frame xt, displaced frame differences between the
current frame xt and previous reconstructed frame xˆt−1 are
calculated via the DCN, after which the displaced frame differ-
ences dt are input into the DCN. Given an output dˆt from the
DCN, FRN uses the reconstructed displaced frame differences
dˆt and the reconstructed previous frame xˆt−1 to reconstruct
a current frame xˆt. In the first GOP, x1 is considered key
frame and x2 to x8 are the other frames. The key frame and
the other frames are processed differently, since the key frame
of each GOP is without any previous reconstructed frames.
In the first GOP, the previous reconstructed frame of the key
frame x1 is simply considered to be itself, i.e., x1 is replicated
backwards, when calculating the displaced frame differences.
Later, the FRN reconstructs the key frame twice, as follows.
The reconstructed displaced frame differences dˆ′1 (between
x1 and itself) and an all-zero frame are input to the FRN
yielding a poorly reconstructed key frame xˆ′1. To obtain a
better reconstructed key frame, another set of reconstructed
displaced frame differences dˆ1 (calculated between the poorly
reconstructed key frame xˆ′1 and x1) is input into the FRN, in
which xˆ′1 serves as a second previous reconstructed frame for
key frame x1. The FRN then reconstructs a better key frame
xˆ1. This “better” reconstructed key frame xˆ1 is later used as
the previous reconstructed frames for x2, and so on. Pseudo
code of the flow is shown in Algorithm 1.
B. Displacement Calculation Unit (DCU)
Given a video with T frames x1, x2, ..., xT of width w and
height h, two directional (spatially displaced) temporal differ-
ences are computed between each pair of adjacent frames, as
shown in Figure 2. In the DCU, the inputs are a current frame
xt and the reconstructed previous frame xˆt−1. Then, at each
spatial coordinate (i, j), a set of spatially displaced differences
is calculated as:
dH(i, j)t = xt(i, j)− xˆt−1(i, j − s) (1)
dV (i, j)t = xt(i, j)− xˆt−1(i− s, j) (2)
where s = ±3,±5,±7. The set of 12 displaced frame
differences (residuals) is then fed into the Displacement Com-
Algorithm 1 Flow of MOVI-Codec for first GOP
x1 to x8: first GOP video frames.
xˆ0: previous reconstructed frame for x1.
xˆ′1: poorly reconstructed frame.
dt, dˆt: displaced frame differences and corresponding recon-
structed ones, respectively.
d′1, dˆ
′
1: displaced frame differences between x1 and itself, and
corresponding reconstructed ones, respectively.
d1, dˆ1: displaced frame differences between x1 and xˆ′1, and
corresponding reconstructed ones, respectively.
1: procedure MOVI-CODEC
2: for t in 1 to 8 do
3: if t is 1 then
4: xˆ0 = x1
5: d′1 ← DCU(x1, xˆ0)
6: dˆ′1 ← DCN(d′1)
7: xˆ′1 ← FRN(dˆ′1, 0)
8: d1 ← DCU(x1, xˆ′1)
9: dˆ1 ← DCN(d1)
10: xˆ1 ← FRN(dˆ1, xˆ1)
11: else
12: dt ← DCU(xt, xˆt−1)
13: dˆt ← DCN(dt)
14: xˆt ← FRN(dˆt, xˆt−1)
15: end if
16: end for
17: end procedure
Fig. 2. Concept of displaced frame differences, showing a frame t and
previous frame t−1, and multiple spatially displaced versions of frame t−1.
pression Network, which delivers as output the reconstructed
set of displaced residuals dˆt. As mentioned in Section II,
the statistics of non-displaced frame differences have been
observed to be nicely regular. As shown in [24], the statistics of
displaced frame differences are also highly regular, and more
so in the direction of local motion. This makes them good
video representations to learn to exploit space-time redun-
dancies, while avoiding the computational burden of motion
estimation and compensation. Since between-frame motion
displacements are nearly always less than 10 pixels [51], we
experimented with a diverse combination of between-frame
spatial displacements of less than 10 pixels and found the
regular sampling of displacements mentioned above worked
quite well.
C. Displacement Compression Network (DCN)
1) Framework
After a set of 12 displaced frames are generated from the
Displacement Calculation Unit, they are fed into the Dis-
5Fig. 3. Flow diagram of the Displacement Compression Network.
Conv(3,64,2) represents the convolution operation with kernel size of 3x3,
64 output channels and a stride of 2.
placement Compression Network, where each displacement
occupies three channels (RGB), hence the overall input to the
DCN comprises 36 channels. The compression network which
is similar to Toderici et al. [5], is depicted in Figure 3. This
compression architecture allows for variable rate compression
using an iterative training process: At each iteration K, the
model encodes a differential residual rk between the previ-
ously coded displaced frame differences dˆk and the original
displaced frame differences d:
zk = B(Ek(rk−1)), dˆk = Dk(zk) + dˆk−1 (3)
rk = d− dˆk, r0 = d, dˆ0 = 0, (4)
where Dk and Ek are the decoder and encoder (and their
states of recurrent components at iteration k), zk is a binary
representation, dˆk are the reconstructed original displaced
frame differences d. The reconstructed displaced frame dif-
ferences are obtained using dˆk =
∑L
1 Dk(zk), which allows
for variable rate reconstruction, depending on the choice of L.
2) Quantizer
Traditional quantization inevitably produces zero gradients
during backpropagation (BP) which halts network training.
Our network deploys BP via stochastic gradient descent, which
requires differentiability of all network elements. Hence, we
implemented a modified quantizer as in [5], as follows, where
zˆ is the binarization of the latent representation of displaced
frame differences, which lie between -1 and 1, and  represents
quantization noise:
zˆ = z +  ∈ −1, 1 (5)
 ∼
{
1− z with probability 1+z2
−z − 1 with probability 1−z2
. (6)
3) Entropy Coding
To estimate the entropy of the compressed codes H(zˆ),
where zˆ is the quantized latent representation of z, we adopted
an extension of the PixelCNN network proposed by Mentzer
et al. [13], which extends the original PixelCNN from two
dimensions to three. PixelCNN [52] is a deep neural network
that sequentially predicts pixels in an image along two spatial
Fig. 4. LSTM-UNet architecture used in Frame Reconstruction Network.
dimensions. It aims to estimate a distribution of natural images
that can be used to tractably compute likelihoods of images
and to generate new ones. In this network, the probability p(x)
of image x with n2 pixels is factorized as:
p(x) =
n2∏
i=1
p(xi|x1, ..., xi−1), (7)
where each colors (R, G, B) is conditioned on other channels:
p(xi,R|x<i)p(xi,G|x<i, xi,R)p(xi,B |x<i, xi,R, xi,B). (8)
The compressed codes generated at each iteration of our
architecture have three channels and are of size (H16 ,
W
16 , B),
where H and W are the height and width of the original
frame, and B is the number of channels used by the binarizer
in the RNN Displacement Compression Network (B = 32
for key frames and B = 16 for other frames). The entropy
estimation network is trained using a cross entropy loss, which
also indirectly minimizes the entropy of the codes. Since
natural images are heavily correlated, the varying conditional
probability p(xi|x1, ..., xi−1) produced by the entropy estima-
tion network is then input into arithmetic coding to further
compress the code size.
D. Frame Reconstruction Network (FRN)
Figure 4 shows the flow of the Frame Reconstruction Net-
work (FRN). The FRN uses the reconstructed displaced frame
differences dˆt and the reconstructed previous frame xˆt−1 as the
model input to reconstruct the current frame. The architecture
of FRN incorporates Convolutional LSTM (C-LSTM) blocks
into a U-Net architecture. The U-Net architecture, which is an
encoder-decoder style network with skip connections, makes
it possible to extract and represent meaningful descriptors
over multiple image scales. However, without modification, the
UNet architecture cannot account for temporal relationships
between frames of video data, which are deeply relevant
to the efficiency of video compression. The C-LSTM is a
convolutional version of the original LSTM, which replaces
the matrix multiplication operation of the traditional LSTM
with convolutions. It is quite useful for analyzing temporal
image sequences. By introducing C-LSTM blocks into the
U-Net architecture, the FRN is able to process evolving
frame properties over multiple scales, by relating compact
representations of them in the C-LSTM memory units, leading
to better reconstructed frame quality and higher compression
rates.
6E. Training Strategy
In our framework, coding bits are restricted through the
RNN-based DCN. For k iterations, the bits per pixel (BPP) of
the unquantized latent representation zt is calculated:
bpp =
1
16
× 1
16
×(kkey×Bkey× 1
n
+kother×Bother× n− 1
n
)
(9)
where B is the number of channels used by the binarizer in
the RNN DCN (32 for key frames and 16 for other frames),
kkey and kother are the number of iterations applied on key
frames and other frames, respectively, and where n is the size
of each GOP (n = 8 in the experiments).
We used the following loss function when training the
overall MOVI-Codec network:
L = (1−λ)×D1(xt, xˆt)+λ×(1−D2((xt, xˆt)))+γ×H(z, zˆ),
(10)
where λ controls the trade-off between the pixel-by-pixel loss
data D1 and the perceptual loss D2. H(·) is the cross entropy
loss as used in 3D-PixelCNN. In the experiments, we fixed
λ = 0.9 but experimented with other values of λ as discussed
in Section IV, and we fixed γ = 0.01.
IV. EXPERIMENTS
A. Settings
The MOVI-Codec networks were trained end-to-end on the
Kinetics-600 dataset [53], [54]. The Kinetics-600 videos are
downloaded from YouTube, each video having duration of
about 10s and various resolutions and frame rates. We used
part of the testing set from Kinetics-600, which consists of
around 10,000 videos, to conduct our experiments. From each
video, a random 64 × 64 patch with 48 frames was randomly
selected for training, and the values of each input video were
normalized to [-1,1]. We randomly downsampled the 64 ×
64 patch to reduce any previously introduced compression
artifacts. The network was trained end-to-end a single time
to obtain all video codes. We tested the MOVI-Codec on the
VTL dataset [55], the JCT-VC [56] (Class B, C, D and E)
datasets, and the UVG datasets [57]. These datasets cover a
variety of resolutions as shown in Table I. For fair comparison
with [21], [58] and [22], we tested our framework on JCT-VC
datasets using the first 100 frames, and tested on VTL and
UVG using all frames.
To evaluate the quality of the reconstructed videos, we used
two quality models: MS-SSIM [59] and PSNR. Multiscale
SSIM (MS-SSIM) is a widely used image quality assessment
model which captures local luminance, contrast, and structural
information. We compared our method with both traditional
and recent deep learning models. H.264 [60] and H.265 [61]
were included as representatives of traditional compression
codecs. We follow [21] [22], and used x264 and x265 “LDP
very fast” mode with GOP = 8 on all videos. Among recent
deep learning models, DVC [21] and Wu et al. [20] are
optimized for PSNR, Habibian et al. [40] and Cheng et al.
are optimized for MS-SSIM, and HLVC [22] has both MS-
SSIM optimzed and PSNR optimzed results. The results on
presented in the following sections.
B. Results
In this section, we compare our video compression en-
gine with standards H.264 and HEVC, and with other deep
learning-based video compression architectures, Wu [20],
DVC [21], [58], and Cheng [43] on the UVG dataset, the
VTL dataset, and the HEVC Standard Test Sequences (Class
B, Class C, Class D, and Class E). To compress videos using
H.264 and HEVC codec, we follow the setting in [21] and
use FFmpeg with the very fast mode1. We also provide visual
examples of our approach against other approaches in Figure
5. More exemplar reconstructed videos are included in our
project page.
Figure 6, Figure 7, Figure 8, and Figure 9 shows the
experimental results on the UVG dataset, the VTL dataset, and
the HEVC Standard Test Sequences (Class B, Class C, Class
D, and Class E). Results show that our network outperforms
H.264 and is competitive with the latest HEVC standard. It’s
worth mentioning that our network is trained on a single loss
function once to obtain different bit rates, whereas all other
deep learning-based methods except Wu need to be trained
on every bit rate. Additionally, DVC and HLVC are trained
both on PSNR and MS-SSIM respectively to obtain better
results on each metric. In our comparison, we include the
best performance for these two methods for each metric. Our
method performs better on MS-SSIM overall mainly because
of the displaced frame differences we utilized. Instead of
reconstructing a pixel-by-pixel motion change, our network
reconstructed more detail on the large motion that human
eyes are more sensitive to, and dedicated less detail to small
movements. This is a perceptually based reconstruction that
might be not as good for PSNR, which measures distortion
on a pixel-by-pixel base.
C. Ablation Studies
The ablation studies are conducted to prove the choices we
made in our approach, naming the trade-off between PSNR
and SSIM in loss function, the displaced frame difference
combination, and the effectiveness of the proposed LSTM-
UNet. The results are shown in Figure 10, Figure 12, and
Figure 11.
1) Displaced Frame Difference Combination
Figure 10 shows the experimental results on different com-
binations of displaced frame differences. d = 0 refers to frame
differences with no displacements, which gives the worst
performance of all combinations evaluated. This proves our
concept that using “displaced” frame differences captures more
diverse motion information to feed into the network. Noting
that adding d = 7 greatly increases the overall performance,
in that a larger displacement helps cover larger motions in
videos, without which the video is noticeably distorted.
1 H.264: ffmpeg -pix_fmt yuv420p -s WxH -r FR -i Video.yuv -vframes N
-c:v libx264 -preset veryfast -tune zerolatency -crf Q -g GOP -bf 2 -b_strategy
0 -sc_threshold 0 output.mkv
H.265: ffmpeg -pix_fmt yuv420p -s WxH -r FR -i Video.yuv -
vframes N -c:v libx265 -preset veryfast -tune zerolatency -x265-params
“crf=Q:keyint=GOP” output.mkv
FR, N, Q, GOP represents the frame rate, the number of encoded frames,
quality, GOP size, respectively. N is set to 100 for HEVC datasets.
7TABLE I
RESOLUTIONS OF DIFFERENT DATASETS USED FOR EVALUATION
Dataset VTL UVG JCT-VC Class B JCT-VC Class C JCT-VC Class D JCT-VC Class E
Resolution 352 × 288 1920 × 1080 1920 × 1080 832 × 480 416 × 240 1280 × 720
2) Effectiveness of the LSTM-UNet
Figure 11 shows the experimental results on the HEVC
Class B dataset when using UNet and LSTM-UNet to re-
construct frames, respectively. As shown in the example,
LSTM-UNet extends the advantage of UNet for extracting
and represent descriptors spatially, to spatio-temporally with
C-LSTM blocks, thus resulting better performance in recon-
struction. In addition, LSTM-UNet converges faster than UNet
counterparts, shortening the training time of the network.
3) Trade-off between PSNR and SSIM in Loss Function
In our framwork, We used the following loss function:
L = (1−λ)×D1(xt, xˆt)+λ×(1−D2((xt, xˆt)))+γ×H(z, zˆ),
(11)
where λ controls the trade-off between the pixel-by-pixel loss
data D1 and the perceptual loss D2. H(·) is the cross entropy
loss as used in 3D-PixelCNN. In our experiment, we chose
MSE loss to be D1 and SSIM to be D2, and γ = 0.01. As
shown in Figure 12, the proposed λ yields the best result.
Choosing λ = 1, i.e., without any pixel-to-pixel distortion
metric slows the training process and is very hard to converge.
As a result, we used λ = 0.9 as a fair trade-off hyperparameter
in our network.
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed an end-to-end deep learning
video compression framework that renovated motion predic-
tion. To be specific, we proposed the use of displaced frame
differences as indicators of motion information, and fed them
into a deep space-time compression network. Additionally, we
proposed a new version of UNet, LSTM-UNet, that utilized
both spatial and temporal information in videos for frame
reconstruction. Experimental results show that our approach
outperforms the standard codec H.264 and is competitive with
the latest H.265. The work provides a promising direction for
video compression to explore a perceptual way of dealing with
motion. Based on the reduced complexity of the framework,
it makes it easier to implement video compression on devices
that require more bandwidth or computational power other-
wise, such as VR headsets and AR glasses.
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