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Free field structure of the model with a spin-3
2
Rarita-Schwinger field directly
coupled to a spin-1
2
field
Stephen L. Adler∗
Institute for Advanced Study, Einstein Drive, Princeton, NJ 08540, USA.
In earlier work we introduced an abelianized gauge field model in which a Rarita-Schwinger
field is directly coupled to a spin- 1
2
field, and showed that this model admits a perturbative
expansion in the gauge field coupling. As a preliminary to further study of the coupled
model, in this paper we present a detailed analysis of the free field structure that obtains
when the dimensionless gauge coupling is set to zero, but the dimension one coupling of the
spin- 3
2
and spin- 1
2
fields remains nonzero.
I. INTRODUCTION
This paper is a continuation of our study of whether Rarita-Schwinger fields can be consistently
gauged. In an earlier paper [1] we introduced a model in which a massless spin-32 field is coupled to a
spin-12 field with a coupling parameter with dimensions of mass, and showed that this model, unlike
the standard Rarita-Schwinger theory, can be gauged without introducing singularities at zero
gauge field. A detailed discussion of motivations, and earlier references, is given in the introductory
section of [1] and will not be repeated here; suffice it to say that the question of the gauging of
Rarita-Schwinger fields is of long standing, and is of interest both from the vantage point of the
possible use of a gauged spin-32 sector in unified models, and the theory of gauge anomalies of
spin-32 fields. Despite admitting a perturbative expansion, and permitting calculation of the gauge
anomaly, the coupled model was shown in [1] to have a number of non-standard features: (1) The
zero external field plane wave solutions are not all eigenvectors of the wave matrix, but rather, some
of the plane wave solutions are only Jordan canonical form eigenvectors. (2) There are tachyonic
propagation modes in the presence of external fields. (3) The Dirac brackets are non-positive. We
suggested in [1] that some of these problems may be cured when dynamical symmetry breaking is
taken into account. For example, the tachyonic modes could be a signal that the model is unstable
against symmetry breaking giving the fields of the model masses and altering the propagating
modes in the presence of gauge fields. And such symmetry breaking could lead to a Lee-Wick [3]
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2resolution of the negative metric problem, for example by making the negative metric sector modes
unstable against decay into positive metric sector modes.
To assess whether these suggestions are viable will require a further detailed study of the
dynamics of the interacting theory. But a first essential step is to understand the free field,
zero gauge coupling structure of the model in detail, and that is the purpose of this paper. In
Section II, we give a systematic mode analysis in momentum space, determine the equal time
anticommutator algebra of the creation–annihilation operators, and isolate the indefinite metric
sector. In Section III, we study the left-chiral propagator, its relation to time-ordered products of
fields, and its construction from the action of creation and annihilation operators on the vacuum,
and the Hamiltonian time evolution of these operators. Brief conclusions are given in Section IV.
II. MODE ANALYSIS
A. Lagrangian, field equations, and anticommutators
The Lagrangian density and Euler-Lagrange equations of the model in manifestly covariant
form are
L =− ψµγ
µνρ∂νψρ − λγ
ν∂νλ+m(λγ
νψν − ψνγ
νλ) ,
0 =γµνρ∂νψρ +mγ
µλ ,
0 =γν∂νλ−mγ
νψν ,
(1)
with ψµ the spin-
3
2 Rarita-Schwinger field and λ the spin-
1
2 field. From taking ∂µ of the second
line we find that λ obeys a free massless Dirac equation,
0 = γµ∂µλ , (2)
and comparison with the third line then shows that ψν obeys the constraint
0 = γνψν ‘ (3)
In terms of the left chiral reduction, Eqs. (2) and (3) are
Ψ0 =~σ · ~Ψ ,
∂0ℓ =~σ · ~∇ℓ ,
(4)
3while the second line of Eq. (1) yields both the spin-32 equation of motion
∂0~Ψ = ~∇Ψ0 + i~∇× ~Ψ (5)
and the constraint
~σ · ~∇× ~Ψ = imℓ . (6)
From the Dirac brackets for the free field coupled model [1] multiplied by i, we get the equal
time anticommutation relations obeyed by ~Ψ and ℓ,
{Ψi(~x),Ψ
†
j(~y)}+ =
1
2
σjσiδ
3(~x− ~y)− ~∇xi
δ3(~x− ~y)
m2
←−
∇yj
=(δij −
1
2
σiσj)δ
3(~x− ~y)− ~∇xi
δ3(~x− ~y)
m2
←−
∇yj ,
{ℓ(~x),Ψ†j(~y)}+ =−
1
m
δ3(~x− ~y)
←−
∇yj ,
{Ψi(~x), ℓ
†(~y)}+ =−
1
m
~∇xiδ
3(~x− ~y) ,
{ℓ(~x), ℓ†(~y)} =0 .
(7)
B. Momentum space analysis
Let us now write the field equations in momentum space. For the covariant equations, we write
ψµ(x) =
1
(2π)4
∫
d4keik·xψµ[k] ,
λ(x) =
1
(2π)4
∫
d4keik·xλ[k] ,
eik·x =ei(
~k·~x−k0x0) ,
(8)
giving in momentum space
−γµνρikνψρ[k] =mγ
µλ[k] ,
γνkνλ[k] =0 ,
γνψν [k] =0 .
(9)
4Similarly, for the left chiral equations we write
Ψi(x) =
1
(2π)4
∫
d4keik·xΨi[k] ,
Ψ0(x) =
1
(2π)4
∫
d4keik·xΨ0[k] ,
ℓ(x) =
1
(2π)4
∫
d4keik·xℓ[k] ,
(10)
giving in momentum space (with Ω = k0)
Ψ0[k] =~σ · ~Ψ[k] ,
0 =(Ω + ~σ · ~k)ℓ[k] ,
−Ω~Ψ[k] =~kΨ0[k] + i~k × ~Ψ[k] ,
0 =~σ · ~k × ~Ψ[k]−mℓ[k] .
(11)
In [1] we wrote Eqs. (11) in terms of a wave operator [W ] acting on ~Ψ and ℓ and found the Jordan
eigenmodes, which are given in Table I (with Ω reversed in sign from [1]). In this table, we have
defined K, kˆ+, kˆ−, χ↑, χ↓ by
K =|~k| ,
kˆ × kˆ+ =− ikˆ+ ,
kˆ × kˆ− =ikˆ− ,
~σ · kˆχ↑ =χ↑ ,
~σ · kˆχ↓ =− χ↓ .
(12)
5TABLE I: The 6 plane wave modes.
eigenvector ~Ψ[k] ℓ[k] helicity [W ]× eigenvector eigenvalue = Ω
K
= k
0
|~k|
v1 kˆχ↑ 0
1
2
v1 −1
v2 kˆχ↓ 0 −
1
2
−v2 1
v3 kˆ+χ↑ 0
3
2
v3 −1
v4 kˆ−χ↓ 0 −
3
2
−v4 1
v5
1
2
kˆ+χ↓ − i
K
m
χ↑
1
2
v5 + v1 −1
v6
1
2
kˆ−χ↑ i
K
m
χ↓ −
1
2
−v6 + v2 1
C. Mode expansion and equal time anticommutator algebra
In order to study equal time anticommutation relations, it is convenient to rewrite Eq. (10) as
Ψi(~x, t) =
1
(2π)3
∫
d3kei
~k·~xΨi[~k, t] ,
Ψ0(~x, t) =
1
(2π)3
∫
d3kei
~k·~xΨ0[~k, t] ,
ℓ(~x, t) =
1
(2π)3
∫
d3kei
~k·~xℓ[~k, t] ,
(13)
where, for example,
Ψi[~k, t] =
1
2π
∫
dk0e−ik
0tΨi[k] , (14)
and similarly for the second and third lines of Eq. (13). We will also need the adjoints of Ψi and
ℓ, which are given by
Ψ†i (~x, t) =
1
(2π)3
∫
d3ke−i
~k·~xΨ†i [
~k, t] ,
ℓ†(~x, t) =
1
(2π)3
∫
d3ke−i
~k·~xℓ†[~k, t] .
(15)
We now introduce creation and annihilation operators bi[~k, t] , b
†
i [
~k, t] , i = 1, ..., 6 as coefficients
6in the expansions of Ψi[~k, t], ℓ[~k, t] and their adjoints over the basis of Table I, as follows:
~Ψ[~k, t] =b1[~k, t]kˆχ↑ + b2[~k, t]kˆχ↓ + b3[~k, t]kˆ+χ↑ + b4[~k, t]kˆ−χ↓ + b5[~k, t]
1
2
kˆ+χ↓ + b6[~k, t]
1
2
kˆ−χ↑ ,
~Ψ†[~k, t] =b†1[
~k, t]kˆχ†↑ + b
†
2[
~k, t]kˆχ†↓ + b
†
3[
~k, t]kˆ−χ
†
↑ + b
†
4[
~k, t]kˆ+χ
†
↓ + b
†
5[
~k, t]
1
2
kˆ−χ
†
↓ + b
†
6[
~k, t]
1
2
kˆ+χ
†
↑ ,
ℓ[~k, t] =b5[~k, t]
−iK
m
χ↑ + b6[~k, t]
iK
m
χ↓ ,
ℓ†[~k, t] =b†5[
~k, t]
iK
m
χ†↑ + b
†
6[
~k, t]
−iK
m
χ†↓ .
(16)
To rewrite the canonical anticommutation relations of Eq. (7) in terms of the mode creation
and annihilation operators bi[~k, t] , b
†
i [
~k, t] we need the following expansion of σjσi on a kˆ, kˆ+, kˆ−
basis,
σjσi = kˆj kˆi− kˆj kˆ+iχ↓χ
†
↑+ kˆj kˆ−iχ↑χ
†
↓+ kˆ+j kˆiχ↓χ
†
↑− kˆ−j kˆiχ↑χ
†
↓+ kˆ+j kˆ−iχ↓χ
†
↓+ kˆ−j kˆ+iχ↑χ
†
↑ , (17)
while the unit Pauli spin operator has the expansion
1 = χ↑χ
†
↑ + χ↓χ
†
↓ . (18)
Substituting the Fourier representation of the Dirac delta function
δ3(~x− ~y) =
1
(2π)3
∫
d3kei
~k·(~x−~y) (19)
into the right-hand side of Eq. (7), and substituting the expansions of Eqs. (13), (15), (17), and
(18) into the left-hand side of Eq. (7), we get the following results: The anticommuators are given
by
{bi(~k, t), b
†
j(
~k′, t)}+ = (2π)
3δ3(~k − k′)Cij , (20)
with Cij a numerical matrix the entries of which are zero except for the nonzero elements shown
in Tables II, III, and IV, with the matrix element a given by
a =
1
2
−
K2
m2
. (21)
We see that the off-diagonal entries in the 1 − 5 and 2 − 6 sectors correspond to the Jordan
blocks that appear in Table I.
7TABLE II: Nonzero anticommutators in the 3–4 sector
b†3 b
†
4
b3
1
2
0
b4 0
1
2
TABLE III: Nonzero anticommutators in the 1–5 sector. The body of the table defines an anticommutator
matrix MIII
b†1 b
†
5
b1 a −1
b5 −1 0
D. Indefinite metric structure
As noted in [1], the anticommutators of Eq. (7) require an indefinite metric Hilbert space. To
show the indefinite metric structure explicitly, we diagonalize the anticommutator matrices MIII
and MIV given in Tables III and IV. The characteristic equation for both is
det(MIII − λ1) = det(MIV − λ1) = λ
2 − λa− 1 = 0 , (22)
with roots given by
λ± =a/2 ± (1 + a
2/4)1/2 ,
λ+ > 0 , λ− < 0 ,
λ+λ− =− 1 ,
λ+ + λ− =a .
(23)
We now define diagonalized operators in the 2− 6 and 1− 5 sectors by
D± =λ±b2 + b6 ,
E± =λ±b1 − b5 ,
(24)
8TABLE IV: Nonzero anticommutators in the 2–6 sector. The body of the table defines an anticommutator
matrix MIV
b†2 b
†
6
b2 a 1
b6 1 0
which obey
{D+,D
†
−}+ ={E+, E
†
−}+ = 0 ,
{D+,D
†
+}+ ={E+, E
†
+}+ = λ+F+ ,
{D−,D
†
−}+ ={E−, E
†
−}+ = λ−F− .
(25)
Here F± are given by
F± = 2 + aλ± , (26)
and obey F+F− = F+ + F− = 4+ a
2 > 0, which implies that both F+ and F− are positive. Hence
the anticommutators {D+,D
†
+}+ and {E+, E
†
+}+ are both positive, and the anticommutators
{D−,D
†
−}+ and {E−, E
†
−}+ are both negative. Thus the construction of this section localizes the
indefinite metric in the D−, E− sector of Hilbert space.
III. PROPAGATOR STRUCTURE
A. Left chiral propagator
In [1] we constructed the manifestly covariant propagator derived from the Lagrangian density
of Eq. (1). In this section we construct the corresponding left chiral propagator. We start from
the left chiral action given in Eq. (9) of [1], which rewritten in momentum space takes the form
9(again with Ω = k0)
S =
1
(2π)4
∫
d4kS[k] ,
S[k] =− iΨ†0[k](~σ ×
~k) · ~Ψ[k] + i~Ψ†[k] · (~σ × ~k)Ψ0[k] + i~Ψ
†[k] · ~k × ~Ψ[k] + iΩ~Ψ†[k] · ~σ × ~Ψ[k]
+Ωℓ†[k]ℓ[k] + ℓ†[k]~σ · ~kℓ[k] + im(−ℓ†[k]Ψ0[k] + ℓ
†[k]~σ · ~Ψ[k] + Ψ†0[k]ℓ[k]−
~Ψ†[k] · ~σℓ[k])
=
(
Ψ†i [k] Ψ
†
0[k] ℓ
†[k]
)
M˜


Ψj[k]
Ψ0[k]
ℓ[k]


(27)
with M˜ the matrix
M˜ =


iǫipj(kp +Ωσp) i(~σ × ~k)i −imσi
−i(~σ × ~k)j 0 im
imσj −im Ω+ ~σ · ~k

 . (28)
The propagator for the coupled fields is the matrix N˜ that is inverse to M˜,
M˜N˜ =


δiℓ 0 0
0 1 0
0 0 1

 ,
N˜ =


N˜1jℓ N˜2j N˜3j
N˜4ℓ N˜5 N˜6
N˜7ℓ N˜8 N˜9

 .
(29)
Recalling that ψµ = ψ
†
µiγ0 , ℓ = ℓ†iγ0, the simplest way to calculate N˜ is by left chiral projection
from the covariant form given Eqs. (67)-(70) of [1], by making the substitutions
ψµ →i(Ψ
†
i ,Ψ
†
0)PR ,
λ→iℓ†PR ,
ψρ →PL

 Ψj
Ψ0

 ,
λ→PLℓ ,
(30)
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with PR =
1
2 (1− γ5) and PL =
1
2(1 + γ5) the right and left chiral projectors. Defining
Q ≡2(
1
m2
−
2
k2
) ,
a± ≡~k · ~σ ± Ω ,
(31)
and remembering that k2 = (~k)2 − (k0)2 = K2 − Ω2, we get
N˜1jℓ =
−1
2k2
(σℓa+σj +Qkjkℓa−) ,
N˜2j =
1
2k2
(a+σj +QkjΩa−) ,
N˜3j =
−i
mk2
kja− ,
N˜4ℓ =
1
2k2
(σℓa+ +QΩkℓa−) ,
N˜5 =
−1
2k2
(a+ +QΩ
2a−) ,
N˜6 =
i
mk2
Ωa− ,
N˜7ℓ =
i
mk2
kℓa− ,
N˜8 =
−i
mk2
Ωa− ,
N˜9 =0 .
(32)
Substituting these into N˜ of Eq. (29), and using Eq. (28), one can verify that N˜ is the inverse of
M˜. Related to the fact that Ψ0 = ~σ · ~Ψ, we find that the entries in Eq. (32) obey the constraint
equations
N˜1jℓσℓ =N˜2j − kj/m
2 ,
σjN˜1jℓ =N˜4ℓ − kℓ/m
2 ,
σjN˜2j =N˜5 +Ω/m
2 ,
N˜4ℓσℓ =N˜5 +Ω/m
2 ,
σjN˜3j =N˜6 − i/m ,
N˜7ℓσℓ =N˜8 + i/m .
(33)
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The corresponding constraint relations obeyed by the entries N1ρσ and N2ρ of the covariant prop-
agator N of Eq. (69) of [1] are
γρN1ρσ =− ikσ/m
2 ,
N1ρσγ
σ =− ikρ/m
2 ,
γρN2ρ =1/m ,
N3σγ
σ =− 1/m .
(34)
The presence of inhomogeneous terms in Eqs. (33) and (34) is a reflection of the fact that the
action inversions to obtain the covariant and left chiral propagators are done before enforcing the
constraint Ψ0 = ~σ · ~Ψ; this constraint is a consequence of the equations of motion following from
the action but is not substituted back into the action. When m→∞, from the Lagrangian in Eq.
(1) we see that the constraint is enforced off shell (i.e., without use of the equations of motion)
and the inhomogeneous terms then all vanish.
B. Normalization constant relating N to the Fourier transform of the time ordered product
According to standard quantum field theory, we expect the left chiral propagator N to be the
Fourier transform of the time ordered product of fields, up to a normalization constant that we
now determine. That is, we expect to find relations
〈0|T
(
Ψj(x)Ψ
†
ℓ(y)
)
|0〉 =
∫
dΩ
2π
d3k
(2π)3
ei(
~k·~x−Ωx0)cN˜1jℓ ,
〈0|T
(
Ψj(x)ℓ
†(y)
)
|0〉 =
∫
dΩ
2π
d3k
(2π)3
ei(
~k·~x−Ωx0)cN˜3j ,
〈0|T
(
ℓ(x)Ψ†ℓ(y)
)
|0〉 =
∫
dΩ
2π
d3k
(2π)3
ei(
~k·~x−Ωx0)cN˜7ℓ ,
〈0|T
(
ℓ(x)ℓ†(y)
)
|0〉 =
∫
dΩ
2π
d3k
(2π)3
ei(
~k·~x−Ωx0)cN˜9 = 0 .
(35)
We will elaborate on this correspondence in subsequent sections, where we use it to determine
the action of the creation and annihilation operators on the vacuum state |0〉. But first we must
check the consistency of Eq. (35) with the anticommutation relations of Eq. (7), and use this to
determine the constant c.
12
To do this we use the equation of motion of Eq. (5), which after elimination of Ψ0 by use of
the constraint on the first line of Eq. (4) can be written as
0 =(∂0δjp −Mjp)Ψp(x) ,
Mjp =∂jσp + iǫjmp∂m .
(36)
Applying the differential operator ∂0δjp −Mjp to the first line on the left-hand side of Eq. (35),
we get
(∂0δjp −Mjp)〈0|T
(
Ψp(x)Ψ
†
ℓ(0)
)
〉 =δ(x0)〈0|{Ψj(x),Ψ
†
ℓ(0)}+|0〉
=δ(x0)
(
1
2
σℓσj +
∂j∂ℓ
m2
)
δ3(~x)
=
∫
dΩ
2π
d3k
(2π)3
ei(
~k·~x−Ωx0)
(
1
2
σℓσj −
kjkℓ
m2
)
.
(37)
So consistency with Eq. (35) requires
i(−Ωδjp − kjσp − iǫjmpkm)cN˜1pℓ =
1
2
σℓσj −
kjkℓ
m2
. (38)
By some algebra starting from the first line of Eq. (32), one can verify that the identity of Eq. (38)
is obeyed with c = i. Similarly, one can verify that with this choice of c the remaining lines of Eq.
(35) are consistent with the equations of motion for ~Ψ and ℓ and the equal time anticommutators
of Eq. (7). Because of the inhomogeneous terms in Eq. (33) analogous relations do not hold for T
products of Ψ0, Ψ
†
0 with the other fields.
C. Propagator construction from action of creation and annihilation operators on the
vacuum
Focusing now on the first line of Eq. (35), let us examine how the propagator is constructed
from free particle creation and annihilation operators acting on the vacuum state. Expanding the
time ordered product, the left-hand side of the first line (specialized with no loss of generality to
y = 0) is
〈0|T
(
Ψj(x)Ψ
†
ℓ(0)
)
|0〉 = θ(x0)〈0|Ψj(x)Ψ
†
ℓ(0)|0〉 − θ(−x
0)〈0|Ψ†ℓ(0)Ψj(x)|0〉 , (39)
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with θ(x0) the Heaviside step function. Taking c = i, the right-hand side of the first line with
y = 0 is
∫
dΩ
2π
d3k
(2π)3
ei(
~k·~x−Ωx0) −i
2(k2 − iǫ)
(σℓa+σj +Qkjkℓa−) , (40)
with k2 = ~k2 − (k0)2, a± = ~k · ~σ ± k
0, and Q = 2
(
1/m − 2/(k2 − iǫ)
)
from Eq. (31). In the
denominators we have introduced the usual Feynman iǫ prescription to give the rule for moving
the poles at k2 = 0 off the real Ω = k0 integration axis, to k0 = K − iǫ and k0 = −K + iǫ, with
K = |~k|. This integration has the unusual feature of having a double pole in k2 − iǫ, which is
not seen in the usual textbook propagators but is also encountered in quantum electrodynamics
in covariant gauges [2]. Carrying out the k0 integration by closing the contour up for x0 < 0 and
down for x0 > 0, Eq. (40) becomes
∫
d3k
(2π)3
[
ei(
~k·~x−Kx0)1
2
θ(x0)Λ+jℓ + e
i(~k·~x+Kx0)1
2
θ(−x0)Λ−jℓ
]
, (41)
with
Λ+jℓ =σℓ
~σ · ~k +K
2K
σj +
2kjkℓ
m2
~σ · ~k −K
2K
−
kjkℓ
K2
[
ix0(~σ · ~k −K) +
~σ · ~k
K
]
,
Λ−jℓ =σℓ
~σ · ~k −K
2K
σj +
2kjkℓ
m2
~σ · ~k +K
2K
+
kjkℓ
K2
[
ix0(~σ · ~k +K)−
~σ · ~k
K
]
.
(42)
Comparing Eq. (39) with Eq. (42), we see that we need to show that the action of the creation
and annihilation operators on the vacuum implies that
〈0|Ψj(x)Ψ
†
ℓ(0)|0〉 =
∫
d3k
(2π)3
ei(
~k·~x−Kx0) 1
2
Λ+jℓ , x
0 ≥ 0 ,
−〈0|Ψ†ℓ(0)Ψj(x)|0〉 =
∫
d3k
(2π)3
ei(
~k·~x+Kx0) 1
2
Λ−jℓ , x
0 ≤ 0 .
(43)
We shall do this in two stages, by first considering the equal time match at x0 = 0, and then
extending to consider the cases x0 > 0 , x0 < 0 by using the Heisenberg representation time
evolution of Ψj(x).
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D. The equal time match
Specializing to x0 = 0, the matching requirement of Eqs. (43) and (42) becomes
〈0|Ψj(~x, 0)Ψ
†
ℓ(0)|0〉 =
∫
d3k
(2π)3
ei
~k·~x1
2
(Djℓ + Cjℓ) ,
−〈0|Ψ†ℓ(0)Ψj(~x, 0)|0〉 =
∫
d3k
(2π)3
ei
~k·~x1
2
(Djℓ − Cjℓ) ,
(44)
where we have written Λ±jℓ = Djℓ ± Cjℓ, with
Djℓ =
1
2
σℓ~σ · kˆσj + ~σ · kˆkˆj kˆℓ
(
K2
m2
− 1
)
,
Cjℓ =
1
2
σℓσj −
kjkℓ
m2
.
(45)
The difference of the two lines in Eq. (44) is the Fourier transformed anticommutator match
〈0|Ψj(~x, 0)Ψ
†
ℓ(0) + Ψ
†
ℓ(0)Ψj(~x, 0)|0〉 =
∫
d3k
(2π)3
ei
~k·~xCjℓ , (46)
which is already guaranteed by the nonzero anticommutators of Tables II-IV. So we only have to
check the sum of the two lines in Eq. (44),
〈0|Ψj(~x, 0)Ψ
†
ℓ(0) −Ψ
†
ℓ(0)Ψj(~x, 0)|0〉 =
∫
d3k
(2π)3
ei
~k·~xDjℓ . (47)
Expanding σℓ~σ · kˆσj on a kˆ, kˆ+, kˆ− basis, we get in analogy with Eq. (17)
σℓ~σ · kˆσj =kˆℓkˆj(χ↑χ
†
↑ − χ↓χ
†
↓) + kˆℓkˆ+jχ↓χ
†
↑ + kˆℓkˆ−jχ↑χ
†
↓ + kˆ+ℓkˆjχ↓χ
†
↑ + kˆ−ℓkˆjχ↑χ
†
↓
+kˆ+ℓkˆ−jχ↓χ
†
↓ − kˆ−ℓkˆ+jχ↑χ
†
↑ ,
(48)
which when substituted into Eq. (45) and remembering that a = 1/2−K2/m2 gives the analogous
expansion for Djℓ,
Djℓ =− akˆℓkˆj(χ↑χ
†
↑ − χ↓χ
†
↓) +
1
2
[kˆℓkˆ+jχ↓χ
†
↑ + kˆℓkˆ−jχ↑χ
†
↓ + kˆ+ℓkˆjχ↓χ
†
↑ + kˆ−ℓkˆjχ↑χ
†
↓
+kˆ+ℓkˆ−jχ↓χ
†
↓ − kˆ−ℓkˆ+jχ↑χ
†
↑] .
(49)
15
This puts the right-hand side of Eq. (47) in a form where it can be compared with the left-hand
side after substitution of the Fourier representations of Eq. (13) and (14) together with the mode
expansions of Eq. (16). We find that the mode anticommutators of Tables II, III, and IV imply
that all terms match if we adopt the following Dirac hole interpretation of the mode creation and
annihilation operators: For the modes 2, 4, 6 with Ω/K = 1, the corresponding b operator is the
annihilation operator, while for the modes 1, 3, 5 with Ω/K = −1, the corresponding b† operator
is the annihilation operator. That is, acting on the vacuum state we require
bj|0〉 =0 , 〈0|b
†
j = 0 , j = 2, 4, 6 ,
b†j|0〉 =0 , 〈0|bj = 0 , j = 1, 3, 5
(50)
in order to be able to construct the propagator from creation and annihilation operator action on
the vacuum state.
E. The Hamiltonian and time evolution of creation and annihilation operators
To do the unequal time match, we will use the Heisenberg representation time evolution formula
~Ψ(~x, t) = eiHt~Ψ(~x, 0)e−iHt, with H the coupled model Hamiltonian
H =
∫
d3x[−~Ψ† · (~∇× ~Ψ) + iℓ†~σ · ~∇ℓ+ im(~Ψ† · ~σℓ− ℓ†~σ · ~Ψ)] . (51)
Expressed in terms of the Fourier transforms of the fields, this is
H =
1
(2π)3
∫
d3k[−~Ψ†[~k, t] ·i~k× ~Ψ[~k, t]−ℓ†[~k, t]~σ ·~kℓ[~k, t]+im(~Ψ†[~k, t] ·~σℓ[~k, t]−ℓ†[~k, t]~σ · ~Ψ[~k, t])] .
(52)
Substituting the mode expansions of Eq. (16), and normal ordering to put annihilation operators
on the right, this becomes (with arguments [~k, t] suppressed)
H =
1
(2π)3
∫
d3kK[2(b†4b4 + b3b
†
3)− (a+ 1)(b5b
†
5 + b
†
6b6)− (b5b
†
1 + b1b
†
5) + b
†
2b6 + b
†
6b2)] . (53)
This can be written as the sum of three mutually commuting pieces, H = H34 +H15 +H26, with
H34 =
1
(2π)3
∫
d3kK2(b†4b4 + b3b
†
3) ,
H15 =
1
(2π)3
∫
d3kK[−(a+ 1)b5b
†
5 − (b5b
†
1 + b1b
†
5)] ,
H26 =
1
(2π)3
∫
d3kK[−(a+ 1)b†6b6 + b
†
2b6 + b
†
6b2)] .
(54)
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Since the Hamiltonian is time independent, we are free to take the time argument t in Eqs. (53)
and (54) as t = 0, which we shall do in the remainder of this section.
We now use these three separate pieces of H to determine the time evolution of the mode
operators in the corresponding sectors given in Tables II, III, and IV. Beginning with the 3 − 4
sector in Table II, we define
f3(~k, t) =e
iHtb3(~k, 0)e
−iHt ,
f4(~k, t) =e
iHtb4(~k, 0)e
−iHt .
(55)
Differentiating with respect to time and using the anticommutators of Table II we get
(d/dt)f3(~k, t) =ie
iHt[H34, b3(~k, 0)]e
−iHt = iKf3(~k, t) ,
(d/dt)f4(~k, t) =ie
iHt[H34, b4(~k, 0)]e
−iHt = −iKf4(~k, t) ,
(56)
which can be immediately integrated to give
f3(~k, t) =e
iKtf3(~k, 0) ,
f4(~k, t) =e
−iKtf4(~k, 0) ,
(57)
that is,
eiHtb3(~k, 0)e
−iHt =eiKtb3(~k, 0) ,
eiHtb4(~k, 0)e
−iHt =e−iKtb4(~k, 0) .
(58)
Turning next to the 1− 5 sector in Table III, we define
f1(~k, t) =e
iHtb1(~k, 0)e
−iHt ,
f5(~k, t) =e
iHtb5(~k, 0)e
−iHt .
(59)
Differentiating with respect to time we get
(d/dt)f1,5(~k, t) = ie
iHt[H15, b1,5(~k, 0)]e
−iHt , (60)
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which using the anticommutators of Table III gives the coupled differential equations
(d/dt)f1(~k, t) =iK[f1(~k, t) + f5(~k, t)] ,
(d/dt)f5(~k, t) =iKf5(~k, t) .
(61)
The second of these equations can be immediately integrated to give
f5(~k, t) = e
iKtf5(~k, 0) ; (62)
substituting this into the first equation and integrating then gives
f1(~k, t) = e
iKt[f1(~k, 0) + iKtf5(~k, 0)] , (63)
that is
eiHtb1(~k, 0)e
−iHt =eiKt[b1(~k, 0) + iKtb5(~k, 0)] ,
eiHtb5(~k, 0)e
−iHt =eiKtb5(~k, 0) .
(64)
An analogous calculation for the 2− 6 sector, using the anticommutators of Table IV, gives
eiHtb2(~k, 0)e
−iHt =e−iKt[b2(~k, 0) + iKtb6(~k, 0)] ,
eiHtb6(~k, 0)e
−iHt =e−iKtb6(~k, 0) .
(65)
For the application of the next section, we only need the time evolution of the operators b1,...,6,
but by taking the adjoint of Eqs. (58), (64) and (65) we can immediately get the time evolution
of their adjoints b†1,...,6.
F. The t 6= 0 match
Returning to Eq. (43), we now do the t 6= 0 match, by substituting the time evolution formulas
of Eqs. (58), (64), and (65) into the mode expansion for ~Ψ[~k, t] of Eq. (16), and then substituting
this into Eq. (43). Two types of t dependence are present, exponential factors e∓iKt multiplying
Λ±jℓ, and additional explicit factors of t in Λ
±
jℓ. For terms that do not have an explicit factor of t, the
exponentials match because 〈0|b1,3,5 = 0 and b2,4,6|0〉 = 0, guaranteeing that the terms in Ψj [~k, t]
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with the wrong sign exponential do not contribute. The pieces in e∓iKt 12Λ
±
jℓ with an explicit factor
of t are
∓ e∓iKt
1
2
iKtkˆj kˆℓ(kˆ · ~σ ∓ 1) = e
∓iKtiKtkˆj kˆℓ

 χ↓χ†↓
χ↑χ
†
↑

 . (66)
In Ψj(x) on the first line of Eq. (43) only the explicit t in front of b6 contributes, giving
〈0|e−iKtiKtb6kˆjχ↓b
†
2kˆℓχ
†
↓|0〉 , (67)
which matches, while in Ψj(x) on the second line of Eq. (43) only the explicit t in front of b5
contributes, giving
− 〈0|b†1kˆℓe
iKtiKtb5kˆjχ↑χ
†
↑|0〉 , (68)
which again matches (where in ordering the spinor factors we have used the fact that the second
line in Eq. (43) is a spinor outer product, not a spinor inner product). This completes the
demonstration that the propagator pieces corresponding to the first line of Eq. (35) are correctly
constructed from the left-hand side of Eq. (43) using the algebra of the creation and annihilation
operators.
G. Propagator construction for the second line of Eq. (35)
With c = i, the second line of Eq. (35) is
〈0|T
(
Ψj(x)ℓ
†(y)
)
|0〉 =
∫
dΩ
2π
d3k
(2π)3
ei(
~k·~x−Ωx0)iN˜3j
=
∫
dΩ
2π
d3k
(2π)3
ei(
~k·~x−Ωx0) kj
mk2
(~k · ~σ − Ω) .
(69)
Carrying out the Ω = k0 integration with the Feynman iǫ prescription, we find for the right-hand
side of Eq. (69)∫
d3k
(2π)3
ei
~k·~x iK
2m
kˆj [θ(x
0)e−iKx
0
(~σ · kˆ − 1) + θ(−x0)eiKx
0
(~σ · kˆ + 1)] . (70)
Separating into positive and negative x0 pieces, the left-hand side of Eq. (35) becomes
θ(x0)〈0|Ψj(x)ℓ
†(0)|0〉 − θ(−x0)〈0|ℓ†(0)Ψj(x)|0〉 . (71)
Using the vacuum state conditions of Eq. (50) and the anticommuators of Tables III and IV, we
find that Eqs. (70) and (71) match. The propagator construction and matching conditions for the
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third line of Eq. (35) can be similarly verified. The match for the fourth line of Eq. (35) is an
immediate consequence of the mode expansion of Eq. (16) for ℓ and ℓ†, together with the zero
anticommutators on the lower right diagonals of Tables III and IV.
IV. CONCLUSION
We have given a detailed analysis of the free field structure of the model [1] in which a spin-32
Rarita-Schwinger field is directly coupled to a spin-12 field. We have shown that many properties,
such as the action of the creation and annihilation operators on the vacuum state, the Dirac hole
construction, and the propagator construction using the Feynman iǫ prescription, are the ones
familiar from conventional spin-12 theories. Other features are novel. One is the indefinite metric
sector in Hilbert space, which we have related to the diagonalization of the anticommutators of
Tables III and IV, which in turn follow form the Jordan eigenmode structure of the wave operator.
Another is the propagator double pole which gives rise to an explicit t = x0 term in the time ordered
products. The next step in studying the coupled model is to include the gauge field interactions,
as formulated in [1], and to see if these can trigger spontaneous symmetry breaking, so that the
fields of the model develop Dirac masses and the left- and right- chiral sectors of the model no
longer decouple, or the fields develop Majorana masses within the left-chiral sector.
V. ACKNOWLEDGEMENTS
Completion of this work was supported in part by the National Science Foundation under Grant
No. PHYS-1066293 through the hospitality of the Aspen Center for Physics.
[1] S. L. Adler, Phys. Rev. D 97, 045014 (2018).
[2] B. Lautrup, “Canonical Electrodynamics in Covariant Gauges”, Mat. Fys. Medd. Dan. Vid. Selsk. 35,
no. 11 (1967).
[3] T. D. Lee and G. C. Wick, Nucl. Phys. B 9, 209 (1969); Phys. Rev. D 3, 1046 (1971).
