Reconstruction of genetic regulatory networks from time series data of gene expression patterns is an important research topic in bioinformatics. Probabilistic Boolean Networks (PBNs) have been proposed as an effective model for gene regulatory networks. PBNs are able to cope with uncertainty, corporate rule-based dependencies between genes and discover the sensitivity of genes in their interactions with other genes. However, PBNs are unlikely to use directly in practice because of huge amount of computational cost for obtaining predictors and their corresponding probabilities. In this paper, we propose a multivariate Markov model for approximating PBNs and describing the dynamics of a genetic network for gene expression sequences. The main contribution of the new model is to preserve the strength of PBNs and reduce the complexity of the networks. The number of parameters of our proposed model is O(n 2 ) where n is the number of genes involved. We also develop efficient estimation methods for solving the model parameters. Numerical examples on synthetic data sets and practical yeast data sequences are given to demonstrate the effectiveness of the proposed model.
Introduction
One of important research topics in genomics and systems biology is to understand the mechanism in which cells execute and control a huge number of operations for normal functions, and also the way in which the cellular systems fail in diseases. Various kinds of models have been proposed for solving this problem, based on such methods as neural networks, non-linear ordinary differential equations, Petri nets, see for instance Smolden et al., 29 Bower 2 and de Jong. 9 Another approach is to model the genetic regulatory system by a Boolean network and infer the network structure and parameters by real gene expression data. The strengths and weaknesses of different genetic modeling approaches have been analyzed in Wessels et al. 32 Then by using the inferred network model, one may be able to discover the underlying gene regulatory mechanisms and therefore it helps to make useful predictions by using computer simulations. The Boolean network model was first introduced by Kauffman.
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Good views of this model can be found in Akutsu et al., 1 Kauffman, 18 and Shmulevich et al. [26] [27] [28] In this network model, each gene is regarded as a vertex of the network and is quantized into two levels only (express (0) or not-express (1)). Akutsu et al. 1 proposed the noisy Boolean networks together with an identification algorithm. In their model, they relax the requirement of consistency imposed by the Boolean functions. Regarding the effectiveness of a Boolean formalism, Shmulevich et al. [26] [27] [28] proposed a Probabilistic Boolean network (PBN) that can share the appealing rule-based properties of Boolean networks and it is robust in the presence of uncertainty. Their model is able to show a clear separation between different subtypes of gliomas as well as between different sarcomas by using multidimensional scaling. A logical representation of cell cycle regulation can also be found in Shmulevich et al. [26] [27] [28] . Furthermore, a structural intervention method is proposed for controlling the stationary behavior in PBNs, see Shmulevich et al. [26] [27] [28] It should be noted that many of existing studies on genetic network reconstruction employ gene expression data obtained by using the DNA microarray technology, which is based on hybridization of cDNAs and differential expression. However, it is widely recognized that for DNA microarrays, there exist several problems on reproducibility of measurements and between-slide variation, see for instance Chen et al., 5 Khan et al. 19 and Tsodikov et al. 30 Moreover, genetic regulation also exhibits uncertainty on the biological level. Therefore, it seems reasonable to use probabilistic models such as PBNs for genetic network reconstruction from microarray data. The dynamics of a PBN can be studied in the context of a standard Markov chain. However, for both noisy Boolean networks and the PBNs, the number of parameters (Boolean functions) grows exponentially with respect to the number of genes n, and therefore heuristic methods are needed for model training Akutsu et al. 1 The main contribution of this paper is to propose a multivariate Markov model (a stochastic model) which allows both the intra-and intertransition probabilities among the gene expression sequences. The number of parameters in the model is only O(n 2 ). We develop efficient model parameters estimation methods based on linear programming. We also propose a method for recovering the structure and rules for a given Boolean network. The rest of the paper is organized as follows. In Sec. 2, we give a review on both Boolean networks and Probabilistic Boolean networks. In Sec. 3, we propose the multivariate Markov model for Boolean networks. In Sec. 4, the estimation methods for the probability of a predictor function based on our model parameters are illustrated. In Sec. 5, the estimation methods for model parameters are given. In Sec. 6, we apply the proposed model and method to both synthetic data and practical gene expression data of yeast. Finally, concluding remarks are given to address further research issues in Sec. 7.
Probabilistic Boolean Network
Boolean network models are commonly used for studying generic coarse-grained properties of large genetic networks without knowing specific quantitative details. Boolean network is deterministic, the only uncertainty can be introduced is the initial starting state. Generally speaking, a Boolean network G(V, F ) consists of a set of nodes
and v i (t) represents the state (0 or 1) of v i at time t. A list of Boolean functions
represents the rules regulatory interaction between nodes:
where
In general, there may exist some unnecessary nodes in a Boolean function. For a Boolean function f (j) , the variable v i (t) is fictitious if
for all possible values of
We remark that when a Boolean network is used in the construction of underlying genetic networks, then n represents the number of genes under consideration, each vertex v i represents the ith gene, and v i (t) represents the expression level of the ith gene at time t, taking either 0 or 1. The expression level of each gene is functionally related to that of other genes. Computational models that reveal these logical relations have been constructed in Bodnar et al., 4 Mendoza et al. 22 and Huang et al.
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Standard Boolean networks are deterministic. However, assuming an inherent determinism is not quite reasonable as it assumes a biological environment having no uncertainty. The existence of regularity of genetic function and interaction is caused by intrinsic self-organizing stability of the dynamical system instead of "hard-wired" logical rules, Shmulevich et al. [26] [27] [28] . In the empirical aspect, sample noise and relatively small amount of samples may cause incorrect results in logical rules. In order to overcome the deterministic rigidity of Boolean networks, the development of Probabilistic Boolean networks (PBNs) is essential. Not only PBN shares the appealing properties of Boolean networks, but also it is able to cope with the uncertainty, including the data and model selection, Shmulevich et al.
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PBNs were firstly proposed by Shmulevich et al. [26] [27] [28] for genetic regulatory network. The model can be written as:
where each f
is a predictor determining the value of the gene v i and l(i) is the number of possible predictors for the gene v i . It is clear that
We notice that when the number of possible PBN realization N is equal to 1 (i.e., n i=1 l(i) = 1), the PBN reduces to the standard Boolean network. Let c (i) j be the probability that the jth predictor, f (i) j , is chosen to predict a state of the ith gene and this probability can be estimated by Coefficient of Determination (COD); Dougherty et al. 10 Let us briefly describe COD here. Let 
and c
For any given time point, the expression level of the ith gene is determined by one of the possible predictors f
. The probability of a transition from v(t) to v(t + 1) can be obtained as follows:
On the other hand, the level of influences from gene j to gene i can be estimated by
Before evaluating either state transition probabilities or I j (v i ), we first need to obtain all the predictors n i=1 F i . We remark that for each set of F i with 1 ≤ i ≤ n, the maximum number of possible predictors is equal to 2
This is also true for their corresponding probabilities {c k must be estimated from the training data. Hence, it is almost impractical to apply this model due to either its model complexity or parameters imprecision owing to limited sample size. For the microarray-based analysis done by Kim et al., 20 the number of genes in each set of F i was kept to a maximum of three. We notice that PBN is a discrete-time process, the probability distribution of gene expression at time t + 1 of the ith gene can be estimated by the gene expression of other n genes at time t via one-lag transition matrix. This is a Markov process framework. In next section, we propose and develop a multivariate Markov model for the construction of genetic networks.
Multivariate Markov Chain Models
In this section, we propose our multivariate Markov chain model to infer the genetic network of n genes. In our model, each gene sequence can be regarded as a Markov chain with two states (0 or 1) and no prior information on n genes relationships is assumed. Our proposed model is used to uncover the underlying various gene relationships, including genes and genes cyclic or acyclic relationships.
In a standard PBN network G(V, F ), a single sequence (corresponding to time series data for one gene) in PBNs {v (1), . . . , v(T )} is logically represented as a sequence of vectors V 1 , . . . , V T , where T is the length of the sequence, and V j = E k (E k is the unit column vector with the (k + 1)th entry being one) if v(j) = k (i.e., it is in the expression level k, k = 0 or 1). A first-order discrete-time Markov chain satisfies the following relationship:
These probabilities are assumed to be independent of t and can be written as
The matrix P , such that P ij = p ij is called the transition probability matrix.
For a network of n genes, our model assumes the following relationship among the gene expression sequences:
and
t is the expression level probability distribution of the ith gene at the time t. From the above relationship, the expression probability distribution of the jth gene at the (t + 1)th base depends on the weighted average of
t . The most proper parent genes for jth gene (i.e., V (j) t+1 ) can be retrieved from the corresponding λ jk . The higher value of λ jk implies stronger parents and descendants relationship between jth and kth gene. When this process is repeated for each j, the whole genetic network could be constructed. If there exists a set of genes
such that for any gene in this set, the rest of genes are the only candidate being a corresponding parent gene, then this set of genes forms a cycle. Here P
is a transition probability matrix from the kth gene to the jth gene. In matrix form, we write
. . .
Each column sum of Q is not necessarily equal to one and therefore it is not a transition probability matrix. But the column sum of each of P (jk) is equal to one, so it is a transition probability matrix. In fact, the one-step transition probability matrices P (jk) describe the transition of states from sequence j to sequence i.
Here we present two theorems on our multivariate model as in Ching et al. 6 Before that, we need the following two lemmas. The proofs of the lemmas can be found in Berman et al. 3 Given a transition probability matrix P of a finite Markov chain, we have Lemma 1. The matrix P has an eigenvalue equal to one and all the eigenvalues of P must have modulus less than or equal to one. Proof. By using (3), the column sum of the following matrix
Lemma 2 (Perron-Frobenius Theorem
is equal one. Since Λ is nonnegative and irreducible, by Lemma 2 (Perron-Frobenius Theorem) there exists a vector
We note that
where 1 2 is the 1 × m vector of all ones, i.e.,
Then it is easy to show that
and hence one is an eigenvalue of Q.
Next we show that all the eigenvalues of Q are less than or equal to one. Let us define |||z||| ≡ max
It is straightforward to show that ||| · ||| is a norm on R 2s . It follows that we have the following matrix norm |||Q||| ≡ sup{|||Qz||| : |||z||| = 1} .
Since P (ij) is a transition matrix, each element of P (ij) are less than or equal to 1. We have
It follows that
for 1 ≤ i ≤ s and hence |||Q||| ≤ 1. Since the spectral radius of Q is always less than or equal to any matrix norm of Q and the result follows.
Theorem 2. Suppose that
where m is the number of states.
Proof. By Lemmas 1 and 2, there is exactly one eigenvalue of Q equal to one. This implies that
is a positive rank one matrix as Q is irreducible. Therefore
Here α is a positive number since V = 0 and is nonnegative. This implies that V n tends to a stationary vector as n goes to infinity. Finally, we note that if V 0 is a vector such that
then QV 0 is also a vector having this property. Hence the result follows. We also note that according to this theorem, the vector V is not a probability distribution vector, but V (j) is a probability distribution vector.
Efficient Estimation of the Probability of Predictor Function c (d) g
From our own model parameters, it is sufficient to uncover the gene regulatory network. However, one would like to have a performance comparison between PBNs and our model. Thus, we illustrate a method to estimate commonly used PBN parameters efficiently from our model parameters. In PBNs with n genes, there are n disjoint sets of predictors F i and each of them is used for an unique gene sequence. In particular, for the dth set of predictors F d , we notice that the possibility corresponding to each predictor f
can be obtained from our probability stationary vector and the detail is given as follows. First, by replacing j by d in Eq. (2), one can estimate the conditional probability distribution X (d) i1,...,in for d output expression at base t + 1 given by a set of genes input expression at base t, i.e.,
where i k ∈ {0, 1} and P
..,in is a unit vector and for each d, there are 2 n number of probability vectors we need to estimate. If λ dj =0 for some j ∈ {1, . . . , n}, it represents that the jth gene does not have any influence to the dth gene, and
the number of estimated probability vectors could be reduced by half. After all the essential X (d) i1,...,in have been estimated, the probability c
where X i1,...,in (h) denotes the h entry of the vector X i1,...,in and f
does not exist and it should be eliminated. It is interesting to justify how the expression of ith gene is affected by the expression of jth gene, therefore, the degree of sensitivity from jth gene to ith gene can be estimated by Eq. (1) mentioned in previous section. We notice that there are two situations that I j (V i ) = 0, Shmulevich et al. (2002) , namely,
• If λ ij = 0, then jth gene does not give any influence on ith gene.
• The first two columns of the matrix P (ij) are identical, that means no matter the expression of jth gene is, the result of the probability vector is not affected.
Model Parameters Estimation
In this section, we propose methods to estimate P (jk) and λ jk . For the ith and the jth of the n genes, we estimate the transition probability matrix P (jk) by the following method. We first count the transition frequency from one expression in jth gene to another expression in ith gene. After the usual normalization, we obtain an estimate of the transition probability matrix. Totally, we have to estimate n 2 m-by-m such transition probability matrices for the multivariate Markov model. Here m is the number of possible expression levels and can take any postive integers.
In our application here, we take m = 2. More precisely, we count the transition frequency d (jk) ij i k from the expression i k in the gene {v k } at time t to the expression i j in the gene {v j } at time t+1 and therefore we construct the transition frequency matrix for the sequences as follows:
From D (jk) , we obtain the estimate for P (jk) as fol-
Though the estimation method may be modified for using pseudocounts, some procedure will be required for adjusting psuedocount parameters. BesidesP (jk) , we need to estimate the parameters λ jk . We have shown that the multivariate Markov model has a "stationary vector of distributions"V in Theorem 2. The vectorV can be estimated from the gene expression sequences by computing the proportion of the occurrence of each expression gene and let us denote it bŷ
We therefore expectQV ≈V wherê 
λ jk = 1, and λ jk ≥ 0, ∀ k.
Since there are n independent linear programming (LP) problems of each being n constraints and n variables, the expected total computational complexity of solving such LPs is of O(n 4 ), see for instance Fang and Puthenpura. 11 A worked example of the proposed algorithm can be found in Ching et al. 
The fitness of our model
Given all the state vectors V (k) t with k = 1, . . . , n, the state probability distribution V (k) t+1 can be estimated by using (2). According to this state probability distribution, one may predict the statev j (t + 1) for the jth sequence at time t + 1 by taking the state with the maximum probability, i.e.,
By making use of this treatment, our multivariate Markov model can be used to uncover the rules (build a truth table) for PBNs. With higher prediction accuracy, we have more confidence that the true genetic networks are uncovered by our model. To evaluate the performance and effectiveness, the prediction accuracy of all individual sequences r and the joint sequences R are defined respectively as follow:
Here T is the length of the data sequence. From the values of r and R, the accuracy of network realization for an individual sequence and for a whole set of sequences could be determined respectively.
Numerical Experiments
In this section, we test our multivariate Markov models with synthetic data sets and practical gene expression sequences of yeast with a PC having the following configurations: CPU = AMD 1800+, RAM = 512 Mb and OS = Windows 2000 Professional. Here, we present three synthetic data tests. In each of the tests, the experiments are repeated with five different scenarios, they are noise free (0.0%), 2.5% noise, 5% noise, 10% noise and 20% noise. For instance, in the case of 2.5% noise, we introduce random errors in the generated data sequences by randomly changing 2.5% of the data sequences. Furthermore, in solving the linear programming problem, both || · || 1 and || · || ∞ were tried for all the numerical experiments. Since the numerical results of both norms are quite similar, we only report the result of using || · || ∞ .
Test with synthetic data I
In the following, we give an example of a Boolean network having four vertices. The Boolean network is characterized by the truth 
Input
Output Tables 2(a) , we generate a sequence of (v 1 (t), v 2 (t), v 3 (t), v 4 (t)) of length For each of the noise levels, the average values of r and R for the 16 sequences with different initial states and the average computational time for both PBN and multivariate Markov model are reported in Table 3 .
In the experiments, although the prediction accuracy of our model in all cases is lower than that of PBNs, the efficiency of our model is much better for such small number of genes. It is expected that the computational times of using our model are significantly less than those using PBNs when the number of genes is large. In the PBNs computational process, we encounter some empty sets of F i because all the corresponding c (i) j are equal to zero. We have 3, 4, 4, 5 and 4 unsolvable cases out of 16 trios in noise free, 2.5% noise, 5% noise, 10% noise and 20% noise cases respectively. However, we do not have this kind of problem in our model. Furthermore, the results on our model represent fair high prediction accuracy in all cases. We remark that the expected accuracy rate for r and R are given as follows:
where n is the number of sequences. We also tried the case with T = 1000, and the average prediction results are shown in Table 4 . We notice that the prediction accuracy of PBNs is decreased by 2.2% in both r and R, while the prediction results of our model are increased by 0.4% and 0% in r and R respectively. The computational time is slightly increased to about 0.32 seconds for our model. While for a PBN, the computational time is increased to about 59.04 seconds.
Test with synthetic data II
In this subsection, we compare the average prediction accuracy rates r and R as well as the average computational time for various number of sequences, n = 8, 16, 32, 64 and 128. In PBNs, even in the case n = 8, the number of distinct predictors to be computed is 2 65 years. Therefore, we only report results on our model where the sequence generating method is similar to that in the previous subsection. Here we choose the length T = 100 and repeat each case 50 times. The results are then reported in Table 5 . According to Table 5 , the prediction accuracy only decreases slightly even when the size of the network increases linearly.
In this model, we notice that our model parameter estimation methods are very efficient. Actually, the computational time increases linearly with respect to the number of sequences in the network. When n ≥ 16, the prediction accuracy increases as the size of n increase. This improvement may be caused by the increased sized of training data. Moreover, the prediction accuracy is quite close with various noise level. The main reason is that the length of sequence T (= 100) is limited relative to the number of possible networks (n2 2 n ) and it is impossible to obtain the true networks from the training data.
Test with synthetic data III
In the following, we give an example of a PBN having four vertices. Firstly, we assume the PBN has the following structure: Based on the above matrices, we generate 4 sequences with T = 1000. We repeat this process 10 times and the average results are shown in Table 6 . For instance, in the absence of noise, the average value of λ ij is 
In the presence of cycle, our average results in all cases are not far from the PBNs results but computational time of PBNs is about 180 times of our model. Furthermore, the resulting Λ is not a diagonal dominant matrix, which showed a strong cycle relationship in this four sequences. 24 examined the presence of cell cycle-dependent periodicity in 6220 transcripts and found that cell cycle appears in about 7% of transcripts. Those transcripts are then extracted for further examination. When the time course was divided into early G1, late G1, S, G2 and M phase, the result showed that more than 24% of transcripts are directly adjacent to other transcripts in the same cell cycle phase. Further investigating result on those transcripts also indicated that more than half are affected by more than one cell cycle-dependent regulatory sequences. The data set used in our study is the selected set from Yeung and Ruzzo. 34 In the discretization, if an expression level is above (below) its standard deviation from the average expression of the gene, it is over-expressed (under-expressed) and the corresponding state is 1 (0), we intend to find out this relationship from 213 well-known yeast transcripts with cell cycle in order to illustrate the ability of our proposed model. This problem can be solved by a PBN theoretically. However, there are two problems in using PBNs in practice. First, it is clear that the method of COD is commonly used to estimate the probabilities of each predictor c which is strictly greater than that of the best estimation in the absence of any conditional variables. Therefore, most of the transcripts do not have any predictor, which makes it impossible to estimate the PBN parameters. Moreover, PBN seems to be unable to model a set of genes when n is quite large. Friedman et al. 12 suggested Bayesian networks could infer a genetic network successfully, but it is unable to infer a genetic network with cell cycle relationship. Ott et al. 23 also suggested that even if in an acyclic genetic network with constraints situation, the number of genes in Bayesian networks should not be greater than 40 if BNRC (Bayesian Network and Nonparametric Regression Criterion) score are used. Later, Kim et al. 21 proposed a dynamic Bayesian network which can construct of cyclic regulations for medium time-series, but it seems to be not practical to handle a large networks. Here, we use the multivariate Markov model for training the yeast data set. The construction of the multivariate Markov chain models for such date set only requires around 0.1 second. This showed that our proposed method is very efficient. In our study, we assume that there is no any prior knowledge about the genes. Therefore, in the construction of the multivariate Markov chain models, each target gene can be (7), (8) related to other genes. Based on the values of λ ij in our model, we can determine the occurrence of cell cycle in jth transcript, i.e., presence of an interrelationship of any jth transcript in a set of transcripts. Using the multivariate Markov chain models, we find that 93% of transcripts are possibly involved in some cell cycles. Some of the results are shown in Table 7 .
Test with the gene expression data of yeast
In Table 7 , the first column indicates the ID number of data set we display. The second column shows the name of target transcript. The third column shows which phase the target gene belongs to. The fourth column shows the most possible cell cycle length of the target transcript. The last column displays the name of required transcripts for predicting the target transcript, the corresponding phase of required transcripts, their corresponding weightings λ ij in the model, as well as an estimated value of the level of influence from related transcript to the target transcript. Although the level of influence can be estimated based on our model parameters, its computational cost in the PBN method increases exponentially with respect to the value of n. We find in Table 7 that the weighting λ ij provides a reasonable measure for the level of influence. Therefore the proposed method can estimate the level of influence very efficiently. We present the prediction results of different lengths of cell cycle for the whole data set in the following table and the results show that the performance of the model is effective.
The average value of r for the 271 gene expression sequences is given by 85%.
Concluding Remarks
In this paper, we proposed a multivariate Markov model for a PBN. Efficient estimation methods are presented to obtain the model parameters. Methods for recovering the structure and rules of a PBN are also illustrated in detail. Numerical experiments on both synthetic data and gene expression data of yeast are given to demonstrate the effectiveness of our proposed model. Our proposed model gives satisfactory results especially in the presence of cell cycle data. The model can be easily extended to the case where gene expression data have more than two levels. In this case, we still have Theorems 1 and 2. Moreover the estimation and prediction methods can still be applied. Another direction for further research is to consider a higherorder multivariate model, and to develop estimation and prediction methods for the model.
In bioinformatics, it is often the case that the bioinformaticians possess some background knowledge on the gene expression data set that can be useful in modeling genetic networks. Background knowledge in the form of functional pathways over some of genes can be incorporated as supervision to the construction of multivariate Markov chain model. Let S (jk) denote the prior transition probability matrix for the estimation of P (jk) in Sec. 5. 
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The estimation problem can be formulated similar to that in Sec. 5. Our future research work is to demonstrate the usefulness of the semi-supervised approach in modeling genetic networks.
