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Abstract
Let G be a finite abelian group of order n and let A ⊆ Z be non-empty. Generalizing a well-known
constant, we define the Davenport constant of G with weight A, denoted by DA(G), to be the least
natural number k such that for any sequence (x1, . . . , xk) with xi ∈ G, there exists a non-empty subse-
quence (xj1 , . . . , xjl ) and a1, . . . , al ∈ A such that
∑l
i=1 aixji = 0. Similarly, for any such set A, EA(G)
is defined to be the least t ∈ N such that for all sequences (x1, . . . , xt ) with xi ∈ G, there exist indices
j1, . . . , jn ∈ N,1 j1 < · · · < jn  t , and ϑ1, . . . , ϑn ∈ A with
∑n
i=1 ϑixji = 0. In the present paper, we
establish a relation between the constants DA(G) and EA(G) under certain conditions. Our definitions
are compatible with the previous generalizations for the particular group G = Z/nZ and the relation we
establish had been conjectured in that particular case.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
For an abelian group G, the Davenport constant D(G) is defined to be the smallest natural
number k such that any sequence of k elements in G has a non-empty subsequence whose sum is
zero (the identity element). For an abelian group G of cardinality n, another interesting constant
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elements in G has a subsequence of length n whose sum is zero.
These two constants were being studied independently until Gao [8] (see also [10, Proposi-
tion 5.7.9]) established the following result connecting these two invariants.
Theorem 1. If G is a finite abelian group of order n, then E(G) = D(G) + n − 1.
For the particular group Z/nZ, certain generalizations of D(G) and E(G) were considered
recently in [2] and [3].
Following these generalizations, for a finite abelian group G and any non-empty A ⊆ Z, we
here define the Davenport constant of G with weight A, denoted by DA(G), to be the least natural
number k such that for any sequence (x1, . . . , xk) with xi ∈ G, there exists a non-empty subse-
quence (xj1, . . . , xjl ) and a1, . . . , al ∈ A such that
∑l
i=1 aixji = 0. Clearly, if G is of order n, it
is equivalent to consider A to be a non-empty subset of {0,1, . . . , n − 1} and cases with 0 ∈ A
are trivial.
Similarly, for any such set A, for a finite abelian group G of order n, the constant EA(G)
is defined to be the least t ∈ N such that for all sequences (x1, . . . , xt ) with xi ∈ G, there exist
indices j1, . . . , jn ∈ N,1 j1 < · · · < jn  t , and ϑ1, . . . , ϑn ∈ A with ∑ni=1 ϑixji = 0.
For the group G = Z/nZ, we write EA(n) and DA(n) respectively for EA(G) and DA(G).
If we take A = {1}, then a simple application of the pigeonhole principle shows that
DA(n)  n. On the other hand, considering a sequence of length n − 1 consisting of 1’s, one
observes that DA(n)  n. The result EA(n) = 2n − 1 is a well-known theorem (the EGZ theo-
rem) due to Erdo˝s, Ginzburg and Ziv [6] (one may also see [11] or [1]). Thus, for the particular
group G = Z/nZ, Theorem 1 is a consequence of the EGZ theorem. Perhaps, it will be nice to
refer to the constants E(G) and EA(G) as the EGZ-constant and the weighted EGZ-constant
respectively.
The constants DA(n) and EA(n) have been determined for several other subsets A of Z/nZ.
If A = {1,−1}, then it was shown in [2] that EA(n) = n + [log2 n]. Here, by the pigeonhole
principle (see [2]), DA(n)  [log2 n] + 1; and considering the sequence (1,2, . . . ,2r ), where r
is defined by 2r+1  n < 2r+2, it follows that DA(n) [log2 n] + 1.
The case A = {a ∈ {1,2, . . . , n − 1} | (a,n) = 1}, was considered in [7] and it settled a con-
jecture from [2].
Results in all these known cases, lead [3] to the expectation that for any set A ⊂ Z \ nZ of
weights, the equality EA(n) = DA(n) + n − 1 holds. In [3], for the special case where n = p is
a prime, the values of DA(p) and EA(p) were determined for the cases where A is {1,2, . . . , r}
and the set of quadratic residues (mod p). It was observed that in these cases too, the equality
EA(p) = DA(p) + p − 1 holds.
In the present paper, in the following theorem we establish the expected relation between the
constants DA(G) and EA(G) for any finite abelian group G, under certain conditions.
Theorem 2. Let G be a finite abelian group of order n, and A = {a1, a2, . . . , ar} be a finite subset
of Z with |A| = r  2 and
gcd(a2 − a1, a3 − a1, . . . , ar − a1, n) = 1. (1)
Then we have EA(G) = DA(G) + n − 1.
Remark. For any finite abelian group G of order n, the above theorem covers a large class
of subsets A of Z. For instance, when A ⊂ Z is such that A contains two integers a, b with
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classes modulo n), Theorem 2 is applicable. We also note that by Theorem 1, the conclusion of
Theorem 2 holds unconditionally for the case |A| = 1.
If G = Z/pZ, where p is a prime, then the condition (1) is trivially satisfied if there are
ai ≡ aj (mod p) in A and hence the result EA(p) = DA(p) + p − 1 follows from Theorem 2.
If a1 ≡ a2 ≡ · · · ≡ ar ≡ 0 (mod p), then it follows from the EGZ theorem (or Theorem 1); and
the case a1 ≡ a2 ≡ · · · ≡ ar ≡ 0 (mod p) is trivial. Hence the result EA(p) = DA(p) + p − 1
follows for any non-empty A in this case. As can be seen from [3], if A is {1,2, . . . , r} or the
set of quadratic residues (mod p), deriving the exact value of DA(p) is much easier; we can
therefore use this relation to obtain the exact value of EA(p) from that of DA(p) in these cases.
We should remark that the method employed in the proof of Theorem 2 of the above mentioned
paper [3], can also be used to derive the result EA(p) = DA(p) + p − 1 in this particular case
for any non-empty A ⊆ {1,2, . . . , p − 1}.
We prove Theorem 2 in the next section. For an expository account of the area of zero-sum
problems, we refer to the articles [4,5,9,12].
2. Proof of Theorem 2
Let G be a finite abelian group of order n and A = {a1, a2, . . . , ar} be any non-empty set of
integers. For x ∈ G, Ax will denote the set {a1x, a2x, . . . , arx}.
Definition. Let (x1, . . . , xN) be a sequence with elements xi ∈ G. We say that the sequence is
complete in G if for any subgroup H of G we have∣∣{j | xj /∈ H }∣∣ |G||H | − 1.
Remark. If (x1, . . . , xN) is complete in G, then by taking H = {0}, it is clear that N  |G| − 1.
Lemma 1. If |A| 2 and A satisfies (1), then for a subgroup H of G and x ∈ G, we have x ∈ H
if and only if (aj − a1)x ∈ H for all j , 1 j  r , that is, Ax is contained in a coset of H .
Proof. We only have to show that (aj − a1)x ∈ H for all j , 1 j  r , implies that x ∈ H .
Since gcd(a2 −a1, a3 −a1, . . . , ar −a1, n) = 1, there exist integers u1, u2, . . . , ur , u such that
u1(a2 − a1) + u2(a3 − a1) + · · · + ur(ar − a1) + un = 1.
Therefore,
x = u1(a2 − a1)x + u2(a3 − a1)x + · · · + ur(ar − a1)x + unx,
and we are done since nx = 0. 
Lemma 2. We assume that |A|  2 and that A satisfies (1). If a sequence (x1, . . . , xN) with
elements xi ∈ G is complete in G and the integer t is such that n − 1 t  N , where n = |G|,
then given any g ∈ G, there exist indices 1 i1 < i2 < · · · < it N , such that
t∑
j=1
εj xij = g,
with εj ∈ A for 1 j  t .
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Let us now assume that |G| = n  2 and the theorem is true for all abelian groups G1 with
|G1| < n.
Let the sequence (x1, . . . , xN) with elements xi ∈ G be complete. Then by Lemma 1,∣∣{j ∣∣ ∣∣Axj/{0}∣∣> 1}∣∣ |G| − 1 (2)
and hence we can assume that |Ax1| 2.
Let A1 = Ax1 and i1 = 1 and if possible, we choose an index i2 = i1 such that
|A1 + Axi2 | = |A1|.
Let A2 = A1 +Axi2 . Then |A2| > |A1|. We continue this procedure and assume that this stops
at As so that
|As | |As−1| + 1 · · · s + 1. (3)
Without loss of generality we may assume that ij = j for j = 1, . . . , s. Since s + 1 |As |
|G|, we have s  |G| − 1.
It suffices to prove that As = G. By (3), we may assume that s  n− 2. Also, by (2), we may
assume that |Axs+1| 2.
By the assumption on As , we have
|As + Axj | = |As | for s + 1 j  t. (4)
Since As = As + 0 ⊆ As + Axj − a1xj , (4) implies that
As + Axj − a1xj = As for s + 1 j  t. (5)
Therefore, considering the subgroup H = 〈Axs+1 −a1xs+1〉, generated by the subset Axs+1 −
a1xs+1, by (5) we have
As + H = As. (6)
Since |Axs+1| 2, we have |H | 2 and hence |G/H | < |G|.
Now, for any subgroup G1/H of G/H (where G1 is a subgroup of G with H ⊆ G1 ⊆ G),
we consider the sequence (x1 +H, . . . , xN +H) in G/H and observe that by our assumption on
completeness,∣∣{j | xj + H /∈ G1/H }∣∣= ∣∣{j | xj /∈ G1}∣∣ |G|/|G1| − 1 = ∣∣(G/H)/(G1/H)∣∣− 1.
Thus, by the definition of completeness, the sequence (x1 +H, . . . , xN +H) is complete in G/H .
Noting that (1) trivially implies that (a2 − a1, a3 − a1, . . . , ar − a1, n/|H |) = 1, by the induc-
tion hypothesis, for any g¯ ∈ G/H , there exists a choice of coefficients ηj ∈ A, such that
N∑
j=1
ηj x¯j = g¯,
that is
N∑
ηjxj − g ∈ H,
j=1
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s∑
j=1
ηjxj +
N∑
j=s+1
(ηj − a1)xj +
N∑
j=s+1
a1xj − g ∈ H. (7)
Now, by (5) we have
s∑
j=1
ηjxj +
N∑
j=s+1
(ηj − a1)xj ∈ As. (8)
Given any τ ∈ G, considering g = ∑Nj=s+1 a1xj + τ , by (7) and (8), we see that there exists
ys ∈ As such that ys − τ ∈ H , therefore, τ ∈ As + H = As (by (6)). Hence, As = G, and we are
through. 
Lemma 3. Assume that |A|  2 and A satisfies the condition (1). If N  DA(G) + n − 1 and
X = (x1, . . . , xN) is a sequence with elements xi ∈ G such that it is not complete in G then there
exist indices 1  i1 < i2 < · · · < it  N , with t = N − DA(G) + 1 and εj ∈ A for 1  j  t ,
such that
t∑
j=1
εj xij = 0.
Proof. Since X is not complete in G, there exists a subgroup H of G such that∣∣{j | xj /∈ H }∣∣< |G|/|H | − 1.
Let D be a minimal subgroup of G with this property. We claim that if K is a subgroup of D,
then ∣∣{j | xj ∈ D, xj /∈ K}∣∣ |D|/|K| − 1. (9)
The case K = D is trivial. So we assume that K = D and that (9) does not hold. Then∣∣{j | xj /∈ K}∣∣= ∣∣{j | xj /∈ D}∣∣+ ∣∣{j | xj ∈ D, xj /∈ K}∣∣
 |G|/|D| − 2 + |D|/|K| − 2 < |G|/|K| − 1, (10)
the last inequality follows by using the fact that for positive integers a, b,
a + b < ab + 3 ⇐⇒ ab − a − b + 3 > 0 ⇐⇒ (a − 1)(b − 1) + 2 > 0
and hence obtaining
|G|/|D| + |D|/|K| < |G|/|K| + 3.
But, (10) contradicts the minimality of D. Hence our claim (9) is established.
Let
I1 = {j | xj /∈ D}, I2 = {j | xj ∈ D}.
Let I3 be a maximal subset of I1 such that
∑
j∈I3 ε
′
j xj ∈ D for some choice of ε′j ∈ A.
By the definition of Davenport constant,
|I1| − |I3|DA(G/D) − 1DA(G) − 1.
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k = N − DA(G) + 1 − |I3|N − |I1| = |I2|.
On the other hand,
k  n − |I3| n − |I1| > n − |G|/|D| + 1 |D|.
Therefore
|I2| k  |D|.
By (9), (xj )j∈I2 is complete in D. Noting that (1) implies that (a2 − a1, a3 − a1, . . . ,
ar − a1, |D|) = 1, by Lemma 2, there exists I4 ⊆ I2 with |I4| = k and ε′′j ∈ A for j ∈ I4, such
that ∑
j∈I4
ε′′j xj = −
∑
j∈I3
ε′j xj .
Taking
εj =
{
ε′j , j ∈ I3,
ε′′j , j ∈ I4
and I = I3 ∪ I4, we have∑
j∈I
εj xj = 0, with εj ∈ A, |I | = |I3| + |I4| = t. 
Proof of Theorem 2. From Lemmas 2 and 3, if A satisfies the condition (1) and X =
(x1, . . . , xN) is a sequence with elements in G where N  DA(G) + n − 1, then there exist
indices 1 i1 < i2 < · · · < in N , and εj ∈ A for 1 j  n, such that
n∑
j=1
εj xij = 0.
This establishes that EA(G)DA(G) + n − 1.
On the other hand, if we consider a sequence ci ∈ G, 1 i  l = DA(G) − 1 such that there
is no solution of
∑t
j=1 εj cij = 0 for any non-empty sub-sequence (ci1, . . . , cit ) with εj ∈ A, then
the sequence (0,0, . . . ,0︸ ︷︷ ︸
(n−1) times
, c1, . . . , cl) shows that EA(G)DA(G) + n − 1. 
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