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Abstract
We present explicit formulae which allow us to construct elliptic matrices with zero diag-
onal from a given spectrum as well as from the complete interlacing system. © 2001 Elsevier
Science Inc. All rights reserved.
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1. Introduction
Under elliptic matrices we understand (cf. [3]) real symmetric matrices which
have exactly one positive eigenvalue. These matrices play an important role in Eu-
clidean geometry as well as in Alexandrov inequalities for mixed volumes. This
was the basic tool in the solution of the famous van der Waerden conjecture by
Egorychev.
All numbers considered in the present paper are real. However, some results hold
for more general fields than the field of real numbers, such as the Euclidean field,
i.e. an ordered field containing with every positive element its positive square root.
It seems thus more appropriate to define an elliptic matrix as a symmetric matrix
having inertia (p, q, r), where p = 1.
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In particular, we investigate elliptic matrices with zero diagonal. In [2], this class
was denoted by K or, if of order n, by Kn. Let us recall some basic properties of
this class.
Theorem 1.1 [3,Corollary 2.7,Theorem 2.5]. Every nonsingular matrix A in Kn
has all off-diagonal entries different from zero. In addition, there exists a diagonal
matrix S with diagonal entries ±1 such that SAS has all off-diagonal entries positive.
As in [3], we shall denote the class of matrices inKn which have all off-diagonal
entries positive by K+n .
We shall use substantially the following lemma which is, in fact, a special case of
[1, Lemma 2.2]. This lemma was used already in [2] for proving Horn’s theorem [5]
in a similar setting.
Lemma 1.2. Let A be a symmetric matrix of order n with eigenvalues
α0, α1, . . . , αn−1, corresponding to mutually orthogonal unit eigenvectors u0, . . . ,
un−1. Then the bordered matrix(
A ρu0
ρuT0 β
)
has eigenvalues α1, . . . , αn−1, corresponding to mutually orthogonal unit eigenvec-
tors (with n+ 1 coordinates) (ui0 ), i = 1, . . . , n− 1, and two eigenvalues γ1, γ2
which are eigenvalues of the matrix
C =
(
α0 ρ
ρ β
)
;
their unit eigenvectors have the form ( riu0
si
)
, i = 1, 2, where ( ri
si
)
, i = 1, 2, are unit
eigenvectors of the matrix C.
In addition, the eigenvectors described are mutually orthogonal.
2. Results
We shall first state a simple corollary to Lemma 1.2.
Lemma 2.1. Let A ∈K+n , n  2, have eigenvalues −λ1, . . . ,−λn−1, λ0 =∑n−1
k=1 λk, where the λ’s are positive. Let λn be positive. If u0 is the positive unit
Perron eigenvector corresponding to λ0, then the matrix
A˜ =
(
A
√
λn(λ0 + λn)u0√
λn(λ0 + λn)uT0 0
)
is in K+n+1 and has eigenvalues −λ1, . . . ,−λn, λ˜0 =
∑n
k=1 λk .
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The Perron unit eigenvector of A˜ corresponding to λ˜0 is then(
u0
√
(λ0 + λn)/(λ0 + 2λn)√
λn/(λ0 + 2λn)
)
.
Proof. Follows immediately from Lemma 1.2. It is also clear that A˜ ∈K+n+1. 
Theorem 2.2. Let n be an integer, n  2, let λ1, . . . , λn−1 be positive numbers
from a Euclidean field. Define, for k = 1, . . . , n− 1,
σk =
k∑
j=1
λj , ck =
√
λk
σk + λk , sk =
√
σk
σk + λk ,
and further yk = s1s2, . . . , sk−1√λkσk, zk = ck/(s1, . . . , sk). Then, the n× n
matrix
An =

0 y1 y2 y3 · · · yn−2 yn−1
y1 0 y2z1 y3z1 · · · yn−2z1 yn−1z1
y2 y2z1 0 y3z2 · · · yn−2z2 yn−1z2
...
...
...
...
...
...
...
yn−2 yn−2z1 yn−2z2 yn−2z3 · · · 0 yn−1zn−2
yn−1 yn−1z1 yn−1z2 yn−1z3 · · · yn−1zn−2 0

is in K+n and its eigenvalues are −λ1, . . . ,−λn−1,
∑n−1
j=1 λj .
The corresponding eigenvectors are columns of the orthogonal matrix
c1 s1c2 s1s2c3 · · · s1s2 · · · sn−2cn−1 s1s2 · · · sn−1
−s1 c1c2 c1s2c3 · · · c1s2 · · · sn−2cn−1 c1s2 · · · sn−1
0 −s2 c2c3 · · · c2s3 · · · sn−2cn−1 c2s3 · · · sn−1
...
...
...
...
...
...
0 0 0 · · · cn−2cn−1 cn−2sn−1
0 0 0 · · · −sn−1 cn−1

.
Proof. Denote by Qn the matrix claimed as the matrix of the eigenvectors. It
has clearly the property that its each k × k upper-left corner submatrix Qk , k =
2, . . . , n − 1, is orthogonal since c2k + s2k = 1,
Q2 =
(
c1 s1
−s1 c1
)
and Qk+1 =
(
Qk 0
0 1
)Ik−1 0 00 ck sk
0 −sk ck
 .
This allows us to prove by induction with respect to k that the matrix Ak defined
similarly as An for k = 2, . . . , n− 1, has eigenvalues −λ1, . . . ,−λk−1,
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j=1 λj . Indeed, the case k = 2 is correct and Lemma 2.1 completes the induction
step. 
Remark 2.3. The existence of such a matrix An follows already from the well-
known Horn’s theorem [5] on the existence of a symmetric matrix with given eigen-
values and diagonal elements.
To state the second theorem, we shall first prove two lemmas.
Lemma 2.4. Let the 2n numbers y1, . . . , yn, z1, . . . , zn, n  1, satisfy
z1 > y1 > z2 > y2 > · · · > zn > yn.
If zn  0, then the system of linear equations
n∑
i=1
xi
zj − yi = zj , j = 1, . . . , n, (1)
has a unique solution x1, . . . , xn, and this solution is positive.
Proof. The matrix of (1) is a Cauchy matrix [7] and thus nonsingular. To prove that
the solution xi is positive, we shall use the idea from [6].
Define the polynomials
a(x)=
n∏
i=1
(x − yi),
ai(x)=
n∏
j=1,j /=i
(x − yj ), i = 1, . . . , n.
Thus the polynomial
p(x) =
n∑
j=1
xjaj (x)
has the property that
p(x)
a(x)
=
n∑
j=1
xi
x − yj (2)
so that
xj = p(yj )
aj (yj )
, j = 1, . . . , n. (3)
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On the other hand,
p(zj )
a(zj )
= zj , j = 1, . . . , n.
This implies that for
b(x) :=
n∏
j=1
(x − zj ) and c :=
n∑
i=1
yi −
n∑
i=1
zi,
p(x) = xa(x)− (x − c)b(x). (4)
Indeed, on both sides are polynomials of degree at most n− 1 and equality is
attained for n distinct numbers z1, . . . , zn.
Let j ∈ {1, . . . , n}. By (4),
p(yj ) = (c − yj )b(yj ).
Since yj − c = zj +∑ni=1,i /=j (zi − yi) is positive and (−1)jb(yj ) > 0, we have
(−1)j+1p(yj ) > 0.
Also,
(−1)j+1aj (yj ) > 0.
By (3), the result follows. 
We are able now to investigate inverse interlacing theorems for elliptic matrices
with zero diagonal.
Theorem 2.5. Let 2n numbers y1, . . . , yn, z1, . . . , zn, n  1, satisfy
z1  y1  z2  · · ·  yn−1  zn  yn. (5)
Let zn  0. If A is a symmetric n× n matrix with eigenvalues −y1, . . . ,−yn−1,
−yn, then there exists a column vector u such that the matrix
B =
(
A u
uT 0
)
has eigenvalues −z1, . . . ,−zn,∑ni=1 zi −∑ni=1 yi.
Proof. We shall use induction with respect to n. The case n = 1 being easily checked,
suppose that n > 1 and that the theorem is true for n− 1. Let us distinguish two
cases:
Case 1. All inequalities in (5) are strict. Let A = UDUT be the spectral decom-
position of A, where U is orthogonal and D diagonal with diagonal entries −y1, . . . ,
−yn. Since the numbers yi , zi satisfy the assumptions in Lemma 2.4, let xi , i =
1, . . . , n, be the corresponding positive solution to (1). It is easily seen that the col-
umn vector v = (√x1, . . . ,√xn) has the property that the matrix
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D v
vT 0
)
has eigenvalues −z1, . . . ,−zn. The remaining eigenvalue is, by the trace condition,∑n
i=1 zi −
∑n
i=1 yi . If we set now u = Uv, we obtain the result.
Case 2. In (5), we have at least one equality. The first such equality is either zk =
yk, k ∈ {1, . . . , n}, or yk = zk+1, k ∈ {1, . . . , n− 1}. Omit in the first case both zk
and yk , in the second both yk and zk+1 from (5). Let again A = UDUT be the spec-
tral decomposition of A. Define as Dˆ the (n− 1)× (n− 1) matrix obtained from
D by omitting the diagonal entry −yk. By the induction hypothesis, there exists a
column vector vˆ, such that the matrix(
Dˆ vˆ
vˆT 0
)
has the original numbers with yk and zk or zk+1 omitted. It follows that if we go
back to the matrix D and enlarge vˆ to v by adding a zero coordinate as the new kth
coordinate, the matrix(
D v
vT 0
)
will have the eigenvalues as required. Setting again u = Uv, we obtain the
result. 
Corollary 2.6. Let A be an n× n elliptic matrix with zero diagonal, let −y1, . . . ,
−yn−1 be its nonpositive eigenvalues, y1  · · ·  yn−1. Whenever z1, . . . , zn satisfy
z1  y1  z2  y2  · · ·  yn−1  zn  0,
then there exists a column vector u for which
B =
(
A u
uT 0
)
is elliptic with nonpositive eigenvalues −z1, . . . ,−zn.
Proof. Since A is elliptic, the remaining eigenvalue which we denote as −yn is
positive. Thus (5) is satisfied. The rest is obvious by Theorem 2.5. 
We shall say now that a system of
(
m
2
)
, m  2, numbers
c00
c01 c11
c02 c12 c22
. . . . . . . . . . . .
c0,m−1 c1,m−1 . . . cm−2,m−1 cm−1,m−1
forms a complete m-interlacing system if
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ci,j+1  cij  ci+1,j+1
for all i, j , 0  i  j  m− 2. We call such a system nonnegative if the number
cm−1,m−1 (and thus all numbers cij ) is nonnegative.
The following theorem is closely related to the reconstruction theorem in Fried-
land’s paper [4].
Theorem 2.7. Let A be an n× n elliptic matrix with zero diagonal. Denote, for k =
2, . . . , n, by A(k) the k × k upper left-corner principal submatrix of A. If −u0,k−2,
−u1,k−2, . . . ,−uk−2,k−2 are the nondecreasingly ordered nonpositive eigenvalues
of A(k), then the system of numbers uij , 0  i  j  n− 2 forms, a complete non-
negative (n− 1)-interlacing system not consisting of all zeros.
Conversely, whenever some
(
n−1
2
)
numbers cij form a complete nonnegative
(n− 1)-interlacing system not consisting of all zeros, then there exists an elliptic
n× n matrix A (even nonnegative) such that the numbers −c0,k−2,−c1,k−2, . . . ,
−ck−2,k−2 are the nondecreasingly ordered nonpositive eigenvalues of the upper
left-corner submatrix A(k) of A, k = 2, . . . , n.
Proof. The first part follows immediately from well-known interlacing theorems for
symmetric matrices and the fact that an elliptic matrix has one positive eigenvalue.
The second part follows from Theorem 2.6 and the fact that every elliptic matrix
can be multiplied from both sides by a diagonal matrix with diagonal entries ±1 to
obtain a nonnegative matrix. 
Remark 2.8. In the previous theorem, if the numbers cik belong to a Euclidean
field, the elliptic matrix A can also be chosen to belong to this field. This can be
shown by induction analyzing the proofs.
We shall conclude by presenting a property of the eigenvector matrix. Here, we
call a real vector v = (v1, . . . , vn)T, n  2, elliptic if ∑ vi = 0 and there is exactly
one vi of some sign + or −.
Theorem 2.9. A necessary and sufficient condition for an n× n (n  2) real or-
thogonal matrix V = (vik) that there exists a real diagonal matrix L such that VLV T
is elliptic with zero diagonal is:
The (doubly stochastic) matrix V ◦ V = (v2ik) is singular and some of its annihi-
lating vectors are elliptic.
Proof. If A = VLV T is elliptic with zero diagonal for L = diag(λi), then
aii =
∑
j
v2ij λj
implies (V ◦ V )l = 0 for l = (λ1, . . . , λn). Since l is elliptic, the condition is neces-
sary.
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Conversely, if (V ◦ V )l = 0 for an elliptic vector with one positive (resp., neg-
ative) coordinate, then VLV T (resp., −VLV T) (where L is diagonal and has the
coordinates of l as its diagonal entries) is elliptic with zero diagonal. 
Remark 2.10. In the case that for an n× n orthogonal matrix V the matrix V ◦ V
has rank smaller than n− 1, there exists a cone of elliptic matrices with zero diagonal
which correspond to this matrix V. All matrices in this cone, of course, commute. A
simple example is an arbitrary Hadamard matrix of order at least 4 for which the
rank is one. For n = 4, this yields the cone of matrices
1
2

0 λ1 + λ3 λ1 + λ2 λ2 + λ3
λ1 + λ3 0 λ2 + λ3 λ1 + λ2
λ1 + λ2 λ2 + λ3 0 λ1 + λ3
λ2 + λ3 λ1 + λ2 λ1 + λ3 0

for λi > 0, i = 1, 2, 3.
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