This paper bring a brief discussion about sample size, outlier, and normality tests which have been not considered in some previous studies related to Structural Equation Modelling technique. The intended audience is statisticians, mathematicians, or methodologists who either know about SEM or simple basic statistics especially in regression and linear/nonlinear modelling, and Ph.D. students in statistics, mathematics, management, psychology, and even computer science.
normally distributed, do not have outlier or missing data records, etc., a ratio of minimum five cases per each parameter estimate is required.
The power of the robust method is unnecessary for the normality. In this method, the chi-square and standard errors are corrected to the non-normality situation. The chisquare test is corrected in the conceptual method based on the descriptions of Satorra and Bentler [4] . In addition, robust standard errors developed by Bentler and Dijkstra [5] are provided as an output of the robust analysis. Despite the computational demand of these robust statistics, their performance has been proved to be better than the uncorrected statistics in which the assumption of normality fails to hold and performs better than Asymptotically Distribution Free (ADF) estimation [6, 7] .
However, it should be taken into consideration that robust statistics can be computed from raw data [8] . The choice of method of estimation depends on the data distribution and sample size. Therefore, a quick assessment of non-normality and sample size needs to be covered at this stage.
There is another factor that can make radical alterations to the results of the analysis.
This factor is the outliers, which are also a representation of violations of normality assumptions. Outliers can be classified into two categories: simple and multivariate.
Simple outliers have the highest values in connection with a single variable whereas multivariate outliers only possess extreme values of a multiple variable on the surface. Mahalanobis distance is an extremely general measure that is utilized for measurement of multivariate outliers. If the Mahalanobis D-squared values, which can be calculated using AMOS or SPSS, are the highest, they tend to be the most probable significant outliers, that is, the outliers cause the analysis outcomes to reduce [9, 10] . The impacts of the significant outliers on the analysis need to be assessed and investigated carefully and closely to find out whether they can be retained.  Researchers to suspect the effectiveness of their employed models thinking that they need to be modified more to be more effective. This suspicion may result in unnecessary and inappropriate alterations to the model,  Regression paths to statistically appear as significant even if they are not in actuality [11] .
SEM is stronger and more effective in comparison to multiple regression modelling in controlling and resolving these problems since it enables the researchers to work with various techniques of estimation in regard to non-normal data. This technique has attracted and attention of many researchers and organizations as a commonly adopted method used for tasks like data analysis in various disciplines like management [12] [13] [14] [15] [16] [17] , engineering [18] [19] [20] [21] [22] , computer science [23, 24] , and education [25, 26] .
As an example, we can refer to Maximum Likelihood Estimation (MLE), which is used as a default for the estimation procedure of SEM, unlike other estimation methods, such as the Ordinary Least Squares (OLS) employed in multiple regression [27] , which is sufficiently powerful to moderate or reduce the deviation level from multivariate normality distribution [28] . Nonetheless, if multivariate non-normality were used, the parameters produced with MLE would be unreliable. In such cases, other techniques of estimation, such as ADF estimation, can be employed. However, the samples used for ADF need to be larger than 1,000 to achieve optimal performance because estimates of moderate or small sample sizes are unreliable [29] .
In order to be able to work with the problems connected to non-normality and small sample sizes, the researchers can utilize another approach called the bootstrap [11, 27] . This technique, bootstrap, allows the researcher: 1) to extract multiple (usually 250 to 2000) sub-samples from the main data; 2) to assess and check the goodness-of-
