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ABSTRACT 
Let w be a cubic form in n variables over the complex field, and r be the 
smallest integer such that w can be expressed as a sum of cubes of r linear forms. 
Some theorems are proved that connect r with the ranks of certain matrices 
associated with w for arbitrary n and for n = 5. Based on these theorems, an 
algorithm to express a cubic form in five variables as a sum of cubes of linear forms is 
proposed. The paper is concluded with two examples of indecomposable cubic forms: 
for the first form it is shown that r = 7 and that there exists a one-parameter set of 
representations of the form as a sum of cubes of seven linear forms, while for the 
second form it is shown that r > 8. 
1. INTRODUCTION 
Let w be a form (i.e., a homogeneous polynomial) of degree k in n 
variables. We would like to determine the smallest integer r such that w 
could be expressed as a sum of k th powers of r linear forms. This question is 
known as Waring’s problem for forms. 
S. Gundelfinger [l, 21 gave a complete solution of this problem for binary 
forms (n = 2) by using the methods of classical invariant theory [3-51. New 
proofs of Gundelfinger’s results can be found in [7, 81. 
Waring’s problem has also been solved in the following cases: 
(11 k = 2. In this case it is well known that r equals the rank of the 
quadratic form w (if w is defined, for example, over the complex field). 
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(2) k = n = 3. A straightforward calculation shows that the j-invariant 
[9, pp. 293-3051 of th e plane cubic curve x3 + y3 + z3 + l3 = 0 can take any 
value as 1 ranges over linear forms in X, y,z. Therefore, any regular cubic 
form in three variables can be written as a sum of cubes of four linear forms. 
(3) k = 3, n = 4. By a result of J. J. ~yl vester [lo], a regular cubic form 
in four variables can be expressed as a sum of cubes of five linear forms. 
Moreover, this representation is unique up to reordering the linear forms and 
multiplying them by cube roots of 1. 
In the present paper we shall consider cubic forms (k = 3); our main 
results deal with the case n = 5. Note that a cubic form in four variables has 
20 coefficients, which is the same as the number of coefficients defining five 
linear forms in Sylvester’s theorem. A cubic form in five variables has 35 
coefficients, which is the same as the number of coefficients defining seven 
linear forms. One might, therefore, expect that a generic cubic form in five 
variables can be represented as a sum of cubes of seven linear forms and that 
there will be at most finitely many such representations. In this paper we 
show that for cubic forms in five variables this naive dimension counting is 
not valid. In particular, in Section 5 we give a numerical example of a cubic 
form in five variables which has a one-parameter family of representations as 
a sum of cubes of seven linear forms. On the other hand, in Section 6 we 
present a cubic form in five variables that cannot be expressed as a sum of 
cubes of r linear forms with r < 8. Some of our calculations involved in the 
numerical examples are rather extensive, and had to be performed on a 
computer. 
2. ONE SET OF OPERATORS ASSOCIATED WITH A CUBIC FORM 
Let C” be an n-dimensional complex linear space, and u; a trilinear 
symmetric function acting in C”. If 
I e,,e,,...,e,} (1) 
is a basis of C” and 
x = xlel + r,e, + . . . + x,e, E C", (2) 
then the value w(x,x,x) is a homogeneous polynomial of the third degree in 
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i,j,k=n 
w(x,x,x) = c t”ijkxixjxk, 
i, j,k = 1 
(3) 
where 
wijk = w(ei,ej,ek) (i,j,k=l,Z )...) n). (4) 
Conversely, if we have a form of degree three 
i,j,k = n 
(P(~I,x~‘...‘qJ = c wijkxi"j"k> (5) 
i,j,k=l 
we can introduce an n-dimensional complex space C” with a basis (1) and 
define a t&near symmetric function w on C” by the identities (4). If x is as 
in (2), then we have 
w(x,x,x> =‘p(x,,x, >..., XJ. 
Thus, the study of trilinear symmetric functions in C” is equivalent to the 
study of homogeneous forms of degree three in n variables. 
A cubic form w is called degenerate if there exists a nontrivial vector 
vO E C” such that 
W(V(&yY) = 0. 
If w is degenerate and in the basis (1) we have e, = va, then in the 
expression (3) for the cubic form the variable x, does not appear. This means 
that in fact we are dealing with a cubic form in n - 1 variables rather than n 
variables. Thus, without loss of generality we can assume that w is not 
degenerate. 
A cubic form w is called decomposable if C” can be decomposed into a 
nontrivial direct sum 
C”= C’e,C” (6) 
such that 
w(C’,c”,C”) = 0. (7) 
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If the basis (1) is chosen such that 
e1,e2 ,... ,e,,EC', em+,re,n+2 ,..., e,EC”, 
then w in (3) becomes a sum of a form in m variables and a form in n - m 
variables, each of which can be studied separately. Thus, in order to study all 
cubic forms it is sufficient to study indecomposable (i.e. not decomposable) 
cubic forms. An algorithm that allows one to check if a form is decomposable 
and to find the decomposition (6) if the form is decomposable is given by the 
following statement. 
THEOREM 1. Let w be a symmetric trilinear form in the space C”, and II 
the set of all linear operators E : C n -+ C n such that 
w(x,Ey,z) = w(Ex,y,z) (X,Y,ZEC”). (8) 
Then the cubic form w is decomposable if and only if there exists an operator 
E, E Il with at least two distinct eigenvalues. 
Proof. If w is decomposable and (6) realizes the corresponding decom- 
position of C”, then the operator E, defined as 
E,x=x (XEC’), E,x=O (xEC") 
is an element of I1. 
Conversely, if A,, A, are the only two distinct eigenvalues of E, E n, 
then the subspaces C’ and C” defined as 
C’s {x E C"I(E, - h,)“x = 0}, C"~{XEC"~(E~-~~)~~=O} 
satisfy both (6) and (7). If E, E KI and E, has more than two distinct 
eigenvalues, it is easy to find a polynomial 4(A) such that 4(E,) has exactly 
two distinct eigenvalues. Since for any 4 we have 4(E,) E II, we can use 
the operator 4(E,) instead of E, to define the subspaces C’ and C”. n 
We will also assume that w is regular. This means that there exists a 
vector v,, E C” such that the quadratic form w,,,(x,x) defined as 
w&,x) = W(V,>X,X> (9) 
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has rank n 1111. If the form (9) is nondegenerate and v is an arbitrary vector 
from C”, then there exists a unique linear operator D, : C” -+ C” such that 
w(v,x,y) = w(v,>D,x,~)~ x,y E C”. (10) 
Let 
n(vO) = {DVIv EC”}. (II) 
It is easy to check that n(v,) is a complex linear space and that the map 
7r”o:c”+ R(v,) 
defined by the identity 
is a linear isomorphism between the two spaces such that rrV’y,(vO> = I. 
THEOHEM 2 
(A) The operator D, E fI(v,) is regular if and only ij the quadratic fern 
w,(y, y) = w(x, y, y) is regular. 
(B) One has 
D,y = D,x (12) 
for any x, y E C”. In particular, 
DJ, = x. (13) 
(Cl If D; E 0(v$, D, E n(v,), and D,, is nonsingular, then 
D; = DG’D,. (14) 
Proof. (A): If D, is regular, y E C”, and y # 0, then the linear form 
f(Z) = W,(Yd = w(x,y,z) = w(vo,D,y,z) # 0, 
since WV0 is regular. So w, is regular. 
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Conversely, if w, is regular, y E C”, and y # 0, then 
f(z) = W(X>Y,Z) = w(vo,D,y,z) # 0, 
so D, y # 0 and D, is regular. 
(B): 
0 = W(X,Y,Z) - w(y, x>z> = w(vo,D,y,z) - w(v,,D,x,z) 
= w(V,,D,y_D,x,z), 
and, since wvO is nonsingular, we obtain (12). If we set y = v0 in (1.2) and 
take into account that DVO = I, we get (13). 
(C): We have 
w(v&(D; -D,;‘D,)y,z) = w(x,y,z) - ~(v,,D,~D~~D,~,z) = 0. 
Statement (A) and the assumption that D,, is regular imply that wV6 is 
regular; therefore the preceding equality yields (14). n 
The following theorem establishes a relation between the possibility of 
expressing a cubic form as a sum of cubes of n linear forms and the 
properties of the set !2(v,). 
THEOREM 3. A cubic fn-m w in n variables is expressible as a sum of 
cubes of n independent linear forms if and only if it is regular and, for any 
vector vO E C” such that the form (9) is regular, the corresponding set Ln(v,) 
is isomorphic to the set of all diagonal n x n matrices, i.e., in an appropriate 
basis of C” the set of matrices of operators D, consists of all diagonal 
matrices. 
Proof. Let 
i=n 
W(X>X,X) = c [ml” 
i=l 
(15) 
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or, equivalently, 
i=n 
W(X,Y,Z) = c fi(dfi(YMbL (16) 
i=l 
where x,y,z~C” and fl,fi ,..., f,, are n linearly independent linear forms 
in C”. Let 
be the basis dual to (f 1, f2,. . , f,>, i.e. 
fi(gi) = ( 
1 if i=j, 
0 if i#j, (18) 
and let 
v. = clg, + c,g, + . . . + c,g,. 
If the inequality 
ClCS . . .c,#O (19) 
holds, then the quadratic form (9) is nondegenerate (the converse is also 
true). Therefore, UJ is regular. If now 
v = u,g, + v,g, + . . . + vngn 
is an arbitrary vector in C”, then, as is easy to see, the operator D, can be 
defined by the identities 
Dv(gi) = :gi (i=1,2 ,...) n). (20) 
I 
Hence, the set fi(v,) is isomorphic to the set of all diagonal matrices. 
Conversely, let v0 be a vector such that the corresponding quadratic form 
(9) is nonsingular and the set R(v,) is isomorphic to the set of all diagonal 
n X n matrices. Let v E C” be a vector such that D, has n distinct eigenval- 
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ues A,, A,, . . ., A,, and let (17) be a basis of C” consisting of eigenvectors of 
D,, i.e. 
D,(gi) = 4g, (i=l,2 )‘..) n). (21) 
For any i,j=1,2 ,..., n we have 
Since w is symmetric, we also have 
W(V,g,,gj) =W(v~gj,&*) =hjw(VOygi'gi)' 
Comparing the last two relations and taking into account that Ai # Aj, we 
obtain 
w(v,,g,>gj) = 0 (i #j). (22) 
Note that any eigenvector of D, is also an eigenvector of every element of 
a(~,,), because D, has distinct eigenvalues and the elements of fl(v,> 
commute with each other. Let k be any of the integers 1,2,. . . , n and 
Dgkgi = cLigi (i=1,2 )..., n), 
where the eigenvalues pi are not necessarily distinct. We have 
Due to (22) we can now conclude that 
w(gi,gj,gk) = O, unless i=j=k, 
We have also 
Ui G w(gi,gi,g,) ‘O (i=1,2,...,4; 
(23) 
otherwise the form (9) would be degenerate for any v,, E C”. Let 
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be the basis of linear forms in C” dual to (17), i.e., all the identities (18) hold. 
I claim that 
(24) 
where ‘fi a is a fixed value of the cube root of ai. Indeed, both sides of (24) 
are obviously equal when x,y,z are any three vectors from basis (17). This 
concludes the proof. n 
Note that it follows from the proof of Theorem 3 that a representation of a 
regular cubic form in n variables as a sum of cubes of n linear forms is 
unique (if it exists) up to order of terms and multiplication of each linear 
form by any cube root of 1. 
3. EMBEDDING A CUBIC FORM INTO A SPACE 
OF LARGER DIMENSION 
For an arbitrary trilinear symmetric function u; on C” the operators 
D, E iI(v,) in general do not commute, and w cannot be expressed as a sum 
of n cubes of linear forms. So 12 + m forms are needed, where m > 0. The 
idea of obtaining a representation with n + m linear forms is to embed C” as 
a subspace in an (n + m)-dimensional space Cn+‘n and to extend w to a 
trilinear function 6 in C”+“’ such that the set @v,), defined for 6 (similar 
to the previous section), would be isomorphic to the set of all diagonal 
(n + m) x (n + m) matrices. Then we would express 6 as a sum of cubes of 
n + m linear forms (using the procedure described in the previous section 
with n replaced by n + m) and, restricting the presentation to C”, we would 
express w as a sum of n + m cubes. The realization of this idea faces 
technical difficulties that I have been able to overcome only for some special 
cases. 
Again let w be a regular trilinear symmetric function (form) in a complex 
n-dimensional space C”, and v,, a vector such that the quadratic form (9) is 
nondegenerate. We also assume that w(v,,,v,,,v,,) = 1. [A vector va having 
these two properties exists. Indeed, since w is regular, the function h(x) = 
(det wX)w(x, x,x) is not zero, so we can find a vector v such that h(v) # 0. 
Then we can set va = [I/~~]v]. T o simplify the computations it is 
convenient to introduce a basis, 
1 e,,e,,...,e, I> (25) 
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orthonormal relative to the form (9) and such that 
e,=v,. 
We can produce such a basis using, for instance, the Gram-Schmidt process 
described in textbooks on linear algebra. If v,,va E C”, we call the number 
u$e,,v,,vz) the scalar product of vr and va and denote this number by 
(vi,va). Thus, we have 
(e,,ej> = w(e,,ei,ej) = 
1 if i=j, 
0 if i#j 
(i,j=1,2 ,..., n). (26) 
We denote the operator D,, by Di (i = 1,2,. . . , n). It is easy to see that if in 
the basis (25) the form w is defined as in (3)--(4), the matrix of Di has 
entries 
Di(j>k) =Wijk (j,k=1,2 )...) n). (27) 
Each of the operators Di is symmetric [which follows from (27), for 
instance]. Let m be a positive integer, an C” and m-dimensional complex 
linear space. Let, further, 
{e ll+l,e n+2,...Ten+m 1 (28) 
be a basis of C” and 
The vectors 
1 e1,e2, 
form a basis of Cn+‘“. 
As in (4), we have 
C n+m = C”@C’“. (29) 
(39) 
Wijk =w(eiaejTek), i,j,k=1,2 ,..., n. (31) 
Now we introduce the additional numbers Wijk, symmetric with respect to 
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anypairofindices,wherei>norj>nork>nandl~i,j,jgn+m.We 
set 
1 1 if i=j, Wijn = 0 if i#j (i,j=1,2 ,..., n+m) (32) 
and let the remaining new wjjk’s be arbitrary complex numbers. By setting 
&(ei,ei,ek) = wijk (i,j,k=1,2 ,..., n,n+l,n+2 ,..., n+m), (33) 
we define a trilinear symmetric function 8 in Cn+m such that 
5,/C” = w. (34) 
Note that due to (32) the basis (30) is orthonormal relative to the scalar 
product (in C n+m) defined by the identity 
(6,,5,) = tZ(e,,G,,G,) (5,,5, E cn+y. (35) 
Denote the operator D,,, E fi(e,> (Ibet :Cn+m --+ Cn+‘,) by Dj (i = 
1,2,. . . ) n + m). The operators Di can be represented in block form as 
Di = (i=1,2 ,..., n+m), (36) 
where 
Di :C” -+ C”, E,:C m-+C”, Fi=E*:Cn+Cm, G,:C m+Cm 
(i=l,Z ,..., n+m). 
Here ET is the operator adjoint to E, i.e., 
(E:x,y) = (x,E,y) (XEC”, yEC”). 
It follows from (27) with n replaced by n + m that, for i < n + 1, the 
matrices of the operators Di in the basis (26) are known, while each of the 
remaining matrices of Di (i=n+l,n+2,...,n+m), Ej,Fj,Gj (j= 
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1,2,..., n + m) [in the bases associated with (3011 contains unknown parame- 
ters wijk with at least one of the indices i, j, k > n. Obviously, 
0(e,) = span{fi),,fi,, . . .,i3n+m). 
We are looking for the values of the unknown parameters such that the set 
@e,) corresponding to the form (33) will be isomorphic to the set of all 
diagonal (n + m) X (n + m) matrices. In fact, we do not need to know the 
values of all the unknown parameters in order to find 6,. Namely, the 
following very useful statement is true: 
THEOREM 4. Let 5 be as in (33), and let wiij, wLij,. . . , u;,‘_,,~~ be the 
values of the corresponding unknowns such that one of the operators 
b,,i&...,@_, (37) 
(see (3611, say 0, , has n + m distinct eigenvalues and commutes with each of 
the operators (37% Let 
be a basis of Cn+“’ consisting of eigenvectors of 6,. Assume that 
(38) 
(g,,e,> + 0 (i=1,2 ,..., n+m). (39) 
Define a cubic form zi, in Cn+“’ as 
i=n+m 1 
B(X,Y>Z) = c 
i=l (gi,e,)(giagi) 
(g,,x>(g,>YxgiJ). (40) 
Then 
&/C” = w. (41) 
Proof. Recall that all wijk and wijk are symmetric on any pair of 
indices. Hence, 6, is a self-adjoint operator with respect to ( , >, so 
(g,Pgj> = O (i,j=l,Z ,..., n+m, i#j). (42) 
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Since the scalar product (35) is nondegenerate, we have 
(gi>gi> + O (i=1,2 )...) nfm). (43) 
Let the operators fii E Sl(e,,) (i = I, 2,. , n + m) be defined for the 
t&near function (40) by the identities 
&(ei,x,y) = ZL(e,,,fiix,y) (x,y E C’E+‘fz), (44) 
and let fii be as in (36). We will show that 
Iji = fii (i=1,2 )...) n). (45) 
Let first i=l. If h,,h, ,..., A,,,,,, are the (distinct) eigenvalues corre- 
sponding to the eigenvectors (38) of the operator fii, then for any i = 
I,2,...,n+m we have 
Indeed, multiplying 
into account that 
(gi,el> 
hi = (g,,e,> ’ (46) 
both sides of the equality fiigi = A,g, by e, and taking 
@igi,e,> = (g,,fi,e,> = (gi,ei) 
[due to (I3)] and that (39) holds, we arrive at (46). Next, it follows immedi- 
ately from (40) and (42) that 
~(e,,gi,gj)=(gi>gj> (i,j=1,2 ,..., n+m) 
and, since (38) is a basis of C”+“‘, that 
(x,Y> = Ne.,x,y) (x,y E CfV’). 
Now, for i,j = 1,2 ,... n+m,i+j,wehave 
B(e,,g,,gj) - d( e,,fi,g,,gj) = O-O = 0. 
(47) 
(48) 
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[due to (40), (421, and the fact that 6rgi = A,g,], and 
f3(el,gi,gi) - ~(e,,,f)lgi,gi)= 
(g,,el)(gj,gi) 
(g,,e,> 
- A,(g,,g,) = 0 (49) 
[due to (40) and (46)]. Taking into account again that (38) is a basis of C”+‘“, 
we conclude from (48) and (49) that 
B(e,,x,y) = B(e,,fi,x,Y) 
and therefore that 
(X>Y E CT’> 
h, = Ib,. (50) 
Now let 1 < i < n. According to Theorem 3 and (13) applied to the form 
(40) with va = err, x = e,, the operator fi,i has the following two properties: 
(A) [fir, fi,,] = 0, where the symbol [P, Q], as usual, denotes the commuta- 
tor of the operators P and Q, i.e., [P, Q] = PQ - QP; 
(B) fiie, = ei. 
There is only one operator with these two properties, namely, the operator 
that maps gj into 
(gj,ei> 
(gj,e,> gj 
(j=1,2 )...) n+m). 
But the operator Ibi has both properties (A) and (B). Indeed, [fillfii] = 0 due 
to (50) and the assumption that fir commutes with fiz, fis,. . , D,_ 1> [prop- 
erty (A)]; Ibie, = e, due to (13) [property (B)]. Thus, fi,i = hi. Now the 
application of (27) (with n replaced by n + m> to the form (40) concludes the 
proof. 
THEOREM 5. of a regular cubic form w can be expressed as a sum of 
cubes of n + m linear forms, 
i=n+m 
w(x,Y,z) = C fi(x>fi(Y>.L(z) (X,Y>Z EC”>> (51) 
i=l 
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and if e, E C” is a vector such that 
w(e,,e,,e,) = 1 
and that the quadratic form w,~ is nondegenerate and 
a, = f,(e,) # 0 (i=1,2 ,..., n+m), (52) 
then there exists an extension of w to a cubic form zi, on Cn+m such that the 
set fi(e,) of operators in Cn+m defined by the cubic form 6 is isomorphic to 
the set of all diagonal (n + m> X (n + m> matrices. 
Proof. Let (25) be an orthonormal basis of C”, i.e. (26) holds. The 
equations (26) can be rewritten as 
i=n+m 
iFl ai-&j&I_=il ff fzk’ 
0 lf J#k 
(j,k =1,2 ,..., n), (53) 
where 
f;.“=fi(eI) (i=1,2 ,..., n+m, 1=1,2 ,..., n). 
Let Cnfm be an (n + m)-dimensional space with a scalar product < , > 
defined by the identities 
i=n+m 
~(U1,U2,...rU,+,},(2),,v2,...,D,+,, )r = C aiuivi. (54) 
i=l 
Due to (52), this scalar product is nondegenerate. The equalities (53) can be 
interpreted as follows: n vectors 
fi(f;,f~,...,f~+m}ECn+m (i=1,2,...,n) (55) 
are orthonormal in the metric (54). As is well known, we can append m 
vectors 
fi{fi,f2i,...,fni+m}ECn+m (i=n+l,n+2,...,n+m) (5’3) 
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to the n vectors (55) such that the n + m vectors fi (i = 1 2 2 7 ..> n + m) will 
be orthonormal. Now let C”+” be an (n + m)-dimensional space, (30) its 
basis, and fl,_fi,...,f,,+,, be n + m functions in C” +“’ defined by the 
identities 
f,(ej)=L! (i,j=1,2 ,..., n+m). (57) 
Define a trilinear symmetric function 6 in C”+” as 
i=n+m 
o(x,Y,z) = C fi(x>fi(Y>fi(z) (x,y,z E cn+m). (58) 
i=l 
Note that, by (57), the new functions f,,fs, . . . , f,,+, are extensions of the 
old fpfi>...>f,,+m. This observation and (58) imply that G/Cn = w. By 
Theorem 3, the set of linear operators fi(e,) is isomorphic to the set of all 
diagonal (n + m) x (n + m) matrices. H 
THEOREM 6. Let w be a regular cubic form expressible as a sum of cubes 
of n + m linear fomns as in (51) and not expressible as a sum of cubes of 
fewer forms, and e, be a vector such that 
w(e,,e,,e,) = 1, 
w% is nondegenerate, and all the inequalities (52) hold. Further, let Zz, be an 
extension of w to C”+” such that the corresponding set ai is isomorphic 
to the set of all diagonal (n + m>x(n + m) matrices. Let (30) be a basis of 
C n+m orthonormal with respect to the scalar product (35), and let (38) be an 
orthonormal basis consisting of the eigenvectors common to all the operators 
from ace,), i.e., 
and 
oigj = /iijgj (i,j=1,2 ,..., n+m). 
Then: 
(A) One has 
(gi,e,> # 0 (i=1,2 ,..., n+m). (59) 
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(B) The operators fi)1,fi2,...,fi)n_1 generate fl(e,>. In other words, 
there exist scalars t,, t,, . . . , t, _ 1 such that the eigenvalues of the operator 
t,i3), + t,i), + . * * + tn--lfi”_-l 
are all distinct. 
Proof. (A): For j = 1,2,. . . , n + m we have 
$(ej,gi,e,) = tZ(e,,J3jgi,e,) =Aji~,(en,gi~en)~ 
or 
(gi,ej> = hji(g,,e,). 
(60) 
Theidentity(g,,e,)=Owouldimply(gi,ej)=Oforallj=1,2,...,n+m, 
so that the vector gi would be zero, which is impossible. This proves (59). 
(B): We define a new cubic form 8 as 
i=n+m 
(61) 
and show that 
IJ = G. (62) 
Indeed, since the basis (38) is orthonormal, we have 
B(x,g,2gj> =O (i+j, x E Cnfm)* (83) 
For the form 5 we have, due to the symmetry of I& for any k = 1,2, 
. . ..n + m, 
For any values of i and j, i # j, there exists a value of k such that Aki # Akj; 
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otherwise ace,) would not be isomorphic to the algebra of all diagonal 
(n + m) X (n + m) matrices. Hence, (64) implies that 
B(x,gizgj) = O (i,j=1,2 ,..., n+m, i#j). (65) 
Taking into account the definition of the scalar product on C”+“’ and the fact 
that the basis (38) is orthonormal, we obtain 
B(e,,g,,gj) = 1= C(e,,gilgi). (66) 
Next, we have an obvious identity e, = (e,,,g,)g, + (e,,g,)g, + ’ ’ ’ + 
(en~gn+,,lkn+lrl and, due to (591, for any i = 1,2,. . . , n + m, 
gi=~(e,,-(e.,,g,)Cl(e~.gr)p,- “’ 
-(e.,gj-,)gi-l 
n, t 
Taking into account (67), (631, (65), and (66), we obtain the following: 
1 
Cj(gj>gi,gi) = ----G(e.,gi,gi) ( 
e,,gi) 
Thus, we have proved that 
for all i, j,k = I,2 ,..., n + m. Therefore, (62) holds. 
From the identities (60) and inequalities (59) it follows that 
(ei,gj> 
Aij = (e,,gj> (i,j=1,2 ,..., n+m). (68) 
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Since the operators b, commute, for any scalars t,, t,, . . , t, the operator 
f)=~(t,,t,,...,tn_l,t,)=tI~l+tz~),+ **. +t,fi,, (69) 
has the following eigenvalues: 
Ai=Ai(t,,t,,..., t,) = t,li,, + t,A,, + . . . + q/i,, (i = 1,2,. ..,n+m). 
(70) 
Define a vector e E C, as 
e = e( t,, t,, . . . , t,) = t,e, + t2e, + . . . + tnen. (71) 
Let i and j be two integers such that 1~ i, j < n + m and i # j. We shall 
show that there exist values tF,tz,...,tz of tl,t2,...,tn such that 
A,(t;,t;,..., t~)#Aj(t~,t~,...,tll). (72) 
Indeed, if, to the contrary, we had A,(t,,t, ,..., t,) = Aj(t,, t, ,..., t,) for all 
values of the ti’s, then we would have, due to (7O), 
5 tk(Aki - Akj) = 0, 
k=I 
or, due to (68) and (711, 
( {(e,,gj)g,-(e,,gi)Rj),e) =O, eEC". (73) 
Then, taking into account (61) and (62), we would obtain a representation of 
w as a sum of cubes of n + m - 1 linear forms, since it follows from (73) that 
the forms (g,,x> and (gj,x> are proportional on C”. Thus, there exist 
complex numbers ty, ti, . . . , t,” such that the inequality (72) holds (for the 
given integers i and j). Without loss of generality we can assume that (72) 
holds for every pair {i, j} such that 1~ i, j < n + m and i z j. Indeed, the 
product of the forms 
(hIi - Alj)t, + (Azi - Azj)t, + . . . +(A,, - Anj)t,, 
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as {i, j) varies over all pairs such that i f j, is not identically zero. Taking 
into account that fi,, = I, we can conclude that all the eigenvalues of the 
operator IXt,, t,, . . . , t,_ 1, 0) are distinct. This concludes the proof. n 
THEOREM 7. If a regular cubic form w can be expressed as a sum of 
cubes of m + n linear forms, if e, E C” is a vector such that 
w(e,,e,,e,) = 1, 
if the quadratic form w(e,,x,x) is nondegenerate, and if D,,D, E fl(e,), 
then 
rank[D,,D,] < 2m. (74) 
Proof. Let a trilinear symmetric function w on C” be expressed as in 
(51), and let (25) be an orthonormal basis of C”, i.e., such that (26) holds. 
Assume first that all the inequalities (52) hold. According to Theorem 5 
we can extend w to a cubic form (58) on C”+” such that the set fi(e,) 
constructed for the latter form is isomorphic to the set of all diagonal 
(n + m) X (n + m) matrices. For the operators fii E fi(e,) defined for the 
form (58) we have the decomposition (36). Hence, if y is an arbitrary vector 
in Cn+m, then for the operator b, E @,e,) we have the following decompo- 
sition: 
DY EY Ib,= F ( I Y GY’ (75) 
A similar decomposition takes place for fi>,. Since [fi,,fi,] = 0, we obtain, 
equating the northwest blocks, 
[D&l = E,Fy -EyFZ. (76) 
Since E,,E, are maps from C” to C”, the relation (76) implies (74). 
Now we will prove that the inequality (74) is also true if in the 
representation (51) of w not all th e inequalities (52) hold. In the general 
case we can assume that 
(77) 
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Note that p > n; otherwise w,” would be degenerate. Let 
dimspan{f,+,,f,+,,...,f,+,} =4* 
which implies that 
q&n+m-p. (78) 
Define the subspace CnVq of C” as 
c-4 = {” E c”lfp+l(“) =f,+,(v) = *. . = fn+m(v) = 0). 
Introduce a new trilinear symmetric function w’ on C”: 
W’(x~Y~z) = 'Cp_fitx)fi(Y)ft(z)* (79) 
i=l 
We have u/(x, y, z) = w(x, y, z) if at least one of the vectors X, y, z belongs to 
C”-4. Since e, E C”-q, we have, in particular, 
w’(e,,x,y) = w(enTx,y) (&Y EC”). (80) 
Hence, w:, is nondegenerate and the set n’(e,> for the form w’ is defined. 
We will denote the operator defined in (10) for the form w’ with v,, = e, by 
the symbol D:. For the form w’ represented as (79) all the conditions (52) 
with m = p - n are satisfied and therefore, 
rank[DG,Di] < 2( p - n). (81) 
We have 
w(e,(D, -D:)Y,z) = W(X,Y,Z) - w’(x,Y,z) = C f,(x)f,(y)f,(z). 
i=p+l 
The last equality implies that 
(A) if y E CnPq then D,y = D$y; 
(B) for any two vectors x,y E C” the vector (D, - Di)y belongs to 
(C”-q)L [i.e. w(e,, (D, - D:)y,v) = 0 for all v E C”-q]. 
22 BORIS REICHSTEIN 
Let 
be a basis of the subspace span{ _f, + r, f, + a, . . , f, + ,) of the space of all linear 
functions acting in Cn+m, and vI,vz, . ,vq be vectors dual to (82), i.e., 
1 if i=j 
f,+.i(Vj) =(() if i#j (i,j=l,Z ,...) 4). 
For any v E C” we have 
i=y 
v- c f,+i(v)vi EC”_” 
i=l 
and, due to (A), 
Dy 
i 
X- X- (84) 
This equation and (B) imply that 
i=q 
x- c f,+i(x)vi 
i=l 
i = q 
x- c fp+i(x)vj E(C”=‘)? (85) 
i=l 
Transposing y and z in (85) and subtracting (85) from the result of the 
transposition, we obtain 
i=q 
[D~‘D~]X= [DG,“l]x+ C fp+i(X)Hy,vi +v(x,Y,z), (86) 
i=l 
where v(x, y, z) E (CnPq) L 
(86) that 
and H yz = [D,,, D,] - [Di, DI]. It follows from 
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and therefore, 
rank[D,,D,] = dimIm[D,,D,] < rank[DG,DL] +2q. 
Taking into account (81) and (78), we obtain 
rank[D,,D,] <2(p-n)+2q=2(p+y-n)<2m. 
4. AN ALGORITHM FOR THE CASE n = 5, m = 2 
The results of the previous section establish a close relation between the 
problem of expressing a regular cubic form w as a sum of cubes of n + m 
linear forms and the problem of extending n X n matrices (27) to (n + m)X 
(n + m) matrices (36) in the manner discussed in the previous section. 
Namely, first we find an orthonormal basis of C” so that (26) holds. Next, 
according to Theorem 4, we can express a cubic form w as a sum of cubes of 
n + m linear forms, if we find the values of parameters wijk symmetric on 
any pair ofindices (i=I,2 ,..., n-l; j=1,2 ,..., n-l,n+l,..., n+m; k= 
n + 1, n + 2,. , n + m) such that the corresponding operators D,i commute 
and the identities (32) as well as the inequalities (39) hold. Moreover, 
according to Theorem 6, if such the values of wjjk are found, there exists an 
operator D E span{D),, Dz,. . , fin_ 1} whose n + m eigenvalues are distinct. 
The commutativity of all the operators Di follows from the identities 
[D,Dj] =0 (i=1,2 ,..., n-l). 
Recall that the parameters Wijk with one of the indices equal to 
defined as in (32). 
(87) 
n are 
An algorithm that allows one to construct a desired extension (and 
therefore to express a cubic form as a sum of cubes of n + m linear forms) is 
proposed in [I2], where the reader can find explicit formulas for the 
unknown wi$‘s. But this algorithm is applicable only to the cases where 
n-2 
m<---- 
2 ’ 
In these cases a desired representation is unique (at least, in general). In the 
remaining part of the present paper we shall be interested in the case where 
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n = 5 and m 2 2. For these values the inequality (88) fails and the above 
mentioned algorithm is not applicable. 
From now on we assume that n = 5, although some of the statements that 
follow are true for a cubic form in an arbitrary number of variables. 
The following statements prove to be very useful. The first of them is a 
particular case of a general result regarding elementary divisors of a product 
of two skew-symmetric matrices that was proved in [13]. I present, however, 
a simple proof of the result for the particular case that we shall need. 
THEOREM 8. Let H,, H, be two skew-symmetric linear transformations 
C4 * C4 and H, be regular. Then the operator HF’H, has at most two 
distinct eigenvalues. If it has exactly two distinct eigenvalues, then its 
characteristic polynomial is (A - A,)‘(A - A,)’ and the operator H;‘H, is 
diagonalizable. 
Proof. If A I is an eigenvalue of H 1’ H 2, then det(H 1’ H 2 - A 1 I) = 0, or 
det(H, - A,H,) = 0. Since the rank of any skew-symmetric operator is even, 
rank(H2 - A,H,) = 0 or 2. If the rank is 0, then the operator H;‘H, = A,1 
and A, is the only eigenvalue of H, -‘Hz (of multiplicity 4). If the rank is 2, 
then the multiplicity of A, is greater than or equal to 2 and there exist two 
linearly independent vectors v1,v2 E C4 such that (H, - A,Hl)vi = 0 
(i = 1,2). Obviously, each of the vi’s is an eigenvector of HT’H,. Similarly 
for A,. 
THEOREM 9. Let H2,H,,H4:C4 + C4 be three skew-symmetric linear 
operators, H 2 be invertible, an,d A,, A, (pFL1,,u2) be distinct eigenvalues of 
H,‘H, (Hi’H,). Further, let CAi be the two-dimensional eigensubspace of 
Hi ’ H, corresponding to the eigenvalue Ai, and CPi be the two-dimensional 
eigensubspace of Hi ’ H, corresponding to the eigenvalue pi (i = 1,2) (see 
the previous theorem). Assume, in addition, that the intersection of any two of 
the four subspaces defined above is zero. Then for any eigenvector v1 E C,, 
there exists an eigenvector v2 E CA2 such that the subspace span{v,,v,j is 
invariant for H 2 ’ H, , 
Proof. Observe first that 
(C,,,H2Ch2) = 0, (C,p,H2C,~) = 0. (89) 
Indeed, let 
Wl E CA,, w2 E q. 
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Then 
H;‘H,w, = hiw,, H;‘H,w, = A,w,, 
or 
H,wl = A,H,w,, H,w, = h,H,w,. (90) 
Due to (90) and the skew symmetry of H, and H,, we have 
h,(w,,H,w,) = (wi,Hawz) = -(H,w,>w,) 
= - A,(H,w,,w,) = A,(w,>H,wz), 
and since A, z A,, the first identity in (89) holds. The proof of the second 
identity in (89) is similar. 
Next, let v, E C,,, as in the statement of the theorem, and let vi E C,, be 
a vector such that 
C,,= span{v,,v;). 
Introduce a subspace 
C 2.4 = span{v,,H,lH,v,}. 
(91) 
Then Theorem 8 implies that the minimal polynomial of the operator Hi ‘H, 
has degree two, from which it follows that the subspace (92) is invariant for 
H;‘H,. Therefore, to finish the proof, it suffices to show that the subspace 
(92) contains a nonzero element of CAz. Since C4 = C,, + Ch2, there exist a 
vector v2 E C,, and scalars x and x’ such that z 
H,‘H,vi = xvi + x’v; +v,. (93) 
Note that v2 # 0; otherwise we would have C,,, c C,,, and, being invariant 
for H,‘H,, the subspace C,,, would contain an eigenvector of Hi ‘H,, 
contrary to the assumption that CA1 nCG1 = CA1 n CCL0 = {O}. 
Since the operator H, is skew-symmetric, 
(H,v,,v,) = 0. (94) 
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On the other hand, due to the skew-symmetry of H, and (931, we have 
(H,v,,v,) = (H,v,,H,‘H,v,) = -(H;iH,~,,Havi) 
= - x(v,,H,v,)- x’(v;,Havi)-(v2iHzvi). (95) 
We also have 
(vi,H,v,) = 0 (96) 
(because Ha is skew-symmetric) and 
(v2,Hzvl) = 0 (97) 
[due to the first identity in (89)]. Next, we will show that 
(v;, H,v,) # 0. (98) 
Indeed, we have (v;,H2CA2) = 0 [b ecause of the first identity in (89>] and 
(vi,H2v;) = 0 (because H, is skew-symmetric). Therefore, the equality 
(v;,H,v,) = 0 would imply ( v;,C”) = 0, contrary to the nondegeneracy of 
the bilinear form ( , >. This proves that (98) holds. 
From (94)-(98) it follows that 
x’ = 0. 
The equality (93) can be now rewritten as 
v2 = H,‘H,v, -xvi. 
so 
v2 E Ch, n c2.4. n 
Ifv, E c,,, v2 E C&, and the subspace span{v,,v,} is invariant for Hi’H,, 
we will call v2 a vector associated with vl. 
THEOREM 10. Assume that, as in Theorem 9, H,,H,,H, are skew-sym- 
metric linear operators acting in C4, that H, is invertible, and that h 1, A, 
(pI,p2) are distinct eigenvalues of H,‘H, (HL’H,). Let the subspaces 
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C,,, CAP, CP1, CP2 be defined as in Theorem 9, and the intersection of any two 
of them be zero. Then: 
(A) For any vector v1 E C,,, a oector v2 associated with v1 is unique (up 
to a nonzero scalar multiple). 
(B) Let (v{,vr) be an arbitrary basis of C,, and 
v’ = w’ +w’ 1 1 2y VI 
,I = w N + w II 
1 2 (99) 
be the decomposition of vi and v[ that corresponds to the decomposition 
c4 = c,, + CCL* 
(w;,w;’ E q,, w;, W[ E C,,). Then 
span{w{,wf,wh,w;} = C4. 
(C) Let vi and v;’ be as in (B), and vi (vl) be a vector associated with 
v; (v~). Let, further, 
v1 = t’v; + t”Vi (100) 
be an arbitrary nontrivial vector in C,,. Then the vectors vi and vi can be 
normed in such a way that the vector 
v2 = t’vi + t”V; (101) 
will be associated with v1 for all t’ and t” (not both zero) in C. 
Proof. (A): Let v2 and C, be two vectors associated with vl. Then 
H,‘H,v, = yvl + zv2 = Cjvl + .5X,. (102) 
Since CA1 n C,, = CA1 n C,+ = 0, the inequality 
zit # 0 (193) 
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holds. It follows from (102) that 
( y - g)v, = 2’5, - .zv2 
and, since vi EC,,, ZG, - ZV, E CAz, and Ch,nC,z = 0, the zj = y and 
Z’G, - zva = 0. The last identity along with (103) yields 
(B): It suffices to prove that 
span{w[,w[} = C,,, span{ wi , w[) = CKZ. (104) 
Since the intersection of any two subspaces that appear in the statement of 
the theorem is zero, none of the four vectors w;, w;,w&wl is zero. Assume 
that span{w;,w;l) # CP1. Then we would have w;’ = yw; for some complex 
number y, and it would follow from (99) that v;’ - yv; = wl - ywi. The last 
equality contradicts the assumption that C,, nCpz = (0). Thus, the first 
identity in (104) holds. The proof that the second identity in (104) also holds 
is similar. 
(Cl: Let the vectors w;,wi,w;‘,wl be defined as in (99). We have 
HLlH,v; = plwi + pLzwi and, since pi # pz. 
So, since the vector v~ is associated with vi, 
Vi = Y’Wi + Z’Wcj 
for some complex numbers y’ and z’. Similarly, 
where y”, Z” E C. From (B) and the fact that v;. # 0 and v; z 0 it follows that 
span{v,;,v;] = CA*. 
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Next, let vi be the vector (100). Then, due to (991, 
v1 = t’w; + t’wi + t”W; + t”Wi 
[see (99) and (loo)] and 
H,‘H,vl = t’plw; + t’p2w; + t"F,w;' + t”/qv;. 
If v2 is associated with vr, then 
v2 Espan{v,,H~‘H,vr}~span{v~,v~}. 
Hence, the four vectors vi,H, iH,v,, vi, vl are linearly dependent and 
( t’ t’ t” t” \ 
0 = det t’CL1 tlll2 t”P1 
y’ zf 0 
“‘:a = (pr - pz)t’t”det . (105) 
0 0 y” zU , 
Since pr z pa and t’ and t” are arbitrary parameters, (105) yields 
( 106) 
Due to (106), we can assume, without loss of generality, that the vectors vi 
and vi are normed in such a way that 
Let v2 be defined as in (101). Then 
v2 = t’y’w; + t’z’w; + t”y’w;l + t’k’w; 
The matrix consisting of the coordinates of the vectors vi, H,‘H,v,, and v2 
in the basis (w{,w;, wc,wl) is 
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A straightforward computation shows that the rank of this matrix is two. 
Hence, va E CA2 n span{v,, H, -iH,v,). Therefore, va is associated with vi. n 
In the remaining part of this section we assume that w is a regular cubic 
form (the definition of a regular cubic form was given in Section 2) defined 
on a five-dimensional space C5, and its coefficients in an orthonormal basis 
(107) 
are wiik. Recall that the bilinear form ( , > on C5 is given by the identity 
(x,y> = w(e5,x7Y) (X>Y E c5) ( 108) 
and that the orthonormality of the basis (107) is equivalent to the identities 
wij5 = sij. (109) 
Let, as in Section 2, the operators Di (i = 1,2,3,4,5) be defined by the 
identities 
w(e,,x,y) = w(e5,Dix,Y)T x,y E c5. 
Then the matrix of Di in the basis (1071 is 
Di=(Wijk)> j, k = 1,2,3,4,5 
[see (27)) In particular, 
D,=I. 
(110) 
(111) 
We want to extend w to a regular cubic form 6 acting on 
C7=C5@C2 (112) 
such that 8 will be a sum of cubes of seven linear forms on C7. As was 
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shown in Section 3, in order to find a desired extension we consider the 
operators bi defined as 
(i = 1,2 ,..., 7), (113) 
where 
Di:C5+C5, Ei :C2 + C5, Fi = Et? :Cj + C”, G,:C2+C” 
(i=1,2 ,..., 7). 
Here ET is the operator adjoint to E, i.e., 
(ETX,Y) = (X>EiY) (x E c5, YEC2) 
The identity Fi = ET follows from (110). Utilizing the block structure (113) 
and taking into account that 
[@,fij] =0 (i,j=1,2 ,..., 7) 
[we are assuming, of course, that (113) realizes a desired representation, as 
was discussed in Section 31, we conclude that 
[Di,Dj] = E,E,? -E,Ej*, (114) 
D,E, -DjEi = EjGi -E,G,, (115) 
ETD,. -E,*Di = G,.E; -GiET, (116) 
EFE,. -EASED = [G~,G~]. (117) 
Note that not all of the equations (114)-(117) are independent. For example, 
taking the adjoint of both sides of (116) and taking into account that all Gi 
are self-adjoint [it follows from (27)], we arrive at (115). Thus, the equations 
(116) can be excluded from the system of equations (114)-(117). 
Let A be a generic cubic form on C5 defined by its coefficients A ijk 
(which we assume unchanged by permuting subscripts) in an orthonormal 
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basis. In other words, for i, j, k = 1,2,3,4, the coefficients Aijk of A are 
indeterminates while the coefficients Aijs = aij. Let Dj, for i = 1,2,3,4, be a 
linear operator defined by the matrix (Aijk) (j, k = 1,2,3,4,5) in the given 
orthonormal basis. 
LEMMA 1. If A is a generic cubic form on C5, then 
rank[Di,Dj] = 4 (i,j=1,2,3,4, i#j). (118) 
Proof. For any i, j = 1,2,3,4 (i # j) the entries of the matrix [Di,Dj] 
are polynomials in ALpqr. For the particular values of the indeterminates Apqr 
that correspond to any of the two examples in the next sections, at least one 
of the minors of order four of each of the matrices [Di, D,] does not vanish. 
Therefore, the same minor is not zero as a polynomial in Aijk. On the other 
hand, the operator [Di,Dj] is skew-symmetric, and therefore its rank is less 
than or equal to 4. Thus, (118) holds. n 
We now assume that (118) holds for a cubic form under consideration. 
We also assume that the system (114417) is consistent and will show how 
to find its solutions. 
We have an orthonormal basis (107). Introduce a subspace 
C4 = span{e,,e,,e,,e,) (119) 
of C5. As in Section 3, we assume that C5 is embedded into the space (112) 
and that w is extended to zz such that D5 = I. Here the operators D,i are 
defined for the form 6,. From (27) applied to the form 8 it follows that 
E*e, = 0 (i = 1,2,3,4) 
This equation and (114) imply that 
[D,,D,]e, = 0. 
Observe that [Dj, Dj]* = - [Dj, D,], b 
respect to the bilinear form ( , 
ecause Di and Dj are self-adjoint with 
>. Therefore, Im[Dj,Dj] is orthogonal to e5, 
so it is contained in C4. Observe also that ImE, is orthogonal to e5, because 
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E,*e, = 0, so ImE, is contained in C”. Thus, in (114) we can treat the 
operators [Di,Dj] and Ei as 
[D~,D~]:c~+c~, E,:C2-+C4, E,?:C”-+C’. (120) 
Let (e6,e7} be an orthonormal basis of C”; the bilinear function ( , ) on C’, 
naturally, is defined by the identity 
(x,y> = tS(e,,x,y) (X>Y E c7). 
Hence. 
is an orthonormal basis of C7 [see (112)]. Since (114) and (118) hold, the 
operators [Di, Dj] (i, j = 1,2,3,4, i + j) are regular and rankE, = rankE* = 2 
(i = 1,2,3,4). It follows from (114) with j= 1 that if v E KerEf, then 
[D,,D~]v = -E,E*v (i = 2,3,4). Since [DiDi is regular and dimkerE$ = 
4-rankE: = 2 = rankE i, the restriction of the commutator [D,,Di] to 
ker Et is an isomorphism from ker Ef to Im E,. Thus, 
[D,,Di]:KerE: + ImE,, (121) 
[D,,De]-l[D,,D,]:KerE~ -+ KerE: (122) 
and 
Let 
[Di,D,]-‘[D,,D,]:KerE,* + KerE,*. (123) 
H, = [D,,D,l/C4, H, = [D,,D,]/C4, H, = [D,,D4]/C4. (124) 
We can prove, as in Lemma 1, that for a generic cubic form 
det H, # 0 
and that 
(125) 
( 126) 
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where A,, A, are the eigenvalues of Hg’H,, each of multiplicity two, and 
pr,p2 are the eigenvalues of HL’H,, each of multiplicity two also (see 
Theorem 8). We assume that for the given w both (125) and (126) hold. Let 
the two-dimensional eigensubspaces CA1, C,,z,CP,,CP2 (which we assume to 
be pairwise linearly disjoint) be as in Theorem 9 with the operators Hi 
defined in (124) and let all H, be nondegenerate (see Lemma 1). Further, 
let vl and vi’ be two vectors that span C,,. According to Theorem 10, we can 
find a basis {v;,vl} of ChP such that, for any values of parameters t’,t” 
(It’, P’} f (0, O]), the subspace 
(I271 
where 
v1 = t’v; + t”V;‘, v2 = t’vi + t”V;, ( 128) 
is invariant for both HL’H, and H,‘H, [and therefore the subspace 
(127)-(128) is “a candidate for Ker ET ” in (122) and (123); note that this 
subspace is the only possible candidate because the subspaces C,1,C,2, 
CPP % are linearly disjoint]. Here t’ and t” are homogeneous parameters. 
For computational purposes it is more convenient to use one nonhomoge- 
neous parameter s setting t’ = 1, t” = s. 
Recall that we assume the system (114)-(117) where some of the entries _--- 
of the matrices Di, Ej, Fj, Gj are unknown, to be consistent. Let (Di, ELFj, Gj] 
(i=6,7; j=1,2 ,..., 7) be any solution of this system. Next, Ker ET is a 
two-dimensional subspace of C4 invariant for both Hi !H, and Hi ‘H, [see 
(124) and (122)-(123)]. According to Theorem 10, any two-dimensional 
subspace invariant for these two operators is given by (127)-(128) where t’ 
and t” are appropriate complex numbers. Therefore, it is natural to assume 
that 
KerE;F = span{v,,v,). (129) 
Introduce the following vectors: 
u1= @Vl, U 2 =E,*v,. (130) 
The vectors ur and ua are linearly independent. Indeed, the identity 
crui + czuz = 0 with {c,, c,} # {O,O} would imply that crvi + czvz Z 0, while 
E,*(c,v, + c,v,) = 0 and therefore, by (114) and (129) H,(c,v, + c,v,>= 0, 
contrary to the assumption that H, is nonsingular. 
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Now we shall derive some relations that involve the vectors u1 and u2. 
Let again A~,,A~,~,.~~,C~,,C~,,C,,,C~~,V;,V;I,~~,~~,W;,W;I,W~,W~ be as 
in Theorem 9, i.e., 
span{v;,vt} = CAI, span(vL,vi} = Che, (131) 
span(w;,w;‘} = CW1, span{wh,w$} = CCL*, (132) 
[the intersection of any two of four subspaces (131)-(132) is trivial], and let 
v’ = w’ l tw’ 1 1 2> Vl 
I, = w II + w rr 
1 2p (133) 
v; = yw; + zwg, v2 tf = yw; + zw;. (134) 
Since any two of the subspaces in (131)-(132) have the trivial intersection, 
we have 
yz( 2. - y) # 0. (135) 
Note that the definitions of CA1,CA2,CP,,CPZ imply that 
H,v; = A,H,v;, H v” = A H v” 3 1 1 2 1r H,vh = A,H,v;, 9H,v4’= A,H,v;, 
( 136) 
H,w; = P,&w;> H,w; = /.L~H~w;, H,w; = ~zH,w; > H,w; = /_L~H,w;. 
(137) 
From (133)-(134) we obtain the following expressions for the w’s in terms 
of v’s: 
z 1 Y 1 
w’= 
1 
--v - -v,’ 
z-y r z-y 2’ 
w’=-_ 
2 v; + -v’ (138) 
Z--Y z-y 2’ 
z 1 Y 1 
II = - 
Wl Vl ” - -vi> w2 II = - _v;’ + -v” (139) 
Z-Y Z--Y Z-Y z-y 2’ 
Using (138) and (139) we obtain, after straightforward calculations, the 
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following formulas: 
PlWi + P2WL = 
CL12 - P2Y “,+ P2_Pl 
z-y 1 
-v’ 
z-y 2’ 
P~YWi+t2zwi= 
Y4Pl- P2jv,+ P2Z- lLlY 
1 v;, 
Z-Y Z-Y 
/.L1yw;’ + j_L2.zw; = 
Y4i-Q - P2) v,, + P2Z - PlY 
1 Vl. 
Z-Y Z-Y 
Now we can show that the following important relations hold: 
E3*V1 = h,u,, i& = A&, 
z4*v1 = (YlUI + &U2) E4*V2 = (Y2u1+ p2u2, 
where 
Ilz(PL,- CL21 P2Z - PlY 
a2 = 
z-y ’ 
P2 = 
z-y . 
Indeed, for i = 1,2 we have, due to (114) and (129), 
-- -- -- 
[D,,D,]v, = (E3E; -EIE;)vi = -E,E,*v,. 
(I401 
(141) 
(I421 
(I431 
(144) 
(I451 
( 146) 
(147) 
On the other hand, it follows from (1241, (1281, (I36), (1141, and (129) that 
[D~,D,]v, = H,V, = A,H,V, = A,[D~,D,]v, 
-- -- -- 
= Ai(E2E,* -E,E,*)v, = - A,E,E;vi. 
Comparing the last equality and (147) and taking into account that the rank 
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of El is two, we obtain (144). Next, similarly to (1471, 
37 
[D,,D,]v, = -EIE:vi. (148) 
On the other hand, if follows from (1241, (1281, (1331, (1371, (114), (1401, 
(1411, and (129) that 
[D,,D,]v, = H,(t’(w; + w;) + t”(w; + w;)} 
= plHB( t’w; + f’w;) + p2H,( t’w; + t”w;) 
= H,{ t’( plw; + ~2~4) + ,“( p.,w;’ + /-LOW&‘)} 
= t’H, 
i 
CLlZ - PZY v, + .cL2 - Pl 
z-y 1 
-v’ 
z-y 2 I 
+ t”H2 
ELlZ - P2Y v”+ p2--l 
z-y 1 
~ v II 
z-y 2 
FlZ - PZY = H,( t’v; + t”v;‘) + ___ ” - I-“ H,( t’v;, + t”v;) 
Z--Y Z-Y 
-- 
= -E,E,* 
PlZ - P2Y v +P27Jl 
z-y l 
-V 
i z-y 2’ 
Comparing this equality with (148) and taking into account (130), we obtain 
the first identity in (145). Similarly, 
-- 
[D,,D,h, = -E,E,* 
i 
Y4k- P2jv + cL?.z- PlY 
1 (149) 
2-y 2-y 
Now we can find the values of the scalar products (u,,u,), (u,,u,), and 
(u2, up). Indeed, multiplying both sides of the first equation in (144) by u2, 
both sides of the second equation in (144) by u,, subtracting the results, and 
and taking into account (114) aid (1301, we obtain _ 
Comparing (149) and (148) and taking into account (130) again, we obtain 
the second identity in (145). 
(Ul’Up.) = &v,,[DZJ%h). ( 150) 
1 2 
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Similarly, multiplying both sides of the first equation in (145) by u2 and both 
sides of the second equation in (145) by ui, and subtracting the results, we 
obtain, after taking into account (150), the following equation with the 
unknowns (u,,u,) and (u,,u,): 
- a,(u,,u,)+ Pl(u,,u,) = (~1, [D,>D,l+ A PP-a1[~2r~3] 
1 2 
( 151) 
In order to get another equation+volving (ui, ui) and (u2, u2>, we multiply 
the first equation in (145) by EfJv, and the second equation in (145) by 
E:v,, and subtract the first from the second. Taking into account (1141, 
(144), and (1501, we obtain 
zz- [D~DJ+ a1~I~1P2[~Z~3] (152) 
1 2 
The main determinant of the linear system (where the unknowns are (ui, u i > 
and (u,,u,)) consisting of the equations (151) and (152) is 
P,a,(A, - 4) + 0 (153) 
[see (1351, (146), and (126)]. Th us, from the system (151)--(1521 we find 
unique values of (ui,ui) and (u,,u,). 
Define two more vectors vs and v4 by the identities 
v3=[DJ-&]vp v4 = [D,,D,]v,. ( 154) 
Taking into account (1141, (1291, and (1301, we obtain 
- 
v3 = -Elu,, v4 = -iqu2. (155) 
We have z,?:C4+C2, vjeC4, uI,u2 E C2 (i,j=l,2,3,4). As was shown 
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above, the vectors u,and ua are linearly independent. Hence, there exist 
complex numbers xij, yij such that 
pvj = XijU1 + yijuz (i=1,2,3,4, j=3,4). ( 156) 
We want to find the values of xij and yij for i = 2,3,4, j = 3,4. To find these 
values, first we find the values of the scalar products (uk,vij) (i = 2,3,4, 
j = 3,4, k = 1,2), where the vectors vij are defined as 
vtj = %*v,. (157) 
Due to (114) (130), (144) and (157), we have 
Thus, we obtain the following equation: 
Similarly, expanding each of the scalar products (v~,[D~,DJvJ, (vl, 
[D,,D,lv,~),(v,,[D,,D,lv,), (v,,D3,D41vg), and (v2,D3,D41vS), and tak- 
ing into account (114), (1301, (144), (145), and (157), we obtain five more 
equations: 
&(u2,v23)-(u2, v~~)=(~~,[D~>D&)> (159) 
“1(u1,v23)+ Pl(U,, v~~)-(u~,v~~)=(v~,[D~,D~Iv~), (160) 
q(u,,v23) + PZ(U,> v~~)-(u~,v~~)=(v~,[D~,D~Iv~), (161) 
(yI(UI,V& + &(u g>vss> - Al(u,>v,,) =( ~1, [D,,JAlv,) > (16.2) 
+&,v& + Pz(u2, v&- Az(uz,v& =(vz,[DSJ&g). (163) 
The main determinant of the linear system (158)-(163) for the unknowns 
is Prcza(A, - A,)‘. So, due to (1531, the system has a unique solution. 
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Replacing vs by v4 in the above procedure that allowed us to derive the 
system (158)-(163), we obtain a system consisting of six linear equations for 
the unknowns 
The new system also has a unique solution for (ui,vjl) (i = 1,2, j = 2,3,4). 
Now we can find the values of xij and yij for i = 2,3,4 and j = 3,4 in 
(156). In order to find them we assume i and j in (156) fixed and multiply 
both sides of (156) first by ui, then by ua. Then we arrive at the following 
system of linear equations for xij, yij: 
The main determinant of the system (164) is the determinant of the Gramian 
matrix for linearly independent vectors ui and up and therefore does not 
vanish. Thus, the system (164) provides unique values of xij and yij for all 
appropriate values of i and j. 
Let M be a 4 X 4 matrix whose columns are the coordinates of the vectors 
v1,v2,va,v4 in the original basis 
{ e1,e2,e3,e41 (165) 
of C4 [see (119)]. For a generic cubic form the rank of M is four (the proof of’ 
this claim is similar to the proof of Lemma l), and we assume that 
rankM = 4 for the form w under consideration. Hence, the vectors 
{V1.V2~V33V41 (166) 
form a basis of C4. Recall that 
is a basis of C2. Let N be the Gramian matrix of the last basis, i.e., 
N= 
b,,u,> (u,,u,> 
(u,,u,> 1 (u,,u,> . 
(167) 
(168) 
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Next, for any operator T from C4 to C2 or from C? to C4, let the symbol 
(T) denote the matrix of T in the bases (166) of C* and (167) of C?, and the 
symbol (T)' denote the matrix of T in the bases (165) of C4 and (167) of C’. 
Thus, for i = 1,2,. . . , 7, the matrices (Ei) are 4X2 matrices of the operators 
Ei:C2’C4 
in the bases (167) and (166), while th e matrices (Fi) are the 2 x 4 matrices of 
the operators 
pi:c4+c2 
in the bases (166) and (167). Recall that, as follows from the symmetry of ‘i 
in (113) 
&E*. 
According to (155) 
(E,)= _I i ; 
i 1 0 -1 (169) 
according to (130) (144) (145) and (156) 
(171) 
We want to express the matrices of all the operators that appear in our 
considerations in the bases that are appropriate subbases of the basis 
(172) 
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of C7. The well-known formulas for transformations of bases yield 
(Ei)‘= M(i?,), (Fj)‘= N-‘(Ei)“, 
(@‘= (F,)M-‘, (&)‘= (Fi)% 
(I731 
Here the superscript t is, as usual, the symbol of transposition. The formulas 
(169)-(171) along with the identities (173) enable us to compute the matri- 
ces (Ei)’ and (F,)‘, i = 1,2,3,4 (more details are presented below, where the 
steps of a proposed algorithm are discussed). 
In order to complete the computation of the 7X 7 matrices of the 
operators fi,i in (113), we need only to find the matrices (ci)‘. One possible 
way to find these matrices is described in [12]. Working on the numerical 
examples presented below in Sections 5 and 6, I used a more straightfonvard 
approach which, in spite of the large amount of computations required, 
proved to be good enough to be carried out by the software that I had at my 
disposal. Namely, I considered the system consisting of the following six 
matrix equations for the unknown matrices (G,)‘, CC,)‘, (G,)’ and CC,>‘: 
(i?i)‘(G,)‘-(E,)‘(Gj)‘= II,@,)‘-Q(&)‘, 
(G,)‘(F,)‘-(Gi)‘(&)‘= (F,)‘D, - (F,)‘Q, 
i=2,3,4. (174) 
The system (174) consists of the equations (115)-(116) with j = 1. First I 
considered the system consisting of two equations (174) that correspond to 
i = 2. This system in the scalar form has 20 numerical equations with only 8 
unknowns [entries of (G,)’ and (G,)‘]. In the Example 1 in the next section, 
the system turns out to have a unique solution. Moreover, when I substituted 
the values of the entries of (G,>’ into the equations (174) first with i = 3 and 
then with i = 4, I obtained in each case a system of 20 linear equations with 
only 4 unknowns. But the system had a unique solution for all values of the 
parameter s except for a finite number of roots of some polynomials. 
However, the system (174) that corresponds to the cubic form in Exam- 
ple 2 (Section 6) is inconsistent for all values of the parameter s. This case 
will be discussed in Section 6. 
The third possibility is that the system (174) is consistent for a finite 
number of values of the parameter s. In this case we can expect that the 
cubic form has a finite number of representations as a sum of cubes of seven 
linear forms. However, it takes place in none of the numerical examples that 
I ha.ve considered, and I do not know if this case can ever occur. 
Assume now that, as in Example 1, the system (174) has a one-parameter 
set of solutions, one solution for each value of the parameter s. Having 
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computed these solutions, we shall know all the matrices that are needed to 
construct the matrices Di in (113) (i = 1,2,3,4). If the cubic form w can be 
represented as a sum of cubes of seven linear forms, then the four matrices 
Di commute and generate the algebra isomorphic to the algebra of all 
diagonal 7 X 7 matrices (due to Theorems 5 and 6; more details are presented 
below). According to Theorem 6, we can find a linear combination of the 
operators D,, D,, D,, D, that has seven distinct eigenvalues. So we can find a 
basis of C7 consisting of eigenvectors gi of this operator (and therefore of the 
operators D,,,D,,D,,D,,). Next, we can introduce a cubic form 8 on C7 that 
is represented as a sum of cubes of seven linear forms as in Theorem 4. 
Restricting & and its representation to C”, we obtain a desired representa- 
tion of 1_0. 
Summarizing all the previous considerations, we will now discuss the 
steps that constitute the proposed algorithm to express a given cubic form w 
in five variables as a sum of cubes of seven linear forms or to prove that such 
an expression does not exist. We assume that the corresponding trilinear 
symmetric function (which we denote by the same symbol w) acting on C5 is 
defined by its coefficients in a basis (107) orthonormal with respect to the 
scalar product (108). In other words, we assume that (109) holds.’ 
Step 1 
Define the matrices Dj as in (110) and compute their commutators 
[Di, Dj] for i, j = 1,2,3,4. We assume that (118) holds. Define 4 X4 matrices 
of the operators H,,H,,H, as in (124). Compute the operators HL’H, and 
Hi ‘H, and their characteristic polynomials cp,(h) and q,(A). According to 
Theorem 8, these polynomials are 
(p3( A) = (A - A,)"( A - A,)‘, q,(A) = (A - &A - id. 
We assume that for the form w the inequalities (126) hold. Therefore, by the 
same Theorem 8, we can find two linearly independent eigenvectors, v,’ and 
v;‘, of H,‘H, with the eigenvalue A,. We assume that the two-dimensional 
‘If w is given by its coefficients in a basis that is not orthonormal, we need to perform a 
preliminary step 0: Find a vector e5 such that w(e5,e5,e5) = 1 and that the bilinear form ( , > 
defined as (x,y> = w(e,,x,y) is nonsingular. Append four vectors el,e2.e3,eq to e5 such that 
the five vectors form a basis orthonormal with respect to ( , >. This can be accomplished by 
using, for example, the Gram-Schmidt orthogonalization process. 
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subspaces Chl, ChZ, C,,, and CFL2, defined in Theorem 9, are pairwise 
linearly disjoint. 
Step 2 
Find vectors vi and v&’ associated with v; and v;‘. In order to find vi, we 
first find two linearly independent vectors v&” and v;” of CAP. Then, for any 
complex numbers pi and pa, the vector 
v2( p,, pz> =PlVF + PzVl” (175) 
is in CAz. In order for the last vector to be associated with vi, the rank of the 
4x4 matrix whose columns are coordinates of the vectors v{,H,‘H,v{, 
vJP,, p,),H;‘H,v,(p,, pz) has to be two. Equating all the determinants of’ 
order 3 of this matrix to zero, we obtain a system of homogeneous algebraic 
equations for p1 and p,. According to Theorem 9, this system is consistent 
and has a unique nontrivial solution for the ratio pz : p,. The vector (175) that 
corresponds to this solution is vg. This vector can be taken as vi in (134). 
Taking v;’ instead of vi and repeating the procedure, we find a vector Gi 
associated with VI’. This vector is proportional to vl in (1341. Next we find 
the vectors w;,w~,wi’,w~ and the scalars y and Z, and normalize Gl such 
that the identities (131)-(134) hold. As was proved, the inequality (135) will 
also hold. Then we find the coefficients c~~,fi~,a~,P~ in (145) using (1461. 
Step 3 
As was mentioned above, instead of two homogeneous parameters t’ and 
t” in (128) we can (and will) use one nonhomogeneous parameter s by 
setting t’ = 1, t” = s. This allows us to obtain almost all possible solutions of 
the problem. The case t’ = 0, t” = 1 should be considered separately. 
In this step we compute the scalar product (u,,u,) using (150) and find 
the scalar products (u,,u,) and (u,,u,> by solving the linear system 
(151)-(152). These scalar products are rational functions of s. 
Step 4 
Compute the coordinates of vs and v4 according to (I54), then solve the 
linear system (158)-(163) for (ul. vz3>, (ul, vS3>, (ul, v43>, 
(u,, vz3), (II,, vS3), (uz, vd3) and the similar system for 
~u~,v~4~,(u~,v~4~,~u~,v~4~,~u~,v~4~,~~~,v~4~,~~z,v~4~. As was show be- 
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fore, each of the systems has a unique solution. The value of each unknown is 
a rational function of s. 
Step 5 
For each value of i = 2,3,4 and j = 3,4 solve the linear system (164) (the 
quantities that appear on the right-hand side of the equations were computed 
in the previous step). Introduce the matrix N [see (168)] and matrices @a), 
(F,), and (F,) that appear in (170) and (171). Introduce also the 4 X 4 matrix 
M whose columns are coordinates l-4 of the vectors vl,vz,vs,vq [see (128) 
and (154)]. The entries of these matrices are rational functions of S. 
Step 6 
Using (169) and the first identity in (173), compute the matrix (E,y. 
Then, using the second identity in (173) compute @i)I. Using (170) and 
(171) and the third and fourth identities in (173) compute the matrices @a)‘, 
(FJ’ (F‘J, (EJ, (Es)‘, and (E,)‘. The entries of all these matrices are 
rational functions of s. 
Step 7 
Try to solve the system (174) for the unknowns (G,), (G,)‘, (G,y, and 
(G,)‘. Recall that, as was mentioned above, a priori there are three possibili- 
ties: 
(I) The system (174) has a solution for every complex value of s except 
for a finite number of values. If this possibility is realized (as in Example 1 in 
Section 5) go to step 8. 
(II) The system (174) is inconsistent for all values of s (this possibility is 
realized in Example 2 in Section 6).’ In this case, according to Theorem 5, 
the original cubic form cannot be expressed as a sum of cubes of seven linear 
forms fi with f,(e,) # 0 for i = 1,2,. . . , 7. It requires a special investigation 
to establish whether or not the form can be expressed as a sum of cubes of 
seven linear forms such that fi(es) = 0 for at least one value of i. An example 
of such an investigation is given in Section 6. 
(III) The system (174) is consistent for a finite number of complex values 
of s. I have no examples of cubic forms where this case would occur. If, 
however, it does, go to step 8. 
‘1 suspect that this happens for almost all cubic forms on C5. 
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Step 8 
For i = 1,2,3,4 introduce 7X 7 matrices 
where 
El’= ( aEi’;), pi”= ( (Fi)’ ;). 
Compute the commutators [fii, fij] for all i, j = l,Z, 3,4. 
Let r be the set of all values of s that make all the commutators zero. 
Since lY consists of all solutions of a system of algebraic equations, a priori 
there are three possibilities: 
(I) r = C. If this possibility is realized (as in Example 1 in Section 5) go 
to step 9. 
(II) lY = 0. This case is similar to (II) in the previous step: according to 
Theorem 3, the original cubic form cannot be expressed as a sum of cubes of 
seven linear forms f;: with fi(e,) # 0 for i = 1,2,. ,7. Investigate the 
existence of a representation of the form as a sum of cubes of seven linear 
forms with f&e,) = 0 for at least one value of i as in Section 6. 
(III) l? is a finite set. I have no examples of cubic forms where this case 
would occur. If, however, it does, go to step 9. 
Step 9 
Let 
i3 = b(t,,t,,t&) = t,b, + t,fi, + t3i33ft4i34, (176) 
and let R(t,, t,, t,, t,) be the resultant with respect to A of the characteristic 
polynomial cp(A, t,, t,, t,, t4) of the operator (176) and its derivative 
cp,$h, t,, t,, t,, t,> (the “discriminant of cp”). According to Theorem 6, 
R(t,,t,,t,3,t*) # 0. 
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Let t:, ti, ti, t,” be complex numbers such that 
47 
Then all the eigenvalues h,,A,,. ..,A, of the operator fi<tF,t&ti,tg> hie 
distinct. Let 
be the corresponding eigenvectors. Define a cubic form zi, on C’ as in (40):3 
i=7 
8(X,Y,Z) = c 1 
i=l (gi,e5)(gi,gi) 
(g,,x)(gi>Yxgi>z). (I771 
The form (177) is already expressed as a sum of cubes of seven linear 
forms, the coefficients of which are functions of s [if (I) takes place in steps 7 
and 81. According to Theorem 4, the restriction of ti(x, x,x> to C5 is the 
original form w. The restriction of the right-hand side of (177) is a desired 
representation of w as a sum of cubes of seven linear forms. This representa- 
tion is one-parameter if case (I) in both steps 7 and 8 takes place. If case 
(III) takes place on step 8, we obtain finitely many representations. 
5. EXAMPLE 1 
Let 
( 178) 
3Here we assume that (gi, e5> # 0 for i = 1,2,. ,7. These inequalities mean that the 
coefficient of x5 in each of the linear forms f(x) = (gi,x> d oes not vanish. It follows from the 
above considerations that the proposed algorithm does not allow us to find the representations of 
a cubic form as a sum of cubes of linear forms where the coefficient of x5 in at least one of the 
linear forms vanishes. In Section 6 we show how to treat the last case in relation to Example 2. I 
do not know how to find the representations where at least one of the coe&ients of x5 vanishes 
in the general case. Note that, since the given form is regular, at least five coefficients of x5 are 
not zero. 
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be a basis of C5, and let 
x = x,el + xsee + x3e3 + xqe4 + x5e5. (179) 
Consider the cubic form w on C5 defined as 
+3708x;x,+7509+-6423x,;x,+3840x;x5 
-1668x~x,+8661x~x,+1431x~x,+384Ox~x,~ 
+ 1896x,x,x, -11112x,x,x, -1272x,x,x, -8106x,x,x,). 
(180) 
We shall prove that this form cannot be expressed as a sum of cubes of 
fewer than seven linear fMyns and that there exists a one-parameter set of 
representations of this form as a sum of cubes of seven linear forms. 
First we prove that the form (180) 1s indecomposable. From this fact it 
will follow, in particular, that the form cannot be expressed as a sum of cubes 
of fewer than six linear forms. The indecomposability of the form (180) is a 
consequence of the following theorem. 
THEOREM 11. Let CY be a regular cubic form on C”, (178) be an 
orthonormal basis of C5 (i.e., cY(e5,ei,ej) = S,,), and the operators Di 
(i = 1,2,3,4,5) be defined by the identities 
a(e,,x,y) = 4e5,DixJy) (X,Y EC5). 
lf (Y is decomposable, then 
rank[D,,Dj] G 2 (181) 
for all i, j = 1,2,3,4,5. 
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Proof. If (Y is decomposable, then there exist nontrivial subspaces 
C’, C” c C5 such that 
c5 = C’$C” 
(182) 
and 
a(C’,Clr,C5) = 0. (I831 
It follows from (183) that cz(C’, C”, e5) = 0, i.e., that C” = CC’) L [relative to 
the scalar product ( , ) defined by the identity (x,y> = a(e,,x, y>]. Hence, if 
v’ E C’, v” E C”, then 
(v',D~v") = (v",Div') = a(ei,v’,v”) = 0, 
which yields 
D,C’ 5 C', Di C” c C”. (184) 
We have e5 E C’. Indeed, otherwise we would have 
e, = Die5 EC’ 
for all i = 1,2,3,4,5, i.e., C’ = C5, which contradicts the assumption that the 
subspace C” is nontrivial. Similarly, e5 G C”. Thus, in the decomposition 
e5 
= e’ + e” 
where 
e’ E C’, e” E C”, (I851 
we have 
e’# 0, e”# 0. 
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Next, for any i, j = 1,2,3,4,5 we have 
[D~,D~]~'+ [Di,Dj]e”= [D,,Dj]e, = 0 
and hence, using (185) and (1841, 
[Di,Dj]e’= [Di,Dj]e”=O 
Thus, dim Ker[D,, D,] > 2 and rank[Di,Dj] < 3, and, since the operator 
[Di, Dj] is skew-symmetric, we arrive at (181). W 
Note that this theorem can be easily generalized to the case of a cubic 
form acting on a space of any dimension as follows. 
THEOREM 12. Let a be a regular cubic form on C” with odd n, and 
I e,,e 2,...,enl 
be an orthonormal basis of C” (in the metric ( , ) defined as (x, y> = 
(Y(x, y, e,)) . Let the operators Dj (i = 1,2,. , , n) be defined by the identities 
a(e,,x,y) = a(e,,D,x>y) (X,Y E cn>. 
If (Y is decomposable, then 
rank[D,,Dj] < n -3. 
for all i, j = 1,2 ,..., n. 
Proof. Similar to the proof of Theorem 11. n 
For the form (180) the inequality (182) fails. Indeed, as is easy to see, the 
components wijk of w in the basis (178) (and therefore the entries of the 
matrices Di) can be computed as 
1 a3w 
wikj = w(e,,ej,ek) = - 
6 aXiarjaxk 
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A straightforward computation gives 
det([D1,D,]/C4) =s, det([D,,D,]/C*) = $h,, 
det([D,,D,]/C*) =s, det([D,,D,]/C4) =$j$, (186) 
det([D,,D4]/C4) =s, det([D3,D4]/C4) =a. 
Thus, the cubic form (180) is indecomposable and therefore requires at least 
six cubes of linear forms. But if the cubic form were expressible as a sum of 
cubes of six linear forms, then, by Theorem 7, the rank of each of the 
commutators [Di,Dj] would not exceed two, and all the determinants that 
appear in (186) would vanish. Thus, at least seven cubes are necessary. 
Following the steps described in the previous section, we will show that 
seven cubes are enough and that there exists a one-parameter set of 
representations of the form (180) as a sum of cubes of seven linear forms. I 
will omit most of the intermediate results of the computations and present 
only a few of them chosen randomly in order to illustrate the complexity of 
the computations. 
Step 1: In the designing of Example 1 (and 2) it was important to choose 
the coefficients of the form such that the eigenvalues A, and A, of the linear 
operator HT’H, would be rational numbers;4 this requirement is partially 
responsible for the values of the coefficients of the form (180). These 
eigenvalues are 
A,= -$, A,= -1, 
while the eigenvalues pL1 and pz of the operator H, ‘H, are 
61+&i 61-z 
IL1= 60 > CL% = 60 ’ 
Step 2: The value of the coefficients (Ye, pl, czz, pz are 
4Computing all two-dimensional invariant s&spaces common for both K, = H;‘H, and 
K, = H;‘H, is a crucial part of the algorithm presented in this paper. If we want to prove or 
disprove the existence of a desired representation (where none of the coefficients of x5 in seven 
linear forms vanishes), the only procedure that requires performing nonarithmetic operations 
over the co&Gents of the initial cubic form is solving quadratic equations to obtain the 
eigenvalues of K, and K,. It is interesting to note that we can find all two-dimensional 
subspaces invariant for both K, and K, if we know the eigenvalues of only one of these 
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Step 3: The values of the scalar products (ui,uj) [from (150)-(152>] are 
(uI,ul) = 921600(333s” -2174s +1800), 
(uI,ue) = 307200(37s -36)(9s -5), (188) 
(u* > u*>= W(21393s2 - 6890 s + 2025) 
Step 4: I am not presenting the values of all 12 scalar products (uk,vzj). 
Each of them is a quadratic polynomial in the parameter s. For example, 
(u r , v2s ) = 4 ( - 22929989s’ + 37234632 s + 36667440). 
Step 5: To simplify further calculations at this point I replaced the vectors 
ui (i = I,2) by (l/c)ui, where 
c = 69120(275724s4 + 658467~~ - 714102s’ - 176045s -6300). 
We shall keep the old symbols u1,u2 for the new vectors. Of course, the 
values of the scalar products (188) have to be modified dividing each of the 
old values by c ’ The entries of the matrices (3,) (i = 2,3,4) are rational . 
functions of s. Here is one of these entries: 
@4)2,4 - ‘(‘) 
_- 
Q(s) ’ 
operators. Indeed, let v be any vector of C” that does not belong to C,,,. Then the subspace 
span{(K3 - A,I)v,K,(K, - h,I)v), (187) 
as is easy to check using Theorem 9, is two-dimensional and invariant for K, and K,. 
Conversely, any common two-dimensional invariant subspace for the two operators is (187) for 
an appropriate v. To find the vectors that span the subspace (187), we do not need to solve the 
characteristic equation of K,. Similarly, we can obtain the expressions for all common invariant 
subspaces of K, and K, that do not involve the eigenvalues of K,. It is natural to conjecture 
that it is possible to express these subspaces without solving any of the two characteristic 
equations, in other words, using only arithmetic operations over the coefficients of the given 
cubic form. Such formulas would allow us, using a slightly modified version of the algorithm, to 
answer the question whether a cubic form in five variables has a one-parameter set of 
representations as a sum of cubes of seven linear forms or has no such representations by 
performing only arithmetic operations over its coefficients. Of course, if a desired representation 
exists, then, in order to compute the corresponding linear forms, we also have to find the roots of 
an algebraic equation of degree seven; see step. 9. 
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where 
P(s)= -3(4297959378152208s8+73730104876678536s7 
+49402436317951329s6 -360802914167119500s5 
+252564769954030614s4-2823612244772060s3 
-15128450735767375?-1052164913121000s 
-18266568390000), 
Q(s) = 32(275724s4 + 658467~~ - 714102~~ - 176045s -6300). 
Step 6: The matrix (E,)’ that appears in (173) is 
1 
(E,)‘= $sE; +E;)‘, 
where 
d = 2757~~ + 658467~~ - 714102s” - 176045s - 6300 (189) 
and 
149 7859 55613 
E I’ i3034 -30720 82160 
2 
= 
1x9 317107 741739 
69120 30136320 30136320 
73 _& 913 
E I,, = z&i -1536 
2 91 25574 89033 122039 i ’ 
i%iG -6207264 -6027264 -6027264 
Each of the entries of the matrices (gr)), (Es)1, and (2,)’ is also a linear 
functior of s divided by the d from (189). Each of the entries of the matrices 
(F1)‘, (F,)‘, @,)I, and (F4)’ is a cubic polynomial in s. 
Step 7: Each of the entries of the matrices of (ci)) (i = 1,2,3,4) is a 
polynomial of degree four divided by the d from (189). 
Step 8: All the commutators [fi,,,36,] vanish identically with respect to s. 
So r = C, and the form (180) has a one-parameter set of representations as a 
sum of cubes of seven linear forms. 
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Step 9: The characteristic polynomial cp(~) of fi, is 
&A) = det(AI-a),) = fp*(A)rp(A), (190) 
where 
c = (185s - 180)~~ 
and 
cp,(h)=(185s-180)h”+(-1012s+1020)A+(-492s+408), (191) 
(p5( A) = c,A5 + c,A4 + c,A3 + c3A2 + c,A + cg (192) 
with 
c,=374293O944s3+1258O4O6784s”+2546519O4Os+878976OO, 
cr = 216550336s3 -63468820032s” -14612229600s -492424800, 
c2 = -63528731376s3 + 75109274308s” +244177838442s + 782184355, 
c,=716146O7248s3+13941239312s2-936987271Os-244O83245, 
c4=48O7282256s3-17314979572sz-21668O5528s-69915285, 
cg= -12775275744s3-841489040s2+1152072070s+28677619 
Let i,, iz be the roots of ‘p2, and ii,, A,, x5, &, i, be the roots of ‘pS. All 
Ai’s are distinct. So we can set ty = 0, 1: = 1, tz = 0, tj = 0 (see step 9 in the 
previous section). For all eigenvectors gi of the operator fi, the inequalities 
(g,,e,) # 0 hold (see footnote 3 at the end of Section 4). According to 
Theorem 4, each value of s (except, maybe, for a finite number of roots of the 
polynomials that appeared previously in the denominators of rational func- 
tions) defines a representation of w as a sum of cubes of seven linear forms. 
To find this representation, for each Xi (i = 1,2,. . . ,7) we should find the 
corresponding eigenvector gj, then introduce the form (177) and restrict 
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Q(x, x, x) to C5 (i.e., substitute zero for the last two coordinates of the variable 
vector x). If the Xi’s were rational functions of s, we would obtain a 
representation of the form (180) as a linear combination of cubes of seven 
linear forms whose coefficients would be rational functions of s. Unfortu- 
nately, none of the xi’s is a rational function of s, and I do not know if it is 
possible to find a rational function s = $(t) such that after substitution of 
q(t) for s into q(A) all roots Xi would become rational functions of t. 
It will not be irrelevant to share with the readers some of the observa- 
tions I made in the process of running a program on a computer. For some of 
the phenomena I have no explanation. 
(I) For the p ar mu ar value s = - i we obtain the following representa- t’ 1 
tion: 
w=&(-3x,+6 X2 - Xg +4x, + “5)3+$)(X, -2x, +3x, +4x, +5X,)3 
+$(-2x1-x,-x,- xq +21~~)~+ &(6x, + x2 -3x, + x4 t-2~~)~ 
+ T;lj(Xi +3x, -2x, -3x, + X$ 
(II) After the substitution 
12(3t2 -25t -720) 
s= 
37t2 - 272t - 8880 ’ 
(193) 
Xi and X2 become rational functions of t: 
2t -48 
ii = ~ 
t + 10 
t ’ 
x2 = - 
5 
The corresponding eigenvectors are 
g,=(-t+24)e,+(2t-48)e2+12e3+(2t-24)e,+te,+lO265l849u,, 
g2=(2t+20)e,- (4t +4O)e, + te, - (2t +40)e, -2Oe, +855432tqu,, 
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where 
q = ( - 152131t6 +3660504t5 +80197440t4 - 1678731520t3 
-19247385600t2 +210845030400t-2103058944000) 
x(50653t6 - 1117104t5 -28257936t4 +516086272t3 
+6781904640t2 -64345190400t -700227072000)-1. (194) 
Note that the right-hand side of (194) is a reduced fraction. The coefficients 
cl = I/(g,,e,)(g,,g,) and c2 = l/(g2,e,Xg2,g2) that appear in (177) are 
1 
Cl = lot3 - 168t2 +2400t -40320 ’ 
1 
c2 = 
70t3+1000t2+16800t+240000’ 
and the restrictions Z,(x) and Z,(x) of the linear forms (gl,d and (&~X) in 
(177) to C5 are 
Z,(x)=(-t+24)x,+(2t-48)x2+12x3+(2t-24)r,+tx,, 
Z,(x) = (2t +20)x, -(4t +40)x, + tx, -(2t +40)x, -20x,. 
If we express t2 in terms of t and s from (193) and substitute into 
W,(XAX) =&(x)}“+ c,{w)3~ (195) 
then the expression for the last sum will not contain t. Each of the 
coeffkients of the cubic form (195) turns out to be a linear function in s 
divided by 522s - 611. The difference w(x,x,x) - w,(x,x,x) is now a cubic 
form expressible as a sum of cubes of five linear forms for almost all values of 
s. Indeed, the form w2 in (195) is exactly the sum of cubes of two linear 
forms in the restriction of the form (177) to C5 [after the substitution (193)], 
and the difference w(x,x,x>- w2(x,x,x) is the sum of cubes of the remaining 
five forms. In the process of computation this fact was also confirmed 
directly, using Theorem 3. 
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6. EXAMPLE 2 
Let e, and x be as in (178)-(179) in the previous section, and let 
w(x, x,x) = x; + x; + $r,” + x,; 
+3xfTg+3X~Xq+3X:Tg-3X%T1-3X22X3+3X~Xg 
-3X$, +3x,2x, +3x,2x, -3x,2x, +3x$, +3x$x, 
-6x,x,x, -6x,x,x,. (196) 
We shall prove that the cubic form (196) cannot be expressed as a sum of 
cubes of seven or fewer linear forms. 
Straightforward computations give 
det([D,,D2]/C4) = 49, det([D,,D,]/C4) = 4, 
det([D,,D,]/C”) = $, det([D,,D,]/C4) = 9, (197) 
det([D,,D,]/C4) = %, det([D3,D4]/C4) = 1. 
So, due to Theorem 11, the cubic form (196) is indecomposable and therefore 
cannot be expressed as a sum of cubes of fewer than six linear forms. 
Further, from Theorem 7 and (197) it follows that six linear forms are not 
enough and at least seven forms are needed. The remaining part of the paper 
is dedicated to proving that seven forms are not enough either, and therefore 
at least eight forms are needed. 
Step 1: 
Step 2: 
Step 3: The values of the scalar products (ui, uj) from (150)-(152) are 
(ur,ur) = -$(227s” +226s +7), (u,,u,)=-+(149+2s+l), 
(u,,u,> = - y(9s” + 18s + 1). 
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Step 4: Similarly to the example in the previous section, each of the 
twelve scalar products (uk,vij) is a quadratic polynomial in the parameter s. 
For example, 
(u1,vz3) =$(11128s” +3073s +107). 
Steps 5-6: All entries of the matrices (Ei), (gi), @)‘, and (Fi)l turn out to 
be rational functions in s. They are omitted here. 
Step 7: Straightforward computations showed that the system (174) with 
i = 2 associated with the form (196) is consistent if and only if s is a root of 
the polynomial 
1846105~~ +3646156s5 +986097s4 -6664~~ +8579? +1596s +51, (198) 
while the system (174) with i = 4 is consistent if and only if s is a root of the 
polynomial 
1408281s6+2323260s5+886705s4-19880s3+9987s”+1644s+51. 
(199) 
A straightforward computation shows that the polynomials (198) and (199) 
have no common roots. Therefore, as follows from Theorem 5, the form (196) 
cannot be expressed as a sum of cubes of seven or fewer linear forms where 
none of the coefficients of xs vanishes. 
To complete the proof that the form (196) cannot be expressed as a sum 
of cubes of fewer than eight linear forms we introduce the following cubic 
form: 
w’(x,x,x) = w(x,x,x> - ( ulxl+ uzxz + UGX3 + u4x4)3, (200) 
where ur, us, us, u4 are parameters. Obviously, the two statements 
w can be expressed as a sum of cubes of seven linear forms such that a coefficient of 
x5 in at least one of the linear forms vanishes 
and 
there exists a set of values of the parameters ur, Us, ug, and u4 such that the form w’ 
from (200) can be expressed as a sum of cubes of six linear forms 
are equivalent. Thus, due to Theorem 7, it is sufficient to prove that the 
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system of equations 
det([D;,D;]/C4) = det([D;,Dj]/C4) = det([D;,D;]/C4) 
= det([D;,D;]/C4) = det([D6,Di]/C4) 
= det([D;,D;]/C4) = 0 
with unknowns u1,uz,us,u4 is inconsistent. Here the operators D,! are the 
operators D& [see (10); va = es] computed for the form (200). The straight- 
forward computations give 
det([Di,Dj’]/C4) = ciiZ$ (i,j=1,2,3,4, i<j) 
where the cij are nonzero constants, and 
z,, = -2u; -2u;u, -3U$L3 +3u+, +3u,u; +4u,u,u, + 12U,U,U, 
+4u& -4u,u,u, -2uru2, - u; +4u2,u, +2u;u, -4u,u,u, +7, 
I,, = -2u; - UfU, - +s - U& + UrU”2 + UrUaUs + UrUsUq 
+5uu”-UUU 1 3 1 3 4 - u2u; + u2u3u4 +22133 +42&L, -2usu2, +2, 
Zr, = 4u;u, +4u:u, -4u,u$ +3u,u,u, -6u,u,u, 
-4u,u; +4u& +3u;u, -4u,u,u, -4u,u2, -4l&, -4u33 -5, 
1,s = UfU3 -2uru; -3u:u, -3u,u,u, - U& +4u,u,u, 
+ fL; - u;u3 - u;u4 - uau~ - U2U3U4 + u”3 - uzu4 - u3u; -3, 
Z,, = Su;u, - 16u$, -42~~2, +3u,u,u, -3Su,u,u, - llu,u,u, 
+2Ou u” -8u2u 2 1 4 2 3 - u2uq - 12u,u; + 17u,u,u, +8u,u2, 
+ 21u2,u4+4u3u2,-4u3,-9, 
I,, = 4u;u, +4u+, +4u& + 7u,u,u, - 8u,u2, - 4u2,u3 + 4u,u; 
+3u,u,u, -12~~2~2, +4u3, -51&r -8~~2~2, -4. 
Only five of the six functions Zij are independent; the sixth one can be 
expressed as a linear combination of the remaining five. There is, perhaps, a 
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simple. way to prove that the system 
l,, = 113 = I,, = I,, = I,, = I,, = 0 (201) 
is inconsistent. However, with very powerful software at hand, it was difficult 
to resist the temptation to do it in a straightforward way. So, eliminating the 
constants from five of the six equations (201), we obtained four independent 
homogeneous cubic equations with unknowns u1,u2,us,uq. Since we were 
looking for a nontrivial solution, we set ur = 1 first. Eliminating ~a, we 
obtained three equations with unknowns u3,uq: two of degree 8 and one of 
degree 9. Then we eliminated uq and obtained two equations with the 
unknown us: one of degree 64, the other of degree 72, with 4O-5O-digit 
coefficients. The resultant of the last two polynomials is an integer with more 
than 7000 digits (the computer took more than 1.5 hours to calculate it). 
Since this resultant is not zero, it follows from elimination theory that the 
system (201) does not have a solution with u1 # 0. Now we looked for 
solutions with u1 = 0, u2 = 1. Computing resultants as above, we conclude 
that there are no solutions in this case either. (The calculations are much 
easier this time; they took only a few seconds of computer time.) It is even 
easier to show that there are no solutions in each of the two remaining cases: 
u,=u,=o, ug =l and u,=u,=u,=O, u,=l. 
This concludes the proof that the form (196) cannot be expressed as a sum of 
cubes of seven linear forms or less. 
1 would like to express my gratitude to my son Zinovy of the University of 
Pennsylvania, with whom I spent many hours discussing both the content and 
the style of presentation of this paper. I am thankful to Professor Gustav 
Hensel of The Catholic University of America for his help in editing the 
manuscript. An anonymous referee pointed out to me a number of misprints in 
the original copy of the manuscript and gave many valuable suggestions on 
how to improve the presentation. 1 have adopted some improvements in the 
proof of the Theorem 9 suggested by him/ her which made it shorter and 
easier to comprehend. I am very grateful to the referee fm his/ her help. 
REFERENCES 
1 S. Gundelfinger, Zur Theorie der bingren Formen, Giittinger Nuchr. 12:115-121 
(1883). 
2 S. Gundelfinger, Zur Theorie der binken Forrnen, J. Reine Angew. Math. 
100:413-424 (1886). 
CUBIC FORMS 61 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
J. H. Grace and A. Young, The Algebra of Invariants, Cambridge U.P., Cam- 
bridge, 1903, Chapter 11. 
J. J. Sylvester, An essay on canonical forms, supplement to a sketch to a memoir 
on elimination, in The Collected Mathematical Papers, Vol. 1, Cambridge U.P., 
Cambridge, 1904, Paper 34, pp. 203-216. 
J. J, Sylvester, On a remarkable discovery in the theory of canonical forms and of 
hyperdeterminants, in The Collected Mathematical Papers, Vol. 1, Cambridge 
U.P., 1904, Paper 41, pp. 265-283. 
J. P. S. Kung, Canonical forms for binary forms of even degree, in Invariant 
Theory, Lecture Notes in Math. 1278 (S. S. Koh, Ed.), Springer-Verlag, New 
York, 1987, pp. 44-51. 
J. P. S. Kung, Gundelfinger’s theorem on binary forms, Stud. A&. Math. 
75:163-170 (1986). 
B. Reichstein, On symmetric operators of higher degree and their applications, 
Linear Algebra Appl. 75:155-172 (1986). 
E. Brieskom and H. Knorrer, Plane AZgebruic &rues, Birkhauser Verlag, 1986. 
J. J. Sylvester, Sketch of a memoir on elimination, transformation, and canonical 
forms, in The Collected Mathematical Papers, Vol. 1, Cambridge U.P., 1904, 
Paper 32, pp. 184-198. 
B. Reichstein, On expressing a cubic form as a sum of cubes of linear forms, 
Linear Algebra Appl. 86:91-122 (1987). 
B. Reichstein, An algorithm to express a cubic form as a sum of cubes of linear 
forms, in Current Trends in Matrix Theory, Proceedings of the Third Auburn 
Matrix Theory Conference, North-Holland, 1987, pp. 273-283. 
H. Stenzel, fiber Die Darstellbarkeit einer Matrix als von zwei symmetrischen 
Matrizen, ah Produkt von zwei altemierenden Matrizen und als Produkt von 
einer symmetrischen und einer altemierenden Matrix, Math. Z. 15:1-25 (1922). 
Received February 1988; final manuscript accepted 16 October 1990 
