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1.1 Zakres tematyczny rozprawy
Gªównym zadaniem klasykacji stanowi¡cej jedn¡ z wa»nych metod eksploracji da-
nych, jest utworzenie modeli, zwanych klasykatorami, opisuj¡cych zale»no±ci po-
mi¦dzy zadan¡ klas¡ (kategori¡) obiektów a ich charakterystyk¡. Odkryte modele
klasykacji s¡ nast¦pnie wykorzystywane do klasykacji nowych obiektów o niezna-
nej przynale»no±ci do klasy (patrz np. [95]). Problem konstrukcji klasykatorów
cz¦sto przedstawiany jest jako problem aproksymacji poj¦¢ (klas) na podstawie
sko«czonego zbioru obserwacji zawieraj¡cego przykªady pozytywne i negatywne
poj¦¢ (patrz np. [94, 18]).
Dane gromadzone w ogromnych ilo±ciach w systemach informatycznych coraz
cz¦±ciej dotycz¡ zªo»onych procesów i zjawisk, które nie poddaj¡ si¦ klasycznym
metodom modelowania. Jednym z ogranicze« istniej¡cych metod jest to, »e nie
pozwalaj¡ one na efektywn¡ aproksymacj¦ poj¦¢ zªo»onych, które mog¡ by¢ nie-
ostre i wyra»one w j¦zyku naturalnym z u»yciem ró»nych innych poj¦¢ wyst¦pu-
j¡cych w wiedzy dziedzinowej. Przykªadami tego rodzaju poj¦¢ s¡: zachowanie si¦
pacjenta zwi¡zane z zagro»eniem »ycia, niebezpieczna jazda samochodem na dro-
dze, zachowanie si¦ pacjenta wymagaj¡ce wykonania odpowiedniego typu plastyki
naczy« wie«cowych, wyst¡pienie powikªania po koronarograi, nieodwracalna prze-
budowa oskrzeli jako skutek np. astmy i inne. Wynika to z faktu, »e poj¦cia te
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znajduj¡ si¦ w zbyt du»ej odlegªo±ci semantycznej od dost¦pnych danych senso-
rowych (mierzonych bezpo±rednio za pomoc¡ urz¡dze« czy czujników). Dlatego
caªkowicie automatyczne podej±cie do aproksymacji zªo»onych poj¦¢ za pomoc¡
dost¦pnych atrybutów (najcz¦±ciej s¡ to dane sensorowe) nie prowadzi do klasy-
katorów o zadowalaj¡cej jako±ci (patrz np. [114, 139, 173]).
W literaturze pojawiªy si¦ propozycje integracji procesu eksploracji danych
z wiedz¡ dziedzinow¡ (patrz np. [20, 48, 83]) maj¡ce umo»liwi¢ odkrywanie za-
le»no±ci mi¦dzy poj¦ciami na ró»nych poziomach ogólno±ci. Podej±cie takie ma
na±ladowa¢ proces uczenia si¦ czªowieka, w którym wykorzystuje on wcze±niej zdo-
byt¡ wiedz¦ na temat dotychczasowych zale»no±ci mi¦dzy poj¦ciami [167]. Jednym
z wielu wyja±nie« znaczenia dotychczasowej wiedzy w uczeniu si¦ czªowieka jest
fakt, »e wiedza kieruje uwag¦ w stron¦ pewnych cech kosztem innych czy te» po-
zwala tworzy¢ nowe cechy z danych (patrz np. [77]). W rozprawie zaproponowano
kilka metod stosowania wiedzy dziedzinowej do poprawiania jako±ci klasykatorów
na ro»nych etapach procesu budowy modelu.
Z informatycznego punktu widzenia gªówny problem rozprawy dotyczy zatem
budowy klasykatorów aproksymuj¡cych wybrane, zªo»one poj¦cia z obszaru me-
dycyny. Natomiast z medycznego punktu widzenia, gªówny problem dotyczy rozpo-
znawania istotnych zw¦»e« (stenoz) t¦tnic wie«cowych w chorobie niedokrwiennej
serca (CNS) i potrzeby zabiegu udra»niania naczy« (rewaskularyzacji) przywraca-
j¡cego prawidªowe ukrwienie mi¦±nia sercowego w oparciu o dane kliniczne oraz
wynik badania Holtera (24-godzinny zapis EKG).
Przynale»no±¢ obiektu (pacjenta) do poj¦cia opiera si¦ na wyniku badania an-
giogracznego t¦tnic wie«cowych (koronarograi), na podstawie którego wyró»nia
si¦ chorob¦ 1-naczyniow¡ (gdy zw¦»enie dotyczy tylko jednej t¦tnicy wie«cowej), 2-
naczyniow¡, 3-naczyniow¡, 4-naczyniow¡ lub stan bez istotnie zw¦»onych naczy«.
Taka anatomiczna stratykacja CNS dostarcza u»ytecznych wskazówek progno-
stycznych i jest wykorzystywana do selekcji pacjentów do zabiegu rewaskularyzacji.
Pacjenci bez istotnych zw¦»e«, a wi¦c o najmniejszym nasileniu choroby, generalnie
leczeni s¡ zachowawczo, natomiast obecno±¢ stenoz wymaga zwykle zabiegu udra»-
niania naczy«. Pacjenci z chorob¡ 1- i 2-naczyniow¡ maj¡ du»e szanse na leczenie
za pomoc¡ przezskórnej interwencji wie«cowej PCI (ang. percutaneous coronary in-
tervention), takiej jak angioplastyka balonowa z protezowaniem (stenty) lub bez.
Dla pacjentów z chorob¡ 3, 4-naczyniow¡ natomiast wymaganym leczeniem mo»e
by¢ zabieg kardiochirurgiczny, taki jak pomostowanie t¦tnic wie«cowych CABG
(ang. coronary artery bypass graft).
Opracowano nowe metody klasykacji, a nast¦pnie poddano je werykacji
z u»yciem rzeczywistych danych klinicznych dotycz¡cych leczenia pacjentów ze sta-
biln¡ chorob¡ niedokrwienn¡ serca, pozyskanych z II Katedry Chorób Wewn¦trz-
nych Collegium Medicum Uniwersytetu Jagiello«skiego oraz ogólnodost¦pnych
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zbiorów danych. Wyniki przeprowadzonych do±wiadcze« wskazuj¡, »e s¡ one bar-
dzo obiecuj¡ce.
1.2 Motywacja i cel rozprawy
Aproksymacja zªo»onych poj¦¢ jedynie w oparciu o zbiory danych mo»e napo-
tyka¢ trudno±ci przy konstruowaniu dziaªaj¡cych efektywnie klasykatorów dla
rzeczywistych problemów. W zwi¡zku z tym pojawiªy si¦ propozycje zastosowania
wiedzy dziedzinowej w procesie konstrukcji klasykatorów, której zadaniem jest
zaw¦»anie przestrzeni poszukiwa« i uªatwienie interpretacji wyników. Wiedza ta
jest stosowana gªównie na etapie przygotowania danych do eliminacji nieistotnych
atrybutów, selekcji najbardziej warto±ciowych cech czy utworzenia nowych cech.
W literaturze pojawiªy si¦ doniesienia, »e zastosowanie wiedzy dziedzinowej ma
istotny wpªyw na wydajno±¢ niektórych metod eksploracji danych. Przykªadowo
w pracach [138] czy [177] badano wpªyw wdro»enia wiedzy dziedzinowej na wy-
niki takich metod klasykacji jak: regresja logistyczna, sztuczne sieci neuronowe,
metoda k najbli»szych s¡siadów k-NN (ang. k nearest neighbours), naiwny klasy-
kator Bayesa, drzewa decyzyjne oraz metoda wektorów no±nych SVM (ang. support
vector machine). Poprawa jako±ci klasykacji w porównaniu do modeli bez wiedzy
dziedzinowej byªa najmniejsza dla drzew decyzyjnych oraz dla metody k-NN.
Taki stan rzeczy skªania do postawienia pytania badawczego dotycz¡cego mo»li-
wo±ci efektywnego zastosowania wiedzy dziedzinowej w zakresie klasykacji i opisu
danych na innych ni» dotychczas etapach procesu odkrywania wiedzy.
Za gªówny cel rozprawy postawiono zatem opracowanie metod wykorzystuj¡-
cych wiedz¦ dziedzinow¡ do poprawienia jako±ci klasykatorów tworzonych dwiema
dobrze znanymi z literatury metodami, tj. metod¡ drzewa decyzyjnego oraz metod¡
k najbli»szych s¡siadów.
Gªówny cel rozprawy byª realizowany poprzez nast¦puj¡ce cele szczegóªowe
obejmuj¡ce:
1. Opracowanie metody ekstrakcji cech opartej na tzw. wzorcach czasowych
poprawiaj¡cej efektywno±¢ klasykatorów.
2. Zaproponowanie modykacji miary jako±ci podziaªu obiektów w w¦zªach przy
generowaniu drzewa decyzyjnego w celu poprawy jako±ci klasykacji za po-
moc¡ drzew.
3. Opracowanie metody zwi¦kszania wiarygodno±ci podziaªów obiektów w w¦-




4. Zdeniowanie odlegªo±ci semantycznej pomi¦dzy obiektami opartej na onto-
logii poj¦¢ do zwi¦kszenia wydajno±ci klasykacji metod¡ k-NN.
5. Zaproponowanie opisu wpªywu czynnika modykuj¡cego percepcj¦ testowa-
nych obiektów w oparciu o modele klasykacji.
Gªówna teza rozprawy brzmi: Za pomoc¡ wiedzy dziedzinowej mo»na znacz¡co
polepszy¢ jako±¢ dziaªania klasykatorów modelowanych za pomoc¡ drzew decyzyj-
nych oraz metod¡ k najbli»szych s¡siadów. Tez¦ t¦ mo»na uszczegóªowi¢ za pomoc¡
nast¦puj¡cych trzech tez pomocniczych.
1. Proponowane w rozprawie metody konstrukcji klasykatorów wykorzystuj¡
nowe cechy deniowane przez eksperta, modykacj¦ jako±ci podziaªów obiek-
tów w w¦zªach drzewa, ci¦cia werykuj¡ce podziaªy oraz odlegªo±¢ seman-
tyczn¡ pomi¦dzy obiektami.
2. Nowe metody mog¡ by¢ z powodzeniem stosowane do rozwi¡zywania rzeczywi-
stych problemów, takich jak nieinwazyjne przewidywanie obecno±ci istotnych
zw¦»e« t¦tnic wie«cowych wymagaj¡cych udro»nienia na podstawie informa-
cji klinicznych oraz zapisu EKG metod¡ Holtera (bez konieczno±ci wykony-
wania inwazyjnej koronarograi).
3. Klasykatory tworzone w oparciu o proponowane w rozprawie metody s¡ bar-
dziej powi¡zane z wiedz¡ dziedzinow¡ ni» modele pozyskane w oparciu o au-
tomatyczn¡ analiz¦ zbiorów danych i przez to lepiej uzasadnione.
Do rozwi¡zania postawionego problemu badawczego wykorzystano nast¦puj¡ce
metody, techniki i narz¦dzia badawcze:
 Analiza i ocena przedmiotu bada«;
 Pozyskanie i wst¦pne opracowanie zbiorów danych zawieraj¡cych rzeczywiste
dane medyczne pacjentów ze stabiln¡ chorob¡ niedokrwienn¡ serca;
 Modelowanie i implementacja modeli w programie komputerowym;
 Okre±lenie kryteriów oceny rozwi¡za«;
 Empiryczne zwerykowanie efektywno±ci zaproponowanych metod dla pozy-
skanych medycznych zbiorów danych;
 Testowanie opracowanych metod na znanych zbiorach danych, powszechnie
stosowanych do oceny metod eksploracji danych [80, 158];
 Analiza porównawcza z innymi metodami;
 Opracowanie wyników bada« i postawienie wniosków ko«cowych.
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Gªówne wyniki rozprawy mo»na podzieli¢ na dwie kategorie: opracowanie me-
tod stosowania wiedzy dziedzinowej do poprawy jako±ci klasykatorów oraz roz-
wi¡zanie konkretnych problemów zwi¡zanych z zadaniem predykcji. Metody sªu-
»¡ce realizacji celów rozprawy zostaªy opisane w rozdziaªach 4  8. Zaproponowane
podej±cia zostaªy zaimplementowane i wykorzystane do analizy rzeczywistych zbio-
rów danych. W przykªadowym problemie rozpoznawania obecno±ci istotnych zw¦-
»e« naczy« krwiono±nych serca, za pomoc¡ pierwszej opracowanej w rozprawie me-
tody utworzono nowe cechy w oparciu o dane temporalne. Cechy te charakteryzuj¡
si¦ du»ym stopniem przewidywania klas pacjentów, co wykazaªy przeprowadzone
eksperymenty. Druga metoda, stanowi¡ca propozycj¦ modykacji miary jako±ci
podziaªów obiektów w w¦zªach drzewa decyzyjnego, daje tak»e wysok¡ jako±¢ kla-
sykatorów. Kolejno zaproponowano podej±cie do wyznaczania podziaªów w¦zªów
drzewa decyzyjnego z u»yciem dodatkowych ci¦¢, nazywanych werykuj¡cymi. Ci¦-
cia werykuj¡ce realizuj¡ ide¦ ekspertów dziedzinowych, zwi¦kszaj¡c pewno±¢ po-
dziaªów na poszczególnych etapach budowy drzewa. Zastosowanie tej metody daje
najlepsz¡ dokªadno±¢ klasykacji spo±ród wszystkich zaproponowanych metod, co
potwierdzaj¡ eksperymenty, nie tylko z danymi medycznymi, ale tak»e ze zbio-
rami danych powszechnie stosowanymi do testowania ró»norodnych algorytmów
eksploracji danych. W rozprawie podj¦to tak»e prób¦ zdeniowania odlegªo±ci se-
mantycznej mi¦dzy obiektami. Do jej wyznaczenia zaprojektowano i utworzono on-
tologi¦ poj¦¢ dotycz¡c¡ gªównego medycznego problemu decyzyjnego. Odlegªo±ci
mi¦dzy obiektami mog¡ by¢ wyznaczone na wiele sposobów, np. z wykorzystaniem
odlegªo±ci Euklidesa czy Manhattan. Jednak odlegªo±¢ semantyczna, w przeciwie«-
stwie do wymienionych, uwzgl¦dnia zale»no±ci mi¦dzy poj¦ciami ró»nych poziomów
ontologii, do których nale»¡ obiekty. Daªo to zdecydowanie lepsze efekty ni» zasto-
sowanie odlegªo±ci wyznaczanych tylko na podstawie danych rejestrowanych przez
czujniki. W rozprawie zaproponowana zostaªa tak»e metoda opisywania wpªywu
pewnych czynników modykuj¡cych postrzeganie obiektów. W przeprowadzonych
eksperymentach czynnikiem modykuj¡cym byª wybrany lek, którego zastosowa-
nie zmieniaªo percepcj¦ zw¦»e« w t¦tnicach wie«cowych. Za pomoc¡ tej metody
wyznaczono sposób opisywania wpªywu wybranej farmakoterapii na postrzeganie
zachowania pacjentów.
Praca podejmuje równie» kilka innych problemów, które pojawiaj¡ si¦ w proce-
sach decyzyjnych dotycz¡cych leczenia kardiologicznego. Posªu»ono si¦ zapropono-
wanymi metodami poprawiania jako±ci klasykatorów do rozpoznawania, istotnych
z punktu widzenia praktycznego, poj¦¢ takich jak pacjenci ze zdrowym sercem





Rozprawa skªada si¦ z dziesi¦ciu rozdziaªów. Mo»na w niej wyró»ni¢ trzy cz¦±ci:
pierwsz¡ teoretyczn¡, na któr¡ skªadaj¡ si¦ rozdziaªy 1, 2 i 3, cz¦±¢ drug¡, zªo-
»on¡ z rozdziaªów od 4 do 8, w której opisuj¦ proponowane metody oraz cz¦±¢
trzeci¡, któr¡ stanowi rozdziaª 9 po±wi¦cony opisowi eksperymentów i rozdziaª 10
zawieraj¡cy podsumowanie oraz najwa»niejsze kierunki dalszych bada«.
W Rozdziale 2 przedstawiono wprowadzenie do tematyki procesu odkrywania
wiedzy z danych z uwzgl¦dnieniem wiedzy dziedzinowej. Omówiono tu podstawowe
poj¦cia i zagadnienia zwi¡zane z wiedz¡ dziedzinow¡, podj¦to prób¦ zdeniowania
tego poj¦cia oraz przedstawiono sposoby reprezentacji tego typu wiedzy, wyko-
rzystywane w dalszej cz¦±ci rozprawy. Przeprowadzono tak»e analiz¦ literatury
zwi¡zanej z zastosowaniem wiedzy dziedzinowej w procesie odkrywania wiedzy.
Rozdziaª 3 zawiera krótki opis zadania klasykacji z u»yciem wybranych do bada«
metod, tj. drzew decyzyjnych oraz metody k najbli»szych s¡siadów wraz z przed-
stawieniem sposobów oceny efektywno±ci tych klasykatorów.
Pierwsz¡ z proponowanych metod, polegaj¡c¡ na wyznaczaniu wzorców czaso-
wych wykorzystywanych do aproksymacji zªo»onych poj¦¢, przedstawiono w Roz-
dziale 4. Do deniowania cech odpowiednich dla okien czasowych wykorzystano
eksperta, który w oparciu o wiedz¦ dziedzinow¡ proponuje nie tylko same cechy,
ale tak»e sposób wyznaczania ich warto±ci w poszczególnych oknach czasowych.
W Rozdziale 5 zdeniowano drug¡ z metod maj¡c¡ na celu modykacj¦ oceny jako-
±ci podziaªu obiektów w w¦zªach drzewa decyzyjnego. Metoda wykorzystuje infor-
macje na temat zró»nicowania wewn¡trz klas decyzyjnych do wykrywania subtel-
nych ró»nic mi¦dzy przykªadami pozytywnymi i negatywnymi aproksymowanego
poj¦cia. Trzecia metoda oparta na zastosowaniu ci¦¢ werykuj¡cych realizuj¡cych
ide¦ ekspertów dziedzinowych opisana zostaªa w Rozdziale 6. Wykorzystuje ona
dodatkow¡ wiedz¦ dziedzinow¡ zawart¡ w zbiorach danych do zwi¦kszania wia-
rygodno±ci podziaªów w¦zªów drzewa decyzyjnego. Rozdziaª 7 zawiera denicj¦
odlegªo±ci semantycznej pomi¦dzy obiektami, opart¡ na ontologii poj¦¢, maj¡c¡
na celu zwi¦kszenie wydajno±ci klasykacji metod¡ k-NN. Do wyznaczenia odle-
gªo±ci opracowano ontologi¦ poj¦¢ dla rzeczywistego problemu, tj. choroby niedo-
krwiennej serca. Rozdziaª 8 przestawia propozycj¦ opisywania wpªywu czynnika
modykuj¡cego percepcj¦ obiektów w oparciu o modele klasykacji. Metoda ta
oparta jest na drzewie decyzyjnym, w którym jako kryterium wyboru najlepszego
podziaªu zaproponowano miar¦ opart¡ na odlegªo±ci pomi¦dzy grupami obiektów,
wyliczan¡ z wykorzystaniem teorii prawdopodobie«stwa i metod statystycznych.
Rozdziaª 9 zawiera opis przeprowadzonych bada« eksperymentalnych, charak-
terystyk¦ danych u»ytych do testów oraz wyniki eksperymentów maj¡cych na celu
sprawdzenie efektywno±ci zaproponowanych metod. W rozdziale tym dokonano
tak»e uporz¡dkowania wyników oraz przedstawiono zestawienie najwa»niejszych
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wyników sªu»¡cych do postawienia wniosków ko«cowych.
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2.1 Proces odkrywania wiedzy z danych
W wyniku intensywnego rozwoju technologii generowania, gromadzenia i przetwa-
rzania danych towarzysz¡cych upowszechnieniu systemów informatycznych, ludz-
ko±¢ dysponuje coraz wi¦kszymi zbiorami danych. Mo»liwo±ci analizowania i rozu-
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mienia tak du»ych zbiorów danych s¡ ograniczone i tylko niewielka ich cz¦±¢ jest
analizowana i wykorzystywana w praktyce.
D¡»enie do efektywnego i racjonalnego wykorzystania nagromadzonej w tych
danych wiedzy, przyczyniªo si¦ do rozwoju metod i technologii eksploracji danych.
Eksploracja danych, okre±lana alternatywnie jako: ekstrakcja wiedzy, dr¡»enie da-
nych, inteligencja biznesowa, pozyskiwanie wiedzy (ang. Data Mining, DM), wpro-
wadza now¡ jako±¢ i zakres analiz danych. Zgodnie z denicj¡ przedstawion¡ w [64],
eksploracja danych jest analiz¡ (cz¦sto ogromnych) zbiorów danych obserwacyj-
nych celem znalezienia nieoczekiwanych zwi¡zków oraz podsumowania danych na
oryginalne sposoby, które s¡ zarówno zrozumiaªe, jak i przydatne dla ich wªa±ci-
ciela. Eksploracja danych stanowi dziedzin¦ informatyki integruj¡c¡ szereg dys-
cyplin badawczych, takich jak m.in.: statystyka, teoria informacji, modelowanie
matematyczne, sztuczna inteligencja, systemy baz danych i hurtownie danych, ob-
liczenia równolegªe czy optymalizacja i wizualizacja oblicze«. Wykorzystuje rów-
nie» techniki i metody opracowane na gruncie systemów wyszukiwania informacji,
rozpoznawania obrazów, analizy danych przestrzennych, przetwarzania sygnaªów,
graki komputerowej, technologii internetowych czy bioinformatyki. Eksploracja
danych znalazªa zastosowanie praktycznie w ka»dej dziedzinie »ycia, takich jak:
nauka, medycyna, przemysª, handel i marketing, administracja, nanse i banko-
wo±¢ czy telekomunikacja [85, 129, 84, 71, 178].
Eksploracja danych cz¦sto umiejscawiana jest w szerszym kontek±cie procesu
odkrywania wiedzy w bazach danych, okre±lanego jako KDD (ang. Knowledge Di-
scovery in Databases czy database mining). Zadaniem KDD jest odkrywanie nietry-
wialnych, dotychczas nieznanych zale»no±ci, potencjalnie u»ytecznych reguª, zwi¡z-
ków, podobie«stw czy trendów, ogólnie nazywanych wzorcami (ang. patterns) [53].
Odkrywane wzorce maj¡ najcz¦±ciej posta¢ reguª logicznych, klasykatorów (np.
drzew decyzyjnych), zbiorów skupie« czy wykresów. Termin odkrywanie wiedzy ma
ogólniejszy charakter ni» eksploracja danych i dotyczy caªego procesu odkrywania
wiedzy, stanowi¡cego zbiór kroków przeksztaªcaj¡cych surowe dane w zbiór wzor-
ców, które mog¡ by¢ wykorzystane we wspomaganiu podejmowania decyzji. Proces
KDD obejmuje takie etapy jak: wybór danych do badania, wst¦pna obróbka da-
nych, ich transformacja, eksploracja danych oraz interpretacja i ocena odkrytych
struktur [64, 40].
Konwencjonalne metody odkrywania wiedzy napotykaj¡ jednak powa»ne trud-
no±ci w rozwi¡zywaniu problemów decyzyjnych dotycz¡cych rzeczywistych zagad-
nie«. W±ród przyczyn tego problemu mo»na wymieni¢ du»¡ zªo»ono±¢ poj¦¢, któ-
rych te problemy dotycz¡, nieadekwatn¡ reprezentacj¦ przypadków reprezentuj¡-
cych poj¦cia, zaszumienie danych lub ich niekompletno±¢. Prowadzi¢ to mo»e do
odkrywania zbyt wielu reguª, których analiza jest czasochªonna i cz¦sto niemo»-
liwa do wykonania w rozs¡dnym czasie, du»ej zªo»ono±ci obliczeniowej czy zjawiska
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zwanego przeuczeniem (ang. overtting). Bardzo du»e rozmiary baz danych czy-
ni¡ proces odkrywania kosztownym obliczeniowo. Du»ym wyzwaniem jest tak»e
pozyskiwanie danych czy reprezentacja wiedzy.
Ogrom danych oraz przedstawione trudno±ci w odkrywaniu wiedzy zmuszaj¡
do korzystania z podej±¢, które ograniczaj¡ przestrze« poszukiwa« czy skupiaj¡ si¦
na wybranej cz¦±ci odkrytych wzorców. Jednym z rozwi¡za« mo»e by¢ zastosowa-
nie dodatkowej wiedzy, zwanej wiedz¡ dziedzinow¡ WD (ang. domain knowledge,
background knowledge). Jednym ze ¹ródeª tej wiedzy jest wiedza ekspertów w da-
nej dziedzinie. Wiedza ta umo»liwia m.in. zmniejszenie przestrzeni do przeszukania
przy szukaniu wzorców.
W rozprawie podj¦to prób¦ odpowiedzi na pytanie, czy zastosowanie wiedzy
dziedzinowej w zadaniu klasykacji mo»e poprawia¢ jej efektywno±¢ i jak mo»na
to robi¢.
2.2 Przesªanki dla zastosowania wiedzy dziedzino-
wej do poprawienia klasykatorów
Metody budowy klasykatorów oparte na tablicach decyzyjnych cz¦sto napotykaj¡
trudno±ci zwi¡zane z konstrukcj¡ takiej tablicy, która umo»liwi budow¦ efektyw-
nego klasykatora. Przyczynami tego zjawiska mog¡ by¢ trudno±ci w zdeniowaniu
odpowiednich cech aproksymuj¡cych dane poj¦cie (problem ekstrakcji cech) lub
problemy z doborem wªa±ciwych cech spo±ród dost¦pnych w zbiorze danych (pro-
blem selekcji cech). Ponadto mog¡ pojawia¢ si¦ problemy z przypisaniem obiektu
do danego poj¦cia, zwªaszcza gdy poj¦cie jest opisane w zªo»ony sposób i wyra»one
w j¦zyku naturalnym lub wystarczaj¡co dokªadn¡ aproksymacj¡ takiego poj¦cia
za pomoc¡ dost¦pnych cech w sytuacji, gdy atrybuty warunkowe posiadaj¡ bardzo
du»o warto±ci przy jednocze±nie maªej liczbie obiektów treningowych. Du»ym pro-
blemem jest tak»e okre±lenie miary podobie«stwa obiektów w kontek±cie warto±ci
atrybutu decyzyjnego, na przykªad w przypadku, gdy warto±¢ atrybutu decyzyj-
nego jest zªo»ona, np. ma posta¢ grafu zachowania, planu czy algorytmu wykonania
zadania (patrz [20]).
Cz¦sto efektem powy»szych problemów jest to, »e wiele z klasycznych metod
tworzenia klasykatorów dziaªaj¡c w oparciu o ustalone heurystyki selekcji czy
dyskretyzacji nie prowadzi do zadowalaj¡cych efektów w zakresie konstrukcji kla-
sykatorów dla danego problemu decyzyjnego.
Powy»sze trudno±ci pojawiaj¡ si¦ szczególnie w przypadku potrzeby aproksy-
macji tzw. zªo»onych poj¦¢ czasowo-przestrzennych. S¡ to poj¦cia wyra»one w j¦-
zyku naturalnym na du»o wy»szym poziomie abstrakcji ni» tzw. dane sensorowe,
stosowane do tej pory najcz¦±ciej do aproksymowania poj¦¢. Przykªadami takich
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poj¦¢ s¡: zachowanie si¦ pacjenta zwi¡zane z zagro»eniem »ycia, zachowanie si¦
pacjenta wymagaj¡ce wykonania odpowiedniego typu plastyki naczy« wie«cowych,
wyst¡pienie powikªania po koronarograi, nieodwracalna przebudowa oskrzeli jako
skutek np. astmy, bezpieczna jazda samochodem itd. Za dane sensorowe b¦d¡ rozu-
miane tutaj dane pochodz¡ce z czujników, wchodz¡cych w skªad ró»nego rodzaju
systemów monitorowania procesów czy stanu obiektów, dotycz¡ce pomiarów poje-
dynczych parametrów.
Istotnym ograniczeniem istniej¡cych metod jest mi¦dzy innymi fakt, »e do efek-
tywnej aproksymacji zªo»onych poj¦¢ potrzebne jest odkrycie niezwykle zªo»onych
wzorców. Intuicyjnie rzecz bior¡c, takie poj¦cia s¡ zbyt oddalone w sensie seman-
tycznym od dost¦pnych poj¦¢, np. reprezentowanych za pomoc¡ sensorów. W kon-
sekwencji przestrze« poszukiwa«, któr¡ nale»y przeszuka¢ celem odnalezienia wzor-
ców istotnych dla aproksymacji jest tak du»a, »e jej eksploracja jest niemo»liwa
do realizacji przy u»yciu istniej¡cych metod oraz technologii. Jak si¦ okazuje, uzy-
skanie wysokiej jako±ci aproksymacji zªo»onych poj¦¢ z dost¦pnych poj¦¢, zwykle
zdeniowanych dla danych sensorowych, w caªkowicie automatyczny sposób za
pomoc¡ istniej¡cych systemów stanowi ogromny problem, poniewa» otrzymywane
klasykatory posiadaj¡ niesatysfakcjonuj¡c¡ jako±¢ (patrz [20, 173, 114]).
Ostatnio w literaturze [48, 173] wskazuje si¦, »e jednym z wyzwa« eksploracji
danych jest odkrycie metod ª¡cz¡cych wykrywanie wzorców i poj¦¢ z wiedz¡ dzie-
dzinow¡. Wiedza ta dotyczy poj¦¢ wyst¦puj¡cych w danej dziedzinie oraz ró»no-
rodnych zwi¡zków pomi¦dzy tymi poj¦ciami i znacznie przekracza wiedz¦ zebran¡
w zbiorach danych. Zwykle jest reprezentowana w j¦zyku naturalnym i pozyski-
wana poprzez dialog ze specjalist¡ w danej dziedzinie.
Ogólna motywacja stosowania wiedzy dziedzinowej do polepszenia jako±ci kla-
sykatorów jest taka, »e wiedza dziedzinowa mo»e by¢ pomocna w wyborze wªa-
±ciwego dla danego zbioru danych modelu klasykatora przy wykorzystaniu okre-
±lonego paradygmatu tworzenia klasykatora (np. reguªy decyzyjne, drzewa decy-
zyjne, metody statystyczne itd.). Przestrze« mo»liwych klasykatorów przy wyko-
rzystaniu okre±lonego paradygmatu tworzenia klasykatora mo»e by¢ bardzo du»a.
Tymczasem na potrzeby praktycznych zastosowa«, konieczny jest wybór tylko jed-
nego lub kilku klasykatorów, które b¦d¡ mo»liwie najlepiej dziaªa¢ i to nie tylko
dla danych treningowych, ale tak»e testowych. Ka»da z klasycznych metod zwykle
oparta jest na jakiej± heurystyce, która dostarcza okre±lonego klasykatora. Je±li
heurystyki te nie uwzgl¦dniaj¡ w wystarczaj¡cym stopniu wiedzy dziedzinowej na
temat rozpatrywanych problemów, mo»e si¦ zdarzy¢, »e skonstruowane klasyka-
tory, cho¢ dobrze dopasowane do danych treningowych, s¡ maªo efektywne dla
danych testowych. Klasycznym przykªadem jest tutaj sytuacja, gdy metoda two-
rzenia klasykatora preferuje pewien atrybut numeryczny, który na próbce trenin-
gowej doskonale dyskryminuje klasy decyzyjne pewnego diagnostycznego problemu
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medycznego, ale o atrybucie tym eksperci wiedz¡, »e ma bardzo niewielkie zna-
czenie diagnostyczne i klasykator nie powinien uwzgl¦dnia¢ tej cechy. Przykªad
ten pokazuje zatem, »e cz¦sto warto jest u»y¢ wiedzy dziedzinowej do wybrania
lepszego klasykatora.
Przesªank¡ do zastosowania wiedzy dziedzinowej do konstrukcji klasykato-
rów jest tak»e fakt, »e w praktyce cz¦sto posiadamy stosunkowo niewielkie zbiory
danych, które w sensie statystycznym nie s¡ reprezentatywne w stosunku do rozpa-
trywanych problemów decyzyjnych. W takich przypadkach, zastosowanie dodatko-
wej wiedzy dziedzinowej wydaje si¦ by¢ jedynym sposobem uzyskania efektywnych
w praktyce klasykatorów.
Jednym ze sposobów u»ycia wiedzy dziedzinowej do polepszenia klasykatorów
jest u»ycie jej bezpo±rednio do poprawy efektywno±ci istniej¡cych podej±¢ wyko-
rzystuj¡cych tablic¦ decyzyjn¡. Takie podej±cie byªo ju» od dawna praktykowane.
Na przykªad, przy generowaniu reguª decyzyjnych mo»na wprowadza¢ podpowie-
dziane przez eksperta wagi klas decyzyjnych, które mog¡ by¢ u»yte w metodzie
konstrukcji klasykatora lub w metodzie klasykacji nowych przypadków. Je±li za-
tem budujemy klasykator reguªowy do rozpoznawania jakiej± choroby (dwie klasy
decyzyjne: chory - pacjent choruje na dan¡ chorob¦, zdrowy - pacjent nie cho-
ruje na dan¡ chorob¦), to zwi¦kszenie wagi klasy decyzyjnej chory cz¦sto pozwala
na zmniejszenie liczby faªszywie zaklasykowanych pacjentów jako zdrowy. Ma
to znaczenie dla zwi¦kszenia tzw. specyczno±ci klasykacji. Natomiast wprowa-
dzenie wag atrybutów mo»e, dla przykªadu, pomóc przy wybraniu odpowiedniego
reduktu z wyznaczonego zbioru reduktów (redukt to minimalny zbiór atrybutów
zachowuj¡cych rozró»nialno±¢ obiektów tak jak wszystkie atrybuty), który ma by¢
wykorzystany do dalszej konstrukcji klasykatora [18].
Innym przykªadem polepszenia jako±ci klasykatora jest dyskretyzacja atrybu-
tów wsparta za pomoc¡ wiedzy dziedzinowej.
W rozprawie rozpatrywana jest dyskretyzacja z nadzorem, tzn. chodzi o takie
metody dyskretyzacji, które u»ywaj¡ do swojego dziaªania warto±ci atrybutu de-
cyzyjnego dla przypadków treningowych. Istnieje wiele metod dyskretyzacji z nad-
zorem, które oparte s¡ na ró»nych heurystykach. W rozprawie stosowane jest po-
dej±cie oparte na tworzeniu tzw. drzewa decyzyjnego lokalnej dyskretyzacji (patrz
np. [14]). Jest to drzewo binarne, tworzone za pomoc¡ wielokrotnych podziaªów
danego zbioru na dwie grupy obiektów za pomoc¡ warto±ci wybranych atrybu-
tów. Sposób wybrania atrybutu oraz jego warto±ci (dla atrybutów numerycznych
cz¦sto zwanej ci¦ciem), wykorzystywanych do podziaªu jest kluczowym elementem
omawianej metody budowy drzewa lokalnej dyskretyzacji i powinien wi¡za¢ si¦
z analiz¡ warto±ci atrybutu decyzyjnego dla obiektów treningowych. Jako miar¦
jako±ci ci¦cia, mo»na wykorzysta¢ np. liczb¦ par obiektów rozró»nianych przez ci¦-
cie i maj¡cych ró»ne warto±ci atrybutu decyzyjnego. Je±li wyznaczymy warto±¢ tej
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miary dla wszystkich potencjalnych par (atrybut, warto±¢), to mo»emy zachªan-
nie wybra¢ jedn¡ tak¡ par¦ i na jej podstawie dokona¢ podziaªu caªego zbioru
obiektów na dwie cz¦±ci. W korzeniu drzewa mamy zatem caªy zbiór obiektów.
Nast¦pnie rekurencyjnie stosujemy t¦ sam¡ procedur¦ podziaªu dla pojawiaj¡cych
si¦ cz¦±ci, które przyporz¡dkowujemy do w¦zªów drzewa coraz wy»szego poziomu.
Warunek zako«czenia podziaªu (warunek stopu) jest tak skonstruowany, »e dana
cz¦±¢ nie jest dzielona (zostaje li±ciem drzewa), gdy nale»¡ do niej tylko obiekty
z jednej klasy decyzyjnej (ewentualnie obiekty danej klasy stanowi¡ okre±lony pro-
cent, który traktujemy jako parametr metody) albo dzielenie nie daje ju» »adnego
efektu (wszystkie potencjalne ci¦cia nie rozró»niaj¡ ju» par obiektów z ró»nych
klas decyzyjnych).
Po skonstruowaniu takiego drzewa uzyskujemy zestaw ci¦¢, które mog¡ posªu-
»y¢ do skonstruowania nowych binarnych atrybutów dla danej tablicy decyzyjnej.
Informacje o ci¦ciach mo»na tak»e zgrupowa¢ wedªug atrybutów i wyznaczy¢ nowe
warto±ci atrybutów wej±ciowej tablicy decyzyjnej. Tak¡ tablic¦ decyzyjn¡ nazywa
si¦ tablic¡ zdyskretyzowan¡, a ka»dy z atrybutów tej tablicy ma warto±ci symbo-
liczne wynikaj¡ce z pierwotnych warto±ci numerycznych.
Opisany wy»ej prosty sposób obliczania miary jako±ci ci¦cia mo»e zosta¢ zmo-
dykowany za pomoc¡ wprowadzenia wiedzy dziedzinowej. Np. dla problemu roz-
poznawania pacjentów, którzy wymagaj¡ rewaskularyzacji w oparciu o sygnaª EKG
uzyskany metod¡ Holtera, miar¦ jako±ci ci¦¢ mo»na zmodykowa¢ poprzez wpro-
wadzenie wiedzy o wewn¦trznym zró»nicowaniu klas decyzyjnych. Mianowicie dane
ci¦cie otrzymuje okre±lon¡ liczb¦ punktów za ka»d¡ par¦ rozró»nionych pacjentów z
ró»n¡ liczb¡ zmienionych naczy«, przy czym punkty przydzielane s¡ przez eksperta
dziedzinowego (Rozdz. 5, Tab. 5.1).
Zauwa»my, »e w powy»szej metodzie jako±¢ ci¦¢ modykowana jest przez dodat-
kow¡ informacj¦ o pacjencie (liczba zw¦»onych naczy«). Jest to mo»liwe dlatego, »e
do oryginalnego binarnego atrybutu decyzyjnego (obecno±¢ istotnych zw¦»e«) do-
kªadamy inny, na potrzeby obliczania miary ci¦¢. Analiza danych wykorzystuj¡ca
opisan¡ wy»ej metod¦ mierzenia jako±ci ci¦¢ przeprowadzona na danych klinicz-
nych i laboratoryjnych oraz zapisach 24-godzinnego monitorowania EKG metod¡
Holtera, doprowadziªa do opracowania wst¦pnych metod, które maj¡ czuªo±¢ 94%
(patrz [14]). Wyniki te s¡ du»o lepsze od rezultatów metody z klasyczn¡ miar¡
jako±ci ci¦¢.
Powy»sze fakty dobrze pokazuj¡, »e zastosowanie dodatkowej wiedzy dziedzi-
nowej mo»e spowodowa¢ popraw¦ jako±ci klasykatora, chocia» z caª¡ pewno±ci¡
nie wyczerpuje wszystkich mo»liwo±ci w zakresie polepszenia dyskretyzacji za po-
moc¡ wiedzy dziedzinowej. atwo zauwa»y¢, »e jako±¢ ci¦cia oddzielaj¡cego par¦
obiektów mogªaby by¢ zale»na od warto±ci atrybutu decyzyjnego w bardziej skom-
plikowany sposób. Na przykªad dla pary obiektów, które w jakim± sensie bardziej
20
2.2. Przesªanki dla zastosowania wiedzy dziedzinowej
ró»ni¡ si¦ od siebie warto±ci¡ decyzji, miara ci¦cia mogªaby mie¢ zwi¦kszon¡ war-
to±¢ w bardziej subtelny sposób. Wymaga to jednak specjalnych metod mierzenia
podobie«stwa pomi¦dzy obiektami w kontek±cie warto±ci atrybutu decyzyjnego.
Szczególnie trudna sytuacja pojawia si¦ wtedy, gdy warto±ci atrybutu decyzyjnego
s¡ w jakim± sensie zªo»onymi warto±ciami (np. wektorem warto±ci, wzorcem za-
chowania, planem itd.). Nasuwa si¦ wniosek, »e w takim przypadku do mierzenia
podobie«stwa pomi¦dzy obiektami w kontek±cie warto±ci atrybutu decyzyjnego
potrzebna jest dodatkowa wiedza dziedzinowa. Przykªadow¡ metod¡ tego typu
byªaby metoda oparta na specjalnie skonstruowanej ontologi poj¦¢, podobna do
tej, jakiej u»yto do mierzenia podobie«stwa pomi¦dzy planami w [16]. Zauwa»my
jednak, »e prowadzenie bada« w tym kierunku wymaga du»ego zaanga»owania
ze strony ekspertów medycznych celem zdeniowania ontologii medycznej opisu-
j¡cej podobie«stwo pomi¦dzy pacjentami w kontek±cie potrzeby rewaskularyzacji.
Mo»na si¦ spodziewa¢, »e metoda mierzenia podobie«stwa oparta na tej ontolo-
gii mo»e znacz¡co polepszy¢ jako±¢ rozpoznawania potrzeby rewaskularyzacji dla
pacjentów testowych.
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2.3 Wybrane sposoby reprezentacji danych i wie-
dzy
Aby wiedza dziedzinowa mogªa by¢ zastosowana w procesie odkrywania wiedzy
z danych musi by¢ sformalizowana i zaprezentowana w formie jawnej. Sposób w
jaki dane, a tak»e wiedza, s¡ usystematyzowane w zbiorach, determinuje mo»-
liwo±ci ich efektywnego wykorzystania oraz prowadzenia ró»nych analiz. Z tego
powodu przedstawiane s¡ one w postaci ró»nych schematów zwanych modelami.
Model danych deniowany jest jako zbiór struktur, który sªu»y do opisu i reprezen-
tacji wybranych aspektów ±wiata rzeczywistego w systemach komputerowych [89].
Pod poj¦ciem reprezentacji wiedzy nale»ny rozumie¢ sposób odwzorowania wiedzy
z pewnej dziedziny za pomoc¡ okre±lonych struktur danych oraz j¦zyka reprezenta-
cji wiedzy u»ywanego przez system, który j¡ przetwarza. Wedªug [28] reprezento-
wanie wiedzy polega na tworzeniu opisów ±wiata lub jego stanów. Reprezentacja
wiedzy jest poj¦ciem podstawowym dla procesów decyzyjnych oraz wnioskowania.
Gªównymi elementami reprezentacji wiedzy s¡ syntaktyka, jako forma reprezen-
tacji (j¦zyk), semantyka, czyli znaczenie reprezentowanej wiedzy (interpretacja)
oraz wnioskowanie, czyli wyprowadzenie wniosków prowadz¡ce do wykorzystania
wiedzy.
Wiedza mo»e by¢ zapisana na wiele sposobów, takich jak reprezentacja wyko-
rzystuj¡ca j¦zyk naturalny i zapis w postaci tekstu, diagramów procesów czy reguª.
Niestety, komputery nie s¡ w stanie zrozumie¢ ludzkiej wiedzy bezpo±rednio, co
wymaga przekªadania jej na zrozumiaª¡ dla systemów komputerowych. Zagadnie-
nie to napotyka jednak na szereg problemów, takich jak np. reprezentowanie czasu,
idei, przekona« czy informacji niepewnych lub niekompletnych.
Szeroko rozpowszechnionymi i dobrze poznanymi metodami reprezentacji wie-
dzy s¡ metody symboliczne, w±ród których do najcz¦±ciej stosowanych zalicza si¦
[157, 98]:
 Metody bazuj¡ce na zastosowaniu logiki:
- Logika konwencjonalna: rachunek zda«, rachunek predykatów;
- Logika niekonwencjonalna (rozmyta, wielowarto±ciowa);
- Metody wykorzystuj¡ce zapis stwierdze«;
- Metody wykorzystuj¡ce systemy reguªowe;
 Metody oparte na reprezentacjach obiektowych, takich jak ramy, sieci se-
mantyczne, ontologie;
 Metody u»ywaj¡ce modeli obliczeniowych.
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Oprócz metod symbolicznych, wyró»nia si¦ tak»e reprezentacje niesymboliczne.
Metody te odnosz¡ si¦ do obserwacji i do±wiadcze« otaczaj¡cego ±wiata. Przykªa-
dowo sztuczne sieci neuronowe, symuluj¡ cechy reprezentacji wiedzy i jej przetwa-
rzania w komórkach nerwowych organizmów »ywych. Wiedza zgromadzona jest
w sposobie poª¡cze« mi¦dzy neuronami oraz warto±ciach wag reprezentuj¡cych
siª¦ tych poª¡cze«. Do innych technik reprezentacji wiedzy nale»¡ tzw. algorytmy
genetyczne, które umo»liwiaj¡ przekazywanie wiedzy o gatunku nast¦pnym gene-
racjom. Wiedza zapisana jest tutaj w tzw. chromosomach. Sposób reprezentacji
danych powinien posiada¢ dwie podstawowe wªa±ciwo±ci:
 Efektywno±¢ - pozwalaj¡c¡ na ªatw¡ analiz¦ danych w systemie komputero-
wym;
 Uniwersalno±¢ - umo»liwiaj¡c¡ przechowywanie zbiorów danych ró»nego
typu, opisuj¡cych badane procesy i zjawiska.
Spo±ród metod reprezentacji danych i wiedzy w rozprawie scharakteryzowano
pokrótce tablicowy zapis danych, reguªow¡ reprezentacj¦ wiedzy oraz ontologie,
ze wzgl¦du na ich wykorzystanie w omawianych metodach.
2.3.1 Zbiory danych i ich reprezentowanie
Jedn¡ ze struktur, które mog¡ by¢ zastosowane do reprezentacji i przechowywania
danych jest cz¦sto wykorzystywany w praktyce tablicowy sposób reprezentacji da-
nych. W podej±ciu tym dane przedstawiane s¡ w postaci tablicy, w której ka»dy
wiersz reprezentuje informacje na temat pojedynczego obiektu ±wiata rzeczywi-
stego i z tego powodu okre±lany jest obiektem. Kolumny opisuj¡ cechy obiektu wy-
ra»one za pomoc¡ warto±ci numerycznych lub symbolicznych i okre±lane s¡ mianem
atrybutów. Na przeci¦ciu wierszy i kolumn znajduj¡ si¦ warto±ci poszczególnych
atrybutów dla danych obiektów. Struktur¦ zdeniowan¡ w ten sposób nazywa si¦
systemem informacyjnym SI (ang. information system) lub rzadziej tablic¡ infor-
macyjn¡ lub tablic¡ typu atrybut-warto±¢ [104].
Denicja 2.3.1 (System informacyjny SI) System informacyjny to para po-
staci:
SI = (U;A); gdzie :
 U jest niepustym, sko«czonym zbiorem zwanym uniwersum, przy czym ele-
menty zbioru U nazywane s¡ obiektami: U = fu1; u2; ::; ung,
 A jest niepustym, sko«czonym zbiorem atrybutów: A = fa1; a2; ::; amg,
Zbiór Va nazywa si¦ dziedzin¡ atrybutu a 2 A, V = [a2AVa. Deniuje si¦ równie»
funkcj¦ informacyjn¡ f : U  A! V tak¡, »e: 8u2U;a2Af(u; a) 2 Va.
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Je»eli jeden z atrybutów reprezentuje przynale»no±¢ ka»dego obiektu do kategorii,
wówczas mówimy o tablicy decyzyjnej DT (ang. decision table).
Denicja 2.3.2 (Tablica decyzyjna DT) Tablic¡ decyzyjn¡ nazywamy system
informacyjny postaci:
DT = (U;A [ fdg); gdzie :
 d =2 A jest atrybutem decyzyjnym nie nale»¡cym do zbioru atrybutów A,
 atrybuty a 2 A nazywa si¦ atrybutami warunkowymi.
Warto±ci atrybutu decyzyjnego dziel¡ zbiór obiektów na predeniowane klasy, skªa-
daj¡ce si¦ z obiektów o tej samej warto±ci atrybutu decyzyjnego. Dla pojedyn-
czych klas (odnosz¡cych si¦ do pewnych poj¦¢) deniuje si¦ przykªady pozytywne
(obiekty nale»¡ce do tej klasy) i negatywne (przynale»¡ce do innych klas).
Celem klasykacji jest zbudowanie klasykatora, np. w formie drzewa decyzyj-
nego lub zbioru reguª klasykacyjnych, potra¡cego rozpoznawa¢ przynale»no±¢
nowych obiektów do odpowiedniej klasy w oparciu o wyuczone wcze±niej wzorce.
W wyniku klasykacji obiekt zostaje przyporz¡dkowany do (wybranej przez klasy-
kator) klasy. Klasykator sªu»y wi¦c do predykcji warto±ci atrybutu decyzyjnego
obiektów, dla których warto±¢ ta nie jest znana i mo»e by¢ traktowany jako przy-
bli»ony opis poj¦¢ (klas decyzyjnych).
2.3.2 Reguªowa reprezentacja wiedzy
Po±ród metod reprezentacji wiedzy istotn¡ rol¦ w praktycznych zastosowaniach
odgrywaj¡ metody oparte na reguªach. Jest to jedna z najstarszych metod re-
prezentacji wiedzy i jednocze±nie najbardziej popularna [106, 72]. Ogóln¡ posta¢
takiej reprezentacji przedstawia wzór 2.1:
JEELI przesªanka (warunek) TO wniosek (konkluzja) (2.1)
co oznacza, »e je±li przesªanka jest prawdziwa, to prawdziwa jest równie» konkluzja.
Przesªanki deniuj¡ wi¦c pewien wzorzec lub wymogi, których speªnienie pozwala
na przyj¦cie wniosku. Dziaªanie reguªy odbywa si¦ wedªug wywodz¡cej si¦ z logiki
reguªy wnioskowania, tj. reguªy odrywania (modus ponens) wedªug której, je»eli p
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gdzie p i q to litery zdaniowe. Je»eli przesªanka reguªy jest prawdziwa to mówi si¦,
»e reguªa jest speªniona.
Warunki mog¡ przyjmowa¢ posta¢ deskryptorów (selektorów postaci np. a = v)
opartych na wybranych atrybutach [39], gdzie atrybut a 2 A oraz v 2 Va. W przy-
padku danych symbolicznych najcz¦±ciej stosuje si¦ takie rodzaje deskryptorów
jak: deskryptory równo±ciowe (a = v) i podzbiorowe (a 2 fv1; :::; vkg), nato-
miast w przypadku danych ci¡gªych: nierówno±ciowe (np. a < v) i przedzia-
ªowe (a 2 [v1; :::; vk]). Je»eli cz¦±¢ warunkowa reguªy zawiera warunki zbudowane
na warto±ciach atrybutów opisuj¡cych obiekty, a wniosek okre±la przynale»no±¢
obiektu speªniaj¡cego te warunki do pewnego podzbioru nazywanego klas¡ (decy-
zyjn¡) lub poj¦ciem, to mówi si¦ o reguªach decyzyjnych.
Przesªanka mo»e zawiera¢ pewn¡ liczb¦ deskryptorów poª¡czonych funktorami
logicznymi: koniunkcji ORAZ (AND) lub alternatywy LUB (OR), jak w przykªa-
dzie 2.3.1.
Przykªad 2.3.1 Przykªad reguªy decyzyjnej.
JEELI (A=x) ORAZ (B=y) TO (D=d)
gdzie A, B to atrybuty warunkowe, D jest atrybutem decyzyjnym, x 2 VA, y 2 VB,
d 2 VD. Zapis oznacza, »e dla pewnego obiektu i atrybutu A funkcja informacyjna
przyjmuje warto±¢ x i jednocze±nie dla tego samego obiektu i atrybutu B funkcja in-
formacyjna przyjmuje warto±¢ y, to dla tego obiektu i atrybutu D funkcja przyjmuje
warto±¢ d.
Je»eli warunki w zªo»onej przesªance s¡ poª¡czone funktorami koniunkcji, to proces
analizowania takiej reguªy jest ko«czony, z wynikiem negatywnym, po napotkaniu
pierwszego niespeªnionego warunku. Z tego powodu kolejno±¢ warunków w prze-
sªance mo»e mie¢ znaczenie dla prostoty oblicze«, chocia» wynik wnioskowania jest
niezale»ny od tej kolejno±ci.
Reguª¦ zawieraj¡c¡ w cz¦±ci przesªankowej spójnik LUB mo»na zast¡pi¢ zesta-
wem równowa»nych reguª bez tego spójnika, np. reguª¦ 2.2:
JEELI (A=x) LUB (B=y) TO (D=d) (2.2)
mo»na zast¡pi¢ dwiema reguªami:
JEELI (A=x) TO (D=d)
JEELI (B=y) TO (D=d)
(2.3)
Dopuszczalna jest tak»e tzw. peªna (rozwini¦ta) posta¢ reguª zawieraj¡ca dodat-
kowe stwierdzenie uznawane za prawdziwe w przypadku niespeªnienia przesªanki.
Ogóln¡ posta¢ reguªy peªnej przedstawia wzór 2.4.
JEELI przesªanka TO konkluzja1 WPP konkluzja2 (2.4)
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przy czym konkluzja2 jest dodatkowym stwierdzeniem, WPP oznacza w przeciw-
nym przypadku. Ogólna posta¢ reguª mo»e jednak prowadzi¢ do uznania nieocze-
kiwanych konkluzji.
Reguªy mog¡ by¢ charakteryzowane przez ró»ne miary atrakcyjno±ci, w tym
stopie« pewno±ci CF (ang. Certainty Factor) czy wspóªczynnik ufno±ci CNF (ang.
Condence Factor) [134]. Zwykle s¡ to liczby z przedziaªu [-1,1] lub [0,1] okre±la-
j¡ce stopie« prze±wiadczenia u»ytkownika co do pewno±ci konkluzji, gdy przesªanka
reguªy jest speªniona.
Stosowany jest tak»e bardziej formalny zapis reguª, gdzie opuszcza si¦ symbol
JEELI, a w miejsce sªowa TO u»ywa si¦ symbolu implikacji. Przesªanki natomiast
poª¡czone s¡ za pomoc¡ funktorów logicznych pisanych w postaci symbolicznej.
Reguªa z przykªadu 2.3.1 mo»e by¢ zapisana w postaci:
(A = x) ^ (B = y)) (D = d) (2.5)
Reguªy mo»na wykorzystywa¢ do reprezentacji zale»no±ci pomi¦dzy poj¦ciami.
Nie jest istotna dziedzina lecz charakter opisywanych powi¡za«. Ze wzgl¦du na
swoje zalety, takie jak naturalny sposób przedstawienia wiedzy i relatywnie niski
koszt, reguªowa reprezentacja wiedzy ma zastosowanie do reprezentacji wiedzy
dziedzinowej.
2.3.3 Ontologie
Jednym ze sposobów reprezentacji wiedzy jest reprezentacja w postaci ontologii.
Ontologia jest zwykle rozumiana jako sko«czony zbiór poj¦¢ tworz¡cych hierarchi¦
i relacje mi¦dzy poj¦ciami z ró»nych poziomów hierarchii.
Sªowo ontologia byªo pierwotnie u»ywane w lozoi, gdzie oznacza analiz¦ poj¦¢
i idei celem ustalenia co istnieje oraz jakie s¡ zwi¡zki mi¦dzy istniej¡cymi elemen-
tami. Teoria ontologii wi¡»e si¦ ju» z pracami Arystotelesa, G. Leibniza czy I.
Kanta. Wi¦kszo±¢ z nich traktuje ontologi¦ jako nauk¦ o rodzajach i strukturach
obiektów, ich wªa±ciwo±ci, zdarze«, procesów czy relacji [87, 140, 62, 90]. W infor-
matyce tego poj¦cia u»ywa si¦ od lat 60 XX w. jako sposobu formalizacji wiedzy,
gªównie w kontek±cie rozwoju baz danych i sztucznej inteligencji.
W zastosowaniach informatycznych gªównym celem tworzenia ontologii jest
dzielenie si¦ wiedz¡ w taki sposób, aby byªa zrozumiaªa i z ªatwo±ci¡ przetwa-
rzana przez czªowieka jak i przez systemy informatyczne. Ontologie wykorzystuj¡
teorie wywodz¡ce si¦ z algebry, teorii zbiorów, sieci semantycznych oraz rachunków
logicznych.
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Denicja ontologii
W podej±ciu lozocznym, jak równie» w zastosowaniach informatycznych, brak
jest porozumienia, je±li chodzi o denicj¦ ontologii. Rozwa»my trzy denicje onto-
logii, dobrze znane z literatury.
Wg Guarino [62] ontologia odnosi si¦ do specycznego sªownictwa u»ywanego
do opisania pewnej rzeczywisto±ci (lub jakiej± cz¦±ci rzeczywisto±ci), a tak»e sze-
regu wyra¹nych zaªo»e« dotycz¡cych zamierzonego znaczenia sªów ze sªownika.
W tym podej±ciu, ontologia opisuje hierarchi¦ poj¦¢ powi¡zanych relacjami, na-
tomiast w bardziej skomplikowanych przypadkach, dodawane s¡ odpowiednie ak-
sjomaty do wyra»ania innych relacji mi¦dzy poj¦ciami i ograniczania interpretacji
tych poj¦¢.
Jedn¡ z cz¦±ciej przytaczanych denicji ontologii jest denicja sformuªowana
przez Grubera [61], b¦d¡ca jedn¡ z pierwszych denicji stworzonych na potrzeby
informatyki. Deniuje on ontologi¦ jako formaln¡, jednoznaczn¡ specykacj¦ dzie-
lonej (wspólnej) konceptualizacji. W stwierdzeniu tym, konceptualizacja odnosi
si¦ do abstrakcyjnego modelu pewnego zjawiska lub bytu, który identykuje od-
powiednie poj¦cia rzeczywistego obiektu. Denicj¦ t¦ zastosowano w dziedzinie
sztucznej inteligencji w celu uªatwienia wspóªdzielenia i ponownego u»ycia zgro-
madzonej wiedzy.
Kolejn¡ jest denicja ontologii zalecana przez organizacj¦ World Wide Web
Consortium (W3C) [161], wedªug której ontologia deniuje terminy u»ywane do
opisywania i przedstawiania obszaru wiedzy.
Centralnym poj¦ciem wi¦kszo±ci ontologii s¡ klasy obiektów umo»liwiaj¡ce opis
poj¦cia w danej dziedzinie wiedzy. Poj¦cie (ang. concept) oznacza ogólne okre±le-
nie oznaczaj¡ce zbiór obiektów posiadaj¡cych wspólne wªa±ciwo±ci, którymi odró»-
niaj¡ si¦ od innych poj¦¢. Poj¦cia sªu»¡ czªowiekowi do my±lenia o rzeczywisto±ci,
pozwalaj¡ na zmniejszenie ilo±ci przetwarzanych informacji w jak najkrótszym cza-
sie, np. poprzez przydzielenie (zaklasykowanie) danego obiektu do znanej wcze-
±niej klasy. Klasykacja to naturalny sposób rozpoznawania rodzaju rzeczy lub
zjawisk. Poj¦cia opisywane s¡ jako podstawowa struktura poznawcza reprezentu-
j¡ca uogólnion¡ klas¦ obiektów (przedmiotów, zdarze«, czynno±ci, relacji) (patrz
[38]) i stanowi¡ jeden z rodzajów reprezentacji (przedstawienia). Rola poj¦¢ w pro-
cesie poznania ±wiata jest ogromna. Poj¦cia s¡ narz¦dziami, za pomoc¡ których
czªowiek poznaje ±wiat i ujmuje zdobyt¡ wiedz¦. Poj¦cia peªni¡ wi¦c rol¦ repozyto-
riów wiedzy. Ludzie posªuguj¡ si¦ hierarchiami poj¦¢. Formalnymi cechami poj¦¢
s¡ ogólno±¢ i abstrakcyjno±¢. Ogólno±¢ oznacza powi¡zanie cech, za pomoc¡ któ-
rych rozum odnosi si¦ do wielu obiektów jednostkowych, natomiast abstrakcyjno±¢
polega na pomijaniu wi¦kszo±ci cech przysªuguj¡cych jednostkom.
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Struktura ontologii
Ontologie poj¦¢ ª¡czy wiele podobie«stw strukturalnych, niezale»nie od j¦zyka,
w którym s¡ wyra»one. Wi¦kszo±¢ ontologii opisuje obiekty (instancje), poj¦cia
(klasy), atrybuty (wªa±ciwo±ci) i relacje (patrz np. [61, 62, 73, 161]).
Obiekty (instancje) s¡ podstawowymi komponentami bazowego poziomu onto-
logii. Mog¡ obejmowa¢ rzeczywiste obiekty, takie jak ludzie, zwierz¦ta, samochody,
ro±liny czy planety, a tak»e obiekty abstrakcyjne, jak numery i sªowa.
Poj¦cia (klasy) s¡ abstrakcyjnymi grupami lub zbiorami obiektów. Mog¡ zawie-
ra¢ obiekty lub inne poj¦cia. Przykªadami poj¦¢ s¡: pojazd (klasa wszystkich urz¡-
dze« technicznych sªu»¡cych o przemieszczania si¦ ludzi), pacjent (klasa wszystkich
osób leczonych), nadci±nienie (klasa wszystkich pacjentów cierpi¡cych z powodu
nadci±nienia) czy zespóª (klasa wszystkich graczy z jakiego± zespoªu).
Instancje nale»¡ce do poj¦¢ w ontologii mo»na opisa¢ poprzez zestawy warto±ci
wybranych cech (atrybutów). Ka»dy atrybut posiada co najmniej nazw¦ oraz war-
to±¢, i jest wykorzystywany do przechowywania informacji charakterystycznych
dla obiektu, dla którego atrybut jest przeznaczony. Na przykªad, obiekt poj¦cia
Uczestnik posiada atrybuty, takie jak imi¦, nazwisko, adres zamieszkania, przyna-
le»no±¢. Je±li nie zdeniuje si¦ atrybutów poj¦¢, wówczas mówi si¦ o taksonomii
(gdy opisane s¡ relacje pomi¦dzy poj¦ciami) lub kontrolowanym sªowniku. S¡ one
u»yteczne, lecz nie s¡ uwa»ane za prawdziwe ontologie.
Wyró»nia si¦ trzy typy relacji mi¦dzy poj¦ciami z ontologii:
 Relacja subsumcji - oznaczana jako relacja 'jest' (ang. 'is-a');
 Relacja meronimii - inaczej relacja cz¦±¢-caªo±¢, oznaczana jako 'jest
cz¦±ci¡' (ang. 'part-of');
 Relacja specyczna dla danej dziedziny.
Pierwszym typem relacji jest relacja subsumcji, inaczej przynale»no±ci. Je»eli
poj¦cie B jest w relacji subsumcji, tzn. jest podporz¡dkowane poj¦ciu A, to mówi
si¦, »e B jest rodzajem A, co jest to»same ze zwrotem: klasa B jest podklas¡ A.
Je»eli klasa B jest podklas¡ A, to klas¦ A nazywa si¦ nadklas¡. Relacja subsumcji
jest bardzo podobna do poj¦cia dziedziczenia, dobrze znanego z programowania
obiektowego. Taki zwi¡zek mo»na stosowa¢ do tworzenia hierarchii poj¦¢, zwykle
zawieraj¡cej najbardziej uogólnione poj¦cia takie jak Pojazd na górze hierarchii,
a bardziej szczegóªowe, jak Samochód na dole. Hierarchia poj¦¢ zwykle przedsta-
wiana jest za pomoc¡ grafu ontologii (przykªad na Rys. 2.1), w którym relacja
subsumcji reprezentowana jest za pomoc¡ cienkiej, ci¡gªej linii ze strzaªk¡ skiero-
wan¡ w kierunku od podklasy do nadklasy.
Innym powszechnym typem relacji jest relacja meronimii, która prezentuje jak
obiekty ª¡cz¡ si¦ razem, tworz¡c obiekty zªo»one. Mianem meronimu nazywa si¦
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cz¦±¢ skªadow¡ lub fragment wi¦kszej caªo±ci, czyli holonimu. W zwrocie A jest
cz¦±ci¡ B, poj¦cie A to meronim, B to holonim. Na przykªad, w ontologii z Rys.
2.1, Silnik jest cz¦±ci¡ Samochodu. Relacja meronimii jest przedstawiana gracznie
lini¡ przerywan¡ ze strzaªk¡ w kierunku od cz¦±ci do obiektu zªo»onego.
Oprócz standardowych relacji 'jest' i 'jest cz¦±ci¡', ontologie cz¦sto za-
wieraj¡ dodatkowe typy relacji, które dalej udoskonalaj¡ semantyk¦ modelowan¡
przez ontologi¦. Relacje te s¡ cz¦sto specyczne dla dziedziny i s¡ wykorzysty-
wane do odpowiedzi na szczegóªowe rodzaje pyta«. Na przykªad, w dziedzinie
pojazdów, mo»na zdeniowa¢ relacj¦ 'nale»y do' (ang. 'belongs to') pomi¦-
dzy poj¦ciami Samochód i Kierowca, która okre±la kierowc¦ b¦d¡cego wªa±cicielem
samochodu. W dziedzinie pojazdów, deniuje si¦ równie» relacj¦ 'posiada' (ang.
'owns') mi¦dzy poj¦ciami Kierowca i Samochód, która mówi, który kierowca po-
siada dany samochód. Relacje tego typu s¡ reprezentowane przez grub¡, ci¡gª¡
lini¦ ze strzaªk¡. Przykªadow¡, prost¡ ontologi¦ przedstawia Rys. 2.1, w której za-
prezentowano wszystkie trzy typy relacji mi¦dzy poj¦ciami. Linia ci¡gªa z kropk¡













Rysunek 2.1: Przykªadowa ontologia.
Budowa ontologii - ogólne zalecenia
Istnieje szereg doniesie« opisuj¡cych do±wiadczenia ró»nych grup projektantów,
uzyskane w procesie budowy ontologii (patrz np. [75]). Chocia» nie dostarczaj¡ one
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jeszcze formalnych ram umo»liwiaj¡cych tworzenie zintegrowanej metodologii, na
ich podstawie mog¡ by¢ tworzone ogólne zalecenia dotycz¡ce tworzenia ontologii.
Ka»dy projekt zwi¡zany z tworzeniem ontologii skªada si¦ z nast¦puj¡cych etapów:
 Okre±lenie motywacji do tworzenia ontologii - istotna dla caªego procesu jest
jasno±¢ celu, dla którego ontologia ma by¢ budowana;
 Ustalenie domeny oraz zasi¦gu ontologii, czyli okre±lenie jakiego wycinka mo-
delowanego ±wiata b¦dzie dotyczyªa, np. za pomoc¡ tzw. pyta« kompeten-
cyjnych [160]. Punktem wyj±cia dla tej metody jest okre±lenie listy pyta«, na
które powinna odpowiada¢ baza danych utworzona na podstawie ontologii;
 Tworzenie ontologii:
 Tworzenie sªownika zawieraj¡cego terminy u»ywane przez ontologi¦, jak
równie» ich denicje;
 Identykacja poj¦¢ (klas);
 Tworzenie struktury (hierarchii) poj¦¢;
 Modelowanie relacji mi¦dzy poj¦ciami ontologii;
 Ocena otrzymanej ontologii;
 Implementacja ontologii.
W±ród podej±¢ do budowy hierarchii klas wykorzystuje si¦ takie podej±cia, jak trzy
podane w artykule [159]:
1. Góra-dóª (ang. top-down) - zaczyna si¦ od poj¦cia nadrz¦dnego do wszystkich
poj¦¢ zawartych w bazie wiedzy i przechodzi si¦ do nast¦pnych poziomów
ni»szych poj¦¢ przez zastosowanie atomizacji;
2. Dóª-góra (ang. bottom-up) - zaczyna si¦ od poj¦¢ najni»szego poziomu i prze-
chodzi do poj¦¢ na wy»szych poziomach hierarchii stosuj¡c uogólnienia;
3. Od ±rodka (ang. middle-out) - zaczyna si¦ od poj¦¢, które s¡ najbardziej
istotne z punktu widzenia projektu i w zale»no±ci od potrzeby stosuje si¦
atomizacj¦ lub uogólnienia.
Ontologie tworzone na potrzeby aplikacji komputerowych wymagaj¡ formal-
nego j¦zyka, przy pomocy którego mo»na je budowa¢ i przechowywa¢. Do stan-
dardów zapisu ontologii nale»¡ technologie oparte na bazie j¦zyka XML (ang.
eXtensible Markup Language), takie jak: Resource Description Framework (RDF)
utworzony przez konsorcjum World Wide Web Consortium (W3C), F-logic czy
Web Ontology Language (OWL) oparty na DAML+OlL (DARPA Agent Markup
Language+Ontology Inference Layer) [144, 90]. Do zapisania i przechowywania
ontologii utworzonej na potrzeby rozprawy wykorzystano technologi¦ OWL.
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2.4 Denicja wiedzy dziedzinowej
Celem podj¦cia próby zdeniowania wiedzy dziedzinowej, nale»y przybli»y¢ czym
jest wiedza. W literaturze wskazuje si¦, »e podstaw¡ wiedzy s¡ dane i informa-
cja, które wiedz¡ staj¡ si¦ dopiero po ich przetworzeniu [29]. Dane to surowe fakty,
niezinterpretowane warto±ci sygnaªów, które otrzymujemy np. z urz¡dze« pomiaro-
wych. Informacjami s¡ dane z przypisanym znaczeniem. Natomiast wiedza w du-
»ym uproszczeniu, oznacza ogóª danych i informacji, które ludzie wykorzystuj¡
w praktyce do wykonywania dziaªa« i tworzenia nowych informacji. Charaktery-
styka przedstawionych poj¦¢ w literaturze specjalistycznej cz¦sto uzupeªniana jest
tez¡, »e tworz¡ one pewien ªa«cuch poj¦¢ uzupeªniany m¡dro±ci¡: dane - informa-
cja  wiedza  m¡dro±¢. Prosty ilustracj¦ wymienionych poj¦¢ stanowi Przykªad
2.4.1.
Przykªad 2.4.1 Przykªad danej, informacji i wiedzy.
Dane: liczba 31
Informacja: liczba 31 to warto±¢ wska¹nika masy ciaªa BMI (ang. body mass





Wiedza: liczba 31 to warto±¢ wska¹nika BMI oznaczaj¡ca otyªo±¢
Wiedza przedstawiona w Przykªadzie 2.4.1 mo»e by¢ wykorzystana do podj¦cia
dziaªa« maj¡cych na celu obni»enie masy ciaªa. Umiej¦tno±¢ skorzystania z posia-
danej wiedzy bywa nazywana m¡dro±ci¡ [147].
Z tych denicji danych, informacji i wiedzy, mo»na stwierdzi¢, »e ró»nice mi¦dzy
nimi nie s¡ ±ci±le okre±lone ani statyczne. Wynika to z faktu, »e wiedza w du»ej
mierze zale»y od kontekstu. Cz¦sto trudno jest odró»ni¢ wiedz¦ od informacji, gdy»
dla jednych informacja pozostaje informacj¡, a u innych przeksztaªca si¦ w wiedz¦.
Wiedza informatyka nie ma wi¦kszego sensu dla np. biologa, poniewa» biolog nie
zna si¦ dobrze na informatyce. W tym sensie wiedza informatyka stanowi dane dla
biologa. Poj¦cia te s¡ wi¦c wymienne, a dane lub informacje staj¡ si¦ wiedz¡, kiedy
przypisywane jest im znaczenie oraz cel.
Termin 'wiedza' wyst¦puje zarówno w j¦zyku potocznym, jak i na gruncie wielu
dyscyplin naukowych, takich jak lozoa, psychologia czy informatyka i w ka»-
dym przypadku przypisywane mu jest nieco inne znaczenie. Wiedza jest poj¦ciem,
dla którego nie zdeniowano dotychczas jednej, satysfakcjonuj¡cej i akceptowanej
przez ró»nych specjalistów denicji.
Ogólnie przez wiedz¦ rozumie si¦ ogóª utrwalonych wiadomo±ci i umiej¦tno±ci
z jakiej± dziedziny (do±wiadczenie) wraz ze zdolno±ci¡ ich interpretacji, czyli ana-
lizy i wnioskowania w celu praktycznego wykorzystywania [81]. Wiedza jest poj¦-
ciem bardzo szerokim, dlatego istnieje wiele jej podziaªów i klasykacji. W±ród kry-
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teriów podziaªu wiedzy wyró»nia si¦ przedmiot, którego dotyczy (np. wiedza spo-
ªeczna, medyczna), jej pochodzenie (np. wiedza empiryczna, aprioryczna), zasi¦g
(np. wiedza specjalistyczna), status poznawczy (np. wiedza naukowa, potoczna,
teoretyczna), okres wyst¦powania czy lokalizacj¦ geograczn¡.
Istotnym podziaªem w kontek±cie pozyskiwania i wykorzystania wiedzy jest
podziaª na wiedz¦ jawn¡ i ukryt¡. Wiedza jawna (ang. explicit knowledge), zwana
formaln¡, obiektywn¡ lub uzewn¦trznion¡, jest wiedz¡ usystematyzowan¡ i wyra¹-
nie sprecyzowan¡. Wyra»ana jest w formie sªów, liczb i symboli, jako dokumenty
(instrukcje, procedury, transakcje, raporty, regulaminy) lub dane w systemach in-
formatycznych.
Wiedza ukryta (ang. tacit knowledge), nazywana cich¡, jest trudna do jasnego
sprecyzowania. Gromadzi si¦ wraz ze wzrostem do±wiadczenia i przekazywana jest
gªównie w formie werbalnej. Wiedza ta nazywana jest ukryt¡, poniewa» przecho-
wywana jest w umysªach i ±wiadomo±ci, czyli pami¦ci ludzi, którzy j¡ wytworzyli
lub pozyskali. Wyst¦puje w wielu trudnych do okre±lenia postaciach i ujawnia
si¦ w efektywnym sposobie rozwi¡zywania problemów przez ekspertów. Trudno±ci
w jej wyra»eniu wynikaj¡ z ogromnej liczby wyró»nialnych stanów w obserwowanej
rzeczywisto±ci i ograniczono±ci j¦zyka, stosowanego przy jej abstrakcyjnym odwzo-
rowaniu. W wi¦kszo±ci organizacji zasoby wiedzy ukrytej s¡ znacznie wi¦ksze od
zasobów wiedzy jawnej. Szacuje si¦, i» okoªo 80% wiedzy zgromadzonej w przed-
si¦biorstwach ma charakter wiedzy ukrytej [42].
Istnieje tak»e drugi rodzaj wiedzy ukrytej. Jest to potencjalna wiedza zawarta
w gromadzonych ró»nego typu dokumentach i bazach danych. Z faktów i infor-
macji w nich zawartych mo»liwe jest pozyskanie wiedzy. Identykacja tej wiedzy
ukrytej i wytwarzanie na jej bazie zasobów wiedzy jawnej jest gªównym celem
metod eksploracji danych, która umo»liwia odkrycie zupeªnie nowej wiedzy nie
znanej wcze±niej nawet specjalistom i ekspertom dziedzinowym. Nale»y podkre-
±li¢, »e caªa wiedza jawna ma swoje ¹ródªo w wiedzy ukrytej. Wiedza najpierw
powstaje w umysªach ludzi jako ukryta, a dopiero pó¹niej jest formalizowana i wy-
ra»ana za pomoc¡ metod reprezentacji wiedzy, staj¡c si¦ wiedz¡ jawn¡.
Wiedza dziedzinowa jest jednym z rodzajów wiedzy, wyró»nionej na podstawie
zasi¦gu jej wyst¦powania do pewnej dziedziny. Dla kontrastu, wiedza, która funk-
cjonuje skutecznie w ka»dej dziedzinie nazywana jest wiedz¡ niezale»n¡ od dzie-
dziny (ang. domain-independent knowledge). Pod poj¦ciem wiedzy dziedzinowej
kryje si¦ zatem wiedza, jak¡ posiadaj¡ specjali±ci w ró»nych dziedzinach, tj. leka-
rze czy ekonomi±ci. Opiera si¦ ona na wielu skojarzeniach pomi¦dzy przyczynami
obserwowanych danych i faktów. Ekspert wyposa»ony w tak¡ wiedz¦, nazywany
ekspertem dziedzinowym cz¦sto u»ywa metod heurystycznych do rozwi¡zywania
problemów probabilistycznych oraz wykorzystuje w procesie decyzyjnym bª¦dne
dane. Rozwija on swoj¡ wiedz¦ przez lata do±wiadcze« przy rozwi¡zywaniu proble-
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mów w w¡skiej dziedzinie, uczy si¦, wykorzystuj¡c zdobyte do±wiadczenie, mody-
kuje zbiór swoich poj¦¢, kieruje si¦ zdrowym rozs¡dkiem, ma intuicj¦ i rozumuje na
podstawie analogii. Ekspert zatem to czªowiek posiadaj¡cy specjalistyczn¡ wiedz¦
z okre±lonej dziedziny i umiej¦tno±¢ stosowania jej do rozwi¡zywania problemów
z tej dziedziny [72].
Zastosowanie wiedzy dziedzinowej w procesie KDD ma odzwierciedla¢ proces
uczenia si¦ czªowieka. Od dzieci«stwa czªowiek nabywa wiedz¦ albo metod¡ prób
i bª¦dów, lub poprzez edukacj¦. W obliczu nowych zada«, jest on w stanie efek-
tywnie wykorzysta¢ zdobyt¡ wiedz¦ do poprawienia swoich umiej¦tno±ci. Podczas
uczenia si¦ poj¦¢, czªowiek wykorzystuje nie tylko dost¦pne przykªady uczonego
poj¦cia, ale tak»e wcze±niejsz¡ wiedz¦ [167, 67]. Brak informacji w jednym ¹ródle
jest kompensowany przez inne ¹ródªo. Wiedza posiadana przez czªowieka wpªywa
na jego interpretacj¦ przykªadów. Dobór przykªadów uczonego poj¦cia, jest u lu-
dzi oparty na wcze±niejszej wiedzy i odwrotnie, przykªady wpªywaj¡ na wiedz¦.
Tak wi¦c je»eli proces KDD ma na±ladowa¢ zdolno±¢ czªowieka do nabywania wie-
dzy, musi posiada¢ mo»liwo±¢ zastosowania zdobytej uprzednio wiedzy do procesu
odkrywania wiedzy. Je±li wiedza dziedzinowa ju» istnieje, proces KDD nie powi-
nien jej ignorowa¢ i zaczyna¢ poszukiwa« od stanu zerowego. Nie powinien te»
na nowo odkrywa¢ istniej¡cej ju» wiedzy dziedzinowej. W szczególno±ci, przy roz-
wi¡zywaniu rzeczywistych problemów, wcze±niejsza wiedza jest na tyle cenna, »e
nale»y j¡ wª¡czy¢ do praktycznych systemów KDD. W literaturze opisywany jest
nowy paradygmat eksploracji danych oparty m.in. na wiedzy dziedzinowej (ang.
domain-driven), w przeciwie«stwie do dotychczasowego opartego tylko na danych
(ang. data-driven) [36].
Wiedza dziedzinowa zastosowana w procesie KDD ma na celu naprowadzanie
poszukiwa« na interesuj¡ce obszary. Umo»liwia w ten sposób zmniejszenie prze-
strzeni poszukiwa« czy redukcj¦ liczby odkrywanych wzorców. Uªatwia tak»e iden-
tykacj¦ i interpretacj¦ otrzymanych w procesie KDD wyników, co ma zasadnicze
znaczenie dla zamieniania wzorców w ciekaw¡, zrozumiaª¡ i praktyczn¡ wiedz¦
[93]. Gdy generowany jest zbiór wzorców, wiedza dziedzinowa mo»e pomóc u»yt-
kownikowi okre±li¢, jak dobrze wzorce te pasuj¡ do istniej¡cej wiedzy, czy s¡ z ni¡
zgodne lub jej zaprzeczaj¡ [97]. Dzi¦ki tym wszystkim czynnikom, mo»liwe jest
uzyskanie lepszej wydajno±ci procesu KDD. Nale»y zdawa¢ sobie jednak spraw¦
z braku mo»liwo±ci zastosowania caªej dost¦pnej wiedzy dziedzinowej dla jednego
zadania. Wiedza ta bowiem jest kontekstowo zale»na.
W literaturze mo»na spotka¢ wiele denicji wiedzy dziedzinowej wykorzysty-
wanej w KDD. Jedna z nich okre±la wiedz¦ dziedzinow¡ jako wszystkie dost¦pne
informacje dotycz¡ce zadania do wyuczenia dodane do przykªadów treningowych
[131]. Wedªug [8] s¡ to informacje na temat danych pochodz¡ce z innego pro-
cesu odkrywania wiedzy lub od ekspertów dziedzinowych. W [2] przedstawiono j¡
33
Rozdziaª 2. Wiedza dziedzinowa w KDD
w postaci pewnego rodzaju porad, pobocznych informacji, heurystyk czy formal-
nych reguª. Wiedza dziedzinowa jest tam deniowana jako dodatkowa informa-
cja na temat funkcji celu stosowana do kierowania procesem uczenia si¦. Wiedza
dziedzinowa deniowana jest tak»e jako wszelkie informacje, które nie s¡ jawnie
zaprezentowane w systemie.
Przykªadami wiedzy dziedzinowej w zagadnieniach medycznych mo»e by¢
nast¦puj¡ca wiedza: Pacjenci pªci m¦skiej nie mog¡ mie¢ rozpoznania ci¡»y,
Pacjenci pªci »e«skiej nie mog¡ mie¢ rozpoznania nowotworów prostaty. Inn¡
form¡ tej wiedzy jest uogólnianie warto±ci atrybutów na jej podstawie, np. atrybut
Wiek mo»e zosta¢ podzielony na przedziaªy wiekowe takie jak: {mªody, w ±rednim
wieku, stary}. Uogólnianie dziedziny atrybutów daje w wyniku bardziej zrozu-
miaªe, a wi¦c bardziej u»yteczne wzorce. Reguªa postaci: Je»eli pacjent urodziª si¦
w dniu: 01.05.2001, to nie ma nadci±nienia jest mniej u»yteczna dla lekarzy ni»
reguªa: Je»eli pacjent jest mªody, to nie ma nadci±nienia. Na gruncie zastosowa«
biznesowych takimi przykªadami s¡: Klienci z du»ym przychodem maj¡ niskie
ryzyko kredytowe.
Reprezentacja wiedzy dziedzinowej za pomoc¡ reguª. Wiedza dziedzinowa
mo»e by¢ reprezentowana w ró»ny sposób. Cz¦sto zakodowana jest w postaci re-
guª logicznych. Formalnie, wiedza dziedzinowa (WD) mo»e by¢ reprezentowana
w postaci reguªy 2.6:
WD = fX ) Y g (2.6)
gdzie X i Y stanowi¡ proste lub poª¡czone koniunkcj¡ warunki dotycz¡ce atrybu-
tów tablicy decyzyjnej. Zaªó»my, »e chcemy si¦ dowiedzie¢, czy pewien lek X ma
wpªyw na pacjentów choruj¡cych na gryp¦. I zaªó»my, »e dost¦pna wiedza dziedzi-
nowa (WD) obejmuje nast¦puj¡ce stwierdzenia: Personel medyczny pewnego szpi-
tala S zostaª poddany szczepieniu przeciw grypie oraz Osoby poddane szczepieniu
przeciw grypie nie choruj¡ na gryp¦, zapisane w postaci:
(Miejsce zatrudnienia=szpital S)) (Szczepienie przeciw grypie=TAK)
(Szczepienie przeciw grypie=TAK)) (Zachorowanie na gryp¦=NIE) (2.7)
Na podstawie dost¦pnej wiedzy WD mo»liwe jest wyprowadzenie pochodnej wie-
dzy dziedzinowej (PWD). Na przykªad, poprzez wykorzystanie przechodniej za-
le»no±ci, mo»na ustali¢ now¡ wiedz¦ dziedzinow¡ w postaci stwierdzenia: personel
medyczny szpitala S nie zachoruje na gryp¦, reprezentowanego przez reguª¦:
(Miejsce zatrudnienia=szpital S)) (Zachorowanie na gryp¦=NIE) (2.8)
Niech WD b¦dzie zbiorem caªej wiedzy dziedzinowej dost¦pnej dla danego pro-
blemu. Deniuje si¦ WD+, domkni¦cie WD [103], jako:
WD+ = WD [ fPWDijPWDi jest wyprowadzalna z WD} (2.9)
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Oznacza to, »e zbiór caªej wiedzy dziedzinowej skªada si¦ z tej okre±lonej przez
eksperta dziedzinowego oraz tej, która zostaªa wyprowadzona ze zdeniowanej
wiedzy dziedzinowej.
Reprezentacja wiedzy dziedzinowej za pomoc¡ ontologii Jednym ze spo-
sobów przedstawiania wiedzy dziedzinowej jest zapis w postaci ontologii poj¦¢,
gdzie ontologia jest zwykle rozumiana jako sko«czona hierarchia poj¦¢ i relacji ª¡-
cz¡cych poj¦cia z ró»nych poziomów (patrz [62]). Obecnie, ontologie s¡ stosowane
jako alternatywny model reprezentacji wiedzy w wielu obszarach eksploracji da-
nych, umo»liwiaj¡c ró»ne poziomy uogólniania poj¦¢ oraz odkrywanie wzorców na
ró»nych poziomach abstrakcji.
2.5 Rola wiedzy dziedzinowej w procesie odkrywa-
nia wiedzy
Wiedza dziedzinowa odgrywa kluczow¡ rol¦ przede wszystkim w pocz¡tkowych
i ko«cowych etapach procesu odkrywania wiedzy z danych. Jednak doniesienia
wskazuj¡ na jej pewn¡, chocia» zró»nicowan¡ rol¦ we wszystkich fazach projektu
KDD [82, 52]. W rozdziale omówione zostan¡ kolejne etapy procesu KDD we-
dªug podej±cia w [92], ze wskazaniem mo»liwo±ci zastosowania wiedzy dziedzinowej
w ka»dym z nich.
(1) Zrozumienie dziedziny bada« i okre±lenie celów procesu powinno uwzgl¦d-
nia¢ ró»ne aspekty badanej dziedziny. Do realizacji tego celu wskazane jest
uwzgl¦dnienie pogl¡dów na temat problemu osób (ekspertów) zajmuj¡cych si¦ dan¡
dziedzin¡ pod k¡tem ró»nych aspektów, tj. praktyków i teoretyków czy kadry za-
rz¡dczej jak i sprzedawców.
(2) Wybór i utworzenie zbioru danych - musi uwzgl¦dnia¢ cel procesu. Cz¦sto
jeden zbiór danych nie pokrywa wszystkich aspektów problemu badawczego. Ade-
kwatne oraz uzupeªniaj¡ce si¦ ¹ródªa danych mog¡ by¢ wskazane przez eksperta
dziedzinowego, takiego jak specjalista baz danych czy projektant systemu. Rola
wiedzy dziedzinowej w tym etapie dotyczy tak»e okre±lenia struktury dost¦pnych
informacji i ich warto±ci semantycznej ze wskazaniem ogranicze« wyst¦puj¡cych
w danych.
(3) Wst¦pna obróbka i oczyszczanie danych - polega m.in. na eliminacji
nieistotnych atrybutów i okre±leniu sposobu obchodzenia si¦ z warto±ciami braku-
j¡cymi (ang. missing values). Jedn¡ z metod uzupeªniania warto±ci brakuj¡cych
danego atrybutu jest zastosowanie nadzorowanego algorytmu DM, w którym celem
(decyzj¡) jest ten»e atrybut. Warto±ci brakuj¡ce mog¡ by¢ tak»e wnioskowane na
podstawie warto±ci powi¡zanych atrybutów wskazanych przez eksperta.
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(4) Transformacja danych obejmuj¡ca metody redukcji ich wymiarów, takie
jak selekcja czy ekstrakcja cech oraz transformacj¦ atrybutów, tak¡ jak dyskrety-
zacja warto±ci atrybutów równie» wykorzystuje wiedz¦ dziedzinow¡. Na przykªad,
pewna informacja, która nie zostaªa zawarta w zbiorze danych, mo»e zosta¢ wy-
wnioskowana na podstawie warto±ci innego atrybutu lub atrybutów przy ustale-
niu pewnych zaªo»e« eksperta. Na tym etapie odbywa¢ si¦ mo»e okre±lenie skali
czasu dla obserwacji rozªo»onych w czasie, próbkowanie lub eliminacja przykªadów
(obiektów). Zastosowana tutaj wiedza dziedzinowa prowadzi do zmniejszenia prze-
strzeni poszukiwa« i utworzenia zbioru danych, którego eksploracja daje trafniejsze
wzorce.
(5) Wybór zadania eksploracji danych ze wzgl¦du na cel eksploracji i typy od-
krywanych wzorców, spo±ród takich klas jak: klasykacja i predykcja, grupowanie,
inaczej analiza skupie« (ang. clustering), odkrywanie asocjacji, analiza przebie-
gów czasowych, odkrywanie wzorców sekwencji, odkrywanie charakterystyk, opisy
poj¦¢ czy eksploracja tekstu.
Wa»ny jest odpowiedni dobór metody eksploracji do analizowanego zbioru in-
formacji i oczekiwanych efektów. Wiedza dziedzinowa ma wpªyw na ten etap po-
przez okre±lenie celu odkrywania wiedzy.
(6) Dobranie algorytmu DM - podobnie jak w poprzednim etapie nie istniej¡
konkretne wytyczne dotycz¡ce wyboru algorytmu. Badacze przy wyborze kieruj¡
si¦ takimi czynnikami jak: cel zadania, struktura zbioru danych, poprawno±¢ wy-
ników, czas oblicze«, miary oceny jako±ci wyników czy dobór parametrów. Nie bez
znaczenia jest tak»e do±wiadczenie osoby wykonuj¡cej eksploracj¦ danych w tym
zakresie. Wybór algorytmu bywa tak skomplikowany, »e wykorzystuje si¦ wi¦cej
ni» jedn¡ technik¦ w celu osi¡gni¦cia lepszych wyników.
(7) Eksploracja danych (DM) - budowa modelu na podstawie zebranych
przypadków jest uwa»ana za najwa»niejsz¡ faz¦ w procesie KDD. W zale»no±ci
od wybranego algorytmu, odkryta wiedza mo»e by¢ interpretowana przez eksper-
tów dziedzinowych, np. reguªy zdeniowane przez drzewo decyzyjne s¡ sprawdzane
przez eksperta. Na tym etapie algorytmy wykonywane s¡ metod¡ prób i bª¦dów,
z ró»nym udziaªem klas decyzyjnych w zbiorze treningowym, cech wej±ciowych czy
z ró»nymi parametrami. Wydajno±¢ otrzymanych modeli wskazuje, które z modeli
s¡ najbardziej odpowiednie dla problemu decyzyjnego.
(8) Ewaluacja i interpretacja pozyskanych wzorców - ocena odkrytej wiedzy
zazwyczaj polega na badaniu wydajno±ci modelu przy u»yciu danych testowych.
Interpretacja wiedzy mo»e by¢ oparta na wydajno±ci modelu oraz na sprawdzeniu,
przejrzeniu odkrytej wiedzy. Kryteria oceny mog¡ by¢ zwi¡zane z celami bizne-
sowymi i okre±lone przez ekspertów w tej dziedzinie. Niepeªna reprezentatywno±¢
danych treningowych mo»e skutkowa¢ otrzymaniem modelu cz¦±ciowo nieadekwat-
nego do problemu. Odczytanie takiego modelu przez eksperta i jego dostrojenie
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na podstawie wiedzy dziedzinowej b¦dzie skutkowa¢ lepsz¡ jako±ci¡ modelu w po-
równaniu z sytuacj¡ gdy wiedza dziedzinowa nie byªa wykorzystana.
(9) Zastosowanie odkrytej wiedzy - podczas tej fazy odkryta wiedza jest ª¡-
czona z dotychczasow¡ wiedz¡ dziedzinow¡, by sta¢ si¦ cz¦±ci¡ zbioru caªej wie-
dzy dziedzinowej (WD+). Wiedza dziedzinowa odgrywa wa»n¡ rol¦ podczas tego
etapu. Eksperci mog¡ sugerowa¢ zbadanie obiektów wybranej klasy w sposób bar-
dziej szczegóªowy, np. w dodatkowych kategoriach i pod k¡tem atrybutów, które
nie uczestniczyªy w algorytmie klasykacji. Etap ten jest niestety cz¦sto pomi-
jany w projektach eksploracji danych jako wychodz¡cy poza zakres eksperymentu
DM. Wa»nym aspektem jest tak»e przekonanie u»ytkowników do stosowania otrzy-
manej wiedzy. Mo»na to osi¡gn¡¢ przez wyja±nienie proponowanych wzorców lub
wizualizacj¦ danych i odkrytej wiedzy.
Wiedza dziedzinowa ma zatem znaczenie na ka»dym etapie procesu KDD. Pod-




(1) Zrozumienie dziedziny ba-
da« i okre±lenie celów procesu
Du»a wiedza jawna i ukryta
(2) Wybór i utworzenie zbioru
danych
rednia relacje mi¦dzy atrybutami, se-
mantyka baz danych
(3) Wst¦pna obróbka i oczysz-
czanie danych
Du»a wiedza jawna i ukryta
(4) Transformacja danych Du»a wiedza jawna i ukryta, interpre-
tacja wybranych cech
(5) Wybór zadania eksploracji rednia
(6) Dobranie algorytmu DM rednia
(7) Eksploracja danych, DM Niska sprawdzenie odkrytych wzorców
(8) Ewaluacja i interpretacja
wzorców
rednia denicja kryteriów oceny
(9) Zastosowanie odkrytej wie-
dzy
Du»a dodatkowa wiedza dziedzinowa
potrzebna do implementacji
Tablica 2.1: Rola wiedzy dziedzinowej w poszczególnych etapach procesu KDD.
Trzeba zwróci¢ uwag¦, »e w poszczególnych etapach procesu KDD zaanga-
»owani s¡ eksperci z wielu dyscyplin, które wydaj¡ si¦ odgrywa¢ kluczow¡ rol¦
w efektywnym odkrywaniu wiedzy, np. eksperci baz danych, analitycy danych czy
eksperci dziedzinowi. W rozprawie skoncentrowano si¦ na zastosowaniu wiedzy
ekspertów dziedzinowych.
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2.5.1 Obszary zastosowa« wiedzy dziedzinowej w odkrywa-
niu wiedzy
Wiedza dziedzinowa wspiera odkrywanie wiedzy poprzez koncentrowanie uwagi
na wybranych aspektach problemu decyzyjnego. Celem jej zastosowania jest
zmniejszenie przestrzeni poszukiwa« poprzez np. redukcj¦ rozmiaru zbioru
danych, optymalizacj¦ hipotez reprezentuj¡cych wiedz¦ do odkrycia, werykacj¦
potencjalnie sprzecznych reguª czy zapobieganie tworzeniu reguª nadmiarowych
[103]. W rozdziale omówione zostan¡ przykªady wykorzystania wiedzy dziedzino-
wej w wymienionych obszarach.
Redukcja przestrzeni poszukiwa«. Rozmiar zbioru danych mo»e zosta¢ zre-
dukowany przez wyeliminowanie nieistotnych atrybutów jak i obiektów, które nie
s¡ konieczne w odkrywaniu wiedzy. Rozwa»my medyczny zbiór danych, w którym
prosta wiedza dziedzinowa jest stwierdzeniem, »e M¦»czy¹ni nie mog¡ by¢ w ci¡»y.
Je»eli chcemy odkry¢, Czy pewien lek X ma wpªyw na ci¡»¦, wówczas WD mo»e
pomóc w zredukowaniu zbioru danych poprzez wyeliminowanie z rozwa»a« przy-
kªadów pacjentów pªci m¦skiej. Kolejna wiedza dziedzinowa, tj. Kobiety poni»ej 12
roku »ycia lub powy»ej 65 roku »ycia nie zachodz¡ w ci¡»¦ mo»e by¢ zastosowana
do dalszej redukcji rozmiaru zbioru. Zatem wiedza dziedzinowa (WD) dla tego
przykªadu jest reprezentowana jako:
WD = {(pªe¢ = »e«ska)) (ci¡»a = TAK),
(wiek > 12)) (ci¡»a = TAK),
(wiek  65)) (ci¡»a = TAK), ...}
(2.10)
Podstawow¡ form¡ reprezentacji hipotezy (H) jest reprezentacja reguªowa:
H: JEELI przesªanka TO wniosek; (2.11)
gdzie przesªanka to warunek lub zestaw warunków czy kryteriów, sformuªowanych
przez ekspertów w danej dziedzinie celem zaw¦»enia poszukiwa«, a wniosek b¦dzie
stanowiª odkryt¡ wiedz¦, kiedy przesªanki zostan¡ speªnione (prawdziwe w zbio-
rze danych). Pocz¡tkowa hipoteza w przykªadzie mo»e by¢ wi¦c przedstawiona
nast¦puj¡co:
H: JEELI (ci¡»a = TAK) ORAZ (terapia = X) TO (efekt = TAK) (2.12)
Oczywi±cie rzeczywista hipoteza do odkrycia mo»e zawiera¢ tak»e inne atrybuty
dotycz¡ce pacjenta, jak np. waga, rasa, itd. Algorytm redukcji danych mo»e
zastosowa¢ WD do pocz¡tkowej hipotezy w celu utworzenia zbioru ogranicze«.
Mianowicie, dla ka»dego warunku w hipotezie, algorytm redukcji przeszukuje zbiór
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wiedzy dziedzinowej. Je»eli warunek znajduje si¦ w cz¦±ci Y wiedzy dziedzinowej
(patrz wzór 2.6 w Rozdz. 2.4), wówczas cz¦±¢ X wiedzy WD jest wybierana jako
ograniczenie. Zbiór takich ogranicze« wskazuje, które obiekty b¦d¡ brane pod
uwag¦ w procesie odkrywania wiedzy dla zaªo»onej hipotezy. W przykªadzie, do
analizowanego zbioru danych wejd¡ wi¦c obiekty pªci »e«skiej, w wieku powy»ej
12 lat lub poni»ej 65 lat.
Optymalizacja hipotezy. Wiedza dziedzinowa, poza zmniejszeniem rozmiaru
danych mo»e by¢ równie» wykorzystana do okre±lenia optymalnej hipotezy po-
przez eliminacj¦ niepotrzebnych warunków w hipotezie. Taka optymalizacja skraca
czas wyszukiwania interesuj¡cej wiedzy w danych. Na ogóª w danych wyst¦puj¡
pewne zale»no±ci pomi¦dzy atrybutami jak i wewn¡trz nich, co oznacza, »e nie-
które warunki mog¡ by¢ implikowane przez inne. Zale»no±ci te mo»na zidenty-
kowa¢ m.in. za pomoc¡ WD. W nast¦pstwie, warunki implikowane przez inne
mog¡ by¢ usuni¦te z hipotezy, poniewa» nie dostarczaj¡ »adnych dodatkowych in-
formacji w odkrywaniu wiedzy, co powoduje przyspieszenie procesu odkrywania.
Dla przykªadu rozwa»my problem rozpoznawania czynników, które wpªywaj¡ na
du»e zu»ycie paliwa w samochodach. Dane opisane w [179] zawieraj¡ informacje na
temat caªkowitej dªugo±ci samochodu (SIZE), liczby cylindrów (CYL), obecno±ci
turbospr¦»arki (TURBO), rodzaju ukªadu paliwowego (FUELSYS), obj¦to±ci sko-
kowej silnika (DISPLACE), stopnia spr¦»ania (COMP), mocy (POWER), rodzaju
skrzyni biegów (TRANS), wagi (WEIGHT) oraz przebiegu auta (MILEAGE). Od-
krywanie mo»na rozpocz¡¢ od hipotezy reprezentowanej przez nast¦puj¡c¡ reguª¦,
wykorzystuj¡c¡ wszystkie dost¦pne atrybuty (peªna zale»no±¢ funkcjonalna):
H: JEELI (SIZE = b. maªy) ORAZ (CYL = 4)
(TURBO = nie) ORAZ (FUELSYS = e)
(DISPLACE = maªa) ORAZ (COMP = wysoka)
(POWER = ±rednia) ORAZ (TRANS = manual)
(WEIGHT = lekka) TO (MILEAGE = du»y)
(2.13)
Wiedza dziedzinowa mo»e mie¢ nast¦puj¡c¡ posta¢:
WD = {(SIZE = b. maªy)) (WEIGHT = lekka),
(TURBO = nie)) (POWER = ±rednia)} (2.14)
Poprzez zastosowanie WD do wst¦pnej hipotezy, warunki hipotezy: (POWER =
±rednia) i (WEIGHT = lekka) mog¡ zosta¢ usuni¦te z hipotezy. Po tym ocenia
si¦ hipotez¦ na podstawie danych i mo»na usun¡¢ dodatkowe nieistotne warunki
z hipotezy podczas odkrywania wiedzy.
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Werykacja odkrywania potencjalnie sprzecznych reguª. Wiedza dziedzi-
nowa mo»e by¢ tak»e zastosowana do testowania poprawno±ci odkrytej wiedzy. Ge-
neralnie, wiedza mo»e by¢ wykorzystana do zwerykowania, czy odkryta sprzeczna
wiedza jest rzeczywi±cie sprzeczna czy te» odkryta, mo»liwie zgodna wiedza, jest
w istocie niepoprawna. Dla przykªadu zaªó»my, »e jeste±my zainteresowani znale-
zieniem czynników, które wywoªuj¡ napad astmy. Eksploracja danych mo»e odkry¢
nast¦puj¡c¡ wiedz¦:
Reguªa 1: JEELI (stan zapalny=tak) ORAZ (wysiªek=tak)
TO (napad astmy=tak)
Reguªa 2: JEELI (stan zapalny=tak) ORAZ (wysiªek=tak)
TO (napad astmy=nie)
(2.15)
Na pierwszy rzut oka wydaje si¦, »e te dwie odkryte reguªy s¡ sprzeczne. Jednak
mamy dost¦pn¡ dodatkow¡ wiedz¦ dziedzinow¡ mówi¡c¡, »e pewien lek X zapo-
biega wyst¦powaniu napadów astmy. Zatem wiedza dziedzinowa sprawdza, czy
odkryta wiedza jest poprawna czy raczej sprzeczna. Pojawia si¦ wi¦c pytanie, czy
mo»na wykorzysta¢ wiedz¦ dziedzinow¡ do okre±lenia dokªadniejszej hipotezy, ce-
lem unikni¦cia generowania reguª, które wydaj¡ si¦ by¢ sprzeczne. Podstawowym
pomysªem jest, aby rozwin¡¢ hipotez¦ dodaj¡c wi¦cej warunków na podstawie do-
st¦pnej wiedzy dziedzinowej. Nale»y zbada¢ zbiór dost¦pnej wiedzy dziedzinowej
i znale¹¢ ka»d¡ reguª¦, która obejmuje cel do odkrycia. Zaªó»my, »e dla powy»szego
przykªadu astmy mamy nast¦puj¡c¡ wiedz¦ dziedzinow¡:
WD = {(lek X = tak)) (napad astmy = nie)} (2.16)
Nale»y zatem doda¢ informacj¦ o stosowaniu leku X do hipotezy. Dzi¦ki temu
mo»emy uzyska¢ nast¦puj¡ce reguªy, które nie wydaj¡ si¦ by¢ sprzeczne.
Reguªa 1: JEELI (stan zapalny=tak) ORAZ (wysiªek=tak)
ORAZ (lek X=nie) TO (napad astmy=tak)
Reguªa 2: JEELI (stan zapalny=tak) ORAZ (wysiªek=tak)
ORAZ (lek X=tak) TO (napad astmy=nie)
(2.17)
Zapobieganie odkrywaniu ewentualnych reguª nadmiarowych. Zbiory da-
nych cz¦sto zawieraj¡ dane nadmiarowe, które mog¡ prowadzi¢ do odkrywania
zb¦dnych reguª. Przykªadowo dane medyczne dotycz¡ce przewlekªej niewydolno±ci
nerek (PNN) mog¡ zawiera¢ mi¦dzy innymi informacje na temat wzrostu, wagi
oraz powierzchni ciaªa BSA (ang. body surface area). BSA sªu»y do wyznacza-
nia przes¡czania kª¦buszkowego GFR (ang. glomerular ltration rate), parametru
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oceniaj¡cego prac¦ nerek. Nadmiarowy atrybut BSA wyznaczany jest ze wzoru
[66]:
BSA = 0:15058  wzrost0:3964  waga0:5378 (2.18)
Zaªó»my, »e w procesie odkrywania wiedzy jako cel okre±lono du»y stopie«
nasilenia PNN, gdzie reszta atrybutów stanowi przesªank¦. W procesie mog¡
zosta¢ odkryte reguªy wi¡»¡ce BSA z zaawansowan¡ PNN, jak i wag¦ wraz ze
wzrostem z zaawansowan¡ PNN. Chocia» odkryte reguªy oparte na BSA oraz
na wadze wraz ze wzrostem s¡ ró»ne pod wzgl¦dem skªadni, to semantycznie
s¡ takie same. Nadmiarowe informacje w zbiorze danych mo»na potraktowa¢
jako wiedz¦ dziedzinow¡ i stosowa¢ je w procesie odkrywania celem unikni¦cia
generowania reguª, które ró»ni¡ si¦ skªadni¡, ale semantycznie s¡ równowa»ne.
Przed etapem eksploracji danych, nale»y sprawdzi¢ dost¦pn¡ wiedz¦, aby odnale¹¢
reguªy, których atrybuty zawarte s¡ w hipotezie. Je»eli taka wiedza wyst¦puje, to
atrybuty tylko jednej strony WD powinny by¢ wª¡czone do procesu odkrywania.
W przedstawionym przykªadzie PNN, mo»na zastosowa¢ tylko BSA lub tylko
wag¦ ze wzrostem. Wybór zale»y od tego, czy chcemy wygenerowa¢ bardziej
ogólne reguªy czy te» bardziej szczegóªowe. Zalet¡ takiego podej±cia jest nie tylko
korzy±¢ z zapobiegania generowaniu zb¦dnych reguª, ale równie» generowanie
reguª, które s¡ bardziej znacz¡ce. Na przykªad dla zaawansowanej PNN mog¡
zosta¢ wygenerowane reguªy oparte na BSA i wadze jak i na BSA i wzro±cie, które
nie wydaj¡ si¦ by¢ znacz¡ce, poniewa» atrybut wzrost czy waga samodzielnie nie
ma powi¡zania z BSA. Zastosowanie wiedzy dziedzinowej mo»e tak»e zapobiega¢
odkrywaniu trywialnej wiedzy. Na przykªad odkryta reguªa: Im wy»szy poziom
cukru, tym bardziej nasilona cukrzyca nie jest niczym odkrywczym, poniewa» jest
to znany fakt.
Zapobieganie blokowaniu odkrywania nieoczekiwanej wiedzy. Gªównym
celem wykorzystania wiedzy dziedzinowej w procesie odkrywania wiedzy jest na-
stawienie na poszukiwanie ciekawych wzorców poprzez skupianie si¦ na wybranych
obszarach danych. Uzyskan¡ korzy±ci¡ jest wi¦ksza wydajno±¢ procesu i bardziej
istotne odkrycia. Jednak zbyt du»e poleganie na wiedzy dziedzinowej, mo»e ogra-
nicza¢ odkrywanie wiedzy i blokowa¢ nieoczekiwane odkrycia np. poprzez niezba-
danie cz¦±ci danych. Dla przykªadu, zaªó»my »e chcemy odkry¢ Wpªyw leku X na
pacjentów z chorob¡ niedokrwienn¡ serca. Wiedza dziedzinowa sugeruje, »e Osoby
poni»ej 30 roku »ycia nie choruj¡ na chorob¦ niedokrwienn¡. Ta wiedza pozwala
na zmniejszenie rozmiaru danych poprzez wyeliminowanie przykªadów pacjentów
w wieku poni»ej 30 lat. Zaªó»my te», »e odkryta wiedza ma posta¢: Lek X powoduje
efekt A u pacjentów z CNS. Gdyby nie zastosowaªo si¦ WD, proces odkrywania
wiedzy mógªby znale¹¢ bardziej rozs¡dny wynik, taki jak Lek X powoduje efekt A
u pacjentów z CNS powy»ej 30 roku »ycia oraz Lek X powoduje efekt B u pacjentów
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z CNS poni»ej 30 roku »ycia. W pewnych przypadkach wykluczenie zastosowania
wiedzy dziedzinowej podczas odkrywania mo»e przyczyni¢ si¦ do bardziej efek-
tywnego klasykowania danych. Na przykªad dane mog¡ wspiera¢ teori¦, »e lek X
wywoªuje ró»ne skutki u osób poni»ej 30 roku »ycia i powy»ej 30 roku »ycia. Jednak
ze wzgl¦du na wyeliminowanie cz¦±ci przykªadów dla pacjentów poni»ej 30 roku »y-
cia, proces odkrywania nie mo»e znale¹¢ wystarczaj¡cej ilo±ci danych na poparcie
tej teorii. Podobnie, je±li u»ywamy WD postaci: Pacjenci pªci m¦skiej nie choruj¡
na raka piersi do badania hipotezy: Wpªyw leczenia lekiem X chorych na raka
piersi, mo»na nie dowiedzie¢ si¦ nieoczekiwanej wiedzy, »e pacjenci pªci m¦skiej
równie» mog¡ zachorowa¢ na raka piersi [122]. Nale»y wi¦c zachowa¢ ostro»no±¢ w
zastosowaniu wiedzy dziedzinowej do zaw¦»ania poszukiwa« w danych, aby unik-
n¡¢ zablokowania odkrywania nieoczekiwanej wiedzy. Mo»na to osi¡gn¡¢ na kilka
sposobów. Po pierwsze, ekspert dziedzinowy mo»e przypisa¢ wspóªczynnik ufno±ci
CNF ka»dej regule ze zbioru WD i u»ywa¢ tylko tych reguª, których wspóªczynnik
CNF jest wi¦kszy od okre±lonej warto±ci progowej. Przypisanie wiedzy dziedzino-
wej warto±ci CNF zale»y od tego, jak zbie»na jest wiedza dziedzinowa z ustalonymi
faktami. Na przykªad, bior¡c pod uwag¦ znane fakty, wiedza dziedzinowa postaci:
m¦»czy¹ni nie mog¡ by¢ w ci¡»y powinna otrzyma¢ wy»sz¡ warto±¢ wspóªczyn-
nika ufno±ci ni» wiedza: kobiety w wieku poni»ej 12 i powy»ej 65 roku »ycia nie
mog¡ by¢ w ci¡»y, poniewa» pierwsza jest niemo»liwa z punktu widzenia medycz-
nego, natomiast w drugim przypadku istnieje niewielka szansa, »e kobieta poni»ej
12 lat lub powy»ej 65 lat mo»e zaj±¢ w ci¡»¦. Ekspert powinien zdeniowa¢ me-
chanizm obliczania wspóªczynnika ufno±ci wiedzy dziedzinowej.
Po drugie, rzadko zdarza si¦, »e odkryta wiedza jest prawdziwa dla wszystkich
danych. Reprezentowanie i dostarczanie stopnia pewno±ci jest wa»ne, aby okre±li¢
w jakim stopniu u»ytkownik mo»e zaufa¢ wynikom danego procesu odkrywania
wiedzy. Pewno±¢ ta obejmuje kilka czynników, w tym integralno±¢ danych, wiel-
ko±¢ próby, na której dokonywane s¡ odkrycia, a tak»e stopie« wsparcia ze strony
dost¦pnej wiedzy dziedzinowej. W zwi¡zku z tym, je»eli rozmiar zbioru danych jest
drastycznie redukowany po zastosowaniu WD, to nale»y rozwa»y¢ u»ycie tej wie-
dzy w mniejszym zakresie, albo z niej zrezygnowa¢, w celu unikni¦cia blokowania
nieoczekiwanych wyników. W przeciwnym razie odkryta wiedza nie ma wystarcza-
j¡co wysokiego wspóªczynnika ufno±ci, aby uzna¢ j¡ za interesuj¡c¡.
Po trzecie, u»ywaj¡c wiedzy dziedzinowej w zbyt du»ym zakresie mo»na otrzy-
ma¢ wysoce wyspecjalizowany system, by¢ mo»e bardziej efektywny ni» jakikolwiek
ogólny schemat, jednak nieprzydatny poza konkretn¡ dziedzin¡. Wiedza dziedzi-
nowa mo»e by¢ wykorzystywana efektywniej poprzez opracowanie ogólnego sche-
matu odkrywania wiedzy, a nast¦pnie rozszerzenie go o specyczn¡ wiedz¦ dzie-
dzinow¡ [113].
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2.6 Dotychczasowe badania nad zastosowaniem
wiedzy dziedzinowej
Literatura w dziedzinie odkrywania wiedzy z danych dostarcza wielu przykªadów
zastosowania wiedzy dziedzinowej w procesie KDD. W podrozdziale przedstawione
zostan¡ podej±cia do tego zagadnienia dla procesu KDD oraz osobno w zadaniu
klasykacji i tworzenia odlegªo±ci semantycznej, które s¡ tematem rozprawy.
Przegl¡d istniej¡cych podej±¢ do problemu odkrywania wiedzy z wyko-
rzystaniem wiedzy dziedzinowej
Ró»ni badacze przedstawili sugestie dotycz¡ce roli wiedzy dziedzinowej w KDD.
Brachman i Anand [27] zwrócili uwag¦, »e wiedza dziedzinowa powinna prowadzi¢
proces KDD i nim kierowa¢. Fayyad i wsp. [52] sugeruj¡, »e zastosowanie wie-
dzy dziedzinowej jest wa»ne we wszystkich etapach procesu odkrywania wiedzy.
Domingos [47] sugeruje wykorzystanie tej wiedzy jako najbardziej obiecuj¡cego
podej±cia do zaw¦»ania odkrywania wiedzy oraz dla unikni¦cia znanego problemu
nadmiernego dopasowania odkrytych modeli do zbioru ucz¡cego. Yoon i wsp. [171]
proponuj¡ nast¦puj¡c¡ klasykacj¦ wiedzy dziedzinowej: wiedza mi¦dzyatrybu-
towa, która opisuje zale»no±ci mi¦dzy atrybutami, wiedza kategorii dziedzinowych,
która reprezentuje u»yteczne kategorie warto±ci atrybutów i wiedza korelacji dzie-
dzinowych sugeruj¡ca korelacje mi¦dzy atrybutami. W podobny sposób Anand
i wsp. [8] identykuj¡ nast¦puj¡ce formy wiedzy dziedzinowej: reguªy relacji mi¦-
dzy atrybutami AR-rules (ang. Attribute Relationship Rules), hierarchiczne drzewa
uogólniania HG-Trees (ang. Hierarchical Generalization Trees) i wi¦zy EBC (ang.
Environment-Based Constraints). Przykªadem wi¦zu jest okre±lenie stopnia za-
ufania do ró»nych ¹ródeª danych. Autorzy zastosowali wiedz¦ dziedzinow¡ w celu
zmniejszenia przestrzeni poszukiwa« przed faz¡ eksploracji danych, co daªo bar-
dziej intuicyjne wzorce. W innym badaniu, Ambrosino i Buchanan [7] badali, czy
dodanie wiedzy dziedzinowej poprawia indukcj¦ reguª w przewidywaniu ryzyka
zgonu u pacjentów z pozaszpitalnym zapaleniem pªuc. Rozszerzone modele osi¡-
gaªy znacznie lepsze wyniki (ni»szy ±redni bª¡d) ni» modele bez wiedzy. Zastoso-
wanie wiedzy dziedzinowej polegaªo na dodaniu nowych atrybutów, które zostaªy
pozyskane na podstawie istniej¡cych atrybutów. Wedªug Pohle [115] techniki eks-
ploracji danych s¡ skuteczne w generowaniu u»ytecznych statystyk oraz znajdowa-
niu wzorców w du»ych zbiorach danych, ale nie s¡ tak skuteczne w interpretacji
tych wyników, w czym mo»e pomóc wiedza dziedzinowa. Dybowski i wsp. [49] ba-
dali, w jaki sposób mo»na ª¡czy¢ techniki eksploracji danych z wiedz¡ dziedzinow¡,
aby skonstruowa¢ bardziej u»yteczne, efektywne i skuteczne systemy wspomaga-
nia decyzji. W innym badaniu, Weiss i wsp. [165] poª¡czyli system ekspertowy
z metodami eksploracji danych do uzyskania lepszej identykacji przyszªych klien-
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tów. Opracowali system ekspertowy prowadz¡cy wywiady z menad»erami maªych
i ±rednich przedsi¦biorstw, który na podstawie ich odpowiedzi, zaleca rozpozna-
wanie przyszªych klientów. Pary pytanie-odpowied¹ i zalecane rozwi¡zania byªy
przechowywane jako przykªady przeznaczone do eksploracji metod¡ indukcji re-
guª. Badanie pokazaªo, w jaki sposób baza wiedzy mo»e by¢ wykorzystywana do
naprowadzania procesu odkrywania wiedzy. Autorzy wskazuj¡, »e techniki opra-
cowane w badaniu mog¡ by¢ przydatne dla systemów konsultacyjnych. Znaczenie
ludzkiej inteligencji w eksploracji danych zostaªo zbadane przez Sharma i Osei-
Bryson [133]. Naukowcy zidentykowali dwana±cie procesów eksploracji danych,
które wymagaj¡ ludzkiej inteligencji. Uznano, »e DM wymaga ludzkiej inteligencji
w celu wygenerowania wa»nych wyników. Chien i Chen [37] wspóªpracowali z eks-
pertami dziedzinowymi nad utworzeniem specycznej procedury rekrutacji pra-
cowników i strategiami zarz¡dzania zasobami ludzkimi z wykorzystaniem technik
eksploracji danych. Ich wyniki zostaªy z powodzeniem zastosowane w rzeczywistej
dziaªalno±ci gospodarczej. Singh i Nagpal [137] zaproponowali algorytm IAR (ang.
Interactive Association Rule Mining), stanowi¡cy modykacj¦ algorytmu Apriori.
W podej±ciu tym ekspert dziedzinowy wskazuje interesuj¡ce go atrybuty. Transak-
cje niezawieraj¡ce tych atrybutów s¡ usuwane, co prowadzi do odkrywania tylko
reguª z wybranymi atrybutami. W wyniku zastosowania takiego podej±cia genero-
wano mniej zbiorów cz¦stych (ang. frequent itemsets), uzyskuj¡c w wyniku krótszy
czas odkrywania reguª. Na podstawie przegl¡du przedstawionego przez Cao i wsp.
w [35], mo»na stwierdzi¢, »e przeprowadzono wiele innych bada« wskazuj¡cych
na wa»ne znaczenie wiedzy dziedzinowej w eksploracji danych. Równie» w publi-
kacjach [13, 16] przedstawiono podej±cia maj¡ce na celu poprawienie za pomoc¡
wiedzy dziedzinowej jako±ci klasycznych metod konstruowania klasykatorów, ta-
kie jak wprowadzanie podpowiedzianych przez eksperta wag klas decyzyjnych czy
dyskretyzacja atrybutów wsparta za pomoc¡ wiedzy dziedzinowej.
Przegl¡d istniej¡cych podej±¢ do klasykacji z wykorzystaniem wiedzy
dziedzinowej
W jednym z pierwszych bada« na ten temat, Pazzani i Kibler [108] opracowali algo-
rytm uczenia ogólnego przeznaczenia o nazwie FOCL (ang. First Order Combined
Learner), który ª¡czyª uczenie oparte na wyja±nieniach z uczeniem indukcyjnym.
W pó¹niejszej pracy, Pazzani i wsp. [109] przeprowadzili eksperyment porównu-
j¡cy FOCL z wiedz¡ dziedzinow¡ z FOCL bez tej wiedzy. Jako wiedz¦ dziedzi-
now¡ zastosowano fragment bazy wiedzy systemu ekspertowego. Autorzy stwier-
dzili, »e wª¡czenie wiedzy dziedzinowej znacz¡co zmniejsza liczb¦ bª¦dnych klasy-
kacji, gdy powi¦ksza si¦ zbiory treningowe. Hirsh i Noordewier [69] zastosowali
wiedz¦ dziedzinow¡ dotycz¡c¡ biologii molekularnej do wyra»ania danych za po-
moc¡ cech wy»szego poziomu. Prowadzili oni eksperymenty z cechami wy»szego
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poziomu i bez nich, stosuj¡c drzewa decyzyjne C4.5 i sztuczne sieci neuronowe
z propagacj¡ wsteczn¡ w zadaniach klasykacji sekwencji DNA (promotorowych
i typu splice-junction). Dane surowe (sekwencje 60 nukleotydów) zast¡piono 19
cechami, takimi jak np. obecno±¢ wzorców GTG/CAC (zwi¡zane z interakcjami
DNA-biaªko), wªa±ciwo±ci zyczne i chemiczne sekwencji (proporcja A i T wpªy-
waj¡ca na temperatur¦ rozwijania helis DNA), ksztaªt helisy DNA (na podstawie
pewnej kolejno±ci zasad). Odsetek bª¦dów metody C4.5 wynosiª 20.4% dla cech
niskopoziomowych i 8.7% dla wysokopoziomowych podczas klasykacji promoto-
rów oraz 13.2% dla cech niskopoziomowych i 4.2% dla wysoko-poziomowych pod-
czas klasykacji splice-junctions. Podobne wyniki uzyskano dla sieci neuronowych.
W przypadku obu metod, wykorzystanie cech wy»szego poziomu daªo w wyniku
znacz¡co ni»sze wska¹niki bª¦dów. Ciekawe, »e poª¡czenie obu typów cech daªo
gorsze wyniki ni» dla samych tylko cech wysokiego poziomu: 10.6% i 5.1%, od-
powiednio dla promotorów i splice-junction. Ware i wsp. zaproponowali w [163]
interaktywne podej±cie do budowy drzew decyzyjnych, w których podziaªy w¦zªów
wskazywane s¡ przez u»ytkownika (eksperta). System na ka»dym etapie budowy
drzewa umo»liwia wizualizacj¦ danych w w¦zªach i aktualizuje je stosownie do wy-
branych podziaªów. Wyniki w postaci dokªadno±ci klasykacji ACC (patrz Rozdz.
3.3), uzyskane za pomoc¡ takiego podej±cia dla zbioru Iris (z repozytorium [158]),
powszechnie stosowanego do testowania metod klasykacji, byªy porównywalne
z wynikami metody C4.5, ale uzyskiwano mniejsze rozmiary drzew. Zastosowanie
abstrakcyjnych atrybutów do budowy drzew decyzyjnych zaproponowali Zhang
i wsp. w [176]. W podej±ciu tym wykorzystywana jest hierarchiczna taksonomia
warto±ci atrybutów AVT (ang. attribute value taxonomy), w której na wy»szych
poziomach znajduj¡ si¦ atrybuty abstrakcyjne, stanowi¡ce zgrupowane warto±ci
ni»szego poziomu (np. sok jabªkowy i sok pomara«czowy reprezentuj¡ abstrak-
cyjny atrybut: sok owocowy). Algorytm wybiera nie tylko atrybut, ale tak»e jego
poziom abstrakcji. Rola eksperta polega na utworzeniu taksonomii atrybutów sta-
nowi¡cej sposób reprezentacji wiedzy dziedzinowej. Wykorzystanie tego podej±cia
np. do danych dotycz¡cych nowotworów zªo±liwych piersi daªo zmniejszenie odsetka
bª¦dów klasykacji metody C4.5 z 34% do 29% [175]. W badaniach przeprowadzo-
nych przez Sinha i Zhao [138] zastosowano wiedz¦ dziedzinow¡ przy wyznaczaniu
zdolno±ci kredytowej z wykorzystaniem 7 metod klasykacji (naiwny klasyka-
tor Bayesa, regresja logistyczna, drzewa i tablice decyzyjne, sztuczne sieci neuro-
nowe, metoda k-najbli»szych s¡siadów i SVM. Wiedza dziedzinowa miaªa posta¢
dodatkowego atrybutu wyznaczonego na podstawie reguª eksperta (ocena mo»li-
wo±ci spªaty kredytu w zakresie 0-100%). Ustalono, »e istnieje zale»no±¢ pomi¦dzy
sposobem klasykacji a wiedz¡ dziedzinow¡. Badacze stwierdzili, »e zastosowanie
wiedzy dziedzinowej ma wi¦kszy wpªyw na wydajno±¢ niektórych metod eksplo-
racji danych, ni» innych. Z wyj¡tkiem drzew decyzyjnych uzyskano statystycznie
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istotn¡ popraw¦ jako±ci klasykacji w porównaniu z modelami bez wiedzy dzie-
dzinowej. Zhao i in. [177] zbadali wpªyw zastosowania wiedzy dziedzinowej na
wyniki przewidywania upadªo±ci banków. W oparciu o wiedz¦ dziedzinow¡ skon-
struowano 26 nowych zmiennych (wska¹niki nansowe), których zastosowanie w 4
badanych metodach klasykacji (regresja logistyczna, drzewa decyzyjne, sztuczne
sieci neuronowe i metoda k-najbli»szych s¡siadów) daªo statystycznie istotn¡ po-
praw¦ jako±ci klasykacji. Wyniki ich bada« wykazaªy, »e takie podej±cie znacznie
poprawia wydajno±¢ klasykatora, przy czym byªa ona najmniejsza dla drzew de-
cyzyjnych. Podej±cie zaproponowane przez Redouane i wsp. w [124] polega na
podziale zbioru danych przez eksperta dziedzinowego na niezale»ne semantycznie
cz¦±ci. Ka»da cz¦±¢ jest traktowana jako szum informacyjny dla pozostaªych cz¦-
±ci zbioru i dlatego dla ka»dej z nich budowane jest osobne drzewo decyzyjne.
Podej±cie to zastosowano do klasykacji chorób gruczoªu tarczowego, oddzielaj¡c
infekcje tego narz¡du wyst¦puj¡ce u dorosªych od tych wyst¦puj¡cych u dzieci.
Uzyskane w ten sposób ±rednie ACC dla podzbiorów wynosiªo 68%, natomiast dla
caªego zbioru: 66%.
Przegl¡d istniej¡cych podej±¢ do konstrukcji odlegªo±ci z wykorzysta-
niem wiedzy dziedzinowej
Przegl¡d istniej¡cych podej±¢ do wyznaczania odlegªo±ci mi¦dzy poj¦ciami przed-
stawiono w [110] oraz [152]. Miary podobie«stwa semantycznego i pokrewie«stwa
podzielono tam na takie rodzaje jak: oparte na ±cie»kach w ontologii poj¦¢, oparte
na zawarto±ci informacji oraz na wektorach kontekstowych. Rada i wsp. [121] de-
niuj¡ poj¦cie odlegªo±ci semantycznej jako dªugo±¢ najkrótszej ±cie»ki ª¡cz¡cej
dwa poj¦cia w ontologii poj¦¢. Im dªu»sza ±cie»ka, tym bardziej oddalone seman-
tycznie s¡ poj¦cia. Miar¦ podobie«stwa semantycznego pomi¦dzy poj¦ciami opart¡
na dªugo±ci oraz gª¦boko±ci ±cie»ki zaproponowali Wu i Palmer w [170]. Podej±cie
to wykorzystuje liczb¦ kraw¦dzi typu 'is-a' od poj¦¢ do najbli»szego wspólnego
przodka LCS (ang. lowest common subsumer) oraz liczb¦ kraw¦dzi do korzenia
taksonomii. Leacock i Chodorow [86] zaproponowali miar¦ podobie«stwa seman-
tycznego opart¡ na najkrótszej ±cie»ce w leksykalnej bazie danych WordNet [169].
Dªugo±¢ ±cie»ki jest skalowana z wykorzystaniem maksymalnej gª¦boko±ci takso-
nomii do warto±ci z przedziaªu od 0 do 1, a podobie«stwo jest wyliczane jako
ujemny logarytm z tej warto±ci. Miara podobie«stwa oparta na poj¦ciu zawarto-
±ci informacji IC (ang. Information Content) zostaªa przedstawiona przez Resnika
w [125]. IC b¦d¡ca miernikiem specyczno±ci poj¦cia, jest obliczana dla ka»dego
poj¦cia w hierarchii na podstawie cz¦sto±ci wyst¦powania tego poj¦cia w szerszym
kontek±cie. Wykorzystuj¡c poj¦cie IC, Resnik proponuje miar¦, w której podo-
bie«stwo semantyczne dwóch poj¦¢ jest proporcjonalne do ilo±ci informacji, któr¡
dziel¡. Lin w [88] zaproponowaª rozszerzenie pracy Resnika, poprzez skalowanie
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zawarto±ci informacyjnej poj¦cia nadrz¦dnego LCS przez zawarto±¢ informacyjn¡
poszczególnych poj¦¢. Hsu i wsp. [70] przedstawili reprezentacj¦ odlegªo±ci w po-
staci hierarchii odlegªo±ci stanowi¡cej rozszerzenie hierarchii poj¦¢ poprzez nadanie
wag poª¡czeniom. Odlegªo±¢ mi¦dzy dwiema warto±ciami atrybutu (kategorycz-
nego lub numerycznego) jest mierzona jako caªkowita waga poª¡cze« na ±cie»ce
mi¦dzy dwoma w¦zªami poj¦¢. Wagi okre±lane s¡ przez eksperta (wiedza dziedzi-
nowa). Proponowane podej±cie zastosowane w algorytmie grupowania z u»yciem
hierarchicznej metody aglomeracyjnej lepiej ukazywaªo podobie«stwo struktury
danych.
Wymienione metody wyznaczania odlegªo±ci semantycznej z wykorzystaniem
WD dotycz¡ budowy odlegªo±ci mi¦dzy poj¦ciami lub warto±ciami atrybutów,
przez co znajduj¡ zastosowanie np. w dyskretyzacji atrybutów. Proponowana nato-
miast w rozprawie metoda konstrukcji odlegªo±ci ontologicznej stanowi odmienne
podej±cie, maj¡ce na celu porównywanie podobie«stwa mi¦dzy obiektami przyna-
le»¡cymi do poj¦¢, podobnie jak w metodzie mierzenia podobie«stwa pomi¦dzy
planami we wcze±niejszej pracy autorki rozprawy [16].
Jak pokazano w przedstawionym przegl¡dzie literatury na temat zastosowa-
nia WD w procesie KDD, wiedza dziedzinowa jest stosowana w ró»nym stopniu
na wielu etapach i w zró»nicowanej postaci. Trzeba tak»e zwróci¢ uwag¦ na fakt,
»e wiele obecnych narz¦dzi do odkrywania wiedzy nie umo»liwia reprezentowania
wiedzy dziedzinowej. Wykorzystanie tej wiedzy w praktyce jest najcz¦±ciej obsªu-
giwane r¦cznie, poprzez wyeliminowanie np. zb¦dnych atrybutów dla konkretnego
problemu decyzyjnego [103].
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2.6.1 Problemy we wdra»aniu wiedzy dziedzinowej do pro-
cesu odkrywania wiedzy
Pomimo wielu doniesie« o mo»liwo±ciach poprawiania efektywno±ci odkrywania
wiedzy z danych z wykorzystaniem wiedzy dziedzinowej, wci¡» nie opracowano
jednolitej metodologii jej zastosowania. Wynika to z wielu przyczyn, w±ród któ-
rych mo»na wyró»ni¢ trudno±ci z dost¦pem do ekspertów, pozyskiwaniem wiedzy
od ekspertów, jej reprezentacj¡ i ró»ne obszary zastosowa«. Nabywanie wiedzy
jest zwykle trudnym i czasochªonnym zadaniem [164], poniewa» eksperci cz¦sto
nie potra¡ wyrazi¢ heurystyk lub zasad, które sªu»¡ im do skutecznego rozwi¡-
zania problemów decyzyjnych. To zjawisko nazywane jest w¡skim gardªem w pro-
cesie akwizycji wiedzy (ang. knowledge acquisition bottleneck) [138]. Co wi¦cej,
im bardziej kompetentnym staje si¦ ekspert, tym mniej jest on w stanie opisa¢
wykorzystywan¡ przez siebie wiedz¦ do rozwi¡zywania problemów [74]. Istotny
jest tak»e ograniczony czas, który ekspert mo»e po±wi¦ci¢ na opisywanie swojej
wiedzy. W±ród metod maj¡cych na celu rozwi¡zanie przedstawionych problemów
w pozyskiwaniu wiedzy opracowano na gruncie in»ynierii wiedzy wiele technik uªa-
twiaj¡cych to zadanie. Nale»¡ do nich m.in.: przeprowadzanie wywiadów, proto-
koªy analiz czy obserwacje. Zwraca si¦ uwag¦ tak»e na odpowiedni dobór eksperta,
od którego wiedza b¦dzie pozyskiwana. Wybór powinien opiera¢ si¦ na osi¡gni¦-
ciach i do±wiadczeniu eksperta, a tak»e ªatwo±ci komunikacji z in»ynierem wiedzy.
Niestety, wiedza dziedzinowa cz¦sto jest nieformalna i trudno strukturyzowalna.
Trudno jest zatem wciela¢ t¦ wiedz¦ do standardowych metod eksploracji danych.
Z drugiej strony nale»y zachowa¢ pewn¡ ostro»no±¢ przy stosowaniu wiedzy
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Metody budowy klasykatorów próbuj¡ odkry¢ zale»no±¢ mi¦dzy zmiennymi
obja±niaj¡cymi (predykcyjnymi) oraz zmienn¡ celu. Odkryty zwi¡zek jest zawarty
w strukturze zwanej modelem. Zazwyczaj modele opisuj¡ i wyja±niaj¡ zjawiska
ukryte w zbiorze danych i mog¡ by¢ u»ywane do przewidywania warto±ci atrybutu
decyzyjnego na podstawie warto±ci atrybutów warunkowych. Zadanie klasykacji
polega zatem na modelowaniu granic mi¦dzy klasami. Utworzone modele dokonuj¡
podziaªu caªej przestrzeni na obszary odpowiadaj¡ce klasom.
Do utworzenia modelu predykcyjnego potrzebny jest zbiór obiektów, dla któ-
rych znane s¡ warto±ci zarówno zmiennych predykcyjnych jak i zmiennych celu
(zbiór ucz¡cy), aby mo»na byªo przewidywa¢ warto±¢ zmiennej celu dla nowych
obiektów, dla których znane s¡ tylko warto±ci zmiennych predykcyjnych. Konstruk-
cja modelu mo»e odbywa¢ si¦ poprzez znalezienie parametrów funkcji separuj¡cej
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(sieci neuronowe, metoda wektorów podpieraj¡cych), wygenerowanie zestawu re-
guª b¡d¹ drzew decyzyjnych, czy te» znalezieniu parametrów rozkªadu (regresja).
Caªy proces klasykacji mo»na podzieli¢ na dwa etapy [63]:
1. Uczenia - konstrukcja modelu w oparciu o zbiór danych (przykªady ucz¡ce).
2. Klasykacji - zastosowanie modelu do predykcji etykiet klas dla nowych
obiektów.
Na pocz¡tku etapu drugiego ocenia si¦ dokªadno±¢ predykcji modelu (klasyka-
tora). Je»eli dokªadno±¢ predykcji jest akceptowalna, model mo»e zosta¢ wykorzy-
stany do klasykacji przyszªych (nowych) danych, dla których warto±¢ atrybutu
decyzyjnego jest nieznana.
Na przestrzeni ostatnich kilkudziesi¦ciu lat opracowano wiele algorytmów kla-
sykacji (patrz [95, 64, 65, 92, 63, 174]), ró»ni¡cych si¦ takimi wªa±ciwo±ciami
jak: jako±¢ klasykacji, szybko±¢ klasykacji, szybko±¢ uczenia, zapotrzebowania
pami¦ciowe czy zªo»ono±¢ obliczeniowa, z których najcz¦±ciej wymienia si¦ takie
metody jak:
 Dyskryminacja liniowa, LDA (ang. Linear Discriminant Analysis) i kwadra-
towa, QDA (ang. Quadratic Discriminant Analysis) [95, 65, 174] - polegaj¡
na znalezieniu liniowej czy kwadratowej kombinacji cech, okre±laj¡cych gra-
nice mi¦dzy klasami;
 Metoda najbli»szych s¡siadów, k-NN (ang. k-Nearest Neighbours) [95, 63,
174] - nowemu obiektowi przypisuje si¦ klas¦, która wyst¦puje najcz¦±ciej
po±ród jego k s¡siadów. S¡siedztwo oznacza k najbli»szych obiektów znajdu-
j¡cych si¦ w zbiorze ucz¡cym, najbli»szych w sensie okre±lonej miary odle-
gªo±ci;
 Naiwny klasykator Bayesa, NB (ang. Naive Bayes) [92, 63, 168, 174] - jedna
z metod bazuj¡cych na ocenie prawdopodobie«stwa przynale»no±ci do okre-
±lonej grupy. Opiera si¦ na regule Bayesa u»ytej do wyznaczenia prawdopo-
dobie«stwa a posteriori nale»enia do poszczególnych klas;
 Drzewa decyzyjne, DT (ang. Decision Trees) [95, 65, 92, 168, 174] - kla-
sykator jest reprezentowany przez drzewo, w którego w¦zªach znajduj¡ si¦
pytania o warto±ci okre±lonej cechy, a w li±ciach oceny klas. Aby zbudowa¢
drzewo klasykacyjne nale»y okre±li¢ kryterium podziaªu oraz kryterium za-
trzymania podziaªu (stopu);
 Sztuczne sieci neuronowe, ANN (ang. Articial Neural Networks) [95, 92, 63]
- systemy, których struktura jest wzorowana na dziaªaniu ludzkiego ukªadu
nerwowego, realizuj¡ce obliczenia poprzez rz¦dy elementów, zwanych sztucz-
nymi neuronami. SNN ucz¡ si¦ zadanej funkcji poprzez obserwowanie przy-
50
3.1. Drzewa decyzyjne
kªadów jej dziaªania, a proces uczenia polega na modykowaniu wag neuro-
nów;
 Metoda wektorów no±nych SVM (ang. Support Vector Machines) [92, 63, 174]
- ide¡ wykorzystywan¡ w tej technice jest transformacja zmiennych oryginal-
nych, tak aby obiekty ró»nych klas mo»na byªo rozdzieli¢ hiperpªaszczyznami
i wybór spo±ród wielu mo»liwych tego typu rozwi¡za«, optymalnych w okre-
±lonym sensie.
Poniewa» w rozprawie do sprawdzenia prawdziwo±ci tez zastosowano dwie tech-
niki tworzenia klasykatorów: drzewa decyzyjne oraz metod¦ k-NN, zostan¡ one
omówione dokªadniej.
3.1 Drzewa decyzyjne
Drzewo decyzyjne to struktura drzewiasta w sensie teorii grafów reprezentuj¡ca
proces podziaªu zbioru obiektów na klasy. W¦zªy wewn¦trzne opisuj¡ sposób do-
konania tego podziaªu, li±cie odpowiadaj¡ klasom, do których przynale»¡ obiekty.
Natomiast kraw¦dzie drzewa reprezentuj¡ warto±ci cech, na podstawie których do-
konano podziaªu [119]. W oryginalnej koncepcji drzew decyzyjnych [119, 120, 30]
jako kryterium wyboru testu podczas budowy drzewa stosowane s¡ takie miary
jak: entropia, zysk informacji czy wspóªczynnik korzy±ci. Drzewo decyzyjne bu-
duje si¦ w sposób rekurencyjny od korzenia do li±cia w oparciu o zasad¦ dziel
i rz¡d¹ (ang. divide and conquer), która polega na podziale zªo»onego problemu
na prostsze podzadania, a nast¦pnie rekursywnym zastosowaniu tej strategii do
utworzonych podzada«. Klasykacja odbywa si¦ poprzez dopasowywanie klasy-
kowanego obiektu do ±cie»ki od korzenia do li±cia zgodnie z wynikami testów.
Przykªad drzewa decyzyjnego utworzonego dla zbioru danych WeatherP lay
opisuj¡cego warunki pogodowe przedstawia Rys. 3.1. W zbiorze tym dost¦pne s¡
dwa atrybuty numeryczne: temperatura (ang. temperature) oraz wilgotno±¢ po-
wietrza (ang. humidity), jeden symboliczny wielowarto±ciowy: warunki zewn¦trzne
(ang. outlook), jeden symboliczny dwuwarto±ciowy: wietrzna pogoda (ang. windy)
oraz atrybut granie (ang. play) stanowi¡cy zmienn¡ decyzyjn¡. Celem analizy jest
okre±lenie, czy w dan¡ pogod¦ dobrze gra si¦ w golfa. Drzewo posiada 3 w¦zªy
wewn¦trzne oraz 5 w¦zªów ko«cowych (li±ci). W ka»dym li±ciu na rysunku podano
liczb¦ obiektów tworz¡cych w¦zeª oraz proporcj¦ klas decyzyjnych. Li±cie przykªa-
dowego drzewa zawieraj¡ obiekty tylko jednej klasy decyzyjnej, dlatego przedsta-
wione s¡ za pomoc¡ jednego koloru ka»dy (jasnoszare sªupki reprezentuj¡ klas¦ tak
(ang. yes), ciemnoszere - klas¦ nie (ang. no).
> WeatherPlay
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outlook temperature humidity windy play
1 sunny 85 85 false no
2 sunny 80 90 true no
3 overcast 83 86 false yes
4 rainy 70 96 false yes
5 rainy 68 80 false yes
6 rainy 65 70 true no
7 overcast 64 65 true yes
8 sunny 72 95 false no
9 sunny 69 70 false yes
10 rainy 75 80 false yes
11 sunny 75 70 true yes
12 overcast 72 90 true yes
13 overcast 81 75 false yes
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Rysunek 3.1: Przykªadowe drzewo decyzyjne dla zbioru WeatherPlay [156], w któ-
rym problem decyzyjny polega na przewidywaniu dobrych warunków pogodowych
do gry w golfa.
Zauwa»my, »e powy»sze drzewo decyzyjne mo»na traktowa¢ wprost jako klasy-
kator, gdy» obiekty testowe mog¡ by¢ klasykowane poprzez stwierdzenie do ja-
kiego li±cia drzewa nale»¡. Jest to mo»liwe, bo dzi¦ki wyznaczonym ci¦ciom mo»na
prze±ledzi¢ przynale»no±¢ obiektu na ±cie»ce od korzenia do li±cia, po czym skla-
sykowa¢ obiekt do klasy decyzyjnej, której obiekty dominuj¡ w tym li±ciu.
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Najpopularniejszymi algorytmami na bazie drzew decyzyjnych s¡ dychotomi-
zer interaktywny ID3 (ang. Interactive Dichotomizer, version 3 ), CART (ang.
Classication and Regression Trees) oraz C4.5 [30, 119, 120]. W trzech pierwszych
proponowanych w rozprawie metodach wykorzystano klasykator oparty na binar-
nym drzewie decyzyjnym lokalnej dyskretyzacji (patrz np. [101]).
3.1.1 Ci¦cia i wzorce
Metoda wyboru atrybutu oraz jego warto±ci, czyli ci¦cia, które wykorzystywane s¡
do podziaªu zbioru obiektów, stanowi kluczowy element konstrukcji drzewa decy-
zyjnego lokalnej dyskretyzacji. Wybór ten powinien uwzgl¦dnia¢ badanie warto±ci
atrybutu decyzyjnego obiektów ze zbioru ucz¡cego.
Formalnie, ci¦cie to para (a; v) zdeniowana dla danej tablicy decyzyjnej A =
(U;A;[fdg) w sensie zbiorów przybli»onych Pawlaka (patrz [105, 107]), gdzie a 2
A (A to zbiór atrybutów lub kolumn w zbiorze danych), natomiast v stanowi
warto±¢ atrybutu a.
Dowolne ci¦cie c = (a; v) deniuje dwa wzorce, gdzie wzorzec oznacza opis
zbioru obiektów. Wzorce te okre±lane s¡ odmiennie dla atrybutów numerycznych
i symbolicznych. W przypadku atrybutów numerycznych, pierwszy wzorzec na
bazie ci¦cia (a; v), nazywany b¦dzie lewym wzorcem i jest formuª¡: TL(c) = fu 2
U : a(u) < vg, natomiast drugi wzorzec jest formuª¡: TR(c) = fu 2 U : a(u)  vg
i nazywany b¦dzie prawym wzorcem .
Niech dla danego obiektu u 2 U speªniona jest nierówno±¢ a(u) < v. Wówczas
b¦dziemy mówi¢, »e obiekt u pasuje do wzorca (ang. matches pattern) lub wspiera
wzorzec (ang. supports pattern). W przeciwnym razie, obiekt nie pasuje do wzorca
TL(c). Analogicznie, obiekt u pasuje do wzorca TR(c), je»eli prawdziwe jest wy-
ra»enie: a(u)  v, co oznacza, »e warto±¢ atrybutu a obiektu u jest wi¦ksza lub
równa v, w przeciwnym przypadku, obiekt nie pasuje do wzorca TR(c).
Dla atrybutów symbolicznych lewy wzorzec jest wzorem: TL(c) = fu 2 U :
a(u) = vg, natomiast prawym wzorcem jest formuªa: TR(c) = fu 2 U : a(u) 6= vg.
Obiekt u 2 U pasuje do wzorca TL(c), je»eli speªniona jest równo±¢: a(u) = v, czyli
warto±¢ atrybutu a 2 A dla tego obiektu jest równa v, w przeciwnym wypadku
obiekt nie pasuje do wzorca TL(c). W ko«cu, obiekt u 2 U pasuje do wzorca
TR(c), gdy pasuje do opisu: a(u) 6= v, to znaczy warto±¢ atrybutu a nie równa si¦
v, inaczej obiekt nie pasuje do wzorca.
Je»eli c jest ci¦ciem, wzorzec zdeniowany dla c ogólnie oznaczany b¦dzie jako
T (c), przy czym mo»e on odpowiada¢ wzorcowi TL(c) lub TR(c). Dla uproszczenia
opisu, w miejsce T (c) stosowany b¦dzie zapis T dla ustalonego ju» ci¦cia c. Po-
nadto, je»eli T stanowi dowolny spo±ród dwóch wzorców okre±lony na podstawie
ci¦cia c, wówczas :T (c) oznacza wzorzec inny ni» T , dla ci¦cia c. Je»eli ponadto
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zdeniowany jest wzorzec T dla danej tablicy decyzyjnej A = (U;A;[fdg), wów-
czas A(T ) oznacza zbiór wszystkich obiektów z U pasuj¡cych do wzorca T .
Para obiektów (u1; u2) 2 U  U jest rozró»niana przez ci¦cie c deniuj¡ce
wzorzec T , je»eli u1 pasuje do wzorca T , natomiast u2 do niego nie pasuje. Lub
odwrotnie, u2 pasuje do wzorca T , a u1 nie. Na przykªad, pary (x1; x2) czy (o3; o4)
z Rys. 3.2 nie s¡ rozró»niane przez ci¦cie c = (a; v) deniuj¡ce wzorzec T , na-
tomiast pary (x2; x4) i (o1; x5) s¡ rozró»niane przez c. Przez Disc(c) oznaczana
Rysunek 3.2: Wizualizacja ci¦cia w przestrzeni dwuwymiarowej.
b¦dzie liczba par obiektów z ró»nych klas decyzyjnych rozró»nianych przez ci¦-
cie c. Sposób wyliczania Disc(c) przedstawiony zostanie na przykªadzie obiektów
z Rys. 3.2. Na rysunku znajduje si¦ 11 obiektów, przynale»¡cych do dwóch klas
decyzyjnych: X i O. Do pierwszej klasy nale»¡ obiekty: x1; x2; x3; x4; x5, do dru-
giej: o1; o2; o3; o4; o5; o6. Wzorzec T zdeniowany przez ci¦cie (a; v) dzieli obiekty
na nast¦puj¡ce dwa podzbiory: fx1; x2; x3; o1; o2g oraz fx4; x5; o3; o4; o5; o6g, z któ-
rych jeden zawiera przykªady pasuj¡ce do T , a drugi niepasuj¡ce do T . Pierwszy
podzbiór zawiera 3 obiekty z klasy X i 2 z klasy O, natomiast drugi: 2 obiekty
z klasy X oraz 4 z klasy O. Liczba obiektów rozró»nianych przez ci¦cie c = (a; v)
wynosi zatem: Disc(c) = 3  4 + 2  2 = 16. Po wyznaczeniu warto±ci tej miary dla
wszystkich mo»liwych ci¦¢, mo»na zachªannie wybra¢ jedno z ci¦¢ i na jego podsta-
wie podzieli¢ zbiór wszystkich obiektów na dwie cz¦±ci. Takie podej±cie mo»e by¢
z ªatwo±ci¡ uogólnione do przypadku z wi¦cej ni» dwiema klasami decyzyjnymi.
Liczba Disc(c) b¦dzie tutaj traktowana jako miara jako±ci ci¦cia c.
Du»e znaczenie ma fakt, »e powy»sza miara jako±ci ci¦cia Disc(c) mo»e by¢
wyliczona dla danego ci¦cia w czasie O(n), gdzie n oznacza liczb¦ obiektów w ta-
beli decyzyjnej [23]. Jednak wyznaczenie optymalnego ci¦cia wymaga wyliczenia
miary jako±ci dla wszystkich potencjalnych ci¦¢. W tym celu nale»y sprawdzi¢
wszystkie potencjalne ci¦cia, uwzgl¦dniaj¡c wszystkie atrybuty warunkowe. Mo»e
to by¢ zrealizowane za pomoc¡ wielu sposobów. Jedna z takich metod, w przy-
padku atrybutów numerycznych, najpierw sortuje warto±ci danego atrybutu, dla
54
3.1. Drzewa decyzyjne
którego poszukujemy optymalnego podziaªu. To pozwala na wyznaczenie optymal-
nego ci¦cia w czasie liniowym.
Sortowanie warto±ci atrybutu skutkuje faktem, »e wyliczenie optymalnego po-
dziaªu odbywa si¦ w czasie O(n  log n m), gdzie n oznacza liczb¦ obiektów, a m
liczb¦ atrybutów warunkowych.
3.1.2 Miary jako±ci podziaªów w drzewie decyzyjnym
Na ka»dym etapie tworzenia drzewa algorytm wybiera zachªannie najlepsze ci¦-
cie zgodnie z przyj¦t¡ miar¡ jako±ci. W rozprawie do budowy drzewa lokalnej
dyskretyzacji zastosowano takie miary jak: miara oparta na liczbie par obiektów
nale»¡cych do ró»nych klas decyzyjnych rozró»nianych przez ci¦cie, nazywana da-
lej DiscPairs, zysk informacji (ang. Information Gain) czy indeks Giniego (ang.
Gini index ). Klasykator skonstruowany za pomoc¡ drzewa lokalnej dyskretyzacji
i dowolnej z tych miar b¦dzie nazywany dalej klasycznym drzewem decyzyjnym
i oznaczany przez CTree CTree.
Miara DiscPairs





Mi Nj; dla i 6= j (3.1)
gdzie D to zbiór klas decyzyjnych, Mi i Nj to liczba obiektów w lewym oraz
prawym poddrzewie nale»¡cych do ró»nych klas decyzyjnych. Na przykªad, niech
ci¦cie c dzieli zbiór obiektów nale»¡cych do dwóch klas decyzyjnych na dwie grupy
o liczebno±ci odpowiednio M i N , a liczba obiektów przynale»¡cych do klas C0 i
C1 niech wynosi M0 i M1 w jednej grupie oraz N0 i N1 w drugiej. Wówczas liczba
par obiektów rozró»nianych przez to ci¦cie jest dana wzorem (3.2):
QDisc(c;X) = M0N1 +M1N0 (3.2)
Je±li wyznaczymy warto±¢ tej miary dla wszystkich mo»liwych ci¦¢, to mo»emy
zachªannie wybra¢ jedno z ci¦¢ o najwy»szej warto±ci miary i podzieli¢ caªy zbiór
obiektów na dwie cz¦±ci na jego podstawie.
Zysk informacji
Miara ta zostaªa opisana przy budowie drzew metod¡ C4.5 [120]. Podej±cie to wy-
korzystuje poj¦cie entropii opisane przez C. Shannona w jego pracy na temat teorii
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informacji [132]. W odniesieniu do konstrukcji drzew decyzyjnych miara ta repre-
zentuje ró»norodno±¢ zbioru obiektów, która odpowiada danemu w¦zªowi w drze-
wie. Niech ponownie X b¦dzie zbiorem obiektów, który skªada si¦ z dwóch klas
decyzyjnych: C0 i C1. Ponadto, p0 =
jC0j
jXj i p1 =
jC1j
jXj s¡ rozkªadem C0 i C1 w zbiorze




pi  log2 pi (3.3)
Jako±¢ binarnego podziaªu, który jest okre±lony przez warto±¢ ci¦cia c w zbiorze






jXj  Entropia(Xi) (3.4)
gdzie Xi dla i 2 f0; 1g stanowi¡ podzbiory X, które odpowiadaj¡ podziaªowi
zdeniowanemu przez warto±¢ ci¦cia c.
Warto±¢ zysku informacji jest okre±lana dla wszystkich mo»liwych ci¦¢, a na-
st¦pnie zachªannie wybierane jest to ci¦cie, które maksymalizuje warto±¢ miary.
Oczywi±cie ten przykªad mo»na uogólni¢ na wi¦ksz¡ liczb¦ klas decyzyjnych ni»
dwie.
Indeks Giniego
Jest to miara jako±ci ci¦¢ zastosowana w algorytmie CART [30]. Stosuj¡c oznacze-
nia takie jak przy opisie poprzednich miar, niech X zawiera przykªady z klasy C0












Tak jak wcze±niej, najlepszy podziaª jest wybierany zachªannie ze wszystkich mo»-
liwych ci¦¢. Analogicznie jak poprzednio, takie podej±cie mo»e by¢ uogólnione do
wi¦cej ni» dwóch klas decyzyjnych.
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3.1.3 Budowa drzewa decyzyjnego
W strategii dyskretyzacji lokalnej, po znalezieniu najlepszego ci¦cia i podzieleniu
zbioru obiektów na dwie grupy, procedura ta jest powtarzana rekurencyjnie dla
ka»dego zbioru obiektów, a» do speªnienia warunku zatrzymania. Warto zauwa»y¢,
»e dyskretyzacja formalnie nie obejmuje grupowania warto±ci symbolicznych, ale
rozwa»ania mo»na przenie±¢ tak»e na przypadek takich warto±ci. Warunek stopu
tworzenia podziaªów jest tak skonstruowany, »e dana cz¦±¢ nie jest ju» dzielona
(staje si¦ li±ciem drzewa), gdy zawiera obiekty nale»¡ce do jednej klasy decyzyjnej
(alternatywnie, obiekty jednej klasy stanowi¡ okre±lony odsetek, który stanowi
parametr metody) lub gdy dalsze podziaªy nie daj¡ poprawy jako±ci podziaªu.
Zatem strategia lokalnej dyskretyzacji mo»ne by¢ realizowana w postaci drzewa







Rysunek 3.3: Drzewo decyzyjne stosowane w lokalnej dyskretyzacji.
W praktyce cz¦sto dane s¡ zaszumione, co powoduje rozrost drzewa decy-
zyjnego, utrudnia zrozumienie jego reguª, a tak»e nara»a na przeuczenie. Kosz-
tem utraty zgodno±ci (ang. consistency), tj. poprawnego rozpoznania absolutnie
wszystkich obiektów zbioru ucz¡cego, d¡»y si¦ do poprawy jako±ci klasykacji no-
wych obiektów poprzez np. przycinanie (ang. pruning) drzewa. Przycinanie polega
na zast¡pieniu odpowiednio gª¦boko poªo»onych wierzchoªków li±¢mi. Wyró»nia
si¦ dwie grupy metod przycinania, tj. metody zatrzymuj¡ce w odpowiednim mo-
mencie tworzenie drzewa (ang. pre-pruning) oraz metody generuj¡ce peªne drzewo,
a nast¦pnie dokonuj¡ce jego przyci¦cia (ang. post-pruning).
3.1.4 Drzewo decyzyjne jako klasykator
Drzewo decyzyjne mo»e by¢ traktowane jako klasykator poj¦cia C reprezentowa-
nego przez atrybut decyzyjny danej tablicy decyzyjnej DT . Niech u b¦dzie nowym
obiektem, a DT (T ) podtablic¡ zawieraj¡ca wszystkie obiekty pasuj¡ce do wzorca
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T zdeniowanego przez ci¦cie w bie»¡cym w¦¹le danego drzewa decyzyjnego. Kla-
sykacja obiektu u przebiega wedªug Algorytmu 3.1.1.
Algorytm 3.1.1: Klasykacja za pomoc¡ drzewa decyzyjnego
WEJCIE: Drzewo decyzyjne, klasykowany obiekt u
WYJCIE: Przewidywana klasa obiektu u
1 begin
2 je»eli u pasuje do wzorca T tablicy DT to
3 id¹ do poddrzewa zwi¡zanego ze wzorcem DT (T )
4 inaczej
5 id¹ do poddrzewa zwi¡zanego ze wzorcem DT (:T )
6 je»eli u znajduje si¦ w li±ciu to
7 id¹ do kroku 10
8 inaczej
9 powtórz 2-6 wstawiaj¡c DT (T ) lub DT (:T ) w miejsce DT
10 Sklasykuj u zgodnie z warto±ci¡ decyzji w li±ciu
Dziaªanie algorytmu rozpoczyna si¦ od w¦zªa zwanego korzeniem (ang. root) re-
prezentuj¡cego caª¡ tablic¦ decyzyjn¡DT . Sprawdzana jest tutaj zgodno±¢ obiektu
u ze wzorcem T wyznaczonym dla tego w¦zªa. Je»eli u pasuje do wzorca T , b¦-
d¡cego formuª¡ fu 2 U : a(u) < vg, a wi¦c dla obiektu u zachodzi nierówno±¢
a(u) < v, wówczas algorytm przechodzi do poddrzewa zwi¡zanego ze wzorcem
DT (T ), w przeciwnym razie do poddrzewa zwi¡zanego ze wzorcem DT (:T ).
Drzewo zwi¡zane z danym wzorcem zawiera wszystkie obiekty, które do tego
wzorca pasuj¡. Nast¦pnie sprawdza si¦, czy w¦zeª, w którym znajduje si¦ obec-
nie obiekt u (korze« danego poddrzewa) jest li±ciem. Je»eli tak, wówczas obiekt u
otrzymuje etykiet¦ klasy przypisanej do tego w¦zªa podczas budowy drzewa i al-
gorytm ko«czy swoje dziaªanie. W przeciwnym razie, ponownie sprawdzana jest
zgodno±¢ u ze wzorcem T wyznaczonym dla obecnego w¦zªa. Procedura jest po-
wtarzana rekurencyjnie dla ka»dego w¦zªa potomnego i ko«czy si¦, gdy w¦zeª, do
którego tra obiekt u jest li±ciem. W li±ciu obiekt u zostaje sklasykowany do
klasy, która zostaªa przypisana do li±cia na etapie budowy drzewa.
Klasykator zbudowany z wykorzystaniem miary DiscPairs nazwany jest tu
klasykatorem CTree-Disc. Klasykatory, w których zastosowano miar¦ opart¡ na





W metodzie k najbli»szych s¡siadów, predykcja przynale»no±ci nowego obiektu do
klasy opiera si¦ na porównaniu go ze zbiorem przykªadowych obiektów (patrz np.
[95]). O klasykacji decyduje gªosowanie najbli»szych klasykowanemu k obiektów
(patrz Rys. 3.4). Wymagane jest wi¦c zdeniowanie funkcji odlegªo±ci pomi¦dzy







Rysunek 3.4: Gªosowanie podczas klasykacji metod¡ k-NN dla k=10.
sycznych technikach opartych na odlegªo±ci, stosuje si¦ takie miary jak odlegªo±¢
Minkowskiego (p-norma), odlegªo±¢ Euklidesa (norma L2 ) czy miejska (Manhat-









(xi   yi)p; (3.8)
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jxi   yij; (3.9)
gdzie m to liczba atrybutów warunkowych tabeli decyzyjnej, natomiast x =
[x1; x2; : : : ; xm] i y = [y1; y2; : : : ym] to warto±ci m atrybutów dwóch obiektów.
Przyj¦ta miara odlegªo±ci powinna speªnia¢ trzy podstawowe klasyczne wa-
runki, zwane aksjomatami metryki.
 d(x; y) = 0, wtedy i tylko tedy, gdy x = y (aksjomat to»samo±ci),
 d(x; y) = d(y; x) (aksjomat symetrii),
 d(x; y)  d(x; z) + d(z; y) (nierówno±¢ trójk¡ta).
Klasyczne miary, takie jak wymienione powy»ej, wyznaczaj¡ odlegªo±¢ mi¦dzy
obiektami na podstawie warto±ci atrybutów, którymi s¡ zwykle wyniki pomiarów
z czujników. Nie uwzgl¦dniaj¡ jednak zale»no±ci mi¦dzy obiektami, które zacho-
dz¡ na wy»szym poziomie abstrakcji, pomi¦dzy poj¦ciami, do których przynale»¡
obiekty. W dalszej cz¦±ci rozprawy zaproponowano odlegªo±¢ opart¡ na ontologii
poj¦¢, w której te zale»no±ci s¡ uwzgl¦dniane (patrz Rozdz. 7).
3.3 Miary skuteczno±ci klasykatorów
Istnieje szereg kryteriów, na podstawie których dokonywana jest ocena klasyka-
torów. Najcz¦±ciej rozwa»a si¦ kryteria wymienione poni»ej.
 Trafno±¢ klasykacji;
 Szybko±¢ - ocenia si¦ czas uczenia si¦ oraz szybko±¢ samego klasykowania;
 Skalowalno±¢ - ocenia si¦ czy klasykatory mog¡ by¢ tworzone i testowane
na du»ych zbiorach danych;
 Odporno±¢ (ang. robustness) na szum (ang. noise) czy te» warto±ci brakuj¡ce
w danych (ang. missing values);
 Zdolno±¢ wyja±nienia podj¦tej decyzji;
 Zªo»ono±¢ modelu - okre±lana na podstawie np. rozmiaru drzewa decyzyj-
nego.
Celem oceny jako±ci klasykatora w odniesieniu do badanych danych, w ogólnym
przypadku tablica decyzyjna jest dzielona na dwie cz¦±ci (patrz np. [95]):
 Tablica treningowa, zwana tak»e ucz¡c¡, zawieraj¡ca obiekty, na podstawie
których algorytm uczy si¦ klasykowa¢ obiekty do klas decyzyjnych;
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 Tablica testowa sªu»¡ca do oceny klasykatora utworzonego na podstawie
cz¦±ci treningowej.
Takie podej±cie nazywane jest procedur¡ trenuj i testuj (ang. train and test).
Zbiór treningowy i testowy powinny by¢ reprezentatywne, tzn. np. rozkªad wyst¦-
powania klas w obu zbiorach powinien odpowiada¢ rozkªadowi wyst¦powania klas
w zbiorze pocz¡tkowym.
Najcz¦±ciej stosowan¡ ilo±ciow¡ metod¡ oceny klasykatorów przy jednokrot-
nym stosowaniu procedury trenuj i testuj jest metoda oparta na tzw. macierzy
pomyªek, kontyngencji czy konfuzji (ang. confusion matrix ). Macierz pomyªek jest
tablic¡ dwuwymiarow¡, najcz¦±ciej kwadratow¡ o wymiarach NCxNC , gdzie NC
jest liczb¡ klas i w polu (i; j), i; j = 1; 2; ::; NC zawiera warto±¢ oznaczaj¡c¡ liczb¦
przypadków z cz¦±ci testowej przynale»nych do i-tej klasy decyzyjnej, które klasy-
kator przyporz¡dkowaª do klasy j-tej. Macierz ta jest podstaw¡ do wyznaczenia
wielu innych miar dokªadno±ci klasykacji.
Tablica 3.1 przedstawia macierz pomyªek dla przypadku dwóch klas decyzyj-
nych, np. przy klasykacji jakiego± poj¦cia. Komórki macierzy pomyªek zawieraj¡
nast¦puj¡ce elementy (patrz [6]):
 TN (ang. True Negatives) - liczba prawidªowych klasykacji obiektów nale-
»¡cych do przykªadów negatywnych poj¦cia w tabeli testowej;
 FP (ang. False Positives) - liczba nieprawidªowych klasykacji obiektów na-
le»¡cych do przykªadów negatywnych poj¦cia w tabeli testowej;
 FN (ang. False Negatives) - liczba nieprawidªowych klasykacji obiektów
nale»¡cych do przykªadów pozytywnych poj¦cia w tabeli testowej;
 TP (ang. True Positives) - liczba prawidªowych klasykacji obiektów nale-






Tablica 3.1: Macierz pomyªek.
Na podstawie danych z macierzy pomyªek dla dwóch klas decyzyjnych (negatywnej,
oznaczonej 0 i pozytywnej zakodowanej za pomoc¡ 1) skonstruowano kilka miar
uªatwiaj¡cych ocen¦ i porównywanie klasykatorów (patrz [6, 95, 118, 17]):
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1. Dokªadno±¢ ACC (ang. accuracy) - okre±laj¡ca odsetek przypadków sklasy-
kowanych prawidªowo, wyznaczana za pomoc¡ wzoru:
ACC =
TN + TP
TN + FN + FP + TP
(3.10)
2. Czuªo±¢ ACC1 (ang. accuracy for positive examples), inaczej SN (ang. sen-
sitivity) lub TPR (ang. true positive rate) - dana wzorem:




3. Specyczno±¢ ACC0 (ang. accuracy for negative examples), inaczej SP (ang.
specicity) lub TNR (ang. true negative rate) - dana wzorem:




4. Pokrycie COV (ang. coverage), okre±la odsetek sklasykowanych obiektów
ze wszystkich obiektów tablicy testowej (niektóre obiekty mog¡ nie zosta¢
sklasykowane w ogóle) - dana wzorem:
COV =
TN + FN + FP + TP
liczba wszystkich obiektów
(3.13)
5. Pokrycie przykªadów pozytywnych PCOV (ang. coverage for positive exam-
ples), wyznaczane za pomoc¡ wzoru:
PCOV =
FN + TP
liczba wszystkich przykªadów pozytywnych
(3.14)
6. Pokrycie przykªadów negatywnych NCOV (ang. coverage for negative exam-
ples), wyznaczane za pomoc¡:
NCOV =
TN + FP
liczba wszystkich przykªadów negatywnych
(3.15)
7. Precyzja przykªadów pozytywnych PPV (ang. positive predictive value), ina-
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8. Precyzja przykªadów negatywnych NPV (ang. negative predictive value),





9. Wspóªczynnik (odsetek) bª¦dów ER (ang. error rate)  miara caªkowitej
liczby bª¦dów popeªnionych przez klasykator w odniesieniu do liczby wszyst-
kich obiektów zadana jako:
ER =
FN + FP
TN + FN + FP + TP
(3.18)




= 1  SP (3.19)




= 1  SN (3.20)
W literaturze dost¦pnych jest wiele innych metod oceny klasykatorów, takich jak
krzywa ROC (ang. Receiver Operating Characteristic curve) (patrz [51, 149]), czy
AUC (ang. area under curve). Charakterystyka ROC jest wykresem, który poka-
zuje zale»no±¢ czuªo±ci SN od FPR podczas kalibrowania klasykatora. Te dwa
wspóªczynniki wyznaczane s¡ na podstawie macierzy konfuzji i ka»dy binarny poje-
dynczy klasykator mo»na przedstawi¢ jako punkt w przestrzeni (SN; 1 SP ). Na-
tomiast AUC jest wspóªczynnikiem okre±laj¡cym powierzchni¦ pod krzyw¡ ROC.
Im wi¦ksza powierzchnia, tym lepszy klasykator. Dla idealnego klasykatora war-
to±¢ AUC wynosi 1
Jednokrotny podziaª losowy na dwa niezale»ne zbiory: ucz¡cy i testowy, ce-
lem oszacowania miar klasykacji stosuje si¦ w przypadku du»ych zbiorów da-
nych, zawieraj¡cych powy»ej tysi¡ca obiektów [95]. Zwykle do zbioru testowego
wybiera si¦ losowo 20-30% obiektów z caªego badanego zbioru danych. Dla da-
nych o ±rednich rozmiarach (od 100 do kilku tysi¦cy obiektów) stosuje si¦ zwy-
kle technik¦ zwan¡ k-krotn¡ ocen¡ krzy»ow¡ lub kroswalidacj¡ CV (ang. k-fold
cross-validation). W metodzie tej zbiór danych jest losowo dzielony na k mo»liwie
równych wzajemnie niezale»nych cz¦±ci (najcz¦±ciej k = 10) i stosuje si¦ k 1 pod-
zbiorów jako cz¦±ci ucz¡cej i pozostaªej jako testuj¡cej. Sam klasykator konstru-
owany jest k-krotnie, a ocena klasykatora jest ±redni¡ wszystkich k ocen. Ka»da
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cz¦±¢ jest u»yta k 1 razy do konstrukcji drzewa i 1 raz do testowania dokªadno±ci
klasykacji. W przypadku maªego zbioru danych wykorzystywana jest technika n-
krotnej walidacji krzy»owej, zwana LOO (ang. Leaving-One-Out), w której liczba
iteracji jest równa liczbie wszystkich obiektów n [65, 63]. Walidacja krzy»owa sta-
nowi przykªad próbkowania bez powtórze«. Ka»dy obiekt jest testowany dokªadnie
jeden raz dla pewnego zbioru treningowego.
Estymacja miar mo»e by¢ bardziej wiarygodna, je±li proces jest powtarzany dla
ró»nych podzbiorów. Stosuje si¦ w tym celu tak»e metod¦ wielokrotnego repróbko-
wania (ang. bootstrapping), czyli losowanie przykªadów ze zwracaniem z oryginal-
nego zbioru przykªadów. Oryginalny zbiór jest próbkowany n razy tworz¡c zbiór
treningowy o liczebno±ci n. Poniewa» jest to losowanie ze zwracaniem, niektóre
przykªady b¦d¡ si¦ powtarza¢ w zbiorze treningowym, a inne nie wyst¡pi¡ (zbiór
niewybranych elementów z j¦zyka angielskiego nazywa si¦ zbiorem out-of-bag).
Niewylosowane przykªady mog¡ tworzy¢ zbiór testowy, wykorzystywany do oceny
dokªadno±ci klasykatora. Obiekt nie zostanie wybrany do zbioru treningowego
z prawdopodobie«stwem 1  1
n





 e 1 = 0:368 (3.21)
Oznacza to, »e zbiór treningowy zawiera ok. 63.2% przykªadów. Z tego powodu
mówi si¦ o metodzie 0.632 bootstrap.
3.4 Metody selekcji cech
Jednym z problemów w zadaniach klasykacji jest wielowymiarowo±¢ obiektów
przypisanych do poszczególnych klas. Wielowymiarowo±¢ stanowi powa»ne utrud-
nienie dla efektywno±ci algorytmów eksploracji danych. Redukcja wymiarów mo»e
odbywa¢ si¦ poprzez proces selekcji cech (ang. feature selection), który polega na
wybraniu mo»liwie dobrego podzbioru cech z peªnego zestawu wej±ciowego [63].
Jako dobry podzbiór cech uznaje si¦ zestaw nie zawieraj¡cy cech zb¦dnych.
Zb¦dne cechy nie wprowadzaj¡ »adnej nowej informacji lub te» nie maj¡ »ad-
nego zwi¡zku z celem klasykacji, dziaªaj¡ jak szum, powoduj¡ wydªu»enie czasu
uczenia, dlatego przed przyst¡pieniem do uczenia usiªuje si¦ je wykry¢ i usun¡¢.
Wyró»nia si¦ dwa rodzaje zb¦dnych cech: nieistotne (ang. irrelevant) i nadmia-
rowe (ang. redundant) [92]. Cechy nieistotne s¡ cechami nieskorelowanymi z etykie-
tami klas. Nie oznacza to, »e zmienne s¡ ¹le okre±lone, pozbawione jakiejkolwiek
warto±ci lub bª¦dnie zmierzone. Mog¡ by¢ po prostu niezwi¡zane z rozpatrywa-
nym w danym momencie zagadnieniem. Cechy nadmiarowe natomiast to cechy,
których warto±ci mo»na wyliczy¢ z warto±ci pozostaªych cech. Najprostszy przy-
padek nadmiarowo±ci stanowi cecha b¦d¡ca dokªadnym powtórzeniem innej, tj.
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dla ka»dego obiektu warto±ci tych dwóch cech s¡ jednakowe. Odrzucenie zb¦dnych
cech umo»liwia zmniejszenie wymaga« pami¦ciowych i zªo»ono±ci czasowej algo-
rytmów uczenia oraz popraw¦ zdolno±ci uogólniania danego klasykatora, a wi¦c
polepszenie wyników klasykacji. Selekcja cech, poprzez wskazanie najistotniej-
szych atrybutów w zbiorze ucz¡cym, prowadzi do skoncentrowania si¦ algorytmu
uczenia na najbardziej u»ytecznych aspektach danych.
Metody selekcji cech skªadaj¡ si¦ zazwyczaj z czterech elementów, takich jak:
generowanie podzbioru cech, walidacja podzbioru, kryterium zako«czenia selekcji
(stopu), ocena rezultatów [43]. Najcz¦stszym podej±ciem jest sekwencyjny przegl¡d
zestawów cech wedªug pewnej strategii i ocena jako±ci ka»dego zestawu. Strategia
ta mo»e polega¢ na przykªad na dodawaniu jednej cechy wybranej losowo lub
w szczególny sposób. Niestety przegl¡d wszystkich zestawów cech jest zwykle nie-
mo»liwy ze wzgl¦du na czas selekcji rosn¡cy wykªadniczo z wymiarem danych. Dla
m cech wej±ciowych istnieje (2m   1) podzbiorów cech, a wi¦c w praktyce peªny
przegl¡d jest wykonalny jedynie dla zbioru nie posiadaj¡cego wi¦cej ni» kilkana±cie
cech. Dla takich zbiorów danych, peªny przegl¡d jest zalecany, je»eli n >> m (gdzie
n jest liczno±ci¡ zbioru), inaczej takie podej±cie mo»e doprowadzi¢ do przeuczenia.
Generowanie podzbioru cech mo»e odbywa¢ si¦ na ró»ne sposoby. Podstawo-
wymi strategiami s¡: przeszukiwanie w przód - strategia FSS (ang. Forward Se-
lection Strategy) i przeszukiwanie wstecz - strategia BSS (ang. Backward Selec-
tion Strategy, backward elimination) [168]. W procedurze przeszukiwania w przód,
w pierwszym kroku do pustego podzbioru atrybutów dodawana jest cecha uznana
za najlepsz¡ bez uwzgl¦dnienia zale»no±ci mi¦dzy cechami. W kolejnym kroku do-
dawany jest atrybut, który wraz z wybranym wcze±niej tworzy najlepsz¡ par¦
cech. Procedura ta przebiega iteracyjnie, a» do osi¡gni¦cia kryterium zatrzyma-
nia. Ostateczn¡ odpowiedzi¡ jest zestaw najlepszy ze wszystkich rozpatrywanych.
W przypadku zestawów równowa»nych preferuje si¦ ten, w którym ostatnio doª¡-
czona cecha, traktowana samodzielnie, oferuje mniejszy bª¡d klasykacji. Proce-
dura przeszukiwania wstecz rozpoczyna si¦ od pierwotnego zbioru cech. Nast¦pnie
z podzbioru kolejno usuwane s¡ cechy, w taki sposób, aby pomniejszony zestaw
byª w danym kroku najlepszy z mo»liwych. Rozszerzeniem strategii FSS i BSS
jest strategia dwukierunkowa: w ka»dym kroku mo»na albo dodawa¢, albo usuwa¢
jedn¡ cech¦, w zale»no±ci od tego, co daje lepszy wynik.
Istniej¡ dwa ró»ne podej±cia do ewaluacji podzbiorów cech. Pierwsze okre±lane
jest jako metoda ltracyjna (ang. lter), poniewa» zbiór atrybutów jest ltrowany
w celu utworzenia najbardziej obiecuj¡cego podzbioru przed rozpocz¦ciem eksplo-
racji danych. Dla ka»dej cechy z osobna wyznaczany jest pewien wspóªczynnik
(indeks) okre±laj¡cy jej jako±¢ wedªug przyj¦tego kryterium. Na podstawie warto-
±ci indeksów tworzone s¡ rankingi cech. Istnieje wiele sposobów tworzenia indek-
sów, w±ród których wyró»nia si¦ metody oparte na korelacji warto±ci danej cechy
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z etykiet¡ klasy, odlegªo±ciach pomi¦dzy ich rozkªadami czy kryteriach stosowanych
w drzewach decyzyjnych. Selekcja polega na wyborze najlepszych cech (pierwszych
w rankingu) powy»ej pewnego ustalonego progu, którym mo»e by¢ okre±lona liczba
cech, które nale»y pozostawi¢ lub warto±¢ indeksu oceniaj¡cego. Metody rankin-
gowe z denicji nie uwzgl¦dniaj¡ zale»no±ci pomi¦dzy cechami, przez co mog¡ oka-
za¢ si¦ niewystarczaj¡ce w przypadku wyst¦powania korelacji pomi¦dzy cechami.
W drugim podej±ciu ocenia si¦ poszczególne cechy z wykorzystaniem algorytmów
uczenia maszynowego [168]. St¡d podej±cie to nazywa si¦ metod¡ opakowuj¡c¡
(ang. wrapper), poniewa» algorytm uczenia zawiera si¦ w procedurze selekcji cech.
Rezultaty uzyskane z wykorzystaniem metod opakowuj¡cych zale»¡ wyª¡cznie od
jako±ci algorytmu ucz¡cego i dopasowania algorytmu do okre±lonego zadania kla-
sykacyjnego. Ocena podzbiorów cech jest najcz¦±ciej dokonywana przy u»yciu
pewnego modelu klasykacyjnego, a miar¡ jako±ci podzbioru jest dokªadno±¢ kla-
sykatora, oszacowana przy u»yciu walidacji krzy»owej.
W rozprawie zastosowano takie metody selekcji cech jak selekcja realizowana
bezpo±rednio przez drzewa decyzyjne oraz selekcja przez eksperta na podstawie
wiedzy dziedzinowej w przypadku konstrukcji klasykatorów metod¡ k-NN. Me-
tody indukcji drzew decyzyjnych s¡ tak zaprojektowane, aby wybra¢ najlepszy
atrybut podczas podziaªu ka»dego w¦zªa i nie powinny - w teorii - wybiera¢ atry-
butów nieistotnych lub bezu»ytecznych. W praktyce jednak mo»e by¢ to trudne do
osi¡gni¦cia, gdy» z ka»dym podziaªem maleje liczebno±¢ zbioru obiektów, na któ-
rym dokonywany jest wybór cech. Bardzo podatna na nieistotne cechy jest tak»e
metoda k najbli»szych s¡siadów, poniewa» zawsze pracuje w lokalnym s¡siedztwie
klasykowanego obiektu, bior¡c pod uwag¦ zaledwie kilka przykªadów ucz¡cych
przy podejmowaniu ka»dej decyzji. St¡d w rozprawie zaproponowano selekcj¦ cech
opart¡ na wiedzy dziedzinowej.
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3.5 Metody tworzenia klasykatorów dla poj¦¢
czasowych
Wªa±ciwo±ci¡ procesów zachodz¡cych w rzeczywistym ±wiecie, poza ich zªo»ono-
±ci¡, jest równie» ci¡gªa zmienno±¢ w czasie. Zachodz¡ w nich nie tylko zmiany
parametrów obiektów, ale mog¡ pojawia¢ si¦ tak»e nowe cechy. Eksploracja zbio-
rów uwzgl¦dniaj¡cych czas stanowi du»o wi¦ksze wyzwanie ni» danych statycz-
nych. Do takich danych nale»¡ zapisy Holtera, a wi¦c 24-godzinne zapisy EKG,
zawarte w gªównych danych eksperymentalnych rozprawy. Podczas gdy analiza da-
nych dotycz¡cych pojedynczego punktu czasowego lub bez istotnego wpªywu czasu
na badane zjawisko sprowadza si¦ przede wszystkim do okre±lenia relacji mi¦dzy
zbiorami obiektów, w danych czasowych pojawia si¦ wiele innych zagadnie«.
W modelowaniu zªo»onych rzeczywistych zjawisk i procesów mówi si¦ o tzw.
zªo»onych systemach dynamicznych CDS (ang. Complex Dynamical Systems)
(patrz [10, 45, 20]). Stanowi¡ one kolekcje zªo»onych obiektów charakteryzuj¡-
cych si¦ ci¡gªymi zmianami parametrów w czasie oraz wzajemnymi oddziaªywa-
niami mi¦dzy obiektami. Obiekty stanowi¡ce CDS mog¡ ze sob¡ wspóªpracowa¢
lub konkurowa¢, b¡d¹ wykonywa¢ mniej lub bardziej skomplikowane czynno±ci.
Przykªadem takiego systemu mo»e by¢ pacjent w trakcie leczenia, ruch uliczny
czy grupa robotów symuluj¡ca np. gr¦ zespoªow¡. Cz¦sto opis zachowania takiego
systemu CDS nie jest mo»liwy przy u»yciu samych metod analitycznych, poniewa»
obejmuje wiele rozmytych poj¦¢ (patrz np. [78, 79, 123]). Poj¦cia te dotycz¡ wªa-
±ciwo±ci wybranych fragmentów systemu CDS i mog¡ by¢ traktowane jako mniej
lub bardziej zªo»one obiekty wyst¦puj¡ce w CDS. Celem wyci¡gania wniosków
na temat globalnego stanu systemu CDS potrzebne s¡ metody ekstrakcji takich
fragmentów CDS. Stan CDS mo»e by¢ opisywany za pomoc¡ informacji o przyna-
le»no±ci zªo»onych obiektów wyodr¦bnionych z CDS do zdeniowanych uprzednio
zªo»onych poj¦¢, które opisuj¡ wªa±ciwo±ci zªo»onych obiektów oraz relacje mi¦dzy
obiektami. Ponadto, opis dynamiki systemu CDS wymaga obserwacji kolejnych
zmian systemu w czasie tworz¡c histori¦ jego zachowania, czyli sekwencj¦ stanów
systemu CDS obserwowanych w pewnym okresie czasu. Wynika st¡d potrzeba roz-
wijania metod obserwacji zmian wybranych fragmentów systemu CDS oraz zmian
relacji mi¦dzy nimi. W rozprawie do reprezentacji oraz obserwacji zmian zªo»onych
obiektów wyst¦puj¡cych w systemie CDS stosowane s¡ poj¦cia czasowe. Poj¦cia
czasowe wyra»one s¡ w j¦zyku naturalnym na du»o wy»szym poziomie abstrakcji
ni» dane pochodz¡ce z czujników. Przykªadami takich poj¦¢ s¡: zachowanie pa-
cjenta w stanie zagro»enia »ycia czy bezpieczna jazda samochodem. Identykacja
zªo»onych poj¦¢ oraz ich zastosowanie do monitorowania stanu systemu CDS wy-
maga jednak wcze±niejszej aproksymacji takich poj¦¢ za pomoc¡ klasykatorów na
podstawie dost¦pnych danych sensorowych oraz wiedzy dziedzinowej.
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Reprezentowanie czasu w danych
Identykacja zªo»onych poj¦¢ odbywa si¦ zwykle na podstawie pewnej reprezenta-
cji wiedzy historycznej, u»ywanej do przechowywania informacji na temat zmian
wybranych parametrów i cech. Taka informacja jest zazwyczaj przedstawiana w po-
staci zbioru danych kolekcjonowanych podczas dªu»szego czasu obserwacji zªo»o-
nego systemu dynamicznego CDS (patrz [19, 21, 22, 111]).
Zbiory danych stosowane do przechowywania informacji na temat zªo»onych
obiektów w systemie CDS mog¡ by¢ reprezentowane za pomoc¡ systemów infor-
macyjnych SI. W takim podej±ciu zªo»one obiekty s¡ reprezentowane przez wier-
sze (obiekty) systemu informacyjnego, a ich wªa±ciwo±ci przez kolumny (atrybuty)
systemu SI. Zaªó»my dla potrzeb tej rozprawy, »e obiekty ze zbioru U s¡ opi-
sane za pomoc¡ sko«czonego zbioru atrybutów, reprezentuj¡cych cechy obiektów
A = fa1; a2; :::; amg. Ka»dy atrybut a 2 A koresponduje z funkcj¡ a : U ! Va,
zwan¡ funkcj¡ oceny, gdzie Va stanowi dziedzin¦ atrybutu a.
W rodzinie CDS wyró»nia si¦ systemy jedno- i wieloobiektowe. Poniewa» w tym
drugim przypadku ró»ne elementy u 2 U mog¡ odnosi¢ si¦ do tego samego zªo»o-
nego obiektu, dlatego wprowadza si¦ identykatory pojedynczych zªo»onych obiek-
tów. Ta informacja mo»e by¢ reprezentowana przez dodatkow¡ kolumn¦ systemu
informacyjnego oznaczon¡ przez aid. Zaªó»my, »e warto±ci atrybutu aid s¡ upo-
rz¡dkowane liniowo. Zatem atrybut ten musi posiada¢ relacj¦ porz¡dkuj¡c¡ zbiór
warto±ci w porz¡dku liniowym. Ponadto, warto±ci parametrów zªo»onych obiektów
musz¡ by¢ rejestrowane w ró»nych punktach czasowych. To z kolei wymusza zapi-
sywanie, poza identykatorem obiektu, tak»e identykatora punktu czasowego. Ta
informacja mo»e by¢ zapisana w kolejnym dodatkowym atrybucie okre±lanym jako
at. Poniewa» zakªadamy, »e warto±ci atrybutu at s¡ uporz¡dkowane liniowo, wi¦c
równie» ten atrybut musi posiada¢ relacj¦ porz¡dkuj¡c¡ liniowo zbiór warto±ci.
Standardowy system informacyjny SI przedstawiony w Rozdz. 2.3.1, wymaga
zatem pewnych rozszerze«. W tym celu deniuje si¦ tzw. rozszerzony system in-
formacyjny, zwany temporalnym systemem informacyjnym TIS (ang. temporal in-
formation system) (patrz [20, 150]).
Denicja 3.5.1 (Temporalny system informacyjny TIS)
Temporalny system informacyjny to 6-elementowa krotka:
TIS = (U;A; aid;aid ; at;at); gdzie :
 (U,A) to system informacyjny,
 aid; at s¡ wybranymi atrybutami ze zbioru A,
 aid jest relacj¡ okre±laj¡c¡ liniowy porz¡dek zbioru Vaid,
 at jest relacj¡ okre±laj¡c¡ liniowy porz¡dek zbioru Vat.
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Element u 2 U reprezentuje parametry zªo»onego obiektu o identykatorze aid(u)
w punkcie czasowym at(u). Obiekt u1 2 U poprzedza obiekt u2 2 U wtedy i tylko
wtedy, gdy:
u1 6= u2 ^ aid(u1) = aid(u2) ^ at(u1)atat(u2)
Przykªadem temporalnego systemu informacyjnego jest system informacyjny,
w którym obiekty reprezentuj¡ status pacjentów w ró»nych momentach obserwacji.
Zaªo»enie o liniowo±ci porz¡dku nie jest obligatoryjne. Na przykªad w [150] autor
eksplorowaª sekwencje logów do stron www (temporalny system informacyjny).
Aby pokaza¢, »e z danej strony mo»na przej±¢ do kilku ró»nych, wprowadziª rela-
cj¦ cz¦±ciowego porz¡dku na atrybucie at.
Przykªad 3.5.1 Zaªó»my, »e mamy temporalny system informacyjny TIS =
(U;A; aid;aid; at;at), którego obiekty reprezentuj¡ stany pacjentów w ró»nych
punktach czasowych. Atrybuty ze zbioru A opisuj¡ parametry z czujników w da-
nym punkcie, takie jak maksymalna cz¦stotliwo±¢ pracy serca HR (ang. heart rate),
liczba uniesie« odcinka ST czy liczba tachykardii. Dana warto±¢ atrybutu aid sta-
nowi jednoznaczny identykator danego pacjenta, natomiast atrybut at okre±la nu-
mer punktu czasowego, w którym dokonano rejestracji warto±ci parametrów (patrz
Rys. 3.5).
aid at a1 … am
Pacjent 1 Punkt 1 2.4 … TAK
Pacjent 1 Punkt 2 3.3 … NIE
… … … … …
Pacjent 1 Punkt n 0.1 … NIE
Pacjent 2 Punkt 1 4.0 … NIE
Pacjent 2 Punkt 2 3.3 … NIE
… … … … …
Pacjent 2 Punkt n 6.2 … TAK
… … … … …
Pacjent k Punkt 1 2.9 … TAK
Pacjent k Punkt 2 2.9 … TAK
… … … … …












Rysunek 3.5: Przykªad temporalnego systemu informacyjnego TIS.
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Poj¦cia czasowe i ich aproksymacja
Problem przewidywania przynale»no±ci danego obiektu do zªo»onego poj¦cia
mo»na traktowa¢ jako przykªad problemu aproksymacji poj¦¢. Takie problemy
mog¡ by¢ modelowane za pomoc¡ systemu zªo»onych obiektów i ich cz¦±ci od-
dziaªuj¡cych wzajemnie na siebie. Systemy takie okre±la si¦ jako zªo»one systemy
dynamiczne CDS. Na przykªad, w przypadku przewidywania odpowiedzi pacjenta
na leczenie, pacjent mo»e by¢ traktowany jako badany zªo»ony system dynamiczny,
natomiast jego choroby jako zªo»one obiekty zmieniaj¡ce si¦ w czasie oraz wpªywa-
j¡ce na siebie. Poj¦cia i metody ich aproksymacji stanowi¡ u»yteczne narz¦dzie do
efektywnego monitorowania CDS. Ka»de poj¦cie mo»e by¢ rozumiane jako sposób
reprezentacji pewnych cech, wªa±ciwo±ci zªo»onego obiektu.
Aproksymacja takich poj¦¢ mo»e odbywa¢ si¦ za pomoc¡ parametrów (warto±ci
sensorowych) zarejestrowanych dla pewnego zbioru zªo»onych obiektów. Jednak
percepcja zªo»onych cech zªo»onych obiektów wymaga obserwacji takich obiek-
tów przez dªu»szy czas zwany oknem czasowym TW (ang. time window), gdzie
okno czasowe mo»e by¢ rozumiane jako sekwencja obiektów danego temporal-
nego systemu informacyjnego dotycz¡ca danego zªo»onego obiektu pocz¡wszy od
okre±lonego punktu czasowego przez okre±lon¡ liczb¦ punktów czasowych. Niech
TW (TIS) oznacza rodzin¦ wszystkich okien czasowych systemuTIS oraz card(W )
oznacza dªugo±¢ okna czasowegoW 2 TW (TIS). Rodzina wszystkich okien czaso-
wych systemu TIS o dªugo±ci równej s jest oznaczana jako TW (TIS; s). Elementy
ka»dego okna czasowego W 2 TW (TIS; s) s¡ uporz¡dkowane liniowo za pomoc¡
relacji at, zatem ka»de okno czasowe mo»e by¢ traktowane jako uporz¡dkowana
sekwencja W = (u1; :::; us) obiektów ze zbioru U . Okno W mo»e by¢ opisywane
formuª¡ postaci: (i; b; s), gdzie i 2 Vaid ; b 2 Vat oraz s 2 Z2 dla Z2 b¦d¡cego zbio-
rem liczb caªkowitych wi¦kszych lub równych 2. Dodatkowo ka»dy i-ty obiekt okna
czasowego W oznacza si¦ jako W [i], gdzie i 2 f1; :::; sg. Poni»ej podano przykªad
ekstrakcji okna czasowego z temporalnego systemu informacyjnego.
Przykªad 3.5.2
Rozwa»my temporalny system informacyjny TIS = (U;A; aid;aid; at;at), któ-
rego obiekty reprezentuj¡ stany pacjentów w ró»nych punktach czasowych. Atrybuty
ze zbioru A opisuj¡ parametry z sensorów w danym punkcie. Niech obiekt (pacjent)
o identykatorze 3 posiada 100 punktów czasowych o identykatorach od 1 do 100,
przy zaªo»eniu »e warto±ci atrybutu at s¡ liczbami naturalnymi. Dla tego pacjenta
mo»na wyodr¦bni¢ okno czasowe okre±lone formuª¡ (3,51,20), która reprezentuje
zachowanie obiektu od punktu czasowego oznaczonego identykatorem 51, a» do
punktu czasowego oznaczonego 70.
Do konstrukcji zªo»onych cech stosowane s¡ wzorce czasowe. Przykªadami takich
wzorców mo»e by¢: pierwsza w oknie warto±¢ atrybutu a, pojawienie si¦ w oknie
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czasowym pewnej zadanej warto±ci czy wyst¡pienie kolejno po sobie w danym oknie
okre±lonych warto±ci dwóch parametrów a i b. Zatem ka»dy wzorzec czasowy jest
zdeterminowany przez warto±ci pewnych sensorów. Zakªada si¦, »e ka»dy wzorzec
czasowy jest zdeniowany przez eksperta na podstawie wiedzy dotycz¡cej danego
zªo»onego systemu dynamicznego. Wzorce czasowe mog¡ by¢ wykorzystane do zde-
niowania nowych cech, stosowanych do aproksymacji bardziej zªo»onych poj¦¢,
zwanych poj¦ciami czasowymi.
Zakªadamy, »e poj¦cia te s¡ wyszczególnione przez eksperta w danej dziedzinie.
Intuicyjnie, ka»de poj¦cie czasowe (zdeniowane dla okna czasowego) opiera si¦ na
wªa±ciwo±ciach obiektu obserwowanego w pewnych punktach czasowych. Z tego
powodu poj¦cia te mog¡ by¢ aproksymowane za pomoc¡ elementarnych poj¦¢ opi-
suj¡cych cechy obiektów. Poj¦cia czasowe zwykle s¡ stosowane w pytaniach doty-
cz¡cych stanu pewnych obiektów w danym oknie czasowym. Odpowiedzi na takie
pytania s¡ typu: Tak, Nie lub Nie dotyczy. Przykªadowo, dla problemu leczenia
pacjenta, mo»na zdeniowa¢ nast¦puj¡ce zªo»one poj¦cia: Czy stan pacjenta ulega
poprawie?, Czy pacjent reaguje pozytywnie na leczenie? lub Czy pacjent wymaga
zmiany terapii?
Zwykle problem aproksymacji poj¦¢ jest formuªowany jako problem uczenia
indukcyjnego, tzn. problem poszukiwania przybli»onego opisu poj¦cia C na pod-
stawie sko«czonego zbioru przykªadów u 2 U , zwanego zbiorem ucz¡cym. Aprok-
symacja powinna by¢ mo»liwie jak najbli»ej oryginalnego poj¦cia, przy czym
odlegªo±¢ mo»e by¢ okre±lana dla ró»nych kryteriów, takich jak np.: dokªadno±¢
czy dªugo±¢ opisu. Je»eli dla danej tablicy decyzyjnej DT , C  U jest poj¦-
ciem, które chcemy aproksymowa¢, to atrybut decyzyjny d jest funkcj¡ charak-
terystyczn¡ poj¦cia C. Zatem je»eli u 2 C, wówczas d(u) = TAK, w przeciw-
nym przypadku d(u) = NIE. Ogólnie, atrybut decyzyjny d mo»e okre±la¢ kilka
rozª¡cznych poj¦¢. Wówczas, bez utraty ogólno±ci zakªada si¦, »e dziedzina de-
cyzji d jest sko«czona i równa Vd = f1; 2; :::; ng. Dla dowolnego k 2 Vd, zbiór
KLASAk = fu 2 U : d(u) = kg jest nazywana k-t¡ klas¡ decyzyjn¡ w DT. Decy-
zja d wyznacza podziaª U na klasy decyzyjne, taki »e U = KLASA1[:::[KLASAn.
Przykªad 3.5.3 Przykªadem problemu aproksymacji poj¦¢ mo»e by¢ przewidy-
wanie obecno±ci zw¦»e« t¦tnic wie«cowych wymagaj¡cych udra»niania u pacjen-
tów z chorob¡ niedokrwienn¡ serca na podstawie danych klinicznych oraz zapisu
EKG metoda Holtera. Takie przewidywanie wymaga konstrukcji klasykatora, który
na bazie dost¦pnej wiedzy przydziela pacjentów do zdeniowanych klas decyzyj-
nych. Klasami decyzyjnymi w tym przypadku s¡: Pacjenci bez istotnych zw¦-
»e«, niewymagaj¡cy udra»niania (klasa decyzyjna NIE) oraz Pacjenci z istot-
nymi zw¦»eniami wymagaj¡cy rewaskularyzacji (klasa decyzyjna TAK). Klasyka-
cja umo»liwia wi¦c podejmowanie decyzji dotycz¡cych post¦powania diagnostyczno-
terapeutycznego w chorobie niedokrwiennej serca.
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Wzorce czasowe s¡ cz¦sto wykorzystywane w pytaniach zamkni¦tych z odpowie-
dziami: Tak, Nie. Przykªadami takich wzorców czasowych dotycz¡cych leczenia pa-
cjenta mog¡ by¢: Czy u pacjenta wyst¡piªo kiedykolwiek krwawienie z przewodu po-
karmowego?, Czy przed utrat¡ przytomno±ci wyst¦powaªy zaburzenia rytmu serca?
lub Czy doszªo do przyspieszenia rytmu serca?. Zakªada si¦, »e wzorce czasowe
powinny by¢ zdeniowane przez eksperta w danej dziedzinie.
Wªa±ciwo±ci okien czasowych okre±lone za pomoc¡ wzorców czasowych mog¡
by¢ reprezentowane w postaci specjalnego sytemu informacyjnego, zwanego syste-
mem informacyjnym okien czasowych (patrz Rys. 3.6).
aid atw atp1 … atpm
Pacjent 1 Okno 1 1.7 … TAK
Pacjent 1 Okno 2 3.2 … NIE
… … … … …
Pacjent 1 Okno z 0.9 … NIE
Pacjent 2 Okno 1 5.1 … NIE
Pacjent 2 Okno 2 5.0 … TAK
… … … … …
Pacjent 2 Okno z 6.2 …
Pacjent k Okno 1 2.6 … TAK
Pacjent k Okno 2 4.5 … TAK
… … … … …












Rysunek 3.6: Schemat systemu informacyjnego dla okien czasowych.
Taka reprezentacja umo»liwia zapisanie danych wszystkich obiektów, przykªa-
dowo pacjentów wraz z ich histori¡. Mog¡ w niej pojawi¢ si¦ tak»e atrybuty sta-
tyczne, takie jak np. w przypadku pacjentów pªe¢, obecno±¢ przewlekªych chorób
wspóªistniej¡cych, których warto±ci pozostaj¡ niezmienne w oknie czasowym.
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Metoda I: Deniowanie cech
w oparciu o wiedz¦ dziedzinow¡
Zawarto±¢
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4.2 Konstrukcja drzewa decyzyjnego z cechami zapropo-
nowanymi przez eksperta . . . . . . . . . . . . . . . . . . . 77
Pierwsza metoda stanowi propozycj¦ deniowania cech w oparciu o wiedz¦ dzie-
dzinow¡ za pomoc¡ j¦zyka opartego na elementach logiki decyzyjnej i temporalnej.
Cechy te zostan¡ wykorzystane tutaj do aproksymacji poj¦cia, którym jest obec-
no±¢ istotnych zw¦»e« t¦tnic wie«cowych wymagaj¡cych udra»niania u pacjentów
z chorob¡ niedokrwienn¡ serca na podstawie danych klinicznych oraz zapisu EKG
metod¡ Holtera. Klasami decyzyjnymi w tym przypadku s¡: Pacjenci bez istot-
nych zw¦»e«, niewymagaj¡cy udra»niania (klasa decyzyjna: NIE) oraz Pacjenci
z istotnymi zw¦»eniami wymagaj¡cy rewaskularyzacji (klasa decyzyjna: TAK).
Dane z 24-godzinnego zapisu Holtera uwzgl¦dniaj¡ upªyw czasu. Pacjent jest
charakteryzowany za pomoc¡ warto±ci czujników w kolejnych punktach czasowych.
Dªu»szy okres czasu, w którym odbywa si¦ rejestracja pomiarów w punktach cza-
sowych stanowi okno czasowe. Dla wykorzystanych danych medycznych punkt cza-
sowy dotyczyª jednej godziny zapisu, natomiast okno obejmowaªo 24 godziny.
4.1 Deniowanie cech
Do deniowania cech odpowiednich dla okien czasowych wykorzystano eksperta,
który w oparciu o wiedz¦ dziedzinow¡ proponuje nie tylko same cechy, ale tak»e
sposób wyznaczania ich warto±ci w poszczególnych oknach czasowych. W rozprawie
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proponuje si¦ dwa rodzaje cech deniowanych przez eksperta dla okna czasowego
W o dªugo±ci s:
1. Cechy o warto±ciach liczbowych TPW , wyznaczane jako:
(a) Warto±¢ funkcji agreguj¡cej dane w oknie czasowym: minimalna spo-
±ród warto±ci w oknie, maksymalna, ±rednia, odchylenie standardowe,
pierwsza w oknie warto±¢, ostatnia w oknie warto±¢, wyznaczane kolejno
za pomoc¡ formuª:
 Min(W ) = min(a(u)) dla u 2 W ,
 Max(W ) = max(a(u)) dla u 2 W ,





 StdDev(W ) =
qPs
i=1 [a(W [i]) Mean(W )]2
s
,
 First(W ) = a(W [1]),
 Last(W ) = a(W [s]).
(b) Dowolne wyra»enie arytmetyczne zgodne z podstawami arytmetyki ope-
ruj¡ce na warto±ciach z poprzedniego punktu.
2. Cechy o warto±ciach logicznych TPB, wyznaczane jako:
(a) Formuªy relacyjne <;; >;;=; 6= z udziaªem cech o warto±ciach licz-
bowych, na przykªad: Max(W ) > p, gdzie p jest parametrem, którego
warto±¢ jest okre±lana przez eksperta dziedzinowego.
(b) Wyra»enia logiczne z udziaªem kwantykatorów:
 'dla ka»dego' 8 (kwantykator ogólny). Cecha tego typu odpo-
wiada na pytanie takie jak czy dla ka»dego u 2 W prawd¡ jest,
»e a(u) < p?, gdzie a 2 A jest atrybutem, a p jest parametrem,
którego warto±¢ mo»e by¢ okre±lona przez eksperta dziedzinowego
lub zdeniowana przez warto±ci innych formuª o warto±ciach nume-
rycznych.
 'istnieje taki' 9 (kwantykator szczegóªowy). Taka cecha odpo-
wiada na pytanie typu czy istnieje u 2 W takie, »e a(u) < p?.
Przykªad: 9a(u) < First(W ).
(c) Wyra»enia logiczne z udziaªem spójników: alternatywy, koniunkcji, ne-
gacji, implikacji (_;^;;)). Przykªadem tego typu cechy mo»e by¢
wyra»enie (8a(u) = p1^9b(u) > p2), które przyjmuje warto±¢ 'prawda',
gdy warto±¢ atrybutu a dla ka»dego u 2 W wynosi p1 i jednocze±nie
istnieje u 2 W , dla którego warto±¢ atrybutu b przekracza warto±¢ p2.
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Tak zdeniowane cechy nazywane b¦d¡ wzorcami czasowymi TP (ang. temporal
patterns) i mog¡ sªu»y¢ do aproksymacji poj¦¢ czasowych (patrz Rozdziaª 3.5).
Funkcja wzorzec(okno czasowe) = warto±¢ wzorca, która przypisuje warto±¢
wzorca do okna czasowego opisuje stan lub zmiany stanu obiektu w punktach
czasowych. Oto kilka przykªadów wzorców czasowych.
Przykªad 4.1.1 Przykªady cech dla okien czasowych.
 Dla atrybutu a zawieraj¡cego informacj¦ na temat cz¦stotliwo±ci rytmu serca
pacjenta oraz warto±ci 70 i relacji 0 >0, formuªa: 9a(u) > 70 opisuje okna
czasowe, w których wyst¡piª (chocia» raz) przyspieszony rytm serca (powy»ej
70 uderze« na minut¦).
 Dla atrybutu a zawieraj¡cego informacj¦ na temat temperatury pacjenta oraz
warto±ci 37 i relacji 0 0, formuªa: 8a(u)  37 dotyczy okien czasowych,
w których temperatura ciaªa pacjenta nie przekraczaªa nigdy 37 stopni Cel-
sjusza.
 Dla atrybutu a zawieraj¡cego informacj¦ na temat cz¦stotliwo±ci rytmu serca
pacjenta, atrybutu b zawieraj¡cego liczb¦ zaburze« rytmu (arytmii) i relacji
0 >0, formuªa: (8a(u) > 70)^ (9b(u) > 0) opisuje okna, w których u pacjenta
caªy czas wyst¦puje przyspieszony rytm serca oraz co najmniej 1 raz w oknie
pojawia si¦ arytmia.
Dla eksperymentalnych danych medycznych jako wzorce czasowe zastosowano for-
muªy wyznaczane na podstawie zapisu EKG metod¡ Holtera, takie jak np: pierw-
sza w oknie warto±¢ ±redniego odst¦pu QT, ±redni w oknie maksymalny godzinowy
rytm serca i odchylenie standardowe liczby zespoªów QRS w oknie czasowym.
Cechy zdeniowane powy»ej stanowi¡ jedynie przykªad sposobu deniowania
cech okien czasowych. Oczywi±cie istnieje mo»liwo±¢ deniowania innych cech tego
typu, zawieraj¡cych na przykªad formuªy werykuj¡ce, czy jaka± cz¦±¢ punktów
czasowych w oknie speªnia dany warunek (mniejszo±¢ lub wi¦kszo±¢).
Wzorce czasowe mog¡ by¢ traktowane jako nowe cechy wykorzystywane do
aproksymacji zªo»onych poj¦¢ czasowych za pomoc¡ klasykatorów. Celem zatem
zastosowania klasykatorów do aproksymacji takich poj¦¢ wymagana jest odpo-
wiednia tablica decyzyjna, zwana tablic¡ wzorców czasowych TPT (ang. temporal
pattern table), zawieraj¡ca atrybuty warunkowe wyznaczone na podstawie wzorców
czasowych [15]. Ka»dy wiersz odpowiada jednemu oknu czasowemu obiektu (patrz
Rys. 4.1). Nale»y zaznaczy¢, »e w ogólnym przypadku TPT dla jednego obiektu
zªo»onego ma tyle rekordów, ile w DT byªo okien czasowych. Tablica wzorców
czasowych jest konstruowana na bazie tablicy decyzyjnej DT skªadaj¡cej si¦ z za-
rejestrowanych informacji na temat obiektów w zªo»onym systemie dynamicznym.
Ka»dy wiersz tabeli DT zawiera informacje na temat parametrów pojedynczego
obiektu w punkcie czasowym (patrz Rys. 4.2).
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aid atw atp1 … atpm C
Pacjent 1 Okno 1 1.7 TAK TAK
Pacjent 2 Okno 2 5.1 NIE TAK
… … … … …
… … … … …










Rysunek 4.1: Schemat tablicy wzorców czasowych TPT.
aid at a1 … am C
Pacjent 1 Punkt 1 2.4 … TAK TAK
Pacjent 1 Punkt 2 3.3 … NIE TAK
… … … … … …
Pacjent 1 Punkt n 0.1 … NIE TAK
Pacjent 2 Punkt 1 4.0 … NIE TAK
Pacjent 2 Punkt 2 3.3 … NIE TAK
… … … … … …
Pacjent 2 Punkt n 6.2 … TAK TAK
… … … … … …
Pacjent k Punkt 1 2.9 … TAK NIE
Pacjent k Punkt 2 2.9 … TAK NIE
… … … … … …














Rysunek 4.2: Schemat tablicy DT.
Taka tablica mo»e by¢ traktowana jako zbiór danych zebranych na podstawie
obserwacji zachowania zªo»onego systemu dynamicznego. Celem aproksymacji po-
j¦cia czasowego C na podstawie tabeli (zbioru danych) DT nale»y skonstruowa¢
tabel¦ wzorców czasowych TPT nast¦puj¡co:
 Skonstruuj tablic¦ TPT z obiektami tablicy DT , dla których okre±lono okna
czasowe, tak aby liczba rekordów tablicy TPT odpowiadaªa liczbie okien
czasowych;
 Ka»dy atrybut warunkowy tablicy TPT jest wyznaczany za pomoc¡ wzorców
czasowych zdeniowanych przez eksperta do aproksymacji poj¦cia C;
 Warto±ci atrybutu decyzyjnego (funkcji charakterystycznej poj¦cia C) s¡
proponowane przez eksperta.
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Zakªadamy, »e ka»dy wzorzec czasowy jest wyznaczany na podstawie formuªy zde-
niowanej przez eksperta w danej dziedzinie. Jest to zatem przykªad zastosowania
wiedzy dziedzinowej do poprawy jako±ci tworzonego klasykatora.
Nast¦pnie konstruowany jest klasykator dla tablicy TPT , który mo»e aprok-
symowa¢ poj¦cie czasowe C. Najpopularniejsz¡ metod¡ konstrukcji klasykatorów
jest indukcja reguª z przykªadów (ang. learning rule from examples) (patrz [107]).
Jednak reguªy decyzyjne skonstruowane w ten sposób cz¦sto s¡ nieodpowiednie do
klasykacji nowych, nieznanych wcze±niej obiektów. Przykªadowo, w przypadku
tablicy decyzyjnej zawieraj¡cej atrybuty o warto±ciach ci¡gªych, szansa na rozpo-
znanie nowego obiektu przez reguªy wygenerowane na podstawie tej tablicy jest
maªa, poniewa» wektor warto±ci atrybutów dla nowego obiektu mo»e nie paso-
wa¢ do wygenerowanych reguª. Z tego powodu indukcja reguª powinna zosta¢
poprzedzona dyskretyzacj¡ warto±ci ci¡gªych. Ten problem jest intensywnie ba-
dany w pracy Hung S. Nguyena [101], z której zaczerpni¦to metody dyskretyzacji
rozwa»ane w niniejszej rozprawie. Metody te oparte s¡ na technikach zbiorów przy-
bli»onych oraz wnioskowaniu boolowskim.
Sposób wyboru atrybutu i jego warto±ci wykorzystywanych do podziaªu zbioru
obiektów stanowi kluczowy element rozwa»anej metody lokalnej dyskretyzacji i po-
winien si¦ wi¡za¢ z analiz¡ warto±ci atrybutu decyzyjnego w zbiorze trenuj¡cym
(patrz Rozdziaª 3.1.1.) Celem zbudowania drzewa decyzyjnego poszukiwane jest
najlepsze ci¦cie, najlepsze w sensie przyj¦tej miary.
4.2 Konstrukcja drzewa decyzyjnego z cechami za-
proponowanymi przez eksperta
W proponowanej metodzie do budowy klasykatora dla danych medycznych wyko-
rzystano miar¦ jako±ci ci¦¢ opisan¡ wzorem 3.1 (Rozdziaª 3.1.2), wyznaczan¡ jako
liczba par obiektów, które s¡ rozró»niane przez ci¦cie i nale»¡ do ró»nych klas decy-
zyjnych. Obliczaj¡c warto±¢ tej miary dla wszystkich potencjalnych par (atrybut,
warto±¢) mo»na zachªannie wyznaczy¢ par¦ o najwy»szej warto±ci miary i podzie-
li¢ zbiór danych na dwie cz¦±ci na tej podstawie. Takie podej±cie okre±lane b¦dzie
w rozprawie jako klasyczna metoda aproksymacji poj¦¢ czasowych, a klasykator
zbudowany za pomoc¡ tej metody nazywany b¦dzie dalej CTree-Disc. Jako±¢ ci¦¢
mo»e by¢ wyznaczona dla dowolnego podzbioru danego zbioru obiektów.
Przykªadowe tego typu drzewo otrzymane dla gªównych danych tej rozprawy
zwi¡zanych ze stabiln¡ chorob¡ wie«cow¡ przedstawia Rys. 4.3. W ka»dym w¦¹le
drzewa podano liczb¦ obiektów tworz¡cych w¦zeª oraz rozkªad klas decyzyjnych.
Powy»sze drzewo decyzyjne mo»e by¢ traktowane bezpo±rednio jako klasy-
kator, poniewa» obiekty testowe mog¡ by¢ klasykowane poprzez okre±lenie, do
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Rysunek 4.3: Drzewo decyzyjne otrzymane metod¡ I do predykcji stenoz w CNS.
którego li±cia drzewa przynale»¡. Jest to mo»liwe, poniewa» dzi¦ki wyznaczonym
podziaªom w¦zªów, mo»na prze±ledzi¢ przynale»no±¢ obiektu do ±cie»ki prowadz¡-
cej od korzenia do li±cia, a nast¦pnie sklasykowa¢ obiekt do klasy decyzyjnej,
której obiekty dominuj¡ w li±ciu.
Na przykªad, dla drzewa z Rys. 4.3 w przypadku pacjenta z maksymaln¡
w oknie czasowym warto±ci¡ ULF , czyli pasma ultra niskiej cz¦stotliwo±ci widma
HRV równej 112 ms2 i maksymaln¡ warto±ci¡ V LF (pasmo bardzo niskiej cz¦sto-
tliwo±ci) równ¡ 256 ms2, kierujemy si¦ najpierw od korzenia drzewa do prawego
poddrzewa, poniewa» pacjent pasuje do wzorca: MAX_ULF < 248. W kolejnym
etapie przechodzimy ponownie do prawego poddrzewa (MAX_V LF < 588), który
skªada si¦ z jednego w¦zªa, zwanego li±ciem, gdzie ko«czy si¦ ±cie»ka. Dopasowana
do pacjenta ±cie»ka wskazuje, »e t¦tnice wie«cowe tego pacjenta nie s¡ istotnie zw¦-
»one przez mia»d»yc¦. Natomiast dla m¦»czyzny o maksymalnej w oknie warto±ci
78
4.2. Konstrukcja drzewa decyzyjnego z cechami zaproponowanymi przez
eksperta
ULF równej 605 ms2 i odchyleniu standardowym V LF równym 509.6, przewidu-
jemy obecno±¢ mia»d»ycowego zw¦»enia t¦tnic wie«cowych.
Wzorce wyst¦puj¡ce w przedstawionym drzewie maj¡ znaczenie kliniczne. Wy-
generowane ci¦cia dotycz¡ pªci oraz parametrów cz¦stotliwo±ciowych dobowej
zmienno±ci rytmu serca HRV (ang. heart rate variability), które s¡ wykorzysty-
wane w kardiologii do oceny ryzyka wyst¡pienia komorowych zaburze« rytmu,
a tym samym nagªego zgonu sercowego i prognozowania skuteczno±ci leków an-
tyarytmicznych. Ograniczona zmienno±¢ rytmu serca wi¡»e si¦ ze zwi¦kszonym
ryzykiem zgonu. Natomiast wzrost mocy V LF jest zwiastunem zaburze« rytmu
[26, 153].
Innowacyjno±¢ proponowanej metody polega mi¦dzy innymi na ªatwym w u»y-
ciu mechanizmie dodawania zªo»onej wiedzy dziedzinowej na potrzeby ekstrakcji
cech.
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kacja oceny
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W opisywanym podej±ciu CTree-Disc jako miar¦ jako±ci ci¦cia zastosowano
liczb¦ par obiektów rozró»nianych przez ci¦cie, nale»¡cych do rozdzielnych klas
decyzyjnych. Jednak dodatkowa wiedza dotycz¡ca charakterystyki poj¦¢ reprezen-
towanych przez klasy decyzyjne mo»e zosta¢ u»yta do lepszego rozró»niania par
obiektów z ró»nych klas, prowadz¡c tym samym do poprawy jako±ci klasykacji.
Przynale»no±¢ do poj¦cia zdeniowanego jako obecno±¢ zw¦»e« wymagaj¡cych
rewaskularyzacji jest wyznaczana na podstawie wyników angiograi t¦tnic wie«-
cowych, czyli koronarograi. W oparciu o obraz koronarograczny mo»na wyró»-
ni¢ chorob¦ jednonaczyniow¡, dwunaczyniow¡ lub trójnaczyniow¡, w zale»no±ci od
liczby zaj¦tych t¦tnic. Taki podziaª anatomiczny choroby niedokrwiennej na 1-, 2-
lub 3-naczyniow¡ dostarcza u»ytecznych informacji prognostycznych i jest wyko-
rzystywany w selekcji pacjentów planowanych do zabiegu udra»niania. Im wi¦cej
naczy« jest zmienionych, tym ci¦»szy jest stan pacjenta i wi¦ksze zagro»enie »ycia.
Choroba trójnaczyniowa ma gorsze rokowania ni» dwunaczyniowa, a ta z kolei zwy-
kle gorsze ni» jednonaczyniowa. Rozró»nienie liczby zmienionych naczy« wpªywa
równie» na post¦powanie terapeutyczne. Ogólnie, pacjenci ze zw¦»eniem 1 lub 2
naczy« mog¡ uzyska¢ korzy±ci z zabiegu przezskórnej interwencji wie«cowej PCI
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(ang. pericutaneus coronary intervension), podczas gdy choroba trójnaczyniowa
wymaga zwykle zabiegu chirurgicznego na otwartym sercu - tzw. pomostowania
CABG (ang. coronary artery bypass graft). W przypadku przewidywania obecno±ci
zw¦»e« wie«cowych, pacjenci bez istotnych zw¦»e« okre±lani s¡ jako nie nale»¡cy
do poj¦cia, natomiast pacjenci z 1, 2, lub 3 zmienionymi naczyniami stanowi¡
przykªady pozytywne poj¦cia. A wi¦c w klasycznym podej±ciu wykorzystuje si¦ je-
dynie binarn¡ informacj¦ o obecno±ci istotnych zw¦»e«, oznaczaj¡c jako przykªady
pozytywne tych pacjentów, u których stwierdzono jakiekolwiek istotne zw¦»enie
t¦tnic.
Jednak takie kryterium mo»e by¢ zbyt proste, poniewa» grupa pacjentów z cho-
rob¡ jednego lub wi¦cej naczy« jest niejednorodna i zró»nicowana pod k¡tem ob-
jawów klinicznych. W szczególno±ci z punktu widzenia badanych parametrów ró»-
nice mog¡ wyst¦powa¢ w zapisie EKG metod¡ Holtera. Kryterium to powoduje
sprowadzenie wielowymiarowego problemu do jednego wymiaru. Ponadto w litera-
turze pojawiªy si¦ doniesienia, »e EKG nie jest dobrym wska¹nikiem zaj¦cia t¦tnic
wie«cowych z czuªo±ci¡ na poziomie 51.5% [91] czy 62% [60] w prawidªowym wy-
krywaniu istotnych stenoz. Mo»na spotka¢ doniesienia o niespójno±ci zapisu EKG
z obrazem angiogracznym (patrz np. [126, 91]). Zdarzaj¡ si¦ tak»e przypadki
wyst¦powania caªkowitego zamkni¦cia ±wiatªa t¦tnicy wie«cowej, które nie s¡ wi-
doczne w zapisie EKG, np. w [56] u 16% pacjentów zapis EKG podczas caªkowitej
okluzji naczynia byª prawidªowy.
W zwi¡zku z wynikami klasycznego podej±cia do predykcji stenozy (SN=78%,
patrz Rozdz. 9.2) oraz doniesieniami na temat ograniczonych mo»liwo±ci zapisu
EKG w wykrywaniu zw¦»e« t¦tnic wie«cowych podj¦to prób¦ zaimplementowania
dodatkowej wiedzy dziedzinowej do modelu aproksymowanego poj¦cia. Informacja
na temat zró»nicowania wewn¡trz klas decyzyjnych nie byªa dotychczas wykorzy-
stywana. Taka wiedza mo»e usprawni¢ poszukiwanie ci¦¢ lepiej rozró»niaj¡cych
pary obiektów z ró»nych klas decyzyjnych ni» w metodzie CTree-Disc, prowadz¡c
do uzyskania lepszych ni» dla metody klasycznej wyników klasykacji. Jest to do-
wód na potrzeb¦ szerszego zastosowania wiedzy dziedzinowej do formuªowania,
reprezentacji czy eksploracji poj¦¢.
5.1 Macierz wag do rozró»niania wewn¦trznego
zró»nicowania klas
Proponowane podej±cie polega na przypisywaniu wag ci¦ciom, które rozró»niaj¡
obiekty z ró»nych klas decyzyjnych wykorzystuj¡c przy tym informacje na temat
wewn¦trznego zró»nicowania klas, np. dla problemu CNS na temat liczby zmie-
nionych naczy«. Ci¦cie, które rozró»nia najmniej odlegªe stany, tj. pacjentów bez
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C NIE TAK
l.stenoz 0 1 2 3
NIE 0 0 3 2 1
TAK
1 3 0 1 1
2 2 1 0 1
3 1 1 1 0
Tablica 5.1: Wagi ci¦¢ uwzgl¦dniaj¡ce liczb¦ zw¦»onych naczy« w CNS (reprezen-
tacja tablicowa).
zmienionych naczy« od tych, którzy maj¡ tylko jedno zw¦»enie, otrzymuje wag¦
o najwy»szej warto±ci, poniewa» ró»nice mi¦dzy tymi grupami s¡ najsubtelniej-
sze. Rozró»nienie przez ci¦cie pacjentów bez zmienionych naczy« od pacjentów
z najwi¦ksz¡ liczb¡ zw¦»e«, powoduje przypisanie takiemu ci¦ciu najni»szej wagi.
Zakªada si¦, »e wagi s¡ okre±lane przez eksperta w danej dziedzinie na podstawie
odlegªo±ci semantycznej poj¦¢. Jest to sposób na wyeksponowanie granicy pomi¦-
dzy obszarem negatywnym i pozytywnym zªo»onego poj¦cia. Poniewa» jeste±my
zainteresowani rozró»nieniem przykªadów negatywnych poj¦cia od pozytywnych,
dlatego najwi¦ksze warto±ci wag przydzielane s¡ ci¦ciom rozró»niaj¡cym pacjentów
bez istotnych zw¦»e« t¦tnic, od tych, u których zw¦»enia wyst¦puj¡.
Wykrycie subtelnych ró»nic mi¦dzy grup¡ pacjentów ze zmienionym jednym
i dwoma naczyniami oraz dwoma i trzema nie wnosi u»ytecznej informacji do
aproksymacji badanego poj¦cia, wi¦c wagi w tych przypadkach s¡ najni»sze. Dla-
tego zaproponowano wagi takie, jak w Tabeli 5.1, gdzie pierwszy wiersz i pierwsza
kolumna oznaczaj¡ klasy decyzyjne, natomiast drugi wiersz i druga kolumna doty-
cz¡ liczby zw¦»onych t¦tnic wie«cowych. Graczn¡ prezentacj¦ wag poszczególnych
ci¦¢ przedstawia tak»e Rys. 5.1.
Wagi proponowane przez eksperta, s¡ wykorzystywane do oceny jako±ci ci¦cia
podczas rekurencyjnych podziaªów zbiorów w w¦zªach drzewa lokalnej dyskrety-
zacji. Klasykator skonstruowany z wykorzystaniem wag oznaczany b¦dzie jako
klasykator CTree-DiscW . atwo zauwa»y¢, »e metoda wyznaczania miar jako±ci
ci¦¢ w klasykatorze CTree-Disc (Metoda I) stanowi szczególny przypadek me-
tody CTree-DiscW, w którym tablica wag 5.1 zawiera tylko dwie warto±ci: 0 lub 1.
W klasykatorze CTree-Disc jako±¢ ci¦cia jest liczb¡ par obiektów nale»¡cych do
przeciwnych klas decyzyjnych, wyznaczan¡ ze wzoru (3.1). Natomiast w metodzie
CTree-DiscW miara ta wyznaczana jest jako suma wag wszystkich par obiektów
nale»¡cych do ró»nych klas z uwzgl¦dnieniem liczby zw¦»onych naczy«. Na przy-
kªad, je»eli dane ci¦cie c dzieli zbiór obiektów na dwa podzbiory o liczebno±ci M
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S=0 S=1 S=2 S=3
Rysunek 5.1: Wagi ci¦¢ (reprezentacja graczna). S - liczba stenoz
i N , a liczba obiektów bez zw¦»onych istotnie naczy« (klasa NIE) oraz ze stenoz¡
1, 2 lub 3 t¦tnic (klasa TAK) wynosi odpowiednio M0;M1;M2;M3 w jednej gru-






gdzie wi;j oznacza wag¦ ci¦cia rozró»niaj¡cego par¦ obiektów nale»¡cych do ró»nych
klas: bez stenozy oraz ze stenoz¡ (1, 2 lub 3 istotnie zw¦»one naczynia).
Rysunek 5.2 przedstawia drzewo decyzyjne utworzone dla problemu przewidy-
wania obecno±ci zw¦»e« t¦tnic wie«cowych w medycznym zbiorze danych z wy-
korzystaniem klasykatora CTree-DiscW. W ka»dym w¦¹le drzewa podano liczb¦
obiektów z poszczególnych klas decyzyjnych z uwzgl¦dnieniem informacji na te-
mat wewn¦trznego zró»nicowania klasy TAK, gdzie S0 oznacza liczb¦ obiektów
bez zmienionych naczy« (liczba stenoz S równa 0), S1 liczb¦ obiektów z jedn¡
stenoz¡, S2 z dwoma zw¦»eniami, a S3 liczb¦ obiektów w¦zªa z trzema stenozami.
Przedstawione drzewo mo»e by¢ zastosowane do klasykacji obiektów ±wiata
rzeczywistego. Na przykªad w przypadku pacjenta p, którego pierwszy w oknie
czasowym ±redni czas trwania odst¦pu QTc w pierwszym odprowadzeniu EKG
(FIRST_QTC1_AV G) wynosiª 299 ms, odchylenie standardowe czasu trwa-
nia odst¦pu QT w pierwszym punkcie okna czasowego dla pierwszego odpro-
wadzenia EKG (FIRST_QT1_STD) wynosiªo 6.9, a poziom cholesterolu LDL
4.1 mmol=l, przemieszczamy si¦ od korzenia, w dóª do prawego poddrzewa, po-
niewa» pacjent pasuje do wzorca FIRST_QTC1_AV G < 451. W nast¦pnym
kroku przechodzimy do lewego poddrzewa ze wzgl¦du na dopasowanie do wzorca
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Decyzja: TAK Decyzja: NIE
Decyzja: TAK
Decyzja: TAK Decyzja: NIE
Decyzja: TAK
NIE | S0 = 15
-----------------
TAK | S1 = 5
TAK | S2 = 6
TAK | S3 = 7
NIE | S0 =  1
-----------------
TAK | S1 = 4
TAK | S2 = 4
TAK | S3 = 4
FIRST_QTC1_AVG>=451.9
NIE | S0 = 14
-----------------
TAK | S1 = 1
TAK | S2 = 2
TAK | S3 = 3
FIRST_QTC1_AVG<451.9
NIE | S0 =  1
-----------------
TAK | S1 = 0
TAK | S2 = 4
TAK | S3 = 0
STDDEV_QTP2_STD>=23
NIE | S0 =  0
-----------------
TAK | S1 = 4
TAK | S2 = 0
TAK | S3 = 4
STDDEV_QTP2_STD<23
NIE | S0 = 0
-----------------
TAK | S1 = 0
TAK | S2 = 4
TAK | S3 = 0
CRP>=0.62
NIE | S0 =  1
-----------------
TAK | S1 = 0
TAK | S2 = 0
TAK | S3 = 0
CRP<0.62
NIE | S0 = 14
-----------------
TAK | S1 = 0
TAK | S2 = 0
TAK | S3 = 1
FIRST_QT1_STD>=6.7
NIE | S0 = 0
-----------------
TAK | S1 = 1
TAK | S2 = 2
TAK | S3 = 2
FIRST_QT1_STD<6.7
NIE | S0 = 0
-----------------
TAK | S1 = 0
TAK | S2 = 0
TAK | S3 = 1
LDL>=4.8
NIE | S0 = 14
-----------------
TAK | S1 = 0
TAK | S2 = 0
TAK | S3 = 0
LDL<4.85
Rysunek 5.2: Drzewo decyzyjne otrzymane metod¡ II do predykcji stenoz w CNS.
FIRST_QT1_STD  6:7. Po odnalezieniu kolejnego ci¦cia, obiekt (pacjent)
przemieszczany jest do prawego poddrzewa, który jest li±ciem. W li±ciu do obiektu
p przypisywana jest ta klasa decyzyjna, do której przynale»¡ wszystkie obiekty
w¦zªa. cie»ka pasuj¡ca do nowego obiektu wskazuje, »e w t¦tnicach tego pacjenta
nie wyst¦puj¡ istotne zw¦»enia wymagaj¡ce udra»niania.
Wzorce wyst¦puj¡ce w przedstawionym drzewie maj¡ znaczenie kliniczne. Wy-
generowane ci¦cia dotycz¡ gªównie czasu trwania odst¦pu QT , który odzwierciedla
czas trwania repolaryzacji komór mi¦±nia sercowego. Powszechnie stosuje si¦ ko-
rekcj¦ odst¦pu QT wzgl¦dem cz¦stotliwo±ci akcji serca celem zmniejszenia wpªywu
rytmu serca, wykonywan¡ za pomoc¡ ró»nych wzorów (najcz¦±ciej u»ywa si¦ w tym
celu wzoru Bazetta). Taki skorygowany odst¦p QT nazywany jest odst¦pem QTc.
Ocena odst¦pu QT i QTc pozwala rozpozna¢ gro¹n¡ dla »ycia pacjenta patologi¦.
Wydªu»enie czy sporadycznie wyst¦puj¡ce skrócenie (poni»ej 350 ms) odst¦pu QT
mo»e odpowiada¢ za zasªabni¦cia, omdlenia lub nagªy zgon sercowy NGS w wyniku
cz¦stoskurczu komorowego, migotania komór lub przedsionków [130]. Czas trwania
QTc nie powinien przekracza¢ 450 ms u kobiet i 430 ms u m¦»czyzn [148]. Jedno
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z ci¦¢ drzewa CTree-DiscW wynosi wªa±nie 451ms dla odst¦pu QTc, co wskazuje
na zgodno±¢ uzyskanego wzorca z wiedz¡ dziedzinow¡.
Jednym z ogranicze« zaproponowanej metody jest konieczno±¢ posiadania do-
datkowej informacji dotycz¡cej wewn¦trznego zró»nicowania (rozwarstwienia) klas
decyzyjnych. W zale»no±ci od wewn¦trznej struktury tych klas, macierz wag mo»e
przyjmowa¢ ró»ne rozmiary, co jest ªatwo rozwi¡zywalne podczas implementacji al-
gorytmu. Ostateczna jako±¢ podziaªu obiektów na klasy decyzyjne w w¦¹le drzewa
jest wyznaczana na podstawie ich przynale»no±ci do wewn¦trznych podklas. Nie ma
jednak ograniczenia w stosowaniu tej metody tylko do atrybutów numerycznych,
poniewa» modykacja jako±ci ci¦¢ mo»e by¢ zastosowana tak»e do cech symbolicz-
nych, w tym wyra»onych jako przedziaªy warto±ci.
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W klasycznych metodach konstrukcji drzewa decyzyjnego dla ka»dego w¦zªa
wybierany jest zachªannie tylko jeden podziaª o najlepszej jako±ci wzgl¦dem usta-
lonej miary. Przy stosowaniu takiego podej±cia dla przypadku danych z du»¡ liczb¡
atrybutów, pojawiaj¡ si¦ istotne w¡tpliwo±ci odno±nie zasadno±ci takiego podej-
±cia. Jego sªabo±¢ le»y w tym, »e spo±ród by¢ mo»e wielu podziaªów maj¡cych
wysok¡ jako±¢, wybierany jest tylko jeden podziaª, a inne s¡ pomijane. Je±li liczba
atrybutów jest maªa i atrybuty nios¡ zró»nicowan¡ informacj¦ (np. w sensie zró»-
nicowanego obszaru pozytywnego wzgl¦dem atrybutu decyzyjnego), to takie po-
dej±cie cz¦sto jest skuteczne, tzn. prowadzi do wygenerowania efektywnych kla-
sykatorów. Jednak w danych z du»¡ liczb¡ atrybutów mo»e istnie¢ bardzo wiele
atrybutów, które maj¡ zbli»on¡ jako±¢, ale nios¡ znacz¡co ró»n¡ informacj¦ o obiek-
tach. Takie atrybuty b¦d¡ tutaj nazywane atrybutami nadmiarowymi (redundant-
nymi). Dobrze wiedz¡ o tym eksperci dziedzinowi (np. lekarze), którzy w swojej
codziennej pracy zauwa»aj¡ tak¡ nadmiarowo±¢ atrybutów i z niej korzystaj¡, np.
zwi¦kszaj¡c pewno±¢ stawianych diagnoz poprzez u»ycie jednocze±nie kilku atrybu-
tów. Tymczasem wspomniana wy»ej metoda zachªanna, spo±ród wielu atrybutów
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redundantnych wybiera tylko jeden, pozostaªe eliminuj¡c. W takim podej±ciu tra-
cone s¡ informacje zawarte w atrybutach, które s¡ podobne pod wzgl¦dem jako±ci
potencjalnych ci¦¢, ale ró»ni¡ si¦ pod wzgl¦dem wiedzy dziedzinowej, któr¡ repre-
zentuj¡.
Jednak w praktyce, przy klasykacji obiektów testowych mo»e pojawi¢ si¦
obiekt, który z jakich± powodów nie powinien by¢ klasykowany zgodnie z podzia-
ªem wyznaczonym przez algorytm zachªanny. Np. mo»e to by¢ nietypowy obiekt
z punktu widzenia warto±ci atrybutu wybranego w danym w¦¹le drzewa przez al-
gorytm lub w danych mo»e pojawi¢ si¦ przekªamanie warto±ci atrybutu. Dlatego
zdaniem ekspertów dziedzinowych mo»liwo±¢ klasykacji takiego obiektu przez wy-
znaczony zachªannie podziaª wymagaªaby dodatkowego potwierdzenia za pomoc¡
innych atrybutów, co w opisanej wy»ej metodzie nie jest realizowane. Konsekwen-
cj¡ tego jest np. sytuacja, gdy dla danych mikromacierzowych licz¡cych bardzo
wiele atrybutów i niewiele obiektów metoda wyszukuje zaledwie kilka podziaªów
(na kilku atrybutach), które wystarcz¡ do utworzenia drzewa pozwalaj¡cego na
jednoznaczne sklasykowanie obiektów z próbki treningowej. Sytuacja taka jest
bardzo trudna do zaakceptowania dla ekspertów dziedzinowych, którzy nie mog¡
si¦ pogodzi¢ z tak du»¡ redukcj¡ wiedzy zawartej w atrybutach i niewykorzysty-
waniem redundantnych atrybutów podczas tworzenia drzewa.
Dlatego w rozprawie zaproponowano metod¦ werykacji podziaªów w w¦¹le
drzewa przez inne podziaªy. Podstawowy pomysª polega na tym, aby na danym eta-
pie wyszukiwania podziaªów, po wyznaczeniu optymalnego podziaªu zbioru obiek-
tów, wskaza¢ dodatkowo rodzin¦ podziaªów werykuj¡cych (wybieraj¡c do tego
celu inne atrybuty ni» atrybut u»yty w optymalnym podziale), które mo»liwie
podobnie jak podziaª optymalny oddzielaj¡ obiekty z ró»nych klas decyzyjnych.
Idea jaka temu przy±wieca jest nast¦puj¡ca. Jak wspomniano wy»ej, optymalny
podziaª jest narz¦dziem do cz¡stkowego sklasykowania obiektu testowego, tzn. do-
starcza informacji, gdzie obiekt testowy powinien by¢ posªany do sklasykowania:
do prawego czy lewego poddrzewa. Ka»dy podziaª z rodziny podziaªów weryku-
j¡cych dzieli podobnie obiekty z tablicy treningowej jak podziaª optymalny. Zatem
je±li pewien obiekt testowy zostanie skierowany przez podziaª optymalny do skla-
sykowania przez lewe drzewo, to istnieje domniemanie, »e podobnie powinien go
skierowa¢ tak»e podziaª werykuj¡cy. Je±li tak jest, to zwi¦ksza si¦ nasze przekona-
nie, »e optymalny podziaª poprawnie sklasykowaª obiekt testowy. W przeciwnym
przypadku, gdy np. podziaª optymalny kieruje obiekt testowy do lewego drzewa,
a podziaª werykuj¡cy do prawego, to mo»e to ±wiadczy¢ o niepewno±ci dziaªania
klasykatora i dlatego w takiej sytuacji zalecana jest ostro»no±¢ w zakresie plano-
wania dalszego dziaªania klasykatora. Ostro»no±¢ ta w przypadku proponowanej
metody przejawia si¦ w tym, »e obiekt jest skierowany do klasykacji zarówno przez
lewe jak i prawe poddrzewo. Po otrzymaniu wyników klasykacji rozstrzygany jest
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ewentualny konikt pomi¦dzy otrzymanymi decyzjami. Oczywi±cie podziaªów we-
rykuj¡cych mo»e by¢ wi¦cej ni» jeden i dlatego zarysowana wy»ej metodologia
musi to uwzgl¦dnia¢.
Osobnym zagadnieniem jest pytanie jak podziaªy werykuj¡ce ingeruj¡ w two-
rzenie samego drzewa dla tablicy treningowej. W klasycznej metodzie tworzenia
drzewa (patrz Rozdziaª 3.1) na danym etapie tworzenia drzewa wyznaczany jest
optymalny podziaª zbioru obiektów na dwa rozª¡czne zbiory, dla których w kolej-
nych etapach tworzone s¡ osobne poddrzewa. Natomiast, w proponowanej meto-
dzie podziaª zbioru obiektów mo»e nie by¢ rozª¡czny. Wprawdzie z jednej strony,
tak jak poprzednio, optymalny podziaª dzieli zbiór obiektów treningowych na dwa
rozª¡czne zbiory, ale mo»e istnie¢ szereg obiektów, które pasuj¡ do wzorca zdenio-
wanego na podstawie podziaªu optymalnego, ale nie pasuj¡ do którego± ze wzor-
ców zdeniowanych dla podziaªów werykuj¡cych. Podobnie mog¡ istnie¢ obiekty,
które nie pasuj¡ do wzorca zdeniowanego na podstawie podziaªu optymalnego,
ale pasuj¡ do którego± ze wzorców zdeniowanych dla podziaªów werykuj¡cych.
O takich obiektach mo»na powiedzie¢, »e ju» na etapie tworzenia drzewa jest w¡t-
pliwe, »e wzorzec oparty na wyznaczonym podziale optymalnym jest odpowiedni do
sklasykowania tego rodzaju obiektów. Dlatego podczas tworzenia drzewa obiekty
takie zostan¡ doª¡czone zarówno do zbioru obiektów przeznaczonego do utworze-
nia lewego poddrzewa, jak i do zbioru obiektów przeznaczonego do utworzenia
prawego poddrzewa. Odpowiada to intuicji, »e uczenie si¦ klasykowania tego ro-
dzaju obiektów jest niejako odªo»one w czasie i przekazane do obydwu poddrzew,
gdzie dla ich sklasykowania zostan¡ policzone nowe podziaªy (by¢ mo»e lepiej
dostosowane do tych obiektów ni» optymalny podziaª policzony w bie»¡cym w¦¹le
drzewa).
W tym miejscu nale»y zauwa»y¢, »e opisany sposób wyboru podziaªów we-
rykuj¡cych w jednym w¦¹le drzewa wpªywa na wybór podziaªu optymalnego
i podziaªów werykuj¡cych w poddrzewie tego w¦zªa. Jest to zatem inna sy-
tuacja w porównaniu z mo»liwym podej±ciem alternatywnym, w którym najpierw
utworzone zostaªoby drzewo klasyczne (z u»yciem tylko podziaªów optymalnych),
a nast¦pnie jego w¦zªy zostaªy uzupeªnione o podziaªy werykuj¡ce. W tym dru-
gim przypadku samo drzewo byªoby takie samo jak klasyczne natomiast inaczej
(ostro»niej) klasykowaªoby obiekty testowe.
6.1 Wyznaczanie ci¦¢ werykuj¡cych
Dla przybli»enia idei werykacji podziaªów w w¦¹le drzewa przez inne podziaªy
zostanie wyja±nione i zilustrowane poj¦cie jednoczesnego rozró»niania obiektów
przez dwa ci¦cia. Para obiektów (u1; u2) 2 U  U jest rozró»niana jednocze±nie
przez ci¦cie c1 i c2 deniuj¡ce wzorce T1 oraz T2 odpowiednio, je»eli u1 pasuje do
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wzorca T1 oraz T2, natomiast u2 nie pasuje ani do T1 ani do T2, lub odwrotnie,
u2 pasuje do wzorca T1 oraz T2, a u1 nie. Na przykªad, para (o2; x4) z Rys. 6.1 jest
rozró»niana jednocze±nie przez c1 = (a; v) oraz c2 = (b; t), natomiast pary (x1; o2)
i (x3; x5) nie s¡ rozró»niane jednocze±nie przez ci¦cia c1 oraz c2.
Przez Disc(c1; c2) oznaczana b¦dzie liczba par obiektów z ró»nych klas de-
cyzyjnych (dla danej tablicy decyzyjnej) rozró»nianych jednocze±nie przez ci¦cia
c1 oraz c2. Celem przedstawienia sposobu wyliczania warto±ci Disc(c1; c2) rozwa-
»ony zostanie zbiór obiektów z Rys. 6.1. Wzorzec T (c1) zdeniowany przez ci¦cie
c1 = (a; v) dzieli obiekty na podzbiory: fx1; x2; x3; o1; o2g oraz fx4; x5; o3; o4; o5; o6g.
Natomiast wzorzec T (c2) zdeniowany przez ci¦cie c2 = (b; t) dzieli zbiór obiek-
tów na: fx1; x2; x4; o1; o3; o4g oraz fx3; x5; o2; o5; o6g. Celem wyliczenia warto±ci
Disc(c1; c2), nale»y sprawdzi¢, czy wzorce T1 i T2 s¡ wzorcami prawymi czy le-
wymi. Zakªadaj¡c, »e T (c1) = TL(c1) oraz T (c2) = TL(c2), czyli obydwa wzorce s¡
wzorcami lewymi, liczba obiektów pasuj¡cych jednocze±nie do wzorca T (c1) i T (c2)
wynosi 2 i s¡ to obiekty: x3; o2 (jeden obiekt z klasy X i jeden z klasy O). Na-
tomiast liczba obiektów niepasuj¡cych jednocze±nie do wzorca T (c1) ani do T (c2)
wynosi 3 i s¡ to obiekty: x4; o3; o4 (jeden obiekt z klasy X i dwa z klasy O). Zatem
liczba par obiektów z ró»nych klas decyzyjnych rozró»nianych jednocze±nie przez
ci¦cie c1 oraz c2 jest dana wzorem: Disc(c1; c2) = 1  2 + 1  1 = 3.
W przypadku natomiast, gdy np.: T (c1) = TL(c1), a T (c2) = TR(c2) (pierwszy
wzorzec jest lewy, a drugi prawy), liczba obiektów pasuj¡cych jednocze±nie do
wzorca T (c1) i T (c2) wynosi 3 i s¡ to obiekty: x1; x2; o1 (dwa obiekty z klasy X
i jeden z klasy O). Z kolei liczba obiektów niepasuj¡cych jednocze±nie do wzorca
T (c1) ani T (c2) wynosi 3 i s¡ to obiekty: x5; o5; o6 (jeden obiekt z klasy X i dwa
z klasy O). Zatem liczba par obiektów z ró»nych klas decyzyjnych rozró»nianych
jednocze±nie przez ci¦cie c1 oraz c2 wynosi teraz: Disc(c1; c2) = 2  2 + 1  1 = 5.
Jest wi¦c ró»na od poprzedniego przypadku, gdy obydwa wzorce byªy uznane za
lewe.
Rysunek 6.1: Wizualizacja ci¦¢ w przestrzeni dwuwymiarowej.
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Podczas konstrukcji drzew z ci¦ciami werykuj¡cymi, dodatkowe ci¦cia s¡ wy-
znaczane na podstawie wybranej miary jako±ci (porównaj Sekcja 3.1.2, s. 55) [50].
Algorytm 6.1.1 wyznacza ci¦cia werykuj¡ce u»ywaj¡c trzech zaprezentowanych
miar jako±ci dla wyznaczonego wcze±niej ci¦cia optymalnego p = (b; w), przy zaªo-
»eniu, »e ci¦cia werykuj¡ce s¡ wyznaczane na atrybutach numerycznych innych
ni» b. Dla uªatwienia rozwa»a« zaªó»my, »e w danych s¡ tylko dwie klasy decyzyjne
C0 i C1. Podej±cie mo»na oczywi±cie ªatwo uogólni¢ na przypadek wi¦cej ni» dwóch
klas decyzyjnych.
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Algorytm 6.1.1:Wyznaczanie ci¦¢ werykuj¡cych na atrybutach numerycz-
nych
WEJCIE: Tablica decyzyjna A = (U;A [ fdg) z klasami decyzyjnymi C0
i C1, ci¦cie p = (b; w), parametr t lub tw (zale»nie od przyj¦tej
miary; porównaj wzory 6.1-6.3)
WYJCIE: Kolekcja ci¦¢ werykuj¡cych dla ci¦cia p z wyselekcjonowaniem
dla ka»dego ci¦cia werykuj¡cego c = (a; v) wªa±ciwego
prawego lub lewego wzorca TL(c) lub TR(c)
begin
dla ka»dego atrybutu a 2 A, takiego »e a 6= b wykonaj
1 Posortuj warto±ci atrybutu a, je±li jest atrybutem o warto±ciach co
najmniej ze skali porz¡dkowej
2 Przegl¡daj¡c warto±ci atrybutu a wyznacz dla ka»dego
pojawiaj¡cego si¦ ci¦cia c nast¦puj¡ce liczby oraz umie±¢ je w
pami¦ci o ci¦ciach M :
VL(a; c; C0) - liczba obiektów klasy decyzyjnej C0 o warto±ciach
atrybutu a mniejszych od v,
VL(a; c; C1) - liczba obiektów klasy decyzyjnej C1 o warto±ciach
atrybutu a mniejszych od v,
L(a; c; C0) - liczba obiektów klasy decyzyjnej C0 o warto±ciach
atrybutu a mniejszych od v i jednocze±nie pasuj¡cych
do wzorca Tp
L(a; c; C1) - liczba obiektów klasy decyzyjnej C1 o warto±ciach
atrybutu a mniejszych od v i jednocze±nie pasuj¡cych do
wzorca Tp.
VH(a; c; C0) - liczba obiektów klasy decyzyjnej C0 o warto±ciach
atrybutu a wi¦kszych lub równych v,
VH(a; c; C1) - liczba obiektów klasy decyzyjnej C1 o warto±ciach
atrybutu a wi¦kszych lub równych v,
H(a; c; C0) - liczba obiektów klasy decyzyjnej C0 o warto±ciach
atrybutu a wi¦kszych lub równych v i jednocze±nie
pasuj¡cych do wzorca :Tp,
H(a; c; C1) - liczba obiektów klasy decyzyjnej C1 o warto±ciach
atrybutu a wi¦kszych lub równych v i jednocze±nie
pasuj¡cych do wzorca :Tp.
3 Przegl¡daj¡c pami¦¢ M wyznacz jako±ci zapami¦tanych ci¦¢
w sposób odpowiedni dla wybranej miary jako±ci:
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1. Wyznacz liczb¦ par obiektów rozró»nianych jednocze±nie przez c i p:
Disc(p; c) = maxfQL(c); QR(c)g, gdzie:
QL(c) = L(a; c; C0) H(a; c; C1) + L(a; c; C1) H(a; c; C0),
QR(c) =
 
VL(a; c; C0) L(a; c; C0)
   VH(a; c; C1) H(a; c; C1)
+
 
VL(a; c; C1)  L(a; c; C1)
   VH(a; c; C0) H(a; c; C0);
oraz przypisz T (c) = TL(c), je»eli QL(c) > QR(c), wpw
T (c) = TR(c).
2. Wylicz jako±¢ ci¦cia dla a na podstawie wzoru 6.1.
3. Wyznacz najlepsze ci¦cie, takie »e warto±¢ QVDisc(p; c)
jest najwi¦ksza i wi¦ksza od 0.
Entropia:
1. Wyznacz moc zbioru W: jW j = minfjWLj; jWRjg, gdzie:
jWLj = L(a; c; C0) + L(a; c; C1) +H(a; c; C0) +H(a; c; C1);
jWRj = jAj   jWLj
oraz przypisz T (c) = TL(c), je»eli jWLj > jWRj, wpw T (c) = TR(c).
2. Wyznacz nast¦puj¡ce moce uniwersów podtablic tablicy A
okre±lonych przez ci¦cie c:
jA(Tc)j = VL(a; c; C0) + VL(a; c; C1),
jA(:Tc)j = VH(a; c; C0) + VH(a; c; C1).
3. Wylicz jako±¢ ci¦cia c wg wzoru 6.2.
4. Wyznacz najlepsze ci¦cie wedªug miary QVEntropy(p; c).
Gini:
1. Wyznacz moc zbioru W: jW j = minfjWLj; jWRjg, gdzie:
jWLj = L(a; c; C0) + L(a; c; C1) +H(a; c; C0) +H(a; c; C1);
jWRj = jAj   jWLj
oraz przypisz T (c) = TL(c), je»eli jWLj > jWRj, wpw T (c) = TR(c).
2. Wyznacz nast¦puj¡ce moce uniwersów podtablic tablicy A
okre±lonych przez ci¦cie c:
jA(Tc)j = VL(a; c; C0) + VL(a; c; C1),
jA(:Tc)j = VH(a; c; C0) + VH(a; c; C1).
3. Wylicz jako±¢ ci¦cia c wg wzoru 6.3.
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Opis algorytmu: W kroku pierwszym warto±ci atrybutu a, dla którego poszuki-
wane s¡ ci¦cia werykuj¡ce, s¡ sortowane. Drugi krok, dla kolejnych potencjalnych
ci¦¢ c = (a; v) przy ustalonym ci¦ciu gªównym p = (b; w) na atrybucie b wyznacza
liczebno±¢ nast¦puj¡cych grup obiektów: fu 2 U : a(u) < v ^ dec(u) = C0g, fu 2
U : a(u) < v ^ dec(u) = C1g, fu 2 U : a(u) < v ^ (u pasuje do Tp)^ dec(u) = C0g,
fu 2 U : a(u) < v^ (u pasuje do Tp)^dec(u) = C1g, fu 2 U : a(u)  v^dec(u) =
C0g, fu 2 U : a(u)  v ^ dec(u) = C1g, fu 2 U : a(u)  v ^ (u pasuje do :Tp) ^
dec(u) = C0g, fu 2 U : a(u)  v ^ (u pasuje do :Tp) ^ dec(u) = C1g. Nast¦p-
nie, w kroku trzecim wyliczana jest jako±¢ wszystkich potencjalnych ci¦¢ wery-
kuj¡cych i na tej podstawie wybierane s¡ najlepsze, speªniaj¡ce warunek po-
siadania odpowiednio dobrej jako±ci, zale»nie od ustawie« parametrów. W przy-
padku miary DiscPairs, jako±¢ ci¦cia werykuj¡cego musi wynosi¢ co najmniej t
procent jako±ci ci¦cia gªównego. Jako±¢ ci¦cia werykuj¡cego c jest deniowana
jako liczba par obiektów z ró»nych klas decyzyjnych rozró»nianych jednocze±nie
przez ci¦cie gªówne i werykuj¡ce, a wi¦c mi¦dzy nast¦puj¡cymi dwiema grupami
obiektów: mi¦dzy fu 2 U : a(u) < v ^ (u pasuje do Tp)g a fu 2 U : a(u) 
v ^ (u pasuje do :Tp)g lub mi¦dzy fu 2 U : a(u) < v ^ (u pasuje do :Tp)g
a fu 2 U : a(u)  v ^ (u pasuje do Tp)g. Wi¦ksza z tych dwóch warto±ci sta-
nowi o jako±ci ci¦cia werykuj¡cego. Je»eli wi¦ksza liczba obiektów z ró»nych klas
jest rozró»niania w pierwszej parze grup obiektów, wówczas do wzorca ci¦cia we-
rykuj¡cego T (c) przypisywany jest lewy wzorzec, inaczej wzorzec prawy. Dla po-
zostaªych miar, wybierane s¡ ci¦cia o najmniejszej ró»nicy wa»onych sum entropii
czy wspóªczynników Giniego mi¦dzy zbiorami wyznaczonymi przez ci¦cia p oraz
c. Odrzucane s¡ natomiast ci¦cia, dla których liczebno±¢ zbioru W jest zbyt du»a
(jej odsetek w caªym zbiorze A jest wi¦kszy od tw). Wielko±¢ tego zbioru wska-
zuje bowiem na odmienny podziaª obiektów w¦zªa przez obydwa ci¦cia: gªówne
i werykuj¡ce.
Zakªadaj¡c, »e pami¦¢ M dotycz¡ca ci¦¢ i ich parametrów jest pami¦ci¡ o do-
st¦pie w czasie staªym, Algorytm 6.1.1 dziaªa w czasie O(m n  log n) (ze wzgl¦du
na sortowanie obiektów wzgl¦dem warto±ci atrybutu a), gdzie m jest liczb¡ atry-
butów, n jest liczb¡ obiektów.
Do ustalonego ci¦cia gªównego mo»e by¢ te» dobrane ci¦cie werykuj¡ce na
atrybucie symbolicznym. Algorytm wyszukuj¡cy takie ci¦cie dla ustalonego atry-
butu polegaªby na przegl¡daniu wszystkich warto±ci tego atrybutu i ustaleniu ka»-
dej z tych warto±ci jako ci¦cia werykuj¡cego. Dla ka»dego takiego ci¦cia nale»a-
ªoby przegl¡da¢ warto±ci atrybutu wszystkich obiektów celem wyznaczenia jako±ci
ci¦cia. Zªo»ono±¢ takiego wyznaczania ci¦cia werykuj¡cego byªaby zale»na jedynie
od iloczynu liczby warto±ci tego atrybutu i liczby wszystkich obiektów.
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6.2 Konstruowanie drzewa decyzyjnego z ci¦ciami
werykuj¡cymi
W rozdziale przedstawiono algorytm tworzenia drzewa decyzyjnego, który forma-
lizuje powy»sze rozwa»ania (Algorytm 6.2.1). Ze wzgl¦du na to, »e algorytm ten
wykorzystuje podziaªy werykuj¡ce, drzewo decyzyjne, które utworzy ten algorytm
b¦dzie nazywane V-drzewem decyzyjnym lub V-drzewem. Opisywane w pracy V-
drzewa decyzyjne s¡ dychotomiczne ze wzgl¦du na ka»dy podziaª (optymalny i we-
rykuj¡ce) stosowany przy ich budowie. Klasykator skonstruowany za pomoc¡
V-drzewa b¦dzie nazywany VTree klasykatorem.
W ka»dym w¦¹le drzewa (który nie jest li±ciem), po wyznaczeniu optymalnego
podziaªu zbioru obiektów wybierana jest rodzina podziaªów podobnych do opty-
malnego, a przy tym wykorzystuj¡ca inne atrybuty. Oczywi±cie poj¦cie podobie«-
stwa zale»y od miary, która jest zastosowana do okre±lenia najlepszego podziaªu.
W przypadku miary DiscPairs podobie«stwo oznacza odró»nianie par obiektów
z ró»nych klas decyzyjnych jak najbardziej zbli»onych do par odró»nianych przez
optymalny podziaª [12, 11]. Natomiast w przypadku miar tworzonych na podsta-
wie zysku informacji czy indeksu Giniego, podziaªy werykuj¡ce powinny dzieli¢
zbiór obiektów w mo»liwie podobny sposób jak gªówny (optymalny) podziaª.
Na wej±ciu Algorytmu 6.2.1 nale»y poda¢ tablic¦ decyzyjn¡ A = (U;A [ fdg)
oraz parametr k nale»¡cy do liczb naturalnych oznaczaj¡cy maksymaln¡ liczb¦
podziaªów werykuj¡cych oraz próg t deniuj¡cy minimalny wymóg stawiany ka»-
demu podziaªowi werykuj¡cemu. Wspomniany w powy»szym algorytmie warunek
stopu jest taki sam, jak w algorytmie omawianym w Rozdziale 3.1.3.
Do wyznaczania V-drzewa zastosowano trzy miary opisane w Rozdziale 3.1.2:
miar¦ opart¡ na liczbie rozró»nianych par obiektów (DiscPairs), zysk informacji
oraz indeks Giniego. W zale»no±ci od zastosowanej miary, optymalizowane s¡ na-
st¦puj¡ce kryteria:










gdzie p jest ci¦ciem optymalnym, Disc(p) oznacza liczb¦ par obiektów z ró»-
nych klas decyzyjnych rozró»nianych przez ci¦cie p, natomiast Disc(p; pi)
liczb¦ par obiektów z ró»nych klas decyzyjnych rozró»nianych jednocze±nie
przez ci¦cie p jak i pi (dla i = 1; :::; k). W przeprowadzonych eksperymentach
dotycz¡cych omawianej metody warto±¢ progu t ustawiono na 0.9.
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 Miara oparta na entropii (kryterium jest minimalizowane):
QVEntropy(p; pi) =
8><>:




 w przeciwnym wypadku
(6.2)
gdzie | . | oznacza warto±¢ bezwzgl¦dn¡ oraz
 W jest zbiorem obiektów, które nie pasuj¡ do wzorców Tp i Tpi jedno-
cze±nie, jak równie» wzorców :Tp oraz :Tpi (dla i = 1; : : : ; k),
 tw jest ustalonym progiem (tw wynosiª 0:1 oraz 0:05 w eksperymentach





=A(Tq )A  Entropia A(Tq)+
A(:Tq )A  Entropia A(:Tq)
jest wa»on¡ sum¡ entropii ci¦¢ p i pi, odpowiednio (q 2 fp; p1; : : : ; pkg).
 Miara oparta na indeksie Giniego (kryterium jest minimalizowane):
QVGini(p; pi) =
8><>:




 w przeciwnym wypadku (6.3)
gdzie:
 W jest zbiorem obiektów, które nie pasuj¡ do wzorców Tp i Tpi jedno-
cze±nie, jak równie» wzorców :Tp oraz :Tpi (dla i = 1; : : : ; k),
 tw jest ustalonym progiem (tw wynosiª 0:1 oraz 0:05 w eksperymentach







jest wa»on¡ sum¡ wspóªczynników Giniego ci¦cia p oraz pi, odpowiednio
(q 2 fp; p1; : : : ; pkg).
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Algorytm 6.2.1: Konstruowanie V-drzewa decyzyjnego
WEJCIE: Tablica decyzyjna A = (U;A [ fdg), parametr k nale»¡cy do
liczb naturalnych
WYJCIE: V-drzewo decyzyjne wyznaczone dla tablicy A
begin
1 Znajd¹ optymalne ci¦cie p w tablicy A i przypisz do wzorca Tp = TL(p)
oraz :Tp = TR(p)
2 Znajd¹ kolekcj¦ binarnych ci¦¢ p1; : : : ; pk w tablicy A, werykuj¡cych
ci¦cie p, najlepszych w sensie wybranej miary jako±ci (wg procedury
Algorytm 6.1.1, str. 92) oraz kolekcj¦ wzorców V TC(T ) = fTg [ fT1,
..., Tkg zwi¡zanych z ci¦ciami werykuj¡cymi (je»eli liczba wszystkich
wzorców dla danego T jest mniejsza ni» k, zbiór mo»e by¢ mniejszy, ale
niepusty, poniewa» T zawsze do niego nale»y)
3 Podziel tablic¦ A na dwie tablice A(Tp) i A(:Tp)
4 Przypisz Al = A(Tp) oraz Ar = A(:Tp)
5 Wyznacz wszystkie obiekty z tablicy A, które pasuj¡ do wzorca Tp i nie
pasuj¡ do wzorca Tpi (dla i 2 f1; :::; kg) lub pasuj¡ do wzorca :Tp i nie
pasuj¡ do wzorca :Tpi (dla i 2 f1; :::; kg) i doª¡cz te obiekty zarówno
do tablicy Al jak i Ar (je±li jeszcze ich tam nie ma)
6 je»eli tablice Al i Ar speªniaj¡ warunki stopu to
zako«cz tworzenie drzewa
inaczej




Opis: Algorytm rozpoczyna dziaªanie w w¦¹le zawieraj¡cym obiekty wej±ciowej
tablicy decyzyjnej. W kroku pierwszym wyznaczany jest najlepszy podziaª w¦zªa
okre±lony przez ci¦cie p w sensie przyj¦tej miary jako±ci podziaªu (liczba par obiek-
tów nale»¡cych do ró»nych klas decyzyjnych rozró»nianych przez ci¦cie, zysk in-
formacji lub indeks Giniego, wyliczane wedªug wzorów podanych w Rozdz. 3.1.2).
Ci¦cie gªówne p = (b; t) deniuje w w¦¹le dwa wzorce Tp i :Tp. Do Tp przypi-
sywany jest wzorzec lewy (TL(p) = fu 2 U : b(u) < tg dla atrybutu nume-
rycznego i TL(p) = fu 2 U : b(u) = tg dla symbolicznego), natomiast do :Tp
wzorzec prawy (TR(p) = fu 2 U : b(u)  tg i TR(p) = fu 2 U : b(u) 6= tg
odpowiednio). W kroku drugim, przy ustalonym ci¦ciu gªównym p wyliczonym
w kroku pierwszym, wyznaczane s¡ odpowiednio dobre ci¦cia werykuj¡ce to ci¦-
cie, wedªug Algorytmu 6.1.1. Kolejny, trzeci krok polega na podzieleniu obiek-
tów w¦zªa na dwie cz¦±ci, przy czym do pierwszej cz¦±ci traaj¡ obiekty pasuj¡ce
do wzorca Tp (a wi¦c speªniaj¡ce warunek b(u) < t), do prawej za± - pasuj¡ce
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do :Tp (speªniaj¡ce warunek b(u)  t). Obiekty pierwszej cz¦±ci przypisywane
s¡ w kroku czwartym do lewego poddrzewa, natomiast z drugiej cz¦±ci do pra-
wego poddrzewa. W kroku pi¡tym, zarówno do lewego jak i do prawego pod-
drzewa, dodawane s¡ obiekty, które pasuj¡ do cz¦±ci wzorców w¦zªa a nie pasuj¡
do reszty wzorców, o ile jeszcze ich tam nie ma. Je»eli np. do ci¦cia werykuj¡cego
pi = (a; v) okre±lonego na atrybucie numerycznym zostaª przypisany w Algoryt-
mie 6.1.1 wzorzec lewy, wówczas dodawanymi obiektami b¦d¡ te, które speªniaj¡
warunek f(b(u) < t ^ a(u)  v) _ (b(u)  t ^ a(u) < v)g. Natomiast je»eli do
ci¦cia pi przypisany zostaª wzorzec prawy, wówczas dodawane b¦d¡ obiekty, które
speªniaj¡ warunek: f(b(u) < t ^ a(u) < v) _ (b(u)  t ^ a(u)  v)g. Krok szósty
sprawdza, czy lewe jak i prawe poddrzewo speªnia warunek zatrzymania podziaªu,
którym mo»e by¢ obecno±¢ w w¦¹le obiektów nale»¡cych tylko do jednej klasy. Je-
»eli tak, budowa drzewa ko«czy si¦, w przeciwnym wypadku algorytm rozpoczyna
prac¦ od pocz¡tku, przy czym dane poddrzewo traktowane jest teraz jako tablica
wej±ciowa.
Zauwa»my, »e jedynym elementem powy»szego algorytmu, który mógªby pod-
wy»szy¢ rz¡d zªo»ono±ci czasowej w stosunku do klasycznego algorytmu z Roz-
dziaªu 3.1 jest krok 2, w którym wyszukiwana jest kolekcja k binarnych podziaªów
werykuj¡cych podziaª p. Jak zostanie pokazane, krok ten daje si¦ zrealizowa¢
w czasie rz¦du O(n  log n m), gdzie n jest liczb¡ obiektów, m liczb¡ atrybutów
warunkowych, a zatem nie powoduje zwi¦kszenia zªo»ono±ci czasowej algorytmu
w stosunku do algorytmu z Rozdziaªu 3.1.
atwo zauwa»y¢, »e dla atrybutów symbolicznych, które zwykle maj¡ maªo
warto±ci, wyznaczenie najlepszego podziaªu werykuj¡cego mo»e by¢ wykonane
w czasie O(n  l), gdzie l jest liczb¡ warto±ci danego atrybutu symbolicznego.
Klasykator skonstruowany za pomoc¡ V-drzewa decyzyjnego b¦dzie nazywany
VTree klasykatorem. W zale»no±ci od przyj¦tej miary jako±ci podziaªów (QVDisc,
QVEntropy, QVGini wyszczególnia si¦ takie jego rodzaje jak: VTree-Disc, VTree-
Entropy, VTree-Gini.
6.3 Klasykacja z V-drzewem decyzyjnym
W rozdziale przedstawiono algorytm klasykowania obiektu testowego, przy wyko-
rzystaniu drzewa z podziaªami werykuj¡cymi (Algorytm 6.3.1). Zaªó»my, »e kla-
sykujemy obiekt u w w¦¹le, w którym wyszukano optymalne ci¦cie c = (a; v) oraz
rodzin¦ ci¦¢ werykuj¡cych c1; : : : ; ck. Niech przez T oznaczony b¦dzie wzorzec
generowany przez ci¦cie c, a przez T1,...,Tk wzorce odpowiadaj¡ce ci¦ciom c1,...,ck,
gdzie dla dowolnego i 2 f1; : : : ; kg wzorzec Ti = TL(ci) lub Ti = TR(ci), zale»nie
od wzorca wyselekcjonowanego dla danego ci przez Algorytm 6.2.1. Klasykacja
odbywa si¦ wedªug Algorytmu 6.3.1.
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Algorytm 6.3.1: Klasykacja za pomoc¡ V-drzewa
WEJCIE: Nowy (testowany) obiekt u, V-drzewo decyzyjne VT(A),
wyliczone dla tablicy decyzyjnej A;
V TC(T ) = fTg [ fT1; :::; Tkg oznacza kolekcj¦ wzorców dla
ci¦cia optymalnego oraz ci¦¢ werykuj¡cych wyznaczonych
przez Algorytm 6.2.1 dla danego w¦zªa w drzewie VT(A)
WYJCIE: Warto±¢ decyzji dla obiektu u
begin
1 Wstaw obiekt u do korzenia drzewa
2 je»eli w¦zeª speªnia warunek stopu to
zwró¢ decyzj¦ przypisan¡ do w¦zªa drzewa i zako«cz
3 Przypisz l1 := liczba wzorców z V TC(T ), do których pasuje u
Przypisz l2 := l   l1, gdzie l = card(V TC(T )
4 je»eli obiekt u pasuje do wzorca T oraz l1 = l to
po±lij u do sklasykowania przez poddrzewo skonstruowane dla
tablicy A(T ), czyli rekurencyjnie wywoªaj Algorytm 6.3.1.
Otrzyman¡ warto±¢ decyzji oznaczmy przez d1, zwró¢ d1 i zako«cz.
5 inaczej je»eli obiekt u nie pasuje do wzorca T oraz l2 = l to
po±lij u do sklasykowania przez poddrzewo skonstruowane dla
tablicy A(:T ), czyli rekurencyjnie wywoªaj Algorytm 6.3.1.
Otrzyman¡ warto±¢ decyzji oznaczmy przez d2, zwró¢ d2 i zako«cz.
6 inaczej
Sklasykuj u przez poddrzewo w¦zªa A(T ) otrzymuj¡c d1
Sklasykuj u przez poddrzewo w¦zªa A(:T ) otrzymuj¡c d2
7 je»eli d1 = d2 to
zwró¢ d1
8 inaczej //Rozstrzyganie koniktów mi¦dzy d1 i d2
Przypisz p1:= (rozmiar li±cia generuj¡cego decyzj¦ d1)/|A|
Przypisz p2:= (rozmiar li±cia generuj¡cego decyzj¦ d2)/|A|
9 je»eli ( l1
l
 p1) > ( l2l  p2) to
zwró¢ d1
10 inaczej je»eli ( l1
l
 p1) < ( l2l  p2) to
zwró¢ d2
inaczej //Decyduje ci¦cie gªówne
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Opis: Algorytm rozpoczyna dziaªanie w w¦¹le, którym na pocz¡tku jest korze«
drzewa. Sprawdza si¦ tu, czy w¦zeª jest li±ciem. Je»eli tak, to do klasykowanego
obiektu u przypisuje si¦ etykiet¦ klasy decyzyjnej tego w¦zªa (li±cia) i algorytm
ko«czy dziaªanie. W przeciwnym przypadku, w kroku trzecim wyliczana jest liczba
wzorców zdeniowanych dla w¦zªa, do których obiekt u pasuje oraz liczba wzorców,
do których obiekt ten nie pasuje. Je»eli obiekt u pasuje do wszystkich wzorców w¦-
zªa, w tym do wzorca wyznaczonego przez ci¦cie gªówne, wówczas posyªany jest
w kroku czwartym do sklasykowania przez lewe poddrzewo i przypisywana mu
jest decyzja zwracana przez lewe poddrzewo. Je»eli natomiast obiekt nie pasuje
do »adnego wzorca w¦zªa, wówczas jest posyªany do sklasykowania przez prawe
poddrzewo i przypisywana jest mu decyzja prawego poddrzewa. W przypadku, gdy
obiekt u pasuje do cz¦±ci wzorców oraz nie pasuje do pozostaªej cz¦±ci wzorców,
mamy do czynienia z rozbie»no±ci¡ wskaza« poszczególnych ci¦¢ w¦zªa. Aby roz-
strzygn¡¢ taki konikt wyznaczane jest prawdopodobie«stwo decyzji z lewego jak
i prawego poddrzewa (jako iloraz liczby obiektów w li±ciach, z których pochodzi de-
cyzja lewego jak i prawego drzewa przez rozmiar caªej tablicy treningowej) i okre-
±lana jest tzw. siªa decyzji z poszczególnych poddrzew. Siªa decyzji wyliczana
jest jako iloczyn prawdopodobie«stwa decyzji oraz odsetka ci¦¢, które wskazuj¡
dane poddrzewo. Je»eli siªa decyzji z lewego poddrzewa jest wi¦ksza od tej siªy
prawego poddrzewa, wówczas zwracana jest decyzja lewego poddrzewa. W prze-
ciwnym przypadku zwracana jest decyzja poddrzewa prawego. W przypadku, gdy
obie siªy s¡ równe, wówczas bierze si¦ pod uwag¦ wskazanie ci¦cia gªównego.
Celem prezentacji klasykacji za pomoc¡ V-drzewa (Algorytm 6.3.1), rozwa-
»ona zostanie tablica decyzyjna A = (U;A [ fzg), taka »e A = fa; b; c; d; e; fg
z atrybutem decyzyjnym z o dwóch warto±ciach: 0 i 1, co daje dwie klasy de-
cyzyjne: Z0 i Z1. Rysunek 6.2 przedstawia V-drzewo decyzyjne wyznaczone dla
tablicy A dla k = 2 za pomoc¡ Algorytmu 6.2.1. Drzewo to skªada si¦ z korzenia
N1, dwóch w¦zªów wewn¦trznych: N2 i N3 oraz czterech li±ci: N4, N5, N6 i N7.
Z w¦zªem N1 zwi¡zany jest wzorzec T dotycz¡cy gªównego ci¦cia w tym w¦¹le
oraz dwa wzorce T1 i T2 dotycz¡ce ci¦¢ werykuj¡cych. W w¦¹le N2 zdeniowany
jest wzorzec S zwi¡zany z ci¦ciem gªównym tego w¦zªa oraz dwa wzorce S1 i S2
dotycz¡ce ci¦¢ werykuj¡cych. Natomiast do w¦zªa N3 przypisany jest wzorzec
R oparty na ci¦ciu gªównym tego w¦zªa oraz dwa wzorce R1 i R2 dotycz¡ce ci¦¢
werykuj¡cych go.
Do testowania Algorytmu 6.3.1 wykorzystane zostan¡ trzy obiekty z Ta-
blicy 6.1. W przykªadzie zastosowana b¦dzie prosta metoda rozstrzygania kon-
iktów mi¦dzy wskazaniami poszczególnych ci¦¢ w w¦¹le, oparta na gªosowaniu
wi¦kszo±ciowym (gdy obiekt pasuje do cz¦±ci wzorców oraz nie pasuje do pozo-
staªej cz¦±ci wzorców, przypisywana jest mu decyzja pochodz¡ca z poddrzewa, na
które wskazuje wi¦ksza liczba wzorców w¦zªa) [12]. Klasykacja wszystkich obiek-
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a ≥ 2
N1
T: a < 2      T1: c < 4  T2: e ≥ -6
N2
S: b < 3      S1: d ≥ 6 S2: f < 12
N3










Rysunek 6.2: Przykªadowe V-drzewo decyzyjne.
tów zaczyna si¦ w w¦¹le N1.
Obiekt testowy a b c d e f
u1 1 4 3 -7 -5 14
u2 3 0 5 -3 -7 5
u3 1 4 3 -5 -8 10
Tablica 6.1: Tablica obiektów testowych.
Obiekt u1 pasuje do wzorca T , poniewa» a(u1) = 1 < 2. Jednocze±nie obiekt u1
pasuje do wzorca T1, poniewa» c(u1) = 3 < 4 oraz pasuje do wzorca T2, poniewa»
e(u1) =  5   6. Oznacza to, »e wzorce T , T1 i T2 sugeruj¡, aby obiekt u1
zostaª sklasykowany w w¦¹le N2. W w¦¹le N2, obiekt u1 nie pasuje do wzorca
S, poniewa» b(u1) = 4  3. Ponadto, obiekt u1 nie pasuje równie» do wzorca S1,
gdy» d(u1) =  7 < 6 oraz nie pasuje do wzorca S2, poniewa» f(u1) = 14  12.
Oznacza to, »e obiekt u1 jest kierowany do klasykacji przez w¦zeª N5 i zostaje
sklasykowany do klasy decyzyjnej Z1.
Obiekt u2 nie pasuje do wzorca T , poniewa» a(u2) = 3  2. Jednocze±nie obiekt
u2 nie pasuje do wzorca T1, gdy» c(u2) = 5  4, a tak»e nie pasuje do wzorca T2, po-
niewa» e(u2) =  7 <  6. Zatem wzorce T , T1 i T2 sugeruj¡, »e obiekt u1 powinien
zosta¢ sklasykowany w w¦¹le N3. Zatem obiekt u2 jest kierowany do klasykacji
w w¦¹le N3. W w¦¹le N3, obiekt u2 pasuje do wzorca R, poniewa» b(u2) = 0 < 1.
Jednocze±nie obiekt u2 nie pasuje do wzorca R1, gdy» d(u2) =  3 <  2 oraz
nie pasuje do wzorca R2, poniewa» f(u2) = 5  4. Mamy tutaj do czynienia
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z rozstrzyganiem koniktów, gdy» obiekt u pasuje do jednego z trzech wzorców,
a nie pasuje do dwóch pozostaªych wzorców w¦zªa. Zatem obiekt u2 powinien by¢
skierowany do klasykacji przez obydwa w¦zªy N6 i N7. Niech liczebno±ci w¦zªów
N1, N6 i N7 wynosz¡ odpowiednio 100, 25 i 40, wówczas siªa decyzji pochodz¡cej
z N6 (Z1) jest równa 1=3  25=100 = 0:08, natomiast z w¦zªa N7 (Z0) jest równa
2=3  40=100 = 0:26. W zwi¡zku z tym, obiekt u2 jest zaklasykowany do klasy
decyzyjnej Z0.
Obiekt u3 pasuje do wzorca T , poniewa» a(u3) = 1 < 2. Jednocze±nie obiekt
u3 pasuje do wzorca T1, poniewa» c(u3) = 3 < 4 oraz nie pasuje do wzorca T2,
poniewa» e(u3) =  8 <  6. W zwi¡zku z pojawiaj¡cym si¦ koniktem, obiekt
zostaje posªany do sklasykowania przez w¦zeª N2 jak i N3. W w¦¹le N2, obiekt
u3 nie pasuje do wzorca S, gdy» b(u3) = 4  3. Jednocze±nie obiekt u3 nie pasuje
do wzorca S1, poniewa» d(u3) =  5 < 6 oraz pasuje do wzorca S2, poniewa»
f(u3) = 10 < 12. Zatem obiekt u3 zostanie skierowany do klasykacji przez dwa
w¦zªy N4 i N5. Przy liczebno±ciach w¦zªów N4 i N5 wynosz¡cych odpowiednio 5
i 30, siªa decyzji pochodz¡cej zN4 (Z0) wynosi 1=35=100 = 0:02, natomiast z w¦zªa
N5 (Z1) jest równa 2=3  30=100 = 0:2. Do w¦zªa N2 zwracana jest zatem decyzja
Z1. Natomiast w w¦¹le N3, obiekt u3 nie pasuje do wzorca R, gdy» b(u3) = 4  1.
Jednocze±nie obiekt u3 nie pasuje do wzorca R1, poniewa» d(u3) =  5 < ( 2)
oraz nie pasuje do wzorca R2, poniewa» f(u3) = 10  4. Zatem obiekt u3 zostanie
skierowany do klasykacji przez w¦zeª N7, który zwraca do N3 decyzj¦ Z0. Siªa
decyzji otrzymanej dla w¦zªa N2 jest równa 2=330=100 = 0:2, natomiast dla w¦zªa
N3 jest równa 1=340=100 = 0:13. W zwi¡zku z tym, obiekt u2 jest zaklasykowany
do klasy decyzyjnej Z1.
Powy»szy algorytm klasykowania obiektu w w¦¹le, wykorzystuje jedno pod-
drzewo tylko w przypadku, gdy wszystkie podziaªy werykuj¡ce tak samo klasy-
kuj¡ obiekt, jak ci¦cie gªówne c. W pozostaªych przypadkach klasykacja jest
wykonywana przez obydwa poddrzewa. Nast¦pnie rozwa»ane s¡ dwa przypadki.
Pierwszy dotyczy sytuacji, gdy obydwa poddrzewa zwróciªy t¡ sam¡ warto±¢ de-
cyzji. Wtedy ta warto±¢ jest zwracana jako decyzja danego w¦zªa. Natomiast drugi
przypadek dotyczy sytuacji, gdy jedno z poddrzew zwróciªo jedn¡ warto±¢ decyzji,
a drugie poddrzewo inn¡. Wtedy z danego w¦zªa jest zwracana decyzja pochodz¡ca
z tego poddrzewa, które wi¡»e si¦ z wi¦ksz¡ siª¡ decyzji. Taka metoda stanowi pro-
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Jednym z problemów wyst¦puj¡cych w procesie odkrywania wiedzy ze zbiorów
danych jest zªo»ono±¢ procesów zachodz¡cych w rzeczywistym ±wiecie, obecno±¢
bezpo±rednich i po±rednich powi¡za« oraz interakcji pomi¦dzy obiektami bior¡cymi
w nich udziaª. Klasyczne metody modelowania bazuj¡ce na danych pochodz¡cych
z czujników nie umo»liwiaj¡ badania danych na wielu poziomach abstrakcji. Jest
to wynikiem oddalenia semantycznego zªo»onych poj¦¢ od danych sensorowych
(patrz Rozdz. 2.2).
Przy budowie klasykatorów aproksymuj¡cych zªo»one poj¦cia mo»e wyst¡pi¢
potrzeba oceny odlegªo±ci lub podobie«stwa dwóch obiektów podobnego typu, ta-
kich jak np. pacjenci. Ogólnie, problem deniowania odlegªo±ci lub podobie«stwa
jest ci¡gle jednym z najwi¦kszych wyzwa« eksploracji danych. Istniej¡ce metody
deniowania relacji podobie«stwa oparte s¡ zwykle na budowaniu funkcji odlegªo-
±ci w oparciu o proste strategie ª¡czenia lokalnych podobie«stw porównywanych
elementów (patrz literatur¦ w [20]). Optymalizacja ustalonej formuªy odlegªo±ci
jest wykonywana poprzez strojenie parametrów lokalnych podobie«stw oraz para-
metrów ich ª¡czenia. Gªówn¡ trudno±ci¡ aproksymacji funkcji odlegªo±ci jest zatem
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dobór tych lokalnych podobie«stw oraz sposobu ich agregacji. Tymczasem, zgodnie
z wiedz¡ dziedzinow¡ zwykle jest wiele ró»nych aspektów podobie«stwa pomi¦dzy
porównywanymi elementami. Ka»dy z tych aspektów powinien by¢ rozpatrywany
w specyczny sposób, zgodny z wiedz¡ dziedzinow¡. Ponadto agregacja ró»nych
aspektów podobie«stwa w globalne podobie«stwo czy odlegªo±¢, tak»e powinna
by¢ wykonana w sposób wynikaj¡cy z wiedzy dziedzinowej. Dlatego w rozprawie
zaproponowano metod¦ deniowania odlegªo±ci opart¡ na funkcji podobie«stwa
wykorzystuj¡c¡ wiedz¦ dziedzinow¡ wyra»on¡ w postaci ontologii poj¦¢.
Zaproponowana, na potrzeby eksploracji rzeczywistego zbioru danych medycz-
nych, funkcja podobie«stwa ma umo»liwia¢ porównywanie pacjentów pod k¡tem
stopnia nasilenia choroby wie«cowej, a co za tym idzie ryzyka wyst¦powania nie-
bezpiecznych dla zdrowia i »ycia nast¦pstw. Im bardziej zaawansowana choroba,
tym wi¦ksze ryzyko tzw. incydentów sercowych (gro¹ne zaburzenia rytmu, ostre
stany niedokrwienia mi¦±nia sercowego czy nagªy zgon sercowy NZS). Celem oceny
efektywno±ci takiego podej±cia wyznaczon¡ odlegªo±¢ ontologiczn¡ zastosowano w
zadaniu klasykacji. W tym podej±ciu klasy decyzyjne oznaczaj¡ stopie« nasile-
nia stabilnej choroby wie«cowej, gdzie 0 oznacza najmniej nasilon¡ chorob¦, 1 -
chorob¦ jednonaczyniow¡, 2 - dwunaczyniow¡ i 3 - chorob¦ trójnaczyniow¡, czyli
o najwi¦kszym stopniu nasilenia.
W pierwszym etapie konstrukcji funkcji podobie«stwa deniowana jest hierar-
chiczna ontologia zawieraj¡ca poj¦cia dotycz¡ce choroby niedokrwiennej serca. Na
najni»szym poziomie znajduj¡ si¦ atrybuty sensorowe (pochodz¡ce bezpo±rednio
ze zbiorów danych), dobrane z caªego zbioru danych w taki sposób, aby odpowia-
daªy uznanym czynnikom prognostycznym NZS. Nast¦pnie na ka»dym poziomie
ontologii okre±lana jest wa»no±¢ (znaczenie) poj¦cia w odniesieniu do poj¦cia nad-
rz¦dnego poprzez wskazanie wagi. Wagi dobierane s¡ arbitralnie przez eksperta
dziedzinowego, jako warto±ci liczbowe z przedziaªu (0; 1). Na potrzeby ekspery-
mentów utworzono ontologi¦ jak na Rys. 7.1, w której wagi poj¦¢ zostaªy wskazane
przez eksperta. Dodatkowo w do±wiadczeniach wykorzystano t¦ sam¡ ontologi¦,
jednak z wagami poj¦¢ dobranymi metod¡ Monte Carlo. Kolejny krok polega na
wyspecykowaniu algorytmu obliczania funkcji podobie«stwa pomi¦dzy obiektami
z wykorzystaniem ontologii i wag jej poj¦¢. W nast¦pnym etapie na podstawie
podobie«stwa semantycznego pomi¦dzy pacjentami budowany jest klasykator.
7.1 Budowa ontologii
Do wyznaczenia odlegªo±ci ontologicznej wymagane jest zdeniowanie ontologii
poj¦¢ nale»¡cych do poj¦cia okre±laj¡cego problem decyzyjny. Ontologie stanowi¡
opis fragmentu ±wiata sªu»¡cy do reprezentowania i przetwarzania wiedzy.
Wedªug podej±cia zaproponowanego w [102] proces budowania ontologii skªada
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si¦ z kilku czynno±ci wymienionych poni»ej.
1. Ustalenie domeny oraz zasi¦gu ontologii - okre±lenie jakiego wycinka mode-
lowanego ±wiata b¦dzie dotyczy¢.
2. Wykorzystanie istniej¡cych ontologii.
3. Wyszczególnienie najwa»niejszych terminów w projektowanej ontologii.
4. Deniowanie klas i ich uporz¡dkowanie w hierarchiczne struktury na ksztaªt
drzewa (nadklasy i podklasy).
5. Zdeniowanie wªasno±ci klas.
6. Deniowanie cech wªasno±ci klas, takich jak np. ich dziedziny, czyli dopusz-
czalne zbiory warto±ci.
7. Tworzenie wyst¡pie« klas (instancji klas).
Opieraj¡c si¦ cz¦±ciowo na powy»szej metodologii utworzono ontologi¦ OCNS po-
j¦cia stabilna choroba wie«cowa. Kolejne etapy konstrukcji ontologii obejmowaªy:
 Ustalenie dziedziny nauk medycznych jako domeny ontologii oraz kardiologii
jako jej zasi¦gu;
 Wyszczególnienie terminów, które wskazuj¡ na stopie« zaawansowania cho-
roby niedokrwiennej serca, takich jak: zmiany w badaniu podmiotowym
pacjenta, zmiany w badaniach dodatkowych, zagro»enia epidemiologiczne,
obecno±¢ chorób wspóªistniej¡cych, zmiany w badaniach elektrozjologicz-
nych, odchylenia w badaniach laboratoryjnych;
 Zdeniowanie nast¦puj¡cych klas ontologii: CNS, Badanie podmiotowe, Ba-
dania dodatkowe, Epidemiologia, Choroby wspóªistniej¡ce, Badania elektro-
zjologiczne, Badania laboratoryjne, EKG, HRV, QT, Tachykardia, ST. Przy
porz¡dkowaniu klas w hierarchiczne struktury zastosowano podej±cie góra-
dóª (ang. top-down), w którym zaczyna si¦ od najbardziej ogólnych poj¦¢
i przechodzi kolejno do ich uszczegóªawiania;
 Okre±lenie znaczenia ka»dego poj¦cia w odniesieniu do poj¦cia nadrz¦dnego
poprzez wprowadzenie wagi jako wªasno±ci klasy;
 Wskazanie dziedziny wag jako liczb rzeczywistych z przedziaªu (0; 1). Wagi
zostaªy dobrane arbitralnie przez eksperta dziedzinowego, w taki sposób,
»e suma wag poj¦¢ podrz¦dnych (podklas) odpowiada wadze poj¦cia nad-
rz¦dnego (nadklasy). Mo»na zatem powiedzie¢ o zjawisku rozpªywania si¦
wag, od poj¦cia najbardziej ogólnego do najbardziej szczegóªowych;
 Zdeniowanie instancji poszczególnych klas w postaci uznanych czynników
prognostycznych nagªego zgonu sercowego NZS [117, 55, 57, 3]. Wybrane
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czynniki ryzyka przedstawiaj¡ tabele: 7.1 oraz 7.2. W ontologii CNS wyko-
rzystano 19 czynników ryzyka, którym przypisano wagi zale»nie od znaczenia
czynnika w obr¦bie poj¦cia, do którego nale»¡. Instancje ontologii odpowia-
daj¡ atrybutom zbioru danych.
Badanie Czynnik ryzyka Opis
Epidemiologia
Wiek >65 r».
Pªe¢ M¦»czy¹ni:Kobiety = 4:1





Zawaª serca niekorzystne prognostycznie
(ew. liczba przebytych)
Mia»d»yca t¦tnic kkd niekorzystne prognostycznie
Udar mózgu niekorzystne prognostycznie
Tablica 7.1: Czynniki prognostyczne NZS w badaniu podmiotowym.
W literaturze brak okre±lenia wymaganej liczby czynników ryzyka  im wi¦cej
czynników, tym wi¦ksze ryzyko tzw. incydentów sercowych (gro¹ne zaburzenia
rytmu, ostre stany niedokrwienia mi¦±nia sercowego, nagªy zgon sercowy NZS).
Utworzon¡ ontologi¦ poj¦¢ choroby niedokrwiennej serca (CNS) przedstawia
Rys. 7.1. Najni»szy poziom stanowi¡ instancje klas. Zaproponowana ontologia za-
wiera tylko wybrane poj¦cia, których instancje byªy dost¦pne w zbiorach danych,
jednak mo»e by¢ z ªatwo±ci¡ rozszerzona poprzez dodawanie poj¦¢ oraz instancji.
7.2 Wyznaczanie odlegªo±ci ontologicznej
Na podstawie ontologii wyznaczana jest odlegªo±¢ mi¦dzy dwoma obiektami przy-
nale»¡cymi do danego poj¦cia, dla którego zbudowana jest ontologia (ka»de poj¦cie
w tej ontologii opisuje zró»nicowanie pacjentów). Odlegªo±¢ ontologiczna utworzona
na potrzeby rozprawy ma odpowiada¢ na pytanie: jak podobni (niepodobni) s¡
do siebie pacjenci z chorob¡ niedokrwienn¡ serca?.
W klasycznych technikach opartych na odlegªo±ci, stosuje si¦ takie miary jak
odlegªo±¢ Euklidesa, czy ogólnie odlegªo±¢ Minkowskiego (p-norma) wyra»one wzo-
rami 3.7 i 3.8 (Rozdziaª 3.2). Odlegªo±ci te jednak uwzgl¦dniaj¡ tylko dane z po-
ziomu sensorów, nie bior¡c pod uwag¦ zale»no±ci i powi¡za« mi¦dzy poj¦ciami na
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Badanie Czynnik ryzyka Opis
Badania




Zmiany QTc norma <440 ms
Tachykardia spoczynkowy HR>70/min,
liczba wyst¡pie«




Troponina I norma<0,01 ug/l
LDL norma<3,5 mmol/l
CRP norma<10 mg/l
Tablica 7.2: Czynniki prognostyczne NZS w badaniach dodatkowych.
wy»szym poziomie abstrakcji. Dodatkowo wymagaj¡, aby atrybuty byªy nume-
ryczne.
Odlegªo±¢ ontologiczna natomiast uwzgl¦dnia hierarchi¦ i znaczenie poj¦¢ na-
le»¡cych do ontologii. Zaproponowana w rozprawie metodologia wyznaczania od-
legªo±ci ontologicznej obejmuje dwa etapy. W pierwszym wyznaczane s¡ odlegªo±ci
mi¦dzy warto±ciami parametrów wskazywanych przez czujniki, a wi¦c na najni»-
szym poziomie ontologii. W kolejnym kroku okre±lana jest odlegªo±¢ na poziomie
ka»dego z poj¦¢ wy»szego poziomu z uwzgl¦dnieniem ich znaczenia wyra»onego
poprzez wagi.
Funkcja podobie«stwa pomi¦dzy dwoma obiektami ui i uj wzgl¦dem numerycz-
nego atrybutu sensorowego a znajduj¡cego si¦ na najni»szym poziomie ontologii
jest wyznaczana zgodnie ze wzorem (7.1) [166]:
dnum(ui; uj; a) =
ja(ui)  a(uj)j
Ra
dla i; j 2 f1; :::; ng (7.1)
gdzie n to liczba obiektów, natomiast Ra to rozst¦p warto±ci atrybutu. Rozst¦p
mo»e by¢ wyznaczany jako odlegªo±¢ mi¦dzy maksymaln¡ i minimaln¡ warto±ci¡
atrybutu w badanym zbiorze lub zakres warto±ci znany z wiedzy dziedzinowej.
Ze wzgl¦du na brak ±ci±le okre±lonych warto±ci granicznych niektórych czynników
ryzyka NZS w rozprawie zastosowano podej±cie pierwsze.
Funkcja podobie«stwa natomiast wzgl¦dem symbolicznego (nienumerycznego)
atrybutu sensorowego a wyznaczana jest z wykorzystaniem metody VDM (ang.
value dierence metric) [145], w której odlegªo±¢ wyznaczana jest wedªug wzoru
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(7.2):
dsymb(ui; uj; a) =
X
dc2D
jP (dec = dcja(ui) = v)  P (dec = dcja(uj) = w)j (7.2)
gdzie D to zbiór klas decyzyjnych, P to rozkªad prawdopodobie«stwa warto±ci
decyzji (wzór 7.3), v; w 2 Va.
P (dec = dcja(u) = v) = jfu 2 U : dec(o) = dc ^ a(u) = vgjjfu 2 U : a(u) = vgj (7.3)
Natomiast funkcja podobie«stwa pomi¦dzy dwoma obiektami ui i uj wzgl¦dem
poj¦cia C znajduj¡cego si¦ na wy»szym poziomie ontologii deniowana jest zgodnie
ze wzorem (7.4):




ws  dOnto(ui; uj; Cs)P
a2A
ws  dnum(ui; uj; a) dla atr: numerycznychP
a2A
ws  dsymb(ui; uj; a) dla atr: symbolicznych
(7.4)
gdzie S to zbiór poj¦¢ podrz¦dnych przynale»¡cych do poj¦cia C, ws - waga poj¦cia
podrz¦dnego, natomiast Cs to poj¦cie podrz¦dne dla C (na najni»szym poziomie
ontologii odpowiada atrybutowi).
7.3 Odlegªo±¢ ontologiczna jako metryka
Odlegªo±¢ ontologiczna zaproponowana w rozprawie speªnia warunki miary odle-
gªo±ci wymienione w Rozdz. 3.2. Wªasno±ci pierwsza i druga (aksjomat to»samo±ci
i aksjomat symetrii) wynikaj¡ bezpo±rednio z wªasno±ci warto±ci bezwzgl¦dnej.
Udowodniona zostanie wªasno±¢ trzecia, tj. speªnianie nierówno±ci trójk¡ta.
Twierdzenie. Niech d1; d2 b¦d¡ metrykami w przestrzeniach 1-wymiarowych.
Wtedy D =
Pk
i=1wi  d1 +
Pn
i=k+1wi  d2 jest metryk¡ w przestrzeni n-wymiarowej
dla dowolnych warto±ci wag wi  0, dla i=1,2,...,n, takich »e
Pn
i=1wi > 0.
Dowód. Dowód warunku trójk¡ta indukcyjnie ze wzgl¦du na wymiar przestrzeni,
gdzie wymiar przestrzeni to liczba atrybutów warunkowych w systemie decyzyjnym,
czyli liczba wspóªrz¦dnych wektora opisuj¡cego poszczególne obiekty. W±ród wszyst-
kich atrybutów k jest numerycznych, a n-k+1  symbolicznych (lub odwrotnie).
1o W przestrzeni 1-wymiarowej D = w  d1 albo D = w  d2, w>0.
Ogólnie: D = w  dp, gdzie p 2 f1; 2g. Z zaªo»enia o d1 i d2 mamy:
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8x; y; z dp(x; y) + dp(y; z)  dp(x; z), a wi¦c tak»e
8x; y; z w  dp(x; y) + w  dp(y; z)  w  dp(x; z) dla w>0.
St¡d 8x; y; z D(x; y) +D(y; z)  D(x; z)
2o Zaªó»my, »e D speªnia warunek trójk¡ta w przestrzeni m-wymiarowej, czyli:




wi  d1(x; y) +
mP
i=k+1
wi  d2(x; y) +
kP
i=1
wi  d1(y; z) +
mP
i=k+1
wi  d2(y; z) 
kP
i=1
wi  d1(x; z) +
mP
i=k+1
wi  d2(x; z)
W przestrzeni m+1 wymiarowej b¦dzie:
(*) D(x; y) + D(y; z) =
kP
i=1
vi  d1(x; y) +
mP
i=k+1
vi  d2(x; y) + vm+1  dp(x; y) +
kP
i=1
vi  d1(y; z) +
mP
i=k+1





vi  d1(x; z) +
mP
i=k+1
vi  d2(x; z) + vm+1  dp(x; y) + vm+1  dp(y; z) (**)
dzi¦ki 2o, gdy nie wszystkie vi = 0, i=1,2,...,m. A je±li wszystkie vi = 0, i=1,2,...,m




vi  d1(x; z) +
mP
i=k+1
vi  d2(x; z) + vm+1  dp(x; z)
dzi¦ki 1o, gdy vn+1 6= 0, i=1,2,...,m. A je±li vm+1 = 0 to nierówno±¢ jest oczywista,
bo zachodzi równo±¢, c.k.d.
Odlegªo±¢ ontologiczna zdeniowana rekurencyjnie wzorem (7.4) mo»e by¢
przedstawiona w nast¦puj¡cy sposób:
donto(ui; uj; C) =
X
a2Anum
wa  dnum(u1; uj; anum)+X
a2Asymb
wa  dsymb(ui; uj; asymb)
(7.5)
gdzie wa s¡ wagami wyznaczonymi zgodnie z opisem przedstawionym w tym pod-
rozdziale. St¡d na podstawie przedstawionego twierdzenia i jego dowodu wniosku-
jemy o speªnialno±ci warunku trójk¡ta przez odlegªo±¢ ontologiczn¡.
Przy wykorzystaniu odlegªo±ci ontologicznej, przeprowadzono eksperymenty
z klasykatorami metod¡ k-NN, których wyniki opisano w Rozdziale 9.5.
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Rysunek 7.1: Ontologia CNS z wagami wskazanymi przez eksperta.
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Rozdziaª 8
Metoda V: Opis wpªywu czynnika
modykuj¡cego percepcj¦ w oparciu
o modele klasykacji
Zawarto±¢
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8.2 Metoda mierzenia stopnia wpªywu czynnika zakªóce-
nia procesu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.2.1 Reguªy krzy»owe zmian percepcji . . . . . . . . . . . . 114
8.2.2 Drzewo wpªywu . . . . . . . . . . . . . . . . . . . . . . 117
8.2.3 Okre±lanie charakteru wpªywu czynnika na percepcj¦ . 122
Jednym z aspektów eksploracji danych jest zdobywanie wiedzy o otaczaj¡cym
±wiecie poprzez nadawanie znacze« otrzymanym wra»eniom, czyli informacjom do-
starczonym przez sensory. Sposób, w jaki postrzegamy otoczenie i interpretujemy
rzeczywisto±¢ istotnie warunkuje identykacj¦ obiektów i ich klasykacj¦, przez co
wpªywa na podejmowanie decyzji.
Klasykatory w oparciu o dost¦pne cechy (atrybuty warunkowe) charaktery-
zuj¡ce badane obiekty, opisuj¡ warto±¢ atrybutu decyzyjnego i mog¡ by¢ trak-
towane jako narz¦dzie do aproksymacji poj¦¢ (klas decyzyjnych) (patrz np.
[107, 20, 14, 16]). Dzi¦ki klasykatorom mo»liwa jest zatem percepcja obiektu
testowego w kontek±cie informacji o nim zwi¡zanych z warto±ci¡ atrybutu decy-
zyjnego.
Percepcja deniowana jest zwykle jako proces rozpoznawania, organizowania
i interpretacji informacji [162, 127]. Percepcja rozumiana jest tutaj jako sposób po-
strzegania ±wiata, który prowadzi do uksztaªtowania si¦ subiektywnego obrazu rze-
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czywisto±ci, na podstawie którego podejmowane s¡ decyzje. Na proces postrzegania
wpªywa wiele czynników, takich jak rodzaj bod¹ca, sensora, sposób przedstawie-
nia informacji, wcze±niejsze do±wiadczenia obserwatora czy kontekst. W zwi¡zku
z tym pozyskane informacje wpªywaj¡ na formowanie obrazu rzeczywisto±ci.
Dla potrzeb tej rozprawy poj¦cie percepcji ograniczone zostanie do interpreto-
wania informacji pochodz¡cych z systemów diagnostycznych. Rozpatrywana jest
percepcja zwi¡zana z tematyk¡ medyczn¡, a dokªadnie problemem zw¦»e« t¦t-
nic wie«cowych u chorych ze stabiln¡ chorob¡ niedokrwienn¡ serca CNS (patrz
Dodatek A). Zbadany zostanie wpªyw czynników zakªócaj¡cych na postrzeganie
zw¦»e« w naczyniach krwiono±nych. Pokazane zostanie, »e niektóre czynniki zakªó-
caj¡ce mog¡ by¢ zarz¡dzane za pomoc¡ algorytmów eksploracji danych opartych
na znanych statystykach w poª¡czeniu z krzy»owymi reguªami decyzyjnymi.
8.1 Percepcja a klasykacja
Istnieje szereg czynników, które mog¡ modykowa¢ zachowanie badanego obiektu
i zmienia¢ sposób jego percepcji (postrzegania), pomimo »e generalnie stan obiektu
si¦ nie zmienia w sensie przynale»no±ci do pewnego poj¦cia. Interesuj¡ca jest w ta-
kiej sytuacji zmiana, która prowadzi do zachowania maj¡cego korzystny wpªyw
na obserwowany obiekt. Modykacja mo»e prowadzi¢ równie» do negatywnych dla
obiektu skutków. Bez wzgl¦du na efekt percepcja informacji na temat badanego
obiektu jest zakªócona, natomiast informacja na temat sposobu modykacji zacho-
wania mo»e zosta¢ wykorzystana do uzyskania po»¡danego zachowania obiektu.
Czasami na czynnik zakªócaj¡cy nie mamy wpªywu (±rodowisko, pogoda), ale
czasem mo»na celowo go wprowadza¢ lub nawet nim zarz¡dza¢, je±li wiemy jak to
robi¢ (leki, rodzaj terapii, dieta). Przykªadem czynnika modykuj¡cego percepcj¦
mo»e by¢ farmakoterapia stosowana u pacjentów w danym schorzeniu. W wyniku
zastosowanego leczenia, pacjenci przynale»¡cy do pewnego poj¦cia mog¡ zachowy-
wa¢ si¦ - w sensie procesu postrzegania - tak jak pacjenci nie otrzymuj¡cy leczenia,
a nale»¡cy do innego (przeciwstawnego) poj¦cia.
Metody opisu i rozró»nienia takich grup pacjentów umo»liwiªyby wyselekcjo-
nowanie obiektów, u których czynnik zakªócaj¡cy daje korzystne efekty. Na polu
medycyny taka wiedza wskazaªaby pacjentów, u których warto stosowa¢ dan¡ far-
makoterapi¦, a u których nie.
Je»eli zaªo»ymy, »e percepcja realizowana jest za pomoc¡ klasykatora, to ozna-
cza, »e w przypadku pojawienia si¦ czynnika zakªócaj¡cego percepcj¦, klasykator
musi by¢ przekonstruowany. W takiej sytuacji mo»na budowa¢ klasykator wyko-
rzystuj¡cy dodatkowy atrybut warunkowy reprezentuj¡cy informacj¦ o wyst¦po-
waniu czynnika zakªócaj¡cego. Dzi¦ki temu klasykator mo»e dziaªa¢ skutecznie
zarówno w sytuacji, gdy czynnik wyst¦puje lub w sytuacji, gdy nie wyst¦puje.
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Mo»na tak»e konstruowa¢ dwa klasykatory:
1. Pierwszy dla sytuacji, gdy nie ma czynnika zakªócaj¡cego.
2. Drugi dla sytuacji, gdy czynnik zakªócaj¡cy jest obecny.
Osobnym zagadnieniem jest jednak pytanie, w jaki sposób czynnik zakªóca-
j¡cy zmienia percepcj¦ obiektów testowych za pomoc¡ klasykatora i czy zmiana
ta dotyczy w taki sam sposób wszystkich obiektów testowych. Je±li udaªoby si¦
pozna¢ reguªy tych zmian, to mo»na by byªo wykorzysta¢ czynnik zakªócaj¡cy do
sterowania percepcj¡ obiektu i po±rednio jego zachowaniem.
Z obserwacji praktycznych wiadomo bowiem, »e cz¦sto czynnik zakªócaj¡cy
mo»e powodowa¢ ró»ne zmiany percepcji obserwowanego obiektu. Dla przykªadu
rozpatrzmy sytuacj¦, gdy percepcja dotyczy stanu pacjenta opisanego przez cztery
stany A;B;C;D zwi¡zane ze stopniem zaawansowania choroby, która mo»e po-
wodowa¢ zagro»enie »ycia. Przy czym stan A oznacza najmniejsze zaawansowanie
choroby, a D najwi¦ksze. Zaªó»my tak»e, »e percepcja oparta jest na atrybutach
opisuj¡cych wyniki bada« objawowych, które opisuj¡ aktualny poziom stanu zagro-
»enia »ycia, takich jak np. sygnaª EKG. Niech czynnikiem zakªócaj¡cym percepcj¦
b¦dzie podanie leku Z (w gªównym problemie rozprawy jest to lek zileuton o dzia-
ªaniu przeciwzapalnym). Niech K1 i K2 s¡ klasykatorami, które zostaªy skonstru-
owane w celu predykcji stanu A;B;C lub D na danych treningowych odpowiednio
bez i z czynnikiem zakªócaj¡cym. Je±li klasykator K1 danego pacjenta P1 sklasy-
kuje do stanu B, to okazuje si¦, »e klasykator K2 mo»e sklasykowa¢ P1 zarówno
do stanu A;B;C jak i D. Jest tak dlatego, »e czynnik zakªócaj¡cy percepcj¦ po-
woduje przekªamanie obrazu pacjenta, który czasami postrzegany jest jakby miaª
bardziej zaawansowan¡ chorob¦ ni» ma naprawd¦, a czasem jakby miaª mniej za-
awansowan¡ chorob¦. Przy czym to zafaªszowanie obrazu choroby dotyczy nie tyle
rzeczywistego zaawansowania choroby, ale aktualnego stopnia zagro»enia »ycia,
które ta choroba powoduje. Gdyby zatem mo»na byªo przewidywa¢ jak¡ zmian¦
percepcji choroby spowoduje lek Z u danego pacjenta, mo»na by byªo wykorzysta¢
to do dora¹nego wspomagania leczenia (np. w drodze do szpitala, w oczekiwaniu
na zabieg itd.).
Standardowa metoda tworzenia klasykatora jednak nie jest przydatna do prze-
widywania zmian percepcji spowodowanych czynnikiem zakªócaj¡cym, gdy» nie
mo»na skonstruowa¢ atrybutu decyzyjnego reprezentuj¡cego zmian¦ percepcji cho-
roby dla danego pacjenta. Wymagaªoby to bowiem eksperymentów z udziaªem
pacjentów, którzy musieliby by¢ leczeni zarówno bez jak i z u»yciem leku Z, co
wydaje si¦ by¢ trudne technicznie i nieetyczne, bo mo»e generowa¢ ryzyko mniej
efektywnego leczenia (leczenie rozci¡gni¦te w czasie).
Rozpatrywany problem byª badany w pracy [24] dotycz¡cej wpªywu zastosowa-
nej metody leczenia chirurgicznego nowotworów gardªa i krtani na prze»ywalno±¢
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pacjentów. Prace te doprowadziªy do odkrycia metody eksploracji danych medycz-
nych, która wylicza tzw. reguªy krzy»owe. Ka»da reguªa krzy»owa, dla danej grupy
pacjentów opisanej przez poprzednik reguªy, podaje w nast¦pniku prawdopodo-
bie«stwo sukcesu leczenia (prze»ycia pacjenta) w przypadku obydwu badanych
metod leczenia.
Tego rodzaju reguªy mo»na by byªo zaproponowa¢ jako rozwi¡zanie problemu
przewidywania zmian percepcji. W tym celu w nast¦pniku reguª pojawiªyby si¦
informacje o percepcji, zarówno bez, jak i z czynnikiem zakªócaj¡cym. Jednak
metoda z [24] dziaªa w oparciu o dane z atrybutami symbolicznymi. Ogranicze-
nie to wynika z potrzeby liczenia specycznych reduktów wzgl¦dem decyzji zªo-
»onej, które w publikacji [24] s¡ liczone dla danych symbolicznych. Tymczasem
w wielu zastosowaniach trzeba analizowa¢ dane z atrybutami numerycznymi lub
mieszanymi (symboliczne i numeryczne). Potrzebne s¡ zatem reguªy krzy»owe,
które w poprzedniku zamiast konkretnych warto±ci atrybutów, b¦d¡ mogªy mie¢
przedziaªy warto±ci.
8.2 Metoda mierzenia stopnia wpªywu czynnika
zakªócenia procesu
W rozprawie zaproponowano metod¦ wyznaczania wpªywu czynnika modykuj¡-
cego percepcj¦ opart¡ na tzw. drzewie wpªywu. Drzewo wpªywu, nazywane tak»e
I-drzewem lub ITree (ang. impact tree) jest drzewem binarnym, tak skonstruowa-
nym, »e w jego li±ciach znajduj¡ si¦ opisy grup pacjentów (wzorce), którym w po-
dobny sposób zmienia si¦ percepcja choroby po zastosowaniu czynnika zakªócaj¡-
cego. W niektórych li±ciach obserwuje si¦ du»¡ zmian¦ percepcji, a w niektórych
maª¡. W niektórych li±ciach zmiana jest pozytywna, a w innych negatywna. Dzi¦ki
wzorcom przypisanym do li±ci mo»na okre±li¢ zmian¦ percepcji obiektów podda-
nych dziaªaniu czynnika zakªócaj¡cego, nazywanego inaczej modykatorem (w j¦-
zyku angielskim dobrym odpowiednikiem jest sªowo confounder). Ka»dy zatem
li±¢ tego drzewa dostarcza jednej reguªy krzy»owej, które w rozprawie b¦d¡ na-
zwane reguªami krzy»owymi zmian percepcji. Reguªy te mog¡ by¢ zaproponowane
jako rozwi¡zanie problemu przewidywania zmiany percepcji. W tym celu, w na-
st¦pniku reguªy powinny znale¹¢ si¦ informacje o postrzeganiu obiektów, zarówno
bez i z czynnikiem zakªócaj¡cym.
8.2.1 Reguªy krzy»owe zmian percepcji
Zaproponowane reguªy krzy»owe zmian percepcji stanowi¡ rodzaj reguª decyzyj-
nych. Reguªy decyzyjne maj¡ posta¢ implikacji (wzór 8.1), w której po lewej stro-




JEELI warunki TO wniosek (8.1)
Cz¦±¢ warunkowa mo»e przyjmowa¢ posta¢ koniunkcji warunków elementarnych
i jest reprezentowana w postaci przedstawionej wzorem (8.2):
warunki = w1 ^ w2 ^ ::: ^ wk (8.2)
gdzie k jest liczb¡ wykorzystanych warunków i okre±la dªugo±¢ reguªy.
W klasycznych reguªach decyzyjnych tez¡ jest przynale»no±¢ do ustalonej klasy
decyzyjnej, w reguªach krzy»owych natomiast opis grup obiektów znajduj¡cych si¦
w ró»nych warunkach. W [24] deskryptory opisuj¡ prawdopodobie«stwo zaj±cia
pewnego zdarzenia w ró»nych warunkach, jak we wzorze (8.3):
T = wr ^ E = 0 ^ S = 1)
 P (success after radical) = p1P (success after modied) = p2 (8.3)
gdzie T  treatment, wr  with radiotherapy, E  Extracapsular spread, S  Stage,
(T;E; S) 2 A (A to zbiór atrybutów), p1; p2 - prawdopodobie«stwo sukcesu tera-
peutycznego u pacjentów poddanych odpowiednio terapii radykalnej oraz terapii
zmodykowanej.
Proponowane natomiast w rozprawie reguªy krzy»owe zmian percepcji maj¡
posta¢ przestawion¡ wzorem (8.4):
warunki)
 E(dec j Modyfikator = y1) = x1E(dec j Modyfikator = y2) = x2 (8.4)
gdzie dec to decyzja, y1; y2 to rodzaje czynnika zakªócaj¡cego (modykatora), x1; x2
- warunkowa warto±¢ oczekiwana decyzji w obecno±ci poszczególnych modykato-
rów w badanej grupie obiektów wyznaczona wedªug standardowego wzoru (8.5):
E(dec j Modyfikator = y) =
X
d2dec
d  P (dec = d j Modyfikator = y) =
X
d2dec
d  P (dec = d;Modyfikator = y)
P (Modyfikator = y)
(8.5)
Ka»da reguªa krzy»owa opisuje wi¦c warto±¢ oczekiwan¡ decyzji w grupie poddanej
dziaªaniu modykatora y1 (równ¡ x1) oraz w grupie poddanej dziaªaniu modyka-
tora y2 (wynosz¡c¡ x2). W szczególnym przypadku jeden z modykatorów mo»e nie
mie¢ wpªywu na rozpatrywany problem decyzyjny. Przykªadowo dla modykatora,
którym jest farmakoterapia b¦dzie to podanie placebo. Taki dobór warto±ci mo-
dykatora umo»liwia porównanie grupy poddanej dziaªaniu tego czynnika z grup¡
niepoddan¡ jego wpªywowi [34].
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Dla rozpatrywanego problemu choroby niedokrwiennej serca niech atrybutem
decyzyjnym b¦dzie liczba stenoz naczy« wie«cowych (S) okre±lona na podstawie
koronarograi, czynnikiem modykuj¡cym - terapia dwoma specykami: lekiem Z
(zileuton) oraz placebo P (w praktyce oznaczaj¡ca brak dodatkowego leczenia).
Wtedy reguªa mo»e przyjmowa¢ nast¦puj¡c¡ posta¢:
a = 1 ^ b > 2)
 E(S j terapia = P ) = 0E(S j terapia = Z) = 2 (8.6)
gdzie a; b to atrybuty warunkowe. Zatem przeci¦tna liczba stenoz w grupie le-
czonej lekiem Z wynosi 2, w grupie nieleczonej (otrzymuj¡cej placebo) wynosi 0.
W praktyce atrybuty a i b mog¡ by¢ parametrami zapisu EKG, takimi jak liczba
przedwczesnych pobudze« komorowych serca czy czas trwania odst¦pu QT. Niech
wzorzec (a = 1 ^ b > 2) oznacza obraz stabilny w zapisie EKG (bez niebezpie-
cze«stwa). Wówczas reguªa przedstawiona wzorem (8.6) oznacza, »e dodatkowa
terapia powoduje znaczne przekªamanie rzeczywistego obrazu okre±lonego na pod-
stawie koronarograi w przypadku powy»szego wzorca. Pomimo przeci¦tnie dwóch
zw¦»onych naczy« (x2 = 2), pacjenci poddani leczeniu lekiem Z maj¡ zapis EKG
nieodró»nialny od krzywej EKG pacjentów nieleczonych bez zmienionych naczy«
(x1 = 0), o czym ±wiadczy wspólny wzorzec w przesªance reguªy. Inaczej mówi¡c,
EKG pacjentów z dwiema stenozami leczonych lekiem Z jest równie dobre (sta-
bilne) jak pacjentów bez istotnych zw¦»e« i bez leczenia. Mo»na w zwi¡zku z tym
wnioskowa¢, »e dodatkowe leczenie zileutonem wpªyn¦ªo korzystnie na tych pacjen-
tów. Obserwacja ta jest zgodna z hipotez¡ profesora Andrzeja Szczeklika, wedªug
której leki przeciwzapalne mog¡ wywiera¢ wpªyw na czynno±¢ elektryczn¡ serca
w kontek±cie teorii zapalnej le»¡cej u podªo»a choroby wie«cowej [151, 143].
W przedstawionym procesie wnioskowania przyjmuje si¦ zaªo»enie oparte na
medycznej wiedzy dziedzinowej. Wnioski dotycz¡ce korzystnego lub niekorzyst-
nego wpªywu czynnika zakªócaj¡cego (lek Z) wynikaj¡ z przesªanek, wedªug któ-
rych wi¦ksze nasilenie choroby wi¡»e si¦ z wi¦kszymi zmianami EKG. Im wi¦k-
sza liczba istotnych zw¦»e« t¦tnic wie«cowych u danego pacjenta, tym bardziej
nieprawidªowy zapis jego EKG. Przyjmuj¡c takie zaªo»enie, pacjenci z dwiema
stenozami, mieliby inny (mniej stabilny) wzorzec EKG, gdyby nie otrzymali do-
datkowego leczenia i nie znale¹liby si¦ w tej samej grupie, co pacjenci bez stenoz.
Reguªy krzy»owe nie klasykuj¡ obiektów, lecz opisuj¡ grupy obiektów poddanych
odmiennym warunkom. Stanowi¡ zatem sposób prezentacji wiedzy w zrozumiaªej
formie umo»liwiaj¡cej interpretacj¦. W przykªadzie dotycz¡cym CNS, mog¡ by¢
wykorzystane do podj¦cia decyzji o kontynuowaniu farmakoterapii w wyznaczonej
grupie obiektów.
Jedn¡ z metod generowania reguª decyzyjnych jest tworzenie drzew decy-
zyjnych. Do budowy reguª krzy»owych zmian percepcji zastosowano tzw. drzewo
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wpªywu. Jest to drzewo binarne budowane metod¡ góra-dóª algorytmem zachªan-
nym, który dzieli rekurencyjne zbiór obiektów metod¡ dziel i rz¡d¹. Do podziaªu
danych na dwa podzbiory wybierany jest najlepszy podziaª w sensie przyj¦tej
miary. Ka»dy li±¢ drzewa wpªywu zawiera jedn¡ reguª¦ krzy»ow¡, która okre±la sto-
pie« oraz charakter wpªywu czynnika zakªócaj¡cego na zachowanie i postrzeganie,
a zatem klasykacj¦ obiektów.
8.2.2 Drzewo wpªywu
Ogóln¡ zasad¦ konstrukcji drzew decyzyjnych ukierunkowanych na wzorce opisowe
mo»na przedstawi¢ w nast¦puj¡cych punktach:
 Zbadanie, czy zbiór obiektów speªnia warunek stopu. Je±li tak, algorytm
ko«czy prac¦, inaczej wykonywana jest dalsza cz¦±¢ algorytmu;
 Rozpatrywanie wszystkich mo»liwych podziaªów zbioru obiektów na pod-
zbiory oraz okre±lenie, który z podziaªów jest najlepszy na podstawie pew-
nego, przyj¦tego kryterium stanowi¡cego miar¦ jako±ci podziaªu;
 Podziaª zbioru w najlepszy sposób ze wzgl¦du na przyj¦te kryterium;
 U»ycie powy»szego algorytmu do wszystkich podzbiorów;
 Zastosowanie drzewa do opisu obiektów.
Miara jako±ci podziaªu to funkcja przypisuj¡ca podziaªowi pewn¡ warto±¢ rzeczy-
wist¡, która odzwierciedla jako±¢ podziaªu w badanym zbiorze obiektów.
W rozprawie jako kryterium wyboru najlepszego podziaªu zaproponowano
miar¦ opart¡ na odlegªo±ci pomi¦dzy grupami obiektów. Miara ta jest wyliczana
z wykorzystaniem dobrze znanego z literatury teorii prawdopodobie«stwa poj¦cia
warto±ci oczekiwanej zmiennej losowej (ang. expected value) [100, 135, 141].
Zaªó»my, »e zbiór obiektów danej tablicy decyzyjnej A = (U;A [ fdg) zawiera
dwie grupy badanych. Jedn¡ z grup poddano dziaªaniu czynnika zakªócaj¡cego
(grupa Z), a drug¡ nie (grupa P). Interesuje nas charakterystyka wybranej nu-
merycznej cechy G w obu grupach. W celu jej oceny wykonujemy nast¦puj¡ce
czynno±ci:
1. Okre±lenie rozkªadów prawdopodobie«stwa wybranej cechy G w obu gru-
pach, oznaczone jako GZA i G
P
A.
2. Zdeniowanie zmiennejXA okre±lonej na zbiorach warto±ci cech GZA i G
P
A sta-
nowi¡cej ró»nic¦ warto±ci cechy G mi¦dzy grupami. Zbiór warto±ci cechyXA
jest równy fjGZA(oi) GPA(oj)j; oi 2 Z; oj 2 Pg.
3. Wyznaczenie rozkªadu zmiennej XA.
4. Wyznaczenie warto±ci oczekiwanej zmiennej XA.
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Dla poj¦cia choroby niedokrwiennej badan¡ cech¡ jest liczba zw¦»onych naczy«
wie«cowych, przyjmuj¡ca cztery warto±ci: 0; 1; 2; 3 (zale»nie od liczby stenoz),
a czynnikiem zakªócaj¡cym jest dodatkowa terapia lekiem Z. Warto±ci: 0; 1; 2; 3
dla ka»dego pacjenta s¡ reprezentowane w tablicy decyzyjnej A = (U;A [ fdg)
przez warto±¢ atrybutu decyzyjnego d.
Rozkªady warto±ci cechy w obu grupach: poddanej i niepoddanej leczeniu
przedstawiaj¡ tabele: 8.1 i 8.2.
GZA 0 1 2 3
P (GZA) a0 a1 a2 a3
Tablica 8.1: Rozkªad warto±ci cechyG w grupie Z czyli poddanej dziaªaniu czynnika
zakªócaj¡cego.
GPA 0 1 2 3
P (GPA) b0 b1 b2 b3
Tablica 8.2: Rozkªad warto±ci cechy G w grupie P czyli bez ekspozycji na czynnik
zakªócaj¡cy.
Rozkªad zmiennej XA (ró»nica badanej cechy mi¦dzy grupami) przedstawia tabela
8.3, gdzie prawdopodobie«stwo pi, dla i = 0; :::3 wyliczane jest nast¦puj¡co:
p0 = P (XA = 0) = a0b0 + a1b1 + a2b2 + a3b3 (8.7)
p1 = P (XA = 1) = a0b1 + a1b0 + a1b2 + a2b3 + a2b1 + a3b2 (8.8)
p2 = P (XA = 2) = a0b2 + a1b3 + a2b0 + a3b1 (8.9)
p3 = P (XA = 3) = a0b3 + a3b0 (8.10)
XA 0 1 2 3
P (XA) p0 p1 p2 p3
Tablica 8.3: Rozkªad cechy X.
Warto±ci pi dla CNS oznaczaj¡ prawdopodobie«stwo wyst¡pienia ró»nicy w liczbie
stenoz mi¦dzy grupami równej i. Na przykªad, p2 to prawdopodobie«stwo, »e pa-




Warto±¢ oczekiwana zmiennej XA obliczana wedªug wzoru (8.11) umo»liwia
ilo±ciowe okre±lenie zró»nicowania warto±ci badanej cechy w obu grupach i stanowi
podstaw¦ do wyznaczenia jako±ci ci¦cia w drzewie wpªywu.
E(XA) = 0  p0 + 1  p1 + 2  p2 + 3  p3 (8.11)
Podczas budowy drzewa wpªywu poszukujemy takiego podziaªu, który rozdzieli
grupy pacjentów o maksymalnie ró»nej reakcji na czynnik zakªócaj¡cy. Do oceny
odlegªo±ci mi¦dzy takimi grupami wyznaczonymi przez ci¦cie c zaproponowano
miar¦ wyznaczan¡ wedªug wzoru (8.12):
QImpact(c;A) = jE(XA(T ))  E(XA(:T ))j (8.12)
gdzie A(T ) i A(:T ) to podtablice A zawieraj¡ce wszystkie obiekty z U pasuj¡ce,
odpowiednio do wzorca T = TL(c) oraz wzorca :T = TR(c). Taka miara zastoso-
wana do budowy drzewa umo»liwia ocen¦ stopnia wpªywu czynnika zakªócaj¡cego
na zachowanie obiektów [33].
Budowa drzewa wpªywu przebiega wedªug Algorytmu 8.2.1. Podczas dziaªa-
nia algorytmu zachªannie wybierane jest ci¦cie o najwy»szej jako±ci (dla CNS
QImpact 2 [0; 3]). Jako warunek zako«czenia podziaªów (warunek stopu) przy-
j¦to przekroczenie warto±ci oczekiwanej ró»nicy cechy w badanych grupach E(XA)
pewnego zadanego progu t. Dodatkowo podziaªy nale»y ko«czy¢ tak»e w sytuacji,
kiedy liczba obiektów w dzielonym w¦¹le spada poni»ej pewnego poziomu. Dla
drzewa utworzonego dla danych medycznych przedstawionego na Rys. 8.1 warto±¢
t wynosiªa 1.75. W ka»dym w¦¹le przedstawiono liczb¦ pacjentów otrzymuj¡cych
placebo bez istotnych stenoz (P0), z jednym istotnym zw¦»eniem (P1), dwoma
(P2) i trzema zw¦»eniami (P3), jak i tych leczonych zileutonem bez istotnych
zw¦»e« (Z0), z jednym (Z1), dwoma (Z2) i trzema istotnymi zw¦»eniami (Z3).
Ponadto przedstawiona jest warto±¢ oczekiwana liczby stenoz (S), osobno w grupie
otrzymuj¡cej placebo (E(SjP )), jak i grupie otrzymuj¡cej zileuton (E(SjZ)). Dla
ka»dego w¦zªa wyliczono ró»nic¦ mi¦dzy tymi warto±ciami oczekiwanymi (warto±¢
) oraz warto±¢ oczekiwan¡ ró»nicy w liczbie stenoz mi¦dzy grup¡ leczon¡ i niele-
czon¡ (E(X)).
Opis: Algorytm rozpoczyna dziaªanie w w¦¹le zawieraj¡cym obiekty wej±ciowej
tablicy decyzyjnej. W kroku pierwszym wyznaczany jest najlepszy podziaª w¦zªa
w sensie przyj¦tej miary jako±ci podziaªu zdeniowanej wzorem (8.12). Ci¦cie opty-
malne c = (a; v), wyznaczone w poprzednim kroku, deniuje w w¦¹le dwa wzorce Tc
i :Tc. Do Tc przypisywany jest wzorzec lewy (TL(c) = fu 2 U : a(u) < vg dla atry-
butu numerycznego i TL(c) = fu 2 U : a(u) = vg dla symbolicznego), natomiast
do :Tc wzorzec prawy (TR(c) = fu 2 U : a(u)  vg i TR(c) = fu 2 U : a(u) 6= vg
dla odpowiedniego typu atrybutów). Drugi krok polega na podzieleniu obiektów
w¦zªa na dwie cz¦±ci, przy czym do pierwszej cz¦±ci traaj¡ obiekty pasuj¡ce do
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Algorytm 8.2.1: Konstruowanie drzewa wpªywu
WEJCIE: Tablica decyzyjna A = (U;A [ fdg), próg jako±ci podziaªu
w¦zªów.
WYJCIE: Drzewo wpªywu wyznaczone dla tablicy A.
begin
1 Znajd¹ ci¦cie optymalne c w tablicy A oraz zwi¡zane z c wzorce
Tc = TL(c) i :Tc = TR(c). Ci¦cie optymalne maksymalizuje warto±¢
wspóªczynnika QImpact(c;A)
2 Podziel tablic¦ A na dwie podtablice A(Tc) i A(:Tc) takie, »e:
A(Tc) zawiera obiekty pasuj¡ce do wzorca Tc,
A(:Tc) zawiera obiekty pasuj¡ce do wzorca :Tc.
3 je»eli tablice A(Tc) i A(:Tc) speªniaj¡ warunki stopu to
zako«cz tworzenie drzewa
inaczej
powtarzaj 1-3 dla wszystkich tablic nie speªniaj¡cych warunku stopu
end
end
wzorca Tc, do prawej za± - pasuj¡ce do :Tc. W kroku trzecim, w¦zªy s¡ badane
pod k¡tek speªniania warunku zatrzymania podziaªów. je»eli ten warunek jest speª-
niony, tworzenie drzewa ko«czy si¦ w danym w¦¹le. Je»eli natomiast warunek ten
nie jest speªniony, wówczas algorytm rozpoczyna prac¦ od pocz¡tku, przy czym
tablic¦ wej±ciow¡ tworz¡ teraz obiekty przypisane do badanego w¦zªa.
Zªo»ono±¢ obliczeniowa tworzenia drzewa wpªywu wedªug Algorytmu 8.2.1,
w zwi¡zku z konieczno±ci¡ sortowania warto±ci atrybutu wykonywanej w czasie
O(n  log n) dla pojedynczego atrybutu, wynosi: O(n m  log n), gdzie n to liczba






















































































































































Rysunek 8.1: Drzewo wpªywu utworzone dla danych dotycz¡cych CNS.
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8.2.3 Okre±lanie charakteru wpªywu czynnika na percepcj¦
W drzewie wpªywu interesuj¡ce s¡ takie li±cie (zbiory obiektów), dla których ist-
nieje odpowiednio du»e zró»nicowanie pomi¦dzy grupami obiektów poddanych
i niepoddanych dziaªaniu czynnika zakªócaj¡cego, wynikaj¡ce z ró»nej reakcji na
ten czynnik. Wielko±¢ tego zró»nicowania okre±la w ka»dym li±ciu warto±¢ E(XA)
obliczana wedªug wzoru (8.11).
Kwesti¡ wra»liw¡ pozostaje ustalenie interesuj¡cego poziomu zró»nicowania
grup oraz przypisanie adekwatnego do problemu badawczego opisu (etykiety) dla
zachowania obiektów w li±ciu. Przykªadowo dla choroby wie«cowej jako intere-
suj¡c¡ ró»nic¦ uznano warto±¢ E(XA)  1:75 wskazan¡ przez eksperta dziedzino-
wego. Oznacza to, »e li±cie, w których pacjenci leczeni lekiem Z maj¡ przeci¦tnie co
najmniej 1.75 stenoz wi¦cej lub mniej ni» pacjenci otrzymuj¡cy placebo, zawieraj¡
obiekty silnie reaguj¡ce na dodatkow¡ terapi¦.
Zmienna E(XA) nie nadaje si¦ jednak do oceny charakteru wpªywu czynnika
zakªócaj¡cego, poniewa» przyjmuje takie same (dodatnie) warto±ci dla li±ci z ko-
rzystnymi i niekorzystnymi zmianami. Inaczej mówi¡c, E(XA) informuje tylko,
»e w danym li±ciu wyst¦puj¡ du»e zmiany po ekspozycji na czynnik zakªócaj¡cy,
ale nie wiadomo o jakim charakterze (korzystnym czy niekorzystnym).
W zwi¡zku z tym do okre±lenia charakteru tego wpªywu i przypisania etykiety
li±ciom zaproponowano wyznaczenie warto±ci  w danym li±ciu zgodnie ze wzorem
(8.13):
 = E(decjModyfikator = y2)  E(decjModyfikator = y1) (8.13)
Dla problemu choroby niedokrwiennej, sposób dziaªania dodatkowej farmakotera-
pii przyjmuje wi¦c posta¢ okre±lon¡ wzorem (8.14):
 = E(Sjterapia = Z)  E(Sjterapia = P ) (8.14)
gdzie  2 [ 3; 3].
Ogólnie w w¦zªach drzewa wpªywu mo»na wyró»ni¢ trzy przypadki:
 E(decjModyfikator = 0) E(decjModyfikator = 1);
 E(decjModyfikator = 0) E(decjModyfikator = 1);
 Pozostaªe przypadki.
W ka»dym z powy»szych przypadków, wpªyw czynnika zakªócaj¡cego jest inny,
a jego charakter mo»na okre±li¢ na podstawie warto±ci .
W chorobie niedokrwiennej serca, pierwszy przypadek dotyczy li±ci, w których
 przyjmuje warto±ci z przedziaªu [1:75; 3], przy czym dolna granica tego przedziaªu
zostaªa dobrana arbitralnie. Takie warto±ci  wyst¦puj¡, gdy warto±¢ oczekiwana
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liczby zmienionych naczy« w grupie nieleczonej E(Sjterapia = P ) znajduje si¦
w przedziale [0; 1:25), a E(Sjterapia = Z) jest nie mniejsze ni»:
E(Sjterapia = P ) + 1:75
Odpowiada to zielonemu polu na wykresie warto±ci oczekiwanej liczby stenoz
w grupie leczonej od tej warto±ci w grupie nieleczonej (Rys. 8.2). W tym przy-




















Rysunek 8.2: Zale»no±¢ warto±ci oczekiwanej liczby zw¦»onych naczy« w grupie
leczonej od warto±ci oczekiwanej liczby zw¦»e« w grupie nieleczonej.
padku mo»na powiedzie¢, »e czynnik zakªócaj¡cy spowodowaª zmian¦ postrzegania
obiektów z istotnie zw¦»onymi naczyniami, w taki sposób, »e s¡ one obserwowane
tak jak obiekty z prawidªowymi t¦tnicami wie«cowymi. Taki li±¢ obejmuje wi¦c
przypadki korzystnego wpªywu czynnika zakªócaj¡cego.
W przypadku drugim, warto±¢  znajduje si¦ w przedziale [ 3; 1:75], gdzie
górn¡ granic¦ przyj¦to arbitralnie. Takie warto±ci  wyst¦puj¡, gdy warto±¢ oczeki-
wana liczby zmienionych naczy« w grupie nieleczonej E(Sjterapia = P ) znajduje
si¦ w granicach od 1.75 do 3, a E(Sjterapia = Z) jest nie wi¦ksze ni»:
E(Sjterapia = P )  1:75
Li±cie o warto±ci  z tego przedziaªu zawieraj¡ obiekty, na które czynnik zakªóca-
j¡cy zadziaªaª niekorzystnie. Przykªadowo, je»eli E(Sjterapia = P ) wynosiªoby 3,
a E(Sjterapia = Z) 0, to oznaczaªoby »e pacjenci bez zmienionych t¦tnic otrzy-
muj¡cy zileuton, maj¡ taki sam wzorzec EKG jak pacjenci z trzema stenozami bez
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tego leczenia. Odpowiada to czerwonemu polu na wykresie warto±ci oczekiwanej
liczby stenoz w grupie leczonej od tej warto±ci w grupie nieleczonej (Rys. 8.2).
W pozostaªych przypadkach nie mo»na stwierdzi¢, czy wpªyw czynnika zakªó-
caj¡cego jest korzystny lub niekorzystny.
W rozdziale przestawiono metod¦ opisu wpªywu czynnika zakªócaj¡cego per-
cepcj¦ zw¦»e« w naczyniach krwiono±nych. W tym przypadku odkrywanie wiedzy
obejmuje wyszukiwanie wzorców charakteryzuj¡cych wªa±ciwo±ci danych, które s¡
interesuj¡ce, u»yteczne i zrozumiaªe dla u»ytkownika. Otrzymujemy wzorce opi-
sowe ukierunkowane na interpretacj¦ wiedzy pozyskiwanej z danych przez czªo-
wieka, przy czym interpretacja ta wymaga udziaªu wiedzy dziedzinowej.
Mo»liwo±ci zastosowania tej metody dla przypadku zileutonu obejmuj¡: utrzy-
mywanie chwilowej stabilno±ci w karetce lub w okresie przedoperacyjnym po za-
wale, czy te» staªe podawanie w przypadku udowodnienia skuteczno±ci w konkret-
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9.1 Charakterystyka danych eksperymentalnych
Gªówne dane eksperymentalne zostaªy pozyskane z II Katedry Chorób Wewn¦trz-
nych Collegium Medicum Uniwersytetu Jagiello«skiego. Zawieraj¡ zapis EKG za-
rejestrowany metod¡ Holtera, wzbogacony danymi klinicznymi pacjentów ze sta-
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biln¡ chorob¡ niedokrwienn¡ serca, z zatokowym rytmem w zapisie EKG. Pacjen-
tów rekrutowano spo±rod osób przyjmowanych do Oddziaªu Chorób Wewn¦trznych
i Chorób Serca celem wykonania planowego zabiegu koronarograi z ewentualn¡
angioplastyk¡ i implantacj¡ stentu. Bezpo±rednio po koronarograi wyniki pod-
dawano analizie angiogracznej, na podstawie której chorych kwalikowano do
leczenia przezskórnego. U chorych zakwalikowanych do w/w leczenia, wykony-
wano jednoczasowo angioplastyk¦ wie«cow¡ z lub bez implantacji stentu. Przed
i po zabiegu u wszystkich chorych prowadzono 24-godzinne monitorowanie EKG
metod¡ Holtera. Ka»dorazowo, po zako«czeniu badania dane zapisane na prze-
no±nej karcie pami¦ci zestawu rejestruj¡cego wczytywano do pami¦ci komputera
stacjonarnego, a nast¦pnie poddawano automatycznej analizie przy u»yciu opro-
gramowania dostarczonego przez producenta rejestratora EKG. Dane te obejmuj¡
dwa zbiory:
 Pierwszy, oznaczony jako HOLTER_I - zawiera dane 70 pacjentów zebrane
w latach 2006-2009. Zapis EKG metod¡ Holtera przeprowadzono przy u»yciu
3-kanaªowego zestawu rejestruj¡cego systemu HolCARD 24W rmy Aspel,
natomiast dane koronarograczne zawieraj¡ informacje o liczbie istotnie zw¦-
»onych t¦tnic wie«cowych (od 0 do 3). W zbiorze HOLTER_I wyodr¦b-
niono 173 atrybuty warunkowe;
 Drugi - HOLTER_II - zawiera dane 200 pacjentów zebrane w latach
2015-2016 z wykorzystaniem 12-kanaªowego rejestratora R12 systemu BTL
CardioPoint-Holter H600 v2-23. Dane angiograczne zawieraj¡ szczegóªowe
informacje na temat procentowego zw¦»enia ka»dej z ocenianych w koro-
narograi t¦tnic wie«cowych. Do zbioru wyselekcjonowano pacjentów bez
zªo»onych zaburze« rytmu serca, takich jak ekstrasystolie nadkomorowe czy
komorowe, które uniemo»liwiaj¡ prawidªow¡ analiz¦ zapisu EKG. Zbiór za-
wiera 595 atrybutów warunkowych.
Badania zwi¡zane z rozpraw¡ przeprowadzono na pierwszej cz¦±ci zapisu EKG
Holtera (przed koronarogra¡). Zbiór danych zawieraª dokªadny opis stanu klinicz-
nego pacjentów (wiek, pªe¢, rozpoznanie lekarskie), chorób wspóªistniej¡cych, le-
czenia farmakologicznego, wyniki bada« laboratoryjnych (m.in. poziom troponiny
I, biaªka CRP, cholesterolu, LDL) oraz wiele parametrów zapisu holterowskiego
dotycz¡cych liczby i rodzaju zaburze« rytmu, zmian odst¦pu PQ, zmian odcinka
ST czy zmienno±ci rytmu serca HRV (ang. heart rate variability) w dziedzinie
czasu i cz¦stotliwo±ci oraz zmian odst¦pu QT. Dane zapisu holterowskiego zostaªy
zagregowane do punktów czasowych opisuj¡cych jedn¡ godzin¦ badania.
Pozyskane dane zostaªy zapisane w postaci plików binarnych. W pierwszym eta-
pie zwerykowano kompletno±¢ danych pacjentów, nast¦pnie utworzono relacyjn¡
baz¦ danych w ±rodowisku PostgreSQL [116]. Szczegóªy na temat implementacji
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hurtowni danych znajduj¡ si¦ w Dodatku B. Wczytanie danych do bazy odbyªo
si¦ przy u»yciu importera utworzonego w ±rodowisku Java. W tym procesie dane
tekstowe zostaªy przeksztaªcone do odpowiednich formatów danych okre±lonych
osobno dla ka»dego parametru w taki sposób, aby umo»liwi¢ efektywne przecho-
wywanie danych w bazie bez utraty informacji (np. w postaci liczb caªkowitych,
zmiennoprzecinkowych czy ªa«cuchów tekstowych). Po wst¦pnym przetworzeniu
danych, takim jak integracja danych poszczególnych pacjentów oraz bada«, dane
zaimportowano do ±rodowiska Java celem dalszych analiz.
Podstawow¡ charakterystyk¦ oraz dane angiograczne obydwu zbiorów danych
przedstawiaj¡ Tab. 9.1 oraz Tab. 9.2.
HOLTER_I HOLTER_II
Cecha Warto±¢ Warto±¢
Liczebno±¢ (N) 70 200
Wiek 60.6 (38-75) 68.3 (40-89)
Pªe¢ (M¦»czy¹ni/Kobiety) 42 (60%)/28 (40%) 121 (60%)/79 (40%)
Nadci±nienie t¦tnicze 65 (92.9%) 168 (84%)
Przebyty zawaª serca 14 (20%) 79 (39.5%)
Przebyty udar mózgu 2 (2.9%) brak danych
Mia»d»yca t¦tnic ko«czyn dolnych 7 (10%) 52 (26%)
Cukrzyca 16 (22.9%) 63 (31.5%)
Palenie papierosów 44 (62.9%) 57 (28.5%)
Tablica 9.1: Charakterystyka kliniczna badanych populacji zbioru HOLTER_I
oraz HOLTER_II. Dane przedstawiono jako liczebno±¢ (w nawiasach podano
%) lub ±redni¡ i zakres warto±ci.
HOLTER_I HOLTER_II
Wynik koronarograi N=70 (100%) N=200 (100%)
Bez istotnych zw¦»e« 34 (49%) 118 (59%)
w t¦tnicach wie«cowych
Choroba 1-naczyniowa 17 (24%) 36 (18%)
Choroba 2-naczyniowa 9 (13%) 21 (10.5%)
Choroba 3-naczyniowa 10 (14%) 17 (8.5%)
Choroba 4-naczyniowa - 8 (4%)
Tablica 9.2: Charakterystyka angiograczna badanych populacji obydwu zbiorów.
Liczb¦ pacjentów bez istotnych zw¦»e« oraz z chorob¡ 1, 2, 3 i 4-naczyniow¡
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w zbiorze HOLTER_I oraz HOLTER_II przedstawiaj¡ odpowiednio Rys. 9.1a
i 9.1b.




























Rysunek 9.1: Liczba pacjentów bez istotnych zw¦»e« oraz z chorob¡ 1, 2, 3 i 4-
naczyniow¡.
T¦ sam¡ informacj¦ z podziaªem na pªe¢ dla obydwu zbiorów zawieraj¡ Rys.
9.2a i 9.2b.










































Rysunek 9.2: Liczba pacjentów z podziaªem na pªe¢.
Klasy decyzyjne dotycz¡ce problemu przewidywania obecno±ci istotnych zw¦-
»e« t¦tnic wie«cowych s¡ wi¦c w przybli»eniu równoliczne (Tab. 9.3). Do klasy de-
cyzyjnej NIE (brak istotnych zw¦»e«) nale»y 49% obiektów zbioru HOLTER_I,
do klasy TAK (obecno±¢ istotnych zw¦»e«) 51% obiektów tego zbioru. Podobnie
w zbiorze HOLTER_II rozkªady liczno±ci przykªadów w klasach s¡ wzgl¦dnie
podobne i wynosz¡: 59% w klasie decyzyjnej NIE oraz 41% w klasie TAK. S¡
to zatem dane zrównowa»one (zbalansowane).
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HOLTER_I HOLTER_II
Klasa decyzyjna Opis N=70 (100%) N=200 (100%)
Klasa 'NIE' Brak istotnych zw¦»e« 34 (49%) 118 (59%)
t¦tnic wie«cowych
Klasa 'TAK' Obecne istotne zw¦»enia 36 (51%) 82 (41%)
Tablica 9.3: Rozkªad klas decyzyjnych dla problemu predykcji istotnych stenoz
t¦tnic wie«cowych w CNS.
redni wiek pacjentów dla poszczególnych wyników koronarograi przedsta-
wiono na Rys. 9.3a i 9.3b, natomiast rozkªady wieku pacjentów w chorobie 0, 1,
2, 3 i 4-naczyniowej w badanych zbiorach na Rys. 9.4a oraz 9.4b.


































Rysunek 9.3: redni wiek pacjentów.
W zbiorze HOLTER_I u 30% pacjentów po zabiegu koronarograi wyko-
nano przezskórn¡ angioplastyk¦ PTCA (ang. percutaneous transluminal coronary
angioplasty), natomiast 14.3% zostaªo skierowanych do operacji CABG. W pozo-
staªych przypadkach zastosowano leczenie zachowawcze. Spo±ród pacjentów zbioru
HOLTER_II zabieg PTCA przeprowadzono u 25.5% z nich, 5% przebyªo CABG,
natomiast pozostaªych 69.5% byªo leczonych zachowawczo. Ogóln¡ liczb¦ wyko-
nanych zabiegów w poszczególnych zbiorach przedstawiono na Rys. 9.5a i 9.5b,
natomiast odsetki zabiegów dla poszczególnych rodzajów choroby CNS zawieraj¡
Rys. 9.6a oraz 9.6b.
53% pacjentów ze zbioru HOLTER_I zostaªo poddanych ponadstandar-
dowej terapii przeciwzapalnej zileutonem (lek Z). Zileuton jako inhibitor 5-
lipooksygenazy hamuje biosyntez¦ leukotrienów, które bior¡ udziaª w powstawaniu
blaszek mia»d»ycowych. Podstawow¡ charakterystyk¦ oraz dane angiograczne pa-
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Rysunek 9.5: Liczba pacjentów wedªug przeprowadzonego rodzaju leczenia rewa-
skularyzacyjnego.
cjentów z podziaªem na grup¦ leczon¡ i nieleczon¡ lekiem Z przedstawiaj¡ Tab.
9.4 oraz Tab. 9.5.
Liczb¦ pacjentów zbioru HOLTER_I bez istotnych zw¦»e« oraz z chorob¡ 1, 2
i 3-naczyniow¡ w grupie leczonej i nieleczonej lekiem Z przedstawia Rys. 9.7. Nato-
miast ±redni wiek pacjentów dla ró»nych wyników koronarograi w poszczególnych
grupach zawiera Rys. 9.8.
Celem eksperymentów byªa ocena skuteczno±ci metod i algorytmów zapro-
ponowanych w rozprawie w rzeczywistym problemie dotycz¡cym przewidywania
obecno±ci istotnych zw¦»e« w t¦tnicach wie«cowych. Do testowania jako±ci klasy-
katorów w przypadku podzbioru HOLTER_I osób nieleczonych lekiem Z zasto-
sowano technik¦ LOO (ang. leave-one-out), która zwykle jest stosowana w przy-
padku maªych zbiorów danych oraz k-krotn¡ walidacj¦ krzy»ow¡ k-CV (ang. k-fold
cross-validation) dla pozostaªych zbiorów. Technika LOO u»ywa jednego obiektu
oryginalnego zbioru danych do testowania, a pozostaªych obserwacji do trenowa-
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Rysunek 9.6: Odsetek pacjentów wedªug rodzaju leczenia rewaskularyzacyjnego
oraz liczby istotnych stenoz.
Cecha Placebo Zileuton
Liczebno±¢ (N) 33 37
Wiek 59.4 (38-75) 61.6 (45-75)
Pªe¢(M¦»czy¹ni/Kobiety) 22/11 20/17
(66.7%/ 33.3%) (54.1%/ 45.9%)
Nadci±nienie t¦tnicze 29 (87.9%) 36 (97.3%)
Przebyty zawaª serca 4 (12.1%) 10 (27%)
Przebyty udar mózgu 1 (3%) 1 (2.7%)
Mia»d»yca t¦tnic ko«czyn dolnych 2 (6.1%) 5 (13.5%)
Cukrzyca 7 (21.2%) 9 (24.3%)
Palenie papierosów 21 (63.6%) 23 (62.2%)
Tablica 9.4: Charakterystyka kliniczna badanych grup ze zbioru HOLTER_I.
Dane przedstawiono jako liczebno±¢ lub ±redni¡ (zakres lub frakcj¦ w %).
Wynik koronarograi Placebo(N=33) Zileuton(N=37)
Choroba 0-naczyniowa 15 (45.5%) 19 (51.4%)
Choroba 1-naczyniowa 5 (15.2%) 12 (32.4%)
Choroba 2-naczyniowa 6 (18.2%) 3 (8.1%)
Choroba 3-naczyniowa 7 (21.2%) 3 (8.1%)






















Rysunek 9.7: Liczba pacjentów zbioru HOLTER_I bez istotnych zw¦»e« oraz
z chorob¡ 1, 2 i 3-naczyniow¡ w grupie nieleczonej i leczonej zileutonem.




















Rysunek 9.8: redni wiek pacjentów w grupie nieleczonej i leczonej zileutonem
(HOLTER_I).
nia. Taka procedura jest powtarzana n razy w taki sposób, »e ka»da obserwacja
w próbce jest wykorzystana jeden raz jako dane testowe. W technice k-CV, zbiór
danych jest dzielony na k równych cz¦±ci (ang. folds). W ka»dej spo±ród k iteracji,
k-1 cz¦±ci jest wykorzystanych do uczenia, natomiast pozostaªa cz¦±¢ (za ka»dym
razem inna) do testowania.
Jako miar¦ sukcesu (lub niepowodzenia) klasykacji zastosowano nast¦puj¡ce
parametry, dobrze znane z literatury: dokªadno±¢ ACC, pokrycie COV, czuªo±¢
SN, pokrycie przypadków pozytywnych, precyzj¦ przykªadów pozytywnych PPV,
specyczno±¢ SP, pokrycie przykªadów negatywnych i precyzj¦ przykªadów nega-
tywnych NPV. Parametry te opisano szczegóªowo w Rozdziale 3.3.
Eksperymenty z metodami I, II i III obejmowaªy grup¦ pacjentów ze zbioru
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HOLTER_I, którzy nie otrzymywali dodatkowego leczenia zileutonem, stano-
wi¡cym czynnik zakªócaj¡cy zapis EKG (przyczynek do opracowania metody V
opisuj¡cej modykacj¦ percepcji) oraz wszystkich ze zbioru HOLTER_II (pa-
cjenci nie otrzymywali dodatkowego leczenia zileutonem). W metodach IV i V
wykorzystano caªe obydwa zbiory danych.
Dodatkowo do testowania V-drzewa (metoda III), do±wiadczenia przeprowa-
dzono na 18 ogólnie dost¦pnych zbiorach danych pozyskanych z repozytorium Kent
Ridge Biomedical Dataset Repository [80], repozytorium UC Irvine Machine Le-
arning Repository [158] i strony internetowej po±wi¦conej ksi¡»ce The Elements of
Statistical Learning (Statweb [154]).
Z pierwszego ¹ródªa wykorzystano 6 zbiorów, które dotycz¡ eksperymentów
mikromacierzowych wykonanych na materiale biologicznym pochodz¡cym od pa-
cjentów z guzami jelita grubego (colon tumors [5]), ostr¡ biaªaczk¡ limfoblastyczn¡
i szpikow¡ (ALL-AML leukemia [58]), chªoniakiem (lymphoma [4]), rakiem pªuc
(lung cancer [59]), rakiem jajnika (ovarian cancers [112]) i guzami prostaty (pro-
state tumors [136]). Tab. 9.6 przedstawia ogóln¡ charakterystyk¦ wykorzystanych
danych mikromacierzowych.
Zbiór Obiekty Atrybuty Klasy
lymphoma 47 4026 2
leukemia 72 7129 2
colon 62 2000 2
lung cancer 181 12533 2
prostate 136 12600 2
ovarian cancer 253 15154 2
Tablica 9.6: Charakterystyka danych mikromacierzowych (Kent Ridge Biomedical
Dataset Repository).
Kolejnych 12 zbiorów danych pochodz¡cych z repozytorium UCI (dwa pierwsze
w Tabeli 9.7) oraz Statweb dotyczy takich zagadnie« jak: audiologia, biodegradacja
molekuª, sygnaªy sonaru, pasma na formach drukarskich (cylinder banding), roz-
poznawanie chorób rumieniowo-zªuszczaj¡cych (erythemato-squamous diseases),
jadalno±¢ grzybów, pa«stwa i agi, detekcja poziomu ozonu, choroba Parkinsona,
choroba wie«cowa (SAheart), segmentacja obrazów i spam w poczcie elektronicz-
nej. Tab. 9.7 przedstawia ogóln¡ charakterystyk¦ wykorzystanych zbiorów danych.
Do przeprowadzenia eksperymentów zastosowano wªasn¡ implementacj¦ me-
tod algorytmicznych z biblioteki oprogramowania CommoDM tworzonej w j¦zyku
Java, jako rozszerzenie biblioteki RS-lib stanowi¡cej j¡dro obliczeniowe systemu
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Zbiór Obiekty Atrybuty Klasy
audiology 200 71 24
biodeg 1055 41 2
sonar 208 61 2
cylinder_bands 540 40 2
dermatology 366 35 6
mushroom 8124 24 2
ags 194 30 8
ozone 2536 74 2
Parkinson 185 23 2
SAheart 462 9 2
segmentation 2310 20 7
spam 4601 58 2
Tablica 9.7: Charakterystyka eksperymentalnych zbiorów danych (UCI, Statweb).
RSES (jeden z systemów utworzonych w grupie prof. dr. hab. Andrzeja Skow-
rona z Wydziaªu Matematyki, Informatyki i Mechaniki Uniwersytetu Warszaw-
skiego) [25].
9.2 Wyniki metody I
9.2.1 Trafno±¢ klasykacji
Wyniki eksperymentów z klasykatorem opartym na drzewie lokalnej dyskretyzacji
i wzorcach czasowych zdeniowanych przez eksperta jako atrybutach warunkowych
z dodanymi atrybutami klinicznymi (CTree-Disc) do predykcji stenoz wie«cowych
w chorobie niedokrwiennej serca (CNS) dla zbioru HOLTER_I przedstawia Tab.
9.8, natomiast dla zbioru HOLTER_II Tab. 9.9 (±rednie warto±ci z 10 cz¦±ci
procedury 10-CV). U»yte miary jako±ci zostaªy zdeniowane w podrozdziale 3.3,
str. 62. Liczb¦ obiektów prawidªowo i nieprawidªowo sklasykowanych w tym eks-
perymencie przedstawiaj¡ Tab. 9.10 oraz Tab. 9.11.
Metoda prawidªowo rozpoznaje 77.8% pacjentów z istotnymi zw¦»eniami t¦t-
nic wie«cowych (czuªo±¢, SN) ze zbioru HOLTER_I oraz 83.4% ze zbioru
HOLTER_II. Spo±ród pacjentów, którzy nie mieli stenoz, metoda prawidªowo
identykuje 73.3% z nich (specyczno±¢, SP) w zbiorze HOLTER_I oraz 93,9%
w zbiorze HOLTER_II.
Warto±¢ PPV wynosz¡ca 77.8% dla zbioru HOLTER_I oraz 88.4% dla
HOLTER_II wskazuje, »e wynik pozytywny oznacza wysokie prawdopodobie«-
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Klasa decyzyjna Dokªadno±¢ Pokrycie Precyzja
Tak 0.778 1.0 0.778
Nie 0.733 1.0 0.733
Wszystkie klasy (Tak + Nie) 0.758 1.0 -
Tablica 9.8: Wyniki eksperymentów z wykorzystaniem metody I (CTree-Disc) do
predykcji stenoz wie«cowych w CNS dla zbioru HOLTER_I.
Klasa decyzyjna Dokªadno±¢ Pokrycie Precyzja
Tak 0.834 0.99 0.884
Nie 0.939 0.99 0.889
Wszystkie klasy (Tak + Nie) 0.894 0.99 -
Tablica 9.9: Wyniki eksperymentów z wykorzystaniem metody I (CTree-Disc) do












Tablica 9.11: Macierz pomyªek klasykatora CTree-Disc dla zbioruHOLTER_II.
stwo obecno±ci choroby, a test jest dobry w potwierdzeniu zw¦»enia t¦tnic wie«co-
wych. Wynik ujemny w 73.3% w przypadku zbioru HOLTER_I oraz 88.9% dla
HOLTER_II potwierdza, »e pacjent nie ma stenoz wie«cowych (NPV).
W trakcie zastosowanej procedury LOO do oceny jako±ci klasykatora CTree-
Disc dla zbioru HOLTER_I, wi¦kszo±¢ generowanych drzew wykazywaªa t¦
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sam¡ topologi¦ jak ostateczne drzewo decyzyjne (wygenerowane dla caªego zbioru)
przedstawione na Rys. 9.9, zachowuj¡c kolejno±¢ potomków i przodków poszczegól-
nych w¦zªów. Topologia reszty drzew byªa podobna, to znaczy, byªy pewne ró»nice
w przypadku warto±ci atrybutów w w¦zªach drzewa, a czasami w atrybutach na
ni»szych poziomach generowanych drzew. Na rysunku w ka»dym w¦¹le drzewa
podano liczb¦ obiektów tworz¡cych w¦zeª oraz rozkªad klas decyzyjnych.




NIE = 13 
n = 17
TAK =  5




NIE =  3 
MAX_ULF<248
n =  6
TAK =  5
NIE =  1 
STDDEV_VLF>=200
n = 11
TAK =  -
NIE =  - 
STDDEV_VLF<200
n = 1
TAK =  -
NIE =  1 
FEMALES
n = 5
TAK =  5




NIE =  - 
MAX_VLF>=588
n = 3
TAK =  -
NIE =  3 
MAX_VLF<588
Rysunek 9.9: Drzewo decyzyjne otrzymane metod¡ I do predykcji stenoz w CNS
dla zbioru HOLTER_I.
Przykªadowo, 85% drzew do najlepszego ci¦cia wyznaczaj¡cego podziaª obiek-
tów w korzeniu drzewa wybieraªo atrybutMAX_ULF (maksymalna w oknie moc
pasma o najni»szej cz¦stotliwo±ci ULF w widmie zmienno±ci rytmu serca HRV),
a 79% drzew za najlepsze ci¦cie wybieraªo par¦ (MAX_ULF , 248). Z kolei naj-
lepsze ci¦cie, wyznaczaj¡ce podziaª lewego poddrzewa korzenia, w przypadku 76%
drzew zdeniowane byªo na bazie atrybutu STDDEV_V LF , a podziaª prawego
136
9.2. Wyniki metody I
poddrzewa na bazie atrybutu MAX_V LF w 97% drzew.
W podejmowaniu decyzji najwa»niejsze byªy wi¦c warto±ci mocy widma zmien-
no±ci rytmu serca HRV w pa±mie o bardzo niskiej (VLF) i najni»szej cz¦stotliwo±ci
(ULF) oraz pªe¢ pacjenta (94% drzew). Co ciekawe, dla tych parametrów analizy
widmowej HRV brak jasno zdeniowanych warto±ci granicznych normy. O tych
miarach wiadomo natomiast, »e wykazuj¡ istotny zwi¡zek ze ±miertelno±ci¡ po za-
waªach mi¦±nia sercowego [26]. Warto±ci tych parametrów wskazane przez zapropo-
nowan¡ metod¦ mog¡ dostarcza¢ pewnych wskazówek przy wyznaczaniu warto±ci
granicznych.
Pomiary analizy widmowej zmienno±ci rytmu serca s¡ szczególnie atrakcyjnymi
kandydatami do predykcji ±miertelno±ci, poniewa» pewne pasma cz¦stotliwo±ci s¡
zwi¡zane z kontrol¡ rytmu w¦zªa zatokowego (naturalny rozrusznik serca) przez
autonomiczny ukªad nerwowy. Dlatego te» uznaje si¦, »e miary te maj¡ poten-
cjaª, aby zapewni¢ wgl¡d w mechanizmy ±mierci, jak równie» do przewidywania
±miertelno±ci. Osªabienie zmienno±ci rytmu serca po zawale mo»e by¢ zwi¡zane
ze zmniejszeniem aktywno±ci nerwu bª¦dnego w sercu, co prowadzi do przewagi
ukªadu wspóªczulnego i w konsekwencji do niestabilno±ci elektrycznej serca. Innym
wyja±nieniem jest zmniejszona reakcja w¦zªa zatokowego na bod¹ce nerwowe [153].
W przypadku zbioru HOLTER_II, podczas procedury 10-CV, wszystkie
drzewa dzieliªy korze« z u»yciem ci¦cia: (mi; 0:5), czyli na podstawie przebytego
wcze±niej zawaªu mi¦±nia sercowego (ªac. myocardial infarctus), przy czym istotne
byªo rozró»nienie mi¦dzy brakiem zawaªu i jego przebyciem, bez wzgl¦du na liczb¦
przebytych zawaªów mi¦±nia sercowego (1 lub 2). Selekcja dokonana przez model
jest wi¦c tutaj zgodna z wiedz¡ dziedzinow¡. Du»e znaczenie tej cechy pokrywa si¦
z uznawaniem jej za jeden z czynników prognostycznych nagªego zgonu sercowego,
czyli niekorzystnego przebiegu np. choroby serca. Do atrybutów, wybieranych cz¦-
sto na wy»szych poziomach drzew podczas CV nale»aªy te»: pªe¢, parametry ana-
lizy HRV w dziedzinie czasu, takie jak SDNN (ang. standard deviation of NN ),
czyli odchylenie standardowe czasów trwania wszystkich odst¦pów NN w badanym
okresie, gdzie NN (ang. normalnormal) to odst¦p pomi¦dzy kolejnymi prawidªo-
wymi pobudzeniami zatokowymi oraz pomiary odst¦pu PQ. Zmiany odst¦pu PQ
mog¡ wyst¦powa¢ w zaburzeniach rytmu serca. W drzewie zbudowanym dla caªego
zbioru HOLTER_II, wi¦kszo±¢ podziaªów oparta byªa na tych samych atrybu-
tach, a wiele tak»e na tych samych warto±ciach, jak dla drzew tworzonych podczas
walidacji krzy»owej. Pokazuje to, »e metoda ta jest stosunkowo odporna na szum
w danych.
Porównano tak»e efektywno±¢ metody I (CTree-Disc) z innymi powszechnie
znanymi metodami klasykacji, takimi jak naiwny klasykator Bayesa NB (ang.
naive Bayes), drzewa DT i reguªy decyzyjne DR (ang. decision trees, decision ru-
les), metoda wektorów no±nych SVM (ang. supported vector machines), metoda k
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najbli»szych s¡siadów k-NN, sztuczne sieci neuronowe ANN (ang. artitial neural
networks) oraz lasy losowe RF (ang. random forests). Wykorzystano implemen-
tacj¦ tych metod z nast¦puj¡cych systemów znanych dobrze z literatury: WEKA
[156], RSES [25, 128], ROSE2 [155] (zastosowano wczesn¡ implementacj¦ algo-
rytmu ModLEM [99] dost¦pn¡ w ROSE2). Nale»y zaznaczy¢, »e wyniki pochodz¡ce
z systemów WEKA oraz ROSE2 byªy wygenerowane za pomoc¡ standardowych
ustawie«. Wyniki eksperymentów dla zbioru HOLTER_I przedstawia Tab. 9.26.
Pokrycie wszystkich przedstawionych metod dla tego zbioru wynosiªo 1.0 (ka»dy
obiekt zostaª sklasykowany). Spo±ród testowanych metod (bez dodatkowej wie-
dzy dziedzinowej WD) jedynie SN metody k-NN byªa lepsza ni» dla proponowanej
w rozprawie metody CTree-Disc. Warto±ci ACC, SN, SP, PPV czy NPV wszystkich
innych testowanych metod nie przekroczyªy warto±ci tych wska¹ników uzyskanych
dla metody CTree-Disc. Wyniki eksperymentów dla zbioru HOLTER_II przed-
stawia natomiast Tab. 9.27. Brak w tej tabeli warto±ci dla metody global discre-
tiztion + all ruls (RSES) wynika z ograniczenia pami¦ci operacyjnej potrzebnej
do wykonania tej operacji na zbiorze HOLTER_II. Spo±ród porównywanych me-
tod dla tego zbioru danych tylko metoda ModLEM uzyskaªa lepsz¡ od metody I
dokªadno±¢ i precyzj¦ klasykacji, a C4.5 i SVM - SN i NPV. We wszystkich po-
zostaªych przypadkach metoda II byªa lepsza od metod bez dodatkowej wiedzy
dziedzinowej WD.
9.2.2 Analiza statystyczna wyników
Sposób gromadzenia danych wykorzystanych w eksperymencie ±wiadczy o tym,
»e mo»na je uzna¢ za losowe z caªej populacji pacjentów traaj¡cych do kli-
niki w okresie wieloletnim. Przeprowadzono werykacj¦ hipotezy o braku skore-
lowania w caªej populacji faktycznych warto±ci decyzji i warto±ci decyzji propo-
nowanych przez metod¦ I (H0: korelacja=0). Próba liczy 33 osoby a przyjmuje
si¦, »e test 2 mo»na stosowa¢ dla prób >=20. Na podstawie macierzy pomyªek
zbudowano macierz liczno±ci rzeczywistych i liczno±ci teoretycznych. Odpowied-







A. Testy statystyczne przeprowadzono za pomoc¡ opro-
gramowania Statistica StatSoft [146]. Poniewa» warto±ci teoretyczne s¡ mniejsze
od 10, dlatego w te±cie istotno±ci korelacji uwzgl¦dniono poprawk¦ Yatesa. Wg
programu Statistica progowa warto±¢ wspóªczynnika istotno±ci, przy której hipo-
tez¦ o braku skorelowania badanych cech nale»y odrzuci¢, wynosi p=0.0097. Tak
wi¦c dla dowolnego poziomu ufno±ci < 0.9983 nale»y odrzuci¢ hipotez¦ o braku
skorelowania faktycznych warto±ci decyzji i warto±ci decyzji proponowanych przez
klasykator.
Natomiast macierze liczno±ci rzeczywistych i liczno±ci teoretycznych dla zbioru
HOLTER_II przedstawiaj¡ Tab. 9.14 i 9.15. Poniewa» cz¦±¢ warto±ci teoretycz-
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A TAK NIE Suma
TAK 14 4 18
NIE 4 11 15
Suma 18 15 33
Tablica 9.12: Macierz liczno±ci rzeczywistych wyników klasykatora CTree-Disc
dla zbioru HOLTER_I.
B TAK NIE
TAK (18  18)=33 = 9:82 (18  15)=33 = 8:18
NIE (15  18)=33 = 8:18 (15  15)=33 = 6:82
Tablica 9.13: Macierz liczno±ci teoretycznych wyników klasykatora CTree-Disc
dla zbioru HOLTER_I.
A TAK NIE Brak Suma
klasykacji
TAK 68 13 1 82
NIE 8 109 1 118
Suma 76 122 2 200
Tablica 9.14: Macierz liczno±ci rzeczywistych wyników klasykatora CTree-Disc
dla zbioru HOLTER_II.
B TAK NIE Brak
klasykacji
TAK 31.16 50.02 0.82
NIE 44.84 71.98 1.18
Tablica 9.15: Macierz liczno±ci teoretycznych wyników klasykatora CTree-Disc
dla zbioru HOLTER_II.
nych jest < 10 wi¦c nale»y stosowa¢ test 2 z poprawk¡. Jednak poprawka Yatesa
mo»e by¢ stosowana tylko do tablic 2x2. Dlatego (na potrzeby prowadzonej we-
rykacji) obiekty niesklasykowane zostaªy uznane jako bª¦dnie sklasykowane.
Dopiero do tak zmodykowanej tablicy liczno±ci rzeczywistych zastosowano test
2. Wg programu Statistica progowa warto±¢ wspóªczynnika istotno±ci, przy której
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hipotez¦ o braku skorelowania badanych cech w caªej populacji nale»y odrzuci¢,
jest mniejsza od p=0.0001. Tak wi¦c dla dowolnego poziomu ufno±ci <= 0.9999 na-
le»y odrzuci¢ hipotez¦ o braku skorelowania faktycznych warto±ci decyzji i warto±ci
decyzji proponowanych przez klasykator.
9.3 Wyniki metody II
9.3.1 Trafno±¢ klasykacji
Wyniki eksperymentów z klasykatorem opartym na drzewie lokalnej dyskretyzacji
ze zmodykowan¡ miar¡ jako±ci podziaªów (CTree-DiscW ) do predykcji stenoz
wie«cowych w chorobie niedokrwiennej serca dla danych ze zbioru HOLTER_I
przedstawia Tab. 9.16, natomiast dla zbioru HOLTER_II - Tab. 9.17.
Klasa decyzyjna Dokªadno±¢ Pokrycie Precyzja
Tak 0.944 1.0 0.85
Nie 0.8 1.0 0.923
Wszystkie klasy (Tak + Nie) 0.879 1.0 -
Tablica 9.16: Wyniki eksperymentów z wykorzystaniem metody II (CTree-DiscW )
do predykcji stenoz wie«cowych w CNS dla zbioru HOLTER_I.
Klasa decyzyjna Dokªadno±¢ Pokrycie Precyzja
Tak 0.856 0.99 0.875
Nie 0.924 0.99 0.89
Wszystkie klasy (Tak + Nie) 0.883 0.99 -
Tablica 9.17: Wyniki eksperymentów z wykorzystaniem metody II (CTree-DiscW )
do predykcji stenoz wie«cowych w CNS dla zbioru HOLTER_II.
Liczb¦ obiektów prawidªowo i nieprawidªowo sklasykowanych w tym ekspery-
mencie przedstawiaj¡ Tab. 9.18 oraz Tab. 9.19.
Dla danych ze zbioru HOLTER_I metoda CTree-DiscW prawidªowo identy-
kuje 94.4% pacjentów ze stenoz¡ (SN) oraz 80% spo±ród tych, u których nie byªo
istotnych zw¦»e« t¦tnic wie«cowych (SP). W porównaniu do metody I, dokªadno±¢
i precyzja klasykacji wzrosªy mi¦dzy 9% a 21%. Zwraca uwag¦ SN wynosz¡ca
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Tablica 9.19: Macierz pomyªek klasykatora CTree-DiscW dla zbioru
HOLTER_II.
94.4%, co jest szczególnie istotne w diagnostyce medycznej. Warto±¢ PPV wyno-
sz¡ca 85% wskazuje, »e pozytywny wynik testu z du»ym prawdopodobie«stwem po-
twierdza stenoz¦, natomiast wynik negatywny klasykacji z jeszcze wi¦kszym praw-
dopodobie«stwem potwierdza brak zw¦»e« naczy« wie«cowych (NPV=92.3%).
W podejmowaniu ostatecznej decyzji najwa»niejsze byªy: czas trwania odst¦pów
QT w zapisie Holtera, poziom CRP (biaªko C-reaktywne) oraz LDL (frakcja lipo-
protein o niskiej g¦sto±ci) w surowicy. Ostateczne drzewo decyzyjne przedstawiono
na Rys. 9.10. W ka»dym w¦¹le drzewa podano liczb¦ obiektów z poszczególnych
klas decyzyjnych z uwzgl¦dnieniem informacji na temat wewn¦trznego zró»nicowa-
nia klas, gdzie S0 oznacza liczb¦ obiektów bez zmienionych naczy« (liczba stenoz
S równa 0), S1 liczb¦ obiektów z jedn¡ stenoz¡, S2 z dwoma zw¦»eniami, a S3
liczb¦ obiektów w¦zªa z trzema stenozami.
W przypadku zbioru HOLTER_II uzyskano prawidªow¡ identykacj¦ 85.6%
chorych z istotnymi stenozami oraz 92.4% pacjentów bez takich zw¦»e« naczy«
wie«cowych. Podobnie do metody I dla tego zbioru wyselekcjonowane zostaªy takie
atrybuty jak: przebyty zawaª mi¦±nia sercowego, parametry analizy HRV, pªe¢
i CRP.
Porównanie efektywno±ci metody II (CTree-DiscW ) z innymi powszechnie zna-
nymi metodami klasykacji (naiwny klasykator Bayesa NB, drzewa DT i reguªy
decyzyjne DR, metoda wektorów no±nych SVM, metoda k-NN, sztuczne sieci neu-
ronowe ANN oraz lasy losowe RF) dla zbioru HOLTER_I przedstawia Tab. 9.26.
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Decyzja: TAK Decyzja: NIE
Decyzja: TAK
Decyzja: TAK Decyzja: NIE
Decyzja: TAK
NIE | S0 = 15
-----------------
TAK | S1 = 5
TAK | S2 = 6
TAK | S3 = 7
NIE | S0 =  1
-----------------
TAK | S1 = 4
TAK | S2 = 4
TAK | S3 = 4
FIRST_QTC1_AVG>=451.9
NIE | S0 = 14
-----------------
TAK | S1 = 1
TAK | S2 = 2
TAK | S3 = 3
FIRST_QTC1_AVG<451.9
NIE | S0 =  1
-----------------
TAK | S1 = 0
TAK | S2 = 4
TAK | S3 = 0
STDDEV_QTP2_STD>=23
NIE | S0 =  0
-----------------
TAK | S1 = 4
TAK | S2 = 0
TAK | S3 = 4
STDDEV_QTP2_STD<23
NIE | S0 = 0
-----------------
TAK | S1 = 0
TAK | S2 = 4
TAK | S3 = 0
CRP>=0.62
NIE | S0 =  1
-----------------
TAK | S1 = 0
TAK | S2 = 0
TAK | S3 = 0
CRP<0.62
NIE | S0 = 14
-----------------
TAK | S1 = 0
TAK | S2 = 0
TAK | S3 = 1
FIRST_QT1_STD>=6.7
NIE | S0 = 0
-----------------
TAK | S1 = 1
TAK | S2 = 2
TAK | S3 = 2
FIRST_QT1_STD<6.7
NIE | S0 = 0
-----------------
TAK | S1 = 0
TAK | S2 = 0
TAK | S3 = 1
LDL>=4.8
NIE | S0 = 14
-----------------
TAK | S1 = 0
TAK | S2 = 0
TAK | S3 = 0
LDL<4.85
Rysunek 9.10: Drzewo decyzyjne otrzymane metod¡ II do predykcji stenoz w CNS
dla zbioru HOLTER_I.
Warto±ci wszystkich wyznaczonych miar dokªadno±ci klasykacji (ACC, SN, SP,
PPV i NPV) testowanych metod (bez dodatkowej wiedzy dziedzinowej WD) nie
osi¡gn¦ªy warto±ci tych wska¹ników otrzymanych dla metody CTree-DiscW. Dla
zbioru HOLTER_II (Tab. 9.27) spo±ród porównywanych metod tylko ModLEM
uzyskaªa lepsz¡ od metody I, dokªadno±¢ (ACC) i specyczno±¢ (SP) klasykacji.
9.3.2 Analiza statystyczna wyników
Podobnie jak w przypadku metody pierwszej przeprowadzono werykacj¦ hipo-
tezy o braku skorelowania faktycznych warto±ci decyzji i warto±ci decyzji propo-
nowanych przez metod¦ II (H0: korelacja=0). Na podstawie macierzy pomyªek
zbudowano macierz liczno±ci rzeczywistych i liczno±ci teoretycznych. Odpowied-







A. Poniewa» warto±ci teoretyczne s¡ mniejsze od 10,
dlatego w te±cie istotno±ci korelacji zastosowano poprawk¦ Yatesa. Wg programu
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A TAK NIE Suma
TAK 17 1 18
NIE 3 12 15
Suma 20 13 33
Tablica 9.20: Macierz liczno±ci rzeczywistych wyników klasykatora CTree-DiscW
dla zbioru HOLTER_I.
B TAK NIE
TAK (18  20)=33 = 10:91 (18  13)=33 = 7:09
NIE (15  20)=33 = 9:09 (15  13)=33 = 5:91
Tablica 9.21: Macierz liczno±ci teoretycznych wyników klasykatora CTree-DiscW
dla zbioru HOLTER_I.
Statistica progowa warto±¢ wspóªczynnika istotno±ci, przy której hipotez¦ o braku
skorelowania badanych cech nale»y odrzuci¢, wynosi p=0.0001. Tak wi¦c dla do-
wolnego poziomu ufno±ci < 0.9999 nale»y odrzuci¢ hipotez¦ o braku skorelowania
faktycznych warto±ci decyzji i warto±ci decyzji proponowanych przez klasykator.
Macierze liczno±ci rzeczywistych i teoretycznych dla zbioru HOLTER_II
przedstawiaj¡ Tab. 9.22 oraz 9.23. Dalszy ci¡g analizy jest analogiczny jak opisano
A TAK NIE Brak Suma
klasykacji
TAK 68 13 1 82
NIE 10 107 1 118
Suma 78 120 2 200
Tablica 9.22: Macierz liczno±ci rzeczywistych wyników klasykatora CTree-DiscW
dla zbioru HOLTER_II.
w podrozdziale 9.2.2 przy werykacji metody I dla danych HOLTER_II. Macie-
rze pomyªek 9.11 i 9.19 s¡ na tyle nieznacznie ró»ne, »e spodziewany wniosek tej
analizy jest identyczny z otrzymanym w podrozdziale 9.2.2. Przeprowadzona w pro-
gramie Statistica werykacja hipotezy o braku skorelowania pomi¦dzy faktycznymi
warto±ciami decyzji a warto±ciami proponowanymi przez klasykator potwierdza,
»e dla dowolnego poziomu ufno±ci < 0.999 nale»y odrzuci¢ t¦ hipotez¦.
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B TAK NIE Brak
klasykacji
TAK 31.98 49.2 0.82
NIE 46.02 70.8 1.18
Tablica 9.23: Macierz liczno±ci teoretycznych wyników klasykatora CTree-DiscW
dla zbioru HOLTER_II.
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9.4 Wyniki metody III
9.4.1 Trafno±¢ klasykacji
Celem kolejnych eksperymentów byªo sprawdzenie jako±ci klasykacji dokonanej
przez V-drzewa decyzyjne, czyli drzewa z ci¦ciami werykuj¡cymi. Wyniki do±wiad-
cze« przeprowadzonych z wykorzystaniem drzewa VTree-Disc do predykcji liczby
istotnych zw¦»e« t¦tnic wie«cowych w CNS dla zbioru HOLTER_I przedstawia
Tab. 9.24. Przy wysokiej czuªo±ci metody III wynosz¡cej 94.4%, uzyskano popraw¦
SP o 8% w odniesieniu do metody II dla tego zbioru.
Klasa decyzyjna Dokªadno±¢ Pokrycie Precyzja
Tak 0.944 1.0 0.894
Nie 0.866 1.0 0.928
Wszystkie klasy (Tak + Nie) 0.909 1.0 -
Tablica 9.24: Wyniki eksperymentów z wykorzystaniem metody III (VTree-Disc)
do predykcji stenoz wie«cowych w CNS dla zbioru HOLTER_I.
Wyniki V-drzewa dla zbioru HOLTER_II zawiera Tab. 9.25.
Klasa decyzyjna Dokªadno±¢ Pokrycie Precyzja
Tak 0.902 1.0 0.925
Nie 0.949 1.0 0.933
Wszystkie klasy (Tak + Nie) 0.930 1.0 -
Tablica 9.25: Wyniki eksperymentów z wykorzystaniem metody III (VTree-Disc)
do predykcji stenoz wie«cowych w CNS dla zbioru HOLTER_II.
Eksperymenty przeprowadzono z nast¦puj¡cymi warto±ciami parametrów:
 Liczba werykuj¡cych ci¦¢ k=5;
 Minimalna jako±¢ ci¦¢ werykuj¡cych: 0.9;
 Metoda wyszukiwania najlepszych ci¦¢: liczba rozró»nianych par obiektów
(DiscPairs).
Tak jak w przypadku metody I i II, porównano efektywno±¢ metody III z in-
nymi metodami klasykacji (naiwny klasykator Bayesa NB, drzewa DT i reguªy
decyzyjne DR, metoda wektorów no±nych SVM, metoda k najbli»szych s¡siadów
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k-NN, sztuczne sieci neuronowe ANN oraz lasy losowe RF) z wykorzystaniem da-
nych medycznych. Wyniki eksperymentów dla zbioru HOLTER_I przedstawia
Tab. 9.26. Dokªadno±¢ ACC, specyczno±¢ SP, PPV czy NPV »adnej z innych
Dokªadno±¢ Precyzja
Metoda Wszystkie klasy Tak Nie Tak Nie
C4.5 (WEKA) 0.545 0.611 0.467 0.579 0.500
NaiveBayes (WEKA) 0.394 0.611 0.133 0.458 0.222
SVM (WEKA) 0.545 0.611 0.467 0.579 0.500
k-NN (WEKA) 0.667 0.833 0.467 0.652 0.700
RandomForest (WEKA) 0.515 0.722 0.267 0.542 0.444
Multilayer Perceptron
(WEKA) 0.548 0.611 0.467 0.579 0.500
Global discretization +
all rules (RSES) 0.667 0.611 0.733 0.733 0.611
Local discretization +
all rules (RSES) 0.758 0.778 0.733 0.778 0.733
ModLEM (ROSE2) 0.576 0.556 0.600 0.625 0.529
CTree-Disc 0.758 0.778 0.733 0.778 0.733
CTree-DiscW 0.879 0.944 0.8 0.85 0.923
VTree-Disc 0.909 0.944 0.866 0.894 0.928
Tablica 9.26: Wyniki porównawcze z wykorzystaniem innych metod klasykacji do
predykcji stenoz wie«cowych w CNS dla zbioru HOLTER_I.
testowanych metod (bez dodatkowej wiedzy dziedzinowej WD) nie przekroczyªa
warto±ci tych wska¹ników dla proponowanych w rozprawie metod: I, II ani III.
Najwy»sz¡ dokªadno±¢ ze wszystkich metod (z lub bez dodatkowej WD) uzyskaªa
metoda III, a wi¦c V-drzewa decyzyjne z ci¦ciami werykuj¡cymi.
Wyniki eksperymentów dla zbioru HOLTER_II przedstawia natomiast Tab.
9.27. adna z innych testowanych metod (bez WD) nie osi¡gn¦ªa dokªadno±ci naj-
lepszej z proponowanych metod, tj. V-drzewa. Metody: C4.5, SVM oraz ModLEM
osi¡gn¦ªy dokªadno±¢ zbli»on¡ do wyników proponowanych metod, natomiast tylko
metoda ModLEM (90.5%) osi¡gn¦ªa dokªadno±¢ na poziomie ±redniej dokªadno±ci
metod: I, II i III (90.2%). Dokªadno±¢ metod: I, II i III jest dla tego zbioru danych
±rednio wi¦ksza o 14% w odniesieniu do ±redniej dokªadno±ci innych metod.
Dodatkowo do testowania V-drzewa wykorzystano 18 ogólnodost¦pnych zbio-
rów danych powszechnie stosowanych w eksploracji danych. W eksperymentach
tych zastosowano 10-krotn¡ walidacj¦ krzy»ow¡ (10-CV) z powtórzeniem caªej pro-
cedury 10 razy.
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Dokªadno±¢ Precyzja
Metoda Wszystkie klasy Tak Nie Tak Nie
C4.5 (WEKA) 0.875 0.841 0.898 0.852 0.891
NaiveBayes (WEKA) 0.560 0.329 0.720 0.450 0.607
SVM (WEKA) 0.860 0.854 0.864 0.814 0.895
k-NN (WEKA) 0.665 0.500 0.780 0.612 0.692
RandomForest (WEKA) 0.750 0.561 0.881 0.767 0.743
Multilayer Perceptron
(WEKA) 0.825 0.805 0.839 0.776 0.861
Global discretization + - - - - -
all rules (RSES)
Local discretization +
all rules (RSES) 0.885 0.919 0.817 0.902 0.864
ModLEM (ROSE2) 0.905 0.825 0.960 0.932 0.890
CTree-Disc 0.894 0.834 0.939 0.884 0.889
CTree-DiscW 0.883 0.856 0.924 0.875 0.89
VTree-Disc 0.930 0.902 0.949 0.925 0.933
Tablica 9.27: Wyniki porównawcze z wykorzystaniem innych metod klasykacji do
predykcji stenoz wie«cowych w CNS dla zbioru HOLTER_II.
W eksperymentach wykorzystano 3 miary jako±ci podziaªów w¦zªów drzewa
opisane w Rozdziale 6.2 oparte na: liczbie rozró»nianych par obiektów DiscPairs,
entropii i indeksie Giniego oraz prost¡ metod¦ rozwi¡zywania koniktów mi¦dzy
ci¦ciami, tj. gªosowanie wi¦kszo±ciowe. Dla ka»dej z trzech miar porównano jako±¢
klasykacji V-drzewa (nazywanego dla poszczególnych miar: QVDisc, QVEntropy,
QVGini odpowiednio klasykatorem: VTree-Disc, VTree-Entropy, VTree-Gini) z ja-
ko±ci¡ klasykatora opartego na drzewie lokalnej dyskretyzacji, nazwanego drze-
wem klasycznym (CTree), w szczególno±ci CTree-Disc, CTree-Entropy, CTree-Gini
z miarami opisanymi w Rozdziale 3.1.2, tj. QDisc, QEntropy oraz QGini odpowiednio.
Ostateczne wyniki klasykacji dla wybranych miar jako±ci ci¦¢ zawarte w Tab.
9.28, 9.29 i 9.30 stanowi¡ ±redni¡ warto±¢ z 10 powtórze«. W zwi¡zku z obecno±ci¡
warto±ci brakuj¡cych w niektórych zbiorach danych, warto±¢ pokrycia jest mniejsza
od 1 w kilku przypadkach.
Rysunek 9.11 przedstawia porównanie wyników uzyskanych przez ka»d¡ z miar
w drzewach. Jak wida¢, miara DiscPairs (oznaczona jako P) i Entropia (oznaczona
jako E) uzyskaªy najlepsze wyniki w przypadku o±miu zbiorów danych w klasycz-
nym podej±ciu, podczas gdy w V-drzewie zdecydowanie najlepsze wyniki osi¡gn¡ª
algorytm wykorzystuj¡cy miar¦ opart¡ na liczbie rozró»nianych par z ró»nych klas
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Klasykator CTree-Disc Klasykator VTree-Disc
Zbiór ACC SD COV SD ACC SD COV SD
lymphoma 0.802 0.046 0.943 0.01 0.891 0.045 1.0 0.0
leukemia 0.824 0.037 1.0 0.0 0.901 0.021 1.0 0.0
colon 0.739 0.046 1.0 0.0 0.818 0.03 1.0 0.0
lung 0.918 0.013 1.0 0.0 0.94 0.012 1.0 0.0
prostate 0.807 0.042 1.0 0.0 0.868 0.015 1.0 0.0
ovarian 0.981 0.003 1.0 0.0 0.985 0.008 1.0 0.0
audiology 0.524 0.012 0.955 0.012 0.515 0.018 1.0 0.002
biodeg 0.808 0.004 1.0 0.0 0.821 0.008 1.0 0.0
sonar 0.755 0.022 1.0 0.0 0.762 0.022 1.0 0.0
cylinder 0.682 0.015 0.86 0.01 0.679 0.01 1.0 0.0
dermatology 0.921 0.007 1.0 0.0 0.933 0.007 1.0 0.0
mushroom 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0
ags 0.578 0.019 1.0 0.0 0.578 0.024 1.0 0.0
ozone 0.948 0.004 0.825 0.003 0.961 0.002 1.0 0.0
parkinsons 0.88 0.019 1.0 0.0 0.892 0.014 1.0 0.0
SAheart 0.638 0.018 1.0 0.0 0.646 0.016 1.0 0.0
segmentation 0.955 0.002 1.0 0.0 0.949 0.003 1.0 0.0
spam 0.896 0.002 1.0 0.0 0.899 0.003 1.0 0.0
Tablica 9.28: rednie ACC i COV z odchyleniami standardowymi (SD) dla zbiorów
klasykowanych V-drzewem z u»yciem miary DiscPairs za pomoc¡ 10-krotnej CV.
decyzyjnych (P).
Ponadto w Tab. 9.31 przedstawione jest porównanie stosowanych miar w kla-
sycznym drzewie i V-drzewie pod k¡tem otrzymanego ACC. Mo»na zauwa-
»y¢, »e np. w przypadku zbioru leukemia najwy»sz¡ dokªadno±¢ uzyskano dla
miary DiscPairs i klasycznego drzewa, natomiast najni»szy wynik dotyczyª miary
opartej na entropii. Z drugiej strony, dla V-drzewa, najwy»szy wynik uzyskano dla
miary Entropia, na drugim miejscu byªa miara DiscPairs, a najni»szy wynik daªa
miara Gini.
Ponadto, Rys. 9.12 przedstawia porównanie obu drzew ze wzgl¦du na zasto-
sowan¡ miar¦ jako±ci ci¦¢. atwo zauwa»y¢, »e w wi¦kszo±ci przypadków lepsze
wyniki uzyskano dla klasykatora opartego na drzewie decyzyjnym z ci¦ciami we-
rykuj¡cymi. Ponadto, wyniki byªy podobne, niezale»nie od wybranej miary.
V-drzewo decyzyjne utworzone dla zbioru danych HOLTER_II przedstawia
Rys. 9.13. W ka»dym w¦¹le drzewa podano ci¦cie gªówne oraz ci¦cia werykuj¡ce,
o ile istniaªy takie o odpowiednio dobrej jako±ci. Podobnie do drzew klasycznych,
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Klasykator CTree-Entropy Klasykator VTree-Entropy
Zbiór ACC SD COV SD ACC SD COV SD
lymphoma 0.788 0.041 0.945 0.022 0.836 0.043 1.0 0.0
leukemia 0.803 0.037 1.0 0.0 0.91 0.023 1.0 0.0
colon 0.75 0.045 1.0 0.0 0.756 0.033 1.0 0.0
lung 0.925 0.014 1.0 0.0 0.957 0.013 1.0 0.0
prostate 0.837 0.026 1.0 0.0 0.876 0.024 0.999 0.002
ovarian 0.976 0.004 1.0 0.0 0.981 0.004 0.999 0.002
audiology 0.625 0.025 0.74 0.017 0.538 0.039 0.996 0.004
biodeg 0.817 0.009 1.0 0.0 0.818 0.009 1.0 0.0
sonar 0.74 0.03 1.0 0.0 0.752 0.024 1.0 0.0
cylinder 0.708 0.015 0.813 0.011 0.73 0.013 1.0 0.0
dermatology 0.945 0.007 1.0 0.001 0.954 0.008 1.0 0.0
mushroom 1.0 0.0 1.0 0.0 0.985 0.0 1.0 0.0
ags 0.629 0.023 1.0 0.0 0.632 0.019 0.999 0.002
ozone 0.953 0.003 0.843 0.004 0.96 0.002 1.0 0.0
parkinsons 0.865 0.016 1.0 0.0 0.873 0.029 1.0 0.0
SAheart 0.626 0.013 1.0 0.0 0.647 0.013 1.0 0.001
segmentation 0.953 0.002 1.0 0.0 0.945 0.002 1.0 0.0
spam 0.921 0.002 1.0 0.0 0.915 0.003 1.0 0.0
Tablica 9.29: rednie ACC i COV z odchyleniami standardowymi (SD) dla zbiorów
klasykowanych V-drzewem z u»yciem miary Entropia za pomoc¡ 10-krotnej CV.
V-drzewo jako najlepiej dyskryminuj¡ce ci¦cie uznaªo to okre±lone na atrybucie mi
(liczba przebytych zawaªów serca). adne inne ci¦cie nie uzyskaªo podobnie dobrej
jako±ci, dlatego w korzeniu nie ma ci¦¢ werykuj¡cych.
Mo»liwo±¢ bezpo±redniego porównywania drzew uzyskanych dla zbiorów
HOLTER_I oraz HOLTER_II, jest ograniczona ze wzgl¦du na zastosowa-
nie odmiennych aparatów EKG Holter dla ka»dego z tych zbiorów (Aspel oraz
BTL). Systemy te eksportuj¡ co prawda informacje na temat takich samych poj¦¢,
np. dotycz¡cych zaburze« rytmu, zmian odcinka ST czy zmienno±ci HRV, jednak
szczegóªowe parametry zapisu EKG s¡ nieznacznie odmienne. Na przykªad, sys-
tem Aspel w zastosowanej wersji nie eksportuje analiz odst¦pu PQ, dost¦pnych
w BTL, zawiera natomiast analiz¦ dyspersji odst¦pu QT, która nie jest dost¦pna
w plikach eksportowanych przez zastosowany system BTL. W zakresie analizy
widma zmienno±ci rytmu serca HRV, eksportowane z BTL pliki nie zawieraªy pa-
rametrów dotycz¡cych pasma VLF o bardzo niskiej cz¦stotliwo±ci (<0.0033) ani
ULF o cz¦stotliwo±ci 0.0033  0.04 Hz. To mo»e by¢ m.in. przyczyn¡ odmiennych
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Klasykator CTree-Gini Klasykator VTree-Gini
Zbiór ACC SD COV SD ACC SD COV SD
lymphoma 0.795 0.042 0.943 0.021 0.845 0.047 1.0 0.0
leukemia 0.819 0.035 1.0 0.0 0.9 0.04 1.0 0.0
colon 0.766 0.03 1.0 0.0 0.765 0.045 1.0 0.0
lung 0.925 0.014 1.0 0.0 0.956 0.02 1.0 0.0
prostate 0.84 0.033 1.0 0.0 0.847 0.014 1.0 0.0
ovarian 0.976 0.004 1.0 0.0 0.98 0.006 1.0 0.0
audiology 0.66 0.02 0.827 0.026 0.618 0.021 1.0 0.0
biodeg 0.809 0.008 1.0 0.0 0.813 0.011 1.0 0.0
sonar 0.695 0.02 1.0 0.0 0.722 0.024 1.0 0.0
cylinder 0.703 0.014 0.811 0.014 0.74 0.015 1.0 0.0
dermatology 0.939 0.005 0.998 0.001 0.952 0.006 1.0 0.0
mushroom 1.0 0.0 0.787 0.0 1.0 0.0 1.0 0.0
ags 0.605 0.017 1.0 0.0 0.609 0.019 1.0 0.0
ozone 0.947 0.004 0.822 0.002 0.96 0.003 1.0 0.0
parkinsons 0.86 0.025 1.0 0.0 0.882 0.025 1.0 0.0
SAheart 0.613 0.009 1.0 0.0 0.652 0.015 1.0 0.001
segmentation 0.955 0.003 1.0 0.0 0.942 0.003 1.0 0.0
spam 0.913 0.002 1.0 0.0 0.893 0.003 1.0 0.0
Tablica 9.30: rednie ACC i COV z odchyleniami standardowymi (SD) dla zbiorów
klasykowanych V-drzewem z u»yciem miary Gini za pomoc¡ 10-krotnej CV.
drzew decyzyjnych generowanych dla zbioru HOLTER_I oraz HOLTER_II,
przy czym zachowane jest podobie«stwo drzew dla poszczególnych zbiorów mi¦-
dzy ró»nymi metodami.
150







































































Zbiór 1-wszy 2-gi 3-ci 1-wszy 2-gi 3-ci
lymphoma P G E P G E
leukemia P G E E P G
colon G E P P G E
lung E, G P - E G P
prostate G E P E P G
ovarian P E, G - P E G
audiology G E P G E P
biodeg E G P P E G
sonar P E G P E G
cylinder E G P G E P
dermatology E G P E G P
mushroom P, E, G - - P, G E -
ags E G P E G P
ozone E P G P E,G -
parkinsons P E G P G E
SAheart P E G G E P
segmentation P, G E - P E G
spam E G P E P G
Tablica 9.31: Porównanie miar zastosowanych w klasycznym drzewie i V-drzewie
wzgl¦dem uzyskanych warto±ci ACC (P oznacza DiscPairs, G oznacza Gini oraz
E oznacza Entropi¦).
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Rysunek 9.13: V-drzewo dla zbioru danych HOLTER_II.
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9.4.2 Statystyczna werykacja hipotez dotycz¡cych V-
drzewa
Celem sprawdzania istotno±ci ró»nic mi¦dzy wynikami klasykacji uzyskanymi za
pomoc¡ klasycznego drzewa decyzyjnego (CTree-Disc) oraz drzewa z ci¦ciami we-
rykuj¡cymi (VTree-Disc) przeprowadzono test Wilcoxona dla par obserwacji za-
le»nych. Test ten stanowi nieparametryczn¡ alternatyw¦ dla testu t-Studenta, jed-
nak w przeciwie«stwie do testu t-Studenta, nie posiada zaªo»e« dotycz¡cych roz-
kªadu próby. Test Wilcoxona dla par obserwacji stosowany jest do porównania
warto±ci danej cechy w parach, gdzie jedna z warto±ci w parze pochodzi z popula-
cji X, a druga z populacji Y . Na podstawie n par obserwacji (x1; y1); : : : ; (xn; yn)
mo»na oceni¢, czy populacje X i Y maj¡ takie same rozkªady. W badaniach zasto-
sowana zostaªa wersja testu Wilcoxona zaimplementowana w programie STATI-
STICA [146]. Za pomoc¡ tego testu zwerykowano hipotez¦ zerow¡ postaci: jako±¢
klasykacji jest jednakowa dla obu metod (H0) na poziomie istotno±ci równym 0.05.
Tab. 9.32 zawiera wszystkie hipotezy statystyczne, które byªy przedmiotem we-
rykacji, jak równie» wyniki wykonywanych testów. Wyniki s¡ przedstawione w po-
staci minimalnej warto±ci granicznego poziomu istotno±ci, tj. warto±ci p, dla której
hipoteza zerowa powinna zosta¢ odrzucona. atwo zauwa»y¢, »e niemal wszystkie
s¡ znacz¡co mniejsze od 0.05. Dodatkowo wszystkie wyniki o warto±ci parametru p
mniejszej od 0.05 (wymaganej do odrzucenia hipotezy H0 w tym te±cie) s¡ przed-
stawione w postaci wykresów pudeªkowych (ang. box-and-whisker plots, boxplots)
ze wskazaniem mediany, 25-go i 75-go percentyla (I i III kwartyla) oraz warto±ci
minimalnych i maksymalnych w postaci tzw. w¡sów. Wykresy przedstawia Tab.
9.33. Porównuj¡ one jako±¢ klasykacji przeprowadzon¡ przez V-drzewa (VTree-
Disc) oraz drzewa klasyczne (CTree-Disc). Wyniki testu wskazuj¡, »e VTree-Disc
daje statystycznie istotnie lepsze wyniki ni» CTree-Disc.
Przeprowadzone testy statystyczne potwierdzaj¡ u»yteczno±¢ V-klasykatora
w zagadnieniu klasykacji. Ten nowy typ klasykatora dziaªa statystycznie lepiej
ni» wersja klasyczna, je»eli porównujemy dwie miary jako±ci klasykacji, to jest
ACC i ACC  COV ). W przypadku zastosowania wspóªczynnika pokrycia, algo-
rytm V-drzewa nigdy nie klasykowaª gorzej od klasykatora klasycznego, jednak
obserwacja nie jest statystycznie istotna poniewa» warto±ci wspóªczynnika pokry-
cia otrzymane dla V-drzewa oraz drzewa klasycznego s¡ ró»ne tylko dla 4 zbiorów
danych (ze wszystkich 18 zbiorów). Nale»y tak»e zaobserwowa¢, »e V-klasykator
miaª przewag¦ w porównaniu do klasycznego w odniesieniu do wspóªczynnika do-
kªadno±ci klasykacji oraz zbiorów danych z du»¡ liczb¡ atrybutów (Tab. 9.7).
Takie spostrze»enie nie jest prawdziwe dla zbiorów danych z liczb¡ atrybutów
nieprzekraczaj¡c¡ kilkuset (chocia» takie dane przewa»aj¡ w przeprowadzonych
eksperymentach nad danymi z wieloma atrybutami).
Wyniki przeprowadzone na 18 zbiorach danych potwierdzaj¡, »e wykorzystanie
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Numer
testu




1 Jako±¢ klasykacji wyra»ona jako iloczyn
AccCov dla V-drzewa i drzewa klasycz-
nego jest równa
0.0007
2 Jako±¢ klasykacji wyra»ona jako warto±¢
Acc dla V-drzewa i drzewa klasycznego
jest równa
0.0037
3 Jako±¢ klasykacji wyra»ona jako warto±¢
Cov dla V-drzewa i drzewa klasycznego
jest równa
0.0678
4 Jako±¢ klasykacji wyra»ona jako iloczyn
AccCov dla V-drzewa i drzewa klasycz-
nego oraz dla danych z wieloma atrybu-
tami jest równa
0.0277
5 Jako±¢ klasykacji wyra»ona jako iloczyn
AccCov dla V-drzewa i drzewa klasycz-
nego oraz dla danych z niezbyt licznym
zbiorem atrybutów jest równa
0.0093
6 Jako±¢ klasykacji wyra»ona jako warto±¢
Acc dla V-drzewa i drzewa klasycznego
oraz dla danych z wieloma atrybutami jest
równa
0.0277
7 Jako±¢ klasykacji wyra»ona jako warto±¢
Acc dla V-drzewa i drzewa klasycznego
oraz dla danych z niezbyt licznym zbiorem
atrybutów jest równa
0.0744
Tablica 9.32: Wyniki testu Wilcoxona dla par obserwacji.
dodatkowej wiedzy dziedzinowej zawartej w atrybutach redundantnych poprawia
jako±¢ klasykacji. Wyniki eksperymentów wskazuj¡, »e w wi¦kszo±ci przypadków
zbiorów danych dokªadno±¢ przedstawionego klasykatora byªa lepsza w porówna-
niu do klasycznego. Wzrost dokªadno±ci wynosiª od nieznacz¡cej warto±ci 0.3% do
a» 9%. Zaobserwowa¢ mo»na tak»e lepsze wyniki (wzrost ACC o 8.9%, 7.7% czy
7.9%) dla danych mikromacierzowych (6 z 18 zbiorów danych), które charaktery-
zuj¡ si¦ bardzo du»¡ liczb¡ atrybutów oraz maª¡ liczb¡ obiektów.
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Tablica 9.33: Wykresy pudeªkowe testów z poziomem istotno±ci poni»ej 0.05.
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9.5 Eksperymenty z odlegªo±ci¡ ontologiczn¡
W eksperymentach z odlegªo±ci¡ ontologiczn¡ dla danych ze zbioru HOLTER_I
wykorzystano opisan¡ w Rozdziale 7.1 ontologi¦ choroby niedokrwiennej serca
oraz dane pacjentów z t¡ chorob¡ o ró»nym stopniu nasilenia. Do bada« zbioru
HOLTER_II ontologi¦ zmodykowano celem dostosowania poj¦¢ do atrybutów
dost¦pnych w zbiorze. Wynika to z zastosowania odmiennych aparatów EKG do
zapisu holterowskiego, które generuj¡ nieznacznie odmienne parametry. Ontologi¦
wykorzystan¡ do eksperymentów z danymi ze zbioru HOLTER_II przedstawia
Rys. 9.14.
Celem oceny efektywno±ci odlegªo±ci ontologicznej wyznaczonej wedªug zapro-
ponowanego w Rozdz. 7.2 algorytmu przeprowadzono 4 rodzaje testów: E1, E2, E3,
E4, scharakteryzowane w Tab. 9.34 oraz 9.35 odpowiednio dla zbioruHOLTER_I
i HOLTER_II. Do testów wykorzystano metod¦ k-NN zaimplementowan¡ w sys-
temie WEKA [156] z wªasn¡ modykacj¡ dla odlegªo±ci ontologicznej oznaczon¡
dalej jako kNN-OntoDist. Do reprezentacji modelu ontologii wykorzystano biblio-
tek¦ Java o nazwie SOFA (Simple Ontology Framework API [142]). Do±wiadczenia
przeprowadzono z parametrem k równym 3 w przypadku zbioruHOLTER_I oraz
5 dla HOLTER_II. Schematy poszczególnych testów ró»niªy si¦ zastosowan¡ od-
legªo±ci¡ (Euklidesa lub ontologiczna wyznaczona na podstawie ontologii z Rys. 7.1
lub 9.14, zawieraj¡cej 31 poj¦¢) oraz sposobem wyznaczania wag poj¦¢ w ontolo-
gii (wskazane przez eksperta lub wygenerowane losowo metod¡ Monte Carlo). Do
oceny jako±ci klasykacji w przypadku zbioru HOLTER_I zastosowano technik¦
LOO oraz 10-CV dla HOLTER_II, z wyj¡tkiem ostatniego eksperymentu (E4),
gdzie byªa to zagnie»d»ona walidacja krzy»owa (ang. nested-CV ). W technice za-
gnie»d»onej, walidacj¦ zewn¦trzn¡ przeprowadzono metod¡ LOO (HOLTER_I)
oraz 10-CV (HOLTER_II). W ka»dym zbiorze treningowym generowano 100
modeli ontologii z losowymi wagami i wybierano najlepszy model (o najwi¦kszym
ACC) technik¡ 10-CV do testowania zewn¦trznego. Schemat przeprowadzonej za-
gnie»d»onej walidacji krzy»owej przedstawia Rys. 9.15.
Ostateczny wynik jest ±redni¡ wszystkich testów. Charakterystyk¦ eksperymen-
tów oraz ich wyniki przedstawia Tab. 9.34 dla zbioru HOLTER_I oraz Tab. 9.35
dla zbioru HOLTER_II .
Dla obydwu zbiorów widoczna jest znaczna rozbie»no±¢ mi¦dzy dokªadno±ci¡
metody k_NN z odlegªo±ci¡ Euklidesa a odlegªo±ci¡ ontologiczn¡, na korzy±¢ tej
drugiej. W zbiorze HOLTER_I interesuj¡ca jest niewielka ró»nica ACC pomi¦-
dzy odlegªo±ci¡ ontologiczn¡ z wagami wskazanymi przez eksperta a t¡ odlegªo±ci¡
z wagami generowanymi losowo. Sugeruje to, »e znacznie wi¦ksze znaczenie ma
dobór poj¦¢ do ontologii zgodnie w wiedz¡ dziedzinow¡, ni» wagi poszczególnych
poj¦¢ ontologii. Jednak odpowiedni dobór wag mo»e jeszcze, poza odpowiedni¡
selekcj¡ poj¦¢, poprawi¢ dokªadno±¢ klasykacji, na co wskazuje wynik ekspery-
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Cecha E1 E2 E3 E4
Odlegªo±¢ Euklidesa Ontologiczna Ontologiczna Ontologiczna
Wagi poj¦¢ - eksperta Monte Carlo Monte Carlo
Ocena LOO LOO LOO zagnie»d»ona
jako±ci CV
Dokªadno±¢ 82.35% 94.12% 93.52% (±rednia 98.53%
z 12 powtórze«,
SD=0.0475)
Tablica 9.34: Wyniki eksperymentów z wykorzystaniem metody IV do predykcji
stenoz wie«cowych w CNS dla zbioru HOLTER_I.
Cecha E1 E2 E3 E4
Odlegªo±¢ Euklidesa Ontologiczna Ontologiczna Ontologiczna
Wagi poj¦¢ - eksperta Monte Carlo Monte Carlo
Ocena 10-CV 10-CV 10-CV zagnie»d»ona
jako±ci CV
Dokªadno±¢ 68.50% 92.50% 84.5% (±rednia 93%
z 12 powtórze«,
SD=0.08)
Tablica 9.35: Wyniki eksperymentów z wykorzystaniem metody IV do predykcji
stenoz wie«cowych w CNS dla zbioru HOLTER_II.
mentu E4, w którym wagi s¡ wielokrotnie losowane, a do modelu wybierane s¡
tylko najlepsze z nich. Taki sposób doboru wag, wa»¡cy poj¦cia lepiej ni» ekspert,
mo»e wynika¢ z trudno±ci bardzo dokªadnego numerycznego oszacowania wag przez
czªowieka jednocze±nie dla wielu (tutaj 31) poj¦¢ w ontologii.
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Rysunek 9.15: Schemat zagnie»d»onej walidacji krzy»owej.
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9.6 Eksperymenty z metod¡ mierzenia wpªywu
czynnika na percepcj¦
9.6.1 Drzewo wpªywu i reguªy krzy»owe
Celem prezentacji drzewa wpªywu (I-drzewa) dla danych rzeczywistych przepro-
wadzono eksperymenty z u»yciem danych HOLTER_I dla wszystkich 70 pacjen-
tów. Czynnikiem zakªócaj¡cym percepcj¦ byªa ponadstandardowa terapia lekiem
Z (zileuton) o dziaªaniu przeciwzapalnym, któr¡ zastosowano u poªowy pacjentów
(53%).
I-drzewo utworzone dla powy»szych danych prezentuje Rys. 8.1. W ka»dym
w¦¹le przedstawiono liczb¦ pacjentów otrzymuj¡cych placebo bez istotnych stenoz
(P0), z jednym istotnym zw¦»eniem (P1), dwoma (P2) i trzema zw¦»eniami (P3),
jak i tych leczonych zileutonem bez istotnych zw¦»e« (Z0), z jednym (Z1), dwoma
(Z2) i trzema istotnymi stenozami (Z3). Przedstawiono tak»e warto±¢ oczekiwan¡
liczby stenoz (S), osobno w grupie otrzymuj¡cej placebo (E(SjP )), jak i grupie
otrzymuj¡cej zileuton (E(SjZ)). Dla ka»dego w¦zªa wyliczono ró»nic¦ mi¦dzy tymi
warto±ciami oczekiwanymi (warto±¢ ) oraz warto±¢ oczekiwan¡ ró»nicy w liczbie
stenoz mi¦dzy grup¡ leczon¡ i nieleczon¡ (E(X)).
Wszystkie obiekty nale»¡ce od jednego w¦zªa charakteryzuj¡ si¦ takim samym
wzorcem EKG, okre±lonym przez ±cie»k¦ od korzenia drzewa do tego w¦zªa. Uzy-
skane drzewo posiada sze±¢ li±ci, dostarczaj¡cych po jednej regule krzy»owej zde-
niowanej w podrozdziale 8.2.1. Na podstawie uzyskanych reguª mo»na stwierdzi¢,
»e nie wszyscy pacjenci reagowali identycznie na dodatkow¡ terapi¦. U cz¦±ci pa-
cjentów dziaªanie leku Z byªo korzystne, u cz¦±ci oboj¦tne, a w pewnej grupie
przynosiªo niekorzystne efekty w postaci zmienionego EKG.
Przykªadowa reguªa krzy»owa li±cia drzewa z Rys. 8.1 opisuj¡ca korzystne dzia-
ªanie terapii lekiem Z ma posta¢:
AV G_ST_DOWN3 <  0:06
^FIRST_V LF  373 )
^AV G_QT2_AV G  464:2

E(Sjterapia = P ) = 0:29
E(Sjterapia = Z) = 2:33 (9.1)
Poprzednik reguªy zawiera parametry EKG okre±lone przez ±cie»k¦ od korzenia
drzewa do tego li±cia. Reguªa ta mówi, »e liczba istotnie zw¦»onych t¦tnic wie«co-
wych w grupie pacjentów nieleczonych badan¡ farmakoterapi¡ wynosiªa przeci¦tnie
0.29, a w grupie leczonej 2.33, natomiast wszyscy pacjenci (z grupy leczonej i nie-
leczonej) maj¡ taki sam wzorzec EKG, tj.: ±rednie obni»enie odcinka ST w trzecim
odprowadzeniu w ci¡gu doby (AV G_ST_DOWN3) nie przekraczaªo poziomu -
0.06 mV , pierwsza w dobowym oknie warto±¢ mocy pasma HRV (ang. heart rate
161
Rozdziaª 9. Eksperymenty
variability) bardzo niskiej cz¦stotliwo±ci - FIRST_V LF (ang. very low frequ-
ency) byªo wi¦ksze ni» 373 ms2, a ±redni w ci¡gu doby ze ±rednich godzinowych
czas trwania odst¦pu QT w odprowadzeniu 2 (AV G_QT2_AV G) przekraczaª po-
ziom 464mV . Zapis EKG jest wspólny dla wszystkich obiektów nale»¡cych do tego
w¦zªa: 7 pacjentów bez dodatkowej terapii i 3 otrzymuj¡cych lek Z, jednak grupa
pacjentów otrzymuj¡cych zileuton ma wi¦ksz¡ liczb¦ zw¦»onych t¦tnic. Sposób wy-
liczania warto±ci oczekiwanych decyzji w obu powy»szych grupach przedstawiaj¡
wzory 9.2 i 9.3.
E(S j terapia = P ) = 0  P (S = 0; terapia = P )
P (terapia = P )
+ 1  P (S = 1; terapia = P )
P (terapia = P )
+
+ 2  P (S = 2; terapia = P )
P (terapia = P )
+ 3  P (S = 3; terapia = P )
P (terapia = P )
=
= 0  0:6
0:7
+ 1  0
0:7
+ 2  0:1
0:7
+ 3  0
0:7
=
= 0  0:86 + 1  0 + 2  0:14 + 3  0 = 0:29
(9.2)
E(S j terapia = Z) = 0  P (S = 0; terapia = Z)
P (terapia = Z)
+ 1  P (S = 1; terapia = Z)
P (terapia = Z)
+
+ 2  P (S = 2; terapia = Z)
P (terapia = Z)
+ 3  P (S = 3; terapia = Z)
P (terapia = Z)
=
= 0  0
0:3
+ 1  0:1
0:3
+ 2  0
0:3
+ 3  0:2
0:3
=
= 0  0 + 1  0:33 + 2  0 + 3  0:67 = 2:33
(9.3)
W sensie zapisu EKG pacjenci tego w¦zªa s¡ nierozró»nialni. Tak wi¦c, dodatkowa
terapia zmienia zapis EKG, na taki jaki wyst¦puje u pacjentów nieleczonych bez
istotnych zw¦»e« naczy«. Rodzaj tej modykacji okre±la warto±¢  (wzór 8.13),
która dla tego li±cia wynosi 2.05 i jest wi¦ksza od zaªo»onego progu wynosz¡cego
1:75. Zatem dla obiektów pasuj¡cych do wzorca z powy»szej reguªy krzy»owej ocze-
kujemy korzy±ci ze stosowania czynnika zakªócaj¡cego percepcj¦, czyli dodatkowej
terapii lekiem Z. Taka reguªa mo»e stanowi¢ wskazówk¦ do kontynuacji terapii tym
lekiem.
Natomiast negatywny wpªyw leczenia dodatkow¡ farmakoterapi¡ dotyczy
obiektów nale»¡cych do li±cia drzewa z Rys. 8.1 opisanego reguª¡ krzy»ow¡ po-
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staci:
AV G_ST_DOWN3 <  0:06
^ )
FIRST_V LF < 373

E(Sjterapia = P ) = 2:17
E(Sjterapia = Z) = 0:2 (9.4)
Obiekty te charakteryzuj¡ si¦ wspólnym wzorcem, tj. ±rednim obni»eniem odcinka
ST w trzecim odprowadzeniu w ci¡gu doby (AV G_ST_DOWN3) nieprzekra-
czaj¡cym poziomu -0.06 mV oraz pierwszej w dobowym oknie warto±ci mocy pa-
sma HRV bardzo niskiej cz¦stotliwo±ci (FIRST_V LF ) mniejszej od 373 ms2.
Pomimo dodatkowego leczenia, zapis EKG jest taki sam, jak u nieleczonych pa-
cjentów z istotnie zw¦»onymi naczyniami.
Przykªadem reguªy opisuj¡cej obiekty, u których nie obserwuje si¦ wpªywu
czynnika zakªócaj¡cego jest Reguªa 9.5:
AV G_ST_DOWN3 <  0:06
^FIRST_V LF  373
^AV G_QT2_AV G < 464:2
^AV G_QT1_STD  26:14
)
 E(Sjtherapy = P ) = 0:25E(Sjtherapy = Z) = 1:5 (9.5)
gdzie AV G_QT2_AV G to ±redni dobowy ze ±rednich godzinowych czas trwa-
nia odst¦pu QT w drugim odprowadzeniu, a AV G_QT1_STD oznacza ±rednie
w ci¡gu doby odchylenie standardowe z godzinowych pomiarów odst¦pu QT. Dla
tej reguªy, ró»nica w liczbie stenoz pomi¦dzy grup¡ leczon¡ i nieleczon¡ lekiem Z
jest zbyt maªa ((E(XA) = 1:33) < 1:75), aby stwierdzi¢ wpªyw czynnika zakªóca-
j¡cego. Powodem takiego stanu rzeczy mo»e by¢ zbyt maªa liczba obiektów unie-
mo»liwiaj¡ca dalsze podziaªy lub rzeczywisty brak dziaªania dodatkowego leczenia.
W tej ostatniej sytuacji mo»na byªoby mówi¢ o neutralnym li±ciu. Z praktycznego
punktu widzenia dla obiektów z neutralnych li±ci nale»aªoby rozwa»y¢ zaprzesta-
nie podawania dodatkowego leku ze wzgl¦du na brak korzystnego efektu w zapisie
EKG.
9.6.2 Statystyczna werykacja hipotez dotycz¡cych I-
drzewa
Celem sprawdzenia statystycznej istotno±ci ró»nic w rozkªadach warto±ci decyzji,
tj. liczby stenoz (0; 1; 2; 3) w obu grupach (placebo i zileuton) wykonano test 2
dla zmiennych jako±ciowych dla ka»dego li±cia drzewa wpªywu z Rys. 8.1. Test we-
rykuje hipotez¦ zerow¡ (H0), która mówi, »e frakcje w obu grupach s¡ takie same
na poziomie istotno±ci  = 0:05. Testem tym porównano równie» osobno ka»d¡
z warto±ci 0; 1; 2; 3, jak i wszystkie razem w obu grupach, celem sprawdzenia czy
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ich liczebno±ci s¡ ró»ne w obu grupach. Wyniki testów statystycznych przedstawia
Tab. 9.36. Numeracja li±ci z Rys. 8.1 odbywa si¦ poziomami z góry na dóª i od









2 20% 0% 0.17
3 80% 0% 0.008





1 0% 20% 0.12
2 33.33% 0% 0.09
3 50% 0% 0.03





1 0% 33.33% 0.06
2 14.29% 0% 0.25
3 0% 66.67% 0.006





1 25% 33.33% 0.39
2 0% 33.33% 0.1
3 0% 16.67% 0.2





1 25% 33.33% 0.38
2 50% 8.33% 0.03





1 42.86% 66.67% 0.19
All 53.85% 46.15% 0.19
Tablica 9.36: Wyniki testów statystycznych dla ka»dego li±cia drzewa wpªywu z Ry-
sunku 8.1.
We wszystkich li±ciach, z wyj¡tkiem pi¡tego, liczba osób z placebo nie ró»ni si¦
od liczby osób otrzymuj¡cych zileuton. Wskazuj¡ na to warto±ci p (wyró»nione po-
grubion¡ czcionk¡ w ostatniej kolumnie Tab. 9.36) przekraczaj¡ce zaªo»on¡ warto±¢
istotno±ci statystycznej (0.05). W zwi¡zku z tym, uzasadnione jest przeprowadze-
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nie dalszego testu na równo±¢ rozkªadów.
Statystycznie istotne ró»nice w rozkªadach warto±ci decyzji (0; 1; 2; 3) pomi¦dzy
grup¡ z placebo i grup¡ z zileutonem wyst¦puj¡ w nast¦puj¡cych li±ciach:
 Nr 1 z E(X) = 2:8; p = 0:001: liczba zmienionych naczy« w grupie zileutonu
jest na poziomie 0, natomiast w grupie placebo mi¦dzy 2 a 3;
 Nr 2 z E(X) = 2:03; p = 0:04: liczba zmienionych naczy« w grupie zileutonu
wynosi okoªo 0, w grupie placebo natomiast okoªo 3;
 Nr 3 z E(X) = 2:14; p = 0:02: liczba zmienionych naczy« w grupie zileutonu
jest na poziomie 3, w grupie placebo na poziomie 0.
Takie wyniki ±wiadcz¡ o tym, »e w tych trzech li±ciach, dodatkowa terapia lekiem
Z, wywoªuje statystycznie istotne zmiany (warto±ci p s¡ poni»ej poziomu istotno±ci
0.05 - kolumna p w Tab. 9.36). Wiadomo zatem, »e zmiany s¡ znamienne, nato-
miast kierunek tych zmian (korzystne lub niekorzystne) mo»na okre±li¢ za pomoc¡
warto±ci  w sposób opisany w Rozdziale 8.2.3 (wzór 8.14) .
Podsumowuj¡c, w analizowanej grupie, znacz¡cy wpªyw terapii zileutonem ob-
serwuje si¦ u 33.3% pacjentów leczonych tym lekiem. Ta informacja mo»e by¢
wykorzystana przy podejmowaniu decyzji dotycz¡cej dalszego leczenia tych pa-
cjentów, wskazuj¡c czy warto kontynuowa¢ u nich terapi¦ zileutonem, czy te» le-
czenie powinno zosta¢ przerwane, aby nie generowa¢ niepotrzebnych kosztów oraz




9.7 Zestawienie gªównych wyników bada«
Celem sformuªowania jednoznacznych wniosków ko«cowych sporz¡dzono zestawie-
nie gªównych wyników bada« umo»liwiaj¡cych porównanie tych wyników, ich ana-























Rysunek 9.16: Zestawienie wyników w postaci dokªadno±ci klasykacji (ACC) za-
proponowanych metod w predykcji stenoz wie«cowych dla zbioru HOLTER_I
oraz HOLTER_II.
W przypadku obydwu zbiorów: HOLTER_I oraz HOLTER_II, proponowane
metody budowy modeli klasykatorów z wykorzystaniem wiedzy dziedzinowej
WD osi¡gaj¡ lepsz¡ dokªadno±¢ klasykacji ni» metody klasyczne, tj. C4.5, NB,
SVM, k-NN, RandomForest, ANN i ModLEM, bez dodatkowej WD. rednia do-
kªadno±¢ trzech najlepszych spo±ród metod klasycznych wynosi 63.7% dla zbioru
HOLTER_I oraz 88% dla HOLTER_II. Metody proponowane w rozprawie do
budowy drzew decyzyjnych z dodatkow¡ WD osi¡gaj¡ ±redni¡ dokªadno±¢ wyno-
sz¡c¡ 84.9% oraz 90.2%, odpowiednio. Dla danych ze zbioru HOLTER_I, do-
kªadno±¢ klasykacji wszystkich proponowanych metod klasykacji (metody I, II,
III i IV) wynosiªa ±rednio 87.2%, natomiast dla zbioru HOLTER_II 90.8%.
Wyniki eksperymentów wskazuj¡, »e proponowane metody przewidywania
obecno±ci zw¦»e« t¦tnic wie«cowych wykorzystuj¡ce dodatkow¡ wiedz¦ dziedzi-
now¡ daj¡ dobre wyniki, porównywalne lub lepsze od wyników innych metod. Na-
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le»y podkre±li¢, »e metody II (CTree-DiscW ) i III (VTree-Disc) uzyskaªy czuªo±¢
na poziomie 94.4%, co jest bardzo po»¡dan¡ wªa±ciwo±ci¡ w zastosowaniach me-
dycznych, gdy» odsetek pacjentów pozostawionych bez leczenia a wymagaj¡cych
interwencji powinien by¢ minimalizowany (liczba przypadków faªszywie ujemnych
FN powinna by¢ jak najmniejsza).
W kolejnych zestawieniach przedstawiono ±rednie warto±ci dokªadno±ci klasy-
kacji dla zbiorów medycznych oraz osobno dla 18 zbiorów z ogólnie dost¦pnych
repozytoriów z wyszczególnieniem wyników ka»dej z proponowanych metod. Jako
punkt odniesienia zastosowano ±redni¡ dokªadno±¢ klasykacji innych testowanych
metod (NB, DT, DR, ANN, k-NN, SVM i RF) niewykorzystuj¡cych dodatkowej
wiedzy dziedzinowej (WD). Tab. 9.37 przedstawia ±rednie ACC dla obydwu zbio-
rów medycznych HOLTER_I oraz HOLTER_II.
Metoda Opis metody ACC
Inne metody bez dodatkowej WD NB, DT, DR, ANN, k-NN, SVM, RF 0.685
Metoda I (CTree-Disc) DT - wzorce czasowe 0.826
Metoda II (CTree-DiscW) DT - modykacja jako±ci podziaªów 0.881
Metoda III (VTree-Disc) DT - ci¦cia werykuj¡ce (V-drzewo) 0.920
Metoda IV (kNN-OntoDist) k-NN - odlegªo±¢ ontologiczna 0.927
I_II_III DT z WD 0.876
I_II_III_IV Metody z WD 0.888
Tablica 9.37: rednia dla danych medycznych (HOLTER_I i HOLTER_II)
dokªadno±¢ predykcji stenoz wie«cowych w CNS.
Podsumowanie wyników dla 18 dodatkowych zbiorów danych i 3 badanych miar
jako±ci ci¦¢ zawiera Tab. 9.38.
Dodatkowy problem medyczny: Zdrowe serce
Ze wzgl¦du na zainteresowanie ze strony klinicystów mo»liwo±ci¡ rozpoznawania
stanu tzw. zdrowego serca wykonano dodatkowo seri¦ eksperymentów z wykorzy-
staniem proponowanych metod do identykacji tego stanu. Do±wiadczenia przepro-
wadzono z u»yciem metod odpowiednich dla sformuªowanego problemu oraz tylko
dla danych ze zbioruHOLTER_II, ze wzgl¦du na dost¦p w nich do szczegóªowych
informacji o procentowych zw¦»eniach poszczególnych naczy«. Przeprowadzone
eksperymenty maj¡ na celu potwierdzenie skuteczno±ci metod zaproponowanych
w rozprawie. Zdrowe serce oznacza taki stopie« nasilenia choroby niedokrwiennej
serca, w którym standardowo wystarczaj¡ce jest leczenie zachowawcze. Ma wi¦c
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Metoda Miara jako±ci ci¦¢ ACC
Metoda I (CTree-Disc) DiscPairs 0.814
Metoda I (CTree-Entropy) Entropia 0.826
Metoda I (CTree-Gini) Gini 0.823
Metoda I (CTree) ±rednia DiscPairs, Entropia, Gini 0.821
Metoda III (VTree-Disc) DiscPairs 0.835
Metoda III (VTree-Entropy) Entropia 0.837
Metoda III (VTree-Gini) Gini 0.838
Metoda III (VTree) ±rednia DiscPairs, Entropia, Gini 0.837
Tablica 9.38: rednia dla 18 zbiorów danych dokªadno±¢ predykcji.
du»e znaczenie praktyczne, gdy» nie wymaga przeprowadzenia zabiegowego lecze-
nia rewaskularyzacyjnego, a wi¦c post¦powania inwazyjnego. Celem identykacji
zdrowego serca nale»y zdeniowa¢, co b¦dzie rozumiane tutaj pod tym poj¦ciem.
Ze wzgl¦du na zró»nicowane podej±cia do wskaza« do leczenia zabiegowego zw¦-
»e« t¦tnic wie«cowych, a w szczególno±ci do granicznej warto±ci zw¦»enia okre±la-
nego jako istotne (50% lub 70%) przyj¦to 3 denicje. Pierwsza jako zdrowe serce
przyjmuje stan, w którym brak jest jakichkolwiek zw¦»e« w jakichkolwiek naczy-
niach ('0-vessel disease'). W tym uj¦ciu stany z jakimkolwiek zw¦»eniem t¦tnic
wie«cowych nale»e¢ b¦d¡ do przeciwstawnego poj¦cia, czyli tzw. chorego serca.
Denicja druga, do poj¦cia 'zdrowe serce' przypisuje chorych, u których brak jest
stenoz wi¦kszych lub równych 50%. Wedªug trzeciej denicji do stanu 'zdrowe serce'
przynale»e¢ b¦d¡ pacjenci nie posiadaj¡cy zw¦»e« t¦tnic wie«cowych wi¦kszych lub
równych 70%. Rozkªady klas decyzyjnych dla kolejno okre±lonych denicji przed-
stawia Tab. 9.39. Zatem mo»na powiedzie¢, »e s¡ to dane zbalansowane.
'Zdrowe serce' Klasa 'TAK' Klasa 'NIE'
Def.1. Brak stenoz 79 (39.5%) 121 (60.5%)
Def.2. Brak zw¦»e«  50% 109 (54.5%) 91 (45.5%)
Def.3. Brak zw¦»e«  70% 118 (59%) 82 (41%)
Tablica 9.39: Liczebno±¢ klas decyzyjnych dla poszczególnych denicji poj¦cia tzw.
'zdrowego serca' dla zbioru HOLTER_II.
Wyniki testów przeprowadzonych celem identykacji 'zdrowego serca' dla
wszystkich trzech denicji przedstawia Tab. 9.40. Jak wskazuj¡ wyniki, najlep-
sz¡ dokªadno±¢ klasykacji uzyskano dla denicji trzeciej, wedªug której do poj¦-
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'Zdrowe serce' Metoda I Metoda II Metoda III Metoda IV
Parametry metody 10-CV 10-CV 10-CV 10-CV, k=5
Def.1. Brak stenoz 0.654 0.606 0.557 0.772
Def.2. Brak zw¦»e«  50% 0.850 0.815 0.853 0.936
Def.2. Brak zw¦»e«  70% 0.939 0.924 0.949 0.966
Tablica 9.40: Wyniki (ACC) predykcji tzw. 'zdrowego serca' w CNS dla zbioru
HOLTER_II.
cia 'zdrowe serce' nale»¡ obiekty bez zw¦»e« wi¦kszych lub równych 70%. Sªabsza
efektywno±¢ dla denicji pierwszej mo»e wi¡za¢ si¦ z bardzo maªymi, subtelnymi
ró»nicami w zapisie EKG metod¡ Holtera mi¦dzy brakiem zw¦»e« a bardzo niewiel-
kimi zw¦»eniami, które praktycznie nie zmieniaj¡ przepªywu krwi w naczyniach.
Dodatkowy problem medyczny: 'Du»e t¦tnice'
Kolejny problem badawczy polega na mo»liwo±ci rozpoznawania zw¦»e« du»ych
t¦tnic wie«cowych, których zw¦»enia powoduj¡ zmiany o wi¦kszym zasi¦gu ni» ta-
kie same zmiany w mniejszych naczyniach. Wynika to z wi¦kszego obszaru mi¦±nia
sercowego zaopatrywanego przez du»e naczynia. Jako du»e przyj¦to dla potrzeb tej
rozprawy nast¦puj¡ce t¦tnice wie«cowe (spo±ród wszystkich 10 dost¦pnych, oce-
nianych w koronarograi): lewa t¦tnica wie«cowa LCA (ang. left coronary artery),
t¦tnica przednia zst¦puj¡ca LAD (ang. left anterior descending), gaª¡¹ okalaj¡ca
LCX (ang. left circumex artery) oraz prawa t¦tnica wie«cowa RCA (ang. right
coronary artery). LCA i RCA s¡ gªównymi naczyniami odchodz¡cymi od aorty,
zaopatruj¡cymi caªy mi¦sie« sercowy (LCA gªównie lewy przedsionek, lew¡ komor¦
serca, 2/3 przedniej przegrody mi¦dzykomorowej, RCA gªównie prawy przedsio-
nek, praw¡ komor¦ i 1/3 tyln¡ przegrody mi¦dzykomorowej). Naczynia LAD i LCX
stanowi¡ odgaª¦zienia LCA. Do poj¦cia: zw¦»enia du»ych t¦tnic wie«cowych b¦d¡
przynale»e¢ pacjenci, u których wyst¦puje co najmniej 70-cio % zw¦»enie co naj-
mniej jednego ze wskazanych powy»ej 'du»ych' naczy«.
Rozkªad klas decyzyjnych wynosiª: 77 (38.5%) obiektów w klasie 'TAK' i 123
(61.5%) w klasie 'NIE'. Nale»y zwróci¢ uwag¦, »e przy tak zdeniowanym pro-
blemie, do klasy decyzyjnej 'NIE' nale»¡ m.in. pacjenci z du»ymi zw¦»eniami, ale
mniejszych t¦tnic.
Celem oceny zdolno±ci rozpoznawania istotnych (70%) zw¦»e« du»ych t¦t-
nic przeprowadzono badania na danych ze zbioru HOLTER_II z u»yciem pro-
ponowanych metod. Rezultaty przedstawia Tab. 9.41, w której dla porównania
umieszczono wyniki predykcji istotnych zw¦»e« dowolnych t¦tnic. Jak mo»na za-
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'Du»e tt. wie«cowe' Metoda I Metoda II Metoda III Metoda IV
Parametry metody 10-CV 10-CV 10-CV 10-CV, k=5
Istotne zw¦»enia (70%) 0.834 0.856 0.902 0.866
Istotne zw¦»enia (70%)
du»ych t¦tnic 0.856 0.799 0.831 0.844
(LCA, LAD, LCX, RCA)
Tablica 9.41: Wyniki (ACC) predykcji istotnych stenoz 'du»ych t¦tnic' wie«cowych
w CNS dla zbioru HOLTER_II.
uwa»y¢, klasykatory generalnie uzyskaªy podobne wyniki przy rozpoznawaniu
istotnych zw¦»e« du»ych t¦tnic, jak dla takich samych stenoz w dowolnych na-
czyniach, chocia» intuicyjnie oczekuje si¦, »e zmiany du»ych naczy« b¦d¡ silniej
wyra»one w danych i przez to lepiej rozpoznawane przez klasykatory. Jednym
z mo»liwych wyja±nie« w tym przypadku mo»e by¢ fakt, »e do badania wybierani
byli pacjenci ze stabiln¡ chorob¡ wie«cow¡, przyjmowani do planowej koronarogra-
i. W stabilnej CNS o dªugotrwaªym przebiegu mo»e rozwija¢ si¦ kr¡»enie oboczne
dla obszaru zaopatrywanego przez zw¦»one naczynie, kompensuj¡ce niedokrwienie
tego obszaru.
Ogólnie, ograniczeniem proponowanych metod jest paradoksalnie konieczno±¢
udziaªu eksperta dziedzinowego w procesie tworzenia modelu, jednak korzy±ci jakie
uzyskuje si¦ dzi¦ki zastosowaniu wiedzy dziedzinowej, takie jak poprawa dokªadno-
±ci, czuªo±ci, specyczno±ci, dodatniej i ujemnej warto±ci predykcyjnej klasykacji
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W rozprawie przedstawiono propozycj¦ metodyki stosowania wiedzy dziedzi-
nowej do poprawiania jako±ci klasykatorów budowanych metodami drzewa decy-
zyjnego oraz k najbli»szych s¡siadów. Cel gªówny rozprawy zostaª sformuªowany
we wprowadzeniu (Rozdz. 1.2) w sposób nast¦puj¡cy: Opracowanie metod wyko-
rzystuj¡cych wiedz¦ dziedzinow¡ do poprawienia jako±ci klasykatorów tworzonych
dwiema metodami, tj. metod¡ drzewa decyzyjnego oraz metod¡ k-NN. Metody i al-
gorytmy zaproponowane w rozprawie zostaªy zaimplementowane i przetestowane.
Teza rozprawy zostaªa poddana werykacji empirycznej w oparciu o dane rze-
czywiste. Porównano skuteczno±¢ proponowanych metod z wynikami klasykacji
przeprowadzonej z u»yciem innych znanych metod, takich jak naiwny klasykator
Bayesa, drzewa i reguªy decyzyjne, metoda wektorów no±nych SVM, metoda k-
NN z klasycznymi miarami odlegªo±ci, sztuczne sieci neuronowe oraz lasy losowe,
opartej tylko na zbiorach danych.
Dodatkowo, poza werykacj¡ otrzymanych klasykatorów za pomoc¡ po-
wszechnie znanych miar jako±ci klasykacji, tjakich jak np. dokªadno±¢, czuªo±¢
czy swoisto±¢, przeprowadzono szereg testów statystycznych, tj. test 2 i Wilco-
xona. Testy, których celem byªo sprawdzenie istotno±ci ró»nic mi¦dzy rzeczywi-
stymi i przewidywanymi klasami decyzyjnymi, wskazaªy na zgodno±ci wyników
przewidywania z faktycznym rozkªadem decyzji.
Wyniki eksperymentów przeprowadzone na danych dotycz¡cych rzeczywistych
zªo»onych problemów wykazuj¡, »e zaproponowane metody stosowania wiedzy
dziedzinowej przewy»szaj¡ efektywno±ci¡ podej±cia konwencjonalne oparte tylko
na danych sensorowych. Potwierdzaj¡ tym zaªo»enia, »e zaproponowane metody
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zastosowania dodatkowej wiedzy dziedzinowej zwi¦kszaj¡ jako±¢ klasykatorów,
udowadniaj¡c tym prawdziwo±¢ postawionych tez.
Do budowy modelu prognostycznego w rozpoznawaniu CNS wykorzystano dane
kliniczne i EKG. Podej±cie takie mo»e by¢ bardzo przydatne dla klinicystów w pro-
wadzeniu pacjentów z chorob¡ wie«cow¡, w szczególno±ci wobec ograniczonego do-
st¦pu do inwazyjnego badania diagnostycznego, tj. koronarograi lub w przypadku
wyst¦powania przeciwwskaza« do jej wykonania (uczulenia na kontrast podawany
podczas koronarograi, zªy stan ogólny pacjenta, inne ostre schorzenia). U pacjen-
tów z dodatnimi testami mo»e by¢ brany pod uwag¦ zabieg rewaskularyzacji, nawet
je±li inne wyniki bada« wskazuj¡ na umiarkowane lub niskie ryzyko. W przypadku
testów negatywnych, klinicysta mo»e obserwowa¢ pacjenta kontynuuj¡c farmako-
terapi¦.
Najbardziej atrakcyjnym z punktu widzenia medycznego aspektem tego podej-
±cia jest zastosowanie ªatwo dost¦pnych parametrów klinicznych, laboratoryjnych
i elektrokardiogracznych, pozyskiwanych w sposób nieinwazyjny i tani. Szacowa-
nie anatomii wie«cowej przed koronarogra¡ mo»e by¢ przydatne przy podejmo-
waniu decyzji o interwencjach diagnostycznych i terapeutycznych.
Proponowane metody s¡ wa»ne dla lekarzy, którzy lecz¡ pacjentów z chorob¡
wie«cow¡ w codziennej praktyce. Przewidywanie zw¦»enia t¦tnic wie«cowych mo»e
pomóc w lepszym prowadzeniu chorych i dostosowaniu leczenia CNS. Potrzebne
s¡ jednak dalsze badania w celu oceny, czy proponowane metody prowadz¡ do
znacz¡cych zmian w wynikach bada« klinicznych oraz mog¡ by¢ stosowane jako
narz¦dzie wspomagaj¡ce w procesie podejmowania decyzji klinicznych. W rozpra-
wie podj¦to temat wa»ny i aktualny, zarówno z poznawczego, jak i praktycznego
punktu widzenia, wokóª którego tocz¡ si¦ obecnie szerokie dyskusje.
Badania zwi¡zane z rozpraw¡ byªy wspierane przez grant Narodowego Cen-
trum Nauki (projekt nr DEC-2013/09/B/ST6/01568) pod tytuªem: Wspomagane
wiedz¡ dziedzinow¡ wykrywanie z danych modeli procesów i ich zmian oraz zasto-
sowanie opracowanych metod do przewidywania obecno±ci istotnych zw¦»e« w t¦t-
nicach wie«cowych serca i powikªa« interwencji zabiegowych, realizowany na Uni-
wersytecie Rzeszowskim pod kierownictwem dr. hab. Jana Bazana, prof. UR oraz
grant Narodowego Centrum Nauki (projekt nr DEC-2013/09/B/NZ5/00758) pod
tytuªem: Rola receptorów kolagenowych, integryn alfa1beta1 i alfa2beta1, w powsta-
waniu reakcji zapalnej i zmian strukturalnych w drogach oddechowych w astmie -
spojrzenie na drzewo oskrzelowe, realizowany na Uniwersytecie Jagiello«skim pod
kierownictwem dr n. med. Stanisªawy Bazan-Socha. Planowane jest wykorzystanie
zaproponowanych metod do analiz danych mikromacierzowych oraz ich wdro»enie
w systemie dla Collegium Medicum Uniwersytetu Jagiello«skiego.
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10.1 Wnioski i rezultaty
Na podstawie otrzymanych wyników mo»na stwierdzi¢, »e:
 Wszystkie zaproponowane metody wykorzystuj¡ce dodatkow¡ wiedz¦ dzie-
dzinow¡ podczas konstrukcji klasykatorów uzyskuj¡ znacznie wi¦ksz¡ do-
kªadno±¢ klasykacji ni» podej±cia konwencjonalne oparte tylko na zbiorach
danych (bez dodatkowej wiedzy dziedzinowej). Efektywno±¢ klasykacji po-
prawia si¦ o 20% przy zastosowaniu wzorców czasowych w drzewie decyzyj-
nym lokalnej dyskretyzacji do 35% w przypadku metody k-NN z odlegªo±ci¡
ontologiczn¡;
 Najkorzystniejsze wyniki klasykacji zw¦»e« t¦tnic wie«cowych w CNS uzy-
skuje si¦ z zastosowaniem odlegªo±ci semantycznej pomi¦dzy obiektami opar-
tej na ontologii poj¦¢ w metodzie k najbli»szych s¡siadów;
 Spo±ród metod opartych na drzewie decyzyjnym najwi¦ksz¡ popraw¦ sku-
teczno±ci klasykacji otrzymano dla metody wykorzystuj¡cej ci¦cia wery-
kuj¡ce do zwi¦kszania wiarygodno±ci podziaªów w¦zªów drzewa;
 Metody klasykacji nadzorowanej z zastosowaniem dodatkowej wiedzy dzie-
dzinowej podczas budowy drzew decyzyjnych i w metodzie k-najbli»szych
s¡siadów stanowi¡ skuteczne algorytmy przewidywania obecno±ci istotnych
zw¦»e« t¦tnic wie«cowych w chorobie niedokrwiennej serca;
 Najlepsz¡ skuteczno±¢ V-drzewa z ci¦ciami werykuj¡cymi odnotowano dla
zbiorów danych charakteryzuj¡cych si¦ bardzo du»¡ liczb¡ atrybutów w sto-
sunku do liczby obiektów;
 Wydajno±¢ V-drzew jest wysoka niezale»nie od zastosowanej miary jako±ci
ci¦¢, co oznacza, »e decyduj¡ce znaczenie ma zastosowanie dodatkowej wiedzy
dziedzinowej zawartej w nadmiarowych ci¦ciach;
 Algorytmy konstrukcji drzew decyzyjnych wykorzystuj¡ce dodatkow¡ wiedz¦
dziedzinow¡ ze wzgl¦du na nisk¡ zªo»ono±¢ obliczeniow¡ mog¡ by¢ stosowane
do klasykacji zbiorów danych z du»¡ liczb¡ cech (atrybutów);
 Metoda k najbli»szych s¡siadów wykorzystuj¡ca odlegªo±¢ ontologiczn¡
ze wzgl¦du na du»¡ zªo»ono±¢ obliczeniow¡ algorytmów opartych na odle-
gªo±ciach, zwi¡zan¡ z konieczno±ci¡ wyliczenia odlegªo±ci pomi¦dzy ka»d¡
par¡ obiektów mo»e by¢ stosowana do klasykacji na postawie maªej liczby
obiektów; na korzy±¢ tej metody wzgl¦dem klasycznego podej±cia wykorzy-
stuj¡cego np. odlegªo±¢ Euklidesa przemawia znaczna redukcja liczby cech
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wskazana przez ontologi¦ poj¦¢ deniowan¡ przez eksperta dziedzinowego
(w medycznych zbiorach danych z 595 do 20); zastosowanie redukcji liczby
atrybutów skraca czas oblicze«;
 Algorytm drzewa lokalnej dyskretyzacji wykorzystuj¡cy tylko wzorce cza-
sowe jest najmniej skutecznym algorytmem klasykacji spo±ród wszystkich
badanych wykorzystuj¡cych wiedz¦ dziedzinow¡;
 Werykacja zaproponowanych metod na wi¦kszym medycznym zbiorze da-
nych (HOLTER_II) daªa porównywalne lub lepsze wyniki klasykacji
w odniesieniu do mniej licznego zbioru (HOLTER_I), co potwierdza sku-
teczno±¢ zaproponowanych metod.
Podsumowuj¡c, w rozprawie zrealizowano nast¦puj¡ce cele szczegóªowe wykazuj¡c
prawdziwo±¢ tezy:
 Opracowano metod¦ ekstrakcji cech opart¡ na tzw. wzorcach czasowych po-
prawiaj¡c¡ efektywno±¢ klasykatorów;
 Zaproponowano modykacj¦ oceny jako±ci podziaªu w¦zªa przy generowaniu
drzewa decyzyjnego zwi¦kszaj¡c¡ skuteczno±¢ klasykacji za pomoc¡ drzew;
 Wprowadzono metod¦ zwi¦kszania wiarygodno±ci podziaªów w¦zªów drzewa
decyzyjnego poprawiaj¡c¡ efektywno±¢ klasykacji z u»yciem drzew;
 Zdeniowano odlegªo±¢ semantyczn¡ pomi¦dzy obiektami opart¡ na ontologii
poj¦¢ daj¡c¡ zwi¦kszenie wydajno±ci klasykacji metod¡ k-NN;
 Przedstawiono opis wpªywu czynnika modykuj¡cego percepcj¦ testowanych
obiektów w oparciu o modele klasykacji.
Przeprowadzone badania eksperymentalne pozwalaj¡ pozytywnie zwerykowa¢
tezy rozprawy. Wykazano, »e mo»liwe jest zaprojektowanie efektywnych klasy-
katorów wykorzystuj¡cych dodatkow¡ wiedz¦ dziedzinow¡ na etapie konstrukcji
drzew decyzyjnych oraz deniowania odlegªo±ci pomi¦dzy obiektami.
Przedstawione wyniki pokazuj¡, »e zastosowanie dodatkowej wiedzy dziedzi-
nowej do budowy klasykatorów daje mo»liwo±¢ skutecznej diagnostyki choroby
niedokrwiennej serca.
10.2 Kierunki dalszych bada«
Przegl¡d tematyki dotycz¡cej rozprawy w zakresie perspektyw predykcji i opisu da-
nych wskazuje, »e problemy zastosowania dodatkowej wiedzy dziedzinowej w pro-
cesie klasykacji wymagaj¡ dalszych systematycznych bada«. Nale»y podkre±li¢,
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»e pomimo wyra¹nego rozwoju podej±¢ uwzgl¦dniaj¡cych dodatkow¡ wiedz¦ dzie-
dzinow¡, brak powszechnie obowi¡zuj¡cej i jednolitej metody reprezentacji tej wie-
dzy oraz brak jednoznacznie ustalonego etapu odkrywania wiedzy, na którym wie-
dz¦ dziedzinow¡ powinno si¦ stosowa¢ stanowi¡ istotne ograniczenia w dokonywa-
niu wszelkich porówna« i powszechnym wdra»aniu tej wiedzy w procesie KDD.
Przeprowadzone badania pokazuj¡, »e wykorzystanie odlegªo±ci ontologicznej
do wyznaczania podobie«stwa obiektów w metodzie k-NN daje popraw¦ wydajno±¢
klasykacji. Niestety podczas obliczania odlegªo±ci dla ka»dej pary obiektów wy-
st¦puj¡ znaczne ograniczenia czasowe i pami¦ciowe. Problem ten stanowi mo»liwy
kierunek bada«, który mo»na rozwi¡za¢ poprzez obliczenia rozproszone z u»yciem
klastrów o rozproszonej pami¦ci.
Rozprawa oczywi±cie nie wyczerpuje caªo±ci problematyki. Mo»na wskaza¢ po-
trzeb¦ bada« dotycz¡cych mi¦dzy innymi takich problemów jak:
 Grupowanie w oparciu o odlegªo±¢ semantyczn¡ opart¡ na ontologii poj¦¢
(np. metoda k-±rodków i hierarchiczna);
 Okre±lenie mechanizmu werykacji jako±ci ontologii (np. speªnianie pewnych
wi¦zów r¦cznie podanych przez eksperta);
 Aproksymacja odlegªo±ci (jako decyzji) w oparciu o tablic¦ par obiektów
treningowych, gdzie decyzja to odlegªo±¢ pomi¦dzy obiektami z pary;
 Potwierdzenie skuteczno±ci klasykatorów wykorzystuj¡cych zaproponowane
metody stosowania wiedzy dziedzinowej na du»ej próbie standardow¡ me-
tod¡, np. 'train and test';
 Modykacja miary jako±ci ci¦¢ werykuj¡cych w V-drzewie;
 Modykacja etapu algorytmu konstrukcji V-drzewa orzekaj¡cego o odªo»eniu
w czasie rozró»nienia obiektów, czyli w sytuacji gdy obiekty treningowe s¡
kierowane do lewego i prawego poddrzewa, tylko gdy znacz¡ca liczba podzia-
ªów werykuj¡cych inaczej je kieruje ni» podziaª optymalny;
 Tworzenie specjalnego poddrzewa lub ogólniej: klasykatora (np. k-NN,
SVM, dyskretyzacja hiperpªaszczyznowa) dla obiektów odªo»onych podczas
podziaªu w¦zªa w V-drzewie;
 Opracowanie ró»nych metod rozstrzygania koniktów podczas klasykacji
za pomoc¡ V-drzewa dla przypadku, gdy jedno z poddrzew zwróciªo jedn¡
warto±¢ decyzji, a drugie poddrzewo inn¡;
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 Opracowanie mechanizmu rezygnacji z podziaªu optymalnego w drzewach
z ci¦ciami werykuj¡cymi w sytuacji, gdy wybrany podziaª optymalny znacz-
nie odbiega od podziaªu faktycznie optymalnego, na przykªad dla nierepre-
zentatywnego zbioru obiektów. W tym podej±ciu spo±ród k podziaªów o zbli-
»onej jako±ci wybierane byªyby tylko te, które w sposób najbardziej podobny
dziel¡ obiekty.
W rozprawie dokonano syntetycznego zestawienia wniosków wypªywaj¡cych
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Stabilna choroba wie«cowa stanowi jedn¡ z najcz¦stszych chorób ukªadu
sercowo-naczyniowego. Jest to zespóª objawów klinicznych objawiaj¡cy si¦ wy-
st¦powaniem bólów w klatce piersiowej wywoªanych wysiªkiem zycznym, zim-
nem lub stresem. Podstawowym objawem, na który skar»y si¦ chory, jest uczucie
ucisku, pieczenia b¡d¹ dªawienia w okolicy zamostkowej, st¡d choroba bywa na-
zywana tak»e dªawic¡ piersiow¡. Dolegliwo±ci s¡ wynikiem niedokrwienia mi¦±nia
sercowego, którego przyczyn¡ jest mia»d»yca t¦tnic wie«cowych.
Choroba stanowi du»y problem medyczny oraz spoªeczny. W wi¦kszo±ci krajów
europejskich stwierdza si¦ j¡ u 2000040000 na milion mieszka«ców. Ze wzgl¦du
na starzenie si¦ populacji i coraz cz¦stsze wyst¦powanie czynników ryzyka rozwoju
choroby wie«cowej, takich jak: otyªo±¢, cukrzyca typu 2 czy zespóª metaboliczny
obserwuje si¦ staªy wzrost cz¦sto±ci choroby wie«cowej na ±wiecie.
W przeprowadzonych badaniach populacyjnych wykazano, »e wyst¦powanie
dªawicy piersiowej wzrasta gwaªtownie z wiekiem u obu pªci, z 0,11% u kobiet
w przedziale wiekowym 4554 lat, do 1015% w wieku 6574 lat, natomiast u pªci
m¦skiej wzrasta z 2-5% do 1120% w odpowiednich przedziaªach wiekowych. Po
75 roku »ycia cz¦sto±¢ ta jest zbli»ona u obu pªci [1].
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A.1 Diagnostyka choroby wie«cowej
Diagnostyka choroby wie«cowej obejmuje badanie podmiotowe i przedmiotowe,
badania laboratoryjne oraz specjalistyczne badania kardiologiczne, nieinwazyjne
i inwazyjne. Podstaw¡ rozpoznania jest prawidªowo zebrany wywiad, natomiast
badania dodatkowe sªu»¡ do potwierdzenia rozpoznania i oceny stopnia zaawan-
sowania choroby. Najcz¦stszym i najbardziej typowym objawem zgªaszanym przez
chorego jest ból w klatce piersiowej. Typowy ból zwi¡zany z niedokrwieniem mi¦-
±nia sercowego to uczucie dyskomfortu w klatce piersiowej, ucisku, pieczenia czy
dªawienia. Zwykle zlokalizowany jest w okolicy zamostkowej i mo»e promieniowa¢
do ko«czyn górnych, zwªaszcza lewej, pleców, nadbrzusza, szyi czy »uchwy.
Dolegliwo±ci wywoªuj¡ najcz¦±ciej takie czynniki jak: wysiªek zyczny, zimne
powietrze, stres, obty posiªek oraz wzrost ci±nienia t¦tniczego. Ból trwa na ogóª
nie dªu»ej ni» 1015 minut i ust¦puje po zaprzestaniu wysiªku lub za»yciu krótko
dziaªaj¡cych nitratów, np. nitrogliceryny. Do nasilenia dolegliwo±ci mog¡ prowa-
dzi¢ równie»: gor¡czka, anemia czy nadczynno±¢ tarczycy.
Charakterystyczne dla stabilnej choroby wie«cowej jest wyst¦powanie objawów,
które nie nasilaj¡ si¦ w okresie co najmniej 2 miesi¦cy. Stabilna dªawica mo»e
wyst¡pi¢ jako pierwsza manifestacja choroby niedokrwiennej serca, jak i u chorych
po ostrym zespole wie«cowym (OZW).
Do najcz¦±ciej stosowanych skal, sªu»¡cych do oceny stopnia nasilenia dªawicy,
nale»y klasykacja zaproponowana przez Canadian Cardiovascular Society (CCS),
przedstawiona w Tab. A.1.
Zgodnie z wytycznymi European Society of Cardiology (ESC), dotycz¡cymi
post¦powania w stabilnej chorobie wie«cowej, u ka»dego chorego nale»y oznaczy¢
prol lipidowy, poziom glukozy na czczo, morfologi¦ oraz st¦»enie kreatyniny (klasa
zalece« I, poziom wiarygodno±ci B, dla oznaczenia st¦»enia kreatyniny  C). Kon-
trolne badania, zarówno prolu lipidowego, jak i glikemii na czczo, powinny by¢
wykonywane raz w roku (klasa zalece« IIa, poziom wiarygodno±ci C).
Badanie przedmiotowe pacjentów ze stabiln¡ chorob¡ wie«cow¡ w wielu przy-
padkach nie wykazuje odchyle« od normy, ale mo»e ujawni¢ obecno±¢ czynników
ryzyka mia»d»ycy t¦tnic. Wa»ne wi¦c s¡ pomiary ci±nienia t¦tniczego, wska¹nika
masy ciaªa (BMI, ang. Body Mass Index ) oraz obwodu talii.
A.1.1 Badania kardiologiczne nieinwazyjnie
Spo±ród nieinwazyjnych bada« specjalistycznych w diagnostyce stabilnej choroby
wie«cowej wykorzystuje si¦: elektrokardiogram spoczynkowy (EKG), elektrokar-
diograczny test wysiªkowy, obrazowe próby obci¡»eniowe, echokardiogra¦ spo-
czynkow¡ (ECHO), 24-godzinne monitorowanie EKG metod¡ Holtera oraz tomo-
gra¦ komputerow¡.
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Klasa Opis
Klasa I Zwyczajna codzienna aktywno±¢ zyczna nie wywoªuje dªawicy;
objawy wyst¦puj¡ przy wi¦kszym i dªu»ej trwaj¡cym wysiªku
zycznym.
Klasa II Niewielkie ograniczenie codziennej aktywno±ci zycznej; objawy
pojawiaj¡ si¦:
 przy szybkim chodzeniu po pªaskim terenie lub szybkim
wchodzeniu po schodach, po pokonaniu >200 m po tere-
nie pªaskim lub wej±ciu po schodach powy»ej jednego pi¦tra
w normalnym tempie oraz przy chodzeniu po pªaskim tere-
nie lub po schodach po posiªkach,
 przy wchodzeniu pod gór¦,
 gdy jest zimno lub wieje wiatr,
 pod wpªywem stresu emocjonalnego lub w ci¡gu kilku godzin
po przebudzeniu.
Klasa III Znaczne ograniczenie codziennej aktywno±ci zycznej; objawy po-
jawiaj¡ si¦ po przej±ciu 100200 m po pªaskim terenie b¡d¹ po
wej±ciu po schodach na jedno pi¦tro w normalnym tempie i w zwy-
kªych warunkach.
Klasa IV Ka»da aktywno±¢ zyczna wywoªuje dªawic¦ piersiow¡; objawy
mog¡ si¦ równie» pojawia¢ w spoczynku.
Tablica A.1: Klasykacja dªawicy piersiowej wedªug CCS.
U ka»dego pacjenta z objawami sugeruj¡cymi obecno±¢ choroby wie«cowej, na-
le»y wykona¢ 12-odprowadzeniowy spoczynkowy elektrokardiogram, którego war-
to±¢ diagnostyczna zwi¦ksza si¦ w przypadku wyst¦powania epizodu bólowego. Do
najcz¦±ciej obserwowanych nieprawidªowo±ci nale»¡ zmiany odcinka ST-T i obec-
no±¢ nieprawidªowego zaªamka Q, co mo»e ±wiadczy¢ o przebytym zawale serca,
zaburzenia przewodnictwa przedsionkowo-komorowego oraz nadkomorowe lub ko-
morowe zaburzenia rytmu. Jednak zmiany te nie s¡ swoiste dla choroby wie«cowej
i mog¡ by¢ wywoªane przerostem i przeci¡»eniem lewej komory serca, zaburzeniami
elektrolitowymi czy stosowaniem leków antyarytmicznych. Nale»y jednak zwróci¢
uwag¦, »e prawie u poªowy chorych ze stabiln¡ dªawic¡ piersiow¡ nie wyst¦puj¡
zmiany w zapisie EKG [96].
Badaniem pierwszego wyboru u wi¦kszo±ci osób z podejrzeniem stabilnej cho-
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roby wie«cowej jest elektrokardiograczny test wysiªkowy. Jednak jego ±rednia
czuªo±¢ i swoisto±¢ w rozpoznawaniu choroby wie«cowej wynosz¡ jedynie 68 i 77%
[76].
W diagnostyce choroby wie«cowej wykorzystuje si¦ równie» obrazowe próby
obci¡»eniowe, takie jak echokardiograa i scyntygraa perfuzyjna z zastosowa-
niem obci¡»enia wysiªkiem zycznym lub obci¡»enia farmakologicznego. Badania
te charakteryzuj¡ si¦ wi¦ksz¡ czuªo±ci¡ i swoisto±ci¡ ni» próba wysiªkowa w dia-
gnozowaniu niedokrwienia (8085% i 8486% dla echokardiograi wysiªkowej oraz
8590% i 7075% dla scyntygrai perfuzyjnej), pozwalaj¡ na lokalizacj¦ obszaru
niedokrwienia oraz umo»liwiaj¡ przeprowadzenie diagnostyki u chorych niezdol-
nych do wykonania wysiªku [41].
Badanie echokardiograczne powinno by¢ wykonywane u chorych z podejrze-
niem wad zastawkowych, kardiomiopatii przerostowej lub niewydolno±ci serca,
a tak»e po zawale serca oraz w przypadku obecno±ci zmian w zapisie EKG, ta-
kich jak: blok lewej odnogi p¦czka Hisa (LBBB, ang. left bundle branch block),
blok przedniej wi¡zki lewej odnogi (LAH, ang. left anterior hemiblock) czy pato-
logiczny zaªamek Q. U osób ze stabiln¡ chorob¡ wie«cow¡, u których podejrzewa
si¦ zaburzenia rytmu, oraz w diagnostyce dªawicy Prinzmetala zalecane jest 24-
godzinne monitorowanie EKG metod¡ Holtera.
Wielorz¦dowa tomograa komputerowa jest metod¡ pozwalaj¡c¡ na nieinwa-
zyjne obrazowanie t¦tnic wie«cowych, wykrywanie zwapnie« oraz ocen¦ rozlegªo-
±ci zmian. Ma jednak ograniczone znaczenie w diagnostyce zw¦»e« w naczyniach
wie«cowych. W wytycznych ESC zaleca si¦ wykonanie angio-CT t¦tnic wie«co-
wych u chorych z niejednoznacznym wynikiem elektrokardiogracznego testu wy-
siªkowego b¡d¹ obci¡»eniowego badania obrazowego, ale cechuj¡cych si¦ niskim
prawdopodobie«stwem obecno±ci choroby wie«cowej celem jej wykluczenia.
Badanie EKG metod¡ Holtera
W zapisach EKG metod¡ Holtera, czyli dªugotrwaªych zapisach trwaj¡cych co
najmniej 24-godziny, ocenia si¦ takie aspekty jak: rytm serca i jego zaburzenia
(arytmie), zmiany odst¦pu PQ, zmiany odcinka ST czy zmienno±¢ rytmu serca
HRV (ang. heart rate variability) oraz zmiany odst¦pu QT. Do ich oceny stosuje
si¦ m.in. takie parametry, jak wymienione poni»ej.
Parametry rytmu serca
 rednia, maksymalna i minimalna cz¦stotliwo±¢ rytmu serca;
 Caªkowita liczba analizowanych pobudze«;
 Czas trwania zespoªów QRS;
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 Liczba dodatkowych pobudze« pochodzenia komorowego (VE, ang. ventri-
cular extrasystolia) i nadkomorowego (SVE, ang. supraventricular extrasy-
stolia);
 Liczba epizodów tachykardii (minimalna cz¦stotliwo±¢ rytmu na pocz¡tku
epizodu >125/min, a maksymalna na ko«cu 100/min);
 Liczba bradykardii (maksymalna cz¦stotliwo±¢ rytmu na pocz¡tku epizodu
<45/min, a minimalna na ko«cu >55/min);
 Liczba pauz (brak zespoªów QRS w okresie dªu»szym ni» 2380 ms po ze-
spole komorowym, 1800 ms po zespole nadkomorowym, 2000 ms po zespole
dominuj¡cym).
Zmienno±¢ rytmu serca HRV opisuje ró»nice w dªugo±ciach interwaªów RR wyzna-
czanych przez kolejne szczyty zespoªów QRS. Wyst¦powanie tych ró»nic ±wiadczy
o zdolno±ci serca do adaptacji wzgl¦dem bod¹ców zewn¦trznych i informuje o pracy
autonomicznego systemu nerwowego.
Do oceny dobowej zmienno±ci rytmu serca wykorzystuje si¦ parametry analizy
czasowej (badanie czasu trwania kolejnych odst¦pów NN, czyli odst¦pów mi¦dzy
pobudzeniami zatokowymi oraz ró»nic mi¦dzy nimi) oraz cz¦stotliwo±ciowej (ba-
danie widma cyklicznie wyst¦puj¡cych zmian czasu trwania kolejnych odst¦pów
NN) w wybranych przedziaªach czasu. Analiz¦ w dziedzinie cz¦stotliwo±ci zwykle
przeprowadza si¦ metod¡ tzw. szybkiej transformacji Fouriera (ang. fast Fourier
transformation).
Parametry HRV
 SDRR (ang. standard deviation of RR)- odchylenie standardowe dªugo±ci od-
st¦pów RR dla wszystkich uderze«, gdzie RR to odst¦p pomi¦dzy kolejnymi
zaªamkami R zapisu EKG;
 SDNN (ang. standard deviation of NN ) - odchylenie standardowe czasów
trwania wszystkich odst¦pów NN, gdzie NN (ang. normalnormal) to od-
st¦p pomi¦dzy kolejnymi pobudzeniami zatokowymi, N oznacza pobudzenie
prawidªowe, w badanym okresie (w ci¡gu doby lub poszczególnych godzin),
oznaczane w [ms];
 TINN - trójk¡tna interpolacja odst¦pów NN; dªugo±¢ podstawy w [ms] trój-
k¡ta aproksymuj¡cego histogram kolejnych odst¦pów RR rytmu zatokowego;
 SDANN (ang. standard deviation of averaged NN intervals) - odchylenie stan-
dardowe ±rednich warto±ci odst¦pów NN mierzonych w kolejnych krótkich
przedziaªach (5-minutowych) dªu»szego okresu (caªej doby lub poszczegól-
nych godzin);
181
Dodatek A. Dodatek medyczny
 SDNNI (SDNN index) - wska¹nik SDNN; ±rednia z odchyle« standardowych
kolejnych odst¦pów NN z kolejnych 5-minutowych okresów badania, ozna-
czany w [ms], z danego przedziaªu czasu;
 RMSSD (ang. root mean square of successive dierences)  pierwiastek kwa-
dratowy ±redniej z sumy kwadratów ró»nic pomi¦dzy kolejnymi odst¦pami
NN w badanym okresie;
 NN_50 - ilo±¢ par przylegaj¡cych interwaªów NN, które ró»ni¡ si¦ o wi¦cej
ni» 50 milisekund (tylko w rytmie zatokowym);
 pNN50 (ang. perecentage of NN intervals)  odsetek odst¦pów NN ró»ni¡cych
si¦ od s¡siednich o ponad 50 ms wzgl¦dem liczby wszystkich odst¦pów NN
w badanym okresie;
 ULF (ang. ultra low frequency) - pasmo w widmie zmienno±ci rytmu serca
o najni»szej cz¦stotliwo±ci, tj. <0.0033 Hz;
 VLF (ang. very low frequency) - pasmo w widmie zmienno±ci rytmu serca
o bardzo niskiej cz¦stotliwo±ci tj. 0.0033-0.04 Hz;
 LF (ang. low frequency)  pasmo w widmie zmienno±ci rytmu serca o niskiej
cz¦stotliwo±ci (0.04  0.15 Hz). Norma dla 5 min: 1170 +/- 416 [ms2];
 HF (ang. high frequency)  pasmo w widmie zmienno±ci rytmu serca o wy-
sokiej cz¦stotliwo±ci (0.15  0.4 Hz). Norma dla 5 min: 975 +/- 203 [ms2];
 Stosunek LF do HF. Norma dla 5 min: 1.5-2.0.
Parametry odst¦pu PQ
 Minimalny, maksymalny, ±redni czas trwania odst¦pu PQ z 30 sekund;
 Czas trwania odst¦pów PQ.
Parametry odcinka ST
 Obni»enia i uniesienia odcinków ST;
 Liczba epizodów ST.
Parametry odst¦pu QT
 Minimalny, maksymalny, ±redni czas trwania odst¦pu QT z 30 sekund;
 Minimalny, maksymalny, ±redni czas trwania skorygowanego odst¦pu QT
z 30 sekund (korekcja np. Bazzeta);
 Dyspersja QT.
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A.1.2 Badania kardiologiczne inwazyjnie
Do inwazyjnych bada« diagnostycznych zalicza si¦ koronarogra¦ t¦tnic wie«co-
wych, która jest uznawana za podstawow¡ metod¦ diagnostyki choroby wie«cowej,
umo»liwiaj¡c¡ ocen¦ anatomii t¦tnic wie«cowych oraz lokalizacj¦ zw¦»e«. Koro-
narograa pozwala na ustalenie sposobu post¦powania (udra»nianie i/lub farma-
koterapia) i okre±lenie rokowania. Ze wzgl¦du na inwazyjny charakter jest jednak
obarczona ryzykiem wyst¡pienia objawów ubocznych. Ryzyko powa»nych powi-
kªa« zwi¡zanych z koronarogra¡ wynosi 12%, natomiast cz¦sto±¢ zgonów, zawa-
ªów serca lub udarów mózgu ª¡cznie okre±la si¦ na 0.1-0.2% [41].
A.2 Post¦powanie w stabilnej chorobie wie«cowej
Celem leczenia choroby wie«cowej jest poprawa jako±ci »ycia oraz rokowania. Ist-
niej¡ dwa podstawowe sposoby leczenia tej choroby: farmakoterapia oraz udra»-
nianie, czyli rewaskularyzacja  przezskórna lub chirurgiczna. Wa»na jest równie»
modykacja odwracalnych czynników ryzyka, takich jak: zmniejszenie masy ciaªa,
zaprzestanie palenia tytoniu czy regularna aktywno±¢ zyczna. Poza tym nale»y
d¡»y¢ do optymalnej terapii chorób wspóªistniej¡cych, tj. nadci±nienia t¦tniczego
i cukrzycy.
A.2.1 Farmakoterapia
Do leków o udokumentowanym dziaªaniu, prowadz¡cym do zmniejszenia ±miertel-
no±ci, a przez to poprawy rokowania u osób ze stabiln¡ chorob¡ wie«cow¡, nale»¡:
kwas acetylosalicylowy (ASA, ang. acetylsalicylic acid), statyny, -adrenolityki
oraz inhibitory konwertazy angiotensyny (ACE, ang. angiotensin converting en-
zyme).
Do leków zwalczaj¡cych objawy choroby wie«cowej nale»¡ nitraty,  - adre-
nolityki oraz antagoni±ci wapnia. Leki te ªagodz¡ objawy dªawicy piersiowej po-
przez zmniejszanie zapotrzebowania mi¦±nia sercowego na tlen lub zwi¦kszenie
przepªywu krwi do niedokrwionych obszarów serca.
A.2.2 Udra»nianie t¦tnic wie«cowych
Rewaskularyzacj¦ nale»y rozwa»y¢, gdy dotychczasowe leczenie okazuje si¦ niesku-
teczne. Jej celem jest ograniczenie objawów oraz przedªu»enie »ycia pacjenta. Ist-
niej¡ dwa ugruntowane podej±cie do udra»niania: rewaskularyzacja chirurgiczna
CABG (ang. Coronary artery bypass graft) i przezskórna interwencja wie«cowa
PCI (ang. percutaneous coronary intervention) [1]. PCI mo»e oznacza¢ angiopla-
styk¦ balonow¡, okre±lan¡ te» PTCA (ang. Percutaneous Transluminal Coronary
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Angioplasty) z lub bez implantacji stentów lub aterektomi¦ (wyci¦cie blaszki mia»-
d»ycowej).
W badaniu Asymptomatic Cardiac Ischaemia Pilot Study (ACIP) porówny-
wano skuteczno±¢ udra»niania przezskórnego lub chirurgicznego z farmakoterapi¡
u osób ze stabiln¡ chorob¡ wie«cow¡ i bezobjawowym niedokrwieniem, udokumen-
towanym w próbie wysiªkowej lub ambulatoryjnym EKG. Na podstawie wyników
stwierdzono, »e chorzy z grupy wysokiego ryzyka odnosz¡ istotnie wi¦ksze korzy-
±ci z rewaskularyzacji serca ni» z farmakoterapii [44]. W metaanalizie obejmuj¡cej
badania porównawcze rewaskularyzacji chirurgicznej z farmakoterapi¡, oraz w in-
nych badaniach obserwacyjnych wykazano, »e operacyjne leczenie stabilnej choroby
wie«cowej wpªywa na popraw¦ rokowania jedynie u osób z grup umiarkowanego
i wysokiego ryzyka [172].
U pozostaªych chorych natomiast nale»y rozwa»a¢ udra»nianie przezskórne lub
leczenie farmakologiczne. Dowiedziono, »e rewaskularyzacja przezskórna w po-
równaniu z farmakoterapi¡ nie prowadzi do zmniejszenia umieralno±ci pacjentów
ze stabiln¡ chorob¡ wie«cow¡, jest natomiast skuteczniejsza w zakresie redukcji
liczby incydentów sercowo-naczyniowych, wpªywaj¡cych na jako±¢ »ycia chorych
[32]. BadanieAngioplasty Compared to Medicine (ACME) wykazaªo istotn¡ prze-
wag¦ leczenia inwazyjnego nad leczeniem zachowawczym choroby wie«cowej. U pa-
cjentów poddanych zabiegowi przezskórnej rewaskularyzacji stwierdzono lepsz¡
wydolno±¢ zyczn¡ i rzadziej obserwowano objawy, natomiast cz¦sto±¢ zgonów i za-
waªów serca byªa porównywalna w obu grupach [54]. Do podobnych wniosków pro-
wadzi badanie Second Randomised Intervention Treatment of Angina (RITA-2),
w którym okazaªo si¦, »e rewaskularyzacja przezskórna, lepiej ni» farmakoterapia
wpªywa na zmniejszenie objawów niedokrwienia i popraw¦ wydolno±ci zycznej,
jednak wi¡zaªa si¦ cz¦±ciej ze ±mierci¡ i zawaªem serca w okresie okoªozabiegowym
[68].
Wybór post¦powania terapeutycznego wobec szerokich mo»liwo±ci leczenia sta-
bilnej choroby wie«cowej, powinien by¢ uzale»niony od wielu czynników, przede
wszystkim od korzy±ci odniesionych przez pacjenta z zaproponowanego sposobu
leczenia, przy jak najmniejszym ryzyku powikªa«, mo»liwo±ci zapewnienia peªnej
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Dla potrzeb importowania, przechowywania i przetwarzania danych pochodz¡-
cych z rejestratorów zapisu EKG metod¡ Holtera (system HolCARD EKG rmy
Aspel w przypadku zbioru HOLTER_I [9] i R12 systemu BTL Holter H600 dla
zbioruHOLTER_II [31]) zaprojektowano i zaimplementowano hurtownie danych
medycznych. Jako gªówne zaªo»enia przyj¦to:
 Hurtownia powinna umo»liwia¢ przechowywanie du»ej ilo±ci danych medycz-
nych;
 Hurtownia powinna przechowa¢ wszystkie dane, w tym kliniczne oraz dane
zapisu EKG metod¡ Holtera;
 Dost¦p do danych hurtowni powinien by¢ szybki i niezawodny;
 Dost¦p powinien by¢ autoryzowany ze wzgl¦du na wra»liwos¢ danych me-
dycznych.
Dane pacjentów pozyskano i zapisano na no±niku elektronicznym w postaci pli-
ków binarnych (EKG Holter) oraz tekstowych (dane kliniczne). W pierwszym
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etapie zwerykowano kompletno±¢ danych pacjentów, takich jak daty bada«, wy-
niki. W kolejnym etapie dane EKG zostaªy wczytane oraz zagregowane przy u»y-
ciu specjalistycznego oprogramowania (system HolCARD 24W EKG rmy Aspel
w przypadku zbioru HOLTER_I i CardioPoint-Holter w wersji v2-23 dla zbioru
HOLTER_II). Nast¦pnie dane pacjentów oraz dane zagregowane z systemów
HolCARD oraz CardioPoint-Holter zostaªy zaimportowane do bazy przy pomocy
zaimplementowanego w ±rodowisku Java dedykowanego importera. Baza danych
zostaªa umieszczona na serwerze b¦d¡cym cz¦±ci¡ Interdyscyplinarnego Centrum
Modelowania Komputerowego (ICMK) Uniwersytetu Rzeszowskiego.
B.1 System zarz¡dzania relacyjn¡ baz¡ danych
Do projektowania i implementacji hurtowni danych wykorzystano system zarz¡-
dzania relacyjn¡ baz¡ danych PostgreSQL. Zastosowanie tego silnika oraz zapro-
jektowanie relacyjnej bazy danych pozwoliªo na osi¡gni¦cie wszystkich zaªo»e«.
Do przechowania danych medycznych zostaªy zaprojektowane i utworzone dwie
hurtownie danych ze wzgl¦du na odmienne formaty i zawarto±ci plików eksporto-
wanych przez obydwa wykorzystywane systemy Holtera (Aspel i BTL).
B.1.1 Zbiór HOLTER_I
Do przechowania danych zbioru HOLTER_I zostaªa utworzona hurtownia da-
nych skªadaj¡ca si¦ z 10 tabel, poª¡czonych ze sob¡ wzajemnymi relacjami. List¦
tabel przedstawia kod B.1. Opis zawarto±ci ka»dej z tabel przedstawia Tab. B.1.
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B.1. System zarz¡dzania relacyjn¡ baz¡ danych
Tabela Zawarto±¢
clinics dane kliniczne pacjentów
exams dane wykonanych bada« Holtera
hrv dane dotycz¡ce dobowej zmienno±ci rytmu serca HRV
patients dane pacjentów (bez danych wra»liwych)
patients_names dane wra»liwe pacjentów
qt dane dotycz¡ce odst¦pu QT (dane co 5 minut)
qthour dane dotycz¡ce odst¦pu QT (dane godzinowe)
signals surowy sygnaª
st dane dotycz¡ce odcinka ST
sve dane na temat rytmu serca i jego zaburze«
Tablica B.1: Tabele bazy danych zbioru HOLTER_I.
Fragment tabeli clinics przedstawia kod B.2.
B.2: Tabela clinics w zbiorze HOLTER_I
+            +              +      +     +         +      +
| F i e ld | Type | Null | Key | Default | Extra |
+            +              +      +     +         +      +
| ID_CLINIC | b i g i n t (20) | YES | | NULL | |
| ID_PATIENT | b i g i n t (20) | YES | | NULL | |
| EX_DATE | varchar (20) | YES | | NULL | |
| ZYFLO | smallint (6 ) | YES | | NULL | |
| AGE | smallint (6 ) | YES | | NULL | |
| PTCA | smallint (6 ) | YES | | NULL | |
| ANGIO_OUT | varchar (500) | YES | | NULL | |
| CABG | t i n y i n t (4 ) | YES | | NULL | |
| ATHEROM | t i n y i n t (4 ) | YES | | NULL | |
| CRP | f loat | YES | | NULL | |
| FIBRYN | f loat | YES | | NULL | |
| TSH | f loat | YES | | NULL | |
| D_DIM | f loat | YES | | NULL | |
| TROP_1 | varchar (10) | YES | | NULL | |
| TROP_2 | varchar (10) | YES | | NULL | |
Fragment tabeli exams przedstawia kod B.3.
B.3: Tabela exams w zbiorze HOLTER_I
+            +              +      +     +         +      +
| F i e ld | Type | Null | Key | Default | Extra |
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+            +              +      +     +         +      +
| ID_HOLTER | b i g i n t (20) | YES | | NULL | |
| ID_CLINIC | b i g i n t (20) | YES | | NULL | |
| START | varchar (30) | YES | | NULL | |
| END | varchar (30) | YES | | NULL | |
| TIME | varchar (10) | YES | | NULL | |
Tabel¦ st przedstawia kod B.4, a jej przykªadowe dane kod B.5
B.4: Tabela st w zbiorze HOLTER_I
+            +              +      +     +         +      +
| F i e ld | Type | Null | Key | Default | Extra |
+            +              +      +     +         +      +
| ID_HOLTER | b i g i n t (20) | YES | | NULL | |
| HOUR | t i n y i n t (4 ) | YES | | NULL | |
| TIME | varchar (20) | YES | | NULL | |
| MAXHR_DOM | int (11) | YES | | NULL | |
| MINHR_DOM | int (11) | YES | | NULL | |
| AVGHR_DOM | int (11) | YES | | NULL | |
| QRS_ST_DOM | int (11) | YES | | NULL | |
| ARTEF_DOM | f loat | YES | | NULL | |
| ST_UP1 | f loat | YES | | NULL | |
| ST_UP2 | f loat | YES | | NULL | |
| ST_UP3 | f loat | YES | | NULL | |
| ST_DOWN1 | f loat | YES | | NULL | |
| ST_DOWN2 | f loat | YES | | NULL | |
| ST_DOWN3 | f loat | YES | | NULL | |
| ST_EPI | int (11) | YES | | NULL | |
+            +              +      +     +         +       +
B.5: Przykªadowe dane tabeli st w HOLTER_I
+               +     +       +          +          +         +
| ID_HOLTER | HOUR| TIME | MAXHR_DOM| MINHR_DOM| AVGHR_DO|
+               +     +       +          +          +         +
| 1301843768731 | 0 | Razem : | 96 | 48 | 72 |
| 1301843768731 | 1 | 12 :55 | 90 | 67 | 79 |
| 1301843768731 | 2 | 13 :55 | 92 | 65 | 79 |
B.1.2 Zbiór HOLTER_II
Do przechowania danych zbioru HOLTER_II utworzona zostaªa hurtownia da-
nych skªadaj¡ca si¦ z 15 tabel, poª¡czonych ze sob¡ wzajemnymi relacjami. List¦
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tabel przedstawia kod B.6, a krótki opis ka»dej z tabel Tab. B.2.






| c l i n i c s |
| edf_annotat ions |
| exams |
| hrv |






| s i g n a l s |




Gªównym zadaniem tabeli jest przechowywanie informacji dotycz¡cych bezdechów,
zaimportowanych z pliku Apnea*.csv pacjentów. Zawiera 9 pól do przechowywa-
nia danych. Narz¦dzia dotycz¡ce bezdechu zostaªy umieszczone przez producenta
eksperymentalne i sªu»¡ jedynie do celów testowych. Obecnie niewykorzystywane
przez system.
Tabela beats
Gªównym zadaniem tabeli jest przechowywanie informacji dotycz¡cych zaªamków
EKG, zaimportowanych z pliku BeatTable*.csv pacjentów. Zawiera 9 pól do prze-
chowywania danych: id_holter  unikalny identykator badania Holtera, time 
czas wyst¡pienia zaªamka R, type  Klasa uderze«, gdzie: N: Prawidªowe uderzenie,
S: Przedwczesne pobudzenie nadkomorowe, V: Przedwczesne pobudzenie komo-
rowe, B: Blok odnogi p¦czka Hisa lub zaburzenia przewodnictwa ±ródkomorowego,
Q: Uderzenie niemo»liwe do okre±lenia (w¡tpliwe), X: Artefakt (w zaªo»eniu, nie
ma uderzenia), rr  czas trwania odst¦pu RR , p_on  odlegªo±¢ pocz¡tku zaªamka
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Tabela Zawarto±¢
apnea informacje dotycz¡ce bezdechów
beats informacje dotycz¡ce zaªamków EKG
clinics dane kliniczne pacjentów
edf_annotations adnotacje dotycz¡ce surowego zapisu sygnaªu
exams dane bada« Holtera pacjentów
hrv dane dotycz¡ce dobowej zmienno±ci rytmu serca HRV
patients dane identykacyjne pacjentów
patients_names dane wra»liwe pacjentów
pmi dane na temat pracy rozrusznika serca
pq dane dotycz¡ce odst¦pu PQ
qt dane dotycz¡ce odst¦pu QT
rhythm dane na temat rytmu serca
signals surowy sygnaª
st dane dotycz¡ce odcinka ST
sve dane na temat arytmii
Tablica B.2: Tabele bazy danych zbioru HOLTER_II.
P od zaªamka R, p_o  odlegªo±¢ ko«ca zaªamka P od zaªamka R, qrs_on  od-
legªo±¢ pocz¡tku zespoªu QRS od zaªamka R, qrs_o  odlegªo±¢ ko«ca zespoªu
QRS od zaªamka R, t_o  odlegªo±¢ ko«ca zaªamka T od zaªamka R.
Tabela clinics
Gªównym zadaniem tabeli jest przechowywanie danych klinicznych pacjentów po-
chodz¡cych z dokumentacji medycznej. Zawiera 143 pola do przechowywania da-
nych takich jak: typ choroby niedokrwiennej serca CNS (stabilna/niestabilna), kla-
sykacja CNS wg Canadian Cardiovascular Society (klasy: I-IV), obecno±¢ nad-
ci±nienia t¦tniczego HA (Hypertonia Arterialis), stopie« nasilenia HA, obecno±¢
cukrzycy DM (Diabetes Mellitus), typ cukrzycy, podwy»szony poziom lipidów, sto-
sowanie u»ywek (papierosy), obecno±¢ przewlekªej niewydolno±ci serca ICC (Insuf-
cientia Circulatoria Chronica), klasykacja ci¦»ko±ci objawów ICC wg New York
Heart Association (klasy: I-IV), frakcja wyrzutowa EF (Ejection Fraction), obec-
no±¢: mia»d»ycy zarostowej t¦tnic ko«czyn dolnych PAOD (Peripheral Arterial
Occlusive Disease), skala Rutherford (kategorie: 0-6), obecno±¢: POCHP (przewle-
kªa obturacyjna choroba pªuc), otyªo±ci, przewlekªej niewydolno±ci nerek (Insuf-
cientia Renalis Chronica), waga pacjenta, wzrost, bmi pacjenta, liczba krwinek
biaªych, liczba krwinek czerwonych, hemoglobina, hematokryt, liczba pªytek krwi.
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Tabela edf_annotations
Zadaniem tabeli jest przechowywanie adnotacji zaimportowanych z pliku *.edf
pacjentów, w którym zapisane s¡ informacje o surowym sygnale. Zawiera 5 pól do
przechowywania danych.
Tabela exams
Zadaniem tabeli jest przechowywanie danych bada« Holtera pacjentów. Zawiera
5 pól do przechowywania danych: unikalny identykator badania Holtera, identy-
kator badania klinicznego, czas rozpocz¦cia badania, czas zako«czenia badania
i data badania.
Tabela hrv
Zadaniem tabeli jest przechowywanie danych dotycz¡cych dobowej zmienno-
±ci rytmu serca (HRV  heart rate variability), zaimportowanych z pliku Ove-
rview*.csv. Zawiera 22 pola do przechowywania danych, takie jak: sdrr - odchy-
lenie standardowe dªugo±ci odst¦pów RR dla wszystkich uderze«, sdnn (standard
deviation of NN) - odchylenie standardowe czasów trwania wszystkich odst¦pów
NN czy lf (low frequency)  pasmo w widmie zmienno±ci rytmu serca o niskiej
cz¦stotliwo±ci (0.04  0.15 Hz).
Tabela patients
Zadaniem tabeli jest przechowywanie danych identykacyjnych pacjentów (bez
danych wra»liwych). Zawiera 3 pola do przechowywania danych.
Tabela patients_names
Zadaniem tabeli jest przechowywanie danych wra»liwych pacjentów. Zawiera 4
pola do przechowywania danych.
Tabela pmi
Zadaniem tabeli jest przechowywanie danych na temat pracy rozrusznika serca
(ang. pacemaker implantation) zaimportowanych z pliku Overview*.csv. Zawiera
11 pól do przechowywania danych. Niewykorzystana w badaniach ze wzgl¦du na
niekwalikowanie do analiz pacjentów z rozrusznikami.
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Tabela pq
Zadaniem tabeli jest przechowywanie danych dotycz¡cych odst¦pu PQ, zaimpor-
towanych z pliku Overview*.csv Zawiera 7 pól do przechowywania danych, takich
jak: minimalny czas trwania odst¦pu PQ z 30 sekund, ±redni czas trwania odst¦pu
PQ z 30 sekund czy maksymalny czas trwania odst¦pu PQ z 30 sekund.
Tabela qt
Zadaniem tabeli jest przechowywanie danych dotycz¡cych odst¦pu QT, zaimpor-
towanych z pliku Overview*.csv Zawiera 10 pól do przechowywania danych, takich
jak: minimalny czas trwania odst¦pu QT z 30 sekund, ±redni czas trwania odst¦pu
QT z 30 sekund czy minimalny czas trwania skorygowanego odst¦pu QT z 30
sekund (korekcja Bazzeta).
Tabela rythm
Zadaniem tabeli jest przechowywanie danych na temat rytmu serca, zaimportowa-
nych z pliku Overview*.csv Zawiera 20 pól do przechowywania danych, takich jak:
najni»sza, ±rednia i najwy»sza warto±¢ rytmu czy czas trwania tachykardii.
Tabela signals
Zadaniem tabeli jest przechowywanie danych, zaimportowanych z pliku *.edf (su-
rowy sygnaª). Zawiera 14 pól do przechowywania danych, w tym na 12 odprowa-
dze« klasycznego elektrokardiogramu: 3 ko«czynowe dwubiegunowe Einthovena: I,
II, III, 3 ko«czynowe jednobiegunowe Goldbergera: aVR, aVL, aVF, 6 przedserco-
wych jednobiegunowych: V1-6 (albo C1-6).
Tabela st
Zadaniem tabeli jest przechowywanie danych dotycz¡cych odcinka ST, zaimporto-
wanych z pliku Overview*.csv Zawiera 28 pól do przechowywania danych, takich
jak: maksymalne uniesienia odcinka ST w odprowadzeniu dwubiegunowym ko«czy-
nowym I czy maksymalne obni»enia odcinka ST w odprowadzeniu dwubiegunowym
ko«czynowym I.
Tabela sve
Zadaniem tabeli jest przechowywanie danych na temat pobudze« dodatkowych (V -
komorowych, ventricular, S - nadkomorowych, supraventricular), zaimportowanych
z pliku Overview*.csv. Zawiera 22 pola do przechowywania danych, takie jak:
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liczba pojedynczych pobudze« komorowych, liczba bigeminii komorowych, liczba
pojedynczych pobudze« nadkomorowych czy liczba przerw.
B.2 Relacje w bazie danych
W bazie danych, dzi¦ki zaprojektowanej strukturze, nie wyst¦puje redundancja
(nadmiarowo±¢, powtarzanie si¦ tych samych informacji) danych. Relacje w zapro-
jektowanej bazie danych speªniaj¡ zaªo»enia pierwszej postaci normalnej:
 Opisuj¡ jeden obiekt;
 Warto±ci atrybutów s¡ elementarne  ka»da kolumna jest warto±ci¡ skalarn¡
(atomow¡);
 Nie zawiera kolekcji;
 Posiada klucz gªówny;
 Kolejno±¢ wierszy mo»e by¢ dowolna (znaczenie danych nie zale»y od kolej-
no±ci wierszy).
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B.3 Diagram ERD (diagram zwi¡zków encji)
Zaprojektowana baza danych speªnia wszystkie wymagania odno±nie funkcjonalno-
±ci i pozwala na przechowywanie wszystkich danych medycznych pozyskanych do
bada« eksperymentalnych. Zaproponowany schemat pozwala na przeprowadzenie
wszystkich zaªo»onych bada« naukowych z wykorzystaniem pozyskanych danych
medycznych. Schemat bazy danych dla zbioru HOLTER_I przedstawia Rys. B.1.
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Rysunek B.1: Schemat ERD bazy danych zbioru HOLTER_I.
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B.4 Przykªadowe zapytania
Przykªadowe zapytanie SQL do bazy wypisuj¡ce dane kliniczne oraz informacje na
temat wykonanych bada« diagnostycznych pacjenta o identykatorze 50 przedsta-
wia kod B.7.
B.7: Przykªadowe zapytanie SQL.
SELECT 
FROM CLINICS C, PATIENTS P
WHERE P.ID_PATIENT=50 AND P.ID_PATIENT=C.ID_PATIENT
Przykªadowe zapytanie SQL wyliczaj¡ce liczb¦ pacjentów z wykonanym zabiegiem
wszczepienia pomostu naczyniowego (CABG) w lewej t¦tnicy wie«cowej przedsta-
wia kod B.8.





Konstrukcja hurtowni umo»liwia wczytanie dowolnej liczby bada« klinicznych
oraz zapisów Holtera dla ka»dego pacjenta.
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