This paper introduces the following new constructions on stable domains and event structures: the tensor product, the linear function space, and the exponential. It gives rise to a monoidal closed category of dI-domains as well as one of stable event structures which can be used to interpret intuitionistic linear logic. Finally, the usefulness of the category of stable event structures for modeling concurrency and its relation to other models are discussed.
Introduction
In GL86], Girard and Lafont introduced intuitionistic linear logic with two (equivalent) formalisms: the sequent calculus and the combinators. In terms of category theory, as suggested in their paper, the combinator formulation corresponds to a linear category, i.e., a symmetric monoidal closed category with nite products and coproducts GL86, Let f; g be stable functions from D to E. f is stably less than g, written f v s g, if 8x; y 2 D: x v y =) f(x) = f(y) u g(x):
The stable order provided above is sometimes also called the Berry In dealing with stable domains and stable functions, the notion of a complete prime is useful. We say that p is a complete prime in a cpo D if for any bounded subset X of D, whenever p v F X, there exists an a 2 X such that p v a. We write D p for the collection of complete primes of D. Of course D p D 0 . For stable domains D p is the set of join-irreducible compact elements.
Stable functions have the property that their values are totally determined by those at some minimal points. To describe the minimal points, we introduce the following de nition. The following is the key representation result that will be used in the proofs to follow. De nition 2.4. Let D, E be stable domains. The tensor product of D and E is the domain D E with elements subsets t D p E p under set inclusion, where the t's are downwards closed sets such that both 0 t and 1 t are bounded. D E is a stable domain because it satis es Axiom I and is prime-algebraic (see Wi87], Zh92]). This is a quick way to check that a domain is stable. It follows from the de nition that the partial order of complete primes of D E is isomorphic to D p E p , under the coordinatewise order. First, we must show that each (q; r)] p corresponds to a prime, linear, stable function. For this we show that it is a trace set, i.e., it has the three properties (compatibility, minimality, and completeness) mentioned in Theorem 2.1.
Compatibility is trivial because there is a maximal element in (q; r)] p . Minimality: Let (q 1 ; r 0 ); (q 2 ; r 0 ) be members of (q; r)] p such that q 1 " q 2 . Then there are p 1 ; p 2 , both below p, such that ((p 1 ; q 1 ); r 0 ); ((p 2 ; q 2 ); r 0 ) 2 f: Hence q 1 = q 2 , by minimality of f.
Completeness: Suppose r 0 v r, where r 0 is a complete prime in F. Then, by the completeness of f, there is some (p 0 ; q 0 ) such that ((p 0 ; q 0 ); r 0 ) 2 f: Moreover, p 0 v p, q 0 v q. Therefore, (q 0 ; r 0 ) 2 (q; r)] p and (q; r)] p is complete.
Next, we show that ( f) := f(p; (q; r)] p ) j ((p; q); r) 2 fg itself is a trace set. In the rest of the addendum, whenever we check compatibility, we check the simpler case of binary compatibility, just for notational reasons. It is easy to see how the binary case generalizes to the general case.
Compatibility : For pairs (p; (q; r)] p ); (p 0 ; (q 0 ; r 0 )] p 0 ) in ( f) such that p " p 0 , we have ((p; q); r); ((p 0 ; q 0 ); r 0 ) 2 f. If q " q 0 , then the compatibility of f ensures r " r 0 . We can easily see that in this case (q; r)] p (q 0 ; r 0 )] p 0 is a trace set. If, on the other hand, q and q 0 are not compatible, we still need to show that (q; r)] p (q 0 ; r 0 )] p 0 is a trace set, which is routine to check. Therefore, the compatibility of p and p 0 implies the compatibility of (q; r)] p and (q 0 ; r 0 )] p 0 . Minimality: Let (p 1 ; (q; r)] p1 ); (p 2 ; (q; r)] p2 ) both be members of ( f), and p 1 " p 2 . Then ((p 1 ; q); r); ((p 2 ; q); r) are members of f; so p 1 = p 2 . Completeness: Suppose h is a complete prime in E ! l F] and h (q; r)] p : We know that h is of the form d(q 0 ; r 0 )e h for some q 0 ; r 0 . By the completeness of f, r 0 v r implies that there is some ((a; b); r 0 ) in f such that a v p, b v q. Of course b must be equal to q 0 because both (b; r 0 ) and (q 0 ; r 0 ) are in (q; r)] p , and b " q 0 . For (q 0 ; r 0 )] a and h are clearly compatible and they have the same maximal element (q 0 ; r 0 ), it must be the case that (q 0 ; r 0 )] a = h. This proves the existence of some a v p such that (a; h) belongs to ( f), which was what completeness needed. It is clear that is one to one; we explain why it is onto. Let ); r 0 ) is also a member of (g). However, (p 0 ; q 0 ) and (p 00 ; q 00 ) are compatible. By the minimality of (g), (p 0 ; q 0 ) = (p 00 ; q 00 ); which implies that (q 0 ; r 0 ) is a member of d(q; r)e s .
All the above seems natural. However, the construction of exponential is a bit of a surprise, since it is very di erent from that given by Girard for coherent spaces. Our treatment follows the guideline that the exponential should be used to decompose stable functions into linear ones. The following theorem indicates that the exponential has the desired e ect: it can be used to decompose a function space into a linear one. The exponential given here, however, does not seem to be a direct generalization of the one given by Girard Gi87] . Consider the exponential of the coherent space (see Section 4 for the de nitions) with a single token. Below, the picture on the right is the result of applying Girard's exponential, and the one on the left is ours | It is simply not a coherent space! 
Stable Event Structures
If we were only concerned with a domain theoretic model for intuitionistic linear logic, there would be less interest in developing a parallel framework of stable event structures. This is because dI-domains and stable event structures are equivalent categories. As indicated in the introduction, however, one of the purposes of the paper is to open a way to relate models of linear logic to those of concurrency. Models for concurrency are usually very concrete, such as Petri nets and event structures. A concrete model for intuitionistic linear logic should make the connection easier to establish. This section gives a detailed treatment of a monoidal closed category of stable event structures.
Event Structures
Event structures ( NPW81], Wi87], Wi88]) are models for processes of concurrent computation. An event structure is a description of a set of events in terms of a consistency and an enabling relation. The consistency relation indicates whether some events can occur together or not, and the enabling relation speci es the condition when a particular event may occur with regards to the occurrence of other events.
De nition 3.1. An event structure is a triple E = ( E; Con;`) where E is a countable set of events, Con is a non-empty subset of Fin(E); the nite subsets of E called the consistency predicate which satis es X Y & Y 2 Con =) X 2 Con; ` Con E is the enabling relation which satis es ( X`e & X Y & Y 2 Con ) =) Y`e: When we have the enabling relation X`e in an event structure, we say that the event e is enabled by the set of events X. In other words, if all the events in X have occurred, e may (but not necessarily) occur. Note that, following this intuition, an enabling of the form feg`e does not contribute any information to an event structure. Therefore, if he likes, one can explicitly require in De nition 3.1 the following: if X`e then there exists Y X with e 6 2 Y and Y`e:
However, that is hardly essential to our treatment.
A con guration of an event structure is a set of events which is consistent and in which each event has an enabling by a subset of the con guration. That is, a con guration is a set of events which have occurred by certain stage in a process.
In this paper lower case letters such as x; y usually range over sets of events, especially con gurations, and upper case letters such as X; Y range over nite sets of events.
De nition 3.2. Let E = ( E; Con;`) be an event structure. A con guration of E is a subset x E which is consistent: 8X fin x: X 2 Con; secured: 8e2x 9 e 0 ; e 1 ; ; e n 2 x: e n = e & 8i n: f e k j 0 k i ? 1 g`e i : We write the set of con gurations of an event structure E as F ( E ).
There is a special class of event structures for which each con guration determines a partial order of causal dependency on the events. Intuitively, with respect to a con guration x, an event e 1 causally depends on an event e 0 if the occurrence of the event e 0 is necessary for the occurrence of e 1 . Event structures of this kind are called stable.
De nition 3.3. An event structure E is stable if it satis es the following axiom:
We mentioned that a stable event structure is an event structure each con guration of which determines a partial order of causal dependency on the events of the con guration. This partial order is speci ed as follows.
De nition 3.4. Let F( E ) be the family of con gurations of a stable event structure E. Let x 2 F( E ) and e; e 0 2 x. De ne e 0 x e if 8y 2 F( E ): ( e 2 y & y x =) e 0 2 y ); dee x = \ f y 2 F( E ) j e 2 y & y x g: One can show that x is a partial order and dee x = f e 0 2 x j e 0 x e g: Stable event structures are a representation of stable domains. A result of Winskel Wi87] says that for any stable event structure E, the set of con gurations F(E) under inclusion is a stable domain, and for any stable domain D, one can get a stable event structure whose events are the complete primes of D. Given a stable event structure E, the complete primes in F(E) are exactly those con gurations of the form dee x , mentioned earlier. Therefore, this gives a more concrete description of complete primes, which is sometimes easier to use in the case of stable event structures.
Linear Maps
This subsection introduces the category SEL, stable event structures with linear maps.
First there is a useful notion of minimal entailment Wi87]. Let E = (E; Con;`) be a stable event structure. Write X`m in e if X`e, and moreover, Y`e and Y X implies Y = X. Suppose Y`e. Then for X = \ fX 0 j X 0 Y & X 0`e g we have X`m in e. Suppose X`m in e and Z`m in e. If X Z feg 2 Con, then Z = X. Of course interesting minimal entailments are those relations X`m in e with e 6 2 X.
De nition 3.5. Let E = ( E; Con E ;`E ); F = ( F; Con F ;`F ) be stable event structures. A linear map from E to F is a relation R P E F which satis es 1: Compatibility : ( 8i 2 I : x i Re i ) & x i 2 Con E =) f e i j i 2 I g 2 Con F ; 2: Minimality : ( x y 2 F(E) & x Re & y Re ) =) x = y; and 3: Completeness: x Re =) 9X:(X`m in e & 8e 0 2 X9x 0 x: x 0 R e 0 ): Here P E stands for the set of complete primes of F(E), and I is nite.
In some previous cases, people use some kind of stable functions on the cpo of con gurations as morphisms in various categories of event structures. This is unsatisfactory because stable functions are morphisms for the category of dI-domains. Event structures should have their own morphisms, just as information systems have approximable mappings as morphisms Sc82], instead of Scott continuous functions.
Our de nition of linear maps is motivated from the characterization theorem on the structure of stable functions (Theorem 2.1). Although it looks slightly complicated, I doubt anything better could be done, given that stable functions should not be used directly as morphisms here.
From a concurrency prospective, a linear map from E to F corresponds to a simulation of events in F by computations in E. Under this interpretation, the compatibility axiom says that compatible computations should simulate consistent events. The minimality axiom ensures that in any possible simulation history, di erent computations should never simulate the same event. This is important as far as synchronization is concerned. One could justi ably say that an event e in F is always synchronized with e itself. However, if e is simulated by distinct stages in a computation history, it is impossible for these di erent computation stages to`synchronize'. Finally, the completeness axiom guarantees that whenever an event e is simulated by a computation x, the`pre-histories' (subsets of x which are con gurations) of x should simulate a minimal set of events necessary for e to occur. In other words, x should be a`sound' simulation of e.
Stable event structures with linear maps form a category. The identity Id is given by dee x Id e if and only if e 2 x and x 2 F(E). To compose linear maps, de neR, for a linear map R, to be a relation such that aRb if and only if there exist a i ; p i such that a i R p i , 1 i n, a = S 1 i n a i 2 F(E), and b = f p i j 1 i n g 2 F(F). It is not di cult to check thatR has the following properties: Theorem 3.1. The linear function space of two stable event structures is a stable event structure. R is a con guration in F E 0 E 1 ] if and only if R : E 0 ! E 1 is a linear map.
Proof. The proof for the rst part is routine.
To prove the second part, let R be a con guration in F E 0 E 1 ]. It is clear that R is compatible and minimal. Assume (x; e) 2 R. Then (x; e) must be secured. By the de nition of the enabling in the linear function space, this means, in particular, that e is secured in 1 R 0 , the projection of a subset of R into the second component. Furthermore, the rst components of R 0 must be contained in x. This shows R is complete and hence a linear map.
By the de nition of the enabling relation of the linear function space, a linear map is a con guration.
One can show further that there is a 1-1, order preserving correspondence between the linear maps and linear (stable) functions. That is why the linear maps are called`linear'. Theorem 3.2. There is a 1-1, order preserving correspondence between f f j f : F(E 0 ) ! F(E 1 ) is linear, stable g and f R j R : E 0 ! E 1 is a linear map g:
Proof. The 1-1 correspondence is determined by a pair of functions. We give this pair in the following, but leave out the details of the proof. We now introduce tensor products on stable event structures and show that SEL is monoidal closed.
De nition 3.7. Let E 0 = ( E 0 ; Con 0 ;`0 ) and E 1 = ( E 1 ; Con 1 ;`1 ) be stable event structures. Their tensor product, E 0 E 1 , is de ned as the structure ( E; Con;`; ) where E = E 0 E 1 ; X 2 Con () 0 X 2 Con 0 & 1 X 2 Con 1 ; and X`e () 9X 0 ; X 1 : X 0`0 0 e & X 1`1 1 e & X 0 X 1 X:
It is interesting to note that the consistency predicate for tensor product is the same as the one generated by the set fX 0 X 1 j X 0 2 Con 0 & X 1 2 Con 1 g: Proposition 3.1. If E 0 and E 1 are stable then so is E 0 E 1 .
Proof. We check the stability axiom. Assume X`e, Y`e, and X Y feg 2 Con. By de nition, there exist X 0 ; X 1 ; Y 0 ; and Y 1 , such that X 0`0 0 e; X 1`1 1 e; Y 0`0 0 e; Y 1`1 1 e; X X 0 X 1 ; Y Y 0 Y 1 : Also we have X 0 Y 0 f 0 eg 2 Con 0 and X 1 Y 1 f 1 eg 2 Con 1 . Therefore X 0 \Y 0`0 0 e and X 1 \Y 1`1 1 e, by the stability of E 0 and E 1 . However, X\Y (X 0 \Y 0 ) (X 1 \Y 1 ). Hence X Y`e. Let x 2 F(E 0 E 1 ). We have 0 x 2 F(E 0 ). In fact, 0 x is clearly consistent and, if e 0 2 0 x, then there is some e 1 such that (e 0 ; e 1 ) 2 x. The way enabling is de ned for tensor product ensures that when (e 0 ; e 1 ) is secured in x, e 0 is secured in 0 x. Hence 0 x is a con guration of E 0 . Similarly 1 x 2 F(E 1 ). From this we know that for any (e 0 ; e 1 ) in x, de 0 e 0 x de 1 e 1 x x.
Suppose, on the other hand, that x is a subset of E 0 E 1 with the property that 0 x 2 F(E 0 ), 1 x 2 F(E 1 ), and 8(e 0 ; e 1 ) 2 x9x 0 2 F(E 0 ); x 1 2 F(E 1 ): (e 0 ; e 1 ) 2 x 0 x 1 x: x is obviously a consistent set. Also, since e 0 2 x 0 and e 1 2 x 1 , de 0 e 0 x de 1 e 1 x x 0 x 1 x: Hence (e 0 ; e 1 ) is secured in x. In summary, we have proved the following proposition. Proposition 3.2. Let E 0 = ( E 0 ; Con 0 ;`0 ) and E 1 = ( E 1 ; Con 1 ;`1 ) be stable event structures. We have x 2 F(E 0 E 1 ) if and only if 0 x 2 F(E 0 ) & 1 x 2 F(E 1 ); and 8(e 0 ; e 1 ) 2 x9x 0 2 F(E 0 ); x 1 2 F(E 1 ): (e 0 ; e 1 ) 2 x 0 x 1 x:
We also have Proposition 3.3. Let E 0 , E 1 and E 2 be stable event structures. Then (E 0 E 1 ) E 2 = E 0 (E 1 E 2 ): This statement is easy to justify. It indicates that the tensor product is associative up to an isomorphism. Theorem 3.3. (Monoidal Closedness) Let E 0 , E 1 , and E 2 be stable event structures.
Then (E 0 E 1 ) E 2 = E 0 E 1 E 2 ]: The isomorphism E = E 0 amounts to saying that there is a 1 ? 1 correspondence between E and E 0 , which preserves the consistency and the entailment relations. A more categorical proof of monoidal closedness requires one to follow the de nitions in Mc71]. One can achieve such rigor but that is not the purpose here.
Proof. The isomorphism is given by : (d(e 0 ; e 1 )e x ; e 2 ) 7 ?! (de 0 e 0 x ; (de 1 e 1 x ; e 2 ) ): This is well de ned. Recall that whenever we write dee x , we require that e 2 x. In addition, for any stable event structure, given any con guration x and any event e in x, dee x is always a con guration. Proposition 3.2 indicates that when x is a con guration of the tensor product E 0 E 1 , 0 x and 1 x are con gurations of E 0 and E 1 , respectively. Therefore, de 0 e 0 x and de 1 e 1 x are uniquely speci ed (here we do not have to care about if e 0 or 0 x is unique or not).
Clearly is onto as x 0 x 1 is a con guration in the tensor product if x 0 and x 1 are con gurations. It is then clear that is a bijection. Write (E 0 E 1 ) E 2 = ( P; Con P ;`P ); E 0 E 1 E 2 ] = ( F; Con F ;`F ); E 1 E 2 ] = ( E; Con E ;`E ): Directly following the de nitions one can check that X 2 Con P if and only if X 2 Con F , and X`P e if and only if X`F e.
Exponential
There is a construction of exponential on stable event structures which can be used to decompose the stable function space into a linear function space. To fully explain the decomposition, let us recall Winskel's construction of the function space of stable event structures.
De nition 3.8. (Winskel) Let E 0 = ( E 0 ; Con 0 ;`0 ) and E 1 = (E 1 ; Con 1 ;`1) be stable event structures. Their function space, E 0 ! E 1 ], is de ned to be the event structure ( E; Con;`) with events E consisting of pairs ( x; e ) where x is a nite con guration in F( E 0 ) and e 2 E 1 , a consistency predicate Con given by f ( x i ; e i ) j 0 i n ? 1 g 2 Con if and only if 8I f 0; 1; ; n ? 1 g: i2I x i 2 Con 0 =) f e i j i 2 I g 2 Con 1 8i; j n: ( x i x j 2 F(E 0 ) & e i = e j ) =) x i = x j ;
and an enabling relation given by f ( x i ; e i ) j 0 i n ? 1 g`( x; e ) if and only if f e i j x i x g`1 e:
Comparing the events in the function space with those in a linear function space we notice that the only di erence is that in the former we use (x; e) with x nite con gurations but in the latter we use (dee x ; e 0 ). Therefore all the nite con gurations of E should correspond to the prime elements of !E such that the appropriate orders are preserved and re ected. Thus we have the following de nition of exponential.
De nition 3.9. Let E = (E; Con;`) be a stable event structure. The exponential of E is the event structure !E = (E 0 ; Con 0 ;`0) where E 0 consists of the nite con gurations of E, X 2 Con 0 if and only if S X 2 E 0 , and`0 is a n enabling relation generated by f x g`0 y if y = x feg for some e.
Clearly exponential preserves stability of event structures. There is a di erent de nition of ! which gives the same con gurations. The consistency relation is the same but the enabling relation is given by X`0 0 y if and only if X is consistent and fx j x y & x 2 F(E) g X:
It does not matter which enabling relation is used since as long as it gives the same con gurations, the decomposition in the following Theorem 3.4 remains sound. One can easily check that the exponential of a stable event structure is a stable event structure. In fact, the exponential is not only stable, but also prime Wi87]. The nice thing about it is that in a prime event structure, one can omit the subscript x in any of its con gurations dee x .
From the fact that the complete primes of F(!E) are of the form dxe = fy j y 2 F(E) & y xg; one can see that there is a 1 ? 1, order preserving correspondence between the nite con gurations of E and the complete primes of !E, given by x 7 ?! dxe: Theorem 3.4. Let E 0 , E 1 be stable event structures. Then
Proof. The function given by : (x; e) 7 ?! (dxe; e) exhibits a 1-1 correspondence between E 0 ! E 1 ] and (!E 0 ) E 1 which preserves the consistency and the entailment relations.
Concurrency
This section presents an attempt to relate the monoidal closed category of stable event structures to the category of event structures for modeling concurrency. We show that there is an adjunction between the two categories when the event structures are restricted to coherent spaces. We also indicate where the di culty is in trying to generalize this result.
A coherent space is a special kind of stable event structure (E; Con;`) where Con is determined by a symmetric, irre exive relation # (the con ict relation), and`is trivial in the sense that for every event e 2 E, we have ;`e. Thus we say a set of events X consistent if 8e; e 0 2 X: :(e#e 0 ). For technical reasons, here we allow E to be any set.
It is convenient to write a coherent space in the form (E; #) since the enabling relation is trivial.
It is well-known that coherent spaces with linear maps form a monoidal closed category. The linear maps are exactly the same as those on stable event structures (but restricted to coherent spaces).
De nition 4.1. Let The category of event structures which gives non-interleaving semantics to concurrent languages like CCS has a di erent kind of morphisms: the partially synchronous morphisms Wi87], Wi88]. There are constructions of product and coproduct in this category, which are used to model parallel composition and nondeterministic choices of CCS like processes. Originally the objects of this category are stable event structures. When restricted to coherent spaces, partially synchronous morphisms can be simpli ed as follows.
De nition 4.2. Let E 0 = (E 0 ; # 0 ); E 1 = (E 1 ; # 1 ) be coherent spaces. A partially synchronous morphism from E 0 to E 1 is a partial function : E 0 ! E 1 which satis es 1: (e)# 1 (e 0 ) =) e# 0 e 0 ; 2: (e) = (e 0 ) & :(e# 0 e 0 )] =) e = e 0 :
Note that by convention when we write (e)# 1 (e 0 ) or (e) = (e 0 ), (e) and (e 0 ) are both de ned.
Comparing the de nition of a linear map to that of a partially synchronous morphism, one can see that partially synchronous morphisms are special kind of linear maps. The only di erence between these two notions is that a linear map is determined by a relation, while a partially synchronous morphism is determined by a partial function.
The reason for using a (partial) function for a partially synchronous morphism may be traced back to the synchronization mechanism for CCS processes. The synchronization of two CCS processes is achieved by communication through handshake, an indivisible action in which a message is simultaneously emitted by one process and received by the other Mi89]. Handshakes happen between two parties only. CCS does not allow a party to handshake with more than one party at a given time. Therefore, the`communication partner of' a process determines a partial function.
From a concurrency point of view, a linear map supports the synchronization of more than two events. Two pairs of events ( e; e 1 ), ( e; e 2 ) in the relation R can be understood as the synchronization of the event e with e 1 and e 2 . There are many practical examples of synchronization among more than two parties. A conference call enabled by a telephone company is one such example.
However, linear maps seem to allow more than that. Potentially, one event can synchronize with in nitely many other events. Consider the following sequence of relations between a coherent space with a single event e and one with the event set ! and the empty con ict relation: R 0 = ;; R 1 = f(e; 0)g; ; R i = f(e; j) j j < ig; Each R i corresponds to a linear map, and the subset relation on them speci es the stable order. Therefore, the least upper bound (in the linear function space) of the sequence R i is f(e; j) j j 2 !g.
Our purpose is to establish an adjunction between the category of coherent spaces with partial synchronous morphisms (written as CPS) and the category of coherent spaces with linear maps (written as CLI). The foregoing discussions suggest that we should nd a construction \ on coherent spaces E 1 such that E 0 ! lin E 1 = E 0 ! ps (\E 1 ); where E 0 ! lin E 1 stands for the set of linear maps from E 0 to E 1 , and E 0 ! ps (\E 1 ) stands for the set of partial synchronous morphisms form E 0 to \E 1 . With respect to the example mentioned in the previous paragraph, the linear map f(e; j) j j 2 !g should correspond to some kind of partial synchronous morphism f(e; !)g. This implies that the events of \E 1 should be non-empty, consistent subsets of E 1 { not merely nite consistent subsets. This is exactly the technical reason that takes us out of countable event sets.
De nition 4.3. Let E = (E; #) be a coherent space. De ne \E to be the structure not empty. Clearly f(R)(e) is consistent. We show that f(R) is a partially synchronous morphism from E 0 to \E 1 . Assume f(R)(e)#f(R)(e 0 ). By De nition 4.3, either there exist a 2 f(R)(e) and b 2 f(R)(e 0 ) such that a# 1 b, or f(R)(e) and f(R)(e 0 ) are di erent sets with a non-empty intersection. For the rst case we have e# 0 e 0 , by the properties of R. For the second case, there must be an a 2 E 1 such that eRa and e 0 Ra. Again by the properties of R, we must have e# 0 e 0 since f(R)(e) 6 = f(R)(e 0 ) implies e 6 = e 0 . We also have f(R)(e) = f(R)(e 0 ) & :(e# 0 e 0 )] =) e = e 0 since f(R)(e) = f(R)(e 0 ) implies the non-emptyness of f(R)(e). Therefore, f(R) is indeed a partially synchronous morphism.
On the other hand, for any partially synchronous morphism It is now a relatively easy task to check that f and g indeed give rise to the desired isomorphism.
The consequence of this result, put in categorical terms, is that the forgetful functor where F(E) = \E, and F(R)(x) = fe 0 j 9e 2 x:(e; e 0 ) 2 Rg for a linear map R : E 0 ! E 1 .
Proof. This follows from the previous theorem and the fact that F(R) : F(E 0 ) ! F(E 1 ) is a partially synchronous morphism for any linear map R : E 0 ! E 1 .
Since right adjoints preserve limits such as products, categories CLI and CPS have the same product for modeling parallel composition of CCS processes.
The obvious next step is to extend the adjunction to stable event structures. To make things simpler, we work on prime event structures rst. Recall that a prime event structure is a triple E = (E; Con; ), where E is a set of events, partially ordered by , and Con is a consistency predicate which is downwards closed with respect to (the causal dependency order):
(X 2 Con & e e 0 2 X) =) X feg 2 Con: Moreover, for any e 2 E, the set ddeee = fe 0 j e 0 e & e 6 = e 0 g is nite.
Our work in Section 3 can be easily extended to prime event structures Wi87]. There is a monoidal closed category with the following linear maps as morphisms.
De nition 4.4. Let E = ( E; Con E ;`E ); F = ( F; Con F ;`F ) be prime event structures. A linear map from E to F is a relation R E F which satis es 1: Compatibility : ( 8i 2 I : e i R e 0 i ) & fe i j i 2 Ig 2 Con E =) f e 0 i j i 2 I g 2 Con F ; 2: Minimality : ( fe 0 ; e 1 g 2 Con E & e 0 R e & e 1 Re ) =) e 0 = e 1 ; and 3: Completeness: e R e 0 =) 8e 0 1 2 dde 0 ee9e 0 0 e: e 0 0 R e 0 1 : Here I is a nite index set.
The de nition of partially synchronous morphisms is almost the same on prime event structures as on stable event structures, if one recovers the enabling relation by letting X`e if and only if ddeee X: De nition 4.5. Let E 1 = ( E 1 ; Con 1 ; 1 ) and E 2 = (E 2 ; Con 2 ; 2 ) be prime event structures. A partially synchronous morphism from E 1 to E 2 is a partial function : E 1 ! E 2 on on events which satis es X 2 Con 1 =) X 2 Con 2 ; (f e; e 0 g 2 Con 1 & (e) = (e 0 )) =) e = e 0 ; and (e) is de ned =) dd (e)ee ddeee:
To get an adjunction between the category of prime event structures with linear maps and the category of prime event structures with partially synchronous morphisms, a construction \ similar to the one on coherent spaces seems necessary. For a prime event structure E, the events of \E should be non-empty subsets of E. The de nition of the consistency relation on \E is similar to the one for coherent spaces. However, it is unclear to me at this moment how to get the appropriate de nition of a causal dependency order on subsets of E so that a similar isomorphism as the one in Theorem 4.1 exists. None of the partial orders for powerdomains seems to work here, and the di culty seems to be in making sure \E is a prime event structure. It could well be that everything works ne on stable event structures. However, we have to leave that as a research topic.
Discussion
We have introduced a monoidal closed category of dI-domains and a monoidal closed category of stable event structures. The exponential construction for decomposing stable functions given in this paper is not a generalization of the one given by Girard Gi87] .
To relate to models for concurrency, an adjunction between the category of coherent spaces with linear maps and the category of coherent spaces with partially synchronous morphisms is discovered. Such an adjunction indicates a way to break linear functions into even more basic constructions related to models of concurrency. It seems an important characteristic of dI-domains which make them monoidal closed is that they are prime generated. The nitary axiom (Axiom I) does not seem to be an indispensable condition. This con rms the suggestion by Coquand Co87] that prime generated domains are monoidal closed (either with linear, stable functions under Berry order, or with the linear, continuous functions under the extensional order).
Along the line of non-stable morphisms, a particularly simple exposition of prime algebraic domains in terms of prime event structures is worth brief mentioning. Here one can use a slightly di erent notion of prime event structures (than in the sense of Wi87]). A prime event structure here is a triple (E; ; Con) where E is a countable set of events, is a preorder, representing the causal relation between events, and Con is a consistency predicate as used for event structures. The ideal elements F(E) of a prime event structure are consistent, downwards (with respect to ) closed (or, left closed) subsets of E. The di erence with the original de nition Wi87] is mainly that Axiom I is not imposed on .
A domain D is prime (!) algebraic i it can be representated by a prime event structure. It is clear that prime event structures give rise to prime algebraic domains. On the other hand, given any prime algebraic domain (D; v), one can associate it with the prime event structure (E p ; v; Con), where a nite set of complete primes belows to Con i it is bounded above. One can show that the set of con gurations of this prime event structure is isomorphic to the original domain D.
Tensor product and linear function space can be introduced on prime event structures as follows. Given two prime event structures (E 0 ; 0 ; Con 0 ) and (E 1 ; 1 ; Con 1 ); Their tensor product E 0 E 1 is the prime event structure (E 0 E 1 ; ; Con) where and Con are both determined componentwise. Their linear space E 0 E 1 ], on the other hand, is the prime event structure (E 0 E 1 ; 0 ; Con 0 ) where (e; f) 0 (e 0 ; f 0 ) i e 0 0 e and f 1 f 0 ; X 2 Con 0 i 0 X 2 Con 0 implies 1 X 2 Con 1 . Note that 0 is contravariant in its rst argument. Therefore Axiom I cannot be preserved by the linear space construction. There is an isomorphism between strict, linear functions from a prime algrbraic domain Taking the ideal elements of the linear space as morphisms, we see that prime event structures form a monoidal closed category. In particular, E 0 E 1 E 2 ] = E 0 E 1 E 2 ]: What is interesting about this category is that it contains a full subcategory of coherent spaces, which is also monoidal closed. Note that although the set of Scott continuous functions on coherent spaces (with the extensional order) is not a coherent space, the set of strict, linear functions is.
One wonders if the monoidal closed category of stable event structures can also be used to interpret classical linear logic Gi87]. The sense is that it may not be so though we do not have a proof. To interpret classical linear logic a construction of convolution (or linear absurdity) is needed. Double convolution should give isomorphic structures (A ?? = A). However if one tries to follow Girard Gi87] by taking ? as the convolution (which seemed not unreasonable), the double convolution of any stable event structure will be a coherent space (this is independently con rmed in Co87])! Nevertheless, double convolution can help us understand the relation of the two di erent exponentials mentioned at the end of the previous section. We have Proposition 5.1. For any coherent space X, ! G X = (! Z X) ?? : This proposition says that if we rst apply our exponential ! Z to a coherent space X (the result may not be a coherent space) and then apply the double convolution (the result must be a coherent space), we get a coherent space isomorphic to the Girard's exponential ! G of the original one. We leave the proof to the reader.
Finally, we remark that by providing a monoidal closed category of event structures and relating it to models of concurrency one hopes to open a new angle for a better understanding of the connection between linear logic and concurrency. It is beyond the scope of the present paper how a better understanding can thus be achieved. The exact connection between linear logic and concurrency remains to be seen.
