A Logical Uniform Boundedness Principle for Abstract Metric and Hyperbolic Spaces  by Kohlenbach, Ulrich
A Logical Uniform Boundedness Principle for
Abstract Metric and Hyperbolic Spaces
Ulrich Kohlenbach
Department of Mathematics,
Darmstadt University of Technology,
Schlossgartenstraße 7,
D-64289 Darmstadt, Germany
Abstract
We extend the principle Σ0
1
-UB of uniform Σ0
1
-boundedness introduced earlier by the author to a uniform
boundedness principle ∃-UBX for abstract bounded metric and hyperbolic spaces which are not assumed
to be compact. Despite the fact that this principle implies numerous results which in general are true only
for compact spaces (and continuous functions) we can prove that for a large class K of such consequences A
the conclusion A is true in arbitrary bounded spaces even when ∃-UBX is used to facilitate the proof of A.
For a somewhat more restricted class of sentences A even eﬀective uniform bounds can be extracted from
such proofs.
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1 Introduction
In [15] and [8] general metatheorems are proved which have the form of rules of the
following type: If certain ∀∃-sentences are proved in classical analysis Aω augmented
by abstract structures X (Aω[X, . . .]) as ‘Urelements’ such as metric, hyperbolic (in
the sense of Kirk and Reich see [15]) or CAT(0) spaces (in the sense of Gromov), 1
then from a given proof one can extract an eﬀective uniform bound which holds
in arbitrary such structures and only depends on parameters from X via bounds
on the metric ([15]) or even just the distances of some relevant elements ([8]). So
whereas for the general class of Polish spaces as well as for individual eﬀectively
represented Polish spaces such a uniformity is guaranteed only under a compactness
assumption (essentially due to the separability of the space involved, see below and
[16]), in the case of proofs from general axioms for abstract classes of spaces as the
1 These papers also treat normed, uniformly convex and inner product spaces (and in [17] this has been
adapted also to hyperbolic spaces in the sense of Gromov and IR-trees) but in the present article we restrict
ourselves due to the limited space to the ones mentioned.
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ones mentioned above, metric boundedness is suﬃcient.
In this paper we extend Aω[X, . . .] by a strong uniform boundedness principle ∃-
UBX which states the above uniformity as an implication (rather than a rule).
Despite the fact that this principle allows one to derive many consequences which
are only true for compact spaces (and continuous functions), for a large class K of
consequences the correctness in arbitrary bounded metric resp. hyperbolic spaces
can be proved. ∃-UBX extends the principle Σ01-UB (introduced in [12] and further
studied in [14,5]) for the Cantor space C by including abstract bounded metric spaces
X in addition to C. Σ01-UB has proved to be useful in the cause of proof mining
in the context of compact Polish spaces (see [13] and [1]) as it allows one to give
very short and coding free proofs of many of the usual applications of weak Ko¨nig’s
lemma WKL. In addition Σ01-UB proves various classically false theorems such as
the uniform continuity (with modulus of continuity) of all extensional functionals
Φ : 2IN → IN which makes it possible to treat continuous functions without explicitly
having to refer to moduli of continuity. In the case of ∃-UBX , which applies even
in the absence of compactness conditions so that WKL is not applicable at all, the
beneﬁts are even bigger. As one of the applications we will show that it proves
(relative to the extension of Aω by the axioms for an abstract bounded hyperbolic
space (X, d,W )) that every nonexpansive function f : X → X has ﬁxed points,
where ‘nonexpansive’ means that
∀x, y ∈ X(d(f(x), f(y)) ≤ d(x, y)).
Although in general it is only true that such functions have approximate ﬁxed points
(but not necessarily ﬁxed points) this allows one to make free use of ﬁxed points to
facilitate proofs of sentences in K and nevertheless obtain correct results (see [15]
for a discussion of the relevance of this point). To achieve similar beneﬁts, often
ultrapowers of spaces X are used in functional analysis which, however, in contrast
to our method usually prevent one from getting eﬀective bounds on the conclusion.
2 Basic notions
Deﬁnition 2.1 1) The set T of all ﬁnite types over 0 is deﬁned inductively by
the clauses
(i) 0 ∈ T, (ii) ρ, τ ∈ T ⇒ (ρ → τ) ∈ T.
2) The set TX of all ﬁnite types over the two ground types 0 and X is deﬁned by
(i) 0,X ∈ TX , (ii) ρ, τ ∈ TX ⇒ (ρ → τ) ∈ TX .
3) A type ρ ∈ T has degree (≤)1 if ρ = 0→ . . . → 0 (including ρ = 0).
A type ρ ∈ TX has degree (0,X) if ρ = 0→ . . . → 0→ X (including ρ = X).
A type ρ ∈ TX has degree (1,X) if it has the form τ1 → . . . → τk → X
(including ρ = X), where τi has degree 1 or (0,X).
A type ρ ∈ TX has degree (·,X) if it has the form τ1 → . . . → τk → X
(including ρ = X), where τ1, . . . , τk ∈ T
X are arbitrary.
A type ρ ∈ TX has degree (·, 0) if it has the form τ1 → . . . → τk → 0 (including
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ρ = 0), where τ1, . . . , τk ∈ T
X are arbitrary.
In the following we often denote tuples xρ11 , . . . , x
ρn
n by x
ρ.
Deﬁnition 2.2 For ρ ∈ TX with ρ = ρ1 → . . . → ρk → 0 (i.e. for ρ of degree (·, 0))
we deﬁne a functional minρ of type ρ → ρ→ ρ by
minρ(x
ρ, yρ) := λvρ11 , . . . , v
ρk
k .min0(xv, yv)
and a relation ≤ρ between objects of type ρ by
x ≤ρ y :≡ ∀v
ρ1
1 , . . . , v
ρk
k (xv ≤0 yv)
with the usual primitive recursively deﬁned min0 and ≤0 .
The theory Aω for classical analysis is the extension of the weakly extensional
Peano arithmetic in all types WE-PAω by the schemata of quantiﬁer-free choice
QF-AC and dependent choice DC for all types in T (formulated for tuples of vari-
ables). 2 The theories Aω[X, d] and Aω[X, d,W ] result by extending Aω to all types
in TX and adding axioms for an abstract bounded metric (in the case of Aω[X, d])
resp. bounded hyperbolic (in the case of Aω[X, d,W ]) space. Aω[X, d,W,CAT(0)]
is the extension by an abstract bounded CAT(0)-space. For details see [15] which
also treats the case of normed spaces. Corresponding theories for general (not neces-
sarily bounded) metric and hyperbolic spaces are studied in [8] (similar extensions
by hyperbolic spaces in the sense of Gromov and by IR-trees have recently been
deﬁned in [17]). Since the results in this paper are most natural and useful in the
bounded case we do not consider these latter theories here.
That our theories are ‘weakly extensional’ means that we only have Spector’s
quantiﬁer-free extensionality rule. In particular, for the deﬁned equality x =X
y :≡ (dX(x, y) =IR 0IR), we do not have
x =X y → f
X→X(x) =X f(y)
but only from a proof of s =X t can infer that f(s) =X f(t). As discussed in great
detail in [15], this restriction is crucial for our results. In practice, we usually can
prove the extensionality of f for those functions we consider, e.g. for nonexpansive
functions, so that this issue only occasionally matters.
Deﬁnition 2.3 A formula F in L(Aω[X, d]) or L(Aω[X, d,W ]) is called ∀-formula
(resp. ∃-formula) if it has the form F ≡ ∀aσFqf (a) (resp. F ≡ ∃a
σFqf (a)) where
Fqf does not contain any quantiﬁer and the types in σ are of degree 1 or (1,X). We
call a formula a generalized ∃-formula, if there are no restrictions imposed on the
types σ.
Real numbers are represented as Cauchy sequences of rationals with ﬁxed rate
2−n of convergence which in turn are encoded as number theoretic functions f1,
where an equivalence relation f =IR g expresses that f
1, g1 denote the same real
numbers and ≤IR, <IR, | · |IR express the obvious relations and operations on the level
2 For DC the form with tuples is not stated in [15] but the proofs immediately work also in the presents of
tuples.
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of these codes. Here =IR,≤IR∈ Π
0
1 whereas <IR∈ Σ
0
1. Again details can be found in
[15].
3 Main results
Deﬁnition 3.1 The uniform boundedness schema ∃-UBX for generalized ∃-formulas
and bounded abstract metric spaces is deﬁned as follows 3
∃-UBX :≡
⎧⎨
⎩
∀y0→α(∀k0, xα, zβ∃n0A∃(y, k,minα(x, yk), z, n)→
∃χ1∀k0, xα, zβ∃n ≤0 χk A∃(y, k,minα(x, yk), z, n)),
where α is of degree (·, 0), β = β1, . . . , βm is a tuple of types in T
X of degree (·,X)
and A∃ is a generalized ∃-formula which may in addition to the variables indicated
may have arbitrary further parameters of arbitrary types.
Remark 3.2 If A∃(y, k, x, z, n) is extensional in x w.r.t.
x1 =α x2 :≡ ∀v(x1v =0 x2v), i.e. if
∀y, k, z, n, x1, x2(x1 =α x2 ∧A∃(y, k, x1, z, n)→ A∃(y, k, x2, z, n)),
then ∃-UBX can be rewritten equivalently as follows
⎧⎨
⎩
∀y0→α(∀k0∀x ≤α yk∀z
β∃n0A∃(y, k, x, z, n)→
∃χ1∀k0∀x ≤α yk∀z
β∃n ≤0 χkA∃(y, k, x, z, n)),
Deﬁnition 3.3 Let β be as before.
FX :≡ ∀Φ, y∃X ≤ y∃Z∀k0, xα, zβ(Φ(k,Xk,Zk) ≥0 Φ(k,minα(x, yk), z)).
Here X has type 0→ α, Zi has type 0→ βi and Φ has type
0→ α → β1 → . . . → βm → 0.
Lemma 3.4
Aω[X, d] + FX  ∃-UBX .
Analogously for Aω[X, d,W ] and the other extensions we consider.
Proof. Assume
∀k0, xα, zβ∃n0A∃(y, k,minα(x, yk), z, n).
By the schema of quantiﬁer-free choice QF-AC from Aω[X, d] (which is formulated
for tuples of variables) it follows that there exists a functional Φ such that
∀k0, xα, zβA∃(y, k,minα(x, yk), z,Φkxz).
Since
Aω[X, d]  minα(minα(x, yk), yk) =α minα(x, yk)
3 For notational simplicity for formulate the principle only for a single variable x but we can here (and in
the proofs below) also allow tuples as in the case of z which we do formulate for tuples as it is used this
way in our applications. Using appropriate contractions of tuples of variables of degree (·, 0) into a single
variable of degree (·, 0) one, alternatively, can also reduce the case with tuples x to the one we formulate.
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we can use the quantiﬁer-free extensionality rule QF-ER from Aω[X, d] to conclude
that
∀k0, xα, zβA∃(y, k,minα(x, yk), z,Φ(k,minα(x, yk), z)).
FX applied to Φ and y yields X(≤ y) and Z with
∀k0, xα, zβ(Φ(k,Xk,Zk) ≥0 Φ(k,minα(x, yk), z)).
Now deﬁne χ(k) := Φ(k,Xk,Zk). 
Theorem 3.5 1) Let σ, ρ be types of degree 1 and τ be a type of degree (1,X).
Let sσ→ρ be a closed term of Aω[X, d] and B∀(x
σ, yρ, zτ , u0)
(C∃(x
σ, yρ, zτ , v0)) be a ∀-formula containing only x, y, z, u free (resp. an ∃-
formula containing only x, y, z, v free).
If
∀xσ∀y ≤ρ s(x)∀z
τ (∀u0B∀(x, y, z, u) → ∃v
0C∃(x, y, z, v))
is provable in Aω[X, d]+∃-UBX , then one can extract a computable functional
Φ : ININ×...×IN × IN → IN such that for all x ∈ ININ×...×IN and all b ∈ IN
∀y ≤ρ s(x)∀z
τ [∀u ≤ Φ(x, b)B∀(x, y, z, u) → ∃v ≤ Φ(x, b)C∃(x, y, z, v)]
holds 4 in any (non-empty) b-bounded metric space (X, d) (where bX is to be
interpreted by the integer upper bound b on d). 5
The computational complexity of Φ can be estimated in terms of the strength
of the Aω-principle instances actually used in the proof (see remark 3.6 below).
2) If the premise is proved in ‘Aω[X, d,W ]+∃-UBX ’ instead of ‘Aω[X, d]+∃-UBX ’,
then the conclusion holds in all (non-empty) b-bounded hyperbolic spaces.
3) If the premise is proved in ‘Aω[X, d,W,CAT(0)]+∃-UBX ’ instead of ‘Aω[X, d]+
∃-UBX ’, then the conclusion holds in all (non-empty) b-bounded CAT(0)-
spaces.
Instead of single variables x, y, z, u, v we may also have ﬁnite tuples of vari-
ables x, y, z, u, v as long as the elements of the respective tuples satisfy the same
type restrictions as x, y, z, u, v. Moreover, instead of a single premise of the form
‘∀u0B∀(x, y, z, u)’ we may have a ﬁnite conjunction of such premises.
Remark 3.6 1) The proof of theorem 3.5 which we will give below is based on
the proof of theorem 3.7 in [15] and will actually provide an extraction al-
gorithm for Φ. The functional Φ is given by a closed term of WE-PAω+BR
where BR refers to Spector’s schema of bar recursion ([23]), i.e. Φ is a so-called
bar recursive functional. However, for concrete proofs usually only small frag-
ments ofAω[X, d,W ] (corresponding to fragments ofAω such as WE-PAω+QF-
AC+WKL) will be needed to formalize the proof so that Φ will be of much
lower complexity.
4 See [15] for the precise deﬁnition of ‘holds’.
5 Here bX is the constant of type 0 from A
ω [X, d] representing an upper bound on dX .
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2) Without the addition of the non-standard axiom ∃-UBX the theorem is proved
in [15] and again in [8] as a corollary to a more reﬁned metatheorem.
Remark 3.7 The most important aspects of theorem 3.5 are that the bound Φ(x, b)
does not depend on y, z nor does it depend on X, d or W and that the conclusion is
true in all b-bounded metric spaces (X, d), hyperbolic spaces (X, d,W ) and CAT(0)-
spaces, respectively, although the axiom ∃-UBX is not (see below).
Proof of Theorem 3.5: 1. By the previous lemma, the assumption implies that
Aω[X, d] + FX proves that
∀xσ∀y ≤ρ s(x)∀z
τ (∀u0B∀(x, y, z, u) → ∃v
0C∃(x, y, z, v)).
As in [15] one shows that Aω[X, d] + FX has a Go¨del functional interpretation in
Aω[X, d,X ,Z ]− + F˜X+(BR), where 6
Aω[X, d,X ,Z ]− := Aω[X, d,X ,Z ] \ { QF-AC }
and
F˜X :≡ X ≤ λΦ, y.y ∧ ∀Φ, y, k, x, zβ(Φ(k,XΦyk,ZΦyk) ≥0 Φ(k,minα(x, yk), z).
Here (BR) is the schema of (simultaneous) bar recursion of Spector (see [23,3,18])
extended to the types TX (see [15]) and Aω[X, d,X ,Z ] results from Aω[X, d] by
adding new constants X and Z of type (0 → α → β1 → . . . → βm → 0) → (0 →
α) → 0 → α resp. (0 → α → β1 → . . . → βm → 0) → (0 → α) → 0 → βi to the
language.
In addition to the proof given in [15] we only have to consider the functional in-
terpretation ((FX)′)D of the negative translation (FX)′ of FX : clearly (FX)′ is
intuitionistically implied by FX so that it suﬃces to solve the functional interpre-
tation (FX)D of FX . However, (FX)D precisely asks for functionals X ,Z satisfying
∀Φ, y, k0, xα, zβ(XΦy ≤ y ∧ (Φ(k,XΦyk,ZΦyk) ≥0 Φ(k,minα(x, yk), z)).
But this is just what we provided for in Aω[X, d,X ,Z ] + F˜X .
The next step in the proof of theorem 3.7 in [15] consists in establishing that
the model Mω,X of all strongly majorizable functionals over IN and an arbitrary
nonempty bounded metric space (X, d) is a model of Aω[X, d]−+(BR) and, more-
over, that for any closed term t of Aω[X, d]−+(BR) one can construct a closed term
t∗ of Aω[X, d]−+(BR) which does not contain dX such that
Mω,X |= t∗ s-maj t.
We now extend this by showing that
Mω,X |= Aω[X, d,X ,Z ]− + F˜X + (BR)
6 Even the axiom of dependent choice can be dropped as it disappears during the interpretation. But this
is not needed here.
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for a suitable interpretation of the new constants X and Z and that for any closed
term t ofAω[X, d,X ,Z ]−+(BR) we can construct a closed term t∗ ofAω[X, d]−+(BR)
which does not contain dX such that
Mω,X |= t∗ s-maj t.
Note that t∗ must not contain any of the constants X ,Z :
We reason in Mω,X . Let Φ, y, k be in Mω,X with types as above and let Φ∗, y∗ be
strong majorants for Φ, y in Mω,X . Since minα(x, yk) ≤α yk and β are types of
degree (·,X) it follows (using the trivial deﬁnition of s-majX) that
y∗k s-maj minα(x, yk) ∧ z
∗
i := λv.0X s-maj zi
for all k ∈ IN and all x, z in Mω,X of types α and β and suitable tuples of variables
v. Hence
∀x ∈Mω,Xα , z ∈ M
ω,X
β (Φ
∗(k, y∗k, z∗) ≥0 Φ(k,minα(x, yk), z)).
Thus
MaxΦ,y,k := max{Φ(k,minα(x, yk), z) : x ∈ M
ω,X
α ∧ z ∈M
ω,X
β }
exists (not that Mω,Xρ = ∅ for all ρ ∈ TX) and hence
(+) ∀Φ, y, k ∈Mω,X∃x, z ∈Mω,X(x ≤α yk ∧Φ(k, x, z) =0 MaxΦ,y,k).
By the axiom of choice applied to (+) we obtain functionals Ξ ≤ λΦ, y.y and Θ
such that x := ΞΦyk and z := ΘΦyk satisfy (+). We now put
[X ]Mω,X := Ξ ∧ [Z ]Mω,X := Θ.
In order to show that Ξ,Θ ∈Mω,X we construct closed terms X ∗ and Z∗ such that
Mω,X |= X ∗ s-maj X ∧ Z∗ s-maj Z.
The terms
X ∗ := λΦ, y.y, Z∗i := λv.0X
do the job (using that Mω,X |= X ≤ λΦ, y.y) for a suitable tuple v of variables,
where the length of the tuple and the types of its components only depend on βi.
It is clear that with this interpretation of X ,Z in Mω,X the axiom F˜X is satisﬁed.
The construction of t∗ from t now proceeds as in [15] with the additional clauses
that all occurrences of X ,Z are replaced by X ∗,Z∗. The rest of the proof is exactly
as in [15].
2. and 3. are proved analogously. 
Deﬁnition 3.8 The class K of formulas consists of all formulas F that are logically
equivalent to a prenex normal form F ′ ≡ ∃xρ11 ∀y
τ1
1 . . . ∃x
ρn
n ∀yτnn F∃(x, y) where F∃ is
an ∃-formula, the types ρi are of degree 0 and the types τi are of degree 1 or (1,X).
If τi, . . . , τn are of degree (1,X), then ρi might even be of degree (≤)1 or (0,X).
Corollary 3.9 1) Let A be a sentence in K. If
Aω[X, d] + ∃-UBX  A,
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then A holds in any (non-empty) b-bounded metric space (X, d).
If A does not contain bX , then it holds in any (non-empty) bounded metric
space.
2) If the premise is proved in ‘Aω[X, d,W ]+∃-UBX ’ instead of ‘Aω[X, d]+∃-UBX ’,
then the conclusion holds in all (non-empty) b-bounded hyperbolic spaces.
3) If the premise is proved in ‘Aω[X, d,W,CAT(0)]+∃-UBX ’ instead of ‘Aω[X, d]+
∃-UBX ’, then the conclusion holds in all (non-empty) b-bounded CAT(0)-
spaces.
Proof: 7 Let A be in prenex normal form of the form guaranteed by A ∈ K.
Consider the Herbrand normal form
AH :≡ ∀Y1, . . . , Yn∃x1, . . . , xn A∃(x1, . . . , xn, Y1x1, . . . , Ynx1 . . . xn)
of A. Since A→ AH holds by logic, the assumption implies that
Aω[X, d] + ∃-UBX  AH .
Since the types of Y are of degree 1 or (1,X) and those of x of degree 1 or (0,X)
(and hence a-fortiori of degree 1 or (1,X) so that
∃x1, . . . , xn A∃(x1, . . . , xn, Y1x1, . . . , Ynx1 . . . xn is an ∃-formula) we can apply the-
orem 3.5 to conclude that AH holds in any (non-empty) b-bounded metric space
(X, d). By logic and the axiom of choice AH implies A so that the corollary follows.
2) and 3) are proved analogously. 
4 Applications of ∃-UBX
In this sections we focus on applications of ∃-UBX involving the types β. Of course,
since ∃-UBX entails Σ01-UB, it also covers all the applications of the latter (see [13]).
4.1 Application 1:
We now show that ∃-UBX strengthens the assumption of separability of the bounded
metric space (X, d) to total boundedness. This puts into focus the phenomenon
implicit already in the counterexample presented in [15] (p.91) to the possibility of
a metatheorem corresponding to theorem 3.5 for separable spaces.
Deﬁnition 4.1 Let (X, d) be a totally bounded metric space. A function α : IN →
IN satisfying
∃(an)n inX∀k ∈ IN∀x ∈ X∃n ≤ α(k)(d(x, an) < 2
−k)
is called a modulus to total boundedness.
Proposition 4.2 Aω[X, d] + ∃-UBX proves the following:
‘If (X, d) is separable, then (X, d) is totally bounded and has a modulus of total
7 A similar argument is used already in [8].
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boundedness α’.
More precisely
Aω[X, d] + ∃-UBX  ∀f0→X(∀k0, xX∃n0(dX(f(n), x) <IR 2
−k)→
∃α1∀k0, xX∃n ≤ α(k)(dX (f(n), x) <IR 2
−k)).
Proof: ∃-UBX applied to
∀k0, xX∃n0(dX(f(n), x) <IR 2
−k)
yields (noticing that ‘dX(f(n), x) <IR 2
−k’ is an ∃-formula) that
∃α1∀k0, xX∃n ≤ α(k)(dX (f(n), x) <IR 2
−k).

4.2 Application 2:
The next proposition shows that ∃-UBX implies that every fX→X that represents
a function : X → X, i.e. that respects =X , is uniformly continuous with a modulus
of uniform continuity ω. Moreover from the assumption that all fX→X represent
functions, ∃-UBX allows one to derive that all functions f : X → X have a common
modulus of uniform continuity. This corresponds to the counterexample from [15]
(p.115) to the possibility to add full extensionality in theorem 3.5: If full extension-
ality is used in a proof it has to follow as a consequence of uniform equi-continuity
in order to permit the extraction of uniform bounds. This is the case e.g. for non-
expansive functions but (as discussed in [15,8]) not for directionally nonexpansive
or weakly quasi-nonexpansive functions where only the use of the quantiﬁer-rule of
extensionality is allowed.
Proposition 4.3 Let
Ext(fX→X) :≡ ∀xX , yX(x =X y → f(x) =X f(y)).
1) Aω[X, d] + ∃-UBX proves that
∀fX→X(Ext(f)→
∃ω1∀k0, xX , yX(dX(x, y) <IR 2
−ω(k) → dX(f(x), f(y)) <IR 2
−k)).
2) Aω[X, d] + ∃-UBX proves that
∀fX→X(Ext(f))→
∃ω1∀fX→X , k0, xX , yX(dX(x, y) <IR 2
−ω(k) → dX(f(x), f(y)) <IR 2
−k).
Proof: 1) By the deﬁnition of =X , the assumption Ext(f) can be written as
∀xX , yX(∀n0(dX(x, y) ≤IR 2
−n)→ ∀k0(dX(f(x), f(y)) <IR 2
−k))
and hence as
(+) ∀xX , yX∀k0∃n0(dX(x, y) ≤IR 2
−n → dX(f(x), f(y)) <IR 2
−k),
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where
dX(x, y) ≤IR 2
−n → dX(f(x), f(y)) <IR 2
−k
is (logically equivalent to) an ∃-formula. Hence ∃-UBX applied to (+) yields
∃ω1∀k0, xX , yX(dX(x, y) ≤IR 2
−ω(k) → dX(f(x), f(y)) <IR 2
−k)
which establishes the claim.
2) is proved analogously by applying ∃-UBX to
(++) ∀fX→X∀xX , yX∀k0∃n0(dX(x, y) ≤IR 2
−n → dX(f(x), f(y)) <IR 2
−k)
noticing that also the type X → X is admissible as a type β in ∃-UBX . 
4.3 Application 3:
The next application shows that ∃-UBX extends the usual WKL-applications for
compact spaces and continuous functions to bounded spaces and arbitrary functions.
Proposition 4.4 Let β be of degree (·,X). Then Aω[X, d] + ∃-UBX proves the
following
∀Φβ→1(∀k0∃yβ(|Φ(y)|IR <IR 2
−k)→ ∃yβ(Φ(y) =IR 0)).
This also holds for tuples of variables yβ as long as the types β are all of degree
(·,X).
Proof: Suppose that
∀yβ(Φ(y) =IR 0).
Then
∀yβ∃k0(|Φ(y)|IR >IR 2
−k)
and hence by ∃-UBX
∃k0∀yβ(|Φ(y)|IR >IR 2
−k)
contradicting the assumption. 
4.4 Application 4:
In this application we show that ∃-UBX allows one to make free use of ﬁxed points
of nonexpansive mappings in proofs (and still obtain correct
K-conclusions) despite the fact that such ﬁxed points in general do not exist (not
even for nonexpansive selfmappings of bounded, closed, convex subsets of Banach
spaces such as c0, see [22]).
Proposition 4.5 Aω[X, d,W ] + ∃-UBX proves the following
∀fX→X(f nonexpansive → ∃xX(f(x) =X x)).
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Proof: Since f(x) =X x ↔ dX(x, f(x)) =IR 0 we obtain from the previous applica-
tion applied to Φ(x) := dX(x, f(x)) that it suﬃces to show
∀k0∃xX(dX(x, f(x)) <IR 2
−k).
This, however, follows from theorem 1 in [9] whose proof can be formalized in
Aω[X, d,W ]. 
Remark 4.6 The existence of approximate ﬁxed points of nonexpansive mappings
between bounded hyperbolic spaces used in the proof above rests strongly on the
presence of the hyperbolic structure provided by W and is false for general bounded
metric spaces: consider IR equipped with the truncated metric D(x, y) := min(|x−
y|, 1) and f : IR → IR with f(x) := x + 1. f is a nonexpansive (even isometric)
selfmapping of the bounded metric space (IR,D) but has no ε-ﬁxed points for 0 <
ε < 1.
4.5 Application 5:
There are numerous ﬁxed point theorems for various classes of functions of so-called
contractive type (see [4,19,20,21]). Often compactness assumptions are used to en-
sure certain uniform versions of contractivity and the assumption of compactness
can be replaced by boundedness if the functions are assumed to satisfy the uniform
contractivity notions. In the cause of proof mining, the need to uniformize con-
tractivity conditions on f has turned out to be crucial as well (see e.g. [7,6,1,2]).
∃-UBX is a general tool for producing such uniformizations:
Deﬁnition 4.7 Let (X, d) be a metric space and f : X → X a selfmapping of X.
1) f is called contractive (see [4]) if
∀x, y ∈ X(x = y → d(f(x), f(y)) < d(x, y)).
2) f is called uniformly contractive with modulus α : IN→ IN (see [19]) if
∀k ∈ IN∀x, y ∈ X(d(x, y) > 2−k → d(f(x), f(y)) < (1− 2−α(k)) d(x, y)).
Proposition 4.8 Aω[X, d] + ∃-UBX proves the following: ‘every contractive map-
ping f : X → X is uniformly contractive with some modulus α’.
Proof: Assume that
∀xX , yX(x =X y → dX(f(x), f(y)) <IR dX(x, y)).
Then
∀xX , yX , k0∃n0(dX(x, y) ≥IR 2
−k → dX(f(x), f(y)) <IR (1− 2
−n)dX(x, y)),
where
dX(x, y) ≥IR 2
−k → dX(f(x), f(y)) <IR (1− 2
−n)dX (x, y)
is an ∃-formula. Hence ∃-UBX yields
∃α1∀k0, xX , yX(dX (x, y) ≥IR 2
−k → dX(f(x), f(y)) <IR (1− 2
−α(k))dX(x, y)).

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In a similar way, ∃-UBX implies corresponding uniform versions of many other more
liberal notions of contractivity (see [20,21] and [1,2]).
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