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GESTION DE LA RÉCUPÉRATION DE DONNÉES
DANS LES SYSTÈMES DE STOCKAGES INFONUAGIQUES
Ghada TLILI
RÉSUMÉ
Avec l’émergence du Big Data, de nombreuses entreprises s’appuient de plus en plus sur l’info-
nuage pour stocker et extraire d’énormes quantités de données aﬁn de bénéﬁcier de l’évolutivité
et des performances offertes par les services de stockage en nuage. En conséquence, le temps
de récupération de données est devenu d’une importance primordiale pour les utilisateurs de
l’infonuage. Cependant, les systèmes de gestion de données actuels ne sont pas optimisés pour
réduire ce temps parce qu’ils suivent la stratégie Premier Entré Premier Servi (PEPS) pour
répondre aux requêtes des utilisateurs. Nous avons constaté que cette stratégie, d’une part, ne
convient plus aux préférences des utilisateurs qui exigent de nos jours la récupération des don-
nées avant des échéances. D’autre part, elle ne favorise pas la maximisation de bande passante
assurant le transfert des données entre les serveurs de l’infonuage et les utilisateurs. Dans ce
mémoire, nous présentons deux solutions d’ordonnancement de requêtes de ﬁchiers, baptisés
DA et DA-Resch, qui visent à améliorer la méthode classique de gestion de transfert de données
aﬁn de minimiser le temps de transfert et respecter les échéances spéciﬁées par les utilisateurs.
Nous montrons à travers des expériences réelles utilisant le système de stockage de OpenStack
(Swift) que, comparé au système client de Swift traditionnel, DA et DA-Resch augmentent
signiﬁcativement le pourcentage de requêtes respectant leurs échéances, réduisent le temps de
transfert des données et maximisent l’utilisation de la bande passante.
Mots-clés: Systèmes de stockage dans l’infonuage, OpenStack Swift, ordonnancement des
requêtes

MANAGING DATA RETRIEVAL IN CLOUD STORAGE SYSTEMS
Ghada TLILI
ABSTRACT
With the emergence of cloud computing and Big Data, many companies are increasingly re-
lying on the cloud to store and retrieve tremendous amounts of data to leverage the scalability
and performance offered by cloud storage services. As a result, data retrieval time has become
of a paramount importance for cloud users especially. However, current data management sys-
tems are still not optimized to reduce such time. They follow First In First Out (FIFO) sche-
duling in order to respond to user requests. We found that this strategy, on one hand, is no
longer appropriate for users’ preferences that nowadays require data retrieval before speciﬁc
deadlines. On the other hand, it does not allow to maximize bandwidth usage ensuring data
transfers between cloud servers and the different users. In this thesis, we present two deadline-
aware data request scheduling schemes, called DA and DA-Resch, that aim at scheduling data
requests in order to minimize data transfer times and to meet the deadlines speciﬁed by the
users. We show through real experiments using OpenStack storage system (i.e., Swift) that,
compared to the traditional Swift Client system, DA and DA-Resch signiﬁcantly increase the
percentage of requests meeting their deadlines, reduce data transfer times and maximize band-
width usage.
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De nombreuses applications à grande échelle en sciences, en ingénierie et en domaine d’af-
faires génèrent des quantités colossales de données, maintenant souvent appelé Big Data. Ces
énormes quantités de données sont télé-versées chaque seconde sur de grandes plateformes de
stockages. Un exemple de référence peut être le cas de YouTube dont des centaines d’heures
de vidéos sont ajoutées aux serveurs chaque seconde. Nous pouvons estimer (en supposant que
les vidéos sont en Haute Déﬁnition) à des centaines de téra-octets la quantité de données versée
par jour 1.
Comme la quantité du contenu multimédia a tendance à augmenter, la demande pour le trans-
fert de données massives est également en croissance continue à diverses ﬁns telles que le
stockage de données, le traitement et l’analyse. Ces besoins en récupération de données créent
un déﬁ quant à l’acheminement optimal de ce contenu vers l’utilisateur, et ce, avec une qua-
lité de service déﬁnie au préalable. En fait, l’infonuage utilise des centres de données pour
héberger les applications et les données. Le service de récupération des données est offert aux
utilisateurs sur le modèle de paiement à l’utilisation tandis que la qualité de ce service est déﬁni
selon les accords de niveau de service également connus sous le nom de Service Level Agree-
ment (SLA). Un des critères les plus importants dans ce contrat de service est la possibilité de
récupérer des données dans un laps de temps bien déﬁni.
Garantir la satisfaction des utilisateurs en termes de temps de transfert représente un déﬁ majeur
pour la communauté de gestion des données dans les systèmes de stockage de l’infonuage.
Aﬁn de satisfaire les accords de niveau de service (SLA), les transferts de données doivent
être complétés avant une échéance spéciﬁée par l’utilisateur. De plus, les ressources WAN,
1. https ://www.statista.com/statistics/259477/hours-of-video-uploaded-to-youtube-every-minute/
2particulièrement les liens inter/intra centres de données, sont assez coûteuses, ce qui implique
qu’elles devraient être pleinement utilisées.
Aﬁn d’assurer le transfert de ﬂux dans le réseau de l’infonuage, le contrôle de congestion TCP
et l’ordonnancement Premier Entré Premier Sorti (PEPS) des requêtes de transferts de données
sont actuellement les plus utilisés pour gérer les transferts de ﬂux (Zhang et al. (2017)). Par
conséquent, le concept d’ordonnancement des transferts de données et d’allocation efﬁcace des
ressources restent des problèmes ouverts. En effet, les ressources sont habituellement limitées.
Cela implique, entres autres, un déﬁ quant à la gestion des pics de demandes. Cependant, ils
existent plusieurs problèmes ouverts dans ce champs de recherche. Les politiques d’ordonnan-
cement récents sont généralement basées sur la minimisation du temps de transfert des données
ou le nombre de transferts satisfaisant leurs échéances. Cependant, l’ordonnancement des re-
quêtes des utilisateurs considérant leurs exigences reste un problème ouvert.
Problématique
Les services de stockage en nuage devraient satisfaire, autant que possible, les exigences de per-
formance spéciﬁées dans le contrat d’accord de service (SLA), et plus précisément en termes
de temps de récupération des données. Le temps de récupération de données est le temps perçu
par l’utilisateur à partir du moment où il envoie une requête au système de stockage en nuage
jusqu’au moment où il reçoit la donnée demandée. Des études récentes menées par Amazon,
Microsoft et Google ont révélé qu’une légère augmentation de ce délai réduirait la satisfaction
des utilisateurs et entraînerait donc une perte de revenus (Linden (2006), Schurman & Brutlag
(2009)). Par exemple, des expériences menées sur Amazon ont montré qu’un délai de 100 ms
pour une demande de récupération de données au cours du processus de présentation Web peut
dégrader les ventes de 1% (Linden (2006)).
3En même temps, fournir des garanties strictes sur le temps de récupération des données est
toujours un déﬁ non résolu en raison des goulots d’étranglement potentiels et imprévisibles
dans le réseau, de la préemption possible par d’autres tâches, l’indisponibilité du serveur, les
activités de mise à jour et de maintenance ainsi que les pannes imprévisibles (Sanjay et al.
(2003)).
Figure 0.1 Mécanisme de récupération de données dans les
systèmes de stockage traditionnels de l’infonuage.
À titre d’exemple, considérons une entreprise qui héberge ses données dans un système de
stockage en nuage. La ﬁgure 0.1 illustre un aperçu de l’interaction entre les systèmes de sto-
ckage en nuage traditionnels et les utilisateurs qui sont les employés de cette entreprise. Les
utilisateurs peuvent accéder aux serveurs de données via le réseau. Chaque utilisateur envoie
une requête de récupération de données au système de stockage en cloud via des API de type
REST. Comme nous considérons le cas d’un système de stockage en nuage traditionnel où les
requêtes sont envoyées simultanément, le serveur de stockage les traitera dans un ordre Premier
Entré Premier Servi (PEPS), ce qui peut pénaliser les requêtes hautement prioritaires. Le pro-
blème devient plus critique lorsque le serveur transfère d’énormes quantités de données sans
tenir compte des priorités des requêtes.
Le temps de transfert requis par chaque utilisateur diffère de l’un à l’autre. Par exemple,
certains utilisateurs peuvent demander la récupération de vidéos et documents sans aucune
4échéance. Ces transferts ne sont pas critiques et peuvent être retardés. D’autres utilisateurs
peuvent avoir besoin de récupérer une image de machine virtuelle de sauvegarde à partir du
serveur pour une utilisation urgente avec une échéance stricte. Les requêtes de ce type doivent
être entièrement satisfaites avant leurs échéances. Comme il est inutile qu’une donnée arrive à
l’utilisateur après son échéance, la requête est rejetée car l’échéance ne peut pas être respectée.
L’utilisateur est ainsi invité à renvoyer une nouvelle échéance.
Objectif et contributions
Pour résoudre ce problème, nous proposons d’agir du côté de l’entreprise en déployant un
module de gestion de requêtes qui ordonnance intelligemment les requêtes des utilisateurs.
- Nous avons tout d’abord élaboré un module de surveillance de bande passante mesurée
en temps réel entre le système de stockage et les utilisateurs aﬁn d’estimer le temps de
transmission de chaque ﬁchier de données demandée.
- Nous avons, par la suite, développé une formulation mathématique du problème d’ordon-
nancement de requêtes à l’aide d’un programme linéaire à nombres entiers (PLNE) qui
permet de trouver les décisions optimales d’ordonnancement de requêtes en déterminant
quelle requête doit être traitée et à quel instant, tout en maximisant la consommation de la
bande passante disponible et le taux de requêtes respectant leurs échéances.
- Finalement, nous avons implémenté un module d’ordonnancement de requêtes déployé du
côté des utilisateurs pour planiﬁer les requêtes des ﬁchiers de données de manière dyna-
mique dans le but de minimiser les délais de transfert des données à partir de Swift (le
système de stockage de OpenStack) et de respecter les échéances spéciﬁées par les utilisa-
teurs. Ces fonctionnalités sont mises en oeuvre à travers deux algorithmes baptisés DA et
DA-Resch que nous proposons dans le présent travail.
5Méthodologie du travail
Aﬁn de répondre aux questions de la problématique et atteindre notre objectif, nous proposons
une méthodologie subdivisée en quatre parties. D’abord, nous commençons par une explora-
tion du contexte de notre recherche en mettant l’accent sur les concepts relatifs à l’infonuage
et en particulier le stockage dans l’infonuage. Ensuite, nous élaborons une revue de littérature
en présentant les solutions antérieures qui abordent des problématiques similaires à la nôtre.
L’étape suivante consiste à proposer une solution pour l’ordonnancement des requêtes de trans-
ferts de données en tenant compte des échéances des requêtes et maximisant la consommation
de la bande passante disponible avant leur implémentation et intégration dans Swift. Finale-
ment, nous procédons à la phase de test et de validation du système proposé dans laquelle nous
étudions l’impact de notre solution sur la performance de Swift notamment en termes de temps
de récupération de données, taux de requêtes satisfaisant leurs échéances ainsi que celle du
réseau en évaluant la consommation de bande passante durant les transferts.
Publications
Nous avons publié les résultats obtenus dans ce travail dans un article de conférence nommé
«On Providing Deadline-Aware Cloud Storage Services» (Tlili, Ghada, Zhani, Mohamed Faten
et Elbiaze, Halima, 2018) qui sera présenté à la conférence Innovation in Clouds, Internet and
Networks (ICIN 2018) à Paris (France) en Février 2018.
Organisation du rapport
Le diagramme présenté dans la ﬁgure 0.2 illustre l’organisation de ce mémoire composé de
quatre chapitres. Le premier chapitre présente une introduction générale sur l’infonuage dé-
taillant les différentes notions relatives au stockage de données. Ce chapitre commence par
une description générale des types de l’infonuage, suivi d’un aperçu sur le stockage dans l’in-
6fonuage. Il se concentre ensuite sur Swift de OpenStack comme un exemple de service de
stockage dans l’infonuage.
Dans le deuxième chapitre, nous présentons une revue de littérature qui se focalise sur les
travaux existants traitant la gestion de transfert de données dans l’infonuage notamment la
notion d’ordonnancement des requêtes de transferts de données. La dernière section de ce
chapitre présente une étude comparative entre notre solution et les travaux existants.
Le troisième chapitre présente les détails de notre solution proposée. Nous commençons par
une modélisation mathématique du problème. Nous présentons, par la suite, l’architecture de
notre solution tout en discutant ses composantes et les principaux choix de conception qui ont
été considérées aﬁn d’atteindre les objectifs visés tels que la réduction du temps de transfert des
données et la maximisation de la consommation de la bande passante disponible aﬁn d’atteindre
la qualité de service souhaitée des utilisateurs de l’infonuage.
Les résultats expérimentaux sont décrits dans le quatrième chapitre. Le chapitre commence par
présenter notre environnement expérimental et les scénarios considérés. Ensuite, il se concentre
sur l’étude de l’efﬁcacité de note solution en évaluant les résultats obtenus en termes de taux
de requêtes respectant leurs échéances, consommation de bande passante disponible ainsi que
les retards enregistrés pour les différentes requêtes.
Ce rapport se termine par une conclusion générale sur notre projet de recherche et quelques
perspectives pour les futurs travaux.





Ce chapitre présente les concepts de base relatifs à l’infonuage avant de mettre l’accent sur
la composante stockage à laquelle nous nous intéressons dans notre mémoire. Il commence
par une description générale des types de l’infonuage, suivi d’un aperçu sur le stockage dans
l’infonuage. Il se concentre ensuite sur Swift de OpenStack comme un exemple de service de
stockage dans l’infonuage.
1.2 L’infonuage
Dans cette section, nous allons présenter le concept de l’infonuage, ses différents caractéris-
tiques et types.
1.2.1 Déﬁnition
L’infonuage, selon l’institut national des normes et de la technologie (NIST) (Fang Liu (2016)),
est une technologie qui permet de servir un ensemble de ressources de calcul ou de stockage de
serveurs informatiques distants auxquels les usagers se connectent via un réseau, généralement
Internet. Ces serveurs sont loués à la demande selon l’utilisation.
Les utilisateurs de l’infonuage payent pour le service selon leurs consommations suivant le
modèle ’pay as you go’ d’une façon mensuelle ou annuelle. Amazon est la première entreprise
qui a commencé à utiliser cette technologie dans ses centres de données en 2000 (Amazon_S3
(2013)).
Nous notons qu’un centre de données est un site physique qui regroupe les équipements consti-
tuants le système d’informations de l’entreprise à savoir les équipements réseaux, les ordina-
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teurs, les serveurs et les baies de stockage. Il est interne ou externe à l’entreprise, exploité ou
non avec le soutien de prestataires.
1.2.2 Caractéristiques
Les principales caractéristiques d’un infonuage sont l’accès aux services à la demande, le paie-
ment à l’usage, l’ouverture, la mutualisation et l’élasticité (Fang Liu (2016)) :
- Accès aux services à la demande : La mise en œuvre des systèmes est totalement auto-
matisée. En fait, l’utilisateur met en place et gère la conﬁguration à distance au moyen
d’une console de commande. Dans l’infonuage, la demande est automatique et la réponse
est immédiate.
- Paiement à l’usage : Pour des raisons d’adaptation des moyens techniques, de facturation et
de contrôle, la quantité de service consommée dans l’infonuage est mesurée.
- Ouverture : Les services de l’infonuage sont mis à disposition sur Internet et utilisent des
techniques standardisées permettant de servir les consommateurs qui se disposent d’un or-
dinateur, un téléphone ou une tablette.
- Mutualisation : Les ressources hétérogènes (matériel, logiciel, traﬁc réseau) sont combinées
aﬁn de servir plusieurs utilisateurs auxquels les ressources sont automatiquement attribuées.
- Élasticité : Elle permet d’aligner les ressources aux variations de la demande d’une manière
automatique.
1.2.3 Types de services infonuagiques
Il existent principalement trois types de services offerts pour les utilisateurs de l’infonuage,
comme le montre la ﬁgure 1.1. Nous les présentons brièvement dans ce qui suit.
- Infrastructure as a Service (IaaS) : Ce modèle livre les ressources physiques ou les machines
virtuelles en termes de CPU, stockage, mémoire ou système d’exploitation.
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Figure 1.1 Modèle de l’infonuage. Tirée de Saurabh (2016)
- Platform as a Service (PaaS) : Dans ce type de service, les utilisateurs gèrent les services et
les applications qu’ils développent. Ils ont le contrôle complet sur le déploiement de logi-
ciels et leurs conﬁgurations. Tandis que le fournisseur maintient la plate-forme d’exécution
de ces applications à savoir le matériel des serveurs, les logiciels de base et l’infrastructure
qui regroupe principalement la connexion au réseau, le stockage et la sauvegarde.
- Software as a Service (SaaS) : Pour plusieurs années, les utilisateurs ont été obligés d’ins-
taller leurs propres plateformes. Cependant, aujourd’hui, grâce à l’infonuage, les logiciels
d’application, à savoir, la messagerie électronique ou les jeux en ligne s’exécutant sur les
infrastructures de l’infonuage, sont fournis aux utilisateurs. Ainsi, les ressources sont uti-
lisées d’une manière efﬁcace indépendamment des contraintes d’implantation TI. De plus,
cela permet de minimiser les coûts de maintenance logicielle.
1.3 OpenStack : Exemple de IaaS
Dans cette section, nous allons présenter la plateforme OpenStack comme un exemple de IaaS
en détaillant ses principaux composants.
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1.3.1 Déﬁnition
OpenStack est une plateforme infonuagique qui contrôle un ensemble de ressources de cal-
cul, de stockage et de réseau dans un centre de données à travers plusieurs services connectés
(OpenStack). Toutes ces ressources sont gérées via un tableau de bord (dashboard) qui permet
aux administrateurs de contrôler les ressources de l’infrastructure en permettant à leurs utilisa-
teurs d’approvisionner des ressources à travers une interface web, une ligne de commande ou
des APIs (Application Programming Interface) comme montre la ﬁgure 1.2.
Les services offerts par OpenStack (détaillés au niveau de la section suivante) sont efﬁcacement
surveillés par la composante Monitoring qui permet de collecter, normaliser et transformer
les données produites par ces services. La solution OpenStack est un IaaS (Infrastructure as
a Service) libre et ouvert (open-source). La première version livrée par la communauté fut
disponible dès octobre 2010. Le projet est en développement continu depuis 2010. Chaque six
mois, une nouvelle version voit le jour.
Figure 1.2 Vue globale de OpenStack. Tirée de OpenStack
(2017)
1.3.2 Composants
La solution OpenStack a une architecture modulaire qui renferme plusieurs services. Dans ce
qui suit, nous présentons brièvement les principaux services.
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Figure 1.3 Architecture conceptuelle des services OpenStack.
Source : Architecture_OpenStack
- Calcul (Nova) : Nova est considéré comme une des briques principales d’OpenStack. Son
objectif est de gérer les ressources de calcul des infrastructures. Pour ce faire, Nova fournit
une API pour la manipulation des (machines virtuelles par les utilisateurs à la demande.
De plus, Nova interagit fortement avec d’autres services OpenStack tels que Keystone pour
l’authentiﬁcation, Horizon pour son interface Web et Glance pour la fourniture des images.
- Image (Glance) : Ce composant permet de stocker les images disque et leurs méta-données.
- Identité (Keystone) : Ce composant fournit le service d’authentiﬁcation et d’autorisation
pour les autres services de OpenStack.
- Réseau (Neutron) : Ce composant permet de créer les réseaux, les sous réseaux, les routeurs
et les ports lorsque les utilisateurs créent les machines virtuelles. Autrement, il fournit le
réseau comme un service entre les équipements gérés par le service de calcul.
- Stockage : Le stockage est considéré comme l’une des fonctionnalités principales d’OpenS-
tack. Il s’agit de traiter les demandes de gestion des espaces de stockage. OpenStack offre
deux types de stockage.
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• Stockage bloc (Cinder) : Il s’agit d’une exigence fondamentale pour les infrastructures
virtuelles. Il est dédié pour le stockage des machines virtuelles ainsi que les données
qu’elles utilisent. En fait, Cinder permet de virtualiser la gestion des périphériques de
stockage et fournit aux utilisateurs ﬁnaux une API pour demander et consommer ces
ressources sans avoir besoin de savoir où leur stockage est réellement déployé.
• Stockage objet (Swift) : Ce composant permet la gestion du stockage objet. Il est gé-
néralement utilisé pour le stockage des données des utilisateurs. Nous détaillerons ce
composant dans la section suivante.
1.4 Le stockage dans l’infonuage
Le stockage dans l’infonuage est considéré comme l’un des services de l’infonuage les plus
pertinents. Dans cette section, nous présentons plus de détails sur le stockage dans l’infonuage,
ses types et quelques cas d’utilisation.
1.4.1 Déﬁnition
Le stockage dans l’infonuage est un modèle de stockage de données dans lequel les données
sont stockées dans des serveurs, détenues et gérées par les propriétaires de ces derniers, appelés
fournisseurs de services de stockage. Ces fournisseurs sont responsables d’assurer la disponi-
bilité et l’accessibilité des données d’une part et le bon fonctionnement de l’environnement
physique d’autre part 1.
Les organisations et les individus approvisionnent la capacité de stockage auprès des fournis-
seurs pour stocker leurs données.
1.4.2 Types de stockage dans l’infonuage
Nous distinguons trois types de stockage dans l’infonuage.
1. https ://aws.amazon.com/fr/what-is-cloud-storage/
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- Stockage infonuagique public : L’entreprise externalise ses moyens de stockage en dédiant
la gestion du stockage à une autre entreprise. Un des avantages de ce type de stockage est
que l’entreprise n’a pas besoin de recruter des spécialistes dans ce domaine. Cependant, elle
perd le contrôle de l’infrastructure et des données. Amazon S3, Dropbox et Google Drive
sont des exemples de stockage infonuagique public.
- Stockage infonuagique privé : L’entreprise exploite l’infrastructure de stockage et ses don-
nées. Tout est déployé généralement en interne. Ainsi, l’infonuage ne sera accessible aux
utilisateurs qu’à travers des réseaux sécurisés. Le stockage privé est surtout adapté aux
grandes entreprises ou à celles exigeant la sécurité de leurs données. OpenStack, OpenNe-
bula sont des exemples de stockage infonuagique privé.
- Stockage infonuagique hybride : Il regroupe les avantages du stockage public et privé. Il
s’agit de mettre les données critiques dans le stockage privé et le reste dans le stockage
public. Au vu de minimiser les coûts d’exploitation, les entreprises ont tendance à utiliser
le stockage privé pour leurs charges usuelles et dédier le stockage public pour les surcharges
ponctuelles.
1.4.3 Utilisation du stockage dans l’infonuage de l’entreprise
Au cours des dernières années, les services de stockage en nuage comme Amazon S3, Dropbox,
et Google Drive, ont gagné une grande popularité. De nombreuses entreprises et de simples uti-
lisateurs comptent sur de tels services pour héberger leurs données dans l’infonuage puisque
les capacités des périphériques de stockage locaux sont encore limitées et ne sont pas sufﬁsam-
ment extensibles pour stocker les quantités croissantes de données. Cette croissance est dûe à la
prolifération des téléphones intelligents équipés d’appareils photo haute-résolution combinée à
l’amélioration des capacité des réseaux mobiles, dont les besoins en stockage et transfert sont
en constante augmentation. Nous pouvons aussi citer à titre d’exemple le contenu vidéo à la




Le système de stockage en ligne Amazon S3 est rapidement passé de 14 milliards d’objets en
janvier 2008 jusqu’à 905 milliards d’objets en mars 2012, comme le montre la ﬁgure 1.4 3.
Cela a entraîné des prix de plus en plus bas : de l’ordre de 0.1 euro par giga-octets et par mois.
Des études récentes ont estimé un taux de croissance annuel de 25,8% sur le marché mondial
du stockage en nuage, qui passera de 23,76 milliards de dollars en 2016 à 74,94 milliards de
dollars en 2021 (Barr (2013)).
Figure 1.4 Nombre total des objets stockés dans Amazon S3.
Tirée de Barr (2013) (2016)
De plus en plus d’entreprises ont tendance à héberger leurs données dans l’infonuage notam-
ment pour les raisons suivantes :
- Stockage à très grande échelle : Les entreprises produisent d’énormes quantités de données
à savoir des e-mails, des documents, des ﬁchiers audio et vidéo et des ﬁchiers journaux.
L’infrastructure de l’infonuage est considéré comme un moyen économique permettant de
stocker ces gros volumes de données.
- Sauvegarde à distance : Au cas de la non disponibilité d’un site, il faut prévoir la distribution
des données sur plusieurs sites. Pour ces ﬁns, les services de stockage dans l’infonuage
constituent une méthode simple pour sauvegarder les données hors site.
3. https ://aws.amazon.com/fr/blogs/aws/amazon-s3-more-than-449-billion-objects/
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- Archivage : Les entreprises ont besoin d’archiver leurs données pour répondre aux exi-
gences réglementaires et pour alimenter les applications d’analyse métier. Cela permet aux
entreprises de conserver davantage de données de manière économique pendant plus long-
temps.
1.4.4 Méthode d’accès au système de stockage
L’API de stockage est la méthode la plus utilisée pour l’accès et l’utilisation du système de
stockage. La forme la plus commune des API est le service web REST (REpresentational State
Transfer) 4. Une des plus importantes propriétés de REST est son architecture sans état. Cela
signiﬁe que la requête contient toutes les informations nécessaires pour que le système de
stockage renvoie la réponse adéquate. Ainsi, l’établissement d’une session entre l’utilisateur et
le système de stockage n’est pas requis.
1.4.5 OpenStack Swift : Exemple de système de stockage dans l’infonuage
OpenStack Swift est parmi les systèmes open-source de stockage de l’infonuage les plus popu-
laires (OpenStack_Swift_Community). Plusieurs entreprises comme Rackspace (Rackspace),
eBay (ebay) et Instagram (Instagram) sont en train d’utiliser Swift pour le stockage, la gestion
et la récupération de quantités de données massives. OpenStack a implémenté deux projets
pour la gestion du stockage objet à savoir Swift du côté serveur et python-swiftclient du côté
client. La ﬁgure 1.5 présente l’interaction entre ces deux projets.
- Le serveur Swift : Il est codé en Python et il est typiquement utilisé pour stocker des don-
nées non structurées (Base de données dans la ﬁgure 1.5) à savoir les machines virtuelles,
les images, les ﬁchiers audio/vidéo ainsi que les sauvegardes. Swift est capable de gérer des




Figure 1.5 Interaction entre le serveur et le client de Swift.
Figure 1.6 Structure de l’objet. Tirée de Sivaram (2016)
Swift gère les données en tant qu’objets contrairement aux systèmes de stockage tradition-
nels comme les systèmes de ﬁchiers qui gèrent les données en utilisant une hiérarchie de
ﬁchiers. Ainsi, la donnée et ses attributs sont stockés dans le système qui permet par la suite
de générer un identiﬁant et un ensemble de méta-données caractérisant la donnée. La ﬁgure
1.6 montre la structure d’un objet.
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- Le client Swift : Les utilisateurs de Swift peuvent récupérer les données à travers une API
RESTful. Une authentiﬁcation de l’utilisateur est nécessaire avant toute opération d’inter-
action avec le serveur comme le montre la ﬁgure 1.5. Il existe une panoplie de projets non
ofﬁciaux utilisés pour interagir avec le serveur Swift comme RSwift (RSwift), SwiftBox
(SwiftBox) et Java OpenStack Storage (JOS). Dans ce mémoire, nous comparons nos so-
lutions au projet python-swiftclient étant donné qu’il s’agit du projet ofﬁciel de OpenStack
pour les utilisateurs de Swift 6. Il inclut un client python pour l’API de Swift et une in-
terface de ligne de commande qui fournissent des méthodes pour effectuer des opérations
communes (par exemple téléverser, télécharger et supprimer des objets) aﬁn d’interagir avec
les serveurs de Swift en parallèle moyennant un ensemble de threads.
1.4.5.1 Les APIs RESTful dans Swift
Dans les architectures RESTful, l’entité basique de données est un objet qui peut être assimilé
à un ﬁchier dans un système de ﬁchiers. Le protocole HTTP limite la taille de l’objet à 5GB par
défaut 7. Comme illustré dans la ﬁgure 1.7, les utilisateurs accèdent aux objets du système de
stockage via une interface REpresentational State Transfer (REST) basée sur HTTP et offerte
par le fournisseur de service dans le but de faciliter les interactions. Les utilisateurs de Swift
peuvent gérer les données à l’aide des méthodes HTTP qui sont implémentées en tant que des
web services REST. Dans ce qui suit, nous présentons les méthodes HTTP les plus utilisées :
- PUT : pour créer des objets et des conteneurs principalement.
- GET : pour récupérer des objets, lister le contenu des conteneurs et des comptes.
- DELETE : pour supprimer des objets et des conteneurs vides.
- HEAD : pour récupérer des informations sur le compte, le conteneur ou l’objet.
6. https ://docs.openstack.org/developer/python- swiftclient/introduction.html/
7. https ://aws.amazon.com/blogs/aws/amazon-s3-object- size-limit/
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Figure 1.7 Le stockage objet dans Swift. Tirée de
Architecture_OpenStack (2017)
1.4.5.2 Hiérarchie d’organisation de données dans Swift
Le système de stockage objet organise les données selon la hiérarchie suivante, comme le
montre la ﬁgure 1.8 :
Figure 1.8 Hiérarchie des entités dans Swift. Tirée de
Documentation_Swift (2017)
- Compte : Il représente le niveau le plus haut de la hiérarchie. Le fournisseur de service
crée le compte et l’utilisateur est propriétaire de toutes les ressources dans ce compte. Un
compte déﬁnit un espace de noms pour les conteneurs.
- Conteneur : Il déﬁnit un espace de noms pour les objets. L’administrateur du système de
stockage peut créer un nombre quelconque de conteneurs dans un compte.
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- Objet : Il stocke le contenu des données à savoir les documents, les images, les vidéos, etc.
Chaque objet ne constitue pas seulement la donnée stockée mais aussi les méta-données
et un identiﬁant unique. Un objet est caractérisé par un URL (Unique Ressource Loca-
tor) composé d’une adresse de service, un conteneur (groupe logique d’objets) et un nom
d’objet. Spéciﬁquement, le chemin d’accès à l’objet reﬂète cette structure et possède le
format suivant : /v1/Compte/Conteneur/Objet, comme le montre la ﬁgure 1.8. Nous no-
tons que v1 se réfère à la version de Swift. Par exemple, l’objet ﬂeurs/rose.jpg situé dans
le conteneur images qui existe dans le compte ’compte1’ possède le chemin suivant :
/v1/compte1/images/ﬂeurs/rose.jpg
1.4.5.3 Architecture
Swift possède une architecture client-serveur comme illustré dans la ﬁgure 1.9. Il fournit une
API REST qui facilite aux utilisateurs l’interaction avec le serveur. L’architecture est composée
des éléments suivants :
- Serveur proxy : Le proxy de Swift est considéré comme la porte d’entrée au système de
stockage. Il reçoit et gère les requêtes et communique avec les noeuds de stockage aﬁn
d’effectuer l’action au niveau du compte, du conteneur ou de l’objet. Une fois qu’une re-
quête arrive au serveur proxy, elle est gardée dans une ﬁle d’attente jusqu’à ce que le serveur
soit disponible pour la traiter. Cette communication se fait à travers le ring que nous pré-
sentons ci-dessous. Nous notons que chaque donnée stockée possède par défaut 3 réplicas.
Le noeud qui répond le premier est le responsable d’envoyer la donnée à l’utilisateur.
Au cas où le serveur proxy reçoit simultanément un grand nombre de requêtes, certaines
requêtes risquent de ne pas être traitées lorsqu’aucun serveur n’est disponible pour répondre
à la requête. Par la suite, elles échouent, et par suite, l’utilisateur ne reçoit pas le ﬁchier
demandé. Pour pallier à ce problème, le serveur proxy va vériﬁer la possibilité d’avoir un
serveur qui prend la relève en appelant le ring. Ce dernier route la requête d’une manière
transparente.
22
Figure 1.9 L’architecture de Swift. Tirée de
Documentation_Swift (2017)
- Ring : Il s’agit d’une structure de données utilisé pour déterminer l’emplacement de toutes
les entités incluant les comptes, les conteneurs et les objets, étant donné que les données sont
distribuées à travers une grappe de serveurs. Les ring fonctionnent de la manière suivante :
chaque ring possède une liste des disques se trouvant au niveau des noeuds de la grappe. Les
partitions sont créées en utilisant une méthode de hachage et liées aux disques. Une fois une
requête de stockage ou d’accès à un objet est arrivée, la valeur de hachage du chemin relatif
à l’objet est calculée et utilisée comme un index pour indiquer la partition correspondante.
Grâce au recours à la structure ring, le système de stockage peut avoir une meilleure évolu-
tivité en gérant la capacité de stockage. Il est possible d’ajouter ou supprimer un noeud du
ring sans interrompre tout le service. De plus, étant donné que la structure est totalement
distribuée, cela permet d’éviter le point unique de défaillance des contrôleurs centralisés
dans plusieurs systèmes de ﬁchiers distribués.
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- Noeud de stockage : Les données incluant les comptes, les conteneurs et les objets sont
stockées dans les différents noeuds de stockage.
- Région/Zone : Swift permet d’assurer la disponibilité de données en isolant les partitions
suivant les concepts de régions et zones. Ainsi, les données sont placées sur différents ni-
veaux de domaines d’échec. Premièrement, les données sont réparties entre les régions, puis
les zones, puis les serveurs, et enﬁn entre les disques. Si plusieurs régions sont déployées,
le service de stockage d’objets place les données dans les régions. Dans une région, chaque
réplica de données doit être stockée dans des zones uniques, si possible. S’il n’y a qu’une
seule zone, les données doivent être placées sur des serveurs différents. S’il n’y a qu’un seul
serveur, les données doivent être placées sur des disques différents.
1.5 Conclusion
Ce chapitre présente un aperçu de l’infonuage en général et l’outil OpenStack en particulier tout
en se concentrant sur sa composante de stockage Swift. En premier lieu, il décrit les principaux
types et caractéristiques de l’infonuage. Par la suite, il présente la solution IaaS OpenStack pour
la gestion de ressources physiques dans l’infonuage. Ce chapitre met l’accent sur le stockage
dans l’infonuage, ses types, ses cas d’utilisation et la méthode d’accès en deuxième lieu. Pour
ﬁnir, ce chapitre présente Swift comme un exemple de système de stockage dans l’infonuage
tout en décrivant son architecture et l’organisation des données qui y sont stockées. Le chapitre
suivant présente une revue de la littérature des approches utilisées pour la gestion du transfert
des données dans l’infonuage.

CHAPITRE 2
REVUE DE LITTÉRATURE SUR LA GESTION DE TRANSFERT DES DONNÉES
DANS L’INFONUAGE
2.1 Introduction
À travers ce chapitre, nous présentons une étude de littérature qui se focalise sur les travaux
existants traitant la gestion de transfert de données dans l’infonuage notamment la notion d’or-
donnancement des requêtes de transferts de données. Par la suite, nous discutons leurs limites.
Ce chapitre commence par une brève introduction sur les méthodes d’ordonnancement. Plu-
sieurs approches existent, nous commençons par détailler les approches visant à garantir les
accords de niveau de services (SLA) ensuite celles visant une utilisation maximale de la bande
passante. Par la suite, nous détaillons les travaux dont l’objectif de la maximisation à la fois du
taux de requêtes satisfaites, et de l’utilisation de la bande passante. Ensuite, d’autres méthodes
sont examinées. Enﬁn, nous comparons les différentes méthodes ainsi que leurs caractéristiques
avant de conclure.
Notre solution vise à assurer le transfert de données entre les utilisateurs et les serveurs de sto-
ckage dans l’infonuage en tant que service où les utilisateurs peuvent planiﬁer leurs requêtes
à l’avance. Grâce à notre solution, les transferts de données sont désormais gérés par un com-
posant intégré du côté client dans lequel les requêtes de transfert sont ordonnancées pour une
meilleure performance en termes de consommation maximale de bande passante, de temps de
transfert de données minimal et de nombre maximal de requêtes satisfaisant leurs échéances.
2.2 Méthodes d’optimisation de transfert de données dans l’infonuage
Dans cette section, nous présentons les différentes techniques et méthodes d’optimisation du
temps de transfert de données dans l’infonuage. Le temps de transfert est déﬁni comme étant
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le temps entre la requête sur une donnée et le temps de la récupération de l’utilisateur de cette
donnée incluant le temps d’attente et le temps de traitement.
L’idée de réduire le délai de transfert de données récupérées à partir de l’infonuage a été exploré
dans des contextes variés constituant un déﬁ pour les fournisseurs de l’infonuage. La ﬁgure 2.1
présente notre classiﬁcation des travaux existants.
Figure 2.1 Classiﬁcation des travaux existants
2.2.1 Approches basées sur la maximisation des requêtes satisfaites
Le contenu multimédia est massivement généré d’une variété d’applications et traité dans les
centres de données de l’infonuage. Un principal objectif des fournisseurs de services multi-
média est que leurs données puissent être récupérées par les utilisateurs le plus rapidement
possible de façon à satisfaire leurs exigences spéciﬁées dans le contrat de services (SLA). Cela
nécessite le transfert d’énormes quantités de données (ﬂux vidéo, images, images de machines
virtuelles, etc ...) à travers le réseau étendu de l’infonuage.
Aﬁn de déﬁnir les ententes entre les fournisseurs de service de stockage infonuagique et les
utilisateurs, il y a globalement recours à ce qu’on nomme des accords de niveau de service.
Ces accords sont souvent déﬁnis à l’aide de plusieurs documents représentant les détails et les
attentes concernant le niveau de service attendu par les tiers. Les services dits ’à-la-demande’
nécessitent ces accords plus que les autres.
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Avec ces ententes, les utilisateurs de l’infrastructure infonuagique peuvent composer et person-
naliser leurs services et ne payer que pour ce qu’ils ont utilisé. Les accords entrent en fonction
dès que le paiement est réalisé. Les fournisseurs de services sont tenus d’assurer ces ententes
et ce, pour toute la durée de l’utilisation. Certains travaux sur les accords de niveau de ser-
vices sont publiés et listent les métriques considérés comme les plus adéquates pour exprimer
les contraintes. Dans notre contexte, nous nous intéressons aux travaux qui déterminent des
SLA aﬁn de maximiser le nombre des requêtes satisfaites à savoir ceux de Liu et al. (2016) et
Heidari & Kanso (2016).
Dans cette partie, nous citons des exemples de travaux qui ont visé la maximisation des requêtes
satisfaites soit en considérant leurs échéances ou en optimisant la conﬁguration matérielle des
serveurs de stockage. Cette optimisation est basée sur le calcul des ressources matérielles re-
quises pour satisfaire les SLA. Le besoin d’affecter une échéance à une donnée dépend essen-
tiellement de sa nature d’après Hong et al. (2013) et Chen et al. (2011). Nous commençons
par déﬁnir les différents types de traﬁc inter-centres de données avant de présenter les travaux.
Dans ce mémoire, nous considérons les données nécessitant la spéciﬁcation d’une échéance.
Le traﬁc inter-centres de données peut être classiﬁé en trois catégories en se basant sur la
sensibilité au temps (Hong et al. (2013), Chen et al. (2011)) :
- Traﬁc interactif : C’est la catégorie la plus sensible au retardement qui requiert une réponse
le plus rapidement possible. Nous citons à titre d’exemple le traﬁc déclenché par les ser-
vices dédiés à l’utilisateur ﬁnal à savoir : la recherche web, la messagerie électronique, la
discussion instantanée, les jeux en ligne, etc. Une légère augmentation du temps de réponse
dégrade l’expérience de l’utilisateur.
- Traﬁc élastique : Les transferts nécessitant un long temps d’exécution doivent souvent
s’achever dans un temps spéciﬁque Kandula et al. (2014). Ce genre de traﬁc nécessite
l’achèvement de transferts de données à un temps bien spéciﬁque qui peut être considéré
comme une sorte d’échéance (quelques secondes ou minutes). Le fait de les retarder peut
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directement avoir un impact sur la qualité de service, notamment réduire le temps de ré-
ponse.
Les transferts sont inutiles si les données arrivent à leurs destinations en retard. Les consé-
quences du retard varient selon le service. Nous citons comme exemple la réplication de la
mise à jour d’une donnée dans un autre centre de données. Dans le cas d’un échec ou un
retard de transfert de la mise à jour, nous risquons la perte ou l’incohérence de la donnée.
Nous citons à titre d’exemple le cas de déplacement d’un index de recherche généré dans un
centre de données vers les autres centres de données où d’un jeu de données collecté dans
un centre de données pour une analyse ultérieure dans un autre centre de données. En outre,
retarder les transferts vers les serveurs de stockage tels que Azure ou AWS peut réduire
le revenu des fournisseurs de ces services ou accroître les coûts en gaspillant d’autres res-
sources. Par exemple, les serveurs et les développeurs peuvent rester inactifs en attendant
l’arrivée des données aﬁn d’être en mesure de les utiliser.
- Traﬁc en arrière plan : Ce traﬁc n’est pas strict en terme de temps limite. Il est dû à des
tâches internes comme l’indexation de recherche, la sauvegarde périodique de données, etc.
Ce genre de traﬁc est gourmand en terme de bande passante. Bien que l’échéance n’est pas
spéciﬁée, il reste désirable d’achever les transferts dès que possible.
Bien que le traﬁc interactif occupe la plus petite partie du volume de données échangé entre les
centres de données (de 5% à 15%), de plus en plus de travaux dans la littérature visent garantir
le transfert de données avant leurs échéances. Une échéance peut être sufﬁsamment loin de
sorte à permettre une ﬂexibilité dans le processus de transfert. Ainsi, il n’est pas nécessaire que
tous les transferts ﬁnissent le plus tôt possible.
Liu et al. (2016) se sont concentrés sur garantir la satisfaction des échéances des différents
transferts de données dans la mesure où chaque utilisateur spéciﬁe le pourcentage de requêtes
qui doivent être satisfaites. Cependant, leur solution, nommée DGCLoud, s’est limitée à ga-
rantir le temps de transfert de chaque requête et n’a pas pris en compte la maximisation de
l’utilisation de bande passante.
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Le travail de Heidari & Kanso (2016) est une approche qui vise à calculer les ressources maté-
rielles (Processeurs, Mémoire, etc.) des serveurs requises pour satisfaire les accords de niveau
de service (SLA). Il s’agit notamment du temps de réponse et du nombre maximal de requêtes
que le système peut traiter dans un laps de temps déterminé. Un accord de niveau de service
peut aussi concerner les performances applicatives ainsi que les exigences de disponibilité.
Cette approche permet de mieux dimensionner l’infrastructure des systèmes d’information tout
en répondant à ces accords de niveau de service. En outre, cela permet d’économiser du point
de vue budget. Dans le cas IaaS, le but est de faire fonctionner toutes les machines virtuelles
en respectant les exigences de SLA. Ce travail agit du côté serveur en essayant de conﬁgurer
les ressources de manière appropriée. L’inconvénient de cette méthode est que la tâche de
conﬁguration doit se reproduire pour tout nouveau serveur ajouté à l’architecture, ce qui peut
prendre du temps. Notre approche est différente dans la mesure où nous optimisons du côté
utilisateur.
2.2.2 Approches visant la maximisation de la bande passante
Le besoin de transférer des données de tailles toujours croissantes à travers le réseau ne cesse
d’augmenter. Un composant majeur nécessaire pour établir au mieux le transfert de données
massives est l’infrastructure de communication qui permet de les acheminer vers leurs desti-
nations avec succès. En particulier, une bonne gestion de bande passante disponible peut agir
efﬁcacement aﬁn d’optimiser le temps de transfert de données ainsi que le nombre de données
transférées avec succès. La bande passante peut être déﬁnie comme étant la vitesse de transfert
moyenne entre les différents utilisateurs et le système de stockage infonuagique.
L’efﬁcacité de l’ordonnancement de la bande passante dans les réseaux à hautes performances
est critique pour optimiser l’utilisation des ressources du réseau et la satisfaction des requêtes
des utilisateurs. Il existe deux types d’ordonnancement de bande passante, i.e., ordonnance-
ment instantané et ordonnancement périodique.
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- Ordonnancement instantané : L’ordonnancement instantané est exécuté immédiatement pour
chaque requête utilisateur entrante.
- Ordonnancement périodique : L’ordonnancement périodique n’est invoqué que périodique-
ment pour ordonnancer les requêtes accumulées pendant une certaine période appelée pé-
riode d’ordonnancement.
Récemment, l’ordonnancement périodique attire de plus en plus l’attention les chercheurs au
vu de ses avantages pour l’amélioration de l’utilisation du réseau et la satisfaction les requêtes
des utilisateurs.
Kosar et al. (2013) a élaboré une conception et un prototype d’implémentation d’un système
d’ordonnancement de transfert de données réduisant le goulot d’étranglement de transfert de
données. Ce système est basé sur la prédiction de la meilleur combinaison de paramètres dans
le but de maximiser l’utilisation de bande passante. Ces paramètres incluent la concurrence,
le parallélisme et le séquençage des requêtes. La décision de la combinaison optimale des
paramètres est basée sur la taille de la donnée et la bande passante. Cependant, la garantie de
la satisfaction de échéances des différentes requêtes n’a pas été prise en considération. En fait,
leur algorithme commence par trier les données par ordre croissant selon leurs tailles avant de
les ordonnancer. Ainsi, la taille de la donnée est considérée comme critère de priorisation. Nous
considérons que cette approche n’est pas applicable pour un jeu de données où les échéances
sont déﬁnies par les accords de qualité de services auxquels les utilisateurs et le fournisseur de
services se sont entendus au préalable.
Laoutaris et al. (2011) ont élaboré la solution Netstitcher qui a pour but l’exploitation de la
bande passante non utilisée sur plusieurs datacenters et réseaux et l’utiliser pour des applica-
tions non temps réel, telles que les sauvegardes, la propagation de mises à jour volumineuses et
la migration de données. Cette solution vise seulement à minimiser le temps de transfert indé-
pendamment des échéances. Netstitcher répond aux demandes suivant le mode premier arrivé
premier servi, ce qui implique que les premières demandes peuvent toujours respecter leurs
délais. Elle se concentre sur l’approche «stocke-et-transfère» pour ordonnancer les transferts
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de données à grande échelle entre les centres de données sans tenir compte des échéances des
requêtes. L’approche "stocke-et-transfère" consiste à transmettre une donnée d’une source à
un noeud intermédiaire avant de la transférer au noeud de destination au cas où il n’existe pas
sufﬁsamment de bande passante.
Guo et al. (2016) présentent une stratégie de placement de données nommée SLA-DO dans
le but d’améliorer la qualité de service et l’utilisation des ressources simultanément en garan-
tissant la protection des données privées des utilisateurs. Aﬁn d’évaluer les accords de niveau
de service (SLA) d’un service de stockage dans l’infonuage, Guo et al. (2016) ont eu recours
à un modèle à quatre métriques : protection des données, disponibilité, utilisation de bande
passante, temps de transfert. Cependant, ces métriques sont estimées au préalable en se basant
sur des formules mathématiques. Or, ces estimations peuvent s’avérer imprécises en les com-
parant avec les valeurs obtenues suite à la récupération des données. Dans notre travail, nous
essayons d’optimiser la récupération des données de la part des utilisateurs considérant que les
données sont déjà placées dans les serveurs. Ainsi, l’utilisation de bande passante et le temps
de transfert sont calculées en temps réel dans la période de la récupération des données. Ceci
permet à notre approche d’être plus proche des besoins réels des utilisateurs.
2.2.3 Approches visant la maximisation des requêtes satisfaites et de la bande passante
Les solutions existantes permettant de garantir une utilisation efﬁcace de bande passante dans
un centre de données (Guo et al. (2010), Xie et al. (2012), Ballani et al. (2011)) ne peuvent être
adoptées pour résoudre notre problème. En fait, les modèles de réservation de bande passante
prédéterminée peuvent garantir la satisfaction d’un nombre limité de requêtes en fournissant
des garanties minimales de bande passante. Par contre, ces modèles sont moins ﬂexibles et
réactifs que ceux basés sur la réservation basée sur les échéances.
Ils fournissent des garanties sur la bande passante tandis que notre approche se concentre sur
garantir le volume total de transfert avant des échéances données. Plus précisément, notre ap-
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proche est plus ﬂexible, car l’allocation de la bande passante peut changer au ﬁl du temps tant
que la requête est satisfaite avant son échéance.
Wang et al. (2016) ont adressé le problème d’ordonnancement périodique de bande passante
appelé ordonnancement de bande passante à contrainte d’échéances multiples (i.e., M-DCBS).
Leur solution, nommée MUNRRA permet de maximiser le nombre de requêtes respectant la
contrainte d’échéance en considérant un chemin de réseau ﬁxe (ﬁxed network path). Nous
notons que la priorité d’ordonnancement est accordée aux requêtes relatives aux plus petites
tailles de données à transférer en triant les requêtes selon les données à transférer par ordre
croissant. Cela aura pour impact de désavantager fortement les requêtes ayant pour objet des
ﬁchiers de grandes tailles, qui ne sont pas nécessairement moins urgentes que les autres. Dans
notre approche, nous considérons que l’échéance est le paramètre le plus approprié pour le tri
des requêtes. Ainsi, la requête la plus urgente sera en mesure d’être traitée en premier lieu.
Wang et al. (2016) ont considéré comme paramètres d’évaluation le temps d’exécution et le
ratio de succès d’ordonnancement déﬁni comme le nombre de requêtes satisfaites divisé par le
nombre total de requêtes. Les résultats obtenus montrent un ratio de 25%, 45% et 55% pour
des bandes passantes maximales de 20 Gbps, 60 Gbps et 100 Gbps respectivement. La solution
que nous proposons a pour but d’augmenter davantage ce ratio.
Noormohammadpour et al. (2016) ont proposé RCD qui est une technique d’ordonnancement
de transferts de données ayant des échéances spéciﬁques. Le but est de maximiser le nombre
de requêtes satisfaisant leurs échéances tout en maximisant l’utilisation de bande passante.
Cette approche a principalement trois inconvénients. Premièrement, la requête est rejetée au
cas où il n’existe pas de slot de temps disponible. Le principe de ré-ordonnancement que nous
avons adopté dans notre solution permet d’accepter toute requête dont l’échéance n’est pas
encore dépassée. Deuxièmement, RCD utilise le principe d’allouer des slots de temps le plus
tard possible aﬁn de minimiser les opérations de ré-ordonnancement des requêtes déjà traitées.
Cependant, cela augmente inutilement le temps de transfert. Un autre inconvénient se résume
dans la réservation de bande passante pour un traﬁc qui est sensé arriver en une date précise,
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alors que son traitement à cette date n’est pas garanti. Par conséquent, la réservation risque
d’être inutile. Ces trois limitations font que l’expérience utilisateur peut être négativement
impactée sans pour autant que les accords de qualité de service ne soient totalement assurés.
Dans une étude récente, Zhang et al. (2017) ont proposé Amoeba, un système qui permet aux
utilisateurs de l’infonuage de déﬁnir les échéances et garantir que ces derniers sont satisfaits
tout en maximisant l’utilisation de bande passante. Par contre, ce système doit modiﬁer l’or-
donnancement de transferts déjà établi au cas où un transfert ne peut pas être achevé avant son
échéance. Dans notre travail, nous essayons de minimiser le délai entre la décision d’ordonnan-
cement et le transfert des données aux utilisateurs. Plus précisément, nous allouons des slots
de temps à chaque transfert de telle façon à ce que si la date de transfert est arrivée, le trans-
fert doit commencer. Par conséquent, aucun transfert ne peut être modiﬁé que s’il est planiﬁé
prochainement.
De plus, Amoeba traite instantanément les requêtes entrantes par ordre de leur arrivée selon la
stratégie Premier Entré Premier Sorti (PEPS). Ainsi, plusieurs opérations de ré-ordonnancement
peuvent se produire au cas où les requêtes servies en premier ne possèdent pas des échéances
proches. Dans notre approche, le traitement de requêtes se produit d’une façon périodique. Au
bout de chaque période, les requêtes en attente sont rassemblées et triées par ordre d’échéance
croissante. De ce fait, nous réduisons les opérations de ré-ordonnancement qui peuvent être
gourmandes en terme de temps particulièrement si la quantité de requêtes est énorme. De plus,
dans des cas où les ré-ordonnancements sont fréquents, les performances s’effondreraient pour
les requêtes à priorité relativement basse.
Étant donné que la décision de l’ordonnancement des requêtes se fait chaque slot de temps, le
choix de la durée du slot de temps est un paramètre important qui peut avoir un impact sur la
performance du système d’ordonnancement. Nous fournissons plus de détails dans le chapitre
suivant. Un autre inconvénient d’Amoeba se manifeste dans le choix ﬁxe de la durée du slot de
temps. Nous proposons de varier cette valeur en fonction se son impact sur le taux de requêtes
satisfaites.
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Yassine et al. (2016) ont proposé un système de bande passante à la demande nommé BoD
utilisant un algorithme d’ordonnancement qui considère une variété d’échéances relatives aux
requêtes de transferts de données massives. Ce système permet d’allouer la bande passante
en se basant sur la priorité des transferts dans le but de maximiser le nombre de requêtes
transférées avant leurs échéances.
L’inconvénient de ce système est la réservation de bande passante pour un traﬁc non prévu.
Cette stratégie peut retarder certaines requêtes qui auraient besoin de cette quantité de bande
passante réservée.
2.2.4 Réplication de données et parallélisation des transferts
Le recours à l’ordonnancement des requêtes dans l’infonuage dans le but de s’aligner avec
les accords de niveau de services établis avec les utilisateurs est une approche récente qui est
de plus en plus utilisée. Cependant, une partie des travaux dans la littérature a choisi d’autres
approches pour ce faire, à savoir la réplication et la parallélisation des données. Nous en citons
des exemples dans ce qui suit.
Joshi et al. (2015a); Wang et al. (2015) et Joshi et al. (2015b) ont eu recours à la même ap-
proche pour optimiser la récupération des répliquas de données. Leurs solutions consistent à
l’acheminement des requêtes aux différentes sources hébergeant les répliquas de données. Une
fois la donnée complètement récupérée à partir de l’une de ces sources, l’opération de transfert
à partir des autres est annulée. L’inconvénient de cette approche est que la réplication des don-
nées augmente d’une manière abondante la consommation de bande passante. En outre, cela
peut provoquer la congestion du réseau et par la suite accroître les temps de transfert. Toute
approche peut s’avérer intéressante dans le cas où le nombre de clients est connu à l’avance.
Une autre piste à suivre pour l’optimisation est le traitement parallélisé (i.e., Multi-Threading)
qui permet d’améliorer les performances lors de transferts de données dans l’infonuage. Cette
optimisation est d’autant plus efﬁcace lorsqu’il faut répondre à plusieurs requêtes à un temps
donné.
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Liu et al. (2010) utilisent une méthode qui consiste à augmenter le nombre de threads de
transfert jusqu’à ce que les performances chutent. Ce travail certes, efﬁcace à une certaine
mesure, ne prend pas en compte d’autres paramètres comme la bande passante disponible. De
plus, dans un cas où les ﬁchiers sont de petites tailles, multiplier le nombre de threads peut
mener à une instabilité du système.
Hou et al. (2017) démontrent qu’en utilisant une combinaison optimale de traitement parallèle
par rapport à la taille du ﬁchier, il est possible d’avoir de bons résultats. Par exemple, il est plus
efﬁcace (d’un point de vue utilisation de la bande passante) de transférer 16 ﬁchiers de 256 Ko
qu’un seul de 4 Mo. Une autre possibilité serait de télécharger 16 parties d’un ﬁchier de 4Mo
en parallèle. Par contre, la charge sur le serveur et le coût supplémentaire de multiplication des
connections TCP peut s’avérer problématique. En effet, cela reviendrait à multiplier par un fac-
teur donné le nombre de connexions total du serveur, sans pour autant augmenter l’utilisation
de la bande passante. Dans notre cas d’usage, nous considérons que chaque ﬁchier possède une
échéance maximale avant laquelle il devrait être complètement téléchargé. Cette échéance peut
être calculée où déﬁnie par l’utilisateur. L’approche visant à paralléliser tout les transferts en
maximisant l’utilisation de la bande passante ne peut s’avérer efﬁcace si nous voulons avoir un
ordre d’arrivée des ﬁchiers déﬁni au préalable.
2.3 Comparaison entre les méthodes existantes
Cette section présente une étude comparative entre notre solution et les différents travaux déjà
couverts dans la revue de la littérature. Le tableau 2.1 compare notre solution (i.e., DA et
DA-Resch) à celles existantes par rapport à leurs objectifs de performances ciblés lors de la
récupération des données, à savoir, une gestion de transfert de données qui prend en consi-
dération la maximisation des requêtes satisfaites en les priorisant selon leurs échéances ainsi
qu’une bonne gestion de la bande passante disponible.
Aucune des solutions existantes ne peut à la fois assurer une bonne gestion de la récupération
des données tout en utilisant la bande passante disponible efﬁcacement. Dans notre travail,
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nous visons à atteindre simultanément ces objectifs aﬁn d’optimiser l’utilisation du réseau et
respecter la qualité de service exigée par le client concernant la minimisation du temps de
































































































































































































































































































































































































Le problème d’ordonnancement des transferts de données a été introduit dans la littérature.
Cependant, il reste encore un champ émergent et non parfaitement résolu. Les politiques d’or-
donnancement sont généralement basées sur la minimisation du temps de transfert des données
ou le nombre de transferts satisfaisant leurs échéances. Certains travaux visent également la
maximisation de l’utilisation de la bande passante. Cependant, au meilleur de nos connais-
sances, aucun travail existant ne couvre tous ces aspects. Après avoir présenté une revue de
littérature, le chapitre suivant détaille notre solution proposée qui visera à améliorer davantage




Dans ce chapitre, nous présentons l’architecture de la solution que nous proposons. Ainsi, nous
discutons dans ce chapitre ses composantes et ses principales raisons de conception qui ont été
considérées aﬁn d’atteindre les objectifs visés comme réduire le temps de transfert des données
et maximiser la consommation de la bande passante disponible aﬁn de respecter le contrat de
service avec les utilisateurs de l’infonuage.
Pour ce faire, nous avons recours d’abord à une modélisation mathématique de ce problème
à l’aide d’un Programme Linéaire en Nombres Entiers (PLNE) qui permet de maximiser le
nombre de requêtes satisfaites tout en assurant une consommation de bande passante optimale
qui ne dépasse pas le seuil pour ne pas surcharger le réseau. Ensuite, nous avons proposé DA et
DA-Resch, deux stratégies d’ordonnancement des requêtes qui prennent en considération les
objectifs cités.
3.2 Architecture du système proposé
Aﬁn de satisfaire les exigences en termes de temps de transfert de données pour un ensemble
d’utilisateurs au sein de la même entreprise, nous proposons d’ajouter une couche intermédiaire
pour la gestion des requêtes du côté de l’entreprise (côté client). Comme le montre la ﬁgure
3.1, le système proposé est composé des modules suivants :
3.2.1 Module de surveillance de la bande passante
Ce module est responsable d’estimer la bande passante disponible entre l’entreprise et le sys-
tème de stockage infonuagique en temps réel.
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Figure 3.1 Mécanisme proposé de récupération des données.
Aﬁn d’ordonnancer les requêtes arrivées, nous avons élaboré un module qui fournit des me-
sures de la bande passante disponible en temps réel sur les données actuelles récupérées par
l’entreprise.
L’objectif de ce module est de prédire la bande passante disponible durant les transferts notée
Bt entre le système de stockage en nuage et les utilisateurs à chaque créneau temporel t. La
bande passante est utilisée pour estimer le temps de transfert de chaque ﬁchier demandé pour
le prochain créneau temporel dans le mécanisme d’ordonnancement. En effet, il est nécessaire
d’avoir une estimation actualisée de la bande passante utilisée en raison de la variation du traﬁc
dans le temps. Ainsi, nous utilisons un modèle régressif pour mesurer la bande passante. À t =
1, nous assignons une valeur par défaut équivalente à la capacité du lien à la bande passante.
Pour t > 1, nous considérons que la bande passante qui va être consommée à chaque créneau
temporel est égal à la bande passante mesurée pendant le créneau précédent, comme présenté
par la formule (3.1).
Bt = Bt−1 ∀2 ≤ t ≤ |T | (3.1)
41
3.2.2 Module d’ordonnancement de requêtes
Dans les systèmes actuels, une requête de transfert de données est gérée par l’ordonnanceur
sans considérer les contraintes de l’utilisateur. La requête est placée dans une ﬁle d’attente
jusqu’à l’achèvement des opérations en cours. Ainsi, une requête peut être retardée en raison
de transferts antérieurs de longue durée, ou elle peut être reportée pour opérer d’autres petits
transferts selon la politique de l’ordonnanceur. Dans tels cas, le nombre de transferts achevés
augmentera, mais le temps de transfert de chaque donnée va également augmenter. Retarder
l’opération de transfert de données pour l’achever après le temps de ﬁn attendu peut créer
plusieurs problèmes.
Pour pallier à ce problème, nous avons implémenté un module d’ordonnancement de requêtes.
Ce dernier rassemble les requêtes de transfert de données des utilisateurs de l’entreprise et les
planiﬁe en tenant compte des échéances requises par les utilisateurs et en maximisant l’uti-
lisation de la bande passante disponible. Pour ce faire, le module prend en compte la bande
passante estimée fournie par le module de surveillance de la bande passante. Nous détaille-
rons les fonctionnalités de ce module dans la section 3.4.
3.3 Formulation mathématique du problème
Dans cette section, nous proposons une modélisation mathématique du problème d’ordonnan-
cement de requêtes en tant qu’un programme linéaire en nombres entiers (Integer Linear Pro-
gram – ILP). Nous commençons par déﬁnir les différentes variables du problème avant de
décrire ses contraintes et sa fonction objectif.
3.3.1 Variables
Étant donné un ensemble d’utilisateurs envoyant N requêtes simultanément aﬁn de récupérer
des données à partir d’un système de stockage infonuagique, nous déﬁnissons S comme un
ensemble contenant les tailles des données à récupérer, où S = (si)i∈[1,N]. Soit R désignant un
ensemble de temps de transfert estimé de la donnée à récupérer, où R= (ri)i∈[1,N]. Chaque don-
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née doit être transférée avant une échéance spéciﬁque. SoitD désignant l’ensemble d’échéances
correspondant aux requêtes, où D = (di)i∈[1,N]. En fait, les utilisateurs peuvent ajouter une
contrainte de temps spéciﬁant la date limite souhaitée pour terminer l’opération de transfert.
Considérons un timeline T divisé en slots de temps. La décision d’ordonnancement des re-
quêtes en attente est prise à chaque créneau temporel t ∈ [t0, t0 + |T |]. Soit Δt la durée du
créneau temporel. Nous admettons que les serveurs et les utilisateurs du système de stockage
infonuagique sont connectés à travers un réseau backbone.
La bande passante mesurée entre le système de stockage infonuagique et les utilisateurs pen-
dant le créneau temporel t est dénotée par Bt . Étant donné que les requêtes de transfert de
données peuvent être traitées simultanément, nous déﬁnissons πmaxt comme le nombre maxi-
mal de requêtes simultanées qui sont servies pendant un créneau temporel t. Cela correspond
au nombre maximal de transferts simultanés.
Nous déﬁnissons xit comme la variable de décision représentant la séquence d’ordonnancement




1, si la requête i est en cours de traitement au créneau temporel t.
0, sinon.





1, si la requête i respecte son échéance.
0, sinon.
Notre objectif est de trouver le schéma d’ordonnancement de transferts optimal en décidant de
quelle donnée doit être transférée à l’utilisateur au créneau temporel t tout en respectant les
échéances spéciﬁées et maximisant l’utilisation de la bande passante disponible.
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3.3.2 Fonction objectif
Le problème d’optimisation proposé se concentre sur les deux objectifs suivants. Première-
ment, il vise à maximiser le nombre de transferts de données qui respectent leurs échéances
(c’est-à-dire, le premier terme de l’équation Eq.(3.2)). Deuxièmement, il vise à maximiser le
nombre de requêtes planiﬁées dans chaque créneau temporel aﬁn de maximiser l’utilisation de
la bande passante disponible (c’est-à-dire, le second terme dans Eq.(3.2)). La fonction objectif














Nous présentons dans ce qui suit un ensemble de contraintes qui devraient être satisfaites tout
en réalisant la fonction objectif. Dans l’équation Eq. (3.3), nous supposons que le nombre de





xit ≤ πmaxt ∀1 ≤ t ≤ |T | (3.3)








∀1 ≤ i≤ N (3.4)
Étant donné que le ﬁchier de données relatif à une requête i sera transféré pendant un ou
plusieurs créneaux temporels, le temps de transmission ri est exprimé comme une somme des
temps de transmission estimés pour chaque créneau temporel. En utilisant Eq. (3.5) et Eq. (3.6),
nous nous assurons que la valeur de xit est maintenue à 1 pendant la période de transfert de
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données estimée ri. En d’autres termes, si xit est égal à 1, alors xi(t+ j) doit être égal à 1, ∀ j ∈
[1,ri]. Si xit=1, alors xi(t+ j) est égal à 1. Si xit est égal à 0, cela signiﬁe que la requête i n’est pas
transmise et donc xi(t+ j) peut être égal à 0 ou 1. Pour capturer cette contrainte, nous utilisons
les équations suivantes :
M.xi(t+ j) ≥ xit ∀1 ≤ t ≤ |T |,1 ≤ i≤ N (3.5)
xi(t+ j) ≥ xit ∀1 ≤ t ≤ |T |,1 ≤ i≤ N,1 ≤ j ≤ ri (3.6)
Eq. (3.7) assure que le nombre de slots de temps assignés à une requête est égal au temps de




xit = ri ∀1 ≤ i≤ N (3.7)
Dans Eq. (3.8) et Eq. (3.10), nous désignons par yi la différence entre l’échéance di et le temps
de transmission (t + ri), qui est le temps estimé de la ﬁn de transmission. Notre objectif est
d’identiﬁer les requêtes respectant leurs échéances grâce à la variable de décision zi. Par consé-
quent, lorsque la ﬁn de la transmission de la donnée relative à la requête i est prévue après son
échéance (c’est-à-dire que yi est strictement négatif), nous affectons la valeur 0 à zi. Sinon, si
les données demandées sont transférées avant leurs échéances (c’est-à-dire yi est positif), zi est
égal à 1.
yi >−M.(1− zi) ∀1 ≤ i≤ N (3.8)
yi = di− (t+ ri) ∀1 ≤ t ≤ |T | (3.9)
yi <M.zi ∀1 ≤ i≤ N (3.10)
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où M est une constante ayant une grande valeur.
Ce problème est NP-difﬁcile étant donné qu’il se rapporte au problème générique d’ordonnan-
cement de ressources (Garey & Johnson (2002)) qui est NP-difﬁcile. Par conséquent, il ne peut
pas être résolu dans un temps polynomial pour un grand nombre de requêtes. Nous proposons
donc dans la section suivante des algorithmes gloutons pour traiter le problème à une large
échelle.
3.4 Solution proposée
Nous proposons un schéma d’ordonnancement de requêtes qui permet à l’utilisateur de choisir
entre deux algorithmes : Deadline-Aware (DA) et Deadline-Aware avec Rescheduling (DA-
Resch) en fonction de ses préférences. Dans ce qui suit, nous détaillons ces algorithmes et
présentons un exemple illustrant notre mécanisme d’ordonnancement de requêtes (Fig. 3.2).
3.4.1 Ordonnancement de requêtes
Dans notre solution, les demandes sont stockées dans une ﬁle d’attente dès leur arrivée. L’algo-
rithme d’ordonnancement est exécuté avant le début de chaque créneau temporel. Les requêtes
sont triées en fonction de leurs échéances. Dans le cas où deux requêtes ont la même échéance,
nous conservons l’ordre de leur arrivée.
A chaque créneau temporel, les requêtes sont affectées aux threads disponibles un par un. La
requête est rejetée au cas où son échéance a été atteinte. L’utilisateur est, ainsi, demandé à
déﬁnir une autre échéance. Nous notons que la bande passante disponible à chaque créneau
temporel est répartie équitablement entre tous les threads. L’ensemble des requêtes placées en
ﬁle d’attente présentées dans la ﬁgure 3.2 est déjà triée par échéance.
A chaque fois que nous avons une nouvelle requête, nous calculons le temps de transmis-
sion estimé ri en termes de créneaux temporels en fonction de la taille de la donnée et de la
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Figure 3.2 Exemple d’ordonnancement de requêtes.
bande passante disponible fournie par le module de surveillance. Nous assignons ensuite les
demandes aux threads disponibles tout au long du scénario. Par exemple, dans la ﬁgure 3.2, le
créneau temporel t1 est assigné aux requêtes R1, R2 et R3, chacune traitée par un thread. Les
requêtes sont ensuite envoyées au serveur qui commencera à transférer les données relatives à
ces requêtes.
Nous remarquons que la requête R5 est planiﬁée avant R4 même s’il n’est pas en haut de la ﬁle
d’attente aﬁn de maximiser l’utilisation des créneaux temporels ce qui conduit à maximiser la
bande passante disponible. La requête R6 est retardée aﬁn de programmer la requête R7 avant
son échéance. Enﬁn, la requête R9 est rejetée car son échéance n’a pas pu être respectée.
L’algorithme Schedule requests (Figure 3.3) permet de choisir entre deux options. La première
option (DA-Resch = False) implique que seulement l’algorithme Deadline-Aware (DA) est exé-
cuté. Sinon (DA-Resch = True), l’algorithme Deadline-Aware avec rescheduling (DA-Resch)
est exécuté après l’algorithme DA. Le recours à DA-Resch est avantageux au cas où le nombre
de requêtes non planiﬁées est important. Nous notons que les deux algorithmes présentés sont
exécutés au début du créneau temporel courant ct .
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Figure 3.3 Algorithme d’ordonnancement de requêtes.
3.4.2 Algorithme Deadline-Aware (DA)
Cet algorithme consiste à trier les requêtes placées en ﬁle d’attente selon l’échéance la plus
proche. Pour chaque requête, il calcule le temps de transfert estimé ri en fonction de la bande
passante surveillée Bt à l’instant t. La fonction DA (Figure 3.4) est appelée aﬁn d’assigner le
nombre requis de créneaux temporels pour chaque requête i.
L’idée est d’assigner les premiers créneaux temporels disponibles nécessaires au transfert des
données demandées en tenant compte de l’échéance et du nombre maximal de threads. Comme
nous considérons que les transferts de données sont non préemptifs, les créneaux temporels
disponibles devraient être consécutifs. La fonction renvoie une liste de requêtes planiﬁées pour
chaque créneau temporel. Seules les requêtes planiﬁées pour le créneau temporel courant sont
retirées de la liste des requêtes en attente It et envoyées au serveur pour être traitées selon
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Figure 3.4 Fonction d’allocation de créneaux temporels aux
requêtes.
le même ordre. Les autres requêtes seront rajoutées à la liste des requêtes en attente pour le
prochain créneau temporel.
3.4.3 Algorithme Deadline-Aware avec Rescheduling (DA-Resch)
L’algorithme DA fournit un ordonnancement provisoire pour l’ensemble des requêtes It triées
selon l’échéance la plus proche. Cependant, certaines requêtes de It ne peuvent pas être plani-
ﬁées en raison du manque de threads et de créneaux temporels libres. À travers des expériences,
nous avons remarqué que le nombre de requêtes non planiﬁées peut être important dans certains
cas. Aﬁn de surmonter cette limitation, nous proposons d’optimiser davantage l’ordonnance-
ment obtenu avec l’algorithme DA en utilisant l’algorithme DA-Resch (Figure 3.5).
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Figure 3.5 Fonction de ré-ordonnancement de requêtes.
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L’idée est d’essayer d’ordonnancer les requêtes non planiﬁées en retardant les requêtes plani-
ﬁées par l’algorithme DA, si possible. Par exemple, si une requête i n’est pas planiﬁée par DA,
la fonction DA-Resch tente de retarder l’une des requêtes planiﬁées (notée resch dans la fonc-
tion Rescheduling) aﬁn de faire de la place à la requête i. En d’autres termes, si la requête resch
peut être replaniﬁée en respectant son échéance (i.e., dresch ≥ t ′+ rresch), elle sera retirée de Ht
qui est l’ensemble de requêtes à planiﬁer à l’instant t et déplacée à Ht ′ (à planiﬁer à l’intervalle
[t ′, t ′+ rresch]). La requête i est alors planiﬁée à sa place et ajoutée à Ht . Ainsi, la réservation de
ressources peut être annulée dans le but d’affecter les ressources à une requête plus prioritaire
au cas où nous pouvons retarder la requête préalablement planiﬁée. Par conséquent, DA-Resch
permet de maximiser le nombre de requêtes planiﬁées au créneau temporel t en optimisant
l’ordonnancement établi par l’algorithme DA.
3.5 Application de notre solution sur le projet Python-swiftclient
L’ordonnancement d’objets suivant la méthode Premier Entré Premier Servi (PEPS), sans
prendre en compte les échéances des requêtes, est actuellement utilisé pour envoyer les données
aux utilisateurs dans le projet Python-swiftclient que nous avons présenté dans le chapitre 1.
Comme le serveur Swift envoie les données aux utilisateurs dès que les requêtes sont traitées,
certaines requêtes peuvent être pénalisées. Dans ce cas, les besoins des utilisateurs en termes
de temps de transfert ne peuvent pas être satisfaits.
Pour résoudre ce problème, nous avons implémenté notre solution, incluant le module de sur-
veillance en temps réel de bande passante et celui d’ordonnancement de requêtes, en langage
Python et intégré dans la solution Python-swiftclient de OpenStack. Notre solution peut éga-
lement être implémentée dans d’autres systèmes de stockage infonuagique étant indépendante
de la plateforme de stockage.
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3.6 Conclusion
Dans ce chapitre, nous avons présenté la solution proposée pour optimiser la gestion des trans-
ferts de données entre le système de stockage de l’infonuage et ses utilisateurs. Nous avons
considéré comme paramètres d’optimisation la satisfaction des utilisateurs dans la mesure de
maximiser le nombre de requêtes de transferts de données respectant leurs échéances tout en as-
surant une consommation maximale de la bande passante disponible. Pour ce faire, nous avons
eu recours à la programmation linéaire pour modéliser notre problème d’ordonnancement de
requêtes. Ce problème, étant NP-difﬁcile, ne peut pas être résolu dans un temps polynomial
pour un grand nombre de requêtes. C’est la raison pour laquelle nous avons proposé des al-
gorithmes gloutons, baptisés DA et DA-Resch pour traiter le problème à une large échelle.
Par la suite, nous avons implémenté ces algorithmes en Python et intégré un module au projet
Python-swiftclient de OpenStack. Dans le chapitre suivant, nous allons décrire notre environ-
nement d’expérimentation, discuter du méchanisme de fonctionnement de Swift en détail avant





Dans ce chapitre, nous commençons par décrire l’environnement expérimental utilisé pour
mettre en place le transfert de données entre le serveur Swift et les utilisateurs ainsi que le
scénario expérimental utilisé pour comparer les algorithmes DA et DA-Resch avec la solution
python-swiftclient de OpenStack. Enﬁn, nous comparons les performances de Swift en utilisant
nos algorithmes proposés DA et DA-Resch pour l’ordonnancement des requêtes avec le Swift
traditionnel, en termes de la proportion de requêtes respectant leurs échéances, la consomma-
tion de bande passante et les retards enregistrés.
4.2 Expérimentation
Dans cette section, nous présentons l’environnement expérimental qui nous a permis de tester
les performances des différentes solutions étudiées. Nous décrivons, par la suite, la démarche
suivie pour mener à bout nos tests incluant la méthode de génération des requêtes, les opéra-
tions principales d’interaction avec Swift utilisées dans l’expérimentation ainsi que la méthode
de spéciﬁcation des échéances des requêtes.
4.2.1 Environnement expérimental
Les expériences ont été conduites sur un cluster Linux à deux nœuds, comme illustré dans la
ﬁgure 4.1. Chaque nœud est équipé de deux processeurs Intel Xeon 10 cœurs (E5-2650), à
une fréquence de 2,3 GHz (40 threads) et 128 Go de mémoire. Le premier nœud est utilisé
en tant que client pour émuler les requêtes simultanées des utilisateurs. Le deuxième nœud est
utilisé comme le nœud de stockage en nuage exécutant le serveur de stockage et le serveur
proxy qui accepte les requêtes entrantes provenant du nœud client. Chaque nœud est équipé de
deux disques durs Seagate Constellation ST3000NM0033-9ZM178 (SN04) de 3 To, dont l’un
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Figure 4.1 Environnement expérimental.
est utilisé pour les expériences et l’autre est utilisé comme un disque système. Le noeud client
est connecté au noeud de stockage à l’aide de liens 10GbE.
4.2.2 Scénario expérimental
Nous rappelons que notre but est d’ajouter un module dans le projet python-swiftclient qui
implémente nos algorithmes d’ordonnancement. La solution proposée vise à intégrer un mé-
canisme de planiﬁcation de requêtes dans le projet python-swiftclient, en tenant compte des
contraintes des utilisateurs dans le but de maximiser l’utilisation de la bande passante. La pla-
niﬁcation permet d’envoyer l’ensemble des requêtes GET à plusieurs créneaux temporels au
serveur Swift. Ensuite, Swift les traite dans le même ordre d’arrivée. Dans une certaine mesure,
notre méthode essaie de contrôler le transfert de données du serveur Swift en agissant du côté
client.
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• Génération des ﬁchiers de test et des requêtes des clients :
Dans ce travail, nous considérons le système de stockage en nuage Swift comme une boite
noire et le projet Python-swiftclient en tant qu’un client de Swift. Nous avons développé
un script shell permettant de générer des requêtes GET des utilisateurs vers Swift.
Tableau 4.1 Modèle d’accès au ﬁchier. Source : Yahoo
Catégorie Statistiques de Yahoo Research Fichiers générés
Catégorie de la taille du ﬁchier Proportion Taille moyenne Nombre
1 <4Ko 21.71% 678o 217
2 <100Ko 18.78% 28Ko 187
3 <1Mo 12.28% 403Ko 123
4 <64Mo 31.28% 15Mo 313
5 <1Go 14.97% 203Mo 150
6 >1Go 0.96% 2.5Go 10
Les ﬁchiers demandés par le client font un total de 1000 ﬁchiers de tailles et de nombres
variés comme le montre le tableau 4.1. Pour imiter un scénario réaliste, le choix des tailles
et des nombres des ﬁchiers était basé sur un ensemble de traces d’accès aux ﬁchiers four-
nies par la communauté de recherche de Yahoo (Yahoo) récapitulé dans le tableau 4.1. Pour
chaque catégorie de taille de ﬁchier, nous avons choisi la taille moyenne comme une taille
représentative. Par exemple, si nous considérons la première catégorie, 21,71% des ﬁchiers
accédés par les différents utilisateurs ont une taille moyenne de 678 octets avec un total
de 217 pour la durée de l’expérience. Nous notons que les expériences sont effectuées en
considérant trois scénarios différents. Ces scénarios se distinguent par des taux d’arrivée de
requêtes différents extraits des données fournies par Yahoo aﬁn de simuler une architecture
d’infonuage réelle. Comme le montre la ﬁgure 4.2, nous avons choisi trois taux d’arrivée
de requêtes variable d’un créneau temporel à l’autre avec un total de 1000 requêtes pour
chaque scénario.
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Figure 4.2 Taux d’arrivée des requêtes.
• Opérations d’interactions avec Swift :
Une fois les ﬁchiers de test ont été générés, nous nous sommes servis d’un ensemble de
commandes qui facilitent l’interaction avec Swift aﬁn de créer des conteneurs de données,
d’y téléverser des ﬁchiers et télécharger des ﬁchiers selon les requêtes des utilisateurs. Le
tableau 4.2 récapitule l’ensemble de ces commandes. Nous notons que param_con sont les
paramètres de connexion au serveur Swift : « –A http ://adresseIPServeurSwift :8080/au-
th/v1.0 –U utilisateur -K motDePasse »
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Tableau 4.2 Commandes utilisées
Opération Description Exemple
post
Met à jour les méta données pour le compte,
le conteneur et l’objet.













download Télécharge les objets d’un conteneur.
swift param_con download
nom_conteneur nom_ﬁchier








• Spéciﬁcation de l’échéance d’une requête :
Comme nous l’avons mentionné précédemment, les utilisateurs doivent spéciﬁer une échéance
pour récupérer une donnée. Nous proposons la formule suivante pour déﬁnir l’échéance di
d’une requête i :
di = ti+(1+β )× ravgi ∀1 ≤ i≤ N (4.1)
où ti est l’instant auquel une requête i est générée et β est un pourcentage choisi par l’uti-
lisateur qui spéciﬁe combien de retard il peut tolérer pour une requête i. La variable ravgi
représente le temps de transfert moyen enregistré en fonction des requêtes précédentes gé-
nérées par les différents utilisateurs de l’entreprise. Cette formule permet de ﬁxer un délai
raisonnable supérieur au temps de transfert dans le cas idéal (où il n’y a pas de temps d’at-
tente) et de satisfaire l’utilisateur qui peut tolérer un pourcentage de retard.
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• Surveillance de la bande passante disponible :
Aﬁn de surveiller la bande passante disponible, nous avons codé un script en langage Py-
thon qui utilise la bibliothèque psutil pour mesurer le total d’octets envoyés et reçus au
niveau du système de l’utilisateur.
psutil 1 (i.e. utilitaires de processus et de système) : est une bibliothèque multi-plateforme
permettant de récupérer des informations sur les processus en cours et l’utilisation du sys-
tème (CPU, mémoire, disques, réseau, capteurs) en Python. Elle est utile principalement
pour la surveillance du système, le proﬁlage et la limitation des ressources de processus et
la gestion des processus en cours. psutil implémente de nombreuses fonctionnalités offertes
par les outils de ligne de commande UNIX tels que : ps, top, lsof, netstat, ifconﬁg, tty, df,
kill, pmap, gentil, ionice, iostat, iotop, uptime, qui, taskset, gratuit.
4.3 Évaluation du succès et de l’échec des requêtes
Une requête de transfert de données peut échouer ou bien aboutir. L’échec d’une requête peut
être expliqué par la surcharge du serveur Swift au cas où il se trouve surchargé par un grand
nombre de requêtes. En fait, le proxy est le composant de Swift qui reçoit les requêtes en-
trantes, comme expliqué au niveau du premier chapitre. Ce dernier peut traiter simultanément
un nombre bien déterminé de requêtes qui est spéciﬁé dans le ﬁchier de conﬁguration du proxy.
Une fois qu’une requête arrive au serveur proxy, elle est gardée dans une ﬁle d’attente jusqu’à
ce qu’un noeud de stockage soit disponible pour la traiter. Les requêtes réussies peuvent aboutir




4.3.1 Taux de requêtes réussies respectant leurs échéances
Dans cette partie, nous nous intéressons à évaluer le taux de requêtes respectant leurs échéances,
dans le cas où les requêtes sont réussies (Figure 4.3). Nous remarquons que les algorithmes
Figure 4.3 Pourcentage des requêtes respectant leurs échéances.
DA et DA-Resch surpassent signiﬁcativement python-swiftclient (Baseline) en considérant les
différents scénarios. En effet, python-swiftclient ne prend pas en compte la préférence des uti-
lisateurs en termes d’échéance. Il utilise la stratégie PEPS aﬁn de traiter les requêtes entrantes.
De plus, comme l’algorithme DA-Resch permet de planiﬁer de nouveau les requêtes au cas
où elles peuvent être retardées, il est possible d’augmenter le nombre de requêtes respectant
leurs échéances de plus de 30% par rapport à python-swiftclient et l’algorithme DA, comme le
montre la ﬁgure 4.3.
4.3.2 Taux de requêtes échouées
Dans cette partie, nous étudions le nombre de requêtes échouées. Nous rappelons que l’échec
survient lorsque Swift ne renvoie jamais la réponse à la requête puisqu’il est surchargé suite à
la réception d’un grand nombre de requêtes.
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Figure 4.4 Pourcentage des requêtes échouées.
La ﬁgure 4.4 montre le pourcentage de requêtes échouées. Le pourcentage est d’environ 10%
pour python-swiftclient et l’algorithme DA. Nous remarquons que DA a moins de requêtes
échouées par rapport à python-swiftclient dans tous les scénarios car Swift n’est pas surchargé
par les requêtes entrantes. En fait, l’algorithme d’ordonnancement DA retarde les requêtes
et les soumet à Swift dans différents créneaux temporels plutôt que de les envoyer ensemble
comme il est le cas avec python-swiftclient. Cela réduit la charge de travail de Swift et optimise
l’utilisation de la bande passante. Nous remarquons également que DA-Resch engendre plus
de requêtes échouées que DA. Ceci est dû au fait que DA-Resch pénalise certaines requêtes (en
les retardant) aﬁn de maximiser le nombre de requêtes qui respectent leurs échéances comme
le montre la ﬁgure 4.3.
4.3.3 Taux de requêtes réussies ne respectant pas leurs échéances
Dans cette partie, nous étudions le nombre de requêtes qui ont réussi mais sans respecter leurs
échéances. La ﬁgure 4.5 montre que plus de 50% des requêtes ont été réussies en utilisant
python-swiftclient mais sans respecter leurs échéances. L’algorithme DA améliore légèrement
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ce résultat mais DA-Resch parvient à minimiser le pourcentage de ces requêtes et augmente le
nombre de requêtes qui réussissent et respectent l’échéance requise (Fig. 4.3).
Figure 4.5 Pourcentage des requêtes ne respectant pas leurs
échéances.
4.4 Évaluation de la consommation de bande passante disponible
Dans cette partie, nous évaluons la moyenne de la consommation de bande passante mesurée
durant le transfert de données ainsi que la distribution de la consommation de bande passante
dans le temps.
4.4.1 Évaluation de la consommation moyenne de bande passante disponible
La ﬁgure 4.6 montre que la consommation moyenne de bande passante est plus élevée pour
DA et DA-Resch.
62
Figure 4.6 Consommation moyenne de bande passante.
Contrairement au projet python-swiftclient, le mécanisme de planiﬁcation dans DA et DA-
Resch permet de prioriser les requêtes en fonction des échéances tout en maximisant le nombre
de threads en utilisant la bande passante disponible pendant chaque créneau temporel. Par
conséquent, ces algorithmes permettent de maximiser l’utilisation de la bande passante.
4.4.2 Évaluation de la consommation de bande passante disponible au ﬁl du temps
Les ﬁgures 4.7, 4.8 et 4.9 montrent la consommation de la bande passante au ﬁl du temps.
Nous pouvons clairement remarquer que, pour tous les scénarios, le temps de transfert de
toutes les requêtes est aux alentours de 200s pour DA et DA-Resch par rapport à 1000s pour
python-swiftclient. Cela implique une amélioration de 80% concernant le temps de transfert
comparé au projet python-swiftclient de OpenStack. Nous pouvons également voir que DA et
DA-Resch maximisent la consommation de la bande passante en transférant les données. Cela
est dû à la maximisation du nombre de requêtes planiﬁées pour chaque créneau temporel sans
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Figure 4.7 Consommation de bande passante au ﬁl du temps -
Scénario 1
Figure 4.8 Consommation de bande passante au ﬁl du temps -
Scénario 2
dépasser la valeur maximale de bande passante.
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Figure 4.9 Consommation de bande passante au ﬁl du temps -
Scénario 3
4.5 Évaluation des retards enregistrés pour les différentes requêtes
Comme la ﬁgure 4.5 ne montre pas à quel point le temps de transfert de données est proche de
l’échéance, nous présentons la fonction de répartition des retards illustrée par les ﬁgures 4.10,
4.11 et 4.12. Nous rappelons que le retard enregistré par une requête est la différence entre la
ﬁn de transmission des données demandées et l’échéance de la requête.
Les ﬁgures montrent que plus de 60% et 80% des retards de requête valent zéro ou moins (c’est-
à-dire négatifs) pour DA et DA-Resch, respectivement, signiﬁant que la plupart des requêtes
respectent leurs échéances. Nous pouvons également remarquer que les deux algorithmes, DA
et DA-Resch, surpassent signiﬁcativement l’algorithme de OpenStack dans tous les scénarios.
Avec les deux algorithmes, le retard le plus élevé ne dépasse pas 200 secondes alors qu’il dé-
passe 800 secondes avec l’algorithme de OpenStack.
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Figure 4.10 Fonction de répartition des retards - Scénario 1
Figure 4.11 Fonction de répartition des retards - Scénario 2
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Figure 4.12 Fonction de répartition des retards - Scénario 3
4.6 Conclusion
Dans ce chapitre, nous avons présenté les expériences réalisées et avons discuté les résultats
obtenus. Nous avons montré à travers des expérimentations réelles que les deux algorithmes
surpassent la solution de OpenStack ofﬁcielle pour les utilisateurs de Swift. En effet, nous
avons trouvé que les données relatives à plus de 70% des requêtes sont récupérées par les uti-
lisateurs avant leurs échéances en utilisant DA-Resch pour les différents scénarios considérés.
Nous avons également prouvé que DA et DA-Resch permettent de maximiser la consommation
de bande passante disponible en les comparant avec la solution de Swift dédiée pour les clients,
baptisée pyhon-swiftclient. Ceci est du au fait que le mécanisme d’ordonnancement dans DA et
DA-Resch permet de prioriser les requêtes en considérant leurs échéances tout en maximisant
le nombre de threads utilisant la bande passante disponible pour chaque créneau temporel. Nos
algorithmes réussissent également à réduire la durée de transfert des requêtes. Les expériences
ont montré une réduction de 80% de la durée totale de transferts des données par rapport à
python-swiftclient. Finalement, après avoir mesuré les retards enregistrés par chaque requête,
nous avons trouvé qu’en utilisant nos algorithmes le retard le plus important ne dépasse pas
200s alors qu’il dépasse 800s avec python-swiftclient.
CONCLUSION ET PERSPECTIVES
La quantité de données générées par les différentes applications de l’infonuage est en crois-
sance continue. Cela accentue la demande des utilisateurs du transfert de données massives à
diverses ﬁns telles que le stockage de données, le traitement et l’analyse. Ce besoin a orienté
l’intérêt de la communauté des chercheurs travaillant sur la gestion des données vers un nou-
veau champs émergeant qui s’intéresse à l’ordonnancement de requêtes de données dans le but
d’optimiser le transfert de données en termes de temps et de ressources.
Des travaux récents ont abordé la gestion du transfert de données dans les systèmes de sto-
ckage de l’infonuage. Cependant, les solutions existantes n’ont pas pris en considération les
préférences des utilisateurs en termes de temps de transfert. Dans ce mémoire, nous avons pro-
posé deux algorithmes d’ordonnancement de données DA et DA-Resch qui tiennent en compte
les échéances des requêtes aﬁn de satisfaire aux exigences des utilisateurs tout en maximisant
l’utilisation de la bande passante disponible. Nous avons implémenté ces algorithmes en lan-
gage Python, par la suite les ont intégrés dans Swift (la solution de OpenStack pour le stockage
des données) dans le but d’optimiser sa politique de transfert de données.
Notre solution vise à fournir le transfert de données entre les utilisateurs et les serveurs de sto-
ckage dans l’infonuage en tant que service où les utilisateurs peuvent planiﬁer leurs requêtes à
l’avance. Grâce à notre solution, les transferts de données sont désormais gérés par un compo-
sant intégré dans chaque client dans lequel les requêtes de transfert sont ordonnancées pour une
meilleure performance en termes de consommation maximale de bande passante, de temps de
transfert de données minimal et de nombre maximal de requêtes satisfaisant leurs échéances.
Nous avons montré à travers des expérimentations effectuées sur une plateforme réelle que
les deux algorithmes surpassent la solution Swift de OpenStack. En effet, nous avons trouvé
que les données relatives à plus de 70% des requêtes sont récupérées par les utilisateurs avant
leurs échéances en utilisant DA-Resch pour les différents scénarios considérés. Nous avons
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également prouvé que DA et DA-Resch permettent de maximiser la consommation de bande
passante disponible en les comparant avec la solution de Swift dédiée pour les clients, baptisée
pyhon-swiftclient. Cela est dû au fait que le mécanisme d’ordonnancement dans DA et DA-
Resch permet de prioriser les requêtes en considérant leurs échéances tout en maximisant le
nombre de transferts utilisant la bande passante disponible pour chaque créneau temporel. Nos
algorithmes réussissent également à réduire la durée de transfert des requêtes. Les expériences
ont montré une réduction de 80% de la durée totale de transferts des données par rapport à
python-swiftclient. Finalement, nous avons trouvé qu’en utilisant nos algorithmes, le retard le
plus important ne dépasse pas 200s alors qu’il dépasse 800s avec python-swiftclient.
Comme perspectives futures, nous pouvons nous orienter vers plusieurs directions promet-
teuses. Nous prévoyons proposer un système basé sur la négociation qui trouve un accord
commun entre les utilisateurs et les fournisseurs de stockage aﬁn d’attribuer l’échéance appro-
prié à chaque requête selon la priorité de la donnée à récupérer en question. Une autre voie
intéressante serait d’étudier l’effet de la variation du nombre de threads et de la durée du cré-
neau temporel sur les performances visées (citées plus haut) des transferts dans le but d’ajuster
ces paramètres dynamiquement avant les transferts de données. Nous pouvons également pro-
poser un modèle de coût qui décide du montant dû à l’utilisateur selon la performance moyenne
des transferts de données qui prend en considération, entre autres, la durée du transfert, le taux
de requêtes satisfaisant leurs échéances.
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