Abstract. As the only way for students and instructors to communicate in Massive Open Online Course (MOOCs), MOOC forum plays an important role in supervision of students' learning. To guarantee the utilization of MOOC forums, classification of discussion threads is essential and should be reasonable. In this paper, we propose a model constructed by the convolutional neural network in deep learning to classify discussion threads in MOOC forums. In order to ensure that our model is not restricted by course contents and teaching languages, we define features (exactly 18) based on user interactive behaviors rather than the contents of threads. To validate our model and features, two groups of contrast experiments are conducted on Rossi's dataset. Experimental results show that our features are superior to Rossi's in measuring the characteristics of threads in different subforums. Meanwhile, the performance of deep model proposed in this paper is also much better than Rossi's model and other models constructed by traditional classification algorithms. Especially the performance of our model with our features is increased by 21% on average than Rossi' work. For Meetups and Assignments, the AUC are up to 0.919 and 0.882 respectively.
Introduction
Massive Open Online Course (MOOCs) which proposed in 2008 makes fast progress with the development of computer technology and draws more and more attention in recent years. From 2011 to 2016, 5.8 million people have participated in 6850 courses in more than 700 institutions [1] . As a new kind of education, MOOCs have following advantages: (1) Students can study courses anytime in anyplace as long as the Internet is provided; (2) MOOCs have rich course resources which cover most fields in different languages, and students can join in any course just by registering it; (3) All courses are free, which means a student can get the service of course resources, immediate questions, homework and exams without any fee and enjoy the best education all over the world.
In MOOCs, forum is the only way for users to communicate. Students can ask questions, get feedbacks from instructors or staffs, and even make friends with other students. However, with the increasing number of the students participated in MOOCs, there are hundreds of new discussion threads per day. It is hard for users to find what they need in so many threads. Therefore, to guarantee the utilization of MOOC forums, classification of discussion threads in MOOC forums is essential and should be reasonable.
Derrick Coetzee et. al. study the effect of MOOC forums on student activity and learning outcomes and then propose a reputation system for students to make useful posts [2] . Tobias Hecking et. al. analyze the extracted keywords from threads and user types of posts to divide users with common interest into groups [3] . Wise et. al. propose a linguistic model to identify whether the threads are related to course contents to address the problem of overload and chaos in MOOC forums [4] . Siwei Fu et. al. present an interactive visual analysis system called iForum which can discover and understand temporal patterns effectively in MOOC forums [5] . Rossi et. al. come up with a method which can across discussion threads written in different languages and technical terminologies by extracting language independent features based on the types of the interactions to classify the discussion threads [6] .
In recent years, deep learning is a hot point in the field of machine learning. Inspired by the information processing mechanism of human brain, deep learning uses the outputs of lower layers as the inputs of higher layers to extract useful structural information from the input data [7] . Since proposed, deep learning has been applied in different fields leading to breakthroughs compared with traditional methods. Based on the work of Rossi et. al., this paper proposes a model constructed by the convolutional neural network in deep learning to classify discussion threads in MOOC forums and is not restricted by course contents and teaching languages by extracting features based on user interactive behaviors. Contrast experimental results show that our model outperforms Rossi's.
Dataset
The dataset we use to classify forum threads is the first anonymous open Coursera forum dataset contributed by Rossi and stored in Github repository [8] . This dataset contains forum data of 60 courses in Coursera from March, 2013 to August, 2014.
In general, Coursera courses forum are structured as following: the forum home page shows the list of all subforums which include threads. Users can response to a thread with a post, or comment a certain post. They also can vote to posts and comments to show their attention or agreement. Coursera forums are split into 6 subforums generally, including (1) General Discussions, (2) Meetups, (3) Assignments, (4) Lectures, (5) Logistics, (6) Feedback.
The dataset has unified subforum names to the above 6 default subforum names and includes 99629 threads, 739074 posts and comments of 60 courses, among which 8 courses are not in English (in French, Spanish and Chinese, respectively). The duration of those courses varies from 5 to 17 weeks with a mean of 8.25. In average, each course has 1660 threads, 12318 posts and comments, and 2037 users among which 10% are anonymous.
Feature
As MOOCs get more and more popular, the amount of courses is increasing rapidly, and courses are taught in more and more languages, not only in English. In order to ensure that our model is not restricted by course contents and teaching languages, we define features based on user interactive behaviors rather than contents of threads
In this paper, we define 18 user interactive behaviors features of threads from aspects of structure, underlying social network, popularity and quality. These features describe interactive characteristics of subforums from different angles. Definitions of these features are shown in the following (regarding posts and comments as messages): Thread structure:
1. Posts (n post ): number of posts in a thread. 2. Comments (n comment ): number of comments in a thread. 3. Depth (n deep ): depth of a thread in its forum_chain. 
Model
Rossi's work is to define 20 language independent features which used for the classification via a support vector machine (SVM) with linear kernels [6] . All the features are constructed by manual work. In this paper, we propose a classification model which using the convolutional neural network (CNN) in deep learning to code input features. CNN can extract more advanced deep features through the multi-layer convolutional layers combining the local feature learned from lower layer's feature in higher layer. The difference between CNN and the normal neural network is that CNN contains a feature extractor composed of the convolutional layer and the pooling layer. In the convolutional layer, the output of the previous layer is the input of this layer, and each neuron is connected to the local receptive field of the previous layer. The convolution operation is first performed by the convolution kernel, followed by adding bias, and then an activation function (usually a sigmoid function) is used to extract the local feature, as shown in following equation:
In Eq. 1 s(x) is sigmoid function, θ is parameter of the convolutional kernel, b is bias, i and j indicate the size of the convolution kernel, and k is the number of feature maps in the previous layer. That neurons in different locations share parameters of the convolutional kernel reduces the parameters of the network. Multiple convolution operations performed by multiple convolution kernel can be used to extract multiple features [9] . After the convolutional layer, we will get a very high dimensional convolution feature vector. It is easy to occur overfitting learning classification with too large scale input, which leads to unreasonable result, so it is necessary to add a pooling layer which can reduce the dimensions of features, decrease the number of parameters and prevent overfitting. Commonly used pooling operation contains average-pooling and max-pooling, which mean replacing the local feature with the average value or maximum value of a region. In addition, pooling helps to make the representation become approximately invariant to small translations of the input [10] . The structure of CNN has a critical influence on the classification effect, and inappropriate network structure can easily lead to overfitting or underfitting [11] . In this paper, aiming at the classification of discussion threads in MOOC forums we improve the network shown in Figure 1(a) as followings based on basic CNN structure. The configuration of network is shown in Figure 1(b) .
1. Apply batch normalization to input layer and every hidden layer. Batch normalization can decrease the influence of data distribution deviation and thus speed up training. 2. Only apply pooling layer after the last convolutional layer rather than every convolutional layer. Classification of threads, the problem to solve in this paper, is different from image identification or automatic speech recognition. There is no relation between input features, so it is unnecessary to ensure invariance to translation. The purpose of using CNN in this paper is only to code features, therefore, the usage of pooling layers are reduced in this network. Actually, only one average-pooling layer is applied after the last convolutional layer to reduce the dimensions of features. 3. Use global pooling layer instead of fully connected layer. According to [12] , it is easier to interpret and less prone to overfitting than traditional fully connected layer utilizing global average-pooling over feature maps in the classification layer. In this paper, in order to ensure that the model is not restricted by course contents and teaching languages, the extracted features have nothing to do with thread contents, but are based on user interactive behaviors data. Therefore, to validate whether the model has the ability, we randomly select 40 courses forum data from all courses taught in English as training dataset which contains 57712 threads, and take the rest 12 courses taught in English and the other 8 courses taught in non-English forum data as test dataset which contains 22630 threads. In training dataset, the number of threads distributed in six subforums is shown in Figure 2 . From Figure 2 , we can know the number of threads in different subforums has an uneven distribution. Feedback has the least amount of threads, totaling 3518, while Assignments has the most amount of threads, totaling 28763, accounting for 4% and 36% of the total amount of 80208 respectively. In order to solve class imbalance problem in training dataset, we adopts Synthetic Minority Over-sampling Technique (SMOTE) to sample training data.
We perform two groups of contrast experiments to validate that the model learned by CNN used in this paper has a better performance. Since AUC is insensitive to sample distribution and not affected by the classification probability threshold, AUC is chosen as the evaluation index for experimental result.
1. Compare CNN with traditional classification algorithms. Besides the model trained by CNN, we also use three traditional classification algorithms: k-Nearest Neighbor(KNN), Logistics Regression(LR) and Random Forest(RF) to construct models respectively, and then use features we defined as input. The results are shown in Table 1 . 2. Compare the model(m1) proposed in this paper with the model(m2) proposed by Rossi. We apply 18 features(the dataset has no relevant data of the other 2 features ) of 20 features defined by Rossi and 18 features defined in this paper to m1 and m2 to get four experiments.The results are shown in Table 2 . Table 1 shows that the classification performance of CNN is 8% higher than KNN's, 6% higher than LR's, and 3% higher than RF's on average. The AUC of the six categories are at least 0.77, and the highest for Meetups is even up to 0.919. The results of this group of contrast experiment indicate that the classification performance of model learned via CNN in this paper is better than the model constructed by traditional classification algorithms.
From Table 2 , we can know that in the classification results of linear SVM with Rossi's features only Meetups's AUC is greater than 0.8, regretfully, for the rest five categories the AUC are just within 0.53-0.67, as a result the average is only 0.62. As it were, the classification performance is not very well. However, the performance of CNN with Rossi's features can be increased by an average of nearly 7% and the lowest AUC is also increased from 0.53 to 0.61. Compared with Rossi's features, when using our features defined in this paper as input, the performances of linear SVM and CNN are up to 0.755 and 0.831 on average, which increased by 13.5% and 21% respectively than Rossi's work. According to the above analysis, it is proved that user interactive behaviors features defined in this paper are superior to measure the characteristics of threads in different subforums compared to Rossi's features. Meanwhile, the performance of our model is also much better than Rossi's model.
Conclusion
As a research field of machine learning, deep learning has received more and more attention in recent years. With the development of computer technology, MOOCs also develop rapidly. This paper applies the convolutional neural network in deep learning to classify discussion threads in MOOC forums and tries to improve the performance of classification and promote the utilization of forums, and thus to improve course quality in MOOCs and students' learning effect. We propose a model constructed by the convolutional neural network in deep learning. From dataset open by Rossi, which contains 60 courses in Coursera and nearly 100000 threads, we define 18 features based on user interactive behaviors rather than threads contents to train the model. The experimental results show the classification performance of our model for six thread categories gains at least 0.77, for Meetups and Assignments, the AUC are up to 0.919 and 0.882 respectively. Compared with model proposed by Rossi, the performance is increased by an average of 21%. In addition, we also conduct contrast experiment with CNN and three traditional classification algorithms including KNN, LR and RF, and the results show that the performance of CNN is better than all three traditional classification algorithms.
