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The problem of discriminating between two location and scale 
parameter distributions is investigated. A general test based on a ratio 
of likelihoods is presented. A test based on a Pearson Goodness of Fit 
statistic is also considered. Tables are given for discriminating be-
tween the normal and exponential, the normal and double exponential, the 
normal and extreme value, and also between the normal and logistic. For 
location and scale parameter distributions, ·two-sided tolerance limits 
are shown to always be obtainable by Monte Carlo simulation. A method 
for obtaining confidence intervals on the reliability at a fixed time t 
is also given. Maximum likelihood estimators, based on Type II censored 
samples from the normal, are used to obtain tables required for statis-
tical inference about the parameters~ and a. Unbiased estimators based 
on the maximum likelihood estimators are given. The iterative methods 
used for obtaining the maximum likelihood estimators are discussed and 
means of obtaining starting values are presented. 
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I INTRODUCTION 
A random variable X has a distribution depending on a location 
parameter, a, and a scale parameter, b, if the probability density 
function of X can be written in the form f(x;a,b) = g[(x-a)/b]/b where 
b > 0 and -oo < a < 00 • In this paper, LASP will denote the family of 
distribution functions, F, which are dependent on location and scale 
parameters in such a manner that Jx 
F(x;a,b) = -oog[(w-a)/b]/b dw with 
b > 0, -oo < a < oo and x ~ a or - 00 < x < 00 • Several well-known distri-
butions are members of LASP. Among these are the normal, exponential 
double exponential, extreme value, Cauchy and logistic distributions. 
The location and scale parameters are respectively the mean and standard 
deviation in the normal distribution but this is not true for all dis-
tributions. 
The applied statistician is often faced with the problem of selecting 
a statistical model to use in analyzing his data. Most likely there will 
be several models from which to choose. What the applied statistician 
really needs is a method of selecting the best model from among the many 
possible models which might be applicable. The normal distribution has 
been used extensively as a model due to its ease of application and be-
cause of theoretical arguments derived from the Central Limit Theorem. 
There are experimental situations, hm..rever, in which some model other 
than the normal may be more appropriate. A method is presented in Chapter 
III which enables the experimenter to choose between any two location and 
scale parameter models. Tables are given in Chapter III which can be used 
when the experimenter wishes to choose between the normal and the 
2 
exponential rr.odels, the nortJ.al and double e;qm:ential models, the normal 
and extreme value models (hence between lognormal and Weibull models) or 
the normal and logistic models. A table is also given in Section G of 
Chapter III T.vhic.h will enable the experimenter to choose bet\veen tl:le 
normal and exponential models on the basis of a Type II censored sample 
with fifty per cent c2asoring. 
The use of the Pearson Goodness of Fit statistic for discriminating 
between members of LASP is discussed in Section H of Chapter III. It is 
sham! that the distribution of this statistic does not depend on the lo-
cation and scale parameters. Tables are given for using a Pearson 
Goodness of Fit statistic with five cells and equal probabilities, to 
discriminate between the normal and selected members of LASP. Theorem 2 
of Chapter III, which was used to establish the distributional property of 
the Pearson Goodness of Fit statistic, could also be used to show that 
the Empty Cells Test statistic has a distribution which does not depend 
on location and scale parameters. Thus, the exact distribution can be 
determined by simulation methods even v1hen the location and scal.e parame-
ters are ur.kno•NU. 
Tolerance limits and reliability for location and scale parameter 
distributions are discussed in Chapter IV. A method for obtaining one-
sided tolerance limits for any member of LASP was presented by Haas (1]. 
A method has now been developed for obtaining two-sided tolerance limits 
for any me!J'.ber of LASP. A discussion of the method is given in Section 
A.2. of Chapter IV. The distribution of the maximum likelihood estimator 
of the r~::liabili ty is shm-m to depend on the location and scale parame-
ters in such a m~nner that confidence intervals on the reliability for 
any given time t can be obtain8d. 
In many situations the applied statistician may be faced with the 
task of estimating location and scale parameters in the model of his 
choice on the basis of a censored sample. The samples may be censored 
3 
in two ways: (1) observations below or above a given point may be cen-
sored. (2) the r smallest or largest observations out of a sample of 
size n may be censored. These two kinds of censored samples are denoted 
by Type I and Type II respectively. Natural extension of the two types 
leads to t\V'O types of doubly censored samples. 
The calculation of estimators of the location and sr..ale parameters 
usually becomes more difficult when censored samples are used. For 
example, in the normal di3tribu.tinn the maximum likelihood estimators do 
not exist in closed form and iterative methods must be used to solve the 
maximum likelihood equations. The maximum likel:.hood equations for Type 
II censored samples from the normal and the iterative methods used to 
solve them are given in Section A.l. of Chapter V. 
The max:i.m·.1m likelihood estimator of the location parameter in the 
normal is unbiased when the complete sample is used but it is biased for 
censored samples. In fact, the bias is quite significant when there is 
heavy censoring. It is possible to obtain estimators of both ~ and a 
based on the maximum likelihood estimators which are unbiased. This is 
done in Chapter V. The variance of these unbiased estimators is also 
given. 
The distribution of the maximum likelihood estimators of the loca-
ti.on anc scale parameters in the normal are Hell-knm,rn ~•hen the complete 
sample is used. Hm·1ever, the theoretical distribution of the maximum 
likelihood estimators is very elusive when the estimators are based on 
4 
censored samples. Due to the \vork of Antle and Bain [2] it is possible 
to obtain the simulated distribution of these estimators with the aid of 
a digital computer. Thus, it is possible to test hypotheses concerning 
the unkno~rr, lccation and scale parameters and to construct confidence in-
tervals based on the maximum likelihood estimators derived from censored 
samples. The necessary tables for testing hypotheses and constructing 
confidence intervals using maximum likelihood estimators obtained fron~ 
Type II censored samples from the normal are given in Appendix A. 
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II REVIEW OF THE LITERATURE 
The problem of estimation of location and scale parameters from 
censored and noncensored samples has been considered by many authors. 
Several different methods of estimation have been employed. The most 
widely used methods are the method of maximum likelihood, the method of 
least squares and modifications of the maximum likelihood and least squares 
methods which provide "simplified" estimators. The chief advantage of the 
simplified estimators is usually ease of computation. 
The theory of least squares estimation was applied to an ordered 
sample from a distribution depending only on location and scale parameters 
by Lloyd (3). The resulting estimators from least squares estimation are 
unbiased and linear in the ordered observations. The method of least 
squares was also used by Sarhan and Greenberg [4,5] to estimate the mean 
and standard deviation of normal populations from singly and doubly cen-
sored samples of size n ~ 15. Dixon [6] derived simplified estimators of 
the mean and standard deviation for complete and censored normal samples 
which are almost as efficient as the best linear estimators for samples of 
size n ~ 20. 
The method of maximum likelihood was used by Cohen [7] in 1950 to 
estimate the parameters of normal populations from singly and doubly trun-
cated samples. Cohen used the term "truncated" in a broader sense than 
its present usuage and it included what now is called "censored samples". 
Cohen's early work deals mainly with type I censored samples but in later 
papers [8,9] he extended his previous results and devised simplified esti-
mators of the parameters of the normal distribution. Cohen expressed his 
simplified estimators as functions of the restricted sample means and 
6 
variances respectively. Gupta [10] determined the asymptotic variances 
and covariances of maximum likelihood estimators of the parameters of a 
normal population from a sample censored from above (Type II censoring). 
Under mild regularity conditions the maximum likelihood estimator of a 
single parameter from singly censored samples was shown by Halperin [11] 
to be consistent, asymptotically normally distributed and of minimum 
variance for large samples. Halperin also indicated his results could be 
generalized to several parameters and more general censoring. The maxi-
mum likelihood estimators were shown to be asymptotically linear by 
Plackett [12]. Plackett also showed that the best linear unbiased esti-
mators are asymptotically normal and he computed a "linearized maximum 
likelihood" estimator. 
Harter and Moore [13] used an iterative procedure for joint maximum 
likelihood estimation based on singly and doubly censored samples from a 
normal population. The asymptotic variances and covariances were tabu-
lated for 10 per cent censoring intervals. A Monte Carlo investigation 
of the means and standard deviations of the maximum likelihood estimators 
was made for 1000 samples from the standard normal population for n = 10 
and n = 20. A comparison of the variance of the best linear unbiased 
estimators and the mean square error of the maximum likelihood estimators 
for n = 10 and n = 20 was made. From this comparison Harter and }1oore 
concluded that maximum likelihood estimators tend to be somewhat more 
precise than best linear unbiased estimators. The difference is greatest 
for estimates of ~ in cases of strongly asymmetric censoring and for 
estimates of o when the number of observations censored is large and/or 
censoring is strongly asymmetric. For example using samples of size 20 
with seventy per cent of the largest ordered observations censored, the 
7 
variance of the best linear unbiased estimator of the location and scale 
parameters was .175 and .139 respectively. The mean square error of the 
maximum likelihood estimators of the location and scale parameters was 
.158 and .122 respectively. The material in Chapter V extends the work 
of Harter and Moore in the area of maximum likelihood estimation of the 
parameters of the normal using Type II singly censored samples. Unbiased 
estimators of the parameters of the normal based on the maximum likeli-
hood estimators are given. Tables for constructing confidence intervals 
and testing hypotheses using censored samples are also provided in 
Appendix A. 
Tiku [14] used the fact that g(x) is approximately a+ Sx, where 
g(x) is the ratio of the ordinate and the probability integral of a 
normal distribution, to derive estimators of the population mean and 
standard deviation from a censored normal sample. These estimators are 
nearly as efficient as the maximum likelihood estimators and they are 
more efficient than the best linear unbiased estimators. However, the 
bias in these estimators as with the maximum likelihood estimators is 
considerable for nonsymmetric censoring. 
Antle and Bain [2] showed that (a-a)/b, B/b and (a-a)/B are distri-
buted independently of the parameters (a and b being location and scale 
parameters respectively while a and B are their maximum likelihood 
estimators). This makes the maximum likelihood estimators of location 
and scale parameters suitable for }1onte Carlo simulation studies if the 
distributions of the estimators cannot be obtained analytically. The 
simulated distributions can then be used for obtaining confidence inter-
vals and testing hypotheses concerning the location and scale parameters. 
Thoman [15] observed directly that a similar property exists for the 
8 
parameters in the V.!eibull distribution. 
Haas [1] showed that one-sided tolerance limits exist for any dis-
tribution depending only on location and scale parameters and he derived 
two-sided tolerance limits for the Cauchy distribution. In Chapter IV, 
a theorem is given which shmvs that it is possible to obtain by Honte 
Carlo methods two-sided tolerance limits for any distribution depending 
only on location and scale parameters. Haas also constructed a test for 
choosing between the normal distribution and Cauchy distribution based on 
a ratio of likelihoods. In Chapter III this test is shown to be appli-
cable to any two location and scale parameter distributions. 
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III DISCRD1INATION BETWEEN THO LOCATION AND SCALE PARAMETER DENSITIES 
A. A Test Based on a Ratio of Likelihoods 
In this chapter the problem of choosing one of two location and 
scale parameter densities on the basis of a set of n observations is 
considered. Let x1 , x2, ... , Xn be a ran9om sample which comes from 
either f 0 (x;a,b) or f 1 (x;a,b) where a and bare unknown location and 
scale parameters. The range of X may be x ~ a or it may be unrestricted. 
The problem of selecting either f 0 or f 1 as a model for the observations 
may be formulated as follows: 
H : f(x;a,b) = f (x;a,b) 
0 0 
a, b unknown, b > 0 
Let a , B be the maximum likelihood estimators of a and b assuming 
0 0 
the observations are from fo(x;a,b). Likewise let al, Bl' be the maximum 
likelihood estimators of a and b assuming the observations are from 
f 1 (x;a,b). A ratio of likelihoods, RL, can be computed where RL is de-
fined as follows: 
n A ~ I n A ~ RL = .IT1f (X. ;a ,o ) .IT1f 1 (x. ;a1 ,o1). 1= 0 1 0 0 1= 1 (1) 
If the distribution of RL under H were known a decision rule could 
0 
be based on the value of RL by rejecting H if RL is "unusually" small. 
0 
Theorem 1 makes it possible to find the distribution of RL by Monte Carlo 
techniques. 
THEOREH 1 
Let f. (X; a, b), j = 0,1 be t~vo densities \vhich depend only upon 
J 
unknmvn location and scale parameters a and b. Let a. and o. be the 
J J 
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maximum likelihood estimators of a and b obtained from a set of n obser-
vations x1 , x2 , ..• , Xn which are assumed to have come from either 
f 0 (X;a,b) or f 1 (X;a,b). Then the distribution of 
n n 
RL = .TI1f (X.;a ,B )/.IT1f 1(x.;a1,B1) 1= 0 1 0 0 1= 1 
is independent of a and b (i.e., it depends only on nand whether the 
observations are from f 0 (X;a,b) or from f 1 (X;a,b)). 
1 Let f.(x;a,b) = b g.[(x-a)/b], j = 0, 1 
J J 
Proof: 
then the ratio of likelihoods becomes 
n1 " nl "' RL = .rr1 ~ g [(X.-a )/S ]/.IT1 ~ g1 [(X.-a1)/S1 ] 1= DO 0 1 0 0 1= Dl 1 
RL can be rewritten as follows: 
(2) 
It is shmvn in [2] that the values of (a .-a) /b and '6. /b calculated 
J J 
using the X's and f. would be the same as the values of a . and B . 
J OJ OJ 
calculated from the standardized random variables Z. = (X.-a)/b, i = 1 to 
1 1 
n, and f .. It follows that the value of RL would be the same whether 
J 
calculated with the original X's or the corresponding Z's. Thus, the 
distribution of RL does not depend upon the parameters a and b. However, 
the distribution of RL will depend upon the sample size, n, and whether 
the observations are from f 0 (x;a,b) or f 1 (x;a,b). Q.E.D. 
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In view of Theorem 1 the unknown location and scale parameters can 
be set equal to some convenient values such as 0 and 1 respectively in 
simulation studies on the distribution of RL. The distribution of RL 
can then be determined when the set of observations is taken from 
f (X;O,l) and critical values obtained such that H is rejected when RL 
0 0 
is smaller than these critical values. The·power of the test can be cal-
culated by simulation of the distribution of RL when samples are taken 
from f 1 (X;O,l). 
In the following sections the test described here is applied to 
discrimination between several families of location and scale parameter 
densities. 
B. Discrimination Between the Normal and Exponential 
1. H0 : Normal vs H1 : Exponential 
The formulation of the problem is 
H : 
0 
2 2 In:: f (x;~,o) = exp{-(x-~) /2o }/v2TIO, 
0 
-oo < X < oo, -oo < ~ < oo 
0 > 0 
H1 : £ 1 (x;a,b) = exp{-(x-a)/b}/b, x ~a, -oo <a< oo, b > 0 
For a set of n random variables, x1 , .... ,Xn' the ratio of likelihoods 
becomes 
"lith a minimum of the X's, 
n .-... - 2 n 2 B = .L1(x.-a)/n, 0 = X, 8 = .L 1 (x.-~) /n. 1= 1 1= 1 f-1 
The distribution of RLS = (RL)l/n was simulated using samples from 
f (x·O 1) = exp(-x2/2)/12TI and the critical numbers RLS obtained such 
o ' ' a 
that Pr(RLS < RLS ) = a. H is rejected if RLS < RLS • The power of the 
a o a 
test was obtained by using samples from f 1 (x;O,l) = exp(-x). The 
12 
critical numbers, RLS , and the power, 1-S, are given in Table 1, \vhere 
a. 
a. is the probability of choosing the exponential when the observations 
are from the normal density, and 1-S is the probability of choosing the 
exponential when the observations are from that density. 
Table 1 
Critical Numbers and Power for using RLS = (RL)l/n 
to Test H : Normal VS Hl: Exponential 0 
a = .01 a. = .05 a. = .10 a. = .20 
n RLS 1-B RLS 1-B RLS 1-B RLS 1-B 
a. a a. a. 
10 .639 .355 .749 .630 .809 .748 .895 .872 
15 .747 .652 .851 .860 .909 .927 .993 .973 
20 .809 .833 .917 .956 .981 .980 1.067 .995 
25 .871 .941 .975 .988 1.035 .995 1.121 .999 
An equivalent statistic to use in testing H0 : Normal vs H1 : Exponen-
tial is B/$ = (RL)l/n/l2rre. The critical values of B/$ can be obtained 
by multiplying the critical values of RLS given in Table 1 by l/12rre. 




2. H0 : Exponential vs H1: Normal 
The formulation of the problem is 
H : f(x;a,b) = exp{-(x-a)/b}/b, -oo < a < oo, x ~ a, b > 0 
0 
2 2 ~ 
= exp{-(x-~) /20 }/v2rr0, -oo < x < oo, 0 > 0 
-oo < ~ < oo 
For a set of n random variables, x1 ~ ..• ,xn, the ratio of likelihoods 
becomes 
13 
with ~. S, 0 and 8 as given in the previous section. The distribution of 
RLS :o (RL//n was simulated using samples from f (x;O,l) = exp(-x) and 
0 
critical numbers RLS obtained such that Pr(RLS < RLS ) = a.. H is re-
a · a o 
jected for RLS < RLS . The power of this test was obtained by using 
a 
2 
samples from f 1 (x;O,l) = exp(-x /2)/IZTI. The critical numbers. RLS , and , a· 
the power, 1-S, are given in Table 2 where a. is the probability of chaos-
ing the normal density when the exponential density is correct and 1-6 is 
the probability of choosing the normal density when it is correct. 
Table 2 
Critical Numbers and Power for using RLS = (RL)l/n 
to Test H0 : Exponential vs H1 : Normal 
a= .01 a= .05 a = .10 a == .20 
n RLS 1-6 RLS 1-S RLS 1-S RLS 1-B 
a a. a a. 
10 .859 .366 .997 .636 1.082 . 772 1.195 .883 
15 .923 .651 1.061 .866 1.135 .925 1.135 .971 
20 .975 .852 1.099 .959 1.167 .980 1.263 .993 
25 1.011 .942 1.290 .989 1.197 .999 1.285 .999 
An equivalent statistic to use to test H0 vs H1 is /2neP~S = 8/B. 
The critical numbers for 8/B can be obtained by multiplying the critical 
numbers for RLS by 12ne. The power of the test remains unchanged if H 
0 
is rejected if 0/B < 12neRLS. 
To help the Experimenter decide what sample size to use Figure Ja is 
given with n =sample size 1 a= Pr(Type I Error) and S == Pr(Type II Error). 
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Figure 3a: Sample Size and Levels of Protection for Discrimination 
Between the Normal and Exponential. 
C, Discrimination BetHeen Normal and Double Exponential 
1. H0 : Normal vs H1 : Double Exponential 
The problem is formulated as follows: 
-oo < x < oo, -oo < ~ < oo, 
a > 0 
H1 : f 1 (x;a,b) = exp{-lx-al/b}/2b, -oo < x < oo, -oo < a < oo, 
b > 0 
For a set of n random variables,x1 , .... ,Xn, the ratio of likeli-
hoods becomes 
(5) 
where 2 n ,..._ 2 n 0 =X, 8 = iil(Xi-~) /n, a= median of the X's and B = i~~Xi-al/n. 
The distribution of RLS = (2e/TI)-l/ 2 (RL)l/n = B/8 was simulated 
using samples from f (x;O,l) = exp(-x2)//2TI and critical numb£:rs, RLS , 
o a 
obtained such that Pr[RLS ~ RLSa] = a. H0 is rejected if RLS ~ RLScv· 
The power of this test was obtained by using samples from f 1 (x;O,l) = 
15 
exp(-jxj)/2. The critical numbers, RLS , and the power, 1-S, are given 
a 
in Table 3 where a is the probability of choosing the double exponential 
when the sample is from the normal, and 1-S is the probability of chaos-
ing the double exponential when the sample is from that density. 
Table 3 
Critical Numbers and Power for using RLS = B/cr 
to Test H : Normal vs Hl: Double Exponential 0 
a = .01 ex = .OS ex = .10 ex = .20 
n RLS 1-8 RLS 1-8 RLS 1-8 RLS 1-8 
a a ex ex 
21 
.680 .209 • 719 .410 .738 .526 .761 .676 
31 
.702 .329 .731 .542 .746 .652 .767 .786 
41 
.711 .414 .738 .637 .753 .748 .768 .849 
51 .721 .522 .745 .727 .758 .821 .771 .906 
61 .730 .608 .751 .798 .762 .880 .774 .938 
2. H0 : Double Exponential vs H1 : Normal 
The problem is formulated as follows: 
H . f (x;a,b) = exp{-lx-aj/b}/2b, -oo<x< oo, -00 < a < oo, . 
0 0 b > 0 
2 2 
Hl: f 1 (x;]J,cr) = exp{-(x-]J) /2cr }/IZTio, -oo < X < oo, -oo < ]J < 00 
a > 0 
For a set of n random variables, x1 , •••. ,Xn' the ratio of likeli-
hoods becomes 
(6) 
with 0, e, a and B as given in the previous section. The critical 
16 
numbers, RLS , such that Pr[RLS :::; RLS ] = a, were taken from the simu-
a a 
lated distribution of RLS = (2e/n) 112 (RL)l/n = 8/B. The distribution 
was simulated using samples from f (x;O,l) = exp{-ixl}/2. The critical 
0 
numbers, RLS , and the power, 1-S, are given in Table 4 where a is the 
a 
probability of choosing the normal when the sample is from the double 
exponential, and 1-S is the probability of choosing the normal when the 
sample is from that density. 
Table 4 
Critical Numbers and Power for using RLS = 8/B 
to Test H : Double Exponential vs Hl: Normal 0 
a= .01 a = .05 a = .10 a = .20 
n RLS 1-8 RLS 1-8 RLS 1-8 RLS 1-8 a a a a 
21 1.173 .092 1.214 .282 1.241 .427 1.277 .634 
31 1.201 .172 1.241 .428 1.265 .594 1.299 .777 
41 1. 225 .283 1. 263 .579 1.285 .735 1.313 .863 
51 1.241 .385 1. 273 .661 1. 297 .811 1.323 .914 
61 1.251 .492 1.285 .768 1.305 .872 1.331 .953 
71 1. 259 .551 1. 291 .819 1.313 .918 1.337 .975 
To help the experimenter decide what sample size to use, Figure 3b 
is given with n = sample size, a = Pr(Type .I Error) and B = Pr( Type II 
Error). For example, if it is desired to have 8 = 2a < .20 a sample of 
size n = 46 or larger is required. The reader will observe that a 
sample of size 40 or larger when discriminating between the normal 
and the exponential will virtually assure making the correct decision. 
Of course, the decrease in power is due to the fact that the double 
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Figure 3b; Sample Size and Levels of Protection for Discrimination 




3. H1 : Double Exponential, a = 0, b = 1 vs H2 : Normal, ~ = 0, a= 1 
The experimenter should note that the test based on RLS should not 
be applied to a situation in which both parameters are know~1 since no use 
is made of this added information. When both parameters are known the 
standard Likelihood Ratio Test can be used. This is the uniformly most 
powerful test in this situation. 
To get a feeling for how much power 'vould be lost if the test based 
on RLS '"ere used in this situation , the standard Likelihood Ratio Test 
was applied to testing H0 : f(x) = exp(-lxl)/2 vs H1 : f 1 (x) = exp(-x2/2)//2IT 
with n = 41. The pm,Ter, 1-8, was found to be . 50 for a = • 01, • 84 for 
a= .05, .95 for a = .1 and .99 for a = .2. These values for 1-S can be 
18 
compared with the values of 1-S for RLS given in Table 4 with n = 41. 
The reader will note that the standard Likelihood Ratio Tes~ in this 
case, is nearly twice as powerful for a = .01 and nearly one and a 
third times as powerful for a = .10 as the test based on RL. 
D. Discrimination Between the Normal and Extreme Value 
1. H0 : Normal vs H1 : Extreme Value 
The problem may be formulated as follows: 
2 2 ~ H : f (x;~,o) = exp{-(x-~) /2cr }/v2no, -oo < x < oo, 
0 0 
00 < ~ < oo, 
a > 0 
exp{(x-a)/b- exp[(x-a)/b]}/b, -oo < x < oo, 
oo < a < oo, b > 0 
For a set of n random variables, x1 , .•.. ,Xn' the ratio of likeli-
hoods becomes 
where 0 = X, and o2 n A 2 = .r 1 (x.-~) /n. 1= 1 However, a and B do not exist in 
closed form and were found by solving the maximum likelihood equations 
iteratively. The method used is discussed in Section E of this chapter. 
1 1/n The distribution of RLS = ve(RL) was simulated using samples 
from f (x;O,l) = exp(-x2/2)//2TI and critical numbers,RLS, obtained such 
o a 
that Pr[RLS s RLSa] = a. H0 is rejected if RLS ~ RLSa. The power of 
the test was calculated by using samples from f 1 (x;O,l) = exp{x-exp(x)}. 
The critical numbers, RLS , and the power, 1-B, are given in Table 5 
a 
where a is the probability of choosing the extreme value density when the 
observations are from the normal density and 1-S is the probability of 
choosing the extreme value when the observations are from that density. 
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Table 5 
Critical Numbers and Power for using RLS = /e(RL)l/n 
to Test H : No.rmal vs H1 : Extreme Value 0 
Cl. = .01 Cl = .05 Cl. = .10 a. = .20 
n RLS 1-S RI.S 1-S RLS 1-S RLS 1-S 
Cl. Cl. Cl. Cl. 
20 1. 421 .202 1.491 .515 1.582 .609 1.601 .775 
30 1.504 .381 1.581 .638 1. 617 .750 1.659 .848 
40 1.543 .537 1.605 .159 1.639 .859 1.678 .934 
50 1. 571 .602 1.634 .785 1.650 .902 1. 693 .964 
2. H1 : Extreme Value vs H2: Normal 
The formulation of the problem is 
H : f (x;a,b) exp{(x-a)/b- exp [ (x-a) /b] } /b, -oo < X < co, 
0 0 
< a < oo, b > -oo 
2 2 
Hl: f 1 (x;lJ,O) = exp{-(x-ll) /2o }/!21To, -oo < ll < oo, -00 < X < 
cr > 






with CJ, a, and '6 as given in the previous section. The critical numbers, 
RLSCI., such that Pr(RLS ~ RLSa) = CL were taken from the simulated cumu-
lative distribution of RLS = (RL)l/n//e obtained by using samples from 
£0 (x;O,l) = exp{x-exp(x)}. H0 is rejected if RLS ~ RLSa.. The power of 
2 this test was computed by using samples from f 1 (x;O,l) = exp(-x /2)/12-IT. 
The critical numbers, RLS , and the pmv-er, 1-S, are given in Table 6 
Cl 
whert! a is the prc.bability of choosing the normal ~vhen the sample is from 
the extreme value and 1-6 is the probability of choosing the normal when 
in fact the sample is from that density. 
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Table 6 
Critical Numbers and Power for using RLS = (RL)l/n;;e 
to Test H : Extreme Value vs H1 : Normal 0 
a= .01 a= .05 a= .10 a= .20 
11 RLS 1-S RLS 1-B RLS 1-S RLS 1-S a a a a 
10 .511 .074 .545 .233 .563 .351 .585 .523 
20 .542 .204 .567 .416 .582 .559 .601 .723 
30 .557 .334 .583 .622 .595 .735 .611 .856 
40 .569 .507 .590 .747 .603 .848 .618 .926 
50 .583 .699 .595 .823 .607 .900 .621 .951 
To help the Experimenter decide what sample size to use Figure 3c 
is given w.ith n = sample size, a = Pr(Type I Error) and B = Pr(Type II 
Error). For example, if it is desired to have B = 2a = .20, a sample of 
size n ~ 35 is required. 
a 
.24 1 \ \ ~~a .22 
.20 + \ 
.18 
I 
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Figure 3c: Sample Size and Levels of Protection for Discrimination 
Between the Normal and Extreme Value 
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E. Discrimination Between the Weibull and Lognormal 
1. H0 : Lognormal vs H1 : Weibull 
The problem can be formulated as follows: 
-oo < y < oo, a > 0, 
-oo < ~ < oo 
c-1 c H1 ; f 1 (y;c,d) = c(y/d) exp{-(y/d) }/d, y ~ 0, c ~ 0, d > 0 
The Weibull and lognormal are not location and scale parameter 
densities so Theorem 1 of Section A does not apply directly. However, 
if the transformatio~ ln Y, is made with the density of Y being f , 
0 
then X = ln Y has a normal distribution with location and scale param-
eters ~ and a. Also, if X= ln Y, where the density of Y is f 1 , then X 
has the extreme value distribution with location paramete~ a ln d, and 
scale parameter, b = 1/c. Thus, if the Experimenter has a set of n ob-
servations, y1 , .... ,yn' from either the Weibull or lognormal densities, 
they can be transformed into a corresponding set, x1 , .... ,xn' by setting 
x. = ln y .. Then the statistic, RLS of Section D.l, calculated using 
1 1 
the x's. As usual, H is rejected if RLS S RLS . 
0 
The calculation of a and B was done by using the iterative method 
of Thoman [15] to find the maximum likelihood estimators, a and c, of 
the location and scale parameters of the Weibull density. From the in-
varianeeproperty of maximum likelihood estimators, it follows that a 
is given by ln a and B is given by 1/c. 
The critical numbers~ RLS , and the power, 1-S, are the same as 
a 
given in Table 5. However, the interpretation of a and 1-B is changed. 
Now, a is the probability of choosing the Weibull density when the obser-
vations are from the lognormal density and 1-B is the probability of 
22 
choosing the Weibull density when the observations are from the Weibull. 
2. H0 : Weibull vs H1 : Lognormal 
The formulation of the problem is 
H : f (y;c,d) = c(y/d)c-lexp{-(y/d)c}/d, y ~ 0, c ~ 0, d > 0 
0 0 
2 2 H1 : f 1 (y;~,cr) = exp{-(ln y- ~) /2cr }/ycr/ZTI, -oo < y < oo, a> o, 
-oo < ~ < oo 
Given a set of n observations, y1 , .... ,yn' from either the Weibull 
or lognormal, make the transformation x. = ln y., i = l, ... ,n. Then 
1 1 
compute a, S, 0 and a as explained in the previous section. The test 
statistic to use is RLS as defined by equation (8) in Section D.2 of this 
chapter. As before, H is rejected if RLS ~ RLS . 
0 
The values for the 
critical numbers, RLS , and the power, 1-8, are the same as given in 
a 
Table 6. However, the interpretation of a and 1-8 is that a is the 
probability of choosing the lognormal density when the observations are 
from the Weibull density, and 1-8 is the probability of choosing the 
lognormal density when the observations are from that density. 
The relationship between sample size and levels of protection for 
discrimination between the Weibull and lognormal can be obtained from 
Figure 3c in Section D.2. For example, a sample size of forty or more 
would be required if the experimenter wanted to have a = 8/4 = .05. 
F. Discrimination Between the Normal and Logistic 
1. H0 : Normal vs H1 : Logistic 
The formulation of the problem is as follows: 
2J 
H : f (x·p o) 
0 0 ' ' 
2 2 
exp{-(x-p) /2o }//ZTio, -oo < p < oo, a > 0, 
-oo < X < oo 
2 H1 : £1 (x;a,b) = exp{-(x-a)/b}/b(l + exp{-(x-a)/b}) , x ~ a, 
-oo < a < oo, h > 0 
For a set of n random variables x1 , .... , Xn the natural logarithm 
of the ratio of likelihoods becomes 
RLS = ln RL = n(ln S - ln 8) - n(ln 2TI + 1)/2 + (X- a)/B + 
(9) 
where 0 = X, 8 = .El(X.-0) 2/n and a and s are obtained using Newton-
1.= 1. 
Raphson iterative techniques on the appropriate maximum likelihood 
equations. 
The cumulative distribution of RLS was simulated using samples from 
2 f 1 (x;O,l) = exp{-(x /2)YI2TI and critical numbers, RLSa' obtained such 
that Pr[RLS ~ RLS ] = a. H is rejected if RLS ~ RLS , The power of 
a o 
this test was obtained by using samples from f 1 (x;O,l) = e-x/(1 + e-x) 2 . 
The critical numbers, RLS , and the power, 1-8, are given in Table 7 
a 
where a is the probability of choosing the logistic when the observa-
tions are from the normal and 1-8 is the probability of choosing the 
logistic when the observations are from that density. 
The reader will observe in Table 7 that the power increases very 
slowly as the sample size increases. In fact~ the power is very low 
even for samples of size sixty. This is due in part to the shape of 
the densities, Table 8 and Figure 3d also shows the lack of po\ver 
for the ratio of likelihoods test for discriminating between the 
normal and logistic. Hopefully other methods designed especially 
for situations such as this one can be developed which will have 
more power. 
Table 7 
Critical Numbers and Power for using RLS = ln RL 
to Test H : Normal VS Hl: Logistic 0 
ex = .01 ex = .05 ex = .10 ex = .20 
n RLS 1-S RLS 1-S RLS 1-S RLS 1-S 
ex ex ex ex 
10 -0.855 .020 -0.396 .098 -0.213 .167 -0.024 .284 
20 -1.291 .051 -0.623 .154 -0.345 .239 -0.063 .373 
30 -1.500 .081 -0.829 .184 -0.455 .292 -0.071 .455 
40 -1.755 .091 -0.975 .220 -0.537 .333 -0.101 .488 
50 -2.069 .102 -0.926 .281 -0.509 .398 -0.062 .552 
60 -1.637 .190 -1.031 .316 -0.518 .446 -0.059 .583 
2. H0 : Logistic vs H1 : Normal 
The formulation of the problem is 
H : f (x; a, b) 
0 0 
= exp{-(x-a)/b}/b(l + exp{-(x-a)/b}) 2 , x 2: a, 
b > 0 -oo < a < oo, 
2 2 H1 : f 1 (x;~,a) = exp{-(x-~) /2a }/IZTia, -oo < ~ < oo, a> 0, 
-oo < X < oo 
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For a set of n random variables, x1 J •••• , Xn' the natural logarithm 
of the ratio of likelihoods is 
RLS = n(ln 8 - ln B) + n(ln 2n + 1)/2 - (X-a)/B 
with 8, a and B are as given in the previous section. The cumulative 
distribution of RLS was simulated using samples from f (x;O,l) = 
0 
e-x/(1 + e-x) and critical numbers, RLS , obtained such that H is re-
a o 
jected if RLS 
using samples 
~ RLScx and Pr(RLS ~ RLScx) = a. The power, 1-S, was obtained 
2 from f 1 (x;O,l) = exp(-x /2)//iTI. The critical numbers, 
RLS , and the power, 1-S, are given in Table 8 where ex is the probability 
ex 
25 
of choosing the normal density when the observations are from the 
logistic and 1-8 is the probability of choosing the logistic when tl1c oh-
servations are from that density. 
Table 8 
Critical Numbers and Power for using RLS = ln RL 
to Test H : Logistic VS Hl: Normal 0 
a = .01 a = .05 a. = .10 a. = .20 
n RLS 1-8 RLS 1-8 RLS 1-8 RLS 1-8 
a a. a. a. 
10 -0.593 .013 -0.528 .061 -0.461 .140 -0.384 .265 
20 -0.960 .026 -0.795 .101 -0.685 .191 -0.520 .347 
30 -1.257 .024 -0.991 .127 -0.831 .227 -0.589 .403 
40 -1.487 .046 -1.159 .158 -0.933 .275 -0.651 .447 
Figure 3d gives the relationship between sample size, n, and various 
levels of Type I and Type II Errors. It can be seen, for example, that 
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Figure 3d: Sample Size and Levels of Protection for Discrimination 
Between the Normal and Logistic 
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G. Discrimination Based on Censored Samples 
1. H0 : Exponential vs H1 : Normal, q = .5 
Since Theorem 1 of this chapter is true for censored samples, the 
discrimination problemcan be handled as in the preceeding sections. How-
ever, when censored samples are used, the maximum likelihood estimators 
of the scale and location parameters in the normal must be found by iter-
ative methods. The distribution of the ratio of likelihoods, under both 
H0 and H1 , depends on the degree of censoring as well as on the sample 
size. Thus, for a given sample size, n, a seperate Monte Carlo simu-
lation must be done for each degree of censoring in order to determine 
the critical numbers and the power of the test. 
A study was made of the problem of discrimination between the expo-
nential and the normal density based on a sample of size n from which a 
proportion q of the largest observations were censored. Let r denote 
the number of observations remaining in the sample after the censoring. 
The problem is formulated as follows: 
H : f (x;a,b) 
0 0 
exp{(x-a)/b}/b, - 00 < a < oo, b > O, x ~ a 
00 < ~ < 00 0 > 0 
-oo < X < oo 
Let x1 , .... ,Xn,be the first r ordered elements of a sample of size n. 
The ratio of likelihoods becomes 
RL 
where Z = (X -0)/8, aLe a, D, 0, 8, are the maximum likelihood 
r r 
(11) 
estimators of a, b, ~. a. The distribution of RLS = (RL)l/(n-r) with 
r = n/2 was obtained for sample size, n, equal to 20, 30, and 50 using 
samples from f (x;O,l). The critical numbers, RLS , such that 
o a 
Pr[RLS < RLS ] = a, and the power, 1-S, are given in Table 9. H is 
a o 
rejected if RLS < RLS . The power of the test was obtained by Monte 
a 
Carlo simulation using samples from f 1 (x;O,l). 
Table 9 
Critical Numbers and Power for using RLS = RLl/(n-r) to Test 
H : Exponential VS H1 : Normal using Censored Samples; q = . 5 0 
Cl. = .01 a = .05 Cl. = .10 Cl. = .20 
n RLS 1-S RLS 1-S RLS 1-S RLS 1-B 
Cl. Cl. Cl. Cl. 
20 .065 .115 .205 .213 .335 .328 .595 .625 
30 .105 .086 .315 .266 . 519 .541 .999 .800 
50 .263 .131 .617 .609 .979 .849 1.445 .965 
2. Effect of Censoring 
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Preliminary studies indicate that the percentage of reduction in 
power for aS .05 and n ~ 40, is greater than the percentage of obser-
vations censored. This result may be observed in discrimination between 
the exponential and normal by comparing Table 2 and Table 9. For exam-
ple, with n = 30 the power corresponding to a .05, based on the 
censored samples, is .266. The power based on a complete sample with 
n = 30 and a= .05 is more than .989. For a .10 and n = 30, the power 
is .541 when based on censored samples. The corresponding power based 
on a complete sample is approximately one. 
The effect of censoring may also be observed by con1paring sample 
sizes, of complete and censored samples, which give approximately the 
same power. From Table 2, it is seen that the power is .636 for a = .05 
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for complete samples of size ten. However, for censored samples with 
q = .5, the power is only .609 when a = .OS and n = SO. For a = .01 the 
power based on a complete sample of size ten is . 3666, while the pov;er 
for a censored sample of size fifty is only .131. For these cases the 
reader will observe that complete samples, with n one-fifth as large as 
the n for censored samples, resulted in a more powerful test. 
The Experimenter should be aware of the effect of censored samples 
on the power of the test based on a ratio of likelihoods. It seems that 
it would be better to avoid using censored samples even if the original 
sample size is large. However, preliminary studies indicate that the 
power of the ratio of likelihoods test may actually increase if a 
judicious amount of censoring is done when discriminating between the 
normal and logistic. Certainly the use of censoring in the discrimina-
tion problem needs much more attention and hopefully, methods will be 
discovered that will make more efficient use of censored samples. 
H. Discrimination Based on a Pearson Goodness of Fit Statistic 
The Pearson Goodness of Fit test can be used to discriminate between 
any two location and scale parameter distributions. Let x1 , .... , Xn be a 
random sample from either F1 or F2 where F1 and F2 are both members of 
LASP. If H0 : F = F1 and H1 : F = F2 , then H0 is rejected for large values 
of the Pearson statistic. Let this statistic be denoted by x2 where 
X2 n 2 
= .~ 1 (E.-O.) /E .. 1= ~ 1 ~ 
The k cells: (-oo,d1), [d1 ,d 2), ..... , [dk_ 2 ,dk-l), [dk-l ,oo) are deter-
mined by calculating the MLE, ~and B, and selecting d1 < d2 < •••• < dk-l 
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The E.'s are constants such that 
1 
such that F1 (dj) = i~lEi/n, j=l, .. ,k-1. 
.~1E. =nand E. > 0. 0. = the number of X's which fall in the ith cell. 1= 1 1 1 
It is established in Theorem 3 that the distribution of x2 does not 
depend on the parameters, a and b, for any F belonging to LASP. Hence 
the distribution of x2 , under both H0 and H1 , can be obtained by Monte 
Carlo methods and exact critical numbers and the power determined. 
The following theorem establishes a general result for all distri-
butions belonging to LASP. This result is needed to prove Theorem 3 and 
it will be used again in the proof of Theorem 6 in Chapter IV. 
THEOREM 2 
1 Jt w-a Let F E LASP and so F(t;a,b) = b -oog(~) dw. 
function F with a = 0 and b = 1. Let z1 , .... , z be n 
Let F be the 
0 
a random sample 




Xl, ... ,Xn and F. Let a and B be the 0 0 
Then F(a+bt;a,B) = F(t;a ,S ). 
0 0 
Ja+bt 1 ,... Proof: F(a+bt;a,B) = -oo B g(wsa) dw 
MLE calculated 
Let v = (w-a)/b so that dw = b dv and v = t when w = a+bt, then 
= Jt b (v-(a-a)/b) dv 
B g B/b 
-oo 
From the work of Antle and Bain [2] it is known that (a-a)/S = a 
0 
and S/b = S so it follows that 
0 
F(a+bt;a,b) It v-a 1 0 = B g(-o---) dv 
-oo 0 0 




Assume the conditions of Theorem 2. Let E1 , .... ,Ek be constants 
such that E. > 0 for all J' and let .f1E. = n. Also let x2 be the J J.= l. 
Pearson Goodness of Fit statistic with x1 , .... ,X and F(X.;a,o) used n J. 
in determining the 0. corresponding to the E .. 
J J 
2 Let X be the same 
0 
statistic with z1 , ..• ,Zn and F(Z.;a ,o) used in determining the 0 . l. 0 0 OJ 
corresponding to the E .. 
J 
Then 0. = 0 . for all j and so x2 = x2. 
J ~ 0 
j 
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be such that F(d.;a,o) Proof: Let d. = .~ 1E. /n and let d be such oj J J J.= l. 
that F(d .;a ,b ) = iilEi/n. From Theorem 2 it follows OJ 0 0 
Hence X. < dj if and only if (X.-a)/b < (d.-a)/b 
J J J 
i.e. Xj < dj if and only if zj 
Thus 0, = 0 . so that x2 = x2. 
J OJ 0 
< d . 
OJ 
Q.E.D. 
that d. =a+ bd 
J 
The reader will note that Theorem 3 also shows that any other good-
oj. 
ness of fit test that uses cell totals as described (e.g., the empty cells 
test) will not depend upon the value of the location and scale parameters. 
Moreover, it follows from Theorem 2 that the Kolmogorov statistic [16], 
D =sup Is (x)- F(x;a,b)l, is distributed independently of the parameters, 
n n 
X 
a and b. In a similar manner, it can be shown that the Smirnov statistic 
[16], w2 = J:
00
[Sn(x) - F(x;a,o)] 2dF(x;a,o), is also distributed indepen-
dently of a and b. 
A Pearson Goodness of Fit statistic based on five cells with E. = 
l. 
(number of observations)/5, i = 1, .•. ,5, was used to discriminate between 
the normal and other selected members of LASP. The problem was formu-
lated as follows: 
H : f (x;lJ,O) 
0 0 
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f 0 (x;]l,C) is the normal density with parameters Panda. f 1 (x;a,b) is 
one of the follmving densities: exponential,double exponential$ extreme 
value or logistic, with parameters a and b. The distribution of 
2 5 2 
X = ir1 (E.-0.) /E. was simulated using samples from f (x,O,l) and criti-
= ~ ~ ~ 0 
cal numbers, X~, obtained such that Pr[X2 ~ x;] = a. H is rejected at 
0 
th 1 1 f · · f · -ff x2 ~ x2 e a eve o s~gn~ ~cance ~ a· The power of the test, 1-S, was 
obtalnedby simulating the distribution of x2 using samples from f 1 (x;O,l). 
2 Due to the discrete nature of X the a's are approxiffiate. The results 
are given in Table 10 through Table 13. 
It is interesting to make comparisons between the power of the test 
2 based on X and the pcwer based on RL. The r.::ader will observe that the 
test based ou RL is considerably more powerful in every case except for 
discriminating between the normal and the logistic. In that case, 
neither of the tests have much pmver. It is not too surprising that the 
2 test based on X has less power since it does not make use of information 
in H1 . It must be emphasized that the tables of this section were obtain-
ed using a Pearson Goodness of Fit statistic based on five intervals and 
all E.'s equal to the number of observations divided by five. A differ-
~ 
ent number of cells and/or different values for the Ei's will change the 
results. The power may be increased in some cases by using small values 
for the E. 1 s, 
~ 
hmvever, further investigation is necessary before any 
general reco~~endaticns are made. 
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Table 10 
Critical Numbers and Power for using x2 
to Test H0 : Normal vs H1: Exponential 
Cl. = .01 Cl. = .05 Cl. = ~10 Cl. = .20 




1-a 1-(3 x2 1-a 1-S 
10 8.995 .193 6.995 .296 4.995 .435 3.995 .516 
20 9.495 .311 6.495 .432 5.495 .502 3.995 .606 
25 9.595 .356 6.795 .493 5.195 .585 3.995 .685 
30 9.665 .389 6.665 .525 5.665 .599 3.995 .715 
40 10.245 .445 6.745 .598 5.495 .682 3.995 .796 
50 9.995 .541 6.995 .682 5.395 .773 3.995 .850 
Table 11 
Critical Numbers and Power for using 2 X to Test 
H : Normal vs Hl: Double Exponential 0 
Cl. = .01 Cl. = .05 Cl. = .10 Cl. = .20 
n x2 1-a 1-(3 x2 1-a 1-(3 x2 1-a 1-(3 x2 1-a 1-B 
21 10.195 .053 6.855 .178 5.425 .269 3.995 .404 
31 10.125 .097 6.905 .218 5.295 .342 3.995 .507 
41 10.095 .131 6.685 .296 5.465 .400 3.995 .572 
51 9.685 .193 6.745 .367 5.375 .472 3.995 .636 
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Table 12 
Critical Numbers and Power for using x2 to Test 
H : Normal vs Hl: Extreme Value 0 
a = .01 a = .05 a = .10 a = .20 







10 8.995 .031 6.995 .093 4.995 .217 3.995 .302 
20 9.495 .054 6.495 .147 5.495 .220 3.995 .341 
25 9.595 .062 6.795 .157 5.195 .249 3.995 .366 
40 10.245 .072 6.745 .188 5.495 . 272 3.995 .423 
50 9.995 .086 6.995 .200 5.395 .308 3.995 .451 
Table 13 
Critical Numbers and Power for using x2 
to Test H0 : Normal vs H1 : Logistic 
a = .01 a= .05 a = .10 a = .20 







10 8.995 .015 6.995 .065 4.995 .168 3.995 .260 
20 9.495 .022 6.495 .089 5.495 .142 3.995 .259 
25 9.595 .025 6.795 .091 5.195 .170 3.995 .271 
30 9.665 .025 6.665 .083 5.665 .135 3.995 .262 
40 10.245 .016 6.745 .091 5.495 .154 3.995 .228 
50 9.995 .030 6.995 .094 5.395 .180 3.995 .299 
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The following example. is presented to illustrate the use of the 
tests discussed in this chapter. Consider the following set of 20 
observations: 35.15, 44.62, 40.85, 45.32, 36.08, 38.97, 32.48, 34.36, 
38.05, 26.84, 33.68, 42.90, 33.57, 36.64, 33.82, 42.26, 37.88, 38.57, 
32.05, 41.50. The maximum likelihood estimators of the location and 
scale parameters ""ere calculated for selected members of LASP. The 
results appear in Table 14. 
Table 14 
a and b For Various Models 
Model "' a B 
NorMal 37.23 4.60 
Exponential 26.84 10.39 
Double Exponential 36.76 3.76 
Extreme Value 39.52 4.27 
Logistic 37.18 2.69 
The appropriate statistic, RLS, was calculated for the various 
cases studied. The value of RLS and the decision for each case is 
given in Table 15. The observations were generated from a normal with 
mean 38 and variance 16. Hence, the ncorrect" decision is to choose the 
normal. The reader will note that the "correct" decision vlas made in all 
but two cases. They are H0 : Double Exponential vs H1 : Normal with a= .OS 
and H0 : Logistic vs H1 Normal. In both of these cases, the power is low 
and hence H is favored. The value of x2 for this set of observations is 
0 
,5. Hence 1 the normal is choosen in each case. 
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Table 15 
Results of a Test based on a Ratio of Likelihoods 
Hypothesis RLS Decision 
a = .05 a .10 
H : Normal 5.264 Accept H Accept H 0 
0 0 
Hl: Exponential 
H : Exponential 0.190 Reject H Reject H 0 
0 0 
Hl: Normal 
H : Normal 0.818 Accept H Accept H 0 
0 0 
Hl: Double Exponential 
H : Double Exponential 1. 223 Accept H Reject H 0 
0 0 
Hl: Normal 
H : Normal 3.881 Accept H Accept H 0 
0 0 
Hl: Extreme Value 
H : Extreme Value 0.258 Reject H Reject H 0 
0 0 
Hl: Normal 
H : Normal 0.068 Accept H Accept H 0 
0 0 
Hl: Logistic 
H : Logistic 14.707 Accept H Accept H 0 
0 0 
Hl: Normal 
IV TOLERM~CE LIMITS AND RELIABILITY FOR LOCATION 
AND SCAl.E PARAMETER DISTRIBUTIONS 
A. Tolerance L~ .. mits 
1. One-Sided Tolerance Limits 
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Let X be a random variable Hith cumulative distribution function F. 
Let x1 •••• , Xn be a random sample from F. A function 11 = L1 (x1 , ••• , Xn) 
is a lower one-sided y probability of S content tolerance interval if 
Pr[l-F(L1) ~ S] = y. L2 = L2 (x1 , ••• , Xn) is an upper one-sided y proba-
bility of S content tolerance interval if Pr[F(L2) ~ B] = y. For distri-
bution functions belonging to LASP it has been sho~Nn [1] that 11 can be 
expressed in the form a ·- z (8, y ,n)b for lower one-sided tolerance limits; 
and L2 can be expressed in the form a+ Z(S,y,n)B for upper one-sided 
tolerance limits. a and B are the maximum likelihood estimators of a 
and b. Moreover, the values of Z(S,y,n) are defined by Pr[(a-a)/S + 
k(S)b/S::; Z((3,y,n)]::.:: y witere k(B) is c!e:termined by P(a-!-k(6)b) = f3, 
This result is of practical importance since the distribution of (a-a)/'6 
+k(8)b/'S i.s not depende:J.t: on the values of the parameters a and b. Thus, 
one-si1ec tolerance lii"lits r.:an always be obtained by Honte Carlo methods 
for any distributi·~n function belonging to LASP .. A similar result has 
been obtained for tvm··sided tolerance limits and is given in the next 
section. 
2. T-wo-Sided Tolerance Limits 
As before, let X be a random variable with cutnulative distribution 
function F. Let L1 - 1.:.1 (X1 , ... , Xn) a•1d 1.2 = L2 (X1 , ••• , Xn) be functions 
of a random sample from F. If Pr[F(L2) ·- F(L1) ~ S] = Y then (I~ 1 ,L2 ) 
is a y probability of S content tolerance interval. It will now be 
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shown that, for any distribution function belonging to LASP, a function 
Z(S,y,n) can be obtained such that L1 = a - Z(S,y,n)S and 1 2 a + 
Z(S,y,n)B. However, the following general result is needed to establish 
this fact. 
THEOREM 4 
1 Jt w-a Let F E LASP and F(t;a,b) = b -oog(~) dw. tet F be the function 
0 
F with a= 0 and b = 1. Let z1 , ... ,Zn be a random sample from F0 and 
let X. =a+ bZ., i = l, ... ,n. Let a and b be the MLE calculated with 
1 1 
x1 , •.. ,Xn and F; let a0 and b0 be the MLE calculated with z1 , ... ,zn and 
F. Then for any constant c, - 00 <c < oo, 
Proof: 
F(a+Sc;a,b) = F (a +B c). 
0 0 0 
Ja+Sc 1 w-a F(a+Sc;a,b) = oo bg(~) dw 
Let u = (w-a)/b then du = dw/b and u =:ca-a)/b + cS/b when w =a+ Be. 
Hence J(a-a)/b+cB/b F(a+bc;a,b) = g(u) du 
-oo 
= F Ca-a + cS) 
0 b b 
However, from [2) it is known that (a-a)/b 
F(a+Sc,a,b) = F (a +B c). 
0 0 0 
Q.E.D. 
a and B/b 
0 
B . Thus, 
0 
Now consider U = F(a+Bc;a,b)- F(a-Bc;a,b). From Theorem 4 it is 
seen that U = F (a +B c) - F (a -B c) and so the distribution of U does 
0 0 0 0 0 0 
not depend on the parameters, a and b. Hence the distribution of U can 
be simulated using a = 0 and b = 1. Then for a fixed sample size, n, 
pairs of values for S and y can be obtained for a given c such that 
Pr[U ~ 8] = y. Thus tables can be constructed giving the relationship 
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between c, B and y. From these tables the appropriate value of c can be 
obtained for given S andy. Denote this value of c, which depends on 
B, y and n, by Z(S,y,n). It follows that (~- Z(S,y,n)S,~ + Z(S,y,n)S) 
is a y probability of B content tolerance interval. Thus, the following 
theorem has been established. The reader will note that the result is 
true if censored samples are used and Theorem 5 is stated in a manner 
to cover this situation. 
THEOREH 5 
Let FE LASP and let x1 , .... , Xn be a random sample from F. Let a 
and S be the HLE calculated with a censored sample of X's and F. Let 
q1 and q2 be the proportion of the smallest and the largest X's which 
were censored. Then a function, Z(S,y,n,q1 ,q2), can be obtained such 
that Pr[F(a+zcs,~(,n,q 1 ,q2 )b;a,b) - F(a-Z(f3,y,n,q1 ,q2)B;a,h) ~ Sl = y 
ancl her..ce, (a-Z(S,y,n,q1 ,q2)B,a+Z(S;y,n,qpq2 )B) is a y probability 
of 8 content tolerance interval. 
An almost prohibitive amount of simulation is necessary to obtain 
the required tables, for an extensive range of n, qi and q2 , from which 
Z(8,y,n,q1 ,q 2) can be obtained. It is hoped that means can be developed 
~vhereby Z(S,y,n,q1 ,q 2) could be obtained in a more economical manner. 
For some distributions in LASP, Z(B,y)n,q1 ,q2) can be found more direct-
ly. For example, if F(x;a,b) = -exp[-(x-a)/bL x > a, -co< a < 00 it can 
be shown that Z(S,y,n,q1 ,q2) must satisfy 
Prfs!nh-J{Sexp(~ ~}/S ~ Z(3,y,n,q1 ,q 2)J ~ Y 
- . 0 0 
where a0 aPd B are the MLE obtair.e<.l using the appropriately censored 
- 0 
Sa leA o~ Z's ana· F The Z's are \alues generated from F with a = 0 . mp ~ ... . 
and b = 1. Thus, values of Z (f3 ;y, n, ; 1 ,q 2) can be obtained from the 
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simulated distribution of sinh-1{Sexp(a )}/S . For the Cauchy distri-
o 0 
bution, Z(S,y,n,q1 ,q2) was shown [1] to satisfy 
2 A2 1/2 Pr[S0 {-l- (1 +tan nB(l+a0 )) }/tannS S Z(B,y,n,q1,q2)] = y 
and the necessary constants were obtained for noncensored samples. 
B. RELIABILITY 
Let X be a random variable with distribution function F. The 
reliability for timet is given by R(t) = Pr[X :<: t] = 1- F(t). In 
this section the distribution of F(t;a,S) for any distribution belong-
ing to LASP is shown to depend on the location and scale parameters 
only through F(t;a,b). It follows immediately that the distribution 
of ft(t) = 1- F(t;a,S) depends on a, band t only through R(t). Thus, 
Honte Carlo methods can be used to obtain the distribution of ft(t) for 
a given R(t) and the general method for constructing confidence limits 
applied to obtain confidence limits for R(t). 
THEOREM 6 
"' Let F £ LASP and let x1 , ... ,Xn be a random sample from F. Let a 
A 
and b be the MLE calculated using x1 , ... ,X and F. Then the distri-
. n 
bution of F(t;.:f,B) depends on a, b and t only through F(t;a,b). 
Proof: Let F be the function F with a = 0 and b = 1. Let Z. = 
0 1 
(X.-a)/b fori= l, ... ,n. 
1 
Let F-l be such that F-1 (F (w)) = w for 
0 0 0 
all w. By Theorem 2 it follows that 
(1) 
where~ and S are the MLE calculated using z1 , ... ,Z and F. Now o o . n 
so 




substituting for t~a in (1) gives 
F(t;a,B) -1 A ~ = F(F· (F(t;a,b));a ,o) 
0 0 0 
Thu~ F(t;a,B) is a function of F(t;a,b), a and B and so its distri-
o 0 
bution depends on a, band t only through F(t;a,b). 
Q.E.D. 
The reader should note that Theorem 4 and Theorem 6 are applica-
ble when a and b are calculated from censored samples. Moreover, cor-
responding theorems can be established for any estimators, a* and b*, 
of the location and scale parameters which possess the property that 
* * (a*-a)/b = a* and b /b = b . In particular, corresponding theorems 
0 0 
can be established for the best linear unbiased estimators replacing 
the maximum likelihood estimators. Thus, the results of this chapter 
are valid for best linear unbiased estimators also. 
V MAXI}illM LIKELIHOOD ESTI~~TION BASED ON 
CENSORED SAMPLES FRON THE NO~~L 
A. Numerical Solution of the Maximum Likelihood Equations 
1. Mathematical Formulation of the ML Equation 
Consider a random sample of size n from a normal population with 
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mean~ and standard deviation a. Let x1 , .... , X be the ordered obser-n-r 
vations remaining when the r largest observations are censored. The 
joint probability density function of these order statistics is given by 
f(x1 , ... ,x ;~,a) n-r 
rr;:- -n+r n-r 2 2 
= (n!/r!)(vLTia) exp{- i~l(Xi-~) /2a} 
(1) 
x {1-F[(X -~)/a]}r 
n-r 
where F(z) = J:
00
f(t) dt and f(t) = exp(-t 2 /2)//2TI. The natural logarithm 
of the likelihood function is given by 
Let Z. 
l 
n-r 2 2 
L = ln(n!/r!)- (n-r)ln(2n)/2 -(n-r)ln(a)- i~l(Xi-~) /2a 
+ rln{l- F[(X -~)/a]} 
n-r 
(X.-~)/a. Then the likelihood equations are 
l 
n-r 
ClL/Cl~ = 1. __ L1 Z1./a + rf(Z )/a{l- F(Z )} = 0 n-r n-r 
ClL/Cla 
The likelihood equations (3) have explicit solutions only in the 
(2) 
(3) 
case of complete samples, (r=O). For censored samples, however, iterative 
procedures must be used to find the solutions. 
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2. Iterative Methods 
Harter and Moore [13] describe an iterative procedure for finding 
the joint maximum likelihood estimators. Their procedure involves esti-
mating the parameters, one at a time, in the cyclic order~, a. The 
procedure is started by choosing initial estimates for ~ and a. At each 
step, the rule of false position (iterative linear interpolation) is 
used to determine the value of the parameter then being estimated which 
satisfies the appropriate likelihood equation, in which the latest esti-
mate of the other parameter has been substituted. Iteration continues 
until the results of successive steps agree to within some assigned 
tolerance. 
A computer program, using the method of Harter and Moore, was 
written and used for about one-fourth of the work on the censored normal. 
It was found that the convergence of this method was very dependent on 
the starting values. Once good starting values were obtained the pro-
cedure always converged. However, many iterations (30 to 100) were re-
quired with a stopping criterion of .001 for the change in the param-
eters. For this reason, methods which would be more efficient in terms 
of usuage of computer time were sought. Methods of obtaining starting 
values are discussed in the following section. 
The Newton-Raphson method was used in the remainder of the simu-
lation work on the censored normal. The Newton-Raphson method and the 
Harter-Moore method when applied to the same samples produced maximum 
likelihood estimates which were identical to three decimal places. The 
Newton-Raphson method seemed to be faster than Ilarter and Moore's method, 
but exact comparison were not made because other factors differed in the 
two computer programs also. The Newton-Raphson method is the method 
recommended at present by the author. There is need for further 1wrl~ on 
the problem of solving the maximum likelihood equations. It is believed 
that faster methods will be developed. At present, the large amount of 
computer time required to do simulation studies for all types and degrees 
of censoring is almost prohibitive. An alternative to doing simulation 
studies for each type and degree of censoring is to discover or develop 
means of using interpolation techniques. The information already avail-
able from complete samples and from simulated studies of selected types 
and degrees of censoring could then be extended to all types and degrees 
of censoring. 
3. Starting Values 
The iterative methods described in the preceeding section for cen-
sored samples require good starting values. The experimenter \vould like 
to have techniques available to obtain starting values easily and quickly. 
When the amount of censoring is smal~ the mean and standard deviation of 
the censored sample will serve as starting values and they are easily 
obtained. 
For the case of singly censored samples with the proportion q < .5, 
a technique of reflection about the median of the sample can be used to 
obtain starting values. For example, let x1 , .... , x denote the order-n-r 
ed observations after the r largest observations have been censored, 
r < n/2. Define yi =xi fori= 1, .... , n-r and yi 2m - x for n+l-i 
i = n-r, .... , n, where m = x(n+l)/ 2 if n is odd and m = (x(n+l)/ 2 + xn/ 2)/2 
if n is even. 
2 defined by s y 
Then y and s can be used as starting values where s is y y 
n - 2 
= .r.l(y.-y) /n. 
1= 1 
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Hhen half or more of the observations in a sample are censored or 
in doubly censored samples Hith asymmetric censoring, the mean and 
standard deviation of the censored sample may be very poor starting 
values. Of course, in these cases the method of obtaining starting 
values using values reflected about the median of the complete sample is 
not applicable. Another method for obtaining starting values is to use 
statistics which have the same expected value as the maximum likelihood 
estimators have. Theorem 7 provides two such statistics. 
THEOREM 7 
Let X have a density, f(x;a,b), which is dependent only on the loca-
tion and scale parameters a and b. Suppose that E[X] and Var[X] exist. 
Let x1 , ... ~Xk represent the k noncensored observations in a sample from 
f(x;a,b). Let a and B be the maximum likelihood estimators of a and b 
calculated from the k X's. - k s2 = k - 2 Let X = .~1X./k and .E1 (X.-X) /k. Let c 1= 1 c 1= 1 
X s a and B indicate the values were obtained using censored sam-
oc' oc' 0 0 
ples from f(x;O,l). Then 
(1) E[S E[B ]/E[S ]] = E[B] 
c 0 oc 
(2) E[X -(E[X ] - E[a ])/E[S ]] = E[a] 
c oc 0 oc 




0 0 0 
In a similar manner it can be shown that E[S ]/E[S ]] = b 
c oc 
E[X ]S /E[S ]] =a. Hence 
oc c oc 
E[S /E[S ]] -E[6/E[6 ]] = 0 
c oc 0 
E[S /E[S ] - 6/E[B ]] = 0 
c oc 0 
E[S E[B ]/E[S ]] = E[6] which proves (1). 
c 0 oc 
Likewise it follows that 
E[X - E[X ]S /E[S ]] - E[a -E[a ]B/E[B ]] = 0 
c oc c oc 0 0 
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E[~ - E[~ ]S /E[S ]] - E[§] + E[§ ]E[6]/E[6 ] = 0 
c oc c oc 0 0 
Now use the value of E[b] given by (1) 
E[~ ]-E[~ ]S /E[S ]] - E[§] + E[§ ]E[S ]/E[S ] 0 
c oc c oc 0 c oc 
E[~ - (E[~ ] - E[§ ])S /E[S ]] E[a] 
c oc 0 c oc 
Q.E.D. 
The constants g(n,q) = E[o ]/E[S ] and h(n,q) = (E[~ ] - E[O ]/ 
0 oc oc 0 
E[S ] were calculated for censored samples from the normal with pro-
oc 
portion q of the observations censored from above. The results appear 
in Table 16 and Table 17. Thus, to obtain starting values all that is 
necessary is to calculate X and S , find the appropriate values for 
c c 
g(n,q) and h(n,q) and then set 01 = ~c - h(n,q)Sc and 81 = g(n,q)Sc. 
B. Confidence Intervals and Test of Hypotheses 
Let 0 and 8 be the maximum likelihood estimators of the parameters 
v and 0 in the normal density. The distributions of (0-v)/o and o/cr do 
not depend on v and cr. The maximum likelihood estimators of v and 0 can-
not be obtained in closed form when censored samples are used; hence, the 
distributions of the above pivotal functions were obtained by a Monte 
Carlo simulation. The simulated distribution of /n (0-~)/o for Type II 
censored samples with proportion q censored from above, is given in 
Tables Al to A7. The simulated distribution of 8/cr for Type II censored 
samples with proportion q censored from above is given in Tables AS to Al4. 
Confidence intervals on V with 0 unknown may be obtained in the 
usual manner except that values from the appropriate Table Al to A7 is 
used in place of the usual values from the t distribution. Likewise, 
confidence intervals on 0 based on censored samples can he obtained by 
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using values from the appropriate Table AS to Al4 in place of clJi-squarcd 
values. 
llypotheses concerning W and a can be tested in the usual manner also. 
For example, consider the following test of hypothesis: 
H0 : W = W0 vs H1: W > w0 . 
The statistic In (0-w )/0 has a distribution, under H , which has been 
0 0 
tabled for Type II censored samples with proportion q censored from above 
in Tables Alto A7. Hence, the critical value c for a significance level 
a can be obtained such that 
Pr[/D(0-w0 )/0 ~ c) = 1-a. 
The null hypothesis is rejected if /:0(0-w )/0 > c. The power of the test 
0 
is given by 
where w1 > w0 . Haas [1] showed that the power of this type of test on a 
location parameter can be obtained by a }fonte Carlo simulation. In this 
case the power can be obtained from the simulated distribution of 
CO-w 1)/cr - c0/crln which is independent of the location and scale param-
eters w and cr. 
C. Asymptotic Results 
From [1~ it is seen that 0 and 0 have asymptotic normal distribu-
tions and are asymptotically efficient. Hence, the limiting distributions 
of /0(0-w)/cr and 0/cr are normal with means zero and one respectively. 
Since 0 is asymptotically unbiased and lim Var(0) 
n-t= 
0 it follows that 0 
converges stochastically to cr. 10(0-w) a Hence, from [17], 7:"' /0(0-fJ)/0 a a 
has the same limiting distribution as /0(0-w)/cr. 
Gupta UO ] has given theoretical expressions and a table for the 
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asymptotic variances and covariances for 0 and B from singly censored 
samples. Harter and Moore [13] verified Gupta's results for singly cen-
sored samr,les and obtained the asymptotic var.iances and covariances of 
0 and B in the case of doubly censored samples. The last line (n ::: co) 
of Table Al thru A7 represents the asymptotic limits. These asymptotic 
limits were obtained by multiplying the critical numbers from the stand-
ard normal by the appropriate asymptotic standard deviation. The last 
line of Tables A8 thru Al4 represents the asymptotic normal approximation 
with n = 100. These values were obtained by multiplying the critical 
numbers from the standard normal by one-tenth of the appropriate asymp-
totic standard deviation and adjusting for the asymptotic mean of one. 
D. Unbiased Est_imators of ]J and Cl 
The maximum likelihood estimators, 0 and B, are biased when calcu-
!a ted from censored samples. Hm.:ever, it is possible to obtain unbiased 
estimators of p and a based on 0 and B. Haas [1] showed for any location 
and scale parameter density with parameters a and b that B/E[B ] and 
0 
a-· E[a ]o/E['6 ] are unbiased estimators of b and a respectively. E[B ] 
0 0 0 
and E [a ] can ahvays be obtained by Monte Carlo simulation using samples 
0 
from the given density with location and scale parameters equal to zero 
and one respectively. For censored samples E[a ] and E[6 ] are functions 0 0 
of sample size and the degree of censoring. 
Simulated values of EiD ] and E [8 ] '"'ere obtained using censored 0 0 
samples from the standard normal '.vith proportion q of the largest obser-
vations censored. The values are given in Table 18 and Table 19. The 
amount of the bias of the ~aximum likelihood estimates can be see~ from 
these tables since the true parameters are zero and one. The constants 
!_.8 
L(n,q) = E[D ]/E[8 ] and K(n,q) = l/E[8 ] were calculated from a }~nte 
0 0 0 
Carlo simulation and the results are given in Table 20 and Table 21. 
Thus, an unbiased estimator of ~ is given by 0 - L(n,q)8 and an unbiased 
estimator of a is given by K(n,q)8. The variance of 0 - L(n,q)8 is 
easily shown to be equal to a 2{Var(0 ) + L2 (n,q)Var(8 ) - 2L(n,q)E[0 8 ] 
0 0 0 0 
+ 2(E[0 ]) 2}. The variance of 8K(n,q) is simply K2 (n,q)a2var(8 2). The 
0 0 
2 ° A 8) coefficients of a /n 1n Var(~ - L(n,q) and Var(8K(n,q)) are given in 
Table 22 and Table 23. The simulated variance of 0 and 8 is given in 
0 0 
Table 24 and Table 25. 
The values in the tables of this section were obtained by using 
13,000 samples of size twenty, 12,000 samples of size thirty, 10,500 sam-
ples of size forty, 13,000 samples of size fifty and 7,000 samples of 
size one hundred. The entries in Table 18 and Table 19 were adjusted as 
described in Section B of Chapter VI. 
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Table 16 
Constants, g(n,q), such that E[g(n,q)S ] = E[o] 
c 
q 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
n 
20 0.980 1.166 1.287 1. 395 1.500 1.609 1. 721 1.900 
30 0.988 1.174 1.294 1.405 1.516 1.624 1. 745 1. 880 
40 0.993 1.178 1.302 1.413 1.524 1. 641 1.765 1.905 
50 0.995 1.181 1.306 1.419 1.528 1. 649 1. 773 1. 917 
100 1.000 1.187 1.311 1.423 1.539 1.656 1. 786 1. 938 
Table 17 
Constants, h(n,q), such that E[X - h(n,q)S ] = E[O] 
c c 
q 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
n 
20 0.000 -0.215 -0.439 -0.682 -0.953 -1.269 -1.635 -2.118 
30 0.000 -0.221 -0.445 -0.691 -0.966 -1.287 -1.674 -2.171 
40 0.000 -0.223 -0.450 -0.695 -0.974 -1.301 -1.693 -2.192 
50 0.000 -0.224 -0.451 -0.699 -0.977 -1.304 -1.700 -2.200 
100 0.000 -0.227 -0.453 -0.701 -0.983 -1.312 -1.712 -2.224 
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Table 18 
Simulated Expected Value of 0 based on 
Samples from the Standard Normal 
q 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0. 70 
n 
20 -.000 -.004 -.007 -.016 -.031 -.053 -.095 -.154 
30 -.000 -.002 -.005 -.010 -.021 -.037 -.061 -.102 
40 -.000 -.002 -.003 -.008 -.015 -.025 -.043 -.077 
so -.000 -.002 -.002 -.005 -. Oll -.020 -.034 -.062 
100 -.000 -.001 -.002 -.003 -.006 -.011 -.017 -.030 
Table 19 
Simulated Expected Value of 8 based on 
Samples from the Standard Normal 
q 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0. 70 
n 
20 .962 .953 .945 .934 .918 .898 .869 .849 
30 .975 .968 .962 .954 .945 .929 .910 .879 
40 .981 .976 . 972 .966 .957 .949 .935 . 911 
50 .985 .981 .978 .973 .966 .961 .948 .930 
100 .992 .990 .988 .985 .982 .978 .974 .967 
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Table 20 
Constants, L(n,q), such that E[j} + 81 ( n, q) ] = ~ 
q 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
n 
20 .000 .004 .008 .017 .033 .059 .109 .182 
30 .000 .002 .006 .011 .022 .040 .067 .116 
40 .000 .002 .003 .008 .016 . 027 .046 .085 
50 .000 .002 .002 .005 .012 .020 .036 .067 
100 .000 .001 .002 .004 .006 .011 .018 .031 
Table 21 
Constants,K(n,q), such that E[8K(n,q)J = C5 
q 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0. 70 
n 
20 1.040 1.050 1.058 1.071 1.089 1.113 1.151 1.179 
30 1.026 1. 033 1.040 1.048 1.058 1. 076 1.099 1.137 
40 1.019 1.025 1.029 1.036 1.044 1.054 1. 069 1.097 
50 1.015 1.020 1.023 1.028 1.036 1.041 1.055 1. 075 
100 1.008 1.010 1.012 1.015 1.018 1.022 1. 027 1. 034 
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Table 22 
Coefficients of 0 2 /n in Var [D - OL(n,q)] 
q 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
n 
20 .050 .053 .056 .061 .071 .085 .117 .188 
30 .034 .035 .037 .041 .047 .055 .073 .116 
40 .025 .026 .028 .031 .035 .042 .056 .086 
50 .020 .022 .023 .025 .029 .035 .045 .070 
100 .010 .011 .012 .013 .015 .017 .018 .033 
Table 23 
Coefficients of 0 2/nin Var[oK(n,q)] 
q 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
n 
20 .027 .035 .042 .053 .068 .091 .126 .178 
30 .018 .024 .029 .036 .046 .061 .084 .124 
40 .013 .018 .024 .028 .036 .047 .066 .096 
50 .011 .015 .018 .022 .029 .038 .053 .078 
100 .005 .007 .008 .Oll .014 .018 .025 .036 
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Table 24 
Simulated Variance of A Based on Samples from the Standard Normal ].1 
q o.oo 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
n 
20 .050 .053 .056 .061 .069 .081 .102 .145 
30 .034 .035 .037 .041 .046 .053 .067 .098 
40 .025 .026 .028 .031 .035 .041 .052 .075 
50 .020 .022 .023 .025 .029 .034 .043 .063 
100 .010 .011 .012 .013 .015 .017 .027 .031 
Table 25 
Simulated Variance of 8 Based on Samples from the Standard Normal 
q 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 
n 
20 .025 .032 .038 .046 .058 .073 .095 .128 
30 .017 .022 .026 .033 .041 .052 .069 .096 
40 .013 . 017 .023 .026 .033 .043 .058 .080 
50 .010 .014 .017 .021 .027 .035 .048 .067 
100 .005 .007 .008 .011 .013 .018 .024 .034 
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VI THE MONTE CARLO SIMULATION 
A. Generation of Random Variables 
If X is a continuous random variable with cumulative distribution 
function F(x) it is well known [1] that the random variable U = F(X) 
has a uniform distribution over (0,1). Hence if F-1 , the inverse of the 
cumulative distribution function of X, exists in closed form a random 
sample of n X's can be generated by setting X. = F-1 (u.) where U. is 
1 1 1 
from the uniform distribution over (0,1) fori= 1, 2, .•• , n. The 
Ui's were obtained by using subroutines provided by the UMR and PSU 
Computer Centers. This method, when applied to a distribution depend-
ing on location and scale parameters, will produce a random variable X 
with that distribution but having the location parameter equal to zero 
and scale parameter equal to one. However, a + bX is a random variable 
with that distribution having location parameter equal to a and scale 
parameter equal to b. Because the random variables used in this paper 
were independent of the location and scale parameters the random samples 
needed were always generated from distributions with the location and 
scale parameters conveniently set equal to 0 and 1 respectively. All 
random samples from the exponential, double exponential, extreme value 
and logistic distributions were generated using the inverse of the cumu-
lative distribution. 
The cumulative distribution of a normal variable with parameters 
~ and o does not esist in closed form. Hence other methods to generate 
random samples from the normal distribution must be utilized. The 
method used for about one-fourth of the simulation work was to obtain 





over the interval (0,1) and set X = i~1u1 - 6. Thus 12 uniforms were 
combined to form one standard normal variate. This is a convenient way 
to generate normal variates but the large number of normal variates re-
quired in this study made it desirable to find a method which would 
produce one standard normal variate for each uniform variate generated 
and thus cut down on the computer time. 
The method used for generating standard normal samples for the rest 
of the simulation study involves an initial determination of values yi, 
i = 1, 2, ..•. , 1001, such that 




(2) - 4· 0 = Y1 < Y2 < ' ' ' < Y1000 < Y1001 = 4 ' 0 
This was accomplished by using numerical integration. The actual gener-
ation of a standard normal variate X consists of generating a uniform 
variate, ~on the interval (0,1), and setting X= (1-A)yiU + AyiU+l where 
IU is the interger part of lOOOU + 1 and A = lOOOU + 1 - IU. 
Both methods for generating normal random variables are satisfactory 
as far as the normality of the generated variates is concerned. The 
second method is faster for generating a large number of variates. For 
example, 10,000 standard normal variates were generated using the second 
method in approximately one-half of the time required using the first 
method, 
B. Accuracy of a Simulated Distribution 
Random samples from standard distributions (a=O, b=l) were generated 
in the manner described in Part A. The maximum likelihood estimators 
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were then calculated; the process was repeated a large number of times, 
and the cumulative distributions of various required functions of the 
estimators were tabulated. 
The simulated distributions might differ from the true (but unknown) 
distributions because of three kinds of errors. They are: 
(1) The random samples generated on the computer were not 
representative of a uniform distribution. 
(2) Not enough estimates of the parameters were obtained to 
give a precise simulated distribution. 
(3) Errors in the computation of the maximum likelihood 
estimators. 
To gain some insight in regard to the magnitude of the first two 
kinds of errors, control cases were studied. For example, when q = .0 
(i.e. no censoring), 0 =X and 82 = .¥1 (x.-0) 2/n and /0(0-~)/8 has at 1= 1 
distribution with n-1 degrees of freedom. The simulated cumulative dis-
tribution of /0(0-~)/8 for q = 0.0 and samples of size n 20, 30, 40, 
50, 100 are given in Table 26 along with the corresponding exact values. 
The agreement between the simulated and exact values leave little doubt 
concerning the randomness of the random number generator. 
Symmetry about zero was forced on the values in Table 26 and this 
improved the results. For example, before symmetry about zero was forced 
on /n(0-~)/8, the simulated results gave c.lO = -1.315 and c. 90 = 1.285 
for n = 40. The exact value obtained from the t distribution with 39 
degrees of freedom is 1.303. The average of the magnitude of c.lO and 
C is 1.300, where c 1 is defined by Pr[/n(0-~)/8 s c1 ] = 1-a. ~~en 
.90 -o -a 
q I 0, however, symmetry cannot be forced on the statistics involved. 
While it is difficult to make exact statements about the simulated 
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distributions of other random variables involved in this study, it is 
felt that the errors are of the same order of magnitude. 
The control cases (q=O.O), were also used to make adjustments on 
the expected value of 0/8 when q ~ 0.0 as suggested by Fieller and 
Hartley [18]. When there is no censoring the expected value of 0/8 
should be zero. Hence, the simulated expected value for q = 0.0 was sub-
tracted from their simulated expected value for q ~ 0. When q = 0.0, 
8 = .£1 (x.-x) 2/n and its expected value is known. The simulated expect-1= 1 
ed values for 8/a and q ~ 0.0 were therefore multiplied by the known 
expected value for q = 0.0 and divided by the simulated expected values 
of 8/a when q = 0.0. These adjustments were also made on the expected 
values given by Harter and Moore [13] for n = 20 and then their two place 
results agreed with the results of this study. 
The number of estimates used for the random variables whose distri-
butions were obtained by Monte Carlo simulation is given in Table 27. 
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Table 26 
Comparison of Exact and Simulated Cumulative 
Percentage Points of /il(0-1J) /8; q = 0.0 
1-a. = .90 1-a. = .95 1-a. .98 
n Simulated Exact Simulated Exact Simulated Exact 
20 1.350 1.328 1. 779 1. 729 2.284 2.305 
30 1.346 1. 311 1. 733 1. 699 2.229 2.174 
40 1.300 1. 303 1. 679 1.684 2.104 2.154 
50 1. 298 1.296 1.684 1.671 2.140 2.120 
100 1.300 1.289 1.657 1.645 2.107 2.100 
Table 27 
Number of Estimates Obtained in Monte Carlo Simulation 
Sample Size 
Random Variable 20 30 40 50 100 
ln<O-ll)/8 13,200 11,800 10,500 7,200 4,080 
0.0 ~ q ~ 0.7 
8/a 13,200 11,800 10,500 7,200 4,080 
0.0 $; q $ 0.7 
RLS Minimum of 5,000 for all cases and all sample sizes 
x2 Minimum of 5,000 for all cases and all sample sizes 
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C. Smoothing ar Critical Values 
The sample sizes that were used in the Monte Carlo simulatio11 np-
pear in Table 27. For the distributions of /:n(O-p)/8 and 8/a, q = 0.0 
to 0.7, continuous curves were fit by least squares to the critical 
values for the purpose of smoothing the critical values and then interpo-
lating for sample sizes not run in the simulation. 
Let Y be the y cumulative percentage point of the statistic being y 
considered. For the critical values of /:n(0-~)/8 the following smooth-
ing model was used: 
B 
y = B + 1 + E y o B2 + n 
where B is the asymptotic value of the y percentage point derived from 
0 
the normal distribution using the asymptotic variance given by Gupta[lO]. 
The parameters B1 and B2 were estimated using the least squares criteria. 
The model is nonlinear in B1 and B2 , and the Gauss-Newton Hethod \vas used 
to estimate~ and B2 . This model was used to obtain the critical values 
of Tables Al through A7. 
For the statistic 8/o twodifferent smoothing models were used. For 
y ~ • 5, the following model \vas used: 
For y > .5, the model Yy = 80 + 81n + 82/n + 83/!n + E was used, These 
models were used by Haas [1] in smoothing the critical values of b/b and 
n(a-a)/B for the Cauchy distribution. For purposes of comparisons of 
the smoothed and unsmoothed critical values, the unsmoothed data from 
the simulation is now presented. The Tables have the same format as 
Tables Al through Table Al4. 
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Table 28 
Unsmoothed Critical Values of rncD-fJ)/o; q 0.1 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 -2.479 -1.976 -1.527 -0.976 0.8)0 1. 334 1. 765 2.291 
30 -2.459 -1.884 -1.427 -0.920 0.880 1. 337 1. 715 2.186 
40 -2.366 -1.838 -1.412 -0.916 0.862 1.305 1.673 2.098 
50 -2.258 -1.837 -1.404 -0.925 0.883 1.304 1. 692 2.175 
100 -2.299 -1.779 -1.337 -0.856 0.879 1.361 1. 719 2.117 
Table 29 
Unsmoothed Critical \/.glues of rncO-fJ)/&; q 0.2 
1-a 
.02 . 05 .10 .20 .80 .90 .95 .98 
n 
20 -2.757 -2.137 -1.625 -1.045 0.847 1.345 1. 780 2.313 
30 -2.666 -2.074 -1.526 -0.993 0.893 1.338 1. 742 2.279 
40 -2.605 -1.980 -1.512 -0.984 0.870 1. 327 1. 698 2.094 
50 -2.458 -1.925 -1.4 75 -0.967 0.900 1. 320 1. 729 2.221 
100 -2.432 -1.900 -1.380 -0.752 0.902 1. 321 1. 709 2.178 
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Table 30 
Unsrnoothed Critical Values of rncO-JJ)/o; q 0.3 
1-a 
.02 .OS .10 .20 .80 .90 .95 .98 
n 
20 -3.193 -2.265 -1.813 -1.184 0.845 1. 355 1. 759 2.314 
30 -2.968 -2.260 -1.730 -1.113 0.899 1.357 1. 759 2.288 
40 -2.859 -2.220 -1.680 -1.063 0.879 1. 370 1. 753 2.241 
so -2.713 -2.167 -1.629 -1. 06 7 0.896 1. 379 1. 750 2.225 
100 -2.551 -2.044 -1.532 -0.817 0.929 1. 390 1. 753 2.201 
Table 31 
Unsmoothed Critical Values of rncO-JJ)/o; q 0.4 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 -3.875 -2.925 -2.189 -1.394 0.828 1. 281 1. 765 2.323 
30 -3.546 -2.667 -1.988 -1.296 0.875 1. 378 1. 784 2.196 
40 -3.305 -2.559 -1.934 -1. 245 0.858 1.348 1. 741 2.166 
50 -3.104 -2.454 -1.862 -1.221 0.925 1. 379 1. 754 2.201 
100 -2.812 -2.401 -1.717 -1.066 0.949 1. 438 1. 829 2.309 
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Table 32 
Unsmoothed Critical Values of lilCO-l.l)/8; q 0.5 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 -4.950 -3.664 -2.747 -1.750 0.820 1.258 1. 755 2.297 
30 -4.244 -3.219 -2.417 -1.542 0.847 1. 359 1. 764 2.231 
40 -3.905 -3.016 -2.309 -1.488 0.879 1.373 1. 766 2.216 
50 -3.792 -2.958 -2.217 -4.408 0.950 1.433 1.804 2.287 
100 -3.296 -2.549 -1.979 -1.266 0.992 1.472 1.867 2.343 
Table 33 
Unsmoothed Critical Values of lil<O-l.l)/8; q 0.6 
1-a. 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 -6.837 -5.044 -3.736 -2.445 o. 774 1.300 1. 752 2.373 
30 -5.709 -4.248 -3.148 -2.030 0.825 1.352 1.793 2.217 
40 -5.079 -3.858 -2.958 -1.912 0.912 1.426 1. 851 2.301 
50 -4.760 -3.665 -2.800 -1.810 0.965 1.490 1.890 2.350 
100 -4.060 -3.077 -2.340 -1.564 1.040 1. 587 1. 969 2.421 
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Table 34 
Unsmoothed Critical Values of hl(D-~)/8; q::: 0.7 
1-a 
.02 .OS .10 .20 .80 .90 .95 .98 
n 
20 -11.277 -8.230 -5.946 -3.818 0.694 1. 301 1. 755 2.280 
30 -8.993 -6.623 -4.774 -3.115 0.838 1.427 1. 851 2.286 
40 -7.764 -5.544 -4.121 -2.759 0.910 1.510 1. 930 2.367 
50 -7.310 -5.280 -3.990 -2.640 0.980 1.600 2.040 2.520 
100 -5.617 -4.283 -3.177 -2.101 1.184 1.790 2.239 2.672 
Table 35 
Unsmoothed Critical Values of 8/a; q = 0.1 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 0.619 o. 677 0.730 0.800 1.107 1.189 1. 258 1.338 
30 0.681 0.734 0.782 0.839 1. 095 1.162 1.217 1.280 
40 o. 728 0.768 0.809 0.864 1. 087 1.145 1.195 1. 254 
50 0.760 0.797 0.837 0.882 1.082 1.136 1.178 1. 227 
100 0.831 0.857 0.886 0.919 1.062 1. 096 1.127 1.158 
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Table 36 
Unsmoothed Critical Values of &!a; q = 0.2 
1-a 
.02 .05 .10 .20 .so .90 .95 .98 
n 
20 0.587 0.647 0. 701 o. 773 l.llO 1. 202 1.277 1. 362 
30 0.653 0.709 0.757 0.817 1.099 1.176 1. 234 1.305 
40 0.698 0.746 0.789 0.845 1. 096 1.156 1. 218 1. 278 
50 0. 741 0. 778 0.815 0.867 1. 090 1.148 1.194 1.245 
100 0.814 0.843 0.874 0.910 1. 066 1.108 1.140 1.174 
Table 37 
Unsmoothed Critical Values of &/a; q = 0.3 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 0.545 0.606 0.670 0.744 1.119 1. 219 1.302 1. 398 
30 0.612 0.674 0. 726 0.795 1.109 1.193 1. 258 1. 329 
40 0.667 0.719 0.764 0.823 1.104 1.179 1. 240 1.308 
50 0.717 0.755 0.796 0.848 1.100 1.162 1. 218 1.284 
100 0.794 0.827 0.860 0.918 1. 073 1.119 1.155 1.195 
Table 38 
Unsmoothed Critical Values of 8/a; q = 0.4 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 0.488 0.560 0.622 0.709 1.123 1.255 1.343 1. 440 
30 0.575 0.636 0.692 0.764 1.116 1.231 1.295 1.382 
40 0.623 0.684 0.732 0.799 1.115 1.204 1. 271 1. 339 
50 0.677 0.730 0. 770 0.826 l.llO 1.187 1.247 1. 304 
100 0.767 0.808 0.841 0.881 1. 061 l.lll 1.160 1. 221 
Table 39 
Unsmoothed Critical Values of 8/a; q = 0.5 
l~a. 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 0.430 0.502 0.574 0.661 1.131 1. 271 1. 380 1. 494 
30 0.524 0.592 0.641 o. 726 1.127 1. 240 1. 328 1. 429 
40 0.584 0.644 0.700 0. 765 1.129 1. 229 1.304 1. 393 
50 0.632 0.691 0.739 0.795 1.125 1. 216 1. 279 1.347 
100 o. 733 0. 781 0.817 0.864 1.081 1.159 1.191 1. 226 
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Table 40 
Unsmoothed Critical Values of &/o; q = 0.6 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 0.359 0.436 0.509 0.605 1.153 1. 302 1. 423 1. 561 
30 0.462 0.535 0.600 0.680 1.147 1. 273 1. 376 1. 489 
40 0.529 0.591 0.651 0.722 1.142 1. 266 1. 347 1. 453 
50 0.587 0.639 0.695 0.760 1.138 1. 242 1. 319 1. 404 
100 0.697 o. 771 0.792 0.843 1.113 1.181 1. 232 1. 298 
Table 41 
Unsmoothed Critical Values of &/o; q = 0.7 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 0.305 0.337 0.421 0.525 1.158 1. 335 1. 470 1. 643 
30 0. 377 0.448 0.523 0.604 1.170 1. 310 1. 428 1.554 
40 0.447 0.524 0.588 0.668 1.183 1.300 1. 402 1. 520 
50 0.509 0.569 0.629 0. 709 1.170 1. 276 1.367 1. 473 
100 0.656 0.702 0.750 0.813 1.134 1. 214 1. 273 1. 351 
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VII Sill'fNARY, CONCLUSIO::\S AND FURTHER PPOBLPlS 
A test based on a ratio of li kclihoods has been dcv<'loped for dis-
criminating betHeen any two distributions which belong to LASP. Tah1L's 
of simulated critical values are given for using this test for discri1ni-
nating between the normal and exponential, the normal and extreme value, 
the normal and double exponential and also between the normal and logistic. 
The test is also applicable to discriminating between the lognormal and 
the Weibull distributions because by a transformation this case is equiv-
alent to discriminating between the normal and extreme value. Tl1e power 
of this test has been obtained by Monte Carlo simulation and was found to 
be adequate except for discriminating between the normal and logistic. 
A test based on a Pearson Goodness of Fit statistic is also consid-
ered. It is shown that the distribution of this statistic is independent 
of the location and scale parameters. In fact it follows that any good-
ness of fit test that depends on cell totals, as determined in tl1e Pearson 
Goodness of Fit test, will not depend on the location and scale parameters. 
Thus exact distribution of such statistics can be determined by simulation 
techniques. A Pearson Goodness of Fit statistic based on five cells and 
equal E.'s was used for discrimination in the cases mentioned above. The 
1 
test based on the ratio of likelihoods test was found to possess more 
power in all cases considered. This is due in part, to the fact that the 
Pearson Goodness of Fit statistic does not make use of the information 
in the alternative hypothesis. 
It is hoped that results contained in this paper will be useful in 
developing methods for the more general problem of choosing one of several 
possible models. The question of what sample size should be used was 
considered but no general results were obtained. Figures are provided, 
68 
however, \vhich will help the applied statistici.:m decide on the sampJ e 
size to use in the cases considered in this paper. 
General results concerning maximum likelihood estimators of distri-
bution functions, dependent on location and scale parameters, have hccn 
established. These results are used to show that two-sided tolerance 
limits can always be obtained by Monte Carlo simulation. These results 
have also been used to show that confidence intervals on the reliability 
are obtainable from the simulated distribution of the maximum likelihood 
estimator of the reliability. These methods are applicable when censored 
samples are used. However, the amount of simulation required for an ex-
tensive range of sample sizes and degrees of censoring is nearly prohibi-
tive. For this reason, interpolation methods need to be developed for 
obtaining tolerance limits based on existing tolerance limits from complete 
samples and simulated results from selected sample sizes and degrees of 
censoring. 
Maximum likelihood estimation based on Type II censored samples from 
the normal was considered. Tables have been prepared by Monte Carlo sim-
ulation to aid in basic statistical analysis. It is possible to obtain 
similar tables for all degrees of singly and doubly censored samples. 
However, it seems more practical to try to develop methods for extending 
present results and selected future results by interpolation techniques. 
Unbiased estimators based on the maximum likelihood estimators have 
been obtained. The simulated variance of these unbiased estimators is 
also given. The iterative methods used in obtaining the maximum likeli-
hood estimators for the parameters of the normal, are discussed. The 
dependence of these metl1ods on the starting values is noted and means of 
obtaining starting values are presented. 
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Cumulative Percentage Points, c 1-a,n' such that 
Pr[/:n(Q-~)/8 S c1_a,n] = 1-a; q = 0.1 
1-a 
.02 .05 .10 . 20 .80 .90 .95 .98 
n 
20 -2.47 -1.96 -1.53 -0.98 0.86 1. 30 1. 73 2.28 
30 -2.41 -1.90 -1.46 -0.94 0.86 1. 30 1.72 2.18 
40 -2.36 -1.86 -1.42 -0.92 0.86 1. 30 1. 71 2.14 
50 -2.33 -1.83 -1.39 -0.90 0.86 1. 30 1. 69 2.13 
60 -2.30 -1.81 -1.38 -0.90 0.86 1.30 1. 69 2.12 
70 -2.28 -1.80 -1.37 -0.89 0.86 1. 30 1. 68 2.11 
80 -2.26 -1.78 -1.36 -0.88 0.86 1. 30 1. 68 2.10 
90 -2.25 -1.77 -1.35 -0.88 0.86 1. 30 1. 68 2.10 
100 -2.23 -1.76 -1.35 -0.88 0.86 1. 30 1. 68 2.10 
llO -2.22 -1.75 -1.34 -0.88 0.85 1.30 1. 68 2.10 
120 -2.21 -1.75 -1.34 -0.87 0.85 1. 30 1. 68 2.10 
150 -2.19 -1.73 -1.33 -0.87 0.85 1.30 1. 67 2.09 
200 -2.16 -1.71 -1.32 -0.86 0.85 1. 30 1.67 2.09 
00 
-2.07 -1.66 -1.29 -0.85 0.85 1. 29 1. 66 2.07 
73 
TABLE A2 
Cumulative Percentage Points, c 1-a,n' such that 
Pr[/n(D-~)/8 S cl-a,n] = 1-a; q = 0.2 
1-a 
.02 .OS .10 .20 .80 .90 .95 .98 
n 
20 -2.75 -2.13 -1.62 -1.06 0.84 1. 35 1.77 2.31 
25 -2.70 -2.09 -1.58 -1.01 0.87 1. 34 1. 76 2.27 
30 -2.66 -2.06 -1.54 -0.98 0.89 1. 34 1. 74 2.24 
35 -2.62 -2.03 -1.52 -0.96 0.88 1. 32 1.72 2.23 
40 -2.59 -2.00 -1.50 -0.95 0.88 1. 32 1.72 2.21 
45 -2.56 -1.98 -1.48 -0.94 0.87 1. 32 1. 71 2.20 
so -2.53 -1.97 -1.47 -0.93 0.87 1. 32 1.71 2.20 
55 -2.51 -1.95 -1.46 -0.93 0.87 1. 32 1. 71 2.20 
60 -2.49 -1.93 -1.44 -0.92 0.87 1. 32 1. 70 2.19 
65 -2.47 -1.92 -1.44 -0.92 0.87 1. 32 1. 70 2.19 
70 -2.46 -1.91 -1.43 -0.91 0.87 1. 32 1. 70 2.19 
80 -2.43 -1.89 -1.42 -0.91 0.87 1. 32 1. 70 2.19 
90 -2.40 -1.87 -1.40 -0.90 0.87 1. 32 1. 70 2.18 
100 -2.38 -1.86 -1.39 -0.89 0.87 1. 32 1. 70 2.18 
150 -2.31 -1.81 -1.37 -0.88 0.87 1. 32 1. 70 2.17 
200 -2.26 -1.77 -1.36 -0.88 0.87 1. 32 1. 69 2.16 
(X) 
-2.11 -1.70 -1.32 -0.87 0.87 1. 32 1. 70 2.11 
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TABLE A3 
Cumulative Percentage Points, c 1-a,n' such that 
Pr[lr1C0-JJ)/o ~ cl-a,n] = 1-a; q = 0.3 
1-a 
.02 .05 .10 . 20 .80 .90 .95 .98 
n 
20 -3.18 -2.29 -1.81 -1.20 0.84 1. 36 1. 76 2.30 
30 -2.98 -2.24 -1.73 -1.10 0.89 1.37 1. 76 2.26 
40 -2.84 -2.20 -1.68 -1.05 0.89 1.37 1. 76 2.24 
50 -2.75 -2.17 -1.64 -1.02 0.90 1. 37 1. 75 2.23 
60 -2.68 -2.14 -1.61 -0.99 0.90 1. 37 1. 75 2.22 
70 -2.62 -2.12 -1.59 -0.98 0.90 1. 37 1. 75 2.20 
80 -2.58 -2.10 -1.56 -0.97 0.90 1. 37 1. 75 2.19 
90 -2.54 -2.08 -1.55 -0.96 0.90 1. 37 1. 75 2.19 
100 -2.51 -2.06 -1.53 -0.96 0.90 1. 37 1. 75 2.19 
110 -2.49 -2.04 -1.52 -0.95 0.90 1. 37 1. 75 2.19 
120 -2.47 -2.03 -1.51 -0.95 0.90 1. 37 1. 75 2.19 
130 -2.45 -2.01 -1.50 -0.94 0.90 1. 37 1. 75 2.19 
140 -2.43 -2.00 -1.49 -0.94 0.90 1. 37 1. 75 2.19 
150 -2.42 -1.99 -1.48 -0.94 0.90 1. 37 1. 75 2.19 
200 -2.36 -1.95 -1.46 -0.93 0. 90 1. 37 1. 75 2.19 
300 -2.31 -1.90 -1.43 -0.92 0. 90 1. 37 1. 75 2.19 
00 
-2.19 -1.75 -1.37 -0.90 0.90 1. 37 1. 75 2.19 
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TABLE A4 
Cumulative Percentage Points, cl , such that 
-a,n 
Pr[/n(0-~)/8 ~ Cl-a,n] = 1-a; q = 0.4 
1-a 
.02 .05 .10 . 20 .80 .90 .95 .98 
n 
20 -3.88 -2.87 -2.17 -1.47 0.83 1.29 1. 75 2.23 
25 -3.68 -2.78 -2.09 -1.35 0.86 1. 33 1. 76 2.23 
30 -3.52 -2.72 -2.03 -1.31 0.87 1. 35 1. 76 2.24 
35 -3.40 -2.66 -1.98 -1.28 0.89 1. 37 1.77 2.24 
40 -3.30 -2.61 -1.93 -1.25 0.89 1. 38 1.77 2.24 
45 -3.22 -2.56 -1.90 -1.22 0.90 1. 39 1. 78 2.24 
50 -3.15 -2.52 -1.87 -1.20 0.91 1. 39 1. 78 2.24 
55 -3.09 -2.48 -1.84 -1.19 0.91 1. 40 1. 78 2.24 
60 -3.03 -2.45 -1.81 -1.17 0. 91 1. 40 1. 78 2.25 
65 -2.99 -2.42 -1.79 -1.16 o. 92 1. 40 1. 79 2.25 
70 -2.95 -2.40 -1.77 -1.15 o. 92 1.41 1. 79 2.25 
75 -2.91 -2.37 -1.76 -1.13 0.92 1. 41 1. 79 2.25 
80 -2.88 -2.35 -1.74 -1.12 0.92 1. 41 1. 79 2.25 
85 -2.85 -2.33 -1.73 -1.12 0.92 1.41 1. 80 2.25 
90 -2.83 -2.31 -1.71 -1.11 0.93 1. 41 1. 80 2.25 
95 -2.83 -2.31 -1.71 -1.10 0.93 1. 42 1. 80 2.25 
100 -2.78 -2.28 -1.69 -1.09 0.93 1. 42 1. 80 2.26 
150 -2.64 -2.17 -1.62 -1.05 0.94 1.43 1. 81 2.27 
200 -2.57 -2.10 -1.58 -1.02 0.94 1.43 1. 82 2.28 
00 
-2.32 -1.86 -1.45 -0.95 0.95 1.45 1. 86 2.32 
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TABLE AS 
Cumulative Percentage Points, 
c1-a,n' such that 
Pr[/n(0-~)/8 s c1 ] = 1-a; q = 0.5 
-a,n 
1-a 
.02 .OS .10 .20 .80 .90 .95 .98 
n 
20 -4.90 -3.63 -2.72 -1.74 0.81 1. 27 1. 75 2.25 
22 -4.75 -3.55 -2.66 -1.70 0.82 1. 28 1. 75 2.25 
24 -4.63 -3.48 -2.61 -1.66 0.83 1. 30 1. 75 2.25 
26 -4.52 -3.40 -2.56 -1.63 0.85 1. 32 1. 76 2.26 
28 -4.42 -3.34 -2.52 -1.61 0.86 1. 33 1. 76 2.26 
30 -4.33 -3.28 -2.48 -1.58 0.87 1. 34 1.77 2.26 
32 -4.24 -3.23 -2.44 -1.56 0.87 1. 35 1.77 2.26 
34 -4.17 -3.18 -2.41 -1.54 0.88 1. 36 1. 78 2.26 
36 -4.10 -3.14 -2.38 -1.52 0.89 1. 38 1. 78 2.27 
38 -4.04 -3.10 -2.35 -1. so 0.89 1. 38 1. 78 2.27 
40 -3.92 -3.06 -2.32 -1.48 0.90 1. 39 1. 79 2.27 
44 -3.87 -2.99 -2.27 -1.45 0.91 1.40 1. 79 2.28 
48 -3.78 -2.93 -2.23 -1.42 0.92 1.42 1.80 2.28 
so -3.74 -2.90 -2.21 -1.41 o. 92 1.42 1.80 2.28 
54 -3.67 -2.85 -2.17 -1.39 0.93 1.43 1. 81 2.29 
60 -3.57 -2.79 -2.13 -1.36 0.94 1.44 1. 82 2. 29 
70 -3.44 -2.70 -2.06 -1.32 0.95 1.46 1. 83 2.30 
80 -3.34 -2.63 -2.01 -1.29 0.96 1. 47 1. 84 2.31 
90 -3.26 -2.57 -1.97 -1.27 0.97 1.48 1. 85 2.32 
100 -3.19 -2.52 -1.94 -1.25 0.97 1. 49 1.86 2.32 
150 -2.90 -2.37 -1.83 -1.18 0.99 1. 52 1. 89 2.35 
200 -2.88 -2.29 -1.77 -1.49 1. 00 1.53 1. 92 2.38 
00 
-2.53 -2.02 -1.58 -1.04 1.04 1. 58 2.02 2.53 
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TABLE A6 
Cumulative Percentage Points, cl ' such that 
-a,n 
Pr[ln(0-~)/8 ~ cl-a,n] = 1-a; q = 0.6 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 -6.79 -5.01 -3.71 -2.42 0.76 1.30 1. 76 2. 29 
25 -6.19 -4.61 -3.44 -2.24 0.81 1.34 1. 78 2.30 
30 -5.76 -4.31 -3.23 -2.10 0.85 1.37 1.80 2.31 
35 -5.42 -4.08 -3.08 -2.00 0.88 1.40 1.82 2.32 
40 -5.16 -3.90 -2.95 -1.92 0.90 1.43 1.84 2.32 
45 -4.95 -3.75 -2.85 -1.85 0.93 1.45 1.86 2.33 
50 -4.77 -3.63 -2.76 -1.79 0.95 1.47 1.88 2.34 
55 -4.62 -3.52 -2.69 -1.75 0.96 1.49 1.89 2.35 
60 -4.49 -3.44 -2.62 -1.71 0.98 1.51 1.90 2.35 
65 -4.38 -3.36 -2.57 -1.67 0.99 1.52 1.92 2.36 
70 -4.28 -3.29 -2.52 -1.64 0.99 1.54 1.93 2.37 
75 -4.20 -3.23 -2.48 -1.61 1.01 1.55 1.94 2.37 
80 -4.13 -3.18 -2.44 -1.60 1.02 1.56 1. 95 2.38 
85 -4.06 -3.14 -2.41 -1.57 1.03 1.57 1. 96 2.39 
90 -4.00 -3.09 -2.38 -1.55 1.03 1. 58 1. 97 2.39 
95 -3.95 -3.06 -2.35 -1.53 1. 04 1.59 1. 98 2.40 
100 -3.90 -3.02 -2.33 -1.52 1. 05 1.60 1.99 2.41 
110 -3.81 -2.96 -2.28 -1.49 1.06 1.61 2.00 2.42 
120 -3.74 -2.91 -2.25 -1.47 1.07 1.62 2.02 2.43 
130 -3.68 -2.87 -2.22 -1.45 1.08 1. 63 2.03 2.44 
140 -3.63 -2.83 -2.19 -1.43 1.08 1.64 2.04 2.45 
150 -3.58 -2.80 -2.17 -1.41 1.09 1. 65 2.06 2.46 
200 -3.42 -2.69 -2.08 -1.36 1.11 1. 69 2.10 2.50 
00 
-2.90 -2.32 -1.81 -1.19 1.19 1. 81 2.32 2.90 
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TABLE A7 
Cumulative Percentage Points, c 1-a.,n' such that 
Pr[/:n(Q-~)/8 ~ c1 ] = 1-a; q = 0.7 
-a.,n 
1-a.l 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 -11.22 -8.20 -5.92 -3.79 0.69 1.30 1. 76 2.27 
30 -9.05 -6.62 -4.78 -3.15 0.83 1. 42 1. 86 2.33 
40 -7.82 -5.70 -4.20 -2.80 0.91 1.51 1.94 2.38 
50 -7.27 -5.23 -3.90 -2.60 0.98 1. 59 2.03 2.46 
60 -6.71 -4.85 -3.64 -2.41 1.04 1. 65 2.08 2.51 
70 -6.26 -4.58 -3.43 -2.29 1.08 1. 70 2.13 2.56 
80 -5.94 -4.37 -3.29 -2.20 1.12 1. 74 2.18 2.61 
90 -5.70 -4.21 -3.18 -2.12 1.15 1.77 2.22 2.65 
100 -5.56 -4.08 -3.10 -2.06 1.17 1. 79 2.26 2.68 
110 -5.38 -3.97 -3.01 -2.01 1.19 1. 82 2.28 2. 72 
120 -5.20 -3.88 -2.95 -1.97 1. 21 1. 85 2.31 2.75 
130 -5.09 -3.81 -2.90 -1.93 1. 23 1. 87 2.34 2.78 
140 -4.96 -3.74 -2.85 -1.90 1. 24 1.89 2.36 2.81 
150 -4.87 -3.68 -2.81 -1.87 1. 25 1.91 2.38 2.84 
160 -4.79 -3.63 -2.77 -1.85 1. 27 1.92 2.40 2.86 
170 -4.72 -3.59 -2.74 -1.82 1. 28 1.94 2.42 2.88 
180 -4.66 -3.55 -2.72 -1.80 1. 28 1. 95 2.44 2.90 
190 -4.60 -3.51 -2.69 -1.79 1. 29 1. 96 2.46 2.92 
200 -4.55 -3.48 -2.67 -1.77 1. 30 1.97 2.47 2.94 
250 -4.36 -3.36 -2.58 -1.71 1. 33 2.02 2.53 3.02 
300 -4.23 -3.27 -2.52 -1.67 1. 35 2.05 2.58 3.08 
00 
-3.57 -2.86 -2.23 -1.46 1. 46 2.23 2.86 3.57 
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TABLE AS 
Cumulative Percentage Points, cl-a,n' such that 
Pr[8/a~ cl-a,n1 1-a; q 0.1 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 0.62 0.68 0.73 0.80 1.11 1.19 1.26 1.34 
30 0.69 o. 73 0.78 0.84 1.10 1.16 1. 22 1.28 
40 0.73 o. 77 0.81 0.86 1.09 1.14 1.19 1.25 
50 0.76 0.79 0.83 0.88 1.08 1.13 1.18 1. 23 
60 0.78 0.81 0.85 0.89 1.08 1.12 1.16 1.21 
70 0.80 0.83 0.86 0.90 1.07 1.12 1.15 1.20 
80 0.81 0.84 0.87 0.91 1.07 1.11 1.14 1.18 
90 0.82 0.85 0.88 0.91 1.07 1.10 1.13 1.17 
100 0.83 0.86 0.88 0.92 1.06 1.09 1.13 1.16 
Asym. 0.84 0.87 0.90 0.94 1.06 1.10 1.13 1.16 (100) 
TABLE A9 
Cumulative Percentage Points, c1 , such that 
-a,n 
Pr[8/a ~ c1-a,n] = 1-a; q = 0.2 
1-a. 
.02 .05 .10 .20 .80 
n .90 .95 . 98 
20 0.59 0.65 0.70 o. 77 1.11 1.20 1. 27 1. 36 
25 0.62 0.68 0.73 0.80 1.11 1.19 1.25 1. 33 
30 0.66 0.71 o. 75 0.82 1.10 1.18 1. 23 1.31 
35 0.68 o. 73 o. 79 0.83 1.10 1.17 1. 22 1. 29 
40 o. 70 0.75 0.79 0.84 1.10 1.16 1. 21 1. 27 
45 o. 73 0.76 0.80 0.85 1.09 1.15 1.20 1. 26 
so 0.74 0.78 0.81 0.86 1.09 1.14 1.19 1. 25 
60 0.76 0.80 0.83 0.88 1.09 1.14 1.18 1. 23 
70 0. 78 0.81 0.85 0.89 1.08 1.13 1.17 1. 21 
80 0.80 0.83 0.86 0.90 1.08 1.12 1.17 1. 20 
90 0.81 0.83 0.87 0.90 1.07 1.11 1.15 1.19 
100 0.82 0.84 0.87 0.91 1.07 1.11 1.14 1.17 
Asym. 0.83 (100) 0.86 0.89 0.93 
1.07 1.11 1.14 1.17 
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TABLE AlO 
Cumulative Percentage Points, c 1-ex,n' such that 
Pr[o/a < cl-ex,n] l-ex; q = 0.3 
l-ex 
.02 .OS .10 .20 .80 .90 .9S .98 
n 
20 O.S4 0.60 0.67 0.74 1.12 1. 22 1. 30 1. 39 
30 0.62 0.67 0.73 0.79 1.11 1.19 1. 26 1. 33 
40 0.67 0.72 0.76 0.82 1.11 1.17 1. 24 1. 30 
so o. 71 0.7S o. 79 0.8S 1.10 1.16 1. 22 l. 28 
60 0.73 0. 77 0.81 0.87 1.10 l.lS 1. 20 1. 27 
70 0.7S 0.79 0.83 0.88 1.09 1.14 1.19 l. 2S 
80 o. 77 0.81 0.84 0.89 1.09 1.13 1.18 l. 23 
90 0.78 0.82 0.8S 0.91 1.08 1.12 1.17 l. 21 
100 0.79 0.83 0.86 0.92 1. 07 1.12 l.lS 1.19 
Asym. 0.81 0.8S 0.88 0.92 1.08 1.12 l.lS 1.19 (100) 
TABLE All 
Cumulative Percentage Points, cl-ex,n' such that 
Pr[o/a ::; cl-ex,n] = l-ex; q = 0.4 
l-ex 
.02 .OS .10 .20 .80 .90 .9S .98 
n 
20 0.49 O.S6 0.62 o. 71 1.12 1. 2S l. 34 1. 43 
2S O.S3 0.60 0.66 0.74 1.12 1. 23 l. 31 1. 41 
30 O.S7 0.64 0.69 0.76 1.12 l. 21 1. 29 1. 38 
3S 0.60 0.66 0. 71 0.78 1.12 1. 21 1. 28 l. 36 
40 0.63 0.69 0.73 0.80 1.12 1. 20 1. 27 1. 34 
4S 0.65 0.70 0.75 0.81 1.11 1.19 1. 26 1. 32 
so 0.67 o. 72 0. 77 0.82 1.11 1.18 1. 25 1. 30 
60 0. 70 0.75 0.79 0.84 1.11 1.17 1. 24 1. 28 
70 o. 72 o. 77 0.81 0.86 1.10 1.16 1. 23 1. 26 
80 0. 74 0.79 0.82 0.87 1. 09 1.15 1. 21 1. 24 
90 o. 75 0.80 0.83 0.87 1.08 1.14 1.18 1. 23 
100 0.76 0.81 0.84 0.88 1.08 1.13 1.17 l. 22 
Asym. 0.79 0. 8/f 0.87 0.92 1.08 1.13 1.16 1. 21 (100) 
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TABLE Al2 
Cumulative Percentage Points, c 1-a,n' such that 
Pr[8/a ::; cl-a,n] 1-a; q = 0.5 
1-·a 
.02 .OS .10 .20 .80 .90 .95 .98 
n 
20 0.43 0.50 0.57 0.66 1.13 1. 27 1. 38 1. 49 
30 0.53 0.59 0.65 o. 72 1.13 1. 24 1. 33 1. 43 
40 0.59 0.65 0.70 0.76 1.13 1. 23 1. 30 1. 39 
50 0.63 0.69 0.73 0.79 1.13 1. 22 1. 28 1. 35 
60 0.66 o. 72 0.76 0.82 1.12 1. 21 1.26 1. 32 
70 0.69 0.74 0.78 0.83 1.11 1.20 1. 24 1. 29 
80 0. 71 0.76 0.80 0.84 1.10 1.18 1. 22 1. 26 
90 0. 72 0.77 0.81 0.85 1.10 1.17 1. 20 1. 24 
100 0.73 0. 78 0.82 0.86 1.09 1.16 1.19 1. 23 
Asym. 0.78 0.82 0.86 0. 91 1. 09 1.14 1.18 1. 22 (100) 
TABLE Al3 
Cumulative Percentage Points, cl-a,n' such that 
Pr[8/a :; cl-a,n] 1-a; q = 0.6 
1-a 
.02 .OS .10 .20 .80 . 90 .95 .98 
n 
~--~---
20 0.36 0.43 0. 51 0.60 1.15 1. 30 1. 42 1. 56 
25 0.42 0.48 0.55 0.64 1.15 1. 28 1. 40 1. 52 
30 0.47 0.53 0.60 0.68 1.15 1. 27 1. 38 1. 49 
35 0.50 0.56 0.63 0.69 1.14 1. 27 1. 36 1. 46 
40 0.53 0.59 0.65 0. 72 1.14 1. 26 1. 34 1. 44 
45 0.56 0.62 0.68 0.74 1.14 1. 25 1. 33 1. 42 
50 0.58 0.64 0.69 0.76 1.14 1. 24 1. 32 1. 41 
60 0.62 0.68 0.72 0.78 1.13 1. 23 1. 30 1. 38 
70 0.65 0.71 0.75 0.80 1.13 1. 22 1. 28 1. 35 
80 0.67 0.73 o. 77 0.82 1.12 1. 21 1. 26 1. 33 
90 0.69 0.75 0.78 0.83 1.12 1.19 1. 24 1. 31 
100 o. 70 0. 77 0.79 0. 81. 1.11 1.18 1. 23 1. 30 
Asym. 0. 74 0.79 0.84 0.89 1.11 1.16 1. 21 1. 27 (100) 
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TABLE Al4 
Cumulative Percentage Points, cl-a,n' such that 
Pr[8/a $ c1 ] = 1-a; q = 0.7 
-a,n 
1-a 
.02 .05 .10 .20 .80 .90 .95 .98 
n 
20 0.30 0.34 0.42 0.52 1.16 1. 33 1. 47 1.64 
30 0.39 0.45 0.52 0.61 1.17 1. 31 1.43 1. 56 
40 0.45 0.52 0.58 0.66 1.18 1. 29 1.40 1.51 
50 0.50 0.57 0.63 0.71 1.17 1.28 1. 37 1.48 
60 0.54 0.61 0.67 0.74 1.17 1. 26 1. 35 1.45 
70 0.58 0.64 0.70 0.76 1.16 1. 25 1. 33 1.42 
80 0.61 0.66 o. 72 0.78 1.16 1.24 1.31 1.40 
90 0.63 0.68 0.73 0.80 1.15 1. 22 1. 29 1. 37 
100 0.66 0.70 0.75 0.81 1.14 1.21 1. 27 1. 35 
Asym. 0.69 0.75 0.81 0.87 1.13 1.19 1. 25 1. 31 (100) 
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