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A b stract
This thesis is focused on a study on modeling and measurement of the indoor radio and 
infrared channels. Both channels have been studied, compared and their vital differences 
identified. Initially, an infrared channel model was developed that was not similar to 
any existing models for the infrared domain. The wireless diffuse infrared channel is 
solely used indoors and is usually confined within a room. Conventional channel models 
are described, but their disadvantage is heavy time and processor requirements. A  new 
model is introduced, in which the approach is different from the traditional methods 
in the way that it discretises the delay range instead of the physical characteristics of 
the environment. The new model offers accurate results without the increased time and 
processor requirements compared with traditional techniques.
Following the characterisation of the infrared channel, a wideband radio propagation 
campaign took place in two different buildings that allowed valuable insight into the 
mobile radio channel. Time domain analysis of the measurement results allowed the 
careful study of the radio channel and produced interesting results as far as R M S  delay 
spread and Power Delay Statistics are concerned. It has been shown that the R M S  delay 
spread is not always dependent on antenna separation, while it was found to be highly 
dependent on the clutter present on the measurement environment.
The infrared model was finally converted to account for radio propagation. Traditional 
channel models for indoor propagation prediction are described, while the major dif­
ferences of the infrared and radio channel are mentioned. The radio channel prediction 
benefits from the accuracy of the infrared model, where a very high accuracy is necessary 
in order to predict the effect of scattering. A  simple measurement campaign has been 
introduced in order to validate the results of the simulation tool and a comparison with 
the most important wideband channel models has been performed, along with higher 
frequency measurements where scattering is more important. The results present a good 
fit to the measurements and models in the literature, and empirical conclusions relative 
to the scattering characteristics of the radio channel are drawn from these comparisons.
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Introduction
Mobile communications is probably the most rapidly developed market of all times. It 
allows people to communicate regardless of position and time. Simple services such 
as telephony have evolved to a more advanced level, offering mobile and multimedia 
communications such as audio and video capabilities, access to the internet and other 
integrated data services. Wireless systems are set to take a step further still. Demand­
ing services such as videoconferencing, real-time video and high speed data will all be 
supported in future wireless systems that will also allow a high level of mobility. The 
most important environments that have to be covered are probably those in office areas. 
Traditionally, each office offers a fixed access point to the network, allowing users to 
have bandwidth that can support almost all types of communication. The disadvantage 
of this technique is that it does not allow users to move freely within this space, or even 
move to different areas and still be able to communicate. This is called roaming, and is 
considered one of the most important characteristics of a communication system.
It is widely known that in order to achieve higher network capacity and to minimise 
co-channel interference the best way is to introduce smaller cells [1], with the drawback 
of increased cost [2]. Although traditional mobile communications have relied on cells 
that operate with a radius of several kilometers, smaller cells offer some significant 
advantages. Firstly, given that the cells are smaller and the frequency higher, there 
is significant separation of the cells allowing efficient frequency reuse. If the frequency 
of operation is very high (mm-wave) [3] then the cells can be confined within a room 
allowing for high data rate communication with mobility. This trend is recent and has 
not yet been widely developed, but there is a move towards higher frequencies since the
1
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offered bandwidth is much larger. Also, the radio spectrum is a scarce resource, and 
operators have to apply for a licence before they can deploy their systems. Currently, 
there are two options that can help operators to avoid this procedure. It is either to use 
a frequency that is not regulated by a governing body such as the regions near 2.4, 5.2 
or 60 GHz [4], or use another medium that is not governed at all. The only medium that 
is not at all governed and fits these specifications is the infrared region of the spectrum, 
where communication is allowed through the transport of light through the channel. As 
mentioned above, the best method of increasing system capacity is to use smaller cells 
in the expense of larger cost and system complexity. This argument applies both for 
infrared and radio cases, but in the case of infrared, it does not penetrate opaque objects 
hence confining the cell within a room.
Infrared communications were mainly studied during the 1960’s as an alternative for 
mobile radio communications. Since then, mobile radio communications have taken off 
but no real system for indoor coverage using infrared links was seriously considered. 
Recently, infrared has gained ground with operators seeking to cover areas that require 
high bit rate services such as the office areas mentioned above. In this thesis, such cells 
are referred to as nano cells and the ones that may cover a larger area such as a single 
floor within a building as picocells.
A  recent trend is that of Wireless Local Area Networks (WLANs). The frequency of 
operation is unlicenced, the cost of hardware has recently dropped significantly, and 
there is a standard for all devices (WiFi). It is now common practice to employ a 
W L A N  instead of a fixed network which does not offer mobility. Other candidates such 
as HiperLAN [5] aim to deliver similar services to small area cells. It is thought that 
these services will complement current cellular networks instead of replacing them. The 
reason for this is due to the nature of cellular services, requiring increased mobility but 
lower data rates. A  high data rate wireless network will unlikely include very mobile 
users requesting high data rate services, especially in office environments.
In order to correctly and efficiently deploy a communication system, the system designer 
must have a sound knowledge of the channel. This can be done by either measuring the 
channel of interest, or modelling with methods that are accurate enough to account for all 
significant channel properties. Since it is not always possible to conduct measurements 
at a given site, a prediction tool based on sound physics and underpinned by verification 
against measurements is the preferable solution for the system designer.
2
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1 .1  O b j e c t i v e s
The objective of this thesis is to develop an efficient model that can be used to simulate 
the wireless infrared and radio channels for a nanocell confined within a single room, as 
well to provide channel measurements for a radio environment. This has been achieved
by studying current communication systems and the channel models that are being used,
\
and by identifing which parts of the channel could be focused 011 to develop an efficient 
model. Also, measurements that could identify the most important characteristics of 
the radio channel have been performed, and comparisons with the channel model results 
have also been performed.
1 .2  A c h i e v e m e n t s
A novel infrared and radio channel model has been developed. This model allows for the 
efficient and accurate characterisation of both channels within a single room. A  mea­
surement campaign was carried out at two different locations and the most important 
parameters of the indoor radio channel have been identified. Finally, simple measure­
ments were performed in order to assess the performance of the radio channel model and 
comparison with the model results lias shown good agreement.
1 .3  P u b l i c a t i o n s
The study on the channel models covered in this thesis has led to a number of pub­
lications. The research for the original infrared channel model has been described in 
[6]. The measurement campaign that was later performed for Wireless LANs has been 
reported in [7], while the radio channel model that was developed after the infrared 
channel model and the comparison with the radio measurements was reported in [8]. A  
more advanced scenario has been simulated and results were presented in [9].
1 . 4  S t r u c t u r e  o f  t h e  T h e s i s
This thesis is divided in six chapters, the first of which serves as an introduction and 
reasons the need for the research on the wireless radio and infrared channel. It also
3
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summarises the objectives o f the thesis, the achievements and the publications that have 
been an outcome of the thesis.
Chapter 2 explains the fundamental propagation mechanisms o f the infrared and radio 
channel. Their differences and similarities are also summarised, and lead the way to 
understanding which channel would be more difficult to model, or which channel is 
suitable for a given service. This chapter finally describes the different types o f radio 
and infrared channels that are suitable for indoor communications, and research will 
later focus on two channels that are the most interesting and suitable for high data 
rates, as well as mobility.
Chapter 3 summarises the work performed to develop a simulation tool for infrared 
wireless channels. Initially, a traditional channel model has been developed, which pro­
duced results for reference. The methodology and the procedure that was carried out 
in order to develop the algorithm for the novel channel model is then described, and 
some improvements on the original idea are also presented. The core o f the algorithm 
is an alternative starting technique to model the channel, and instead o f focusing only 
on the physical characteristics of the channel, the delay range o f the impulse response 
arising from key system parameters is also taken into account. Finally, the results o f the 
algorithm are presented, and compared with the traditional model.
Chapter 4 is based on the measurement campaign carried out to characterise the radio 
channels for Wireless LANs. This work has been carried out on behalf o f Ericsson. The 
methods that were available for the design of the sounder are described, and the choice 
that was made is reasoned and described. The measurement campaigns are then de­
scribed, and the reasoning behind them is also stated. The results for the measurement 
campaign in two locations are reported, and the conclusions drawn from the measure­
ments are included at the end o f the chapter. Finally, a future improvement for the 
channel sounder is proposed, and the advantages this technique would offer are briefly 
presented.
Chapter 5 continues with the channel modelling, this time performed for a radio channel. 
The infrared channel model is modified and some parts were developed further to fit the 
different properties o f the radio channel. A simple measurement campaign took place 
in order to verify the radio channel model and the results are summarised at the end 
o f this chapter. After the comparison of the measurement data with the channel model
Chapter 1. Introduction
results, some useful conclusions are drawn for the properties o f the radio channel. Also, 
a comparison with reference channel models is performed.
Finally, chapter 6 presents the conclusions from the research, and future improvements 
that may be possible to improve both channel models and measurement procedures.
5
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The Mobile Wireless Channel
The mobile wireless channel is probably the most important medium for personal com­
munications in the modern era. It is now possible to communicate while being mobile, 
in almost all areas of the globe if one considers satellite communications. Since the early 
80’s, when the Global System for Mobile Communications was being developed, digital 
mobile communications have succeeded in penetrating the global market like no other 
product ever. Since then, mobile communications have advanced into a more unified 
service to satisfy most, if not all communication needs of a human being.
The most important parameter o f the communication link is the channel, the medium 
that exists between the two end points of the communication. The range o f this medium 
can range from a few meters to several hundreds of kilometres when dealing with satellite 
communications. The system designer has some control on the choice o f channel, but in 
most cases, the system design has to compensate for the channel impairments. It is very 
important for the system designer to be able to know most or some the properties o f the 
channel before design of the system begins. That can either be achieved with channel 
measurements at the area where the link is deployed, or when these are not possible, 
with channel models that can characterise these channels in detail.
This chapter summarises details for the channels used in modern wireless communica­
tions. The channels that are covered in this thesis are mostly indoor, but an overview of 
both mediums is given in this chapter. A  comparison is also presented, which outlines 
the advantages and disadvantages of each medium.
6
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2 .1  N a r r o w b a n d  a n d  W i d e b a n d  C h a n n e l s
Wireless channels fall into two broad classifications. These are narrowband and wideband 
and depend not only 011 the channel characteristics, blit on the transmitted signal as 
well. Older communication links only employed narrowband channels since the data 
rates involved were small. Recently, wideband channels have gained interest, since the 
system bandwidths and data rates are increasing drastically.
Narrowband channels A  narrowband channel is defined when the message band­
width is sufficiently small in order for all frequencies within it to be behave similarly, 
which is referred to as flat-fading [10]. Such a channel is tlie Additive White Gaus­
sian Channel, where the transmitter, receiver and the the channel are stationary, and 
the signal bandwidth is small. In this channel, only noise is present, but generally in 
narrowband channels fading occurs, which is modelled as a time-variant multiplicative 
process which results from motion in the channel. In a narrowband channel, all trans­
mitted components arrive at the same instant at the receiver, and the fading affects all 
frequencies of the signal equally. Fading is a result of multipath propagation, where 
delayed and attenuated versions of the transmitted signal arrive simultaneously at the 
receiver via different routes. These versions of the signal all carry different phase and 
amplitude, and when they are combined they result in a signal that fluctuates in time. 
The most common channels are the Rayleigh and the Rician. Tlie first results from a 
non line-of-sight (NLOS) case, where there is no direct or dominant path. The Rician 
channel results from a line-of-sight (LOS) case, where a strong reflector or a clear path 
between transmitter and receiver exists. The Rayleigh channel is the worst case for a 
narrowband channel, where communication only relies 011 weak reflected paths.
The first result when modelling or measuring a narrowband channel is the signal level 
with respect to time. This can lead to higher order statistics which give more interesting 
information about the status of the channel. Typical parameters are the level crossing 
rate which defines the number of times a certain threshold is crossed during a certain 
period of time, and the distribution functions of the signal level.
Wideband channels The wideband channel is a more complex medium and has re­
cently assumed greater importance since the data rates are increasing to support en­
hanced multimedia services. A  channel is wideband if the relative delays of the received
7
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components are larger than the basic unit of information. In other words, the distortion 
which the signal undergoes varies across the signal bandwidth. Another interpretation 
of the wideband channel is when the bandwidth of the transmitted signal is significant 
when compared with the centre frequency. The characteristics o f both the signal and the 
channel define the wideband channel, and delays are clustered into groups so that several 
versions of the transmitted signal arrive significantly delayed with respect to each other. 
This will eventually cause Inter-Symbol-Interference, since a transmitted symbol may 
overlap with the received versions o f another one, and cause ambiguity in the symbol 
decisions. When a wideband channel is modelled or measured, it can converted to a 
similar narrowband one, if one combines all the received signals with respect to their 
phase under the assumption that the reflected waves arrive at the same time.
As with the narrowband channel, the first description of the channel comes from the 
power delay profile, which shows the time averaged power versus delay. The wideband 
channel can be modelled as a tapped delay line, where each received version o f the signal 
is modelled by a branch. The channel is a linear time variant filter and each tap can be 
viewed as independent from the rest of the process. The channel can be characterised 
by the following equation,
y(t) =  u (t) <g> h (t,r )  (2.1)
where y(t) is the output o f the channel (V ), u(t) is the input to the channel (V), h (ty r )  is 
the impulse response of the channel at time t versus delay r, and <g> denotes convolution.
The difference with the narrowband case is that the signal plot is three dimensional 
to account for components having higher delay t . Figure 2.1 illustrates the difference 
between typical narrowband and wideband results.
The most important parameters in the wideband channels can be calculated when the 
delays and powers of the taps are known. There are various parameters that describe 
the wideband channel [10]. The most important are presented below and will be used 
in later chapters to describe the measured channels.
• Excess Delay: The delay o f any tap relative to the first arriving tap
• Total Excess Delay: The delay of the last arriving tap relative to the first tap
• Mean Delay: The centre of gravity of the profile, defined as the mean delay
• RMS Delay Spread: The second moment of taps. This takes into account the 
relative powers o f the taps as well as the delays.
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Figure 2.1: Typical Narrowband and Wideband Results
The analysis presented in the subsequent chapters is based on wideband channels, since it 
is assumed that very high data rates are needed. As mentioned later, the infrared channel 
is always wideband, since the delays associated with the channel are always higher than 
the duration of an information unit, since the reflection properties o f the channel lead 
to diffuse reflections. This effect leads to scatterers being modelled as surfaces instead 
o f points like in a radio channel, and can be visualised as many secondary transmitters 
on the scattering surface.
2 . 2  R a d i o  C o m m u n i c a t i o n s
Radio communications have been around since 1895, when Guilielmo Marconi succeeded 
in transmitting radio signals from one end o f his house to the other. He later built a 
communications link that sent messages across the Atlantic, proving that wireless com­
munications can be very powerful. Since then, radio communications have evolved and 
offer a unified system for communications, ranging from voice, messaging even multime­
dia content. The wireless radio channel is a more hostile medium when compared with 
other cabled channels, since fading occurs.
The most used radio channel is the outdoor channel. The concept o f a radio network, 
more specifically the Global System for Mobile communications, appeared in the early 
70’s but was brought to life during the late 80’s. Since then services have evolved from
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analog to digital with huge success and penetration into the world market. Millions 
of subscribers are using this service all around the world. Since the early days of this 
network, when the market for mobile terminals was limited or the services were bound 
to a specific area or country, success was apparent. Such a high demand has lead the 
advance of mobile communication systems, in which the coverage is achieved by using 
cells of coverage. These cells are carefully planned and the main drive for their design 
is the low transmitter power for the user terminal.
The services that G S M  offers are somewhat limited. It can only offer voice, messaging 
and low data rate services. While these services are functional and probably satisfy the 
needs of the general public, there is a drive for a complete system that can support 
full multimedia content. In order to achieve this, increased capacity of the network is 
necessary and that the best way this can be achieved is by making the cells smaller. The 
most important areas that need to be covered are the office areas, where high data rates 
are necessary for all types of communications. These services can range from telephony 
to internet, email and videoconferencing.
Recently, there has been a great deal of activity surrounding Wireless Local Area Net­
works (WLAN). Such systems operate in unlicensed bands usually near 2.4 or 5.2 GHz 
and offer high data rates, comparable to those offered by fixed networks. The most 
popular standard for W L A N  is IEEE 802.11b and has been standardised in September 
1999, although this process started in the early 90s [5]. It offers a bandwidth of 83.5 
MHz in the 2.4-2.4835 GHz band and data rates of up to 11 Mbps, with proposed ex­
tensions reaching up to 22Mbps [11]. This frequency band is unlicensed throughout the 
world, so there is a possibility for world-wide roaming [12]. Also, there are are two types 
of networks supported, infrastructure and adhoc [13]. The first consists of an access 
point to serve several terminals, while the second does not require an access point. The 
terminals simply discover and communicate themselves and can even act as routers, but 
with the risk of lower security.
An extension of this standard, IEEE 802.11a was standardised at the same time, but was 
more technologically demanding, so its implementation has been delayed. The available 
bandwidth is 300 MHz in the 5.15-5.35 or in 5.725-5.825 GHz range. The data rate offered 
by this standard is higher, reaching up to 54Mbps. The network capacity of 802.11a is 
many times higher than of 802.11b because the number of non overlapping channels for 
the first is higher, allowing more efficient frequency reuse [14]. Although these systems
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have only just reached the market, and it is more advanced than its predecessor and is
l
very promising. The frequencies proposed for 802.11a are not all available worldwide 
[15], as opposed to the earlier 802.11b standard.
It is likely that Wireless LANs will be employed in the near future instead of their tra­
ditional cabled counterparts in order to increase mobility and seamless roaming. These 
systems will be most likely to be employed in office or even home environments, since 
these are the most demanding and interesting areas that have to be covered. Such areas 
can already be served by 802.11b. The advantages of a Wireless L A N  opposed to a fixed 
L A N  are endless: mobility, installation speed and simplicity, scalability and reduced cost 
of ownership [16], A  user will be able to enter the network with limited configuration 
and no physical requirements, as long as he is supplied with a suitable network adapter.
A  plethora of mobile communication links is available. These range from point-to-point 
links that are quite directional, to the mega cells offered from satellite communications. 
Although these are quite different in physical characteristics, they all operate to supply 
information or a service to a given area.
2.2.1 Frequency of operation
There is significant variation in the frequencies used for mobile communications. In 
earlier days, the lower end of the spectrum was used for basic information transport.
The lowest frequencies are in the Very Low Frequency (VLF) band, where the antennas 
are huge since the wavelength is large, and are usually buried in the ground. The com­
munication is achieved by bouncing the radio waves in the ionosphere, and the systems 
are mostly navigation and worldwide telegraphy. Since the frequency of operation is 
very low, high data rates cannot be achieved. In the higher bands, the communication 
is achieved by a ground wave, which propagates along the earth surface. Such systems 
are nowadays used for radio and television transmission.
Low Frequencies (LF) and Medium Frequencies (MF) rely on ground wave propagation 
for communication, and have traditionally been used long distance communications and 
navigation, although the antennas are still physically large. Higher frequencies (HF) 
mainly rely on ionospheric waves for communications, where single or multiple hops 
allow almost worldwide communication [17], Very High Frequency (VHF) and Ultra High
11
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— Infrared UMTS 802.11b 802.11a UWB(l) [19] UWB(2) [20]
Fi'equency >333GHz 2.14GHz 2.4GHz 5GHz 1.3-1.7GHz 5 GHz
Bandwidth >lGHz 5MHz 83MHz 300MHz 200MHz 1.25GHz
Data Rate to lGbps 2Mbps 11Mbps 55Mbps 2Mbps 500Mbps
BW Limit Hardware Regulatory Hardware Hardware Regulatory Regulatory
Security High Medium Low Low High High
Table 2.1: Typical Communication Systems
Freqeuncy (UHF) waves are used in F M  or television broadcasting, but communication 
relies 011 line-of-sight or ground reflected paths.
Waves in Super-High Frequency (SHF) are called microwaves, since the wavelength of 
operation is in the region of centimetres. Although the path loss is increasing with the 
frequency, it is possible to build smaller antennas that can be included at the terminal. 
Microwaves are mostly used for satellite, point to point and cell based communication 
links, and is nowadays the main frequency range for mobile communications. The com­
munication may rely on LOS or reflected paths.
As mentioned above, the areas near 2.4 and 5 GHz are most important, and the future of 
Wireless LANs is very attractive. Since the frequency is higher, the bandwidth available 
for communication is higher. In more detail, the bandwidth available for 802.11b is 85 
MHz, while for 802.11a it is 300 MHz.
Recently, there has been interest in the Extremelly High Frequencies (EHF) which range 
from 30-300 GHz. The waves are now called millimetre waves, since the wavelength of 
operation is a few millimetres. Since the frequency of operation is so high, very large 
bandwidths are available for a communication link, but such a high frequency leads to a 
very high path loss. Also, scattering is important at such frequencies, since most walls 
may appear rough compared to the wavelength. The reason for the significant interest 
in these bands is the large offered bandwidth. Communication at such a high frequency 
would restrict the cell in a small area and radiation would not penetrate walls. There 
is also severe atmospheric attenuation at 60GHz [18], which may significantly improve 
frequency reuse between buildings. It has also been reported that communication links at 
60GHz rely solely on LOS communication, since the absorption loss of typical materials 
is very high [4]. In this case, even a human obstructing the link would degrade the 
communication, and diversity has to be used. Table 2.1 summarises all technologies 
mentioned above and the data rates that can be achieved.
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Infrared systems may offer data rates of up to lGbps [21], but such high rates can only 
be achieved in tracked architectures, where the mobile is tracked by the access point, 
and there is a clear LOS between the terminal and access point. The rest of the details 
for the infrared systems will be presented in the next section.
On the other hand, U M T S  systems offers data rates of up to 2Mbps at the 2.4 GHz band 
for mobile environments, with medium security since scrambling codes are used. On the 
other hand, the IEEE 802.11 protocols offer increased data rates and bandwidth, with the 
tradeoff in coverage area, which is usually indoor. A recent trend, Ultra Wideband offers 
immense data rates, reaching up to 500Mbps, but the bandwidth has to be regulated 
and the transmitted power is limited due to safety. Security is high, since the frequency 
of the carrier is not very clearly defined, making it difficult to intercept communication 
signals. This is the reason U W B  has been used in the past for military communications 
and radar [22].
2 . 3  I n f r a r e d  C o m m u n i c a t i o n s
Wireless communications have always offered an alternative solution to the fixed wired 
network. The benefits are many and mostly concerned with mobility and compact termi­
nals. Trends in Telecommunications [23] suggest that the future network may consist of 
a fibre-optic network and wideband wireless short-range access over a wireless channel. 
The wireless option that is widely used today utilises radio waves, but this alone may 
not be sufficient for the future, since radio wireless communications have several disad­
vantages mentioned below. The trend in radio communications is to push into higher 
frequencies, but again the radio spectrum is regulated, and will probably become satu­
rated once operators start to offer services in higher frequencies. The alternative medium 
is infrared communications, which appears to be a very attractive way to complement 
radio.
In order to reduce the complexity, size and weight of a mobile terminal, it has to be made 
as unintelligent as possible. For example, to transmit a high-definition video signal, very 
powerful algorithms have to be used in order to minimise the necessary bandwidth. This 
will lead to a complex terminal, which has to use these algorithms in order to decode 
the received data. On the other hand, if the bandwidth is unlimited, the data does 
not have to be compressed using these complex algorithms and on-board processing is
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not necessary. An infrared wireless communication system can very easily provide this 
unregulated bandwidth, and offer smaller and lighter terminals for enhanced mobility. 
Also, the possibility for adhoc communication is available, without the need of a base 
station for two terminals to communicate within an enclosed room [23] and without 
interference from adjacent cells.
Infrared communications have been around since the 70’s when Gfeller et al [24] presented 
a milestone paper on infrared channel modelling, and the ways in which it can be used 
to network a room. In this work, the infrared medium is presented as an alternative to 
fixed cabled communication, and typical radio systems are unable to support such high 
data rates. An exception in radio systems is the Ultra Wideband (UWB) where pulses 
of extremely short durations are sent to the channel hence allowing very high data rate 
communications. This technology is also called carrier-free or impulse, since it is difficult 
to identify a carrier wave when the pulse is one or a few cycles of a RF carrier wave [22]. 
High speed systems that go up to a few Mbps [19], or even up to 500 Mbps [20] have 
been presented, but since the medium is radio, there is still a need for regulation of the 
spectrum.
Since the early days of infrared communications, a variety of channel models and systems 
have been presented, but infrared has not been as widely accepted as radio, partly 
because there is still no great need for such small cells and the costs associated with the 
development and layout of such a system appear high. Since then, many papers have 
been presented in which novel techniques and system proposals are presented. Novel 
techniques such as computer holograms and optical leaky feeders were presented [25], 
various lens and filter structures [26], [27] that enhance communication, and a variety of 
enhanced systems such as novel infrared indoor links with a data rate up to 155Mb/sec 
[28], [29], and even a proposal for a system that reaches IGb/s for an A T M  network [21]. 
Unfortunately, these networks have not reached the consumer market, and still remain 
as a potential use in the future.
Infrared communications have found other areas of use, especially at home. Almost 
every home includes a television set which is controlled by an infrared remote control. 
Also, there is a standard for communications between two computers using infrared. 
This standard is known as IrDA [30], and has been included in almost every portable 
computer or even mobile phone. This supports speeds up to 115Kb/s but the limiting 
factor is that the distance between the two terminals has to be low, and a line of sight
14
Chapter 2. The Mobile Wireless Channel
Property Radio Infrared
Path Loss High High
Multipath Fading Yes No
Multipath Dispersion Yes Yes
Bandwidth Limitation Regulatory Photodiode
Dominant Noise Interference Background Noise
Input Represents Amplitude Power
Wall Penetration Yes No
Table 2.2: Comparison of Infrared and Radio Channels
is always needed. Finally, infrared communications are very successful in the field of 
directed communication between two buildings, where several such systems have been 
presented and deployed in many urban areas where the cost of cabling between two 
buildings is significantly larger than that of a wireless directed link. A  typical scenario 
for such a system is between two high buildings, and communication can reach up to 
lGb/sec [31]. The disadvantage of such a link is that in heavy weather conditions such 
as snowfall or fog, the link cannot be sustained due to the increased path loss between 
the terminals.
Infrared communications offer advantages but some disadvantages when compared with 
the analogous radio links. The following section describes the two mediums and the 
advantages and disadvantages of each.
2.3.1 Comparison with radio
The infrared wireless communication offers many advantages over radio, although it is 
seldomly used today and it is not certain whether it will replace the traditional radio 
access. The comparison of the two mediums are presented in Table 2.2.
As seen from the comparison, infrared shares some properties with radio, although there 
are some significant differences. The most important difference in the two is that radio 
suffers from multipath fading while infrared does not.
In infrared channels, multipath fading is not present, since the area of the receiving pho­
todiode spans several thousands of wavelengths. The output current of the photodiode 
will be proportional to the integral of the squared electric field over the entire area of the
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photodiode surface [23]. Thus, a single photodetector can provide a significant spatial 
diversity, which will prevent multipath fading. A  single large area photodetector can be 
viewed as an array of miniature square-law detectors that receive the signal simultane­
ously. Although fading does not occur, multipath dispersion is present. If a short pulse 
is sent to the channel, the pulse broadens and Inter-symbol-interference occurs. This is 
a result of the reflective properties of the channel, which transform a narrow pulse to a 
wider version. There are ways of limiting this problem, and the best is to use an angle 
diversity receiver [32]. This form of dispersion is also present in radio channels, and one 
can use equalisers or Rake receivers to compensate for these effects.
In radio, the main limitation of bandwidth use is regulation, since the bandwidth has to 
be licensed before being used. On the other hand, the infrared medium is not regulated, 
but is limited due to the front end of the receiver, the photodiode. The rise and fall time 
of photodiodes is limited, leading to spurious results if the transmitted data modulate 
the source too quickly. There are photodiodes that offer very fast response times and are 
suitable for communication purposes, but these can be quite expensive and not really 
suited for the public market.
The dominant noise source in cellular radio communications is interference from adjacent 
cells, but this can be overcome with careful planning. On the other hand, the dominant 
noise in infrared comes from the background. Infrared links cannot sustain operation in 
direct sunlight, unless special filters or very directional sources and receivers are used. 
The effect of artificial light degrades infrared links, with high frequency fluorescent lights 
being the most degrading of all. These lights operate at a high frequency, and their spec­
trum is quite wide [33]. Apart from that, they also emit higher power infrared radiation 
during warm up when the visible light is low power, degrading infrared communication 
even further. The most common techniques to overcome the background noise are to 
use optical filters [34] and simple high- or bandpass electronic filters.
Although the infrared channel is related to the linear Gaussian channel, there is a dif­
ference between tlie two. The input of the infrared channel represents power and not 
amplitude like in radio. This gives rise to two constraints; first, the signal must be 
positive and second, its average Value must not exceed a prescribed value [23] for safety 
reasons. In radio, the input of the channel, which is amplitude instead of power, can 
take negative values, but as in infrared it is constrained.
The transmitted power in the infrared domain is described by the following equation.
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T
4+ooW  J  X{t]dt -  P (2'2)
- T
where
x(t) is the instantaneous value of the transmitter signal (Watts)
P is the maximum value of the power allowed to be transmitted due to safety
reasons (Watts)
T  is the duration of the communication (sec)
On the other hand, with the Gaussian case, the square of the input signal is usually
constrained. These differences distinguish the infrared channel from the Gaussian, and 
several methods that apply to the first do not apply to the latter (e.g. several con­
ventional modulation schemes perform poorly in the infrared channel). Specifically, the 
reference modulation for infrared links is On-off-keying (OOK) in which the source is 
switched on for a binary one, while it is switched off for a binary zero [35].
Finally, infrared radiation does not penetrate opaque objects, and walls efficiently sep­
arate two cells. In this way, one can create a network of cells and no frequency reuse is 
necessary as used in radio communications. Also, security is higher with infrared links, 
since the radiation is confined within the cell. On the other hand, less coverage can be 
achieved with an infrared link, and base stations have to be placed within every room 
of operation. The following points summarise the advantages and drawbacks of infrared 
communications over radio.
• Infrared offers unregulated bandwidth, whereas radio bandwidth is a scarce re­
source. 4
• There is no interference from adjacent cells and security is high since the infrared 
waves do not travel through walls and curtains.
• There is no multipath fading due to the receiver’s physical characteristics 
On the other hand, the infrared case has some important drawbacks:
• Two way communication complicates operation since a terminal picks up its own 
signal.
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• Multipath dispersion is present and is the main degradation of the channel.
• Large amounts of radiation can be harmful to humans. It passes through the 
human cornea and is focused by the lens onto the retina, where it can induce 
thermal damage [35].
• Strong interference can occur from daylight, light sources, remote controls and 
other devices.
2.3.2 Direct Beam and Diffuse Radiation
There are many ways that an infrared communication link can be designed. As men­
tioned above, the most common market is currently point to point links, although there 
is a variety of other configurations that can be used with the infrared medium.
Directed Hybrid Non-Directed (Diffuse)
Figure 2.2: Types of Infrared channels
The most common are Diffuse Infrared Radiation (DFIR) and Direct Beam Infrared 
Radiation (DBIR). The first, also known as scattered infrared radiation, uses a wide 
beam that covers most of the area of the room. The diffuse case has been used in 
many cases where computer communication is used. This method allows a great deal of 
mobility within the channel, and users can simply roam within the channel without losing 
communication. Especially useful is the case where the ceiling becomes the main reflector 
and acts as a secondary transmitter. Since radiation is always diffusely scattered, the
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reflection from the ceiling will flood the room, allowing all areas to be covered. The 
other non-LOS cases offer less mobility, but since the radiation is confined and more 
concentrated, better data rates may be achieved. Diffuse infrared has seen interest 
lately, and many DFIR communication links have been proposed [29], [36], [35]. The 
only severe distortion in the channel is multipath dispersion, but this can be accounted 
for with diversity. The use of spatial diversity is not meaningful with infrared, since 
the displacement between the receiving elements has to be inversely proportional to the 
electronic bandwidth, and this could be several meters [23]. On the other hand, angle 
diversity can be employed [37], [32] that can completely compensate for the dispersion 
effects. These receivers employ several different photodiodes that are placed at different 
angles and collect the light from different viewpoints, and these are later combined in a 
suitable receiving circuit.
The LOS methods use a narrow beam that requires a line of sight between the receiver 
and transmitter. This method is only used where the terminals are stationary and mobil­
ity is not a key factor. Severe problems appear in this method, and the most important 
is shadowing, where the link can be totally lost if an object lies between the receiver and 
transmitter. Recent developments [21] with tracking satellite transmitters allow mobility 
for the terminal, but again the effect of shadowing cannot be overcome. Generally, the 
LOS methods have only seen limited application, such as the communication between 
two buildings mentioned above.
2.4 Differences between Infrared and Radio Channel M o d ­
els
The main difference between the infrared and radio channel is the frequencies used. The 
radio channel may range from a few kHz to a maximum of 60GHz, while the infrared 
channel ranges from about 300GHz upwards. The difference in wavelength is massive, 
and in the infrared domain everything is considered rough compared to the wavelength, 
with a few exceptions [38]. On the other hand, in a typical radio environment where 
the frequency is up to 5GHz, all objects are traditionally treated as specular reflectors, 
making simulation faster but most times unreliable, since scattering occurs in almost 
every high frequency radio channel.
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As mentioned earlier, multipath fading does not appear in the infrared domain. How­
ever, it must be considered when dealing with radio propagation. On the other hand, 
multipath dispersion is present in both mediums and has to be accounted for.
Finally, a major difference in radio and infrared is the configuration of the channel. In 
radio, it is most common for the communication to rely on a direct path or a strong 
scatterer. It is also common for multipath to occur, corrupting the wideband link with 
echoes that arrive after the first components and cause ISI. On the other hand, infrared 
communication relies on pure LOS or diffuse radiation. The first requires a LOS between 
the transmitter and receiver, and if it is lost, the communication is interrupted. The 
second relies 011 scattered radiation from specific surfaces, and offers increased mobility. 
Also, infrared radiation does not penetrate opaque objects and is usually confined in a 
single room, unlike radio waves that can penetrate most objects.
These differences must be accounted for when adjusting the infrared model for a radio 
case. The general idea of the algorithm remains, while some parts have to be changed. 
This is discussed in detail in Chapter 5, where a channel model for radio communications 
is presented.
2.4.1 Scattering
Although scattering occurs in both media, there are some differences in modelling. As 
described above, scattering occurs almost always in infrared, while the opposite occurs 
with most radio systems. Although this is generally the case, there is always a small 
part of the scattered signal that will be specularly reflected in infrared, and a part of 
the specular reflection that will always be scattered in radio. It is important to include 
both effects in both domains.
The major mechanism that allows communication when there is 110 line of sight between 
the transmitter and receiver is reflection in both domains. In the radio world, reflec­
tion refers to the mechanism of specular reflection. The incident wave is reflected in 
the specular direction only, given that the reflecting medium is smooth. On the other 
hand, when this medium is considerably rougher, scattering occurs, which results to the 
broadening of the scattered energy. The roughness of a material does not only depend 
on the material itself, but on the wavelength and the angle of the incident wave. The 
roughness of the material is reduced as the incident wave comes closer to the normal
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to the surface, or as the wavelength is made larger [10]. The Rayleigh criterion is often 
used to calculate whether a surface is rough for a given incidence angle and wavelength. 
It states that the maximum height of the surface irregularities is defined as
Ah < Y b r  (2.3)8 cos Oi
where A is the wavelength (m) and Oi is the incident angle (rad).
In the infrared domain, scattering is characterised by Lambert’s Law. This states that 
the reflected power is proportional to the cosine of the observation angle, making the 
material a perfect scatterer that transmits radiation towards all directions. The Lam­
bertian model is based on the assumption that infrared radiation follows the laws that 
describe light instead of electromagnetic waves. It is reasonable to assume that the radio 
waves follow the same principles, and use ray tracing/launching techniques to simulate 
the channel. The most important difference in the two channels is the mechanism of 
diffraction, since in the infrared domain it is not a significant effect and not modelled. It 
is assumed that diffracting edges do not appear on the link, and that a LOS exists when 
simulating, or that a major reflecting surface is responsible for communication. It is also 
assumed that phase is random, an assumption that holds when dealing with scattering, 
which can be seen as a random process. One can visualise scattering as the Fig. 2.3
Reflection (Smooth surface) Scattering (Rough surface)
Figure 2.3: Reflection properties of different materials
The incident waves on a rough surface travel slightly different lengths to reach the 
scatterer, since the surface can be visualised like the array of cavities shown in Fig.
2.3. The different length causes phase change on the scattered waves, and phase can be 
considered random. Moreover, inter-reflections are common between adjacent cavities 
and the wave travels even a greater length inside the surface, causing greater phase 
change. Finally, one can also account for diffraction from the edge of the cavity, or 
subsurface reflections, which will also cause a random phase change as well as scattering. 
This has been used in computer graphics for modelling reflection from rough surfaces 
[39], [40], [41]. Hence it is reasonable to assume that the phase of a scattered wave can
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be modelled as random.
It is important to include scattering in any channel model, since the environment will 
not be completely smooth. As the frequency increases, the materials will start to behave 
as rough with the limit of being totally rough and scatter radiation uniformly to all 
directions. Failure to include such a model will produce false results, since the impulse 
response of a scatterer is an exponential decaying pulse, while for a specular scatterer it 
is a delta function.
2.4.1.1 Path Loss
Since there is a massive difference in frequency between radio and infrared communica­
tions, there will also be a large difference in path loss. Although both calculations are 
inversely proportional to the square of the distance travelled, they are also dependent 
on wavelength. The path loss for an infrared LOS link is
71+1
P r = 2n C°S" W£2£f ^ red ( i 4 v ) PT (2'4)
where ?i is the mode number of the source and characterises its directionality, cj) is the 
angle between the normal to the transmitter and the line joining the transmitter and 
receiver, 6 is the angle between the normal to the receiver and the line joining the 
receiver and transmitter, A r  is the area of the receiving element measured in m 2, R is 
the distance from transmitter to receiver measured in m, FOV is the angle of the field 
of view (FOV) of the receiver and Pt is the transmitter power. The red function is used 
to reject any rays that fall outside the FOV of the receiving element, and is defined as
bOV I o, i f  \e\ > f o v
For equation 2.4 to hold, the assumption that R2 »  A r  must hold, since the received
irradiance must be constant across the photodiode surface. If one assumes that the FOV
of the receiver is a hemisphere, that the received angle does not make a difference and
the transmitting element transmits to all directions, 2.4 becomes
cos (<j>)AR 
irR?
This is similar to the analogous radio equation, which is
Pr = (2tri?)2 (2‘7)
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Eq. 2.6 does not include any description of the transmitted wave in terms of wavelength 
or frequency. On the other hand, it is assumed that the receiving area is thousands 
of times greater than the wavelength, making the wavelength of no importance when 
receiving. This is one example of the differences in the channels, and the channel model 
has to be adjusted accordingly.
2.5 Reflection and Scattering
Since there is such a difference in the operating frequency in the two media, there are 
some differences one has to take into account when dealing with modelling. Radio 
communication tools have traditionally accounted for specular reflection only [42], [43], 
[44], since scattering effects were assumed to be unimportant due to the relatively long 
wavelength compared with the size of the surface irregularities. Scattering has been 
included in later models [45], [46], since the frequency of operation keeps increasing 
where the scattering effects are more important. Also, although surfaces such as ceilings 
initially appear fairly flat at radio wavelengths, the relatively high degree of penetration 
through modern materials and the complex structure of suspended ceilings make the 
ability to account for scattering at radio wavelengths attractive.
On the other hand, infrared simulation tools have always relied on diffuse reflection 
for modelling [47], [26]. It was recently reported that many surfaces reflect light with 
a strong specular component [38], and few simulation tools for this effect have been 
reported [48].
In the modelling described in this thesis, both effects have been taken into account for 
each simulation case. The scattering model has been taken into account for radio, while 
the specular reflection has been also used for the infrared channel. In this way, all 
possible reflection characteristics of both channels will be modelled.
2.6 Safety
Both media presented above are constrained due to safety issues. Radio communications 
have been widely accepted, and no proof has yet been produced which proves that indeed 
radio waves are harmful to the human body, unless the radiation is highly directed and 
high power, sufficient to cause significant thermal effects.
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On the other hand, infrared radiation is harmful to the human eye. The wavelength 
of operation usually found in infrared links is in the region of 750-970 nm, and this 
radiation can be focused by the cornea to the most sensitive part of the eye, the retina. 
The factors that describe the safety aspects depend on the duration of exposure, distance 
from the eye, power level and the image size. If the amount of radiation is above the 
proposed limit, significant damage can occur and eye sight can even be completely lost if 
the retina is overheated and destroyed. The majority of infrared links do not suffer from 
these constraints, with the exception of directed high power links, where no contact with 
the human eye must be allowed [49]. The amount of permissible radiation is dependent 
on the source power, source directionality and defines a Maximum Permissible Exposure 
(MPE) level for a given surface [49].
2.7 Channel Measurements
In order to correctly model the channel, it is common to perform channel measurements 
to support the model. Although the radio and infrared channels share some common 
properties, their sounding techniques are quite different. The most interesting difference 
is that in order to perform measurements in the absence of noise in the radio case, one 
has to perform the measurements in an anechoic chamber or a suitable controlled envi­
ronment. On the other hand, infrared measurements have to be performed in complete 
darkness. Also, the configuration of the link types and the positions of the transmitter 
and receiver are quite different. In infrared, the elements may be pointed towards a 
reflecting surface, while in radio the antennas usually face each other, at least approxi­
mately.
Various methods have been presented in order to measure the radio channel. These 
include simple pulse sounding, network analyser measurements or sliding correlator se­
tups [17], [50]. The latter is a powerful technique that is performed in the time domain, 
giving time-variant results. This technique also allows the receiver and transmitter to 
be operated independently, and so mobile measurements can be performed.
On the other hand, infrared is a much more difficult medium to measure. Since the 
bandwidtlis available are very large and the wavelength so small, their sounding is very 
complicated. The scatterers present in the channel have to be identifiable in the results, 
and in order to achieve this, high bandwidths have to be used. Only network analyser
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measurements have been presented so far for infrared communications [51], and offer 
frequency domain results. As mentioned above, the disadvantage of such a technique is 
that mobility is not an option since the receiver and transmitter have to be physically 
connected to the network analyser.
2.8 Costs
The costs associated with infrared and radio are also quite different, since the services 
that can be offered are very distinguishable. In order to cover a whole, building with a 
radio network, a handful of base stations can be employed. On the other hand, infrared 
would require a base station in each room, since radiation does not penetrate walls. 
Tlie two networks however cannot be directly compared, since radio could not possibly 
deliver high data rates to all users, while infrared can. So the cost of developing and 
deploying an infrared network may be the same or lower as deploying a high data rate 
mm-wave radio network that may offer similar high data rate services.
2.9 Conclusion
A brief introduction to both infrared and radio communications has been presented. 
It is highly unlikely that infrared communications will completely replace their radio 
counterpart, since the differences in the two link types are many. It is more likely that 
radio will serve larger cells, offering basic services, while infrared will cover mostly in­
door areas that require high data rates. A competitor of infrared communications in 
such an area would seem to be an Ultra Wideband System, but regulation is still an 
issue. Tlie coexistence of these two networks can offer higher mobility and dependability, 
although a terminal with both technologies would increase cost and complexity. A  cur­
rent mobile phone is a good example, which employs both radio to communicate with 
the world, and infrared to connect with another terminal which is usually a personal 
computer. Infrared communications offer massive bandwidths which are most impor­
tantly unlicensed. On the other hand, radio communications keep increasing frequency 
of operation, but in the future all possible frequencies may be saturated. Infrared may 
well be the communications medium of the future.
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Chapter 3
Infrared Channel Modelling
This chapter describes the tools used to model the infrared channel. This analysis is 
only performed in an indoor environment, since infrared communications cannot operate 
outdoors, unless the beamwidth of the source and the sink are extremely directional [31], 
[52]. The channel under study is the infrared diffuse channel, in which there is no need 
for Line-of-sight between the transmitter and receiver, and communication may rely on 
scattered radiation from the walls of the room [35]. In this way, mobility is increased, 
and shadowing does not have a large impact on the link, since communication relies on 
indirect paths.
Although there are models that have been used for a long time, a novel model has been 
developed that offers speed and efficiency over the conventional ones. This method offers 
a way of characterising the effects of multipath dispersion on an infrared channel and 
calculate the effects of Inter-Symbol-Interference (ISI) on a link. A  computer simulation 
model has been developed for both traditional and proposed methods and simulation 
results are shown at the end of the chapter. Finally, a comparison between the two 
models is performed.
3.1 Reflection Models
This section describes the reflection models that are used to characterise the infrared 
channel. The models described here differ from corresponding radio scattering tech­
niques, and often borrow concepts from computer graphics, such as lightning effects and 
illumination [40].
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The two models mentioned here are the Lambertian and the Phong models. The first is 
solely used in the infrared channels, while the Phong model has been recently introduced 
[38].
There is a great need to correctly characterise the scattering characteristics of the diffuse 
channel, since the impulse response may solely depend on the scattered radiation since 
a line of sight condition may not be available.
3.1.1 Background
When a surface is very smooth the incident radiation results in specular reflection, while 
a rough surface results in a diffuse one. For a smooth surface,the Rayleigh criterion must 
be fulfilled [53]:
A/* < (3,1)
where $i is the angle of incidence, A is the wavelength (m) and Ah is the maximum height 
of irregularities (m). This formula is based on the criterion that a scattered component 
reaching the receiver must exhibit a phase shift of less than n/2 in order for the surface 
to be considered smooth.
Specular reflection results when a wave is incident on a surface that is considered smooth 
when compared with the wavelength. Maxwell’s equations describe that the reflected 
field of the parallel and perpendicular polarised incident wave lie in the plane of incidence 
and the reflected angle is the same as the angle of incidence.
In the infrared case, where the wavelength of operation is around 800nm, for normal 
incidence a surface is rough if Ah > 0.1 pm. It may seem that all surfaces appear as 
rough, but this is not always the case, especially with extremely polished or smooth 
surfaces such as mirrors or painted glass. The following sections describe two laws that 
are used for reflection modelling in the infrared domain.
3.1.2 Lambert’s Law
Lambert’s Law [24] states that a perfect rough surface or a source reflects or emits light 
according to the cosine law. For a reflector, the incident angle is of no importance, and 
energy is radiated towards all directions. Although it has been widely used in computer
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graphics and infrared channel modelling, there is no physical background to support 
it. Lambert’s law is based on empirical observations and describes a perfectly rough 
or diffuse surface [54], [41]. Figure 3.1 illustrates a source or a reflector that follows 
Lambert’s law. In Fig.3.1, N is the surface normal, 9 is the observation angle, and n
Figure 3 . 1 :  Lambert’s Law 
describes the directionality of the reflecting material.
Lambert’s Law gives the radiation pattern of a source or reflecting element and is shown 
in the next equation.
p{e) = 7f-LpPscoSn(e) (3.2)
where n is the mode number of the element, a dimensionless number which describes 
the directionality and takes values of 1 to any large number, Ps is the source or incident 
power in Watts, p is the reflection coefficient of the material, and is only used when 
diffuse reflection from a material is calculated. When Lambert’s law is used to model 
a source, p is not included in ( 3 . 2 ) .  It is apparent that the reflected or transmitted 
power is proportional to the cosine of 9, and as n is increased, tlie beamwidth narrows 
nearer to the normal of the plane. It is only useful to use n with transmitting elements, 
since in infrared all surfaces are assumed to rough with n = 1. A  mode number larger 
than unity describes the directionality of a source, and it would not be appropriate to 
increase the mode number of a reflecting element, since this would only concentrate the 
radiation around the normal of the element. The only case for concentrated radiation is 
when dealing with smooth surfaces, in which energy is concentrated around the specular
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direction. On the other hand, a transmitting element may have a high mode number, 
in order to concentrate the transmitted power towards an area of interest.
Hence, Lambert’s law is made simpler for reflecting elements, stating that incident ra­
diation is retransmitted in all directions.
P(6) = ®>acos(6>) (3.3)
where p is the reflection coefficient of the surface.
It is most common to model sources and reflectors using Lambert’s law in infrared 
channel models. It has been widely used [24], [47], [23] in various simulation tools. 
Measurements on a plaster wall [24] have shown that a Lambertian model is sufficient 
for up to about 60° angle of incidence, after which the specular component becomes 
stronger.
It is interesting to note that Lambert’s Law imposes a different property to the infrared 
channel when compared with the traditional radio one. When there is no LOS between 
the transmitter and receiver, the communication relies on the scattered component from 
one or even many surfaces. The part of the surface that reflects the highest power is not 
only the specular point, but a larger region surrounding this point. Hence the impulse 
response of the channel illustrates a more gentle falloff as compared with a specular 
reflection, in which the falloff is very sharp. This causes more inter-symbol-interference, 
but generally aids in communication when a LOS is not present, or even when the 
specular reflected path between the transmitter and receiver is shadowed.
Lambert’s Law is used under the assumption that indeed all materials are rough and 
reflect diffusely. On the other hand, recent measurements have shown that some mate­
rials do not follow Lambert’s law and exhibit a strong specular component [38]. This 
has lead to an alternative model called Phong’s law.
3.1.3 Phong’s Law
Phong’s law was introduced from computer graphics models, which stated that reflection 
is more complicated and should not be described by a simple cosine law as in Lambert’s 
law [55], This law states that a specular component will be significant if the surface 
is considered smooth when compared with the wavelength, but the diffuse component
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must also be taken into account. Moreover, Phong’s law is an extension of Lambert’s 
Law and is illustrated in Fig. 3.2.
0
Figure 3.2: An example of Phong’s Law
where 9 is the angle between the incident wave (I) and the normal to the plane (N), (f) 
is the angle between the normal to the field and the observation angle (O).
This model states that the maximum reflection occurs when 0 is equal to the angle be­
tween the normal N  and the specular reflection direction S. The reflected power falls off 
rapidly when O deviates from S, contrary to the Lambertian model, in which the maxi­
m u m  reflected power is centred around the normal N. The rapid falloff is approximated 
by cosm (0), where m is the material’s specular-reflection exponent and depends on the 
directionality of the material and is dimensionless. Several values of m are presented in 
[38], and are based on empirical values. Typical values of this exponent range from 1 
to several hundred. A  value of 1 generates a broad, gentle falloff, while higher values 
exhibit a steep, rapid highlight [56]. For a perfectly smooth reflector, there would be no 
diffuse reflection, i.e. the exponent should be approaching infinity.
It is clear that a diffuse component is still present, but energy is directed towards the 
specular direction. Phong’s law is described by the following equation.
p (e > 4) = j { rd cos (0) + (1 - rd) cosm (0 - 0)} (3.4)
where 9 is the incidence or specular angle and 0 is the observation angle. The direc­
tionality of the specular component is described by the mode number, m. rd defines the
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percentage of incident power that is reflected diffusely, p is the reflection coefficient of 
the surface, and Pt is the incident power.
Phong’s law allows greater freedom in calculations, since it involves many parameters 
that can be set for a variety of different cases. On the other hand, these parameters can 
only be found by empirical techniques. Phong’s law also includes Lambert’s law, and if 
rci is set to unity, Eq. 3.4 is similar to 3.2.
3.2 Traditional Facet Models
The goal of an infrared channel model is to accurately predict the impulse response 
of the channel given its physical characteristics. In most cases, these models are used 
for single rooms, since infrared radiation does not penetrate opaque objects such as 
walls or ceilings. Also, depending on the configuration of the channel, the room may be 
empty or with a limited number of objects that model furniture. These channel models 
usually discretise the room into smaller elementary units, usually called facets or tiles, 
and calculate the contribution of each one recursively.
There has been a significant interest in infrared communications over the last years, 
especially to find an efficient way to calculate the channel characteristics. Research 
started in the early 80’s and still continues to achieve a channel model that can produce 
reliable and accurate results with disregard for computational time and processing power.
Gfeller [24], considered as a pioneer in infrared communications started research on 
channel characteristics during the 1970’s. His work was mostly concerned with the 
channel characteristics, such as the reflection properties of many materials, and was 
among the first to suggest that the reflection can be modelled as Lambertian, a method 
borrowed from the computer graphics world. He then proceeded to describe a typical 
infrared link and the properties of the channel. In this paper, a method for calculating 
the received power when given the geometry of the channel is also presented, although 
an algorithm for computer simulation is not included. A  study on infrared receivers 
is also included with the possible improvements in the presence of noise, and suitable 
circuits are also suggested. Finally, an experimental system is proposed, which offers 
data rates of up to 64kbps.
Barry et al, presented a paper [47] after the work of Gfeller. In this paper, the room
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was discretised into small facets and the following calculations were performed for these 
facets. The differential powers and delays were calculated for all the facets and were 
combined in order to calculate the impulse response of the channel for as many reflections 
required. In order to find the kth order reflection, one had to know information about 
the (k — l)th reflection first. This method was very attractive, blit had the disadvantage 
of very long simulation times and requirements for processing power. In more detail, a 
typical 10mxl0mx5m room with facet area of 100cm2 includes 4 x 104 elements and 
requires 12.8 GBytes of storage. A more realistic scenario is when the spatial resolution is 
around 0.2?n2 and the number of elements is 2 x 103. This case would require 32 Mbytes 
of storage requirement. In order to calculate the kth order reflection, approximately Nk 
calculations are needed, where N is the number of elements or facets. In this paper, 
the simulation was performed with the C language in a Sun Sparc computer, with an 
empirical run-time estimate of Nk x 4psec. A specific scenario presented in this paper 
is the calculation of up to third order reflection with 2776 elements. Such a simulation 
would require a runtime of 24 hours, but if the number of reflections is increased, the 
simulation duration is drastically increased since it is exponential in the number of 
reflections. This technique has been widely used in academia and industry, and is the 
standard model for calculating the impulse response of the indoor channel, although the 
memory requirements and durations are very high in order to produce highly accurate 
results. Also, the physical characteristics of the channel are discretised, and if this is 
not done correctly, it may lead to inaccurate impulse responses. This method has been 
studied, implemented and is presented in the later sections, since it is the most important 
infrared channel model that exists. This will also serve as a comparison with any channel 
model that may be developed.
In [57], Carruthers and Kahn present a very thorough analysis of the infrared radio chan­
nel. Firstly, an exponential decaying model is presented for the impulse response, which 
describes the infrared impulse response as containing delta functions whose amplitudes 
decay exponentially. Later in this paper, a ceiling bounce model is presented, which 
takes the reflections from an infinite plane into account. The formulation is performed 
for the time interval [0, i], and the impulse response is calculated within these limits. 
Another parameter is also calculated, the ceiling-bounce parameter, which scales the 
infinite plane impulse response according to the dimensions of the room. Although the 
channel model presented in this paper can be solved analytically, it does not account
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for fundamental physical characteristics of the channel such as the presence of walls, 
floor and obstructions or multiple reflections. On the other hand, various very useful 
conclusions are presented in this paper, and the most important is that the multipath 
power requirement and the delay spread are sufficient to characterise the infrared chan­
nel. Also, strong correlation between multipath power penalty and delay spread is shown 
for baseband modulation schemes (On off Keying (OOK) and Pulse Position Modulation 
(PPM)).
Lopez et.al [58], presented a method to calculate the impulse response faster, by saving 
the descriptive data of the channel prior to the simulation. The algorithm presented 
in this paper is based on preprocessing of the geometry of the channel in order to save 
valuable simulation time. Before the simulation, the room is discretised into tiles, and 
four matrices are formed. Two of the matrices contain the differential delays between 
tiles of different walls, and the other two the corresponding inter-tile power contributions. 
These matrices are then combined to calculate the impulse response of the channel, which 
is indeed performed very fast. An example mentioned in this paper is that in order to 
discretise the a 5mx5mx3m room, the process takes up to 5 hours, but the calculation 
of the impulse response is performed almost instantly. The advantage of this technique is 
that several transmitters and receivers can be calculated once the initial matrices have 
been setup, and these data can be indeed reused several times. On the other hand, 
initial discretisation is still a laborious and time consuming process, and requires a large 
storage space for the matrix data.
Suarez [59], presented a method of parallelising the channel calculations for the algorithm 
Lopez proposed. This method uses several processors connected with a high speed switch 
in order to calculate the impulse response of the channel in parallel. The matrix data 
is stored as in the Lopez method, but each processor is assigned a number of tiles to 
calculate. The data are then combined to calculate the impulse response of the channel, 
once all the processors have finished calculating. This method is reported to offer results 
80% faster than the Lopez method, but at the expense of computing power which is 
indeed expensive and such a computer network may be laborious to setup.
The models presented so far are the most important for the infrared channel. Other 
techniques have also been presented, but they have not been extensively used and may 
not be as efficient or accurate as the ones mentioned above. Pakravan [60] presented 
an interesting channel model involving neural networks to calculate the received optical
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power and the delay spread of the channel. A  neural network is first trained with a given 
set of parameters, such as channel geometry, after which it can successfully generate 
results for different receiver or transmitter orientations or positions. Perez-Jimemez [61] 
has suggested a statistical model that calculates the impulse response of the channel. 
This is indeed a very fast approach to modelling, but the model would not give accurate 
results for different scenarios since the channel changes very rapidly with receiver or 
transmitter orientation. Also, empirical data must be available so that the model is 
constructed and validated.
Pohl [26] has presented a very interesting and different approach for a channel model. In 
this approach, a large number of photons are transmitted into the room, and these are 
traced around the room and some of them eventually reach the receiver. This approach 
is more unconstrained than the previous ones, since the photons are shot in random 
directions. On the other hand, the number of photons must be sufficiently high so that 
enough reach the receiver and combine into the impulse response. A  simpler model was 
presented by Patel [62] which states that the impulse response of the channel follows an 
exponential decaying curve, and some calculations are performed in order to characterise 
the time constant, a variable that scales the exponential curve, and depends on the 
room dimensions. Although a simple and fast model, it is incapable of calculating the 
impulse response of the infrared channel with accuracy, which in general is an exponential 
decaying curve, but contains other contributions which are indeed important.
These models are the most important presented so far in the infrared modelling world. 
Although the detail and accuracy of the model presented by Barry may be high, its 
requirements are far too costly for a very detailed simulation. Other techniques have 
been presented, but none succeeds in modelling with very high accuracy blit not heavy 
computational burden. All models either discretise the room into smaller regions, or are 
too simple to offer accurate results. The following section describes a traditional facet 
model that has been used extensively in the infrared channel.
3.3 Facet M o del
The main concept of this technique is borrowed from the computer graphics world where 
it is called radiosity and calculates the radiant exchange between two surfaces [63]. 
Effectively, the room is divided into small elementary regions, called facets. This model
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operates under two main assumptions. Each facet is represented by a point in its centre, 
and that the facets must completely cover the room, so that no light escapes. The 
analysis follows these two assumptions.
We have already seen that the source is described by Lambert’s Law with any mode 
number, and the reflectors described by completely diffuse Lambert’s law or Phong’s 
law. The following method has been widely used [47], [35] and results in an expression 
for the impulse response, integrating over the entire surface of a wall divided in facets.
3.3.1 Line of sight and First order Reflection
It is assumed that all the facets and sources in the room are Lambertian reflectors. 
The sources can have a mode number of 1 to 50 [47], according to the specifications of 
usual infrared sources, but all the facets in the room are modelled as completely diffuse 
reflectors. At this point of analysis, it is assumed that Lambert’s law holds, but Phong’s 
law will be included later and the difference in the results will be outlined. The radiation 
pattern of each source or facet is modelled according to the following formula:
TL 1
dPn = — cosn (a)Psdfl (3.5)27r
where
Ps is the transmitted power of the LED (W) 
n is the mode number of the source (1 for facets) 
dPn is the power radiated into the solid angle dfl (W) 
a is the polar angle between the observation point and source normal and 
ranges from — 7r to 7r (rad), and
f  dPn (3.6)Ps =
H e m is p h e re
The power dPn is transmitted from the source into the solid angle dfl towards the 
reflecting facet dA where a part dP^  is reflected with a Lambertian distribution. The
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resulting radial emittance w, defined as the radiant flux radiated from a surface per unit 
area, of that surface element becomes
w = §  = ^ PspC0S’,“iCOS/3 (3-7)
where
dO. = R2 »  dA (3.8)
Fig. 3.3 illustrates the configuration of the channel to be modelled.
Figure 3.3: Infrared channel
Hence the power dPn received from dA by the photosensitive area Ar is
A rdPR = w— K—  cos 7 cos 5{dA ■ rect(Si) (3.9)Jt27r
where
f 1, i f  M  < FOV rect(5i) = < (3.10)
I 0, if |<y > FOV
where FOV describes the field-of-view of the receiving element and may take values 
from a few degrees to 180°. The red function describes the F O V  of the photosensitive
area at the receiver which may be shielded with a lens or an aperture to discard ambient
or background light [24].
The total power received by a facet can be found by integrating over the entire surface 
of the wall (divided in many facets) and adding the effect of many sources:
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Pr= Y I J  9 cosn OLi cos fi cos 7 cos Si • rect(5i) • (3.11)
facets
where
p is the reflectivity of the wall (or facet)
ai is the angle between the transmitter ray and the normal to the transmitter 
(rad)
(3 is the angle between the transmitted ray and the normal to the facet (rad)
7 is the angle between the reflected ray and the normal to the facet (rad)
Si is the angle between the received ray and the normal to the receiver (rad)
Ri is the distance between the transmitter and facet (m) 
i?2 is the distance between the receiver and facet and (m)
Ar is the aperture of the receiver (?n2)
Equation 3.11 includes the contribution of many sources, but for a simulation only one 
source is considered. Also, the formulation includes only first order reflection, but higher 
order reflections will later be included. Therefore, the equation becomes
n  + 1  f A dPr — ----- Ps / P cosn ai cos fi cos 7 cos Si • rect(Si) • — ■£ dA (3.12)
facets
Phong’s law may be included in the simulation tool in the same fashion. After following 
the previous technique for Phong’s law, the final result is presented in Eq. 3.13
Pr = ~ 2 ~ Ps j  Pcosn ai cos P(rd cos7 + (1 - rd) cosm (7 -  fi)) • rect(Si) • dA
facets 2 2
(3.13)
For the line of sight, the incident radiation directly from the transmitter to the receiver 
is:
Plos = YI cosn ad eos Sdrect(5d)^ - (3.14)
sources 3
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3.3.2 Second and higher order reflections
Higher order reflections follow the analysis shown in the previous sections, but are more 
demanding in processing power. The impulse response of the channel may contain a 
theoretical infinite number of reflections, hence it can be written
oo
I»(i) =  £)hW(t) (3.15) 
k=0
where (t) is the impulse response of the kth reflection. It is common to use a recursive
formulation [23] to calculate higher order reflections in terms of lower order ones.
. f W t T X  * * * ,  «<*->(.;*■„« -3 RX) (3.,,,
where ®  denotes convolution and integration is performed over the facets covering surface 
S. Equation 3.16 states that, in order to calculate the kth order reflection, one must 
know the (k — l)th first. Substituting eq. 3.14 for the LOS component and performing 
the convolution:
hk(t) = f  pcos’‘ («i) cos <M rect(sd)h(,k-i)(t _ fi3/c. Facet Rx)dA (3.17)
where dA describes the facets covering the surface S and rect(5d) describes the field of 
view of the receiver. This is the main theoretical result of the facet technique, and treats 
each reflecting element as a receiver and then as a diffuse transmitter.
In order to implement a simulation tool for this technique, the integration is converted 
into a summation of all the facet contributions.
hk(t) = 4 #  23 -COS’‘ (a^ cos ^ dKect(Sd)h(-h-*(t -  ; Facet Rx)dA (3.18)ZilX ±L Qs 6
This is the final result for simulation purposes. Spatial discretisation will effectively 
cause temporal discretisation in the impulse response, and one must choose a suitable 
number of facets to simulate a given geometry. Although a large number of facets is 
favourable, simulation time and processing power are a limiting factor. Also, in order to 
calculate higher order reflections, one must construct two look-up tables, one containing 
dP(i,j), the differential powers between facet i and j, and r(i,j), the differential delays 
between the facets. After this table is constructed, the equations given above can be used 
to calculate the impulse response. Although this may seem straightforward, it is quite 
memory consuming for higher order reflections. As mentioned in [23], the total number 
of reflections in a typical simulation is limited to 3, since another reflection would lead 
to simulation time of years.
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3.4 Simulation Resolution
As mentioned above, the simulation discretises the environment into small segments and 
calculates the powers and delays between them. Since the integration is done numerically 
and the room is discretised, resolution is an issue. There are two points of discretisation, 
the number of facets and the rearrangement into time delay bins at the end of simulation.
The resolution of the room divided in facets can be calculated using the diagram pre­
sented in Fig. 3.4. If the number of facets is N and the length of the wall L, then the
A---------------------------- L ---------------------------- ►
Facet x x+1
Figure 3.4: Resolution of facets
resolution of the technique is the difference in path length for the two rays,
A R = (Rl + R2) -  (R3 + R4) (3.19)
After some manipulation and using Pythagoras theorem, eq. 3.19 becomes
A  R = \Jh?T + + (h -
-  + ( ^ ) 2 - f l  + (* - (3-20)
It is clear that the resolution is not only dependent on the number of facets but on the 
length of the wall and the distance of the elements from the reflecting wall as well. The 
worst resolution will be achieved when calculating for the facets that are furthest away 
from the receiver or transmitter. Hence, the worst resolution will be achieved when 
x = (N — 1) in eq. 3.20.
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AR = \ M + ( (JV j U f  + "  L + J  -  hR (3.21)
In a typical simulation scenario of a 5m x 5mx 3m room, each wall is subdivided in 
500x500 facets. Also, the assumption is made that the height of the transmitter and 
receiver li? and Hr is 3m. Substituting these in eq. 3.21 yields resolution of A R = 
O.OGnsec, which is extremely high for such a simulation environment. Such a high value 
will result in a very accurate impulse response, but will also impose a very heavy burden 
on the computer running the simulation.
The second part of discretisation comes after the calculation of all the differential powers 
and delays for all the facets. After this process, the powers have to be rearranged 
according to the delays in order to assemble the impulse response. One can either use 
the very high resolution of the facets given above, or choose a lower resolution to save 
processing power and memory. In order to correctly illustrate an impulse response, 
resolutions like 0.Insec are required, according to the results illustrated in the literature 
[23]. Such a resolution requires a wall to be divided in 100 facets. This is the second 
discretisation, but serves only for illustration purposes.
A weakness of this technique is that importance is given to the physical environment of 
the simulated room, and not on the result, which in this case is the impulse response of 
the channel. In order to achieve a very high resolution impulse response, the room has 
to be discretised in possibly a greater scale than needed. The nature or radiosity divides 
the walls into facets, and the centre of each facet is assumed to contribute only. In 
this way, if the channel contains very smooth surfaces and discretisation is not correctly 
performed, the specular point may be missed for an adjacent lower power one. Even 
if the resolution is high, it is not certain that the specular point lies directly on the 
centre of a facet. This leads to the conclusion that thorough discretisation has to be 
performed in order to correctly characterise these effects. The resolution also depends 
on the actual characteristics of the channel, and the minimum resolution has to be set 
so that two separate objects will appear distinct in the impulse response.
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3.5 Simulations and Results
This section presents some of the results of the simulations using the facet model with up 
to three reflections. It is common and convenient to simulate with a transmitted power 
of 1W, so that all impulse responses are associated with this transmitted power. The 
following table illustrates the simulation parameters, which have been widely simulated 
[23], [58], [59] and are presented here as reference. These scenarios summarise typical 
configurations of infrared channels, and include LOS, NLOS and the NLOS Phong case, 
where specular reflectors are present in the channel.
These cases have been simulated in order to validate the correct operation of the facet 
algorithm. The resolution section defines the number of facets that divided each wall. 
For example, in Configuration A, each wall was divided into 250000 facets. In the 
secondary reflection, the numbers are even smaller since the number of calculations is 
increased exponentially. Similar numbers have been also used in literature, and the first 
three cases or similar ones are also simulated in various examples [47], [59], [58] and are 
used as a reference for new algorithms.
Case D has not been presented in the literature, and serves the purpose of distinguishing 
the effect of using Phong’s Law in the simulations. In this case, the room is made of 
highly reflecting elements which have a very directional specular component with a mode 
of 50. Such surfaces are very smooth even compared with the wavelength of infrared 
radiation, at 900nm. Mirrors, varnished wood surfaces or formica are such surfaces and 
produce a specular reflection at infrared frequencies.
These cases have been simulated and high correlation with the results found in literature 
has been found. A compromise has been made in some cases, since the simulations in 
literature utilised a larger number of facets, resulting in higher computation durations 
and memory requirements. In detail, the first order reflection simulations in literature 
consisted of 250000 facets per wall, while the simulation here consisted of 90000 facets. 
This choice has been made since the computer available could not cope with the high 
load of the 250000 calculations, and the simulation was far too long to be considered, 
taking even days to complete. The results are presented in the following section.
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Parameter
Conf. A  
LOS
Conf. B 
LOS
Conf. C 
NLOS
Conf. D 
NLOS Phong
R o o m
Length [x,y,z\ [5,5,3] [7.5,5.5,3.5] [7.5,5.5,3.5] [5,5,3]
Pnorth 0.8 0.3 0.58 0.8
Psouth 0.8 0.56 0.56 0.8
Peast 0.8 0.3 0.3 0.8
Pxuest 0.8 0.12 0.12 0.8
Pceil 0.8 0.69 0.69 0.8
Pfloor 0.3 0.09 0.09 0.3
Reflection Mode 1 1 1 50
Transmitter
Mode 1 1 1 1
Coordinates [2.5,2.5,3] [2,4,3.3] [3.75,2.75,1] [2.5,2.5,3]
Orientation [0,0,-l] [0,0, -1] [0,0,1] [0,0,-l]
Receiver
Area lc?n2 lc?n2 lc??r2 1cm2
FOV 85° -a o o 70° 85°
Coordinates [0.5,1,0] [6.6,2.8,0.8] [6,0.8,0.8] [0.5,1,0]
Orientation [0,0,1] [0,0,1] [0,0,1] [0,0,1]
Resolution
Single Reflection 300x300 300x300 300x300 300x300
Double Reflection 100x100 100x100 100x100 100x100
Table 3.1: Simulation Scenarios
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3.5.1 Facet Model Results
The results for the cases described in the previous sections are presented in impulse 
response form. The impulse response models that receiver optical intensity when the 
transmitted power is a unit-area Dirac delta function [23]. As mentioned above, it is 
convenient to use a 1 W  transmitter in the simulations, so that the impulse response is 
the averaged received power due to a 1 W  transmitter.
A  computer simulation of the previous mentioned model was implemented. The direction 
x corresponds to the east direction and the y to the south direction. The third dimension 
of the room, z describes the height of the room. The direction vectors describe the 
orientation of the transmitter and receiver, for example an element with a direction 
vector of [0,0,1] is pointing towards the ceiling.
Table 3.5 describes the cases studied in this section. The last row of the table describes 
the number of facets into which each wall was divided. Higher numbers of facets were 
used for first order reflections, since the computation was less intensive, although not 
light. In secondary reflection, a significant smaller number of facets was used to allow 
for reasonable computation times. For example, a first order reflection for Configuration 
A  took about 13 hours to complete, while secondary reflection took about 15 hours. 
These simulations were performed on shared computing resources, whose load was not 
constant, but a general idea for the duration and requirements is given.
3.5.1.1 Configuration A
This case presents a typical infrared channel, where the transmitter is mounted on the 
ceiling pointing towards the floor. The receiver is placed towards the floor pointing 
towards the transmitter, allowing for a line of sight between the two elements. All the 
walls are visible from both elements, resulting in a first order impulse response that has 
four peaks. Figure 3.5 illustrates the impulse response of the channel.
It is also clear that the secondary reflection component is weaker, but extends to higher 
delay times, which would eventually lead to Inter Symbol Interference (ISI).
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x 1Cf9
Figure 3.5: Impulse Response for Configuration A
3.5.1.2 Configuration B
As in Configuration A, there is a LOS between the elements, but the room is somewhat 
larger and not all the walls are within the field of view of both elements. Due to the 
larger dimensions of the room and the lower reflection coefficients of the walls, the 
received power in the impulse response is lower than that in Configuration A. It is also 
clear that the secondary reflection component carries more power than the first reflection 
and will contribute significantly to ISI. This is a good example showing the properties of 
the infrared channel and it is possible to maintain communication even when the signal 
is reflected twice.
3.5.1.3 Configuration C
In this case, there is no LOS between the transmitter and receiver, and the communica­
tion relies on reflected radiation.
As seen from the impulse response, there is a small component before the main pulse. 
This is explained by Lambert’s law, and the radiation characteristics of the transmit 
and receive element, with which it is possible to receive a weak echo at the short delay, 
contrary with radio channels where the highest power usually arrives first.
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Figure 3.6: Impulse Response for Configuration B
Figure 3.7: Configuration C
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3.5.1.4 Configuration D
This case presents the most interesting results, since Lambert’s Law is replaced by 
Phong’s. Each facet is a specular reflector with a specular mode number of 50. Such a 
high number makes the specular component highly directional, concentrating all power 
in this direction. The geometry of the channel is similar to that of Configuration A, 
and only the reflection characteristics of the materials are changed. The percentage of 
power that is reflected specularly is 80%, and the rest is reflected diffusely. The results 
resemble the impulse response of Configuration A, but the exponential decaying pulses 
are much narrower due to the nature of specular reflection and contain more power than 
before. Also, the secondary reflection component is much weaker, since it is attenuated 
twice. The impulse response shows that the difference between the two configurations is
x KT8
Time [nsec]
Figure 3.8: Configuration D
quite large. The reflection characteristics of the materials change the impulse response 
making the reception area narrower. In other words, the reflecting areas on the walls 
are very narrow and the communication link is vulnerable compared to the other cases, 
where diffuse reflection covers a larger area.
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3.6 Novel model
This section presents the work done for the development of a model for indoor infrared 
channels. The main driving force for the development of the novel model is the very- 
large computational requirements of the conventional models and that the accuracy in 
the discretisation of the geometry does not always give such accurate results. The main 
idea of the algorithm is that the delays that appear in the impulse response can be the 
starting point of the analysis. In order to start modelling for this concept, some angles 
on the channel have to be calculated with respect to the delay of interest. As seen from 
Fig. 3.9 the angles that are formed from the transmitter, receiver and transmitting plane 
can be defined in terms of the angle 9, but some analysis is necessary. The following 
analysis presents this procedure.
<  ^ ►
T x (x 1,y ,.z1)
Figure 3.9: Ellipse Plane Intersection
Rx (x2,ya,z2)
From the triangle of the transmitter, normal to the plane and centre of the ellipse,
cos a — rr- =>■ Ri = ^  (3.22)Ri cos a
and from the corresponding triangle of the receiver,
cos R2 = (3.23)R2 cos p
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By definition, for a single delay, tlie sum of lengths of Ri and R2 will be constant and 
defined,
Ri +R 2 = rc (3.24)
Hence from equations 3.22 and 3.24, we have
R’2 — t c  — R± =+ R2 — t c  —  (3.25)cos a
Thus we have eliminated fi from the equations. Eq. 3.25 will be used later to substitute 
fi in the expressions.
From the triangles on the left and right hand sides of the cross section of the ellipsoid 
and the wall, we have
x2 = d\ +  z2 + 2zd\ cos 9 (3.26)
y2 = dl + z2 + 2zd2 cos 9 (3.27)
Also,
x2 = R2 — h2 (3.28)
V2 = R\- h( (3.29)
Subtracting equations 3.26 and 3.27, and substituting for x and y from equations 3.28 
and 3.29,
Rl — R2 — h2 + h2 — d,2 + 2 zd cos 9 — d2 (3.30)
We can immediately see that the only unwanted term in this equation is z, and has to
be eliminated. The parametric properties of an ellipse are most suitable for this task.
As shown in Figure 3.10, the parametric coordinates of an ellipse are defined as
x = acos9 (3.31)
and
y = b sin 9 (3.32)
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Figure 3.10: Parametric properties of an ellipse
where a and b are the semi-major and semi-minor axes of the ellipse. These parameters 
can be calculated and this analysis is shown on the next section of this chapter. Using 
equations 3.31 and 3.32, we derive
£ =  V a2 cos2 0 +  b2 sin2 6 (3.33)
Substituting equation 3.33 in equation 3.30 and solving for a in terms of 9 and after 
some manipulation, we get a quadratic equation that has two solutions. These are
cos a = x  =+ a =  2mir cos""1 (a;) m = l,2,3,4....,n (3.34)
The first solution for this equation has found to be zero and has to be rejected since it 
gives only one solution regardless of the rest of the parameters. The second solution is 
more interesting and is presented in the following equation.
2 rchtcos a =  —  - =  - - — ------------------- (3.35)
d2 — d2 + 2a/(a2 cos2 6 +  b2 sin 6)d  cos 0 + r2c2 + /if — /i2
Figures 3.11 and 3.12 illustrate the distribution of the angle a and the received power
along the ellipse. The minimum delay was calculated to be 7nsec and the maximum
was set at 57nsec, while the step was set at Insec. These delay values were manually
calculated before the simulation, in order to validate the model as well.
The simulated case is the following
• Lambertian Transmitter with mode number of unity,
• Lambertian reflectors with reflectivity of p = 0.8,
• Photodiode with 10mm2 area and with field of view of 180°,
• Transmitted Power is always 1 Watt
• Transmitter and receiver are pointed towards the reflecting plane
• All delays are in nsec and all other units in SI
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Figure 3.11: Angle and Power for different receiver and transmitter positions
In Fig. 3.11 it is clear that the angle a and received power are changing along the ellipse, 
which is expected. On the other hand, in Fig. 3.12 the power and angle are constant, 
since the transmitter and receiver lie on the same point. It is the nature of Lambert’s 
Law that leads to the same received power for all points along the locus on the reflecting 
plane, which is a circle in this case. It is also clear that the strongest points of reflection 
for the case illustrated in 3.11 lie below the transmitter and receiver, which agrees with 
the fact that Lambert’s law is reciprocal, if one assumes that the transmitter is described 
by a mode of unity.
May
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Figure 3.12: Angle and Power for same receiver and transmitter position
The rest of the angles and ray lengths can be calculated after the above.
/ifcos (f3) =
Ri =
TC~ 5
ht
cos (a)
(3.36)
(3.37)
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R2 = t c  -  Ri (3.38)
All the above analysis is under the assumption that the transmitter and receiver are 
facing the wall at right angles. In case they are not, the angles they form with the 
wall have to be accounted for in the calculations since Lambert’s law is formulated with 
respect to the angle which the ray forms with the the direction of the element. This is 
presented in Appendix A.
3.7 Ellipse Parameters
This section describes the process of calculating the parameters a and b of the ellipse 
formed from the cross-section of the ellipsoid and the reflecting plane. The root locus 
of the reflection of a ray for a fixed delay will form an ellipse in two dimensions, and an 
ellipsoid in three dimensions. Fig. 3.13 illustrates the root locus of points for a fixed 
delay and the room of interest.
Figure 3.13: Room and Ellipsoid
The intersection of the ellipsoid and the walls define the areas of interest. These are the 
parts of the wall that contribute to that certain delay bin on the impulse response, and 
calculations will be later performed only for these points.
The ellipse parameters a and b are very vital to the analysis and can be used in the 
equations that describe the impulse response. Assume that the shape of the locus of 
points that reflect a ray at a single delay is an ellipse, or a circle. Figure 3.14 illustrates 
the diagram used to calculate the parameters. The verification for this assumption is 
presented in Appendix B.
It is assumed that the transmitter and receiver are the foci of the ellipsoid, and the
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Figure 3.14: Ellipse Parameter Calculation
analysis starts with the assumption that a single ray is travelling along the semi major 
axis of the ellipse and reaches the receiver.
x + 2y = 2a = I (3.39)
where I is the total length of the ray, and in a single delay is equal to rc. Hence
a =  ^  (3.40)
Using the ellipse properties, the rest of the parameters can be calculated. Using Pythago­
ras theorem
av  + i>2 = # !  (3.41)
Combining eq.3.40 and 3.41 we get
4-2^2 ±1 J}, j.2v-,2
— e2 +  b2 = —  =* b2 = — (1 - e2) (3.42)
Also
Ri2a e = x = R^  =+ e = —  (3.43)rc
where Rs is the horizontal distance of the transmitter to the receiver and is specified, and 
2a =  rc. Combining Eq.3.42 and Eq.3.43, a suitable expression for b can be obtained. 
Hence
rc (3^)
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So far, this analysis follows the assumption that the ellipsoid always has foci at the 
transmitter and receiver. This assumption agrees with both definitions of the ellipse or 
ellipsoid. The first definition mentions that an ellipse is formed when a point moves 
so that its distances from a fixed point and a straight line is a constant ratio. The 
fixed point is the focus and the straight line the directrix. In this case, the foci are the 
transmitter and receiver, while the directrices are not used. The second definition is the 
focal distance property, which states that the sum of the distances of the foci to a single 
point are constant and equal to 2a. Actually, this property is used in the calculations, 
in Eq. 3.39.
Another assumption mentioned above is that the ellipsoid is formed from the revolution 
of an ellipse. Figure 3.15 illustrates this revolution.
Figure 3.15: Ellipsoid of revolution
In the analysis described above, the parameters of the ellipsoid in the x- and y-axis are 
calculated, and it is later assumed that z-axis of the ellipsoid shares the same parameters 
with the x-axis. The parameters a and b correspond to the x and y axes, and the 
parameter c for the z-axis is assumed to be equal to b. The ellipsoid is formed by the 
revolution of the ellipse around the xz axis, as Fig. 3.15 shows. These parameters will be 
later used in the impulse response calculations to provide information about the ellipse 
formed on the reflecting wall.
3.8 Wall Intersection
So far, the analysis has concentrated on calculation of the ellipsoid parameters. In this 
section, the intersection of the wall and this ellipsoid are calculated, which will be later 
used in the calculation of the impulse response. It is assumed that the parameters 
defining the ellipsoid a, b and c are known from the previous section. The equation of
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an ellipsoid in three dimensions is given by the following formula
x2 f/2 z2+ yo + = 1 (3*45)a25 b* cz
In this equation, it is assumed that the origin lies in the centre between the transmitter 
and receiver, in the centre of the ellipsoid. This equation has to be generalised, so that 
all positions and orientations of the transmitter and receiver are catered for. This will 
be done later in this section. The equation of the intersecting plane is
Ax + By + Cz j- D = 0 (3.46)
The unknown parameters A,B,C and D can be calculated since the wall will be fully 
defined in the simulation environment. The wall can have any orientation and position, 
but it will be described by its normal, N and the distance from origin D. It is simple 
to define the intersection of the plane and ellipsoid, since there are two equations with 
two unknowns, which are the coordinates of the cross-section on the reflecting wall. The 
solution will always be a closed curve. If the intersecting plane is described by £ = 0, 
equations 3.45 and 3.46 simplify to the following
x2 ?/2
*  + £  = 1 (3-47)
Ax + By -+ D — 0 (3.48)
It is interesting to note that if the major axis of the ellipsoid lies on the x-axis and the 
reflecting plane is described by a constant number x = c, the intersection will form a 
circle.
If the transmitter and receiver do not both lie on an axis, then proper rotations have to 
be made in order to correctly calculate the parameters of the intersection. It is assumed 
that it is normal for the transmitter and receiver to lie on the y-axis of the coordinate 
system. We are interested in calculating the semi-major and minor axes of the ellipse on 
the plane. Hence, if the line between the two elements and the y-axis forms an angle, it 
has to be accounted for. On the other hand, if there is an angle on the x-axis, there is no 
difference to the shape of the closed curve on the reflecting wall. Fig. 3.16 illustrates the 
cross section of the ellipsoid for the two rotations mentioned. In the first case, a rotation 
is necessary to specify the shape of the closed curve, but in the second case a rotation 
is only necessary to calculate which points lie on the reflecting plane. If the equation of
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Rotation in y  axis 
Side V iew
Rotation in x axis 
Top V iew
Figure 3.16: Ellipsoid and Wall Intersection and Rotations
the ellipsoid is given in Eq. 3.45, and it is assumed the an angle 9 is formed between 
the y-axis and the line between transmitter and receiver, the following transformations 
have to be performed.
x —> x
y —» y cos (9) + z cos (9) (3.49)
z —F z cos (9) — y cos (9)
So by substituting these equations in eq. 3.45 and also substituting z = d which describes 
the reflecting plane always on the z-axis by definition, an expression that contains x and 
y is obtained, that defines a closed curve on the reflecting wall. Solving sequentially for 
x and y, differentiating and equating to zero gives the values of the corresponding points 
where each coordinate reaches a maximum or a minimum. These values represent the
semi major and minor axes, assuming that the centre of the closed curve is the local
origin. Following this procedure for x and after some manipulation:
62ccos (29) + c2dcos (29) .
Umax ~  n , o o a 1 2 • 2 (3.50)2(c2 cos2 9 + b2 sm (9))
where b and c are the semi major and minor axes of the ellipsoid obtained with the 
method explained in the previous section. Effectively, the value of ymax is the y coor­
dinate where x reaches a maximum or a minimum. If eq. 3.50 is substituted in the 
expression to calculate x,
  / a2b2c2—y2(a2c2 cos2 9+a2b2 sin2 9)—y(a2c2 cos 29—a2b2d2 cos 29)—(a2c2d2 sin2 9+a2b2d2 cos2 9)X _ y pp
(3.51)
The value of eq. 3.51 corresponds to the maximum or minimum value of x which 
lies on the curve defined by the intersection of the ellipsoid and the plane. Under the
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assumption that this curve will define an ellipse, the value of x from eq. 3.51 corresponds 
to its semi-minor axis.
If the same procedure is followed to solve for the maximum value of y, it is found that 
x — 0 at these points. Substituting to find y,
_  ~a4d cos 20 + a2b2d cos 26 ± n/A 
^ 2a4 cos2 6 + 2a2b2 sin2 6
where A  is the discriminant of the quadratic equation and given by:
A  =  (a4 cos 26 — a2b2dcos 26)2 — 4(a4 cos2 6 + a2b2 sin2 0)(aAd2 sin2 6 + a2b2d2 cos2 9 — a4b2)
(3.53)
Eq. 3.52 lias two roots, one positive and one negative. The positive value is taken into 
account, since it describes length and cannot be negative. It represents the length of 
the semi-major axis of the ellipse, and multiplied by two gives the major axis which is 
used in the analysis. Having obtained the semi major (eq. 3.52) and semi minor (eq. 
3.51) axes of the ellipse on the plane, it is possible to calculate all the points using the 
parametric equations an ellipse, given in 3.31 and 3.32.
So far we have defined an ellipsoid formed by the reflection for a fixed delay. The 
equation of the ellipsoid and the reflecting plane have been considered, and their cross 
section has been fully identified and analysed. The closed curve on the reflecting plane 
has been also characterised, given the value of the delay. These will be used later in 
order to formulate the impulse response in terms of this fixed delay value, but first one 
must calculate the range of delays to be simulated.
3.9 Calculation of m i n i m u m  and m a x i m u m  delays
This section describes the method used to calculate the minimum and maximum delays 
present in the channel. Since the distances of the transmitter and receiver from the 
reflecting wall are known, it is possible to calculate the minimum and maximum delays 
before calculation begins, so that processing power is saved. Figure 3.17 illustrates the 
topology of the minimum delay calculation.
The goal of this technique is to find an expression of the path length versus a parameter 
that can be differentiated to give a minimum value. This parameter is chosen to be x,
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d
Figure 3.17: Minimum Delay Calculation
and the analysis is as follows.
L I2 = x2 + (3.54)
L22 = (d - x)2 + h\ (3.55)
From these two equations, one can find the total path length in terms of x. Hence,
f(x) — \Jx2 +  hF + \J(d- x)2 + h2R (3.56)
This equation is differentiated and the result is set equal to zero. The result is a quadratic 
equation with two roots
x = ±  4(dhF ~ 4{hF — h2R)d2hF)
2 (hj, + /i|j)
As a quadratic equation it has two solutions. The positive value corresponds to the min­
imum delay, and is substituted into the formula to verify its correctness. The maximum 
delay point is chosen as the edge of the wall furthest away from the specular point which 
is usually the maximum delay point.
After the suitable values of x is found, the minimum and maximum delays can be found 
by using eq. 3.56 and substituting for x. Hence the minimum or maximum delay is
\Jx2 + h21 + \J (d — x)2 +  h\
Train,max ~   (3.58)
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where c is the speed of light. Note that x takes two values from Eq. 3.57 so that the 
minimum and maximum delays are obtained.
The case is similar for two or more reflections, but the complexity of the task is higher. 
Figure 3.18 illustrates such a case.
Figure 3.18: Two reflection minimum delay
Using the same procedure as before and after some tedious manipulation, the minimum 
and maximum path lengths are
_  2h'jh2hi -  2hihzh\ ±  \ fE  r n l
2 (h\hl -  h\h\) {6^ ]
where
A  = [2h\h2h\ -  2h1h3hl]2 -  4[h\h\ -  h\hl][h\hlh\ + hlh24] (3.60)
Minimum and maximum delays for higher order reflections can be calculated with the 
same method, although computation is more intensive as the number of reflections in­
creases.
3.10 Field of Vi e w  Modelling
It is possible to model the field of view (FOV) of the transmitter and receiver and 
take into consideration the rays that are within both F O V ’s. Figure 3.19 illustrates
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Tx Rx
Figure 3.19: FO V  Modelling
this concept. The only area that is taken into consideration is the area defined by the 
intersection of A and B, A fl B, where A is the area the transmitter views on the wall, 
and B is the area the receiver views. It is assumed that the FO V  of the transmitter 
and receiver are by definition conical, which approximates any common transmitting or 
receiving element. It can also be assumed that the FOV is pyramidal in shape, making 
calculation easier but is not a good approximation.
If it is assumed that the FO V  is conical, then the intersection of the wall and the F O V  
will be a conic section, depending on the orientation of the transmitter or receiver. This 
can be modelled with the equations of the conic sections:
Ax2 + Bxy + Cy2 -f- Dx + Ey -+ F =  0 (3.61)
Also, it is possible to calculate for other orientations of the elements. As seen from Fig.
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
Figure 3.20: FOV of Parabola and Ellipse
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3.20 it is clear that the orientation of the elements defines the locus of points on the 
reflecting plane. Table 3.2 illustrates the conditions for each case.
Case Circle Parabola Ellipse Hyperbola
Condition 9 = 7T II
0 M 1
Qi e - ^ >  | !
Table 3.2: F OV Conditions
The angle 9 between the transmitter or receiver centre and the normal of the plane can be 
calculated from their physical characteristics. This angle defines the shape of the conic 
section and the criteria are presented in Table 3.2. The equation of the corresponding 
shape is then selected, and the equation of the corresponding shape is then used. It is 
clear that when the orientation of the transmitting or receiving element is at right angles
with the reflecting wall, the locus of points defines a circle. The equation of the circle:
x2 + y2 = R2 (3.62)
where R is the radius of the circle. It is clear that R can be found, having the distance 
of the element from the wall h and the FOV angle 9\
R = 2 h sin (<9) (3.63)
Using Eq.3.63 for both transmitting and receiving elements, it is possible only to calculate 
for points that lie in A n  B. If both transmitting and receiving elements are at right 
angles to the wall, the following rule applies for the points within both FOVs.
Ri < 2hrsin9 and R2 < 2hrshi(f) (3.64)
where hr and ht are the transmitter and receiver distances from the reflecting wall, 
R± is the distance of the reflected point from the centre of the circle defined from the 
transmitter FOV 011 the wall, while R2 is the corresponding distance for the receiver 
circle. 9 is the angle formed between the transmitter to the reflecting point and the 
normal to the transmitter. cf> is the corresponding angle for the receiver.
Similar techniques are used when the shape is not a circle, but the most interesting is 
the hyperbola, which is defined by two symmetric sets of points. Special care has to be 
taken in this case, since only one set of points will be correct. The correct set of points 
is selected to be the one in the same direction as the orientation of the element. The 
other set of points is positioned behind the element, which cannot be considered.
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3.11 Adaptation into simulation model
So far, the novel method has been able to calculate the possible angles and positions of 
the ellipsoid intersections with the walls of interest. This technique is only useful if it 
can be inserted into the appropriate model to be able to calculate the impulse response. 
The goal of the simulation is to replace the integration over the surface of interest with 
the integration over the angle 9 in Fig. 3.9 for a certain value of delay r. In this way, 
the integrated parameter is not on the physical properties of the medium, but on the 
impulse response of interest itself. Also, one is able to concentrate on the delays that are 
of interest, and to increase resolution near the delays that are on the interesting parts 
of the impulse response. The following analysis shows how to adapt the novel model 
technique into the simulation model.
We have seen that the impulse response of the infrared channel using traditional facet 
technique is given in 3.17. This equation expresses the impulse response with respect to 
a integration across a wall. In the novel technique, we have found a way to model all the 
angles in the channel according to a single parameter, 9. The analysis will concentrate 
on a single reflection, which will then be expanded to include higher order reflections.
The transmitter power is:
n -4-1
Ptx = -^ — Ps COS11 a (3.65)Ztt
where n is the dimensionless mode number of the source, Ps is the transmitted power 
(W), and ck is the observation angle. The facet reflected power is:
C O S  8  71 -4 “ 1
Prefl = ^  Prefl = PPS COSn (a) COS (fi) (3.66)
where p  is the reflectivity of the facet, R i  is the distance of the facet from the transmitter 
(m), and fi is the angle between the normal of the facet and the incoming ray.
The power received is:
prx =  ~ P ^ n («) cos (P) cos (7) cos (S) f f ^ rect(S) (3-67)
where 7 is the angle between the normal to the facet and the receiver and 5 is the angle 
between the normal to receiver and the facet. R2 is the distance of the facet from the 
receiver (111) and Ar is the aperture of the receiver photodiode (m2).
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This equation calculates the contribution of a single element on the wall. The conven­
tional techniques move on from this point to discretise the wall into facets. This section 
will concentrate on the contribution of each ellipse on the wall. The power contribution 
of a single ellipse on the wall is equal:
Since each ellipse 011 the wall is fully defined for a given delay, the contribution of this 
delay can be calculated separately. Substituting 3.35, 3.37 3.38 and 3.36 in 3.68 and 
assuming that the transmitter and receiver are at right angles with the reflecting plane:
angles with the reflecting plane only serve for simplicity of formulation. If the elements 
are not at right angles, the adjustment can be easily inserted into the formula, since it 
depends 011 the physical characteristics of the simulated environment, and the suitable 
angles can be calculated. The flowchart of the algorithm used is presented in Fig. 3.21.
range of delays, while a traditional algorithm would simulate for each facet, making 
simulation duration longer. The box that contains the FOV modelling is the one which
the delays have been calculated. Each wall is tested whether it lies within both FOVs 
of transmitter and receiver. If it does not lie within both, it is not considered for first 
order reflection, but for higher order ones.
It is now possible to set the requested time delay t  and given the configuration of the 
room, to simulate for a range of delays. The following section presents the technique to 
calculate secondary order reflections and later, some of the results of the novel technique 
are also presented.
(3.68)
rect(S)dO (3.69)
where
x — cos (a) — 2 relit (3.70)
St -<PT + i £ ( £  cos2 9 + b2 sin2 6)d cos 6 + r2c2 +  fr2 — /?,2
and has been calculated earlier. Note that the assumption that the elements are at right
The novel and efficient part of the technique lies in the fact that it simulates for the
selects the points within both FOVs, while the ellipsoid calculations are performed after
62
Chapter 3. Infrared Channel Modelling
Figure 3.21: Simulation Algorithm
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3.12 Secondary and higher order reflections
In order to model higher order reflections, the technique presented previously has been 
extended to include more reflections. The concept for a multiple reflection is quite similar 
with the first reflection, but with some changes. The concept for a double reflection is 
presented in Fig. 3.22.
Figure 3.22: Two reflection model
The rectangle represents the room and the dots represent the transmitting and receiving 
elements. The greatest ellipse would define the first order reflection for that configura­
tion. At the point of first reflection, the new focus for the secondary ellipse is formed 
which will define the secondary reflection. A  typical configuration for a secondary re­
flection is presented in the following figure.
The technique for calculation follows the same principles with that of first reflection. 
The intersection of the first reflection ellipsoid with the initial wall forms an ellipse (or 
circle) A. A new ellipsoid is formed between each of these points and the receiver, and 
the intersection of this ellipsoid with each other wall forms new ellipses or circles, which 
define the locus of points for a given delay. It is apparent that the delay cannot be 
clearly defined for this method of calculation. As mentioned in section 3.9, it is possible 
to calculate the minimum and maximum delays for a secondary reflection, but instead 
of setting a single delay in the simulation or calculation, a range of delays is set.
The locus of points for a single reflection defines an ellipsoid. In the case of two reflec­
tions, the locus of points is again an ellipsoid, but the internal part of the ellipsoid is 
not hollow as in a single reflection. The internal part is unknown and cannot be easily
64
Chapter 3. Infrared Channel Modelling
Figure 3.23: Secondary reflection calculation
defined. Fig. 3.22 illustrates that the initial ellipsoid intersection with the reflecting 
plane defines a range of delays and this range is used in the simulations.
The calculation of the impulse response follows the method presented for a single re­
flection, with the only difference that each point in the initial ellipse is selected serially. 
The impulse response for the ray presented in Fig. 3.23 is given below. 
n + 1 2 cosn+1 (a) cos (P)
c u b  7^; coa cos (e; cos tWT
^2lh3
(3.71)
/  1
R =  ~ 2 ffPtPiP2 Ar----- ^2 Jq cos (7) cos (5) cos (e) cos (C) ^ p |^ 2
where n is the mode number of the transmitter, Pr is the transmitter power (W), p± and 
p2 are the reflectivities of the first and second wall and Ar is the area of the receiving 
element (mm2). Since the first point of intersection is known, the angle a and length R\ 
are also known, and integration is performed for the secondary reflection. From previous 
analysis, the angles 7 ,  5, e and £ can be expressed in terms of 92 and substituted in eq. 
3.71. Hence, the impulse response of this channel can be written as
n +1 .2 cosn+1 (c n ) c o s  (p) f2ir h r x A R  . . .  . .
Pr = - R T Prnp2AR---- i f f ~ L  x + f f t f f rect{6)de (3-72)
'  X ' X
Where, as before
x  =  cos (a) = ............................   2 r c h t _------------------- (3.73)
d2 — dp. + 2a/(a2 cos2 9 + b2 sin 0)d cos 6 +  r2c2 4* h 2 — /i2
65
Chapter 3. Infrared Channel Modelling
Higher order reflections can be calculated in the same manner, with complexity increasing 
with the number of reflections. In this study, up to secondary reflections are considered, 
and suitable environments have been simulated. The results of the simulations are 
presented in the following sections.
3.13 Novel M e t h o d  Results
The same configurations are calculated as before, and the results compared with the 
traditional techniques, only that the simulation time is much shorter and the memory 
requirements less. A  comparison of the two methods will be given in a later section, which 
will concentrate on comparison of results and simulation duration. The configuration 
description can be found in Table 3.5, with the only difference in resolution. In the 
ellipse model, resolution of 0.Insec was used to simulate the channel, although variable 
resolutions have been also used to simulate the same configurations. This method offers 
the advantage of increased resolution near the specular and important parts of a reflecting 
wall, and will be discussed later.
Figure 3.24 illustrates the impulse response of Configuration A.
x10"9
Figure 3.24: Impulse Response for Configuration A  (Ellipse Model)
It is clear that the shape of the impulse response is similar to the one of the facet
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technique shown in Fig. 3.5, but the specular point is stronger in the ellipse model. 
The facet model may have clearly missed the specular point itself, and have selected a 
point adjacent to it since spatial discretisation takes place in the channel. On the other 
hand, the ellipse model chooses the specular point with great accuracy and calculates 
accordingly.
The impulse response of Configuration B is shown in Fig. 3.25. As in the facet model, 
there is less power received since the reflectivities of the walls in the room are lower than 
in Configuration A. As seen from Fig. 3.6 the shape of the impulse response is similar, 
but there are some differences in the shape. This particular result shows the power of 
the ellipse model. In the results of Fig. 3.6 a small component does not arrive before 
the largest one as in Fig. 3.25. This small component appears in literature, where facet 
models were simulated with a resolution of 250000 facets per wall, instead of the 90000 
facets used here. This shows that even a moderate resolution of 300x300 facets per 
wall is not adequate enough to correctly characterise the channel in detail, and parts 
of the impulse response are missed. On the other hand, higher values could not be 
used since there was a limit to the computing resources. The ellipse model performs 
more accurately, but in only a fraction of the time. More details about the simulation 
durations are given in the next section.
Figure 3.25: Impulse Response of Configuration B (Ellipse Model)
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The results of Configuration C are shown in Fig. 3.26 for comparison with Fig. 3.7. 
Similar to the facet method, this impulse response resembles the shape of the facet 
model, with some minor differences. This can be again due to the spatial discretisation 
of the facet model, but one has to bear in mind that both models are numerical and are 
based on entirely different techniques. This causes some minor differences in the impulse 
responses.
Figure 3.26: Impulse Response of Configuration C (Ellipse Model)
Finally, the result of the simulation for Configuration D is presented in Fig. 3.27, 
where the peaks of the impulse response are narrower and carry more power than in the 
corresponding case where Lambert’s Law is used, seen in Fig. 3.24. It is clear that in 
this case, although the signal is stronger and more power will be received, the area the 
receiver has to be placed for successful communication is smaller. On the other hand, 
Lambert’s law allows for a greater degree of mobility since light is reflected towards all 
directions, but again less power is received. The shape of the impulse response is similar 
to the facet case presented earlier in Fig. 3.8, but the peaks carry more power as in 
other cases.
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Figure 3.27: Impulse Response of Configuration D (Ellipse Model)
3.14 M o d e l  comparison
In order to assess the new model presented here, it must be compared with the con­
ventional facet model presented previously. This section presents a comparison of the 
two models, including a comparison of cost in processing power and memory of the 
two methods. It can be seen that the ellipse model produces similar results with the 
traditional model, but it is more efficient and fast.
3.14.1 Memory requirements
In this section, the memory requirements of the two models are compared, in order to 
assess their performance during simulation.
3.14.1.1 Traditional Model
This analysis follows the techniques presented in [23], [47] which present the facet tech­
nique. As mentioned earlier, the traditional facet model requires a large array of pa­
rameters in order to simulate a room geometry. There are two arrays that have to be 
generated and stored, one being for the differential powers between the elements called
x 10
------------- r l o £
1.22 jlW
—  First Reflection 
----- Second Reflection .
I i
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dP(i, j) where i ancl j are facet pointers and cannot be the same. The second array is 
r(i, j) and holds the delays between the elements. If the room is divided in A? facets, 
then the elementary calculations that have to be performed for this technique are Nk 
where k is the number of reflections in the simulation. The memory requirement will 
then be (N + l)2. If one assumes that a single number occupies 4 bytes of memory, 
then the memory requirement is roughly 8(TV + l)2 bytes, since there are two arrays to 
be stored. For example, a room divided in TV =  4 x 104 facets will occupy 12.8GB of 
storage which is a large amount of memory, even for a high-end computer. As men­
tioned in [23], a smaller amount of 32MB will require a smaller number of facets which 
is approximately 2000. This corresponds to a horizontal resolution of 33 facets per wall, 
which will eventually give a resolution of 3nsec when the technique described in section
3.4. This stated amount of memory was reasonable on the date of the actual research, 
and larger computer memories are available nowadays so that more detailed simulations 
can be run. However, it is clear that processing power is a very important parameter 
in the simulation of the infrared channel, since this resolution might not be efficient to 
characterise the channel properly, and some reflections may not appear on the impulse 
response.
3.14.1.2 Novel Model
The novel model presented above does not require any pre-processing calculations like the 
facet model. The physical characteristics of the room to be simulated are the only input 
to the model in a simple form. The model then calculates the minimum and maximum 
delays and simulates in between these delays. The memory requirements depend on 
two parameters, the delay resolution TV and the angle resolution 0. TV specifies the 
resolution of the impulse response before the simulation begins, while © describes the 
resolution of the angles around the ellipse on the plane. It is possible to make © variable, 
since the resolution is constant while the ellipse expands. This will cause the integrating 
intervals to grow. On the other hand, the most important region is the centre of the 
reflecting plane, where the integrating interval is quite low, and starts to lose significance 
as delay is increased and the ellipse grows. The memory requirements of the technique 
i s 4 x 6 x T V x ©  where the factor of 4 is again for the memory requirement of a single 
number, and the factor of 6 is for the number of walls present in the room. Typically 
©  is 1024 and TV depends on the range of delays present in the channel. In a typical
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situation with a resolution of O.Olnsec, N is about 3000. Using the equation above, the 
memory requirement of this technique is 73MB. For such a high resolution, the memory 
requirements are not very high.
3.14.1.3 Simulation Time Comparison
In order to assess the models further, a direct comparison was performed in the M A T L A B  
computing language, by measuring the time required for each model to complete a full 
simulation of a rectangular room. The resolution of both models was a variable and the 
results are shown in the following graphs. The resolution of the facet model has been 
calculated with the technique presented in section 3.4 for various numbers of facets on 
the wall. Both first and second reflections were simulated, although at high resolutions 
it was not possible to simulate with the facet model since a very large amount of memory 
was needed but was not available.
Both simulation models were run under the same conditions on the same large scale 
UNIX computers with tlie same amount of available memory. The simulations were 
performed on a Sun Enterprise 10000 domain computer, which includes 8 400MHz Ultra 
Sparc II processors and 8GB of memory. Although this computer may appear very 
powerful, only a small percentage of power can be allocated to each simulation, since it is 
a shared system. Also, the load of the computer may change the simulation duration, but 
care was taken so that all simulations were performed with similar load characteristics.
Figure 3.28 illustrates the simulation time of both models to calculate a single reflection.
It is obvious that the ellipsoid model is faster, especially at high resolutions where the 
facet model fails to present reasonable results at low simulation durations. Figure 3.29 
illustrates the simulation duration for the same configuration but for two reflections.
Similar to the previous case, the novel model outperforms the conventional facet model, 
which may take days to calculate an impulse response.
3.15 Conclusion
A  novel approach has been presented for calculating the impulse response of a typical 
infrared wireless channel. The approach is not based on discretising the simulated room
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Resolution [nsec]
Figure 3.28: Single Reflection Simulation Duration
Figure 3.29: Second Reflection Simulation Duration
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into facets, but discretising the delays that are present in the channel. In this way the 
range of delays can be calculated in advance, and calculations can be limited to this 
range. Also, one can choose which part of the impulse response, or even which reflection 
to calculate, making the simulation even faster and more efficient.
The results are in the form of impulse responses, under the assumption that a unit- 
area Dirac pulse is transmitted to the channel. The results are consistent with previous 
models, but only use a fraction of the processing power and duration to simulate. Finally, 
the inclusion of Phong’s model in the simulations proves that it may be important to 
model specular reflectors in the channel, and not assume that they behave as described 
by Lambert’s law.
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Chapter 4
Wideband Radio Measurements
This section describes a wideband indoor radio measurement campaign performed on 
behalf of Ericsson Mobile Communications. The measurements were performed with an 
autonomous robot that was programmed to follow a fixed route, so that any interference 
due to the human body would be avoided. High resolution information of the wideband 
radio channel are presented in the form of impulse response measurements, which are 
then analysed to obtain various statistical parameters of the mobile channel. The mea­
surements were performed indoor, in typical Wireless LAN environments, such as offices 
and similar buildings. Three different scenarios were performed in each of the measure­
ments locations, each measuring a different property of the channel, Line-of-sight (LOS), 
Non-Line-of-Sight (NLOS) and Corridor environments. Some measurements were also 
performed to study the effect of humans across the link. This section presents the the­
ory, equipment, initial simulations and results of the measurement system. Finally, the 
findings of the propagation measurements are presented and are used in the next chapter 
to validate a deterministic channel model.
4.1 Introduction
Actual measurements have gained importance lately, where knowledge of the channel 
is becoming more important. Wideband measurements equip the system designer with 
the knowledge of the electromagnetic wave propagation, so that careful planning of the 
communications link is performed and multipath dispersion or Inter-Symbol-Interference 
(ISI) are kept to a minimum.
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There are a variety of measurement techniques in the literature, for almost every radio 
channel used. An interesting paper was presented by Cox [50], in which he described a 
measurement technique for wideband channels at 910 MHz. The method used was the 
sliding correlator, where the principles of spread spectrum communications are used to 
sound the channel. The measurements were performed in a suburban environment, with 
the receiver placed on a travelling vehicle. The results are in the form of power delay 
profiles and the conclusions increased the understanding of the nature of multipath, by 
identifying which parts of the environment contribute most to the received power.
A method following the research of Cox, was presented by Kivinen et al [64]. This 
research focused on increasing the resolution of the sliding correlator by introducing 
various detection methods. The most interesting one is the matched filter deconvolution 
that is performed off-line on the measured data. This was presented as a very promising 
technique, since it would not require hardware modifications or special hardware. The 
drawback of this technique is that it can introduce deconvolution noise, which was correl­
ative with the impulse response data and could also appear in noiseless channels. In [65], 
a polynomial compensation method has been presented to mitigate for the deconvolu­
tion noise. The noise appeared because of the zeros in the sounding code power spectra, 
but a procedure to regenerate these missing data was presented, based on polynomial 
interpolation. The matched filter deconvolution effectively increased the resolution of 
the sounder but knowledge of the impulse response of the RF part of the sounder was 
necessary in order to perform the deconvolution. The study by Kivinen also included 
some measured data from a tunnel and a fast moving train route.
The sliding correlator technique has been widely used in academia and industry, and is 
the preferred method of sounding wideband channels. It has been used in the 850MHz 
[66], the 1.2 GHz [67], [68], the 5 GHz [69], and at the mm-wave bands [18].
In this study, a sliding correlator sounder has been used to measure the indoor radio 
channel at a frequency of 5.4 GHz. The originality of this study lies on the fact that the 
transmitter was placed on a moving platform, a robot built especially for indoor radio 
propagation measurements. In this way, the interference caused by a human body is not 
present, and the channel characteristics are assessed when no human is present. The 
route of the transmitter has been chosen so that it models a used route in a typical office 
environment.
Although the sliding correlator has been selected as the preferred measurement tech­
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nique, there are several other propagation measurement methods and they will be pre­
sented in the next section.
4.2 Wideband Sounding Techniques
There has been work on a variety of measurement techniques for the radio channel. The 
overall concept of such a system is to probe the channel with a suitable stimulus to 
provide an estimate of its impulse response, which can in turn provide most important 
information about it. The most important difference in various sounders is the stimulus 
used to probe the channel.
The simplest sounder is the one employing a narrow pulse to probe the radio channel. 
In such a system, a narrow pulse is transmitted to the channel, and a “snapshot” of 
the channel is received [17]. This technique offers the advantages of simplicity, and the 
ability to provide true snapshots of the multipath components of the channel, as long 
as the channel stays constant from the instant the pulse leaves the receiver until the 
last multipath component arrives at the receiver. This technique has been used in early 
measurement systems [70], [71], but it requires a high peak-to-mean power ratio in order 
to detect weak echoes [17]. Also, a trade off has to be introduced between the period 
of the pulse and the maximum detectable multipath component, since the assumption 
that the channel is stationary may not hold for large repetition times.
Another method of sounding the radio channel is to measure it as if it is a lossy RF 
filter. A network analyser is used measuring the S2± parameter of the channel across a 
range of frequencies. Detailed information about the magnitude and phase of the received 
components are sampled, but the true disadvantage of this technique is that both receive 
and transmit circuits or antennas must be physically connected to the network analyser, 
which make long distance or mobile measurements impossible. Moreover, it is difficult 
to measure a time-varying channel if the frequency sweep period of the measurement 
system is long compared to the changes in the channel. In such a case, components 
at the start or end of the frequency range may correspond to different channels. This 
technique has been used for various measurements [72], [73], [74], but all of them were 
stationary.
The technique used here is based on the principles of spread spectrum communications. 
A carrier wave is modulated by a pseudorandom (PN) sequence, and the receiver corre­
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lates the received signal with a delayed version of the transmitted signal. In this way, 
the multipath components are sampled each time the receiver and transmitter codes 
sweep past each other [50], Offering the advantages of any spread spectrum system, 
in-band interferers are rejected and processing gain is introduced at the receiver. Also, 
time compression is built in this system, making data acquisition easier. The following 
section describes the equipment used in the sounder in more detail.
4.3 Sliding Correlator Theory
As mentioned above, the sliding correlator, often called Swept Time Delay Cross Cor­
relator (STDCC) is based on the operation of any spread spectrum system. Although 
different measurement systems will vary in design, the basic concept is similar. Fig. 4.1 
illustrates a typical transmitter.
Siunsil
G en erator
Frequency Multiplier & Filters
lOUMHz PN Sequence Generator
W id eba nd
A m p lifier
5.4 GHz Kilter
Figure 4.1: Sliding correlator transmitter
A carrier wave at the frequency of interest is generated and modulated by a suitable PN 
sequence with length I and rate R generated from a stable frequency source. It is the 
noise-like characteristics [75] of the PN sequences that are most suitable for this case. 
The autocorrelation of white noise is an impulse:
E  [n(t)n(t - r)] = Rn(t) =  N06(t ) (4.1)
where Rn is the autocorrelation of the noise signal and Nq is the single-sided noise power 
spectral density. If the input of a channel is white noise n(t) and its impulse response is
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h(t), then the output of the channel will be the convolution of these:
w (t) =  J  h(£)n(t - (4.2)
The cross-correlation of the received and transmitted signals are [17]:
(4.3)
! = y />(£)£ [n(t-f)n*(t-r )]df (4.4)
If we define x — t — £ and substitute in eq. 4.3
£[n(i-f)n*(t-r)] = S[«(a;)n*(a.--(r-{))] (4.5)
= T - t )  (4.6)
Therefore, eq. 4.3 becomes
Jh^Rn(r-£)df (4.7)
Using this results and eq. 4.1
j  h(i)Rnr-e)de = (4.8)
= N q1i(t ) (4.9)
Hence by dividing by N q and performing the cross-correlation over a range of delays 
will eventually result in the impulse response of the channel. It is the cross-correlation 
properties of white noise that allows the evaluation of h(t). However, it is impractical 
to generate the same white noise at both ends of the system, but the autocorrelation 
properties of the PN sequences are similar and can be easily generated with a linear 
feedback shift register. The modulated carrier wave is amplified and transmitted through 
the channel using a suitable antenna.
At the receiver, the received signal is downconverted and correlated with a version of the 
transmitted sequence. The PN sequence at the receiver is clocked at a slightly faster rate,
so that the two sequences slide across each other, hence the term “sliding correlator” [76].
Although the two sequences are clocked at different rates, they are otherwise identical 
and their cross-correlation will produce a peak only when the two sequences match in 
time. It the received signal contains a multipath component that manifests itself as a 
delayed version of the transmitted PN sequence, then the cross-correlation will produce 
another peak corresponding to this echo. Effectively, the output of the receiver will be 
the impulse response of the measured channel [17]. Fig. 4.2 shows a simplified version 
of the sliding correlator receiver.
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Standard
Figure 4.2: Sliding correlator receiver 
4.3.1 System Requirements
In order to sample the radio channel efficiently, one has to choose various parameters 
that are used in the sliding correlator. The most important aspect of these mobile mea­
surements is to correctly relate the multipath phenomena to the measured environment 
[17], but also satisfy the systems engineering point of view and take into account various 
parameters of the system, such as modulation scheme, diversity techniques and other 
parameters. Unfortunately, some parameters have a negative effect on others, and the 
ideal parameters for a given measurement case have to be calculated.
The dynamic range of the system is defined as the difference between the highest and 
the lowest resolvable echoes. This will be dependent on the length of the PN sequence, 
assuming there is no system noise. Hence the theoretical dynamic range of the sliding 
correlator is
R =  201og10(?n) [dB] (4.10)
where m  is the length of the PN sequence. Practically however, this will be limited 
by the receiver front end hardware, which will not allow a wide dynamic range for 
a high bandwidth. The length of the PN sequence must be chosen according to the 
specifications of the measurements. We wish the speed of the transmitter to be 0.1 
nr/sec, while the carrier frequency is 5.4 GHz (wavelength 0.06 m). The clock frequency
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of the PN sequences is chosen to be 100 MHz (chip rate 10 nsec). The number of 
measurements per second must be
N  =  (4.11)A
where M  is the number of samples per wavelength, v is the transmitter speed in m/sec, 
and A is the wavelength. Using this equation gives 8.33 measurements per second. This 
presents the ideal number of measurements for the parameters described above, and 
the correlation of the two sequences should produce a peak every 1/8.33 sec. The time 
between two peaks may also be described by [17]
T  =  ?n • t - K  (4.12)
where m  is the length of the PN sequence, r is its chip rate and K is the scale factor. 
In order to get the best dynamic range, the scale factor must be a multiple of integer 
number of the PN sequence length. The scale factor was found to be 5-m for optimum 
dynamic range after system simulations [77]. Equation 4.12 becomes
T  =  m ' T ' b - m = > T  =  b-  m 2r  (4.13)
If we substitute T for 1/8.33 as the wanted period for the peaks in the correlation of 
the two sequences and solve for m, we find that m  should be 1549 bits. The nearest 
length of a PN sequence that can be generated from a shift register is 2047, which is 
chosen as the length of the PN sequences. According to Eq. 4.10, the dynamic range 
of the system should be 66.22dB for a sequence length of 2047. This is the theoretical 
value of the dynamic range, but the hardware imposed a limit on this value. The true 
dynamic range of the sounder was approximately 44 dB, with a sensitivity of -72dBm 
and saturation occurs at the ldB compression point of -28dBm.
The second parameter that has to be set is the resolution of the sounder. The clock 
rate of the sounder has to be fast in order to sample as many multipath components as 
possible. The resolution of the system is dependent on the clock rate of the PN sequence
[76]:
At = ~  (4.14)XLC
In this case, the chip rate of the sounder is 100MHz, leading to a resolution of 20nsec.
Also, the duration of each sampled impulse response must by sufficiently large, so that
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110 multipath components arrive after. This is given by mro, where m is the length of 
the PN sequence and ro is its period. In this case, this parameter is 20.47psec which is 
quite sufficient for indoor measurements, since this delay corresponds to a path length of 
6 km. It is not possible to have a path length of 6 km in indoor environments, but paths 
that are outside the environment may be intercepted. In our case, this is not possible 
since the dynamic range of the system is limited and would not detect weak echoes from 
the external environment.
The most important parameter that lias to be carefully calculated is the scale factor, 
K. This factor describes the frequency difference between the two PN sequences, and is 
given by
K  = L s  (4.15)
where f max is the highest clock rate, and A/ is the frequency difference in the two PN 
sequences. This difference in frequency introduces time scaling, or bandwidth compres­
sion in the system, making sampling of the output of the receiver simpler. It was also ' 
found that in order to increase dynamic range, the integrating time of the low pass filter 
should be set to an integer product of the sequence length. This was found to be 5-m
[77] after suitable system simulations. For a dynamic range of 66dB, the scale factor has 
been found to be 10235. Although the value of K may be arbitrarily chosen, significant 
distortion appears if K is set too low [50].
Hence, if one of the PN sequence generators is clocked at 100MHz, the other one must 
be clocked at 100.00977MHz.
In order for the correct operation of this system, the frequency standards have to be as 
accurate as possible. Ideally, the must be no drift between the standards, but this can 
only be achieved if one standard is used for both transmitter and receiver. This will 
provide absolute phase information for each multipath component received [50]. A fre­
quency drift in the standards will eventually result in incorrect delay information in the 
power delay profiles, while a possible phase drift will result in amplitude change. These 
effects are not wanted, blit the transmitter and receiver have to be physically uncon­
strained so that the transmitter can perform a mobile route. The frequency references 
have to be as stable as possible, and high stability atomic rubidium reference clocks 
have been chosen for both transmitter and receiver. These clocks rely on the highly 
stable atomic transition in a rubidium sample, and are designed for communications
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applications, offering an extremely precise and stable frequency reference.
Although the frequency standards were among the most precise available on the market, 
they still drift slowly with respect to each other. The phase information is not absolute, 
but the phase drift was found to be low, less than 2n for every minute. This allowed the 
accurate measurement of the relative phase of each path. The accuracy of the standards 
was indeed very high. The frequency change was at 5.3xlO-11 in each of the standards, 
while the time stability was 10-11 sec for every second.
4.4 Analysis of Wideband Data
The goal of each wideband measurement system is to provide impulse response data to 
the system designer, which can then be converted into various statistical parameters that 
will aid in system design. It is sensible to carry out measurements on the site on which 
the communications system will be deployed, so that measurement results will directly 
guide the deployment of the system. Also, measurements can aid in the validation of a 
propagation model for a given environment.
As mentioned in the previous section, the cross-correlation of the two sequences when 
there is a multipath component received will produce a peak which corresponds to the 
power of the received component. The individual power delay profiles are calculated 
from the I(t) and Q(t) channels [50] sampled with an analog to digital converter.
Pi(Tk) =  +  Q? W  (4-16)
where k corresponds to the delay samples and i orders the set of measurements during 
the measurement period. An average power delay profile P(t/j) after N consecutive 
sweeps can be calculated as:
1 N
p (R) =  Xkfo) (4.17)
i—1
There are several parameters that can describe the power delay profiles. The most 
important of these are the delay statistics. These are a measure of the signal echoes 
caused by multipath [77]. The average delay is defined as the first moment of the profile
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or the centre of gravity with respect to the first arriving delay [50]. It is calculated by
M
E  (h ~ h)P(h)
Tm — ' M (4.18)
E  p{tk)
k=l
where ii is the arrival time of the first delayed component, P(tk) is the power received 
at a given delay tf. and the summation takes place from the first arriving component 
until the last resolvable component, M. In order to exclude noise from the calculation 
of the delay parameters, a threshold was set that clipped the noise components. The 
calculation of the delay parameters should only take into account the actual multipath 
components but not the noise. A more interesting parameter is the square root of the 
second central moment, the RMS delay spread, and is given by
‘T'rms —
\
M
X ! (** - Tmfp(tk) 
  <419)
k=l
The mobile channel is very sensitive to the value of the RMS delay spread, since it is 
an indication of the multipath severity and potential Inter-Symbol-Interference (ISI) on 
the channel. It has been mentioned in the literature that communications systems can 
support data rates of up to a few percent of the inverse of the RMS delay spread without 
RAKE reception or equalisation [78]. However, it has also been reported that the RMS 
delay spread is an important parameter only in cases when the data rate is sufficiently 
large compared to the RMS delay spread. It has been also shown that the RMS delay 
spread is an important parameter only if its ratio over the symbol period is less than 0.2
[79].
Finally, the last parameter that was calculated from the measurements was the coher­
ence bandwidth. This is described by the maximum frequency difference for which two 
signals have a specified value of correlation, or by the bandwidth in which the spectral 
components are affected in a similar way [77]. This parameter is useful when assessing 
the performance of various modulation and diversity techniques [17]. The coherence 
bandwidth has been calculated for two typical values of correlation, which are 50% and 
90%.
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4.5 Deconvolution Analysis
The sliding correlator measurement system has the advantage that time resolution can be 
increased by deconvolving the response of the measurement system from each measure­
ment [65]. The response of the system can be measured with a back-to-back connection, 
where the transmitter is physically connected to the receiver with a cable and an atten­
uator. This is an efficient method of improving time resolution without increasing the 
speed of the PN sequences [64], which may be hardware limited.
After a back to back measurement has been done, normal measurements can be cali­
brated with the following method.
Let the back to back received signal and the channel response to be measured be
s{t) &  S ( f ) (4.20)
h(r)« H ( f ) (4.21)
where t is time and r is time delay. The arrow denotes that these two arguments are 
Fourier transform pairs. The received signal in the presence of noise in the receiver is
u(t) = h(r) ® s(t) + n(t) <£> H ( f ) S ( f ) + N ( f) (4.22)
where ® denotes convolution. If we correlate with the back to back signal, we get
v (t ) =  (h(r) ® s(t) + n(t)} <g> s ( - t )  &  W f ) S ( f )  +  N ( f ) } S * ( f ) (4.23)
where S*(f) is the complex conjugate of S (f) .
We can write s(t) ®  s(—t) = r(r) <+ R {f)  — S ( f )S * f  
Then
v(t) = Mr) ® r(r) + n(r) ® s(-t)V(f) =  H ( f ) R ( f )  +  N ( f )S * ( f ) (4.24)
Convolution with r(r) will reduce time resolution, but we can improve it by deconvolving 
the back to back impulse response. Hence
__ H ( f ) R ( f ) + N (f)S * ( f )  N ( f ) ,,
x{f)   W )  “ (/) W )  { ]
From the previous equation we can see that in the absence of noise, this gives an exact 
estimate of the channel. However, if S (f) —> 0 at / —+ /c^ , noise in the region of
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fdk is magnified hugely. This will potentially obliterate the measured impulse response 
when translating back to the time domain. Therefore, we must add a small offset to the 
denominator of eq.4.25 to compensate for this. This is the deconvolution constant, A.
Yl f) = mu) + jv(/)g*(/)
UJ R (f)  +  A 1 ’
The deconvolution constant is dependent on the hardware properties, and more signif­
icantly on the SNR present in the channel. In our case, A took values of 0.005 to 0.01 
after trial analyses in order to maximise delay resolution. Ideally, delay resolution is 
maximised for a very small value of A [64].
4.6 Measurement Procedure
The measurements that were performed during the campaign were solely indoor and the 
transmitter and receiver were placed on the same floor in the building of interest. The 
receiver remained stationary while the transmitter was mounted on a robot that followed 
a track on the floor. The receiving antenna was mounted high to serve as a base station 
and used a sectored antenna. On the other hand, the mobile robot, serving as the mobile 
user, was mounted with an omni-directional antenna. Both polarisations were sampled 
at the receiver, in order to exploit the cross-polar performance of the channel. The 
following section describes each of the equipment used for the measurement campaign 
in detail.
4.7 Equipment used
The transmitter and receiver were always synchronised before each measurement, to 
ensure correct phase and frequency match between the two frequency standards. The 
transmitter and receiver were connected to wideband antennas that were supplied for 
the measurements. There were two sets of antennas used:
Dipoles: Gain of approximately OdBi, omnidirectional radiation pattern
Patch Antennas: Gain of 5dBi at boresight, sectored radiation pattern. The 3dB 
beamwidth of these antennas is about 120°.
The gain patterns of the dipole antennas are shown in Fig. 4.3.
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(a) (b)
Figure 4.3: Radiation Patterns of Dipole Antenna [dBi] (a) Co- and (b) Cross-Polar
The gain patterns of the patch antennas are shown in Fig. 4.4.
(a) (b)
Figure 4.4: Radiation Pattern of Patch Antenna [dBi] (a) Co- and (b) Cross-Polar
The transmitter was usually mounted with one of the dipole antennas at vertical po­
larisation, while the receiver was connected to one of the patch antennas. The patch 
antennas had two ports to allow for both co- and cross-polar components to be received. 
The ports of the patch antenna followed the radiation patterns displayed in Fig. 4.4 (a) 
and (b).
The I and Q channels of both polarisation channels were sampled with a 16-bit A/D 
converter connected to a laptop computer. The data were then converted to a suitable 
format and postprocessed using the MATLAB environment.
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4.7.1 Mobile Platform
As mentioned above, the transmitter was placed on a robot that followed a track on the 
floor. This allowed measurement of the mobile radio channel without the interference 
of a human body near the transmitter or receiver.The mobile platform is an advanced 
autonomous positioning system (UoS-Mob3) that has been designed and built in CCSR
[80]. It follows a white track on the floor, performing forward, left and right steering 
actions. Three infrared transceivers are placed at the lowest deck and point at the floor, 
and are configured to sense the reflection of light from white tape. When one sensor is 
not directly above white tape, the robot turns in the other directions, with the exception 
of the centre sensor which should never be out of the white tape area.
Figure 4.5: Mobile Platform: UoS-Mob3 
The mobile robot includes a variety of features [80] :
• A gyroscope is used for accurate position calculation
• High resolution optical encoders to send a sample every 0.014m travelled
• Ultrasonic sensors to read the initial position of the robot
• Digital Packet Radio Controller to send the position of the robot to the receiver
• Modular design in software that allows the robot to be reprogrammed for any 
possible application.
As mentioned in [80], the maximum positioning error of the robot is generally 0.25% of 
the distance travelled. Also, the robot operates in semiautomatic mode, where the user 
only needs to give a start command. The robot will then follow the white track until
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it reaches its end. The transmitter was mounted on a modified camera tripod which 
was positioned on the top deck of the mobile platform. The height of the transmitting 
antenna mounted on the tripod was always 1.5m.
4 .7 .2  Softw are
The measured data is stored in a binary data file, which is processed with the software 
written in Matlab. In more detail, the software was written to perform the following 
tasks:
• Read the data files and convert them to Matlab matrix format
• Rearrange the matrices in three dimensions, where x-axis is time, y-axis is delay 
and z-axis is received power
• Calibrate the data using the receiver dynamic range specification
• Deconvolve the hardware response from the data so that the end result has better 
accuracy
• Calculate and plot various wanted parameters such as impulse response, RMS 
delay spread, average delay, coherence bandwidth etc.
A flowchart illustrating the most important parts of the software is presented in Fig 4.6.
The most important part of the software is the second group of boxes, where the shift due 
to trigger inaccuracy is calculated. In the measurements, the data acquisition trigger 
was not connected to the receiver and data recording started with the intervention 
of the user. This would cause the recording to start at an arbitrary time, and delay 
information would be shifted according to this time instance. The receiver itself provides 
a channel containing periodic pulses which correspond to the autocorrelation of the 
original transmitted and received sequence. The initial back to back tuning of the 
frequency standards and tlieir low drift provided accurate reference pulses in order to 
have time information for the autocorrelation process. The timing of these peaks is used 
to calculate the offset for the start of each power delay profile.
The output of the software comprised of parameters that assess the properties of the 
channel. These were Power Delay Profile graphs (PDP), calculation of the mean excess 
delay rm , the RMS delay spread rrms and the correlation bandwidth.
In order to calculate the RMS delay spreads, a threshold had to be calculated below which 
the data was clipped. This was set to 3dB above the noise floor, and was calculated for
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each measurement since the received power levels were different in each case, due to the 
lack of an Automatic Gain Control (AGC) circuit in the system. It has been shown that 
the mean of the RMS delay spread increases with the threshold [81], but the limited 
dynamic range of the sounder did not allow a wide threshold margin in the analysis.
Read delay and filename from info file
ReferenceChannel
Calculate shift due to trigger inaccuracy
User input / Channel U-
No- /
Channels 1 and 2 Read data files
Set start point -5 samples from first peak
Ask channel number
/  \  
Data Loop
Rearrange data into a three dimensional matrix
Plot impulseresponse at 4----- Data Loopspecified points \  /
Figure 4.6: Software Flowchart
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4.8 Initial Measurements
Before the system could be used for measurements, it had to be tested so that its correct 
operation was verified. Two tests were performed, one with a back-to-back connection 
and one in the anechoic chamber. These first measurements were later used to calibrate 
the data from the campaign measurements.
4.8.1 Back to back testing
The transmitter and receiver were connected with a cable and a variable attenuator 
to assess the closed loop response and the dynamic range of the measurement system. 
These measurements were later used to calibrate the measured data and calibrate the 
response of the hardware out of the measurements. Various values of attenuation were 
used, so that the dynamic range of the system could also tested. Fig. 4.7 illustrates a 
typical back to back measurement.
-45%
-50%
_  -55%
I'D'
k* -70%
-76%
-85%
-90%0
Dday time (Mconda) 0 «m . (wcond.)
Figure 4.7: Back to back Measurement
The distance of a link can be calculated from the measured delay in the impulse response. 
In this case, as shown in figure 4.7, the delay is about 8nsec. From the formula c =  f - A the 
distance can be calculated: 2.4m. The cable was 2m long, and the calculated length can 
be justified as propagation delays in the power splitter, attenuators and other equipment 
used for the test. Also, the loss that can be calculated from the received amplitude agrees 
with the value of the attenuator used, but is slightly higher due to losses in the power 
splitter and connectors.
90
Chapter 4. Wideband Radio Measurements
4.8.2 Chamber measurements
These measurements were performed in the anechoic chamber, in order to find the re­
sponse of the system in a LOS environment free of other channel degradations such as 
multipath fading. Again, this was tested with a variable attenuator in line, so that the 
dynamic range of the system was verified. Both sets of antennas were used for this 
measurement. A typical impulse response from the chamber measurements is shown in 
Figure 4.8 for both polarisations.
Figure 4.8: Chamber Co and Cross-Polar Measurement
As we can see from Figure 4.8, there is a slight variation in the received power level in the 
chamber measurements, which does not appear in the back-to-back case. This fact results 
from the synchronisation of the receiver and transmitter, which has to be performed in 
a closed loop, i.e. back-to-back. Since there is no real-time phase synchronisation, the 
measurements rely on this initial synchronisation for phase match. The phase starts to 
drift slowly, and synchronisation has to be performed before each measurement. Only 
in the back-to-back case it is possible to achieve perfect phase match, since the signal is 
strong enough to be fine-tuned manually on an oscilloscope. Also, the received level is 
low due to the excess attenuation in the cables connecting the antennas in the anechoic 
chamber. After this, the measurements are performed and exhibit some phase mismatch, 
since the standards start to drift in phase. Generally, accurate measurements could be 
performed after a tedious synchronisation routine. This allowed a margin of thirty 
minutes before the equipment had to be synchronised again, but the slow phase drift 
was unavoidable.
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4.9 Measurement Campaigns
Each measurement campaign was chosen to reflect a realistic case of a user in a mobile 
wireless communication system. Line of Sight (LOS) and Non-Line of Sight (NLOS) 
cases were measured, as well as some environments that are of special interest, such as 
measurements in a corridor. Also, the delay range of the measurements (after software 
processing) was limited to 560nsec, since the probability of receiving longer-delayed 
components is negligible [82].
4.9.1 CCSR Measurements
The first round of measurements were performed in the CCSR building in Guildford. 
This is a three-floor building, which is heavily populated by offices and laboratories. The 
walls that section the building are thin and allow easy assessment of the non line-of-sight 
case. Also, measurements have been performed in small open-plan offices, in which the 
desk areas were divided by tall partitions. All the measurements were performed indoors, 
with both transmitter and receiver being on the same floor for a single measurement. 
The measurements were performed out of office hours so that very few people were 
present and that the effect of moving people on the channel was minimum.
4.9.1.1 Scenarios
Four scenarios were performed to assess the properties of the indoor channel, these being 
Line of Sight (LOS), non Line of Sight (NLOS), penetration losses due to thin walls, and 
diffraction due to partitions in a typical office environment. The receiver was always 
placed at the end of a room, at a height of about 1.84m, while the transmitter height 
was about 1.5m.
l
Scenario 1 - LOS condition The transmitter and receiver were placed in the same 
room, with the transmitter moving around a predefined route across the room. Both 
transmitter and receiver used the patch antennas. These measurements were performed 
1Tlie definition of LOS is used when the transmitter and receiver are in the same room, while the 
NLOS applies when they are in different rooms.
92
Chapter 4. Wideband Radio Measurements
twice, with the transmitter moving towards or away from the receiver to allow the re­
peatability of measurements to be assessed. As mentioned above, this scenario tests LOS 
propagation, penetration loss due to partitions and multipath in an office environment. 
The route of the transmitter is illustrated in the Figure 4.9.
A = 3.22m 
B = 3m 
C = 3m 
D = 5m
Figure 4.9: Scenario 1 Plan
Scenario 2 - NLOS condition In this measurement, the transmitter and receiver 
were placed in different rooms, to assess the NLOS condition of the channel, penetration 
due to thin walls and again, typical propagation in an office environment. Figure 4.10 
illustrates this route.
A = 3.22m,B = 3m, C = 3m, D = 5m
Figure 4.10: Scenario 2 Plan
The transmitter used a dipole antenna and the receiver a patch antenna to ensure that 
a signal was always received whatever the position of the receiver and transmitter. As
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mentioned above, the patch antenna has a beamwidtli of about 120°. The scenarios were 
performed twice, for both directions of travel.
Scenario 3 - Corridor environment This scenario was performed in a corridor and 
was in a larger scale than the previous two. The transmitting antenna was a dipole, and 
the receiving antenna was a patch. The measurements were performed twice, for both 
directions of travel. Figure 4.11 illustrates the route of the transmitter and the location 
of the receiver.
Figure 4.11: Scenario 3 Plan
Scenario 4 - Human Effect It is usually assumed that the dominant source of time 
variability in the mobile channel is motion of the terminal. However, in indoor channels 
this may not necessarily be the case since some scatterers move at the same or higher 
higher speeds than the terminal. This scenario included temporal measurements when 
the transmitter and receiver were stationary, to study the effect of the human body on 
a LOS link.
Both antennas were patch, and directed towards each other. The link was 5m in length, 
and a human was placed every meter along the link. The measurements took place in 
a corridor in the CCSR building. Figure 4.12 illustrates the topology of the measure­
ments. Several measurements were performed in this scenario. Initially, the link was 
unobstructed so that the LOS impulse response would be found. Then, liumans were 
placed every lm along the link and each one moved across the link. All humans then 
moved simultaneously, and finally one human walked along the link.
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Figure 4.12: Human Effect Plan
4.9.2 ETL Measurements
These measurements took place in the Ericsson Telecommunications building in Burgess 
Hill. This building was quite different to the CCSR building, since it occupied quite 
a larger area and was populated mainly by large open plan offices and wide corridors. 
Also, the walls that sectioned the building were quite thick, and the partitions in the 
open plan offices were shorter that the ones in CCSR.
4.9.2.1 Scenarios
Three scenarios were performed as before, and each assessed a different property of the 
channel. The first scenario was LOS, the second NLOS and third took place in a wide 
corridor. As before, the receiver height was 1.84m and the transmitter height was 1.5m.
Scenario 1 - LOS The receiver was placed in tlie far end of a room, and the trans­
mitter performed a rectangular route near the receiver. As before, the receiver used a 
patch antenna receiving both polarisations, while the transmitter used a dipole vertically 
polarised.
The room this scenario took place in was heavily populated by partitions, and the 
measurements only took part in one third of the room. The route of the transmitter 
was in between a partitioned corridor, and inside the area of a partitioned area that was 
populated with desks, filing cabinets and other office furniture. Figure 4.13 illustrates 
the topology of the scenario.
Scenario 2 - NLOS The receiver was placed inside a seminar room, and the trans­
mitter was placed in a nearby open plan office area performing rectangular routes. The
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same office elements were present, such as partitions etc, and the route of the trans­
mitter was planned so that at no point during a measurement did a line of sight occur. 
As before, the receiver was mounted with a patch antenna receiving both polarisations 
when the transmitter was mounted with a dipole. As seen from Figure 4.14, two sets 
of measurements were performed. The receiving antenna always faced the direction of 
the transmitter, i.e. when runs 1,2 and 3 were performed, the receiving antenna faced 
upward, but when runs 4 and 5 were performed, the antenna was facing downwards.
12m
Figure 4.13: ETL Scenario 1 - LOS Figure 4.14: ETL Scenario 2 - NLOS
Scenario 3 - Corridor Unlike the two previous scenarios, this took place in a large 
corridor which was empty. One side of the corridor was occupied by a large reinforced 
window structure while the other was thin walls and doors to offices. The ceiling of the 
corridor was higher than the open plan offices, and the distances travelled by the robot 
were larger. Figure 4.15 illustrates the corridor and the route of the transmitter. As 
before, the receiving antenna always faced at the general direction of the transmitter.
4.10 Results
This section presents some of the results from the propagation campaign. These results 
are in the form of Power Delay Profiles, delay statistics such as average delay, mean 
excess delay, maximum delay and RMS delay spread. Also, the cumulative distribution
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ft-------------------------------------------- 50m-------------------------------------------- ►
Figure 4.15: Scenario 3
functions for the RMS delay spreads are presented. The measurements have been split 
into smaller segments, for memory and processing efficiency.
4.10.1 C C S R  Measurements
4.10.1.1 Scenario 1
The first scenario was a line of sight case. Figure 4.16 illustrates a typical impulse 
response from the measurements.
CCSR Scenario 1 Forward Co-Polar
  ‘ : ;
Delay time (seconds) 5 0 Measurement time (seconds)
Figure 4.16: CCSR Scenario 1 - Run 1 Forward Co-Polar
The delay statistics for the co- and cross polar measurements of this scenario are pre­
sented in Figure 4.17
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Measurement "Timo (soc)
20 40 60 80
MaasLrcmont Timo (see)
(a) (b)
Figure 4.17: CCSR Scenario 1 - Forward Delay Statistics (a) Co- and (b) Cross-Polar
Tlie coherence bandwidth for the forward co-polar and cross-polar cases are shown in 
Fig. 4.18.
(a) (b)
Figure 4.18: CCSR Scenario 1 - Forward Coherence Bandwidth (a) Co- and (b) Cross 
Polar
In this scenario, the transmitter moves away from tlie receiver, hence the increasing 
average delay with time. The cumulative distribution functions of the RMS delay spreads 
for this scenario (both backward and forward cases) are presented in Figure 4.19
These results illustrate that the RMS delay spread follows a normal distribution. This 
has been observed in a variety of other measurements, indoor at the 5 GHz region [83], 
or at 900-1300 MHz band [82]. Also, similar rms relay spread values are also measured 
in various studies, with values from 0-100 nsec [84], [85], [83], although smaller values 
are observed when measuring a simpler environment [86], [72] or using more directional 
antennas and lower transmitted power [87], [74],
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CDF Statistics of RMS Delay Spreads
Figure 4.19: CCSR Scenario 1 - CDF of RMS delay spreads 
4 .1 0 .1 .2  S c e n a r io  2
This scenario was completely non line of sight, since the transmitter and receiver were 
placed in different rooms. The delay statistics for forward and backward cases are 
presented in Fig. 4.20, and the coherence bandwidths for the forward and backward 
runs are illustrated in Fig. 4.21. It is clear that the mean delay increases in both cases 
and this results from the limited dynamic range of the receiver. On the other hand, the 
rms delay spread increases with antenna separation in both cases as reported in literature 
[88]. Also, the direction of the receiving antenna was not pointed at the direction of the 
transmitter or any part of its route, so that only multipath components were received, 
but not the refracted LOS component.
The cumulative distribution functions of the RMS delay spreads for this scenario (both 
backward and forward cases) are presented in Figure 4.22 The coherence bandwidth of 
the NLOS case appears higher than the LOS case, but this may not be the case. The 
positioning of the receiver antenna only allows weak echoes to reach the receiver, but 
due to the limited dynamic range these do not appear in the power delay profile. This 
shows that planning is important even with measurement systems that are constrained.
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Moasucment Timo (see)
(a) (b)
Figure 4.20: CCSR Scenario 2 - Co-Polar Delay Statistics (a) Forward and (b) Backward
(a) (b)
Figure 4.21: CCSR Scenario 2 - Co-Polar Coll. Bandwidth (a) Forward and (b) Back­
ward
Figure 4.22: CCSR Scenario 2 - CDF of RMS delay spreads
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4.10.1.3 Scenario 3
This scenario took part in a corridor, and the delays associated with the measurement 
are larger, and so is the attenuation. The delay and attenuation get larger as the 
measurement time increases, and this is shown in the delay statistics graphs as well. 
There is also a second component present in the pdp, which exhibits smaller delay as 
the antenna separation increases. This effect is caused by a strong scatterer in the path 
of the transmitter, which is believed to be a metal filling cabinet positioned near the 
path of the transmitter.
Power Received [dBrr
20 40 K) 00 100 120 140 ICO ICO 200
Measurement Time [sec]
Figure 4.23: CCSR Corridor - Run 1 Forward Co-Polar
The delay statistics for forward and backward runs are shown in Figures 4.24, while the 
coherence bandwidths for forward and backward runs are shown in Fig. 4.25.
1
-■'-A
Untuwnrt Tim* (<«e)
(a) (b)
Figure 4.24: CCSR Corridor - Co-Polar Delay Statistics (a) Forward and (b) Backward
The cumulative distribution functions for RMS delay spreads are shown in Figure 4.26
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(a) (b)
Figure 4.25: CCSR Corridor - Co-Polar Coherence Bandwidth (a) Forward and (b) 
Backward
This set of measurements shows that mean delay increases with distance, but the rms
CDF Statistics of RMS Delay Spreads
Figure 4.26: CCSR Scenario 3 - CDF of RMS delay spreads
delay spread seems to decrease with distance. This again illustrates the effect of limited 
dynamic range, but the presence of scattering may also justify this. When the trans­
mitter is near the receiver, the dynamic range allows for scattered components to be 
received but as soon as the distance increases, the scattered components are below the 
noise floor. Also, the presence of a room next to the receiver may contribute to the 
received scattered components.
4.10.1.4 H u m a n  Effect Measurements
There measurements, unlike the ones presented so far, are temporal. The receiver and 
transmitter were stationary during the measurements, and people are moving across and
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along the link. Figure 4.27 illustrates the co- and cross-polar free space link without any 
humans interfering.
ImpulM RetpcnM of Channel 1
(a) (b)
Figure 4.27: CCSR Human Scenario Free Space (a) Co- and (b) Cross-Polar
It is clear that the specular reflection from the side walls, as well as the LOS component 
are present in the co-polar case, while in the cross polar, there is the result of reflection 
from the walls and ceiling. The power delay profiles shown in Figure 4.28 illustrate the 
impulse response of the channel when four humans interfere along the link.
Impulse ResponM ol Channel 2
(a) (b)
Figure 4.28: CCSR Human Scenario All Mobile (a) Co- and (b) Cross-Polar
Figure 4.29 illustrates delay statistics for co- and cross- polar in both unobstructed and 
obstructed cases. It is interesting that in the cross-polar case, the RMS delay spread is 
lower when all the humans are moving across the link, since they act like scatterers and 
depolarise the waves, resulting in a higher power received signal. As in similar tests [87], 
fluctuations in the LOS case are higher than the NLOS and range up to 20dB.
ImpulM RMponM oI Channel 2
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(a)
Figure 4.29: CCSR Human Scenario - (a) Co- and (b) Cross-Polar Delay Statistics
4.10.2 ETL Measurements
As mentioned above, these measurement took place in a large open plan office space, 
which was populated with furniture and was larger than the CCSR building.
4.10.2.1 Scenario 1
This scenario took part in an open plan office. Figure 4.30 illustrates a typical power 
delay profile and the delay statistics of the channel for the line of sight case.
LOS Run 1 Forward Co-Polar
May lima (seconds) 10 20 30 40 50MaasLrvnam T«m# (nc)
/ ! N i
I0 80 30 40 SO
M«uumm«nt TmafaacJ
Maasummant Tima (»#c)
(a) (b)
Figure 4.30: ETL Scenario 1 - (a) Typical PDP and (b) Delay Statistics
The cdf of the RMS delay spread and the coherence bandwidth are shown in Fig. 4.31. 
The RMS delay spread is lower in this case than the corresponding CCSR LOS scenario. 
This may be justified due to the lower partitions in the office and the clear path between 
the transmitter and receiver at all times.
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CDF Statistic* of RMS Daisy Spreads
(a) (b)
Figure 4.31: ETL Scenario 1 - (a) CDF of RMS Delay Spread and (b) Coherence Band­
width
4.10.2.2 Scenario 2
This scenario took place in a non line of sight situation, as in the CCSR case. Figures 
4.32 and 4.33 illustrate the delay statistics, cdf of the RMS delay spreads, and coherence 
bandwidth for this scenario.
Scenario 2 NLOS Forward Bun Co-Polar. <4 r V J a r\~‘
Figure 4.32: ETL Scenario 2 - Forward Co-Polar Delay Statistics 
The RMS delay spread is much higher than every ETL and CCSR scenarios. Conunu-
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CDF Statistics of RMS Delay Spreads
(a) (b)
Figure 4.33: ETL Scenario 2 - (a) CDF of RMS delay spreads and (b) Coherence Band­
width
nication relies on multipath components, and the heavily populated office environment 
clearly has an impact on the RMS delay spread. This is the most degrading environ­
ment measured in any scenario. Such high values of delay spread are observed with large 
antenna separation [72] or in heavily populated areas [64].
4.10.2.3 Scenario 3
The final scenario performed in ETL, which took part in a large corridor. Figures 4.34 
and 4.35 illustrate the delay statistics, cdf for the RMS delay spread, and the coherence 
bandwidth.
This scenario shows lower RMS delay spread than the corresponding CCSR measure­
ment, since the environment was significantly less cluttered and larger in dimension.
4.11 Impact on data rates
The most interesting and challenging candidate system for this frequency range is the 
IEEE 802.11a wireless LAN specification. If one assumes that there is no equalisation or 
RAKE reception in the system, then the data rate will be limited to a few percent of the 
RMS delay spread. Namely, the value of 4% has been used [72]. If it is also assumed that 
the data rate for the IEEE 802.11a system is 55Mbps, then the RMS delay spread should 
not go above 7.3 nsec. This is an optimistic argument, since in most of the cases the 
delay spread is higher than this, except a few line of sight conditions, such as the open
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x  1 0 " x 10”
Measurement Time (sec)
x 10" x 10
Measurement Time (sec)
Figure 4.34: ETL Scenario 3 - Forward Co-Polar Delay Statistics
CDF Statistics of RMS Delay Spreads
(a) (b)
Figure 4.35: ETL Scenario 3 (a) CDF of RMS Delay Spread and (b) Coherence Band­
width
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plan measurement in the ETL scenario. Other measurements would not support this 
high data rate, but at the lower rate of 11 Mbps and under the same assumptions, the 
delay spread should not go above 36 nsec. This is a more realistic value when compared 
to the measurements, and it is evident that most of the scenarios can support this data 
rate. However, significantly cluttered environments such as the CCSR corridor or the 
ETL NLOS case would not support this service.
The arguments presented above are the worst case scenarios for the impact of RMS 
delay spread on the data rate. The 802.11a system includes equalisation and channel 
estimation which will improve the system performance for a given RMS delay spread. 
A typical IEEE 802.11b system can sustain the maximum data rate of 11Mbps for a 
maximum RMS delay spread of 140nsec [89]. This is indeed a very large value, but in 
the previous analysis it was assumed that no equalisation is performed, hence the smaller 
target RMS delay spread values.
In order to further validate the results from the measurement campaigns, goodness of 
fit tests were carried out. The compared parameter was the RMS delay spread, where 
literature has reported that it follows a normal distribution. The tests that were carried 
out followed the Kolmogorov-Smirnov and Anderson-Darling tests described in [90].
It is assumed that the data is x, and the distribution to be tested is F(x). The empirical 
or test distribution is called Fn(x). It is assumed that the mean and standard deviation 
of the statistics to be tested are not known. If the compared distribution is F(x), the 
mean of this is p and the standard deviation is cr, then these can be estimated as follows. 
The mean of the test distribution can be calculated from x which is the mean of the 
data to be tested. The standard deviation of the test distribution, s can be calculated 
from Eq. 4.27
where n is the length of the sequence x. It is now necessary to calculated the sequence Z{ 
which is used to test the original data. This is achieved by calculating a series of data W{ 
that have the same statistics of the original data and calculating the normal distribution
4.12 Goodness of Fit
(4.27)
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at these points using a computer routine or standard tables found in [90].
*l/o Cb
Wi = (4.28)
and zi can be calculated from tables. The Kolmogorov Smirnov statistics are calculated 
with the following equations.
D+ =
n (4.29)
D — maxi<i<n
and the test statistic D , is
i — 1Zi-----n (4.30)
D ^ m a x i D + ^ D 1) (4.31)
In order to take into account the number of samples ?i, the following equation is used, 
to calculate the modified statistic D*[90], and the result is compared with tables.
D* = D {^/[n) - 0.01 + (4.32)v ri
The Anderson-Darling statistic A2 is given by
n
A2 = - Y 2 (2* ~ 1) [ln(zi) + ln( 1 - 2n+i_j)] / n - n  (4.33)
A level of significance is chosen, and can be from 1% to 15%. The modified statistic is 
compared with table values corresponding to confidence intervals and if it is larger than 
the value for a given confidence, it passes the test. The following table is a summary of 
the confidence intervals.
Statistic D Modified Statistic D*
Percentage Points for D*
15.0 10.0 5.0 2.5 1.0
D D(\/n — 0.01 -f 0.85/v^ ) 0.775 0.819 0.895 0.955 1.035
A2 A2(l + 4/n — 25 jn 2) 0.576 0.656 0.787 0.918 1.092
Both these tests have been reported for comparison with channel measurement results
[81], and the normal distribution has been reported for the RMS delay spread in various
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Figure 4.36: Local CDF for RMS delay spread
publications [64]. The tests have been carried out for all sets of RMS delay spreads and 
in all cases, the RMS delay spreads passed the test for at least 90% confidence. A typical 
case is shown in Fig. 4.36, for the local cdf of the corridor scenario performed in CCSR.
Another example is shown in Fig. 4.37, for the global case performed in the ETL 
building. The results were all taken into account when calculating this case, and the 
data resembled a truncated normal distribution instead of a typical normal distribution. 
This effect was a result of the limited dynamic range of the receiver, which did not allow 
the higher delay and attenuated echoes to be received. These values would correspond 
to the lower end of the cdf function, and do not appear, hence the truncated end. Most 
cases have passed both Kolmogorov-Smirnov and Anderson-Darling test for goodness of 
fit. In all the cases, the confidence interval was 90%, while in some cases like the one 
presented above in Fig. 4.36, the confidence interval was 5%.
4.13 Conclusion
There are a number of conclusions that can be drawn from the results presented in 
the previous section. The cumulative distribution functions of the RMS delay spreads 
show that there is strong correlation between the forward and backward cases. This 
agrees with theory, since an omnidirectional antenna was usually used at the mobile 
transmitter, apart from one scenario. Hence, the direction of travel should not make a
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Figure 4.37: Local CDF for RMS delay spread in CCSR NLOS
difference. There is a slight difference in the results, since the motion of the robot was 
not only forward moving, but turning in left and right directions to correct its position, 
and the pattern of the dipoles is not entirely omnidirectional as seen from Fig. 4.3.
The RMS delay spread provides a qualitative measure of the channel performance. As ex­
pected, the heavier cluttered environments produced higher delay spreads, which would 
not support high data rates for a IEEE 802.11a WLAN assuming no equalisation is per­
formed. On the other hand, open plan offices and empty corridors present the best case, 
where the delay spread is minimum. The worst case was presented in heavily populated 
office areas with high partitions, and corridors between heavily populated rooms. The 
movement of the transmitter antenna also has a great impact on the received signal, 
causing rapid received signal variation, especially in the NLOS cases [87].
Analysis shows that the RMS delay spread follows a normal or truncated normal distri­
bution. The limited dynamic range of the receiver did not allow for lower power paths 
that would eventually contribute to the lower tail of the cdf function for RMS delay 
spread, thus illustrating a truncated normal distribution. This is in agreement with the 
literature [82], [91]. The mean values of the RMS delay spreads also agree with the 
results found in various publications, but with some disagreements. In various publica­
tions, [82], [78] it is mentioned that the mean of the RMS delay spread increases with 
antenna separation. The reason for this is that more clusters will appear between the 
transmitter and receiver as antenna separation increases, acting as scatterers. This will
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eventually result in an impulse response of the channel being an exponentially decaying 
curve, instead of a group of narrow delta like pulses [92] if the sensitivity of the receiver 
is able to detect them.
The reception of more clusters will eventually lead to an increase in the RMS delay 
spread, assuming that the dynamic range of the system is sufficient to measure a large 
number of clusters. In our case, the mean of the RMS delay spread decreased with 
distance, leading to a number of conclusions. The first is that the dynamic range of the 
system is limited and not able to measure all scatterers, leading to increased delay spread 
with small antenna separation. The latter especially applies to the corridor scenario of 
CCSR; the RMS delay spread is certainly higher with the small antenna separation, 
which then starts to decrease. This is due to the fact that the area close to the receiver 
is cluttered while the area further along the route of the robot is just a corridor. This 
may lead to a decrease of the RMS delay spread for this scenario, shown in Fig. 4.11 and 
the decrease of the RMS delay spread in Fig. 4.24. These measurements have shown that 
the RMS delay spread does not always increase with distance, especially if one considers 
the dynamic range of the system. Also, at small antenna separation, the reflections from 
the walls may appear as several components, but as the transmitter moves away these 
components group and appear as reduced components in the power delay profile, leading 
to a decreased RMS delay spread.
Finally, we can see that for the CCSR scenario, RMS delay spread is minimum for 
the LOS case, moderate in the NLOS case and maximum in the corridor, while in the 
Ericsson scenario it is minimum for the LOS case, maximum for the NLOS and moderate 
for the corridor case. This can be explained since the corridor environment in CCSR is a 
much more cluttered environment and scattering occurs, while the corridor in ETL was 
a large area that did not have rooms in either sides. In both measurement locations, the 
LOS case exhibits lower RMS delay spread since a LOS always exists. In the Ericsson 
case, the NLOS scenario causes increased delay spread since the environment was a very 
open space but cluttered.
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C h a p te r  5
Radio Channel Modelling
5.1 Introduction
Several models exist for modelling the indoor radio channel and all offer advantages and 
disadvantages. This chapter describes the various existing models in the literature and 
then continues to include the adaptation of the previously presented infrared model for 
a radio case. Finally, the results of this model are presented and compared with the 
information obtained from the wideband measurement campaign described in Chapter 
4. Useful conclusions are drawn for the characteristics of the radio channel, especially 
for scattering which may take place.
5.2 Existing Models
This section presents the models in the literature that have been used to characterise 
the indoor mobile communications link. Although the results of these models may be 
similar, the techniques used are quite different. Any channel can be treated as a filter, 
that transforms the input to the output signal. This filter must be time-varying since 
the channel will change in time, although in some cases one may assume that for a short 
period of time the channel remains constant, in order to simplify the analysis. Generally, 
the radio channel has been modelled as a random time-variant linear filter [17], and its 
analysis gives an insight to the physical mechanisms that dominate the channel. In this 
study, it is also assumed that the channel is constant, and no movement in the channel 
is allowed.
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The first impulse response models of the radio channel were suggested in the early 
60’s. The first to propose that an impulse response method should be used for the 
multipath fading channel was Turin [91] followed by Bello [91] who presented a compact 
and generalised form of channel characterisation. These have been widely used for 
measurement [88], [72], [73] and modelling [92], [93] of the multipath phenomena in the 
wideband radio channel.
Since the first definition of the channel as a linear filter, there have been a variety 
of models that simulate the radio channel, most being based on different techniques 
that increase the quality and quantity of information for the channel, or reduce the 
computation duration.
These models can be based on statistical, physical or empirical techniques. As mentioned 
above, each of these offer advantages and disadvantages and some of these models are 
presented in more detail in the following section.
5.2.1 Physical-Deterministic
The physical models were among the first to be presented for the radio channel. It is 
assumed that the channel is a linear time-variant filter with impulse response given by
[91],
N(t)—1
h { t , r ) =  Y 2  ak(t)5[r - rfc(t)]e^ fe(t) (5.1)
k=0
where t and r are the observation and delay time of the impulse respectively, N ( t ) is the 
number of multipath components, ak(t), rk(t) and 9k(t) are the random time-varying
amplitude, arrival time and phase sequences and 6 is a delta function. This is a wideband
channel model and can calculate the result of any input s(t) through the channel h(t) by 
performing convolution. This can be converted to a linear time-invariant model under 
the assumption that the channel is constant for the given period.
N -l
h(t) = Y 2 M(* ~  tk)eldk (5.2)
fc=0
To calculate the output of a channel, convolution is performed
/+ o o s(r)h(t - r)dr + n(t) (5.3)
-oo
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where n(t) is additive, low pass Gaussian noise. In order to simplify analysis and simula­
tion, the time axis can be divided in “bins”, which is defined as the minimum resolvable 
duration in the channel. This discrete approach has been widely used [91], [92] and has 
successfully modelled and simulated the radio channel since it simplifies and quickens 
both processes.
This technique models the three parameters that describe the multipath in the channel: 
amplitude, phase and delay. There are a number of models that fall within this classifi­
cation. The major differences in these models is the parameter that is modelled and the 
input.
A very common way of modelling is the Geometrical Theory of Diffraction (GTD), which 
is a ray based model. The individual contributions of the ray paths are summed to form 
the received signal. The rays interface with a variety of objects, and in may ways. 
The most important are diffraction, transmission, reflection and scattering. The GTD 
approach can successfully model most cases of propagation, although in some special 
cases they produce erroneous results [2].
Ray tracing complements a GTD model as calculating the rays that travel from transmit­
ter to the receiver. The individual rays are traced through the channel of interest, and 
the impulse response is calculated only for the rays reaching the receiver. The efficiency 
of such a model lies in the techniques used for ray tracing.
The advantage of ray tracing models is that they offer great accuracy with site-specific 
results. Any site can be modelled if its physical characteristics are available, and any 
parameter can be calculated by adjusting these models. However, they are usually com­
putationally intensive, especially when the environment is complex, and the information 
available for it are detailed. Also, the detailed physical characteristics of the simulated 
scenario must be known beforehand.
Ray Tracing Ray tracing has been traditionally used in computer graphics to model 
the behaviour of light. Since it is a very expandable and reliable way of modelling, it 
has recently been used for radio channel simulations [44], [94], [95]. A simple generalised 
way of ray tracing is presented in Fig. 5.1, and is called the image method. The 
mirror reflection of the transmitter is traced during simulation, and the calculated ray is 
a straight line from the virtual transmitter to the receiver. Resolution increases as the
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number of traced rays increase so there is a trade-off between resolution and computation 
time.
Ray Launching Similar to ray tracing, ray launching is a more unconstrained way 
of modelling. The rays are transmitted to the channel without a predefined receive 
point, and travel until an obstacle is reached. The contribution from this obstacle is 
then calculated, and that can be reflection, diffraction or scattering. The advantage of 
this model is that it is unconstrained and it can easily account for any property of the 
channel physical characteristics such as scattering. The disadvantage of this model is 
that it will require a large number of launched rays in order for a sufficient number of 
echoes to be received. A simple diagram of a ray launching method is presented in Fig.
5.1.
Virtual T x
(a) (b)
Figure 5.1: Ray (a) Tracing and (b) Launching
The model presented in Chapter 3 loosely follows the ray tracing principles presented 
here. The transmitting and receiving point are fixed, while the rays are traced around 
the room. In this way, all the points that lie within the field-of-view of the transmitter 
or receiver are traced and contribute to the impulse response.
5.2.2 Empirical
Empirical models are based on sets of extensive measurements in order to characterise 
the mobile channel. In such a model, the measurements are performed in the site of 
interest, and a suitable function is fitted to the measurements [10]. The function is 
dependent on the scenario location, transmitter and receiver position and frequency. 
The model can then be used to extrapolate results for a similar environment, and the 
formulation of the model is quite simple to compute.
116
Chapter 5. Radio Channel Modelling
Although accurate for similar environments to that of the measurement, the empirical 
models fail when used in a location that has different characteristics. Also, a simple 
change in the environment might cause drastic changes in the channel and such a model 
would not be able to account for any of these changes.
5.2.3 Statistical
Statistical models share some properties with the empirical models described above, 
in the sense that they are based 011 measurements. An extensive set of measurements 
is carried out, and various parameters are extrapolated. A simulation model is then 
built 011 these results, which models a single but significant parameter of the channel. 
A typical example of this model is presented in [78], where the RMS delay spread is 
simulated after an extensive set of measurements is performed indoors. The advantage 
of this technique is that it performs well as an empirical model, but it will fail when 
used in a completely different environment.
The most interesting model is presented by Saleh-Valenzuela [92]. This model states 
that the impulse response of the wideband channel is governed by small clusters that 
exhibit negative-exponential decaying powers. Measurements have been performed in 
indoor environments in some buildings, and the model appears to be extendable to other 
buildings as well. The model is described by two parameters, the cluster arrival rate A, 
which describes the arrival of the first components from a certain cluster, the ray arrival 
rate A, which describes the arrival of each ray, and the power delay time constants for 
the clusters and the rays T and 7 ,  which define the shape of the exponentially decaying 
pulse. The delay of the Ith cluster is denoted by TJ (sec), and the arrival time of the kth 
ray measured from the beginning of the Ith cluster is 77./ (sec). It is assumed that the 
first cluster arrives at To — Osec and the first ray within a cluster arrives at to = 0sec. 
According to the model, the arrival times are described by independent interarrival 
exponential probability density functions
p (T i \T i- i )  =  Ae~A(Tl~Tl~1\  I > 0 (5.4)
— \e~x(Tl~T(-k~1'>l\ k > 0 (5.5)
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The gain associated with each ray and each cluster is described by
Ph = P2{Tk,Tk,i)  (5-6)
= /32(0,0)e~Tl/ r e- m h  
where /32(0,0) = /3q0 is the average power gain of the first ray of the first cluster.
The power of each cluster exponentially decays according to Eq. 5.6. It is assumed that 
the rays undergo multiple reflections within the clusters, which lead to a exponentially 
decaying received pulse. Also, it is assumed that the power of each cluster follows a 
negative exponential law, since the larger delay a cluster exhibits, the further away it 
will be and the group of rays for this cluster will undergo greater attenuation.
There is another reason why an impulse response can exhibit negative exponential com­
ponents. This may well be due to scattering, as seen from Chapter 3 in the infrared case. 
In this case, the rays within a specific cluster will be described by negative exponential 
power profile, but the arrival of the rays within a cluster are described by the roughness 
of the material. Similarly, as mentioned in earlier chapters, there are other forms of 
interfaces which can be considered as scattering. Specifically, a soft ceiling may produce 
scattering, since the wave will penetrate the outer cover and undergo multiple reflections 
before emerging. This may also be considered as the multiple reflections of the Saleh 
model that arrive within a cluster.
5.3 Differences between Infrared and Radio Models
As mentioned in Chapter 2, there are some vital differences between the infrared and 
radio channel. These have to be accounted for when converting the model presented 
in Chapter 3 for a radio case. The equations for path loss will be substituted for the 
corresponding radio case, while scattering has to be accounted for with a different per­
spective. In the infrared channel, it was assumed that diffuse reflection or scattering 
dominated the reflection characteristics, with specular reflection being present at spe­
cific cases which had to be studied. On the other hand, specular reflection dominates in 
radio channels, with scattering appearing in certain cases that also have to be studied.
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5.4 Adaptation of Infrared Model to Radio
This section follows the presentation of the infrared model in the previous chapters, to 
introduce changes in order to model the radio channel. The infrared model was used to 
calculate the impulse response of rectangular empty rooms. The model is now going to 
be extended to characterise a radio channel, and account for all the differences presented 
in the previous section. The basic idea of the model remains, while some parts of the 
model change.
The configuration of the channel is shown below in Fig. 5.2
Figure 5.2: Radio ellipse model
Although the main features of the ellipse model remain the same, there are some dif­
ferences that are apparent even from the diagram of the mobile channel. In the ellipse 
model, angle a had to be expressed in terms of 6. This was a requirement of Lambert’s 
law, since the level of transmitted power is dependent on the angle a. On the other 
hand, this expression is not necessary for radio, since it is assumed that the transmit­
ting antenna has a constant power level across the specified beamwidth, even if it is not 
omnidirectional. This simplifies the analysis and calculations. Using the diagram in Fig.
5.2, analysis is as follows.
From the triangles on the transmitter and receiver sides, we have
Rl =  x2 +  h2T (5.7)
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Rl = y2+ (5.8)
From the triangles on the plane,
x2 = z2 + t2 — 2zt cos (tt — 0) (5.9)
y2 = w2 + t2 — 2wt cos (0) (5.10)
It is possible to calculate t from the parametric equations of the ellipse on the plane
t2 = a2 cos2 (6) j- b2 cos2 (6) (5-U)
It is now possible to express the lengths ify, R 2 and the angles fi and 7  in terms of 6 
for the calculations. The ellipsoid formed from the constant delays intersects the walls, 
forming ellipses. The centre of the ellipse will always be the specular point on the wall 
and can be calculated given the position of the transmitter, receiver and wall. This 
simplifies analysis, since the algorithm is calculated around this point and the angle 9. 
After this point is calculated, the lengths on the wall z and w can also be calculated 
from
* = V(0(a;) -  iW)2 + (O(y) -  A(y))= (5.12)
where 0 { x ,y ) is the specular point, and A (x ,y) is the projection of the transmitter on 
the plane. It is assumed that the reflecting plane lies on the xy axis. This is achieved 
by rotation in the three dimensional domain to simplify the analysis, bringing the origin 
at the midpoint between the transmitter and receiver, and the reflecting plane normal 
to the z-axis. The corresponding length of the receiver, w can be calculated from the 
following
w =  dh —  z (5.13)
where dh is the horizontal distance of tlie transmitter to the receiver, given that the 
reflecting plane is normal to the z-axis.
The most important parameters in the equations are R\ and R 2 for path loss calculations. 
Also, the angles fi and 7  are needed, to be able to calculate the contribution from the 
reflection from each point on the wall. In order to solve for R\ and R 2, the following 
formula is used, after manipulation of eqs. 5.7, 5.8, 5.9 and 5.10.
Ri =  J h j , ± z2 + a2 cos2 (9) + b2 cos2 (9) — 2z\ja2 cos2 (9) +  b2 sin2 (9) cos (9) (5.14)
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R2 = \Jh2R + w2 + a2 cos2 (9) + b2 cos2 (0) + 2w\Ja2 cos2 (0) +  b2 sin2 (0) cos (0) (5.15)
The angles [3 and 7 can then be calculated from the following formulas
c°s W) =  ^  (5.16)
and
C°S ^  = ^  5^‘17^
Now it is possible to proceed with the calculations of the radio channel, in order to 
calculate the impulse response of any configuration. It is assumed that a single ray is 
transmitted to the channel, undergoes one reflection from a rough wall, and reached the 
receiver. This may be described by Fig. 5.2. The path loss at a distance of 1 metre will 
be
(47t)'Pirn =  7 7 ^  (5.18)
From [96], it is known that the path loss of any propagation path may be described by 
the corresponding reflection and transmission coefficients
= l V - . I U i
p*
where pi refers to the reflection coefficient of the ith reflecting wall and p is the path
length between the transmitter and receiver. Since this model does not account for
transmission through walls, the term Tj can be eliminated, leading to a simpler formula
1 = □#- (5.20)pZ
The path loss from a transmitting point to a fixed receiving point is simply the sum of 
all propagation paths
l =  J 2 lP (5-21)
P
Then, the power of a single path p is
Ppath =  Plmlp (5.22)
and the power of all the paths for a transmitting and receiving points is
Plink =  Plm.1 (5.23)
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Given the above equations, it is only necessary to calculate the reflection coefficients for 
the scatterers. In the infrared domain, Lambert’s law was used for diffuse reflection, 
which stated that the reflected power from a surface follows a cosine law. This lead to a 
perfect rough surface, scattering the energy to all directions. This may not be valid in 
the radio domain, since not all surfaces can be characterised as rough. Especially when 
the Rayleigh criterion (2.3) is used, almost no surfaces appear rough. On the other hand, 
the radio wave may penetrate the first layer of a scatterer, undergo several reflections, 
and transmit out of the scatterer in a random direction. A typical example is an office 
ceiling, which is covered by soft tiles and is usually backed by reinforced concrete. The 
wave will penetrate the tiles, reflect on the wall, and retransmit through the tiles. It 
may be assumed that the resulting wave will have a scattered component. Since Phong’s 
Law caters for both scattering and reflection, it can be used in the radio case. Phong’s 
law is described by the following equation
Ptotai (0oi Oi) =  [?’d cos (0O) + (1 - rd) cosn (0o -  6>;)J (5.24)7r
where ptotai(0o->0i) is the reflection coefficient and depends on the observation angle 90 
and the incident angle 9{. Also, Pdiff is the reflection coefficient of the surface, rd is 
a factor that describes the amount of radiation that is scattered and ranges from 0 to 
1 and n is the specular transmission mode, and characterises the directionality of the 
specular component. The parameters n and rd specify the reflection characteristics of 
the surface, and can be calculated through measurements.
According to 5.23, the received power for a single reflection at the specified point will be
p  . —  __I~Ui Pt /r 25)
1 p°mt ~  (4^)2 p2
where p can be substituted by the path length described in Fig. 5.2, and the reflection 
coefficient for a single point is p\. Hence
Ppoint = ^  (r Z L  (5'26)
Since there is only one point of reflection, eq. 5.24 can be used to model the scatterer. 
If this is substituted in the last equation,
„ A2 Pdtjj fa cos (0o ) + (1 - rd) cos" I0O -  6i)\ , r
Ppoint 10^3 (R1 + R 2)2 ( 0
This is the final equation of the model for a single reflection, and it is clear that some 
parameters have to be calculated using the ellipse algorithm. These parameters are R\,
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i?2, Oq and Bi. Effectively, from Fig, 5.2, the incident angle 9{ is the same as fi, and the
observation angle 0o is the same as 7. These have been calculated earlier, as well as R\
and R 2. If these are substituted in the eq. 5.27,
A2 pdiff [u* cos (cos-1 (7)) + (1 - rd) cosn (cos-1 (fi) -  cos-1 (7))]
point 16tt3 (Ri ■+ R2 ) 2 (5.28)
Also, Ri and R 2 can be substituted in the above equation. The equations presented 
above are for a single reflection for a single reflecting point. If the calculation must 
include the contribution of a reflector such as a wall, all the contributions must be 
summed. This is achieved by integrating over the surface with respect to the angle 0, as 
in the infrared case. Hence, the contribution of a wall for a single reflection is
727r A2 ppoint [rd cos (cos-1 (7)) + (1 - rd) cosn (cos-1 (fi) -  cos-1 (7))] 
Fwall~ j ,  167I-3 (R1 RR 2 ) 2
(5.29)
Every unknown parameter in this equation can be expressed in terms of 6, so that the 
integration can take place. For the sake of illustration, the following equation presents 
the final result of this analysis.
2^ r2ir
Pwall —  Pdiff ^ ^3 J  ^dh>R + (1 — Td)
COS
\Jh\ + w2 + a2 cos2 (6) + b2 cos2 (6) + 2w\Ja2 cos2 (9) A- b2 sin2 (0) cos (9)
-lt )COS (   ■      = ) '
y h\ + w2 +  a2 cos2 (9) + b2 cos2 (0) + 2w\/a2 cos2 (9) + b2 sin2 (9) cos (0) 
_i_______________  IfT___________________________
■\Jhp + z2 + a2 cos2 (9) + b2 cos2 (9) — 2z\Ja2 cos2 (9) +  b2 sin2 (9) cos (9) 
■\J,h2R + w2 + a2 cos2 (9) -f b2 cos2 (9) +  2w \Ja2 cos2 (9) + b2 sin2 (9) cos (<9)
( y T -A- z2 +  a2 cos2 (0) + 52 cos2 (9) — 2z\Ja2 cos2 (9) + b2 sin2 (0) cos (<9)) + 
(y h\ + w2 + a2 cos2 (9) + b2 cos2 (0) + 2 w -iJ ~ ^ c o Y ^ 9 yY Y si^ l^ cos (0)) d9 
(5.30)
It is probably impossible to solve this equation analytically. On the other hand, it can 
be easily solved numerically in the form of computer simulation. In order to model an
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Configuration A B C
Room
Length [x,y,z] [5,5,3] [1.5,10,3] [5,5,3]
Pwall 0.8 0.3 0.8
Pceiling 0.8 0.56 0.8
P floor 0.3 0.3 0.8
Reflection Mode 1 1 50
i'd 0.5 0.3 0.1
Transmitter
Power [W] 1
Antenna Gain 1
Type Omni Omni Omni
Coordinates [2.5,0,2.5] [0.75,0,2.5] [2.5,0,2.5]
Orientation [0,1,0] [0,1,0] [0,1,0]
Receiver
Antenna OMNI 120° OOoo
Coordinates [4,4,1.8] [0.75,8,1.8] [4,4,1.8]
Orientation [0,-1,0] [0,-1,0] [o,-i,oj
Resolution [nsec]
Single Reflection 0.1
Double Reflection ......... °-5
Table 5.1: Simulation Scenarios
i number of reflections, equation 5.20 can be used instead of having a single reflection 
coefficient. The technique presented above is followed, which leads to an even more 
complicated equation with respect to i angles, one for each wall. Since the integration 
cannot be performed simultaneously for all walls, all but one angle are fixed, which is 
integrated. Then the integration proceeds for all other angles on all walls.
This algorithm has been coded in the MATLAB computing language, and the results 
are presented in the following section.
5.5 Simulations and Results
This section presents some of the results from the radio channel model. As before, typi­
cal office cases have been simulated with variable channel parameters, such as reflection 
properties and room geometry. Table 5.1 illustrates the simulation parameters for each 
of the four cases simulated. In order to validate the channel model, simple environ­
ment measurements have been performed for comparison, and are presented in the next
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section.
It has been assumed that the antennas at the receive and transmit ends are omnidirec­
tional, in order to receive all possible multipath components. After the simulation has 
been performed, it is a simple matter to restrict the beamwidth of the receiving antenna 
to reject any unwanted rays, or to alter its gain pattern. The x-axis is parallel with 
the width of the room, the y-axis is parallel with the length and the z-axis is along the 
height. Fig. 5.3 illustrates a typical simulation case.
The position and orientation parameters in Table 5.1 are based on the coordinate system 
illustrated in Fig. 5.3 and all units for these are in metres. Each of the three configura­
tions presents a slightly different simulation case, typically found in office environments 
where communication has to be confined within a room. Configuration A presents a 
rectangular room with walls that reflect and scatter the incident radiation. The param­
eter rd characterises the amount of radiation that is scattered according to Lambert’s 
Law and in this configuration it is 0.5, meaning that 50% is scattered, while the rest is 
reflected specularly. The walls are highly reflective, with a reflection coefficient of 0.8, 
while the floor is less reflective, with a coefficient of 0.3. The transmitter is facing the 
centre of the room and is mounted high on one of the walls, while the receiver is placed 
at the other end of the room facing the transmitter. This scenario portrays a typical 
case of a picocell [10], where the access point is placed at an edge of a room.
Figure 5.3: Typical Simulation Room
The second simulation is performed in a corridor, where the transmitter is placed at one 
end, while the receiver moves from the far end of the corridor towards the transmitter. As
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before, the walls are more reflective than the ceiling and floor, and 30% of the radiation 
is reflected while the rest is assumed to be scattered.
Finally, configuration C is similar to configuration A, but the materials produce a much 
sharper specular reflection, hence the high mode number of 250 for the specular com­
ponent. This should eventually result in a much steeper impulse response, since the 
radiation is reflected specularly, and only 10% of the radiation is scattered.
These cases may portray coverage scenarios for a 802.11a Wireless LAN cell, in which 
very high data rates are necessary, and the channel must be very accurately described, 
since a severely hostile channel will result in lower data rate. The results for these 
scenarios are presented in the next section.
5.5.1 Results
The impulse response of Configuration A is presented in 5.4. The impulse response 
consists of three main components, since the reflecting walls are not equidistant from 
the transmitter and receiver. Also, there is a scattered component, which leads to gentle 
falling curve.
Figure 5.4: Configuration A Impulse Response
Figure 5.5 illustrates the Power Delay Profile of a moving receiver towards the transmit-
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ter. A similar case was studied in Chapter 4, were the mobile transmitter was moving 
away from the receiver base station. It is clear that the delay of the received components 
decreases with distance, as received power increases. Also, the reflection coefficient of 
the ceiling is lower, leading to a smaller component. It is also apparent that the received 
power is less, since the dimensions of the simulated space are larger. The scattered 
component is less powerful than Configuration A, leading to a more rapid fall off, and 
a much narrower impulse response. However, this does not show in the Power Delay 
Profile, since the components are grouped when they reach the receiver, appearing as 
one exponentially decaying pulse. The same configuration is also presented in Figure 5.6 
in dB scale.
Figure 5.5: Configuration B Impulse Response
Figure 5.6: Configuration B Impulse Response (dB)
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The effect of the wall furthest away from the receiver is more evident now, and a compo­
nent appears as in the corridor measurement in Chapter 4. Also, the negative exponential 
slope of the prediction strongly agrees with the Saleh Valenzuela model [92]. Although 
this model accounts for different multiple interactions such as cluster intereflections, the 
results are quite similar. If it is assumed that scattering has a similar effect on the 
impulse response as the effect of the cluster irregularities, the models account for the 
same channel parameters but with very different approaches. The only drawback of this 
assumption is that if the materials are not considered rough, there will be no scatter­
ing, but the Saleh-Valenzuela model will still produce a negative exponential impulse 
response due to clusters. An empirical study on the scattering characteristics of typical 
office materials is presented in the next section.
The last simulated case, presented in Fig. 5.7 is the most interesting of the three exam­
ined. The beamwidth of the receiving antenna is limited, hence the sharper and narrower 
components of the impulse response. Also, only 10% of the radiation is scattered, leading 
again to a narrower impulse response. The scattered and secondary reflected compo-
Figure 5.7: Configuration C Impulse Response
nents are less of importance in this case, since the beamwidth of the receiving antenna 
is limited. Also, the power received in this case is larger than the result of Configura­
tion A, but not as one would expect from a specular reflection. This is a result of the
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limited receiver antenna beamwidth in this configuration, and the very wide beamwidtli 
of Configuration A, which receives all reflected and scattered components.
5.6 Comparison with Saleh-Valenzula model
In order to assess the performance of the channel model in more depth, the Saleh Valen­
zuela technique was implemented. This technique is based on the negative exponential 
distribution, which will account for scattering.
The generation of the model parameters are presented in Appendix B. Since the channel 
model has only been used within a room, the cluster arrival times are much less than 
the proposed ones in [92], and agree closely with the ones presented in [97]. Table 5.2 
presents the range of delay and power parameters used for the simulation.
Cluster Arrival Rate 1/A 10 nsec
Ray Arrival Rate 1/A 2 nsec
Cluster Power Decay Constant r 10 nsec
Ray Power Decay Constant 7 1 nsec
Table 5.2: Saleh Valenzuela Parameters
Although the model parameters are usually higher in the literature [92], [97], the config­
uration of the channel to be studied constricts these values to low limits. If one assumes 
that each reflecting or scattering wall represents a different cluster, then the cluster ar­
rival rate will usually be low, approximately 5 nsec since the path difference between 
two walls in the simulated rooms is small. Also, the ray arrival rate has also to be set to 
a moderate value, so that scattering appears in the impulse response as a negative expo­
nential component. The rays do not arrive from different scatterers within the cluster, 
but from the same wall. Hence the difference in the path lengths will be minute, and 
small values have to be used for the ray arrival rate.
The values of the Saleh-Valenzuela model can be roughly calculated from the physical 
characteristics of the room to be simulated. The dimensions of a single wall will define 
the ray arrival rate within the cluster, while the mean distance of the antennas will 
define the cluster arrival rate. An estimate of these values has been used in Table 5.2. 
A typical result of the Saleh-Valenzuela model is illustrated in Figure 5.8. The Saleh-
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Figure 5.8: Average Received Power for 2 clusters and 5 rays
Valenzuela channel model was simulated for the same scenarios as the ellipse model. A 
sample comparison is presented in Figure 5.9. The parameters that were used for the
Figure 5.9: Configuration A
Saleh-Valenzuela model are presented in the top right-hand corner of the same figure. 
The simulation required small values for the arrival rates, since the study was performed 
for single rooms. The RMS delay spreads can be calculated from the impulse response 
data. In the Saleh-Valenzuela case this was 33.59nsec, while on the ellipse model it was 
29.8nsec. The ellipse model was used with 50% scattering and 50% specular reflection, 
while the Saleh-Valenzuela model was used with parameters that will indeed lead to a
130
Chapter 5. Radio Channel Modelling
large negative exponential component. The cluster arrival rate was set to 3nsec, while 
the ray arrival rate within the cluster was set at Insec. It is apparent that the clusters 
arrive within a few nanoseconds after the first ray. The comparison of the model results 
for Configuration B are presented in Fig. 5.10. In this case, the mean arrival rates were
a.5
I
0.5 
0
20 2 5  3 0  35  40 45 5 0  5 5  60Time Delay [nsec]
Figure 5.10: Configuration B
set higher in order to account for the larger dimensions of the scenario, while the decay 
time constants were set higher to accommodate for the larger exponential component. 
Since all rays arrive generally at the same time, the impulse response illustrates a more 
gentle falloff.
The parameters of the Saleh-Valenzuela model can be changed in order to include scat­
tering in a single room. These parameters have to be set to a very low value, since the 
largest path delay present in the room is about 50nsec, compared with outdoor studies 
that have traditionally used larger values [92]. Although the Saleh-Valenzuela justifies 
the ray arrival as multiple reflections within a cluster, it can be adjusted for scattering 
from a single object, if one sets the parameters carefully.
5.7 Comparison with Wideband Campaign Results
In order to truly assess the performance of the wideband channel model, it must be 
compared to a practical set of measurements such as the ones described in the earlier
X10
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chapters. An additional set of measurements has been performed in an empty rectangu­
lar room, which has then been simulated using the channel model. It was necessary to 
perform an extra set of measurements, since the ones mentioned in the earlier chapters 
involved more complex geometries of whole office floors that could not be simulated with 
this channel model. The model has been developed to be used in a rectangular room and 
takes into account the scattering and reflection characteristics of the involved materials. 
The measurements were performed into an empty seminar room free of any furniture or 
human interference. In this way, the effect of each reflecting or scattering wall could be 
assessed and compared to the simulation model. Finally, using the results of the simu­
lation model, one can estimate the amount of radiation that is scattered and reflected 
and draw conclusions for the materials that are present during the measurements.
In order to compare the measurements with the simulation results, one or both must 
be converted into a specific format to allow comparison. Either the response of the 
measurement system has to be taken into account with the channel model results, or the 
response of the hardware has to be deconvolved from the measurement results. The first 
method has been chosen, since the second may introduce deconvolution noise in the final 
results [65]. The measurement response of the sounder is shown in the Fig. 5.11. This 
illustrates the received power when 1W is transmitted through the sounder. Also, the 
delay has been normalised so that the effect of the propagation delay due to the cables 
used for the measurement are taken into account.
Figure 5.11: Back to Back Response Rx Height = variable
Figure 5.12: Measurement Scenario
Let the received signal under the back-to-back conditions be s(t) S( f )  
and the results of the channel model h(t) 4+ H ( f)
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where the double arrow denotes Fourier Transform pairs. Then, convolution can be 
performed in time domain to give the output of the sounder if the channel was similar 
to the one described by the results of the channel model. Hence
0 ( t) = h(t) ® s(t) (5.31)
where ® denotes convolution.
This will eventually decrease resolution in the impulse response, which is variable in the 
simulations but usually O.lnsec, but the result 0 ( t) must resemble the output of the 
sounder. The scenarios that have been simulated and measured are described by Fig. 
5.12
Four simulations and measurements have been performed, two for each of the receiver 
positions shown. The height of the receiver was either 1.8 or 1.12m in each of the two 
cases. The antenna of the transmitter was omnidirectional, while the receiver used a 
sectored antenna with a beamwidth of about 120°. The room measured is similar to 
the figure shown above, with the exception of windows present in the real room. These 
have been included in the simulation, since their effect would not be significant, but 
would have an impact on the impulse response. Also, the positions of the windows 
were not directly within the beamwidth of both receiver and transmitter, but since an 
omnidirectional antenna was involved at the transmitter, they were taken into account. 
The simulation scenario closely resembles the actual measured room, and is presented 
in Fig. 5.13.
Figure 5.13: Measurement and Simulation Room
The first case results are presented in Fig. 5.14. In this case, the receiver was placed
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at the centre of the room opposite the transmitter and at a height of 1.8?n. The same 
configuration was simulated with the ellipse model with a resolution of 0.Insec and 
convolved with the back to back response of the sounder.
(a) (b)
Figure 5.14: Scenario 1 Results Comparison in (a) [W] and (b) [dBW]
As seen from the first results illustrated in Fig. 5.14, both curves are similar with an 
exception at the base of the decaying pulse. The measurements display more received 
components while the simulation displays a smoothly decaying exponential decaying 
pulse.
This may well be due to the transmitter antenna irregularities which do not have a com­
pletely omnidirectional pattern, but have backlobes that may cause this effect, while 
in simulation, a perfect omnidirectional antenna was considered. Also, the structure of 
the actual room was not as homogeneous as the simulation model, where flat walls were 
considered. Both measurements and simulation results illustrate two main components 
that appear in the individual impulse responses. The reflection coefficients of the model 
have been adjusted to provide the best fit and draw conclusions for the scattering charac­
teristics of the wall materials. The simulation has been run with reflection coefficients of 
0.2 for all the walls, while the scattered energy was in the region of 0.1%-0.2%, showing 
that the scattered component is not significant. The scattered component in this case 
may model not only surface interactions, but subsurface multiple interactions as well as 
irregularities in the environment.
The second case is similar to the one presented above, with a difference in receiver 
height. The receiver was placed at a height of 1.12m during this measurement and the 
simulation. The resulting impulse response is shown in Fig. 5.15. As seen from the
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(a) (b)
Figure 5.15: Scenario 2 Results Comparison in (a) [W] and (b) [dBW]
results, the two cases follow a close fit, with the exception of the simulation to display a 
exponentially decaying component. On the other hand, the measurement shows a very 
sharp falloff, which again can be explained due to the irregularities of the antennas and 
actual environment. The level of the scattered component was also set to a low level as 
before, between 0.2%-0.4%. It is interesting to note that again the scattered component 
is not important in the measurements, and the specularly reflected component is the 
main contribution of power in the communication link.
The following two cases were measured and simulated at a different receiver position. 
The receiver was placed near one of the reflecting walls, as shown in Fig. 5.12. In this 
way, the impulse response should show the reflected components from each wall more 
clearly, since the delay from each reflection is different. The height of the receiver was 
1.8?n for the first case and the results for this case are presented in Fig. 5.16.
Figure 5.16: Scenario 3 Results Comparison
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As seen from Fig. 5.16, there are more components that can be identified in the impulse 
response. At least three components are visible. The most powerful is the LOS compo­
nent which appears first in the impulse response. The second component is due to the 
reflections from the wall near the receiver and probably the ceiling and floor, while the 
third smaller component is due to the rest of the walls. When this impulse response is 
compared to the previous ones, it is clear that the power received is smaller due to the 
increased antenna separation, but there are more components received. Again there are 
some small components in the measured case which do not appear in the prediction.
Finally, the receiver was placed at a height of 1.12m for the final measurements. The 
results are shown in Fig. 5.17. These results confirm that the simulations agree with
Figure 5.17: Scenario 4 Results
the measurements. The small component at the base of the impulse response is due to 
the furthest reflecting walls. The receiver was placed at the same distance from the floor 
and one of the reflecting walls, lienee the strongest components arrive simultaneously at 
the receiver and cause the impulse response to display one wide component.
5.8 Comparison with mm-wave measurements
The frequency of nun-wave is extremely high compared to other radio systems, and 
scattering has to be introduced in any prediction study. Although scattering is still 
omitted in certain studies [98] at mm-wave frequencies, it would not be appropriate to 
exclude it. According to the Rayleigh criterion for 60 GHz and an incident angle of 45°, a 
surface can be considered smooth if the variations in the height range are within 0.8mm. 
This is a very small value for the height and many surfaces will indeed be characterised
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by a strong scattered instead of specularly reflected component.
Measurements at high frequencies [99], [100] illustrate an increased delay spread value 
compared to lower frequencies, but scattering is not identified as the possible degradation 
of tlie channel. Also, in several measurement and modelling studies, the Saleh-Valenzuela 
model is used to account for the negative exponential decaying impulse responses. As 
mentioned above, scattering may be justified as the negative exponential factor as well 
as cluster intereflections.
Although the measurements and prediction for 5GHz illustrate that there is no scattered 
component, measurements at higher frequencies illustrate that the impulse response is 
approximated by an negative exponential decay [101], and it is mentioned that commu­
nication relies on LOS and scattered paths. An impulse response presented in this paper 
resembles the results presented in Fig. 5.4, but for a larger measured area. It is also 
clear that the received echoes do not longer resemble delta pulses, but are quite spread 
in time with a pulse width of up to 20nsec.
5.9 Conclusion
This chapter has summarised the work done for the development of a channel model that 
can take into account scattering and reflection in a radio environment. The model offers 
advantages over typical ray tracing models, where scattering is traditionally not taken 
into account. The most important advantage is that of accuracy without the expense 
of simulation duration. A typical resolution in this channel model is 0.1 nsec, which is 
adequate for the needs of any simulation scenario for a radio channel. This resolution 
has been used in the simulations in this chapter and the results have been presented in 
the form of impulse response graphs. Most ray tracing or launching models transmit rays 
either in random or predefined directions in the channel and it is assumed that a certain 
number of reflected or scattered rays will reach the receiver. This assumption may lead 
to errors since few of the rays may reach their destination. On the other hand, with the 
ellipse model all the contributions of a scatterer are calculated, and their contributions 
are summed. A set of measurements was performed specifically for comparison with the 
simulation model.
Tlie results of the simulations show that the materials present in the room display a 
very small scattered component in the range of 0.1%-0.3% only. This shows that in
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the frequency of the measurements, 5.4GHz, none of the materials appear rough and 
lead to specular rather than diffuse reflections. Also, the directionality of the specular 
reflected components are very sharp, leading to a sharp impulse response without a 
common diffuse exponentially decaying component. This illustrates that there is no 
need to include a scattered component in the simulations at this frequency range, since 
the wavelength of operation was 5.5cm and all materials appear smooth and according to 
the Rayleigh criterion. A reasonable assumption for the presence of scattering is that a 
wave may penetrate the first layer of an obstruction, undergo multiple reflections within 
it, and emanate in a random direction, leading to a certain degree of scattering. This 
however, was not present in the impulse response showing that even scattering from this 
reason was not important at this frequency.
The model presented by Saleh-Valenzuela was implemented and its results were com­
pared with similar configuration ellipse model results. Although the first does not di­
rectly account for scattering from single walls, adjustment of the decay parameters pro­
duce results that are directly comparable with the ellipse model. Although large values 
of these parameters are used in the literature, small values had to be used here to account 
for the relatively small scale of the simulated scenario.
After the recent trend of 111111-wave networks, the 60GHz band where unlicensed band- 
widths are available, is most interesting for system developers. Such a high frequency 
presents the system designer with a much more challenging situation which also offers 
some benefits. It is possible to have smaller cells and thus allow better frequency reuse. 
Such cells would be confined to single rooms, since the radiation would not be powerful 
enough to penetrate walls. The path loss in such a case is extremely high and communi­
cation relies on line-of-sight [4] or a single reflection if the dynamic range of the system 
permits it. On the other hand, at such a high frequency, typical components become 
rough, and scattering has to be taken into account. Measurements found in the litera­
ture indeed illustrate a scattered component, although most studies at those frequencies 
ignore it. The delay characteristics of these measurements agree with the model results.
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C h a p t e r  6
Conclusion and Future Work
The objective of this thesis was to develop an efficient model that can be used to describe 
the infrared and radio indoor channels. The need for such a model was first reported 
when a channel model for infrared communications was implemented in the early stages 
of this thesis. This model would be very slow to simulate, and a trade off in accuracy 
would have to be introduced in order to quickly obtain results. The cost of a fast 
simulation would be a more coarse description of the physical characteristics of the 
channel and this would eventually lead to less precise resultq. There is a need for a 
model that produces accurate results without the need for long simulation times and 
large amounts of storage space or memory.
This thesis has presented the research conducted in order to characterise the infrared 
and radio wideband channels. A traditional facet model was implemented and tested in 
Chapter 3, and a novel channel model for infrared communications has been implemented 
and described in the same chapter. The main idea of the model was to start the analysis 
from a characteristic that is extracted from the results, and that is the delays present 
from the received echoes. In this way, the simulation only models between the minimum 
and maximum delays in the channel. This model was compared with the standard models 
found in literature that are used in most simulation tools and results were produced for 
typical simulation cases. The results were found to be in close match with the ones 
found in literature, while the model is more efficient and takes up less simulation time 
and resources. Inclusion of Phong’s model in the simulations has provided the tool with 
ability to calculate the possible specular characteristics of any material. It cannot be 
assumed that all materials in the channel are scatterers, since there are typical office
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materials that have specular characteristics even in the highest frequencies of infrared 
communications. These materials are typically very smooth, like windows, mirrors or 
smooth noticeboards and produce a high power specular reflection.
A measurement campaign for the characterisation of a wideband radio environment for 
operation at 5.4 GHz was presented. The hardware, campaign planning and results were 
presented and conclusions were drawn. The measurements were performed in two sites 
of different geometries which represent typical office scenarios with a Swept Time Delay 
Cross Correlator sounder. Time domain analysis has given impulse response estimates 
of the wireless channel, and the RMS delay spread functions for the measured scenarios 
have been presented. The most important conclusion was that the RMS delay spread 
does not always increase with antenna separation, while sometimes it may even decrease. 
Goodness of fit tests were performed in order to test whether the measured data complied 
with the results presented in the literature. Indeed the RMS delay spread was found to 
follow a normal distribution for most cases, but the global statistics for all the results 
collected in a single scenario followed a truncated normal distribution. The reason for 
this anomaly was that the limited dynamic range of the sounder did not allow the much 
delayed and attenuated echoes to be received. On the other hand, the stronger echoes 
were received and lead to the cdf of the RMS delay spread appearing truncated. Finally, 
some measurements were performed with human subjects across the link, in order to 
study the effect of the human body on the link quality. It has been found that an 
attenuation of an excess of 30dB’ can occur if a human is walking along or across the 
link. Under the assumption that a 802.11a system does not use equalisation or a RAKE 
receiver, the data rate was calculated to be a few percent of the inverse of the RMS 
delay spread. It was found that in most cases the highest data rate of 55Mbps would 
not be supported, while most of the environments would support the lower 11 Mbps.
Finally, the infrared channel model was converted in order to be able to simulate a radio 
case. The conversion posed some challenges, since the infrared channel is different from 
that of the radio one. The inclusion of the link budget for a radio link was included, 
and some simplifications were made in order to model the transmitting antenna as an 
omnidirectional source, and not as a Lambertian transmitter as in the infrared case. 
The results of the simulation tool were compared with the results from a measurement 
campaign specifically planned for comparison. The comparison showed that the model 
results were a good fit to the measurements, and that the walls mostly reflected the
140
Chapter 6. Conclusion and Future  W ork
radio waves specularly instead of diffusely. Only a very low percentage of the incoming 
radiation was scattered, typically in the range of 2%. This shows that at this frequency, 
the scattering effect is not important since all surfaces appear smooth. The only case 
this may not be so is when the incoming wave penetrates the first reflecting layer, 
undergoes several reflections within the materials and exits at a random direction. This 
may truly be observed for a ceiling which is lined with soft partitioned materials and is 
backed with concrete, but it was not observed during the measurements. The reason for 
this effect not appearing may well have been due to the limited dynamic range of the 
sounder. This would not allow the multiple reflected rays emanating from the wall to 
be received. Finally, the Saleh-Valenzuela model was implemented and sample impulse 
responses were compared with the results of the ellipse model. Good correlation was 
observed from this comparison, and the Saleh-Valenzuela parameters were adjusted to 
account for scattering.
Several statements can be made following the conclusions of this thesis
• An accurate and fast channel model for infrared communications has been pre­
sented and its results were compared with a traditional model.
• Radio wideband propagation measurements showed that RMS delay spread does 
not always decrease with distance, and that it is dependent on the clutter of the 
environment.
• The wideband measurements illustrated that a 802.11a WLAN would not be able 
to support the highest data rate of 55Mbit/s in all of the environments
• Tlie radio ellipse model was used to study the scattering characteristics of the 
radio channel and produce impulse response estimates of single room channels. At 
5.4GHz a very small percent of scattering was present in the measurements, but 
in higher frequencies the model would find greater use
• The Saleli-Valenzuela model can be adjusted to account for wall scattering, by 
suitably adjusting its parameters.
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6 . 1  F u t u r e  W o r k
The model that was presented here has been shown to achieve faster run times (up to 
60 times faster) for the same accuracy, and produce similar results. The model has 
been implemented to simulate a closed empty space, but a variety of improvements 
can be performed. The most interesting but cumbersome improvement would be to 
introduce moving objects within the channel. A moving receiver or transmitter has been 
implemented with the channel model described, but a dynamic channel would bring 
several complications, and a suitable geometry for moving objects has been identified
[102], [103]. This would allow evaluation of the communication link and predict which 
cases do not allow communication due to increased shadowing. This would also allow 
efficient placement of the transmitter and receiver so that outage is kept to a minimum. 
This would be suited for both infrared and radio channels, since their similarities allow 
a single model to characterise them. The dynamic behaviour of a mobile channel has 
not yet fully been studied, and such a model would approximate the true nature of the 
channel.
The next modelling improvement would be to include the ellipse channel model in an 
generalised model that can include diffraction, refraction and other effects suited to the 
radio channel. Although the channel model has been used in single rooms to efficiently 
and very accurately model propagation, it is possible for it to be included in ray tracing 
software to account for scattering. This hybrid model would efficiently characterise 
the radio channel since all of the propagation effects would be accounted for and the 
most intensive mechanism, scattering, would be performed by the efficient ellipse model. 
Finally, a novel sounding technique is presented here, which is further analysed in the 
next section.
6 . 2  H i g h  B a n d w i d t h  S o u n d e r  P r o p o s a l
Chapter 4 has described the measurement procedure and results of campaign carried out 
at 5.4 GHz. This section describes a design for a novel sounder, which improves on the 
design of the sliding correlator to offer increased bandwidth and delay resolution.
In order to probe the radio channel to get results that can give information not only on 
the status of the channel, but on specific regions of the channel physical geometry, the
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bandwidth of the measurement system must be sufficiently large. This can allow “spot” 
measurements, concentrating in one area of the room to be measured, and analysing the 
effect of that area on tlie channel. The channel is usually regarded as a “black” box and 
the mechanisms of propagation within the channel are not always known. One has to 
employ laborious angle of arrival techniques [104], [105] in order to gain access to the 
mechanisms of the radio channel. The technique proposed herein can prevent the use 
of such techniques, and provide useful information without the need for laborious post 
processing.
The bandwidth of the system is considered to be inversely proportional to the resolution 
of the time delay range [76], [64]. In order to be able to fully characterise the channel, 
one must choose a minimum distance which must separate two objects so that they can 
be identified in the impulse response. This distance must be small in order to separate 
two different objects such as a window and a wall. As with the technique presented in the 
previous chapter, one can define a typical distance the transmitter and receiver from a 
reflecting object, and by setting the bandwidth of the system, the minimum identifiable 
distance can be calculated. This distance is calculated as:
A t = 2V2- Vl + (l+d)2-y/l + (l-^)
c
where A t is the desirable delay resolution in seconds, d is the minimum spatial resolution 
in the physical characteristics of the room in meters, and c is the speed of light. If the 
minimum distinguishable distance between two objects is set to a small value eg l?n, 
then the resolution of the time delay range must be about 1.4nsec, or if one uses the 
inverse bandwidth equation, the bandwidth of the system must be about 1 G H z. Such a 
bandwidth is incomprehensible even for the most modern techniques of PRBS generation 
and receiver/transmitter designs. Hence, a technique that offers increased bandwidth 
but increased complexity must be used.
In order to split the overall bandwidth into smaller components, a multiple subband 
technique is proposed. This technique splits the overall bandwidth into subcarriers, 
allowing instantaneous measurements that are later combined to provide high resolution 
results. A generalised block diagram of the system is presented in Fig. 6.1
The frequency f s is the centre frequency of each subband, which in our case is 100MHz. 
Having ten subbands, the total bandwidth of the system could be 1 GHz. The filters 
p(t) shape the subbands, but later have to be accounted for in post processing so that
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Figure 6.1: Sounder Architecture
the effect of overlapping does not affect the final results. The overlapping of subbands 
cannot be avoided, since the overall spectrum must be reasonably flat.
This proposal is novel and has never been presented before for a channel sounder. Mul­
tiple subcarrier modulation has been presented for infrared communications [23] but 
offers increased power requirements as the number of subbands increases. Also, this 
concept is similar to Orthogonal Frequency Division Multiplexing (OFDM), where the 
adjacent frequency channels are spaced close together in order to achieve spectral effi­
ciency. Here we propose a sequential method of sounding the channel, with only one 
subband being used at a time. In this way the components of the sounder do not need 
to be implemented as many times as the number of subbands, and the post processing 
will eventually combine all data from the subbands to give the final results.
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A p p e n d i x  A
Ellipse Model Formulation
This section describes the formulation of the generalised ellipse algorithm. The direction 
and position of the transmitting and receiving elements is generalised, and they no longer 
face the reflecting wall at right angles. Fig. A.l describes the channel to be characterised.
---------------------------------- d >
Tx (x,,y,,z,)
Figure A.l: Ellipse Plane Intersection
The formulation follows the technique followed in Chapter 3, but the orientations can 
be arbitraty set. The angle a has again to be calculated in terms of 9, while the angles e
156
Append ix A. Ellipse M odel Form ulation
and (  can be calculated from the orientations o f the transmitting and receiving element.
cos (a  +  €) =  ^ -  +  fri =  7—— r (A .l)Rl cos (a — e)
and from triangle RxPB
cos(/3 +  0  =  | U * 2 =  _ ^ _  ( a . 2 )
As before, the sum of lengths Ri and R2 are defined
Ri 4 R2 =  tc (A.3)
Hence from equations A.l and A.3, the lengths i?,i and R2 can be calculated.
R 2 — tc — Ri =+ R2 ~  t c--- ~  v (A.4)cos (a + e)
From triangles APO and BPO and using the cosine law
x 2 = d2 + z2 4 2zdi cos 6 (A.5)
y2 =  d\ 4 z2 ± 2zd2 cos 6 (A.6)
Also,
x 2 =  R l -  h2t (A.7)
y2 =  R \ -  h2. (A.8)
Subracting equations A.5 and A .6 and substituting in A.7 and A .8
R2 — R2 — h2 4 h2 = d,2 4 2zd cos 6 — d\ (A.9)
Again the unwanted term is z and can be expressed from the ellipse parametric equations.
z = V a 2 cos2 6 +  b2 sin2 6 (A.10)
If this is substituted in equation A.9 and after manipulations, the equation of a in terms 
of 6 can be found.
Append ix  A. E llipse M odel Form ulation
As mentioned above, the angle e can be calculated from the physical description of the
scenario. The rest of the angles and lengths are calculated accordingly.
cos(/ + C) =  ~~ht—  (A>12)*rs*     r- . ■-
co s  (c t+ e )
Ri = --p — -T (A.13)cos (a + e)
R2 =  t c - R i  (A. 14)
The rest of the analysis remains the same, and the angle a is still used to characterise 
the transmitter pattern.
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A p p e n d i x  B
Ellipse Model verification
This Appendix justifies tlie assumption that the cross section of an ellipsoid and a plane 
can be described by a closed curve which is an ellipse. The general equation of an 
ellipsoid which is centered at the origin is
X2 V2 z2
where a,b and c are the axes of the ellipsoid shape. The equation of a plane in three 
dimensions can be expressed as
Ax A - B y C z  =  D (B.2)
where [A,B,C] is described by the normal to the plane, and D is the distance of the plane
from the origin. If one solves equation B.2 for z and substitutes in B.l
* = A *  +  B V ~ D (B.3)
G
After some manipulation, the following equation can be obtained.
x 2(b2c2 +  E A 2) +  y2(a2c2 +  e,B2) + lA B E x y  -  -  2 B D E y =  2 - E D 2
(B.4)
2 J 2where E = fyf-. This resembles the equation of a quadratic shape
a'x2 + 2b'xy + c'y2 + 2 d'x + 2 f'y + g1 = 0 (B.5)
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In our case, the parameters are as follows
b2f? + E A 2
(B.6)
a
b' = A B E  
d = a2c2 + B 2E  
d' =  - A D e  
f  =  - B D e  
g' = B B 2 - a2b2c2
In order for the curve expressed in equation B.4 to be an ellipse, some conditions have 
to be met. These are [106].
A =
a1 b' d
b' d f
d' f  sf
(B.7)
J = a' b‘ 
b' d
> 0 (B-8)
T < °
v  J f
d' f  g'
a' + d <  0 (B.9)
If the hyphenated parameters are replaced by the right hand side arguments from equa­
tion B.6, the conditions can be tested. The first condition can be tested if the determi­
nant is solved. After manipulation, the following expression is reached.
a2b2c4E D 2 + b2c2B 2D 2E 2 -1- a2c2A2D 2E 2 - a4&4c6 - a2b4c4E B 2 -  b2c2e2B 2D 2 
- a4b2c4A 2E - e2A 2B 2D 2E  -  e2A 2B 2D E  -  e2A 2B D 2E
-  a2c2e2A 2D 2 - e2A 2B 2D 2E  /  0 (B.10)
Initially, this expression does not seem to be equal to zero. Through experimental 
results, it is also shown that it is not equal to zero for various values of the ellipsoid and 
plane parameters, unless the plane and ellipsoid do not intersect at all, in which case 
the equation B.4 and B.5 are not defined.
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The second condition can be explicitly verified. After substitution and manipulations, 
the following inequality is reached.
a2b2c2 + b2c2E B 2 + a2c2E A 2 >0 (B.ll)
Since all terms in the left hand side of the inequality cannot be negative, the condi­
tion is fulfilled. The third condition, is only fulfiled if the nominator is negative. The
denominator is always positive, since
I  — a1 +  c' =  b2c2 + E A 2 + a2c2 + B 2E  > 0 (B.12)
and no terms can be negative.
In order for the nominator to be negative, the following must be true
a2b2c4E D 2 + b2c2B 2D 2E 2 + a2c2A 2D 2E 2 < a4b4cG + a2b4c4E B 2 + b2c2e2B 2D 2 
+ a4b2c4A 2E + e2A 2B 2D 2E + e2A 2B 2D E + e2A 2B D 2E
+ a2c2e2A 2D 2 + e2A 2B 2D 2E (B.13)
The only parameters that can be negative are the B and D terms from the equation of the 
plane. Again, through experimental investigation it has been shown that the inequality 
holds for planes that intersect the ellipsoid at any angle. Since all three conditions are 
met, it is reasonable to assume that any intersection of a plane with an ellipsoid will 
form an ellipse. It has to be noted that the assumption is only used when considering 
the parametric equations of the ellipsoid to be used in Chapter 3 with equations 3.31 
and 3.32. There is no need to use the definition of the ellipse at any other point in the 
analysis, but the assumption that a closed curve is formed from the intersection of the 
plane and the ellipsoid.
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A p p e n d i x  C
Saleh-Valenzuela Model
The Saleh-Valenzuela model is presented in [92], and is based on the assumption that 
rays arrive in clusters. The cluster arrival rate is modelled as a random variable with 
a Poisson arrival process with fixed rate A, while the ray arrival rate is also modelled 
as a Poisson process with rate A. Each cluster usually contains many rays, ie A >> A. 
The negative exponential ray and cluster powers are described by the power-delay time 
constants T and 7 for the clusters and the rays respectivelly. The multiple interactions 
within the clusters lead to negative exponential impulse responses, while it is assumed 
that these rays result from multiple reflections from groups of objects near the vicinity 
of the transmitter or receiver. The analysis of the model and the methodology carried 
out to produce a channel impulse response is presented below.
The arrival time of the Ith cluster is denoted by Ti where I =  0,1,2.... The arrival time 
of the kth ray measured from the beginning of the Ith cluster is tjr where k — 0,1,2.... 
By definition, the first ray of the first cluster arrives at zero time, and their arrival times 
are denoted by To = 0 and r i^ =  0. The arrival times are described by independent 
interarrival exponential probability density functions.
p iT i lT f f  =  Ae- Affi~T^ ) ,  I >  0 (C .l)
p(ri|tz—1) = Ae A(Tfc r(fc-1)d) k >  0 (C.2)
162
A ppend ix  C. Saleh-Valenzuela M odel
The gain of the kth ray of the Ith cluster is denoted by pkl and its phase by 9k{. Thus 
the complex, low-pass impulse response of the channel is given by
oo oo
h(t) (C.3)
1=0 k = 0
The phases 9ki are independent uniform distributed random variables over [0, 2x). The 
path gains /3ki are independent positive random variables whose probability distribution 
is described by
P(fil) = ( W l R e - ^  (C.4)
In the model, the path gains are described by a negative exponential distribution de­
pending on the arrival time of the cluster and the ray.
P l L P 2(Tu rkl)
=  /32(0,0)e~TJTe~Tkll1
where /52 (0,0) — /3q0 an(* 1S ^ ie average power gain of the first ray of the first cluster and 
has to be estimated before the analysis. This is directly related to the average multipath 
power gain G(r) for the room in question. This is given by
G(r) = G (lm )r~a (G-6)
where G(lm) is the free space loss for a 1m link, while a is the path loss exponent and 
usually takes values of 3 to 4, and in some cases up to 6. The parameter r is the antenna 
separation in meters. The total multipath power gain is
G = (C.7)
k
where k is the number of paths and (3k is the gain associated with path k. For the first 
path, the total multipath gain is equal to the first path gain, (3q. The parameter /320 
can be calculated from the following approximation
(32{0,0) » (gX) G (lm )r~a (C.8)
The technique for generating an impulse response from the Saleh Valenzuela is as follows. 
The cluster arrival times are generated according to the distribution C.l, while setting 
To and r 0)o equal to zero. The average power of the first cluster is then generated 
from C.8. The ray arrival times are then generated with the distribution of C.2, while
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the gain of each ray is calculated from the distribution of C.4. In order to finalise the 
characterisation of the rays, the phases of the rays are drawn from a uniform distribution 
between [0, 2tt) . A threshold may be set in order to cease the cluster and ray generation 
if the average power of the generated rays falls beneath it.
As mentioned in [92], typical values of parameters extracted from measurements per­
formed in large buildings are presented in the following table.
Cluster Arrival Rate 1/A 200 nsec
Ray Arrival Rate 1/A 5 nsec
Cluster Power Decay Constant r 60 nsec
Ray Power Decay Constant 7 20 nsec
Table C.l: Saleh Valenzuela Typical Parameters
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