A general framework for solving identification problem for a broad class of deterministic and stochastic models is discussed. This methodology allows for a unified approach to studying identifiability of various stochastic models arising in biology and medicine including models of spontaneous and induced carcinogenesis, tumor progression and detection, and randomized hit and target models of irradiated cell survival. A variety of known results on parameter identification for stochastic models is reviewed and several new results are presented with an emphasis on rigorous mathematical development.
INTRODUCTION
In a very general form, the identification problem for a model describing behavior of a physical, chemical, biological or other system can be formulated as follows.
Suppose a system is governed by the equation y --f(x, 0),
where x is a scalar or vector variable descriptive of the state of the system (e.g. time, vector of spatial coordinates, etc.), y is an observable scalar of vector quantity characterizing the system "output," 0 is a (typically unknown and unobservable) parameter or set of parameters labeling a specific system within a class of similar systems, and f is a known function that relates the value x of the descriptive variable of the system to its output y. Elements of the parameter set 0 are usually represented by real numbers, functions or probability distributions. It will be assumed that the parameter set 0 is minimal in that none of its elements is a function of other elements.
We assume that the state variable x takes values in a given set which is typically independent of 0. For deterministic models, Eq. (1) can be obtained by solving a differential, difference, integral or other equation that governs behavior of the system. For stochastic models, Eq.
(1) has the form Y f(X, 0), where X and Y are random variables (RVs), random vectors, stochastic processes or random fields. In most cases, observed is the distribution of Y rather than its particular realization. The distribution of RV Y is completely characterized by either the cumulative distribution function (CDF) Fr(y)"-Pr(Y --< y) or the corresponding survival function /r(Y):= 1 Fr(y) Pr(Y > y). If RV Y is absolutely continuous then its distribution is also uniquely determined by its probability density function (PDF) fr or (in the case of non-vanishing survival function) by the hazard function q,.
In stochastic models described in this paper, the observed output Y is a non-negative RV in which case Eq.
(1) takes on the form Fr(t) f (t, 0), >--O, (2) where/y can be replaced by whatever characteristic of the distribution of RV Y (CDF, PDF, hazard function, characteristic function, etc.) that is appropriate and for which Eq. (2) assumes the simplest form. Observe also that survival and hazard functions of such RV Y are related Property (4) The output of stochastic models is typically observed in a form of a finite sample from the distribution of RV (random vector, etc.) Y. The empirical distribution of such sample can be thought of as an approximation to the "true" distribution of Y. Then identifiability of the model makes it plausible that parameters of the model can be estimated from the sample observations using standard statistical methods (maximum likelihood, moment, Bayesian, etc.). It should be emphasized that identifiability is a structural property of the model that has analytic nature. If met, it removes the crudest obstruction to determining or estimating model parameters but cannot automatically ensure any properties of statistical estimators such as consistency or asymptotic normality. On the contrary, non-identifiability suggests that the original model parameters cannot even in principle be estimated from output observations. Practically, lack of identifiability manifests itself in the instability of statistical estimators of model parameters, should these estimators be constructed formally with no regard to model non-identifiability.
Let 6} be the collection of all admissible parameter sets 0 for the model (1). (6) and constants C1, C2 are uniquely determined by the initial position Y0--y(0) and initial velocity v0-y1(0) of the body (specifically, C =Y0 and C2=vo/w). The "natural" parameter set for the system in question is 0--(m,k, yo, vo). Could this set be identified from the observed motion (Eq. (5))? Clearly, the answer is NO, because it is only Yo, Vo and the frequency co that can be determined by the output y(t), where o is the combination (Eq. (6)) of the model parameters m, k, so that each value o corresponds to infinitely many parameter sets 0. Thus, the model is not identifiable.
The structure of the paper is as follows. In the second section, we discuss a general methodology for solving the identifiability problem for finite parametric models. This analysis leads us to formulation of main questions of interest with reference to model identifiability and sets up a stage for the ensuing study of identifiability properties of various stochastic models arising in biology and medicine. In the third and fourth sections, we introduce Moolgavkar-Venzon-Knudson and Yakovlev-Polig models of carcinogenesis, respectively, and discuss at length their identifiability. Some general observations related to identification of stochastic models providing the distribution of the total duration of two-stage processes of any nature are presented in the fifth section. Continuing this line of reasoning in the sixth section, we further incorporate into our analysis, in addition to the stage of tumor latency discussed in the third and fourth sections, also the stage of tumor progression and stochastic models of cancer detection. Our main attention there is focused on identifiability of the joint distribution of age and tumor size at spontaneous detection. Finally, the seventh section deals with identification properties of randomized hit and target models of irradiated cell survival.
IDENTIFICATION OF FINITE PARAMETRIC MODELS
In this section, we make a few general observations regarding identification properties of models (1) or (2) depending on a finite set of parameters 0 (01,..., 0n).
Studying such properties begins with solving the equation f(x, O)= g(x), x 9, for 0, where g is a given output function, in an attempt to identify all possible independent combinations of parameters 01,..., 0n that are determined by the function g. This typically results in equations of the qi(O1,..., On) Li(g), 1 --< --< m,
by contrast to the original parameters 0 that usually have a readily available "mechanistic" connotation.
with some functions qgi: "--and functionals Li, 1 <-- 
This means that parameters Armitage and Doll (1957) Karlin (1966) . (3) Tumors arise from a single malignant progenitor cell.
Once a malignant cell is generated, its subsequent growth is irreversible and leads to appearance of a detectable tumor.
As shown by and Yakovlev and Polig (1996) , under assumption (2) and for arbitrary promotion time distribution with CDF F, formation of clonogenic tumor cells is governed by a Poisson process with the integral rate
Then the general form of the survival function G(t) of the time to tumor, that is, the probability of no malignant clonogenic cells at time t, is given by
In the particular case of constant initiation rate u, this formula takes on the form (10) compare with (3).
Observe that in the case of spontaneous carcinogenesis, time to tumor (also referred to as time of tumor latency is counted from the moment of birth while for induced carcinogenesis, the time is measured from the initial moment of exposure to a carcinogen.
Model (9) and its particular case (10) was widely used to describe induced and spontaneous carcinogenesis (Klebanov et al., 1993; Hanin et al., 1997) , and hormesis .
When the rate of initiation (u) and the rates of cell division (ge), death or differentiation (/3), and malignant transformation (/x) for initiated cells are all constant, and the number of target normal cells is effectively constant, the following explicit formula for the CDF F of the promotion time was obtained by Kopp-Schneider et al. (1994) and Zheng (1994) :
As found by Kopp-Schneider et al. (1994) and Zheng (1994) (or can be obtained on the basis of formulae (10) and (11) Heidenreich (1996) and subsequently by and Heidenreich et al. (1997) that the four parameters u, ge, /3,/x of the MVK model (which may be constants or, more generally, functions of time) are not jointly identifiable from time-to-tumor data alone. This explained the failure of attempts by several researchers over a substantial period of time to estimate the four parameters of the MVK model from time-to-tumor data. A rigorous treatment of the identifiability problem for the MVK model with constant parameters along the lines indicated in the previous section was first implemented by , and is presented below. shown by Heidenreich (1996) proposed by Yakovlev and Polig (1996) . It is similar to the MVK model in that the survival function of time to tumor has the same general form (10). However, in contrast to the MVK model, promotion and killing of initiated cells are incorporated in the Yakovlev-Polig (Y-P) model as competing risks.
The Y-P model is based on the following assumptions (Yakovlev and Polig, 1996 It was shown by Yakovlev and Polig (1996) that the hazard rate q in the Y-P model is given by the following formula: 
implies that 01 1, 02--2 and f--3 .
Observe that if the model is identifiable in a family then this is also true for every subfamily of .
We begin our review of identifiability properties of the Y-P model with the simple case when the dose rate h is constant.
PROPOSITION
Suppose that h is constant. Then Y-P model is identifiable.
For the proof of this and other statements in this section, which proofs are not supplied in the text, the reader is referred to Hanin and Boucher (1999 
Z ai[F(t ri-1) F(t ri)] + anF(t rn-). i--1 Since the function g is continuous on [rn-l,T] and g(T)
A > 0, there exists e C (0, T-m-l) such that g(t) > 0 for (T e, T]. Then by Eqs. (18) and (19) Olexp -02ffoh(x)dx lexp-2toh(x)dx, @ (T-e, T]. Significance of the set Ef stems from the fact that, for O<_t<_T, Yakovlev and Polig (1996) , Boucher and Yakovlev (1997) , Boucher et al. (1998) and Tsodikov and Mtiller (1998) used Y-P model for analysis of real time-to-tumor data that resulted from animal experiments. In particular, Y-P model has explained successfully the inverse dose-rate effect in radiation carcinogenesis (Yakovlev et al., 1977; Yakovlev and Polig, 1996) and allowed estimation of the proportion of initiated cells, which are killed by urethane in mice (Boucher and Yakovlev, 1997; Boucher et al., 1998) . The promotion time distribution was assumed to belong to the gamma family with PDF given by Eq. (33). As follows from Theorem 4, in this case the model is identifiable for all practically important dose-rate functions h. This explains why in the papers cited above parameters of the Y-P model were successfully estimated using the method of maximum likehood.
Possible lack of identifiability of the Y-P model leads to the problem of computing its parametric dimension and describing identifiable combinations of parameters 01, 02, f.
IDENTIFIABILITY PROBLEM FOR TWO-STAGE MODELS
In the two previous sections, we discussed mechanistic models of tumor latency providing biologically motivated explicit analytic expressions for the distribution of time T to the appearance of the first clonogenic tumor cell measured from the birth of individual for spontaneously arising tumors and from the start of exposure to carcinogen in the case of induced tumorigenesis. These formulas contain several parameters which, under certain conditions discussed above, are identifiable from the distribution of RV T. In many instances, the distribution of time to tumor is assumed to belong to the gamma family or any other flexible multiparametric identifiable family for that matter. It should be emphasized that duration of tumor latency is unobservable which renders direct inference about its distribution including parameter estimation impossible. This difficulty can be circumvented by resorting to observable endpoints, such as age at tumor detection. This necessitates involvement of the progression stage of tumor development The process of spontaneous tumor detection will be characterized by the hazard function (detection rate) r(t).
We proceed from the following assumptions.
( 
and 0 otherwise. In the particular case of exponential tumor growth with rate A > O, we find using formula (37) that ( ls)
Thus, the distribution of random vector Y is absolutely continuous, but the support of Y depends on unknown parameters involved in the law of tumor growth (A in the case of exponential growth).
Let the distribution of tumor latency time T depend on a parameter set 0. Notationally, this will be reflected by setting fv (t) Proof Suppose that h(u g(s; r/); O)k(s; h(u g(s; ); )k(s; ) (39) for all u >-0, s >-1. Comparing the supports of both sides of this equality with conditions (i)-(iii) and formula (38) taken into account, we conclude that f(t, ) f(t; l) for all >-0. Therefore, in view of condition (iv), rt--. It is now commonly believed that cell target can be identified with cellular DNA, which single and double strand breaks constitute primary radiation-induced lesions. These lesions are subject to repair. Therefore, it is more biologically relevant to interpret m as the number of unrepaired (or irreparable) lesions (assumed to be identical) that a cell can bear without being killed. Alternatively, one may assume that a cell dies when it has at least one unrepaired lesion, but its repair capacity is limited to m lesions. For an at depth discussion of the foundations of the hit and target theory, the reader is referred to Dantzer (1934) , Clifford (1972) , Turner (1975) , Hanin et al. (1993) , Hanin et al. (1994) .
It follows from the above two principles that survival probability of a cell exposed to an instantaneously delivered dose D of ionizing radiation is given by (xD)k S(D; m, x) e -xD E k ---. (40) k=O
