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Zusammenfassung
Die mediale Achse wurde 1967 von Harry Blum zur Darstellung und Analyse
ebener abgeschlossener Gebiete eingef

uhrt. Sie besteht aus dem Abschlu der
Menge aller Mittelpunkte maximaler Kreisscheiben. Eine Kreisscheibe heit dabei
maximal, sofern sie ganz in dem Gebiet enthalten und nicht echte Teilmenge
einer ebenfalls in dem zu betrachtenden Gebiet liegenden Kreisscheibe ist. Auf
der medialen Achse operiert die sogenannten Radiusfunktion. Sie ordnet jedem
Punkt der medialen Achse den Radius der zugeh

origen maximalen Kreisscheibe zu
und erm

oglicht damit die exakte Rekonstruktion des zugrundeliegenden Gebietes
aus der medialen Achse. Hieraus resultiert eine zur Parametrisierung des Randes
alternative Darstellung von Gebieten in der euklidischen Ebene.
Die mediale Achse ist lokale Symmetrieachse, dimensionsreduzierend und f

uhrt
auf einen Graphen, welcher mit Hilfe der metrischen Informationen der Radius-
funktion eine automatisierte Analyse ebener Gebiete mittels graphentheoreti-
scher Konzepte erm

oglicht. Dementsprechend breit ist das Spektrum an Ein-
satzgebieten. Unter anderem geh

oren hierzu die Strukturanalyse von Bauteilen,
die Netzgenerierung f

ur Finite-Element-Methoden, die Bewegungsplanung in der
Robotik, Anwendungen der digitalen Bildverarbeitung wie Bilderkennung und
-kompression, das Design von Werkst

ucken und das L

osen geometrischer Proble-
me wie zum Beispiel die Berechnung von Parallelkurven.
Diese Arbeit fat zun

achst alternative Denitionen, Eigenschaften und An-
wendungsgebiete medialer Achsen zusammen. Im Vordergrund steht jedoch die
exakte Berechnung beziehungsweise die Approximation medialer Achsen abge-
schlossener Gebiete in der euklidischen Ebene.
Entscheidendes Hilfsmittel ist hierbei das Voronoj-Diagramm { jene Partition
der euklidischen Ebene, die jedem Punkt einer vorgegebenen Menge diejenigen
Punkte der euklidischen Ebene zuordnet, deren Abst

ande zu diesem kleiner als
zu allen anderen Punkten der besagten Menge sind. Klassische Probleme der geo-
metrischen Datenverarbeitung, wie zum Beispiel das der n

achsten Nachbarn oder
die Bestimmung eines minimal spannenden Baumes, lassen sich auf die Berech-
nung des zugeh

origen Voronoj-Diagramms zur

uckf

uhren. Dar

uber hinaus erh

alt
man aus dessen geometrischen Dual die Delaunay-Triangulierung.
F

ur den Fall einfach polygonal berandeter Gebiete wird der Begri des Voronoj-
Diagramms von Punktmengen auf Mengen von Geradensegmenten und Punk-
ten erweitert. Neben der Untersuchung der Eigenschaften dieser verallgemeiner-
ten Voronoj-Diagramme wird ein Algorithmus zu deren Berechnung vorgestellt.
Es wird gezeigt, da die mediale Achse eines polygonalen Gebietes eine einfach
zu charakterisierende Teilmenge des verallgemeinerten Voronoj-Diagramms des
Randpolygons ist und im Fall konvexer polygonaler Gebiete sogar mit diesem

ubereinstimmt. Die Berechnung der medialen Achse eines einfach polygonal be-
randeten Gebietes kann somit auf die Bestimmung des zugeh

origen verallgemei-
nerten Voronoj-Diagramms des Randes zur

uckgef

uhrt werden.
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Analog erfolgt die Berechnung medialer Achsen mehrfach zusammenh

angen-
der polygonaler Gebiete. Hierzu wird, nach einer eingehenden Analyse der zu-
geh

origen verallgemeinerten Voronoj-Diagramme, der zuvor eingesetzte Algorith-
mus zur Berechnung der verallgemeinerten Voronoj-Diagramme einfacher Poly-
gone auf den Fall der R

ander mehrfach zusammenh

angender polygonaler Gebiete
erweitert.
Der zweite Teil der Arbeit befat sich schlielich mit der Approximation me-
dialer Achsen r-regul

arer Mengen. Diese wird zun

achst auf die Approximation des
zugeh

origen Voronoj-Diagramms des Randes durch das Voronoj-Diagramm einer
auf dem Rand verteilten diskreten Punktmenge zur

uckgef

uhrt. Zur N

aherung
der medialen Achse werden dabei genau jene Kanten dieses klassischen Voronoj-
Diagramms herangezogen, die ganz in dem zu betrachtenden Gebiet enthalten
sind. Somit fut die Berechnung der approximierten medialen Achse auf den be-
kannten und ezienten Algorithmen zur Bestimmung von Voronoj-Diagrammen
diskreter Punktmengen. Es wird gezeigt, da die Approximation gegen die exakte
medialen Achse konvergiert, sofern die Menge der approximierenden Randpunkte
gegen den Rand des Gebietes strebt. Dar

uber hinaus wird eine Absch

atzung f

ur
die Abweichung des Gebietes von dessen Rekonstruktion, welche aus der appro-
ximierten medialen Achse gewonnen werden kann, entwickelt.
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Kapitel 1
Mediale Achsen
Ziel dieses Kapitels ist es, den Begri der medialen Achse zu motivieren und zu
denieren. Anschlieend werden die Eigenschaften der medialen Achse untersucht
und einige ihrer Anwendungen vorgestellt.
1.1 Denition der medialen Achse
Harry Blum f

uhrte 1967 die mediale Achse (auch Skelett oder symmetrische Ach-
se genannt) zur ezienten Beschreibung ebener biologischer Formen ein, da er
die Mittel zur Formbeschreibung in der Topologie als zu allgemein, auf der ande-
ren Seite aber die der euklidischen oder projektiven Geometrie als zu restriktiv
erachtete. Insbesondere sah er nicht die M

oglichkeit, biologische Formen in ei-
ner dem nat

urlichen Wachstum und der daraus resultierenden Vielfachheit und
Flexibilit

at angemessenen Weise zu beschreiben. Dar

uber hinaus sollte der neue
Formbegri sowohl zur Klassikation als auch zur Dierenzierung der zu beschrei-
benden Formen dienen. In Analogie zum Wachstum
"
aus der Mitte\ verlagerte
Blum deshalb die Beschreibung einer Form von ihrem Rand weg in das Innere
derselben (intrinsische Darstellung).
Seine Denition der medialen Achse richtet sich dabei an der folgenden Mo-
dellvorstellung aus: in der Ebene beginnt sich von dem Rand der Form ein Feuer in
gleichbleibender Geschwindigkeit nach allen Richtungen auszubreiten. Die Punk-
te der Ebene, an denen verschiedene Feuerfronten aufeinandertreen, bilden die
mediale Achse. Tr

agt man dabei f

ur jeden Punkt die verstrichenen Zeit bis zum
Beginn des Brennens in z-Richtung ab, so besteht die mediale Achse aus den
Graten dieses
"
Zeitengebirges\. Im linken Teilbild der Abbildung 1.1 wird alter-
nativ die verstrichene Zeit mit Hilfe unterschiedlicher Graustufen dargestellt. Je
dunkler ein Punkt, desto l

anger hat es gedauert, bis auch er von dem Feuer erfat
wurde.
Blum f

uhrte in [3] eine zu diesem
"
inversen Wachstum\

aquivalente Denition
der medialen Achse ein, deren Grundlage nun bereitgestellt werden soll. Bezeichne
d(a; b) im folgenden den euklidischen Abstand zweier Punkte a; b der euklidischen
10
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Abbildung 1.1: alternative Denitionen der medialen Achse
Ebene IE
2
. Sei 
 eine nichtleere, beschr

ankte, abgeschlossene Teilmenge von IE
2
,
a ein Punkt der euklidischen Ebene, so ist d(a;
) := minfd(a; p) j p 2 
g der
Abstand des Punktes a von 
. Dieser Abstand ist aufgrund der Abgeschlossenheit
von 
 eindeutig, was jedoch f

ur das Element p 2 
, zu dem a den minimalen
Abstand einnimmt, nicht gelten mu. Die geschlossene Kreisscheibe K
r
(p) :=
fx 2 IE
2
j d(p; x)  rg um x mit Radius r heit maximal in 
, sofern es keine
weitere, K
r
(p) ganz enthaltende Kreisscheibe in 
 gibt.
B(
) := fK
r
(p)  
 jK
r
0
(p
0
)  
 ^K
r
(p)  K
r
0
(p
0
)) K
r
0
(p
0
) = K
r
(p)g
ist schlielich die Menge aller in 
 enthaltenen maximalen Kreisscheiben.
Denition 1.1 Sei 
 eine nichtleere, abgeschlossene, beschr

ankte Teilmenge der
euklidischen Ebene IE
2
, @
 deren Rand. Die abgeschlossene Menge
M(
) := cl
 
fp 2 
 j 9r 2 IR
+
: K
r
(p) 2 B(
)g

(1.1)
aller Mittelpunkte der in 
 enthaltenen maximalen Kreisscheiben und deren
H

aufungspunkte heit mediale Achse von 
. Die Funktion r : M(
) ! IR
+
gegeben durch
r(p) := d(p; @
) (1.2)
wird als Radiusfunktion der medialen Achse M(
) bezeichnet.
Das rechte Teilbild der Abbildung 1.1 zeigt die mediale Achse eines einfachen
Gebietes und exemplarisch einige maximale Kreisscheiben, deren Mittelpunkte
durch kleine Kreuze gekennzeichnet sind.
Gebr

auchlich ist auch die folgende Fupunkt-Denition der medialen Achse.
Ein Punkt x des Randes @
 heit Fupunkt (auch Projektionspunkt) von p 2 
,
sofern d(p; x) = d(p; @
) gilt. Die Menge F (
) aller Punkte von 
, die mindestens
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zwei Fupunkte besitzen, liegt dicht inM(
) [6]. Dies impliziert cl(F (
)) =M(
)
und f

uhrt somit auf die folgende alternative Darstellung der medialen Achse
M(
) = cl
 
fp 2 
 j 9x; y 2 @
; x 6= y mit
d(p; x) = d(p; y) = d(p; @
)g

:
(1.3)
In der Literatur sind weitere, zu den gew

ahlten nicht

aquivalente Denitionen
der medialen Achse zu nden. Variationen ergeben sich durch Verwendung oener
Gebiete, oener Kreisscheiben und durch den Verzicht auf die Hinzunahme der
H

aufungspunkte [3] [6] [26].
Der Vorteil der gew

ahlten Denition mittels maximaler Kreisscheiben ist, da
diese sich in homogener Weise auch auf h

ohere Dimensionen

ubertragen l

at.
So wird die mediale Achse (mediale Fl

ache oder Menge) eines K

orpers im IE
n
als
Abschlu der Menge aller Mittelpunkte der maximalen n-dimensionalen Sph

aren,
die ganz in 
  IE
n
enthalten sind, deniert. Insbesondere der Fall n = 3 ist
Gegenstand heutiger Untersuchungen [12] [36].
1.2 Eigenschaften der medialen Achse
Die Denition der medialen Achse als Abschlu der Menge aller Mittelpunkte
der maximalen Kreisscheiben in 
 impliziert die Kompaktheit von M(
). Da
die Menge
f
M(
) der Mittelpunkte maximaler Kreisscheiben ohne die explizite
Hinzunahme ihrer H

aufungspunkte im allgemeinen nicht abgeschlossen ist, zeigt
das Beispiel in Abbildung 1.2.
a
b
Abbildung 1.2: nicht abgeschlossene mediale Achse
Hier wurde auf dem Segment (a; b) eine Folge von Punkten x
i
; i 2 IN gew

ahlt,
die gegen b konvergiert { etwa x
i
:=
1
n
a+(1 
1
n
)b. Ersetzt man jedes dieser Teil-
segmente (x
i
; x
i+1
) durch eine dreieckige Ausbuchtung der H

ohe h
i
:= d(x
i+1
; x
i
),
so enth

alt
f
M(
) zwar zu jeder Ausbuchtung einen Teil der zugeh

origen Winkel-
halbierenden, nicht jedoch das von b ausgehende Grenzsegment, welches in der
Abbildung 1.2 gestrichelt dargestellt ist.
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Das Ausgangsgebiet 
 l

at sich mit Hilfe der medialen Achse M(
) und der
zugeh

origen Radiusfunktion r : 
 ! IR
+
exakt rekonstruieren, denn es gilt der
sogenannte Rekonstruktionssatz [15]:

 =
[
p2M(
)
K
r(p)
(p) : (1.4)
Dieser rechtfertigt die Identizierung von medialer Achse M(
) und zugeh

origer
Radiusfunktion r(p) mit dem Gebiet 
. Dem Rechnung tragend bezeichnet man
die mediale Achse zusammen mit ihrer Radiusfunktion auch als mediale Achsen
Transformation.
Eine hervorragende Eigenschaft der ebenen medialen Achsen, die sich letzt-
endlich die meisten Analysealgorithmen zunutze machen, ist die Tatsache, da
M(
) im zweidimensionalen Fall zu einem Graphen G(M(
)) f

uhrt [5]. Eine
notwendige Bedingung hierf

ur ist, da die mediale Achse
"
d

unn\, das heit ein-
dimensional ist [26]. Da f

ur das Innere in(M(
)) der medialen Achse
in(M(
)) = ; (1.5)
gilt, besteht M(
) nur aus Kurvensegmenten und/oder Punkten der Ebene. Die
Knoten des zugeh

origen Graphen G(M(
)) sind dabei die Anfangs- und Verzwei-
gungspunkte von M(
), also jene p 2 M(
), die nur einen oder mehr als zwei
Fupunkte in @
 besitzen. Die Kanten werden durch die die Knoten verbinden-
den Kurvensegmente der medialen Achse gebildet und bestehen aus den Punkten
p 2M(
), die genau zwei Fupunkte besitzen.
Ist @
 eine einfache, zweimal stetig dierenzierbare Kurve (C
2
) und die Kr

um-
mung von beschr

ankter Variation, so hat G(M(
)) eine baum

ahnliche Struktur
[8]. Dieselben Voraussetzungen implizieren eine weitere Eigenschaft, die Grundla-
ge der meisten Unterteilungsalgorithmen zur Berechnung der medialen Achse ist.
Existiert eine Kreisscheibe K
r
(p) beim Punkt p der medialen Achse, die in mehr
als einem Punkt tangential zu @
 verl

auft, so kann 
 in zwei Teilgebiete 

l
und 

r
unterteilt werden, welche jeweils K
r
(p) enthalten und f

ur die @(

l
\

r
) = @K
r
(p)
und M(
) =M(

r
) [M(

l
) gilt.
Chiang zeigt in [8], da bei mehrfach zusammenh

angenden Gebieten vom
Geschlecht n (Gebiete
"
mit L

ochern\) G(M(
)) genau n einfache Zyklen besitzt,
sofern der Rand st

uckweise C
2
und dessen Kr

ummung von beschr

ankter Variation
ist. Dabei umfat jeder Zyklus genau ein Loch.
Des weiteren ist die mediale Achse invariant bez

uglich Translationen, Rota-
tionen und einheitlicher Skalierung, jedoch nicht gegen

uber allgemeinen anen
Abbildungen (z.B. unterschiedliche Skalierung in x- und y-Richtung) [6].
Eine mitunter sehr st

orende Eigenschaft ist die extreme Sensitivit

at der me-
dialen Achse gegen

uber leichten Modikationen des Randes, wie sie auch in Ab-
bildung 1.2 zu sehen ist. Hier f

ugt die Hinzunahme jeder auch noch so kleinen
Ausbuchtung von @
 der medialen Achse einen weiteren Ast hinzu.
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Dagegen gibt es jedoch auch St

orungen bez

uglich denen die Punktmenge von
M(
) invariant bleibt. Ein Beispiel daf

ur zeigt die nachfolgende Abbildung 1.3.
Ausgangsgebiet ist hier ein Quadrat, dessen mediale Achse aus den beiden Dia-
Abbildung 1.3: Verhalten der medialen Achse bei

Anderung des Randes
gonalen besteht (linkes Teilbild). Die beiden anderen Teilbilder entstehen durch
das Einf

ugen eines zus

atzlichen Punktes in jeder Seitenmitte, die anschlieend in
Normalenrichtung symmetrisch zum Mittelpunkt verschoben werden. Entfernen
sich die Punkte vom Mittelpunkt des Quadrats (Mitte), so

andert sich auch die
mediale Achse, w

ahrend die Ann

aherung der hinzugef

ugten Punkte zum Mittel-
punkt die mediale Achse unver

andert l

at. Anhand der Radiusfunktion lassen
sich jedoch diese Gebiete mit identischer medialen Achse unterscheiden.
Chaney untersucht in [7] die Abh

angigkeit der medialen Achse vom Rand
des zugeh

origen Gebietes. Er verwendet dabei als Ma f

ur die Komplexit

at von
M(
) die Anzahl der

Aste, die mit der Anzahl der Extrema der Kr

ummung auf
dem Rand korreliert. Auch gibt es einen lokalen Zusammenhang zwischen der
Kr

ummung der medialen Achse und der Kr

ummung des zugeh

origen Randes [8].
Da die mediale Achse und somit auch der zugeh

orige Graph G(M(
)) nicht
notwendigerweise zusammenh

angend ist, zeigt das Gegenbeispiel in Abbildung 1.4.
Hier setzt sich 
 aus zwei sich ber

uhrenden, abgeschlossenen Kreisscheiben zu-
Abbildung 1.4: nicht zusammenh

angende mediale Achse
sammen. M(
) besteht in diesem Fall aus den beiden Kreismittelpunkten. Sher-
brooke, Patrikalakis und Wolter konnten in [36] jedoch zeigen, da bei zusam-
menh

angenden, kompakten Mannigfaltigkeiten 
 des IR
n
mit einfach geometrisch
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stetigem (G
1
) und st

uckweise zweifach stetig dierenzierbarem Rand auch die zu-
geh

orige mediale Achse zusammenh

angend ist. Dies beruht auf der Existenz eines
starken Deformationsretrakts zwischen einer solchen Mannigfaltigkeit und der zu-
geh

origen medialen Achse, welcher im Falle des Pfadzusammenhangs von 
 auch
den Pfadzusammenhang von M(
) impliziert.
1.3 Einsatzgebiete
Gebietszerlegungen und Strukturanalyse
Eine wichtige Anwendung der medialen Achsen Transformation besteht in der
automatisierten Gittergenerierung { zum Beispiel f

ur nite Element-Methoden
[1] [15] [37] [39]. Da ein gutes Gitter die geometrischen Charakteristiken des zu
partitionierenden Gebietes ber

ucksichtigen mu, waren manuelle Vorgaben bisher
meist unumg

anglich. Ein Einsatz der medialen Achse erm

oglicht eine vollkomme-
ne Automatisierung und somit eine wesentliche Beschleunigung dieses Arbeits-
schrittes.
Die Berechnung des Gitters verl

auft dabei in drei Teilschritten. Zun

achst er-
folgt eine grobe Unterteilung des Gebietes mit Hilfe der medialen Achse in einfa-
che Teilgebiete, die im zweiten Teilschritt trianguliert werden. Anschlieend mu
die so gewonnene Triangulierung noch gegl

attet werden.
Die mediale Achse kann auch zur Komplexit

atsreduktion eingesetzt werden
[1]. So lassen sich mit ihrer Hilfe jene Teile des Ausgangsgebietes ermitteln, die
f

ur das makroskopische Verhalten der Fl

ache eine untergeordnete Rolle spielen.
Die zu diesen Teilen zugeh

origen Abschnitte der medialen Achse werden ent-
fernt und aus den verbleibenden Segmenten mit Hilfe des Rekonstruktionssatzes
ein vereinfachtes Modell gewonnen (defeaturing). Sofern diese Teilgebiete, nicht
aber ihre genauen Abmessungen ben

otigt werden, kann der Rechenaufwand durch
eine Dimensionsreduktion verringert werden, indem zum Beispiel eine kreisf

ormi-
ge Aussparung zu einem Punkt zusammengezogen wird. Als Ma f

ur derartige
Analysen bieten sich das Verh

altnis von Segmentl

angen der medialen Achse zum
durchschnittlichen Durchmesser der zugeh

origen maximalen Kreisscheiben, oder
das Verh

altnis der L

ange eines Randsegments zum durchschnittlichen Radius je-
ner Kreisscheiben, die das Segment ber

uhren, an. Auch kann die Radiusfunktion
selbst zur Identizierung sehr d

unner Bereiche herangezogen werden. Mit geeig-
neten Maen lassen sich so bei Bedarf erste Approximationen f

ur physikalische
Untersuchungen gewinnen.
Die mediale Achsen Transformation bildet auerdem einen guten Ausgangs-
punkt f

ur die Strukturanalyse von beliebigen Formen. So k

onnen mit ihrer Hil-
fe Symmetrien, Periodizit

aten, gegenseitige Lage und Zusammenh

ange zwischen
den Randsegmenten erkannt werden. Dem Analyseproze kommt dabei wesent-
lich die dimensionsreduzierende Eigenschaft und die graphen

ahnliche Gestalt der
medialen Achse zugute, die sowohl den Speicherbedarf als auch die Analysezeit
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reduziert.
Im ebenen Fall kann der Graph der medialen Achse mit Hilfe der Radiusfunk-
tion zu einem Flugraph erweitert werden, wie er zum Beispiel im VLSI-Design
(resistance networks) [28] oder in der Robotik [13] ben

otigt wird. Bewegt sich ein
Roboter in einem Gebiet, so ist die mediale Achse jener Weg, der den Abstand
zum Rand maximiert. Insbesondere kann die mediale Achsen Transformation so
auch zur Kollisionserkennung eingesetzt werden. Analog dazu bilden im VLSI-
Design bestimmte Baugruppen die L

ocher in dem f

ur die elektrischen Leiterbah-
nen zur Verf

ugung stehenden Gebiet. Mit Hilfe des Flugraphen l

at sich dann
entscheiden, wie und wo diese Leiterbahnen verlegt werden k

onnen (vergleiche
Abbildung A.3 im Anhang).
Digitale Bildverarbeitung und Formerkennung
Die mediale Achse dient auch der Formerkennung, etwa in der Mikrobiologie [8],
oder der Texterkennung. Brandt [6] entwickelte dar

uber hinaus das Modell einer
Dokumentverwaltung, in der die zu verwaltenden Objekte in Form ihrer medialen
Achse abgelegt werden. Sie erm

oglicht neben einer starken Datenkompression
auch die freie Skalierbarkeit der Objekte und deren exible, system

ubergreifende
Darstellung, die nicht auf einer beschr

ankten Menge von Basisobjekten aufbaut.
Dazu ist zun

achst ausgehend von einer digitalisierten Vorlage die mediale
Achse zu berechnen [6] [8] [9] [29]. Die daf

ur eingesetzten Algorithmen k

onnen in
die folgenden Klassen unterteilt werden [6] [30]:
 grassre simulation: Adaptiert das Vorgehen der Blum'schen Modellvorstel-
lung. Hierbei wird die mediale Achse durch die isotropische Ausbreitung
einer L

oschfront aus dem Gebiet
"
herausgesch

alt\. Problematisch dabei ist
jedoch, da eine solche echte Isotropie im digitalen Raum nicht erreicht
werden kann.
 boundary tracking: Verwendet den Zusammenhang und die Struktur der me-
dialen Achse, um ausgehend von einem beliebigen Mittelpunkt einer maxi-
malen Kreisscheibe die mediale Achse sukzessive zu berechnen. Die Kon-
struktion benachbarter Punkte erfolgt dabei mit Hilfe von Tangenten an
den Rand. Alternativ hierzu k

onnen die diskreten Punkte des Randes auch
als Knoten eines Polygons aufgefat werden, dessen mediale Achse sich mit
den in den folgenden Kapiteln vorgestellten Algorithmen berechnet l

at.
 distance transformation: Mittels einer Metrik wird zu jedem Punkt des Ge-
bietes ein Abstand berechnet, mit dessen Hilfe die relevanten Punkte an-
schlieend isoliert werden. Die Wahl der Metrik entscheidet dabei mageb-
lich

uber die Eigenschaften der resultierenden Menge und die Komplexit

at
der Berechnung [8].
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 topological thinning: Hierbei werden iterativ die Punkte entfernt, deren
L

oschung die topologische Struktur des Gebietes nicht ver

andert. Die topo-
logische Bedeutung eines Pixels wird dabei meist anhand seiner unmittel-
baren 3  3-Nachbarschaft festgestellt. Die resultierende Menge ist jedoch
meist keine mediale Achse im Sinne der vorgestellten Denitionen.
Die Problematik dieser Algorithmen liegt in der im vorhergehenden Abschnitt
erl

auterten Sensitivit

at der medialen Achse gegen

uber kleinen Randmodikatio-
nen wie sie in digitalen R

aumen zwangsl

aug auftreten. Solche St

orungen k

onnen
durch Analyse der medialen Achse selbst, etwa durch Vergleich der Radien an den
Bl

attern und benachbarten Knoten von G(M(
)) erkannt und beseitigt werden
[6]. Alleinige Manipulation der medialen Achse f

uhrt jedoch stets zu einer In-
konsistenz zwischen Rand und medialer Achse. Chaney [7] schl

agt deshalb eine
skalierbare Variante der medialen Achse vor, deren Komplexit

atsma die An-
zahl der Segmente der medialen Achse ist, die wiederum mit der Anzahl der
Kr

ummungsextrema des Randes korreliert. Infolge dessen erfolgt vor der Berech-
nung der medialen Achse zun

achst eine Gl

attung des Randes, um die Anzahl
dieser Extrema auf einen gew

unschten Wert zu reduzieren, womit Inkonsistenzen
vermieden werden.
Alternativ dazu gewichtet Ogniewicz [30] jede Kante der medialen Achse mit
Hilfe unterschiedlicher Residuen, deren Werte ein Ma f

ur die Stabilit

at gegen

uber
St

orungen des Randes und geometrischer Abbildungen liefern. Dies f

uhrt zu ei-
ner hierarchischen Struktur der medialen Achse, deren einzelne Au

osungsstufen
durch Schwellwertbildung ermittelt werden k

onnen. Somit entf

allt insbesondere
eine jeweilige Neuberechnung der modizierten medialen Achse wie sie bei der
Gl

attung des Randes notwendig ist.
Design
Die mediale Achse kann ebenfalls zu Designzwecken eingesetzt werden. Dies bietet
sich insbesondere dort an, wo symmetrische Formen erzeugt oder zusammengef

ugt
werden sollen. Liegen zum Beispiel die einzelnen Module in Form ihrer media-
len Achse vor, so erm

oglicht die dimensionsreduzierende Eigenschaft von M(
)
eine verbesserte

Ubersicht beim Zusammenbau und die dabei ben

otigten Infor-
mationen

uber Symmetrien und Abst

ande k

onnen direkt aus den zugeh

origen
Radiusfunktionen gewonnen werden.
Dar

uber hinaus lassen sich symmetrische Objekte weit intuitiver auf der Ebe-
ne ihrer medialen Achse modizieren und manipulieren. Diese Ans

atze bed

urfen
jedoch eines ezienteren Verfahrens zur Rekonstruktion des eigentlichen Objekts

 aus M(
) als das durch den Rekonstruktionssatz gegebene. So entwickelten
Gelston und Dutta [12] f

ur den zwei- und dreidimensionalen Fall eine Methode,

 aus einer in Form von kubischen Splines beziehungsweise Coon Patches gegebe-
nen medialen Achse und Radiusfunktion durch Konstruktion charakteristischer
Kreise beziehungsweise Sph

aren zu rekonstruieren.
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Eine m

ogliche Anwendung dieser Technik besteht in der Computeranimation.
In nat

urlicher und ezienter Form wird so zun

achst das Skelett des K

orpers
erstellt und zur Festlegung von Bewegungspfaden genutzt. Anschlieend werden
dann mit Hilfe der Radiusfunktion die Objekte sowie die

uber die mediale Achse
denierte Bewegung berechnet.
Geometrische Probleme
Elementare geometrische Probleme wie die Bestimmung des Randpunktes, der
am N

achsten zu einem vorgegebenen Punkt liegt (
"
closest boundary point\) oder
der Ermittlung des gr

oten, ganz in 
 enthaltenen Kreises, k

onnen direkt mit
Hilfe der Radiusfunktion gel

ost werden. Die im ersten Abschnitt vorgestellte Mo-
tivation der medialen Achse mit Hilfe von Feuerfronten legt auch die Verwendung
der medialen Achse bei der Berechnung von Parallelkurven (Osetkurven) nahe
[8], die zum Beispiel bei der Fr

asersteuerung Verwendung nden.
Kapitel 2
Mediale Achsen einfacher
polygonaler Gebiete
In diesem Kapitel sollen die speziellen Eigenschaften der medialen Achse von
Gebieten untersucht werden, deren Rand ein einfaches Polygon ist. Als entschei-
dendes Hilfsmittel erweist sich hierbei das f

ur Geradensegmente verallgemeinerte
Voronoj-Diagramm. Schlielich wird ein O(n ldn) - Algorithmus von D. T. Lee
[24] zur Berechnung der medialen Achse vorgestellt.
2.1 Voronoj-Diagramme und mediale Achsen
Seien p und q zwei verschiedene Punkte der euklidischen Ebene, so bezeichne
(p,q) das oene, [p; q] das geschlossene, p und q verbindende Geradensegment.
Diese Segmente sind Teilmengen der durch p und q denierten Gerade hp; qi.
Denition 2.1 Sei F = (p
0
; p
1
; : : : ; p
n 1
) eine Folge von n  3 verschiedenen
Punkten (Knoten) der euklidischen Ebene. Die Menge
P :=
n 1
[
i=0
[p
i
; p
i+1 mod n
] (2.1)
heit einfaches Polygon mit den Kanten [p
i
; p
i+1 mod n
], wenn diese sich nur in
den Endpunkten aufeinanderfolgender Kanten schneiden und je drei aufeinan-
derfolgende Knoten von F nicht kollinear sind. Eine abgeschlossene, nichtleere,
beschr

ankte Teilmenge 
 der euklidischen Eben heit einfaches polygonales Ge-
biet, sofern ihr Rand @
 ein einfaches Polygon ist.
Im folgenden sei @
 stets ein einfaches Polygon im Sinne der Denition 2.1,

 also topologisch

aquivalent zu einer abgeschlossenen Kreisscheibe.
Denition 2.2 Die Projektion p(q; [a; b]) des Punktes q auf das abgeschlossene
Segment [a; b] ist der Schnittpunkt der Geraden ha; bi mit ihrer Orthogonalen
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durch den Punkt q. Das Bild I(q; [a; b]) des Punktes q auf dem Segment [a; b] ist
jener Punkt von [a; b], der den Abstand bez

uglich der euklidischen Metrik von
[a; b] zu q minimiert.
Die Projektion p(q; [a; b]) mu im Gegensatz zum Bild I(q; [a; b]) nicht Be-
standteil des Segments [a; b] sein. Vielmehr schr

ankt das Bild die Projektion auf
das Segment [a; b] ein und dient aufgrund der Beziehung d(q; [a; b]) = minfd(q; x) j
x 2 [a; b]g = d(q; I(q; [a; b])) der Abstandsmessung eines Punktes von einem Seg-
ment.
Wie schon angedeutet erweist sich eine Verallgemeinerung des nach dem rus-
sischen Mathematiker Georgi Feodosjewitsch Voronoj (1868 { 1908) benannten
Voronoj-Diagramms als wichtiges Hilfsmittel zur Berechnung der medialen Achse.
Das klassische Voronoj-Diagramm einer endlichen Menge Q  IE
2
von Punk-
ten ordnet jedem Element aus Q genau die Menge von Punkten der euklidi-
schen Ebene zu, die n

aher bei diesem als bei allen anderen der vorgegebenen
Punkte liegen. Diese sogenannten Voronoj-Bereiche sind zusammenh

angend, und
die Vereinigung ihrer Grenzlinien, auch Bisektoren genannt, bilden das Voronoj-
Diagramm, dessen Dual zur Delaunay-Triangulierung f

uhrt, sofern h

ochstens drei
Punkte auf einem gemeinsamen Kreis liegen.
Auf den Grenzlinien der Voronoj-Bereiche liegen genau die Punkte, deren
Abst

ande zu mindestens zwei der vorgegebenen Punkte minimal sind, woraus
sich f

ur das verallgemeinerte Voronoj-Diagramm auch die entscheidende Ver-
wandtschaft zur medialen Achse ergibt. Zun

achst mu jedoch der Begri des
Voronoj-Diagramms von Punktmengen auf Segmentmengen verallgemeinert wer-
den.
Denition 2.3 Sind X und Y nichtleere, abgeschlossene, beschr

ankte Teilmen-
gen der euklidischen Ebene, so heit die Menge
B(X; Y ) := fp 2 IE
2
j d(p;X) = d(p; Y )g (2.2)
Bisektor von X und Y .
Da @
 ein einfaches Polygon ist treten nur Bisektoren von Knoten und Gera-
densegmenten, im nachfolgenden kurz als Elemente bezeichnet, auf. Abbildung 2.1
zeigt die aus den drei m

oglichen Kombinationen dieser Elemente resultierenden
Bisektoren.
Der linke Teil stellt hierbei einen Knoten-Knoten-Bisektor dar, welcher aus
der Mittelsenkrechten zur Verbindungsgeraden von p und q besteht. Das mittlere
Teilbild zeigt einen aus drei Teilbisektoren, die im folgenden durch eine Tilde ge-
kennzeichnet sind, bestehenden Knoten-Segment-Bisektor. Bezeichne r das oene
Segment (p; q), so setzt sich B([p; q]; f) aus Teilen der beiden Knoten-Knoten-
Bisektoren B(p; f), B(q; f) und dem Bisektor
e
B(f; (p; q)) zusammen. Letzterer
besteht gem

a Denition 2.3 aus denjenigen Punkten von IE
2
, die sowohl vom
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Abbildung 2.1: m

ogliche Bisektorentypen
oenen Segment (p; q), als auch von dem Punkt f gleichweit entfernt sind. Dies
sind gerade die Punkte der Parabel mit Fokus f und Leitlinie hp; qi, eingeschr

ankt
auf das oene Segment zwischen p und q. Die Orthogonalen der Segmente durch
die zugeh

origen Endpunkte sind in Abbildung 2.1 gestrichelt dargestellt. Sie mar-
kieren auf dem Bisektor zugleich die Grenzen der Teilbisektoren.
Der dritte Teil von Abbildung 2.1 zeigt schlielich den Bisektor zweier Segmen-
te, der sich aus f

unf Teilbisektoren zusammensetzt. Sei r = (p; q) und s = (u; v),
so kommt zu den aus den beiden vorhergehenden F

allen bekannten Bisektoren-
typen hier noch der Bisektor
e
B(r; s) { ein Teil der Winkelhalbierenden von hp; qi
und hu; vi, beziehungsweise im Falle paralleler Segmente der Mittellinie von hp; qi
und hu; vi hinzu.
Jeder der gezeigten Bisektoren unterteilt die euklidische Ebene in zwei Halb-
ebenen, welche durch die nachfolgende Denition festgelegt werden.
Denition 2.4 Sind e
i
und e
j
zwei Elemente, so bezeichne
h(e
i
; e
j
) := fp 2 IE
2
j d(p; e
i
) < d(p; e
j
)g (2.3)
die Halbebene der Punkte, die n

aher bei e
i
als bei e
j
liegen.
Analog zum klassischen Fall werden nun mit Hilfe dieser Halbebenen die Be-
grie Voronoj-Bereich, Voronoj-Polygon und Voronoj-Diagramm deniert.
Denition 2.5 Sei M eine nichtleere endliche Menge von Elementen, e ein wei-
teres, nicht in M enthaltenes Element, so wird der Voronoj-Bereich VB(e;M)
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von e bez

uglich M deniert durch
VB(e;M) :=
\
e
i
2M
h(e; e
i
) : (2.4)
Als Voronoj-Polygon wird der Rand eines solchen Voronoj-Bereiches bezeichnet,
das heit VP (e;M) := @ VB(e;M). Die Gesamtheit aller Voronoj-Bereiche der
Elemente aus M bildet das Voronoj-Diagramm VD(M) von M , das heit
VD(M) :=
[
e
i
2M
VB(e
i
;Mne
i
) : (2.5)
Sofern M aus dem Kontext ersichtlich ist, werden VB(e;M) und VP (e;M) in
diesem Kapitel verk

urzt als VB(e) und VP (e) geschrieben. Da lediglich die Anteile
des Voronoj-Diagramms von Interesse sind, die ganz in 
 liegen, wird in den
nachfolgenden Abbildungen auf die Darstellung der Voronoj-Kanten auerhalb 

verzichtet.
Abbildung 2.2 zeigt die Voronoj-Diagramme eines konvexen Polygons (links)
und eines nichtkonvexen Polygons (rechts). Ein einfaches Polygon P , sowie das
von P umschlossene Gebiet 
 werden dabei als konvex bezeichnet, wenn f

ur je
zwei Punkte p; q 2 
 auch stets [p; q] ganz in 
 liegt. Sofern P ein konvexes
Polygon ist, sind auch die Voronoj-Bereiche aller Kanten des Polygons konvex
[40].
Abbildung 2.2: Voronoj-Diagramme einfacher Polygone
Die Vereinigung aller Voronoj-Polygone ist in der euklidischen Ebene die Kom-
plement

armenge des Voronoj-Diagramms, weswegen VD(M) alternativ auch als
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S
e2M
VP (e) deniert werden kann. Diese Denition ist insbesondere dann vorteil-
hafter, wenn der graph

ahnliche Charakter des Voronoj-Diagramms hervorgeho-
ben werden soll. Da die Komplementarit

at die Identizierung der beiden Mengen
rechtfertigt, sollen diese im folgenden nicht mehr explizit unterschieden werden.
Im klassischen Fall sind die Voronoj-Bereiche von Punktmengen nur durch
Geradensegmente berandet. Aufgrund der Erweiterung auf Segmentmengen und
der oben genannten Bisektoreigenschaften kommen nun jedoch auch Parabelseg-
mente als Randst

ucke in Frage. Trotz dessen sollen in Analogie zur klassischen
Denition die Begrie Voronoj-Kanten f

ur die einzelnen Bisektorsegmente eines
Voronoj-Polygons und Voronoj-Knoten f

ur deren gemeinsamen Punkte verwendet
werden.
Zur Unterscheidung des Innenbereiches vom Auenbereich eines Polygons sei
dieses im Nachfolgenden stets gegen den Uhrzeigersinn orientiert, so da die In-
nen

ache des Polygons beim Durchlauf der Segmente gem

a der Orientierung
stets zur Linken liegt. Somit ist der Begri des Innenwinkels wohldeniert und
erm

oglicht die Unterscheidung von zwei verschiedenen Knotentypen. Ein Knoten
heit konvex, wenn der zugeh

orige Innenwinkel kleiner  ist und reex, wenn er
gr

oer  ist (der Fall gleich  wird durch Denition 2.1 ausgeschlossen).
Ist e
i
ein konvexer Knoten, so enth

alt der zugeh

orige Voronoj-Bereich VB(e
i
)
auer e
i
selbst keine weiteren Punkte der euklidischen Ebene (direkte Folgerung
aus dem Satz von Pythagoras). Demzufolge sollen unter dem Begri
"
Elemente
des Polygons\ nur noch die Kanten und reexen Knoten des Polygons verstanden
werden.
Die Berechnung der medialen Achse erfolgt mit Hilfe eines divide et impera-
Ansatzes, dessen Atome die nachfolgend denierten Ketten sind.
Denition 2.6 Sei F = (p
0
; p
1
; : : : ; p
n 1
) die Knotenfolge eines einfachen Poly-
gons P und s
i
:= (p
i
; p
i+1 mod n
) f

ur 0  i < n. Die Folge
C = (p
j
; s
j
; p
j+1
; s
j+1
; : : : ; p
k 1
; s
k 1
; p
k
) mit k > j (2.6)
heit Kette, wenn die Knoten p
j
und p
k
konvex, alle dazwischenliegenden (p
j+1
bis p
k 1
) jedoch reex sind.
Eine Kette beginnt bei einem konvexen Knoten, umfat alle dazwischenliegen-
den reexen Knoten und Kanten und endet mit dem bez

uglich der Orientierung
n

achsten konvexen Knoten. Im Falle eines konvexen Polygons (alle Knoten sind
konvex) bildet jede Kante ein Kette. Somit l

at sich das Polygon auch durch eine
Folge von Ketten darstellen, das heit P = (C
1
; C
2
; : : : ; C
l
) mit l  n.
Abbildung 2.3 zeigt die acht Ketten C
1
; : : : ; C
8
eines einfachen Polygons P .
Diese sind zur Hervorhebung durch kleine Trennstriche an den konvexen Knoten
markiert. Im Inneren des Polygons benden sich die Bezeichner der Elemente e
0
bis e
11
(Segmente und reexe Knoten des Polygons). Ist m die Anzahl der reexen
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Abbildung 2.3: Ketten eines einfachen Polygons
Knoten von P , so umfat das Voronoj-Diagramm des Polygons n +m Voronoj-
Bereiche, sofern P n Kanten besitzt. Nachfolgend sollen nun einige Eigenschaften
der Voronoj-Bereiche betrachtet werden.
Lemma 2.1 Sei e
i
Element eines einfachen Polygons P , p ein Punkt des Voronoj-
Bereichs VB(e
i
) und p
i
:= I(p; e
i
) sein Bild auf dem Element e
i
. So gilt [p; p
i
] 
VB(e
i
).
Beweis: Sei q 2 [p; p
i
]nfp
i
g. Angenommen q liegt nicht in VB(e
i
), so gibt es ein
Element e
j
in P mit q 2 cl(VB(e
j
)). Ist q
i
:= I(q; e
i
) und q
j
:= I(q; e
j
), so
erh

alt man mit Hilfe der Dreiecksungleichung d(p; q
j
)  d(p; q) + d(q; q
j
). Mit
d(q; q
j
) = d(q; e
j
)  d(q; e
i
) folgt hieraus d(p; q
j
)  d(p; q)+d(q; e
i
). Die Identit

at
der Bilder p
i
= q
i
und d(p; q
i
) = d(p; q) + d(q; q
i
) implizieren schlielich die
Beziehung d(p; q
j
)  d(p; e
i
), weshalb im Widerspruch zur Annahme p nicht in
VB(e
i
) liegen kann. Da p
i
selbst in e
i
liegt sind somit alle Punkte des Segments
[p; p
i
] im Voronoj-Bereich von e
i
enthalten. 2
Da im Gegensatz zum Fall konvexer Polygone die Voronoj-Kanten nicht-
konvexer Polygone auch Parabelsegmente sein k

onnen, sind hier die zugeh

ori-
gen Voronoj-Bereiche im allgemeinen ebenfalls nicht konvex. Es gilt jedoch die
schw

achere Eigenschaft des Pfadzusammenhangs.
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Satz 2.1 Jeder Voronoj-Bereich VB(e
i
) eines einfachen Polygons ist pfadzusam-
menh

angend. Das heit, f

ur je zwei Punkte p; q 2 VB(e
i
) gibt es einen p und q
verbindenden Polygonzug, der ganz in VB(e
i
) enthalten ist.
Beweis: Der Beweis ergibt sich unmittelbar aus Lemma 2.1. Dieses besagt, da
[p; I(p; e
i
)] und [q; I(q; e
i
)] jeweils ganz in VB(e
i
) enthalten sind. Ist e
i
ein reexer
Knoten, so gilt I(p; e
i
) = I(q; e
i
) und die beiden geschlossenen Segmente bilden
bereits den p und q verbindenden Pfad. Sofern e
i
ein Segment ist, begrenzen
I(p; e
i
) und I(q; e
i
) das Teilsegment [I(p; e
i
); I(q; e
i
)], das ganz in e
i
enthalten
und somit Teil von VB(e
i
) ist. In diesem Falle besteht der verbindende Pfad
zwischen den Punkten p, I(p; e
i
), I(q; e
i
) und q. 2
Von Interesse ist nun das Verhalten des Bildes eines Punktes, der entlang
dem Voronoj-Polygon VP (e
i
) = @ VB(e
i
) l

auft. Nachfolgendes Lemma besagt
zun

achst, da sich die Verbindungslinien zweier Punkte auf dem Rand des Voronoj-
Bereiches mit ihren jeweiligen Bildern nicht kreuzen k

onnen.
Lemma 2.2 Seien p und q zwei Punkte auf dem Voronoj-Polygon VP (e
i
), p
i
beziehungsweise q
i
deren Bilder auf e
i
, so enth

alt entweder eines der Segmente
s
1
:= [p; p
i
] und s
2
:= [q; q
i
] das andere, oder sie haben bis auf einen eventuell
existierenden gemeinsamen Endpunkt einen leeren Schnitt.
Beweis: Angenommen keines der beiden Segmente s
1
; s
2
enth

alt das andere und
s
1
schneidet s
2
im Punkt u. Sei ohne Beschr

ankung der Allgemeinheit d(u; p
i
) 
d(u; q
i
), so gilt d(q; q
i
) = d(q; u) + d(u; q
i
)  d(q; u) + d(u; p
i
)  d(q; p
i
). Im Fall
der Ungleichheit d(q; q
i
) > d(q; p
i
) steht dies imWiderspruch zur Eigenschaft, da
das Bild q
i
stets den Abstand d(q; v) f

ur alle v 2 @
 minimiert. Folglich kann ein
solcher Schnittpunkt u nur dann existieren, sofern er mit p
i
= q
i
zusammenf

allt.
2
Der Fall, da eines der Segmente s
1
und s
2
das andere enth

alt, tritt zum
Beispiel dann auf, wenn e
i
ein reexer Knoten ist und sowohl p als auch q auf
einer Voronoj-Kante von VP (e
i
) liegen, die mit e
i
inzidiert. Eine Folgerung von
Lemma 2.2 ist, da bei einem orientierten Durchlauf von VP (e
i
) die zugeh

origen
Bilder das erzeugende Element e
i
monoton

uberstreichen.
Das nachfolgende Lemma gibt nun Aufschlu

uber den Aufbau des Voronoj-
Diagramms und deckt seine Verwandschaft zur Denition der medialen Achse
mittels maximaler Kreisscheiben auf.
Lemma 2.3 Die Voronoj-Bereiche VB(e
i
) und VB(e
j
) zweier verschiedener Ele-
mente e
i
und e
j
teilen genau dann eine Voronoj-Kante
e
B(e
i
; e
j
), wenn es einen
Punkt p mit r := d(p; e
i
) = d(p; e
j
) gibt und die Kreisscheibe K
r
(p) um p mit
Radius r keine Punkte von @
 in ihrem Inneren enth

alt.
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Beweis: Sei p ein Punkt der Voronoj-Kante
e
B(e
i
; e
j
), so ist nach Denition 2.3
d(p; e
i
) = d(p; e
j
) =: r. Angenommen die Kreisscheibe K
r
(p) enth

alt einen Punkt
q des Polygons in ihrem Inneren, so ist d(p; q) < r. Dies impliziert f

ur das zu q
geh

orende Element e
k
die Beziehung d(p; e
k
)  d(p; q) < r = d(p; e
i
), weshalb
im Widerspruch zur Voraussetzung p Element des Voronoj-Bereichs VB(e
k
) sein
mu.
Existiert hingegen eine Kreisscheibe K
r
(p) um p mit Radius r = d(p; e
i
) =
d(p; e
j
), die keinen Punkt von @
 in ihrem Inneren enth

alt, so minimieren e
i
und e
j
unter allen Elementen des Polygons den Abstand von p zum Rand @
.
Infolgedessen ist p Element der Voronoj-Kante
e
B(e
i
; e
j
). 2
Somit ist die Menge aller Voronoj-Polygone genau die Menge der Punkte,
zu denen es eine Kreisscheibe gibt, die mindestens zwei Elemente des Polygons
ber

uhrt. Wie der nachfolgende Satz zeigt, spielen dabei jene Voronoj-Kanten eine
besondere Rolle, die zu einem inzidierenden Knoten-Segment-Paar geh

oren.
Satz 2.2 Die mediale Achse M(
) eines von dem einfachen Polygon P begrenz-
ten Gebietes 
 ist das auf 
 eingeschr

ankte Voronoj-Diagramm VD(P ) ohne jene
Bisektorensegmente, die mit reexen Knoten inzidieren.
Beweis: Laut alternativer Fupunkt-Denition (1.3) der medialen Achse m

ussen
die beiden Tangentialpunkte der maximalen Kreisscheibe verschieden sein, was f

ur
Voronoj-Kanten nicht inzidierender Elemente stets erf

ullt ist. Gemeinsame Fu-
punkte k

onnen also nur durch inzidierende Elemente entstehen. Die Schnittmenge
enth

alt in diesem Fall als einziges Element den Inzidenzpunkt beider Elemente,
der stets Endpunkt eines Segments und somit Knoten des Polygons ist. Da kon-
vexe Knoten nie als Bilder von Punkten der Bisektorsegmente auftreten k

onnen,
bleibt noch der Fall reexer Knoten zu untersuchen. Ein solcher Knoten ist stets
Bild aller Punkte seines abgeschlossenen Voronoj-Bereichs. Dies impliziert, da
gerade bei jenen Voronoj-Kanten die Ber

uhrpunkte der beiden Elemente zusam-
menfallen, die durch ein inzidentes Knoten-Segment-Paar entstehen. Folglich sind
diese aus VD(@
) zu entfernen um M(
) zu erhalten. 2
Abbildung 2.4 zeigt die medialen Achsen, die durch Entfernen dieser Kanten
aus den in Abbildung 2.2 gezeigten Voronoj-Diagrammen entstehen. Da konvexe
Polygone keine reexen Knoten besitzen, sind in diesem Fall Voronoj-Diagramm
und mediale Achse identisch.
2.2 Algorithmus
Der nachfolgende rekursive Algorithmus von Lee [24] berechnet zun

achst den in 

liegenden Anteil des Voronoj-Diagramms VD(@
) eines einfachen Polygons @
,
aus dem gem

a Satz 2.2 die zugeh

orige mediale Achse M(
) gewonnen wird.
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Abbildung 2.4: mediale Achsen einfacher Polygone
Sei dazu F = (p
0
; p
1
; : : : ; p
n 1
) gegen den Uhrzeigersinn orientiert, p
0
ohne
Beschr

ankung der Allgemeinheit ein konvexer Knoten und somit Anfangsknoten
einer Kette. Die Kettendarstellung des Polygonzugs sei S = (C
1
; C
2
; : : : ; C
h
),
wobei die Anzahl h  n der Ketten in S von der Zahl und dem Muster abh

angt,
in dem die m reexen Knoten des Polygons in der Knotenliste verstreut sind.
Schlielich bezeichne N := n+m die Anzahl der Elemente in P .
Die einzelnen Schritte zur Berechnung des Voronoj-Diagramms VD(P ) =
VD(S) fat Algorithmus 2.1 zusammen.
function VD(S)=VoronojDiagramm(C
1
; : : : ; C
h
)
if h == 1
1. VD(S)=Segmentnormalen an alle Knoten in C
1
else
2. S
l
:= (C
1
; : : : ; C
dh=2e
)
S
r
:= (C
dh=2e+1
; : : : ; C
h
)
3. VD(S
l
)=VoronojDiagramm(S
l
)
VD(S
r
)=VoronojDiagramm(S
r
)
4. VD(S)=Merge(VD(S
l
); VD(S
r
))
end
Algorithmus 2.1: Berechnung des Voronoj-Diagramms
Als Abbruchkriterium der Rekursion dient die Anzahl h der Ketten in S.
Ist h = 1, so enth

alt S nur noch eine elementare Kette. In diesem Fall besteht
das zugeh

orige Voronoj-Diagramm aus den Segmentnormalen durch die reexen
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Knoten und den beiden die Kette abschlieenden konvexen Knoten (Schritt 1).
Abbildung 2.5 zeigt das Voronoj-Diagramm einer solchen elementaren Kette. Die
Kanten der Kette sind hier als durchgezogene, die Voronoj-Kanten als gestrichelte
Segmente dargestellt.
Abbildung 2.5: Voronoj-Diagramm einer elementaren Kette
Enth

alt S mehr als eine Kette (else-Zweig), so erfolgt zun

achst eine Halbierung
von S in die beiden Teillisten S
l
und S
r
(Schritt 2), deren zugeh

orige Voronoj-
Diagramme VD(S
l
) und VD(S
r
) anschlieend getrennt berechnet werden. Durch
das Zusammenf

ugen dieser beiden Voronoj-Teildiagramme erh

alt man schlielich
das gesuchte Voronoj-Diagramm VD(S). Hierzu dient die Funktion Merge, deren
Hauptaufgabe die Konstruktion des sogenannten Merge-Bisektors B := B(S
l
; S
r
)
ist. Dieser trennt VB(S
l
) und VB(S
r
), besteht also aus Teilbisektoren der Elemen-
ten von S
l
und S
r
. Seien e
i
; : : : ; e
k
und e
k+1
; : : : ; e
l
die Elemente dieser Teillisten.
Aufgrund der Kettendenition ist der Knoten p, mit dem sowohl e
k
als auch
e
k+1
inzidieren, konvex. Demzufolge beginnt B bei p mit B(e
k
; e
k+1
), der Win-
kelhalbierenden dieser beiden Segmente. B ist von p ab in das Innere des Poly-
gonzugs orientiert. Der Bisektor B(e
k
; e
k+1
) bleibt solange Bestandteil von B, bis
er entweder auf eine Kante von VP (e
k
) oder von VP (e
k+1
) trit. Diese Kanten
sind wiederum Bisektorensegmente der Art
e
B(e
k
; e
u
) bzw.
e
B(e
k+1
; e
v
). Liegt der
Schnittpunkt von s
1
:= B(e
k
; e
k+1
)\
e
B(e
k
; e
u
) vor s
2
:= B(e
k
; e
k+1
)\
e
B(e
k+1
; e
v
),
so sind ab s
1
die Punkte des Bisektors n

aher bei e
u
denn bei e
k
. Demzufolge
mu B nun mit dem Bisektor B(e
u
; e
k+1
) fortgesetzt werden. Andernfalls wird B
durch B(e
k+1
; e
v
) erweitert.
Der Konstruktionsvorgang beginnt von neuem, indem dieses neue Teilst

uck
von B wiederum mit den Voronoj-Polygonen der beiden erzeugenden Elemente
geschnitten wird, um den n

achsten Teilbisektor von B zu bestimmen. Der Kon-
struktionszyklus ist beendet, sofern in S
l
das erste Element e
i
und in S
r
das letzte
Element e
l
erreicht wird, oder beide Voronoj-Polygone keinen Schnittpunkt mit
dem zuletzt konstruierten Teilst

uck von B aufweisen.
Anhand des in Abbildung 2.6 gezeigten Beispiels soll die Konstruktion von B
veranschaulicht werden. Die beiden oberen Teilbilder zeigen die Teillisten S
l
und
S
r
und ihre zugeh

origen Voronoj-Teildiagramme. Diese sollen gem

a dem zuvor
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linkes Voronoj-Diagramm
p
6
8
9
10
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p
0
8;9
9;10
10;11
rechtes Voronoj-Diagramm
p
6
p
0
0
1
2
3
4
5
6
7
8
9
10
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7;8
6;8
1;8
1;9
0;9
0;10
0;11
Konstruktion des Merge-Bisektors Voronoj-Diagramm
Abbildung 2.6: Merging von Voronoj-Teildiagrammen
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beschriebenen Verfahren zu einem Voronoj-Diagramm zusammengef

uhrt werden.
Zur Vereinfachung werden die Elemente e
i
nur durch ihre Nummern i und die
Bisektorsegmente
e
B(e
i
; e
j
) durch die Zahlenpaare i; j der erzeugenden Elemente
gekennzeichnet.
Die Teillisten sind S
l
= (C
1
; : : : ; C
4
); S
r
= (C
5
; : : : ; C
8
) (vergleiche Abbil-
dung 2.3 auf Seite 24). Der Startknoten p ist im gezeigten Polygon p
6
, Startbi-
sektor ist
e
B(e
7
; e
8
). Dieser schneidet
e
B(e
6
; e
7
) vor
e
B(e
8
; e
9
), und somit wird ab
dem Schnittpunkt der Merge-Bisektor durch
e
B(e
6
; e
8
) fortgesetzt, welcher wieder-
um zun

achst den Knoten-Knoten-Bisektor
e
B(e
1
; e
6
) schneidet, weswegen B durch
e
B(e
1
; e
8
) fortgesetzt wird. Dieser Bisektor schneidet zuerst eine Kante des rechten
Voronoj-Polygons, weshalb nun erstmalig das rechte Element im Merge-Bisektor
ausgetauscht werden mu. Folglich ist mit
e
B(e
1
; e
9
) fortzufahren. Es folgen noch
e
B(e
0
; e
9
);
e
B(e
0
; e
10
) bis schlielich
e
B(e
0
; e
11
) erreicht wird, der die jeweils letzten
Elemente der Teillisten S
l
und S
r
verbindet und bei p
0
endet.
Der Bisektor B unterteilt 
 in zwei Teilgebiete und es sind noch die Anteile des
linken Voronoj-Diagramms, die rechts des Bisektors liegen (gestrichelte Linien)
und die Reste des rechten Voronoj-Diagramms, die links des Bisektors liegen
(gepunktete Linien), zu entfernen (Abbildung 2.6 rechts unten).
Die Konstruktion des Merge-Bisektors in Schritt 4 des Algorithmus 2.1 besteht
somit haupts

achlich darin, zu zwei gegebenen Voronoj-Polygonen und einem Bi-
sektor den ersten Schnitt des Bisektors mit einem der beiden Voronoj-Polygone
zu bestimmen. Von besonderer Hilfe ist dabei die Folgerung von Lemma 2.2,
die besagt, da beim orientierten Durchlauf eines Voronoj-Polygons die Bilder
das zugeh

orige Element monoton

uberstreichen. Dies bewirkt, da die Bilder von
Punkten des Merge-Bisektors auf den linken und rechten Elementen monoton
von p
6
nach p
0
wandern, wobei jedoch auch Elemente ausgelassen werden k

onnen
(im Beispiel e
2
bis e
5
). Deswegen werden die Voronoj-Polygone linker Elemente
gegen den Uhrzeigersinn, die Voronoj-Polygone der rechten Elemente dagegen im
Uhrzeigersinn orientiert und auf Schnittpunkte mit dem Bisektor B untersucht.
Sofern ein Element im vorhergehenden Zyklus nicht ausgetauscht wurde, wird
die Schnittpunktsuche bei der zuletzt getesteten Voronoj-Kante wieder aufge-
nommen. Somit wird neben dem Element auch das zugeh

orige Voronoj-Polygon
nur einfach

uberstrichen.
Man erh

alt schlielich die in Abbildung 2.7 dargestellte mediale Achse von

 mit Hilfe des Satzes 2.2, durch Entfernen jener Voronoj-Kanten, die mit den
reexen Knoten von P inzidieren.
F

ur den Algorithmus 2.2 zur Berechnung der medialen Achse verbleibt somit
nur die Aufbereitung der Daten und die Entfernung der Voronoj-Kanten, die nicht
in M(
) enthalten sind.
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Abbildung 2.7: mediale Achse zu Abbildung 2.6
function M(
)=MedialeAchse(P )
1. orientiere P gegen den Uhrzeigersinn
2. Umindizierung der Knoten von P , so da p
0
konvexer Knoten ist
3. baue Kettenliste S von P auf
4. VD(P )=VoronojDiagramm(S)
5. M(
)=VD(P ) ohne die mit reexen Knoten inzidenten Voronoj-Kanten
Algorithmus 2.2: Berechnung der medialen Achse
2.3 Komplexit

atsbetrachtung
In diesem Abschnitt soll die Komplexit

at des vorhergehend beschriebenen Algo-
rithmus zur Berechnung der medialen Achse eines einfach polygonal berandeten
Gebietes 
 untersucht werden. Hilfsmittel ist hierbei der zu VD(@
) geh

orende
Graph G = G(K;E), dessen Knotenmenge K sowohl aus den Knoten des einfa-
chen Polygons @
 als auch den Voronoj-Knoten von VD(@
) besteht. E bezeichne
schlielich die Kantenmenge von G, welche auer den Voronoj-Kanten auch die
Kanten des Ausgangspolygons umfat. F

ur die Komplexit

atsbetrachtung ist ne-
ben G auch der zugeh

orige duale Graph, der nun nachfolgend deniert wird, von
Interesse.
Denition 2.7 Man gewinnt zu einem Graphen G den zugeh

origen geometrisch
dualen Graphen, kurz dualen Graphen G

, indem man jede Facette und zus

atzlich
das

Auere von G durch je einen Knoten repr

asentiert. Zwei Knoten von G

teilen genau dann eine gemeinsame Kante, wenn die zugeh

origen Facetten eine
gemeinsame Kante teilen.
Im klassischen Fall des Voronoj-Diagramms von Punktmengen f

uhrt der duale
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Abbildung 2.8: dualer Graph
Graph des Voronoj-Diagramms zur Delaunay-Triangulierung, sofern h

ochstens
drei Punkte auf einem gemeinsamen Kreis liegen. Abbildung 2.8 zeigt, da G

f

ur das verallgemeinerte Voronoj-Diagramm im allgemeinen keine Triangulierung
ist. Es gelten jedoch stets die folgenden Beziehungen zwischen einem Graphen
G und seinem Dual G

[18]. Der Proze des Dualisierens ist selbstinvers, das
heit (G

)

= G. Es folgt unmittelbar aus der Denition des Duals, da die
Facettenzahl vonG der Knotenzahl vonG

entspricht und umgekehrt. Dagegen ist
die Kantenzahl bez

uglich der Dualisierung invariant, da die Kanten hier lediglich
"
gedreht\ werden. Schlielich ist G genau dann pl

attbar, wenn G

pl

attbar ist.
Diese Eigenschaften implizieren den folgenden Satz:
Satz 2.3 Das Voronoj-Diagramm eines einfachen Polygons P mit n Kanten und
m reexen Knoten besteht aus O(n) Voronoj-Kanten und O(n) Voronoj-Knoten.
Beweis: Sei G(K;E) die Graphendarstellung von VD(P ), k = jKj; e = jEj und
f die Anzahl der Facetten in G(K;E). Jede Facette wird durch mindestens 3
Kanten begrenzt, wobei jede Kante selbst genau zwei Facetten trennt. Somit gilt
e 
3f
2
. Mit Hilfe des Eulerschen Polyedersatzes [18]
k   e+ f = 2 (2.7)
folgt hieraus
f  2k   4 (2.8)
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und
e  3k   6 : (2.9)
F

ur den dualen Graphen G

ist die Zahl der Knoten k = n +m + 1. Dies ergibt
zusammen mit (2.9): e  3(n+m+1)  4 = 3(n+m)  1. Da die Kantenzahl f

ur
G und G

identisch sind und m < n gilt, folgt somit, da die Zahl der Voronoj-
Kanten von VD(P ) O(n) ist.
Analog ergibt sich aus (2.8) f

ur G

die Absch

atzung f  2(n + m + 1)   2 =
2(n+m). Da die Facettenanzahl von G

der Knotenanzahl von G entspricht ergibt
sich hieraus die zweite Behauptung von Satz (2.3). 2
Ist h die Anzahl der Ketten des einfachen Polygons P , so bilden die rekursiven
Aufrufe des Algorithmus zur Berechnung des Voronoj-Diagramms einen bin

aren
Baum mit dldhe Merge-Ebenen. Hierbei bezeichne dldhe den gegebenenfalls zur
n

achsth

oheren ganzen Zahl aufgerundete Logarithmus zur Basis Zwei von h. Der
Baum f

ur das zuvor behandelte Beispiel hat somit dld 8e = 3 Merge-Ebenen und
ist in Abbildung 2.9 dargestellt.
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1
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; C
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8
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5
; : : : ; C
8
)
VD(C
1
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8
)
Abbildung 2.9: Merge-Baum f

ur die Berechnung des Voronoj-Diagramms
F

ur die Anzahl h der Ketten des Polygons P gilt 3  h  n, wobei die obere
Grenze f

ur konvexe Polygone erreicht wird. Somit ist im schlechtesten Fall h von
der Ordnung O(n).
Da der Schnittverlauf

uber die Voronoj-Polygone stets monoton ist, ergibt sich
f

ur die Konstruktion der Merge-Bisektoren in den Knoten des Merge-Baumes
eine lineare Laufzeit. Innerhalb einer Ebene des Baumes sind dar

uber hinaus
die Elemente in den Ketten der Knoten disjunkt. Deshalb ist die Komplexit

at
innerhalb einer Ebene ebenfalls O(n).
Die Gesamtkomplexit

at der Berechnung des Voronoj-Diagramms eines einfa-
chen Polygons ergibt sich schlielich aus dem Produkt der Komplexit

at innerhalb
einer Ebene des Rekursionsbaumes und der Anzahl der Merge-Ebenen, ist also
O(n ldn). Dies ist zugleich die Komplexit

at der Berechnung der gesuchten media-
len Achse, da der Aufwand zum Entfernen der unerw

unschten Voronoj-Kanten in
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VD(@
)nM(
) linear in der Zahl der Knoten des polygonalen Randes, das heit
O(n), ist. Folglich wird die Zahl der dazu ben

otigten Schritte von der Berechnung
des Voronoj-Diagramms dominiert.
2.4 Anmerkungen
Die Ergebnisse dieses Kapitels erm

oglichen eine genauere Untersuchung der Vor-
g

ange in Abbildung 1.3 auf Seite 14, da es sich bei den gezeigten Beispielen um
einfache polygonale Gebiete handelt. Es wurde gezeigt, da bei symmetrischen
Randmodikationen die mediale Achse unter Umst

anden invariant bleibt. Diese
Aussage trit zwar f

ur die Menge M(
), nicht jedoch f

ur die innere Struktur der
medialen Achse zu, wie der linke Teil von Abbildung 2.10 belegen soll.
Im Falle des Einheitsquadrates besteht die mediale Achse gerade aus den Win-
kelhalbierenden der vier Randsegmente, die sich im Mittelpunkt des Quadrates
treen. Eine St

orung der Kantenmitten um den Betrag 0 < s < 1=2 bewirkt, da
diese Winkelhalbierenden ab dem Schnittpunkt mit den Randsegmentnormalen
durch die zugeh

origen Knotenbisektoren (gepunktet) fortgesetzt werden.
Die Frage ist nun, ob mit Hilfe dieser Zusatzinformationen die St

orung ein-
deutig festliegt, diese also anhand der medialen Achse ohne Zuhilfenahme der
Radiusfunktion erkannt und beseitigt werden kann. Sei dazu z die Kantenl

ange
des Polygons, h die L

ange des Winkelhalbierendensegments der medialen Achse
und 
1
; 
2
die in Abbildung 2.10 gezeigten Teilwinkel.
u(s)
s
h
z

1

2
0 :5
s
:41
:5
u(s)
Abbildung 2.10: Struktur der medialen Achse in Abh

angigkeit der Auslenkung
Es ist 
1
+ 
2
= =4 und 
2
= arctan(2s), woraus 
1
= =4   arctan(2s)
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folgt. Auch implizieren die elementaren Beziehungen cos
1
= z=h sowie h
2
=
2u
2
die Gleichung u = z=(
p
2 cos
1
). Hieraus ergibt sich, zusammen mit z =
p
s
2
+ 1=4, schlielich f

ur die x-Koordinate (und zugleich auch y-Koordinate)
u(s) des Endpunktes der ersten Winkelhalbierenden in Abh

angigkeit der St

orung
s
u(s) =
q
s
2
+
1
4
p
2 cos
 

4
  arctan(2s)

:
Der Graph dieser Funktion ist im rechten Teil der Abbildung 2.10 dargestellt. Ihm
kann entnommen werden, da die Zuordnung s 7! u(s) nicht eindeutig umkehrbar
ist, woraus folgt, da auch die innere Struktur der medialen Achse keinen ein-
deutigen Schlu auf die Art der St

orung des Randes zul

at. Dies impliziert, da
der vorgestellte Algorithmus nur dann umkehrbar ist, sofern er zu den Segmenten
der medialen Achse auch die zugeh

origen Radien der maximalen Kreisscheiben
liefert.
Kapitel 3
Mediale Achsen mehrfach
zusammenh

angender
polygonaler Gebiete
Aufbauend auf die zuvor gewonnenen Ergebnisse behandelt dieses Kapitel die Ei-
genschaften und die Berechnung der medialen Achsen im Falle polygonaler Gebie-
te
"
mit L

ochern\ nach einem Algorithmus von V. Srinivasan und L. R. Nackman
[38].
3.1 Eigenschaften der Voronoj-Diagramme
Denition 3.1 Ein mehrfach zusammenh

angendes polygonales Gebiet 
 ist eine
abgeschlossene, nichtleere, beschr

ankte, zusammenh

angende Teilmenge der eukli-
dischen Ebene, deren Rand aus mindestens zwei, h

ochstens aber endlich vielen
disjunkten einfachen Polygonen besteht.
Der Polygonzug des Randes @
, der ganz 
 umfat, wird als

auerer Rand be-
zeichnet und im folgenden mit @

0
abgek

urzt. Die H verbleibenden Polygonz

uge
@

1
; : : : ; @

H
von @
 heien innere R

ander von 
. Abbildung 3.1 zeigt das grau
hinterlegte Gebiet 
, dessen Rand aus dem

aueren Polygon 

0
und den zwei
inneren Polygonen @

1
, @

2
besteht.
Das im folgenden untersuchte Prinzip zur Konstruktion von VD(@
) besteht
darin, ausgehend von VD(@

0
) durch sukzessive Hinzunahme der VD(@

i
) das
gew

unschte Voronoj-Diagramm VD(
S
H
j=0
@

j
) zu konstruieren. Wie sich heraus-
stellen wird, sind hierbei Voronoj-Bereiche ganzer Polygone von Interesse, wes-
wegen der Begri des Voronoj-Bereichs, der in Denition 2.5 nur f

ur einzelne
Elemente gepr

agt wurde, nun auf Mengen von Elementen zu erweitern ist.
36
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@

0
@

1
@

2
Abbildung 3.1: mehrfach zusammenh

angendes polygonal berandetes Gebiet
Denition 3.2 Sind M
1
und M
2
zwei nichtleere, nite, disjunkte Mengen von
Elementen, so bezeichne
VB(M
1
;M
2
) := fp 2 IE
2
j d(p;M
1
) < d(p;M
2
)g (3.1)
die Menge aller Punkte der euklidischen Ebene, die n

aher bei M
1
als bei M
2
liegen.
Der Voronoj-Bereich einer Elementmenge M
1
steht dabei in elementarer Ver-
bindung zu den Voronoj-Bereichen der einzelnen Elemente von M
1
, denn es gilt:
Lemma 3.1
VB(M
1
;M
2
) =
[
e
i
2M
1
VB(e
i
;M
2
) =
[
e
i
2M
1
\
e
j
2M
2
h(e
i
; e
j
) : (3.2)
Beweis: Zu beweisen ist nur die erste Gleichheit, da die zweite unmittelbar aus
Denition 2.5 folgt. Sei zun

achst p 2 VB(M
1
;M
2
). Gem

a Denition 3.2 gibt es
somit ein e
k
2M
1
mit d(p; e
k
) = d(p;M
1
) und es gilt d(p; e
k
) < d(p;M
2
)  d(p; e
j
)
f

ur alle e
j
aus M
2
. Infolgedessen liegt p auch in allen Halbebenen h(e
k
; e
j
) mit
e
j
2M
2
. Nach (2.4) ist p deshalb Element des Voronoj-Bereichs VB(e
k
;M
2
) und
dementsprechend auch in der Vereinigung
S
e
i
2M
1
VB(e
i
;M
2
).
Ist hingegen p 2
S
e
i
2M
1
T
e
j
2M
2
h(e
i
; e
j
), so gibt es ein e
k
2 M
1
, so da p 2
h(e
k
; e
j
) f

ur alle e
j
2 M
2
erf

ullt ist. Nach Denition 2.4 folgt hieraus d(p; e
k
) <
d(p; e
j
) ebenfalls 8e
j
2 M
2
. Dies impliziert d(p;M
1
)  d(p; e
k
) < d(p;M
2
) und
somit p 2 VB(M
1
;M
2
). 2
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Wie das folgende Lemma zeigen wird, ist in Analogie zu Lemma 2.1 auch der
Voronoj-Bereich VB(M
1
;M
2
) im verallgemeinerten Sinne sternf

ormig mit dem
Kern M
1
.
Lemma 3.2 Zu jedem p 2 VB(M
1
;M
2
) gibt es einen Punkt q 2M
1
, so da das
p und q verbindende Geradensegment [p; q] vollst

andig in VB(M
1
;M
2
) enthalten
ist.
Beweis: Aus p 2 VB(M
1
;M
2
) folgt nach Lemma 3.1 die Existenz eines Elements
e
k
2 M
1
, in dessen Voronoj-Bereich VB(e
k
;M
2
) der Punkt p liegt. Nach Lemma
2.1 ist [p; I(p; e
k
)]  VB(e
k
;M
2
). Da im Beweis dieses Lemmas die Eigenschaft,
da die Elemente e
i
und e
k
Teile ein und desselben Polygons P sind, nicht eingeht,
kann dieses auch hier angewandt werden. F

ur q = I(p; e
k
) ist somit die Aussage
des zu beweisenden Lemmas erf

ullt. 2
Die verallgemeinerte Sternf

ormigkeit war ein wichtiges Hilfsmittel zum Be-
weis, da Voronoj-Bereiche einzelner Elemente pfadzusammenh

angend sind (Lem-
ma 2.1). In Analogie dazu erm

oglicht das vorhergehende Lemma nun dieselbe
Aussage f

ur die zu untersuchenden Voronoj-Bereiche von Randelementmengen.
Satz 3.1 VB(@

i+1
;
S
i
j=0
@

j
) ist pfadzusammenh

angend.
Beweis: Zu zeigen ist, da f

ur je zwei Punkte p; q 2 VB(@

i+1
;
S
i
j=0
@

j
) ein ver-
bindender Polygonzug existiert, der ganz in VB(@

i+1
;
S
i
j=0
@

j
) enthalten ist.
Nach Lemma 3.2 gibt es zu p; q Punkte p
0
; q
0
2 @

i+1
, so da [p; p
0
] und [q; q
0
]
ganz in VB(@

i+1
;
S
i
j=0
@

j
) enthalten sind. Da @

i+1
selbst ein einfaches Poly-
gon ist, das ebenfalls im Voronoj-Bereich von @

i+1
liegt, existiert eine polygonale
Verbindung zwischen p
0
und q
0
und somit auch zwischen p und q. 2
Dar

uber hinaus gilt f

ur den Voronoj-Bereich jenes Randpolygons @

i+1
, das
bei der sukzessiven Konstruktion von VB(@
) hinzugenommen wird, folgendes
Lemma:
Lemma 3.3 VB(@

i+1
;
S
i
j=0
@

j
) ist beschr

ankt.
Beweis: Nach Lemma 3.1 ist
VB
 
@

i+1
;
i
[
j=0
@

j
!
=
[
e
k
2@

i+1
VB
 
e
k
;
i
[
j=0
@

j
!
: (3.3)
Da @

i+1
ein einfaches Polygon ist besteht @

i+1
nach Denition 2.1 aus end-
lich vielen Elementen. Das heit VB(@

i+1
;
S
i
j=0
@

j
) ist eine Vereinigung end-
lich vieler Mengen und infolgedessen beschr

ankt, wenn alle Voronoj-Bereiche
der zu @

i+1
geh

orenden Elemente selbst beschr

ankt sind. Da dies der Fall
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ist, zeigt der folgende Widerspruchsbeweis: Angenommen es gibt ein Element
e
k
2 @

i+1
, dessen Voronoj-Bereich unbeschr

ankt ist, so mu es einen Punkt
p 2 VB(e
k
;
S
i
j=0
@

j
) geben, der nicht in dem von @

0
umschlossenen Ge-
biet liegt, weil dieses nach Denition 3.1 beschr

ankt ist. Da jedoch @

i+1
und
somit auch e
k
im Inneren von @

0
enthalten sind, folgt aus der Wahl von p
die Beziehung d(p; @

0
) < d(p; e
k
). Im Widerspruch zur Annahme ist also p 2
VB(@

0
;
S
i+1
j=1
@

i
) und VB(e
k
;
S
i
j=0
@

j
) somit beschr

ankt. 2
Zur weiteren Untersuchung der Eigenschaften der Voronoj-Bereiche wird die
konvexe H

ulle CH(M) einer nichtleeren Menge M  IE
2
als technisches Hilfsmit-
tel ben

otigt. CH(M) ist die Menge, die zu je zwei Punkten p; q 2 M auch die
Punkte des p und q verbindenden geschlossenen Geradensegments [p; q] enth

alt.
Der Rand der konvexen H

ulle eines Polygons P mit Knotenfolge F = (p
0
; : : : ; p
n 1
)
ist wiederum ein Polygon, dessen Knoten eine Teilfolge von F bilden.
Die gegenseitige Lage zweier innerer Randpolygone ist, wie das nachfolgen-
de Lemma nun zeigen wird, von groer Relevanz f

ur die zugeh

origen Voronoj-
Bereiche.
Lemma 3.4 Seien @

i
; @

j
zwei einfache Polygone. Ist @

i
nicht vollst

andig in
CH(@

j
) enthalten, so gibt es einen Knoten v 2 @

i
und eine bei v beginnende
Halbgerade g
v
, die ganz in VB(@

i
; @

j
) enthalten ist.
Beweis: Da laut Voraussetzung @

i
nicht vollst

andig in CH(@

j
) enthalten ist
gibt es mindestens einen Knoten im Polygon @

i
, der ebenfalls nicht in CH(@

j
)
liegt. Sei v (einer) dieser Knoten und e die beziehungsweise eine der Kanten e
i
von @ CH(@

j
), die den Abstand d(v; e
i
) minimieren (vergleiche Abbildung 3.2).
e wird durch zwei Knoten p; q von @

j
erzeugt, deren Verbindungsgerade hp; qi
die euklidische Ebene in zwei Halbebenen h und h teilt, so da CH(@

j
) in h, v
jedoch in h liegt. g
v
sei nun jene Halbgerade, die orthogonal zu hp; qi ist, bei v
beginnt und ganz in h liegt.
Sei u ein Punkt auf g
v
, so folgt aufgrund der Konstruktion von g
v
d(u; v) <
d(u; @

j
) und somit g
v
 VB(v; @

j
). Da v ein Knoten des Polygons @

i
ist folgt
mit Lemma 3.1 die zu beweisende Behauptung g
v
 VB(@

i
; @

j
). 2
Im Sinne einer ezienten Konstruktion sollte bei Hinzunahme eines weiteren
inneren Randes der zu konstruierende Voronoj-Bereich VB(@

i+1
;
S
i
j=0
@

j
) von
m

oglichst
"
einfacher Gestalt\ sein. Dies h

angt, wie nun gezeigt werden soll und
wie die Voraussetzungen des vorhergehenden Lemmas bereits angedeutet haben,
von der Lage des hinzuzunehmenden inneren Randes @

i+1
ab.
Satz 3.2 Enth

alt die konvexe H

ulle CH(@

i+1
) kein @

j
f

ur 1  j  i vollst

an-
dig, so ist VB(@

i+1
;
S
i
j=0
@

j
) einfach zusammenh

angend.
Beweis: Eine hinreichende Bedingung daf

ur, da VB(@

i+1
;
S
i
j=0
@

j
) nur ein-
fach zusammenh

angt, ist, da jede ganz in VB(@

i+1
;
S
i
j=0
@

j
) enthaltene ein-
fach geschlossene Kurve C zu einem Punkt zusammengezogen werden kann, ohne
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g
v
v
p q
h
h
CH(@

j
)
@

j
@

i
hp; qi
Abbildung 3.2: Skizze zum Beweis von Lemma 3.4
dabei VB(@

i+1
;
S
i
j=0
@

j
) zu verlassen. Sei in(C) das Innere des von C um-
schlossenen Gebietes. Angenommen es gibt einen Punkt p 2 in(C), der nicht in
VB(@

i+1
;
S
i
j=0
@

j
) liegt, so ist p 2 cl(VB(
S
i
j=0
@

j
; @

i+1
)). Dies impliziert
nach Lemma 3.2 die Existenz eines k 2 f0; : : : ; ig, so da die Verbindungsgera-
de [p; I(p; @

k
)] ganz in cl(VB(
S
i
j=0
@

j
; @

i+1
)) enthalten ist. Da CH(@

i+1
)
nach Voraussetzung @

k
nicht vollst

andig enth

alt gibt es nach Lemma 3.4 einen
Knoten v 2 @

k
und eine Halbgerade g
v
, die ganz in VB(@

k
; @

i+1
) enthalten
sind (vergleiche Abbildung 3.3). Sei S der Streckenzug von p zu I(p; @

k
), von
dort entlang @

k
zu v und weiter mit g
v
(in Abbildung 3.3 gepunktet). Aufgrund
dieser Konstruktion ist S ganz in cl(VB(
S
i
j=0
@

j
; @

i+1
)) enthalten und unbe-
schr

ankt. Die Beschr

anktheit von C, p 2 in(C) und die spezielle Wahl von S
implizieren die Existenz eines Schnittpunktes s von C mit S. Nun ist einerseits
s 2 S  cl(VB(
S
i
j=0
@

j
; @

i+1
)), andererseits nach Voraussetzung aber auch
Element von C und somit in VB(@

i+1
;
S
i
j=0
@

j
). Der Widerspruch ergibt sich
aus der Disjunktheit dieser beiden Mengen. Infolgedessen kann der Ausgangs-
punkt p von S nicht auerhalb VB(@

i+1
;
S
i
j=0
@

j
) liegen. 2
Bleibt nun die Frage, ob und wie die Voraussetzungen des Lemmas 3.2 erf

ullt
werden k

onnen. Hierbei erweist sich die Reihenfolge, in der die inneren Randkur-
ven zur Konstruktion des gesamten Voronoj-Diagramms herangezogen werden,
als von entscheidender Wichtigkeit.
Lemma 3.5 Sei Y
j
die maximale y-Koordinate der Knoten von @

j
. Ist Y
j+1

Y
j
f

ur alle 1  j < H erf

ullt, so enth

alt CH(@

i+1
) kein @

j
mit 1  j  i ganz.
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g
v
v
p
C
in(C)
@

k
I(p; @

k
)
S
s
Abbildung 3.3: Skizze zum Beweis von Lemma 3.2
Beweis: Sei i 2 f1; : : : ; H  1g fest, so folgt f

ur alle j zwischen 1 und i mit Y
i+1
<
Y
j
die Aussage unmittelbar, da der zu Y
j
geh

orende Knoten selbst auerhalb
von CH(@

i+1
) liegt. Gilt jedoch Y
i+1
= Y
j
so implizieren die in Denition 3.1
festgelegten Eigenschaften, da sowohl der Schnitt @

i+1
\ @

j
leer als auch @

j
nicht in @

i+1
enthalten ist, woraus ebenfalls @

j
6 CH(@

i+1
) folgt. 2
Seien im folgenden nun die inneren Polygone von 
 gem

a Lemma 3.5 nach
absteigenden maximalen y-Koordinaten angeordnet. Die vorhergehenden Unter-
suchungen m

unden nun in den nachfolgenden Satz, der die Form des Merge-
Bisektors B(@

i+1
;
S
i
j=0
@

j
), welcher die beiden Voronoj-Bereiche VB(@

i+1
)
und VB(
S
i
j=0
@

j
) trennt, beschreibt. Dieser ist, analog zur Merge-Bisektor-Kon-
struktion bei einfachen polygonalen Gebieten, zur Konstruktion des Voronoj-
Diagramms VD(
S
i+1
j=0
@

j
) zu berechnen.
Satz 3.3 B(@

i+1
;
S
i
j=0
@

j
) ist eine einfache, geschlossene Kurve.
Beweis: Der Bisektor B(@

i+1
;
S
i
j=0
@

j
) ist Rand des Voronoj-Bereiches
VB(@

i+1
;
S
i
j=0
@

j
) und besteht somit aus Teilen von Bisektoren der Elemente
aus @

i+1
und
S
i
j=0
@

j
. Allgemein sind die Bisektoren zweier Elemente stets un-
beschr

ankt und frei von Selbstdurchdringungen. Da jedoch der Voronoj-Bereich
VB(@

i+1
;
S
i
j=0
@

j
) gem

a Lemma 3.3 selbst beschr

ankt ist, kann der Bisek-
tor B(@

i+1
;
S
i
j=0
@

j
) stets nur Segmente dieser Element-Bisektoren enthal-
ten. Ein Segment entsteht dabei durch den Schnitt eines Bisektors mit jeweils
mindestens zwei weiteren Bisektoren. Infolgedessen besteht B(@

i+1
;
S
i
j=0
@

j
)
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aus einer zusammenh

angenden Kette von Bisektorsegmenten, die den Rand von
VB(@

i+1
;
S
i
j=0
@

j
) bildet. VB(@

i+1
;
S
i
j=0
@

j
) ist nach den S

atzen 3.1 bezie-
hungsweise 3.2 pfadzusammenh

angend und einfach zusammenh

angend, woraus
schlielich folgt, da B(@

i+1
;
S
i
j=0
@

j
) eine einfache, geschlossene Kurve ist.
2
Der gegen den Uhrzeigersinn orientierte Merge-Bisektor B(@

i+1
;
S
i
j=0
@

j
)
unterteilt VD(@

i+1
) und VD(
S
i
j=0
@

j
) jeweils in zwei Teile. Folgendes Lem-
ma gibt nun dar

uber Auskunft, welche Teile f

ur das zu konstruierende Voronoj-
Diagramm VD(
S
i+1
j=0
@

j
) von Interesse sind.
Lemma 3.6 VD(
S
i+1
j=0
@

j
) besteht aus der Vereinigung des Anteils von
VD(
S
i
j=0
@

j
) auerhalb B(@

i+1
;
S
i
j=0
@

j
) und dem Anteil von VD(@

i+1
)
innerhalb des Bisektors.
Beweis: Sei 
i
:=
S
i
j=0
@

j
, so gilt nach Denition 2.5 und Lemma 3.1
VD(
i+1
) =
[
e
k
2
i+1
VB(e
k
;
i+1
ne
k
) ;
woraus mit Unterteilung der Menge 
i+1
= 
i
[ @

i+1
VD(
i+1
) =
 
[
e
k
2
i
VB(e
k
;
i+1
ne
k
)
!
[
0
@
[
e
k
2@

j+1
VB(e
k
;
i+1
ne
k
)
1
A
(3.4)
gewonnen wird. Die beiden Mengen dieser Vereinigung sollen nun getrennt be-
trachtet werden:
[
e
k
2
i
VB(e
k
;
i+1
ne
k
) =
[
e
k
2
i
\
e
j
2
i+1
ne
k
h(e
k
; e
j
)
=
[
e
k
2
i
2
4
0
@
\
e
j
2
i
ne
k
h(e
k
; e
j
)
1
A
\
0
@
\
e
j
2@

i+1
h(e
k
; e
j
)
1
A
3
5
=
0
@
[
e
k
2
i
\
e
j
2
i
ne
k
h(e
k
; e
j
)
1
A
\
0
@
[
e
k
2
i
\
e
j
2@

i+1
h(e
k
; e
j
)
1
A
= VD
 
i
[
j=0
@

j
!
\ VB
 
i
[
j=0
@

j
; @

i+1
!
: (3.5)
Analog folgt f

ur die zweite Menge der Vereinigung in (3.4)
[
e
k
2@

j+1
VB(e
k
;
i+1
ne
k
) =
[
e
k
2@

i+1
\
e
j
2
i+1
ne
k
h(e
k
; e
j
)
=
[
e
k
2@

i+1
2
4
0
@
\
e
j
2
i
h(e
k
; e
j
)
1
A
\
0
@
\
e
j
2@

i+1
ne
k
h(e
k
; e
j
)
1
A
3
5
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=
0
@
[
e
k
2@

i+1
\
e
j
2
i
h(e
k
; e
j
)
1
A
\
0
@
[
e
k
2@

i+1
\
e
j
2@

i+1
ne
k
h(e
k
; e
j
)
1
A
= VB
 
@

i+1
;
i
[
j=0
@

j
!
\ VD(@

i+1
) : (3.6)
Die Gleichungen (3.4) bis (3.6) implizieren schlielich
VD
 
i+1
[
j=0
@

j
!
=
"
VD
 
i
[
j=0
@

j
!
\ VB
 
i
[
j=0
@

j
; @

i+1
!#
[
"
VB
 
@

i+1
;
i
[
j=0
@

j
!
\ VD (@

i+1
)
#
:
(3.7)
Da VB(
S
i
j=0
@

j
; @

i+1
) und VB(@

i+1
;
S
i
j=0
@

j
) die Teile der euklidischen
Ebene auerhalb und innerhalb des Bisektors B(@

i+1
;
S
i
j=0
@

j
) sind, folgt die
Behauptung. 2
Bei der Konstruktion des Merge-Bisektors im Falle einfacher polygonaler Ge-
biete konnte stets ein konvexer Knoten als Startpunkt der Konstruktion gew

ahlt
werden. Wie in Satz 3.3 gezeigt wurde ist der hier zu konstruierende Merge-
Bisektor B(@

i+1
;
S
i
j=0
@

j
) eine einfache, geschlossene Kurve, weshalb noch ein
geeigneter Startpunkt gefunden werden mu. Hierzu dient das folgende Lemma.
Lemma 3.7 Sei v ein Knoten der konvexen H

ulle eines inneren Randes @

i+1
,
h
v
eine Halbebene, die CH(@

i+1
) vollst

andig enth

alt und auf deren Rand v liegt,
g
v
die Halbgerade  IE
2
nh
v
, die orthogonal zum Rand der Halbebene h
v
ist und
bei v beginnt. So ist g
v
ganz im Abschlu des Voronoj-Bereichs VB(v; @

i+1
nv)
enthalten und schneidet den Merge-Bisektor B(@

i+1
;
S
i
j=0
@

j
) im Punkt s.
Beweis: g
v
ist ganz in cl(VB(v; @

i+1
nv)) enthalten, da nach Voraussetzung die
konvexe H

ulle von @

i+1
Teilmenge der Halbebene h
v
ist. Aus der Orthogonalit

at
von g
v
zum Rand von h
v
folgt, da der Abstand jedes Punktes p der Geraden
zu v k

urzer ist als der Abstand von p zu einem beliebigen Punkt auf dem Rand
@

i+1
, ausgenommen v selbst. Zu ber

ucksichtigen ist hierbei der Sonderfall, da
eine der mit v inzidierenden Kanten von @ CH(@

i+1
) in @h
v
liegt. In diesem
Fall ist g
v
Teil des Voronoj-Polygons von v, weshalb der Voronoj-Bereich von v
abgeschlossen sein mu.
Der Schnitt B(@

i+1
;
S
i
j=0
@

j
) \ g
v
ist nicht leer, da nach Satz 3.3 der Bi-
sektor B(@

i+1
;
S
i
j=0
@

j
) eine einfache, geschlossene Kurve ist, die den Knoten
v in ihrem Inneren enth

alt. Da g
v
bei v beginnt und unbeschr

ankt ist, existiert
ein Schnitt mit dem Merge-Bisektor. 2
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Der gesuchte Schnittpunkt s kann nicht direkt bestimmt werden, weil zu Be-
ginn der Konstruktion der Merge-Bisektor B(@

i+1
;
S
i
j=0
@

j
) selbst unbekannt
ist. Da dieser jedoch aus Teilen von Element-Bisektoren besteht gibt es ein ge-
eignetes Element e
k
2
S
i
j=0
@

j
das folgende Aussage erf

ullt, sofern v, h
v
und g
v
gem

a Lemma 3.7 gew

ahlt werden.
Lemma 3.8 F

ur einen beliebigen Punkt s der euklidischen Ebene gilt:
s 2 B(v; e
k
) \ g
v
\ cl

VB
 
e
k
;
[
i
j=0
@

j
ne
k


() s 2 B
 
@

i+1
;
[
i
j=0
@

j

\ g
v
\ cl

VB
 
e
k
;
[
i
j=0
@

j
ne
k


:
(3.8)
Beweis: Angenommen s liegt in B(v; e
k
)\g
v
\cl(VB(e
k
;
S
i
j=0
@

j
ne
k
)). Zu zeigen
ist, da hieraus s 2 B(@

i+1
;
S
i
j=0
@

j
), also d(s; @

i+1
) = d(s;
S
i
j=0
@

j
) folgt.
Aufgrund der Konstruktion von g
v
und der Voraussetzung s 2 g
v
folgt d(s; v) 
d(s; p) f

ur alle p 2 @

i+1
. Somit ist d(s; v) = d(s; @

i+1
). Analog impliziert s 2
cl(VB(e
k
;
S
i
j=0
@

j
ne
k
)) die Gleichung d(s; e
k
) = d(s;
S
i
j=0
@

j
). Aufgrund der
Voraussetzung ist s auch Punkt des Bisektors B(v; e
k
), das heit d(s; v) = d(s; e
k
),
woraus mit den vorherigen

Uberlegungen die gew

unschte Beziehung d(s; @

i+1
) =
d(s;
S
i
j=0
@

j
) und somit s 2 B(@

i+1
;
S
i
j=0
@

j
) folgt.
Der Schlu f

ur s 2 B(@

i+1
;
S
i
j=0
@

j
)\ g
v
\ cl(VB(e
k
;
S
i
j=0
@

j
ne
k
)) erfolgt
analog, denn aus s 2 cl(VB(e
k
;
S
i
j=0
@

j
ne
k
)) folgt d(s; e
k
) = d(s;
S
i
j=0
@

j
).
Die Wahl von v und die Konstruktion von g
v
implizieren d(s; v) = d(s; @

i+1
),
woraus schlielich mit d(s; @

i+1
) = d(s;
S
i
j=0
@

j
) die zu beweisende Beziehung
d(s; v) = d(s; e
k
) und somit s 2 B(v; e
k
) folgt. 2
3.2 Algorithmus
Analog zum Fall einfacher polygonaler Gebiete wird die mediale Achse eines mehr-
fach zusammenh

angenden polygonalen Gebietes aus dem zugeh

origen Voronoj-
Diagramm gewonnen. Zu dessen Berechnung entwickelten Srinivasan und Nack-
man [38] den nachfolgenden Algorithmus.
Gegeben sind die H + 1 einfachen Polygone @

i
, die den Rand des zu unter-
suchenden Gebietes bilden. Der

auere Rand @

0
sei gegen, die inneren R

ander
@

i
; 1  i  H im Uhrzeigersinn orientiert, so da das Innere des Gebietes stets
zur Linken der Kanten liegt.
Die Berechnung der medialen Achse eines mehrfach zusammenh

angenden po-
lygonalen Gebietes gliedert sich in die im Algorithmus 3.1 dargestellten Schritte.
Im ersten Schritt wird VD(@

0
) mit Hilfe des im vorhergehenden Kapitel
beschriebenen Algorithmus von Lee gewonnen. Anschlieend sind die inneren
R

ander gem

a Lemma 3.5 nach absteigenden maximalen y-Koordinaten Y
i
der
Knoten anzuordnen (2). Der dritte Schritt besteht aus einer Schleife

uber die
3.2. ALGORITHMUS 45
function M(
S
H
j=0
@

j
) = MedialeAchse(@

0
; : : : ; @

H
)
1. berechne VD(@

0
)
2. bestimme zu jedem inneren Rand @

j
den Punkt v
j
mit der gr

oten
y-Koordinate Y
j
und ordne die @

j
nach absteigenden Y
j
3. for i = 0 : H   1
a. berechne VD(@

i+1
)
b. [s; e
i+1
] := Startpunkt(v
i+1
;
S
i
j=0
@

j
)
c. VD(
S
i+1
j=0
@

j
) = Merge(VD(@

i+1
); VD(
S
i
j=0
@

j
); s; v
i+1
; e
i+1
)
end
4. M(
S
H
j=0
@

j
) = VD(
S
H
j=0
@

j
) ohne die mit reexen Knoten inzidieren-
den Voronoj-Kanten
Algorithmus 3.1: Berechnung der medialen Achse
inneren R

ander, die nun der Reihe nach in das bestehende Voronoj-Diagramm
eingef

ugt werden.
F

ur die Berechnung der Voronoj-Diagramme VD(@

i+1
) innerer R

ander in
Schritt 3a mu der Lee'sche Algorithmus modiziert werden. Hier ist zu beach-
ten, da diese Polygone im Uhrzeigersinn orientiert sind und somit im Gegensatz
zum

aueren Rand unter Umst

anden keine konvexen Knoten enthalten. In die-
sem Fall ist ganz @

i+1
eine elementare Kette. Folglich besteht das zugeh

orige
Voronoj-Diagramm nur aus den bei den Knoten beginnenden Segmentnormalen
(Abbildung 3.5 rechts oben).
VD(@

1
)
VD(@

2
)
Abbildung 3.4: Voronoj-Diagramme der inneren R

ander von Abbildung 3.1
Sofern @

i+1
mindestens zwei konvexe Knoten enth

alt (Abbildung 3.4 rechts)
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kann analog zur Berechnung der Voronoj-Diagramme einfacher Polygone @

i+1
bin

ar unterteilt werden. Auch entspricht die Konstruktion des Merge-Bisektors
diesem Fall. Lediglich beim abschlieenden Mergen besteht der Unterschied, da
der Merge-Bisektor nicht bei einem weiteren konvexen Knoten endet, sondern
unbeschr

ankt bleibt. Auch ist zu ber

ucksichtigen, da der Merge-Proze in die-
sem Fall auf einem statt auf zwei getrennten links/rechts Voronoj-Diagrammen
operiert. Die Konstruktion des Voronoj-Diagramms bei Polygonen mit nur einem
konvexen Knoten (Abbildung 3.4 links) erfolgt wie beim abschlieenden Mergen
des vorhergehenden Falls.
VD (@

0
)
VD (@

1
)
v
1
s
g
v
Konstruktion von B(@

1
; @

0
)
VD(@
)
Abbildung 3.5: Merging von Voronoj-Diagrammen ganzer R

ander
Zum Einpassen des Voronoj-Diagramms VD(@

i+1
) in das bereits berechnete
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VD(
S
i
j=0
@

j
) ist der zugeh

orige Bisektor B(@

i+1
;
S
i
j=0
@

j
) zu konstruieren.
Gem

a Satz 3.3 ist dieser eine einfache, geschlossene Kurve, zu deren Konstruk-
tion ein geeigneter Startpunkt s mit Hilfe eines Verfahrens gefunden werden mu
(Schritt 3b), was sp

ater erl

autert wird.
Ausgehend von s kann nun die Konstruktion des Merge-Bisektors auf die
gewohnte Weise durchgef

uhrt werden (Schritt 3c). Der Startbisektor ist dabei
B(v
i+1
; e
k
), VD(@

i+1
) das linke und VD(
S
i
j=0
@

j
) das rechte Voronoj-Teildia-
gramm. Da der zu konstruierende Merge-Bisektor eine einfache, geschlossene Kur-
ve ist, besteht das Abbruchkriterium der Konstruktion aus dem Wiedererreichen
der beiden Startelemente v
i+1
und e
k
.
Abbildung 3.5 zeigt die Konstruktion anhand eines einfachen Beispiels (Voro-
noj-Diagramm und mediale Achse des Gebietes in Abbildung 3.1 sind im Anhang
auf Seite 76 zu nden). Konstruiert werden soll das Voronoj-Diagramm eines
Gebietes, dessen Rand aus zwei regelm

aigen Sechsecken besteht. Die Voronoj-
Diagramme des

aueren Randes @

0
beziehungsweise inneren Randes @

1
sind
oben links beziehungsweise oben rechts dargestellt. Das Teilbild links unten zeigt
den Verlauf der Merge-Bisektor-Konstruktion, das resultierende Voronoj-Dia-
gramm VD(
S
i+1
j=0
@

j
) wird rechts unten dargestellt.
Analog zum Fall einfacher polygonaler Gebiete gewinnt man die mediale Ach-
se von 
 aus dem Voronoj-Diagramm VD(@
) durch Entfernen jener Voronoj-
Kanten, die mit reexen Knoten inzidieren (Schritt 4). Abbildung 3.6 zeigt die
aus dem in Abbildung 3.5 dargestellten Voronoj-Diagramm gewonnene mediale
Achse.
Abbildung 3.6: mediale Achse zu Abbildung 3.5
Die Startpunktsuche in Schritt 3b des Algorithmus 3.1 erfolgt mit Hilfe der
beiden Lemmata 3.7 und 3.8. Als v wird hierzu (einer) der Knoten @

i+1
mit
der maximalen y-Koordinate, und als g
v
die bei v beginnende Vertikale gew

ahlt.
Ausgehend von v wird dann entlang der Halbgeraden g
v
der Schnittpunkt s =
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g
v
\B(@

i+1
;
S
i
j=0
@

j
) gesucht. Dies entspricht laut Lemma 3.8 der Suche nach
jenem Element e
k
, f

ur das s 2 B(v; e
k
) \ g
v
\ cl(VB(e
k
;
S
i
j=0
@

j
ne
k
)) erf

ullt ist,
woraus sich folgende, in Algorithmus 3.2 dargestellte Strategie zur Startpunktsu-
che ableitet.
function [s; e
k
] = Startpunkt(v;
S
i
j=0
@

j
)
1. nde e
k
2
S
i
j=0
@

j
so, da v 2 VB(e
k
;
S
i
j=0
@

j
ne
k
)
2. while true
a. s := g
v
\ cl(VB(e
k
;
S
i
j=0
@

j
ne
k
)) \B(v; e
k
)
b. if s 6= ;
return
else
ersetze e
k
durch jenes Element e

2
S
i
j=0
@

j
, f

ur das g
v
von VB(e
k
;
S
i
j=0
@

j
ne
k
) in VB(e

;
S
i
j=0
@

j
ne

)

ubergeht.
end
end
Algorithmus 3.2: Startpunktsuche
Zun

achst wird im ersten Schritt das Element e
k
aus
S
i
j=0
@

j
gesucht, das den
Abstand zu v minimiert, das heit in dessen Voronoj-Bereich v und infolgedessen
auch der erste Abschnitt der Halbgeraden g
v
liegt. Danach wird g
v
auf den Ab-
schlu dieses Voronoj-Bereichs VB(e
k
;
S
i
j=0
@

j
ne
k
) eingeschr

ankt und mit dem
ebenfalls auf cl(VB(e
k
;
S
i
j=0
@

j
ne
k
)) restringierten Bisektor B(v; e
k
) geschnitten
(Schritt 2a). Ist dieser Schnitt nichtleer, so besteht er nach Lemma 3.8 aus dem
gesuchten Schnittpunkt s = B(@

i+1
;
S
i
j=0
@

j
) \ g
v
.
Andernfalls mu im else-Zweig (2b) jenes Element beziehungsweise der zu-
geh

orige Voronoj-Bereich gefunden werden, in den g
v
beim Verlassen von
VB(e
k
;
S
i
j=0
@

j
ne
k
) eintritt. Dieses ersetzt e
k
, worauf ein erneuter Durchlauf
des Rumpfes der while Schleife (2) erfolgt. Sofern die Halbgerade g
v
beim Verlas-
sen von VB(e
k
;
S
i
j=0
@

j
ne
k
) auf den Bisektor zweier weiterer Elemente f

allt, ist
jenes als neues e
k
zu w

ahlen, dessen Voronoj-Bereich links von g
v
liegt, da der Bi-
sektor B(@

i+1
;
S
i
j=0
@

j
) gegen den Uhrzeigersinn konstruiert werden soll. Die
Existenz von s und somit die Terminierung der while-Schleife ist durch Lemma
3.7 gesichert.
Abbildung 3.7 zeigt den Verlauf der Startpunktkonstruktion. Im linken Teil-
bild liegt v in VB(e
4
; @

0
ne
4
), jedoch schneidet in diesem Voronoj-Bereich der Bi-
sektor B(v; e
4
) die Halbgerade g
v
nicht. Da g
v
als n

achstes den Bisektor B(e
3
; e
4
)
schneidet, wird e
4
durch e
3
ersetzt. Dieser Proze wird solange iteriert, bis e
k
= e
1
ist. Hier liegt der Schnittpunkt s, des in der Abbildung gepunkteten Bisektors
B(v; e
1
), innerhalb des zugeh

origen Voronoj-Bereichs VB(e
1
; @

0
ne
1
) und ist so-
mit der gesuchte Startpunkt.
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e
1
B(v;e
1
)
e
2
e
3
e
4
e
5
e
6
e
7
v
g
v
s
@

0
e
1
e
2
B(v;e
1
)
e
3
g
v
s
v
Abbildung 3.7: Voronoj-Bereich-Wechsel bei der Startpunktsuche
Das rechte Teilbild der Abbildung 3.7 zeigt den Fall, da g
v
mit dem Bisek-
tor jener beiden Elemente e
1
und e
3
zusammenf

allt, deren Voronoj-Bereiche an
den Startbereich VB(e
2
; @

0
ne
2
) grenzen. In diesem Fall ist e
1
das gesuchte Ele-
ment, dessen Bisektor die Halbgerade g
v
im Punkt s schneidet, da der zugeh

orige
Voronoj-Bereich links von g
v
liegt.
3.3 Komplexit

atsbetrachtung
Bezeichne n
i
die Anzahl der Knoten des Polygons @

i
und sei N :=
P
H
i=0
n
i
die
Gesamtzahl aller Knoten. In Abschnitt 2.3 wurde gezeigt, da der Aufwand zur
Berechnung des Voronoj-Diagramms VD(@

0
) im ersten Schritt des Algorithmus
3.1 von der Ordnung
O(n
0
ldn
0
) (3.9)
ist.
Die Bestimmung der gr

oten y-Koordinate Y
i
jedes inneren Polygons ben

otigt
jeweils O(n
i
) und das anschlieende Sortieren dieser H reellen Zahlen, zum Bei-
spiel mit dem Quicksort-Verfahren [34], O(H ldH) Schritte. Die Zeitkomplexit

at
der zweiten Zeile betr

agt somit
O
 
H
X
i=1
n
i
+H ldH
!
: (3.10)
In einer Iteration der nachfolgenden Schleife wird zun

achst das Voronoj-Dia-
gramm des inneren Polygons @

i+1
berechnet (3a). Die Komplexit

at des dazu
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eingesetzten Verfahrens ist analog zum nicht modizierten Lee'schen Algorith-
mus O(n
i+1
ldn
i+1
) (vergleiche Komplexit

atsuntersuchung in Abschnitt 2.3). In
der sich daran anschlieenden Startpunktsuche (3b) mu gem

a Algorithmus 3.2
zun

achst jenes Element e
k
gesucht werden, in dessen Voronoj-Bereich der Knoten
v von @

i+1
liegt. Dies ist durch die Minimierung des Abstands d(v; e
k
) charak-
terisiert. Somit mu der Abstand jedes der
P
i
j=0
n
j
Elemente in
S
i
j=0
@

j
zu v
berechnet werden.
Im nachfolgenden Schritt 2a ist zun

achst die Halbgerade g
v
auf den Voronoj-
Bereich des Elements e
k
einzuschr

anken. Dies erfordert den Schnitt von g
v
mit
allen Voronoj-Kanten von VB(e
k
;
S
i
j=0
@

j
ne
k
). Die Anzahl dieser Kanten ist
im schlechtesten Fall
P
i
j=0
n
j
  1. Das Aufstellen des Bisektors B(v; e
k
) und
der anschlieende Schnitt mit der eingeschr

ankten Halbgeraden ben

otigt schlie-
lich einen weiteren Schritt, erh

oht dadurch jedoch die Komplexit

at des gesamten
Schritts 2a nicht. Auch die Ausf

uhrungszeit f

ur 2b ist konstant, da mit der Berech-
nung der Schnittpunkte von g
v
mit den Voronoj-Kanten zugleich die Elemente
bekannt werden, deren Voronoj-Bereiche an den von e
k
grenzen. Die Ausf

uhrung
der gesamten Schleife in Schritt 2 ben

otigt infolgedessen O(
P
i
j=0
n
j
) Zeitschrit-
te, sofern in 2a die Ergebnisse vorhergehender Iterationen ber

ucksichtigt werden.
Dies ist zugleich die Komplexit

at der gesamten Startpunktsuche und somit auch
f

ur Schritt 3b in Algorithmus 3.1.
Wie in Kapitel 2.3 gezeigt wurde ist der Aufwand zur Konstruktion des Merge-
Bisektors zweier Voronoj-Diagramme linear in der Anzahl der zugeh

origen Ele-
mente. F

ur Schritt 3c impliziert dies die Komplexit

at O(
P
i+1
j=0
n
j
). Sie dominiert
zugleich den Aufwand des Schritts 3b, womit sich f

ur eine Iteration der for-Schleife
in Algorithmus 3.1 eine Zeitkomplexit

at von O(n
i+1
ldn
i+1
+
P
i+1
j=0
n
j
) ergibt.
Folglich erfordert die Ausf

uhrung der gesamten Schleife
H
X
i=1
O
 
n
i
ldn
i
+
i
X
j=0
n
j
!
(3.11)
Schritte.
Der Aufwand zur Berechnung des Voronoj-Diagramms von @
 ergibt sich aus
der Summe der Terme (3.9) bis (3.11), ist also
O(n
0
ldn
0
) + O
 
H ldH +
H
X
i=1
n
i
!
+
H
X
i=1
O
 
n
i
ldn
i
+
i
X
j=0
n
j
!
:
Au

osen der Summen liefert
H
X
i=0
O(n
i
ldn
i
) + O(H ldH) + O
 
H
X
i=1
n
i
!
+
H
X
i=1
O
 
i
X
j=0
n
j
!
: (3.12)
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Hierbei kann der erste Summand zu
H
X
i=0
O(n
i
ldn
i
) = O
 
ld
 
H
Y
i=0
n
n
i
i
!!
 O
 
ld
 
H
Y
i=0
N
n
i
!!
= O

ldN
P
H
i=0
n
i

= O(N ldN) (3.13)
vereinfacht werden und dominiert aufgrund der Beziehungen O(
P
H
i=1
n
i
) < O(N)
und H < N den zweiten und dritten Summanden in (3.12). F

ur den vierten
Summand gilt schlielich
H
X
i=1
O
 
i
X
j=0
n
j
!
<
H
X
i=1
O (N) = O(HN) ; (3.14)
weswegen (3.12) mit Hilfe von (3.13) und (3.14) durch
O
 
N(ldN +H)

(3.15)
abgesch

atzt werden kann.
Das abschlieende Entfernen der Voronoj-Kanten die mit reexen Knoten
inzidieren ben

otigt schlielich noch weitere O(N) Schritte (Anzahl der Voronoj-
Kanten), erh

oht jedoch die Komplexit

at (3.15) nicht mehr, die somit zugleich
Komplexit

at des Algorithmus 3.1 ist.
3.4 Anmerkungen
G

ursoy erweitert in [15] den vorgestellten Algorithmus auf mehrfach zusam-
menh

angende Gebiete, deren R

ander auer Geraden- zus

atzlich auch Kreisseg-
mente enthalten k

onnen. Aus den hieraus resultierenden Elementkombinationen
ergeben sich neue Bisektortypen, die aber allesamt Kegelschnitte sind.
Der betrachtete Algorithmus von V. Srinivasan und L. R. Nackman zur Be-
rechnung der medialen Achse von mehrfach zusammenh

angenden, polygonal be-
randeten Gebieten ist nicht optimal, sondern l

at sich mit Hilfe eines 1979 von
D.G. Kirkpatrick [21] entwickelten Algorithmus auf eine Laufzeit von O(N ldN)
verbessern. In Diesem wird zun

achst ein pseudo minimal spannender Baum f

ur die
Knoten und Segmente aufgebaut. Dieser wird in zwei Teilb

aume pseudo-separiert,
f

ur die rekursiv die Voronoj-Diagramme konstruiert und anschlieend wieder zu-
sammengef

ugt werden. F

ur eine konkrete Implementierung ist dieser Algorithmus
jedoch nicht geeignet [38]. Auch benden sich in der Arbeit von Kirkpatrick keine
Hinweise auf eine Implementierung.
Die beiden behandelten Algorithmen zur Berechnung der Voronoj-Diagramme
von R

andern polygonaler Gebiete eignen sich nicht zur Parallelisierung, da die
Aufteilung in Ketten keine gerechte Lastverteilung sichert. Ein 1993 von Good-
rich et al. [14] entwickelter Algorithmus erm

oglicht mit Hilfe einer modizierten
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Subdivision die parallele Berechnung des Voronoj-Diagramms von n nicht not-
wendigerweise zusammenh

angenden Segmenten mit O(n) Prozessoren in einer
O(ld
2
n) Zeit. Dazu wird je nach Lage der Segmente die Ebene in O(n) Teilberei-
che zerlegt, denen je ein Prozessor zugeordnet wird. Die Berechnung des Voronoj-
Diagramms (und somit auch der medialen Achse) erfolgt durch ein Verfahren, das
abwechselnd ein horizontales und ein vertikales Merging durchf

uhrt.
Kapitel 4
Approximation medialer Achsen
Dieses Kapitel behandelt die Berechnung der medialen Achse f

ur allgemeinere als
die zuvor betrachteten polygonalen Gebiete. Ein m

oglicher Ansatz hierzu ist die
Verwendung weiterer Randelementarten, wie zum Beispiel Kreissegmente [15].
Als unerw

unschter Nebeneekt ergibt sich hieraus jedoch eine Vervielf

altigung
der Bisektorentypen, wodurch die Algorithmen und Datenstrukturen an Kom-
plexit

at zunehmen. Deshalb wird nachfolgend der dazu alternative Ansatz der
Approximation gew

ahlt.
Hierbei wird der Rand selbst mit einfachen Objekten approximiert und aus
diesen eine N

aherung der medialen Achse gewonnen. Zur Approximation bieten
sich zum Beispiel Polygonz

uge an. Jedoch sind die der Approximation zugrunde-
liegenden Voronoj-Bereiche dann von einfachster Gestalt, wenn @
 durch diskrete
Punkte angen

ahert wird. Dies ist in Abbildung 4.1 f

ur f

unfzig auf dem Rand des
in Kapitel 2 untersuchten Gebiets (grau hinterlegt) verteilte Punkte dargestellt.
In diesem Fall sind die Voronoj-Bereiche konvex, polygonal berandet und so-
mit einfach zu berechnen. Es f

allt zugleich auf, da jene Voronoj-Kanten, die ganz
im Inneren von 
 enthalten sind, bereits eine gute Approximation der medialen
Achse (siehe Abbildung 2.7 auf Seite 31) bilden. Dies ist der Ansatz von Brandt
[6], der nachfolgend weiter untersucht werden soll.
4.1 Topologische Grundlagen
Die f

ur Approximationen notwendigen Begrie wie Stetigkeit und Konvergenz
bed

urfen einer topologischen Struktur in dem zu untersuchenden Raum. Die nach-
folgend vorgestellten Denitionen und die sich daraus ergebenden Resultate der
mathematischen Morphologie sind den B

uchern von Matheron [25] und Serra [35]
entnommen.
Im folgenden bezeichnen F;G und K die Mengen aller bez

uglich der durch die
euklidische Metrik auf IE
2
induzierten Topologie abgeschlossenen, oenen und
kompakten Teilmengen der euklidischen Ebene. Da 
 und M(
) abgeschlossene
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Abbildung 4.1: Voronoj-Diagramm einer Punktmenge
Mengen sind, stellt die Berechnung der medialen Achse eine Transformation vom
Typ  : F! F dar, die somit von besonderem Interesse ist.
Als topologische Struktur f

ur F wird die Hit-Miss-Topologie gew

ahlt. In ihr
werden die Elemente von F aufgrund ihres Schnittverhaltens gegen

uber Teilmen-
gen der euklidischen Ebene zueinander in Beziehung gesetzt. Sei M  IE
2
, so
ist
F
M
:= fF 2 F jF \M = ;g beziehungsweise
F
M
:= fF 2 F jF \M 6= ;g
(4.1)
die Menge aller abgeschlossenen Teilmengen der euklidischen Ebene, die M ver-
fehlen beziehungsweise treen. Sind G
1
; : : : ; G
n
2 G und K 2 K so wird die
Hit-Miss-Topologie auf F mit Hilfe der Basis
F
K
G
1
;:::;G
n
= F
K
\ F
G
1
\    \ F
G
n
(4.2)
deniert.
Der Raum F ist zusammen mit der Hit-Miss-Topologie hausdorsch, separabel
und, im Gegensatz zu IE
2
, kompakt, weshalb es gen

ugt, die Konvergenzuntersu-
chungen auf abz

ahlbare Folgen zu beschr

anken. Eine Folge (F
n
) von Elementen
aus F konvergiert genau dann gegen das Grenzelement F 2 F, kurz F
n
! F ,
wenn
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1. jede oene Menge G, die F trit, bis auf endliche viele Ausnahmen auch
alle F
n
trit und
2. jede kompakte Menge K, die F verfehlt, auch bis auf endliche viele Aus-
nahmen alle F
n
verfehlt.
F

ur konkrete Untersuchungen sind jedoch die beiden folgenden Bedingungen
g

unstiger:
8x 2 F 9 (x
n
) mit x
n
2 F
n
; so da x
n
! x (4.3)
8(x
n
k
) mit x
n
k
2 F
n
k
und x
n
k
! x folgt x 2 F: (4.4)
Hierbei besagt die zu 1.

aquivalente Beziehung (4.3), da jedes Element x von
F H

aufungspunkt einer Folge von Punkten in F
n
ist und die zu 2.

aquivalente
Beziehung (4.4), da der H

aufungspunkt jeder konvergenten Teilfolge (x
n
k
) mit
Elementen in F
n
k
Element von F ist.
Sei (F
n
) eine beliebige Folge in F so bezeichne limF
n
den Schnitt beziehungs-
weise limF
n
die Vereinigung aller H

aufungsmengen der in F konvergenten Teil-
folgen von (F
n
). Eine Folge konvergiert somit genau dann, wenn limF
n
= limF
n
gilt. limF
n
ist zugleich die gr

ote Menge in F, welche (4.3) und limF
n
die kleinste
Menge, welche (4.4) erf

ullt.
Eine Abbildung  : F ! F heit halbstetig nach oben, wenn f

ur alle K 2 K
die Menge  
 1
(F
K
) oen, und halbstetig nach unten, wenn f

ur alle G 2 G die
Menge  
 1
(F
G
) oen in F bez

uglich der Hit-Miss-Topologie ist. Hierzu

aquiva-
lent sind die nachfolgenden Beziehungen, welche die Verbindung zu den beiden
Stetigkeitsbedingungen (4.3) und (4.4) herstellen. Die Abbildung  : F! F ist
halbstetig nach oben () lim (F
n
)   (F ) (4.5)
halbstetig nach unten ()  (F )  lim (F
n
) (4.6)
stetig ()  (F
n
)!  (F ) (4.7)
f

ur alle F 2 F und jede konvergente Folge F
n
! F erf

ullt ist.
Wie sich in den nachfolgenden Abschnitten herausstellen wird sind f

ur die
Konvergenz der Approximation einige zus

atzlichen Anforderungen an 
 unerl

a-
lich. Hierzu dienen die nachfolgenden Begrie.
DieMinkowski-Addition operiert auf der Potenzmenge der euklidischen Ebe-
ne und wird deniert durch A  B = fa + b j a 2 A; b 2 Bg, wobei die Addition
a+ b von Elementen der Mengen A;B  IE
2
in dem IE
2
zugrundeliegenden Vek-
torraum IR
2
durchzuf

uhren ist. Hierzu dual ist die durch A 	 B = (A
c
 B)
c
denierte Minkowski-Subtraktion.
Eine kompakte Menge 
  IE
2
heit r-regul

ar, wenn sie morphologisch oen
und abgeschlossen bez

uglich einer abgeschlossenen Kreisscheibe K
r
mit Radius
r > 0 ist, das heit, wenn 
 = (
	K
r
)K
r
= (
K
r
)	K
r
gilt.
r-regul

are Mengen haben die folgenden Eigenschaften [6]:
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 sowohl 
 wie auch cl(

c
) kann als Vereinigung von abgeschlossenen Kreis-
scheiben mit Radius r dargestellt werden
 zu jedem Punkt von @
 existiert die Tangente an @

 @
 besteht lokal aus der Vereinigung endlich vieler einfach geschlossener
Teilr

ander
 in jedem Punkt von @
 ist die Kr

ummung deniert und der zugeh

orige
Kr

ummungsradius kleiner oder gleich dem Regularit

atsparameter r
 die Anzahl der Kr

ummungsextrema ist lokal nicht notwendigerweise endlich
Abbildung 4.2 zeigt eine r-regul

are Menge und die zugeh

origen Kreisscheiben
mit Radius r.
p
us(p)
m
M(
)
@K
r


Abbildung 4.2: r-regul

are Menge und Upstream
Der Upstream us(p) eines Punktes p 2 
 bezeichne schlielich die abgeschlos-
sene Menge
us(p) := fq 2 
 j d(q; @
) = d(q; p) + d(p; @
)g : (4.8)
Er ist, wie in Abbildung 4.2 fett dargestellt, ein Geradensegment [p;m] zwischen
p und einem Punkt m der gepunktet abgebildeten medialen Achse M(
).
Bezeichne nachfolgend R die Menge aller r-regul

aren Mengen in F, deren Rand
zus

atzlich lokal nur endlich viele Kr

ummungsextrema besitzt. F

ur 
 2 R ist die
Abbildung us : 
 ! F, die jedem Punkt in 
 den zugeh

origen Upstream zuord-
net, stetig [6]. Dar

uber hinaus ist in diesem Fall die Menge aller Mittelpunkte
maximaler Kreisscheiben in 
 abgeschlossen, weshalb es der in Denition (1.1)
explizit geforderten Hinzunahme der H

aufungspunkte zur medialen Achse nicht
bedarf.
4.2. APPROXIMATION VON VORONOJ-DIAGRAMMEN 57
4.2 Approximation von Voronoj-Diagrammen
Die Voronoj-Bereiche wurden in (2.4) als Schnittmengen oener Halbebenen de-
niert. Im polygonalen Fall implizierte die endliche Anzahl der diese Halbebenen
erzeugenden Elemente die Oenheit der Voronoj-Bereiche. Da im Gegensatz hier-
zu jedoch die Zahl der Elemente p 2 @
 meist

uberabz

ahlbar ist und die Schnitt-
mengen unendlich vieler oener Mengen im allgemeinen nicht oen sind, wird im
Hinblick auf die durchzuf

uhrenden Konvergenzuntersuchungen die Denition der
Voronoj-Bereiche leicht modiziert.
Denition 4.1 Sei 
 2 F und p 2 @
. Die Abbildung V : @
 ! F, welche p
den zugeh

origen abgeschlossenen Voronoj-Bereich zuordnet, wird deniert durch
V (p) := fu 2 IE
2
j d(u; p) = d(u; @
)g : (4.9)
Approximiert werden soll die Menge
f
M(
) aller Mittelpunkte maximaler
Kreisscheiben in 
, die nach (1.1) dicht in M(
) liegt und deshalb vereinfa-
chend ebenfalls als mediale Achse bezeichnet wird. Wie die Voronoj-Bereiche soll
auch
f
M(
) mit Hilfe der euklidischen Metrik charakterisiert werden.
Eine notwendige Bedingung f

ur die Maximalit

at der Kreisscheibe K
r
u
(u) in

 ist die Maximalit

at des zugeh

origen Radius, das heit r
u
= d(u; @
). Dar

uber
hinaus darf es keine Kreisscheibe K
r
v
(v) um v 2 
nfug mit r
v
= d(v; @
) geben,
f

ur die K
r
u
(u) ( K
r
v
(v), also d(u; v) + r
u
 r
v
gilt. Dies f

uhrt zu der gesuchten
Darstellung der Menge aller Mittelpunkte maximaler Kreisscheiben
f
M(
) :=

u 2 
 j 8v 2 
nfug : d(v; @
) < d(v; u) + d(u; @
)
	
: (4.10)
Hieraus folgt zusammen mit (4.8) f

ur den Upstream der Punkte u 2
f
M(
) un-
mittelbar die Beziehung us(u) = fug.
Sei nachfolgend 
 2 F, so soll nun ein Zusammenhang zwischen den Ele-
menten des Randes @
 und der medialen Achse hergestellt werden, welcher die
Berechnung derselben erm

oglicht. Hierzu dienen die Fu- oder Projektionspunkte,
wie sie bereits aus der alternativen Darstellung (1.3) der medialen Achse bekannt
sind.
Denition 4.2 Ist u 2 
, so bezeichne
proj(u) := fq 2 @
 j d(u; q) = d(u; @
)g (4.11)
die Menge aller Projektionspunkte von u und
f
M(p) := fu 2
f
M(
) j p 2 proj(u)g (4.12)
die Punkte der medialen Achse, in deren Projektion p 2 @
 liegt.
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Da aufgrund der Abgeschlossenheit von @
 jeder Punkt der medialen Achse
mindestens einen Projektionspunkt besitzt, gilt
f
M(
) =
[
p2@

f
M(p) : (4.13)
F

ur weitere Untersuchungen ist der Darstellung (4.12) wiederum eine metri-
sche Variante vorzuziehen, die nun bereitgestellt wird.
Lemma 4.1 Ist p 2 @
, so gilt
f
M(p) = fu 2 V (p) \ 
 j 8v 2 V (p) \ 
nfug :
d(v; p) < d(v; u) + d(u; p)g :
(4.14)
Beweis: Die Gleichheit der Darstellungen (4.12) und (4.14) wird durch die jewei-
lige Teilmengenbeziehung gezeigt.
Sei zun

achst u 2
f
M(
). Hieraus folgt nach (4.10) 8v 2 
nfug : d(v; @
) <
d(v; u) + d(u; @
). Die Forderung p 2 proj(u) impliziert d(u; @
) = d(u; p) und
somit u 2 V (p). Wird die Wahl von v zus

atzlich noch auf V (p) eingeschr

ankt,
so folgt mit d(v; @
) = d(v; p) schlielich die gew

unschte Beziehung 8v 2 V (p) \

nfug : d(v; p) < d(v; u) + d(u; p).
Ist andererseits u 2 V (p) \ 
 und 8v 2 V (p) \ 
nfug : d(v; p) < d(v; u) +
d(u; p), so folgt f

ur v 2 V (p) \ 
nfug die Gleichung d(v; p) = d(v; @
) und f

ur
v 2 
nV (p) die Ungleichung d(v; @
) < d(v; p). Beide F

alle v 2 V (p)\
nfug und
v 2 
nV (p), also v 2 
nfug, implizieren d(v; @
) < d(v; u) + d(u; @
), woraus
u 2
f
M(
) folgt. u 2 V (p) \ 
 impliziert d(u; p) = d(u; @
) und erzwingt somit
noch die Zusatzbedingung p 2 proj(u) von (4.12). 2
Die Darstellung (4.14) besagt, da die Suche nach dem zu p 2 @
 geh

orenden
Anteil der medialen Achse
f
M(p) auf den Voronoj-Bereich von p beschr

ankt wer-
den kann. Dar

uber hinaus ist es m

oglich, ohne Kenntnis der Punkte u 2 
nV (p)
diese Menge
f
M(p) in V (p) zu identizieren. Dies f

uhrt zu der alternativen Dar-
stellung
f
M(p) = V (p) \
f
M(
) ; (4.15)
die den Zusammenhang zwischen dem Anteil
f
M(p) der medialen Achse und dem
Randpunkt p pr

agnant zusammenfat.
Das Voronoj-Diagramm f

uhrt somit wiederum zu einem nat

urlichen divide et
impera Ansatz bei der Berechnung der medialen Achse. Da @
 meist

uberabz

ahl-
bar ist, mu jedoch das Voronoj-Diagramm selbst mit Hilfe von Teilmengen des
Randes approximiert werden, zu deren Spezikation die nachfolgende Denition
dient.
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Denition 4.3 Ist 
 2 F, so heit die Folge (@
n

) approximierende Randfolge,
wenn ihre Glieder @
n

 n-elementige Teilmengen von @
 sind und die zugeh

orige
Abweichung !
n
, deniert durch
!
n
:= max
p2@

d(p; @
n

) ; (4.16)
f

ur n!1 gegen Null strebt.
In der Hit-Miss-Topologie impliziert lim
n!1
!
n
= 0 die Konvergenz der Rand-
approximation, das heit @
n

 ! @
. Bezeichne nachfolgend V
n
: @
n

 ! F die
Voronoj-Funktion, welche dem Punkt p der n-ten Randapproximation den zu-
geh

origen Voronoj-Bereich
V
n
(p) := fu 2 IE
2
j d(u; p) = d(u; @
n

)g (4.17)
bez

uglich @
n

 zuordnet, so folgt aus @
n

  @
 unmittelbar
V (p)  V
n
(p) 8p 2 @
n

 : (4.18)
Ziel ist die Konvergenz der Voronoj-Bereiche V
n
(p
n
) ! V (p) unter den Vor-
aussetzungen p
n
! p und @
n

 ! @
. In Vorbereitung hierzu bedarf es jedoch
noch des folgenden Hilfsmittels.
Lemma 4.2 Ist (@
n

) eine approximierende Randfolge und u
n
! u mit u
n
; u 2

, so folgt
lim
n!1
d(u
n
; @
n

) = d(u; @
) : (4.19)
Beweis: Die Dreiecksungleichung impliziert
d(u
n
; @
n

)  d(u
n
; u) + d(u; @
n

) : (4.20)
Zur Absch

atzung des zweiten Summanden der rechten Seite sei p 2 @
 ein Punkt,
in dessen Voronoj-Bereich u liegt. Hieraus folgt insbesondere d(u; p) = d(u; @
).
Aufgrund @
n

 ! @
 gibt es eine Folge (p
n
) von p
n
2 @
n

, die gegen p konver-
giert. d(u; @
n

) = minfd(u; q) j q 2 @
n

g impliziert die Absch

atzung d(u; @
n

) 
d(u; p
n
), welche zusammen mit (4.20) f

ur den Grenz

ubergang die Beziehung
lim
n!1
d(u
n
; @
n

)  d(u; p) = d(u; @
) (4.21)
liefert.
F

ur die Absch

atzung von oben ergibt wiederum die Dreiecksungleichung
d(u; @
)  d(u; u
n
) + d(u
n
; @
n

) + d(@
n

; @
) : (4.22)
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Als Majorante des Abstands der n-ten Randapproximation zu @
 dient die in
(4.16) denierte Abweichung !
n
, da
d(@
n

; @
) = minfd(p; q) j p 2 @
n

; q 2 @
g
 max
p2@

d(p; @
n

) = !
n
:
(4.23)
Beim Grenz

ubergang n ! 1 implizieren (4.22), (4.23) und lim
n!1
!
n
= 0 die
Ungleichung
d(u; @
)  lim
n!1
d(u
n
; @
n

) ; (4.24)
aus der zusammen mit (4.21) die zu beweisende Beziehung (4.19) folgt. 2
Dieses Lemma erm

oglicht nun die gew

unschte Konvergenzaussage f

ur die
Voronoj-Bereiche.
Satz 4.1 Gilt p
n
! p mit p
n
2 @
n

; p 2 @
 f

ur eine gegen @
 konvergierende
approximierende Randfolge (@
n

) und ist die Voronoj-Funktion V : @
 ! F
stetig, so folgt V
n
(p
n
)! V (p).
Beweis: Nachzuweisen sind die beiden Konvergenzkriterien (4.3) und (4.4).
Zun

achst wird gezeigt, da jeder Punkt u in V (p) H

aufungspunkt einer Folge
(u
n
) mit u
n
2 V
n
(p
n
) ist. Die Stetigkeit der Voronoj-Funktion V impliziert mit
p
n
! p die Konvergenz der Bilder V (p
n
) ! V (p). Demzufolge gibt es zu jedem
u 2 V (p) eine konvergente Folge u
n
! u mit u
n
2 V (p
n
). Da V (p
n
) Teilmenge
von V
n
(p
n
) ist, folgt hieraus unmittelbar u
n
2 V
n
(p
n
).
Bleibt zu zeigen, da der H

aufungspunkt jeder konvergenten Teilfolge (u
n
k
)
mit u
n
k
2 V
n
k
(p
n
k
) in V (p) liegt. Sei hierzu u
n
k
! u eine solche konvergente
Teilfolge, so folgt aus der Dreiecksungleichung
d(u; p
n
k
)  d(u; u
n
k
) + d(u
n
k
; p
n
k
) : (4.25)
Da u
n
k
im Voronoj-Bereich von p
n
k
liegt, gilt d(u
n
k
; p
n
k
) = d(u
n
k
; @
n
k

). Hieraus
folgt zusammen mit (4.25) und Lemma 4.2 nach Grenz

ubergang d(u; p)  d(u; @
),
weshalb u im Voronoj-Bereich V (p) liegen mu. 2
Wie in dem Beweis zu sehen war h

angt die Konvergenz V
n
(p
n
) ! V (p) we-
sentlich von der Stetigkeit der Voronoj-Funktion V : @
! F ab. Da diese aber
im allgemeinen nicht vorausgesetzt werden kann illustriert das Gegenbeispiel in
Abbildung 4.3.
Sei (p
n
) eine gegen p konvergente Folge von Punkten auf dem oenen Segment
(p; q). V (p
n
) ist ein zusammenh

angendes Teilst

uck der Normalen zu (p; q) durch
p
n
und wird einerseits durch M(
), anderseits durch die nach auen gerichtete
Winkelhalbierende der konvexen Ecke begrenzt. V (p
n
) konvergiert gegen die in
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p
V (p)
p
n
V (p
n
)
M(
)


@

q
Abbildung 4.3: Beispiel einer unstetigen Voronoj-Funktion
Abbildung 4.3 gestrichelt dargestellte Voronoj-Kante von V (p). Der grau hinter-
legte Voronoj-Bereich des Punktes p ist jedoch weit gr

oer als diese H

aufungsmen-
ge von (V (p
n
)), das heit limV (p
n
) ist echte Teilmenge von V (p). Infolgedessen
ist die gezeigte Voronoj-Funktion nicht halbstetig nach unten. Jedoch gilt
Lemma 4.3 Die Voronoj-Funktion V : @
! F ist halbstetig nach oben.
Beweis: Sei p
n
! p mit p
n
; p 2 @
, so ist zu zeigen, da der H

aufungspunkt u
jeder konvergenten Teilfolge (u
n
k
) mit u
n
k
2 V (p
n
k
) in V (p) liegt. Mit Hilfe der
Dreiecksungleichung erh

alt man
d(u; p)  d(u; u
n
k
) + d(u
n
k
; p
n
k
) + d(p
n
k
; p) : (4.26)
u
n
k
2 V (p
n
k
) impliziert d(u
n
k
; p
n
k
) = d(u
n
k
; @
), weshalb mit der Stetigkeit der
euklidischen Norm beim Grenz

ubergang aus (4.26) die Absch

atzung d(u; p) 
d(u; @
) und somit u 2 V (p) folgt. 2
Wie dem Gegenbeispiel in Abbildung 4.3 entnommen werden kann h

angt die
Stetigkeit der Voronoj-Funktion von der Beschaenheit des Randes @
 ab. Der
nachfolgende Satz gibt eine hinreichende (nicht aber notwendige) Bedingung an,
f

ur welche Gebiete die Voronoj-Funktion stetig ist, woraus wie zuvor gezeigt, die
gew

unschte Konvergenz der Voronoj-Bereiche folgt.
Satz 4.2 Aus 
 2 R folgt die Stetigkeit der Voronoj-Funktion V : @
! F.
Beweis: Da in Lemma 4.3 bereits die Halbstetigkeit nach oben gezeigt wurde,
ist lediglich noch die Halbstetigkeit nach unten zu beweisen. Hierzu mu gezeigt
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werden, da f

ur alle p 2 @
 mit p
n
! p und u 2 V (p) eine Folge (u
n
) mit
u
n
2 V (p
n
) existiert, so da u
n
gegen u konvergiert.
Im Falle p = u kann u
n
= p
n
gew

ahlt werden. Sei deshalb nun u 2 V (p)\in(
).
Die r-Regularit

at von 
 impliziert, da der Voronoj-Bereich V (p) in der Normalen
zu @
 durch p enthalten ist [6]. Aufgrund dessen enth

alt
f
M(p) = V (p) \
f
M(
)
nur einen einzigen Punkt, der nachfolgend mit m bezeichnet werden soll. Somit
ist u 2 [p;m]. Sei (v
n
) die Folge jener Punkte entlang der nach innen gerichteten
Normalen zu @
 durch p
n
mit d(p
n
; v
n
) = " und 0 < " d(p; u). Bedingt durch
die Voraussetzungen an 
 ist die Upstream-Funktion stetig, weshalb us(v
n
) gegen
us(v) mit v 2 [p;m] und d(p; v) = " konvergiert. Infolgedessen existieren nach
(4.3) Folgenpunkte u
n
2 us(v
n
) mit u
n
! u. Diese bilden aufgrund us(v
n
) 
V (p
n
) die gesuchte Folge mit u
n
2 V (p
n
) und u
n
! u.
Der Beweis f

ur u 2 V (p) \ 

c
kann durch eine analoge Konstruktion gef

uhrt
werden, da cl(

c
) ebenfalls eine r-regul

are Menge mit lokal endlich vielen Kr

um-
mungsextrema ist. 2
Aufgrund dieser Resultate sei 
 im folgenden stets Element von R, das heit
r-regul

ar, und die Zahl der Kr

ummungsextrema von @
 lokal endlich. Da der
Regularit

atsparameter r beliebig klein sein darf ist dies in der Praxis keine zu
starke Einschr

ankung f

ur 
 und erlaubt so im Rahmen der Rechengenauigkeit
auch die Approximation der medialen Achse polygonaler Gebiete. Jedoch ver-
deutlicht das Beispiel auf Seite 83 im Anhang die klare

Uberlegenheit der in den
vorhergehenden Kapiteln vorgestellten Algorithmen zur exakten Berechnung von
M(
).
Wie in den topologischen Grundlagen bemerkt wurde gilt f

ur r-regul

are Men-
gen
f
M(
) = M(
), was nachfolgend die direkte Approximation von M(
) er-
m

oglicht.
4.3 Approximation der medialen Achse
Dieser Abschnitt behandelt nun die Gewinnung einer N

aherung der medialen
Achse aus der Approximation des Voronoj-Diagramms VD(@
). Wie Abbildung
4.4 zeigen soll m

ussen dazu neben 
 auch die Glieder der approximierenden Rand-
folgen @
n

 gewissen Mindestanforderungen gen

ugen.
Hier weicht das Voronoj-Diagramm an jener Stelle zu sehr von der medialen
Achse ab, an der sich 
 stark verj

ungt. Somit ist dort eine sinnvolle Approxima-
tion von M(
) nicht m

oglich, was auf eine ung

unstige Verteilung der approxi-
mierenden Randpunkte zur

uckzuf

uhren ist. Folglich werden Kriterien ben

otigt,
die eine vorhersehbare Struktur des Voronoj-Diagramms implizieren. Diese wer-
den durch das nachfolgende Lemma gegeben. Sei dazu @
 so orientiert, da das
Innere von 
 stets zur Linken liegt. Dies induziert zugleich eine Anordnung der
approximierenden Randpunkte auf den Teilr

andern @
n


k
von @
n

.
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Abbildung 4.4: Zu grobe Approximation des Randes
Lemma 4.4 Ist die Approximationsg

ute !
n
< 2r, so teilt p 2 @
n


k
mit sei-
nem Nachfolger q 2 @
n


k
eine gemeinsame Voronoj-Kante
e
B(p; q), welche das
Teilst

uck @

[p;q]
von @
 zwischen p und q genau einmal schneidet.
Beweis: Zun

achst wird gezeigt, da alle Punkte u 2 @

[p;q]
in V
n
(p)[V
n
(q) liegen.
Da 
 r-regul

ar ist, k

onnen sich nur diejenigen Punkte von @
n

 im Inneren der
Kreisscheibe K
2r
(u) benden, die auf demselben Teilrand @

k
von @
 wie p und q
liegen (vergleiche Abbildung 4.5). Aus !
n
< 2r folgt r
0
:= minfd(p; u); d(q; u)g <
r. Angenommen u ist weder in V
n
(p) noch in V
n
(q) enthalten, so mu es einen
weiteren Approximationspunkt o 2 @
n


k
geben, der im Inneren von K
r
0
(u) liegt
und f

ur den u 2 V
n
(o) gilt. Die r-Regularit

at von 
 impliziert o 2 @

[p;q]
, weshalb
o im Widerspruch zur Voraussetzung Nachfolger von p sein mu.
Da @

[p;q]
eine stetige Kurve ist und p 2 V
n
(p) sowie q 2 V
n
(q) sind, mu es
einen Schnittpunkt des Bisektors B(p; q) mit @

[p;q]
geben, dessen Eindeutigkeit
aus der Konvexit

at der Voronoj-Bereiche folgt. 2
Um jene Voronoj-Kanten, welche die mediale Achse approximieren, kennzeich-
nen zu k

onnen, werden die Voronoj-Kanten von V
n
(p) nach dem folgenden, in
Abbildung 4.6 dargestellten Schema bezeichnet.
Sei
e
B
p;1
:=
e
B(p; q) die Voronoj-Kante des Punktes p mit dessen Nachfolger
q in @
n

. Durchl

auft man das Voronoj-Polygon von p gegen den Uhrzeigersinn,
so werden die auf
e
B
p;1
folgenden Voronoj-Kanten mit
e
B
p;2
; : : : ;
e
B
p;k
p
bezeichnet,
wobei
e
B
p;k
p
die Voronoj-Kante von p mit dessen Vorg

anger o sei. Die Knoten v
p;l
dieses Teil-Voronoj-Polygons sind gegeben durch v
p;l
:=
e
B
p;l
\
e
B
p;l+1
.
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p
q
u
@

[p;q]
B(p; q)
K
2r
(u)
K
r
0
(u)


Abbildung 4.5: Skizze zum Beweis von Lemma 4.4
Diese Kennzeichnungen erm

oglichen die Denition der folgenden, f

ur die Ap-
proximation der medialen Achse relevanten, Mengen.
Denition 4.4 Jener Anteil
f
M
n
(p) des Voronoj-Polygons V
n
(p) von p 2 @
n

,
der die mediale Achse approximiert, wird deniert als
f
M
n
(p) :=
 
k
p
 1
[
l=2
e
B
p;l
!
[ v
p;1
: (4.27)
Die Gesamtheit dieser Anteile bildet die approximierte mediale Achse M
n
(@
n

)
mit
M
n
(@
n

) :=
[
p2@
n


f
M
n
(p) : (4.28)
Schlielich bezeichne


n
:=
[
m2M
n
(@
n

)
K
d(m;@
n

)
(m) : (4.29)
jene N

aherung von 
, welche aus der approximierten medialen Achse rekonstru-
iert werden kann.
4.3. APPROXIMATION DER MEDIALEN ACHSE 65
p
o
q
e
B
p;1
e
B
p;2
e
B
p;3
e
B
p;k
p
 1
e
B
p;k
p
v
p;1
v
p;2
v
p;3
v
p;k
p
 1
V
n
(p)
: : :
Abbildung 4.6: Bezeichner der M(
) approximierenden Segmente von V
n
(@
n

)
Die explizite Hinzunahme des Voronoj-Polygonknotens v
p;1
in (4.27) wird f

ur
den Fall k
p
= 2 ben

otigt. So bildet zum Beispiel bei der Approximation der me-
dialen Achse einer Kreisscheibe mit Hilfe

aquidistant auf dem Kreisrand verteilter
Approximationspunkte gerade dieser Punkt die mediale Achse und ist zugleich
Schnittpunkt aller Voronoj-Kanten.
Im folgenden soll nun bewiesen werden, da die approximierte mediale Achse
M
n
(@
n

) gegen die gesuchte mediale Achse M(
) konvergiert. Hierzu wird im
ersten Schritt gezeigt, da die einzelnen Anteile
f
M
n
(p) konvergieren.
Lemma 4.5 Ist 
 2 R, p
n
2 @
n

; p 2 @
 und p
n
! p, so konvergiert
f
M
n
(p
n
)
gegen
f
M(p).
Beweis: Betrachtet wird zun

achst die Folge der Punkte v
p
n
;1
, die nach Deni-
tion 4.4 in
f
M
n
(p
n
) enthalten sind. v
p
n
;1
ist als Knoten des Voronoj-Diagramms
VD(@
n

) in mindestens drei verschiedenen Voronoj-Bereichen von Punkten aus
@
n

 enthalten. Diese liegen wiederum alle auf dem Rand der Kreisscheibe K
v
:=
K
d(v
p
n
;1
;@
n

)
(v
p
n
;1
), weshalb es keine weitere K
v
umfassende Kreisscheibe in @
n


geben kann. Infolgedessen ist K
v
maximal.
f
M
n
(p
n
) ist Teilmenge des Voronoj-
Bereichs V
n
(p
n
), der aufgrund der Voraussetzungen gegen V (p) strebt. Wie zu-
vor im Beweis von Satz 4.2 schon erw

ahnt wurde enth

alt V (p) \M(
) wegen

 2 R genau einen Punkt m. Die Maximalit

at von K
v
impliziert die Konvergenz
von (v
p
n
;1
) gegen m, dem einzigen Mittelpunkt einer maximalen Kreisscheibe in
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V (p). Ein vollkommen analoger Beweis kann f

ur alle weiteren Voronoj-Knoten in
f
M
n
(p
n
) gef

uhrt werden. Da diese Knotenfolgen ebenfalls gegen m streben gilt dies
auch f

ur alle Punkte der Segmente
e
B
p
n
;2
bis
e
B
p
n
;k
p
n
 1
, da diese durch die besagten
Knoten begrenzt sind. Das heit: f

ur jede Folge m
n
von Punkten m
n
2
f
M
n
(p
n
)
gilt m
n
! m und insbesondere v
p
n
;1
! m, womit die beiden Konvergenzkriterien
(4.3) und (4.4) bewiesen sind. 2
Dieses Lemma erlaubt nun schlielich die Konvergenzaussage f

ur die gesamte
approximierte mediale Achse.
Satz 4.3 Ist 
 2 R und konvergiert die approximierende Randfolge (@
n

) gegen
@
, so gilt M
n
(@
n

)!M(
).
Beweis: Zun

achst wird gezeigt, da zu jedem Punkt m 2 M(
) eine Folge (m
n
)
mit m
n
2 M
n
(@
n

) und m
n
! m existiert. Sei p 2 proj(m)  @
, so gilt
M(
) \ V (p) = fmg. Auerdem gibt es aufgrund @
n

! @
 eine Folge p
n
! p,
mit p
n
2 @
n

. W

ahlt man zu dieser speziell m
n
= v
p
n
;1
2
f
M
n
(p
n
), so folgt nach
Lemma 4.5 m
n
! m.
Bleibt nachzuweisen, da die H

aufungspunkte konvergenter Teilfolgen (m
n
k
)
mitm
n
k
2M
n
k
(@
n
k

) inM(
) liegen. Nach Gleichung (4.28) gibt es zu jedemm
n
k
ein p
n
k
2 @
n
k

, so da m
n
k
2
f
M
n
k
(p
n
k
). Die
f
M
n
k
(p
n
k
) verdichten sich aufgrund
Lemma 4.5 f

ur n
k
! 1 zu einelementigen Mengen, weshalb die Konvergenz
von (m
n
k
) die Konvergenz von (p
n
k
) also p
n
k
! p impliziert, so da m
n
k
gegen
m 2 V (p) \M(
) und somit in M(
) selbst konvergiert. 2
Von Interesse ist noch eine Absch

atzung f

ur den Fehler der Approximation.
Als Ma hierf

ur wird die Abweichung der rekonstruierten Menge 

n
von der
Ausgangsmenge 
 gew

ahlt.
Denition 4.5 Sei 
 2 R, so heit die Gr

oe
"
n
:= max
p2@

n
d(p; @
) : (4.30)
Rekonstruktionsfehler der n-ten Approximation.
Ein wichtige Rolle bei der nachfolgenden Fehlerabsch

atzung spielt die Tatsa-
che, da die Punkte der approximierenden Randfolgen ebenfalls auf dem Rand
der Rekonstruktion 

n
liegen, das heit
Lemma 4.6 Es ist @
n

  @

n
.
Beweis: Aus p 2 @
n

 folgt f

ur alle m in M
n
(@
n

) die Beziehung d(m; @
n

) =
min
q2@
n


d(m; q)  d(m; p), weshalb p, sofern es in 

n
enthalten ist, nach (4.29)
auf @

n
liegen mu. v
p;1
2
f
M
n
(p)  V (p) impliziert d(v
p;1
; p) = d(v
p;1
; @
n

),
woraus mit p 2 K
d(v
p;1
;@
n

)
(v
p;1
) nach Denition 4.4 auch p 2 

n
folgt. 2
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Dieses Lemma ndet nun bei der eigentlichen Absch

atzung des Rekonstruk-
tionsfehlers Verwendung.
Satz 4.4 Erf

ullt die Abweichung !
n
der Randapproximation @
n

 die Beziehung
!
n
< r, so gilt f

ur den Rekonstruktionsfehler
"
n

!
2
n
r
: (4.31)
Beweis: Da nach Lemma 4.6 die approximierenden Randpunkte in @
n

 exakt re-
konstruiert werden gen

ugt es, die Fehlerbetrachtung auf die Punkte u, zwischen
jenen beiden benachbarten Punkten p; q 2 @
n

 zu beschr

anken, welche die maxi-
male Abweichung !
n
erzeugen. Sei R := d(p; v
p;1
), so liegen diese u auf dem Rand
der Kreisscheibe K
R
(v
p;1
) (Abbildung 4.7).
"
1
"
2

m
o
B(p; q)
!
n
s
R
r
@K
R
(v
p;1
)


@

v
p;1
p q
u
0
@K
r
(m)
Abbildung 4.7: maximaler Rekonstruktionsfehler
Aufgrund !
n
< r verl

auft @
 innerhalb jener Linse, welche durch den Schnitt
der beiden Kreisscheiben mit Radius r, auf deren R

andern p und q liegen, deniert
ist. Sei u
0
der Schnittpunkt von B(p; q) und @

n
, so wird der Fehler d(u
0
; @
)
genau dann maximal, wenn @

[p;q]
Teil eines Kreises mit Radius r ist. Bezeichne o
den Schnittpunkt von B(p; q) mit @
, so gilt in diesem Fall d(u
0
; @
) = d(u
0
; o) =:
".
Die Berechnung von " erfolgt mit Hilfe der beiden Teilabst

ande "
1
:= d(o; s)
und "
2
:= d(s; u
0
), wobei s den Schnittpunkt von [p; q] und B(p; q) bezeichne.
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Dar

uber hinaus sei  der Winkel zwischen [o; p] und [o;m]. F

ur den Abstand der
beiden Punkte p und o gilt aufgrund der Voraussetzungen an p und q d(p; o) = !
n
.
Im Dreieck opm folgt mit Hilfe des Kosinussatzes cos = !
n
=(2r). Entsprechend
ergibt sich im Dreieck ops aus cos = "
1
=!
n
die Beziehung
"
1
=
!
2
n
2r
: (4.32)
Im gleichen Dreieck liefert der Satz des Pythagoras d(p; s) =
p
!
2
n
  !
4
n
=(4r
2
).
Hieraus folgt, zusammen mit (R   "
2
)
2
+ d(p; s)
2
= R
2
(Pythagoras im Dreieck
v
p;1
ps),
"
2
= R 
r
R
2
  !
2
n
+
!
4
n
4r
2
; (4.33)
womit f

ur " = "
1
+ "
2
folgt
" =
!
2
n
2r
+R  
r
R
2
  !
2
n
+
!
4
n
4r
2
: (4.34)
Wird R kleiner, so vergr

oert sich der Teilfehler "
2
. Die r-Regularit

at von 

impliziert R  r. Dies ergibt im Grenzfall R = r zusammen mit (4.34)
" 
!
2
n
2r
+ r  
r
4r
4
  4r
2
!
2
n
+ !
4
n
4r
2

!
2
n
2r
+
2r
2
2r
 
2r
2
  !
2
n
2r
;
woraus schlielich die zu beweisende Beziehung (4.31) folgt. 2
4.4 Algorithmus
Die Untersuchungen des vorhergehenden Abschnitts m

unden nun in den Algorith-
mus 4.1 zur Berechnung der approximierten medialen Achse. Die Eingabedaten
bestehen aus den n Punkten der Randapproximation @
n

 und der zugeh

origen
Nachbarschaftsrelation.
function M
n
(@
n

) = ApproximierteMedialeAchse(@
n

)
1. berechne VD(@
n

)
2. extrahiere M
n
(@
n

) aus VD(@
n

)
Algorithmus 4.1: Berechnung der approximierten medialen Achse
Im ersten Schritt wird zun

achst das Voronoj-Diagramm der approximierenden
Randpunkte berechnet. Da die Berechnung des Voronoj-Diagramms einer Punkt-
menge zu den Standardaufgaben der computerorientierten Geometrie z

ahlt und
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das zugeh

orige Grundprinzip bereits mit Algorithmus 2.1 auf Seite 27 vorge-
stellt wurde, erfolgt nun lediglich eine informelle

Ubersicht der dazu ben

otigten
Schritte. Eine genau Beschreibung sowie die zugeh

origen theoretischen Grundla-
gen k

onnen den Werken von Preparata/Shamos [32] oder Aumann/Spitzm

uller
[2] entnommen werden.
Ausgangspunkt ist die Menge P von n Punkten der euklidischen Ebene. Die-
se wird in zwei etwa gleich groe Teilmengen P
l
und P
r
geteilt, wobei die x-
Koordinaten der Punkte in P
l
stets kleiner sind als diejenigen der Punkte in P
r
.
Nun werden rekursiv die beiden Voronoj-Teildiagramme VD(P
l
) und VD(P
r
) be-
rechnet, die anschlieend wieder zusammengef

ugt werden m

ussen. Dies erfolgt
durch Konstruktion des zugeh

origen Merge-Bisektors B(P
l
; P
r
). Das Grundprin-
zip

ahnelt auch hier stark dem polygonalen Fall und soll mit Hilfe der Abbil-
dung 4.8 erl

autert werden.
Gegeben sind die oben links dargestellten Voronoj-Teildiagramme VD(P
l
) (ge-
strichelt) und VD(P
r
) (gepunktet). B(P
l
; P
r
) setzt sich aus Teilbisektoren vom
Typ
e
B(p
l
; p
r
) zusammen, wobei p
l
2 P
l
und p
r
2 P
r
ist. Im Gegensatz zum
polygonalen Fall ist zun

achst ein geeignetes Startsegment f

ur B(P
l
; P
r
) zu n-
den. Hierzu dienen die beiden konvexen H

ullen CH(P
l
) und CH(P
r
). Bezeichnen
s
u
= (p
l;u
; p
r;u
) und s
o
= (p
l;o
; p
r;o
) die beiden Segmente, welche zur Konstruk-
tion von CH(P ) aus CH(P
l
) und CH(P
r
) ben

otigt werden, so beginnt B(P
l
; P
r
)
mit einem Segment des Bisektors B(p
l;u
; p
r;u
) und endet mit einem Segment des
Bisektors B(p
l;o
; p
r;o
) (Abbildung 4.8 rechts oben).
Analog zum polygonalen Fall (vergleiche Seite 29) wird nun, beginnend mit
B(p
l;u
; p
r;u
), der Merge-Bisektor B(P
l
; P
r
) konstruiert. Hierzu wird der erste
Schnittpunkt mit einem Bisektor der beiden Voronoj-Teildiagramme gesucht. Im
Beispiel ist dies der Bisektor von p
r;u
mit einem weiteren Punkt q der rechten Teil-
menge P
r
. Infolgedessen wird das rechte Element ausgetauscht und B(P
l
; P
r
) mit
B(p
l;u
; q) fortgesetzt. Dieser Bisektor schneidet wiederum
e
B(p
l;u
; v), weshalb nun
das linke Element gewechselt, der Merge-Bisektor also durch B(v; q) fortgesetzt
wird. Dieses
"
Reiverschluverfahren\ wird bis zum Erreichen des Schlubisektor
B(p
l;o
; p
r;o
) iteriert. Der resultierende Merge-Bisektor ist in Abbildung 4.8 unten
links fett hervorgehoben. Zuletzt sind noch die Anteile von VD(P
l
), die rechts,
und die Anteile von VD(P
r
), die links des Merge-Bisektors liegen, zu entfernen.
Das resultierende Voronoj-Diagramm VD(P ) ist unten rechts dargestellt.
Dem Voronoj-Diagramm VD(@
n

) k

onnen nun im zweiten Schritt des Algo-
rithmus 4.1 jene Kanten entnommen werden, die die mediale Achse approximie-
ren. Nach Denition 4.4 und Satz 4.3 sind dies f

ur p 2 @
n

 gerade
e
B
p;2
; : : : ;
e
B
p;k
p
 1
,
also jene Voronoj-Kanten von V
n
(p), die ganz in 
 liegen.
Ein besonderer Vorteil dieses Verfahrens besteht darin, da die Approxima-
tionspunkte verschiedener Teilr

ander von @
 bei der Berechnung des zugeh

origen
Voronoj-Diagramms nicht unterschieden werden m

ussen. Vielmehr wird die zu
den Punkten geh

orende Nachbarschaftsrelation erst bei der Identizierung der zu
extrahierenden Voronoj-Kanten ben

otigt. Dies schl

agt sich auch in der Komple-
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Konstruktion des Merge-Bisektors Voronoj-Diagramm
Abbildung 4.8: Konstruktion des Merge-Bisektors
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xit

at des Algorithmus 4.1 nieder, f

ur die gilt:
Satz 4.5 Die Berechnung der approximierten medialen AchseM
n
(@
n

) mit Hilfe
einer n-elementigen Randapproximation @
n

 ben

otigt O(n ldn) Operationen.
Beweis: Wie sich analog zum polygonalen Fall beweisen l

at erfordert die Berech-
nung des Voronoj-Diagramms von n Punkten O(n ldn) Operationen [32].
Zur Identizierung der die mediale Achse approximierenden Voronoj-Kanten
werden zu jedem Punkt p 2 @
n

 die zugeh

origen Voronoj-Kanten in V
n
(p) h

och-
stens einmal

uberstrichen. Da jede Kante in genau zwei Voronoj-Bereichen liegt,
ist die Laufzeit f

ur den zweiten Schritt des Algorithmus 4.1 linear in der Anzahl
der Voronoj-Kanten. Analog zum Beweis von Satz 2.3 folgt auch hier mit Hilfe
des Eulerschen Polyedersatzes, da diese O(n) ist. Folglich wird die Laufzeit des
Algorithmus 4.1 durch die Komplexit

at des ersten Schrittes dominiert. 2
4.5 Anmerkungen
Da bei zunehmender Dichte der Approximationspunkte auch die Zahl der die
mediale Achse approximierenden Segmente zunimmt, diese jedoch immer k

urzer
werden, bietet es sich f

ur die weitere Verarbeitung an, die Teilsegmente durch eine
Spline-Approximation zu ersetzen. Abzuw

agen ist dabei der verringerte Speicher-
bedarf gegen den durch die zus

atzliche Approximation hinzukommenden Fehler.
Ein andere M

oglichkeit die Datenmenge zu reduzieren, ohne dabei Verluste in
der Approximationsg

ute hinnehmen zu m

ussen, ist die adaptive Verteilung der
Approximationspunkte auf dem Rand. Hierbei werden auf jenen Randabschnit-
ten mehr Punkte verteilt, deren zugeh

orige mediale Achse eine starke Kr

ummung
aufweist. Dazu kann zun

achst die mediale Achse durch

aquidistant auf dem Rand
verteilte Punkte angen

ahert werden. Anschlieend sind die Winkel zwischen in-
zidierenden Voronoj-Kanten zu betrachten. Unterschreiten diese einen Toleranz-
wert, so sind weitere Approximationspunkte auf denjenigen Randsegmenten zu
verteilen, die in den Voronoj-Bereichen der Punkte liegen, welche die Kanten
erzeugen. Vorteilhaft ist hierbei auch, da das resultierende verfeinerte Voronoj-
Diagrammmit Hilfe eines inkrementellen Verfahrens nur lokal neu berechnet wer-
den mu. Zwar sind diese inkrementellen Algorithmen, welche jeden Punkt einzeln
in ein bestehendes Voronoj-Diagramm einf

ugen, nicht optimal, doch erreichen sie
mit Hilfe von Hash-Tabels eine nahe an die optimale Laufzeit heranreichende
Performance [6].
Anhang A
Implementierung
A.1 Mediale Achsen polygonaler Gebiete
A.1.1 Datenstruktur
Die in Kapitel 2 und 3 vorgestellten Algorithmen wurden alle inMatlab [27] im-
plementiert. Die dabei zu verwaltenden geometrischen Objekte { Knoten, Geraden-
und Parabelsegmente { werden in ihrer jeweiligen Bezierdarstellung [19] gespei-
chert. Diese bietet folgende Vorteile:
 Die Endpunktinterpolationseigenschaft der Bezierdarstellung erm

oglicht ex-
akte

Uberg

ange der einzelnen Segmente.
 Das kanonische Parametergebiet [0; 1] f

uhrt zu gut konditionierten polyno-
mialen Gleichungssystemen, die beim Schnitt von Bisektoren zu l

osen sind.
 Bei der Konstruktion der Voronoj-Diagramme ist teilweise eine Umorientie-
rung von Segmenten erforderlich, welche durch Vertauschen der Kontroll-
punkt-Reihenfolge erfolgen kann.
 Die Tangentialrichtungen an den Segmentenden, die zur Lagebestimmung
von Punkten ben

otigt werden, ergeben sich direkt aus den Kontrollpunkten.
 Beim Bisektorenschnitt ist der Schnittpunkt selbst Kontrollpunkt der re-
stringierten Bisektoren. Zus

atzlich ist h

ochstens ein weiterer Kontrollpunkt
mittels einem de Casteljau-Schritt neu zu berechnen.
Sofern beim Schnitt der Bisektoren mindestens ein Parabelsegment beteiligt
ist, wird das L

osen des zugeh

origen polynomialen Gleichungssystems mit Hilfe der
Bezout-Resultante [19] auf die Nullstellenberechnung eines Polynoms vom Grad
 4 zur

uckgef

uhrt. Aufgrund der dabei vorhandenen numerischen Ungenauig-
keiten und der zwangsl

aug anfallenden Diskretisierungsfehler m

ussen Schnitt-
und Endpunkte innerhalb einer gewissen Toleranzumgebung identiziert werden.
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Dementsprechend sind auch die zugeh

origen Parameterwerte der Beziersegmente
anzupassen, die sich nur im kanonischen Parameterintervall [0; 1] bewegen d

urfen.
Da die bei der Berechnung der medialen Achse zu konstruierenden Voronoj-
Teildiagramme unbeschr

ankt sind, jedoch nur jene Segmente interessieren, die im
Inneren des von @

0
beschr

ankten Gebiets liegen, gen

ugt es, die Berechnungen
auf eine @

0
umfassende bounding box einzugrenzen.
Matlab stellt als einziges Datenformat Matrizen beliebiger Dimension zur
Verf

ugung. Deshalb werden alle Objekte in der festen Form eines 10 1-Vektors
o gespeichert. Hierbei enth

alt das erste Element o(1) das Typkennzeichen des ge-
speicherten Objekts. F

ur die Bisektoren werden Geraden- (Typ=1) und Parabel-
segmente (Typ=2) ben

otigt. Da der Rand des Ausgangsgebietes programmintern
ebenfalls in Objekte zerlegt wird, gibt es f

ur die Knoten zus

atzlich den Typ 0.
Die nachfolgenden drei Zahlenpaare o(2:3)=: p
0
, o(4:5)=: p
1
sowie o(6:7)=: p
2
dienen zur Speicherung der Bezier-Kontrollpunkte. Bei Geradensegmenten wird
in dem nicht ben

otigten dritten Kontrollpunkt p
2
der zugeh

orige Richtungsvek-
tor p
1
  p
0
abgelegt. Im Bisektorfall enthalten o(8) und o(9) die Nummern des
linken und rechten Elements, welche den Bisektor bilden. Dagegen ist der Ele-
mentfall durch o(8)=o(9) gekennzeichnet. Schlielich klassiziert o(10) den Typ
des Bisektors anhand der erzeugenden Elemente. Unterschieden werden hier
o(10) Bisektortyp
1 Knoten-Knoten-Bisektor
2 linearer Knoten-Segment-Bisektor
3 Segment-Segment-Bisektor
4 parabolischer Knoten-Segment-Bisektor
Hierbei sind die Bisektoren vom Typ 2 genau jene, die mit den reexen Kno-
ten des Polygons inzidieren. Infolgedessen besteht VD(@
)nM(
) genau aus den
Bisektoren vom Typ 2.
A.1.2 Syntax
Die Syntax derMatlab-Funktion medaxpoly zur Berechnung der medialen Ach-
se eines polygonal berandeten Gebietes lautet
[M,V,OP,OI]=medaxpoly(P,I)
[M,V,OP,OI]=medaxpoly(P,I,DebugLevel)
P ist die 2  N -Matrix der Knoten aller Polygone @

0
; : : : ; @

H
. Dabei ent-
spricht eine Spalte von P je einem Knoten, dessen x-Koordinate in der ersten und
die y-Koordinate in der zweiten Zeile gespeichert wird. Die Knoten jedes Poly-
gons @

i
m

ussen in P aufeinanderfolgend abgespeichert sein und werden durch je
eine Spalte der 2 (H +1)-Indexmatrix I indiziert. I(1,1) ist der erste, I(2,1)
der letzte Knoten des

aueren Randes. Analog erfolgt die Indizierung der inne-
ren R

ander @

1
; : : : ; @

H
durch I(1:2,2:H+1). Die Redundanz in der zweiten
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Zeile von I erm

oglicht somit die Speicherung weiterer Informationen in den nicht
indizierten Spalten beziehungsweise Zeilen von P.
Ausgegeben wird die (10 :)-Objektmatrix M der medialen Achse M(
). Die
einzelnen Segmente sind dabei in der zuvor beschriebenen Objekt-Form gespei-
chert. Auf Wunsch gibt die Funktion medaxpoly zus

atzlich die Objektmatrix V des
zugeh

origen Voronoj-Diagramms zur

uck, wobei eine Spalte von V einer Voronoj-
Kante entspricht. OP ist schlielich die in Objektform umgewandelte und durch
OI indizierte Matrix der Polygone, welcher die Nummern der einzelnen Elemente
in @
 entnommen werden k

onnen.

Uber den optionalen Parameter DebugLevel 2 IN
0
kann zus

atzlich bestimmt
werden, in welchem Umfang Informationen

uber den aktuellen Berechnungsstand
auszugegeben sind. Je gr

oer DebugLevel gew

ahlt wird, umso detaillierter ist
die meist graphische Darstellung der Zwischenergebnisse. Zur Verf

ugung stehen
dabei die folgende Werte:
DebugLevel Wirkung
0 keine Informationen (default)
1 graphische Ausgabe der medialen Achse
2 zeigt die Voronoj-Diagramme der einzelnen Polygone an
3 schrittweise Konstruktion der Merge-Bisektoren
> 3 zus

atzliche numerische Informationen der Teilfunktionen
Dabei umfat die Stufe n stets auch alle Informationen der vorhergehenden
Stufen 1 bis n  1.
A.1.3 Beispiele
Beispiel 1
Die Knotenmatrix P und die zugeh

orige Indexmatrix I des in Abbildung 3.1 auf
Seite 37 gezeigten mehrfach zusammenh

angenden polygonalen Gebietes sind
P =
Columns 1 through 12
46 12 3 11 44 89 97 78 35 24 36 53
90 78 55 23 4 13 53 84 72 58 45 57
Columns 13 through 22
53 39 59 73 83 82 73 68 63 53
72 63 38 45 33 24 29 19 27 30
I =
1 9 15
8 14 22
Hierbei besteht @
 aus den drei in der nachfolgenden Tabelle aufgelisteten
einfachen Polygonen.
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Rand Speicherbereich Knoten
@

0
P(:, 1: 8) (46j90); : : : ; (78j84)
@

1
P(:, 9:14) (35j72); : : : ; (39j63)
@

2
P(:,15:22) (59j38); : : : ; (53j30)
Beim Aufruf [M,V,OP,OI]=medaxpoly(P,I,2) werden neben der medialen
Achse sowohl die Voronoj-Diagramme der inneren R

ander (vergleiche Abbildung
3.4 auf Seite 45) als auch die Voronoj-Diagramme nach dem Einf

ugen der einzel-
nen inneren R

ander (Abbildung A.1) angezeigt.
Die resultierende Objektmatrix M der medialen Achse lautet auszugsweise
M =
1.0000 1.0000 2.0000 2.0000 1.0000 2.0000
63.0000 73.0000 82.5155 70.5910 66.8197 66.5967
27.0000 29.0000 52.9295 62.4253 57.3607 57.0000
55.8453 76.2996 70.5910 66.8197 66.5967 58.7063
17.6240 18.3341 62.4253 57.3607 57.0000 48.9161
-7.1547 3.2996 78.3288 68.3847 -0.2229 63.2987
-9.3760 -10.6659 58.7656 59.8930 -0.3607 51.6637
32.0000 44.0000 39.0000 39.0000 38.0000 38.0000
34.0000 30.0000 14.0000 20.0000 20.0000 21.0000
3.0000 3.0000 4.0000 4.0000 3.0000 4.0000 ...
Hierbei ist zum Beispiel der erste Teilbisektor ein von den Elementen 32 und 34
gebildetes Geradensegment zwischen den Punkten (63j27) und (55:8453j17:6240).
M ist eine Teilmatrix von V, die durch das Entfernen der Bisektoren vom Typ 2
entsteht. So wird von dem nachfolgenden Ausschnitt der Voronoj-Matrix V nur
das dritte Objekt, ein Segment-Segment-Bisektor,

ubernommen.
V =
1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
68.0000 68.0000 63.0000 53.0000 53.0000 59.0000
19.0000 19.0000 27.0000 30.0000 30.0000 38.0000
73.5429 61.7331 55.8453 49.3785 43.9576 51.2184
16.2285 15.0832 17.6240 17.9284 36.7818 43.8362
5.5429 -6.2669 -7.1547 -3.6215 -9.0424 -7.7816
-2.7715 -3.9168 -9.3760 -12.0716 6.7818 5.8362
30.0000 31.0000 32.0000 34.0000 35.0000 36.0000
31.0000 32.0000 34.0000 35.0000 36.0000 37.0000
2.0000 2.0000 3.0000 2.0000 2.0000 2.0000 ...
Die zu den in der 8. und 9. Zeile gespeicherten Nummern geh

orenden Rand-
elemente k

onnen der Elementmatrix OP entnommen werden. Sie repr

asentiert den
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Abbildung A.1: sukzessive Hinzunahme innerer Voronoj-Diagramme
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Rand in Objektform.
OP =
0 1 0 1 0 1 0 1 0
46 46 12 12 3 3 11 11 44
90 90 78 78 55 55 23 23 4
1 12 1 3 1 11 1 44 1
0 78 0 55 0 23 0 4 0
0 -34 0 -9 0 8 0 33 0
0 -12 0 -23 0 -32 0 -19 0
1 2 3 4 5 6 7 8 9
1 2 3 4 5 6 7 8 9
1 0 0 0 0 0 0 0 0 ...
Zus

atzlich gibt der Eintrag in der vierten Zeile von OP bei Knotenobjekten
(Typ 0 in der ersten Zeile) an, ob es sich um einen konvexen (1) oder reexen
Knoten (0) handelt. Der Knoten mit der jeweils h

ochsten y-Koordinate eines Ran-
des wird in der zehnten Zeile durch eine 1 gekennzeichnet. Da sich in OP aufgrund
der Speicherungsstruktur die Anzahl der Randelemente gegen

uber der Knoten-
matrix P verdoppelt, ist die Indizierung der einzelnen R

ander in OP entsprechend
anzupassen. Hierzu dient die nachfolgend aufgef

uhrte Indexmatrix OI f

ur OP.
OI =
1 17 29
16 28 44
Beispiel 2
Als Gebiet wurde das Best

uckungsschema eines idealisierten PC-Mainboards ge-
w

ahlt. Jedes der insgesamt 50 Bauteile wird durch einen inneren Polygonzug
repr

asentiert. Die Gesamtzahl N der Knoten aller R

ander betr

agt 284. Abbil-
dung A.2 zeigt das aus insgesamt 1.195 Voronoj-Kanten bestehende Voronoj-
Diagramm. Hiervon sind 866 Geradensegmente und die restlichen 329 Parabel-
segmente. F

ur die in Abbildung A.3 dargestellte mediale Achse muten 480 mit
reexen Knoten inzidente Geradensegmente entfernt werden. Sie besteht somit
aus 715 Voronoj-Kanten.
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Abbildung A.2: Voronoj-Diagramm eines Computer-Mainboards
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Abbildung A.3: mediale Achse des Computer-Mainboards
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A.2 Approximation medialer Achsen
A.2.1 Datenstruktur
Die Implementierung des Algorithmus zur Approximation medialer Achsen er-
folgte wiederum inMatlab, wobei jedoch aus Geschwindigkeitsgr

unden zur Be-
rechnung des Voronoj-Diagramms der Sweepline-Algorithmus von Steve Fortune
[11] in Form eines externen C-Programms hinzugezogen wird.
Die Datenstruktur

ahnelt der des Algorithmus zur Berechnung medialer Ach-
sen polygonaler Gebiete. Hierbei ergibt sich jedoch eine Reduktion des Speicher-
bedarfs durch die Eigenschaft, da die Voronoj-Kanten stets Geradensegmen-
te sind und infolgedessen kein Typ-Kennzeichen und kein dritter Bezierpunkt
ben

otigt wird.
Jedes Objekt o(1:7,1) hat somit den folgenden Aufbau: o(1:2) =: p
0
und
o(3:4) =: p
1
sind die beiden Bezierpunkte des Semgents, o(5:6) die Nummern
jener Punkte der approximierenden Randfolge, die das Segment erzeugen. Schlie-
lich kennzeichnet o(7) die Lage der Voronoj-Kante. Unterschieden werden hier
Segmente, die vollst

andig im Inneren des Gebietes liegen (Wert 2) oder nicht
(Wert 1). Die Segmente vom Typ 1 und 2 bilden das Voronoj-Diagramm, dieje-
nigen vom Typ 2 die approximierte mediale Achse.
A.2.2 Syntax
Die Syntax der Matlab-Funktion medaxapprox zur Approximation medialer
Achsen lautet
[M,V,OP,OI]=medaxapprox(P,I)
[M,V,OP,OI]=medaxapprox(P,I,PlotType)
Die Matrix P der Punkte auf @
 und die zugeh

orige Indexmatrix I der Teil-
r

ander haben das gleiche Speicherformat wie die gleichnamigen Matrizen im poly-
gonalen Fall, repr

asentieren hier jedoch eine diskrete Approximation des Randes.
Da die Berechnung des Voronoj-Diagramms extern erfolgt, wurde hier auf eine
Debug-Option verzichtet, allerdings kann mit Hilfe des Arguments PlotType die
Visualisierung des Ergebnisses gesteuert werden. Zur Verf

ugung stehen hier
PlotType Ausgabe
0 kein plot (default)
1 nur approximierte mediale Achse plotten
2 nur das Voronoj-Diagramm plotten
3 Kombinationsplot (V gr

un, M rot)
Zur

uckgegeben wird die (7  :)-Matrix M jener Segmente von VD(P), welche
die approximierte mediale Achse bilden. M ist Teilmatrix von V, der Objektmatrix
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des zu den Punkten in P geh

orenden Voronoj-Diagramms. Die (3 n)-Matrix OP
enth

alt die Approximationspunkte der Matrix P und in der dritten Zeile deren
Punktnummern. Die Reihenfolge der Punkte in OP kann sich aufgrund der Orien-
tierung des Randes gegen

uber P unter Umst

anden

andern. OI ist schlielich der
Indexvektor der Teilr

ander in OP.
A.2.3 Beispiele
Beispiel 1
Das Titelbild dieser Arbeit zeigt ein mehrfach zusammenh

angendes Gebiet, des-
sen Rand aus sieben Kreisen besteht und durch 175 Punkte approximiert wird.
Die Punktmatrix der approximierenden Randfolge ist (auszugsweise)
P=
7.0000 6.9617 6.8470 6.6574 6.3948 6.0622
0.0000 -0.7317 -1.4554 -2.1631 -2.8472 -3.5000 ...
Der zugeh

orige Indexvektor zur Kennzeichnung der Teilr

ander lautet
I =
1 61 81 101 121 141 161
60 80 100 120 140 160 175
Der Programmaufruf mit [M,V,OP,OI]=medaxapprox(P,I) liefert die folgen-
den Ergebnisse.
M=
-0.3372 -0.1378 0.3375 0.5710 -0.8504 -0.9964
-6.4348 -6.3748 -6.4400 -6.3247 -6.2771 -6.2910
-0.1378 0.3375 0.5710 0.9989 -0.3372 -0.8504
-6.3748 -6.4400 -6.3247 -6.3068 -6.4348 -6.2771
45.0000 45.0000 46.0000 46.0000 44.0000 44.0000
109.0000 108.0000 108.0000 107.0000 109.0000 110.0000
2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 ...
Hierbei besteht M genau aus jenen Objekten von V, deren Typkennzeichen in
der siebten Zeile gleich 2 ist.
V =
-0.8504 -0.1378 -0.3372 -0.1378 1.2772 0.3375
-6.2771 -6.3748 -6.4348 -6.3748 -6.1220 -6.4400
0.0000 0.0000 -0.1378 0.3375 0.0000 0.5710
-4.1176 -4.1176 -6.3748 -6.4400 -4.1176 -6.3247
109.0000 108.0000 45.0000 45.0000 106.0000 46.0000
110.0000 109.0000 109.0000 108.0000 107.0000 108.0000
1.0000 1.0000 2.0000 2.0000 1.0000 2.0000 ...
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Die Punkte des ersten Teilrandes waren im Uhrzeigersinn angeordnet und
wurden deshalb umorientiert. Hieraus folgt OP(1:2,60:-1:1)=P(:,1:60) und
zusammen mit der Zeile der Punktnummern ist
OP=
6.9617 6.8470 6.6574 6.3948 6.0622 5.6631
0.7317 1.4554 2.1631 2.8472 3.5000 4.1145
1.0000 2.0000 3.0000 4.0000 5.0000 6.0000 ...
Da I alle Punkte in P referenziert, ist OI identisch mit I, das heit
OI =
1 61 81 101 121 141 161
60 80 100 120 140 160 175
Insgesamt umfat das Voronoj-Diagramm 462 Voronoj-Kanten, von denen 190
die mediale Achse approximieren. Diese sind auf dem Titelbild fett dargestellt.
F

ur die in Abbildung A.4 gezeigte approximierte mediale Achse wurde die Zahl
der Randpunkte auf 1.000 erh

oht. Hierbei steigt die Zahl der Voronoj-Kanten auf
2.495 wovon 1.015 Segmente M bilden.
Abbildung A.4: Gebiet des Titelbilds mit 1.000 Approximationspunkten
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Beispiel 2
Das zweite Beispiel soll die Konvergenzgeschwindigkeit der Approximation im
polygonalen Fall illustrieren. Hierzu dient noch einmal das Beispiel von Seite 54.
Abbildung A.5 zeigt die approximierten medialen Achsen f

ur @
20

; @
50

; @
100


und @
1000

, wobei die Punkte

aquidistant entlang @
 verteilt wurden. Die Zahl
der resultierenden Segmente kann der nachfolgenden Tabelle entnommen werden.
Approximationspunkte Voronoj-Kanten davon in M
20 53 22
50 112 48
100 228 98
1.000 2.298 998
Wie zu sehen ist konvergieren jene Teile der approximierten medialen Achse
besonders schlecht, die zu einer konvexen Ecke geh

oren, deren Winkel nahe bei 
liegt.
20 Approximationspunkte 50 Approximationspunkte
100 Approximationspunkte 1.000 Approximationspunkte
Abbildung A.5: Mediale Achsen verschiedener Approximationsg

uten
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Beispiel 3
Als komplexeres Beispiel dient abschlieend die Weltkarte in der Mercator-Projek-
tion [22]. Da diese, wie an Gr

onland zu erkennen ist, polnahe Regionen stark ver-
zerrt, wurde auf die Darstellung der Antarktis sowie, zur Reduktion der Komple-
xit

at, auf kleinere Inseln verzichtet. Die aus 2.966 Punkten bestehenden Rohdaten
der K

ustenlinien wurden mit Hilfe periodischer kubischer Splines [33] interpoliert
und durch deren Auswertung an Zwischenstellen die Zahl der Approximations-
punkte auf 17.182 erh

oht. Im Gegensatz zu den vorherigen Darstellungen, sind
die Landmassen, welche die L

ocher in einem von einer Ellipse berandeten Ge-
biet bilden, grau hinterlegt. Das Voronoj-Diagramm der Approximationspunkte
umfat 51.143, die approximierte mediale Achse 17.293 Geradensegmente.
Kleine

Aste der medialen Achse, wie zum Beispiel zwischen S

udamerika und
Afrika, sind entweder auf eine schwache Konvergenz (vergleiche zweites Beispiel)
oder auf kleine Kr

ummungen des Randes zur

uckzuf

uhren. Die starke Ver

aste-
lung, wie zum Beispiel in S

udostasien, beruht dahingegen auf einer mangelhaften
Gl

attung der Randdaten oder einer hohen Zahl von kleinen Inseln.
Abbildung A.6: approximierte mediale Achse der Mercator-Weltkarte
Aufgrund der hohen Dichte der Geradensegmente im Voronoj-Diagramm, wur-
de auf die Darstellung desselben verzichtet.
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