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1. INTRODUCTION 
Let D denote the domain 
where 
D = B x R1 x RI, 
B = {x :x~R~,jl x/j <M}. 
Let f (x, II, v) be a function from D into RN and let f, f, , fz, , and fu be con- 
tinuous uniformly for all (x, u, v) E D. Furthermore, let f (x, u, v) have least 
period 2~ with respect to u and v, i.e., 
f (x, fd + 27r, v) =f (x, % ZJ + 277) =f (x, % v), (1.1) 
for (x, u, v) E D. 
We are interested in solutions of the differential equation 
ff = f (x, qt, 4), 
where t is time, and w1 , wa are real numbers (frequencies). 
If wl/wz is rational, 
(14 
Wl n -=--, 
% m 
n, m relatively prime integers, (1.3) 
then f (x, wit, wzt) is periodic with respect to t, with the (not necessarily 
least) period 
and (1.2) is a periodic differential equation. 
If wr/ws is irrational, then f ( x, ult, wst) is quasiperiodic with respect to t, 
and (1.2) is a quasiperiodic differential equation. 
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Methods to calculate approximate periodic solutions of (strongly nonlinear) 
periodic differential equations are well-known. A numerical method, for 
instance, is Urabe’s version of Galerkin’s procedure ([l], [2]). Similarly 
effective procedures for quasiperiodic differential equations are apparently 
not known. In the present paper, we construct quasiperiodic approximate 
solutions for quasiperiodic differential equations by means of periodic 
solutions of appropriately related periodic differential equations. Thus, the 
procedure described in [2] becomes applicable to quasiperiodic problems. 
II. CONSTRUCTION OF AN APPROXIMATE SOLUTION 
For given frequencies or , ws and a small number t0 > 0, there exist always 
integers m and n such that 
where 1 E 1 < l s . 
mw, = nwe - E (2.1) 
We transform the differential Eq. (1.2): Define 7 and u by 
7 = muIt, nw2 a=nw.$=-T. 
mwl 
(2.2) 
Taking r as independent variable and a as a new dependent variable, we get 
from (1.2), (2.1), (2.2), 
do nw2 -= -= 
dr 
1$-f 
mm1 mw, ’ 
a(0) = 0. 
In this system of differential equations, we regard m and n as fixed, and 
regard c as a variable parameter. 
We start the investigation with E = 0. (This corresponds to the periodic 
problem (1.3).) We integrate (2.4), but ignore the initial condition u(0) = 0, 
obtaining 
u=7+s. (2.5) 
In (2.5) s is an arbitrary constant of integration which we take as a parameter. 
We define 
F(x, 7, s) = ,L +,;,q-y. (2.6) 
4d3Ob2 
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The function F(x, 7, S) satisfies the same differentiability and continuity 
conditions asf(x, U, v). Its periodicity properties are 
F(x, T + T, s) = F(x, 7, s + S) = F(x, 7, s), (2.7) 
for all (x, T, S) ED, where 
T = 2rrmn, (2.8) 
s=2ml. (2.9) 
By (2.3), (2.5), and (2.6), we have for E = 0 the differential equation 
Assume that we know a family of periodic solutions p(r, S) of (2.10) which 
lies completely in the interior of B. The function p(~, S) satisfies 
v = F(p(7, s), 7, s); 
s is the parameter of the family. We denote the least period of f(T, s) with 
respect to 7 by Tp; 
P(T + Tp , S) = f’(T, S). (2.12) 
We assume that T, does not depend on S. In general T, will be an integral 
multiple of T, 
T, = IT, 1 an integer. (2.13) 
Because of (2.7) p(T, S) is s periodic with respect to S, 
$‘(T, s + s) = f’(T, s). (2.14) 
We now return to the general case, Q # 0, and obtain from (2.4), using the 
initial condition a(O) = 0, 
ET 
u=7+----= 
mm1 
T + 11.7 
where, on the right side, we have replaced E by 
E = pmw, . 
Comparing (2.15) with (2.5), we find 
s = p. 
Equation (2.3) is equivalent to 
(2.16) 
(2.17) 
2 = F(X, 7, PT). (2.18) 
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Depending on the numerical character of p, (2.18) is either a quasi- 
periodic or a periodic differential equation. But this distinction is no longer 
essential for our investigation. It is important, however, that p is a small 
number and that (2.18) possesses the related periodic Eq. (2.10), which has 
the family of solutions p(~, s). (F rom another point of view (2.18) may be 
loked upon as a differential equation which depends explicitly on a fast time, 
T, and a slow time, PT.) 
We introduce 
z(T) = p(T, /-‘T) (2.19) 
as an approximate solution of (2.18). Th e accuracy of this approximation 
will be estimated in the next section. Here we shall discuss briefly the quali- 
tative behavior of if(T). 
Let us reintroduce into 5, temporarily, the original time t, and E, as given 
by (2.1), (2.2): 
c%(t) = p(mw,t, et). (2.20) 
The function x”(t) is quasiperiodic. With respect to t, in its first argument, p 
has the period 
T = 27rmn 2a 1 2a 
1 
-- 
- -n = mwl 9 1 - #zwa) w, mP 
(2.21) 
where 24~~ and 2rr/wa are the periods of the function f(~, colt, wzt), cf. 
(l.l), (1.2), with respect to t in its second and third arguments, respectively. 
The period of p with respect to t in its second argument is 
T2=2mz. 
E (2.22) 
In general T, will be much larger than Tl . So, qualitatively, Z(t) is a “perio- 
dic” function with slowly varying parameters. 
Let R(T), f,(T), a(T), M(T) denote the T,-periodic functions 
i = I,..., iv, 
i = l,..., N, 
(2.23) 
M(T) = m,“” 11 I+, S)il > 
M(T) = yin llP(T, s)ll * 
From (2.19) and (2.23) we obtain 
pi(T) d %(T) < pi(T), 
and 
i = l,..., N, (2.24) 
&f(T) < 11 a(T)/ < M(T). (2.25) 
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Relations (2.24) and (2.25) mean that Z?(T) can be enclosed between periodic 
functions. 
If one defines a mean periodic displacement 
iii(T) = Q [pit4 + iwl, i = l,..., N, (2.26) 
and a maximum deviation 
r = rn:x rnfx 1 &(T) --pi(~)1 
= rn:x rnfx 1 &(T) - fii(r)l , 
(2.27) 
then, in R* x R1 space, i?(T) lies inside a tube which has B(r) as “center” 
line and Y as “radius”, 
1 %(T) - R(T)1 d y, i = l,..., N. (2.28) 
The function $(T) can be considered as a rough approximation for Z(T). 
III. ERROR ESTIMATE FOR THE APPROXIMATE SOLUTION 
Let X*(T) be an exact solution of (2.18), 
9 = F@*(T), 7, PT), (3.1) 
and let 
y(T) = X*(T) - i?(T) (3.2) 
be the correction to be added to the approximation $7). We shall prove that, 
under certain restrictions, there exists a solution X*(T) such that 
is small. 
I/ Y(T)ii = /I x*(T) - z(T)11 (3.3) 
From (3.1), (3.2), and (2.19), we obtain a differential equation for y(T): 
dr 
li;+ 
%‘(T P) is = F(p(T, CLT) + Y, 7~ CL+ (3.4) 
Now (2.11) is an identity for arbitrary functions s(7). Thus, (3.4) can be 
written 
$ = F[p(T, VT) + y, 7, PT] -F&(7, PT), 7, d - p 
aP(T P’) 
as . (35) 
BY F&b, CL+ 7, I-L 7 we denote the matrix of partial derivatives of F(x, T, s) 1 
with respect to X, taken at [p(T, pT), 7, PT]. Adding and subtracting 
F,Y = F&b> P”), T> Ply on the right side of (3.5) yields 
X=F”y+[F(P+y,‘.pr)-F(P,~,~~)-F~Y1--~. dr (3.6) 
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We follow the standard procedure and transform (3.6) into a nonlinear 
Volterra integral equation from which the existence of Y(T) and an estimate 
can easily be obtained. But there is one difficulty that we have to circumvent: 
The linearized differential equation corresponding to (3.6) is quasiperiodic; 
Since no general laws about the behavior of the solutions of such equations 
are known, we cannot use the fundamental matrix of (3.7) to transform 
(3.6); we would not be able to draw any conclusions from the integral equa- 
tion. We should rather start from a periodic linear equation for its solutions 
satisfy Floquet’s theorem. 
Let Y(T, s) be a fundamental matrix of the linear periodic differential 
equation 
Here again, s is regarded as a parameter. By Floquet’s theorem, Y(T, s) has 
the form 
Y(T, S) = P(T, S) a?‘“(“. (3.9) 
The N x N matrices P and Q are S periodic with respect to s, both can be 
chosen to be real (cf. [3] p. 81); P is 2T, periodic with respect to T. 
Without additional restrictions, we may assume that Q(s) is given in its 
real canonical form (cf. [3] p. 106, problem 40). Let the characteristic expo- 
nents Xi(s), the characteristic roots of Q(s), have negative real parts, 
Re hj(s) < - lo < 0, j = l,..., N, (3.10) 
for all s. This is equivalent to the condition that the whole family of solutions, 
p(T, s), of (2.10), is exponentially stable uniformly with respect to s as 7 + co. 
Substituting (3.9) into (3.8) we obtain 
“‘fTp ‘) eTQ(8) + p(T, S) Q(s) eTQ’s’ = F&(7, S), 7, S] P(T, s) erQ(“. (3.11) 
This is an identity for arbitrary functions S(T). But erQ@) is nonsingular. 
Therefore, 
v + p(T, S) Q(s) = Fz[p(T, S), 7, S] p(T, S) (3.12) 
is also valid for arbitrary s(T). 
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We define Y(T) by 
P(T) = P(T, (LLT) e?(7), (3.13) 
where 
~(4 = j)2b) dv. (3.14) 
The matrices Q(~T) and Q(T) commute because Q(S) is in its canonical form. 
Differentiation of (3.13) yields 
Because of (3.12) this equation can be written as 
We use P(T) to obtain the integral equation. Let 
J’(T) = ptT) x(T)- 
By (3.16) and (3.17) we get from (3.6) 
Z(T) = X(o) + j‘ p-‘(V) [F(f + y, V, P’) - F($‘, VP CL”) 
0 
- F&J, v, /.w) y(v) - p $ - p g d%(v)] dv. 
Reintroduction of y and substitution of (3.13) into (3.18) yield 
Y(T) = p(T, W) e 8(T)P-1(o, 0) y(o) + j: P(T, VT) t?6’T)-8(v) 
x WV, CL4 pw, P4 + Y(V)> VY l-4 - mh P4 vs PV) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
ap(v, f.4 - Fz(P(v9 i-4, VP )Y(VII - P --jg- - P ap(;spv) P-‘(v, p)y(v)\dv 
All these calculations are justified by the restrictions imposed onf(x, U, n) 
in the introduction, as long as p C B and (p + JJ) C B for T > 0. So 1) Y(T)/1 
must be sufficiently small. If p( -r s , ) 1 ies in B, then there exists an 7 > 0 such 
that 
11 p(T9 s)ll < M - ‘I. (3.20) 
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So(p+y)CBif 
II Y(4ll < s (3.21) 
and 
6 <r]. (3.22) 
If these conditions are satisfied, the restrictions onf(x, u, w) guarantee the 
existence of the following bounds (uniformly with respect to T and s): 
II F(P + Y, 7,s) - F(P, 79 4 - F,(P, 7, -9 Y II < 141 Y II) II Y \I v (3.23) 
where p(a) is a monotonic function of 01 and 
P(4 = w for a-+0; 
II P(T> 41 < Kl 9 
II P-‘b, 41 < K‘2 , 
II P-1(7, s) v 11 < KS , 
(3.24) 
(3.25) 
II J-(T, s) v P-l(T, S) 11 < i& . 
From (3.10) one can derive the following inequalities for the exponential 
functions 
11 f@(T) 11 < Ke+ for Tao 
and (3.26) 
11 e&+-Bb) 11 < Ke-Ch4 for T>V>o 
where K and 5 are constants, 
K>, 1, 0 < 1 < 50; (3.27) 
especially, K and 5 do not depend on TV. 
Assuming (3.21) to be valid and applying the inequalities from above, we 
obtain from (3.19) 
(3.28) 
< KK,K, II YW + I CL I f WG + $ K,[%P) + I P I &I 6. 
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Condition (3.21) is certainly satisfied for 7 > 0 if the right side of (3.28) is 
less than 6. This requirement leads to the conditions 
H = 1 -- 5 K,[K,@) + j p I KJ > 0 (3.29) 
and 
KK, II Y(O)ll K2 + I CL I G/5 < * 
H (3.30) 
If IINOII and I P I are small enough, 6 = 6, which satisfies (3.29), (3.30) 
can be constructed as follows: K, Kl , K, , KS, K4, 5, and 71 are given 
(positive) numbers. First step: Choose positive numbers 8, < n [cf. (3.22)] 
and p* so that 
Ho = 1 - $ KJGd4,) + P*&I 
is positive. Second step: Choose positive numbers & < 6, and p0 < p* so 
that 
Then (3.29), (3.30), and, consequently, (3.21), (3.22) are satisfied with 
8 = 6, for all p and y(O), which satisfy the conditions 
IPI f/JO% II YWII G &l * (3.33) 
This yields the estimate for the solution y(r). We have still to prove its 
existence. 
Let 
Y(T) = UY(O) + JCYW (3.34) 
be an abbreviation of (3.19), U and V denote the operators. Let 
yCj+l) = Uy(0) + Vy(j), Y(O) = Y(O), j = 0, 1, 2,... (3.35) 
be the successive approximations for the solution of (3.34). The y(j) converge 
to a solution y(T) of (3.19) if ]I V 11 < 1. But this condition is satisfied if (3.29) 
is satisfied because 
II VII < $ ~s&J(~) + I P I &I -=c 1. (3.36) 
Hence, (3.35) converges if TV and y(0) satisfy (3.33). 
We summarize the results of this section in the following 
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THEOREM. Let F(x, r, s) be a function from D into RN, let F, F, , F, , and 
F, be continuous uniformly for all (x, r, s) E D. Let F be T periodic with respect 
to r and S periodic with respect o s, 
F(x, r + T, s) = F(x, r, s + S) = F(x, 7, s). (3.37) 
Let the periodic ds$ferential equation 
have the family p(r, s) of T,-periodic solutions lying in B, 
p(~+T,,s)=p(~,s)cB, T, = lT, 1 an integer. (3.39) 
Let the characteristic exponents, &(s), of the corresponding variational equation 
have negative real parts, 
Re hi(s) < - 5, < 0, j = l,..., N. (3.40) 
Then there exist positive numbers t.+, , &, such that the quasiperiodic diffeential 
equation 
(3.41) 
has a solution X*(T) which can be approximated by p(r, t.~r) in the sense that 
II x*(T) - P(T, CL4 < 4 for 720 
if 
IPI GPfl and II x*(o) -p(O, ON d &I * 
Furthermore 6, -+ 0 if p,, + 0, &, -+ 0. 
(3.42) 
(3.43) 
REMARK 1. We have not proved that X*(T) is quasiperiodic. 
REMARK 2. It is easy to extend the foregoing theorem to multiply quasi- 
periodic differential equations in which F(x, r, hr,..., ~~7) contains a finite 
number of small parameters. Similar results hold if F(x, 7, s1 ,..., sk) is not 
periodic with respect to some of the si’s but there exist estimates of the forms 
(3.23) ,..., (3.26). 
IV. EXAMPLE 
In general, it will be impossible to find analytic expressions for p(r, s). 
But since ~(7, s) is periodic with respect to both its arguments, it is possible 
to represent it by a double Fourier series. The numerical calculation of a 
limited number of Fourier coefficients is not too difficult. A simple procedure 
262 BROhlMUNDT 
for a digital computer, based on [2], can be established. On the other hand, 
it would be very tedious to find numerical values for the six constants K, ICI , 
KS, KS, K4, 4 needed for the construction of 6, . 
We treat as an example the scalar linear first order differential equation 
where 
2 = +P) x + sin 7, 
We find 
h(s) = - &(2 + sin s), Al) > 0. 
and 
Pk, 4 = 
&(2 + sin s) sin 7 - cos 7 
1 + &‘a(2 + sin s)2 
~(~) = )b(2 + sin PLY) sin 7 - cos T 
1 + Xo2(2 + sin PT)~ . 
Y(T, s) has the simple form 
y@, s) = le-41(2+s~n s)r. 
By direct observation and some calculations, we obtain 
p(a) = 0, K=k;=K,=l, K3 = 4 1 + 4x,2 ’ 
K4 = 0, co = 1: = A, . 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
Since p(a) = 0 and K4 = 0, condition (3.29) is satisfied for arbitrary p and 6. 
Therefore, we obtain from (3.30) 
II x*(T) - Ph, Pll < 6 = II x*(o) - PC09 WI + 1 $A 
o2 
for 7 >, 0. 
(4.7) 
The general solution of (4.1) can be expressed in closed form: 
x(T)=x(O)exp[--&[2r- cosPi-l 11 
+JIexp[-X,[2(r--)- cosP7~cosPu ],/sinvdv. 
(4.8) 
Equation (4.8) shows that the influence of the initial condition, x(O), vanishes 
asymptotically. Since the estimate (4.7) is valid for all r > 0, it can not 
indicate this behavior of X(T). 
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