Abstract. We study the existence of quasi-periodic, invariant tori in a nearly integrable Hamiltonian system of high order proper degeneracy, i.e., the integrable part of the Hamiltonian involves several time scales and at each time scale the corresponding Hamiltonian depends on only part of the action variables. Such a Hamiltonian system arises frequently in problems of celestial mechanics, for instance, in perturbed Kepler problems like the restricted and non-restricted 3-body problems and spatial lunar problems in which several bodies with very small masses are coupled with two massive bodies and the nearly integrable Hamiltonian systems naturally involve different time scales. Using KAM method, we will show under certain higher order non-degenerate conditions of Bruno-Rüssmann type that the majority of quasi-periodic, invariant tori associated with the integrable part will persist after the non-integrable perturbation. This actually concludes the KAM metric stability for such a properly degenerate Hamiltonian system.
Introduction
In this paper, we study the existence of quasi-periodic motions in a nearly integrable, properly degenerate Hamiltonian system where the proper degeneracy occurs in an arbitrarily high order. To be more precise, associated with actionangle variables (y, x) ∈ R n × T n and the standard symplectic structure dy ∧ dx, we consider, for each parameter ε > 0 sufficiently small, a real analytic Hamiltonian of the form H(x, y, ε) = h 0 (y n0 ) + ε m1 h 1 (y n1 ) + · · · + ε ma h a (y na ) + ε ma+1 p(x, y, ε), (1.1) 2) where l > 3 is a real number. This Hamiltonian actually involves three time scales (i.e. a = m = 2 in (1.1)). As shown in [28] , besides Arnold's singularityremoving condition imposed on the O(ε) order term h 1 , the existence of quasiperiodic invariant tori for (1.2) requires a further singularity-removing condition of Kolmogorov type imposing on the O(ε 2 ) order term h 2 . Motivated by applications arising in a broader class of perturbed Kepler problems, the goal of this work is to present a KAM type of result for Hamiltonians of type (1.1) by taking into account of higher order singularity-removing conditions.
To set up the problem, we consider the Hamiltonian (1.1) in a bounded closed region G × T n ⊂ R n × T n . It is clear that for each ε the integrable part of (1.1): admits a family of invariant n-tori T ε ξ = {ξ} × T n , with linear flows {x 0 + ω ε (ξ)t}, ξ ∈ G, where for each ξ ∈ G,
is the frequency vector of the n-torus T ε ξ . When ω ε (ξ) is non-resonant, the ntorus T ε ξ becomes quasi-periodic with slow and fast frequencies of different scales. Adopting the terminology of Arnold ( [1, 2] ), we refer the integrable part N ε and its associated tori {T Letŷ ni = (y ni−1+1 , · · · , y ni ) , i = 0, 1, · · · , a, where n −1 = 0 (henceŷ n0 = y n0 ), and define
where for each i = 0, 1, · · · , a, ∇ŷni denotes the gradient with respect toŷ ni . We assume the following high order, degeneracy-removing condition of BrunoRüssmann type:
A) There is a positive integer N such that
We note that the condition A) above is equivalent to the following condition:
We will prove the following Theorem (Main Result). Assume the condition A) and let 0 < δ < 1 5 be given. Then there exists an ε 0 > 0 and a family of Cantor sets G ε ⊂ G, 0 < ε < ε 0 , with |G \ G ε | = O(ε δ N ), such that each ξ ∈ G ε corresponds to a real analytic, invariant, quasi-periodic n-torusT ε ξ of the Hamiltonian (1.1) which is slightly deformed from the intermediate n-torus T ε ξ . Moreover, the family {T ε ξ : ξ ∈ G ε , 0 < ε < ε 0 } varies Whitney smoothly.
Remark. 1) Using arguments in [8] , the above theorem also holds on a submanifold M of R n if the condition A) is only assumed for ξ ∈ M (e.g., M is a fixed energy surface). This in particular leads to an iso-energetic version of the theorem (see [8] for detail). One can further show the partial preservation of frequency components for the perturbed tori in the above theorem. More precisely, let i 1 , · · · , i n * be the row indexes of a non-singular principal minor of the matrix ∂Ω on G. Then the i 1 , · · · , i n * components of each perturbed toral frequency remain the same as the corresponding ones of the associated unperturbed toral frequency.
2) Differing from the case for a usual nearly integrable Hamiltonian system, the excluding measure for the existence of quasi-periodic invariant tori in the properly degenerate case is of a fairly large order of ε δ N for a pre-fixed small positive constant δ, as shown in the theorem above. This is mainly caused by a normal form reduction which pushes the perturbation to an order higher than ε N b+δ for
for which the domain G needs to shrink by an order of ε δ N in measure. This is necessary for general properly degenerate Hamiltonian systems like (1.1) in order for the standard KAM iterations to apply (see the discussion below). However, if the perturbation in (1.1) is already in an order of O(ε N b+δ ), then a normal form reduction will not be necessary, and the excluding measure for the existence of quasi-periodic invariant tori can be improved to an order of ε b (see the measure estimate in Section 3). Indeed, this is the case for (1.2) because l > b = 3 and N = 1 there. We note that in the case l = 3 in (1.2), direct KAM iterations are not applicable. Instead, one can apply the theorem above to obtain a nearly full measure set of KAM tori with the excluding measure in an order of ε δ for some pre-fixed small positive constant δ.
3) In applications, verification of the condition A) should rely on certain a priori regularization or normalization procedures which add higher order averaged terms to the properly degenerate part until the degeneracy-removing condition A) is satisfied. Such an averaging procedure can be made general if lower dimensional tori are considered (see [13] ) but it can be very delicate for the case of full dimensional tori (see [28] for a complete treatment of the spatial lunar problem).
For a usual nearly integrable Hamiltonian system
the majority existence of invariant, quasi-periodic n-tori is asserted by the classical KAM theorem under the Kolmogorov non-degenerate condition that ∂ω(y), where ω(y) = ∇N (y), is non-singular over G. The same was shown to hold by Bruno ([5] ) under the Bruno non-degenerate condition that
The weakest condition guaranteeing such persistence was given by Rüssmann ([25] ) under the Rüssmann non-degenerate condition that ω(G) should not lie in any n − 1 dimensional subspace (see also [7] for a similar geometric condition). KAM type of theorems under the Rüssmann non-degenerate condition were shown in [26, 30] . In particular, it was shown in [30] (see also [29] ) that the Rüssmann nondegenerate condition is equivalent to the condition A) above with respect to the present frequency map ω. We refer the readers to [8, 12, 16, 17, 18, 24, 27] for more KAM type of results under Rüssmann non-degenerate conditions.
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Unfortunately, these results as well as their proofs do not apply to the properly degenerate Hamiltonian system (1.1) directly, simply because the order of its non-integrable perturbation is not high enough for the usual KAM iterations to carry over. Due to the nature of the proper degeneracy in (1.1), it is not hard to see that a possible KAM iteration for the Hamiltonian would have to be carried out over a frequency domain containing Diophantine frequencies of type (γ, τ ), for τ > max{(N + 1)N − 1, (n + 1)n − 1} and γ ∼ ε N b , where b is as in (1.5) . This would automatically require a perturbation order that is higher than ε N b . To overcome this obstacle, a crucial idea in the proof of our main result is to first obtain a normal form for (1.1) by conducting finitely many steps of KAM iterations on relatively small domains so that the non-integrable perturbation is pushed into a sufficiently high order. We will do so in Section 2 by adopting a quasilinear KAM iterative scheme introduced in [16] which involves solving a system of quasi-linear homological equations at each KAM step instead of linear ones. Our main result will be proved in Section 3 by performing a linear KAM scheme for infinite steps.
Throughout the paper, unless specified otherwise, we will use the same symbol |·| to denote an equivalent (finite dimensional) vector norm and its induced matrix norm, absolute value of functions, and measure of sets etc., and use | · | D to denote the sup-norm of functions on a domain D. For anyr,s > 0, we let
D(s) = {y : |y| <s} be thes-complex neighborhood of {0} ⊂ R n .
Reduction to normal form
As usual, the translations y → y + ξ, x → x, ξ ∈ G =: G 0 , transform (1.1) into a smooth family of real analytic Hamiltonians
, and P 0 = εp(x, y + ξ, ε). It is clear that ω 0 has the form
). We will derive a desired normal form for the Hamiltonian (2.1) via finite steps of KAM iterations using the quasi-linear iterative scheme introduced in [16] . As to be seen later, the term ε ma in the perturbation plays an important role during the iterations in controlling derivatives of the transformations. Hence the Hamiltonian (2.1) cannot be rescaled to include the term h 0 into the perturbation, which requires that each KAM iteration keeps a similar term in the integrable part. This is indeed one of the advantages of the quasi-linear scheme.
For the remaining part of the paper, all derivatives with respect to the parameter ξ should be understood in the sense of Whitney.
For the fixed 0 < δ < 1 5 prescribed in the main result, we let γ 0 = ε δ , s 0 = ε 2δ , µ 0 = ε 1−5δ . Also let 0 < r 0 < 1 be given such that the Hamiltonian (2.1) is real analytic in D(r 0 , s 0 ). Then it is easy to see that 
2)
with ω i being an n i − n i−1 dimensional vector for each i = 0, 1, · · · , a respectively, and P * satisfies
. Moreover, if we denote
We will prove the Normal Form Theorem inductively via a finite sequence of quasi-linear iterations. Suppose that at a νth-step, we have obtained the following smooth family of real analytic Hamiltonians
where (x, y) ∈ D(r, s) for some 0 < r = r < r 0 , 0 < s = s < s 0 , ξ ∈ G with G ⊂ R n being a bounded region, ω has the form
with ω i 's being an n i − n i−1 dimensional vectors for each i = 0, 1, · · · , a respectively, h has the form
and
6) for some 0 < µ ≤ µ 0 .
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For " + " =: ν + 1, we will find a symplectic transformation Φ + , which, on a small phase domain D(r + , s + ) and a smaller parameter domain G + , transforms (2.5) into a family of Hamiltonians
in the (ν + 1)th-step which enjoy similar properties as (2.5) but with a much smaller non-integrable perturbation P + . All constants c 1 −c 5 below are independent of iteration process. For simplicity, we will use c to denote any intermediate positive constant which is independent of the iteration process.
Define Ω = (ω 0 , ω 1 , · · · , ω a ) and let
Hereafter, we let τ > max{(N + 1)N − 1, (n + 1)n − 1} be fixed. We consider the truncation
of the Taylor-Fourier series
Lemma 2.1. Assume
Then there is a constant c 1 such that
for all |l| ≤ N . Proof. Write P = R + I + II, where
The standard Cauchy estimate yields that
It follows that
Let be the obvious anti-derivative of ∂ 3 ∂y 3 . We have by Cauchy estimate that We wish to average out all coefficients of R by constructing a symplectic transformation as the time-1 map φ 1 F of the flow generated by a Hamiltonian F of the form
Consider the homological equation Substituting the Taylor-Fourier series of F and R into (2.10) yields
By equating the coefficients above, we then obtain the following quasi-linear equations:
We note that, in general, ∂ y h = 0 and solutions f k of (2.11) are necessarily functions of y. This is a main difference between the quasi-linear scheme and the usual linear ones.
Lemma 2.2. The following holds.
1) If
H2) max{s, ε}K
then the quasi-linear equations (2.11) can be uniquely solved on D(s) × G + to obtain a function F which is real analytic in x, y and smooth in ξ, and moreover, there is a constant c 2 such that for all l, i, j ∈ Z n + with |i| 
→ D α is well defined for all 0 ≤ t ≤ 1, and moreover, there is a constant c 3 such that for all l, i, j ∈ Z n + with |i| + |j| ≤ N − |l|, |l| ≤ N , Proof. Let (y, ξ) ∈ D(s) × G + , 0 < |k| ≤ K + , and denote
We write k = (k 0 , k 1 , · · · , k a ), where k i ∈ Z ni−ni−1 for each i = 0, 1, · · · , a respectively. Let k j , for some j = 0, 1, · · · , a, be the first nonzero components of k with respect to the splitting above. Then
By H2) and the definition of G + , we have
It follows from induction that, for any l, j ∈ Z n + ,
Now, by (2.13), L k is non-vanishing on G + , i.e., the quasi-linear equations (2.11) are uniquely solvable on G + to yield solutions
We note by Cauchy estimate that
We have by (2.14) and (2.15) that Now assume H3) also holds. We write φ
, where
Then for any (x, y) ∈ D α 2 and t ∈ [0, 1], we have by (2.16) and H2) that
The proof for (2.12) simply follows from (2.16) -(2.18).
Then the above lemma implies that for each ξ ∈ G + , Φ + :
is well defined, symplectic, and real analytic. Now it is easy to see that
where e + = e + ε ma p 00 , 19) with ω + i being an n i −n i−1 dimensional vector for each i = 0, 1, · · · , a respectively, and Assume H1)-H3 ). Then the following holds.
It is clear that
1) There is a constant c 4 > 0 such that 2) There is a constant c 5 such that
Proof. The proof of 1) is straightforward. The proof of 2) follows from Lemmas 2.1, 2.2, (2.19), and direct computations.
where c 0 = 16c 5 . If we assume
then it is clear that
This completes the (ν + 1)th step of iteration. Proof of the Normal Form Theorem. We have used the following iterative sequences 20) it is easy to see that hypotheses H1), H3), H4), and part of the hypothesis H2), i.e., sK
But the other part of the hypothesis H2), i.e.,
will only hold if the number of iterations is finite. In fact, if we take Hence for each ξ ∈ Λ * , T n × {0} is an analytic invariant torus of H ∞ with Diophantine frequency ω ∞ (ξ) of type (γ * , τ ) for γ * = lim ν→∞ γ ν .
We now estimate the measure |Λ 0 \Λ * |. For each k ∈ Z n \{0} and ν = 0, 1, · · · , we consider the set Recall that G 0 = G, Λ 0 = G * . Now let G ε = Λ * . Then by (3.2) and the measure estimate contained in the Normal Form Theorem, we have
The proof of our main result is now complete.
