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Abstrat
In this paper we onsider the Cahn-Hilliard equation endowed with Wentzell
boundary ondition whih is a model of phase separation in a binary mixture on-
tained in a bounded domain with permeable wall. Under the assumption that the
nonlinearity is analyti with respet to unknown dependent funtion, we prove the
onvergene of a global solution to an equilibrium as time goes to innity by means
of a suitable ojasiewiz-Simon type inequality with boundary term. Estimates of
onvergene rate are also provided.
Keywords: Cahn-Hilliard equation, Wentzell boundary onditions, ojasiewiz-
Simon inequality, onvergene to equilibrium.
1 Introdution
This paper is onerned with the asymptoti behavior of the global solution to the fol-
lowing Cahn-Hilliard equation
ut = ∆µ, in [0, T ]× Ω (1.1)
µ = −∆u+ f(u), in [0, T ]× Ω, (1.2)
1
subjet to Wentzell boundary ondition
∆µ+ b∂νµ+ cµ = 0, on [0, T ]× Γ, (1.3)
the variational boundary ondition
− α∆‖u+ ∂νu+ βu =
µ
b
, on [0, T ]× Γ, (1.4)
and initial datum
u(0, x) = ψ0, in Ω. (1.5)
In above, 0 < T ≤ ∞, Ω is a bounded domain in Rn (n = 2, 3) with smooth boundary Γ.
α, β, b, c are positive onstants. ∆‖ is the Laplae-Beltrami operator on Γ, and ν is the
outward normal diretion to the boundary.
The Cahn-Hilliard equation arises from the study of spinodal deomposition of binary
mixtures that appears, for example, in ooling proess of alloys, glass or polymer mixtures
(see [1,12,20,28℄ and the referenes ited therein). µ is alled hemial potential in the lit-
erature. The lassial Cahn-Hilliard equation is equipped with the following homogeneous
Neumann boundary onditions
∂νµ = 0, t > 0, x ∈ Γ, (1.6)
∂νu = 0, t > 0, x ∈ Γ. (1.7)
Boundary (1.6) has a lear physial meaning: there annot be any exhange of the mixture
onstituents through the boundary Γ whih implies that the total mass
∫
Ω
udx is onversed
for all time. The boundary ondition (1.7) is usually alled variational boundary ondition
whih together with (1.6) result in dereasing of the following bulk free energy
Eb(u) =
∫
Ω
(
1
2
|∇u|2 + F (u)
)
dx, (1.8)
where F (s) =
∫ s
0
f(z)dz. A typial example in physis for potential F is the so-alled
'double-well' potential F (u) = 1
4
(u2 − 1)2.
For the equations (1.1) (1.2) subjet to boundary onditions (1.6) (1.7) and initial
datum (1.5), extensive study has been made. We refer e.g., to [3, 7, 19, 25, 28, 36℄ and the
referenes ited therein. In partiular, onvergene to equilibrium for the global solution
in higher spae dimension ase was proved in [25℄.
Reently, a new model has been derived when the eetive interation between the
wall (i.e., the boundary Γ) and two mixture omponents are short-ranged (see Kenzler et
2
al. [12℄). In suh a situation, it is pointed out in [12℄ that, the following surfae energy
funtional
Es(u) =
∫
Γ
(σs
2
∣∣∇‖u∣∣2 + gs
2
u2 − hsu
)
dS, (1.9)
with ∇‖ being the ovariant gradient operator on Γ (see e.g. [17℄), should be added to the
bulk free energy Eb(u) to form a total free energy funtional
E(u) = Eb(u) + Es(u). (1.10)
In above, σs > 0, gs > 0, hs 6= 0 are given onstants. Together with the no-ux boundary
(1.6) ondition, the following dynamial boundary ondition is posed in order that the
total energy E(u) is dereasing with respet to time:
σs∆‖u− ∂νu− gsu+ hs =
1
Γs
ut, t > 0, x ∈ Γ. (1.11)
We refer to [2, 17, 23, 24, 29℄ for extensive study for system (1.1)(1.2) with boundary
onditions (1.6)(1.11) and initial datum (1.5). In partiular, Wu & Zheng [29℄ proved
the onvergene to equilibrium for a global solution as time goes to innity by deriving a
new type of ojasiewiz-Simon inequality with boundary term (see also [2℄ for a dierent
proof).
Based on the above model, in a quite reent artile by Gal [4℄, the author proposed
(1.1)(1.5) as a variation model whih desribes phase separation in a binary mixture
onned to a bounded region Ω with porous walls. Instead of the no-ux boundary
ondition (1.6), the Wentzell boundary ondition (1.3) is derived from mass onservation
laws that inlude an external mass soure (energy density) on boundary Γ. This may be
realized, for example, by an appropriate hoie of the surfae material of the wall, i.e.,
the wall Γ may be replaed by a penetrable permeable membrane (ref. [4℄). Then, the
variational boundary ondition (1.4) is introdued in order that the system (1.1)(1.5)
tends to minimize its total energy
E(u) =
∫
Ω
(
1
2
|∇u|2 + F (u)
)
dx+
∫
Γ
(
α
2
∣∣∇‖u∣∣2 + β
2
u2
)
dS. (1.12)
Namely,
d
dt
E(u(t)) = −
∫
Ω
|∇µ|2dx−
c
b
∫
Γ
µ2dS ≤ 0. (1.13)
For more intensive disussions, we refer to [46℄.
In [4℄, the existene and uniqueness of global solution to problem (1.1)-(1.5) has been
proved by adapting the approah in [24℄. Later, in [5℄, the same author studied the
problem in a further way that he obtained the existene and uniqueness of a global
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solution to the problem under more general assumptions than those in [4℄. He showed
that the global solution denes a semiow on ertain funtion spaes and also proved the
existene of an exponential attrator with nite dimension.
Then a natural question is: whether the global solution of system (1.1)-(1.5) will
onverge to an equilibrium as time goes to innity? This is just the main goal of this
paper. Moreover, we shall provide estimates for the rate of the onvergene (in higher
order norm).
Remark 1.1. Without loss of generality, in the following text, we set positive onstants
b, c, α, β to be 1. In this paper, we simply use ‖·‖ for the norm on L2(Ω) and equip H1(Ω)
with the equivalent norm
‖u‖H1(Ω) =
(∫
Ω
|∇u|2dx+
∫
Γ
u2dS
)1/2
. (1.14)
Before stating our main result, rst we make some assumptions on nonlinearity f .
(F1) f(s) is analyti in s ∈ R.
(F2)
|f(s)| ≤ C(1 + |s|p), ∀s ∈ R,
where C ≥ 0, p > 0 and p ∈ (0, 5) for n = 3.
(F3)
lim inf
|s|→∞
f ′(s) > 0.
Remark 1.2. Assumption (F1) is made so that we are able to derive an extended
ojasiewiz-Simon inequality to prove our onvergene result. Assumption (F2) implies
that the nonlinear term has a subritial growth. Assumption (F3) is some kind of dis-
sipative ondition. (F3) is supposed in [4, 5℄ to obtain the existene and uniqueness of
global solution to the evolution problem (1.1)(1.5). Moreover, (F3) together with (F2)
enable us to prove the existene result for stationary problem (1.18) by variational method
(see Setion 3). It's easy to hek that the nonlinearity f(u) = u3−u orresponding to the
most important physial potential F (u) = 1
4
(u2 − 1)2 satises all the assumptions stated
above.
Let V be the Hilbert spae whih, as introdued in [4℄, is the ompletion of C1(Ω)
with the following inner produt and the assoiated norm:
(u, v)V =
∫
Ω
∇u · ∇vdx+
∫
Γ
(
∇‖u · ∇‖v + uv
)
dS, ∀ u, v ∈ V. (1.15)
The main result of this paper is as follows.
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Theorem 1.1. Let (F1)(F3) be satised. For any initial datum u0 ∈ V , the solution
u(t, x) to problem (1.1)(1.5) onverges to a ertain equilibrium ψ(x) in the topology of
H3(Ω) ∩H3(Γ) as time goes to innity, i.e.,
lim
t→+∞
(
‖u(t, ·)− ψ‖H3(Ω) + ‖u(t, ·)− ψ‖H3(Γ)
)
= 0. (1.16)
Moreover, we have the following estimate for the rate of onvergene:
‖u− ψ‖H3(Ω) + ‖u− ψ‖H3(Γ) + ‖ut‖V ≤ C(1 + t)
−θ/(1−2θ), t ≥ 1. (1.17)
Here, C ≥ 0, ψ(x) is an equilibrium to problem (1.1)(1.5), i.e., a solution to the following
nonlinear boundary value problem:{
−∆ψ + f(ψ) = 0, x ∈ Ω,
−∆‖ψ + ∂νψ + ψ = 0, x ∈ Γ,
(1.18)
and θ ∈ (0, 1
2
) is a onstant depending on ψ(x).
Before giving the detailed proof of Theorem 1.1, let's rst reall some related results
in the literature. The study of asymptoti behavior of solutions to nonlinear dissipative
evolution equations has attrated a lot of interests of many mathematiians for a long
period of time. Unlike in 1-d ase (see [16, 35℄), the situation in higher spae dimension
ase an be quite ompliated. On one hand, the topology of the set of stationary solutions
an be non-trivial and may form a ontinuum. On the other hand, a ounterexample has
been given in [22℄ for a semilinear paraboli equation saying that even the nonlinear
term being C∞ annot ensure the onvergene to a single equilibrium (see also [21℄). In
1983 Simon in [26℄ proved that for a semilinear paraboli equation if the nonlinearity
is analyti in unknown funtion u, then onvergene to equilibrium for bounded global
solutions holds. His idea relies on generalization of the ojasiewiz inequality (see [1315℄)
for analyti funtions dened in nite dimensional spae R
m
. Sine then, Simon's idea has
been applied to prove onvergene results for many evolution equations, see e.g., [811,25℄
and the referenes ited therein. To the best of our knowledge, most previous work
are onerned with evolution equations subjet to homogeneous Dirihlet or Neumann
boundary onditions.
Our problem (1.1)(1.5) has the following features. The rst boundary ondition (1.3)
is Wentzell boundary ondition whih involves the time derivative of u; the seond bound-
ary ondition (1.4) for u has a mixed type sine it also involves the hemial potential
µ. It turns out that for the orresponding ellipti operator, it yields a non-homogeneous
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boundary ondition. The ojasiewiz-Simon inequality for homogeneous boundary on-
ditions in the literature fails to apply. As a result, a non-trivial modiation is required
to treat the present problem. We sueed in deriving an extended ojasiewiz-Simon
type inequality involving boundary term, with whih we able to show the onvergene
result (for other appliations, see [2931, 33℄). Besides, by deliate energy estimates and
onstruting proper dierential inequalities, we are able to obtain the estimates for the
onvergene rate (in higher order norm). This in some sense improves the previous re-
sult in the literature (see for instane [8, Theorem 1.1℄) and an apply to other evolution
equations (ref. [31, 32℄).
The rest part of this paper is organized as follows: In Setion 2 we introdue the
funtional settings and present some known results on existene and uniqueness of global
solution and uniform ompatness obtained in [4,5℄. In Setion3 we study the stationary
problem. Setion 4 is devoted to prove an extended ojasiewiz-Simon inequality with
boundary term. In the nal Setion 5 we give the detailed proof of Theorem 1.1.
2 Preliminaries
We shall use the funtional settings introdued in [4, 5℄.
For u ∈ C(Ω), we identify u with the vetor U = (u
∣∣
Ω
, u
∣∣
Γ
) ∈ C(Ω) × C(Γ). We dene
H = L2(Ω)⊕ L2(Γ) to be the ompletion of C(Ω) with respet to the following norm
‖u‖H =
(
‖u‖2 + ‖u‖2L2(Γ)
) 1
2
. (2.1)
For any g ∈ H, onsider the ellipti boundary value problem{
−∆u = g, in Ω,
∂νu+ u = g, on Γ.
(2.2)
We an assoiate it with the following bilinear form on H1(Ω):
a(u, v) =
∫
Ω
∇u · ∇udx+
∫
Γ
uvdS, (2.3)
for all u, v ∈ H1(Ω). Then it denes a stritly positive self-adjoint unbounded operator
A : D(A) = {u ∈ H1(Ω)|Au ∈ H} → H suh that
〈Au, v〉H = a(u, v), ∀ u ∈ D(A), v ∈ H
1(Ω). (2.4)
Then by Lax-Milgram theorem, it follows that the operator A is a bijetion fromD(A) into
H and A−1 : H → H is a linear, self-adjoint and ompat operator on H (see [5, Setion
2℄ or [4, Setion 4℄). In other words, for any g ∈ H, A−1g is the unique solution to (2.2).
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We an then onsider the weak energy spae X endowed with the following norm,
‖v‖2X = ‖A
−1/2v‖2H = 〈A
−1v, v〉H, ∀ v ∈ H. (2.5)
It follows that 〈
u, v
〉
X
=
〈
u,A−1v
〉
H
, ∀ u ∈ H1(Ω), v ∈ X. (2.6)
In partiular, for all v ∈ X and u = A−1v
‖v‖2X = 〈A
−1v, v〉H = 〈u,Au〉H = a(u, u). (2.7)
For more detailed disussions, we refer to [4, 5℄.
The existene and uniqueness of global solution to (1.1)-(1.5) has been obtained in
[4, 5℄. The results in [5, Setion 3,4℄ and [4, Setion 4℄ in partiular imply that
Theorem 2.1. Let (F1)(F3) be satised. For any initial datum u0 ∈ V , problem
(1.1)-(1.5) admits a unique global solution u(t, x) whih denes a global semiow on V .
Moreover, u(t, x) belongs to C∞ for t > 0.
The total free energy
E(u) =
∫
Ω
(
1
2
|∇u|2 + F (u)
)
dx+
∫
Γ
(
1
2
∣∣∇‖u∣∣2 + 1
2
u2
)
dS. (2.8)
where F (s) =
∫ s
0
f(z)dz, serves as a Lyapunov funtional for problem (1.1)(1.5). In
other words, for the smooth solution u to problem (1.1)(1.5), we have
d
dt
E(u) +
∫
Ω
|∇µ|2 +
∫
Γ
|µ|2dS = 0. (2.9)
Uniform bounds for the solution whih yield the relative ompatness inH3(Ω)∩H3(Γ)
an be seen from [5, Proposition 3.3, Theorem 3.5℄, here we state the result without proof.
Lemma 2.1. Let (F1)(F3) hold and γ ∈ [0, 1/2). Then, for any initial datum u0 ∈ V ,
the solution of (1.1)(1.5) satises the following dissipative estimates, namely, for any
δ > 0, there hold
‖u(t)‖2H3+γ(Ω) + ‖u(t)‖
2
H3+γ(Γ) ≤ Cδ, t ≥ δ > 0, (2.10)
and (ref. [5, (3.34)℄),
‖ut‖
2
H1(Ω) + ‖ut‖
2
H1(Γ) ≤ Cδ, t ≥ δ > 0, (2.11)
where Cδ > 0 depends only on ‖u0‖V and δ.
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For any initial datum u0 ∈ V , the ω-limit set of u0 is dened as follows:
ω(u0) = {ψ(x) | ∃ {tn} suh that u(tn, x)→ ψ(x) ∈ V, as tn → +∞}.
Then we have
Lemma 2.2. For any u0 ∈ V , the ω-limit set of u0 is a ompat onneted subset in
H3(Ω) ∩H3(Γ). Furthermore,
(i) ω(u0) is invariant under the nonlinear semigroup S(t) dened by the solution u(x, t),
i.e, S(t)ω(u0) = ω(u0) for all t ≥ 0.
(ii) E(u) is onstant on ω(u0). Moreover, ω(u0) onsists of equilibria.
Proof. Sine our system has a ontinuous Lyapunov funtional E(u), the onlusion of
the present lemma follows from Lemma 2.1 and the well-known results in the dynamial
system (e.g. [28, Lemma I.1.1℄). Thus, the lemma is proved.
3 Stationary Problem
In this setion we study the stationary problem. The stationary problem orresponding
to (1.1)(1.5) is 
∆µ˜ = 0, x ∈ Ω,
−∆ψ + f(ψ) = µ˜, x ∈ Ω,
∂ν µ˜+ µ˜ = 0, x ∈ Γ,
−∆‖ψ + ∂νψ + ψ = µ˜, x ∈ Γ.
(3.1)
Then it immediately follows that µ˜ = 0 and the stationary problem is redued to (1.18).
Lemma 3.1. Let (F1)(F3) be satised. Suppose that ψ ∈ H3(Ω) ∩ H3(Γ) satises
(1.18). Then ψ is a ritial point of the funtional E(u) over V . Conversely, if ψ ∈ V is
a ritial point of E(u), then ψ ∈ C∞ and it is a lassial solution to problem (1.18).
Proof. The proof is similar to [29, Lemma 2.1℄. The C∞ regularity for solution ψ follows
from the ellipti regularity for (1.18) (see e.g., [17, Corollary A.1, Lemma A.2℄) and a
bootstrap argument.
Lemma 3.2. Let (F1)(F3) be satised. The funtional E(u) has at least a minimizer
v ∈ V suh that
E(v) = inf
u∈V
E(u). (3.2)
In other words, problem (1.18) admits at least a lassial solution.
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Proof. From assumption (F3), there exists δ0 > 0 suh that
lim inf
|s|→+∞
f ′(s) ≥ δ0. (3.3)
Then there exists N1 = N1(δ0) > 0 suh that
f ′(s) ≥
1
2
δ0, |s| ≥ N1. (3.4)
It follows that
lim inf
s→+∞
f(s) ≥ 1, lim inf
s→−∞
f(s) ≤ −1. (3.5)
Sine F ′(s) = f(s), then we an dedue from (3.5) that
lim inf
|s|→+∞
F (s) ≥ 1. (3.6)
Therefore, there exists N2 ≥ 0 suh that
F (s) ≥ 0, |s| ≥ N2. (3.7)
This indiates that∫
Ω
F (u)dx =
∫
|u|>N2
F (u)dx+
∫
|u|≤N2
F (u)dx ≥ |Ω| min
|s|≤N2
F (s) > −∞. (3.8)
E(u) an be written in the form:
E(u) =
1
2
‖u‖2V + F(u) (3.9)
with
F(u) =
∫
Ω
F (u)dx. (3.10)
It follows that E(u) is bounded from below on V , namely,
E(u) ≥
1
2
‖u‖2V + Cf , (3.11)
where Cf := |Ω|min|s|≤N2 F (s). It's easy to see that onstant Cf depends only on f and
Ω. Therefore, there is a minimizing sequene un ∈ V suh that
E(un)→ inf
u∈V
E(u). (3.12)
It follows from (3.11) that un is bounded in V . It turns out from the weak ompatness
that there is a subsequene, still denoted by un, suh that un weakly onverges to v in
V . Thus, v ∈ V . We infer from the Sobolev imbedding theorem that the imbedding
V ⊂ H1(Ω) →֒ Lγ(Ω) ( 1 ≤ γ < n+2
n−2
) is ompat. As a result, un strongly onverges to
v in Lγ(Ω). It turns out from the assumption (F2) that F(un) → F(v). Sine ‖u‖2V is
weakly lower semi-ontinuous, it follows from (3.12) that E(v) = inf
u∈V
E(u).
The proof is ompleted.
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4 Extended ojasiewiz-Simon Inequality
In what follows, we prove a suitable version of extended ojasiewiz-Simon inequality
required in the proof of our main result.
Let ψ be a ritial point of E(u). We onsider the following linearized operator
L(v)h ≡ −∆h + f ′(v + ψ)h (4.1)
with the domain being dened as follows.
Dom(L(v)) = {h ∈ H2(Ω) ∩H2(Γ) : −∆‖h+ ∂νh+ h |Γ= 0} := D. (4.2)
The equivalent norm on D is
‖u‖D := ‖u‖H2(Ω) + ‖u‖H2(Γ). (4.3)
It's obvious that D ⊂ L2(Ω) is dense in L2(Ω), and L(v) maps D into L2(Ω). In analogy
to [29, Lemma 2.3℄, we know that L(v) is self-adjoint.
Assoiated with L(0), we dene the bilinear form b(w1, w2) on V as follows.
b(w1, w2) =
∫
Ω
(∇w1 · ∇w2 + f
′(ψ)w1w2)dx+
∫
Γ
(
∇‖w1 · ∇‖w2 + w1w2
)
dS (4.4)
Then, the same as for the usual seond order ellipti operator, L(0)+λI with λ > 0 being
suiently large is invertible and its inverse is ompat in L2(Ω). It turns out from the
Fredholm alternative theorem that Ker(L(0)) is nite-dimensional. It is well known that
Ran(L(0)) = (Ker(L(0))∗)⊥. (4.5)
Thus, we infer from the fat that L(0) is a self-adjoint operator that
Ran(L(0)) = (Ker(L(0)))⊥, Ran(L(0))⊕Ker(L(0)) = L2(Ω). (4.6)
Next we introdue two orthogonal projetions ΠK and ΠR in L
2(Ω), namely, ΠK is the
projetion onto the kernel of L(0) while ΠR is the projetion onto the range of L(0). Then
we have the following result.
Lemma 4.1. For
L(0)w = fR
with fR ∈ L2(Ω), there exists a unique solution wR ∈ D and the following estimate holds:
‖wR‖D ≤ C‖fR‖. (4.7)
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Proof. By the Fredholm alternative theorem and the regularity theorem for the ellipti
operator (see [17℄), we have a funtion w ∈ D suh that L(0)w = fR. Moreover w is unique
if we require w ∈ (KerL(0))⊥, and (4.7) follows from the ellipti regularity theory.
Let L(v) : D → L2(Ω) be dened as follows:
L(v)w = ΠKw + L(v)w. (4.8)
Then it follows from the above lemma that L(0) is bijetive and its inverse L−1(0) is a
bounded linear operator from L2(Ω) to D.
Lemma 4.2. There exists a small onstant β < 1 depending on ψ suh that for any
v ∈ D, ‖v‖H2(Ω) ≤ β and f ∈ L
2(Ω),
L(v)w = f (4.9)
admits a unique solution w suh that w ∈ D and the following estimate holds,
‖w‖D ≤ C‖f‖. (4.10)
Proof. It follows from the above lemma that L(0) is bijetive and its inverse L−1(0) is a
bounded linear operator from L2(Ω) to D. We rewrite (4.9) into the following form:
(L−1(0)(L(v)− L(0)) + I)w = L−1(0)f. (4.11)
From the denition, we have (L(v)−L(0))w = (f ′(v + ψ)− f ′(ψ))w.
We infer from Sobolev imbedding theorem that for any ‖v‖H2 ≤ β ≪ 1, there holds
‖(f ′(v + ψ)− f ′(ψ))w‖ ≤ C‖v‖H2(Ω)‖w‖D. (4.12)
Therefore, it follows that when β is suiently small, L−1(0)(L(v)−L(0)) is a ontration
from D to D:
‖L−1(0)(L(v)−L(0))‖L(D,D) ≤
1
2
. (4.13)
By the ontration mapping theorem, (4.11) is uniquely solvable whih implies that when
‖v‖H2(Ω) ≤ β, L(v) is invertible, and (4.10) holds.
Thus, the lemma is proved.
Let ψ be a ritial point of E(u). Denote u = v + ψ and
E(v) = E(u) = E(v + ψ). (4.14)
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Let
M(v) = −∆(v + ψ) + f(v + ψ). (4.15)
Then for any v ∈ D, M(v) ∈ L2(Ω).
First, we prove the following ojasiewiz-Simon inequality for the homogeneous bound-
ary ondition orresponding to the nonhomogeneous one (1.4).
Lemma 4.3. Let ψ be a ritial point of E(u). There exist onstants θ∗ ∈ (0, 1
2
) and
β∗ ∈ (0, β) depending on ψ suh that for any w ∈ D, if ‖w‖D < β
∗
, there holds
‖M(w)‖ ≥ |E(w)− E(ψ)|1−θ
∗
. (4.16)
Proof. Let N : D 7→ L2(Ω) be the nonlinear operator dened as follows
N (w) = ΠKw +M(w). (4.17)
Then N (w) is dierentiable and
DN (w)h = L(w)h. (4.18)
By the result in [18℄, we know that
Lemma 4.4. The mapping L∞(Ω) ∋ u→ f(u) ∈ L∞(Ω) is analyti.
It easily follows from Lemma 2.1, Sobolev imbedding theorem and above lemma that
N (w) is analyti. Sine L(0) is invertible, by the abstrat impliit funtion theorem (for
the analyti version see e.g. [34, Corallary 4.37, p.172℄), there exist neighborhoods of the
origin W1(0) ⊂ D, W2(0) ⊂ L
2(Ω) and an analyti inverse mapping Ψ of N suh that
Ψ :W2(0)→W1(0) is 1-1 and onto. Besides,
N (Ψ(g)) = g ∀g ∈ W2(0), (4.19)
Ψ(N (v)) = v ∀v ∈ W1(0), (4.20)
and in analogy to the argument in [27, Lemma 1, pp.75℄ (see also [10, Lemma 5.4℄) we
an show that
‖Ψ(g1)−Ψ(g2)‖D ≤ C‖g1 − g2‖ ∀g1, g2 ∈ W2(0), (4.21)
‖N (v1)−N (v2)‖ ≤ C‖v1 − v2‖D ∀v1, v2 ∈ W1(0). (4.22)
Let φ1, ..., φm be the orthogonal unit vetors spanning Ker(L(0)).
Sine Ψ is analyti, it turns out that
Γ(ξ) := E
(
Ψ
(
m∑
i=1
ξiφi
))
(4.23)
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is analyti with respet to ξ = (ξ1, ..., ξm) with |ξ| suiently small suh that ΠKw =
m∑
i=1
ξiφi ∈ W2(0).
With the aid of Γ(ξ) whih is an analyti funtion dened in Rm, we are able to apply
the ojasiewiz inequality. By the standard argument (see e.g. [10℄), we an show that,
there exist onstants θ∗ ∈ (0, 1
2
) and β∗ ∈ (0, β) depending on ψ suh that for any w ∈ D
with ‖w‖D < β∗, there holds
‖M(w)‖ ≥ |E(w)− Γ(0)|1−θ
∗
, (4.24)
whih is exatly (4.16). The details are omitted.
Now we are in a position to prove the following extended ojasiewiz-Simon inequality
with boundary term.
Lemma 4.5. Let ψ be a ritial point of E(u). Then there exist onstants θ ∈ (0, 1
2
),
β0 ∈ (0, β) depending on ψ suh that for any u ∈ H
3(Ω), if ‖u − ψ‖H2(Ω) < β0, the
following inequality holds,
‖M(v)‖+ ‖ −∆‖u+ ∂νu+ u‖L2(Γ) ≥ |E(u)−E(ψ)|
1−θ. (4.25)
Proof. For any u ∈ H3(Ω), let v = u− ψ. Then v ∈ H3(Ω).
We onsider the following ellipti boundary value problem:{
−∆w = −∆v, x ∈ Ω,
−∆‖w + ∂νw + w = 0, x ∈ Γ.
(4.26)
Sine ∆v ∈ L2(Ω), similar to the previous disussion for L(0), it follows that equation
(4.26) admits a unique solution w ∈ D. From the H2-regularity for (4.26) (see e.g., [17,
Appendix Lemma A.1℄), it turns out that
‖w‖H2(Ω) + ‖w‖H2(Γ) ≤ C‖∆v‖ ≤ C‖v‖H2(Ω). (4.27)
Hene, there exists β˜ ∈ (0, β) suh that for ‖v‖H2(Ω) < β˜ we have
‖w‖D < β
∗. (4.28)
Here β∗ is the onstant in Lemma 4.3. Thus, (4.16) holds for w.
On the other hand, (4.26) an be rewritten in the following form{
−∆(w − v) = 0, x ∈ Ω,
−∆‖(w − v) + ∂ν(w − v) + (w − v) = ∆‖v − ∂νv − v, x ∈ Γ.
(4.29)
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Again from [17, Appendix Lemma A.1℄, there holds
‖w − v‖H1(Ω) + ‖w − v‖H1(Γ) ≤ C‖∆‖v − ∂νv − v‖L2(Γ). (4.30)
By straightforward omputation,
‖M(w)‖ ≤
(
‖M(v)‖+ C‖v − w‖H1(Ω)
)
≤
(
‖M(v)‖+ C‖∆‖v − ∂νv − v‖L2(Γ)
)
. (4.31)
Meanwhile, it follows from Newton-Leibniz formula that
| E(w + ψ)−E(v + ψ) |
≤
∣∣∣∣∫ 1
0
∫
Ω
M(v + t(w − v))(v − w)dxdt
∣∣∣∣
+
∣∣∣∣∫ 1
0
∫
Γ
(1− t)(∆‖v − ∂νv − v)(v − w)dSdt
∣∣∣∣
≤ C
(
‖M(v)‖+ ‖∆‖v − ∂νv − v‖L2(Γ)
)
‖∆‖v − ∂νv − v‖L2(Γ)
≤ C
(
‖M(v)‖+ ‖∆‖v − ∂νv − v‖L2(Γ)
)2
. (4.32)
Sine
|E(w + ψ)− E(ψ) |1−θ
∗
≥ | E(v + ψ)− E(ψ) |1−θ
∗
− | E(w + ψ)− E(v + ψ) |1−θ
∗
, (4.33)
and 0 < θ∗ < 1
2
, 2(1− θ∗)− 1 > 0, then we infer from (4.31)(4.33) that
C(‖M(v)‖+ ‖∆‖v − ∂νv − v‖L2(Γ)) ≥ |E(u)− E(ψ)|
1−θ∗.
Taking ε ∈ (0, θ∗) and β0 ∈ (0, β˜), suh that for ‖v‖H2 < β0,
1
C
| E(v + ψ)− E(ψ)|−ε ≥ 1. (4.34)
Let θ = θ∗ − ε ∈ (0, 1
2
), then for ‖v‖H2 < β0, there holds
‖M(v)‖ + ‖∆‖v − ∂νv − v‖L2(Γ) ≥ |E(u)−E(ψ)|
1−θ, (4.35)
whih is exatly (4.25) by the denition of v.
5 Convergene to equilibrium and onvergene rate
After the previous preparations, we now proeed to nish the proof of Theorem 1.1.
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Part I. Convergene to Equilibrium
From the previous results, there exists an inreasing sequene {tn}n∈N, tn → +∞ and
ψ ∈ ω(u0) suh that
lim
tn→+∞
‖u(tn, x)− ψ(x)‖H3(Ω) = 0. (5.1)
On the other hand, it follows from (2.9) that E(u) is dereasing in time. We now onsider
all possibilities.
(1). If there is a t0 > 0 suh that at this time E(u) = E(ψ), then for all t > t0, we
dedue from (2.9) that ‖µ(t)‖H1(Ω) ≡ 0. On the other hand, it follows from (1.1) (1.3)
that {
−∆µ = −ut, x ∈ Ω,
∂νµ+ µ = −ut, x ∈ Γ.
(5.2)
Then by (2.7) we have
‖ut‖
2
X =
∫
Ω
µutdx+
∫
Γ
µutdS = ‖µ‖
2
H1(Ω). (5.3)
This implies that ‖ut‖X ≡ 0, i.e., u is independent of t for all t > t0. Sine u(x, tn)→ ψ,
then (1.16) holds.
(2). If for all t > 0, E(u) > E(ψ), and there is t0 > 0 suh that for all t ≥ t0,
v = u − ψ satises the ondition of Lemma 4.5, i.e., ‖u − ψ‖H2(Ω) < β0, then for the
onstant θ ∈ (0, 1
2
) in Lemma 4.5, we have
−
d
dt
(E(u)− E(ψ))θ = −θ(E(u)−E(ψ))θ−1
dE(u)
dt
. (5.4)
From (1.2), M(v) = µ. Then it follows from (1.14)(2.9) and Lemma 4.5 that
−
d
dt
(E(u)− E(ψ))θ ≥ θ
‖∇µ‖2 + ‖µ‖2L2(Γ)
‖µ‖+ ‖µ‖L2(Γ)
≥ Cθ‖µ‖H1(Ω). (5.5)
Integrating from t0 to t,
(E(u)− E(ψ))θ + Cθ
∫ t
t0
‖µ‖H1(Ω)dτ ≤ (E(u(t0))− E(ψ))
θ. (5.6)
Sine, E(u(t))− E(ψ) ≥ 0, we have∫ t
t0
‖µ‖H1(Ω)dτ < +∞, ∀ t ≥ t0. (5.7)
Thus, (5.3)(5.7) imply that for all t ≥ t0,∫ t
t0
‖ut‖Xdτ < +∞, (5.8)
15
whih easily yields that as t→ +∞, u(t, x) onverges in X. Sine the orbit is ompat in
H3(Ω) ∩H3(Γ), we an dedue from uniqueness of limit that (1.16) holds.
(3). It follows from (5.1) that for any ε ∈ (0, β0), there exists N ∈ N suh that when
n ≥ N ,
‖ u(tn, ·)− ψ ‖X ≤ ‖u(tn, ·)− ψ‖H3(Ω) <
ε
2
, (5.9)
1
Cθ
(E(u(tn))−E(ψ))
θ <
ε
2
. (5.10)
Dene
t¯n = sup{ t > tn | ‖ u(s, ·)− ψ ‖H2(Ω)< β0, ∀s ∈ [tn, t]}. (5.11)
(5.1) and ontinuity of the orbit in H2(Ω) yield that t¯n > tn for all n ≥ N .
Then there are two possibilities:
(i). If there exists n0 ≥ N suh that t¯n0 = +∞, then from the previous disussions in (1)
and (2), (1.16) holds.
(ii) Otherwise, for all n ≥ N , we have tn < t¯n < +∞, and for all t ∈ [tn, t¯n], E(ψ) <
E(u(t)). Then from (5.6) with t0 being replaed by tn, and t being replaed by t¯n we
dedue that ∫ t¯n
tn
‖ut‖X dτ ≤ Cθ(E(u(tn))− E(ψ))
θ <
ε
2
. (5.12)
Thus we have
‖u(t¯n)− ψ‖X ≤ ‖u(tn)− ψ‖X +
∫ t¯n
tn
‖ut‖X dτ < ε, (5.13)
whih implies that when n→ +∞,
u(t¯n)→ ψ in X.
Sine
⋃
t≥δ u(t) is relatively ompat in H
2(Ω), there exists a subsequene of {u(t¯n)}, still
denoted by {u(t¯n)} onverging to ψ in H2(Ω). Namely, when n is suiently large, we
have
‖u(t¯n)− ψ‖H2(Ω) < β0,
whih ontradits the denition of t¯n that ‖u(t¯n, ·)− ψ‖H2(Ω) = β0.
Part II. Convergene Rate
For t ≥ t0, it follows from Lemma 4.5 and (5.5) that
d
dt
(E(u)−E(ψ)) + C (E(u)−E(ψ))2(1−θ) ≤ 0. (5.14)
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As a result,
E(u(t))− E(ψ) ≤ C(1 + t)−1/(1−2θ), ∀ t ≥ t0. (5.15)
Integrate (5.5) on (t,∞), where t ≥ t0, then we have∫ ∞
t
‖ut‖Xdτ ≤ C(1 + t)
−θ/(1−2θ). (5.16)
By adjusting the onstant C properly, we obtain
‖u(t)− ψ‖X ≤ C(1 + t)
−θ/(1−2θ), t ≥ 0. (5.17)
Based on this onvergene rate we are able to get the same estimate for onvergene rate
in higher order norm by energy estimates and proper dierential inequalities.
Next we proeed to estimate ‖u− ψ‖V .
It follows from (1.1)-(1.4) and the stationary problem (1.18) that
d
dt
(u− ψ) = ∆µ,
µ = −∆(u − ψ) + f(u)− f(ψ),
(5.18)
with the boundary ondition{
−∆‖(u− ψ) + ∂ν(u− ψ) + (u− ψ) = µ
(u− ψ)t + ∂νµ+ µ = 0.
(5.19)
Using (5.18)(5.19), we take the inner produt in H of A−1(u−ψ)t with (u−ψ) to obtain
1
2
d
dt
‖u− ψ‖2X + ‖∇u−∇ψ‖
2 +
∫
Ω
(f(u)− f(ψ))(u− ψ)dx
+
∥∥∇‖(u− ψ)∥∥2L2(Γ) + ‖u− ψ‖2L2(Γ)
= 0. (5.20)
On the other hand, by (5.18)(5.19) and taking the inner produt in H of (u−ψ)t with µ,
we have
d
dt
(
1
2
‖∇u−∇ψ‖2 +
∫
Ω
F (u)dx−
∫
Ω
f(ψ)udx+
1
2
∥∥∇‖(u− ψ)∥∥2L2(Γ)
+
1
2
‖u− ψ‖2L2(Γ)
)
+ ‖∇µ‖2 + ‖µ‖2L2(Γ)
= 0. (5.21)
Adding (5.20)(5.21) together, we have
d
dt
(
1
2
‖u− ψ‖2X +
1
2
‖u− ψ‖2L2(Γ) +
1
2
∥∥∇‖(u− ψ)∥∥2L2(Γ) + 12‖∇u−∇ψ‖2
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+∫
Ω
F (u)dx−
∫
Ω
F (ψ)dx+
∫
Ω
f(ψ)ψdx−
∫
Ω
f(ψ)udx
)
+‖∇u−∇ψ‖2 +
∥∥∇‖(u− ψ)∥∥2L2(Γ) + ‖u− ψ‖2L2(Γ) + ‖∇µ‖2 + ‖µ‖2L2(Γ)
= −
∫
Ω
(f(u)− f(ψ))(u− ψ)dx. (5.22)
In what follows, we shall use the uniform bounds obtained in Lemma 2.1. Without loss
of generality, we set δ = 1 in Lemma 2.1.
The Newton-Leibniz formula
F (u) = F (ψ) + f(ψ)(u− ψ) +
∫ 1
0
∫ 1
0
f ′(szu + (1− sz)ψ)(u− ψ)2dsdz, (5.23)
yields that ∣∣∣∣∫
Ω
F (u)dx−
∫
Ω
F (ψ)dx+
∫
Ω
f(ψ)ψdx−
∫
Ω
f(ψ)udx
∣∣∣∣
=
∣∣∣∣∫
Ω
∫ 1
0
∫ 1
0
f ′(szu+ (1− sz)ψ)(u− ψ)2dsdzdx
∣∣∣∣
≤ max
s,z∈[0,1]
‖f ′(szu+ (1− sz)ψ)‖L3‖u− ψ‖
2
L3
≤ C(‖∇u−∇ψ‖‖u− ψ‖+ ‖u− ψ‖2)
≤
1
4
‖∇u−∇ψ‖2 + C‖u− ψ‖2, t ≥ 1. (5.24)
and in a similar way, we have∣∣∣∣∫
Ω
(f(u)− f(ψ))(u− ψ)dx
∣∣∣∣
=
∣∣∣∣∫
Ω
∫ 1
0
f ′(su+ (1− s)ψ)(u− ψ)2dsdx
∣∣∣∣
≤
1
4
‖∇u−∇ψ‖2 + C‖u− ψ‖2, t ≥ 1. (5.25)
Let
y1(t) =
1
2
‖u− ψ‖2X +
1
2
‖u− ψ‖2L2(Γ) +
1
2
∥∥∇‖(u− ψ)∥∥2L2(Γ) + 12‖∇u−∇ψ‖2
+
∫
Ω
F (u)dx−
∫
Ω
F (ψ)dx+
∫
Ω
f(ψ)ψdx−
∫
Ω
f(ψ)udx (5.26)
(5.24) indiates that there exist onstants C1, C2 > 0 suh that
y1(t) ≥ C1‖u− ψ‖
2
V − C2‖u− ψ‖
2, t ≥ 1. (5.27)
On the other hand,
‖u− ψ‖2 ≤ C‖u− ψ‖V ‖u− ψ‖X
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≤ ε‖u− ψ‖2V + C(ε)‖u− ψ‖
2
X. (5.28)
From (5.17)(5.22)(5.24)(5.27)(5.28), after taking ε > 0 suiently small, we an see that
there exists a onstant γ > 0 suh that
d
dt
y1(t) + γy1(t) ≤ C‖u− ψ‖
2
X ≤ C(1 + t)
−2θ/(1−2θ), t ≥ 1. (5.29)
As a result,
y1(t) ≤ y1(1)e
γ(1−t) + Ce−γt
∫ t
1
(1 + τ)−2θ/(1−2θ)dτ
≤ Ce−γt + Ce−γt
∫ t
0
(1 + τ)−2θ/(1−2θ)dτ
≤ Ce−γt + Ce−γt
(∫ t
2
0
eγτ (1 + τ)−2θ/(1−2θ)dτ +
∫ t
t
2
eγτ (1 + τ)−2θ/(1−2θ)dτ
)
≤ Ce−γt + Ce−γt
(
e
γ
2
t
∫ t
2
0
(1 + τ)−2θ/(1−2θ)dτ + C(1 + t)−2θ/(1−2θ)eγt
)
≤ C(1 + t)−2θ/(1−2θ), t ≥ 1. (5.30)
(5.27)(5.28)(5.30) imply that
C1‖u− ψ‖
2
V ≤ y1(t) + C2‖u− ψ‖
2
≤ y1(t) + C2ε‖u− ψ‖
2
V + C2C(ε)‖u− ψ‖
2
X. (5.31)
Taking ε > 0 suiently small, it follows from (5.17)(5.30) that
‖u− ψ‖V ≤ C(1 + t)
−θ/(1−2θ), t ≥ 1. (5.32)
By the C∞ regularity of the solution, we are able to get the estimate for onvergene rate
in higher order norm.
Dierentiating (1.1)(1.4) respet to time t respetively, we have
utt = ∆µt, x ∈ Ω, (5.33)
µt = −∆ut + f
′(u)ut, x ∈ Ω, (5.34)
utt + ∂νµt + µt = 0, x ∈ Γ, (5.35)
µt = −∆‖ut + ∂νut + ut, x ∈ Γ. (5.36)
Multiplying (5.34) by ut and integrating by parts on Ω, using (1.3)(5.36), we get
1
2
d
dt
(
‖∇µ‖2 + ‖µ‖2L2(Γ)
)
+ ‖∇ut‖
2 +
∫
Γ
(∣∣∇‖ut∣∣2 + u2t) dS
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= −
∫
Ω
f ′(u)u2tdx. (5.37)
Assumption (F3) yields that there is a ertain positive onstant Mf ≥ 1 suh that
f ′(s) ≥ −Mf , s ∈ R. (5.38)
Thus,
−
∫
Ω
f ′(u)u2tdx ≤Mf‖ut‖
2. (5.39)
It follows from (1.1) that
‖ut‖
2 = −
∫
Ω
∇ut · ∇µdx−
∫
Γ
µutdS − ‖ut‖
2
L2(Γ)
≤ ‖∇ut‖‖∇µ‖+ ‖µ‖L2(Γ)‖ut‖L2(Γ)
≤ ε‖∇ut‖
2 + ε‖ut‖
2
L2(Γ) +
1
4ε
‖∇µ‖2 +
1
4ε
‖µ‖2L2(Γ), (5.40)
In (5.40), taking
ε =
1
2Mf
, (5.41)
it follows that
1
2
d
dt
(
‖∇µ‖2 + ‖µ‖2L2(Γ)
)
+
1
2
‖∇ut‖
2 + ‖∇‖ut‖
2
L2(Γ) +
1
2
‖ut‖
2
L2(Γ)
≤ C
(
‖∇µ‖2 + ‖µ‖2L2(Γ)
)
. (5.42)
Multiplying (5.34) by utt and integrating by parts on Ω, using (5.33)(5.35)(5.36), we get
1
2
d
dt
(
‖∇ut‖
2 +
∫
Ω
f ′(u)u2tdx+ ‖∇‖ut‖
2
L2(Γ) + ‖ut‖
2
L2(Γ)
)
+ ‖µt‖
2
L2(Γ) + ‖∇µt‖
2
=
1
2
∫
Ω
f ′′(u)u3tdx. (5.43)
By (5.40) and Lemma 2.1, the righthand side of (5.43) an be estimated as follows∣∣∣∣∫
Ω
f ′′(u)u3tdx
∣∣∣∣
≤ C(|u|L∞)‖ut‖
3
L3 ≤ C‖u‖H2
(
‖∇ut‖
3
2‖ut‖
3
2 + ‖ut‖
3
)
≤
1
8
‖∇ut‖
2 + C‖ut‖
6 + C‖ut‖
3
≤
1
8
‖∇ut‖
2 + C‖ut‖
2
≤
1
4
(
‖∇ut‖
2 + ‖ut‖
2
L2(Γ)
)
+ C‖∇µ‖2 + C‖µ‖2L2(Γ), t ≥ 1. (5.44)
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Then (5.43) beomes
1
2
d
dt
(
‖∇ut‖
2 +
∫
Ω
f ′(u)u2tdx+ ‖∇‖ut‖
2
L2(Γ) + ‖ut‖
2
L2(Γ)
)
+ ‖µt‖
2
L2(Γ) + ‖∇µt‖
2
≤
1
8
(
‖∇ut‖
2 + ‖ut‖
2
L2(Γ)
)
+ C‖∇µ‖2 + C‖µ‖2L2(Γ), t ≥ 1. (5.45)
Multiplying (5.45) by ε1 ∈ (0, 1] and adding the resultant to (5.42), we obtain
1
2
d
dt
(
‖∇µ‖2 + ‖µ‖2L2(Γ) + ε1‖∇ut‖
2 + ε1
∫
Ω
f ′(u)u2tdx+ ε1
∥∥∇‖ut∥∥2L2(Γ)
+ε1‖ut‖
2
L2(Γ)
)
+
1
4
(
‖∇ut‖
2 + ‖ut‖
2
L2(Γ)
)
+
∥∥∇‖ut∥∥2L2(Γ)
+ε1‖µt‖
2
L2(Γ) + ε1‖∇µt‖
2
≤ C∗
(
‖∇µ‖2 + ‖µ‖2L2(Γ)
)
, t ≥ 1. (5.46)
Let
y2(t) = ‖∇µ‖
2+‖µ‖2L2(Γ)+ε1‖∇ut‖
2+ε1
∫
Ω
f ′(u)u2tdx+ε1
∥∥∇‖ut∥∥2L2(Γ)+ε1‖ut‖2L2(Γ) (5.47)
It follows from Lemma 2.1 that
y2(t) ≤ C, t ≥ 1. (5.48)
Taking
ε1 =
1
M2f
, (5.49)
we an dedue from (5.39)(5.41) that
y2(t) ≥
1
2
(
‖∇µ‖2 + ‖µ‖2L2(Γ)
)
+ ε1
(
1
2
‖∇ut‖
2 +
∥∥∇‖ut∥∥2L2(Γ) + 12‖ut‖2L2(Γ)
)
. (5.50)
Now we take κ > 0 suh that
κ(1 + C∗) ≤
1
2
. (5.51)
Next, we multiply (5.46) by κ and add the resultant to (5.22), then (5.29)(5.25)(5.32)
yield that there exists a onstant γ˜ > 0 suh that
d
dt
[y1(t) + κy2(t)] + γ˜[y1(t) + κy2(t)] ≤ C‖u− ψ‖
2 ≤ C(1 + t)−2θ/(1−2θ), t ≥ 1. (5.52)
Similar to (5.30), we have
y1(t) + κy2(t) ≤ C(1 + t)
−2θ/(1−2θ), t ≥ 1. (5.53)
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Hene, from (5.27)(5.30)(5.32)(5.53) we know
y2(t) ≤ C(1 + t)
−2θ/(1−2θ), t ≥ 1, (5.54)
whih together with (5.50) gives the following
‖µ‖H1(Ω) + ‖ut‖H1(Ω) + ‖ut‖H1(Γ) ≤ C(1 + t)
−θ/(1−2θ), t ≥ 1. (5.55)
By the ellipti estimate (see [17, Corollary A.1℄),
‖u− ψ‖H3(Ω) + ‖u− ψ‖H3(Γ) ≤ C
(
‖µ‖H1(Ω) + ‖f(u)− f(ψ)‖H1(Ω) + ‖µ‖H1(Γ)
)
. (5.56)
Lemma 2.1 and Sobolev imbedding theorem imply that
‖f(u)− f(ψ)‖H1(Ω) ≤ C‖u− ψ‖V , t ≥ 1. (5.57)
On the other hand, from (5.2), the ellipti regularity theory and Sobolev imbedding
theorem, we have
‖µ‖H1(Γ) ≤ C‖µ‖H2(Ω) ≤ C
(
‖ut‖+ ‖ut‖H 12 (Γ)
)
≤ C‖ut‖H1(Ω). (5.58)
As a result, we an onlude from (5.32), (5.55)(5.58) that
‖u− ψ‖H3(Ω) + ‖u− ψ‖H3(Γ) ≤ C(1 + t)
−θ/(1−2θ), t ≥ 1. (5.59)
Summing up, the proof of theorem 1.1 is ompleted.
Remark 5.1. Following the same method, we an ontinue to get estimates of onvergene
rate in higher order norm.
Remark 5.2. We notie that, in order to get the onvergene rate estimates (5.32) (5.55)
(5.59), we have to use the uniform bound for the solution in higher order norm, e.g.
Lemma 2.1, whih is not valid for t = 0. Thus, the onstant C in (5.32)(5.55)(5.59)
depends on δ in Lemma 2.1. More preisely, for any δ > 0 we have
‖u− ψ‖H3(Ω) + ‖u− ψ‖H3(Γ) + ‖ut‖V ≤ Cδ(1 + t)
−θ/(1−2θ), ∀ t ≥ δ. (5.60)
the onstant Cδ depends on ‖u0‖V and δ. Moreover,
lim
δ→0+
Cδ = +∞. (5.61)
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