The performances of the current face recognition systems suffer heavily from the variations in lighting. To deal with this problem, this paper presents an illumination normalization approach by relighting face images to a canonical illumination based on the harmonic images model. Benefiting from the observations that human faces share similar shape, and the albedos of the face surfaces are quasi-constant, we first estimate the nine low-frequency components of the illumination from the input facial image. The facial image is then normalized to the canonical illumination by re-rendering it using the illumination ratio image technique. For the purpose of face recognition, two kinds of canonical illuminations, the uniform illumination and a frontal flash with the ambient lights, are considered, among which the former encodes merely the texture information, while the latter encodes both the texture and shading information. Our experiments on the CMU-PIE face database and the Yale B face database have shown that the proposed relighting normalization can significantly improve the performance of a face recognition system when the probes are collected under varying lighting conditions.
Introduction
Face recognition has various potential applications in public security, law enforcement and commerce such as mug-shot database matching, identity authentication for credit card or driver license, access control, information security, and video surveillance. In addition, there are many emerging fields that can benefit from face recognition, such as human-computer interfaces and e-services, including e-home, online-shopping and online-banking. Related research activities have significantly increased over the past few years [5, 26] .
However, face recognition remains a difficult, unsolved problem in general due to several bottlenecks, among which illumination change is one of the most challenging problems. It has been argued that the variations between the images of the same face due to illumination and viewing direction are almost always larger than the image variations due to the change in face identity [11] . These observations have been further verified by the evaluation of the state-of-the-art systems as well. The FERET tests revealed that the recognition performances of the best systems degraded significantly when the illuminations changed [12] . The recent FRVT 2002 had also shown that, there was a large decrease in performance on the outdoor probe categories even for the best commercial face recognition systems, though these systems were not sensitive to normal indoor lighting changes [13] . One of the characters of the outdoor images is the varying illuminations caused by the changes of the directional sunlight, which changes the appearance of the face significantly. This indicates that recognition of face images collected in outdoors needs to become a focus of research.
On lighting modeling, one recent important development is the harmonic images method, proposed by Basri [2] and Ramamoorthi [14] independently. By using spherical harmonics and signal-processing techniques, they analytically proved that the set of images of a convex Lambertian object obtained under arbitrary lighting conditions (including outdoor environments) could be approximated well by a 9-D subspace spanned by its nine harmonic images. Along the harmonic images strategy, this paper presents a model-based approach to identify faces robustly under generic illumination with the face relighting technology.
The rest of the paper is organized as follows. We review the previous work dealing with illumination variation in face recognition briefly in section 2. The details of the proposed face relighting method based on the harmonic images model are presented in section 3. Related issues on how to apply the relighting technology to face recognition are discussed in section 4. Finally, we show the experimental results of the proposed method in section 5, followed by some concluding remarks in the last section.
Previous Work
From the imaging principle, the appearance of a face depends on not only its intrinsic shape and texture, but also the extrinsic imaging conditions, such as illumination and the view direction. According to how to deal with the extrinsic imaging parameters, the methods dealing illumination problem in face recognition can be categorized into two fundamental categories: the model-based approaches and the statistics-based approaches [4] .
The statistics-based approaches analyze the images directly using statistical methods and do not formally distinguish between the intrinsic and extrinsic parameters. This kind of approaches learn the distribution of the images collected under varying lighting conditions by statistical analysis of a large training set. Eigenface [20] , Fisherface [3] , and Bayesian method [10] are the typical methods belonging to this category. In this context, one of the most important observations is that the images of a convex Lambertian surface caused by varying illuminations lie in a low-dimensional subspace embedded in the image subspace. Especially, Hallinan reported that 5-D subspace would suffice to represent most of the image variations due to illumination changes including extreme cases [7] .
The model-based approaches treat the extrinsic parameters as separate variables and model their functional role explicitly. These methods commonly build an explicit generative model of the variations of the face images, to recover the intrinsic features of the face: shape and/or albedo.
In the simplest case of a convex Lambertian object under distant illumination without attached and cast shadows, the appearances of the object can be completely described with a 3-D linear subspace defined with three input images taken with linearly independent lighting conditions [15] . However, for face recognition, usually only one single image is available. Then the Quotient Image method [16] was proposed, which assumed that the human faces were an ideal class of objects with same shape and rational span surface albedo. Because the assumption of this model would be too restrictive to be used for object recognition in more realistic settings, the rendered images will be unrealistic if shadows are ignored.
Illumination Cones [6] used seven distinct images of the same face to estimate its 3D shape and the albedo map by using a variant of the photometric stereo, considering both the attached and cast shadows. After the 3D reconstruction, the illumination cone of the object was constructed. The illumination cone algorithm was claimed to achieve the highest recognition rate under different illumination conditions. However, seven images for each face and the relatively complicated process may have prevented its wide application.
SFS (Shape From Shading) has also been investigated in face recognition under varying illuminations. However, SFS from one image with unknown illumination is an ill-posed problem. Therefore, researchers had exploited the classed-based methods, which made use of the prior knowledge of the "human face class" [1, 4, 18, 25] , explicitly or implicitly. Statistical SFS [18] method learned the statistics of the basis images b(x) and the residual image e(x,s) for each pixel of the facial images from the bootstrap set. Symmetric SFS [25] exploited the symmetry of faces explicitly and assumed that all faces shared similar shape. More recently, the 3D Morphable model was presented in [4] , which imposed the face specific constrains by statistically modeling the 3D face shape and texture through PCA model. Prior to the 3D morphable model, Atick had used PCA to estimate the parameters of the Eigen-head approximation of a real 3D head, based on the constant albedo assumption [1] .
Recently, the 9-D linear subspace [2, 14] method was proposed. By using spherical harmonics and signal-processing techniques, Basri [2] and Ramamoorthi [14] showed that the set of images of a convex Lambertian object obtained under varying lighting conditions could be approximated by a 9-D subspace spanned by nine basis images of the object, called harmonic images, each of which corresponds to an image of the object illuminated under harmonic lights whose distributions are specified in terms of spherical harmonics. This discovery has greatly facilitated the modeling of generic illumination and provided the possibility to solve face recognition problem under varying lighting conditions, especially the outdoor environments. The 9-D subspace defined with harmonic images [2] and Harmonic Exemplars [24] provided the some solutions to recognize facial images under generic lighting conditions.
Based on the harmonic images model [2, 14] , this paper presents a model-based approach to identify faces robustly under generic illumination with the face relighting technology. Given a facial image, we first estimate the nine low-order spherical harmonic coefficients of the illumination under which the image is captured. Then the face is re-rendered to a predefined canonical illumination to obtain the canonical form of the input face image. Finally, face recognition is achieved by matching the canonical form of the probe with those of the gallery images. Differing from REM Relighting [23] , we apply the relighting method to face recognition rather than to computer graphics.
Face Relighting with Spherical Harmonic Images
Our work is based on the harmonic model proposed in [2] and [14] . We review the harmonic images briefly in 3.1. To analyze with the harmonic images, we need to know the albedo map and the normal map of the face. The information is obtained with the "human face class" constraints, which is introduced in subsection 3.2. Then lighting estimation based on the harmonic model and face relighting are given in subsection 3.3 and 3.4, respectively.
The harmonic images model
Given a convex Lambertian object in a distance isotropic illumination, its irradiance E is
is the normal, L is the incident illumination, the limit of integration, ' Ω , is the local upper hemisphere and
is a rotation operation that rotates the local incident angle ) , (
. Note that Eq.(1) is a rotational convolution. Since the reflection Eq.(1) can be viewed as a convolution, it is natural to analyze it in frequency-space domain. The appropriate signal processing tools for the sphere are spherical harmonics, which are the equivalent to the Fourier series in 2-D. The limits of the integration of the Lambertian reflection are large (the local upper hemisphere), i.e., the irradiance is broad in spatial (angular) domain. Therefore, according to the Heisenberg uncertainty principle, it must localize in low frequency components in frequency domain. Analyzing the reflection Eq.(1) in frequency-space with spherical harmonics, Basri et al [2] and Ramamoorthi [14] proved that most energy of the irradiance was constrained in the three low order frequency components and got its frequency formula as ( ) [2, 14] 
Assuming the surface of human faces is convex Lambertian surface, let ( )
in the image and
, β α denotes its normal. The intensity of the point is
where
are the harmonic images of the face. The harmonic images can be viewed as the images of the face seen under harmonic lights. Harmonic light is a virtual light in which only one harmonic component is reserved.
The harmonics images of a face
To analyze with the harmonic images lm b , one needs to know the albedo map ( ) y x, λ and the normal map
, β α of the given face. However, in many face recognition systems, only a single image is available. Therefore, in this paper, the albedo map and the normal map are obtained with the "human face class" constraints.
Human faces can be assumed rationally to have the similar shapes. This has always been used in many previous algorithms [17, 23, 25] . If the poses of the images are identical, the normal map of a given face can be obtained by aligning the facial image with the average facial normal map of that pose. Given a facial image, to create the correspondence between the average facial normal map and the image, we first create the correspondence between the feature points on the average normal map and those on the image. Then the rest pixels on the average normal map and the image are aligned by using image warping technique. In this paper, the feature points in the facial image are labeled automatically with an improved ASM method [22] .
The average facial normal map and the warped normal map of a facial image are shown in Fig.1 . For albedo map, we assume that the albedo of the face surface is quasi-constant, i.e., the albedo map contains no low frequency components ( 4 1 ≤ ≤ l ), except for DC component a . Though the albedo map of a face does not satisfy this constraint strictly, we find that we can still obtain good results in practice. Wen [23] had justified numerically that the low-frequency components of the albedo map of a face are very small. This can also be verified by vision that most regions of the face are skin with almost the same albedo.
Once the albedo map and the normal map of the face has been estimated, the harmonic images can be computed using Eq.(5).
Lighting estimation based on the harmonic images
To re-render the face to a canonical illumination, we need to recover the original illumination from the input image first.
Given an image of a face and its harmonic images, the only unknown variables in Eq.(4) are the nine illumination coefficients. So, lighting estimation is to estimate the nine low spherical harmonic
). Given an input image I (a row vector of n elements, n is the number of the pixels in the image) of an object, if the harmonic images of the object are known, then the coefficients of the illumination L can be gotten by solving the least squares problem
where B denotes the harmonic images, arranged as a 9 × n matrix. λ is the DC coefficient of the albedo map and lm L is the coefficients of the real illumination.
Face relighting based on the ratio image technique
The ratio image technique [9, 17, 23] had been used to remove the material dependency of the diffuse object. Here we used the illumination ratio image to relight a face to a canonical illumination, given the original image and its illumination estimated. Let 0 S be the predefined canonical lighting condition. The illumination ratio image R for the lighting condition Ŝ is defined as:
a The spherical harmonic coefficients of a product of irradiance and albedo, as in the basis functions Y lm , are determined by a Clebsch-Gordan expansion of the product of spherical harmonics. To ensure that orders 0, 1 and 2 of the image correspond to irradiance coefficients scaled by the DC term of the albedo, assuming the only relevant irradiance coefficients are orders 0,1 and 2, we require orders 1-4 of the albedo vanish.
where I and 0 I are the images taken under the lighting conditions of Ŝ and 0 S , Ê and 0 E are the corresponding incident irradiances, ( )
ranges over the whole image. Given an input face image I and the estimated illumination Ŝ , with the illumination ratio image R defined in Eq. (7), its canonical image under the predefined lighting condition 0 S can be derived by:
where ( )
ranges over the whole image.
Robust Face Recognition Based on Facial Image Relighting
As our goal is face recognition, we discuss some issues about applying the proposed relighting algorithm to face recognition in this section. First, we consider two canonical illuminations, under which different information is encoded in the re-rendered canonical images for face recognition. Then the post-process to weaken the artifacts in the re-rendered canonical image is described in subsection 4.2.
The Canonical Illuminations for robust face recognition
The intuitive idea is that the intrinsic features of the face, albedo and/or shape, are suitable for face recognition under varying illuminations. Because the shape information is obtained by aligning the facial image with the average face model, the shape itself is not accurate enough for face recognition. So we discuss the other two possible cases: just the albedo and both the albedo and the shape. . The irradiance of the uniform illumination is visualized in Tab. 1(a) with the corresponding harmonic coefficients listed after it.
However, generally, the natural illumination in the real world consists one or more primary light sources as well as the ambient lights. A typical case is one point light source with the ambient lights. The images captured under such illumination encode both the information of the albedo and the information of the shape. There are some images captured under such environment in the CMU-PIE face database [19] . We estimate the illumination from one of the images taken with a frontal flash with the room ambient lights on. The estimated illumination is given in Tab. 1(b) with the nine harmonic coefficients shown. The ratio of the three low order energies of the uniform illumination is 02 . 0 :
. Compared with that of the uniform illumination, more energy is contained in the first order frequency components. Therefore, more information about the face shape is encoded in the canonical images. After defining the canonical illumination, the canonical image of any given original image I can be computed directly with the Eq. (8).
Tab. 1. The typical canonical illuminations
The nine spherical coefficients of the illumination Irradiance map 
Post-process the limited dynamic range problem
Because digital image has limited dynamic range, ratio based re-lighting would have artifact effect where the intensities of some skin pixels are too low or nearly saturated. These pixels are called outliers. If we do not deal with these pixels, they may introduce confusion in recognition. Some other re-lighting based methods [21] avoid this problem by re-lighting the images in gallery to the lighting condition of the probe, because the lighting condition of the gallery is usually satisfying. However, this strategy needs to re-light all the images in the gallery for each probe. This is a high computational consumption method. A constrained texture synthesis [23] can be used to alleviate the problem. However, the synthesized textures for the outliers add no more valuable information for recognition, so we use a much simpler method for face recognition, i.e., just discarding these pixels. This is like portion face recognition, except that the portion is automatically decided. We use the face part of the irradiance environment map org E to detect the outliers. If the intensity of a pixel in irradiance map is too low, the corresponding pixel in the image must be in dark attached shadows and it is declared as an outlier. As the high lighting pixels are usually few, it will not affect recognition very much.
If the energy of the DC component of the irradiance is larger compared with that of the first order, the detection of outliers is not necessary because the dark shadows are usually caused by the energy of the first order. For example, the ratio between the energy of the irradiance in DC component and the first order for a flash with the room lights (such as subset "lights" in CMU-PIE face database) and that of just a flash (such as "illum" subset in CMU-PIE face database) is 4.53 and 2.53, respectively. There are few artifacts in the re-rendered images of the images captured under a flash with the room lights. While for the images captured under just a flash, there are more artifacts. Therefore we need only do this post-procedure for images captured under the latter illumination.
Some examples of the detected outliers are illustrated in Fig. 2 . 
Experimental Results
We select two publicly available face databases, the CMU-PIE face database [19] and the Yale B face database [6] , for our experiments. Both of them contain face images with well-controlled lighting conditions.
The images in the CMU-PIE face database [19] vary in pose, illumination, and expression. We select the frontal images with lighting variations for the experiments. There are 21 flashes and the room lights to illuminate the face. The images are captured under the room lights on and off, resulting in 43 different conditions. There are total 68 persons included in the database. Some examples of the facial images under different illuminations are shown in Fig. 3 (the first row and the second row). For more details about the CMU-PIE face database, please refer to [19] .
The Yale face database [6] contains images of 10 people under 9 poses and 64 illuminations per pose. We use 10 45× face images for 10 subjects in the frontal pose with each subject having 45 face images taken under different directional light sources. Fig. 4 (the first row and the second row) shows some of the images used in our experiments.
The results of the three main phases of the method: illumination estimation, relighting and face recognition are given in following subsections. Because most of the lighting conditions in the Yale B face database are included in the CMU-PIE face database, only the results of illumination estimation and face recognition on the Yale B face database are given.
Experimental results of illumination estimation
As the effect of the illumination on the appearance of the face is achieved though the irradiance. The results of the illumination estimation in this subsection are showed in the irradiance maps. Fig. 3 and Fig.4 give some examples of the irradiance maps computed with the estimated nine spherical harmonic coefficients of the illuminations estimated from the images in the CMU-PIE face database and the Yale B face database respectively. Though the faces in the first row and the second row in the two figures are different in shape and albedo, the corresponding estimated irradiance maps are fairly similar. Fig. 3 . Some examples of the estimated irradiance maps from the CMU-PIE face database. The first two rows are the images of two persons and the last two rows are the estimated irradiance maps. Each column of the first two rows is captured under the same illumination. Evidently, though the faces in the first two rows are different, the estimated irradiance maps are fairly similar. Fig. 4 . Some examples of the estimated irradiance maps from the Yale B face database. The first two rows are the images of two persons and the last two rows are the estimated irradiance maps. Every column of the first two rows is captured under the same illumination. Evidently, though the faces in the first two rows are different, the estimated irradiance maps are fairly similar.
The CMU-PIE database includes the images taken under just the flash, under just the room lights and with both of them. Fig. 5 contains the estimated irradiance maps under just the room lights and the illuminations with both the room lights and one of the flashes. We also show the difference between those two irradiance maps and compare it with the irradiance map of the same flash with the room lights off. The two irradiance maps are fairly similar. As the locations of the feature points labeled by ASM are not correct in some cases, we need to know how the illumination estimation is sensitive to the alignment. We compute the sensitivity of the lighting estimation to alignment using the difference between the irradiance of the perfect alignment and that of the loose alignment. In perfect alignment, the feature points are adjusted manually. While in the loose alignment, only the location of the two eyes is used. The results of the automatic alignment labeled by ASM can be supposed to be between of the perfect alignment and the loose alignment. The sensitivity of the lighting estimation to alignment is measured as
where n is the number of the pixels in the irradiance maps, perfect E and loose E are the estimated irradiance maps with the perfect alignment and the loose alignment, respectively.
The average sensitivities of different lighting conditions in the CMU-PIE face database are given in Fig. 6 . The sensitivities are very small, which indicates that the lighting estimation is not sensitive to the alignment. 
Experimental results of relighting
Some of the re-rendered images are given in Fig. 7 . The re-rendered images in the last two rows look more similar than the original images in the first row. Because of the limited dynamic range of the images, the relit images in the first three columns in Fig.  7 do not look realistic to some extent. If the dynamic range of the input image is more reasonable, i.e. the lighting of the input image is more satisfying; the relit images will look more realistic. This is verified by the images in the last four columns, which are illuminated by the room lights. More examples are given in Fig. 8 , in which the inputs are images taken under good illumination. 
Experimental results of face recognition
We verify the effect of relighting on face recognition in this subsection. The simplest normalized correlation is exploited as the similarity between two images. Face recognition is achieved by finding a nearest neighbor based on the image similarity.
The images with varying illuminations in the CMU-PIE face database are classified into two subsets: "illum" and "lights". There are some differences between the two subsets. In the "illum" subset, the room lights is turned off and the subject is not wearing glasses. While in the "lights" subset, the room lights is turned on. And the subject is wearing glasses if and only if they normally do. In both cases, there 21 flashes to illuminate the faces and the flash numbers are 02-21. The flash number "01" corresponds to no flash (only for the "lights" subset). See the reference [19] for more details of the meaning of the flash number. To test the variations in illuminations only, both the gallery and probe are from the same subsets. In the experiments, we select the flash "11" in each subset as gallery for the both subsets. As the illumination of the gallery released by the CMU-PIE face database (only with the room lights on and no flash) is the same as the flash "01" in subset "lights", the results on the subset "lights" with the gallery flash "01" is also given in the paper.
The experimental results of face recognition on the CMU-PIE database are listed in Tab. 2. Two canonical illuminations discussed in section 4.1 are compared: the uniform illumination and a frontal flash with the room lights. As the locations of the feature points labeled by ASM are not correct in some cases, e.g., in the cases of extreme illuminations, we need to know how the face recognition is sensitive to the location of the feature points. The results of face recognition with loose alignment using the location of the two eyes are given also in Tab. 2, which can be compared with those of the perfect feature points adjusted manually. Following [6] , we group the facial images in Yale B face database into four subsets. Each subset contains images illuminated from a specific range of directions. Please refer to [6] for more information about this grouping. The gallery is the images taken with a frontal point source.
The experimental results of face recognition on the Yale B face database with perfect alignment and loose alignment are given in Tab. 3 and Tab .4, respectively. The results are a little worse than that of the Illumination Cone [6] , 9PL [8] , and Harmonic Exemplars [24] , which needed 7~9 images for gallery. Compared with the illumination normalization in [21] , which used only one image for gallery as in our method, our results are better. Several conclusions can be derived from the experimental results of face recognition above. 1． The error rates are much lower after relighting in all of the cases, which indicates that the relighting strategy does improve the performance of the face recognition system. 2． The best canonical illumination is the illumination of a frontal flash and the room lights. The possible reason is that both the texture and the shape information of the face are encoded and used for face recognition. However, the differences of the performances between the two canonical illuminations are not very large, which implies that the most valuable information for recognition is the texture information. 3． The error rates of loose alignment do not increase significantly compared with those of the perfect alignment. This indicates that we can use the loose alignment for a real application when the perfect feature points are not available. The decrease of the canonical illumination of a frontal flash with room lights are more than that of the uniform illumination. 4． The error rate of the two canonical illumination with loose alignment are almost the same, which indicates that if the shape are not elaborate, the shape information encoded in the canonical form under the canonical illumination of a frontal flash with room lights are little value to face recognition.
Conclusion and Future work
Based on the recent development that the images of a diffuse object under varying illuminations lie in a nine-dimensional subspace analytically computable through the spherical harmonic images, we propose a technique for face relighting under generic illumination, i.e., calibrating the input face image to a predefined canonical illumination, in order to reduce the negative effect of the varying illumination in face recognition. According to the harmonic images theory, the nine lower frequency components have covered most of the energy of the illumination for a Lambertian surface. Therefore, illumination estimation is to estimate the nine low spherical harmonic coefficients of the illumination. Given a single facial image, this is achieved by exploiting the prior knowledge of the human faces to get the harmonic images of the given face. After illumination estimation, the facial image is re-rendered to a predefined canonical illumination by altering the nine harmonic lighting coefficients. We consider two different kinds of canonical illuminations: the uniform illumination and a flash with the ambient lights, among which the former encodes merely the facial texture information, while the latter encodes both the facial texture and shape information. Experiments are conducted to compare the recognition performance using the original face and the re-rendered images. Our experiments on the CMU-PIE face database and the Yale B face database have shown that the proposed method improves impressively the performance of a face recognition system in the case of varying lighting conditions.
Though our experiments have shown that imprecise feature alignment would not degrade the final recognition results significantly, more accurate alignment would facilitate the 3D shape recovery and the subsequent recognition. Therefore, one of our future efforts will be the accurate alignment, especially under the non-ideal imaging environment.
