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ON SOME PARTITIONS OF AN AFFINE FLAG
VARIETY
XUHUA HE
Abstract. In this paper, we discuss some partitions of affine flag
varieties. These partitions include as special cases the partition of
affine flag variety into affine Deligne-Lusztig varieties and the affine
analogue of the partition of flag varieties into Bw(b) introduced by
Lusztig in [Lu1] as part of the definition of character sheaves.
Among other things, we give a formula for the dimension of
affine Deligne-Lusztig varieties for classical loop groups in terms
of degrees of class polynomials of extended affine Hecke algebra.
We also prove that any simple GLn(Fq((ǫ)))-module occurs as a
subquotient of the cohomology of affine Deligne-Lusztig variety
Xw(1) for some w in the extended affine Weyl group Zn⋊Sn must
occurs for some w in the finite Weyl group Sn. Similar result holds
for Sp2n.
Introduction
0.1. Let G be a connected reductive algebraic group over an alge-
braically closed field k. We consider a “twisted” conjugation action
on G defined by g ·σ g
′ = gg′σ(g)−1. Here σ is the identity map or a
Frobenius morphism on G (in case where k is of positive characteristic).
Let B be a Borel subgroup of G with σ(B) = B and W be the Weyl
group of G. For b ∈ G and w ∈ W , we set
Bw,σ(b) = {gB ∈ G/B; g
−1bσ(g) ∈ Bw˙B}.
Then we have a partition of flag variety G/B = ⊔w∈WBw,σ(b).
In the case where σ is a Frobenius morphism, Bw,σ is a Deligne-
Lusztig variety introduced in [DL]. In the case where σ is the identity,
Bw,σ(b) appears as part of the definition of character sheaves intro-
duced in [Lu1]. These varieties and their cohomology groups play an
important role in geometric representation theory.
0.2. Let L = k((ǫ)) is the field of formal Laurent power series and
o = k[[ǫ]] be the ring of formal power series. Let I be a Iwahori
subgroup of the loop group G(L). The quotient G(L)/I is called an
affine flag variety. For some technical reason, we choose I to be the
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variety, affine Springer fiber.
The author is partially supported by HKRGC grants 601409.
1
2 XUHUA HE
inverse image of B− under the projection map G(o)→ G sending ǫ to
0, here B− is a Borel subgroup of G opposite to B.
The main purpose of this paper is to study an analogue of the above
partition in the affine case and their cohomology groups.
We consider a “twisted” conjugation action of G(L) on itself as
g ·σ h = ghσ(g)
−1 for g, h ∈ G(L). Here σ is a bijective group ho-
momorphism on G(L) of one of the following type:
(1) For any nonzero element a ∈ k, define σa(p(t)) = p(a · t) for any
formal Laurent power series p(t). We extend σa to a group homomor-
phism on G(L), which we still denote by σa.
(2) If k is of positive characteristic and F : k → k be a Frobenius
morphism. Then set F (
∑
ant
n) =
∑
F (an)t
n. We extend F to a group
homomorphism on G(L), which we denote by σF .
The σa-conjugacy classes are studies by Baranovsky and Ginzburg
in [BG]. The σF -conjugacy classes are studied by Kottwitz in [Ko1].
0.3. Let W˜ be the extended affine Weyl group of G(L). For b ∈ G(L)
and w ∈ W˜ , we set
Xw,σ(b) = {gI ∈ G(L)/I; g
−1bσ(g) ∈ Iw˙I}.
Then we have a partition of affine flag variety
G(L)/I = ⊔w∈W˜Xw,σ(b).
In the case that σ = σF , Xw,σ(b) is called an affine Deligne-Lusztig
variety. In the case that σ is identity map, X1,σ(b) is called an affine
Springer fiber. Xw,id(b) is also considered in [Lu2, Section 7].
A big difference between the finite case discussed in subsection 0.1
and its affine analogue above is that Xw,σ(b) is not always nonempty for
σ coming from Frobenius morphism. A challenging problem is to deter-
mine the empty/nonempty pattern for affine Deligne-Lusztig varieties.
For more details, see the discussions in [GHKR] and [GH].
Let ZG(L),σ(b) = {g ∈ G(L); g
−1bσ(g) = b} be the centralizer of b for
the twisted conjugation action. Then ZG(L),σ(b) acts on Xw,σ(b) in the
natural way. If moreover, Xw,σ(b) is finite-dimensional, then ZG(L),σ(b)
also acts on H∗c (Xw,σ(b)). Any simple ZG(L),σ(b)-modules occurs as a
subquotient of H∗c (Xw,σ(b)) is called obtained from cohomological con-
struction.
0.4. Our starting point is the following stratification of G(L) into lo-
cally closed subschemes that are equivariant for the “twisted” conju-
gation action
G(L) = ⊔[w]∈W˜good/≈G(L) ·σ Iw˙I.
In the case that σ = σF , this follows from Kottwitz’s classification of
σF -conjugacy classes and several properties about the “good” elements
of extended affine Weyl groups established in section 1 (see subsection
1.6). In the case that σ = σa, the stratification is proved in Prop 4.4 for
3PGLn(L) and the identity component of PSP2n(L). We expect that
such stratification holds for any adjoint group G.
We introduce the class polynomials for classical extended affine Hecke
algebras, generalization the construction of Geck and Rouquier for fi-
nite Hecke algebras in [GR]. Then we prove in Theorem 2.8 that for
classical groups, the nonemptiness (resp. dimension) of affine Deligne-
Lusztig varieties corresponds to the nonzeroness (resp. degree) of cer-
tain class polynomials.
For PGLn(L) and the identity component of PSP2n(L), we obtain
a sharper formula in Prop 4.5,
dim(Xw,σ(b)) = max
C
1
2
(l(w) + l(C) + deg(fw,C))− l(f
−1(a)).
We also prove that for (i) σ = σa with a not a root of unity or (ii)
σ = id and b is a regular semisimple integral element, Xw,σ(b) is always
finite dimensional.
0.5. Given b ∈ G(L), in general, there are infinitely many w ∈ W˜
with Xw,σ(b) 6= ∅. Then a priori, to get all the simple ZG(L),σ(b)-
modules that are obtained from cohomological construction, one needs
to calculate H∗c (Xw,σ(b)) for any w ∈ W˜ such that Xw,σ(b) 6= ∅. We
will show that for PGLn(L) and the identity component of PSP2n(L),
any simple ZG(L),σ(b)-modules that are obtained from cohomological
construction must occurs as a subquotient of H∗c (Xw,σ(b)), where w is
in a finite subset of W˜ determined by b. The more precise statement
can be found in Theorem 4.7.
We mention some applications of this result.
(1) Let G = PGLn. Then any simple PGLn(F((ǫ))-module occurs
as a subquotient of the cohomology of affine Deligne-Lusztig variety
Xw,σF (1) for some w ∈ W˜ must occurs for some w in the finite Weyl
group Sn. See Corollary 4.8.
(2) Let G = PGLn (resp. G = PSP2n) and χ a dominant regular
coweight (resp. dominant regular coweight in the coroot lattice). Then
any simple ZG(L),σ(ǫ
χ)-module occurs as a subquotient of H∗c (Xw,σ(ǫ
χ))
must occurs as a subquotient of H∗c (Xǫχ,σ(ǫ
χ). In particular, it factors
through ZG(L),σ(ǫ
χ)/(ZG(L),σ(ǫ
χ) ∩ I). See Corollary 4.9 and Corollary
4.10.
(3) Let G = PGLn and τ ∈ W˜ is a superbasic element. Let w ∈ W˜ .
Then any simple representation of ZG(L),σ(τ˙) occurs as a subquotient
of H∗c (Xw,σ(τ˙)) is trivial. See Corollary 4.12.
0.6. We now review the content of this paper in more detail.
In section 1, we define good elements in extended affine Weyl groups
and discuss some properties. In section 2, we discuss some reductive
method and the relations between the dimension of affine Deligne-
Lusztig varieties and the degrees of class polynomials for extended
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affine Hecke algebras. In section 3, we recall some combinatorial prop-
erties of extended affine Weyl group of type A and C established in
[He2]. In section 4, we prove the main results and discuss some appli-
cations.
1. Good elements in extended affine Weyl group
1.1. Let G be a connected reductive algebraic group over an alge-
braically closed field k. Let B be a Borel subgroup of G and B− be
an opposite Borel subgroup. Let T = B ∩ B− be a maximal torus of
G. Let Wf = NG(T )/T be the finite Weyl group of G. For w ∈ W , we
choose a representative w˙ ∈ NG(T ).
Let G(L) be a loop group and
W˜ = X∗(T )⋊Wf = {ǫχw;χ ∈ X∗(T ), w ∈ Wf}
be the extended affine Weyl group of G(L), where ǫ is a symbol. The
multiplication is given by the formula (ǫχw)(ǫχ
′
w′) = ǫχ+wχ
′
ww′. Let
I be the inverse image of B− under the projection map G(o) 7→ G
sending t to 0 and let I ′ be the inverse image of U−, where U− is the
unipotent radical of B−. The we have the Bruhat-Tits decomposition
G(L) = ⊔w∈W˜ Iw˙I. It is also easy to see that if τ ∈ W˜ with l(τ) = 0,
then τ˙ I τ˙−1 = I. For x = ǫχw ∈ W˜ , we choose a representative x˙ = ǫχw˙
in G(L).
1.2. Let R be the set of roots of G and R+ (resp. R−) be the set of
positive (resp. negative) roots of G. Let (αi)i∈S be the set of simple
roots of G. For any i ∈ S, let si be the corresponding simple reflection
in Wf . Set S˜ = S ∪ {0} and s0 = t
θ∨sθ, where θ is the largest positive
root of G.
Let Q∨ be the coroot lattice of G. Set Wa = Q
∨ ⋊Wf . Then it is
known that Wa is a Coxeter group with generators si (for i ∈ S˜) and is
a normal subgroup of W˜ . Following [IM], we define the length function
on W˜ by
l(ǫχw) =
∑
α∈R+,w−1(α)∈R+
| < χ, α > |+
∑
α∈R+,w−1(α)∈R−
| < χ, α > −1|.
It is known that for w ∈ Wa, l(w) is the length of any reduced ex-
pression of w. For any coset of Wa in W˜ , there is a unique element
of length 0. Moreover, there is a natural group isomorphism between
{τ ∈ W˜ ; l(τ) = 0} and W˜/Wa ∼= X∗(T )/Q
∨.
Let τ ∈ W˜ with l(τ) = 0, then for any w,w′ ∈ Wa, we say that
τw 6 τw′ if w 6 w′ for the Bruhat order on Wa.
For any J $ S˜, let WJ be the subgroup of W˜ generated by sj (for
j ∈ J), wJ0 be the longest element in WJ and
JW˜ be the set of minimal
5elements for the cosets WJ\W˜ . For w ∈
SW˜ , set
I(w) = max{J ⊂ S; ∀j ∈ J, ∃j′ ∈ J, such that sjw = wsj′}.
For any dominant coweight χ, set I(χ) = {i ∈ S;< χ, αi >= 0}. Then
I(χ) = I(ǫχ).
For any subset C of W˜ , we set
Cmin = {w ∈ C; l(w) 6 l(w
′) for any w′ ∈ C},
l(C) = l(w) for any w ∈ Cmin.
1.3. For any α ∈ R, let uα : k → G with tuα(k)t−1 = uα(α(t)k)
for k ∈ k. It is easy to see that uα extends in a natural way to a
homomorphism L→ G(L).
Let R˜ = {α + nδ;α ∈ R, n ∈ Z} be the set of real affine roots and
R˜+ = {α+ nδ;α ∈ R+, n > 0} ⊔ {α+ nδ;α ∈ R−, n > 0} be the set of
positive real affine roots. The affine simple roots are −αi for i ∈ S and
α0 = θ + δ. Then any positive real affine root α can be written in a
unique way as
∑
i∈S −aiαi + a0α0 with ai ∈ N ∪ {0} for i ∈ S˜. We set
ht(α) =
∑
i∈S˜ ai. For any real root α+nδ, we define xα+nδ : k→ G(L)
by xα+nδ(k) = uα(kǫ
n) for k ∈ k.
Let I1 be the inverse image of U
− under the projection G(o) → G.
Then I1 is generated by xα(k) for α ∈ R˜+ and I1 ∩ T (L). For n > 1,
let In be the subgroup of I generated by xα(k) with ht(α) > n and
I1 ∩ T (L). Then it is easy to see that In is a normal subgroup of I for
n ∈ N and for α, β ∈ R˜+ and a, b ∈ k,
(*) xα(a)xβ(b) ∈ xβ(b)xα(a)Iht(α)+ht(β).
1.4. Notice that each conjugacy class of W˜ lies in a coset of Wa. Let
η : W˜ → W˜/Wa be the natural projection. Then η is constant on each
conjugacy class of W˜ .
Let X∗(T )Q = X∗(T )⊗ZQ. Then the action ofWf on X∗(T ) extends
in a natural way to an action on X∗(T )Q and the quotient X∗(T )Q/Wf
can be identified with
X∗(T )
+
Q = {χ ∈ X∗(T )Q;< χ, α >> 0, ∀α ∈ R
+}.
For each element w ∈ W˜ , there exists n ∈ N such that wn = ǫχ for
some χ ∈ X∗(T ). Let vw = χ/n ∈ X∗(T )Q and [vw] the corresponding
element in X∗(T )Q/Wf . It is easy to see that vw is independent of
the choice of n. Moreover, if w,w′ are in the same conjugacy class
of W˜ , then wn is conjugated to (w′)n. Hence (w′)n = ǫχ
′
for some
µ′ ∈ Wf · χ. Therefore vw and vw′ are in the same Wf -orbit. We call
the map w 7→ [vw] the Newton map. Then the Newton map is constant
on each conjugacy class of W˜ .
Define f : W˜ → X∗(T )
+
Q × W˜/Wa by w 7→ ([vw], η(w)). Then the
map f is constant on each conjugacy class of W˜ . This map is the
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restriction to W˜ of the map G(L) → X∗(T )
+
Q × W˜/Wa in [Ko1, 4.13].
We denote the image of the map f by B(W˜ ).
Lemma 1.1. Let w ∈ W˜ . Then the following conditions are equivalent:
(1) For any n ∈ N, l(wn) = nl(w).
(2) Let v be the unique element in Wf · vw ∩X∗(T )
+
Q. Then
l(w) =< v, 2ρ >,
where ρ is the half sum of positive roots.
Proof. Assume that wm = ǫχ for some χ ∈ X∗(T ).
If l(wn) = nl(w) for any n ∈ N, then l(w) = 1
m
l(ǫχ). Let χ′ ∈
Wf ·χ∩X∗(T )
+, then l(ǫχ) = l(ǫχ
′
) =< χ′, 2ρ > and v = χ′/m. Hence
l(w) = 1
m
< χ′, 2ρ >=< v, 2ρ >.
On the other hand, if l(w) =< v, 2ρ >, then
l(wm) = l(ǫχ) =< χ′, 2ρ >= ml(w).
Let n ∈ N, then there exists k ∈ N such that n 6 km. We have that
l(wmk) = l(ǫkχ) =< kχ′, 2ρ >= mkl(w) and
mkl(w) = l(wmk) 6 l(wn)+l(wmk−n) 6 nl(w)+(mk−n)l(w) = mkl(w).
Therefore, both inequalities above are actually equalities. In particular,
l(wn) = nl(w). 
1.5. We call an element w ∈ W˜ a good element if it satisfies the con-
ditions in the previous lemma. The following result characterizes the
good elements.
Proposition 1.2. Let C be a fiber of f : W˜ → B(W˜ ) and w ∈ C.
Then w is a good element if and only if w ∈ Cmin.
Proof. Notice that for any x ∈ W˜ and n ∈ N, l(x) > 1
n
l(xn). In
particular, l(x) >< v, 2ρ >, where v is the unique element in Wf · vx ∩
X∗(T )
+
Q. Hence if w is a good element, then w is a minimal length
element in C.
Let O be the σF -conjugacy class onG(L) whose image under the map
G(L)→ X∗(T )
+
Q×W˜/Wa equals f(C). By [GHKR, Proposition 13.1.3
& Corollary 13.2.4], there exists a good element x such that Ix˙I ⊂ O.
Since x˙ ∈ O, x ∈ C. Therefore x is a minimal length element and all
the minimal length elements in C are good elements. 
Corollary 1.3. Let w be a Coxeter element in Wa. Then w is a good
element.
Remark. This result was first proved by Speyer in [Spe]. Here we give
a different proof.
7Proof. By [Ho], w has infinite order. Hence [w] 6= 0. Let C be a
fiber of the map f : W˜ → B(W˜ ) that contains w. If w′ ∈ C and
l(w′) < l(w), then w′ lies in some WJ with J 6= S˜. In particular, w
′
lies in some finite Weyl group and [w′] = 0. That is a contradiction.
So w is a minimal length element in C. By the previous Proposition,
w is a good element. 
Lemma 1.4. Let w,w′ be good elements. If f(w) 6= f(w′), then
G(L) ·σ Iw˙I ∩G(L) ·σ Iw˙
′I = ∅.
Proof. It is easy to see that for x, y˜ ∈ W˜ , Ix˙I ˙˜yI ⊂ ∪z˜∈xy˜WaIz˜I.
Hence
G(L) ·σ Iw˙I ⊂ ∪x∈W˜ Ix˙Iw˙Ix˙
−1I ⊂ ∪z˜∈xwx−1Wa=wWaI ˙˜zI,
G(L) ·σ Iw˙
′I ⊂ ∪x∈W˜ Ix˙Iw˙
′Ix˙−1I ⊂ ∪z˜∈xw′x−1Wa=wWaI ˙˜zI.
Therefore if wWa 6= w
′Wa, then G(L) ·σ Iw˙I ∩G(L) ·σ Iw˙
′I = ∅.
Now assume that η(w) = η(w′). By our assumption, [vw] 6= [vw′]. If
G(L) ·σ Iw˙I ∩ G(L) ·σ Iw˙
′I 6= ∅, then there exist g ∈ G(L) such that
Iw˙I ∩ gIw˙′Iσ(g)−1 6= ∅. Let z ∈ Iw˙I ∩ gIw˙′Iσ(g)−1. Since w and w′
are good elements, then for any n ∈ N,
zσ(z) · · ·σn−1(z) ∈ (Iw˙I)(Iw˙I) · · · (Iw˙I) = Iw˙nI,
zσ(z) · · ·σn−1(z) ∈ (gIw˙′Iσ(g)−1)(σ(g)Iw˙′Iσ2(g)−1) · · · (σn−1(g)Iw˙′Iσn(g)−1)
= gI(w˙′)nIσn(g).
In particular, for any n ∈ N, Iw˙nI ∩ gI(w˙′)nIσn(g)−1 6= ∅.
There exists m ∈ N such that wm = ǫµ and (w′)m = ǫµ
′
for some
µ, µ′ ∈ X∗(T ). Since [vw] 6= [vw′], µ /∈ Wf · µ
′. Assume that g ∈ IxI
for some x ∈ W˜ . Then Iǫ˙kµI ∩ Ix˙Iǫ˙kµ
′
Ix˙−1I 6= ∅ for all k ∈ N.
Notice that Ix˙Iǫ˙kµ
′
Ix˙−1I ⊂ ∪y˜,y˜′6xI ˙˜yǫ˙
kµ′( ˙˜y′)−1I. Thus ǫkµ = y˜ǫkµ
′
(y˜′)−1
for some y˜, y˜′ 6 x. Assume that y˜ = yǫχ and y˜′ = y′ǫχ
′
with χ, χ′ ∈
X∗(T ) and y, y
′ ∈ Wf . Then y˜ǫ
kµ′(y˜′)−1 = ǫy(kµ
′+χ−χ′)y(y′)−1. Hence
y = y′ and kµ′ + χ− χ′ = ky−1µ. By definition, l(ǫχ) 6 l(y˜) + l(y) 6
l(x) + l(wS0 ). Similarly, l(ǫ
χ′) 6 l(x) + l(w0). Since µ /∈ Wf · µ
′, then
l(ǫµ
′−y−1µ) > 1. Now
k 6 l(ǫk(µ
′−y−1µ)) = l(ǫχ
′−χ) 6 l(ǫχ
′
) + l(ǫχ) 6 2l(x) + 2l(w0).
That is a contradiction. 
Corollary 1.5. Let w,w′ ∈ W˜ are good elements with f(w) = f(w′).
Then G(L) ·σF Iw˙I = G(L) ·σF Iw˙
′I is a single σF -conjugacy class.
Proof. As in the proof of Proposition 1.2, for any σF -conjugacy class
O of G(L), there exists a good element xO ∈ W˜ such that x˙O ∈ O.
If O ⊂ G(L) ·σF Iw˙I, then we must have that x˙O ∈ G(L) ·σF Iw˙I.
By the previous Lemma, f(xO) = f(w). By [Ko1, 4.13], O is uniquely
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determined by f(xO). ThereforeG(L)·σF Iw˙I is the single σF -conjugacy
class that contains x˙O. In particular, G(L)·σF Iw˙I = G(L)·σF Iw˙
′I. 
1.6. Now we reformulate Kottwitz’s classification of σF -conjugacy classes
as follows.
Let W˜good be the set of good elements in W˜ . For w,w
′ ∈ W˜good, we
write w ∼ w′ if f(w) = f(w′). Then we have that
(*) G(L) = ⊔[w]∈W˜good/∼G(L) ·σF Iw˙I.
However, if σ = σa, then in general, G(L) ·σ Iw˙I contains infinitely
many σ-conjugacy classes. In that case, we don’t know if G(L)·σ Iw˙I =
G(L) ·σ Iw˙
′I for w ∼ w′. However, for some groups it still holds when
σ = σa and we have similar decomposition. We will discuss it in more
details in section 4.
Lemma 1.6. Let b ∈ I. Then dim(X1,σF (b)) = 0 and dim(X1,σa(b)) <
∞ if a is not a root of unity.
Proof. By [GHKR, Prop 6.3.1], any element in I is σF conjugate to
1. So we may take b = 1 if σ = σF .
For x ∈ W˜ , define Yx = Ix˙I/I ∩ X1,σ(b). Assume that {α ∈
R˜+; x−1α < 0} = {αi1 , · · · , αik}. We arrange the roots such that
ht(αi1) 6 ht(αi2) 6 · · · 6 ht(αik). Let g ∈ G(L) with gI ∈ Yx, then
g = xαi1 (a1) · · ·xαik (ak)x˙I for some a1, · · · , ak ∈ k. Then gI∩bσ(g)I 6=
∅. If σ = σF and b = 1, then we must have that xαi1 (a1) · · ·xαik (ak) =
xαi1 (F (a1)) · · ·xαik (F (ak)). Therefore a1 = F (a1), · · · , ak = F (ak).
So there are only finite many elements in Yx for each x ∈ W˜ and
dim(X1,σF (b)) = 0.
Now we consider the case where σ = σa with a not a root of unity.
Notice that dim Yx equals the dimension of the variety consists of
(a1, · · · , ak) satisfying
xαi1 (a1) · · ·xαik (ak)x˙I ∩ bσ(xαi1 (a1) · · ·xαik (ak))x˙I 6= ∅.
We may assume that b ∈ tI1. Let n ∈ N with tσ(xα(1))t−1 6= xα(1)
for all α with ht(α) > n. We show that
dim(Yx) 6 ♯{α ∈ R˜
+; ht(α) < n}
for any x ∈ W˜ .
We may assume that ht(αij−1) < n and ht(αij ) = n. It is enough to
show that for any u ∈ In(
x˙I ∩ I), there is a unique (aj, · · · , ak) such
that xαij (aj) · · ·xαik (ak) ∈ utσ(xαij (aj) · · ·xαik (ak))(
x˙I ∩ I).
We prove this statement by descending induction on n.
Assume that ht(αij ) = · · · = ht(αil) = n < ht(αil+1). Then
xαij (aj) · · ·xαik (ak) ∈ xαij (aj) · · ·xαil (al)In+1,
utσ(xαij (aj) · · ·xαik (ak)) ∈ u
′tσ(xαij (aj) · · ·xαil (al))In+1(
x˙I ∩ I),
9where u′ is the unique element in xαij (k) · · ·xαil (k) ∩ uIn+1(
x˙I ∩ I).
Since [x˙I ∩ I, In] ⊂ In+1,
xαij (aj) · · ·xαil (al) ∈ u
′tσ(xαij (aj) · · ·xαil (al))t
−1In+1(
x˙I ∩ I).
Assume that u′ = xαij (bj) · · ·xαil (bl). For p > j, tσ(xαp(k))t
−1 =
xαp(cpk) for some cp 6= 1. Thus we must have that aj = bj+cjaj , · · · , al =
bl + clal. In particular, aj , · · · , al are uniquely determined. Now set
u1 = (xαij (aj) · · ·xαil (al))
−1u′tσ(xαij (aj) · · ·xαil (al))t
−1 ∈ In+1(
x˙I ∩I),
we have that
xαil+1 (al+1) · · ·xαik (ak) ∈ u1tσ(xαil+1 (al+1) · · ·xαik (ak))(
x˙I ∩ I).
By induction hypothesis, al+1, · · · , ak are also uniquely determined. 
Lemma 1.7. Let µ ∈ X∗(T ) andM be the Levi subgroup of G generated
by T and uα(k) for α ∈ R with < µ, α >= 0. Then the map
I ×I∩M(L) (I ∩M(L))ǫ
µ → IǫµI
defined by (i, i′) 7→ ii′σ(i)−1, is bijective.
Remark. If σ = σF , then the lemma is a special case of [GHKR, Theo-
rem 2.1.2]. The case where σ = σa is essentially the same as in loc.cit.
Here we give a proof to convince the readers that no problem occurs
for σ = σa.
Proof. Notice that I×I∩M(L) (I∩M(L))ǫ
µ ∼= I1×I1∩M(L)(I∩M(L))ǫ
µ
and IǫµI = I1(I ∩M(L)ǫ
µI1. It suffices to prove that for any n, the
map In ×In∩In+1(In∩M(L)) In+1(I ∩ M(L))ǫ
µIn+1 → In(I ∩ M(L))ǫ
µIn
defined by (i, i′) 7→ ii′σ(i)−1 is bijective.
Let P be the parabolic subgroup of G generated by T and uα(k)
for α ∈ R with < µ, α >> 0 and Let P− be the opposite parabolic
subgroup of G generated by T and uα(k) for α ∈ R with < µ, α >6 0.
Set I ′n = In ∩ UP (L) and I
′′
n = In ∩ UP−(L). Since I normalizes In and
M(L) normalizes UP (L) and UP−(L), I ∩M(L) normalizes I
′
n and I
′′
n
for all n. Moreover, we have that In = I
′
nI
′′
n(In ∩M(L)). Now
In(I ∩M(L))ǫ
µIn ⊂ In ·σ In(I ∩M(L))ǫ
µ = In ·σ I
′
nI
′′
n(I ∩M(L))ǫ
µ
= In ·σ I
′′
n(I ∩M(L))ǫ
µI ′n = In ·σ (I ∩M(L))I
′′
nǫ
µI ′n.
By definition, ǫµI ′nǫ
−µ ⊂ In+1 and ǫ
−µI ′′nǫ
µ ⊂ In+1. So I
′′
nǫ
µI ′n ⊂
I ′′nIn+1ǫ
µ = In+1I
′′
nǫ
µ ⊂ In+1ǫ
µIn+1. This proves the surjectivity.
On the other hand, for any i1 ∈ I
′
n and i2 ∈ I
′′
n ,
i1i2(In ∩M(L)) ·σ In+1(I ∩M(L))ǫ
µIn+1 = i1i2In+1(I ∩M(L))ǫ
µIn+1σ(i1i2)
−1
⊂ i1In+1(I ∩M(L))I
′′
nǫ
µI ′nIn+1σ(i2)
−1 = i1In+1(I ∩M(L))ǫ
µIn+1σ(i2)
−1.
So i1i2(In∩M(L)) ·σ In+1(I ∩M(L))ǫ
µIn+1∩ In+1(I ∩M(L))ǫ
µIn+1 6= ∅
if and only if i1, i2 ∈ In+1. This proves the injectivity. 
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Proposition 1.8. Let w ∈ W˜ be a good element. Let n ∈ N and
µ ∈ X∗(T ) with w
n = ǫµ. Let M be the Levi subgroup of G generated
by T and uα(k) for α ∈ R with < µ, α >= 0. Then Xw,σ(w˙) ⊂
M(L)I/I ∼= M(L)/(M(L) ∩ I). Moreover, for any b ∈ G(L) ·σ Iw˙I,
dim(Xw,σ(b)) = 0 if σ = σF and dim(Xw,σ(b)) < ∞ if σ = σa with a
not root of unity.
Proof. Since w is a good element, (Iw˙I)σ(Iw˙I) · · ·σn−1(Iw˙I) ⊂
IǫµI. By Lemma 1.7, for any b ∈ G(L) ·σ Iw˙I, there exists h ∈ G(L)
such that h−1bσ(b) · · ·σn−1(b)σn(h) ∈ (I ∩M(L))ǫµ. If b = w˙, then
we may just take h = 1. Now set b′ = h−1bσ(b) · · ·σn−1(b)σn(h). If
gI ∈ Xw,σ(b), then again by Lemma 1.7, gI = g
′I for some g′ with
(g′)−1bσ(b) · · ·σn−1(b)σn(g′) ∈ (I ∩M(L))ǫµ. Thus
Xw,σ(b) ⊂ {hgI/I; g
−1b′σn(g) ∈ (I ∩M(L))ǫµ}.
Let x ∈ Wf such that xµ is dominant. Set J = I(xµ) and M
′ = x˙M .
Then M ′ is a Levi factor of P = PJ and
x˙(I ∩M(L)) ⊂ ∩M ′(o). It is
easy to see that
Xw,σ(b) ⊂ {hx˙gx˙
−1I/I; g−1M ′(o)ǫxµσn(g) ∩M ′(o)ǫxµ 6= ∅}.
Let g ∈ G(L) with g−1M ′(o)ǫxµσn(g)∩M ′(o)ǫxµ 6= ∅. Then we must
have that g = mk form ∈M ′(L) and k ∈ G(o) andm−1M ′(o)ǫxµσn(m) ∈
M ′(o)ǫxµ. The case where σ = σF is proved in [Ko2, Theorem 1.1 (2)].
The case where σ = σa can be proved in the same way.
Assume that k ∈ Iu˙I for u = u1v1 with u1 ∈ W
J and v1 ∈ WJ . Then
Iu˙I = Iu˙1Iv˙1I ⊂ Iu˙1IM
′. Thus Iu˙1IM
′(o)ǫxµ∩M ′(o)ǫxµσn(Iu˙1I) 6= ∅.
Notice that
M ′(o)ǫxµσn(Iu˙1I) ⊂ ⊔v∈WJ Iv˙Iǫ
xµIu˙1I = ⊔v∈WJ Iǫ
xµv˙Iu˙1I ⊂ ⊔y∈Wf Iǫ
xµy˙I,
Iu˙1IM
′(o)ǫxµ ⊂ ⊔v∈WJ Iu˙1Iv˙Iǫ
xµ = ⊔v∈WJ Iu˙1Iǫ
xµIv˙I = ⊔v∈WJ Iu˙1ǫ
xµv˙I.
Hence there exists v ∈ WJ and y ∈ W such that ǫ
xµy = u1ǫ
xµv =
ǫu1xµu1v. In particular, we have that xµ = u1xµ. By [HT, Lemma
3.5], u1 ∈ WJ . So u1 = 1 and k ∈ IM
′(o). Since k−1M ′(o)ǫxµσn(k) ∩
M ′(o)ǫxµ 6= ∅, by the proof of Lemma 1.7, k ∈ M ′(o). Therefore
Xw,σ(b) ⊂ {hx˙gx˙
−1I/I; g ∈ M ′(L)} = {hgI/I; g ∈ M(L)}. The
“moreover” part follows from Lemma 1.6.
2. Reductive method
2.1. Let G(L)′ = ⊔w∈WaIw˙I be the identity component of G(L). Then
G(L) = ⊔w∈W˜ Iw˙I = ⊔τ∈W˜ ,l(τ)=0 ⊔w∈Wa Iw˙τ˙I
= ⊔τ∈W˜ ,l(τ)=0 ⊔w∈Wa Iw˙Iτ˙ = ⊔τ∈W˜ ,l(τ)=0G(L)
′τ˙ .
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2.2. We follow the notations in [He2, 2.1].
For w,w′ ∈ W˜ and i ∈ S˜, we write w
si−→ w′ if w′ = siwsi and l(w
′) 6
l(w). We write w → w′ if there is a sequence w = w0, w1, · · · , wn = w
′
of elements in W˜ such that for all k, wk−1
si−→ wk for some i ∈ S˜. We
write w→˜w′ if there exists τ ∈ W˜ with l(τ) = 0 such that w → τw′τ−1,
or equivalently, there is a sequence w = w0, w1, · · · , wn = w
′ of elements
in W˜ such that for all k, wk = τwk−1τ
−1 for some τ ∈ W˜ with l(τ) = 0
or wk−1
si−→ wk for some i ∈ S˜. We write w≈˜w
′ if w→˜w′ and w′→˜w.
We write w ≈ w′ if w → w′ and w′ → w.
Lemma 2.1. Let w,w′ ∈ W˜ .
(1) If w → w′, then
G(L)′ ·σ Iw˙I ⊂ G(L)
′ ·σ Iw˙
′I ∪ ∪x∈wWa,l(x)<l(w)G(L)
′ ·σ Ix˙I.
(2) If w ≈ w′, then
G(L)′ ·σ Iw˙I = G(L)
′ ·σ Iw˙
′I.
Proof. By definition, there exists a finite sequence w = w0
i1−→ w1
i2−→
· · ·
im−→ wn = w
′, where ij ∈ S˜ for all j. We prove the lemma by
induction on m.
The statements are true for m = 0. Now assume that the statements
hold for m − 1. By [DL, Lemma 1.6.4], we have that w = w1 or
si1w < w or wsi1 < w. If w = w1, then the statements follow from
induction hypothesis. Now we prove the case where si1w < w. The
case wsi1 < w can be proved in the same way.
Since si1w < w, then G(L)
′ ·σ Iw˙I = G(L)
′ ·σ Is˙i1Is˙i1w˙I = G(L)
′ ·σ
Is˙i1w˙Is˙i1I. Moreover,
Is˙i1w˙Is˙i1I =
{
Iw˙1I, if l(w1) = l(si1w) + 1 = l(w);
Is˙i1w˙I ⊔ Iw˙1I, if l(w1) = l(siw)− 1 = l(w)− 2.
In either case,
G(L)′ ·σ Iw˙I ⊂ G(L)
′ ·σ Iw˙1I ∪ ∪x∈wWa,l(x)<l(w)G(L)
′ ·σ Ix˙I.
Notice that l(w1) 6 l(w). By induction hypothesis, G(L)
′ ·σ Iw˙1I ⊂
G(L)′ ·σ Iw˙
′I ∪ ∪x∈wWa,l(x)<l(w1)G(L)
′ ·σ Ix˙I. Hence G(L)
′ ·σ Iw˙I ⊂
G(L)′ ·σ Iw˙
′I ∪ ∪x∈wWa,l(x)<l(w)G(L)
′ ·σ Ix˙I.
If moreover, w ≈ w′, then l(w1) = l(w) and w1 ≈ w
′. By induction
hypothesis, G(L)′ ·σ Iw˙I = G(L)
′ ·σ Iw˙1I = G(L)
′ ·σ Iw˙
′I. 
Lemma 2.2. Let w,w′ ∈ W˜ .
(1) If w→˜w′, then
G(L) ·σ Iw˙I ⊂ G(L) ·σ Iw˙
′I ∪ ∪x∈wWa,l(x)<l(w)G(L) ·σ Ix˙I.
(2) If w≈˜w′, then
G(L) ·σ Iw˙I = G(L) ·σ Iw˙
′I.
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Proof. For any x ∈ W˜ and τ ∈ W˜ with l(τ) = 0, we have that
G(L) ·σ Ix˙I = G(L) ·σ τ˙ Ix˙Iσ(τ˙ )
−1 = G(L) ·σ Iτ˙ x˙τ˙
−1I.
Now if w→˜w′, then there exists τ ∈ W˜ with l(τ) = 0 such that w →
τw′τ−1. By the previous lemma,
G(L) ·σ Iw˙I = G(L) ·σ (G(L)
′ ·σ Iw˙I)
⊂ G(L) ·σ
(
G(L)′ ·σ Iτ˙ w˙
′τ˙−1I ∪ ∪x∈wWa,l(x)<l(w)G(L)
′ ·σ Ix˙I
)
= G(L) ·σ Iτ˙ w˙
′τ −˙1I ∪ ∪l(x)<l(w)G(L) ·σ Ix˙I
= G(L) ·σ Iw˙
′I ∪ ∪x∈wWa,l(x)<l(w)G(L) ·σ Ix˙I.
If w≈˜w′, then there exists τ ∈ W˜ with l(τ) = 0 such that w ≈
τw′τ−1. By the previous lemma,
G(L) ·σ Iw˙I = G(L) ·σ (G(L)
′ ·σ Iw˙I) = G(L) ·σ (G(L)
′ ·σ Iτ˙ w˙
′τ˙−1I)
= G(L) ·σ Iτ˙ w˙
′τ˙−1I = G(L) ·σ Iw˙
′I.
The Lemma is proved. 
Lemma 2.3. Let w ∈ SW˜ and w′ = xw for some x ∈ WI(w), then
G(L)′ ·σ Iw˙
′I ⊂ G(L)′ ·σ Iw˙I.
Proof. Set J = I(w). Notice that I = (I ∩ LJ)IJ , where IJ is
the inverse image of UP−J
under the map G(o) → G. It is easy to
see that IJ is a normal subgroup of I and LJ normalizes IJ . Thus
Iw˙I = (I∩LJ )IJ w˙(I∩LJ )IJ = (I∩LJ )IJ(I∩LJ )w˙IJ = (I∩LJ )IJ w˙IJ .
We have that
∪x∈WJIx˙w˙I = ∪x∈WJB
−x˙B−Iw˙I = P−J Iw˙I = LJIw˙I = LJIJ w˙IJ .
Define σ′ : LJ → LJ by σ
′(l) = w˙σ(l)w˙−1. Then for l, l′ ∈ LJ ,
l(l′IJ w˙IJ)σ(l)
−1 = ll′(σ′ ◦ σ)(l)−1IJ w˙IJ .
Notice that if σ is an automorphism on LJ , then σ
′ is also an auto-
morphism on LJ . If σ is a Frobenius morphism on LJ , then σ
′ is also
a Frobenius morphism on LJ . Moreover, σ
′(B− ∩ LJ) = B
− ∩ LJ .
By [St, Lemma 7.3] (if σ′ is an automorphism) and Lang’s theorem
[La] (if σ′ is a Frobenius morphism), LJ ·σ′ (B
− ∩ LJ ) = LJ . Hence
LJIJ w˙IJ = (LJ) ·σ (B
− ∩ LJ)IJ w˙IJ ⊂ (LJ) ·σ Iw˙I. 
Now we discuss some reductive method for Xw,σ(b). The following
result can be proved along the line of the proof of [DL, Theorem 1.6].
Lemma 2.4. Let x ∈ W˜ , and let s ∈ S˜ be a simple affine reflection.
Then
(1) If l(sxs) = l(x), then Xx,σ(b), Xsxs,σ(b) are universally home-
omorphic. In this case, H∗c (Xx,σ(b))
∼= H∗c (Xsxs,σ(b)) as ZG(L),σ(b)-
modules.
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(2) If l(sxs) = l(x) − 2, then Xx,σ(b) can be written as a disjoint
union Xx,σ(b) = X1 ∪ X2 where X1 is closed and X2 is open, and
such that X1 admits a morphism to Xsxs,σ(b), all of whose fibers are
isomorphic to A1, and such that X2 admits a morphism to Xsx,σ(b),
all of whose fibers are isomorphic to A1 \ {0}. In this case, any simple
ZG(L),σ(b)-module occurs as a subquotient of H
∗
c (Xx,σ(b)) must occurs
as a subquotient of H∗c (Xsxs,σ(b)) or H
∗
c (Xsx,σ(b)).
We also have the following result. The case where σ = σF is proved
in [GH]. The case where σ = σa can be proved in the same way.
Lemma 2.5. Let x, τ ∈ W˜ with l(τ) = 0. Then for any b ∈ G(L),
Xx,σ(b) is isomorphic to Xτxτ−1,σ(b).
Lemma 2.6. Let w ∈ SW˜ and x ∈ WI(w). Then dim(Xxw,σF (b)) =
dim(Xw,σF (b)) + l(x) and dim(Xxw,σa(b)) 6 dim(Xw,σa(b)) + l(w
I(w)
0 ).
Remark. By convention, we set the dimension of the empty set to be
−∞.
Proof. Set J = I(w) and P = LJI. Define
X = {gP ; g−1bσ(g) ∈ PwP}.
Notice that for any u ∈ WJ , Iu˙w˙I = Iu˙Iw˙I ⊂ Iw˙P ⊂ Pw˙P . Thus the
map gI 7→ gP sends Xuw,σ(b) to X .
Let gP ∈ X . Then g−1bσ(g) ∈ Pw˙P = IJLJ w˙IJ , where IJ is the
inverse image of UP−J
under the map G(o) → G. We assume that
g−1bσ(g) ∈ IJ lw˙IJ for l ∈ LJ . Now for p ∈ LJ , p
−1g−1bσ(g)σ(p) ∈
p−1IJ lw˙IJσ(p)
−1 = IJp
−1lw˙σ(p)−1IJ . Notice that Iu˙w˙I = IJ(B
− ∩
LJ)u˙(B
− ∩ LJ)w˙IJ . Thus for p ∈ LJ , gpI ∈ Xuw,σ(b) if and only if
p−1lw˙σ(p)w˙−1 ∈ (I ∩ LJ )u˙(I ∩ LJ). Define σ
′ : LJ → LJ by σ
′(l) =
w˙σ(l)w˙−1. Set Yg = {p(I ∩ LJ) ∈ LJ/(I ∩ LJ); p
−1lσ′(p) ∈ (B− ∩
LJ)u˙(B
− ∩ LJ )}. Then {pI ∈ P/I; gpI ∈ Xuw,σ(b)} ∼= Yg. Notice that
LJ/(I∩LJ ) = LJ/(LJ ∩B
−). So Yg is a subvariety of LJ/(LJ∩B
−). In
particular, each fiber of the map Xuw,σ(b)→ X is at most of dimension
l(wJ0 ).
If σ = σF , Yg is a Deligne-Lusztig variety in LJ/(LJ ∩ B
−) and it
is known that it is of dimension l(u). So dim(Xuw,σF (b)) = dim(X) +
l(u) for any u ∈ WJ . In particular, dim(Xw,σF (b)) = dim(X) and
dim(Xxw,σF (b)) = dim(Xw,σF (b)) + l(x).
If σ = σa, then by [St, Lemma 7.3], Yg is nonempty for u = 1. Hence
dim(Xw,σa(b)) > dim(X). Therefore dim(Xxw,σa(b)) 6 dim(X)+l(w
J
0 ) 6
dim(Xw,σa(b)) + l(w
J
0 ). 
Now let us make a short digression and discuss the class polynomials
of extended affine Hecke algebra. We will then discuss the relation
between the degree of these polynomials and the dimension of Xx,σ(b)
in the end of this section.
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2.3. Let H be the Hecke algebra associated to an extended affine Weyl
group W˜ , i.e., H is the associated Z[v, v−1]-algebra with basis Tw for
w ∈ W˜ and multiplication is given by
TxTy = Txy, if l(x) + l(y) = l(xy);
(Ts − v)(Ts + v
−1) = 0, for s ∈ S˜.
Then T−1s = Ts − (v − v
−1) and Tw is invertible in H for all w ∈ W˜ .
If w,w′ ∈ W˜ with w′ = xwx−1, l(w′) = l(w) and l(xw) = l(x)+ l(w),
then TxTw = Txw = Tw′x = Tw′Tx and Tw − Tw′ = T
−1
x Txw − TxwT
−1
x =
[T−1x , Txw] ∈ [H,H ]. Therefore, we have that
(1) If w∼˜w′, then Tw ≡ Tw′ mod [H,H ].
It is also easy to check that
(2) If l(sws) < l(w) for some s ∈ S˜, then
Tw ≡ T
2
s Tsws = (v − v
−1)Tws + Tsws mod [H,H ].
2.4. In the rest of this section, we assume that G is a simple algebraic
group of type An−1, Bn, Cn or Dn and W˜ be the extended affine Weyl
group for G. We embed the root lattice and coweight lattice in ⊕ni=1Rei
in the natural way (see, e.g., [Bo, Plate I-IV]). An element ǫχw ∈ W˜
with w ∈ W and χ ∈ ⊕ni=1Zei is call an integral element. We denote
by W˜int the subset of all integral elements in W˜ . Set
G(L)! =
{
G(L)⋊ < ι >, if G is of type D
G(L), otherwise
;
W˜ ! =
{
W˜⋊ < ι >, if G is of type D
W˜, otherwise
.
Here ι is the outer diagonal automorphism on G whose induces action
on ⊕ni=1Rei sends en to −en and preserves ej for j 6= n.
Then the conjugation action of W˜ ! on W˜ sends integral elements to
integral elements.
2.5. We construct some polynomials fw,C ∈ Z[v − v−1] (for w an inte-
gral element in W˜ and C a conjugacy class in W˜ ) as follows.
If w is a minimal element in the conjugacy class that contains it,
then we set fw,C =
{
1, if w ∈ C
0, if w /∈ C
.
If w is not a minimal element in the conjugacy class that contains it
and that fw′,C is already defined for all integral elements w
′ ∈ W˜ with
l(w′) < l(w), then by [He2, Corollary 2.2], there exists w1 ≈ w and
s ∈ S˜ such that l(sw1s) < l(w1) = l(w), we define fw,C as
fw,C = (v − v
−1)fw1s,C + fsw1s,C .
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This completes the definition of fw,C . One also sees from the defini-
tion that if fw,C 6= 0, then all the coefficients of fw,C are nonnegative
integer.
By 2.3 (1) and [He2, Theorem 2.1], if C is an integral conjugacy class
in W˜ and w,w′ ∈ Cmin, then Tw ≡ Tw′ mod [H,H ]. Now we choose a
representative wC ∈ Cmin for each integral conjugacy class C in W˜ . By
2.3 (1) & (2) and [He2, Corollary 2.2], for any integral element w ∈ W˜ ,
(*) Tw ≡
∑
C
fw,CTwC mod [H,H ].
We call fw,C the class polynomials.
Notice that the definition of fw,C depends on the choice of the se-
quence of elements in S˜ used to conjugate w to a minimal length ele-
ment in its conjugacy class. We expect that fw,C is in fact, independent
of such choice and is uniquely determined by the condition (*) above.
This is true if one replaces W˜ by a finite Coxeter group and H by the
corresponding Hecke algebra (see [GR, Theorem 4.2]).
Corollary 2.7. Let G be a classical simple algebraic group and b ∈
G(L). Define X !w,σ(b) = {gI ∈ G(L)
!/I; g−1bσ(g) ∈ Iw˙I}. Let C be an
integral conjugacy class of W˜ and w,w′ ∈ Cmin. Then dim(X
!
w,σF
(b)) =
dim(X !w′,σF (b)).
Proof. By [He2, 5.1 (a)], there exists x ∈ SW˜ and v, v′ ∈ WI(x) such
that w∼˜vx or ι(w)∼˜vx and w′∼˜v′x or ι(w′)∼˜v′x. Since l(w) = l(w′),
we must have that l(v) = l(v′). By Corollary 2.5 and Lemma 2.6,
dim(X !w,σF (b)) = dim(X
!
ι(w),σF
(b)) = dim(Xavx,σF (b)) = dim(X
!
x,σF
(b))+
l(v) and dim(X !w′,σF (b)) = dim(X
!
ι(w′),σF
(b)) = dim(Xav′x,σF (b)) =
dim(X !x,σF (b))+ l(v
′). Therefore dim(X !w,σF (b)) = dim(X
!
w′,σF
(b)). The
corollary is proved. 
Theorem 2.8. Let G be a classical simple algebraic group and b ∈
G(L). Let w ∈ W˜ be an integral element. Then
dim(X !w,σF (b)) = maxC
1
2
(l(w)− l(wC) + deg(fw,C)) + dim(X
!
wC ,σF
(b)),
where C runs over integral conjugacy classes of W˜ and wC is a minimal
length element in C.
Proof. Let C ′ be the integral conjugacy class that contains w.
If w ∈ C ′min, then
1
2
deg(fw,C) + dim(X
!
wC ,σF
(b) 6= −∞ if and only
fw,C 6= 0 and X
!
wC ,σF
(b) 6= ∅, i.e., C = C ′ and b ∈ G(L) · Iw˙CI. In
this case, fw,C = 1 and deg(fw,C) = 0. By the previous Corollary,
dim(X !w,σF (b)) = dim(X
!
wC ,σF
(b)). The theorem holds in this case.
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If w /∈ C ′min, we use the same sequence of elements in S˜ to conjugate
w to a minimal element in C ′ as we did in the definition of fw,C. Then
there exists w1 ≈ w and s ∈ S˜ such that l(sw1s) < l(w1) = l(w) and
fw,C = (v−v
−1)fw1s,C+fsw1s,C. Hence deg(fw,C) = max{deg(fw1s,C)+
1, deg(fsw1s,C)} and
1
2
(l(w)+deg(fw,C)) = max{
1
2
(l(w1s)+deg(fw1s,C))+
1, 1
2
(l(sw1s) + deg(fsw1s,C)) + 1}.
On the other hand, by Lemma 2.4, dim(X !w,σF (b)) = dim(X
!
w1,σF
(b)) =
max{dim(X !w1s,σF (b)) + 1, dim(X
!
sw1s,σF
(b)) + 1}. Now the theorem fol-
lows from induction on l(w). 
By the same argument, one can prove the following result for σ = σa.
Proposition 2.9. Let G be a classical simple algebraic group and
b ∈ G(L). Let w ∈ W˜ be an integral element. If X !x,σa(b) is finite
dimensional for any x ∈ W˜ that is of minimal length in its conjugacy
class in W˜ , then X !w,σa(b) is also finite dimensional.
3. Some combinatorial properties
3.1. We follow the notations in [He2, 1.4].
A double partition λ˜ is a sequence [(b1, c1), · · · , (bk, ck)] with (bi, ci) ∈
N × Z for all i and (b1, c1) > · · · > (bk, ck) for the lexicographic order
on N × Z. We write |λ˜| for (
∑
bi,
∑
ci) and λ for [b1, · · · , bk]. We set
|Ø| = (0, 0) for the empty double partition Ø. We call λ˜ positive if
ci > 0 for all i. We call λ˜ distinguished if bi and ci are coprime for all
i. We call λ˜ special if ci ∈ {0, 1} for all i. In this case, let λ˜ be the
double partition whose entries are (b1, 1− c1), · · · , (bk, 1− ck). Then λ˜
is also special.
Let DPA be the set of pairs of double partitions (λ˜,Ø) with |λ˜| =
(n, r) for some 0 6 r < n. Let DP be the set of pairs of double
partitions (l˜, µ˜) such that µ˜ is special and |l˜|+ |µ˜| is of the form (n, ∗)
and DP>0 be the set of pairs (λ˜, µ˜) ∈ DP with λ˜ positive.
Let λ˜ = [(b1, c1), · · · , (bk, ck)] and µ˜ = [(bk+1, ck+1), · · · , (bl, cl)] with
(λ˜, µ˜) ∈ DP. We say that (λ˜, µ˜) is distinguished if bi and ci are coprime
for all i 6 k and ci = 1 for i > k.
If W˜ = W˜ (An−1), then any element in W˜ is integral. Then there is
a bijection between the set of conjugacy classes of W˜ (An−1) and DPA.
We denote the conjugacy class that corresponds to (λ˜,Ø) by OA
(λ˜,Ø)
.
If W˜ = W˜ (Cn), then an element in W˜ is integral if and only if
it is in Wa(Cn). Let ∼ be the equivalent relation on DP defined by
(λ˜, µ˜) ∼ (λ˜, µ˜) for all (λ˜, µ˜) ∈ DP. Then there is a bijection between
the set of W˜ (Cn)-conjugacy classes in Wa(Cn) and DP>0/ ∼. We
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denote the conjugacy class that corresponds to (λ˜, µ˜) by OC
(λ˜,µ˜)
. Then
OC
(λ˜,µ˜)
= OC
(λ˜,µ˜)
.
3.2. Some representatives of the conjugacy classes are described as
follows.
LetW (Cn) = (Z/2Z)n⋊Sn be the set of permutations σ on {±1, · · · ,±n}
with σ(−i) = −σ(i) for all i. If σ ∈ W (Cn) and there is only one or
two orbits on {±1, · · · ,±n} consisting more than one element and the
orbit(s) are of the form
i1 → i2 → · · · → ik → i1 and/or − i1 → −i2 → · · · → −ik → −i1,
then we simply write (i1i2 · · · ik) for σ. For a pair of partitions (λ, µ)
with λ = [a1, · · · , ak] and µ = [ak+1, · · · , al] and
∑l
i=1 ai = n, we set
w(λ,µ) =(|λ|+ ak+1,−|λ| − ak+1)(|λ|+ ak+1 + ak+2,−|λ| − ak+1 − ak+2) · · · (n,−n)
(12 · · ·a1) · · · (n− al + 1, n− al + 2, · · · , n).
Let λ˜ = [(b1, c1), · · · , (bk, ck)] and µ˜ = [(bk+1, ck+1, · · · , (bl, cl)] with
(λ˜, µ˜) ∈ DP. Set wst
(λ˜,µ˜)
= ǫ[a1,··· ,an]w(λ,µ), where w(λ,µ) is defined as
above and
ab1+···+bj−1+i = ⌈
(bj + 1− i)cj
bj
⌉ − ⌈
(bj − i)cj
bj
⌉
for 1 6 j 6 l and 1 6 i 6 bj . Here ⌈x⌉ = min{n ∈ Z;n > x}.
If (λ˜,Ø) ∈ DPA, we call w
st
(λ˜,Ø)
the standard representative of OA
(λ˜,Ø)
.
If (λ˜, µ˜) ∈ DP>0, we call w
st
(λ˜,µ˜)
the standard representative of OC
(λ˜,µ˜)
.
If moreover, (λ˜, µ˜) is distinguished, then by [He2, 5.5], Sn · w
st
(λ˜,µ˜)
∩
SW˜ (here Sn acts on W˜ by conjugation) contains a unique element.
We denote this element by wf
(λ˜,µ˜)
and call it the fundamental element
associated to (λ˜, µ˜).
3.3. Let λ˜ = [(b1, c1), · · · , (bk, ck)] and µ˜ = [(bk+1, ck+1), · · · , (bl, cl)]
with (λ˜, µ˜) ∈ DP. Set di = gcd(bi, ci) and m =
∑
l′>k,cl′=0
bl′ . Let λ˜
′
be the double partition whose entries are ( b1
d1
, c1
d1
), · · · , ( b1
d1
, c1
d1
) (with d1-
times), · · · , ( bk
dk
, c1
dk
), · · · , ( bk
dk
, ck
dk
) (with dk-times) and (1, 0), (1, 0), · · · , (1, 0)
(with m-times) and µ˜′ be the double partition whose entries are (bl′ , cl′)
with l′ > k and cl′ = 1. Set d(λ˜, µ˜) = (λ˜
′, µ˜′). Then d(λ˜, µ˜) is distin-
guished and wf
d(λ˜,µ˜)
is defined. Set d′(λ˜, µ˜) = d(λ˜′, µ˜′). Then it is easy
to see that d′(λ˜, µ˜) is of the form (∗,Ø).
Recall the map f : W˜ → B(W˜ ) defined in subsection 1.4. If W˜ =
W˜ (An−1), then W˜ = ⊔(λ˜,Ø)∈DPAO
A
(λ˜,Ø)
. Moreover, for any (λ˜,Ø) ∈
DPA, w ∈ O
A
(λ˜,Ø)
and w′ ∈ OA
d(λ˜,Ø)
, we have that f(w) = f(w′). Assume
that λ˜ = [(b1, c1), · · · , (bk, ck)], then [vw] = [vw′] is the Sn-orbit of
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(e1, · · · , en), where ei =
cj
bj
for b1 + · · · + bj−1 < i 6 b1 + · · · + bj .
Now for any distinguished double partition λ˜ with |λ˜| = (n, r) for some
0 6 r 6 n − 1, set [λ˜]A = ⊔d(λ˜′,Ø)=(λ˜,Ø)O
A
(λ˜′,Ø)
. Then [λ˜]A is a fiber of
the map f and we have that
W˜ (An−1) = ⊔[λ˜]A.
If W˜ = W˜ (Cn), then Wa = ⊔[(λ˜,µ˜)]∈DP>0/∼O
C
(λ˜,µ˜)
. Moreover, for any
(λ˜, µ˜) ∈ DP>0, w ∈ O
C
(λ˜,µ˜)
, w′ ∈ OC
d(λ˜,µ˜)
and w′′ ∈ OC
d′(λ˜,µ˜)
, we have
that f(w) = f(w′) = f(w′′). Assume that λ˜ = [(b1, c1), · · · , (bk, ck)],
then [vw] = [vw′] is the W (Cn)-orbit of (e1, · · · , en), where ei =
cj
bj
for
b1 + · · · + bj−1 < i 6 b1 + · · · + bj and ei = 0 for i > b1 + · · · +
bk. Now for any distinguished positive double partition λ˜, set [λ˜]C =
⊔d′(λ˜′,µ˜)=(λ˜,Ø)O
C
(λ˜′,µ˜)
. Then [λ˜]C is a fiber of the map f and we have that
Wa(Cn) = ⊔[λ˜]C .
The following results are proved in [He2, Theorem 5.2].
Theorem 3.1. Let λ˜ be a distinguished double partition with |λ˜| =
(n, r) for some 0 6 r 6 n − 1. Then w → wf
(λ˜,Ø)
for any w ∈ OA
(λ˜,Ø)
.
In particular, wf
(λ˜,Ø)
is a minimal length element in OA
(λ˜,Ø)
and for any
minimal length element w in OA
(λ˜,Ø)
, w ≈ wf
(λ˜,Ø)
. If moreover, (λ˜′,Ø) ∈
DPA with d(λ˜
′,Ø) = (λ˜,Ø), then for any w ∈ OA
(λ˜′,Ø)
, there exists
x ∈ WI(wf
(λ˜,Ø)
) such that w→˜xw
f
(λ˜,Ø)
.
Theorem 3.2. Let (λ˜, µ˜) ∈ DP>0 be distinguished. Then w → w
f
(λ˜,µ˜)
for any w ∈ OC
(λ˜,µ˜)
. In particular, wf
(λ˜,µ˜)
is a minimal length element
in OC
(λ˜,µ˜)
and for any minimal length element w in OC
(λ˜,µ˜)
, w ≈ wf
(λ˜,µ˜)
.
If moreover, (λ˜′, µ˜′) ∈ DP>0 with d(λ˜
′, µ˜′) = (λ˜, µ˜), then for any w ∈
OC
(λ˜′,µ˜′)
, there exists x ∈ WI(wf
(λ˜,µ˜)
) such that w→˜xw
f
(λ˜,µ˜)
.
Corollary 3.3. (1) Let λ˜ be a distinguished double partition with |λ˜| =
(n, r) for some 0 6 r 6 n − 1. If w is a minimal length element in
[λ˜]A, then w ∈ O
A
(λ˜,Ø)
.
(2) Let λ˜ be a positive distinguished double partition. If w is a min-
imal length element in [λ˜]C, then w ∈ O
C
(λ˜,Ø)
.
Proof. Let (λ˜′, µ˜) be a pair of double partitions that represents the
conjugacy class of w. By Theorem 3.1 and 3.2, there exists x ∈ Wf such
that w→˜xwf
d(λ˜′,µ˜)
and l(xwf
d(λ˜′,µ˜)
) = l(x) + l(xwf
d(λ˜′,µ˜)
). Since f(w) =
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f(wf
d(λ˜′,µ˜)
), we must have that x = 1 and d(λ˜′, µ˜) = (λ˜′, µ˜). In other
words, (λ˜′, µ˜) is distinguished.
So if W˜ = W˜ (An−1), then λ˜
′ is distinguished and λ˜′ = λ˜. In this case
w ∈ OA
(λ˜,Ø)
. If W˜ = W˜ (Cn), then (λ˜
′, µ˜) and (λ˜′, µ˜) are distinguished.
Therefore µ˜ = Ø and λ˜′ = λ˜ is distinguished. In this case, w ∈
OC
(λ˜,Ø)
. 
Corollary 3.4. Let w ∈ W˜ (An−1) (resp. w ∈ Wa(Cn)). Then w is
a good element if and only if w is a minimal length element in OA
(λ˜,Ø)
(resp. OC
(λ˜,Ø)
) for some distinguished double partition λ˜.
Proof. This follows from the previous Corollary and Proposition
1.2. 
Corollary 3.5. Let W˜ = W˜ (An−1) or W˜ (Cn). Let w,w
′ ∈ W˜int be
good elements. Then w and w′ are in the same fiber of the map f :
W˜int → B(W˜ ) if and only if w ≈ w
′.
Proof. This follows from the previous Corollary, Theorem 3.1 and
Theorem 3.2. 
3.4. Let W˜ = W˜ (An−1) or W˜ (Cn). Set B(W˜int) = f(W˜int). For a ∈
B(W˜int) and w ∈ W˜int, we write a  w if there exists w
′ ∈ f−1(a)min
with w′ 6 w for the Bruhat order in W˜ . By [He1, Lemma 4.4], if
w1→˜w and a  w, then a  w1. For a, a
′ ∈ B(W˜int), we write a
′  a
if there exists w ∈ f−1(a)min with a
′  w. By [He2, Corollary 2.4], 
is a partial order on B(W˜int).
4. The main result
Lemma 4.1. Let G = PGLn or PSP2n. Let a ∈ B(W˜int). Then
(1) For any good elements w,w′ ∈ f−1(a), we have that
G(L) ·σ Iw˙
′I = G(L) ·σ Iw˙I = G(L)
′ ·σ Iw˙I.
Now we define Xa,σ = G(L) ·σ Iw˙I for any good element w ∈ a.
(2) Let O ⊂ f−1(a) be a conjugacy class of W˜ and x ∈ Omin. Then
G(L) ·σ Ix˙I ⊂ Xa,σ.
Proof. (1) By Corollary 3.5, w ≈ w′. Thus by Lemma 2.2, G(L) ·σ
Iw˙′I = G(L) ·σ Iw˙I. Notice that G(L) = ⊔τ∈W˜ ,l(τ)=0G(L)
′τ˙ . Thus
G(L) ·σ Iw˙I = ∪τ∈W˜ ,l(τ)=0G(L)
′ ·σ τ˙ Iw˙Iσ(τ˙ )
−1
= ∪τ∈W˜ ,l(τ)=0G(L)
′ ·σ Iτ˙wτ˙
−1I.
Since l(τwτ−1) = l(w), τwτ−1 is also a good in f−1(a). By Corollary
3.5 and Lemma 2.1, G(L)′ ·σ Iw˙I = G(L)
′ ·σ Iτ˙ w˙τ˙
−1I. Hence G(L) ·σ
Iw˙I = G(L)′ ·σ Iw˙I.
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(2) If G = PGLn, then f
−1(a) = [λ˜]A for some distinguished double
partition λ˜. Hence O is of the form OA
λ˜′,∅
with d(λ˜′, ∅) = (λ˜, ∅). By
Theorem 3.1, x≈˜uwf
(λ˜,Ø)
for some u ∈ WI(wf
(λ˜,Ø)
). Now the statement
follows from Lemma 2.2 and 2.3.
If G = PGL2n, then f
−1(a) = [λ˜]C for some positive distinguished
double partition λ˜. Hence O is of the form OC
(λ˜′,µ˜)
with d′(λ˜′, µ˜) =
(λ˜, ∅. Set d(λ˜′, µ˜) = (λ˜′′, µ˜′). Then by Theorem 3.2, x≈˜uwf
(λ˜′′,µ˜′)
for
some u ∈ WI(wf
(λ˜′′,µ˜′)
). By Lemma 2.2 and 2.3, G(L) ·σ Ix˙I = G(L) ·σ
Iu˙w˙f
(λ˜′′,µ˜′)
I ⊂ G(L) ·σ Iw˙
f
(λ˜′′,µ˜′)
I. Since wf
(λ˜′′,µ˜′)
is a minimal length
element in OC
(λ˜′′,µ˜′)
= OC
(λ˜′′,µ˜′)
, by the same argument, we have that
G(L) ·σ Iw˙
f
(λ˜′′,µ˜′)
I ⊂ G(L) ·σ Iw˙
f
d(λ˜′′,µ˜′)
I = Xa,σ. 
Proposition 4.2. Let G = PGLn or PSP2n and w ∈ W˜int. Then
G(L) ·σ Iw˙I = G(L) ·σ Iw˙I = ⊔awXa,σ.
Proof. By the proof of [Vi, Prop 18], for any w ∈ W˜ , G(L) ·σ Iw˙I =
G(L) ·σ Iw˙I. By Lemma 1.4, the union is in fact a disjoint union. If
a  w, then there exists a minimal length element w′ in f−1(a) such
that w′ 6 w. Hence Xa,σ = G(L) ·σ Iw˙
′I ⊂ G(L) ·σ Iw˙I. Now we prove
that G(L) ·σ Iw˙I ⊂ ∪awXa,σ by induction on l(w).
If w is not a minimal length element in the conjugacy class of W˜
that contains it, then by Theorem 3.1 and 3.2 there exists w1 ≈ w and
w1
i
−→ w2 with l(w2) < l(w1). In particular, w2 < w1 and siw1 < w1.
By induction hypothesis,
G(L) ·σ Iw˙I = G(L) ·σ Iw˙1I = G(L) ·σ Iw˙2I ∪G(L) ·σ Is˙iw˙1I
⊂ ∪aw1Xa,σ.
By subsection 3.4, a  w if and only if a  w1. So G(L) ·σ Iw˙I ⊂
∪awXa,σ.
If w ∈ f−1(a) is a minimal length element in its conjugacy class,
then by Theorem 3.1 and 3.2, a  w. By Lemma 4.1, G(L) ·σ Iw˙I ⊂
Xa,σ. 
Corollary 4.3. Let G = PGLn or PSP2n and a ∈ B(W˜int). Then
Xa,σ = ⊔a′aXa′,σ.
Remark. If σ = σF is a Frobenius morphism, then Xa,σ is a single
σ-conjugacy class and any σ-conjugacy class is of this form. In this
case, the closure of Xλ˜,σ is a union of other σ-conjugacy classes and
the explicit closure relation is obtained by Viehmann [Vi, Prop 18].
However, if σ = σa, then in general Xa,σ contains infinitely many σ-
conjugacy classes.
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Proposition 4.4. (1) Let G = PGLn, then G(L) = ⊔a∈B(W˜ )Xa,σ is a
stratification of G(L).
(2) Let G = PSP2n, then G(L)
′ = ⊔
a∈B(W˜int)
Xa,σ is a stratification
of G(L)′.
Remark. If σ = σF , then both parts follows from Kottwitz’s classifica-
tion of σ-conjugacy classes [Ko1]. See subsection 1.6.
Proof. Notice that
G(L) = ⊔w∈W˜ Iw˙I = ∪w∈W˜G(L) ·σ Iw˙I = ∪w∈W˜G(L) ·σ Iw˙I;
G(L)′ = ⊔w∈WaIw˙I = ∪w∈WaG(L) ·σ Iw˙I = ∪w∈WaG(L) ·σ Iw˙I.
Now the proposition follows from Proposition 4.2 and the previous
Corollary. 
Proposition 4.5. Let G = PGLn or PSP2n. Let a ∈ B(W˜int). Then
for any w ∈ W˜ and b ∈ Xa,σ, we have that
(1) dim(Xw,σ(b)) = maxC
1
2
(l(w) + l(C) + deg(fw,C)) − l(f
−1(a)) if
σ = σF , here C runs over conjugacy class of W˜ in f
−1(a).
(2) dim(Xw,σ(b)) <∞ if σ = σa with a not a root of unity.
Proof. It is easy to see that if Xw,σ(b) 6= ∅, then w ∈ W˜int. Now
let C be an integral conjugacy class of W˜ . If XwC ,σ(b) 6= ∅, then
b ∈ G(L) ·σ Iw˙CI. By Lemma 4.1 and Lemma 1.4, we must have that
C ⊂ f−1(a).
Case I: G = PGLn. Then f
−1(a) = [λ˜]A for some distinguished
double partition λ˜. Hence O is of the form OA
(λ˜′,∅)
with d(λ˜′, ∅) = (λ˜, ∅).
By Theorem 3.1, wC≈˜uw
f
(λ˜,Ø)
for some u ∈ WI(wf
(λ˜,Ø)
). By Lemma 2.4,
dim(XwC ,σ(b)) = dim(Xuwf
(λ˜,Ø)
,σ(b)).
If σ = σF , then by Lemma 2.6 and Prop 1.8, dim(Xuwf
(λ˜,Ø)
,σ(b)) =
dim(Xwf
(λ˜,Ø)
,σ(b)) + l(u) = l(u) = l(wC)− l(w
f
(λ˜,Ø)
) = l(C)− l(f−1(a)).
Now by Theorem 2.8, dim(Xw,σ(b)) = maxC
1
2
(l(w)+l(C)+deg(fw,C))−
l(f−1(a)).
If σ = σa for some a not a root of unity, then by Lemma 2.6 and
Prop 1.8, dim(Xuwf
(λ˜,Ø)
,σ(b)) 6 dim(Xwf
(λ˜,Ø)
,σ(b)+ l(w
S
0 ) <∞. Hence by
Prop 2.9, dim(Xw,σ(b)) <∞.
Case II: G = PGL2n. Then f
−1(a) = [λ˜]C for some positive dis-
tinguished double partition λ˜. Hence O is of the form OC
(λ˜′,µ˜)
with
d′(λ˜′, µ˜) = (λ˜, ∅). Let d(λ˜′, µ˜) = (λ˜′′, µ˜′). Then by Theorem 3.2,
x≈˜uwf
(λ˜′′,µ˜′)
for some u ∈ WI(wf
(λ˜′′,µ˜′)
). By Lemma 2.4, dim(XwC ,σ(b)) =
dim(Xuwf
(λ˜′′,µ˜′)
,σ(b)).
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If σ = σF , then by Lemma 2.6 and Prop 1.8, dim(Xuwf
(λ˜′′,µ˜′)
,σ(b)) =
dim(Xwf
(λ˜′′,µ˜′)
,σ(b)) + l(u). Since w
f
(λ˜′′,µ˜′)
is a minimal length element in
O
C
(λ˜′′,µ˜′)
= OC
(λ˜′′,µ˜′)
, by the same argument, we have that dim(Xwf
(λ˜′′,µ˜′)
,σ(b)) =
l(wf
(λ˜′′,µ˜′)
) − l(f−1(a)). Therefore dim(XwC ,σ(b)) = l(C) − l(f
−1(a)).
Now by Theorem 2.8, dim(Xw,σ(b)) = maxC
1
2
(l(w)+l(C)+deg(fw,C))−
l(f−1(a)).
If σ = σa for some a not a root of unity, then by Lemma 2.6 and
Prop 1.8, dim(Xwf
(λ˜′′,µ˜′)
,σ(b)) 6 dim(Xwf
(λ˜,Ø)
,σ(b)) + l(w
S
0 ) < ∞. Again
by Lemma 2.6 and Prop 1.8, dim(Xuwf
(λ˜′′,µ˜′)
,σ(b)) <∞. Hence by Prop
2.9, dim(Xw,σ(b)) <∞. 
4.1. Let us come to the case where σ = σ1 is the identity map. In
this case, the σ-conjugacy classes in G(L) are just the usual conjugacy
classes. Let b be a regular semisimple, integral element in G(L). Here
integral means the elements in G(L) · I. It is shown by Kazhdan and
Lusztig in [KL] that X(1,id)(b) is finite dimensional and a conjectural
dimension formula is also given there. If moreover, b is elliptic (i.e., its
centralizer is an anisotropic torus), then X1,id(b) has only finitely many
irreducible components and is an algebraic variety. The conjecture is
proved later by Bezrukavnikov in [Be]. (Actually they considered only
topologically unipotent elements, but the general can be reduced to
that case using Jordan decomposition). Now by the same argument
as we did above, one can show the following result. This answers the
question in [Lu2, Section 7] for G = PGLn or PSP2n.
Proposition 4.6. Let G = PGLn or PSP2n. Let b be a regular
semisimple integral element in G(L). Then for any w ∈ W˜ , Xw,id(b)
is finite dimensional. If moreover, b is elliptic, then Xw,id(b) is an
algebraic variety.
Now we can prove our main theorem.
Theorem 4.7. Let G = PGLn or PSP2n, a ∈ B(W˜int) and b ∈ Xa,σ.
If either (a) σ = σF or (b) σ = σa with a not a root of unity or (c)
σ = id and b is a regular semisimple integral element, then any sim-
ple ZG(L),σ(b)-module occurs as a subquotient of H
∗
c (Xw,σ(b)) for some
w ∈ W˜ must occurs as a subquotient of H∗c (Xx,σ(b)) for some minimal
length element x in an integral conjugacy class of W˜ on f−1(a). More
precisely,
(1) If G = PGLn and f
−1(a) = [λ˜]A, then we may take x to be an
element of the form uwf
(λ˜,Ø)
, where u ∈ WI(wf
(λ˜,Ø)
).
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(2) If G = PSP2n and f
−1(a) = [λ˜]C, then we may take x to be
an element of the form uwf
(λ˜′,µ˜′)
, where(λ˜′, µ˜′) is distinguished with
d(λ˜′, µ˜′) = (λ˜,Ø) and u ∈ WI(wf
(λ˜′,µ˜′)
).
Proof. By Lemma 2.4, simple ZG(L),σ(b)-module occurs as a subquo-
tient of H∗c (Xw,σ(b)) for some w ∈ W˜ must occurs as a subquotient of
H∗c (Xx,σ(b)) for some minimal length element x in an integral conjugacy
class of W˜ . Now let C be an integral conjugacy class and x ∈ Cmin. If
Xx,σ(b) 6= ∅, then by Lemma 4.1 and Lemma 1.4, we must have that
C ⊂ f−1(a). The “more precise” part follows from Theorem 3.1 and
Theorem 3.2. 
Corollary 4.8. Assume that G = PGLn is defined and split over Fq
and F is the Frobenius morphism. Then any simple G(Fq((ǫ)))-module
occurs as a subquotient of H∗c (Xw,σF (1)) for some w ∈ W˜ must occurs
as a subquotient of H∗c (Xx,σF (1)) for some x ∈ Wf .
Corollary 4.9. We keep the assumption in Theorem 4.7. Assume
furthermore that f−1(a) is a single conjugacy class, then any simple
ZG(L),σ(b)-module occurs as a subquotient of H
∗
c (Xw,σ(b)) for some w ∈
W˜ must occurs as a subquotient of H∗c (Xwf
(λ˜,Ø)
,σ(b)).
4.2. In the rest of this paper, we discuss in more details the special
cases that f−1(a) is a single conjugacy class.
Let λ˜ = [(b1, c1), · · · , (bk, ck)] be a double partition. We call λ˜ super-
distinguished if λ˜ is distinguished and all the entries (b1, c1), · · · , (bk, ck)
are distinct. In this case, for W˜ = W˜ (An−1), [λ˜]A = O
A
(λ˜,Ø)
and
I(wf
(λ˜,Ø)
) = ∅.
We call λ˜ strictly positive if ci > 0 for all i. Then for W˜ = W˜ (Cn)
and any super-distinguished strictly positive double partition λ˜, [λ˜]C =
O
C
(λ˜,Ø)
and I(wf
(λ˜,Ø)
) = ∅.
Then it is easy to see that
(a) For G = PGLn, f
−1(a) contains a single conjugacy class if and
only if a = [λ˜]A for some super-distinguished double partition λ˜.
(b) For G = PSP2n, f
−1(a) contains a single conjugacy class if and
only if a = [λ˜]A for some super-distinguished strictly positive double
partition λ˜.
4.3. Let G = PGLn. Then for any dominant regular coweight χ,
ǫχ is of the form wf
(λ˜,Ø)
for some super-distinguished double partition
λ˜ = [(1, a1), · · · , (1, an)], where ai − ai+1 =< χ, αi >> 0.
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Similarly, let G = PSP2n. Then for any dominant regular coweight
χ that lies in the coroot lattice, ǫχ is of the form wf
(λ˜,Ø)
for some super-
distinguished strictly positive double partition λ˜ = [(1, a1), · · · , (1, an)],
where ai − ai+1 =< χ, αi >> 0 and an =< χ, αn >> 0.
Corollary 4.10. Let σ = σF or σa for a not a root of unity. We
assume that either
(a) G = PGLn and χ is a dominant regular coweight or
(b) G = PSP2n and χ is a dominant regular coweight that lies in the
coroot lattice.
Let w ∈ W˜ . Then any simple representation of ZG(L),σ(ǫ
χ) as a
subquotient of H∗c (Xw,σ(ǫ
χ)) factors through ZG(L),σ(ǫ
χ)/(ZG(L),σ(ǫ
χ) ∩
I).
Remark. The special case for σ = σF and G = PGL2 or PGL3 is
obtained by Zbarsky [Zb] in a different way.
Proof. By Corollary 4.9, any simple representation of ZG(L),σ(ǫ
χ)
occurs as a subquotient ofH∗c (Xw,σ(ǫ
χ)) must occurs as a subquotient of
H∗c (Xǫχ,σ(ǫ
χ)). By Prop 1.8, Xǫχ,σ(ǫ
χ) ⊂ T (L)I/I ∼= T (L)/(T (L) ∩ I).
We also see from the proof of Prop 1.8 that ZG(L),σ(ǫ
χ) ⊂ T (L). Since
T (L)∩ I acts trivially on T (L)/(T (L)∩ I), ZG(L),σ(ǫ
χ)∩ I acts trivially
on Xǫχ,σ(ǫ
χ) and also trivially on H∗c (Xǫχ,σ(ǫ
χ)). 
4.4. Now we consider another case. Let G = PGLn and τ = w
f
(λ˜,Ø)
∈
W˜ , where λ˜ = (n, r) for some 0 < r < n with r and n are coprime. By
[He2, Lemma 4.5], τ = tωrw
S−{r}
0 w
S
0 . We call τ a superbasic element.
Lemma 4.11. We keep the notation as in the previous subsection. If
g ∈ G(L) such that g−1τ˙σ(g) ∈ Iτ˙ , then g ∈ I.
Proof. Assume that g ∈ Iw˙I for w ∈ W˜ . Then g ∈ τ˙σ(g)τ˙−1I =
Iτ˙ w˙τ˙−1I and Iw˙I ∩ Iτ˙−1w˙τ˙ I 6= ∅. Therefore w = τwτ−1. If w 6= 1,
then there exist i ∈ S˜ such that siw < w. Since conjugation by τ pre-
serve the Bruhat order, we have that sτn(i) 6 τ
nwτ−n = w. However,
S˜ is a single τ -orbit. Therefore sjw < w for any j ∈ S˜. That is a
contradiction. 
By the same method as we did in the proof of Corollary 4.10, we
have that
Corollary 4.12. Let G = PGLn and τ ∈ W˜ a superbasic element.
Let w ∈ W˜ . Then any simple representation of ZG(L),σ(τ˙) occurs as a
subquotient of H∗c (Xw,σ(τ˙ )) is trivial.
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