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Introduction
Ce mémoire d’Habilitation à Diriger des Recherches est organisé en deux tomes. Le Tome I
a pour but de présenter les travaux de recherche effectués durant ma carrière d’enseignant-
chercheur et dont la liste complète figure aux pages 51–52. Cette liste comprend notam-
ment quatorze articles [1–14]
 
dont deux issus de ma Thèse de Doctorat [15] et un datant
d’avant celle-ci

publiés dans des revues internationales avec comité de lecture. Les textes
intégraux de ces articles sont réunis dans le Tome II. Notons que certains résultats ont
également été présentés lors de congrès ayant donné lieu à des actes publiés, et qu’ac-
tuellement je travaille à la rédaction de deux livres, ainsi qu’à la préparation de deux
articles.
La plupart des travaux présentés dans ce mémoire ont été réalisés au Laboratoire de
Mathématiques de l’Université Blaise Pascal (Clermont-Ferrand 2). Certains d’entre eux
ont été menés en collaboration avec des collègues français et étrangers, à savoir :
– Yury Kutoyants de l’Université du Maine (Le Mans, France),
– Boris Nahapetian de l’Institut de Mathématiques, Académie des Sciences de la Répu-
blique d’Arménie (Érévan, Arménie),
– Ilia Negri de l’Université des Études de Bergame (Bergame, Italie),
– Nino Kordzakhia de l’Université de Macquarie (Sydney, Australie),
– Myriam Charras-Garrido, David Abrial et Jocelyn De Goër du Centre INRA de Cler-
mont-Ferrand-Theix (Clermont-Ferrand, France),
– Nathalie Peyrard du Centre INRA de Toulouse (Toulouse, France).
Mes activités de recherche se situent dans les domaines des statistiques et des probabili-
tés, ainsi qu’à l’interface de ces deux disciplines. Plus précisément, mes travaux portent
sur la statistique des processus, la théorie des champs aléatoires et la statistique des
champs aléatoires. Notons que la première thématique est totalement différente de celles
abordées dans ma Thèse de Doctorat [15], tandis que la deuxième s’inscrit dans la conti-
nuité de celle-ci. La troisième thématique comprend un sujet étudié dans ma Thèse de
Doctorat [15], ainsi qu’un sujet entièrement nouveau issu d’une collaboration avec des
chercheurs de l’INRA.
Dans cette introduction, nous présentons de manière succincte (et, de fait, plutôt infor-
melle) l’ensemble des résultats obtenus dans chacun de ces domaines de recherche.
1
2 Introduction
Statistique des processus
J’ai commencé à travailler en statistique des processus après ma Thèse de Doctorat. Il
s’agit ici de tirer des conclusions statistiques à partir d’observations qui sont des trajec-
toires de processus à temps continu. Une partie importante de mes travaux porte sur les
situations non-régulières, c’est-à-dire lorsque les fonctions qui gouvernent les processus
observés dépendent de manière non-lisse (ne sont pas continues ou ne sont pas dérivables)
des paramètres du modèle. Ce type de situation n’est pas seulement intéressant du point
de vue mathématique, mais est également important dans les applications.
Je me suis tout d’abord intéressé à l’estimation des positions des singularités (dégénéres-
cences, explosions, explosions de la dérivée) dans les fonctions qui gouvernent les processus
observés.
Un autre sujet de recherche est l’étude de liens existant entre divers rapports de vraisem-
blance limites apparaissant dans des modèles de rupture (où les fonctions qui gouvernent
les processus observés dépendent de manière discontinue des paramètres).
Finalement, une troisième direction de recherche concerne des tests d’hypothèses pour les
processus à temps continu, et notamment pour les processus de Poisson.
Notons que les résultats obtenus ont été présentés lors de nombreuses conférences interna-
tionales et que, depuis sa création en janvier 1997, j’ai participé à l’organisation de toutes
les éditions du colloque international bi-annuel “Statistique Asymptotique des Processus
Stochastiques” (Le Mans, France) dédié à la statistique des processus.
Estimation des positions des singularités
Dans les articles [4] et [12], le problème de l’estimation de la position d’une singularité à
partir d’observations poissonniennes a été considéré. Une partie des résultats a également
fait l’objet d’un acte de congrès [16].
Plus précisément, soit X un processus de Poisson non-homogène sur l’intervalle r0,T s.
La fonction d’intensité de X est supposée lisse partout sur r0,T s sauf au point θ, où elle
est supposée avoir une singularité d’ordre p. On suppose que l’on connaît la forme de la
fonction d’intensité, mais pas la position (donnée par le paramètre θ) de la singularité.
Trois types de singularités sont envisagés (voir la Figure 1). Les “cusps” sont étudiés
dans [4], tandis que les singularités de type “0” et de type “8” le sont dans [12].
a) “cusp” b) singularité de type “0” c) singularité de type “8”
Figure 1 – Trois types de singularités.
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Dans tous les cas, le problème considéré est celui de l’estimation du paramètre θ sur la
base de n observations indépendantes du processus X. Les estimateurs proposés sont les
estimateurs bayésiens (EB) et l’estimateur du maximum de vraisemblance (EMV). Leurs
propriétés asymptotiques sont étudiées lorsque nÑ  8.
Dans [4], il a été établi que dans le cas d’un “cusp” d’ordre p, p P s0 , 1{2r, les EB et l’EMV
sont consistants et leur vitesse de convergence est n1{p2p 1q. De plus, leurs lois limites (qui
s’avèrent être différentes) ont été déterminées. Il a également été montré que les EB sont
asymptotiquement efficaces (possèdent l’erreur moyenne quadratique limite la plus petite
possible dans le sens minimax local).
Dans [12], des résultats similaires ont été obtenus pour le cas d’une singularité de type “0”
d’ordre p, p P s0,1r, ou de type “8” d’ordre p, p P s1,0r. Plus précisément, il a été établi
que les EB et, dans le cas d’une singularité de type “0”, l’EMV sont consistants et leur
vitesse de convergence est n1{pp 1q. De plus, leurs lois limites (qui s’avèrent être différentes
entre elles, ainsi que de celles du cas d’un “cusp”) ont été déterminées. Une fois de plus,
les EB s’avèrent être asymptotiquement efficaces.
Finalement, dans [5], en collaboration avec Yury Kutoyants (Université du Maine) nous
avons établi des résultats similaires à ceux de [4] dans le cas où l’on observe un processus
de diffusion ergodique ayant un “cusp” dans la dérive. Plus précisément, le problème
considéré est celui de l’estimation du paramètre θ lorsque l’on observe sur l’intervalle r0,T s
une trajectoire du processus X solution de
dXt  SθpXtq dt  σpXtq dWt, X0, 0 ¤ t ¤ T,
où la fonction Sθ est lisse partout sauf au point θ, où elle a un “cusp” d’ordre p, p P s0 , 1{2r.
Les estimateurs proposés sont de nouveau les EB et l’EMV. Leurs propriétés asympto-
tiques sont étudiées lorsque T Ñ  8.
Nous avons montré que les EB et l’EMV sont une fois de plus consistants et leur vitesse de
convergence est T 1{p2p 1q. De plus, nous avons déterminé leurs lois limites qui s’avèrent être
les mêmes que celles de [4]. L’efficacité asymptotique des EB a également été établie.
Notons que les résultats décrits dans ce paragraphe sont similaires aux résultats déjà
connus pour les observations i.i.d. ayant une singularité dans leur densité. Cependant,
lorsque les observations sont des processus à temps continu, les démonstrations nécessitent
des outils plus sophistiqués et aucun résultat de ce type n’avait jusqu’alors été obtenu.
Rapports de vraisemblance limites des modèles de rupture
Alors que dans le cas des modèles réguliers le rapport de vraisemblance limite est universel
(donné par la propriété LAN), les modèles de rupture rencontrés en statistique paramé-
trique font apparaître plusieurs rapports de vraisemblance limites différents. Un lien entre
deux de ces rapports limites a été découvert dans [11].
Le premier rapport considéré est une exponentielle d’un processus de Poisson bilatéral
avec dérive dépendant d’un paramètre ρ ¡ 0. Ce processus Zρ apparaît dans le modèle
d’observations i.i.d. ayant une discontinuité dans leur densité, mais aussi dans des modèles
où les observations sont des processus de Poisson non-homogènes de fonction d’intensité
discontinue.
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Le second est une exponentielle d’un mouvement brownien bilatéral avec dérive. Ce pro-
cessus Z0 apparaît dans de nombreux modèles de statistique des processus. Un exemple
bien connu est le modèle d’un signal discontinu dans un bruit blanc gaussien, mais on
peut également en citer d’autres : des modèles de rupture pour des systèmes dynamiques
avec un petit bruit ainsi que pour des processus de diffusion ergodiques, un modèle de
rupture pour les équations différentielles stochastiques à retard, un modèle de rupture de
type i.i.d., le modèle d’un signal discontinu périodique dans une diffusion non-homogène
en temps, un modèle de rupture pour des processus de diffusion à seuil, etc.
Dans [11], il a été établi que pour de petites valeurs du paramètre ρ, le premier rapport
peut être approché par le second. Plus précisément, il a été montré que lorsque ρÑ 0,
le processus Zρ (après un changement judicieux d’échelle de temps) converge vers le pro-
cessus Z0 dans un espace fonctionnel adapté. Il en a été déduit que plusieurs quantités
d’intérêt statistique (comme, par exemple, les erreurs moyennes quadratiques limites de
divers estimateurs) liées au premier rapport peuvent être approchées par celles liées au
second. Le comportement de Zρ pour de grandes valeurs du paramètre ρ a également été
étudié. Tous ces résultats ont été illustrés par des simulations numériques.
La suite de ce travail a été réalisée en collaboration avec Ilia Negri (Université des Études
de Bergame) et a fait l’objet d’un article [13] et d’un acte de congrès [17].
Nous avons considéré un troisième rapport de vraisemblance limite qui est une exponen-
tielle d’un processus de Poisson composé bilatéral dépendant d’un paramètre γ ¡ 0 et
d’une densité f . Ce processus Zγ,f apparaît dans certains modèles de statistique de pro-
cessus tels que le modèle de régression à deux régimes (two-phase regression model) et le
modèle auto-régressif à seuil (threshold autoregressive model).
Nous avons montré que pour de petites valeurs du paramètre γ, ce troisième rapport
limite (tout comme le premier) peut être approché par la limite brownienne Z0. Plus
précisément, nous avons établi que lorsque γ Ñ 0, le processus Zγ,f (après un changement
judicieux d’échelle de temps) converge vers le processus Z0 dans un espace fonctionnel
adapté. Ce résultat nous a permis de faire des déductions similaires à celles de [11]. Nous
avons également étudié le comportement de Zγ,f pour de grandes valeurs du paramètre γ.
Enfin, nous avons illustré tous les résultats par des simulations numériques.
Une perspective intéressante serait d’étudier le rapport de vraisemblance limite obtenu
par Pflug dans [76] pour le modèle d’observations i.i.d. ayant un nombre quelconque (non
nécessairement fini) de discontinuités dans leur densité. Ce rapport est très général et
inclut les processus Zρ et Zγ,f comme des cas particuliers.
Un autre travail [18] en rapport avec ces problématiques est engagé en collaboration
avec Nino Kordzakhia (Université de Macquarie). L’idée est d’étudier des modèles où les
observations sont des processus de Poisson non-homogènes d’intensité discontinue, mais
avec un saut dont la taille diminue en même temps que le nombre d’observations croît.
Comme nous l’avons déjà mentionné plus haut, dans le cas où cette taille est fixe, le rapport
de vraisemblance limite correspondant est donné par le processus Zρ. Le paramètre ρ étant
lié ici à la taille du saut, nous pensons que dans les modèles où cette taille diminue, le
rapport de vraisemblance limite sera donné par la limite de Zρ lorsque ρÑ 0, c’est-à-dire
par Z0.
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Tests d’hypothèses pour des processus à temps continu
Les travaux présentés dans ce paragraphe ont été réalisés en collaboration avec Yury
Kutoyants (Université du Maine) avec qui nous avons notamment engagé une étude de
tests d’hypothèses pour des processus de Poisson. Ce travail se poursuit actuellement et
a pour ambition d’aboutir à la rédaction d’un livre [20].
Dans [7], nous avons considéré le problème suivant. Comme toujours en théorie des
tests, on cherche à tester une hypothèse nulle contre une hypothèse alternative. L’hy-
pothèse nulle est simple : la suite de points observée est issue d’un processus de Poisson
d’intensité connue. Sous l’hypothèse alternative, cette suite est supposée provenir d’un
processus ponctuel auto-excité (self-exciting point process), dit également procesus de
Hawkes. Nous avons considéré des hypothèses alternatives unilatérales paramétriques et
non-paramétriques et avons construit dans les deux cas des tests localement asymptotique-
ment uniformément les plus puissants. Les résultats ont été illustrés par des simulations
numériques.
Dans [10], nous avons considéré un autre problème de test d’hypothèses. L’hypothèse nulle
est la même : la suite de points observée est issue d’un processus de Poisson d’intensité
connue. Sous l’alternative, cette suite est supposée provenir d’un processus ponctuel auto-
corrigé (self-correcting point process), dit également procesus de relâchement de stress
(stress-release process). Ce problème est plus complexe que le précédent, car la famille
de mesures sous-jacente n’est plus localement asymptotiquement normale (LAN). Dans
ce modèle, elle est plutôt localement asymptotiquement quadratique (LAQ). Nous avons
considéré une hypothèse alternative paramétrique unilatérale. Les tests de la fonction
de “score” (score-function test), du rapport de vraisemblance (likelihood ratio test) et
de Wald (Wald test) ont été étudiés. Le comportement asymptotique de ces tests a été
décrit. Les résultats ont de nouveau été illustrés par des simulations numériques.
Dans [8], nous avons passé en revue quelques résultats concernant la construction des
tests d’ajustement de type Cramér-von Mises et Kolmogorov-Smirnov pour des processus
à temps continu. Plusieurs modèles ont été considérés : équation différentielle stochastique
avec un petit bruit, processus de diffusion ergodique, processus de Poisson non-homogène
et processus ponctuel auto-excité. Pour chaque modèle nous avons proposé des tests de
taille asymptotique α et avons étudié le comportement de leurs puissances sous les al-
ternatives locales. Les résultats ont une fois de plus été illustrés par des simulations
numériques.
Notons finalement que depuis septembre 2010 nous co-encadrons (avec Yu.A. Kutoyants
de l’Université du Maine) la thèse de Mlle L. Yang sur le thème “Tests d’hypothèses
pour des processus de Poisson non-homogènes dans des situations non-régulières”. Un
article [19] est en cours de préparation.
Théorie des champs aléatoires
Les travaux présentés dans cette partie ont été menés en collaboration avec Boris Naha-
petian (Académie des Sciences de la République d’Arménie). Nous avons développé une
nouvelle approche de la théorie des champs aléatoires sur un réseau (ou, plus généralement,
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sur un espace dénombrable). Le but de notre approche est de donner une base mathé-
matique solide à des objets provenant de la physique statistique tels que, notamment, les
champs aléatoires de Gibbs.
Notons que les résultats obtenus ont été présentés lors de nombreuses conférences inter-
nationales et qu’avec mon coauteur, nous avons participé à l’organisation de plusieurs
meetings internationaux en Arménie dédiés à la théorie des champs aléatoires.
Description des champs aléatoires
La théorie des champs aléatoires a été formalisée par Dobrushin en 1968. Les champs aléa-
toires étant des mesures de probabilité sur des espaces de dimension infinie, ils doivent
d’abord être décrits par des objets mathématiques plus simples. Dobrushin a établi la
description des champs par leurs distributions conditionnelles (ensemble des lois condi-
tionnelles du champ dans les volumes finis sachant les configurations à l’extérieur). Plus
précisément, les champs sont décrits par des spécifications (des systèmes cohérents de
distributions de probabilité dans les volumes finis indexées par les configurations à l’ex-
térieur). Pour une spécification donnée, on cherche en premier lieu à savoir s’il existe
un champ aléatoire ayant cette spécification pour distribution conditionnelle, et si un tel
champ est unique.
Notons que la condition d’existence de Dobrushin est imposée sur toute la spécification,
tandis que celle d’unicité porte seulement sur son sous-système constitué des distributions
uniponctuelles. Notons également que la “définition” du champ de Gibbs est implicite :
elle est donnée en termes de potentiels d’interaction, à partir desquels on construit des
spécifications dites gibbsiennes, avant de leur appliquer le théorème d’existence.
L’article [1] date d’avant ma Thèse de Doctorat. Dans cette publication nous avons posé
les bases de notre approche. En nous servant du principe d’inclusion-exclusion (formule
de Möbius) nous avons proposé des descriptions des champs aléatoires par des objets
originaux (que nous avons appelés P -fonctions, Q-fonctions et H-fonctions).
Dans son travail de 1986, en commentant le fait que la condition d’unicité porte seulement
sur les distributions uniponctuelles, Dobrushin a abordé le problème de la restauration des
spécifications à partir de leurs éléments uniponctuels. Quelques années plus tard, dans une
conversation privée avec mon coauteur, Dobrushin a souligné l’importance d’un problème
étroitement lié : celui de la description des spécifications par des systèmes cohérents de
distributions de probabilité uniponctuelles indexées par les configurations à l’extérieur.
Toutefois, aucune condition de cohérence sur les distributions uniponctuelles n’existait à
l’époque.
Dans [3], article en grande partie issu de ma Thèse de Doctorat [15], nous avons apporté
des réponses à ces deux problèmes de Dobrushin dans le cas faiblement positif (et, a
fortiori, dans le cas strictement positif). En particulier, nous avons trouvé dans ce cas des
conditions de cohérence nécessaires et suffisantes, pour qu’un système de distributions de
probabilité uniponctuelles indexées par les configurations à l’extérieur soit un sous-système
d’une spécification. Nous avons également donné une condition suffisante pour l’existence
d’un champ aléatoire avec une distribution conditionnelle uniponctuelle prescrite.
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Ces résultats nous ont permis de reformuler (dans le cas faiblement positif) la théorie de
Dobrushin en termes de distributions uniponctuelles. Nous avons ainsi établi la description
des champs aléatoires par leurs distributions conditionnelles uniponctuelles (ensemble des
lois conditionnelles du champ sur les singletons sachant les configurations à l’extérieur) ou,
plus précisément, par des systèmes cohérents (dans le sens de nos conditions nécessaires et
suffisantes) de distributions de probabilité uniponctuelles indexées par les configurations à
l’extérieur. De plus, ces systèmes cohérents peuvent, de façon équivalente, être remplacés
par des systèmes légèrement moins complexes (satisfaisant des conditions de cohérence
plus simples) que nous avons appelés “one-point systems”. Quelques applications concer-
nant la description gibbsienne des champs aléatoires, les champs aléatoires non-gibbsiens
et les champs aléatoires de type “différence de martingale” (martingale-difference random
fields) ont également été présentées.
Nous avons continué ce travail dans [6], où nous avons considéré le problème de la des-
cription des spécifications par des systèmes (cohérents) de distributions de probabilité
dans des petits volumes indexées par les configurations à l’extérieur. Nous avons réussi à
décrire les spécifications par ce que nous avons appelé des n-spécifications (des systèmes
cohérents de distributions de probabilité dans les volumes de cardinal inférieur ou égal
à n indexées par les configurations à l’extérieur) sous une condition de positivité très
générale, que nous avons appelée “positivité très faible”. Une attention particulière a dû
être accordée au cas le plus important n  1, qui correspond aux “one-point systems” et
exige des considérations spécifiques.
Gibbsianité des champs aléatoires
Dans [9], nous avons considéré le problème de la caractérisation des champs de Gibbs.
Nous avons obtenu plusieurs critères de gibbsianité des champs aléatoires. Cela a été pos-
sible grâce au cadre uniponctuel développé plus tôt, c’est-à-dire grâce à la description
des champs aléatoires par leurs distributions conditionnelles uniponctuelles évoquée ci-
dessus et à la description des champs aléatoires par leurs distributions fini-conditionnelles
uniponctuelles (ensemble des lois conditionnelles du champ sur les singletons sachant les
configurations sur les parties finies de l’extérieur) développée par Dalalyan et Nahape-
tian.
Parmi les critères de gibbsianité obtenus, les plus importants sont ceux en termes de
distributions fini-conditionnelles uniponctuelles. Sur la base de l’un de ces critères, nous
avons pu donner une définition probabiliste simple et explicite du champ aléatoire de Gibbs
(rappelons ici que la “définition” classique du champ de Gibbs en termes de potentiels
d’interaction est implicite). En nous basant sur cette définition, nous avons commencé à
développer une approche alternative à la théorie de Gibbs. Actuellement, nous poursuivons
ce développement et travaillons sur la rédaction d’un livre [21].
Statistique des champs aléatoires
Dans cette dernière partie, nous décrivons les travaux se situant à l’interface des statis-
tiques et de la théorie des champs aléatoires. Le premier travail est issu de ma Thèse de
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Doctorat [15] et porte sur l’estimation non-paramétrique pour des champs de Gibbs. Le
deuxième est le fruit d’une collaboration avec des chercheurs de l’INRA, avec qui nous
avons développé une méthode de cartographie du risque épidémiologique en combinant
des outils statistiques et des champs de Markov discrets.
Estimation non-paramétrique pour des champs de Gibbs
Dans [2], un problème non-paramétrique d’estimation pour des champs aléatoires de Gibbs
a été considéré. On suppose que le champ est prescrit par un “one-point system” (l’objet
introduit dans [3] pour décrire des champs aléatoires) quasilocal et invariant par transla-
tion. Un estimateur de ce “one-point system” a été construit en utilisant la méthode des
cribles (method of sieves). La consistance exponentielle ainsi que celle en norme L
p
de
l’estimateur ont été démontrées, indépendamment de l’éventuelle non-unicité et/ou perte
d’invariance par translation du champ aléatoire. Notons que ces résultats sont les premiers
en statistique théorique non-paramétrique des champs aléatoires.
Cartographie du risque à l’aide de champs de Markov discrets
Les résultats présentés dans ce paragraphe ont été obtenus en collaboration avec Myriam
Charras-Garrido, David Abrial, Jocelyn De Goër (Centre INRA de Clermont-Ferrand-
Theix) et Nathalie Peyrard (Centre INRA de Toulouse).
En épidémiologie, la cartographie du risque permet d’identifier l’emplacement des zones
à risque faible ou élevé de contamination par une maladie, et fournit une mesure des
différences de niveaux de risque entre ces zones.
Les modèles de cartographie du risque précédemment utilisés par les épidémiologistes se
focalisaient sur le risque estimé pour chaque unité géographique. Ils étaient basés sur le mo-
dèle de Poisson log-linéaire mixte combiné à un champs de Markov caché (CMC) continu,
correspondant généralement à un lissage spatial auto-régressif gaussien. La classification
des risques, nécessaire pour, en particulier, délimiter clairement les zones à risque élevé
(dans lesquelles des mesures de protection peuvent être appliquées), devait généralement
être effectuée dans un deuxième temps.
Dans [14] nous avons proposé une méthode directe (nécessitant une seule étape) de carto-
graphie du risque classifié en utilisant le modèle de Poisson log-linéaire mixte combiné à un
CMC discret. Ce champ discret correspond à l’affectation de chaque unité géographique
à une classe de risque. Les niveaux de risque associés aux classes sont des paramètres et
doivent être estimés.
Le modèle que nous avons utilisé est différent des modèles utilisés en segmentation d’ima-
ges où la distribution conditionnelle du champ observé est en général gaussienne, et non
poissonnienne. De plus, il est peu probable d’observer des changements brusques du niveau
de risque dans une carte. Ainsi, le modèle spatial caché doit favoriser une variation pro-
gressive du niveau de risque. Les champs de Markov discrets usuels (comme, par exemple,
le modèle de Potts) n’imposent pas une telle contrainte. Par conséquent, nous avons pro-
posé pour le champ caché un nouveau potentiel prenant en compte l’ordre des classes
(ordonnées suivant leurs niveaux de risque).
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Pour estimer les paramètres et déterminer les classes de risque, nous avons utilisé une
version Monte-Carlo de l’algorithme EM (Expectation-Maximization). Après avoir testé
le comportement de la méthode sur des données simulées, nous l’avons appliquée à des
données réelles. Notamment, nous avons cartographié le risque de la maladie de la vache
folle (ESB) en France (voir la Figure 2). Notre méthode semble particulièrement bien
adaptée pour localiser les zones à risque élevé et pour estimer les niveaux de risque cor-
respondants.
Figure 2 – Carte du risque estimé pour l’ESB en France.
Plan de la présentation
L’étendue des thématiques de recherche ne permet pas de présenter en détail et de façon
rigoureuse tous les résultats décrits dans cette introduction. Par conséquent, et afin que
cette synthèse puisse être lue de manière autonome, seule une partie des résultats sera
exposée dans la suite. La présentation est organisée en trois chapitres indépendants.
Dans le Chapitre 1, nous détaillerons les résultats concernant l’estimation des positions des
singularités. Ce sujet est l’un des plus aboutis parmi ceux considérés dans ce mémoire.
Dans le Chapitre 2, nous présenterons les résultats concernant les rapports de vraisem-
blance limites des modèles de rupture. Ce sont probablement les plus originaux des résul-
tats obtenus en statistique des processus. Les liens découverts entre les différents rapports
de vraisemblance limites permettent, en quelque sorte, de pallier le manque d’universa-
lité du rapport de vraisemblance limite dans les modèles de rupture (rappelons que dans
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les modèles réguliers, le rapport de vraisemblance limite est donné par la propriété LAN
et est universel). Outre leur intérêt théorique, ces liens sont également importants dans
la pratique, car ils permettent (dans certaines situations) de baser les déductions statis-
tiques sur des rapports de vraisemblance limites mieux étudiés approchant les rapports
de vraisemblance limites exacts.
Finalement, dans le Chapitre 3, nous exposerons les résultats concernant la gibbsianité des
champs aléatoires. Ce sujet est celui qui ouvre les plus larges perspectives. Comme nous
l’avons déjà mentionné plus haut, les résultats obtenus permettent de donner une défini-
tion probabiliste simple et explicite du champ aléatoire de Gibbs, à partir de laquelle une
approche alternative à la théorie de Gibbs est en train d’être développée actuellement.
Chapitre 1
Estimation des positions des
singularités
Dans ce chapitre nous présentons les résultats principaux des articles [4, 5, 12].
1.1 Singularité dans la fonction d’intensité d’un proces-
sus de Poisson
Le processus de Poisson non-homogène est l’un des processus ponctuels les plus simples 
voir, par exemple, Daley et Vere-Jones [35]

. Cependant, grâce à un vaste choix des
fonctions d’intensité, ce modèle est suffisamment riche et largement utilisé. On le retrouve
dans beaucoup de domaines utilisant des statistiques appliquées tels que la communica-
tion optique, la fiabilité, la biologie, la médecine, le traitement d’images, etc.
 
voir, par
exemple, Karr [66,67], Snyder et Miller [81] et Thompson [87]

.
Rappelons que X  tXptq, t P R u est un processus de Poisson non-homogène de fonction
d’intensité S, siX est un processus stochastique partant de zéro
 
Xp0q  0, à trajectoires
càdlàg (continues à droite et admettant des limites à gauche), dont les accroissements sont
indépendants, et si pour tous t1, t2 P R  tels que t1 ¡ t2, l’accroissement Xpt1q  Xpt2q
suit la loi de Poisson de paramètre λ  ³t2
t1
Sptq dt, c’est-à-dire
P
 
Xpt1q Xpt2q  k
  λk
k!
eλ, k P N.
Notons que X est un processus de comptage et que le processus ponctuel associé a pour
réalisation l’ensemble des instants de saut (jump times) de la trajectoire de X.
La diversité des applications des processus de Poisson est également due à la possibi-
lité d’utiliser l’analyse du rapport de vraisemblance. Cette technique a été élaborée par
Ibragimov et Khasminskii dans [65] et appliquée aux processus de Poisson par Kutoyants
dans [71,73].
Dans les problèmes d’estimation de paramètres, la théorie des grands échantillons est
assez proche de celle de la statistique classique (i.i.d.). Considérons, par exemple, le pro-
blème de l’estimation du paramètre θ sur la base de n observations indépendantes sur
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l’intervalle fixe r0,T s d’un processus de Poisson X  tXptq, 0 ¤ t ¤ T u de fonction
d’intensité Sθ lorsque n Ñ  8. Notons que ce problème est équivalent à celui de l’es-
timation du paramètre par une observation sur un intervalle grandissant d’un processus
de Poisson non-homogène périodique d’une période connue. Si le problème est régulier,
le modèle est localement asymptotiquement normal (LAN). Alors, l’estimateur du maxi-
mum de vraisemblance (EMV) pθn et les estimateurs bayésiens (EB) rθn sont consistants,
sont asymptotiquement normaux, c’est-à-dire
?
n
 pθn  θ ùñ N  0, I1θ  et ?n rθn  θ ùñ N  0, I1θ ,
et sont asymptotiquement efficaces. Ici Iθ est l’information de Fisher donnée par
Iθ 
T»
0
9S2θ ptq
Sθptq dt,
où 9Sθptq  BBθSθptq
 
voir Kutoyants [71,73] pour plus de détails

.
Si le problème n’est pas régulier, alors les propriétés des estimateurs changent sensible-
ment. Par exemple, si Sθ est supposée lisse partout sur l’intervalle r0,T s sauf au point θ,
où elle est supposée avoir un saut (soit, par exemple, Sθptq  spt θq où s est discontinue
en 0), alors l’EMV et les EB sont toujours consistants, mais convergent à une vitesse plus
élevée. De plus, ils ont des lois limites différentes, c’est-à-dire
n
 pθn  θ ùñ ξ1 et n rθn  θ ùñ ξ2
(où la loi de ξ1 est différente de celle de ξ2 avec E ξ21 ¡ E ξ22), et seuls les EB sont
asymptotiquement efficaces
 
voir Kutoyants [71,73] pour plus de détails

.
Ici nous considérons le cas où la fonction d’intensité Sθ est supposée lisse partout sur
l’intervalle r0,T s sauf au point θ, où elle est supposée avoir une singularité d’ordre p.
1.1.1 Trois types de singularités
Plus précisément, nous supposons que Sθ est strictement positive (sauf, éventuellement,
au point θ) et qu’elle admet la représentation suivante :
Sθptq 
#
a |t θ|p  Ψpθ, tq, si t ¤ θ,
b |t θ|p  Ψpθ, tq, si t ¥ θ.
(1.1)
Ici θ P s0,T r est le paramètre inconnu à estimer, Ψ est une fonction lisse connue, les
constantes p, a et b sont également connues et sont supposées satisfaire p ¡ 1 (afin de
garantir l’intégrabilité de la fonction d’intensité) et a2   b2 ¡ 0.
Si Ψpθ, θq  0 et p ¡ 1{2, alors, en dépit de la singularité de la fonction d’intensité en θ,
l’information de Fisher est finie. Ainsi, ce cas peut être traité comme le cas régulier.
Si Ψpθ, θq  0 et 0   p   1{2, on dit que la fonction d’intensité a un “cusp” en θ
(voir la Figure 1.a à la page 2). Ce cas a été étudié dans [4] et sera présenté en détail
dans la Section 1.1.2. Il a notamment été montré que l’EMV et les EB sont consistants,
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convergent à la vitesse n1{p2p 1q (plus rapidement que dans le cas régulier, mais plus
lentement que dans le cas discontinu) et ont des lois limites différentes. La convergence
des moments de ces estimateurs a également été établie, ainsi que l’efficacité asymptotique
des EB.
Si Ψpθ, θq  0 et p ¡ 1, alors, comme ci-dessus, l’information de Fisher est finie et ce cas
peut être traité comme le cas régulier.
Si Ψpθ, θq  0 et 0   p   1 (on suppose également dans ce cas que a, b ¡ 0), on dit que la
fonction d’intensité a une singularité de type “0” en θ (voir la Figure 1.b à la page 2). Ce
cas a été étudié dans [12] et sera présenté en détail dans la Section 1.1.3. Il a notamment
été montré que l’EMV et les EB sont consistants, convergent à la vitesse n1{pp 1q (qui est
encore une fois intermédiaire entre celle du cas régulier et celle du cas discontinu) et ont
des lois limites différentes. La convergence des moments de ces estimateurs a également
été établie, ainsi que l’efficacité asymptotique des EB.
Si 1   p   0 (on suppose également dans ce cas que a, b ¡ 0), on dit que la fonction
d’intensité a une singularité de type “8” en θ (voir la Figure 1.c à la page 2). Ce cas
a également été étudié dans [12] et sera présenté en détail dans la Section 1.1.3. Seuls
les EB ont été considérés, car l’EMV n’a pas de sens dans ce cas. Il a été montré qu’ils
sont consistants et convergent à la vitesse n1{pp 1q (qui est supérieure même à celle du
cas discontinu). La convergence de leurs moments a également été établie, ainsi que leur
efficacité asymptotique.
Notons que le cas discontinu peut être considéré comme une singularité
 
dans le sens de
la représentation (1.1)

en prenant p  0 et a  b, ce qui explique que les convergences
soient plus lentes pour p ¡ 0 et plus rapides pour p   0.
Notons également que nos résultats sont similaires à ceux obtenus par Ibragimov et Khas-
minskii pour les observations i.i.d. ayant une singularité dans leur densité. Une présen-
tation détaillée de leurs résultats peut être trouvée dans [65, Chapitre 6], mais on peut
également se référer à leurs travaux plus anciens [61] et [63], ainsi qu’à Ermakov [47]. Le
cas du “cusp” pour le modèle d’observations i.i.d. a également été considéré par Prakasa
Rao dans [78]. Cependant, lorsque les observations sont des processus à temps continu,
les démonstrations nécessitent des outils plus sophistiqués et aucun résultat de ce type
n’avait jusqu’alors été obtenu.
1.1.2 Singularité de type “cusp”
Supposons que l’on observe n réalisations pX1, . . . , Xnq  Xn d’un processus de Poisson
X  tXptq, 0 ¤ t ¤ T u de fonction d’intensité Sθ strictement positive admettant la
représentation (1.1), où θ P Θ  sα,βr  s0,T r est le paramètre inconnu à estimer.
On suppose que 0   p   1{2, que a2   b2 ¡ 0, et que la fonction Ψ est continue et
est, uniformément par rapport à t, höldérienne d’ordre strictement supérieur à p   1{2
en θ. Notre objectif est d’étudier le comportement asymptotique des estimateurs de θ
lorsque nÑ  8.
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Le rapport de vraisemblance dans ce problème est donné par
Lpθ, θ1, Xnq  exp
#
n¸
i1
T»
0
ln
Sθptq
Sθ1ptq
dXiptq  n
T»
0

Sθptq
Sθ1ptq
 1

Sθ1ptq dt
+
, (1.2)
où θ1 est une certaine valeur fixe de θ.
L’EMV pθn est introduit comme l’une des solutions de l’équation
Lppθn, θ1, Xnq  max
θPΘ
Lpθ, θ1, Xnq. (1.3)
L’EB rθn pour une densité a priori q et pour la fonction de perte quadratique peut être
écrit comme
rθn  β»
α
θ q
 
θ|Xn dθ, (1.4)
où
q
 
θ|Xn  Lpθ, θ1, Xnq qpθq
 β»
α
Lpθ, θ1, Xnq qpθq dθ
1 (1.5)
est la densité a posteriori.
Pour décrire le comportement asymptotique de ces estimateurs, nous devons introduire le
processus stochastique
Zpuq  exp
!
WHpuq  1
2
|u|2H
)
, u P R, (1.6)
où H  p 1{2 etWH  tWHpuq, u P Ru est un mouvement brownien fractionnaire stan-
dard de paramètre de Hurst H, c’est-à-dire un processus gaussien à trajectoires continues,
de moyenne nulle et de fonction de covariance
E

WHpu1qWHpu2q
  1
2

|u1|2H   |u2|2H  |u1  u2|2H

.
Nous introduisons ensuite les variables aléatoires ξ et ζ définies par les équations
Zpξq  max
uPR
Zpuq (1.7)
et
ζ 
 8»
8
uZpuq du
  8»
8
Zpuq du
1 . (1.8)
Notons ici que la variable aléatoire ξ est bien définie car, avec probabilité 1, le processus Z
atteint son maximum en un point unique
 
voir, par exemple, [47]

.
Nous introduisons également
 
voir [65, Section 6.4]

la fonction dptq, t P R, définie par
dptq 
#
a, si t   0,
b, si t ¡ 0,
(1.9)
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et la quantité
Ippa, bq 
 8»
8

dpt 1q |t 1|p  dptq |t|p
	2
dt,
 Γ
 
1  pΓ 1
2
 p
22p
?
pi p2p  1q

a2   b2  2ab cosppipq
	
(1.10)
 B p  1 , p  1  a2   b2
cosppipq  2ab


.
Finalement, nous posons
γθ 

Ippa, bq
Ψpθ, θq

1{p2p 1q
.
À présent, nous pouvons énoncer les résultats principaux de [4].
Théorème 1.1. Pour tout θ0 P Θ, on a
lim
δÑ0
lim
nÑ 8
inf
θn
sup
|θθ0| δ
Eθ

n1{p2p 1q
 
θn  θ
	2 ¥ E ζ2
γ2θ0
,
où l’inf est pris sur l’ensemble de tous les estimateurs possibles θn de θ.
La borne inférieure minimax donnée par le théorème précédent nous conduit à introduire
la définition suivante.
Définition 1.2. Un estimateur θn de θ est dit asymptotiquement efficace si
lim
δÑ0
lim
nÑ 8
sup
|θθ0| δ
Eθ

n1{p2p 1q
 
θn  θ
	2  E ζ2
γ2θ0
pour tout θ0 P Θ.
Les propriétés de l’EMV et des EB sont données par les deux théorèmes suivants.
Théorème 1.3. L’EMV pθn possède, uniformément en θ P K pour tout compact K  Θ,
les propriétés suivantes :
– pθn est consistant, c’est-à-dire pθn PθÝÑ θ,
– la vitesse de convergence de pθn est n1{p2p 1q, et sa loi limite est celle de ξ{γθ, c’est-à-dire
n1{p2p 1q
 pθn  θ ùñ ξ{γθ,
– pour tout k ¡ 0, on a
lim
nÑ 8
Eθ
n1{p2p 1q pθn  θk  E |ξ|k
γkθ
.
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Théorème 1.4. L’EB rθn (pour toute densité a priori strictement positive et continue)
possède, uniformément en θ P K pour tout compact K  Θ, les propriétés suivantes :
– rθn est consistant, c’est-à-dire rθn PθÝÑ θ,
– la vitesse de convergence de rθn est n1{p2p 1q, et sa loi limite est celle de ζ{γθ, c’est-à-dire
n1{p2p 1q
 rθn  θ ùñ ζ{γθ,
– pour tout k ¡ 0, on a
lim
nÑ 8
Eθ
n1{p2p 1q rθn  θk  E |ζ|k
γkθ
.
De plus, rθn est asymptotiquement efficace.
La preuve de ces résultats utilise la technique d’analyse du rapport de vraisemblance.
Nous posons θu  θ   un1{p2p 1q pour tout u P Un 

n1{p2p 1qpα  θq , n1{p2p 1qpβ  θq,
et nous introduisons le rapport de vraisemblance renormalisé
Znpuq  L pθu, θ,Xnq , u P Un.
Nous cherchons ensuite à montrer que lorsque n Ñ  8, le processus Zn converge
 
dans
le sens de la convergence faible des lois de probabilité sur l’espace C0pRq des fonctions
continues sur R tendant vers 0 en 8 vers une limite non-dégénérée : le rapport de
vraisemblance limite.
Pour cela, nous introduisons le processus stochastique
Zθpuq  Zpγθuq  exp
!
γHθ W
Hpuq  1
2
γ2Hθ |u|2H
)
, u P R,
et nous établissons (en utilisant des techniques sensiblement différentes de celles du cas
i.i.d.) les trois lemmes suivants.
Lemme 1.5. Les distributions fini-dimensionnelles de Zn convergent vers celles de Zθ
uniformément (par rapport à θ) sur tout compact K  Θ.
Lemme 1.6. Pour tout compact K  Θ, il existe une constante C ¡ 0 telle que
Eθ
Z1{2n pu1q  Z1{2n pu2q2 ¤ C |u1  u2|2p 1
pour tous u1, u2 P Un, tout θ P K et tout n P N.
Lemme 1.7. Pour tout compact K  Θ, il existe une constante c ¡ 0 telle que
Eθ Z
1{2
n puq ¤ exp
 c |u|2p 1(
pour tout u P Un, tout θ P K et tout n P N.
Ces lemmes permettent de vérifier la convergence faible du rapport de vraisemblance
renormalisé Zn vers le rapport de vraisemblance limite Zθ. Notamment, en appliquant les
Théorèmes 1.9.1, 1.10.1 et 1.10.2 de [65], nous obtenons respectivement les Théorèmes 1.1,
1.3 et 1.4.
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1.1.3 Singularité de type “0” ou de type “8”
Supposons que l’on observe n réalisations pX1, . . . , Xnq  Xn d’un processus de Poisson
X  tXptq, 0 ¤ t ¤ T u de fonction d’intensité Sθ strictement positive (sauf, éventuel-
lement, au point θ) admettant la représentation (1.1), où θ P Θ  sα,βr  s0,T r est le
paramètre inconnu à estimer. On suppose que a, b ¡ 0, que p P s1,0r Y s0,1r, et que la
fonction Ψ est continue et est, uniformément par rapport à t, höldérienne d’ordre stricte-
ment supérieur à pp  1q{2 en θ. Dans le cas d’une singularité de type “0” (cas p ¡ 0), on
suppose également que Ψpθ, θq  0. Notre objectif est d’étudier le comportement asymp-
totique des estimateurs de θ lorsque nÑ  8.
Comme dans la section précédente, le rapport de vraisemblance, l’EMV pθn et l’EB rθn
pour une densité a priori q et pour la fonction de perte quadratique sont introduits par
les équations (1.2)–(1.5).
Notons que l’EMV n’a pas de sens dans le cas d’une singularité de type “8” (cas p   0),
car dans ce cas le rapport de vraisemblance est infini en tout point θ qui est un instant
de saut de l’un des processus de Poisson X1, . . . , Xn.
Pour décrire le comportement asymptotique de ces estimateurs, nous devons introduire le
processus stochastique
Zpuq  exp
#
p
 8»
8
ln
1 u
t
 pipdtq   ln a
b
u»
0
Y pdtq

 8»
8
1 u
t
p  1 p ln 1 u
t

 dptq |t|p dt
 a b
p  1 |u|
p 1 signpuq
+
, u P R,
où la fonction d est définie par (1.9), Y est un processus de Poisson non-homogène bilatéral
de fonction d’intensité Sptq  dptq |t|p, et pi est sa version centrée : pi  Y  EY .
Nous introduisons également la variable aléatoire
ζ 
 8»
8
uZpuq du
  8»
8
Zpuq du
1
et, dans le cas p ¡ 0, la variable aléatoire ξ définie par
Zpξq  max
uPR
Zpuq.
Notons ici que la variable aléatoire ξ est bien définie car, avec probabilité 1, le processus Z
atteint son maximum en un point unique
 
voir, par exemple, [47]

.
À présent, nous pouvons énoncer les résultats principaux de [12].
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Théorème 1.8. Pour tout θ0 P Θ, on a
lim
δÑ0
lim
nÑ 8
inf
θn
sup
|θθ0| δ
Eθ

n1{pp 1q
 
θn  θ
	2 ¥ E ζ2,
où l’inf est pris sur l’ensemble de tous les estimateurs possibles θn de θ.
La borne inférieure minimax donnée par le théorème précédent nous conduit à introduire
la définition suivante.
Définition 1.9. Un estimateur θn de θ est dit asymptotiquement efficace si
lim
δÑ0
lim
nÑ 8
sup
|θθ0| δ
Eθ

n1{pp 1q
 
θn  θ
	2  E ζ2
pour tout θ0 P Θ.
Les propriétés des EB et, dans le cas p ¡ 0, de l’EMV sont données par les deux théorèmes
suivants.
Théorème 1.10. L’EB rθn (pour toute densité a priori strictement positive et continue)
possède, uniformément en θ P K pour tout compact K  Θ, les propriétés suivantes :
– rθn est consistant, c’est-à-dire rθn PθÝÑ θ,
– la vitesse de convergence de rθn est n1{pp 1q, et sa loi limite est celle de ζ, c’est-à-dire
n1{pp 1q
 rθn  θ ùñ ζ,
– pour tout k ¡ 0, on a
lim
nÑ 8
Eθ
n1{pp 1q rθn  θk  E |ζ|k .
De plus, rθn est asymptotiquement efficace.
Théorème 1.11. Soit p P s0,1r. L’EMV pθn possède, uniformément en θ P K pour tout
compact K  Θ, les propriétés suivantes :
– pθn est consistant, c’est-à-dire pθn PθÝÑ θ,
– la vitesse de convergence de pθn est n1{pp 1q, et sa loi limite est celle de ξ, c’est-à-dire
n1{pp 1q
 pθn  θ ùñ ξ,
– pour tout k ¡ 0, on a
lim
nÑ 8
Eθ
n1{pp 1q pθn  θk  E |ξ|k .
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Pour montrer ces résultats, nous suivons le même schéma que dans la section précédente.
Nous posons θu  θ   un1{pp 1q pour tout u P Un 

n1{pp 1qpα  θq , n1{pp 1qpβ  θq, et
nous introduisons le rapport de vraisemblance renormalisé
Znpuq  L pθu, θ,Xnq , u P Un.
Nous établissons ensuite les trois lemmes suivants.
Lemme 1.12. Les distributions fini-dimensionnelles de Zn convergent vers celles de Z
uniformément (par rapport à θ) sur tout compact K  Θ.
Lemme 1.13. Pour tout compact K  Θ, il existe une constante C ¡ 0 telle que
Eθ
Z1{2n pu1q  Z1{2n pu2q2 ¤ C |u1  u2|p 1
pour tous u1, u2 P Un, tout θ P K et tout n suffisamment grand.
Lemme 1.14. Pour tout compact K  Θ, il existe une constante c ¡ 0 telle que
Eθ Z
1{2
n puq ¤ exp
 c |u|p 1(
pour tout u P Un, tout θ P K et tout n P N.
Comme dans la section précédente, ces lemmes permettent d’établir que le rapport de
vraisemblance limite de notre modèle est donné par le processus Z et d’obtenir les Théo-
rèmes 1.8, 1.10 et 1.11.
1.2 “Cusp” dans la dérive d’une diffusion ergodique
Dans [5], en collaboration avec Yury Kutoyants (Université du Maine) nous avons établi
des résultats similaires à ceux de la Section 1.1.2 dans le cas où l’on observe un processus
de diffusion ergodique ayant un “cusp” dans la dérive. Nous avons montré que l’EMV
et les EB sont de nouveau consistants. De plus, nous avons déterminé leur vitesse de
convergence et leurs lois limites qui s’avèrent être les mêmes que celles du cas poissonnien
et du cas i.i.d. La convergence des moments de ces estimateurs et l’efficacité asymptotique
des EB ont également été établies.
Formellement, le problème considéré est celui de l’estimation du paramètre θ P Θ  sα , βr,
8   α   β    8, lorsque l’on observe sur l’intervalle r0,T s, T Ñ  8, une trajectoire
du processus XT  tXt, 0 ¤ t ¤ T u solution de
dXt  SθpXtq dt  σpXtq dWt, X0, 0 ¤ t ¤ T, (1.11)
où X0 est une condition initiale et W  tWt, 0 ¤ t ¤ T u est un mouvement brownien
standard, c’est-à-dire un processus gaussien à trajectoires continues, de moyenne nulle,
de variance EW 2t  t, et dont les accroissements sont indépendants et stationnaires.
La dérive Sθ est supposée lisse partout sauf au point θ, où elle est supposée avoir un “cusp”
d’ordre p. Plus précisément, nous supposons que la fonction σ est strictement positive et
continue, et que la fonction Sθ admet la représentation
Sθpxq 
#
a |x θ|p  Ψpθ, xq, si x ¤ θ,
b |x θ|p  Ψpθ, xq, si x ¥ θ,
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où 0   p   1{2, ab  0, et la fonction Ψ est continue et est, uniformément par rapport
à x, höldérienne d’ordre strictement supérieur à p  1{2 en θ.
De plus, dans la suite nous supposons toujours que la condition suivante est satisfaite.
pEq Les fonctions σ, σ1 et Sθ ont des majorants polynomiaux et
lim
|x|Ñ 8
sup
θPΘ
signpxq Sθpxq
σ2pxq   0.
La condition pEq garantie que le processus (1.11) est ergodique, avec la densité inva-
riante
fθpxq  1
Gpθq σ2pxq exp
#
2
x»
θ
Sθpvq
σ2pvq dv
+
, x P R,
où
Gpθq 
 8»
8
1
σ2pxq exp
#
2
x»
θ
Sθpvq
σ2pvq dv
+
dx
est la constante de normalisation.
Le rapport de vraisemblance dans ce problème est donné par
L
 
θ, θ1, X
T
  exp# T»
0
SθpXtq  Sθ1pXtq
σ2pXtq dXt 
1
2
T»
0
S2θ pXtq  S2θ1pXtq
σ2pXtq dt
+
,
où θ1 est une certaine valeur fixe de θ.
L’EMV pθT et l’EB rθT pour une densité a priori q et pour la fonction de perte quadratique
sont définis par les équations
LppθT , θ1, XT q  max
θPΘ
Lpθ, θ1, XT q
et rθT  »
Θ
θ qpθ|XT q dθ avec qpθ|XT q  qpθq Lpθ, θ1, X
T q³
Θ
qpθq Lpθ, θ1, XT q dθ .
Pour décrire le comportement asymptotique de ces estimateurs, posons H  p   1{2 et
rappelons le processus stochastique Z, les variables aléatoires ξ et ζ, ainsi que la quantité
Ippa, bq introduits dans (1.6)–(1.10). Posons également
Γ2θ 
Ippa, bq
Gpθq σ4pθq et γθ  Γ
1{H
θ .
Le premier des résultats principaux de [5] est la borne inférieure minimax suivante.
Théorème 1.15. Pour tout θ0 P Θ, on a
lim
δÑ0
lim
TÑ 8
inf
θT
sup
|θθ0| δ
Eθ

T 1{p2p 1q
 
θT  θ
	2 ¥ E ζ2
γ2θ0
,
où l’inf est pris sur l’ensemble de tous les estimateurs possibles θT de θ.
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Cette borne nous conduit à introduire la définition suivante.
Définition 1.16. Un estimateur θT de θ est dit asymptotiquement efficace si
lim
δÑ0
lim
TÑ 8
sup
|θθ0| δ
Eθ

T 1{p2p 1q
 
θT  θ
	2  E ζ2
γ2θ0
pour tout θ0 P Θ.
Les autres résultats principaux de [5] sont les propriétés de l’EMV et des EB, données
par les deux théorèmes suivants.
Théorème 1.17. L’EMV pθT possède, uniformément en θ P K pour tout compact K  Θ,
les propriétés suivantes :
– pθT est consistant, c’est-à-dire pθT PθÝÑ θ,
– la vitesse de convergence de pθT est T 1{p2p 1q, et sa loi limite est celle de ξ{γθ, c’est-à-dire
T 1{p2p 1q
 pθT  θ ùñ ξ{γθ,
– pour tout k ¡ 0, on a
lim
TÑ 8
Eθ
T 1{p2p 1q pθT  θk  E |ξ|k
γkθ
.
Théorème 1.18. L’EB rθT (pour toute densité a priori strictement positive et continue)
possède, uniformément en θ P K pour tout compact K  Θ, les propriétés suivantes :
– rθT est consistant, c’est-à-dire rθT PθÝÑ θ,
– la vitesse de convergence de rθT est T 1{p2p 1q, et sa loi limite est celle de ζ{γθ, c’est-à-dire
T 1{p2p 1q
 rθT  θ ùñ ζ{γθ,
– pour tout k ¡ 0, on a
lim
TÑ 8
Eθ
T 1{p2p 1q rθT  θk  E |ζ|k
γkθ
.
De plus, rθT est asymptotiquement efficace.
Comme dans la section précédente, la preuve de ces résultats est basée sur l’étude du
rapport de vraisemblance renormalisé
ZT puq  Lpθu, θ,XT q, u P UT 

T 1{p2p 1qpα  θq , T 1{p2p 1qpβ  θq,
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où θu  θ   uT1{p2p 1q. Notamment, on démontre que ZT converge faiblement dans
l’espace C0pRq vers le rapport de vraisemblance limite Zθ défini par
Zθpuq  Zpγθuq  exp
!
ΓθW
Hpuq  1
2
Γ2θ |u|2H
)
, u P R.
Pour cela, on établit les trois lemmes suivants, et on conclut la preuve de la même façon
que dans les Sections 1.1.2 et 1.1.3.
Lemme 1.19. Les distributions fini-dimensionnelles de ZT convergent vers celles de Zθ
uniformément (par rapport à θ) sur tout compact K  Θ.
Lemme 1.20. Pour tout compact K  Θ, il existe une constante C ¡ 0 telle que
Eθ
Z1{2T pu1q  Z1{2T pu2q2 ¤ C |u1  u2|2p 1
pour tous u1, u2 P UT , tout θ P K et tout T ¡ 1.
Lemme 1.21. Pour tout compact K  Θ, il existe une constante c ¡ 0 et une fonction
CpNq, N ¡ 0, telles que
Pθ
!
ZT puq ¥ ec|u|2p 1
)
¤ CpNq|u|N
pour tout u P UT , tout θ P K et tout N ¡ 0.
Notons également que d’après Fujii [52], les résultats concernant les EB devraient rester
valables dans le cas 1{2   p   0 (singularité de type “8”).
Chapitre 2
Rapports de vraisemblance limites des
modèles de rupture
Dans ce chapitre nous présentons les résultats principaux des articles [11,13].
2.1 Quelques rapports de vraisemblance limites appa-
raissant dans des modèles de rupture
Nous nous intéressons ici à l’étude asymptotique des modèles statistiques paramétriques
non-réguliers (notamment, ceux de rupture) rencontrés en statistique inférentielle. Une
présentation détaillée de la théorie d’estimation des paramètres (aussi bien dans le cas
régulier que non-régulier) peut être trouvée dans le livre d’Ibragimov et Khasminskii [65].
Ils ont développé une théorie générale d’estimation basée sur l’analyse du rapport de
vraisemblance. Leur approche consiste à montrer d’abord que le rapport de vraisemblance
renormalisé (avec une vitesse de renormalisation bien choisie) converge faiblement (dans
un espace fonctionnel adapté) vers une limite non-dégénérée : le rapport de vraisemblance
limite. Les propriétés des estimateurs (à savoir leur vitesse de convergence, qui est la même
que celle de la renormalisation, et leurs lois limites) sont ensuite déduites. Enfin, sur la
base de ces estimateurs, on peut construire des intervalles de confiance, des tests, etc.
Notons que les techniques utilisées garantissent également la convergence des moments
des estimateurs, permettant ainsi de décrire le comportement asymptotique de certaines
quantités d’intérêt statistique associées (telles que les erreurs moyennes quadratiques) et
de vérifier l’efficacité asymptotique éventuelle.
Il est bien connu que les modèles réguliers sont localement asymptotiquement normaux
(LAN). Ainsi, le rapport de vraisemblance limite (donné par cette propriété LAN) est le
même pour tous les modèles réguliers. En particulier, les estimateurs classiques — l’esti-
mateur du maximum de vraisemblance (EMV) et les estimateurs bayésiens (EB) — sont
consistants, asymptotiquement normaux et asymptotiquement efficaces dans ce type de
modèles.
Dans le cas non-régulier, la situation change sensiblement. La vitesse de renormalisation
est généralement plus grande, mais les rapports de vraisemblance limites peuvent être
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différents selon les modèles. L’EMV et les EB sont toujours consistants, leur vitesse de
convergence est meilleure, mais leurs lois limites peuvent être différentes et, en général,
seuls les EB sont asymptotiquement efficaces.
Nous considérons ici trois rapports de vraisemblance limites (Zρ, Zγ,f et Z0) apparaissant
dans divers modèles de rupture rencontrés en statistique inférentielle.
2.1.1 Processus Zρ
Le premier rapport de vraisemblance limite Zρ est une exponentielle d’un processus de
Poisson bilatéral avec dérive. Plus précisément, Zρ est le processus stochastique sur R (à
trajectoires càdlàg) défini par
lnZρpxq 
$&%ρΠ pxq  x, si x ¥ 0, ρΠ pxq x, si x   0, (2.1)
où ρ ¡ 0, et Π  et Π sont deux processus de Poisson indépendants d’intensités respec-
tives 1{peρ  1q et 1{p1 eρq. Nous introduisons également les variables aléatoires
ζρ 
³
R
xZρpxq dx³
R
Zρpxq dx et ξρ  argmaxxPR Zρpxq, (2.2)
leurs deuxièmes moments Bρ  E ζ2ρ etMρ  E ξ2ρ, ainsi que la quantité Eρ  Bρ{Mρ.
Le processus Zρ apparaît dans divers modèles de rupture en tant que rapport de vraisem-
blance limite, et les variables ζρ et ξρ en tant que lois limites respectives des EB et de
l’EMV. De plus, Bρ et Mρ sont les erreurs moyennes quadratiques limites de ces estima-
teurs et, les EB étant asymptotiquement efficaces, Eρ est l’efficacité asymptotique relative
de l’EMV.
Le modèle principal ayant Zρ pour rapport de vraisemblance limite est le modèle d’ob-
servations i.i.d. ayant une discontinuité (un saut) dans leur densité. Le premier résultat
général sur ce modèle remonte probablement à Chernoff et Rubin [30]. Plus tard, il a été
étudié de façon plus approfondie par Ibragimov et Khasminskii dans [65, Chapitre 5]
 
voir
également leurs travaux plus anciens [61] et [62]

.
D’autres modèles faisant apparaître le processus Zρ sont rencontrés dans la statistique des
processus de Poisson non-homogènes (lorsque les fonctions d’intensité sont discontinues).
On peut trouver plusieurs exemples de tels modèles dans Kutoyants [73, Chapitre 5]
 
voir
aussi [71]

.
Notons enfin que dans tous ces modèles le paramètre ρ est directement lié à la taille du
saut.
2.1.2 Processus Zγ,f
Le deuxième rapport de vraisemblance limite Zγ,f est une exponentielle d’un processus
de Poisson composé bilatéral. Plus précisément, Zγ,f est le processus stochastique sur R
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(à trajectoires càdlàg) défini par
lnZγ,f pxq 
$''&''%
°Π pxq
k1 ln
fpε 
k
 γq
fpε 
k
q
, si x ¥ 0,°Πppxqq
k1 ln
fpε
k
γq
fpε
k
q
, si x   0,
(2.3)
où γ ¡ 0, f est une densité strictement positive d’une certaine variable aléatoire ε de
moyenne 0 et de variance 1, Π  et Π sont deux processus de Poisson indépendants
d’intensité 1, εk sont des variables i.i.d. de densité f qui sont également indépendantes
de Π, et on utilise la convention
°0
k1 ak  0. Nous introduisons également les variables
aléatoires
ζγ,f 
³
R
xZγ,f pxq dx³
R
Zγ,f pxq dx ,
ξγ,f  inf
!
z : Zγ,f pzq  max
xPR
Zγ,f pxq
)
,
ξ γ,f  sup
!
z : Zγ,f pzq  max
xPR
Zγ,f pxq
)
,
ξαγ,f  α ξγ,f   p1 αq ξ γ,f , α P r0, 1s,
(2.4)
et les quantités Bγ,f  E ζ2γ,f , Mαγ,f  Epξαγ,f q2 et Eαγ,f  Bγ,f{Mαγ,f .
Un cas particulier important de ce processus est celui où la densité f est gaussienne, c’est-
à-dire εü N p0, 1q. Dans ce cas, nous omettons l’indice f et écrivons Zγ au lieu de Zγ,f ,
ξαγ au lieu de ξ
α
γ,f , etc. Notons que comme
ln
fpε γq
fpεq  	γε
γ2
2
ü N pγ2{2, γ2q,
le processus Zγ est symétrique et ces sauts sont gaussiens.
Le processus Zγ,f apparaît dans certains modèles de rupture en tant que rapport de
vraisemblance limite, et les variables ζγ,f et ξαγ,f en tant que lois limites des EB et de
l’EMV convenablement choisi. L’EMV n’étant pas unique dans les modèles sous-jacents,
le choix convenable ici est la combinaison linéaire avec poids α et 1  α de ses valeurs
minimale et maximale. De plus, Bγ,f et Mαγ,f sont les erreurs moyennes quadratiques
limites de ces estimateurs et, les EB étant asymptotiquement efficaces, Eαγ,f est l’efficacité
asymptotique relative de l’EMV ainsi choisi.
Les exemples incluent le modèle de régression à deux régimes (two-phase regression model)
et le modèle auto-régressif à seuil (threshold autoregressive model).
Le cas linéaire du premier modèle a été étudié dans Koul et Qian [68], tandis que le cas
non-linéaire a été considéré dans Ciuperca [33].
En ce qui concerne le modèle auto-régressif à seuil, les premiers résultats ont été obtenus
par Chan dans [26], où il a étudié l’estimateur des moindres carrés (qui est, dans le
cas gaussien, équivalent à l’EMV). Des études plus récentes et plus approfondies ont été
réalisées par de nombreux auteurs
 
voir, par exemple, [27–29,31,32,88]

.
Notons enfin que dans les deux modèles le paramètre γ est directement lié à la taille du
saut.
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2.1.3 Processus Z0
Le troisième rapport de vraisemblance limite Z0 est une exponentielle d’un mouvement
brownien bilatéral avec dérive. Plus précisément, Z0 est le processus stochastique sur R
(à trajectoires continues) défini par
Z0pxq  exp
!
W pxq  1
2
|x|
)
, x P R, (2.5)
où W  tW pxq, x P Ru est un mouvement brownien bilatéral standard, c’est-à-dire un
processus gaussien à trajectoires continues, de moyenne nulle, de variance EW 2pxq  |x|,
et dont les accroissements sont indépendants et stationnaires
 
autrement dit,W et Z0 sont
des cas particuliers respectifs avec H  1{2 du mouvement brownien fractionnaire WH et
du processus Z défini par (1.6)

.
Nous introduisons également les variables aléatoires
ζ0 
³
R
xZ0pxq dx³
R
Z0pxq dx et ξ0  argmaxxPR Z0pxq, (2.6)
leurs deuxièmes moments B0  E ζ20 et M0  E ξ20 , ainsi que la quantité E0  B0{M0.
Les rôles joués par ces variables et quantités dans les modèles ayant le processus Z0 pour
rapport de vraisemblance limite sont les mêmes que précédemment.
Les modèles faisant apparaître le processus Z0 se rencontrent dans de nombreux domaines
de la statistique inférentielle. Un exemple bien connu est le modèle d’un signal discontinu
dans un bruit blanc gaussien
 
Ibragimov et Khasminskii [64] et [65, Section 7.2]

, mais on
peut également en citer d’autres : des modèles de rupture pour des systèmes dynamiques
avec un petit bruit
 
Kutoyants [71] et [72, Chapitre 5]

ainsi que pour des processus de
diffusion ergodiques
 
Kutoyants [74, Chapitre 3]

, un modèle de rupture pour les équations
différentielles stochastiques à retard
 
Küchler et Kutoyants [70]

, un modèle de rupture de
type i.i.d.
 
Deshayes et Picard [40]

, le modèle d’un signal discontinu périodique dans une
diffusion non-homogène en temps
 
Höpfner et Kutoyants [58–60]

, un modèle de rupture
pour des processus de diffusion à seuil
 
Kutoyants [75]

, etc.
Notons également que dans [86], Terent’yev a déterminé la transformée de Laplace de
P
 |ξ0| ¡ t et en a déduit la constante M0  26. En outre, des expressions explicites
de la densité de ξ0 ont été données dans Bhattacharya et Brockwell [25], Yao [89] et
Fujii [51].
En ce qui concerne la constante B0, dans [65, Chapitre 7.3] Ibragimov et Khasminskii ont
montré à l’aide de simulations numériques que B0  19.50.5 (et donc E0  0.730.03).
Plus tard, dans [56], Golubev a exprimé B0 en fonction de la dérivée seconde (par rapport
à un paramètre) d’une intégrale impropre d’une fonction composée des fonctions modifiées
de Hankel et de Bessel. Finalement, Rubin et Song ont obtenu dans [80] les valeurs exactes
B0  16 ζp3q et E0  8 ζp3q{13, où ζ est la fonction zêta de Riemann définie par
ζpsq 
 8¸
n1
1{ns.
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Les variables aléatoires et les quantités d’intérêt statistique correspondantes aux processus
Zρ et Zγ,f sont beaucoup moins étudiées. On peut citer Pflug [77] pour quelques résultats
concernant la distribution des variables aléatoires
argmax
xPR 
Zρpxq et argmax
xPR
Zρpxq
liées à ξρ.
2.2 Comportement de Zρ lorsque ρ est au voisinage de 0
ou de  8
Les résultats présentés dans cette section ont fait l’objet d’un article [11], dans lequel, en
particulier, un lien entre les rapports de vraisemblance limites Zρ et Z0 a été découvert.
Notamment, il a été établi que pour de petites valeurs du paramètre ρ, le premier rapport
peut être approché par le second. Plus précisément, il a été montré que lorsque ρÑ 0, le
processus Zρ (après un changement judicieux d’échelle de temps) converge vers le proces-
sus Z0 dans l’espace de Skorohod D0pRq des fonctions càdlàg sur R tendant vers 0 en 8.
Il en a été déduit que les variables et les quantités d’intérêt statistique liées au premier
rapport (comme, par exemple, ζρ ou Bρ) peuvent être approchées par celles liées au second.
Le comportement de Zρ pour de grandes valeurs du paramètre ρ (ρÑ  8) a également
été étudié, et tous les résultats ont été illustrés par des simulations numériques.
2.2.1 Lien entre les rapports de vraisemblance limites Zρ et Z0
Soit ρ ¡ 0, et soit le processus stochastique Xρpyq  Zρpy{ρq, y P R, où Zρ est défini
par (2.1). Notons que³
R
y Xρpyq dy³
R
Xρpyq dy  ρ ζρ et argmaxyPR Xρpyq  ρ ξρ,
où les variables aléatoires ζρ et ξρ sont définies par (2.2). Rappelons également le proces-
sus Z0 défini par (2.5) et les variables aléatoires ζ0 et ξ0 définies par (2.6), ainsi que toutes
les quantités d’intérêt statistique liées aux variables (2.2) et (2.6).
Le résultat principal de [11] est le théorème suivant.
Théorème 2.1. Le processus Xρ converge faiblement dans l’espace D0pRq vers le pro-
cessus Z0 lorsque ρÑ 0. En particulier, les variables aléatoires ρ ζρ et ρ ξρ convergent en
loi vers les limites respectives ζ0 et ξ0. De plus, pour tout k ¡ 0, on a
ρk E ζkρ Ñ E ζk0 et ρk E ξkρ Ñ E ξk0 .
En particulier, ρ2Bρ Ñ 16 ζp3q, ρ2Mρ Ñ 26 et Eρ Ñ 8 ζp3q{13.
Outre leur intérêt théorique, ces résultats permettent, par exemple, de construire des tests
et des intervalles de confiance en se basant sur les lois de ζ0 et de ξ0 (plutôt que sur les
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lois beaucoup moins connues de ζρ et de ξρ) dans les modèles ayant pour rapport de vrai-
semblance limite le processus Zρ avec ρ petit. De plus, les erreurs moyennes quadratiques
limites et l’efficacité asymptotique relative de l’EMV peuvent être approchées comme
Bρ  16 ζp3q ρ2, Mρ  26 ρ2 et Eρ  8 ζp3q{13
dans ces modèles.
Les résultats concernant la variable aléatoire ζρ sont une conséquence directe du Théo-
rème 1.10.2 de Ibragimov et Khasminskii [65] et des trois lemmes suivants.
Lemme 2.2. Les distributions fini-dimensionnelles de Xρ convergent vers celles de Z0
lorsque ρÑ 0.
Lemme 2.3. Pour tout ρ ¡ 0 et tous y1, y2 P R, on a
E
X1{2ρ py1q X1{2ρ py2q2 ¤ 14 |y1  y2| .
Lemme 2.4. Pour tout c P s 0 , 1{8 r, on a
EX1{2ρ pyq ¤ exp
 c |y|
pour tout ρ suffisamment petit et tout y P R.
Notons que ces lemmes ne sont pas suffisants pour établir la convergence faible du pro-
cessus Xρ dans l’espace D0pRq et les résultats concernant la variable aléatoire ξρ. Cepen-
dant, les accroissements du processus lnXρ étant indépendants, la convergence de ses
restrictions (et donc de celles de Xρ) sur tout intervalle fini rA,Bs  R
 
c’est-à-dire la
convergence dans l’espace de Skorohod DpA,Bq des fonctions càdlàg sur rA,Bs découle
du Théorème 6.5.5 de Gihman et Skorohod [54], du Lemme 2.2 et du lemme suivant.
Lemme 2.5. Pour tout ε ¡ 0, on a
lim
hÑ0
lim
ρÑ0
sup
|y1y2| h
P
!lnXρpy1q  lnXρpy2q ¡ ε)  0.
Maintenant, le Théorème 2.1 se déduit de l’estimation suivante des queues du processusXρ
par un argument classique
 
voir, par exemple, Ibragimov et Khasminskii [65]

.
Lemme 2.6. Pour tout b P s 0 , 3{40 r, on a
P
"
sup
|y|¡A
Xρpyq ¡ ebA
*
¤ 4 ebA
pour tout ρ suffisamment petit et tout A ¡ 0.
2.2.2 Comportement de Zρ pour de grandes valeurs de ρ
Lorsque ρÑ  8, le processus Zρ converge faiblement dans l’espace D0pRq vers le proces-
sus Z8pxq  ex 1tx¥ηu, x P R, où η est une variable aléatoire exponentielle négative de
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paramètre 1
 
c’est-à-dire Ptη   tu  et pour tout t ¤ 0. Ainsi, les variables aléatoires
ζρ et ξρ convergent en loi vers les limites respectives
ζ8 
³
R
xZ8pxq dx³
R
Z8pxq dx  η   1 et ξ8  argmaxxPR Z8pxq  η.
De plus, pour tout k ¡ 0, on a
E ζkρ Ñ E ζk8 et E ξkρ Ñ E ξk8.
En particulier, en posant B8  E ζ28, M8  E ξ28 et E8  B8{M8, nous obtenons
Bρ Ñ B8 Epη   1q2  1, Mρ ÑM8 E η2  2 et Eρ Ñ E8 1{2.
Notons que ces convergences sont naturelles, car le processus Z8 peut être vu comme un
cas particulier du processus Zρ avec ρ   8 en admettant la convention  8  0  0.
2.2.3 Simulations numériques
Nous avons également réalisé dans [11] des simulations numériques de Bρ, Mρ et Eρ pour
ρ P s0,8r, afin d’illustrer les comportements asymptotiques
Bρ  B0 ρ2 , Mρ M0 ρ2 et Eρ Ñ E0 lorsque ρÑ 0,
où B0  16 ζp3q  19.2329, M0  26 et E0  8 ζp3q{13  0.7397, et
Bρ Ñ B8  1, Mρ ÑM8  2 et Eρ Ñ E8  0.5 lorsque ρÑ  8.
Pour cela, nous avons simulé 107 trajectoires de Zρ (pour chaque valeur de ρ) et nous
avons approché Bρ et Mρ par les deuxièmes moments empiriques de ζρ et de ξρ.
Le comportement asymptotique en 0 des erreurs moyennes quadratiques limites Bρ et Mρ
peut être observé dans la Figure 3, où nous avons également tracé les fonctions ρ2Bρ
et ρ2Mρ faisant apparaître les constantes B0  19.2329 et M0  26.
0 1 2 3 4 5 6 7 8 9 10 11 12
0
10
20
30
40
50
60
70
80
90
100
Mρ
Bρ
ρ2Mρ
ρ2Bρ
Figure 3 – Comportement de Bρ et de Mρ en 0.
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Dans la Figure 4, une échelle différente est utilisée pour l’axe des ordonnées afin de
mieux illustrer le comportement asymptotique en  8 des erreurs moyennes quadratiques
limites Bρ et Mρ, ainsi que le comportement asymptotique en 0 et en  8 de Eρ. Notons
que la fonction Eρ semble être décroissante, ce qui permet de conjecturer que l’efficacité
asymptotique relative de l’EMV augmente lorsque ρ diminue, en restant toujours comprise
entre E8  0.5 et E0  0.7397.
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Figure 4 – Comportement de Bρ et de Mρ en  8, ainsi que celui
de Eρ en 0 et en  8.
2.3 Comportement de Zγ,f lorsque γ est au voisinage
de 0 ou de  8
Les résultats présentés dans cette section ont été obtenus en collaboration avec Ilia Negri
(Université des Études de Bergame) et ont fait l’objet d’un article [13] et d’un acte de
congrès [17]. Notamment, nous avons montré que pour de petites valeurs du paramètre γ,
le rapport de vraisemblance limite Zγ,f (tout comme Zρ) peut être approché par la limite
brownienne Z0. Plus précisément, nous avons établi que lorsque γ Ñ 0, le processus Zγ,f
(après un changement judicieux d’échelle de temps) converge vers le processus Z0 dans
l’espace D0pRq. Ce résultat nous a permis de faire des déductions similaires à celles de [11].
Enfin, nous avons également étudié le comportement de Zγ,f pour de grandes valeurs du
paramètre γ (γ Ñ 8) et illustré tous les résultats par des simulations numériques.
2.3.1 Lien entre les rapports de vraisemblance limites Zγ,f et Z0
Soit γ ¡ 0, et soit f une densité strictement positive d’une certaine variable aléatoire ε
de moyenne 0 et de variance 1.
Nous supposons dans la suite que la condition de régularité suivante est satisfaite.
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pRq La fonction ?f est continûment dérivable en L2, c’est-à-dire il existe ψ P L2 telle
que
³
R
 a
fpx  hq afpxq  hψpxq2 dx  oph2q et ³
R
 
ψpx  hq ψpxq2 dx  op1q. De
plus, }ψ} ¡ 0.
Notons que sous cette condition, le modèle d’observations i.i.d. de densité fpx  θq est, en
particulier, LAN en θ  0 avec l’information de Fisher I  4 }ψ}2  4 ³
R
ψ2pxq dx  voir,
par exemple, [65, Chapitre 2.1]

. Par conséquent, en utilisant les fonctions caractéristiques,
nous obtenons
lim
nÑ8

E e
it ln fpε u{
?
nq
fpεq
	n
 eip Iu
2
2 qt 12 Iu2t2
et, plus généralement,
lim
γÑ0

E e
it ln fpε γq
fpεq
	1{γ2
 eip I2qt 12 It2 (2.7)
pour tout t P R.
Notons également que seule la convergence (2.7) est nécessaire dans nos considérations.
Ainsi, on peut remplacer la condition pRq par (2.7) ou par toute autre condition impli-
quant (2.7), comme, par exemple, la conditions de Hájek : f est dérivable et l’information
de Fisher I  ³
R
f1pxq  f 1pxq2 dx est finie et strictement positive.
Notons finalement que dans le cas gaussien, la condition de régularité est clairement
remplie et nous avons I  1.
Nous introduisons maintenant le processus stochastique Xγ,f pyq  Zγ,f py{Iγ2q, y P R, où
Zγ,f est défini par (2.3). Notons que ³
R
y Xγ,f pyq dy³
R
Xγ,f pyq dy  Iγ
2ζγ,f ,
inf
!
z : Xγ,f pzq  max
yPR
Xγ,f pyq
)
 Iγ2ξγ,f
et
sup
!
z : Xγ,f pzq  max
yPR
Xγ,f pyq
)
 Iγ2ξ γ,f ,
où les variables aléatoires ζγ,f et ξ

γ,f sont définies par (2.4). Rappelons également le
processus Z0 défini par (2.5) et les variables aléatoires ζ0 et ξ0 définies par (2.6), ainsi que
toutes les quantités d’intérêt statistique liées aux variables (2.4) et (2.6).
Le résultat principal de [13] est le théorème suivant.
Théorème 2.7. Le processus Xγ,f converge faiblement dans l’espace D0pRq vers le pro-
cessus Z0 lorsque γ Ñ 0. En particulier, la variable aléatoire Iγ2ζγ,f converge en loi vers
la variable aléatoire ζ0 et, pour tout α P r0, 1s, la variable aléatoire Iγ2ξαγ,f converge en
loi vers la variable aléatoire ξ0. De plus, pour tout k ¡ 0, on a
Ikγ2k E ζkγ,f Ñ E ζk0 et Ikγ2k Epξαγ,f qk Ñ E ξk0 .
En particulier, I2γ4Bγ,f Ñ 16 ζp3q, I2γ4Mαγ,f Ñ 26 et Eαγ,f Ñ 8 ζp3q{13.
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Outre leur intérêt théorique, ces résultats permettent, par exemple, de construire des tests
et des intervalles de confiance en se basant sur les lois de ζ0 et de ξ0 (plutôt que sur les
lois de ζγ,f et de ξαγ,f , qui dépendent de la densité f et ne sont pas connues explicitement)
dans les modèles ayant pour rapport de vraisemblance limite le processus Zγ,f avec γ petit.
De plus, les erreurs moyennes quadratiques limites et l’efficacité asymptotique relative de
l’EMV (convenablement choisi) peuvent être approchées comme
Bγ,f  16 ζp3q I2 γ4 , Mαγ,f  26 I2 γ4 et Eαγ,f  8 ζp3q{13
dans ces modèles.
La démonstration du Théorème 2.7 suit le schéma utilisé dans la section précédente et
fait intervenir cinq lemmes en tout point similaires aux Lemmes 2.2–2.6. Cependant, les
preuves de ces lemmes nécessitent des techniques sensiblement différentes.
2.3.2 Comportement de Zγ,f pour de grandes valeurs de γ
Lorsque γ Ñ  8, le processus Zγ,f converge faiblement dans l’espace D0pRq vers le
processus Z8pxq  1tη¤x τu, x P R, où η et τ sont deux variables aléatoires exponen-
tielles indépendantes de paramètre 1. Ainsi, les variables aléatoires ζγ,f , ξ

γ,f , ξ
 
γ,f et ξ
α
γ,f
convergent en loi vers les limites respectives
ζ8 
³
R
xZ8pxq dx³
R
Z8pxq dx 
τ  η
2
,
ξ8  inf
!
z : Z8pzq  max
xPR
Z8pxq
)
 η,
ξ 8  sup
!
z : Z8pzq  max
xPR
Z8pxq
)
 τ
et
ξα8  α ξ8   p1 αq ξ 8  p1 αq τ  α η.
De plus, pour tout k ¡ 0, on a
E ζkγ,f Ñ E ζk8 et Epξαγ,f qk Ñ Epξα8qk.
En particulier, en posant B8  E ζ28, Mα8  Epξα8q2 et Eα8  B8{Mα8, nous obtenons
Bγ,f Ñ B8  E
τ  η
2
	2
 1
2
,
Mαγ,f ÑMα8  E
 p1 αq τ  α η2  6α  1
2

2
  1
2
(2.8)
et
Eαγ,f Ñ Eα8 
1
12
 
α  1
2
2   1 . (2.9)
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Notons que ces convergences sont naturelles, car le processus Z8 peut être vu comme
un cas particulier du processus Zγ,f avec γ   8 en admettant les conventions habi-
tuelles.
Finalement, notons que les formules (2.8) et (2.9) impliquent clairement que dans tout
modèle ayant pour rapport de vraisemblance limite le processus Z8, le meilleur choix de
l’EMV correspond à α  1{2 (l’EMV ainsi choisi est même asymptotiquement efficace). Ce
choix a également été suggéré pour le modèle auto-régressif à seuil (qui a pour rapport de
vraisemblance limite le processus Zγ,f ) par Chan et Kutoyants dans [27,28]. Au vu de nos
résultats asymptotiques, cette suggestion semble justifiée lorsque γ est grand. Cependant,
nous constatons que lorsque γ est petit, le choix de α n’a plus beaucoup d’importance,
car les limites dans le Théorème 2.7 ne dépendent pas de α.
2.3.3 Simulations numériques
Nous avons également réalisé dans [13] des simulations numériques (dans le cas gaussien)
de Bγ, Mαγ et E
α
γ pour γ P s0,8r, afin d’illustrer les comportements asymptotiques
Bγ  B0 γ4, Mαγ M0 γ4 et Eαγ Ñ E0 lorsque γ Ñ 0,
où B0  16 ζp3q  19.2329, M0  26 et E0  8 ζp3q{13  0.7397, et
Bγ Ñ B8, Mαγ ÑMα8 et Eαγ Ñ Eα8 lorsque γ Ñ 8,
où B8  0.5, Mα8  6 pα  0.5q2   0.5 et Eα8  1{
 
12 pα  0.5q2   1.
Pour cela, nous avons simulé 107 trajectoires de Zγ (pour chaque valeur de γ) et nous
avons approché Bγ etMαγ (avec α  1{2, 1{4 et 0) par les deuxièmes moments empiriques
de ζγ et de ξαγ .
Le comportement asymptotique en 0 des erreurs moyennes quadratiques limites Bγ etMαγ
peut être observé dans la Figure 5, où nous avons plutôt tracé les fonctions γ4Bγ et γ4Mαγ
faisant apparaître les constantes B0  19.2329 etM0  26. On peut constater que le choix
α  1{2 est le meilleur, même si sa supériorité s’estompe à mesure que γ s’approche de 0
et semble négligeable pour γ   1.
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Figure 5 – Comportement de Bγ et de Mαγ en 0.
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La Figure 6 illustre le comportement asymptotique en  8 des erreurs moyennes quadra-
tiques limites Bγ et Mαγ . Ici, la supériorité du choix α  1{2 est évidente. De plus, on
peut constater que pour γ ¡ 5, ce choix rend négligeable la perte d’efficacité résultant de
l’utilisation de l’EMV à la place des estimateurs asymptotiquement efficaces bayésiens.
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Figure 6 – Comportement de Bγ et de Mαγ en  8.
Enfin, la Figure 7 illustre le comportement asymptotique en 0 et en  8 de Eαγ .
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Figure 7 – Comportement de Eαγ en 0 et en  8.
Chapitre 3
Gibbsianité des champs aléatoires
Dans ce chapitre nous présentons les résultats principaux de l’article [9]. Quelques résultats
nécessaires, obtenus dans les articles [3,6], sont également rappelés dans la Section 3.2.1.
L’ensemble de ces travaux a été réalisé en collaboration avec Boris Nahapetian (Académie
des Sciences de la République d’Arménie).
3.1 Champs aléatoires
Nous considérons les champs aléatoires sur le réseau entier ν-dimensionnel Zν (ou, plus
généralement, sur un ensemble dénombrable L de sites), c’est-à-dire les mesures de pro-
babilité P sur
 
X Z
ν
,FZ
ν
, où pX ,F q est un espace mesurable de valeurs du champ sur
un seul site (dit espace d’états). Habituellement, l’espace X est supposé être muni d’une
topologie T , et F est supposée être la tribu borélienne engendrée par cette topologie.
Ici, nous nous concentrons sur le cas où X est fini, T est la topologie discrète, et F est
la tribu totale, c’est-à-dire F  T  partpX q.
Pour tout S  Zν , nous notons E pSq l’ensemble des parties finies de S, c’est-à-dire nous
posons E pSq   Λ  S : |Λ|   8(, où |Λ| désigne le nombre de sites dans le volume Λ ou,
autrement dit, le cardinal de l’ensemble Λ. Pour simplifier les notations, nous omettrons
souvent les accolades pour les ensembles uniponctuels : nous écrirons, par exemple, t au
lieu de ttu. Nous posons également E pSq  E pSqzt/©u. Pour S  Zν , nous écrirons
simplement E  E pZνq et E   E pZνq.
Pour tout S  Zν , l’espace X S est l’espace de toutes les configurations sur S (ou dans le
volume S). Si S  /©, nous admettons que l’espace X /©  t/©u, où /© est la configuration
“vide”. Pour tous T, S  Zν tels que T  S et toute configuration x  txt, t P Su sur S,
nous notons xT la sous-configuration (restriction) de x sur T définie par xT  txt, t P T u.
Pour tous T, S  Zν tels que T X S  /© et toutes configurations x sur T et y sur S,
nous notons xy la concaténation de x et de y, c’est-à-dire la configuration sur T Y S
égale à x sur T et à y sur S
 
autrement dit, telle que pxyqT  x et pxyqS  y

. Pour
toute configuration x P X S, l’ensemble S  Zν est appelé support de x et nous écrivons
S  Spxq. Pour tout Λ P E , nous notonsX Λ  ¤
rΛPE pΛcq
X
rΛ
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l’espace de toutes les configurations ayant un support fini non-vide inclus dans l’extérieur
de Λ, c’est-à-dire dans Λc  ZνzΛ.
Pour S  Zν , une distribution de probabilité sur X S sera notée PS. Notons que si S  /©,
il n’existe qu’une seule distribution possible P/©p/©q  1. Pour tous T, S  Zν tels que
T  S et toute distribution PS, nous notons
 
PS

T
la distribution marginale (projection)
de PS sur T . Si Λ P E et I  Λ, on peut écrire PΛ 
 
PΛpxq, x P X Λ
(
et 
PΛ

I
pxq 
¸
yPX ΛzI
PΛpxyq, x P X I .
Un champ aléatoire P sur Zν est déterminé de façon unique par (et peut donc être identifié
avec) le système tPΛ, Λ P E u de ses distributions fini-dimensionnelles qui est cohérent
au sens de (consistent in the sense of) Kolmogorov : pour tout Λ P E et tout I  Λ,
on a
 
PΛ

I
 PI .
Enfin, un champ aléatoire P est dit strictement positif si pour tout Λ P E , la distribution
fini-dimensionnelle PΛ est strictement positive, c’est-à-dire PΛpxq ¡ 0 pour tout x P X Λ.
L’ensemble des champs aléatoires strictement positifs est noté P.
3.1.1 Distributions fini-conditionnelles et conditionnelles
Soit P un champ aléatoire. Pour tout Λ P E , nous notons PE pΛcq la mesure (σ-finie)
sur X Λ, dont la restriction sur X rΛ est P
rΛ pour tout
rΛ P E pΛcq. Autrement dit, PE pΛcq
est la somme directe des mesures P
rΛ.
Pour tout Λ P E , les rapports
q
rx
Λpxq 
PΛYSprxqpxrxq
PSprxqprxq , x P X Λ,
existent (ont des dénominateurs non-nuls) pour PE pΛcq-presque tout rx P X Λ. Tout sys-
tème rQ  !QrxΛ, Λ P E et rx P X Λ)
de distributions de probabilité tel que pour tout Λ P E on a QrxΛ  qrxΛ pour PE pΛcq-pres-
que tout rx P X Λ est dit être une distribution fini-conditionnelle du champ aléatoire P.
Autrement dit, une distribution fini-conditionnelle du champ aléatoire P est l’ensemble
des rapports qrxΛ existants complété par des distributions quelconques pour les rx pour
lesquelles ces rapports n’existent pas. Le sous-système de rQ constitué des distributions
uniponctuelles
 |Λ|  1 est dit être une distribution fini-conditionnelle uniponctuelle
de P. Notons qu’en général, un champ aléatoire admet plusieurs versions de la distribution
fini-conditionnelle ainsi que de la distribution fini-conditionnelle uniponctuelle. Toutefois,
pour un champ aléatoire strictement positif, ces distributions sont déterminées de façon
unique et sont strictement positives (constituées d’éléments strictement positifs). Notons
également qu’il n’est pas difficile de vérifier que si un champ aléatoire P admet une version
strictement positive de la distribution fini-conditionnelle (ou même de la distribution fini-
conditionnelle uniponctuelle), alors P est nécessairement strictement positif lui-même.
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En outre, pour tout Λ P E , les limites
q
x
Λpxq  lim
rΛÒZνzΛ
q
x
rΛ
Λ pxq , x P X Λ,
existent pour PΛc-presque tout x P X Λc . Tout système
Q 
!
QxΛ, Λ P E et x P X Λ
c
)
de distributions de probabilité tel que pour tout Λ P E on a QxΛ  qxΛ pour PΛc-presque
tout x P X Λc est dit être une distribution conditionnelle du champ aléatoire P. Le
sous-système de Q constitué des distributions uniponctuelles est dit être une distribution
conditionnelle uniponctuelle de P. Notons qu’en général, un champ aléatoire P admet plu-
sieurs versions de la distribution conditionnelle ainsi que de la distribution conditionnelle
uniponctuelle (même si P est strictement positif). Notons également que si un champ aléa-
toire P admet une version strictement positive de la distribution conditionnelle (ou même
de la distribution conditionnelle uniponctuelle), alors P est nécessairement strictement
positif lui-même. Pour le cas de la distribution conditionnelle ce fait est bien connu, alors
que le cas de la distribution conditionnelle uniponctuelle est l’objet de la Proposition 3.7
ci-dessous.
Pour conclure cette section, soulignons que la distribution fini-conditionnelle (resp. fini-
conditionnelle uniponctuelle) d’un champ aléatoire contient plus d’informations sur le
champ aléatoire que sa distribution conditionnelle (resp. conditionnelle uniponctuelle).
En effet, si la dernière peut clairement être déduite de la première (par passage à la li-
mite), l’inverse n’est pas aussi évident et n’est même pas vrai en général. En effet, dans
le cas strictement positif, la distribution fini-conditionnelle (resp. fini-conditionnelle uni-
ponctuelle) détermine le champ aléatoire de façon unique (voir la Section 3.2.2), tandis que
la distribution conditionnelle (resp. conditionnelle uniponctuelle) ne le fait pas toujours
(transitions de phase).
Tout cela devient particulièrement clair dans le cas markovien, quand la distribution condi-
tionnelle (resp. conditionnelle uniponctuelle) peut être vue comme un sous-système de la
distribution fini-conditionnelle (resp. fini-conditionnelle uniponctuelle). En effet, soit P
un champ de Markov, c’est-à-dire pour tout Λ P E et tout x P X Λc , on a QxΛ  Q
xBΛ
Λ , où
BΛ désigne le voisinage de Λ. La dernière égalité montre que les éléments de la distribution
conditionnelle (resp. conditionnelle uniponctuelle) de P peuvent être considérés comme
des éléments de la distribution fini-conditionnelle (resp. fini-conditionnelle uniponctuelle)
de P. Cependant, tous les éléments de la dernière ne correspondent pas aux éléments de
la première : seuls les éléments QrxΛ tels que Sprxq  BΛ possèdent cette propriété.
3.1.2 Description des champs aléatoires par leurs distributions
conditionnelles
La théorie des champs aléatoires a été formalisée par Dobrushin dans [41–43], où il a
établi la description des champs par leurs distributions conditionnelles. Plus précisément,
les champs aléatoires sont décrits par des spécifications, c’est-à-dire par des systèmes
Q 
!
QxΛ, Λ P E et x P X Λ
c
)
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de distributions de probabilité tels que
QxΛpxyq 
 
QxΛ

ΛzI
pxq QxxI pyq
pour tous Λ P E , I  Λ, x P X ΛzI , y P X I et x P X Λc .
(3.1)
Notons que toutes les versions de la distribution conditionnelle d’un champ aléatoire P
satisfont la modification de (3.1) où PΛc-presque toutes (et non nécessairement toutes) les
configurations x P X Λc sont considérées. De plus, tout champ aléatoire admet au moins
une version de la distribution conditionnelle qui est une spécification
 
voir Goldstein [55],
Preston [79] et Sokal [82]

.
L’un des objectifs principaux de la théorie de Dobrushin est d’étudier l’ensemble des
champs aléatoires compatibles avec une spécification donnée, c’est-à-dire admettant cette
spécification comme une version de la distribution conditionnelle. Les conditions les plus
connues suffisantes pour l’existence et pour l’unicité d’un champ aléatoire compatible avec
une spécification donnée sont respectivement la quasilocalité et la condition d’unicité de
Dobrushin. Comme la première jouera un rôle important dans nos considérations, nous la
rappelons ci-dessous.
Soit S  Zν . Une fonction g à valeurs réelles sur X S est dite quasilocale si
lim
ΛÒS
sup
x,yPX S :x
Λ
y
Λ
gpxq  gpyq  0
ou, autrement dit, si g est une limite uniforme de fonctions, chacune desquelles ne dépend
que des valeurs de la configuration sur un ensemble fini de sites (fonctions locales). No-
tons également que la quasilocalité n’est rien d’autre que la continuité par rapport à la
topologie T S et que, vu que X S est compact, les conditions de positivité stricte et de
non-nullité uniforme sont équivalentes pour les fonctions locales et quasilocales.
Une spécification Q   QxΛ, Λ P E et x P X Λc( est dite quasilocale (resp. locale) si
pour tout Λ P E et tout x P X Λ, la fonction x ÞÑ QxΛpxq sur X Λc est quasilocale (resp.
locale).
Finalement, une spécification est dite strictement positive si tous ses éléments sont stric-
tement positifs.
3.1.3 Spécifications gibbsiennes et champs aléatoires de Gibbs
Les champs aléatoires de Gibbs sont définis en termes de spécifications gibbsiennes, qui
sont à leur tour définies en termes de potentiels.
Toute fonction Φ sur X /© à valeurs dans RY t 8u est appelée potentiel (d’interaction).
Un potentiel Φ est dit convergent s’il est à valeurs réelles, et si la série¸
rJPE ptcq
Φ
 
xx
rJ

(3.2)
converge pour tous t P Zν , x P X t et x P X tc .
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Un potentiel Φ est dit uniformément convergent s’il est convergent, et si la convergence
dans (3.2) est uniforme par rapport à x.
Un potentiel Φ est dit de portée finie si pour tout t P Zν , il existe seulement un nombre
fini de volumes rJ P E ptcq tels que Φ  0 sur X tY rJ . Notons que tout potentiel à valeurs
réelles de portée finie est uniformément convergent.
Pour tout potentiel convergent Φ, une spécification Q   QxΛ, Λ P E et x P X Λc( peut
être construite à l’aide des formules de Gibbs
QxΛpxq 
exp
 UxΛ pxq°
yPX Λ
exp
 UxΛ pyq , Λ P E , x P X Λ, x P X Λc , (3.3)
où
UxΛ pxq 
¸
J : /©JΛ
¸
rJPE pΛcq
Φ
 
xJ x rJ

, Λ P E , x P X Λ, x P X Λc . (3.4)
La spécificationQ est dite gibbsienne avec le potentiel Φ. Tout champ aléatoire compatible
avec Q est dit champ de Gibbs avec le potentiel Φ.
Dans ce mémoire, nous considérons uniquement des potentiels uniformément convergents.
Ainsi, les spécifications gibbsiennes et les champs de Gibbs avec des potentiels unifor-
mément convergents seront appelés simplement spécifications gibbsiennes et champs de
Gibbs .
3.1.4 Problème de caractérisation des champs de Gibbs
Les classes de processus considérées dans la théorie des processus stochastiques sont
généralement caractérisées par des propriétés des distributions fini-dimensionnelles ou
(fini-)conditionnelles des processus. Cependant, dans la pratique, l’étude d’une classe par-
ticulière passe en général par un théorème de représentation exprimant les processus en
termes d’objets simples et commodes, tels que les matrices de transition pour les chaînes de
Markov, les fonctions caractéristiques pour les processus à accroissements indépendants,
les fonctions spectrales pour les processus stationnaires, etc.
La situation est très différente pour la classe des champs aléatoires de Gibbs. Historique-
ment, et comme nous l’avons vu dans la section précédente, au lieu d’être caractérisés
par des propriétés de leurs distributions fini-dimensionnelles ou (fini-)conditionnelles, les
champs de Gibbs ont été définis directement par la représentation de leurs distributions
conditionnelles en termes de potentiels. Et seulement ensuite, le problème de la caracté-
risation interne des champs de Gibbs (et, subsidiairement, des spécifications gibbsiennes)
a été considéré.
La caractérisation la plus connue des spécifications gibbsiennes est donnée par le critère
suivant
 
voir, par exemple, Kozlov [69], Sullivan [84] et Georgii [53]

.
Critère 3.1 [Kozlov-Sullivan]. Une spécification est gibbsienne si et seulement si elle est
strictement positive et quasilocale.
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Ce critère permet de caractériser les champs de Gibbs par la positivité stricte et la quasilo-
calité de leurs distributions conditionnelles. Plus précisément, pour qu’un champ aléatoire
soit un champ de Gibbs, sa distribution conditionnelle doit admettre une version qui est
une spécification strictement positive et quasilocale. Comme nous pouvons le voir, ce cri-
tère impose des conditions sur un objet (distribution conditionnelle) qui n’est ni défini
sans ambiguïté (est défini à un ensemble de probabilité nulle près), ni constructif (ses
éléments sont indexés par les configurations infini-dimensionnelles à l’extérieur) et qui, de
plus, ne permet pas toujours de déterminer le champ aléatoire de façon unique (transitions
de phase). À notre avis, il est préférable qu’une caractérisation soit en termes d’objets
n’ayant pas ce genre de défauts.
En fait, une telle caractérisation existe déjà pour la sous-classe des champs aléatoires
de Gibbs avec des potentiels à valeurs réelles et de portée finie. Il a été montré dans
Averintsev [22–24] et dans Sullivan [83]
 
voir également Grimmett [57]

que ces champs
aléatoires sont caractérisés par la positivité stricte et la propriété de Markov. Notons
que dans le cas strictement positif, la propriété de Markov admet plusieurs formulations
équivalentes. L’une d’entre elles porte uniquement sur les lois conditionnelles du champ
sur les singletons sachant les configurations sur les parties finies de l’extérieur : q
rx
t  qrxBΛt
pour tout t P Zν et tout rx P X t tel que Sprxq  Bt  voir, par exemple, Suomela [85].
Ainsi, nous avons une caractérisation interne de la classe des champs de Gibbs avec des
potentiels à valeurs réelles et de portée finie en termes de distributions fini-conditionnelles
uniponctuelles. Cette caractérisation impose des conditions sur un objet (distribution fini-
conditionnelle uniponctuelle) qui est défini sans ambiguïté et de manière constructive (ses
éléments sont constitués de rapports de probabilités fini-dimensionnelles). De plus, cet
objet détermine de façon unique (et peut donc être identifié avec) le champ aléatoire (voir
la Section 3.2.2).
L’obtention d’une caractérisation similaire dans le cas général des potentiels uniformément
convergents est beaucoup moins évidente. Cependant, elle a été rendue possible grâce au
cadre uniponctuel développé récemment et présenté dans la section suivante. De plus, elle
est très naturelle au vu de ce dernier.
3.2 Cadre uniponctuel
Dans cette section, nous rappelons brièvement les résultats nécessaires obtenus dans les
travaux des auteurs [3,6] et dans Dalalyan et Nahapetian [34] concernant respectivement
les problèmes de description des champs aléatoires par leurs distributions conditionnelles
uniponctuelles et par leurs distributions fini-conditionnelles uniponctuelles.
3.2.1 Description des champs aléatoires par leurs distributions
conditionnelles uniponctuelles
L’idée qu’il soit possible de décrire et d’étudier les champs aléatoires par des distributions
conditionnelles uniponctuelles remonte à Dobrushin [41,44].
Quelques avancées dans cette direction ont été réalisées dans Sullivan [83] et dans Flood et
Sullivan [50]. On peut également mentionner le Théorème 1.33 de Georgii [53] concernant
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le problème de la restauration des spécifications à partir de leurs éléments uniponctuels.
Cependant, la réalisation de l’idée de Dobrushin transite par un problème beaucoup plus
important : celui de la description des spécifications par des systèmes de distributions de
probabilité uniponctuelles indexées par les configurations à l’extérieur (systèmes uniponc-
tuels) cohérents dans un certain sens. Ce problème a été traité beaucoup plus tard, la
difficulté principale étant de trouver des conditions de cohérence appropriées.
Dans le cas d’un espace d’états fini (considéré dans ce mémoire), l’idée de Dobrushin a
été réalisée par les auteurs dans [3] sous la condition de positivité faible (ainsi que sous la
condition de positivité stricte) et dans [6] sous une condition de positivité très générale,
que nous avons appelée positivité très faible. Le cas d’un espace d’états général (pas
nécessairement fini) a été étudié par Fernández et Maillard dans [48] sous une condition
de positivité alternative, et dans [49] sous une version adaptée à ce cas de la condition de
positivité très faible.
Nous allons maintenant brièvement rappeler les résultats principaux des travaux des au-
teurs [3,6]. Dans ces articles, sous une hypothèse de positivité très générale (positivité très
faible), nous avons trouvé des conditions de cohérence nécessaires et suffisantes pour qu’un
système
 
Qxt , t P Zν et x P X tc
(
de distributions de probabilité soit un sous-système
d’une spécification. Un système satisfaisant ces conditions a été appelé 1-spécification.
Il a également été montré que la spécification contenant une 1-spécification donnée est
unique et est déterminée par des formules explicites. De plus, le fait que ces formules
utilisent un nombre fini d’opérations élémentaires a deux conséquences importantes. Pre-
mièrement, la spécification entière est quasilocale si et seulement si l’1-spécification l’est.
Deuxièmement, l’ensemble des champs aléatoires compatibles avec l’1-spécification coïn-
cide avec l’ensemble des champs aléatoires compatibles avec la spécification entière. Ainsi,
toute la théorie de Dobrushin peut être reformulée en termes d’1-spécifications, et on peut
ainsi parler de la description des champs aléatoires par leurs distributions conditionnelles
uniponctuelles.
Ci-dessous, nous donnons un peu plus de détails dans le cas particulier strictement positif.
Dans ce cas, la définition de l’1-spécification peut être formulée de la manière suivante :
un système
Q 
!
Qxt , t P Zν et x P X t
c
)
de distributions de probabilité strictement positives est appelé 1-spécification si
Qxvt pxq Qxxs pyq Qxyt puq Qxus pvq  Qxus pyq Qxyt pxq Qxxs pvq Qxvt puq
pour tous t, s P Zν , x, u P X t, y, v P X s et x P X tt,suc . (3.5)
Une 1-spécification Q   Qxt , t P Zν et x P X tc( est dite quasilocale (resp. locale) si
pour tout t P Zν et tout x P X t, la fonction x ÞÑ Qxt pxq sur X tc est quasilocale (resp.
locale). Finalement, un champ aléatoire P est dit compatible avec une 1-spécification, si
cette dernière est une version de la distribution conditionnelle uniponctuelle de P.
Les formules explicites annoncées ci-dessus déterminant les éléments de la spécification
Q   QxΛ, Λ P E et x P X Λc( contenant une 1-spécification strictement positive donnée
s’écrivent comme suit : pour tout Λ P E et tout x P X Λ, on a
QxΛpxq 
Q
xutt2,...,tnu
t1 pxt1q Q
xxtt1uutt3,...,tnu
t2 pxt2q    Q
xxtt1,...,tn1u
tn pxtnq
Q
xutt2,...,tnu
t1 put1q Q
xxtt1uutt3,...,tnu
t2 put2q    Q
xxtt1,...,tn1u
tn putnq
 C, xPX Λ,
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où C est la constante de normalisation. Ici, la configuration fixe u P X Λ et l’énumération
t1, . . . , tn d’éléments de Λ sont choisies arbitrairement, et n’influencent pas le résultat
grâce aux conditions de cohérence (3.5).
Notons que ces formules impliquent qu’une spécification contenant une 1-spécification
strictement positive (resp. quasilocale) est nécessairement strictement positive (resp. qua-
silocale) elle-même.
Maintenant, le Critère 3.1 de Kozlov-Sullivan peut clairement être réduit au critère sui-
vant, déjà obtenu par les auteurs dans [3].
Critère 3.2. Une spécification est gibbsienne si et seulement si l’1-spécification qu’elle
contient est strictement positive et quasilocale.
Comme la convergence uniforme du potentiel assure la quasilocalité de l’1-spécification
exprimée par les formules de Gibbs (3.3) et (3.4), nous avons également le corollaire
suivant du Critère 3.2.
Critère 3.3. Une spécification est gibbsienne si et seulement si l’1-spécification qu’elle
contient peut être représentée par les formules de Gibbs (3.3) et (3.4) avec un potentiel
uniformément convergent.
3.2.2 Description des champs aléatoires par leurs distributions
fini-conditionnelles uniponctuelles
Nous nous intéressons maintenant au problème de la description des champs aléatoires
par leurs distributions fini-conditionnelles uniponctuelles considéré dans Dalalyan et Na-
hapetian [34]. Cette description est étroitement liée à (et, d’une certaine manière, com-
plémentaire de) celle présentée dans la section précédente.
Tout d’abord, notons que les conditions nécessaires et suffisantes pour qu’un systèmerq   Qrxt , t P Zν et rx P X t( de distributions de probabilité soit inclus dans un systèmerQ   QrxΛ, Λ P E et rx P X Λ( de distributions de probabilité satisfaisant
QrxΛpxyq  QrxΛzIpxq QrxxI pyq
pour tous Λ P E , I  Λ, x P X ΛzI , y P X I et rx P X Λ (3.6)
sont les suivantes :
Qrxt pxq Qrxxs pyq  Qrxs pyq Qrxyt pxq
pour tous t, s P Zν , x P X t, y P X s et rx P X tt,su. (3.7)
Notons également que si rq est la distribution fini-conditionnelle uniponctuelle  resp. si rQ
est la distribution fini-conditionnelle

d’un champ aléatoire strictement positif, alors elle
satisfait nécessairement la condition (3.7)
 
resp. la condition (3.6)

. Cependant, pour
qu’un système strictement positif rq satisfaisant (3.7)  resp. un système strictement po-
sitif rQ satisfaisant (3.6) soit la distribution fini-conditionnelle uniponctuelle (resp. la
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distribution fini-conditionnelle) d’un champ aléatoire strictement positif, on a besoin de
conditions supplémentaires. Il s’avère que ces conditions sont les suivantes :
Qvt pxq Qxspyq Qyt puq Qus pvq  Qus pyq Qyt pxq Qxspvq Qvt puq
pour tous t, s P Zν , x, u P X t et y, v P X s. (3.8)
Plus précisément, dans [34] il a été montré que la positivité stricte et les conditions (3.7)
et (3.8) sont nécessaires et suffisantes pour qu’un système
 
Qrxt , t P Zν et rx P X t(
de distributions de probabilité soit la distribution fini-conditionnelle uniponctuelle d’un
champ aléatoire strictement positif. Il a également été montré que ce champ aléatoire
est déterminé de façon unique. En particulier, un champ aléatoire strictement positif
est déterminé de façon unique par (et peut donc être identifié avec) sa distribution fini-
conditionnelle uniponctuelle, et on peut ainsi parler de la description des champs aléatoires
par leurs distributions fini-conditionnelles uniponctuelles.
3.3 Critères de gibbsianité des champs aléatoires
Dans cette section, nous considérons le problème de la caractérisation interne des champs
de Gibbs. Les résultats principaux de l’article [9] sont les critères de gibbsianité des champs
aléatoires en termes de leurs distributions fini-conditionnelles uniponctuelles. Ces critères
seront présentés dans la Section 3.3.3. Avant cela, dans les deux sections suivantes, nous
présentons les critères de gibbsianité des champs aléatoires en termes de leurs distributions
conditionnelles et en termes de leurs distributions conditionnelles uniponctuelles. Ces
critères sont obtenus en transformant et en améliorant les Critères 3.1–3.3.
3.3.1 Critères en termes de distributions conditionnelles
En combinant la définition du champ aléatoire de Gibbs avec le Critère 3.1, nous obtenons
la caractérisation bien connue suivante : un champ aléatoire est un champ aléatoire de
Gibbs, si et seulement s’il admet une version de la distribution conditionnelle qui est
une spécification strictement positive et quasilocale. Ce critère peut être amélioré de la
manière suivante.
Critère 3.4. Un champ aléatoire est un champ aléatoire de Gibbs, si et seulement s’il
admet une version strictement positive et quasilocale de la distribution conditionnelle.
Comme la positivité stricte d’une version de la distribution conditionnelle implique la
positivité stricte du champ aléatoire, le critère est immédiatement déduit de la proposition
suivante, également intéressante en soi.
Proposition 3.5. Si un champ aléatoire strictement positif admet une version quasilocale
de la distribution conditionnelle, celle-ci est unique et est nécessairement une spécification.
Notons que le Critère 3.4 a été, implicitement, obtenu dans Sullivan [84] en utilisant une
approche différente.
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3.3.2 Critères en termes de distributions conditionnelles uniponc-
tuelles
Le Critère 3.4 caractérise les champs de Gibbs en termes de distributions conditionnelles.
Cependant, au vu de la Section 3.2.1, il devrait être possible de le faire en termes de
distributions conditionnelles uniponctuelles. En effet, en combinant la définition du champ
aléatoire de Gibbs avec le Critère 3.2 et en tenant compte des résultats de la Section 3.2.1,
on obtient la caractérisation suivante : un champ aléatoire est un champ aléatoire de Gibbs,
si et seulement s’il admet une version de la distribution conditionnelle uniponctuelle qui est
une 1-spécification strictement positive et quasilocale. Comme dans la section précédente,
ce critère peut être amélioré de la façon suivante.
Critère 3.6. Un champ aléatoire est un champ aléatoire de Gibbs, si et seulement s’il
admet une version strictement positive et quasilocale de la distribution conditionnelle
uniponctuelle.
Ce critère est immédiatement déduit des deux propositions suivantes, également intéres-
santes en soi.
Proposition 3.7. Si un champ aléatoire P admet une version strictement positive de la
distribution conditionnelle uniponctuelle, alors P est strictement positif lui-même.
Proposition 3.8. Si un champ aléatoire strictement positif admet une version quasilocale
de la distribution conditionnelle uniponctuelle, celle-ci est unique et est nécessairement
une 1-spécification.
Pour conclure cette section, notons qu’en combinant la définition du champ aléatoire de
Gibbs avec le Critère 3.3 et en tenant compte des résultats de la Section 3.2.1, on a
également la caractérisation suivante.
Critère 3.9. Un champ aléatoire est un champ aléatoire de Gibbs, si et seulement s’il
admet une version de la distribution conditionnelle uniponctuelle pouvant être représentée
par les formules de Gibbs (3.3) et (3.4) avec un potentiel uniformément convergent.
3.3.3 Critères en termes de distributions fini-conditionnelles uni-
ponctuelles
Dans cette section, nous présentons les critères de gibbsianité des champs aléatoires en
termes de leurs distributions fini-conditionnelles uniponctuelles. Le premier de ces critères
est le suivant.
Critère 3.10. Un champ aléatoire est un champ aléatoire de Gibbs, si et seulement
s’il est strictement positif et si, de plus, sa distribution fini-conditionnelle uniponctuelle 
q
rx
t , t P Zν et rx P X t( satisfait l’une des conditions équivalentes suivantes :
(A) les limites
lim
ΛÒZνzt
q
xΛ
t pxq , t P Zν , x P X t, x P X t
c
,
existent, sont non-nulles uniformément par rapport à x, et la convergence est uniforme
par rapport à x,
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(B) les limites
lim
ΛÒZνzt
q
xΛ
t pxq , t P Zν , x P X t, x P X t
c
,
existent, sont strictement positives, et la convergence est uniforme par rapport à x.
À première vue, le Critère 3.10 ne porte que sur la distribution fini-conditionnelle uni-
ponctuelle. Cependant, il impose également des conditions sur sa limite, c’est-à-dire sur
la distribution conditionnelle uniponctuelle. Ce n’est pas le cas du critère suivant qui ne
fait intervenir que la distribution fini-conditionnelle uniponctuelle elle-même. Avant de
le formuler, admettons la convention suivante : dans la suite, lorsque nous utiliserons la
notation xT nous supposerons que seules les configurations x telles que Spxq  T sont
considérées.
Critère 3.11. Un champ aléatoire est un champ aléatoire de Gibbs, si et seulement
s’il est strictement positif, sa distribution fini-conditionnelle
 
q
rx
t , t P Zν et rx P X t( est
uniformément non-nulle (qrxt est non-nulle uniformément par rapport à rx), et l’une des
conditions équivalentes suivantes est vérifiée :
(C) pour tous t P Zν et x P X t, on a
lim
ΛÒZνzt
sup
rx,ryPX t : rxΛryΛ
qrxt pxq  qryt pxq  0,
(D) pour tous t P Zν et x P X t, on a
lim
ΛÒZνzt
sup
JPE ptcq
sup
rx,ryPX J : rxΛryΛ
qrxt pxq  qryt pxq  0,
(E) pour tous t P Zν et x P X t, on a
lim
ΛÒZνzt
sup
rxPX t
qrxt pxq  qrxΛt pxq  0.
Pour conclure cette section, notons que les analogues “multiponctuels” des Critères 3.10
et 3.11 formulés en termes de distributions fini-conditionnelles entières sont bien sûr va-
lables. Concernant le premier, nous tenons à mentionner que la partie “nécessité” était,
implicitement, contenue dans la preuve du Lemme 1 de Sullivan [84], dont nous suivons
le raisonnement pour démontrer le Critère 3.10. En ce qui concerne le second, notons que
la partie utilisant l’analogue de la condition (D) peut être déduite des Théorèmes 1 et 2
de Kozlov [69]. Il convient toutefois de souligner que l’auteur ne fournit pas la preuve
de la partie “suffisance” du Théorème 2 (en la laissant, comme il le dit, au lecteur). Ce-
pendant, nos considérations montrent que la preuve de cette partie n’est ni intuitive, ni
techniquement simple. De plus, sa validité semble incertaine dans le cadre de Kozlov [69]
où l’espace d’états n’est pas supposé fini, ni même compact.
3.4 Quelques développements et perspectives
Les critères de gibbsianité des champs aléatoires présentés dans la section précédente sont
formulés soit en termes de distributions conditionnelles (uniponctuelles), soit en termes de
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distributions fini-conditionnelles (uniponctuelles). Ces deux types de critères sont com-
plémentaires. Cependant, les critères du second type portent sur un objet constructif,
défini sans ambiguïté, et permettent ainsi de développer une approche alternative à la
théorie de Gibbs. Actuellement, nous poursuivons ce développement et travaillons sur la
rédaction d’un livre [21]. Dans cette section, nous exposons les premières avancées dans
cette direction.
Notons tout d’abord que le Critère 3.10 affirme grosso modo que, les considérations de
positivité mises à part, les champs de Gibbs sont caractérisés par la convergence uni-
forme de leurs distributions fini-conditionnelles uniponctuelles (vers leurs distributions
conditionnelles uniponctuelles), alors que pour un champ aléatoire quelconque, seule une
convergence plus faible (presque sûre) est garantie. À notre avis, c’est la caractérisation la
plus claire et compréhensible des champs de Gibbs, sur la base de laquelle une définition
probabiliste simple et explicite du champ aléatoire de Gibbs peut être donnée.
Définition 3.12. Un champ aléatoire P est dit être un champ aléatoire de Gibbs si
1) pour tous Λ P E et x P X Λ, on a PΛpxq ¡ 0,
2) les limites
lim
ΛÒZνzt
PtYΛpxxΛq
PΛpxΛq , t P Z
ν , x P X t, x P X tc , (3.9)
existent, sont strictement positives, et la convergence est uniforme par rapport à x.
Notons que si P est un champ aléatoire de Gibbs, les limites (3.9) forment une version de
la distribution conditionnelle uniponctuelle de P et, de plus, leur analogues multiponc-
tuels existent et forment une version de la distribution conditionnelle de P. Nous appelons
ces versions canoniques. Notons également que la distribution conditionnelle (resp. condi-
tionnelle uniponctuelle) canonique d’un champ aléatoire de Gibbs est la seule version
quasilocale de sa distribution conditionnelle (resp. conditionnelle uniponctuelle). Notons
enfin que le Critère 3.10 se transforme maintenant en théorème de représentation.
Théorème 3.13. Si P est un champ aléatoire de Gibbs, alors la distribution canonique
(uniponctuelle) de P peut être représentée par les formules de Gibbs (3.3) et (3.4) avec
un potentiel uniformément convergent.
Inversement, si un champ aléatoire P admet une version de la distribution conditionnelle
(uniponctuelle) pouvant être représentée par les formules de Gibbs (3.3) et (3.4) avec un
potentiel uniformément convergent, alors P est un champ aléatoire de Gibbs, et cette
version est canonique.
L’ensemble G des champs de Gibbs n’est pas vide car, d’après la définition ci-dessus, il
contient l’ensemble M des champs de Markov strictement positifs. D’autre part, comme le
montre l’exemple suivant, tous les champs strictement positifs ne sont pas nécessairement
gibbsiens.
Exemple 3.14. Soit X  t0,1u, et soit un champ aléatoire P donné par
PΛpxq  1 |Λ|   1C |x||Λ| , Λ P E , x P X Λ,
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où |x|  tt P Λ : xt  1u est le nombre de “particules” dans la configuration x. (Ce
champ aléatoire décrit la situation lorsque le nombre de particules dans tout volume Λ
est réparti uniformément sur l’intervalle discret

0, |Λ| et, sachant que ce nombre est
égal à k, les Ck|Λ| configurations possibles à k particules sont équiprobables.) Tout d’abord,
pour tous t P Zν , x P X tc et Λ P E ptcq, on a
q
xΛ
t p1q 
PtYΛp1xΛq
PΛpxΛq 
|xΛ|   1
|Λ|   2 .
Ensuite, pour tout p P r0,1s, on note Ipt l’ensemble de toutes les configurations x P X tc
telles que
D lim
ΛÒtc
|xΛ|
|Λ|  ppxq  p,
et on pose It  X tc
I 
pPr0,1s
I
p
t
	
. Nous voyons alors que les limites (3.9) n’existent pas
pour x P It et ne sont pas toutes strictement positives pour x P I0t Y I1t . Chacun de ces
faits implique la non-gibbsianité de P.
Notons que le champ aléatoire P considéré dans cet exemple est le mélange uniforme des
champs aléatoires de Bernoulli Bp, p P s0,1r. En effet, pour tous Λ P E et x P X Λ,
on a
PΛpxq 
|x|!  |Λ|  |x|! |Λ|   1!  B |x|   1, |Λ|  |x|   1 
» 1
0
p|x|p1 pq|Λ||x| dp.
Ainsi, la non-gibbsianité de P découle également du fait général que tout mélange non-
trivial de champs aléatoires de Bernoulli est non-gibbsien
 
on peut se référer à l’article
des auteurs [3], ainsi qu’à van Enter, Fernández et Sokal [45, Section 4.5.1] et à van Enter
et Lörinczi [46, Section 4]

. Donnons deux autres exemples de tels mélanges où les dis-
tributions fini-dimensionnelles sont explicites et permettent de vérifier la non-gibbsianité
directement.
Exemple 3.15. Soit τ ¡ 0, et soit P le mélange avec la densité τpτ1 des champs
aléatoires de Bernoulli Bp, p P s0,1r, c’est-à-dire
PΛpxq 
» 1
0
p|x|p1 pq|Λ||x| τpτ1 dp  τ B |x|   τ, |Λ|  |x|   1, Λ P E , x P X Λ.
(Il s’agit d’une généralisation de l’exemple précédent, ce dernier étant obtenu pour τ  1.)
Ici, pour tous t P Zν , x P X tc et Λ P E ptcq, on a
q
xΛ
t p1q 
PtYΛp1xΛq
PΛpxΛq 
|xΛ|   τ
|Λ|   τ   1 .
Ainsi, toutes les considérations de l’exemple précédent sont valables.
Exemple 3.16. Soient α, p1, p2 P s0,1r tels que p1  p2, et soit P le mélange des champs
aléatoires de Bernoulli Bp1 et Bp2 avec les poids α et β  1 α, c’est-à-dire
PΛpxq  α p|x|1 p1 p1q|Λ||x|   β p|x|2 p1 p2q|Λ||x|, Λ P E , x P X Λ.
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Ici, pour tous t P Zν , x P X tc et Λ P E ptcq, on a
q
xΛ
t p1q 
PtYΛp1xΛq
PΛpxΛq 
αp1   βp2 exp
 |Λ|HΛpxΛq(
α   β exp |Λ|HΛpxΛq( ,
où HΛpxΛq  |xΛ||Λ| ln p2p1  

1 |xΛ|
|Λ|
	
ln 1p2
1p1
. Clairement, il existe une configuration z P It
telle que |zΛ|
|Λ|
oscille entre 0 et 1, c’est-à-dire
lim
ΛÒtc
|zΛ|
|Λ|  0 et limΛÒtc
|zΛ|
|Λ|  1.
Alors, puisque ln p2
p1
et ln 1p2
1p1
sont de signes opposés, |Λ|HΛpzΛq oscille entre 8 et  8.
Par conséquent, les limites (3.9) n’existent pas pour x  z, et donc le champ aléatoire P
est non-gibbsien.
Les exemples précédents montrent que G  P. Cependant, G est dense dans P par
rapport à la topologie de la convergence faible
 
Pn Ñ P si PnΛpxq Ñ PΛpxq pour tous
Λ P E et x P X Λ. En effet, soit P P P, soit Bp un champ aléatoire de Bernoulli 
avec p P s0,1r quelconque, et soient Λn P E , n P N, tels que Λn Ò Zν lorsque n Ñ 8.
Pour chaque n, considérons le champ aléatoire Pn tel que ses projections sur Λn et sur Λcn
sont indépendantes et sont données par pPnqΛn  pPqΛn et pPnqΛcn  pBpqΛcn . Il est
clair que Pn P M et Pn Ñ P lorsque n Ñ 8. Ainsi, nous avons montré que M (et
donc, a fortiori , G ) est dense dans P. Notons qu’une affirmation semblable (bien que
limitée aux champs aléatoires invariants par translation) pour le cas d’un espace d’états
général (pas nécessairement fini) peut être trouvée dans van Enter, Fernández et Sokal [45,
Section 4.5.6].
Comme nous l’avons vu ci-dessus, les mélanges et les limites de champs aléatoires de Gibbs
peuvent être non-gibbsiens. Cependant, ce n’est plus le cas lorsque l’on considère des
champs de Gibbs ayant la même distribution conditionnelle uniponctuelle canonique. En
effet, il n’est pas difficile de montrer que pour tout P P G , l’ensemble G pPq des champs
de Gibbs ayant la même distribution conditionnelle uniponctuelle canonique que P
 
qui
est également l’ensemble des champs de Gibbs ayant la même distribution conditionnelle
canonique queP, l’ensemble des champs aléatoires compatibles avec la distribution condi-
tionnelle uniponctuelle canonique de P et l’ensemble des champs aléatoires compatibles
avec la distribution conditionnelle canonique de P

est convexe et fermé.
Montrons, par exemple, la convexité. Soient P1,P2 P G pPq, soit  qxt , t P Zν et x P X tc(
leur distribution conditionnelle uniponctuelle canonique commune, soit α P s0,1r, et soit
P  αP1 βP2, où β  1α. La positivité stricte de P est évidente. De plus, pour tous
t P Zν et x P X t, on a
sup
xPX tc
PtYΛpxxΛqPΛpxΛq  qxt pxq

 sup
xPX tc

αP1ΛpxΛq

P
1
tYΛpxxΛq
P
1
Λ
pxΛq
 qxt pxq
	
αP1ΛpxΛq   βP2ΛpxΛq
 
βP2ΛpxΛq

P
2
tYΛpxxΛq
P
2
Λ
pxΛq
 qxt pxq
	
αP1ΛpxΛq   βP2ΛpxΛq

¤ sup
xPX tc
P1tYΛpxxΛqP1ΛpxΛq  qxt pxq
  sup
xPX tc
P2tYΛpxxΛqP2ΛpxΛq  qxt pxq
 ,
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et donc P P G pPq.
En conclusion, nous voudrions rappeler que cette section n’est qu’une première étape
dans le développement de l’approche alternative susmentionnée à la théorie de Gibbs.
Nous pensons que cette approche a le potentiel d’apporter une réelle contribution à la
théorie, notamment dans des problèmes tels que l’unicité, la décroissance des corrélations
(voir Dalalyan et Nahapetian [34], où quelques résultats à ce sujet ont déjà été obtenus),
les théorèmes limites, etc.
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