This paper investigates the solution of the linear programming (LP) relaxation of the multicommodity ow formulation of the multiple-depot vehicle scheduling problems arising in public mass transit. We develop a column generation technique that makes it possible to solve the huge linear programs that come up there. The technique, which we call Lagrangean pricing, is based on two di erent Lagrangean relaxations.
pricing technique, see Schrijver 1989] : one works on restricted subsets of active arcs, which are generated and eliminated in a dynamic process. For the Dantzig-Wolfe decomposition, column generation usually leads to pricing problems in the form of constraint shortest path problems. Many researchers automatically associate the term \column generation" with the solution process used in a Dantzig-Wolfe decomposition, e. g., see Soumis 1997] . To distinguish this use of the term \column generation" from those as a general LP pricing technique in the sense of Schrijver, Dantzig-Wolfe column generation is also called delayed column generation as proposed in Chv atal 1980] . To avoid misunderstandings, we will use in this paper the term \column generation" as a general LP pricing technique in the sense of Schrijver.
Dantzig-Wolfe decomposition models are needed for problems that involve path constraints. They apply not only to vehicle scheduling problems, but also to applications of similar avour, e. g., to crew and airline scheduling. For a survey on set partitioning approaches to such problems, we refer the reader to Desrosiers, Dumas, Solomon, and Soumis 1995] , Barnhart, Hane, and Vance 1996] , Barnhart, Johnson, Nemhauser, and Vance 1997] , and Soumis 1997] .
Direct approaches to the multicommodity ow formulation can be used if all side constraints can be formulated solely in terms of the arcs of the network. This is the case for the MDVSP considered here. Techniques of this kind have been discussed in various articles. For instance, Carpaneto, Dell'Amico, Fischetti, and Toth 1989 ] describe a certain integer LP (ILP) formulation based on an assignment formulation with additional path oriented ow conservation constraints. They apply a so-called \additive lower bounding" procedure to obtain a lower bound for their ILP formulation. Ribeiro and Soumis 1994] show that this additive lower bounding is a special case of Lagrangean relaxation and its corresponding subgradient method. Forbes, Holt, and Watts 1994] solve the integer linear programming formulation of the multicommodity ow model by branch-and-bound. The sizes of the problems that have been solved to optimality in these publications are relatively small involving up to 600 timetabled trips and 3 depots.
We investigate in this paper the solution of the LP relaxation of the multicommodity ow formulation by means of column generation techniques. The standard column generation approach in the literature is based on generating and eliminating columns based on the reduced cost criterion. We propose here a new technique that is based on Lagrangean relaxations of the multicommodity ow model. The method, which we call Lagrangean pricing, activates the arcs of complete paths and not only individual arcs. In particular, it is not only possible, but essential that columns with positive reduced costs are generated. Lagrangean pricing has been developed independently at the same time by Fischetti and Toth 1996] and Fischetti and Vigo 1996] for solving the Asymmetric Traveling Salesman Problem and the Resource-Constrained Arborescence Problem, respectively.
Solving an MDVSP instance to optimality using LP based approaches requires to solve the LP relaxation to optimality. With Lagrangean pricing, it becomes possible to solve the huge linear programs that come up here. Therefore, we propose Lagrangean pricing as one of the basic ingredients of an e ective method to solve this kind of problems to proven optimality, see also L obel 1997] for a comprehensive discussion of this method.
Our computational investigations were performed on large-scale data from the German public transportation companies Berliner Verkehrsbetriebe (BVG), Hamburger Hochbahn AG, and Verkehrsbetriebe Hamburg-Holstein AG. These instances involve problems with up to 49 depots, about 25 thousand timetabled trips, and about 70 million unloaded trips. The results show that our method is capable of solving problems of this size { orders of magnitude larger than the instances successfully solved with other approaches, as far as we know.
In the recent years, considerable research has gone into the design of pseudo-polynomial time approximation algorithms for multicommodity ow feasibility problems, e. g., see Leighton, Makedon, Plotkin, Stein, Tardos, and Tragoudas 1991] , Plotkin, Shmoys, and Tardos 1991] , and Klein, Plotkin, Stein, and Tardos 1994] . We have investigated these approaches and did not see how they could substantially help solving the optimization problems that we investigate here. In particular, the results reported in Leong, Shor, and Stein 1993] and Borger, Kang, and Klein 1993] on rather small problem instances do not look encouraging from a computational point of view.
In the following, we assume the reader to be familiar with integer linear programming and network ows, e. g., see Schrijver 1989] and Ahuja, Magnanti, and Orlin 1993] .
2 The Multiple-Depot Vehicle Scheduling Problem
The following section refers to some basic terminology for MDVSPs that we quickly resume here. For more details see L obel 1997] or Gr otschel, L obel, and V olker 1997].
The eet of a public transportation company is subdivided into depots. With each unloaded trip a 2 A u-trip d , we associate a weight c d a 2 Q representing its operational costs. In addition, we add to the weight of each pull-out trip a su ciently large big M standing for the capital costs and being larger than the operational costs of any feasible solution. The minimization of this \two-stage" objective function rst minimizes the eet size and, subordinate, the operational costs among all eet minimal solutions. With this terminology, the MDVSP is to nd a weight minimal set of feasible vehicle schedules such that each timetabled trip is covered by exactly one vehicle schedule.
The MDVSP can be stated as an integer multicommodity ow problem as follows. (1 f )
Constraints (1b), the ow conditions, ensure that each timetabled trip is serviced exactly once.
Constraints (1c), the ow conservations, guarantee that the total ow value of each depot d entering some node v 2 V also leaves it. x integral.
(2g) Note that equations (2c) are a linear combination of (2b) and (2d), but helpful for one of the following relaxations.
Relaxations.
The natural relaxation of (2) is of course the LP relaxation. We also give two well known Lagrangean relaxations, which are the basis of our new Lagrangean pricing. For notational simpli cation, we use the same symbols for the dual variables of the LP relaxation and for the multipliers of the Lagrangean relaxations. The LP relaxation of (2) is simply
and (2 f )
The second Lagrangean relaxation is based on the ILP (1). Let := ( t ) t2T 2 R T denote the Lagrangean multipliers for to the ow conditions (1b). Relaxing (1b), we obtain a Lagrangean dual LR fcd with respect to the ow conditions reading max L fcd ( ) with inner minimization problem L fcd ( ) := min
The subscript \fcd" of L fcd and LR fcd stands for Flow-ConDition. Note that L fcd decomposes into a constant part T 1l and into jDj independently solvable minimum-cost ow problems.
Implementation Details
The instances of the MDVSP we encountered in practice have up to 70 million variables and 125 thousand equations. Ignoring the integrality stipulation, we obtain linear programs, which are way out of reach for even the best LP codes currently available.
We will show in this section how the LP relaxation (3) can be solved to optimality using Lagrangean pricing techniques. In particular, our implementation combines robust LP software, a minimum-cost ow code, and parts of Lagrangean relaxations codes for the MDVSP. In our case, we use the CPLEX Callable Library (CPLEX 1997]), the network simplex code MCF (L obel 1997a]), and parts of the Lagrangean relaxation code presented in Kokott and L obel 1996] .
In a rst try, we have tried to apply a standard column generation and elimination technique based on the reduced cost criterion, see Sect. 3.1. With such a standard approach, however, only rather small instances have been solved successfully. Stalling in the objective value occurred for larger instances. Within the column generation process, many new columns have been generated, but none of them could help to improve the objective value. Moreover, almost all active columns have reduced costs near to zero and, therefore, none of them could be eliminated resulting in too large RLPs.
The new Lagrangean pricing techniques can help to improve the column generation process. We will describe Lagrangean pricing in Sect. 3.2. The right composition of all employed ingredients is given in Sect. 3.3.
Column Generation
The basic idea of a column generation is to provide only a relatively small subset of the columns, which includes some optimal basis, and to ignore all the other ones. One starts with a subset of columns that, in addition, includes at least some primal feasible basis. The reduced LP, de ned by this subset of columns, is called restricted LP (RLP). It is the task to solve a sequence of RLPs until it is proved that the last RLP contains the columns of some basis, which is optimal for the complete LP. The global optimality condition of an RLP is described below.
An exact description of the column generation is as follows. Assume that we have already determined a subsetÃ A such thatÃ includes some (primal) feasible solution. Consider the RLP including only the columns according to this subsetÃ. In addition, assume that a primal feasible starting basis is determined. In general, the RLP is resolved to optimality, but it is su cient to perform only some (primal) simplex iterations. Let~ ,~ , and~ denote the value of the dual multipliers associated with the last basis of the current RLP. For notational simplicity, 
Note that c a > 0 for all active columns a 2Ã if the last RLP was solved to optimality. If c a > 0 for all a 2 A, the global optimality of the current basis is proved and we can stop. Otherwise, we search for some (inactive) variables a 2 A nÃ and generate their corresponding columns.
Standard column generation schemes generate only those columns that violate the reduced cost criterion c > 0, i. e., variables with negative reduced costs. But, as we will see below, it turned out that adding also columns with nonnegative reduced costs may be advantageous.
Having selected the variables that become active,Ã and the corresponding RLP are rede ned appropriately. The enlarged LP is reoptimized or a limited number of simplex iterations is performed, and we iterate until we prove optimality, i. e., c a > 0.
Obviously, to achieve any progress, at least one variable having negative reduced cost must be activated between two consecutive RLPs. Tests in practice have shown that it is impossible to generate all inactive columns with negative reduced costs since the next RLP gets far too large and cannot be handled at all. Therefore, we restrict the number of new arcs to some parameter controlled limit. This limit ranges from 200 to 3000 variables for each depot, depending on the problem size.
For the standard column generation scheme, we use Dantzig's pricing rule. We select the variables with most invalid reduced costs as candidates to become activated. With this approach, it is also possible to prove the global optimality of some RLP, provided that the last RLP has been solved to optimality and includes some optimal basis. We have also tried to use more advanced pricing rules such as Devex or steepest-edge pricing. Similar to Dantzig's rule, these rules generate only columns with negative reduced costs, but we could not observe better computational results. Therefore, we have rejected those advanced pricing rules and apply only Dantzig's rule. Lagrangean pricing.
To avoid that the RLPs become too large, we must also remove obsolete columns in each iteration of the column generation process. All columns whose reduced costs exceed some prede ned parameter controlled positive threshold are therefore eliminated.
Lagrangean pricing
In a rst version, we have tried to solve large MDVSP instances using only standard column generation and elimination schemes. But this approach failed. One main obstacle is the completely degenerate LP relaxation. A second reason for the di culties is as follows: The standard column generation scheme activates only variables with negative reduced cost. These variables can locally promise some progress in the objective value, but it is not clear whether they may have any in uence on the solution and the objective value without an interaction with some other related nonactive variables. Therefore, we came up with the idea that the nonactive variables should be not only evaluated alone by its reduced costs, but also in interaction with all the other active and inactive variables. However, how can this be done e ciently? We have to nd a method that determines good (nonactive) variables that may give progress in the objective value as best as possible. To use the information already compiled within the previous RLPs, this method should also use dual information as pricing methods do. It may also be a good idea to invoke also Lagrangean relaxation techniques that turned out to give good approximations of our hard solvable LP relaxations.
The answer to all these questions is Lagrangean pricing: The inner minimization problems L fcs (4) and L fcd (5) of the presented Lagrangean relaxations LR fcs and LR fcd can be solved e ciently { even for the complete variable set { and give excellent approximations of the LP relaxation. So, we evaluate for LR fcs and LR fcd the linear programs L fcs (~ ;~ ) and L fcd (~ ). Remember,~ ,~ , and~ denote the value of the dual multipliers associated with the ow conditions (2b), the ow conservations (2d), and the depot capacities (2e) of the last basis of the current RLP.
Obviously, both relaxations approximate the LP relaxation with all active and inactive variables, use dual information given by the last RLP, are based on good relaxations of the LP relaxation, and can be evaluated e ciently. We still have to show how good nonactive variables can be determined. The solution of each inner minimization problem can be interpreted as a set of vehicle schedules that seem to be advantageous for the given shadow prices of the current RLP relaxation. In the case of the Lagrangean relaxation L fcd , these vehicle schedules may include unloaded trips of di erent depots. Consider all the vehicle schedules de ned by the optimal solutions attaining the values of L fcs (~ ;~ ) and L fcd (~ ). Each still nonactive variable according to some unloaded trip of some of these vehicle schedules determines a candidate to become active.
The Basic Ingredients
We have made many computational experiments to nd out the right mixture of the techniques presented above. The basic ingredients, each being indispensable to solve large-scale instances at all, are as follows:
Initial RLP relaxation: The initial RLP should contain at least some primal feasible solution yielding a value as close to the LP optimum as possible. A very e cient way to heuristically determine some solution is a schedule { cluster { reschedule heuristic (SCR). Heuristics of this kind are described, e. g., in Gr otschel, L obel, and V olker 1997], Dell'Amico, Fischetti, and Toth 1993] , and Daduna and Mojsilovic 1988] . A faster method is a nearest depot heuristic (ND), which assigns each timetabled trip to some depot with the smallest sum of the pull-out and pull-in costs. This kind of opening heuristic, however, yields rather poor starting points, see L obel 1997].
As soon as each timetabled trip is assigned to some depot, the problem decomposes into jDj independently solvable single-depot subproblems. We solve for each depot its single-depot instances according to all its heuristically assigned timetabled trips. Each unloaded trip that corresponds to some basic variable becomes active and its column is generated for the initial RLP. Thus, the rst RLP includes at least the feasible solution de ned by the union of the solutions of all subproblems together. A further idea is to use the union of all columns generated by any primal (opening heuristic) and dual (Lagrangean relaxation) method. Unfortunately, we have not tested such a combination of di erent heuristics.
The Workhorses: Minimum-Cost Flow and LP: Solving the LP relaxation with our approach exactly, requires at several steps the e cient solution of minimum-cost ow problems and linear programs: The minimum-cost ow problems stem from the Lagrangean relaxations, the LPs are RLPs. All minimum-cost ow problems have been solved with MCF. This is an implementation in C of the primal and the dual network simplex algorithm and is available for academic use free of charge via WWW at URL http://www.zib.de/Optimization, see L obel 1997a]. The linear programs have been solved with the primal as well as the dual simplex solver of the CPLEX Callable Library, version 4.0.9. CPLEX turned out to be a reliable and robust method for our degenerate (R)LP problems. For our computations, an important feature of CPLEX 4.0 is the new and more gentle perturbation method. In previous version of CPLEX, the bounds of all variables have been relaxed when perturbing a problem. This perturbation approach led often to numerical problems when we have solved our test instances. With the current version of CPLEX, only all basic variables are perturbed whenever the perturbation starts. As soon as some nonbasic variable has been selected to become basic it will also be perturbed if not already done in some previous iteration. This simple alteration of the perturbation strategy has signi cantly improved the e ciency of our implementation for large MDVSPs.
The column generation is divided into two phases: First, a Lagrangean phase where we apply standard and Lagrangean pricing, and, second, a standard phase in which we apply only the standard column generation approach.
Lagrangean phase: This phase precedes always the standard phase and is applied as long as the objective value declines between two consecutive RLPs at least by some prede ned parameter controlled threshold (10.0 is used as default). The last basis of the last RLP is always neglected, and each RLP is reduced by LP preprocessing. The columns of each RLP obtained in this phase are, at least for large MDVSPs, far too many for the primal simplex solver. We use here the dual simplex solver. We have also tried to use CPLEX's primal-dual logarithmic barrier solver. It turned out, however, that numerical problems often prevent the barrier solver from proceeding.
As long as there is a su ciently large gap between the optimal LP value and the value of the current RLP, the Lagrangean phase works well. However, stalling occurs when the current RLP value approaches the LP optimum. This phase is unable to converge to an optimal variable set: Although the objective has been become almost optimal, the standard column generation between two consecutive RLPs nds always thousands up to millions of unloaded trips that do not satisfy the reduced cost criterion. This e ect is maybe a result of neglecting always the last basis (i. e., all dual information) of the previous RLP, but we cannot provide any other reasonable explanation.
Thus, we came up with the idea to use at this point only the standard column generation scheme: We switch to the standard phase when the objective progress becomes too small and, therefore, some \approximation of optimality" has been reached.
Standard phase: When we start this phase, we believe that our current RLP contains some almost optimal basis of the complete LP relaxation. The occurring RLPs are now solved with the primal simplex solver and each RLP starts with the last basis of the preceding RLP. This approach iterates until the (global) optimality of some RLP can be proved with the reduced cost criterion.
Test Data
Our computational investigations are based on real-world data from the city of Berlin (BVG), the city of Hamburg (HHA), and the region around Hamburg (VHH). Di erent parameter settings and optimization aspects yielded in the test instances that are displayed in Tab. 1. The term ?G := P t2T G(t)=jT j denotes the average depot-group size. Note that the number of equations of (3) Compared to the problems presented in Gr otschel, L obel, and V olker 1997], the number of timetabled and unloaded trips and the weights for some unloaded trips have been changed for some instances due to slightly di erent rules for the depot generation and compatibility of dead-head trips. Currently, BVG maintains 9 garages and runs 10 di erent vehicle types resulting in 44 depots. For a normal weekday, about 28,000 timetabled trips have to be serviced. Since BVG outsources some trips to third-party companies, this number reduces to 24,906. Using all degrees of freedom, these 25 thousands trips can be linked with about 70 million unloaded trips.
Berlin 1: This is the complete BVG problem with all possible degrees of freedom. Berlin 2: This problem is based on the timetabled trip set of Berlin 1, but the depots and the dead-head trips are generated with di erent rules resulting in fewer degrees of freedom.
Berlin 3: This is a relatively small test instance including 9 lines from the south of Berlin and 3 depots from one single garage.
Berlin-Spandau 1 { 8: All the test sets denoted by Berlin-Spandau are de ned on the data of the district of Spandau for di erent weekdays and di erent depot generation rules.
HHA together with some other transportation companies maintain 14 garages with 9 di erent vehicle types resulting in 40 depots. More than 16,000 daily timetabled trips must be scheduled with about 15.1 million unloaded trips. This problem decomposes into a 12-depot problem, a 9-depot problem, ve smaller 2-depot problems, and nine small 1-depot problems.
Hamburg 1 { 7: Here we consider the multiple-depot subproblems of HHA. Hamburg-Holstein 1: This is a subset of VHH containing not all its depots and trips.
VHH currently plans 10 garages with 9 di erent vehicle types. The garage-vehicle combinations de ne 19 depots. The 5,447 timetabled trips of VHH can be linked with about 10 million unloaded trips.
Hamburg-Holstein 2: This test set is based on the complete data of VHH.
Computational Results
All presented computational tests have been performed on a SUN Model 170 UltraSPARC with 512 MByte main memory and 1.7 MByte virtual memory. We have been the only user during all our test runs.
In Tab Table 2 : Vehicle demand and operational weights (optimal integer values are in bold face).
The quality of the lower bounds obtained by L fcs (0; 0) and the LP relaxation are quite good. First, let us consider the eet size values: On the average, L fcs (0; 0) approximates the integer optimal eet sizes (or best known integer upper bounds) by a factor of 0.9988 with a standard deviation of 0.0021. The LP relaxation gives for the eet size an approximation of 0.9995 with a standard deviation of 0.0012. If we ignore the test set Berlin 1, which is currently the only instance that we could not solve optimally, and round up each fractional eet size value, the LP relaxation approximates the optimal integer eet size exactly for all the other test instances. Let us now consider the operational weights. Obviously, we can estimate the quality of a given lower bound for the operational weight only if the lower bound for the eet size is exact. For all those test instances, L fcs (0; 0) approximates, on the average, the optimal operational weights by a factor of 0.9534 with a standard deviation of 0.0505. The LP relaxation produces always the optimal integer value whenever the lower bound for the eet size was tight. The opening heuristics SCR and ND approximate, on the average, the integer optimal eet size (or best known integer lower bound) by a factor of 1.0080 and 1.0962 with a standard deviation of 0.0158 and 0.0580, respectively. These results support the following conclusions:
The LP relaxations yield quite tight lower bounds. It is often the case that rounding up the LP value to the next integer value yields already the integer optimum. A similar phenomenon is observed by Forbes, Holt, and Watts 1994] : 22 of their 30 test instances have integral LP solutions, and the largest gap between the LP value and the integral optimum is at most 0.003 % for the remaining problems. So, this observation does not seem to be a small scale phenomenon.
The values obtained by L fcs (0; 0) are close to the optimal LP values. Let + and ? denote the dual variables associated with the ow conditions (2b) and (2c) in L fcs (0; 0). We have shown in L obel 1997] that L fcd ( + ? ? ) and L fcs (0; 0) yield the same optimal value. Moreover, these lower bounds can be improved if we apply a subgradient method, see Kokott and L obel 1996] . Thus, LR fcs and LR fcd give an excellent approximation of the LP relaxation. The SCR heuristic produces (signi cantly) better solutions than the ND heuristic. From this point of view, SCR would be the better opening heuristic. But surprisingly, we can observe from Tab. 3 that starting with the columns provided by ND needs less running time for about 60 % of our test instances. So, it is an open question whether it might be advantageous to initialize the column generation with the columns provided by both heuristics.
If we are only interested in obtaining tight lower bounds quickly, we would only evaluate L fcs (0; 0). Simply neglecting all ow conservation constraints provides, for our largest instance Berlin 1, a lower bound within 15 minutes running time. This lower bound provides the same eet size lower bound as the LP relaxation does, and the operational weight gap between L fcs (0; 0) and the best known LP value is only about 6 %. Our LP method needs about 200 hours cpu time to nd a eet minimal value for Berlin 1, see Tab. 3.
In the following, we report on some speci c observations we made in solving the LP relaxation. Table 4 shows, for each test instance and for each opening heuristic, the number of RLPs that have been solved until optimality has been proved, the total number of CPLEX iterations that have been performed, and the number of columns that have been generated and eliminated within the column generation process. We shall describe some features of our column generation LP relax. method with the example of Hamburg 1 starting with ND. The behaviour of our implementation starting with SF-CS or ND is similar for all the other problems. We have observed the following: The dominating part of the objective value, the eet sizes, converge quickly to the minimum value. At the crossover from the standard to the Lagrangean phase, the objective values are almost optimal. For our test set, neither the standard nor the Lagrangean phase dominates the total running time. Figure 2 shows a typical development of the eet size values (left picture) and their operational weights (right picture) in respect to the running time.
The number of generated and eliminated columns are almost always about the same for each iteration of the column generation process, see the left picture of Fig. 3 . Therefore, the LP sizes are relatively constant during the solution process. The right picture in this gure shows a typical development of the number of rows, columns, and nonzero elements of the k th RLP and of the k th RLP in the Lagrangean phase after LP preprocessing. We can observe from this picture the importance of LP preprocessing within the Lagrangean phase: Without this preprocessing, neither the primal nor the dual simplex solver would not be applicable here because of intolerable long running times. But preprocessing reduces the sizes of these RLPs signi cantly such that it becomes possible to solve the occurring RLPs within acceptable running times. 
Conclusions
We have presented a column generation method to solve the LP relaxation of the multicommodity ow formulation of the MDVSP. The key ingredients here are Lagrangean pricing and the right combination of available LP and minimum-cost ow codes as, e. g., CPLEX and MCF. With this new technique, it becomes possible, for the rst time, to solve not only the LP relaxations, but the ILP formulation of MDVSP instances with up to 8,563 timetabled trips to proven optimality and instances with up to 24,906 timetabled trips almost optimal with a gap of less than 0.5 %. Therefore, we propose Lagrangean pricing as one of the basic ingredients of an e ective method to solve multiple-depot vehicle scheduling problems. From our computational results on Lagrangean pricing for large-scale real-world instances, we draw the following conclusions: First, our method can solve degenerate LP relaxations of large-scale problems from practice to optimality or, at least, with an acceptable small gap. Fleet minimal LP solutions that do not necessarily yield minimum operational weights can be generated quite fast. Without Lagrangean pricing, it is not possible to solve even smaller test instances. Second, if the column generation process is combined with some heuristic(s) exploiting the solutions of the solved restricted LPs, it is possible to compute a feasible solution yielding the minimum eet size and a relatively small gap for the operational costs for almost all of our test problems within few iterations and few hours of running time, see L obel 1997]. Third, LP methods are not the right tools to produce lower bounds quickly for this kind of problems; Lagrangean relaxations and subgradient methods, as presented for instance in Kokott and L obel 1996] , are the right methods.
