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Abstract The capacity of automatically modeling pho-
tographic composition is valuable for many real-world
machine vision applications such as digital photogra-
phy, image retrieval, image understanding, and image
aesthetics assessment. The triangle technique is among
those indispensable composition methods on which pro-
fessional photographers often rely. This paper proposes
a system that can identify prominent triangle arrange-
ments in two major categories of photographs: natural
or urban scenes, and portraits. For the natural or urban
scene pictures, the focus is on the effect of linear per-
spective. For portraits, we carefully examine the posi-
tioning of human subjects in a photo. We show that line
analysis is highly advantageous for modeling composi-
tion in both categories. Based on the detected triangles,
new mathematical descriptors for composition are for-
mulated and used to retrieve similar images. Leveraging
the rich source of high aesthetics photos online, simi-
lar approaches can potentially be incorporated in future
smart cameras to enhance a person’s photo composition
skills.
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1 Introduction
With the rapid advancement of digital camera and mo-
bile imaging technologies, we have witnessed a phenom-
enal increase of both professional and amateur pho-
tographs in the past decade. Large-scale social media
companies, e.g., Flickr, Snapchat, Instagram, and Face-
book, further empowered their users with the capabil-
ity to share photos with people all around the world.
As over a billion new photos are added to the Inter-
net daily, there is an increasing demand for creating
machine vision application systems to manage, assess,
and edit such content. As a result, photo composition
understanding is becoming a noteworthy area that has
attracted attention of the research community.
Composition is the art of positioning or organization
of objects and visual elements (such as color, texture,
shape, tone, and depth) within a photograph or a vi-
sual art work. Known principles of organization include
balance, contrast, geometry, rhythm, perspective, illu-
mination, and viewing path. Automated understanding
of photo composition has been shown to benefit several
applications such as summarization of photo collections
and assessment of image aesthetics (Obrador et al.,
2010). It can also be used to render feedback to the pho-
tographer on the aesthetics of her photos (Zhang et al.,
2012; Yao et al., 2012), and to suggest improvements on
the image composition through image re-targeting (Liu
et al., 2010; Bhattacharya et al., 2010). In the litera-
ture, most work on image composition understanding
has focused on image-based rules such as the simplicity
of the scene, visual balance, the rule of thirds, and the
use of diagonal lines. Because of their simplicity, these
composition rules have been widely used to guide the
photographers at the moment of their creative work.
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Fig. 1 The use of triangles in visual art and architectural works. The suggested triangles are indicated in red. From left to
right: (Row 1) Afghan Girl, Eiffel Tower, Girl with a Pearl Earring, Golden Gate Bridge, Mona Lisa, The Arnolfini Portrait,
The Dream, The Scream. (Row 2) Iwo Jima Memorial, Last Supper, Potala Palace, Pyramid, Starry Night Over the Rhone,
The Birth of Venus.
However, these rules are quite limited in capturing
the wide variations in photographic composition. As an
expansion, we hereby explore methods to identify an
important composition technique, namely, the triangle
technique. In pictorial art, good composition is consid-
ered as a congruity or agreement among the elements
in a design (Lauer and Pentak, 2011). The design ele-
ments appear to belong together as if there are some
implicit visual connections between them. One univer-
sal and interesting technique is to embed basic geomet-
rical shapes in photographic compositions (Lauer and
Pentak, 2011; Valenzuela, 2012). Human beings begin
to learn about basic geometrical shapes such as circles,
rectangles, and triangles at very young age. Moreover,
because these shapes are instantly recognized, subjects
bounded within such shapes or implicitly constructing
such shapes are perceived as a unity. Among all basic
geometric shapes, triangle is arguably the most popular
shape utilized by professional photographers to make a
composition more interesting. One can find numerous
examples of the use of triangles in visual art and pho-
tographic works (Figure 1).
1.1 Category-sensitive Composition Modeling
We have developed category-sensitive approaches to de-
tect the presence of the triangle composition in an im-
age. The proposed methods can accurately locate a vari-
ety of triangles, even those which are carefully designed
by professional photographers but difficult to be recog-
nized by amateurs.
In our work, we focus on two major categories of
photographs: natural or urban scenes, and portraits.
When we contemplate most important photography gen-
res, especially for consumers, arguably nature, travel,
architecture, portrait, fashion, children, street, and peo-
ple scenes are principal ones. With this work, we at-
tempt to show that the triangle technique can be ap-
plied to all of these main genres to improve the qual-
ity of the photo. A useful mobile app or a smart cam-
era based on the triangle technique, for instance, can
help the user/photographer with any of these photo-
graphic needs. The user can indicate to the system
or device the particular type (roughly nature/urban
vs. portrait/people) before taking the photo. Alterna-
tively, the device can also determine the category au-
tomatically based on lens, focal length, the presence of
face/people, GPS locations, among other available in-
formation. Other photography genres, such as animal,
flower, macro, sport, and event photography, are fre-
quently done by more sophisticated or professionally-
trained photographers. The triangle technique is often
not as important for them as some other techniques,
e.g., depth-of-field controlling, high speed telephoto,
motion blurring, and emotion capturing. These genres
are not covered in this work.
For both categories that we study here, “lines”, as a
critical visual element in a picture, are exploited to de-
tect triangles. From a technical viewpoint, urban scenes
often have structures or objects that possess relatively
clean straight lines. It is interesting to investigate
whether a line-based technique can also be applied to
more organic images such as natural landscape pho-
tos and portraits. In this paper, we propose to exam-
ine “contours” in the images, which can be considered
as a generalization of lines in both natural scenes and
portraits. By incorporating the contours in the line-
based analysis, our work supports the usefulness of line-
based techniques even on photos where straight lines
are mostly absent. Because composition analysis is in
nascence, we believe it is useful to show that the same
line-based approach can be useful for both scenes with
man-made objects and natural scenes or portraits.
While all of our techniques are based on the lines
and contours, specific treatments for these two broad
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categories of photos must be different. For example,
with the nature/cityscape scenes, we can leverage in-
formation about the vanishing points in determining
the triangle technique used, while we cannot make use
of such information in most portraits. Despite the dif-
ferences in algorithmic treatments, we believe it is de-
sirable to have the two categories covered in the same
publication because (1) it exemplifies the diversity of
technical approaches needed to detect even simple vi-
sual elements like triangles in real-world scenarios, and
(2) ultimately an application system using the trian-
gle technique will likely incorporate all technologies de-
scribed here under a uniform framework.
Finally, our methods can potentially benefit many
composition-based applications. As an illustrative ex-
ample, we apply the proposed methods for both cate-
gories to an image retrieval application which aims to
provide amateur users with on-site feedback about the
composition of their photos, in the same spirit as Yao
et al. (2012). As we know, good composition highlights
the object of interest in a photo and attract the viewer’s
attention immediately. However, it typically requires
years of practice and training for a photographer to
master all the necessary skills on photo composition. An
effective way for an amateur or an enthusiast to learn
photography is through observing masterpieces, ideally
with guidance, and establishing comprehension about
photography. Professionally composed photographs can
be valuable learning resources for beginners. Nowadays,
thanks to the increased popularity of online photo shar-
ing services such as Flickr and photo.net, one can eas-
ily access millions of photos taken by people all around
the world. Such resources naturally provide us with op-
portunities to develop new and more effective ways for
photographers to learn to improve composition skills.
1.2 System Overview
Figure 2 presents the framework of our composition
analysis system. The user is first asked to indicate the
type of photography he is currently engaged in (e.g., us-
ing a command dial selector, often available on
consumer-level digital cameras). The system can pro-
vide assistance if the selected type is natural/urban
scene or portrait. Future smartphone applications can
also leverage other sources of information to automati-
cally determine this.
For natural/urban scene, the user can take a test
shot and upload it to our system as a query image.
Given the query image, our system analyzes the over-
all composition, particularly the use of triangles, in the
image. Then, it retrieves exemplar photos with simi-
Is it a natural/urban scene or portrait photo? 
Natural/urban scene Portrait 
Vanishing Point Detection & Contour Map Extraction Line Segment Detection & Contour Map Extraction 
Segmentation-based Representation 
Composition-Sensitive Image Retrieval 
Triangle Detection 
Triangle Sketch-based Image Retrieval 
Fig. 2 Overview of our composition analysis system.
lar compositions from a collection of photos taken by
experienced or accomplished photographers.
For portraits, the user can provide a sketch indi-
cating the shape and orientation of the triangle he is
looking for. Given the triangle sketch, our system will
retrieves exemplar photos containing the specific trian-
gular configuration from a collection of photos taken by
experienced or accomplished photographers. Here, the
use of triangle sketches is motivated by the following
two facts. First, a professional portrait photo typically
contains multiple triangles. The triangle sketch allows
users of our system to examine one such triangle at a
time, and gain a deep understand on such configura-
tion across multiple images. Second, in practice, users
such as magazine editors may wish to embed certain
triangular configuration in the image in order to fill in
a specific page layout.
For both categories, the retrieved exemplar photos
can potentially serve as an informative guide for the
users to achieve good compositions in their photos. In
the following, we discuss the algorithms we have devel-
oped for each scene type, respectively.
1.2.1 Analyzing Triangles in Natural/Urban Scenes
In natural/urban scene photography, photographers of-
ten make use of the linear perspective effects in the im-
ages to emphasize the sense of 3D space in a 2D photo.
According to the perspective camera geometry, all par-
allel lines in 3D converge to a single vanishing point
in the image, generating a set of triangular regions.
Figure 3 shows some examples. In order to convey a
strong impression of 3D space and depth to viewers,
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(a) (b) (c)
Fig. 3 Geometric image segmentation. (a) The original
image with the dominant vanishing point detected by our
method (shown as a yellow round dot). (b) Region segmen-
tation map produced using a state-of-the-art method. (c) Ge-
ometric image segmentation map produced by our method.
the vanishing point has to lie within or near the image
frame and associates with the dominant structures of
the scene (e.g., grounds, large walls, bridges). We regard
such a vanishing point as the dominant vanishing point
of the particular image. As one adjusts shooting angle,
both the location of the dominant vanishing point as
well as the sizes, shapes, and orientations of triangular
regions relating to the vanishing point will change. An
experienced photographer often utilizes such technique
to produce various image compositions that convey dif-
ferent messages or impressions to viewers.
Accordingly, to model the composition for such
scenes, we propose to partition an image into photomet-
rically and geometrically consistent regions according to
the dominant vanishing point. In our work, we assume
that each geometric region can be roughly modeled by
a flat surface, or a plane. Due to the perspective effect,
these planes are naturally projected into triangular re-
gions in the image. As shown in Figure 3(c), such a
partition naturally provides us with a novel holistic yet
compact representation of the 3D scene geometry that
respects the perspective effects of the scene the image
captured in, and allows us to derive a notion of relative
depth and scale for the objects. Nevertheless, obtaining
such a representation is a challenging problem for the
following reasons.
First, given any two adjacent geometric regions in
an image, there may not be a distinguishable boundary
in terms of photometric cues (e.g., color, texture) so
that they can be separated. For example, the walls and
the ceiling in the second photo of Figure 3 share the
same building material. Because existing segmentation
algorithms primarily depend on the photometric cues to
determine the distance between regions, they are often
unable to separate these regions from each other (see
Figure 3(b) for examples). To resolve this issue, we pro-
pose a novel hierarchical image segmentation algorithm
that leverages significant geometric information about
the dominant vanishing point in the image. Specifically,
we compute a geometric distance between any two ad-
jacent regions based on the similarity of the angles of
the two regions in a polar coordinate system, with the
dominant vanishing point being the pole. By combin-
ing the geometric cues with conventional photometric
cues, our method is able to preserve essential geometric
regions in the image.
Second, detecting the dominant vanishing point
from an image itself is a nontrivial task. Typical van-
ishing point detection methods assume the presence of
a large number of strong edges in the image. However,
for many photos of outdoor scenes, such as the image of
an arbitrary road, there may not be adequate clearly-
delineated edges that converge to the vanishing point.
In such cases, the detected vanishing points are often
unreliable and sensitive to image noise. To overcome
this difficulty, we observe that while it may be hard
to detect the local edges in these images, it is possi-
ble to directly infer the location of the vanishing point
by aggregating the aforementioned photometric and ge-
ometric cues over the entire image (Figures 3 and 8).
Based on this observation, we develop a novel vanishing
point detection method which does not rely on the exis-
tence of strong edges, hence works better for arbitrary
images.
1.2.2 Modeling Composition in Portraits
Two fundamental questions are often raised when ana-
lyzing the composition of a portrait photograph: where
are the human subjects in the photo and how do they
pose? Traditional composition rules provide us with
guidelines to answer the first question. For example, the
rule of thirds suggests that putting the human subjects
near the 1/3 point of an image is more appealing than at
the center. Based on these rules, several methods have
been developed to model and assess the positioning of
human subjects in a photo.
Nevertheless, the second question remains a chal-
lenge. To address this problem, we leverage an impor-
tant observation in portrait photograph: experienced
portrait photographers often use triangle techniques to
create interesting and good-looking poses for human sub-
ject. For example, a widely-used rule for posing is that
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one should try to avoid 90-degree body angles, because
they often look unnatural and strained. In addition, tri-
angle techniques are also frequently used to unify mul-
tiple human subjects and the surrounding environment,
such as chairs and lamps, in the portrait photo.
Despite the popularity of triangle techniques in por-
trait photography, it is often difficult for less expe-
rienced amateurs to recognize such triangles, because
most triangles do not have explicit edges and sometimes
are even constructed by different objects. Moreover, tri-
angles in portraits can be of various sizes, shapes, ori-
entations, and appearances. Hence, our goal is to au-
tomatically detect potential triangles from professional
photographers’ work in order to help amateurs recog-
nize and learn from the usage of triangle techniques.
Our algorithm can be divided into two steps: First,
a line segment detection module is used to extract can-
didate line segments from an image, which are subse-
quently filtered using the global contour information in
the image. Second, the filtered line segments are fed
into a triangle detection module as the candidate sides
of triangles. Specifically, a RANSAC algorithm is devel-
oped to randomly pick two sides from all the candidates
and fit the triangle. Two metrics, Continuity Ratio and
Total Ratio, are defined to evaluate the fitness of these
triangles. Only those triangles with high fitness scores
will be shown to the users.
1.3 Contributions
This paper makes the following main contributions:
– Composition-sensitive retrieval for on-site feedback:
We developed triangle detection techniques for im-
age composition understanding so that photographs
with similar composition as the query photo can be
retrieved from a collection of photos taken by pro-
fessional photographers. User studies are conducted
to verify to effectiveness of the retrieved exemplars
in providing amateur users with useful information
and guidance about photo composition.
– Triangle detection and geometric image segmenta-
tion for natural/urban scenes: We model the com-
position of typical natural/urban scene images by
examining the perspective effects and partitioning
the image into photometrically and geometrically
consistent regions using a novel hierarchical image
segmentation algorithm.
– Dominant vanishing point detection: By aggregating
the photometric and geometric cues using our seg-
mentation algorithm, we develop an effective method
to detect the dominant vanishing point in an arbi-
trary image.
– Triangle detection in portraits: We propose a
RANSAC algorithm to detect triangles in portraits
with a variety of sizes, shapes, orientations, and ap-
pearances, with the goal of helping less experienced
users to understand and learn from the usage of tri-
angles in professional photographers’ work.
Admittedly, our technique for natural/urban scenes
and portraits cannot yet model all potential composi-
tions in such photos, especially when there is a lack of
triangles. While in this paper we focus on the use of tri-
angle techniques in photography, we also point out that
there are many works which study other important as-
pects of composition, including the semantic features
(e.g., buildings, trees, roads) (Hoiem et al., 2005, 2007;
Gould et al., 2009; Gupta et al., 2010). It would be
ideal to integrate all these features in order to gain a
deeper understanding of the image composition, but a
thorough discussion on this topic is beyond the scope
of this paper.
This article is an extension of our earlier work (Zhou
et al., 2015). The primary new contributions are an
expanded discussion on the use of triangles in photo-
graphic composition and a category-sensitive approach
to study such usage (Section 1), a novel triangle de-
tection method for portrait photos (Section 4), and
its application to providing amateur users with on-site
feedback about the composition of their photos (Sec-
tion 6.2). We further demonstrate the effectiveness of
our triangle detection method for portrait photos in
Section 5.3.
2 Related Work
2.1 Composition Modeling
Standard composition rules such as the rule of thirds,
golden ratio and low depth of field have played impor-
tant roles in early works on image aesthetics assess-
ment (Datta et al., 2006; Luo and Tang, 2008; Su et al.,
2011). Obrador et al. (2010) later showed that by using
only the composition features, one can achieve image
aesthetic classification results that are comparable to
the state-of-the-art. Recently, these rules have also been
used to predict high-level attributes for image interest-
ingness classification (Dhar et al., 2011), recommend
suitable positions and poses in the scene for portrait
photography (Zhang et al., 2012), and develop both au-
tomatic and interactive cropping and retargeting tools
for image enhancement (Liu et al., 2010; Bhattacharya
et al., 2010; Fang et al., 2014). Marchesotti et al. (2011)
showed that, by aggregating statistics computed from
low-level generic image features, one can achieve better
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performance in assessing image aesthetics than using
hand-crafted composition rules. In addition, Yao et al.
(2012) proposed a composition-sensitive image retrieval
method which classifies images into horizontal, vertical,
diagonal, textured, and centered categories, and uses
the classification result to retrieve exemplar images that
have similar composition and visual characteristics as
the query image. However, none of them study the use
of triangles in photography.
2.2 3D Modeling and Segmentation of Images
Various methods have been proposed to extract 3D
scene structures from a single image. The GIST de-
scriptor (Oliva and Torralba, 2001) is among the first
attempts to characterize the global arrangement of ge-
ometric structures using simple image features such as
color, texture and gradients. Following this seminal
work, a large number of supervised machine learning
methods have been developed to infer approximate 3D
structures or depth maps from the image using care-
fully designed models (Hoiem et al., 2005, 2007; Gould
et al., 2009; Saxena et al., 2009; Nedovic et al., 2010)
or grammars (Gupta et al., 2010; Han and Zhu, 2009).
In addition, models tailored for specific scenarios have
been studied, such as indoor scenes (Lee et al., 2009;
Hedau et al., 2009, 2010) and urban scenes (Barinova
et al., 2008). However, these works all make strong as-
sumptions on the structure of the scene, hence the types
of scene they can handle in practice are limited. Despite
the above efforts, obtaining a good estimation of per-
spective in an arbitrary image remains an open prob-
lem.
Typical vanishing point detection algorithms are
based on clustering edges in the image according to
their orientations. (Kosecka´ and Zhang, 2002) proposed
an Expectation Maximization (EM) approach to iter-
atively estimate the vanishing points and update the
membership of all edges. Recently, a non-iterative
method is developed to simultaneously detect multi-
ple vanishing points in an image (Tardif, 2009). These
methods assume that a large number of line segments
are available for each cluster. To reduce the uncertainty
in the detection results, a unified framework has been
proposed to jointly optimize the detected line segments
and vanishing points (Tretiak et al., 2012). For images
of scenes that lack clear line segments or boundaries,
specifically the unstructured roads, texture orientation
cues of all the pixels are aggregated to detect the van-
ishing points (Rasmussen, 2004; Kong et al., 2009). But
it is unclear how these methods can be extended to gen-
eral images.
Image segmentation algorithms commonly operate
on low-level image features such as color, edge, tex-
ture and the position of patches (Shi and Malik, 2000;
Felzenszwalb and Huttenlocher, 2004; Li, 2011; Arbe-
laez et al., 2011; Mobahi et al., 2011). But it was shown
in (Russell et al., 2009) that given an image, images
sharing the same spatial composites can help with the
unsupervised segmentation task.
2.3 Portrait Photo Analysis
Few studies have focused on aesthetic analysis of por-
trait images. Jin et al. (2010) studied the critical role of
lighting in portrait photography. Varying lighting pat-
terns shift lights and shadows on the face, change the
area ratios between them, and generate 3D perception
from the 2D photograph. While the learned artistic por-
trait lighting templates in that work are able to capture
the arrangement of low level features, our work aims at
modeling the usage of more holistic composition tech-
niques in portrait photography. Zhang et al. (2012) de-
veloped a method to automatically recommend suitable
positions and poses of people in natural scenes. How-
ever, the recommendation is based on matching simple
2D compositional features and manually labeled human
body poses.
3 Natural/Urban Scene Composition Modeling
In this section, we present the technical details of our
geometric image segmentation algorithm for triangle
detection and composition modeling in natural/urban
scene photos. Since our segmentation method follows
the classic hierarchical segmentation framework, we give
an overview of the framework and some of the state-of-
the-art results in Section 3.1. In Section 3.2, we intro-
duce our geometric distance measure for hierarchical
image segmentation, assuming the location of the dom-
inant vanishing point is known. The proposed geomet-
ric cue is combined with traditional photometric cues in
Section 3.3 to obtain a holistic representation for com-
position modeling. In Section 3.4, we further show how
the proposed distance measure, when aggregated over
the entire image, can be used to detect the dominant
vanishing point in an image.
3.1 Hierarchical Image Segmentation
Generally speaking, the segmentation method can be
considered as a greedy graph-based region merging al-
gorithm. Given an over-segmentation of the image, we
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define a graph G = (R, E ,W (E)), where each node cor-
responds to one region, and R = {R1, R2, . . .} is the set
of all nodes. Further, E = {eij} is the set of all edges
connecting adjacent regions, and the weights W (E) are
a measure of dissimilarity between regions. The algo-
rithm proceeds by sorting the edges by their weights
and iteratively merging the most similar regions until
certain stopping criterion is met. Each iteration consists
of three steps:
1. Select the edge with minimum weight:
e∗ = arg min
eij∈E
W (eij) .
2. Let R1, R2 ∈ R be the regions linked by e∗. Set
R ← R\{R1, R2}
⋃{R1⋃R2} and update the edge
set E accordingly.
3. Stop if the desired number of regions K is reached,
or the minimum edge weight is above a threshold δ.
Otherwise, update weights W (E) and repeat.
(a) (b) (c)
Fig. 4 Hierarchical image segmentation using photometric
cues only. (a) The original image. (b) The ultrametric con-
tour map (UCM) generated by Arbelaez et al. (2011). (c)
The segmentation result obtained by thresholding the UCM
at a fixed scale.
Various measures have been proposed to determine
the distance between two regions, such as the differ-
ence between the intensity variance across the bound-
ary and the variance within each region (Felzenszwalb
and Huttenlocher, 2004), and the difference in coding
lengths (Mobahi et al., 2011). Recently, Arbelaez et al.
proposed a novel scheme for contour detection which in-
tegrates global photometric information into the group-
ing process via spectral clustering 2011. They have shown
that this globalization scheme can help identify con-
tours which are too weak to be detected using local
cues. The detected contours are then converted into a
set of initial regions (i.e., an over-segmentation) for hi-
erarchical image segmentation. We show an example
of the segmentation result obtained by Arbelaez et al.
(2011) in Figure 4. In particular, in Figure 4(b), we vi-
sualize the entire hierarchy of regions on an real-valued
image called the ultrametric contour map (UCM) (Ar-
belaez, 2006), where each boundary is weighted by the
dissimilarity level at which it disappears. In Figure 4(c),
we further show the regions obtained by thresholding
the UCM at a fixed scale. It is clear that because the
weights of the boundaries are computed only based on
the photometric cues in Arbelaez et al. (2011), differ-
ent geometric regions could be merged at early stages
in the hierarchical segmentation process if they have
similar appearances.
Motivated by this observation, we take the over-
segmentation result generated by Arbelaez et al. (2011)
(i.e., by thresholding the UCM at a small scale 0.05) as
the input to our algorithm, and develop a new distance
measure between regions which takes both photometric
and geometric information into consideration.
3.2 Geometric Distance Measure
We assume that a major portion of the scene can be
approximated by a collection of 3D planes parallel to
a dominant direction in the scene. The background,
e.g., the sky, can be treated as a plane at infinity. The
dominant direction is characterized by a set of paral-
lel lines in the 3D space which, when projected to the
image, converge to the dominant vanishing point. Con-
sequently, given the location of the dominant vanishing
point, our goal is to segment an image so that each re-
gion can be roughly modeled by one plane in the scene.
To achieve this goal, we need to formulate a dissimi-
larity measure which yields small values if the pair of
adjacent regions belong to the same plane, and large
values otherwise.
We note that any two planes that are parallel to the
dominant direction must intersect at a line which passes
through the dominant vanishing point in the image. In-
tuitively, this observation provides us with a natural
way to identify adjacent regions that could potentially
lie on different planes: If the boundary between two re-
gions is parallel to the dominant direction (hence passes
through the dominant vanishing point), these two re-
gions are likely to lie on different planes. However, in
the real world, many objects are not completely planar,
hence there may not be a clear straight line that passes
through the dominant vanishing point between them.
As an example, if we focus our attention on the three
adjacent regions R1, R2 and R3 in Figure 5, we notice
that R1 and R3 belong to the vertical wall and R2 be-
longs to the ceiling. However, the boundaries between
the pair (R1, R2) and the pair (R1, R3) both lie on the
same (vertical) line. As a result, it is impossible to dif-
ferentiate these two pairs based on only the orientation
of these boundaries.
To tackle this problem, we propose to look at the
angle of each region from the dominant vanishing point
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R1 R2 
R3 
(a) 
(b) 
(c) 
X 
P 
θ 
(d) 
Fig. 5 Illustration of the the computation of the geomet-
ric distance. (a) The over-segmentation map with the polar
coordinate system. (b) Three adjacent regions from the im-
age. (c) The histograms of angle values for the three regions.
(d) The boundary map weighted by the geometric distance
between adjacent regions.
in a polar coordinate system, instead of the orienta-
tion of each boundary pixel. Here, the angle of a region
is represented by the distribution of angles of all the
pixels in this region. Mathematically, let the dominant
vanishing point P be the pole of the polar coordinate
system, for each region Ri, we compute the histogram
of the angle value θ(X) for all the pixels X ∈ Ri, as
illustrated in Figure 5.
Let ci(θ) be the number of the pixels in Ri that fall
into the θ-th bin. We use 360 bins in our experiments.
We say that one region Ri dominates another region
Rj at angle θ if ci(θ) ≥ cj(θ). Our observation is that
if one region Ri always dominates another region Rj at
almost all angles, these two regions likely belong to the
same plane. Meanwhile, if one region has larger num-
ber of pixels at some angles whereas the other region
has larger number of pixels at some other angles, these
two regions likely lie on different planes. This observa-
tion reflects the fact a plane converging to the vanishing
point often divides along the direction perpendicular to
the dominant direction because of architectural or nat-
ural structures, e.g., columns and trees. Because per-
pendicular separation of regions has little effect on the
polar angles, the histograms of angles tend to overlap
substantially.
Based on this observation, we define the geometric
distance between any two regions Ri and Rj as follows:
Wg(eij) = 1−
max
(∑
θ min(ci(θ), cj(θ))
|Ri| ,
∑
θ min(ci(θ), cj(θ))
|Rj |
)
,
where |Ri| and |Rj | are the total numbers of pixels in
regions Ri and Rj , respectively. For example, as illus-
trated in Figure 5(c), R1 dominates R3 at all angles
and hence we have Wg(e1,3) = 0. Meanwhile, R1 and
R2 dominate each other at different angles and their
distributions have very small overlap. As a result, their
geometric distance is large: Wg(e1,2) = 0.95. In Fig-
ure 5(d), we show all the boundaries weighted by our
geometric distance. As expected, the boundaries be-
tween two regions which lie on different planes tend
to have higher weights than other ones. This suggests
that, by comparing the angle distributions of two adja-
cent regions, we can obtain a more robust estimate of
the boundary orientations than directly examining the
orientations of boundary pixels.
Here, a reader may wonder why we don’t simply
normalize the histograms and use popular metrics like
KL divergence or the earth mover’s distance to compare
two regions. While our intuition is indeed to compare
the distributions of angles of two regions, we have found
in practice that computing the normalized histograms
could be highly unstable for small regions, especially
at the early stages of the iterative merging process.
Thus, in this paper we propose an alternative geomet-
ric distance measure which avoids normalizing the his-
tograms, and favors large regions during the process.
3.3 Combining Photometric and Geometric Cues
While our geometric distance measure is designed to
separate different geometric structures, i.e., planes, in
the scene, the traditional photometric cues often pro-
vide additional information about the composition of
images. Because different geometric structures in the
scene often have different colors or texture, the pho-
tometric boundaries often coincide with the geometric
boundaries. On the other hand, in practice it may not
always be possible to model all the structures in the
scene by a set of planes parallel to the dominant di-
rection. Recognizing the importance of such structures
to the composition of the image due to their visual
saliency, it is highly desirable to integrate the photo-
metric and geometric cues in our segmentation frame-
work to better model composition. In our work, we com-
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bine the two cues by a linear combination:
W (eij) = λWg(eij) + (1− λ)Wp(eij) , (1)
where Wp(eij) is the photometric distance between ad-
jacent regions, and can be obtained from any conven-
tional hierarchical image segmentation method. Here
we adopt the contour map generated by Arbelaez et al.
(2011).
λ = 1 λ = 0.8 λ = 0.6
λ = 0.4 λ = 0.2 λ = 0
Fig. 6 Image segmentation results by integrating the photo-
metric and geometric cues. Different weighting parameter λ
have been used.
In Figure 6, we show the segmentation results of
an image using our method with different choices of λ
and a fixed number of regions K. Note that when λ = 1,
only the geometric cues are used for segmentation; when
λ = 0, the result is identical to that obtained by the
conventional method (Arbelaez et al., 2011). It can be
seen that using the geometric cues alone (λ = 1), we
are able to identify most of the structures in the scene.
Some of the boundaries between them may not be ac-
curate enough (e.g., the boundary between the bridge
on the left and the sky area). However, when λ = 0, the
algorithm tends to merge regions from different struc-
tures early in the process if they have similar colors.
By combining the two cues (e.g., λ = 0.4), we are able
to eliminate the aforementioned problems and obtain
satisfactory result. Additional results are provided in
Figure 7. Our method typically achieves the best per-
formance when λ is in the range of [0.4, 0.6], as high-
lighted with blue boxes in Figures 6 and 7. We fix λ to
0.6 for the remaining experiments.
3.4 Enhancing Vanishing Point Detection
In the previous subsection we demonstrated how the
knowledge about the dominant vanishing point in the
scene can considerably improve the segmentation re-
sults. However, detecting the vanishing point in an ar-
bitrary image itself is a challenging problem. Most ex-
isting methods assume that (1) region boundaries in
the image provide important photometric cues about
the location of the dominant vanishing point, and (2)
Fig. 7 Additional segmentation results. For each original im-
age, we show the results in the order of λ =1, 0.8, 0.6, 0.4,
0.2 and 0.
these cues can be well captured by a large number of
line segments in the image. In practice, we notice that
while the first assumption is generally true, the second
one often fails to hold, especially for images of natural
outdoor scenes. This is illustrated in Figure 8: although
human can easily infer the location of the dominant
vanishing point from the orientations of the aggregated
region boundaries, existing line segment detection algo-
rithms may fail to identify these boundaries. For this
reason, any vanishing point detection method relying
on the detected line segments would also fail.
To alleviate this issue, we propose to use our geo-
metric distance measure Wg(eij) to obtain a more ro-
bust estimation of the orientation of each boundary and
subsequently develop a simple exhaustive search scheme
to detect the dominant vanishing point. In particular,
given a hypothesis of the dominant vanishing point lo-
cation, we can obtain a set of boundaries which align
well with the converging directions in the image by com-
puting Wg(eij) for each pair of adjacent regions. These
boundaries then form a “consensus set”. We compute a
score for the hypothesis by summing up the strengths
of the boundaries in the consensus set (Figure 8(c) and
(d)). Finally, we keep the hypothesis with the highest
score as the location of the dominant vanishing point
(Figure 8(e)). Our algorithm can be summarized as fol-
lows:
1. Divide the image by an m× n uniform grid mesh.
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(a) (b)
(c) (d) (e)
Fig. 8 Enhancing vanishing point detection. (a) Original im-
age. (b) Line segment detected. (c) and (d) The weighted
boundary map for two different hypotheses of the dominant
vanishing point location. (e) The consensus score for all ver-
tices on the grid.
2. For each vertex Pk on the grid, we compute the geo-
metric distance Wg(eij) for all the boundaries in an
over-segmentation of the image. The consensus score
for Pk is defined as: f(Pk) =
∑
eij∈E
Wp(eij)Wg(eij) .
3. Select the point with the highest score as the de-
tected dominant vanishing point:
P ∗ = arg max f(Pk) .
Here, the size of the grid may be chosen based on the
desired precision for the location of the vanishing point.
In practice, our algorithm can find the optimal location
in about one minute on a 50×33 grid on a single CPU.
We also note that the time may be reduced using a
coarse-to-fine procedure.
In addition, we assume that the dominant vanish-
ing point lies in the image frame because, as we noted
before, only the vanishing point which lies within or
near the frame conveys a strong sense of 3D space to
the viewer. But our method can be easily extended to
detect vanishing points outside the frame using a larger
mesh grid.
4 Detecting and Modeling Triangles in Portrait
Photography
In this section, we describe the algorithm for handling
portrait photos. We first introduce the line segment de-
tection algorithm (Section 4.1), and then discuss how
triangles can be constructed from these line segments
(Section 4.2).
4.1 Line Segment Detection
By examining high-quality portraits designed with the
triangle technique (e.g., see Figures 16 and 17), we ob-
serve that triangles present in portrait photographs are
often composed with parts of contours or edges, such
as the contours of arms, body parts, wearing apparels,
as well as edges formed by multiple human subjects. In
general, a triangle is geometrically defined as a poly-
gon with three corners and three sides, where the three
sides are all straight line segments. However, contours
of natural objects like humans or hats are often slightly
curved. Therefore, to detect potential triangles in real
images, our method needs to be able to identify such
curved line segments, in addition to straight edges, in
an image.
To this end, we employ the Line Segment Detector
(LSD) proposed by von Gioi et al. (2010) to convert gra-
dient map of an image to a set of line segments. It first
calculates a level-line angle at each pixel to produce a
level-line field. The level line is a straight line perpen-
dicular to the gradient at each pixel. Then, the image is
partitioned into line-support regions by grouping con-
nected pixels that share the same angle up to a certain
tolerance. Each line-support region is treated as a can-
didate line segment. Next, a hypothesis testing frame-
work is developed to test each line segment candidate.
The framework approximates each line-support region
with a rectangle and compare the number of “aligned
points” in each rectangle in the original image with the
expected number of aligned points in a random image. A
line segment is detected if the actual number of aligned
points in a rectangle is significantly larger than the ex-
pected number.
(a) original (b) 0.7 (c) 0.5 (d) 0.2
Fig. 9 LSD results with different density (as indicated).
A useful property of LSD is that, by approximat-
ing the line-support region using a rectangle of certain
length, it is able to detect near-straight curves in the
image. Further, it is easy to see that a larger rectan-
gle with more unaligned points will be needed to cover
a more curved line segment. Therefore, by setting a
threshold on the density of a rectangle, which is defined
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(a) original image (b) contour (c) LSD result (d) filtered LSD (e) filtered LSD
Fig. 10 Filtering the line segments. The parameter α is set to 0.5 and 0.7 in (d) and (e), respectively.
as the proportion of aligned points in the rectangle, we
can control the degree up to which a curved line seg-
ment is considered. Figure 9 shows results of the line
segment detector with different density values. In our
experiments, the density is empirically set to 0.2.
While the line segment detector aims at extracting
all potential line segments from an image using local im-
age gradient cues, some line segments are more globally
distinguishable, thus more visually attractive to view-
ers. To further identify such line segments, we combine
the line segment detector with the ultrametric contour
map (UCM) obtained by the same image segmentation
algorithm (Arbelaez et al., 2011) we introduced in Sec-
tion 3.1. Note that each pixel on the contour map holds
a confidence level between 0 and 1, indicating the possi-
bility of it being on a boundary. Given a line segment,
we identify all the pixels falling in its support region
and consider the maximum confidence level of all pix-
els as the confidence level of the line segment. Then, line
segments with confidence levels under a certain thresh-
old are removed, where the threshold is chosen based
on the maximum confidence level present in an image.
Specifically, assume the maximum confidence level of
all the line segments in an image is C, where C ∈ [0, 1],
then we set the threshold as (1 − α)C and accept line
segments whose confidence levels are within the range
[(1− α)C,C]. The parameter α controls the number of
accepted line segments. Smaller α filters out more line
segments from an image, as shown in Figure 10. In this
paper, we empirically set α = 0.5.
4.2 Fitting Triangles
The line segment detector described above gives us a set
of candidate triangle sides. Randomly selecting three
non-parallel sides from the set generates a triangle.
Thus, the problem of detecting a triangle can be con-
verted into finding three non-parallel sides. However,
although a triangle consists of three sides, we observe
that a triangle can be uniquely determined as long as
two sides are found, because the third side can be ob-
tained by connecting the end points of the other two
sides. Moreover, the presence of the third side is not as
(a) (b) (c) (d)
Fig. 11 Challenges in detecting triangles: Outliers and im-
perfect sides. (a) outliers: irrelevant objects, (b) outliers: mul-
tiple triangles, (c) imperfect sides: occlusion, (d) imperfect
sides: bending curve.
important in the practical usage of triangle technique
because viewers can easily “complete” the geometric
shapes themselves. As a result, our problem is reduced
to fitting a triangle using two non-parallel line segments
selected from the candidate set.
Two major challenges still exist in fitting triangles
using the extracted line segments: (1) there is a large
number of irrelevant line segments; and (2) the sides
of a triangle are imperfect in real images. For exam-
ple, as shown in Figure 11(a), some objects in a pho-
tograph are irrelevant to the use of triangle technique,
even though they have high-contrast contours (e.g., the
bird pattern on the woman’s shirt). The line segments
produced by such objects are all outliers. In addition,
multiple triangles often exist in one image (e.g., Fig-
ure 11(b)). Thus, line segments from different triangles
should also be considered as outliers w.r.t. each other.
In Figures 11(c) and 11(d), we further show some exam-
ples of imperfect triangle sides. As shown, these sides
may be broken into several parts because of occlusion or
artificial effect introduced by the line segment detector.
For instance, the girl in Figure 11(c) has her right arm
occluded by her left arm. As a result, the contour of
her right arm is broken into two line segments. In Fig-
ure 11(d), the contour of the back of the human subject
is too curved to be approximated by a single straight
line. Therefore, the line segment detector approximates
it using two straight line segments with slightly differ-
ent orientations.
In order to tackle these two challenges, we employ
a modified RANSAC (RANdom SAmple Consensus) al-
gorithm in favor of its insensitivity to outliers. RANSAC
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is an iterative method that robustly fits a set of ob-
served data points (including outliers) to a pre-defined
model. Our algorithm includes three steps:
1. Two non-parallel line segments are randomly se-
lected from the candidate set and extended to gen-
erate two lines on which the two triangle sides lie.
2. All the candidate line segments within neighbor-
hoods of the two lines are projected onto the cor-
respond lines, resulting in a number of projected
pixels. Triangle sides are then constructed from all
the projected pixels.
3. Once two triangle sides are constructed, two met-
rics Continuity Ratio and Total Ratio are calculated
to measure the fitness and significance of the tri-
angle, respectively. Triangles with high scores are
accepted.
In the remainder of this subsection, we describe each
step in details.
4.2.1 Identifying Sides From Line Segments
By extending the two randomly selected line segments
to two lines, we obtain the shared end point of the
two sides, i.e., the intersection of the lines. Moreover,
two intersecting lines generate four different angles with
four different opening directions: upwards, downwards,
leftwards, and rightwards. Each angle corresponds to a
category of triangles that contain this angle and two
sides of varied lengths. Given one of the four angles,
once the lengths of its two sides are determined, a unique
triangle can be constructed.
4.2.2 Fitting All Segments on Sides
In this step, we first mark all line segments within
neighborhood of the two straight lines formed in the
previous step as inliers and those falling outside neigh-
borhood as outliers. The neighborhood region of a
straight line l : ax+ by + c = 0 is defined to be
N(l) = {(x, y) ∈ R2 and |ax+ by + c|√
a2 + b2
6 dnb} ,
i.e., the group of pixels whose distances to the straight
line are smaller than a certain threshold dnb. In this
paper, we fix dnb = 5 pixels. Then, all the inlier line
segments with respect to line l can be calculated as
I(l) = S ∩N(l) where S is the set of all candidate line
segments. Note that, if a line segment is cut into two
parts by the neighborhood boundary, the part of line
segment falling within the neighborhood is included as
an inlier, whereas the other part is considered as an
outlier. In Figure 12(c), we illustrate how the neighbor-
hood of a straight line is utilized to partition all the line
(a) (b)
𝑙1 
𝑙2 
𝑑𝑛𝑛 
(c) (d)
Fig. 12 Illustration of the RANSAC algorithm. (a) original
image, (b) candidate sides, (c) neighborhood region, and (d)
fitted pixels.
segments into inliers and outliers. The blue line segment
is selected from the candidate line segment set and ex-
tended to a straight line l. Lines l1 and l2 designate
boundaries of the neighborhood region. Both of them
have a distance dnb from l. The red line segments and
black line segments represent the inliers and outliers,
respectively.
Next, all the pixels on the inlier line segments are
projected onto the straight line. A pixel on the straight
line is called a projected pixel if there is at least one
pixel on any inlier line segment that is projected to this
pixel. We denote the set of all projected pixels as
P (l) = {(x′, y′) ∈ l | ∃(x, y) ∈ I(l), (x−x′, y− y′) ⊥ l}.
Figure 12 illustrates the fitting process. Figure 12(b)
shows all the line segments extracted from the image
shown in Figure 12(a). The two line segments colored
in blue are randomly selected from the candidate set.
Subsequently, two straight lines, l and l˜, are generated
by expanding the two line segments and their neighbor-
hood regions are identified. Finally, inliers within their
neighborhoods are projected onto the straight lines, as
shown in Figure 12(d).
Here, we note that the projected pixels typically
scatter along the entire straight line. To form a triangle,
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we divide the line into two half lines at the intersection
point. Formally, a half line here is defined as a straight
line extending from the intersection point indefinitely in
one direction only. It is easy to see that, for each pair of
straight lines l and l˜, four triangles can be formed using
different pairs of half lines. Therefore, when evaluating
the fit of a triangle, we only consider the subsets of pro-
jected pixels which are on the two half lines that form
the triangle, denoted as P (lh) and P (l˜h), as opposed to
the entire sets of projected pixels P (l) and P (l˜).
4.2.3 Evaluating the Fitted Triangle
In order to evaluate the quality of a fitted triangle, we
first introduce a Continuity Ratio score to evaluate the
quality of a fitted side. Here we use one half line lh
as an example. The way to calculate continuity ratio
for the other half line l˜h is exactly the same. Given
any point X lying on the half line lh, we can construct
a potential side OX connecting the intersection point
O = (xo, yo) and X. We further compute the number
of pixels projected onto OX divided by the length of
OX as P (l
h)∩OX
|OX| . Then, the Continuity Ratio of l
h is
defined as the ratio of the best fitted side on lh:
C(lh) = max
X∈P (lh)
P (lh) ∩OX
|OX| . (2)
Finally, the continuity ratio for the entire triangle con-
structed by the two half lines lh and l˜h is
C(lh, l˜h) = C(lh)× C(l˜h) . (3)
In addition to the continuity ratio, we define an-
other Total Ratio score which is calculated as the area
of the triangle divided by the area of the entire picture.
Intuitively, the Continuity Ratio describes how well the
extracted line segments fit the given side. Meanwhile,
the Total Ratio represents the significance of a fitted
triangle in terms of sizes. As a bigger triangle can be
more easily recognized and has more impact on com-
position of the entire image, we only keep the triangles
whose Continuity Ratio and Total Ratio scores are both
above certain thresholds.
5 Experiments
5.1 Image Segmentation for Natural/Urban Scenes
In this section, we compare the performance of our
method with the state-of-the-art image segmentation
method, gPb-owt-ucm (Arbelaez et al., 2011). For this
experiment, we assume known dominant vanishing point
locations. We emphasize that our goal here is not to
compete with that work as a generic image segmen-
tation algorithm, but to demonstrate that information
about the vanishing point (i.e., the geometric cue), if
properly harnessed, can empower us to get better seg-
mentation results.
To quantitatively evaluate the methods, we use three
popular metrics to compare the result obtained by each
algorithm with the manually-labeled segmentation:
Rand index (RI), variation of information (VOI) and
segmentation covering (SC). First, the RI metric mea-
sures the probability that an arbitrary pair of pixels
have the same label in both partitions or have different
labels in both partitions. The range of RI metric is [0, 1],
higher values indicating greater similarity between two
partitions. Second, the VOI metric measures the aver-
age condition entropy of two clustering results, which
essentially measures the extent to which one clustering
can explain the other. The VOI metric is non-negative,
with lower values indicating greater similarity. Finally,
the SC metric measures the overlap between the re-
gion pairs in two partitions. The range of SC metric is
[0, 1], higher values indicating greater similarity. We re-
fer interested readers to (Arbelaez et al., 2011) for more
details about these metrics.
Fig. 13 Example test images with the manually labeled seg-
mentation maps.
For this experiment, we manually labeled 200 im-
ages downloaded from flickr.com. These images cover
a variety of indoor and outdoor scenes and each has a
dominant vanishing point. During the labeling process,
our focus is on identifying all the regions that differ
from their neighbors either in their geometric structures
or photometric properties. We show some images with
the hand-labeled segmentation maps in Figure 13. Note
that, ideally this process should be done by someone un-
related to the work and even by multiple people. But
since this particular segmentation task is relatively well-
defined, the level of subjectivity or inter-rater variation
is not expected to be high. Also, the process is labor
intensive as it traces region boundaries. Through doing
the task ourselves, we ensure quality of the segmenta-
tion maps. The manually-labelled segmentation maps
will be made available so researchers can examine for
correctness and experiment with them.
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(c) Variation of Information
Fig. 14 Segmentation benchmarks. K is the number of regions.
Figure 14 shows the benchmark results of both meth-
ods. Our method significantly outperforms gPb-owt-
ucm on all metrics. This is consistent with the example
results in Figures 6 and 7, suggesting that our method
is advantageous in segmenting the geometric structures
in the scene.
5.2 Vanishing Point Detection
Next, we compare our vanishing point detection method
with two state-of-the-art methods proposed by
Tardif (2009) and Tretiak et al. (2012), respectively.
As discussed earlier, both methods rely on the line seg-
ments to generate vanishing point candidates. Then, a
non-iterative scheme similar to the popular RANSAC
technique is developed by Tardif (2009) to group the
line segments into several clusters, each correspond-
ing to one vanishing point. Using the vanishing points
detected by Tardif (2009) as an initialization, Tretiak
et al. (2012) further propose a non-linear optimization
framework to jointly refine the extracted line segments
and vanishing points.
In this experiment, we use 400 images downloaded
from flickr.com whose dominant vanishing points lie
within the image frame. All images are scaled to size
500 × 330 or 330 × 500. To make the comparison fair,
for Tardif (2009) and Tretiak et al. (2012) we only keep
the vanishing point with the largest support set among
all hypotheses that also lie within the image frame. We
consider a detection successful if the distance between
the detected vanishing point and the manually labeled
ground truth is smaller than certain threshold t, and
plot the success rates of all methods w.r.t. the threshold
t in Figure 15. Our method outperforms existing meth-
ods as long as the threshold is not too small (t ≥ 10 pix-
els), justifying its effectiveness for detecting the dom-
inant vanishing point in arbitrary images. When t is
small, our method does not perform well because its
precision in locating the vanishing point is limited by
the size of the grid mesh. Nevertheless, this issue can be
alleviated using a denser grid mesh at the cost of more
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Fig. 15 Comparison of vanishing point detection algorithms.
computational time. Also, we note that while the joint
optimization scheme proposed by Tretiak et al. (2012)
can recover weak line segments and vanishing points
for urban scenes, its improvement over Tardif (2009) is
quite small in our case.
5.3 Triangle Detection in Portrait Images
In order to evaluate the performance of our triangle de-
tection method for portrait images, we build a dataset
by collecting 4,451 professional studio portrait photos
from Flickr.
Figure 16 presents some detected triangles with dif-
ferent continuity ratios. As one can see, triangles with
high continuity ratios are more easily recognized than
those with low continuity ratios. However, they do not
necessarily outperform those of low continuity ratios in
conveying useful compositional information about the
photo. For instance, Figure 16(j) has a much lower con-
tinuity ratio than Figure 16(m) but it conveys a more
interesting compositional skill. From the detected trian-
gle, we can notice that the model slightly tilts her head
to align with her left arm which constructs a beautiful
triangle with her hair. It is very common that multi-
ple different triangles are embedded in one image, and
some of them can be easily overlooked by amateurs.
Here, our goal is to identify all potential triangles from
images, which enables amateur photographers to better
learn compositional techniques.
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(a) 0.88 (b) 0.71 (c) 0.73 (d) 0.73
(e) 0.59 (f) 0.61 (g) 0.68 (h) 0.78
(i) 0.49 (j) 0.50 (k) 0.53 (l) 0.71 (m) 0.94
(n) 0.51 (o) 0.52 (p) 0.54 (q) 0.73 (r) 0.79
(s) 0.63 (t) 0.73 (u) 0.60 (v) 0.68 (w) 0.71
Fig. 16 Detected triangles with different Continuity Ratios.
The red lines indicate two sides of the detected triangle.
More detected results can be found in Figure 17.
It demonstrates that our triangle detection system can
clearly identify triangles in portrait photographs de-
spite the existence of noises such as human hair, props,
and shadows/patterns/folds on shirts, etc. Moreover,
triangles involving multiple human subjects can be ac-
curately detected as well (e.g., the fourth picture in the
first row and the third picture in the second row). More
interestingly, our system is able to locate triangles that
may not be easy to identify by human eyes. For in-
stance, considering the first photo in the last row, it
is quite easy to find the triangle containing the girl’s
two arms. However, we often overlook another triangle
which is constructed with one arm of the girl and the
edge of her lower jaw. Another example is the fifth pic-
ture in the last row. The girl puts her arm on her dress
in a deliberately designed pose so that it extends the
boundary of her dress and forms a big triangle together
with her long hair. Both examples indicate that profes-
sional photographers usually design delicate poses for
the subjects in order to achieve quality photo compo-
sition. However, choosing an interesting pose requires
Fig. 17 Examples of detected triangles in portrait pho-
tographs.
much experience and artistic inspiration. The triangles
detected by our system can help amateurs gain deeper
understanding and inspirations from high-quality pho-
tography works.
Quantitative Evaluation. To further study the effec-
tiveness of our method, we involved an experienced pro-
fessional portrait photographer, who has studied arts
and architecture and has operated a professional por-
trait studio for over 30 years. Using the online annota-
tion tool LabelMe1, we asked the photographer to man-
ually annotate triangles that indicate interesting pose
or composition in the images we collected. A total of
173 images were annotated by the photographer. We
show some example triangles in Figure 18, which illus-
trate a wide variety of numbers, sizes and orientations
of triangles used in the portrait photography. As the
professional annotations can be valuable to computer
vision community in studying portrait composition, we
will make the dataset and any future extensions freely
available to researchers.
We compare the triangles detected by our
method with the manual annotations. In this experi-
ment, we only consider triangles whose continuity ratio
and total ratio are above 0.1. Let (A,B,C) denote the
set of vertices of a ground truth triangle, we consider a
candidate triangle (A′, B′, C ′) a matching triangle if
|AA′|+ |BB′|+ |CC ′|
|AB|+ |BC|+ |CA| ≤ δ , (4)
1 http://labelme.csail.mit.edu/Release3.0/
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Fig. 18 Example portrait photos with triangles labeled by
an experienced professional photographer.
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Fig. 19 Quantitative evaluation of triangle detection in por-
traits. The plots show the precision and recall of our method
as a function of (a) continuity ratio and (b) total ratio.
where |AB| is the length of the line segment connecting
A and B, and δ is a threshold. We fix δ = 0.3 in this
paper.
In Figure 19, we report the precision and recall of
our method as a function of the continuity ratio and
total ratio. Specifically, let G denote the set of ground
truth triangles annotated by the professional photog-
rapher, and Q denote the set of triangles detected by
our algorithm under a particular experiment setting,
the precision and recall are defined as follows:
Precision =
|G⋂Q|
|Q| , Recall =
|G⋂Q|
|G| . (5)
As shown in Figure 19(a), the precision of our
method increases as the continuity ratio increases. When
the continuity ratio is high, about half of the triangles
detected are true positives. Meanwhile, among all man-
ually annotated triangles, up to about half of them can
be detected by our method (i.e., when continuity ratio
is 0.1). In Figure 20 (first row) we show some triangles
missed by our algorithm. As one can see, for many of
such triangles, there is a lack of explicit edges or con-
tours in the image. For example, in the first image of
Fig. 20 Comparison of triangles detected by our method
with professional annotations. First row: Triangles anno-
tated by the professional photographer but missed by our
algorithm. Second row: Some interesting triangles detected
by our algorithm, but not labeled by the photographer.
Figure 20, the triangle is formed by the pair of shoes and
the girl’s knees, instead of explicit edges. Such triangles
are often known as implicit triangles in photography. It
will be interesting future work to look for them using
machine vision. In addition, Figure 19(b) shows that
our method achieves the best precision when the total
ratio is about 0.2. This may suggest the most commonly
seen triangle sizes in portrait photography.
Finally, we examine the triangles that are detected
by our algorithm but not labeled by the professional
photographer. Figure 20 (second row) shows some in-
teresting cases where we think the triangles are actually
meaningful. These examples suggest that even experi-
enced photographers may occasionally overlook certain
elements, and our algorithm could potentially provide
them with an alternative interpretation of the photo.
6 Application in On-Site Composition Feedback
The proposed triangle technique detection methods cap-
ture rich information about the composition of pho-
tographs. They can be integrated with various
composition-driven applications. Here, we discuss an
application that aims at providing amateur users with
on-site feedback about the composition of their photos.
6.1 Natural/Urban Scene Photography
For natural/urban scene photography, given a photo
taken by a user, we propose to find photos with simi-
lar compositions in a collection of photos taken by ex-
perienced or accomplished photographers. These pho-
tos are rendered as feedback to the user. The user can
then examine these exemplar photos and consider re-
composing his/her own photo accordingly, while the
user remains on-site. Yao et al. (2012) pioneered this
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direction, but the types of composition studied there
are limited to a few categories which are pre-defined
based on simple 2D rules.
In this paper, we take a completely different ap-
proach and develop a similarity measure to compare
the composition of two images based on their geomet-
ric image segmentation maps. Our observation is that,
experienced photographers often are able to achieve dif-
ferent compositions by first placing the dominant van-
ishing point at different image locations, before choos-
ing how the main structures of the scene are related
to it in the captured image. In addition, while the dif-
ference in the dominant vanishing point locations can
be simply computed as the Euclidean distance between
them, our geometric segmentation result offers a natu-
ral representation of the arrangement of structures with
respect to the dominant vanishing point. Specifically,
given two images Ii and Ij , let Pi and Pj be the loca-
tions of dominant vanishing points and Si and Sj be
the segmentation results generated by our method for
these two images, respectively, we define the similarity
measure as:2
D(Ii, Ij) = F (Si, Sj) + α‖Pi − Pj‖ , (6)
where F (Si, Sj) is a metric to compare two segmenta-
tion maps. We adopt the Rand index (Rand, 1971) for
its effectiveness. In addition, α controls the relative im-
pact of the two terms in the equation. We empirically
set α = 0.5.
To obtain a dataset of photos that make good use
of the perspective effect, we collect 3,728 images from
flickr.com by querying the keyword “vanishing point”.
When collecting the photos, we use the sorting criterion
of “interestingness” provided by flickr.com, so that
the retrieved photos are likely to be well composed and
taken by experienced or accomplished photographers.
Each photo is then scaled to size 500×330 or 330×500.
To evaluate the effectiveness of our similarity measure
(Eq. (6)), we manually label the dominant vanishing
point and then apply our geometric image segmentation
algorithm (with the proposed distance measure W (eij)
and the stopping criteria δ = 0.55) to obtain a segmen-
tation for each image.
In Figure 21, we show the retrieved images for var-
ious query images. The results clearly show that the
proposed measure is not only able to find images with
similar dominant vanishing point locations, but also ef-
fectively captures how each region in the image is re-
lated to the vanishing point.
2 Here, we assume the two images have the same size, after
rescaling.
Fig. 21 Composition-sensitive image retrieval results. Each
row shows a query image (first image from the left) and the
top-6 or top-8 ranked images retrieved.
6.1.1 Comparison to Existing Retrieval Systems
We also compare our composition-sensitive image re-
trieval system to the following recent retrieval pipelines:
HOG: We represent each image with a rigid grid-like
HOG feature xi (Dalal and Triggs, 2005; Felzenszwalb
et al., 2010). In order to limit the dimensionality of
HOG features to roughly 5K, we resize the images to
150 × 100 or 100 × 150, and use a cell size of 8 pixels.
As suggested by Shrivastava et al. (2011), we further
normalize the feature vector by subtracting its mean:
xi = xi − mean(xi), and use the cosine distance to
measure the similarity of two vectors.
VLAD: The vector of locally aggregated descriptors
(VLAD) is a feature coding and pooling method (Je-
gou et al., 2010; Arandjelovic and Zisserman, 2013). It
encodes a set of local feature descriptors (e.g., SIFT
features) extracted from an image using a dictionary
built using a clustering method such as GMM or K-
means. In this paper, we use the code provided on the
authors’ website3 with pre-trained dictionary to extract
3 http://people.rennes.inria.fr/Herve.Jegou/software.html
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Fig. 22 Comparison of four retrieval systems for images of similar composition. For a query image, we show the top-4 or top-5
images retrieved by four different systems, where each row corresponds to one system. The four rows are ordered as follows:
First row: our system. Second row: HOG. Third row: VLAD. Fourth row: CNN.
the VLAD descriptor for each image, and compare dif-
ferent descriptors using the `2 distance.
CNN: Generic descriptors extracted from the convo-
lutional neural networks (CNNs) have been shown to
be very powerful in tackling a diverse range of com-
puter vision problems, including image retrieval (Raza-
vian et al., 2014). In this paper, we use the publicly
available code and model4 by Chatfield et al. (2014),
which were developed to perform classification in the
ImageNet ILSVRC challenge data, and represent each
image using the `2-normalized output of the second
fully connected layer (full7 of (Chatfield et al., 2014)).
The feature similarity is measured by the cosine dis-
tance.
Figure 22 shows the top-ranked images retrieved by
all four systems for some example query images. As can
be seen, the images retrieved by our system is more
compositionally relevant in terms of the use of perspec-
tive effect than other systems. Among the three existing
systems, HOG is shown to be more sensitive to the im-
age composition, as it is based on the local image gradi-
ents. Meanwhile, VLAD and CNN features are known
4 http://www.vlfeat.org/matconvnet/pretrained/
to preform well in capturing the semantics of a scene
(i.e., scene types and objects). While both methods in-
deed retrieved more relevant images semantically, they
are not sensitive to the image composition.
Quantitative Evaluation. Unlike traditional image
retrieval tasks, currently there is no dataset with ground
truth composition labels available. In order to quantita-
tively evaluate the performance of our system, we have
conducted a user study that allows participants to man-
ually rank the performance of the four systems based on
their ability to retrieve compositionally similar images.
In this study, a collection of 200 query images were
randomly selected to form the dataset for the compar-
ison study. At an online website, each participant is
provided with a subset of 15 randomly selected query
images. For each query, we show the participant the top-
8 images retrieved by all four systems. Then, we ask the
users to rank the performance of the four systems with-
out providing them with any information about the four
systems. To avoid any biases, we also randomly shuffled
the order in which the results of the four systems are
presented on each page.
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Fig. 23 Quantitative evaluation of retrieval systems. Per-
centages of user selections are shown. Our system is ranked
the first by the participants 65.6% of the time.
To complete this study, we recruited 20 participants,
mostly graduate students at Penn State with some ba-
sic photography knowledge. Figure 23 shows the over-
all percentage of times that each system is ranked the
first, the second, the third, and the fourth, respectively.
Our system is ranked the first 65.6% of the time, which
is significantly higher than the other systems. Among
the other three systems, HOG outperforms VLAD and
CNN, thanks to its sensitivity to local image gradients,
which is correlated with the vanishing direction of an
image. Interestingly, while CNN is trained to capture
scene semantics, it is voted first for 15% of the time.
This suggests a link between semantics (i.e., what is in
the image) and image composition (i.e., how an image
is taken).
6.2 Portrait Photography
Our triangle technique detection method can poten-
tially help amateur photographers design interesting
poses when taking portraits. It is often difficult for un-
trained photographers to naturally embed triangles in
compositions in order to form striking portraits. Cer-
tain professional users, e.g., magazine editors, can also
benefit from the triangle detection method. When they
are selecting portraits to fill a specific page layout, the
shapes and orientations of embedded triangles within
these photos can be critical to the overall page compo-
sition. Therefore, we develop a portrait retrieval system
that can take a triangle sketch as a query to help users
find images containing a targeted triangular configura-
tion. Such tools can be especially useful when a large
collection of portraits are available to choose from.
First, users need to provide a sketch indicating the
shape and the orientation of the triangular configura-
tion that they desire to have in the photos. In portrait
photos, the third side of a triangle is often missing in
most photos. Thus, the sketch query provided by users
is basically an angle with two sides. Given the sketch
angle, we compute the orientations of the two sides as
well as the opening direction of the angle. Specifically,
the orientation of a side is defined to be the angle be-
tween its extended straight line and the positive x-axis.
An angle has four possible opening directions: upward,
downward, leftward, or rightward. The two properties
narrow down the searching space to a specific type of
triangles.
Recall that our triangle detection algorithm has two
steps: line segment detection and fitting triangles. All
line segments detected from the first step are taken as
candidate triangle sides during the fitting stage. In the
retrieval system, we construct two candidate sets con-
taining line segments with similar orientations as the
two sides of the sketched angle. Two sides can then be
randomly selected from the two candidate sets and the
combination of them generates four angles with four dif-
ferent opening directions (Figure 12(d)). Only the angle
that has the same opening direction as the sketched an-
gle will be taken into consideration during the fitting
process. Such a sketch-based triangle retrieval system
not only assists users in searching for desired types of
triangles but also reduces the searching time signifi-
cantly for large photo collections.
6.2.1 User Study
We conducted a human subject study to verify the ef-
fectiveness of the retrieved triangles in conveying valu-
able information about composition to amateurs. In
this study, we selected 20 groups of representative queries
which covered a wide range of angles in terms of mag-
nitude and orientation. We only consider angles in the
range of [45◦, 135◦] because angles that are either too
large or too small are often not perceived as interesting
ones by humans. Each of the 20 groups of queries takes
a distinct combination of orientations for two straight
lines. Twenty line combinations 〈l1, l2〉 are selected in
our experiment such that the angle between l1 and l2
falls in the closed range of [45◦, 135◦] and the angle
between l1/l2 and positive x-axis falls in {0◦, 22.5◦,
45◦, 67.5◦, 90◦, 112.5◦, 135◦}. Moreover, one combina-
tion of two straight lines generates four possible angles
which differ in terms of their opening directions. There-
fore, we use a total of 80 queries to retrieve triangles
from 4,451 photos where each photo may contain many
distinct triangles. For each query, we rank the results
based on their continuity ratios. Higher continuity ra-
tios represent higher quality of fitting and thus imply
more accurate retrieved results.
We recruited 20 participants to this study, mostly
graduate students at Penn State with some basic pho-
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Fig. 24 The performance of the retrieval system for por-
traits.
tography knowledge. At an online website, each par-
ticipant is provided with a subset of 15 randomly se-
lected queries. For each query, we show the partici-
pant the top-20 triangles retrieved by our system. For
each retrieved triangle, we ask the participant to assess
whether it is “useful”, i.e., whether it indicates inter-
esting pose or composition in the image, and help the
participant understand the use of triangles in the photo.
Figure 24 shows the histogram of overall percent-
ages of “useful” triangles for all 80 queries. For most
queries, between 40% and 80% of the retrieved results
are considered by the participants as providing useful
information and guidance on the portrait composition.
Overall, 53.8% of the retrieved triangles are regarded
as “useful” by the users.
In Figure 25, we provide examples of both “use-
ful” and “unuseful” triangles retrieved by our system.
The first column contains twelve queries among which
eight return high percentages of “useful” triangles and
four return low percentage of “useful” triangles. From
the retrieved examples, it can be seen that professional
photographers are skillful at using all kinds of objects,
such as arm, leg, shoulder, chair, wall, ground, hair,
apparel, or even shadow, to construct triangles. Inter-
estingly, very often a slight adjustment of a pose can
form beautiful triangles which make the entire compo-
sition aesthetically appealing. For instance, the girl in
row 3, column 3 slightly turns her head towards left to
perfectly align with her shoulder. For the same reason,
the girl in row 1, column 4 lifts up her head a little bit.
In addition, our system also retrieves many “un-
useful” triangles for some queries. As shown in the last
four rows of Figure 25, many of these triangles are right
triangles. In fact, it is known that professional photog-
raphers often avoid 90◦ body angles because they often
look unnatural and strained (Valenzuela, 2012). This
may partly explain why we are unable to retrieve more
“useful” triangles in these cases.
Fig. 25 Examples of retrieved portraits. Each row shows
results from a query. Red examples are considered “unuseful”
in our evaluation.
7 Conclusions and Future Work
This paper proposes a system that detects the usage
of triangle photo composition techniques in both natu-
ral/urban scene and portrait/people photography. We
show preliminary evidence through human subject stud-
ies that such systems can potentially help consumer
photographers learn about professional composition of
photographs. The two broad categories that we have
chosen cover most major consumer photography gen-
res. Additionally, we show that line-based methods are
effective for both categories, despite the fact that many
photos have no clearly-defined straight lines. For pho-
tographs of natural/urban scene with strong perspec-
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tive effect, we have demonstrated a new method for
modeling visual composition through analyzing the per-
spective effects and segmenting the image based on pho-
tometric and geometric cues. The method can effec-
tively detect the dominant vanishing point from an ar-
bitrary scene. For portrait photographs, we extract a set
of candidate line segments from a photo and then suc-
cessfully fit a triangle to these segments despite a large
proportion of outliers. The fitted result accurately iden-
tifies the presence of triangles in photographs. Among
a variety of potential applications, we have illustrated
how our techniques can provide on-site feedback to pho-
tographers.
Our work opens up several future directions. First,
we plan to investigate the relationships between trian-
gles and other visual elements and design principles.
For example, one challenge in composition recognition
for real-world photos is the presence of large foreground
objects. They typically correspond to regions which are
not associated with any vanishing point in the image. In
addition, some photos may solely focus on the objects
(e.g., a flower) and do not possess a well-defined per-
spective geometry. We will analyze the composition of
these images by first separating the foreground objects
from the background. We note that, while our analy-
sis of the perspective geometry provides valuable infor-
mation about the 3D space, many popular composition
rules studied in early work, such as the simplicity of the
scene, golden ratio, rule of thirds, and visual balance
have focused on the arrangement of objects in the 2D
image plane. We believe that combining the strength
of both approaches will enable us to obtain a deeper
understanding of the composition of these images.
Beyond image composition, the relationship between
triangles and the aesthetic quality of compositions can
be further studied. For example, photographers may use
different composition techniques in different situations.
How to assess the relevance of perspective in a natu-
ral/urban scene photo? Also, for portraits, how do the
number, sizes, shapes, and orientations of triangles in-
fluence the aesthetics of photo composition? Answering
such questions can help amateur photographers learn
more specific photography techniques.
Finally, apart from providing on-site feedback to
photographers, our method can also be implemented
as a component in large-scale image retrieval engines
in the cloud. When a query results in a large number
of images that have similar levels of visual similarity or
aesthetic quality, the query results can be structured as
a tree with levels of refinement in terms of composition
by grouping the images using a hierarchical clustering
scheme.
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