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Abstract
We introduce an iterative method to prove the existence and uniqueness of the
complex-valued nonlinear elliptic PDE of the form −∆u+ F (u) = f with Dirichlet or
Neumann boundary conditions on a precompact domain Ω ⊂ Rn, where F : C→ C is
Lipschitz. The same method gives a solution to −∆gu+ F (u) = f for these boundary
conditions on a smooth, compact Riemannian manifold (M, g) with C1 boundary, where
−∆g is the Laplace-Beltrami operator. We also apply parametrix methods to discuss
an integral version of these PDEs.
1 Introduction
Let (M,g) be a smooth, compact Riemannian manifold with C1 boundary ∂M . We intro-
duce an iterative method to solve the nonlinear elliptic PDE of the form
−∆gu+ F (u) = f, u :M → C, (1)
where −∆g is the Laplace-Beltrami operator onM . Here F : C→ C is a globally Lipschitz
function, and f : Ω → C is sufficiently regular. We can take either Dirichlet or Neumann
boundary conditions. To introduce the iterative method, we first work on a domain, i.e.,
an open, bounded subset Ω ⊂ Rn with C1 boundary, and then extend the results to (M,g).
We now state the general form of the main theorem. We will discuss various versions
of this theorem with appropriate choices of Hilbert spaces G,G′ of functions in the paper.
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Theorem. Let (M,g) be a smooth, compact Riemannian manifold with C1 boundary ∂M ,
and choose a symmetric boundary condition B : ∂M → C for −∆ acting on a Hilbert space
of functions G. Let C be the optimal Poincare´ constant on M for the operator −∆ acting
on G. Assume that F : C → C is a globally Lipschitz function with Lipschitz constant C1
such that C1C
2 < 1. Then the Cauchy problem for the nonlinear elliptic equation
−∆u+ F (u) = f in M,Bu = 0 on ∂M
has a weak solution u ∈ G, provided that f is in the Hilbert space G′ associated to G.
The existence of solutions of (1) is obtained by an iterative method: We first construct
a sequence of solutions of linear Poisson equations associated with (1), and prove that the
sequence converges strongly in some appropriate norm. We then prove that the limit of the
sequence solves (1). This argument relies heavily on the analysis of the optimal constant in
the Poincare´ inequality on Ω. We also introduce a parametrix method in Section 4, which
provides a solution to an integrated version of (1).
Our approach differs from the usual method of linearizing the PDE and then perturb-
ing the linearized solution to a solution of the original nonlinear PDE. This approach
involves some restrictions, either to sufficiently small boundary conditions or a sufficiently
small domain within an appropriate energy space, so that the increase of inhomogeneity
as well as nonlinearity can be controlled. In contrast, we only assume a global Lipschitz
condition for the nonlinear term. Since we work on standard L2-based Sobolev spaces, we
anticipate further applications of our method.
In Section 2, we prove (Theorem 2.1) the existence and uniqueness of solutions of (1),
where M = Ω ⊂ Rn is a bounded domain, g is the standard Euclidean metric, and the
boundary operator is Bu = u (i.e., Dirichlet conditions). The Hilbert spaces G and G
′
are standard Sobolev spaces H10 (Ω) and L
2(Ω), which are defined in this section. We also
prover the existence and uniqueness of solutions of some variants of (1).
In Section 3, we solve the Dirichlet problem on compact manifolds (M,g) with boundary
(Theorem 3.4), with the boundary operators and the manifold analogues of G = H10 (M)
and G
′
= L2(M). We also treat the Neumann problem on (M,g) in Theorem 3.7, where
the boundary operator is Bu = g(∇u,N) (the vanishing of the normal derivative), and the
Hilbert spaces G = H1⊥(M) and G
′
= L2⊥(M) are Sobolev spaces defined in this section.
The Neumann case is significantly more difficult than the Dirichlet case. We also discuss
the difficulties of solving the nonlinear equation on closed manifolds.
In Section 4, we introduce a parametrix method for both the Euclidean and manifold
cases. We show that the parametrix method yields a new integral expression for the solu-
tion of nonlinear elliptic PDEs of the type we consider, and we derive energy estimates.
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Our approach is inspired by the work of Hintz-Vasy [8], [9], who applied an iterative
method to solve the small data quasilinear wave equation g(u)u = f + q(u, du) in asymp-
totic de Sitter space, where g(0) = gdS is the de Sitter metric, for appropriate domain and
solution space.
Of course, many mathematicians have considered nonlinear elliptic equations using non-
iterative methods. We just mention a few examples. Evans [5] and Ekeland-Te´mam [4]
treat real solutions of fully nonlinear second order elliptic PDE with a convexity condition
on the nonlinear terms. Fixed point methods, like the Schauder’s/Larey-Schaefer’s fixed
point theorems, play a prominent role in solving semilinear and quasilinear elliptic PDEs,
see for instance Evans [5], Gilbarg-Trudinger [7]. In addition, the inverse function theorems
on Banach spaces is used, for example in [1], [3], to solve sesquilinear PDEs Pu+F (u) = f ,
where P is an appropriate differential operator and F is a C1 Fre´chet differentiable map
between Banach spaces. (These PDEs are typically solved for real valued functions, but
we can obtain the local solvability of complex-valued PDEs with the same nonlinearities
by fixed point and inverse function theorem methods.) There are other approaches to the
uniqueness of solutions of nonlinear PDEs [5], [7], since fixed point and other methods may
not guarantee the uniqueness of the fixed point, except in rare situations where an appro-
priate Banach space map is a contraction. In [19], the existence and uniqueness is proven
for the solution of a quasilinear second order elliptic PDE with a real-valued Caratheodory
nonlinear function with both coerciveness and growth conditions. Recently, Caffarelli et
al. [2] introduced powerful methods in nonlinear PDEs, such as the De Giorgi Theorem in
elliptic and parabolic PDEs, the concentration-compactness rigidity method in dispersive
equations, etc.
Iterative methods have a long history as well, as they can be traced back to Newton’s
method to solve nonlinear problems. On nonlinear elliptic PDE, iterative methods have
traditionally been applied to solving discretized versions of elliptic PDE using numerical
approximation. For continuous methods, there is a large body of work, summarized in [5],
applying iterative methods to real-valued nonlinear elliptic PDEs by assuming the exis-
tence of subsolutions and supersolutions. However, Evans states: ”Warning: ...A plausible
plan for constructively solving a quasilinear elliptic PDE would be to select some u0 and
then iteratively solve the linear boundary-value problems...However, we CANNOT assert
that {uk}∞k=0 then converges to a solution...Schauder’s and Schaefer’s fixed point theorems
do not say that any sequence converges to a fixed point.” In another direction, Nash [18]
modified Newton’s method in his proof of the isometric embedding theorem. This work
developed into the so-called Nash-Moser method [16], [17] to solve nonlinear equations it-
eratively, with the drawback that typically some regularity is lost at each iteration. Later
Ho¨rmandar [10] improved Moser’s method to reduce the loss of regularity, which is actually
closer to Nash’s original approach.
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2 The Dirichlet Problem for Domains in Euclidean Space
In this section, we consider the Dirichlet problem for the basic equation (1) on a connected
bounded domain Ω ⊂ Rn with C1 boundary. Thus we solve −∆u + F (u) = f , provided
f ∈ L2(Ω) and F : C → C is globally Lipschitz. (An example of a non-differentiable
globally Lipschitz function is F (z) = eiℑz , which has global Lipschitz constant
√
2.)Here
−∆ is the standard Laplacian with strictly positive eigenvalues. The main existence and
uniqueness result is Theorem 2.1. We also consider some variations of (1) in this section.
2.1 The Main Result
In this subsection, we prove the existence and uniqueness of solutions of (1).
Definition 2.1. Let Ω ⊂ Rn be a connected bounded domain.
(i) The L2 inner product 〈·, ·〉L2 on C∞c (Ω,C) is
〈f, h〉L2 =
∫
Ω
fh¯dx.
L2(Ω) is the completion of C∞c (Ω,C) with respect to 〈·, ·〉L2 . The norm on L2(Ω) is thus
given by ‖f‖2L2(Ω) = 〈f, f〉L2 .
(ii) The energy inner product 〈·, ·〉E on C∞c (Ω,C) is
〈f, h〉E =
∫
M
∇f · ∇h¯dx.
(iii) The H1 inner product is 〈·, ·〉H1 on C∞(Ω,C) or C∞c (Ω,C) is
〈f, h〉H1 = 〈f, h〉L2 + 〈f, h〉E .
H1(Ω) is the completion of C∞(Ω,C) with respect to 〈·, ·〉H1 , and H10 (Ω) is the completion
of C∞c (Ω,C) with respect to 〈·, ·〉H1 . H10 (Ω) is the space of weakly differentiable functions
on Ω that vanish on ∂Ω.
(iv) In general, the integer-valued Sobolev spaces Hk(Ω), k > 1 is defined inductively by
requiring that
u ∈ Hk(Ω)⇔ ∂u
∂xj
∈ Hk−1(Ω), j = 1, . . . , n.
Here x1, . . . , xn are coordinate system on Ω ⊂ Rn. The norm ‖·‖Hk(Ω) is given by
‖u‖Hk(Ω) = ‖u‖Hk−1(Ω) +
n∑
j=1
∥∥∥∥ ∂u∂xj
∥∥∥∥
Hk−1(Ω)
.
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We first prove a result about the optimal Poincare´ constant for u ∈ H10 (Ω), or equivalently
for u with Dirichlet boundary condition. We use the well-known fact that −∆ on H10 (Ω)
has discrete spectrum contained in R+. See for example [12, Ch. 28, 31, 32]
Proposition 2.1. (Poincare´ inequality) Let λ1 be the smallest eigenvalue of −∆ on H10 (Ω).
For u ∈ H10 (Ω), we have
|u|L2(Ω) 6 λ−1/21 |∇u|L2(Ω) .
Moreover, λ
−1/2
1 is the maximal constant for which this estimate holds.
Proof. See [7, Ch. 7]. The optimal constant is easily obtained by minimizing the Rayleigh
quotient.
Now we can prove our main result. The proof introduces the iterative method that is used
throughout the paper.
Theorem 2.1. Let Ω ⊂ Rn be a connected bounded domain with C1 boundary. Let C =
λ
−1/2
1 be the optimal Poincare´ constant on Ω, as in Proposition 2.1. Assume that F : C→ C
is a globally Lipschitz function with Lipschitz constant C1 satisfying C1C
2 < 1, and choose
f ∈ L2(Ω). Then the Dirichlet problem for the nonlinear elliptic equation
−∆u+ F (u) = f in Ω, u|∂Ω = 0, (2)
has a unique weak solution u ∈ H10 (Ω).
Proof. We may assume F (0) = 0, since if F (0) = c 6= 0, then we replace F with F˜ = F − c.
It is clear that F˜ is still globally Lipschitz.
We first prove existence using our iterative set-up. We want to construct a sequence
{uk}∞k=0 ⊂ H2(Ω) such that
−∆u0 = f in Ω, u0 = 0 on ∂Ω; (3)
−∆uk + F (uk−1) = f in Ω, uk = 0 on ∂Ω, k = 1, 2, 3, . . . . (4)
According to standard linear elliptic theory [6], (3) has a unique solution with u0 ∈ H2(Ω);
this uses the Poincare´ inequality, the Lax-Milgram theorem, and the regularity of the
Poisson equation. In addition, we have u0 ∈ H10 (Ω) in the trace class sense, so u0 ∈
H10 (Ω) ∩H2(Ω).
Observe that for each k > 1 in (4), if we know that uk−1 ∈ H2(Ω) ∩ H10 (Ω), then by
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the Lipschitz property of F , we have
‖F (uk−1)‖L2(Ω) = ‖F (uk−1)− F (0)‖L2(Ω) =
∫
Ω
|F (uk−1)− F (0)|2 dx
6
∫
Ω
C21 |uk−1|2 dx = C21 ‖uk−1‖L2(Ω)
6 C21 ‖uk−1‖H2(Ω) . (5)
Therefore uk−1 ∈ H2(Ω) implies F (uk−1) ∈ L2(Ω). Thus we can rewrite (4) as
−∆uk = −F (uk−1) + f in Ω, u = 0 on ∂Ω, (6)
where the right hand side is in L2(Ω). Standard linear elliptic theory implies that (6) has
a unique solution uk ∈ H10 (Ω) ∩H2(Ω) for each k.
We want to show that there exists u ∈ H10 (Ω) such that we have the strong convergence
u = lim
k→∞
uk inH
1
0 (Ω). (7)
To do this, we take consecutive iterations of (4):
−∆uk + F (uk−1) = f in Ω, u = 0 on ∂Ω; (8)
−∆uk+1 + F (uk) = f in Ω, u = 0 on ∂Ω, (9)
Subtracting (8) from (9), we obtain
−∆(uk+1 − uk) = −F (uk) + F (uk−1). (10)
Since uk ∈ H10 (Ω) ∩H2(Ω), we can introduce the weak version of (10):∫
Ω
(∇uk+1 −∇uk) · ∇vdx = −
∫
Ω
(F (uk)− F (uk−1)) · vdx, (11)
for all v ∈ H10 (Ω). Setting v = uk+1 − uk ∈ H10 (Ω), we get:∫
Ω
|∇uk+1 −∇uk|2 dx = −
∫
Ω
(F (uk)− F (uk−1)) · (uk+1 − uk)dx.
This gives
‖∇uk+1 −∇uk‖2L2(Ω)
= −
∫
Ω
(F (uk)− F (uk−1)) · (uk+1 − uk)dx 6
∫
Ω
|F (uk)− F (uk−1)| · |uk+1 − uk| dx
6
∫
Ω
C1 |uk − uk−1| · |uk+1 − uk| dx 6 C1 ‖uk − uk−1‖L2(Ω) · ‖uk+1 − uk‖L2(Ω)
6 C1C
2 ‖∇uk −∇uk−1‖L2(Ω) · ‖∇uk+1 −∇uk‖L2(Ω) .
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It follows that
‖∇uk+1 −∇uk‖L2(Ω) 6
√
C1C22 ‖∇uk −∇uk−1‖L2(Ω) ,∀k ∈ N. (12)
Since C1C
2 < 1 by hypothesis, we conclude that {∇uk}∞k=0 is Cauchy in L2(Ω). The
Poincare´ inequality guarantees the equivalence of H10 -norm of u and L
2-norm of ∇u, and
hence {uk}∞k=0 is a Cauchy sequence in H10 (Ω). Since H10 (Ω) is a Hilbert space, we conclude
that there exists a unique u ∈ H10 (Ω) such that
u = lim
k→∞
uk in H
1
0 (Ω). (13)
We now show that the limit in (13) solves (2) in the weak sense. The weak version of the
iterative equation (4) for any v ∈ H10 (Ω) is:∫
Ω
∇uk · ∇vdx+
∫
Ω
F (uk−1) · vdx =
∫
Ω
f · vdx. (14)
Note that since the limit u is in H10 (Ω), the integrals in the left hand side of (14) converge
when uk, uk−1 are replaced by u.
We can easily estimate the size of∫
Ω
(∇u−∇uk) · ∇vdx+
∫
Ω
(F (u)− F (uk−1))vdx := A+B.
For A, by Cauchy-Schwarz, we have
|A| =
∣∣∣∣
∫
Ω
(∇u−∇uk) · ∇vdx
∣∣∣∣ 6 ‖∇u−∇uk‖L2(Ω) · ‖∇v‖L2(Ω) k→∞−−−→ 0.
Similarly, we get
|B| =
∣∣∣∣
∫
Ω
(F (u)− F (uk−1))vdx
∣∣∣∣ 6
∫
Ω
|F (u)− F (uk−1)| · |v| dx
6 C1
∫
Ω
|u− uk−1| · |v| dx 6 C1 ‖u− uk−1‖L2(Ω) · ‖v‖L2(Ω)
j→∞−−−→ 0.
We conclude using (14) that∣∣∣∣
∫
Ω
∇u · ∇vdx+
∫
Ω
F (u) · vdx−
∫
Ω
f · vdx
∣∣∣∣
6
∣∣∣∣
∫
Ω
(∇u−∇uk) · ∇vdx+
∫
Ω
(F (u)− F (uk−1))vdx
∣∣∣∣
+
∣∣∣∣
∫
Ω
∇uk · ∇vdx+
∫
Ω
F (uk−1) · vdx−
∫
Ω
f · vdx
∣∣∣∣
=
∣∣∣∣
∫
Ω
(∇u−∇uk) · ∇vdx+
∫
Ω
(F (u)− F (uk−1))vdx
∣∣∣∣ .
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The right hand side of the last inequality is arbitrarily small for k ≫ 0, so∫
Ω
∇u · ∇vdx+
∫
Ω
F (u) · vdx =
∫
Ω
f · vdx,∀v ∈ H10 (Ω). (15)
Thus u solves (2) in the weak sense.
To check the boundary condition, since each uk solves (4) in the weak sense, we obtain by
the trace theorem that uk|∂Ω = Tuk = 0 where T : H10 (Ω) → L2(∂Ω), T v = v|∂Ω is the
trace operator. By the continuity of T , it follows that Tu = 0.
For the uniqueness of the weak solution, suppose that u1, u2 solve (2) in the weak sense:∫
Ω
∇u1 · ∇vdx+
∫
Ω
F (u1)vdx =
∫
Ω
fvdx,∫
Ω
∇u2 · ∇vdx+
∫
Ω
F (u2)vdx =
∫
Ω
fvdx.
Subtracting, we have∫
Ω
(∇u1 −∇u2) · ∇vdx =
∫
Ω
(F (u2)− F (u1))vdx. (16)
Setting v = u1 − u2, we get
‖∇u1 −∇u2‖2L2(Ω) 6
∫
Ω
|F (u2)− F (u1)| |u1 − u2| dx
6C1 ‖u1 − u2‖2L2(Ω) 6 C1C2 ‖∇u1 −∇u2‖2L2(Ω) .
Since C1C
2 < 1, we obtain |∇u1 −∇u2|L2(Ω) = 0. It follows that u1 − u2 = c, for some
constant c ∈ C. Since u1 − u2 = 0 on ∂Ω, we must have c = 0, i.e., u1 = u2.
Remark 2.1. In this proof, we have used both strong and weak versions of linear and
nonlinear elliptic PDEs. We use the strong version as long as possible to show the iterative
steps clearly, and then switch to weak version out of necessity. In fact, the iterative steps (3)
- (10) work equally well in the weak form, since we can rewrite (3), (4) for some v ∈ H10 (Ω)
as ∫
Ω
∇u0 · ∇vdx =
∫
Ω
fvdx,∫
Ω
∇uk · ∇vdx+
∫
Ω
F (uk−1) · vdx =
∫
Ω
fvdx, k > 1,
and then continue.
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2.2 More General Nonlinearities and More General Dirichlet Problems
In this subsection, we discuss the iterative method on Euclidean space when F is a function
of both u and ∇u.
The first result is the existence of a solution of −∆u + F (u,∇u) = f when F is of the
simple form F (u,∇u) = F1(u)+F2(∇u), where F1 and F2 are globally Lipschitz functions
with appropriate Lipschitz constants.
Theorem 2.2. Let Ω ⊂ Rn be a connected domain with C1 boundary. Let C = λ−1/21 be
the optimal Poincare´ constant on Ω, as in Proposition 2.1. Assume that F1 : C → C,
F2 : C
n → C are globally Lipschitz functions with Lipschitz constants C1, C2 such that
C1C
2 +C2C < 1. Choose f ∈ L2(Ω). Then the Dirichlet problem for the nonlinear elliptic
equation
−∆u+ F1(u) + F2(∇u) = f in Ω, u|∂Ω = 0, (17)
has a unique weak solution u ∈ H10 (Ω).
Proof. We apply the iterative method as in Theorem 2.1. As in that proof, we can assume
that F1(0) = F2(0) = 0. Construct {uk}, k ∈ N, such that
−∆u0 = f, u0|∂Ω = 0; (18)
−∆uk + F1(uk−1) + F2(∇uk−1) = f, uk|∂Ω = 0. (19)
Applying (5) to F1(uk) and F2(∇uk), we conclude that
‖F1(uk)‖L2(Ω) 6 C˜1 ‖uk‖H2(Ω) , ‖F2(∇uk)‖L2(Ω) 6 C˜2 ‖uk‖H2(Ω) .
for some constants C˜1, C˜2 > 0, provided uk ∈ H2(Ω). As before, it follows that uk ∈
H10 (Ω)∩H2(Ω). Subtracting two consecutive iterative equations in the weak form of (19),
we have∫
Ω
(∇uk+1−∇uk) ·∇vdx = −
∫
Ω
(F1(uk)−F1(uk−1)) ·vdx−
∫
Ω
(F2(∇uk)−F2(∇uk−1)) ·vdx,
for any v ∈ H10 (Ω). Choosing v = uk+1 − uk, we compute that
‖∇uk+1 −∇uk‖2L2(Ω)
6
∫
Ω
|F1(uk)− F1(uk−1)| vdx+
∫
Ω
|F2(∇uk)− F2(∇uk−1)| vdx
6
∫
Ω
C1 |uk − uk−1| · |uk+1 − uk| dx+
∫
Ω
C2 |∇uk −∇uk−1| · |uk+1 − uk| dx
6 C1 ‖uk − uk−1‖L2(Ω) ‖uk+1 − uk‖L2(Ω) + C2 ‖∇uk −∇uk−1‖L2(Ω) · ‖uk+1 − uk‖L2(Ω)
6 (C1C
2 + C2C) ‖∇uk −∇uk−1‖L2(Ω) · ‖∇uk+1 −∇uk‖L2(Ω) .
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Thus
‖∇uk+1 −∇uk‖L2(Ω) 6
√
C1C2 + C2C ‖∇uk −∇uk−1‖L2(Ω) . (20)
Since C1C
2+C2C < 1, {∇uk} is a Cauchy sequence in L2(Ω). By the Poincare´ inequality,
{uk} is Cauchy in H10 (Ω). Therefore {uk} converges to a limit u ∈ H10 (Ω).
We prove that u solves (17) in the weak sense. The integrals in the weak version of
(19), ∫
Ω
∇uk · ∇vdx+
∫
Ω
(F1(uk−1)v + F2(∇uk−1)v)dx =
∫
Ω
fvdx,
still converge when we replace uk, uk−1 by u. We now estimate∫
Ω
(∇u−∇uk) · v+
∫
Ω
(F1(u)−F1(uk−1)vdx+
∫
Ω
(F2(∇u)−F2(∇uk−1))vdx := A+B+C.
Repeating the argument in Theorem 2.1, we obtain |A| k→∞−−−→ 0, |B| k→∞−−−→ 0. For C, we
compute that
|C| =
∣∣∣∣
∫
Ω
(F2(∇u)− F2(∇uk−1))vdx
∣∣∣∣ 6
∫
Ω
|F2(∇u)− F2(∇uk−1)| |v| dx
6C2
∫
Ω
|∇u−∇uk−1| |v| dx 6 C2 ‖∇u−∇uk−1‖L2(Ω) · ‖v‖L2(Ω)
6C2 ‖u− uk−1‖H10 (Ω) · ‖v‖L2(Ω)
k→∞−−−→ 0.
We observe that∣∣∣∣
∫
Ω
∇u · ∇vdx+
∫
Ω
(F1(u) + F2(∇u))vdx −
∫
Ω
fvdx
∣∣∣∣
6
∣∣∣∣
∫
Ω
(∇u−∇uk) · v +
∫
Ω
(F1(u)− F1(uk−1)vdx+
∫
Ω
(F2(∇u)− F2(∇uk−1))vdx
∣∣∣∣
+
∣∣∣∣
∫
Ω
∇uk · ∇vdx+
∫
Ω
(F1(uk−1)v + F2(∇uk−1)v)dx−
∫
Ω
fvdx
∣∣∣∣
=
∣∣∣∣
∫
Ω
(∇u−∇uk) · v +
∫
Ω
(F1(u)− F1(uk−1)vdx+
∫
Ω
(F2(∇u)− F2(∇uk−1))vdx
∣∣∣∣ .
The second to last line above vanishes due to (19). By the estimates for A,B,C, the last
line is arbitrarily small for k ≫ 0. It follows that u solves (17) in the weak sense.
As before, since each uk solves (19), we obtain by the continuity of the trace operator
that uk|∂Ω = Tuk = 0, which implies that Tu = 0.
The uniqueness proof is essentially the same as in Theorem 2.1.
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We now discuss the PDE of the form −∆u+ F1(u) + F2(∇u) = f, u|∂Ω = g with general
Dirichlet condition, which has non-zero trace class. Suppose that f ∈ L2(Ω) and g ∈
L2(∂Ω) such that g is the trace of some g˜ ∈ H1(Ω). In this case, we set u˜ = u− g˜ and it
follows that the above PDE becomes
−∆u˜+ F1(u˜+ g˜) + F2(∇u+∇g˜) = f −∆g˜, in Ω, u˜ = 0 on ∂Ω.
Note that above expression does make sense in the weak form. To achieve this, we can
rewrite the strong forms in (3) and (4) to weak form. We show the existence and uniqueness
of the solution of PDE with general Dirichlet condition in the following corollary.
Corollary 2.1. Let Ω ⊂ Rn be an open, bounded, connected subset of n-dimensional
Euclidean space with C1 boundary and symmetric boundary condition. Let C = λ−1/21 be
the optimal Poincare´ constant on Ω, as in Proposition 2.1. Assume that F1 : C → C,
F2 : C
n → C are globally Lipschitz functions with Lipschitz constants C1, C2 such that
C1C
2 +C2C < 1. Then the Cauchy problem of nonlinear elliptic equation
−∆u+ F1(u) + F2(∇u) = f in Ω, u|∂Ω = g, (21)
has a unique weak solution u ∈ H10 (Ω), provided that f ∈ L2(Ω), g ∈ L2(∂Ω) and g = g˜ on
∂Ω in the trace sense where g˜ ∈ H1(Ω).
Proof. We set u˜ = u− g˜, then (21) is equivalent to
−∆u˜+ F1(u˜+ g˜) + F2(∇u˜+∇g˜) = f −∆g˜, u˜ = 0 on ∂Ω, (22)
in the weak sense. Note that the iteration equations become
−∆u˜k + F1(u˜k−1 + g˜) + F2(∇u˜k−1 +∇g˜) = f −∆g˜, u˜k = 0 on ∂Ω.
Where we have
‖F1(u˜k)‖L2(Ω) 6 C˜1(‖u˜k‖H2(Ω) + ‖g˜‖H1(Ω)), ‖F2(∇u˜k)‖L2(Ω) 6 C˜2(‖u˜k‖H2(Ω) + ‖g˜‖H1(Ω)).
Then the solvability of (22) as well as uniqueness of solution can be derived by exactly the
same method as in Theorem 2.2.
Remark 2.2. We can apply this theory to find special solutions to the Schro¨dinger
and wave equations on Ω for functions F (z) = f(|z|)z for a globally Lipschitz function
f : [0,∞) → C. Note that F (eiξtz) = eiξtF (z). If we assume that the solution of the
Schro¨dinger equation
i∂tu+∆u = F (u), u|t=0,x∈∂Ω = g(x), u : [0,∞)× Ω→ C, (23)
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is of the form u(t, x) = eiξtQ(x), then (23) reduces to
−∆Q(x) + ξQ(x) = −F (Q(x)), Q(x) = g(x). (24)
We may apply Corollary 2.1 to solve this generalized Dirichlet problem provided ξ > 0.
For the same choices of F and u(t, x), we can reduce the nonlinear wave equation
∂ttu+∆u = F (u), u|t=0,x∈∂Ω = g(x), u : [0,∞)× Ω→ C, (25)
to the nonlinear elliptic equation
−∆Q(x) + ξ2Q(x) = −F (Q(x)), Q|∂Ω = g(x). (26)
We can again solve (26) by Corollary 2.1.
3 Nonlinear Laplace Equations on Compact Riemannian Man-
ifolds with Boundary
In this section, we consider the existence of solutions of (1) on compact manifolds with
boundary, for both Dirichlet and Neumann conditions. Throughout this section, (M,∂M, g)
denotes a smooth, connected, compact Riemannian manifold (M,g) with C1 boundary ∂M .
We rely heavily on appropriate versions of the Poincare´ inequality.
3.1 Dirichlet Boundary Conditions
In this subsection, we consider the existence of the solution of complex-valued nonlinear
Poisson equation
−∆gu+ F (u) = f, u ≡ 0 on ∂M, (27)
on (M,∂M, g). Here −∆g is the Laplace-Beltrami operator on M , and F is a complex-
valued globally Lipschitz function with Lipschitz constant C1. Our convention is that −∆g
has strictly positive eigenvalues.
In order to solve (27), we need a Poincare´ inequality on (M,∂M, g) with boundary; we
then recall existence and regularity results for the linear Poisson equation on (M,∂M, g);
finally, we apply a manifold version of the Euclidean iterative method.
Let dµ be the volume form on (M,∂M, g). Using dµ, we define the manifold analogues of
the inner products in Definition 2.1. There are several equivalent definitions of Sobolev
spaces on manifolds, and we choose the one that is most convenient for our purposes.
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Definition 3.1. Let (M,∂M, g) and dµ be the same as above.
(i) The L2 inner product 〈·, ·〉L2 on C∞(M,C) is
〈f, h〉L2 =
∫
M
fh¯dµ,∀f.
L2(M) is the completion of C∞(M,C) with respect to 〈·, ·〉L2 . The norm on L2(M) is given
by ‖f‖2L2(M) = 〈f, f〉L2 .
(ii) The energy inner product 〈·, ·〉E on C∞(M,C) is
〈f, h〉E =
∫
M
g(∇f,∇h¯)dµ.
Here ∇f is the gradient of f , which is given in local coordinates by ∇f = gij∂jf(∂/∂xi).
(iii) The H1 inner product 〈·, ·〉H1 on C∞(M,C) is
〈f, h〉H1 = 〈f, h〉L2 + 〈f, h〉E ,∀f, h ∈ C∞(M,C).
H1(M) is the completion of C∞(M,C) with respect to 〈·, ·〉H1 . H10 (M) is the completion
of C∞c (M˚,C) with respect to 〈·, ·〉H1 . H10 (M) is the space of weakly differentiable functions
on M that vanish on ∂M. The norm on H1(M) is thug given by ‖f‖H1(M) = 〈f, f〉H1.
(iv) In general, the integer-ordered Sobolev spaces Hk(M), k > 1 is defined inductively
by requiring that
u ∈ Hk(M)⇔ ∂u
∂xj
∈ Hk−1(M), j = 1, . . . , n.
Here x1, . . . , xn are local coordinates on charts of M .
We now state two fundamental results about the spectral theory of −∆g on (M,g) with a
C1 boundary and the corresponding Poincare´ inequality.
Theorem 3.1. [1, Thm. 4.4] For (M,∂M, g), the eigenvalues of the Dirichlet problem
for the Laplacian −∆g on (M,g) are strictly positive. The eigenfunctions are in C∞(M).
The first eigenvalue λ1 equals
infφ∈A ‖φ‖2E , for A = {φ ∈ H10 (M), ‖φ‖L2(M) = 1}.
Theorem 3.2. [1, Cor. 4.6], Poincare´ Inequality. For (M,∂M, g) and λ1 as above we
have
‖φ‖2L2(M) 6 λ−11 ‖φ‖2E ,∀φ ∈ H10 (M). (28)
Thus ‖φ‖E is an equivalent norm for H10 (M).
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We now consider the Dirichlet problem for the linear Poisson equation on M :
−∆gu = f, u
∣∣∣∣
∂M
= 0. (29)
Note that for u, v ∈ C∞c (M˚),
〈−∆gu, v〉L2 = 〈∇u,∇v〉L2 = 〈u, v〉E . (30)
The integration by parts in the first equality extends to functions with Dirichlet boundary
conditions. This motivates the following definition.
Definition 3.2. For u, v ∈ H10 (M), set B[u, v] = 〈u, v〉E . Choose f ∈ L2(M). We say
that u is a complex-valued weak solution of the Dirichlet boundary problem (29) if
B[u, v] = 〈f, v〉L2 ,
for all v.
The following theorem states the existence, uniqueness and regularity of weak solutions of
(29) on (M,∂M, g).
Theorem 3.3. [1, Thm. 4.8] For (M,∂M, g), there exists a unique weak solution u ∈
H10 (M) of (29). If f ∈ C∞(M), then u ∈ C∞(M) and u vanishes on the boundary.
We now define the weak form of (27) and prove the existence of weak solutions.
Definition 3.3. Fix f ∈ L2(M). For u, v ∈ H10 (M), set
BF [u, v] := 〈u, v〉E + 〈F (u), v〉L2 .
u is a complex-valued weak solution of the Dirichlet boundary problem (27) if
BF [u, v] = 〈f, v〉L2 .
for all v ∈ H10 (M).
Theorem 3.4. For (M,∂M, g), let C = λ
−1/2
1 be the Poincare´ constant on M as in
Theorem 3.2. Let F : C → C be a globally Lipschitz function with Lipschitz constant C1,
and fix f ∈ L2(M). If C1C2 < 1, then (27) has a weak solution u ∈ H10 (M).
Proof. The argument in Theorem 2.1, now using Theorem 3.2 and Theorem 3.3, implies
that
‖F (u)‖L2(M) 6 C1 ‖u‖H10 (M) .
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Choosing a test function v ∈ H10 (M), we find {uk} satisfying the weak iterative equations
〈u0, v〉E = 〈f, v〉L2 ,
〈uk, v〉E + 〈F (uk−1), v〉L2 = 〈f, v〉L2 . (31)
As in Theorem 2.1, we conclude that there exists u = limk→∞ uk ∈ H10 (M) satisfying
BF [u, v] = 〈f, v〉L2 .
As in the Euclidean case, we may replace the trivial Dirichlet boundary condition with the
general Dirichlet condition.
Corollary 3.1. Under the assumptions of Theorem 3.4, the generalized Dirichlet problem
−∆gu+ F (u) = f in M,u|∂M = h, (32)
has a weak solution u ∈ H10 (M), provided h ∈ L2(∂M) is the trace of h˜ ∈ H1(M).
Proof. For u˜ = u− h˜, (32) is equivalent to
−∆gu˜+ F (u˜+ h˜) = f +∆gh˜, u˜|∂M = 0.
We can now apply Theorem 3.4.
3.2 Neumann Boundary Condition
In this subsection, we consider the existence and uniqueness of solutions to the complex-
valued Poisson equation
−∆gu+ F (u) = f, g(∇u,N) ≡ 0 on ∂M, (33)
on (M,∂M, g). Here N is the outward unit normal vector field along ∂M . The main tools
will be a Poincare´ inequality and the Lax-Milgram theorem.
We adapt Definition 3.1 to this situation.
Definition 3.4. For (M,∂M, g) and dµ as in the previous subsection,
(i) Set
C⊥ =
{
u ∈ C∞(M) :
∫
M
udµ = 0
}
.
(ii) Set L2⊥(M) to be the completion of C⊥ with respect to the L2 inner product on M , and
let ‖·‖L2
⊥
(M) be the corresponding norm.
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(iii) Set E to be the completion of C⊥ with respect to 〈·, ·〉E , and let ‖·‖E be the corre-
sponding norm.
(iv) The H1⊥ inner product 〈·, ·〉H1
⊥
on C⊥ is
〈f, g〉H1
⊥
= 〈f, g〉L2
⊥
+ 〈f, g〉E ,∀f, g ∈ C⊥.
Set H1⊥(M) to be the completion of C⊥ with respect to 〈·, ·〉H1
⊥
, and let ‖·‖H1
⊥
(M) be the
corresponding norm.
Clearly,
∫
M u = 0 for u ∈ L2⊥(M) or u ∈ H1⊥(M), H1⊥(M) ⊂ L2⊥(M), and ‖u‖E ≤
‖u‖H1
⊥
(M).
We know we need a Poincare´ inequality for u ∈ H1⊥(M), but now the proof is more
complicated.
Theorem 3.5. Fix (M,∂M, g). For every element u ∈ H1⊥(M), there exists a positive
constant C > 0, which only depends on (M,∂M, g) and a choice of a finite cover on M ,
such that
‖u‖L2
⊥
(M) 6 C ‖u‖E . (34)
Remark 3.1. By Definition 3.4, we know that L2⊥(M), H
1(M), and H1⊥(M) are comple-
tions of C⊥, so it suffices to prove the theorem for u ∈ C⊥.
The proof of Theorem 3.5 involves a series of lemmas. The first technical lemma drops the
compactness assumption on M .
Lemma 3.1. Let M be a smooth, connected, Riemannian manifold with C1 boundary and
a finite cover by coordinate charts. Let u ∈ C∞(M) satisfy ∫M udµ = 0. For any finite
coordinate chart cover {Ui} of M , we can write u =
∑
i ui, where each ui is smooth,
supported in Ui, and satisfies ∫
Ui
uidµ = 0.
Proof. We show this by induction on the number of charts. The case of one chart is trivial.
Assume that the statement of lemma holds for k − 1 charts which covers M . For a fi-
nite cover {Ui}ki=1 by k charts, we can choose a smooth function σ such that
supp(σ) ⊂ U1 ∩
(
k⋃
i=2
Ui
)
and
∫
U1∩(
⋃k
i=2 Ui)
σ = 1.
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Here we have dropped dµ from the notation. Take a smooth partition of unity {χi}ki=1
subordinate to {Ui}ki=1. Set Ii =
∫
M χiu. Since
∫
M u = 0, it follows that
∫
M
χ1u = −
k∑
i=2
∫
M
χiu.
Set
u1 = χ1u− I1σ, u′1 =
k∑
i=2
χiu+ I1σ.
Then supp(u1) ⊂ U1, supp(u′1) ⊂
⋃k
i=2 Ui, and we have∫
M
u1 =
∫
U1
u1 = 0,
∫
M
u′1 =
∫
⋃k
i=2 Ui
u′1 = 0.
By induction, we can write u′1 =
∑k
i=2 ui, with supp(ui) ⊂ Ui, and
∫
M ui = 0. This
completes the induction step.
The next lemma is a special case of Schur’s Criterion, but has a short proof of independent
interest.
Lemma 3.2. If f ∈ L1(Rn) and g ∈ L2(Rn), then
‖f ∗ g‖L2(Rn) 6 ‖f‖L1(Rn) ‖g‖L2(Rn) . (35)
Proof. For x ∈ Rn, the L2-norm is translation invariant, i.e.,
‖f(·)‖L2(Rn) = ‖f(· − x)‖L2(Rn) , (36)
which follows from the translation invariance of Lebesgue measure. Therefore,
‖f ∗ g‖2L2(Rn) =
∫
Rn
|f ∗ g(x)|2 dx =
∫
Rn
∣∣∣∣
∫
Rn
f(y)g(x− y)dy
∣∣∣∣
2
dx
6
∫
Rn
∫
Rn
∫
Rn
|f(y)g(x− y)| |f(z)g(x− z)| dydzdx
=
∫
Rn
∫
Rn
(∫
Rn
|g(x− y)| |g(x− z)| dx
)
|f(y)| |f(z)| dydz
6
∫
Rn
∫
Rn
|f(y)| |f(z)| dydz · ‖g‖2L2(Rn)
6 ‖f‖2L1(Rn) ‖g‖2L2(Rn) ,
where we have used Cauchy-Schwarz and (36).
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For the proof of Theorem 3.5, we need a local Poincare´ inequality. The point is that charts
on a manifold with boundary fall into two types: interior charts diffeomorphic to open balls
in Rn, and boundary charts diffeomorphic to open balls in Hn which meet ∂Hn. Since the
boundary charts determine sets which are not open in Rn, we need a technical version of
the Poincare´ inequality that treats non-open sets.
The next two results are modifications of proofs in [3], where we drop the usual open-
ness assumption.
Lemma 3.3. [3, Thm. 2] Let Ω be a bounded, connected, convex subset of Rnand let φ
be a smooth function on an open, bounded set Ω′ ⊃ Ω. Let V, d be the volume and diameter
of Ω, respectively. Let Ave(φ) := 1V
∫
Ω φdx be the average of φ with respect to Lebesgue
measure. Then for x ∈ Ω, we have
|φ(x)− Ave(φ)| 6 d
n
nV
∫
Ω
1
|x− y|n−1 |∇φ(y)| dy. (37)
Since Ω is not necessarily open, we need the openness of Ω′ to define derivatives, especially
at the boundary points of Ω.
Proof. By shifting Ω by −x, we may assume that x = 0 ∈ Ω. Replacing φ by φ− φ(0), we
may also assume that φ(0) = 0.
Since Ω is convex, we may set R(θ) to be the length of the portion of the ray at the
origin at angular variable θ which lies in Ω. Therefore,
Ave(φ) =
1
V
∫ 2pi
0
∫ R(θ)
0
φ(r, θ)rn−1drdθ. =
1
V
∫ 2pi
0
∫ R(θ)
0
(∫ r
0
∂φ
∂s
ds
)
rn−1drdθ
=
1
V
∫ 2pi
0
∫ R(θ)
s=0
(∫ R(θ)
r=s
rn−1dr
)
∂φ
∂s
dsdθ
=
1
V
∫ 2pi
0
∫ R(θ)
s=0
(
1
n
(R(θ)n − sn
)
∂φ
∂s
dsdθ.
By convexity, 0 < R(θ) < d, and it follows that
|Ave(φ)| 6 1
V
∫ 2pi
0
∫ R(θ)
s=0
dn
n
∣∣∣∣∂φ∂s
∣∣∣∣ dsdθ = dnnV
∫ 2pi
0
∫ R(θ)
s=0
∣∣∣∣∂φ∂s
∣∣∣∣ · 1sn−1 · sn−1dsdθ
6
dn
nV
∫ 2pi
0
∫ R(θ)
s=0
|∇φ| · 1
sn−1
· sn−1dsdθ = d
n
nV
∫
Ω
1
|y|n−1 |∇φ(y)| dy.
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Proposition 3.1. [3, Cor. 1], (Local Poincare´ Inequality) In the notation of Lemma 3.3,
there exists a constant C > 0, which only depends on Ω ⊂ Rn and n, such that∫
Ω
|φ(x)− Ave(φ)|2 dx 6 C
∫
Ω
|∇φ|2 dx. (38)
Proof. Define two functions on Rn,
F (x) =
{
dn
nV
1
|x|n−1 , |x| 6 d,
0, |x| > d,
and G(x) =
{
|∇φ(x)|2 , x ∈ Ω,
0, x /∈ Ω.
Clearly F ∈ L1(Rn) and G ∈ L2(Rn). Using Lemmas 3.2 and 3.3, we get
∫
Ω
|φ(x) −Ave(φ)|2 dx 6
∫
Ω
(∫
Ω
dn
nV
1
|x− y|n−1 |∇φ(y)| dy
)2
dx
6
∫
Ω
|F ∗G(x)|2 dx 6
∫
Rn
|F ∗G(x)|2 dx
= |F ∗G|2L2(Rn) 6 |F |2L1(Rn) |G|2L1(Rn)
= |F |2L1(Rn) · |∇φ|2L2(Rn) .
F is integrable and independent of φ, so setting C = |F |L1(Rn) proves (38).
Using Lemmas 3.1 - 3.3 and Proposition 3.1, we are now ready to prove the Poincare´ in-
equality in Theorem 3.5.
Proof of Theorem 3.5. To show (34), we estimate
∫
M uφdµ for u, φ ∈ C⊥. Recall that
in a local chart with coordinates (x1, . . . , xn), the volume form is dµ =
√
det gdx, where
dx = dx1 ∧ . . . ∧ dxn. We want √det g to be bounded on each chart. In fact, for any open
cover {U ′i} of M , there exists a new open cover {Ui} of M , each Ui ⊂ U
′
i [13, Ch. 13]. As
a result, there exists Di such that
√
det g < Di is bounded on each Ui.
By Lemma 3.1, we can write
∫
M
uφdµ =
k∑
i=1
∫
Ui
uiφdµ and
∫
Ui
uidµ = 0.
Each Ui is diffeomorphic to an open ball, i.e. a convex, bounded and connected subset
Vi in either R
n or Hn. We denote the functions on Vi corresponding to ui, φ, by u
′
i, φ
′
i,
respectively.
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On each Ui, we have
‖φ−Ave(φ))‖L2(Ui) =
∥∥φ′ −Ave(φ′)∥∥
L2(Vi,g)
=
∫
Vi
∣∣φ′ −Ave(φ′)∣∣2√det(g)dx
6 Di
∫
Vi
∣∣φ′ −Ave(φ′)∣∣2 dx.
By Lemma 3.1, we can write u =
∑
i ui with 0 =
∫
Ui
ui = Ave(φ) ·
∫
Ui
ui, so by Proposition
3.1
∣∣∣∣
∫
M
uφdµ
∣∣∣∣ 6
k∑
i=1
∣∣∣∣
∫
Ui
uiφdµ
∣∣∣∣ =
k∑
i=1
∣∣∣∣
∫
Ui
ui(φ−Ave(φ))dµ
∣∣∣∣
6
k∑
i=1
‖ui‖L2
⊥
(Ui)
‖φ−Ave(φ)‖L2(Ui) 6
k∑
i=1
‖ui‖L2
⊥
(Ui)
·Di ‖∇φ‖L2(Ui)
6 C ‖u‖L2
⊥
(M) ‖φ‖E′ .
Here C > 0 only depends on (M,g) and the finite cover we choose. The last inequality is
not immediate. We justify it in the situation where M is covered by two charts, and the
general case follows inductively as in the proof of Lemma 3.1.
First, it is clear that ‖∇φ‖L2(Ui) 6 ‖φ‖E′ . Now for ‖ui‖L2
⊥
, i = 1, 2, as in Lemma 3.1
we can write
u1 = χ1u− I1σ, u2 = χ2u+ I1σ.
Thus we can estimate that
‖u1‖L2
⊥
(U1) 6 ‖χ1u‖L2(U1) + ‖I1σ‖L2(U1) 6 ‖χ1u‖L2(M) + |I1|‖σ‖L2(U1)
6 ‖χ1‖L2(M)‖u‖L2
⊥
(M) +
∣∣∣∣
∫
U1
χ1u|‖σ‖L2(M)
∣∣∣∣
6 ‖χ1‖L2(M)‖u‖L2
⊥
(M) +
∫
U1
|χ1||u| · ‖σ‖L2(M)
6 ‖χ1‖L2(M)‖u‖L2
⊥
(M)(1 + ‖σ‖L2(M)) 6 C1‖u‖L2
⊥
(M).
Here C1 only depends on the partition of unity as well as the choice of σ. Similarly, we
obtain
‖u2‖L2
⊥
(U2) 6 C2‖u‖L2(M).
Thus there exists C > 0 such that∣∣∣∣
∫
M
uφdµ
∣∣∣∣ 6 C‖u‖L2⊥(M)‖φ‖E′ .
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Lastly, we choose φ = u¯, then we have
‖u‖2L2
⊥
(M) 6 C ‖u‖L2
⊥
(M) ‖u‖E .
This finishes the proof of Theorem 3.5. 
Remark 3.2. Note that we do not need to specify a boundary condition in the proof of
Theorem 3.5. Note also that the Poincare´ constant in Theorem 3.5 may not be the first
positive eigenvalue of −∆g on M .
The integration by parts in (30) is still valid for functions with Neumann boundary condi-
tion. This motivates the definition of a weak solution in this setting.
Definition 3.5. u ∈ H1⊥(M) is a weak solution of the Neumann boundary problem −∆gu =
f, g(∇u,N) = 0 on ∂M if
BN [v, u] := 〈v, u〉E = 〈v, f〉L2 ,
for all v ∈ H1⊥(M).
We will need the complex-valued version of the Lax-Milgram Theorem.
Theorem 3.6. (Lax-Milgram) Let H be a complex Hilbert space with inner product 〈·, ·〉
and norm ‖·‖. Let B : H×H → C be a sesquilinear map satisfying
|B[u, v]| 6 α ‖u‖ ‖v‖ (boundedness),
|B[u, u]| > β ‖u‖2 (Coercivity),
for constants α, β > 0 and for all u, v ∈ H. Then for any bounded linear functional L :
H → C, there exists a unique element u ∈ H such that
B[v, u] = L(v),∀v ∈ H. (39)
Proof. See [12, Sec. 6, Thm. 6].
We now combine this theorem with the Poincare´ inequality to prove the existence and
uniqueness of weak solutions to the linear Poisson equation.
Theorem 3.7. For (M,∂M, g) and f ∈ L2(M), there exists a unique weak solution u ∈
H1⊥(M) of the Neumann boundary problem
−∆gu = f, g(∇u,N) = 0 on ∂M. (40)
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Proof. It is immediate that L : H1⊥(M) → C, L(v) = 〈v, f〉L2(M) is a bounded linear
functional. For the sesquilinear map BN : H1⊥(M)×H1⊥(M)→ C, we have
|BN [v, u]| = |〈v, u〉E | 6 ‖u‖E ‖v‖E 6 ‖u‖H1
⊥
(M) ‖v‖H1
⊥
(M) .
Hence the boundedness condition for BN [v, u] is satisfied. For the constant C in the
Poincare´ inequality (34), the coercivity condition follows from
|BN [u, u]| = ‖u‖2E =
C2
1 + C2
‖u‖2E +
1
1 + C2
‖u‖2E >
C2
1 + C2
‖u‖2E +
1
1 + C2
C2 ‖u‖2L2
⊥
(M)
=
C2
1 + C2
(‖u‖2E + ‖u‖2L2
⊥
(M)) >
C2
2(1 + C2)
‖u‖2H1
⊥
(M) .
By Lax-Milgram, we conclude that there exists a unique u ∈ H1(M) such that BN [v, u] =
〈v, f〉L2 ,∀v ∈ H1⊥(M).
We can now solve the nonlinear Poisson equation (33) by combining Theorem 3.7 with the
iterative method.
Theorem 3.8. Fix (M,∂M, g) and f ∈ L2(M). Let C be the Poincare´ constant on M
in Theorem 3.5. Assume that F : C → C is a globally Lipschitz function with Lipschitz
constant C1 such that C1C
2 < 1. Then (33) has a weak solution u ∈ H1⊥(M).
Proof. This proof is essentially the same as in Theorems 2.1 and 3.4.
3.3 Nonlinear Laplace Equations on Closed Manifolds
It is technically difficult to apply the iterative method to closed Riemannian manifolds
(M,g). We show how to surmount these difficulties on the n-sphere Sn, and discuss the
obstacles to this approach on general closed manifolds.
Consider the strong version of the iterative steps (31):
−∆gu0 = f,
−∆guk + F (uk−1) = f,
for k ∈ N. Since ∫M −∆gf = ∫M −∆gf · 1 = ∫M f · −∆g1 = 0 on a closed manifold, we
must have ∫
M
f = 0,
∫
M
(f − F (uk−1)) = 0,
which implies that
∫
M F (uk−1) ≡ 0. This is difficult to guarantee. It follows that simply
mimicking the iterative method fails on closed manifolds. However, we can reintroduce the
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Dirichlet problem by considering the PDE chart by chart.
This works on Sn, because the chart structure is particularly simple. We can cover Sn
by smooth charts U1 and U2, where U1 contains the north pole and is a bit larger than
the upper hemisphere and U2 contains the south pole and is a bit larger than the lower
hemisphere. Hence U1 ∩ U2 contains the equator and is diffeomorphic to Sn−1 × R. We
also have ∂U1 ∩ ∂U2 = ∅. With this setup, we can apply artificial boundary conditions as
in [20] for the charts U1 and U2 to obtain local solutions and then glue them together.
Theorem 3.9. Fix a Riemannian metric g on Sn, and fix f ∈ L2(Sn). Set C = max{D1,D2},
where Di is the Poincare´ constant for Ui. Assume that F : C → C is a globally Lipschitz
function with Lipschitz constant C1 such that C1C
2 < 1. Then
−∆gu+ F (u) = f
has a weak solution u ∈ H1(Sn).
Proof. On U1, we choose h ∈ C∞(∂U1) and consider the PDE
−∆gu1 + F (u1) = f on U1, u1|∂U1 = h.
U1 is an open subset of S
n, so it is itself a Riemmanian manifold with Riemannian metric
given by restricting g to U1. Since C1D
2
1 < 1, by Corollary 3.1 we have a solution u1 on
U1. Similarly, we consider
−∆gu2 + F (u2) = f on U2, u2|∂U2 = u1|∂U2 .
By Corollary 3.1 again, we conclude that there exists u2 that solves this PDE on U2. We
now set
v =


u1 on U1\U1 ∩ U2,
u2 on U2,
u1|∂U2 on ∂U2.
By the trace theorem, we conclude that v ∈ L2(Sn) solves the PDE −∆gu+ F (u) = f on
S
n weakly.
For a general closed manifold, it seems technically difficult to find a cover by charts {Ui}ki=1
such that sets like U1\
(∪ki=2Ui) have C1 boundary. This prevents us from using the Poincare´
inequality Theorem 3.2 and Corollary 3.1.
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4 Parametrices for Nonlinear Laplace Equations
The powerful parametrix method to solve linear elliptic differential operators, first discussed
by Hadamard (see e.g. [11, Vol. 3, Ch. 17]) has been applied to many other problems in
analysis, topology and geometry through the development of microlocal analysis in e.g. [11].
In this section, we discuss extending the parametrix method to nonlinear Laplace equations
on both Euclidean domains Ω and compact manifolds M with boundary. We obtain an
integrated version of −∆gu+ F (u) = f, u|∂M = 0, which leads to refined estimates for the
solutions to the Dirichlet problem given in Theorems 2.1 and 3.4.
In this section, we assume familiarity with Sobolev spaces Hs(Ω) and Hs(M), for s ∈ R. In
particular, for s > 0, the Sobolev pairing of H−s(Ω),H−s(M) with Hs(Ω),Hs(M), resp.,
identifies H−s(Ω),H−s(M) with the dual space of Hs(Ω),Hs(M), resp. We also assume
familiarity with symbols and principal symbols of differential operators.
For a domain Ω ∈ Rn, let C−∞(Ω) be the space of distributions on Ω.
Definition 4.1. An operator R : C−∞(Ω) → C−∞(Ω) is properly supported if for all
u ∈ C−∞(Ω) with support supp(u) contained in a compact subset K ⊂ Ω, there exists a
compact subset K ′ = K ′(K,u) ⊂ Ω such that supp(Ru) ⊂ K ′.
Any properly supported smooth operator acting on Hs(Ω) is a compact operator.
By work of Ho¨rmander [11, Vol. 3, Ch. 20] and Melrose [15, Ch. 4], we have the following
theorem for elliptic differential operators with constant coefficients.
Theorem 4.1. Let Ω be an open subset of Rn, and let D be an elliptic differential operator
with constant coefficients and order m. There exists a linear operator QΩ : C−∞(Ω) →
C−∞(Ω), which is bounded from Hsloc(Ω) to Hs+mloc (Ω) for each s ∈ R, which gives a 2-sided
parametrix for D in Ω:
DQΩ = I −R,QΩD = I −R′, (41)
where R and R′ are properly supported operators which are bounded between any two Sobolev
spaces Hsloc(Ω),H
s′
loc(Ω).
QΩ is called the parametrix of D.
Remark 4.1. If Ω is precompact, we can replace Hsloc(Ω),H
s+m
loc (Ω) in the Theorem by
Hs(Ω),Hs+m(Ω) by the standard technique of extending u ∈ Hs(Ω), u|∂Ω = 0, by zero to
an open bounded set containing Ω.
We now use the parametrix QΩ to reformulate the Dirichlet problem (2) in order to obtain
new estimates for solutions. Since QΩ and R
′ are pseudodifferential operators, (42) replaces
the differentiations in (2) with integrations. While this does not make solving (2) easier,
it does lead to the improved estimates (43).
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Proposition 4.1. Consider the Dirichlet problem on a bounded domain Ω under the hy-
potheses in Theorem 2.1. There exists a parametrix QΩ : L
2(Ω) → H20 (Ω) of −∆ such
that
u = QΩf +R
′u−QΩF (u). (42)
If the Lipschitz constant C of F satisfies C ‖QΩ‖L2→H2 < 1, then for s ∈ R, we have
‖u‖H10 (Ω) 6 C
′ ‖f‖L2(Ω) + Cs ‖u‖Hs(Ω) , (43)
for some positive constants C ′ and Cs.
Proof. The Euclidean Laplacian −∆ is clearly an elliptic operator a constant coefficient
elliptic operator, so by Theorem 4.1, as well as Remark 4.1, there exists a 2-sided parametrix
QΩ of −∆ such that QΩ(−∆) = Id−R′, where R′ is properly supported. Applying QΩ to
both sides of (3) and (4), we observe that
QΩ(−∆u0) = QΩf ⇒ u0 = QΩf +R′u0;
QΩ(−∆uk) +QΩ(F (uk−1) = QΩf ⇒ uk = QΩf +R′uk−1 −QΩ(F (uk−1)). (44)
By (5) and the hypotheses of Theorem 2.1, we know that f, F (uk−1) ∈ L2(Ω). By Theorem
4.1, we conclude that QΩf,QΩ(F (uk−1)) ∈ H2(Ω) and R′uk−1 ∈ C∞(Ω). We can therefore
take the limit for the sequence {uk} in H10 (Ω). By continuity of QΩ, R′, F , we take limit
on both sides of (44) to get
u = QΩf +R
′u−QΩF (u).
Therefore,
‖u‖H10 (Ω) 6 ‖QΩf‖H10 (Ω) + ‖R
′u‖H10 (Ω) + ‖QΩ‖L2(Ω)→H2(Ω)C‖u‖H10 (Ω),
where the estimate in the last term follows as in (5).Since C ‖QΩ‖L2(Ω)→H2(Ω) < 1, we can
shift the last term to the left hand side and conclude that
‖u‖H10 (Ω) 6 C
′ ‖f‖L2(Ω) +CN ‖u‖H−N (Ω) ,∀N ∈ Z
for positive constants C ′ and CN . CN depends on the choice of the Sobolev space H−N (Ω).
We want to extend the estimate (43) to the Dirichlet problem on manifolds with boundary.
To do so, we need to recall results of Ho¨rmander [11, Vol. 3, Ch. 20] and his definition of
elliptic boundary value problems for operators on sections of vector bundles.
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Definition 4.2. (i) Let M be a smooth manifold. Assume we have an altas {(Uα, φα)} of
M and distributions uα ∈ C−∞(φα(Uα)) such that
uβ = (φα ◦ φ−1β )∗uα on φβ(Uα ∩ Uβ).
Then u = {uα} is called a distribution on M , denoted by u ∈ C−∞(M).
(ii) Let C−∞(Ω,Ω × Cn) be the space of distributions on C∞c (Ω,Cn); we can identify
C∞c (Ω,Cn) with the space of compactly supported smooth sections of the trivial bundle
Ω× Cn → Ω.
(iii) Let E
pi−→M be a complex rank n vector bundle with local trivializations {(pi−1(Uα), φα)},
φα : pi
−1(Uα)→ Uα × Cn. Given distributions uα ∈ C−∞(Uα, Uα ×Cn) such that
uβ = (φα ◦ φ−1β )∗uα on φβ(pi−1(Uα ∩ Uβ)),
we call u = {uα} a distribution on E pi−→M , denoted by u ∈ C−∞(M,E).
Let (M,∂M, g) be a compact, smooth Riemannian manifold with C1 boundary. Let D :
C∞(M,E)→ C∞(M,F ) be an order m elliptic differential operator acting between smooth
sections of complex vector bundles E,F of the same rank N overM . Let Bj : C∞(M,E)→
C∞(∂M,Gj), j = 1, . . . , J be differential operators of order mj, where Gj are smooth,
complex vector bundles over ∂M . The boundary problem for u ∈ C∞(M,E) is
Du = f in M ;Bju = gj in ∂M, j = 1, . . . , J, (45)
where f ∈ C∞(M,F ) and gj ∈ C∞(∂M,Gj) are given. In fact, we will only need the trivial
case E = F =M × C, in which case C∞(M,E) = C∞(M,F ) = C∞(M,C).
Let Dt =
1
i ∂t, where t is the globally defined inward pointing normal coordinate on ∂M.
For a vector bundle E over M , let Ex be the fiber at x ∈M .
Definition 4.3. [11, Vol. 3, Def. 20.1.1] The boundary problem (45) is called elliptic if
(i) D is elliptic;
(ii) The boundary conditions are elliptic in the sense that for every x ∈ ∂M and ζ ∈ T ∗x (M)
not proportional to the interior conormal vector nx at x ∈ ∂M, the map
M+x,ξ → (G1)x ⊕ . . . ⊕ (GJ)x, u 7→ (b1(x, ξ +Dtnx)u(0), . . . , bJ(x, ξ +Dtnx)u(0)). (46)
is bijective, where
M+x,ξ = {u ∈ C∞(R+, Ex) : p(x, ξ +Dtnx)u(t) = 0, sup
t∈R+
|u(t)| <∞,∀t ∈ R+}.
Here bi, i = 1, . . . , n are principal symbols of differential operators Gi, i = 1, . . . , n, respec-
tively.
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In fact, all elements in M+x,ξ are exponentially decreasing on R+ [11, Vol. 3, Ch. 20].
Definition 4.4. The space H¯s(M◦, E) is defined to be
H¯s(M˚ ,E) = {u ∈ C−∞(M,E) : u|M˚ ∈ Hs(M,E)}.
Here M˚ is the interior of the smooth manifold X with boundary.
The theorem of Ho¨rmander corresponds to the Fredholm property of D : H¯s(M˚,E) →
H¯s−m(X˚, F ) in (45) is given as follows.
Theorem 4.2. [11, Vol. 3, Thm. 20.1.2] If the boundary problem (45) is elliptic and
s > m, then
H¯s(M˚,E) ∋u 7→ (Du,B1u, . . . BJu) ∈
H¯s−m(M˚ , F )⊕Hs−m1− 12 (∂M,G1)⊕ . . .⊕Hs−mJ−
1
2 (∂M,GJ )
is a Fredholm operator.
We can apply Ho¨rmander’s method above to show that we can obtain an integration ver-
sion of Dirichlet problem (27) −∆gu+ F (u) = f, u ≡ 0 on ∂M on compact manifold with
boundary by choosing an appropriate Riemannian metric and assuming some regularity
assumption for inhomogeneous term.
To start, let {Ui} be boundary charts of M . We can assume that the defining function
on Ui ∩ ∂M are xn = 0 in local coordinates, so locally within each boundary chart Ui, we
choose a Riemannian metric g which is of the form dx2n + hi on each boundary chart Ui
where hi is a metric on Ui ∩ ∂M . We then consider (27) on (M,g) when f ∈ C∞(M) so
the method in Section 3.2 concludes that there exists a smooth solution of (27). It follows
from the procedure and we conclude that we can construct a smooth sequence uk from
iterative steps (31) which converges to u in H10 (M) - norm.
Proposition 4.2. Consider the Dirichlet problem
−∆gu+ F (u) = f, u ≡ 0 on ∂M, (47)
on a smooth, connected, compact Riemannian manifolds (M,g) with C1 boundary ∂M .
Here F is a complex-valued globally Lipschitz function with Lipschitz constant C1 > 0, g is
the Riemannian metric discussed above and f ∈ C∞(M). There exists a generalized inverse
Q : C∞(M)→ C∞(M) of −∆g on M such that the equation
u = Ru−QF (u) +Qf. (48)
holds. If in particular the Lipschitz constant C satisfies ‖Q‖L2(M)→H2(M)C < 1, we have
‖u‖H10 (M) 6 C
′‖f‖L2(M) + CN‖u‖H−N (M),∀N ∈ Z
with some positive constants C ′ and CN .
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Proof. Recall the proof in Theorem 3.4. With the higher regularity here, the sequence
uk ∈ C∞(M) from iteration steps (31) can be considered as smooth sections of the trivial
bundle M × C pi−→ M where M is a compact smooth manifold with boundary ∂M . In
iteration, we equivalently consider the PDE
−∆guk + F (uk−1) = f,Buk ≡ 0, k ∈ Z>0. (49)
Here B : C∞(M,M × C) → C∞(∂M, ∂M × C) is the trivial boundary operator, which
corresponds to the Dirichlet boundary condition. We now check with Definition 4.4 that
the Laplacian with Dirichlet boundary condition is elliptic as a boundary value problem.
Since B is the trivial operator, the zero operator, it follow that the RHS of (46) is con-
stantly zero, so we must show that under this situation, the set M+x,ξ contains only one
trivial element, the zero element. It suffices to show that
p(x, ξ +Dtnx)u(t) = 0⇒ u(t) ≡ 0,
whose solutions are also exponentially decay in R+, as Remark 4.4 suggested. The conormal
direction here is nx = (0, . . . , 0, 1). The symbol of −∆g is of the form Q(ξ1, . . . , ξn−1)+ ξ2n
where Q is a quadratic polynomial of the first n−1 variables in cotangent bundle, since the
Riemannian metric is of the form g = dx2n + hi locally in each boundary chart. It follows
that we are solving the following ODE
Q(ξ1, . . . , ξn−1)u(t) + (ξn − i d
dt
)2u(t) = 0⇒ d
2u
dt2
+ 2iξn
du
dt
− (ξ2n +Q(ξ1, . . . , ξn−1))u = 0.
The solution of this ODE is given by
u(t) = ae
√
Q(ξ1,... ,ξn−1)t−iξnt
2 + be
√
−Q(ξ1,... ,ξn−1)t−iξnt
2 , u(0) = 0 ∈M+x,ξ.
where a, b are some constants related to initial condition. Since u(0) = 0, then it follows
that either a = b ≡ 0 or a = −b 6= 0. In the former case, u(t) ≡ 0. The latter case is impos-
sible, since the solution should be exponentially decaying. Hence the only exponentially
decaying solution of this ODE is u(t) ≡ 0, and it follows that Definition 4.4 is satisfied for
(49), which is a linear equation for each fixed k.
Since Definition 4.4 is satisfied, it follows from Theorem 4.2 that the map
(−∆g, B) : H¯s(M˚,M × C)→ H¯s−2(M˚ ,M × C)⊕Hs−2(∂M, ∂M × C),
in (49) are Fredholm operators, which implies that −∆g has a parametrix Q such that
−∆gQ = Id−R, Q(−∆g) = Id−R′ for some compact operators R,R′ which are bounded
between any two Sobolev spaces.
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Due to the trivial Dirichlet boundary condition, [14] and [15] indicates that the parametrix
Q of −∆g here is a bounded linear operator Q : H¯s(M,M × C)→ H¯s+2(M,M × C), and
in particular with (49), Q is a map between C∞(M,M ×C). Analogous in Euclidean case,
we observe that
Q(−∆g)uk +QF (uk−1) = Qf ⇒ uk −Ruk +QF (uk−1) = Qf.
The regularity condition assures that we can pass through the limit in the sense of H10 -
norm and hence it follows that
u = Ru−QF (u) +Qf.
Apply ‖·‖H10 (M) norm on both sides of (48) as well as the usual argument with respect to
globally Lipschitz function as in Theorem 3.4, we observe that
‖u‖H10 (M) 6 ‖R‖H10 (M)→H−N (M)‖u‖H−N (M)
+ ‖Q‖L2(M)→H2(M)‖C‖‖u‖H10 (M) + ‖Q‖L2(M)→H2(M)‖f‖L2(M).
If the hypothesis in the statement holds, we then shift the middle term above to LHS and
finally conclude that
‖u‖H10 (M) 6 C
′‖f‖L2(M) + CN‖u‖H−N (M).
Note that CN depends on the choice of Sobolev space H
−N (M).
Again, (48) is an integration version of the PDE (47) with further assumptions of regularity
of f and the Riemannian metric g stated above.
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