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MAL’CEV CONDITIONS OF THE LATTICE OF COMPATIBLE
REFLEXIVE RELATIONS
STEFANO FIORAVANTI
Abstract. We investigate Mal’cev conditions described by equations over
the lattices of all compatible reflexive relations. Let p ≤ q be an equation in
the language {∧, ◦,+}. We give a characterization of the class of all varieties
which satisfy p ≤ q over the compatible reflexive relation lattices. The aim is to
find an analogon of the Pixley-Wille algorithm [Pix72], [Wil70] for conditions
expressed by equations over the lattice of the compatible reflexive relations,
and to characterize when an equation p ≤ q expresses the same property when
considered over the congruence lattices or over the compatible reflexive relation
latices of a variety.
1. Introduction
Starting from Mal’cev’s description of congruence permutability [Mal54], the
problem of characterizing properties of classes of varieties as Mal’cev conditions
has led to several results. In [Pix63] A. Pixley found a strong Mal’cev condition
defining the class of varieties with distributive and permuting congruences. In
[Jon67] B. Jo´nsson shows a Mal’cev condition characterizing congruence distribu-
tivity, in [Day69] A. Day shows a Mal’cev condition characterizing the class of
varieties with modular congruence lattices.
These results are examples of a more general theorem obtained independently
by Pixley [Pix72] and R. Wille [Wil70] that can be considered as a foundational
result in the field. They proved that if p ≤ q is a lattice identity, then the
class of varieties whose congruence lattices satisfy p ≤ q is the intersection of
countably many Mal’cev classes. [Pix72] and [Wil70] include an algorithm to
generate Mal’cev conditions associated with congruence identities.
These researches have also led to the problem of studying equations where the
variables run not only over the congruence lattices but in possibly strictly larger
sets as the lattices of all tolerances or of all compatible reflexive relations. Results
about this problem can be found in [CHL05], [GM18], [Gum83], [KK13], [Lip18a],
[Lip18b], [Wer73].
Date: June 3, 2020.
1991 Mathematics Subject Classification. 03C05,08B05,08B10.
Key words and phrases. Mal’cev conditions.
Supported by the Austrian Science Fund (FWF):P29931.
1
2 STEFANO FIORAVANTI
The aim of this paper is to study the relationship between congruence equations
and compatible reflexive relation equations. We denote by Crr(A) the lattice of
all compatible reflexive relations of A. Let A be an algebra and let p and q be
terms in the language {∧,+, ◦}. Then we say that A satisfies the compatible
reflexive relation equality (inequality) p ≈ q (p ≤ q) if and only if Crr(A) satisfies
p ≈ q (p ≤ q). Let V be a variety. Then we say that V satisfies p ≈ q (p ≤ q) if
and only if every algebra in V satisfies p ≈ q (p ≤ q).
In Section 4 we study the connection between Mal’cev conditions and com-
patible reflexive relation inequalities. We provides a self-contained proof of an
algorithm, claimed by Tschanz [Tsc85] without a proof and similar to the one
of Pixley-Wille [Pix72], which allows us to determine the Mal’cev condition de-
scribed by the property of satisfying a particular compatible reflexive relation
equation.
Theorem 1.1. Let V be a variety and let p and q be two n-ary terms for the
language {+,∧, ◦}, with p +-free. Then there exists a set of equations EqR(p ≤ q)
(defined in 4.1) such that p ≤ q holds in Crr(A) for all A ∈ V if and only if
EqR(p ≤ q) is valid in V.
This is actually a scheme of a theorem that provides several examples of de-
scriptions of Mal’cev conditions.
In Section 5 we characterize those equations which describe the same Mal’cev
condition when considered with variables that run over the compatible reflexive
relation lattices or over the congruence lattices.
In [Lip07] it has been shown that, under a weak assumption on the term p,
a variety satisfies the congruence identity p(α1, . . . , αn) ≤ q(α1, . . . , αn) if and
only if it satisfies the tolerance identity p(T1, . . . , Tn) ≤ q(T1, . . . , Tn), provided
we restrict the set of the variables to run over the representable tolerances, i.e.
tolerances of the form R ◦R−1 where R is a compatible reflexive relation.
Our main result, Theorem 5.1, provides a criterion to check whether an in-
equality p ≤ q describes the same Mal’cev condition considered as compatible
reflexive relation inequality and as congruence inequality. The hypothesis of this
theorem is quite restrictive for p and q but, in Section 5, we provide two examples
showing that is really necessary.
2. Notation
Let A be an algebra and let X ⊆ A2. We denote by Crg
A
(X) the compatible
reflexive relation generated by the set of pairs X . Let R and L be two binary
relations on A. We denote by R + L the transitive closure of R ∪ L.
Let p be a term for the language {∧,+, ◦}. Let k ∈ N. We denote by pk the
{∧, ◦}-term obtained from p substituting any occurrence of + with the k-fold
relational product ◦k.
We denote by [n] the set {i ∈ N | 1 ≤ i ≤ n} and by [n]0 the set [n] ∪ {0}.
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3. Labelled graphs and regular terms
In order to show the main results we recall the definition of a regular term intro-
duced in [Lip07]. Let p be a term for the language {◦,∧}. We define inductively
the set Lp and Rp of variables on the left and right side of p respectively.
(i) If p = Xi is a variable, then Lp = {Xi} and Rp = {Xi};
(ii) if p = q ◦ r, then Lp = Lq and Rp = Rr;
(iii) if p = q ∧ r, then Lp = Lq ∪ Lr and Rp = Rq ∪Rr.
Definition 3.1. The class of regular terms is the smallest class of {◦,∧}-terms
that:
(1) contains all the variables;
(2) contains p = q ◦ r whenever q and r are regular and Rq ∩ Lr = ∅;
(3) contains p = q ∧ r whenever q and r are regular, Lq ∩ Lr = ∅, and
Rq ∩ Rr = ∅.
Hence examples of regular terms are X∧(Y ◦Z) and X∧(Y ◦(X ◦Y )). Instead,
X ◦ X and X ∧ (Y ◦ Z ◦ X) are not regular. We can see that the majority of
the known Mal’cev conditions given by congruence equations is expressed by an
equation of regular terms.
The definition of a regular term can be better understood by means of the
notion of the labelled graph associated with a term as in [Cze83] [Cze81a] [Cze81b]
[CD84] [KK13]. We show how to built the labelled graph associated with a {◦,∧}-
term p.
Following [KK13], let p be a {∧, ◦}-term. We start with the graph G1(p)
having an edge (y1, y2), labelled with p, connecting two vertices y1 and y2, and
directed from left to right.
Starting from G1(p) we built a finite sequence of graphs G1(p), . . . ,Gl(p) =
G(p) such that for all i ∈ [l] we select an edge directed from left to right from
Gi(p) labelled with a term w that is not a variable, and connecting vertices yk
and yj. Then we have two cases:
if w = u∧v, thenGi+1(p) is obtained fromGi(p) by replacing the edge labelled
w with two edges directed from left to right, labelled u and v respectively, and
both connecting the same vertices.
if w = u ◦ v, then Gi+1(p) is obtained from Gi(p) by introducing a new vertex
and replacing the edge labelled w with two edges directed from left to right,
labelled u and v respectively, and connecting the same vertices in serial through
the new vertex. The sequence ends when all the edges are labelled with variables.
We denote by Y = {y1, . . . , ym} the set of vertices and we denote by capital
letters the variables of p labelling the graph G(p). The main reason to introduce
G(p) is stated in Claim 4.8 of [KK13] and can be generalized to tolerances as in
[Lip07, Proposition 2.1] and also to relations in general.
Proposition 3.2. Let A be an algebra, let Ri ⊆ A×A, for 1 ≤ i ≤ n, and let p
a {◦,∧}-term. Then:
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(1) Let Y → A: ys 7→ as be an assignment such that for all edges (yi, yj) with
label Xk of G(p), we have (ai, aj) ∈ Rk. Then (a1, a2) ∈ p(R1, . . . , Rn).
(2) Conversely, given any (a1, a2) ∈ p(R1, . . . , Rn), there is an assignment
Y → A: ys 7→ as extending y1 7→ a1, y2 7→ a2 such that (ai, aj) ∈ Rk
whenever (yi, yj) is an edge labelled with Xk of G(p), where (y1, y2) is the
only edge of the graph G1(p).
4. The Algorithm
In this section we show the Algorithm in [Pix72] and [Wil70] and we then
modify the last part of it in order to obtain a Mal’cev condition describing the
class of varieties that satisfy the compatible reflexive relation equation p ≤ q.
Algorithm 4.1. Let p ≤ q be an equation for the language {∧, ◦,+} with p
+-free and let k ∈ N\{1}. Let G(p) and G(qk) be obtained from p and qk
(Definition in Section 2) with the procedure in Section 3. Then we define the sets
of pairs:
Ts(p) := {(xi, xj) | (yi, yj) is an edge of G(p) with label Xs};
T ts(q
k) := {(ti, tj) | (yi, yj) is an edge of G(q
k) with label Xs},
where the elements {t1, . . . , tl} of the pairs in T ts(q
k) are n-ary terms with t1 = pi
n
1
and t2 = pi
n
2 in the variables {x1, . . . , xn}, n is the number of vertices in G(p),
and where pini is the n-ary term xi.
Next we define Eq(p ≤ qk) as the set of all equations of the form:
ti(xi1 , . . . , xin) ≈ tj(xj1 , . . . , xjn)
such that (ti, tj) ∈ T ts(q
k), id, jd ∈ [n] for all d ∈ [n], and such that the variables
that are in the equivalence relation generated by the pairs in Ts(p) are collapsed.
We modify the last part of the Algorithm in [Pix72], [Wil70] in order to obtain a
set of equations EqR(p ≤ qk) that characterizes the Mal’cev condition describing
the class of varieties which satisfy p ≤ qk in the compatible reflexive relation
lattices. Let ks be the cardinality of Ts(p). We define Eq
R(p ≤ qk) as the set of
all equations of the from:
t(i,j)(x1, . . . , xn, yi1, . . . , yiks) ≈ ti(x1, . . . , xn)
t(i,j)(x1, . . . , xn, yj1, . . . , yjks) ≈ tj(x1, . . . , xn),
such that (ti, tj) ∈ T ts(q
k), t(i,j) is an (n + ks)-ary term and the set of pairs
{(yit, yjt)}1≤t≤ks = Ts(p).
Lemma 4.2. Let p(X1, . . . , Xn) be an n-ary regular {◦,∧}-term. Let {Ti(p)}1≤i≤n
be obtained with the Algorithm 4.1. Let V = {y1, . . . , ym} be the set of vertices
of G(p). Then for all i = 1, . . . , n the equivalence relation on V generated by the
pairs in Ti(p) is composed by classes of cardinality at most 2.
Proof. The proof follows from the definition of regular term since in a graph of a
regular term there cannot be two adjacent edges labelled with the same variable.

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The next lemma is the main ingredient to prove Theorem 5.1. Indeed, this
allows us to understand some properties fulfilled by Mal’cev conditions described
by congruence inequalities with at most one occurrence of ◦ in the right hand
side of the equation.
Let a be a vector and let R be an antisymmetric relation over the set of
all components of a which generates an equivalence relation with classes of at
most 2 elements. Let us denote by a (R,l) and a (R,r) the vectors such that if
((a)i, (a)j) ∈ R, then (a
(R,l))i = (a
(R,l))j = (a)i, (a
(R,r))i = (a
(R,r))j = (a)j . If
(a)i does not occur in pairs of R, then (a
(R,l))i = (a
(R,r))i = (a)i.
Lemma 4.3. Let p, q be terms for the language {◦,∧}, with p regular. Let
(ti, tj) ∈ T tk(q) with k ∈ N. Then the following equations are logical consequence
of Eq(p ≤ q):
(4.1) ti(x
(Tk(p),l)) ≈ tj(x
(Tk(p),l))
(4.2) ti(x
(Tk(p),r)) ≈ tj(x
(Tk(p),r)).
The next lemma is what allows us to characterize conditions described by com-
patible reflexive relation equations and is an equivalent statement for compatible
reflexive relations of what is also called Mal’cev argument ([BS81, Lemma 12.1]).
Lemma 4.4. Let V be a variety of type F and let FV(X) be the free algebra gener-
ated by X = {x1, . . . , xn} in V. Let N ⊆ X
2
\∆X where ∆X is the diagonal of X
2
,
let {(ki, zi)}i∈I ⊆ X
2
be such that {(ki, zi)}i∈I = N , and let K = CrgFV(X)(N).
Let p, q ∈ T (X) be such that (pFV (X)(x1, . . . , xn), q
FV(X)(x1, . . . , xn)) ∈ K. Then
there exists t ∈ T (X ∪ Y ) with Y = {y1, . . . , ym} and such that the equations:
p(x1, ...xn) ≈ t(x1, ..., xn, k1, ..., km)
q(x1, ...xn) ≈ t(x1, ..., xn, z1, ..., zm)
hold in V.
With these tools we are ready to show an analogon of the Pixley-Wille al-
gorithm [Pix72], [Wil70] for equations concerning compatible reflexive relations,
which was claimed in [Tsc85, pages 273-274] without a proof. We use a similar
technique to [KK05, Proposition 1.4].
Proof of Theorem 1.1. Suppose that p ≤ q holds for the compatible reflexive
relation lattices of algebras in V. Let Ti(p) be constructed from p using the
Algorithm 4.1 and let V = {y1, . . . , yn} be the set of vertices of G(p), the graph
associated with p. Let F = FV({x1, . . . , xn}) be the n-generated free algebra
in V. Then for all i = 1, . . . , n let R′i be the compatible reflexive relation of F
defined by:
R′i = CrgF(Ti(p)).
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Then, from Proposition 3.2 item (1), it follows that:
(x1, x2) ∈ p(R
′
1, . . . , R
′
m) ⊆ q(R
′
1, . . . , R
′
m),
through the assignment ys 7→ xs. Hence there exists a k ∈ N\{1} such that
(x1, x2) ∈ q
k(R′1, . . . , R
′
m). We prove that V satisfies Eq
R(p ≤ qk). To this end
let Z = {z1, . . . , zm} be the set of vertices of G(q
k). Let us consider the pair of
equations
t(i,j)(x1, . . . , xn, yi1, . . . , yiks ) ≈ ti(x1, . . . , xn)
t(i,j)(x1, . . . , xn, yj1, . . . , yjks ) ≈ tj(x1, . . . , xn),
(4.3)
such that (ti, tj) ∈ T ts(q
k), t(i,j) is an (n + ks)-ary term, where ks = |Ts(p)|, and
the set of pairs {(yit, yjt)}1≤t≤ks = Ts(p). We know that (x1, x2) = (pi
n
1 , pi
n
2 ) ∈
qk(R′1, . . . , R
′
m) thus, by (2) of Proposition 3.2, there is an assignment zs 7→
rs(x1, . . . , xn) from Z → F that extends z1 7→ x1, z2 7→ x2 such that (ri, rj) ∈ R
′
s
whenever (zi, zj) is an edge labelled with Xs ofG(q
k). Hence (ri, rj) ∈ R
′
s implies,
by Lemma 4.4, that there exists an (n + ks)-ary term t(i,j) such that V satisfies
(4.3), where tFi (x1, . . . , xn) = ri and t
F
j (x1, . . . , xn) = rj.
Conversely, suppose that there exists k ∈ N\{1} such that Eq(p ≤ qk) holds in
V. Then let A ∈ V, a1, a2 ∈ A, and let R
′
1, . . . , R
′
m ∈ Crg(A) be such that:
a1p(R
′
1, . . . , R
′
m)a2
we want to prove that
(4.4) a1q
k(R′1, . . . , R
′
m)a2.
From (2) of Proposition 3.2 we have that there exists an assignment ψ : Y → A
extending y1 7→ a1,y2 7→ a2 such that ys 7→ as, with (ai, aj) ∈ R
′
s whenever (yi, yj)
is an Xs-labelled edge of G(p).
Let Z = {z1, . . . , zm} be the set of vertices of G(q
k) and let |Ts(p)| = ks. From
the hypothesis we have that for all (ti, tj) ∈ Ts(q
k), there exists an n + ks-ary
term t(ti,tj) such that:
t(i,j)(x1, . . . , xn, yi1, . . . , yiks) ≈ ti(x1, . . . , xn)
t(i,j)(x1, . . . , xn, yj1, . . . , yjks) ≈ tj(x1, . . . , xn)
are satisfied in A. From the definition of the assignment ψ we have:
ti(a1, . . . , an) = t(i,j)(a1, . . . , an, ai1 , . . . , aiks )R
′
st(i,j)(a1, . . . , an, aj1, . . . , ajks ) =
tj(a1, . . . , an).
Let ρ : Z → A be the assignment such that z1 7→ a1,z2 7→ a2 and zi 7→
ti(a1, . . . , an) for all 3 ≤ i ≤ m. Thus we have that (ti(a1, . . . , an), tj(a1, . . . , an)) ∈
R′s whenever (zi, zj) ∈ G(q
k). By (1) of Proposition 3.2, we have that (a1, a2) ∈
qk(a1, . . . , an) ⊆ q(a1, . . . , an) and the claim holds.
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We show an application of this Algorithm.
Theorem 4.5. Let V be a variety and let n ∈ N\{1}. Then the following are
equivalent:
(1) V satisfies the compatible reflexive relation inequality:
R ∩ (S ◦ T ) ≤ T ◦ S ◦ (R ∩ S) ◦n (R ∩ T );
(2) there exist 2n + 2 4-ary terms s0, s1, t0, ..., t2n−1 and n + 3 ternary terms
p0, p,m0, ..., mn such that V satisfies:
x ≈ p0(x, y, z), mn(x, y, z) ≈ z
x ≈ s0(x, y, z, y)
p(x, y, z) ≈ s0(x, y, z, z) ≈ s1(x, y, z, x)
m0(x, y, z) ≈ s1(x, y, z, y)
t2i(x, y, z, x) ≈ mi(x, y, z)
t2i(x, y, z, z) ≈ mi+i(x, y, z)
t2i+1(x, y, z, x) ≈ mi(x, y, z) for i even
t2i+1(x, y, z, y) ≈ mi+i(x, y, z) for i even
t2i+1(x, y, z, y) ≈ mi(x, y, z) for i odd
t2i+1(x, y, z, z) ≈ mi+i(x, y, z) for i odd
5. Equations equivalent over congruences and over compatible
reflexive relations
In this section we characterize those equations which describe the same Mal’cev
condition when considered with variables that run over the compatible reflex-
ive relation lattices or over the congruence lattices. In [Lip07] P. Lipparini
showed that if p is a regular term, a variety satisfies the congruence identity
p(α1, . . . , αn) ≤ q(α1, . . . , αn) if and only if satisfies the tolerance identity p(T1, . . . ,
Tn) ≤ q(T1, . . . , Tn), provided we restrict the set of the variables to run over the
representable tolerances , i.e. tolerances of the form R ◦ R−1 where R is a com-
patible reflexive relation. It is also proved that both the properties to be regular
for a term and to be representable for tolerances are not so restrictive. Instead,
in the case of the compatible reflexive relations, the hypotheses on the equation
p ≤ q are restrictive.
Theorem 5.1. Let p, q be terms of the same arity for the language {◦,∧} with
p regular and q with at most one occurrence of ◦. Let V be a variety. Then the
following are equivalent:
(1) V satisfies the compatible reflexive relation inequality p ≤ q;
(2) V satisfies the congruence inequality p ≤ q.
Proof. The implication (1) ⇒ (2) is obvious. For the other implication we have
to distinguish between two cases.
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Let V be a variety that satisfies Eq(p ≤ q), let A be an algebra, R∗1, . . . , R
∗
n ∈
Crr(A), and let a1, a2 ∈ A be such that (a1, a2) ∈ p(R
∗
1, . . . , R
∗
m). By (2) of
Proposition 3.2, there exist elements a3, . . . , an ∈ A, where n is the number of
vertices Y = {y1, . . . , yn} of G(p), and an assignment ψ : Y → A such that
yi 7→ ai, for 1 ≤ i ≤ n, and (ai, aj) ∈ R
∗
k whenever (yi, yj) is an edge of G(p)
with label Xk. Let us denote by a = (a1, . . . , an) and by x = (x1, . . . , xn). The
goal is to prove that (a1, a2) ∈ q(R
∗
1, . . . , R
∗
m).
Case q with no occurrence of ◦: in this case we have that G(q) has only two
vertices {z1, z2} = Z. Let us fix the assignment ρ : Z → A such that z1 7→ a1
and z2 7→ a2. We prove that this assignment satisfies (1) of Proposition 3.2. To
this end let (z1, z2) be an edge of G(q) labelled by Xk. By Lemma 4.3, we have
that A satisfies the equation pin1 (x
(Tk(p),l)) ≈ pin2 (x
(Tk(p),l)). Hence
a1 = pi
n
1 (a) = pi
n
1 (a
(Tk(p),l)) = pin2 (a
(Tk(p),l)) R∗k pi
n
2 (a) = a2.
Case q with exactly one occurrence of ◦: in this case we apply the original Pixley-
Wille algorithm 4.1 to p ≤ q finding the set of equations Eq(p ≤ q). We see that
G(q) has only three vertices and hence the equations in Eq(p ≤ q) involve only
three n-ary terms pin1 , pi
n
2 , t.
Let Z = {z1, z2, z3} be the set of vertices of G(q). Let us define the assignment
ρ : Z → A such that zi 7→ ai, for i = 1, 2, and z3 7→ t(a1, . . . , an). Next we
prove that the assignment ρ satisfies the hypothesis in (1) of Proposition 3.2. To
this end let us suppose that (zi, zj) is an edge of G(q) labelled with Xk. We can
observe that (ti, tj) ∈ T tk(q) where t1 = pi
n
1 , t2 = pi
n
2 , and t3 = t. Then we have
three cases.
Subcase (i, j) = (1, 2): in this case the proof is identical to the one of q with
no occurrence of ◦.
Subcase (i, j) = (1, 3): in this case (ρ(z1), ρ(z3)) = (a1, t(a1, . . . , an)). By
Lemma 4.3, we have that A satisfies the equation pin1 (x
(Tk(p),l)) ≈ t(x (Tk(p),l)).
Hence
a1 = pi
n
1 (a) = pi
n
1 (a
(Tk(p),l)) = t(a (Tk(p),l)) R∗k t(a).
Subcase (i, j) = (3, 2): in this case (ρ(z1), ρ(z2)) = (t(a1, . . . , an), a2). By Lemma
4.3, we have that A satisfies the equation pin2 (x
(Tk(p),r)) ≈ t(x (Tk(p),r)). Hence
t(a) R∗k t(a
(Tk(p),r)) = pin2 (a
(Tk(p),r)) = pin2 (a) = a2.
Thus ρ satisfies the hypothesis in (1) of Proposition 3.2 and (a1, a2) ∈ q(R
∗
1, . . . , R
∗
n).

We can see that the hypotheses of Theorem 5.1 are also necessary. Indeed
the equation X ◦ X ≤ X for compatible reflexive relations implies congruence
permutability but is satisfied by all the varieties if the variables run over the
congruence lattices. Moreover, the equation R∧ (S ◦T ) ≤ (R∧S)◦ (R∧T )◦ (R∧
S) implies majority for compatible reflexive relations ([Lip18a]), but when the
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variables run over the congruence lattices implies only 3-distributivity, which is
strictly weaker. With the following theorem we show an example of application
of Theorem 5.1 that can be deduced also from [Lip18a, page 6].
Theorem 5.2. Let V be a variety. Then the following are equivalent:
(1) V satisfies the congruence inequality
α ∩ (β ◦ γ) ≤ (α ∩ β) ◦ γ;
(2) V has a majority term. Hence there exists a ternary term m(x, y, z) such
that V satisfies the following term equations:
m(y, x, x) ≈ m(x, y, x) ≈ m(x, x, y) ≈ x
(3) V satisfies the compatible reflexive relation inequality
R ∩ (S ◦ T ) ≤ (R ∩ S) ◦ T ;
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