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This paper introduces and studies a class of multivariate survival functions with
given univariate marginal G0 , called min-stable multivariate G0 -distributions,
which includes min-stable multivariate exponential distributions as a special case.
The representation of the form of Pickands (1981) is derived, and some dependence
and other properties of the class are given. The functional form of the class is
G0(A), where A is a homogeneous function on Rn+ . Conditions are obtained for G0
and A so that a proper multivariate survival function obtains. Interesting special
cases are studied including the case where G0 is a Gamma distribution.  2000
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1. INTRODUCTION
The main goal of this paper is to study in detail a class of multivariate
survival functions that have a min-stable property: closure under weighted
minima. This class has been considered in Joe and Hu (1996), Ma (1996),
and Joe (1997), but we make a deeper study of the class and show that
some results for min-stable multivariate exponential distributions extend to
this class. As an interesting example of the theory that is developed, a
family of multivariate gamma survival functions is shown to have nice
dependence properties.
The class of multivariate survival functions being studied has the form
G(x)=G0(A(x)), where G0 is a univariate survival function with support
included in [0, +) and A: Rn+  [0, ) is a nondecreasing function
such that A(0)=0 and A is homogeneous of order 1 (that is, A(tx)=tA(x)
for all t>0 and x # Rn+). From a mixture of powers representation, it is
known that this class includes G for which A is an exponent of a min-stable
multivariate exponential distribution and G0 is a Laplace transform.
However, we find that the class contains much more than this. For
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instance, it allows for some negative dependence, in contrast to those
derived based on the mixture of powers approach used by Marshall and
Olkin (1988) and Joe and Hu (1996).
For a given G0 , the class of possible homogeneous A in Rn+ , denoted by
AG0 , n , for which G0(A) is a survival function depends on the value of limt  0+
[log G&10 (1&t)]log t (see (2.2)). Results for AG0 , n are given in Section 2,
after results that extend Pickands’ representation. Section 3 has results on
sufficient conditions for G0 so that AG0 , n is ‘‘large.’’ Dependence properties
are studied in Section 4, including min-infinite divisibility properties and
dependence results for the copulas corresponding to the multivariate
survival functions. Examples are included in all sections as a guide to the
theoretical results. Some further research and open questions are
mentioned in Section 5.
2. CLOSURE UNDER WEIGHTED MINIMA
AND CHARACTERIZATIONS
Throughout this paper X denotes an n-dimensional random vector
defined on R n+ . Its survival function is denoted by G(x). Let G0 be a given
univariate survival function on [0, +) with G0(0)=1. X has or G is a
min-stable multivariate G0 -distribution, if for all w # Rn+ , except for a scale
constant, min[X1w1 , ..., Xn wn] has survival function G0 , that is,
Pr(min[X1 w1 , ..., Xn wn]>t)=G0(A(w) t), t0,
for some function A. From this definition, it is clear that A must be
nondecreasing and be homogeneous of order 1, and limw  0 A(w)=0.
A couple of examples are given next before the theoretical development.
Example 2.1. An important example is that G0 is an exponential
distribution, which yields the class of min-stable multivariate exponential
distributions. Another example of G0 is a mixture of exponential distribu-
tions or Laplace transform. These distributions have been investigated by
Pickands (1981), Galambos (1987), Resnick (1987), and Joe (1997), among
others.
Example 2.2. Let (x)+=max[x, 0], and
G(x)=\1& :
n
i=1
xi +
:
+
,
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which is a proper survival function if and only if :n&1. It arises in the
random division of an interval; see for instance, David (1981, Section 5.4).
In contrast to Example 2.1, this survival function is not min-infinitely
divisible (see Section 4). Clearly, for all w # Rn+ , except for a scale constant,
min[X1 w1 , ..., Xnwn] has survival function G0(t)=(1&t):+ , t0.
Suppose that X follows a min-stable multivariate G0 -distribution, with
G0 strictly decreasing on [0, +). Then
G(x)={G0(A(x)),1,
x>0,
otherwise,
(2.1)
for some nonnegative function A( } ) which is homogeneous of order 1, i.e.,
A(*x)=*A(x), for any *>0.
In fact, for any constant *>0, one has
G(x)=Pr(X>x)=Pr \ X1x1 *>*, ...,
Xn
xn *
>*+
=Pr \min{ X1x1 * , ...,
Xn
xn *=>*+
=G0(A(x1 *, ..., xn *) *),
for some nonnegative and nondecreasing function A( } ) with A(0)=0. In
particular, taking *=1 yields G(x)=G0(A(x)) and A(%x)=%A(x) since G0
is strictly decreasing. Clearly, A(x)=+ if max1in x i=+, and
A(x)<+ if max1in xi<+.
Next consider that case where G0 has finite support on the interval
[0, {] where 0<{<. Assume that G0 is strictly decreasing on [0, {], and
that X has a min-stable multivariate G0 -distribution. As before, one has
G(x)=G0(A(x1 *, ..., xn*) *),
for some nonnegative and, nondecreasing function A( } ) with A(0)=0.
Take x # [0, {]n such that G(x)>0; then 0A(x1 *, ..., xn *) *<{ for all
*>0, G(x)=G0(A(x)) by taking *=1, and A(%x)=%A(x) for all %>0.
One can then extend A( } ) to the case where A{. If max1in x i=+,
define A(x)=+. If y is such that G(y)=0 and max1in yi<+,
there exists some %>0 (which is small enough) such that G(%y)>0, and
one can now define A(y) as A(%y)% since A(%y) has been defined. It is easy
to verify that the homogeneity property for A holds for all x # R n+ .
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In the next result and those that follow, set complement (denoted with
a superscript c) is relative to R n+ "[0], and G
&1
0 is the inverse function of
G0 . The results depend on a condition of the form
G&10 (1&t)ta0 t p, t  0, for some p>0. (2.2)
This condition could be extended to a condition involving regular varia-
tion, such as in Cape raa et al. (2000), who have overlapping results for the
bivariate case of n=2, but we use our simpler condition (2.2) to avoid
some technicalities in the proofs; also it is satisfied for common families of
survival functions.
Condition (2.2) is related to (upper) tail dependence (Joe 1997) in
Archimedean copulas of the form G0(G&10 (u1)+G
&1
0 (u2)). Let =G0 . The
Archimedean copula (&1(u1)+&1(u2)) has tail dependence if
$(0)=& and 2&2 lims  0 $(2s)$(s) # (0, 1]. Note that
G$0(0)= lim
s  0
(G0(s)&1)s=&  lim
t  0
tG&10 (1&t)=
 lim
t  0
G&10 (1&t)t=0,
where t=1&G0(s). Hence there is tail dependence if G&10 (1&t)tct p
for p>1, and no tail dependence if G&10 (1&t)tct p for 0<p1. With
condition (2.2) or G0(s)t1&(sa0)1p (s  0), then under some regularity
conditions, 2&2 lims  0 G$0(2s)G$0(s)=2&21& p for p>1. Some examples
are: (i) G0(s)=&%&1 log[1&(1&e&%) e&s], &<%<+: G&10 (1&t)
t%e&%t(1&e&%); (ii) G0(s)=1&(1&e&s)1%, %>0; G&10 (1&t)=&log
[1&t%]tt%; (iii) G0(s)=exp[&s1%], %>0: G&10 (1&t)=(&log[1&t])%
tt%. The families in (ii) and (iii) lead to families of Archimedean copulas
with upper tail dependence for %>1. The Weibull family in (iii) plays an
important role for our min-stability results.
Theorem 2.1. Let G0 be continuous and strictly decreasing on [0, +)
with G0(0)=1, and suppose there are constants p>0 and a0>0 such that
lim
t  0+
t&pG&10 (1&t)=a0>0.
Then X follows a min-stable multivariate G0-distribution if and only if
survival function G(x) is of the form (2.1), and there exists the unique _-finite
measure &( } ) defined on the Borel subsets of R n+"[0] possessing the following
properties:
(a) On defining C(x)=[x, +)c,
[A(x p1 , ..., x
p
n )]
1p=a1p0 &(C(x)); (2.3)
16 JOE AND MA
(b) For any measurable set C and any %>0,
&(C)=%&(C%), (2.4)
where the set C% is [a : %a # C].
Proof. The proof is given in three parts: (i) necessity for p=1, (ii)
sufficiency for p=1, (iii) general p>0 making use of a transform to the
p=1 case.
(i) Necessity for p=1. Suppose that X follows a min-stable multivariate
G0 -distribution. Then (2.1) holds, and A( } )=G&10 G( } ) is homogeneous of
order 1, or equivalently, for any constant *>0,
*G&10 G(x1 *, ..., xn *)=A(x). (2.5)
We will show that A(x) is of the form (2.3), that is, a0 &(C(x)). To do so,
define on R n+ "[0] a class of measures
&*( } )=*G*( } *),
where *>0 and G*( } ) is the probability measure induced by G(x) such
that
&*([x, +))=*G(x*).
In particular, for C(x)=[x, +)c, one has
&*(C(x))=*(1&G(x*)),
and
lim
*  +
&*(C(x))=a&10 A(x). (2.6)
Clearly (2.6) is true when max1in xi=+. To prove (2.6) for
max1in xi<+, note that G&10 (1&t)ta0 t as t  0 implies that for
any =>0, there exists a $>0 such that for all 0<t<$,
1&=<
a0 t
G&10 (1&t)
<1+=.
For max1in xi<+, while *  +, one can assume that * is
sufficiently large so that
0<1&G(x*)<$.
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Hence,
1&=<
a0(1&G(x*))
G&10 [1&[1&G(x*)]]
=
a0*(1&G(x*))
*G&10 (G(x*))
<1+=,
which by (2.5) is equivalent to
a&10 A(x)(1&=)<*(1&G(x*))<a
&1
0 A(x)(1+=);
that is, (2.6) holds.
Similar to the proof of Resnick (1987, Proposition 5.8), one can show
that there is a limit measure & on R n+"[0] with
&*  &, *  +,
such that & is actually the unique _-finite measure defined on the Borel
subsets of R n+ "[0] possessing the properties (a) and, (b) described in the
theorem.
(ii) Sufficiency for p=1. Assume that survival function G(x) is of the
form (2.1) with A(x) given by (2.3). Then for all w # Rn+ , it is easy to verify
that min[X1 w1 , ..., Xn wn] has survival function G0(A(w) t).
(iii) For p{1, define
G 0(z)=G0(z p),
and
A (x)=[A(x p1 , ..., x
p
n )]
1p.
It is easy to see that G 0 is continuous and strictly decreasing on [0, +),
G 0(0)=1,
lim
t  0+
t&1G &10 (1&t)=a
1p
0 >0,
and A is homogeneous of order 1. Furthermore,
G (x)=G 0(A (x))=G0(A(x p1 , ..., x
p
n ))=Pr(X
1p
1 >x1 , ..., X
1p
n >xn),
is a min-stable multivariate G 0 -distribution. Thus the conclusions follow
from (i) and (ii). K
Remark. Theorem 2.1 extends to the case where G0 is strictly decreasing
on its support [0, {] with 0<{<. Equation (2.5) holds for 0<A(x)<{
and (2.3) can be extended to hold for all x>0.
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The following corollary is useful in the proof of Theorem 4.2(i). See
Marshall and Olkin (1979, p. 10) for the concept and properties of weak
supermajorization.
Corollary 2.2 For n=2,
A(x1 , x2)A(x1 , y2), A( y1 , x2)A( y1 , y2),
and
A(x1 , x2)+A( y1 , y2)A(x1 , y2)+A( y1 , x2),
for all 0xi yj (i=1, 2), where (A(x1 , y2), A( y1 , x2)) is weakly super-
majorized by (A(x1 , x2), A( y1 , y2)). For n>2
:
2
i1=1
} } } :
2
in=1
(&1) i1+ } } } +in+n&1 A(z1i1 , ..., znin)0,
for all 0xi yi (i=1, ..., n), where zj1=x j , zj2= yj , j=1, ..., n.
Proof. The first two inequalities hold because A is nondecreasing. The
third one follows simply from
A(x1 , y2)+A( y1 , x2)=A(x1 , x2)+A( y1 , y2)+a0 &([x1 , y1]_[x2 , y2]),
or equivalently,
&([x1 , y1]_[x2 , y2])= :
2
i1=1
:
2
i2=1
(&1) i1+i2+1 &([[z1i1 , )_[z2i2 , )]
c),
where zj1=x j , zj2= yj , j=1, 2.
Generally, one has
&([x1 , y1]_ } } } _[xn , yn])
= :
2
i1=1
} } } :
2
in=1
(&1) i1+ } } } +in+n&1 &([[z1i1 , )_ } } } _[znin , )]
c),
where zj1=x jzj2= y j , j=1, ..., n, and thus the last inequality holds. K
Next are the main results of this section.
Theorem 2.3. Let G0 be continuous and strictly decreasing on [0, +)
or [0, {] with 0<{<, G0(0)=1, and for constants p>0 and a0>0
lim
t  0+
t&pG&10 (1&t)=a0>0.
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Then X has a min-stable multivariate G0 -distribution only if its survival
function G(x) is of the form (2.1), with A(x) given by
[A(x p1 , ..., x
p
n )]
1p=a1p0 |
Sn
max
1in
[uix i] d+(u), (2.7)
where +( } ) is a measure defined on Sn=[u # R n+ : &u&=1], with &x& being
a norm on Rn.
Remark. The representation (2.7) is derived by Pickands (1981) in the
particular case where G0 is the exponential survival function. For p=1, its
proof is analogous to that of Resnick (1987, Proposition 5.11) and thus
omitted. For p{1, the transform in part (iii) of the proof of Theorem 2.1
is used. From (2.7), one can see that A( } ) is a norm restricted on R n+ ; that
is, it is homogeneous of order 1, and satisfies the triangle inequality
A(x+y)A(x)+A(y),
which follows since
A(x+y)=a0 |
Sn
max
1in
[ui (xi+ yi)] d+
a0 |
Sn
( max
1in
ui xi+ max
1in
u iyi) d+=A(x)+A(y).
On writing x=ni=1 x iei , where ei=(0, ..., 0, 1, 0, ..., 0), i=1, ..., n, one can
see that
max
1in
[xiA(ei)]A(x) :
n
i=1
xiA(ei),
and thus bounds on G are given by
G0 \ :
n
i=1
xiA(ei)+G(x)G0( max1in[xiA(ei)])= min1in[G0(x iA(e i))],
where the left-hand side corresponds to the Archimedean copula, and the
right-hand side is the Fre chet upper bound.
Theorem 2.3 leads us to define the following classes of homogeneous
function on R n+ . Let A
( p)
n be the class of functions of the form
a0 _|Sn max1in [uix
1p
i ] d+(u)&
p
, (2.8)
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where p>0 and + is a finite measure on the simplex Sn ; for some appli-
cations, we assume that the finite measure is such that if A # A( p)n ,
then A(0, ..., 0, xj , 0, ..., 0)=xj for j=1, ..., n. Note that it follows from
Theorems 2.1 and 2.3 that for p1 , p2>0 with p1 { p2 , then A # A ( p2)n if and
only if A # A( p1)n , where A (x)=[A(x
p2 p1
1 , ..., x
p2 p1
n )]
p1p2.
For a given survival function G0 on [0, ), define
AG0, n=[A : [0, )
n  [0, ) | A is homogeneous of order 1, G0(A)
is a survival function].
In general, if p>0 and G&10 (1&t)ta0 t p, t  0, then AG0, n /A
( p)
n ,
without these sets necessarily being equal as shown in Example 2.4 below.
It is known that for G0 being a Laplace transform, AG0, n #Aexp[ &x], n=
A(1)n . The following theorem shows that Aexp[&x1p], n=A
( p)
n .
Theorem 2.4. Let G0(x)=exp[&x1p], p>0, be the Weibull survival
function. Then G(x)=G0(A(x)) is a survival function for all A # A ( p)n . That
is, Aexp[&x1p], n=A ( p)n .
Proof. Let A have the form (2.8), then
G0(A(x p1 , ..., x
p
n ))=exp {&a1p0 |Sn max1in [uix i] d+(u)=
is a min-stable multivariate exponential distribution. Thus G(x)=G0(A(x))
is a survival function. K
Example 2.3. We look at some examples to understand how A ( p)n
changes with p.
1. Let G0(x)=exp[&x:], :>0, which satisfies (2.2) with p=1:,
and consider the class A(x)=(x;1+ } } } +x
;
n)
1; for ;>0. This is a class of
increasing functions that are homogeneous of order 1, but these are
exponents for min-stable exponential distributions (that is, A # A (1)n ) only
if ;1. It is easy to verify that G0(A) is a survival function if and only if
;:1; for the case ;:=1, G0(A(x))=exp[&x:1& } } } &x
:
n]. Hence for
0<:<1 corresponding to Weibull distributions with decreasing failure
rate functions, one can have A # A (1:)n that are not in A
(1)
n . One can reach
independence within this two-parameter family G0(A) but not negative
dependence. It is known that Weibull distributions are the only class of
random variables with closure under weighted minima for independent and
identically distributed random variables.
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2. For a general G0 that has a differentiable density g0 , consider the
class A(x1 , x2)=(x;1+x
;
2)
1; for ;>0. The second mixed derivative of
G0(A(x1 , x2)) is
(x;1+x
;
2)
1;&2 x;&11 x
;&1
2 [G"0(A)(x
;
1+x
;
2)
1;+(1&;) G$0(A)] (2.9)
Clearly, (2.9) is nonnegative if and only if
(;&1) g0(z)&zg$0(z)0, \z0. (2.10)
In particular, if g0(z)=[1(:)]&1 z:&1e&z, the Gamma (:, 1) density, then
(2.10) holds if ;&:&z for all z>0 or if ;:. For a second example,
if G0(x)=1&(1&e&x)1%, %>0, which satisfies (2.2) with p=%, then (2.10)
is equivalent to the nonnegativity of z(1&%&1e&z)+(;&1)(1&e&z). The
nonnegativity clearly holds for %1 and ;1, and more generally it is
satisfied if ;%&1 for %>0. The interesting case of Gamma margins is
studied further in Example 4.2.
The above examples seem to suggest that A ( p)n is increasing in p, which
is proved next.
Theorem 2.5. Let 0<p1<p2 . Then A( p1)n /A
( p2)
n and the subset inclu-
sion is strict.
Proof. Based on the fact A ( p)n =Aexp[&x1p], n , the main idea here is that
a positive stable scale mixture of Weibull distributions is another Weibull
distribution. Let :i=1pi , i=1, 2, and let %= p2 p1=:1 :2 . Let M% be the
distribution of a positive stable random variable that has Laplace trans-
form % (s)=exp[&s1%]. Let Gi (x)=exp[&x:i], i=1, 2. If A # A ( p1)n ,
then
G1(#1:1A(x1 , ..., xn))=exp[&#[A(x1 , ..., xn)]:1]
=exp[&[A(#1:1x1 , ..., #1:1xn)]:1]
is a survival function for all #>0. Hence
|

0
G1(#1:1A(x1 , ..., xn)) dM% (#)=exp[&[A(x1 , ..., xn)]:1 %]
=exp[&[A(x1 , ..., xn)]:2]=G2(A(x))
is a survival function. That is, A # A ( p2)n .
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The strictness of the subset inclusion follows from case 1 in Example 2.3
above. K
Example 2.4. We give an example of a G0 such that G&10 (1&t)t
a0 t p, t  0, and AG0 , n /A
( p)
n with a strict inclusion. Let G0(s)=
exp[:(1&es)], :>0. These are survival functions for :>0, and 2-times
monotone (see Section 3 for a definition of this) for :1.
It easily follows that G&10 (1&t)=log[1&(log[1&t]):]tlog(1+t:)
tt:, t  0, so (2.2) is satisfied with p=1 in this case. Let A(x1 , x2)=
(x;1+x
;
2)
1;. G0(A) is a survival function only if (2.10) holds, whose left-
hand side is
G0(z) :ez[(;&1)&z(1&:ez)]. (2.11)
This is clearly nonnegative if ;1 and :1. It cannot be uniformly
nonnegative for 0<;<1. For 0<:<1, the smallest value of ;, say ;(:)
so that (2.11) is uniformly nonnegative is 1&min z(:ez&1)=1&z(:)
(:ez(:)&1), where z(:) minimizes z(:ez&1). There is no closed form for
z(:) but it can easily be numerically determined using the Newton
Raphson method. For example, for ;(0.9)=1.0078, ;(0.5)=1.2460, ;(0.1)
=2.3848. Hence for 0<:<1, AG0 , 2 /A
(1)
2 with a strict inclusion since
A(x1 , x2)=x1+x2  AG0 , 2 .
The final result in this section concerns the boundaries of A ( p)n ; the proof
makes use of dependence concepts.
Theorem 2.6. Let Bn=[A: A(ei)=1, i=1, ..., n]. Let A # A ( p)n & Bn .
Then max[x1 , ..., xn]A(x)A*(x, p)=(x1p1 + } } } +x
1p
n )
p. Furthermore,
Bn & [p>0 A ( p)n ]=[A: A(x)=max[x1 , ..., xn]]. If G
&1
0 (1&t)ta0t p as
t  0 and A*(x, p) # AG0 , n then G0(A*(x, p)) is the least positive dependent
min-stable multivariate G0 -distribution.
Proof. The lower bound max[x1 , ..., xn], corresponds to the most
positive dependence (the Fre chet upper bound G0(max[x1 , ..., xn])=
mini G0(x i)). The least positive dependence corresponding to the
multivariate distribution lowest in the positive lower orthant dependent
(PLOD) ordering depends on G0 and the value p in condition (2.2). Using
the technique in the proof of Theorem 6.7 of Joe (1997), it follows that
G0(A) has the positive dependence property of association when G0 is the
Weibull distribution. Since G0(A(x))=exp[&ni=1 x
1p
i ] is a min-stable
multivariate Weibull survival function, this is the least PLOD min-stable
multivariate Weibull survival function for a given p>0 and it obtains with
A(x)=(x1p1 + } } } +x
1p
n )
p. It follows that the maximal function in A ( p)n is
A*(x, p)=(x1p1 + } } } +x
1p
n )
p. K
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3. RESTRICTIONS ON UNIVARIATE MARGINAL
Assume that G0 is a survival function with support on [0, +) or a
subinterval and G0(0)=1. In this section we will give some sufficient
conditions on G0 so that a min-stable multivariate G0 -distribution is well
defined.
A differentiable function h( } ) on [0, ) is said to be n-times monotone,
if (&1)k h(k)(t) is nonnegative, nonincreasing and convex for t>0 and
k=0, 1, ..., n&2. It is completely monotone if and only if it is n-times
monotone for any n=1, ... . The function h(t)=(1&t)n&1+ is n-times
monotone but belongs to no higher class. This is an important example
because, like e&t for the completely monotone functions, it is the basis of
a Stieltjes integral representation of the class of n-times monotone func-
tions. As proven by Williamson (1956), h( } ) is n-times monotone if and
only if it is of the form
h(t)=|

0
(1&*t)n&1+ d4(*),
where 4(*) is nondecreasing and bounded below. In the particular case
where h( } ) is a survival function, one can show that 4(*) is a distribution
function of a positive random variable.
Let A # A ( p)n for some p>0, and define
G(x)={G0(A(x)),1,
x>0,
otherwise.
(3.1)
For (3.1) to be a survival function on R n+ , an obvious necessary condition
is that G0(x)=G(xA(ei)) is a univariate survival function. A sufficient
condition is presented in the following theorem.
Theorem 3.1. (a) Assume that A # A ( p)n and 0<p1. If G0 is n-times
monotone, then (3.1) is a proper survival function, that is, A ( p)n /AG0 , n .
(b) If G0(x)=(x1:), where :>0 and  is an n-times monotone
function or a Laplace transform, then for A # A ( p)n with 0<p1:, (3.1) is
a survival function.
Remark. In general, one cannot have A ( p)n /AG0 , n for p>1 as seen in
Example 2.4 (with ;=1p), where G0(t)=exp[:(1&et)] is 2-times monotone
(:1), but G0(A(x)) is not a survival function for A(x)=(x1p1 +x
1p
2 )
p #
A( p)n . The class of n-times monotone survival functions extends the class Ln
in Joe (1997). Completely monotone survival functions or Laplace trans-
forms are n-times monotone for all n1. Examples and analysis of n-times
monotone survival functions are given in Section 5.4 of Joe (1997).
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Proof. For (a), because of Theorem 2.5, it suffices to prove A (1)n /
AG0 , n . From the assumptions with p=1, one has
G(x)=|

0
(1&*A(x))n&1+ d4(*),
where 4(*) is a distribution function of a positive random variable, and A
is of the form (2.7). Thus it suffices to prove that (1&A(x))n&1+ is a
survival function on R n+ , which implies that (1&*A(x))
n&1
+ is a survival
function on R n+ for any *>0 since A(x) is homogeneous of order 1. Since
A(x) is of the form (2.7) and the finite measure can be approximated by a
sequence of measures with a finite number of masses, one needs only to
consider A(x) of the form
A(x)= :
r
i=1
max[q1ix1 , ..., qni xn], (3.2)
where r1 is any integer, and the qji ’s are nonnegative constants.
For any :1, let
A:(x)= :
r
i=1
[(q1i x1):+ } } } +(qni xn):]1:.
Then for any l=1, ..., n and 1 j1< } } } < jln,
(&1)l+1
lA:(x)
x j1 } } } xjl
=& ‘
l
k=1
[(k&1) :&1] x:&1jk
} :
r
i=1
q:j1 i } } } q
:
jl i
[(q1ix1):+ } } } +(qnixn):]&l+1:0.
Thus from Joe (1997, p. 202), (1&A:(x))n&1+ is a survival function on R
n
+ .
Observe that
:
r
i=1
max[q1ix1 , ..., qni xn]= lim
:  
:
r
i=1
[(q1ix1):+ } } } +(qni xn):]1:,
which implies that for A(x) of the form (3.2),
(1&A(x))n&1+ = lim
:  
(1&A:(x))n&1+
is also a survival function on R n+ . Therefore, (3.1) is a proper survival
function whenever G0 is n-times monotone and A is of the form (2.7).
For (b), the result follows from using the relationships in A ( p)n for
different p’s, as in part (iii) of the proof of Theorem 2.1. K
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For a given A # A ( p)n with p>0, define
GA=[G0 : G0(A(x)) is a survival function].
In particular, if A(x)=max[x1 , ..., xn] (corresponding to the Fre chet
upper bound), then
GA=[univariate survival functions on [0, )];
and if A(x)=x1+ } } } +xn , then GA is the set of univariate survival func-
tions that lead to n-dimensional Archimedean copulas. Theorem 3.1 says
that for 0<p1 and A # A ( p)n ,
GA #[n&times monotone functions]#[Laplace transforms].
The above result with A(x)=max[x1 , ..., xn] implies that AG0 , n cannot
be empty for any survival function G0 . From looking at several examples,
it seems that AG0 , n gets smaller and smaller as G0(x) or G0(x
p) gets farther
away from the condition of n-times monotonicity. The next example has a
class of G0 for which A(x1 , x2)=max[x1 , x2] is the only member of AG0 , 2 .
Example 3.1. Let G0(t)=(1&t):+ , 0<:<1. We will show that
AG0 , 2 /A
( p)
n for any 0<p1. Note that if follows from Theorem 2.6 that
B2 & [p>0 A ( p)n ]=[A : A(x1 , x2)=max[x1 , x2]].
Suppose that A(x1 , x2) # A(1)2 with A(x1 , 0)=x1 , A(0, x2)=x2 , and that
0<p1, so that A p(x1p1 , x
1p
2 ) # A
( p)
2 . For G0(A
p(x1p1 , x
1p
2 ))=
(1&A p(x1p1 , x
1p
2 ))
:
+ to be a proper survival function, one needs the
rectangle inequality
(1&A p(x1p1 , x
1p
2 ))
:
++(1&A
p( y1p1 , y
1p
2 ))
:
+
(1&A p(x1p1 , y
1p
2 ))
:
++(1&A
p( y1p1 , x
1p
2 ))
:
+ (3.3)
for all 0xi yi (i=1, 2). Note that G0(s)t1&:s as s  0 so p=1 in
(2.2) for this family, and because of Theorem 2.5, we can just show that
(3.3) does not hold for p=1. From Theorem 6.4 in Joe (1997), A(x1 , x2)=
(x1+x2) B(x1 (x1+x2)), where max[w, 1&w]B(w)1. B is convex,
D1(w) = B(w) + (1 & w) B$(w)  0 and D2(w) = B(w) & wB$(w)  0.
2G0[(x1+x2) B(x1 (x1+x2))]x1 x2 would correspond to the density
of the absolutely continuous part if this is proper. It is nonnegative only if
B"(w) w(1&w)(1& yB(w))+&(1&:) yD1(w) D2(w)0, (3.4)
for all y=x1+x2>0 and 0<w=x1 (x1+x2)<1 with 0 yB(w)<1. For
fixed w, let y Z 1B(w). Then the nonnegativity of (3.4) is violated unless
B(w)=max[w, 1&w].
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Consequently, A(x1 , x2)=max[x1 , x2] is the only member of AG0 , 2 .
Further results can be obtained in the case of G0 , which derives from a
Laplace transform. Let M be a distribution on (0, ) with Laplace
transform , and suppose A # A ( p)n where p>0. Then
([A(x)]1p=|

0
exp[&#[A(x)]1p] dM(#)
is a survival function. If A(0, ..., xj , ..., 0)=xj for j=1, ..., n, then this has
univariate margins (x1pj ). Hence if G0(x)=(x
1p) for a Laplace trans-
form , then A ( p)n /AG0 , n . Suppose there is a q>0 such that
&1(1&t)ta0 tq as t  0. Then G&10 (1&t)ta p0 t pq as t  0. From
Theorem 2.3, we know that AG0 , n /A
( pq)
n . From Theorem 2.5, we
conclude that q1. That is, for Laplace transforms, which are a subset of
survival functions on (0, ), the exponent in (2.2) must be at least 1. This
property can be seen in Example 2.3.
4. DEPENDENCE PROPERTIES
This section considers dependence properties of the min-stable multi-
variate G0 -distribution. Subsection 4.1 is concerned with the min-infinitely
divisible property, which is an important positive dependence property
because new multivariate distributions can be built from distributions
with this property; see Joe and Hu (1996). Concordance orderings of
associated copulas are studied in Subsection 4.2, and it is shown that
negative quadrant dependence can be obtained for the some choices of
marginals.
4.1. Min-Infinite Divisibility Conditions
A survival function G(x) is said to be min-infinitely divisible (min-id), if
G#(x) is also a survival function for any #>0. Write }=&log G. Since
G(x) is a survival function, G(x) is min-id if and only if the rectangle
inequality
:
2
i1=1
} } } :
2
in=1
(&1) i1+ } } } in+n exp[&#}(z1i1 , ..., znin)]0 (4.1)
holds for all #>0 and xy. In the particular case where G is an absolutely
continuous survival function with continuous density, (4.1) is equivalent to
}S0, for all (nonempty) subsets S of Sn ,
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where for a subset S of [1, ..., n], }S stands for the partial derivatives of
}(x1 , ..., xn) with respect to xi , i # S. In general, a necessary condition for
G(x) to be min-id is the following.
Theorem 4.1. Let G(x) be a survival function. If G is min-id, then for all
xy,
:
2
i1=1
} } } :
2
in=1
(&1) i1+ } } } in+n log G(z1i1 , ..., znin)0 (4.2)
where zj1=xj , z j2= yj , j=1, ..., n.
Remark. In the bivariate case, (4.2) is equivalent to the TP2 property
of G(x1 , x2) in (x1 , x2), a necessary and sufficient condition given by
Marshall and Olkin (1990, Theorem 3.4) for G(x) to be min-id. An open
question is whether (4.2) is also a sufficient condition for G(x) to be min-id
in general, or equivalently, whether (4.2) implies (4.1)?
Proof. For xx define
w(#)= :
2
i1=1
} } } :
2
in=1
(&1) i1+ } } } in+n exp[&#}(z1i1 , ..., znin)], #0.
Since G(x) is min-id, w( } ) is continuous, differentiable and nonnegative,
and w(0)=0. Thus
0 lim
#  0+
w(#)
#
=w$+(0)
= :
2
i1=1
} } } :
2
in=1
(&1) i1+ } } } in+n log G(z1i1 , ..., znin). K
Next assume that A # A ( p)n for some p>0, and G defined by (3.1) is a
survival function. In this case, G(x) is not necessarily min-id even if G0 is
n-times monotone, as illustrated in Examples 2.2 and 3.1. We now give
conditions on G0 for G to be min-id.
It is known that in the particular case where A(x1 , x2)=x1+x2 ,
G(x1 , x2)= G0(x1+x2) is min-id if and only if G0 is log-convex. An exten-
sion is given in the next theorem.
Theorem 4.2. Let G0(t)=(t1:), :>0. Then the survival function G
defined by (3.1) is min-id for A # A ( p)n (0<p1:), if one of the following
conditions holds
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(i) n=2 and  is log-convex,
(ii) &log  # Ln*, where
Lk*=[|: [0, ]  [0, ) | |(0)=0, |()=,
(&1) j&1 |( j)0, j=1, ..., k].
Proof. We give the proof for :=1, as the general case follows by a
transformation to the :=1 case.
(i) It follows from Theorem 3.1 that G defined by (3.1) is a proper
survival function, since a log-convex function is convex. Because of
Theorem 2.5, it suffices to consider the case p=1. According to Theorem 3.4 of
Marshall and Olkin (1990), G(x1 , x2)=G0(A(x1 , x2)) is min-id if and only
if it is TP2 in x1 , x2 ; that is,
G0(A(x1 , x2)) G0(A( y1 , y2))
G0(A(x1 , y2)) G0(A( y1 , x2)), 0x1 y1 , 0x2 y2 ,
or, equivalently,
log G0(A(x2 , x2))+log G0(A( y1 , y2))
log G0(A(x1 , y2))+log G0(A( y1 , x2)). (4.3)
Observe that log G0(t) is decreasing and convex, and that the vector
(A(x1 , y2), A( y1 , x2)) is weakly supermajorized by (A(x1 , x2), A( y1 , y2))
[Corollary 2.2]. (4.3) follows by using Marshall and Olkin (1979, p. 64, C.1.b).
(ii) If &log G0 # Ln* , one can verify that G#0=exp[# log G0] is
n-times monotone for any #>0, by using an argument similar to the proof
of Joe (1997, Theorem 2.5). From Theorem 3.1, G#0(A) is a proper survival
function for any #>0 and A # A ( p)n , 0<p1. Thus G is min-id. K
Finally, we can say something about AG0 , n , when G0 is such that G0(A)
is min-id. Let  be the Laplace transform of a distribution M on (0, ).
Then 0 G
#
0(A) dM(#)=(&log G0(A)) is a survival function. That is, if
A # AG0 , n and G0(A) is min-id, then A # A(&log G0), n for all Laplace
transforms .
4.2. Copulas and Concordance Ordering
In this subsection we obtain some concordance ordering properties and
negative dependence results for (3.1). Assuming that A(ei)=1, i=1, ..., n,
the copula or multivariate uniform distribution associated with G0(A) is
CG0 , A(u1 , ..., un)=G0[A(G
&1
0 (u1), ..., G
&1
0 (un))], 0u i1, i=1, ..., n.
(4.4)
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For two copulas C1 , C2 , C1 is less positive lower orthant dependent
(PLOD), denoted by C1O cL C2 , if C1C2 . The concordance ordering Oc
of Joe (1990) also requires that C 1C 2 where C 1 , C 2 are the corresponding
survival functions. (C1C2 and C 1C 2 are different for n>2 and it is
usually difficult to show both inequalities in this case.) The interpretation
of either ordering is that a distribution which is higher ordered has more
positive dependence.
With G0 fixed and with two different A functions A1 , A2 (that lead to
proper survival functions), CG0 , A1OcL CG0 , A2 if and only if G0(A1(x))
G0(A2(x)) for all x if and only if A1(x)A2(x) for all x. Let
A*(x, p)=(x1p1 + } } } +x
1p
n )
p be as defined in Theorem 2.6. If G0 is such
that G&10 (1&t)ta0 t p as t  0, then from Theorem 2.6, G0(A(x))
G0(A*(x, p)) for all A # AG0 , n , whether or not A*(x, p) # AG0 , n . If
G0(A*(x, p)) is a survival function, its copula from (4.4) is the
Archimedean copula (&1(u1)+ } } } +&1(un)) where (s)=G0(s p).
Hence a sufficient condition for G0(A*(x, p)) to be a survival function is
that  is n-times monotone.
Next we assume that A is fixed and consider two different univariate sur-
vival functions G1 , G2 (that lead to proper multivariate survival functions).
Then CG1 , A OcL CG2 , A if and only if
G1[A(G&11 (u1), ..., G
&1
1 (un))]
G2[A(G&12 (u1), ..., G
&1
2 (un))] \u
 G&12 b G1(A(G
&1
1 (u1), ..., G
&1
1 (un))]
(4.5)
A(G&12 (u1), ..., G
&1
2 (un)) \u
 w(A(x1 , ..., xn))
A(w(x1), ..., w(xn)) \x # R n+ ,
with w=G&12 b G1 and x i=G
&1
1 (ui) (i=1, ..., n). Note that w(0)=0 and w
is nondecreasing.
The next theorem has a condition for the PLOD ordering to hold. This
result generalizes the result for the PLOD ordering of Archimedean
copulas given in Genest and Mackay (1986) and Joe (1997, Theorem 4.1).
Theorem 4.3. Let
XtGX (x)=G1(A(x)), X*tGX*(x)=G2(A(x)),
where A # AG1 , n & AG2 , n . If w(t)=G
&1
2 (G1(t)) is star-shaped on [0, ),
then CG1 , A OcL CG2 , A .
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Proof. It suffices to show (4.5). Observe that A(x)max[x1 , ..., xn] =
say
xn . The starshapedness of w implies that
w(A(x))
A(x)

w(xn)
xn

w(xi)
xi
, i=1, ..., n&1,
and thus
w(A(x))A(x)
w(xn)
xn
=A \x1 } w(xn)xn , ..., xn&1 }
w(xn)
xn
, w(xn)+
A \x1 } w(x1)x1 , ..., xn&1 }
w(xn&1)
xn&1
, w(xn)+
=A(w(x1), ..., w(xn)). K
Next we comment on negative dependence that could possibly arise in
(4.4). We give a result for negative quadrant dependence for n=2; this then
applies to bivariate margins of multivariate distributions.
Theorem 4.4. Suppose G0 is such that G&10 (1&t)ta0t p, as t  0. Let
n=2; suppose A(x1 , x2) # A ( p)2 , and A(x, 0)=A(0, x)=x. It is not possible
to achieve the negative quadrant dependence condition of G0(A(x1 , x2)))
G0(x1) G0(x2) for all x1 , x20, unless A(1, 1)=’2. Since A(x1 , x2)
(x1p1 +x
1p
2 )
p for all A # AG0 , 2 , A(1, 1)2
p and negative quadrant dependence
can only possibly occur for the case where p1.
Proof. The condition, on G0 implies G0(x)t(1&xa0)1p as x  0,
where a0>0, p>0. Consider d(x)=G0(A(x, x))&G20(x) as x  0. Then
d(x)=G0(x’)&G20(x)t[1&’x( pa0)]&[1&2x( pa0)]=x(2&’)( pa0)
0 only if ’2. K
Example 4.1. Consider G0(s)=1&(1&e&s)1%, where %>0, and let
A(x1 , x2)=(x;1+x
;
2)
1;, ;>0. This example is mentioned in Example 2.3.
G0(A) is a survival function if and only if ;1%. This is smallest in the
PLOD ordering when ;=1%. Consider G0(A(x1 , x2)) with ;=1%, %1.
The copula of G0(A(x1 , x2)) is G1(G&11 (u1)+G
&1
1 (u2)), where G1(x)=1&
(1&exp[&x%])1%. Since this is an Archimedean copula, it has negative
quadrant dependence if &log G1 is superadditive or star-shaped, which is
not difficult to establish.
The final example in this section concerns the choice of the Gamma dis-
tribution for G0 . With an appropriate choice of A for n=2, we obtain
another one-parameter family of bivariate Archimedean copulas (4.6) that
interpolate between the Fre chet lower and upper bounds.
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Example 4.2. Let G0(s; p) be the Gamma(1p, 1) survival function.
Note that G0(s; p)t1&s1p1(1+ p&1) as s  0 so that G&10 (1&t; p)t
a0 t p as t  0 with a0=[1(1+ p&1)] p. Let (s; p)=G0(s p; p). We first
consider the family of bivariate Archimedean copulas based on ( } ; p) for
p>0:
(&1(u1 ; p)+&1(u2 ; p); p) (4.6)
From Example 2.3, we know this is a proper family of distributions.
Properties include the following.
1. (s; p) is a Laplace transform if 0<p1. To see this, note that
exp[&t p] is a Laplace transform, which implies that the derivatives of
(s; p)=|

sp
[1( p&1)]&1 x1p&1e&x dx=|

s
exp[&t p] dt1( p&1+1)
alternate in sign. From this, it follows that (A; p) is a multivariate sur-
vival function for all A # A (1)n and hence G0(A ; p) is a multivariate survival
function for all A # A ( p)n . That is, AG0 , n=A
( p)
n if 0<p1.
2. &log ( } ; p) is concave for 0<p1 and convex for p1. From
Joe (1997, p. 109), this means that (4.6) is positive quadrant dependent for
0<p1 and negative quadrant dependence for p1.
3. The family in (4.6) is decreasing in concordance as p increases.
The independence copula obtains if p=1; the Fre chet upper bound obtains
as p  0 and the Fre chet lower bound obtains as p  .
An outline of the proof of the concordance property is given in the
Appendix. The Fre chet bounds have been shown to be the limits numerically.
Extending to higher dimensions, for n=3, (3i=1 
&1(ui ; p); p) is a
copula only if 0p1. This means that AG0 , n /A
( p)
n with strict inclusion
for p>1 and n3. This can be established by exactly the technique in
case 2 of Example 2.4. One can show that for n=3, G0(x;1+x
;
2+x
;
3)
1;; :)
is a survival function if also 0<:<1 and ;(2:+1)3. There is no simple
extension of this for n>3.
5. DISCUSSION
We have obtained many properties for the class of min-stable multi-
variate survival functions that generalize the class of min-stable multi-
variate exponential distributions. The specific case of Gamma univariate
margins was studied in some detail, with the side result of another one-
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parameter family of copulas that interpolate from Fre chet lower bound to
the Fre chet upper bound. Similar analyses of min-stable multivariate
G0 -distributions could be done for other common families of univariate
survival functions.
A key difference between min-stable multivariate exponential and min-
stable multivariate G0 -distributions is the class AG0 , n leading to proper
multivariate distributions. The size of this class depends on the tail
property of G0 or G&10 , as indicated by condition (2.2) and Theorem 2.6.
This class is larger if G0 is n-times monotone; otherwise it can be much
smaller. If G0 is far from n-times monotone, then the class of min-stable
multivariate G0 -distributions is very small and may consist only of the
Fre chet upper bound. Min-stable multivariate exponential distributions
cannot be negatively dependent, but if G0 satisfies some tail conditions then
negatively dependent min-stable multivariate G0 -distributions may exist.
There are still a number of unknowns about the class studied in this
paper. For example, (a) if G0(x) or G0(x p) is not n-times monotone, can
AG0 , n be completely characterized, and (b) can GA , defined in Section 3, be
characterized? Related to (a) is the least amount of dependence among
min-stable multivariate G0 -distributions; for n=2, this might be measured
using Kendall’s tau.
APPENDIX
Proof of Item 3 in Example 4.2, Based on the Starshaped Ordering
Using Theorem 4.3 of Joe (1997), a necessary and sufficient condition for
the concordance ordering is the superadditivity of &1((s; p2); p1) for
0<p1<p2 and hence it suffices to show that &1((s; p2); p1) is
starshaped or &1((s; p2); p1)s is nondecreasing in s>0.
The proofs uses some of the ideas of Van Zwet (1964) in his proof of the
convex ordering for gamma distributions.
Let p1<p2 and let i (s)=(s; pi), i=1, 2. Then &11 b 2(s) is strictly
starshaped if &11 (2(s))s is strictly increasing in s, or b(s)=
&1
1 (2(s))
&as a function of s over [0, ) has at most one positive root for any a>0
(note that it has a root at s=0), and in the case of a positive root s*=
s*(a), the sign of b(s) is negative for 0<s<s* and positive for s>s*. This
is equivalent to c(s)=2(s)&1(as) being positive for 0<s<s* and
negative for s>s*. Note that c(s)=&s c$( y) dy=
s
0 c$( y) dy, where
c$( y)=&
exp[& y p2]
1(1+ p&12 )
+
a exp[&(ay) p1]
1(1+ p&11 )
.
Also c(s)=0 I(s, y) c$( y) dy=&

0 J(s, y) c$( y) dy, where I(s, y)=1 for
0s y, I(s, y)=0 for 0 y<s, J(s, y)=0 for 0s y, and J(s, y)=1
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for 0 y<s. I(s, y) and J(s, y) are TP in s, y so that by the Variation
Diminishing Property (Chapter 5 of Karlin 1968), the number of sign
changes of c is strictly less than that of c$ and &c$ (equal number of sign
changes is not possible since c$ and &c$ have opposite signs). We will show
that c$ has at most two sign changes (+& + or &+) and then the proof
will be complete.
Note that c$( y)>0 if and only if
& y p2&log 1(1+ p&12 )<log a&(ay)
p1&log 1(1+ p&11 )
or
h( y)=&(ay) p1+ y p2+log a&log d>0,
where d=1(1+ p&11 )1(1+ p
&1
2 ). If ad, then it is straightforward to
show that h is initially negative for small y and then becomes positive. That
is, the sign change pattern of c$ is &+. If a>d, then h(0)>0 and h$(s)0
if and only if s[a p1p1 p2]1( p2& p1). Hence the sign change pattern of c$ is
+&+. K
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