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Abstract
Systems with delays frequently appear in engineering. The presence of delays makes 
system analysis and control design much more complicated. Networked control 
systems where the delays are often random are typical cases of such systems.
For one particular category of time-delays systems, integral processes with dead 
time (IPDTs), the control limits that a PI controller can achieve are discussed in 
this thesis. These limits include the region of the control parameters to guarantee 
the system stability, the control parameters to achieve the given gain and/or phase 
margins (GPMs), the constraint on achievable gain and phase margins, the perfor- 
mance of setpoint tracking and disturbance rejection. Three types of PI controllers, 
namely typical PI controller, single tuning-parameter PI controller and PI controller 
under two-degree-of-freedom (2-DOF) structure, are studied.
In control schemes of the modified Smith predictor (MSP) where the controller 
usually includes a distributed delay, the system implementation is not trivial because 
of the inherent hidden unstable poles. This thesis provides an estimation of the 
minimal number of implementation steps for the distributed delay in linear control 
laws. This is obtained by solving an inequality with respect to the number of 
implementation steps. A coarse estimation is given as the initial value to solve the 
inequality using bisection algorithms. A minimization process as well as some other 
techniques are also introduced to further improve the estimation.
In networked control systems, the network-transmission delay and data dropout 
are combinedly represented by a network-induced delay. By designing a data pre- 
processing mechanism, the network-induced delay can be assigned. Such delay as- 
signment is applied to networked predictive control schemes, which alleviates system 
stability limits on the network-induced delay. Two stability criteria are given for the
i
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closed-loop system with random network-induced delay, and a resulting implemen- 
tation algorithm is also provided.
The control and implementation of a magnetic levitation system over the network 
is studied in this thesis. Firstly, a test-rig which is suitable to implement control over 
a network is set up. Feedback linearization and direct local linearization methods 
for the nonlinear MagLev system are presented. In order to improve the control 
performance, a networked predictive method is employed, where the system model 
is identified in real-time. Local control and networked control are implemented 
on this test-rig, including networked predictive control. Model predictive control 
demonstrates a clear performance advantage over the networked control strategies 
which does not incorporate compensation for the network-induced delay.
In order to quickly implement networked control systems (NCSs) by simulation 
or practical application, a MATLAB/Simulink based NCS toolbox is developed. 
This toolbox incorporates basic parts of a general NCS, that is, network simula- 
tion, network interface, plant interface and typical control schemes. With the NCS 
toolbox, users can focus on the study of new control schemes.
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Introduction
In this chapter, the background of the control, stability analysis and implementation 
of time-delay systems (TDSs) and networked control systems (NCSs) is reviewed. 
The main content of each chapter of this thesis is outlined.
1.1. Background
1.1 Background
Time-delay systems (TDSs) are usually described by retarded functional differential 
equations or neutral functional differential equations in mathematics (Bellman and 
Cooke, 1963; Kolmanovskii and Nosov, 1986; Hale and Verduyn-Lunel, 1993). They 
frequently appear in engineering. One reason is that the physical world is full of 
delays because the propagation and transmission of information or material involves 
time lags. Another reason is that time-delay systems are often used to model high- 
order systems. The delay might be in the input, in the output, in the state, or 
in the controller of a system. Typical examples of TDSs are chemical processes, 
communication networks, teleoperation systems and so on. The presence of delays, 
especially large delays, varying delays or even randoms delays, makes the stability 
analysis, the control design and the system implementation much more complicated. 
In recent years, research on this subject has been very active.
1.1.1 General time-delay systems
The delay in TDS is generally constant within a finite time interval or often can be 
treated as being constant. Unlike a rational function, the delay element is infinitely 
dimensional in nature and, in many cases, it is the source of instability. There 
are substantial publications that have addressed the stability analysis of TDS. In 
the time domain, most approaches are based on the Lyapunov-Krasovskii theorem 
(Krasovskii, 1963; Kolmanovskii and Nosov, 1986) and the Razumikhin theorem 
(Jankovic, 2001), which are extensions of the Lyapunov stability theory to time-delay 
systems. As far as linear time-invariant systems, it is convenient to analyze their 
stability using frequency domain methods. The resulting closed-loop characteristic 
equation is a quasi-polynomial of s (complex variable) and e~rs (denoting time delay 
T) and it can be decomposed into real and imaginary parts to check the stability 
(Pontryagin, 1955). If e'TS is substituted with some rational functions, such as the 
bilinear form, the quasi-polynomial reduces to a polynomial so that the stability 
analysis becomes easier (Olgac and Sipahi, 2002). A direct method to eliminate 
the term e~rs in a quasi-polynomial was proposed by (Walton and Marshall, 1987).
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For some systems which are stable when the delay is set to zero, the frequency 
sweeping method (Chen, 1995) is used to investigate the maximum delay that is 
permissible for system stability. An explicit formulation of the maximum delay is 
obtained in (Chiasson and Abdallah, 2001). For uncertain time-delay systems, H°° 
and /u-type of results (Zhou et al., 1996) can be used to analyze the stability. For 
a more detailed introduction of recent results about the stability of TDS, refer to 
Kharitonov (1999); Kolmanovskii et al. (1999); Niculescu (2001); Gu and Niculescu 
(2003); Richard (2003)
The first major advance in the control of time-delay systems is the celebrated 
Smith predictor (SP) (Smith, 1957). By introducing a minor feedback loop con­ 
sisting of a predictor, the controller design problem for a time-delay system is then 
converted to the one for delay-free system. The classical Smith predictor, however, 
is not applicable to unstable plants. This motivated the modified Smith predictor 
(MSP) (Watanabe and Ito, 1981) and the finite-spectrum assignment (Manitius and 
Olbrot, 1979), which are actually equivalent for some systems (Mirkin and Raskin, 
2003). MSP may run into numerical problems for fast stable eigenvalues Meinsma 
and Zwart (2000). A new predictor, called unified Smith predictor (Zhong and 
Weiss, 2004), is proposed to overcome this problem.
An integral process with dead time (IPDT) is a typical case of unstable pro­ 
cesses, which stands for a large class of industrial processes. Astrom et al. (1994) 
introduced a structure to decouple the disturbance response from the setpoint re­ 
sponse. A disturbance-observer-based control scheme is another effective way to 
control such systems (Zhong and Normey-Rico, 2002). Furthermore, Zhong and 
Mirkin quantitatively analyzed robust stability regions, some specifications of the 
disturbance response and the stability of the controller itself in IPDTs (Zhong and 
Mirkin, 2002). To reduce the long recovery time of the disturbance response, a dead- 
beat disturbance response is obtained while the robust stability is still guaranteed 
(Zhong, 2003a).
In industrial applications, the proportional-integral-derivative (PID) control is 
widely used. For time-delay systems, many corresponding methods to design PID 
controller have been developed. For IPDTs, a fine-tuned PI controller is enough
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to achieve good performance. Rivera et al. (1986) applied the internal model con­ 
trol method to tune a PI controller so that the tuning formula is only related to 
the closed-loop time constant. Tyreus and Luyben (1992) showed that the closed- 
loop time constant in Rivera et al. (1986) must be chosen carefully to avoid a very 
oscillatory response, and then proposed an alternative approach by specifying a 
closed-loop damping coefficient (relating to the smallest closed-loop time constant). 
Luyben Luyben (1996) extended the method in Tyreus and Luyben (1992) to a PID 
controller and achieved a smaller closed-loop time constant for the same closed-loop 
damping coefficient. Poulin and Pomerleau (1999) obtained the PI settings for the 
maximum peak resonance specification according to the ultimate cycle information 
of the process. Wang and Cluett (1997) designed a PID controller in terms of the 
desired control signal trajectory. Visioli (2001) optimized PID settings by minimiz­ 
ing ISE, ISTE or ITSE with a genetic algorithm. Chidambaram and Sree (2003) 
proposed a simple coefficient-matching method to obtain similar results to Visioli 
(2001). However, the limits of what a PI controller can achieve is not clear.
Another important aspect of TDS is the control implementation. Almost all 
robust controllers of TDS incorporate a distributed-delay block which is a finite- 
impulse-response block. It is not easy to implement this block due to the requirement 
of internal stability. A common way is to replace the distributed delay by the sum 
of a series of discrete delays (Manitius and Olbrot, 1979; Watanabe and Ito, 1981; 
Palmor, 1996). It has been proved that the system stability can be guaranteed 
provided that the number of approximation steps is large enough (Zhong, 2004, 
2005a). Furthermore, two rational implementations based on the 5-operator and 
the extended bilinear transformations were proposed in Zhong (2005b). The next 
problem is to find the minimum number of approximation steps to guarantee the 
system stability.
It is worth pointing out that in general, "implementation" of a control system 
is about the practical application or is hardware-related. In this thesis, however, 
"implementation" represents not only the hardware but also the software realization 
(algorithm, simulation, etc) of control strategies.
1.1. Background
1.1.2 Networked control systems
With the rapid development of network technology and infrastructure, the data 
transmission of the network becomes quick, secure and reliable. Consequently, 
control over a network, especially over the Internet, turns into a more and more 
popular topic in both academic and industrial areas. It is easy to realize remote 
control, distributed control and collaborative control using the network. NCSs have 
been widely applied to, for example, multimedia education system using Internet 
(Nemoto et al., 1997), Internet-based control engineering laboratory (Overstreet and 
Tzes, 1999), Web-based telerobots (Taylor and Dalton, 2000), haptics collaboration 
over the Internet (Hespanha et al., 2002a; Hikichi et al., 2002; Shirmohammadi and 
Woo, 2004), mobile sensor networks (Ogren et al., 2004), remote surgery (Meng 
et al., 2004), automated highway systems and unmanned aerial vehicles (Seiler and 
Sengupta, 2001, 2005), etc. Generally, there are two kinds of NCS configurations, 
direct structure networked control system and hierarchical structure networked con­ 
trol system (Yang et al., 2002a). The main difference between them is that there 
exists a local controller at the actuator side in the hierarchical structure. Compared 
to traditional control systems, however, NCS introduces some special problems. One 
obvious problem is the network-transmission delay. This delay might be constant, 
stochastic or completely random (Zhang et al., 2001; Montestruque and Antsaklis, 
2004; Hespanha, 2006; Battilotti, 2008). From this point of view, NCS is a special 
case of TDS. Other problems in NCS include the network bandwidth limits, the 
network traffic congestion, the data-packet dropout and so on (Wong and Brock- 
ett, 1999; Elia and Mitter, 2001; Hespanha et al., 2002b; Nair and Evans, 2003; 
Tatikonda and Mitter, 2004). All these problems provide challenges for the analysis 
of system stability, the optimization of network scheduling, the design of control 
schemes and the system implementation.
Since stability is an important issue for the design and analysis of NCS, many 
methods have been proposed to cover this topic. The stability regions and hybrid 
systems technique were used to analyze the stability of the NCS by (Zhang et al., 
2001) under the assumption that the network-induced delay is less than the sam­ 
pling period. A perturbation method of stability analysis of NCS (Walsh et al.,
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2001) was given for the case where the delay exists only in sensor-to-controller chan­ 
nel. A model-based method was reported in Montestruque and Antsaklis (2004). 
The sampling time scheduling method (Hong, 1995) was first proposed, which is 
used to appropriately select a sufficient long sampling such that the delay does not 
influence the control performance and the system can remain stable. However, this 
method is only applicable for the one dimension case. Park et al. (2002); Kim et al. 
(2003) extended it to multidimensional cases. The stability of NCS with data-packet 
disorder has been analyzed using the stochastic Lyapunov function and the jump 
linear system method in Zhang et al. (2001); Montestruque and Antsaklis (2003); 
Zhu et al. (2005); Liu et al. (2007a). Switched system theory is used to analyze 
the stability of NCS with random network delay in the feedback channel Liu et al. 
(2007b). However, duo to the delay randomness, the stability of the resulting system 
has to be subject to arbitrary switching, which makes the corresponding stability 
conditions quite restrict. So how to relax theses conditions deserves some study.
The design of control schemes in NCS is mainly subject to network-induced de­ 
lay. Nilsson et al. (1998) used linear quadratic Gaussian (LQG) stochastic optimal 
method to design the controller which is independent of the network delay. A net­ 
work delay dependent compensation method (Yoo et al., 2002) was developed using 
linear matrix inequality (LMI) based delay-dependent optimization. Adaptive neu­ 
ral control (Ge et al., 2003) was presented to compensate for the unknown network 
delays. (Liu et al., 2004) firstly proposed a networked predictive control (NPC) 
method for NCS. It includes a control prediction generator (CPG) at the controller 
side to generate a sequence of future controls. This sequence is fully sent to the ac­ 
tuator side. Then a network delay compensator (NDC) is designed at the actuator 
side to choose the appropriate element as the true control signal from the prediction 
sequence to compensate for the network delay. At this stage, in NPC method, the 
CPG is based on an original controller for the network-free system, but the result­ 
ing controller for the networked system is of form including a high order (nonlinear) 
term w.r.t. the original known controller. This makes its design difficult. On the 
other hand, the resulting controller also includes high order terms about the model 
information, so the robustness analysis is also a challenge.
1.2. Overview of this thesis
Different to the traditional control systems, the implementation of NCSs is not 
trivial. For simulation implementation, a good description of the network is needed, 
which should represent the real network as much as possible. For real-time imple­ 
mentation, extra hardware costs are required for the information change between 
networks. Much work has been down for the network simulation, for example, NS2 
(network simulation 2), http://www.isi.edu/nsnam/ns/index.html, TrueTime 
(Cervin et al., 2003) and NCS-sim, (http://www.sussex.ac.uk/Users/taiyang/). 
NetCon, http://system.research.glam.ac.uk, also provides an ideal hardware 
support for NCSs. For the sake of efficiency, it is necessary to make the imple­ 
mentation of the network-related parts of the system easy and quick. This can be 
realized by integrating into a toolbox.
1.2 Overview of this thesis
Chapter 2 of this thesis discusses various issues about integral processes with dead 
time (IPDT) controlled by a PI controller in the frequency domain. These issues 
include the control parameters region to stabilize the system, the control parameters 
to achieve the given gain and/or phase margins (GPM), the constraint on achievable 
gain and phase margins. These results are obtained on the basis of the normalized 
system.
Chapter 3 gives an estimation of the minimal number of implementation steps of 
distributed delays in linear control laws for time-delay systems is given. This is ob­ 
tained by solving an inequality with respect to the number of implementation steps. 
A coarse estimation is given as the initial value to solve the inequality using bisec­ 
tion algorithms. A minimization process as well as some other techniques are also 
introduced to further improve the estimation. Examples show that the estimation 
provides a useful guide for the choice of the number of implementation steps.
Chapter 4 proposes an improved network-induced delay compensation strategy 
for networked predictive control systems. By deliberately increasing the delay purely 
induced by the network, we can partially assign the network-induced delay. The pro­ 
posed method conveniently deals with the data-packet dropout and disorder in the
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communication network. Such delay assignment is necessary when considering the 
system stability which addresses some limits on the network-induced delay. Two 
stability criteria are given for the closed-loop system with random network-induced 
delay, and a resulting implementation algorithm is also provided. A numerical exam­ 
ple demonstrates the effectiveness of the presented method. A NPCS with random 
network-induced delay is discussed as a switched system. In the original delay- 
compensation method, the switching signal is not designable which results that all 
subsystems have to be stable and that they share a common Lyapunov function.
In Chapter 5, the control of magnetic levitation system over a network is con­ 
sidered. Firstly, a test-rig is built which allows the implementation of networked 
control. In order to improve the control performance, networked predictive method 
is employed, where the system model is identified online. A controller using LQG 
is designed based on the obtained model. Local control and networked control are 
both implemented in this test-rig, and also networked predictive control shows some 
advantages over the normal networked control which does not compensate for the 
network-induced delay.
Chapter 6 introduces the basic principle of a MATLAB/Simulink toolbox for 
networked control systems. It mainly includes control schemes, network simulation, 
network interface, and plant interface. This toolbox can be used for both simula­ 
tion studies and also practical application of NCSs. Various control schemes are 
discussed and compared within the toolbox framework. Using the NCS toolbox, the 
implementation of NCSs can be achieved very quickly and users can focus on the 
study of new control schemes.
In Chapter 7, the major contributions of this thesis are summarized and some 
possible topics for future research are outlined.
Chapter 2 and 3 address problems in the time-invariant systems where the time 
delay is constant. Chapter 4, 5 and 6 discuss time-variant systems, of which NCS is 
a typical one where the network-induced delay is often time- varying. If the network- 
induced delay can be modelled as constant, then the results in Chapter 2 and 3 can 
be applied in some ways.
Some chapters in this thesis are based on one or more published or submitted
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papers by the author. Chapter 2 is based on Wang et al. (2006). Chapter 3 is based 
on Wang et al. (2007c). Chapter 4 is based on Wang et al. (2007a,b,d). Chapters 
5 and 6 are already applied to the NCS Lab on http://www.ncslab.net, which is 
developed by the author's research unit.
Chapter 2
PI Control of Integral Processes with 
Dead Time
This chapter discusses various issues about integral processes with dead time (IPDT) 
controlled by a PI controller. Firstly, the region of the control parameters to guaran­ 
tee the system stability is characterized. Then, the control parameters to achieve the 
given gain and/or phase margins (GPM) are designed. Furthermore, the constraint 
on achievable gain and phase margins is derived. Two other system performance 
indexes, setpoint response ISE and disturbance response ISE, are also discussed 
quantitatively, which generally contradict to the system robustness. These results 
are obtained on the basis of the normalized system which involves only two free pa­ 
rameters. In order to simplify the tuning of the controller, a single tuning-parameter 
PI controller is designed according to the sub-ideal disturbance rejection. As a re­ 
sult, all conclusions about the above system performances are more restricted com­ 
pared to what the typical PI can achieve. A 2-DOF structure is further proposed 





An integral process with dead time (IPDT) is a typical case of unstable processes. 
The classical Smith predictor (SP) is not applicable to IPDT because the integral 
mode will result in a steady-state error for a constant load disturbance. In the last 
two decades, many modified Smith predictor (MSP) and other schemes have been 
presented to overcome this shortcoming and to further improve the system perfor­ 
mances. Watanabe and Ito (1981) proposed a process-model control to obtain the 
zero steady-state error and the desired transient response for the step disturbance. 
Astrom et al. (1994) designed a structure to decouple the disturbance response and 
the setpoint response so that they can be designed separately. Normey-Rico and 
Camacho (1999) introduced a filter into the scheme of Watanabe and Ito (1981) to 
achieve the same setpoint and disturbance responses, while the robustness was taken 
into account explicitly. Zhong and co-authors published a series of papers devoted 
to the control of IPDT. In Zhong and Li (2002), a repetitive control scheme is used 
to improve the disturbance-rejection ability and to make the system possessing PID 
control advantages. In Zhong and Normey-Rico (2002), a disturbance-observer- 
based control scheme, which can reject arbitrary disturbances, was proposed and 
the resulting disturbance responses are in fact sub-ideal. In Zhong and Mirkin 
(2002), the robust stability regions, the disturbance response specifications and the 
stability of the controller itself were analyzed quantitatively. In Zhong (2003a), a 
dead-beat disturbance response was designed to reduce the long recovery time of the 
disturbance response, while the robust stability is still guaranteed. Lu et al. (2005) 
proposed a double two-degree-of-freedom (2-DOF) control scheme to improve the 
performance for both setpoint and disturbance responses.
Many PID-type control methods have also been proposed for IPDT. Rivera et al. 
(1986) applied the internal model control (IMG) method to tune a PI controller so 
that the tuning formula is only related to the closed-loop time constant. Tyreus 
and Luyben (1992) showed that this constant must be chosen carefully to avoid a 
very oscillatory response, and then proposed an alternative approach by specifying a 
closed-loop damping coefficient (relating to the smallest closed-loop time constant). 
Luyben (1996) extended the method in Tyreus and Luyben (1992) to a PID con-
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troller and achieved a smaller closed-loop time constant for the same closed-loop 
damping coefficient. Poulin and Pomerleau (1999) obtained the PI settings for the 
maximum peak resonance specification according to the ultimate cycle information 
of the process. Wang and Cluett (1997) designed a PID controller in terms of the 
desired control signal trajectory. Visioli (2001) optimized the PID settings by mini­ 
mizing ISE, ISTE or ITSE using a genetic algorithm. Chidambaram and Sree (2003) 
proposed a simple coefficient-matching method to obtain similar results to Visioli 
(2001). In the above-mentioned papers, however, it is still not clear how the control 
parameters affect the system stability and performances.
This chapter firstly characterizes the stability region of the control parameters. 
In this region, the effect of the control parameters on the system relative stability 
is further described quantitatively by using the stability margins. Consequently, 
the controller can be designed according to the specified gain and/or phase margins 
(GPM). It is also found that there exists a constraint on the achievable gain and 
phase margins (see Su et al. (2003) and the references therein for more details 
about fundamental performance limitations in control). These results are based 
on the normalized system which involves only two free parameters. A relevant 
paper about the stability region is Silva et al. (2002), where the complete set of 
stabilizing PID parameters is determined for both open-loop stable and unstable first 
order plus dead time processes (FOPDT), by applying Hermite-Biehler theorem to 
quasi-polynomials. The setpoint response and disturbance rejection performances 
are also discussed based on the normalized system. On the other hand, a single 
tuning-parameter PI controller is derived to simplify the controller tuning and the 
corresponding system performances are analyzed. A 2-DOF control, which is in fact 
a modified Smith predictor structure, is also provided to alleviate the tension among 
the system performances.
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2.2 System normalization
Consider a classical feedback control system shown in Figure 2.1, where the process
G(s) = P(s)e (2.1)
comprises an integrator part
with k > 0 and a delay part e~TS with dead time T > 0; the controller
(2.2)
(2.3)
is a typical PI controller with the proportional gain kp > 0 and the integral time 




Figure 2.1: Classical feedback control system.
From Figure 2.1, the loop transfer function of the system is
L(s) = C(s)G(s)
(2.4)
which involves four parameters, i.e., k, T, kp and Tj. If the process parameters k 
and r are normalized into the following control parameters
T f-- —-LI — i
(2.5)
(2.6)
2.3. Stability region ____________ _____________ 14
the loop transfer function (2.4) is correspondingly normalized as
L(8 ) =kp (l + 7L) l-e-*, (2-7) 
TiS s
which can be regarded as a system with the process
G(a) = -e~s (2.8) 
and the controller
C(s) = Ml + J-), (2.9)
s
where kp > 0 and T* > 0 are the normalized proportional gain and the normal­ 
ized integral time constant, respectively. The normalized system (2.8) and (2.9) 
involves only two free parameters kp and Tj, which, as can be seen later, consider­ 
ably simplifies the system analysis and design. The results about the stability and 
the control performances of the normalized system can be easily converted to those 
of the original system, mainly based on the relationship (2.5) and (2.6).
2.3 Stability region




This means that the Nyquist plots of L(s) and L(s) have the same form, but L(s) 
reaches a point in the plot at a frequency T times the frequency at which L(s) reaches 
the same point. Therefore, it is sufficient to analyze the stability of the normalized 
system to derive that of the original system.
2.3. Stability region ____________________________ _______ 15
Rewrite L(s) as L(ju) = Re(a>) + j'Im(u;), where
, , kp cosu Re(u;) = - p- - -
When u; — > 0, the real part satisfies
lim Re(u) = — oo
w->0 V '
and the imaginary part has the following three cases
lim Im(u;) =V '
-oo
0 Ti = l 
+00 0 < ?< < 1
The Nyquist plots for these cases are shown in Figure 2.2. Because L(s) has no poles 
on the right half complex plane (RHP), the Nyquist plots should not encircle the 
point (—1,0) to guarantee the closed- loop system stability. In the case of 0 < Tj < 1 
or f j = 1, the Nyquist curve starts above the real axis and will definitely encircle 
the point (—1,0). In the case of Tj > 1, it is possible for the Nyquist curve not 
to encircle the point (—1,0). The above analysis results in the following necessary 
condition for the closed-loop system stability.
Theorem 2.1 The closed-loop feedback system with the open-loop transfer function 
given in (2. 7) is stable only ifTi > I.
According to (2.6), Theorem 2.1 means that in the original system the integral 
time constant of the PI controller C(s) must be greater than the dead time of the 
process G(s). Furthermore, a necessary and sufficient condition for the stability is 
given below.
Theorem 2.2 The closed-loop feedback system with the open-loop transfer function 
given in (2. 7) is stable if and only if kp and Tt satisfy
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Re
Figure 2.2: Nyquist plot of the loop transfer function L(s}.
where UJP is the solution of
< (2.11)
P) (2.12) 
in the interval (0, |].
Proof: The closed-loop feedback system is stable if and only if the Nyquist curve 
crosses the real axis from the right side of the point (—1,0), i.e., satisfies Re(u) > —1 
when Im(u;) = 0. This gives
kp cos Up kp sin UJP~ + < (2.13)
sin u;p — cos Up = 0, (2.14)
where up is called the phase crossover frequency. Because T{ > 1, the minimum 
solution of o;p in (2.14) lies in the interval (0, \ ], where \ is obtained when Tl -> +00 
(in this situation, the PI controller (2.9) degenerates to a P-type controller). This
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Figure 2.3: Stability region of the control parameters kp and TJ.
means that the Nyquist curve crosses the real axis for the first time at a frequency not 
more than |. Thus, (2.14) can be converted into (2.12). Furthermore, simplifying 
(2.13) with (2.14) gives (2.11). This completes the proof. D 
When the Nyquist curve crosses the point (—1,0), there is
(2.15)
+ 1
From this, together with (2.12), the relationship between kp and fj can be solved 
numerically, which is shown in Figure 2.3 as the curve c. Note that when T$ —> +00, 
UP —> | and kp —> \ ; when kp —>• 0, up —> 0 and Tj —» 1. Clearly, the filled area in 
Figure 2.3 corresponds to (2.11). This is the stability region.
2.4 Robustness
The robustness of the system describes its capacity to maintain stable when the 
process has parameter uncertainties or unmodelled dynamics. The robustness can 
be quantitatively expressed by the stability margins, such as gain margin Am or 




where up is the phase crossover frequency defined in (2.12) and ug is the gain 
crossover frequency defined by
\L(jug )\ = l. (2.18)
Conventionally, the gain margin, which is larger than 1, is converted to have the 
unit "dB". Here it is kept dimensionless to simplify the expression and calculation. 
Before the Nyquist curve reaches the real axis for the first time, u < | and Re(o>) 
is always negative, so 4>m is in the range of 0 < (f>m < |. 
Substituting (2.7) into (2.16) and (2.17) gives
(2.19)
g ) - ug , (2.20) 
where up is given in (2.12) and ujg , according to (2.18), is
For a given gain margin Am , the parameters kp and Tj satisfying (2.19) and (2.12) 
can be solved numerically. The solutions for typical Am = 2, 3, 4, 5, 6 are shown in 
Figure 2.4 and are called gain-margin curves. When kp -> 0, Tj —> 1. This is the 
point (0,1). When T. -> +00, £p -> ^) with
_ .77-
Jc^ ' —— _____ ^O OO^
P 0 A \ ' )
This is the intersection point of the gain-margin curve and the horizontal axis.
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Figure 2.4: Typical stability margins Am and <j)m -
Similarly, for a given phase margin 0m , the parameters kp and f; satisfying (2.20) 
and (2.21) can also be solved numerically. The solutions for typical (j)m = |, f , | 
are also shown in Figure 2.4 and are called phase-margin curves. When fj — >• +00, 
fcp — > 0 or fcp — > kp' with
*?> = | - 0- (2.23)
This is the right-side endpoint of the phase-margin curve. Note that the curve for 
Am = I or 4>m = 0 is the curve c shown in Figure 2.3.
So far, the relationship between the system gain margin or phase margin and the 
control parameters has been analyzed. It is easy to design C(s) from the specified 
margins, i.e., the intersection point of the relevant gain- margin curve and phase- 
margin curve in Figure 2.4. However, no arbitrary Am and 0m can be achieved 
simultaneously. There is a constraint on the achievable stability margins.
Theorem 2.3 The achievable stability margins Am and 
constraint:
satisfy the following
Proof: For any pair (Am ,<j>m ), there exists either an unique pair (A^T,) or no pair
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Figure 2.5: Achievable stability margins Am and (/>m .
(kp , Ti) to meet them, depending on whether or not the corresponding gain-margin 
and phase-margin curves intersect in Figure 2.4. They intersect with each other 
when kiA) < kf . According to (2.22) and (2.23), it means
where the "=" is satisfied when 7* — * +00. This gives the condition in the theorem. 
This completes the proof. D
The achievable stability margins are shown in the filled area in Figure 2.5, where 
the curve corresponds to the "=" case in the constraint in Theorem 2.3. When Am 
approaches +00, 4>m approaches |.
When the system is designed for the specified stability margins Am and 0m , the 
allowable uncertainties of the process parameters are determined too. Assuming 
that there exists an additive uncertainty Afc in the process gain k (Afc + k > 0), 
according to (2.5) and the definition of the gain margin, the system is robustly stable 
if
n -K -r- < - 1- (2.24) 
Similarly, if there exists an additive uncertainty AT in the process dead time r
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(Ar + r > 0), the system is robustly stable when
(2.25)
T Ulq
2.5 Setpoint tracking and disturbance rejection
There are many indexes to assess the system performance in tracking the setpoint 
and rejecting the disturbance. Among them, the integral square error (ISE) index








s.t. kp and Tj are within the stability region.
2.5.1 ISE for setpoint response
From Figure 2.1, the normalized setpoint response is
Because the integral action in the controller, the steady-state of f/ (r) (f) is y (r) (oo) = 
r0 for any step signal r(i) = r0 • l(t). As a result, the normalized setpoint ISE J(r) is 
finite, and then the solution of Problem 2.1 is feasible. Due to the dead time term in 
the denominator in f/^(s), however, it is difficult to obtain the analytic expression of 
y^(t) from y (r\t] = C,~ l (y (r\s)} , where C~ l means the inverse Laplace transform. 
Thus a numerical calculation method has to be employed to solve Problem 2.1. 
Here, MATLAB/Simulink tool is used to simulate the system and calculate y(r) (t). 
Considering r(t) as a unit step signal, the system reaches its minimization of the
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Figure 2.6: ISE of the setpoint and disturbance responses.
normalized setpoint ISE
7 Jmin
with the control parameters
fcW = 0.74
Tf = +00.
See point p^r ^ in Figure 2.6. That is to say, a P-type controller is setpoint-ISE optimal 
for the IPDT process. This can be attributed to the fact that the integral action 
is already included in the plant model, so any extra integral part in the controller 
might cause the system more oscillation. J^ = 2, 4, 6,8,10 are also shown in Figure 
2.6.
Note that the above analysis is based on the setpoint response of the normalized 
system. As far as the original system is concerned, there is the following theorem.
Theorem 2.4 For the unit step setpoint response, both the original system and the 
normalized system reach their minimizations of ISE at kfi' and 7f; Moreover, for 
any given kp and Ti, ISE of the original system is r times that of the normalized 
system.
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Proof: From the relationship (2.10) about L(s) and L(s), there is
M , . L(s) Iy s = , ,f x1 + L(s) s
According to the property of inverse-Laplace transform, the time-domain counter­ 
part satisfies
Furthermore, the normalized ISE and the original ISE obey






It is clear that J^ and J(r) are simply proportional and therefore they reach their 
minimizations at the same kp and Tj. This completes the proof. D
2.5.2 ISE for disturbance response
The normalized disturbance response is
Similar to the setpoint response, the steady-state y (d) (oo) = 0 for any step distur­ 
bance d(t) = d0 • l(t). Therefore, the normalized disturbance J(d) is finite and then 
Problem 2.1 is solvable (in this case, r(t) is assumed 0). It is worth noting that a 
P-type controller results in y (d) (oo) = j&. That is to say, the disturbance can not be 
rejected. This also implies that the system can not acquire the optimizations of the 
setpoint ISE and the disturbance ISE at the same time. For a unit step disturbance
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d, point p^ in Figure 2.6 approximately corresponds to
= i.n
= 4.55
at which the system reaches the minimization of the normalized disturbance ISE
Jit = 4.05.
Figure 2.6 also gives the solution of control parameters for J(d) = 6, 8, 10, 12, 14.
Corollary 2.1 For the unit step disturbance response, both the original system and 
the normalized system reach their minimizations of ISE at the same kp and T> ; 
Moreover, for any given kp and Ti, ISE of the original system is T3 k2 times that of 
the normalized system.
From Figure 2.6, it can be seen that a big i makes the setpoint-ISE sensitive;
J i
so does a small kp or a big kp . For the disturbance ISE, there is a similar result. 
Moreover, good ISE indexes for the setpoint response and the disturbance response 
are generally contradictory, or otherwise both of them are unacceptably high. For 
example, in the neighborhood of p^ , the setpoint ISE is small, but the disturbance 
ISE is very large. Therefore, there has to be a compromise in the selection of kp 
and Tj between these two performances. Considering the system robustness from 
Figure 2.4 again, the same conclusion is reached as far as selecting kp and T; values. 
It is difficult to obtain a set of control parameters to simultaneously satisfy all 
requirements.
2.6 PI controller with single tuning-parameter
In the above sections, control parameters kp and T, of the PI controller C(s) need 
to be tuned in unison to achieve an acceptable comprise for different performances. 
This is not easy. In order to get a simple tuning rule, the PI controller is often 
converted to a type which has a single tuning-parameter.
2.6. PI controller with single tuning-parameter
It is known that the sub- ideal disturbance rejection for processes with dead time 
requires the system to have a disturbance transfer function of the form (Zhong and 
Mirkin, 2002)
G(dsub) (s) = (1 - Q(s)e-T9 )P(s)e-ra . (2-27)
For the step disturbance, Q(s) needs to meet
Q(0) = 1
Q(0) = T 
to make the system have zero steady-state error. It is clear that
«•) = '' 1 (2 -28)
satisfies the above requirements, where a > 0.
From Figure 2.1, the actual disturbance transfer function is
Comparing (2.29) and (2.27) yields
Take the approximation e~rs « 1 - rs in (2.30) and substitute P(s) and Q(s) with 
(2.2) and (2.28), which gives
1 (2a + r)s 
A; a + r 2
This is a PI controller with
_ 1 2a + r
kp= l(a + r) 2
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Ti = 2a + r.
Here a is the single tuning-parameter. C^(s) can also be normalized as C(a (s) 
with
*> = W^ (2 '31)
£ = 20 + 1, (2-32)
where a = ^.
It is apparent that the stability region of C(a) (s), compared to C(s), is more 
restricted. Actually, this region degrades to a curve in the kp — T; coordinate. 
Cancelling a in (2.31) and (2.32) gives
jfc --^—A-n — ,^. , „ •
This is the curve c^ in Figure 2.7. The original point corresponds to o = +00. The 
intersection p(c'a(Q> ) of curve c and c(6) can be solved from equation (2.12), (2.15), 
(2.31) and (2.32) as
a = 0.35. 
From point p(c ' a(5> ) to the original point, a is monotonically increasing. Therefore,
a
is the condition for C^ (s) to make the system stable. Correspondingly, the achiev­ 
able control performance under the single parameter PI controller C^(s) is also 
restricted. Figure 2.8 shows the achievable stability margins. This is obtained by 
solving (2.12), (2.19), (2.20), (2.21), (2.31) and (2.32). The bigger the o, the more 
robust the system. The setpoint ISE and the disturbance ISE for C(6) (s) are shown
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Figure 2.7: Stability region of the single tuning-parameter PI controller.





respectively. They are bigger than J*Jn and J$n corresponding to C(s). Further­ 
more, in 0.35 < a < 2.34 or 0.35 < a < 0.82, the bigger the a, the better the 
setpoint tracking or the disturbance rejection; in a > 2.34 or a > 0.82, the big­ 
ger the a, the worse the setpoint response or the disturbance response. Because in 
0.35 < a < 0.82, J(d'a) is very sensitive, it is better to take a > 0.82. Thus, the 
impact of a on the system performances (setpoint tracking, disturbance rejection 
and robustness) is quite clear. The design of a is straightforward by compromising 
these three performances.
The optimal ISE indexes for the setpoint response and the disturbance response




Figure 2.8: Achievable stability margins Am and 0m of the single tuning-parameter 
PI controller.







Figure 2.9: ISE of the setpoint and disturbance responses of the single tuning- 
parameter PI controller.
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Table 2.1: Optimal ISE index for unit step signal.





































of the original system with typical or single tuning-parameter PI controller are sum­ 
marized in Table 2.1.
Remark 2.1 It should be pointed out that essentially C(s) can achieve a more sat­ 
isfactory control performance than C^(s}, provided that C(s) is carefully tuned. 
What C^(s) can achieve is only a subset of what C(s) can achieve. The advantage 
(s) lies in its simple tuning rule.
2.7 2-DOF control scheme
Due to the performance limits that the classical control system is subject to, a 2-DOF 
control scheme is proposed to improve different control performances individually; 
see Figure 2. 10 (a). Its main idea is to separate the setpoint response from the 
disturbance response and the robustness. In more detail, the first control degree of 
freedom F(s) is for the setpoint response; the second control degree of freedom C(s) 
only needs to compromise between the disturbance rejection and the robustness.
F(s) is designed using direct synthesis from the desired setpoint response. In 
Figure 2.10(a), the transfer function from the setpoint r to the output y is
F(s) is designed as
C(s)Pm (s)e-T" 
C(s)Pm (s)




(c) Modified Smith predictor structure
Figure 2.10: Two-degree-of-freedom control structure for integral processes with 
dead time.
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where Pm (s) = *f and e'TmS denote the nominal model of processes P(s) and e~TS , 
respectively. If there is no model-process mismatching, i.e., Pm (s) = P(s) 
e~TmS = e~TS , the desired setpoint response is
This is independent of the second degree of freedom C(s). Here, j^ (A > 0) 
is selected to make F(s) proper. To tune A is to tune the response speed. Note 
that there is no unstable zero-pole cancellation between F(s) and the feedback 
loop because the closed-loop system is designed to be stable. On the other hand, 
the transfer function from the disturbance d to the output y, same as (2.29), is 
independent of the first degree of freedom F(s). Therefore, the setpoint response 
and the disturbance response are decoupled from each other. 
Rewrite F(s) as
Xs + l \s + i •
This results in an equivalent structure as shown in Figure 2.10(b). It is useful for 
implementation because F(s) in Figure 2.10(a) is dependent on the parameters of 
C(s). Moreover, from this structure, it is clear that the desired setpoint response 
is separated out as the reference output yr . C(s) acts only when the error between 
the actual output y and the reference output yr is not equal to 0. If there are no 
disturbances or process uncertainties in the system, y is always equal to yr and C(s) 
has no effect on the system, i.e., the system becomes open-loop.
The second control degree of freedom C(s) can take the typical or single tuning- 
parameter Pi-type. Thus, all results about the disturbance response and the ro­ 
bustness discussed in the previous sections can be applied here directly. Note that if 
C(s) takes C^sub} (s) in (2.30), Figure 2.10(b) can be further converted to a modified 
Smith predictor structure as Figure 2.10(c), where ym is the nominal output.
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2.8.1 Example 1: classical feedback control
Firstly, the classical control structure and typical PI controller are studied in this 
example. In Figure 2.1, consider a widely studied process (Wang and Cluett, 1997; 
Visioli, 2001; Chidambaram and Sree, 2003)
0.0506 ,-6s
The input r(t) and the disturbance d(t) are both unit step signals. The disturbance 
is added into the system at time 150 seconds. Four sets of control parameters for 
the PI controller C(s) are compared in Table 2.2.
The nominal system response is shown in Figure 2.11. Case 1 gives the best 
disturbance rejection, but the worst setpoint tracking. Case 2 gives the best setpoint 
tracking, but its disturbance response is worst. Actually, Case 2 can not reject the 
disturbance because the resulting controller is a P-type. Case 3 and Case 4 give 
a compromise between these two performances. In more detail, Case 3, compared 
to Case 4, has a better setpoint response but a worse disturbance response. The 
simulation results correspond to the numerical calculations in Table 2.2 and verify 
the conclusions.
2.8. Examples 34
100 150 200 
Time (seconds)
250 300
Figure 2.11: Nominal responses.
When the process has a 30% uncertainty in its gain, i.e., AA; = 0.0152. According 
to (2.24) and Table 2.2, Case 1 can not make the system stable, whereas the other 
cases can. This is verified by the simulation results shown in Figure 2.12.
The system response with a big uncertainty in the process is shown in Figure 
2.13, where the process has a 130% uncertainty in its gain, i.e., AA; = 0.0658. It 
can be seen that Case 2 becomes unstable too, whereas Case 3 and Case 4 can 
still maintain system stability. This shows that in somewhat there is a real tension 
between good setpoint tracking and satisfactory robustness. On the other hand, 
Case 3, compared to Case 4, gives a better robustness though the later one has a 
better disturbance rejection. This is the contradiction between the robustness and 
the disturbance rejection as mentioned before.
2.8.2 Example 2: 2-DOF control
In this example, the 2-DOF control structure and single-parameter PI controller are 
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Figure 2.12: Robust responses with Afc = 0.0152.
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Figure 2.14: Desired setpoint responses under 2-DOF structure.
which was studied by Astrom et al. (1994); Normey-Rico and Camacho (1999); 
Zhong and Li (2002).
When there is no disturbance and model-process mismatching in the system, the 
unit step setpoint responses are shown in Figure 2.14, where A = 1, 2, 4 in F(s). 
There is no overshoot in the responses; the smaller A is, the faster the response 
becomes (if the control energy is available). This is one of the advantages of 2-DOF 
control which separates the setpoint response from the disturbance response.
When the disturbance and/or model-process mismatching exist, four cases of 
controller C(s) are compared in Table 2.3. Consider a step disturbance with mag­ 
nitude —0.1 added into the system at time 50 seconds. Set A = 1 in F(s). The 
nominal responses are shown in Figure 2.15. Case 1 gives the best disturbance 
rejection. Case 2 gives a better disturbance response compared with Case 3 and 
Case 4. Simulation results for the process with uncertainty AT = 1.4 in the dead 
time are shown in Figure 2.16. Case 2 becomes unstable, while Case 4 gives the 
best robustness. The robustness of Case 3 is bad, and the robustness of Case 4 is 
acceptable. Together with Figure 2.15, for the same kind of controller, the selection 
of the control parameters needs to compromise the robustness and the disturbance 
rejection. For different kinds of controllers, however, it is possible that one kind of
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Figure 2.15: Disturbance responses with AT = 1.4 under 2-DOF structure.
controller can achieve better performances on the robustness and the disturbance 
rejection at the same time. For example, here C^sub\s) is much better than C(s) 
or C^(s}. On the other hand, C^sub\s] and C^(s) are easy to tune the single 
controller parameter a to compromise the control performances. For C(s), this is 
not simple. From this point of view, sometimes the single parameter PI controller, 
such as C7(a) (s), is more popular than the typical PI controller C(s), though C(Q) (S) 
has more restricted control limits.
2.9 Summary
This chapter has discussed many issues about the control of IPDT systems by PI 
controllers under the classical feedback structure and 2-DOF structure. Two types of 
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Figure 2.16: Robust responses with AT = 1.4 under 2-DOF structure.
addressed.
Firstly, the stabilization region of the parameters of the PI controller was given 
numerically. In this region, the controller can be designed according to the specified 
gain and/or phase margins to achieve desired robustness. The constraint on the 
achievable stability margins in this system has also been obtained. Secondly, two 
system performance indexes, setpoint-ISE and disturbance-ISE, were also discussed 
quantitatively. The simulation results show the system has to compromise between 
the robustness, the setpoint response and the disturbance rejection.
In order to design the controller more easily, a single-parameter PI controller 
was deduced according to the sub-ideal disturbance rejection. All above discussed 
system conclusions correspond to respective modified versions which in general are 
more restricted. The 2-DOF structure used in this chapter decouples the setpoint 
response of the system from its robustness and disturbance rejection. This structure 
in essential is a modified Smith predictor structure.
Chapter 3
Implementation of Distributed 
Delays in Linear Control Laws
The control of time-delay systems often involves a distributed delay. This chapter 
provides an estimation of the minimal number of steps to implement the distributed 
delay into a series of discrete delays in linear control laws. This is obtained by 
solving an inequality with respect to the number of the implementation steps. A 
coarse estimation is firstly given as the initial value to solve the inequality using 
bisection algorithms. A minimization process as well as some other techniques are 
also introduced to further improve the estimation. Examples show that the proposed 





Consider the dead-time system described by the following transfer function
G(s) = (3.1)
where h > 0 is the delay and P(s) is a rational transfer function. Assume P(s) 
having a minimal state-space realization






where A e Rnxn , B e Rnxl and C e Rlxn ; (A,B) is stabilizable; (C, A) is de­ 
tectable. The control of this kind of systems often involves a distributed delay 
(Manitius and Olbrot, 1979; Watanabe, 1986; Wang et al, 1999; Watanabe and 
Ito, 1981; Palmor, 1996; Zhong, 2006; Meinsma and Zwart, 2000; Zhong, 2003b,c; 
Mirkin, 2003b; Zhong, 2003d) described by
v(t) = I
Jo
where the delay from u 6 R to v e Rnxl is distributed (integral) over a finite time 
h. The s-domain equivalent of the above distributed delay is the transfer function 
vector from u to v given by
(3.3)
Note that H(s) is the difference of two blocks (sI-A)~l B and e-^8l-^h (sl -A)~ 1 B 
and all poles of Ti(s) are cancelled by its zeros.
Due to the requirement of internal stability, H(s) has to be approximately im­ 
plemented as a stable block, instead of the difference of two unstable blocks, if A 
has unstable eigenvalues. Conventionally U(s) is replaced by the sum of a series of 
discrete delays (Manitius and Olbrot, 1979; Watanabe and Ito, 1981; Palmor, 1996).
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However, Van Assche et al. (1999) reported that this implementation method could 
not guarantee system stability even when a quite accurate approximation of the 
integral law is used, which was then studied extensively, e.g., in Engelborghs et al. 
(2001); Santos and Mondie (2000); Van Assche et al. (1999); Richard (2003); Mirkin 
(2004). It was proved in Zhong (2004) that this is not the case: a distributed delay 
can be implemented as usual by replacing it with a series of discrete delays. There 
always exists a minimal number JVmin of the implementation steps so that the sys­ 
tem stability is guaranteed when the number of the implementation steps is larger 
than A/min. Alternative methods to implement H(s) using rational functions were 
reported in Zhong (2005a,b).
Ideally what is required is a formula to calculate the minimal JVmin so that the 
practical implementation could be easily done. However, Nm\n is difficult to obtain 
because of the complexity of the resulting system. In fact, no result is available 
in the literature to date. In this chapter, attempts are made to estimate Nm\ n . 
This chapter follows the framework proposed in Mirkin (2003a, 2004) to study the 
effect of approximation error on the system stability using the well-known small-gain 
theorem. A formula will be derived to find an estimation of Nmin as small as possible 
to guarantee the system stability. Two cases will be considered here for the process, 
namely with and without process uncertainty.
The rest of the chapter is organized as follows. Preliminaries including mathe­ 
matical tools and all stabilizing controllers for delay systems are reviewed in Section 
3.2. The idea of using the small gain theorem is developed in Section 3.3. The main 
estimation results and possible improvements are given in Section 3.4. Examples 
are given in Section 3.5. Example 3.1 shows that the above estimation is somewhat 
conservative, due to the nature of the small gain theorem. Example 3.2 shows that 
sometimes different realizations (3.2) of the same process give very different results. 
Example 3.3 shows that there are cases where the exact minimal Nmin can be found. 
Concluding remarks are made in Section 3.6.
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3.2 Preliminary
3.2.1 Mathematical tools
Let Ti.2 and H<x> be the standard Hardy spaces denned on the open right-half complex 
plane (Zhou et al., 1996). The corresponding ft^-norm of G(s) E H^ is defined as
where a(-) denotes the maximum singular value. The Hoc-norm can be induced 
from the T^-norm in 7i2 as
l|G(s)IL=8up \\Gu\\,
For the sake of convenience, some well known facts are listed in Lemma 3.1 and 
will be used in the following sections.
Lemma 3.1 (i) Let G(s) and W(s) be two matrices in "H^ with appropriate dimen­ 
sions such that G(s)W(s) is well defined, then \\G(s)W(s)\\ 00 < \\G(s)\\ 
(ii) Let T(s,£) be a matrix in T-ix, for £ G [0,/i], then J0 T(,
(Hi) Given any real a > 0 and a constant square matrix A, which can be regarded 
as a constant element in the Hardy space Ti-oo, then the T-Loo-norm of eaA satisfies
where \\-\\ and yu(-) denote the 2-norra and logarithmic norm l of a matrix, respec­ 
tively. Here //(•) takes
{ ( fi* _i_ ^4\ ^ p.\fj,e A f — - — J J.
from Van Loan (1977); Strom (1975), where A* is the conjugate transpose of A and
J There are various bounds for the norm of matrix exponential. In this chapter, the bound 
characterized by the log norm is used.
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A(-) denotes the eigenvalue.
3.2.2 All stabilizing controllers
For the dead-time system denned in (3.1) and (3.2), if there exist F and L such that 
A + BF and A + LC are Hurwitz, then all stabilizing controllers for the system can 
be described by the predictor-observer control structure shown in Figure 3.1, where
Z(s] = Ce-Ah (l-e^sI-A^}(sI-A)-l B (3.4)
is a modified Smith predictor and Q(s) is arbitrary but stable. Hereafter, assume 
Q(s) = 0. See Zhong (2006); Mirkin and Raskin (2003) for more details. In the 
nominal case, the output of the predictor is
yp =
= (C(sl - A)-l Be~hs + Ce-Ah (I - e-(sI-A]h ] (si - A)~ 1 B} u 
= (C(sl - A)- l Be'hs + (Ce~Ah - C<Ths } (si - A}~ 1 B} u 
= Ce-Ah (sI -
where the delay effect is eliminated. The observer provides the state
xj = eAh (sI-A-LC}-l (e-AhBu-Lyp}
= eAh (sI -A- LC}- 1 (e'Ah - LCe~Ah (sI - A)' 1 } Bu
= eAh (sI -A- LC}-1 ((si - A)e-Ah (sI - A)' 1 - LCe-Ah (sI ~ A}~1 ) Bu
= (sI-A)- l Bu.
This is the exact state of the delay- free system P(s).
3.2.3 Implementation of Z(s)
As mentioned before, all poles of Z(s) are cancelled by its zeros. If there exist 
unstable poles in system, Z(s) can not be implemented directly for the internal
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0*- Xj (si- A-LCJ
y
Observer
Figure 3.1: Predictor-observer structure
stability requirement. Rewrite Z(s) as
Z(s) = Ce-Ah (l-e-(sI-A]h}(sI-A)- l B





Integer N is called the number of approximation (implementation) steps. There still 
exists zero-pole cancellation in Zi(s). The following implementation was proposed 
in Zhong (2004):
S + 6
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where e is a small positive number. Clearly, Z£l (s) has no zero-pole cancellation and 
satisfies
£l (s) = limZ1 (s)
which guarantees the steady-state performance. It can be seen from (3.4) and
(3.5), the distributed delay over 0 ~ h is converted to a series of discrete delays 
0 A 2fc ... N-I,
u > jv' TV' '
Note that when A is singular, the term (eA % - A (A^}'1 in Zfi(s) should be 
replaced with JQ e^^dr) which can be calculated by using numerical integration 
methods.
3.3 Robust stability w.r.t. implementation error
When Zi(s) is implemented as ZE\(s), denote the implementation error by
Eel (s) = Zfl (s) - Z^s).
That is to say, Zfi(s) can be treated as an additive uncertainty Eei(s) acts on Z\(s). 
Furthermore, E€ \(s) can be converted to a multiplicative uncertainty on the original 
system (Mirkin, 2003a). This is shown in Figure 3.2. According to the small-gain 
theorem (Zhou et al., 1996), the system is internally stable if
H^iWIL < |. T Li » (3-6)
\\ J-ab^ i')\\ 00


































Figure 3.2: Equivalent implementation structure
yields















= E€2 (s)Zwf (s),
with
'l_e-^+t >w





= 0 and HZ^s)^ is boundary on the 
!!^ = 0. Hence condition (3.6) is always
It can be proved that limAr_+00 
closed right half plane, so limjv 
met when N — > +00.
Clearly Z£\(s) cannot be implemented with an infinite N . It is desirable to find 
the minimal JVmin such that when N > Nmin the system is stable. This will quite 
simplify the implementation. Here, finding -/Vmin is still according to the small-gain 
theorem. It is known that this theorem is conservative, but arguably there is not a 
better way available at the moment.
If the process (3.1) has an uncertainty Ap(s) € 7i<x» it can be considered together 
with Ee i(s), as shown in Figure 3.3. Let Ew (s] be the sum of the uncertainties, i.e.,











When ||AP (s)|| 00 is known, the minimal Nmin to guarantee (3.9) can be estimated.









































Figure 3.3: Equivalent implementation structure considering process uncertainty
3.4 Estimation of TV,mm
This section considers the estimation of ./Vmjn . For simplicity, the process without 
uncertainty is considered first. The process with uncertainty follows readily from 
(3.9).
3.4.1 Estimation of Nm{n for processes without uncertainty
For the sake of tidiness, (3.7) and (3.8) are rewritten as
= £~ - I 7r(^r) /V'dT/- /"





'* V^ -i( — \ f *•A^^ (3.11)
i=0
where ^4 = A^ and e = e-rr.
Theorem 3.1 The system is stable if the number N of implementation steps satis-
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fies






N e^) - 1
Proof: Split (3.10) as Ef2 (s) = Ee31 (s) + Ef32 (s), where
I^/W4 Jo
[ l j-fl-e-* _S A/ ^\——-h——-z N
Jo V S Af
dry
i _ S1 — e s w
N
ri/i_ e-4 !y. ("-3—
'N
and
1 - e- £~ s£ + c
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The small positive number e does not affect E^ but only affects E€&. The 
















1 - e~l s± + e 
e 1 - e~^
l-e-e (s^ + e
e-«^i i_ e-»^\
?— n s— ;' jv '/ 6 JV /
1 - e-s^ 1 - e-s '
4*7
+«) i _ e-4
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In the above two inequalities, denote
PiO) = , h ''AT
d?7.
pi(s) is the difference of two zero-order holder niters, and its norm, which is a 
function of 77, is shown as the dashed line in Figure 3.4. A straight line 1.5(1 - 77) 
is used to approximate this curve from the upper side. See the solid line in Figure 
3.4. Similarly, the norm of p2 (s) and its approximation 1.3(1 - e~°- 2£~) are shown in 
Figure 3.5. Note that e is usually very small, so this approximation is quite accurate. 
The approximation of the norm of matrix exponential is a very complicated problem
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and there are many approaches available (Van Loan, 1977). Here the logarithmic 
norm as given in Lemma 3.1 is adopted. As a result, ||Zw/(s)|| 00 , H^aiOOIL and 
||-E'e32(s)|| 00 can be further approximated as
i=0
h e^N - 1 
- 1 '
/•I
< / |U||eM(j4)7? r7(l-r7)1.5dr? (3.15)
0
1.5 ||A|| / , ^, ..,,-, ..,,-, , ^, \-2J,
and
1 Q (-I _ p -(}.2f\ ,
1-3(1 ' U————^, (3.16)
which are denoted in order as 73, 71, and 72 . 
Finally, since
< (71+72)73, (3.17)
according to (3.6), the system is stable if (3.12) is satisfied. This completes the 
proof. d
Remark 3.1 Note that Ef3\(s) is not related to e, and E(32 (s] disappears when 
e _» o. A small e means a small 72- Usually e is chosen to be very small, thus j2 is
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Figure 3.4: of pi(s) and its approximation.
Figure 3.5: 74o-norm of p2 (s) and its approximation.
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often negligible compared to ji .
Equation (3.12) is highly nonlinear and difficult to solve. The following corol­ 
lary gives a more conservative estimation, which enables the use of the bisection 
algorithm to be proposed in the next subsection.
Corollary 3.1 The system is stable if the implementation steps N > NO where
n(A)h _ i eN0 = h (0.375 \\A\\ + 0.266) P^ 
I
where [•] is the ceiling function.





The system is stable if
<
\\Tab (s)
Solving the above inequality gives the results in Corollary 3.1. This completes the 
proof. a 
Because 71 < 7i and 72 < 727 m general NO is larger than the minimal solution 
of N in (3.12). -/V0 can be regarded as an upper bound of A^min .
3.4.2 Estimation for processes with uncertainty
Theorem 3.1 gives the estimation of the minimal 7Vmin for the processes without 
uncertainty. As for the processes with uncertainty, Theorem 3.2 follows directly
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from Theorem 3.1, the inequality (3.9) and the relation
\\B\\ UE^S)]^. 
Theorem 3.2 For a process with uncertainty Ap(s), suppose
iHI^'OOIUIAp^iu > o.
The system is stable if N satisfies
\\Ce~Ah \\ \\B\\ (7l +72)73 < ||T * ~ ||AP (5)|| 00 .
!l J a'b'(,S)|| 00
3.4.3 Bisection algorithm
It can be proved that (72 + 72) 73 is monotonically decreasing with respect to N. 
This makes finding an estimation of the minimal Afmin , Noun, satisfying inequality 
(3.12) much easier. The following bisection searching algorithm can be used to 
search for the solution. The coarse 7V0 from (3.18) is used as the initial searching 
value.
Algorithm 1 Bisection searching algorithm _________________ 
Initial value JV0 ;
1. If N = 1 satisfies (3.12), then stop and output Nmln = 1;
2. Let NI = 1, N2 = N0 -
3. If JV2 - Wi < 1, stop and output Nmin = 7V2 ;
4. Substitute N = \^^] into (3.12). If it holds then let N2 = JV, otherwise 
let NX = N. Go to Step 3.
Algorithm 1 needs only elementary function evaluations and converges much 
faster than the conventional Newton algorithms for nonlinear equations since it 
searches the solution only on a finite number of integers. Its effectiveness and effi­ 
ciency will be illustrated by examples in the next section.
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3.4.4 Minimization of \\Tab (s oo
From (3.12), a smaller HT^s)!^ implies that a bigger (71 +72)73, i-e-, a bigSer 
implementation error, is allowable. Therefore a suitable choice of F and L which 
minimizes HT^H^ will result in give a smaller Afmin in general. Solving the follow­ 
ing minimization problem is reasonable as a pre-process for the estimation of the 













s.t. A + BF and A + LC are Hurwitz.
The above problem is a nonlinear global minimization which is usually difficult 
to solve. However a local minimum is always easy to find.
3.5 Examples
Example 3.1 Consider a simple process with A = 1, 5 = 1, C = 1, h = 1, i.e., 
P(s) = e~s -^i is unstable.
Designe = 0.1, L = -2andF = -2. Then||To6 (s)|| 00 = ^^11 = 4. From
v ' Moo
(3.18), N0 = 3. The use of bisection algorithm gives 7Vmin = 2. Actually, simulations 
show that the system is stable when N = I.
Example 3.2 Consider the system
A =
that is, P(s) =
-1 0.5 
4 0
, * = 0.5 
0
, C= [ 0 0.5 ] , h=l,
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Take e = 0.01. Let F = [ f, /2 ] and L = [ I, 12 ] T , then
det(s/ -(A + BF}} = s2 - (0.5/i - l)s - 4(0.5 + 0.5/2 ), 
det(s/ -(A + LC}} = s2 + (1 - 0.5/2 )s - 0.5f2 - 4(0.5 + 0.5/i).
The requirements that A + BF and A + LC are Hurwitz can be written as
/i < 2, /2 < -1, 12 < 2, I1< -!l- 1, 




The MATLAB function 'fmincon' gives a minimal value
F = [ -16.54 -4.93 ] , L =
-0.85 
-17.39
for given initial values 0 —2 and
= 46.48 when
respectively. As a result, JV0 = 203
is obtained from (3.18). The bisection algorithm solves (3.12) to give JVmin = 136. 
However, the simulation shows that the system is stable even when N = 2.
There are two reasons for this discrepancy. One is that the small-gain theorem is 
conservative as mentioned before; the other is that H-EeiCs)!^ is enlarged too much 
in (3.17), which can be illustrated by the following two facts:
1. If ||ea || is not approximated as e^(A)i in ^^/(s)^ in Theorem 3.1, but is 
computed directly, then Nmin = H3. The drawback is that the computation 
involved is too demanding because of the need to compute the norm of matrix 
exponential many times.
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2. If P(s) is realized as




C- \ 1 ! 1 ' °-[s -3 J'
then the corresponding minimal HT^s)^ = 57. This results in N0 = 74 and 
Nmin = 50. In this case, A is symmetric, which satisfies \\eaA \\ = ea»(A\ so 
Il-E«:i( s)lloo ls less enlarged. Hence, whenever possible, a state-space realization 
with a symmetric A should be adopted.
Example 3.3 Consider the following system
A =
that is, P(a) =





, C=[ l 0 , h = 0.5,
F= [-1.3 o], L =
-1.3 
0
as the initial points for minimizing IT^S)^. It follows that HT^s)^ = 1.52, 
NQ — 1. Note that N > 1, thus JV0 = 1 is the least approximation step. This 
example shows that the estimation in Corollary 3.1 is accurate in this example. 
However if one chooses
F = [ -30 0 ] , L =
-30 
0
as the initial points, then llTrfOOIloo = 150.35, N0 = 25, 7Vmin = 17. This shows that 
the choice of of F and L is important to the estimation in Theorem 3.1.
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3.6 Summary
For the implementation of distributed delays using discrete delays, this chapter has 
given an inequality as well as an upper bound for the minimal number of implementa­ 
tion steps which retains system stability. The bisection technique has been applied 
to solve the integer solution of the inequality. A pre-process of the minimization 
problem and other techniques have also been given as a remedy to the conservative- 
ness of the estimation result. It has also been pointed out that the realization with 
a symmetric A-matrix is helpful to reduce the number of implementation steps.
The main results obtained are based on the small gain theorem which provides 
a sufficient but not necessary condition for system stability. This results in the 
obtained the estimation for the minimal approximation step ATmin is somewhat con­ 
servative, but is useful for implementation. If a new stability criterion for time-delay 
systems emerges, then it is possible to get a better estimation of the minimal number 
of implementation steps. This still remains a challenge to be solved.
Chapter 4
Assignment of Network-induced 
Delay and its Application in 
Networked Predictive Control 
Systems
This chapter proposes an improved network-induced delay compensation strategy 
for networked predictive control systems. In this strategy, the network-induced delay 
can be partially assigned according to system stability requirements. The proposed 
method conveniently deals with the data-packet dropout and disorder on commu­ 
nication networks. Such delay assignment is necessary when considering system 
stability which places some limits on the network-induced delay. Several stability 
criteria are given for the closed-loop system with random network-induced delay, 
and a resulting implementation algorithm is also provided. A numerical example 
demonstrates the effectiveness of the proposed method.
59
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4.1 Introduction
Much attention has been paid recently to the study of networked control systems 
(NCSs) in which the actuator and the sensor are connected to the controller via a 
communication network (Zhang et al, 2001; Tipsuwan and Chow, 2003; Yang, 2006). 
With the network, it is convenient to realize distributed control, remote control, 
etc. The network, however, also brings some obvious problems to the system. For 
example, network-transmission delay, data-packet disorder or data-packet dropout 
generally degrades the system performance and even makes the system unstable.
The network-transmission delay has been be modeled as constant, Markov chains, 
stochastic or completely random according to different network characteristics or 
scheduling strategies (Zhang et al., 2001; Montestruque and Antsaklis, 2004; Hes- 
panha, 2006). Then NCSs are often treated as time-varying delay systems, and 
the main task is to analyze its delay-dependent stability or to design a controller 
such that the system can tolerate as large a network-induced delay range as possible 
(Yang et al., 2003; Yue and Han, 2005; He et al., 2007). In these control methods, 
the system just passively suffers the impact of the network-induced delay rather 
than actively compensates for it.
An effective way to tackle the network-induced delay is to use prediction. Ex­ 
ploiting the property that the network transmits data in the form of a data-packet 
so that a sequence of historical data or future predictions of the system signals can 
be transmitted at the same time, a networked predictive control (NPC) method 
has been developed very recently (Liu et al., 2005; Kim et al., 2006a; Liu et al., 
2006, 2007b), where the prediction is based on either the polynomial model or the 
state-space model of the process. The NPC method mainly includes two steps: i) a 
sequence of future control predictions is generated at the controller node and then 
transmitted to the actuator node; ii) according to the measured network-induced 
delay, the actuator chooses the appropriate element from the received control predic­ 
tion sequence as the actual control input. Thus, the impact of the network-induced 
delay is compensated. The resulting closed-loop system is translated to a switched 
system, but due to the randomness of the network, the system stability has to 
be subject to arbitrary switching of all subsystems (a common Lyapunov function
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Figure 4.1: General NCS framework.
existing for them).
This chapter studies the above delay-compensation strategy and modifies it so 
that the closed-loop switched system has a designable switching signal. It is known 
that under some switching laws a switching system may be stable even if all sub­ 
systems do not possess a common Lyapunov function (Sun and Ge, 2004). Average 
dwell time method is an effective tool to design such switching laws (Hespanha and 
Morse, 1999; Zhai et al., 2001; Lin et al., 2003; Sun et al., 2006). Its main idea is to 
limit the switching frequency by increasing the average dwell time on individual sub­ 
systems. This chapter investigates the application of the average dwell time method 
in the improved NPCS to relax the restrictions that the original delay-compensation 
strategy imposes on the subsystems. This chapter focuses on the improvement of 
the delay-compensation strategy in NPCSs and its implementation considering the 
average dwell time, rather than on the issue of the design of controller.
4.2 General framework of NCSs
A general framework of the networked control system is shown in Figure 4.1, where 
the control loop is closed through two network channels, the controller-to-actuator 
channel or forward channel and the sensor-to-controller channel or feedback channel.
In this chapter, the system is discussed in discrete-time system context. Any 
action in the sensor node, in the controller node or in the actuator node takes place at
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the sampling instant kh where k = 0,1,2, • • • is integer and h is the sampling period. 
That is to say, these three nodes are all time-driven. For the sake of tidiness, h in 
the notation kh is often omitted without causing confusion. The data transmitted 
in the network is in the form of network packet, and hence it is also called packet 
or data-packet in context. This packet includes not only the fundamental system 
signal, for example the plant output y(k), the plant state x(k) or the control input 
u(k), but also includes its corresponding time-stamp, the sampling instant at which 
the data is sent to the network. Again for the sake of tidiness, the time-stamp is 
not explicitly expressed in the notation of data.
4.3 Data transmission on networks
In NCSs, information exchange between the control node and the actuator node or 
the sensor node is subject to various characteristics of the network. From the control 
perspective, two issues of the network, i.e., the network-transmission delay and the 
data dropout, rather than the network architecture, protocol and scheduling, are of 
more interest.
4.3.1 Network-transmission delay
The network-transmission delay denotes the time that a data-packet takes to trans­ 
mit in the network. This time is usually random due to the uncertainties of the 
network circumstances, such as the network load, priorities of the other ongoing 
communications and electrical disturbances (RAY, 1987). For the same reason, two 
sources of network-transmission delay, namely aca (k] in the controller-to-actuator 
channel and asc (k} in the sensor-to-controller channel, usually possess different char­ 
acteristics. Any computation time of dealing with data sending and receiving with 
the network can be integrated into either aca (k] or asc (k) without loss of gener­ 
ality (Zhang et al., 2001). Correspondingly, the round-trip network transmission 
delay a(k) denotes the time duration in two network channels in one control cycle 
(sensor-controller-actuator). Note that in this chapter the delay represents the inte­ 
ger multiplication of the real time-delay w.r.t. the system sampling period h. For a
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general communication network, it is reasonable to make the following assumption, 
or otherwise the system becomes open-loop.
Assumption 4.1 aca (k) and (rsc (k) are random but with upper bound oca and osc 
respectively.
Due to its randomness, the value of the network-transmission delay of a data- 
packet is unknown before the packet is received at the controller node or at the 
actuator node. The accurate measurement of this delay also depends on the clock 
synchronousness between the two sides of the network. As shown in Figure 4.2 
where the sensor node clock (also the actuator node clock) is temporarily denoted 
as k^ and the controller node clock as k^c\ y(k[s') is sent out from the sensor node 
at the sampling instant k[s' and is received at the controller node at the sampling 
instant K£ , and u(/4 ) is sent out from the controller node at /4 and is received 
at the actuator node at k$ . The network-transmission delay of y(k^'} and u(kj, ) 
is calculated as
&sc\K"2 I = ""2 — 1 \ J
vca (k (3s) ) = 4S) - k (2s\ (4.2)
where k^ and /4 are the equivalent sampling instants of k^ and K£ w.r.t. the 
controller node clock and the sensor node clock, respectively. Bear in mind that the 
packet is transmitted along with its time-stamp. Here the two time-stamps are k^ 
and k^. If the two clocks are identical, i.e., fc (s) = k^c\ (4.1) and (4.2) become to
_ (L.(C)\ _ M _ Mcrscl ft'2 / ~ ^2 "'I
In practice, it is almost unavoidable that the clocks fc (s) and k^ are asynchronous, 
so they need to be synchronized. Although clock synchronization is complicated and 
is a research area in itself, some effective methods are still available (Nilsson, 1998; 
Johannessen, 2004, and the references therein). The main idea is to estimate the 
clock offset (skew) by sending clock-read request forth and clock-read result back

























Figure 4.2: Network-transmission delay under asynchronous clocks.
between two nodes which want to synchronize their clocks. Denote the offset of 
and k^ be
After synchronization, 7 is determined and (4.1) and (4.2) are correspondingly ad­ 
justed as
C/ ££ —— /Vo A/I —— /Vn A/I |"
,, _ u ca — — £ _ i _,— "'S ""2 ' I-
Note that re-synchronization of clocks might be needed after a while because of the 
clock drift.
For system analysis purposes, the round-trip network-transmission delay a(fc), 
rather than the unilateral delay crca (k) or asc (k), is of more concern. Yang (2006) 
pointed out that it is the round-trip network-transmission delay and data-packet 
dropout, rather than the clock offset, which causes deterioration in system perfor­ 
mance. It can be seen from Figure 4.2 that in the control cycle k(s ^ to k^ the 
round-trip network-transmission delay cr(fc^s) ), the sum of asc (k^) and aca (k (3s) ), 
can be obtained directly from
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which is independent of the controller node clock. This means that it does not 
matter whether or not there exists clock offset between the sensor clock and the 
controller clock, so clock synchronization is not necessary. Note that in this case, 
the time-stamp in packet u(k^) should keep using k[s) rather than k^. However, in 
systems where the design of the controller depends on aca(k) or osc (k], for example 
the predictive control, clock synchronization is still indispensable. One exception of 
this can be found in Hu et al. (2007).
4.3.2 Data dropout
The phenomenon of data being dropped out when it is transmitted in the network 
is another significant feature of NCSs compared to the traditional control systems. 
Data dropout takes place when the transmission fails in the physical network links 
or the network buffer overflows due to congestion. Although some network proto­ 
cols, such as TCP, require re-delivering the data when it is dropped out, this has 
little benefit because the re-delivered data might be too old for control purposes, 
but contrarily aggravates the network burden. For this reason, if a data-packet is 
eventually received over a long time, for example greater than the upper bound in 
Assumption 4.1, it is discarded intentionally. This essentially amounts to a data 
dropout.
Data dropout is often described using the dropout rate, which can be determined 
by counting the received data-packets from one side of the network out of the total 
packets sent out from the other side of the network during a period of time. As a 
result, the system analysis is usually subject to probability theory (Montestruque 
and Antsaklis, 2004). In this chapter, the number of consecutive dropouts is instead 
adopted to describe the data dropout. For the same reason as that in Assumption 
4.1, it is also reasonable to make the following assumption.
Assumption 4.2 The number of consecutive data-packet dropouts in the controller- 




A data-packet dropout in the network results in a failure of the controller node or 
the actuator node to receive a data-packet at a future sampling instant. On the 
other hand, due to the randomness of the network-transmission delay, it is possible 
that data-packets which are sent at different sampling instants might be received 
at the same sampling instant. In other words, this implies that there is no packet 
received at some other sampling instants.
Prom the above analysis, at each sampling instant, data receiving encounters one 
of the following three situations:
• One data-packet received;
• Multi data-packets received; or
• No data-packet received.
Therefore, in NCSs, compared to the traditional control systems, an extra data pre­ 
processing unit is needed at the controller node and at the actuator node, as shown 
in Figure 4.1. This unit is responsible for providing a data-packet for the controller 
or the actuator, especially when a failure of data receiving happens. In this chapter, 
data pre-processing works as follows. Firstly, a buffer is used to store all received 
data-packets during a period of time. The data to be used in the controller or 
actuator is then chosen from this buffer.
4.5 Network-induced delay and its assignment
The chosen data-packet from the buffer of the data pre-processing unit is not nec­ 
essarily the one which is just received from the network, no mention that the case 
where no data-packet is received. Thus, neither the network-transmission delay nor 
the data dropout is enough to describe the characteristic of the chosen data-packet. 
Instead the network-induced delay which is defined as follows is employed to do this 
job.
4.5. Network-induced delay and its assignment ____________67
Definition 4.1 The network-induced delay rca (k) (or Tsc (k}) denotes the difference 
between the current sampling instant k and the time-stamp of the being used data- 
packet in the actuator (or in the controller).
Remark 4.1 Choosing a data-packet from the data pre-processing buffer is equiva­ 
lent to assigning a network-induced delay for the system.
Remark 4.2 If a data-packet is used as soon as it is received (referring to Figure 
4.2), then rca (k) = o-ca (k) or rsc (k) = asc (k).
Theoretically, the data pre-processing buffer can store data-packets received a 
long time ago, but these packets might result in too large network-induced delays if 
they are chosen to use in the controller or actuator. The least maximum network- 
induced delay can be determined from an extreme case where
1. the network-transmission delay of the control-to-actuator channel is constant 
of Oca (the upper bound);
2. a data-packet is received at the actuator node at the sampling instant k; and
3. data receiving fails at k + i, i = 1, 2, • • • , qca , due to data dropouts.
In order to acquire the minimal network-induced delay, it is clear that at k the just 
received data-packet is chosen such that rca (k) = o-ca (k) = aca and this packet is 
continuously chosen at k + i, i = 1, 2, • • • , qca such that rca (k + i) = rca (k) + i. Thus 
the least upper bound (LUB) of the network-induced delay is determined by
Tea = °~ca + Sea- (4.3)
Similarly, the LUB of the network-induced delay from the sensor to the controller 
is determined as
TSC = °sc + Ssc- (4.4)
It can be seen from (4.3) and (4.4) that the network-induced delay combines the 
impact of the network-transmission delay and the data dropout on the system per­ 
formance.
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With the LUB fca (or fsc ) of the network-induced delay, it is unnecessary for the 
data pre-processing buffer to store data-packets older than k — fca (or k — fsc ), that 
is to say, the buffer size is of fca + 1 (or fsc + 1). Next, the available data-packets in 
the buffer are discussed as follows. At the actuator node, data-packets sent from the 
controller node between k-fca and k-aca , u(k-fca),u(k-(fca -l)), • • • ,u(k-aca ), 
are definitely available if they have not dropped out. While packets u(k - (vca - 
1)), u(k — (aca — 2)), • • • , u(k) are available if they have not dropped out and have 
network-transmission delays not greater than (aca — 1), (aca — 2), • - - ,0, respectively. 
On the other hand, because consecutive data-packet dropouts are not greater than 
Cca = T'ca ~<?ca, then at least one packet among u(k — fca ),u(k — (fca — 1)), • • • , u(k] is 
available. Thus, the network-induced delay fca (k} could be assigned within [0, fca] by 
choosing the corresponding packet in the buffer. It is worth noting that this delay- 
assignment might not be arbitrary because not all fca + I packets are definitely 
available. Hence, it is called "partly assigning". Again, the data pre-processing 
buffer in the controller node has similar results.
Remark 4.3 It is determined that rca (fc) or rsc (k) can be assigned to the interval 
[0ca,Tca] or[asc ,fsc], respectively.
Remark 4.4 Without considering data dropout, u(k — aca ] ory(k — asc) is definitely 
available in the buffer. If it is always chosen, the network-induced delay becomes 
constant, fca (k) = aca or fsc (k) = asc .
Now, the problem is how to choose a proper data-packet from the data pre­ 
processing buffer, or how to assign a network-induced delay, which will be addressed 
in Section 4.8 according to the stability analysis of switching systems. In most 
literatures of NCSs, the following two strategies guarantee the latest data-packet 
being always used.
• If there is data-packet(s) received, the newly received data-packet(s) is not 
necessary the latest data, so the data-packet with the smallest transmission 
delay, i.e., with the biggest time-stamp, is always be chosen. The data-packet 
used in the previous sampling instant is also compared.
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• When there is no packet received, continue using the previous data packet.
In this method, the data pre-processing buffer size is 1, i.e., only the data-packet used 
in the previous sampling instant is stored. Correspondingly, the network-induced 
delay satisfies
rca (k) < rca (k - 1) + 1 or rsc (k) < rsc (k - 1) + 1,
which means the current delay cannot increase more than 1 step compared to the 
previous one while it can decrease more than 1 step. However, this change is totally 
random, i.e., cannot be assigned.
4.6 Networked predictive control
For the sake of making this chapter self-contained, the networked predictive control 
method is summarized here; see Liu et al. (2006, 2007b) for details.
A typical networked predictive control system is described in Figure 4.3. The 
plant is modeled in discrete-time state space form
x(k + l) = Ax(k) + Bu(k)
y(k] = Cx(k] (4.5)
where x(k) € Kn , u(k) e Rm and y(k] e M' are the state, the control input, 
the disturbance and the plant output, respectively; A, B and C are matrices of 
appropriate dimensions; r(k) is the reference. The feedback signal can be either 
y(k) (output feedback) or x(k) (state feedback). For the single-input-single-output 
(SISO) plant, its input-output model is also given in the following discrete-time 
transfer function form
A(z~ 1 )y(k) = B(z~ l )u(k - 1) (4.6)
where A(z~ l ) € R(z" 1 ,na ) and B(z~ 1 } € R(2" 1 ,n6 ) are polynomials
1 + • • • + ana z~na , a0 = 1
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Figure 4.3: Typical structure of NPCSs.
respectively.
In this chapter, ^.(z~ 1 ,n) denotes the set of polynomials w.r.t z^1 with order n 
and with coefficients in R. For ki > k2 , y(k\\k<2] (or x(ki\k2 ), u(ki\k2 )) denotes the 
prediction of y(ki) based on y(k2 ). z~ l can be treated as either the complex variable 
or the shift operator in context. For the latter, it is defined that z~ ly(k\\k2 ] = 
y(ki — I\k2 ). For the sake of consistency, y(k) is sometime expressed as y(k\k), thus 
z~ l y(k\k} = y(k - l\k-l).
4.6.1 Predictive control in networked control systems
The network-induced delay makes the plant feedback signal and the control signal act 
on the controller and the actuator after the feedback network-induced delay Tsc (k) 
and the forward channel network-induced delay Tca (k), respectively. In order to 
compensate for the impact of the network-induced delays on the system, networked 
predictive control scheme is employed. It includes two parts: control prediction 
generator (CPG) and network-induced delay compensator (NDC). Note that in this 
way, the control scheme is distributed at both sides of the network. The main control 
and calculation is in the CPG, while the NDC just does some simple operation. 
According to the plant model and some control law, CPG generates the plant output 
prediction y(k\k - Tsc (k}} or the state prediction x(k\k - rsc (k}} to compensate for
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Tsc (k). The control input prediction u(k + Tca (k)\k) is also generated in CPG and 
sent to the plant side to compensate for Tca (k). However, rca (k] is unknown until 
the control prediction is used in the actuator. Taking the advantage that data 







is generated and sent to the actuator node in one packet. At the actuator node, 
NDC firstly determines Tca (k) of the to-be used control prediction sequence which 
implies this sequence is sent at k — Tca (k}, i.e.,
u(k - Tca (k]\k -
U(k-rca (k)\k-rca (k)) =
u(k\k - rca (k)}
u(k - Tca (k) + fca \k - Tca (k}}
Then the rca (k) + 1-th element in U(k — rca (k) — rsc (k)) is selected as the actual 
control input which is
u(k) = u(k\-Tca (k)). (4.8)
In the following sections the generation of the control prediction sequence (4.7) 
according to the plant state-space model and the input-output model is respectively 
discussed.
4.6.2 Prediction based on the state-space model
The NPC method is proposed to compensate for the network-induced delay, so it 
is reasonable and simple to generate the control predictions based on a control law 
which is designed without considering the network.
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According to model (4.5), the predictions of future system states up to k based 
on x(k - rsc (k)) are constructed as
x(k - rsc (k) + l\k - rsc (k)) = Ax(k - rsc (k}\k - rsc (k))
+Bu(k - rsc (k}\k - rsc (k}}
+Bu(k - rsc (k) + l\k- rsc (k)) (4.9)
x(k\k - rsc (k)} = Ax(k - l\k - rsc (k)) 
+Bu(k - I\k - rsc (k))
where x(k - rsc (k}\k - rsc (k)) = x(k - Tsc (k}}. Furthermore,
u(k - rsc (k)\k - Tsc (k}} = Kx(k - rsc (k)\k - rsc (k}} 
u(k-rsc (k) + l\k-rac (k}} = Kx(k-Tsc (k) + l\k-rsc (k)} (4.10)
u(k - l\k - rsc (k}} = Kx(k-l\k-Tsc (k}}
where gain K e ^"ix" js a state feedback controller designed according to the 
network- free system (i.e., the traditional local control system). Here the plant state 
x(k] is assumed measurable, or otherwise a state observer is needed (Liu et al., 
2007b). Combining (4.9) and (4.10) gives
x(k\k - rsc (k}} = (A + BKY'e(k) x(k - rsc (k}}. (4.11)
Next, in the forward direction, based on x(k\k - rsc (k)), similar steps to (4.9) 
and (4.10) are taken to obtain
x(k + l\k - rsc (k)) = Ax(k\k - rsc (k}} + Bu(k\k] 
x(k + 2\k-rsc (k)} = Ax(k + l\k - rac (k}) + Bu(k
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fca \k - rsc (k)) = Ax(k + fa, - l\k - Bu(k + fa, - l\k)





x(k\k - Tsc (k))
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It is clear that every control prediction in (4.12) is still in the form of static state- 
feedback control, but is nonlinear w.r.t. the original controller K. Later sections 
show that this makes the stability analysis and controller design difficult.
4.6.3 Prediction based on the polynomial model
A network-free controller for (4.6) is designed as
(4.13)
where C(z' 1 } e R(z- l ,nc ) with c0 = 1 and D(z~ 1 } e R(z-\nd ). 
Use the following Diophantine equations
(4.14)
where i = 1,2,--- ,fca , E^z' 1 } € R(z 
and the plant model (4.6) to produce
(k)-l) and F^ Z- l ,na -l),
(4.15)
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Combine (4.13) and (4.15) to get
C(z- l }u(k\k] = D(z- l )r(k)-D(z- l )Fl (z- l )y(k-rsc )
C(z-1 )u(k+l\k) =
-D(z- 1 )B(z- 1 )E2 (z- l )u(k+l\k)
-D(z- l )B(z- 1 )Efca (z- l )u(k + fca \k}.
By splitting
C(z~ l )u(k\k)
= H(z~ l }u(k - l\k - 1) + LU(k\k)
and
D(z- 1 )B(z- l )E1 (z- 1 )u(k\k)
D(z- l }B(z- l }E2 (z- l }u(k
fca (z- 1 )u(k + fca \k]
control prediction sequence is obtained
~ l )u(k-l\k-l) + MU(k\k),
U(k\k] = - Q(z~ l )y(k - rsc (k)) - - l|fc - 1) (4.16)
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where
= (L + M)- 1 z-^a z-fca +i














Cfca Cfca _i • • • CQ
Remark 4.5 In the NPC method, the control prediction sequence is generated ac­ 
cording to a known controller, which is different from traditional predictive con­ 
trol methods, such as GPC. NPC focuses on the strategy of compensating for the 
network-induced delay, rather than the controller design, whereas GPC emphasizes 
the controller design subject to the optimization of some performance indexes. There 
is no conflict that both GPC and NPC are applied to networked control systems (Liu 
et al, 2006).
4.7 Stability analysis of NPCSs
In this section, only the state-space method is discussed. The polynomial method 
gives similar results.
4.7.1 Closed-loop system
In the state-space method, the closed-loop system is obtained as
x (k + 1) = Ax(k) + Mr(k] x(k - r(k)} (4.17)
by combining (4.5), (4.8) and (4.12), where
r(k] = rsc (k] + rca (k)
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Mr(k) = BK(A
and r(k] e (0,1, • • • ,fsc + fca } is the round-trip network-induced delay. Let f = 







x(k - f )





In AT (fc), for r(k) ^ 0, MT ( fe ) is at the position (1, r(fc) + l). Note that when r(k) = 0,
/ 0
/ 0
is equivalent to the network-free system.
4.7.2 Further understanding of fixed network-induced delay
Networked control systems with constant net work-induced delay do exist. For ex­ 
ample, some fieldbus or Intranet NCSs can be modeled as constant delay systems 
because the network is exclusively used. For any constant r(k) = r in {0,1, • • • , f}, 
(4.18) is stable if and only if all eigenvalues of Ar are within the unit circle. This is
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are within the unit circle. Without considering zero eigenvalues, the characteristic 
polynomial can be simplified as
det(z/ - Ar) = det
= det
= det
zI-A 0 ... 0 -Mr
-I zl ••• 0 0
0 0 ••• zl 0
0 0 ••• -/ zl




zl ••• 0 0
0
0




det(z/ - A - z~TMr }
0 ••• zl 0 
0 ••• 0 zl
= det(zr (z/ - A) - Mr )
= det(2r (z/ - A) - BK(A + BK} T ] 
= det(zr (zl -A)-(A + BK} T+l + A(A + BK} T ] 
= det(zr+1 / -(A + BK}T+l - A(zrl -(A + BK}r ) 
= det((zl -A- BK) x
£J=0^ + BK)T~j ~ A(zl -A- 
-A-BK) det(E]=0zJ(A +
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= det(zl -A- BK) det(EJ=0^' (A + BK)r-j -
(A + BK)T!rjI^zi (A + BKy~l-i + BKE^z^A + BK)T' l~j } 
= det(zl -A- BK) det(ZTI + BKET~^zj (A + BK}r' l~j }-
This means that stable AT implies A0 is also stable, but can not guarantee A3- ( 
j = 0,1, • • • , f, j ^ r, j ± 0) is stable.
4.8 Delay assignment in NPCS
With random r(k), (4.18) is a switched system
X(k + l) = As(k)X(k) (4.19) 
with switching signal
6(k) : {0,1,2,-..}^ {0,1,...,f}.
Any value of round-trip network-induced delay corresponds to a subsystem.
Lemma 4.1 [from Liu et al. (2006)] System (4-19) is stable for any switching signal 
S(k) if there exists a common positive definite matrix P which satisfies the following 
linear matrix inequalities (LMIs)
AjPAi - P < 0, Vz e V- (4.20)
4.8.1 Direct results from Lemma 4.1
In general, Lemma 4.1 is strict. It requires that not only all subsystems are stable but 
also a common P exists for them. This strictness is due to the limitation of the above 
delay-compensation strategy and the randomness of the network-induced delay. At 
any time instant, the control input has only one random candidate. This means 
which subsystem in (4.19) is activated is completely determined by the network- 
induced delay. In other words, the switching signal is not designable unless we know
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some statistical characteristics about the network (this is not the subject of this 
chapter). Therefore the stability analysis of system (4.19), such as Lemma 4.1, has 
to be subject to the arbitrary switching of all subsystems. As mentioned before, the 
delay is assignable. Now the problem is how to design the switching signal (assign 
the delay). For the system performance consideration, at any time instant, it is 
reasonable to always choose the subsystem which results in a small delay from all 
available ones because it reflects the latest information of the system. Above all, 
however, this must meet the system stability requirements.
Assumption 4.3 Subsystems {As , A?+1 , • • • , Af } in (4-19) have a common P such 
that their corresponding LMIs in (4-20) hold.
Definition 4.2 All subsystems of (4-19) are classified into the following four cate­ 
gories:
^2 : Stable subsystems in {A0 , AI, • • • , A^-i} ana they have a common P with \I/i;
^3: Stable subsystems in {Ao, AI, • • • , AO-_I} but they have no common P with ^>i;
^4 : Unstable subsystems in {A0 , AI, • • • , A^_i}.
Correspondingly, fa, fa, fa and fa denote the subscript or delay sets to which the 
subsystems correspond.
At time k, some or all control input candidates of u(k\k — a),u(k\k — (a + 
1)), • • • , u(k\k — f) are always available, so we can always assign the system into ^i. 
The following corollary is straightforward from Lemma 4.1.
Corollary 4.1 Under Assumption 4-3, system (4-19) is stable with any switching 
signal
,5i(*):{0,l,---}-^i.
Compared to Lemma 4.1, Corollary 4.1 requires less subsystems having a com­ 
mon P, so it is easier to satisfy. On the other hand, for unstable subsystems *4 ,
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it is reasonable to avoid assigning the system to any one of them. For subsystems 
^2 and ^3 , it is better to assign the system to them, if possible, rather than to #1 
because *2 and *3 result in smaller delays. In more detail, for ^2 , we can similarly 
get the following corollary.
Corollary 4.2 Under the definition of^2 , system (4-19) is stable with any switch­ 
ing signal
4.8.2 Switching signal governed by average dwell time
First, amend Assumption 4.3 and Definition 4.2 as follows.
Assumption 4.4 Given a > 0, subsystems *Ql = (A^, A^+i, • • • , Af } have a com­ 
mon positive definite matrix P such that the following LMIs
AjPAi - e~a P < 0 (4.21)
hold, where Vi e tf;ai = {a, a + 1, • • • , f }.
Definition 4.3 *Ql , $a2 , \&a3; *a4 andi^ai , ^Q2 , ifras, ^a4 have similar meanings 
as Definition 4-2; Denote P& as the common matrix for Ai; Vz e if>a i U ^a2 and Pj 
for Aj, Vj 6 ^Q3 -
Now the problem is to study the stability of switched system (4.19) with switch­ 
ing signal
53 (fc) : {0, 1, • • • } -* V'ai U ^Q2 U -0Q3 -
Definition 4.4 For switching signal a3 (k) and k2 > fci > 0, let N^^ki, k2 ) denote 
the number of switching of a3 (k) over the time interval [ki,k2 ]. For given ta > 0, 
NO > 0, if the inequality
L. __ I,
k2 ) <N0 + -?-— - (4.22)
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holds, then the positive constant ta is called average dwell time and N0 is called 
chattering bound. For the sake of convenience, N0 = 0 is chosen in this chapter.
Theorem 4.1 Under Assumption 4.4 and Definition 4.3, system (4-19) is exponen­ 
tially stable for switching signal cr3 (fc) with average dwell time
(4.23) 
a
where constant n > 1 satisfies
Pi < l*Pj, (4 - 24)
V«, j G ipa3 U {a}. Moreover, the system state decay rate is given by
\\Xk \\ < &-*
V ti
where




A(Fj) and A(Fj) respectively denote the minimum and the maximum eigenvalues of
Pi, Vi 6 ^3 U {a}.
Proof: Choose a piecewise Lyapunov function candidate as
14 = V = XjPiXk (4.25)
when some subsystem is activated at time k, where P^s, Vz 6 ^o3 U {CT} are from 
Definition 4.3. Along the trajectory of system (4.19) for any Lyapunov function Vfcw 
in (4.25),
< 0.
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As a result, if there is no switching on the time interval [0, fc],
V^ < e-aV^ <-..< e'akVf\ (4-26) 
On the other hand, according to (4.24) and (4.25), it is obtained that
V^ < vV™ (4.27)
where Vz l5 z2 € ^«3 U {a}. At time k, let 0 = t0 < ki < • • • < tq = tN^w denote the 
switching time instants of a3 (k) over the interval [0, k]. From (4.26),
Vk < e-^-^V^*^ (4.28)
In discrete-time systems, Lyapunov function keeps its value during the sample period 
and jumps on the time instant. Combining (4.27) and (4.28) leads to
-a(k-tg ) -a(tq -tq -
where t~ denotes the left-side limit of tq . In view of (4.22), Vk is further expressed
as
Vk
On the other hand, from Lyapunov function (4.25), there are
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V0 < A(P«) ||Xo|| 2
Furthermore,
\\Xk \f < -e-^V0 < V^
& CL
K\\ < i/V*<-^>fc \\X0 \\.
V t*1
When a - ^ > 0, ta > ^, \\Xk \\ is exponential decaying. This completes the 
proof. D 
Because subsystems #Ql U fya2 have a common Lyapunov function, the switching 
among them is not included in the system switching number as far as the average 
dwell time is concerned. This is classified as "noneffective switching", compared with 
"effective switching" which takes place among ^Q3 or between *Q3 and \l> Q i U ^a2 - 
Bear in mind that the system can always be assigned into tyQi U ^Q2 (^ai, more 
accurate to say). When effective switching happens frequently, let the system dwell 
in \I>ai U \I/Q2 more often to guarantee the average dwell time ta satisfying (4.23). In 
addition, if some subsystems of \tQ3 have a common Lyapunov function like (4.25), 
they can be classified into a subcategory and the switching among them is also 
noneffective.
Remark 4.6 The constant p, > 1 definitely exists. For example, /j, = £ is feasible 
for (4-24), though it might be big. In general, we can find a much smaller value than 
that.
Remark 4.7 a — 0 implies the average dwell time oo, i.e., no switching is allowed 
(the system has to dwell in *al U *a2j- This is the case of Corollary 4.2. On the 
other hand, if p, = 1 is feasible, i.e., all PiS are the same, then system (4-19) is 
exponentially stable with any switching signal a3 (k). This is the exponential stability 
version of Corollary 4.2.
4.8.3 Implementation algorithm
For a general switched system, all of its subsystems are available at any time instant, 
so the switching signal can be designed before the system is implemented. In this
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Algorithm 2 Implementation of the proposed network-induced delay compensation 
strategy with the switching signal governed by the average dwell time _______
Inputs: plant A, B; controller K to make (A, B) stable; network-transmission delay 
upper bound aca and asc and maximum consecutive data dropouts <;ca and <^sc in 
controller-to-actuator and sensor-to-controller network channel, respectively.
1. Calculate all subsystems in (4.19). Given a > 0, classify them into Vai, *«2, 
\I> Q3 and ^04 according to their definitions and get P-s, Vz 6 ^a3 U {f};
2. Calculate p and t*a from (4.23) and (4.24);
3. Loop k
(a) At controller node, calculate control prediction sequence U(k\k) and send 
it with the time-stamp;
(b) At actuator node, receive control prediction sequence and update the 
buffer which stores all available sequences according to the time-stamps;
(c) From all available control input candidates, check the one resulting in a 
smaller delay. If its corresponding subsystem is in \& Q4, repeat this step;
(d) If the subsystem is in \J/ Q3 , check the switching number Na3 (k) supposing 
this candidate is used as the control input. If (4.22) is not violated, use 
this candidate and update Na3 (k); otherwise go back to (c);
(e) If the subsystem is in \&a i U \I> a2, use this candidate.
chapter, although the improved delay-compensation strategy makes it possible to 
design the switching signal for system (4.19), which subsystems are available at each 
time instant is still uncertain. Therefore the online design of the switching signal is 
needed. That is, at time k, depending on the total switching numbers before time 
k, make sure that the current selection of some subsystem will not violate (4.22). In 
practice, considering the switching number in a time interval periodically instead of 
the whole time horizon is easier to handle.
In the end, in order to make it clear how to implement the proposed delay- 
compensation strategy and the average dwell time method in NPCSs, an algorithm 
is summarized in Algorithm 2.
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4.9 Example
Consider a NPCS where the network only exists in the forward channel, and the 
random network-transmission delay with upper bound aca = 3 and the consecutive 
data dropout is no greater than 1, so the control prediction horizon fca = 4. For an 
integral plant
a PI controller to make the network-free system stable is designed as
D(z~ l ) 1.18-O.Sz- 1 
C(z~l ) ~ 1 - z-i '
In all subsystems, A2 is unstable and A0 , AI, A3 , A4 are stable. A common P 
for A0 , AI, A3 , A4 to satisfy the corresponding LMIs in (4.20) can be found using 
MATLAB/LMI Toolbox. Therefore, according to Corollary 4.2, the system is stable 
if the control input candidate u(k\k — 2) is not used whenever it is available.
Given a = 0.08, Assumption 4.4 is satisfied and P3 is solved. A0 or AI has no 
common P with A3 and A4 to satisfy LMIs in the form of (4.21), while A0 and AI 
themselves share a common P (denoted as PO). This means that effective switching 
only happens when system switches from A0 or AI to A3 or A4 , and vice versa. From 
PO and P3 , a = 10.5253, b = 2.5767 x 103 and p. = 1.3 is feasible for (4.24). By (4.23), 
average dwell time t*a = 3.2796. According to Theory 4.1, when taking ta = 5 > £*, 
the state decay is given as \\Xk \\ < 15.6464e-°-0138t | X0 \\. If the time interval is set 
to 20 steps, then during this interval the switching number is not allowed to be more 
than 4 according to (4.22).
Simulation results are shown in Figure 4.4, where the system is tracking a unit 
step reference . It can be seen that the system is unstable under arbitrary switching 
signal for all subsystems. When subsystem A2 is ruled out, the system is stable and 








Figure 4.4: System response comparison under different switching signals.
4.10 Summary
A NPCS with random network-induced delay has been discussed as a switched 
system. In the original delay-compensation method, the switching signal is not 
designable which results that all subsystems have to be stable and that they share a 
common Lyapunov function. This chapter has improved the compensation strategy 
so that we can assign the subsystem or design the switching signal as we want. 
The improved NPC method works even if there exists unstable subsystems because 
the method is designed not to activate theses subsystems. As for the remaining 
stable subsystems, by applying the average dwell time method, a common Lyapunov 
function is not necessary for them. When the switching signal is designed to meet 
the average dwell time requirement, the system is exponentially stable.
Chapter 5
Networked Predictive Control of 
Magnetic Levitation System
This chapter discusses the control of a magnetic levitation (MagLev) system over 
networks. Firstly, a test-rig is set up to implement control. Feedback lineariza­ 
tion and direct local linearization methods for the nonlinear MagLev system are 
presented. In order to improve the control performance, the networked predictive 
control method is employed, where the system model is identified in real-time. Both 
local control and networked control are implemented on this test-rig. Networked 
predictive control demonstrates a clear performance advantage over other networked 





Magnetic levitation (MagLev) system has been widely studied and applied to high­ 
speed transportation, magnetic bearing, vibration isolation and many other applica­ 
tions (Downer, 1980; Dahlen, 1985; Dussaux, 1990; Limbert et al, 1990; Yamamura 
and Yamaguchi, 1990), due to its advantage of frictionless contact.
Magnetic levitation system is typically open-loop unstable, time-varying and 
highly nonlinear, so it presents significant control challenges. Generally, most con­ 
trol methods are based on a linearized model of the MagLev system at a nominal 
operating point (Downer, 1980; Barie and Chiasson, 1996). The tracking perfor­ 
mance of the resulting closed-loop system, however, deteriorates rapidly with in­ 
creasing deviations from the nominal operating point. Two main approaches to 
improve the tracking performance have been reported in the literature. One is that 
of gain scheduling where the nonlinearity of the MagLev system is successively lin­ 
earized at various operating points with a suitable controller designed for each of 
these operating points. Gain scheduling controllers (Kim and Kim, 1994) require 
the operating range to be broken up into very fine intervals and stored in a look-up 
table of controller gains. The other approach is feedback linearization (Barie and 
Chiasson, 1996; Charara et al., 1996; Joo and Seo, 1997; Trumpler et al., 1997; Ha- 
jjaji and Ouladsine, 2001), which utilizes the nonlinear description of the system 
and hence yields consistent performance largely independent of operating points. 
Other control methods, like sliding mode control (Cho et al., 1993), back-stepping 
control (Lin et al., 2007) and dynamic surface control (Yang et al., 2004), were also 
proposed to actively tackle system uncertainties and robustness. As for the issue of 
the model identification of MagLev system, some results can be found in Sun et al. 
(1999); Yang et al. (2002b).
Control of a MagLev system over a network presents another level of challenge. 
Network-induced transmission delay and data dropout in the closed-loop makes it 
more difficult for the system to achieve the desired performance, even to stabilize the 
system is a particular challenge. Because MagLev system is a fast dynamic system, 
control of it requires a small sampling period. This means the resulting network- 
induced delay might be large w.r.t. the sampling period. Networked control of
5.2. MagLev test rig__________ _____90
MagLev system over a LAN has been reported by Kirn et al. (2006a,b), where an 
auto regressive prediction model is built to compensate for the network-induced 
delay.
In this chapter, several control methods based on the local linearization model 
and feedback linearization model of the plant and their networked predictive control 
versions are studied for a MagLev prototype system which was manufactured by 
BYTRONIC company. In order to implement these control strategies, a MagLev 
test-rig including MagLev system, data acquisition and networked controller is set 
up.
5.2 MagLev test rig
The MagLev test rig studied in this chapter is set up as shown in Figure 5.1. The 
MagLev system is connected to the network via a NetConController and controlled 
by a remote controller. This forms a networked control system. NetConController, 
NetConLink and NetConTop compose an embedded system - NetCon, which is 
co-developed by the Institute of Automation, Chinese Academy of Sciences, China 
and the Advanced Control & Network Technology Research Unit, University of 
Glamorgan, UK. More information about NetCon can be found at http://system, 
research.glam.ac.uk.
5.2.1 NetCon system
NetConController is the hardware part of the NetCon system. It consists of a main 
board, an AD/DA board, and a programmable IO (PIO) board. The main board 
has a 32-bit ARM RISC CPU (200MHz), a 64M memory, a network port, a RS-232 
port, and 2 USB ports. The AD/DA board has 12 AD channels and 4 DA channels. 
The PIO board has 8 ports. NetConController is running on a Linux 2.4-based 
operating system (OS).
It is known that MATLAB/Simulink is widely used to simulate control systems. 
One of the Simulink components, Real-Time Workshop (RTW), makes it convenient 
and quick to implement the control systems in real-time by translating the Simulink
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Network (Interrtet or Intranet)
NetConLink NetConController
MagLev system 
Figure 5.1: MagLev test rig
NetConTop
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model (block diagram) into hardware-related executable codes using RTW target 
template files. NetConLink includes such a RTW target template file. The generated 
codes are automatically downloaded to the NetConController through the network. 
NetConLink also provides an interface for NetConTop to access parameters and 
signals of the running codes on NetConController.
NetConTop is a kind of SCADA (Supervisory Control And Data Acquisition) 
software. It provides a convenient way to build a visual diagram to monitor the 
operating conditions and tune the parameters of the real-time control system which 
is running on NetConController.
5.2.2 PC-based controller
The networked controller runs on a remote PC (Pentium 2.8GHz) in this test rig, 
which is programmed using Visual C++. The program includes not only the control 
law but also the communication with NetConController to receive the system feed­ 
backs and send the control signal. It is worth pointing out that the controller can 
be built up in a MATLAB/Simulink environment and run on another NetConCon­ 
troller, though the speed of the NetConController might limit the implementation of 
some computing-intensive control laws. Thus, all the control signals and parameters 
can be accessed and tuned via NetConTop.
This test rig is also easy to be transferred to the local control case by implement­ 
ing the whole system in one NetConController.
In this MagLev test rig, the control system is divided into two parts by the 
network: the controller part and the plant part. The controller runs on a remote 
PC, and therefore only the plant-related Simulink block diagram is dealt with us­ 
ing NetConLink. This Simulink block diagram mainly includes configuration of two 
AD channels and one PIO port for ball position, coil current and PWM signal of 
MagLev system, respectively, and configuration of communication between NetCon­ 
Controller and remote control law. The position, coil current and PWM duty cycle 
are monitored using NetConTop.
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5.3 Modeling of MagLev system
The BYTRONIC MagLev system mainly consists of power interface, electro-magnet, 
hollow steel ball, ball position sensor and coil current sensor. Its schematic diagram 
















Figure 5.2: Schematic diagram of BYTRONIC MagLev system
The basic principle of this system is to apply a voltage to the electro-magnet to 
generate magnet force and then to keep the ball levitated. The ball position (air gap 
from electro-magnet to ball) is measured by a photoelectric sensor which detects the 
photo level received from a photo emitter. Amount of photo which the ball (in the 
middle of detector and emitter) allows to go through reflects its position. Under 
the steel ball is a tray which prevents the ball drops on the ground. The height 
of the tray is adjustable. In this MagLev system, a circuit board including a chip 
LMD18200 is used as a power interface between the supplied power and the power 
applied to the electro-magnet. This power transformation is governed by a PWM 
signal which is from, for example, the controller. The chip LMD18200 can also sense 
the coil current through the electro-magnet. Detailed information about LMD18200 
can be found on http://web.mit.edu/rec/datasheets/LMD18200.pdf.
According to fundamental principles of dynamics, the MagLev system shown in 
Figure 5.2 satisfies the following equations (Barie and Chiasson, 1996; Hajjaji and






dt = mg-F(i,y) (5.1)
where j/(i) is the ball position, v(t) is the ball velocity, i(t) is the coil current, E(t) 
is the applied voltage, F(t) is the electromagnetic force, L(y) is the coil inductance, 
m is the ball mass, g is the gravity acceleration, and R is the coil resistance. Note 
that F(i,y) is nonlinear w.r.t. i(t) and y(t), so is L(y) w.r.t. i/(i).
In this MagLev system, nonlinearity characteristics in F and L are respectively 




Furthermore, the relation of the applied voltage E and the PWM duty cycle u is 
explicitly expressed as
(5.4)ti.
Clearly, u is in the interval [0,1]. In equations (5.2), (5.3) and (5.4), parameters 
FemPi, FemP2 , API, fip2, Q and fcj are constants determined by the characteristics of 
the coil, magnetic core and the ball. These constants as well as m and g as shown in 
Table 5.1 are given in BYTRONIC (2006). Note that some of the above parameters 
need to be calibrated because of possible changes in the physical properties of the 
system, which can be done by taking some basic measurements (see Section 5.6). 
Replacing corresponding items in (5.1) with (5.2), (5.3) and (5.4), the system model 
is converted to an affine nonlinear state-space model
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±2 (t) = -
±3 (t) =
iPl
where x = [x^ x2 x3 ] is the system state with 
the input.
— y, x2 = v and x3 = i and u is
5.4 Networked feedback linearization predictive con­ 
trol
The design of networked control of the MagLev system is concerned with two aspects. 
One is the nonlinearity feature of the process, and the other is the network-induced 
delay. For the former, control methods based on feedback linearization model and 
local linearization model of are discussed (5.5). For the latter, a networked predictive 
control strategy is applied.
For the network-induced delay r(t), which is defined in Chapter 4, is the round- 
trip delay which includes sensor-to-controller delay rsc (t) and controller-to-actuator 
delay Tca (i), and their discrete-time versions w.r.t. the sampling period are r(k), 
rsc (k) and rca (k} respectively. r(k) has a upper-bound f.
In this MagLev system, ball position and coil current are both measured. Ball 
velocity can be approximately obtained by numerically differentiating the position
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signal at sampling instants, i.e.,
h 
where h is the sampling period. Thus, the system has full state feedback.
5.4.1 Feedback linearization
In model (5.5), using the following nonlinear transformation coordinates reported 
by Chiasson (1989); Isidori (1989); Nijmeijer and Schaft (1990)
Xfii(t) = xi(t)
(5.6)
Note that the state Xfi$ stands for the ball acceleration. In this new coordinates, 
the system model changes to
Xfll(t) = Xf ̂ (i)
xfl2 (t) = xfia(t) (5.7) 







X3 (t). (5.9)^ 'm emP2 ipi
In (5.7), if u(i) is designed as
^ -a(x(t)) + ufl (t)
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Feedback linearization system
Figure 5.3: Feedback linearization control system structure without inclusion of the 
network.
then the resulting system becomes linear, so that










Note that (5.10) is feasible because x3 (t) (coil current i(t)) is greater than 0. Clearly, 
feedback linearization model (5.11) is controllable, so that
(Xfiref - Xfi(t}} + Ufiref . (5.12)
When considering local control (without network), static state-feedback control Kft 
can be designed using many existing methods, such as pole-placement, optimization. 
In (5.12), Xfiref and w//re/ are references which are corresponding to xref and uref 
and can be obtained from (5.6) and (5.8), (5.9) and (5.10), respectively.
Figure 5.3 shows the system control structure after the above feedback lineariza­ 
tion.
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Feedback linearization system
Figure 5.4: Feedback linearization control system structure with network.
5.4.2 Networked feedback linearization predictive control
When considering networked control, where the network channel is placed in Figure 
5.3 leads to quite different results. If the network is put after x(t) and before u(t], 
Clearly the delayed control signal is
u(t - r(t}} = -a(x(t-r(t}}}
(3(x(t -
And therefore equation Xfi3 (t) in (5.7) cannot be linearized. That is, the system 
is no longer feedback linearizable. If the network is placed before Ufi(t) and after 
Xfi(t), as shown in Figure 5.4, the delayed control signal Ufi(t — r(t)) still linearizes 
(5.7) but introduces an input delay, i.e.,
xfi(t) = Aflxfl (t) (5.13)
In this structure, one disadvantage is that the two blocks "ufi to u" and "x to 
xfi" require some calculation on the plant side. For (5.13), control gain Kfi has to 
tolerate r(t) as large as possible. Many literature addresses this problem in NCS, 
for example Zhang et al. (2001); Yue et al. (2004); He et al. (2006). Here, in order 
to actively compensate for the network-induced delay, networked predictive method 
(referring to Section 4.6.2) is adopted. Firstly, sampling (5.11) with sampling period
h gives
x/i(k + 1) = $fixfi(k) + rfiufi(k), (5.14)
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where 3>fl = eAf' h and F/j = /Oh eAtlT>dr]Bn . Then, at the controller side, denote the 
received state as z(k), which is the delay version ofxfl (k), i.e., z(k) = xfi(k-rsc (k)). 
Then, according to a feedback gain Kft in (5.18) and system model $ and T in (5.16), 





which is obtained by recursively calculating the following two equations (Hu et al., 
2007)
z(k + i + l\k) = $fiz(k + i\k) + Tnv(k + i\k] i = 0, 1, • • • , f - I
v(k + i\k) = - z(k + i\k)} + ufiref i = 0, 1, • • • , f
The whole prediction sequence V(k) is sent back to MagLev system as
V(k-rca (k)) =
v(k - r(k)\k - r(k)) 
v(k - r(k) + l\k - r(k))
v(k - r\k - T(k}}
(5.15)
According to the actual measured round-trip delay r(k), the proper element v(k\k — 
r(k}) is chosen as the control input, i.e., u(t] = v(k\k - r(k)}. The design of Kfi is 
discussed in Chapter 4.
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5.5 Networked direct linearization predictive con­ 
trol
5.5.1 Direct linearization
Given an operating point x0 = [zio,Z2o,£3o]T and u0 , model (5.5) is linearized as
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Correspondingly, the discrete-time form of (5.16) with sampling period h is
(5.17)
where *# = eA-» h and T = ^ eA^dr,Bdl .
Similarly, using a state-feedback control law results in
U (k) = Kdi (Xref - Uref . (5.18)
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5.5.2 Networked direct linearization predictive control
As for the networked predictive control version, recursive calculation of the control 
prediction sequence (5.15) is correspondingly modified as
z(k + i + l\k) = 
(k + i\k) = Kdt
+ i\k) + Tdiv(k + i\k), i = 0, 1, • • • , f - 1 
- z(k + i\k}} + uflref , i = 0, 1, • • • , f.
5.6 Simulation and experiments
5.6.1 Calibration of MagLev system
The output of the ball position sensor and coil current sensor needs to be calibrated 
to the actual position and current.
The calibration of the position sensor is done as follows. Firstly, fix the ball on 
a screw. By turning the screw (one turning of screw equivalent to 0.7mm position 
variation), a series of ball position and sensor output are measured. Table 5.2 gives 
this data. The position value corresponding to the sensor output which is not in 
the table is calculated by linear interpolation. The relationship is demonstrated 
in Figure 5.5. It can be seen that a good operating point is between 8 ~ 15mm, 
because in this range the resolution is the best.
Similar to the position sensor, Table 5.3 gives the relationship between PWM 
duty cycle, coil current and its sensor output. During the calibration, the constraints 
of position, current and PWM duty cycle are also determined.
Note that the MagLev system is subject to some physical constraints. The control




Figure 5.5: Relation between ball position and sensor output.
Table 5.3: Relation among duty cycle, coil current and its sensor output.
PWM duty cycle (%)
coil current (A)
sensor output (V)
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signal u (PWM duty cycle) has a maximum value umax = 1. It can be seen from 
the third equation in (5.1) that a minimal nmin is required to generate an effective 
current. By measurement, wmin = 0.02 is determined.
5.6.2 Test-rig configuration
In this chapter, the system is set up under an Intranet network. NetConLink, Net- 
ConTop and Remote controller are all run on a PC with an IP address 192.168.0.12. 
NetConController connected to MagLev is with an address 192.168.0.7. By measur­ 
ing, the round trip network transmission delay has a maximal 0.02s and there is no 
data dropout happening in the network. The sampling period h = 0.01s is taken, so 
the round-trip network-induced delay has upper bound f = 2. The nominal equilib­ 
rium point of the ball position is set to 0.01m, and according to (5.5) the nominal coil 
current 1.2A and duty cycle 0.4 are obtained. That is to say, xref = [0.01 0 1.2]T 
and uref = 0.4. In order to reduce violent oscillation of the ball before it tends 
stable, the height of the tray under the ball is set to 0.016m.
5.6.3 Simulation
For the feedback linearization method, controller Kfi = [ 281.77 498.15 21.49 ] is 







The system responses for step signal 0.01 x l(t) are shown in Figure 5.6, where (a) is 
for network-free case (local control), (b) is networked control without compensation, 
and (c) is for networked predictive control. The dash line and solid line represent 
the reference and the system response, respectively. It can be seen without network- 
induced delay compensation strategy, Kfi can not make the system stable.
For the direct linearization method, at nominal point xref and uref , the lineariza­ 
tion model is obtained as



























(c) networked predictive control
Figure 5.6: Simulation of step signal 0.01 x l(t) tracking of ball position with feed­ 
back linearization control.




















The control gain for network-free system is designed as Kdi = [ —95.6 —0.53 0.238 ]• 
For a sine signal 0.01 + 0.001 x sin(|i), the system responses are shown in Figure 
5.7, where (a), (b) and (c) are for local control, networked control without delay- 
compensation and networked predictive control. Again, the NPC method is able to 
compensate the delay and make the system stable.
5.6.4 Experiments
In the above methods, the control prediction sequence is very dependent on model 
accuracy. When the above two predictive control methods are implemented in the 
real-time system, it is found that neither of them can make the practical system 
stable. This is because the model is not built very accurately and the MagLev system 
has the time-varying nature. Thus the result obtain from (5.16) is not accurate 
enough to be applied to NPC. It is reasonable to apply on-line model parameter 
tuning to improve the model accuracy. The feedback linearization method uses the 
nonlinearization model which is very difficult to tune on-line, so here only the direct 
linearization method is discussed.
The recursive least square (RLS) method is often used for online parameter 
estimation and they are adopted here. Expand the state-space model (5.17) to












(b) networked control without delay compensation
0.02
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(c) networked predictive control
Figure 5.7: Simulation of sine signal 0.01 + 0.001 sin(fi) tracking of ball position 
with direct linearization control.
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three separated equations
For the first equation, it can be rewritten as
xi(k) = VT
where p(k) = [xi(k - I),x2 (k - I),x3 (k - l),u(k - 1)] T are past states and control 
and 6 — [0ii,0i2,</>i3,7i] is the parameter vector to be estimated. Thus, the RLS 
algorithm is obtained as
9(k) = 9(k - 1) + L(k)e(k)
e(k) = xl (k)- ipT (k)6(k-l)
r( , } _ ( } \
where A (0 < A < 1) is called the forgetting factor. Initial 9(0) can take the value 
from (5.17) and P(0) = pi with a large p. Other parameters in $^ and F<« can be 
estimated by a similar procedure using the second and third equations in (5.19).
In (5.15), $<u and F^ should take the estimated values when online parameter 
estimation is applied. In this case, it can be seen from (5.19) that not only x(k) 
but also x(k - 1) and u(k - 1) should be sent to the remote controller from the 
MagLev system. Note that because of the network-induced delay, the estimated 
model $di(k - rsc (k)) and tdi (k - Tsc (k}} does not reflect the actual system in time, 
but generally it at least provides an "improved" model. On the other hand, it might 
be argued that x(k - 1) is not necessarily sent with x(k) and u(k - 1) because it 
has already been sent out at k - 1. This is not true, because the randomness of 










3123 3125 3127 3129 
Time (seconds)
3131 3133
Figure 5.8: Experiments of setpoint response of ball position 0.01m using adaptive 
NPC based on direct linearization model
and x(k — rsc (k} — 1) is always available at the same time, which stops the processing 
of the online estimation algorithm.
Take the 3>di and Tdi calculated in Section 5.6.3 as the initial values to tune the 
model. Control results using adaptive networked directive linearization predictive 
method for setpoint response and sine signal tracking of the ball position are shown 
in Figure 5.8 and Figure 5.9 respectively, where the forgetting factor A takes 0.98 and 
p takes 10000. Figure 5.8 is the setpoint response for step signal 0.009 + 0.001 • l(t) 
and Figure 5.9 is the tracking for the sine signal 0.01 + 0.001 x sin(|). The dash 
line and solid line represent the reference and the system response, respectively. 
These results show the NPC method with on-line model parameter modification is 
applicable for the real-time implementation of the MagLev system.
5.7 Summary
In this chapter, a magnetic levitation system test rig has been reported. It can be 
used as a platform for testing control algorithms for nonlinear, time-varying and fast 
system over the network or just using local control. This chapter has introduced 
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Figure 5.9: Experiment of sine signal 0.01 + 0.001 sin(|£) tracking of ball position 
using adaptive NPC based on direct linearization model
experiment results show that the networked predictive method is effective for NCSs.
Chapter 6
Implementation of Networked 
Control Systems Using NCS Toolbox
This chapter introduces a MATLAB/Simulink toolbox for networked control sys­ 
tems. It shows how the toolbox is designed to incorporate control schemes, network 
simulation, network interface, and plant interface. This toolbox can be applied to 
not only the simulation study but also the real-time application of NCSs. Various 
control schemes are discussed and compared within the toolbox framework. Using 
the proposed NCS toolbox, the implementation of NCSs can be fulfilled very quickly 




Networked control systems (NCSs), wherein the actuator and the sensor are con­ 
nected to the controller via a communication network, have attracted much attention 
from both theoretical studies and practical applications in recent years (Zhang et al, 
2001; Tipsuwan and Chow, 2003; Yang, 2006). NCSs provide a natural framework to 
realize distributed control, remote control and resource sharing, etc, with low cost. 
Compared to traditional control systems, however, in NCSs, the involvement of the 
network in the control loop brings some extra issues, such as how to describe the net­ 
work transmission mechanism and then how to deal with the network-transmission 
delay, data disorder and dropout, clock asynchronism, and so on (Montestruque and 
Antsaklis, 2004; Yang et al., 2003; Hespanha, 2006; He et al., 2007). These issues 
not only make the control design more complicated, but also make the system im­ 
plementation more challenging. Current research activities in NCSs can be divided 
into three categories: control system analysis and control scheme design; network 
architecture, protocol and scheduling; simulation and real-time studies.
An appropriate control scheme is vital for NCSs to achieve a desired control 
performance, which depends on a good understanding of all issues induced by 
the network. In order to verify the effectiveness of a designed control scheme, 
simulation and real-time study is necessary. NS2 (network simulation 2), http: 
//www. isi.edu/nsnam/ns/index.html, is a discrete event simulator targeted at 
networking research. It provides substantial support for the simulation of TCP, 
routing, and multicast protocols over wired or wireless and local or Internet net­ 
works. However, NS2 does not support MATLAB, which limits its application in 
control-oriented research. TrueTime (Cervin et al., 2003) is a MATLAB/Simulink 
based toolbox, which consists of a kernel block which simulates real-time environ­ 
ment I/O converters, network interfaces and event interrupts, and a network block 
where many parameters about the internal network transmission mechanism can 
be configured. However, this network block emphasizes the simulation of the inter­ 
nal network features which are not entirely appropriate or straightforward for the 
design of control schemes. NCS-sim, http : //www . Sussex . ac . uk/Users/taiyang/, 
is another toolbox by which users can visually configure the external network fea-
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tures, such as the network transmission delay, data dropout, etc. Both TrueTime 
and NCS-sim, however, are not applicable to real-time implementation. Some soft­ 
ware packages devoted to this subject have been considered by a number of authors. 
For example, Teng (2002) compared different realization of real-time control based 
on MATLAB/Simulink. Kim et al. (2006b) built up a server-client structure for 
real-time NCS, which is not based on MATLAB though.
Based on the above publications, this chapter considers a MATLAB/Simulink 
based NCS toolbox which provides a framework for both the simulation and real- 
time implementation of NCSs. Firstly, a general NCS structure is studied in detail. 
It is correspondingly divided into several parts according to their functions. Then 
these functions are realized using MATLAB/Simulink blocks as a toolbox. Thus, 
implementing a NCS becomes as easy as implementing a traditional control system. 
Moreover, with this toolbox, only little change is needed when transfer the simulation 
implementation to the real-time implementation.
6.2 Simulation and real-time implementation of NCSs
In a traditional control system, shown in Figure 6.1, the controller and the plant 
(actuator and sensor) exchange information directly. In NCSs, however, a commu­ 
nication network is placed in the middle of information exchanging channels, which 
is shown in Figure 6.2. In Chapter 4, the impact of the network on the closed-loop 
system is discussed in term of the network-induced delay, which presents challenges 
for the design of control schemes. From the perspective of the implementation of a 
NCS, the network causes the following issues:
• A simulation of the network is needed to represent the data flow on the network 
when doing NCS simulation study;
• In addition, two extra units, data receiving and data sending, are also required 
to deal with the data exchange with the network;
• A data processing unit is necessary in the whole control scheme to cope with 
the network-transmission delay, data dropout or data disorder so that it is


































Figure 6.2: Typical NCS structure.
able to provide an appropriate input to the controller or to the actuator;
• Further, the controller design has to consider the impact of network-transmission 
delay and data dropout.
6.2.1 Network simulation
A communication network can be described from two perspectives. One is by 
the internal network features including network architecture, bandwidth, protocol, 
scheduling, and so on. The other one is by the external features mainly about the 
network-transmission delay and data dropout. The external features are the result 
of the internal features. The online adjustment of the network protocol and schedul­ 
ing according to different network situation can alleviate the transmission delay and 
data dropout somewhat and thus improve the system performance. This belongs 
to the category of co-design of networks and control. Internal network features de-
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scribe the network better but require considerable knowledge of the network working 
principles. Whereas, external features are easy to obtain by doing some simple ex­ 
periments on the network. This is similar to modeling a system using state-space 
method or input-output method.
From the control point of view, network external features are of more concern 
than its internal features. Based on this, the network is simulated as follows. When 
data is sent to the network, a test is firstly taken to decide whether data is dropped. 
The occurrence of dropping is according to a specified data dropout rate. Then 
for undropped-out data, it is allocated a network-transmission delay. This delay 
indicates how long the data will wait before it is propagated out of the network. 
Network-transmission delay is usually random but with lower and upper bounds. 
After the delay is allocated, the data with its propagating-out time which is the 
sum of the current time and the allocated delay is put in a queuing buffer. In the 
end, the propagating-out time of each data in the queuing buffer is compared to the 
current time. Those data whose propagating-out time equal to the the current time 
are sent out of the network. Clearly, the buffer size is equal to the upper bound of 
the network-transmission delay. Figure 6.3 summarizes the above procedures. It can 
be seen that two features of the network, i.e., transmission delay and data-dropout 
rate, are enough to simulate the network.
In Figure 6.3, define a function
randQ
which generates a uniform distribute random number in the range [0,1]. Give the 
data dropout rate p (0 < p < 1), and then when
rand() < p,
the corresponding data is dropped out. Similarly, assume the network-transmission 
delay have lower bound a/ and upper bound au (ou > o{). Use
rand() x (au - a/) + o\
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Figure 6.3: Simulation of network.
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to get a random number between a\ and au as the random delay allocated to the 
data. Sometimes the random delay is restricted to have the property of Markov- 
chain, where the current delay depends on the previous delay and cannot increase 
more than one step. For example, let the previous delay and the current delay be 
ij (°i <i,j< GU] respectively. Then the current delay j satisfies <TI < j < i + 1- 
Moreover, the change from i to j is subject to a probability pij. Consider all these 





This is called Markov-chain matrix which can be obtained by measuring the network 
many times and should be given in advance. In each row of the Markov-chain matrix, 
the probabilities satisfy
Pij = 0, i + I < j < au
Pi,ai + Pi,vi+l + ' • ' + Pi,i + Pi,i+l = 1-
With the previous delay i and matrix {pij}, the current delay j is determined as 
follows:
0 < rand() < Pi<ai 
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6.2.2 Network interface
In Figure 6.2, the data-receiving unit and data-sending unit are composed of the 
network interface, which has the following basic functions:
• decoding or encoding the network data-packet;
• configuring target/source IP address and Socket Port number for data trans­ 
mission;
• storing received data into a receiving buffer (only for the data-receiving unit);
From the control perspective, the first function above is not needed. The second 
function is not used when considering a simulation study. The mechanism of data- 
sending unit is relatively simple. It just transfers data in the form of network packet 
to the network in time order. It is worth noting that the time-stamp information 
is usually attached to the data before it is passed to the data-sending unit. See 
Figure 6.4. In the situation without causing confusion, the integrated data (data 
and time-stamp) is still called data. When data is propagated to its destination 
(target), the data- receiving unit firstly stores it in a receiving buffer. This buffer 
has maximum size equal to au — a\ + I , which can handle the case where ou — o\ + 1 
data are propagated out of the network at the same time, these data have the 
network-transmission delay au ,cru — !,-•• ,<7(, respectively. Generally, due to the 
randomness of the network-transmission delay and data dropout, the number of 
data in the receiving buffer has the following three cases:
• one data stored;
• more than one data stored; or
• no data stored.
The contents in the receiving buffer are updated in two ways. One is that the buffer 
is emptied as long as it is accessed and read out by its next unit (data-processing 
unit; see Section 6.2.3). The other way is if the buffer is full the new coming data 
will expel the earliest stored data (noting it is not the oldest data concerning the 
time-stamp of the data). Figure 6.5 shows the procedure of data-receiving unit,
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Figure 6.4: Data sending. 
6.2.3 Control schemes
The design of a control scheme in NCSs includes not only the controller but also the 
data processing, i.e., the strategy of dealing with the network-induced issues. Here 
the data processing is of more concern. The controller design has been addressed in 
Chapter 4. Note that in some complicated control schemes, one part of the controller, 
for example the network-induced delay compensator in NPC scheme (referring to 
Figure 4.3), might be placed at the plant side.
As discussed in Section 6.2.2 about data propagating from data-receiving unit, 
the data processing unit, responsible for providing data for the controller and the 
actuator, encounters the following cases.
Casel: there is data obtained from data-receiving unit at the current time instant. 
The obtained data (one or more than one) is firstly compared to the data which 
was previously used in the controller or the actuator to determine whether the 
current received data is the latest data (by comparing the attached time- 
stamps). If the current data is latest, it is reasonable to use it in the control 
law or in the actuator, or otherwise,
Case2: if the current data is older than the previous one, the data-processing unit 
adopts one of the following strategies:
to continue providing the previous data (Strategy 1); or
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Figure 6.5: Data receiving.




















Figure 6.6: Data processing for Casel, Case2 and Case 3.
• not to provide any data, i.e., the controller or the actuator taking no 
action (Strategy 2).
See procedure flowchart in Figure 6.6. Strategy 1 implies an automatic increment 
of one step of the networked-induced delay; while Strategy 2, if applied to the 
controller side, means a dropout in controller-to-actuator network channel in future, 
and if applied to the controller side, it means a temporary unforced control on the 
plant.
CaseS: there is no data obtained from data-receiving unit at the current time in­ 
stant. Clearly, this is a special case of no newer data obtained in Case2.












Figure 6.7: Data processing for Case4.
Case4: on the other hand, based on the delay-assignment strategy discussed in 
Chapter 4, data used in the controller or the actuator is always
• to be assigned (Strategy 3)
from a storing buffer in data-processing unit according to the stability consideration 
of the closed-loop system, in despite of whether or not there is data obtained or 
whether or not the obtained data is the latest. The storing-buffer needs to keep 
obtained data within a period of time (buffer size). Referring to Chapter 4, the 
shortest time period, au + <; + 1, can make sure that there is at least one data in the 
buffer. This strategy is shown in Figure 6.7.
6.2.4 Plant interface
The plant interface, which generally includes configurations of an A/D channel for 
sensor measurement and a D/A channel for applying the control signal to an actu­ 
ator, is completely hardware-related. This means it is not considered when doing 
the simulation study. Under the NCS implementation structure presented in this 
chapter, plant interface units have no difference compared to the traditional control
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system.
When doing simulation study, the plant usually requires a much smaller calcu­ 
lation step compared to the system sampling period. Thus, between the plant and 
the rest part of the system, some rate-transmission units are needed, which can be 
treated as one kind of plant interface.
6.3 Development of NCS Toolbox
MATLAB and Simulink provide a good environment to quickly implement the sim­ 
ulation of a control system. Together with Real-time Workshop, the system can 
also be implemented for real-time applications. For the NCS, as discussed in the 
above sections, all issues introduced by the network have been characterized as some 
relatively standardized procedures. These procedures are easily realized using MAT- 
LAB codes (standard C codes), so that it is convenient to use them for simulation 
and real-time implementation of general NCSs.
The author has developed a MATLAB/Simulink-based "Networked Control Sys­ 
tem Toolbox". Its overall structure is shown in Fig 6.8. NCS Toolbox is compatible 
for MATLAB 6.5 or higher versions. With the sole NCS Toolbox, users can build 
their NCS simulation model just focusing on the design of new controllers. At this 
stage, when doing real-time implementation, the configurations of the network in­ 
terface and the plant interface are subject to corresponding hardwares of NetCon 
embedded system (see Chapter 5 for details) which has enough input-output chan­ 
nels and high speed and can be widely applied to practical control systems. Two 
versions of NetCon systems, ARM 7 and ARM 9, are supported in current NCS 
Toolbox.
6.3.1 Main contents
According to the analysis in the previous sections, NCS Toolbox is correspondingly 
classified into four parts: Network Simulation, Network Interface, Plant Interface, 
Control Schemes. In order for users to familiarize themselves with NCS Toolbox 
quickly, some Demos are also included.
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Figure 6.8: Networked Control System Toolbox.
In Network Simulation part (see Figure 6.9), two blocks, "Random delay" and 
"Markov delay", are developed to simulate networks with random transmission delay 
and Markov-chain delay, respectively. From the block interface, user should specify 
the lower and the upper bound of the delay, the data dropout rate and the Markov- 
chain matrix. A "Delay estimator" block is also comprised in this part. It calculates 
the network-induced delay. This is especially important for NPC control scheme 
where the accurate value of network-induced delay is required for generating control 
prediction sequence or choosing the exact control signal to compensate for the delay.
Network Interface (see Figure 6.10) provides two categories of data sending/receiving 
blocks for simulation and real-time application, respectively. Here UDP network pro­ 
tocols are adopted for data transferring. Except the target /source IP and Socket 
address, user also needs to specify the number of data which determines the size of 
packet transferring in the network.
In the Plant Interface (see Figure 6.11). various input-output types, for example 
AD, DA, PWM and PIO, are available. Each type might also have several channels.
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Figure 6.9: NCS Toolbox: Network Simulation.
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Figure 6.10: NCS Toolbox: Network Interface.
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Figure 6.11: NCS Toolbox: Plant Interface.
so the user needs to specify which channel is to be used. Related program codes 
about Network Interface and Plant Interface were made by author's research unit. 
Here they are encapsulated in the corresponding toolbox functions.
In Control Schemes part (see Figure 6.12), NPC controllers are designed. It con­ 
sists of "GPC predictor" block and "MPC predictor" block which use GPC (general 
predictive control) and MPC (model predictive control) methods to generate the 
control prediction sequence, respectively. In order to compensate for the network- 
induced delay, "Delay compensator" block is also presented, which is used with "De­ 
lay estimator" block in the Network Simulation part. Because NPC control scheme 
strongly depends on the model of the plant, "RLS estimator" block is incorporated 
in this part. It online modifies the model parameters using RLS (recursive least 
square) method. Another block in this part is "Data processing" in which user can 
choose different strategies discussed in Section 6.2.3.
Demos include some typical examples to demonstrate how to build a NCS model 
in MATLAB for both simulation and real-time implementation using NCS Toolbox.
6.3.2 Features
This NCS Toolbox has the following features:
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Figure 6.12: NCS Toolbox: Control Scheme.
• Generality. It can be applied to the implementation of most NCSs.
• Integration of simulation and real-time implementation. With the use of Real- 
Time Workshop, the simulation implementation can be downloaded to an em­ 
bedded hardware system seamlessly to fulfill real-time implementation.
• Visual configuration of blocks. Initialization and parameters configuration of 
blocks are fulfilled by visual operation rather than writing codes.
• Error pre-detection. When configuring blocks, some basic errors will be de­ 
tected immediately and proper prompts are also displayed.
• Help documents and demonstrations. Necessary help documents are affixed to 
each blocks. Some demonstrations of how to use the toolbox is also provided.
• Openness. This toolbox is open for future improvements and extension.
6.4 Examples
In this section, one demo in NCS Toolbox are presented here to show the convenience 
and effectiveness of using this toolbox to setup and implementation a NCS.
The control plant studied here is a servo system (Liu et al., 2006, 2007b) which 
has a transfer function model
0.05409Z' 2
- 1 - 0.2132-'2 + 0.335z~ 3
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with sampling period 0.04s. NPC control scheme is taken here and MFC method 
is used to generated the control prediction sequence. The basic controller MFC 
method depending on is designed as a P-type controller
which can guarantee the network-free system stable. The input reference is a square 
wave signal with period 20s and amplitude -40 ~ 40 degree.
Two Arm 9-based NetCon systems are used to construct the real-time implemen­ 
tation. One is for the local data acquisition with the servo system, and the other 
one is for the remote controller. Both NetCon systems communicate with each other 
via Internet.
6.4.1 Simulation implementation
The simulation model is shown in Figure 6.13. In this model, the network adopts 
"random delay" type with lower bound 0 and upper bound 10 steps, and data dropout 
rate 0.1. The "data processing" block is to continue providing the previous data if 
current data is not the latest (Strategy 1). The above plant model and controller 
should be used to configure "MFC predictor" block. Here it is assumed that unilat­ 
eral networked-transmission delay is not available, so "Delay estimator" block has 
to measure the round-trip delay and half of it is treated as the bilateral delay. The 
simulation result is shown in Figure 6.14, where the thin line is the reference and 
the bold line the output. Compared the result to the that of the local control shown 
in Figure 6.15, it can be seen that the NPC method compensates the networked- 
induced delay very well.
6.4.2 Real-time implementation
The real-time implementation model is divided into two pars: controller side and 
plant side. It is very easy to build from the simulation model just by removing 
network simulation block in Figure 6.13 and replacing "simulated sender/receiver" 
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Figure 6.15: Response of simulation implementation of local servo system.
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Figure 6.16: Real-time implementation model of networked servo system built using 
NCS Toolbox: controller side.
using input-output blocks for the practical plant. See Figure 6.16 and Figure 6.17. 
In this experiment, the servo plant is located in the University of Glamorgan, U.K., 
with IP address 193.63.131.170, and the remote controller is at the Chinese Academy 
of Sciences, China, with IP address 159.226.20.109. The system responses for net­ 
worked and local cases are shown in Figure 6.18 and Figure 6.19, respectively, where 
the thin line is the reference and the bold line the output. It can be seen that the 
NPC method gives an accept result.
6.5 Summary
This chapter has discussed the development of a MATLAB/Simulink-based NCS 
toolbox for the implementation of NCSs. With this toolbox, users can easily build 
up a simulation model for their problems, so that they can concentrate on the study 
of more advanced control schemes. Real-time implementation of NCSs is also very 
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Figure 6.17: Real-time implementation model of networked servo system built using 
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Figure 6.19: Response of real-time implementation of local servo system.
Chapter 7
Conclusion
In this concluding chapter, the major contribution of this thesis are summarized and 
some possible topics for future research are outlined.
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7.1 Major contributions
This thesis dealt with the control and implementation of time-delay systems and 
networked control systems. The latter is a special case of the former with random 
network transmission delays, data-packet dropouts, asynchronous clocks and so on.
In general time-delay systems with constant delays, the control limits of a PI 
controller for IPDT were derived in frequency-domain. These limits include the 
stability region of control parameters, gain/phase margins and ISE performance for 
setpoint tracking and disturbance rejection. Furthermore, the above control limits 
under single tuning-parameter PI control and 2-DOF PI control structure were also 
obtained.
About the implementation of distributed delay which is often included in various 
modified Smith predictor schemes, a method to estimate the minimal implementa­ 
tion steps was proposed based on the small gain theorem, where the impact of 
the other parts of the controller and the different realization of the plant on the 
estimation was also studied to improve the estimation. The result is somewhat con­ 
servative in some cases, but at least it provides a guidance to choose the practical 
implementation steps.
Aiming at the strictness of the stability condition in NPCSs where all subsystems 
of the closed-loop switched system have to share a common positive definite matrix, 
an improvement was proposed so that the network-induced delay can be assigned. 
This corresponds to the assignment of subsystem. Hence, it is possible to relax the 
stability condition. The average dwell time method was employed here to design 
the assignment.
Control of MagLev system is a challenge, especially over network. A MagLev 
test rig was built as the implementation platform. Then the NPC method based on 
different models (feedback linearization model, direct linearization model and online 
parameter-adjusting model) was tested on this test rig to show its advantage over 
other methods without using prediction.
In order to implement NCSs as conveniently as to implement local control sys­ 
tems, a MATLAB/Simulink based NCS toolbox was developed, which involves both 
simulation and real-time functions of the general issues induced by the network.
7.2. Future work____________________________________135
7.2 Future work
Further to the work in this thesis, some possible directions for future work are 
outlined.
(i) The methods used to derive the control limits of PI controllers for IPDTs can 
be extended to the first-order processes plus time delay and other general time-delay 
systems.
(ii) The estimation of the minimal implementation steps of distributed delay is a 
little conservative in some cases mainly due to the small gain theorem. A challenging 
work is to seek other robust stability criteria to obtain less conservative results.
(iii) Networked predictive control strongly depends on the plant model because 
it is directly used to construct the controller. Any inaccuracy of the model will cause 
significantly improper control. So the study of the robustness of NPCSs is a future 
issue.
(iv) Multi sensors and multi actuators are usual in the general networked control 
systems. They often have different sampling periods and different clocks. Coordinate 
these sensors and actuators is a big challenge.
(v) When using GPC method to generate the future control prediction sequence 
in NPCS, the feedback channel and forward channel network-induced delay have 
different effects on the system performance. It is necessary to study more about 
this and to derive the minimal allowable delay to guarantee the system stability in 
future.
(vi) For the studied MagLev system, the current control method need to be 
improved to bear a larger delay.
(vii) Add functions about event-driven controller and actuator to NCS toolbox. 
Keep updating NCS toolbox with more advanced control schemes.
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Appendix A
Using of NCS Toolbox
In this appendix, how to NCS toolbox is briefly presented.
A.I Network simulation
Take the "Random Delay" function as the example. Its configuration is shown in 
Figure A.I. There are four parameters to be configured: Maximum channel delay, 
Minimum channel delay, Data packet dropout probability and Sample time. The 
delay vary between the specified maximum and minimum delays. This block outputs 
"Inf" if data dropout happens. Here the delay is the integer multiplication of the 
actual time delay (in seconds) w.r.t. the sample time.
A.2 Network interface
Take the "ARM 9 UDP sender" and "ARM 9 UDP Receiver" functions as the ex­ 
ample. Their configurations are shown in Figure A.2. There are four parameters to 
be configured: Target/Source IP address, Socket port, Number of Data and Sample 
time.
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H Function Block Parameters: Random delay [5<]
Random delay simulation (mask) (link)
This block simulates the network with random delays which vary between the 
speicified maximum and minimum delays. This block ouputs "Inf" if data dropout 
happens. Here "delay" is the number of actual delay time (seconds) divided by 
Sample time.
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Figure A.I: Configuration of network simulation with random network transmission 
delay.
A.3 Plant interface
Take the "ARM 9 ADC" and "ARM 9 DAC" functions as the example. Their config­ 
uration are shown in Figure A.3. There are two parameters to be configured: Port 
number and Sample time. User can choose an analog input port from channel 0-12 
in ARM 9 ADC. Similarly, four channels 0-3 can be chosen as the analog output in 
ARM 9 DAC.
A.4 Control scheme
Take the "MFC predictor" function as the example. Its configurations are shown 
in Figure A.4. For "MFC predictor", user needs to configure the transfer func­ 
tion model (Model numerator and Model denominator, Model delay), the controller 
transfer function (Controller numerator and control denominator), the forward chan­ 
nel maximum delay (Control prediction horizon), Maximum feedback channel delay 
and Sample time. The function has three input ports. Input 1 (from top to bottom)
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0 Sink Block Parameters: ARM9 UDP sender
Network Send (mask) (link) 
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Net work Recv(ma;k) (link) 









Figure A.2: Configuration of network interface with ARM 9 UDP sender and ARM 
9 UDP receiver.
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Q Source Block Parameters: ARM9 ADC
Analog input (mask) (link)
Analog input unit for NetCon System based ARM9.There are 12 input channels so 
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Figure A.3: Configuration of network interface with ARM 9 ADC and ARM 9 UDP 
DAC.
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is the reference, Input 2 is the plant output feedback, and Input 3 is the feedback 
channel delay. This function generates the future control predictions up to the con­ 
trol prediction horizon, which is based on the past plant outputs up to the maximum 
feedback channel delay.
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S Function Block Parameters: MPC predictor
MFC predictor (mask) (link)
Input port 1 is the reference signal. Input port 2 is the plant output. Input port 3 is the 
backward channel networked delay. Input port 4 is the model parameter via online 
identification, provided that the opition "online parameter identification" is checked. 
This controller generates the prediction of future control signals up to the control 
prediction horizon, which is based on the past plant outputs up to the maximum 
backward channel delay. It is reasonable that the control prediction horizon is greater 
than the maximum forward channel networked delay. 
Here "delay" is the number of actual delay time (seconds) divided by Sample time.
Parameters
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