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TUSNA´DY’S PROBLEM, THE TRANSFERENCE
PRINCIPLE, AND NON-UNIFORM QMC SAMPLING
CHRISTOPH AISTLEITNER, DMITRIY BILYK, AND ALEKSANDAR NIKOLOV
Abstract. It is well-known that for every N ≥ 1 and d ≥ 1 there
exist point sets x1, . . . , xN ∈ [0, 1]
d whose discrepancy with respect to
the Lebesgue measure is of order at most (logN)d−1N−1. In a more
general setting, the first author proved together with Josef Dick that for
any normalized measure µ on [0, 1]d there exist points x1, . . . , xN whose
discrepancy with respect to µ is of order at most (logN)(3d+1)/2N−1.
The proof used methods from combinatorial mathematics, and in par-
ticular a result of Banaszczyk on balancings of vectors. In the present
note we use a version of the so-called transference principle together
with recent results on the discrepancy of red-blue colorings to show that
for any µ there even exist points having discrepancy of order at most
(logN)d−
1
2N−1, which is almost as good as the discrepancy bound in
the case of the Lebesgue measure.
1. Introduction and statement of results
Many problems from applied mathematics require the calculation or es-
timation of the expected value of a function depending on several random
variables; such problems are for example the calculation of the fair price of a
financial derivative and the calculation of the expected loss of an insurance
risk. The expected value E
(
g(Y (1), . . . , Y (d))
)
can be written as
(1)
∫
Rd
g
(
y(1), . . . , y(d)
)
dν
(
y(1), . . . , y(d)
)
,
where ν is an appropriate probability measure describing the joint distribu-
tion of the random variables Y (1), . . . , Y (d). Since a precise calculation of the
value of such an integral is usually not possible, one looks for a numerical
approximation instead. Two numerical methods for such problems are the
Monte Carlo method (MC, using random sampling points) and the Quasi-
Monte Carlo method (QMC, using cleverly chosen deterministic sampling
points), where the QMC method is often preferred due to a faster conver-
gence rate and deterministic error bounds. However, in the QMC literature
it is often assumed that the problem asking for the value of (1) has at the
outset already been transformed into the problem asking for the value of
(2)
∫
[0,1]d
f
(
x(1), . . . , x(d)
)
dx(1) · · · x(d).
Thus it is assumed that the integration domain is shrunk from Rd to [0, 1]d,
and that the integration measure is changed from ν to the Lebesgue measure.
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In principle, such a transformation always exists – this is similar to the way
how general multivariate random sampling is reduced to sampling from the
multivariate uniform distribution, using for example the Rosenblatt trans-
form [28] (which employs sequential conditional inverse functions). The
shrinking procedure is less critical, albeit also non-trivial1; however, the
change from a general measure to the uniform measure is highly problematic,
in particular because QMC error bounds depend strongly on the regularity
of the integrand. Note that the change from ν to the Lebesgue measure
induces a transformation of the original function g to a new function f ,
and this transformation may totally ruin all “nice” properties of the initial
function g such as the existence of derivatives or the property of having
bounded variation. This is not the place to discuss this topic in detail; we
just note that the main problem is not that each of Y (1), . . . , Y (d) may have
a non-uniform marginal distribution, but rather that there may be a strong
dependence in the joint distribution of these random variables (which by
Sklar’s theorem may be encoded in a so-called copula – see [26] for details).
We refer to [12] for a discussion of these issues from a practitioner’s point
of view.
There are two possible ways to deal with the problems mentioned in the
previous section, which can be seen as two sides of the same coin. Either one
tries to transform the points of a classical QMC point set in such a way that
they can be used for integration with respect to a different, general measure,
and such that one obtains a bound for the integration error in terms of the
discrepancy (with respect to the uniform measure) of the original sequence
– this is the approach of Hlawka and Mu¨ck [18, 19], which has been taken up
by several authors. On the other hand, one may try to sample QMC points
directly in such a way that they have small discrepancy with respect to a
given measure µ, and use error bounds which apply in this situation. This is
the approach discussed in [1, 2], where it is shown that both key ingredients
for QMC integration are given also in the setting of a general measure µ:
there exist (almost) low-discrepancy point sets, and there exists a Koksma–
Hlawka inequality giving bounds for the integration error in terms of the
discrepancy (with respect to µ) of the sampling points and the degree of
regularity of the integrand function. More precisely, let µ be a normalized
Borel measure on [0, 1]d, and let
(3) D∗N (x1, . . . , xN ;µ) = sup
A∈A
∣∣∣∣∣
1
N
N∑
n=1
1A(xn)− µ(A)
∣∣∣∣∣
be the star-discrepancy of x1, . . . , xN ∈ [0, 1]d with respect to µ; in this
definition 1A denotes the indicator function of A, and the supremum is
extended over the class A of all axis-parallel boxes contained in [0, 1]d which
have one vertex at the origin. Then in [1] it is shown that for arbitrary µ
1One may wish to avoid this shrinking, and carry out QMC integration directly on Rd
instead. One way of doing so is to “lift” a set of sampling points from [0, 1]d to Rd rather
than shrinking the domain of the function. See for example [15] and the references there.
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there exist points x1, . . . , xN ∈ [0, 1]d such that
(4) D∗N (x1, . . . , xN ;µ) ≤ 63
√
d
(2 + log2N)
(3d+1)/2
N
.
This improved an earlier result of Beck [8], where the exponent of the loga-
rithmic term was 2d. Note the amazing fact that the right-hand side of (4)
does not depend on µ (whereas the choice of the points x1, . . . , xN clearly
does). The estimate in (4) should be compared with corresponding results
for the case of the uniform measure, where it is known that there exist point
sets whose discrepancy is of order at most (logN)d−1N−1 (so-called low-
discrepancy point sets).2
A Koksma–Hlawka inequality for general measures was first proved by
Go¨tz [17] (see also [2]). For any points x1, . . . , xN , any normalized measure
µ on [0, 1]d and any d-variate function f whose variation Var f on [0, 1]d (in
the sense of Hardy–Krause) is bounded, we have
(5)
∣∣∣∣∣
∫
[0,1]d
f(x)dµ(x)− 1
N
N∑
n=1
f(xn)
∣∣∣∣∣ ≤ D∗N (x1, . . . , xN ;µ) Var f.
This is a perfect analogue of the original Koksma–Hlawka inequality for the
uniform measure. Combining (4) and (5) we see that in principle QMC
integration is possible for the numerical approximation of integrals of the
form ∫
[0,1]d
f
(
x(1), . . . , x(d)
)
dµ(x(1) . . . x(d)),
and that the convergence rate is almost as good as in the classical setting for
the uniform measure. However, it should be noted that for the case of the
uniform measure many explicit constructions of low-discrepancy point sets
are known (see [16]), whereas the proof of (4) is a pure existence result and
it is totally unclear how (and if) such point sets can be constructed with
reasonable effort.
The purpose of the present note is to show that for any µ there actually ex-
ist points x1, . . . , xN whose discrepancy with respect to µ is of order at most
(logN)d−
1
2N−1; this is quite remarkable, since it exceeds the corresponding
bound for the case of the uniform measure only by a factor (logN)
1
2 .
Theorem 1. For every d ≥ 1 there exists a constant cd (depending only
on d) such that the following holds. For every N ≥ 2 and every normalized
Borel measure on [0, 1]d there exits points x1, . . . , xN ∈ [0, 1]d such that
D∗N (x1, . . . , xN ;µ) ≤ cd
(logN)d−
1
2
N
.
The proof of this theorem uses a version of the so-called transference
principle, which connects the combinatorial and geometric discrepancy, see
Theorem 3. The novelty and the main observation of this paper lies in the
2While preparing the final version of this manuscript we learned that already in 1989
Jo´zsef Beck [7, Theorem 1.2] proved a version of (4) with the stronger upper bound
O
(
N−1(logN)d+2
)
. (However, the implied constant was not specified in his result.)
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fact that this principle is still valid for general measures µ. This observation
was previously made by Matousˇek in [23], without providing any details, but
otherwise it has been largely overlooked. In addition we shall use new upper
bounds for Tusna´dy’s problem due to the third author (for the discussion of
Tusna´dy’s problem, see §2.2). If one wants to refrain from the application of
unpublished results, one can use Larsen’s [20] upper bounds for Tusna´dy’s
problem instead, which yield Theorem 1 with the exponent d+ 1/2 instead
of d− 1/2 of the logarithmic term (see also [25]). An exposition of the con-
nection between geometric and combinatorial discrepancies, together with
the proof of Theorem 1, is given in the following section.
Before turning to combinatorial discrepancy, we want to make several
remarks concerning Theorem 1. Firstly, whereas the conclusion of The-
orem 1 is stated for finite point sets, one can use a well-known method
to find an infinite sequence (xn)n≥1 whose discrepancy is of order at most
(logN)d+1/2N−1 for all N ≥ 1. A proof can be modeled after the proof of
Theorem 2 in [1].
Secondly, while the upper bound in Theorem 1 is already very close to
the corresponding upper bound in the case of the classical discrepancy for
the uniform measure, there is still a gap. One wonders whether this gap is a
consequence of a deficiency of our method of proof, or whether the discrep-
ancy bound in the case of general measures really has to be larger than that
in the case of the uniform measure. In other words, we have the following
open problem, which we state in a slightly sloppy formulation.
Open problem: Is the largest upper bound for the smallest possible
discrepancy the one for the case of Lebesgue measure? In other words, is
there any measure which is more difficult to approximate by finite atomic
measures with equal weights than Lebesgue measure?
We think that this is a problem of significant theoretical interest. Note,
however, that even in the classical case of the Lebesgue measure the prob-
lem asking for the minimal order of the discrepancy of point sets is famously
still open3; while in the upper bounds for the best known constructions the
logarithmic term has exponent d−1, in the best known lower bound the ex-
ponent is (d−1)/2+εd for small positive εd (see [11] for the latter result, and
[10] for a survey). It is clear that some measures are much easier to approx-
imate than Lebesgue measure – think of the measure having full mass at a
single point, which can be trivially approximated with discrepancy zero. On
the other hand, if the measure has a non-vanishing continuous component
then one can carry over the orthogonal functions method of Roth [29] – this
is done in [14]. However, the lower bounds for the discrepancy which one
can obtain in this way are the same as those for the uniform case (and not
larger ones). Intuitively, it is tempting to assume that the Lebesgue measure
is essentially extremal – simply because intuition suggests that a measure
3This is known as the Great Open Problem of discrepancy theory, see, e.g., [9], page 8,
and [24], page 178.
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which is difficult to approximate should be “spread out everywhere”, and
should be “equally large” throughout the cube.
2. Combinatorial discrepancy and the transference principle
2.1. Combinatorial discrepancy. Let V = {1, . . . , n} be a ground set and
C = {C1, . . . , Cm} be a system of subsets of V . Then the (combinatorial)
discrepancy of C is defined as
disc C = min
y∈{−1,1}V
disc(C, y),
where the vector y is called a (red-blue) coloring of V and
disc(C, y) = max
i∈{1,...,m}
∣∣∣∣∣∣
∑
j∈Ci
yj
∣∣∣∣∣∣
is the discrepancy of the coloring y. We may visualize the entries of the
vector y as representing two different colors (usually red and blue). Then
disc(C, y) is the maximal difference between the number of red and blue
elements of V contained in a test set Ci, and disc C is the minimal value
of disc(C, y) over all possible colorings y. For more information on this
combinatorial notion of discrepancy, see [13, 24].
We will only be concerned with a geometric variation of this notion, i.e.
the case when V is a point set in [0, 1]d, and when the set system C is the
collection of all sets of the form G∩V , where G ∈ G and G is some geometric
collection of subsets of [0, 1]d: standard choices include, e.g., balls, convex
sets, boxes (axis-parallel or arbitrarily rotated) etc. Let disc(N,G, d) denote
the maximal possible discrepancy in this setting; that is, set
disc(N,G, d) = max
P
(disc C),
where the maximum is taken over all sets P of N points in [0, 1]d and where
C = G|P = {G ∩ P : G ∈ G}.
2.2. Tusna´dy’s problem. We denote by A (as in the previous section) the
class of all axis-parallel boxes having one vertex at the origin. The problem
of finding sharp upper and lower bounds for disc(N,A, d) as a function of
N and d is known as Tusna´dy’s problem. For the history and background of
the problem, see [6, 23, 25].
We will use the following result, which has been recently announced by
the third author [27]. A slightly weaker result [5] (with exponent d) by
Bansal and Garg has been presented at MCQMC 2016 (and is also still
unpublished). A yet weaker, but already published result (with exponent
d+ 1/2 instead of d− 1/2) is contained in [20].
Proposition 2. For every d ≥ 1 there exists a constant cd (depending only
on d) such that for all N ≥ 2
disc(N,A, d) ≤ cd(logN)d−
1
2 .
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Finally, we want to note that Tusna´dy’s problem is still unsolved; the
known (and conjecturally optimal) lower bounds are of the order (logN)d−1,
see [25]. As will become clear from the next subsection, further improve-
ments of the upper bounds for Tusna´dy’s problem would directly imply im-
proved upper bounds in Theorem 1. Note that actually Tusna´dy’s problem
also falls within the framework of “discrepancy with respect to a general
measure µ”. Given N points, let µ be the discrete measure that assigns
mass 1/N to each of these points. Then Tusna´dy’s problem asks for a set P
of roughly N/2 points such that the discrepancy of P with respect to µ is
small – under the additional requirement that the elements of P are chosen
from the original set of N points. This additional requirement also explains
why lower bounds for Tusna´dy’s problem do not imply lower bounds for the
problem discussed in the present paper.
2.3. Transference principle. It is known that upper bounds for the com-
binatorial discrepancy of red-blue colorings can be turned into upper bound
for the smallest possible discrepancy of a point set in the unit cube. This
relation is called the transference principle.
For a system G of measurable subsets of [0, 1]d, its (unnormalized) geo-
metric discrepancy is defined as
(6) DN (G) = inf
P :#P=N
sup
G∈G
∣∣∣∣∣∣
∑
p∈P
1G(p)−Nλ(G)
∣∣∣∣∣∣ ,
where the infimum is taken over all N -point sets P ⊂ [0, 1]d and λ(G) is
the Lebesgue measure of G. The transference principle, roughly speaking,
says that (under some mild assumptions on the collection G) the geometric
discrepancy is bounded above by the combinatorial discrepancy, i.e.
DN (G) . disc(N,G, d) with the symbol “.” interpreted loosely. Thus upper
bounds on combinatorial discrepancy yield upper bounds for its geometric
counterpart. This relation, in general, cannot be reversed: in the case when
G is the collection of all convex subsets of the unit cube, we have that DN (G)
is of the order N1−
2
d+1 , while disc(N,G, d) is of the order N as N →∞ (see,
e.g., [24]).
In [24, 25] it is mentioned that M. Simmonovits attributes the idea of this
principle to Vera T. So´s. It was used in the context of Tusna´dy’s problem
by Beck [6] in 1981, and is stated in a rather general form in [22]. It can be
found also in Matousˇek’s book [24, p. 20] and in [25]. In all these instances it
is formulated in a version which bounds the geometric discrepancy of point
sets with respect to the Lebesgue measure (as defined in (6)) in terms of the
combinatorial discrepancy of red-blue colorings.
However, upon examination of the proof, it turns out that the argument
carries over to the case of the discrepancy with respect to an arbitrary
measure (the only significant requirement is that the measure allows an ε-
approximation for arbitrary ε; see below). Similar to (3) and (6), we define
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the geometric discrepancy of G with respect to a Borel measure µ as
(7) DN (G, µ) = inf
P :#P=N
D(P,G, , µ),
where
(8) D(P,G, µ) = sup
G∈G
∣∣∣∣∣∣
∑
p∈P
1G(p)−Nµ(G)
∣∣∣∣∣∣ .
Note that with this definition D∗N (x1, . . . , xN ;µ), as defined in (3), satisfies
D∗N (x1, . . . , xN ;µ) =
1
ND
({x1, . . . , xN},A, µ). Below we state and prove
the transference principle in a rather general form for arbitrary measures.
The statement is similar to that in [24, 25] in the case of Lebesgue measure,
and the proof follows along the lines of [24].
Theorem 3 (Transference principle for general measures). Let µ be
a Borel probability measure on [0, 1]d and let G be a class of Borel subsets of
[0, 1]d such that [0, 1]d ∈ G. Suppose that
(9) DN (G, µ) = o(N) as N →∞.
Assume furthermore that the combinatorial discrepancy of G satisfies
(10) disc(N,G, d) ≤ h(N)
for some function h with the property that h(2N) ≤ (2 − δ)h(N) for some
fixed δ > 0. Then for every N
(11) DN (G, µ) = O(h(N)),
i.e. there exist points x1, . . . , xN ∈ [0, 1]d so that D
({x1, . . . , xN},G, µ) ≤
Ch(N).
Proof. Set ε = h(N)/N , and using (9) choose a positive integer k so large
that there exists a set P0 of 2
kN points in [0, 1]d so that D(P0,G,µ)
2kN
≤ ε. By
(11) we can find a red-blue coloring of the set P0 with discrepancy at most
h(2kN). The difference between the total number of red and blue points
is also at most h(2kN), since the full unit cube is an element of our class
of test sets. Without loss of generality we may assume that there are no
more red than blue points (otherwise switch the roles of the red and the blue
points). We keep all the red points and only so many of the blue points as
to make sure that in total we have half the number of the original points,
while we dispose of all the other blue points. Write P1 for the new set. The
cardinality of P1 is 2
k−1N . Furthermore,
D(P1,G, µ)
2k−1N
≤ ε+ h(2
kN)
2k−1N
.
To see why this is the case, note that an arbitrary set G ∈ G contains
between 2kNµ(G) − ε2kN and 2kNµ(G) + ε2kN elements of P0. Thus it
contains between
1
2
(
2kNµ(G)− ε2kN − h(2kN)) and 1
2
(
2kNµ(G) + ε2kN + h(2kN)
)
red elements of P0, and consequently between
1
2
(
2kNµ(G)− ε2kN − h(2kN)) and 1
2
(
2kNµ(G) + ε2kN + 2h(2kN)
)
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elements of P1, where the upper bound is increased by h(2
kN)/2 since we
had to add at most so many blue points in order to make sure that P1 has
the desired cardinality. Repeating this procedure, we obtain a point set P2
of cardinality 2k−2N whose discrepancy with respect to µ is at most
D(P2,G, µ)
2k−2N
≤ ε+ h(2
kN)
2k−1N
+
h(2k−1N)
2k−2N
.
We repeat this procedure over and over again, until we arrive at a point
set Pk which has cardinality N , and whose discrepancy with respect to µ
satisfies
D(Pk,G, µ) ≤ εN︸︷︷︸
=h(N)
+
k∑
j=0
h(2k−jN)
2k−j−1
≤ Ch(N),
where we have used the condition that h(2N) ≤ (2− δ)h(N). Note that the
value of C does not depend on the measure µ. This finishes the proof. 
2.4. Proof of Theorem 1. Theorem 1 now easily follows from the combi-
natorial discrepancy estimate in Tusna´dy’s problem (Proposition 2) and the
transference principle for general measures (Theorem 3) applied in the case
G = A. The only point that needs checking is whether µ satisfies the ap-
proximability condition (9) with respect to the collection A of axis-parallel
boxes with one vertex at the origin. But (9) follows trivially from the prior
result (4).
A slightly more direct way to prove (9) would be to observe that the
collection A is a VC class (its VC-dimension is d), see e.g. [13] for definitions.
This implies that [30] it is a uniform Glivenko–Cantelli class, i.e.
sup
µ
E sup
A∈A
∣∣∣∣∣
1
N
N∑
n=1
1A(xn)− µ(A)
∣∣∣∣∣→ 0 as N →∞,
where the expectation is taken over independent random points x1,...,xN
with distribution µ, and the supremum is over all probability measures µ on
[0, 1]d. This immediately yields (9).
In conclusion we want to make some remarks on possible algorithmic ways
of finding a point set satisfying the conclusion of Theorem 1. Following the
proof of the transference principle, two steps are necessary. First one has
to find the ε-approximation of µ. The existence of such a point set is guar-
anteed in the proof as a consequence of (4). However, this is not of much
practical use since the point set for (4) cannot be constructed explicitly.
However, in Corollary 1 of [2] it is proved that a set of 226dε−2 random
points which are sampled randomly and independently from the distribu-
tion µ will have, with positive probability, a discrepancy with respect to µ
which is less than a given ε. This result is deduced from large deviation
inequalities, and thus for a larger value of the constant (say 235 instead of
226) the probability that the random point set has discrepancy at most ε
with respect to µ will be extremely close to 1. We can think of ε as roughly
1/N ; for the cardinality of the random point set, this would give roughly
235dN2. Note, however, that in each iteration of the coloring procedure the
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number of points is halved; accordingly, starting with 235dN2 points leads
to a point set of cardinality N after a rather small number of steps. Admit-
tedly, by using random points for the ε-approximation the whole problem is
only shifted rather than solved; it is typically rather difficult to draw inde-
pendent random samples from a general multivariate distribution µ.
The second part of the proof (the coloring procedure) is less of a problem
from an algorithmic point of view, since in recent years much work has been
done on algorithms for actually finding balanced colorings in combinatorial
discrepancy theory. In particular, the recent bound [5] for Tusna´dy’s prob-
lem due to Bansal and Garg mentioned in Section 2 is algorithmic in the
following sense: they describe an efficient randomized algorithm that, given
a set V of N points in [0, 1]d, finds a red-blue coloring of V which has discrep-
ancy at most cd(logN)
d with probability arbitrarily close to 1. “Efficient”
here means that the running time of the algorithm is bounded by a poly-
nomial in N . In another recent preprint, Levy, Ramadas and Rothvoss [21]
describe an efficient deterministic algorithm that achieves the same guaran-
tees as the randomized algorithm from [4] for the Komlo´s problem. Since
the techniques used in [5] are very closely related to those of [4], it seems
likely that an efficient deterministic algorithm to find colorings for Tusna´dy’s
problem with discrepancy bounded by cd(logN)
d can be constructed via the
methods of [21]. Unfortunately, the stronger bound of cd(logN)
d− 1
2 proved
in [27] relies on an existential result of Banaszczyk [3], and no efficient algo-
rithm is currently known that achieves this bound.
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