Due to their low access latency, high read speed, and powerefficient operation, flash memory storage devices are rapidly emerging as an attractive alternative to traditional magnetic storage devices. However, tests show that the most efficient indexing methods are not able to take full advantage of flash memory storage devices. In this paper, we present a set of multi-level bitmap indexes that can effectively utilize flash storage devices. These indexing methods use coarsely binned indexes to answer queries approximately, and then use finely binned indexes to refine the answers. Our new methods read significantly lower volumes of data at the expense of an increased disk access count, thus taking full advantage of the improved read speed and low access latency of flash devices. To demonstrate the advantage of these new indexes, we measure their performance on a number of storage systems using a standard data warehousing benchmark called the Set Query Benchmark. We observe that multilevel strategies on flash drives are up to 3 times faster than traditional indexing strategies on magnetic disk drives.
INTRODUCTION
The technology for storing data on spinning magnetic disks has been in use for many decades. Over the years, while disk capacity has increased dramatically, the data transfer rate to and from the disks has increased at a slower pace, and the disk access latency has remained the same for most * The authors gratefully acknowledge Dr. Douglas Olson for the use of his storage allocation. We also like to express our gratitude to David Paul and Matthew Andrews for their help in working with the Fusion I/O devices. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. consumer products in recent years. The slow data transfer rates and long access latencies are bottlenecks for data analysis tools. The good news is that the technology for manufacturing flash memory for persistent storage has matured significantly, and flash memory disks are reaching the mass market. These flash memory disks use electronic circuits to store information, which provides lower access latency and faster data transfer rate. They have the potential to significantly improve the efficiency of database applications [1] .
In this work, we concentrate on a specific data analysis application: answering queries on large data sets. The straightforward solution called full scan examines all the data records to evaluate which ones satisfy the query conditions. A common acceleration strategy is to develop an auxiliary data structure called an index. The full scan requires all the records and is usually implemented with sequential data disk accesses. In contrast, answering a query with indexes typically accesses a lower data volume than the full scan, but may read the required data in a number of I/O operations. On magnetic disks, because the access latency is high, most indexing methods aggregate their read operations to reduce the number of disk accesses. On flash memory devices, with their significantly lower access latency, we design the multi-level indexes to perform the read operations in smaller chunks to reduce the total number of bytes needed.
In the remainder of this paper, we briefly describe the multi-level bitmap index in Section 2 and present a small set of timing measurements in Section 3.
MULTI-LEVEL BITMAP INDEXES
In this section, we briefly explain the multi-level bitmap indexes. The authors are in the process of preparing a more detailed write-up. Readers may also refer to reference [6] for a more theoretical discussion about the indexing methods.
A bitmap index is a database indexing technique that uses bitmaps to represent the identifiers of data records [2] . It stores the bulk of its information as bitmaps and performs bitwise logical operations to answer user queries. Because the bitwise logical operations are well-supported by computer hardware, bitmap indexes can answer queries efficiently. However, this may require several bitmaps, which can take up a significant amount of storage. The techniques for controlling index sizes include compressing each bitmap individually, and reducing the number of bitmaps needed through binning. A multi-level bitmap index employs a hierarchy of bins and encodes each level of the bins separately, as illustrated in Figure 1 .
Let A denote the column shown in Figure 1 , whose values are between 0 and 1. Based on the anticipated application needs, we choose how to bin the data. In this example, we assume four uniform bins are sufficient. These are the fine level bins. With a proper compression, the fine level index is always of modest size [5] . After the fine level index is built, we can decide how to combine the fine level bins to produce a set of coarse bins. We recommend a strategy of combining the fine level bins so that the total size (number of bytes) of the fine level bitmaps in each coarse bin is about the same. This strategy has the advantage of minimizing the worst-case time needed to answer a query [6] .
In latter tests, we use two versions of the two-level indexes named the Interval-Equality (IE) index and the Range-Equality (RE) index. Their performance is compared against two commonly-used bitmap indexes, the basic bitmap index (labeled E1) [2] and the binary index (labeled BN) [4] . We also include the projection index (labeled as Proj) because it is simple and effective for many applications [4] .
TIMING MEASUREMENTS
In this section, we report the key results from the timing measurements. The measurements are primarily collected through two commands, gettimeofday to measure the elapsed time of answering a query, and vmstat to collect the performance statistics of the I/O systems.
The tests are conducted on four different systems which we label as SATA, RAID, Fusion, and GPFS following the type of their I/O devices. To ensure all I/O costs are captured in our measurements, before answering each query, we clear all file caches by unmounting the file systems on SATA, RAID, and Fusion. On Fusion, we also remove the Fusion-io device driver to clear its cache. The system GPFS is a large shared facility and hence we were unable to clear the GPFS caches. The I/O traffic reported by vmstat on GPFS is not necessarily all due to our jobs. Fortunately, the command vmstat also reports the amount of time used by each I/O device. This allows us to evaluate the performance of I/O devices without distinguishing who initiated the I/O traffic. We start our discussion on performance measurements with the performance of I/O devices, and then discuss the overall query response time.
This set of tests uses the Set Query benchmark to measure the performance of different indexing methods [3] . It is based on common business analysis queries, and consists of one data table with thirteen columns and 1 million rows. In our tests, we scale the dataset size to contain 100 millions rows. The original benchmark contains six queries. To emphasize the performance of index operations, we only use the first four, and modify the queries to count the number of hits only. Altogether we tested 75 instances of the four different queries. Figure 2 shows a sample of reading time against the number of bytes read. These values are reported by vmstat, which gives the time as an integer measured in milliseconds. Therefore, the minimum non-zero value reported in Figure 2 is 10 −3 seconds. The reported values are the medians of actual measurements.
Read speed
Each time we use the bitmap indexes to answer a query, we use vmstat to record the performance of the I/O systems. Assume that the observed time is given by the following
where r is the number of read operations and s is the number of bytes read. From the r, s, and t values reported by vmstat, we can perform a nonnegative least-squares fitting to determine the parameters β and γ. The table in Figure 3 shows the results of this fitting. In most cases, the number of read operations requested by the OS (and reported by vmstat) has no direct relationship with the actual number of disk reads due to caching and read-ahead, and therefore, the coefficient β is assigned 0 by the fitting algorithm.
The coefficient γ is the average amount of time (in nanoseconds) needed to read a byte, the inverse of which is the read speed. Since the command vmstat reports performance per I/O device, the read speeds given in Figure 3 are the average values per device. There are 72 devices for the GPFS, and hence the aggregated read speed is 2,182 MB/s.
Range query performance
The table in Figure 4 shows the summary for queries involving range conditions, Q4 of the Set Query Benchmark [3] . We include information on the four different test systems and five different indexing methods (labeled Proj, BN, E1, IE and RE). Overall, the test took the the least amount of time on Fusion because it has the fastest I/O system and the fastest CPU.
Among the five indexing methods, index E1 required the least amount of time on the disk based storage systems, SATA, RAID and GPFS. However, the overall minimum time was achieved with index IE on the flash memory system Fusion. On this flash memory system, the two-level indexes IE and RE are nearly twice as fast as the index E1, because both IE and RE require no more bitmaps to answer a query than E1 and take less time to combine these bitmaps than IE as well. The disadvantage is that the two-level indexes access these bitmaps in smaller chunks, which require more I/O operations. On the disk based storage systems, each I/O operation incurs a much longer access latency, and therefore, the total query processing time actually increases. However, on flash memory storage systems, where the access latency is much lower, the benefit of reduce the number of bitmaps needed to answer a query is much more prominent.
To answer some instances of Q4, using the two-level indexes has an even larger performance benefit. For example, to answer the first instance of Q4, using E1 took 1.8 sec on SATA and 1.7 sec on Fusion, using IE took 1.5 sec on SATA and 0.6 sec on Fusion, and using RE took 1.1 sec on SATA and 0.5 sec on Fusion. With E1, the CPU time dominates the query response time, and therefore using a faster I/O system did not significantly decrease the query response time. Switching to the two-level indexes on SATA reduced the total query response time somewhat, while further switching to a faster I/O system reduced the query response time by a factor of 3 compared with E1 on SATA.
SUMMARY AND FUTURE WORK
In this paper, we present a set of multi-level bitmap indexing methods and examine their performance on different I/O systems, including a new flash memory storage system from Fusion-io. This storage device is connected directly to the PCIe bus, which results in an extremely fast read speed and a very low access latency. The new indexes are designed to reduce the volume of data read into memory in order to answer a query, by breaking the read operations into smaller chunks. This design choice takes full advantage of the reduced access latency of the flash memory devices. However, since the new indexes reduce the volume of data as well as the amount of computation needed to answer a query, they are potentially useful on any storage system.
In terms of the total query response time, the intervalequality index was only 6% faster than the basic bitmap index with the flash memory storage device. This is because most of the queries in the Set Query Benchmark involve only equality conditions that are particularly well suited for the basic bitmap index. However, in cases involving range conditions, where many bitmaps are needed to answer a query with the basic bitmap index, the two-level indexes were observed to be 3 times faster.
