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I. INTRODUCCIÓN 
El uso de algoritmos y el mercado de los datos es cada vez 
mayor y seguirá creciendo porque, para quienes mantienen que el 
cálculo numérico puede sustituir a muchas facetas del quehacer 
humano, la ambición es reprogramar el mundo acorde con este sis-
tema, aunque las consecuencias se registren en todos los ámbitos, 
desde los negocios hasta la política. Estos cambios se fraguan al 
margen de la ciudadanía y de la sociedad libre que, si no partici-
pa, no podrá controlar el proceso. 
El “todo gratis” a que invita la Red tiene muchos aspectos 
ocultos. Las plataformas ofrecen mejores servicios con un mayor 
uso y una mejor captación de usuarios, entendidos éstos como datos 
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servicios y ordenar las preferencias. Bajo la premisa de que más 
datos producen mejores algoritmos y mejores servicios, el usuario 
se ha convertido en el producto con el que se comercia.
Mientras, la sociedad mantiene una fascinación por los re-
sultados algorítmicos, cuyo cálculo programado aparenta la infa-
libilidad, sin que se registre ni crítica ni sospecha sobre los re-
sultados. Los criterios de programación, los datasets con los que 
se ensayan, la búsqueda de la mejor respuesta y no de la perfecta, el 
orden por el que nos presentan la información los buscadores que-
dan fuera de la sospecha ciudadana. Los algoritmos provocan efec-
tos adversos y no deseados, introducen sesgos y discriminaciones, 
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y pueden atentar contra derechos fundamentales. Todo ello en un 
sistema opaco, guardado celosamente por las empresas tecnológicas 
que no dan a conocer ni el proceso ni los criterios de aplicación 
del algoritmo y, por tanto, impiden que se realicen auditorías y 
(439741*884'7*8:8)*æ(.*3(.&85&7&1&86:*34-&>)*9*((.É33.
corrección posible. 
La personalización de los servicios ha llevado a entender 
esta comunicación como creíble y persuasiva porque los conteni-
dos que se nos ofrecen encajan a la perfección con nuestros gustos 
y deseos, sobre todo desde que se suman las coordenadas espacio 
temporales a través de la telefonía móvil. Todo ello cuando olvi-
damos a menudo que tiene efectos en los órdenes social y político.
II. LA BURBUJA DE FILTROS
La web se personaliza y refuerza nuestras creencias previas 
según un proceso que Eli Pariser (2017) ha denominado la “burbu-
/& )*æ19748ů :3 *+*(94 *3 6:* *1 &1,47.924 8*1*((.43& 1&8 .3-
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anteriores, la geolocalización, o las preferencias en cualquier 
9.54 )* 8*1*((.43*8Ű 48æ19748 6:* &51.(&3 ':8(&)47*8 > 49748
algoritmos están marcados por nuestra forma de acercarnos a la 
realidad, en función de los datos indexados en el sistema y en los 
cambios de los algoritmos fruto de su propia experiencia. Por ello 
repercuten en la información que recibimos, en la percepción de 
la innovación, en la comunicación humana marcando parámetros y 
también limitaciones (Kahneman, 2011). Con los años, el fenómeno 
se ha vuelto más extremo ya que también se consideran las noti-
cias y contenidos escogidos por personas cercanas como amigos o 
familiares, acabando así con la idea de una web que ofrecía infor-
mación de forma abierta, descentralizada y no jerárquica. De esta 
forma, el autor mantiene que, a una mayor automatización de los 
procesos, debemos prestar más atención al diseño inicial y a su 
desarrollo. 
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Junto a ello, el informe de Pew Research Center (Rainie & An-
derson, 2017) llama la atención sobre el conocido como ‘efecto bur-
buja’, que reduce la diversidad en el acceso a la información, y que 
se acentúa conforme los algoritmos van teniendo más información 
sobre los usuarios. La lógica de selección de los resultados con-
duce a la eliminación de algunos y la prioridad de otros, según 
los registros del comportamiento y las elecciones de los usuarios 
>ů5479&394ů)&3:3&;.8.É32:>1.2.9&)&>(43æ72&947.&)*1&8
ideas propias, las más buscadas. Mientras, nos hacemos menos sen-
sibles a la información manipulada o sesgada. 
1*+*(94 9&2'.À38*(434(*(424 8*8,4)*(43æ72&(.É3>
produce la sensación de que nuestro pensamiento es dominante por 
la ausencia de puntos de vista diferentes, algo que limita e in-
cluso destruye el debate social. Se automatiza la reproducción 
por encima de la creatividad que supondría imaginar una solu-
ción nueva, una imagen diferente, un conocimiento distinto. Se 
suma a la facilidad con la que seleccionamos ideas, pensamientos 
>1*(9:7&8&æ3*8&3:*897&.)*414,Ä&)*2&3*7&6:*ů&2*3:)4ů348
creamos una burbuja propia con la que rechazamos la disonancia 
cognitiva. La falta de un currículum crítico y de la necesaria al-
+&'*9.?&(.É32*).¹9.(&>).,.9&1ů /:394&1æ1974':7':/&ů5*8&3
sobre una ciudadanía poco activa a la hora de informarse. No puede 
extrañar, por tanto, que la mayoría de las personas (52%) nunca o 
muy pocas veces cambien su opinión respecto a problemas sociales 
de importancia (Edelman Trust Barometer, 2017).
III. ESTUDIO DE CASO: NUEVAS FORMAS DE MANIPULACIÓN 
Y PROPAGANDA
El acceso a la información a través de Internet oculta formas 
de manipulación que, si bien no son nuevas, pasan desapercibidas 
para la ciudadanía e incluso para muchos lectores avezados. Una 
situación que no es nueva, sino que se adapta al contexto actual, 
al estilo de la profecía orwelliana: “Quien ostenta el poder no es 
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importante, siempre y cuando la estructura jerárquica se mantenga 
siempre igual” (Orwell, 1983, p. 173).
&*897&9*,.&*39743(&(431&2&3.5:1&(.É3*.3ç:*3(.&.3-
detectable que denunció Vance Packard (1964) en “Las formas ocul-
tas de la propaganda” —de 1957— cuando desveló que las grandes 
corporaciones empleaban ya diferentes técnicas de control de las 
personas sin su conocimiento. De la misma forma, trasladó su aná-
lisis al terreno de la política, en un capítulo que encabezó con 
esta cita de Kenneth Boulding, de la Universidad de Michigan: “Po-
demos concebir un mundo dominado por una tiranía invisible que 
utilice las formas del gobierno democrático”.
La libertad en Internet, según el informe de Freedom House 
20173, lleva siete años en caída libre a causa de la manipulación de 
la información a través de redes sociales, ya que en un total de 30 
países —siete más que en el periodo anterior— se detectó alguna 
forma de manipulación sobre la información en Internet, y en to-
dos los casos la intención de los gobiernos, según el informe, era 
.3ç:.7*31&45.3.É35Î'1.(&3&(.43&1ů*.3(1:84*3&1,Î3(&84
se intentó expandir esos intereses al extranjero. En 18 países las 
prácticas de manipulación y desinformación afectaron a los re-
sultados electorales —entre ellos se encuentra Estados Unidos— 
con daños a la capacidad de la ciudadanía para elegir a sus líderes 
por informaciones veraces. Estados Unidos es uno de los siete paí-
ses que se suma a la lista de la manipulación informativa a través 
de Internet, donde los debates y la opinión pública se orientan por 
esa información considerada veraz.
IV. LA DESINFORMACIÓN Y LAS NOTICIAS FALSAS
Data & Society, el instituto de investigación de Nueva York 
que analiza el impacto de los datos en la sociedad y la cultura, en 
su informe Media Manipulation and desinformation online, señala 
3 El informe ha analizado la situación entre junio de 2016 y mayo de 2017 de sesenta y cinco 
países del mundo, que representan a la gran mayoría de los internautas (el 87%).
ALGORITARISMOS 335
entre los responsables de la manipulación informativa a los gru-
548)*4).4ů(4385.7&34.(48ů9741*8ů.3ç:*3(.&)47*8>541Ä9.(48
porque sus acciones dibujan un escenario de desinformación y 
5À7).)&)*(43æ&3?&)*1&8&:).*3(.&8ů6:*(43):(*&17.*8,4)*
la radicalización. El fenómeno, que no es nuevo, tiene ahora una 
nueva escala global través de las redes sociales, donde se registra 
el eco de los contenidos y la polarización del grupo, un fenómeno 
documentado: cuanto más accedan a páginas de contenido partida-
rio más resultados similares les devolverá el buscador (Del Vica-
rio et al., 2016)
La lucha contra las fake news ha conducido a propuestas que, 
en su mayoría, se convierten en nuevos modelos de control para 
Internet, en formas de censura oculta (Navarro, 2018). La alarma y 
la presión social llevó a Google a anunciar en abril de 2017 que 
7*&1.?&7Ä&(&2'.48*38:&1,47.9245&7&6:*&ç47&7&2¹8(439*3.-
)4æ&'1*ů5*7494)4*11488*-&397&):(.)4*31&5*3&1.?&(.É3)*
sitios web alternativos como WikiLeaks, Alternet, Global Resear-
ch, Consortium News e Amnesty International, según datos de World 
Socialist Web Site4,h6:*9&2'.À3-&)*3:3(.&)4que se ha converti-
do en “blanco de los nuevos métodos de evaluación de Google”.
En concreto, Google anunció medidas como ya probadas y de 
aplicación directa: la actualización de los algoritmos para pri-
mar la credibilidad de los contenidos, la mejora de la evaluación 
de las búsquedas, la inclusión de las opiniones de los usuarios, 
&8Ä(4241&;*7.æ(&(.É3)*148)&948Ű478:5&79*ů&(*'4409&2-
bién se comprometió anunciando un tutorial para detectar noti-
cias falsas, completar las publicaciones con noticias relaciona-
)&85&7&&5479&7497485:3948)*;.89&W>1&;*7.æ(&(.É3)*148
datos y las denuncias de los usuarios que sirvieran para mejorar 
148æ19748Ű
V. EL CONTROL DE LOS DATOS, EL CONTROL DE LOS 
4 https://www.wsws.org/es/articles/2017/07/31/goog-j31.html.
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USUARIOS
La explotación de los datos como modelo de negocio pasa por 
una política oculta de máximo control de los usuarios que con-
trasta con la falta de control del propio modelo que permite posi-
bilidades de vigilancia de la ciudadanía que no se habían regis-
trado jamás hasta ahora, sobre todo por las formas ocultas de la ti-
ranía que acompañan su explotación sistemática y de gran escala. 
En muchos casos, las medidas propuestas para contrarrestar 
sus efectos no pasan de la defensa de privacidad. Tanto la ONU, en 
2013, como el Parlamento Europeo, en 2016 han legislado sobre la 
inviolabilidad del derecho a la privacidad. La Asamblea General 
de las Naciones Unidas a través de la resolución 68/167 reconoció 
la importancia de este derecho en Internet e inició una línea de 
97&'&/4*.3;*89.,&(.É3&(:>4+7*39*æ,:7&*17*1&947*85*(.&1
sobre el derecho a la privacidad, 48*5-h&33&9&(.ůquien a su lle-
gada al cargo, ya denunció el carácter orwelliano del acceso a los 
datos y el volumen de información privada que manejan las grandes 
corporaciones tecnológicas. Por su parte, el Parlamento Europeo 
elaboró el Reglamento General de Protección de Datos, ya vigente, 
en el que se contemplan multas que pueden alcanzar hasta el 4% de 
la facturación de las grandes empresas. En paralelo, buscadores 
como Google lanzaban como solución al problema el cifrado de ori-
,*3&)*89.34)*1&.3+472&(.É3ů&æ3)**;.9&7*174'4)*)&948Ű
Ahora, en tiempos post Snowden, el poder de las plataformas y 
la mala gestión de los datos se considera una falla de la economía 
política y del autoritarismo de muchos Estados los efectos sobre 
la gobernabilidad, pero durante años la tónica dominante ha sido 
la omisión del problema y su olvido, más que la ignorancia.
VI. EL EFECTO ELECTORAL DE LOS ALGORITMOS DEL VOTO 
Y DE LA INFORMACIÓN
Todos los sistemas electorales tienen sus propios algorit-
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mos, si se interpreta así el efecto de las diferentes legislaciones 
sobre los resultados y la conversión del voto en escaños, ya que 
las propias reglas de cálculo terminan siendo decisorias para el 
reparto de poder entre las diferentes opciones que concurren a las 
*1*((.43*85476:**89*(¹1(:14*8ů&æ3)*(:*39&8ů*8*3(.&15&7&
la asignación de la representación política. 
&;.8.É3)*82.9.æ(&)47&)*1&8*1*((.43*8)*!&3*>'74:(0
Pűg	Q8.39*9.?&*8*)*8&5*,4(.:)&)&346:*8*2&3.æ*89&*3574-
testas callejeras, las tendencias de contestación y de crítica al 
54)*76:*8*8:(*)*354741&8)*8)*űgg>)*æ*3)*1&7*57*8*3-
tación política por azar para llegar a una democracia mejor, en 
un momento en que las grandes corporaciones concentran un poder 
descomunal, tanto económico como político, frente a organizacio-
nes políticas que se van atomizando y dispersando. Por eso, a la 
-47&)*-&'1&7)**1*((.43*8>1&*)ů&7)43Pűgů5ŰQ&æ72&
con claridad: “Hablar de política de internet sin examinar la es-
tructura de los algoritmos, es como hablar de la democracia sin 
interesarse por las leyes electorales”. 
Con las herramientas de medición en Internet se buscan fór-
mulas para la predicción de los resultados electorales. La prime-
ra investigación sobre el tema (Lui, Metaxas & Mustafaraj, 2011) 
no arrojó resultados concluyentes, pero facilitó la evaluación de 
1&8-*77&2.*39&8*=9*73&8*39À72.348)**æ(&(.&)*(&7&&*89&8
predicciones. Epstein y Robertson (2015) han investigado los re-
sultados de búsqueda de diferentes usuarios para determinar si 
'*3*æ(.&3&(&3).)&948*1*(947&1*8W14-.(.*743&97&;À8)**=5*-
rimentos controlados en los que entre el 50 y el 60 % de los parti-
cipantes cambiaron su voto hacia el candidato que aparecía como 
primer resultado de un motor de búsqueda; además, entre el 99,5 y el 
75 % de estas personas no tuvieron consciencia de que los resulta-
dos estaban manipulados. Los autores aseguran de que Google tiene 
posibilidad de cambiar el resultado del 25 % de las elecciones na-
cionales de diferentes países del mundo sin que nadie advierta si 
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se produce una manipulación en los resultados. Epstein y Robert-
843PűgQ&1*79&74384'7**18.89*2&>11*,&743&)*æ3.7*1+*(94
Manipulador del Motor de Búsqueda o Search Engine Manipulation 
Effect (SEME) del que aseguran que es uno de los mayores efectos 
sobre el comportamiento humano que se haya sistematizado: pasa 
desapercibido para los usuarios, quienes interpretan los resul-
tados de una búsqueda como excelentes. Es decir, es una fuerza de 
.3ç:*3(.&6:*348*5:*)*5*7(.'.7ů6:*9.*3*:3.25&(94*3472*>
por tanto, un poder sin precedentes. 
Poco tiempo antes, en un experimento aleatorio controlado, 
Facebook envió mensajes de movilización política a 61 millones 
de usuarios para que participaran en las elecciones legislati-
;&8 3479*&2*7.(&3&8 )* űgűŰ 1 7*8:19&)424897É 1& .3ç:*3(.&
en el comportamiento del voto, en la búsqueda de información y en 
la autoexpresión política, no sólo en los receptores de los men-
sajes sino que también alcanzó a los amigos de los usuarios y a 
los amigos de amigos (Bond et al., 2012) hasta provocar que 340.000 
personas votaran al candidato que no habrían votado de no haber 
recibido el mensaje. 
El informe Freedom in the Worldhűg
 recoge que setenta y un 
países sufrieron mermas en derechos políticos y libertades civi-
les a lo largo de 2017, como un síntoma de la amenaza a la demo-
(7&(.&>)*17*974(*84)*1&1.'*79&)Ű1)&942¹88.,3.æ(&9.;4
es la retirada de Estados Unidos como ejemplo de democracia en el 
mundo, después de que se acelerara la caída de derechos políticos 
y libertades civiles a lo largo de 2017 a causa de la violación de 
los estándares éticos de la administración y la reducción de la 
transparencia del gobierno.
VII. ALGORITMOS EN EL ACCESO A LA INFORMACIÓN
Profundizar en el funcionamiento y los efectos de los algo-
ritmos choca con la lógica mercantilista y de apropiación con que 
han desarrollado el modelo las grandes empresas tecnológicas. En 
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avanzadilla, Google desarrolló su algoritmo PageRank otorgando 
a las páginas web un valor que se basaba en los vínculos de otras 
5¹,.3&87*1&(.43&)&8>*31&(1&8.æ(&(.É3)**89&8Î19.2&8ů(43
el que logró su posición de predominio en el mercado. La empresa 
explica la automatización del procedimiento en una web5, a la vez 
que advierte de los cambios que realiza en algoritmo en función de 
propuestas de sus equipos de trabajo6, a partir de doscientas mil 
variables.
Desde 2013, Google utiliza un algoritmo semántico, Hummin-
gbird, diseñado para el análisis del lenguaje natural o búsqueda 
conversacional. Con este nuevo algoritmo, la compañía actuali-
zó los criterios incorporando la relevancia social, los factores 
personales, la calidad del contenido y los enlaces, así como la se-
lección del usuario sobre uno de los resultados. Dos años después 
Google implementó el componente RankBrain, apoyado en la Inte-
1.,*3(.&79.æ(.&1>*1&:94&57*3).?&/*ů(43*16:*8*&3&1.?&3
un quince por ciento de las búsquedas, cuando incluyen términos 
coloquiales, frases complejas o neologismos, para anticiparse a la 
intención del usuario. Entonces también incluyó la herramien-
ta de código abierto TensorFlow, que aplica el modelo matemáti-
co Word2Vec, con el que se inicia el aprendizaje de conceptos a 
partir de las lecturas de artículos para detectar similitudes en-
tre conceptos, orientado a representar y extraer conocimiento, la 
traducción automática, la formulación de preguntas y respuestas 
(Mikolov et al., 2013).
Esta ingeniería algorítmica tiene enorme importancia por-
que Google se ha consolidado como el principal motor de búsqueda 
no sólo por las elevadas cifras de su uso directo en el mercado 
—el 83% de los norteamericanos usan este motor de búsqueda (Pew 
Research Center, 2012)—, pero también porque hay otros motores7 y 
5 https://www.google.com/search/howsearchworks/.
6 En junio de 2017, la Comisión Europea sancionó a Google con 2420 millones de euros por 
redirigir las búsquedas hacia su portal comercial Google Shopping.
7 Eigenstate, Klout, Cinematch, Appinions, kdp Select, Perlin Noise son otros algoritmos que 
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servicios que extraen su información de este buscador en lugar de 
desarrollar uno propio.
VIII. LA DIMENSIÓN SOCIAL Y SUS ALGORITMOS
En el ecosistema digital, las lógicas profesionales se trans-
forman no sólo por las nuevas posibilidades tecnológicas sino por 
la dimensión social porque, a efectos prácticos, las adhesiones 
sociales a los contenidos se interpretan como lo relevante. Esto 
(43):(*&:3)4'1*8.89*2&)*æ197484'7*148(439*3.)48>&6:*ů
por encima de la decisión inicial de lo noticioso por parte de un 
colectivo profesional, terminan sufriendo la aceptación o rechazo 
de estas acciones por parte de los usuarios en su papel de prosumi-
dores (McLuhan y Nevitt, 1972; Tapscott, 1997), que adoptan el papel 
de gatekeeper colectivo. 




que también se aplica en el caso del Social Media8. La cuestión es 
84(.&18.*39*3)*248*1æ1974':7':/&'&/41&9*47Ä&)*1&*85.7&1
del silencio de Noelle Neumann (1995). La investigación sobre los 
efectos de contagio emocional en las redes, así como la rapidez 
de propagación de las fake news, o los sesgos algorítmicos dejan 
claro que el sistema precisa todavía una revisión para mejorar la 
precisión. 
El reciente caso de Cambridge Analytica ha mostrado la capa-
(.)&))*44,1*4)*&(*'4405&7&.3ç:.7*31487*8:19&)48*1*(-
torales. Esa empresa declaraba en su página web que usaba el aná-
lisis de datos en sus campañas comerciales y políticas para ‘cam-
biar el comportamiento de la audiencia’ y mencionaba que había 
manejan buscadores y plataformas.

&(*'4405:'1.(&)*8)*űg.3+472&(.É35&7&97&9&7)*(1&7.æ(&7(É24+:3(.43&*3:3
informe titulado Trending Review GuidelinesV -9958VUU+'3*<87442:8Űæ1*8Ű<47)57*88Ű
com/2016/05/full-trending-review-guidelines.pdf.
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trabajado en más de cien campañas políticas en los últimos 25 años. 
La compañía compró los datos y la información de 265.000 usuarios 
8.38:(438*39.2.*394>(43æ3*8*1*(947&1*8ů>&6:**3;.É348É14
publicidad personalizada sino noticias falsas a través de Face-
book durante la campaña presidencial norteamericana. El escán-
dalo que comenzó en marzo de 2018 ha forzado a Facebook a revisar 
la política de privacidad y la gestión de la información personal 
de sus usuarios. Cambridge Analytica ha anunciado su cierre tras 
el escándalo por la pérdida de clientes y por los costes judiciales 
que supondrá.
IX. EMPRESAS TECNOLÓGICAS O MEDIOS DE COMUNICACIÓN
La sociedad de masas y los medios masivos desarrollaron fór-
mulas para la gestión de la comunicación y la opinión pública en 
un espacio único de comunicación en el que era posible mantener 
el criterio editorial sobre lo relevante en lo político, lo eco-
nómico y lo social. Ahora que Google ambiciona organizar toda la 
información del mundo también utiliza un criterio editorial, ya 
que prioriza determinados contenidos en función de los gustos de 
los contactos y conocidos o de otras variables de elección pro-
pia. Desde 2014, también Twitter prima el resultado del algoritmo 
sobre el criterio temporal, al margen de la decisión del usuario. 
Todo ello representa la editorialización algorítmica de gran im-
pacto en la opinión pública y en la cultura. 
La falta de transparencia de estos servicios oculta informa-
ción sobre la procedencia y el tratamiento de la información y, por 
supuesto, del algoritmo, considerado como un secreto industrial 
(Cadon, 2017, p. 39). Mientras se ha generalizado el uso de herra-
mientas cada vez más capaces y de menor coste, el acceso a los datos 
es privativo, sin que se garantice la “gobernabilidad algorítmi-
ca” (Rouvroy y Berns, 2013) como el modo de regular las conductas 
y las repercusiones que tiene sobre la obediencia de las personas.
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X. EL DOBLE JUEGO: DEL SECRETO INDUSTRIAL AL CRITERIO 
EDITORIAL
Las grandes corporaciones tecnológicas como Google han ve-
nido defendiendo la neutralidad de los algoritmos que utilizan, 
exigiendo una fe ciudadana a cambio de una nula o escasa trans-
parencia. El orden de presentación de resultados tiene un gran 
54)*7)*.3ç:*3(.&84'7*(438:2.)47*8>(.:)&)&348ů9&3945&7&
compras como para elecciones políticas, según numerosos estudios 
como los de Urueña-López et al. (2011) o en Anduiza et al. (2012), 
sin que se pregunten por los criterios de dicha presentación pero 
1&82À97.(&8)**89&85¹,.3&8843:3&2&3*7&)*(&1.æ(&79&394
a las personas como a sus acciones y tanto sobre el principio que 
las motiva como sobre los comportamientos que promueven (Becker 
y Stalder, 2009). Matthew Fuller (2003) reclama el análisis crí-
tico y humano de los algoritmos a partir de la transparencia de 
su funcionamiento y condiciones de verdad, de la relación con el 
software social, el enriquecimiento de conexiones y la promoción 
de su uso. 
Desde 2015, Facebook incluye un servicio llamado Instant Ar-
ticles, capaz de alojar contenidos producidos por cualquier medio 
de comunicación y difundirlos de una forma atractiva, pensando 
sobre todo en el consumo móvil. Los medios ceden así el control 
sobre la distribución de la información en Internet, a cambio del 
rastreo que hace Facebook del comportamiento de los usuarios, 
donde los algoritmos ejercen el control y la Red adopta el papel de 
editor, en el rol de editor de un medio de comunicación, al juzgar 
la importancia de las noticias e informaciones, y tomar decisio-
nes sobre acceso, expresión o bloqueo de contenidos y sin asumir 
las responsabilidades que conlleva en la protección del derecho 
a la información (Cetina, 2016, pp. 178 y 156). Facebook se ha pre-
sentado siempre como una empresa tecnológica, aunque admite que 
57*89&:38*7;.(.4*31&).897.':(.É3)*349.(.&88.3(&1.æ(&78*
de editora (Roberts, 2016; Segreti, 2016) y tiene una audiencia muy 
superior a cualquier medio. De la misma forma, en el caso de Goo-
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gle hay tribunales norteamericanos que han fallado a favor de la 
protección de la ordenación de resultados que ofrece Google, al 
amparo del ejercicio de la libertad de expresión9.
XI. ÉTICA Y TRANSPARENCIA
1æ1974':7':/&8*7*,.897&*394)48148':8(&)47*85*74
el de mayor impacto es el de Google, por su volumen de accesos y 
porque los propios medios se adaptan a las exigencias de este por-
9&1>(43æ,:7&38:8(439*3.)488*,Î38:8(7.9*7.48Ű&7.8*7Pűg	Q
propone que los algoritmos de estas plataformas funcionen de modo 
compensatorio para respetar la pluralidad de visiones en el ac-
ceso a la información. La transparencia exigible a estas corpora-
ciones pasa por entender no sólo la complejidad del sistema y su 
potencial como ejercicio de control ciudadano (Pariser, 2011, pp. 
231 y 327). Pero la ciudadanía, desorientada ante fórmulas algo-
rítmicas desconocidas y aplaudidas como infalibles, no encuentra 
&19*73&9.;&8(1&7.æ(&)47&8Ű&38É14.2*.11> PűgQ-&5:-
'1.(&)4:3&8.3).(&(.43*85&7&4947,&7(43æ&3?&&:3&1,47.924V
1. Sus creadores han aclarado el resultado que buscan, y es 
548.'1*6:*4'8*7;&)47*8*=9*7348;*7.æ6:*3*8*7*8:19&)4Ű
2. El éxito es medible.
3. Los objetivos de los creadores del algoritmo están alinea-
dos con los objetivos de los consumidores del algoritmo.
4. ¿Permite el algoritmo llevar a sus creadores y usuarios a 
una mejor toma de decisiones a largo plazo? 
La transparencia debería corregir las opacidades del sis-
tema. De una parte, porque en la experiencia del usuario no se 
2:*897&1&9*(3414,Ä&6:*1&-&(*548.'1*ů3.*1*+*(94)*æ1974Ű
9 Sin embargo, el informe interno de la Comisión Federal de Comercio de Estados Unidos 
de 2012 concluye que el orden de búsquedas facilitado por Google prima los intereses 
económicos propios sobre los de sus competidores. En la Unión Europea se siguen acciones 
antimonopólicas.
344 ASPECTOS ÉTICOS DEL USO DE ALGORITMOS EN EL ACCESO A LA INFORMACIÓN E IMPACTOS EN LA CIUDADANÍA
De otra, porque la manipulación algorítmica al ser instantánea 
es también indetectable y no deja rastro —se hace muy difícil de 
combatir—. Es más, el nivel de manipulación que se puede alcanzar 
es mucho mayor de lo que nunca se ha registrado. Por eso, el infor-
me de Pew Research Center (Rainie & Anderson, 2017) considera im-
prescindible, a la vista de la creciente importancia e impacto de 
los algoritmos, la formación sobre su diseño y funcionamiento así 
como sobre sus implicaciones, no sólo por la cantidad de opera-
ciones que realizan a diario sino por la percepción que se produce 
alrededor de sus resultados
La Association for Computing Machinery US Public Policy Cou-
ncil (USACM, 2017) ha propuesto siete principios para el control de 
los algoritmos: la concienciación sobre los posibles sesgos pre-
sentes en sus procesos; la impugnación y compensación por el uso 
de los algoritmos; la responsabilidad de las decisiones adoptadas 
a través de su uso; la transparencia sobre los procesos y decisio-
nes, especialmente de cara al sector público; el control de la cap-
tación y procedencia de los datos con su revisión pública (aunque 
9&2'.À3æ,:7&:3&+472&7*897.3,.)&&*=5*7948QW1&548.'.1.)&)
de auditar los resultados, y, por último, la validación y la prueba 
para conocer el impacto discriminatorio de sus fórmulas10. 
La ética de los algoritmos supone que su fórmula debe ser 
transparente, o sea, permitir auditorías sistemáticas sobre sus 
cambios u operaciones, incluso sometido a controles ciudadanos 
(Cadon, 2017, p. 41), pero también que deben ser leales y justos, evi-
tar la discriminación. Las exigencias no terminan ahí: si se trata 
de un algoritmo de uso online, hay que tener también en cuenta 
las API (Application Public Programming Interface) públicas por-
que condicionan tanto la recolecta de datos como aplicar técnicas 
comerciales.
10  IEEE ha creado un grupo de trabajo y una propuesta de estándar para tratar el tema de la 
ética, el sesgo y la transparencia en los algoritmos (Koene, 2017)
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CONCLUSIONES
La gobernabilidad algorítmica permitiría la transparencia, 
la supervisión colectiva por parte de los usuarios y empresas so-
bre su funcionamiento, y el desarrollo de una actitud responsable 
ante el uso de la información, o sea, la prevención del abuso y del 
control, porque la automatización de la gestión de la información 
nos hace vulnerables a la manipulación de nuestras percepciones 
y ataca a los principios democráticos. La selección de la informa-
ción que realizan los buscadores cambia nuestra agencia, nuestras 
posibilidades de elección y escapan a nuestro control. Por eso, 
es necesario plantear si la ciudadanía, el poder legislativo o el 
judicial deben tener voz a la hora de decidir las prioridades que 
selecciona un algoritmo. 
La decisión sobre cuáles son los datos públicos es central en 
el sistema. Una formulación política que debería estar respaldada 
por un contexto jurídico institucional porque hay mucho por de-
cidir sobre qué datos, de qué forma y con qué objetivo, para evitar 
nuevos sesgos en el modelo. La calidad de la gobernanza de las ins-
tituciones dependerá de la política de datos —materia prima de 
las decisiones de los gobiernos—, ante la cual es necesario pro-
ducir una nueva inteligencia cívica de autonomía y autodetermi-
nación, impulsando la agencia de la ciudadanía y las organizacio-
nes sociales para gestionar sus datos de forma orientada al mayor 
interés público. Es un desafío y una forma de resistencia ante las 
políticas de datos optimizadas con criterios ajenos.
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los aires los límites entre on y off line. Tanto da que tengamos 
un móvil inteligente, una tableta, un portátil o cualquier otro 
dispositivo o no, estamos permanentemente conectados, queramos o 
no, y esta circunstancia altera profundamente todos los cánones, 
órdenes, paradigmas y, por supuesto, las herramientas analíticas 
con las que interpretamos y dotamos de forma y sentido a nuestra 
experiencia del mundo y nuestras relaciones con éste.
Este libro nace con la voluntad de compilar algunos de los 
trabajos que, desde la llamada frontera del conocimiento, dan 
cuenta de lo que he venido en denominar Algoritarismos, Esto es, 
las complejas relaciones contemporáneas entre la tecnología y la 
vida. Fruto de la colaboración desarrollada a lo largo del último 
lustro con el querido amigo y colega Augusto Jobim, con el ines-
timable apoyo de algunos de los estudiantes e investigadores de 
8:,7:54)*.3;*89.,&(.É3*31&439.æ(.& 3.;*78.)&)&9É1.-
ca de Río Grande del Sur, en Porto Alegre (Brasil), de los colegas 
del grupo de investigación en Política, Trabajo y Desigualdad del 
Centro de Estudios Sociales de la Universidad de Coimbra (Portu-
gal), con la orientación del profesor José Manuel Mendes, el grupo 
de investigación en Comunicación Política y Cambio Social (COM-
POLÍTICAS) y su proyecto “Ciberactivismo, Ciudadanía Digital y 
Nuevos Movimientos Urbanos” (CIBERMOV)1 en el que colaboro como 
investigador invitado, liderado por el profesor Francisco Sier-
ra, de la Universidad de Sevilla, quien supervisa además el actual 
1 .3&3(.&)4547*174,7&2&89&9&1)*42*394)*1&3;*89.,&(.É3.*39Äæ(&>À(3.(&)*
Excelencia, Subprograma Estatal de Generación de Conocimiento del Ministerio de Economía 
y Competitividad de España (Ref: CSO2016-78386-P).
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bra (Portugal) y Francisco Sierra, de la Universidad de Sevilla 
(España), han sido los supervisores de la investigación postdocto-
7&1æ3&3(.&)&547*143)44(.&1:745*4>1&:3)&(.É35&7&1&
Ciencia y la Tecnología de Portugal (FCT SFRH/BPD/101490/2014), 
que he desarrollado desde 2015 en estas instituciones y de la que 
este libro, compuesto por los que consideramos algunos de los tra-
bajos de referencia que, en diversos contextos y disciplinas pro-
'1*2&9.?&31&(4251*/&.3ç:*3(.&)*1&9*(3414,Ä&*33:*897&(4-
tidianidad, es uno de sus resultados.
Se trata de un trabajo in(ter)disciplinar, para el que hemos 
querido aunar, frente a los juegos de suma cero del capitalismo 
)&9.æ(&)4ů.3(1:84*3*1¹2'.94&(&)À2.(4ů1&8;4(*8)*/É;*3*8
investigadores y estudiantes con los que construimos activismos, 
comunidades abiertas y parentescos -en la feliz expresión de Don-
na J. Haraway-, con la de algunas referencias en estas lides que nos 
inspiran y que han tenido a bien unirse a esta particular familia 
de uno y otro lado del océano. No están todos lo que son, pero sí 
son todos los que han respondido a nuestra llamada. Por tanto, este 
libro es una zona de contacto, autónoma y temporal por supuesto, 
híbrida. Un pasaje que pretende abrir corredores y respiraderos 
en la oclusiva atmósfera totalitaria que dibuja el horizonte di-
gital de nuestro tiempo.  
La ardua tarea de investigación, la búsqueda y localización de 
los autores y los textos, la discusión de estos en seminarios inter-
nacionales y eventos académicos de diversa índole tanto en Portugal 
como en Brasil, Italia, Austria, Francia, Alemania y España a lo lar-
go de los últimos años, da la medida del trabajo que presentamos. Un 
proyecto en construcción, un hipertexto de carácter abierto, que es-
5*7&2486:*.3;.9*&1&7*ç*=.É3>:3.)&&*89&ů9&2'.À3&1&&((.É3ů
entre los lectores. 
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Para terminar, quería agradecer a quienes han aportado sus re-
ç*=.43*8>97&'&/48,*3*748&2*39*ů&1&8*).947.&1*86:*-&35*72.-
tido la publicación  de estos, a Tirant lo Blanch Brasil y España por 
acoger con entusiasmo el proyecto desde el principio y, muy especial-
mente a Augusto Jobim, por todo el apoyo de siempre, a mis estudiantes 
de doctorado en el Centro de Estudios Sociales y la Facultad de Eco-
nomía de la Universidad de Coimbra (Portugal), Carla Panico y Sérgio 
Barbosa, por sus constantes desafíos y las innovadoras propuestas de 
investigación resumidas aquí, así como a mi doctorando Eduardo Bal-
diserra, que pese a su ardua dedicación a la tesis doctoral que realiza 
en co-tutela entre la PUCRS de Porto Alegre (Brasil) y la Universidad 
)**;.11&P85&È&Qů*351*34(43æ3&2.*3941*/48)*(&8&>1488:>48ů
ha encontrado el tiempo y el ánimo para revisar y editar los trabajos 
junto al profesor Jobim. Toda mi gratitud a todos y todas. Omnia sunt 
communia.
PRÓLOGO
Augusto Jobim do Amaral
Sobre o feliz conceito cunhado por Jesus Sabariego (haveria, 
54.8ů4:9744'/*9.;4.2&3*39*)&æ1484æ&8*3½4.3;*39&7ů+&'7.-
car ou formular conceitos como este, desde sempre amalgamados com 
os afetos?) poderiam ser (e espero que ainda sejam) escritos muito 
livros. A rigor, já existem. Este livro apenas prolonga este es-
forço. Todavia, com incidência única, não apenas pela excelência 
dos autores e dos textos reunidos. Nem mesmo pelos tons que res-
soam entre si numa espécie de sinfonia que se sobrepõe a ritmos 
diversos, movimentos por vezes, nada harmônicos, mas profunda-
mente marcantes em seus acordes – expressão dada pela divisão, sem 
algum grau de arbitrariedade, com que foi colocado o livro.
4'7*9:)45476:*&87*ç*=Í*86:*&6:.&5&7*(*28½4942&)&8
de posição, intervenções no real que nos interpela, principalmen-
te desde instantes que insistem na redução das técnicas, que como 
humanos sempre fomos forjados, às miríades tecnológicas. Expres-
sões contemporâneas das mais díspares práticas1 de sufocamento 
da linguagem que não mais vibra como poema, mas como domínio do 
signo, por assim dizer, que borram os afetos através de conceitos 
numéricos. 
Se quisermos acompanhar o convite que esta potente obra nos 
convoca, certamente um visitante estratégico será o pensamento 
que não se deixa ritmar pela inseparabilidade entre afeto e con-
ceito. Compor um debate complexo, de múltiplas linhas de fuga e 
momentos de territorialização, que este livro plural propõe desde 
a tecnologia, a política e o poder, é estar atento aos horizontes 
de catástrofe permanentemente mobilizáveis por um movimento in-
candescente e perpétuo de aceleração tecnológica.
1 Bem entendidas por Foucault as práticas como “lugar de encadeamento do que se diz e do 
que se faz, das regras que se impõem e das razões que se dão, dos projetos e das evidências” 
(FOUCAULT, 2006, p. 338).
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47 (*794 6:* 9&.8 47,&3.?&¿Í*8 )*ç:=48 ).,.9&.8 5&88&-
rão por dimensões molares prontas a gerir medos e seguranças, mas 
sua capacidade de transformação contínua acaba por extravazar as 
molduras rígidas principalmente estatais. Assim, se fosse possível 
arriscar um conceito para os “algoritarismos”, longe de quaisquer 
generalizações, ele se aproximaria de um conjunto multidimensio-
nal de práticas políticas reatualizáveis por diversos agencia-
mentos, práticas estas dispostas tecnologicamente a sequestrar o 
ritmo vital que faz vibrar qualquer sentido, ou seja, modos de um 
dispositivo ´dado´ & .3+472&7ů 51&3.æ(&7 +:3¿Í*8 7*5*9Ä;*.8 * &
conformar futuros prováveis sob lógicas de dor padronizadamente 
aprofundadas. 
Este tom ressoa em paralelo à diferenciação sempre funda-
mental entre os totalitarismos para propriamente o fascismo, como 
æ?*7&2ů)*397*4:9748ů&>*ů!.7.14ů4:(&:19ů)*&1,:2&2&3*.7&
Hannah Arendt, até chegar em Deleuze e Guattari. Poderíamos ain-
da nos aproximar dos algoritarismos por um tipo de organização 
)*ç:=48574394&+:3(.43&7(424&(*1*7&)472&1*¹;*1).854894&
penetrar e a banhar cada célula da sociedade – para além da cai-
xa de ressonância dos assuntos estatais ou através de um simples 
aparelho de violência –, mais potente precisamente pelo perigo da 
incitação à liberdade que comporta, que tem como objeto a sequela 
da mutação, a supressão da potência de transformação, mais afei-
to, portanto, a um “corpo canceroso que um organismo totalitário” 
(D&G, 1996, p. 92 e 112).
Ademais, algoritarismos como expressão – modo de se dar com 
ritmo próprio – da mudança de sensibilidade operada por uma in-
foesfera conectiva de sintática previsível. Função algorítmica 
repetível que explora a transpiração e procura suprimir a inspi-
ração contra a conspiração. Nublamento da esfera conjuntiva com 
leis de I.A. que (desde a década de 50 pelo menos) nada mais são, em 
outras palavras, que medidores de supressão do possível, em que 
9:)4)*7*1*;&39*ů(424*8(7*;*:7*>+:88*2g	ůÀ)*æ3.)4)*
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antemão (Dreyfuss, 1972, p. 33). 
Mas não haverá como se manter tais relações de controle, com 
sua necessária margem de liberdade, sem antever que a sobrecarga 
de conexão implica resistências que a sua vez podem quebrar o fei-
tiço da “caixa preta” (cf. Pasquale, 2015). No presente, como escre-
veu Bifo, sempre se ocultam possibilidades além do provável (Bifo, 
2020). Poderíamos facilmente ceder à lógica da conexão – de alguma 
maneira, ninguém está imune a ela, tratam-se sempre de matizes, 
graduações e permeabilidades. Sabemos o que uma lógica conecti-
va implica: um sistema operativo, mecânico, mera máquina de pro-
(*88&2*394+472&9&)&*)*æ3.)&)*&39*2½4Ű*748:'2*9.2*394)&
vida a um literal encadeamento cognitivo. Aí uma das razões pelas 
quais uma mentalidade digital contemporânea torna-se avessa a 
transformações políticas efetivas, pois acaba por deslocar o nível 
político para o nível técnico dos automatismos. 
Porém, uma mutação profunda sempre pode se dar passa pela 
força conjuntiva de sentir-com. Este livro coletivo é exatamente 
uma caixa de ferramentas que permite isso. Conjunção entre corpos 
de modo vibrante e ambíguo. A conjunção concatena, mais do que 
liga, cria formas sempre parciais e destotalizantes. Assim surge 
uma espécie de livro-fábrica que emerge como produto coextensi-
;4)*(43/:3¿Í*8;.9&.8Ű&794,7&æ&7Ä92.(&)*:29*25457*8*3-
te, uma espécie de delineamento das governamentalidades ciber-
néticas de um junkspace “que se coagula enquanto a modernização 
está em progresso” (Koolhaas, 2001, p. 408). No nevoeiro (cf. Wisnik, 
2018) das junções, no “império vago das indistinções” de Koolhaas, 
que nos familiarizamos hoje a negociar nosso isolamento (Foster, 
2013, 215), pulsam os traços descontínuos de intensidades variadas 
em compasso aos gestos impulsivos e subversões abruptas. As escri-
tas que seguem sãoů*3æ2ů9*89*2:3-4).894Ű
 
Boa leitura a todxs. 
Porto Alegre, pandemia de 2020.
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