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Abst rac t - -Coarse  grain parallel codes for solving sparse systems of linear algebraic equations 
can be developed in several different ways. The following procedure is suitable for some parallel 
computers. A preliminary reordering of the matrix is first applied to move as many zero elements 
as possible to the lower left corner. After that the matrix is partitioned into large blocks and the 
blocks in the lower left corner contain only zero elements. An attempt o obtain a good load-balance 
is carried out by allowing the diagonal blocks to be rectangular. 
While the algorithm based on the above ideas has good parallel properties, some stability problems 
may arise during the factorization because the pivotal search is restricted to the diagonal blocks. A 
simple a pr/or/procedure has been used in a previous version in an attempt o stabilize the algorithm. 
In this paper it is shown that three enhanced stability devices can successfully be incorporated in 
the algorithm so that it is further stabilized and, moreover, the parallel properties of the original 
algorithm are preserved. 
The first device is based on a dynamic heck of the stability. In the second evice a slightly modified 
reordering is used in an attempt o get more nonzero elements in the diagonal blocks (the number 
of candidates for pivots tends to increase in this situation and, therefore, there is a better chance to 
select more stable pivots). The third device applies a ps-like ordering as a secondary criterion in the 
basic reordering procedure. This tends to improve the reordering and the performance of the solver. 
Moreover, the device is stable, while the original p5 ordering is often unstable. 
Numerical results obtained by using the three new devices are presented. The well-known sparse 
matrices from the Harwell-Boeing set are used in the experiments. 
KeywOrds - - sparse  matrix, General sparsity, Ganssian elimination, Drop-tolerance, Reordering, 
Block algorithm, Coarse-grain parallelism, Speed-up. 
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1. COARSE-GRAIN PARALLEL COMPUTATIONS 
WITH GENERAL SPARSE MATRICES 
A coarse-grain parallel algorithm for the solution of systems of linear algebraic equations Ax = b 
(where A is a general sparse matrix of order n) has been developed for computers with shared 
memory. The algorithm is based on a preliminary reordering of the matrix A followed by parti- 
tioning of the reordered matrix into blocks. The reordering procedure attempts to move as many 
zero elements as possible to the lower left corner of the matrix. Most of these zeros form the 
underdiagonal zero blocks of the upper block-triangular form of the matrix, created during the 
partitioning step. An attempt o obtain a good load balance is achieved by allowing the diagonal 
blocks to be rectangular and by dividing the matrix into block-rows which contain approximately 
the same number of rows. The algorithm consists of several steps, which are listed in Table 1. 
Table 1. Y12M3: a coarse-grain parallel sparse solver for systems of linear algebraic 
equations by Gaussian elimination. 
Step Action 
1 Reorder the matrix 
2 Partition the matrix 
3 Perform the first phase of the factorization 
4 Perform the second phase of the factorization 
5 Carry out a second reordering 
6 Perform the third phase of the factorization 
7 Find a first solution (back substitution) 
Improve the first solution by a modified 
8 
preconditioned orthomin algorithm 
Step 1, Step 2 and Step 5 are carried out sequentially, while parallel computations can be 
applied in all other steps. 
In Step 1, it is important to get as many nonzero elements in the lower left corner of the matrix 
as possible. A cheap but somewhat crude algorithm has been proposed in [1], its complexity being 
only O(NZ), where NZ is the number of nonzero elements in matrix A. The reordering algorithm 
has been improved considerably in [2,3]. Assume that the reordering has been completed for the 
first i -  1 columns (i = 1, 2 , . . . ,  n -  1). Then a column j _> i that has a minimal number of nonzero 
elements whose row numbers are greater than or equal to i is selected and interchanged with 
column i. The procedure is successively repeated for the remaining columns. It is clear that the 
algorithm attempts to optimize locally the choice of an appropriate column for i = 1 ,2 , . . . ,  n - 1. 
This explains why the algorithm is called LORA (Locally Optimized Reordering Algorithm) in [2]. 
An implementation f LORA whose complexity is O(NZ log n) is derived in [2] by using specially 
designed graphs. The structure obtained when LORA has been applied is shown in Figure 1. 
It is possible to implement the basic LORA algorithm--without s ability enhancements--by 
means of devices from existing sparse codes (e.g., [1,4]). Such an implementation would have 
complexity O(NZ). However, the difference will not be very large, because the reordering time 
is normally small in comparison with the total time for the solution of the system. Moreover, 
the arrays used in connection with the graphs can easily be applied in the attempt o improve 
the decision process in the case where there are several columns with minimal number of nonzero 
elements. Two such examples will be discussed in the following sections of this paper. Such 
improvements cannot be achieved when the implementation f complexity O(NZ) is used. 
Step 2 must also be handled carefully. The matrix is partitioned into several block-rows, the 
number of block-rows being equal to kp, where k is a positive integer and p is the number of 
processors. If k = 1, then the number of block-rows is equal to the number of processors. The 
value k = 1 is the recommended value, but k > 1 can also be applied (however, it should be 
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I dense part N sparse part ~-~ zero part 
Figure 1. The structure of the matrix after the application of LORA. 
pointed out that either k > 1 or p large will normally lead to problems with preserving both the 
sparsity of the original matrix and the numerical stability of the computations). 
The block-rows are processed in parallel during the important Step 3. To achieve good load- 
balance, it is crucial to obtain block-rows which have either 
(i) approximately the same number of rows (this is the approach actually chosen in the solver) 
or 
(ii) approximately the same number of nonzero elements (which in many cases may be the 
better choice, but it is more difficult to implement). 
It is necessary to drop the traditional requirement for square diagonal blocks (usually imposed 
during the partitioning process) in order to solve either of the two problems (i) or (ii), and 
thus, to achieve a good load-balance. This means that the diagonal blocks will normally become 
rectangular. It must be emphasized here that, while the diagonal blocks remain in general 
rectangular for any reordering made in Step 1, the improvement of the ordering will normally 
lead to a reduction of the difference between the numbers of rows and columns in the diagonal 
blocks (i.e., a better reordering will in general ead to a partitioning whose diagonal blocks are 
closer to square matrices). This can be seen by comparing the blocks shown in Figure 2, where the 
old algorithm described in [1] is used to reorder the matrix sherman3 from the Harwell-Boeing set 
of test matrices (see [5]) with the blocks shown in Figure 3, where LORA (with the enhancement 
described in Section 3) is used to reorder the same matrix. 
The relatively good load-balance is not achieved for free. The pivotal interchanges in Step 3 
are restricted to rows and columns in the diagonal blocks. This may cause stability problems. 
Therefore, an attempt o ensure that the diagonal elements in the diagonal blocks are not too 
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624 625 625 448 319416 520 .1428 
A l l  624 
A22 625 
A33 625 
A44 626 
~-5~ 626 
A66 625 
0 
A77 626 
Ass 628 
Figure 2. The blocks obtained when sherman3 is reordered by the old algorithm. 
624 625 625 625 620 620 624 642 
AI 1 624 
A22 625 
A33 625 
A44 625 
A55 625 
A66 626 
0 
A77 625 
As8 630 
Figure 3. The blocks obtained when sherman3 is reordered by LOB~ (with the 
second enhancement). 
small  is also carried out dur ing the part i t ioning. Assume that  the ira diagonal block has dimen- 
sions Pi and qi. Then some permutat ions within the block are made to get a reordered block 
whose first si diagonal elements are not small. If si < ql, then the last qi - si columns of block i 
are moved to the end. This can be considered as an a t tempt  to perform an a pmom stabi l i ty  
check. It  is clear that  the "stabil ized" diagonal block i will have dimensions Pi and si. 
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The a priori  stability check has been tested in [1,2]. The experiments show that it works rather 
well in practice. Nevertheless, this is a rather heuristic device and, therefore, it is worthwhile to 
try to enhance it. Three enhancements of the a priori stability check will be discussed in this 
paper. 
The first of them (described in Section 2) is based on inserting an additional stability check 
that is carried out dynamically during the factorization. 
The second enhancement is described in Section 3: here an attempt is made to improve in 
Step 1 the choice of a column in the case where there are several candidates. The modified 
reordering procedure tends to produce diagonal blocks with more nonzero elements. In this way 
the number the candidates for pivots tends also to be greater and, thus, there is a better chance 
to select good pivots. 
The third enhancement also improves the reordering procedure, which normally leads to parti- 
tioning whose diagonal blocks are closer to square matrices. This will tend to improve the overall 
performance of the algorithm. An attempt o improve the basic ordering procedure by applying 
a ps-like algorithm as a secondary criterion to LORA will be described in Section 4. 
Some numerical results are given in Section 5. We demonstrate hat the enhancements proposed 
in Sections 2-4 lead both to a better preservation of the numerical stability and to a better 
reordering (which implies better partitioning and better performance). 
2. DYNAMIC STABIL ITY  CHECKS 
Let us assume that the permuted matrix, obtained either by the original LORA or by any of 
its enhancements, i  divided into p block-rows, where p is the number of processors. Assume also 
that the number of rows in all block-rows is approximately the same and consider the diagonal 
block of block-row i, where i E {1,2, . . . ,p}.  Pivotal interchanges are allowed, but these are 
to be carried out within the block. Furthermore, column j and column k can be interchanged 
during the treatment of block-row i only if both columns have elements in the diagonal block of 
block-row i. 
The processor that handles block i produces zero elements below the diagonal by using Gaussian 
elimination with restricted pivotal interchanges. Assume, as above, that the dimensions of block i 
are pi and qi, and furthermore, that Pi -> q~ (this last condition is satisfied for all diagonal blocks 
except he last one, but there are no stability problems for the last block). When the Ganssian 
elimination for block i is completed, the diagonal block is factored into an upper triangular matrix 
of order q~ and a lower trapezoidal matrix whose dimensions are Pi and qi (moreover, all necessary 
calculations in the blocks to the right of the diagonal block are performed simultaneously with 
the calculations in the diagonal block i). 
The diagonal block i can be ill-conditioned even if matrix A is very well conditioned. Therefore 
it is worthwhile to try to ensure stable computations. The heuristic a priori stability check that 
is carried out during Step 2 is one attempt o achieve this. It is highly desirable (in some 
situations, at least) to enhance this check with a check that is carried out dynamically during 
the computations. This has been done in the new version of the code y12m3 (see [2]). The idea 
is very simple, but there were a lot of technical difficulties during its realization. 
It is clear that the number of pivotal elements that are to be determined during the factorization 
of the block i is qi (or q i -1 ,  if the diagonal block is square). Assume that the first j -  1 pivots have 
been successfully determined. Then the code finds a "best" column, defined as a column with 
minimal number of nonzero elements in its active part; i.e., the number of nonzero elements whose 
row numbers are equal to or greater than j should be minimal. Let us assume that column k has 
been found. The code interchanges column j and column k and proceeds by searching a pivotal 
row. There are two requirements hat must be satisfied uring the performance of this procedure: 
1. The number of nonzeros in the active part of the candidate row should be minimal. 
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2. The magnitude of the nonzero element in the pivotal column should not be too small 
compared with the numerically largest non-zero element in that part of the pivot column, 
which is in the diagonal block under consideration. 
The second condition is a stability requirement. It is clear that this requirement may not be 
sufficient to ensure stability, because we are working only with the part of the pivotal column 
that is contained in the diagonal block treated. It should be mentioned here that numerical 
stability is not ensured even when the popular partial pivoting strategy is applied in connection 
with Gaussian transformation for dense matrices. However, in our case the danger for unstable 
computations becomes greater because we are working only with diagonal blocks of the matrix; 
these may be ill-conditioned, or even singular, even if the whole matrix is rather well conditioned. 
The above discussion shows clearly that some enhancements of the algorithm are needed in 
the efforts to improve its numerical stability. The stability of the algorithm could be improved 
by requiring that also the largest element in the part of the pivotal column that is contained in 
the diagonal block treated is not too small. If this additional condition is not satisfied, then the 
column is marked as a bad column. The process continues without any determination of a pivot 
at such a stage of the Gaussian elimination. This means that the factorization of block i can 
sometimes be finished by determining si < qi pivots and qi - si bad columns. 
It must be defined when an element should be considered as a small element. It  is not very 
easy to answer such a question, but it is obvious that one can use the magnitude of the elements 
in the original matrix (at least, when it is well scaled; some kind of scaling is needed when this 
condition is not satisfied). 
We emphasize that a column is marked as a bad column during the treatment of a block i by 
taking into account only its portion in block i. This means that there may be large elements of 
this bad column in the portions that are in other block-rows. The bad columns are moved to 
the end of the matrix after Step 3. These columns are treated at the end of the computations. 
At this time (at the end of computations) the code works not only with the portion of the bad 
columns that belongs to block i, but also with portions belonging to the other block-rows. This 
means that there may be some large elements in the other portions and, thus, the bad column 
may become a good one again. 
3. CREAT ING DENSER D IAGONAL BLOCKS 
Assume that the reordering has been completed for the first j columns and for the first i 
rows. Looking for the next column, the basic LORA algorithm refers to the active counts of 
the remaining n - j columns, which are still to be ordered. The current active count c~¢ of a 
column k is defined as the number of nonzero elements in this column with row index greater 
than i (see [2]). If A/[ is the set of columns k > j with minimal active count, then any column 
in J~4 can be selected by the basic LORA algorithm. The elements beyond the active part are 
not taken into account as they do not have any influence on the position of the dense separator 
(and the number of zeroes below it). But they do have influence on the stability on the diagonal 
blocks, in particular those which are close to the dense separator and so they have a good chance 
to remain in some of the diagonal blocks (see Figure 1) after the partitioning in Step 2. 
The aim of the secondary criterion, described in this section, is to order the nonzeros above and 
to the right of the dense separator in such a way that as many as possible of them are likely to 
appear in the diagonal blocks after the partitioning. To achieve that aim the following function 
is used to choose between the columns of the set ~4: 
(±) i max 5~ k~ ~ ~ k = ~ > 1. k~ ' 0 if a rk=O,  - 
The practical values of the parameter ~ are close to 1, as using larger ~ can cause overflow for 
large matrices. To prevent from overflow, we set/3 in dependence with the size of the matrix: 
Z=~.  
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In our code ~ = 214 has been used, although the code is not so sensitive to the choice of % The 
above function has also the important property that it needs to be updated once per nonzero 
element, which is necessary in order to keep the relatively low order of complexity O(NZ log n) 
of the reordering stage (see [2,3]). 
An algorithm in which the ideas described above are implemented has been developed and 
tested. A full description of the algorithm and its implementation will be presented elsewhere. It 
is only necessary to mention that the algorithm is based on the addition of an extra term to the 
KEY-function of the graphs used in Step 1 (these graphs and the KEY-function are described in 
more details in [2,3]). 
The enhanced stability algorithm tends to create diagonal blocks that contain more nonzero 
elements (comparing with the original LORA). This results in several positive effects: 
(1) There are more candidates for pivots during the factorization of the diagonal blocks, 
because the algorithm tends to produce diagonal blocks that have more nonzero elements 
than the diagonal blocks in the original LORA. 
(2) There is a trend to better preserve the sparsity of the matrix A (in fact, this is a conse- 
quence of the the first property: there are more candidates for pivots; this increases the 
possibility of determining pivots that produce less fill-ins when the Gaussian elimination 
is carried out). 
(3) There is a trend to select larger pivots and, thus, to better preserve the stability of the 
computations (in fact, this is also a consequence of the first property: there are more 
candidates for pivots; this increases the possibility of determining larger and, thus, more 
stable pivots during the Gaussian transformations). 
While there is no guarantee that the stability will be improved when this algorithm is used, 
the experiments show that there is a tendency that this device together with the device discussed 
in the previous section often leads to better stability of the solution. In some cases also the 
preservation of sparsity is better than in the original LORA. Numerical results, which illustrate 
the above statements, will be given in Section 5. 
4. US ING A SECONDARY p5  STRATEGY IN  LORA 
The p5 (precautionary partitioned preassigned pivot procedure) is an algorithm developed by 
Erisman, Crimes, Lewis, and Poole [6]. It is an adaptation of the p3 algorithm which is due 
to Hellerman and Rarick [7]. The p5 algorithm reorders the matrix into bordered block lower 
triangular form, and with a trivial modification it can be used to obtain a bordered block upper 
triangular form. The p5 algorithm description presented in Figure 4 is taken from the book by 
Duff et el. [4]. 
The p5 algorithm permutes rows to the beginning and the end of the active submatrix until 
all rows have been permuted; see Figure 5. 
The p5 algorithm and LORA are the same type of reordering algorithm in the sense that they 
both produce an unsymmetric reordering which seeks to maximize the number of zeroe~: in the 
lower triangular part of the matrix. The main difference between the two is that the p5 algorithm 
moves rows to the border while LORA keeps them with the diagonal blocks. By removing the 
part of p5 that performs this permutation the reordered matrices will have the same kind of 
pattern. By also removing the part of pS that uses the second least column count, the LORA-P 5 
algorithm is obtained. This algorithm is presented in Figure 6. 
LORA and LORA-P 5 (and also ps) will actually produce the same reordering whenever the 
set of columns with minimal column count consists of exactly one column throughout the entire 
matrix. Thus, the difference between these two algorithms is in the tie-breaking strategy. 
While the tie-breaking in LORA is solved by using the active column counts together with 
some static properties like the row counts, in LORA-P 5 both the active column count and the 
row count of entries in columns with minimal column count are used for tie-breaking. 
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Count the number of entries in the columns and rows 
Initialize the active submatrix to be the whole n x n matrix 
j := l  
while j < n do 
find the minimum column count m 
for ml :---- m step -1 unti l  1 do 
find the set T of k rows with the maximum number s
of entries in columns with count of m 
if there is more than one row in T and s = 1 then  
find the second least column count m' of columns with entries in 
rows of T and reduce T to those rows with the maximum number 
of entries in columns with count rn' 
end i f  
choose a row j of T with the greatest row count 
exchange row ~ with the last row of the active submatrix 
remove row j from the active submatrix 
and revise the column counts to correspond 
endfor  
j := j+m 
permute the columns o that the s columns that have just had count 1 
are the leading columns of the active submatrix 
for i := 1 step 1 unti l  min(s,m) do 
move the first row in the border ahead of the active submatrix 
endfor  
i := min(s,m) 
remove the leading i columns from the active submatrix 
endwhi le  
Figure 4. The p5 algorithm. 
Figure 5. The permuted matrix at an intermediate stage of the p5 algorithm. White: 
zeroes; Dark: dense blocks; Grey: sparse part. 
PROPOSITION 1. LORA-P  5 has  complexity O(n2). 
PROOF. The  proo f  of  P ropos i t ion  1 follows f rom the  proo f  of  Theorem 2 in [2, p. 49]. Indeed,  
LORA-P  5 differs f rom the  or ig inal  LORA only in S tep  2 [2, p. 49]. The  complex i ty  of  a s ingle 
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Count the number of entries in the columns and rows 
Initialize the active submatrix to be the whole n x n matrix 
j := l  
whi le  j < n do  
find the set S of l columns with minimum column count m 
for ral := m step  -1 unt i l  1 do  
find the set T of k rows with the maximum number s
of entries in columns from S 
choose a row j of T with the greatest row count 
exchange row j with the f i rst  row of the active submatrix 
remove row ~ from the active submatrix 
revise the column counts to correspond 
endfor  
j :=j+m 
permute the columns o that the s columns that have just had count 1 
are the leading columns of the active submatrix 
remove the leading s columns from the active submatrix 
endwhi le  
Figure 6. The LORA-P s algorithm. 
Step 2 in the original LORA is O(log n) and it is executed O(n) times, so the total contribution 
of Step 2 in the original LORA is O(nlogn). The amount of extra work for the tie-breaking 
in LORA-P s is determined by the size of the set $ of columns with minimal column count (see 
Figure 5). Since this set can consist of all columns left, the size of this set is O(n), and so the 
complexity of a single Step 2 in LORA-P s becomes also O(n). Therefore, the total contribution 
of Step 2 becomes O(n2), which is dominant with respect o the other steps and determines the 
complexity of the entire LORA-P s algorithm. | 
In order to reduce the complexity of LORA-P s a restriction is put on the size g of the set of 
columns $ that are considered for tie-breaking. The algorithm obtained in this way is denoted by 
LORA-P 5 (g). Three cases are important from a practical point of view: g = 1, ~ = n and "g is 
small." The complexity of LORA-P 5 (~) can easily be evaluated in these three cases. Indeed, the 
following corollaries can be derived from Theorem 2 in [2, p. 49] and Proposition 1 (see above). 
COROLLARY 1. LORA-PS(1) is equivalent to the original LORA. 
COROLLARY 2. LORA-PS(n) is equigalent to LORA-P 5. 
COROLLARY 3. The complexity of LORA-ps(f) for a constant g is the same as the complexity 
of the original LORA: O(NZ log n), only the constant in the above estimation for LORA-p5(g) 
is bigger (and it depends on g). 
In the experiments presented in Section 5, f = 10 has been used. 
5. NUMERICAL  RESULTS 
Some numerical experiments with the algorithms for solving systems of linear algebraic equa- 
tions which are based on the devices discussed in Sections 2-4 will be presented in this section. 
The following notation will be used: 
(1) The original algorithm, which is fully described in [2], will be called LORA0. 
(2) The name LORA2 will be used for the algorithm whose stability is enhanced by the devices 
described in both Section 2 and Section 3. 
(3) The name LORA-ps(10) will be used for the algorithm whose stability is enhanced by 
the device described in Section 2, while an attempt o improve the reordering procedure 
is carried out by using the device described in Section 4 (with an upper bound on the 
number of columns considered for tie-breaking  = 10). 
CN41~ 30o12oG 
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Some of the numerical results obtained by these three algorithms are presented in this section. 
However, it must be stressed that all conclusions are made by using results from many more runs. 
Most of the results were obtained by using the well-known matrices from the Harwell-Boeing 
set of sparse matrices; see [5]. From the Harwell-Boeing set we selected all general matrices of 
order greater than 900 plus two other general matrices. Some information about these matrices 
is given in Table 2. The same matrices have also been used in [1,2]. Our results are based on 
experiments with all these 27 matrices. However, only some typical results will be presented in 
this section. 
Table 2. Matrices used in the experiments (COND is a condition umber estimation 
calculated by Y12M; see [8]). 
No. MATRIX order NZ COND 
1 sherman3 5005 20033 1.8E+5 
2 gematl l  4929 33108 1.5Eq-6 
3 gemat12 4929 33044 1.8E+6 
4 Ins 3937 3937 25407 1.2E+6 
5 lns3937a 3937 25407 1.2E+6 
6 saylr4 3564 22316 1.2E+7 
7 sherman5 3312 20793 6.0E+3 
8 or6781hs 2529 90158 2.1E+6 
9 orsreg_ 1 2205 14133 8.1E+3 
10 west2021 2021 7310 4.5E+7 
11 hwatt_2 1856 11550 3.1E+5 
12 hwatt_ 1 1856 11550 4.7E+4 
13 west1505 1505 5414 5.8E+7 
14 nnc1374 1374 8588 2.6E+13 
15 mahistlh 1258 7682 1.7E+4 
16 pores_2 1224 9613 3.6E+5 
17 gre_ll07 1107 5664 1.8E÷7 
18 sherman4 1104 3786 1.6E+3 
19 gaffll04 1104 16056 3.4E+10 
20 sherman2 1080 23094 2.8E+3 
21 ors i r r  1 1030 6858 1.2E+4 
22 shermanl 1000 3750 5.5E+3 
23 jpwh_991 991 6027 2.0E+2 
24 west0989 989 3518 4.2E+7 
25 pde 9511 961 4681 1.4E+7 
26 mc_fe 765 24382 7.7E+1 
27 steam2 600 5660 3.2E+0 
The right-hand side vectors b of the systems Ax = b were created so that all components of 
the solution vectors are equal to 1. If the codes are used to solve systems of linear algebraic 
equations directly, then the solution obtained is simply accepted. If the codes are used together 
with an iterative solver, then the code attempts to estimate the two-norm of the error vector and 
stops the computation when this estimate becomes less than ACCUR = 10 -5. In our case  we 
are also able to calculate the exact error (because the solution is known exactly). Both the error 
estimation and the exact error were checked for all systems olved. 
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5.1. Compar ing  the  Accuracy  of  the  A lgor i thms 
It should be expected that both LORA2 and LORA-ps(10) will tend to calculate more ac- 
curate solutions than the solutions calculated by the original algorithm (LORA0). In our first 
experiment i will be shown that there is a tendency that this happens. The 27 Harwell-Boeing 
matrices chosen have been run with a drop-tolerance equal to zero (i.e., the systems with these 
matrices have been solved directly). In most of the cases the accuracy obtained by the three codes 
was approximately the same. However, there are several cases where the accuracy achieved by the 
enhanced versions of LORA performs considerably better. These cases are listed in Table 3. It 
should be mentioned that the application of the modified preconditioned orthomin algorithm [1] 
improves the accuracy of the solution considerably for all three algorithms. Moreover, the im- 
provement is normally achieved after one iteration only. 
Table 3. Accuracy achieved on an ALLIANT FX/80 computer with the original 
algorithm LORA0, with the enhanced stability algorithm LORA2 and the algorithm 
LORA-p5(10) in which an attempt is made to improve both the stability and the 
performance. 
No. Matrix LORA0 LORA2 LORA-PS(10) 
1 gematll 1.8E-06 1.9E-07 4.1E-12 
2 gematl2 2.0E-06 4.6E-07 2.3E-12 
3 west2021 2.0E-07 7.7E-08 5.2E-09 
4 westl505 1.0E-05 1.8E-10 3.5E-08 
5 west0989 1.3E-08 4.3E-11 1.4E-11 
5.2.  Ca lcu la t ion  o f  a Good Precond i t ioner  
It is more natural to use the code y12m3 in conjunction with a large value of a special para- 
meter, the drop-tolerance TOL. This means that an approximate LU-factorization of the matrix 
is first calculated and then used as a preconditioner in the modified preconditioned orthomin 
algorithm [1]. Let us assume that the elements of some row i are to be modified at stage k of the 
Gaussian elimination (1 < k < n -  1 and k+l  < i < n). Assume also that ai is the absolute value 
of the maximal nonzero element in the active part of row i. Then all nonzero elements which 
become less than the product TOL * a~ are removed (dropped). In this way both computing time 
and space may be saved during the factorization. The accuracy lost is often regained when some 
preconditioned iterative procedure is used; the modified preconditioned orthomin algorithm has 
been chosen here, but other preconditioned Krylov-type methods will also perform well. 
If the preconditioner is not sufficiently accurate and the iterative process is judged (by y12m3) 
as divergent or slowly convergent, hen the drop-tolerance is reduced and another trial is per- 
formed. If the starting drop-tolerance is large, then this procedure could be repeated several 
times. In [1] the drop-tolerance is reduced by a factor of 2 -1° when the trial is judged as unsuc- 
cessful. In this paper the drop-tolerance is reduced by a factor of 2 -3, because we want to show 
that the algorithms enhanced with the two stabilizing devices are able to solve the problem with 
a larger drop-tolerance. 
One should expect the number of trials to be reduced if the Gaussian elimination process is 
more stable. Thus, one should expect new devices to result in less trials. The experiments show 
that there is indeed a tendency to reduce the number of trials when the new devices are properly 
incorporated in the code. The results shown in Table 4 indicate that in general it would be 
possible to use the new algorithms with a larger value of the drop-tolerance. The use of a larger 
value of the drop-tolerance l ads nearly always to a reduction of the storage used. Very often the 
computing time is also reduced, but this is not always the case: the convergence may be slow 
and the iteration time can become dominant in some cases. 
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Table 4. The largest drop-tolerance, leading to a successful solution for the origi- 
nal algorithm LORA0, the enhanced stability algorithm LORA2, and the algorithm 
LORA-p5(10) in which an attempt is made to improve both the stability and the 
performance. 
DROP-TOLERANCE 
No. MATRIX 
LORA0 LORA2 LORA-P 5 (10) 
1 gematll 2 -34 2 -16 2 -13 
2 gematl2 2 -31 2 -13 2 -10 
3 Ins 3937 2 -16 2 -13 2 -13 
4 west2021 2 -25 2 -19 2 -16 
5 westl505 2 -19 2 -19 2 -16 
6 nnc1374 2 -37 2 -37 2 -34 
7 gre_1107 2 -16 2 -16 2 -13 
8 gaffll04 2 -31 2 -28 2 -28 
9 west0989 2 -19 2 -19 2 -16 
5.3. Comparison of the Computing Times 
Some extra work is needed in order to carry out the dynamic stability checks described in 
Section 2. This extra time is spent in Step 3 of the solver y12m3. Some extra time is also needed 
in order to carry out the secondary checks described in Section 3 and in Section 4 (in the cases 
when there are several columns with minimal number of nonzero elements in their active parts). 
This extra time is spent in Step 1 of y12m3; see Table 1. 
On the other hand, the preconditioner calculated by the stabilizing devices is usually more 
accurate. Therefore the required accuracy isoften achieved by using fewer iterations when LORA2 
or LORA-PS(10) is applied instead of LORA0. Furthermore, the devices proposed in Section 3 
and in Section 4 may result in a better preservation fsparsity. The last two effects will sometimes 
result in achieving better computing times when LORA2 is used (even in the cases where both 
LORA0 and LORA2 will succeed in solving the problem by using one trial only). The experiments 
carried out until now indicate that this is not true for the third code LORA-p5(10). For this 
code the reduction of the number of iterations and/or the better preservation of the sparsity is 
not sufficient (cannot compensate for the extra time needed to obtain a better eordering and a 
better preservation ofthe stability). Some numerical results which confirm such a conclusion are 
given in Table 5. 
It is seen that the computing time spent by LORA2 is less than the computing time spent 
by LORA0 when the number of iterations for the former algorithm is less than the number 
of iterations for the latter one; see the results for the matrices herman3 and hwatt 2. If the 
numbers of iterations are approximately the same, then LORA0 performs lightly better. Finally, 
in some situations the number of iterations applied by LORA0 in order to achieve the required 
accuracy is less than the corresponding number for LORA2. The computing time for LORA0 
is considerably better than the computing time for LORA2 when this happens (see the results 
obtained for the matrix hwatt 1 in Table 5. 
If the factorization phase and/or the solution phase is relatively expensive and if the reordering 
obtained by LORA-PS(10) is better than the others, then LORA-p5(10) performs best. Such 
a case has been observed when some matrices obtained from ALLIANT are treated. Also in 
this case, however, if the drop-tolerance TOL is large, the other algorithms may perform better 
than LORA-P~(10). This is illustrated in Figure 7, where the computing times of LORA2 and 
LORA-ps(10) in dependence with the drop-tolerance TOL = 2 -k are given. 
It is interesting to find the reason for the better performance ofLORA-PS(10) for this matrix. 
The answer can be deduced by studying the more detailed timing results, shown in Figures 8 
and 9. Figure 8 indicates that the reordering by LORA-PS(10) is more expensive than the 
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Table 5. Computing times and iterations (given in brackets) obtained on an AL- 
LIANT FX/80 computer with the original algorithm LORA0, with the enhanced 
stability algorithm LORA2 and the algorithm LORA-p5(10) in which an attempt is 
made to improve both the stability and the performance. 
No. Matrix LORA0 LORA2 LORA-P 5 (10) 
1 sherman3 16.5 (95) 13.9 (67) 18.1 (71) 
2 orsreg 1 3.5 (36) 3.3 (38) 4.2 (36) 
3 hwatt_2 6.0 (37) 5.9 (29) 6.6 (30) 
4 hwatt_l 5.0 (27) 6.0 (30) 6.7 (30) 
total 
time 
.9 
. . . . .  LORA2 
LORA-P '(lO) 
I I I 
5 10 15 k 
Figure 7. Computing times of LORA2 and LORA-p5(10) for solving a system with 
an ALLIANT matrix of order 1000 with different values of the drop-tolerance TOL -- 
2 -k (k is shown on the abscissa). The experiments are done on a CRAY-C92 machine. 
reordering by LORA2. That was expected from the analysis in Section 4. It should be mentioned 
here that the nonzero elements of the original matrix are scanned before the reordering stage 
and all elements that are smaller by absolute value than the drop-tolerance are removed. If such 
a procedure was not carried out then the two curves in Figure 8 would be horizontal straight 
lines. If the preliminary scan is performed and if the drop-tolerance is large then the reordering 
procedure tends to become cheaper. If the drop-tolerance is sufficiently small (<_ 2 -7 in our 
particular example) then no element is dropped and the curves become horizontal lines. 
The factorization part is performed considerably better when LORA-ps(10) algorithm is used, 
see Figure 9. In general, this results in better global performance of LORA-p5(10), as Figure 7 
shows. 
It should be emphasized here that the computing times shown in Figure 7 consist of more than 
the sum of the corresponding times given in Figures 8 and 9. The total time includes also the 
computing time needed to perform the iterative process (not given in a separate figure). If the 
drop-tolerance is small, only a few iterations are needed and the corresponding iteration time 
is negligible. If the drop-tolerance is large, however, the iteration time may be a considerable 
part of the total time. There is no strong dependence between the number of iterations and the 
properties of the reordering, which explains the irregular behaviour of the curves in Figure 7 for 
large values of the drop-tolerance. 
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Figure 8. Ordering time of LORA2 and LORA-p5(10) in the experiments with an 
ALLIANT matrix of order 1000 with different values of the drop-tolerance TOL -- 
2 -k (k is shown on the abscissa). The experiments are done on a CRAY-C92 machine. 
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Figure 9. Factorization time of LORA2 and LORA-ps(10) in the experiments with 
an ALLIANT matrix of order 1000 with different values of the drop-tolerance TOL = 
2 -k (k is shown on the abscissa). The experiments are done on a CRAY-C92 machine. 
5.4. Runs  on  a Para l le l  Computer  
It is important  o preserve the parallel properties of the algorithms when some devices that  
enhance the stabil ity are incorporated. Therefore it is important  o show that LORA2 has the 
same abil ity to carry out parallel computat ions as the previous coarse-grain codes discussed 
in [1,2]. The speed-ups shown in Table 6 indicate that LORA2 is a good parallel code for general 
sparse matrices. 
It is seen that  the direct option seems to show greater speed-ups than the iterative option. The 
speed-ups will probably be increased if larger sparse matrices are available. Again, experiments 
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with large sparse matrices, larger than those in the Harwell-Boeing set, are needed in order to 
confirm, or reject, such a conjecture (see also the remark made in connection of the previous 
table). 
Table 6. The speed-ups obtained when LORA2 is run on one and eight processors 
on an ALLIANT FX/80 computer (the systems are solved both directly and by the 
modified preconditioned orthomin algorithm). 
No. Matrix Direct method Iterative method 
1 sherman3 3.2 3.9 
2 gematll 3.0 3.3 
3 gemat12 3.0 2.9 
4 lns 3937 4.3 3.7 
5 lns3937a 4.4 3.7 
6 saylr4 4.7 3.2 
7 orsreg_l 4.4 3.5 
The speed-ups for LORA-p5(10) are normally less than those for the original LORA (and also 
than those for the enhanced algorithm LORA2). The reason for this behaviour is the increased 
time needed for performing the reordering. The reordering algorithm is a sequential algorithm in 
all three codes. Therefore any increase of the reordering time leads to a decrease of the speed-up of 
the algorithm when it is run on parallel computers. An attempt to relax some of the requirements 
in order to obtain parallel tasks during the reordering procedure may be worthwhile. 
5.5. Conc lus ions f rom the  Exper iments  
The numerical results presented in the previous two sections show that it is worthwhile to 
try to enhance the partitioned algorithm based on a preliminary reordering procedure done by 
LORA (see [2]) in order to improve both the stability and the efficiency of the algorithm. 
The enhancements proposed in Sections 2-4 lead to a very considerable improvement of the 
stability properties of the partitioned algorithm. Since the stability of parallel algorithms for 
general sparse matrices is an important issue (in many cases the stability requirements cause 
troubles; see, for example, [4, p. 172]), the results should be considered as very encouraging. The 
stability of the new algorithm is nearly as good as the stability of sparse matrix algorithms for 
nonpartitioned algorithms. 
The efficiency is not improved too much. The attempts to improve both the stability properties 
of the algorithm and the quality of the reordering procedure lead to some extra time. On the 
other hand, if the reordering is improved considerably, then this leads to considerable savings 
during the factorization time. If the time saved during the factorization (and some other parts of 
the computational process) is greater than the time lost in the efforts to obtain better and more 
stable reordering, then the new algorithms perform better than the original LORA. However, in 
the cases where the original LORA produces a good reordering, then the savings of computing 
time during the factorization (and some other parts of the computational process) will be not 
sufficient o compensate for the extra computing time spent in the efforts to obtain a better 
reordering. In such cases the original LORA will be more efficient han the other two algorithms. 
However, even when this happens, it may still be more advantageous to apply the new algorithms 
because these have good stability properties. 
6. FUTURE PLANS 
Partitioned algorithms where the different portions can be executed in parallel are the best 
solution for some parallel machines. The parallel tasks are quite large (see Figure 3), so that big 
portions of the computational work can be carried out in parallel. For general sparse matrices, the 
partitioned algorithms are normally the only means for obtaining coarse-grain parallel algorithms. 
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However, there are still a lot of unresolved problems. Some solutions of these problems have been 
proposed in this paper, but further improvements are necessary. 
The stability of the algorithms can be further improved. Safe algorithms based on partitioning 
and using parallel computations can be developed. 
The performance of the algorithms can also be further improved. This could be done when 
faster reordering algorithms are developed and when the efficiency of the computat ions during 
the other phases (factorization, solution, iterations) is also improved. 
The parallel computations should be made more efficient. It is also desirable to find a parallel 
implementation of (a part of) the reordering procedure. 
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