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Automatic evaluations form an important part of Natural Language Process-
ing (NLP) research. Designing automatic evaluation metrics is not only an in-
teresting research problem in itself, but the evaluation metrics also help guide
and evaluate algorithms in the underlying NLP task. More interestingly, one
approach of tackling an NLP task is to maximize the automatic evaluation score
of the NLP task, further strengthening the link between the evaluation metric
and the solver for the underlying NLP problem.
Despite their success, the mathematical foundations of most current metrics
are capable of modeling only simple features of n-gram matching, such as ex-
act matches – possibly after pre-processing – and single word synonyms. We
choose instead to base our proposal on the very versatile linear programming
formulation, which allows fractional n-gram weights and fractional similarity
measures and is efficiently solvable. We show that this flexibility allows us to
model additional linguistic phenomena and to exploit additional linguistic re-
sources.
In this thesis, we introduce TESLA, a family of linear programming-based
metrics for various automatic evaluation tasks. TESLA builds on the basic n-
gram matching method of the dominant machine translation evaluation metric
BLEU, with several features that target the semantics of natural languages. In
particular, we use synonym dictionaries to model word level semantics and bi-
text phrase tables to model phrase level semantics. We also differentiate function
words from content words by giving them different weights.
Variants of TESLA are devised for many different evaluation tasks: TESLA-
M, TESLA-B, and TESLA-F for the machine translation evaluation of European
languages, TESLA-CELAB for the machine translation evaluation of languages
v
with ambiguous word boundaries such as Chinese, TESLA-PEM for paraphrase
evaluation, and TESLA-S for summarization evaluation. Experiments show that
they are very competitive on the standard test sets in their respective tasks, as
measured by correlations with human judgments.
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Various kinds of automatic evaluations in natural language processing have been
the subject of many studies in recent years. In this thesis, we examine the auto-
matic evaluation of the machine translation, paraphrase generation and summa-
rization tasks.
Current metrics exploit varying amounts of linguistic resources.
Heavyweight linguistic approaches include examples such as RTE (Pado et
al., 2009b) and ULC (Gimenez and Marquez, 2008) for machine translation
evaluation, and Basic Elements (Hovy et al., 2006) for summarization evalua-
tion. They exploit an extensive array of linguistic features such as semantic role
labeling, textual entailment, and discourse representation. These sophisticated
features make the metrics competitive for resource rich languages (primarily
English). However, the complexity may also limit their practical applications.
Lightweight linguistic approaches such as METEOR (Banerjee and Lavie,
2005; Denkowski and Lavie, 2010; Denkowski and Lavie, 2011) and MaxSim
(Chan and Ng, 2008; Chan and Ng, 2009) exploit a limited range of linguistic
information that is relatively cheap to acquire and to compute, including lemma-
tization, part-of-speech (POS) tagging, dependency parsing and synonym dic-
tionaries.
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Non-linguistic approaches include BLEU (Papineni et al., 2002) and its vari-
ant NIST (Doddington, 2002), TER (Snover et al., 2006), ROUGE (Lin, 2004),
among others. They operate purely at the surface word level and no linguistic
resources are required. Although BLEU is still dominant in machine translation
(MT) research, it has generally shown inferior performances compared to the
linguistic approaches.
We believe that the lightweight linguistic approaches are a good compro-
mise given the current state of computational linguistics research and resources.
However, the mathematical foundations of current lightweight approaches such
as METEOR are capable of modeling only the simplest features of n-gram
matching, such as exact matches – possibly after pre-processing – and single
word synonyms. We show a linear programming-based framework which sup-
ports fractional n-gram weights and similarity measures. The framework allows
us to model additional linguistic phenomena such as the relative unimportance
of function words in machine translation evaluation, and to exploit additional
linguistic resources such as bitexts and multi-character Chinese synonym dic-
tionaries. These enable our metrics to achieve higher correlations with human
judgments on a wide range of tasks. At the same time, our formulation of the
n-gram matching problem is efficiently solvable, which makes our metrics suit-
able for computationally intensive procedures such as for parameter tuning of
machine translation systems.
In this study, we propose a family of lightweight semantic evaluation metrics
called TESLA (Translation Evaluation of Sentences with Linear programming-
based Analysis) that is easily adapted to a wide range of evaluation tasks and
shows superior performance compared to the current standard approaches. Our
main contributions are:
• We propose a versatile linear programming-based n-gram matching frame-
work that supports fractional n-gram weights and similarity measures,
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while remaining efficiently solvable. The framework forms the basis of
all the TESLA metrics.
• The machine translation evaluation metric TESLA-M uses synonym dic-
tionaries and POS tags to derive an n-gram similarity measure, and dis-
counts function words.
• TESLA-B and TESLA-F further exploit parallel texts as a source of phrase
synonyms for machine translation evaluation.
• TESLA-CELAB enables proper handling of multi-character synonyms in
machine translation evaluation for Chinese.
• We show for the first time in the literature that our proposed metrics
(TESLA-M and TESLA-F) can significantly improve the quality of au-
tomatic machine translation compared to BLEU, as measured by human
judgment.
• We codify the paraphrase evaluation task, and propose its first fully auto-
matic metric TESLA-PEM.
• We adapt the framework for the summarization evaluation task through
the use of TESLA-S.
All the metrics are evaluated on standard test data and are shown to be
strongly correlated with human judgments.
Parts of this thesis have appeared in peer-reviewed publications (Liu et al.,
2010a; Liu et al., 2010b; Liu et al., 2011; Dahlmeier et al., 2011; Liu and Ng,
2012; Lin et al., 2012).
The rest of the thesis is organized as follows. Chapter 2 reviews the current
literature for the prominent evaluation metrics. Chapter 3 focuses on TESLA
for machine translation evaluation for European languages, introducing three
3
variants, TESLA-M, TESLA-B, and TESLA-F. Chapter 4 describes TESLA-
CELAB which deals with machine translation evaluation for languages with
ambiguous word boundaries, in particular Chinese. Chapter 5 discusses ma-
chine translation tuning with the TESLA metrics. Chapter 6 adapts TESLA for
paraphrase evaluation, and Chapter 7 adapts it for summarization evaluation.




This chapter reviews the current state of the art in the various natural language
automatic evaluation tasks, including machine translation evaluation and its ap-
plications in tuning machine translation systems, paraphrase evaluation, and
summarization evaluation. They can all be viewed as variations of the same
underlying task, that of measuring the semantic similarity between segments of
text. Among them, machine translation evaluation metrics have received the
most attention from the research community. Metrics in other tasks are often
explicitly modeled after successful machine translation evaluation metrics.
2.1 Machine Translation Evaluation
In machine translation evaluation, we consider natural language translation in
the direction from a source language to a target language. We are given the ma-
chine produced system translation, along with one or more manually prepared
reference translations and the goal is to produce a single number representing
the goodness of the system translation.
The first automatic machine translation evaluation metric to show a high
correlation with human judgment is BLEU (Papineni et al., 2002). While BLEU
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is an impressively simple and effective metric, recent evaluations have shown
that many new generation metrics can outperform BLEU in terms of correlation
with human judgment (Callison-Burch et al., 2009; Callison-Burch et al., 2010;
Callison-Burch et al., 2011; Callison-Burch et al., 2012). Some of these new
metrics include METEOR, TER, and MaxSim.
In this section, we review the commonly used metrics. We do not seek to
explain all their variants and intricate details, but rather to outline their core
characteristics and to highlight their similarities and differences.
2.1.1 BLEU
BLEU (Papineni et al., 2002) is fundamentally based on n-gram match preci-
sion. Given a reference translation R and a system translation T , we generate
the bag of all n-grams contained in R and T for n = 1, 2, 3, 4, and denote them
as BNGnR and BNG
n
T respectively. The n-gram precision is thus defined as
Pn =
|BNGnR ∩ BNGnT |
|BNGnT |
where the | · | operator denotes the number of elements in a bag of n-grams.
To compensate for the lack of a recall measure, and hence the tendency to
produce short translations, BLEU introduces a brevity penalty, defined as
BP =
1 if |T | > |R|e1−|R|/|T | if |T | ≤ |R|
The metric is finally defined as
BLEU(R, T ) = BP× 4
√
P1P2P3P4
BLEU is a very simple metric requiring neither training nor language spe-
cific resources. However, its use of the brevity penalty is questionable, as sub-
sequent research on n-gram-based metrics has consistently found that recall is
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in fact a more potent indicator than precision (Banerjee and Lavie, 2005; Zhou
et al., 2006a; Chan and Ng, 2009).
The NIST metric (Doddington, 2002) is a widely used metric that is closely
related to BLEU. We highlight the major differences between the two here:
1. Some limited pre-processing is performed, such as removing case infor-
mation and concatenating adjacent non-ASCII words as a single token.
2. The arithmetic mean of the N-gram co-occurrence precision is used rather
than the geometric mean.
3. N-grams that occur less frequently are weighted more heavily.
4. A different brevity penalty is used.
2.1.2 TER
TER (Snover et al., 2006) is based on counting transformations rather than n-
gram matches. The metric is defined as the minimum number of edits needed to
change a system translation T to the reference R, normalized by the length of
the reference, i.e.,
TER(R, T ) =
number of edits
|R|
An edit in TER is defined as one insertion, deletion, or substitution of a sin-
gle word, or the shift of a contiguous sequence of words, regardless of its size
and the distance. Note that this differs from the efficiently solvable definition
of Levenshtein string edit distance, where only the insertion, deletion, and sub-
stitution operations are allowed (Wagner and Fischer, 1974). The addition of
the unit-cost shift operation makes the edit distance minimization NP-complete
(Shapira and Storer, 2002), so the evaluation of the TER metric is carried out in
practice by a heuristic greedy search algorithm.
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TER is a strong contender as the leading new generation automatic metric
and has been used in major evaluation campaigns such as GALE. Like BLEU,
it is simple and requires no language specific resources. TER also corresponds
well to the human intuition of an evaluation metric.
2.1.3 METEOR
Unlike BLEU that considers n-grams for n up to 4, METEOR (Banerjee and
Lavie, 2005; Denkowski and Lavie, 2010; Denkowski and Lavie, 2011) is based
on matching unigrams. Given the system translation T and a reference trans-
lation R, METEOR creates an alignment between T and R, such that every
unigram in T is mapped to zero or one unigram in R and vice versa. Two uni-
grams can be mapped to each other if they match exactly, or their stems match,
or they are synonyms.
METEOR maximizes this alignment while minimizing the number of crosses.
If word u appears before v in R, but the aligned word of u appears after that for
v, then a cross is detected. This criterion cannot be easily formulated mathemat-
ically and METEOR uses heuristics in the match process.
The METEOR score is derived from the number of unigram-to-unigram
alignmentsN . The unigram recall isN/|R| and the unigram precision isN/|T |.
The F0.9 measure is then computed as
F0.9 =
Precision× Recall
0.9× Precision + 0.1× Recall
The final METEOR score is the F0.9 with a penalty for the alignment crosses.




MaxSim (Chan and Ng, 2008; Chan and Ng, 2009) models machine translation
evaluation as a maximum bipartite matching problem, where the information
items from the reference and the candidate translation are matched using the
Kuhn-Munkres algorithm (Kuhn, 1955; Munkres, 1957). Information items are
units of linguistic information that can be matched. Examples of information
items that have been incorporated into MaxSim are n-grams and dependency
relations, although other information items can certainly be added.
The maximum bipartite formulation allows MaxSim to assign different weights
to the links between information items. MaxSim interprets this as the similarity
score of the match. Thus, unlike the previously introduced metrics BLEU, TER,
and METEOR, MaxSim differentiates between different types of matches. For
unigrams, the similarity scores s awarded for each type of match are:
1. s = 1 if the two unigrams have the same surface form.
2. s = 0.5 if the two unigrams are synonyms according to WordNet.
3. s = 0 otherwise.
Fractional similarities are similarly defined for n-grams where N > 1 and
dependency relations. Once the information items are matched, the precision
and recall are measured for unigrams, bigrams, trigrams, and dependency re-




0.8× Precision + 0.2× Recall
Chan and Ng evaluated MaxSim on data from the ACL-07 MT workshop,
and MaxSim achieved higher correlation with human judgments than all 11 au-
tomatic MT evaluation metrics that were evaluated during the workshop.
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Among the existing metrics, MaxSim is the most similar to our linear-programming
framework, which also allows matches to be weighted. However, unlike MaxSim,
our linear-programming framework allows the information items themselves to
be weighted as well. The similarity functions and other design choices from
MaxSim are reused in our metric where possible.
2.1.5 RTE
Textual Entailment (TE) was introduced in Dagan et al. (2006) to mimic human
common sense. If a human reading a premise P is likely to infer that a hypothe-
sisH is true, then we say P entailsH . Recognizing Textual Entailment (RTE) is
an extensively studied NLP task in its own right (Dagan et al., 2006; Bar Haim
et al., 2006; Giampiccolo et al., 2007; Giampiccolo et al., 2008; Bentivogli et al.,
2009). RTE shared tasks have generally found that methods with deep linguis-
tic processing, such as constituent and dependency parsing, outperform those
without.
Conceptually, machine translation evaluation can be reformulated as an RTE
problem. Given the system translation T and a reference translation R, if R
entails T and T entails R, then R and T are semantically equivalent, and T is a
good translation.
Inspired by this observation, the RTE metric for machine translation (Pado
et al., 2009b) leverages the body of research on RTE, in particular, the Stanford
RTE system (MacCartney et al., 2006) which produces roughly 75 features,
including alignment, semantic relatedness, structural match, and locations and




We now examine the linguistic information sources that the current metrics are
capable of processing.
We observe that n-gram matching forms the basis of almost every metric.
Unigram exact matches are captured directly by every metric we have discussed.
Many metrics, including BLEU and MaxSim, also explicitly count n-gram exact
matches. Even when a metric does not directly reference n-gram matches, it
typically has features that model the same underlying phenomena. For example,
consider the following pair of system translation T and reference translation R:
T Saudi Arabia denied this week information published in the New York
Times.
R This week Saudi Arabia denied information published in the New York
Times.
TER would penalize the shifting of the phrase this week as a whole. ME-
TEOR would count the number of crossed word alignments, such as between
word pairs this and Saudi, and week and Arabia, and penalize accordingly. We
observe that these disparate schemes capture essentially the same phenomenon
of phrase shifting. N-gram matching similarly captures this information, and
rewards matched n-grams such as this week and Saudi Arabia denied, and pe-
nalizes non-matched ones such as denied this and week Saudi in the example
above.
Incorporating word synonym information into unigram matching has often
been found beneficial, such as in METEOR and MaxSim. We then reasonably
speculate that capturing the synonym relationships between n-grams would fur-
ther strengthen the metrics. However, only MaxSim makes an attempt at this by
averaging word-level similarity measures, and one can argue that phrase level
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synonyms are fundamentally a different linguistic phenomenon from word level
synonyms. In this thesis, we instead extract true phrase level synonyms by ex-
ploiting parallel texts in the TESLA-B and TESLA-F metrics.
We observe that among the myriad of features used by current state-of-the-
art metrics, n-gram matching remains the most robust and widespread. The sim-
plest tool also turns out to be the most powerful. However, the current n-gram
matching procedure is a completely binary decision: n-grams have a count of
either one or zero, and two words are either synonyms or completely unrelated,
even though natural languages rarely operate at such an absolute level. For ex-
ample, some n-grams are more important than others, and some word pairs are
marginal synonyms. This motivates us to formulate n-gram matching as a lin-
ear programming task and introduce fractions into the matching process, which
forms the mathematical foundation of all TESLA metrics introduced in this the-
sis.
2.2 Machine Translation Tuning
The dominant framework of machine translation today is statistical machine
translation (SMT) (Hutchins, 2007). At the core of the system is the decoder,
which performs the actual translation. The decoder is parameterized, and esti-
mating the optimal set of parameter values is of paramount importance in getting
good translations. In statistical machine translation, the parameter space is ex-
plored by a tuning algorithm, typically Minimum Error Rate Training (MERT)
(Och, 2003), though the exact method is not important for our purpose. The
tuning algorithm carries out repeated experiments with different decoder pa-
rameter values over a development data set, for which reference translations are
given. An automatic MT evaluation metric compares the output of the decoder
against the reference(s), and guides the tuning algorithm iteratively towards bet-
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ter decoder parameters and output translations. The quality of the automatic MT
evaluation metric therefore has an immediate effect on the translation quality of
the whole SMT system.
To date, BLEU and its close variant the NIST metric (Doddington, 2002)
are the standard way of tuning statistical machine translation systems. Given
the close relationship between automatic MT and automatic MT evaluation, the
logical expectation is that a better MT evaluation metric would lead to better
MT systems. However, this linkage has not yet been realized. In the statistical
MT community, MT tuning still uses BLEU almost exclusively.
Some researchers have investigated the use of better metrics of MT tuning,
with mixed results. Most notably, Pado et al. (2009a) reported improved human
judgment using their entailment-based metric. However, the metric is heavy
weight and slow in practice, with an estimated run-time of 40 days on the NIST
MT 2002/2006/2008 data set, and the authors had to resort to a two-phase MERT
process with a reduced n-best list. As we shall see, our experiments with TESLA
use the similarly sized WMT 2010 data set, and most of our runs took less than
one day.
Cer et al. (2010) compared tuning a phrase-based SMT system with BLEU,
NIST, METEOR, and TER, and concluded that BLEU and NIST are still the
best choices for MT tuning, despite the proven higher correlation of METEOR
and TER with human judgment.
2.3 Paraphrase Evaluation
The task of paraphrase generation has been studied extensively (Barzilay and
Lee, 2003; Pang et al., 2003; Bannard and Callison-Burch, 2005; Quirk et al.,
2004; Kauchak and Barzilay, 2006; Zhao et al., 2008; Zhao et al., 2009). At the
same time, the task has seen applications such as machine translation (Callison-
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Burch et al., 2006; Madnani et al., 2007; Madnani et al., 2008), MT evaluation
(Kauchak and Barzilay, 2006; Zhou et al., 2006a; Owczarzak et al., 2006), sum-
marization evaluation (Zhou et al., 2006b), and question answering (Duboue
and Chu-Carroll, 2006).
Despite the research in paraphrase generation, the only prior attempt to
devise an automatic evaluation metric for paraphrases that we are aware of
is ParaMetric (Callison-Burch et al., 2008), which compares the collection of
paraphrases discovered by automatic paraphrasing algorithms against a manual
gold standard collected over the same sentences. However, ParaMetric does
not attempt to propose a single metric to correlate well with human judgments.
Rather, it consists of a few indirect and partial measures of the quality of para-
phrase generation systems.
2.4 Summarization Evaluation
Inspired by the success of automatic MT evaluation, researchers have proposed
automatic metrics for summarization evaluation, most notably ROUGE (Lin,
2004) and Basic Elements (Hovy et al., 2006). The former is entirely word-
based, whereas the latter also exploits constituent and dependency parses.
2.4.1 ROUGE
ROUGE (Lin, 2004) is heavily inspired by BLEU. ROUGE has many variants;
the most commonly used are ROUGE-4 and ROUGE-SU2.
Given a reference summary R and a system summary T , ROUGE-4 counts
the n-gram overlap statistics from R and T for n = 1, 2, 3, 4. as in BLEU.
Unlike BLEU, however, the average recall is used as the final score. ROUGE
does not have a length penalty component, because by the definition of the task,
every summary (reference or system) has the same length.
14
ROUGE-SU2 is similarly based on n-gram recall, but the n-grams used are
unigrams and skip bigrams within a window size of 4. For example, for a sen-
tence
a b c d e f
ROUGE-SU2 would extract the following n-grams:
a b c d e f ab ac ad bc bd be cd ce cf de df ef
2.4.2 Basic Elements
The Basic Elements (BE) (Hovy et al., 2006) framework is based on the ex-
traction and matching of individual basic element units between the reference
summary and the system summary. These units are an extensible concept; any
linguistic marker can be considered a unit. The standard set includes:
1. the head of a major syntactic constituent (noun, verb, adjective, or adver-
bial phrases)
2. a relation between a head-BE and a single dependent
A variety of parses, both constituent and dependency, are used for this pur-
pose. The basic element units are then matched based on their similarities. In
the standard settings, lexical equivalence is used. Finally, the percentage of




In this chapter, we introduce the TESLA family of metrics for machine trans-
lation evaluation. We generalize the greedy match of BLEU and the bipartite
matching formalism of MaxSim into a more expressive linear programming
framework, and in the more complicated variants, we exploit parallel texts to
create a shallow semantic representation of the sentences. We start with the
simplest version TESLA-M (M for Minimal) and move on to TESLA-B (B for
Basic) and TESLA-F (F for Full). Our experiments show that our metrics de-
liver good performance on the WMT shared evaluation tasks.
3.1 TESLA-M
The main novelty of TESLA-M compared to METEOR and MaxSim is that
we match the n-grams under a very expressive linear programming framework,
which allows us to assign fractional similarity scores and n-gram weights. This
is in contrast to the greedy approach of METEOR, and the more restrictive max-
imum bipartite matching formulation of MaxSim.
At the highest level, TESLA-M is the arithmetic average of F-measures be-
tween two bags of n-grams (BNG). A bag of n-grams is a multi-set of weighted
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n-grams. Mathematically, a bag of n-grams B consists of tuples (bi, bWi ), where
each bi is an n-gram and bWi is a positive real number representing its weight. In
the simplest form, a bag of n-grams contains every n-gram in a translated sen-
tence, and the weights are just the counts of the respective n-grams. However, to
emphasize the content words over the function words, TESLA-M discounts the
weight of an n-gram by a factor of 0.1 for every function word in the n-gram.
We decide whether a word is a function word based on its POS tag; those from
a closed class are considered function words.
In TESLA-M, the BNGs are extracted in the target language, so we call
them bags of target language n-grams (BTNG). We assume the target language
is English unless otherwise stated.
3.1.1 Similarity Functions
To match two bags of n-grams, we first need a similarity measure between n-
grams. In this section, we define the similarity measures used in our experi-
ments.
We adopt the similarity measure from MaxSim as sms. For unigrams x and
y,
• If lemma(x) = lemma(y), then sms = 1.
• Otherwise, let
a = I(synsets(x) overlap with synsets(y))
b = I(POS(x) = POS(y))
where I(·) is the indicator function, then
sms = (a+ b)/2
.
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The synsets are obtained by querying WordNet (Fellbaum, 1998). For lan-
guages other than English, a synonym dictionary is used instead.
We define two other similarity functions between unigrams:
slem(x, y) = I(lemma(x) = lemma(y))
spos(x, y) = I(POS(x) = POS(y))
All three unigram similarity functions generalize to n-grams in the same way.
For two n-grams x = x1,2,...,n and y = y1,2,...,n,
s(x, y) =
0 if ∃i, s(x






Note that if s(·) is binary valued for unigrams, then it is also binary valued
for n-grams with any n. In particular, if we use the simplest similarity function
for unigrams, the test for identity, i.e. let s(xi, yi) = I(xi = yi), then s(x, y) as
defined above is simply the test for identity for n-grams, making the usual exact
n-gram matching a special case in our matching framework. This is the rationale
for setting s(x, y) to 0 when any single component matches with a score of 0.
3.1.2 Matching Bags of N-grams
Now we describe the procedure of matching two bags of n-grams. We take as
input the following:
1. Two bags of n-grams, X and Y . The ith entry in X is xi and has a weight
of xWi . We similarly define yj and y
W
j .
2. A similarity measure, s, that gives a similarity score between any two
entries in the range of [0, 1].
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(a) The matching problem





Figure 3.1: A bag of n-grams (BNG) matching problem
Intuitively, we wish to align the entries of the two bags of n-grams in a
way that maximizes the overall similarity. As translations often contain one-
to-many or many-to-many alignments, we allow one entry to split its weight
among multiple alignments. An example matching problem is shown in Figure
3.1a, where the weight of each node is shown. The solution to the matching
problem is shown in Figure 3.1b, and the overall similarity is 0.5× 1.0 + 0.5×
0.6 + 1.0× 0.2 + 1.0× 0.1 = 1.1.
Mathematically, we formulate this as a real valued linear programming prob-
lem, which can be solved efficiently using well-known algorithms. The vari-
ables are allocated weights for the edges








w(xi, yj) ≥ 0 ∀i, j∑
j
w(xi, yj) ≤ xWi ∀i∑
i
w(xi, yj) ≤ yWj ∀j
The value of the objective function is the overall similarity S. Assuming X











The F-measure is derived from the precision and the recall:
F =
Precision× Recall
α× Precision + (1− α)× Recall
In this work, we set α = 0.8, following MaxSim. Note that an α value close
to 1 makes the denominator close to the precision, which cancels off with the
precision term in the numerator, leaving the F-measure close to the recall value.
Hence the TESLA metrics give more importance to the recall than the precision.
3.1.3 Scoring
The TESLA-M sentence-level score for a reference and a system translation is
the arithmetic average of the bags of target language n-grams F-measures for:
• unigrams, bigrams, and trigrams
• similarity functions sms and spos
We thus have 3 × 2 = 6 features for TESLA-M. If multiple references are
given, we match the system translation against each reference and the sentence-
level score is the average of all the match scores. The system-level score for a
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machine translation system is the average of its sentence-level scores over the
complete test set.
3.1.4 Reduction
When every xWi and y
W
i is 1, the linear programming problem proposed above
reduces to weighted bipartite matching. This is a well known result; for ex-
ample, see Cormen et al. (2001) for details. A simple proof is provided in Ap-
pendix A. Weighted bipartite matching is the formalism used by MaxSim, but
it precludes the use of fractional weights.
If the similarity function is binary-valued and transitive, such as slem and
spos, then we can use a much simpler and faster greedy matching procedure.












TESLA-M, like METEOR and MaxSim, is capable of processing only word
synonyms from WordNet. In this section, we exploit parallel texts of the target
language with other languages as a shallow semantic representation, allowing us
to model phrase synonyms and idioms. Specifically, the new metric TESLA-B
makes use of phrase tables generated from parallel texts of the target language
and other languages, which we refer to as pivot languages. The source language
may or may not be one of the pivot languages.
TESLA-B is the average of:
1. F-measures between the bags of target language n-grams (BTNG), as de-
fined in TESLA-M.
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2. F-measures between the bags of pivot language n-grams (BPNG) in each
of the pivot languages.
The rest of this section focuses on the generation of the pivot language n-grams.
Their matching is done in the same way as described for the target language
n-grams in TESLA-M.
3.2.1 Phrase Level Semantic Representation
Given a sentence-aligned bitext between the target language and a pivot lan-
guage, we can align the text at the word level using well known tools such
as GIZA++ (Och and Ney, 2003) or the Berkeley aligner (Liang et al., 2006;
Haghighi et al., 2009).
We observe that the distribution of aligned phrases in a pivot language can
serve as a semantic representation of a target language phrase. That is, if two
target language phrases are often aligned to the same pivot language phrase,
then they can be inferred to be similar in meaning. Similar observations have
been made by previous researchers (Banerjee and Lavie, 2005; Callison-Burch
et al., 2006; Snover et al., 2009).
We note here two differences from WordNet synonyms: (1) the relationship
is not restricted to the word level only, and (2) the relationship is not binary,
i.e. fractional similarities other than 0 and 1 can be inferred. The degree of
similarity can be measured by the percentage of overlap between the semantic
representations. For example, at the word level, the phrases good morning and
hello are unrelated even with a synonym dictionary, but they both very often
align to the same French phrase bonjour, and we conclude that they are seman-
tically related to a high degree.
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3.2.2 Segmenting a Sentence into Phrases
To extend the concept of this semantic representation of phrases to sentences,
we segment a sentence in the target language into phrases. Given a phrase table,






where N(·) is the count of a phrase in the phrase table. We then define the like-
lihood of segmenting a sentence S into a sequence of phrases (p1, p2, . . . , pn)
by:





where Z(S) is a normalizing constant. The segmentation of S that maximizes
the probability can be determined efficiently using a dynamic programming al-
gorithm. The formula has a strong preference for longer phrases, as every Pr(p)
is a small fraction. To deal with out-of-vocabulary words, we allow any unseen
single word w to be considered a phrase with N(w) = 0.5.
3.2.3 Bags of Pivot Language N-grams at Sentence Level
Simply merging the phrase-level semantic representation is insufficient to pro-
duce a sensible sentence-level semantic representation. As an example, we con-
sider two target language (English) sentences segmented as follows:
1. ||| Hello , ||| Querrien ||| . |||
2. ||| Good morning , sir . |||
A naive comparison of the bags of aligned pivot language (French) phrases
would likely conclude that the two sentences are completely unrelated, as the
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4. Good morning , sir .
We tackle this problem by constructing a confusion network representation
of the aligned phrases, as shown in Figures 3.2 and 3.3.
1. Each target language segment is replaced by parallel edges representing
its counterparts in the pivot language with the associated probabilities.
For example, “Hello ,” aligns with “Bonjour ,” with a probability of 0.9
and with “Salut ,” with a probability of 0.1, generating the edges “Bonjour
, / 0.9” and “Salut , / 0.1” in Figure 3.2.
2. The segments are then joined left-to-right to form a confusion network.
The process can be viewed as performing a naive phrase-based translation
from the target language to the pivot language, with no possibility of phrase
re-ordering. The resulting confusion network is a compact representation of an
exponentially large number of weighted and likely malformed French sentences.
For example, Figure 3.2 contains the following paths through the confusion net-
work:
• Bonjour , Querrien . (probability = 0.9)
• Salut , Querrien . (probability = 0.1)
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Bonjour , / 0.9
Salut , / 0.1
Querrien / 1.0 . / 1.0
Figure 3.2: A confusion network as a semantic representation
Bonjour , monsieur . / 1.0
Figure 3.3: A degenerate confusion network as a semantic representation
We can collect the n-gram statistics of this ensemble of French sentences
efficiently from the confusion network representation. For example, the trigram
“Bonjour , Querrien” would receive a weight of 0.9 × 1.0 = 0.9 in Figure 3.2.
Note that a single n-gram can span more than one confusion network segment,
making our representation less sensitive to differences in segmentation. As with
TESLA-M, we discount the weight of an n-gram by a factor of 0.1 for every
function word in the n-gram, so as to place more emphasis on the content words.
The collection of all such n-grams and their corresponding weights forms
the bag of pivot language n-grams of a sentence. The reference and system bags
of n-grams are then matched using the same algorithm outlined in TESLA-M.
3.2.4 Scoring
The TESLA-B sentence-level score is the average of
1. Bags of target language n-grams F-measures for unigrams, bigrams, and
trigrams, based on similarity functions sms and spos.
2. Bags of pivot language n-grams F-measures for unigrams, bigrams, and
trigrams based on similarity functions slem and spos for each pivot lan-
guage.
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We thus have 3 × 2 features from the target language n-grams and 3 × 2 ×
#pivot languages features from the pivot language n-grams. Again, if multiple
references are given, we average the match scores against individual references.
System-level scores are computed by averaging the sentence-level scores.
3.3 TESLA-F
We present another version of TESLA that further expands TESLA-B. TESLA-
F combines the features using a linear model trained on development data, mak-
ing it easy to exploit features not on the same scale, and leaving open the possi-
bility of domain adaptation.
The features of TESLA-F are:
1. F-measures between the bags of target language n-grams, as in TESLA-
M.
2. F-measures between the bags of pivot language n-grams in each of the
pivot languages, as in TESLA-B.
3. Normalized language model scores of the system translation, defined as
1
n
logP , where n is the length of the translation, and P the language model
probability.
The first two types of features are the same as TESLA-B. However, TESLA-
B cannot use the normalized language model scores because they are on a dif-
ferent scale to the F-measures (between 0 and 1).
The features of TESLA-F are combined by a linear model. The method of
training the linear model depends on the development data. For example, in the
case of WMT, the development data is in the form of manual rankings, so we
train SVMrank (Joachims, 2006) on these instances to build the linear model. In
other scenarios, some form of regression may be more appropriate.
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TESLA-F as defined above has no well-defined range. For convenience, we











where each f denotes an F-measure and each m denotes a normalized language
model score. Notice that the fs have a range of [0, 1], while the ms have a upper
limit of 0 but no well defined lower limit. By inspection, we note that −15
serves as a good artificial lower limit for the normalized language model scores
for European languages. We thus limit each m to a range of [−15, 0] and choose
the linear scaling factors a and b such that the resulting TESLA-F score has a
range of [0, 1]. The effect of this linear transform is purely cosmetic.
In practice, we found that the addition of the language model and the train-
ing of the linear model can make the system unstable, especially with the out-of-
English task (when the source language is English and the target language is a
foreign language) where the quality of the language resources is not as good. For
example, in the English-Czech task, ranking SVM has been observed to learn
a negative weight for the language model score, suggesting a counter-intuitive
negative correlation between the language model prediction and human judg-
ments on the development dataset. In comparison, TESLA-B may not score as
well when English is the target language, but is more robust. We recommend the
use of TESLA-F only for resource rich languages and tasks, and when domain
mismatch does not pose a problem.
3.4 Experiments
We test our metrics in the setting of the WMT 2009 (Callison-Burch et al.,
2009), WMT 2010 (Callison-Burch et al., 2010), and WMT 2011 (Callison-
27
Burch et al., 2011) shared tasks. The manual judgment development data from
WMT 2009 are used to train the TESLA-F linear model. The metrics are evalu-
ated on the manual judgments of the system translations in WMT 2009/2010/2011
with respect to two criteria: sentence level consistency and system level corre-
lation.
The sentence level consistency is defined as the percentage of correctly pre-
dicted pair-wise rankings among all the manually judged pairs. Pairs judged
as ties by humans are excluded from the evaluation. The system level correla-
tion is defined as the average Spearman’s rank correlation coefficient across all
translation tracks. Spearman’s rank correlation coefficient is defined by:




where di is the difference between the ranks for system i and n is the number of
systems. The value of ρ is bounded by [−1, 1].
The translation directions involved are into-English, including French-English,
German-English, Spanish-English and Czech-English, and out-of-English, in-
cluding English-French (en-fr), English-German (en-de), English-Spanish (en-
es), and English-Czech (en-cz).
3.4.1 Pre-processing
We POS tag and lemmatize the text using the following tools: for English,
OpenNLP POS-tagger1 and WordNet lemmatizer; for French and German, Tree-
Tagger2; and for Czech, the Morce morphological tagger3.
For German, we additionally perform noun compound splitting. For each












Table 3.1: Into-English task on WMT 2009 data









The resulting compound split sentence is then POS tagged and lemmatized.
Finally, we remove all non-alphanumeric tokens from the text in all lan-
guages. To generate the language model features, we train SRILM (Stolcke,
2002) trigram language models with modified Kneser-Ney discounting on the
supplied monolingual Europarl and news commentary texts.
We build phrase tables from the supplied news commentary bitexts. Word
alignments are produced by the Berkeley aligner (Liang et al., 2006; Haghighi et
al., 2009). The widely used phrase extraction heuristic in Koehn et al. (2003) is
used to extract phrase pairs. Phrases of up to four words in length are collected.
3.4.2 WMT 2009 Into-English Task
For bags of pivot language n-grams in the into-English task, we use all four
supplied languages as pivot languages, namely Czech, French, German, and
Spanish.
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Table 3.1 compares the scores of the TESLA metrics against three of the
most competitive and representative participants in WMT 2009 under identical
settings: ULC (a heavy-weight linguistic approach with the best performance in
WMT 2009), MaxSim, and METEOR. The results show that TESLA-F outper-
forms all these systems by a substantial margin as measured by system correla-
tion, and TESLA-M and TESLA-B are very competitive too.
3.4.3 WMT 2009 Out-of-English Task
To determine synonyms in languages other than English, we look up the words
in the respective synonym dictionaries, which are simply collections of synonym
word pairs. This is less sophisticated than considering overlapping synsets from
the English WordNet, but the resource is available for most popular languages,
with varying quality.
We use the freely available Wiktionary dictionary4 for each language. For
Spanish, we additionally use the synonym pairs from Spanish WordNet, a com-
ponent of FreeLing (Atserias et al., 2006).
Only one pivot language (English) is used for the bags of pivot language
n-grams. Two language models are generated for French, German and Spanish,
from the supplied news commentary corpus and Europarl corpus respectively.
For the English-Czech task, we only have one language model instead of two,
as the Europarl data are not available.
Tables 3.2 and 3.3 show the system-level correlation and sentence-level con-
sistency respectively of the TESLA metrics against the best reported results in
WMT 2009 under identical settings. Note that in Table 3.3, the overall column
is not a simple average of the four previous columns. Rather, it is the percent-
age of correctly predicted pair-wise rankings among the manually judged pairs
in all four language pairs. This follows the convention used in the official WMT
4www.wiktionary.org
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en-fr en-de en-es en-cz overall
TESLA-F 0.86 0.79 0.73 0.31 0.67
TESLA-M 0.93 0.86 0.79 0.09 0.67
TESLA-B 0.91 0.71 0.76 0.09 0.62
wcd6p4er 0.89 –0.54 0.45 0.1 0.22
wpF 0.90 –0.06 0.58 n/a n/a
TERp 0.89 –0.03 0.58 0.40 0.46
Table 3.2: Out-of-English task system-level correlation on WMT 2009 data
en-fr en-de en-es en-cz overall
wcd6p4er 0.67 0.58 0.61 0.59 0.60
TESLA-B 0.65 0.59 0.60 0.57 0.59
TESLA-M 0.64 0.59 0.59 0.57 0.58
TESLA-F 0.68 0.57 0.59 0.55 0.58
TERp 0.62 0.50 0.54 0.31 0.43
wpF 0.66 0.60 0.61 n/a n/a
Table 3.3: Out-of-English task sentence-level consistency on WMT 2009 data
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2009 shared task. In addition, wcd6p4er and TERp are designed to correlate
negatively with the judgment, i.e. a lower score denotes a higher quality. For
ease of comparison, their correlations in Tables 3.2 and 3.3 have been negated.
The system-level correlation for the English-Czech (en-cz) task is particu-
larly volatile because there are only five participating machine translation sys-
tems in the task, compared to more than ten for all other out-of-English tasks,
and their human judged scores are closer to each other relative to the other tasks
as well. With that in mind, we see that the TESLA metrics do relatively poorly
for the Czech language, likely due to the poor quality of the underlying linguis-
tic resources such as the lemmatizer and the POS tagger. It is interesting to note
that the addition of the language model in TESLA-F helps to compensate for
this deficiency in the task. Unfortunately, as we shall see in later experiments,
that is not a general trend and TESLA-F in general underperforms TESLA-M
and TESLA-B for relatively resource poor languages.
Ignoring the abnormalities in the English-Czech task, the results show that
TESLA-M obtains the highest reported system-level correlation in all three
other language pairs. All three variants are competitive in terms of sentence-
level consistency.
3.4.4 WMT 2010 Official Scores
TESLA-M and TESLA-F participated in the WMT 2010 machine translation
evaluation shared task (Callison-Burch et al., 2010). The official scores of the
campaign 5 are summarized here for reference. We replicated the testing en-
vironment and evaluated TESLA-B under identical settings. All into-English
task correlations are reported in Table 3.4 and the out-of-English task correla-
tions are reported in Tables 3.5 and 3.6. The system-level scores are compared
5The original WMT10 report contained erroneous results. The scores here are the corrected
results released after publication.
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using the Spearman’s rank correlation coefficient and the sentence-level scores
are compared using the Kendall’s tau correlation, which is defined as:
τ =
number of concordant pairs− number of discordant pairs
total number of pairs
Two translations of the same source segment are a concordant pair if their rel-
ative rankings by the human judges and by the automatic metric agree, other-
wise the pair is discordant. Pairs judged as equally good by human judges are
excluded from the calculation. For the out-of-English task, the sentence-level
correlations (Table 3.6) are simply averaged, following the convention of the
official WMT 2010 campaign. Note that this convention differs from that of
WMT 2009 (Table 3.3) where the raw counts from different language pairs are
combined first before the correlation is calculated.
For completeness, we include the results of i-letter-BLEU and SVM-rank,
the two other most competitive metrics in the evaluation, both proposed by
the Harbin Institute of Technology. The i-letter-BLEU metric is normal BLEU
based on letters, where the maximum length of N-gram is decided by the average
length for each sentence. The SVM-rank metric uses a linear kernel to combine
a multitude of established metrics including METEOR, BLEU, ROUGE, and
TER. A very brief description of the two metrics can be found in Callison-Burch et al. (2010).
We make several observations from the official results:
1. All three TESLA variants are extremely competitive in the into-English
task.
2. TESLA-M and TESLA-B are very competitive in the out-of-English task,
where TESLA-F has a breakdown for the English-to-Czech task.
Manual inspection reveals that TESLA-F is particularly vulnerable to bad
language models. In some cases, we even observed the linear model assigning
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negative weights for the language model scores, signaling a counter-intuitive
negative correlation between the language model scores and the rankings of the
translation according to human judgment. Comparatively, the performances of
TESLA-M and TESLA-B are more stable than that of TESLA-F, especially in
the out-of-English task.
3.4.5 WMT 2011 Official Scores
All three TESLA variants participated in the WMT 2011 machine translation
evaluation shared task (Callison-Burch et al., 2011). The official scores of the
campaign are summarized here for reference. The into-English task correlations
are reported in Table 3.7 and the out-of-English task correlations are reported in
Tables 3.8 and 3.9. The system-level scores are compared using the Spearman’s
rank correlation coefficient and the sentence-level scores are compared using the
Kendall’s tau correlation. The sentence-level correlations of the out-of-English
task are averaged to produce the final score for a system, as in WMT 2010.
As TER scores correlate negatively with the translation quality by design, its
correlations are negated for ease of comparison. Note that the TESLA metrics
did not participate in the evaluation of English-to-Czech (en-cz) translation due
to the lack of high quality linguistic tools such as stemmers and POS taggers
for Czech. All en-cz results have been excluded from the data presented in this
section.
Where applicable, we also include the results of MTERATER-PLUS (Par-
ton et al., 2011) and AMBER-TI (Chen and Kuhn, 2011), the two other most
competitive metrics. MTERATER-PLUS is a proprietary metric based on fea-
tures from ETS’s e-rater, an automated essay scoring engine designed to assess
writing proficiency (Attali and Burstein, 2006). AMBER-TI is an enhanced
BLEU, incorporating recalls, various penalty measures, skip n-grams, and pre-
processing based on lightweight linguistic information.
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Table 3.4: Into-English task on WMT 2010 data. All scores other than TESLA-
B are official.
en-cz en-fr en-de en-es overall
TESLA-M 0.93 0.91 0.94 0.93 0.93
SVM-rank 0.95 0.89 0.91 0.93 0.92
TESLA-B 0.92 0.92 0.86 0.91 0.91
i-letter-BLEU 0.92 0.90 0.85 0.91 0.90
meteor-next-rank 0.86 0.91 0.69 0.84 0.82
1-TERp 0.79 0.89 0.65 0.91 0.81
BLEU-4-v13a-c 0.80 0.89 0.66 0.87 0.80
TESLA-F 0.46 0.84 0.83 0.90 0.76
Table 3.5: Out-of-English task system-level correlation on WMT 2010 data. All
scores other than TESLA-B are official.
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en-cz en-fr en-de en-es overall
SVM-rank 0.32 0.40 0.29 0.36 0.34
i-letter-BLEU 0.29 0.38 0.24 0.33 0.31
TESLA-B 0.24 0.35 0.23 0.34 0.30
meteor-next-rank 0.22 0.37 0.17 0.31 0.27
TESLA-M 0.21 0.30 0.22 0.32 0.26
TESLA-F 0.17 0.33 0.20 0.29 0.25
BLEU-4-v13a-c 0.18 0.33 0.15 0.29 0.24
1-TERp 0.06 0.31 0.08 0.23 0.17
Table 3.6: Out-of-English task sentence-level correlation on WMT 2010 data.
All scores other than TESLA-B are official.









Table 3.7: Into-English task on WMT 2011 data
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en-fr en-de en-es overall
TESLA-M 0.96 0.90 0.95 0.94
TESLA-B 0.91 0.81 0.90 0.87
AMBER-TI 0.84 0.54 0.88 0.75
BLEU 0.86 0.44 0.87 0.72
METEORrank 0.85 0.30 0.74 0.63
TER 0.84 0.12 0.81 0.59
TESLA-F –0.83 0.86 0.80 0.28
Table 3.8: Out-of-English task system-level correlation on WMT 2011 data
en-fr en-de en-es overall
AMBER-TI 0.32 0.22 0.31 0.28
TESLA-B 0.29 0.20 0.28 0.26
TESLA-F 0.30 0.19 0.26 0.25
METEORrank 0.31 0.14 0.26 0.24
TESLA-M 0.25 0.18 0.27 0.23
Table 3.9: Out-of-English task sentence-level correlation on WMT 2011 data
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The findings are similar to the findings of WMT 2010.
1. TESLA-F is the most competitive in the system correlation of the into-
English task, outperforming BLEU by a wide margin. TESLA-B and
TESLA-M are very competitive too.
2. Both TESLA-M and TESLA-B outperform other metrics by a large mar-
gin in the out-of-English task system-level comparisons, with TESLA-M
being the most competitive.
3. The performance of TESLA-F is unstable in the out-of-English task. This
is consistent with observations from previous WMT campaigns. Man-
ual inspection assigns most of the blame to the poorer quality of the lan-
guage model. Coupled with the relatively small development set data that
TESLA-F is tuned on, we often observe counter-intuitive weights for the
language model scores. The design of a metric more robust in this context
requires a more in-depth analysis of the language specific characteristics,
and is left as a future work.
3.5 Analysis
3.5.1 Effect of function word discounting
The primary benefit of the linear programming framework employed by TESLA
is that we can assign weights to the constituent n-grams. TESLA-M uses this
capability to discount function words. In TESLA-B and TESLA-F, the pivot
language n-grams are weighted based on phrase alignment statistics. Function
word discounting is one of the major differences between TESLA-M and its
closest existing counterpart MaxSim. In this section, we investigate the effect
of function word discounting in TESLA-M on the WMT 2009 into-English task.
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Discount factor f System correlation Sentence consistency










1.0 (no discount for function words) 0.7974 0.6093
Table 3.10: Effect of function word discounting for TESLA-M on WMT 2009
into-English task
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Table 3.10 shows the system correlations and sentence consistencies of TESLA-
M using different values of the discount factor f . With a discount factor of 0,
n-grams containing any function words are ignored completely. At the other
extreme, a discount factor of 1 means no discounting takes place, and function
words and content words carry the same weight. As stated in Section 3.1.4, lin-
ear programming-based matching in TESLA-M is equivalent to bipartite match-
ing in MaxSim when f = 1.
The data show that the system correlation plateaus for f ≤ 0.2. This is
in agreement with the default value of f = 0.1 chosen for TESLA-M. Com-
pared to f = 1.0, function word discounting substantially improves the system
correlation (0.8718 vs 0.7974).
On the other hand, sentence consistency is less affected by function word
discounting. The peak occurs at f = 0.5, but the differences between that and
f = 0.1 and 1.0 is only about 1%.
Based on these observations, setting a default value of f = 0.1 for TESLA-
M entails some trade-off between system correlation and sentence consistency.
We choose to give priority to system correlation, because the primary use case
of automatic machine translation evaluation systems is to rank different ma-
chine translation systems. In particular, the performances of a single machine
translation algorithm with different parameters can be compared, which enables
automatic tuning of machine translation systems.
3.5.2 Effect of various other features
In addition to the discounting of function words, TESLA-M adds a POS-only
matching spos component to MaxSim, as described in Section 3.1.3. If we strip
these components from TESLA-M, we can make an emulated MaxSim that
closely reproduces the official result of MaxSim on the WMT 2009 into-English
task (MaxSim does not participate in out-of-English campaigns). We can then
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isolate their effects by adding the features back individually. This section re-
ports such a series of experiments in the setting of the WMT 2009 evaluation
campaign.
Tables 3.11 and 3.12 report the system correlation and sentence consistency
for the WMT 2009 into-English task and the out-of-English task overall scores
respectively. The first row reports the stripped down version of TESLA-M that
is equivalent to MaxSim. The other rows show the performance of the metric as
various components are added:
1. TESLA-M is equivalent to MaxSim with both the POS and function word
discounting added.
2. By adding pivot language n-gram matching to TESLA-M, we obtain the
metric TESLA-B.
3. Finally, TESLA-F adds the language model score feature to the mix.
Since language model scores have a different scale from the other fea-
tures, all of which are all F-scores within the range of 0 to 1, the use of
some form of tuning is necessary.
We can see that adding POS-only matching improves system level corre-
lation, but discounting function words yields much more substantial improve-
ments. The introduction of the language model and tuning further improves sys-
tem correlation. The effect on sentence consistency is more difficult to interpret,
but the introduction of pivot languages represents the single largest increase.
3.6 Summary
In this chapter, we introduced a family of three metrics for machine translation
evaluation of European languages, namely TESLA-M, TESLA-B, and TESLA-
F. They are lightweight linguistic approaches based on the linear programming
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System correlation Sentence consistency
MaxSim (emulated) 0.7908 0.6222
MaxSim +pos 0.7974 0.6093
MaxSim +discount 0.8534 0.6179
MaxSim +pos +discount (= TESLA-M) 0.8718 0.6097
TESLA-M +pivots (= TESLA-B) 0.8716 0.6289
TESLA-B +lm +tuning (= TESLA-F) 0.8993 0.6324
Table 3.11: Contributions of various features in the WMT 2009 into-English
task
System correlation Sentence consistency
MaxSim (emulated) 0.4276 0.5987
MaxSim +pos 0.5006 0.5950
MaxSim +discount 0.6527 0.5910
MaxSim +pos +discount (= TESLA-M) 0.6657 0.5847
TESLA-M +pivots (= TESLA-B) 0.6182 0.5902
TESLA-B +lm +turning (= TESLA-F) 0.6700 0.5796
Table 3.12: Contributions of various features in the WMT 2009 out-of-English
task
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framework, which allows fractional n-gram weights and n-gram similarity mea-
sures. Such flexibility enables the TESLA metrics to consider a range of lin-
guistic resources, notably,
• WordNet synsets, synonym dictionaries in other languages, and POS tags
to determine word-level similarity;
• POS tags to discount function words; and
• Aligned parallel texts to measure the semantic distance between phrases.
We evaluated the metrics on the well known Workshop on Statistical Ma-
chine Translation (WMT) shared tasks from years 2009 to 2011. TESLA-F
and TESLA-M were shown to have the highest overall system-level correlation
with human judgments in the into-English and out-of-English tasks respectively,
strongly outperforming current popular metrics such as BLEU and METEOR.
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Chapter 4
Machine Translation Evaluation for
Languages with Ambiguous Word
Boundaries
4.1 Introduction
Despite the importance and the research interest on automatic machine trans-
lation evaluation, almost all the existing work has been focused on European
languages, primarily on English. Although many methods aim to be language
neutral, languages with very different characteristics such as Chinese do present
very real challenges. The most obvious difference for Chinese is that of word
segmentation.
Unlike European language, written Chinese is not delimited into words. Seg-
menting Chinese sentences into words is an NLP task in its own right (Jin and
Chen, 2008; Zhao and Liu, 2010). However, the task is not linguistically well
defined. Many different segmentation standards exist for different purposes,
such as from Microsoft Research Asia for Named Entity Recognition (NER)
(Gao et al., 2005), from Chinese TreeBank for parsing and POS tagging (Xue et
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al., 2005), and from Academia Sinica for general word segmentation and POS
tagging (Huang et al., 1996), among many others. It is not usually clear which
standard is the best in a given scenario.
It is worth noting that the problem of ambiguous word boundaries is not
unique to Chinese. Many Asian languages pose similar challenges, such as
Japanese and Thai. More interestingly, words in some European languages
such as German and Finnish are so highly compositional that word splitting is a
necessary pre-processing step. For example, the word lentokonesuihkuturbiin-
imoottoriapumekaanikkoaliupseerioppilas in Finnish means technical warrant
officer trainee specialized in aircraft jet engines. This pre-processing step is
analogous to word segmentation in Chinese.
The only prior work attempting to address the problem of word segmenta-
tion in automatic machine translation evaluation for Chinese that we are aware
of is Li et al. (2011). The work compares various machine translation evaluation
metrics (BLEU, NIST, METEOR, GTM, 1–TER) with different Chinese word
segmentation schemes, and found that segmenting every single character as a
word (character-level machine translation evaluation) gives the best correlation
with human judgments. The experiments in this chapter support that observa-
tion, which is in contrast with the consensus for the Chinese machine translation
task, where Chinese word segmentation is shown to significantly improve the
translation quality (Xu et al., 2004; Chang et al., 2008). It is interesting to note
that character-based approaches are also found superior to word-based ones in
the context of translation retrieval for Japanese, a language whose written form








Figure 4.1: Three forms of the same expression buy umbrella in Chinese
4.2 Motivation
Li et al. (2011) identifies two reasons that character-level metrics outperform
word-level metrics. For illustrative purposes, we use Figure 4.1 as a running
example in this chapter. All three expressions are semantically identical (buy
umbrella). The first two forms are identical because雨伞1 and伞 are synonyms.
The last form is simply an (arguably wrong) alternative segmented form of the
second expression.
1. Word-level metrics do not award partial matches, e.g.,买_雨伞 and买_伞
would be penalized for the mismatch between 雨伞 and 伞. Character-
level metrics reward the match between characters伞 and伞.
2. Character-level metrics do not suffer from errors and differences in word
segmentation, so买_雨伞 and买_雨_伞 would be judged exactly equal.
Li et al. (2011) conduct empirical experiments to show that character-level
metrics consistently outperform their word-level counterparts. Despite that, we
observe two remaining important problems for the character-level metrics:
1Literally, rain umbrella.
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1. Although partial matches are partially rewarded, the mechanism breaks
down for n-grams where n > 1. For example, between 买_雨_伞 and
买_伞, higher-order n-grams such as买_雨 and雨_伞 still have no match,
and will be penalized accordingly, even though买_雨_伞 and买_伞 should
match exactly. N-grams such as 买雨 which cross natural word bound-
aries and are meaningless by themselves can be particularly tricky.
2. Character-level metrics can utilize only a small part of the Chinese syn-
onym dictionary, such as你 and您 (you). The majority of Chinese syn-
onyms involve more than one character, such as雨伞 and伞 (umbrella),
and儿童 and小孩 (child).
In this chapter, we attempt to address both of these issues by introduc-
ing TESLA-CELAB, a Character-level Evaluation metric for Languages with
Ambiguous word Boundaries. Unlike the word-level TESLAs, TESLA-CELAB




We illustrate our matching algorithm using the examples in Figure 4.1. Let买
雨伞 be the reference, and买伞 be the system translation.
We use Cilin (同义词词林) 2 as our synonym dictionary. The basic n-gram
matching problem is shown in Figure 4.2. Two n-grams are connected if they
are identical, or they are identified as synonyms by Cilin. Notice that all n-
grams are put in the same matching problem regardless of its length n, unlike
in translation evaluation metrics designed for European languages. This enables
2http://ir.hit.edu.cn/phpwebsite/index.php?module=pagemaster&PAGE_user_op=view_page&PAGE_id=162
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买 雨 伞 买雨 雨伞 买雨伞
买 伞 买伞
Figure 4.2: The basic n-gram matching problem for TESLA-CELAB
us to designate n-grams with different values of n as synonyms, such as 雨伞
(n = 2) and伞 (n = 1).
We allow one n-gram to participate in at most one match. Therefore, in this
example, we are able to make a total of two successful matches. The recall is
then 2/6 and the precision 2/3.
4.3.2 Phrase Matching
We note in Figure 4.2 that the trigram 买雨伞 and the bigram 买伞 are still
unmatched, even though the match between雨伞 and伞 should imply the match
between买雨伞 and买伞.
We infer the matching of such phrases using a dynamic programming al-
gorithm. Two n-grams are considered synonyms if they can be segmented into
aligned synonyms. With this extension, we are able to match 买雨伞 and 买
伞, since 买 matches 买 and 雨伞 matches 伞. The matching problem is now
depicted by Figure 4.3.
The full algorithm for the phrase synonym matching problem is shown in
Algorithm 4.1. For clarity, we present the algorithm in its recursive form. By
caching or pre-computing the recursive call, we can easily obtain a dynamic
programming form with polynomial runtime.
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Algorithm 4.1 Phrase synonym matching
procedure PHRASEMATCH(p1, p2) . Whether phrases p1, p2 are synonyms
if length(p1) = 1 or length(p2) = 1 then . The terminal case
return whether p1 and p2 are synonyms in the dictionary
end if
for i1 ← 1 to length(p1)− 1 do
for i2 ← 1 to length(p2)− 1 do
b1, e1 = p1[. . . i1], p1[i1 + 1 . . . ] . Split p1 into two parts
b2, e2 = p2[. . . i2], p2[i2 + 1 . . . ] . Split p2 into two parts
c1 ← PHRASEMATCH(b1, b2) . Cached or pre-computed
c2 ← whether e1 and e2 are synonyms in the dictionary







买 雨 伞 买雨 雨伞 买雨伞
买 伞 买伞
Figure 4.3: The compound n-gram matching problem for TESLA-CELAB after
phrase matching
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The linear programming problem is now mathematically described as fol-
lows. The variables w(·, ·) are the weights assigned to the edges,
w(买,买) ∈ [0, 1]
w(伞,伞) ∈ [0, 1]
w(雨伞,伞) ∈ [0, 1]
w(买雨伞,买伞) ∈ [0, 1]
We require that for any given node N , the sum of weights assigned to edges






wcand(伞) = w(伞,伞) + w(雨伞,伞)
wcand(买伞) = w(买雨伞,买伞)
where
wref(X) ∈ [0, 1] ∀X
wcand(X) ∈ [0, 1] ∀X
And we maximize the total match,
w(买,买) + w(伞,伞) + w(雨伞,伞) + w(买雨伞,买伞)
Formally, the linear programming problem is defined in Algorithm 4.2. In
our example, the maximum match is 3, resulting in a recall of 3/6 and a preci-
sion of 3/3.
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Algorithm 4.2 Sentence level matching with phrase synonyms
Input: strings s, s′.
Output: S, a measure of matching between s and s′.
Let
• pi, i = 1 . . . n be all substrings of s
• p′i, i = 1 . . . n′ be all substrings of s′











j) ∈ [0, 1] ∀pi ∼ p′j
w(pi) ∈ [0, 1] ∀pi















Figure 4.4: A covered n-gram matching problem
4.3.3 Covered Matching
In Figure 4.3, n-grams雨 and买雨 in the reference remain impossible to match,
which implies unjustified penalty for the candidate translation. We observe
that since 买雨伞 has been matched, all its sub-n-grams should be considered
matched as well, including雨 and买雨. We call this the covered n-gram match-
ing rule. This relationship is implicit in the matching problem for English ma-
chine translation evaluation metrics where words are well delimited. But with
phrase matching in Chinese where synonyms can be defined above the unigram
level, it must be modeled explicitly.
Note that we cannot simply perform covered n-gram matching as a post-
processing step. As an example, suppose we are matching phrases雨伞 and伞,
as shown in Figure 4.4. The linear programming solver may come up with any
of the following solutions:
• w(伞,伞) = 0, w(雨伞,伞) = 1
• w(伞,伞) = 1, w(雨伞,伞) = 0
• w(伞,伞) = 0.5, w(雨伞,伞) = 0.5
• . . .
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That is, a valid solution is any assignment where w(伞, 伞) ∈ [0, 1], w(雨伞,
伞) ∈ [0, 1], and w(伞,伞) + w(雨伞,伞) = 1.
To give the maximum coverage for the node 雨, only the first solution can
be accepted. This indicates the need to model covered n-gram matching in the
linear programming problem itself.
We come back to the matching of the reference translation买雨伞 and the
system translation 买伞 in Figure 4.3. On top of the w(·) variables already
introduced, we add the variables maximum covering weights c(·). Each c(X)
represents the maximum w(Y ) variable where the n-gram Y completely covers
the n-gram X .
cref(买) ≤ max(wref(买), wref(买雨), wref(买雨伞))
cref(雨) ≤ max(wref(雨), wref(买雨), wref(雨伞), wref(买雨伞))
cref(伞) ≤ max(wref(伞), wref(雨伞), wref(买雨伞))
cref(买雨) ≤ max(wref(买雨), wref(买雨伞))
cref(雨伞) ≤ max(wref(雨伞), wref(买雨伞))
cref(买雨伞) ≤ wref(买雨伞)
ccand(买) ≤ max(wcand(买), wcand(买伞))
ccand(伞) ≤ max(wcand(伞), wcand(买伞))
ccand(买伞) ≤ wcand(买伞)
where
cref(X) ∈ (0, 1) ∀X
ccand(X) ∈ (0, 1) ∀X
However, the max(·) operator is not allowed in the linear programming for-
mulation. We get around this by approximating max(·) with the sum instead.
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Hence,
cref(买) ≤ wref(买) + wref(买雨) + wref(买雨伞)
cref(雨) ≤ wref(雨) + wref(买雨) + wref(雨伞) + wref(买雨伞)
. . .
We justify this approximation as follows. Consider the sub-problem con-
sisting of just the w(·, ·), wref(·), and wcand(·) variables and their associated con-
straints. This sub-problem can be seen as a maximum flow problem where all
constants are integers, hence there exists an optimal solution where each of the
w variables is assigned a value of either 0 or 1. For such a solution, the max
and the sum forms are equivalent, since the cref(·) and ccand(·) variables are also
constrained to the range [0, 1].
The maximum flow equivalence breaks down when the c(·) variables are
introduced, so in the general case replacing max with sum is only an approxi-
mation.





Consequently, due to the covered n-gram matching rule, we have the following
value assignment, implying that all n-grams have been matched.
cref(X) = 1 ∀X
ccand(X) = 1 ∀X
Another example from the actual test data is shown below, where the syn-
onym dictionary correctly identifies女儿 and闺女 as synonyms. Consequently,
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the phrase matching algorithm can match n-grams个女儿 and个闺女. Due to
covered n-gram matching, n-grams 个女 and 个闺 are considered as matched
as well.
Reference: 我 有 一个 女儿 。
I have a daughter .
System: 我 有 个 闺女 。
I have a daughter .
Unfortunately, the dictionary fails to identify 一个 and 个 as synonyms,
perhaps because it is trivial for human readers. Had this synonym pair been
identified, we would be able to additionally match n-gram pairs such as一个女
thanks to phrase matching and covered n-gram matching.
4.3.4 The Objective Function
We define our objective function in terms of the c(·) variables. The recall is a
function of
∑
X cref(X), and the precision is a function of
∑
Y ccand(Y ), where
X is the set of all n-grams of the reference translation, and Y is the set of all
n-grams of the candidate translation.
Word-level TESLA metrics use the F0.8 measure as the final score:
F0.8 =
Precision× Recall
0.8× Precision + 0.2× Recall
Under some simplifying assumptions, specifically that the precision equals
the recall, basic calculus shows that F0.8 is four times as sensitive to the recall
than to the precision. Following the same reasoning, we want to place more em-
phasis on the recall than on the precision. At the same time, we are constrained










0 < f < 1
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We set f = 0.25 so that our objective function is also four times as sensi-
tive to the recall than to the precision. Our empirical experiments suggest that
the correlations do plateau near this value and we choose not to tune f on the
training data for simplicity.
The term Z is a normalizing constant to scale the objective function to a
range of [0, 1], chosen so that when all the c(·) variables have the value of one,
the objective score attains the value of one. The complete formal definition of
the linear programming problem is now shown in Algorithm 4.3.
The objective function value is our TESLA-CELAB score. When there are
N multiple references, we match the candidate translation against each of them
and use the average of the N objective function values as the sentence level
score. System level score is the average of all the sentence level scores.
4.4 Experiments
In this section, we test the effectiveness of TESLA-CELAB on some real-world
English-Chinese translation tasks.
4.4.1 IWSLT 2008 English-Chinese Challenge Task
The test set of the IWSLT 2008 (Paul, 2008) English-Chinese ASR Challenge
Task consists of 300 sentences of spoken language text. The average English
source sentence is 5.8 words long and the average Chinese reference translation
is 9.2 characters long. The domain is travel expressions.
The test set was translated by seven machine translation systems, and each
translation has been manually judged for adequacy and fluency. Adequacy mea-
sures whether the translation conveys the correct meaning, even if the transla-
tion is not fully fluent, whereas fluency measures whether a translation is fluent,
regardless of whether the meaning is correct. Due to high evaluation costs,
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Algorithm 4.3 Sentence level matching (complete)
Input: strings s, s′
Output: S, a measure of matching between s and s′.
Let
• pi, p′j, pi ∼ p′j as defined in Algorithm 4.2
• f be a configurable parameter, f ∈ (0, 1)
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adequacy and fluency assessments were limited to translation outputs of four
systems. In addition, machine translations are also manually ranked according
to their translation quality.
The inter-judge agreement is measured by the Kappa coefficient, defined as:
Kappa =
P (A)− P (E)
1− P (E)
where P (A) is the percentage of agreement, and P (E) is the percentage of
agreement by pure chance. The inter-judge Kappa is 0.41 for fluency, 0.40 for
adequacy, and 0.57 for ranking. Kappa values between 0.4 and 0.6 are consid-
ered moderate, and the numbers are in line with other comparable experiments,
such as Callison-Burch et al. (2010) and Callison-Burch et al. (2011).
4.4.2 NIST 2008 English-Chinese Machine Translation Task
The NIST 2008 English-Chinese machine translation (MT) task consists of
127 documents with 1,830 sentences, each with four reference translations and
eleven automatic MT system translations. The data are available from the Lin-
guistic Data Consortium as LDC2010T01. The domain is newswire texts; the
average English source sentence is 21.5 words long and the average Chinese
reference translation is 43.2 characters long.
Since no manual evaluation is given for the data set, we recruited twelve
bilingual judges to evaluate the first thirty documents (355 sentences for a total
of 355 × 11 = 3905 translated sentences) for adequacy and fluency. The final
score of a sentence is the average of its adequacy and fluency scores. Each judge
works on one quarter of the sentences so that each translation is judged by three
judges. The judgments are concatenated to form three full sets of judgments.
We ignore judgments where two sentences are equal in quality, so that there
are only two possible judgment outcomes (X is better than Y; or Y is better
than X), and P (E) = 1/2. The Kappa values are shown in Table 4.1. Kappa
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Judgment Set 2 Judgment Set 3
Judgment Set 1 0.4406 0.4355
Judgment Set 2 - 0.4134
Table 4.1: Inter-judge Kappa values for the NIST 2008 English-Chinese MT
task
Metric Type Consistency p Pearson’s r Spearman’s ρ
BLEU Char-level 0.7004 0.9130 0.9643
TESLA-M Word-level 0.6771 0.9167 0.8929
TESLA-CELAB– Char-level 0.7018 0.9229 0.9643
TESLA-CELAB Hybrid 0.7281* 0.9490** 0.9643
Table 4.2: Correlations with human judgment on the IWSLT 2008 English-
Chinese Challenge Task. * denotes better than the BLEU baseline at 5% sig-
nificance level. ** denotes better than the BLEU baseline at 1% significance
level.
values between 0.4 and 0.6 are considered moderate, and our numbers are in line
with other comparable experiments (Paul, 2008; Callison-Burch et al., 2010;
Callison-Burch et al., 2011).
4.4.3 Baseline Metrics
Although word-level BLEU has often been found inferior to the new-generation
metrics when the target language is English or other European languages, prior
research has shown character-level BLEU to be highly competitive when the
target language is Chinese (Li et al., 2011). Therefore we use character-level
BLEU as our main baseline.
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Metric Type Consistency p Pearson’s r Spearman’s ρ
BLEU Char-level 0.7091 0.8429 0.7818
TESLA-M Word-level 0.6969 0.8301 0.8091
TESLA-CELAB– Char-level 0.7158 0.8514 0.8227
TESLA-CELAB Hybrid 0.7162 0.8923** 0.8909**
Table 4.3: Correlations with human judgment on the NIST 2008 English-
Chinese MT Task. ** denotes better than the BLEU baseline at 1% significance
level.
The correlations of character-level BLEU and the average human judgments
are shown in the first row of Tables 4.2 and 4.3 for the IWSLT and the NIST
data set, respectively. Column p denotes segment-level consistency, defined as
p =
Number of correctly predicted pair-wise rankings
Total number of pair-wise rankings
Ties are excluded from the calculation. Columns r and ρ show the Pearson
correlation and the Spearman rank correlation of the system-level scores respec-
tively. Note that especially in the IWSLT data set, the Spearman rank correlation
is highly unstable due to the small number of participating systems.
In addition to character-level BLEU, we also present the correlations for
word-level TESLA-M. Compared to BLEU, TESLA-M allows more sophisti-
cated weighing of n-grams and measures of word similarity. In particular, syn-
onym relationships are considered. However, its use of part-of-speech (POS)
tags and synonym dictionaries prevents its use at the character-level. We use
TESLA-M as a representative of a competitive word-level metric.
We use the Stanford Chinese word segmenter (Tseng et al., 2005) and POS
tagger (Toutanova et al., 2003) for pre-processing and Cilin (同义词词林)
for synonym definitions during matching. The correlations between TESLA-
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M scores and human judgments are reported in the second row of Tables 4.2
and 4.3.
The scores show that word-level TESLA-M has no clear advantage over
character-level BLEU, despite its use of linguistic features. We consider this
conclusion to be in line with Li et al. (2011).
4.4.4 TESLA-CELAB Correlations
In all our experiments here, we use TESLA-CELAB with n-grams for n up to
four, since the vast majority of Chinese words, and therefore synonyms, are at
most four characters long.
The correlations between TESLA-CELAB scores and human judgments are
shown in the last row of Tables 4.2 and 4.3. We conducted significance testing
using the bootstrap resampling method (Koehn, 2004). Entries that outperform
the BLEU baseline at 5% significance level are marked with ‘*’, and those that
outperform at the 1% significance level are marked with ‘**’. We can see that
TESLA-CELAB significantly outperforms BLEU.
For comparison, we also run TESLA-CELAB without the use of the Cilin
dictionary, named TESLA-CELAB– in Tables 4.2 and 4.3. This disables TESLA-
CELAB’s ability to detect word-level synonyms and turns TESLA-CELAB into
a linear programming based character-level metric. The performance of TESLA-
CELAB– is comparable to the character-level BLEU baseline. Note that:
• TESLA-M can process word-level synonyms, but does not award character-
level matches.
• TESLA-CELAB– (and character-level BLEU) awards character-level matches,
but does not consider word-level synonyms.
• TESLA-CELAB can process word-level synonyms and can award character-
level matches.
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Therefore, the difference between TESLA-M and TESLA-CELAB high-
lights the contribution of character-level matching, and the difference between
TESLA-CELAB– and TESLA-CELAB highlights the contribution of word-
level synonyms.
4.4.5 Sample Sentences
Some example sentences taken from the IWSLT test set are shown in Table 4.4
(some are simplified from the original). The Cilin dictionary correctly identified
the following as synonyms:
周 = 星期 week
女儿 = 闺女 daughter
你 = 您 you
工作 = 上班 work
The dictionary fails to recognize the following synonyms:
这儿 = 这里 here
一个 = 个 a
However, partial awards are still given for the matching characters 这 and
个.
Based on these synonyms, TESLA-CELAB is able to award less trivial n-
gram matches, such as下周=下星期, 个女儿=个闺女, and工作吗=上班吗,
as these pairs can all be segmented into aligned synonyms. The covered n-gram
matching rule is then able to award tricky n-grams such as下星, 个女, 个闺,
作吗, and班吗, which are covered by下星期,个女儿,个闺女,工作吗, and
上班吗 respectively.
Note also that the word segmentations shown in these examples are for clar-
ity only. The TESLA-CELAB algorithm does not need pre-segmented sen-
tences, and essentially finds multi-character synonyms opportunistically.
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Reference: 下 周 。
next week .
System: 下 星期 。
next week .
English: Next week.
Reference: 我 有 一个 女儿 。
I have a daughter .
System: 我 有 个 闺女 。
I have a daughter .
English: I have a daughter.
Reference: 你 在 这儿 工作 吗 ？
you at here work qn ?
System: 您 在 这里 上班 吗 ？
you at here work qn ?
English: Do you work here?








Figure 4.5: Three forms of buy umbrella in German
4.5 Discussion
4.5.1 Other Languages with Ambiguous Word Boundaries
Although our experiments here are limited to Chinese, many other languages
have similarly ambiguous word boundaries. For example, in German the exact
counterpart to our example exists, as depicted in Figure 4.5.
Regenschirm, literally rain-umbrella, is a synonym of Schirm. The first two
forms in Figure 4.5 appear in natural text, and in standard BLEU they would
be penalized for the non-matching words Schirm and Regenschirm. Since com-
pound nouns such as Regenschirm are very common in German and generate
many out-of-vocabulary words, a common pre-processing step in German trans-
lation, and translation evaluation to a lesser extent, is to split compound words,
and we end up with the last form Regen schirm kaufen. This process is analo-
gous to Chinese word segmentation.
For character-based Asian languages such as Japanese and Thai, the only
language-specific resource required by TESLA-CELAB is a synonym dictio-
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nary. In particular, we explicitly do no require a word segmenter, as TESLA-
CELAB is completely character-based. For European languages such as Ger-
man and Finnish, we additionally need a compound word splitter. We believe
this is not too onerous a requirement, as it is routinely done for machine trans-
lation and even in metrics such as BLEU.
4.5.2 Fractional Similarity Measures
In the current formulation of TESLA-CELAB, two n-grams X and Y either are
synonyms which completely match each other, or are completely unrelated. In
contrast, the word based TESLA metrics allow fractional similarity measures
between 0 (completely unrelated) and 1 (exact synonyms). We can then award
partial scores for related words, such as those identified as such by WordNet or
those with the same POS tags. Unfortunately, supporting fractional similarity
measures is non-trivial in the TESLA-CELAB framework.
4.5.3 Fractional Weights for N-grams
Word-level TESLA metrics allow each n-gram to have a weight, which is pri-
marily used to discount function words. TESLA-CELAB can support fractional
weights for n-grams as well by the following extension. We introduce a function
m(X) that assigns a weight in the range [0, 1] for each n-gram X. Accordingly,



















However, experiments with different weight function m(·) on the test data
set failed to find a better weight function than the currently implied m(·) = 1.
This is probably due to the linguistic characteristics of Chinese, where human
judges apparently give equal importance to function words and content words.
In contrast, word-level TESLAs found discounting function words very effective
for English and other European languages such as German.
4.6 Summary
In this chapter, we devised a variant of TESLA, TESLA-CELAB, to address the
problem of word segmentation in the Chinese language, although neither the
phenomenon nor the method is unique to Chinese. TESLA-CELAB combines
the advantages of character-level and word-level metrics:
1. TESLA-CELAB is able to award scores for partial word-level matches.
2. TESLA-CELAB does not have a segmentation step, hence it will not in-
troduce word segmentation errors.
3. TESLA-CELAB is able to take full advantage of the synonym dictionary,
even when the synonyms differ in the number of characters.
We showed empirically that TESLA-CELAB significantly outperforms a
strong baseline of character-level BLEU in a few well known English-Chinese





One major motivation for research on automatic machine translation evaluation
is that by tuning machine translation systems against a new machine transla-
tion evaluation metric, advances in automatic machine translation evaluation
can lead directly to advances in automatic machine translation. However, to
date there has been no unambiguous report that a new metric can improve a
state-of-the-art machine translation system over its BLEU-tuned baseline.
In this chapter, we demonstrate that tuning Joshua (Li et al., 2009), a state-
of-the-art hierarchical phrase-based statistical machine translation system (Chi-
ang, 2005; Chiang, 2007), with the TESLA-M and TESLA-F metrics results
in significantly better human-judged translation quality than the BLEU-tuned
baseline. TESLA-M in particular is simple and performs well in practice on
large data sets. Based on these results, we hope that the machine translation
community will finally move away from BLEU as the unquestioned default and
consider these new generation metrics when tuning their systems. We investi-
gate the effect of MERT using BLEU, TER, TESLA-M, and TESLA-F metrics,
on Joshua. Our empirical study is carried out in the context of WMT 2010, for
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the French-English, Spanish-English, and German-English machine translation
tasks. We show that Joshua responds well to the change of evaluation metric, in
that a system tuned on metric M typically does well when judged by the same
metric M. We further evaluate the different systems with manual judgments and
show that TESLA-M and TESLA-F significantly outperform BLEU when used
to guide the MERT search.
5.2 Machine Translation Tuning Algorithms
We now describe the standard approach of tuning a modern statistical machine
translation system. Suppose T is a machine translation model which translates
texts in a foreign language F into English E. A typical T provides a set of
tunable parameters α, such as the penalty associated with moving a phrase and
the weights assigned to the language model score and to the phrase translation
probabilities. The values used for α have a strong influence on the translation
output. Mathematically,
E = Tα(F )
The problem of choosing the values of α to optimize the translation quality
is called machine translation tuning. In statistical machine translation, this step
is typically modeled as an optimization problem over a tuning dataset consisting
of sentences in the foreign language F and manual translations in English. We
denote the English half of the tuning data as Et and the half in F as Ft. We also
assume the availability of an automatic translation evaluation metric V , such
as BLEU and TESLA-M, that can measure the similarity between an automatic
translation and a reference translation. Without loss of generality, we suppose
that a larger automatic evaluation score signals better translation quality. Then,





Although general purpose optimization algorithms can be used for this pur-
pose, several specialized algorithms have been developed and are in wide use,
including MERT (Och, 2003), PRO (Hopkins and May, 2011), and MIRA (Hasler
et al., 2011). In this thesis, we use MERT, implemented as Z-MERT (Zaidan,
2009).
5.3 Experimental Setup
We run our experiments in the setting of WMT 2010 news commentary machine
translation campaign, for three language pairs:
1. French-English (fr-en): the training text consists of 84624 sentences of
French-English bitext. The average French sentence length is 25 words.
2. Spanish-English (es-en): the training text consists of 98598 sentences of
Spanish-English bitext. The average Spanish sentence length is 25 words.
3. German-English (de-en): the training text consist of 100269 sentences of
German-English bitext. The average German sentence length is 22 words.
The average English sentence length is 21 words for all three language pairs.
The text domain is newswire reports, and the English sides of the training texts
for the three language pairs overlap substantially. The development data are
2525 four-way translated sentences, in English, French, Spanish, and German
respectively. Similarly, the test data are 2489 four-way translated sentences. As
a consequence, all MT evaluations involve only single references.
The machine translation system T is as follows. First, we tokenize and low-
ercase the training texts and create word alignments using the Berkeley aligner
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fr-en es-en de-en
BLEU 3:49 (4) 5:09 (6) 2:41 (4)
TER 4:03 (4) 3:59 (4) 3:59 (5)
TESLA-M 13:00 (3) 17:34 (5) 13:40 (4)
TESLA-F 35:07 (4) 40:54 (4) 40:28 (5)
Table 5.1: Z-MERT training times in hours:minutes and the number of iterations
(Liang et al., 2006; Haghighi et al., 2009) with five iterations of training. Then,
we create suffix arrays and extract translation grammars for the development and
test set with Joshua (Li et al., 2009) in its default setting. The maximum phrase
length is 10. For the language model, we use SRILM (Stolcke, 2002) to build
a trigram model with modified Kneser-Ney smoothing from the monolingual
training data supplied in WMT 2010.
Parameter tuning is carried out using Z-MERT (Zaidan, 2009). TER and
BLEU are already implemented in the publicly released version of Z-MERT, and
Z-MERT’s modular design makes it easy to integrate TESLA into the package.
The maximum number of MERT iterations is set to 100, although we observe
that in practice, the algorithm converges after 3 to 6 iterations. The number of
intermediate initial points per iteration is set to 20 and the n-best list is capped
to 300 translations. Table 5.1 shows the training times and the number of MERT
iterations in parenthesis for each of the language pairs and evaluation metrics.
5.4 Automatic and Manual Evaluations
The results of the automatic evaluations are presented in Tables 5.2 to 5.4. The
best score according to each metric is shown in bold. Note that smaller TER
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scores are better, as are larger BLEU and TESLA scores.
We note that Joshua generally responds well to the change of tuning metric.
A system tuned on metric M usually does the best or very close to the best when
evaluated by M. On the other hand, the differences between different systems
can be substantial, especially between BLEU/TER and TESLA-M/TESLA-F.
In addition to the automatic evaluation, we enlisted twelve judges to man-
ually evaluate the first 200 test sentences. Four judges are assigned to each of
the three language pairs. For each test sentence, the judges are presented with
the source sentence, the reference English translation, and the output from the
four competing Joshua systems. The order of the translation candidates is ran-
domized so that the judges will not see any patterns. The judges are instructed
to rank the four candidates, and ties are allowed.
The inter-annotator agreement is reported in Table 5.5. We consider the
judgment for a pair of system outputs as one data point. In our experiments,
each data point has three possible values: A is preferred, B is preferred, and
no preference, hence P (E) = 1
3
. Our Kappa is calculated in the same way as
the WMT workshops (Callison-Burch et al., 2009; Callison-Burch et al., 2010;
Callison-Burch et al., 2011).
Kappa coefficients between 0.4 and 0.6 are considered moderate, and our
values are in line with those reported in the WMT translation campaigns. The
exception is the German-English pair, where the annotators only reach slight
agreement. Manual inspection suggests this might be caused by the lower qual-
ity of the German to English translations compared to the other two language
pairs, and the annotators have trouble deciding which was better among several
barely legible candidates.
Table 5.6 shows the proportion of times each system produces the best trans-
lation among the four. We observe that the rankings are largely consistent across
different language pairs: both TESLA-F and TESLA-M strongly outperform
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tune\test BLEU TER TESLA-M TESLA-F
BLEU 0.5237 0.6029 0.3922 0.4114
TER 0.5239 0.6028 0.3880 0.4095
TESLA-M 0.5005 0.6359 0.4170 0.4223
TESLA-F 0.4992 0.6377 0.4164 0.4224
Table 5.2: Automatic evaluation scores for the French-English task
tune\test BLEU TER TESLA-M TESLA-F
BLEU 0.5641 0.5764 0.4315 0.4328
TER 0.5667 0.5725 0.4204 0.4282
TESLA-M 0.5253 0.6246 0.4511 0.4398
TESLA-F 0.5331 0.6111 0.4498 0.4409
Table 5.3: Automatic evaluation scores for the Spanish-English task
tune\test BLEU TER TESLA-M TESLA-F
BLEU 0.4963 0.6329 0.3369 0.3927
TER 0.4963 0.6355 0.3191 0.3851
TESLA-M 0.4557 0.7055 0.3784 0.4070
TESLA-F 0.4642 0.6888 0.3753 0.4068





Table 5.5: Inter-annotator agreement
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fr-en es-en de-en
BLEU 44.1% 33.8% 49.6%
TER 41.4% 34.4% 47.8%
TESLA-M 65.8% 49.5% 57.8%
TESLA-F 66.4% 53.8% 55.1%
Table 5.6: Percentage of times each system produces the best translation
BLEU and TER. Note that the values in each column do not add up to 100%,
since the system translations are often identical, and even different translations
can receive the same human judgment.
Tables 5.7 to 5.9 show our main result in this chapter, the pairwise compar-
ison between the four systems for each of the language pairs. Each cell shows
the proportion of time a system tuned on A is preferred over a system tuned on
B, and the proportion of time the opposite happens. Notice that the upper right
half of each table is the mirror image of the lower left half. Again the rank-
ings consistently show that both TESLA-M and TESLA-F strongly outperform
BLEU and TER. All differences are statistically significant under the Sign Test
at p = 0.01, with the exception of TESLA-M vs TESLA-F in the French-English
task, BLEU vs TER in the Spanish-English task, and TESLA-M vs TESLA-F
and BLEU vs TER in the German-English task. The results provide strong ev-
idence that tuning machine translation systems using the TESLA metrics leads
to significantly better translation output.
73
A\B BLEU TER TESLA-M TESLA-F
BLEU - 11.4% / 6.5% 29.1% / 52.1% 28.0% / 52.3%
TER 6.5% / 11.4% - 28.6% / 54.5% 27.5% / 55.0%
TESLA-M 52.1% / 29.1% 54.5% / 28.6% - 7.6% / 8.8%
TESLA-F 52.3% / 28.0% 55.0% / 27.5% 8.8% / 7.6% -
Table 5.7: Pairwise system comparison for the French-English task. All pair-
wise differences are significant at 1% level, except those struck out.
A\B BLEU TER TESLA-M TESLA-F
BLEU - 25.8% / 22.3% 31.0% / 50.6% 24.4% / 50.8%
TER 22.3% / 25.8% - 31.9% / 51.0% 26.4% / 52.4%
TESLA-M 50.6% / 31.0% 51.0% / 31.9% - 25.9% / 33.4%
TESLA-F 50.8% / 24.4% 52.4% / 26.4% 33.4% / 25.9% -
Table 5.8: Pairwise system comparison for the Spanish-English task. All pair-
wise differences are significant at 1% level, except those struck out.
A\B BLEU TER TESLA-M TESLA-F
BLEU - 21.8% / 18.4% 28.1% / 36.9% 27.3% / 35.3%
TER 18.4% / 21.8% - 26.9% / 39.5% 27.3% / 37.5%
TESLA-M 36.9% / 28.1% 39.5% / 26.9% - 24.3% / 21.3%
TESLA-F 35.3% / 27.3% 37.5% / 27.3% 21.3% / 24.3% -
Table 5.9: Pairwise system comparison for the German-English task. All pair-
wise differences are significant at 1% level, except those struck out.
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5.5 Discussion
We examined the results manually, and found that the relationship between the
types of mistakes each system makes and the characteristics of the correspond-
ing metric to be intricate. We discuss our findings in this section.
First we observe that BLEU and TER tend to produce very similar trans-
lations, and so do TESLA-M and TESLA-F. Of the 2489 test sentences in the
French-English task, BLEU and TER produced different translations for only
760 sentences, or 31%. Similarly, TESLA-M and TESLA-F gave different out-
puts for only 857 sentences, or 34%. In contrast, BLEU and TESLA-M gave
different translations for 2248 sentences, or 90%. It is interesting to find that
BLEU and TER should be so similar, considering that they are based on very
different principles. As a metric, TESLA-M is certainly much more similar
to BLEU than TER is, yet they behave very differently when used as a tuning
metric.
We also observe that TESLA-M and TESLA-F tend to produce much longer
sentences than do BLEU and TER. The average sentence lengths of the TESLA-
M and TESLA-F-tuned systems across all three language pairs are 26.6 and
26.5 words respectively, whereas those for BLEU and TER are only 22.4 and
21.7 words respectively. Comparing the translations from the two groups, the
tendency of BLEU and TER to pick shorter paraphrases and to drop function
words is unmistakable, often to the detriment of the translation quality. Some
typical examples from the French-English task are shown in Figure 5.1.
Interestingly, the human translations average only 22 words, so BLEU and
TER translations are in fact much closer on average to the reference lengths, yet
their translations often feel too short. In contrast, manual inspections reveal no
tendency for TESLA-M and TESLA-F to produce overly long translations.
We note that BLEU has a natural bias of favouring short translations due to
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its reliance on n-gram precision instead of recall. Although BLEU counteracts it
with the brevity penalty, our observations here suggest that the penalty is not ag-
gressive enough, evidenced by the distinctive tendency of producing translations
that feel too short. Translations produced by TER tend to feel too short as well,
even though the metric penalizes insertions and deletions equally. By placing
much more emphasis on recall, TESLA-M and TESLA-F produce translations
that are statistically longer, but feel much more ‘correct’ lengthwise.
Another major difference between TESLA and BLEU/TER is that the TES-
LAs heavily discount n-grams with function words. One might thus expect the
TESLA-tuned systems to be less adept at function words; yet they translate them
surprisingly well, as shown in Figure 5.1. One explanation is of course the sen-
tence length effect we have discussed. Another reason may be that since the
metric does not care much about function words, the language model is given
more freedom to pick function words as it sees fit, without the fear of large
penalties. Paradoxically, by reducing the weights of function words, we end up
making better translations for them.
TER is the only metric that allows cheap block movements, regardless of
the size or distance. One might reasonably speculate that a TER-tuned system
should be more prone to reordering phrases. However, we find no evidence that
this is so.
The relative performance of TESLA-M vs TESLA-F is unsurprising. TESLA-
F, being heavier and slower, produces somewhat better results than its minimal-
ist counterpart, though the margin is far less pronounced than that between the
TESLAs and the more conventional BLEU and TER. Since extra resources in-
cluding bitexts are needed in using TESLA-F, TESLA-M emerges as the MT
evaluation metric of choice for tuning SMT systems.
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BLEU in the future , americans want a phone that allow the user to . . .
TER in the future , americans want a phone that allow the user to . . .
TESLA-M in the future , the americans want a cell phone , which allow the user to . . .
TESLA-F in the future , the americans want a phone that allow the user to . . .
BLEU . . . also for interest on debt of the state . . .
TER . . . also for interest on debt of the state . . .
TESLA-M . . . also for the interest on debt of the state . . .
TESLA-F . . . also for the interest on debt of the state . . .
BLEU and it is hardly the end of carnival-like transfers .
TER and it is hardly the end of carnival-like transfers .
TESLA-M and it is far from being the end of the carnival-like transfers .
TESLA-F and it is far from being the end of the carnival-like transfers .
BLEU it is not certain that the state can act without money .
TER it is not certain that the state can act without money .
TESLA-M it is not certain that the state can act without this money .
TESLA-F it is not certain that the state can act without this money .
BLEU but the expense of a debt of the state . . .
TER but the expense of a debt of the state . . .
TESLA-M but at the expense of a greater debt of the state . . .
TESLA-F but at the expense of a great debt of the state . . .
Figure 5.1: Comparison of selected translations from the French-English task
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5.6 Summary
Almost all modern statistical machine translation systems are built with tunable
parameters. A tuning algorithm such as MERT can repeatedly translate some
development data D with iteratively better values for these parameters, until the
automatic evaluation score on D is optimized. This tuning procedure means
that the values chosen for the tunable parameters, and hence the real world
performance of the machine translation system, are heavily dependent on the
automatic evaluation metric. In the ideal case, the automatic evaluation metric
models human preferences perfectly, and the machine translation system attains
its optimal human perceived quality achievable in its parameter space.
To date, the tuning procedure has almost exclusively used the venerable
BLEU metric in the literature. However, in recent years, many newer metrics
have been shown to consistently outperform BLEU in terms of correlation with
human judgment. Unfortunately, previous attempts at replacing BLEU in the
tuning procedure have faced overly long runtime, and the effect on the human
perceived quality of the resulting machine translation system remains ambigu-
ous.
In this section, we demonstrated for the first time in the literature that a
practical new generation MT evaluation metric can significantly improve the
quality of automatic MT compared to BLEU, as measured by human judgment.
We tuned Joshua, a state-of-the-art hierarchical phrase-based statistical machine
translation system, on four metrics: BLEU, TER, TESLA-M, and TESLA-F,
in the context of the WMT 2010 European-languages-to-English translation
task. Tuning with BLEU and TER took only a few hours. The TESLA-M
and TESLA-F metrics took less than one day and less than two days to tune
respectively on this moderately large dataset, a length we considered less than
ideal but still practical.
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The translations from these systems on the test dataset were then evaluated
manually by native English speakers. We observed that the BLEU- and TER-
tuned systems tended to produce similar translations, and so did the TESLA-M-
and TESLA-F-tuned systems. Comparing the two groups, the TESLA metrics
produced the best translations significantly more often than BLEU and TER.
In pairwise comparisons, the TESLA metrics were also found to be preferred
significantly more often than BLEU and TER. The same effects were observed
in all the language pairs tested.
We hope this work will encourage the MT research community to finally






As previously discussed in Section 2.3, many paraphrase generation systems
have been proposed in the past few years. Despite the research activities, we see
two major problems in the field. First, there is currently no consensus on what
attributes characterize a good paraphrase. As a result, works on the application
of paraphrases tend to build their own paraphrase generation system in view of
the immediate needs instead of using an existing system.
Second, and as a consequence, no automatic evaluation metric exists for
paraphrases and most works in this area resort to ad hoc manual evaluations,
such as the percentage of “yes” judgments to the question of “is the meaning
preserved”. This type of evaluation is incomprehensive, expensive, and non-
comparable between different studies, making progress hard to judge.
In this chapter, we address both problems. We propose a set of three criteria
for good paraphrases: adequacy, fluency, and lexical dissimilarity. Considering
that paraphrase evaluation is a very subjective task with no rigid definition, we
conduct experiments with human judges to show that humans generally have
a consistent intuition for good paraphrases, and that the three criteria are good
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indicators.
Based on these criteria, we construct TESLA-PEM (Paraphrase Evaluation
Metric), a fully automatic evaluation metric for paraphrase generation (PG) sys-
tems. TESLA-PEM takes as input the original sentence R and its paraphrase
candidate P , and outputs a single numeric score b estimating the quality of P
as a paraphrase of R. PG systems can be compared based on the average scores
of their output paraphrases. To the best of our knowledge, this is the first auto-
matic metric that gives an objective and unambiguous ranking of different PG
systems, which serves as a benchmark of progress in the field of PG.
The main difficulty of deriving TESLA-PEM is to measure semantic close-
ness without relying on lexical level similarity. To this end, we use the bag of
pivot language n-grams (BPNG) as defined in TESLA-B and TESLA-F as a
robust, broad-coverage, and knowledge-lean semantic representation for natu-
ral language sentences. Most importantly, BPNG does not depend on lexical or
syntactic similarity, allowing us to address the conflicting requirements of para-
phrase evaluation. The only linguistic resource required to evaluate BPNG is a
parallel text of the target language and an arbitrary other language, known as the
pivot language.
We highlight that paraphrase evaluation and paraphrase recognition (Wan et
al., 2006; Qiu et al., 2006; Das and Smith, 2009; Heilman and Smith, 2010)
are related yet distinct tasks. Consider two sentences S1 and S2 that are the
same except for the substitution of a single synonym. A paraphrase recognition
system should assign them a very high score, but a paraphrase evaluation system
would assign a relatively low one. Indeed, the latter is often a better indicator
of how useful a PG system potentially is for the applications of PG described
earlier.
Compared to MT evaluation metrics, our method focuses on addressing the
unique requirement of paraphrase evaluation: that lexical closeness does not
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necessarily entail goodness, contrary to the basis of MT evaluation.
6.2 Task Definition
The first step in defining a paraphrase evaluation metric is to define a good
paraphrase. Merriam-Webster dictionary gives the following definition1: a re-
statement of a text, passage, or work giving the meaning in another form. We
identify two key points in this definition: (1) that the meaning is preserved, and
(2) that the lexical form is different. To which we add a third, that the paraphrase
must be fluent.
The first and last point are similar to MT evaluation, where adequacy and
fluency have been established as the standard criteria. In paraphrase evaluation,
we have one more: lexical dissimilarity. Although lexical dissimilarity is seem-
ingly the easiest to judge automatically among the three, it poses an interesting
challenge to automatic evaluation metrics, as overlap with the reference has
been the basis of almost all evaluation metrics. That is, while MT evaluation
and paraphrase evaluation are conceptually closely related, the latter actually
highlights the deficiencies of the former, namely that in most automatic evalu-
ations, semantic equivalence is underrepresented and substituted by lexical and
syntactic equivalence.
The task of paraphrase evaluation is then defined as follows: Given an orig-
inal sentence R and a paraphrase candidate P , output a numeric score b esti-
mating the quality of P as a paraphrase of R by considering adequacy, fluency,
and lexical dissimilarity. In this study, we use a scale of 1 to 5 (inclusive) for b,
although that can be transformed linearly into any range desired.
We observe here that the overall assessment b is not a linear combination of
1Merriam-Webster Collegiate Dictionary, Eleventh Edition, published in July 2003. http:
//www.merriam-webster.com/dictionary/paraphrase
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the three measures. In particular, a high dissimilarity score is meaningless by
itself. It could simply be that the paraphrase is unrelated to the source sentence,
or is incoherent. However, when accompanied by high adequacy and fluency
scores, it differentiates the mediocre paraphrases from the good ones.
6.3 Paraphrase Evaluation Metric
In this section we devise our metric TESLA-PEM (Paraphrase Evaluation Met-
ric) according to the three proposed evaluation criteria, namely adequacy, flu-
ency, and dissimilarity.
Adequacy The main challenge is to measure the adequacy, or semantic simi-
larity, completely independent of any lexical similarity. We use the bag of pivot
language n-grams (BPNG) introduced in TESLA-B (Section 3.2) for this pur-
pose. We call the F1 measure of the BPNG match recall and precision the pivot
language F1, which serves as our adequacy score.
Fluency We measure the fluency of a paraphrase by a normalized language




where Pr(S) is the sentence probability predicted by a standard 4-gram lan-
guage model.
Dissimilarity We measure dissimilarity between two English sentences us-
ing the target language F1, where we collect the bag of all n-grams up to 4-
grams from each target language sentence (English in this work unless other-
wise stated). The target language F1 is then defined as the F1 agreement of the
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two bags of n-grams. The target language F1 correlates positively with the sim-
ilarity of the two sentences, or equivalently, negatively with the dissimilarity of
the two sentences.
To produce the final TESLA-PEM metric, we combine the three-component
automatic metrics, the pivot language F1, the normalized language model, and
the target language F1, which measure adequacy, fluency, and dissimilarity re-
spectively.
As discussed previously, a linear combination of the three-component met-
rics is insufficient. We turn to support vector machine (SVM) regression with
the radial basis function (RBF) kernel. The RBF is a simple and expressive func-
tion, commonly used to introduce non-linearity into large margin classifications
and regressions.
RBF(xi, xj) = e−γ‖xi−xj‖
2
We use the implementation in SVM light (Joachims, 1999). The SVM is to be
trained on a set of human-judged paraphrase pairs, where the three-component
automatic metrics are fit to the human overall assessment. After training, the
model can then be used to evaluate new paraphrase pairs in a fully automatic
fashion.
6.4 Human Evaluation
To validate our definition of paraphrase evaluation and the TESLA-PEM method,
we conduct an experiment to evaluate paraphrase qualities manually, which al-
lows us to judge whether paraphrase evaluation according to our definition is an
inherently coherent and well-defined problem. The evaluation also allows us to
establish an upper bound for the paraphrase evaluation task, and to validate the
contribution of the three proposed criteria to the overall paraphrase score.
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6.4.1 Evaluation Setup
We use the Multiple-Translation Chinese Corpus (MTC)2 as a source of para-
phrases. The MTC corpus consists of Chinese news articles (993 sentences in
total) and multiple sentence-aligned English translations. We select one human
translation as the original text. Two other human translations and two automatic
machine translations serve as paraphrases of the original sentences. We refer
to the two human translations and the two MT systems as paraphrase systems
human1, human2, machine1, and machine2.
We employ three human judges to manually assess the quality of 300 orig-
inal sentences paired with each of the four paraphrases. Therefore, each judge
assesses 1,200 paraphrase pairs in total. The judgment for each paraphrase pair
consists of four scores, each given on a five-point scale:
• Adequacy (Is the meaning preserved adequately?)
• Fluency (Is the paraphrase fluent English?)
• Lexical Dissimilarity (How much has the paraphrase changed the origi-
nal sentence?)
• Overall score
The instructions given to the judges for the overall score were as follows.
A good paraphrase should convey the same meaning as the original
sentence, while being as different as possible on the surface form
and being fluent and grammatical English. With respect to this def-
inition, give an overall score from 5 (perfect) to 1 (unacceptable)
for this paraphrase.
2LDC Catalog No.: LDC2002T01
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The paraphrases are presented to the judges in a random order and without any
information as to which paraphrase system produced the paraphrase.
In addition to the four paraphrase systems mentioned above (two human
translations and two automatic machine translations from the MTC corpus), for
each original English sentence, we add three more artificially constructed para-
phrases with pre-determined “human” judgment scores: (1) the original sen-
tence itself, with adequacy 5, fluency 5, dissimilarity 1, and overall score 2; (2)
a random sentence drawn from the same domain, with adequacy 1, fluency 5,
dissimilarity 5, and overall score 1; and (3) a random sentence generated by a
unigram language model, with adequacy 1, fluency 1, dissimilarity 5, and over-
all score 1. These artificial paraphrases serve as controls in our evaluation. Our
final data set therefore consists of 2,100 paraphrase pairs with judgments on 4
different criteria.
6.4.2 Inter-judge Correlation
The first step in our evaluation is to investigate the correlation between the hu-
man judges. We use Pearson’s correlation coefficient, a common measure of the
linear dependence between two random variables.
We investigate inter-judge correlation at the sentence and at the system level.
At the sentence level, we construct three vectors, each containing the 1,200 sen-
tence level judgments from one judge for the overall score. The pair-wise cor-
relations between these three vectors are then taken. Note that we exclude the
three artificial control paraphrase systems from consideration, as that would in-
flate the correlation. At the system level, we construct three vectors each of size
four, containing the average scores given by one judge to each of the four para-
phrase systems human1, human2, machine1, and machine2. The correlations
are then taken in the same fashion.
The results are listed in Table 6.1. The inter-judge correlation is between
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Sentence Level System Level
Judge A Judge B Judge A Judge B
Judge B 0.6406 - 0.9962 -
Judge C 0.6717 0.5993 0.9995 0.9943
Table 6.1: Inter-judge correlation for overall paraphrase score
0.60 and 0.67 at the sentence level and above 0.99 at the system level. These
correlation scores can be considered very high when compared to similar re-
sults reported in MT evaluations, e.g., Blatz et al. (2003). The high correlation
confirms that our evaluation task is well defined.
Having confirmed that human judgments correlate strongly, we combine the
scores of the three judges by taking their arithmetic mean. Together with the
three artificial control paraphrase systems, they form the human reference eval-
uation which we use for the remainder of the experiments.
6.4.3 Adequacy, Fluency, and Dissimilarity
In this section, we empirically validate the importance of our three proposed
criteria: adequacy, fluency, and lexical dissimilarity. This can be done by mea-
suring the correlation of each criterion with the overall score. The system and
sentence level correlations are shown in Table 6.2.
We can see a positive correlation of adequacy and fluency with the overall
score, and the correlation with adequacy is particularly strong. Thus, higher ad-
equacy and to a lesser degree higher fluency indicate higher paraphrase quality
to the human judges.
On the other hand, dissimilarity is found to have a negative correlation with
the overall score. This can be explained by the fact that the two human trans-
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Dissimilarity (A,F≥4) 0.8881 0.9956
Table 6.2: Correlation of paraphrase criteria with overall score
lations usually have much higher similarity with the reference translation, and
at the same time are scored as better paraphrases. This effect dominates a sim-
ple linear fitting of the paraphrase score vs. the dissimilarity, resulting in the
counter intuitive negative correlation. We note that a high dissimilarity alone
tells us little about the quality of the paraphrase. Rather, we expect dissimilarity
to be a differentiator between the mediocre and good paraphrases.
To test this hypothesis, we select the subset of paraphrase pairs that receive
adequacy and fluency scores of at least four and again measure the correlation
of the dissimilarity and the overall score. The result is tabulated in the last row
of Table 6.2 and shows a strong correlation. Figure 6.1 shows a scatter plot of
the same result, where we add small random jitters (small amounts of noise) for
ease of presentation.
The empirical results presented so far confirm that paraphrase evaluation is a
well-defined task permitting consistent subjective judgments, and that adequacy,
fluency, and dissimilarity are suitable criteria for paraphrase quality.
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Figure 6.1: Scatter plot of dissimilarity vs. overall score for paraphrases with
high adequacy and fluency.
6.5 TESLA-PEM vs. Human Evaluation
In this section, we investigate how well TESLA-PEM can predict the overall
paraphrase quality from the three automatic metrics (the pivot language F1, the
normalized language model, and the target language F1), designed to match the
three evaluation criteria.
6.5.1 Experimental Setup
We build the phrase table used to evaluate the pivot language F1 from the FBIS
Chinese-English corpus, consisting of about 250,000 Chinese sentences, each
with a single English translation. The paraphrases are taken from the MTC
corpus in the same way as the human experiment described in Section 6.4.1.
Both FBIS and MTC are in the Chinese newswire domain.
We stem all English words in both data sets with the Porter stemmer (Porter,
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1980). We use the maximum entropy segmenter of Low et al. (2005) to seg-
ment the Chinese part of the FBIS corpus. Subsequently, word level Chinese-
English alignments are generated using the Berkeley aligner (Liang et al., 2006;
Haghighi et al., 2009) with five iterations of training. Phrases are then extracted
with the widely-used heuristic in Koehn et al. (2003). We extract phrases of up
to four words in length.
Bags of Chinese pivot language n-grams are extracted for all paraphrase
pairs according to the heuristics in Koehn et al. (2003). For computational ef-
ficiency, we consider only edges of the confusion network with probabilities
higher than 0.1, and only n-grams with probabilities higher than 0.01 in the bag
of n-grams. We collect n-grams up to length four.
The language model used to judge fluency is trained on the English side of
the FBIS parallel text. We use SRILM (Stolcke, 2002) to build a 4-gram model
with the default parameters.
The TESLA-PEM SVM regression is trained on the paraphrase pairs for the
first 200 original English sentences and tested on the paraphrase pairs of the
remaining 100 original English sentences. Thus, there are 1,400 instances for
training and 700 instances for testing. For each instance, we calculate the values
of the pivot language F1, the normalized language model score, and the target
language F1. These values serve as the input features to the SVM regression and
the target value is the human assessment of the overall score, on a scale of 1 to
5.
6.5.2 Results
As in the human evaluation, we investigate the correlation of the TESLA-PEM
scores with the human judgments at the sentence and at the system level. We
exclude the three artificial control paraphrase systems from the data, to make
the results comparable to the inter-judge correlation presented in Section 6.4.2.
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Figure 6.2: Scatter plot of TESLA-PEM vs. human judgment (overall score) at
the sentence level
Figure 6.3: Scatter plot of TESLA-PEM vs. human judgment (overall score) at
the system level
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Sentence Level System Level
TESLA-PEM vs. Human Avg. 0.8073 0.9867
TESLA-PEM vs. Judge A 0.5777 0.9757
TESLA-PEM vs. Judge B 0.5281 0.9892
TESLA-PEM vs. Judge C 0.5231 0.9718
Table 6.3: Correlation of TESLA-PEM with human judgment (overall score)
Figure 6.2 shows the sentence level TESLA-PEM scores plotted against the
human overall scores, where each human overall score is the arithmetic mean
of the scores given by the three judges. The Pearson correlation between the
automatic TESLA-PEM scores and the human judgments is 0.8073. This is
considered very high for evaluation metrics.
Figure 6.3 shows the system level TESLA-PEM scores plotted against the
human scores. The Pearson correlation between TESLA-PEM scores and the
human scores at the system level is 0.9867.
We also calculate the Pearson correlation between TESLA-PEM and each
individual human judge. The correlation is between 0.52 and 0.57 at the sen-
tence level and between 0.97 and 0.98 at the system level. As we would expect,
the correlation between TESLA-PEM and a human judge is not as high as the
correlation between two human judges, but TESLA-PEM still shows a strong




The paraphrases that we use in this study are not actual machine generated para-
phrases. Instead, the English paraphrases are multiple translations of the same
Chinese source sentence. Our seven “paraphrase systems” are two human trans-
lators, two machine translation systems, and three artificially created extreme
scenarios. The reason for using multiple translations is that we could not find
any PG system that can paraphrase a whole input sentence and is publicly avail-
able.
Our method models paraphrasing up to the phrase level. Unfortunately, it
makes no provisions for syntactic paraphrasing at the sentence level, which is
probably a much greater challenge, and the literature offers few successes to
draw inspirations from.
The only external linguistic resource required by TESLA-PEM is a parallel
text of the target language and another arbitrary language. While we only use
Chinese-English parallel text in this study, other language pairs can be used too,
e.g., those from Europarl (Koehn, 2005).
Finally, our evaluation method does not require human-generated references
like in MT evaluation. Therefore, we can easily formulate a paraphrase gener-





where R is the original sentence and P is the paraphrase.




We proposed TESLA-PEM, a novel automatic metric for paraphrase evaluation
based on adequacy, fluency, and lexical dissimilarity. The key component in our
metric is a novel technique to measure the semantic similarity of two sentences
through their n-gram overlap in an aligned foreign language text. We conducted
an extensive human evaluation of paraphrase quality which showed that our
proposed metric achieved high correlation with human judgments. To the best





This chapter describes how we adapt the TESLA-M machine translation evalu-
ation metric to evaluate the content quality of summaries. We notice the parallel
between machine translation evaluation and summarization evaluation, a fact
exploited by the ROUGE family of metrics (Lin, 2004), which is heavily in-
spired by BLEU. In a similar way, we apply the adaptations that ROUGE made
over BLEU to TESLA-M to derive a highly competitive metric TESLA-S for
the summarization evaluation task.
7.1 Task Description
We carry out our investigation in the context of the Text Analysis Conference1
(TAC) AESOP 2011 track. The task is to write a 100-word summary of a set
of ten newswire articles for a given topic, where the topic falls into a prede-
fined category. This is the initial task. Additionally, an update component of
the guided summarization task is to write a 100-word "update" summary of a
subsequent ten newswire articles for the topic, under the assumption that the
user has already read the earlier articles.
1http://www.nist.gov/tac/2011/Summarization/Guided-Summ.2011.guidelines.html
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The test data set is composed of 44 topics, and each topic has 20 relevant
documents divided evenly into two sets: Document Set A and Document Set B.
All the documents in Set A chronologically precede the documents in Set B. Set
A is used for the initial task and Set B for the update task.
The system summary submissions are manually evaluated on a scale of 1 to
5 for:
1. content
2. readability / fluency
3. overall responsiveness
We focus on the content evaluation in this work.
7.2 Adapting TESLA-M for Summarization Eval-
uation
This section describes the adaptations we make to TESLA-M for the summa-
rization task, resulting in the summarization evaluation metric named TESLA-S
(S for Summarization).
Mimicking ROUGE-SU4, we construct one matching problem between the
unigrams and one between skip bigrams with a window size of four. The two F
scores are averaged to give the final score.
The similarity score s(xi, yj) is 1 if the word surface forms of xi and yj are
identical, and 0 otherwise. TESLA-M has a more sophisticated similarity mea-
sure that focuses on awarding partial scores for synonyms and part of speech
(POS) matches. In the summarization evaluation task, the choice of word is not
a major problem, as the vocabulary is mostly taken from the same set of orig-
inal texts for extraction-based summarizers. This reflects one major difference
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between MT evaluation and summarization evaluation: while MT systems al-
ways generate new sentences, most summarization systems, as well as human
participants, focus on locating existing salient sentences.
As in TESLA-M, function words (words in closed POS categories, such as
prepositions and articles) have their weights reduced by a factor of 0.1. We use
F-0.8 measure as the match score. The score places more importance on re-
call than precision. When multiple references are provided, TESLA-S matches
the candidate bag of n-grams (BNG) with each of the reference BNGs. The
maximum score against any reference is taken as the combined score.
7.3 Experiments
We test the TESLA-S metric on the AESOP 2011 content evaluation task. We
judge the fitness of the metrics by comparing their correlations with the human
judgments for content. The results for the initial and the update tasks are re-
ported in Table 7.1. We show the three baselines (ROUGE-2, ROUGE-SU4,
and Basic Elements) and submitted metrics with correlations among the top
three scores, which are bolded. This setting remains the same for the rest of the
experiments. We use three correlation measures: Pearson’s r, Spearman’s ρ, and
Kendall’s τ , represented by P, S, and K, respectively in Table 7.1. The ROUGE
scores are the recall scores, as per convention. On the initial task, TESLA-S
outperforms all metrics on all three correlation measures. On the update task,
TESLA-S ranks second, first, and second on Pearson’s r, Spearman’s ρ, and
Kendall’s τ , respectively.
To test how significant the differences are, we perform significance testing
using the bootstrap resampling method (Koehn, 2004). The method, as applied
to the summarization evaluation task, is as follows:
1. Randomly choose n topics from the n given topics with replacement.
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Initial Update
P S K P S K
ROUGE-2 0.9606 0.8943 0.7450 0.9029 0.8024 0.6323
ROUGE-SU4 0.9806 0.8935 0.7371 0.8847 0.8382 0.6654
Basic Elements 0.9388 0.9030 0.7456 0.9057 0.8385 0.6843
4 0.9672 0.9017 0.7351 0.8249 0.8035 0.6070
6 0.9678 0.8816 0.7229 0.9107 0.8370 0.6606
8 0.9555 0.8686 0.7024 0.8981 0.8251 0.6606
10 0.9501 0.8973 0.7550 0.7680 0.7149 0.5504
11 0.9617 0.8937 0.7450 0.9037 0.8018 0.6291
12 0.9739 0.8972 0.7466 0.8559 0.8249 0.6402
13 0.9648 0.9033 0.7582 0.8842 0.7961 0.6276
24 0.9509 0.8997 0.7535 0.8115 0.8199 0.6386
TESLA-S 0.9807 0.9173 0.7734 0.9072 0.8457 0.6811
Table 7.1: Content correlation with human judgment on summarizer level. Top
three scores among AESOP metrics are bolded. A TESLA-S score is bolded
when it outperforms all others.
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2. Summarize the topics with the list of machine summarizers.
3. Evaluate the list of summaries from Step 2 with the two evaluation metrics
under comparison.
4. Determine which metric gives a higher correlation score.
5. Repeat Step 1 – 4 for 1,000 times.
As we have 44 topics in TAC 2011 summarization track, n = 44. The
percentage of times metric a gives higher correlation than metric b is said to be
the significance level at which a outperforms b.
The findings between TESLA-S and ROUGE-2/ROUGE-SU4 are:
• Initial task: TESLA-S is better than ROUGE-2 at 99% significance level
as measured by Pearson’s r.
• Update task: TESLA-S is better than ROUGE-SU4 at 95% significance
level as measured by Pearson’s r.
• All other differences are statistically insignificant, including all correla-
tions on Spearman’s ρ and Kendall’s τ .
The last point can be explained by the fact that Spearman’s ρ and Kendall’s
τ are sensitive to only the system rankings, whereas Pearson’s r is sensitive to
the magnitude of the differences as well, hence Pearson’s r is in general a more
sensitive measure.
7.4 Summary
We proposed TESLA-S by adapting TESLA-M for machine translation evalu-
ation to measure summary content coverage. Experimental results on AESOP






In this thesis, we presented a versatile linear programming-based framework for
a variety of automatic evaluation tasks in natural language processing, focusing
on the semantic aspect of evaluation. Based on this framework, we made a
variety of enhancements to the standard n-gram matching procedure in machine
translation evaluation, specifically:
• support for fractional n-gram similarity measures and the discounting of
function words (TESLA-M);
• the use of parallel texts as a source of phrase synonyms (TESLA-B and
TESLA-F); and
• proper handling of multi-character synonyms in machine translation eval-
uation for Chinese (TESLA-CELAB).
We showed for the first time that practical new generation machine trans-
lation evaluation metrics (TESLA-M and TESLA-F) can significantly improve
the quality of automatic machine translation compared to BLEU, as measured
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by human judgment. We hope this will motivate the use of these new generation
metrics in the tuning and evaluation of future statistical MT systems.
We also codified the paraphrase evaluation task, proposed its first automatic
evaluation metric (TESLA-PEM), and derived a summarization evaluation met-
ric (TESLA-S) which showed good performance in a shared task. Both metrics
are based on the same linear programming-based framework proposed for ma-
chine translation evaluation.
8.2 Software
All software produced as part of this thesis is available for download from
http://www.comp.nus.edu.sg/~nlp/software.html, including:
• TESLA-M, identical implementations in Python and in Java
• TESLA-B implemented in Python
• TESLA-F implemented in Python
• Joshua tuning with TESLA-M/TESLA-F
• TESLA-CELAB implemented in Python
• TESLA-PEM implemented in Python
• TESLA-S implemented in Python
8.3 Future Work
The thesis leaves open some worthy questions for future work.
• Compared to TESLA-M, TESLA-F often achieves much better system-
level correlation for the into-English task. However, its performance in
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the out-of-English task is not very robust, likely due to poorer linguistic
resources such as the language model. Therefore, we have to recommend
TESLA-F for the into-English tasks and TESLA-M for the out-of-English
tasks. Future work can attempt to redesign TESLA-F so that a single
metric can be recommended for all machine translation evaluation tasks.
• Semantic Textual Similarity (STS) is a pilot shared task in SemEval 20121
and a shared task in SemEval 20132, where participants submit systems
that examine the degree of semantic equivalence between two sentences.
The TESLA family of metrics can be adapted for this task.
• As discussed in Section 4.5.1, it is interesting to apply TESLA-CELAB
to languages such as Japanese, Thai, and German. This will shed light on
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Appendix A
A Proof that TESLA with Unit
Weight N-grams Reduces to
Weighted Bipartite Matching
At the heart of the TESLA machine translation evaluation metric is a linear
programming problem. We call this problem LP and define it as follows: to find




s(xi, yj)w(xi, yj) (A.1)
subject to
w(xi, yj) ≥ 0 ∀i, j (A.2)∑
j
w(xi, yj) ≤ xWi ∀i (A.3)∑
i
w(xi, yj) ≤ yWj ∀j (A.4)
where
• xWi and yWj are the weights of n-grams xi and yj .
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• s(xi, yj) is the similarity measure between n-grams xi and yj .
• w(xi, yj) is the weight assigned to the link between n-grams xi and yj .
We now show that when all xWi s and y
W
j s are 1, LP reduces to a weighted
bipartite problem BP.
Mathematically, the bipartite problem BP is defined as follows: to find the





Each xi and yj can appear in M at most once.
Lemma A.1. max(Slp) ≥ max(Sbp).
Proof. We observe that every match M can be described by an equivalent set of
w(xi, yj) such that Slp = Sbp:
w(xi, yj) =
1 if (xi, yj) ∈M0 otherwise
Conditions A.3 and A.4 are satisfied because each xi and yj can appear in
M at most once. This implies that every solution of BP is also a solution of LP.
max(Slp) ≥ max(Sbp) follows as a direct result.
Lemma A.2. max(Slp) ≤ max(Sbp).
Proof. The constraints of LP (A.2 – A.4) can be seen as those of a maximum
flow problem, therefore the constraint matrix of LP is totally unimodular. As
the bounds (0, xWi , y
W
j ) are all integers, it follows that LP has an all integer
optimal solution. Given the constraints, an all integer solution implies that every
w(xi, yj) is either 0 and 1, and at most one w(xi, yj) can be 1 for each xi and yi.
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Such a solution can be mapped to an equivalent solution of BP such that
Slp = Sbp. Specifically,
(xi, yj) ∈M if and only if w(xi, yj) = 1 (A.6)
Hence there exists an optimal solution of LP which is also a solution of BP.
max(Slp) ≤ max(Sbp) follows as a direct result.
We conclude from Lemmas A.1 and A.2 that Slp = Sbp, and that the problem
LP is equivalent to the problem BP, i.e. that TESLA with unit weight n-grams
reduces to a weighted bipartite matching problem.
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