The last decade has seen a shift in the computer systems industry where heterogeneous computing has become prevalent. Nowadays, Graphics Processing Units (GPUs) are in a variety of systems from supercomputers to mobile phones and tablets. They are not only used for graphics operations but rather as general-purpose special hardware (GPGPUs) to boost the performance of compute-intensive applications. However, the percentage of undisclosed characteristics beyond what vendors provide is small. In this paper, we propose a very low overhead and portable analysis for exposing the hidden latency of each individual instruction executing in the pipeline and different access latencies of the various memory hierarchies at the microarchitecture level. We also show the impact of the possible optimizations a CUDA compiler have over the various latencies. We run our evaluation on seven different high-end NVIDIA GPUs from five different generations/architectures namely: Kepler, Maxwell, Pascal, Volta, and Turing. We believe that this work would help architects have an accurate characterization of the latencies of these GPUs, which would subsequently help in modeling the hardware accurately. In addition, this would also make application developers more aware of how to optimize their applications.
I. INTRODUCTION
Graphics Processing Units (GPUs) were originally designed to accelerate graphics operations. Yet, nowadays they have become one of the most crucial hardware components of computing systems. Over the last decade, GPUs have evolved to be powerful co-processors that perform general non-specialized calculations that would typically be performed by the CPU. Thus, General Purpose Graphic Processing Units (GPGPUs) are now a fundamental component in any high-performance computing (HPC) system due to the high ability of these architectures to perform complex computations efficiently. The emerging of AI, machine learning, deep learning, bit coin mining have pushed GPGPUs over the top in popularity and versatility way beyond gaming. According to the recent rank of the top 500 most powerful non-distributed computer systems in the world (TOP500 List) [1] , 56 percent of the additional flops were a result of NVIDIA Tesla GPUs running on those supercomputers. This is mainly due to the high computational power the recent GPUs have. For instance, the NVIDIA Tesla V100 GPU is capable of deriving peak computational rates of 7.8 TFLOPS for double precision floating point (FP64) performance and 15.7 TFLOPS for single precision (FP32) performance.
Over the last decade, NVIDIA has introduced seven different GPU generations/architectures [2] - [8] . Each architecture has its own microarchitecture and hardware characteristics. However, The percentage of undisclosed characteristics beyond what GPU vendors have documented is small. Hence, researches have proposed different micro-benchmarks written in programming languages, such as CUDA [9] or OpenCL [10] to understand the hidden characteristics of the hardware for almost every GPU generations/architectures [11] - [15] . Similarly, there are several works to develop assembly toolchains that can provide direct access to the hardware using real machine-dependent opcodes [16] - [19] . These tool-chains usually provide more accurate results as they rely on low-level assembly language compared to the micro-benchmarks written in a relatively high-level language such as CUDA but they are not portable across different generations of GPUs.
With each release of a new generation, a new version of the CUDA (nvcc) compiler [20] is usually released. NVIDIA has been constantly improving the CUDA compiler in terms of the techniques used to optimize the code. One type of code optimizations are machine dependent optimization which is done after the target code has been generated and when the code is transformed according to the target machine architecture. These optimizations affect the execution of individual instructions found in the ISA.
In this paper, we propose a low overhead and portable analysis to demystify the latency of different instructions executing in the pipeline and the different memory hierarchies found in various NVIDIA GPUs. We used parallel thread execution (PTX) [21] to perform our analysis. PTX is a pseudoassembly language used in NVIDIA's CUDA programming environment. Alternatively, PTX can be described as a lowlevel parallel thread execution virtual machine which provides a stable programming model and instruction set for general purpose parallel programming. PTX provides machineindependent ISA, thus the code is portable across different CUDA runtimes and GPUs. Using an assembly-like language such as PTX allow us to control the exact sequence of instructions executing in the pipeline and the type of accessed memory with very low (really minimum) overhead. Since the compiler optimization affect the instructions, we also show the effect of the CUDA compiler optimizations on the execution of all instructions.
Up to our knowledge, no prior work provides a detailed and exhaustive analysis of different GPU instructions' latencies. Moreover, no prior work discusses the effect of compiler optimizations on every single instruction executing in the pipeline. For this reason, we believe that this work is important, especially with the aggressive emergence of various technologies that rely on GPUs. There are multiple reasons why this characterization is important. First, it can give programmers more concrete understanding of the underlying hardware. Knowing the underlying microarchitecture would help GPU developers optimizing their applications' performance. Since the execution time of each kernel determines the application's overall performance, therefore, the programmer needs to be concerned with the execution time of each single instruction when writing high-performance code. Hence, it is critical to utilize hardware resources efficiently in order to achieve high performance. Second, GPUs software modeling frameworks, and cycle-accurate simulators [22] - [24] depend on published instructions' latencies in order to have an accurate model. Volkov [25] argued that inaccurate arithmetic instructions latencies, which are small but may accumulate to large numbers, can have a high impact on the accuracy of estimating the performance by these models. Due to the fact that there exists no work in the literature that provides an indepth GPU instructions' latencies characterization, researchers had to collect the latencies along with other specifications from less academic sources such as graphics card databases and online reviews, especially for newer generations such as, pascal [6] and volta [7] . Third, the effect of CUDA compiler optimizations on the instructions can guide GPU architects and code developers to choose what type of optimizations is needed and when. Contributions. To summarize, this paper makes the following contributions:
• We provide a low overhead (really minimal) and portable method to estimate GPUs' instructions' latencies that goes through their pipelines. In addition, we show the overhead of accessing each memory hierarchy in modern GPUs. • We demonstrate the effect of high-level optimization levels found in the CUDA (nvcc) compiler on different instructions. • We provide an exhaustive comparison of all the instructions found in the PTX ISA. • We run our evaluation on seven different high-end NVIDIA GPUs from five different GPU generations including the recently released Turing architecture The rest of this paper is organized as follows: Section II discusses relevant related work; whereas, Section III explains the general architecture of NVIDIA GPUs; Section IV shows our methodology; while Section V shows our results; and finally, Section VI concludes the paper.
II. RELATED WORK
Studying the hardware microarchitecture to undisclosed its hidden characteristics has been an active area of research for many years. Several micro-benchmarks were designed with the aim of dissecting the underlying CPU or GPU architecture. Furthermore, various studies have looked into tuning the application's source code to achieve better performance [26] - [28] but this task is tedious and requires a deep understanding of the underlying architecture. Hence, simulators, profilers, and optimization tools [22] , [29] - [33] were introduced to aid the architecture design space exploration. In this section, we discuss some of the related work in these areas in more details.
Micro-benchmarks: Wong et al. [11] have used microbenchmarking to measure the latencies of some instructions and the characteristics of TLB and caches of an early NVIDIA Tesla generation GPU, (GeForce GT200) . The work in [34] measured the GPU kernel start-up costs, and arithmetic throughput to optimize dense linear algebra on (GeForce 8800GTX) GPU which was released in 2006. In [12] the authors investigated the memory hierarchy of three different NVIDIA GPUs generations targeting their caches mechanism and latencies. Jia et al. [35] studied the microarchitecture details of NVIDIA Volta (Tesla V100) GPU architecture through micro-benchmarks and instruction set disassembly. The authors of [36] used four different NVIDIA GPU generations to study the relevance of data placement optimizations of different GPU memories.
In summary, our work has much lower overhead compared to micro-benchmarking approaches similar to the assembly tool-chains [16] - [19] introduced in Section I. Hence, the results are more accurate. In addition, our the same code runs across different NVIDIA GPUs generations without sacrificing the ease of use nor the accuracy. On the other hand, microbenchmarks, written in CUDA need to be designed specifically for each architecture and need to be updated manually with the emerge of a newer GPU generation.
Compiler optimizations: Chakrabarti et al. [37] described the effect of some CUDA compiler optimizations on computations written in CUDA running on GPUs. In [38] the authors applied auto-tuning techniques to CUDA compiler parameters using the openTuner [39] framework and compared the optimizations achieved by auto-tuning with the highlevel optimization levels (-O0,-O1,-O2, and -O3) found in the compiler. Yang et al. [40] proposed an optimized GPU compiler framework which focuses on optimizing the memory usage of the application. They tested their framework on old NVIDIA GPUs (GeForce GTX8800) and (GeForce GTX280).
In summary, we follow the same line of research but we focus on the effect of the high-level optimization found in the CUDA compiler on individual instructions executing in the pipeline and on the access overhead of different memories found in modern GPUs.
III. NVIDIA GPU ARCHITECTURE OVERVIEW
A normal heterogeneous compute node nowadays consist of multicore CPU sockets connected to one or more GPUs. A GPU is currently not a standalone platform but rather a coprocessor hosted by a CPU. Figure 1 shows a typical GPU architecture. The host (CPU) is connected to a PCIe bus to which the GPU board is also connected to. This means that the CPU sees the GPU as a PCIe device, thus it can access specific areas of the device memory to allocate and transfer data to. This includes global, constant, and texture memories in CUDA terminology.
The GPU architecture is built around an array of Steaming Multiprocessors (SMX) each can be seen as a standalone processor that can manage thousands of concurrent threads in single instruction multiple threads (SIMT) approach. Each SMX has a number of CUDA cores that has fully pipelined integer Arithmetic Units (ALUs) and floating-point units (FPU32) while being capable of executing one 32 bit integer or floating point operation per cycle. It also includes Double-Precision Units (DPU) for 64-bit computations, Special Function Units (SFU) that executes intrinsic instructions, Load and Store units (LD/ST) for calculations of source and destination memory addresses. In addition to the computational resources, each SMX is coupled with a certain number of warp schedulers, instruction dispatch units, instruction buffer(s) along with texture and shared memory units.
CUDA Memory Model. Both GPUs and CPUs use similar principals in memory hierarchy design. The key difference is that in GPUs, the memory hierarchy is more exposed and this gives the programmer more explicit control over its behavior. Each memory space in the GPU has a different scope, lifetime, and caching behavior. Global, constant, and texture memories reside in the device memory, thus they have high access latencies and their content have the same lifetime as the running application. On the other hand, shared memory contents have the same lifetime as a thread block in a CUDA kernel with much lower access latency.
Global Memory is the largest, and most commonly used memory. It can be accessed by all threads from any SMX. The content of the global memory is cached in two levels. There is one small L1 cache per SMX and one L2 cache shared by all SMXs (per device). Local Memory is used for register spilling. Any variables in a kernel that cannot fit into registers, would be spilled to the local memory. Local memory data are cached the same way as global memory.
Constant Memory is used for data that will not change over the course of a kernel execution and is cached in a dedicated per SMX read-only cache. The logical constant space that can be allocated on the device memory is 64KB for different computational capabilities.
Texture Memory is originally designed for traditional graphics applications but now it can be used as a read-only memory that can improve performance and reduce memory traffic when reads have certain access patterns. It is a dedicated per SMX read-only memory like constant memory.
Shared Memory is a programmable memory that is used in the communication among threads in a block. It is an on-chip per SMX memory that has high bandwidth with low access latency.
In Kepler, Volta, and Turing, the L1 data cache and the shared memory physically shares the same space, while on Maxwell and Pascal the L1 data cache is separated from the shared memory is separate and combined with texture cache.
IV. METHODOLOGY
In this section, we describe our implementation approach. The instructions timing model (Section IV-A) is written in PTX [21] . PTX is a virtual assembly ISA that is forwardcompatible to all NVIDIA architectures and generations. PTX allows us to have control over the exact sequence of low- Fig. 3 . The latency of unsigned add instruction using PTX. 1 . v i s i b l e . e n t r y globalMem ( 2 . param . u64 globalMem param 0 , 3
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. r e g . b64 %rd <3>; level instructions executing without any loop or any other CUDA overhead. Since PTX is considered as a virtual ISA, it gets translated to another machine assembly ISA that gets executed on the GPU known as Source And Assembly (SASS). SASS is only forward-compatible within the same major family (Fermi, Kepler, etc. ). SASS is not open-sourced and its instructions and characteristics are not well-documented and require CUDA Binary Utilities [41] and reverse-engineering tools to disassemble. Figure 2 shows the compilation workflow which relies on CUDA nvcc compiler [20] . The instrumented PTX source code which contains the instructions timing model is first compiled with the PTX optimizing assembler (ptxas) to produce a device CUDA binary file (.cubin) which is in SASS. This binary file is then placed in a fatbinary (.fatbin) which gets embedded in the host input source code file. The embedded fatbinary is inspected by the CUDA runtime system whenever the device code is launched by the host program to obtain an appropriate fatbinary image for the required GPU family. A single object file (.obj) containing the host and the device source code is then generated and linked to produce an executable file.
A. Timing Model
To determine each operation latency We read the clock register before and after the execution of the instruction. The clock() function provides a per-multiprocessor counter that is incremented every clock cycle. Sampling this counter at the beginning and at the end of the operation and taking the difference between the two samples gives us the exact number of cycles this operation takes to finish execution. Reading the clock register in PTX is translated to register read followed by a dependent operation in SASS. Thus, we calculate the clock function overhead in order to subtract it later from the time obtained for each operation. Figure 3 shows an example for obtaining the latency of unsigned integer add instruction. Two scalar variables are passed to the kernel and loaded into two registers (line 8 to 14). In line 16, we read the clock register followed by an add instruction and reading the clock register again. The results we have from subtracting the two values of the clock register is then subtracted from the clock overhead (Section V-B1) to obtain the exact number of cycles the hardware took to execute the instruction, in this case the unsigned add instruction. Figure 4 shows an example for obtaining the latency for accessing the device (global memory) and the cache memories of the GPU. The exact same approach of figure 3 is used but this time we pass a vector to the kernel so that we can calculate the caches hit latency. In line 12, the load instruction will go all the way to fetch the block since it is a cold cache. This will give us the access time of the global memory. We leverage the option provided by the CUDA compiler to tweak the application to disable or enable the L1 cache while compiling it. We compile the application two times, first using L1 and L2 caches thus the block is fetched from the global memory when loading a block (line 12) and put it in L2 and L1 caches. Hence, when loading a value from the same block again (line 17) it is a hit in the L1 cache and this gives us the hit latency of the L1 cache. We do the same thing while disabling the L1 cache and forcing the application to use the L2 cache only. This would get us the hit latency of the L2 cache. We make sure not to read the exact value again in line 17 but rather a new value from the same cache block so that the compiler does not optimize it and change it to a regular mov instruction.
Since we only care about the individual instructions' latencies and not the overall throughput, the kernels were executed with only 1 thread per warp. To show the effect of the compiler optimizations we compile the code using the highlevel optimization flags found in CUDA compiler (-O0, -O1, -O2, -O3). To make sure that the hardware executes the instructions and things do not get optimized out by the compiler in the -O3 level, we perform a dependent dummy Fig. 5 . Clock Overhead operation on the output of the instruction. The compiler also sometimes reorder the kernel's instructions when translating from PTX to SASS and this can move the instruction out of the clock timing block so we added memory and thread barriers just to make sure that the code gets translated as it is and the instruction is inside the clock timing block.
V. EVALUATION
In this section, we illustrate the differences in characteristics between the various GPUs tested in this paper. We then present the results of running our tool on these GPUs.
A. Target GPUs
We run our evaluation on seven different high-end GPUs from five different generations (Kepler [4] , Maxwell [5] , Pascal [6] , Volta [7] , and Turing [8] ). Table I depicts the differences in configurations and theoretical performance between the main five GPUs evaluated. The additional two GPUs are K80c and TITAN V which are from the same generation as K40m (Kepler) and V100 (Volta) respectively. We used these two additional GPUs to verify if the results change within the same architecture by the particular model of the GPU. Most of the configuration parameters are collected from NVIDIA's white papers and non-academic sources such as graphics cards databases and online reviews.
B. Evaluation Results
We divide the instructions into two categories; instructions that use the computational units in the GPU, we name those ALU Instructions and data movement instructions that use the different memories in a GPU, we name those Memory Instructions. We used CUDA version 9.0 [42] for all our assessment except for the TITAN RTX GPU which supports only CUDA version 10.0 [43] . We run the code with the different optimization levels found in the compiler. Due to space reason we only provide the results of (-O3) and (-O0) which we donate as Optimized and Non Optimized in the results. The other two optimization levels have almost the same results as the Optimized results provided here. In order to see whether different CUDA versions will have an effect on our results, we used CUDA version 10.0 [43] on Volta GPUs and compared the results with the results we got while using CUDA version 9.0. 1) Clock Overhead: We first calculate the clock function overhead. Reading the clock register is processed on the hardware by a move instruction followed by a dependant operation. Figure 5 shows the difference in clock overhead between the different GPU architecture. It also shows the effect of the optimization levels on reading the clock register.
2) ALU Instructions: Table II shows the instruction overhead latencies for different NVIDIA GPUs. We run all the instructions found in the latest PTX version released, 6.4 [21] . We divide the instructions into eight different categories and group the instructions whose latencies are the same together. We group the GPUs that are from the same generations together and if both have the same results for the same instruction we write only one number in that entry in the table.
We noticed that some instructions such as div and rem have different results when operating on signed an unsigned numbers. We donate that by {s} and {u} respectively. In addition, all the instructions have the output when operating on different data values except div instruction which have different output depending on the data values. This is mainly because it gets optimized and changed by the compiler into shift operations when the divisor is a power of two. Thus, We donate that by (regular), (irregular), and (average) which state if the divisor is a power of two, not a power of two, and the average between the two cases respectively.
Half Precision (FP16) instructions were first supported with the releasing of the Pascal architecture GPUs. This was an artifact of the prevalence of approximate computing especially for machine/deep learning acceleration [44] , [45] . Although both P100, V100, and RTX have the same numbers for the (FP16) instructions, the Turing architecture has higher theoretical performance than the other two as shown in table I.
Multi Precision instructions combine the use of different numerical precisions in a computational method. It offers significant computational speedups by performing operations in half-precision format, while storing minimal information in single-precision to retain as much information as possible. This is used in critical parts of neural networks [46] . If the architecture does not support half-precision it uses single-precision We run the same evaluation using CUDA compiler version 10.0 on the Volta architecture GPUs to see whether different CUDA versions will affect the optimizations done on the instructions. Table III shows the instructions which experienced differences in latencies between the two version. From these results, we can confidently conclude that CUDA compiler version 10.0 has lower latencies, thus better optimizations.
3) Memory Instructions: The global memory access overhead is shown in figure 6(a) and the texture memory access overhead is shown in figure 6(b) . The figures show that the difference between the access latencies is nearly unnoticeable. NVIDIA focused more on increasing the bandwidth of the main memory, the memory interconnect (bus), and the texture rate rather than the access latency since the latency is going to be tolerated by thread level parallelism. Despite the fact that Kepler has nearly the same access latency for the main and texture memories as Volta, Volta has more than double the memory bandwidth and the texture rate compared to Kepler as shown in table I. The figures also show that the non-optimized version of the texture memory is nearly double that of the optimized version which is not the case in the global memory.
The L1 data cache have higher access latency on Maxwell and Pascal which comply with the fact that they share the same physical space with the texture cache. L2 data cache can sometimes experience very high access latency due to bank conflicts which sometimes leads to memory divergence and forces many of these requests to queue up for long periods of time [47] . However, with the introduction of a new NVIDIA architecture, the size of the L1 and L2 caches will increase and this can improve bank conflicts. Table IV shows the shared and constant cache memories access latency. They both have very low latencies compared to other memories. The constant cache memory gets optimized by the CUDA compiler to be almost the same overhead as register to register instruction latency.
VI. CONCLUSION
In this paper, we benchmark the undisclosed instructions' latencies and different memory access overhead of various NVIDIA GPGPUs. We also show the effect of the different optimization levels found in CUDA (nvcc) compiler on the individual instructions. We run our evaluation on seven different NVIDIA GPUs from five different GPU architectures. Our results show that the instructions' overhead latencies have mostly decreased from Kepler to Turing. These results should help architects and programmer optimize both the hardware and software and to understand the impact and sensitivity of applications on various GPUs architectures.
