Abstract-A low-complexity guiding principle is considered for transmission scheduling from n homogeneous queues whose channel states fluctuate independently. The scheduler transmits from a longest queue within d randomly chosen queues with eligible channel states. A Markovian model is studied where mean packet transmission time is n −1 and packet arrival rate is λ < 1 per queue. Equilibrium distribution of queue occupancy is obtained in the limit as n → ∞ and it is shown to have tails that decay as Θ((λ/d) k ). If transmissions are scheduled from a longest eligible queue in the entire system then almost all queues are empty in equilibrium; the number of queues with one packet is Θ(1) and the number of queues with more than one packet is o(1) as n → ∞. Equilibrium distribution of the total number of packets in the system is also characterized in this latter case.
I. INTRODUCTION
We consider packet transmission scheduling from a collection of queues with time-varying channel states. The situation of interest arises in a variety of wireless communication applications in which a single transceiver serves multiple stations through separate channels. A key issue in this setting is scheduling of transmissions so as to maintain acceptable queueing delay in the face of channel uncertainties. In this paper we study performance of a low-complexity scheduling policy, namely longest of d random choices (LRC(d) ) , which randomly selects a small number of queues with good channel states and transmits from a longest queue within this selection.
In early work on this subject Tassiulas and Ephremides [10] considered an on/off channel model and studied a longest connected queue (LCQ) policy, which transmits from a longest eligible queue in the entire population. It was shown that LCQ stabilizes queue lengths if that is at all feasible, and that in symmetric models it minimizes mean delay within stationary policies that are based on current occupancies and channel states. Similar qualitative properties were shown to hold for analogues of LCQ in the case of multiple transmitters [5] and channel states [12] . Neely [8] provided bounds for mean queue lengths for certain variants of LCQ under the on/off channel model. Under a more detailed channel model Shakkottai et al. [9] provided a scheduling policy that minimizes maximum queue length in a heavy-traffic limiting regime. Optimality of this policy is in a strong sense as it holds on each sample path, however a quantitative description of the resulting queue lengths is not available.
Here we consider a symmetric system of n queues under the on/off channel model. A Markovian model is studied where mean packet transmission time is n −1 and packet arrival rate is λ < 1 per queue. We obtain the equilibrium distribution of queue occupancy under the LRC(d) policy in the limit as n → ∞. This distribution has tails that decay as Θ((λ/d) k ); hence, in terms of the tail probabilities, the scheduling policy has the equivalent effect of reducing the system load by a factor of the choice parameter d. The effect of choice is therefore substantially less pronounced here than in the routing context where analogous policies that assign each arrival to a shortest queue within a randomly chosen set of queues achieve superexponential decay in the tail probabilities of equilibrium queue lengths [3] , [11] .
For a quantitative reference we also study the LCQ policy in the same limiting regime. Equilibrium distribution of queue occupancies under LCQ converges to the deterministic measure centered at 0; hence as n → ∞ almost all queues are empty in equilibrium. Somewhat surprisingly the number of queues with one packet is Θ(1) and the number of queues with more than one packet is o(1) as n → ∞. Namely, the LCQ policy typically services each queue before the queue has a chance to receive a second packet. We also characterize the equilibrium distribution of the number of packets in the entire system of queues under this policy.
The following section introduces the model and notation adopted in this paper. The paper then continues with analysis of the two scheduling policies, and concludes with final remarks. Proofs with predominantly technical content are omitted for clarity of exposition.
II. QUEUEING MODEL
Consider n queues each serving a dedicated stream of packet arrivals as illustrated in Figure 1 . Arrivals of each stream occur according to an independent Poisson process with rate λ < 1 packets per unit time. Transmission time of each packet is exponentially distributed with mean n −1 , chosen independently of the prior history of the system. The load factor of the system is therefore λ. Each queue is serviced by a designated channel but at most one channel can transmit at a time. Channel states fluctuate randomly and independently, in a way that each channel is eligible for transmission with probability q ∈ (0, 1]. Channel access is arbitrated by a scheduler and scheduling decisions are made dynamically so that each packet is transmitted at a time when its associated channel is eligible. We assume that channel states remain constant during packet transmission and that they are determined anew just before the next scheduling decision. We adopt the following notation. Let m k (t) be the number of queues with k or more packets at time t, and let
be the fraction of such queues. In particular
is the empirical cumulative distribution function of queue occupancies, and k≥1 u k (t) is the empirical average queue occupancy in the system at time t. We denote by U the collection of sequences u = {u k } ∞ k=0 that satisfy relation (1) , and endow U with metric ρ where
Hence U is compact and convergence in U is equivalent to coordinate-wise convergence. Let P n and E n indicate respectively probabilities and expectations for a given value of n. In particular if q i (t) is the occupancy of the i-th queue at time t then by the symmetry of the model
We represent a given trajectory (u(t) : t ≥ 0) by u(·), and say that two random trajectories u(·) and u ′ (·) in U converge uniformly on compact time-sets (uoc) if for all t, δ > 0
III. LONGEST OF d RANDOM CHOICES
We first study queue occupancies in the case when, upon completion of a packet transmission, the scheduler randomly and independently selects d eligible queues and transmits from a longest queue within this collection. For convenience of analysis we shall assume that repetitions are allowed in the selection procedure and that if all selected queues are empty then the scheduler makes a new choice after idling for the transmission time of a hypothetical packet.
For each time t let u(t) denote the sequence {u
Here and in the rest of the paper 1{·} is 1 if its argument is true and it is 0 otherwise. Jumps of the process u(·) are of the form ±n −1 e k for some k; namely, u(·) increases by n −1 e k whenever some queue with exactly k − 1 packets has a new arrival, and it decreases by n −1 e k whenever a packet transmission is scheduled from a queue with exactly k packets. For k > 0 the number of queues with k −1 packets at time t is given by n(u k−1 (t)−u k (t)); hence the former event occurs at instantaneous rate nλ(u k−1 (t)−u k (t)). The latter event occurs if and only if, upon completion of a packet transmission, there exists at least one eligible queue and the scheduler inspects at least one such queue with k packets but none with more than k packets. Let
namely α n is the probability that there exists an eligible queue when a scheduling decision is made. A fraction 1 − u k (t) of such queues have strictly less than k packets; in turn the maximum queue length inspected by the scheduler is equal to k with probability
is a time-homogeneous Markov process whose generator can be sketched as
The sequence of processes u(·) : n = 1, 2, 3, · · · is relatively compact in a suitable topological space, namely the space of right continuous functions with left limits in U endowed with the Skorokhod metric [4] . The sequence therefore converges in distribution along subsequences. The following construction of u(·) is convenient in characterizing the possible limits. For each integer k ≥ 1 let A k−1 (·) and D k (·) be independent Poisson processes each with unit rate so that
In informal terms the processes A k (·) and D k (·) clock respectively arrivals to and departures from some queue with length k. Formal justification of this construction can be found in [4, Chapter 6.4] . A martingale decomposition of the Poisson processes involved in the construction of u(·) yields
where
is such that each coordinate process ε k (·) is a martingale adapted to the filtration generated by ε(·). Note that u 0 (t) = 1 so ε 0 (t) = 0 for all t. For k > 0 the martingale ε k (·) has O(n) jumps per unit time where each jump has size n −1 ; hence its quadratic variation vanishes and therefore ε k (·) → 0 uoc as n → ∞ due to Doob's Lemma. Rather standard techniques in the convergence of Markov processes lead to the following conclusion: Theorem 3.1: Every subsequence of {n} has a further subsequence along which u(·) converges uoc to a differentiable process v(·) such that v 0 (t) = 1 and
Let U o denote the set of system states in which average queue occupancy is finite, that is,
∈ U be defined by setting v * 0 = 1 and
An inductive argument based on the inequality
It can be verified via substitution that v * is an equilibrium point for the differential system (2). The following lemma establishes that v * is also a unique stable equilibrium: Lemma 3.1: Let v(·) be a solution to the differential system (2) with initial state v(0) ∈ U o . Then
Proof: (Sketch) The lemma is established by first observing that if v + (·) and v − (·) are two trajectories that solve (2) with respective initial conditions v
The desired conclusion is obtained by showing that for both choices of initial states v ± (t) → v * as t → ∞. Theorem 3.1, which establishes convergence over finite time intervals only, is next complemented by showing that equilibrium distribution of u(·) converges to the deterministic measure concentrated at the stable point v * of any limit trajectory. An illustration of the reduction of mean queue length k≥1 v * k with increasing choice parameter d is given in Figure 2 . We conclude this section with a characterization of the tail probabilities of the equilibrium queue occupancy.
The assertion is immediate for d = 1 so we consider the case d > 1. Equality (3), together with Taylor expansion of
In particular v *
To complete the proof we define
is uniformly bounded. Let β k be defined as
so that equality (4) can be rearranged to give
for such k. It can now be established by induction that
In particular c k < c ko /(1 − λ) and
therefore the theorem follows.
IV. LCQ
Consider next the longest connected queue policy where a transmission is scheduled from a longest queue with eligible channel in the whole system. At a given time t, the occupancy of such a queue is equal to k with probability (1−q)
where ε k (·) is a martingale that vanishes as n → ∞. As in the previous section the process u(·) converges uoc along subsequences of {n}. Characterization of the limit along such a subsequence, however, is relatively more involved since m(·) fluctuates wildly as n gets larger and in turn the integrand in the third term on the right hand side of (5) does not converge. Rather than concentrating on this integrand, here we study the behavior of its integral via an averaging technique due to Kurtz [7] . Other applications of this technique can be found in [1] , [2] , [6] , [13] . We start analysis of LCQ with a number of definitions. These definitions are somewhat technical but an intuitive perspective on the adopted technique is given following the statement of Theorem 4.1 below.
Let Z ∆ + = Z + ∪ {∞} and let Ω denote the set of sequences
, with the understanding that 1 + ∞ = ∞ and 1/∞ = 0. Let Ω be endowed with the metric ρ o defined by
In particular Ω is compact with respect to the induced topology. We denote by L the collection of measures γ on the product space [0, ∞)×Ω such that γ([0, t)×Ω) = t for t > 0. Let L be endowed with the topology corresponding to weak convergence of measures restricted to [0, t) × Ω for each t.
Since Ω is compact, so is L due to Prohorov's Theorem. Let ξ be a random member of L defined by
Here B(Ω) denotes Borel sets of Ω. Note that equality (5) can be expressed in terms of ξ as
Since ξ ∈ L for each n, compactness of L implies that each subsequence of {n} has a further subsequence along which ξ,
, that is, the kth coordinate of the process ω u (·). The process has also an absorbing state at ∞, which is not shown. Note that in general the coordinate process is not Markovian due to its dependence on the (k + 1)st coordinate.
and therefore the pair (u(·), ξ), converges in distribution. We next characterize possible limits of this pair for large n.
Given u ∈ U let ω u (·) denote the Markov process with states in Ω and with the following transition rates:
See, for example, Figure 3 for an illustration of this process. Note that this process is reducible due to the absorbing states that involve ∞; and therefore it has multiple equilibrium distributions in general. Theorem 4.1: Let (v(·), χ) be the limit of (u(·), ξ) along a convergent subsequence of {n}.
a) The limit measure χ satisfies
where, for each s > 0, π v(s) is an equilibrium distribution for the process
where k = 1, 2, · · · and E π v(t) denotes expectation with respect to distribution π v(t) .
Note that m(·) displays far larger variation than its normalized version u(·) and Theorem 4.1 articulates the separation between the time scales of the two processes. The disparity in the two time-scales is in fact so profound that, in the limit of large n, m(·) settles to equilibrium before u(·) changes its value. In particular, integral of a binary function of m(·) is well-approximated by integrating an appropriate equilibrium probability. Note that the process ω v(t) (·) mimics a sloweddown version of m(·) around time t for large n; hence the alluded equilibrium distribution pertains to ω v(t) (·). Since entries of m(·) can be as large as n, characterization of ω v(t) (·) inherently entails inclusion of ∞. Compactification of the state-space Ω via choice of metric ρ o leads to substantial convenience in establishing convergence in the presence of ∞ but it also entails ambiguity in identifying limit processes. Namely, Theorem 4.1 stops short of uniquely identifying v(·) as it does not specify which equilibrium distribution for ω
should be adopted in (6) .
A full account of equilibrium distributions of ω v(t) appears difficult but certain features of the right distribution can be deduced with reasonable effort: Lemma 4.1: Let v(·) and π v(·) be as specified by Theorem 4.1. Given any positive integer K π v(t) (ω K ∈ Z + and ω K+1 = 0) = 1 for almost all t such that v K (t) = 0 and v K−1 (t) > 0.
In view of the alluded relationship between ω v(t) (·) and m(·), Lemma 4.1 indicates that for large n the longest connected queue policy suppresses the tendency of the largest queue length to increase. Further consequences of the lemma allow establishing equilibrium behavior of limit trajectories v(·): If the K-th coordinate process ω v(t) K (·) possesses an equilibrium in Z + then the process should have equal rates of up-jumps and down-jumps in that equilibrium; hence if t is as specified in the hypothesis of Lemma 4.1 then Figure 3 can be consulted to observe that
In addition Theorem 4.1.a implies that
due to the hypothesis v K−1 (t) > 0; so equality (6) evaluated at k = K − 1 yields
for such t. Lemma 4.1 thereby leads to the following conclusion. Theorem 4.2: Given positive integer K let
Let v(·) and π v(·) be as specified by Theorem 4.1 with initial state v(0) ∈ U K for some K. Then for t > 0 a) v(t) ∈ U K and
In particular v k (t) = 0 for k > 0 and t > K/(1 − λ). Theorem 4.2.b partially identifies the transient behavior of a limit trajectory v(·), though in sufficient detail to establish the asymptotic behavior of v(t) as t → ∞. Namely if v(·) starts from a state in which the maximum queue length is finite then the maximum queue length is non-increasing and it reaches 0 in finite time. Since v(·) approximates certain fractions of queues in the actual system, this conclusion indicates that the actual number of queues with at least k packets, m k (t), is o(n) for all k > 0 and t > K/(1 − λ). The following theorem refines this observation substantially:
for almost all t > K/(1 − λ). The total number of packets in the system at time t converges in distribution to the equilibrium value of a birth-death process with constant birth rate λ and death rate 1 − (1 − q) j at state j. Proof: Let (v(·), χ) be the limit of (u(·), ξ) along a convergent subsequence {n i } of {n} so that v(·) solves the differential system (6) with initial condition v(0) ∈ U K . By Theorem 4.2.b v k (t) = 0 for all k > 0 and t > K/(1 − λ); hence for A ∈ B(Ω) and τ > s > K/(1 − λ) 
V. DISCUSSION
Overall system occupancies under the LRC(d) and LCQ policies are respectively Θ(n) and Θ(1); hence the attendant mean packet delays differ by a factor of order n. The same order of disparity was observed in [8] between occupancyunaware scheduling policies and LCQ. Here we see that it extends to policies in which each transmission decision is based on examination of a bounded number of queues. While the formal analysis of Section III does not cover the case when d is allowed to depend on n, the equilibrium specification (3) suggests that if d → ∞ as n → ∞ then queue occupancy distribution approaches to that of LCQ. We conjecture that in this case the number of queues with one packet is O(n/d) and the number of queues with more than one packet is o(n/d) in equilibrium. 
