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By means of parallel tempering Monte Carlo simulations we nd strong evidene for a nite-
temperature spin-glass transition in a system of diluted lassial Heisenberg dipoles randomly plaed
on the sites of a simple ubi lattie. We perform a nite-size saling analysis of the spin-glass
suseptibility, χSG, and spin-glass orrelation length, ξL. For the available system sizes that an be
suessfully equilibrated, the rossing of ξL/L versus temperature is strongly aeted by orretions
to saling and possibly by a short-length sale ferromagneti spin bloking. Similarly to many
studies of dierent three dimensional spin-glass systems, we do not nd a rossing of the spin glass
order parameter Binder ratio.
I. INTRODUCTION
Our most formal urrent theoretial understanding of
the spin-glass (SG) phase is based on the replia symme-
try breaking (RSB) piture set by the Parisi solution
1,2
of
the innite-dimensional Sherrington-Kirkpatrik model.
3
As the upper ritial dimension (UCD) of SG models is
large (dUCD=6),
4
suh mean-eld desription is likely to
be unsuitable to understand the physis of real materials
exhibiting glassy behavior. An alternative desription of
the SG phase in nite dimension is given by the phe-
nomenologial droplet piture,
5
whih has been found
to possibly haraterize better three dimensional (3D)
SG.
6
However, it remains an open debate what is the
proper theory desribing SG systems in real (nite) di-
mensions. Most of our knowledge about the properties of
3D SG models has been assembled thanks to years of ex-
tensive numerial simulations. Unfortunatelly, the slow
relaxation haraterizing spin glass systems makes the
numerial studies very diult. Furthermore, the largest
fration of the numerial work has so far onentrated
on the Edwards-Anderson (EA) model
7
of n-omponent
spins interating via nearest-neighbor random exhange
interation, Jij , where both ferromagneti or antiferro-
magneti ouplings are present. The ases n=1 and n=3
refer to Ising and Heisenberg SG, respetively. The prob-
ability distribution of the random bonds, P (Jij), is usu-
ally taken to be Gaussian or bimodal.
4,8
A great part of the numerial studies of SG models
has been devoted to the minimal EA model, the one-
omponent Ising SG. Due to severe tehnial diulties,
only very limited range of system sizes was aessible
in the early simulations, while saling orretions in SG
systems are large. As a result, the existene of a -
nite temperature SG transition in 3D Ising SG model
had remained under debate for a long time.
9,10,11,12,13,14
The early MC studies strongly supported the nite-
temperature SG transition, but zero-temperature tran-
sition ould not be denitely ruled out.
9,10,15
Only quite
reently, in the ourse of large-sale Monte Carlo studies,
has the existene of a thermodynami phase transition in
the Ising ase been seemingly rmly established
11
and,
perhaps most satisfatorily, universality among systems
with dierent bond distributions been onrmed.
12,13
The ase of the Heisenberg SG still remains somewhat
more ontroversial than of the Ising SG. Originally, it
was believed that the lower ritial dimension (LCD) for
the Heisenberg SG is dLCD ≥ 3,16 and that the small
anisotropies present in the real system are responsible
for the SG behavior observed in experiments.
16,17
While
ompelling, this suggestion has some diulties sine no
rossover from Heisenberg to Ising SG universality lass
aused by a weak anisotropy has ever been observed in
experiments.
18,19
It was suggested that in the Heisen-
berg EA SG, a nite-temperature transition ours in
the hiral setor
18,19
while a SG transition in the spin
setor ours at zero temperature.
19,20,21
The hirality
is a multi-spin variable representing the handedness of
the nonolinear or nonoplanar spin strutures.
18,19
It
has been proposed that the SG phase in Heisenberg SG
materials is aused by a spin-hirality oupling indued
by small anisotropies.
19
Later simulations indiated the
existene of a nonzero-temperature SG transition.
22,23
The most reent work on the 3D Heisenberg SG sug-
gests that the SG transition may be deoupled from the
hiral glass (CG) transition, ourring at slightly higher
temperature,
24,25
or that a ommon transition tempera-
ture may exist.
26
In two dimensions, reent defet-wall
renormalization group alulations suggest that both the
SG and CG transitions our at zero temperature, but
that the two transitions are deoupled.
27,28,29
On the experimental side there exist some SG ma-
terials with a strong Ising-like uniaxial anisotropy, but
the majority of experimental SG studies fous on nearly
isotropi, Heisenberg-like systems. A well studied Ising
SG material is Fe0.5Mn0.5TiO3,
30,31
as other examples
of an Ising SG more reently found, Eu0.5Ba0.5MnO3
32
2and Cu0.5Co0.5Cl2-FeCl3
33,34
an be mentioned. Con-
sidering Fe0.5Mn0.5TiO3,
30,31
the leading oupling is a
nearest-neighbor exhange, and the ompounds, FeTiO3
and MnTiO3, are antiferromagnets. In both ases,
the nearest-neighbor exhange interations within the
hexagonal layers is antiferromagneti. The magnitude
of the intralayer oupling is substantially larger than
the interlayer oupling. The SG nature of the mix-
ture, Fe0.5Mn0.5TiO3, originates from the fat that the
oupling between the layers is ferromagneti in FeTiO3
but antiferromagneti in MnTiO3;
30
hene, in the mix-
ture, random frustration ours. For the Heisenberg
ase, some short-range SG ompounds are also avail-
able, for example insulating EuxSr1−xS.4,35 In the Eu-
rih ase, this material is a ferromagnet; the nearest-
neighbor exhange interation between Eu
2+
ions is fer-
romagneti and the next-nearest-neighbor exhange is
weaker and antiferromagneti.
4,36
When magneti Eu is
randomly substituted with nonmagneti Sr, a random
frustration of the ferromagneti and antiferromagneti
bonds arises. But the most often studied SG are nearly
isotropi (Heisenberg) metalli systems interating via
a long-range Ruderman-Kittel-Kasuya-Yoshida (RKKY)
interation between loalized magneti moments medi-
ated by ondution eletrons. In this ategory, the lassi-
al systems are alloys of noble metals suh as Ag, Au, Cu
or Pt, doped with a transition metal, suh as Fe or Mn,
often labeled as anonial SGs. In the large r limit, where
r is the distane separating the magneti moments, the
RKKY interation varies with r as cos(2kFr)/r
3
, where
kF is the Fermi wavevetor.
An another lass of SG materials onsists of spa-
tially disordered magneti dipoles. The dipolar intera-
tion has either ferromagneti or antiferromagneti har-
ater depending on the relative position of the inter-
ating dipoles. In the presene of positional disorder,
this gives rise to random frustration and a SG phase
at low temperature and suiently high level of disor-
der is expeted.
37
A number of dipolar Ising SG ma-
terials have been identied and related models have
been studied numerially. With the aim of modeling
nanosized magneti partiles dispersed in a frozen non-
magneti solvent,
40
systems of Ising dipoles on fully
oupied
41
and diluted
42
(with x=35% and x=50% o-
upany) simple ubi (SC) lattie with randomly ori-
ented easy axes have been simulated. In three dimen-
sions, a spin-glass transition has been identied, both in
the diluted
42
and undiluted ase.
41
A well known physi-
al realization of a diluted dipolar Ising model and dipo-
lar SG is LiHoxY1−xF4.43,44,45,46 Early on, some authors
suggested the existene of an exoti anti-glass phase at
very low onentration, x,43,47,48 or questioned the exis-
tene of SG transition in LiHoxY1−xF4 altogether.49,50
As well, early numerial studies of diluted Ising dipoles
on SC lattie
51
and for a lattie geometry orresponding
to LiHoxY1−xF452 did not nd a spin-glass transition in
diluted dipolar Ising systems.
51,52
A more reent work,
however, reports a spin-glass phase in a model approx-
imating LiHoxY1−xF4.46 As in previous work,52 ross-
ing of the spin-glass Binder ratio plots was not found in
Ref. [46℄, but a nite-size saling of the spin-glass orre-
lation length provided a ompelling evidene for a ther-
modynamial phase transition.
46
Apparently, the orre-
tions to saling are large for the sizes of dipolar systems
studied, being very pronouned in the Binder ratio while
the SG orrelation length is somewhat less aeted.
46
Very reent MC simulations of a site-diluted SC lattie of
Ising spins oupled via a long-range dipolar interations
also found a nite-temperature spin-glass transition, but
with dierent value of the orrelation length exponent
ν=0.95,53 ompared with ν=1.3 reported in Ref. [46℄.
The ase of dipolar Heisenberg SG is an obvious ex-
tension of the SG phenomenology reviewed above. In
the presene of spatial disorder, the o-diagonal terms in
the dipolar interation destroy the rotational symmetry
of the ground state. Thus, the dipolar Heisenberg SG
is expeted to be in the Ising universality lass.
17,54,55
In
this ontext, it would be interesting to study a three om-
ponent (n=3, Heisenberg) SG system where anisotropi
long-range interations, i.e. dipolar interations, domi-
nate. Finding in suh system ritial exponents that are
onsistent with the exponents of Ising SG universality
lass would further onrm universality in spin glasses
and boost our ondene in our largely numerially-based
understanding of real spin glass systems.
Experimentally, a diluted dipolar SG an be realized by
suiently diluting magneti dipoles with a nonmagneti
substituent, to the point that a short-range exhange in-
teration beomes insigniant, and long-range dipolar
interation dominates. The best andidate materials are
ompounds ontaining rare earth magneti ions, as due
to the sreening of the partially lled 4f shell by outer
shells, the exhange interation is relatively weak among
rare earths, while their magneti moments an be large.
It was mentioned above that EuxSr1−xS, at onentra-
tion x ≃ 0.5, is an example of a short-range Heisenberg
SG, where the SG freezing is driven by the frustrated
nearest-neighbor and next-nearest-neighbor exhange in-
terations. The 4f eletrons of the rare earth Eu2+ ion
give an
8S7/2 ground state with a sizable magneti mo-
ment of 7µB.
36
Below the perolation threshold, i.e. xc =
0.136 for the fae entered ubi lattie (FCC) with rst-
and seond-nearest-neighbor interations,
56
the existene
of a dipolar SG in EuxSr1−xS was suggested.57 To explain
the two maxima in the a suseptibility, at temperatures
of order of 100 mK and 10 mK, an interplay of dipolar
freezing and bloking of small lusters was proposed.
57
But the authors of subsequent studies
58
suggested that
the features in the a suseptibility of EuxSr1−xS at on-
entration 0.05 < x < 0.13 should be interpreted as a
spin bloking and not a dipolar SG freezing. Neverthe-
less, it was also proposed that maybe at lower onen-
tration, x, a dipolar SG freezing in this material ould
be studied.
58
It should be reminded that the existene
of a dipolar SG at high dilution in LiHoxY1−xF4 has
also been muh questioned over the years.
43,44,45,49,50
3Notwithstanding that reent experimental work reports
a SG transition in LiHoxY1−xF4(x=0.045),45 it is in-
teresting to ask if diulties in establishing the exis-
tene of a dipolar SG in strongly diluted EuxSr1−xS 57,58
and in LiHoxY1−xF4, i.e. the suggested anti-glass phase
at x=0.045 43,47,48 or absene of signatures of SG tran-
sition both at x=0.045 and x=0.165,49,50 are related.
A learer piture of the formation of relatively large
spin bloks below the perolation threshold that olle-
tively form a luster SG phase was obtained from exper-
iments on EuxCa1−xB6.59 Clusters with magneti mo-
ments µ ≃ 260µB were observed and the transition tem-
perature separating the luster glass and paramagneti
phases, for Eu onentrations between around x=0.1 and
x=0.3, was measured to be of order of 2 K.59
Promising andidates for diluted dipolar Heisenberg
SGs an be found among gadolinium ompounds. Gd
3+
ion has a half-lled 4f -shell. The ground state mani-
fold is
8S7/2 and with little orbital momentum ontribu-
tion. Gd
3+
is therfore a good approximation of a lassi-
al Heisenberg spin. Good example of materials that an
be onsidered as andidates for diluted dipolar Heisen-
berg SGs are (GdxY1−x)2Ti2O7 and (GdxY1−x)2Sn2O7.
Gd2Ti2O7 and Gd2Sn2O7 are strongly frustrated Heisen-
berg pyrohlore antiferromagnets.
60,61,62
While the
Curie-Weiss temperature is about θCW ∼ −10 K, due to
frustration, both ompounds remain disordered down to
T =1 K.60,63 Theoretially, the extensive ground-state
degeneray in the pyrohlore nearest-neighbor Heisen-
berg antiferromagnet prevents ordering down to zero
temperature,
64,65
and the low temperature order in the
aforementioned materials is indued by other, weaker in-
terations that are spei to eah of these ompounds.
One of the interation at play below 1 K is the dipo-
lar interation. Indeed, in the ase of Gd2Sn2O7, the
spin onguration in the ordered state was found
66
to be
the ground state of the pyrohlore antiferromagnet with
dipolar interations.
67
In the ase of Gd2Ti2O7, other
interations, like further nearest-neighbor exhange, are
likely at play. Indeed, below the rst phase transition at
1 K, there is another one at 0.7 K,
63
with both phases
ordered with propagation vetor k =
[
1
2
1
2
1
2
]
.
68,69
Another andidate material, also well studied in the
ontext of geometrial frustration, is the Gd3Ga5O12
garnet (GGG). The ubi lattie struture of this frus-
trated Heisenberg antiferromagnet onsist of two inter-
penetrating sublatties of orner-sharing triangles. While
the Curie-Weiss temperature is θCW ∼-2 K, the frus-
tration postpones ordering down to 0.18 K.
70
The rih
low temperature physis of GGG is still not fully under-
stood, but some insight has been reently gained from
dynami magnetization studies, revealing that in the
low temperature phase there is long-range order oex-
isting with both spin liquid
71,72
and spin glass
73
behav-
ior. In the framework of Gaussian mean-eld theory, it
was shown that the dipolar interation plays an impor-
tant role in the ordering in GGG,
74,75
and that the neu-
tron sattering data
70
an be reprodued with a proper
treatment of the dipolar interations.
74,75
Analogously
to (GdxY1−x)2Ti2O7 and (GdxY1−x)2Sn2O7, at su-
ient dilution, (GdxY1−x)3Ga5O12 may be expeted to
exhibit, at low temperature, a dipolar SG phase.
In the studies motivated by experiments indiating a
SG freezing in frozen ferrouids,
40
some evidene for a
SG freezing in a system of dense amorphous Heisenberg
and XY spins oupled by long-range dipolar interations
was obtained from moleular dynamis simulations.
38,39
But no systemati investigation of the thermodynami
nature of the freezing was at that time really possible.
In the present work, in antiipation of eventual experi-
mental studies of dipolar SG, e.g. diluted Gd ompounds,
or further work on EuxSr1−xS or EuxCa1−xB6, we per-
form numerial studies of the SG transition in a diluted
dipolar Heisenberg model. At high dilution, the lattie
struture should be irrelevant and data obtained for dif-
ferent systems should be omparable.
76
Here we onsider
the simplest possible geometry where we study dipoles
randomly plaed at the sites of SC ubi lattie. We pro-
vide Monte Carlo data that supports the senario that,
at low dipole onentration, the diluted dipolar Heisen-
berg model displays an equilibrium phase transition to a
SG phase. We alulate the ritial exponents ν and η
for the SG transition in the model studied. The derived
exponents do not math experimental or Monte Carlo ex-
ponents, neither for Heisenberg nor Ising SG. This may
be beause of important saling orretions and severe
restrition of the system sizes that we were able to study
due to the omputationally expensive summation of long-
range dipole-dipole interation and very slow equilibra-
tion.
The rest of the paper is organized as follows. In Se-
tion II, we dene the model and MC method employed.
In Setion III, we introdue the observables alulated in
the simulation. In Setion IV, we present and disuss our
results. Our onlusions are in Setion V. Some tehni-
al details are disussed in Appendies. In Appendix A,
we examine the temperature and system size dependene
of the magnetization and staggered magnetization of the
model studied. In Appendix B, we disuss the issue of
the self-interation term that must be taken into aount
when periodi boundary onditions are imposed. In Ap-
pendix C, we disuss the Ewald summation tehnique. In
Appendies D and E, we disuss the overrelaxation and
heatbath algorithms, respetively.
II. MODEL AND METHOD
A. Model
We onsider a system that onsists of lassial three-
omponent (n=3, Heisenberg) dipoles that are free to
point in any diretion. The dipoles are randomly dis-
tributed on the sites of a 3D simple ubi (SC) lattie.
4The Hamiltonian is of the form
H = 1
2
ǫd
∑
i6=j
∑
µ,ν
δµνr2ij − 3rµijrνij
r5ij
Sµ(ri)S
ν(rj), (1)
where Sµ(ri) (µ = x, y, z) denote Cartesian omponents
of lassial spin vetors, S(ri), whih are of unit length,
|S(ri)| = 1. The energy sale of dipolar interations is set
by ǫd =
µ0µ
2
4pia3 , where µ is the magneti moment of the spin
S(ri), a is the lattie onstant and µ0 denotes vauum
permeability. Below, ǫd/kB, where kB is the Boltzmann
onstant, is onveniently used as a unit of temperature.
The summation is arried over all oupied lattie sites
and over the vetor omponents of the spin, µ, ν = x,
y and z. The fator 1/2 is inluded to orret for dou-
ble ounting of dipole pairs. ri and rj are the positions
of ions labeled i and j, respetively, and their distane,
|rij | = |rj − ri|, is measured in units of nearest-neighbor
distane, a. We use periodi boundary onditions. In the
ase of long-range interations, this means that to alu-
late a pairwise interation, we must sum over an innite
array or dipole images repliated with a periodiity set
by the dimensions of the simulation box. Therefore, it is
onvenient to onsider the interation onstant for spins
i and j as a 3 by 3 matrix, Lˆij . The matrix elements
of Lˆij are denoted L
µν
ij , and for dipoles separated by a
vetor rij , are given by the sum,
Lµνij =
∑
n
δµν |rij + n|2 − 3 (rij + n)µ (rij + n)ν
|rij + n|5
. (2)
Vetors n are of the form n = L (kxˆ+ lyˆ +mzˆ), where
k, l, m are integers and xˆ, yˆ and zˆ are the unit vetors
pointing in the diretions of primitive translation ve-
tors of the SC lattie. L is an integer expressing the
size of the simulation ell in units of the lattie onstant,
a. Note that, in a simulation, are must be taken to
orretly inlude the so-alled self-interation term, Lˆii,
(see Appendix B). The self-interation term originates
from interation of spin with its periodi images repli-
ated outside the simulation ell. The lattie summation
(2) is performed using the Ewald tehnique;
77,78,79,80
the
details of whih are given in Appendix C. The alulated
Ewald sums orrespond to a summation over a long ylin-
der, suh that the demagnetization eld is zero. Using
interation onstants dened in Eq. (2), the Hamiltonian
an then be written in the form
H = 1
2
ǫd
∑
i,j
S(ri)LˆijS(rj). (3)
The summation in Hamiltonian (3) inludes only the
spins enlosed in the simulation ell, while the presene of
spins outside the simulation box is approximated by pe-
riodi images of the spins within the simulation ell, and
this eet is inluded in the interation onstants, given
by the matrix Lˆij alulated via the Ewald method. Note
that, unlike in Eq. (1), the self-interation terms, i = j,
are inluded in the summation (3).
B. Method
Our simulations employ the standard single spin-ip
Metropolis Monte Carlo algorithm with parallel temper-
ing (PT).
81,82
PT was found to signiantly speed up
equilibration in slowly relaxing systems.
81,82
In this teh-
nique, one simultaneously simulates a number, NT , of
thermal replias - opies of the system with the same
spatial disorder, but at dierent temperatures. In eah
thermal replia, the simulation begins from a dierent
random initial spin onguration. At every 10 loal up-
date sweeps, eah onsisting of N single spin updates,
where N is the number of spins in the system, a ong-
uration swap among thermal replias is attempted with
the aeptane probability preserving the detailed bal-
ane ondition. The frequeny of tempering is hosen to
balane the following two fators. As thermal temper-
ing is omputationally inexpensive, it is desirable to per-
form replia swap attempts often, to promote traveling
of the replias along the temperature axis. But, on the
other hand, after a parallel tempering indued ongura-
tion exhange, a suient number of loal update sweeps
has to be performed to let the new onguration evolve
at the given temperature. If a subsequent tempering
is attempted too soon, the two ongurations ould be
swapped bak, and in that ase no progress in the relax-
ation of a state trapped in a loal energy minimum would
have been made. The number of thermal replias, NT,
and simulated temperatures, Tα, where α = 1, . . . , NT,
are hosen to yield a suiently high and temperature
independent PT onguration swap aeptane rate, i.e.
not less than 50%. A uniform with respet to tempera-
ture, Tα, PT aeptane rate is ahieved by hoosing Tα
to satisfy the formula
23
(Tα − Tα−1)/Tα = 1/
√
CV N, (4)
were N denotes the number of dipoles. The spei heat
per spin, CV , used in Eq. (4) was measured in prelimi-
nary simulations of the smallest system sizes, with uni-
formly distributed temperatures.
The Metropolis single-spin moves are attempted within
a temperature-dependent solid angle, where the angle is
self-onsistently hosen suh that the aeptane rate of
MC single spin move is lose to 50%. To arry out a spin
move, we hoose a oordinate system with the zˆ axis
along the urrent spin diretion, and randomly hoose a
polar angle, θ, and azimuthal angle, φ. In order to obtain
a uniform distribution of random points on a unit sphere
one needs to draw φ and z = cos(θ) from a uniform prob-
ability distribution, suh that φ ∈ (0, 2π) and z ∈ (−1, 1).
Here, to maintain the desired aeptane rate, the move
is restrited to a limiting angle, θmax, relative to the ini-
tial spin diretion; hene, the hoie of z is restrited
to z ∈ (1 − zmax, 1), where zmax = cos(θmax). To ob-
tain zmax suh that the aeptane rate, pacc, is 50%,
during eah 100 MCS pacc is measured, and afterwards
zmax is adjusted. If pacc is lower than 0.5, zmax should
be dereased; in the opposite ase, when pacc > 0.5,
5L Ndip Nsamp Neq Nprod NT Tmin Tmax
x=0.0625
8 32 5000 5·10
5
5·10
5
16 0.05 0.1763
10 62,63 2000, 2000 2·10
6
10
6
16 0.05 0.1763
12 108 1200 10
7
10
6
16 0.05 0.1763
14 172 1000 10
7
10
6
16 0.05 0.1763
x=0.125
6 27 3000 5·10
5
5·10
5
16 0.0750 0.2869
8 64 2000 2·10
6
10
6
16 0.0750 0.2869
10 125 1500 2·10
6
10
6
16 0.0800 0.2811
12 216 1000(+200) 5·10
6
(2·10
7
) 10
6
16 0.0850 0.2787
Table I: Parameters of the Monte Carlo simulations for two
dipole onentrations, x. L is the linear size of the simulation
box; Ndip is the number of spins, and Nsamp denotes number
of disorder samples. Neq and Nprod are the number of MCS in
the equilibration and measurement phase of the simulation,
respetively. NT is the number of thermal replia and Tmin,
Tmax are the lowest and highest temperatures in PT sheme.
For L=10, x=0.0625, to obtain the desired x, two numbers of
dipoles were simulated, and the disorder average was taken
over the results for both Ndip = 62 and Ndip = 63. For L=12,
x=0.125 the numbers given in round brakets pertain to a
subset of disorder replias simulated longer, to monitor equi-
libration; the long equilibration time results for these replias
were inluded in the disorder averaging.
zmax should be inreased, while for pacc = 0.5, zmax
does not hange. Suh update of zmax an be obtained
when multiplying the urrent value of zmax, z
(old)
max , by
2pacc; hene, a new value of zmax is alulated aording
to the formula z
(new)
max = 2paccz
(old)
max , with the restrition
z
(new)
max ∈ (0.001, 2). After hoosing φ and θ, that is a new
spin diretion in the oordinates relative to the initial
spin diretion, a transformation to the global oordinate
system is performed.
We simulated two dipole onentrations, x = 1/16 =
0.0625 and x = 1/8 = 0.125, and for eah onentration
we onsidered 4 system sizes varying between around 30
and 200 dipoles, whih is the largest size that we were
able to equilibrate. To perform the neessary disorder
average (see Setion III), we onsidered at least 1000 dis-
order samples. The parameters of the simulations are
olleted in Table I. To generate results reported here,
we used in total around 3 ·105 hours (∼35 years) of CPU
time on AMD Opteron, 2.6 GHz. The statistial error is
based on disorder sampling utuation and is alulated
using the standard jakknife method.
83,84,85
To redue the number of performed lattie sums, for
eah lattie site k we alulate the loal interation eld,
Hk =
∑
j 6=k
LˆkjSj, (5)
and update it only when the spin hange is aepted.
Having Hk available, the omputational omplexity of
alulating the energy hange when a single spin is
moved, whih is needed to test if the spin move is a-
epted, is of order of a small onstant number of arith-
meti operations, O(1). As the eld,Hk, is updated only
if the spin move is aepted, the omputational ost of
updating the loal eld, Hk, whih is O(N), is avoided
if the spin move is rejeted. In onsequene the ompu-
tational ost of rejeted Metropolis spin updates is neg-
ligible.
In was reported that the autoorrelation time an
be substantially dereased in simulations of Heisenberg
SG by performing omputationally inexpensive overre-
laxation (miroanonial) spin updates.
86,87
Overrelax-
ation updates are zero-energy spin moves that onsist of
180 degrees rotation of the spin around the loal moleu-
lar eld. Inluding overrelaxation moves in simulations of
short-range Heisenberg spin systems is beneial beause
overrelaxation moves are faster than Metropolis updates.
Here, in the ase of long-range interation, the ompu-
tational ost of overrelaxation moves would not be less
then the ost of Metropolis spin ips, as most of the time
is spent on updating the loal interation eld (5), and
the loal interation eld has to be updated both after an
aepted Metropolis spin ip and after an overrelaxation
move. Furthermore, it is worth to note that in the gen-
eral ase of non-ubi geometry with periodi boundary
onditions, where the self-interation term is present (see
Appendix B), an overrelaxation move does not preserve
the energy (see Appendix D).
In the ase of the nearest-neighbor Heisenberg SG
model, it is more eient to use the heatbath
algorithm
88,89,90
for loal spin updates. In the heatbath
algorithm spins are individually onneted to a heatbath,
i.e. a new spin diretion, whih is independent from the
previous diretion, is drawn from the Boltzmann proba-
bility distribution for a spin in the loal moleular eld,
Hk. Hene, in ontrast to the onventional Metropo-
lis method, in the heatbath algorithm, the omputa-
tional ost of rejeted spin moves is avoided. For the
urrent problem, the benet of using the heatbath algo-
rithm would not be high beause the omputational ost
of rejeted spin update attempts is negligible in om-
parison with the omputational ost of aepted updates
whih require realulating the lattie sums in Eq. (5).
Also, similarly to the ase of overrelaxation moves, if the
geometry of the simulation ell is not ubi, the self-
interation term in the Hamiltonian introdued by the
periodi boundary onditions makes the heatbath algo-
rithm impratial (see Appendies B and E). So, while
we are onsidering here a ubi system, in order to keep
our method general and to obtain results that are the eas-
iest to ompare with possible future simulations with dif-
ferent lattie geometries, we deided to not use the heat-
bath algorithm nor overrelaxation moves in this work.
6III. PHYSICAL QUANTITIES
In spin-glass systems, the order parameter an be de-
ned as an overlap between two independent, idential
opies of the system. In the ase of 3D Heisenberg spins,
the overlap an be alulated for 9 ombinations of the
vetor omponents. We write
qµν(k) =
1
N
∑
r
S(α)µ (r)S
(β)
ν (r) exp(ik · r), (6)
where µ, ν = x, y, z and where α and β denote dier-
ent opies of the system with the same random disor-
der and that are simulated simultaneously, but indepen-
dently. The wave-vetor-dependent SG order parameter
is
q(k) =
√∑
µ,ν
|qµν(k)|2. (7)
In the ase of EA Heisenberg SG, in addi-
tion to spin, a hirality variable
18,19
is also
onsidered,
19,20,21,22,23,24,25,26
and the hirality overlap
order parameter and further quantities dened using
this order parameter are alulated. Here, for a diluted
dipolar Heisenberg SG, we do not onsider hirality. The
hirality annot be easily dened in a diluted system.
Moreover, note that, as disussed in the Introdution,
the anisotropy of the dipolar interation, in the presene
of spatial disorder, brakes the rotational symmetry.
Beause of that, the hirality, if it was dened, annot
be deoupled from the spin.
Traditionally, the nite-size saling (FSS) analysis of
SG simulation data has been based on the alulation of
Binder ratios,
91,92,93
whih, for an n=3 Heisenberg SG,
is dened as:
24,26
UL =
1
2
(
11− 9
[〈
q(0)4
〉]
[〈q(0)2〉]2
)
, (8)
where 〈. . .〉 denotes thermal averaging and [. . .] is a disor-
der average. The numerial fators in Eq. (8) are hosen
suh that at T = ∞, assuming Gaussian distribution of
q(0), UL = 0, and at T = 0, where q(0) is not utuating,
UL is 1. Being a dimensionless quantity, UL is expeted
to display FSS properties desribed by
12
UL = X˜(L
1/ν(T − Tg)), (9)
where the saling funtion
94 X˜ is an analyti funtion of
its argument, and ν is the universal orrelation length
exponent, suh that there is no system size dependene
outside the argument of the saling funtion. Many re-
ent works report that in the ase of disordered spin glass
systems, a better FSS analysis an be ahieved when on-
sidering the nite-size SG orrelation length, ξL.
11,23,46,96
In the ontext of Ising SGs, it was suggested that UL may
not ross due to a lak of unique ground state
96
or be-
ause it is too noisy (see footnote Ref. [97℄),
11
being a
quantity that requires evaluation of a four-point orre-
lation funtion, as opposite to ξL, that is dened using
a two-point orrelation funtion. It was also observed
that saling orretions are larger for UL than for ξL.
11
It is likely that in the ase of Heisenberg SG large sal-
ing orretions are the leading fator behind the lak of
rossing of the Binder ratios. To proeed, we dene the
SG suseptibility
8,11,23
as
χSG(k) = N
[〈
q(k)2
〉]
. (10)
Assuming an Ornstein-Zernike form for the SG
suseptibility,
98
χSG(k) ∝ 1/(|k|2 + ξ−2), (11)
where |k| ≪ 1/ξ. We dene a nite-size SG orrelation
length,
11,99 ξL, via
ξL =
1
2 sin(kmin/2)
(
χSG(0)
χSG(kmin)
− 1
)1/2
. (12)
The orrelation length divided by the system dimen-
sion, ξL/L, similarly to the Binder ratio, is a dimension-
less quantity that is expeted to sale aording to the
relation
11,12,23,26
ξL/L = Y˜ (L
1/ν(T − Tg)), (13)
where Y˜ is one again a saling funtion. Hene, at a
putative SG transition temperature, Tg, ξL/L is expeted
to be size independent.
IV. MONTE CARLO RESULTS
A system of Heisenberg dipoles on a fully oupied SC
lattie orders antiferromagnetially.
100,101
To rule out a
long-range order in the simulated diluted systems, we
alulated the magnetization,M , and the staggered mag-
netization, Mstag. Both M and Mstag are small and de-
rease with inreasing system size. This indiates that
their nonzero value is a nite-size eet and not a result
of long-range ordering. More detailed disussion of M
and Mstag is given in Appendix A.
We plot in Fig. 1 the temperature dependene of the
Binder ratio, UL, for x=0.125 and x=0.0625, for dier-
ent system sizes. The Binder ratio urves do not ross;
hene, they do not provide indiation of a phase transi-
tion. Also, in some studies of other models, a rossing of
the Binder ratios was not found, while the saling invari-
ane of the nite-size orrelation length was established,
indiating a transition to a SG phase. The magnitude
of saling orretions is dierent for dierent observables
and they are likely to be larger for Binder ratio than
for orrelation length. In the simulation of the Ising EA
SG
11,12 UL does ross, but the saling orretions are
found to be larger for UL than for ξL/L.
11
In the ase
of the site diluted EA Ising SG,
102
where saling orre-
tions are large in omparison with other Ising SG models,
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Figure 1: (olor online). Binder ratios for x=0.0625 (left) and
x=0.125 (right) as a funtion of temperature.
ξL/L plots are rossing with large shifts between system
sizes, while the UL urves do not ross, but merge at
low temperature. A similar eet has been seen in the
studies of diluted dipolar Ising SG
46,52
- UL plots do not
ross, but they have a tendeny to merge at low T , while
ξL/L plots interset.
46
In the ase of isotropi Heisenberg
EA SG,
24,25,26
the behavior of spin and hirality Binder
ratios diers, but neither show a rossing, while the or-
relation length shifts between system sizes shows that
saling orretions are large. It is worthwhile to note
that the form of Binder ratio plots, haraterized by a
dip to a negative value in the proximity of Tg, resembles
the Binder ratio plots for hirality (and not spin) in the
Heisenberg EA model,
24,26
or the Binder ratio plots for
spin in Heisenberg SG models in the presene of random
anisotropy in three
103
and four
104
dimensions.
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Figure 2: (olor online). SG orrelation length as a funtion
of temperature, x=0.0625.
Having disussed the temperature dependene of the
Binder ratios, we now turn to the behavior of the SG
orrelation length, ξL(T ). We show the plots of ξL/L vs
T for various system sizes in Figs. 2 and 3. The urves do
ross; but, for both onentrations, there are large shifts
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Figure 3: (olor online). SG orrelation length as a funtion
of temperature, x=0.125.
between the intersetion points for dierent system sizes.
The large shifts between the intersetion points were also
found in the studies of the EA Heisenberg SG.
24,25,26
In
the ase of EA Heisenberg SG, a broad range of system
sizes were studied and the shifts between the intersetion
points were systematially analyzed.
24,25,26
The limita-
tion with our data, whih are due to time onsuming
summation of long range interations, prevent us from
investigating large system sizes and, therefore, to per-
form suh an analysis. Beause of a narrow range of
available system sizes, the separation between the urves
in the rossing region is small in omparison with the er-
rorbars. Hene, the statistial unertainty of loating the
rossing points would be large. Indeed, looking at Figs. 2
and 3 one realizes that by moving the urves within the
error bars, the position of the rossing an be hanged
substantially. Also, the number of system sizes and, on-
sequently, the number of intersetion points is small. In
our ξL/L vs T data, the shifts between the intersetion
points for the smallest system sizes, onsistently for both
onentrations, are muh smaller than the shift of the in-
tersetion point of the two largest system sizes studied.
Suh feature have not been found in simulations of EA
Heisenberg SG.
24,25,26
A possible explanation for suh
behavior may be existene of short-range ferromagneti
orrelations. Suh a ferromagneti spin bloking would
espeially strongly aet the data for the smallest system
sizes, whih possibly have the linear dimensions ompa-
rable with the length sale of the short-range ferromag-
neti orrelations. Spin bloking has been observed ex-
perimentally in studies of diluted dipolar Heisenberg sys-
tems EuxSr1−xS57,58 and EuxCa1−xB6.59 Another argu-
ment supporting short range ferromagneti orrelations
senario in the model studied herein is the nite-size mag-
netization found for small system sizes (see Appendix A).
The saling equation (13) is expeted to be satised
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Figure 4: (olor online). Extended saling of ξL/L at
x=0.0625
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Figure 5: (olor online). Extended saling of ξL/L at x=0.125
only in lose proximity of Tg. To better desribe the
data at a larger distane from the ritial point, Camp-
bell et al. proposed a heuristi extended saling sheme
(ESS)
105
for ξL/L of the form:
ξL/L = Y˜
(
(TL)
1/ν
(
1− Tg
T
))
, (14)
and showed the improvement of the auray it provides
in the ase of a 2D Ising ferromagnet. Based on the as-
sumption of a symmetri interation distribution, P (Jij),
they proposed, and tested numerially, an alternative
saling formula for the Ising EA spin glass, where
Tg/T in
Eq. (14) is replaed with (Tg/T)
2
. Here we use the saling
formula of Eq. (14) beause the bond distribution in the
ase of diluted dipoles is not symmetri. In a reent MC
simulation of a diluted dipolar Ising SG, an ESS as given
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Figure 6: (olor online). Conventional saling of ξL/L with
L1/ν (T − Tg); x=0.0625 (left) and x=0.125 (right).
by (14) was also found to desribe the saling of ξL/L
better than if (Tg/T )
2
was used.
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We t our data for ξL/L to the saling funtion (14)
over the whole simulated temperature range, shown in
Table I. The saling funtion, Y˜ , is approximated with a
6th order polynomial,
F (z) =
6∑
m=0
amz
m, (15)
where z = (TL)1/ν (1 − Tg/T). We dene the penalty
funtion,
D =
∑
MCdata
(F (z)L/ξL − 1)2 , (16)
that is minimized with respet to the parameters {am},
Tc and ν. We obtain the values of the ritial exponent
ν =1.16, ν =1.09, and transition temperatures Tg=0.074,
Tg=0.12 for x=0.0625 and x=0.125, respetively. The
saling ollapse of the simulation data is shown in Fig. 4
and Fig. 5.
In Figs. 6 and 7, just for omparison, we present the
results of the tting to the onventional formula (13) and
ESS with (Tg/T)2. The tting to the onventional formula
(13), shown in Fig. 6, gives quite similar results to the
ESS of Eq. (14). Apparently, the inauray due to
the small system sizes studied is larger here than the
orretion made by replaing Eq. (13) with Eq. (14).
In the ase of tting to Eq. (14) with (Tg/T)
2
, we obtain
a visibly worse data ollapse than when
Tg/T is used; the
result of suh a t is shown in Fig. 7.
We plot in Figs. 8 and 9 the SG suseptibility for
k = 0, χSG(0), of Eq. (10) for x=0.0625 and x=0.125,
respetively.
The SG suseptibility is expeted to sale aording to
the ESS formula
105
χSG = (TL)
2−η
Z˜
(
(TL)
1/ν
(
1− Tg
T
))
, (17)
We performed a t following a proedure similar to the
method used for the saling t of ξL/L desribed in
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Figure 7: (olor online). Extended saling of ξL/L with
(TL)1/ν
(
1− (Tg/T)2
)
; x=0.0625 (left) and x=0.125 (right).
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Figure 8: (olor online). SG suseptibility, x=0.0625
Eqs. (15) and (16). For x=0.0625 we obtain Tg= 0.078,
ν=1.25 and η=1.45. For x=0.125 we get Tg= 0.12,
ν=1.18 and η=1.35. The ritial temperatures are on-
sistent with those obtained from FSS of ξL/L. The values
of the ritial exponent ν obtained here are slightly larger
than ν obtained from the saling of ξL/L. The saling
ollapse of χ
SG
is plotted in Fig. 10 and 11 for x=0.0625
and x=0.125, respetively.
In the dipolar Hamiltonian (1) o-diagonal terms, that
ouple dierent vetor omponents of the dipolar mo-
ment, are present. The o-diagonal terms destroy the
rotational (O(3)) symmetry in an otherwise isotropi ve-
tor spin system, and only a Z2 symmetry remains. It was
suggested that suh spatially disordered dipolar systems
belong to the Ising universality lass.
17,54
Due to spatial
disorder, the ouplings, inluding the o-diagonal terms,
are random, and the distribution of loal freezing dire-
tion in the SG phase remains uniform, unlike in a system
with a global single-ion anisotropy (e. g. −DS2z term in
the Hamiltonian). With the uniform distribution of loal
freezing diretions, a system is said to have a statistial
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Figure 9: (olor online). SG suseptibility, x=0.125
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Figure 10: (olor online). SG suseptibility saling, x=0.0625
rotational symmetry.
17
The values of the ritial exponents found in this work
do not agree with either those from simulations of short-
range Ising SG, ν = 2.45, η = −0.375,13 nor Heisenberg
SG, ν = 1.49, η = −0.19.26 It is possible that our expo-
nent ν is onsistent with ν = 1.3 and ν = 0.95 obtained
for Ising diluted dipolar SG in Ref. [46℄ and Ref. [53℄, re-
spetively. Extrating SG ritial exponents from simula-
tions is diult. Critial exponents for the Ising SG have
been disussed for a long time
9,10,11,12,13,14
, and proposed
values were hanging muh with progress in development
of simulation algorithms and omputer hardware. Simi-
larly to the early simulations of the Ising SG,
9,10
our data
very likely suer from large saling orretions. As our
system sizes are small, one may want to ompare our ex-
ponent ν with the results of simulations of the Ising SG
performed for small system sizes, e.g. these in Ref. [9℄
10
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Figure 11: (olor online). SG suseptibility saling, x=0.125
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Figure 12: (olor online). Snapshot of 200 equilibrated in-
dependently spin ongurations for L=12, at T=0.05 and
x=0.0625. The alignment, i.e the salar produt, of the spins
with the loal freezing axes is indiated by the olors of ar-
rows.
(ν = 1.2) or Ref. [10℄ (ν = 1.3). There is a fair agree-
ment in ν but not in η. The value of the exponent η, from
simulation
11,12,13,26
and experiments
4,31,32
on many dif-
ferent materials, for both Ising and Heisenberg SG is a
small number, either positive or negative but not exeed-
ing 0.5 in absolute value. Surprisingly, the value of η we
obtain for the diluted dipolar Heisenberg SG, η = 1.4, is
muh larger.
Having disussed the question of universality lass and
ommented on the expetation that, for diluted n=3
omponent dipoles, it should be Ising, it is interesting
to ask whether suh Ising struture is expliitly physi-
ally manifest in the low temperature regime of the sys-
tems studied above. We show in Fig. 12 a number of
super imposed snapshots of the spin ongurations for
one disorder realization, in the low temperature phase,
at T=0.05, and dipole onentration x=0.0625. The im-
age ontains the spin ongurations of 200 replias of
the same disorder, eah equilibrated independently, start-
ing from dierent random initial onguration. The sys-
tem size is L=12, whih, at the onentration x=0.0625,
gives N=108 ions. The parameters of the simulations,
i.e. temperatures and number of equilibration sweeps,
are given in Table I. In the ase of isotropi Heisen-
berg models, a low temperature phase has O(3) rota-
tional symmetry, and one expets the spin diretions in
replias of the same disorder as explained above to be
uniformly distributed. Here, due to the anisotropi har-
ater of the dipolar interations, a subset of the dipoles is
haraterized by a unique Ising loal freezing diretion.
It is indiated by the fat that in the snapshots some
dipoles have a strong tendeny to point along a partiu-
lar loal random diretion, i.e the arrows an be enlosed
by a irular onial surfae with a small opening angle.
Suh inhomogeneous random Ising strutures have also
been observed in a model of diluted two-omponent 2D
quadrupoles. For larity, the alignment of spins with the
loal freezing diretions, whih is measured as an absolute
value of the salar produt of a spin and the loal freez-
ing diretion, is indiated by the olor of the arrows. The
loal freezing diretion vetor is omputed by summing
all the spin vetors at a given site for the 200 disorder
realizations in the following way. Starting from the se-
ond element in the sum, it is heked if adding another
vetor to the existing sum will inrease or derease the
magnitude of the new sum. If adding the new element
is to derease the magnitude of the sum, the spin vetor
is added with a minus sign, suh that the magnitude of
the sum always inreases. In this way we obtain a ve-
tor that is pointing along the loal freezing axis. Not all
the sites are haraterised by a loal freezing diretion.
The arrows on the sites that do not have a loal freezing
diretion reate spherial strutures. These dipoles have
freedom to point in any diretion in the low temperature
phase. That means that these dipoles are strongly frus-
trated and deoupled from the other dipoles. It is inter-
esting to note that this behavior resembles the presene
of proteted degrees of freedom observed in gadolinium
gallium garnet (GGG).
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The sites with a loal freez-
ing diretion, in Fig. 12, seem to form small lusters.
Possibility of ferromagneti spin bloking was mentioned
earlier as a potential explanation of a large shift of the
orrelation length rossing points for the largest system
sizes relative to the rossing points for the smaller sizes.
Formation of ferromagneti spin bloks is also suggested
by nonzero, but dereasing with system size, nite-size
magnetization (see Appendix A).
In the simulations of a SG system, it is of paramount
importane to ensure equilibration of the system before
the statistis for the measured observables is olleted.
As the quantity of foremost interest here is the orrela-
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Figure 13: (olor online). Equilibration x=0.0625 (left) and
x=0.125 (right).
tion length, we assume that the system is equilibrated
when the orrelation length reahes a stationary state.
We plot in Fig. 13 ξL/L vs the number of the equi-
libration steps performed before the measurement was
taken. The number of neessary equilibration steps in-
reases very rapidly with the system size and, beause
of this, we were only able to equilibrate system sizes up
to about 200 dipoles. We observe that the long-range
dipolar Heisenberg SG takes longer time to equilibrate
than the short-range 3D EA Heisenberg SG model.
24,26
A similar fat has been observed in the ase of dipolar
Ising SG.
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V. SUMMARY
In onlusion, we have studied the spin-glass (SG)
transition in a diluted dipolar Heisenberg model. From
an analysis of the nite-size saling of the SG orrelation
length, ξL, we found an indiation of a SG transition at
a temperature Tg=0.074, Tg=0.12, and ritial exponent
ν =1.16, ν =1.09 for dipole onentrations x=0.0625
and x=0.125, respetively. From nite-size saling of the
SG suseptibility, χSG, we obtained Tg= 0.078, ν=1.25,
η=1.45, and Tg= 0.12, ν=1.18, η=1.35 for x=0.0625 and
x=0.125, respetively. As in the isotropi Heisenberg SG,
the Binder ratios, UL, do not exhibit a rossing for dif-
ferent system sizes.
Our data support the senario of ferromagneti spin
bloking. Short-range ferromagneti orrelations are in-
diated by a relatively large nite-size magnetization.
Suh short-range orrelations would also explain unusual
behavior of the SG orrelation length ξL. The rossing
points of the ξL/L vs T plots for the largest system sizes
is shifted to muh lower temperatures from the rossing
points for the smaller system sizes. It may be aused by
reahing a system size that is larger than the length sale
of ferromagneti lustering. Some indiation of formation
of frozen spin lusters an be also found from inspetion
of spin onguration snapshots.
The long-range interations, and hene the large num-
ber of interating spin pairs, give rise to a larger level of
random frustration than in short-range (nearest neigh-
bor) SG. Diluted dipolar SG seems to be more diult
to equilibrate than nearest-neighbor models. For exam-
ple, we performed 107Monte Carlo sweeps to equilibrate a
system of around 200 dipoles. To ompare, with the ase
of the Heisenberg Edwards-Anderson spin glass, around
107 Monte Carlo sweeps, with both overrelaxation and
heatbath sweeps ounted as a Monte Carlo sweep, were
used to equilibrate a system of 32,768 spins.
25
In simu-
lations of the Ising Edwards-Anderson spin glass around
6.5 · 106 Monte Carlo sweeps were used to equilibrate a
system of 8000 spins.
11
Further progress in exploring the
freezing in Ising
46,53
and Heisenberg (this work) dipolar
spin glasses will neessitate more sophistiated methods.
We hope that our present work motivate suh develop-
ments.
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Appendix A: MAGNETIZATION AND
STAGGERED MAGNETIZATION
As system of dipoles plaed on the fully oupied SC
lattie, or when the fration of vaant sites is suiently
low, orders antiferromagnetially.
100,101
To rule out the
presene of a long-range order we alulate the magne-
tization and staggered magnetization. The thermal and
disorder averaged magnitude of magnetization is dened
as
M =
[〈∣∣∣∣∣ 1N
N∑
i=1
Si
∣∣∣∣∣
〉]
, (A1)
where 〈. . .〉 denotes thermal averaging and [. . .] is a dis-
order average.
The antiferromagneti ground state (GS) of a system
of dipoles on fully oupied SC lattie is desribed by a
spin vetor with the following omponents:
100,106
Sxi = τ
x
i sin θ cosφ,
Syi = τ
y
i sin θ sinφ
Szi = τ
z
i cos θ,
, (A2)
Suh GS has two global rotational degrees of freedom:
polar angle, θ, and azimuthal angle, φ. The sublattie
and diretion indexing vetor, τi ≡ [τxi , τyi , τzi ℄, is given
by
τi = [(−1)r
y
i
+rzi , (−1)rxi +rzi , (−1)rxi +ryi ], (A3)
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Figure 14: (olor online). Magnetization, M , and staggered
magnetization, Mstag , x=0.0625.
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Figure 15: (olor online). Magnetization, M , and staggered
magnetization, Mstag , x=0.125.
where ri is the position of site i, measured in units of
lattie onstant, and its vetor omponents, rxi , r
y
i and
ryi , on SC lattie, are all integers. The staggered magne-
tization, whih is indiating ordering desribed by Eqs.
(A2), using sublattie and diretion indexing vetor τi of
Eq. (A3), is given by
Mstag =
[〈∣∣∣∣∣ 1N
N∑
i=1
Si · τi
∣∣∣∣∣
〉]
. (A4)
In Figs. 14 and 15 we plot the magnetization, M ,
and the staggered magnetization, Mstag, for x=0.0625
and x=0.125, respetively. M has a small value that de-
reases with system size, L. This indiates that nonzero
magnetization is just a nite-size eet and not an in-
diation of long-range order. Furthermore, M remains
onstant at all temperatures and does not inrease below
Tg. Mstag, similarly to M , dereases with inreasing sys-
tem size, L, and there are no features indiating order-
ing transition. The fairy large magnetization indiates
that the nite-size eets are large, and thus the sal-
ing orretions are expeted to be large. The staggered
magnetization, Mstag, is smaller than the magnetization,
M . Relatively large magnetization an indiate forma-
tion of short-range ferromagneti bloks. Ferromagneti
spin bloking has been observed in experimental studies
of diluted dipolar Heisenberg SG systems EuxSr1−xS 57,58
and EuxCa1−xB6.59
Appendix B: PERIODIC BOUNDARY
CONDITIONS AND SELF-INTERACTION
We onsider a dipolar Hamiltonian of the form
H = 1
2
ǫd
∑
i,j,µ,ν
δµνr2ij − 3rµijrνij
r5ij
Sµ(ri)S
ν(rj), (B1)
where µ and ν are vetor omponents, µ,ν=x, y or z. H
an be written as
H = 1
2
ǫd
∑
i,j,µ.ν
Lµνij Sµi Sνj , (B2)
or shorter
H = 1
2
ǫd
∑
i,j
SiLˆijSj , (B3)
where
Lij = L(rij) =
δij |rij |2 − 3rµijrνij
|rij |5
. (B4)
To impose periodi boundary onditions, we replae the
interation matrix, Lij , with
Lµνij =
∑
n
′ δij |rij + n|2 − 3(rij + n)µ(rij + n)ν
|rij + n|5
,
(B5)
where n = kLxˆ + lLyˆ +mLzˆ; k, l, m are integers and
xˆ, yˆ and zˆ are unit vetors. L is the linear dimension
of the ubi simulation box in units of a, the linear size
of the ubi unit ell.
∑
n
′
means that the summation
does not inlude the n=0 term for i = j, where rij = 0.
One must be aware of the presene of the (n6= 0) self-
interation term
Lµνii =
∑
n 6=0
δij |n|2 − 3nµnν
|n|5 . (B6)
The self-interation term desribes the interation of a
dipole with its own periodi images repliated outside the
simulation box. For a ubi simulation box it redues to a
simple form Lµνii = Liiδµν . To show that the o-diagonal
terms are zero, for µ 6= ν we write
Lµνii = −3
∑
n 6=0, nµ>0
nµnν + (−nµ)nν
|n|5 = 0. (B7)
And further, in ubi symmetry, all three diretions xˆ, yˆ
and zˆ are equivalent; hene, Lxxii = L
yy
ii = L
zz
ii .
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Appendix C: EWALD SUMMATION
We wish to alulate the lattie sum
Lµνij =
∑
n
′ δij |rij + n|2 − 3(rij + n)µ(rij + n)ν
|rij + n|5
.
(C1)
Again, the prime symbol in the summation sign means
that for i = j the sum does not inlude the n=0 term.
Noting that
−∇µ∇ν 1
r
=
δµνr
2 − 3rµrν
r5
, (C2)
we write
Lµνij = −∇µ∇ν
∑
n
′ 1
|rij + n| ; (C3)
hene, we may alulate the lattie summation for a
Coulomb potential and obtain the sums for dipolar in-
terations by taking derivatives afterwards.
The innite sum (C3) is onditionally onvergent,
meaning that the result depends on the asymptoti or-
der of summation. The Coulomb or dipolar potential
is slowly deaying at large distanes; hene, with di-
ret summation, it onverges slowly. To alleviate these
problems, the summation is performed using the method
introdued by Ewald.
77,78,79,80
In the Ewald tehnique,
we separate the summation into two rapidly onvergent
sums: one performed in the diret (real) spae and the
other sum performed in the reiproal spae. Here we
show only a simplied derivation, rigorous mathematial
proofs and detailed disussions an be found in Ref. [80℄.
Using the relation
1
r
=
2√
π
∞∫
0
e−r
2ρ2dρ, (C4)
we write
1
r
=
2√
π
α∫
0
e−r
2ρ2dρ+
erf(αr)
r
, (C5)
where
erf(x) = 1− erf(x) = 2√
π
∫ ∞
x
e−y
2
dy (C6)
is the omplementary error funtion. The seond term in
Eq. (C5), for large α, is dereasing fast with inreasing
r; hene, it onverges rapidly in the summation over n.
The rst term falls to zero slowly with inreasing r, but
it onverges rapidly in a reiproal spae summation for-
mulation. The splitting parameter α is hosen suh that
both real spae and reiproal spae sums are onverg-
ing equivalently rapidly. To obtain the reiproal spae
summation term we use the relation
2√
π
∑
n
e−(r+n)
2ρ2 =
2π
L3
∑
K
ρ−3e−K
2/4ρ2eiK·r, (C7)
where K are the reiproal lattie vetors, n = L(kxˆ +
lyˆ+mzˆ); k, l, m are integers and xˆ, yˆ and zˆ are unit ve-
tors. Some are must be taken to aount for the parti-
ular ase of r=0 that orresponds to the self-interation
(B6). In that ase, n=0 should be exluded from the
summation (C3) and we write
2√
π
∑
n 6=0
e−(r+n)
2ρ2 =
2π
L3
∑
K
ρ−3e−K
2/4ρ2eiK·r− 2√
π
e−r
2ρ2 .
(C8)
Noting that
α∫
0
dρ ρ−3e−K
2/4ρ2 =
2
K2
e−K
2/4α2 , (C9)
we an write
∑
n
′ 1
|rij + n| =
∑
n
′
erf(α |rij + n|)
|rij + n|
+
∑
K 6=0
4π
L3K2
e−K
2/4α2eiK·rij
− 2α√
π
δij . (C10)
The divergent, K=0 term in the reiproal lattie sum-
mation is omitted.
To alulate the dipolar sum in (C3), we need to take
derivative of expression (C8). To start, we ompute
−∇µ∇ν erf(αr)
r
=
δµνB(r)r
2 − C(r)rµrν
r5
, (C11)
where
B(r) = erf(r) +
2αr√
π
e−α
2r2 , (C12)
and
C(r) = 3erf(r) +
2αr(3 + 2α2r2)√
π
e−α
2r2 . (C13)
For the reiproal spae part we ompute
−∇µ∇νeiK·r = KµKνeiK·r.
To obtain the self term (the last term in Eq. C8) we
write
−∇µ∇νe−r
2ρ2 = 2ρ2
(
δµν − 2ρ2rµrν
)
e−r
2ρ2 , (C14)
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and integrating (see Eq. C9) we get − 4α3
3
√
pi
δµνδij . Finally,
we have
Lµνij =
∑
n
′ δµνB(rij)r2ij − C(rij)rµijrνij
r5
(C15)
+
4π
L3
∑
K 6=0
KµKν
K2
e−K
2/4α2eiK·rij (C16)
− 4α
3
3
√
π
δµνδij . (C17)
Similarly to the Coulomb ase (C10), the divergentK=0
term is omitted in the reiproal spae summation.
The eet of the magneti polarization of the surfae
does not vanish in the thermodynami limit. To model
the experimental ase of a spherial sample, a diret (real
spae) sum (C1) an be omputed via summing over se-
ries of spherial shells of radius rk, where eah shell on-
sist of all vetors n suh that rk < |n| < rk+1. In the
Ewald method, to obtain a result equivalent to suh a
summation, the surfae ontribution to the total energy
should be inluded, and it is of the form
79
U (surf) =
2π
(2ǫ′ + 1)L3
∑
i,j
µi · µj ,
where ǫ′ is the magneti permeability of the surround-
ing medium. In the ase of a long ylindrial shape
the surfae term is zero. In our simulations we set the
surfae term to zero and are therefore impliitly on-
sidering a long ylindrial sample. In pratie, we set
ǫ′ = ∞, innite magneti permeability outside the on-
sidered system, the so-alled metalli boundary ondi-
tions, by analogy to the physial situation with eletri,
as opposed to magneti dipoles.
Appendix D: OVERRELAXATION
It has been reported that supplementing anonial
Metropolis spin updates with omputationally inexpen-
sive overrelaxation steps of zero energy hange an
substantially redue autoorrelation times.
86,87
Unfortu-
nately, this tehnique does not provide muh of a perfor-
mane improvement in the ase of long-range interations
and annot be used when periodi boundary ondition
are imposed on a system haraterized by dipolar inter-
ation with non-ubi lattie symmetry.
In overrelaxation update, a new spin diretion, S′i, is
obtained by performing a reetion of the spin at site i,
Si, around the loal dipolar eld vetor, Hi,
S′i = −Si + 2
Si ·Hi
H2i
Hi. (D1)
The loal dipolar eld is given by Eq. (5),
Hk =
∑
j 6=k
LˆkjSj, (D2)
where the tensor Lˆkj stands for the dipolar interation,
as dened in Eq. (2). Using Eq. (D2), the nite-size
Hamiltonian of Eq. (3) an be written in the form
H = −1
2
∑
k
Sk ·Hk − 1
2
∑
k
SkLˆkkSk, (D3)
where the loal dipolar eld, Hk, does not inlude the
self-term and the self term is written expliitly. Let us
onsider an overrelaxation move of spin Si. To make the
eet of the spin move lear, we write the energy of a
spin onguration before the spin move in the form
E = −1
2
Si ·Hi − 1
2
∑
k 6=i
Sk ·Hk − 1
2
∑
k
SkLˆkkSk,(D4)
whih is just Eq. (D3) rewritten with the term for spin
Si exluded from the summation and written expliitly.
After hanging spin Si to S
′
i, aording to Eq. (D1), we
have
E′ = −1
2
S′i ·Hi−
1
2
∑
k 6=i
Sk ·H ′k−
1
2
∑
k
S′kLˆkkS
′
k, (D5)
where H ′k are updated dipolar elds; H
′
i = Hi and for
k 6= i :
H ′k =Hk + Lˆki(S
′
i − Si). (D6)
Combined together, Eqs. (D1), (D4), (D5) and (D6) give
E′ − E = 1
2
(
S′iLˆiiS
′
i − SiLˆiiSi
)
. (D7)
The energy does not hange only if S′iLˆiiS
′
i−SiLˆiiSi = 0.
This is the ase when, for eah µ,ν, Lµνii = 0, or for
diagonal Lˆii, L
µν
ii = Liiδµν , (realling |S′i| = |Si| = 1),
whih is satised in the ase of ubi lattie symmetry
(see Appendix B).
The fat that we do not use the overrelaxation method
does not ause a large derease of eieny in our simula-
tion. In the ase of long-range interation, the reetion
(D1) would have to be followed by the realulation of
dipolar eld, H ′k, of Eq. (D6). A similar lattie sum has
to be performed in the ase of Metropolis updates. Most
of the omputation time is spent on doing suh lattie
sums. Hene, even if it was doable, an overrelaxation
move would be pratially as omputationally expensive
as a Metropolis update.
Appendix E: HEATBATH ALGORITHM
In the original Metropolis algorithm a random ong-
uration update is attempted and it is aepted with a
probability that depends on the hange of energy follow-
ing suh onguration hange. The updates lowering the
15
energy are always aepted while, if the energy is to in-
rease, the aeptane probability is
P (∆E) = exp(−β∆E), (E1)
where β = 1/kBT . The probability exponentially de-
reases with an inrease of the energy hange, ∆E. Thus,
to obtain a suient aeptane rate, the attempted
moves have to be suiently small. Usually the on-
guration update is hosen in suh way that the aep-
tane rate is lose to 50%. In many appliations a better
way of performing a loal spin updates is the heatbath
algorithm,
88,89,90
where the new diretion of a spin is
drawn from a suitable probability distribution suh that
the new onguration energy is distributed aording to a
Boltzmann weight. In the ase of isotropi (O(3)) Heisen-
berg model, the distribution of angle θ between the loal
dipolar eld, Hi, and the spin vetor Si an be alu-
lated analytially.
88,89,90
In suh an isotropi ase, the
Hamiltonian an be written as
H = −1
2
∑
i
Si ·Hi (E2)
whereHi is the interation eld andHi does not depend
on spin Si. We did not inlude here the self-interation
term beause the alulation shown below is not possible
with a general self-interation term inluded. The ase
of diagonal self-interation term, as in the ase of ubi
symmetry, will be disussed at the end of this appendix.
In the ase of long-range interation we write
Hi =
∑
j 6=i
LˆijSj (E3)
It is onvenient to desribe spin Si in polar oordinates,
θ and φ, with the polar axis along the loal dipolar eld,
Hi. The energy of spin i in the eld of other spins is
Ei = −Si ·Hi = −Hi cos(θ), (E4)
where θ is the polar angle dened as the angle between
Si and Hi. We wish to randomly hoose Si suh that
the probability distribution of the energy (E4) given by
Boltzmann distribution. The energy does not depend on
the azimuthal angle, φ; hene, φ is randomly hosen from
the uniform distribution on the interval [0, 2π]. The polar
angle, θ, is hosen suh that x = cos(θ) is given by the
probability distribution
P (x) =
eβHix∫ 1
−1 dx e
βHix
=
βHi
2 sinhβHi
eβHix, (E5)
where β = 1/T . To obtain random variable x drawn from
distribution (E5), we alulate the umulative distribu-
tion
F (x) =
∫ x
−1
P (x′)dx′ =
eβHix − e−βHi
eβHi − e−βHi (E6)
and we reverse r ≡ F (x), where r ∈ [0, 1] is a uniformly
distributed random number. We obtain
88,89,90
x =
1
βHi
ln
[
1 + r
(
e2βHi − 1)]− 1. (E7)
Having hosen φ and θ, we need to ompute the vetor
omponents of the spin and rotate them to the global o-
ordinate system. Using the oordinates φ and θ, relative
to the loal moleular eld, Hk, we ompute the new
spin vetor, Si = (Sx, Sy, Sz), as follows. Let φH and θH
denote azimuthal and polar angle of vetor Hi in global
oordinates. A possible hoie of the loal oordinates
xˆ′, yˆ′ and zˆ′, having zˆ′ axis along Hi is
xˆ′ = cos(θH) cos(φH)xˆ + cos(θH) sin(φH)yˆ − sin(θH)zˆ
yˆ′ = − sin(φH)xˆ+ cos(φH)yˆ (E8)
zˆ′ = sin(θH) cos(φH)xˆ+ sin(θH) sin(φH)yˆ + cos(θH)zˆ.
The new spin, Si, in loal oordinates is
Si = sin(θ) cos(φ)xˆ
′ + sin(θ) sin(φ)yˆ′ + cos(θ)zˆ′, (E9)
and nally, ombining Eq. (E8) and Eq. (E9), we get
Sx = Θcos(φH)− sin(θ) sin(φ) sin(φH),
Sy = Θsin(φH) + sin(θ) sin(φ) cos(φH), (E10)
Sz = − sin(θ) cos(φ) sin(θH) + cos(θ) cos(θH),
where
Θ = sin(θ) cos(φ) cos(θH) + cos(θ) sin(θH). (E11)
Hamiltonian (E2) with dipolar eld (E3) does not in-
lude a self-interation term. In the ase of dipolar in-
teration with periodi boundary ondition we have to
inlude suh a self-interation term as in the Hamilto-
nian of Eq. (D3). For larity, we write this Hamiltonian
again
H = −1
2
∑
i
(
SiHi + SiLˆiiSi
)
. (E12)
For Hamiltonian (E12), as opposed to Hamiltonian (E2),
for a general form of the matrix Lˆii, the umulative dis-
tribution (E6) annot be integrated and reversed analyt-
ially. However, for ubi symmetry, the self-interation
term is of the form Lµνii = Liiδµν and Eq. (E12) redues
to
H = −1
2
∑
i
(SiHi + Lii) ; (E13)
hene, it is of the form (E2), with just a onstant inde-
pendent of spin onguration added, and the heatbath
method an be applied.
Although we have ubi symmetry in our system and
the heatbath algorithm ould in priniple be used, we
deided to employ a method generally appliable for
any lattie symmetry and we did not use the heatbath
method.
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