Data sparsity is one of the most challenging problems for recommender systems. One promising solution to this problem is cross-domain recommendation, i.e., leveraging feedbacks or ratings from multiple domains to improve recommendation performance in a collective manner. In this paper, we propose an Embedding and Mapping framework for Cross-Domain Recommendation, called EMCDR. The proposed EMCDR framework distinguishes itself from existing crossdomain recommendation models in two aspects. First, a multi-layer perceptron is used to capture the nonlinear mapping function across domains, which offers high flexibility for learning domain-specific features of entities in each domain. Second, only the entities with sufficient data are used to learn the mapping function, guaranteeing its robustness to noise caused by data sparsity in single domain. Extensive experiments on two cross-domain recommendation scenarios demonstrate that EMCDR significantly outperforms stateof-the-art cross-domain recommendation methods.
Introduction
With the explosively growing amount of online information, recommender system becomes an important tool to help users efficiently find their desired information [Adomavicius and Tuzhilin, 2005; Shen et al., 2014] . Collaborative filtering is widely adopted in recommender systems [Sarwar et al., 2001; Koren et al., 2009] , which assumes that users and items that are similar in history will also be similar in future. Among existing collaborative filtering methods, Matrix Factorization (MF) gains great success in the last decade [Mnih and Salakhutdinov, 2007] . MF formalizes the recommendation problem into a matrix completion problem, recovering a useritem rating matrix by factorizing it into a low-rank user matrix and a low-rank item matrix. The recommendation accuracy of MF heavily depends on the rating matrix. Unfortunately, the rating matrix is often highly sparse in practical scenarios, forming a hard barrier for MF to be widely used in realistic recommender systems [Schein et al., 2002; Lin et al., 2013; Zhou et al., 2011] . Moreover, the rating matrix is unevenly distributed, i.e., a majority of inactive users express preference on a small number of items and a majority of unpopular items get few feedbacks. Such a data sparsity problem is particularly severe for newly joining users and newly arriving items, forming the so-called cold-start problem.
Cross-domain recommendation was proposed to combat the long-standing data sparsity problem, which leverages feedbacks or ratings from multiple domains to improve recommendation accuracy in a collective manner [Singh and Gordon, 2008; Zhang et al., 2012] . Existing methods for cross-domain recommendation fall into two main types, dealing with the data sparsity problem in different scenarios. The first type works in an asymmetric way, aiming to leverage data in an auxiliary domain to alleviate data sparsity of the target domain [Li et al., 2009a; 2009b; Pan et al., 2010] . In this scenario, knowledge or patterns learned from the auxiliary domain is directly transferred to the target domain, acting as regularization or priors to improve recommendation accuracy. For these methods, the key is to identify the appropriate knowledge that can be transferred from the auxiliary domain to the target one. However, without fully leveraging the data in both domains, the capacity of these methods is limited. The second type of methods works in a symmetric way, assuming that both the auxiliary and target domains suffer from the data sparsity problem, and anticipates that these domains can complement each other [Singh and Gordon, 2008; Agarwal et al., 2011; Jamali and Lakshmanan, 2013; Li and Lin, 2014; Liu et al., 2015] . In this scenario, there is no distinction between the auxiliary domain and the target domain, i.e., both domains are treated equally. All domains work in a collective way to combat data sparsity. These methods generally learn a mapping function across domains, explicitly distinguishing domain-specific factors from domain-sharing factors. The main drawback or concern about these methods is that learning both domain-specific and domain-sharing factors is likely to further exacerbate data sparsity.
In this paper, we study the cross-domain recommendation problem from an embedding and mapping perspective, which is in line with the aforementioned second type of methods, i.e., learning a mapping function across domains. We investigate two key issues of cross-domain recommendation: (1) How to represent the mapping function across domains, in linear or nonlinear format? (2) Which part of data should be leveraged to learn the mapping function, all available
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Step 3. Cross-domain recommendation data in both domains or just part of them? These two questions are very tricky: While a nonlinear mapping function has high flexibility in characterizing the complex relationship across domains, it requires more data for training and may be easily over-fitted in cross-domain recommendation with a high data sparsity problem. Meanwhile, not all the users or items are useful for learning the mapping function. It has been shown that the users/items that are inactive/unpopular in both domains is harmful in learning a cross-domain mapping function [Man et al., 2015] . In this paper, we give our answers to the above two questions and thus propose an Embedding and Mapping framework for Cross-Domain Recommendation, called EMCDR. We validate the effectiveness of EMCDR on two cross-domain recommendation scenarios by comparing it to state-of-the-art cross-domain recommendation methods.
The Proposed EMCDR Framework
In this section, we formulate the cross-domain recommendation problem and present the EMCDR framework.
Suppose we have two domains which share the same users and/or items. Users/items appearing in only one domain can be regarded as the upcoming users/items in the other domain. In this sense, these two domains also share the same users and items. Without loss of generality, one domain is referred to as the source domain and the other as the target domain. Let U = {u 1 , u 2 , ....} and V = {v 1 , v 2 , ...} be the user and item sets, R s and R t be two rating matrices from the source and target domains respectively, where R s ij is the rating that user u i gives to item v j in the source domain and R t ij is the corresponding rating in the target domain.
Given two partially observed matrices, R s and R t , and cross-domain user and item sets, U and V, we aim to make recommendation for those users and/or items in the target domain with little information, by leveraging information across domains. For this purpose, we propose the EmbedAlgorithm 1 The EMCDR framework.
Require:
Source domain R s , target domain R t ; User set U , item set V; Ensure:
Make recommendation for entities in the target domain: ding and Mapping framework for Cross-Domain Recommendation (EMCDR). This framework contains three major steps, i.e., latent factor modeling, latent space mapping and crossdomain recommendation, as illustrated in Figure 1 .
At the first step, we aim to find the representation of users/items in the latent space by latent factor models [Koren et al., 2009; Man et al., 2016] . Latent factor model assumes that there is a factor associated with each user and each item, and the observed user-item ratings are actually the results of interactions between the latent factors of users and items. The factors of users and items in latent spaces can be represented as feature vectors. We denote the latent factors learned from the source domain R s as {U s , V s } and the target domain as {U t , V t }. At the second step, we model the cross-domain relationships of users/items through a mapping function. We assume that there is an underlying mapping relationship between the user/item feature vectors of the source and target domains, and further use a mapping function to capture this relationship. Formally, given user u i 's feature vectors in the two domains, U s i and U t i , we adopt a mapping function f (·; θ) to capture the cross-domain relationship U
, where θ is the parameter of the mapping function. Finally, at the third step, we make recommendation for one new user/item in the target domain. We can obtain the corresponding latent factor in the target domain, with the help of the latent factor in the source domain and the mapping function. The complete EMCDR framework is presented in Algorithm 1.
The EMCDR Models
In this section, we implement the proposed EMCDR framework into different models with two different latent factor models, and two latent space mapping functions.
Latent Factor Modeling
As aforesaid, the first step of the EMCDR framework aims to learn the latent factors of entities (i.e., users and/or items) in both source and target domains, respectively. In this paper, two different models, namely MF [Koren et al., 2009] and BPR [Rendle et al., 2009] , are employed in the framework, offering us a rating-oriented recommendation algorithm and a ranking-oriented one. MF decomposes a rating matrix into two low-dimensional matrices. Let R be an |U| × |V| rating matrix, K be the dimension of latent factors, U be the K ×|U| user latent factor matrix where the ith column U i represents the latent factor of user u i , and V be the K × |V| item latent factor matrix where the jth column V j represents the latent factor of item v j . With Gaussian observation noise, the probability that the rating R ij is observed for one user-item pair (u i , v j ) is modeled as [Mnih and Salakhutdinov, 2007] 
where N (x|µ, σ 2 ) is the probability density function of the Gaussian distribution with mean µ and variance σ 2 . MF maximizes the probability of the conditional distribution over observed rating matrix R, forming the following optimization problem
where the indicator variable I ij = 1 if user i has a rating on item j; otherwise, I ij = 0. ||·|| 2 F denotes the Frobenius norm, λ U and λ V are the coefficients for the regularization terms.
Different from MF that optimizes a rating based objective function, BPR adopts a preference ranking approach that optimizes a ranking based objective function. BPR first creates a training set D : U × V × V, composed by preference pairs, from the original rating matrix
3) The probability of a preference pair (R ij , R il ), given the latent factor {U i , V j , V l }, is modeled as
where σ(·) is the sigmoid function. BPR then optimizes the following objective function, derived from the posterior probability of the latent factors
The parameters of both MF and BPR models can be estimated by optimizing the objective functions via stochastic gradient descent. The latent factors learned by the MF and BPR models (e.g., user factors U ) can be viewed as a set of coordinates in the latent space. Later on, we employ these coordinates as implicit features to learn a mapping function across different domains. For the MF model, given a rating R ij for the user-item pair (u i , v j ), the updating rules are
where U i and V j represent the latent factors of user u i and item v j respectively, λ U and λ V are regularization terms, and η is the learning rate.
For the BPR model, a training set composed by preference pairs is first constructed. Then, in the learning step, given a preference pair R ijl = {R ij > R il }, the updating rule is
Here,
is regularization terms for latent factors, and η is the learning rate.
Latent Space Mapping
With the latent factor models, we can get the latent factors, {U s , V s , U t , V t }, of users and items in the source and target domains. We assume that the relationship across domains could be captured by a mapping function. In what follows, we propose two different mapping functions: one is a linear function, and the other is a nonlinear function based on MultiLayer Perceptron (MLP) [Ruck et al., 1990] .
To obtain the mapping function, we formalize the learning procedure as a supervised regression problem. Specifically, we minimize the mapping loss to get the mapping function
where L(·, ·) is the loss function defined on the mapping result of the feature vector from the source domain and the corresponding feature vector from the target domain. Since the input and output of the mapping function are multidimensional numerical vectors, we choose square loss as the loss function. Similarly, the optimization problem of the mapping function on the item side can be represented as
Linear Mapping. The latent space mapping problem can be solved using a linear mapping method [Mikolov et al., 2013] . Here a mapping function is defined as a transfer matrix M . Taking the user side for example, the goal is to find M such that M × U s i approximates U t i for all users across source and target domains. In practice, M can be learned via the following optimization problem
where L(·, ·) is the loss function and Ω(M ) is the regularization on the transfer matrix. MLP-based Nonlinear Mapping. In this study, we also employ an MLP to cope with the latent space matching problem, as shown in Figure 1 . Adopting an MLP as the mapping function has the following advantages. First, as the input and output of the mapping function are K-dimensional vectors, MLP is convenient to capture such input-output structure. Second, MLP is a nonlinear transformation, which is more flexible
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where f mlp (·; θ) is the M LP mapping function, θ is its parameter set, which are the weight matrices and bias terms between layers. In order to obtain the MLP mapping function, in this paper we adopt stochastic gradient descent to learn the parameters. Looping through the training set, with any user u i across both source and target domains, we refresh the parameters of the MLP. The back propagation algorithm is employed to calculate the gradients of the parameters. The iterative process is stopped until the model converges.
Cross-domain Recommendation
Given a user/item in the target domain, without sufficient information we cannot estimate a promising latent factor for it to make recommendation. However, with the latent factor learned for it in the source domain, as well as the mapping function between the source and target domains, we can get an affine latent factor for it in the target domain. For example, give a user u i in the target domain, we can get its affine factor U t i by the following equation
where U s i is its latent factor in the source domain and f (·; θ) is the mapping function. Next, the recommendation is done base on this affine latent factor.
Experiments

Experiments Setup
Datasets. Two real-world datasets are adopted for evaluation. The first dataset, MovieLens-Netflix, contains users and aligned movies from two public benchmark sets, namely the Netflix Prize and the MovieLens project. Over 5, 000 movies are shared across Netflix and MovieLens according to the IMDB information. Users in the two platforms are quite different, forming an item-shared cross-domain scenario. The second dataset was crawled from an online social network, i.e., Douban [Huang et al., 2012] , where users give rating to books and movies, forming a natural cross-domain scenario with shared users. Statistics of the two datasets are shown in Table 1 and Table 2 . In this paper, we take MovieLens as source domain and Netflix as target domain for the itemshared scenario. For the user-shared scenario, movie is taken as source domain, and book is taken as target domain. Experiment Setup. To evaluate the validity and efficiency of the proposed framework on the cross-domain recommendation task, we randomly remove all the rating information of a fraction of entities in the target domain and take them as cross-domain cold-start entities for making recommendation. For the sake of stringency of the experiments, we set different fractions for cold-start entities, namely, 10%, 20%, 30%, 40%, and 50%. In addition, since different sets of cold-start entities may affect the final recommendation results, we repeatedly sample users/items for L times to generate different sets. We report the average results and standard deviations over these L different sets. Specifically, we set L as 10 in the experiments.
Dimension K of the latent factor is set as 20, 50, and 100. The learning rate and regularization coefficients are optimized via 5-fold cross validation on the training dataset. For the linear mapping function, the size of the permutation matrix is K × K, and the regularization coefficient λ M is chosen as 0.01; for the MLP mapping function, we choose the structure of the MLP as one-hidden layer, the dimension of the input and output of the MLP is set as K, whilst the number of nodes in the hidden layer is set as 2 × K. The weight and bias parameters of the MLP is initialized according to the rule in [Glorot and Bengio, 2010] . We use minibatch with a size of 16 and no momentum is used. Finally, a tan-sigmoid function is employed as the activation function. Models for Comparison. In the experiments, we implement the EMCDR framework into four models by adopting MF or BPR as the latent factor models and with either a linear or an MLP based cross-domain mapping function:
• MF EMCDR LIN: It adopts MF as its latent factor model and a linear cross-domain mapping function;
• MF EMCDR MLP: It also adopts MF as its latent factor model, but has an MLP based cross-domain mapping function;
• BPR EMCDR LIN: It employs BPR as its latent factor model and a linear cross-domain mapping function;
• BPR EMCDR MLP: It also employs BPR as its latent factor model, but adopts an MLP based cross-domain mapping function.
We compare these EMCDR models with the following baseline models and algorithms for validating their merits:
• AVE: It predicts cross-domain entities with the global average ratings in the target domain;
• CMF [Singh and Gordon, 2008] : In CMF, the latent factors of entities are shared across the source and target domains;
• CST [Pan et al., 2010] : It transfers the latent factors learned in the source domain into the target domain to
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• LFM [Agarwal et al., 2011] : In LFM, each entity has a global latent factor shared across domains. The domain-dependent factor for each entity is generated from the global one by multiplying it with a domainspecific transfer matrix. This method is one state-of-theart method for cross-domain recommendation in symmetric way.
Several other cross-domain recommendation methods exist, with comparable performance with the selected baselines. Limited by space, we cannot list all of them in this paper. We select the above methods as baselines, since they are representative methods of two types of cross-domain recommendation, asymmetric and symmetric manners. Metrics. For MF-based EMCDR models (MF EMCDR LIN and MF EMCDR MLP), we evaluate the recommendation performance in terms of Root Mean Squared Error (RMSE). For BPR-based EMCDR models (BPR EMCDR LIN and BPR EMCDR MLP), average AUC statistic is employed for evaluating the recommendation performance.
Experimental Results
Recommendation Performance. Experimental results of RMSE and AUC on the MovieLens-Netflix dataset are presented in Tables 3 and 4 , respectively. Note that since the AVE recommendation method provides an equal recommendation for all user-item pairs, we do not report the AUC values for it. From these two tables, we can see that the AVE recommendation method exhibits the worst performance as a trivial method. The EMCDR models with either the linear or the nonlinear cross-domain mapping functions outperform all baseline models in terms of both RMSE and AUC metrics.
Moreover, the results demonstrate that the EMCDR models with MLP mapping function bring significant improvement as compared to the EMCDR models with linear mapping function and other baselines. For example, when K = 20 and the target fraction of users is 10%, the average RMSE of the MF EMCDR MLP model is 0.8988, indicating that it outperforms the CMF model by 2.8%, the CST model by 2.0%, the LFM model by 1.9%, and the MF EMCDR LIN model by 1.9%. The average AUC of the BPR EMCDR MLP model is 0.6892, which outperforms the CMF, CST, LFM, and BPR EMCDR LIN models by 12.4%, 8.5%, 7.3%, and 2.4%, respectively. Next, we report the experimental results on the Douban dataset, where users are shared across the user-movie and user-book domains. In this experiment, we randomly remove a fraction of users in the target domain and then make recommendation for these users. The experimental results in terms of RMSE and AUC on the Douban dataset are presented in Tables 5 and 6 , respectively. It can be seen that the performance of the models on the Douban dataset is basically consistent with that on the MovieLens-Netflix dataset. For example, when K = 20 and the fraction of removed users is 10%, the average RMSE of the MF EMCDR MLP model is 0.7650, which performs better than the CMF model by 3.2%, the CST model by 2.6%, the LFM model by 1.9%, and the MF EMCDR LIN model by 0.7%. The aver- age AUC of the BPR EMCDR MLP model is 0.7593, suggesting performance improvement over the CMF, CST, LFM, and BPR EMCDR LIN models by 12.7%, 13.5%, 15.9%, and 3.4%, respectively. Mapping Function Learning. We now investigate how the performance of EMCDR is affected by the entities that are used for learning the mapping function across domains. Taking cross-domain movie recommendation as an example, we choose the top-p percent of popular movies, with p ranging from 0.1 to 1. Results are shown in Figure 2 . When p is small, the performance increases with p, indicating that the performance could be improved integrating more entities for training the mapping function. However, when p surpasses a threshold, the performance decreases with p. This indicates that when unpopular and even cold entities are involved in the learning of mapping function, and the performance of the cross-domain recommendation is negatively affected.
Conclusions
In this paper we presented an embedding-and-mapping framework for tackling cross-domain recommendation, called EMCDR. We first employed latent factor models to project users/items in both source and target domains into two different latent spaces. We then learned a mapping function between latent spaces to capture the coordinate relationship across the two domains. For a user/item in the target domain, we make recommendation by mapping its factor in the source domain into the target domain. Moreover, to learn an appropriate mapping function, we proposed a training set selection strategy based on the popularity of entities, where only active users and popular items are leveraged to learning the mapping function. Experiments conducted on two crossdomain recommendation scenarios convincingly demonstrate that the proposed models can significantly improve the quality of cross-domain recommendation.
