In this paper, we examine how the complexity of domain-independent planning with STRIPS-style operators depends on the nature of the planning operators.
Introduction
Much planning research has been motivated, in one way or another, by the difculty of producing complete and correct plans. For example, techniques such as abstraction 27, 6, 24, 31] and task reduction 28, 6, 31] were developed in an e ort to make planning more e cient, and concepts such as deleted-condition interactions were developed to describe situations which make planning dicult.
Despite the acknowledged di culty of planning, it is only recently that researchers have begun to examine the computational complexity of planning problems and the reasons for that complexity 5, 3, 16, 17, 22, 20] . This research has yielded some surprising results. For example, Gupta and Nau 16, 17] have shown that contrary to prior expectations, deleted-condition interactions are easy to handle in blocks-world planning. Pednault 25] suggests that since planning is intractable in general, researchers should try to identify constraints that will lead to e cient planning. The current paper addresses this goal, by examining how the complexity of domainindependent planning depends on the nature of the planning operators.
We consider planning problems in which the current state is a set of ground atoms, and each planning operator is a STRIPS-style operator consisting of three lists of atoms: a precondition list, an add list, and a delete list. Our results can be summarized as follows:
(i) If function symbols are allowed, then determining, in general, whether a plan exists 1 is undecidable (more speci cally, semidecidable). 2 This is true even if we have no delete lists and the precondition list of each operator contains at most one (non-negated) atom. If no function symbols are allowed and only nitely many constant symbols are allowed, then plan existence is decidable, regardless of the presence or absence of delete lists and/or negated preconditions. Even when function symbols are present, plan existence is decidable if the planning domains being considered have no delete lists, no negated atoms occur in the precondition list, and the domains satisfy certain acyclicity and boundedness properties.
(ii) When there are no function symbols and only nitely many constant symbols (so that planning is decidable), the computational complexity varies from constant time to expspace-complete, depending on the following conditions:
{ whether or not we allow delete lists and/or negative preconditions, { whether or not we restrict the predicates to be propositional (i.e., 0-ary), { whether we x the planning operators in advance, or give them as part of the input. We also correct a misimpression about this theorem, which has been thought by some researchers 26, 11 ] to refer to operators that have conditional e ects. It does not|and our decidability and complexity results are una ected by whether or not the operators have conditional e ects. (v) Chapman 5] and Dean and Boddy 8] studied planning with conditional operators, and showed that the problem of deciding whether a proposition is necessarily true after a partially ordered plan (a.k.a modal truth criterion) is NP-hard in the presence of conditional operators. The same problem can be solved in polynomial time when conditional operators are not allowed, and this led researchers to believe that planning with conditional operators is harder than planning with regular STRIPS operators. However, our results show that, contrary to the expectations, conditional operators do not a ect the complexity of plan existence, nor the complexity of plan optimality problems.
The rest of this paper is organized as follows. Section 2 contains the basic de nitions. Section 3 discusses the decidability and undecidability results. Section 4 discusses the complexity results. Section 5 discusses the related work. Section 6 contains concluding remarks, and discusses future research directions. For a more extensive treatment, including all of the mathematical details, see 10].
Preliminaries
Researchers in planning have long been interested in planning with STRIPSstyle operators, and this interest still continues 3, 5, 16, 22, 20] . In the original and G is satis ed by S n , i.e. there exists a ground instance of G that is true in S n . The length of the above plan is n.
We now de ne two decision problems: { plan existence is the problem, \Given a planning problem instance P = (S 0 ; O; G), is there a plan in P that achieves G?" { plan length is the problem, \Given a planning problem instance P = (S 0 ; O; G) and an integer k encoded in binary, is there a plan in P of length k or less that achieves G?"
In the de nition of plan length, what really interests us is not whether there is a plan of length k or less, but nding the shortest plan. This problem is at least as di cult as plan length, and in some cases harder. For example, in the Towers of Hanoi problem 1] and certain generalizations of it 15], the length of the shortest plan can be found in low-order polynomial time| but actually producing this plan requires exponential time and space, since the plan has exponential length. The de nition of plan length follows the standard procedure for converting optimization problems into yes/no decision problems (cf. 14, pp. 115{117]).
Special-Case De nitions 2.2.1 Acyclicity and Boundedness
In this section, we introduce various restrictions on the structure of planning domains and/or goals which guarantee that the planning problem is decidable, even if function symbols are allowed in the language.
A level mapping for a language L is a mapping`: AT(L) ! N where AT(L) is the set of ground atoms in language L and N is the set of natural numbers.
Intuitively, a level mapping partitions the set of all ground atoms into a collection of \levels." In the same vein, a predicate level mapping, de ned below, partitions the set of predicate symbols into a collection of levels.
A predicate level mapping for L is a mapping ] : Pred(L) ! N where Pred(L)
is the set of predicate symbols in language L.
Suppose P = (S 0 ; O) is a planning domain in which no operator has negative preconditions or delete lists. Intuitively, P is acyclic if achieving the atoms (resp. predicates) in the add list of any operator in P only depend on having to achieve atoms (resp. predicates) at a strictly lower-level. Formally, P is said to be atomically acyclic i there exists a level mapping`such that for any ground instance of operators in P, it is the case that`(A) >`(B) for all A 2 Add( ) and B 2 Pre( ). P is said to be predicate acyclic i there exists a predicate level mapping ] such that for all operators in P, it is the case that ](p) > ](q) for all predicates p occurring in Add( ) and all predicates q occurring in Pre( ).
Sometimes, an atom in the add list of a ground instance of an operator may not be achievable. If the only way that this can happen is because there is an unachievable atom at a lower level in the precondition of the same ground instance of that operator, then the planning domain is said to be weakly recurrent.
Formally, a planning domain P = (S 0 ; O) is weakly recurrent i there exists a level mapping`such that for every ground instance of an operator in O, if A 2 Add( ) is such that there is no plan to achieve A from P, then there is a B i 2 Pre( ) such that there is no plan to achieve B i from P and`(A) >`(B i ).
For some goals, there will exist an upper bound on the levels of all ground instances of the goal. When this happens, we say that the goal is bounded, as de ned formally below. When a goal is bounded in a weakly recurrent planning domain, this allows us to infer a bound on the length of a plan to achieve the goal, thus causing planning for such goals in such domains to be decidable. Suppose G = (9) Our results are independent of whether we use conditional operators such as the ones de ned above, or the ordinary STRIPS-style planning operators in Section 2.1.
Decidability and Undecidability Results
In 10], we have proved theorems that show:
(i) how to transform a planning domain with delete lists into one without delete lists when L contains no function symbols;
(ii) how to transform, in polynomial time, a planning domain without delete lists and without negative preconditions into a logic program such that for all goals G, the goal G is achievable from the planning domain i the logical query that G represents is provable from the corresponding logic program; (iii) how to transform, in polynomial time, a logic program into an equivalent planning domain in which each operator has no negative preconditions and no delete lists. No operator has more than one precondition. With acyclicity and boundedness restrictions as described in Section 2.2.1. In this case, the other restrictions ensure that the initial state will always be nite.
The above results establish that logic programming is essentially the same as planning without delete lists. This equivalence allows us to transport many results from logic programming to planning, leading to a number of decidability and undecidability results. Our decidability and undecidability results are summarized in Table 1 (for their details, see 10]). If we use the conventional de nitions of a rst-order language (i.e., the language contains only nitely many constant symbols), then whether or not plan existence is decidable depends largely on whether or not function symbols are allowed:
(i) If the language is allowed to contain function symbols (and hence innitely many ground terms), then, in general, plan existence is undecidable, regardless of whether or not the operators have delete lists, negative preconditions, or more than one precondition.
(ii) When certain syntactic (predicate and atomic acyclicity) and semantic properties (weak recurrence) are satis ed by planning domains (even those containing function symbols) in which there are no delete lists or negative preconditions, then plan existence for bounded goals is decidable.
(iii) If the language does not contain function symbols (and hence has only nitely many ground terms), then plan existence is decidable, regardless of whether or not the planning operators have negative preconditions, delete lists, or more than one precondition.
Whether the planning operators are xed in advance or given as part of the input, and whether or not they are conditional, does not a ect these results. 
Complexity Results
Based on various syntactic criteria on what planning operators are allowed to look like, we have developed a comprehensive theory of the complexity of planning. The results are summarized in Table 2 ; for details see 10] . When there are no function symbols and only nitely many constant symbols (so that planning is decidable), the computational complexity varies from constant time to expspace-complete, depending on a wide variety of conditions:
{ whether or not delete lists are allowed; { whether or not negative preconditions are allowed; { whether or not the predicates are restricted to be propositional (i.e., 0-ary); { whether the planning operators are given as part of the input to the planning problem, or instead are xed in advance.
Below, we summarize how and why our parameters a ect the complexity of planning:
(i) If no restrictions are put on the planning domain P, any operator instance might need to appear many times in the same plan, forcing us to search through all the states, which are double exponential in number. Since we try to nd a plan of length at most k, which operator instances we choose, and how we order them makes a di erence. (v) If each planning operator is restricted to have at most one precondition, then we can do backward search, and since each operator has at most one precondition, the number of the subgoals does not increase. Thus both plan existence and plan length with these restrictions can be solved in pspace. (vi) The previous arguments also hold for propositional planning, with the exception of the anomaly in the unrestricted case for plan length, which we discuss later on. As a result of restricting predicates to be 0-ary, the number of operator instances and the size of each state reduce to polynomial from exponential. Hence in general, the complexity results for propositional planning are one level lower than the complexity results with datalog operators. We can get the same amount of reduction in complexity by placing a constant bound on the arity of predicates and the number of variables in each operator. Propositional planning corresponds to the case where the bound is zero. (vii) When the operator set is xed in advance, the arity of predicates and the number of variables in each operator are bound by a constant, thus the complexity of planning with a xed set of operators is the same as complexity of propositional planning. Our results on planning with a xed set of operators reveal that for any given planning domain that can be described with STRIPS operators, the complexity of planning is at most in pspace, and that there exists such domains for which planning is pspace-complete. Table 2 reveals several interesting properties:
Examination of
(i) If the planning operators are extended to allow conditional e ects, this does not a ect our results. This contradicts a widespread belief that planning with conditional operators is harder than planning with regular STRIPS operators. However, it should not be particularly surprising, because conditional operators are useful only when we have incomplete information about the initial state of the world, or the a ects of the op-erators, so that we can try to come up with a plan that would work in any situation that is consistent with the information available. Otherwise, we can replace the conditional operators with a number of ordinary STRIPS-style operators, to obtain an equivalent planning domain 10]. (ii) Comparing the complexity of plan existence in the propositional case (in which all predicates are restricted to be 0-ary) with the datalog case (in which the predicates may have constants or variables as arguments) reveals a regular pattern. In most cases, the complexity in the datalog case is exactly one level harder than the complexity in the corresponding propositional case. We have expspace-complete versus pspace-complete, nexptime-complete versus np-complete, and nally exptime-complete versus polynomial. (iii) If delete lists are allowed, then plan existence is expspace-complete but plan length is only nexptime-complete. Normally, one would not expect plan length to be easier than plan existence. In this case, it happens because the length of a plan can sometimes be doubly exponential in the length of the input. In plan length we are given a bound k, encoded in binary, which con nes us to plans of length at most exponential in terms of the input. Hence nding the answer is easier in the worst case of plan length than in the worst case of plan existence. We do not observe the same anomaly in the propositional case, because the lengths of the plans are at most exponential in the length of the input. As a result, giving an exponential bound on the length of the plan does not reduce the complexity of plan length. (iv) plan length has the same complexity regardless of whether or not negated preconditions are allowed. This is because what makes the problem hard is how to handle enabling-condition interactions. Enablingcondition interactions are discussed in more detail in 17], but the basic idea is that a sequence of actions that achieves one subgoal might also achieve other subgoals or make it easier to achieve them. Although such interactions will not a ect plan existence, they will a ect plan length, because they make it possible to produce a shorter plan. It is not possible to detect and reason about these interactions if we plan for the subgoals independently; instead, we have to consider all possible operator choices and orderings, making plan length np-hard. (v) Delete lists are more powerful than negated preconditions. Thus, if the operators are allowed to have delete lists, then whether or not they have negated preconditions has no e ect on the complexity. Chapman was the rst to study issues relating to the undecidability of planning; we have discussed his work in detail in Section 3. One problem is what it means for a to be necessarily true if not all total orderings of P are executable. Chapman 5] assumes that a is necessarily true after executing P only if every total ordering of P is both executable and achieves a; and in return, he comes up with a polynomial-time algorithm for determining the necessary truth of a. However, his algorithm does not work correctly for establishing the possible truth of a (Nau 23] proves that problem is NP-hard).
Chapman also proves that with conditional planning operators, establishing the necessary truth of a is co-NP-hard; and Dean and Boddy 8] prove a similar result with a more general notion of conditional planning operators (the same de nition we gave in Section 2.2). 4 Dean and Boddy 8] also try to come up with approximate solutions for the problem. They present algorithms for computing a subset of the propositions that are necessarily true, and for computing a superset of the propositions that are possibly true. Furthermore, the complexity of these algorithms is polynomial if the number of triples for each operator is bounded with a constant. However, we do not know of any results concerning how close the approximations are.
trivial task to extend this equivalence, because negation has di erent semantics for logic programming and planning. One recent result in this direction is the following: Subrahmanian and Zaniolo 30] have shown that STRIPS-style planning (with delete lists and negative preconditions) can be transformed, in polynomial time, to a class of logic programs with negation. Based on this transformation, they show how logic programming update techniques can be used to handle \surprises" that may occur during plan execution.
For those cases where planning is decidable, we have shown how the time complexity varies depending on a wide variety of conditions. Our results suggest that for nding optimum plans, enabling-condition interactions ( rst described by Gupta and Nau 17]) can be just as important as the better-known deleted-condition interactions. In addition, we have also shown that delete lists are more powerful than negated preconditions, and that conditional operators do not a ect the complexity of planning. Thus, negated preconditions and conditional operators can be incorporated into planning systems, improving exibility and usability without much cost.
Although the past few years have seen much analysis of the properties of total-and partial-order planning systems using STRIPS-style planning operators 22,20,5], a more popular approach for practical work on AI planning systems is hierarchical task-network (HTN) decomposition 28, 32, 33] . However, there has been very little analytical work on the properties of HTN planners. One of the primary obstacles impeding such work has been the lack of a clear theoretical framework explaining what a HTN planning system is. To address this problem, some of us (together with Jim Hendler) are developing a formalization of HTN planning 12, 9] . We intend to use this formalism to correctly de ne, explicate, and analyze various properties of HTN planning systems, such as soundness, completeness, complexity, and expressivity.
