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Abstract
LetAd be the complex polynomial ring in d variables. A contractiveAd -module is Hilbert
space H equipped with an Ad action such that for any x1; x2;y; xdAH;
jjz1x1 þ z2xþ?þ zdxd jj2pjjx1jj2 þ jjx2jj2 þ?þ jjxd jj2:
Such objects have been shown to be useful for modeling d-tuples of mutually commuting
operators acting on a Hilbert space. There is a subclass of the category of contractive Ad
modules whose members play the role of free objects. Given a contractiveAd -module, one can
construct a free resolution, i.e. an exact sequence of partial isometries of the following form:
?-
F2
F1-
F1
F0-
F0
H-0; ð*Þ
whereFi is a free module for each iX0: The notion of a localization of a free resolution will be
deﬁned, in which for each lABd there is a vector space complex of linear maps derived
from ð*Þ:
? -
F3ðlÞ
C2 -
F2ðlÞ
C1 -
F1ðlÞ
-C0:
We shall show that the homology of this complex is isomorphic to the homology of the Koszul
complex of the d-tuple ðj1;j2;y;jdÞ; of where ji is the ith coordinate function of a Mo¨bius
transform on Bd such that jðlÞ ¼ 0:
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1. Introduction
Let Ad ¼ C½z1; z2;y; zd  be the polynomial ring in d variables. We deﬁne a
contractive Hilbert Ad -module to be a moduleH overAd that is a Hilbert space and
that has the additional property that for all x1; x2;y; xdAH;
Xd
k¼1
zkxk




2
p
Xd
k¼1
jjxkjj2:
Obviously, any closed submoduleK of a contractive A-moduleH is a contractive
A-module. Consider the Banach space quotient H=K: One can identify this space
with H~K; and deﬁne a contractive Ad-module structure on it by compressing
polynomials by PH~K:
The notion of a Hilbert module was used by Arveson [3] to represent commuting
d-contractions of operators. Indeed, the actions of z1; z2;y; zd onH correspond to
a mutually commuting d-tuple of linear operators ðT1;T2;y;TdÞ by deﬁning zix ¼
Tix for all xAH: The contractive condition on the moduleH is equivalent to saying
that the row operator ðT1T2?TdÞ is contractive when seen as a map from
H"H"?"H-H: Conversely, given a d-tuple of linear operators
ðT1;T2;y;TdÞ acting on a Hilbert space H where the components mutually
commute and the row operator ðT1T2?TdÞ is contractive, one can deﬁne a
contractiveAd -module structure onH by deﬁning zix ¼ Tix for each xAH:Given a
contractiveAd-moduleH; we call the d-tuple ðT1;T2;y;TdÞ the associated d-tuple
of H:
An example of a contractive Ad-module, and one which plays an important role
in the theory, is the following: Let H2d be the Hilbert space of holomorphic functions
on the unit ball Bd of C
d derived from the following reproducing kernel:
kðz; lÞ ¼ 1
1/z; lSCd
; z; lABd : ð1:1Þ
The function kl : z/kðz; lÞ is in H2d and in fact for any xAH2d ;
xðlÞ ¼ /x; klS:
A contractive Ad-module structure is deﬁned on H
2
d as follows: For any
xAH2d ; pðz1; z2;y; zdÞAAd ; pðz1; z2;y; zdÞx is simply the function pðz1; z2;y; zdÞ
multiplied by x: The Hilbert space direct sum of n copies of H2d is also a con-
tractive Ad -module and can be expressed by H
2
d#C; where C is a Hilbert space of
dimension n:
Another simple example of a contractive Ad-module arises as follows: Let
Cnð@BdÞ be the Cn-algebra of continuous functions on the unit sphere in Cd : Let
p : Cnð@BdÞ-BðKÞ be a *-representation. Then polynomials act on K in the
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natural way, and K becomes a contractive Ad-module. Such modules are called
spherical modules.
Direct sums of the form ðH2d#DÞ"S; where D is a Hilbert space and S is a
spherical module, play the role of universal objects in the category of Ad-modules.
The following result is due to Arveson [2].
Theorem 1.1. Let H be a contractive Ad-module. There exists a Hilbert space D; a
spherical module S; and a module homomorphism U : ðH2d#DÞ"S-H such that
UUn ¼ 1; i.e. U is a coisometry.
A uniqueness condition also applies. First we state the following deﬁnition:
Deﬁnition 1.2. LetH be a contractiveAd-module, let D be a Hilbert space, letS be
a spherical module, and let U : ðH2d#DÞ"S-H be a coisometry. The triple
ðD;S;UÞ is said to be a minimal dilation of H if the closed submodule of
ðH2d#DÞ"S generated by UnH is ðH2d#DÞ"S:
The following theorem, which is also due to Arveson [2], states that any two
minimal dilations are naturally isomorphic.
Theorem 1.3. Every contractive Ad-module H has a minimal dilation. Furthermore, if
ðD;S;UÞ and ðD0;S0;U 0Þ are minimal dilations, then there is a unitary module
isomorphism V : ðH2d#DÞ"S-ðH2d#D0Þ"S0 such that U ¼ U 0V : Furthermore,
V has the form V ¼ ð1H2
d
#WÞ"W 0:
Let C be a Hilbert space. The free module H2d#C can be viewed as a space of
(weakly) holomorphic C-valued functions deﬁned on Bd : Indeed, if xAH2d#C and
lABd ; then xðlÞ is deﬁned to be the unique element of C such that for all ZAC;
/x; kl#ZS ¼ /xðlÞ; ZSC:
This identiﬁcation of H2d#C with a space of vector-valued holomorphic functions
gives us a useful way of perceiving module homomorphisms between tensor
multiples of H2d : Indeed, let D and C be Hilbert spaces, and let F : H
2
d#D-H
2
d#C
be a module homomorphism. For each lABd ; deﬁne the bounded linear operator
FðlÞ : D-C by FðlÞZ ¼ Fð1#ZÞðlÞ: Since F is a homomorphism, it follows that
for all xAH2d#D and lABd ; ðFxÞðlÞ ¼ FðlÞxðlÞ: Hence, F is given by pointwise
multiplication by the operator-valued function FðlÞ: From the deﬁnition, it is not
difﬁcult to show that the adjoint of F has the following property: Let lABd ; and let
ZAC: Then
Fnðkl#ZÞ ¼ kl#FðlÞnZ: ð1:2Þ
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As a consequence of (1.2), we have the following boundedness condition on FðlÞ:
jjFðlÞjjpjjFjj 8lABd :
Thus, the function lABd/FðlÞ is a boundedBðD;CÞ-valued (weakly) holomorphic
function on Bd : For an arbitrary free module homomorphism
F : ðH2d#DÞ"S-ðH2d#CÞ"S0; one deﬁnes the operator FðlÞ to be the
localization to l of the homomorphism F0 ¼ PH2
d
#CFpH2
d
#D : H
2
d#D-H
2
d#C:
We now detail the construction of a free resolution of a contractive Ad module
H: By Theorem 1.1, there is a free module F0 and a coisometric module
homomorphism F0 :F0-H: The kernel of F0 is a closed submodule of F0; and
one can apply Theorem 1.1 again to obtain a free module F1 and a partially
isometric module homomorphism F1 :F1-F0 with image kerF0: By repeating this
process, one obtains an exact sequence as follows:
?-
F2
F1-
F1
F0-
F0
H-0; ð1:3Þ
whereFi is free for each i: We call this a free resolution ofH; and it is analogous to
the free resolution in the theory of ﬁnitely generated modules over Noetherian rings.
EachFi appearing in (1.3) has the form ðH2d#CiÞ"Si for some Hilbert space Ci
and spherical module Si: If we localize to a point lABd ; we obtain the following
sequence of linear maps:
? -
F3ðlÞ
C2 -
F2ðlÞ
C1 -
F1ðlÞ
C0: ð1:4Þ
Since (1.3) is exact, it follows that (1.4) is a complex for each l:
The main result of Section 2 is that the homology of (1.4) at 0 is closely connected
to the spectral properties of the d-tuple ðT1;T2;y;TdÞ associated with H: By
‘‘spectral properties’’ we are referring to the spectrum of a d-tuple of operators in the
sense of Taylor (cf. [10]). The following discussion summarizes this more precisely:
For each kAZ; let
Vk
Cd be the k-fold alternating product of Cd ; taken to be the
trivial vector space when ko0: For each k; let Ek ¼H#
Vk
Cd : Fix an orthonormal
basis fe1; e2;y; edg for Cd ; and for each k; deﬁne the linear map @k :Ek-Ek1 as
follows:
@kðx#ei14?4eikÞ ¼
Xk
j¼1
ð1Þjþ1zijx#ei14?4eij4?4eik :
A straightforward calculation shows that the following sequence is a complex:
0-Ed-
@d
Ed1-
@d1?-
@1
E0-0: ð1:5Þ
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What we will show in Section 2 is that
ker @k
im @kþ1
D
kerFkð0Þ
imFkþ1ð0Þ :
Hence the homology of (1.5) and that of (1.4) when l ¼ 0 are identical.
In Section 3, we introduce the notion of a Mo¨bius transform of a contractiveAd -
module. We recall that a Mo¨bius transform j on Bd is a bijective holomorphism
from Bd onto itself. IfH is a pure contractiveAd -module, and ðT1;T2;y;TdÞ is the
associated d-tuple, then we can deﬁne the Mo¨bius transform ðHÞj of H to be the
contractiveAd-module where the underlying Hilbert space of ðHÞj is the underlying
Hilbert space ofH; but z1; z2;y; zd act as j1;j2;y;jd ; respectively, where ji is the
ith coordinate of j: In the case where H ¼ H2d ; we will show that there exists a
unitary module isomorphism Uj : H
2
d-ðH2d Þj; which carries the space of all
functions in H2d that vanish at 0 to the space of all functions that vanish at l where
fðlÞ ¼ 0: We will also show that the set of these Uj act ergodically on H2d in the
sense that no proper nontrivial closed submodule of H2d is invariant under Uj for all
Mo¨bius transforms j:
Finally, in Section 4, we use the results on Section 3 to describe the homology of
(1.4) for an arbitrary lABd : In particular, Theorem 4.3 states that the homology of
the Koszul complex of ðHÞj is equivalent to the localized complex of (1.4). Hence
(1.4) contains spectral information (in the sense of Taylor) of the Mo¨bius
transformation on H:
2. The Koszul complex and free resolution of a contractive Ad-module
In his seminal paper [10], Taylor deﬁned the notion of invertibility of d-tuples of
commuting operators acting on a Banach space B: We will brieﬂy summarize
Taylor’s construction:
Let B be a Banach space, and let ða1; a2;y; adÞ be a d-tuple of mutually
commuting bounded operators on B: For kAZ; let
Vk
Cd be the k-fold wedge
product of Cd ; where this is taken to be the trivial vector space when ko0: Let
Ek ¼ B#
Vk
Cd : Note that Ek can be viewed as an ðdkÞ-fold direct sum of B; hence it
is itself a Banach space. Fix an orthonormal basis fe1; e2;y; edg for Cd : For each k;
deﬁne @k : Ek-Ek1 by
@kðx#ei14?4eikÞ ¼
Xd
j¼1
ð1Þjþ1ajx#ei14?eij?eik :
A simple computation shows that @k1@k ¼ 0: Hence, we have the following complex
of Banach spaces:
?-0-Ed-
@d
Ed1-
@d1?-
@1
E0-
@0
0: ð2:1Þ
The following is Taylor’s deﬁnition of invertibility:
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Deﬁnition 2.1. A d-tuple of mutually commuting operators acting on a common
Banach space B is said to be invertible if the sequence in (2.1) is exact.
One can immediately provide a deﬁnition of the spectrum of ða1; a2;y; adÞ:
Deﬁnition 2.2. Let a ¼ ða1; a2;y; adÞ be a d-tuple of mutually commuting operators
on a Banach space B: Then spec (a) is deﬁned to be the set l ¼ ðl1; l2;y; ldÞACd
where ða1  l1; a2  l2;y; ad  ldÞ is not invertible.
We remark that in the case where d ¼ 1; both Deﬁnitions 2.1 and 2.2 reduce to the
usual deﬁnitions of invertibility and spectrum for single operators.
If we restrict ourselves to the case where B is a Hilbert space H; and the d-tuple
ðT1;T2;y;TdÞ consists of mutually commuting bounded operators on H; then we
can express homological features of (2.1) in terms of a single self-adjoint operator.
Our presentation will follow Arveson [1], but this idea appeared earlier in the work
of such authors as Curto [5] and Vasilescu [11].
Let H and ðT1;T2;y;TdÞ be as above, and let fe1; e2;y; edg be our ﬁxed
orthonormal basis for Cd : The space
Vk
Cd has a natural inner product deﬁned by
/z14z24?4zk;w14w24?4wkS ¼ detð/zi;wjSÞij ; zi;wiACd :
Hence the spaces Ek are tensor products of Hilbert spaces. Let
V
Cd ¼
"kAZ
Vk
Cd : Deﬁne E to be the direct sum of the Ek’s, i.e.
E ¼ "
kAZ
Ek ¼H#
^
Cd :
Let c1; c2;y; cd be the operators on
V
Cd deﬁned by
ciðz14z24?4zkÞ ¼ ei4z14?4zk; ziACd :
We then deﬁne the linear operator @ : E-E to be the sum
T1#c
n
1 þ T2#cn2 þ?þ Td#cnd :
One then checks that the restriction of @ to Ek is @k: One can now prove the
following theorem (cf. [1]):
Theorem 2.3. Let ðT1;T2;y;TdÞ be a d-tuple of mutually commuting operators on a
common Hilbert space H: If @ is the corresponding boundary operator, then
ðT1;T2;y;TdÞ is invertible iff @ þ @n is invertible.
The operator @ þ @n is called the Dirac operator corresponding to ðT1;T2;y;TdÞ:
This idea of expressing the invertibility of a d-tuple in terms of single operator
suggests the following deﬁnition:
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Deﬁnition 2.4. A d-tuple of operators as in Theorem 2.3 is said to be Fredholm if the
corresponding Dirac operator @ þ @n is Fredholm.
We note that in the case where d ¼ 1; this deﬁnition corresponds to the usual
deﬁnition of Fredholmness via an easy application of Atkinsons’ equivalences (see
[4], for example).
The Fredholmness of a Dirac operator has an important consequence with respect
to the homology of the Koszul complex. This is expressed in the following theorem,
which follows from the deﬁnition of @ by a straightforward argument.
Theorem 2.5. A d-tuple ðT1;T2;y;TdÞ is Fredholm iff the homology spaces
ker @k=im @kþ1 are finite dimensional for all kAZ:
Theorem 2.5 allows us to generalize the notion of index to Fredholm d-tuples.
Indeed, the index of a Fredholm d-tuple ðT1;T2;y;TdÞ is deﬁned to be the
alternating sum of the dimensions of the homology spaces of the Koszul complex,
i.e.
indexðT1;T2;y;TdÞ ¼
X
kAZ
ð1Þkþ1dim ker @k
im @kþ1
:
Again, we note that this deﬁnition reduces to the usual deﬁnition of index when one
takes d ¼ 1:
We now show that the d-tuple associated with the free Hilbert module H2d is
Fredholm and we compute its homology.
Theorem 2.6. The d-tuple ðS1;S2;y;SdÞ associated with H2d is Fredholm. Further-
more, the extended sequence of maps
?-
@2
E1-
@1
E0-
@1=2
C-0;
where @1=2 is defined to be the evaluation map x/xð0Þ; is exact.
A proof of the fact the ðS1;S2;y;SdÞ is Fredholm can be found in [1]. We will rely
on this fact to prove the remainder of the theorem.
Proof. Let k be an integer no less than 1. By Theorem 2.5, the space im @kþ1 has
ﬁnite codimension in ker @k: It is a standard fact in operator theory that if the image
of a bounded operator has ﬁnite codimension in a larger closed subspace, then the
image is closed. Hence, im @kþ1 is a closed subspace of ﬁnite codimension in ker @k:
We now show that im @kþ1 ¼ ker @k: To this end, let xAker @k: Then x can be written
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as follows: X
1pi1oi2o?oikpd
xi1;i2;y;ik#ei14ei24?4eik
where xi1;i2;y;ikAH
2
d : Supposing for the moment that these xi1;i2;y;ik are homogeneous
polynomials all of the same degree N; then @kx is in a similar form but with common
degree N þ 1: It follows in the general case that if xni1;i2;y;ik is the nth degree
homogeneous component of xi1;i2;y;ik ; then
xn :¼
X
1pi1oi2o?oikpd
xni1;i2;y;ik#ei14ei24?4eikAker @k:
By Corollary 17.5 in [7], xnAim @kþ1 for each n; hence x ¼
PN
n¼0 xnAim @kþ1:
We proceed to the case where k ¼ 0: By Theorem 3.1, the following row operator
is a partial isometry with image fxAH2d : xð0Þ ¼ 0g:
ðS1 S2?SdÞ : H2d"?"H2d
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{d times
-H2d : ð2:2Þ
A generic element z of E1 has the following form:
Xd
k¼1
xk#ek; xkAH
2
d :
Hence @1x ¼
Pd
k¼1 Skxk: It follows from (2.2) and the statement preceding it that
im @1 ¼ ker @1=2:
The subjectivity of @1=2 is clear. &
Corollary 2.7. Let
?-
@2
E1-
@1
E0-0
be the Koszul complex of ðS1;S2;y;SdÞ: Then its homology is as follows:
ker @k
im @kþ1
¼ 0; kX1;
ker @0
im @1
DC:
Corollary 2.8. Let ðS01;S02;y;S0dÞ be the d-tuple associated with a free module
F ¼ H2d#C with the following extended sequence of maps:
?-
@2
E1-
@1
E0-
@1=2
C-0:
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Then for kX1; ker @k ¼ im @kþ1 and ker @0=im @1Dker @0-ðim @1Þ>DC: In other
words im @kþ1 is closed in ker @k; and in the case where k ¼ 1; the codimension of
im @kþ1 in ker @k is dimC:
Theorem 2.9. Let ðZ1;Z2;y;ZdÞ be the d-tuple associated with a spherical module S:
Then the Koszul complex of ðZ1;Z2;y;ZdÞ is exact.
Proof. This follows from [10, Lemma 1.1], using the fact that the Zi’s are normal
and
Pd
i¼1 ZiZ
n
i ¼ 1: &
Corollary 2.10. Let F ¼ ðH2d#CÞ"S be a free module. Let
?-
@3
E2-
@2
E1-
@1
E0-0
be the Koszul complex of F: Define @1=2 : E0-C to be the evaluation map
x/ðPH2
d
#CxÞð0Þ: Then the following sequence is exact:
?-
@2
E1-
@1
E0-
@1=2
C-0:
Naturally, our entire discussion on Koszul complexes of d-tuples of operators can
be rephrased in terms ofAd -modules. Indeed, one simply takesH to be the module
deﬁned by zix ¼ Tix for all xAH: The spaces Ek are deﬁned analogously, with
@k : Ek-Ek1 reexpressed as
@kðx#ei14ei24?4eikÞ ¼
Xk
j¼1
ð1Þjþ1zijx#ei14?4eij4?4eik :
Since Ad is a commutative algebra, the maps @k are module homomorphisms.
Hence, sequence (2.1) can be viewed as a complex of Ad-modules.
As summarized in Section 1, if one starts with a contractive Ad-moduleH; then
by means of dilation theory one may construct a free resolution of H:
?-
F2
F1-
F1
F0-
F0
H-0; ð2:3Þ
which is an exact sequence where the Fi’s are partial isometries and theFi’s are free
modules. One then localizes (2.3) to a point lABd to obtain a complex of vector
spaces:
? -
F3ðlÞ
C2 -
F2ðlÞ
C1 -
F1ðlÞ
C0:
The main result of this section is the following:
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Theorem 2.11. Let H be a contractive Ad -module, and let
?-
F2
F1-
F1
F0-
F0
H-0 ð2:4Þ
be a free resolution of H: Localize at 0 to obtain the following complex:
? -
F3ð0Þ
C2 -
F2ð0Þ
C1 -
F1ð0Þ
C0:
Let
?-
@3
E2-
@2
E1-
@1
E0-0
be the Koszul complex of H: Then for all kX1;
ker @k
im @kþ1
D
kerFkð0Þ
imFkþ1ð0Þ :
Proof. In the course of this proof, we will use Fki and H
k to denote, respectively,
Fi#
Vk
Cd andH#
Vk
Cd : Since for any k;
Vk
Cd is ﬁnite dimensional, tensoring
the components of (2.4) by
Vk
Cd preserves exactness. Hence the following sequence
is exact:
? -
F2#14kCd
Fk1 -
F1#14kCd
Fk0 -
F0#14kCd
Hk-0:
For the sake of convenience, and since it will cause no confusion in what follows, we
will denote maps of the form A#
Vk
Cd by A for any linear operator A on a Hilbert
spaceK: Furthermore, unless otherwise stated, we shall use @k to denote any Koszul
complex mapping M#
Vk
Cd-M#
Vk1
Cd :
We claim that the following diagram commutes, and, with the exception of the C
*
column, is exact on rows and columns.
ð2:5Þ
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Firstly, we check commutativity for the square
ð2:6Þ
where i; kX1: This amounts to showing that @kFiþ1 ¼ Fiþ1@k: Consider an element
in Fkiþ1 of the form
x#ei14ei24?4eik ; ð2:7Þ
where xAFiþ1; 1pi1oi2o?oikpd: Applying Fiþ1 and then @k to this gives us
Xk
j¼1
ð1Þjþ1zijFiþ1x#ei14?4eij4?eik : ð2:8Þ
Since Fiþ1 is a module homomorphism, the zij ’s commute with Fiþ1; and the
resulting expression
Xk
j¼1
ð1Þjþ1Fiþ1zijx#ei14?4eij4?4eik
is the result of applying @k then Fiþ1 to (2.7). Hence (2.6) is a commuting square. For
the case of squares of the following form:
ð2:9Þ
we argue as follows: First, if xAH2d#Ciþ1DFiþ1; then by deﬁnition @1=2x ¼ xð0Þ;
hence Fiþ1ð0Þ@1=2x ¼ Fiþ1ð0Þxð0Þ ¼ ðPH2
d
#Ciþ1Fiþ1xÞð0Þ ¼ @1=2Fiþ1x: For ZASiþ1;
the spherical component ofFiþ1; we have @1=2Z ¼ 0: By the exactness of (2.9), there
exist elements Z1; Z2;y; ZdASiþ1 such that Z ¼
Pd
k¼1 zkZk: Hence @1=2Fiþ1Z ¼
@1=2
Pd
k¼1 zkFiþ1Zk: Since the projection PH2d#Ciþ1 is a module homomorphism, it
follows from the deﬁnition of @1=2 that @1=2Fiþ1Z ¼ 0: Hence (2.9) commutes.
Before proceeding we make the following observation: For each iX0; we denote
the quotient module Fi=Fiþ1ðFiþ1Þ by Hi: Note that by assumption H is
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isomorphic to H0: Let
?-
@0
2
H1i -
@0
1
H0i-0 ð2:10Þ
be the Koszul complex for Hi: Fixing this i; we let
?-
@00
2
H1iþ1-
@00
1
H0iþ1-0 ð2:11Þ
be the Koszul complex for Hiþ1: Note that since (2.5) commutes, the complexes
(2.10) and (2.11) are induced by the maps of the Koszul complexes Fniþ1-F
n
i and
Fniþ2-F
n
iþ1 respectively. This can be expressed by saying that the following two
diagrams commute:
We will use this fact to establish the following two claims:
Claim 2.12. For kX2;
ker @0k
im @0kþ1
D
ker @00k1
im @00k
:
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Proof. Consider the following portion of (2.5), where kX2:
ð2:12Þ
Let zAker @0k=im @
0
kþ1: Choose a representative z0AF
k
i for z: By assumption,
@kz0AFiþ1ðFk1iþ1 Þ: Choose Z0AFkiþ1 such that Fiþ1Z0 ¼ @kz0: By exactness of the
bottom row of (2.12), @k1Fiþ1Z0 ¼ 0; hence @k1Z0AkerFiþ1: Hence by the
exactness of the last column in (2.12), Z0 deﬁnes a homology class
ZAker @00k1=im @
00
k : We claim that this Z depends only on the choice of z: Indeed,
due to exactness of rows in (2.12), a different choice of Z0 corresponds to a
perturbation by an element in the image ofFk1iþ2 under Fiþ2; which results in the new
Z0 being in the same homology class. A different choice of z0 corresponds to a
perturbation by an element of @kþ1ðFkþ1i Þ and an element of Fiþ1ðFkiþ1Þ: The ﬁrst of
these is annihilated by the exactness of the bottom row of (2.12) and the way we
deﬁned Z: Due to the commutativity of the diagram, the second perturbation
corresponds to a perturbation of Z0 by an element of @kðFkiþ1Þ; which yields the same
homology class Z:
Conversely, if one begins with an element ZAker @00k1=im @
00
k ; for any representa-
tive Z0AF
k1
iþ1 ; there is an element z0AF
k
i such that @kz0 ¼ Fiþ1Z0: This implies that
z0 corresponds to a homology class zAker @0k=im @
0
kþ1: We claim that this z depends
only on Z: Indeed, by the exactness of the bottom row, a different choice of z0 is a
perturbation by an element in @kþ1ðFkþ1i Þ; which corresponds to the same homology
class z: A different choice of Z0 corresponds to a perturbation by an element in
Fiþ2ðFk1iþ2 Þ or in @kðFkiþ1Þ: In the ﬁrst case, the perturbation is annihilated by the
time that we get to Fk1i : In the second case, the commutativity of the diagram
implies that the resulting perturbation of z0 is an element in Fiþ1ðFkiþ1Þ and hence
the homology class z is the same.
Clearly the above maps are inverses of each other, and hence we have the desired
isomorphism. &
Claim 2.13.
ker @01
im @02
D
kerFiþ1ð0Þ
imFiþ2ð0Þ :
D.C.V. Greene / Journal of Functional Analysis 200 (2003) 429–450 441
Proof. As in Claim 2.12, we focus on a piece of (2.5):
ð2:13Þ
Let z be an element in ker @01=im @
0
2; let z0 be a representative of z in F
1
i : Then
@1z0AFiþ1ðF0iþ1Þ by assumption. Choose ZAF0iþ1 such that Fiþ1Z ¼ @1z0; and then
let x0 ¼ Zð0ÞACiþ1: By the way in which x0 was deﬁned and by the commutativity of
(2.13), x0AkerFiþ1ð0Þ: Now let x be the homology class of x0 in
kerFiþ1ð0Þ=imFiþ2ð0Þ: We claim that this x depends only on z: First, by exactness,
a different choice of Z corresponds to a perturbation by an element in Fiþ2ðF0iþ2Þ: By
the commutativity of (2.13), this corresponds to a perturbation by x0 by an element
in Fiþ2ð0ÞðCiþ2Þ; which leaves x unaltered. By the exactness of rows, any
perturbation of z0 by an element of @2ðF2i Þ or Fiþ1ðF1iþ1Þ is annihilated by the
time one gets to x0ACiþ1:
Conversely, suppose that one starts with an element xAkerFiþ1ð0Þ=imFiþ2ð0Þ:
Choose a representative x0AkerFiþ1ð0Þ for x: Let Z0 be a preimage of x0 inF0iþ1: By
the commutativity of (2.13), there exists z0AF
1
i such that @1z0 ¼ Fiþ1Z0: Hence, this
z0 is part of a homology class zAker @01=im @
0
2: We claim that z depends only on the
choice of x: Indeed, by the exactness of the middle row in (2.13), a different choice of
Z0AF
0
iþ1 corresponds to a perturbation by an element in @1ðF1iþ1Þ: By the
commutativity of (2.13), this corresponds to a perturbation of z0 by an element of
Fiþ1ðF1iþ1Þ; yielding the same homology class z: A different choice of z0 so that
@1z0 ¼ Fiþ1Z0 corresponds, by exactness of the bottom row of (2.13), to a
perturbation by an element in @2ðF2i Þ which obviously yields the same homology
class Z: Finally, a different choice of x0 corresponds to a perturbation by an element
in Fiþ2ð0ÞðCiþ2Þ: By the exactness of the top row and second to last column of (2.13),
one sees that this perturbation is annihilated by the time one arrives at F0i :
Clearly the above two maps are inverses of each other. Hence the desired
isomorphism is established. &
We can now establish the statement of the theorem. Labeling more explicitly now,
we let
?-
@i
2
H1i -
@i
1
H0i-0
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be the Koszul complex ofHi: For kX2; Claim 2.12 yields the following sequence of
isomorphisms:
ker @0k
im @0kþ1
D
ker @1k1
im @1k
D?
ker @k11
im @k12
: ð2:14Þ
We then use Claim 2.13 to ﬁnish off the sequence:
ker @k11
im @k12
D
kerFkð0Þ
imFkþ1ð0Þ : ð2:15Þ
Together, (2.14) and (2.15) establish the statement of the theorem. &
Our goal is to describe the homology of the localized complex
? -
F3ðlÞ
C2 -
F2ðlÞ
C1 -
F1ðlÞ
C0:
for an arbitrary lABd : We will attain this goal in Section 4, but we need some
machinery ﬁrst. This is the subject of the next section.
3. The Mo¨bius transform
In this section, we deﬁne the notion of a Mo¨bius transform of a contractive Ad -
module. The use of Mo¨bius transforms in multivariable operator theory is by no
means new. See [6, Section 4], for instance.
We begin by summarizing the main properties of Mo¨bius transforms on the unit
ball in Cd : For a more detailed exposition, we refer the reader to [9]. Recall that a
Mo¨bius transform on the unit ball in Cd is a continuous bijection j : %Bd- %Bd which
satisﬁes the following (somewhat redundant) properties:
(a) j is holomorphic in Bd ;
(b) jðBdÞ ¼ Bd ;
(c) jð@BdÞ ¼ @Bd :
Let lABd ; and deﬁne jl as follows:
jlðz1; z2;y; zdÞ ¼
ð1 jlj2Þz1
1Pdk¼1 lkzk  l1;y;
ð1 jlj2Þzd
1Pdk¼1 lkzk  ld
 !
ð3:1Þ
or in vector notation,
jlðzÞ ¼
PClðz  lÞ þ ð1 jlj2ÞP>Clz
1/z; lS ; zABd ;
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where PCl is the orthogonal projection onto the one-dimensional subspace ClDCd :
Some calculations reveal that jl is a Mo¨bius transform and that jlðlÞ ¼ 0: It is a
striking fact that any Mo¨bius transform j can be written in the form u 3 jl; where u
is a unitary operator on Cd and l ¼ j1ð0Þ: This fact allows us to ﬁnd a useful
formula for the expression /jðwÞ;jðzÞS; where z;wABd : Calculating this ﬁrst for
the case where j ¼ jl; we obtain the following identity:
/jðzÞ;jðwÞS ¼ 1 ð1 jlj
2Þð1/z;wSÞ
ð1/l;wSÞð1/z; lSÞ ; z;wABd : ð3:2Þ
Consequently, for any Mo¨bius transform j with l ¼ j1ð0Þ;/jðwÞ;jðzÞS is also
given by (3.2).
The following theorem unveils the role that is played by Mo¨bius transforms in the
theory of contractive Ad-modules.
Theorem 3.1. Let j1;j2;y;jd be the coordinates of the Mo¨bius transform j: Define
the map F : H2d"?H
2
d
zﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄ{d times
-H2d to be left multiplication by the row vector ðj1?jdÞ; i.e.
F
x1
x2
^
xd
0
BBB@
1
CCCA ¼X
d
k¼1
jkxk; x1; x2;y; xdAH
2
d :
Then F is a partially isometric module homomorphism with range fxAH2d : xðlÞ ¼
0g ¼ fklg>:
Proof. It is obvious that F is a module homomorphism. To show that it is partially
isometric with the stated range, it sufﬁces to show that
/ð1 FFnÞkw; kzS ¼ /Plkw; kzS ð3:3Þ
for any w; zABd ; where Pl is the orthogonal projection onto the space Ckl: The
sufﬁciency of this condition follows from the fact that the set of all kz’s forms a
spanning set of H2d :
We compute the left-hand side of (3.3). Using (1.1), (1.2), and formula (3.2), we
have
/ð1 FFnÞkw; kzS ¼ 1
1/z;wS
/jðzÞ;jðwÞS
1/z;wS
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¼ 1
1/z;wS
1
1/z;wSþ
1 jlj2
ð1/l;wSÞð1/z; lSÞ
¼ 1 jlj
2
ð1/l;wSÞð1/z; lSÞ : ð3:4Þ
We compute the right-hand side of (3.3) as follows:
/Plkw; kzS ¼ /kw; klSjjkljj2
/kl; kzS ¼ 1 jlj
2
ð1/l;wSÞð1/z; lSÞ ; ð3:5Þ
which is identical to (3.4), hence we have established (3.3). &
We are now in a position to deﬁne a Mo¨bius transform of H2d :
Deﬁnition 3.2. Let j be a Mo¨bius transform. We deﬁne ðH2d Þj to be theAd-module
whose underlying Hilbert space is H2d and whose Ad-module structure is given by
zi  x ¼ jix for any xAH2d and i ¼ 1; 2;y; d; where ji is the ith coordinate function
of j:
Theorem 3.3. Let j be a Mo¨bius transform. Then ðH2d Þj is a contractive Ad-module.
Furthermore, if we set l ¼ j1ð0Þ; then the map Uj : H2d-ðH2d Þj defined by Ujx ¼
ðx 3 jÞ kljjkljj is a unitary module isomorphism.
Proof. Theorem 3.1 implies that ðH2d Þj is contractive as an Ad-module. Hence by
Theorem 1.3 there exists a minimal dilation U : ðH2d#DÞ#S-ðH2d Þj: We claim
that S is trivial. This follows from a result of Arveson [2] which states that the
minimal dilation of a contractive Ad-module has trivial spherical part iff the
following condition is satisﬁed for the associated d-tuple ðF1;F2;y;FdÞ:
WOT lim
n-N
Xd
i1;i2;y;in
Fi1?FinF
n
in
?Fni1 ¼ 0:
Since ðF1 F2 ? FdÞ is a contraction, it follows that the sequencePd
i1;i2;y;in Fi1Fi2?FinF
n
in
?Fni1 is uniformly bounded. Since the set fkl : lABdg
generates H2d ; it sufﬁces to show that
WOT lim
n-N
Xd
i1;i2;y;in
/Fi1? FinF
n
in
?Fni1kl; kzS ¼ 0
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for any l; zABd : By (1.2), we have
Xd
i1;y;in
/Fi1?FinF
n
in
?Fni1kl; kzS ¼ /Fnin?Fni1kl;Fnin?Fni1kzS
¼ ji1ðlÞ?jinðlÞjinðzÞ?ji1ðzÞ/kl; kzS ¼ /jðzÞ;jðlÞSnCd : ð3:6Þ
Since j/jðzÞjðlÞSCd jpjjjðlÞjj2Cd jjjðzÞjj2Cdo1; it follows that (3.6) tends to 0 as n
tends to inﬁnity.
We now show that the Hilbert space C in the minimal dilation U : H2d#C-ðH2d Þj
can be taken to be C and Uðx#1Þ ¼ ðx 3 jÞ kljjkljj: Indeed, if we let ðS1;S2;y;SdÞ be
the d-tuples associated with H2d ; then by Theorem 3.1, P0 ¼ 1
Pd
k¼1 SkS
n
k and
Pl ¼ 1
Pd
k¼1 FkF
n
k: Since U is a coisometric module homomorphism, it follows
that
UðP>0 #1CÞUn ¼U 1
Xd
k¼1
ðSk#1CÞðSk#1CÞn
 !
Un
¼ 1
Xd
k¼1
FkFnk ¼ P>l : ð3:7Þ
Hence ðP>0 #1CÞUn is a rank 1 operator. Let ZAC be such that k0#Z is orthogonal
to UnðH2d Þj: Hence for all elements W in the nonunital algebra generated by the
Sk#1C’s and for every xAðH2d Þj; 0 ¼ /W nðk0#ZÞ;UnxS ¼ /k0#Z;WUnxS: But
by minimality H2d#C is generated by elements of the form WU
nx: Hence Z ¼ 0: It
follows that C is one dimensional, hence we may take it to be C: Identifying H2d#C
with H2d ; and using (3.7), we may assume that Uk0 ¼ ckl where c is a positive
number. The module property implies that for any xAH2d ; Ux ¼ ðx 3 jÞckl: We will
complete the proof by showing that U is a unitary operator, and hence c ¼ 1: Since
U is already coisometric, it sufﬁces to show that ker U ¼ 0: To this end, suppose
xAH2d and ðx 3 jÞckl ¼ Ux ¼ 0: Since kl is non-zero, the function x 3 j must then be
zero. But j is a bijection on Bd ; hence x ¼ 0: Thus ker U is trivial, and U is a unitary
operator. &
The following corollary shows how a Mo¨bius transform Uj provides a means of
changing the base point from 0 to lABd when considering the module H2d :
Corollary 3.4. Let j be a Mo¨bius transform and let l ¼ j1ð0Þ: Then Ujfk0g> ¼
fklg>:
Proof. This is obvious from the deﬁnition of Uj:
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To conclude this section, we demonstrate an ergodicity property of the set of
Mo¨bius transforms.
Theorem 3.5. Let M be a proper nontrivial closed submodule of H2d : Then there exists
xAM and a Mo¨bius transform j such that UjxeM:
Proof. Since M is a proper closed submodule, it cannot contain k0: Hence
M ¼ supfj/x; k0Sj : jjxjj ¼ 1; xAMgo1:
By Theorem 3.2 in [8], there exists lABd such that
jjPMkljj
jjkljj > M: ð3:8Þ
An explicit calculation involving (3.1) shows that
UjlUjlx ¼ x 3 u;
where u is a unitary operator on Cd : Hence by the deﬁnition of Uu; UjlUjl ¼ Uu:
Hence Unjl ¼ UunUjl : Therefore by our assumption that M is invariant under
Mo¨bius transforms, it follows that
supfj/Unjlx; k0Sj : jjxjj ¼ 1; xAMgpM: ð3:9Þ
By deﬁnition, Ujlk0 ¼ kljjkljj: Hence by (3.9), j/x;
kl
jjkljjSjpM for all xAM such that
jjxjj ¼ 1: But this implies that
jjPMkljj
jjkljj pM;
which contradicts (3.8). &
4. The homology of localized free resolutions
In this section, we use the machinery developed in Section 3 to extend Theorem
2.11. We ﬁrst generalize Deﬁnition 3.2.
Deﬁnition 4.1. Let H be a pure contractive Ad -module, and let j be a Mo¨bius
transform. We deﬁne the Mo¨bius transform ofH by j to be the module ðHÞj with
underlying Hilbert spaceH andAd action deﬁned by zi  x ¼ jiðT1;T2;y;TdÞx for
all xAH2d and i ¼ 1; 2;y; d:
Theorem 4.2. The Mo¨bius transform of a spherical module S is itself spherical.
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Proof. Let ðZ1;Z2;y;ZdÞ be the d-tuple associated with S: Since S is spherical,
there exists a Cn-algebra homomorphism p :Cnð@BdÞ-CnðZ1;y;ZdÞ such that
pðziÞ ¼ Zi for each i: Hence pðjiÞ ¼ jiðZ1;y;ZdÞ for each i: But
Pd
i¼1 j
iji ¼ 1;
thus
Pd
i¼1 j
iðZ1;y;ZdÞ jiðZ1;y;ZdÞn ¼ pð
Pd
i¼1 j
ijiÞ ¼ 1: Clearly, the Cn-alge-
bra generated by the ji’s is abelian, thus ðSÞj is spherical. &
The main result of this section is the following:
Theorem 4.3. Let H be a contractive Ad-module, and let j be a Mo¨bius transform
with l ¼ j1ð0Þ: Let
?-
@0
3
E2-
@0
2
E1-
@0
1
E0-0
be the Koszul complex of ðHÞj; and let
? -
F3ðlÞ
C2 -
F2ðlÞ
C1 -
F1ðlÞ
C0 ð4:1Þ
be the localization at l of a free resolution of H: Then for kX1;
ker @0k
im @0kþ1
D
kerFkðlÞ
imFkþ1ðlÞ :
Proof. Let
?-
F2 ðH2d#C1Þ"S1-
F1 ðH2d#C0Þ"S0-
F0
H-0 ð4:2Þ
be the free resolution of H whose localization to l is (4.1). Since Fi is a module
homomorphism it follows that for iX0; jjFi ¼ Fijj for j ¼ 1; 2;y; d: Clearly
ððH2d#CiÞ"SiÞj ¼ ððH2d Þj#CiÞ"ðSiÞjÞ; Hence have the following reexpression
of (4.2):
?-
F1 ððH2d Þj#C0Þ"ðS0Þj-
F0 ðHÞj-0:
For each iX1 let Wj ¼ ðUj#1CiÞ"1Si and let F0i ¼ W njFiWj: Then we have the
following partial isomorphism of complexes:
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Since two isomorphic complexes have equivalent homologies, there is a coisometric
homomorphism F00 : ðH2d#C0Þ"ðS0Þj-ðHÞj which makes the following se-
quence exact:
?-
F01 ðH2d#C0Þ"ðS0Þj-
F00 ðHÞj-0:
By Theorem 4.2, this is a free resolution for ðHÞj; hence Theorem 2.11 implies that
ker @0k
im @0kþ1
D
kerF0kð0Þ
imF0kþ1ð0Þ
for kX1: We now compute F0ið0Þ: Recall that for lABd ; FðlÞ (resp. F0ðlÞ) is the
localization of PH2
d
#Ci1fipH2d#Ci (resp. PH2d#Ci1F
0
ipH2d#Ci
). Let ZACi and Z0ACiþ1:
Then
/F0ið0ÞZ; Z0S ¼ /F0iðk0#ZÞ; k0#Z0S ¼ /W njFiWjðk0#ZÞ; k0#Z0S
¼ Fi kljjkljj#Z
 
;
kl
jjkljj#Z
0
 
¼ kljjkljj#Z;F
n
i
kl
jjkljj#Z
0
  
¼ kljjkljj#Z;
kl
jjkljj#FiðlÞ
nZ0
 
¼ jjkljj
2/Z;FiðlÞnZ0S
jjkljj2
¼ /FiðlÞZ; Z0S:
Since Z and Z0 were arbitrary, F0ið0Þ ¼ FiðlÞ for each iX1: The conclusion of the
theorem now follows. &
Corollary 4.4. Let H be a contractive Ad-module, and let
?-
F2
F1-
F1
F0-
F0
H-0 ð4:3Þ
be a free resolution of H: Let lABd ; and let
? -
F3ðlÞ
C2 -
F2ðlÞ
C1 -
F1ðlÞ
-C0
be the localized complex of (4.3) at l: Then for kXd þ 1; kerFkðlÞ ¼ imFkþ1ðlÞ:
References
[1] W. Arveson, The Dirac operator of a commuting d-tuple, pre-print.
[2] W. Arveson, Subalgebras of C-algebras III. Multivariable operator theory, Acta Math. 181 (2)
(1998) 159–228.
[3] W. Arveson, The curvature invariant of a Hilbert module over c½z1;y; zd ; J. Reine Angew. Math.
522 (2000) 173–236.
[4] J. Conway, A course in functional analysis, 1990.
D.C.V. Greene / Journal of Functional Analysis 200 (2003) 429–450 449
[5] R.E. Curto, Fredholm and invertible n-tuples of operators. The deformation problem, Trans. Amer.
Math. Soc. 266 (1) (1981) 129–159.
[6] K.R. Davidson, D.R. Pitts, The algebraic structure of non-commutative analytic Toeplitz algebras,
Math. Ann. 311 (2) (1998) 275–303.
[7] D. Eisenbud, Commutative Algebra with a View Toward Algebraic Geometry, Springer, New York,
1995.
[8] D. Greene, S. Richter, C. Sundberg, The structure of inner multipliers on spaces with complete
Nevanlinna Pick kernels, J. Funct. Anal., to appear.
[9] W. Rudin, Function theory in the unit ball of Cn; Springer, New York, Berlin, 1980.
[10] J.L. Taylor, A joint spectrum for several commuting operators, J. Funct. Anal. 6 (1970) 172–191.
[11] F.-H. Vasilescu, A characterization of the joint spectrum in Hilbert spaces, Rev. Roumaine Math.
Pures Appl. 22 (7) (1977) 1003–1009.
Further reading
W. Arveson, The curvature of a Hilbert module over C½z1; z2;y; zd ; Proc. Natl. Acad. Sci. USA 96 (20)
(1999) 11096–11099.
R. Hartshorne, Algebraic Geometry, in: Graduate Texts in Mathematics, Vol. 52, Springer, New York,
1977.
S. Lang, Algebra, 2nd Edition, Addison–Wesley Publishing Company Advanced Book Program, Reading,
MA, 1984.
S. Parrott, The curvature of a single contraction operator on a Hilbert space, pre-print.
J.J. Rotman, An Introduction to Homological Algebra, Academic Press Inc., Harcourt Brace Jovanovich
Publishers, New York, 1979.
J.L. Taylor, The analytic-functional calculus for several commuting operators, Acta Math. 125 (1970)
1–38.
D.C.V. Greene / Journal of Functional Analysis 200 (2003) 429–450450
