Abstract. In this paper, equivalence constants between various polynomial norms are calculated. As an application, we also obtain sharp values of the Hardy-Littlewood constants for 2-homogeneous polynomials on 2 p spaces, 2 < p ≤ ∞ and lower estimates for polynomials of higher degrees.
Introduction
Let α = (α 1 , . . . , α n ) ∈ (N ∪ {0}) n , and define |α| := α 1 + · · · + α n . Let P( m R n ) be the finite dimension linear space of all homogeneous polynomials of degree m on R n . If x α stands for the monomial x α 1 1 · · · x αn n for x = (x 1 , . . . , x n ) ∈ R n and P ∈ P( m R n ), then P can be written as
If | · | is a norm on R n , then P := sup
where B X is the unit ball of the Banach space X = (R n , |·|), defines a norm in P( m R n ) usually called polynomial norm. The space P( m R n ) endowed with the polynomial norm induced by X is denoted by P( m X).
Other norms customarily used in P( m R n ) besides the polynomial norm are the q norms of the coefficients, i.e., if P is as in (1.1) and q ≥ 1, then |P | q :=    |α|=m |a α | q 1 q if 1 ≤ q < +∞, max{|a α | : |α| = n} if q = +∞, defines another norm in P( m R n ).
The polynomial norm P is most of the times very difficult to compute, whereas the q norm of the coefficients |P | q can be obtained straightforwardly. For this reason it would be convenient to have a good estimate of P in terms of |P | p . If · p represents the polynomial norm of P( m n p ), this paper is devoted to obtain sharp estimates on · p (1 ≤ p ≤ +∞) by comparison with the norm | · | q (1 ≤ q ≤ +∞). Actually since all norms in finite dimensional spaces are equivalent, the polynomial norm · p and the q norm | · | q of the coefficients are equivalent in P( m R n ) for all 1 ≤ p, q ≤ +∞, and therefore there exists constants k > 0 and K > 0 such that
for all P ∈ P( m R n ). We will denote the optimal constants in the above inequalities by k m,n,q,p and K m,n,q,p , respectively. Observe that k m,n,q,p is the biggest k fitting in the first inequality in (1.2) whereas K m,n,q,p is the smallest possible K in the second inequality in (1.2). Since we will study mainly polynomials in R 2 , i.e., n = 2, for the sake of simplicity we will use k m,q,p and K m,q,p instead of k m,2,q,p and K m,2,q,p respectively. In this paper we calculate the exact values of the constants k m,q,p and K m,q,p for several choices of m, q and p with m ∈ N and 1 ≤ q, p ≤ +∞ using the so called Krein-Milman approach. As a consequence of the Krein-Milman Theorem, for every convex function f : C → R that attains its maximum on a convex set C there exists an extreme point e of C such that f (e) = max{f (x) : x ∈ C}. The target function to which the Krein-Milman approach will be applied to calculate K m,q,p is
where B · p is the (closed) unit ball of the space P( m 2 p ). On the other hand, if k m,q,p is the smallest k so that
. In in order to calculate k m,q,p we apply the Krein-Milman approach to the function
where B |·|q is the unit ball of the space P( m R 2 ) R m+1 endowed with the q norm | · | q .
According to the previous comments, it seems essential to have a complete description of the sets of extreme points of B |·|q and B · p , denoted from now on as ext(B |·|q ) and ext(B · p ) respectively. As for ext(B |·|q ) it is well known that
where {e 1 , . . . , e m+1 } is the canonical basis of R m+1 and S |·|q is the unit sphere of (R m+1 , |·| q ). On the other hand, the set ext(B · p ) has also been studied by several authors in [8, 9, 12, 13, 14] and will be explicitly stated for the sake of completeness whenever it is used. The problems we have just stated in the previous paragraphs are closely related to other questions of interest. For instance, the famous polynomial Bohnenblust-Hille and HardyLittlewood constants are defined from the constants K m,n,q,p considered above. The m-th polynomial Bohnenblust-Hille constant is nothing but an upper bound on K m,n, ,∞ , for n ∈ N. The reason why the specific choice q = 2m m+1 and p = ∞ is of interest rests on the fact that the set {K m,n,q,∞ : n ∈ N} is bounded if and only if q ≥ 2m m+1 . Hence, if q ≥ 2m m+1 there exists a constant C m,q depending only on m and q such that
for all P ∈ P( m R n ) and every n ∈ N. This result was proved by Bohnenblust and Hille in 1931 (see [5] ). Observe that a plausible choice for C m,q would be C m,q = sup{K m,n,q,∞ : n ∈ N}. Actually the best (in the sense of smallest) possible choice for C m,q in (
is called the polynomial Bohnenblust-Hille constant. It is interesting to notice that there exists an apparent difference between the polynomial Bohnenblust-Hille constants for real and complex polynomials. For this reason, the polynomial Bohnenblust-Hille constants are usually denoted by D K,m , where K is either the real or complex field.
Also, if we keep n ∈ N fixed, the best (smallest) C m,n in
,∞ and hence
,∞ : n ∈ N . The calculation of the Bohnenblust-Hille constants D K,m and D K,m (n) has motivated a large amount of papers (see, for example, [10] ), but their exact values are still unknown except for very restricted choices of m's and n's. The best lower and upper estimates on D K,m and D K,m (n) known nowadays can be found in [4, 6, 15] .
A similar result to that of Bohnenblust-Hille can be proved for other values of p different from ∞. Indeed, there are constants C m,p and D m,p independent from n such that
for all P ∈ P( m R n ) and every n ∈ N. Here we put 
,p . Therefore, we have the following equalities for the optimal constants of the polynomial Hardy-Littlewood constants:
The calculation of the polynomial Hardy-Littlewood constants C K,m,p and D K,m,p has been the objective of steadily increasing number of publications during the last few years. We refer the interested reader to [2, 3] and the references therein for a more detailed understanding on this topic.
2. Equivalence constants k 2,q,p and K 2,q,p for q, p ∈ {1, ∞} In order to apply the Krein-Milman approach we need a full description of ext(B · 1 ) and ext(B · ∞ ), which is provided in the following results: Theorem 2.1 (Y.S. Choi, S.G. Kim, and H. Ki, [9] ). The extreme polynomials of B · 1 are of the form (a) P (x, y) = ±x 2 ± 2xy ± y 2 , or
(x 2 − y 2 ) + txy, where |t| ∈ (2, 4]. 
Theorem 2.3.
if q = p = ∞. Extremal polynomials are given in the following list:
Theorem 2.4.
if q = ∞ and p = 1, 1 if q = p = ∞. Extremal polynomials are given in the following list:
Theorem 2.5. For every q ∈ [1, ∞), let f q,1 : [2, 4] → R and f q,∞ :
Actually K 2,q,1 = 4 and K 2,q,∞ = 2 1 q for every q ≥ 2.
Remark 2.6. The functions f q,1 and f q,∞ are possible to optimize numerically. We present below some values obtained by computer. However, for some specific choices of q, we are able to give explicitly the point of attainment of the maximum. The above values, as one might imagine, are very hard (when possible!) to obtain. For instance, for q = 4/3 the maximum of f q,1 (t) is attained at, precisely,
Also, for q = 3/2 the maximum is attained at t ≈ 3.941955, whose exact value is given by 3. Equivalence constants k 2,q,p and K 2,q,p for p ∈ (1, ∞) Theorem 3.1 (B. Grecu [14] ). Let 1 < p < 2. A 2-homogeneous polynomial of unit norm P is a extreme point of the unit ball of P( 2 2 p ) if and only if (i) P (x, y) = ax 2 + cy 2 where ac ≥ 0 and |a|
α 2 +β 2 xy , with α, β ≥ 0 and α p + β p = 1.
α 2 −β 2 xy , with α, β ≥ 0 and α p + β p = 1.
From Propositions 2.1 and 2.3 in [14] we have the extreme polynomials of P( 2 2 p ) for p > 2. Theorem 3.2 (B. Grecu [14] ). Let p > 2. A 2-homogeneous polynomial of unit norm P is a extreme point of the unit ball of P ( 2 2 p ) if and only if (i) P (x, y) = ax 2 + cy 2 where ac ≥ 0 and |a|
α 2 +β 2 xy , with α, β ≥ 0 and α p + β p = 1. 
Remark 3.4. We have computationally checked that, for every q ≥ 1 and 1 < p < 2, if we define f q,p : [0, 1] → R as in the previous theorem, i.e.,
Application to the calculation of the polynomial Hardy-Littlewood constants
The Krein-Milman approach provides a method to calculate Hardy-Littlewood constants at least for the case of 2-homogeneus polynomials on R 2 . Let us take into consideration the following general lower bound for m ≥ 2 and 2m ≤ p < ∞ (see [3] ):
. .
In order to check why the last equality is true, see Figure 1 , where the difference Ψ(p) − Φ(p) has been sketched, where Φ and Ψ, are, respectively, the two functions in this last expression.
In general, it is not possible to optimize the function appearing in the previous theorem. However, we can obtain the following interesting result for p = 4. Moreover, surprisingly all the extreme polynomials given in theorem 3.2 are also extremal. More explicitly, for the polynomials
we obtain
Observe that in [7] the authors provide numerical lower bound for D R,2,4 (2), which is equal to 1.414213562373095. However, here we obtain that this lower bound is, precisely, √ 2.
Remark 4.3. For the case where 2 < p < 4 we provide below some numerical values for some choices of p in order to calculate C R,2,p (2). We also give the graphs of the corresponding functions in Figure 2 . In this section we provide a lower bound on D R,2m,4m (2) = C R,2m,4m (2) by considering powers of the extreme polynomials that appear in Theorem 3.2. Observe that if P is as in Theorem 3.2 (ii) with p = 4m, then
and hence
Using MATLAB in order to compute |P m | 2 for large values of m with P as in Theorem 3.2 (ii), we obtain the following estimates: Observe that the above values improve the estimates on D R,2m,4m (2) = C R,2m,4m (2) obtained in [7] by considering only powers of polynomials of degree 2. The authors in [7] use powers of polynomials of degree greater than 2 in order to obtain a better (bigger) lower estimate on D R,m,2m (2) = C R,m,2m (2) . Their strategy consists of considering powers of polynomials of degrees ranging from 2 to 10 enjoying the same symmetry as the extremal polynomials for the Bohnenblust-Hille constants D R,m (2) (m = 2, 3, . . . , 10) appearing in [15] . However, extremal polynomials for D R,m,2m (2) = C R,m,2m (2) may not have the same symmetries as the extremal polynomials for D R,m (2) . As a matter of fact, and just to give a numerical hint on the previous comment, if we define P (x, y) = ax 5 + bx 4 y + cx 3 y 2 + dx 2 y 3 + exy 4 + f y However, in [7] the authors obtain D R,5,10 (2) = C R,5,10 (2) ≥ 6.191704 using polynomials with the symmetry is extremal for D R,5 (2) (see [15, Section 3.3] ).
