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Abstract
We show that – up to precisely one – each exceptional module over a domestic canonical algebra of quiver type over a field k can
be represented by matrices whose entries are just 0 and 1. In the case char k = 2 we calculate the matrices of these representations
explicitly.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
This paper deals with the explicit determination of indecomposable modules over an important class of
finite dimensional algebras. In representation theory of groups there is a long tradition in computing irreducible
representations. In contrast to this, in representation theory of finite dimensional algebras there are only few cases
where the problem of an explicit description of the indecomposable modules is solved. Gabriel described in [2]
the indecomposable modules over the path algebra of a Dynkin quiver by explicit given matrices. Already in 1890
Kronecker [6] classified pairs of n × m-matrices under the natural action of the group GLn(k) × GLm(k), in other
words finite dimensional modules over the algebra which is called today the Kronecker algebra.
Nowadays it is modern to consider a module given by its dimension vector. In many cases one knows a lot about
the general shape of the Auslander–Reiten quiver and has other important information, but it is difficult to describe
the indecomposable modules explicitly, even in cases where one knows that there is, up to isomorphism, only one
indecomposable module of a given dimension vector.
In particular, already for the class of extended Dynkin quivers the problem is difficult and unsolved in general.
Nazarova [10] described the indecomposable modules for a special case, the 4-subspace problem, i.e. representations
of the quiver D˜4 with subspace orientation. Surprisingly there are no explicit formulae for the matrices of the
preprojective and preinjective representations for arbitrary extended Dynkin quivers.
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On the other hand, Ringel has shown in [13] that for every finite dimensional path algebra A for each quiver
(without relations) it is principally possible to describe the exceptional modules by matrices containing only 0 and 1
as entries. Recall that an A-module M is called exceptional if End(M) is a skew-field and Exti (M, M) = 0 for all
i ≥ 1. A similar result for all indecomposable modules was proved by Dra¨xler in [1] for representation-finite algebras.
But explicit lists of all exceptional modules in these cases are also not available.
In the present paper we study indecomposable modules for domestic canonical algebras of quiver type over a field
k. This class of finite dimensional algebras was introduced by Ringel [11] and is related to the extended Dynkin
quivers by tilting theory. Although the definition of canonical algebras is a little bit more complicated (they are path
algebras of quivers with relations) the indecomposable modules are much easier to handle.
Let Λ be a domestic canonical algebra of quiver type. It follows already from [7, Cor. 5.3] that in case char k = 0
each exceptional module can be exhibited using matrices with integer coefficients, or in the case char k = p > 0
with coefficients in Fp. In this paper we show a much stronger result and give a general blueprint how to compute
the matrices of the indecomposable modules, provided the characteristic of k is different from 2 and k is algebraically
closed. The first assumption is needed only for the indecomposable modules of rank ± 6 for canonical algebras of
type (5, 3, 2) and the second assumption is used only for the regular modules.
Roughly speaking, these matrices for the preprojective and preinjective modules are obtained by “prolonging”
the matrices of the corresponding Dynkin quiver (with subspace orientation) in a suitable way. Moreover, using a
principle of “adding identities” we have to consider only very few cases. Altogether we obtain a nice principle for
the computation of the matrices of all indecomposable modules in this situation. Concerning the coefficients of these
matrices we prove in particular the following result.
Theorem 1. Let k be a field and Λ a domestic canonical k-algebra of quiver type.
(1) Each preprojective and each preinjective indecomposable module can be exhibited by matrices involving as entries
just 0 and 1.
(2) Each indecomposable module lying in an exceptional tube can be exhibited by matrices involving as entries
just 0, 1 and −1.
Using tilting theory and the explicit description of the indecomposable modules in the present paper it is possible
to compute all indecomposable representations for the extended Dynkin quivers (under the assumption that the
characteristic of k is different from 2 and k is algebraically closed). We will investigate this problem in a forthcoming
paper.
A domestic canonical algebra of quiver type Λ is isomorphic to the path algebra of the quiver
i1
α2 · · · αp−1 i p−1
αp
0
α1
γ1
β1 j1 β2 · · ·
βq−1 jq−1 βq ∞
k1
γ2 · · · γs−1 ks−1
γs
(1.1)
modulo the relation γs . . . γ1 = αp . . . α1 + βq . . . β1, where p, q, s is the length of the upper (middle, lower,
respectively) arm, and where moreover the triples (p, q, s) are given by (p, q, 1) (where p, q ≥ 1), (p, 2, 2) (where
p ≥ 2), (3, 3, 2), (4, 3, 2) and (5, 3, 2) [11]. (Of course, for type (p, q, 1) the third arm and the relation are redundant.
Nevertheless, we will use this rather uniform description for all types.) Note, that over a non-algebraically closed field
there is a more general definition of canonical algebras [12].
A finite dimensional Λ-module M consists of finite dimensional vector spaces M(i) for each point i of the quiver,
and a linear map f (α) for each arrow α = αi , β j and γk , satisfying the relation
f (γs) ◦ · · · ◦ f (γ1) = f (αp) ◦ · · · ◦ f (α1) + f (βq) ◦ · · · ◦ f (β1). (1.2)
The number rk(M) = dim M(∞) − dim M(0) is called the rank of M . Then an indecomposable module of
positive rank (negative rank, rank zero, respectively) is preprojective (preinjective, regular, respectively) in the sense
D. Kussin, H. Meltzer / Journal of Pure and Applied Algebra 211 (2007) 471–483 473
of [11]. It is known that for each indecomposable module M over a domestic canonical algebra |rk(M)| ≤ 6. The
global structure of the module category is also well known [11]: There is precisely one preprojective component,
precisely one preinjective component. All indecomposable preprojective and preinjective modules are exceptional.
Note that by [7] the endomorphism ring of each exceptional module is k. The indecomposable regular modules form
tubes, almost all of them homogeneous. If k is algebraically closed, then the family of tubes is parametrized by the
projective line over k.
A typical example of an indecomposable preprojective module Mn with dimension vector⎡
⎣ n + 1 n + 2 n + 3 n + 4n n + 1 n + 3 n + 5
n + 2
⎤
⎦
for Λ of type (5, 3, 2) is given by
where the matrices Xn+i+1,n+i (Yn+i+1,n+i , Yn+i+2,n+i , respectively) are obtained by adding to the (n + i)× (n + i)-
identity matrix as last row (as first row, as first and second row, respectively) n + i zeros. The matrix Zn+5,n+2 is
obtained by enlarging the matrix
Z52 =
⎡
⎢⎢⎢⎣
0 1
1 1
0 1
1 0
0 1
⎤
⎥⎥⎥⎦
by two diagonals of length n consisting of the entry 1:
Zn+5,n+2 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
Z52
. . .
1 1
0
. . .
1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Note that for n = 0 the module M0 is an indecomposable representation of the Dynkin quiver E8 with subspace
orientation. All the preprojective modules we construct are of the same type, we start with an indecomposable
representation of a Dynkin quiver and “enlarge” it to an indecomposable representation of the corresponding
domestic canonical algebra. The preinjective Λ-modules can be obtained by transposing the matrices of the
preprojective modules with the dual dimension vectors. The indecomposable regular Λ-modules are described
in Section 4.
We will usually denote matrices by capital letters and their entries by the corresponding double-indexed small
letter. For example A = (ai j ). We also write ai j = A[i, j ].
For a quiver Q we denote by Q0 its set of vertices and by Q1 its set of arrows.
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2. The preprojective modules
2.1. Let n and i be natural numbers. Let In be the n × n-identity matrix. Define
Xn+i,n =
⎡
⎢⎢⎢⎣
In
0 · · · 0
...
...
0 · · · 0
⎤
⎥⎥⎥⎦ , Yn+i,n =
⎡
⎢⎢⎢⎣
0 · · · 0
...
...
0 · · · 0
In
⎤
⎥⎥⎥⎦ ∈ Mn+i,n(k),
both having i zero rows of length n. We sometimes denote these matrices by I∗, X∗∗ and Y∗∗, respectively, if their
format is clear from the context. If Z is some matrix, then we call nth enlargement of Z the matrix⎡
⎢⎢⎢⎢⎢⎢⎣
1
Z
. . .
1 1
0
. . .
1
⎤
⎥⎥⎥⎥⎥⎥⎦
with entries 1 on two diagonals each of length n.
2.2 (Adding identities). Let M be a module over a canonical algebra Λ = k Q/I of type (p, q, s) (with the notations
above). We construct a module M over a canonical algebraΛ of type (p + 1, q, s) by one of the following operations:
(i) Replace in Q the arrow 0 α1→ i1 by 0 δ→ i∗ α1→ i1.
(ii) Replace in Q the subpath i j−1
α j→ i j α j+1→ i j+1 by i j−1 α j→ i j δ→ i∗ α j+1→ i j+1.
(iii) Replace in Q the arrow i p−1
αp→ ∞ by i p−1 αp→ i∗ δ→ ∞.
In this way we get a new quiver Q and an ideal of relations I where αp . . . α1 is replaced by the composition of all
arrows in the first arm in Q. Obviously Λ = k Q/I is again a canonical algebra. Define a Λ-module M by
M(i∗) =
⎧⎨
⎩
M(0) in case (i),
M(i j ) in case (ii),
M(∞) in case (iii),
M(δ) = idM(i∗) and M coincides with M elsewhere. We say that M is obtained from M by adding an identity.
A similar construction can be done in the second and in the third arm, and also in the case the length of an arm is
1, where we have two possibilities. Moreover, this procedure can be iterated.
2.3. Let Λ = k Q/I be a canonical algebra. In the following considerations we use the fact that for a preprojective
Λ-module M and each arrow α ∈ Q1 the linear map M(α) is a monomorphism [4, Lemma 4.2].
We call an indecomposable preprojectiveΛ-module M reduced if there are no two different points i and j lying in
the same arm with dimk M(i) = dimk M( j).
Proposition 2.4. Each indecomposable preprojective module over a domestic canonical algebra Λ which is not
reduced can be obtained from a reduced indecomposable preprojective module over a domestic canonical algebra
of smaller type by successively adding identities.
Proof. Let M be a non-reduced indecomposable preprojective module of the domestic canonical algebra Λ = k Q/I .
Then there is an arrow i δ→ j such that dimk M(i) = dimk M( j). By 2.3 we infer that M(δ) is an isomorphism. We
construct from M a module M ′ over a domestic canonical algebra Λ′ of smaller type as follows:
If δ is an arrow then there is another arrow which is a predecessor or successor in an arm of Q. By replacing a
subpath of Q of the form i ′ ε→ i δ→ j (resp. i δ→ j ε→ j ′) by i ′ ϕ→ j (resp. i ϕ→ j ′) we get a new quiver Q′. Replacing
δε (resp. εδ) by ϕ in the corresponding relation we get an ideal I ′ of relations in k Q′. This yields a canonical algebra
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Λ′ = k Q′/I ′ of smaller type which is consequently also domestic. Moreover, we define M ′(ϕ) = M(δ) ◦ M(ε)
(resp. M ′(ϕ) = M(ε) ◦ M(δ)), and leave M unchanged elsewhere.
By this modification we obtain a Λ′-module M ′. Since M(δ) is an isomorphism it follows immediately from the
definition of morphisms of representations that EndΛ′(M ′)  EndΛ(M). Consequently M ′ is indecomposable as
Λ′-module. From rk(M ′) = rk(M) we infer that M ′ is preprojective.
Repeating this procedure (if necessary) we obtained a reduced indecomposable preprojective module M ′′ over a
domestic canonical algebra Λ′′. Now, by adding an identity for each removed arrow we obtain an indecomposable
preprojective Λ-module N . By construction we have N  M . 
2.5. Denote by 〈−,−〉 the Euler form on the Grothendieck group K0(Λ) of Λ which is given by
〈dim (X), dim (Y )〉 = dimk HomΛ(X, Y ) − dimk Ext1Λ(X, Y ) + dimk Ext2Λ(X, Y )
for all Λ-modules X and Y . (Note that Λ has global dimension at most 2.) Note that K0(Λ)  Z|Q0|, the simple
modules correspond to the elements of the standard basis of Z|Q0|.
Recall that an element x ∈ K0(Λ) is called a root if 〈x, x〉 = 1. A root x = (xi)i∈Q0 is called positive if all entries
xi ≥ 0, that is, x is the dimension vector of a module. The rank of modules induces a linear form on K0(Λ).
We denote by 1 the vector x = (xi ) with xi = 1 for all i ∈ Q0. This defines an element of the radical (compare
[8]).
We remark that exceptional Λ-modules are up to isomorphism uniquely determined by their dimension vectors
(which follows from [5, Lemma 4.2] or [9, Prop. 4.4.1]).
We have the following.
Proposition 2.6. Let Λ be a domestic canonical algebra. The function dim induces a bijection between the
isomorphism classes of indecomposable preprojective Λ-modules and positive roots of positive rank.
This fact follows from general results proved in [11]. The alternative proof of Proposition 2.6 we propose will
follow from a result proved by T. Hu¨bner in his diploma thesis, for which we now give a more conceptual argument.
Denote by X the weighted projective line [4] associated with Λ. The main result of [4] is that the hereditary category
coh(X) of coherent sheaves overX contains a tilting bundle T such that EndX(T )  Λ, and hence coh(X) and mod(Λ)
are derived equivalent. We identify K0(X) = K0(Λ). For more details we refer to [4].
Proposition 2.7. Let X be a weighted projective line of domestic type. Forming the class E → [E] induces a bijection
between the isomorphism classes of indecomposable vector bundles over X and the roots of positive rank in K0(X).
Proof. Since X is of domestic type there is a derived equivalence between coh(X) and mod(H ), where H = kΔ is
the path algebra of an extended Dynkin quiverΔ [4, 5.4.1]. Any positive root in K0(H ) is a real root by [3, Thm. 6.5]
and hence it follows from Kac’s theorem (see [3, Thm. 7.4]) that each positive root in K0(H ) is the dimension vector
of a unique exceptional H -module. Thus there is a bijection between isomorphism classes of exceptional H -modules
and roots of K0(H ) = K0(X) modulo sign, and the result follows easily. 
Proof of Proposition 2.6. By 2.5 it is sufficient to show that dim induces a surjective map. Decompose T =
T1 ⊕ · · · ⊕ Tn into a direct sum of (pairwise non-isomorphic) indecomposables Ti . Let v be a positive root of
positive rank. By Proposition 2.7 there is an indecomposable vector bundle E such that v = [E]. Positivity of v
means 〈Ti , v〉 ≥ 0 and hence 〈Ti , E〉 ≥ 0 for i = 1, . . . , n. Now it is not possible that both HomX(Ti , E) = 0 and
Ext1
X
(Ti , E) = 0 hold, since (in the domestic case) by semistability [4] the first property would imply μ(Ti ) ≤ μ(E),
and the second property invoking Serre duality would give μ(E) ≤ μ(τTi) < μ(Ti ), a contradiction. We conclude
Ext1
X
(Ti , E) = 0 for i = 1, . . . , n, and thus E is a Λ-module, necessarily indecomposable preprojective. 
Corollary 2.8. If M is an indecomposable preprojective Λ-module and d = dim M then for each l = 1, . . . , d0
there is an indecomposable preprojective Λ-module, unique up to isomorphism, with dimension vector d′ such that
d ′i = di − l for each i ∈ Q0, that is, d′ = d − l · 1. 
Proof. We apply Proposition 2.6. Since q is positive semidefinite, d is a root and q(1) = 0 it follows easily that
d′ = d − l · 1 is also a root. 
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Table 1
List of dimension vectors of the M0 of rank ≤ 5
d′ Z d′ Z
0 1 –
1
0 1 2
1
[
1
1
]
1 2
0 1 2 3
1
⎡
⎣11
1
⎤
⎦ 1 20 1 2 3
2
⎡
⎣1 01 1
0 1
⎤
⎦
1 2 3
0 2 3 4
2
⎡
⎢⎢⎣
1 1
1 0
1 0
0 1
⎤
⎥⎥⎦
1 2 3
0 1 3 4
2
⎡
⎢⎢⎣
1 0
1 0
1 1
0 1
⎤
⎥⎥⎦
1 2 3
0 1 2 4
2
⎡
⎢⎢⎣
0 1
1 0
1 1
0 1
⎤
⎥⎥⎦
1 2 3 4
0 1 3 5
2
⎡
⎢⎢⎢⎢⎣
0 1
1 1
0 1
1 0
0 1
⎤
⎥⎥⎥⎥⎦
1 2 3 4
0 2 3 5
2
⎡
⎢⎢⎢⎢⎣
1 0
1 1
1 0
1 0
0 1
⎤
⎥⎥⎥⎥⎦
1 2 3 4
0 1 3 5
3
⎡
⎢⎢⎢⎢⎣
1 1 0
1 0 1
1 1 0
0 1 0
0 0 1
⎤
⎥⎥⎥⎥⎦
1 2 3 4
0 2 4 5
3
⎡
⎢⎢⎢⎢⎣
1 1 1
0 1 0
1 0 0
0 1 0
0 0 1
⎤
⎥⎥⎥⎥⎦
1 2 3 4
0 2 3 5
3
⎡
⎢⎢⎢⎢⎣
0 0 1
0 1 0
1 0 0
0 0 1
1 1 1
⎤
⎥⎥⎥⎥⎦
1 2 3 4
0 2 4 5
2
⎡
⎢⎢⎢⎢⎣
0 1
0 1
1 0
0 1
1 1
⎤
⎥⎥⎥⎥⎦
2.9. It follows from the corollary and 2.3 that the indecomposable preprojectiveΛ-modules form series (Mn)n∈N such
that M0(0) = 0 and dim (Mn) = dim (M0)+ n · 1. Obviously, if M0 is reduced then all Mn are also reduced. For each
such series the module M0 can be considered as indecomposable representation of the Dynkin quiver obtained from
Q by deleting the vertex 0, and we can apply Gabriel’s classification [2].
The dimension vectors d′ of the reduced indecomposable preprojective modules M0 which are of rank ≤5 are listed
in Table 1. The matrix Z in the table is taken for defining M0(γ2). The modules Mn arise from M0 by enlarging the
matrix Z as described in 2.1 and taking matrices X∗∗ and Y∗∗ of appropriate size for the other arrows.
In the case of rank 6 the dimension vectors d′ of the possible M0 are the following⎡
⎣ 1 2 3 40 2 4 6
3
⎤
⎦ ,
⎡
⎣ 1 2 3 50 2 4 6
3
⎤
⎦ ,
⎡
⎣ 1 2 4 50 2 4 6
3
⎤
⎦ ,
⎡
⎣ 1 3 4 50 2 4 6
3
⎤
⎦ ,
⎡
⎣ 2 3 4 50 2 4 6
3
⎤
⎦ .
Our main result is the following:
Theorem 2. Let Λ be a domestic canonical algebra of quiver type. Let M be a reduced indecomposable preprojective
Λ-module of rank r and dimension vector d with dimk M(0) = n.
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1. If r = 1, which only occurs for the Kronecker quiver, then M can be exhibited by the matrices Xn+1,n and Yn+1,n.
2. If 2 ≤ r ≤ 5 then M can be exhibited by matrices M(αi ) = X∗∗ (i = 1, . . . , p), M(β j ) = Y∗∗ ( j = 1, . . . , q),
M(γ1) = Y∗∗, and M(γ2) is the nth enlargement of the matrix Z listed in Table 1 for d′ = d − n · 1.
3. If r = 6 and char k = 2 then M can be exhibited by matrices M(αi ) = X∗∗ (i = 1, . . . , p), M(β j ) = Y∗∗
( j = 1, . . . , q), M(γ1) = Y∗∗, and M(γ2) is the nth enlargement of the matrix
Z =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0
1 1 0
0 1 1
1 0 1
0 1 0
0 0 1
⎤
⎥⎥⎥⎥⎥⎦ .
2.10. Together with Proposition 2.4 and Corollary 2.8 the preceding theorem gives a description of all indecomposable
preprojective modules of rank ≤ 5 (and of all indecomposable preprojective modules under the assumption char k = 2)
for all domestic canonical algebras of quiver type.
If char k = 2 then some of the modules of rank 6 constructed above with the matrix Z from Theorem 2 are
decomposable (see Remark 3.3). However it is also true in characteristic 2 that each indecomposable preprojective
module of rank 6 can be exhibited by 0–1-matrices, which is shown in [7, Corollary 5.3].
We stress the fact that all indecomposable preprojective modules of rank ≤5 over a domestic canonical algebra are
constructed by enlarging Gabriel’s representations of Dynkin quivers [2] and adding identities. However, in the case
of rank 6 enlarging in the same way Gabriel’s or Ringel’s representations [13, Ch. 7] of the Dynkin quiver E8 we
get in general decomposable modules for the domestic canonical algebra. For example, the first enlargement of the
indecomposable representation Q1 from [2, Satz 4.4] is decomposable.
3. Proofs for the preprojective cases
In this section we give a proof of Theorem 2. It is sufficient to show that the representations defined by Theorem 2
have endomorphism ring k. The proof will be done by induction on n = dim M0. As illustration, for two of the rather
difficult cases (one of rank 5 and one of rank 6) we give a detailed proof. The other cases are very similar or even
easier (for smaller rank).
Assume first that r ≤ 5. It is obvious that each module M with dimension vector d defined by the theorems gives
rise to a module M ′ with dimension vector d − 1 by dropping the last columns and rows in the matrices. Note that
dropping the last column and row in matrices of the form X∗∗ and Y∗∗ gives again matrices of the form X∗∗ and Y∗∗,
respectively. The same is true for an enlargement of a matrix Z .
For n = 0, we deal with representations of the corresponding Dynkin quiver. It should be noted that the induction
step is independent of the special form of the matrix Z .
3.1. For
where Zn+5,n+2 is the nth enlargement of
Z52 =
⎡
⎢⎢⎢⎣
0 1
1 1
0 1
1 0
0 1
⎤
⎥⎥⎥⎦ ,
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we have End(Mn) = k.
Proof. Let⎛
⎝ B C D EA F G S
H
⎞
⎠
be an endomorphism of Mn , where A ∈ Mn(k), . . . , S ∈ Mn+5(k). Dropping the indices we write X = X∗∗, Y = Y∗∗
and Z = Z∗∗. Thus we have the following commutativity relations:
B X = X A, C X = X B, DX = XC, E X = X D, SX = X E,
FY = Y A, GY = Y F, SY = Y G,
H Y = Y A, SZ = Z H.
It follows, that A, B, C, D, E, F and G are nested submatrices of S. Furthermore, the shape of S is shown in Fig. 1
where the gray shaded regions indicate zero lines. These follow by the relations for the first and the second arm. Note
that for n ≥ 1 the matrix A occurs twice, as left upper corner and as right lower corner. Therefore further entries are
zero.
Fig. 1. The shape of S.
For n = 0, it follows that
S =
⎡
⎢⎢⎢⎣
s11 s12 0 0 0
0 s22 0 0 0
0 0 s33 s34 0
0 0 0 s44 0
0 0 0 0 s55
⎤
⎥⎥⎥⎦ .
Exploiting the relation SZ = Z H , it follows immediately, that s11 = s22 = s33 = s44 = s55 and s12 = 0 = s34. Thus,
End(M0) = k.
Now let n ≥ 1 and assume that End(Mn−1) = k. In the following, for a matrix U denote by U ′ the submatrix of
U arising by deleting the last column and the last row from U . In order to apply the induction hypothesis we have to
show the relations
B ′X ′ = X ′ A′, C ′X ′ = X ′ B ′, D′X ′ = X ′C ′, E ′X ′ = X ′ D′, S′X ′ = X ′ E ′, (3.1)
F ′Y ′ = Y ′ A′, G′Y ′ = Y ′F ′, S′Y ′ = Y ′G′, (3.2)
H ′Y ′ = Y ′ A′, S′ Z ′ = Z ′H ′. (3.3)
This is true for the relations for the first arm, for example
SX = S′ · X ′0 =
S′X ′
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By Fig. 1 we have
en+4,1 = · · · = en+4,n+3 = 0,
and because of SX = X E , this equals
X E = X ′ 1
0
· E ′
0 · · · 0
= X ′ E ′
All other relations for the first arm follow by similar arguments. The relations for the second arm and H ′Y ′ = Y ′ A′
follow easily, since Y is of the form
Y ′ 0
0 1
We show S′Z ′ = Z ′ H ′. We have
SZ = S′ · Z ′0 =
S′Z ′
and for
Z H = Z ′ ∗0 1 ·
H ′
∗ =
Z ′H ′
one has to show that
hn+2,1 = · · · = hn+2,n+1 = 0.
In fact, for j = 1, . . . , n + 1 we have
hn+2, j = (Z · H )[n + 5, j ] = (S · Z)[n + 5, j ] =
n+5∑
k=1
sn+5,k zkj = 0,
since sn+5,k = 0 for k ≤ n + 4 and zn+5, j = 0. It follows, that all relations (3.1)–(3.3) are satisfied. By the induction
hypothesis, all the matrices A′, . . . , S′ are of the form α I∗, for the same α ∈ k. Then the same follows for the matrices
A, . . . , S. 
Assume now that r = 6. By 2.10 the usual induction step n → n + 1 does not work. Also, the steps n → n + l
with l ≤ 5 do not work. The reason is that in the first arm there is an arrow with dimension difference 2. Thus we use
induction n → n + 6. This can be done for all types of dimensions vectors in the same manner. We illustrate this only
in one case.
3.2. Assume that the characteristic of k is different from 2. For
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where Zn+6,n+3 is the nth enlargement of
Z63 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0
1 1 0
0 1 1
1 0 1
0 1 0
0 0 1
⎤
⎥⎥⎥⎥⎥⎦ ,
we have End(Mn) = k.
Proof. Let⎛
⎝ B C D EA F G S
H
⎞
⎠
be an endomorphism of Mn , where A ∈ Mn(k), . . . , S ∈ Mn+6(k). As in the preceding proof, by the commutativity
relations, A, B, C, D, E, F and G are nested submatrices of S. The shape of S is shown in Fig. 2. As above, the gray
shaded regions indicate zero lines. Here, the occurrence of ∗ = sn+6,n+5 makes the unusual induction step n → n + 6
necessary.
Fig. 2. The shape of S.
For n = 0 it follows that
S =
⎡
⎢⎢⎢⎢⎢⎣
s11 s12 0 0 0 0
0 s22 0 0 0 0
0 0 s33 s34 0 0
0 0 0 s44 0 0
0 0 0 0 s55 s56
0 0 0 0 s65 s66
⎤
⎥⎥⎥⎥⎥⎦ .
The relation SZ = Z H shows s34 = 0 = s56, and moreover s22 = s33 = s44 = s66, s65 = s55 − s22 = −s12
and s65 = s33 − s55. Then 2s65 = 0. Since the characteristic is different from 2, we get the result. For the cases
n = 1, . . . , 5 the calculations are similar. We now make the induction step n → n + 6.
Let n ≥ 6 and assume that End(Mn−6) = k. In the following, for a matrix U denote by U ′ the submatrix of U
arising by deleting the last column and the last 6 columns and rows from U . Again we have to verify the relations
(3.1)–(3.3).
For example, we have
SX = S′ · X ′0 =
S′ · X ′
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and since by Fig. 2 all
en−1,1 = · · · = en−1,n−2 = 0 = en,1 = · · · = en,n−2,
also
X E =
X ′ 1
0 1
. . .
1
0
0
·
E ′
0 · · · 0
0 · · · 0
= X ′ · E ′
Then SX = X E implies S′ X ′ = X ′E ′.
All other relations for the first arm follow by similar arguments. The relations for the second arm and H ′Y ′ = Y ′ A′
follow easily, since Y is of the form
Y ′ 0
0 I6
In order to show S′Z ′ = Z ′H ′ we have to show
hi j = 0 for i = n − 2, . . . , n + 3, and j = 1, . . . , n − 3.
We have
hi j = (Z · H )[i + 3, j ] = (S · Z)[i + 3, j ] =
n+6∑
k=1
si+3,k · zkj .
But zkj = 0 for k = n + 1, . . . , n + 6 and sik = 0 for i = n + 1, . . . , n + 6 and k = 1, . . . , n. Now the result follows
as in the preceding proof. 
Remark 3.3. We should note that 3.2 does not remain true in characteristic 2. In this case, even M0 becomes
decomposable.
4. The regular indecomposable modules
In order to complete our classification we describe in this section the regular indecomposable modules over
domestic canonical algebras, provided k is algebraically closed. We study the more general case of a canonical algebra
Λ of type (p, q, s) with arbitrary p, q, s. We assume here that s > 1, for regular modules for path algebras of type A˜n
we refer to [3, Chapter 11]. It is known from [11] that the Auslander–Reiten quiver of the regular Λ-modules consists
of a family of orthogonal regular tubes with 3 exceptional tubes of rank p, q, s respectively while the other tubes are
homogeneous. Moreover, each tube can be treated as an abelian length category.
Let
Wn,n+1 =
⎡
⎢⎣
0
... In
0
⎤
⎥⎦ ∈ Mn,n+1(k), and Jn(λ) =
⎛
⎜⎜⎜⎜⎝
λ 1
λ 1
. . .
. . .
λ 1
λ
⎞
⎟⎟⎟⎟⎠ ∈ Mn(k)
be the Jordan block matrix with eigenvalue λ. Recall also the definition of the matrix Xn+1,n in 2.1 and of the quiver
Q in (1.1).
4.1. We describe the indecomposable modules from the tube T of rank p > 1 corresponding to the first arm of the
canonical algebra Λ = k Q/I . For this we define for 1 ≤ a ≤ p and 
 ∈ N modules S[
]a . We write 
 = np + t with
0 ≤ t < p. There are the following cases.
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1. The case 1 ≤ a < p.
(a) If 0 < t ≤ p − a the module S[
]a is given by S[
]a (x) = kn+1 for x = ia, ia+1, . . . , ia+t−1, and S[
]a (x) = kn
for the remaining vertices, S[
]a (αa) = Xn+1,n , S[
]a (αa+t ) = Wn,n+1, S[
]a (γ1) = Jn(1), all the linear maps for
the remaining arrows are the identities;
(b) if p − a < t < p then denote t = p − a + s. In this case the module S[
]a is given by S[
]a (x) = kn for
x = is, is+1, . . . , ia−1, and S[
]a (x) = kn+1 for the remaining vertices, S[
]a (αa) = Xn+1,n , S[
]a (αs) = Wn,n+1,
S[
]a (γ1) = Jn+1(1), all the linear maps for the remaining arrows are the identities;
(c) if t = 0, that is 
 = np, we define S[
]a by S[
]a (x) = kn for all x ∈ Q1, S[
]a (αa) = Jn(0), S[
]a (γ1) = Jn(1), all
the linear maps for the remaining arrows are the identities.
2. The case a = p.
(a) If 
 = np + t with 0 < t < p the module S[
]p by S[
]p (x) = kn for x = it , it+1, . . . , i p−1, and S[
]p (x) = kn+1
for the remaining vertices, S[
]p (αp) = Xn+1,n , S[
]p (αt ) = Wn,n+1, S[
]p (γ1) = Jn+1(1), all the linear maps for
the remaining arrows are the identities;
(b) if 
 = np the modules S[
]p are given by S[
]p (x) = kn for all x ∈ Q1, S[
]p (αp) = Jn(0), S[
]p (γ1) = Jn(1), all
the linear maps for the remaining arrows are the identities.
Since Wn,n+1 Xn+1,n = Jn(0), Xn+1,n Wn,n+1 = Jn+1(0) and Jn(0) + In = Jn(1), in all the cases S(
)a defines a
module, that is, the relation (1.2) is satisfied.
Proposition 4.2. Let T be the tube of rank p corresponding to the first arm of Q. The S[
]a (with 1 ≤ a ≤ p and

 ∈ N) are indecomposable, pairwise non-isomorphic modules in T of τ -order p. Moreover, S[
]a is of length 
 in T
and has top S[1]a . In particular, the S[1]a are the simple objects in T .
Proof. By similar methods as in Section 3 one shows that the endomorphism ring of each S[
]a is a local ring. We give
the argument for the case (1)(a), the other cases are treated similarly. In this case an endomorphism of S[
]a is given
by two matrices A ∈ Mn(k) and S ∈ Mn+1(k) satisfying the following equations Xn+1,n A = SXn+1,n, Wn,n+1 S =
AWn,n+1 and Jn(1)A = AJn(1). The first equation implies that A is a left upper corner of S, whereas the second
equation yields that A is a right lower corner of S. In particular we infer that A is uniquely determined by S.
Using Xn+1,n Wn,n+1 = Jn+1(0) we see that S Jn+1(0) = Jn+1(0)S, and hence precisely the matrices S of the form
S = ∑ni=0 λi Jn+1(0)i (with λ0, . . . , λn ∈ k) occur, which form the local endomorphism ring of the Jordan block
matrix Jn+1(0) considered as a representation of the one-loop quiver.
Comparing dimension vectors one sees that S[
]a and S[m]b for (a, 
) = (b, m) are non-isomorphic; for 
 = m a
multiple of p (but a = b) the non-isomorphy follows from the different positions of the non-isomorphism Jn(0).
Obviously, for 1 ≤ a ≤ p − 1 the S[1]a are the simple Λ-modules corresponding to the first arm, hence lying in T .
It follows that S[1]p is also a simple object in T , since the sum of the dimension vectors of all S[1]a (1 ≤ a ≤ p) is the
radical vector 1.
For each 
 ≥ 1 and each a with 1 ≤ a ≤ p there is an epimorphism S[
+1]a −→ S[
]a (in particular, both
indecomposables belong to the same tube). (This is easily verified by a case by case inspection involving the linear
map kn+1 −→ kn defined by Wn,n+1.) Its kernel has the same dimension vector as a suitable simple object S[1]b , and
hence is isomorphic to it. By induction, we assume that S[
]a is of length 
 with top S[1]a . We conclude that S[
+1]a is an
object of length 
 + 1 with the same top. This proves the proposition. 
We remark that an indecomposable module from a tube T of rank p is exceptional if and only if it is an object in
T of length smaller then p. The modules of the tubes of rank q and s corresponding to the second and the third arm,
respectively, of Q can be described in a similar way. Observe, however, that for modules of the rank s tube T ′ the
coefficient −1 for the matrices is indispensable because the matrices have to satisfy the relations (1.2). In particular,
let M be the simple object from T ′ with M(0) = M(∞) = k and M(k1) = · · · = M(ks−1) = 0. Then one of the
linear maps M(αa) or M(βb) must be given by a negative number.
4.3. Finally we describe the regular Λ-modules belonging to all the homogeneous tubes, provided k is algebraically
closed. For λ ∈ k, λ ∈ {0, 1} and 
 ∈ N we define a module S[
]λ by S[
]λ (x) = k
 for all vertices x ∈ Q0,
S[
]λ (α1) = J
(λ), S[
]λ (γ1) = J
(λ + 1), and the identity maps for the remaining arrows.
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Proposition 4.4. Let λ ∈ k, λ = 0, 1. The modules S[
]λ (where and 
 ∈ N) are indecomposable objects of length 
 in
a homogeneous tube Tλ.
Proof. The statement follows straightforward by similar arguments as in the proof of Proposition 4.2. 
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