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ON THE QUANTIZATION FOR SELF-AFFINE MEASURES ON
BEDFORD-MCMULLEN CARPETS
MARC KESSEBO¨HMER AND SANGUO ZHU
Abstract. For a self-affine measure on a Bedford-McMullen carpet we prove
that its quantization dimension exists and determine its exact value. Further,
we give various sufficient conditions for the corresponding upper and lower
quantization coefficient to be both positive and finite. Finally, we compare
the quantization dimension with corresponding quantities derived from the
multifractal temperature function and show that – different from conformal
systems – they in general do not coincide.
1. Introduction and statement of results
The quantization problem for probability measures has its origin in information
theory and engineering technology (cf. [2, 9, 20]). Mathematically, the problem
of determining the asymptotic error in the approximation of a given probability
measure by discrete probability measures with finite support in terms of Lr-metrics
is addressed. We refer to [5] for rigorous mathematical foundations of quantization
theory, Further related results can be found in [6, 7, 8, 16, 14, 19].
Let ‖·‖ be a norm on Rq and d the metric induced by this norm. For each k ∈ N,
we write Dk := {α ⊂ Rq : 1 ≤ card(α) ≤ k}. Let ν be a Borel probability measure
on Rq. The kth quantization error for ν of order r is defined [5] by
ek,r(ν) :=
{
infα∈Dk
( ∫
d(x, α)rdν(x)
)1/r
, r > 0,
infα∈Dk exp
∫
log d(x, α)dν(x), r = 0.
(1.1)
A set α ⊂ Rq is called an k-optimal set (of order r) for ν if 1 ≤ card(α) ≤ k and
the infimum in (1.1) is attained at α. The collection of all the k-optimal sets of
order r is denoted by Ck,r(ν). According to [7], under some natural conditions,
ek,r(ν) tends to ek,0(ν) as r tends to zero. We also call ek,0(ν) the kth geometric
mean error for ν. So the kth geometric mean error is a limiting case of the Lr-
quantization error ek,r(ν) when r → 0. To characterize the speed at which the
quantization error ek,r(ν) tends to zero as k increases to infinity, we consider the
upper and lower quantization dimension for ν of order r ∈ [0,∞) [5, 7]:
Dr(ν) := lim sup
k→∞
log k
− log ek,r(ν) , Dr(ν) := lim infk→∞
log k
− log ek,r(ν) .(1.2)
If Dr(ν) = Dr(ν), the common value is called the quantization dimension for ν of
order r and denoted by Dr(ν). Compared with the upper and lower quantization
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dimension, the s-dimensional upper and lower quantization coefficient
Qs
r
(ν) := lim inf
k→∞
k1/sek,r(ν), Q
s
r(ν) := lim sup
k→∞
k1/sek,r(ν), s ∈ (0,∞)
provide us with some more accurate information on the asymptotic properties of
the quantization error, given that they are both positive and finite.
Now, to introduce self-affine measures on Bedford-McMullen carpets, fix two
integers m,n with m ≤ n and fix a set G ⊂ {0, 1, . . . , n − 1} × {0, 1, . . . ,m − 1}
with N := card (G) ≥ 2. We define a family of affine mappings on R2 by
(1.3) fij : (x, y) 7→
(
n−1x+ n−1i,m−1y +m−1j
)
, (i, j) ∈ G.
By a result of Hutchinson [11] there exists a unique non-empty compact set E
satisfying E =
⋃N
(i,j)∈G fij(E), which is a special case of a self-affine set called
the Bedford-McMullen carpet determined by (fij)(i,j)∈G. Furthermore, for a fixed
probability vector (pij)(i,j)∈G with pij > 0, for all (i, j) ∈ G, there exists a unique
Borel probability measure µ supported on E satisfying
(1.4) µ =
∑
(i,j)∈G
pijµ ◦ f−1ij ,
which we call the self-affine measure associated with (pij)(i,j)∈G and (fij)(i,j)∈G.
Sets and measures of this form have been intensively studied in the past decades,
see e.g. [1, 17, 15, 18, 13, 4, 10] for many interesting results. Throughout the paper,
µ will denote such a self-affine measure on a Bedford-McMullen carpet and we are
going to focus on the quantization problem associated to such measures. Let us set
θ := logm/ logn and write
Gx = {i : (i, j) ∈ G for some j} ,
Gy = {j : (i, j) ∈ G for some i} ,
Gx,j = {i : (i, j) ∈ G} , qj :=
∑
i∈Gx,j
pij .
Whenever we consider the geometric mean error, i.e. for r = 0, due to some
technical reasons, we will additionally assume that
(1.5) min
i1,i2∈Gx
|i1 − i2| ≥ 1, min
j1,j2∈Gy
|j1 − j2| ≥ 1.
We are now in the position to state our main result.
Theorem 1.1. Let µ be self-affine measure on a Bedford-McMullen carpet. Then
for each r ≥ 0 we have that Dr(µ) exists and equals sr, where
s0 := (− logm)−1
(
θ
∑
(i,j)∈G
pij log pij + (1− θ)
∑
j∈Gy
qj log qj
)
(1.6)
and for r > 0 the number sr is given by the unique solution of
m−
rsr
sr+r
( ∑
(i,j)∈G
p
sr
sr+r
ij
)θ( ∑
j∈Gy
q
sr
sr+r
j
)1−θ
= 1.(1.7)
Moreover, the quantization coefficients of order r are finite and positive, i.e.,
0 < Qsr
r
(µ) ≤ Qsrr (µ) <∞(1.8)
if one of the following conditions is fulfilled:
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(a) r > 0 and Cj,r := q
− sr
sr+r
j
∑
i∈Gx,j
p
sr
sr+r
ij are identical for all j ∈ Gy,
(b) r = 0 and Cj := q
−1
j
∑
i∈Gx,j
pij log (pij/qj) are identical for all j ∈ Gy,
(c) r ≥ 0 and qj are identical for all j ∈ Gy.
Remark 1.2. We would like to remark that the existence of the quantization
dimension of order zero and its value can be deduced from some general consid-
erations as follows. As is noted in [7], the asymptotic geometric mean error for a
Borel probability measure ν is closely connected with its upper and lower pointwise
dimension
dim ν(x) := lim sup
ǫ→0
log ν (Bǫ(x))
log ǫ
, dim ν(x) := lim inf
ǫ→0
log ν (Bǫ(x))
log ǫ
,
where Bǫ(x) denotes the closed ball of radius ǫ which is centered at x (cf. [3]).
According to [15, Propsition 3.3], for µ-a.e. x, the upper and lower pointwise
dimension of µ at x coincide and the common value equals s0. Thus, by [23,
Corollary 2.1], D0(µ) exists and equals s0.
Also for the Lr-quantization with r > 0, the second author has given a char-
acterization for the upper and lower quantization dimension of µ in [21]. In some
special cases, this characterization leads to the existence of Dr(µ), and in these
situations its value also coincides with sr (cf. Corollary 3.4).
Remark 1.3. Next, we recall some known results on self-similar measures. For
this let (Si)
N
i=1 be a set of contracting similitudes on R
q with contraction ratios
(ci)
N
i=1 and (pi)
N
i=1 a probability vector with pi > 0 for all 1 ≤ i ≤ N . We denote
the corresponding (unique compact non-empty) self-similar set by E =
⋃N
i=1 Si(E)
and the self-similar measure supported on E by ν =
∑N
i=1 piν ◦S−1i . For r ∈ [0,∞),
let kr be the positive real number given by
k0 :=
( N∑
i=1
pi log ci
)−1 N∑
i=1
pi log pi,
N∑
i=1
(pic
r
i )
kr
kr+r = 1, r > 0.
Assume that (Si)
N
i=1 satisfies the open set condition, namely, there is a non-empty
bounded open set U such that Si(U) ⊂ U for all 1 ≤ i ≤ N , and Si(U)∩Sj(U) = ∅
for all 1 ≤ i 6= j ≤ N . Then Graf and Luschgy [6] proved that Dr(ν) = kr and
that the kr-dimensional upper and lower quantization coefficient for ν of order r
are both positive and finite.
Remark 1.4. Finally, let us point out that the strict affine situation differs from
the conformal situation significantly. In fact, for self-conformal measures ν (as
given e.g. in Remark 1.3) the quantization dimension can be deduced from the
multifractal formalism as follows, see [6, 16]. If T : R→ R denotes the multifractal
temperature function for the conformal system, then its Legendre transform T̂
determines the multifractal f (α)-spectrum of ν, i.e.
f (α) := dimH
({
x : dim ν(x) = dim ν(x) = α
})
= max
{
T̂ (α) , 0
}
.
On the other hand, for any r ≥ 0, there is a unique number ϑr > 0 such that
T (ϑr) = rϑr and we have Dr (ν) = T (ϑr) / (1− ϑr) (cf. [16, Theorem 1]).
Also for Bedford-McMullen carpets the multifractal problem has been solved
– see [13, 12]. In this situation the multifractal temperature function T is given
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implicitly by
m−T (t)
∑
(i,j)∈G
ptijq
(1−θ)t
j
( ∑
h∈Gx,j
pthj
)θ−1
= 1.(1.9)
It has been shown in [13, 12] that T is a smooth convex function and that its
Legendre transform gives the multifractal spectrum f(α) for the measure µ as
above. As before, for r ≥ 0, let qr be the unique number satisfying T (ϑr) = rϑr.
Setting t = ϑr in (1.9) we can rewrite this requirement as
m−rϑr
∑
(i,j)∈G
pϑrij
(
q−ϑrj
∑
h∈Gx,j
pϑrhj
)θ−1
= 1.
So one can see that T (ϑr) / (1− ϑr) coincides with the number tr given by
m−r
tr
tr+r
∑
j∈Gy
q
(1−θ) tr
tr+r
j
( ∑
i∈Gx,j
p
tr
tr+r
ij
)θ
= 1.(1.10)
Hence, by Ho¨lder’s inequality, tr ≤ sr and equality holds if and only if Cj,r coincide
for all j ∈ Gy . Thus, by Theorem 1.1, this allows for the strict inequality
T (ϑr)(1− ϑr)−1 = tr < sr = Dr(µ).
2. Preliminaries
As in [21], to avoid degenerate cases, we always assume
(2.1) m < n, card (Gx) , card (Gy) ≥ 2.
For x ∈ R let [x] denote the largest integer not exceeding x. For each k ∈ N, set
ℓ(k) := [kθ]; Ωk := G
ℓ(k) ×Gk−ℓ(k)y , Ω∗ :=
⋃
k≥1
Ωk.
Let E0 := [0, 1]
2. For σ := ((i1, j1), . . . , (ik, jk)) ∈ Gk. Define
|σ| = k, Eσ := fi1j1 ◦ . . . ◦ fikjk(E0), µσ := µ (Eσ) =
k∏
h=1
pihjh .
We call Eσ a cylinder of order k. For the above σ ∈ Gk, we write
σ− := ((i1, j1), . . . , (ik−1, jk−1)).
To each
(2.2) σ =
(
(i1, j1), . . . , (iℓ(k), jℓ(k)), jℓ(k)+1, . . . , jk
) ∈ Ω∗,
there corresponds a unique rectangle, called an approximate square of order k:
Fσ :=
[
p
nℓ(k)
,
p+ 1
nℓ(k)
]
×
[
q
mk
,
q + 1
mk
]
,
where p :=
∑ℓ(k)
h=1 ihn
ℓ(k)−h, q :=
∑k
h=1 jhm
k−h. For σ ∈ Ω∗ in (2.2), we define
|σ| := k, µσ := µ (Fσ) =
ℓ(k)∏
h=1
pihjh
k∏
h=ℓ(k)
qjh ,
σa :=
(
(i1, j1), . . . , (iℓ(k), jℓ(k))
)
, σb :=
(
jℓ(k)+1, . . . , jk
)
.
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and write σa ≺ σ. Let |A| denote the diameter of a set A ⊂ R2. One easily sees
(2.3) m−|σ| ≤ |Fσ| ≤ m−|σ|
√
n2 + 1 =: δm−|σ| with δ :=
√
n2 + 1.
Let σ, τ ∈ Ω∗. We write σ ≺ τ if Fτ ⊂ Fσ; and
σ = τ ♭ if σ ≺ τ and |τ | = |σ|+ 1.
Thus, for the word σ in (2.2), σ♭ takes the following two possible forms:{ (
(i1, j1), . . . , (iℓ(k), jℓ(k)), jℓ(k)+1, . . . , jk−1
)
, ℓ(k) = ℓ(k − 1),(
(i1, j1), . . . , (iℓ(k)−1, jℓ(k)−1), jℓ(k), . . . , jk−1
)
, ℓ(k) = ℓ(k − 1) + 1 .
We say that σ, τ ∈ Ω∗ are incomparable if neither σ ≺ τ nor τ ≺ σ. A finite set
Γ ⊂ Ω∗ is called a finite antichain if any two words σ, τ ∈ Γ are incomparable; a
finite antichain Γ is called maximal if E ⊂ ⋃σ∈Γ Fσ.
2.1. On the Lr-quantization. For r > 0, we set η1,r := minσ∈Ω1 µσm
−r and
R1,r := min
(i,j)∈G
min
k∈Gy
pijqkm
−r, η
r
:= min
{
R1,r, η1,r
}
.
We will need the finite maximal antichains as defined below:
(2.4) Γj,r := {σ ∈ Ω∗ : µσ♭m−|σ
♭|r ≥ j−1η
r
> µσm
−|σ|r}, j ∈ N.
Clearly,
⋃
σ∈Γj,r
Fσ ⊃ E and the interiors of Fσ, σ ∈ Γj,r are pairwise disjoint. Set
l1j := min
σ∈Γj,r
|σ|, l2j := max
σ∈Γj,r
|σ|; η1,r := max
σ∈Ω1
µσm
−r,
R2,r := max
(i,j)∈G
pijq
−1
j m
−r, ηr := max{η1,r, R˜2}.(2.5)
Lemma 2.1. There exist two constants A1, A2 > 0 such that
(2.6) A1 log j ≤ l1j ≤ l2j ≤ A2 log j for large j ∈ N.
Proof. Note that there are two words σ(i) ∈ Γj,r ∩ Ωlij , i = 1, 2. By (2.4),
ηl1j
r
≤ µσm−|σ|r < j−1ηr < j−1, ηl2j−1r ≥ µτ♭m−|τ
♭|r ≥ j−1η
r
.
Hence, it suffices to set A1 := (− log ηr)−1 and A2 := 2(− log η−1r ). 
For every j ∈ N, let tj,r be the unique positive real number such that∑
σ∈Γj,r
(µσm
−|σ|r)
tj,r
tj,r+r = 1.
Let Nj,r := card(Γj,r). By (2.4) and [21, (3.2)], we see
(2.7) (jη−1
r
)
tj,r
tj,r+r ≤ Nj,r ≤ (jR−11,rη−1r )
tj,r
tj,r+r ≤ (jη−2
r
)
tj,r
tj,r+r .
As is shown in the proof of [21, Proposition 3.4], we have
Dr(µ) = lim sup
j→∞
tj,r, Dr(µ) = lim inf
j→∞
tj,r.(2.8)
More exactly, there is a constant D > 0, which is independent of j, such that
D
∑
σ∈Γj,r
µσm
−|σ|r ≤ erNj,r,r(µ) ≤
∑
σ∈Γj,r
µσm
−|σ|r.(2.9)
6 MARC KESSEBO¨HMER AND SANGUO ZHU
Remark 2.2. The first part of the proof of Proposition 3.4 of [21] is to choose, for
each σ ∈ Γj,r, a word σ˜ ∈ Ω∗ such that Fσ˜ ⊂ Fσ and
(2.10) d(Fτ˜ , Fσ˜) ≥ βmax{|Fσ˜|, |Fτ˜ |}.
for some constant β > 0 and every pair σ, τ ∈ Γj,r with σ 6= τ . In fact, this can be
seen by a more straightforward argument. Let H1, H2 ∈ N satisfy
ℓ(k +H1) = ℓ(k), ℓ(k +H2) = ℓ(k) +H2.
Then, by the definition of ℓ(k), k ∈ N, we have
(k +H1)θ − 1 < kθ, (k +H2)θ ≥ kθ − 1 +H2.
Hence, H1 < θ
−1 and H2 ≤ (1− θ)−1. Let
(2.11) σ = ((i1, j1), . . . , (il, jl), jl+1, . . . , jk) ∈ Ω∗.
By (2.1), we can choose an approximate square Fσ˜ of order k + 2(H1 +H2) such
that d(Fσ˜ , F
c
σ) ≥ (n2 + 1)−
1
2 |Fσ˜|. Hence, it suffices to set β := δ−1 = (n2 + 1)− 12 .
2.2. On the geometric mean error. For k ∈ N, we simply write Ck(µ) for
Ck,0(µ). We will consider eˆk(µ) := log ek,0(µ) instead of ek,0(µ) for convenience (cf.
[7]). Set
q := min
j∈Gy
qj ; R := min
(i,j)∈G
pijq, η0 := min{R, min
σ∈Ω1
µσ}.
For every j ≥ 1 and k ≥ 1, we define
Λj := {σ ∈ Ω∗ : µσ♭ ≥ j−1η0 > µσ}; k1j := min
σ∈Λj
|σ|, k2j := max
σ∈Λj
|σ|;
tj :=
∑
σ∈Λj
µσ logµσ∑
σ∈Λj
µσ logm−|σ|
, sk,0 :=
∑
σ∈Ωk
µσ logµσ∑
σ∈Ωk
µσ logm−k
;
Qj := ψ
1
s0
j eψj(µ), Q
s0
♭
(µ) := lim inf
j→∞
Qj, Q
s0
♭ (µ) := lim sup
j→∞
Qj .(2.12)
As we did in the proof for [21, Lemma 4.1(b)], it is not difficult to show
Lemma 2.3. With the above notations, we have
(A)
[
jη−10
] ≤ ψj := card(Λj) ≤ [jη−20 ];
(B) there are constants Ci > 0, 1 ≤ i ≤ 4 such that
C1 ≤ tj ≤ C2, C3 log j ≤ k1j ≤ k2j ≤ C4 log j;
(C) Qs0
0
(µ) > 0 iff Qs0
♭
(µ) > 0 and Q
s0
0 (µ) <∞ iff Q
s0
♭ (µ) <∞.
For every j ∈ Gy, we define a contractive mapping gj by
gj(x, y) := (x,m
−1y) + (0,m−1j), (x, y) ∈ R2.
For σ ∈ Ωk of the form (2.11), we consider a mapping hσ on R2:
hσ(x) = fi1j1 ◦ fi2j2 . . . ◦ fiℓ(k)jℓ(k) ◦ gjℓ(k)+1 . . . ◦ gjk(x).
Clearly, hσ is a Borel bijection satisfying hσ(E0) = Fσ and we have
m−|σ|d(x, y) ≤ d(hσ(x), hσ(y)) ≤ nm−|σ|d(x, y), x, y ∈ R2.(2.13)
For every σ ∈ Ω∗, we have a probability measure νσ := µ(·|Fσ) ◦ hσ. This measure
is supported on h−1σ (Fσ ∩E) ⊂ E0.
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Lemma 2.4. There exist constants C > 0, t > 0 such that, for all ǫ > 0,
(2.14) sup
σ∈Ω∗
sup
x∈R2
νσ(Bǫ(x)) ≤ Cǫt.
Proof. Let k ≥ 1 and σ ∈ Ωk be fixed. We define
(2.15) Λ(σ, h) := {τ ∈ Ωk+h : σ ≺ τ}, h ∈ N.
For τ, ρ ∈ Λ(σ, h), |Fτ | = |Fρ| and |h−1σ (Fτ )| = |h−1σ (Fρ)| =: dh(σ). By (2.13),
n−1m−h ≤ n−1mk|Fτ | ≤ dh(σ) ≤ mk|Fτ | ≤ δm−h,(2.16)
where δ =
√
n2 + 1 as before. By (1.5), for x ∈ Fτ , y ∈ Fρ with τ 6= ρ, we have
d(x, y) ≥ d(Fτ , Fρ) ≥ δ−1|Fτ |,
This and (2.13) implies that
(2.17) d(h−1σ (Fτ ), h
−1
σ (Fρ)) ≥ n−1mkδ−1|Fτ | ≥ n−1δ−1|h−1σ (Fτ )|.
As we see in [21, Lemma 3.1], for every ρ ∈ Ωk+1,
(2.18)
µσ
µσ♭
=
{
qjk+1 if ℓ(k + 1) = ℓ(k)
piℓ(k)+1jℓ(k)+1qjk+1/qjℓ(k)+1 if ℓ(k + 1) = ℓ(k) + 1
.
Hence, for every τ ∈ Λ(σ, h) and q := maxj∈Gy qj , we have
νσ(h
−1
σ (Fτ )) = = µτµ
−1
σ ≤ qh.(2.19)
Let t := − log qlogm . Then by (2.16), (2.19) and [11, p. 737] (cf. Lemma 3.1 of [23]),
one sees that there is some constant C˜ > 0 such that
νσ(Bǫ(x)) ≤ C˜ǫt for all ǫ ∈ (0,m−1) and x ∈ R2.
The proof of the lemma is then complete by [5, Lemma 12.3]. 
Remark 2.5. Let Bk := t
−1(log k + C). By (2.14) and the proof of Theorem 3.4
of [7, p. 703], one easily sees that infσ∈Ω∗ eˆk(νσ) ≥ Bk. Further, by (2.14) and [7,
p.713], for every pair p, q > 1 with p−1 + q−1 = 1,
eˆn(µ)− eˆn+1(µ) ≤ | log(3|E|)|(n+ 1)−1 + C1/qqt−1(n+ 1)−1/p,
Hence, for fixed integers k1, k2, k3 ≥ 1, one can find an integer L such that k ≥ L
implies (cf. [24, Lemma 2.2]) eˆk−k1−k2(νσ)− eˆk+k3(νσ) < log 2 for all σ ∈ Ω∗.
Remark 2.6. For ǫ > 0 and a set A ⊂ R2, let (A)ǫ be the closed ǫ-neighborhood
of A. Let L1 be the smallest number of closed balls of radii 8
−1|Fσ| which are
centered in Fσ and cover Fσ, and let γσ be the set of centers of such L1 balls. We
define
βσ(α) := α ∩ (Fσ)8−1δ−1|Fσ | and lσ(α) := card(βσ(α)); α ⊂ R2.
Then, by the definition of νσ, we deduce∫
Fσ
log d(x, γ)dµ(x) ≥
∫
Fσ
log d(x, βσ(α) ∪ γσ)dµ(x)
= µσ
∫
log d(x, βσ ∪ γ)dνσ ◦ h−1σ (x)
≥ µσ(logm−|σ| + eˆlσ(γ)+L1(νσ)).
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Next, we give an estimate eˆn(µ) for the subsequence (ψj)
∞
j=1 of (n)
∞
n=1.
Lemma 2.7. There exist constants C5, C6 such that∑
σ∈Λj
µσ logm
−|σ| + C5 ≤ eˆψj (µ) ≤
∑
σ∈Λj
µσ logm
−|σ| + C6.(2.20)
Proof. For each σ ∈ Λj , we take an arbitrary point aσ ∈ Fσ. Then, using (2.3),
eˆψj (µ) ≤
∑
σ∈Λj
∫
Fσ
log d(x, aσ)dµ(x) ≤
∑
σ∈Λj
µσ log
(
δm−|σ|
)
.
Let σ, τ ∈ Λj with |σ| ≤ |τ |. By (1.5), we have, d(Fσ , Fτ ) ≥ δ−1max{|Fσ|, |Fτ |}.
Let α ∈ Cψj (µ). Using Remark 2.5 and the method in [22, Proposition 3.4], we
can find a constant L ∈ N such that lσ(α) ≤ L for all large j and all σ ∈ Λj. Set
L := L+ L1. Then card(βσ(α) ∪ γσ) ≤ L for each σ ∈ Λj . By Remark 2.6, (2.13),
the first part of Remark 2.5 and [7, Theorem 2.5], we deduce
eˆψj (µ) ≥
∑
σ∈Λj
µσ
∫
log d(x, βσ(α) ∪ γσ)dνσ ◦ h−1σ (x)
≥
∑
σ∈Λj
µσ(logm
−|σ| + eˆL(νσ)) ≥
∑
σ∈Λj
µσ logm
−|σ| +BL.
By setting C5 := BL and C6 := log δ, the lemma follows. 
3. Proof of Theorem 1.1
For the proof of Theorem 1.1, we need a series of lemmas. For r > 0, set
Pr :=
∑
(i,j)∈G
(pijm
−r)
sr
sr+r , Qr :=
∑
j∈Gy
(qjm
−r)
sr
sr+r .
Lemma 3.1. For r > 0, sr defined as in (1.7) and κr := sr(sr + r)
−1 we have
κr = χr := inf
{
t ∈ R : g(t) :=
∑
σ∈Ω∗
(µσm
−|σ|r)t <∞
}
.
Proof. By (1.7), we clearly have Qr ≤ 1 ≤ Pr. For every k ≥ 1, we have∑
σ∈Ωk
(µσm
−|σ|r)κr ≥ P kθ−1r Qk(1−θ)+1r = P−1r Qr > 0.(3.1)
Hence, g(κr) = ∞. Since g is strictly decreasing, we have, κr ≤ χr. On the other
hand, by (1.7), for any t > κr, we have,
m−rt
( ∑
(i,j)∈G
ptij
)θ( ∑
j∈Gy
qtj
)1−θ
=: C(t) < 1
and hence
g(t) =
∞∑
k=1
∑
σ∈Ωk
(µσm
−|σ|r)t ≤
∞∑
k=1
C(t)k =
C(t)
1− C(t) <∞.
This implies that t ≥ χr. By the arbitrariness of t, we conclude that κr ≥ χr. 
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Let η
r
and ηr be as defined in subsection 2.1. We set
λ1 := − log ηr and λ2 := − log ηr.
Then, by (2.18), for every σ ∈ Ω∗, we have
e−λ1 ≤
(
µσm
−|σ|r
)(
µσ♭m
−|σ♭|r
)−1
≤ e−λ2(r).(3.2)
For r > 0 and each k ≥ 1, we define
Λk,r :=
{
σ ∈ Ω∗ : e−(k+1)λ1 ≤ µσm−|σ|r < e−kλ1
}
,(3.3)
Λ˜k,r :=
{
σ ∈ Ω∗ : µσ♭m|σ
♭|r ≥ e−kλ1 > µσm−|σ|r
}
.(3.4)
We write ϕk,r := card(Λk,r) and ϕ˜k,r := card(Λ˜k,r). Note that, Λk,r, k ≥ 1, are
pairwise disjoint; for every σ ∈ Ω∗, there is a unique k ≥ 0 such that σ ∈ Λk,r.
Thus,
Ω∗ =
∞⋃
k=0
Λk,r and Λk1,r ∩ Λk2,r = ∅, k1 6= k2.(3.5)
Lemma 3.2. For every r > 0 we have
ur := lim sup
k→∞
1
λ1k
ϕk,r = κr.
Proof. The proof relies on the identity in Lemma 3.1. Fix t > ur and 0 < ǫ < t−ur.
Then for all sufficiently large k ∈ N (k ≥ n0, say) we have
1
λ1k
logϕk,r ≤ t− ǫ.
Therefore, with R :=
∑n0−1
k=0
∑
σ∈Λk,r
m−rt|σ|µtσ, by (3.5), we have∑
σ∈Ω∗
m−rt|σ|µtσ =
∑
k∈N0
∑
σ∈Λk,r
m−rt|σ|µtσ
≤
n0−1∑
k=0
∑
σ∈Λk,r
m−rt|σ|µtσ +
∑
k≥n0
∑
σ∈Λk,r
m−rt|σ|µtσ
≤ R+
∑
k≥n0
∑
σ∈Λk,r
e−λ1kt = R +
∑
k≥n0
ϕk,re
−λ1kt
≤ R+
∑
k≥n0
e(t−ǫ)λ1ke−λ1kt = R+
∑
k≥n0
e−ǫλ1k <∞.
Hence, by Lemma 3.1, t ≥ κr. This shows that κr ≤ ur.
Now suppose t < ur and fix 0 < ǫ < ur−t. Then there exists a strictly increasing
sequence (nj) ∈ NN such that for all j ∈ N we have
1
λ1nj
logϕnj ,r ≥ t+ ǫ.
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This time, we therefore have∑
σ∈Ω∗
m−rt|σ|µtσ =
∑
n∈N
∑
σ∈Λk,r
µtσm
−rt|σ| ≥
∑
j∈N
∑
σ∈Λnj,r
m−rt|σ|µtσ
≥
∑
j∈N
∑
σ∈Λnj,r
e−(nj+1)λ1t =
∑
j∈N
ϕnj ,re
−(nj+1)λ1t
≥ e−λ1t
∑
j∈N
e(t+ǫ)λ1nje−λ1nj t = e−λ1t
∑
j∈N
eǫλ1nj =∞.
Hence, by Lemma 3.1, t ≤ κr. It follows that κr ≥ ur. This completes the proof of
the lemma. 
Lemma 3.3. The sequences
(
k−1 logϕk,r
)
k∈N
and
(
k−1 log ϕ˜k,r
)
k∈N
are both con-
vergent and the corresponding limits coincide.
Proof. We first show that, there is for some constant M ∈ N, such that
ϕ˜k,r ≤ ϕk,r ≤Mϕ˜k,r.(3.6)
In fact, for every σ ∈ Λ˜k,r, by (3.2) and (3.4), we have
e−kλ1 > µσm
−|σ|r ≥ µσ♭m|σ
♭|r · e−λ1 = e−(k+1)λ1 .
Hence, σ ∈ Λk,r and Λ˜k,r ⊂ Λk,r. It follows that ϕ˜k,r ≤ ϕk,r. Next, we show the
inequality in the reverse direction. Let σ be an arbitrary word in Λk,r. As Λ˜k,r is
a finite maximal antichain, there is a word ω ∈ Λ˜k,r such that σ ≺ ω or ω ≺ σ.
However, if σ ≺ ω, then we have
µσm
−|σ|r ≥ µω♭m−|ω
♭|r ≥ e−kλ1 .
This contradicts (3.3). Hence, ω ∈ Λ˜k,r and ω ≺ σ. Let M0 be the smallest integer
such that eM0λ2 ≤ e−λ1 . Assume that |σ| − |ω| > M0. Then by (3.2),
µσm
−|σ|r ≤ µωm−|ω|r · e−(M+1)λ2 < e−kλ1 · e−λ1 = e−(k+1)λ1 .
This again implies that σ /∈ Λk,r, a contradiction. By the above analysis, we
conclude that Λk,r ⊂
⋃
σ∈Λ˜k,r
Λ(σ,M0). Note that card(Gx,j) ≤ n and card(Gy) ≤
m. Hence,
card(Λ(σ,M0)) ≤ (mn)M0 for all σ ∈ Ω∗.
By setting M := (mn)M0 + 1, (3.6) follows.
Now, it suffices to prove that the sequence (k−1 logϕk,r)
∞
k=1 is convergent. We
complete the proof by showing that this sequence is super-additive up to a constant
difference. For this purpose, we will establish a correspondence between elements
of Λm+n,r and those of Λm,r and Λn,r.
Let σ ∈ Λm1,r and ω ∈ Λm2,r be given. We write kσ := |σ|, kω := |ω| and
σ = ((i1, j1), . . . , (ikσ , jℓ(kσ)), jℓ(kσ)+1, . . . , jkσ ),
ω = ((˜i1, j˜1), . . . , (˜iℓ(kω), j˜ℓ(kω)), j˜ℓ(kω)+1, . . . , j˜kω ).
Then, by the definition of ℓ(k), we have
ℓ(kσ) + ℓ(kω)− 1 ≤ ℓ(kσ + kω) = [(kσ + kω)θ] ≤ ℓ(kσ) + ℓ(kω) + 2.
In the following, we need to distinguish two cases.
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Case (1):: ℓ(kσ + kω) ≥ ℓ(kσ) + ℓ(kω). Let H := ℓ(kσ + kω)− ℓ(kσ)− ℓ(kω)
and let (ˆih, jˆh), 1 ≤ h ≤ H , be H arbitrary elements of G and define
ρ = ρ(σ, ω) := (σa, ωa, (ˆi1, jˆ1), . . . , (ˆiH , jˆH), σb, ωb) ∈ Ω∗.
Let p := min(i,j)∈G pij and B0 := p
2m−2r. Note that 0 ≤ H ≤ 2. We
deduce
µρm
−|ρ|r = µσm
−|σ|rµωm
−|ω|r
H∏
h=1
pihjhm
−r
{
< e−(m1+m2)λ1
≥ B0e−(m1+m2+2)λ1 .
For σ(i) ∈ Λm,r, ω(i) ∈ Λn,r with ℓ(kσ(i) +kω(i)) ≥ ℓ(kσ(i))+ℓ(kω(i)) i = 1, 2,
one can see the following equivalence:
ρ(σ(1), ω(1)) = ρ(σ(2), ω(2)) iff σ(1) = σ(2) and ω(1) = ω(2).
Case (2):: ℓ(kσ + kω) = ℓ(kσ) + ℓ(kω)− 1. In this case, we define
ρ(σ, ω) := (σa, ω
−
a , σb, ωb) ∈ Ω∗.
Let B1 := p
−1mr. Since σ ∈ Λm1,r and ω ∈ Λm2,r, we have
µρm
−|ρ|r =
µσm
−|σ|rµωm
−|ω|r
(p˜iℓ(kω )j˜ℓ(kω )
m−r)
{
< B1e
−(m1+m2)λ1
≥ e−(m1+m2+2)λ1 .
Let σ(i) ∈ Λm1,r, ω(i) ∈ Λm2,r with ℓ(kσ(i)+kω(i)) = ℓ(kσ(i))+ℓ(kω(i))−1, i =
1, 2. Then we have the following equivalence:
ρ(σ(1), ω(1)) = ρ(σ(2), ω(2)) iff
{
σ(1) = σ(2)
(ω
(1)
a )− = (ω
(2)
a )−; σb = ωb
.
We need to consider the following subset of Ω∗:
Λm1,m2,r :=
{
ρ ∈ Ω∗ : B0e−2λ1 ≤ e(m1+m2)λ1µρm−|ρ|r < B1
}
.
As we did for (3.6), one can show that, for some constants B2, B3 > 0, we have
B2φm1+m2,r ≤ card(Λm1,m2,r) ≤ B3φm1+m2,r.
Now combining case (1) and (2), one sees that, ρ(σ, ω) ∈ Λm1,m2,r for any pair
σ ∈ Λm1,r, ω ∈ Λm2,r. Moreover, we have
ϕm1,r ·N−1ϕm2,r ≤ card(Λm1,m2,r) ≤ B3φm1+m2,r.
By taking logarithms, it follows immediately that
logϕm1,r + logϕm2,r − log(NB3) ≤ logφm1+m2,r.
which implies that limk→∞ k
−1 logϕk,r exists. 
3.1. Proof of Theorem 1.1. We first show that Dr(µ) exists. For this purpose,
we consider the finite maximal antichains Λ˜k,r as defined in (3.4). For r > 0 let
δk,r the unique solution of ∑
σ∈Λ˜k,r
(µσm
−|σ|r)
δk,r
δk,r+r = 1
and set
δr := lim sup
k→∞
δk,r, δr := lim inf
k→∞
δk,r.
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Following the lines of [23], one can replace Γj in there with Λ˜k,r and obtain
Dr(µ) = δr, Dr(µ) = δr.
Now by the definitions of Λ˜k,r and δk,r, one gets
ϕ˜k,r · e−kλ1
δk,r
δk,r+r ≥ 1, ϕ˜k,r · e−(k+1)λ1
δk,r
δk,r+r ≤ 1.
Taking logarithms on both sides of the preceding inequalities, we have
1
(k + 1)λ1
log φ˜k,r ≤ δk,r
δk,r + r
≤ 1
kλ1
log φ˜k,r .
This, combined with Lemma 3.3 and Lemma 3.2, yields
lim
k→∞
δk,r
δk,r + r
= lim
k→∞
1
kλ1
log φ˜k,r = lim
k→∞
1
kλ1
logφk,r = κr =
sr
sr + r
.
It hence follows that Dr(µ) = sr.
Finally, we will treat the remaining parts of the theorem separately.
ad (a): Assume that Cj,r, j ∈ Gy are constant. We denote the common value
by πr. In this case, sr = tr. Thus, by (1.7) or (1.10), we have
(3.7) P−1r π
1−θ
r = 1.
In order to show (1.8), we need an auxiliary probability measure. Define
p˜ij := P
−1
r (pijm
−r)
sr
sr+r , (i, j) ∈ G.
Let ν2 denote the self-affine measure on E associated with (p˜ij)(i,j)∈G. We have
q˜j :=
∑
i∈Gx,j
p˜ij = P
−1
r
∑
i∈Gx,j
(pijm
−r)
sr
sr+r , j ∈ GY .
For σ = ((i1, j1), . . . , (il, jl), jl+1, . . . , jk) ∈ Ω∗, we have
ν2(Fσ) =
l∏
h=1
P−1r (pihjhm
−r)
sr
sr+r
k∏
h=l+1
P−1r
∑
i∈Gx,jh
(pijhm
−r)
sr
sr+r
= P−kr
l∏
h=1
(pihjhm
−r)
sr
sr+r
k∏
h=l+1
(qjhm
−r)
sr
sr+r
k∏
h=l+1
∑
i∈Gx,jh
(
pijh
qjh
) sr
sr+r
= (µσm
−|σ|r)
sr
sr+rP−kr
k∏
h=l+1
∑
i∈Gx,jh
(
pijh
qjh
) sr
sr+r
= (µσm
−|σ|r)
sr
sr+rP−kr π
k−ℓ(k)
r .(3.8)
Note that πr ≥ 1. In view of (3.7), we have
1 = (P−1r π
1−θ
r )
k ≤ P−kr πk−ℓ(k)r ≤ (P−1r π1−θr )kπr = πr.
This, together with (3.8), implies
π−1r = π
−1
r
∑
σ∈Γj,r
ν(Fσ) ≤
∑
σ∈Γj,r
(µσm
−|σ|r)
sr
sr+r ≤
∑
σ∈Γj,r
ν2(Fσ) = 1.
By the definition of Γj,r, one gets
(3.9) π−1r (jη
−1
r
)
sr
sr+r ≤ Nj,r ≤ (jη−2r )
sr
sr+r .
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Using this and (2.9), we deduce
ξj,r : = N
r
sr
j,r e
r
Nj,r,r(µ) ≤ N
r
sr
j,r
∑
σ∈Γj,r
(µσm
−|σ|r)
≤ N
r
sr
j,rNj,r · (j−1ηr) ≤ η−1r .(3.10)
In a similar manner, by (2.9) and (3.9), we have
ξj,r ≥ DN
r
sr
j,r
∑
σ∈Γj,r
(µσm
−|σ|r)
≥ DN
r
sr
j,rNj,r · (j−1η2r) ≥ Dηrπ
−(1+ r
sr
)
r .(3.11)
Let ηr be as defined in (2.5) and let Λ(σ, h) be as defined in (2.15). Then, for all
j ≥ (1− ηr)−1 − 1 = j0 and every σ ∈ Γj,r, we have,
µωm
−|ω|r ≤ ηrµσm−|σ|r ≤ (j + 1)−1ηr for all ω ∈ Λ(σ, 1)
It follows that Nj,r ≤ Nj+1,r ≤ (mn)Nj,r. For every k ≥ Nj0,r, there is some
j ≥ j0 such that Nj,r ≤ k ≤ Nj+1,r ≤ (mn)Nj,r. Hence, by Theorem 4.12 in [5],
we deduce
(mn)−
1
srN
1
sr
j+1,reφj+1,r(µ) ≤ k
1
sr ek,r(µ) ≤ (mn) 1srN
1
sr
j,r eNj,r,r(µ).
This, together with (3.10) and (3.11), implies (1.8). Let us remark that Theorem 1.1
(a) improves the result of [21, Theorem 4.3], where (pij)i∈Gx,j , j ∈ Gy are required
to be permutations of one another.
ad (b): For k ≥ 2, we write Ik :=
∑
ω∈Ωk
µω log µω. Note that
µω =
ℓ(k)∏
h=1
pihjh
k∏
h=ℓ(k)+1
qjh .
for ω = ((i1, j1), . . . , (iℓ(k)jℓ(k)), jℓ(k)+1, . . . , jk). We have
Ik = ℓ(k)
∑
(i,j)∈G
pij log pij + (k − ℓ(k))
∑
j∈Gy
qj log qj ,
Ik+1 = ℓ(k + 1)
∑
(i,j)∈G
pij log pij + (k + 1− ℓ(k + 1))
∑
j∈Gy
qj log qj .
Hence, it follows that
(3.12) Ik+1 − Ik =
{ ∑
j∈Gy
qj log qj if ℓ(k + 1) = ℓ(k)∑
(i,j)∈G pij log pij if ℓ(k + 1) = ℓ(k) + 1
.
For h ∈ N and σ ∈ Ωk with
σ = ((i1, j1), . . . , (iℓ(k), jℓ(k)), jℓ(k)+1, . . . , jk),
let Λ(σ, h) be as defined in (2.15). Next, with the assumption in (b), we show∑
ω∈Λ(σ,h)
µω logµω = µσ logµσ + µσ(Ik+h − Ik).(3.13)
First we show (3.13) for h = 1. Note that
∑
ω∈Λ(σ,1) µω = µσ. We write
c(σ, 1) :=
∑
ω∈Λ(σ,1)
µω logµω − µσ logµσ = µσ
∑
ω∈Λ(σ,1)
µω
µσ
log
µω
µσ
.
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If ℓ(k + 1) = ℓ(k), then, by (3.12) and (2.18), we have
(3.14) c(σ, 1) = µσ
∑
j∈Gy
qj log qj = µσ(Ik+1 − Ik).
If ℓ(k + 1) = ℓ(k) + 1, by (2.18), we deduce
c(σ, 1) = µσ
∑
i∈Gx,jlk+1
,jk+1∈Gy
pijℓ(k)+1qjk+1
qjℓ(k)+1
log
(
pijℓ(k)+1qjk+1
qjℓ(k)+1
)
= µσ
∑
i∈Gx,jlk+1
,jk+1∈Gy
pijℓ(k)+1qjk+1
qjℓ(k)+1
log
pijℓ(k)+1
qjℓ(k)+1
+ µσ
∑
j∈Gy
qj log qj
= µσ
∑
i∈Gx,jℓ(k)+1
pijℓ(k)+1
qjℓ(k)+1
log
pijℓ(k)+1
qjℓ(k)+1
+ µσ
∑
j∈Gy
qj log qj .
By the hypothesis, Cj , j ∈ Gy are constant. Thus, in view of (3.12), we have
c(σ, 1) = µσ
∑
j∈Gy
qj
∑
i∈Gx,j
pij
qj
log
pij
qj
+ µσ
∑
j∈Gy
∑
i∈Gx,j
pij log qj
= µσ
∑
j∈Gy
∑
i∈Gx,j
pij log
pij
qj
+ µσ
∑
j∈Gy
∑
i∈Gx,j
pij log qj
= µσ
∑
j∈Gy
∑
i∈Gx,j
pij log pij = µσ
∑
(i,j)∈G
pij log pij
= µσ(Ik+1 − Ik).(3.15)
Combining (3.14) and (3.15), we conclude that, for σ ∈ Ωk,∑
ω∈Λ(σ,1)
µω logµω = µσ logµσ + µσ(Ik+1 − Ik).(3.16)
Assume that (3.13) holds for h = p ∈ N. Next, we show that it is true for h = p+1.
Note that
∑
ω∈Λ(σ,p) µω = µσ. By (3.16), we deduce∑
τ∈Λ(σ,p+1)
µτ logµτ =
∑
ω∈Λ(σ,p)
∑
τ∈Λ(ω,1)
µτ log µτ
=
∑
ω∈Λ(σ,p)
(
µω logµω + µω(Ik+p+1 − Ik+p)
)
= µσ logµσ + µσ(Ik+p − Ik) +
∑
ω∈Λ(σ,p)
µω(Ik+p+1 − Ik+p)
= µσ logµσ + µσ(Ik+p+1 − Ik).
Hence, by induction, (3.13) holds for all h ∈ N. Equivalently,
µσ(logµσ − Ik) =
∑
ω∈Λ(σ,h)
µω(log µω − Ik+h).
In particular, for h = k2j − k, we have
µσ(logµσ − Ik) =
∑
ω∈Λ(σ,k2j−k)
µω(log µω − Ik2j ).
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By applying the preceding equation to all words σ ∈ Λj, we obtain∑
σ∈Λj
µσ(logµσ − I|σ|) =
∑
σ∈Λj
∑
ω∈Λ(σ,k2j−k)
µω(log µω − Ik2j )
=
∑
ω∈Ωk2j
µω(logµω − Ik2j ) = 0.
This implies that
∑
σ∈Λj
µσ logµσ =
∑
σ∈Λj
µσI|σ|. On the other hand,
Jk :=
∑
σ∈Ωk
µσ logm
−k = logm−k,
∑
σ∈Λj
µσ logm
−|σ| =
∑
σ∈Λj
µσJ|σ|.
As in [24, Lemma 2.6], there exist some integers k
(1)
j , k
(2)
j ∈ [k1j , k2j ] such that
s
k
(1)
j ,0
≤ tj =
∑
σ∈Λj
µσ logµσ∑
σ∈Λj
µσ logm−|σ|
=
∑
σ∈Λj
µσIσ∑
σ∈Λj
µσJσ
≤ s
k
(2)
j ,0
.(3.17)
Let Qj and ψj be as defined in (2.12). By (3.17), Lemmas 2.7, 2.3, we deduce
Qj ≤ s−10 logψj +
∑
σ∈Λj
µσ logm
−|σ| + C5
= s−10 logψj + t
−1
j
∑
σ∈Λj
µσ logµσ + C5
≤ s−10 log(jη−20 ) + t−1j log(j−1η0) + C5
≤ (s−10 − t−1j ) log j + C7,(3.18)
where C7 := s
−1
0 log η
−2
0 + C
−1
2 log η0 + C5. On the other hand, we have
sk,0 =
ℓ(k)
∑
(i,j)∈G pij log pij + (k − ℓ(k)
∑
j∈Gy
qj log qj
−k logm
=
k−1ℓ(k)
∑
(i,j)∈G pij log pij + (1− k−1ℓ(k))
∑
j∈Gy
qj log qj
− logm .
Set χ := (logm)−1
(∑
(i,j)∈G |pij log pij |+
∑
j∈Gy
|qj log qj |
)
. Then
χ > 0, |sk,0 − s0| ≤ k−1χ, implying |s−1k,0 − s−10 | ≤ 2χs−20 k−1(3.19)
for all k ≥ 2χs−10 . Using (3.18), (3.19) and Lemma 2.3 (B), we deduce
Qj ≤ (s−10 − s−1k(1)j ,0) log j + C7
≤ 2χs−20 (k(1)j )−1 log j + C7 < 2χs−20 C−13 + C7.
Hence, Q
s0
♭ (µ) < ∞. By Lemma 2.3 (C), this implies that Q
s0
0 (µ) < ∞. One can
show the inequality Qs0
♭
(µ) > 0 in a similar manner.
ad (c): Assume that qj = q, j ∈ Gy. Let σ ∈ Ωk. First, we show that
µω = µσ, µω♭ = µσ♭ , for all ω ∈ Ωk with σa ≺ ω.(3.20)
In fact, one can easily see that µω = µσ = pσaq
k−ℓ(k). It remains to show that
µω♭ = µσ♭ . We write σa = ((i1, j1), . . . , (iℓ(k), jℓ(k))) and
σ = (σa, jℓ(k+1), . . . , jk), ω = (σa, j˜ℓ(k)+1, . . . , j˜k).
We have the following two cases:
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• if ℓ(k) = ℓ(k − 1), then µω♭ = µσ♭ = µσq−1, since in this case we have:
σ♭ = (σa, jℓ(k), . . . , jk−1), ω
♭ = (σa, j˜ℓ(k)+1, . . . , j˜k−1).
• if ℓ(k) = ℓ(k − 1) + 1, by the assumption that qj = q, j ∈ Gy, one gets
µω♭ = µσ♭ = q
k−ℓ(k)pi1j1 . . . piℓ(k)−1jℓ(k)−1 .
Next, we complete the proof for (c) by distinguishing two cases.
Case 1: r > 0. For every ω ∈ Ωk, we write
ΛC(ω) := {σ ∈ Ωk : ωa ≺ σ}.
Then E ∩ ⋃σ∈ΛC(ω) Fσ = E ∩ Eωa . By (3.20), for every ω ∈ Ωk ∩ Γj,r, we have
ΛC(ω) ⊂ Γj,r. For each ω ∈ Γj,r, we take an arbitrary σ ∈ ΛC(ω) and denote by
Γ♭j,r the set of such words σ. Then
Γj,r =
⋃
σ∈Γ♭j,r
ΛC(σ), ΛC(σ
(1)) ∩ ΛC(σ(2)) = ∅, σ(1) 6= σ(2) ∈ Γ♭j,r.
Moreover, as {Fσ}σ∈Γj,r is a cover for E, we have
∑
σ∈Γ♭j,r
ν2(Eσa) = 1. Let ν2 be
as defined in the proof of (b). Then, by (1.7),
P−1r Qr = P
−1
r Qr(P
θ
rQ
1−θ
r )
k ≤ P ℓ(k)r Qk−ℓ(k)r ≤ (P θrQ1−θr )k = 1.
It follows that P−1r QrP
−ℓ(k)
r ≤ Qk−ℓ(k)r ≤ P−ℓ(k)r Note that
ν2(Eσa) = P
−ℓ(|σ|)
r
(
pσam
−ℓ(|σ|)r
) sr
sr+r .
Hence, for each σ ∈ Γ♭j,r, we get∑
ω∈ΛC(σ)
(µσm
−|σ|r)
sr
sr+r =
(
pσam
−ℓ(|σ|)r
) sr
sr+r
( ∑
j∈Gy
(qjm
−r)
sr
sr+r
)|σ|−ℓ(|σ|)
=
(
pσam
−ℓ(|σ|)r
) sr
sr+rQ|σ|−ℓ(|σ|)r
{ ≤ ν2(Eσa ),
≥ P−1r Qrν2(Eσa ).
By the above analysis, we further deduce∑
σ∈Γj,r
(µσm
−|σ|r)
sr
sr+r =
∑
σ∈Γ♭j,r
∑
ω∈ΛC(σ)
(µωm
−|ω|r)
sr
sr+r
{ ≤ ∑σ∈Γ♭j,r ν2(Eσa) = 1,
≥ P−1r Qr
∑
σ∈Γ♭j,r
ν2(Eσa) = P
−1
r Qr.
As we did in the proof of (a), the preceding inequality implies (1.8).
Case 2: r = 0. With the hypothesis of (c), the equation (3.13) typically does
not hold. We will consider cylinders instead of approximate squares. Set
e(ω) :=
∑
σ∈ΛC(ω)
µσ logµσ, ω ∈ Ω∗.
Then by (3.20), for every ω ∈ Λj , we have, ΛC(ω) ⊂ Λj . For every σ ∈ Λj, we
take an arbitrary word ω ∈ ΛC(σ) and denote by Λ♭j the set of this words. Then
Λj =
⋃
ω∈Λ♭j
ΛC(ω). Let k ≥ 1 and ω ∈ Ωk. We need to show that
e(ω) =
∑
σ∈ΛC(ω)
∑
τ∈Λ(σ,h)
µτ logµτ + µσa(Ik − Ik+h)(3.21)
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for all h ≥ 1. We first prove (3.21) for h = 1. We again distinguish two cases:
(d1): ℓ(k + 1) = ℓ(k). In this case, we have∑
σ∈ΛC(ω)
∑
τ∈Λ(σ,1)
µτ logµτ =
∑
σ∈ΛC(ω)
∑
j∈Gy
(µσqj) log(µσqj)
=
∑
σ∈ΛC(ω)
µσ logµσ +
∑
σ∈ΛC(ω)
µσ
∑
j∈Gy
qj log qj
=
∑
σ∈ΛC(ω)
µσ logµσ + µσa
∑
j∈Gy
qj log qj
= e(ω) + µωa(Ik+1 − Ik).(3.22)
(d2): ℓ(k + 1) = ℓ(k) + 1. Note that E ∩⋃σ∈ΛC(ω) Fσ = Eωa ∩E. Thus,
e(ω) =
∑
(jℓ(k)+1,...,jk)∈G
k−l
y
k∏
h=ℓ(k)+1
µωaqjh log
( k∏
h=ℓ(k)+1
µωaqjh
)
= µωa logµωa + (k − ℓ(k))µωa
∑
j∈Gy
qj log qj .
Note that
⋃
σ∈ΛC(ω)
⋃
τ∈Λ(σ,1) Fτ ∩ E = Eωa ∩ E. We have∑
σ∈ΛC(ω)
∑
τ∈Λ(σ,1)
µτ logµτ
=
∑
(i,j)∈G
∑
(jℓ(k)+2,...,jk+1)∈G
k−l
y
k+1∏
h=ℓ(k)+2
µωapijqjh log
( k+1∏
h=ℓ(k)+1
µωapijqjh
)
= µωa log µωa + µωa
∑
(i,j)∈G
pij log pij + (k − ℓ(k))µωa
∑
j∈Gy
qj log qj .
Hence, combining the above analysis, we obtain∑
σ∈ΛC(ω)
∑
τ∈Λ(σ,1)
µτ logµτ = e(ω) + µωa
∑
(i,j)∈G
pij log pij
= e(ω) + µωa(Ik+1 − Ik).(3.23)
Combining (3.22) and (3.23), for k ≥ 1 and all ω ∈ Ωk, we have
e(ω) =
∑
σ∈ΛC(ω)
∑
τ∈Λ(σ,1)
µτ logµτ + µσa(Ik − Ik+1).(3.24)
Assume that (3.21) holds for h = p ∈ N, by (3.24) and mathematical induction,
one can show that (3.21) holds for all h ∈ N, which is equivalent to∑
σ∈ΛC(ω)
µσ(logµσ − Ik) =
∑
σ∈ΛC(ω)
∑
τ∈Λ(σ,h)
µτ (logµτ − Ik+h).
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Applying the preceding equation to every σ ∈ Λj with h = k2j − |σ|, one gets∑
σ∈Λj
µσ(logµσ − I|σ|) =
∑
ω∈Λ♭j
∑
σ∈ΛC(ω)
µσ(logµσ − I|σ|)
=
∑
ω∈Λ♭j
( ∑
σ∈ΛC(ω)
∑
τ∈Λ(σ,k2j−|σ|)
µτ logµτ − µωaIk2j
)
=
∑
τ∈Ωk2j
µτ logµτ − Ik2j = 0
It follows that
∑
σ∈Λj
µσ logµσ =
∑
σ∈Λj
µσI|σ|. Hence, we obtain
tj =
∑
σ∈Λj
µσ logµσ∑
σ∈Λj
µσ logm−|σ|
=
∑
σ∈Λj
µσI|σ|∑
σ∈Λj
µσ logm−|σ|
Thus, (3.17) holds and (1.8) follows by the last part of the proof for (b). This
finishes the proof of the main theorem.
3.2. Concluding remarks and examples. As an immediate consequence of The-
orem 1.1 (b) and (c), we have
Corollary 3.4. Assume that, if the vectors (pij/qj)j∈Gx,j , j ∈ Gy are permutations
of one another. Then (1.8) holds for all r ≥ 0.
Next, we construct an example to illustrate Theorem 1.1.
Example 3.5. Let n = 9,m = 3. We consider the functions
g1(x) :=
√
x+
√
3
8
− x, x ∈ [0, 3
8
],
g2(x) :=
√
x+
√
7
16
− x, x ∈ [0, 7
16
].
Then g1, g2 are both continuous. Note that
g1(0) =
√
6
4
<
√
2
2
, g1
(
3
16
)
=
√
3
2
>
√
2
2
;
g2(0) =
√
7
4
<
√
2
2
, g1
(
7
32
)
=
√
14
4
>
√
2
2
.
The continuity of g1 allows us to choose a real number x1 ∈ (0, 38 ) satisfying√
1
8
+
√
x1 +
√
3
8
− x1 = 3
√
2
4
.
In a similar manner, one can find a number x2 ∈ (0, 716 ) such that
(3.25)
√
x2 +
√
7
16
− x2 =
√
2
2
.
Let G := {(1, 0), (3, 0), (5, 0), (1, 2), (3, 2), (5, 2), (7, 2)}. We set
p10 =
1
8
, p30 = x1, p50 =
3
8
− x1;
p12 = x2, p32 =
7
16
− x2, p52 = 1
32
, p72 =
1
32
.(3.26)
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Then one can easily see that q0 = q2 =
1
2 . Let µ be the self-affine measure associated
with G and (pij)(i,j)∈G. In view of (3.25) and (3.26), for r = 1,
C2,r =
∑
i∈Gx,2
(
pi2
q2
) 1
2
= C0,r =
∑
i∈Gx,0
(
pi0
q0
) 1
2
=
√
2
∑
i∈Gx,0
(pi0)
1
2 =
3
2
.(3.27)
So, for r = 1 and Gy = {0, 2}, Gx,0 = {1, 3, 5} and Gx,2 = {1, 3, 5, 7}, we have∑
j∈Gy
(qjm
−r)
1
r+1
( ∑
i∈Gx,j
(
pij
qj
) 1
r+1
)log39
= 2
(√
6
6
·
√
6
2
)
= 1.
Hence, for r = 1, we have that sr = tr = 1. By (3.27), the hypothesis in Theorem
1.1 (a) is satisfied. Thus, we conclude that (1.8) holds for r = 1. Finally, since
q0 = q2 = 2
−1, by Theorem 1.1 (c), (1.8) holds for all r ≥ 0.
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