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Abstract
Motion segmentation is an important task in computer vision with many applications
such as dynamic scene understanding and multi-body structure from motion. When the
point correspondences across frames are given, motion segmentation can be addressed
as a subspace clustering problem under an affine camera model. In the first two parts
of this thesis, we target the general subspace clustering problem and propose two novel
methods, namely Efficient Dense Subspace Clustering (EDSC) and the Robust Shape
Interaction Matrix (RSIM) method.
Instead of following the standard compressive sensing approach, in EDSC we for-
mulate subspace clustering as a Frobenius norm minimization problem, which inher-
ently yields denser connections between data points. While in the noise-free case we
rely on the self-expressiveness of the observations, in the presence of noise we recover
a clean dictionary to represent the data. Our formulation lets us solve the subspace
clustering problem efficiently. More specifically, for outlier-free observations, the
solution can be obtained in closed-form, and in the presence of outliers, we solve
the problem by performing a series of linear operations. Furthermore, we show that
our Frobenius norm formulation shares the same solution as the popular nuclear norm
minimization approach when the data is free of any noise.
In RSIM, we revisit the Shape Interaction Matrix (SIM) method, one of the earliest
approaches for motion segmentation (or subspace clustering), and reveal its connec-
tions to several recent subspace clustering methods. We derive a simple, yet effective
algorithm to robustify the SIM method and make it applicable to real-world scenarios
where the data is corrupted by noise. We validate the proposed method by intuitive
examples and justify it with the matrix perturbation theory. Moreover, we show that
RSIM can be extended to handle missing data with a Grassmannian gradient descent
method.
The above subspace clustering methods work well for motion segmentation, yet
they require that point trajectories across frames are known a priori. However, finding
point correspondences is in itself a challenging task. Existing approaches tackle the
correspondence estimation and motion segmentation problems separately. In the third
part of this thesis, given a set of feature points detected in each frame of the sequence,
we develop an approach which simultaneously performs motion segmentation and
finds point correspondences across the frames. We formulate this problem in terms
of Partial Permutation Matrices (PPMs) and aim to match feature descriptors while
simultaneously encouraging point trajectories to satisfy subspace constraints. This
lets us handle outliers in both point locations and feature appearance. The resulting
optimization problem is solved via the Alternating Direction Method of Multipliers
ix
x(ADMM), where each subproblem has an efficient solution. In particular, we show
that most of the subproblems can be solved in closed-form, and one binary assignment
subproblem can be solved by the Hungarian algorithm.
Obtaining reliable feature tracks in a frame-by-frame manner is desirable in appli-
cations such as online motion segmentation. In the final part of the thesis, we introduce
a novel multi-body feature tracker that exploits a multi-body rigidity assumption to im-
prove tracking robustness under a general perspective camera model. A conventional
approach to addressing this problem would consist of alternating between solving two
subtasks: motion segmentation and feature tracking under rigidity constraints for each
segment. This approach, however, requires knowing the number of motions, as well as
assigning points to motion groups, which is typically sensitive to motion estimates. By
contrast, we introduce a segmentation-free solution to multi-body feature tracking that
bypasses the motion assignment step and reduces to solving a series of subproblems
with closed-form solutions.
In summary, in this thesis, we exploit the powerful subspace constraints and de-
velop robust motion segmentation methods in different challenging scenarios where
the trajectories are either given as input, or unknown beforehand. We also present a
general robust multi-body feature tracker which can be used as the first step of motion
segmentation to get reliable trajectories.
Keywords: Motion segmentation, subspace clustering, feature tracking
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Chapter 1
Introduction
Making a computer see as a human is the ultimate goal of computer vision research.
Consider Figure 1.1(a) for the task of object-level segmentation. It takes no effort for
us humans to tell which parts of the image belong to the same object. However, this
remains a difficult task for a computer. Top-down learning based methods can get
object-level segmentation, but the training phase requires numerous manually anno-
tated images, which are normally expensive to acquire. Moreover, from the perspective
of human vision, infants can learn to see without supplying them large amounts of
carefully annotated images. In the same spirit, Geoffrey Hinton, a famous professor of
machine learning, once said:
When we’re learning to see, nobody’s telling us what the right answers are
– we just look. Every so often, your mother says "that’s a dog", but that’s
very little information. You’d be lucky if you got a few bit of information
– even one bit per second – that way. The brain’s visual system has 1014
neural connections. And you only live for 109 seconds. So it’s no use
learning one bit per second. You need more like 105 bits per second. And
there’s only one place you can get that much information: from the input
itself. – Geoffrey Hinton, 1996 (quoted in Murphy [2012]).
Modern bottom-up (unsupervised) segmentation methods rely on the information of
the input itself, or more specifically the color and texture of the input, but only generate
over-segmented small homogeneous regions, a.k.a. superpixels. For example, in
Figure 1.1(b), with one of the state-of-the-art bottom-up segmentation methods, the
car is segmented into multiple non-overlapping superpixels rather than a single object.
We come into a dilemma here: on one hand, we do not want to rely on costly anno-
tated training data for the task of object segmentation; on the other hand, unsupervised
bottom-up methods such as superpixel segmentation methods, in most cases, cannot
produce satisfactory object-level segmentation due to intrinsic ambiguities.
However, if we are given a video sequence and the objects in the sequence move
for a period of time, these ambiguities can be easily resolved by leveraging constraints
of temporal trajectories. Indeed, motion vectors are typically known to be more con-
sistent than color and texture within an object region (Ochs et al. [2014]), especially
1
2 Introduction
Figure 1.1: Left (a) Human can effortlessly tell which parts of the image belong to
the same object. Middle (b) Superpixels generated by the method of Achanta et al.
[2012]. Right (c) Motion vectors of a car sequence from Tron and Vidal [2007]: The
red points denote the current positions of the feature points, and green lines the motion
since the previous frame.
for rigid motions. For instance, in Figure 1.1(c), while color and texture are rather
diverse within the car, the motion vectors of the feature points on the moving car have
similar patterns.
Therefore, in this thesis, we focus on the study of motion segmentation, an impor-
tant step towards object segmentation using unsupervised learning. In particular, the
goal of motion segmentation is to group the pixels (or feature points) of a dynamic
video sequence according to their motions. This is an important problem because its
outcomes can be beneficial for many related areas in computer vision, such as scene
understanding, video analysis, and multi-body structure from motion.
Generally, motion segmentation methods deal with feature tracks obtained by some
feature tracking methods such as the Kanade-Lucas-Tomasi (KLT) feature tracker and
optical flow. However, due to the drifting and occlusion problems in feature tracking,
these feature tracks inevitably contain noise, outliers, or missing entries. One of our
goals then is to design novel motion segmentation algorithms that are not only robust
to these data corruptions, but also efficient in computations. We also consider the
scenarios where the feature tracks are not available and aim to design algorithms that
are able to solve for motion segmentation with unknown feature correspondences. In
addition, we explore the possibility of improving current feature tracking methods by
using additional scene constraints.
Before presenting the contributions of this thesis, we first review the related work
on motion segmentation in literature.
1.1 Related Work
Over the years, many methods have been devoted to segmenting dynamic objects from
images. For example, background subtraction (Piccardi [2004]) can be thought of as
motion segmentation. However, with only a few exceptions (e.g. Sheikh et al. [2009]),
they often assume a stationary camera and aim to identify the moving foreground
§1.1 Related Work 3
objects. By contrast, no special constraint on the camera motion is enforced for
motion segmentation. Object tracking (Yilmaz et al. [2006]) is another related research
area which tracks moving objects in the video with bounding boxes. In most cases,
however, it requires manually specifying the objects to be tracked in the first frame.
With a focus on motion segmentation in this thesis, we, therefore, do not discuss
background subtraction and object tracking in more details.
Motion segmentation methods naturally fall into two categories: two-frame motion
segmentation methods, and multi-frame motion segmentation methods.
1.1.1 Two-frame Motion Segmentation Methods
Most methods in this category rely on optical flow (Horn and Schunck [1981]; Brox
et al. [2004]; Amiaz and Kiryati [2006]), which provides dense point correspondences
between two consecutive frames. Early attempts at motion segmentation searched for
discontinuities in the optical flow field (Thompson et al. [1985]; Black and Anandan
[1990]), or piecewise affine partitions of the flow field (Adiv [1985]; Nagel et al.
[1994]). These methods suffered from the fact that the optical flow at discontinuities
is hard to recover due to occlusion.
Weber and Malik [1997] used the fact that each independently moving object
corresponds to a unique epipolar constraint, or equivalently a unique fundamental
matrix. The motion segmentation problem was formulated as minimizing a cost func-
tional consisting of a data term that fits to the fundamental matrix and a discontinuity
penalty term for spatial smoothness. The segmentation problem was solved via region-
growing.
Klappstein et al. [2009] discussed the detection of moving objects in the context
of driver assistance systems and road safety. Multiple constraints (i.e., epipolar con-
straints, postive depth constraints, positive height constraints, and trifocal constraints)
were used to compute a motion metric reflecting how likely a feature point to be
moving.
Narayana et al. [2013] assumed that only translational motions were involved.
Instead of using the complete flow vectors, they leveraged optical flow orientations
for dense motion segmentation. However, in practice, the pure translational motion
assumption is often too restrictive and does not hold as long as either the object or the
camera motions are rotational.
Other methods (Brox et al. [2006]; Amiaz and Kiryati [2005]; Cremers and Soatto
[2005a]; Mémin and Pérez [2002]; Brox and Weickert [2006]) tried to simultaneously
solve for optical flow and segmentation with the variational method and the level-set
based motion competition technique (Zhu and Yuille [1996]). The flow was estimated
independently for each segmented region, and the region segmentation represented by
level sets was driven by the fitting error of the optical flow.
It is often the case that optical flow based methods lead to dense object segmenta-
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tion. However, they also suffer from the difficulties in estimating very accurate optical
flow, especially in texture-less and occluded regions.
A few other two-frame motion segmentation methods rely on sparse feature corre-
spondences between two views. For example, Li [2007] used a mixture-of-fundamental-
matrices model to describe the multi-body motions from two views, and with a ran-
dom sampling scheme (Fischler and Bolles [1981]), solved the problem via a linear
program relaxation. In essence, this method tried to solve a chicken-and-egg problem,
and alternated between solving for multiple fundamental matrices and updating the
motion assignment in an Expectation Maximization (EM) manner, which is sensitive
to initialization.
Vidal et al. [2006] derived a multi-body epipolar constraint and its associated
multi-body fundamental matrix from noise-free sparse point correspondences of two
perspective views. The epipolar lines and epipoles were then computed using an
algebraic geometric approach. Given the epipolar lines and the associated multiple
fundamental matrices, the clustering was obtained by assigning each point to its near-
est fundamental matrix based on the Sampson distance. As pointed out by the authors,
this approach was mostly designed for noise-free correspondences and is thus sensitive
to noise and outliers.
On a frame-to-frame level, Dragon et al. [2012] employed a motion-split-and-
merge approach that consists of splitting the tracklets with J-Linkage (Toldo and Fusiello
[2008]) until the segments are consistent and merging with neighbouring segments
until the algorithm converges. This method was improved for real time performance
by Dragon et al. [2013]. Elqursh and Elgammal [2013] formulated motion segmen-
tation as a manifold separation problem and presented an online method using label
propagation on a dynamically changing graph.
All in all, two-frame methods suffer from the fact that motions between consecu-
tive frames are relatively small and thus motion segmentation from two frames is often
ambiguous.
1.1.2 Multi-frame Motion Segmentation Methods
Multi-frame motion segmentation methods are generally more robust than two-frame
methods. Most of the recent works on motion segmentation belong to this class.
Typically, point trajectories over frames are assumed to be given a priori from the
KLT tracker or more recent feature tracking methods (e.g., Sundaram et al. [2010]).
See Figure 1.2 for an example. Then the affinities between trajectories are constructed
in a way that those from the same motion have high affinity and those from different
motions have low affinity (or ideally zero affinity). With the affinity matrix, the final
motion segmentation is obtained by the normalized cuts (Shi and Malik [2000]) or
spectral clustering (Ng et al. [2002]).
One line of research exploited the affinities from long term point trajectories of pos-
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Figure 1.2: Multi-frame motion segmentation with feature tracks over frames.
sibly different length. Brox and Malik [2010] and Ochs et al. [2014] defined affinities
with pairwise distances between trajectories, and used a spatially regularized spectral
clustering for segmentation. However, the pairwise distance only accounts for the
translational model, and thus cannot handle other motion models such as rotation and
scaling. A follow-up work by Ochs and Brox [2012] addressed this limitation by using
higher order tuples of trajectories to form hypergraphs. To apply spectral clustering,
the hypergraph was flattened into an ordinary graph via a nonlinear projection, i.e.,
a regularized maximum operator. Unfortunately, although sampling techniques were
applied, the high order motion models still resulted in high computational complexity.
Other works leveraged explicit camera models, e.g., the perspective camera model
or affine camera model, to derive trajectory affinities. Under the perspective camera
model, Jung et al. [2014] iteratively computed fundamental matrices and motion la-
bels. Evidence of segmentation was then accumulated across frames via randomized
voting based on the Sampson distance between the point and the epipolar line. Li et al.
[2013] derived a subspace method from the two-view epipolar constraint, and formu-
lated the motion segmentation from multiple frames as a mixed norm optimization
problem. A model selection method was also proposed based on an over-segment-
and-merge procedure.
The affine camera model is commonly used as an approximation of the perspective
camera model where depth variation of the scene is negligible compared to the overall
scene depth. It has been proven that, under the affine camera model, trajectories from
the same motion lie in a linear subspace with dimension up to four and trajectories
from different motions correspond to different subspaces (Yan and Pollefeys [2006]).
Under the affine camera model assumption, the motion segmentation problem can be
solved as a subspace clustering problem. Thanks to the useful property of this subspace
formulation, a large amount of work follows this direction.
The following paragraphs focus on the literature of subspace clustering (Vidal
[2011]). These methods can be roughly divided into five categories: factorization
based algorithms, algebraic methods, expectation maximization based approaches,
high-order model based methods, and self-expressiveness based algorithms.
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Factorization Based Algorithms
Factorization based algorithms (Boult and Brown [1991]; Costeira and Kanade [1998];
Gear [1998]), initially introduced for motion segmentation, achieve segmentation by a
low-rank factorization of the data matrix X whose columns represent the data points.
To group data into corresponding subspaces, Costeira and Kanade [1998] relied on the
Shape Interaction Matrix (SIM), which was defined as Q = VVT ∈ RN×N, with V
the matrix consisting of right singular vectors of X and N the number of trajectories.
The matrix Q has the property that Qij = 0 if points i and j lie in different subspaces.
Segmentation was achieved by simply block-diagonalizing Q, or by applying spectral
clustering.
Kanatani [2001] later analysed motion segmentation as a subspace segmentation
problem, and showed that under the condition that the subspaces are linearly inde-
pendent, the SIM is block-diagonal up to a permutation. Many other methods (Gear
[1998]; Ichimura [1999]; Kanatani [2002]; Wu et al. [2001]; Zelnik-Manor and Irani
[2003]) were proposed to improve the robustness of the SIM method. Unfortunately,
they are sensitive to noise and outliers, and require a reliable estimation of the intrinsic
dimension of the data matrix.
Inspired by the theory of non-negative matrix factorization (Lee and Seung [1999]),
Cheriyadat and Radke [2009] decomposed the velocity profiles of point trajectories
into different motion components and corresponding non-negative weights, and then
segmented the motions using spectral clustering on the derived weights. Similarly, Mo
and Draper [2012] modeled dense point trajectories with a semi-non-negative matrix
factorization method to get semantically meaningful motion components.
Algebraic Methods
Algebraic methods, such as Generalized Principal Component Analysis(GPCA) (Vidal
et al. [2005a]), fit a set of homogeneous polynomials to the data. The gradient at a data
point of such polynomials gives a vector normal to the subspace corresponding to that
point. Subspace clustering is then reduced to fitting, differentiating and clustering a set
of homogeneous polynomials. GPCA can deal with subspaces of different dimensions,
and does not impose any restriction on the relative orientation of the subspaces. How-
ever, determining the number of subspaces K and the subspace dimemsion di assumes
noise-free and outlier-free data. This drawback was overcome in the more recent
Robust Algebraic Segmentation (RAS) (Rao et al. [2010b]) using robust statistics.
However, those algebraic methods suffer from the fact that the complexity of fitting
polynomials increases exponentially with K and di.
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Expectation Maximization Based Approaches
Expectation Maximization (EM) based approaches estimate subspace models and as-
signments iteratively. For example, K-planes (Bradley and Mangasarian [2000]) and
K-subspaces (Tseng [2000]) algorithms extended the K-means method (MacQueen
et al. [1967]; Duda et al. [2012]) (which is an EM based method) to clustering data
sampled from multiple planes or subspaces. The two algorithms iterated over the
following two steps until converge: 1) given an initial cluster assignment, fit a sub-
space/plane for each cluster with PCA; 2) with the PCA basis for each subspace/plane,
assign each data point to its nearest subspace/plane. These methods suffer from two
drawbacks: first, the problems they solved are nonconvex, so the solution depends on
initialization; second, the PCA subspace/plane fitting step is sensitive to outliers.
A few other methods (e.g., Tipping and Bishop [1999]; Ma and Derksen [2007])
addressed the subspace clustering problem within a probabilistic framework. In sta-
tistical learning, mixed data are often modeled as samples drawn from mixtures of
Gaussian distributions. In this context, subspace clustering becomes a model fitting
problem. A major drawback of this approach, however, is that it often results in non-
convex optimization problems. One therefore has to resort to an EM method, whose
solution strongly depends on initialization.
High-order Model Based Methods
High-order model based methods try to fit a pre-defined model with multiple trajec-
tories (or points). In particular, Local Subspace Affinity (LSA) (Yan and Pollefeys
[2006]) fitted a linear subspace at each trajectory with local adjacent trajectory sam-
pling, and then derived the affinity matrix based on the principal subspace angles
between these estimated subspaces. Alternatively, LSA can also be interpreted as using
the projection distance of points on the Grassmann manifold because a subspace can
be viewed as a point on the corresponding Grassmann manifold. However, this local
subspace fitting can be unreliable due to various data corruptions, especially for points
lying close to subspace intersections.
Chen and Lerman [2009] proposed a Spectral Curvature Clustering (SCC) method
using the polar curvature of d+ 2 distinct points (with d the subspace dimension) to
form the affinity tensor. To make it computationally tractable, an iterative sampling
procedure was suggested to reduce the affinity tensor to an affinity matrix.
Chin et al. [2009] proposed a new kernel, called the Ordered Residual Kernel
(ORK), to elicit the potential of two point trajectories to have emerged from the same
subspace. Subspace hypotheses were first obtained by randomly sampling trajectories
for subspace model fitting. The subspace fitting residuals were then encapsulated
into the ordered residual kernel, which is a valid Mercer kernel derived from the
intersection kernel. This method is able to handle severe data corruption of outliers.
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Jain and Govindu [2013] presented Sparse Grassmann Clustering (SGC) that uti-
lized the residual error of fitting a high dimensional model (with at least d+ 2 points)
to construct affinities. The efficiency of the algorithm was gained by updating the
eigenspace of the affinity matrix via an efficient Grassmannian gradient descent method
and iterative sampling.
Similarly, Purkait et al. [2014] also used model fitting residuals to build affinities,
but with more points (much more than d + 2), thus leading to large hyperedges of
hypergraphs. A novel guided sampling strategy for large hyperedges was proposed
based on the concept of random cluster models to reduce the sampling costs.
High-order model based methods can be applied to solve general model fitting and
clustering problems. However, in many cases, explicit models are required to know a
priori, and the computational complexity still remains to be a limiting factor of this
type of methods.
Self-expressiveness Based Algorithms
Recently, self-expressiveness based algorithms (Elhamifar and Vidal [2009]; Liu et al.
[2010]; Favaro et al. [2011]; Elhamifar and Vidal [2010]; Liu et al. [2013]; Elhamifar
and Vidal [2013]) have received much attention in the research community. The
data drawn from multiple subspaces are deemed self-expressive in the sense that a
data point in a subspace can be represented as a linear combination of the other
points in the same subspace. The affinity matrix can then be constructed by the linear
combination coefficient matrix. Relating back to the high-order model based methods,
by self-expressiveness, a point (or trajectory) is in fact connected to all the other points
simultaneously, which can be thought of as virtually applying the highest-possible-
order model. This, to some extent, explains the recent popularity and success of this
kind of methods.
The most popular approaches in this category were inspired by the theory of com-
pressive sensing. In particular, Sparse Subspace Clustering (SSC) (Elhamifar and
Vidal [2009]) employed the data matrix as a dictionary to reconstruct the data itself.
It then utilized the coefficients recovered by an `1-norm minimization problem to
construct an affinity matrix whose non-zero entries correspond to points in the same
subspace. Similarly, Low Rank Representation (LRR) (Liu et al. [2010]) exploited the
self-expressiveness of the data, but, instead of sparsity, assumed that the coefficient
matrix has low rank.
Peng et al. [2013] made SSC scalable with a sampling-clustering-coding-and-clas-
sifying strategy. Spatial constraints were incorporated by Pham et al. [2012] to im-
prove the performance of SSC. Tierney et al. [2014] considered the ordered subspace
clustering for sequential data. Gao et al. [2015] dealt with the multi-view scenario
and used a common cluster structure to guarantee coherence among different views.
Wang et al. [2013] combined SSC and LRR, and presented a low-rank sparse subspace
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clustering method. There are also several non-linear extensions of SSC, such as (Patel
et al. [2013]), (Patel and Vidal [2014]) and (Yin et al. [2016]).
While both SSC and LRR solved the problem formulations in an iterative manner,
a closed-form solution was introduced in Low-Rank Subspace Clustering (LRSC)
(Favaro et al. [2011]), which, for noisy data, involved performing a series of singular
value thresholding operations. To derive this closed-form solution, LRSC relied on
recovering a clean dictionary instead of directly making use of the noisy data.
Other types of regularization on the self-expressiveness include using the quadratic
programming (Wang et al. [2011b]), the latent low rank representation (Liu and Yan
[2011]), the least square regression (Lu et al. [2012]), the trace lasso (Lu et al. [2013]),
the half-quadratic minimization (Zhang et al. [2013]), the block-diagonal prior (Feng
et al. [2014]), the smooth representation (Hu et al. [2014]), a structured norm (Li and
Vidal [2015]), the Gaussian mixture regression (Li et al. [2015]) and the elastic net
(You et al. [2016]).
The nice property of this class of methods is that in most cases, the resulting prob-
lem formulations are convex, so global optimal solutions can be achieved. However,
to apply self-expressiveness for motion segmentation, these methods require the point
trajectories to be of the same length and thus cannot naturally handle the case of
missing data, whose presence is inevitable in real-world scenarios.
1.2 Contributions
This thesis focuses on multi-frame motion segmentation with subspace constraints and
aims to handle various types of data corruption in a robust and efficient manner. The
contributions are three-fold: first, we present novel subspace clustering algorithms
that can be directly applied to motion segmentation; second, we tackle the motion
segmentation problem under unknown feature correspondences and give a solution
that simultaneously performs motion segmentation and feature matching; third, we
develop a segmentation-free multi-body feature tracking method using the subspace
constraint derived from epipolar geometry.
Novel Subspace Clustering Algorithms
Two novel subspace clustering methods are presented in this thesis, namely Efficient
Dense Subspace Clustering (EDSC), and the Robust Shape Interaction Matrix (RSIM)
method.
Instead of following the standard compressive sensing approach, in EDSC, we
formulate subspace clustering as a Frobenius norm minimization problem, which in-
herently yields denser connections between the data points. While in the noise-free
case we rely on the self-expressiveness of the observations, in the presence of noise
we recover a clean dictionary to represent the data. Our formulation lets us solve
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the subspace clustering problem efficiently. More specifically, the solution can be
obtained in closed-form for outlier-free observations, and by performing a series of
linear operations in the presence of outliers. Furthermore, we show that our Frobenius
norm formulation shares the same solution as the popular nuclear norm minimization
approach when the data is free of any noise.
In RSIM, we revisit the Shape Interaction Matrix (SIM) method, one of the earliest
approaches for motion segmentation (or subspace clustering), and reveal its connec-
tions to several recent subspace clustering methods. We derive a simple, yet effective
algorithm to robustify the SIM method and make it applicable to real-world scenarios
where the data is corrupted by noise. We validate the proposed method by intuitive
examples and justify it with the matrix perturbation theory. Moreover, we show that
RSIM can be extended to handle missing data with a Grassmannian gradient descent
method.
Both the above-mentioned subspace clustering algorithms (i.e., EDSC and RSIM)
can be applied to motion segmentation with robustness to data noise, outliers, and
missing data, which is evidenced by our experiments on standard motion segmentation
datasets, such as Hopkins 155 (Tron and Vidal [2007]).
Motion Segmentation with Unknown Correspondences
Motion segmentation can be addressed as a subspace clustering problem, assuming
that the trajectories of interest points are known. However, establishing point corre-
spondences is in itself a challenging task. Most existing approaches tackle the corre-
spondence estimation and motion segmentation problems separately. In this part, we
develop an approach to performing motion segmentation without any prior knowledge
of point correspondences. We formulate this problem in terms of Partial Permutation
Matrices (PPMs) and aim to match feature descriptors while simultaneously encourag-
ing point trajectories to satisfy subspace constraints. This lets us handle outliers in both
point locations and feature appearance. The resulting optimization problem is solved
via the Alternating Direction Method of Multipliers (ADMM), where each subproblem
has an efficient solution. In particular, we show that most of the subproblems can be
solved in closed-form, and one binary assignment subproblem can be solved by the
Hungarian algorithm.
Robust Multi-body Feature Tracker
Obtaining reliable feature tracks in a frame-by-frame manner is desirable in appli-
cations such as online motion segmentation. In this part, we introduce a novel multi-
body feature tracker that exploits a multi-body rigidity assumption to improve tracking
robustness under a general perspective camera model. A conventional approach to
addressing this problem would consist of alternating between solving two subtasks:
motion segmentation and feature tracking under rigidity constraints for each segment.
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This approach, however, requires knowing the number of motions, as well as assigning
points to motion groups, which is typically sensitive to motion estimates. By contrast,
we introduce a segmentation-free solution to multi-body feature tracking that bypasses
the motion assignment step and reduces to solving a series of subproblems with closed-
form solutions.
Summary of Contributions
In summary, in this thesis, we exploit the powerful subspace constraints and present
motion segmentation methods that are robust to various types of data corruptions in
the cases of known or unknown feature correspondences. In addition, we also propose
a robust feature tracker for dynamic scenes, which can be applied to get reliable
trajectories for motion segmentation.
1.3 Thesis Structure
Following this introduction chapter, in Chapter 2, we give the preliminaries of some
mathematical concepts and optimization methods that are used in our work. Readers
who are familiar with related concepts and methods may skip this chapter. After
that, in Chapter 3, we develop an efficient dense subspace clustering method based
on the self-expressiveness property of the data. In Chapter 4, we revisit the 20-year-
old shape interaction matrix method and derive a simple method to make it robust to
various types of data corruption, and both empirical and theoretical justifications are
provided. Chapter 5 presents an approach for motion segmentation without any prior
knowledge of point correspondences, and an ADMM solution is provided. In Chapter
6, we consider the prerequisite step of motion segmentation, i.e., feature tracking, and
propose a robust segmentation-free feature tracker for the multi-body motion case.
Finally, in Chapter 7, we draw conclusions based on the observations made in the
previous chapters, and provide future research directions.
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Chapter 2
Preliminaries
2.1 Basic Notations
Throughout this thesis, we denote matrices by bold upper case letters, vectors by bold
lower case letters, and scalars by non-bold letters. Upper case non-bold letters are also
used to denote a space, subspace or field. R, RN, and RD×N are respectively the set
of real numbers, the set of real N-dimensional vectors, and the set of real D-by-N
matrices.
We organize the point trajectories as the columns of the data matrix X ∈ RD×N,
and the ith column (or trajectory) of X is represented by xi. The transpose of X is
denoted by XT. The vectorization of X, denoted by vec(X), is obtained by stacking
the columns of X, i.e., vec(X) = [xT1 | · · · |xTN]T. The identity matrix is denoted by I,
and the all-one column vector is denoted by 1. The full Singular Value Decomposition
(SVD) of X is expressed as X = UΣVT with U ∈ RD×p (p = min(D,N)) and
V ∈ Rp×N being orthonormal matrices, and Σ ∈ Rp×p the diagonal matrix whose
diagonal elements are the singular values of X. If X is low-rank with the rank r <
min(D,N), its compact SVD can be written as X = UrΣrVTr , where Ur contains the
first r columns of U, Vr the first r columns of V, and Σr the first r singular values on
its diagonal.
Vector or matrix norms are commonly used. For a vector x, its `0 norm ‖x‖0 is
defined as the number of non-zero elements of x; its `p norm ‖x‖p (for p = 1, 2, · · · )
is defined as ‖x‖p =
(
∑i |xi|p
)1/p, e.g. ‖x‖1 = ∑i |xi|; its `∞ norm is defined as the
maximal element of |x|, i.e. ‖x‖∞ = maxi |xi|. By default, ‖x‖ denotes the `2 norm
of x. A matrix norm is a natural extension of a vector norm. Specifically, for element-
wise matrix norms, ‖X‖1 = ∑i,j |xij|, the Frobenius norm ‖X‖F =
√
∑i,j x2ij =√
trace(XTX), the `p norm ‖X‖p =
(
∑i,j |xij|p
)1/p, and the `2,1 norm ‖X‖2,1 =
∑j ‖xj‖ = ∑j
√
∑i x2ij. Another widely used norm is the nuclear norm (also known
as trace norm), which is defined as ‖X‖∗ = ∑i σi with σi the ith singular value of X.
The pseudoinverse (also known as Moore-Penrose pseudoinverse) of X is denoted
by X†. It has the following properties: 1) XX†X = X; 2) X†XX† = X†; 3) (XX†)T =
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XX†; 4) (X†X)T = X†X. If the columns of X are linearly independent, then XTX
is invertible. In this case, the pseudoinverse of X can be explicitly written as X† =
(XTX)−1XT. Similarly, if the rows of X are linearly independent, X† = XT(XXT)−1.
A simple way to compute the pseudoinverse is by the SVD. Given the SVD of X as
X = UΣVT, X† = VΣ−1UT. The pseudoinverse can be used to solve for a least
squares solution to a system of linear equations. For example, given a system Ay = b
with y the unknown, the best solution in the sense of the least squares error can be
computed as y∗ = A†b.
The Kronecker product is denoted by ⊗. For two matrices A ∈ Rm×n and B ∈
Rp×q, their Kronecker product is defined as
A⊗ B =
 a11B · · · a1nB... . . . ...
am1B · · · amnB
 ∈ Rmp×nq . (2.1)
The Kronecker product is useful to solve some linear systems in matrix form. For
example, consider the equation AYB = C, where A, B and C are given, and Y is
unknown. We can vectorize both sizes of the equation and get the following equation
vec(AYB) = (BT ⊗A)vec(Y) = vec(C) . (2.2)
2.2 Basic Concepts
2.2.1 Subspace
2.2.1.1 Linear Subspace and Affine Subspace
In linear algebra, the concept of subspace1 is directly related to that of a vector space.
A vector space is a mathematical structure that is closed under addition and scalar
multiplication. A common example of a vector space is the Euclidian space. A
subspace, which in itself is a vector space, is a subset of some higher-dimensional
space. More formally, given a vector space V over a field F, it is often possible to
form another vector space by taking a subset W of V using the vector space operations
(i.e., addition and scalar multiplication) of V. To show whether a subset of a vector
space is a subspace, we have the following theorem:
Theorem 2.1 (Leon [2010]) Let V be a vector space over the field F, and let W
be a nonempty subset of V. Then W is a subspace of V if and only if W satisfies the
following three conditions
1. The zero vector 0 is in W.
2. If u and v are the elements of W, then the sum u + v is the element of W.
1Here, a subspace, by default, denotes a linear subspace.
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Figure 2.1: A toy example of subspace clustering. Three subspaces are contained in
this example: two lines (L1, L2), and one plane (P1).
3. If u is an element of W and c is a scalar from F, then the product cu is an
element of W.
Condition 1 is one of the axioms that define the vector space and should be the first
condition to verify when defining the subspace. Condition 2 states that W is closed
under addition, which means that the sum of two elements of W is always an element
of W. Condition 3 says that W is closed under scalar multiplication. That is, whenever
an element ofW is multiplied by a scalar, the result is still an element ofW. Therefore,
if we use the operations from V and the elements of W to do arithmetic, the results
will always be inW. Another way to characterize subspaces is that they are also closed
under linear combinations.
For example, in Figure 2.1, the lines L1 and L2, and the plane P1 (which intersect
at the origin) are three subspaces of the 3D Euclidean space: the zero vector (the
origin) is included in L1, L2 and P1; and it can be easily verified that they are all
closed under the operations of addition and scalar multiplication.
An affine subspace, also known as a flat, is similar to a linear subspace except that
it does not need to pass through the origin. For example, any line in the 2D Euclidean
space forms an affine subspace or flat, but only those going through the origin are
linear subspaces.
2.2.1.2 Null Space, Row Space and Column Space
Consider a matrix X ∈ RD×N. Let N(X) be the set of the solutions of the homoge-
neous equation Xc = 0. We have
N(X) = {c ∈ RN|Xc = 0} . (2.3)
We now verify that N(X) is a subspace of RN. Clearly, the equality holds when
c = 0, so 0 ∈ N(X). If c ∈ N(X) and α is a scalar, then X(αc) = αXc = α0 = 0
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and hence αc ∈ N(X). If c1, c2 ∈ N(X), then
X(c1 + c2) = Xc1 + Xc2 = 0 ,
which indicates that c1 + c2 ∈ N(X). It then follows that N(X) is a subspace of RN,
and we call N(X) the null space of X.
If we consider each row of X as a vector in R1×N, the subspace of R1×N spanned
by the row vectors of X is called the row space of X. Similarly, the subspace of RD
spanned by the column vectors of X is called the column space of X. Note that the
dimension of the row space of X is equal to the dimension of the column space of X.
A subspace can be represented by a set of orthogonal basis with the number of
basis equal to the dimension of the subspace. So given a rank-r matrix X (where r ≤
min(D,N)) and its full SVD X = UΣVT, the column space of X can be represented
by Ur (i.e., the first r columns of U), the row space of X by Vr (i.e., the first r columns
of V), and the null space of X by Vr+1:end (i.e., the last N − r columns of V).
2.2.1.3 Subspace Clustering
With the definition of a subspace, the problem of subspace clustering is somewhat self-
explanatory. Formally, suppose that we are given a set of N data points x1, x2, · · · , xN
∈ RD and that these data points are drawn from a union of K subspaces {Si}Ki=1 of
unknown dimensions. Then the goal of subspace clustering is to cluster the data points
into their respective subspaces, or in plain words, to find which data point lies on which
subspace. For example in Figure 2.1, we aim to cluster the points according to three
subspaces L1, L2 and P1, and different subspaces are plotted with different colors.
In practice, the data points are often contaminated by noise and/or outliers, and some
entries can even be unobserved. Thus, a practical subspace clustering method should
be able to handle these data corruptions.
Affine subspaces are also within the scope of discussion of subspace clustering.
In fact, an affine subspace can be thought of as lying on a higher dimensional linear
subspace. For example, a line not going through the origin, which is an affine subspace,
also lies on the plane going through the line and origin, which is a linear subspace. In
literature (Chen and Lerman [2009]; Zhang et al. [2010]), subspace clustering is also
called Hybrid Linear Modeling (HLM) when the data can be well approximated by a
mixture of affine subspaces, or equivalently flats.
2.2.2 Grassmann Manifold
Linear subspaces of a fixed rank form a Riemannian manifold known as the Grass-
mann manifold, or equivalently the Grassmannian. More formally, let G(N, r) denote
the Grassmann manifold that parameterizes all r-dimensional linear subspaces ofRN.
For example, G(3, 1) denotes the set of all lines passing through the origin in R3.
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A point S on the Grassmann manifold G(N, r) is an r-dimensional linear subspace,
which can be specified by an arbitrary orthogonal matrix U ∈ RN×r whose columns
span the subspace S. Note that the matrix representation for a point on G(N, r) is
not unique. For example, if the orthogonal matrix U ∈ RN×r represents a point on
the Grassmannian G(N, r), then UQ (with Q an arbitrary orthogonal r-by-r matrix)
denotes the same point on G(N, r).
On a Grassmann manifold, the shortest distance between two points is along the
geodesic , which is the curve of shortest length between two points on a manifold. To
develop optimization algorithms (such as gradient methods), it is essential to compute
a gradient step along the geodesic on the Grassmann manifold. To this end, we have
the following theorem:
Theorem 2.2 (Edelman et al. [1998]) Given an optimization problem
min
Y∈G(N,r)
f (Y) , (2.4)
and an initialization Y(0) = Y and its regular gradient d fdY = H, an update of Y
along the geodesic with a step size η is given by
Y(η) =
[
YV U
] [cos(Ση)
sin(Ση)
]
VT , (2.5)
where UΣVT is the SVD of H.
The proof of Theorem 2.2 is provided in (Edelman et al. [1998]). Various gradient
methods (such as conjugate gradient and Newton’s method) on the Grassmann mani-
fold can be developed with this theorem. Interested readers may refer to Edelman et al.
[1998] for more details.
2.3 Subspace Formulation for Motion Segmenta-
tion
2.3.1 Affine Camera Model
According to Hartley and Zisserman [2004], an affine camera is one that has a camera
matrix P in which the last row is of the form (0, 0, 0, 1); it is called an affine camera
because points at infinity are mapped to points at infinity. The affine camera model is
widely used as an approximation to the perspective camera model when the variation
of the depth of the scene is much smaller than the distance of the points to the image
plane (Ma et al. [2012]).
Specifically, under the affine camera model which includes the orthographic, scaled
18 Preliminaries
orthographic, weak perspective and paraperspective models, a 3D point [X,Y,Z]T in
space is projected to a 2D point [x, y]T on the image plane as
xy
1
 = K
1 0 0 00 1 0 0
0 0 0 1
 [R t
0T 1
] 
X
Y
Z
1
 , (2.6)
where K ∈ R3×3 is the matrix of intrinsic camera parameters, and R ∈ R3×3 and
t ∈ R3 are camera rotation and translation, respectively. So we can write the camera
matrix of an affine camera as
P = K
1 0 0 00 1 0 0
0 0 0 1
 [R t
0T 1
]
. (2.7)
It is easy to see that P has the form
P =
m11 m12 m13 t1m21 m22 m23 t2
0 0 0 1
 , (2.8)
where we can define the affine motion matrix M ∈ R2×4 as
M =
[
m11 m12 m13 t1
m21 m22 m23 t2
]
. (2.9)
Thus, projection under an affine camera model can be expressed as
[
x
y
]
= M

X
Y
Z
1
 . (2.10)
2.3.2 Factorization
If we assume that a moving affine camera observes the 3D point [X,Y,Z]T over F
frames2, then we have F camera motion matrices M1, · · · ,MF. Stacking the image
2Motion is relative. If the point is moving and the camera is static, we can always fix the coordinate
system on that point so that the camera becomes moving and the point becomes static in that coordinate
system.
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points [xi, yi]T (i = 1, · · · , F) into a trajectory vector leads to
x1
y1
...
xF
yF
 =
M1...
MF


X
Y
Z
1
 , (2.11)
where we can define the total camera motion matrix W as
W =
M1...
MF
 ∈ R2F×4 . (2.12)
Now, we consider N image points in the ith frame projected from N points [Xj,Yj,Zj]T
of a rigid body over an affine camera Mi
[
xi1 xi2 · · · xiN
yi1 yi2 · · · yiN
]
= Mi

X1 · · · XN
Y1 · · · YN
Z1 · · · ZN
1 · · · 1
 , (2.13)
where we define the shape matrix S as
S =

X1 · · · XN
Y1 · · · YN
Z1 · · · ZN
1 · · · 1
 ∈ R4×N . (2.14)
If we stack all the N feature points in F frames together, we have
x11 x12 · · · x1N
y11 y12 · · · y1N
...
... . . .
...
xF1 xF2 · · · xFN
yF1 yF2 · · · yFN

︸ ︷︷ ︸
X∈R2F×N
=
M1...
MF

︸ ︷︷ ︸
W∈R2F×4

X1 · · · XN
Y1 · · · YN
Z1 · · · ZN
1 · · · 1

︸ ︷︷ ︸
S∈R4×N
, (2.15)
where X is the data matrix with each column a trajectory, W the motion matrix contain-
ing all the motion information, and S the shape matrix containing the homogeneous
3D coordinates of all feature points.
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Thus, the trajectory matrix X can be factorized into a bilinear form as
X = WS . (2.16)
Note that the factorization of X is unique since for any invertible matrix Q ∈ R4×4,
X =
(
WQ
)(
Q−1S
)
. For Eq. (2.16), if we take the four columns of W as the four
basis of a linear subspace with intrinsic dimension 4 and ambient dimension 2F, then
the elements of S are the coefficients, and the columns of X become points in this
subspace. So, under an affine camera model, one motion corresponds to one linear
subspace with dimension at most four. Alternatively, since the last row of S is 1T, the
trajectories on the image planes of a rigid motion lie in an affine subspace ofR2F with
dimension at most three (Elhamifar and Vidal [2009]).
Naturally, for K rigid motions, we can still factorize the data matrix as
X =
[
X1 · · · XK
]
=
[
W1S1 · · · WKSK
]
=
[
W1 · · · WK
] S1 . . .
SK
 , (2.17)
where Wi is the motion matrix for the ith motion, and Si is the shape matrix for the
ith rigid body. Note that, in practice, the trajectories are not sorted according to their
motions, so this factorization works up to certain permutations of the columns of X.
We can see that the trajectories of K motions lie in a union of linear subspaces of
dimension up to 4K. Thus under the affine camera model, the motion segmentation
problem can be addressed as a subspace clustering problem.
2.3.3 Self-expressiveness
In subspace clustering, an important step is to construct an affinity matrix from the
data points. This affinity matrix should build connections between data points in a
way that points in the same subspace have strong connections (or equivalently high
affinity) and points from different subspaces have weak connections or no connection.
To this end, in SSC (Elhamifar and Vidal [2009]), the interesting concept of self-
expressiveness was introduced, i.e., the data points drawn from a union of subspaces
are self-expressive in the sense that a data point from a subspace can be expressed
as a linear combination of other data points from the same subspace. To be more
specific, let’s look at the example in Fig 2.1. By self-expressiveness, in this example,
we mean that the point p1 on line L1 can expressed as a linear combination of other
points on L1. A connectivity, or affinity, matrix, can then be built by making use of
the coefficients of these linear combinations.
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Mathematically, the property of self-expressiveness can be summarized as one
single equation
X = XC , (2.18)
where X is the data matrix with each column being one data point, and C is the
coefficient matrix.
To employ this idea to construct an affinity matrix, one has to ensure that the coef-
ficient matrix C has nonzero entries only for the points in the same subspaces. In other
words, Cij = 0 if points i and j belong to different subspaces, and Cij 6= 0 otherwise.
This can be achieved by minimizing certain norms of C. In particular, inspired by the
compressive sensing theory, SSC (Elhamifar and Vidal [2013]) minimizes the `1 norm
of C to get sparse representation of the data:
min
C
‖C‖1 (2.19)
s.t. X = XC,
diag(C) = 0 ,
where the diagonal constraint is enforced to avoid the trivial solution (i.e., the identity
matrix).
For affine subspaces, an additional constraint on C can be incorporated to enforce
the sum of each column of C to be 1, i.e.,
min
C
‖C‖1 (2.20)
s.t. X = XC,
1TC = 1T,
diag(C) = 0 .
Alternatively, one could also add an extra all-one row to X so that the affine constraint
is implicitly enforced.
When the data contain noise and some sparse outliers, the equality constraint X =
XC does not hold. This case can be handled by adding extra regularization terms in
the cost function (Elhamifar and Vidal [2013]),
min
C
‖C‖1 + λ12 ‖E1‖
2
F + λ2‖E2‖1 (2.21)
s.t. X = XC + E1 + E2,
1TC = 1T,
diag(C) = 0 ,
where E1 accounts for the data noise, E2 accounts for the sparse outliers, and λ1,λ2
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are parameters.
To get low-rank representation, LRR (Liu et al. [2013]) minimizes the nuclear
norm of C:
min
C
‖C‖∗ s.t. X = XC . (2.22)
A slightly different way to handle data corruptions is by modeling them with a
structured norm on the noise term (Liu et al. [2013]):
min
C,E
‖C‖∗ + λ‖E‖2,1 (2.23)
s.t. X = XC + E ,
where E models the data corruptions. Since each column of X represents a data point,
the `2,1 norm regularization on the noise term E then assumes that only a few data
points (or columns of X) are grossly corrupted.
2.3.4 Spectral Clustering
Most motion segmentation methods consist of first building an affinity matrix in some
way (Yan and Pollefeys [2006]; Chen and Lerman [2009]; Elhamifar and Vidal [2009];
Liu et al. [2010]) and then applying spectral clustering with the affinity matrix to get
the final segmentation results. So spectral clustering is an important tool for the motion
segmentation task. Here, we follow von Luxburg [2007] to give a brief introduction to
spectral clustering.
The spectral clustering algorithms rely on the construction of a Laplacian matrix.
In literature, there are two types of Laplacian matrices, i.e., unnormalized Laplacian
and normalized Laplacian.
2.3.4.1 Unnormalized Spectral Clustering
Suppose we have a nonnegative symmetric affinity matrix A ∈ RN×N where aij =
aji ≥ 0. Equivalently, A also describes an undirected, weighted graph G with weight
matrix A. The unnormalized Laplacian matrix is defined as
Lun = D−A , (2.24)
where D is the diagonal degree matrix defined as
D =
∑j a1j · · · 0... . . . ...
0 · · · ∑j aNj
 , (2.25)
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or in other words, the ith element di on the diagonal of D is the sum of the ith row of
A. Lun is positive semi-definite because, for every vector f ∈ RN, we have
fTLunf = fTDf− fTAf (2.26)
=
N
∑
i=1
di f 2i −
N
∑
i,j=1
fi f jwij (2.27)
=
1
2
( N
∑
i=1
di f 2i − 2
N
∑
i,j=1
fi f jwij +
N
∑
j=1
dj f 2j
)
(2.28)
=
1
2
( N
∑
i,j=1
wij f 2i − 2
N
∑
i,j=1
fi f jwij +
N
∑
j,i=1
wji f 2j
)
(2.29)
=
1
2
( N
∑
i,j=1
wij f 2i − 2
N
∑
i,j=1
fi f jwij +
N
∑
i,j=1
wij f 2j
)
(2.30)
=
1
2
N
∑
i,j=1
wij( fi − f j)2 ≥ 0 . (2.31)
By observation, it is obvious that the smallest eigenvalue of Lun is 0 and the corre-
sponding eigenvector is the constant one vector 1.
One of the important properties of the unnormalized Laplacian is summarized in
the following proposition.
Proposition 2.1 Let G be an undirected graph with non-negative weights A. Then
the multiplicity k of the eigenvalue 0 of Lun equals the number of connected compo-
nents A1, · · · , Ak in the graph. The eigenspace of eigenvalue 0 is spanned by the
indicator vectors 1A1 , · · · , 1Ak of those components.
The proof is given in (von Luxburg [2007]). This proposition says that the num-
ber of clusters is equal to the multiplicity of the eigenvalue 0 of the unnormalized
Laplacian Lun and the clustering is indicated by the eigenvectors of eigenvalue 0.
With this proposition, the unnormalized spectral clustering algorithm can be writ-
ten as
Algorithm 2.1 Unnormalized spectral clustering
Input: Affinity matrix A ∈ RN×N, number of clusters k
1. Compute the unnormalized Laplacian Lun as in (2.24).
2. Compute the smallest k eigenvectors u1, · · · ,uk of Lun, and form U ∈ RN×k
with u1, · · · ,uk as columns. Each row of U is denoted by yi ∈ Rk, i = 1, · · · ,N.
3. Cluster the points {yi}i=1,··· ,N with the k-means algorithm and get the cluster
label vector s ∈ {1, · · · , k}N.
Output: The cluster label s
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2.3.4.2 Normalized Spectral Clustering
In literature, there are two ways to normalize the Laplacian matrix, i.e.,
Lsym = D−1/2LunD−1/2 = I−D−1/2LunW−1/2 (2.32)
Lrw = D−1Lun = I−D−1W , (2.33)
where Lsym is a symmetric matrix, and Lrw is closely related to a random walk.
Similarly to the unnormalized Laplacian Lun, the normalized Laplacians Lsym
and Lrw are both positive semi-definite and have 0 as the smallest eigenvalue. The
corresponding eigenvector of Lrw is the constant one vector 1, and that of Lsym is
D−1/21.
As in the unnormalized Laplacian, the multiplicity of the eigenvalue 0 of the
normalized Laplacians Lsym and Lrw is also related to the number of clusters.
Proposition 2.2 Let G be an undirected graph with non-negative weights A. Then
the multiplicity k of the eigenvalue 0 of both Lrw and Lsym equals the number of con-
nected components A1, · · · , Ak in the graph. For Lrw, the eigenspace of eigenvalue 0
is spanned by the indicator vectors 1A1 , · · · , 1Ak of those components. For Lsym, the
eigenspace of eigenvalue 0 is spanned by the indicator vectors D−1/21A1 , · · · ,D−1/2
1Ak .
This leads to two versions of the normalized spectral clustering algorithm.
Algorithm 2.2 Normalized spectral clustering according to Shi and Malik [2000]
Input: Affinity matrix A ∈ RN×N, number of clusters k
1. Compute the unnormalized Laplacian Lun as in (2.24).
2. Compute the smallest k generalized eigenvectors u1, · · · ,uk of Lun of the
generalize eigenproblem Lunu = λDu, and form U ∈ RN×k with u1, · · · ,uk
as columns. Each row of U is denoted by yi ∈ Rk, i = 1, · · · ,N.
3. Cluster the points {yi}i=1,··· ,N with the k-means algorithm and get the cluster
label vector s ∈ {1, · · · , k}N.
Output: The cluster label s
Note that in algorithm 2.2 the generalized eigenvectors of Lun are equivalent to
the eigenvectors of Lrw. This algorithm can be interpreted from a perspective of
normalized graph cuts, so it is also called the normalized cuts algorithm (Shi and
Malik [2000]).
The next algorithm uses the symmetric normalized Laplacian Lsym instead of
Lrw. Apart from this, it also introduces an additional row normalization step to the
eigenvectors of Lsym.
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Algorithm 2.3 Normalized spectral clustering according to Ng et al. [2002]
Input: Affinity matrix A ∈ RN×N, number of clusters k
1. Compute the normalized Laplacian Lsym as in (2.32).
2. Compute the smallest k eigenvectors u1, · · · ,uk of Lsym, and form U ∈ RN×k
with u1, · · · ,uk as columns. Each row of U is denoted by yi ∈ Rk, i = 1, · · · ,N.
3. Normalize yi to get ti = yi/‖yi‖ for i = 1, · · · ,N.
4. Cluster the points {ti}i=1,··· ,N with the k-means algorithm and get the cluster
label vector s ∈ {1, · · · , k}N.
Output: The cluster label s
The algorithms 2.1, 2.2 and 2.3 all look rather similar, except that they use dif-
ferent Laplacian matrices. We can see that the main trick of all three algorithms is
to change the representation of the data points xi to points yi ∈ Rk which are the
eigenvectors of the Laplacian matrices, which enhances the cluster-properties in the
new representation. With that, we simply apply the k-means clustering algorithm to
detect the clusters in this new data representation. It has bee shown in this literature
that the normalized spectral clustering algorithms generally perform better than the
unnormalized one (von Luxburg [2007]). So in the remainder of this thesis, when
mentioning spectral clustering, we always refer to normalized spectral clustering.
2.4 Optimization Methods
2.4.1 Alternating Direction Method of Multipliers
We follow Boyd et al. [2011] to introduce the Alternating Direction Method of Multi-
pliers (ADMM), a widely used method for solving convex optimization problems with
a large number of variables. ADMM works by decomposing a large optimization prob-
lem into a set of smaller subproblems which are easier to handle. Before introducing
ADMM, we first review a precursor method, the Lagrangian dual ascent method.
2.4.1.1 Lagrangian Dual Ascent Method
Consider an equality-constrained convex problem of the form
min
x,z
f (x) + g(z) (2.34)
s.t. Ax + Bz = c
with variables x ∈ Rn and z ∈ Rm, where A ∈ Rp×n, B ∈ Rp×m, c ∈ Rp,
and f : Rn → R and g : Rm → R are convex. A conventional way to solve
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Problem (2.34) is via the Lagrangian dual ascent method.
The Lagrangian of Problem (2.34) can be written as
L(x, z, y) = f (x) + g(z) + yT(Ax + Bz− c) , (2.35)
and the Lagrangian dual function is
g(y) = inf
x,z
L(x, z, y) , (2.36)
where y ∈ Rp is the dual variable or Lagrange multiplier. The dual problem becomes
max
y
g(y) . (2.37)
For convex problems, strong duality holds, i.e., the optimal values of the primal prob-
lem (2.34) and dual problem (2.37) are the same. Under strict convexity, we can
recover a primal optimal point (x∗, z∗) from a dual optimal point y∗ as
(x∗, z∗) = argmin
x,z
L(x, z, y∗) . (2.38)
In the Lagrangian dual ascent method, the dual problem is solved using gradient
ascent. The gradient of g(y) w.r.t. y can be computed as follows. First find (x∗, z∗) =
argminx,z L(x, z, y); then compute the gradient as ∇g = Ax∗ + Bz∗ − c, which is
just the residual of the equality constraint. The dual ascent method works by iterating
over the following steps:
(xk+1, zk+1) = argmin
x,z
L(x, z, yk) (2.39)
yk+1 = yk + αk(Axk+1 + Bzk+1 − c) , (2.40)
where αk > 0 is a step size, and k is the iteration counter. Here, the Lagrangian is
minimized jointly w.r.t. x and z, and the dual function value is increased in each step
via the y-update.
Under some assumptions, including f and g being strictly convex and finite, the
dual ascent method converges to an optimal solution. However, in practice, these
assumptions do not always hold. For example, if f or g is a nonzero affine function,
then the update step (2.39) fails because L is not bounded from below. So in many
cases where these assumptions do not hold, the dual ascent method cannot be used.
2.4.1.2 Augmented Lagrangian
ADMM differs from the dual ascent method mostly in two ways: first, the augmented
Lagrangian is introduced with an additional quadratic penalty term to the Lagrangian;
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second, the primal variables are not updated jointly, but in an alternating manner.
Specifically, the augmented Lagrangian of Problem (2.34) is written as
Lρ(x, z, y) = f (x) + g(z) + yT(Ax + Bz− c) + ρ2‖Ax + Bz− c‖
2
2 , (2.41)
where ρ > 0 is the penalty parameter. Note that L0 (i.e., ρ = 0) is the standard
Lagrangian. The augmented Lagrangian can be thought of as the standard Lagrangian
of the following problem
min
x,z
f (x) + g(z) +
ρ
2
‖Ax + Bz− c‖22 (2.42)
s.t. Ax + Bz = c
It is easy to see that Problem (2.42) is equivalent to Problem (2.34), because any
feasible x and z make the last term zero in the objective. The benefit of adding this
augmented term is that this method has far better convergence properties and is able
to handle cases when f or g are not strictly convex or unbounded from above (Boyd
et al. [2011]).
With the augmented Lagrangian, the ADMM for solving Problem (2.34) consists
of the following iterations:
xk+1 = argmin
x
Lρ(x, zk, yk) (2.43)
zk+1 = argmin
z
Lρ(xk+1, z, yk) (2.44)
yk+1 = yk + ρ(Ax + Bz− c) . (2.45)
The iterations are stopped when certain stopping criteria are met, e.g., the primal and
dual residuals are below a small threshold. This sequential update method is also called
the inexact Augmented Lagrange Multipliers (ALM) method in (Lin et al. [2009]).
Recently, the ADMM has also been used to solve certain types of non-convex
problems (Shen et al. [2014]; Zhang [2010]; Zeng et al. [2012]; Jia et al. [2015]),
for example the problems with bilinear terms. This proves the practical usefulness
of ADMM in handling non-convex problems, and recent works (Li and Pong [2015];
Wang et al. [2015]; Zhang et al. [2016]) have provided some theoretical analysis on it.
2.4.1.3 A Concrete Example
To get a comprehensive understanding of ADMM, we give a concrete example of using
ADMM to solve a convex problem. We consider the optimization problem (2.23)
for LRR (Liu et al. [2010]). For ease of solving the nuclear norm problem, we first
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introduce an auxiliary variable Z
min
C,Z,E
‖C‖∗ + λ‖E‖2,1 (2.46)
s.t. X = XZ + E ,
C = Z .
Clearly, this problem is equivalent to problem (2.23). We now derive the aug-
mented Lagrangian as
Lρ(C,Z,E,Y1,Y2) =‖C‖∗ + λ‖E‖2,1+
tr[YT1 (X− XZ− E)] + tr[YT2 (C− Z)]+
ρ
2
(‖X− XZ− E)‖2F + ‖C− Z‖2F) , (2.47)
where Y1 and Y2 are the Lagrange multipliers.
We then minimize Lρ over one of the primal variables C, Z and E while fixing the
others. In particular, the subproblem for updating C is
C∗ = argmin
C
1
ρ
‖C‖∗ + 12‖C− (Z− Y2/ρ)‖
2
F , (2.48)
which can be solved in closed form via the singular value thresholding operator.
For Z, we simply take the derivative of Lρ and set it to zero, which leads to
Z∗ =
(
XTX + I
)−1(XT(X− E) + C + (XTY1 + Y2)/ρ) , (2.49)
and E is updated by solving the subproblem
E∗ = argmin
E
λ
ρ
‖E‖2,1 + 12‖E− (X− XZ + Y1/ρ)‖
2
F , (2.50)
which also leads to a closed form solution given in (Liu et al. [2010]).
After the primal variables are updated, the dual variables Y1 and Y2 can be updated
as
Y1 := Y1 + ρ(X− XZ− E) (2.51)
Y2 := Y2 + ρ(C− Z) . (2.52)
If a varying penalty parameter ρ is used, then ρ is updated after all the primal
and dual variables are updated. These update steps are repeated sequentially until the
ADMM algorithm converges.
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2.4.2 Hungarian Algorithm
The Hungarian algorithm, also known as the Munkres algorithm, is a combinatorial
optimization method that solves the assignment problem in polynomial time. In plain
words, the assignment problem can be stated as follows: Suppose we have N agents
to which N tasks are assigned on a one-to-one basis, and suppose we know the cost of
assigning each task to each agent. Then the assignment problem is to find the optimal
assignment that minimizes the total assignment cost.
In mathematical words, given an N × N cost matrix A
A =

a11 a12 · · · a1N
a21 a22 · · · a2N
...
... · · ·
aN1 aN2 · · · aNN
 ,
where aij is the cost of assigning the ith task to the jth agent, the assignment problem
aims to find a permutation matrix P ∈ {0, 1}N×N that reorders the column index as
b = [1 2 · · · N]P such that the total assignment cost ∑Ni=1 aibi (with bi the ith
element of b) is minimized. For example, for a 3× 3 cost matrix
A =
 7 5 11.25 4 1
9.3 3 2
 ,
there are six possible permutations for which the associated sums are
b ∑Ni=1 aibi
[1 2 3] 13.0
[1 3 2] 11.0
[2 1 3] 12.0
[2 3 1] 15.3
[3 1 2] 19.2
[3 2 1] 24.5
.
Obviously, the second permutation with permutation matrix
P =
1 0 00 0 1
0 1 0

provides the minimal sum a11+ a23+ a32 = 11.0 and is the solution to the assignment
problem with this cost matrix.
However, as the size of the problem grows, it quickly becomes impossible to
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enumerate all the possible (N!) permutations. Then we may resort to the Hungarian
algorithm to get the solution in O(N3) running time.
The Hungarian algorithm relies on the following two theorems.
Theorem 2.3 (Bourgeois and Lassalle [1971]) If a number is added to or sub-
tracted from all the entries of any one row or column of a cost matrix, then the optimal
assignment for the resulting cost matrix is also an optimal assignment for the original
cost matrix.
Theorem 2.4 (Bourgeois and Lassalle [1971]) Given a cost matrix A, if m is the
maximum number of independent zeros elements in the matrix, then there are m lines
(rows or columns or both) which cover all the zero elements of A.
With the two theorems, the Hungarian algorithm finds an optimal assignment for a
given N × N cost matrix with the following steps:
1. Subtract the smallest entry in each row from all the entries of its row;
2. Subtract the smallest entry in each column from all the entries of its column;
3. Draw lines through appropriate rows and columns so that all the zero entries of
the cost matrix are covered and the minimum number of such lines is used;
4. Test for Optimality: (i) If the minimum number of covering lines is N, an
optimal assignment of zeros is possible and we are finished. (ii) If the minimum
number of covering lines is less than N, an optimal assignment of zeros is not
yet possible. In that case, proceed to Step 5;
5. Determine the smallest entry not covered by any line. Subtract this entry from
each uncovered row, and then add it to each covered column. Return to Step 3.
As an example, 7 5 11.25 4 1
9.3 3 2
 step 1−−−→
 2 0 6.24 3 0
7.3 1 0
 step 2−−−→
 0 0 6.22 3 0
5.3 1 0
 step 3−−−→
 0 0 6.22 3 0
5.3 1 0
 step 5−−−→
 0 0 7.21 2 0
4.3 0 0
 step 3−−−→
 0∗ 0 7.21 2 0∗
4.3 0∗ 0
 .
If the number of agents and the number of tasks are different, we end up with a non-
square cost matrix (Bourgeois and Lassalle [1971]). In this case, we can add dummy
rows or columns to ensure that the cost matrix is a square matrix without changing the
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assignment result. A conventional way to accomplish this is to make each element in
the dummy rows/columns equal to (or larger than) the largest number in the matrix, so
that the costs in the dummy rows/columns will never be selected.
There are many implementations of the Hungarian algorithm in different program-
ming languages3. So for practical use, one only has to come up with the cost matrix
for the task at hand.
3For example, a C implementation is given in https://github.com/maandree/
hungarian-algorithm-n3/blob/master/hungarian.c, a C++ implementation in http://dlib.
net/optimization.html, and a C and Matlab implementation in http://www.mathworks.com/
matlabcentral/fileexchange/6543-functions-for-the-rectangular-assignment-problem.
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Chapter 3
Efficient Dense Subspace Clustering
As shown in the previous chapter, the motion segmentation problem can be addressed
as a subspace clustering problem. So in this chapter, we consider the more general
subspace clustering case.
While traditional techniques, such as Principal Component Analysis(PCA) (Jolliffe
[1986]), represent high-dimensional data with a single low-dimensional subspace,
recent research has shown that, in many situations, the data points lie in the union
of multiple subspaces. This representation has proven beneficial for various computer
vision problems, such as image segmentation (Yang et al. [2008]), motion segmenta-
tion (Vidal [2011]), face clustering (Ho et al. [2003]), and image compression (Hong
et al. [2006]).
Over the years, many different approaches to identifying the multiple subspaces
from which data points are drawn have been proposed (Vidal [2011]). Recent subspace
clustering methods mostly rely on the self-expressiveness of the observations (Liu
et al. [2013]; Elhamifar and Vidal [2013]). As a consequence, these techniques follow
a two-step procedure: First, they establish the connections between the data points
based on the self-expressiveness assumption. Second, they perform clustering using an
affinity matrix built from these connections. In the first step, the data connections are
typically estimated by solving a convex optimization problem involving a regularizer
inspired by compressive sensing, i.e., the `1-norm or the nuclear norm. Unfortunately,
the `1-norm yields sparse connections, which results in poor graph connectivity and
may be poorly-suited for the latter clustering step (Nasihatkon and Hartley [2011]).
In contrast, the nuclear norm yields dense connections. However, the computational
efficiency of the resulting algorithms remains a limiting factor in the presence of noisy
observations.
In this chapter, we introduce an algorithm called Efficient Dense Subspace Clus-
tering (EDSC) that lets us learn dense connections between the data points. To this
end, we model each observation as a linear combination of the elements of a clean dic-
tionary, and employ an `2-norm regularizer on the combination coefficients. Whereas
with noise-free data we directly use the observations as dictionary elements, in the
presence of noise we learn the clean dictionary simultaneously as the combination
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weights. When the data contains no outliers, our formulation yields a closed-form
solution to subspace clustering. With outliers, our solution boils down to performing
a series of linear operations, which can be achieved efficiently.
In addition to deriving an efficient algorithm, we provide a theoretical analysis
of our formulation which shows that, in the absence of noise and with independent
subspaces, the observations will be correctly clustered according to the subspaces.
Furthermore, our analysis reveals that our formulation yields the same solution as a
nuclear norm minimization approach in the noise-free case.
We demonstrate the effectiveness and efficiency of our approach on motion seg-
mentation and face clustering. In particular, we achieve state-of-the-art results on the
Hopkins 155 motion segmentation dataset and on the Extended Yale B face recognition
dataset (Georghiades et al. [2001]).
The use of the `2-norm was also advocated in LSR (Lu et al. [2012]) and DSC (Dyer
et al. [2013]). Our research significantly differs from these two works in the following
ways. First, DSC does not handle noise explicitly and is therefore sensitive to it.
While, in contrast, LSR does model the noise, it directly expresses each point as a
linear combination of the noisy data; Self-expressiveness of the data is only truly
meaningful in the absence of noise, which motivates our use of a clean dictionary.
Second, LSR and DSC do not consider the case of data contaminated with outliers.
Third, we provide a theoretical proof that any `p(0 ≤ p < ∞) norm regularizer yields
perfect subspace clustering results in the presence of clean data. Finally, we show
interesting connections between our formulation and LRR and SIM.
3.1 Problem Analysis
In this section, we address the following subspace clustering problem:
Problem: Given a data matrix X = [x1, x2, ..., xN] (X ∈ RD×N with each column
a data point) drawn from a union of k subspaces {Si}ki=1 of unknown dimensions,
cluster the columns of X into their respective subspaces.
Assumption: The subspaces {Si}ki=1 in which the data lies are independent. In
other words, dim(⊕ki=1Si) = ∑ki=1 dim(Si), where ⊕ is the direct sum operator.
With this assumption, subspace clustering can be formulated by first solving for
each data point xi the optimization problem
min
ci
‖ci‖p s.t. xi = X−ici , (3.1)
where ‖ · ‖p is any p vector norm with p ≥ 0, and X−i is the data matrix from
which point xi has been removed. Given the coefficients {ci} for each data point,
we can form the coefficient matrix C = [c1 · · · cN], from which the affinity matrix
W = |C|+ |CT| can be built. The clusters corresponding to the subspaces can then
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be obtained by applying spectral clustering.
The idea behind (3.1) is that the data is self-expressive, and thus a data point can be
represented as the linear combination of all the other data points. To make this repre-
sentation tight, the current data point should only use the points in the same subspace,
which is achieved by minimizing the `p norm of coefficients ci. The following theorem
shows that, when the subspaces are independent, the solution to (3.1) is block-diagonal
with non-zero blocks corresponding to points in the same subspaces.
Theorem 3.1 Let X ∈ RD×N be the data matrix whose columns are drawn from
a union of k independent linear subspaces. Let us assume that X has been sorted
according to the subspaces, i.e., X = [x1 · · · xN]Γ, where Γ ∈ RN×N is an unknown
permutation matrix that specifies the clusters of the data. Then the solution to (3.1)
C∗ = [c∗1 · · · c∗N]Γ is block diagonal, i.e., there are only connections within clusters
and no connection between clusters.
Proof. If c∗i is a solution of the `p problem in (3.1), then c
∗
i is a vector of min-
imum `p norm satisfying xi = X−ic∗i . Let us decompose c
∗
i as c
∗
i = ci + hi,
where ci corresponds to the coefficient recovered from the true subspace of xi and
hi corresponds to the coefficient recovered from the other subspaces. Now we only
need to show that hi = 0. Since c∗i = ci + hi, then we have xi = X−ic
∗
i =
X−i(ci+ hi) = X−ici+X−ihi. Furthermore, since xi ∈ Si and X−ici ∈ Si and, from
the independence assumption, X−ihi 6∈ Si, we have X−ihi = 0. If we assume that
hi 6= 0, and from the fact that ci and hi have support on disjoint subset of indices, we
have ‖ci‖p < ‖ci+ hi‖p = ‖c∗i ‖p, which contradicts the optimality of c∗i . Therefore,
hi = 0, which concludes the proof.
Intuitively, consider a toy example in Figure 3.1 where we have two lines, each
of which forms one linear subspace. The two subspaces are independent because the
dimension of the space spanned by line L1 and L2 equals the dimension of L1 plus the
dimension of L2. Suppose we want to represent the point xp on L1 with other points,
and let Xin be the matrix containing points on L1 (excluding point p) as columns and
Xout be the matrix containing points on L2. We have
xp = Xincin + Xoutcout , (3.2)
where cin and cout are the corresponding representation coefficients.
Note that any combinations of points on line L2 still lie on L2, so Xout should have
no contribution in representing xp, i.e., Xoutcout = 0. There are two cases for cout:
first, cout = 0 ; second, cout 6= 0 and the sum of points on L2 cancels out by certain
nonzero coefficients cout. By theorem 3.1, we are guaranteed to have the first case,
i.e. cout = 0, if we minimize ‖c‖p = ‖[cTin cTout]T‖p. This makes sense because we
always have ‖[cTin 0T]T‖p ≤ ‖[cTin cTout]T‖p.
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Figure 3.1: A toy example for subspace clustering: two lines L1 (with a point p) and
L2 passing through the origin o form two independent linear subspaces.
Instead of solving individual optimization problems for each data point, a global
minimization problem over the matrix C can be formulated. For instance, SSC (El-
hamifar and Vidal [2013]) and LRR (Liu et al. [2013]) are special cases of this formu-
lation. For the sake of clustering, we want the intra-cluster connectivity to be as dense
as possible. The Frobenius (or `2) norm provides a good regularizer to encourage this
property. This motivated the formulation of this chapter discussed in the next section.
3.2 Frobenius Norm Formulation
We now present our EDSC algorithm. We start by considering the noise-free case, and
then tackle the more realistic scenarios where noise and outliers are present.
To encourage denser connections between points belonging to the same clusters,
we propose to make use of a Frobenius norm regularizer. In this setting, when the data
points are free of noise and outliers, the first step of the subspace clustering problem
can be formulated as
min
C
1
2
‖C‖2F s.t. X = XC . (3.3)
We now introduce a corollary to Theorem 3.1 for Problem (3.3) where p = 2.
Note that, in (3.3), we do not enforce diag(C) = 0. However, we will see that (3.3)
will not result in trivial solutions even without this constraint.
Corollary 3.1 If the subspaces are independent and the data samples are sorted
according to the clusters, then the solution to Problem (3.3) is block-diagonal, i.e.,
C∗ =

C∗1 0 0 0
0 C∗2 0 0
0 0
. . . 0
0 0 0 C∗k
 . (3.4)
To prove Corollary 3.1, we follow a slightly different path than for Theorem 3.1,
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and rely more on the algebraic form of the Frobenius norm. To this end, we first
introduce the following lemma:
Lemma 3.1 Let C1 and C2 be square matrices. Then for any matrices A and B
with compatible dimensions,∥∥∥∥(C1 AB C2
)∥∥∥∥
F
≥
∥∥∥∥(C1 00 C2
)∥∥∥∥
F
. (3.5)
Proof. According to the definition of Frobenius norm,∥∥∥∥(C1 AB C2
)∥∥∥∥2
F
= tr
(
CT1 C1 + B
TB CT1 A + B
TC2
ATC1 + CT2 B A
TA + CT2 C2
)
,
and ∥∥∥∥(C1 00 C2
)∥∥∥∥2
F
= tr
(
CT1 C1 0
0 CT2 C2
)
. (3.6)
It can then easily be seen that
tr
(
CT1 C1 + B
TB CT1 A + B
TC2
ATC1 + CT2 B A
TA + CT2 C2
)
≥ tr
(
CT1 C1 0
0 CT2 C2
)
,
where the equality holds when A = 0 and B = 0. This directly concludes the proof
of Lemma 3.1.
From Lemma 3.1, we can easily derive the proof of Corollary 3.1 as follows:
Proof. (Corollary 3.1) Let C be any minimizer of Problem (3.3). From C, we can
construct a block-diagonal matrix C∗ of the form
C∗ij =
{
Cij xi and xj belong to the same subspace,
0 otherwise,
where xi and xj are the ith, jth columns of the data matrix X, respectively.
Now let Q = C − C∗ be the off-block-diagonal part of C. Without loss of
generality, let us assume that xj lies in the lth subspace Sl, i.e., [XC]:,j ∈ Sl. From
the definition of C∗ and Q, [XC∗]:,j ∈ Sl and [XQ]:,j ∈ ∪
m 6=l
Sm. However, [XQ]:,j =
[XC]:,j − [XC∗]:,j = [X]:,j − [XC∗]:,j ∈ Sl. Under the assumption that subspaces
are independent, we have Sl
⋂ ⊕
m 6=l
Sm = {0}. So, [XQ]:,j = 0, ∀j, i.e., XQ = 0.
Therefore, C∗ is also a feasible solution to (3.3). From Lemma 1, we have ‖C‖F ≥
‖C∗‖F, where the equality holds iff Q = 0. Since, by hypothesis, C is a minimizer
of (3.3), it must therefore be block-diagonal, which concludes the proof.
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Now that Corollary 3.1 guarantees that our Frobenius norm formulation (3.3) will
result in a block-diagonal matrix, we show in the following theorem that this solution
is unique.
Theorem 3.2 Problem (3.3) has a unique solution given by
C∗ = X†X , (3.7)
where X† is the pseudoinverse of X.
Proof. It can easily be seen that Z = X†X is a solution of the linear equation X = XC
(with unknown C). However, in general, it is not necessarily the unique solution. Now,
note that ZZ = X†XX†X = X†X = Z and ZT = Z. Therefore, under the constraint
X = XC, we have ZT(C− Z) = (ZZ)T(C− Z) = ZTZ(C− Z) = ZT(X†XC−
Z) = ZT(X†X − Z) = 0. Thus, 12‖C‖2F = 12(‖Z‖2F + 2tr[ZT(C − Z)] + ‖C −
Z‖2F) = 12(‖Z‖2F + ‖C − Z‖2F) ≥ 12‖Z‖2F, where the equality holds if and only if
C = Z, which concludes the proof.
Theorem 3.2 builds an interesting connection between our formulation and LRR (Liu
et al. [2010]). For clean data, LRR solves the optimization problem
min
C
‖C‖∗ s.t. X = XC . (3.8)
In (Liu et al. [2013]), it was shown that Problem (3.8) has a unique solution
corresponding to C∗ = X†X. Therefore, Problem (3.3) and Problem (3.8) have the
same unique solution.
To get a better understanding of the meaning of this solution, let us first compute
the reduced Singular Value Decomposition (SVD) of X, i.e., X = UrΣrVTr , where r
is the rank of X and UTr Ur = VTr Vr = I. We have X† = VrΣ−1r UTr . Thus, C∗ =
X†X = VrΣ−1r UTr UrΣrVTr = VrVTr , which is exactly the Shape Interaction Matrix
(SIM) introduced in (Costeira and Kanade [1998]). Mathematically, it corresponds
to the orthogonal operator that projects the N dimensional vectors to the subspace
spanned by the columns of V. As was shown in (Costeira and Kanade [1998]), the
SIM has a block-diagonal structure. To summarize, we have the following lemma
Lemma 3.2 For subspace clustering with noise free data, SIM (Costeira and Kanade
[1998]), LRR (Liu et al. [2010]) and our method EDSC are equivalent.
Proof. The optimization problem (3.3) for EDSC and the optimization problem (3.8)
for LRR have been proven to have the same solution X†X, which has again been shown
to be equal to VrVTr , i.e., the SIM.
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Specifically, the optimal objective value for problem (3.3) is
1
2
‖C∗‖2F =
1
2
tr(C∗TC∗)
=
1
2
tr(VrVTr VrV
T
r )
=
1
2
tr(VrVTr )
=
1
2
tr(VTr Vr)
=
1
2
tr(Ir×r) =
1
2
r ,
which has a direct connection to the rank of X and Low Rank Representation (LRR)
(Liu et al. [2010]). We now can see why Problem (3.3) will not result in the trivial
solution, i.e., the identity matrix. If C = I, then we have 12‖C‖2F = 12‖I‖2F = 12N >
1
2r. So the identity matrix is not a solution to Problem (3.3).
3.2.1 A Null Space Perspective
From Problem (3.3), if we let Z = I− C, we have
min
Z
1
2
‖I− Z‖2F s.t. XZ = 0 . (3.9)
From the equality constraint in (3.9), Z ∈ RN×N must lie in the null space of
X, which has rank N − r and can be represented by Vn ∈ RN×(N−r) consisting of
the last N − r right singular vectors of X. Note that Vn has orthogonal columns, so
VTnVn = I.
Lemma 3.3 The solution to (3.9) is: Z∗ = VnVTn .
Proof. The linear constraints in (3.9) can be eliminated by expressing Z = VnΦ,
where Φ ∈ RN×(N−r) is the new variable. Then
Φ∗ = argmin
Φ
‖I−VnΦ‖2F
= argmin
Φ
tr(−2VnΦ+ΦTVTnVnΦ)
= argmin
Φ
tr(−2VnΦ+ΦTΦ)
Taking the derivative over Φ and setting it to zero yields Φ∗ = VTn . So Z = VnΦ∗ =
VnVTn , which concludes the proof.
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Let us define the null space projection matrix Pnull = VnVTn .1 Then the solution
to our Frobenius norm formulation (3.3) is related to the null space of X by
C∗ = I− Pnull . (3.10)
3.2.2 Dealing with Noise
In practice, the input data points are often contaminated with noise (i.e., Gaussian
noise). To better deal with noise, we relax the constraints of (3.3). This yields the
optimization problem
min
C
1
2
‖C‖2F +
λ
2
‖XC− X‖2F (s.t. 1TC = 1T) . (3.11)
Note that, here, we also have introduced optional constraints to handle the case of
affine subspaces. The following lemma gives the closed-form solutions to (3.11) with
and without constraints.
Lemma 3.4 (a) Without affine constraints, the closed-form solution to (3.11) is
given by
C = λ(I + λXTX)−1XTX . (3.12)
(b) With affine constraints, the closed-form solution to (3.11) is given by
ϕ = −(νTν+ λνTXTXν)−1νT , (3.13)
where ν is the basis of the null space of 1T, and ϕ is the new variable to estimate.
Given ϕ, the coefficient matrix C is computed as C = I + νϕ.
Proof. Without affine constraints, the proof of Lemma 3.4 can be derived by simply
taking the derivative of the objective function in (3.11) w.r.t. C. When the constraints
are enforced, they can be eliminated by expressing C = I+ νϕ. Taking the derivatives
of the objective function w.r.t. the new variable ϕ directly gives the solution.
In the following, we ignore the affine constraints, since they can easily be handled
in a similar manner as above.
Intuitively, it seems more reasonable to represent the data with a clean dictionary
rather than as linear combinations of noisy observations. Problem (3.11) can be ex-
tended to model this clean dictionary. This yields
min
C,D
1
2
‖C‖2F +
λ
2
‖X−D‖2F
s.t. D = DC
(3.14)
1Pnull is a projection matrix because P2null = VnV
T
nVnVTn = VnVTn = Pnull.
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Figure 3.2: Recovering a clean dictionary from noisy data with EDSC. (a) Data
corrupted by Gaussian noise; (b) Optimal solution C∗ of (3.14); (c) Recovered clean
dictionary D.
where λ balances the influence of both terms. The following lemma gives the closed-
form solution to (3.14).
Lemma 3.5 Let X = UΣVT be the SVD of the data matrix X. Then the optimal
solution to (3.14) is given by D = UrΣrVTr and C = VrVTr , where r is the number
of singular values that are greater than
√
2/λ and Σr,Ur,Vr are the top r singular
values and singular vectors of X, respectively.
Proof. Without loss of generality, let us decompose D as its rank-r SVD, i.e., D =
U˜rΛrV˜Tr , where r is arbitrary. From Theorem 3.2, given D, the optimal solution for
C is C = V˜rV˜Tr . With this result, the proof of our lemma can directly be derived from
that of Lemma 3 in (Favaro et al. [2011]), which considers the problem
‖C‖∗ + λ2 ‖X−D‖
2
F s.t. D = DC . (3.15)
We refer the readers to (Favaro et al. [2011]) for a detailed proof of the closed-form
solution of (3.15). In short, this proof makes use of the solution to the noise-free
problem (3.8). Since the terms involving D are the same in (3.14) and (3.15), and
since the solution to the noise-free problems (3.3) and (3.8) are the same, it can be
seen that the optimal solutions of (3.14) and (3.15) coincide.
To show the effectiveness of our formulation (3.14), we consider a toy example
where the input data points are sampled from two one-dimensional linear subspaces
embedded inR3, and corrupted by Gaussian noise. Figure 3.2 depicts the data and the
solution of (3.14). Note that our formulation lets us recover a clean dictionary from
the noisy data and yields dense intra-cluster connectivity.
42 Efficient Dense Subspace Clustering
3.2.3 Dealing with Outliers
We now turn to the case where the data is corrupted by gross errors (i.e., outliers). In
this scenario, we formulate the solution of the first step of subspace clustering as
min
C,D,E
1
2
‖C‖2F +
λ1
2
‖X−D− E‖2F + λ2‖E‖1
s.t. D = DC
(3.16)
where the `1 norm regularizer on the error E indicates that we expect only a few outlier
data points.
We solve Problem (3.16) via ADMM (Lin et al. [2009]; Boyd et al. [2011]). In
particular, the augmented Lagrangian of (3.16) can be expressed as
L(C,D,E,Y) =
1
2
‖C‖2F +
λ1
2
‖X−D− E‖2F+
λ2‖E‖1 + tr
[
YT(D−DC)]+ ρ
2
‖D−DC‖2F ,
(3.17)
where Y contains the Lagrange multipliers corresponding to the constraints. Estimat-
ing the coefficient matrix C, the clean dictionary D and the outliers E can then be
achieved following the steps detailed in Algorithm 3.1. More specifically, the updates
for D (step 1 in Algorithm 3.1) and C (step 2 in Algorithm 3.1) can be obtained by
simply solving linear equations in closed form
D = (λ1(X− E)− Y(I− CT))(λ1I + ρ(I− C)(I− CT))−1 (3.18)
C = (I + ρDTD)−1(DTY + ρDTD) . (3.19)
The update for E (step 3 in Algorithm 3.1) can be performed via a soft-thresholding
(shrinkage) operator (Lin et al. [2009]) defined as
Sε(x) =

x− ε if x > ε,
x+ ε if x < −ε,
0 otherwise .
(3.20)
This is really reduced to element-wise thresholding and can thus be computed effi-
ciently. The update for E is then given by E = Sλ2/λ1(X − D). Note that LRSC
also leverages ADMM to handle outliers. However, the solution for LRSC involves a
singular value hard thresholding operation at every iteration, which is computationally
more expensive.
In Fig 3.3, we illustrate the effectiveness of our formulation via a toy example. As
in the noisy case, we are able to automatically recover the clean dictionary from data
corrupted by both Gaussian noise and sparse outliers.
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Algorithm 3.1 Solving (3.16) by ADMM
Input:
Data matrix X, parameters λ1,λ2;
Initialization:
C = 0,Y = 0, ρ = 10−6, η = 3, ρm = 1010, ε = 10−8
while not converged do
1. Update D by solving the linear equation
D(λ1I + ρ(I− C)(I− CT)) = λ1(X− E)− Y(I− CT) (3.21)
2. Update C by solving the linear equation
(I + ρDTD)C = DTY + ρDTD . (3.22)
3. Update E as
E = argmin
E˜
λ2
λ1
‖E˜‖1 + 12‖E˜− (X−D)‖
2
F . (3.23)
4. Update the Lagrange multipliers Y and the penalty parameter ρ as
Y = Y + ρ(D−DC) ,
ρ = min(ηρ, ρm) .
5. Check convergence
‖D−DC‖∞ < ε .
end while
Output: Coefficient matrix C
3.3 Affinity Matrix and Normalized Cuts
Having computed the coefficient matrix C, we need to build an affinity matrix to
perform the clustering step. Affinity matrices are typically built as |C| + |CT|, or
|C|. In LRR (Liu et al. [2013]), a different heuristic was employed to further enhance
the block-structure, which proved beneficial for clustering accuracy. Motivated by
this, here, we follow a similar approach to building the affinity matrix. In particular,
we make use of a variation of the SIM that lets us deal with noise. This affinity matrix
can be obtained via the following steps:
1. Compute the SVD of C, i.e., C = UΣVT, and let m = kd+ 1, where d is the
maximal intrinsic dimension of the subspaces;
2. Let Z = UmΣ
1
2
m, where Um is the N ×m matrix containing the first m columns
of U, and normalize each row of Z to have unit norm;
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Figure 3.3: Recovering a clean dictionary in the presence of outliers with EDSC.
(a) Data corrupted by noise and outliers; (b) Optimal solution C∗ of (3.16); (c)
Recovered clean dictionary D
3. Build the affinity matrix A, such that Aij = [ZZT]αij, where α is empirically
selected according to the level of noise. In our experiments, we set α = 4.
We then obtain the clusters via normalized cuts (Shi and Malik [2000]) on A.
3.4 Experiments
We evaluate the performance of our EDSC algorithm on two standard datasets: Hop-
kins155 for motion segmentation, and Extended Yale B for face clustering. We com-
pare EDSC to state-of-the-art algorithms, such as LSA (Yan and Pollefeys [2006]),
SCC (Chen and Lerman [2009]), SSC (Elhamifar and Vidal [2013]), LRR (Liu et al.
[2013]), and LRSC (Vidal and Favaro [2014]). For all competing methods, we report
their clustering error in percentage, which is defined as
Err =
# wrongly clustered trajectories
total # trajectories
× 100% . (3.24)
And we give the number of motions as an input for all baselines.
3.4.1 Hopkins155: Motion Segmentation
The Hopkins155 dataset consists of 155 sequences, each of which contains between
39 and 550 data samples from two or three motions. The sequences can be roughly di-
vided into three categorites: i) checkerboard sequences, which include 104 sequences
of indoor scenes taken with a handheld camera under controlled conditions, ii) traffic
sequences, which consist of 38 sequences of outdoor traffic scenes taken by a moving
handheld camera, iii) other articulated/non-rigid sequences, which contain 13 se-
quences displaying motions constrained by joints, face motions, people walking, etc..
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Figure 3.4: Sample images from the Hopkin155 dataset including indoor checkerboard
sequences, outdoor traffic sequences, non-rigid and articulated sequences.
See Figure 3.4 for sample images from this dataset. For each sequence, the 2D trajec-
tories in F frames were extracted automatically with a tracker and manually cleaned
up, so this dataset contains no outliers. As we discussed in Chapter 2, each motion
corresponds to an affine subspace of dimension three. The data therefore corresponds
to multiple affine subspaces contaminated by noise, which lets us use our formulation
in (3.11) with affine constraints. For EDSC, we set λ = 120. For the baselines, we
tuned their respective parameters to achieve the best results. Table 3.1 depicts the
results of the different algorithms without (a) and with (b) PCA pre-processing of the
data. Note that, in both cases, EDSC outperforms all the baselines. In terms of runtime,
closed-form methods (EDSC and LRSC) are much faster (typically hundreds of times
faster) than other iterative algorithms (LSA, SCC, SSC and LRR). On Hopkins 155,
the average runtime of our algorithm for computing the coefficient matrix C is only
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around 0.0055 seconds.
Table 3.1: Clustering error (in %) on Hopkins155.
Method LSA SCC SSC LRR LRSC EDSC
(a) 2F-dimensional data points
2 motions
Mean 4.23 2.89 1.52 2.13 2.57 0.86
Median 0.56 0.00 0.00 0.00 0.00 0.00
3 motions
Mean 7.02 8.25 4.40 4.03 6.64 2.49
Median 1.45 0.24 0.56 1.43 1.76 0.21
All
Mean 4.86 4.10 2.18 2.56 3.47 1.23
Median 0.89 0.00 0.00 0.00 0.09 0.00
(b) 4k-dimensional data points by applying PCA
2 motions
Mean 3.61 3.04 1.83 3.41 2.57 0.85
Median 0.51 0.00 0.00 0.00 0.00 0.00
3 motions
Mean 7.65 7.91 4.40 4.86 6.62 2.51
Median 1.27 1.14 0.56 1.47 1.76 0.21
All
Mean 4.52 4.14 2.41 3.74 3.47 1.23
Median 0.57 0.00 0.00 0.00 0.00 0.00
3.4.2 Extended Yale B: Face Clustering
Since in this chapter we consider the general subspace clustering problem, we further
evaluate our method for face clustering in addition to motion segmentation. The
Extended Yale B dataset consists of 192 × 168 pixels cropped face images of 38
individuals. Each class (individual) contains 64 frontal face images acquired under
different illumination conditions. We follow the same experimental setting as in (El-
hamifar and Vidal [2013]), which divides the 38 subjects into 4 groups (1 to 10, 11
to 20, 21 to 30, and 31 to 38) to avoid testing all combinations of n subjects out
of 38. To reduce the computational cost for all algorithms, we downsampled the
images to 48 × 42 pixels and stacked them into 2016-dimensional column vectors.
Face images of k subjects under varying illuminations are known to correspond to
corrupted data points lying close to a union of 9-dimensional subspaces. Since the
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Figure 3.5: Sample face images from the extended yale B face dataset: each
row contains aligned face images of the same subject under different illumination
conditions
face data is corrupted by noise and outliers, we used the formulation in (3.16). We
set λ1 = 0.06 and λ2 = 0.01 for EDSC, and tuned the parameters to obtain the best
results for the baselines. The results for different number of subjects are reported in
Table 3.2. Note that, for 2, 3, 5 and 8 subjects, we obtain comparable results to SSC,
which significantly outperforms the other baselines. Importantly, when 10 subjects
are used, our algorithm yields the best results, which shows the better robustness of
EDSC to the number of clusters. In Figure 3.6, we show the average runtimes of
the algorithms for computing the affinity matrix. Our method is at least one order
of magnitude faster than the baselines. These results clearly evidence the benefits of
exploiting the Frobenius norm, which yields efficient and effective algorithms.
3.5 Summary
In this chapter, we have introduced an efficient dense subspace clustering algorithm
that effectively handles noise and outliers. To this end, we have relied on a Frobenius
norm formulation, which yields dense connections within each cluster. When the data
is corrupted by noise, our formulation has a closed-form solution. With noise and
outliers, ADMM still yields an efficient solution. Furthermore, we have shown the
connection between Frobenius norm minimization, nuclear norm minimization, the
shape interaction matrix, and the null space projection matrix. Our experimental eval-
uation on motion segmentation and face clustering has demonstrated that our approach
outperforms the state-of-art algorithms both in terms of accuracy and efficiency.
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Table 3.2: Clustering error (in %) on Extended Yale B.
Method LSA SCC SSC LRR LRSC EDSC
2 subjects
Mean 32.80 16.62 1.86 2.54 5.32 2.65
Median 47.66 7.82 0.00 0.78 4.69 1.56
3 subjects
Mean 52.29 38.16 3.10 4.21 8.47 3.86
Median 50.00 39.06 1.04 2.60 7.86 3.13
5 subjects
Mean 58.02 58.90 4.31 6.90 12.24 5.11
Median 56.87 59.38 2.50 5.63 11.25 3.75
8 subjects
Mean 59.19 66.11 5.85 14.34 23.72 6.07
Median 58.59 66.11 4.49 14.34 28.03 4.88
10 subjects
Mean 60.42 73.02 10.94 22.92 30.36 7.24
Median 57.50 75.78 5.63 23.59 28.75 6.09
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Figure 3.6: Average runtimes of the algorithms on Extended Yale B as a function of
the number of subjects.
Chapter 4
The Robust Shape Interaction Matrix
Method
In Chapter 3, we have seen that motion segmentation (or subspace clustering) can be
formulated as a Frobenius norm minimization problem which has an efficient solution.
Importantly, we have found that our EDSC is equivalent to the SIM (Costeira and
Kanade [1995]) for noise-free data. Indeed, most of the research in motion segmen-
tation (or subspace clustering) takes its roots in the pioneering work of Costeira and
Kanade [1995], which introduced the SIM to solve the motion segmentation problem.
While the SIM provably yields perfect clusters given ideal measurements from
independent subspaces, the quality of the clusters quickly degrades in the presence of
noise, as illustrated by Figure 4.1. As a consequence, many algorithms have been pro-
posed to improve the robustness of subspace clustering. However, these methods typi-
cally work either by using discriminant criteria to reduce the effects of noise (Ichimura
[1999]; Wu et al. [2001]), which may be sensitive to the noise level, or by formulating
subspace clustering as a regularized optimization problem (Elhamifar and Vidal [2009,
2013]; Liu et al. [2010, 2013]), thus requiring to tune the regularization weight to the
data at hand. This is also the case of the method introduced in the previous chapter.
Furthermore, little work has been done to address the missing data scenario, for which,
to the best of our knowledge, expensive two-step methods (i.e., data completion fol-
lowed by clustering) are typically employed (Vidal et al. [2008]; Rao et al. [2010a]).
In this chapter, we revisit the use of the SIM for subspace clustering and study its
connections to several recent algorithms. Based on our analysis, we show that simple,
yet effective modifications of the SIM can significantly improve its robustness to data
corruptions. This, in turn, lets us introduce an efficient approach to handling missing
data, whose presence is inevitable in real-world scenarios.
More specifically, we derive an algorithm that robustifies the SIM via a series of
simple operations on the right singular vectors of the data matrix and on the SIM
itself. Furthermore, we draw inspirations from the perturbation theory and introduce
a parameter-free criterion that lets us select the correct number of singular vectors
automatically, thus making our algorithm robust to degenerate cases (e.g., planar mo-
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(a) (b) (c)
Figure 4.1: Subspace clustering example: (a) Two motions, each forming one
subspace; (b) Shape Interaction Matrix of the trajectories in (a), which is sensitive
to noise; (c) Affinity matrix obtained by our method: a much clearer block-diagonal
structure.
tion). While effective, this algorithm still assumes complete data. To overcome this
limitation, we then introduce an approach to estimating the row space of the data ma-
trix in the presence of missing data via an efficient iterative update on the Grassmann
manifold.
We demonstrate the effectiveness of our algorithms on motion segmentation and
face clustering in different scenarios, including the presence of noise, outliers and
missing data. Our experiments evidence the benefits of our approach over existing
methods in all these scenarios.
4.1 SIM Revisited: Review and Analysis
The Shape Interaction Matrix (SIM) was originally introduced by Costeira and Kanade
[1995] to extend Tomasi and Kanade [1992]’s groundbreaking work on factorization-
based structure-from-motion from a single motion to the multi-body case. In the
single-motion scenario, the trajectory matrix X ∈ R2F×N (for N points in F frames)
can be factorized into the product of a motion matrix M ∈ R2F×4 and a shape matrix
S ∈ R4×N with metric (rotation and translation) constraints. However, for multi-body
motions, the metric constraints no longer directly apply, but require the knowledge of
the membership of each point to each motion.
In their work, Costeira and Kanade showed that these motion memberships could
be obtained from the data itself. To this end, they introduced the SIM, defined as
Q = VrVTr , (4.1)
where Vr ∈ RN×r is the matrix containing the first r right singular vectors of X, with
r = 4K in the case of K non-degenerate motions. Mathematically, the SIM is the
orthogonal projection matrix onto the column space of Vr, or, equivalently, onto the
row space of X. Importantly, it can be shown that Qij = 0 if points i and j belong to
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Figure 4.2: SIM for clustering two lines in 3D: (a) Two lines (each forming one
subspace) with an arbitrary angle; (b) New data representation with Vr. Note that the
lines have become orthogonal; (c) SIM (absolute value) normalized by its maximum
value; the darker the SIM image, the greater the value.
different motions, and Qij 6= 0 if points i and j belong to the same motion. Therefore,
in (Costeira and Kanade [1995]), segmentation was achieved by block-diagonalizing
Q, which at the time involved an expensive operation.
Intuitively, we can think of Vr as a new data representation of the original X, with
each row of Vr a data point. Then, the theory of SIM shows that different independent
subspaces become orthogonal to each other in the new representation. In Figure 4.2,
we demonstrate this via a toy example.
Theoretically, consider the data matrix Xk for the kth motion (or subspace) with
rank(Xk) = rk and compute its compact SVD Xk = UkΣkVTk . Then we have
X =
[
X1 · · · XK
]
=
[
U1Σ1 · · · UKΣK
] V
T
1 · · · 0
... . . .
...
0 · · · VTK
 . (4.2)
When the K subspaces are independent, the columns of [U1Σ1 · · · UKΣK] are linearly
independent so that r = r1+ · · ·+ rK. Therefore, the columns of diag(V1, · · · ,VK)
span the row space of X. The SIM, defined as the row space projection matrix of X,
can then be written as
Q =
V1V
T
1 · · · 0
... . . .
...
0 · · · VKVTK
 , (4.3)
which has block-diagonal structure1.
The main drawback of the SIM arises from the fact that, while it yields provably
1This is true when the data points are sorted according to the subspaces. When they are not, Q can
then be block-diagonalized with certain permutations.
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correct clusters for independent motions and noise-free measurements, its accuracy
decreases in the presence of noise, outliers, or degenerate motions. Over the years,
many methods have therefore been proposed to improve the SIM. In the remainder of
this section, we review these methods in a rough chronological order.
4.1.1 The Pre-Spectral-Clustering Era
Earlier approaches to accounting for noise, outliers and degeneracies (Gear [1994];
Costeira and Kanade [1998]; Gear [1998]; Ichimura [1999]; Kanatani [2001, 2002];
Wu et al. [2001]; Zelnik-Manor and Irani [2003]) were mostly focused on modifica-
tions of the SIM itself, or on directly related formulations. For instance, Gear [1998]
advocated the use of the reduced row echelon method instead of the SVD to better
account for noise and automatically find the rank of the trajectory matrix. Wu et al.
[2001] presented an orthogonal subspace decomposition method to make the SIM
more robust to noise by reasoning at group-level instead of considering individual
point trajectories.
From a more general perspective, Kanatani [2001, 2002] reformulated motion seg-
mentation as a subspace separation problem, and showed that, under the condition that
the subspaces are linearly independent, the SIM is block-diagonal (up to a permutation
of the data). Later, Zelnik-Manor and Irani [2003] considered the degenerate cases
of the motion segmentation problem when the motions are not independent. They
analyzed the causes of these degeneracies and proposed to overcome some of them
by using the eigenvectors E = [eT1 · · · eTN]T of the row-normalized matrix XTX and
constructing a new shape interaction matrix as Qij = ∑rk=1 exp((ei(k)− ej(k))2).
4.1.2 The Post-Spectral-Clustering Era
An important advance in the subspace clustering research was achieved by Park et al.
[2004], who, based on the then recent success of spectral clustering methods (Shi and
Malik [2000]; Ng et al. [2002]), showed that the absolute value of the SIM could
be employed as an affinity matrix in spectral clustering, thus yielding more accurate
results than much more sophisticated methods, such as (Kanatani and Sugaya [2003]).
This then moved the focus of the subspace clustering community away from the SIM
(at least in appearance, as discussed below) and towards designing better affinity
matrices for spectral clustering.
In this context, Yan and Pollefeys [2006] introduced a Local Subspace Affinity
(LSA) measure to build affinity matrices. LSA measures the affinity between two
points as the principal angle between their local subspaces. Instead of using the origi-
nal data points X, LSA represents the data with the row-normalized singular vectors V
of X. More recently, Lauer and Schnorr [2009] proposed a spectral-clustering-based
method that directly relies on the angles between the data points. As in LSA, instead
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Algorithm 4.1 The Shape Interaction Matrix Method
Input: The data matrix X ∈ R2F×N, with F the number of frames and N the number
of points
1. Construct the matrix V whose columns are the first r right singular vectors of X.
2. Construct the Shape Interaction Matrix as Q = VVT.
3. Block diagonalize Q to get the final segmentation, or, nowadays, apply
normalized cuts or spectral clustering using |Q| as an affinity matrix.
Output: The cluster labels s
of computing the angles from the original data, they also represented the data with its
normalized singular vectors.
The recent trends in the subspace clustering literature exploit the notion of self-
expressiveness of the data to build affinity matrices (Elhamifar and Vidal [2009, 2013];
Liu et al. [2010, 2013]). In particular, SSC (Elhamifar and Vidal [2009, 2013]) mini-
mized the `1 norm of self-expression coefficient matrix C; Low Rank Representation
(LRR) (Liu et al. [2010, 2013]) the nuclear norm of C; and EDSC, the method pre-
sented the previous chapter, the Frobenius norm of C.
Interestingly, in the previous chapter, we have shown that LRR and EDSC are
equivalent to the SIM in the noise-free case. The difference lies in their ability to
handle noise and outliers via additional regularization terms in their objective func-
tions. Note that, even in the noisy case, it was shown (Peng et al. [2015]) that the
optimal solutions of LRR and EDSC take the form VP(Σ)VT, where P(·) denotes
the shrinkage-thresholding operator, and therefore essentially correspond to a modified
version of the SIM. More importantly, the effect of these regularizers is sensitive to
their weights, which therefore need to be tuned for the data at hand.
By contrast, in this chapter, we introduce an efficient subspace clustering method
that is directly motivated by the SIM, but does not require additional regularization
terms to handle data corruptions. More specifically, we show how the SIM can be
robustified to data corruptions via three simple steps. We then further introduce an
algorithm that robustly recovers the row-space of the data from incomplete measure-
ments, thus effectively making the powerful SIM representation applicable to the
missing data scenario.
4.2 SIM Robustified: Corrupted Data
In this section, we introduce a robust subspace clustering method inspired by the SIM,
but that lets us handle corrupted measurements. Before presenting our contribution,
we first summarize the original SIM method in Algorithm 4.1.
Interestingly, as pointed out by Weiss [1999], a closer look at the SIM method
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Algorithm 4.2 The Scott and Longuet-Higgins Algorithm
Input: An affinity matrix A ∈ RN×N
Step 2-1. Construct the matrix V whose columns are the first K eigenvectors of A.
Step 2-2. Normalize each row of V so that they have unit norm, V(i, :) = V(i, :
)/‖V(i, :)‖.
Step 2-3. Construct the matrix Q = VVT, and set the negative elements of Q to
zero if necessary.
Step 2-4. Cluster the points by examining the elements of Q. Ideally, Q(i, j) = 1
if i and j belong to the same cluster, and Q(i, j) = 0 if they belong to different
clusters.
Output: The cluster labels s
shows that it bears strong similarities with the well-known Scott and Longuet-Higgins
(SLH) relocalization algorithm (Scott and Longuet-Higgins [1990]), which is a widely
applicable method for feature clustering using the eigenvectors of an affinity matrix.
As shown in Algorithm 4.2, given an affinity matrix A and the number of clusters K,
the SLH algorithm builds a new matrix Q to perform clustering.
Apart from the fact that SLH utilizes an affinity matrix as input instead of the
data matrix, a comparison of the two algorithms reveals that they are identical up to
two additional steps performed by SLH: (i) row-wise normalization of V; and (ii)
truncation of the negative elements. These differences motivate us to modify the SIM
to potentially make it more robust.
To make the SIM method robust to data corruptions, we design a series of three
steps: (i) row normalization of Vr, (ii) elementwise powering of the new SIM, and
(iii) determining the best rank r. While the first two steps aim at making direct
modifications to the SIM, the third step is designed to account for degenerate cases,
e.g., planar motions. In the remainder of this section, we present these steps and
explain the rationale behind them.
4.2.1 Row Normalization
A closer look at the SIM method reveals that there is a magnitude bias within it, i.e., al-
though the inter-cluster (subspace) affinities are guaranteed to be zero, the intra-cluster
(subspace) affinities depend on the magnitude of the data points. More specifically, for
points drawn from the same subspace, the affinities between those that are closer to the
origin will be smaller than between those are further away. For example, in Fig 4.2(c),
the affinity values are much smaller in the center (i.e., points close to the origin) than
in the corners. However, ideally all points on the same subspace should be treated
equally, since they belong to the same class. Moreover, this magnitude bias is also
undesirable because it makes the points close to the origin more sensitive to noise.
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Figure 4.3: Clustering two lines in 3D: Row normalization (a) Two lines (each
forming one subspace) with an arbitrary angle; (b) New data representation with
row-normalized Vr. Note that the lines collapse four points on the unit circle,
corresponding to orthogonal vectors; (c) New SIM (absolute value) without magnitude
bias.
To avoid the magnitude bias, we introduce an extra step, row normalization of
Vr, so that all data points in the new representation have the same magnitude 1. As
a consequence, in an ideal scenario, the new SIM will become uniform within each
subspace, as illustrated in Figure 4.3.
4.2.2 Elementwise Powering
In an ideal scenario (i.e., without noise), after row normalization the inter-cluster
affinities are all zero and the intra-cluster affinities all one. However, in noisy cases,
the elements of the affinity matrix (i.e., the absolute value of the new SIM) lie in the
interval [0, 1], and the inter-cluster affinities are often nonzero, but have rather small
values. Elementwise powering of the new SIM will thus virtually suppress these small
values while keeping the large affinities mostly unaffected. This operation is quite
intuitive and just aims to denoise the SIM (affinity matrix). It was first used by Lauer
and Schnorr [2009] to increase the gap between inter-cluster and intra-cluster affinities.
The result of this step is illustrated in Figure 4.4. Since, after row normalization, the
data in Vr always have a similar magnitude, independently of the problem of interest,
the same powering factor can always be employed, thus preventing the need to tune
a parameter for the data at hand. From our experiments, we observed that values in
[3, 5] generally yield good results. Note that when a non-integer powering factor is
used, we take the real part of the resultant affinities, which implicitly removes the
negative elements of the original SIM.
Remark The first two steps are simple and intuitive. However, we can also in-
terpret them in a more theoretical way with kernel methods. Note that each row of
Vr is a point in the new data representation, so the SIM Q = VrVTr indeed consists
of the inner product of every pair of these points. Now we show that the first two
steps, i.e. row normalization and elementwise powering, are equivalent to applying
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a normalized polynomial kernel. Given a polynomial kernel κ(vi, vj) = (vTi vj)
α
and its corresponding feature mapping φ, the normalized polynomial kernel κˆ(vi, vj)
corresponds to the feature map
vi −→ φ(vi)‖φ(vi)‖ . (4.4)
Then the kernel κˆ can be expressed as
κˆ(vi, vj) =
φ(vTi )
‖φ(vi)‖
φ(vj)
‖φ(vj)‖ (4.5)
=
κ(vi, vj)√
κ(vi, vi)κ(vj, vj)
(4.6)
=
(vTi vj)
α√
(vTi vi)
α(vTj vj)
α
(4.7)
=
(
vTi vj√
(vTi vi)(v
T
j vj)
)α
(4.8)
=
(
vTi
‖vi‖
vj
‖vj‖
)α
, (4.9)
where the last equality indicates two steps, i.e. normalization and powering.
4.2.3 Rank Determination
Determining the correct rank r is crucial for the success of the SIM method. As early
as in (Gear [1998]), it was shown that the SIM yields poor results if the incorrect rank
is employed. Therefore, several approaches to determining the correct rank have been
studied. In (Costeira and Kanade [1998]) the rank was obtained by examining the gaps
in the singular values, which is typically sensitive to the level of noise. Inspired by the
sparse representation community, ALC (Ma et al. [2007]) uses the sparsity-preserving
dimension dsp = min d s.t. d ≥ 2D log(2F/d), where D is the estimated intrinsic
dimensionality of each subspace. SC (Lauer and Schnorr [2009]) estimates the rank
by looking at the relative eigenvalue gaps of the Laplacian matrix.
Here, we draw inspiration from the matrix perturbation theory and introduce a
simple, yet effective method to detect the correct rank of the SIM. In general, one can
easily define a range of possible ranks [rmin, rmax]. Our rank selection method then
works by simply exhaustively searching over all possible rank values, and selecting
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Figure 4.4: Clustering two lines with noise in 3D: (a) Two lines with Gaussian
noise; (b) New SIM after row normalization, with noise in the off-diagonal blocks;
(c) Affinity matrix after elementwise powering. Note that the block-diagonal structure
is much cleaner.
the r which minimizes
C(r) =
minCut(Ar1, · · · , ArK)
|λK − λK+1| , (4.10)
where Ari is the i
th cluster of the graph defined by the affinity matrix Ar, λi is the
ith largest eigenvalue of the Laplacian matrix Lr = D−1Ar (where D is the degree
matrix of Ar), and the minimal cut minCut(Ar1, · · · , ArK) can be obtained via the
Ncuts algorithm (Shi and Malik [2000]). Intuitively, the smaller the cost of minCut
and the larger the eigengap, the better the segmentation.
Our rank selection criterion can be justified by the Davis-Kahan Theorem from the
matrix perturbation theory, which provides an upper bound on the distance between
the eigenspaces of two Hermitian matrices that differ by some perturbations. This
theorem is stated below.
Theorem 4.1 (Davis-Kahan Theorem) Let L and L˜ be two N-by-N Hermitian ma-
trices. Let {λ1, · · · ,λk,λk+1, · · · ,λN} (λi ≥ λj, i < j) denote the eigenvalues of L,
and U1 the matrix containing its first k eigenvectors. Let {λ˜1, · · · , λ˜k, λ˜k+1, · · · , λ˜N}
and U˜1 be the analogous quantities for L˜. Then, by defining σ := min
1≤i≤k,1≤j≤n−k
|λi−
λ˜k+j|, we have
‖ sinΘ(U1, U˜1)‖F ≤ ‖L˜− L‖F
σ
, (4.11)
where Θ(U1, U˜1) is the vector of principal angles between U1 and U˜1.
Proof. The proof of this theorem is given in (Davis and Kahan [1970]).
The Davis-Kahan Theorem states that the distance between the eigenspaces of two
Hermitian matrices that differ by some perturbations is bounded by the ratio between
the perturbation level and their eigengap. In our case, since we do not have access to
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Algorithm 4.3 Robust Shape Interaction Matrix (RSIM)
Input: Data matrix X, minimum rank rmin, and maximum rank rmax
for r := rmin to rmax do
1. SVD: Compute the SVD of the data matrix X, i.e., X = UΣVT, and take the
first r right singular vectors Vr.
2. Normalization: Normalize each row of Vr to have unit norm→ V˜r.
3. New SIM: Build the new Shape Interaction Matrix as Q = V˜rV˜Tr .
4. Powering: Take the elementwise power of Q, i.e., Aij = (Qij)γ.
5. Rank Determination: Apply the normalized cuts algorithm to get the cluster
labels, and compute the value C(r) as in Eq. (4.10).
end for
rbest = argmin
r
C(r).
Output: The cluster labels s, the best rank rbest.
the true Laplacian, we make use of the eigenvalues of the noisy Laplacian to estimate
the eigengap σ, which will then occur between the Kth and K + 1th eigenvalues for
K clusters. Furthermore, we rely on minCut to approximate the noise level of the
Laplacian matrix L. This approximation is reasonable because L is nothing but a
normalized version of the affinity matrix. So by minimizing C(r), we aim to find the
lowest upper bound of the distance between the noisy Laplacian and the true one. This
minimum should correspond to the optimal rank.
4.2.4 Robust Shape Interaction Matrix
Our complete Robust Shape Interaction Matrix (RSIM) algorithm is outlined in Algo-
rithm 4.3. Note that, while its steps are simple, to the best of our knowledge, it is the
first time that such an algorithm is proposed. Furthermore, our experiments clearly
evidence the effectiveness of RSIM and its benefits over more sophisticated methods,
such as SSC and LRR.
4.3 SIM Robustified: Missing Data
Our previous solution to handling data corruption relies on the computation of the row
space V of the data X. When the data contains missing entries, computing the row-
space cannot simply be achieved by SVD. Here, we exploit the idea that our goal truly
is to estimate the subspace on which the data lies (which V is an orthogonal basis
of). Linear subspaces of a fixed dimension form a Riemannian manifold known as the
Grassmannian. Therefore, we propose to make use of an optimization technique on
the Grassmann manifold to obtain an estimate of V in the presence of missing data.
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More formally, let G(N, r) denote the Grassmann manifold of r-dimensional linear
subspaces of RN (Chikuse [2003]). A point Y ∈ G(N, r), i.e., an r-dimensional
subspace of RN, can be represented by any orthogonal matrix V ∈ RN×r whose
columns span the r-dimensional subspace Y. Estimating the row space V (an orthog-
onal matrix) of the data matrix can then be thought of as finding the corresponding
linear subspace on G(N, r).
To estimate V, we utilize the GROUSE (Grassmannian Rank-One Update Sub-
space Estimation) algorithm (Balzano et al. [2010]). GROUSE is an efficient online
algorithm that recovers the column space of a highly incomplete observation matrix.
To this end, it utilizes a gradient descent method on the Grassmannian to incrementally
update the subspace by considering one column of the observation matrix at a time.
More specifically, in our context, at each iteration t, we take as input a vector
xΩt ∈ RNt , which corresponds to the partial observation of a single vector xt ∈
RN in the data matrix X,2 with observed indices defined by Ωt ⊂ {1, · · · ,N}. Let
VΩt be the submatrix of V consisting of the rows indexed by Ωt. Following the
GROUSE formalism, which relies on the least-squares reconstruction of the data, we
can formulate the update at iteration t as the solution to the optimization problem
min
V∈G(N,r),a
1
2
‖VΩta− xΩt‖22 (4.12)
where a corresponds to the representation (or weights) of the data xΩt in the current
estimate of the subspace.
Since (4.12) is not jointly convex in a and V, the two variables are obtained in a
sequential manner: First, the optimal weights w = a∗ are computed for the current
subspace, and then the subspace is updated given those weights. Due to the least-
squares form of the objective function, the solution for the weights can be obtained
in closed-form as w = V†ΩtxΩt , where V
†
Ωt is the pseudoinverse of VΩt . To update
the subspace, i.e., the orthogonal basis matrix V, GROUSE exploits an incremental
gradient descent method on the Grassmann manifold, which we describe below.
Let IΩt ∈ RN×Nt be the Nt columns of the N× N identity matrix indexed by Ωt.
Then, the objective function of (4.12) can be rewritten as
Et =
1
2
‖IΩt(VΩtw− xΩt)‖22 . (4.13)
The update of the subspace is achieved by taking a step in the direction of the gradient
of this objective function on the Grassmannian, i.e., moving along the geodesic defined
by the negative Grassmannian gradient. To this end, we first need to compute the
regular gradient of the objective function with respect to V. This gradient can be
2Note that even though we consider xt to be a column vector, it really corresponds to one row of the
data matrix X.
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written as
∂Et
∂V
= −(IΩt(xΩt − Ωtw))wT (4.14)
= −rwT , (4.15)
where r = IΩt(xΩt −VΩtw) denotes the (zero-padded) vector of residuals.
The gradient on the Grassmannian can then be obtained by projecting the regular
gradient on the tangent space of the Grassmannian at the current point. Follow-
ing Edelman et al. [1998], this can be written as
∇Et = (I−VVT)∂Et
∂V
(4.16)
= −(I−VVT)rwT (4.17)
= −rwT . (4.18)
As shown in (Edelman et al. [1998]) (or Theorem 2.2 in Chapter 2), a gradient step
along the geodesic with tangent vector −∇Et is defined as a function of the singular
values and vectors of∇Et. Since∇Et has rank one, its SVD is trivial to compute. The
compact SVD of −∇Et can be written as
−Et = r‖r‖ × ‖r‖‖w‖ ×
(
w
‖w‖
)T
(4.19)
= p1σqT1 , (4.20)
with p1 = r‖r‖ , σ = ‖r‖‖w‖ and q1 = w‖w‖ .
Let p2, · · · ,pN be the orthonormal set orthogonal to p1, and q2, · · · ,qN be the
orthonormal set orthogonal to q1. Then the full SVD of −Et can be written as
−Et = PΣQT (4.21)
= [p1 p2 · · · pN]× diag(σ, 0, · · · , 0)× [q1 q2 · · · qr]T , (4.22)
with P = [p1 p2 · · · pN] ∈ RN×r, Σ = diag(σ, 0, · · · , 0) ∈ Rr×r, and Q =
[q1 q2 · · · qr] ∈ Rr×r. Clearly, PTP = Ir×r, PPT = IN×N, and QTQ = QQT =
Ir×r.
Following Eq. (2.5), we update V with a step size η as
V(η) =
[
VQ P
] [cos(Ση)
sin(Ση)
]
QT
= VQ cos(Ση)QT + R sin(Ση)QT
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= VQ cos(diag(ση, 0, · · · , 0))QT+
P sin(diag(ση, 0, · · · , 0))QT
= VQdiag(1, 1, · · · , 1)QT+
VQdiag(cos(ση)− 1, 0, · · · , 0)QT+
Pdiag(sin(ση), 0, · · · , 0)QT
= VQIQT + (cos(ση)− 1)Vq1qT1 + sin(ση)p1qT1
= V + (cos(ση)− 1)Vq1qT1 + sin(ση)p1qT1
= V +
(cos(ση)− 1)
‖w‖2 Vww
T + sin(ση)
r
‖r‖
wT
‖w‖ .
In short, the update of V at time t is given by
Vt+1 = Vt +
(cos(ση)− 1)
‖w‖2 Vtww
T + sin(ση)
r
‖r‖
wT
‖w‖ . (4.23)
The Grassmannian update is very efficient since each subspace update only in-
volves linear operations. Furthermore, for a specific diminishing step-size η, it is
guaranteed to converge to a locally optimal estimate of V (Balzano et al. [2010]).
After getting an estimate of V using this method, we can directly apply the RSIM to
perform subspace clustering.
The pseudocode of our robust SIM with missing data (RSIM-M) algorithm is given
in Algorithm 4.4. Note that:
1. Stochastic gradient descent may require a relatively large number of steps to be
stable. With small amounts of data, we run multiple passes over the data. For
example, in our experiments on motion segmentation with incomplete trajecto-
ries, we iterated over all the frames 100 times. Thanks to the high efficiency of
rank-one Grassmannian update, RSIM-M remains very efficient.
2. Due to the non-convexity of this problem, initialization is important for conver-
gence speed and optimality. In practice, we start with the subspace spanned by
the most complete r rows of X.
4.4 Experimental Evaluation
We evaluate the performance of our algorithms with four sets of experiments that
represent different scenarios: (i) Hopkins155 for motion segmentation; (ii) Extended
Yale Face B for face clustering; (iii) Hopkins12Real: 12 additional real-world se-
quences with missing data; (iv) Hopkins outdoor sequences for semi-dense motion
segmentation. We compare the results of our algorithms with the following baselines:
SIM (followed by spectral clustering) (Park et al. [2004]), SSC (Elhamifar and Vidal
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Algorithm 4.4 RSIM with Missing Data (RSIM-M)
Input: An incomplete data matrix X, a subspace initialization V0, a step size η,
bounds rmin, rmax
for t = 1,· · · ,T do
1. Take the tth row of X with observed entry Ωt;
2. Update the current Vt via Eq. (4.23);
end for
Run Algorithm 4.3 to perform robust subspace clustering.
Output: The cluster labels s, the best rank rbest.
[2013]), LRSC (Vidal and Favaro [2014]), LRR (Liu et al. [2013]), and EDSC in
Chapter 3. Note that the last two methods have proposed to make use of an additional
post-processing step (called a heuristic in Elhamifar and Vidal [2013]), which yields
the additional baselines LRR-H and EDSC-H. For the case of LRR, this heuristic relies
on the following steps:
1. Solve the optimization problem
min
C,E
‖C‖∗ + λ‖E‖2,1 s.t. X = XC + E . (4.24)
2. Compute the SVD of C, i.e. C = UΣVT, and take the first r singular vectors
Vr .
3. Construct Z = VrΣ
1
2
r , and normalize each row of Z.
4. Build the affinity matrix A as ZZT with elementwise powering such that Aij =
[ZZT]4ij.
Interestingly, this post-processing is nothing else but another way to build an improved
SIM. Indeed, Z can be thought of approximately as the row space of the denoised data
X − E from the equality constraint in (4.24). In other words, one can also think of
LRR (and EDSC) as a pre-processing step to denoise the data before computing the
SIM. In contrast, the proposed method does not require any pre-processing step and,
as evidenced below, achieves much better results.
The parameters of the baselines are tuned to the best results for each experiment.
For our method, we report the results of all the four sets of experiments with the same
powering factor γ = 4.5. Note that we could potentially get better results if we fine-
tuned the parameter γ. For motion segmentation, the rank is selected iteratively from
the integers in [K, 4K]; for the face clustering experiment, the rank is in [4K, 6K] with
K the number of clusters. The step size η of the Grassmannian gradient method is set
as 0.01 in our experiments.
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Table 4.1: Clustering error (in %) on Hopkins 155.
Methods SIM SSC LRR LRR-H EDSC EDSC-H RSIM
2 motions
Mean 6.50 1.53 4.10 2.13 2.67 0.86 0.65
Median 1.14 0.00 0.22 0.00 0.00 0.00 0.00
3 motions
Mean 12.26 4.40 9.89 4.03 8.06 2.49 1.71
Median 6.12 6.22 0.56 1.43 2.53 0.21 0.28
Overall
Mean 7.80 2.18 5.41 2.56 4.04 1.23 0.89
Median 1.53 0.00 0.53 0.00 0.30 0.00 0.00
4.4.1 Hopkins155: Complete Data with Noise
The results of our RSIM algorithm and of the baselines on Hopkins155 (Tron and
Vidal [2007]) are reported in Table 4.1. Note that our method achieves the lowest
overall average clustering error.
We also performed an ablation study on this dataset to see the contributions of
the proposed steps. We denote the SIM with our first two steps (i.e., normalization
and polynomial kernel) by SIM+1&2, and denote the SIM with our third step (i.e.,
rank determination) by SIM+3. The results are shown in Table 4.2. Note that the
proposed first two steps improve the motion segmentation accuracy over the original
SIM, the proposed third step boosts the segmentation results with a big margin, and
our complete robust shape interaction matrix method achieves the best results.
Table 4.2: Ablation study on Hopkins 155.
Methods SIM SIM+1&2 SIM+3 RSIM
Mean 7.80 5.77 3.17 0.89
Median 1.53 0.24 0.31 0.00
4.4.2 Extended Yale B: Complete Data with Outliers
We follow exactly the same experimental settings as in the previous chapter. Note
that, since this data is grossly corrupted, the baselines (Elhamifar and Vidal [2013];
Liu et al. [2013]; Ji et al. [2014]) use an additional regularizer to account for outliers,
with weight specifically tuned for this dataset. In contrast, our method doesn’t have
this extra term and parameter. The results are presented in Table 4.3. Interestingly,
although our method does not handle the outliers explicitly, it achieves the compa-
rable accuracies for 2 and 3 subjects, and get far better accuracies for 5, 8 and 10
subjects. In contrast to the baselines, our method remains stable as the number of
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Table 4.3: Clustering error (in %) on Extended Yale B.
Methods SIM SSC LRR LRR-H EDSC EDSC-H RSIM
2 subjects
Mean 8.10 1.86 9.52 2.54 5.42 2.65 2.36
Median 6.25 0.00 5.47 0.78 4.69 1.56 1.56
3 subjects
Mean 24.64 3.10 19.52 4.21 14.05 3.86 3.21
Median 16.67 1.04 14.58 2.60 8.33 3.13 2.60
5 subjects
Mean 45.62 4.31 34.16 6.90 36.99 5.11 3.56
Median 48.13 2.50 35.00 5.63 30.63 3.75 3.13
8 subjects
Mean 57.05 5.85 41.19 14.34 54.24 6.07 3.60
Median 55.96 4.49 43.75 14.34 48.73 4.88 3.32
10 subjects
Mean 65.10 10.94 38.85 22.92 59.58 7.24 3.70
Median 64.06 5.63 41.09 23.59 50.47 6.09 3.44
subjects increases. From a different perspective, this dataset can be thought of as being
contaminated with both Gaussian noise and Laplacian noise, so the baseline methods
(SSC, LRR and EDSC) all have two regularization terms, one for the Gaussian noise
and the other for the Laplacian one, and their weight parameters, therefore, need to be
tuned for the data at hand. In contrast, our method relies on no specific assumptions
about the distributions of the noise, and is thus robust to a mixture of different types
of noise.
4.4.3 Hopkins12Real: Incomplete Data with Noise
To demonstrate that our method can handle missing data gracefully, we employed
the Hopkins 12 additional sequences containing incomplete data and noise. Most
of the baselines used previously cannot deal with missing data. Therefore, we only
compare our method with those that have proposed to tackle this challenging scenario.
In particular, we compare our results against those published by Rao et al. [2008],
where ALC was employed after filling in the missing entries of the data matrix with a
matrix completion method, e.g., Power Factorization (PF) (Hartley and Schaffalitzky
[2003]), Robust Principal Component Analysis (RPCA) (Candès et al. [2011]), and
`1 sparse representation (Rao et al. [2008]). We also evaluate SSC (Elhamifar and
Vidal [2009, 2013]), which works with missing data by either removing the trajectories
with missing entries (SSC-R), or treating the missing entries as outliers (SSC-O). In
contrast, our method doesn’t require any matrix completion or trajectory removal. The
results in Table 4.4 clearly evidence the benefits of our method in the presence of
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Table 4.4: Clustering error (in %) on Hopkins 12 Real Motion Sequences with
Incomplete Data.
% PF+ALC RPCA+ALC `1+ALC SSC-R SSC-O RSIM-M
Mean 10.81 13.78 1.28 3.82 8.78 0.61
Median 7.85 8.27 1.07 0.31 4.80 0.61
Max 34.57 41.36 4.35 20.25 26.34 1.64
Std 0.04 12.25 1.29 6.80 8.79 0.53
missing data.
4.4.4 Hopkins Outdoor: Semi-dense, Incomplete Data with
Outliers
To study a more realistic scenario, where outliers and missing data are ubiquitous
due to occlusions and tracking failures, we took 18 outdoor sequences from the Hop-
kins155 dataset and obtained semi-dense trajectories by applying the tracking method
of Wang et al. [2011a]3. For the 18 sequences, the tracking method found an average
of 3026 trajectories per sequence, among which 16.66% (684 out of 3026) on average
contained missing entries, which were set to zero. We compare our results to those of
the same SSC-O and SSC-R baselines used previously.
Since there is no ground-truth for this data, we can only provide a qualitative
comparison. In particular, we observed that our method performed either better, or on
par with SSC-R, and consistently outperformed SSC-O. We found that SSC-O tends
to group the trajectories with missing entries in a single cluster. This is mainly due
to the fact that, according to the self-expressiveness criterion, incomplete trajectories
are poorly represented by complete ones, and thus end up being grouped together.
Figure 4.5 shows some typical behaviors of SSC-R and of our approach. It can easily
be checked that our approach yields better clusters on average. The results of SSC-O
are shown in Figure 4.6, where the behavior described above can be observed. Finally,
in Figure 4.7, we show some failure cases where both SSC-R and our approach were
unable to find the right clusters. The results for all the sequences are provided in the
appendix of this chapter. Since SSC-R removes the missing trajectories, it utilized
only 2522 trajectories on average out of the original average of 3026. In contrast, our
method makes use of all the available trajectories. Nonetheless, while SSC-R takes
150.48 seconds per sequence on average, our method only takes about 5.22 seconds
on average.
3While there are 21 outdoor videos in Hopkins155, the tracking code that we used was unable to
read the 3 Kanatani videos.
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SSC-R RSIM-M SSC-R RSIM-M
Figure 4.5: Comparison of SSC-R and RSIM-M on semi-dense data: While SSC-
R removes the trajectories with missing entries, and thus gets less dense results, our
method can handle missing data robustly. Each image is a frame sampled from one
of the video sequences. The points marked with the same color are clustered into the
same group by the respective methods. Best viewed in color.
Figure 4.6: Typical behavior of SSC-O on semi-dense data: By treating missing
entries as outliers, SSC-O tends to cluster the trajectories with missing entries into
same group. The points marked with the same color are clustered into the same group
by SSC-O. Best viewed in color.
4.5 Summary
In this chapter, we have revealed that many recent subspace clustering methods ac-
tually did not go far beyond the 20-year-old SIM method, but rather had indirect
connections to it. While recent methods exploit notions of compressed sensing and
self-expressiveness, our method performs simple and direct modifications of the SIM
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SSC-R RSIM-M SSC-R RSIM-M
Figure 4.7: Failure cases of SSC-R and of RSIM-M: We conjecture that these failures
are due to tracking failures (e.g., very few trajectories), or to high dependence between
motions. Best viewed in color.
itself and makes it robust to corruptions. Furthermore, we have extended our method
to the case of missing data. Our experimental evaluation has demonstrated that our al-
gorithms are not only efficient, but also generally applicable to subspace segmentation
in realistic scenarios. Compared to EDSC in the previous chapter, the RSIM method
in this chapter can handle data corruptions of more general forms including the case
of missing data. Moreover, the RSIM method does not have the weight parameters as
in the self-expressiveness based algorithms (e.g., EDSC, LRR and SSC), which need
to be tuned for the data at hand.
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Appendix – Hopkins Outdoor: Semi-dense, Incom-
plete Data with Outliers
Here, we show the results of our algorithm (RSIM-M) and of the baselines SSC-O and
SSC-R on all the 18 sequences described in Section 4.4.4 of this chapter.
RSIM-M SSC-O SSC-R
Figure 4.8: Semi-dense motion segmentation results for sequences 1-4. Our method
(RSIM-M) uses all the available tracks (3026 on average) with an average runtime
of 5.22 seconds per sequence; SSC-O tends to group the trajectories with missing
entries in the same cluster; SSC-R takes 150.48 seconds on average and only makes
use of 2522 points on average after removing the incomplete trajectories. Best viewed
in color.
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RSIM-M SSC-O SSC-R
Figure 4.9: Semi-dense motion segmentation results for sequences 5-10. Our method
(RSIM-M) uses all the available tracks (3026 on average) with an average runtime
of 5.22 seconds per sequence; SSC-O tends to group the trajectories with missing
entries in the same cluster; SSC-R takes 150.48 seconds on average and only makes
use of 2522 points on average after removing the incomplete trajectories. Best viewed
in color.
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RSIM-M SSC-O SSC-R
Figure 4.10: Semi-dense motion segmentation results for sequences 11-16. Our
method (RSIM-M) uses all the available tracks (3026 on average) with an average
runtime of 5.22 seconds per sequence; SSC-O tends to group the trajectories with
missing entries in the same cluster; SSC-R takes 150.48 seconds on average and only
makes use of 2522 points on average after removing the incomplete trajectories. Best
viewed in color.
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RSIM-M SSC-O SSC-R
Figure 4.11: Semi-dense motion segmentation results for sequences 17-18. Our
method (RSIM-M) uses all the available tracks (3026 on average) with an average
runtime of 5.22 seconds per sequence; SSC-O tends to group the trajectories with
missing entries in the same cluster; SSC-R takes 150.48 seconds on average and only
makes use of 2522 points on average after removing the incomplete trajectories. Best
viewed in color.
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Chapter 5
Robust Motion Segmentation with
Unknown Correspondences
In Chapter 3 and Chapter 4, we have presented two efficient subspace clustering
methods, i.e., EDSC and RSIM, which can be applied to solve the motion segmentation
problem given the point trajectories over the frames. However, motion segmentation
is still far from being a solved problem. Indeed, most existing methods (Elhamifar
and Vidal [2013]; Liu et al. [2013]; Vidal and Favaro [2014]; Lu et al. [2012]) in-
cluding EDSC and RSIM in previous two chapters, assume that point trajectories are
available as input. For example, in the Hopkins155 dataset (Tron and Vidal [2007]),
perfect trajectories were obtained by manually cleaning the trajectories throughout the
sequences. Such manual intervention is, of course, impractical in many scenarios.
While some methods are robust to a small amount of outliers (e.g., (Elhamifar and
Vidal [2013]; Liu et al. [2013])), their performance quickly degrades as the number of
mismatches increases. In practice, interest point detection and correspondence estima-
tion are challenging tasks. Inevitable outliers and missing data make the problem even
harder.
While research in the area of point correspondence estimation has also been pro-
gressing (Oliveira et al. [2005]; Zeng et al. [2012]; Jia et al. [2015]), existing methods
are not being considered in the context of motion segmentation. Therefore, they cannot
benefit from constraints associated with the problem. In particular, when multiple mo-
tions are observed, the underlying point trajectories should lie in a union of subspaces.
In this chapter, we introduce an approach for motion segmentation with unknown
correspondences (see Figure 5.1). In contrast to existing techniques that proceed in
two stages (i.e., first correspondence estimation and then motion segmentation), this
allows us to (i) benefit from the motion segmentation constraints throughout the entire
process; and (ii) not require any pre-processing stage to clean up the trajectories used
for motion segmentation, and thus be robust to outliers and missing observations. This,
we believe, is a crucial step towards making motion segmentation applicable to more
realistic scenarios.
More specifically, given interest points extracted independently in all the frames
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Figure 5.1: Motion segmentation with unknown correspondences: given a video
sequence and feature points in each frame, our goal is to simultaneously estimate
motion clusters and feature matching.
of a video sequence comprising both inliers and outliers, we exploit the constraint
that data lying in the union of subspaces should be self-expressive. In other words,
a trajectory lying in a subspace can be expressed as a linear combination of the other
trajectories in the same subspace. We therefore search for Partial Permutation Matrices
(PPMs) and combination coefficients that automatically select and reorder the inlier
points so as to make them self-expressive. Furthermore, we make use of the fact that
matched feature descriptors have a similar appearance across the frames and thus,
when correctly arranged, should form a low-rank matrix. To obtain a solution to
the resulting optimization problem, we employ the Alternating Direction Method of
Multipliers (ADMM), and show that each subproblem can be solved efficiently. Given
the combination coefficients, we can then separate the different motions by normalized
cuts (Shi and Malik [2000]) or spectral clustering, as in (Elhamifar and Vidal [2013];
Liu et al. [2013]; Vidal and Favaro [2014]; Lu et al. [2012]).
We demonstrate the robustness and effectiveness of our method on several real
sequences. Our experimental evaluation evidences the benefits of our formulation
over sequentially solving correspondence estimation and motion segmentation, as is
done by existing approaches. Importantly, on Hopkins155, our formulation with un-
known correspondences achieves competitive results with the state-of-the-art motion
segmentation methods that exploit perfect trajectories as input.
5.1 Background
Over the years, many techniques (Amiaz and Kiryati [2006]; Cremers and Soatto
[2005b]; Li [2007]; Volz et al. [2011]; Sun et al. [2012]; Ochs et al. [2014]; Elhamifar
and Vidal [2013]; Liu et al. [2013]; Lu et al. [2012]) have been proposed to tackle the
problem of motion segmentation. These techniques can be roughly categorized into
those working with dense observations, and those tackling the sparse points case.
In the dense scenario, the use of optical flow has been investigated to separate
the motion of different objects observed in two frames (Cremers and Soatto [2005b];
Amiaz and Kiryati [2006]), or in very short sequences (Volz et al. [2011]; Sun et al.
[2012]). Dense point trajectories were also employed for motion segmentation in
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longer videos (Ochs et al. [2014]).
Our work is more directly related to methods that perform motion segmentation of
sparse trajectories (Costeira and Kanade [1995]; Zelnik-Manor and Irani [2003]; Yan
and Pollefeys [2006]). In particular, our approach in this chapter draws inspiration
from the recent subspace clustering literature (Elhamifar and Vidal [2013]; Liu et al.
[2013]; Lu et al. [2012]) and our method EDSC in Chapter 3, and relies on the self-
expressiveness property of the point trajectories.
Whether dense or sparse, trajectory-based methods all assume that the correspon-
dence problem has been solved beforehand, and that the trajectories are thus given
as input. While some advances have been made towards handling outliers (Elhamifar
and Vidal [2013]; Liu et al. [2013]) and incomplete point tracks (Sivic et al. [2006];
Cheriyadat and Radke [2009]), the resulting techniques still require relatively clean
data to yield good accuracy.
Ultimately, motion segmentation methods strongly rely on the accuracy of point
correspondences. These correspondences can typically be obtained by independently
matching local feature descriptors (Lowe [2004]; Mikolajczyk and Schmid [2004]),
or by making use of the temporal nature of the data to track sparse (Shi and Tomasi
[1994]) or dense (Brox and Malik [2011]) image points. Rather than treating each
point independently, several methods have been proposed to jointly find nonrigid cor-
respondences between two sets of points (Leordeanu and Hebert [2005]; Torresani
et al. [2008]; Duchenne et al. [2009]). In (Torki and Elgammal [2010]), this is achieved
by combining point location and appearance.
In the case of a single rigid motion, it was shown that correspondence estimation
can be expressed as a rank-minimization problem in terms of PPMs (Oliveira et al.
[2005]). Indeed, when correctly organized, the trajectories of rigidly moving points
form a rank 4 matrix. While, in (Oliveira et al. [2005]), this was achieved by incre-
mentally incorporating one frame at a time, which is subject to error propagation, this
idea was pursued for Robust Object Matching using low-rank and sparse constraints
(ROML) (Zeng et al. [2012]; Jia et al. [2015]), where a whole sequence was treated
at once. Furthermore, in (Zeng et al. [2012]; Jia et al. [2015]), this framework was
extended to minimizing the rank of a matrix built from feature descriptors, thus making
the approach applicable to more general correspondence problems.
However, while attractive, general solutions to the correspondence problem, such
as (Torki and Elgammal [2010]; Zeng et al. [2012]; Jia et al. [2015]) do not permit
taking into account the specific constraints of the task at hand. Here, in contrast, we
introduce an approach that jointly performs correspondence estimation and motion
segmentation, and can thus incorporate the subspace constraints in motion segmenta-
tion throughout the whole process. As a result, not only does it yield high segmentation
accuracy, but it also improves correspondence estimation.
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5.2 Problem Formulation with PPMs
We now present our approach to robust motion segmentation with unknown corre-
spondences. Intuitively, we seek to select the inlier input points and reorder them such
that they satisfy the subspace constraints (i.e., the point trajectories lie in a union of
subspaces) and appearance constraints (i.e., the matched feature points have similar
appearance across the images).
More specifically, let w f i ∈ R2×1 be the 2D location of point i detected in frame
f of an F-frame sequence depicting multiple motions. Furthermore, let t f i ∈ Rd×1
be the appearance descriptor of the same point in the same frame. The locations
of all points in frame f can be concatenated in a 2 × N f position matrix W f =
[w f1, · · · ,w f N f ]. Similarly, we can group all feature descriptors in frame f in a
d× N f matrix T f = [t f1, · · · , t f N f ].
In the absence of point correspondence across the frames, and even if we assume
N f = N, ∀ f , simply stacking up of all the position matrices {W f }Ff=1 does not
yield valid point trajectories. However, there exists a reordering of the columns of the
position matrix in each frame that yields coherent point trajectories1. Furthermore,
when applied to the descriptor matrices {T f }Ff=1, this ordering should also make the
appearance of corresponding features coherent across the frames. In the presence of
outliers, i.e., N f 6= N f ′ , f 6= f ′, this process should not only reorder the points, but
also select the inliers.
Following (Oliveira et al. [2005]; Cheriyadat and Radke [2009]; Zeng et al. [2012]),
we utilize Partial Permutation Matrices (PPMs) to model this reordering. Let P f ∈
{0, 1}N f×N denote the PPM that selects and reorders the N inlier point coordinates in
frame f . Given the F PPMs
{
P f
}F
f=1, we define the trajectory matrix as
Dc = [(W1P1)T| · · · |(WFPF)T]T . (5.1)
In an ideal, noise-free scenario, there exist PPMs such that the trajectory matrix Dc
satisfies the subspace constraints. In practice, to account for the noise of the measure-
ments, we decompose Dc into a clean measurement matrix Lc and a noise matrix Ec.
This can be written as
Dc = Lc + Ec . (5.2)
As shown in (Elhamifar and Vidal [2013]; Liu et al. [2013]), the fact that tra-
jectories lie in a union of subspaces can equivalently be formulated in terms of self-
expressiveness of the data. Note, however, that self-expressiveness only holds in the
noise-free case. In our formulation, we therefore make use of the clean measurement
1Note that this global reordering is subject to an ambiguity, since the order of the trajectories
themselves is irrelevant. This, however, can easily be solved by fixing the order in the first frame
of the sequence.
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matrix Lc to encode self-expressiveness. This yields
Lc = LcC , (5.3)
where each clean trajectory is represented as a linear combination of the other trajecto-
ries, with C storing the (unknown) combination coefficients. In the presence of affine
subspaces, an additional constraint of the form 1TNC = 1
T
N, where 1N is a column
vector of 1s, can be further imposed.
For feature appearance, we define the Nd× F descriptor matrix obtained from the
PPMs
{
P f
}F
f=1 as
Dd = [vec(T1P1)| · · · |vec(TFPF)] , (5.4)
where vec(·) vectorizes its matrix argument in a columnwise manner.
Since, in a noise-free scenario, each specific feature point should have the same
appearance in all the frames, Dd should have low rank (ideally rank one). To tackle
the more realistic case of noisy measurements, however, we decompose Dd into a
clean low rank component Ld and a noise component Ed. Therefore, we have
Dd = Ld + Ed. (5.5)
In this formalism, our goal is to propose a formulation to motion segmentation
with unknown correspondences that satisfies the following requirements:
1. The matrix of clean inlier point trajectories Lc should be self-expressive.
2. The matrix of clean inlier feature descriptors Ld should have low-rank.
3. Noise and outliers in both point locations and feature descriptors must be ac-
counted for.
While Point 1 is partially accounted for by the constraint in Eq. 5.3, it is crucial
to prevent non-zero coefficients in C for any two trajectories belonging to different
motions. Indeed, to perform motion segmentation, C needs to reflect the membership
of the trajectories to their respective subspace. As shown in Chapter 3, this can be
achieved with any p-norm regularizer on C. Here, in particular, we make use of the
Frobenius norm, which is convex and easy to minimize. To address Point 2 in our
requirements, we propose to search for the Ld with minimum rank. To this end, we
employ a nuclear norm regularizer on Ld, which is a convex surrogate to the rank
function. Finally, Point 3 is addressed in two different ways. First, outliers in the
point locations are accounted for by the PPMs. Second, to model further noise in the
locations and in the descriptors, which we expect to be sparse, we make use of `1
regularizers on Ec and Ed as convex surrogates to the `0 norm.
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Integrating all these constraints, we express motion segmentation with unknown
correspondences as the optimization problem
min
{P f }Ff=1,C,Lc,d,Ec,d
1
2
‖C‖2F + λ1‖Ld‖∗ + λ2‖Ec‖1 + λ3‖Ed‖1 (5.6)
s.t. Lc = LcC ,
(
1TNC = 1
T
N
)
,
Dc = Lc + Ec, Dd = Ld + Ed ,
1TN f P f = 1
T
N, P f 1N ≤ 1N f , P f ∈ {0, 1}N f×N ,
where λ1, λ2, and λ3 balance the different terms in the objective function, and where
the constraints on {P f }Ff=1 enforce these matrices to be PPMs. Note that these PPMs
appear in (5.6) via the matrices Dc and Dd as can be seen from their definitions in
Eqs. (5.1) and (5.4), respectively.
Note that,as shown in Chapter 3, under the self-expressiveness constraint L = LC,
minC 12‖C‖2F and minC ‖C‖∗ are equivalent. With this observation, the Frobenius
norm comes as a natural choice over the nuclear norm in (5.6) due to its computational
simplicity.
Importantly, note that, in (5.6), the trajectory matrix Dc and the descriptor ma-
trix Dd share the same PPMs {P f }Ff=1. This induces a connection between motion
segmentation and point correspondence, and thus makes the two problems work in a
cooperative manner and help each other during the optimization procedure. As will be
shown in our experiments, this collaboration not only yields accurate motion segmen-
tation, but also improves the point correspondence results over methods dedicated to
this task only.
5.2.1 Solving (5.6) via ADMM
Due to the discrete nature of PPMs, (5.6) is non-convex. Here, we propose to solve
it via the ADMM, which has proven effective for many non-convex problems such
as matrix separation (Shen et al. [2014]), non-negative matrix factorization (Zhang
[2010]), and correspondence estimation (Zeng et al. [2012]). The ADMM works by
decomposing the original optimization problem into several smaller subproblems, each
of which can be solved efficiently.
We therefore seek to decompose (5.6) into several subproblems. With the ADMM,
this is achieved by first deriving the augmented Lagrangian of (5.6), which can be
expressed as
Lρ({P f }Ff=1,C,Lc,d,Ec,d,{Yi}4i=1) =
1
2
‖C‖2F + λ1‖Ld‖∗ + λ2‖Ec‖1 + λ3‖Ed‖1+
tr
(
YT1 (Lc − LcC)
)
+ tr
(
YT2 (1
TC− 1T)
)
+
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tr
(
YT3 (Dc − Lc − Ec)
)
+ tr
(
YT4 (Dd − Ld − Ed)
)
+
ρ
2
(‖Dc − Lc − Ec‖2F + ‖Lc − LcC‖2F+
‖Dd − Ld − Ed‖2F + ‖1TC− 1T‖22) , (5.7)
where {Yi}4i=1 are the matrices of Lagrange multipliers corresponding to the four
constraints in (5.6), and ρ is the penalty parameter2. Note that, although not explicitly
written here, the constraints on the PPMs are maintained.
The ADMM then consists of iteratively updating the individual variables so as to
minimize Lρ while the other variables are fixed. In the following, we derive the update
for each of our variables. We denote by a superscript t the current value of the variables
and by a superscript t+ 1 the new values.
Updating Lc and C in closed form
From Eq. (5.7), it can be seen that Lc only appears in linear and least-squares terms.
Therefore, its update can easily be obtained in closed-form. More specifically, it is
given by
Lt+1c =
[(
Yt3 + Y
t
1(C
tT − I)
)
/ρt + Dtc − Etc
] [
I + (I− Ct)(I− CtT)
]−1
. (5.8)
Similarly, all the terms involving C are simple linear and quadratic terms. This
yields the closed-form update
Ct+1 =
[
I + ρt(Lt+1c
T
Lt+1c + 11
T)
]−1 (
Lt+1c
T
Yt1 − 1Yt2 + ρt(Lt+1c
T
Lt+1c + 11
T)
)
. (5.9)
Updating Ld, Ec and Ed by elementwise thresholding operators
Although not as straightforward, the updates for Ld, Ec and Ed can still be computed
efficiently. To this end, we note that these updates correspond to the solutions of the
following optimization problems:
Lt+1d = argmin
Ld
λ1/ρt‖Ld‖∗ + 1/2‖Ld − (Dtd − Etd + Yt4/ρt)‖2F , (5.10)
Et+1c = argmin
Ec
λ2/ρt‖Ec‖1 + 1/2‖Ec − (Dtc − Lt+1c + Yt3/ρt)‖2F , (5.11)
Et+1d = argmin
Ed
λ3/ρt‖Ed‖1 + 1/2‖Ed − (Dtd − Lt+1d + Yt4/ρt)‖2F . (5.12)
2Note that, for ease of notation, we have omitted explicitly writing the dimension of the vectors of
all 1s, now all denoted by 1.
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Problems (5.10), (5.11) and (5.12) are convex programs whose solutions can be
obtained in closed-form. To this end, let us define the soft-thresholding operator (Cai
et al. [2010]) Tτ[x] = sign(x) ·max(|x| − τ, 0), which operates elementwise on
scalars or matrices. The optimal solution to (5.10) can then be obtained as
Lt+1d = UTλ1/ρt(Σ)VT, (5.13)
where [U,Σ,V] = svd(Dtd− Etd+Yt4/ρt). The updates for Ec and Ed can be written
as
Et+1c = Tλ2/ρt(Dtc − Lt+1c + Yt3/ρt) . (5.14)
Et+1d = Tλ3/ρt(Dtd − Lt+1d + Yt4/ρt) . (5.15)
Updating {P f }Ff=1 with the Hungarian algorithm
The PPMs {P f }Ff=1 are binary matrices, and thus updating them is non-trivial. Recall
that, in Eq. (5.7), the PPMs appear via Dc and Dd only. Therefore, {P f }Ff=1 can be
updated by solving the problem
min
{P f }Ff=1
‖Dc − (Lt+1c + Et+1c − Yt3/ρt)‖2F + ‖Dd − (Lt+1d + Et+1d − Yt4/ρt)‖2F
s.t. 1TP f = 1, P f 1 ≤ 1, P f ∈ {0, 1}N f×N , (5.16)
where Dc = [(W1P1)T| · · · |(WFPF)T]T, Dd = [vec(T1P1)| · · · |vec(TFPF)] (as
defined in Eqs. (5.1) and (5.4), respectively).
Problem (5.16) can then be decomposed into F independent subproblems, each of
which only involves one PPM. The subproblem for frame f can be written as
min
P f
‖W fP f − αTf (Lt+1c + Et+1c − Yt3/ρt)‖2F+
‖vec(T fP f )− (Lt+1d + Et+1d − Yt4/ρt)e f ‖22
s.t. 1TP f = 1, P f 1 ≤ 1, P f ∈ {0, 1}N f×N , (5.17)
where e f is a binary column vector with only the f th element set to 1, and α f =
[e2 f−1|e2 f ]. Problem (5.17) turns out to be a binary assignment problem, which can
be solved by the Hungarian algorithm in polynomial time (Munkres [1957]).
From Problem (5.17), it is not straightforward to get the cost matrix for the Hun-
garian algorithm. Note, however, that we have vec(W fP f ) = (I ⊗W f )vec(P f ),
vec(T fP f ) = (I ⊗ T f )vec(P f ), where ⊗ is the Kronecker product. Let us define
G f = I ⊗W f , a f = vec[αTf (Lt+1 + Et+11 − Yt1/ρt)], J f = I ⊗ T f , and b f =
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(Mt+1 + Et+12 − Yt3/ρt)e f . Then Problem (5.17) becomes
min
P f
‖G fvec(P f )− a f ‖22 + ‖J fvec(P f )− b f ‖22
s.t. 1TP f = 1, P f 1 ≤ 1, P f ∈ {0, 1}N f×N .
(5.18)
Therefore the assignment cost Q1f (or Q
2
f ) corresponding to the first (or second) term
in (5.18) is the squared Euclidean distance between each column of G f (or J f ) and a f
(or b f ). The total assignment cost is then Q f = Q1f +Q
2
f . With this assignment cost,
Problem (5.17) can be solved via the Hungarian algorithm.
Once we have computed the updates {Pt+1f }Ff=1, Dc and Dd can be updated
accordingly.
Updating the dual variables and the penalty parameter
Finally, the Lagrange multipliers {Yi}4i=1 and ρ can be updated as
Yt+11 = Y
t
1 + ρ(Lc − LcC) , (5.19)
Yt+12 = Y
t
2 + ρ(1
TC− 1T) , (5.20)
Yt+13 = Y
t
3 + ρ(Dc − Lc − Ec) , (5.21)
Yt+14 = Y
t
4 + ρ(Dd − Ld − Ed) . (5.22)
ρt+1 = min(ηρt, ρm) , (5.23)
where η > 1 and ρm is the predefined maximum for ρ.
The process of iteratively updating all the variables is repeated until convergence,
or until a maximum number of iterations is reached. Note that, while the ADMM
does not have theoretical guarantee of global convergence for non-convex problems, in
our experiments, we find it always converges to the correct solution for our problem.
The empirical convergence of our algorithm will be discussed in Section 5.3. Our
algorithm for motion segmentation with unknown correspondences is summarized in
Algorithm 5.1.
5.3 Experimental Evaluation
To evaluate the effectiveness of our approach for motion segmentation with unknown
point correspondences, we conducted extensive experiments on both synthetic data
and real images. In total, we performed four different sets of experiments, which we
discuss below. To measure/compare the performance of different algorithms, we use
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Algorithm 5.1 Motion segmentation without correspondences via the ADMM
Input:
Position matrices {W f }Ff=1, descriptor matrices {T f }Ff=1,
λ1, λ2, λ3, η > 1, ρm, e;
Initialize: C0, {P0f }Ff=1, E0c = 0, E0d = 0, {Y0i }4i=1 = 0, ρ0;
while not converged do
1. Update (Lc,C,Ld,Ec,Ed) by Eq. (5.8), Eq. (5.9), Eq. (5.13), Eq. (5.14) and
Eq. (5.15);
2. Update {Pf}Ff=1 by solving F binary assignment problems (5.17) using the
Hungarian algorithm, and then update Dc and Dd accordingly;
3. Update {Yi}4i=1 and ρ by Eq. (5.19)-Eq. (5.23);
4. Check the convergence conditions ‖Lc − LcC‖∞ ≤ e, ‖1TC − 1T‖∞ ≤ e,
‖Dc − Lc − Ec‖∞ ≤ e and ‖Dd − Ld − Ed‖∞ ≤ e;
end while
Output: Coefficient matrix C, PPMs {P f }Ff=1.
the following criteria: (i) Accuracy in motion segmentation, expressed as
ACCms =
# correctly segmented trajectories
total # trajectories
× 100%, (5.24)
and (ii) Accuracy in point correspondences, computed as
ACCpc =
1
FN2
F
∑
f=1
‖P f ◦ P∗f ‖0 × 100% , (5.25)
where {P∗f }Ff=1 are the ground truth correspondences (in PPM matrix), ◦ denotes the
element-wise (Hadamard) product, and ‖ · ‖0 is the `0 norm which counts the number
of non-zeros entries.
We tuned the respective parameters of baselines to achieve the best results, and
empirically set λ1 = 1,λ2 = 0.05,λ3 = 5/
√
N in our algorithm.
5.3.1 Experiment-1: Synthetic Data, Noise-free Case
In this first set of experiments, we aim to study the convergence of our algorithm.
In other words, we want to understand, with perfectly controlled inputs, whether or
not the proposed algorithm converges; and if so, whether it converges to the correct
solution.
To this end, we synthesized two motion matrices M1,M2 ∈ R2F×4 by simulating
F random rotation and translations, and two independently moving objects with shape
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matrices S1,S2 ∈ R4×N/2. This yields a total of N 3D points in motion. Under
an affine camera model, the measurement matrix of the synthesized sequence can be
computed as X = [M1S1|M2S2] ∈ R2F×N. We chose F = 25 and N = 40 in
all our synthetic experiments. In addition to X, which contains point locations, we
synthesized a 128-dimensional appearance vector (i.e., feature descriptor) for each
feature point. The choice of 128D is only to conform to the convention of SIFT
feature descriptors which will be used in all our real image experiments. We randomly
generated 128-dimensional random vectors and required that the same feature point
across multiple images has identical descriptors. Given this synthesized sequence, we
randomly permuted the points, so that all the correspondence information is lost.
With this data, we tested our algorithm starting from two different initialization
conditions (V1 and V2): (V1) Initialize the unknown permutation matrices {P f }Ff=1
as the identity matrices (generally only 0-2% accuracy); (V2) Initialize the unknown
permutation matrices {P f }Ff=1 by a set of random permutations, under the constraint
that 60% of the point correspondences are correct. The parameter of our method were
set to (V1) ρ0 = 10−6, η = 1.01; (V2) ρ0 = 10−2, η = 1.01, which reflects the better
initialization of (V2).
Figure 5.2(a) depicts typical convergence curves (observed over 10 random trials)
corresponding to the two initialization cases. We report the objective function value
(12‖C‖2F + λ1‖Ld‖∗ + λ2‖Ec‖1 + λ3‖Ed‖1) and the primal residuals3 (‖Dc − Lc −
Ec‖F, ‖Lc − LcC‖F, ‖Dd − Ld − Ed‖F, ‖1TC− 1T‖F). Note that our algorithm con-
verges to the same objective function value independently of initialization. Note also
that better initialization leads to faster convergence. Here, the number of iterations
reduces from 1800 to about 700. In terms of wall-clock time, this corresponds to a
reduction from about 2 minutes to 46 seconds on a regular Core-i7 PC with 8GB of
memory. In this experiment, the average ACCms and ACCpc over the ten random
tests were all 100% for both initializations. This shows that, starting from virtually no
point correspondence information, our algorithm successfully recovers both the correct
point matches (with 100% accuracy) and the correct motion segmentation results.
5.3.2 Experiment-2: Synthetic data, with Noise and Outliers
We then investigated the robustness of our algorithm to different amounts of outliers
and noise, using synthetic data. In the same manner as above, we generated a 25-
frame sequence of 40 points sampled from two independent motions, and drew feature
vectors from i.i.d. Gaussian distributions. We then randomly permuted the point
correspondences. We incrementally increased the number of outliers from 0 to 20
by adding gross errors to both the point coordinates and the feature descriptors. In
addition to outliers, we also added zero-mean Gaussian noise with standard deviation
σ to the inliers.
3Here we plot the maximum value of the four primal residuals.
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Figure 5.2: (a) Convergence curves for the objective function value and the primal
residuals. Blue curves: initialization (V1); red curves: initialization (V2). (b) Ac-
curacy of motion segmentation by adding different amounts of outliers and Gaussian
noise.
Figure 5.2(b) depicts the performance (averaged over 5 random trials) of our algorithm
under different amounts of outliers and at fixed inlier noise level. In particular, we
show the motion segmentation accuracy as a function of the number of outliers for 3
different levels of Gaussian noise. Note that the performance of our algorithm degrades
gracefully as the amount of noise and outliers increases. Overall, our algorithm is
rather robust to these adverse yet realistic conditions. For example, when the amount
of measurement noise is moderate (i.e., σ from 0 to 0.1), our algorithm can almost
achieve perfect motion segmentation results even for large number of outliers.
5.3.3 Experiment-3: Real images, Hopkins155 dataset
The Hopkins155 contains 155 video sequences, which are however all generated from
49 source video sequences. Among the 49 sequences, 28 are indoor scenes containing
some checkerboard patterns, and the remaining 21 are outdoor natural scenes with
no checkerboard pattern. While having a checkerboard pattern simplifies manual
feature point matching, the repetitive pattern can actually confuse an appearance-based
automatic feature matching algorithm. For example, SIFT descriptors computed at
different corner points in a checkerboard are very similar. Since our algorithm makes
use of appearance information (i.e., SIFT), we tested it on the 21 outdoor sequences
first. More importantly, these 21 sequences are also much more realistic than the
checkerboard ones. By dividing some of the sequences with three motions (g1g2g3)
into subsequences with two motions(g1g2, g1g3, and g2g3), we obtained 27 sequences
which cover most of the outdoor scenes in Hopkins155. The objective for this set of
experiments on the real images of Hopkins155 is to verify the practical usefulness of
our algorithm.
To create appearance observations, we computed a 128D SIFT descriptor at each
one of the feature point locations provided with the Hopkins155 dataset. We then
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(a) (b) (c) (d)
Figure 5.3: Motion segmentation results of different algorithms for the cars2_07_g12
sequence. Points marked with the same color and marker (◦ or ×) are from the same
motion: (a) SIFT + SSC; (b) RE + SSC (RE: ROML with embedded feature); (c) RS
+ SSC (RS: ROML with SIFT feature); (d) Our algorithm. Best viewed in color.
deliberately threw away all feature correspondence information. Given this input, our
goal is to recover the missing point correspondences, and at the same time, to segment
(cluster) all the feature points into correct motion groups.
Conventionally, when no point correspondences are given, motion segmentation
is performed in a two-stage approach: (i) Point correspondences are estimated by,
e.g., matching feature appearance or SIFT descriptors, and (ii) Subspace segmentation
methods such as SSC (Elhamifar and Vidal [2013]) or LRR (Liu et al. [2013]) are
applied to the estimated point correspondences. Therefore, we employed the following
methods as baselines: (1) SIFT matching followed by SSC, denoted by SIFT+SSC;
(2) SIFT matching followed by LRR, denoted by SIFT+LRR; (3) ROML matching
using embedded features (Torki and Elgammal [2010]; Jia et al. [2015]) followed
by SSC, denoted by RE+SSC; (4) ROML matching using embedded features (Torki
and Elgammal [2010]; Jia et al. [2015]) followed by LRR, denoted by RE+LRR; (5)
ROML matching using SIFT feature (Jia et al. [2015]; Zeng et al. [2012]) followed by
SSC, denoted by RS+SSC; (6) ROML matching using SIFT feature followed by LRR,
denoted by RS+LRR. Note that the embedded features combine the SIFT features and
the point coordinates by manifold learning (Torki and Elgammal [2010]), and were
used for ROML in (Jia et al. [2015]).
For ROML-based methods ((3)–(6)) and our algorithm, we initialized {P f }Ff=1
with the PPMs recovered from SIFT matching, and set ρ0 = 10−2, η = 1.01.
In Table 5.1, we summarize the results in terms of ACCms and ACCpc. From
Table 5.1(a), we can see that our algorithm outperforms the baselines in terms of both
correspondence and motion segmentation accuracies. Moreover, when given 100%
complete trajectories, SSC and LRR achieve ACCms of 99.31% and 97.16%, respec-
tively. This means that our algorithm, while not requiring any point correspondence as
input, achieves motion segmentation results comparable to SSC and better than LRR.
Furthermore, when looking at the sequences whose ACCpc of SIFT matching is
less than 75% (see Table 5.1(b)), we find that our algorithm outperforms the baselines
significantly in terms of both motion segmentation and point correspondence. For
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Table 5.1: Average motion segmentation and point correspondence accuracies (%) on
the Hopkins155 27 non-checkerboard sequences.
Methods SIFT+SSC SIFT+LRR RE+SSC RE+LRR RS+SSC RS+LRR Ours
(a) All 27 non-checkerboard sequences
ACCms 84.83 80.10 88.47 88.47 93.03 91.30 97.29
ACCpc 84.86 84.86 87.86 87.86 95.46 95.46 98.03
(b) The 6 sequences whose ACCPC of SIFT matching is less than 75%
ACCms 75.01 75.57 82.35 79.47 91.60 84.34 99.59
ACCpc 64.09 64.09 75.73 75.73 86.70 86.70 95.35
Table 5.2: Average motion segmentation and point correspondence accuracies (%) on
the Hopkins155 checkerboard sequences with at most 200 trajectories.
Methods SIFT+SSC SIFT+LRR RE+SSC RE+LRR RS+SSC RS+LRR Ours
ACCms 60.86 60.25 75.68 63.14 78.68 66.07 83.24
ACCpc 32.27 32.37 46.85 46.85 53.76 53.76 65.02
visual comparison, in Fig 5.3 we show the motion segmentation results of different
algorithms on one sequence of Hopkins155.
Out of curiosity, we also performed experiments on the Hopkins155 checkerboard
sequences. Due to the algorithmic complexity of ROML and of our method (mainly
in the step solving the binary assignment problems), we selected the sequences with
at most 200 trajectories. From the results in Table 5.2, we can see that our approach
also outperforms the baselines on the checkerboard sequences. This shows that jointly
solving motion segmentation and feature correspondence indeed helps compensating
for the lack of discriminative appearance.
5.3.4 Experiment-4: Real images, Other Real Sequences
Here, we show that our algorithm can be applied to perform motion segmentation in
more realistic scenarios, where neither interest points nor point correspondences are
provided.
Given video sequences with multiple motions, we first ran a SIFT detector over the
frames to get the locations and descriptors of the detected interest points. Note that
these interest points contain both inliers and outliers. The number of inlier points can
be empirically approximated as N = Nsift − 10, where Nsift is the minimum number
of SIFT matches from the first frame to any other frame. We then ran our algorithm
to automatically select the inlier points, establish correspondences between them, and
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Figure 5.4: Motion segmentation results of the airport sequence: Points marked with
the same color and marker (◦ or ×) are from the same motion. Best viewed in color.
segment the trajectories into their respective motions.
We tested our algorithm on the airport sequence taken from the airport motion
segmentation dataset (Dragon et al. [2013]). Figure 5.4 shows the results on three
frames sampled from the 40-frame sequence. The inlier points are marked differently
and each type of marker corresponds to one motion. Note that in each frame, 75-
125 interest points were automatically extracted by the SIFT detector, and only 21
points are set as inliers, i.e., the number of outliers is 2-4 times as large as that of
inliers. Moreover, the measurements of coordinates and descriptors are contaminated
by noise due to the illumination variations across the sequence. As challenging as this
sequence is for the task of motion segmentation, after manually labeling the ground-
truth correspondences for evaluation purpose, we found that our algorithm yields
ACCms = 96.43% and ACCpc = 94.17%.
5.4 Summary
Different from the methods in Chapter 3 and 4 where the point trajectories are given
as input, in this section, we have proposed a unified framework to solve the problem
of motion segmentation with unknown point correspondences. Our problem formula-
tion is based on two important constraints: First, the recovered inlier point trajecto-
ries should satisfy the subspace constraints; Second, the matching feature descriptors
should be low-rank, ideally rank one. With these two constraints, we have formulated
our problem in terms of PPMs, which simultaneously select and reorder the inlier
points. We have shown that our problem formulation can be solved via the ADMM.
We have verified the effectiveness and robustness of our algorithm on both synthetic
and real-world data and showed that it outperforms the existing two-step methods in
terms of both motion segmentation and point correspondence accuracies.
The computational bottleneck of our method lies in the Hungarian algorithm for
solving the binary assignment problem, which has complexity of O(N3). A direction
of future work could, therefore, focus on speeding up this step by exploiting the
inherent spatial constraints of motion segmentation.
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Chapter 6
Robust Multi-body Feature Tracker:
A Segmentation-free Approach
In the previous chapter, we pointed out that the current feature tracking methods may
not be ideal for the purpose of motion segmentation, and thus proposed a method
that jointly finds the motion clusters and feature correspondences. However, another
direction of interest could be to improve the feature tracking itself so that we can get
more reliable point trajectories.
Feature tracking is a prerequisite for most motion segmentation methods, as well
as for many other computer vision tasks such as visual SLAM and action recog-
nition. Among all the feature tracking methods, the Kanade-Lucas-Tomasi (KLT)
tracker (Lucas et al. [1981]; Tomasi and Kanade [1991]; Shi and Tomasi [1994];
Baker and Matthews [2004]), although developed 30 years ago, still remains one
of the most widely used techniques. One of the reasons for this popularity is its
computational efficiency; the KLT tracker is local, in the sense that it treats each local
region independently of the others, which makes it highly parallelizable. This locality,
however, comes at a cost in tracking robustness: the tracking of each feature cannot
benefit from intrinsic scene constraints, and thus often suffers from drift.
Real-world scenes, however, are often strongly constrained. For example, in au-
tonomous driving, most of the moving objects (cars, vehicles, pedestrian) are rigid,
or quasi-rigid if seen from afar. Several methods have therefore been proposed to
exploit this scene rigidity to improve feature tracking (Torresani and Bregler [2002];
Buchanan and Fitzgibbon [2007]; Poling et al. [2014]). Unfortunately, these meth-
ods all assume an affine camera model and are thus ill-suited to handle strong per-
spective effects. More importantly, they work either as a post-processing step on an
entire sequence (Torresani and Bregler [2002]), which is sensitive to initial tracking
results and does not apply to online feature tracking, or within a temporal sliding
window (Buchanan and Fitzgibbon [2007]; Poling et al. [2014]), which is sensitive to
initialization in the first few frames.
By contrast, in this chapter, we introduce a novel feature tracker that takes ad-
vantage of multi-body scene rigidity to improve tracking robustness under a general
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perspective camera model. A conventional approach to addressing this problem would
consist of alternating between two subtasks: motion segmentation and feature tracking
under rigidity constraints for each segment. This, however, suffers from the following
drawbacks: First, it requires knowing the number of observed motions; and, second,
it relies on assigning points to individual motions, which is very sensitive to the initial
motion estimates.
Here, we introduce a segmentation-free multi-body feature tracker that overcomes
these drawbacks. Specifically, our approach bypasses the motion assignment step
by making use of subspace constraints derived directly from the epipolar constraints
of multiple motions. As a result, our algorithm does not require prior knowledge
of the number of motions. Furthermore, this allows us to formulate tracking as an
optimization problem whose subproblems all have closed-form solutions.
We demonstrate the effectiveness of our method on both feature point tracking and
frame-by-frame motion segmentation on real world sequences. Our experiments show
that, by incorporating multi-motion constraints, our tracker yields better accuracies
and is more robust to noise than the standard KLT tracker and the state-of-the-art
tracking algorithm of Poling et al. [2014].
6.1 Background
The KLT tracker (Tomasi and Kanade [1991]; Shi and Tomasi [1994]) was derived
from the Lucas-Kanade algorithm for image alignment (Lucas et al. [1981]). Fea-
ture tracking was achieved by optimizing the sum of squared differences between a
template patch and an image patch with the Gauss-Newton method. It was later ex-
tended to handle relatively large displacements by the use of image pyramids (Bouguet
[2001]).
Global rigidity constraints have been incorporated in feature point tracking to
improve robustness. For instance, Torresani and Bregler [2002] proposed to regu-
larize tracking with a global low-rank constraint on the trajectory matrix of the whole
sequence. They relied on the original KLT tracker to get a set of reliable tracks, and
explicitly factorized the reliable trajectory matrix into two low-rank matrices with the
rank given a priori. One of the low-rank matrices, called the motion parameter matrix,
was then used to rectify the unreliable tracks. In short, this method can be viewed as a
post-processing step on the results of the KLT tracker, and is therefore not suitable for
online frame-to-frame tracking.
Instead of using the whole sequence, low-rank constraints (Buchanan and Fitzgib-
bon [2007]) and similar subspace priors (Poling et al. [2014]) were applied within a
temporal sliding window. Specifically, Buchanan and Fitzgibbon [2007] exploited the
low-rank constraints within a Bayesian tracking framework, making predictions of the
new location of a particular point using a low rank approximation obtained from the
previous frames. Recently, Poling et al. [2014] proposed a better feature tracker by
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adding soft subspace constraints to the original KLT tracker and jointly solving for
the displacement vectors of all feature points. These methods, however, assume an
affine camera model within a temporal window, and are therefore ill-suited to handle
strong perspective effects. Moreover, since the low-rank constraints are enforced in a
temporal sliding window, these methods are sensitive to initialization in the first few
frames.
By contrast, Piccini et al. [2014] exploited perspective projection by making use of
epipolar constraints to track edgels in two consecutive frames. This method, however,
was specifically designed to model a single motion, and thus does not easily extend to
the multi-body case.
In the closely related optical flow literature (Bruhn et al. [2005]), several methods
have been devoted to improving robustness via rigidity constraints. For instance, Val-
gaerts et al. [2008] introduced a variational model to jointly recover the fundamental
matrix and the optical flow; Wedel et al. [2008, 2009] leveraged the fundamental ma-
trix prior as an additional weak prior within a variational framework. These methods,
however, assume that the scene is mostly stationary (and thus a single fundamental
matrix is estimated), and treat the dynamic parts as outliers (Wedel et al. [2009]).
Garg et al. [2010, 2013] proposed to make use of subspace constraints to regularize
the multi-frame optical flow within a variational approach. This approach, however,
assumes an affine camera model and works over entire sequences.
While, to the best of our knowledge, explicitly modeling multi-body motion has
not been investigated in the context of feature tracking and optical flow estimation,
a large body of work (Costeira and Kanade [1998]; Vidal et al. [2005b]; Yan and
Pollefeys [2006]; Li [2007]; Li et al. [2013]; Vidal et al. [2002]; Elhamifar and Vidal
[2013]) including our work in Chapter 3 and 4, has been devoted to multi-body motion
segmentation given good point trajectories in relatively long sequences. Typically,
these tracks are first obtained with the KLT tracker, and then manually cleaned up,
e.g., the Hopkins155 dataset (Tron and Vidal [2007]). In a sense, the lack of better
tracking algorithms that can incorporate the intrinsic constraints of dynamic scenes
prevents the practical use of these motion segmentation algorithms.
In this chapter, we seek to track feature points in dynamic scenes where multiple
motions are present. In this scenario, a single fundamental matrix is not sufficient
to express the epipolar constraints any more. While one could think of alternating
between estimating multiple fundamental matrices, motion assignments and displace-
ment vectors, the resulting algorithm would typically be very sensitive to initialization,
since the motion assignments strongly depend on the motion estimates. By contrast,
we introduce a segmentation-free approach that bypasses the motion assignment prob-
lem by exploiting subspace constraints derived from epipolar geometry. This yields a
robust multi-body tracking algorithm that, as demonstrated by our experiments, opens
up the possibility to perform motion segmentation in realistic scenarios.
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6.2 Multi-body Feature Tracker
We now introduce our approach to multi-body feature tracking. Formally, let I(x)
denote the current image, T(x) the previous image (or template image), and xij =
[xij, yij]T the jth image point in the ith patch Ωi of the template image. Our goal is
to estimate the displacement vector u = [uTi , · · · ,uTN]T ∈ R2×N for all N tracked
feature points. To this end, we rely on the standard brightness constancy assumption
(Szeliski [2010]), which lets us derive the data term
D(u) =
N
∑
i=1
∑
xij∈Ωi
ψ
(
I(xij + ui)− T(xij)
)
, (6.1)
where, typically, ψ(x) = x2 or ψ(x) = |x|. In particular, we use the `1 norm, which
provides robustness to outliers.
Estimating the displacements from this data term only is typically sensitive to noise
and may be subject to drift. A general approach to making the process more robust
consists of introducing a regularizerR(u) to form an energy function of the form
F (u) = γD(u) +R(u) . (6.2)
As mentioned above, several attempts at designing such a regularizer have been pro-
posed. For example, under an affine camera model, R(u) can encode a low-rank
prior (Torresani and Bregler [2002]; Poling et al. [2014]); with a general projective
camera model, R(u) can represent epipolar constraints (i.e., a fundamental matrix
prior) (Wedel et al. [2008]; Valgaerts et al. [2008]; Piccini et al. [2014]). In the
latter case, the fundamental matrix can be either pre-computed via an existing feature
matching method (Piccini et al. [2014]), or re-computed iteratively.
When multiple motions are present, however, a single epipolar constraint is not
sufficient. Instead, multiple fundamental matrices should be estimated so as to respect
the assignments of the tracked points to individual motions. A straightforward way
to address this problem consists of adding a motion segmentation step in the tracking
algorithm, so that the fundamental matrices can be iteratively re-estimated. This leads
to the simple segmentation-based approach to multi-body feature tracking described
below.
6.2.1 A First Attempt: Segmentation-based Tracking
To derive a segmentation-based approach, we rely on epipolar constraints. Recall that,
in epipolar geometry (Hartley and Zisserman [2004]), the homogeneous coordinates
x¯′i = (x
′
i, y
′
i, 1)
T and x¯i = (xi, yi, 1)T of two corresponding image points in two
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frames are related by a fundamental matrix F, such that
x¯′Ti Fx¯i = 0 . (6.3)
It is therefore natural to exploit these constraints to regularize tracking according to
the motion assignments of the different points.
More specifically, in a segmentation-based approach, three types of variables must
be estimated: the displacement vector u, the fundamental matrices {Fk}k=1,··· ,K (where
K is the number of motions), and the motion label of each tracked point. Let us denote
by x¯ki the homogeneous coordinate of the i
th feature point (i.e., the center of the patch
Ωi) assigned to motion k. We can define a multi-body regularization term as
R1(u, Fk) =∑
k
∑
i
[
(x¯ki + u¯i)
TFkx¯ki
]2 , (6.4)
where u¯i = [uTi , 0]
T.
The energy function can then be approximately minimized by iterating over the
three following steps:
1. Update u by first-order gradient descent (Poling et al. [2014]);
2. Estimate Fk for each motion given the current point assignments;
3. Re-assign the motion labels of the feature points to the nearest Fk.
This segmentation-based approach suffers from several drawbacks. First, the num-
ber of motions needs to be known a priori, which is typically hard for general-purpose
tracking. Second, and more importantly, the quality of the solution obtained with this
approach will strongly depend on the initializations of Fk and of the motion labels.
This, in a sense, is a chicken-and-egg problem, since good initialization for these
variables can only be obtained from good motion estimates. Instead, in the remainder
of this section, we introduce a new segmentation-free approach that bypasses the need
to explicitly compute the fundamental matrices and the motion assignments.
6.2.2 Our Segmentation-free Approach
In this section, we introduce our segmentation-free multi-body feature tracker, which
is the key contribution of this chapter. We first show how the epipolar constraints can
be converted to subspace constraints, and incorporated into our tracking formalism.
We then derive the solution to the resulting optimization problem by decomposing it
into several convex subproblems all with closed-form solutions.
6.2.2.1 Epipolar Subspace Constraints
As in the segmentation-based approach, we seek to rely on epipolar geometry. To
this end, we make use of the constraint expressed in Eq. (6.3). We first note that this
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constraint can be re-writen as
fTvec(x¯′i x¯
T
i ) = 0 , (6.5)
where f ∈ R9 is the vectorized fundamental matrix F, and
vec(x¯′i x¯
T
i ) = (xix
′
i, xiy
′
i, xi, yix
′
i, yiy
′
i, yi, x
′
i, y
′
i, 1)
T . (6.6)
Let us define wi = vec(x¯′i x¯
T
i ). Then, wi lies in the orthogonal complement of
fT, which is a subspace of dimension up to eight1, and which we call the epipolar
subspace. Since image points undergoing the same motion share the same fundamental
matrix, all wis corresponding to points belonging to the same rigid motion lie on the
same subspace (Li et al. [2013]).
Therefore, in our multi-body feature tracking scenario, if the feature points are
correctly tracked, the data vectors defined as
wi = vec
(
(x¯i + u¯i)x¯Ti
)
, ∀ 1 ≤ i ≤ N , (6.7)
should lie in a union of linear subspaces. This subspace constraint can be characterized
by the self-expressiveness property (Elhamifar and Vidal [2013]), i.e., a data point
drawn from one subspace in a union of subspaces can be represented as a linear
combination of the points lying in the same subspace.
In our case, this self-expressiveness property can be expressed as
W(u) = W(u)C , (6.8)
where2 W(u) = [w1 · · ·wN] ∈ R9×N, and C is the coefficient matrix encoding
the linear combinations. On its own, this term has a trivial solution for C (i.e., the
identity matrix). To avoid this solution, C needs to be regularized. In the subspace
clustering literature, C is encouraged to be either sparse (Elhamifar and Vidal [2013])
by minimizing ‖C‖1, low rank (Liu et al. [2013]) by minimizing ‖C‖∗, or dense block
diagonal in Chapter 3 by minimizing ‖C‖2F. Here, we choose the Frobenius norm,
which has proven effective and is easy to optimize. Furthermore, we explicitly model
noise and outliers, which are inevitable in real-world sequences.
More specifically, we write our regularization term for multi-body tracking as
R2(u,C) = 12‖C‖
2
F + λ‖E‖1 , s.t. W(u) = W(u)C + E , (6.9)
1Note that, in practice, this dimension is typically smaller than 8, since, in real scenes, the motion
of objects, such as cars or people, is not arbitrary, and thus corresponds to degenerate (i.e., low-rank)
motion (Li et al. [2013]).
2In the following, we make use of subscript (u), i.e., W(u), to indicate that W depends on the
variable u. For compactness, and without causing confusion, we drop this explicit dependency in
Section 6.2.2.3.
§6.2 Multi-body Feature Tracker 95
where E accounts for noise and outliers, and is thus encouraged to be sparse. Note that,
for a given displacement u, and ignoring noise, the optimal value of this regularizer
depends on the intrinsic dimension of the motion (see Chapter 3). Since here we
optimize u, this regularizer therefore tends to favor degenerate rigid motions over
purely arbitrary rigid motions. This actually reflects reality, since, in real scenes, cars,
people and other objects typically move in a well-constrained manner.
Importantly, this regularization term requires explicitly computing neither the fun-
damental matrices, nor the motion assignments. As such, it therefore yields a segmen-
tation-free approach.
Altogether, the energy function of our multi-body tracking framework can be writ-
ten as
F (u,C) = γD(u) +R2(u,C) . (6.10)
Our goal is to minimize F (u,C) w.r.t. u and C. We next show how to solve this
optimization problem.
6.2.2.2 Approximation and Problem Reformulation
To optimize Eq. (6.10), we first approximate the data term in the same manner as
the original KLT. In other words, given an initial displacement u0i for patch i, we
approximate the intensity values I(xij + ui) with their first-order Taylor expansion at
xij + u0i . This can be written as
I(xij + ui) ≈ I(xij + u0i ) +OI(xij + u0i )(ui − u0i ) . (6.11)
For notational convenience, let OIij = OI(xij + u0i ) ∈ R1×2, and τij = OIiju0i +
T(xij)− I(xij + u0i ). Then, the data term can be expressed as
D(u) =∑
i,j
|OIijui − τij| . (6.12)
By combining this data term with our regularizer, we get the optimization problem
min
u,C,E
γ‖A(u)‖1 +
1
2
‖C‖2F + λ‖E‖1
s.t. W(u) = W(u)C + E ,
(6.13)
where Aij = OIijui − τij, i.e.,
A(u) =
 OI11u1 − τ11 · · · OI1mu1 − τ1m... ...
OIN1uN − τN1 · · · OINmuN − τNm
 , (6.14)
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where m is the number of pixels in a patch, e.g. m = 49 if the patch size is 7× 7.
For convenience of optimization, we introduce an auxiliary variable Z = A(u).
Then, (6.13) can be equivalently written as
min
u,C,E,Z
γ‖Z‖1 + 12‖C‖
2
F + λ‖E‖1
s.t. Z = A(u) ,W(u) = W(u)C + E .
(6.15)
The main hurdle in optimizing (6.15) now lies in the term with W(u) due to its seem-
ingly complicated dependency on u. However, we show below that this term can be
simplified by a few matrix derivations.
First, note that, by definition, we have
vec(W(u)) =
 vec
(
(x¯1 + u¯1)x¯T1
)
...
vec
(
(x¯N + u¯N)x¯TN
)
 (6.16)
=
x¯1 ⊗ I3×3 . . .
x¯N ⊗ I3×3

︸ ︷︷ ︸
P¯∈R9N×3N
(x¯ + u¯) , (6.17)
where x¯ = [x¯T1 · · · x¯TN]T, u¯ = [u¯T1 · · · u¯TN]T, I3×3 is the 3-by-3 identity matrix and
⊗ denotes the Kronecker product. Let us define b = P¯x¯ (or equivalently bi =
vec(x¯ix¯Ti ) ) and introduce another auxiliary variable m = Pu (where P ∈ R9N×2N
is obtained by removing every 3ith column of P¯)3. Our optimization problem then
becomes
min
u,C,E,Z,m
γ‖Z‖1 + 12‖C‖
2
F + λ‖E‖1
s.t. Z = A(u) ,W(m) = W(m)C + E ,m = Pu ,
(6.18)
where now vec(W(m)) = b + m.
The above optimization problem involves a large number of variables. We propose
to solve it via the Alternating Direction Method of Multipliers (ADMM) (Boyd et al.
[2011]), which decomposes a big optimization problem into several small subprob-
lems. Below, we show how this can be achieved for our problem.
3Note that Pu = P¯u¯, since u¯i = [uTi , 0]
T .
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6.2.2.3 ADMM Solution
To apply the ADMM, we first need to derive the augmented Lagrangian of (6.18),
which can be expressed as
Lρ(u,C,E,Z,m, y,Y1,Y2) = γ‖Z‖1 + 12‖C‖
2
F + λ‖E‖1 + yT(m− Pu) + (6.19)
〈Y1,W(m) −W(m)C− E〉+ 〈Y2,Z−A(u)〉+
ρ
2
(‖W(m) −W(m)C− E‖2F + ‖Z−A(u)‖2F + ‖m− Pu‖22) ,
where 〈·, ·〉 denotes the matrix inner product, Y1,Y2, y are Lagrange multipliers, and
ρ is the penalty parameter. The ADMM then works by alternatively minimizing Lρ
w.r.t. one of the five variables u, C, E, Z, m while keeping the remaining four fixed.
This yields the following steps:
(1) Computing Z can be expressed as the convex program
min
Z
γ
ρ
‖Z‖1 + 12‖Z− (A(u) − Y2/ρ)‖
2
F , (6.20)
which can be solved in closed-form by element-wise thresholding (Cai et al. [2010]).
Let Tα[x] = sign(x) ·max(|x| − α, 0) be the soft-thresholding operator. Then, the
solution to (6.20) is given by
Z∗ = T γ
ρ
[A(u) − Y2/ρ]. (6.21)
(2) Similarly, computing E translates to
min
E
λ
ρ
‖E‖1 + 12‖E− (W(m) −W(m)C + Y1/ρ)‖
2
F , (6.22)
which again can be solved in closed-form as
E∗ = T λ
ρ
[W(m) −W(m)C + Y1/ρ]. (6.23)
(3) To compute C, we need to solve the least-squares problem
min
C
1
2
‖C‖2F +
ρ
2
‖W(m)C−W(m) + E− Y1/ρ‖2F , (6.24)
which can easily be achieved in closed-form as
C∗ =
(
I + ρWT(m)W(m)
)−1(
ρWT(m)(W(m) − E + Y1/ρ)
)
. (6.25)
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Note that here naively inverting the N-by-N matrix I + ρWT(m)W(m) is compu-
tationally expensive when the number of feature points N is large. However, we can
apply the matrix inversion lemma such that(
I + ρWT(m)W(m)
)−1
= I− ρWT(m)
(
I + ρW(m)W
T
(m)
)−1
W(m) , (6.26)
where we only need to invert4 the 9-by-9 matrix I + ρW(m)WT(m), which is computa-
tionally much cheaper.
(4) Computing u requires solving the problem
min
u
ρ
2
‖Pu−m− y/ρ‖22 − trYT2 A(u) +
ρ
2
‖A(u) − Z‖2F , (6.27)
where A(u) is defined in (6.14).
Expanding the definition of A(u) in (6.27) and rearranging the terms yields:
min
u
ρ
2
‖Pu−m− y/ρ‖22 − gTu +
ρ
2
uTHu , (6.28)
where g is a column vector defined as
g =
(
· · · ,∑
j
(
Y2ij + ρ(τij + Zij)
)
OIij, · · ·
)T
∈ R2N ,
and H is a sparse block-diagonal matrix expressed as
H =

. . .
∑
j
OITijOIij
. . .
 ∈ R2N×2N .
This subproblem has again a closed-form solution given by
u∗ =
(
ρPTP + ρH
)−1(
g + PTy + ρPTm
)
. (6.29)
Note that P and H are sparse matrices, so u∗ can be computed efficiently by sparse
matrix techniques.
4In practice, we don’t need to invert the matrix explicitly. For example, in Matlab, we can use the
backslash operator, which produces the solution using Gaussian elimination.
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(5) While solving for m may not seem straightforward, we show below that it is
nothing but a least-squares problem. The subproblem w.r.t m can be written as
min
m
λ
2
‖W(m) −W(m)C‖2F +
ρ
2
‖m− Pu + y/ρ‖22 . (6.30)
Let M, B, G ∈ R9×N be the matrix forms of m, b, y/ρ−Pu, respectively. Then, (6.30)
can be equivalently written as
min
M
λ
2
‖M(I− C) + B(I− C)‖2F +
ρ
2
‖M + G‖2F . (6.31)
This again leads to a closed-form solution for M given by
M∗ = −
(
ρG + BQ + T
)(
λQ + ρI
)−1
, (6.32)
where
Q = (I− C)(I− C)T ∈ RN×N ,
T = (Y1/ρ− E)(I− CT) ∈ R9×N .
In short, the five subproblems derived from the augmented Lagrangian are all
convex problems that can be solved efficiently in closed-form as follows:
Z = T γ
ρ
[
A(u) − Y2/ρ
]
, (6.33)
E = T λ
ρ
[
W−WC + Y1/ρ
]
, (6.34)
C =
(
I + ρWTW
)−1
[ρWT(W− E + Y1/ρ)] , (6.35)
u =
(
ρPTP + ρH
)−1(
g + PTy + ρPTm
)
, (6.36)
M = −
(
ρG + BQ + T
)(
λQ + ρI
)−1
. (6.37)
Finally, the Lagrange multipliers and penalty parameter can be updated as
Y1 := Y1 + ρ(W−WC− E) , (6.38)
Y2 := Y2 + ρ(Z−A(u)) , (6.39)
y := y + ρ(m− Pu) (6.40)
ρ := min(ηρ, ρm) , (6.41)
where η > 1, and ρm is the predefined maximum of ρ.
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Algorithm 6.1 Solving (6.18) via the ADMM
Input:
Image I and template T, positions of the feature points x in T, initial displacement
vector u0, parameters γ, λ.
Initialize: C = 0, Y1 = 0, Y2 = 0, y = 0, ρ0, ρm, η, e
while not converged do
1. Update Z, E, C, u and m in close-form via Eqs. (6.33)- (6.37), respectively;
2. Update A(u) and W(m) with updated u and m;
3. Update the Lagrange multipliers and penalty parameter via Eqs. (6.38)- (6.41);
4. Check the convergence conditions ‖m − Pu‖∞ ≤ e, ‖W(m) −W(m)C −
E‖∞ ≤ e, and ‖Z−A(u)‖∞ ≤ e;
end while
Output: Displacement vector u, coefficient matrix C.
Our approach to solving (6.18) is outlined in Algorithm 6.1. Note that the problem
we are trying to solve is non-convex in that (i) the intensity function I(x;u) is non-
convex w.r.t. u; (ii) the optimization problem (6.18) involves a bilinear term in an
equality constraint. While the ADMM does not guarantee convergence, it has proven
effective in previous chapters.
6.2.2.4 Our Complete Multi-body Feature Tracker
In the same spirit as Bouguet [2001], we make use of an image pyramid to handle
large displacements and avoid local optima. The results obtained at a coarser level `
of the pyramid are used as initialization for the next (`− 1, finer) level. Within each
pyramid level, the initial displacement u0 , where the first-order Taylor approximation
is performed, is updated with the displacement vector of the previous iteration. We
iterate over successive Taylor approximations until the displacement vector does not
change significantly. Our complete segmentation-free multi-body feature tracker is
outlined in Algorithm 6.2.
6.3 Experiments
To show the benefits of our multi-body feature tracker, we performed extensive ex-
periments on different sequences. In the remainder of this section, we present both
qualitative and quantitative results.
In these experiments, we compare our approach with the following baselines: the
original KLT tracker (KLT), the L1-norm KLT tracker (L1-KLT), and the more recent
Better Feature Tracker (BFT) through Subspace Constraints (Poling et al. [2014]).
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Algorithm 6.2 Our Multi-body Feature Tracker
Input:
Image I and template T, positions of the feature points x in T, initial displacement
vector u0, number of pyramid levels L, parameters γ, λ, ρ, ρm, maxi, e
for ` = L− 1 : 0 do
Update u0 ← u0/2`, x ← x0/2` and compute OI at current image pyramid
level;
for i = 1 : maxi do
1. Approximate the image intensities with Eq. (6.11), and compute τ, P, H
according to their definitions;
2. Update u with Algorithm 6.1;
3. Check the convergence condition ‖u− u0‖ < e;
4. If not converged, update u0 = u.
end for
Update u← 2`u, u0 ← 2`u0, and x← 2`x.
end for
Output: Displacement vector u, coefficient matrix C.
For the original KLT, we used the Matlab built-in vision toolbox vision.PointTracker;
we implemented the L1-norm KLT tracker using the same framework as our method
by just disabling the regularization term; for BFT, we used the code released by the
authors.
Due to the lack of benchmark datasets for feature tracking, we make use of motion
segmentation datasets where both the ground-truth tracks and the original videos are
available. Since those videos are typically only provided for illustration purpose, they
are generally highly compressed and not ideal for reliable feature tracking. This,
however, is not really a problem when one seeks to evaluate feature tracking meth-
ods, since (i) it essentially represents a challenging scenario; and (ii) all algorithms
are evaluated on the same data. In particular, here, we employed 10 checkerboard
(indoor) sequences and 12 cars-and-people (outdoor) sequences from the well-known
Hopkins155 dataset (Tron and Vidal [2007]). Moreover, we used another 8 outdoor
sequences from the more recent MTPV dataset (Li et al. [2013]). To test the robustness
of the different methods, we added different levels of Gaussian noise (with variance
σ2 = 0.01, 0.02, 0.03, or 0.04)5 to the images. Altogether, this results in 150 evaluation
sequences.
To compare the algorithms, we measure the number of tracking errors, i.e., the
number of points that drift from the ground-truth by more than a certain error tolerance
ε. Note that, in the sequences that we use, the ground-truth was obtained by the
5Note that the intensities of the images are normalized to [0, 1]. So σ2 = 0.04 already represents
more noise than would typically occur in practice.
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KLT L1-KLT BFT Our Method
Figure 6.1: Performance of different trackers on the 1RT2TC checkerboard
sequence: The red points denote the current positions of the feature points, and the
green lines the motion since the previous frame. Best viewed zoomed-in on screen.
standard KLT tracker and then manually cleaned up, so the ground-truth itself contains
some noise whose level depends on the scene itself. In particular, we observed that
the ground-truth of the indoor checkerboard sequences generally has more noise than
that of the outdoor sequences. Therefore, we set a larger error tolerance for the
checkerboard sequences (ε = 10) than for the outdoor ones (ε = 5). For every
sequence, we compute the average number of incorrectly tracked feature points over
all the frames, and then average this number over the sequences.
6.3.1 Hopkins Checkerboard Sequences
We first evaluated our method and the baselines on the Hopkins checkerboard se-
quences, which depict controlled indoor scenes with multiple rigidly moving objects.
Generally, the repetitive texture in these sequences makes feature tracking more am-
biguous and thus harder. However, in this experiment, we show that our multi-body
feature tracker is more robust to this ambiguity. To provide a fair comparison, we used
the same patch size (7× 7) and the same number of image pyramid levels (4) for all the
methods. Furthermore, we initialized all the tracking methods with the ground-truth
locations of the feature points in the first frame.
From Table 6.1, we can see that the L1-KLT tracker consistently achieves better re-
sults than the original KLT tracker and than BFT. Our algorithm, however, consistently
outperforms L1-KLT, which clearly evidences the benefits of incorporating our multi-
body prior. We observed that BFT generally fails to track moving objects, as illustrated
in Figure 6.1. This is mainly because BFT heavily relies on a good estimate of the
global motion, obtained by registering the entire current image to the previous one. For
scenes with multiple motions, however, global motion estimation becomes unreliable,
thus causing BFT to fail to track the moving objects. Note that the performance of all
the trackers remain relatively unaffected as the noise level increases. This is mainly
due to the fact that the corners in the checkerboard, while resembling each other, are
very strong features that are robust to noise.
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Figure 6.2: Performance of different trackers on the car1 sequence: The red points
denote the current positions of the feature points, and the green lines the motion since
the previous frame. Best viewed in color.
Table 6.1: Average number of tracking errors (ε = 10) on the Hopkins checkerboard
sequences with noise of different variances σ2. The lower, the better.
Methods KLT L1-KLT BFT Ours
σ2 = 0.00 47.63 34.69 39.68 27.77
σ2 = 0.01 46.92 30.86 39.30 27.32
σ2 = 0.02 45.95 29.69 38.84 27.13
σ2 = 0.03 46.59 30.16 39.16 28.18
σ2 = 0.04 47.19 31.16 39.35 27.21
6.3.2 Hopkins Car-and-People Sequences
We then evaluated the algorithms on the Hopkins Car-and-People sequences, depicting
real-world outdoor scenes with multiple rigid motions. The number of tracks provided
by the ground-truth ranges from 147 to 548 with an average of 369. Here, for all the
methods, we used the same patch size and image pyramid levels as in the previous
experiment, and initialized the feature points with their ground-truth locations in the
first frame. The average number of tracking errors for the different methods under
different image noise level is reported in Table 6.2. Again, our multi-body feature
tracker achieves the lowest tracking error compared to the baselines, which confirms
the robustness of our method. A typical example of the results of all the methods on
these sequences is shown in Figure 6.2.
Table 6.2: Average number of tracking errors (ε = 5) on the Hopkins Car-and-People
sequences with noise of different variances σ2. The lower, the better.
Methods KLT L1-KLT BFT Ours
σ2 = 0.00 21.71 24.28 49.13 16.14
σ2 = 0.01 34.59 29.31 51.69 18.82
σ2 = 0.02 54.95 36.32 54.63 26.56
σ2 = 0.03 76.02 46.49 57.57 33.80
σ2 = 0.04 95.17 56.92 58.36 42.43
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Figure 6.3: Tracking error as a function of the frame number: In these two typical
sequences, our method consistently outperforms the baselines, and is less prone to
tracking drift over time.
To give a better idea of the behavior of the methods over time, in Figure 6.3, we
show the tracking error as a function of the frame number for two typical sequences
(cars1 and cars2 with σ2=0.01).
6.3.3 MTPV Sequences
We further tested our method on the MTPV sequences, which provide images of higher
quality and resolution6 than the Hopkins dataset. By contrast, however, this dataset
contains some outliers and missing data. For evaluation purpose, i.e., to create a
complete and accurate ground-truth, we discarded the outliers and missing data. Since
the image resolution is higher in this dataset, we used a larger patch size of 13× 13 for
all the methods. The results of all the algorithms are provided in Table 6.3. Note that
we still outperform all the baselines for most noise levels, with the exception of BFT
for σ2 = 0.04. We believe that the slightly less impressive gap between our approach
and the baselines, in particular BFT, is due to the fact that the feature points in this
dataset are often dominated by the background. See Figure 6.4 for typical examples of
this dataset.
6.3.4 KITTI Sequences
To evaluate the algorithms on realistic, high-quality images, we employed four se-
quences7 from KITTI (Geiger et al. [2012]), depicting street/traffic scenes with multi-
ple motions. Since no ground-truth trajectories are provided with this data, to obtain
quantitative results, we took 10 consecutive frames from each sequence, applied the
6Note, however, that they are still highly compressed and not well-suited for tracking, as pointed out
in the readme file of the dataset.
72011_09_26_drive_0018, 2011_09_26_drive_0051, 2011_09_26_drive_ 0056, and
2011_09_28_drive_0016.
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Table 6.3: Average number of tracking errors (ε = 5) on the MTPV sequences with
noise of different variances σ2. The lower, the better.
Methods KLT L1-KLT BFT Ours
σ2 = 0.00 3.07 13.34 6.83 2.34
σ2 = 0.01 17.76 22.12 8.84 3.87
σ2 = 0.02 28.39 27.26 11.17 6.94
σ2 = 0.03 40.61 35.53 11.26 9.92
σ2 = 0.04 47.69 38.93 12.34 13.22
Figure 6.4: The MAN and MONK sequences of the MTPV dataset: The feature
points are marked as red. Note that the number of points on the walking man and
monk is much smaller than on the background.
KLT tracker to them, and manually cleaned up the results to get ground-truth trajec-
tories with an average of 177 points per sequence. The results of this experiment for
different levels of noise added to the input are reported in Table 6.4, and Figure 6.5
shows a qualitative comparison of the algorithms. Note that our method also outper-
forms the baselines on this data.
Table 6.4: Average number of tracking errors (ε = 5) on the KITTI sequences with
different noise variances σ2. The lower, the better.
Methods KLT L1-KLT BFT Ours
σ2 = 0.01 21.43 22.05 27.48 14.18
σ2 = 0.02 24.35 22.85 27.80 16.70
σ2 = 0.03 31.15 26.88 27.85 17.70
σ2 = 0.04 34.43 29.23 27.75 20.33
6.3.5 Frame-by-Frame Motion Segmentation
In our formulation, we optimize our energy function w.r.t. two variables: the dis-
placement vector u and the self-expressiveness coefficients C. While the vector u
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Figure 6.5: Performance of different trackers on the KITTI sequence: The red
points denote the current positions of the feature points, and the green lines the
motion since the previous frame. As evidenced by the regions highlighted with a
blue rectangle, L1-KLT and BFT make more tracking errors than our approach. Best
viewed on screen with zoom-in.
provides the tracking results, the matrix C, as in the subspace clustering literature,
can be used to build an affinity matrix for spectral clustering, and thus, if we assume
that the number of motions is known a priori, lets us perform motion segmentation.
In other words, our method can also be interpreted as simultaneous feature tracking
and frame-by-frame motion segmentation. In this experiment, we therefore aim to
evaluate the frame-by-frame motion segmentation accuracy of our method. Since, to
the best of our knowledge, no existing motion segmentation methods perform feature
tracking and frame-by-frame motion segmentation jointly8, we compare our results
with the following two-steps baselines: first, we find the tracks by KLT or L1-KLT and
form the epipolar subspaces as in Eq. (6.7); second, we apply a subspace clustering
method, i.e., Sparse Subspace Clustering (SSC) or Efficient Dense Subspace Cluster-
ing (EDSC), to perform motion segmentation. This results in four baselines denoted
by KLT+SSC (Li et al. [2013]), KLT+EDSC, L1+SSC and L1+EDSC. The results
of motion segmentation on the 22 Hopkins sequences used previously are shown in
Table 6.5. These results clearly evidence that our method outperforms the baselines
significantly in terms of motion segmentation.
Runtimes: Typical runtimes (e.g., car8 of Hopkins155 which contains 192 trajec-
tories) are: KLT – 0.002 sec, L1-KLT – 1.1 sec, BFT – 0.6 sec, Ours – 0.9 sec. This
indicates that, while much slower than the original KLT, L1-KLT, BFT and our method
are on par in terms of runtimes.
8Note that our method in Chapter 5 works in batch rather than in a frame-by-frame (online) manner.
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Table 6.5: Average error rate (in %) of two-frame motion segmentation on the 22
Hopkins sequences with noise of different variances σ2. The lower, the better.
Methods KLT+SSC KLT+EDSC L1+SSC L1+EDSC Ours
σ2 = 0.00 19.76 20.57 18.71 19.11 8.97
σ2 = 0.01 19.76 20.61 19.61 20.41 9.35
σ2 = 0.02 19.21 20.99 21.02 21.92 9.33
σ2 = 0.03 20.63 20.69 22.21 20.48 9.89
σ2 = 0.04 20.38 19.82 21.35 20.80 11.26
6.4 Summary
In this chapter, we have introduced a novel feature tracker that incorporates a multi-
body rigidity prior into feature tracking. To this end, we have derived epipolar sub-
space constraints that prevent us from having to compute fundamental matrices and
motion assignments explicitly. Our formulation only involves a series of convex sub-
problems, all of which have closed-from solutions. We have demonstrated the effec-
tiveness of our method via extensive experiments on indoor and outdoor sequences.
Importantly, this feature tracker provides an alternative way to get reliable feature
trajectories for motion segmentation methods in Chapter 3 and 4.
While adding global rigidity constraints (be it the low-rank or the epipolar subspace
constraints) to the local KLT tracker improves robustness, it comes with some compu-
tational overhead. These methods could be further sped up, for instance by exploiting
the GPU. Furthermore, our current model assumes that each patch undergoes only
translation between consecutive frames. One could also investigate the use of more
accurate models, such as affine transformations.
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Conclusions and Future Work
7.1 Conclusions
In this thesis, we have addressed the motion segmentation problem with subspace
constraints. The contributions of this thesis are three-fold: first, when the trajectories
across the frames are given, we have proposed robust and efficient subspace clustering
methods for motion segmentation that can handle various types of data corruption
including noise, outliers and missing entries (Chapter 3 and 4); second, with unknown
feature correspondences, we have formulated the problem in terms of partial permu-
tation matrices and subspace self-expressiveness constraints, and have jointly solved
for motion segmentation and feature matching (Chapter 5); third, for the prerequisite
step (i.e., frame-by-frame feature tracking) of many applications such as the motion
segmentation methods in Chapter 3 and 4, we have presented a robust multi-body fea-
ture tracker that regularizes the feature tracking with the epipolar subspace constraints
(Chapter 6).
To be specific, in Chapter 3, we have introduced an efficient dense subspace clus-
tering algorithm that effectively handles noise and outliers. To this end, we have relied
on a Frobenius norm formulation, which yields dense connections within each cluster.
When the data is corrupted by noise, our formulation has a closed-form solution.
With noise and outliers, ADMM still yields an efficient solution. Furthermore, we
have shown the connections between Frobenius norm minimization, nuclear norm
minimization, the Shape Interaction Matrix, and the null space projection matrix.
In Chapter 4, we have revisited the 20-year-old Shape Interaction Matrix method
and revealed its connections to several recent subspace clustering methods. Based
on our analysis, we have made the Shape Interaction Matrix method robust via three
simple steps, i.e., normalization, element-wise powering, and rank selection. The
first two steps can be equivalently interpreted as applying a normalized polynomial
kernel, which makes the data more separable, and the third step is justified by the
matrix perturbation theory. We have then further introduced an algorithm that robustly
recovers the row-space of the data from incomplete measurements, thus effectively
making the powerful Shape Interaction Matrix representation applicable to the missing
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data scenario.
In Chapter 5, we have tackled the motion segmentation problem with unknown cor-
respondences. Our problem formulation is based on two important constraints: First,
the recovered inlier point trajectories should satisfy subspace constraints; Second, the
matching feature descriptors should be low-rank, ideally rank one. With these two
constraints, we have formulated our problem in terms of PPMs, which simultaneously
select and reorder the inlier points. The resulting optimization problem is solved via
ADMM, where five out of the six subproblems are solved in closed form and the
remaining binary assignment subproblem is solved via the Hungarian algorithm.
In Chapter 6, we have presented a novel feature tracker that incorporates a multi-
body rigidity prior into feature tracking. To this end, we have derived the epipolar
subspace constraints that free us from having to compute fundamental matrices and
motion assignments explicitly. Our formulation only involves a series of convex sub-
problems, all of which have closed-from solutions.
All in all, we have addressed the motion segmentation problem under various
challenging scenarios and have presented robust motion segmentation methods with
subspace constraints. In general, the feature tracking method presented in Chapter
6 can be used in methods of Chapter 3 and 4 to get reliable feature trajectories, and
Chapter 5 provides an alternative motion segmentation method in scenarios where
obtaining reliable feature trajectories beforehand is not possible. The source codes for
all the proposed methods in this thesis have been released in my personal webpage1.
7.2 Future Work
In most of the previous chapters (except in Chapter 6), we have assumed an affine
camera model, i.e., the depth fluctuations of the scene are negligible compared to the
distance to the camera. This model leads to decent formulations where each motion
can be represented by a linear subspace with dimension up to four. In practice, this
camera model has a considerable amount of limitations. For example, when the scene
contains strong perspective effects (which is quite common in traffic scenes), the affine
camera model no longer applies. One of the future research directions, therefore, is to
extend the applicability of the present motion segmentation methods to a more general
camera model, i.e., the perspective camera model. We know that given the projective
depth of each point, the data matrix can still be factorized into the product of two low-
dimensional matrices (with dimension up to four) (Hartley and Vidal [2008]; Dai et al.
[2010]). One direct extension would be to jointly recover the projective depths and
motion clusters with our subspace formulations. However, this will result in a non-
convex optimization problem, so the main hurdle will be to design algorithms that can
effectively solve this problem.
1https://sites.google.com/site/peterji1990/
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Up to now, we have only considered the cases of rigid motion segmentation. How-
ever, non-rigid motions are also quite common. We know that non-rigid body motions
lie in low-dimensional manifolds (Goh and Vidal [2007]). Therefore, another possible
direction would be to design specific kernels that project points into high dimensional
Hilbert space where data points become more separable. Simple kernels such as the
polynomial kernel and the Gaussian RBF kernel may not suffice for this purpose, but
one could use the multiple kernel learning technique (Gönen and Alpaydın [2011]) to
learn a kernel from a set of base kernels. Besides, if a set of pairwise points is identified
to be on the same non-rigid motion, one could also derive projected kernels as in (Tuzel
et al. [2009]) to project the trajectories of the same motion into the same point in
the high-dimensional Hilbert space, where the segmentation/clustering becomes much
easier.
Moreover, the aforementioned methods are mostly based on sparse feature trajec-
tories. While sparse feature tracks are often more reliable, dense segmentation is also
attractive for practical use. In the case of dense motion segmentation, we may consider
formulating the problem within a framework of optical flow (e.g., the total variation
method) and jointly solving the motion segmentation and optical flow problems. Un-
der certain assumptions (e.g., an affine camera model and small displacements), Irani
[2002] has shown that the flow vectors of multiple independent motions lie in multiple
independent subspaces. We may resort to the image pyramid technique to meet these
assumptions, especially the assumption that the displacements are small.
Another possible research topic could be to combine geometric context and seman-
tic understanding with motion segmentation. High-level semantic understanding is
often more informative, and thus should be helpful for motion segmentation in difficult
cases, such as objects moving out and reoccurring. Furthermore, good motion segmen-
tation results should help disambiguating semantic segmentation patches with similar
appearance but coming from different motions. By combining these two problems into
a unified framework, we expect to get better results for both motion segmentation and
semantic understanding.
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