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Abstract
This paper develops a new standard-error estimator for linear panel data models. The
proposed estimator is robust to heteroskedasticity, serial correlation, and cross-sectional
correlation of unknown forms. The serial correlation is controlled by the Newey-West
method. To control for cross-sectional correlations, we propose to use the thresholding
method, without assuming the clusters to be known. We establish the consistency of the
proposed estimator. Monte Carlo simulations show the method works well. An empirical
application is considered.
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1 Introduction
Consider a linear panel regression with fixed-effects:
yit = x
′
itβ + αi + µt + uit,
where αi and µt are individual fixed-effects and time fixed effects; xit is a k × 1 vector of
explanatory variables; uit is an unobservable error component. The outcome variable yit and
fixed effects are scalars, and β is a k × 1 vector.
This paper is about the standard error of the fixed-effect ordinary least squares (OLS).
One of the commonly used standard errors for OLS in empirical research is the White (1980)
heteroskedasticity robust standard error in the cross-sectional setting. In the presence of
serial and cross-sectional correlations, the conventional panel standard errors may be biased.
Newey and West (1987) introduced heteroskedasticity and autocorrelation consistent (HAC)
covariance matrix estimator for time series, which allows serial correlations (also see Andrews
(1991), Newey and West (1994)). The cluster standard errors suggested by Arellano (1987)
are often reported in studies of the panel model. This estimator is robust to heteroskedasticity
in the cross-section and also arbitrary serial correlation, but it focuses on the large-N small-
T scenario. The case of large-N large-T is then studied by Ahn and Moon (2014), Hansen
(2007), among many others, while either cross-sectional or serial independence is required.
Hansen (2007) examined the covariance estimator when the time series dependence is left
unrestricted. In addition, Vogelsang (2012) studied the asymptotic theory that is robust to
heteroskedasticity, autocorrelation, and spatial correlation, which extended and generalized
the asymptotic results of Hansen (2007) for the conventional cluster standard errors including
time fixed effects. Stock and Watson (2008) suggested a bias-adjusted heteroskedasticity-
robust variance matrix estimator that handles serial correlations under any sequences of N
or T . Also, see Petersen (2009) who used a simulation study to examine different types of
standard errors, including the clustered, Fama-MacBeth, and the modified version of Newey-
West standard errors for panel data. In general, on the other hand, the conventional cluster
standard errors assume that individuals across clusters are independent. Also, the cluster
structure should be known such as schools, villages, industries, or states. See Arellano (2003),
Cameron and Miller (2015) and Greene (2003). However, the knowledge of clusters is not
available in many applications.
In a recent interesting paper, Abadie, Athey, Imbens, and Wooldridge (2017) argue that
clustering is an issue more of sampling design or experimental design. Clustered standard
errors are not always necessary and researchers should be more thoughtful when applying
them. One reason is that clustering may result in an unnecessarily wider confidence inter-
val. Clustered standard errors are derived from the modelling perspective (model implied
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variance matrix) and are widely practiced, see, for example, Angrist and Pischke (2008),
Cameron and Trivedi (2005), and Wooldridge (2003, 2010). In this paper, we continue to
take the modeling perspective. Because of our use of thresholding method, the resulting
confidence interval is not necessarily much wider, even if all cross-sectional units are allowed
to be correlated. Furthermore, the proposed approach is also applicable when the knowledge
of clustering is not available.
We provide a robust standard error that allows both serial and cross-sectional correla-
tions. We do not impose parametric structures on the serial or cross-sectional correlations.
We assume these correlations are weak and apply nonparametric methods to estimate the
standard errors. To control for the autocorrelation in time series, we employ the Newey-West
truncation. To control for the cross-sectional correlation, we assume sparsity for cross-section
(i, j) pairs, potentially resulting from the presence of cross-sectional clusters, but the knowl-
edge on clustering (the number of clusters and the size of each cluster) is not assumed. We
then estimate them by applying the thresholding approach of Bickel and Levina (2008). We
also show how to make use of information on clustering when available. In passing we point
out that instead of robust standard errors, in a separate study, Bai, Choi, and Liao (2019)
proposed a feasible GLS (FGLS) method to take into account heteroskedasticity and both
serial and cross-sectional correlations. The FGLS is more efficient than OLS.
The methods we employ in this paper, banding and thresholding, are regularization meth-
ods, and have been used extensively in the recent machine learning literature for estimating
high-dimensional parameters. Nonparametric machine learning techniques have been proved
to be useful tools in econometric studies.
The rest of the paper is organized as follows. In Section 2, we describe the models and
standard errors as well as the asymptotic results of OLS. Monte Carlo studies evaluating the
finite sample performance of the estimators are presented in Section 3. Section 4 illustrates
our methods in an application of US divorce law reform effects. Conclusions are provided in
Section 5 and all proofs are given in Appendix A.
Throughout this paper, νmin(A) and νmax(A) denote the minimum and maximum eigen-
values of matrix A. We use ‖A‖ = √νmax(A′A), ‖A‖1 = maxi∑j |Aij | and ‖A‖F =√
tr(A′A) as the operator norm, the ℓ1-norm and the Frobenius norm of a matrix A, respec-
tively. Note that if A is a vector, ‖A‖ is the Euclidean norm, and |a| is the Absolute-value
norm of a scalar a.
2 OLS and Standard Error Estimation
We consider the following model:
yit = x
′
itβ + uit, (2.1)
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where β is a k × 1 vector of unknown coefficients, xit is a k × 1 vector of regressors, and
uit represents the error term, often known as the idiosyncratic component. This formulation
incorporates the standard fixed effects models as in Hansen (2007). For example, xit, yit and
uit can be interpreted as variables resulting from removing the nuisance parameters from the
equation, such as first-differencing to remove the fixed effects. Indeed, it is straightforward
to allow additive fixed effects by using the usual demean procedure.
For a fixed t, model (2.1) can be written as:
yt = xtβ + ut, (2.2)
where yt = (y1t, ..., yNt)
′ (N ×1), xt = (x1t, ..., xNt)′ (N ×k), and ut = (u1t, ..., uNt)′ (N ×1).
To economize notation, we define yi = (yi1, ..., yiT )
′ (T × 1), xi = (xi1, ..., xiT )′ (T × k), and
ui = (ui1, ..., uiT )
′ (T × 1). So when the vector y is indexed by t, it refers to an N × 1 vector,
and when y is indexed by i it refers to a T × 1 vector. Similar meaning is applied to x and
u. There is no confusion when context is clear.
The (pooled) ordinary least square (OLS) estimator of β from equations (2.1) and (2.2)
may be defined as
β̂ = (
N∑
i=1
T∑
t=1
xitx
′
it)
−1
N∑
i=1
T∑
t=1
xityit = (
T∑
t=1
x′txt)
−1
T∑
t=1
x′tyt. (2.3)
The variance of β̂ depends on both VX ≡
1
NT
N∑
i=1
T∑
t=1
xitx
′
it, and particularly,
V ≡ V ar( 1√
NT
N∑
i=1
T∑
t=1
xituit)
=
1
NT
T∑
t=1
Ex′tutu
′
txt +
1
NT
T−1∑
h=1
T∑
t=h+1
[Ex′tutu
′
t−hxt−h + Ex
′
t−hut−hu
′
txt]. (2.4)
The goal of this paper is to consistently estimate V in the presence of both serial and cross-
sectional correlations in {uit}.
There are two types of clustered standard errors suggested by Arellano (1987). The
original individual clustered version is
V̂CX =
1
NT
N∑
i=1
x′iûiû
′
ixi,
with ûi = yi − xiβ̂ are the OLS residuals, and this estimator allows for arbitrary serial
dependence and heteroskedasticity within individuals. In addition, V̂CX assumes no cross-
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section correlation.
The time-clustered version, which allows for heteroskedasticity and arbitrary cross-sectional
correlation, is
V̂CT =
1
NT
T∑
t=1
x′tûtû
′
txt,
with ût = yt − xtβ̂. Here V̂CT assumes no serial correlation.
The above clustered standard errors are robust to either arbitrary serial correlation or
arbitrary cross-sectional correlation, respectively. In practice, however, since the dependence
assumption is unknown, an over-rejection problem may occur. Specifically, if there exist
both serial and cross-sectional correlations, these estimators are not robust anymore, as our
numerical evidence shows in Section 3 (e.g., Tables 3 and 5).
To control for the serial correlation, a simple modification of V̂CT using Newey and West
(1987) is
V̂DK =
1
NT
T∑
t=1
x′tûtû
′
txt +
1
NT
L∑
h=1
ω(h,L)
T∑
t=h+1
[x′tûtû
′
t−hxt−h + x
′
t−hût−hû
′
txt], (2.5)
where ω(·) is the kernel function and L is the bandwidth. This estimator is suggested by
Driscoll and Kraay (1998). When N is large, however, (2.5) accumulates a large number of
cross-sectional estimation noises.
More generally, let
Vij ≡
1
T
T∑
t=1
Exituitujtx
′
jt +
1
T
T−1∑
h=1
T∑
t=h+1
[Exituituj,t−hx′j,t−h + Exi,t−hui,t−hujtx
′
jt].
Then equation (2.4) can be written as
V =
1
N
∑
ij
Vij .
Unlike time series observations, cross-sectional observations have no natural ordering. They
can be arranged in different orders. That is why cross-sectional correlation is more difficult
to control. The usual cluster standard error makes the following assumption: let C1, ..., CG
be disjoint subsets of {1, ..., N}, so that they are known clusters and that Vij = 0 when i and
j belong to different clusters. So V can be expressed as
V =
1
N
G∑
g=1
∑
(i,j)∈Cg
Vij.
4
See Liang and Zeger (1986). Suppose the cardinality of each Cg is small (this would be the
case if the number of clusters G is large) or grows slowly withN , then we only need to estimate∑G
g=1
∑
(i,j)∈Cg 1 number of Vij’s, greatly reducing the number of pair-wise covariances. But
as commented in the literature, this requires the knowledge of C1, ..., CG, which in some
applications, is not naturally available.
2.1 The estimator of V with unknown clusters
The key assumption we make is that conditionally on xt, {uit} is weakly correlated across
both t and i. Essentially, this means Vij is zero or nearly so for most pairs of (i, j). There is
a partition {(i, j) : i, j ≤ N} = Ss
⋃
Sl so that
Ss = {(i, j) : ‖Exituituj,t+hx′j,t+h‖ = 0∀h},
Sl = {(i, j) : ‖Exituituj,t+hx′j,t+h‖ 6= 0∃h},
where the subscript “s” indicates “small”, and “l” indicates “large”. We assume that (i, i) ∈
Sl for all i ≤ N , and importantly, most pairs (i, j) belong to Ss. Yet, we do not need to know
which elements belong to Ss or Sl. Then
V =
1
N
∑
(i,j)∈Sl
Vij.
Furthermore, let ω(h,L) = 1−h/(L+1) be the Bartlett kernel. Also see Andrews (1991) for
other kernel functions. As suggested by Newey and West (1987), Vij can be approximated
by
Vu,ij ≡
1
T
T∑
t=1
Exituitujtx
′
jt +
1
T
L∑
h=1
ω(h,L)
T∑
t=h+1
[Exituituj,t−hx′j,t−h + Exi,t−hui,t−hujtx
′
jt].
Then approximately,
V ≈ 1
N
∑
(i,j)∈Sl
Vu,ij.
The above approximation plays the fundamental role of our standard error estimator. We
estimate Vij using Newey and West (1987), and estimate Sl using the cross-sectional thresh-
olding.
To apply Newey and West (1987), we estimate Vu,ij by
Su,ij ≡
1
T
T∑
t=1
xitûitûjtx
′
jt +
1
T
L∑
h=1
ω(h,L)
T∑
t=h+1
[xitûitûj,t−hx′j,t−h + xi,t−hûi,t−hûjtx
′
jt],
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where ûit = yit − x′itβ̂. For a predetermined threshold value λij, we approximate Sl by
Ŝl = {(i, j) : ‖Su,ij‖ > λij}.
Hence, a “matrix hard-thresholding” estimator of V is
V̂Hard ≡ 1
N
∑
(i,j)∈Ŝl∪{i=j}
Su,ij.
As for the threshold value, we specify
λij =M ωNT
√
‖Su,ii‖‖Su,jj‖, where ωNT = L
√
log(LN)
T
for a constant M > 0. The converging sequence ωNT → 0 is chosen to satisfy:
max
i,j≤N
‖Su,ij − Vu,ij‖ = OP (ωNT ).
In practice, the thresholding constant, M , can be chosen through multifold cross-validation,
which is discussed in the next subsection. In addition, we can obtain V̂DK from V̂Hard by
setting M = 0.
We also recommend a “matrix soft-thresholding” estimator as follow:
V̂Soft ≡ 1
N
∑
i,j
Ŝu,ij,
where Ŝu,ij is
Ŝu,ij =


Su,ij, if i = j,
Au,ij, if ‖Su,ij‖ > λij , and i 6= j,
0, if ‖Su,ij‖ < λij , and i 6= j,
where the (k, k′)’s element of Au,ij is (sgn(x) denotes the sign function)
Au,ij,kk′ =

sgn(Su,ij,kk′)[|Su,ij,kk′| − ηij,kk′]+, if |Su,ij,kk′| > ηij,kk′,0, if |Su,ij,kk′| < ηij,kk′,
for the threshold value
ηij,kk′ =M ωNT
√
|Su,ii,kk′||Su,jj,kk′|, where ωNT = L
√
log(LN)
T
for some constant M > 0.
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Remark 2.1. The thresholding estimators for V do not assume known cluster information
(the number of clusters and the membership of clusters). The method can also be modified
to take into account the clustering information when available, and is particularly suitable
when the number of clusters is small, and the size of each cluster is large. The modification
is to apply the thresholding method within each cluster. The conventional clustered stan-
dard errors lose a lot of degrees of freedom when the size of cluster is too large (because
each cluster is effectively treated as a “single observation”), resulting in conservative confi-
dence intervals. See Cameron and Miller (2015). The thresholding avoids this problem, while
allowing correlations of unknown form within each cluster.
2.2 Choice of tuning parameters
Our suggested estimators, V̂Hard and V̂Soft, require the choice of tuning parameters L and M ,
which are the bandwidth and the threshold constant respectively. To choose the bandwidth
L, we recommend using L = 4(T/100)2/9 as Newey and West (1994) suggested.
In practice, M can be chosen through multifold cross-validation. After obtaining the
estimated residuals ûit by OLS, we split the data into two subsets, denoted by {ûit}t∈J1 and
{ûit}t∈J2 ; let T (J1) and T (J2) be the sizes of J1 and J2, which are T (J1) + T (J2) = T and
T (J1) ≍ T . As suggested by Bickel and Levina (2008), we can set T (J1) = T (1 − log(T )−1)
and T (J2) = T/ log(T ); J1 represents the training data set, and J2 represents the validation
data set.
The procedure requires splitting the data multiple times, say P times. At the pth split,
we denote by V̂ p the sample covariance matrix based on the validation set, defined by
V̂ p =
1
N
∑
ij
Spu,ij,
with Spu,ij defined similarly to Su,ij using data on J2. Let V̂s(M) be the thresholding estimator
with threshold constant M using the entire sample. Then we choose the constant M∗ by
minimizing a cross-validation objective function
M∗ = arg min
0<M<M0
1
P
P∑
p=1
‖V̂s(M)− V̂ p‖2F , s ∈ {Hard,Soft}
and the resulting estimator is V̂s(M
∗). We use L = 4(T/100)2/9 for both V̂s(M) and V̂ p and
find that setting M0 = 1 works well. So the minimization is taken over M ∈ (0, 1) through a
grid search.
The above procedure modifies that of Bickel and Levina (2008) in two aspects. One is
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to use the entire sample when computing V̂s instead of J1. Since T (J1) is close to T , this
modification does not change the result much, but simplifies the computation. The second
modification is to use a consecutive block for the validation set because of time series, so that
the serial correlation is not perturbed. Hence in view of the time series nature, we first divide
the data into P = log(T ) blocks with block length T/ log(T ). Each J2 is taken as one of
the P blocks when computing V̂ p, similar to the K-fold cross validation. We have conducted
simulations of the cross-validation in the presence of both correlations, and the results show
that this procedure performs well. For instance, the cross-validation tends to choose smaller
M as the cross-sectional correlation becomes stronger. Due to the page limit, however, those
are not reported in this paper.
2.3 Consistency
Below we present assumptions under which V̂ (either V̂Hard or V̂Soft) consistently estimates
V . We define
αNT (h) ≡ sup
X
max
t≤T
[‖E(utu′t−h|X)‖ + ‖E(ut−hu′t|X)‖]
and
ρij,h ≡ sup
X
max
t≤T
[|E(uituj,t−h|X)|+ |E(ui,t−hujt|X)|],
where X = {xit}i≤N,t≤T . These coefficients give measures of autocovariances and cross-
section covariances.
Assumption 2.1. (i) E(ut|xt) = 0.
(ii) Let ν1 ≤ ... ≤ νk be the eigenvalues of ( 1NT
∑N
i=1
∑T
t=1Exitx
′
it). Then there exist con-
stants c1, c2 > 0 such that c1 < ν1 ≤ · · · ≤ νk < c2.
Assumption 2.2. (weak serial and cross-sectional dependence).
(i)
∑∞
h=0 αNT (h) ≤ C for some C > 0. In addition, there exist κ ∈ (0, 1), C > 0 such that
for all T > 0,
sup
A∈F0−∞,B∈F∞T
|P (A)P (B)− P (AB)| < exp(−CT κ),
where F0−∞ and F∞T denote the σ-algebras generated by {(xt, ut) : t ≤ 0} and {(xt, ut) : t ≥ T}
respectively.
(ii) For some q ∈ [0, 1), ω1−qNT maxi≤N
∑N
j=1(
∑L
h=0 ρij,h)
q = o(1), where ωNT ≡ L
√
log(LN)
T .
Assumption 2.2 (i) is the standard alpha-mixing condition, adapted to the large-N panel.
Condition (ii) is new here. It requires weak cross-sectional correlations. It is similar to the
“approximate sparse assumption” in Bickel and Levina (2008). Note that we actually allow
the presence of many “small” but nonzero ‖Exituituj,t+hx′j,t+h‖. Clusters that have “large”
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‖Exituituj,t+hx′j,t+h‖ are unknown to us. Hence the appealing feature of our method is that
we allow for unknown clusters.
Essentially the assumption ω1−qN,T maxi≤N
∑
j≤N(
∑L
h=0 ρij,h)
q = o(1) controls the order of
elements in Sl. The following example presents a case of cross sectional weak correlations
that satisfies condition (ii).
Example 2.1. Suppose uniformly for all h = 0, ..., L, E(utu
′
t−h|X) is anN×N block-diagonal
matrix, where the size of each block is at most SNT , which practically means that each cluster
contains no more than SNT individuals, assuming clusters are mutually uncorrelated. Then
ρij,h = 0 for (i, j) belong to different blocks. Within the same block, almost surely in X,
|E(ui,tuj,t−h|X)| + |E(ui,t−hujt|X)| ≤ αNT (h),
∞∑
h=0
αNT (h) <∞
Then let B(i) denote the block that i belongs to, whose size is at most SNT .
ω1−qNT maxi≤N
N∑
j=1
(
L∑
h=0
ρij,h)
q = ω1−qNT maxi≤N
∑
j∈B(i)
(
L∑
h=0
ρij,h)
q
≤ Cω1−qNT SNT (
∞∑
h=0
αNT (h))
q/c
for constants c, C > 0. The last term converges to zero so long as ω1−qNT SNT → 0. This then
requires either fixed or slowly growing cluster size SNT .
Assumption 2.3. (i) For each fixed h, ω(h,L) → 1 as L → ∞ and maxh≤L |ω(h,L)| ≤ C
for some C > 0.
(ii) Exponential tail: There exist r1, r2 > 0 and b1, b2 > 0, such that r
−1
1 + r
−1
2 + κ
−1 > 1,
and for any s > 0, i ≤ N ,
P (|uit| > s) ≤ exp(−(s/b1)r1), P (|xit| > s) ≤ exp(−(s/b2)r2).
(iii) There is c1 > 0, for all i, λmin(var(
1√
T
∑T
t=1 xituit)) > c1. Additionally, the eigenvalues
of V and VX are bounded away from both zero and infinity.
Condition (i) is well satisfied by various kernels for the HAC-type estimator. Condition
(ii) ensures the Bernstein-type inequality for weakly dependent data. Note that it requires
the underlying distributions to be thin-tailed. Allowing for heavy-tailed distributions is also
an important issue. However, it would require a very different estimation method, and is out
of the scope of this paper. Nevertheless, we have conducted simulation studies under heavy-
tailed distributions (e.g., t-distribution with degree of freedom 5). Indeed, the proposed
9
estimator works well in this case, even though the theory requires thin-tailed distributions.1
We have the following main theorem and all proofs are contained in Appendix A1.
Theorem 2.1. Under Assumption 2.1-2.3, as N,T →∞,
√
NT [V −1X V̂ V
−1
X ]
−1/2(β̂ − β) d→ N (0, I).
Theorem 2.1 allows us to construct a (1 − τ)% confidence interval for c′β for any given
c ∈ Rk. The standard error of c′βˆOLS is
( 1
NT
c′(V −1X V̂ V
−1
X )c
)1/2
and the confidence interval for c′β is [c′β̂ ±Zτ σˆ/
√
NT ] where Zτ is the (1− τ)% quantile of
standard normal distribution and σˆ = (c′(V −1X V̂ V
−1
X )c)
1/2.
3 Monte Carlo Experiments
3.1 DGP and methods
In this section we examine the finite sample performance of the robust standard errors using
simulation study. The data generating process (DGP) used for the simulation is produced
by the fixed effect linear regression model
yit = αi + µt + β0xit + uit,
where the true β0 = 1. The DGP allows for serial and cross-sectional correlations in xit as
follow:
xit = aiνi+1,t + νi,t + biνi−1,t, νit = ρXνi,t−1 + ǫit, ǫit ∼ N(0, 1), νi0 = 0,
αi ∼ N(0, 0.5), µt ∼ N(0, 0.5),
where the constants {ai, bi}Ni=1 are i.i.d. Uniform(0, γX), which introduce cross-sectional
correlation. In addition, νit is modeled as AR(1) process with the autoregressive parameter
ρX . Throughout this simulation study, we set ρX = 0.3 and γX = 1.
We generate the error terms, uit, in three different cases as follow:
Case 1: uit = cimi+1,t +mi,t + dimi−1,t, mit = ρmi,t−1 + εit, εit ∼ N(0, 1), mi0 = 0,
1The simulation results for the heavy-tailed distributions are available upon request from the authors.
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Case 2: uit = ψ
N∑
j=1
wijuit + ηit, ηit ∼ N(0, 1), ui0 = 0,
Case 3: uit =
r∑
k=1
λijFtk + eit, Ftk = ρFFt−1,k + ξtk, λik = ρλλi−1,k + ζtj,
eit ∼ N(0, 1), ξit ∼ N(0, 1), ζit ∼ N(0, 1).
The regressor is uncorrelated with the error term uit each other. In Case 1, we generate the
error term similar to xit. The constants {ci, di}Ni=1 are i.i.d. Uniform(0, γ), which introduce
cross-sectional correlation, and heteroskedasticity when γ > 0. mit is modeled as AR(1)
process with the autoregressive parameter ρ. Varying γ > 0 allows us to control for the
strength of the cross-sectional correlation. Data are generated with four different structures
of regressors and error terms: (a) no correlations (ρ = 0, γ = 0); (b) only serial correlation
(ρ = 0.5, γ = 0); (c) only cross-sectional correlation (ρ = 0, γ = 1); and (d) both serial and
cross-sectional correlations (ρ = {0.3, 0.9}, γ = 1). In Case 2, the error terms are modeled
as a spatial autoregressive (SAR(1)) process. The matrix W = (wij)N×N is a rook type
weight matrix whose diagonal elements are zero. Note that the rows of W are standardized,
hence they sum to one. ψ is the scalar spatial autoregressive coefficient with |ψ| < 1. In this
paper, we report the case of ψ = 0.5. Importantly, SAR(1) model does not produce the serial
correlation on the error term. In Case 3, we consider an error factor structure. Both factors
and factor loadings follow AR(1) processes, which introduce both serial and cross-sectional
correlations. We set r = 2, and consider the cases of ρλ = 0.3 and ρF = 0.9.
In this simulation study, we examined t-statistics for testing the null hypothesis H0 : β0 =
1 against the alternative H1 : β0 6= 1. In each simulation we compare the proposed estimator
with that of other common five types of standard errors for β̂: the standard White estimator
given by V̂White =
1
NT
∑N
i=1
∑T
t=1 x˜itx˜
′
itû
2
it, where x˜it is demeaned version of regressor. Two
types of clustered standard errors, V̂CX and V̂CT , as defined in Section 2. In addition, we use
two types of Newey and West HAC estimators for the panel version as follows:
V̂DK =
1
NT
T∑
t=1
x˜′tûtû
′
tx˜t +
1
NT
L∑
h=1
ω(h,L)
T∑
t=h+1
[x˜′tûtû
′
t−hx˜t−h + x˜
′
t−hût−hû
′
tx˜t]
and
V̂HAC =
1
NT
N∑
i=1
T∑
t=1
x˜itx˜
′
itû
2
it+
1
NT
N∑
i=1
L∑
h=1
ω(h,L)
T∑
t=h+1
[x˜itûitûi,t−hx˜′i,t−h+x˜i,t−hûi,t−hûitx˜
′
it].
Note that V̂HAC assumes cross-sectional independence, while V̂DK allows arbitrary cross-
sectional dependence. In addition, V̂DK and V̂HAC can be obtained from our proposed esti-
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mator with M = 0 and a large constant M , respectively.
Results are given for sample sizes N = 50, 200 and T = 100, 200. For each {N,T} com-
bination, we set L = 3, 7, 11 as the bandwidth for V̂HAC , V̂DK , and the proposed estimator,
V̂Hard. We also use Bartlett kernel for these three estimators. For the thresholding constant
parameters of V̂Hard, we setM = 0.10, 0.15, 0.20, 0.25 in all cases. The simulation is replicated
for one thousand times for each case and the nominal significance level is 0.05. Simulation
results are reported in Tables 1 - 5.
3.2 Results
Tables 1 - 5 present the simulation results, where each table corresponds to different cases.
Each table presents results of null rejection probabilities for 5% level tests based on six
different standard errors. As expected, a common feature in all tables is that when both
N and T are small, all six estimators have rejection probabilities greater than 0.05. This
might happen even when the errors are drawn from i.i.d. standard normal, and this problem
becomes more noticeable in the presence of serial, cross-sectional, or both correlations. A
number of interesting findings based on tables are summarized below.
Tables 1-3 shows the results of Case 1. In Table 1, Panel A indicates that all the esti-
mators perform well due to no correlation. Especially, White standard error estimators give
rejection probabilities close to 0.05. In Panel B, when the serial correlation is introduced,
the performances of V̂CX and V̂HAC are markedly better than others except for small sample
size. In addition, our proposed estimator, V̂Hard, also performs well when we use both larger
threshold constant M and bandwidth L. Since there is only a serial correlation in the error
term, these estimators take this correlation into account and perform well. As the size of
bandwidth increases, the standard error estimated by V̂HAC increases to a level similar to the
results of V̂CX and the tendency to over-reject diminishes. Since the Newey-West technique
gives the weight, which is less than one, the estimated standard error may be underesti-
mated. Hence, the traditional cluster standard error, V̂CX , dominates the standard error of
Newey-West panel version, V̂HAC . Note that the unreported rejection probabilities of V̂DK
exponentially increases as the bandwidth L increases.
Table 2 considers the case of cross-sectionally correlated errors and regressors. In Panel
A, except the case of small sample size, V̂CT and V̂DK with small bandwidth L have rejection
probabilities close to 0.05 in the first panel. Also, V̂Hard with small L and M performs well.
Importantly, notice that the rejection rate of V̂DK and V̂Hard tend to over-reject substantially
as the lag length L increases. In addition, as the cross-section size N increases, the over-
rejection problem becomes worse, as we mentioned in Section 2. This tendency is easy to
explain. Since V̂DK is an estimator based on a single time series and it is zero when full weight
is given to the sample autocovariance, the bias in V̂DK initially falls but then increases as the
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lag length increases, while the variance of V̂DK is initially increasing but eventually becomes
decreasing. Hence, V̂DK is biased downward substantially, and its t-statistics tends to over-
reject when a large bandwidth is used. On the other hand, in the case of the small size of L
and M , V̂Hard gives less bias on the estimated standard error.
Panel B of Table 2 allows the serial correlation as well as the cross-sectional correlation.
Not surprisingly, all estimators except V̂Hard and V̂DK tend to over-reject substantially. In
the small sample, these two estimators get worse than the case of the first panel. In the large
sample, however, rejection probabilities of V̂Hard and V̂DK are close to 0.05. Importantly,
V̂Hard outperforms V̂DK by choosing M properly. Unreported results of V̂DK with larger
bandwidth, L, show much larger rejection probabilities than that of V̂Hard. This indicates
that we can obtain unbiased standard error estimator and appropriate rejection rates using
our proposed estimators, V̂Hard. Table 3 is the result of strong serial correlation with the
cross-sectional dependence. When the serial correlation gets stronger, such as ρ = 0.9, all
estimators tend to over-reject exponentially in small samples. However, V̂Hard and V̂DK
outperform other estimators as the dimensionality increases.
Table 4 considers the error with SAR(1) structure, which does not require the serial
correlation on the error term. Similar to the results reported in the first panel of Table 2,
V̂CT gives rejection probabilities close to 0.05. V̂DK and V̂Hard with small bandwidth L also
perform well. Moreover, V̂Hard with proper thresholding constant M gives less bias than V̂DK
on the estimated standard error.
Finally, Table 5 presents the results of the error factor structure. Similar to the results
of Table 3, all estimators except V̂Hard and V̂DK tend to over-reject. Rejection probabilities
of V̂Hard and V̂DK are relatively close to 0.05 when the sample size is large.
4 Empirical study: Effects of divorce law reforms
In this section, we re-examine the empirical work of the association between divorce law
reforms and divorce rates using our proposed OLS standard error. There are many empirical
studies on the effects of divorce law reforms on divorce rates. Friedberg (1998) found that
state law reforms significantly increased divorce rates with controls for state and year fixed
effects. Wolfers (2006) investigated the question of whether law reform continues to have an
impact on the divorce rate by including dummy variables for the first two years after the
reforms, 3-4 years, 5-6 years, and so on. Specifically, he studied the following fixed effect
panel data model
yit = αi + µt +
8∑
k=1
βkXit,k + δit+ uit, (4.1)
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where yit is the divorce rate for state i and year t; αi and µt are the state and year fixed
effects; Xit,k is a binary regressor that representing the treatment effect 2k years after the
reform; δit a linear time trend. Wolfers (2006) suggested that there might be two sides of
the same treatment yield this phenomenon: a number of divorces gradually shifted after the
earlier dissolution of bad matches, after the reform.
Both Friedberg (1998) and Wolfers (2006) estimated OLS regressions using state popula-
tion weight for each year. In addition, they estimated standard errors under the assumption
that errors are homoskedastic, serially and cross-sectionally uncorrelated. However, ignoring
these correlations might lead to bias in the standard error estimators. We re-estimated the
model of Wolfers (2006) using proposed OLS standard error estimators.
The same data as in Wolfers (2006) are used, but we exclude Indiana, New Mexico
and Louisiana due to missing observations around divorce law reforms. As a result, we
obtain a balanced panel data contain the divorce rates, state-level reform years and binary
regressors from 1956 to 1988 over 48 states. We fit models both with and without linear
time trend, and also calculate our standard errors, as well as OLS, White, cluster and HAC
standard errors. We set lag choices L = 3 for HAC and our standard errors as suggested by
Newey and West (1994) (L = 4(T/100)2/9). The threshold values M chosen by the cross-
validation method isM = 0.2 for the model without state-specific linear trends, and M = 0.1
with state-specific linear trends. These M values are relatively small, implying the existence
of cross-sectional correlations. The estimated β1, · · · , β8 with and without linear time trend
and their different types of standard errors are presented respectively in Table 6 below. Note
that robust standard errors are not necessarily larger than the usual OLS standard errors, as
shown in columns corresponding to seCT , seDK and seHard.
In Table 6, OLS estimates with and without linear time trend are similar to each other.
These estimates are also closely comparable to the results obtained in Wolfers (2006). The
OLS estimates indicate that divorce rates rose soon after the law reform. However, within a
decade, divorce rates had fallen over time. Most of the coefficient estimates are statistically
significant at the 5% level using usual OLS standard errors. According to the cluster standard
errors, however, the only significant estimates are 11-15+ after the reform in the model
without linear time trend. We use our method of correcting standard error estimates for
heteroskedasticity, serial correlation and also cross-sectional correlation. In the model without
linear trend, the estimates for 3-4 and 7-15+ are significant. On the other hand, the estimates
for 1-4 are significant when linear trend is added. Our estimated standard errors are close to
those of seCT and seDK , which allow arbitrary cross-section correlations. The result indicates
non-negligible cross-sectional correlations. The result is also consistent with Kim and Oka
(2014), who used the interactive fixed effects approach. The latter approach is suitable for
models with strong cross-sectional correlations.
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5 Conclusions
This paper studies the standard error problem for the OLS estimator in linear panel models,
and proposes a new standard-error estimator that is robust to heteroskedasticity, serial and
cross-sectional correlations when clusters are unknown. Simulated experiments demonstrate
the robustness of the new standard-error estimator to various correlation structures.
Table 1: Null rejection probabilities, 5% level. Two-tailed test of H0 : β = 1. Case 1: No
cross-sectional correlation (γ = 0).
V̂Hard V̂HAC V̂DK V̂CX V̂CT V̂W
N T L\ M 0.10 0.15 0.20 0.25
A. No serial correlation: ρ = 0
50 100 3 .067 .065 .065 .067 .057 .068 .059 .058 .054
7 .070 .066 .070 .062 .058 .073 .059 .058 .054
11 .082 .071 .056 .055 .057 .088 .059 .058 .054
50 200 3 .054 .053 .053 .051 .046 .053 .057 .044 .047
7 .055 .054 .056 .053 .047 .056 .057 .044 .047
11 .056 .054 .051 .047 .047 .061 .057 .044 .047
200 100 3 .062 .065 .059 .060 .047 .065 .051 .055 .047
7 .071 .066 .057 .050 .047 .075 .051 .055 .047
11 .079 .065 .057 .047 .047 .091 .051 .055 .047
200 200 3 .051 .051 .053 .052 .048 .051 .051 .051 .048
7 .057 .055 .055 .054 .047 .057 .051 .051 .048
11 .058 .052 .049 .046 .047 .060 .051 .051 .048
B. Serial correlation: ρ = 0.5
50 100 3 .077 .078 .081 .078 .070 .078 .065 .104 .104
7 .085 .084 .078 .076 .068 .083 .065 .104 .104
11 .086 .082 .070 .066 .067 .091 .065 .104 .104
50 200 3 .070 .071 .075 .074 .069 .071 .067 .096 .100
7 .073 .070 .068 .067 .063 .072 .067 .096 .100
11 .077 .074 .065 .064 .061 .072 .067 .096 .100
200 100 3 .078 .080 .080 .077 .065 .080 .053 .103 .094
7 .083 .078 .072 .061 .057 .082 .053 .103 .094
11 .087 .071 .059 .058 .055 .105 .053 .103 .094
200 200 3 .057 .056 .055 .056 .052 .057 .045 .085 .082
7 .059 .054 .053 .051 .048 .064 .045 .085 .082
11 .064 .057 .054 .047 .047 .067 .045 .085 .082
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Table 2: Null rejection probabilities, 5% level. Two-tailed test of H0 : β = 1. Case 1:
Cross-sectional correlation (γ = 1).
V̂Hard V̂HAC V̂DK V̂CX V̂CT V̂W
N T L\ M 0.10 0.15 0.20 0.25
A. No serial correlation: ρ = 0
50 100 3 .054 .054 .055 .055 .142 .055 .152 .054 .140
7 .066 .064 .063 .069 .141 .068 .152 .054 .140
11 .078 .077 .082 .109 .145 .079 .152 .054 .140
50 200 3 .046 .049 .046 .047 .133 .049 .145 .043 .132
7 .054 .055 .060 .060 .134 .052 .145 .043 .132
11 .059 .062 .063 .073 .135 .058 .145 .043 .132
200 100 3 .060 .060 .060 .064 .148 .058 .150 .053 .148
7 .069 .073 .075 .080 .149 .067 .150 .053 .148
11 .086 .085 .096 .126 .151 .084 .150 .053 .148
200 200 3 .050 .051 .051 .050 .121 .050 .128 .049 .121
7 .057 .058 .057 .057 .122 .058 .128 .049 .121
11 .063 .062 .064 .079 .123 .062 .128 .049 .121
B. Serial correlation: ρ = 0.3
50 100 3 .070 .069 .069 .067 .150 .069 .155 .074 .176
7 .074 .075 .073 .078 .150 .077 .155 .074 .176
11 .083 .079 .093 .108 .150 .085 .155 .074 .176
50 200 3 .058 .058 .058 .058 .150 .058 .146 .069 .171
7 .055 .060 .062 .061 .142 .056 .146 .069 .171
11 .059 .063 .071 .082 .142 .060 .146 .069 .171
200 100 3 .078 .076 .077 .072 .162 .080 .157 .091 .185
7 .083 .087 .083 .084 .160 .086 .157 .091 .185
11 .097 .089 .103 .133 .159 .101 .157 .091 .185
200 200 3 .055 .055 .054 .056 .132 .056 .133 .068 .157
7 .053 .051 .056 .057 .130 .057 .133 .068 .157
11 .057 .059 .065 .078 .130 .061 .133 .068 .157
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Table 3: Null rejection probabilities, 5% level. Two-tailed test of H0 : β = 1. Case 1: Both
strong serial and cross-sectional correlations (ρ = 0.9, γ = 1).
V̂Hard V̂HAC V̂DK V̂CX V̂CT V̂W
N T L\ M 0.10 0.15 0.20 0.25
50 100 3 .096 .097 .098 .098 .180 .098 .168 .145 .271
7 .101 .101 .100 .101 .173 .102 .168 .145 .271
11 .113 .101 .110 .128 .174 .113 .168 .145 .271
50 200 3 .091 .092 .092 .092 .194 .092 .180 .157 .286
7 .088 .087 .090 .093 .185 .087 .180 .157 .286
11 .092 .092 .099 .114 .182 .092 .180 .157 .286
200 100 3 .089 .087 .087 .086 .193 .089 .146 .144 .256
7 .092 .089 .095 .097 .178 .097 .146 .144 .256
11 .100 .096 .109 .128 .173 .109 .146 .144 .256
200 200 3 .069 .069 .069 .067 .146 .068 .125 .121 .226
7 .066 .068 .069 .067 .136 .069 .125 .121 .226
11 .072 .071 .076 .087 .133 .072 .125 .121 .226
Table 4: Null rejection probabilities, 5% level. Two-tailed test of H0 : β = 1. Case 2: Errors
with Spatial AR(1) structure (ψ = 0.5).
V̂Hard V̂HAC V̂DK V̂CX V̂CT V̂W
N T L\ M 0.10 0.15 0.20 0.25
50 100 3 .061 .060 .062 .057 .124 .059 .143 .053 .125
7 .068 .068 .073 .077 .125 .067 .143 .053 .125
11 .086 .083 .089 .110 .128 .085 .143 .053 .125
50 200 3 .046 .046 .047 .047 .113 .046 .130 .043 .111
7 .052 .053 .053 .059 .114 .048 .130 .043 .111
11 .052 .059 .065 .083 .112 .061 .130 .043 .111
200 100 3 .061 .057 .058 .057 .123 .062 .120 .051 .122
7 .070 .071 .070 .081 .122 .068 .120 .051 .122
11 .082 .080 .101 .117 .121 .088 .120 .051 .122
200 200 3 .055 .055 .053 .050 .124 .056 .125 .049 .123
7 .064 .061 .062 .064 .123 .064 .125 .049 .123
11 .069 .070 .083 .099 .123 .068 .125 .049 .123
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Table 5: Null rejection probabilities, 5% level. Two-tailed test of H0 : β = 1. Case 3: Errors
with Factor structure (ρF = 0.9, ρλ = 0.3).
V̂Hard V̂HAC V̂DK V̂CX V̂CT V̂W
N T L\ M 0.10 0.15 0.20 0.25
50 100 3 .081 .080 .078 .081 .129 .078 .102 .130 .202
7 .091 .084 .079 .082 .115 .093 .102 .130 .202
11 .103 .086 .094 .086 .115 .108 .102 .130 .202
50 200 3 .083 .082 .081 .081 .117 .080 .095 .132 .183
7 .066 .066 .065 .073 .107 .065 .095 .132 .183
11 .072 .076 .080 .084 .104 .072 .095 .132 .183
200 100 3 .076 .074 .076 .074 .109 .076 .086 .121 .167
7 .077 .080 .077 .074 .105 .083 .086 .121 .167
11 .081 .076 .084 .094 .103 .096 .086 .121 .167
200 200 3 .072 .072 .073 .069 .115 .071 .090 .126 .184
7 .070 .067 .071 .074 .106 .068 .090 .126 .184
11 .074 .073 .073 .075 .104 .072 .090 .126 .184
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Table 6: Empirical application: effects of divorce law refrom with state and year fixed effects:
US state level data annual from 1956 to 1988, dependent variable is divorce rate per 1000
persons per year. OLS estimates and standard errors (using state population weights).
Effects: βˆOLS seOLS seW seCX seCT seHAC seDK seHard
Panel A: Without state-specific linear time trends
1–2 years .256 .086* .140 .189 .139 .172 .155 .148
3–4 years .209 .086* .081* .159 .075* .114 .104* .089*
5–6 years .126 .086 .073 .168 .064* .105 .088 .069
7–8 years .105 .086 .070 .165 .059 .100 .065 .040*
9–10 years -.122 .085 .060* .161 .041* .088 .058* .054*
11–12 years -.344 .085* .071* .173* .043* .101* .056* .075*
13–14 years -.496 .085* .074* .188* .050* .110* .054* .062*
15+ years -.508 .081* .089* .223* .048* .139* .061* .077*
Panel B: With state-specific linear time trends
1–2 years .286 .064* .152 .206 .143* .185 .145* .140*
3–4 years .254 .071* .099* .171 .102* .140 .134 .126*
5–6 years .186 .079* .102 .206 .110 .145 .148 .143
7–8 years .177 .086* .109 .230 .120 .153 .155 .146
9–10 years -.037 .093 .111 .241 .120 .156 .164 .154
11–12 years -.247 .100* .128 .268 .141 .179 .196 .183
13–14 years -.386 .108* .137* .296 .164* .193* .218 .209
15+ years -.414 .120* .158* .337 .186* .221 .251 .243
Note: Standard errors with asterisks indicate significance at 5% level using N(0, 1) critical
values; seOLS and seW refer to OLS and White standard errors respectively; seCX and seCT
are clustered standard errors suggested by Arellano (1987); seHAC and seDK are two types of
Newey-West HAC estimator as explained in the text; seHard is our standard error. Bartlett
kernel with lag length L = 3 is used for seHAC , seDK and seHard. The threshold value for
seHard by the cross-validation is M = 0.2 (for the first panel) and M = 0.1 (for the second
panel).
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A Appendix
Throughout the proof, maxi, maxt, maxh, maxij , maxit,
∑
i,
∑
t, and
∑
ij denote maxi≤N ,
maxt≤T , maxh≤L, maxi,j, maxi,t,
∑N
i=1,
∑T
t=1, and
∑N
i=1
∑N
j=1 respectively.
A.1 Proof of Theorem 2.1
First let
VL =
1
NT
∑
t
Ex′tutu
′
txt +
1
NT
L∑
h=1
ω(h,L)
T∑
t=h+1
[Ex′tutu
′
t−hxt−h + Ex
′
t−hut−hu
′
txt].
We need following lemmas to prove the main results.
Lemma A.1. (i) ‖V − VL‖ ≤ C
T−1∑
h=L
αNT (h) + C
L∑
h=1
(1− ω(h,L))αNT (h).
(ii) maxi |Vu,ii − var( 1√T
∑T
t=1 xituit)| = o(1).
(iii) mini λmin(Vu,ii) > c.
Proof. (i) First note that
‖Ex′tutu′t−hxt−h + Ex′t−hut−hu′txt‖ ≤ E‖xt‖‖E(utu′t−h|X)‖‖xt−h‖+ E‖xt−h‖‖E(ut−hu′t|X)‖‖xt‖
≤ αNT (h)E‖xt‖‖xt−h‖ ≤ CNαNT (h).
Hence for some C, c > 0,
‖V − VL‖ ≤ ‖
1
NT
T−1∑
h=L+1
T∑
t=h+1
[Ex′tutu
′
t−hxt−h + Ex
′
t−hut−hu
′
txt]‖
+ ‖ 1
NT
L∑
h=1
(1− ω(h,L))
T∑
t=h+1
[Ex′tutu
′
t−hxt−h + Ex
′
t−hut−hu
′
txt]‖
≤ C 1
T
T−1∑
h=L+1
T∑
t=h+1
αNT (h
c) + C
1
T
L∑
h=1
(1− ω(h,L))
T∑
t=h+1
αNT (h
c)
≤ C
∑
h>L
αNT (h
c) + C
L∑
h=1
|1− ω(h,L)|αNT (hc) = o(1).
The second term of the last equation goes to zero due to Assumption 2.2(iii) and the dom-
inated convergence theorem, noting that |1 − ω(h,L)|αNT (hc) ≤ CαNT (hc) and αNT (hc) is
summable over h.
20
(ii) The proof for maxi |Vu,ii−var( 1√T
∑T
t=1 xituit)| = o(1) follows from the same argument.
(iii) The result follows from (ii) and the assumption that mini λmin(var(
1√
T
∑T
t=1 xituit)) >
c.
Lemma A.2. Suppose logN = o(T ). For f(t, h, L) = ω(h,L)1{t > h},
max
h
max
i,j
‖ 1
T
T∑
t=1
xituituj,t−hx′j,t−hf(t, h, L)−Exituituj,t−hx′j,t−hf(t, h, L)‖ = OP (
√
log(LN)
T
).
Proof. The left hand side can be written as
maxhmaxij ‖ 1T
∑
t Zh,ij,t‖, where Zh,ij,t = f(t, h, L)(xitεitεj,t−hx′j,t−h − Exitεitεj,t−hx′j,t−h).
For convenience, assume that dim(Zh,ij,t) = 1 and there is no serial correlation. Set αn =√
log(LN)
T and c
2 = 2C for c, C > 0. Then, by using Bernstein Inequality and exponential tail
conditions, and that f(t, h, L) is bounded,
P (max
h≤L
max
ij
| 1
T
T∑
t=1
Zh,ij,t| > cαn) ≤ LN2max
h≤L
max
ij
P (| 1
T
T∑
t=1
Zh,ij,t| > cαn)
≤ LN2exp(−Tc
2α2n
C
)
≤ exp(log(LN)− Tc
2α2n
C
)
= exp(− log(LN))
=
1
LN
→ 0.
Lemma A.3. Suppose logN = o(T ). For f(t, h, L) = ω(h,L)1{t > h},
max
h
max
i,j
‖ 1
T
T∑
t=1
xitûitûj,t−hx′j,t−hf(t, h, L)−xituituj,t−hx′j,t−hf(t, h, L)‖ = OP (
1
T
√
log(LN)
N
).
Proof. The left hand side is bounded by a1 + a2 + a3, where
a1 = max
h
max
i,j
‖ 1
T
T∑
t=1
xit(ûit − uit)(ûj,t−h − uj,t−h)x′j,t−hf(t, h, L)‖
a2 = max
h
max
i,j
‖ 1
T
T∑
t=1
xituit(ûj,t−h − uj,t−h)x′j,t−hf(t, h, L)‖
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a3 = max
h
max
i,j
‖ 1
T
T∑
t=1
xit(ûit − uit)uj,t−hx′j,t−hf(t, h, L)‖.
For simplicity, let’s assume dim(xit) = 1. Then
a1 ≤ ‖β̂ − β‖2max
h
max
i,j
‖ 1
T
T∑
t=1
xitxitxj,t−hxj,t−hf(t, h, L)‖
≤ OP ( 1
NT
)max
ij
1
T
T∑
t=1
‖xit‖4 = OP ( 1
NT
).
By using Bernstein Inequality for weakiy dependent data and exponential tail conditions,
and that f(t, h, L) is bounded,
a2 ≤ ‖β̂ − β‖max
h
max
i,j
‖ 1
T
T∑
t=1
xituitxj,t−hxj,t−hf(t, h, L)‖
≤ OP ( 1√
NT
)OP (
√
log(LN)
T
)
= OP (
1
T
√
log(LN)
N
).
a3 is bounded using the same argument. Together,
max
h
max
i,j
‖ 1
T
T∑
t=1
xitûitûj,t−hx′j,t−hf(t, h, L)−xituituj,t−hx′j,t−hf(t, h, L)‖ = OP (
1
T
√
log(LN)
N
).
Proof of Theorem 2.1. It suffice to prove ‖V̂ − V ‖ = oP (1). By Lemma A.1, we have
‖V̂ − V ‖ ≤ ‖V̂ − VL‖+ C
∑
h>L
αNT (h) + C
L∑
h=1
(1− ω(h,L))αNT (h).
The remaining proof is that of ‖V̂ − VL‖ = oP (1), given below.
Main proof of the convergence of ‖V̂ − VL‖
Note that VL =
1
N
∑
ij Vu,ij, V̂ =
1
N
∑
ij Ŝu,ij. Hence
‖V̂ − VL‖ ≤
1
N
∑
Ŝu,ij=0
‖Vu,ij − Ŝu,ij‖+
1
N
∑
Ŝu,ij 6=0
‖Vu,ij − Ŝu,ij‖.
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Note that ‖Su,ij − Vu,ij‖ < 12λij for ∀(i, j) and C1 > 0
‖Su,ii‖ ≥ ‖Vu,ii‖ − ‖Su,ii − Vu,ii‖
≥ ‖Vu,ii‖ −max
ij
‖Su,ii − Vu,ii‖
≥ ‖Vu,ii‖ − CωNT > C1.
From Assumption 2.3, ‖Vu,ii‖ > c1 > 0, then, λij = MωNT
√‖Su,ii‖‖Su,jj‖ > c1MωNT >
2c1ωNT . Then,
λij
2 > cωNT ≥ maxij ‖Su,ij − Vu,ij‖. Therefore, ‖Su,ij −Vu,ij‖ <
1
2λij for ∀(i, j)
Recall ρij,h = supX maxt |E(uituj,t−h|X)| + |E(ui,t−hujt|X)|. Then,
‖Vu,ij‖ ≤ ‖
1
T
∑
t
Exituitujtx
′
jt +
1
T
L∑
h=1
ω(h,L)
T∑
t=h+1
[Exituituj,t−hx′j,t−h + Exi,t−hui,t−hujtx
′
jt]‖
≤ Cρij,0/2 + C
1
T
L∑
h=1
ω(h,L)
T∑
t=h+1
ρij,h ≤ C
L∑
h=0
ρij,h.
Hence, on the event maxij ‖Su,ij − Vu,ij‖ ≤ CωNT ,
1
N
∑
Ŝu,ij=0
‖Vu,ij − Ŝu,ij‖ ≤
1
N
∑
Ŝu,ij=0
‖Vu,ij‖ ≤
1
N
∑
ij
‖Vu,ij‖1{‖Su,ij‖ < λij}
=
1
N
∑
ij
‖Vu,ij‖1{‖Vu,ij‖ < ‖Su,ij‖+ ‖Su,ij − Vu,ij‖, ‖Su,ij‖ < λij}
≤ 1
N
∑
ij
‖Vu,ij‖
(1.5λij)
1−q
‖Vu,ij‖1−q 1{‖Vu,ij‖ < 1.5λij}
≤ 1
N
∑
ij
‖Vu,ij‖q(1.5λij)1−q ≤ Cω1−qNT
1
N
∑
ij
‖Vu,ij‖q
≤ Cω1−qNT maxi
∑
j
(
L∑
h=0
ρij,h)
q.
On the other hand, on the event maxij ‖Su,ij − Vu,ij‖ ≤ CωNT ,
1
N
∑
Ŝu,ij 6=0
‖Vu,ij − Ŝu,ij‖ ≤
1
N
∑
Ŝu,ij 6=0
‖Vu,ij − Su,ij‖+
1
N
∑
Ŝu,ij 6=0
‖Su,ij − Ŝu,ij‖
≤ 1
N
∑
Ŝu,ij 6=0
0.5λij +
1
N
∑
Ŝu,ij 6=0
λij ≤
1
N
∑
ij
1.5λij1{‖Su,ij‖ > λij}
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=
1
N
∑
ij
1.5λij1{‖Vu,ij‖ > ‖Su,ij‖ − ‖Su,ij − Vu,ij‖, ‖Su,ij‖ > λij}
≤ 1
N
∑
ij
1.5λij
‖Vu,ij‖q
(0.5λij)q
1{‖Vu,ij‖ > 0.5λij}
≤ 1
N
∑
ij
Cλ1−qij ‖Vu,ij‖q ≤
1
N
∑
ij
‖Vu,ij‖qCω1−qNT
≤ Cω1−qNT maxi
∑
j
(
L∑
h=0
ρij,h)
q.
Hence ‖V̂ − VL‖ ≤ Cω1−qNT maxi
∑
j(
∑L
h=0 ρij,h)
q. Therefore, we have
‖V̂ − V ‖ ≤ OP (ω1−qNT maxi
∑
j
(
L∑
h=0
ρij,h)
q) + C
T−1∑
h=L
αNT (h) + C
L∑
h=1
(1− ω(h,L))αNT (h).
Remaining proofs : maxij ‖Su,ij − Vu,ij‖ = OP (ωNT ), where ωNT = L
√
log(LN)
T . Recall
Su,ij ≡
1
T
∑
t
xitûitûjtx
′
jt +
1
T
L∑
h=1
ω(h,L)
T∑
t=h+1
[xitûitûj,t−hx′j,t−h + xi,t−hûi,t−hûjtx
′
jt],
Vu,ij ≡
1
T
∑
t
Exituitujtx
′
jt +
1
T
L∑
h=1
ω(h,L)
T∑
t=h+1
[Exituituj,t−hx′j,t−h + Exi,t−hui,t−hujtx
′
jt].
Let
Mu,ij ≡
1
T
∑
t
xituitujtx
′
jt +
1
T
L∑
h=1
ω(h,L)
T∑
t=h+1
[xituituj,t−hx′j,t−h + xi,t−hui,t−hujtx
′
jt].
We first bound maxij ‖Mu,ij − Vu,ij‖, then bound maxij ‖Su,ij −Mu,ij‖.
Proof of maxij ‖Mu,ij − Vu,ij‖ = OP (L
√
log(LN)
T )
Given Lemma A.2, we have
max
ij
‖Mu,ij − Vu,ij‖ ≤ OP (
√
log(LN)
T
)
+ 2max
ij
‖ 1
T
L∑
h=1
T∑
t=1
[xituituj,t−hx′j,t−hf(t, h, L)− Exituituj,t−hx′j,t−hf(t, h, L)]‖
≤ OP (
√
log(LN)
T
) + LOP (
√
log(LN)
T
) = OP (L
√
log(LN)
T
).
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Prove of maxij ‖Mu,ij − Su,ij‖ = OP (LT
√
log(LN)
N )
Given Lemma A.3, we have
max
ij
‖Mu,ij − Su,ij‖ ≤ OP ( 1
T
√
log(LN)
N
)
+ 2max
ij
‖ 1
T
L∑
h=1
T∑
t=1
[xitûitûj,t−hx′j,t−hf(t, h, L) − xituituj,t−hx′j,t−hf(t, h, L))]‖
≤ OP ( 1
T
√
log(LN)
N
) + LOP (
1
T
√
log(LN)
N
) = OP (
L
T
√
log(LN)
N
).
Together,
max
ij
‖Vu,ij − Su,ij‖ = OP (L
√
log(LN)
T
) +OP (
L
T
√
log(LN)
N
) = OP (L
√
log(LN)
T
).
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