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ABSTRACT
Recommender systems are an integral part of almost all modern e-commerce
companies. They contribute significantly to the overall customer satisfac-
tion by helping the user discover new and relevant items, which conse-
quently leads to higher sales and stronger customer retention. It is, there-
fore, not surprising that large e-commerce shops like Amazon or streaming
platforms like Netflix and Spotify even use multiple recommender systems
to further increase user engagement.
Finding the most relevant items for each user is a difficult task that is
critically dependent on the available user feedback information. However,
most users typically interact with products only through noisy implicit feed-
back, such as clicks or purchases, rather than providing explicit information
about their preferences, such as product ratings. This usually makes large
amounts of behavioural user data necessary to infer accurate user prefer-
ences. One popular approach to make the most use of both forms of feed-
back is called collaborative filtering. Here, the main idea is to compare indi-
vidual user behaviour with the behaviour of all known users.
Although there are many different collaborative filtering techniques, ma-
trix factorization models are among the most successful ones. In contrast,
while neural networks are nowadays the state-of-the-art method for tasks
such as image recognition or natural language processing, they are still not
very popular for collaborative filtering tasks. Therefore, the main focus of
this thesis is the derivation of multiple wide neural network architectures
to mimic and extend matrix factorization models for various collaborative
filtering problems and to gain insights into the connection between these
models.
The basics of the proposed architecture are wide and shallow feedforward
neural networks, which will be established for rating prediction tasks on ex-
plicit feedback datasets. These networks consist of large input and output
layers, which allow them to capture user and item representation similar to
matrix factorization models. By deriving all weight updates and compar-
ing the structure of both models, it is proven that a simplified version of
v
the proposed network can mimic common matrix factorization models: a
result that has not been shown, as far as we know, in this form before. Ad-
ditionally, various extensions are thoroughly evaluated. The new findings
of this evaluation can also easily be transferred to other matrix factorization
models.
This neural network architecture can be extended to be used for person-
alized ranking tasks on implicit feedback datasets. For these problems, it is
necessary to rank products according to individual preferences using only
the provided implicit feedback. One of the most successful and influential
approaches for personalized ranking tasks is Bayesian Personalized Rank-
ing, which attempts to learn pairwise item rankings and can also be used in
combination with matrix factorization models. It is shown, how the intro-
duction of an additional ranking layer forces the network to learn pairwise
item rankings. In addition, similarities between this novel neural network
architecture and a matrix factorization model trained with Bayesian Per-
sonalized Ranking are proven. To the best of our knowledge, this is the first
time that these connections have been shown. The state-of-the-art perfor-
mance of this network is demonstrated in a detailed evaluation.
The most comprehensive feedback datasets consist of a mixture of ex-
plicit as well as implicit feedback information. Here, the goal is to predict if
a user will like an item, similar to rating prediction tasks, even if this user
has never given any explicit feedback at all: a problem, that has not been
covered by the collaborative filtering literature yet. The network to solve
this task is composed out of two networks: one for the explicit and one
for the implicit feedback. Additional item features are learned using the
implicit feedback, which capture all information necessary to rank items.
Afterwards, these features are used to improve the explicit feedback predic-
tion. Both parts of this combined network have different optimization goals,
are trained simultaneously and, therefore, influence each other. A detailed
evaluation shows that this approach is helpful to improve the network’s
overall predictive performance especially for ranking metrics.
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Chapter 1
Introduction
In modern e-commerce shops, users can be overwhelmed by the number of
available items to choose from. For example, Amazon.com is selling several
million different products [63], Netflix.com has a total of more than 15 000
movies in their library [9] and Spotify.com has tens of millions songs avail-
able [49]. However, most of these items are usually not sold, watched or
listened to very often. Only a small percentage of these items account for
most sales. This is often called Long Tail effect (see Figure 1.1) [5]. It can,
therefore, be very difficult for uninformed users to find relevant new items.
Most of them are uninteresting, the very popular items are usually already
known or even owned and interesting niche items are almost impossible to
find on its own.
The main goal of most e-commerce shops is to sell as many items as pos-
sible to their users. Limiting the vast item selection with personalized item
recommendations can substantially increase the probability of a purchase.
The difficult task of selecting the most appropriate items given the users
individual preferences is done by recommender systems [84].
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Figure 1.1: Long-Tail-Effect. Less than 2 000 movies from a total of about 17 700
movies account for about 75% of all views (blue). Most movies only
have a low amount of viewers (orange). The plot is based on the Netflix
Prize dataset and shows only the distribution for the top 8 000 movies.
Popularity is measured as the total amount of viewers per movie.
1.1 IMPACT OF RECOMMENDER SYSTEMS
Recommender systems have shown to be able to significantly increase the
number of sold items, the diversity of sold items and the user satisfaction in
general [85].
Today, recommendations are used extensively. Analysis of user behaviour
on Amazon.com, famous for their progressive use of recommendation sys-
tem, have shown that about 30% of all page views are influenced by them
[99].
The immense importance of recommender systems at Netflix is obvious
today as about 80% of all hours streamed are influenced by them. Their
movie recommender is, therefore, producing a value of more than 1 billion
dollar per year [34, 100]. Even before becoming a video streaming platform,
Netflix used recommender systems for their DVD and Blu-ray rental ser-
vice. They reported that even an 10% increase in accuracy of their movie
2
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recommendation system would yield a significant increase in revenue. This
lead to the launch of the famous Netflix Prize competition, in which Netflix
awarded 1 million dollar to the first team to achieve the largest improve-
ment compared to their recommender system at the time [9]. With the start
of the Netflix Prize competition, so called rating prediction problems be-
came highly popular.
1.2 PROBLEM DESCRIPTION AND FORMS OF
FEEDBACK
For rating prediction problems, we are given a dataset with ratings assigned
to items by users. The task here is to predict the rating a user would assign
to an item, which he has not rated yet. In this case, we are given explicit
ratings, which means that a user explicitly told us about his preferences.
He can express his satisfaction about an item unmistakable by assigning
high ratings for good items or low ratings for, in his opinion, bad items.
This form of feedback is called explicit user feedback and datasets consisting
of explicit feedback are called explicit feedback datasets [57]. Despite their
popularity, it is rather uncommon that users give explicit feedback about
their individual preferences and the datasets associated with this feedback
are, therefore, rather rare or have to be created separately, which can be
expensive and time consuming.
It is much more common to collect user information by observing online
behaviour. For e-commerce websites, this involves, for example, tracking
which products the user purchased or looked at, which songs he listened
to, which links he clicked or which movies he watched. In all of these cases,
we collect information about a user interaction with an item. Each of these
snippets reveals valuable information about their preferences. This form of
feedback is called implicit user feedback [74]. Here, a user does not explicitly
specify whether or how much he likes an item. We only know that he has
interacted with it in some way. Implicit feedback is especially useful for
so called personalized ranking problems. For these tasks, it is sufficient to
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rank appropriate items and not necessary to predict their explicit ratings. A
recommender system would have to create a ranked list of items for each
user, in which the item with the highest probability to be interesting for a
user would be at the top of the users’ individual list.
Usually, recommender systems deal with both types of feedback sepa-
rately. However, a more comprehensive and realistic scenario is given when
trying to make use of a mixture of both sources of feedback. This is impor-
tant because most users may not assign a single rating to an article, but some
nevertheless and a good recommender system should not miss any of this
valuable information. It is especially interesting and close to the reality of
modern e-commerce sites when information about most users is limited to
implicit feedback. We are using the terms mixed user feedback for the mix-
ture of both implicit and explicit user feedback and mixed feedback datasets
for the associated datasets.
All of these feedback forms contain valuable information necessary to in-
fer individual user preferences. However, they also share similar problems.
Due to their sparsity and noisiness, it is usually required to collect large
amounts of user data to train valuable recommender systems. Collabora-
tive filtering methods have proven to be especially successful when dealing
with such datasets.
1.3 COLLABORATIVE FILTERING
Recommender systems can solve rating prediction or personalized ranking
problems in multiple ways. A common approach uses meta information
about items, for example, its color, price or release date, to find different
but similar items. In the same way, similar users can be identified by com-
paring user-specific meta information like age or gender. Models using this
approach are called content based, because they are analysing the content
or meta information of items or users [78].
The most successful approach for the Netflix Prize competition [56], and
a very popular approach in general, is to use one user’s individual pref-
erences and compare them with the preferences of all other users. This
4
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approach is called collaborative filtering, first developed at the Xerox Palo
Alto Research Center to filter large amounts of emails [32]. The underlying
assumption here is that if two users like (or dislike) the same items, they
might also share the same preferences about unknown items.
There is a vast collection of popular collaborative filtering methods. Many
of them are based on matrix factorization or k-nearest neighborhood models
[92]. Neural networks, however, are usually not the first choice for collabo-
rative filtering problems, regardless of the large advancements that has been
made in their training and application during the last decade.
1.4 NEURAL NETWORKS
Many improvements were made in the training of neural networks in re-
cent years. For example, dropout [43], a technique to improve regulariza-
tion of deep neural networks, or Adam [104], a sophisticated updater to
speed up training convergence. This lead to various neural network ar-
chitectures achieving state-of-the-art performances for many difficult tasks.
Convolutional neural networks are the dominating force for solving image
recognition tasks [58], word embeddings learned by neural networks are
very popular for natural language modeling [68], recurrent neural networks
are used for speech recognition [36] and WaveNets, a variant of deep neural
networks, are able to generate raw audio [75].
1.5 MOTIVATION
The usage of neural networks for collaborative filtering problems is still rel-
atively insignificant compared to the many successful approaches in these
other mentioned domains. A popular exception to this case are Restricted
Boltzmann Machines (RBM [90]). These generative stochastic artificial neu-
ral networks have proven to achieve strong performances on collaborative
filtering tasks, for example, in the Netflix Prize competition [56].
5
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Other approaches focus on multi-layer networks, for example Autoen-
coders, unsupervised neural networks used typically for dimensionality re-
duction, to learn user and item representations, which can than further be
used to find similar users or items [98]. Stacked deep neural networks have
also been shown to achieve a remarkable performance on many collabora-
tive filtering tasks [41].
However, these deep network architectures increase the complexity of
such a recommender system significantly. Each layer adds multiple hyper-
parameters, for example, the layer size or the choice of activation function,
which need to be well tuned to achieve a good predictive performance. Ad-
ditionally, each layer increases training time and, thus, requires more com-
puting power. And yet, the achieved predictive performance of these com-
plex networks is usually still comparable to well tuned matrix factorization
models [41, 60]. This raises the question if all of this additional complexity
is really necessary to achieve strong performances on collaborative filtering
tasks with neural network architectures.
There is one shallow and wide network architecture that shares many
connections with matrix factorization models, which can also be used to
solve collaborative filtering problems. First links between these two models
were explored during the Netflix Prize competition [29] and slightly later in
[102]. However, these neural networks were usually just mentioned briefly.
To the best of our knowledge, we are also not aware of any literature dealing
with this architecture in depth. Furthermore, their application is yet also
limited to rating prediction problems on explicit feedback datasets.
This neural network architecture offers, regardless of being not very well-
known, many advantages. Due to its similarity with matrix factorization
models, it should offer at least the same good predictive performance for
collaborative filtering problems. We can also easily extend and modify it by
using components of modern state-of-the-art networks, such as new activa-
tion functions or popular updaters, usually used for different tasks, which
will hopefully improve its predictive performance even further. The modu-
larity of neural networks also allows us to easily extend this architecture to
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different domains such as personalized ranking tasks on implicit feedback
datasets or rating prediction problems on mixed feedback datasets.
The main focus of this thesis is, therefore, the exploration of this neu-
ral network architecture for various collaborative filtering tasks. This thesis
will contribute to the understanding of this architecture in three major parts:
We will (1) extend these neural networks to personalized ranking problems
on implicit feedback datasets and rating prediction problems on mixed feed-
back datasets, (2) prove similarities between the proposed architectures and
matrix factorization models for implicit and explicit feedback datasets and
(3) adopt and thoroughly evaluate current state-of-the-art methods of neu-
ral networks to further improve the predictive performance of our proposed
recommender system.
1.6 THESIS OUTLINE
This thesis is organized as follows:
Chapter 2
The main part of this chapter introduces the most important concepts
of neural networks, starting with the basics of feedforward networks.
This includes, for example, the notation of all weights in these net-
works, which we will make heavy use of throughout the whole thesis,
or the training using back-propagation and gradient descent. After-
wards, we will also discuss more advanced topics such as the Adam
optimizer or state-of-the-art activation functions. The last part of this
chapter introduces recommender systems and collaborative filtering
techniques in more detail. This includes, for example, the discussion of
feedback properties or common problems recommender systems have
to deal with.
Chapter 3
This chapter focuses on rating prediction problems. After a detailed
problem definition, we will give a thorough introduction about matrix
factorization models used to solve this problem. Afterwards, we will
7
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introduce a neural network architecture suitable for this problem and
show similarities with common matrix factorization models. Addition-
ally, we will show how to extend the network and further improve its
predictive performance. At the end of this chapter, we will thoroughly
evaluate the models performance on several popular datasets used for
rating prediction tasks.
Chapter 4
The main focus of this chapter is about personalized ranking problems.
Here, we will extend the previously introduces neural network archi-
tecture to implicit feedback datasets. We will prove similarities be-
tween our model and a matrix factorization model trained using the
popular Bayesian Personalized Ranking criterion. Various extensions
to this network are evaluated at the end of this chapter in multiple ex-
periments.
Chapter 5
In this chapter, we will combine both previously introduced architec-
tures to solve collaborative filtering tasks for mixed feedback datasets.
We will exploit implicit feedback information to improve the predictive
performance of an explicit recommender system. Additionally, we will
show how to use this model even for users that never gave any explicit
feedback.
Chapter 6
In the last chapter of this thesis, we will summarize our findings and
give an outlook on future research.
1.7 USE OF PERSONAL PRONOUN
The personal pronoun ”we” is used throughout the whole thesis, although
it represents the work of only one single author. The main reason for doing
so is that all papers, this thesis is build on, were written using this style.
8
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In addition, we believe that most readers will be familiar with this style of
writing, which has become widespread in recent years.
9

Chapter 2
Basics
In this thesis, we will derive neural network architectures, similar to popu-
lar matrix factorization models, to solve various collaborative filtering prob-
lems. The proposed architecture is based on popular feed forward neural
networks. It is, therefore, necessary to explain this neural network type in
greater detail, which will be the main part of this chapter. Additionally, we
will give an overview of common collaborative filtering techniques, data-
sets and problems in the last part of this chapter.
2.1 FEEDFORWARD NEURAL NETWORKS
Feedforward neural networks are one of the most popular neural network
architectures. Many steps were taken that led to the development of the first
powerful neural feedforward networks. While it is difficult to narrow down
the beginning of this development (see [96] for an extensive overview), an
important milestone was made in 1943 by Warren S. McCulloch and Walter
H. Pitts with the development of the first artificial neurons [66]. Building on
this foundation, Frank Rosenblatt published the first concept of the prede-
cessor of modern feedforward networks in 1958: the (single-layer) percep-
tron, which is a linear classifier for binary outcomes [88].
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Although very popular model at the time, Marvin Minsky and Seymor
Papert were able to show that this simple linear model was incapable of
learning the well-known exclusive-or (XOR) function [69]. This was solved
by organizing multiple perceptrons into layers, creating the much more
powerful multi-layer perceptrons. It can be shown, that these networks are
universal function approximator. Broadly speaking, they are able to approx-
imate any non-linear function 1 [23, 46].
Feedforward neural networks are structured in layers. Each layer con-
sists of a number of neurons and each of these neurons is connected to the
neurons of the subsequent layer. All information moves in only one direc-
tion through the network. Starting at the input layer, all features are passed
through multiple hidden layer until the output of the network is computed
in the final layer. The input layer is providing the input features to the
network, whereas the output layer coalesces all incoming information from
the previous layer and produces the final predictions of the network. Most
computations are performed in the cascade of hidden layers, which allow
the network to approximate complex functions. One limitation of this ar-
chitecture is that the connections between the units do not form cycles (as
in recurrent neural networks) [11].
2.1.1 NOTATION
We now define the notations that refer to the weights in a feedworward
neural network.
Let Ll be a single layer in the network. For example, L1 refers to the input
layer of the network. We define Wlij to be the single weight connecting the
jth unit of layer Ll−1 with the ith unit of layer Ll.
1This is proven for continuous functions on compact subsets of Rn.
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Hidden Layer Output LayerInput Layer
12
W3
11
W3
23
W2
Figure 2.1: Feedforward neural network. Each layer is fully connected with the
previous layer. The weight notations used throughout this thesis are
exemplary shown for a few weights.
Following this notation, we define:
• Wl·u as the set of all outgoing weights from the uth unit of layer Ll−1 to
all units of layer Ll
• Wli· as the set of all incoming weights from layer Ll−1 connecting to
the ith unit of layer Ll
• Wl as the set of all weights connecting to the lth layer
We will usually refer to these weights as weight matrices and use a bold let-
ter to represent vectors and matrices. For example in Figure 2.1, all weights
connecting to the hidden layer L2 are given by the weight matrix W2 ∈ R3x2.
2.1.2 FORWARD PROPAGATION
Each neuron in the network is responsible for aggregating the incoming
weights and inputs. This is done by computing a weighted sum of its in-
13
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puts, adding a bias b and passing the result through the activation function
f l : R→ R of layer l:
zlj =∑
k
W ljk · al−1k + blj
alj = f
l(zlj). (2.1)
We can also use a vectorized notation to describe the activation of a layer l:
zl = Wl · al−1 + bl
al = f l(zl). (2.2)
Here, the input a for a neuron is the activation of all neurons of the previous
layer. We will use this vectorized notation for most parts of this thesis as it
is shorter, more intuitive and, thus, more easily comprehensible.
The first input a0 is given by the input features presented to the network.
Let therefore X = (x1, x2, · · · ) be a set of input features x ∈ Rp for the net-
work and y = (y1, y2, · · · ) be the corresponding targets, which are to be
learned by the network. These very first input features can then be propa-
gated forward through all layers of the network.
Let Ω be the set of all weights and parameters of the neural network. We
can now define
NN(X,Ω) = aL
= yˆ (2.3)
as the result of the forward propagation of input X, which is done by ap-
plying equations (2.2) on a0 = X. The activation of the output layer aL is
synonymous with the output or predictions yˆ of the network.
2.1.3 BASIC ACTIVATION FUNCTIONS
The predictive performance of neural networks is heavily influenced by the
choice of suitable activation functions.
14
2.1 Feedforward Neural Networks
In the original McCulloch&Pitts neurons, activation functions were only
used to decide if a neuron should fire or not, which was inspired by bio-
logical neural networks [11, 66]. A step function, for example, the Heaviside
step function or unit step function H with
H(x) :=
1, x ≥ 00, else, (2.4)
was, therefore, used in these cases [11]. 2
While there is a vast selection of activation functions to choice from, only
two are of major importance for the remaining part of this chapter:
Identity
The identity or linear activation function is one of the most simple acti-
vation functions as it only returns the given input:
f (x) = x (2.5)
f ′(x) = 1 (2.6)
Sigmoid
This non-linear activation function is capped between 0 and 1 and often
used if the desired output is to be interpreted as a probability. We will
reserve the symbol σ for this activation function throughout this thesis:
σ(x) =
1
1+ e−x
. (2.7)
2A major drawback of this activation function is that its derivative is zero almost every-
where, which makes it unsuitable to be used in the training of neural networks. The
reasons for this will be thoroughly explained in Subsection 2.1.6.
15
2 Basics
−4 −2 0 2 4
−2
−1
0
1
2
Activation function
Linear
Sigmoid
−4 −2 0 2 4
0
1
First derivative
Linear
Sigmoid
Figure 2.2: Basic activation functions. Identity and sigmoid activation functions
(left) and their respective derivative (right).
Its derivative can be simplified to:
σ′(x) = ∂
∂x
(1+ e−x)−1
= −(1+ e−x)−2 · (−e−x)
=
1
1+ e−x
· (1+ e
−x)− 1
1+ e−x
=
1
1+ e−x
· (1− 1
1+ e−x
)
= σ(x) · (1− σ(x)) (2.8)
A visual representation of these basic activation functions and their deriva-
tives can be found in Figure 2.2. More advanced activation functions will be
discussed in Subsection 2.2.1.
2.1.4 LOSS FUNCTIONS
Up to this point, we only know how to compute the output of a feedforward
neural network, but not how to actually train the network to predict a target
y given the input X. For this, we need loss functions and a method to update
the network weights to reduce the loss accordingly.
A loss function C defines the task, a neural network is required to opti-
mize and allows measuring the quality of the learned representations. It
quantifies the difference between the actual targets and the predictions of
the network.
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Two of the most common loss functions are the mean squared error (MSE)
and the cross entropy loss (CE):
Mean squared error
The MSE loss function or quadratic loss function is defined as:
CMSE(y, yˆ) :=
1
n
n
∑
i=1
(yi − yˆi)2
=
1
n
(y− yˆ)2. (2.9)
This loss function is commonly used for regression problems. Due to
the squaring of each term, it heavily penalizes outliers.
Cross entropy loss
The CE loss function is frequently used in neural networks for binary
classification problems. It is defined as:
CCE(y, yˆ) :=
1
n
n
∑
i=1
yi · ln yˆi + (1− yi) · ln(1− yˆi)
= y · ln aL + (1− y) · ln(1− aL). (2.10)
For this loss function, the predictions yˆ have to be probabilities of the
real binary target class y [11].
There are many other loss functions, for example, the hinge loss function,
which is used most notably in the training of Support Vector Machines
(SVM) [21]. However, they are not of major importance for this thesis and
will, therefore, not be discussed any further.
2.1.5 GRADIENT DESCENT
Gradient descent is a classic first-order iterative function minimization algo-
rithm originally invented 1847 by Louis Augustin Cauchy [18]. The general
idea is to calculate the gradient at any given point and take steps in the op-
posite direction, which is also the direction of the steepest descent. The pri-
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mary goal of the neural network training is to optimize the network weights
Ω in such a way, that the previously defined loss function C is minimized:
arg min
Ω
C(y, yˆ) (2.11)
The general update rule to find the weight updates for each weight is then
given by
Ω← Ω− λ ∂
∂Ω
C(y, yˆ), (2.12)
where the parameter λ denotes the learning rate. This parameter deter-
mines the rate of approaching the minimum and is usually set to a small
positive value. With each iteration of this algorithm, we are slowly mini-
mizing our defined loss function.
The classic gradient descent method has many disadvantages. First of all,
it is critically dependent on the choice of a suitable learning rate. Large
learning rates may speed up training convergence but can also result in
missing the (local) minimum and, therefore, decrease the predictive per-
formance of the model. Very small learning rates, on the other hand, can
increase the training time substantially [86]. Additionally, finding a local
minimum of a function can only be guaranteed under certain conditions,
for example, strong convexity of the function to be minimized [16]. Further-
more, the gradient descent method can get stuck in local minima or con-
verge only very slowly in some ill conditioned areas of the cost function [12,
13].
Despite all these problems, it is a simple and computationally fast method.
It needs no second-derivative and works reasonably well even for very large
datasets. Furthermore, some of these downsides can be alleviated with suit-
able modifications (see also the upcoming Section 2.2.3).
2.1.5.1 STOCHASTIC GRADIENT DESCENT
One variation of gradient descent that became highly popular and basically
the standard method for training (deep) neural network with many parame-
ters is stochastic gradient decent [52, 87]. Instead of computing the gradients
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for all samples, we now only select one random sample i from the training
set to update the weights Ω:
Ω← Ω− λ ∂
∂Ω
C(yi, yˆi). (2.13)
Each step is now very cheap, but the direction of the gradient from just one
random sample might not be the best direction to reach the minimum. To
mitigate this problem, a batch approach is usually more suitable. In this
case, we are splitting the training dataset into random batches of p samples
and update the weights after processing each batch [14]:
Ω← Ω− λ
p
p
∑
i=1
∂
∂Ω
C(yi, yˆi). (2.14)
This stochastic mini-batch approach for the training of neural networks has
been found advantageous in many studies and leads to a significant speed-
up of computation time [62].
Now, to be able to use (stochastic) gradient descent to train a neural net-
work, all we need to know is how to find the gradients for all network
weights efficiently.
2.1.6 BACKPROPAGATION
Computing gradients for all weights in almost any neural network is nowa-
days usually done by using back-propagation. The roots of this method can
be traced back until the early 1970s [51, 96], but became popular in 1988 with
a famous paper by David E. Rumelhart, Geoffrey E. Hinton and Ronald
J. Williams [89]. The general idea of this algorithm is to compute the error
between the output of the network yˆ and target y and back-propagate it
through all layers of the network.
To formalize this process, we begin by defining the error of the output
layer L:
δL =
∂
∂aL
C · f ′(zL). (2.15)
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We can simplify this term significantly for both of our common loss func-
tions.
For the mean squared error cost function, we use
∂
∂aL
CMSE = aL − y (2.16)
to get
δL = (aL − y) · f ′(zL). (2.17)
This can be simplified even further by using an identity activation function
f in the last layer, which then yields:
δL = aL − y (2.18)
We will now repeat this process for the cross entropy cost function and a
sigmoid activation function σ in the last layer:
δL =
∂
∂aL
CCE · f ′(zL) (2.19)
Using
∂
∂aL
CCE = y · ln aL + (1− y) · ln(1− aL)
= − y
aL
+
1− y
1− aL
=
aL − y
aL(1− aL) (2.20)
and (see Equation (2.8))
σ′(zL) = σ(zL)(1− σ(zL))
= aL(1− aL) (2.21)
finally yields
δL = aL − y. (2.22)
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To summarize, whether we use the mean squared error cost function in com-
bination with an identity activation function in the output layer or the cross
entropy cost function in combination with a sigmoid activation function in
the output layer, in both cases the error in the last layer is simply given by
the difference between the output of the network aL and the target y. We
will make use of this result in the upcoming chapters of this thesis.
The error of the output layer δL can now be back-propagated through the
preceding layers. For all layers l = L− 1, L− 2, . . . , 2, we get [89]:
δl = Wl+1δl+1 · f ′(zl). (2.23)
Now that we have computed the error for all layers, we can compute the
gradient for the loss function C according to
∂
∂Wljk
C = al−1k δ
l
j (2.24)
and
∂
∂blj
C = δlj . (2.25)
Using these gradients, we can apply (stochastic) gradient descent and itera-
tively modify the weights of the net to minimize our defined loss function.
2.2 ADVANCED NEURAL NETWORK TECHNIQUES
In the previous section, we explained how to train a neural network and
make predictions for regression and classification problems. In this chapter,
we will discuss how to improve its predictive performance and speed up
the training time.
2.2.1 ADVANCED ACTIVATION FUNCTIONS
The search for optimal activation functions is still ongoing and a lot of re-
search has been dedicated to this task in recent years. This has, for example,
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lead to the use and further development of very popular rectified linear
functions. We will now discuss some of the most commonly used activation
functions that will also be used in the upcoming chapters of this thesis:
Rectified linear
With the rise of deep neural networks, rectified linear units (ReLUs)
became highly popular [71]:
f (x) = max(0, x) (2.26)
f ′(x) =
1, if x > 00, otherwise (2.27)
Apart from being cheap to compute, it was shown, that this function is
helpful to speed up training of deep convolutional neural networks for
image recognition [58], help to learn sparse representations and avoid
the vanishing gradient problem [31].
One problem might arise once a large part of all ReLUs of a network
output only zeros. These neurons are then likely stuck in this state and
are no longer helpful in discriminating the input. This is called dying
ReLU problem, which can impact the predictive performance of the
network [65].
Leaky rectified linear
Leaky rectified units (LeakyReLUs) are very similar to basic ReLUs, but
allow the output of small values for negative values of x [65]:
f (x) =
x, if x > 0x
γ , otherwise
(2.28)
f ′(x) =
1, if x > 01
γ , otherwise
(2.29)
The parameter γ is usually set to 100. Allowing small values on the neg-
ative range of x should prevent zero gradients and thus help against the
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Figure 2.3: Advanced activation functions. We used the parameters γ = 10 for the
LeakyReL function and λ = 1, α = 1 for the EL functions.
dying ReLU problem. These units were shown to improve convergence
and predictive performance for deep neural network acoustic models
[65].
(Scaled) exponential linear
Exponential linear units (ELUs) differ from ReLUs only for negative
values of x. The possibility of generating negative outputs in the pro-
posed way proved to be advantageous in shortening the training time
of deep neural networks and at the same time preventing the dying
ReLU problem [20].
f (x) = λ
x, if x > 0α(ex − 1), otherwise (2.30)
f ′(x) = λ
1, if x > 0f (x) + α, otherwise (2.31)
The basic ELU version uses the parameter λ = 1 and α > 0. Using
the parameters λ ≈ 1.0507 and α ≈ 1.6732 yields the so-called scaled
exponential units (SELUs), which are able to ensure that activations
with zero mean and unit variance will keep this property when being
propagated through the network. This is often called a self-normalizing
property [54].
23
2 Basics
A visual representation of these activation functions along with their deriva-
tives can be found in Figure 2.3.
2.2.2 REGULARIZATION
Modern neural networks often have multiple thousands or even millions of
weights. For example, one of the state-of-the-art networks for image recog-
nition tasks, a deep residual network with 152 layers has about 60 million
parameters [39, 109]. With that many parameters, these networks need some
kind of regularization to prevent them from overfitting the noise in the train-
ing data. We will discuss four popular forms of regularization to prevent
overfitting: L1- and L2 regularization, dropout and max-norm regulariza-
tion.
2.2.2.1 L1- AND L2 REGULARIZATION
L1- and L2 regularization are one of the most popular and longest known
forms of regularization. Due to their wide usage in many fields, they are
known under many different names. L2 regularization was originally intro-
duced by Tikhonov in 1977 to solve ill-posed problems [105] and is, there-
fore, also called Tikhonov regularization. Using L2 regularization to regu-
larize least squares regression models yields so called ridge regression mod-
els [44] and in the context of neural networks, it is often referred to as weight
decay [35]. Least squares regression models using L1 regularization are also
called Lasso (least absolute shrinkage and selection operator) [103]. Despite
their various names and wide usage, the basic idea is always the same: to
limit the growth of the model weights by shrinking them towards zero.
Applying any of these two regularization forms is usually done by adding
a penalty term P to the unregularized loss function C0:
C = C0 + P. (2.32)
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The L2 penalty is defined as the sum of the the squared magnitudes of the
weights W:
PL2(W) = δ2 · ∑
w∈W
w2. (2.33)
Here, δ2 is the regularization parameter for the L2 regularization, which
determines the strength of the regularization. This penalty term pushes all
weights by a certain relative amount, depending on the weight, towards
zero. Thus, it heavily penalizes large peaky weights, as these get decreased
the most. The impact on small weight is relatively minor. However, the
learned representations will usually be diffuse small numbers, which lack
easy interpretability.
The L1 penalty term is defined as
PL1(W) = δ1 · ∑
w∈W
|w|. (2.34)
Instead of pushing the weights by a certain relative value towards zero, we
are now reducing the weights by an absolute value δ1. This will, therefore,
impact small weights stronger than large weights. Using this regularization
will lead to sparse weight vectors with only few large weights. This makes
it an effective tool for feature selection [73].
It is also possible to combine both penalties. The linear combination of L1
and L2 regularization is called elastic net regularization [111].
2.2.2.2 MAX-NORM REGULARIZATION
Max-norm regularization was originally introduced for matrix factoriza-
tion models, but became also quite popular for neural networks [43, 101].
It works by enforcing an absolute upper bound on the magnitude of the
weights W:
||W||p ≤ c. (2.35)
In this thesis, we only use p = 2 as recommended in [43]. The upper bound
c is usually in the range of [1, 4].
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Its effectiveness as a form of regularization has a certain similarity with
the L1- and L2 regularization methods. Max-norm regularization also at-
tempts to limit the growth of the weights, but instead of shrinking them,
it defines an upper bound. One of the appealing properties of this penalty
is that the weights of the network cannot explode, even when the learning
rate of the optimizer is set too high.
2.2.2.3 DROPOUT
Dropout is possibly the most popular form of regularization for deep neural
networks and used in many, if not all, state-of-the-art neural network archi-
tectures for image recognition tasks [20, 39]. Its simple and effective general
idea is to randomly ignore (drop out) a certain percentage of all neurons of a
layer at each iteration (see Figure 2.4). Therefore, we are basically sampling
different sub-networks from the full neural netwotk at each training itera-
tion. One natural explanation for its regularizing effect is that every neuron
has to learn more robust features, since it cannot rely on the incoming neu-
Hidden Layer Output LayerInput Layer
Figure 2.4: Dropout. The first unit of the input layer and the second unit of the hid-
den layer are dropped out (dotted lines), which means that their output
is set to zero.
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rons [43]. It is, therefore, quite different compared to the other discussed
forms of regularization.
2.2.3 PARAMETER UPDATES
In Section 2.1.5, we have already explained how to use (stochastic) gradient
descent to update all parameters of the neural network:
Ω← Ω− λ ∂
∂Ω
C(y, yˆ) (2.36)
We can define the parameter weight update ∆W(t) and the gradient G(t) at
training iteration t as
G(t) =
∂
∂Ω
C(y, yˆ) (2.37)
∆W(t) = −λG(t) (2.38)
using the learning rate λ. It was also mentioned that one downside of this
method was its slow convergence. In this subsection, we explain three pop-
ular ways to improve convergence and speed up training time: Momentum,
RMSProp and Adam.
2.2.3.1 MOMENTUM
The most simple method of these three additions is Momentum. Its basic
idea is to build up velocity whenever the gradient of the previous time step
points in the same direction as the current gradient [79]. This is done by
integrating updates of previous iterations:
∆W(t) = ρ∆W(t− 1)− λG(t). (2.39)
We denote ρ as the momentum parameter. A common choice for this pa-
rameter is ρ = 0.9. Taking previous updates into account helps to smooth
out and avoid diverging oscillations, which enables the model to be trained
in less iterations without losing predictive performance [11].
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2.2.3.2 RMSPROP
While Momentum improves the convergence of the basic SGD method, it is
still far from optimal. One major factor for the slow convergence speed is
the global usage of a single learning rate parameter for all weight updates
equally. One way to mitigate this problem is to use per-dimension learning
rates, for example, by using a single adaptive learning rate for each weight.
One of these adaptive learning rate methods is called Root Mean Square
Propagation (RMSProp), which was applied with much success in practice
[94].
Here, we are dividing the gradient G(t) by the root of an exponential
moving average E(t) of the squared gradient:
E(t) = αE(t− 1) + (1− α)G(t)2 (2.40)
∆W(t) = −η G(t)√
E(t)2 + γ
(2.41)
Here, the parameter 0 < α < 1 denotes the decay rate. The damping factor
γ is added to stabilize the denominator [104].
The biggest advantage over SGD and Momentum is that by deriving the
per-dimension learning rates automatically, we are now less dependent on
an optimal choice of the global learning rate η. One disadvantage of this
method is that the exponential moving averages of the past gradients have
to be stored additionally.
2.2.3.3 ADAM
Another, more sophisticated, adaptive learning rate method is the Adaptive
Moment Estimation method (Adam) [53]. It is an extension of RMSProp,
which additional to the exponential moving average of past squared gra-
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dients E(t), introduces an exponential moving average of past gradients
similar to Momentum:
E(t) = β1E(t− 1) + (1− β1)G(t)2 (2.42)
M(t) = β2M(t− 1) + (1− β2)G(t) (2.43)
The β1 and β2 parameters are initialized with values from the range of [0, 1],
but usually close to 1. These two moment estimates are initialized with ze-
ros and are biased towards zero, especially during the first iteration. They
are, therefore, called biased moment estimators. The bias-corrected estima-
tors are given by:
Eˆ(t) =
E(t)
1− β1 (2.44)
Mˆ(t) =
M(t)
1− β2 (2.45)
Now, the parameter weight updates are given by:
∆W(t) = −η Mˆ(t)√
Eˆ(t) + γ
(2.46)
It was shown, that this methods also works especially well with sparse or
noisy gradients [53]. Most of our derived models throughout this thesis will
use this optimizer.
2.2.4 IMPLEMENTATION FRAMEWORKS
All of the previously explained networks and network modifications can
nowadays be implemented using open source libraries for numerical com-
putation like TensorFlow [1] or PyTorch [77]. These frameworks are heavily
optimized, highly customizable and allow to fully leverage the GPU, which
usually speeds up model training significantly. For the proposed neural net-
works derived later in this thesis, one training epoch using a Nvidia RTX
2060 was about 5− 10 times faster than just using the CPU (6 cores).
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All proposed neural networks in this thesis were implemented using Py-
Torch 0.4.1. Whenever we refer to weight decay, the Adam or SGD opti-
mizer, dropout or max-norm regularization, we make use of the default Py-
Torch implementations. All networks can, of course, also be implemented
in TensorFlow or comparable frameworks.
2.2.5 HYPERPARAMETER OPTIMIZATION
Neural networks consist of many different hyperparameter. We usually
have to choose, for example, the number of units per layer, select good ac-
tivation functions, select an optimizer with appropriate learning rate or de-
cide, which regularization method to use. Many of these choices are crucial
for overall model performance, but finding good values can be time con-
suming and computationally expensive. This hyperparameter optimization
is usually done by grid-search or random-search algorithms [10].
In this thesis, the hyperparameter search was done in two steps. At first,
an initial set of decent parameters was found by manual search. Afterwards,
we used a local search algorithm to further optimize these parameters. This
local search algorithm randomly selects a parameters and increases or de-
creases it by about 10%. If this direction improves the current best score,
the search continues this way, but not more than three times. Afterwards,
it continues with the next parameter. This process is stopped after a fixed
amount of iterations.
2.3 RECOMMENDER SYSTEMS
Recommender systems are information filtering technologies designed to
provide suggestions for items of interest to a user [85]. Here, these items
can, for example, be movies to watch, products to buy, songs to listen to,
books to read or celebrities to follow.
Recommender systems can roughly be distinguished into three main cat-
egories: content-based, collaborative filtering-based or hybrid [17].
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Content-based
Content-based recommendation systems use the metadata of users or
items and the respective ratings associated with them to create new rec-
ommendations. For example, a simple recommender system for books
could use the author of the book as the only feature to create new sug-
gestions. It would most likely only suggest new books from authors a
user has already bought and liked in the past [17].
Collaborative filtering
Collaborative Filtering is essentially about predicting user preferences
based on the preferences of other users [92]. Recommender systems
based on collaborative filtering methods try to use a users’ past behav-
ior to model the similarity between users (user-based collaborative fil-
tering) or between items (item-based collaborative filtering). The main
idea is that similar users share similar interests and, therefore, also like
similar items.
Hybrid
Hybrid recommender systems try to combine the two already men-
tioned recommender classes, for example, by introducing additional
content based features of an item into a collaborative filtering approach
or by combining independently created content-based and collabora-
tive filtering-based predictions into one ensemble model [2].
The main focus of this thesis is about the use of neural networks for col-
laborative filtering systems. We will, therefore, use the remaining parts of
this section to further define and explain collaborative filtering methods.
Additionally, we will give details about popular collaborative filtering data-
sets, which will be used throughout this thesis to evaluate all derived mod-
els.
2.3.1 COLLABORATIVE FILTERING
Collaborative filtering methods are among the most used techniques for rec-
ommender systems. Amazon.com [63], Netflix.com [34] and Spotify [49],
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Figure 2.5: Recommender Systems Overview. Matrix factorization and k-NN mod-
els are given as examples of the above techniques. There are, of course,
many more relevant models.
three multi-million dollar companies, all of which are well-known for their
extensive use of recommendation systems, apply these methods in some
way or another for their various recommendation systems.
Collaborative filtering methods can be further distinguished in two main
groups: memory-based or model-based algorithms (see Figure 2.5) [92].
Memory-based algorithms require all user, item and rating information
to be stored in memory, which is then used for computing similarities be-
tween users or items. There is a vast selection of similarity measures to
choose from. For example, a very simple similarity measure could be the
number of items two users have in common: the higher, the more similar
they are. More sophisticated measures include Pearson correlation or co-
sine similarity [2]. Afterwards, these similarities can further be used to find
the nearest (most similar) neighbors of a user or an item (neighborhood-
based algorithm). A common choice for selecting the k most similar users
or items in these cases is the k-nearest neighbors algorithm (k-NN) [92].
The easy interpretability of memory-based algorithms is one of their great-
est advantages. However, finding the perfect neighborhood can be compu-
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tationally expensive as all users or items have to be compared against each
other. Additionally, it can be difficult to compute accurate similarities be-
tween users, who have rated only few or niche items, which applies to many
sparse datasets.
Model-based collaborative filtering algorithms try to build a model repre-
senting user behaviour, which is afterwards used to predict ratings or pref-
erences. One popular variant of this approach are matrix factorization mod-
els, which represent each user and item as a vector of factors and thus trans-
forming them to the same latent factor space. Matrix factorization models
for collaborative filtering tasks are one of the main themes of this thesis. We
will, therefore, discuss them in much greater detail in the upcoming Chap-
ter 3.
2.3.2 COMMON PROBLEMS
There are several typical problems all recommender systems, using either
content-based or collaborative filtering approaches, have to deal with: cold
start, sparsity, scalability and skewness.
Cold start
Recommender systems are trying to learn user preferences based on
past behaviour. New users typically have no relevant behaviour his-
tory and have never assigned any ratings to items. Since there is al-
most no information about these users available, it is very difficult to
find similar users or model their future behaviour. This is called the
new user cold start problem and it is especially problematic for collab-
orative filtering algorithms. Here, content based approaches (as used
in hybrid recommender systems) can help to fill the gap for new users
by relying on available user meta information, such as age or gender
[95]. Of course, the same problem applies to new items, too.
Sparsity
For many datasets used in collaborative filtering, the number of users
and items is very high. However, most users assign ratings only to a
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few selected items. In this context, the ratio between all missing rat-
ings and all available ratings is usually referred to as sparsity, which
is typically very high for collaborative filtering datasets. It is, there-
fore, necessary for recommender systems to make accurate predictions
based on only a small number of relevant samples [2].
Scalability
Recommendation engines for large e-commerce companies often have
to deal with millions of users and hundreds of thousands of items.
Memory efficient algorithms and architectures are necessary to com-
pute real-time recommendations in those large-scale scenarios. As al-
ready mentioned above, this can be especially problematic for memory-
based collaborative filtering approaches, as the computational costs for
computing pairwise similarities gets expensive very quickly [93].
Skewness
We have already talked about the fact that, as a general rule, only a very
small percentage of all possible ratings are available. In addition, most
of these reviews are assigned to the same items or by the same users.
Some users are, therefore, responsible for a rather large percentage of
all available assigned ratings, whereas most users have only rated very
few items. The same holds true for all items. Popular items account for
the vast majority of all assigned ratings, whereas niche items have only
very few ratings. This problem is also called the Long Tail problem of
recommender systems, since the item-popularity-distribution exhibits
a strong positive skew (see also Figure 1.1 in the introduction) [3].
This is a selection of the most important problems. Other typical prob-
lems, like the preservation of privacy [67], play no major part in this thesis.
2.3.3 FEEDBACK PROPERTIES
To solve these mentioned problems and learn relevant user preferences, an
effective recommender system has to extract as much information as possi-
ble from all available sources of user feedback.
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One of the most studied forms of feedback is explicit feedback. Here, a
user assigned a rating to an item and, thus, explicitly informed us about
his preferences. These ratings are usually unmistakably clear and easy to
interpret: low ratings are assigned to unsatisfactory items and high ratings
belong to good items. These ratings can often be chosen from a range of
integers, for example [1, 5], or just binary {0, 1}. In most cases, however,
it is relatively rare that users give explicit feedback at all. Easily available
explicit feedback datasets are, therefore, rather scarce or have to be created
especially for the task needed, which can be rather costly and time consum-
ing.
Most of the time, users are just visiting a website or a store passively.
Here, their preferences can only be learned from implicit feedback. Clicking
on links, purchasing products, listening to a song or watching videos are
typical examples where feedback is only given implicitly. With each click
on an item, we have learned something about the user. Thus, instead of
explicitly telling us about their preferences, we can only infer it by tracking
their behaviour. Additionally, we can also easily convert explicit feedback
to implicit feedback because each explicitly rated item is also an item with
which the user has interacted.
Given this overview, it is rather obvious that the availability of explicit
feedback is usually very low. Implicit feedback, however, is available in
abundance [50]. While their vast availability is the main advantage of im-
plicit feedback, it comes with many disadvantages. Implicit feedback can
only capture positive user preferences, which means that it is difficult to
identify items a user does not like [47]. The reason for this is that if a user
does not click on an item, it can have a number of meanings. He is either
not interested, was simply not aware of the item or preferred another one.
Whereas for explicit feedback, which usually provides rating scales, a user
can accurately express his satisfaction with an item, whether is it positive or
negative.
Implicit feedback is basically created while passively tracking the user.
It is, therefore, inherently noisy. Misclicks on an item or link can happen
much more easily than explicitly assigning a wrong rating. For example,
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the playback of a song does not necessarily mean that the user likes it, he
might simply not even be listening at all at this moment. Explicit feedback
is noisy as well (as is every user feedback) but in general more accurate
than implicit feedback as it usually takes more steps to give a wrong rating
than to simply misclick. However, user preferences change over time and
the assignment of ratings can be influenced by several factors like the rating
scale, item ordering or the time taken to assign a rating [4, 50].
2.3.4 COLLABORATIVE FILTERING DATASETS
2.3.4.1 NETFLIX PRIZE COMPETITION
The Netflix Prize competition was an important milestone in the develop-
ment of recommender systems, especially for collaborative filtering meth-
ods. During this competition, the research of recommender systems using
only explicit feedback became very popular. In this thesis, we will also build
on many ideas developed during this competition and additionally also use
the Netflix Prize dataset for evaluating models. Therefore, it is worth to
discuss this famous competition in a bit more detail.
The Netflix Prize competition ran over the course of three years from Oc-
tober 2nd, 2006 until September 18, 2009 and more than 20 000 teams from
150 countries participated in it. The goal of this competition was to improve
Netflix own recommender, Cinematch, by at least 10% (in terms of decreas-
ing the root mean squared error).
A grand prize of 1 000 000 dollar was award to the first team able to
achieve this goal. At the end, the competition was won by the team Bel-
lKor’s Pragmatic Chaos. Their final ensemble model combined more than
100 single models and achieved a RMSE of 0.8567 besting Netflix own rec-
ommender by 10.06% [56]. The second placed team, The Ensemble, achieved
the same improvement but submitted their result 20 min after the winning
team (see Figure 2.6). A sequel competition was planned but ultimately
cancelled in 2010 due to privacy concerns [72].
While many different machine learning models were used to solve this
competition, matrix factorization models were especially successful.
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Figure 2.6: Netflix Prize Leaderboard. The winning team submitted their result
20 minutes earlier than the second placed team. The final scores of all
teams in the top 10 were achieved by blending multiple diverse models.
2.3.4.2 OTHER POPULAR DATASETS
We will use three benchmark datasets to evaluate our neural network archi-
tectures:
Netflix Prize
This dataset was used in the Netflix Prize competition, which was al-
ready mentioned above. With more than 100 million ratings, it is the
largest dataset used throughout this thesis. Additionally, it is highly
sparse and skewed with some very active users assigning ratings to
more than 10 000 movies, but also with many users with less than 16
rated movies. A subset of this dataset, the probe set with 1 408 395 rat-
ings, will be used as a validation set [9, 28]. All ratings are integers in
the range of [1, 5].
MovieLens 1M
The MovieLens 1M dataset consists of about 1 million movie ratings
made by about 6 000 users for about 4 000 movies [37]. Therefore, it is
much smaller and slightly less sparse than the Netflix Prize dataset, but
also commonly used in the evaluation of recommender systems. All
ratings are integers in the same range as for the Netflix Prize dataset.
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Table 2.1: Dataset statistics
Name User count Item count Sample count Sparsity
MovieLens 1M 6 040 3 900 1 000 209 95.7%
Netflix Prize 480 189 17 770 100 480 507 98.8%
Jester v2 59 132 150 1 700 000 80.8%
Jester
The Jester v2 dataset originates from an online joke recommending sys-
tem. It consists of about 1 700 000 ratings made by about 57 000 users
for 150 jokes [33]. The most interesting property of this dataset is the
relatively low count of different items. The ratings are continuous be-
tween −10 and 10.
A summary of the most important statistics of all datasets can be found
in Table 2.1.
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A Neural Network Architecture for
Explicit Feedback Datasets
In this chapter, we will derive two models for solving collaborative filtering
problems on explicit feedback datasets. The first model will be matrix fac-
torization model. We will show how to train this model and, additionally,
introduce biases and common regularization methods for an improved pre-
dictive performance. This model will be a strong baseline model, which will
be heavily referred to in the upcoming chapters. The second model will be
a neural network. At this point in the chapter, we will transition to the main
theme of this thesis: neural network architectures for collaborative filtering
problems. As a first step, we will show how to design a neural network to
solve collaborative filtering problems on explicit feedback datasets.
The main result of this chapter will prove similarities between the pro-
posed neural network model and the previously introduced matrix factor-
ization model. Starting with a basic version of this neural network, we will
extend it continuously by using state-of-the-art extensions of current neu-
ral network models. At the end of this chapter, we will carefully evaluate
several modifications of our proposed architecture.
This chapter is based on our paper [24].
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3.1 DEFINITION OF EXPLICIT FEEDBACK DATASETS
We have already discussed general properties of explicit user feedback in
Section 2.3.3. We will now introduce a more formal view of explicit feedback
datasets. Suppose we have a set of users U = {1, . . . , N} and a set of items
I = {1, . . . , M} with N, M ∈ N. For most typical problems, the user count
N and the item count M are usually quite large. For example, the dataset
used in the Netflix Prize competition consists of N = 480 189 users and
M = 17 770 items.
In explicit feedback datasets Sexpl, each user u ∈ U explicitly assigns rat-
ings r ∈ R to items i ∈ I. These ratings are usually binary values R = {0, 1},
taken from a fixed set of integer values, for example R = {1, 2, 3, 4, 5}, or
come from a continuous range of values, for example R = [−10, 10]. Each
single sample of this dataset can, therefore, be defined as a triple (u, i, r).
We use the notation rui ∈ R for the rating given to item i by user u.
The explicit feedback dataset Sexpl is, therefore, defined as:
Sexpl := {(u, i, r) | u ∈ U, i ∈ I, r ∈ R}. (3.1)
For all explicit feedback datasets used in this thesis, we assume that each
user rates an item at most once. This is also the case for all datasets we are
working with throughout this thesis.
Explicit feedback datasets can be visualized by a table with three columns
(see Table 3.1).
3.2 MATRIX FACTORIZATION FOR EXPLICIT
FEEDBACK DATASETS
In this section, we will show how to apply matrix factorization to collabo-
rative filtering problems for explicit feedback datasets. To standardise the
notation with the upcoming chapters, we will use the letter T to define a
training dataset created from a feedback dataset S. For our case now, we
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User Item Rating
1 2 1
1 3 5
2 1 2
2 4 4
3 4 1
Table 3.1: Explicit feedback datasets. An explicit feedback dataset with ratings from
the range of [1, 5]. User 1 has rated two items. User 2 has assigned his
highest rating to item 4. Each user rates an item at most once.
can simply set T = Sexpl, as we will use every sample from Sexpl to train our
model.
We have introduced explicit feedback datasets in Section 3.1 as a table
with three columns. Another popular way to represent it is as a sparse ma-
trix T ∈ RN×M. Here, each row represents a user and each column an item.
The entries of this matrix are given by the ratings rui. This matrix is usually
very sparse as most entries are missing (see Figure 3.1).
User Item Rating
1 1 1
1 2 3
2 3 4
3 1 5
3 3 4
1 2
4
5 4
Item
User
Target MatrixExplicit Feedback Dataset
Figure 3.1: Explicit Target Matrix. Each row of the explicit feedback dataset can
be converted to a single entry in the sparse target matrix. This matrix
has the same number of rows as there are distinct users and as many
columns as there are items.
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3.2.1 GENERAL APPROACH
The basic idea behind matrix factorization is to decompose the target ma-
trix T into multiple smaller low-rank matrices. One example of a well-
known matrix factorization technique is called Singular Value Decompo-
sition (SVD), which decomposes the target matrix into two orthogonal ma-
trices and one diagonal matrix [91]. These smaller matrices can then be used
to discover latent features hiding behind the interactions between users and
items. We will focus on decompositions into exactly two matrices, as it is
one of the most common forms of matrix decomposition and also needed in
later stages of this thesis. In this case, the matrix factorization is given by
(see Figure 3.2):
T ≈ U · I
= Tˆ (3.2)
These two smaller latent factor matrices U ∈ RN×K and I ∈ RK×M represent
the latent user factors and latent item factors, respectively. The parameter
K determines the latent factor size and is usually relatively small with K 
N, M.
Each user can now be represented by a single row of U and each item by a
single column of I. They are, therefore, characterized by a small number of
1 2
4
5 4
Item
User ≈
0.1 1.3
1 0.2
0.5 -1
U
1 -2 0.9
0.6 0.3 -1
I
x
Figure 3.2: Matrix Factorization. The target matrix (left) is decomposed into two
smaller matrices (right). One of these smaller matrices holds the user
representations U and one holds the item representations I.
42
3.2 Matrix Factorization for Explicit Feedback Datasets
latent factors. One useful property of this K dimensional space is, that in a
well trained recommender system, the latent factors of similar users should
be close to each other (with relation to some distance measure, for example
euclidean distance). This property can be used, for example, to cluster users
or items based on their representations and it helps to find neighborhoods
with similar users or items more easily [107].
The approximation of the sparse matrix T is given by the dense matrix
Tˆ. It contains all rating predictions for each user-item tuple. To get a single
rating prediction for a user-item tuple, we have to compute the dot product
of both latent factors.
Let U·u be the uth row of U and Ii· be the ith column of I. The prediction
rˆui is then given by [57, 102]:
rˆui = 〈U·u, Ii·〉
=
K
∑
k=1
Uku · Iik (3.3)
3.2.2 LOSS FUNCTIONS
To measure the quality of the decomposition, matrix factorization models,
as most machine learning models, optimize a given loss function C. For
explicit feedback datasets with real-valued ratings, the most common loss
function is the mean squared error (MSE). If the ratings are binary, the cross
entropy loss (CE) is very popular, too. Both loss functions were already in-
troduced in Subsection 3.2.2. However, there are many different loss func-
tions for evaluating recommender systems. For example, the Netflix Prize
competition made the root mean square error (RMSE) very popular for col-
laborative filtering problems:
CRMSE(rui, rˆui) :=
√
MSE(rui, rˆui). (3.4)
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Another popular metric, which penalizes outliers less than MSE or RMSE,
is the mean absolute error (MAE):
CMAE(rui, rˆui) :=
1
|T| ∑
(u, i, r)∈T
|rui − rˆui|. (3.5)
3.2.3 TRAINING
We will now derive all weight update rules for minimizing the loss function
CMSE for all samples (u, i, r) ∈ T:
arg min
U,I
CMSE(rui, rˆui) = arg min
U,I
1
|T| ∑
(u, i, r)∈T
(rui − rˆui)2 (3.6)
This minimization can be achieved using gradient descent once we know
the gradients (see Subsection 2.1.5). The following process can partly be at-
tributed to Simon Funk, who published an implementation of a regularized
matrix factorization model using gradient descent to solve the Netflix Prize
competition on his blog in 2006 [29]. This was one of the most influential
results coming out of this competition. For a detailed comparison between
the following and Simon Funks approach see [102].
To compute all gradients, we begin with the following substitution to de-
fine the error eui:
(rui − rˆui)2 = (rui − 〈U·u, Ii·〉)2
=: e2ui (3.7)
The gradient with respect to the user representation U·u is then computed
as follows:
∂
∂U·u
e2ui = −2(rui − rˆui) · Ii·
= −2eui · Ii·. (3.8)
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We can compute the gradient with respect to item representation Ii· in a very
similar manner:
∂
∂Ii·
e2ui = −2(rui − rˆui) ·U·u
= −2eui ·U·u (3.9)
Using these gradients, we can apply gradient descent (and its variants)
to update the weights in the opposite direction of the respective gradient.
The update rules for both weights are, therefore, as follows (see Subsec-
tion 2.1.5):
U·u ← U·u + 2λ · eui · Ii· (3.10)
Ii· ← Ii· + 2λ · eui ·U·u (3.11)
The parameter λ denotes the learning rate.
In summary, we are looping over all samples of the explicit training data-
set and update the weight according to Equation (3.10). This approach is
easy to implement and still fast to compute [57].
3.2.3.1 ALS TRAINING
Compared to the presented gradient descent method to minimize the loss
function CMSE for matrix factorization models, the training method Alter-
nating Least Squares (ALS) is a rather different, but also very popular ap-
proach. For this thesis however, we will mainly need the weight updates
derived using gradient descent. The ALS training method will, therefore,
be less relevant, but we will explain it briefly for completeness sake.
Since all user representations U as well as all item representations I are
not known, our loss function C is not convex. However, with either holding
U or I fixed, our optimization problem becomes quadratic and can, thus, be
solved using a least squares approach [8].
Alternating between fixing U or I (hence the name) will minimize our
loss. Instead of selecting and optimizing parts of the loss function in each
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step, as in gradient descent, we are minimizing the entire loss function. Like
gradient descent, ALS is guaranteed to converge to a local minimum.
Gradient descent and ALS are two widely used methods for solving ma-
trix factorization problems with different advantages and disadvantages.
For example, ALS can easily be parallelized [110], but due to the cubic time
complexity it does not scale well to large-scale datasets. The time complex-
ity per iteration is lower for gradient descent methods than for ALS meth-
ods but gradient descent will usually converge more slowly and, thus, need
more iterations to reach a suitable minimum [108]. Gradient descent meth-
ods are also quite sensitive to the choice of the learning rate. However, we
have already discussed how to mitigate this problem (see 2.2.3).
3.2.4 REGULARIZATION
Overfitting the training data is a common problem for matrix factorization
models. This gets even more severe when ratings have to be estimated for
rarely active users or niche items, which is often the case for datasets used in
collaborative filtering tasks. To prevent a model from overfitting, some form
of regularization is helpful. In Subsection 3.2.4, we have already discussed
how to apply L2 regularization to neural networks. Applying this penalty
to the training of matrix factorization models is quite similar.
The minimization problem using the penalized MSE loss function is now
given by:
arg min
U,I
CMSE(rui, rˆui) + PL2(U) + PL2(I) (3.12)
Here, we are adding a L2 penalty term for the user weights U as well as the
item weights I.
Extending substitution (3.7) to
eui = (rui − rˆui)2 + δ22 ( ∑s∈U·u
s2 + ∑
t∈Ii·
t2) (3.13)
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gives the regularized gradients
∂
∂U·u
e2ui = −2(rui − rˆui) · Ii· + δ2U·u (3.14)
and
∂
∂Ii·
e2ui = −2(rui − rˆui) ·U·u + δ2Ii·. (3.15)
As already defined in Subsection 3.2.4, we use δ2 as the regularization
parameter. The derived gradients lead to the following regularized weight
updates [102]:
U·u ← U·u + λ2(rui − rˆui) · Ii· − δ2U·u (3.16)
Ii· ← Ii· + λ2(rui − rˆui) ·U·u − δ2Ii·. (3.17)
If it is desirable to learn sparse user and item representations, one could
also apply L1 regularization in a similar manner. However, if predictive per-
formance is more important, L2 regularization is usually preferable. It was
the most used penalty for all models winning the Netflix Prize competition
and helped to significantly improve their predictive performance [56].
3.2.5 BIAS
The rating distribution in collaborative filtering datasets is usually highly
skewed. On the one hand, there are users who rate items significantly
higher or lower than the average user. On the other hand, there are popular
items, which get high ratings from almost all users and unpopular items,
which receive only very low scores. These biases can be interpreted as de-
viations from the global average. To capture these factors, it is helpful to
integrate multiple biases b into the prediction of the rating rˆui.
The computation of rˆui is then modified by:
rˆui = 〈U·u, Ii·〉+ bUu + bIi + bg. (3.18)
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These biases allow to split up the rating prediction into multiple compo-
nents: a user-item interaction term 〈U·u, Ii·〉, a user bias bU, an item bias bI
and a global bias bg, which is the global average of all ratings [57]. These
biases can help to improve the final accuracy of the model and speed up
training convergence.
Up to this point, we have introduced a matrix factorization model using
L2 regularization and multiple biases. We are referring to this model as a
biased regularized matrix factorization model (BRMF [102]).
3.3 NEURAL NETWORK ARCHITECTURE
We will now design a neural network architecture, which is able to mimic
the BRMF model. This way, we will achieve at least the same strong pre-
dictive performance baseline, but can also easily adopt latest improvements
made in the development of neural networks. Afterwards, we will prove
similarities between these two models and thoroughly evaluate the pro-
posed architecture.
Our basic model is a feedforward neural network as explained in Sec-
tion 2.1. The network has three specific layers L. The first layer L1 is called
user layer. It has as many units as there are users. The following layer L2 is
the hidden layer, which has K units. The last layer or output layer L3 of this
network is called item layer. It has, similar to the user layer, as many units
as there are items. All layers are fully connected.
First we take a look at the connections between the user and the hidden
layer. The connections between a single unit u of the user layer with all units
of the hidden layer W2·u ∈ RK with
W2·u = [W21u, · · · , W2Ku] (3.19)
can be interpreted as the representations of user u. All weights W2 between
the user and the hidden layer can, therefore, also be interpreted as a weight
matrix W2 ∈ RN×K, where each row holds the latent factor vector or rep-
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Figure 3.3: Basic neural network architecture. User u is represented by the weights
connecting unit u of the user layer to all weights of the hidden layer
(bold lines). All bold lines connecting to the item layer unit i hold the
low-dimensional representations of item i.
resentation of a single user. This also explains the reason behind the name
of this layer. Each unit represents a single user and all outgoing weights of
this unit are his low-dimensional representation (see Figure 3.3).
We can now apply the same reasoning on the weights connecting the hid-
den layer L2 with the item layer L3. All weights connecting the hidden layer
to a single unit i of the item layer W3i· ∈ RK with
W3i· = [W
3
i1, · · · , W3iK] (3.20)
can be interpreted as the latent factors of item i. Again, we can interpret
all connections between these two layers as a weight matrix W3 ∈ RK×M,
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where each single item i is represented by a column of this matrix. Each
unit of the item layer represents, therefore, a single item and all incoming
weights to this unit can be interpreted as its representations, which also
explains the name of this layer.
The size of the user as well as the item representations is, therefore, deter-
mined by the size K of the hidden layer L2.
3.4 TRAINING
Given a set of training triples (u, i, r) ∈ T, we will now show how to train
this network. First, we will explain the forward propagation. Afterwards,
we will back-propagate the error and derive all network weight updates.
3.4.1 FORWARD PROPAGATION
Each rating rui ∈ T is used as a single training example. A binarized version
a1 = 1u ∈ {0, 1}N of u serves as the input for the network. It is defined as
the indicator vector 1u := (x0, x1, · · · , xN) with
xj =
1, if j = u0, otherwise. (3.21)
Therefore, using a1 = 1u as input for the network implies that the output
a2 of the hidden layer L2 is given by
a2 =
[
a21, a
2
2, . . . , a
2
K
]
(3.22)
with
a2k = f
2
(
a11W
2
k1 + · · ·+ a1NW2kN
)
= f 2
(
a1uW
2
ku
)
= f 2
(
W2ku
)
(3.23)
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for each unit k = 1, . . . , K of the hidden layer L2. The function f 2 : R → R
denotes the activation function of the hidden layer L2. This can be shortened
using the more intuitive notation:
a2 = f 2
(
W2a1
)
= f 2
(
W2·u
)
. (3.24)
The binarized input 1u is, therefore, needed to select the relevant user rep-
resentation and simultaneously ignore all other users. In practice, it is un-
necessary and computationally inefficient to use the full binarized version
1u to compute a2, as almost all weights contribute nothing to the output
of the hidden layer. It is more efficient to simply select the uth row of the
weight matrix W2 and apply the given activation function on it.
For every given rating rui ∈ T, we are only computing the output for the
unit of item i. This means, that only the weights W3i· are used to compute
the output of the network rˆui:
a3 = f 3(W3i·a
2)
= rˆui. (3.25)
To shorten the notations, we say that for each rating rui only the units u and
i are active. That means, that only the weights W2·u and W3i· are contributing
anything to the output of the network.
3.4.2 BACKPROPAGATION
We will now apply back-propagation to compute the gradients for the user
and item weights according to Subsection 2.1.6. For rating prediction prob-
lems, we are using the mean squared error CMSE as the cost function for the
training of the network. We are also using only identity activation functions
for this section. This way, we can use the results of this section more directly
in the upcoming part.
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Let δli be the error for unit i in layer l. Furthermore, let ∆W
l
i· be the update
for weight Wli·. Since we are only using the weights of the active units to
compute the output of the net, we will also only apply back-propagation to
the same active units. This way, only the weights of these active units are
updated later accordingly. All other weights will remain untouched. Since
we are using an identity activation function for the output layer in combina-
tion with the mean squared error loss function, we can use the result from
Equation (2.18). There we have already shown that the error of the output
layer is simply given by the difference between the network prediction and
the target value. Therefore, the error of the active unit in the output layer
δ3i , which is propagated backwards through the net, is given by:
δ3i = rui − rˆui. (3.26)
The gradient for the weights of the active item unit i is given by:
∂
∂W3i·
CMSE = a2 · δ3i
= W2·u · (rui − rˆui) (3.27)
Backpropagating δ3i further to the user weights yields:
δ2u = W
3
i· · δ3i (3.28)
The gradient is, therefore, given by:
∂
∂W2·u
CMSE = a1 · δ2u
= W3i· · δ3i
= W3i· · (rui − rˆui) (3.29)
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Now that we know the gradients, we can update the weights using gradient
descent. The update rules for both active units are given by:
W2·u ←W2·u + αW3i· · (rui − rˆui) (3.30)
W3i· ←W3i· + αW2·u · (rui − rˆui) (3.31)
The parameter α denotes the learning rate. A single training epoch is done
when all ratings rui ∈ T were processed.
3.5 CONNECTIONS TO MATRIX FACTORIZATION
We will now show, that the proposed neural network model with no biases
and only identity activation functions is similar to a basic matrix factoriza-
tion model.
First of all, the user and item weight W2 and W3 can be interpreted as
weight matrices holding the user and item representations. This was al-
ready established at the beginning of Section 3.3.
Furthermore, the predicted rating rˆui for a single user u and a single item
i is given by the dot product of the corresponding latent factor vectors (see
Equation (3.25)):
rˆui = a3 = f 3
(
W3i·a
2
)
= f 3
(
W3i· · f 2
(
W2·u
))
= W3i· ·W2·u (3.32)
We can expand this rule to compute a matrix with all predicted ratings Rˆ by
Rˆ = W3 ·W2
≈ R. (3.33)
Therefore, we are effectively decomposing the target matrix R into two
smaller latent factor matrices W2 and W3, which is exactly what a matrix
factorization model would do. Going back to our first definition of a matrix
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factorization from Subsection 3.2.1, we can see that the item matrix I of this
decomposition is essentially also given by the matrix W3 of our proposed
neural network model and vice versa for U and W2.
Additionally, we can compare the derived gradients of both models for
the user weights (see Equations (3.8) and (3.29)) and the item weights (see
Equations (3.9) and (3.27)). All gradients are identical. The weight update
rules of both models are, as a consequence, identical as well.
3.6 MODEL EXTENSIONS
After establishing a basic neural network architecture capable of solving
matrix factorization tasks for explicit feedback datasets, we can now dis-
cuss how to further improve its predictive performance. The introduced
extensions will later be thoroughly evaluated in Section 3.8.
3.6.1 BIAS LAYER
We have already discussed the importance of biases for matrix factorization
models (see Subsection 3.2.5), especially for splitting up the prediction into
multiple terms. We can achieve the same result by introducing a specialized
bias layer as the last layer of the neural network (see Figure 3.4).
This layer will modify the output of the network (see Equation (3.25)) by
rˆui = a3 + bUu + b
I
i + b
g, (3.34)
where bg represents the global bias, bUu the user bias and bIi the item bias.
There are as many user biases as there are users and as many item biases as
there are items, but there is only one global bias.
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Figure 3.4: Basic neural network architecture with biases. The letter b symbolizes
the addition of user, item and global biases to the output of the item
layer according to Equation (3.34).
To derive the update rules for all biases, we use the output error rui − rˆui
in combination with Equation (2.25) to get:
bUu ← bUu + α(rui − rˆui) (3.35)
bIi ← bIi + α(rui − rˆui) (3.36)
bg ← bg + α(rui − rˆui) (3.37)
All biases are initialized with zeros and will be updated only when they are
active, whereas the global bias is active for all samples.
Adding a dedicated bias layer on top of the network is one way to intro-
duce biases. Another way to achieve a similar result, as outlined in [102],
is to set the first column of the user matrix and the second row of the item
matrix to the constant value of 1 instead of random values.
Since all biases can be interpreted as simple averages, it is possible to pre-
calculate them once before starting the training. This way, the training of
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the network starts from a better position and speeds up the training of the
model by a few epochs. However, this can also lead to overfitting and thus a
diminished predictive performance, especially if there are only few ratings
for an item or a user. Therefore, we did not initialize biases with precalcu-
lated averages but instead set them to zero and let the network learn them
from scratch.
3.6.2 PARAMETER UPDATES
Collaborative filtering tasks are often based on highly skewed datasets, as
already outlined in Subsection 2.3.2. Since we are always only updating
the weights of active units, users with many ratings or very popular items
get updated much more frequently, as they are more present in the training
dataset. This can lead to overfitting of popular users or items and underfit-
ting of unpopular ones.
The popular momentum method for parameter updates does not solve
this problem as a single learning rate parameter is used globally and equally
for all weight updates. Adaptive learning rate methods like RMSProp or
Adam should help here, as they are incorporating the previous weight up-
dates as well. Therefore, this should help to automatically decrease the
learning rate for frequently occurring users or items and increase it for rarely
occurring ones.
It is also possible to combine both approaches consecutively. One could
use an adaptive learning rate method for the first n epochs and then switch
to SGD with momentum to fine-tune all learned weights [24, 106]. At the
end of this chapter, we will thoroughly evaluate the first two adaptive learn-
ing rate methods, as these are the most popular ones that will also be used
throughout this thesis.
3.6.3 REGULARIZATION
As for all matrix factorization models, some form of regularization is neces-
sary to prevent it from overfitting the training data. Due to the transition to
neural networks, we can now easily integrate L2 regularization in the form
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of weight decay (see Subsubsection 2.2.2.1), which is the prevalent form of
regularization for matrix factorization models.
Limiting the growth of the network weights as a form of regularization
is generally working well for these models. We will, therefore, also evalu-
ate max-norm regularization (see Subsubsection 2.2.2.2), which applies an
upper bound to the size of the weights, instead of shrinking them towards
zero.
3.7 RELATED ARCHITECTURES
Neural networks may not be as popular for collaborative filtering tasks as
for image recognition tasks. Nevertheless, there are still many interesting
and related neural network architectures to solve collaborative filtering task.
Here is an overview of four of the most popular ones:
Restricted Boltzmann Machines
Restricted Boltzmann Machines (RBM) are generative stochastic artifi-
cial neural networks. They consists of only one input and one hidden
layer, in which each neuron of the input layer is connected to all neu-
rons of the hidden layer. Using a contrastive divergence loss function
[42], RBMs can also be applied to collaborative filtering task [90]. It was
shown, that this model is able to handle large scale datasets, such as the
one used in the Netflix Prize competition, were it was one of the best
performing single models [56].
Autoencoder
The most simple form of an Autoencoder is very similar to a feedfor-
ward neural network, which consists of an input layer, one or multiple
hidden layer and an output layer. The main training goal of an Autoen-
coder is to learn a reconstruction of the input. It is, therefore, necessary
to assign the same amount of units to the output and input layer of
the network. Usually, the size of the hidden layer gets progressively
smaller towards the middle layer, which forces to the network to learn
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a compression of the input. The middle layer is, therefore, often called
bottleneck layer [15].
Variants of this network can further use these learned compressed rep-
resentations to directly predict ratings for collaborative filtering prob-
lems [98].
word2vec
The word2vec model was originally introduced to solve natural lan-
guage tasks by learning word embeddings [68]. Each word embed-
ding is representing a single word as a vector in a low dimensional
vector space, which is very similar to the user and item representations
learned by our proposed architecture.
There are two different ways to learn these word embeddings: by try-
ing to predict a word based on the surrounding words (CBOW architec-
ture) or by predicting the surrounding words based on a single word
(skip-gram architecture). The learned word embeddings are, in both
variants, considered to be of high quality and are nowadays used for
many language related tasks.
The word2vec architecture shares many similarities with our proposed
model. It is a shallow neural network with a large amount of units in
the input and output layer and a much smaller hidden layer. The word
embeddings are stored in the weights connecting to the hidden layer,
which is similar to the user representations of our proposed network.
However, the composition of the input is quite different between these
two models. The word2vec model takes the ordering of the input data
into account, whereas our model does not (at least in its current form).
Furthermore, our neural network is only predicting the output for a
single item unit. In contrast, the word2vec model tries to find the miss-
ing or surrounding words (depending on the architecture). Therefore,
it has to create an output for every possible word, which is computa-
tionally expensive, but can be sped up by using hierarchical softmax or
negative sampling [68].
58
3.8 Experiments and Results
While the word2vec model can not be used directly to predict ratings,
it can learn user or item representations, which can be used afterwards
by different machine learning models to solve this problem [6].
Deep Matrix Factorization
The deep matrix factorization model (DMF [41]) works by concate-
nating user and item representations and feeding them through mul-
tiple hidden layer to directly predict ratings. Variants of this flexible
architecture were, for example, used for the recommendation engines
of YouTube and the Google Play store [19, 22]. A possible architecture
could use two hidden layer, ReL activation functions and dropout for
regularization. We can use the same loss functions are introduced in
3.2.2.
3.8 EXPERIMENTS AND RESULTS
We will now evaluate the proposed neural network and the impact of mul-
tiple extensions on its overall predictive performance.
All experiments will be done on our three already introduced datasets.
For the Netflix Prize dataset, we will use the predefined probe dataset as test
set. The MovieLens 1M and Jester datasets are each split randomly in two
equally sized parts, one for the training of the model and one for the testing.
Due to the random sampling, there can be users and items in the test set that
are not present in the training set. This is usually called a cold start problem
(see Subsection 2.3.2). To minimize this effect, we will first remove all users
from the test set who are not present in the training set. Afterwards, we
do the same for all items. These two steps do not guarantee that all users
and items in the test set are known, but it minimizes the impact of the cold
start problem. The random splitting of these two datasets is repeated 10
times. The results for all splits are averaged afterwards. We also create one
additional split for each of these two datasets to tune all hyperparameters,
respectively. The hyperparameter optimization for the Netflix Prize dataset
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Table 3.2: Characteristics of the evaluation datasets
Name User count Item count Training samples Sparsity
MovieLens 1M 6 040 3 615 ≈ 500 000 97.7%
Netflix Prize 480 189 17 770 99 072 112 98.8%
Jester v2 57 700 140 ≈ 880 000 89.0%
is done on 1% of all users of the training data. An overview of the training
sets can be found in Table 3.2.
3.8.1 IMPACT OF OPTIMIZATION ALGORITHMS
As the use of either the Adam or SGD updater result in very different model
convergence behaviour, we will split our model evaluation into two parts.
In each part, we will evaluate four versions of our proposed network using
one of the mentioned updater. As it is computationally very expensive to
evaluate all possible combinations, we will first establish a reasonable base
model and extend it afterwards. This first and most simple variant does
not make use of any form of regularization or biases. Building on this, the
second network additionally uses L2 regularization. The third network ex-
tends the second network by using an additional bias layer. Our fourth and
most complete version extends the third network by also using max-norm
regularization.
We use a latent factor size K of 100, which was found to be sufficient to
achieve good results [102]. The batch size was 2 500 for the Netflix Prize
dataset and 1 000 for the Movielens 1M and Jester datasets. As for the hy-
perparameter optimization, we tuned the learning rate of the optimizer, the
regularization strength parameter (if used) and the constraint of the max-
norm regularization (if used). For all other parameters of the Adam op-
timizer, apart from the learning rate, we used the default settings of the
PyTorch implementation. The hyperparameter search is done according to
Subsection 2.2.5. We started the hyperparameter search for all of our neural
network models from the same initial set of parameters. For the learning
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rate, we searched in the range of [0.0001, 0.001], for the L2 regularization in
[0.000001, 0.00001] for Adam and [0.0005, 0.005] for SGD and for the max-
norm regularization in [1, 3]. The RMSE and MAE metrics are used to com-
pare all models (see Subsection 3.2.2).
3.8.1.1 ADAM OPTIMIZER
The convergence plots using the Adam optimizer can be found in Figure 3.5.
All evaluation metrics can be found in Table A.1.
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Figure 3.5: Results for the Adam optimizer. Max-norm regularization improves
RMSE metrics for all datasets and has stronger impact than L2 regu-
larization. The use of biases improved all metrics, most notably for the
Netflix Prize dataset.
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The predictive performance of our base model tends to decrease more
quickly after reaching its minimum compared to models using L2 regular-
ization. Our base model also achieved the worst scores in this comparison,
but not by a large margin as one might expect (see [64] for an additional dis-
cussion of this topic). We found that the absence of L2 regularization was
often partly compensated by using a much smaller learning rate. Neverthe-
less, using L2 regularization never decreased the predictive performance
and often lead to significantly better scores.
As expected, we found that models using a bias layer performed overall
better than models without such a layer. Their difference is most notably for
the Netflix Prize dataset.
Max-norm regularization has a significant effect on the convergence be-
haviour (especially for the Netflix Prize dataset). It helped to prevent over-
fitting after reaching the minimum to some extent, as for the MovieLens 1M
dataset, or even to eliminate it, as for the Jester and Netflix Prize dataset.
Overall, we achieved the best scores using this type of regularization in ad-
dition to the L2 regularization and the bias layer. However, this comes at
the expense of an additional adjustable parameter.
3.8.1.2 SGD OPTIMIZER
For the SGD optimizer, we used Momentum with ρ = 0.9 (see Subsubsec-
tion 2.2.3.1). The convergence behaviour using this optimizer can be found
in Figure 3.6. All evaluation metrics can be found in Table A.2.
The base model needs slightly less iterations to converge to its best score
but also quickly overfits after reaching this minimum, which is similar to the
behaviour using the Adam optimizer. L2 regularization helps to improve
predictive performance and has now a slightly stronger impact.
It is easily notable, that the use of a bias layer results in a very different
convergence behaviour, at least for the Jester and Movielens 1M dataset.
Using a bias layer significantly increases the number of iterations needed to
reach the respective minimum. Obviously, the user, item and global biases
have a strong impact on the overall predictive performance and the SGD
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Figure 3.6: Results for the SGD optimizer. The bias layer has a strong impact on
the convergence behaviour. SGD takes longer to find appropriate bias
weights but in the end achieves good scores.
optimizer needs more iterations to find appropriate weights. However, each
score is better or at least equally as good compared to models with no biases.
It also helped a lot slowing down or eliminating the fast overfitting after
reaching the minimum.
3.8.2 COMPARISON WITH DIFFERENT MODELS
Additionally, we compare our model against two popular frameworks. The
first one is a biased regularized matrix factorization model (BRMF). We
used the publicly available software MyMediaLite to compute all results
for this baseline model [30]. A factorization machine (FM) was used as the
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Table 3.3: Evaluation of all networks trained with the SGD optimizer
MovieLens 1M Netflix Prize Jester v2
RMSE MAE RMSE MAE RMSE MAE
BRMF 0.8760
(0.0008)
0.6934
(0.0005)
0.9147
(0.0003)
0.7119
(0.0003)
4.2962
(0.0036)
3.2009
(0.0025)
FM 0.8713
(0.0008)
0.6819
(0.0006)
0.9167
(0.0003)
0.7124
(0.0009)
4.1562
(0.0027)
3.1514
(0.0022)
Our model
(SGD)
0.8641
(0.0009)
0.6791
(0.0007)
0.9114
(0.0006)
0.7045
(0.0007)
4.1048
(0.0031)
3.1256
(0.0019)
second baseline model [80]. The results for this model were computed using
the open-source library libFM [81]. The FM model was trained using SGD.
All results can be found in Table 3.3.
Our model is able to achieve better scores on all datasets and for all met-
rics. Compared to the similar BRMF model, our network benefits most from
max-norm regularization.
Concerning the run-times of our model, we measured times for each it-
eration of about 2 seconds for the MovieLens 1M dataset, 6 seconds for the
Jester dataset and 250 seconds for the Netflix Prize dataset. To measure the
run-times, we used a workstation with a Intel i5-8400 CPU, a Nvidia RTX
2060 GPU and 32 GB RAM. The run-times for the Jester and Netflix Prize
dataset are comparable to those of MyMediaLite and slightly slower for the
MovieLens 1M dataset (measured on the same workstation). The reason for
this is the increased overhead of the PyTorch library, which is most notice-
able on smaller datasets. However, one of the main advantages of using
such a library is the vast ecosystem of available classes and methods, such
as the Adam optimizer or max-norm regularization. This speeds up the
development and optimization of the recommender system and prevents
incorrect implementations.
64
3.8 Experiments and Results
Table 3.4: Comparison with other authors
Model RMSE
Cinematch [9] 0.9514
softImpute ALS [38] 0.9430
RBM [90] 0.9190 1
SVD [28] 0.9167
Our model (see Table 3.3) 0.9114
Deep AutoEncoder [60] 0.9099
SVD with neighborhoods [7] 0.9090
Conditional RBM [90] 0.9070 1
1 estimated from [90, Figure 3].
3.8.2.1 COMPARISON WITH OTHER AUTHORS ON THE NETFLIX PRIZE
Due to the popularity of the Netflix Prize dataset, it is possible to find collab-
orative filtering literature with models trained and evaluated on the same
dataset as ours. We summarize a few results of different authors and mod-
els in Table 3.4. As one can see, our proposed model is, despite its simplicity,
holding up well against the other models.
3.8.3 EVALUATION SUMMARY
The experiments show that our neural network model is able to achieve
strong predictive performances for rating prediction tasks on explicit feed-
back datasets.
The networks performing the best were always the ones using all intro-
duced extensions, with max-norm regularization having the largest impact.
Although it introduces an additional hyperparameter c, we found the effort
to be worthwhile. It was relatively easy to find appropriate values for this
constraint parameter. Selecting from the range of [1, 2] usually yielded good
results.
Overall, we found it easier to find good hyperparameters for all models
using the Adam optimizer. With the SGD optimizer, it took more iterations
to reach the respective minimums and the convergence behaviour was less
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stable. In addition, the introduction of biases did not affect the convergence
behaviour of our models with the Adam optimizer as strongly as it did for
the SGD optimizer. In the end, we achieved good results with both optimiz-
ers, but will stick with Adam for the upcoming chapters.
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Chapter 4
Learning Bayesian Personalized
Rankings Using Neural Networks
In this chapter, we will modify the previously introduced neural network
architecture to solve collaborative filtering problems on implicit feedback
datasets.
We will show and prove similarities between our proposed network and
matrix factorization models trained with the Bayesian Personalized Rank-
ing (BPR) criterion, one of the most influential models for personalized
ranking tasks. In the later parts of this chapter, we will extend and eval-
uate the model thoroughly.
This chapter is based on our papers [26] and [27].
4.1 DEFINITION OF IMPLICIT FEEDBACK DATASETS
After already discussing the advantages and disadvantages of implicit feed-
back in Subsection 2.3.3, we will now start with a more detailed definition of
these datasets. If possible, we will use the same notations as in the previous
chapters.
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User Item Rating
1 2 -1
1 3 -1
2 1 -1
2 4 -1
3 4 -1
Table 4.1: Implicit feedback datasets. User 1 has interacted with items 2 and 3 in
some way. A rating of −1 indicates the missing of explicit feedback. We
are keeping the ratings column for reasons of consistency within this the-
sis.
Suppose we have a set of users U = {1, . . . , N} and a set of items I =
{1, . . . , M} with N, M ∈ N. In contrast to explicit feedback datasets, im-
plicit feedback datasets are missing the rating information. For each sample
of this dataset, we only know that user u interacted with item i in some
way. In this case, we set R = {−1}, which means that no explicit feedback
is available.
The implicit feedback dataset Simpl is, therefore, given by:
Simpl := {(u, i,−1) | u ∈ U, i ∈ I}. (4.1)
The rating r = −1 has no other use than to indicate that no rating was given.
It is unnecessary for this chapter, but we still keep it to be consistent with
the previous and upcoming chapter (see Table 4.1).
4.2 PERSONALIZED RANKING TASKS
Before we can define personalized ranking tasks, we first need to introduce
two important concepts: positive (or negative) items and the measure of
preference.
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We are calling an item positive or negative if it is associated with positive
or negative feedback, respectively, and define I+u as the set of all positive
items of user u ∈ U and I−u as the set of all negative items:
I+u := {i ∈ I : (u, i) ∈ S}, (4.2)
I−u := {i ∈ I : (u, i) ∈ (U × I) \ S}. (4.3)
This means that, an item is positive for a user u if this user has interacted
with it in some way (positive feedback). The set of all these user-specific
positive items is given by I+u . For example, given the training from Table 4.1,
we would get
I+1 = {2, 3} and I−1 = {1, 4},
I+2 = {1, 4} and I−2 = {2, 3},
I+3 = {4} and I−3 = {1, 2, 3}.
We are calling xui ∈ R the measure of preference of user u for item i. This
value measures how much a user likes an item. A user u prefers, therefore,
item i over item j if xui > xuj. We denote xˆui as the prediction made by a
model for xui and define
xuij := xui − xuj (4.4)
as the difference between the preferences of the positive and negative item.
The task we are dealing with is called personalized ranking. Here, our
model is trying to predict the measure of preference x such that xui > xuj
for all positive items i and negative items j for user u [83].
To achieve the task of learning personalized item rankings for each user,
our goal is to maximize the probability that for user u the relationship xˆui >
xˆuj holds true if i ∈ I+u and j ∈ I−u . This can be formalized measuring the
area under the ROC curve (AUC) defined as
AUC :=
1
|U||I+u ||I−u | ∑u∈U ∑i∈I+u
∑
j∈I−u
H
(
xˆuij
)
, (4.5)
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where H is the Heaviside function (see Equation (2.4)) [83]. The score for a
perfect model is 1, whereas a model with random predictions would achieve
a score of 0.5.
4.3 MATRIX FACTORIZATION MODELS FOR
IMPLICIT FEEDBACK DATASETS
One way to solve this problem is to interpret Simpl as a binary target ma-
trix Simpl and solve it using a matrix factorization model as explained in
Section 3.2 (see Figure 4.1). More refined methods work by deriving ad-
ditional confidence factors for each known user-item tuple [47]. However,
these methods are usually not optimized for the task of personalized rank-
ing.
4.3.1 BAYESIAN PERSONALIZED RANKING
The optimization criterion Bayesian Personalized Ranking (BPR) was pro-
posed by Rendle et al. in 2009 [83]. It was designed to directly optimize
the AUC metric. Their method is based on gradient descent with bootstrap
sampling and attempts to learn user-specific preferences between two items.
User Item
1 1
1 2
2 3
3 1
3 3
1 1 0
0 0 1
1 0 1
Item
User
Target MatrixImplicit Feedback Dataset
Figure 4.1: Implicit Target Matrix. The sparse target matrix (right) holds ones as
entries for each user-item interaction.
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It was shown that BPR is well suited for maximizing AUC and, therefore,
solving personalized ranking tasks. Here is an overview of how to apply
BPR to matrix factorization problems.
4.3.1.1 BOOTSTRAP SAMPLING
First, we use the bootstrap sampling method to create a training dataset T
with positive and negative items for each user. To create a set of p training
samples, we choose a uniformly randomly selected set of p users u ∈ U
(with replacement). For each user, one of his positive items i ∈ I+u and one
of his negative items j ∈ I−u is randomly selected (uniformly distributed
with replacement):
T ⊆ {(u, i, j) | u ∈ U, i ∈ I+u , j ∈ I−u }. (4.6)
The bootstrap sampling of training examples was shown to be helpful
to significantly speed up convergence. Usually, a fraction of all possible
training samples is enough to achieve sufficient predictive performance [83].
It is worth mentioning that this uniform sampling strategy for negative
items, while being good enough to achieve a strong predictive performance,
can be significantly improved. It was shown that non-uniform sampler for
negative items can increase overall model performance and speed up train-
ing convergence [82]. However, this thesis is more concerned with the tran-
sition of matrix factorization models into the domain of neural networks.
We will, therefore, not evaluate the impact of different sampling strategies.
4.3.1.2 BPR OPTIMIZATION CRITERION
The BPR optimization criterion was proposed as
BPR-Opt := arg max
Θ
∑
(u,i,j)∈T
ln σ
(
xˆuij
)
, (4.7)
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where Θ represents all model parameters and σ the sigmoid function (see
Equation (2.7)). Rendle et al. applied this criterion to a matrix factorization
model and derived all weight updates as
Θ← Θ+ α
(
1
1+ exˆuij
· ∂
∂Θ
xˆuij
)
(4.8)
with
∂
∂Θ
xˆuij =

(
qi − qj
)
if Θ = pu,
pu if Θ = qi,
−pu if Θ = qj,
0 else,
(4.9)
where p represent the user weights and q the item weights [83, Section 4.3.1].
Since its first proposal, BPR has been shown to achieve state-of-the-art
performances for personalized ranking tasks. In addition, it has been trans-
ferred to various other problems, like visual ranking [40], group preferences
[76] or link prediction tasks in social network graph data [59].
4.4 NEURAL NETWORK ARCHITECTURE
We will now build a neural network architecture, based on the already in-
troduced network from the previous chapter, to solve personalized ranking
tasks. We will show that the proposed network is similar to a matrix factor-
ization model trained using the BPR optimization criterion.
4.4.1 OVERVIEW
Our proposed model is a modified version of the feedforward neural net-
work already proposed in Section 3.3. It has four specific layers L: a user
layer L1 with N units, a hidden layer L2 with K units, an item layer L3 with
M units and a ranking layer L4 with one unit (see Figure 4.2). The basic net-
work structure, including the user, hidden and item layer, is the same as in
the previous chapter. The user layer L1 has as many units as there are users,
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Figure 4.2: Neural network architecture for implicit feedback. The solid lines con-
necting to the hidden layer represent the weights of user u. The green
lines connecting to the upper item unit represent the weights for the
positive item unit i. The lower connected item unit represents the nega-
tive item unit j.
the item layer L3 has as many units as there are items. The parameter K of
the hidden layer determines the size of all latent user and item factors.
Using the same notations as in the previous chapter, W2 can be inter-
preted as the representations of the users U and thus, W2·u as the represen-
tation of user u ∈ U. Analogically, we interpret W3 as the representations of
the items I and W3i· as the latent factor of item i ∈ I. In contrast to the previ-
ous chapter, all representations will now be learned by ranking user-specific
positive and negative items.
4.4.2 FORWARD PROPAGATION
Let T ⊆ {(u, i, j) | u ∈ U, i ∈ I+u , j ∈ I−u } be a set of training examples cre-
ated using the bootstrap sampling approach from Subsubsection 4.3.1.1.
We will now explain the forward propagation for a single training triple
(u, i, j) ∈ T.
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As in the previous chapter, we are using the binarized version a1 = 1u ∈
{0, 1}N of u as the input for the network (see Equation (3.21)). Using this
input to the network, the output a2 of the hidden layer L2 is, again, given by
a2 = f 2
(
W2a1
)
= f 2
(
W2·u
)
. (4.10)
Up to this point, the forward propagation is identical to our model for
explicit feedback of the previous chapter.
The task for our model is to learn to rank user-specific positive and nega-
tive items. For this it is sufficient to only compute the output for the units of
the positive item i and the negative item j. Therefore, only the weights W3i·
and W3j·, in combination with the activation of the previous layer, are used
to compute the output of the item layer a3, which is given by:
xˆui := a3i = f
3
(
W3i·a
2
)
(4.11)
xˆuj := a3j = f
3
(
W3j·a
2
)
(4.12)
The ranking layer consists of only one unit and two incoming constant
weights with W41 i = 1 and W
4
1 j = −1. Thus, the positive weight is always
connected to the positive item unit of the previous layer and vice versa for
the negative weight. The output of this layer is, therefore, given by:
a4 = σ
(
a3i − a3j
)
= σ
(
xˆuij
)
. (4.13)
We are using the logistic sigmoid σ as the activation function for this layer
to get the probability estimate that user u prefers item i over item j.
The output of this neural net is, therefore, determined by the user weights
W2·u and the item weights W3i· and W
3
j·. Using our already established nota-
tion, we are calling these weights active and denote W := W(u, i, j) as the
set of all active weights for the training triple (u, i, j).
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4.4.3 BACKPROPAGATION
To better illustrate similarities between our model and a matrix factorization
model trained with BPR, this section uses a simplified version of our pro-
posed model that uses only identity activation features in both the hidden
and item layers.
The cross entropy C is used as the cost function for the network (see Sub-
section 3.2.2):
C = − 1|R| ∑
(u,i,j)∈R
y · ln σ(xˆuij)+ (1− y) · ln (1− σ(xˆuij)). (4.14)
Our training set T is missing target values y in the classical machine learn-
ing sense, but since it is our goal to maximize the probability σ
(
xˆuij
)
, we can
set y = 1 for every training sample.
We can also come to this conclusion from a different point of view. As-
suming we have a modified training set T∗ with
T∗ = {(u, i, j) | u ∈ U, i ∈ I, j ∈ I}. (4.15)
For each triple (u, i, j) ∈ T∗, we would not know instantly if a user u prefers
item i over item j, because both items i and j are taken from the full set of all
items I. Therefore, we would need an indicator y to signal this preference,
which is 1 if xui > xuj and 0 if xui < xuj. However, xui < xuj with y = 0 is
equivalent to xui > xuj with y = 1. This means that we can always easily
switch the relation between items to get y = 1 (see also Figure 4.3). Our
training dataset T is created exactly in such a way, that i is always a positive
and j always a negative item, which leads to y = 1 for all samples.
Using y = 1 for all samples results in:
C = − 1|R| ∑
(u,i,j)∈R
ln σ
(
xˆuij
)
. (4.16)
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Figure 4.3: Implicit Training Data. Creating training samples with random items
(left) requires a target vector y. We can switch items to create a positive
target for each sample (middle). This makes the target vector unneces-
sary and is reflected in our definition of positive and negative items.
The general update rule to find the weight updates for all active weights W
is given by
W←W+ α∆W, (4.17)
where α is the learning rate.
To derive the updates ∆W for every active weight, the error δ of the rank-
ing layer is propagated backwards through the net. Let δli be the error for
unit i in layer l. Furthermore, let ∆Wli· be the update for weight W
l
i·. The
error for the ranking layer δ41 is given by:
δ41 = y− σ
(
xˆuij
)
= 1− σ(xˆuij)
= σ
(−xˆuij). (4.18)
As stated above, the incoming weights of the ranking layer are constant
and thus not updated. Backpropagating the error δ41 to the positive and the
negative item units of the item layers yields
δ3i = σ
(−xˆuij), (4.19)
δ3j = −σ
(−xˆuij), (4.20)
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and results in the following weight updates:
∆W3i· = W
2·u · σ
(−xˆuij) (4.21)
∆W3j· = −W2·u · σ
(−xˆuij) (4.22)
Finally, we need to back-propagate the error to the active unit of the user
layer and update the weights of user u. The error δ2u is given by:
δ2u = W
3
i· · σ
(−xˆuij)−W3j· · σ(−xˆuij)
=
(
W3i· −W3j·
)
· σ(−xˆuij). (4.23)
We are only updating the active unit for user u in the user layer and since 1u
is used as input to the net, the update for the weights of the user u is given
by:
∆W2u = δ
2
u. (4.24)
At this point, we know how to update all weights for a single training
sample. However, as already explained in Subsubsection 2.1.5.1, we will
not update the weights after each single sample but after a mini-batch of
p samples. The batch size p is usually taken from the range of [128, 2048]
[41, 45]. Each of these batches will be created using the bootstrap sampling
approach (see Subsubsection 4.3.1.1).
4.4.4 BIAS LAYER
Using the same method as in the previous chapter, we can integrate bi-
ases by using a dedicated bias layer. This layer is positioned between the
item and the ranking layer and modifies the activation of the item layer by
adding the relevant biases (see Figure 4.4). This time, however, we are mod-
ifying the output of the positive as well as the negative item unit.
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Figure 4.4: Implicit feedback neural network with biases. User, item and global
biases are added to the output of the positive and negative units of the
item layer (symbolized by letter b).
The output of the bias layer is thus given by modifying Equation (4.12)
such that
abiasi = f
bias
(
a3i + b
U
u + b
I
i + b
g
)
, (4.25)
abiasj = f
bias
(
a3j + b
U
u + b
I
j + b
g
)
, (4.26)
where bg represents the global bias, bU the user biases and bI the item biases.
All biases are initialized with zeros.
The output of the ranking layer is then given by:
a4 = σ
(
abiasi − abiasj
)
(4.27)
Here, the global and user biases are only relevant if a non-linear activation
function f bias is used for the bias layer. Using an identity activation function
instead, simplifies the output to
a4 = σ
(
a3i + b
I
i − a3j − bIj
)
. (4.28)
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4.5 CONNECTIONS TO BAYESIAN PERSONALIZED
RANKING
After doing all the necessary preparatory work, we can easily prove simi-
larities with BPR.
In the previous chapter, we have already shown that this kind of network
(without the ranking layer) is similar to a matrix factorization model. Even
with the ranking layer, this still holds true. The measure of preference xˆui
for a single user u and a single item i is simply given by the dot product of
the corresponding latent factor vectors (see Equation (4.12)):
xˆui = W2·u ·W3i· (4.29)
The target matrix of all predicted preference measures Xˆ is, therefore, given
as the matrix decomposition:
Xˆ ≈W2 ·W3. (4.30)
In Section 4.4.3, we have already shown that our neural network opti-
mizes the same loss as BPR (see Equation (4.16)).
Additionally, by comparing the BPR update rules (see Equation (4.9))
with those for our network (see equations (4.21), (4.22) and (4.24)), we also
find that they are the same for both models.
To summarize our findings, both models are matrix factorization models,
both optimize the same loss function and both are updating their model
weights using the same update rules.
4.6 EXPERIMENTS AND RESULTS
4.6.1 SETTING
The evaluation of the proposed network will be done using the three already
introduced datasets. Since all datasets contain explicit ratings, we convert
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Table 4.2: Characteristics of the evaluation datasets
Name User count Item count Samples per set Sparsity
MovieLens 1M 6 040 3 400 287 500 98.6%
Netflix Prize 10 000 12 000 580 500 99.5%
Jester v2 50 000 140 580 000 91.8%
them to implicit ones by only keeping samples with a rating above 3 for
the Netflix Prize and MovieLens 1M dataset and a score above 0 for the
Jester dataset. A random sample of 10 000 users is used for the Netflix Prize
dataset to speed up the evaluation. Each dataset is split randomly into two
sets of equal size. These sets will be our train and test set, respectively. Due
to the random sampling, there can be users and items in the test set that
are not present in the training set. To mitigate this cold start problem, we
apply the same process that was already used in the previous chapter (see
Section 3.8). An overview of all evaluation datasets is given in Table 4.2.
The described process is repeated ten times and the results for each model
are averaged. We used the same process outlined above to create an addi-
tional training and test set, which is used as a validation set to optimize all
model hyperparameters.
The AUC metric, as given by Equation (4.5), and the Precision@5 metric
(Prec@5), which gives the ratio of relevant items in the top 5 recommended
items, are used to measure the performance of all models.
For the creation of the training batches, we made sure to sample the neg-
ative items only from the full training set of the respective split. We use a
hidden layer size K of 100, which was shown to be large enough for achiev-
ing good results in personalized rankings tasks [47, 83]. The batch size was
set to 500. We used the Adam optimizer, which was found to achieve good
results for similar rating prediction tasks (see Subsection 3.8.3).
As for the hyperparameter optimization, we tuned the learning rate of
the Adam optimizer and the strength parameter for the L2 regularization
(if used). For all other parameters, we used the default settings of the Py-
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Torch implementations. The hyperparameter search was done using the
same process already established in Subsection 2.2.5 and Subsection 3.8.1.
4.6.2 BASE MODEL
In Figure 4.5, we are comparing the convergence behaviour of three differ-
ent versions of our network (see Table A.3 for all detailed scores).
The first version is our base network, which uses only identity activation
functions, no bias layer and no L2 regularization. Building on this, the sec-
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Figure 4.5: Implicit model evaluation. Comparison of the convergence behaviour
of three versions of our proposed network. Using an additional bias
layer improves AUC score for all datasets. L2 regularization helps
greatly to prevent overfitting.
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ond network uses additional L2 regularization and the third version also
uses an additional bias layer.
The bootstrap sampling strategy to create all training examples (see Sub-
subsection 4.3.1.1) allows the creation of an almost unlimited number of
different samples. Enlarging the training dataset is, in itself, a useful form
of regularization, especially common in deep convolutional networks used
for image recognition tasks [70, 97].
However, we found that this is not enough to prevent overfitting in our
use case. Networks without L2 regularization overfitted fairly quickly and
did not achieve the predictive performance of other more complex models.
However, the bootstrap sampling strategy in combination with the usage of
L2 regularization made any form of early stopping unnecessary. The predic-
tive performance of all models did not decrease the more samples are feed
to the networks.
The additional bias layer helped to further improve the predictive perfor-
mance concerning the AUC metric for all three datasets, most notably for
the Jester dataset. For the Precision@5 metric, a slightly faster convergence
speed could be observed, but given enough samples both models reached
about the same final score.
4.6.3 IMPACT OF NONLINEAR ACTIVATION FUNCTIONS
In Figure 4.6, we are evaluating the impact of multiple bias layer activation
functions on the convergence behaviour of our network. The detailed scores
for all models can be found in Table A.4.
Since our network is trying to push the measure of preference for user-
specific positive and negative items as far apart as possible, we can assume
that unbounded activation functions should work better than bounded ones.
Apart from the Tanh function, we can see that all activation functions
converge to a very similar final score. The Tanh function performs by far the
worst, which is due to its boundedness on both sides. Since ReLU perform
very well, it seems to be sufficient to be unbounded on one side to achieve
good scores.
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Figure 4.6: Impact of activation function on model performance. Nonlinear activa-
tion functions in the bias layer help to slightly speed up convergence,
but ultimately all models, except the Tanh model, converge to about the
same score.
The usage of a nonlinear activation function has no significant impact on
the final scores for both metrics in all of our benchmark datasets (except for
Tanh). However, it helps to speed up convergence, which can best be seen
on the AUC evaluation of the MovieLens dataset.
Overall, there is no downside to using ReL, LeakyReL or SEL activation
functions in our network. It never decreases the final scores and speeds up
convergence slightly.
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Table 4.3: Comparison with different baseline models
MovieLens 1M Netflix Prize Jester v2
AUC Prec@5 AUC Prec@5 AUC Prec@5
WRMF 0.9174
(0.0003)
0.4527
(0.0025)
0.9305
(0.0008)
0.3865
(0.0029)
0.8680
(0.0001)
0.4568
(0.0003)
BPRMF 0.9324
(0.0001)
0.4820
(0.0025)
0.9521
(0.0003)
0.3753
(0.0035)
0.8964
(0.0003)
0.4744
(0.0006)
DMF 0.9231
(0.0002)
0.3913
(0.0028)
0.9434
(0.0007)
0.3134
(0.0033)
0.8768
(0.0002)
0.4336
(0.0007)
Our Model 0.9367
(0.0002)
0.4987
(0.0020)
0.9567
(0.0006)
0.3912
(0.0038)
0.9023
(0.0002)
0.4868
(0.0006)
4.6.4 COMPARISON WITH OTHER AUTHORS
We are also comparing the best version of our network (with SEL activa-
tion function in the bias layer) against popular matrix factorization baseline
models: a weighted matrix factorization model (WRMF [47]), a matrix fac-
torization model using the BPR optimization criterion (BPRMF [83]) and
a deep matrix factorization model (DMF [41]). The publicly available soft-
ware MyMediaLite was used to compute the results for the first two base-
line models [30]. We extended our own PyTorch framework to implement
the deep matrix factorization model (see 3.7). We used two hidden layers
(with 1024 and 512 units respectively). Each of these two layers uses ReLU
activation functions and dropout for regularization. The input size of the
user and item representations was set to 100 to be comparable with our
own proposed network. We used the BPR loss as training criterion for this
benchmark model.
All results can be found in Table 4.3. Displayed are the mean scores and
standard deviations (in brackets) over all ten runs.
The matrix factorization models trained using the BPR criterion achieved
a superior AUC performance compared to the WRMF model in all exper-
iments. This is no surprise, since these models are directly optimizing this
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metric. Our best model achieved a significantly stronger predictive perfor-
mance on all datasets for all metrics compared to the benchmark models.
Despite sharing many similarities, the additional use of a bias layer in com-
bination with the SEL activation function is useful to further improve the
predictive performance of our neural network on all benchmarks compared
to the BPRMF model. Despite extensive architecture and hyperparameter
search, we were not able to achieve competitive results on all metrics with
the DMF model. While being mediocre concerning the AUC metric, the
Prec@5 metric lags behind all other benchmark models. Possible improve-
ments to this model might be achievable by using pre-trained user and item
representations [41].
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Chapter 5
Improved Personalized Rankings
Using Mixed Feedback Datasets
In this chapter, we will deal with datasets consisting of a mixture of implicit
and explicit feedback.
To use both of these sources of information, we will combine both pre-
viously introduced neural network architectures. Our proposed network
handles implicit feedback by learning item rankings (as introduced in Chap-
ter 4) and using them in addition to all features learned using a matrix fac-
torization network (similar to Chapter 3). We will show that this approach
is useful to improve the predictive performance of the model especially for
ranking measures like AUC.
This chapter is based on our paper [25].
5.1 DEFINITION OF MIXED FEEDBACK DATASETS
While most users only give hints about their personal preferences through
implicit feedback, some also explicitly rate items. We now want to make use
of both sources of information.
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Mixed feedback datasets are in this context datasets consisting of a mix-
ture of both implicit and explicit feedback. This type of feedback is, there-
fore, the most comprehensive one and contains the most information about
users and items. Mixed feedback datasets also include users, who have
given no explicit feedback. Their preferences have to learned using their
implicit feedback only.
If possible, we will make use of the already established notation. Let U =
{1, . . . , N} be a set of users and I = {1, . . . , M} a set of items with N, M ∈
N. The set of all ratings is given by R = {−1, 0, 1}, where the value 1 is
given if a user liked the item and vice versa for 0. The value −1 highlights
that no explicit information is available for this user-item tuple.
A mixed dataset Smix is defined as
Smix := Sexpl ∪ Simpl, (5.1)
where
Sexpl := {(u, i, r) | u ∈ U, i ∈ I, r ∈ R} (5.2)
is the set of all explicit feedback information, as used in Section 3.1, and
Simpl := {(u, i,−1) | u ∈ U, i ∈ I} (5.3)
is the set of all implicit information, as used in Section 4.1. All mixed feed-
back dataset can also easily be visualized by a table with three columns (see
Table 5.1).
5.2 NEURAL NETWORK ARCHITECTURE
We will now build a neural network architecture, which combines both net-
works introduced in the previous two chapters to solve collaborative filter-
ing problems for mixed feedback datasets.
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User Item Rating
1 1 0
1 2 1
1 3 -1
2 1 -1
2 4 -1
User Item Rating
1 4 0
2 2 1
2 3 0
Table 5.1: Mixed Feedback Dataset. Training data (left): The rating value of −1
highlights that no explicit information was available. User 1 has explicit
as well as implicit information in his training data. User 2 has only im-
plicit data. Test data (right): Explicit binary ratings have to be predicted
for both users.
5.2.1 MAIN IDEA
In the previous chapters, we have seen that matrix factorization models usu-
ally learn a set of latent user and latent item factors to predict a target. For
mixed feedback datasets, our model learns an additional set of item factors:
one for the explicit and one for the implicit information in the dataset. The
final target prediction of our model is a weighted average of two separate
predictions: one using the user factors in combination with the explicit item
factors and one using the user factors in combination with the implicit item
factors.
Therefore, our model consists of one part to train the explicit item factors
and one part to train the implicit item factors. However, both parts share
the same user factors. Each part will update their relevant item factors, but
both parts will use and update the same latent user factors.
While the explicit item factors are updated using all available explicit
feedback information (similar to most matrix factorization models), the im-
plicit item factors are trained to rank user-specific positive and negative
items. Our proposed network to deal with mixed feedback datasets is, there-
fore, a direct combination of our network for explicit feedback of Chapter 3
and our BPR network of Chapter 4.
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5.2.2 MODEL OVERVIEW
Our proposed network consists of two parts: one part to process the explicit
feedback and one for the implicit feedback (see Figure 5.1).
The network is a concatenation of four specific layers L. A user layer L1
with N units. This layer has as many units as there are users and is respon-
sible for learning the user representations. The next layer is the hidden layer
L2 with K units, which determines the size of all learned representations. Up
to this point, our network is identical to the networks derived in the previ-
ous chapters. The following item layer L3 holds the explicit and implicit
item representations. It has, therefore, 2 ·M units, which is twice the usual
amount. The last layer L4 is a combination layer, which merges the outputs
of the explicit as well as the implicit part of the network. For the implicit
1
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impl
rui
expl
xui
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xui
impl
xuj
xuij
rui
Item Layer Combination Layer
Item
Representations
+1
-1
w1
w2
Explicit Part
Implicit Part
Figure 5.1: Neural network architecture for mixed feedback. The upper part of the
network, leading to rui, handles the prediction of explicit ratings. This fi-
nal prediction of this part is a weighted average of one prediction using
the implicit item factors (green) and one using the explicit item factors
(red). The lower part, leading to xuij, updates the implicit item factors
by learning to rank user-specific positive and negative items.
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part, this layer ranks positive and negative items and for the explicit part, it
computes a weighted average of the rating and ranking prediction.
We are using the same notations as in the previous chapters with some
minor changes. Let Iexpl ∈ RK×M and Iimpl ∈ RK×M be the sets of weights
connecting the hidden layer to the explicit and implicit item layer, respec-
tively. The output of the explicit part is given by rui, which is the usual short
notation for the rating r given by user u to item i. Therefore, rexplui is used for
the rating prediction using the explicit item weights Iexpl.
The output of the implicit part of the network xuij is determined by the
probability that user u prefers item i over item j (as in Chapter 4). We use
ximplui for the prediction of the measure of preference for item i from user u
using the implicit item weights Iimpl.
5.3 TRAINING
We use a two-sided approach to train the network. All explicit samples
are used to train the explicit part of the network. The implicit part of the
network is trained by learning to rank positive and negative items. To do
this, we need two separate training sets.
5.3.1 PREPARATION OF TRAINING SETS
To train the network, we need training samples for the explicit as well as the
implicit part of the model (see Figure 5.2). All samples for the explicit part
are given by Sexpl. For consistency with the previous chapters, we use the
notation Texpl := Sexpl for this set.
The training samples for the implicit part Timpl are created using the al-
ready introduced bootstrap sampling process (see Subsubsection 4.3.1.1).
Each sample from Timpl represents, therefore, user-specific positive and neg-
ative items.
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User Item Rating
1 1 -1
1 2 -1
2 2 1
2 3 -1
3 3 0
User Item Rating
2 2 1
3 3 0
User
Pos. 
Item
Neg. 
Item
1 1 3
2 2 1
3 3 2
Figure 5.2: Creation of training data. Starting from the full training data (middle ta-
ble), we create explicit (left table) and implicit training sets (right table).
The explicit training set consists of all available explicit samples. The
implicit training set is sampled from user-specific positive and negative
items.
5.3.2 EXPLICIT PART
Let (u, i, r) ∈ Texpl be a single training triple for the explicit part of the
network, where u ∈ U represents a user, i ∈ I an item and r ∈ {0, 1} a
binary rating.
Similar to the previous chapters, we use a binarized version a1 = 1u ∈
{0, 1}N of u as the input for the network. The output a2 ∈ RK is given by:
a2 = U · a1
= Uu. (5.4)
In our evaluation, we found no benefit from using anything other than
identity activation functions for the hidden layer. We are, therefore, omit-
ting the notation of the activation functions for this layer.
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We select the implicit and explicit weights for item i to compute the out-
put of the item layer a3:
a30 = f
3(a2 · Iexpli ) = rˆexplui (5.5)
a31 = f
3(a2 · Iimpli ) = xˆimplui (5.6)
Here, f 3 : R→ R is the activation function of the item layer.
The output of the explicit part of our network rˆui is given by:
rˆui = σ(w1 · a30 + w2 · a31) (5.7)
In the output layer, we use the logistic sigmoid activation function σ to
get the probability estimate that user u likes item i.
We achieved our best results using the weights w1 = 0.5 and w2 = 0.5
instead of letting the network learn them. This way the network is forced to
use both parts of the network equally. Using w1 = 1 and w2 = 0 disables
the implicit part and reduces our model to a BRMF model (see Section 3.2).
After forward propagating, we compare the prediction rˆui with the target
rui and back-propagate the loss rui − rˆui using the common cross entropy
cost function (see Subsection 3.2.2). We are updating all weights except the
implicit item weights, which get updated during the training of the implicit
part of the network.
5.3.3 IMPLICIT PART
Let (u, i, j) ∈ Timpl be a single training triple for the implicit part, where
u ∈ U is a user, i ∈ I+u is a positive item and j ∈ I−u is a negative item
for this user. Similarly to the training of the explicit part of our network,
feed-forwarding this sample through the implicit part of the network yields
xˆuij = σ(xˆ
impl
ui − xˆimpluj ) (5.8)
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with
xˆimplui = f
3(Uu · Iimpli ), (5.9)
xˆimpluj = f
3(Uu · Iimplj ). (5.10)
Again, we use the logistic sigmoid activation function σ to get the prob-
ability estimate that user u prefers item i over item j. The constant weights
of the combination layer force the implicit part of our network to learn pair-
wise item rankings. This part of the model is, therefore, equivalent to a
BPRMF model (see Section 4.3).
The training samples Timpl are missing target values y, but we can use the
same trick as in the previous chapter to set y = 1 for every training sam-
ple (see Subsection 4.4.3). Using the cross entropy cost function, we back-
propagate the loss 1− xˆuij and update the user weights and the implicit item
weights.
5.3.4 MINI-BATCH-PROCESSING
For each training epoch, we have a set of |Texpl| samples for the explicit part
and a set of |Timpl| samples for the implicit part of our model. Instead of
processing a single sample at a time, we split each set into mini-batches of p
samples. During each training epoch, we process all available mini-batches
in a random order, which helps to improve convergence of both parts of the
network. An epoch is finished once all mini-batches were processed. We
create a new set of training samples Timpl for each training epoch.
Using the set of negative items I−u to create Timpl can be memory consum-
ing and computationally slow. Since most users interact only with a small
percentage of all items, we found it to be sufficient to sample item from all
possible items instead of using I−u . We found no significant loss of predictive
performance using this approximate approach.
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5.3.5 BIAS LAYER
In the previous chapters we have already shown that using an additional
bias layer can be helpful to improve the predictive performance for our neu-
ral networks when dealing with explicit and implicit feedback datasets. We
will, therefore, add such a layer to our combined network as well.
It is placed between the item and the combination layer (see Figure 5.3)
and modifies the prediction of the explicit part rˆui by
rˆui = σ(w1 · rˆexplui + w2 · xˆimplui ) (5.11)
with
rˆexplui = f
bias(a30 + bu + b
expl
i + bg), (5.12)
xˆimplui = f
bias(a31 + bu + b
impl
i + bg). (5.13)
Here, bg represents the global bias, bu the overall user bias, b
expl
i the item
bias for the explicit part and bimpli the item bias for the implicit part. The
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Figure 5.3: Neural network architecture with biases for mixed feedback. The addi-
tional bias layer is responsible for adding user, item and global biases.
We are using two separate item biases: one used and updated for the
implicit part and one for the explicit part.
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same user biases are used, therefore, for both parts of the network but both
distinct sets of item biases are learned for each part individually.
The prediction of the implicit part of the network xˆuij is also modified by
xˆuij = σ(xˆ
impl
ui − xˆimpluj ) (5.14)
with
xˆimplui = f
bias(Uu · Iimpli + bu + bimpli + bg), (5.15)
xˆimpluj = f
bias(Uu · Iimplj + bu + bimplj + bg). (5.16)
As in the previous chapters, all biases are initialized with zeros.
5.4 EXPERIMENTS AND RESULTS
5.4.1 SETTING
We will evaluate our model using the three already introduced datasets and
use the same binarization strategy as in the previous chapter (see Subsec-
tion 5.4.1).
To simulate the situation where users have only provided few or even no
explicit feedback information, we create multiple mixed variants of all three
datasets. The following process was used to create all benchmark datasets.
At first, a given percentage s of all explicit ratings are dropped. Afterwards,
all explicit ratings of t percent of all users are dropped. This way, t percent
of all users have only implicit information left and the remaining users lose
about s percent of their provided explicit information. We use the short no-
tation ML(s, t) , Net f lix(s, t) and Jester(s, t) to denote all benchmark data-
sets, which were created using the explained process on the MovieLens 1M,
Netflix Prize and Jester dataset, respectively. Using this notation, ML(0, 0),
Net f lix(0, 0) and Jester(0, 0) simply refer to the full datasets.
The MovieLens 1M and Jester datasets are split into two parts of equal
size similar to the procedures outlined in the evaluation section of the pre-
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vious chapter. The Netflix Prize dataset comes with a predefined probe
dataset, which we used as test set to validate all predictions. To speed up
computation, we randomly selected 10 000 out of all 480 189 users for the
Netflix Prize dataset in each run. The process to create the benchmark data-
sets was applied on the respective training data of each dataset and of each
run. The test data was left unchanged because we want to benchmark our
model predicting explicit ratings even though a user’s training data did not
contain explicit information. We did a total of five runs for each dataset
variant and averaged the results. We used the described process to create
an additional train and test set for each dataset variant as validation sets for
hyperparameter tuning.
Our model is compared against two popular baseline models:
BRMF
A biased regularized matrix factorization model, which is implemented
using the explicit part of our model (see Subsection 5.3.2). This model is
especially useful as a fair comparison with our full network to directly
evaluate the impact of the integration of implicit information.
FM
We used a factorization machine as the second baseline model [80]. As
in Subsection 3.8.2, we used the libFM framework [81] to compute all
results for this model. It was trained using the Markov Chain Monte
Carlo optimizer (MCMC).
We are using three metrics to evaluate the model performance. The AUC
metric as given by Equation (4.5) to measure the ranking quality, logistic
loss (LogLoss) and accuracy to measure the overall predictive performance.
5.4.2 NETWORK INITIALIZATION DETAILS
User weights as well as explicit and implicit item weights are initialized
with uniformly distributed random numbers from the range of [−0.01, 0.01].
We are using a SEL activation function in the bias layer and two Adam op-
timizer: one for the explicit and one for the implicit part of the network. To
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mitigate overfitting, we use L2 and max-norm regularization for all weights.
The hyperparameter search was done using thr same ranges as in Subsec-
tion 3.8.1. As a rule of thumb, we found that the learning rate and L2 regu-
larization hyperparameters of the implicit Adam optimizer were at about a
tenth of those parameters of the explicit optimizer.
5.4.3 RESULTS
The convergence behaviour for all dataset and all metrics can be found in
Figure 5.4. As one might expect, the amount of explicit feedback is a main
driver for overall model performance. Models trained on datasets with
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Figure 5.4: Convergence behaviour on mixed datasets. There is no need for any
kind of early stopping in most evaluations. As expected, datasets with
more explicit feedback data achieve overall better scores.
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more explicit feedback information perform significantly better than mod-
els trained on the more sparse dataset. For most models, there is also no
overfitting after reaching its respective optimum, which makes it unneces-
sary to apply any form of early stopping. This is due to the usage of L2 and
max-norm regularization (as we have already seen in evaluation sections of
the previous chapters).
5.4.3.1 COMPARISON WITH DIFFERENT MODELS
The evaluation results of all models for the MovieLens 1M datasets can be
found in Table 5.2, for the Netflix Prize datasets in Table 5.3 and for the Jester
dataset in Table 5.4.
Table 5.2: Evaluation results for the MovieLens 1M dataset
Metric Model ML(0, 0)
ML
(0.5, 0.25)
ML
(0.5, 0.5)
ML
(0.5, 0.75)
AUC
BRMF 0.8216
(0.0010)
0.7830
(0.0013)
0.7633
(0.0016)
0.7382
(0.0014)
FM 0.8248
(0.0010)
0.7877
(0.0008)
0.7668
(0.0016)
0.7410
(0.0014)
Our model 0.8249
(0.0016)
0.7901
(0.0013)
0.7709
(0.0015)
0.7455
(0.0013)
LogLoss
BRMF 0.5196
(0.0008)
0.5574
(0.0017)
0.5737
(0.0013)
0.5929
(0.0013)
FM 0.5032
(0.0010)
0.5438
(0.0007)
0.5642
(0.0016)
0.5885
(0.0012)
Our model 0.5119
(0.0014)
0.5466
(0.0010)
0.5635
(0.0011)
0.5860
(0.0014)
Accuracy
BRMF 0.7470
(0.0007)
0.7173
(0.0016)
0.7032
(0.0011)
0.6855
(0.0014)
FM 0.7504
(0.0007)
0.7217
(0.0008)
0.7067
(0.0015)
0.6890
(0.0015)
Our model 0.7512
(0.0017)
0.7233
(0.0009)
0.7089
(0.0014)
0.6918
(0.0011)
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Table 5.3: Evaluation results for the Netflix Prize dataset
Metric Model Netflix(0, 0)
Netflix
(0.5, 0.25)
Netflix
(0.5, 0.5)
Netflix
(0.5, 0.75)
AUC
BRMF 0.7844
(0.0019)
0.7446
(0.0016)
0.7181
(0.0016)
0.6868
(0.0021)
FM 0.7879
(0.0015)
0.7482
(0.0017)
0.7211
(0.0015)
0.6889
(0.0021)
Our model 0.7871
(0.0026)
0.7486
(0.0023)
0.7237
(0.0025)
0.6969
(0.0023)
LogLoss
BRMF 0.5443
(0.0013)
0.5812
(0.0017)
0.6001
(0.0017)
0.6194
(0.0012)
FM 0.5373
(0.0019)
0.5751
(0.0016)
0.5955
(0.0016)
0.6171
(0.0020)
Our model 0.5416
(0.0019)
0.5784
(0.0013)
0.5975
(0.0014)
0.6151
(0.0030)
Accuracy
BRMF 0.7221
(0.0019)
0.6906
(0.0019)
0.6733
(0.0016)
0.6513
(0.0021)
FM 0.7279
(0.0018)
0.6942
(0.0014)
0.6733
(0.0016)
0.6521
(0.0021)
Our model 0.7255
(0.0017)
0.6950
(0.0020)
0.6756
(0.0021)
0.6583
(0.0026)
Our combined neural network achieves a significantly improved predic-
tive performance compared to the BRMF model on almost all metrics and
datasets (with the exception of the LogLoss metric on the full Jester dataset).
This is especially interesting as both models have a lot in common, with the
only difference being that implicit feedback is additionally integrated using
pairwise item rankings.
It can also be seen, that the FM model performs significantly better than
the BRMF model. This is no surprise, since the FM model can easily mimic
most matrix factorization models [80].
Our model consistently performs better or at least as well as the FM
model in terms of AUC and accuracy metrics. The difference between both
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Table 5.4: Evaluation results for the Jester dataset
Metric Model Jester v2(0, 0)
Jester v2
(0.5, 0.25)
Jester v2
(0.5, 0.5)
Jester v2
(0.5, 0.75)
AUC
BRMF 0.8070
(0.0003)
0.7574
(0.0004)
0.7302
(0.0003)
0.6957
(0.0008)
FM 0.8087
(0.0004)
0.7637
(0.0005)
0.7343
(0.0003)
0.7022
(0.0005)
Our model 0.8070
(0.0004)
0.7625
(0.0004)
0.7351
(0.0002)
0.7044
(0.0005)
LogLoss
BRMF 0.5001
(0.0002)
0.5430
(0.0004)
0.5651
(0.0002)
0.5985
(0.0006)
FM 0.4945
(0.0004)
0.5360
(0.0003)
0.5578
(0.0003)
0.5790
(0.0002)
Our model 0.5023
(0.0001)
0.5388
(0.0002)
0.5591
(0.0001)
0.5786
(0.0003)
Accuracy
BRMF 0.7513
(0.0001)
0.7198
(0.0009)
0.7081
(0.0003)
0.6822
(0.0008)
FM 0.7532
(0.0003)
0.7265
(0.0006)
0.7123
(0.0004)
0.6991
(0.0002)
Our model 0.7518
(0.0001)
0.7251
(0.0004)
0.7135
(0.0003)
0.7003
(0.0001)
models also gets larger the more of the explicit information is dropped from
the dataset. This is to be expected, because our model can still use the re-
maining implicit information. It can also be seen that the integration of
implicit information in the form of pairwise item rankings is particularly
advantageous for the AUC metric. This is due to the fact that the implicit
part of our model is basically a matrix factorization model using the BPR
criterion, which is well suited to optimize AUC [80].
The FM model performs especially better than our model regarding the
LogLoss metric on full datasets. Nevertheless, integrating the implicit in-
formation helps to close this gap and enables our model to perform even
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stronger than the FM model regarding the LogLoss metric on the sparser
mixed datasets.
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Chapter 6
Summary
Recommender systems are an important contributor to the overall sales
goals and general customer satisfactory of almost all major e-commerce
companies. With many of these companies being in possession of huge
product databases, often containing millions of available items, it is nec-
essary to help customers navigate through this large catalog of products
by recommending potentially interesting items. This is the main task of
recommender systems. However, these information filtering systems can
only be valuable, if they are able to infer individual preferences based on
each customers past behaviour. To solve this difficult task as optimal as
possible, they are relying on all available forms of user feedback. One of
the most popular approaches to use this user feedback is called collabora-
tive filtering. Here, modern recommendation engines can predict individ-
ual user preferences based on the behaviour and preferences of all known
users. This approach, in combination with matrix factorization models, is
usually the backbone of many popular recommender systems.
Based on these concepts, we have transferred and updated successful
matrix factorization approaches to the field of neural networks. The main
theme of this thesis is, therefore, the development of neural network archi-
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tectures to solve collaborative filtering problems for explicit, implicit and
mixed feedback datasets.
The basics of our proposed neural network architecture were developed
to solve rating prediction problems on explicit feedback datasets. For these
tasks, it is required to predict a rating assigned to an item by a user, while
trying to minimize a typical regression error metric like the mean squared
error or mean absolute error. Our network architecture is based on wide
and shallow feedforward neural networks, in which the input layer repre-
sents all users and the output layer all items. For this basic architecture,
we derived all weight update rules using back-propagation, which was, to
the best of our knowledge, not demonstrated yet. Using these results, we
were able to prove that this wide neural network can mimic common matrix
factorization models.
With this first step, we have transferred matrix factorization models for
explicit feedback datasets to the field of neural networks. This allowed us
to easily extend our model by using many modern improvements to neural
networks from recent years: using max-norm regularization to help with
preventing overfitting, making use of advanced optimizers or adding biases
with a dedicated bias layer to further improve the predictive performance
of this network.
In a detailed evaluation, we measured the impact these extensions on the
models predictive performance and compared their convergence behaviour.
Four versions of our network were evaluated using either the classic SGD
optimizer or the nowadays popular Adam optimizer. This exhaustive eval-
uation was done on three popular collaborative filtering datasets, for exam-
ple, the Netflix Prize dataset. In conclusion, we could show that our ap-
proach is able to achieve state-of-the-art performance for rating prediction
tasks. Due to the connections between matrix factorization models and our
neural network architecture, it is easily possible to transfer our evaluation
results to conventional matrix factorization models.
Since this architecture has been proven to be quite flexible, we can easily
extend it to solve collaborative filtering tasks on implicit feedback datasets.
Here, we have no explicit feedback information about the individual user
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preferences given. We only know which users have interacted with items in
some way. A common task on these datasets is called personalized ranking.
Instead of predicting ratings, one has to rank items based on how proba-
ble it is that a user will like them. We can measure the success of such an
personalized item ranking with error metrics like AUC. Common matrix
factorization for regression problems can be used for this problem as well,
but are usually not optimized for personalized ranking tasks. One influen-
tial method to solve this problem is called Bayesian Personalized Ranking
(BPR). This optimization criterion has proved useful in the direct optimiza-
tion of AUC and can be used in interaction with matrix factorization meth-
ods.
Using our previously established neural network architecture, we were
able to extend it to mimic matrix factorization models trained using BPR. To
achieve this, we used an additional layer with constant weights on top of the
network. This so called ranking layer forces the network to learn pairwise
item rankings. As far as we know, this architecture has not been used before
for personalized ranking tasks. Using back-propagation to derive all gra-
dients, we have proven that this network expansion, in combination with
the common cross-entropy cost function, is sufficient to achieve the same
functionality as a matrix factorization model trained using the BPR crite-
rion. Our neural network is, therefore, able to directly optimize the AUC
metric and solve personalized ranking tasks. Thus, we could show that this
novel architecture is capable of mimicking BPR-trained matrix factorization
models.
Same as in the previous part, we carefully evaluated many possible exten-
sions to this network. Biases, non-linear activation functions and common
regularization methods like L2 regularization helped to further improve the
predictive performance of this network and achieve state-of-the-art perfor-
mance for personalized ranking tasks. Again, these findings are, in itself,
interesting and transferable for many matrix factorization models used for
personalized ranking tasks.
Up to this point, we used explicit and implicit user feedback separately.
However, in common real world applications most users provide infor-
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mation about their preferences through a mixture of these two feedback
types. Most users may never rate an item and only provide indirect feed-
back through clicks or purchases. However, some users also assign ratings
in addition to their implicit feedback. Datasets consisting of both types of
feedback were called mixed feedback datasets in this thesis. Here, we are
trying to predict explicitly if a user will like an item, even if this user has
not provided any explicit feedback at all. A realistic and comprehensive
task that has, as far as we know, not yet been covered by the collaborative
filtering literature.
To make full use of all available information in mixed feedback datasets,
we have combined both previously introduced neural networks. This com-
bined model integrates implicit feedback information by learning an addi-
tional set of item representations, which capture all information necessary
to rank items according to the BPR criterion. This part of the network was
already used when working with implicit feedback datasets. To predict the
rating, we used our network for explicit feedback dataset and extended it
by integrating these additional item features. This allows the explicit part
of our combined network to also make use of all information gained when
trying to rank items. Both parts of our network are trained simultaneously
and, therefore, influence each other.
This two-sided approach enables our model to be trained even for users
that never gave any explicit feedback, which is useful to improve recom-
mendations and alleviate the cold start problem for new users. We evalu-
ated our approach on several datasets with different levels of sparsity. It
was shown that integrating implicit feedback using our proposed approach
leads to an increased predictive performance especially noticeable for rank-
ing metrics. The advantage of our combined model was especially notice-
able the less explicit feedback was available.
To summarize: Instead of focusing on complex deep neural network ar-
chitectures, we used a shallow and wide network to mimic matrix factoriza-
tion models. Starting from a basic architecture, we extended it step by step
to solve collaborative filtering problem for various feedback types. Exploit-
ing and proving the similarities with matrix factorization models allowed us
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to achieve strong predictive performances for many collaborative filtering
tasks. We were able to improve this performance even further by applying
state-of-the-art methods of modern deep neural networks. Returning to the
question from the very beginning of this thesis (see Section 1.5), these re-
sults show, that it is not absolutely necessary to use deep or complex neural
network architectures to achieve good performances for many collaborative
filtering problems.
6.1 FUTURE RESEARCH DIRECTIONS
In this thesis, we limited ourselves to collaborative filtering problems on
datasets with user-item interactions only. For many datasets however, there
are also other useful features to consider. For example, the Movielens data-
sets consists of additional item category features. This includes movie genre
information or user-generated metadata (tags). One way to integrate this in-
formation is to learn additional metadata representations [61], which should
help to further improve the predictive performance of our recommender.
We are currently not using any kind of temporal information. User pref-
erences may change over time. Items, that are unpopular now, may become
popular in the future. Most collaborative filtering datasets have, therefore,
timestamps of each user-item interaction available to take temporal infor-
mation into account. Integrating temporal dynamics has been shown to sig-
nificantly improve the predictive performance of matrix factorization mod-
els for the Netflix Prize competition [55].
In this thesis, we used shallow and wide networks to show similarities
with common matrix factorization models. Neural networks with multiple
layers (even up to thousands of layers [48]) are, however, prevalent for many
tasks such as image recognition or natural language processing (see also
Section 1.4). We can extend our proposed networks by introducing multiple
additional layers between the user and item layer. There are two conceiv-
able ways to introduce these layers: as global layers or as user/item-specific
layers.
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In the first case, these layers would be used for all user-item samples.
The user embeddings, learned in the first layer of the network, would be
forward propagated through all new hidden layers, to finally reach the item
layer at the end of the network (see Section 3.3). The new hidden layers
would, therefore, get updated for each user-item sample and, thus, much
more frequently than the weights of the user or item layer. In the second
case, we would basically learn additional user and item representations.
Each user representation is feed through multiple user layers (vice versa
for items). These new layers would only be updated if a specific user or
item is part of the user-item training sample.
Both methods increase the complexity of the network significantly and
given the strong performance of shallow networks, we believe that it is not
necessary to introduce additional hidden layers. However, it still needs to
be evaluated whether one of them significantly improves the predictive per-
formance of the network.
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Appendix A
Detailed Model Evaluation Scores
A.1 EXPLICIT MODEL EVALUATION
All evaluation scores of our four analysed network variations can be found
in Table A.1 (Adam Optimizer) and A.2 (SGD optimizer).
Table A.1: Evaluation of all networks trained with the Adam optimizer
MovieLens 1M Netflix Prize Jester v2
RMSE MAE RMSE MAE RMSE MAE
Base 0.8682
(0.0008)
0.6806
(0.0007)
0.9228
(0.0008)
0.7086
(0.0008)
4.1832
(0.0041)
3.1159
(0.0021)
Base + L2 0.8658
(0.0007)
0.6802
(0.0005)
0.9199
(0.0010)
0.7081
(0.0006)
4.1729
(0.0049)
3.1228
(0.0021)
Base + L2+ Bias 0.8643
(0.0008)
0.6788
(0.0006)
0.9154
(0.0009)
0.7063
(0.0005)
4.1544
(0.0047)
3.1022
(0.0027)
Base + L2+ Bias
+max-norm
0.8641
(0.0009)
0.6791
(0.0007)
0.9114
(0.0011)
0.7045
(0.0007)
4.1048
(0.0031)
3.1256
(0.0019)
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Table A.2: Evaluation of all networks trained with the SGD optimizer
MovieLens 1M Netflix Prize Jester v2
RMSE MAE RMSE MAE RMSE MAE
Base 0.8712
(0.0008)
0.6846
(0.0005)
0.9229
(0.0009)
0.7108
(0.0006)
4.1732
(0.0036)
3.1402
(0.0025)
Base + L2 0.8685
(0.0008)
0.6837
(0.0006)
0.9179
(0.0010)
0.7095
(0.0005)
4.1722
(0.0027)
3.1379
(0.0022)
Base + L2+ Bias 0.8679
(0.0008)
0.6814
(0.0007)
0.9145
(0.0009)
0.7067
(0.0007)
4.1398
(0.0034)
3.0999
(0.0026)
Base + L2+ Bias
+max-norm
0.8651
(0.0010)
0.6799
(0.0007)
0.9112
(0.0007)
0.7024
(0.0006)
4.1042
(0.0023)
3.1311
(0.0034)
A.2 IMPLICIT MODEL EVALUATION
All evaluation scores of our four analysed network variations can be found
in Table A.3. The impact of various nonlinear activation functions can be
found in Table A.4.
Table A.3: Evaluation of all three networks variants
MovieLens 1M Netflix Prize Jester v2
AUC Prec@5 AUC Prec@5 AUC Prec@5
Base 0.9314
(0.0002)
0.4537
(0.0025)
0.9485
(0.0007)
0.3442
(0.0047)
0.8752
(0.0009)
0.4435
(0.0030)
Base + L2 0.9357
(0.0002)
0.4972
(0.0015)
0.9539
(0.0007)
0.3877
(0.0028)
0.8898
(0.0003)
0.4862
(0.0013)
Base + L2
+Bias
0.9367
(0.0002)
0.4980
(0.0016)
0.9564
(0.0006)
0.3907
(0.0036)
0.9018
(0.0002)
0.4868
(0.0012)
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Table A.4: Evaluation of nonlinear activation functions
MovieLens 1M Netflix Prize Jester v2
AUC Prec@5 AUC Prec@5 AUC Prec@5
Tanh 0.9330
(0.0002)
0.4430
(0.0019)
0.9518
(0.0008)
0.3507
(0.0041)
0.8932
(0.0004)
0.4724
(0.0012)
ReLU 0.9369
(0.0002)
0.4975
(0.0017)
0.9565
(0.0006)
0.3901
(0.0036)
0.9024
(0.0002)
0.4852
(0.0010)
SELU 0.9367
(0.0002)
0.4987
(0.0020)
0.9567
(0.0006)
0.3912
(0.0038)
0.9023
(0.0002)
0.4868
(0.0006)
Leaky ReLU 0.9364
(0.0002)
0.4986
(0.0016)
0.9566
(0.0006)
0.3897
(0.0041)
0.9021
(0.0003)
0.4863
(0.0010)
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