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Abstract: Many data security and privacy incidents are observed in today Cloud services. On the one 
hand, Cloud service providers deal with    a large number of external attacks. In 2018, a total of 1.5 
million Sing Health patients’ non-medical personal data were stolen from the health system in Singapore. 
On the other hand, Cloud service providers cannot be entirely trusted either. Personal data may be 
exploited in a malicious way such as in the Face book and Cambridge Analytical data scandal which 
affected 87 million users in 2018. Thus, it becomes increasingly important for end users to efficiently 
protect their data (texts, images, or videos) independently from Cloud service providers. In this paper, we 
aim at presenting a novel data protection scheme by combining fragmentation, encryption, and dispersion 
with high performance and enhanced level of protection as Literature study. 
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I. INTRODUCTION 
The Cloud-based services for individual end users 
are gaining popularity especially for data storage. 
Relying on large storage space and reliable 
communication channel, Cloud-based service 
providers such as Dropbox, Google Drive, or 
Amazon Drive just to name a few, are providing 
individual users with almost infinite and low-cost 
storage space. This situation raises the question of 
the trustworthiness of Cloud service providers. Many 
data security and privacy incidents are observed in 
today Cloud services. On the one hand, Cloud 
service providers deal with    a large number of 
external attacks. In 2018, a total of 1.5 million 
SingHealth patients non-medical personal data were 
stolen from the health system in Singapore. On the 
other hand, Cloud service providers cannot be 
entirely trusted either. Personal data may be exploited 
in a malicious way such as in the Face book and 
Cambridge Analytical data scandal which affected 87 
million users in 2018. Thus, it becomes increasingly 
important for end users to efficiently protect their 
data (texts, images, or videos) independently from 
Cloud service providers. In this paper, we aim at 
presenting a novel data protection scheme by 
combining fragmentation, encryption, and dispersion 
with high performance and enhanced level of 
protection. Fragmentation methods are introduced 
for data storage in a cost-effective manner using a 
public Cloud for the less confidential data fragments. 
For this matter, we expect the method to split data 
into a first private fragment that is small in size but 
important in content, while the other public 
fragments fulfill most of the storage space and leak 
little information related to the original data. Then, 
the private fragment should be well protected and 
stored in a trusted area such as an end user’s 
personal computer in the end user to Cloud scenario. 
The public fragments are stored in public Clouds and 
cannot be used to rebuild the original data.  
II. LITERATURE STUDY 
The security level is always based on the design 
purpose. For instance, some multimedia SE 
methods are designed to only reduce the visual 
effects which are normally seen as low level 
considering security. More specifically, if the 
protection is only done on the private fragments, we 
consider it as low security level as there are many 
related works to show the direct recovery from the 
public fragments. Thus, the only previous works 
qualified high security levels. In this paper, intensive 
security analysis is performed to prove a high 
security level is achieved with protecting both the 
private fragments and public fragments. Data 
integrity is an important criteria but is always 
ignored in previous SE methods. For instance, ,a 
fractional Wavelet-based SE method is used to 
degrade the image quality. But data integrity cannot 
be guaranteed as the rounding errors of calculations 
between integers and floating point numbers are 
ignored which will cause serious issues. For the SE 
methods based on compression and coding, the data 
integrity could be guaranteed. However, SE 
methods designed based on compression and coding 
techniques are always relying on the details of 
specific compression and coding algorithms which 
lead to error propagation and format reliance. For 
instance, a protection method for JPEG2000 images 
is presented consisting in permuting the MQ lookup 
table. This will lead to error propagation in the 
decoding process when there are tiny errors in the 
transmission and also make this method only 
available when MQ coding is used. Such issue is a 
voided in our method with processing data as 
matrices of bytes in an agnostic manner and 
designing the allocation of data fragments according 
to communication channel status. Storage 
optimization is considered in this special use case of 
secure storage from end users to Clouds. For most 
SE methods, the fragmentation concept is not 
designed based on the storage usage of public 
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Clouds which optimize the storage space usage of 
the trusted area. In this brief review, only the work 
could be used to optimize the trusted storage area by 
uploading the public fragments to the Clouds. In this 
paper, we defined the confidential levels of the 
fragments and the public fragments are also 
protected. Thus, the small private fragment with 
high confidential level can be stored in an area 
trusted by the end users while the public and 
protected fragments can be stored on public Clouds 
with resistance to attacks. 
III. DESIGN ANDPROPOSED METHOD 
In this section, we first introduce the general concept 
of selective encryption and then combine it with the 
idea of fragmentation and dispersion. Afterward, 
several key design and implementation elements will 
be given in order to illustrate with our practical 
protection method. 
General concept 
The initial idea of existing SE methods is to protect a 
piece of information by encrypting only a part of it. 
This could increase the overall performance for 
multimedia contents by reducing the data amount 
that has to been crypted. In our design, additional 
concepts are introduced: fragmentation and 
dispersion. As shown, input data d is separated into 
two fragments, d1and d2: d1must take important 
elements of original information and little storage 
space. d1will become the private fragment after 
encryption. d2is the public fragment. It is intended to 
take up most of the storage space, while carrying 
little pertinent information from d. Then, d1can be 
stored in local and private storage 
whichcouldhavelimitedstoragespaceandd2canbestore
d in a public Cloud with light weight protection. 
Discrete wavelet transform 
In previous works, Discrete Cosine Transform (DCT) 
was used to support fragmentation decision before 
performing SE for bitmap protection. As pointed out 
in, DCT cannot guarantee the loss due to conversions 
between integers and floating point numbers which 
will result in rounding errors. These rounding errors 
can be reduced with a precise design with more 
storage space, but Performance of DWT must be 
considered based on comparing the execution time 
against full encryption. In some scenarios, the 
preprocessing steps of SE can legitimately be 
ignored, as SE and compressions are integrated, such 
transformation is being used by both applications. 
However, our use case that encompasses any kind of 
data, will have to take into account the entire process 
when it comes to performance evaluation. Any kind 
of data can be seen as a sequence of data chunks Di 
were each chunk Di will be defined in turn as a 
square matrix with a tunable size (512 512 or 1024 
1024bytes), depending on the accommodation of 
transformation or the hardware implementation. 
Every element of Di is a byte which can be seen as 
an 8-bit integer. Then every chunk  Diwill simply be 
processed using the SE method block by block with 
a block size of 8 8 as shown in Figure 3. The chunk 
size can be changed according to the implementation 
details, especially the GPGPU hardware 
configuration. The block size is supposed to be 
always 8 8, which fits bestour design as indicated in 
Section 3.4. This tiling step is usednot only for fitting 
with the GPGPU architecture but also forthe best 
design of the three fragments. For every 8 8 block, 
the first step is to perform the 2D, Discrete Wavelet 
Transform (DWT-2D). In our work, two successive 
levels of the DWT-2D were performed with the Le 
Gall 5/3 filter. The low frequency coefficients (2
nd
LL 
coefficients) are considered as the private fragment. 
This fragment takes only 4 out of 64 coefficients but 
carries most of the information according to an 
energy viewpoint. The AES-128 bit will be used to 
protect this fragment. In our design, the code is 
structured such that another cipher algorithm can 
easily replace AES-128 if needed. The other two 
coefficients levels are considered as the two” public 
and protected fragments” (PPFs). The private 
fragment of each 8  8 block will then be used to 
generate a 256-bit sequence, by using SHA 256. This 
will guarantee the generation of different bit 
sequences, even when the corresponding private 
fragments in the neighboring blocks are very similar 
(encryption key is also involved to guarantee the key 
sensitivity ). This bit sequence is used to protect the 
1
st
PPFs (the remaining coefficients of 2
nd
level DWT 
are shown) by performing an XOR operation. This 
fragment is defined as the 1
st
PPF. For the 2
nd
PPF 
which contains the remaining DWT coefficients, 
protection is done by XORingit with a bit sequence 
generated from SHA-512 based on the inputs of 
1
st
PPF and the encryption key. The protection of the 
PPFs is provided by XOR operations and is based on 
the randomness guaranteed by the SHA functions. 
For example, in some cases like bitmaps, as long as 
there are redundancies due to similar neighboring 
pixels, the frequency coefficients could be very 
similar, especially between neighbor blocks.  
Numerical precision  
The preprocessing step used to separate data may 
lead to integrity problems, where data before and 
after reversing protection could be different. In 
previous SE methods, this is normally due to 
rounding errors of conversions between integers and 
floating point numbers. One way to solve this 
problem is described, where the authors proposed to 
declare all variables with a double precision based 
on their bit-length of 64 bits. This leads to a large 
increase in the usage of storage space without being 
able to totally avoid such rounding errors. However, 
it is not optimal in terms of footprints to use larger 
storage space in order to float precision numbers, 
especially if the input data is stored as an integer 
with a bit-length of 8 bits, where the resulting 
storage space will require 8 times the storage space 
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of the original data. An optimized value 
representation in terms of the footprint was 
designed, yet it was not possible to totally avoid 
rounding errors caused by the DCT. In this paper, 
the preprocessing step is the DWT based on 
“LeGall 5/3” filter which is designed to be an 
integer-to- integer map, such that this DWT is 
lossless. As a result, on one hand, any rounding 
error is avoided; on the other hand, the extra storage 
space usage caused by the int to float conversion 
does not exist either. The only possible extra storage 
usage can be caused by the different range value of 
the input 8-bit int, and the output int coefficients. 
The output value range can be calculated as long as 
the input values are always stored Byte by Byte. 
The input value range (seen as unsigned value) will 
be then from 0 to 255 which can be considered as 
from128 to +127 (the range is seen as from 128 to 
+128 during the following calculation). Then the 
storage methods can be designed according to the 
value range distribution. 
IV. CONCLUSIONS 
Thus, it becomes increasingly important for end users 
to efficiently protect their data (texts, images, or 
videos) independently from Cloud service providers. 
In this paper, we aim at presenting a novel data 
protection scheme by combining fragmentation, 
encryption, and dispersion with high performance and 
enhanced level of protection as Literature study. 
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