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Abstract
Nanoscale molecular-electronic devices and ma-
chines are emerging as promising functional ele-
ments, naturally flexible and efficient, for next-
generation technologies. A deeper understand-
ing of carrier dynamics in molecular junctions
is expected to benefit many fields of nano-
electronics and power-devices. We determine
time-resolved charge current flowing at donor-
acceptor interface in molecular junctions con-
nected to metallic electrodes by means of quan-
tum transport simulations. The current is in-
duced by the interaction of the donor with a
Gaussian-shape femtosecond laser pulse. Ef-
fects of the molecular internal coupling, metal-
molecule tunneling and light-donor coupling on
photocurrent are discussed. We then examine
the junction working through the time-resolved
donor density of states. Non-equilibrium re-
organization of hybridized molecular orbitals
through the light-donor interaction gives rise to
two phenomena: the dynamical Rabi shift and
the appearance of Floquet-like states. Such in-
sights into the dynamical photoelectronic struc-
ture of molecules are of strong interest for ultra-
fast spectroscopy, and open avenues toward the
possibility of analyzing and controlling the in-
ternal properties of quantum nanodevices with
pump-push photocurrent spectroscopy.
Introduction
Recent striking theoretical and experimental
advances in electronic transport through molec-
ular wires and junctions have generated con-
siderable interest for high frequency quantum
transport. 1–4 Molecular electronic devices form
a promising alternative to standard switches
due to their ultrashort response time, low cost,
efficiency and flexible nature. Time-dependent
numerical investigations may offer a high degree
of flexibility to promote the realization of such
systems. Arbitrary temporal shapes of interact-
ing potentials can be easily incorporate into dy-
namical simulations,5,6 allowing for the descrip-
tion of alternating and transient currents, and,
hence, the optimization of switching processes.
One can also deal with time-dependent external
fields that modulate the transport character-
istics, and thus investigate photo-induced and
photo-assisted transport,7 as well as molecular
photo-switches. Time-dependent investigations
also afford the possibility to develop highly re-
solved ultrafast scanning probe.8–11 The idea
of measuring the internal ultrafast dynamics of
molecular junctions through photocurrent, in-
stead of emission,12 has shown to reveal un-
derlying physics of molecular junctions, as the
key process of charge transfert and separation
at interfaces13,14 also involved in energy con-
version. Indeed, time-dependent investigations
would also bring new perspectives for high con-
version efficiency for solar cells with molecu-
lar blends, as suggested by numerical simula-
tions using quantum dots or bulk heterojunc-
tion as models15,16 or non-equilibrium station-
ary transport studies.17,18 Further issues to be
handled in this direction will be energy trans-
fer and entropy,19 molecular vibrations, and
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electron-hole interactions.20,21 However, limita-
tions and challenges still exist for the devel-
opment of molecular electronics. Characteri-
zation techniques and theoretical simulations
should be valuable for deeply understanding
charge transport through molecular junctions,
and, hence, for conducting relevant device de-
sign and future directions of molecular electron-
ics.22,23 In particular, correlation of the pho-
tocurrent directionality24 to the field shape and
the internal molecular structure has to be deep-
ened. It is here crucial to decipher the inti-
mate nature of such quantum systems, which
is provided by features of their dynamical field-
induced electronic structure, like the occurence
of sidebands25,26 or energy level shift.27
In this paper, we investigate the dynam-
ical photoelectronic properties induced by a
Gaussian-shape femtosecond laser pulse in a
donor-acceptor junction laterally connected to
two metallic electrodes. We rely on quantum
transport simulations in the framework of the
Keldysh’s formalism, using a few-level quan-
tum model of the donor-acceptor molecule. Nu-
merical analysis makes possible to correlate the
time- and energy-resolved intramolecular dy-
namics to the photocurrent flowing at the D/A
interface.
Theoretical methods
Among the standard remarkable methods of
quantum statistics, non-equilibrium Green’s
function (NEGF) formalism has already shown
its ability to simulate different types of nan-
odevices .28 Derived from this formalism, an al-
ternative approach, called wave function (WF)
technic, was recently developed29 and seems ad-
equate for the numerical simulation of time-
resolved transport in quantum systems. As
NEGFs, WF technic also originates from the
theoretical framework developed by Keldysh to
tackle many-body problems.30 In WF technic,
building blocks are wave functions (vectors) in-
stead of Green’s functions (matrices). One of
these wave functions represents the projection
of the Green’s function on one of the incoming
modes propagating from reservoirs to the sys-
tem. Switching from matrices to vectors relaxes
the computational burden of time-dependent
problems. Nonetheless, WF technic for scat-
tering mechanisms beyond mean-field approxi-
mation still remains undeveloped.
Let us consider an open quantum system S,
connected to two semi-infinite leads at left and
right sides, L and R. The total Hamiltonian is
written
H tot(t) =
∑
i,j∈S
Hij(t)c†icj +
∑
i,j∈L,R
Rijc
†
icj
+
∑
i∈S,j∈L,R
Tijc
†
icj + h.c. , (1)
where c†i (ci) is the creation (annihilation) oper-
ator for a single particle on site i. Elements Hij
and Rij stand respectively for system (S) and
leads (L,R). Coupling Tij is the system-lead
tunneling parameter from site i in S to site j in
L or R. In the following, we will used matrix
notation in bold style. Matrix elements of the
system Hij form H(t), which is assumed finite.
In NEGF formalism, scattering to semi-infinite
leads is encoded in self-energies ΣL,R.
From NEGF formalism to WF technic, the
mathematical recipe is the diagonalisation of
these time-independent self-energies:
ΓL,R(E) =
∑
α
vα(E)ξαEξ†αE , (2)
where ξαE are the transverse modes at energy
E and velocity vα (α account for the different
modes from all leads). In a nutshell, the expres-
sion of the lesser self-energy,
Σ<(t− t′) = ∑
α∈L,R
∫ dE
2pi ifα(E)e
−iE
h¯
(t−t′)Γα(E) , (3)
is inserted into the integrated equation of mo-
tion of the lesser Green’s function,
G<(t, t′) =
∫
dudvGR(t, u)Σ<(u, v)[GR(v, t′)]† . (4)
It follows an expression of G< in terms of WFs:
G<ij(t, t′) =
∑
α
∫ dE
2pi fα(E)ΨαE(i, t)Ψ
†
αE(j, t′) , (5)
with fα(E) the Fermi-Dirac distribution func-
2
tion, and ΨαE(i, t) the ith component of the WF
defined as
ΨαE(t) =
√
vα
∫
due−iEu/h¯Gr(t, u)ξαE . (6)
A widely used strategy to include time-
dependence is to separate the hamiltonian into
a stationary known problem H0 and a time-
dependent perturbation Hp(t): H(t) = H0 +
Hp(t). The stationary transport equation is the
usual bare Green’s function equation of motion
projected onto the lead modes, which is given
below as α linear sparse equations:
[EI−H0 −Σr(E)]ΨstαE =
√
vα(E)ξαE , (7)
where ΨstαE is the stationary wave function, I
is the identity matrix and Σr the retarded self-
energy of the leads. When Hp(t) is switched on,
the system is consistently described by WFs,
ΨαE(t), which also split into
ΨαE(t) = ΨpαE(t) + e−iEt/h¯ΨstαE . (8)
Here ΨpαE(t) is a wave vector that measures
the time-dependent deviation from ΨstαE. Each
ΨpαE(t) complies with the equation of motion
of the retarded Green’s function by being the
solution of the integro-differential equation:
ih¯∂tΨpαE(t) = H(t)Ψ
p
αE(t)
+
∫ t
0
duΣr(t− u)ΨpαE(u)
+ Hp(t)e−iEt/h¯ΨstαE . (9)
Moreover, in mesoscopic systems with energy
scales smaller that of the Fermi energy varia-
tion in electrodes (like in the case of metal-
lic electrodes), the energy dependence of lead
self-energy might be neglected to break the
non-locality in time and the memory kernel of
self-energy. This is known as wide band limit
(WBL) approximation, which enables one to
write Σr(t − u) = iΓδ(t − u), and thus sim-
plifies eq 9. Numerical calculations were done
in the WBL approximation.
Finally, all physical observables can be com-
puted from the full set of WFs, like the charge
current flowing from site i to site j:
Iij(t) = −2e
h¯
Im
[∑
α
∫ dE
2pi fα(E)
×Ψ†αE(i, t)Hij(t)ΨαE(j, t)
]
. (10)
In the present study, we consider an unbiased
molecular junction laterally in contact with two
metallic electrodes, as schematically depicted
in Figure 1. The molecular complex consists
of a donor-bridge-acceptor chain, which repre-
sents a key molecular model for biological ap-
plications. We simplify the overall device as a
three-level system made of a donor D (two lev-
els) connected to an acceptor A (a single level)
through a coupling parameter β that globally
describes the bridge role. The molecular com-
plex (S) is connected on the left and the right to
metallic leads. In this model, H0 and Hp(t) are
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Figure 1: Schematic representation of the
molecular junction (upper panel). Pulse-
induced light-donor coupling as a function of
time M(t) (lower panel).
3×3 matrices with non-zero elements H0ii = εi,
H023 = H032 = β, and Hp12(t) = M(t) is the
pulse-induced light-donor coupling. The time-
dependent electromagnetic field is included in
M(t) that couples the highest occupied molec-
ular orbital (HOMO) to the lowest unoccupied
molecular orbital (LUMO) of the donor. Func-
3
tion M(t) is defined as M(t) = θ(t)A(t) cos(ωt)
with θ(t) the Heaviside function and A(t) =
A0 exp(−(t − tc)2/2τ 2), where A0 is the maxi-
mum amplitude and g(t) = exp(−(t− tc)2/2τ 2)
the Gaussian envelope of the pulse. The full
width at half maximum is given by FWHM =
1.66τ and ω the central frequency of the pulse.
In the present study, we fix ε1 = −0.7 eV,
ε2,3 = +0.7 eV, h¯ω = ε2 − ε1 = 1.4 eV, and
τ = 5.0 fs.
Results and discussion
The target is the time-resolved response of the
D-A complex sandwiched between two metallic
electrodes, when the donor is excited by a fem-
tosecond Gaussian-shape laser pulse. The time-
dependent electromagnetic field induces carrier
absorption and emission from the LUMO and
HOMO inside the donor. The excited electrons
and holes are transferred to electrodes due to
the difference of occupation between molecule
and electrodes. This results in a photocurrent
through the molecular junction as a unique con-
sequence of electron excitation by ultrafast ra-
diation.
Population dynamics. We first analyse the
dynamics of carriers inside the molecular com-
plex. The intramolecular orbital populations
are numerically computed by integrating over
energy the time-resolved spectral lesser Green’s
function associated to each molecular levels:
ni∈{1,2,3}(t) = Im
1
pi
∫
G<ii(E, t)dE . (11)
Populations of Figure 2 point out carrier path-
way just after the perturbation is initiated.
At the beginning, the pulse induces a HOMO-
LUMO transition at the donor (levels 1 to 2 of
Figure 1), followed by intermolecular tunneling
oscillations between the donor and the accep-
tor LUMOs (level 2 and 3 of Figure 1). Mean-
while in the donor, there are noticeable inter-
ferences of propagating modes. Therefore, the
pulse field induces population oscillations with
two characteristic frequencies. The first oscil-
lation is only patterned during the light-donor
interaction in populations n1 and n2. Corre-
sponding frequency is about ∼ 2ω (ω being the
mean pulse frequency). This “on-pulse" oscilla-
tion is the result of absorption and wave func-
tions interferences inside the donor. The second
oscillation occurs at the end of the pulse train:
both populations n2 and n3 show damped os-
cillations of relaxation on Figure 2. These os-
cillations, called here “off-pulse" oscillations for
simplicity, essentially involve the two donor and
acceptor LUMOs. Its frequency is controlled
by both the pulse amplitude A0 and the in-
tramolecular donor-acceptor coupling β. How-
ever, their amplitude are reduced by a high β
value, contrary to the case of the on-pulse oscil-
lation. The amplitude of these off-pulse oscilla-
tions is strongly damped due to the relaxation
of the system to equilibrium induced by the
molecule-lead coupling Γ (see again Figure 1).
It comes out that the simultaneous observation
of on- and off-pulse oscillations could be criti-
cal due to the double role of β, but it will de-
pend on the choice of the bridge in building the
donor-acceptor junction for carriers dynamics
in molecular devices.
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Figure 2: Populations n1 of donor level 1, n2 of
donor level 2, n3 of acceptor level 3. Simulation
parameters are β = 0.1 eV, Γ = 0.05 eV, and
A0 = 0.5eV .
Photocurrent generation. The dynam-
ics of populations results in a transient pho-
tocurrent within the relaxation time set by the
donor-acceptor and molecule-lead couplings.
The time-resolved photocurrent flowing from
donor to acceptor IDA(t) reflects indeed this dy-
4
namics of populations and their characteristics,
as depicted in Figure 3(A). Both on-pulse and
off-pulse population oscillations are remark-
ably visible on the photocurrent variation. In
cases where on-pulse oscillations have been ob-
tained,29,31 their low amplitude brought to the
conclusion that they could not be experimen-
tally measurable due to capacitives effects.31
However, beyond the fact that its frequency is
proportional to that of the field, its relative am-
plitude depends on the donor-acceptor coupling
strength β, as illustrated in Figure 3(B) where
β is three times the value used in Figure 3(A).
We thus infer that it might be possible to detect
this frequency in the case of strongly connected
donor-acceptor, with the right choice of bridge.
In terms of charge transfert, the off-pulse oscil-
lation owns a characteristic frequency of forth
and back tunneling between levels |2〉-|3〉. This
frequency is related to the intramolecular D-A
coupling, as can been seen in Figure 3(B). How-
ever, it also can be seen that the amplitude of
these intramolecular oscillations is reduced by
a high β value, contrary to the case of the on-
pulse oscillation. It comes out that the simul-
taneous observation of on-pulse and off-pulse
oscillations could be critical due to the double
role of β, but it will depend on the choice of the
bridge in building the donor-acceptor junction
for carriers dynamics in molecular devices. The
off-pulse oscillation amplitude is also strongly
damped due to the relaxation of the system to
equilibrium induced by the molecule-lead cou-
pling Γ (see again Figure 1). In Figure 3(C),
Γ is increased compared to Figure 3(A): one
can no more observe the intramolecular oscil-
lation neither in population (not shown) nor
in photocurrent. The off-pulse oscillations are
progressively damped as Γ increases, and fi-
nally disappear at strong Γ. The intramolecular
dynamics only survives when carriers are long
lived in the system, which means for a weak
coupling to leads or whenever the characteris-
tic time for the proper dynamics of the molecule
is smaller than the relaxation time of the open
system, τr = h¯/Γ. Finally, the light-donor cou-
pling amplitude A0 has been divided by a factor
ten in Figure 3(D). Compared to Figure 3(A),
the photocurrent amplitude is also reduced by
about the same factor. Moreover, the negative
oscillation inside the pulse duration is ampli-
fied, which affects the directionality of current.
We quantify this directionality by defining the
following ratio:
r =
∫
I(t)dt∫
I(t)>0 I(t)dt−
∫
I(t)<0 I(t)dt
, (12)
whose sign indicates the current directional-
ity: r = 1 if
∫
I(t)<0 I(t)dt = 0, r = −1 if∫
I(t)>0 I(t)dt = 0, and r = 0 if
∫
I(t)>0 I(t)dt =∫
I(t)<0 I(t)dt. Comparing the four device con-
figurations of Figure 3(A,B,C,D), we obtain
r = 0.76 in Figure 3(A), 0.82 in Figure 3(B),
r = 1.00 in Figure 3(C), and finally 0.58 in Fig-
ure 3(D). Such a control over the inversion and
suppression of current was already pointed out
in classical single level tunneling structure.24
We here confirm the crucial role of the field am-
plitude inside the light-donor couplingM(t), as
well as the D-A intermolecular coupling. For
strong coupling to reservoir, the inversion of
I(t) is suppressed. Electrons do not spend
enough time inside the molecule to oscillate be-
tween levels |2〉-|3〉 and experience strong in-
duced emission. This discussion on carriers dy-
namics and photocurrent suggests that we can
generate, shape and control signals of different
frequency through the design of molecular junc-
tions.
Dynamical photoelectronic structure.
In order to deepen the analysis, we have cal-
culated a time-resolved local density of states
(TRLDOS) at site i:
TRLDOSi(E, t) = Im
∑
α
[
ΨαE(i, t)Ψ†αE(i, t)
]
.
(13)
Such a time- and energy-resolved quantity pro-
vides insight into the dynamical photoelectronic
structure produced by the time-dependent elec-
tromagnetic field, as shown Figure 4.
Firstly we observe a time-dependent energy
level shift, known as dynamical Rabi shift. In-
deed, in a quantum system driven by an ex-
ternal field of time-dependent amplitude, the
near-degenerated dressed states undergo time-
dependent splitting h¯ω′(t) = h¯
√
β2 + ω2r(t)
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Figure 3: Time-resolved photocurrent, (A)
with the same parameters as in Figure 2, (B)
except that β = 0.3 eV instead of 0.1 eV, (C)
except that Γ = 0.2 eV instead of 0.05 eV, and
(D) except that A0 = 0.05 eV instead of 0.5 eV.
Figure 4: Time-resolved local density of states
at the donor (in logarithm scale), with the same
parameters as in Figure 2.
where ωr(t) is the instantaneous Rabi frequency
given by ωr(t) = µA(t)/h¯. This dynamical Rabi
shift generates redshifted and blueshifted side-
bands at instantaneous frequencies ω−ω′(t) and
ω+ω′(t) which are schematically drawn on Fig-
ure 5. Actually in Figure 4, the TRLDOSD
shows the three stationary molecular hybridized
orbitals before the pulse is set on, which takes
about t = 10 fs. As soon as the pulse is set on,
the energy levels are no more constant over time
but dynamically shifted with respect to their
stationary values. The shift results in dynami-
cal Rabi sidebands: the three initial stationary
states dynamically shifted, plus a lower-energy
level appearing after t = 10 fs, as illustrated
in Figure 5. This additional dynamical level is
generated due to the fact that the pulse repli-
cates the two upper energy levels inside the
lower-energy part of the donor spectral func-
tion which then also splits into two Rabi side-
bands.26 Along the time axis, oscillation gen-
eration are also visible at almost all energies.
After the pulse, for t = 40 fs to t = 100 fs, the
system relaxes back to its stationary configura-
tion with the three atomic orbitals surrounded
by interference patterns which are damped due
to the molecule-lead coupling.
Secondly we observe lower-amplitude satellite
maxima from a closer look around ±2 eV of Fig-
ure 4, that we identify as Floquet-like states.
In order to examine these features of TRLDOS
appearing in the system, we have numerically
6
Figure 5: Sketch of the dynamical Rabi side-
bands.
extracted and plotted the energy and time co-
ordinates of TRLDOS local maxima, as rep-
resented Figure 6 (this figure also remarkably
shows the dynamical Rabi shit). We have no-
ticed that these satellite states appear at en-
ergies about Ei ± h¯ω, and we have checked
that states follow this trend when we change
ω. We thus infer that these satellite states are
Floquet-like states. In fact, it have been shown
for a scalar periodic Hamiltonian, like in the
case of applied ac-bias, that the system splits
into multiple states with quasi-energies E± h¯ω.
These Floquet states form multiple transport
channels.24 In the case studied here, the elec-
tromagnetic field is not monochromatic, due to
its Gaussian shape, and hence, the Hamiltonian
is not periodic, but we still observe the pres-
ence of these states with almost the same quasi-
energies. These Floquet-like states open new
transport channels to be taken into account for
transport processes, that could also control the
directionality of current in molecular devices.24
Finally, we decipher the internal dynamics of
this molecular system interacting with a time-
dependent electromagnetic field. Cuts at dif-
ferent times of TRLDOS are represented on
the left side of Figure 7. On the time axis,
we have numbered the different times: t = 0
corresponds to the TRLDOS before excitation,
t = 1, 2, 3 for the TRLDOS during the excita-
tion and t = 4 for the TRLDOS after excitation.
These instantaneous densities of states indicate
that the external field applied to the system in-
duces a coupling of the molecular levels with
Figure 6: Traces of local maxima of time-
resolved local density of states extracted from
Figure 4.
the field modes, so that we not only have a
rearrangement of the non-equilibrium molecu-
lar orbitals but also pulse-induced secondary
maxima in the system spectral response due
to the broad spectrum of the pulse, as shown
on Figure 7. Due to the hybridization with
states of the leads, molecular levels broaden,
which allows us to describe the local molecular
density of states as a sum of level Lorentzian
envelopes. We observe that the instantaneous
LDOS for t = 1, 2, 3 have different full width
at half maximum compared to the LDOS at
t = 0. Moreover, the energy level spacing is
changed as shown up with the dynamical Rabi
shift. The pulse tends to distort and reshape
the Lorentzian envelopes, which originates from
field-induced coupling renormalization in the
molecular device. These effects of renormal-
ization and rearrangement of molecular orbitals
are suppressed for strong coupling to leads due
to state delocalization. This last point could
be a problem of experiment interpretation since
the broadening could hide extra molecular or-
bitals, or even shifts. The diagrammatic sum
up of our interpretation of charge dynamics in
this simple D-A complex device is finally illus-
trated in the left panel of Figure 7.
Discussion. Applying an ultrashort laser
pulse induces a dynamical energy level shift
and generation of Rabi sidebands that induces
Floquet-like states, both shown on Figure 6.
These Floquet-like states could be the anoma-
7
Figure 7: (Left) instantaneous local density of states for different times (in Arb. units), with the
same parameters as in Figure 2. (Right) diagrammatic picture of the internal electronic structure
dynamics inside the D-A molecular junction.
lous edge states observed in weakly driven lat-
tice systems. The photocurrent is sensitive to
the quasi-energy spectrum of the transient Flo-
quet states and the Rabi sidebands. One could
capture, generate, shape and control high fre-
quencies from the intramolecular dynamics or
the external electromagnetic field. The signa-
ture of the Rabi sidebands could be observed
as blueshifted and redshifted frequencies in the
absorption spectrum of such devices. Moreover,
these sidebands also manifest variations of tun-
neling parameters, which provide the coherent
control of the field-induced photocurrent.
However, realistic simulation including
electron-electron scattering and molecular vi-
brations might lead to stronger damping of the
oscillations described above. Electron-electron
scattering nonetheless occurs on the time scale
of picoseconds while the electronic oscillations
have oscillation periods of tens of femtoseconds
or less. Hence, if the ultimate goal of molecular
electronics is to achieve switching times on the
electronic time scale, the oscillations predicted
here will be highly relevant. Molecular vibra-
tions and electrostatics will be part of future
works.
Conclusion
The present study attempts to establish the
time-resolved response of a D-A molecular com-
plex to a femtosecond Gaussian-shape laser
pulse within the framework of Keldysh’s for-
malism. It relies on the analysis of the dy-
namical photoelectronic structure in which we
have demonstrated several transient features:
oscillation generation and damping, dynamical
Rabi shift of energy levels and appearance of
Floquet-like states. This work opens indeed a
discussion on the relevance of transient dynam-
ics in the understanding of time-resolved device
operations, and at the same time it opens av-
enues towards ultrafast device design for future
technologies.
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