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INTERPOLAT ION BY  PERIODIC  RADIAL  FUNCTIONS 
YUAN Xu AND E. W. CHE~EY 
Mathemstics Depm'tment, Univerdty of Tex~ 
Austin, Texas 78712, U.S.A. 
A .bst ract tLet  d be the ruttural (geodesic) metric on the circle ..ql. We study the interpolation 
of arbltrary dat,~ on a set of equally-~aced nodes I/i E S 2 by means of functi~us having the form 
z ~'# E :=I  club(d(=, S/i)), ill which ~b ~ a ftmction at ottr disposal A. cardlmd function is found, and 
convc~mce qu~t i~ can be answered with the aid of it. 
1. INTRODUCTION 
Let (X, d) be a metric space. A function h : X --* R is said to be radial if it has the form 
h(z) = ~(d(z, {)) for some point { E X and for some function ~b. Radial functions have been 
found to be very useful in interpolation of data on the m-dimensional Euclidean space H m. 
References [1] and [2] pertain to this subject. 
Here, we consider only the metric space S 1, which is the unit circle with its natural met- 
ric. It is simpler to represent this space by the entire real line R with pseudo-metric d(z, y) = 
mini Iz - y - 2~j I. Interpolation problems on S 1 arise whenever periodic functions are being 
considered. The classical periodic interpolants are the trigonometric polynomials: 
n 
E(ak  cos kz + bk sin kz). 
k=0 
An immense literature xists for these interpolants. A basic theorem states that if 0 < z0 < zl < 
z2 < ... < z2n < 2~r, then arbitrary data at these nodes can be interpolated by a trigonometric 
polynomial of the above form. Our interest here is in other families of functions that can be 
useful for interpolation on S 1 , especially when the nodes are equally spaced. Particular questions 
addressed are the existence of interpolants, and their behavior as a function of the number of 
nodes. 
Let equally-spaced nodes, yj = 2~r(j- 1)/n, be prescribed, with j = 1, 2, . . . ,  n. Let ~ be a real- 
valued function on [0, ~]. Is it possible to interpolate arbitrary data at the nodes by a function 
of the form ~'~.= 1 cj ~b(d(z, yj))? If the datum at Yi is pi, then the interpolation condition can be 
written as 
n 
E cj~b(d(y,,yj)) - p, , l< i<n.  
j= l  
Thus, ~ must be chosen so that the n x n interpolation matrix 
= 1 <_. i, j ___ n 
is nonsingular. 
Similar problems have been considered previously by Locher [3], Delvos [4,5], and Light and 
Cheney [6]. A basic result of [3] states that for an absolutely continuous and 2x-periodic 
function ~, the invertibility of the n x n matrix (a(yi - y/)) is equivalent to the condition 
n- -1  n - -1  
17I 0. 
j=O I~=0 
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Here and in [6], we consider a function ~b of the form 
oo Do 
a0 
k=l  k=l  
Since the values of the metric d lie in the interval [0, ~], there is no loss of generality in defining 
initially on that interval and then extending it to be even and periodic with period 2f. The 
absolute summability of the coefficients in the series for ~ guarantees its absolute convergence 
and the continuity of ~. In the present work, we prove results about the interpolation operators 
that arise from a fixed function ~ when n runs through the sequence of natural numbers. 
2. GENERAL RESULTS 
In this section, we collect results that apply to general functions ~. Some of the results are due 
to Loeher. In particular, he gave the cardinal function for the interpolation procem described in 
Section 1. A theorem on the density of functions of the form z ~-* ~"~=1 eiO(d(z, y/)) is given in 
Corollary 2.10. 
Lr.MMA 2.1. Let ~b be area/, even, 2IF-periodic function. Fix n, and put h = 2~¢/n. Define nodes 
yj = (j - 1)h for 1 <_ j <_ n. Let A be the n x n matrix having elements Ai/ = ~b(d(lti,yj)) for 
1 < i, j < n. Then, the eigenvalues of A are given by 
n-1  
= = cos(j h), o < j < .  - 1. (2.1) 
v----0 
PROOF. By Lemma 6 in [6], A is a circulant whose top row is Alj = ~(yj). By Lemma 7 in [6] 
the eigenvalues of A are then given by 
n- -1  n - -1  
u=O v=O 
Since A is symmetric, each ,~j is real. The formula in the lemma then follows. 
RgMAIU¢ 2.2. The eigenvalues of A can be expressed as 
(2.2) 
where Cj(t) = cosfl and the inner product is defined by 
n-1  
1 E f(vh) g(vh). (2.3) (f,Y)n = n 
o"-0 
The functions Ek(z) = eik= and Sk(z) = sinkz are also useful to us. We note that (E~,Ej)n = 
6kj. 
COROLLARY 2.3. [3] Let ~b, yj and A be as in Lemma 2.1. In order that A be nons/agular, it is 
nec~ary  mid sufficient hat (~b, C/)n ~ 0 for 0 <_ j <_ n - 1. 
If A is nonsingular, then the interpolation problem 
fl 
= g(y , ) ,  
jffil 
l< i<n 
is solvable by inverting the linear system of equations. It can also be solved by use of a cardlnR! 
function. This is a function F belonging to the linear span of the trandates z ~-~ ~(d(z, I/j)) and 
having the property F(yi) = 6in. The interpolant is then simply ~"~=1 g(y j )F (z -  yj), as is easily 
Periodic radial ftmctiom 203 
verified. Since the nonvanishing of the eigenvalues Ai is equivalent to the nousingaflarity of A, it 
is not surprising that 1/A~ occurs in the formula for the cardinal function, given next. 
Let n, @ mad h be as above. Let ~b denote any function such that @(vh) = 1/A~ for 0 < v _< n -  1. 
Define 
n-- I  
F(t) = ~(¢,  z;~),~ ÷(~ - jh). (z4) 
jffio 
THEOREM 2.4. [3] 
the span of~b(t - yj) and F(kh)  = ~0k, 0 < k < n - 1. 
PROOF. Straightforward calculation, or refer to [3]. 
THEOREM 2.5. Let 
Frl 
The function F is a cardinal function for the n nodes kh. That is, F is in 
| 
~(t) = ~'  ~k co~ k~, 
k=O 
where the ak are real, and the first term in the sum is halved. If n _> m + 2, then the n x n 
matr ix  
2~ 
A,j  = ¢k(d(y~,yj)) , yi = ( i -  1)h, 1 < i , j  < n h = - -  
is singular. 
PROOF. It Suffices to prove that A has a zero eigenvalue. By Theorem 11 in [6], the eigenvalues 
of A are 
co 
Aj =~n Z(ctk .+.  / + etkn+n-./), 0 < j _< n - 1, 
k=O 
where ak = 0 for k > m. Let n >_ m + 2 and consider j = n - 1. We have 
oo  
~n-1 = akn+n-1 + ~kn+~n-1)  = 0 
k=O 
because kn + 2n - 1 > kn + n -  1 > n -  1 >__ m+ 1. | 
The next result is elementary and is given without proof. In it, ~(f ;  6) is the modulus of 
continuity of f .  
LEMMA 2.6. If f ~. C~,, then 
N'__ '÷ -r. o '(')" <-°, . ,  
Let ~ be continuous, even, mad 2~r-periodic. Let Fn be the cardinal function defined in Theo- 
rem 2.4. Let Ln be the corresponding interpolation operator: 
(L . f ) ( z )  -" ~ f (y j )Fn(y j  - z)  
jffil 
y~=( j -Z)h .  (2.5) 
The translation (or shift) operator T= is defined by (Tzf)(y) = f (y -  z). 
LEMMA 2.7. I f  n > m and i f  Ln exists, then 
(L.Em)(x) = .~a  ~ (T.~, Era).. 
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PROOF. 
n-1  
(L.,E..)(z) = ~ Em(y~)F(yl, - z) = n(E, . ,TfF) .  
k=0 
J 
= n 5-~(~b, Ej). Em(yj)(Em,T.*). = n ~-~(~b, Ej). Ej(ym)(Em,T.4). 
J J 
= .A[n* (Era, T.¢).. 
Here, we must 
¢(~m) = ~: i  
COROLLARY 2.8. / /0 < m < n, 
n-1  recall that ~j=o(~b,Ej).Ej interpolates ¢ at the nodes yj and that 
I 
,,(T,,~, C,.). (L.C.)(.) = A~) 
.(T.¢,S.). (L.S.)(.) = ~)  
If L. is interpreted as an operator from 6'2. into (72. (with the supremum norm), then the 
operator norm of L,  is the sup-norm of its Lebesgue function: 
IIL.II = IIA.Iloo. 
The Lebesgue function is given by 
n 
A.(t)  = ~ I ; . ( t  - V,)l. 
.i=1 
(2.6) 
THEOREM 2.9. Assume that ~ is real, even, 2~-periodic, continuous, and satisties 
fo  ~b(z)Cm(z) dz ~ 0 for a/l m. Assume that L,  exists for intinitely many n. Then, for any 
tr~onometric polynomial, p, lira IILnp - Plloo - O. 
PROOF. It suffices to prove the assertion for p = Era, m fixed. By Remark 2.2, Lemmas 2.6 and 
2.7 we have, for n >_ m, 
+ A-~Tm. ) w ~bC.,; 
To complete the proof, use Corollary 2.8 to write 
AS ) 1 [2 .  
. = (~, c.). ~ ~ Jo ¢(z) c~(~) d= # 0. | 
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ceding theorem is applicable. 
sequence of positive integers. 
ABEL'S LEMMA 2.11. 
COROLLARY 2.10. Let 
co 
~(~) ~'  "-  a k COS]CZ, 
k---o 
where the coemcients are real and satisfy 
(1) E lakl < ~¢ 
(2) ak ~ 0 for a//k 
Tin-1 ~--~ co (3) tt~=0 Z.,~=0 (atn+~ + atn+n-~) ~ 0 for some sequence n -  nx < n~ < -.. .  
Then, the translates of ~b form a fundamental set in C[-~r, ~r]. (Note that the second and third 
hypotheses are true if ak > 0 for all k.) 
PROOF. Assumption (1) guarantees that ~ is continuous. Assumption (3) guarantees that the 
interpolation operators Ln exist for infintely many n. Assumption (2) guarantees that the pre- 
Note that (3) is required not for all n but only for some infinite 
| 
rt rt--1 
~-'~ x,y, = ~(x i  - ~,+~)~ + ~.Y . ,  
i=0  i=0 
where l~ = Y~j=o YJ for 0 < i < n. 
LEMMA 2.12. For any numbers fo, fx , . . .  ,In and any n E N, we have 
~--~ 1 ~ - ' ~ n  n- ,  sin(k + ~)t "l-fn sin(.  + ½)t 
L-.'fkeoskt=2f°+l--'(ft-fk+') 2sin½ 2sin~ t " 
k----0 k----0 
k PROOF. Use Abel's Lemma 2.11 with Yk -" ~"~=0 cos jr. Then, use the identity 
k 1 sin(k + 1)t 
cosit = ~ + 
j=o 2sin 
| 
LEMMA 2.13. 
h = 2~/n 
The eigenvalues ~j in Lemma 2.1 can be expressed in the following form, with 
n-1  ~ = ~ [<kh)-~((k + 1)h)] sin((2k + 1)~h/2) 
t=0 2sin(jh/2) 
PROOF. 
ft--1 
~ = ~ ~(kh) cos(jhk) 
k--O 
, j>o .  
Start with Lemma 2.1 and then use Lemma 2.12 with fk = ~(kh) and t = jh  to obtain 
= ~ ~(kh) cos(jkh) - ~(o) 
k=0 
r t -1  
= l~b(O) + ,=o~[~(kh)-c~((k+ 1)h)] sin(2k +2sinjh/21)jh/2 + "'-'~(0' sin(2n "l'~si~'~l)jh/2 - ¢~(0) 
r l - -1  = E [*(kh)- *((k + 1)h)] sin(2k + 1)jhl2 
2 sin jh/2 
k=0 
| 
LEMMA 2.14. The eigenvalues )~j in Lemma 2.1 can be expressed as fo//ows, with ~k = ~(2k~r/n), 
1 _< j < n -  I, m- -  [n12], 
m-1 sin(2k + 1)Trj/n 
~ = ~(~k - ~k+l) - 
f~m 24#11-o 
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PROOF. Use Lemma 2.13 to get 
in which we have put 
n-1 ~,=o Ak 
Xj = (2 sin , j /n) '  
Ak = (¢k - ¢k+i) sin (2k + 1)~-j 
B 
By periodicity, An-k = Ak-1. I fn  = 2m+ 1, then the terms A0, . . . ,Am-I  are paired with the 
terms A , -x , . . .  ,A, -m. This ]eaves Am unpaired. But Am has the factor sin(2m + 1)xj/n - 
sin wj = O. Since In~2] = m in this case, the formula of the lemma is established for n odd. 
If n = 2m, the terms A0, . . . ,Am-I  are paired with An-1,...,An-m = Am to establish the 
lemma. II 
LEMMA 2.15. Let n = 2m + 1 >_. 3. Then, 
r. sin(jlr/n).I' { 2(~- 2) 
- 
j=l n -- 4 
u=0 
0<v<m 
/ /=  rri. 
PROOF. Denote the sum on the left by Ev. Divide it into two parts, corresponding to even and 
odd values of j .  Thus, 
~. :  r j1:2 r.x:~ (~)  -F" "-I r sin((2k + T ) ' /n )~ [ ~ +'i~)J 12 co6 (2v(2~+ I).) 
To simplify this, we note that 
"" n "~ " 
With these equations and the substitution k = m - j, we obtain 
Ev - 4~.=m cos 2 lj_~)cos 14~3n ~) + ~.~ k ~/ '~)  ) co6 <2p(2m - 2j + l)~')n- 
= 8 ~ cos 2 cos + cos cos . 
,4----1 j= l  
Therefore, by Lemma 2.12, 
E0=4~ l+cos  =4 m- + •l n , 
j---1 
=4(m -1) =2(2m-1)=2(n-2). 
For 0 < v < m, we have 
Ev=4'~-"~cos + 2~ I) 2 j~r ( - I )  
j=l (i 1) 
=-2+2 ~ 2 -4 .  
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Finally, for ~ - m, we have 
j-----1 j~ . l  
-4(-1)..1-2(m -1) "-2m-3--n-4. | 
The next three results are elementary and are given without proof. 
LEMMA 2.16. For tea/0, and any positive integer n, we have 
n-1  
e(2k+l)i e = e "O sin(.0) 
sine 
/c--0 
( / f#/s  an integer multiple of~r, the limiting value on the right/s understood.) 
COROLLARY 2.17. For real 0 and n E N, 
, , -  1 (sin .O) 2 
sin(2k -~ 1)O - s -~ 
k=0 
LEMMA 2.18. //el is 21r-periodic, then the expression ]~:=l+k f(2~r~,/n) is independent of the 
integer k. 
LZMMA 2.19. The Lebesgue function A/s periodic with period 2w/n. 
PROOF. Using Lemma 2.18, we have 
ra--1 n--1 
j--0 trio 
n n -1  
j= l  j--0 
COROLLARY 2.20. The maximum o[ A occurs in each interval of width 2f/n.  
LEMMA 2.21. / f  the cardinal function ex/sts, then it is an even function. 
PROOF. If the cardinal function exists, then the interpolation problem is solvable for arbitrary 
data. The interpolant is then uniquely determined by the data. Let F be the cardinal function, 
and let G(x) = F ( -z ) .  Then, G(0) = F(0) = 1, and for 1 _< j _< n - 1, 
a( jh )  = r ( - jh )  = F (2~ - jh )  = F ( ( .  - j )h )  = O. 
Hence, G solves the same interpolation problem as F. Since G is also a linear combination of the 
functions lr(z - jh), the unicity of the interpolant implies that G = F. | 
Let ~bk -- ~b(2k~/n). Put n - 2m or n -- 2m-t-1. Set e -  zr/n, A~ - ~bk--~bk+x, and 
A~k = AA~k. 
LEMMA 2.22. The eigenvalues A1,... ,A,-1 in Lemma 2.1 can be written 
Aj - -A~0\  sinj~ / - -~A2~hk-1  \~m'j-~ / \ s in je /  J '  
k=l 
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PROOF. From Lemms 2.14, we have 
~i = ~ ,mj~ 
k--0 
Summation by parts (LelTm'la 2.11) gives us 
m--2  
~ = Y~ ( '~)gk  + (~÷~-~)Y,,,-1, 
where 
~-~ sin(2k + 1)je 
Y~ - ---' ~mTi - 
v=O 
by Corollary 2.17. An equivalent equation for ~j is 
m-1 
sin2(k + l)je 
.in 2 j~ 
~J -" /kf~OYm-1 - - ~a  A2~k-l(Ym-1 - - Yk-1) .  
k=l 
This is the equation to be proved. | 
3. THE CASE ~(t) = I~1 
In this section, we take ~ to be the 27-periodic function whose values on [-~', ~r] are given 
by ~b(t) = It[. In Example 12 of [6], it was shown that the interpolation matrix for this function 
~b is nonsingulsr if and only if n is odd. We set n = 2m + 1 in this section, and write h = 2f /n.  
LEMMA 3.1. Let ~, n and h be as stated above. The eigenvalue he of Lemma 2.1 is r(n2-1)/(2n). 
PROOF. By Lemma 2.1 
n-1  m m 
~0= ~(~h)= ~ ~(~h)= ~ I~hi 
-- 2h(1 +2+ 3+. . .+  m) - hm(m+ 1) -- 
~r( .~ - 1) 
2n 
| 
LEMMA 3.2. Let ~b, n and h be as above. Then, the eigenva/ues in Lemma 2.1 have these values: 
Aj = -h  sin2(mjh/2) 
sin=(jh/2) , 1 _~ j _< n - 1. 
PROOF. By Lemma 2.14 
2m 
2 sin n 
2m 
=: ~Ak.  
k=0 k=0 
We note that Am = 0 since n = 2m + 1. Also, 
-h  O_<k<m 
~(kh) - ~((, + 1)h) = h m < k _< 2m. 
Further, the terrm sin((2k + 1)~j/n) for k - 2m, 2m - 1,. . . ,  m + 1 are the negatives of those for 
k- -  0 ,1 , . . . ,m-  1. Hence, 
m--1  
~J = sin(f j /n)  sin 
w. 
By Corollary 2.17, we obtain the formula to be proved. | 
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LEMM& 3.3. 
function of Equation (2.3) are given by 
-n  s + 2n 2 + n 
2n ~ 
Cu = ~'B 2 - -  ~" 
-n  s + 4n = + n 
2xn ~ - 2n 
Cn--u 
Let 4, n and h be as above, with n >_ 3. Then, the coefficients cv in the cardinal 
v=O 
O<~,<m 
M - -  f 'n  
m<v<n.  
PROOF. By Equation (2.4), 
n- - I  
Cr = n -1 E ~?1 cos(vjh), 0 _< u _< n - 1. (3.1) 
jr0 
In this equation, substitute the values of h i from Lemmas 3.1 and 3.2. Using the abbreviation 
Ev from Lemma 2.15, we have 
c~ = . -1  . ( .2  _ 1) h ~ ks in ( j ,n f / . ) )  co. 
j=l 
2 I rE~" 
- ~'(n 2 - 1) 
When the values of Ev from Lemma 2.15 are substituted here, the values of cv for 0 < v < m 
are obtained. That c~ = cn-v follows from Equation (3.1). | 
THEOREM 3.4. Let 4, n and h be as show. Then, the cardinal function of Equation (2.4) is 
given by 
n--1 n 2n 2 n 
F(t)  = - 4 (0  + lr(n 2 _ 1) y~ 4(t - kh) - ~ [4( t  + mh) + 4(t - mh)]. 
k=O 
PROOF. From Theorem 2.4 we have, with c - ck, 0 < k < m, 
n- - I  
F(t) = ~ c~,(t - kh) 
k----0 
m rt~ 
= c0,(0 + ]~ ck , ( t -  kh) + ~ cn_ . , ( t -  ( .  - k)h) 
k----1 k - -1  
m-1  
- o0,(0 + E o. [,(,- +o- [ , ( , -  
k- - !  
m-1  n -1  
"- Co*(t) + c E 4(t - kh) + c E 4(t - jh) + cm [4(t - mh) + 4(t + mh)] 
k=l  j fm÷2 
n -1  
- Co4(t) + c ~ 4(t - kh) - c [4(t) + 4(t - mh) + 4(t - (m + 1)h)] 
k-----0 
+ c., [4(t - ,~h) + 4(t + ,~h)] 
tt--1. 
= (co - c)4(t) + c ~ 4(t - kh) + (c~ - c)[4(t - ,~h) + 4(t + mhl]. 
k=0 
From Lemma 3.3 the desired formula follows. | 
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L~MttA 3.5. Let ~,n sad h be as above, with n >_ 3. I f  t ~. R sad if v is chosen so that 
vh <_ t < (v + 1)h, then 
n-1  
7 E÷('- kh) = + 
k=O 
Pltoor. Put r = t - vh. Since # is periodic, 
n- I  n -1  
k=O /t=O 
m- I  n -1  
= ~÷( ,+th)+~(r+. ,h )+ ~ ~(r+,h)  
k=O k fm+l  
m--1  n -1  
= E(~+kh)+{w- l r4 -mh-~l}  + E [27- ( r4 -kh) ]  
k=O k fm+l  
hm(m2 - 1) [ ..71 hm(m2 4- n) =mr+ +7-  1" -~ +m(2~r - r )  
= h(n '+ 1) -  ( r -  ~1. | 
LW-MMA 3.6. Let ¢, n and h be as above, with n >_ 3. Then, 
2mh O<t< -~ 
m T~ 
~b(t + mh) + fb(t - mh) = 2(7 - t) -~ < t < 2~rm 
11 - -  - -  / l  
h 27m < t < 7. 
71 
PltOOF. If 0 <_ t <_ w/n, then the points t + mh and mh - t axe in the interval [0, 7]. Hence, 
¢(t  + mh)  + 4( t  - mh)  = t + mh + ,nh - t = 2mh.  
The other cases are analyzed similarly. 
TiiEOitI~M 3.7. Let ¢,n and h be as above, with n >_ 3. 
2f-periodic function defined on [0, 7] by the formula 
II 
The cardinal function is an even, 
F(t) = 
14- tn(2n 4- 1 -  n 2) 0 < t < h 
f ( .  2 -  1) - - 2 
n 2 - I  7 (~ ' -1 )  r -  ~t~mh 
~--_~ n - l -  mh<t<7.  
Here, ~ = t - vh when vh _< t < (v + 1)h. 
PitooF. By Theorem 3.4 and Lemma 3.5, we have 
- - ;  1 - , ( .2  _ 1) ~-  ~ - ~[¢( t  + mh)+ ÷( t -  mh)]. 
Applying Lemma 3.6 and carrying out the calculations leads to the given formula. II 
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THEOREM 3.8. Let ¢~ and n be as above, with n > 3. The norm of the interpolatio~ operator/n 
Equation (2.5)/8 
3n 2 - 4n - 1 
I lL . l}  = n ~ - 1 
PROOF. Let F be the cardinal function as given in Theorem 3.7. The interpolation operator is 
defined in Equation (2.5). Its Lebesgue function, A, is defined in Equation (2.6). By Lemma 2.19, 
A has period h. Hence, it suffices to compute the maximum of A on [0, hi. It is clear that A is a 
piecewise linear function with knots at the integer multiples of , /n .  Hence, the maximum of A 
on [0, h] occurs at either 0, hi2, or h. At 0 and h, A(t) - 1, since these are interpolation odes. 
At hi2 a computation of A proceeds as follows 
n-1  
p~0 
=2y]~ F + 
2n ) n 2 - 2n -  1 
=2m ~ + n2_ l  
3n 2 - 4n - 1 
- n ~ - 1 
n-1  
| 
4. THE CASE ~(0 - t2 
In this section, ~b is the 2,-periodic function defined by setting ~b(t) -- t 2 for -~r < t < , .  
Although the interpolant exists for all values of n (see Lemma 4.3 and Theorem 4.8 below), we 
consider only the even values, as the computations are more tractable in this case. 
THEOREM 4.1. Let d~, h and n be as above. The cardinal function of Theorem 2.4 is given in 
this case by 
n-1  
F(t) = ( ,~0) -~ ~ ~(t - kh) -  S--~ [~(t - ~ + h) - 2~(t - , )  + ~(t - • -  h)]. 
k---0 
PROOF. We define F by the above equation and then prove that it has the properties required 
of a cardinal function. Since n is even, , is a node. Hence, F has the correct form, namely a 
linear combination of the functions ~(t - jh),  with 0 _< j _< n - 1. Thus, it suffices to prove that 
F(0) -- 1 and that F(t) "- 0 for all other nodes. We have 
F(0) = ( ,4°)  -1 
n- !  
n 
, (kh)  - ~[ , ( , -  h) - 2 , ( , )  + , ( ,  + h)]. 
k~-0 
From Lemma 2.1 we have A0 - 
short calculation, 
F(0) = 
n-1  ~-~k=0 ~b(/~h). Also, ~b is symmetric about , .  Therefore, with a 
n -1 - n(4~r~) -1 [~b(~r - h) - ~b(,)] = 1. 
For the other nodes, ~h, with 1 < v < n - 1 and n - 2m, we have 
r (vh)  = n-1 _ n(8,2)-x [~b((~ + 1 - re)h) - 2~b((v - re)h) + ~b((v- 1 - m)h)].  
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In this equation the arguments of ¢ are all in the interval [-w, w], where ¢(t) = t 2. The bracketed 
expression turns out to have the value 2h 2 = 872/n 2. Hence, F(vh)  = O. | 
LEMMA 4.2. Let ~ be as above and 
Lemma 2.1 is 
PROOF. 
) tO " -  
let n = 2m or n = 2m + 1. Then, the eigenvalue )~o of 
¢2¢n2 +2) 
3n n even 
¢2(n2 - 1) 
3n n odd. 
By Lemma 2.1, with n = 2m and h = 21r/n, we have 
n- -1  m 
~o = ~ ~(kh)= ~(~h)  2 + 
k=0 k=O 
2m--1  m- -1  
(2¢ - kh) 2 = 2 ~ (kh) 2 + ¢2. 
k=m+l  k=l  
This last expression is easily computed by using the formula 12 + 2 2 + 3 2 +. . .  + m 2 = m(2m 2 + 
3m + 1)/6. The proof for odd n is similar. II 
LEMMA 4.3. Let ~ and h be as in Lemma 4.2. Let n be even. Define 
0(s) = ~(s  + h) - 2~b(s) + ~(s  - h) - 2h 2. 
Then,  ¢ (s )  = 0 on [ -¢  + h, 0] and 
O(s) -- 4~'0r + s - h), - l r  < s < -~r + h. 
PROOF. Straightforward calculation. It 
LEMMA 4.4. Let qb, n and h be as in Lemma 4.3. I f  vh _< t < (v + 1)h and t ,  = t - vh, then 
n-1  
~(t - kh) = 
k=0 
¢2(n2 +2)  
3n 
+nt~-2~tr .  
PROOF. By the properties of ~, 
n-1  n -X  
, ( t  - kh) = ~, ( t ,  + kh) 
k=0 k=0 
m--1 n--1 
= ~ (t, + ~h)2 + ~ (2,r - ~ - kh)2 
k=O k----.m 
m-1 m 
= ~ (t, + kh)2 + ~, ( t ,  - kh)2. 
k----O k=l  
The remaining calculation is straightforward, it 
LEMMA 4.5. Let ~,n  and h be as in Lemma 4.4. / fvh  < t < (v+ 1)h with 0 < v < m - 1, then 
F(t)  = 3n(t - vh) 2 - 6~'(t - vh) 
• "2(n2 + 2) {- 6,,0(1 - th). 
PROOF. By Theorem 4.1, 
n- - i  
n 
F(t)  = (n~o) -x ~ ~(t - kh) - ~ [ , ( t  - ,  + h) - 2 , ( t  - , )  + , ( t  - ,  - h)]. 
k-----0 
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Using Lemmas 4.2 and 4.4, we write this in the form 
r ( t )  = 3nt~ - 6 , ,  1 " [0(t - ~) + 2h~], 
in which uh < t < (u + 1)h and tv = t - vh. An application of Lemma 4.3 completes the proof. | 
LEMMA 4.6. Let ~, h and n be as in Lemma 4.5. The Lebesgue function is given on the interval 
0 < t < 2~r/n by 
a( t )  = F t - = 2 + .3(n - 4)  , t  (2 ,q ,  - t )  
k=1, - ~'2(n~ +2) 
PROOF. Since F is even and 2~-periodic, we have (with h = 2w/n) 
--1 m- -1  m m-1  
A(t) = ~ IF(t + uh)l + ~ IF(t + uh)l = ~ IF(kh - t)l + ~ IF(kh + 01. 
u=-m v=O k=l  k=O 
Taking account of Lemma 4.5, we obtain 
m m--1 
A(t) = r (h  - t) - Z r (kh - t) + F(t) - E F(kh + t) = G(t) + G(h - t), 
k=2 k=l  
where 
By using Lemma 4.5, we obtain 
m-1 
G(t) -- F(t) - E F(kh + t). 
k=l  
G(t) = 1 + 
(2 - m)(3nt 2 - 6~)  
x2(n2 +2) 
This leads to the asserted formula for F(t). | 
THEOREM 4.7. Let ~ and n be as in Lemma 4.6. Then, the norm of the interpolation operator 
Ln in Equation (2.5) is 
3(n - 4) 
I l L . I I  = 2 + n~ ~'~)" 
PROOF. Use the preceding lemma. The maximum of A(t) occurs at t = x/n. The calculation 
leads to the value given. | 
THEOREM 4.8. Let q~ be as above (i.e., @(t) = t2), and let n = 2m or 2m + 1. Then, the 
eigenvalues of the interpolation matrix are given by 
Aj = nsin2(~j/n ) 1 -  2sin ~ 
None of these is zero. 
PROOF.  F rom the proof of Lemma 2.22, we  have 
m-2 
k=O 
l_<j__n-1. 
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Since 6(0 -- t2 on [0, a./2], this becomes (with h = 2a.ln) 
m-2 
Ay = 2h 2 ~ Yk - (2m - 1)h2Ym_l 
k=O 
h 2 m-2 
- [s in( fa . /n) ]  [2k_~os in2( ( '+ l ) J ' ) - (2m-1)s in2( -~) l  
sin'(ja./n)(2a'/n)' [2%-  1 sin((2m-1)ja./n)__ (2m__ 1)sin, ( _~)  l • 
= 2 sin(jR'In) 
It is elementary but tedious to show that this expression for Aj is equivalent to the one asserted. 
In order to prove that Aj ~ 0 for 1 _~ j _~ n - 1, it is necessary to show that the equation 
is never satisfied. If it were, we would have sin(==jm/n) = +l /v~,  whence a.jm/n - (2k+ 1),/4. 
If n = 2m, this equation implies that 2j = 2k + 1. If n = 2m + 1, it implies that 4jm = 
(2k + 1)(2m + 1). [[ 
5. THE CASE OF 6 E C 2 
In this section we estimate the eigenvalues of the interpolation matrix when 6 satisfies ome 
smoothness assumption on (-a., a.) or on (0, a.). 
THEOREM 5.1. Let 6 6 C2[-a., a.], 6 _~ 0, 6" > 0, n = 2m. Then, the interpolation matrix is 
nonsingular and its eigenvalues are given asymptotically by 
{i nsin 2 ( -1 )  j 1 _~ j _~ n - 1. 
PROOF. That the interpolation matrix is nonsingular isproved in [6, Theorem 18]. The assertion 
concerning A0 follows directly from Lemma 2.1. Now, let I < j < n - 1, and assume first that j 
is odd. By Lemma 2.22, 
m-1 
(sinje)2A/ -- A6o -- ~ Aa6~_i(1 --sin 2 kje). (5.1) 
k=l 
Since 6 J  seven ,  
A6o = 6(0) - 6(2e) = -116(-2e) - 26(0) + 6(~)] = 1 2 -~a  6-,. 
Equation (5.1) can now be written 
(m j~)2,x~ = - ~4e  2 6" (~o) - 
m-1 
4~26"(~,~)(1 - sin 2 } je ) .  
k---1 
Assuming that 0 < c, < 6"(t) < c2, we have (details omitted) 
{1 m-, )I 4e2m a'2 (sin je)2Aj ~* -4¢ 2 + ~ (I - sin ~ kj¢ = - ' -~  = --- 'n 
k---1 
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In the case that j is even, the equation analogous to Equation (5.1) is (and here again we omit 
the details) 
m-1 m-1 
(sin 0  j = = 
k=l k=l 
THEOR~.M 5.2. Let @ e C~[0, ] and satisfy #b(~r) >_ O, limit, ¢'(t) <_ O, and @#(t) > 0 on (0, f). 
Let ~b be extended to be even and 2~f-periodic. Then, the corresponding interpolation matrix 
described in Section I is positive de~nite. 
PROOF. The matrix in question is symmetric, and therefore it suffices to prove that its eigenvalues 
are positive. By Lemma 2.1, 
Ao= ~-'~4' 
Since #b"(t) > 0 on (0, ~r), ~b' is strictly increasing. Hence, for t ~ (0,~r) we have ¢'(t) < 
lira, r, @'(t) < 0. It follows that @ is strictly decreasing and that @(t) > ~(~r) >_. 0 for t ~ (0, ~r). 
Thus, A0 > 0. 
Prom the proof of Lemma 2.22, the remaining eigenvalues can be expressed in the following 
form, where n = 2m or n = 2m + 1: 
m--2 
= X <_# <_ . -  r 
k=0 
Here, the Y~) are nonnegative expressions. Since @0, ~b~,..., ~m-x, @m are values of ~b at points 
in [0, ~r], we can write 
= 
k=O 
Our hypotheses guarantee that Aj > 0, because yO) = I. II 
Notice that the function ~b(z) = (z - ~r) t (k even, k >_ 2) will satisfy the hypotheses of 
Theorem 5.2. 
6. SUMMARY 
By results in [6], we know that there exist many functions of the form ~b(t) = ~-~o ak cos kt 
for which the interpolation problem in Section 1 is always solvable. For example, the condition 
at > 0 (for all k) guarantees this property. The interpolation can then be carried out with an 
operator L, described in Equation (2.5). A crucial convergence property of these operatom is 
given in Theorem 2.9. In order to conclude that HL, f - f[[co --* 0 for all continuous periodic f, 
one requires in addition the property sup, IlL,I[ < co. In Theorems 3.8 and 4.7, the norm of L,  
is computed for @(t) - Itl and ~b(t) -- t ~, respectively. 
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