For any controllable linear system it is clear that the minimum control energy must increase unboundedly as the available time for exact control decreases to 0. This is made precise, obtaining asymptotically O(T ?(K+1=2 ) behavior for the norm of the control operator where K is the order of thè least controllable' modes (the minimal exponent for the rank condition).
gives the least control energy needed to reach the target at time T.
It is to be expected that more violent control would be needed as the time T available becomes shorter 3 . Our object in this paper is to give a precise (asymptotic) answer to the question of the title. Since the optimal control u opt is given by a linear operator C T : 7 ! u opt ( ; T; ) : IR n ?! U = U T ; (1.3) the principal result can be stated as kC T k T ?(K+1=2) as T ! 0
where K is the minimal exponent giving the well known rank condition for controllability: rank B;AB;:::;A K B] = n (1.5) and 6 = 0 is also computable from A;B.
It is worth noting that this also estimates sensitivity for observation of the adjoint problem. If one can observe y := B z for a solution z of the equation _ z = ?A z, then one easily sees that one recovers the state through z(T) = C T y( ). This means that the uncertainty in the recovered state due 3 The uniqueness of u opt and the linearity of the map: 7 ! u opt follow from the Hilbert space projection theorem under more general conditions than here. From uniqueness it follows that ku opt k is strictly decreasing in T for each 6 = 0. The solution x of (1) is then given by x(t) = 
Results
We must draw the desired conclusions from (3.3).
It is clear from the bound on R 1 (T; ) and the obvious fact that P( ) is bounded uniformly on 0; 1] that R 2 (T; ) is uniformly bounded so R 3 (T) is uniformly bounded { say, kR 3 The coe cient C n grows extremely rapidly with n but, of course, is xed for any given dimensionality. Thus, n?1 " n?1 provides the only dependence on the particular system (1.1); it is just the norm of the component of A n?1 0 orthogonal to span f 0 ; : : :; A n?2 0 g.
Returning to the general case, we now consider the asymptotics for a particular target (rather than the`worst case' treatment above). We have, from (2.6), 
