Abstract Some of the most outstanding problems in Computer Science (e.g. access to heterogeneous information sources, use of different e-commerce standards, ontology translation, etc.) are often approached through the identification of ontology mappings. A manual mapping generation slows down, or even makes unfeasible, the solution of particular cases of the aforementioned problems via ontology mappings. Some algorithms and formal models for partial tasks of automatic generation of mappings have been proposed. However, an integrated system to solve this problem is still missing. In this paper, we present AMON, a platform for automatic ontology mapping generation. First of all, we show the general structure. Then, we describe the current version of the system, including the ontology in which it is based, the similarity measures that it uses, the access to external sources, etc.
in different ways [1] . For instance, in the e-commerce field, there are several standards and joint initiatives for the classification of products and services (UNSPSC, e-cl(iss, RosettaNet, NAICS, SCTG, etc.). Of course, the case of ecommerce is not unique, since it also happens in medicine, law, art, sciences, etc. Besides, the existence of different standards is not the only reason why the resolution of a problem may require the manipulation of different ontologies modeling similar knowledge. For example, language translation of an ontology needs to deal with two ontologies (the input and the output one) [2] , or ontology evolution needs to deal with several ontologies (the different versions of the original ontology) [3] . Even when there are no ontologies given a priori, the resolution of a problem may require the manipulation of heterogeneous information sources. If the problem is approached through the construction of ontologies, the heterogeneity of information usually leads to heterogeneous ontologies [4] [5] .
Whichever is the case of use of different ontologies of the same domain, they are usually linked through mappings. A mapping between ontologies is a function that associates terms and expressions defined in a source ontology with terms and expressions of a target ontology [5] . Currently, mappings between ontologies are identified by hand. This leads to the following drawbacks: (1) the generation of mappings between large ontologies or among a large amount of different ontologies consumes a huge quantity of resources; and (2) if any of the ontologies changes, the generation has to be carried out manually again. As a consequence, a satisfactory solution is sometimes unfeasible. The Semantic Web is a good sample scenario where automatic ontology mapping is absolutely required. According to Berners-Lee [6] , the Semantic Web is an extension of the current Web in which information is given well-defined meaning, better enabling computers and people to work in cooperation. To attain the Semantic Web, the web pages are annotated with ontologies. Such ontologies are different and ever changing. Moreover, the number of ontologies to annotate a significant part of the Web pages is huge. Consequently, the automatic generation of mappings is essential in the future ofthe Semantic Web.
In this paper, we present a three layer framework for automatic ontology mapping generation (see figure 1) , and the implementation of part of it. Our proposal is that this integrated vision can guide, not only our future work, but also the future work of other researchers.
The middleware layer is the one in charge of the automatic generation of ontology mappings. The structure of the middleware layer is an evolution of the structure of classical knowledge based systems. The role of the classical knowledge base is played by a mapping ontology. We also propose a module to learn new rules of ontology mapping generation, and to modify the former ones. Such module should work under the supervision of a user through the module of ontology evaluation.
The service layer uses the mappings to perform tasks where links between ontologies are useful (ontology translation, expression translation, etc.). Finally, the application layer uses the services of the former layer in sophisticated applications (integration of heterogeneous databases, semantic web services, etc.).
The current implementation of the proposed framework includes a first version of the mapping ontology, the database, some similarity measure procedures, and the integration of basic machine learning algorithms.
Section 2 presents a brief state of the art on automatic generation of ontology mappings. Section 3 presents our framework. Section 4 shows the current implementation of the framework. Finally, section 5 presents the conclusions and the future lines.
II. A BRIEF STATE OF THE ART ON AUTOMATIC GENERATION OF ONTOLOGY MAPPINGS
Former works to solve the problem of automatic generation of ontology mappings can be divided into two categories: formal contributions and material contributions. Formal contributions deal with the problem conceptualization, while material contributions provide software systems addressing the problem.
Formal contributions. Ontologies are modeled using graphs [7] , logic theories in logic notation [8] , frame based models [9] , etc. Concerning the conceptualization of mappings, they are represented using morphims between graphs [7] morphisms between logic theories [8] , and relations between classes [9] . A graph morphism is a function that preserves the structure, and a theory morphism is a function that preserves the axioms. The conceptualization of mappings is sometimes carried out through an ontology. Thus, some authors have elaborated mapping ontologies to provide support to their mapping applications [9] . With regard mapping evaluation, an interesting work that integrates different approaches of evaluation can be found at the Knowledge Web network [10] . Concerning the mapping generation methods, they basically operate in two phases. First, they specify how to establish the similarity between terms of different ontologies. Then, according to the similarity measures obtained in the first step, the methods specify how to generate the mappings. Any of the features of the concepts to be mapped can be used to calculate the similarity measures between the concepts of two ontologies [11] : the name (lexical similarity) [12] , the natural language description (in the ontology, in thesauri, in documents, etc.) [11] , the structural relations (e.g. subclass of) [13] , the instances in databases [11] , etc.
Material contributions. Currently, the most outstanding software systems that automatically generate ontology mappings are ONION [7] , MAFRA [14] , IFF [8] , Ehrig and Sure's system [15] , PromptDiff [16] , and the Euzenat ontology alignment API [17] . ONION generates mappings using graph transformations. MAFRA combines different similarity measures, both lexical and structural, to establish the mappings. IFF is based on morphisms between logical theories. Ehrig and Sure's system determines similarity through rules that have been encoded by ontology experts. PromptDiff automatically generates mappings between different versions of the same ontology using heuristics. There are other systems that automatically generate mappings as an intermediate step to carry out other task, for example, Prompt [18] and FCA-Merge [19] for ontology merging. The mappings are established by extracting, from the documents, instances that belong to concepts of both ontologies. We would like to mention MetaMap [20] , which maps texts in natural language into medical ontologies. With regard to Euzenat's ontology alignment API, it standardizes typical operations on mappings and supports an easy evaluation [17] .
The aforementioned proposals have the following drawbacks:
1) Some algorithms and formal models for partial tasks of automatic generation of ontology mappings have been proposed. However, no integrated framework to solve the automatic ontology mapping generation problem has been provided. 2) None of the approaches take advantage of the integrated use of knowledge and information in databases, ontologies, thesauri, Web pages, plain texts, etc. 3) None of the approaches is integrated in more general problems (access to heterogeneous information sources, use of different e-commerce standards, ontology translation, etc.). Consequently, it is difficult to find the ontology mapping generation inside distributed systems.
See [21] and for a more thorough review on ontology mappings.
III. THE PROPOSED FRAMEWORK
According to the study of the work of other authors, and according to our own experience in the problem, we think that the automatic ontology mapping generation has the following features: a) The [22] . Therefore, the structure of the core of our framework is similar to the one of classical knowledge based systems, except that we use an ontology instead of a traditional knowledge base.
We assume that the external sources of the system are, at least (see figure 1) : the ontologies to be mapped (source ontology and target ontology), plain texts and Web pages describing the concepts defined by the ontologies, databases with instances of the ontologies, external resources (other ontologies; thesauri; lexical databases, for example, WordNet [23] ; etc.), mapped ontologies (which can be used in mapping generation rule learning), the supervision of the user and the point of view provided by the user. The supervision consists in a series of modifications of the generated ontology mappings. The point of view allows establishing mappings by combination of different approaches: analysis of the attributes of the concepts, analysis of their instances, analysis of the concepts taxonomy, etc.
Let's note that the arrow labeled "wrappers" is very abstract. For the case of ontology schemas it abstracts away the need for wrappers for different schema languages (e.g. RDF, OWL), whereas for the case of plain text documents/web pages it abstracts away the need for a variety of methods (e.g. ontology learning, information extraction) to identify ontological information in those sources, and for the case of supervision the need to input (somehow) the information provided by the user, which is useful for the learning part of the framework.
Inspired by the framework proposed in [24] for ontology development platforms, we propose a framework in three layers:
Ontology mapping middleware. It is the core of the system, since it is the one really performing the automatic generation of ontology mappings. This layer is composed by the following elements: -Inference engine. It reasons using the knowledge provided by the rest of the modules of the middleware.
Wrappers. They deal with formats and protocols of external sources so that they can be manipulated inside the system. Similarity functions. They perform the first phase in the mapping generation. The inference engine can execute them using the information provided by the point of view provided by the user. The software system should be prepared so that similarity measure procedures could be integrated in run time. At present time, we have implemented and integrated several classical similarity functions, like Jaccard coefficient, Dice coefficient, cosine coefficient and correlation coefficient [12] , for similarity between tuples; edit distance similarity function (based on the edit distance of Levenshtein [12] and n-grams similarity function [31] for lexical similarity between terms; WordNet based similarity functions [32] for semantic similarity between terms; inverse document frequency cosine similarity [33] and information theoretic document similarity [34] , for similarity between documents. Also, we have implemented several dissimilarities functions like Minkowski distance, Manhattan distance, Euclidean distance, Chebychev distance, dominance distance or Hamming distance [33] . Other important similarity and dissimilarity functions, specially the ones based on schema and instances information, are being implemented.
The system is capable of integrating new similarity functions as instances of different similarity function classes in the mapping ontology, just defining the source of information to apply over, and their properties.
Each similarity function uses partial information of the ontology, and the system tries to obtain as many measurements as possible and combine them to use all the information available in order to establish a mapping. The combination of them will depend of the point of view given by the user (e.g. a user could only be interested in lexical similarities or taxonomical similarities) and the rules for combining (e.g. through an aggregation function like the arithmetic mean or a non-linear combination).
Currently, we are researching on a new module to create new combinations, which would generate better mappings, by means of a genetic algorithm (GA). The GA is being used to get the best similarity measurement or combination of them, for each problem. GAs solve optimization problems where traditional methods fail (called NP complete problems). Each iteration offers a better performance that optimizes the problem. The inputs of the GA are the discrepancies between the expert similarity measurement and each similarity measurement taken from AMON. The final output of the GA is the measurement itself and the constants that optimize the linear combination of the discrepancies.
B. The mapping generation evaluation
In order to validate the automatic mappings performed by AMON, we compare them to mappings generated by experts (so-called "ideal" mappings). We generate the "ideal" mappings taking mappings already generated by experts in some domain. Thus, for example, we are working with the mapping already generated between GeneOntology [35] and the Enzyme Commission (EC) classification [36] . Moreover, in the future, we think to obtain ideal mappings creating variations of the same ontology (renaming terms, changing relations, removing elements, etc.) [13] .
Concerning the comparison between the "ideal" and the AMON mappings, we have elaborated a ratio of discrepancy between ontology mappings. This ratio, based on one of the presented in [10] , assumes that an ontology mapping is a graph whose nodes are the concepts of the mapped ontologies, and the edges the mapping links between concepts. Inspired in different works based in edit graph distances [37] For example, the comparison between two test time ontologies, using just a lexical similarity, has been shown in Figure 2 .
V. CONCLUSIONS AND FUTURE TRENDS
So far, partial methods and tools for particular tasks of ontology mapping had been proposed. However, an integrated framework is missing. In this paper, we have presented a global framework for automatic ontology mapping generation. Inspired by WebODE, we have established three layers: a middleware layer to create the ontology mappings, a service layer to use the mappings in different tasks (translation of expressions, ontology evolution, etc.), and an application layer for sophisticated applications (integration of heterogeneous databases, ecommerce applications, etc.).
Ontology mapping generation is a typical problem to be solved through a knowledge based system (it requires experience, manipulation of symbolic knowledge, heuristics, etc.). Therefore, the proposed framework includes an inference engine, an ontology (which plays the role of knowledge base), a machine learning module, etc. The framework is thought so that new similarity measure procedures can be dynamically attached to the system. The knowledge and the information that the system needs to manipulate can be obtained from the analysis of database of instances of ontologies, Web pages, plain texts, etc.
So far, we have implemented some parts of this framework, in particular, a first version of the similarity measure procedures and of the mapping ontology, the mapping generation evaluation, and the mapping database.
As work in progress, we are experimenting with genetic algorithms to combine similarity measures. Moreover, we want to generate different variations of the same ontology to have a new way to evaluate our system.
