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Abstract
With existing numerical integration methods and algorithms it is difficult in general to obtain accurate approximations to
integrals of the form∫ 1
0
f (x) sin
( ω
xr
)
dx or
∫ 1
0
f (x) cos
( ω
xr
)
dx, (r > 0)
where f is a sufficiently smooth function on [0, 1]. Gautschi has developed software (as scripts in Matlab) for computing these
integrals for the special case r = ω = 1. In this paper, an algorithm (as a Mathematica program) is developed for computing these
integrals to arbitrary precision for any given values of the parameters in a certain range. Numerical examples are given of testing
the performance of the algorithm/program.
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1. Introduction
The purpose of this paper is to develop an algorithm, as a Mathematica program, for accurately computing the
integrals
Is[ f ; r, ω] =
∫ 1
0
f (x) sin
( ω
xr
)
dx, (1.1)
Ic[ f ; r, ω] =
∫ 1
0
f (x) cos
( ω
xr
)
dx, (1.2)
where r and ω are positive real numbers and f is a nonoscillatory, sufficiently smooth function on [0, 1]. Note
that although our results to be obtained in this paper are valid for larger values of the parameters, we assume that
0 < ω ≤ 100 and 0.00001 < r < 100 000, and concentrate on the case with ω ≈ 1 (see Remark 3.1).
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Table 1
Results from Gauss-type and Filon-type methods for the integrals (1.3)
Method n IA IB
n-point Gauss–Legendre 201 0.17239433091200 1.07010219605605
500 0.56120645231825 1.07210054504008
1001 0.92691949651778 1.07306789147357
QFn [ f ] 12 0.05318507946665 1.07867364181084
36 0.07828866008616 1.07251784012909
72 0.07829137343354 1.07251583804117
QFn/2[ f, f ′] 6+ 6 0.10941753440011 1.05429962717496
18+ 18 0.07826788814287 1.07251411732700
Gauss–Gautschi 36 -12.884585240412 1.07251583797681
100 -12.148274122598 1.07251583797681
Gauss-new 36 0.07829142323198 1.07251583797681
In Gauss–Gautschi method the exact value of the integral of f was used, see Eq. (2.1). Gauss-new is proposed by the present author in this work.
Correct digits are underlined.
Because of the densely oscillating behavior of the functions sin(ω/xr ) and cos(ω/xr ) near the origin, the standard
integration methods do not give sufficiently accurate results for the integrals (1.1) and (1.2), in general. For example,
the n-point Gauss–Legendre rule on [0, 1] for large values of n and the Filon-type methods QFn [ f ] (using only function
values at equally distributed nodes) and QFn/2[ f, f ′] (using n/2 function values and n/2 derivative values) for the
integrals
IA =
∫ 1
0
1
x2 + 10−2 sin
1
x8
dx, IB =
∫ 1
0
tan
[(
pi
2
− 1
10
)
x
]
sin
1
x2
dx (1.3)
give the results in Table 1. The Gauss–Legendre results were generated by Matlab routines gauss.m and r jacobi.m
included in the OPQ package of W. Gautschi [12]. It is seen that the sequence of Gauss–Legendre results for IA does
not appear to converge to a certain limit as n → ∞, and the sequence for IB converges too slowly. Although the
Filon-type methods give more accurate results, their convergence is slow for the given integrals. All these and other
numerical results show that there are difficulties in obtaining accurate approximations to the integrals (1.1) and (1.2).
In general, for the finite range problem (i.e., when the interval of integration is bounded) there are integration
methods especially designed for computing highly oscillatory integrals with integrands of the form f (x) exp(iωg(x)),
where ω  1 is a large constant: (i) Levin-type methods, (ii) Filon-type methods, (iii) the methods based on asymptotic
expansions: asymptotic methods.
In the Levin-type and the asymptotic methods it is assumed that both f and g are sufficiently differentiable on
[a, b], because these methods use the values of both f and g (and also the derivatives of these functions for fast
convergence) at the end points of the integration interval. Moreover, when ω ≈ 1 the sequences generated by these
methods may converge very slowly, because the error terms of these methods behave asymptotically like O(ω−s)
for some s ≥ 1 (for details, see [17,18,20,24,30]). Therefore, especially when ω ≈ 1, they are not suitable (at least
without modification) for approximating the integrals under consideration.
The Filon-type methods [9,10] also have asymptotic errors of the form O(ω−s) as ω → ∞ (see [20,18,24]). In
a Filon-type method, the function f is replaced by a (Hermite-type) interpolating polynomial P for f , at prescribed
points on [a, b], and the exact value of the integral of P(x) exp(iωg(x)) is taken as an approximation to the
original integral. Thus, the method requires the computation of the moments of exp(iωg(x)) analytically. When the
moments are not available analytically, approximate moments may be used. However, if the degree n of the Hermite
interpolating polynomial is chosen to be greater than 14, which is often required for obtaining approximations to (1.1)
and (1.2) with a relative error less than 10−10 (especially when the interpolating polynomial does not fit f well, as in
(1.3)), there are difficulties in implementing these methods, because, in this case, one has to solve a linear algebraic
system to determine the interpolating polynomial by a numerical method, but it is known that the coefficient matrix
of this system is ill-conditioned in general, which causes the method to produce less accurate results.
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On the other hand, since the integrals (1.1) and (1.2) can be transformed to infinite range irregularly oscillatory
integrals by the change of variable t 7→ 1/t , we should also consider methods that are suitable for these integrals.
The regular infinite range problem in which q(x) = x is surveyed in [6], where the methods are based on sequence
accelerators such as those of Shanks [25], Levin and Sidi [21]. These methods evaluate the first few cycles of the
oscillatory integrand using a standard process, and the resulting sequence is applied to an accelerator to find the
sequence limit. Of these methods, Alaylioglu et al. [2] has proved competitive and robust over a long period of
time. Because this approach is basically a subdivision method requiring several separate quadratures, it has reduced
efficiency compared with any method which relies on high order over the whole interval. In a recent paper, Evans and
Chung [8] proposed a method for computing the infinite range irregularly oscillatory integrals. The proposed method
is a modification of the generalized (Levin-type) quadrature approach [7] based on Lagrange’s identity developed for
the finite range integrals. However, although this method is quite general, when 16-digit arithmetic is used for the
computations, it produces about 8–10-digit accurate approximations to the given integral in general.
In this paper, following Gautschi’s idea [13], we show using numerical examples that the integrals (1.1) and (1.2)
can be successfully approximated to high accuracy using Gauss quadrature rules on [0, 1], constructed relative to each
of the weight functions
ws(r, ω; t) = 1+ sin
(ω
tr
)
, (1.4)
wc(r, ω; t) = 1+ cos
(ω
tr
)
. (1.5)
To construct these rules we need the three-term recurrence coefficients of the polynomials orthogonal with respect
to (1.4) or (1.5). Computation of these coefficients, however, requires very high precision arithmetic and will be
considered in Section 2. A Mathematica program is developed for this purpose in Section 3. Some numerical examples
are given in Section 4 for testing the performance of the new method.
We should note that Gautschi [13] has developed Matlab routines for computing the three-term recurrence
coefficients of the polynomials orthogonal with respect to (1.4) (with respect to (1.5)) for the special case ω = r = 1. It
is clear that the Gauss quadrature rules constructed with these recurrence coefficients, which we call Gauss–Gautschi
rules/methods, can be applied (at least, when ω = 1) to the integrals (1.1) and (1.2) after making the change of variable
x = t1/r . However, if r > 1 and f (0) 6= 0, this change of variable makes the nonoscillatory part of the integrand
singular at the origin and, therefore, Gauss–Gautschi rules in this case yield inaccurate results for the integrals (1.1)
and (1.2), as seen in Table 1 for the integral IA. For ω 6= 1, Gauss–Gautschi rules need further modification because
the change of variable xr = ωt is not appropriate in this case (especially if ω  1), even if the nonoscillatory part
of the transformed integrand is continuous. Gauss-new in Table 1, which denotes the Gauss methods to be developed
in this work, on the other hand, gives very accurate results for both integrals in (1.3). Moreover, numerical results
in Section 4 show that these methods are also successful for large values of ω (see the result for the integral I2
in Table 5) and give more accurate results than the generalized quadrature rules for this special type of integral, as
could be expected. Although our methods are based on the idea proposed by Gautschi, they are different and can
be considered as extensions (or generalizations) of Gauss–Gautschi methods. Note that our Mathematica program,
in which the extended exponential integral function plays the leading role, may not be implemented in Matlab [23]
(or need modification) because the exponential integral function Ei(a, z) of Matlab (version 7.04 R14) gives an error
message if a is not a nonnegative integer.
2. Computation of the recurrence coefficients
The integral (1.1) can be written in the form∫ 1
0
sin
( ω
xr
)
f (x) dx =
∫ 1
0
[
1+ sin
( ω
xr
)]
f (x) dx −
∫ 1
0
f (x) dx . (2.1)
Hence, to compute the original integral we apply to the first integral on the right the n-point Gaussian quadrature
relative to the weight function (1.4), and to the second the Gauss–Legendre rule on [0, 1]. The procedure is similar for
(1.2).
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With respect to a given nonnegative weight function w(t), the monic orthogonal polynomials {pik(t)}n0 satisfy a
three-term recurrence relation of the form
pik+1(x) = (x − ak)pik(x)− bkpik−1(x), k = 0, 1, . . . , n − 1, (2.2)
with initial values pi−1(x) = 0, pi0(x) = 1, b0 = µ0 = (1, 1)w, where
ak = (xpik, pik)w
(pik, pik)w
, bk+1 = (pik+1, pik+1)w
(pik, pik)w
, k = 0, 1, . . . . (2.3)
Here (·, ·)w denotes the usual inner product with respect to the weight function w. The nodes, xnk , of the n-point
Gauss rule Gn[ f ] = ∑nk=1wnk f (xnk) are the roots of the n-th orthogonal polynomial pin . In practice, especially for
large values of n, the nodes and weights wnk are often computed from the tridiagonal symmetric matrix Jn , known as
the Jacobi matrix of order n, whose diagonal and subdiagonal elements are {ai }n−1i=0 and {
√
bi }n−1i=1 respectively. The
eigenvalues of this matrix are the nodes of the n-point Gauss rule and the weights are given by wnk = b0(vk,1)2,
where vk,1 is the first component of the normalized eigenvector associated with the eigenvalue xnk [14,28]. Note that
Program 2 in Section 3 uses this matrix to compute the nodes and weights of Gauss quadrature rules relative to (1.4)
or (1.5).
Thus, in order to construct the Gauss rules relative to (1.4) (or relative to (1.5)) we need the three-term recurrence
coefficients of the polynomials orthogonal with respect to (1.4) (with respect to (1.5)). But as far as we know these
coefficients are not available analytically; hence one has to use a suitable method to compute them approximately to
sufficient accuracy. There are mainly two approaches for this purpose: the first approach is based on the discretization
methods (Stieltjes procedure, Lanczos-type algorithm) and the second one is based on the moments (moment based
methods); see [12, Chapter 2] and the references therein, and see also [15] for an application of the Lanczos algorithm.
Although the first approach is numerically more stable than the second one, our numerical experiments show that
neither the Stieltjes procedure nor the Lanczos algorithm is suitable for the weight functions considered here. On the
other hand, it is well known that the moment based methods are very ill-conditioned in general. However, when the
moments are available symbolically or can be computed to high precision, the recurrence coefficients can be obtained
to the desired accuracy from the moments with the Chebyshev algorithm; see [12, Section 2.1.7]. Fortunately, the
moments of the weight functions (1.4) and (1.5) can be expressed in terms of the extended exponential integral
function, which can be evaluated to arbitrary precision, for example, using Mathematica or Maple.
2.1. Computation of the moments of the weight function [1+ sin(ω/tr )]
The moments of the weight function ws(r, ω; t) are
µk =
∫ 1
0
[
1+ sin
(ω
tr
)]
tk dt = 1
k + 1 + µ
0
k, k = 0, 1, . . . , (2.4)
where µ0k are the ‘core’ moments
µ0k =
∫ 1
0
tk sin(ω/tr ) dt, k = 0, 1, . . . . (2.5)
The change of variable x = t−r yields
µ0k =
1
r
∫ ∞
1
x−(k+r+1)/r sinωx dx, (2.6)
from which we obtain
µ0k = −
1
r
=
[
Ei
(
k + r + 1
r
, ω
√−1
)]
, (2.7)
where Ei(a, z) = Ea(z) is the “extended” exponential integral function
Ea(z) =
∫ ∞
1
t−ae−zt dt, (a > 1, R(z) ≥ 0), (2.8)
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with =(z) andR(z) the imaginary and real parts of z respectively. Note that in the original definition of the exponential
integral function it is assumed that a ∈ N and R(z) > 0; see [1,11]. Mathematica and Maple can compute the
exponential integral (2.8) to arbitrary precision, e.g., up to at least 2000-digit precision. In Mathematica [29], the
exponential integral is defined as ExpIntegralE [a, z].
If 2r is a positive integer, then the moments can be calculated more easily from a recurrence relation. Indeed,
applying integration by parts to (2.6) one obtains
µ0k+2r =
1
k + 2r + 1
[
sinω + r ω cosω
k + r + 1 −
ω2 r2
k + r + 1 µ
0
k
]
, k = 0, 1, . . . . (2.9)
The initial values for this recurrence relation are supplied from the Eq. (2.7) for k = 0, 1, . . . , 2r − 1. Mathematica
computes the moments from this relation faster than from the formula (2.7). Note, however, that for the n-point Gauss
rule this relation can be used only when r < n.
2.2. Computation of the moments of the weight function [1+ cos(ω/tr )]
Proceeding as in Section 2.1, we define
µk =
∫ 1
0
[
1+ cos
(ω
tr
)]
tk dt = 1
k + 1 + µ
0
k, k = 0, 1, . . . , (2.10)
where µ0k =
∫ 1
0 t
k cos(ω/tr ) dt, k = 0, 1, . . . . In this case, we find
µ0k =
1
r
R
[
Ei
(
k + r + 1
r
, ω
√−1
)]
, k = 0, 1, . . . (2.11)
and the recurrence relation
µ0k+2r =
1
k + 2r + 1
[
cosω − ωr sinω
k + r + 1 −
ω2r2
k + r + 1 µ
0
k
]
, k = 0, 1, . . . . (2.12)
3. Computation of the integrals: Mathematica programs
In this section, using the results obtained in the previous section we construct a Mathematica program. The program
consists of two routines: the first one is for computing the recurrence coefficients relative to the weight functions (1.4)
and (1.5), and the second for computing the integrals (1.1) and (1.2) by the Gauss rules constructed with the recurrence
coefficients obtained by the first routine.
3.1. A program for computing the moments and recurrence coefficients for the weight functions (1.4) and (1.5)
The following Mathematica program (Program 1) computes the moments of the weight functions (1.4) and (1.5)
in the first part and then (using the moments computed in the first part) computes the recurrence coefficients of the
polynomials orthogonal relative to each weight function with the Chebyshev algorithm. To execute the program, copy
the program part of the paper in Acrobat (v.5 or later) and paste it as a notebook file in Mathematica.
Program 1 (For Computing the Moments and the Recurrence Coefficients).
(* Computation of the moments *)
r=2; w=1; (*parameters in w_s=1+sin(w x^(-r)), w_c=1+cos(w x^(-r))*)
SC=1; (* take SC=1 for w_s and SC=2 for w_c *)
n=50; (* the first n recurrence coefficients are obtained *)
d=n*6+60; (* d-digit arithmetic is used in calculations *)
m[k_,t_,w_]:=If[SC==1, -Im[ExpIntegralE[(k+t+1)/t, w*I]/t],
Re[ExpIntegralE[(k+t+1)/t, w*I]/t]];
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m[k_]:=m[k,r,w];
If[SC==1,
{If[2*r \[Element] Integers, {Do[M[j]=m[j], {j,0,Min[2*r-1,2*n]}],
Do[M[j]=Sin[w]/(j+1)+w*r*Cos[w]/((j-r+1)(j+1))- w^{2}*r^{2}*M[j-2*r]
/((j-r+1)(j+1)),{j,2*r,2*n}]}, Do[M[j]=m[j],{j,0,2*n}]]},
{If[2*r \[Element] Integers, {Do[M[j]=m[j], {j,0,Min[2*r-1,2*n]}],
Do[M[j]=Cos[w]/(j+1)-r*w*Sin[w]/((j-r+1)(j+1))- w^{2}*r^{2}*M[j-2*r]
/((j-r+1)(j+1)),{j,2*r,2*n}]}, Do[M[j]=m[j], {j,0,2*n}]]}];
Do[M[j]=M[j]+1/(j+1), {j,0,2*n}];
(* End of Moments *)
(* Chebyshev algorithm to compute a_k = A[k] and b_k = B[k] *)
A[0]=N[M[1]/M[0], d]; B[0]=N[M[0], d];
Do[s[-1,j]=0, {j,1,2*n-2}];
Do[s[0,j]=N[M[j], d], {j,0,2*n-1}];
{k=1; Label[Cheb];
Do[s[k,j]=N[s[k-1,j+1]-A[k-1]*s[k-1,j]-B[k-1]*s[k-2,j], d],
{j,k,2*n-k-1}];
A[k]=N[s[k,k+1]/s[k, k]-s[k-1, k]/s[k-1, k-1], d];
B[k]=N[s[k,k]/s[k-1,k-1], d];
If[k < n, {k+=1; Goto[Cheb]}];};
Do[Print[j," ", N[A[j], 40]," ", N[B[j], 40]], {j,0,n-1}];
(* End of Program 1 *)
Remark 3.1. In Program 1, for safely obtaining the moments and the recurrence coefficients, we assume that n, ω
and r are in the following intervals:
1 ≤ n ≤ 200, 0 < ω ≤ 100, 0.00001 ≤ r ≤ 100 000, (3.1)
because we have observed that when the parameters are chosen outside this range, the overflow/underflow problems
can occur for some values of the parameters.
Program 1 uses d-digit arithmetic for the computations. The important question is that of how big d should be
chosen to obtain the first n recurrence coefficients safely to a prescribed accuracy. Choosing it (unnecessarily) too big
increases the computation time and thus reduces the efficiency of the algorithm. Theoretically, it seems to be a difficult
problem to determine an optimal value of d that is valid for all values of the parameters n, r, ω. However, proceeding
as in Gautschi [13], it is possible to determine a value of d such that when this value is used for computations, the
recurrence coefficients can be computed safely to the desired accuracy.
Consider, for example, the weight function 1 + sin(ω/xr ) with {r = 3/2, ω = 1}. Program 1 with 180-digit
arithmetic produces the results
a49 = 0.498426 · · · , b49 = 0.629315 · · · (−1).
Comparing these with those in Table 2, which were obtained with 360-digit arithmetic, we see that only the first 5
digits (the underlined digits) are in agreement. As k is decreased from 49, the results for ak and bk gradually become
more accurate. This behavior is typical for the ill-conditioning of the underlying moment map [12, Section 2.1], which,
in the worst case, causes a loss of 180− 5 = 175 digits. Thus, to obtain the first 50 recurrence coefficients to at least
40-digit accuracy we expect to need about 215-digit computation. The 215-digit and 220-digit computations do indeed
yield results which agree to at least 40 digits.
Unfortunately, d = 215 is not sufficient for computing the first 50 coefficients to 40-digit accuracy for all values
of the parameters ω and r in the range given by (3.1). For example, for {ω = 100, r = 1/2}, we need 235-digit
computation to obtain a49 and b49 to 40-digit accuracy. We have executed Program 1 for many selected values of
n, r, ω in different ranges, and concluded that d = 6n + 60 is sufficient (but not necessary in general) for obtaining
the recurrence coefficients to (at least) 40-decimal-digit accuracy for all values of the parameters (at least) in the range
given in (3.1).
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Table 2
The recurrence coefficients relative to 1+ sin(1/xr ) for r = {3/2,√2} produced by Program 1 with n = 50
r k ak bk
1 0.44037061363928985008 0.080577282014736757119
3/2 2 0.54520641208290094311 0.066460864766097286462
10 0.50289556904971793698 0.052678035966379173128
49 0.49842558462218970739 0.062931499520182358060
1 0.44062714204815274145 0.079056932291952576124√
2 2 0.54337912163957251638 0.068632185747428596815
25 0.52058307170534074093 0.057982525602055392383
49 0.49777955399730614348 0.062475999076292540811
As an example, we computed the recurrence coefficients for the weight function 1+ sin(1/xr ) for r = {3/2,√2},
taking n = 50 in Program 1. Some of the results are displayed in Table 2, rounded to 20 digits. The first 10 coefficients
in each case were checked successfully by using a symbolic algebra package. Note that the results obtained by Program
1 for the recurrence coefficients for the integrals I7, I9, I11 in Table 4 agree with those generated by Gautschi’s Matlab
routine.
3.2. A Mathematica program for computing the integrals (1.1) and (1.2)
This routine computes the integrals (1.1) and (1.2) using the n-point Gauss rule relative to the weight functions
(1.4) and (1.5), respectively.
Program 2. (* This program computes the integral of sin(w x^(-r))f(x) or
cos(w x^(-r))f(x), w, r > 0, over the interval [0,1] *)
(* First, execute Program 1 to obtain n0, A[k] and B[k] *)
(* ER = the (mollified) error, eps=10^(-q): error tolerance *)
(* PR: precision to be used in the calculations *)
(* int0: Gauss-Legendre result for the integral of f(x) *)
(* int1: result of Gauss quadrature relative to w_s or w_c *)
(* intgiven: approximation to the given integral *)
n0 = n; q0 = 8; q = 16; PR = q+q0; eps = 10^(-q);
int10 = 0; intgiven0 = 0; K0 = 4;
f[t_] := Exp[-t]; (* Replace Exp[-t] by given f *)
{K = 10; (* Program starts with K-point Gauss quadrature *)
Label[GQuad];
{a,b,c} = {Sqrt[Table[B[l],{l,1,K-1}]], Table[A[l],{l,0,K-1}],
Sqrt[Table[B[l],{l,1,K-1}]]};
GM=Table[Switch[j-i,-1,a[[j]],0,b[[j]],1,c[[j-1]],_,0],{i,K},{j,K}];
{X,U} = Eigensystem[N[GM,PR]];
Do[V[i] = B[0]*(U[[i]][[1]]/Norm[U[[i]],2])^{2}, {i,1,K}];
Z = Table[V[i], {i,1,K}]; int1 = Z.f[X];
{a0,b0,c0} = {Sqrt[Table[1/(4*(4-j^(-2))), {j,1,K-1}]],
Table[1/2, {j,0,K-1}],Sqrt[Table[1/(4*(4-j^(-2))), {j,1,K-1}]]};
GM0=Table[Switch[j-i,-1,a0[[j]],0,b0[[j]],1,c0[[j-1]],_,0],{i,K},{j,K}];
{X0,U0} = Eigensystem[N[GM0,PR]];
Do[V0[i] = (U0[[i]][[1]]/Norm[U0[[i]], 2])^{2}, {i,1,K}];
Z0 = Table[V0[i], {i,1,K}]; int0 = Z0.f[X0];
T = Abs[int1-int10]; ER1 = If[T < 1, T, T/Abs[int1]];
int10 = int1; intgiven = int1-int0; T0 = Abs[intgiven-intgiven0];
ER = If[T0 < 1, T0, T0/Abs[intgiven]]; intgiven0 = intgiven;
Print["N = ",K, " int1 =", N[int1, q], " Result =", N[intgiven, q]];
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Table 3
The results obtained from the N -point Gauss quadrature, taking d = PR = 20 in Program 2, for the integral (3.2)
N r = 3/2 r = √2 r = 8
6 0.1578273862696363476 0.1676657884865029361 0.0287841240626827655
7 0.1578273862696363907 0.1676657884865029746 0.0287841240626827849
8 0.1578273862696363907 0.1676657884865029746 0.0287841240626827850
16 0.1578273862696363907 0.1676657884865029746 0.0287841240626827850
Table 4
Test integrals
Integral Integral
I1 =
∫ 1
0
−8 x
x4+4 cos
ω
x2
dx I7 =
∫ 1
0 sin
ωx
1−x dx Levin [22]
I2 =
∫ 1
0 e
5x sin ωxr dx I8 =
∫∞
0
−e−x−1/x√
x
sin(ωx) dx B.E.H. [3]
I3 =
∫ 1
0
pir
x1+r/2 sin
pi
2xr dx I9 =
∫∞
0
4 cosωx
4x2+1 dx = pie
−ω/2 Squire [27]
I4 =
∫ 1
0
10ω
x2+ω2
sin ωx dx I10 =
∫∞
0 sin
(
pi
2 x
2
)
dx = 12 Sidi [26]
I5 =
∫ 1
0 exp
(
− 1xr
)
sin 1xr dx I11 =
∫∞
0
sin x
x dx = pi2 Squire [27]
I6 =
∫ 1
0
100 arctan x4r
xr+1 cos
1
xr dx
Table 5
Results from the N -point Gauss quadrature rule (relative to (1.3) or (1.4)) generated with Programs 1 and 2, using d = PR = 16-digit arithmetic in
Program 1 for the integrals in Table 4
Integral ω r N N -point Gauss rule “Exact” (rounded)
I1 1 2 12 0.094652806418777 0.094652806418777
I2 1 200 10 0.461841915645013 0.461841915645013
I2 103 107 10 0.83587008× 10−8 0.835870075× 10−8
I3 pi2 15 12 0.387929217969669 0.387929217969663
I4 2 1 9 0.193783272144704 0.193783272144704
I5 1
√
2 36 0.100858428460946 0.100858428460945
I6 1
√
99 56 0.439503701011671 0.439503701011676
I7 1 1 1 0.343377961556427 0.343377961556427
I8 10 1 48 0.004885538256564 0.004885538256564
I9 1 1 19 1.905472264730180 1.905472264730180
I10 pi2 2 12 0.500000000000000 0.500000000000000
I11 1 1 8 1.570796326794897 1.570796326794897
If[(ER>eps \[Or] ER1>eps) && (K < n0), {K += K0; Goto[GQuad]}];};
(* End of Program 2 *)
For example, taking d = PR = 20 in Program 2 we computed the integral∫ 1
0
e−x sin(1/xr )dx for r = {3/2, √2, 8}. (3.2)
The results are displayed in Table 3. Observe that the convergence is very fast and one can show that the results for
N ≥ 8 are correct to 19 decimal digits.
In Program 2, as a stopping criterion, the difference of two results obtained from Gauss quadratures of different
order, more precisely the difference of K -point and (K +K 0)-point Gauss quadrature results, is used. A more reliable
stopping criterion may be using the difference of Gauss and anti-Gauss rules, since the exact value for the integral is
bracketed by the N -point Gauss rule and the (N + 1)-point anti-Gauss rule for many integrands. For anti-Gauss and
related average quadrature rules, see [19,5,4,16] and the references therein.
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Table 6
Comparison of the results obtained with Programs 1 and 2 and the Filon-type methods with N f (total) function evaluations (including evaluations
of f for the Gauss–Legendre rule, when the integral of f is unavailable analytically)
Integral r N f Programs 1 and 2 QF [ f ] QF [ f, f ′]
I2 200 06 0.46184188979410 0.46188005091378 0.46184433053184
(ω = 1) 200 12 0.46184191564501 0.46184191857976 0.46184191585246
I3 15 08 0.38792921797435 0.38792752335363 0.38792961052441
15 12 0.38792921796967 0.38792921551501 0.38792921927879
I5
√
2 34 0.10085842846095 0.10085883931988 0.10085847868834√
2 64 0.10085842846095 0.10085845579309 0.10085839816084
The correct digits are underlined.
Table 7
Comparison of the results obtained from the N -point Gauss quadrature using Programs 1 and 2 and those from Table 5 of Evans and Chung in [8]
Integral ω r N Programs 1 and 2 Evans–Chung
I8 01 01 32 0.004885538258239 0.004885538508495
01 01 64 0.004885538256564 0.004885538435654
I9 10 01 16 0.021167884793172 0.021167884827917
10 01 32 0.021167884792604 0.021167884957950
The correct digits are underlined.
4. Numerical results for some selected integrals
In this section, to show the performance of the algorithm presented in this paper we have chosen a test set of
integrals given in Table 4. Some of these integrals (in the given form or in a transformed form) were investigated in
other studies [3,22,26,27]. The results obtained using Programs 1 and 2 are displayed in Table 5. Note that we used
16-digit arithmetic in Program 2 to obtain the results in Table 5. Matlab gives the same results up to 15 digits for the
integrals when the recurrence coefficients generated with Program 1 are transcribed (with 16 figures) to Matlab.
In Table 6 the results from Programs 1 and 2 are compared with the results from Filon-type methods QF [ f ] and
QF [ f, f ′] (with nodes xk = k/N , k = 0(1)N and k = 0(2)N respectively), while in Table 7 they are compared with
the results of Evans and Chung given in [8]. Note that when the degree of the interpolating polynomial for the Filon
method was greater than 12, the associated system was solved using 64-digit arithmetic.
Some of the integrals, namely I3, I4, I5, and I7, in Table 4 can be expressed in terms of the generalized exponential
integral. For the other integrals, the results obtained using Program 2 with quadruple precision arithmetic were
considered as their ‘exact’ values. Notice that Program 2 cannot be applied directly to the integrals I3 and I7; however,
these integrals can be written in the following form:
I3 = −
∫ 1
0
r x (r−2)/2 cos
( pi
2xr
)
dx, I7 =
∫ 1
0
sin
(
ω − ω
x
)
dx .
Each integral with infinite range in Table 4 can be transformed into an integral or a sum of two integrals with
integration interval [0, 1]. For example, we have
I8 = −
∫ 1
0
exp
(
−x − 1x
)
√
x
sin(ωx) dx −
∫ 1
0
exp
(
−x − 1x
)
x
√
x
sin
(ω
x
)
dx
so that the first integral on the right can be computed accurately using the Gauss–Legendre (or Gauss–Jacobi) rule and
the second by Programs 1 and 2.
5. Conclusion
We have developed an algorithm and a Mathematica program for computing integrals of the form (1.1) or (1.2).
According to the results given in Tables 6 and 7 the algorithm presented is comparable with both the Filon-type
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methods and the methods of Evans and Chung. Program 1 requires the use of very high precision arithmetic to
compute the recurrence coefficients accurately, which slows down the algorithm. This is the main disadvantage of the
algorithm (Program 1). However, if one needs approximations to very high accuracy to the integrals, Programs 1 and
2 can be used safely. Moreover, using high precision arithmetic in Program 2, one can use Programs 1 and 2 to test
the correctness of the results generated by other methods. An important advantage of the algorithm is that it does not
require the computation of the derivatives of integrand functions and that no subdivision of the integration interval is
needed to obtain approximations to high accuracy, when f is sufficiently smooth. When 2r is a small positive integer,
the computation of the three-term recurrence coefficients by Program 1 takes less time than in the other cases.
Finally let us note that, especially for integrals that appear most frequently in applications, the results generated by
Program 1 for the recurrence coefficients ak and bk can be stored in a file to be used in Matlab, Maple, or any other
programming language (such as Fortran, C).
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